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Preface 
Networks are everywhere, from the Internet to sensor networks. They are used widely for 
various type of communications. Their safe existence and functioning need deep 
consideration of different security aspects. It was the reason to combine these three topics 
such as Networks, Communication and Security in one book volume. 
Every research and development must be started from a state-of-the-art review, and 
networks, security and communication are not an exception. The review is one of the most 
labor- and time-consuming parts of research. It is strongly necessary to take into account 
and reflect in the review the current stage of development, including existing technologies, 
security aspects and hardware. Many PhD students and researchers working in the same 
area are doing the same type of work. A researcher must find appropriate references, to 
read it and make a critical analysis to determine what was done well before and what was 
not solved till now, and determine and formulate his future scientific aim and objectives. 
The professionally made state-of-the art must take into account not only open access 
books, articles and conference papers available online for free, but also traditional 
monographs and journal articles, which are available only off-line and in print (paper) 
format. 
After very successful publication of our popular Book Series on “Advances” from 
different technical areas in 2012-2017, it was decided to start publication of new Book 
Series on ‘Advances in Networks, Security and Communications: Reviews’. 
It is my great pleasure to present the 1st volume of Book Series titled ‘Advances in 
Networks, Security and Communications: Reviews’ started by the IFSA Publishing in 
2017. The volume is published as an Open Access Book in order to significantly increase 
the reach and impact of this Book Series, which also published in two formats: electronic 
(pdf) and print (paperback). 
The 1st volume of new Book Series contains fifteen chapters submitted by 42 contributors 
from academia and industry from 13 countries: Brazil, Bulgatia, Burkina Faso, China, 
Czech Republic, France, India, Iran, Japan, Mauritius, Senegal, UK, and USA. The book 
is devided into three main parts: Networks (four chapters), Security (four chapters) and 
Communication (seven chapters). ‘Advances in Networks, Security and Communications: 
Reviews’ provides focused coverage of these three main technologies. It explores practical 
solutions to a wide range of network, communication and security issues. Chapters are 
written by experts in the field and address the immediate and long-term challenges in the 
authors’ respective areas of expertise. Coverage includes wireless sensor network routing 
improvement; connectivity recovery, augmentation and routing in wireless Ad Hoc 
networks; advanced modeling and simulation approach for the sensor networks 
management; security aspects for mobile agent and cloud computing; various 
communication aspects (algorithms, coding and hardware design) and others. 
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Every chapter of this book is independent and self-contained. Fifteen chapters of the book 
have the similar structure: introduction, state-of-the art, description of advances and list 
of well selected references, including books, journal articles, conference proceedings and 
web sites. 
This book ensures that our readers will stay at the cutting edge of the field and get the 
right and effective start point and road map for the further researches and developments. 
By this way, they will be able to save more time for productive research activity and 
eliminate routine work. 
This book will be a valuable tool in both learning how to design various networks, as well 
as a reference as an advance in readers’ research careers. 
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Chapter 1 
WSN Routing Improvement Techniques 
Dr. Chérif Diallo1 
1.1. Introduction 
The topics in this chapter detail the structure of sensor devices which are utilized to form 
wireless sensor networks (WSNs) intended to be used for many applications in various 
fields. We will be particularly interested in improving the efficiency of routing 
mechanisms, as well as the impact of securing the routing process. 
In a wireless sensor network (WSN), energy efficiency of routing protocols is of primary 
importance. Embedded with local load balancing mechanisms, the studied L2RP protocol 
is a Link Reliability based Routing Protocol which aims to help source nodes to exploit 
the potential capabilities of their respective neighbours. As it is a reliability-oriented 
protocol, L2RP discards unreliable links to avoid the substantial energy cost of packet 
losses. We will detail some performance evaluation results to show major efficiency 
benefits that stem from load balancing which helps in lengthening the network lifetime 
while minimizing packet losses. In WSN, the choice of a routing protocol and its key 
parameters depends on the nature of the application and on its primary mission. Lot of 
works addressed routing issues with more or less effectiveness, some of which pointed 
out the use of the link quality indicator (LQI) as a route selection criterion (metric). In a 
previous work, following an experimental study, we have shown, under some conditions, 
the inefficiency of the LQI based routing. 
In this chapter, we propose through L2RP a simple way to improve reliability and 
efficiency of the LQI based routing in WSN. We also give a comparative study of several 
metrics including new definitions of LQI based metrics. The performance evaluation 
results show that our adaptation of the LQI metric is among the best route selection criteria 
regardless of the performance criterion under consideration [1-3]. Finally, as security has 
become critical for these networks too, we address in the last part the problem of the 
additional energy cost induced by solutions used to secure the routing process [4]. 
                                                     
Dr. Chérif Diallo 
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1.2. Architecture of a Wireless Sensor Node 
A sensor node Fig. 1.1 is mainly composed by four basic units: the sensing unit, the 
processing unit, the wireless transceiver unit, and the power unit. It can also contain, in 
accordance with its domains of application, supplementary modules such as a Global 
Positioning System (GPS) or an energy generator system (solar cell or photovoltaic). 
There are also sensors, more voluminous, equipped with a mobility system responsible 
for moving the node in case of need. 
 
 
Fig. 1.1. A sensor node and its main units. 
1.2.1. The Sensing Unit 
The sensing unit is a device transforming the state of an observed physical quantity into a 
human known quantity such as electrical voltage, luminous intensity or temperature. It is 
distinguished from the measuring instrument by the fact that it is merely a simple interface 
between a physical process and manipulable information. The sensing unit is generally 
composed by two subunits: The sensor itself and the analog-digital converter (ADC) 
which is responsible for converting the original signal based on the observed phenomenon. 
ADC transforms these signals in digital signals understandable by the processing unit. 
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The sensor is characterized according to several criteria. The most common are: the 
observed physical quantity (light, temperature, noise, humidity, etc.), its transmission 
range, its sensibility and its functioning temperature range. To use a sensor probe in the 
best condition, it is often useful to practice a calibration in order to know the uncertainly 
of measures provided. 
1.2.2. The Processing Unit 
It includes a processor generally associated to a small storage unit. It works with an 
operating system specially designed for the sensor (for example: TinyOS). It executes the 
communication protocols which make it possible to send data to the other nodes of the 
network, to receive data, and to participate in many network operations such as auto-
configuration, auto-organization, clustering process, routing computation, data 
aggregation and security mechanisms. 
1.2.3. The Wireless Transceiver Unit 
It carries out all the transmissions and receptions of data on a wireless media. It may be 
of the optical type (like in the smart dust node), or of radio-frequency type: 
 The optical type communications can prevent from electrical interferences. 
Nevertheless, it’s not possible to establish links through the obstacles. Such sensor 
devices have the disadvantage to requiring a permanent sight of view between the 
communicating entities. 
 The radio-frequency unit transmission types include modulation circuits, 
demodulation, filtering and multiplexing. This implies an increase in the complexity 
and cost of the sensor manufacturing. 
Designing radio-frequency transmission units to enable large communication range with 
low energy consumption capabilities is an exciting challenge because powerful signals 
often consume more energy. An alternative could consist generally to use long antennas, 
but it is not possible in the domain of wireless sensors because of the small size of the 
devices. 
1.2.4. The Power Unit 
A sensor device is provided with an energy source (generally a battery). Considering its 
small size, this energetic resource is limited and generally not replaceable. What often 
makes the energy the most precious resource of a sensor network, because it directly 
affects sensor nodes lifetime and so the entire lifetime of the network. Consequently, the 
energy control unit constitutes an essential system. It must distribute the available energy 
to the other modules, in an optimal way, for example by reducing the useless spending by 
putting components on (deep) sleep mode. This unit can also handle the energy loading 
systems from the environment via photovoltaic cells for instance. 
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1.3. The Offer of Sensor Manufacturers 
The double protocol stack Bluetooth / ZigBee are among the best standards to be exploited 
in wireless sensor networks. Bluetooth is a specification of telecommunication industries. 
It uses a short-range radio technology in order to simplify the connexions between the 
electronic devices. Initiated in 1994 by Ericsson, The Bluetooth technique has been 
standardized under the standard IEEE 802.4.15 and it is destined to the creation and the 
maintain of Personal Area Network (PAN). Such a network is used for the transfer of low 
data bandwidth and low transmission range between compatible devices. Unfortunately, 
the big drawback of this technique is its high energy consumption and therefore can not 
be used by sensors that are powered by non-replaceable battery and that ideally should 
work without outage for several years. 
The standard ZigBee [5] combined with the IEEE 802.15.4 offers features that respond 
even better to sensor networks needs in terms of energy network saving. ZigBee offers 
also lower data rates, but it also consumes significantly less than Bluetooth. A small rate 
of data is not handicapping for a sensor network where the transmission frequencies are 
not important. Nevertheless, the current tendency of the manufacturers is to use 
proprietary techniques which have the advantage of being specifically optimized for a 
specific use, but which have the big drawback of not being compatible between them. 
From a hardware point of view, some new techniques will considerably influence the 
future of the wireless sensor networks. The UWB (Ultra Wide Band) technique is a good 
example for that. This transmission technique will allow reaching extremely low 
consumption levels thanks to its simplicity at materiel level. 
Moreover, the attenuation of the generated signal by obstacles is lower compared to 
conventional narrow-band radio systems. 
From a software point of view, the field of wireless sensors is therefore moving towards 
a great rise and many new products continually flooding the sensors market every year. 
All the more, open-source techniques are now largely used, such as TinyOS [6]. This last 
one was developed at the University of Berkeley. TinyOS [6] is an open-source operating 
system designed for wireless sensors and which is used by more than 500 Universities and 
academic research centers in the world. The realization of programs on the platform is 
done exclusively in NesC (dialect of the C programming language). The main particularity 
of this OS is its extremely small size in terms of memory (some kilobytes). 
In the following, we review some main devices provided by few sensor manufacturers. 
1.3.1. The Tmote Sky of Moteiv 
Specifically designed for promoting a rapid deployment of prototypes, the Tmote Sky 
sensors of Moteiv [7] are adapted to many industrial applications in the fields of light, 
humidity and temperature control (Table 1.1). These sensors are often equipped with an 
integrated antenna covering 50 m indoor transmission range and 125 m outdoors. They 
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are also accompanied by a USB interface to enable interoperability with other devices and 
peripherals. 
Designed with the native support of TinyOS [6], the Tmote Sky sensors of Moteiv offer 
the advantage of developing innovative technologies related to wireless protocols while 
also benefiting from the open source software capabilities (Fig. 1.2). 
 
Fig. 1.2. Tmote Sky sensor. 
1.3.2. Sun SPOT from Sun Microsystems 
Sun SPOT [8] (Sun Small Programmable Object Technology) is a Mote based wireless 
sensor network developed by Sun Microsystems. This device is based on the IEEE 
802.15.4 standard. Contrarily to the others available Mote systems, Sun-SPOT is make on 
the Java Squawk virtual machine. 
The first limited series of Sun-SPOT development kits was launched since April 2007. 
These first introductive kits have two sensors, one base station, the software development 
tools and a USB wire. The software is compatible with Windows XP, Mac OS X 10.4, 
and most common Linux distributions. The SunSPOT sensor node is shown in Fig. 1.3. 
 
Fig. 1.3. SunSPOT sensor node. 
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Another SunSPOT project is the hardware and software platform developed by Oracle 
Labs [8]. This project was created to encourage the development of new applications and 
devices. It is designed from the ground up to allow programmers who never before worked 
with embedded devices to think beyond the keyboard, mouse and screen and write 
programs that interact with each other. A Java programmer can use standard Java 
development tools such as NetBeans to write specific codes [9]. 
The whole project (hardware, operating environment, java virtual machine, drivers and 
applications) is available as open source materials. 
1.3.3. The WiEye of EasySen 
Developed by EasySen, WiEye [10] is a set of modular cards for wireless sensor network 
applications that meet the needs of professional surveillance and security. The device is 
based on the IEEE 802.15.4 standard and is particularly adapted to the detection of 
presence and movement of individuals and/or vehicles. Composed by several sensing 
units Fig. 1.4, the WiEye components are designed as complementary modules to be 
connected to the other sensor devices such as Tmote Sky for instance Fig. 1.4. 
 
Fig. 1.4. Illustration of a WiEye sensor node. 
1.3.4. The Micaz Mote of Crossbow 
The Crossbow Company proposes a hardware system [11] including the process unit 
(processor and storage), the energy control unit and the transmission unit, which insure 
data sending to the base station. The Micaz Mote of Crossbow Fig. 1.5 is equipped with 
a connector allowing the integration of different sensing units. 
The MICAz is a 2.4 GHz Mote module used for enabling low-power wireless sensor 
networks and it is intended for Indoor Building Monitoring and for Security purposes. It 
enables acoustic, video, vibration and other high speed sensor data applications (Table 
1.1). Such devices can also operate in large scale wireless sensor networks including more 
than one thousand (1000+) nodes [12]. 
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Fig. 1.5. Micaz mote sensors provided by Crossbow. 
1.3.5. Jennic Sensors 
Equipped with a 32-bit RISC processor, Jennic [13] solutions are designed for both home 
automation and industrial applications (Fig. 1.6). Characterized by their very low power 
consumption (Table 1.1), which ensures a long battery lifetime, they specifically target 
the areas of location, telemetry, remote control, toys and gaming peripherals. 
 
 
Fig. 1.6. Sensor development kit provided by Jennic. 
Advances in Networks, Security and Communications: Reviews, Vol. 1 
 30
Based on the well-established IEEE 802.15.4 standard and a 2.45GHz low power radio 
technology, it adds the self-healing JenNet tree networking stack, the IETF 6LoWPAN IP 
layer and “JIP”, a powerful and flexible application layer enabling interoperability 
between devices. It is initially targeted at Lighting and Home Automation systems where 
it is rapidly becoming established as the system of choice, with provision for many 
different types of devices, all connecting to the same wireless network. 
With this solution, every device in the home can have its own IPv6 address, turning the 
home into a simple extension of the internet and enabling new and exciting innovations 
to be created in home controls and energy management (IoT, Internet of Things). 
The JenNet-IP-EK040 evaluation kit provides all the components needed to allow 
developers to create these new applications: domestic lighting control, home automation 
(heating and ventilation control, energy management, access control, blind and window 
control), building automation (HVAC, access control, security, fire detection and alarm), 
commercial and outdoor lighting, security systems, etc. [14, 15]. 
Table 1.1. Main features of some wireless sensors. 
 Tmote SKY Sun SPOT Crossbow Jennic 
Processor 
8 MHz Texas 
Instruments 
MSP430 
180 MHz 32 bit 
ARM920T core 
MICAz ZigBee Series 
(MPR2400) 
Low power  
32bit RISC CPU, 
4 to 32MHz clock 
speed 
Data 
capacity 
10 Kb RAM, 
48 Kb Flash 
512 Kb RAM 
4 Mb Flash 
4 Kb RAM 
512 Mb Flash 
128 Kb RAM 
128 Kb Flash 
Wireless 
radio 
2.4 GHz IEEE 
802.15.4 Radio 
250 kbps, High 
Data Rate Radio 
2.4 GHz IEEE 
802.15.4 Radio 
2.4 GHz IEEE 802.15.4 Radio 
250 kbps, High Data Rate 
Radio 
Outdoor transmission range 
150 m 
2.4 GHz IEEE 
802.15.4 Radio 
Transmission 
power 2.5dbm 
Sensing 
feature 
Temperature, 
Humidity, Light 
Accelerometer, 
Temperature, 
Light 
Temperature, Humidity, 
Light, pressure, acoustic 
activity, video, seismic 
movements, magnetic 
Temperature, 
Humidity, Light 
Energy 
2 AA batteries, 
21-23 mA 
(reception) 
19-21 mA 
(transmission) 
5-21 µA (deep 
sleep mode) 
750 mAh 
Lithium-ion,  
3.7 V 
rechargeable 
battery 
30 µA (deep 
sleep mode) 
2 AA batteries 
25 mA (transmission) 
15 µA (deep sleep mode) 
2 - 3.7 V battery 
17.5 mA 
(reception) 
15.0 mA 
(transmission) 
1.25 µA (deep 
sleep mode) 
 
1.3.6. Other Commercial Applications 
There are several other commercial products available on the sensor market: 
 ShockFish SA, now Spotme, offers the TinyNode devices Fig. 1.7. Composed of 
sensors and modular cards for industrial applications [16], this offer is accompanied 
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by a range of products intended to academic research and is also compatible with 
TinyOS [6]. 
 
 
Fig. 1.7. ShockFish, BTnode and Silicon Labs products. 
 The T-Node products, G-Node and L-Node [17] from SOWNet Technologies are few 
responses to the several specific needs of academic research and sensor network 
application developers. This Dutch company offers several TinyOS compatible 
development kits, allowing easy integration with open source products. It also offers a 
monitoring application for museums and art objects, which uses remotely managed 
sensors to provide discrete (invisible) and individual monitoring of each art piece in a 
museum. 
 The Tinynode 584 is an ultra-low power OEM module that provides a simple and 
reliable way to add wireless communication to sensors, actuators and controllers. The 
Tinynode evaluation kit contains everything you need to get started. The kit ships with 
a full TinyOS environment along with demo applications and protocol software [18]. 
Advances in Networks, Security and Communications: Reviews, Vol. 1 
 32
 The BTnode rev3 provides a distributed environment for prototyping Ad Hoc networks 
and supports different sensor add-ons using the IO provided on the extension connector 
J1 and J2. There are different UART, SPI, I2C, GPIO, ADC available. The J2 is 
suitable for prototyping, as you don't need to make a PCB or solder anything. Just 
connect you sensor(s) to appropriate IO lines. The J1 is suited if you need more IO 
lines and/or are going to produce sensor boards that can just be plugged in [19]. 
 Silicon Labs [20] and Microchip [21] solutions are ZigBee-compatible offerings for 
both industrial applications and academic research. 
As we can see, given the enthusiasm of researchers for wireless sensors, the number of 
manufacturers has increased enormously in recent years to provide concrete answers to 
both industrial and academic needs. 
1.4. Wireless Sensor Network Architecture 
1.4.1. Wireless Sensor Network Architecture 
A Wireless Sensor Network (WSN) Fig. 1.8 consists of a set of nodes deployed in a given 
environment (target) for accurate application (temperature, pressure, control, monitoring, 
intrusion detection, air humidity, agriculture, home automation, medical field, etc.). The 
sensors communicate with each other to relay information to a Sink node that 
communicates with the user interface. 
 
Fig. 1.8. Illustration of a wireless sensor network [22]. 
A WSN is therefore composed of a number of autonomous sensors capable of collecting 
and collaborating together to transmit environmental data. The position of these sensors 
is not necessarily predetermined. They may be randomly dispersed in a geographic area, 
known as coverage area or target area. 
The data collected by the sensors are routed via multi-hops routing to a node considered 
as a collection point, called a sink node. From the processing center, the user connects to 
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the Sink using Internet infrastructure or a satellite communication system or other 
telecommunications systems. The user can, via the Sink, send requests to the other sensors 
of the network specifying the type of data required and collect and then analyze the events 
recorded by the sensors in the coverage area. 
Wireless sensor networks are designed to collect information related to some events in 
hostile environments where human presence is not often possible. That is why we consider 
that once they are deployed, the sensors are autonomous. Their lifetime tightly rely on the 
manner of their batteries are utilized during network operations. Then, the most critical 
feature in sensor networks is the hardship of its energy resources because each sensor node 
has initial low resources in terms of energy and it’s not often possible to replace batteries 
during network operations. That is why it is important to take into account the energy 
consumption factors when designing wireless sensor networks. 
1.4.2. Energy Consumption Factors in WSNs 
1.4.2.1. Collisions 
Collisions are the primary source of energy loss. When two frames are issued 
simultaneously and then collide, those become unusable and must be retransmitted. In the 
same manner, when a node simultaneously receives two packets which have not 
necessarily been sent at the same time or which have been transmitted by two nodes out 
of reach one from the other. These two cases require retransmission of frames. MAC 
protocols, like CSMA, are trying in their own way to avoid collisions in order to backup 
network performance by reducing packet retransmission. 
1.4.2.2. Idle Listening 
"Idle listening" or "empty Listening" occurs when listening to the radio channel to receive 
contingently any data. Its energy cost is particularly high. Many MAC protocols always 
listen to the channel to the active state, assuming the entire device would be turned off by 
the user if there is no data to send. The exact cost of the idle listening depends on the 
hardware radio and on the operation mode. Turning off the radio channel is a solution; 
nevertheless the cost of the transition between different modes (sleep/deep/active) also 
consumes energy. Then the frequency of transition between modes must be reasonable 
when designing protocols. 
1.4.2.3. Overhearing 
Another common cause of excessive energy consumption is "overhearing". This occurs 
when a node hears packets that are not destined for it. The cost of "overhearing" can be 
an aggravating factor of energy losses especially when traffic or node density is notably 
high during network operations. 
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1.4.2.4. Overmitting 
Overmitting occurs when a source node sends data to a destination node which is not ready 
to receive. Moreover, if the transmitting node is waiting for an acknowledgment (ACK) 
from the destination node, it then retransmits the same packet several times because it 
remains in transmission mode (pending receipt of the eventual ACK frame). This could 
lead to high energy losses. 
1.4.2.5. Control Packets Overhead 
Some media access control techniques use specific packets (RTS, CTS) for collision 
avoidance. Running a network protocol still needs few control packets and necessary 
headers to encapsulate application data. Sending, receiving, and listening to the control 
packets consume more energy. As control packets do not carry user data directly, those 
also reduce the overall effective throughput of the network. 
1.4.2.6. Network Protocols 
The most protocols designed for network auto-configuration and/or organization, such as 
routing and clustering algorithms, are also energy consumption factors. Indeed, routing 
and clustering schemes often involve various message exchanges between sensors before 
a node processes its routing table or data aggregation operations. 
1.4.2.7. Attacks and Security Issues 
Many attacks are carried out against the sensor networks in order to exhaust the batteries 
of the nodes and then to reduce their lifetimes, and consequently that of the network. For 
instance, with a very high power transmitter node, an attacker can perform Hello Flood 
attack by broadcasting Hello messages on a large range transmission to some sensors of 
the network. Then sensors will try to respond to the attacker node which is actually out of 
range. In such a case, an attacker uses this mechanism to cause energy exhaustion in the 
hacked network. 
1.4.2.8. Cryptography and Security Solutions 
Security mechanisms, including cryptography, are aggravating factors of energy 
consumption in sensor networks. Many works are concerned with the establishment of 
cryptographic keys without worrying about key lengths. This is the strong point of 
cryptographic algorithms for wired networks. However, this becomes a major 
disadvantage in wireless sensor networks where the safeguarding of energy is a sine qua 
non condition for longer node network lifetime. Moreover, adding integrity key to secure 
routing protocol exchanges should increase packet size and therefore energy expenditure. 
In the Section 1.11, we will try to estimate how, that’s to say in what proportion, adding 
an integrity key will cause energy exhaustion. 
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1.5. Application Domains of Sensor Networks 
The fast evolution of wireless communication media in recent years, the miniaturization, 
and the low cost of sensor components have enable emergence of large innovative 
applications of sensor devices (thermal, humidity, optical, vibration, etc.). Sensor 
networks could also revolutionize the way we understand and build complex physical 
systems, especially in the military, environmental, domestic, health, security, and so on. 
1.5.1. Military Applications 
The military domain is, as in the most cases of several technologies, a precursor for the 
development of sensor network applications. The rapid deployment, the reduced cost, the 
self-organization and fault tolerance of sensor networks are characteristics that make this 
type of network an appreciable tool in such a field. A WSN deployed in a strategic sector 
which is often difficult to access, allows for example to monitor all movements (friends 
or enemies), or to analyze the ground (detection of chemical agents, biological or 
radiation) before sending troops. 
1.5.2. Security and Safety Related Applications 
Sensor networks enable real-time monitoring of aircraft, ship, automotive or metro 
structures, as well as electrical and gas supply and distribution networks. A WSN designed 
for movement or noise detections can constitute an intrusion detection system in an 
industrial site or a critical sector. With WSN, it would not be so simple to defeat such a 
system, since there is no critical point. Prevention of accidents by monitoring roads or 
railways is one of the envisaged applications of wireless sensor networks. 
The evolution of seismic movements, alterations in the structure of a building, a road, a 
wharf, a railway, a bridge or a hydroelectric dam (following an earthquake or aging) could 
be detected by sensors. Some sensors that activate only periodically can work for years or 
even decades. 
Another potential area of sensor application use is safety. Experts agree that terrorist 
threats in the future will be exerted in particular through maritime transport. The cargo 
containers could thus be monitored and located with sensor devices. The presence of 
explosives, conventional or nuclear, or even human beings in these containers could be 
also detected. Consequently, it becomes possible to avoid potential terrorist attacks on 
cargo ships (90 % of the world's trade passes through the ocean and 200 million containers 
pass through each year). 
1.5.3. Medical Applications 
Monitoring the vital functions of a living organism can be facilitated by small sensors 
swallowed or implanted under the skin. Capsules in the form of sensors or small cameras 
that can be swallowed already exist and allow, without using surgery, to transmit images 
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from the inside of a human body. A recent study presents sensors that can function in the 
human body for the treatment of certain diseases. The monitoring of blood glucose, the 
monitoring of vital organs or the early detection of certain cancers are intended biomedical 
applications. Sensor networks would also allow for real-time monitoring of motherhood 
(detection of babies) or patients. 
1.5.4. Environmental Applications 
The detection of movements of birds, small animals or insects is one of the possible 
environmental applications of wireless sensor networks. Thus, it becomes easier to 
observe the bio-diversity, without disturbing vulnerable animal species, and to propose 
more effective solutions for the conservation of the fauna and the flora. Thanks to sensor 
networks, it is also possible to detect environmental problems such as pollution, forest 
fires and the possibility of assessing the rate of pesticides in water. On industrial sites, 
such as nuclear or oil tankers, sensors can be deployed in a network to detect leaks of toxic 
products (gas, chemicals, radioactive elements, petroleum, etc.) in real time in order to 
alert the users and to enable more rapidly effective intervention. 
1.5.5. Commercial Applications 
In the field of trading, sensor networks could be used to improve the storage and the 
delivery process (in particular, as a cold chain monitoring system). Thus, the created 
network may be used to determine the position, condition and direction of a package, 
pallet or cargo. Manufacturers, via sensor networks, could follow the production process 
from the raw material to the delivered product. 
In buildings, the home automation system of heating and air conditioning, lighting or 
water distribution could optimize its efficiency thanks to small sensors. Used on a large 
scale, such applications would help in reducing global energy demand and indirectly 
emissions of greenhouse effect gas. For USA, this economy is estimated at around $55 
billion per year, with a decrease of $35 million tons of carbon emissions [23]. 
1.5.6. Cold Chain Monitoring System 
1.5.6.1. Issues and Challenges 
The cold chain monitoring domain and, more generally, the monitoring of the storage 
temperature of foodstuffs is becoming increasingly important in the economies of 
industrialized countries. It concerns frozen products, fishery products, fruit and vegetables 
but also, and increasingly, pharmaceutical products, vaccines and other biotechnology 
products. At the same time, the health problems caused by non-compliance with storage 
conditions are increasing. According to a report published in 1999, the non-respect of the 
compliance conditions of the cold chain would cause in the United States: 76 million 
poisonings; 325,000 hospitalizations; and 5,000 deaths per year. That is why the European 
Community has responded to this social problem by introducing new instructions on the 
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transport of frozen products (Directive 92/1/EEC) requiring the automatic recording of air 
temperature in the various stages of the transport (vehicle and warehouse), using fixe 
devices. However, these devices provide only partial response to the problem because the 
ambient storage temperature is not necessarily the temperature of the monitored product, 
and they do not allow control during the loading / unloading phases, where the non-
compliance incidents are more likely to be happening Fig. 1.9. 
 
Fig. 1.9. Issues and challenges of a cold chain monitoring system. 
Some solutions have been proposed to measure the temperature of the product, or at least 
its packaging, and throughout the transfer period between the place of manufacturer and 
the retail outlets. For the monitoring of positive temperatures (storage of fruits and 
vegetables for example), chemical indicators have been proposed which change their 
appearance irreversibly when a threshold is exceeded. The transposition of these devices 
to negative temperatures comes up against many difficulties. The only product of this type 
that we know consists of labels that become invisible when the cold chain has been broken 
for a predetermined time. In addition to a delicate implementation, since the labels once 
manufactured must always be kept below the threshold temperature, this system does not 
in practice allow intermediate control of the products during their routing. Indeed, no actor 
in the cold chain can afford to visualize each label when he receives a product and before 
sending it to the next actor. Thus, only the end user has the knowledge of whether or not 
the cold chain is respected, which raises the problem of the precise designation of the 
company responsible for the rupture. 
Consequently, the actors in the chain have currently measurements in different regions of 
a warehouse or in a truck. The consequence of the detection of an incident in a part of the 
warehouse or in the truck is the destruction of products located in that region or in that 
truck. For one-off measurement campaigns to qualify a chain, there are portable recorders 
placed in or near packaging, but these are relatively bulky and costly and are not designed 
for systematic and extensive use ladder. Indeed, the systematic exploitation of portable 
temperature recorders encounters a number of problems and constraints. Such solutions 
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are not suitable for intermediate checks because they have to be connected to a portable 
reader by a wired link. 
This means that these recorders must be located. The cold chain monitoring system 
implemented by wireless sensor networks aims to solve these different problems. Since 
recording sensors can communicate wirelessly via a network of sensors, it becomes 
possible to interrogate a large number of them in a warehouse from a single reading station 
without having to locate them. Since multiple reading points having Internet connection 
could be positioned at different storage locations, it becomes possible from a central 
station to follow the entire logistic chain of the goods and to be warned of any problem in 
real time. Finally, integrating sensors with transport bins or pallets solves the problem of 
logistics because there is already a whole activity of leasing and recovery of these 
packaging elements. The potential market for these devices is important. In addition to 
the frozen food market, which has millions of pallets per year in the world, fresh products 
and fisheries, applications in other areas can be considered. For the transport of fragile 
products, they may be equipped with shock or moisture sensors instead of temperature 
transducers.  
1.5.6.2. Needs and Operating Principles 
As part of a cold chain monitoring application, each sensor is associated with a pallet: it 
records the temperatures as well as it transmits information. The sensors communicate 
with each other, and then with the base station which sends or receives data from the 
central server. In addition, an operator can communicate directly with a specific sensor, 
using a portable terminal, in order to initialize it, identifying, and retrieving, recording or 
modifying stored information. The data transmitted to the server are then stored in a 
database. All phases of supply chain is shown in Fig. 1.10. 
 Phase 1: The operator targets the sensor attached to a pallet with a portable terminal 
in order to empty it of the previous information. 
 Phase 2: The operator places the goods on the pallet. The pallet thus created is 
associated with an order number and / or pallet reference in the WMS (WMS for 
Warehouse Management Software) of the supplier. The operator again targets the 
sensor in order to assign this number to it, then, depending on the nature of the 
products, he adjusts the temperature according to predetermined approach and 
exceedance temperature thresholds. Depending on the wishes of the supplier, the 
operator can send the product data (barcode product, or pallet contain, deadline for 
sale, etc.) to the sensor. Finally, the operator enables the sensor to operate in 
networking and then start recording the temperatures. 
 Phase 3: The pallet is placed in stock at an identified location. If during this period the 
temperature level drops or increases so as to exceed one of the set thresholds, then the 
sensor sends an alert to a base station (phase 7). 
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Fig. 1.10. This diagram shows operations carried out on a supply chain. 
 Phase 4: The complete pallet is taken to the preparation area. If during this period the 
temperature level drops or increases so as to exceed one of the set thresholds, the sensor 
sends an alert to a base station (phase 7). 
 Phase 5: The pallet is loaded into a truck and routed to the destination logistics 
platform. During this period, the sensor loses contact with the sender's base stations. If 
one of the temperature thresholds is reached, the sensor waits to reconnect to the next 
base station before sending an alert (except, of course, if the truck is equipped with a 
base station). 
 Phase 6: The pallet is unloaded. If there has been a temperature incident during 
transportation, the sensor sends the alert as soon as it reconnects to a base station  
(phase 7). Similarly, if during the unloading phase and waiting for stocking the level 
temperature decreases or increases so as to exceed one of the thresholds, the sensor 
sends an alert to a base station (phase 7). 
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 Phase 7: The operator recognizes the sensor of the pallet that issued the alert thanks 
to its portable terminal. It verifies the data recorded by the sensor and controls the 
pallet. Then, only it takes the appropriate treatment measures. 
1.6. Routing Mechanisms for WSN Cold Chain Monitoring System 
1.6.1. Introduction 
Designing a cold chain monitoring application requires special focus on at least two main 
phases. In [24], we presented an example of sensor network for cold chain monitoring 
where sensors are inside pallets. We proposed energy efficient protocols for the transport 
phase in which the WSN is deployed in trucks with no Base Station (BS) because it would 
be very expensive to install and maintain Base Stations within each truck. There are a few 
sensors in the truck. 
The second phase concerns the product storage in a warehouse where each pallet is 
handling temperature sensor. This application specifically collects rare events (alarms) to 
ensure the proper monitoring of the system. If the temperature is over a threshold, an alarm 
will be generated; this “interesting event” is then sent towards the BS. Due to the size of 
a warehouse which hosts large number of pallets, one upon the other, the WSN can reach 
several hundreds of sensors which collaborate for sending data towards the BS. So, in this 
environment, the link quality is a key parameter which has many effects on the network 
performance. 
In [25], we used up to 50 Moteiv Tmote Sky [7] sensors, in a small experimental platform, 
including a 2.4 GHz ZigBee [8, 26] wireless transceiver (chipcon′s CC2420) [27]. On 
each packet reception, the CC2420 calculates the error rate, and produces a LQI value. To 
conduct experiments, we used the multiHopLQI routing algorithm [28] along with the 
Sensornet Protocol (SP) implementation [29]. In this algorithm, nodes sense and send 
"interesting events" to the BS. Based on the acknowledgement, a sensor decides to 
retransmit the data or not. If the acknowledgement fails, the sensor selects another node 
and routes data towards the BS. Under these conditions, the experimental results pointed 
out that the LQI based routing could have negative effects on the network performance 
[25]. 
After all, we think that the link quality might be a key parameter which some routing 
protocols could rely on in order to increase the network performance. Several works 
address WSN routing, but only few papers are related to the LQI based routing protocols. 
Sensors are characterized by their low energy level. Thereby load balancing traffic 
between different nodes, is also an essential idea to increase the lifetime of nodes and thus 
of the network. Our work addresses this challenge: improving the LQI based routing 
protocol by load balancing traffic over multiple paths. 
The link quality indicator (LQI) is defined in the IEEE 802.15.4 standard [8, 26] as a 
measurement of the quality of packet reception between two nodes. The IEEE 802.15.4 
Chapter 1. WSN Routing Improvement Techniques 
41 
standard does not specify the implementation of LQI, which is up to the radio 
manufacturer. Several works address WSN routing, but only few papers are related to LQI 
based routing protocols. Sensors are characterized by their low energy level. Thereby load 
balancing traffic between different nodes, is also an essential idea to increase the lifetime 
of nodes and thus the network. This work addresses two challenges: improving LQI based 
routing protocol by load balancing traffic over multiple paths. 
When a sensor has to send data towards the Base Station, the load balancing routing 
consists to elect several nodes as next hop routers depending on the order of packet 
transmissions and the nodes previously used as the next hop routers. The idea is to involve 
several sensors in the routing effort to minimize the overall energy consumption and then 
extend the network lifetime. 
The metric is a property of a route in computer networking consisting of any value used 
by routing algorithms to determine whether one route should perform better than another. 
Commonly, the route with the lowest metric is the preferred route. However, in this 
chapter, a metric means the local value associated with a node: for a source node, the 
highest value, in its neighborhood, may lead to the selection of such a node as the next 
hop router. For instance, the remaining energy level can be used as a metric to promote 
the selection of the highest powered nodes as next hop routers. 
In this chapter, we propose WSN local load balancing routing mechanisms using the Wait 
and See (WaS) protocol [24] by comparing the following metrics: the remaining energy 
level, the degree of connectivity (number of neighbours), the sensor proximity with 
respect to the Base Station, the link quality indicator (LQI), and a hybrid metric composed 
of any pairs of these metrics. 
The sensor networks are characterized by low energy constituting their batteries. Then 
energy consumption and some other performance criteria such as the Load Imbalance 
Factor (LIF), the average path lengths, the network lifetime and the packet loss percentage 
are taken into consideration to evaluate the effectiveness of routing mechanisms. 
Definition of an "Achtophorous Node": we focus on homogeneous WSN where all 
sensors are participating together in the routing effort. Since all nodes are routers, we 
prefer using the term "achtophorous node" derived from Greek term aχθoφoρεω which 
denotes "node handling heavy load". For each node having data to send, its achtophorous 
nodes are its next hop sensors which handle the load due to the routing of its packets 
towards the BS. Each sensor selects among its neighbours one or more achtophorous 
nodes. We will also examine the influence of increasing the number of the achtophorous 
nodes on the routing efficiency. The WSN deployed in a warehouse is pruned to the 
unreliability feature of the wireless links. Then, we present results pertaining to unreliable 
links impacts on the network performance. 
The rest of this chapter is organized as follows. After presentation of a short background 
in the next part, the next one gives some topics on studied metrics. Then, we describe load 
balancing mechanisms and the proposed L2RP routing protocol before presenting a 
Advances in Networks, Security and Communications: Reviews, Vol. 1 
 42
detailed report of L2RP performance evaluation. Finally, the last part presents the energy 
over-consumption induced by securing the protocol. 
1.6.2. Backgrounds and Related Works 
Commonly used by the TinyOS community, MultihopLQI is a routing protocol which 
employs the cost-based paradigm defined in [30]. Link estimation is viewed as an essential 
tool for the computation of reliability-oriented route selection metrics. In MultiHopLQI, 
the link metric is the Link Quality Indicator (LQI) which is used additively to obtain the 
cost of a given route. MultihopLQI avoids routing tables by only keeping state for the best 
parent at a given time, drastically reducing memory usage and control overhead. A new 
parent is adopted if it advertises a lower cost than the current parent. 
Many experimental studies related to WSN, some of which are based on MultiHopLQI, 
[25, 31-37] have shown that high unreliability of wireless links must be explicitly taken 
into account when designing routing protocols. Papers [32] and [33] address load 
balancing embedded in reliability-oriented routing protocols and are also using 
MultiHopLQI. 
In [38] and [39] authors address the problem of minimizing the total consumed energy to 
reach the destination. The performance objective of maximizing the network lifetime was 
considered in [40] and [41]. 
Several works are related to WSN and ad hoc networks load balancing routing schemes 
[42-47]. In [42], authors show that distributing the traffic generated by each sensor node 
through multiple paths instead of using a single path allows energy savings. Paper [43] 
defines a network optimization problem used for performing the load balancing in 
wireless networks with a single type of traffic. In [44], authors study wireless network 
routing algorithms that use only short paths, for minimizing the latency, and achieve the 
load balance. In [45], authors introduce collision awareness in multipath routing; while 
[46] propose a multipath routing protocol to address the congestion control issue in WSN. 
In [47], the challenge of maximizing the network lifetime by load balancing the traffic is 
covered. In order to balance the energy consumption among sensor nodes, they deploy 
multiple sinks simultaneously, which are connected through wired or wireless 
infrastructure. Papers [48-50] are also related to load balancing routing protocols. 
The paper [51] presents a resource-aware and link quality based (RLQ) routing metric. 
Based on both energy efficiency and link quality statistics, the RLQ metric in [51] is 
intended to adapt to varying wireless channel conditions, while exploiting the 
heterogeneous capabilities. This protocol does not include load balancing features. 
Some works are taken into account the round-robin cluster based routing [52-54], where 
cluster heads are selected on a round-robin fashion. In [55] authors propose a source count 
(packets) based weighted round-robin forwarding algorithm. 
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Although all these studies provide a valuable and strong contribution in WSN routing, the 
problems of load balancing routing mechanisms based on local metrics, with special 
interest on the LQI based metrics, are yet to be addressed. This is the goal of this work. 
To save energy, we exploit the broadcast nature of wireless links, and the fact that the 
weights, in our proposed L2RP protocol, are built upon the achtophorous nodes 
capabilities instead of the ones of the source node. This allows L2RP to avoid doing a per 
packet load-balancing by the source, as done in [55], where the source node sends its data 
without being sure that the achtophorous node is able or not to sustain the load assigned. 
Thus, L2RP helps in reducing packet losses. Moreover, in most of papers addressing the 
load balancing routing, both experimental studies and simulation models, results are 
validated for only small sized networks (few tens of nodes), whereas our work addresses 
large sized networks (several hundreds of sensors). The comparative study of different 
metrics in L2RP is also a contribution of this work. 
1.6.3. Routes Selection Criteria 
In this chapter, "metric" is used to refer to local route selection criterion. As previously 
defined, each time we use "Achtophorous Node" it means next hop router with respect to 
a specific node having data to transmit towards the BS. 
1.6.3.1. Remaining Energy Level 
The remaining energy of sensors could be a metric for selecting routes since a node with 
better battery life seems to be a better candidate for the packet routing from its neighbours. 
Conversely, if a sensor with low power is selected as an achtophorous node, this can lead 
to packet losses because it might not have enough batteries to forward packets. We 
consider that each node knows its energy level. 
1.6.3.2. Sensor Proximity with Respect to the Base Station (Proximity-BS) 
In a warehouse Fig. 1.11, depending on the nature of their respective contents (frozen 
foods, fresh produce, etc.), the pallets provided each with a sensor Fig. 1.12 are arranged 
in fixed locations Fig. 1.13 designated by the Warehouse Management Software (WMS). 
Thus, during the warehouse WSN initialization, sensors could be initialized with their 
respective positions without using the GPS technology. 
So, we consider a WSN deployed with a Base Station where each node knows its exact 
position and that of the BS. As the main goal of the application is to send data towards the 
BS, it seems natural to look at the metric defined as follows: 
 ܲݎ݋ݔ݅݉݅ݐݕܤܵሺ ௜ܵ, ܤܵሻ ൌ 	1/݀ሺ ௜ܵ, ܤܵሻ, (1.1) 
where ݀ሺܵ݅, ܤܵሻ is the distance separating the sensor Si from the BS. We choose inverse 
of the distance to promote the election of the closest sensor to the BS.  
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Fig. 1.11. Pallets arrangement inside a warehouse. 
 
Fig. 1.12. Sensor plugged inside a Pallet. 
 
Fig. 1.13. Location of a pallet: lane, location and level. 
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1.6.3.3. Degree of Connectivity 
The degree of connectivity of a node, i.e., the number of its neighbours, is also a metric 
that seems interesting to study because, intuitively, the more neighbours a sensor has, the 
more it seems to be an appropriate candidate as an achtophorous node since a sensor with 
a low degree of connectivity might have little information, from its neighborhood, to 
forward to the BS. In the initial phase, each sensor is involved in the neighborhood 
information exchanges (hello protocol), which allows it to determine its degree of 
connectivity and the BS position. 
1.6.3.4. LQI: Link Quality Indicator 
In ZigBee standard [8, 26], the LQI measurement is defined as a characterization of the 
strength and/or quality reception of a packet. The use of the LQI result by the network or 
the application layers is not specified in [8, 26]. The LQI measurement is performed for 
each received packet Fig. 1.14, and the result is reported to the MAC sublayer as an integer 
ranging from 0 to 255. The minimum and maximum LQI values (0 and 255) are associated 
with the lowest and the highest quality IEEE 802.15.4 reception detectable by the receiver, 
and the LQI values in between are distributed between these two limits [8, 26]. 
 
Fig. 1.14. Example of a WSN with Asymmetrical Links. 
For Moteiv′s Tmote Sky [7] sensors equipped with chipcon′s CC2420 [27], the LQI values 
range from 50 to 110. Even so, we stick with the ZigBee standard [8, 26] because some 
manufacturers, such as SUN-SPOT [8] and WiEye [10], are still using the standard LQI 
values. Then, we will use the standard values (i.e., [0, 255]), instead of those of CC2420. 
In this section, we define three LQI based metrics: AvgLQI, MaxLQI and MinLQI. The 
AvgLQI metric is the average calculated from the LQI values of all the links between the 
node and its neighbours. AvgLQI values give a characterization of sensors throughout 
their respective coverage quality. This metric might be useful in the context of the WSN 
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deployed in a warehouse which hosts a large number of pallets, one upon the other. Such 
an environment is proned to high unreliability of wireless links. The MaxLQI metric is 
the maximum LQI value which matches to the standard definition of the LQI used in the 
MultiHopLQI routing algorithm [25, 29]. As for the MinLQI, it is the minimum value 
beyond the given LQI threshold. For example Fig. 1.14, assuming that the LQI threshold 
for an acceptable link quality is 100, the MinLQI for node 5 is 120 (LQI of link 5-8) 
instead of 90 (LQI of link 5-7). Thus, Table 1.2 gives LQI metrics values for the WSN in 
Fig. 1.14. 
Table 1.2. LQI metric values related to the WSN in Fig. 1.4. 
Sensor ID 1 2 3 4 5 6 7 8 
MinLQI 150 120 110 100 120 100 80 140 
AvgLQI 150 120 107.5 120 125 140 80 140 
MaxLQI 150 120 140 140 160 180 80 140 
 
1.6.3.5. Composite or Hybrid Metric 
In this chapter, we define the composite metric (hybrid) as follows: 
 ܪݕܾݎ݅݀ሺܮܳܫ,ܯ௜ሻ ൌ 	ߩ ∗ ܮܳܫ ൅ ሺ1 െ ߩሻ ∗ ܵܿሺܯ௜ሻ, (1.2) 
 ܪݕܾݎ݅݀൫ܯ௜,ܯ௝൯ ൌ 	ߩ ∗ ܵܿሺܯ௜ሻ ൅ ሺ1 െ ߩሻ ∗ ܵܿ൫ܯ௝൯, (1.3) 
where ܵܿሺܯ௜ሻ is the scale function, which returns remaining energy values comparable to the LQI values. This help avoiding the composite metric to be strongly influenced by the 
ܯ௜ component in (1.2): 
 ܵܿሺܯ௜ሻ ൌ 	ߙ ൅ ఉ∗୪୭୥	ሺଵା൫ெ೔ିெ೔,೘೔೙൯ሻ୪୭୥	ሺଵାெ೔,೘ೌೣሻ 	, (1.4) 
where ܯ௜  is the metric, ܯ௜,௠௜௡  (resp. ܯ௜,௠௔௫ ) is the minimum (resp. maximum) value 
ofܯ௜. If ܯ௜is the remaining energy of the node, ܯ௜,௠௜௡ represents the value under which, 
the sensor is considered dead (battery depletion); while ܯ௜,௠௔௫is the initial energy value 
of a new battery. α = 50, β = 255. 
Like the LQI metrics definition, we can also define AvgHybrid, MaxHybrid and 
MinHybrid metrics depending on whether, we are respectively considering AvgLQI, 
MaxLQI and MinLQI as defined in Table 1.2. 
1.6.4. Routing Mechanisms 
1.6.4.1. Simple Routing 
In the simple routing mechanism, each sensor Si selects an achtophorous node which 
matches the best metric in its vicinity and located between the sensor Si and the BS. For 
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each given sensor, a unique achtophorous node plays the next hop role for all its packets 
until the next election Fig. 1.15. 
 
Fig. 1.15. Simple Routing from Source node 130 to the Base Station (BS). 
1.6.4.2. Round Robin Routing 
In the round-robin routing, each source node has to elect two or more achtophorous nodes. 
The source node sends data in round-robin fashion, simply taking turns which 
achtophorous node it routes each packet out Fig. 1.16. This routing mechanism is a per-
packet load balancing routing which gives most even distribution across next 
achtophorous nodes. 
 
Fig. 1.16. Round-Robin Routing: Multiple routes from each source for different packets. 
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This per-packet load balancing method means that packets in a particular connection or 
flow arrive at their destination out of sequence. This does not cause a problem for most 
applications, but it can cause problems for the increasingly popular streaming media, both 
video and audio. In this chapter, only data packets are concerned within cold chain 
monitoring application for which the packet sequence order is not an issue. 
1.6.4.3. Weighted Round-Robin Routing (W2R routing) 
The weighted round-robin routing (W2R routing) is a load balancing mechanism that 
involves assigning a weight to each achtophorous node. Weights are proportional to metric 
values. In the W2R routing, each achtophorous node is assigned a value that signifies, 
relative to the other achtophorous nodes in the routing table, how the source node 
performs. The weight determines how many more (or less) packets are sent to that 
achtophorous node, compared to the other achtophorous nodes Fig. 1.17. The W2R 
routing is one way addressing some shortcomings. In particular, it provides a clean and 
effective way by focusing on fairly distributing the load amongst available achtophorous 
nodes, versus attempting to equally distribute data packets. 
 
Fig. 1.17. Weighted round-robin routing (W2R routing) mechanism. 
Table 1.3.Weights of the achtophorous nodes in Fig. 1.17. 
Achtophorous Node Metric Weight Load handled 
AN1 250 0.5 50 % 
AN2 150 0.3 30 % 
AN3 100 0.2 20 % 
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For example, in Fig. 1.17, the source node routes 50 % of its packets through the 
achtophorous node AN1, 30 % through AN2 and 20 % through AN3. If the BS is not 
located within the transmission range of an achtophorous node, this one should apply the 
same mechanism to retransmit the packet towards the BS. 
The weighted round-robin routing mechanism is computed as described in this simple 
Algorithm 1 which is computed each time a source node has to send a packet. The 
achtophorous nodes, each with its respective weight, are listed in the routing table of each 
source node in an ordered manner such that the first achtophorous node matches the 
highest weight as shown in Fig. 1.17. For each source node, the window interval is the 
constant length of each stream of consecutive packets to transmit. The weight of each 
achtophorous node is converted as an integer value based on the window interval 
parameter. For example, in Fig. 1.17, window = 10 consecutive packets, and  
weight(AN1) = 5. The use(AN) function returns the number of times the current 
achtophorous node AN is used during the window interval whereas packet_idx is the index 
of the current packet during the window interval. 
 
Advances in Networks, Security and Communications: Reviews, Vol. 1 
 50
1.7. L2RP: The Link Reliability Based Routing Protocol 
The proposed (L2RP) routing protocol Fig. 1.18 consists for a sensor having an empty 
routing table to elect one next hop router (case of simple routing) or more achtophorous 
nodes (load balancing routings) amongst its neighbours according to the following: 
 
Fig. 1.18. The Link Reliability based Routing Protocol (L2RP) flowchart. 
 Initial step: all sensors empty their routing tables. 
 The sensors located in the vicinity (transmission range) of the BS send their data 
directly to it. 
 A sensor, located outside of the vicinity of the BS, inspects its routing table: 
 If its routing table is not empty, it checks if the link with the next hop is reliable 
or not. If the link is unreliable, based on the LQI value, then: 
 Case of simple routing mechanism: it sends a “ROUTE REQUEST” to its 
neighbours. 
 Case of load-balancing routing: it chooses an alternate route and then 
checks again if the link with this next hop is reliable or not. If no link with 
nodes in the routing table is reliable, then it erases its routing table and it 
sends a “ROUTE REQUEST” to its neighbours. 
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 If its routing table is empty, it also sends a “ROUTE REQUEST” to its 
neighbours. 
 Each neighbor, located between the BS and the sensor having sent the “ROUTE 
REQUEST”, computes its own waiting time which is inversely proportional to its 
metric value. We use the Wait and See protocol (WaS), as in [24], where the only 
sensor having the best metric sends a “ROUTE REPLY” to the requester node. 
The other neighbours simply ignore the “ROUTE REQUEST” avoiding useless 
“ROUTE REPLY” packets. In the case of a load balancing routing, the number 
(ANs) of achtophorous nodes is a known parameter in the initialization phase of 
the network. This parameter is used by the WaS protocol that allows ANs sensors 
having highest metrics in succession to answer to the requester node, and then be 
elected, for this node, as achtophorous nodes. 
 Upon reception of the “ROUTE REPLY” packet, the requester node updates its 
routing table, which remains valid until the next election. In the case of weighted 
round-robin routing, each “ROUTE REPLY” packet contains the metric value of 
the answering node, which allows the requester node to calculate weights 
associated with each achtophorous nodes. 
 At the end of the current cycle, sensors reset their routing tables and go back to 
the initial step of the next cycle. 
Upon receipt of a "ROUTE REQUEST" packet, a sensor Si computes its own waiting time 
according to the following formula: 
 ܶ݅݉݁ݎሺ ௜ܵሻ ൌ 	߬ ൅ ఍ଵା୪୭୥	ሺଵାெ೔ା೔೏൫ೄ೔൯೨ ∗ெ೔ሻ
	, (1.5) 
where ܯ௜ is the metric value of the sensor ௜ܵ. τ and ζ are the nonzero positive constants. Γ is the constant, which is more large than the network size (Γ = 106, for example). This 
timer function avoids collisions between nodes having the same metric value. Since	
ܯ௜ ൒ 0, if ܯ௜ = 0 then the sensor ௜ܵ can not be an achatophorous node. 
As we can see, in this protocol the source node uses the link quality indicator (LQI) to 
check if the link it forms with the nominated achtophorous node is reliable or not. This 
helps avoiding sending the packet to an achtophorous with which it forms a link of poor 
quality which could lead to packet loss. 
1.8. Routing Protocol Performance Criteria 
1.8.1. Average Ratio of the Remaining Energy 
The average ratio of the remaining energy is the ratio of the average remaining energy on 
the average of initial energy. Multiplied by hundred, this value represents the average 
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battery life of sensors, in terms of percentage. The higher this value is, the more energy-
efficient the routing protocol is. 
1.8.2. Average Path Lengths 
The average path lengths are calculated in terms of the number of hops traversed by 
packets before reaching the BS. A large value reflects participation of many sensors in the 
effort due to the routing, which may increase the overall energy consumption. A good 
routing protocol is recognized in this performance criterion by a relatively low value. 
Conversely, too small path length may lead to bad quality link. 
1.8.3. LIF: Load Imbalance Factor 
The load imbalance factor (LIF) is defined as the root of the squared coefficient of 
variation of the relative remaining energy. This shows the energy spent by 
communications: 
 ܮܫܨ ൌ 	ට௏௔௥ሺாೃ೔ ሻாതೃమ 	, (1.6) 
where ܧோ௜ is the ratio of the remaining energy of the sensor ௜ܵ; and ܧതோis the average ratio of the remaining energy. 
With this performance criterion, the best routing mechanism is among the ones which 
produce small load imbalance factor. Indeed the lowest LIF value indicates the best evenly 
distribution of the energy consumption between nodes. 
1.8.4. Network Lifetime 
In this work, we define the network lifetime as the average number of packets routed until 
the first time a sensor run out of battery. This could also result in network capacity. We 
focus on the first battery depletion, which means the instant the network stops fulfilling 
totally its role, because it leads to packet losses. An ideal network is a network where all 
packets sent by source nodes are actually transmitted to the recipient (BS). The earlier the 
first packet loss happened, the more ineffective the routing protocol is. 
1.8.5. Average Percentage of Lost Packets 
Beyond the first time battery depletion is experienced by the network, a high percentage 
of packet losses might reflect an unreliable network whose routing protocol is less 
effective. 
The loss of packets is a factor aggravating the overall energy consumption because this 
causes poor quality of service and retransmissions to guarantee the reliability of some 
applications. 
Chapter 1. WSN Routing Improvement Techniques 
53 
1.9. L2RP Routing Protocol Performance Evaluation Model 
1.9.1. Energy Consumption Model 
For the performance evaluation model, we will use this energy consumption model [1-3, 
56, 57], Fig. 1.19. 
 
Fig. 1.19. Energy dissipation model. 
Let ܧ்௫ሺ݇, ݀ሻ the energy [56, 57] consumed to transmit k bits message over a distance d Fig. 1.19: 
 ܧ்௫ሺ݇, ݀ሻ ൌ 	ܧ௘௟௘௖ ∗ ݇ ൅ Ԫ௔௠௣ ∗ ݇ ∗ ݀ଶ. (1.7) 
Let ܧோ௫ሺ݇, ݀ሻ the energy consumed to receive a k bits message: 
 ܧோ௫ሺ݇, ݀ሻ ൌ 	ܧோ௫ሺ݇ሻ ൌ ܧ௘௟௘௖ ∗ ݇, (1.8) 
 ܧ௘௟௘௖ = 50nJ/bit and Ԫ௔௠௣ = 100pJ/bit/m2. 
1.9.2. Network Deployment and Performance Evaluation Parameters 
In the performance evaluation model N nodes are randomly (according to a uniform 
distribution) deployed over an area of length L=100 m, and width l=100 m (Fig. 1.20). 
The BS is located at the (0,0) position. Each node generates a sequence of "interesting 
events", which are sensed data over the temperature threshold Tmin, following the Poisson 
process of parameter λ = 10. For simulation scenarios, the size of each data packet is set 
to kdata = 128 bits, and the "ROUTE REQUEST" and "ROUTE REPLY" packets of the 
L2RP protocol have a size of krr = 24 bits. Let us assume that each node knows its position 
and its remaining energy level at any time. 
The initial energy amount of each node is set to a value ܧ଴ ൌ ሺ1.5 ∗ 10ହ െ Ԫሻμܬ, where Ԫ ൌ ݎܽ݊݀ሺ0,1ሻ ∗ 10ଶμܬ . Node battery exhaustion is experienced when the remaining 
energy level of the node is under the given threshold ܧ௠௜௡ ൌ 	ܧ଴ ∗ 0.05. 
All nodes, including the BS, have same the transmission range R = 20 m. The main 
simulation parameters are listed in Table 1.4. 
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Fig. 1.20. Network deployment of N=300 sensors over an area (100 m ൈ 100 m). 
Table 1.4. Simulation parameters. 
Parameter Value 
Deployment 
Area Length  L = 100m 
Area Width  l = 100m 
Base Station Location position(SB) = (0, 0) 
Radio range  R = 20m 
Network Size (number of sensors) N = {100, 200, ..., 500} 
Poisson parameter 
Packet sent by each sensor λ = 10 
Packet sizes ( bits) 
Alarms  kdata = 128 
L2RP "ROUTE REQUEST" krr = 24 
L2RP "ROUTE REPLY" krr = 24 
L2RP Achtophorous Nodes 
Number of Achtophorous Nodes AN = 3 
Window interval for W2R  window = 10 
LQI parameters 
Threshold for MinLQI  LQI≥ 100 
Link Reliability (L2RP)  LQI ≥ 70 
Energy 
Initial Energy Level  ܧ଴ ൌ ሺ1.404 ൈ 10ହ െ Ԫሻμܬ Ԫ ൌ ݎܽ݊݀ሺ0,1ሻ ൈ 10ଶμܬ
Minimum Energy Level  ܧ௠௜௡ ൌ ܧ଴ ൈ 0.05 
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1.9.3. LQI Model for Performance Evaluation Purposes 
The WSN can be modelled as a graphܩ ൌ ሺܸ, ܧሻ, where two nodes are connected by an 
edge if they can communicate with each other. Let ݔ	 ∈ ܸ be a node in the WSN. ଵܰሺݔሻ is the neighbourhood of the node x. At each given time t, a node x forms with each  
ݕ	 ∈ ଵܰሺݔሻ  a link of which the link quality indicator (LQI) value is denoted by  ℓሺݔ, ݕ, ݐሻ ൐ 0. For all other nodes: ∀ݖ ∈ ܸ ∖ ܰ1ሺݔሻ, ℓሺݔ, ݖ, ݐሻ ൌ 0. Let ν be a bijective 
function defined in ܸ which is a totally ordered set. The ν function is defined as follows: 
 ∀ݔ ∈ ܸ, ߥሺݔሻ ൌ ൫݂ሺݔሻ, ݅݀ሺݔሻ൯	, (1.9) 
where ݂ሺݔሻ is the function which returns the metric value of x, and ݅݀ሺݔሻ returns the 
address of the node x. The total ordering in V is defined as follows: 
 ∀ݔ, ݕ ∈ ܸ, ߥሺݔሻ ൐ ߥሺݕሻ ⟺ ൫݂ሺݔሻ ൐ ݂ሺݕሻ൯݋ݎ 
 ൫݂ሺݔሻ ൌ ݂ሺݕሻܽ݊݀݅݀ሺݔሻ ൐ ݅݀ሺݕሻ൯. (1.10) 
After the WSN deployment in the warehouse, the BS initially broadcasts a message 
containing its position. This information is then retransmitted to all sensors in the network. 
In this phase, each node knows its degree of connectivity. At each given time t, the LQI 
value of the link formed by any pair ሺݔ, ݕሻ of nodes is calculated by using the ℓሺݔ, ݕ, ݐሻ 
function defined below: 
 ℓሺݔ, ݕ, ݐሻ ൌ ݂ሺݔ, ݕ, ݐሻ ∗ ݃ሺݔ, ݕሻ, (1.11) 
 ݂ሺݔ, ݕ, ݐሻ ൌ 1 െ P௥ሾ݈݅݊݇ሺݔ, ݕ, ݐሻ ൌ ܷ݊ݎ݈ܾ݈݁݅ܽ݁ሿ, (1.12) 
 ݃ሺݔ, ݕሻ ൌ ߙ ൅ ఉ∗୪୭୥	ሺଵାሺఊሺ௫,௬ሻିఊ೘೔೙ሺ୶ሻሻሻ୪୭୥	ሺଵାఊ೘ೌೣሺ୶ሻሻ , (1.13) 
 ߛሺݔ, ݕሻ ൌ ଵௗሺ௫,௬ሻ, (1.14) 
 ߛ௠௜௡ሺݔሻ ൌ min௬∈ேభሺ௫ሻ ߛሺݔ, ݕሻ, (1.15) 
 ߛ௠௔௫ሺݔሻ ൌ max௬∈ேభሺ௫ሻ ߛሺݔ, ݕሻ, (1.16) 
where α	ൌ	50,	β	ൌ	255 and d(x, y) is the distance separating y from x. 
In the context of a cold chain monitoring application, the warehouse hosts hundreds of 
pallets, one upon the other. Each pallet is provided with a temperature sensor. This 
environment is subjected to the unreliably feature of the wireless links. So, in the formula 
(1.12), P௥	ሾ݈݅݊݇ሺݔ, ݕ, ݐሻ ൌ ܷ݊ݎ݈ܾ݈݁݅ܽ݁ሿ denotes the probability that the link ℓink(x, y, t) becomes unreliable at a given time t. This probability is used in some simulation scenarios, 
in order to evaluate the behaviour of our L2RP protocol with respect to the unreliability 
aspect of the wireless links. 
The choice of this model, formula (1.13) similarly to the scale function Sc defined in the 
composite metric, is guided by experimental results shown in [58] and [31] which stated 
that the LQI decreases when the distance between nodes increases in ZigBee-based WSN. 
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As we can see, ℓሺݔ, ݕ, ݐሻ ് ℓሺݕ, ݕ, ݐሻ, because of the formulas (1.15) and (1.16). Hence, 
the model allows taking into account asymmetrical aspects of the wireless links. 
For Moteiv′s Tmote Sky [7] sensors equipped with chipcon′s CC2420 [27], the LQI values 
range from 50 to 110. Even so, we stick with the ZigBee standard [26, 8] because some 
manufacturers, such as Sun-SPOT [8] and WiEye [10], are still using the standard LQI 
values. Then, we use the standard values (i.e. [0, 255]) increased by α = 50, instead of 
those of CC2420. The use of α = 50 allows to keep the null value, ℓ(x, y, t) = 0, only for 
the two cases where the node y is not in the transmission range of the node x, or when the 
ℓink(x, y, t) becomes unreliable i.e. P௥ሾ݈݅݊݇ሺݔ, ݕ, ݐሻ ൌ ܷ݊ݎ݈ܾ݈݁݅ܽ݁ሿ ൌ 1. 
This LQI model is only used for simulation purposes, so sensor nodes do not compute 
these above formulas. 
1.10. L2RP Routing Protocol Performance Evaluation 
Performance evaluation, using Matlab, are run for a network size ranging from 100 to  
500 nodes. The performance results presented here are obtained by averaging the results 
for 50 different simulations for each scenario comparing the route selection criteria. In 
each scenario where the three routing mechanisms are compared, 25 different simulations 
were run. For each simulation, a new random node layout is used. 
In all simulation results presented below, ρ = 0.5 for the composite metric as defined in 
formulas (1.2) and (1.3). If it’s not specified, the number ANs of Achtophorous Nodes is 
set to ANs = 3 for each load balancing mechanism. 
In all performance evaluation scenarios, except those in Section 1.10.8, links are 
considered reliable, i.e.: 
 ∀t, ∀x ∈ V, ∀ݕ ∈ ଵܰሺݔሻ, P௥ሾ݈݅݊݇ሺݔ, ݕ, ݐሻ ൌ ܷ݊ݎ݈ܾ݈݁݅ܽ݁ሿ ൌ 0. (1.17) 
For some results, the related confidence intervals for a confidence coefficient of 95 % are 
computed as detailed in the Section 1.3.3 of [59]. 
1.10.1. Average Path Length 
The Fig. 1.21 shows the average path length for the simple routing, and the Fig. 1.22 its 
related confidence interval. 
The results of Fig. 1.21 show, in the case of simple routing mechanism, the average path 
lengths in terms of the average number of hops obtained with the different studied metrics 
when the node density is increasing in the deployment area. This result shows that routes 
are longer for the MaxLQI and degree of connectivity metrics. The remaining energy, 
AvgLQI, MinLQI and "Proximity with respect to the BS" metrics have better average path 
lengths. The gap is more important for the MaxLQI metric with respect to the other 
metrics. Moreover, for MaxLQI, the average number of hops is a monotonically 
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increasing function of the network density. This reflects the fact that the routing according 
to the metric MaxLQI consists of choosing as an achtophorous node the node having the 
best link quality with the source node. In the absence of obstacles and other phenomena 
like interferences, the best link quality is determined by the shortest distance separating a 
node from the source node. So, routing according to the MaxLQI metric is equivalent to 
a multihop "step by step" routing which is characterized by a great number of hops due to 
small distances separating each source node and its achtophorous node. 
 
Fig. 1.21. Average path length: Comparison of metrics in simple routing mechanism. 
 
Fig. 1.22. Confidence interval, for the result of Fig. 1.21, for a confidence coefficient of 95 %. 
When the network density is increasing, the distances separating sensors decrease. Thus, 
the distances separating each source node and its achtophorous node also decrease, as 
well. So, from any source node towards the base station, the number of hops of each sent 
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packet becomes increasingly high when the MaxLQI is used. By multiplying the number 
of hops, in this manner, the sensor network could not claim to have a good performance. 
This result explains the low performance of the MultiHopLQI routing algorithm which is 
used today in many TinyOS based empirical WSN analysis. Indeed, MultiHopLQI uses 
the LQI metric as defined in the ZigBee standard [26, 8], that is to say the MaxLQI metric. 
Conversely, the Proximity-BS and MinLQI metric have the lowest average path lengths 
Fig. 1.21. For any given source node, the selected Proximity-BS based achtophorous node 
matches the farthest neighboring node towards the Base Station. Therefore, the routing 
according to the Proximity-BS metric is equivalent to the shortest geographical path 
routing. Accordingly, packets are transmitted from the source node to the base station 
requiring the minimum number of hops. This result Fig. 1.21 is also interesting for the 
MinLQI metric. Indeed, this metric promotes the use of the links of intermediate quality. 
Links of good quality are synonymous with the nearest nodes multiplying the number of 
hops, whereas the links of poor quality stand for lot of packet losses. This explains why 
MinLQI is a good metric. 
The Fig. 1.23 compares the average path length related to the "Proximity with respect to 
the BS" metric when it is used in the simple routing and load balancing routing 
mechanisms. 
 
Fig. 1.23. The average path length in the three routing mechanisms (Proximity-BS). 
For the Proximity-BS metric, the load balancing mechanisms have the effect of increasing 
the average path lengths which is almost the same average for the weighted round robin 
routing and the round robin one Fig. 1.23. In the case of load balancing mechanisms, each 
sensor has in its routing table several achtophorous nodes of which only one exactly 
corresponds to the achtophorous node used by the simple routing. The other achtophorous 
nodes are necessarily more distant from the base station. So, the average path lengths 
slightly increase for load balancing mechanisms with respect to the simple routing using 
the Proximity-BS metric Fig. 1.23. For any given source node, the selected achtophorous 
nodes are identical for both load balancing mechanisms, their use only differs by the 
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weight introduced in the weighted round robin routing. This leads to an average number 
of hops almost identical Fig. 1.23. 
Unlike the Proximity-BS and MinLQI metrics, the MaxLQI one has an average path 
length which is reduced by the load balancing mechanisms Fig. 1.24. In this case, the 
weighted round robin routing mechanism has an average number of hops closer to the one 
of the simple routing mechanism than the round-robin one. Indeed in the case of W2R, 
the achtophorous node which forms the better link quality (MaxLQI) is also the one which 
has the highest weight. Thus, depending on the weight value, the sensors choose to send 
their packets more frequently to that achtophorous node. Therefore, W2R leads to an 
average number of hops closer to the one of the simple routing mechanism Fig. 1.24. 
 
Fig. 1.24. The average path length in the three routing mechanisms (MaxLQI). 
1.10.2. LIF: Load Imbalance Factor 
The Fig. 1.25 shows the LIF when the "Proximity with respect to the BS" is used as metric. 
It displays results for the simple routing and load balancing mechanisms. The Fig. 1.26 
for MaxLQI and the Fig. 1.27 for MinLQI also display the LIF for the three routing 
mechanisms. 
The lowest LIF value indicates the best evenly distribution of the energy consumption 
between nodes. It would be redundant to say that the load balancing mechanisms (round 
robin and W2R) help evenly balancing the load. That is to say that the average LIF values 
are lower for load balancing mechanisms compared to the simple routing, whatever the 
chosen metric Fig. 1.25, Fig. 1.26 and Fig. 1.27. But the gap is more important for 
MaxLQI than other metrics. 
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Fig. 1.25. LIF in the three routing mechanisms (Proximity-BS). 
 
Fig. 1.26. LIF in the three routing mechanisms (MaxLQI). 
 
Fig. 1.27. LIF in the three routing mechanisms (MinLQI). 
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Moreover, when the network density is increasing, the difference between round robin 
and W2R tend to vanish for the Proximity-BS metric and for the MinLQI metric  
Fig. 1.25 and Fig. 1.27. For these two metrics, it would be more suitable in dense wireless 
sensor networks to use the round robin mechanism than the W2R one. Therefore, in doing 
so, one saves the power required, mainly by the processor, for the achtophorous weight 
computations Fig. 1.17 and Table 1.3. 
These results confirm that load balancing mechanisms help in the distribution of the load 
across the nodes, because whatever the metric used: the W2R routing produces lower LIF 
than the round-robin routing which is followed by the simple routing Fig. 1.25,  
Fig. 1.26 and Fig. 1.27. 
As for the result of Fig. 1.28, it compares the average LIF of different metrics in the W2R 
routing. The "Proximity with respect to the BS" and MinLQI metrics produce lower LIF 
values Fig. 1.28. The remaining energy metric has an intermediate LIF, while the degree 
of connectivity and MaxLQI metrics tend to imbalance the energy consumption on the 
network: some sensors exhaust their batteries while others have a little participation in 
packet routings towards the BS. This negative phenomenon is much more important for 
the MaxLQI metric when the network size is increasing Fig. 1.26 and Fig. 1.28. 
 
Fig. 1.28. LIF: Comparison of different metrics in the Weighted Round Robin Routing (W2R). 
This reflects the fact that the degree of connectivity and the MaxLQI metrics are the ones 
for which packets arrive at the Base Station by routes using the largest number of hops as 
shown in Fig. 1.20 and explained in the last section. Thus, along each route, the WSN 
experiences more retransmissions and then more energy wastage due to the effects of 
overhead, latency and overhearing phenomena which are more important when the 
average number of hops is increasing. 
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1.10.3. Average Percentage of Packet Losses 
The result of Fig. 1.29 displays, for each metric, the average percentage of packet losses 
experienced by the network when the simple routing is run. The three routing mechanisms 
are compared Fig. 1.30 using the degree of connectivity metric. 
Generally, the loss percentage is quite low. This reflects the fact that, in L2RP, losses are 
mainly due to the node battery exhaustion. The first result Fig. 1.29 compares the different 
criteria in the mechanism of simple routing. 
 
Fig. 1.29. Average percentage of lost packets: Comparison of the different metrics  
in the Simple Routing mechanism. 
 
Fig. 1.30. Average percentage of lost packets: Comparison of the three routing mechanisms  
with the Degree of connectivity metric. 
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Here again, best results are produced by MinLQI and "Proximity with respect to the BS" 
metrics. MaxLQI has an intermediate average percentage of packet losses, while the 
remaining energy and degree of connectivity metrics have higher percentages. For the 
Proximity-BS metric this result is easy to understand, because according to the previous 
results Fig. 1.20, Proximity-BS is the metric which produces the shortest path lengths. 
Accordingly, as the overhearing phenomenon and the overhead induced by routing are 
reduced when the number of hops is minimal, then the node battery exhaustion occurs 
later (in time) leading to a low loss percentage for the metric Proximity-BS. 
Conversely, the degree of connectivity metric has the highest percentage of packet losses 
Fig. 1.29. By choosing to route packets according to this metric, any given sensor which 
has data to transmit chooses its achtophorous node, in simple routing, as its neighbor 
which has the highest number of neighbours. Therefore whenever an achtophorous node 
is requested to route a packet, the overhearing phenomenon causes more energy 
consumption which leads to a greater packet loss percentage. 
For all metrics, load balancing significantly reduces the average percentage of packet 
losses Fig. 1.30. Load balancing mechanisms produce lower packet losses than the simple 
routing; differences are more important when load balancing is run with the degree of 
connectivity metric, the remaining energy metric or the MaxLQI metric. 
Indeed, for the degree of connectivity metric of which the overhearing phenomenon is the 
most important, Load balancing requires the selection of different achtophorous nodes for 
each source node. So, in the routing table there is exactly one node which has the highest 
number of neighbours: this the one used by the simple routing mechanism. Then, in load 
balancing when the other achtophorous nodes with fewer neighbours are used, this helps 
reducing the overhearing phenomenon. This justifies why load balancing reduces the 
percentage of packet losses compared to simple routing which always requires the highest 
degree of connectivity as achtophorous node Fig. 1.30. 
1.10.4. Composite or Hybrid Metric 
The Fig. 1.31 (simple routing) and the Fig. 1.32 (W2R routing) display the average 
percentage of packet losses including the hybrid metric which is a combination of the 
remaining energy metric and the "Proximity with respect to the BS" metric. 
These results show that the hybrid metric composed of 50 % of the remaining energy and 
50 % of "Proximity with respect to the BS" (i.e. ρ = 0.5 in Formula (1.3)) is a very good 
metric. It has a percentage of packet losses which is relatively low, especially when it is 
used with load balancing mechanisms. As we can see, there are fewer lost packets when 
the simple routing is run with the MinLQI metric than the W2R routing run with the 
remaining energy metric, MaxLQI or the degree of connectivity metric Fig. 1.31 and  
Fig. 1.32. 
These results show that compared to the "remaining energy level" metric, the hybrid 
metric helps mitigating losses particularly in load balancing (W2R Routing) where the 
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average packet loss percentage is less than 0.1 % for this metric. This kind of metric is 
very interesting to consider because depending on the specific WSN application purposes, 
it may be useful to consider several criteria for selecting routes by computing a single 
hybrid metric. 
 
Fig. 1.31. Average percentage of lost packets: Comparison of different metrics including  
the hybrid metric (remaining energy level + Proximity-BS) in W2R Routing. 
 
Fig. 1.32. Average percentage of lost packets: Comparison of different metrics including  
the hybrid metric (remaining energy level + Proximity-BS) in W2R Routing. 
In this result, it is more beneficial to route jointly depending on the distance and the 
remaining energy than to route only along with the remaining energy criterion. This 
reflects the fact that the "remaining energy level" criterion is not a good metric for route 
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selection. Because in our simulation scenario Table 1.4 each node is deployed with an 
initial energy level ܧ0  which is randomly and slightly lower than a reference value  
ܧ଴ ൌ ሺ1.5 ൈ 10ହ െ Ԫሻμܬ, where Ԫ ൌ ݎܽ݊݀ሺ0,1ሻ ൈ 10ଶμܬ. This scenario is very realistic, because even if the AA batteries powering the sensors are new, they also have slightly 
different energy levels in real world scenario. 
Although the average percentage of packet losses is generally too low, the load balancing 
helps reducing the packet loss percentage for the hybrid metric similarly to all other 
studied metrics. 
1.10.5. Average Network Lifetime 
The Fig. 1.33 displays the average network lifetime for the simple routing, and the  
Fig. 1.34 shows its related confidence interval for a confidence coefficient of 95 %. The 
Fig. 1.35 shows the average network lifetime when MinLQI is used in each routing 
mechanism. 
 
Fig. 1.33. Average network lifetime: Comparison of different metrics in the simple routing. 
Firstly, these results show that more dense networks have better lifetime. The MinLQI 
and "Proximity with respect to the BS" metrics produce better network lifetime. MaxLQI 
is better than the remaining energy metric which is followed by the degree of connectivity 
metric Fig. 1.33. Load balancing mechanisms significantly increase the average network 
lifetime which is larger than the one of the simple routing with more differences for 
MinLQI (Figs. 1.35, 1.36) and "Proximity with respect to the BS" metrics. 
The time of first packet loss occurs earlier for the degree of connectivity metric. As we 
explained in the previous sections, this result is also caused by the overhearing 
phenomenon of which effects are more important for the degree of connectivity metric 
with respect to other metrics. The Proximity-BS metric improves the network lifetime by 
minimizing the number of hops Fig. 1.33. 
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Fig. 1.34. Average network lifetime: confidence interval related to Fig. 1.33 for a confidence 
coefficient of 95 %. 
 
Fig. 1.35. Average network lifetime: Comparison of the three routing mechanisms  
using the MinLQI metric. 
 
Fig. 1.36. Average network lifetime: confidence interval related to Fig. 1.35 for a confidence 
coefficient of 95 %. 
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Compared to the simple routing, the load balancing mechanisms Fig. 1.35 significantly 
increase the WSN lifetime. However, even if the weighted round robin routing leads to a 
better WSN lifetime than the round robin routing, the gap between the two load balancing 
mechanisms is not significant for the MinLQI metric Fig. 1.35. 
By rotating the achtophorous node this helps splitting the load among different sensors. 
So, load balancing helps delaying the moment of the first node battery depletion of and 
therefore extending the lifetime of the network: Load balancing adds lifetime benefits to 
the WSN. 
1.10.6. Average Ratio of the Remaining Energy 
The Fig. 1.37 and Fig. 1.38 display the evolution average remaining energy after a 
complete cycle, when the network density is increasing. The cycle is constituted by: the 
network deployment, the detection of alarms and the data routing towards the base station 
where each source node uses L2RP to build its routing table. The cycle ends when all 
nodes have sent their alarms. 
The degree of connectivity and MaxLQI metrics are the least energy efficient metrics  
Fig. 1.37. In contrast, Proximity-BS and MinLQI are the metrics that ensure better energy 
efficiency. 
The weighted round-robin routing (W2R) leads to less energy consumption than the 
round-robin routing which is better than the simple routing whatever the metrics used. 
The Fig. 1.38 shows the result for the MaxLQI metric. 
 
Fig. 1.37. The average ratio of the remaining energy: Comparison of the different metrics  
in the Simple Routing mechanism, after one cycle of which all sensors had sent their alarms 
towards the Base Station. 
Advances in Networks, Security and Communications: Reviews, Vol. 1 
 68
 
Fig. 1.38. The average ratio of the remaining energy: Comparison of the three routing mechanism 
with the MaxLQI metric, after one cycle of which all sensors had sent their alarms towards  
the Base Station. 
In summary, these results are natural consequences of the previous ones. Indeed, for the 
MaxLQI metric of which the average number of hops (average path length) is high, the 
energy consumption is also large because of the increasingly overhearing, latency, and 
overhead phenomena. 
1.10.7. Impacts of Increasing the Number of Achtophorous Nodes 
The Fig. 1.39 shows the influence of the number (ANs) of the achtophorous nodes on the 
network lifetime performance criterion by comparing the results for ANs = 3 
and ANs = 5, when the remaining energy and MinLQI metrics are combined with the 
round-robin routing. 
The Fig. 1.40 shows the influence of increasing the number (ANs) of the achtophorous 
nodes on the average percentage of lost packets by comparing results for ANs = 3 
and ANs = 5, when the W2R routing is run with the remaining energy and MinLQI 
metrics. 
These two results Fig. 1.39 and Fig. 1.40 show that the average percentage of lost packets 
decreases for the MinLQI metric. The network lifetime increases for both metrics when 
the number of achtophorous nodes varies from 3 to 5. This is not obvious to predict, 
because increasing the number of achtophorous nodes might increase the risk of using 
low-energy sensors in routing process, which could cause more packet losses. 
From a given number of achtophorous nodes, the result should be reversed. Nevertheless, 
until the value AN = 5, it remains within reasonable limits for a cold chain monitoring 
application. 
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Fig. 1.39. Impacts of increasing the number of achtophorous nodes on the average network 
lifetime for the round-robin routing mechanism. 
 
Fig. 1.40. Impacts of increasing the number of achtophorous nodes on the average percentage  
of packet losses for the W2R Routing mechanism. 
1.10.8. Impacts of the Unreliability of Wireless Links 
In the context of our application, the warehouse hosts hundreds of pallets, one upon the 
other. Each pallet is provided with a temperature sensor. This environment is  
subjected to the unreliably feature of the wireless links. In this section we take into account 
such a phenomenon. At any given time t, for a sensor ௜ܵ , its unreliable links  (P௥ሾℓሺ݅, ݆, ݐሻ ൌ ܷ݊ݎ݈ܾ݈݁݅ܽ݁ሿ ൌ 1 in Formula (1.12)) with some neighbours are modelled by the Poisson process of parameter ߛሺ ௜ܵ, ݐሻ calculated as follows: 
 ߛሺ ௜ܵ, ݐሻ ൌ ஜఋሺௌ೔ሻ, (1.17) 
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where ߜሺ ௜ܵሻ  is the number of nodes located between the node ௜ܵ  and the BS. If  ߜሺ ௜ܵሻ ൌ 0, then the node ௜ܵ has no eligible achtophorous node. 
At any given time t, for each sensor ௜ܵ, ߛሺ ௜ܵ, ݐሻ is too small, then the Poisson process returns a series Ti of integers Ti, in which nonzero values Ti[j] denote the unreliable links 
formed by ௜ܵ with some of its neighbours ௝ܵ i.e. (P௥ሾℓሺ݅, ݆, ݐሻ ൌ ܷ݊ݎ݈ܾ݈݁݅ܽ݁ሿ ൌ 1  in 
Formula (1.12). 
The Fig. 1.41 shows the effect of the unreliability of the wireless links on the WSN 
lifetime by comparing results for μ = 0.01 (low unreliability) and μ = 0.1 (high 
unreliability), when the MinLQI metric is used in the simple routing and in the round-
robin routing. The Fig. 1.42 (resp. the Fig. 1.43) shows impacts on the average path length 
(resp. on the LIF) by comparing results for μ = 0.1 (high unreliability), when MinLQI 
metric is used in the three routing mechanisms. 
The first result in Fig. 1.41, shows that the network lifetime is smaller in high unreliable 
WSN (μ = 0.1). In this case, the load balancing also increases the network lifetime. Indeed, 
the round-robin routing in high unreliable WSN (μ = 0.1) is much better than the simple 
routing in low unreliable links environment (μ = 0.01), even if the simple routing produces 
lower average path length Fig. 1.42 than load balancing mechanisms. Even in the context 
of high unreliable links, the load balancing routing produces better LIF than the simple 
routing Fig. 1.43, which means that the load is more evenly shared between nodes. 
 
Fig. 1.41. Impacts of the unreliability of the wireless links on the average network lifetime 
(MinLQI, μ = 0.01 and μ = 0.1) for both simple and round robin routing mechanisms. 
This result pertained to the MinLQI metric, clearly shows that the unreliability of the 
wireless links phenomena reduce the WSN lifetime because of more retransmissions 
needed in such an environment. But the key point of this result relies on the fact that load 
balancing mechanisms also add lifetime benefits in high unreliable environment. Indeed, 
in the case of simple routing, a weak link between a sensor and its achtophorous node 
involves the sending of a new "ROUTE REQUEST" message. In contrast, for load 
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balancing mechanisms, each sensor has several achtophorous nodes in its routing table. If 
a link between a sensor and its achtophorous node were to be unreliable, the source node 
first examines the quality of the link it forms with the next achtophorous node listed in its 
routing table. So, if this link is reliable, it simply sends the packet without having to 
request a new route. 
 
Fig. 1.42. Impacts of the unreliability of the wireless links on the average path length  
(MinLQI, μ = 0.1) for the three routing mechanisms. 
 
Fig. 1.43. Impacts of the unreliability of the wireless links on the Load Imbalance Factor 
(MinLQI, μ = 0.1) for both simple and load balancing routings. 
Therefore, in load balancing mechanisms, a source node has to send a new "ROUTE 
REQUEST" message, if and only if all the links it forms with all the achtophorous nodes 
listed in its routing table were to become unreliable at the same time. 
In the scenarios which do not take into account the unreliability of the wireless links, the 
L2RP protocol leads to identical routes for the two load balancing mechanisms Fig. 1.23. 
The Fig. 1.42 shows the impacts of the unreliability of the wireless links on the average 
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path lengths (number of hops) in an environment subjected to high unreliable links  
(μ = 0.1). In this result, we observe that the routes obtained with the round robin 
mechanism are now different from those obtained with the weighted round robin routing 
(W2R) Fig. 1.42. This is due by the fact that link quality parameters are very fickle and 
time variant and are greatly dependent on the poison parameter ߛሺ ௜ܵ, ݐሻ in formula (1.17). 
The Fig. 1.43 plots, for μ = 0.1, the impacts of high unreliability of the wireless links on 
the LIF criterion performance. This still confirms the effectiveness of the load balancing 
mechanisms in unreliable environments. Indeed, the load imbalance factor (LIF) is lower 
for the round robin and W2R routing compared to the simple routing. Contrary to the 
previous result Fig. 1.27, this one Fig. 1.43 shows that the gap between the average LIF 
of the simple routing mechanism and those obtained via the load balancing routings 
decreases as the network density is increasing. Indeed, the unreliability of the wireless 
links become more and more important when the density of the WSN is increasing [3]. 
Consequently, load balancing mechanisms gradually begin to lose some of their interest. 
1.11. Energy Over-Consumption Induced by Securing Routing Operations 
1.11.1. Introduction and Backgrounds 
Considering the fact that sensors are often dispersed in unprotected environments, WSNs 
are vulnerable to several types of intrusions and attacks. Thus, the proper functioning of 
the network might be compromised. In such hostile environments, the information 
exchanged between two communicating parties can include highly sensitive data that must 
be secured when sent through intermediate nodes. In the state of the art, there are currently 
several security mechanisms to ensure a good level of data protection as it flows from one 
source toward one (or more) destination(s) in the network. 
Security solutions are usually based on cryptographic routines which help to ensure 
traditional security requirements such as confidentiality, integrity, availability and 
authentication [61]. Even for wireless sensor networks, cryptographic techniques [62-64] 
are used for protection purposes. But calculating crypto keys could push down WSNs 
performance. Security protocols designed for wired networks (such as DES, 3DES, AES, 
RSA, TLS, MD5, SHA-1, etc.) are generally not suitable for WSNs, because in such 
wireless networks, nodes have restricted capacity calculation (CPU), scanty capacity of 
memorization (RAM) and small energy supply. Thereby, security solutions must be 
custom sized and tightly adapted for wireless environments and especially for WSNs. 
In this way, related works propose several security mechanisms for WSNs without caring 
about energy overconsumption induced by adding cryptography keys. We agree that such 
security solutions could naturally decrease network performance, but the real question is 
to understand in what proportion adding cryptography keys could affect network lifetime. 
Accordingly, in this chapter, we will evaluate the energy consumption induced by 
increasing the size of the packet when establishing cryptographic keys for wireless sensor 
networks, and then estimate the decrease rate of network performance. 
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We call unnecessary over-consumption of energy the consumption that can be avoided to 
maintain the energy of a sensor node. Energy efficiency is one of the most important issues 
in wireless sensor networks. Whatever the TCP/IP network layer (network access, 
internet, transport or application) considered, we must always take into account factors of 
energy consumption in order to develop an energy efficient protocol for WSNs. As a 
matter of fact, the major causes of energy losses are [3]: Collisions, Idle listening, 
Overhearing, Overmitting, Control packets overhead, Network protocols, Attacks and 
security issues, Cryptography and security solutions, etc. 
Many attacks [65] are carried out against the sensor networks in order to exhaust the 
batteries of the nodes and then to reduce their lifetimes, and consequently that of the 
network. For instance, with a very high power transmitter node, an attacker can perform 
Hello Flood attack by broadcasting Hello messages on a large range to certain sensors of 
the network. Then sensors will try to respond to the attacker node which is actually out of 
range. In such a case attack, an attacker uses this mechanism to consume energy. 
Security mechanisms, including cryptography [66-69], are aggravating factors of energy 
consumption in sensor networks. Many works are concerned with the establishment of 
cryptographic keys without worrying about key lengths. This is the strong point of 
cryptographic algorithms for wired networks. However, this becomes a major 
disadvantage in wireless sensor networks where the safeguarding of energy is a sine qua 
non condition for longer node and network lifetime. 
Moreover, adding integrity key to secure routing protocol exchanges should increase 
packet size and therefore energy expenditure. In the next section, we will try to estimate 
how, that’s to say in what proportion, adding an integrity key will cause energy 
exhaustion. 
1.11.2. Energy Over-Consumption Induced by Adding an Integrity Key to L2RP 
For routing protocols [70], nodes compute their routing table by exchanging messages in 
order to compare selection criteria also called metric [1-4, 71]. Then the node which has 
the lowest metric is chosen as next hop router. The network convergence is the fact that 
all nodes have successfully completed computing their routing table. Generally, the 
convergence occurs when all the routers in the routing domain agree on the routes that are 
available. Convergence time is the time that it takes for every router’s routing table to 
synchronize after there has been a change in the network topology. It is important to ensure 
that the time taken is as short as possible because while the routers disagree on the 
available network, they cannot route data correctly or efficiently. 
So, a commonly used WSN attack is to introduce malicious nodes in the network which 
will play the role of next hop routers by sending lowest criterion values (after a small 
period of sniffing network communications). In this way, traffic could be hijack toward 
the attacker platform. To avoid this type of security issue, one mechanism is to add 
integrity keys in order to secure communications between nodes. Integrity keys help 
ensuring authentication and message integrity in such a way that a malicious node will 
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not be able to perform this kind of attack. Most of algorithms providing integrity keys are 
designed for wired network and are not suitable for wireless sensor network operations 
because provided integrity keys are often too long. In this section, we aimed to show that 
integrity keys have non negligible energy cost and we’ll estimate the rate of energy 
depletion induced by adding an integrity key in order to secure routing protocol processes. 
Firstly, we will present in the next section some types of common deployment WSN 
topologies we are using to run simulations. 
The size of messages exchanged in the network has an effect on power consumption of 
transmitter and receiver nodes. Thus packet size should be neither too high nor too low. 
While it is small, the number of control packets (acknowledgment) increases. Otherwise, 
more transmission power is necessary for larger packet size. 
In this work, we consider two routing different scenarios in which each sensor need to 
send a fixed number of packets before reaching network convergence: 
 Scenario 1: each sensor node has to send 3 packets before network convergence. This 
is common to the most of the many WSN routing protocols, such as L2RP (with hello 
packet), in which sensors often exchange 1, 2 or 3 messages before computing its 
routing tables [2, 71]. 
 Scenario 2: each sensor node has to send 10 packets before network convergence. This 
scenario is not common to WSN routing protocols, but it’s not an exaggeration if we 
consider all control packets needed for network auto-organization such as: 
initialization and authentication phase [72, 73], routing process, clustering formation 
[74, 75], data aggregation computation [76, 77], other security mechanisms [78-80], 
etc. 
In each scenario, each packet has a fixed size length of 128 bits. Adding an integrity key 
whose length is equal to 5 % of the initial packet size, we obtain the results of the 
additional energy expenditure for the first scenario Fig. 1.46 to Fig. 1.48 following 
different deployment strategies and those of the second scenario in Fig. 1.49 to  
Fig. 1.51. 
For all these results displayed in Fig. 1.46 to Fig. 1.51, the height of each bar highlights 
the energy over-consumption (in Joule) of a sensor node induced by adding an integrity 
key which size (7 bits) is equal to around 5 % of the initial package size (128 bits). The 
abscissa represents the number-id of each sensor. The energy consumption model used 
for simulations is the same than the Section 1.9.1 of this chapter, and can also be found in 
[1-3, 56, 57, 60, 81]. 
First of all, for the random deployment topology, it should be noted that the bars have 
different heights as shown in the Fig. 1.46 and Fig. 1.49. This results from the fact that 
each node has a number of neighbours that could be different from that of the other nodes. 
Because the deployment is random, some areas could be much more densely populated 
(so more neighbours) than others. 
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On the other hand, in the two scenarios, for the grid topology, the bars are grouped by 
several sets of bars having the same height Fig.1.47-1.51. This means that for each group, 
the concerned nodes have the same average power consumption. By zooming on each of 
the results concerning the type of grid topology, we obtain, for example, the Fig. 1.44. 
This will help us better understand these results. 
 
Fig. 1.44. A part of the zoom of the Fig. 1.48. 
This results from the inherent properties of the uniform grid topology, where the nodes 
are numbered from the first row (which is defined by: ∀ݔ ∈ ሾ0,100ሿ, ݕ ൌ 0) to the last 
one (∀ݔ ∈ ሾ0,100ሿ, ݕ ൌ 100 ), and for each row form the left (ݔ ൌ 0 ) to the right  
(ݔ ൌ 100ሻ. In fact, by observing the example illustrated in the Fig. 1.45. 
 The first node and the last node of each row have the same number of neighbours. This 
explains why the node number 1 and the node number 11 have the same energy 
expenditure in the Fig. 1.44, Fig. 1.48 and Fig. 1.51. 
 The second node and the penultimate node of each row have the same number of 
neighbours. This explains why the node number 2 and the node number 10 have the 
same energy expenditure in the Fig. 1.44, Fig. 1.48 and Fig. 1.51. 
 For the first line, the nodes within the green rectangle (dashed line) Fig. 1.45 have the 
same number of neighbours. The same applies to the corresponding nodes for each of 
the other lines of the grid. This explains why all the nodes from the node number 3 to 
the node number 9 have the same energy expenditure in the Fig. 1.44, Fig. 1.48 and  
Fig. 1.51.  
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Fig. 1.45. Case of a uniform grid topology (Xstep = Ystep = 10 m). 
 
Fig. 1.46. Scenario 1: The energy over-consumption of each sensor node induced by adding  
an integrity key which size is equal to 5 % of the initial package size, in the case of a random 
deployment topology as described in Section 1.9.2. The simulation parameters are summarized  
in Table 1.5. 
 All the nodes inside the blue rectangle (solid line) Fig. 1.45 have the same number of 
neighbours. Moreover, it is the nodes with the greatest number of neighbours in the 
grid. As a result, all lines affected by the blue rectangle (i.e. from the 3rd row to the 9th 
row) have the same average energy expenditure. This corresponds to the seven sets of 
bars having the highest height in the Fig. 1.48 and Fig. 1.51. 
 The first set (and then the 11th set) of bars corresponds to the nodes of the first line 
(and then the 11th line) of the grid. Similarly, the 2nd set (and then the 10th set) of bars 
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corresponds to the nodes of the 2nd line (and then the 10th line) of the grid  
Fig. 1.48 and Fig. 1.51. 
Table 1.5. Simulation parameters for random deployment topology. 
Parameter Value 
Area Length  L = 100 m 
Area Width  l = 60 m 
Base Station Location position(SB) = (0, 0) 
Sensor transmission radio range  R = 20 m 
Initial packet size 128 bits 
Length of the added key integrity 7 bits 
 
 
Fig. 1.47. Scenario 1: Energy over-consumption of each sensor node induced by adding  
an integrity key which size is equal to 5 % of the initial package size in the case of an uniform grid 
topology (Xstep = Ystep = 5 m). The simulation parameters are summarized in Table 1.6. 
Table 1.6. Simulation parameters for a uniform grid topology. 
Parameter Value 
Area Length  L = 100 m 
Area Width  l = 100 m 
Base Station Location position(SB) = (0, 0) 
Sensor transmission radio range  R = 20 m 
Initial packet size 128 bits 
Length of the added key integrity 7 bits 
Uniform grid topology Xstep = Ystep = 5 m 
 
In each case of deployment topology specified in Fig. 1.46 to Fig. 1.51, we calculated the 
energy over-consumption of each sensor node induced by adding an integrity key which 
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size is equal to 5 % of the initial package size. The integrity key is added to each  
of the 3 or 10 packets exchanged during routing process before reaching the network 
convergence. Results show that the average rate of energy over-consumption per sensor 
is high despite the smallness of the integrity key. 
 
Fig. 1.48. Scenario 1: Energy over-consumption of each sensor node induced by adding  
an integrity key which size is equal to 5 % of the initial package size in the case of an uniform grid 
topology (Xstep = Ystep = 10 m). The simulation parameters are summarized in Table 1.7. 
 
 
Fig. 1.49. Scenario 2: The energy over-consumption of each sensor node induced by adding  
an integrity key which size is equal to 5 % of the initial package size in the case of the random 
deployment topology. The simulation parameters are summarized in the Table 1.5. 
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Fig. 1.50. Scenario 2: Energy over-consumption of each sensor node induced by adding  
an integrity key which size is equal to 5 % of the initial package size in the case of an uniform grid 
topology (Xstep = Ystep = 5 m). The simulation parameters are summarized  
in the Table 1.6. 
 
 
Fig. 1.51. Scenario 2: Energy over-consumption of each sensor node induced by adding  
an integrity key which size is equal to 5 % of the initial package size in the case of an uniform grid 
topology (Xstep = Ystep = 10 m). The simulation parameters are summarized  
in the Table 1.7. 
Consequently, we calculated Table 1.8 the average number of additional packets each 
sensor would be able to send with this amount of energy over-consumption in the absence 
of the integrity key.  
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Table 1.7. Simulation parameters for a uniform grid topology. 
Parameter Value 
Area Length  L = 100 m 
Area Width  l = 100 m 
Base Station Location position(SB) = (0, 0) 
Sensor transmission radio range  R = 20 m 
Initial packet size 128 bits 
Length of the added key integrity 7 bits 
Uniform grid topology Xstep = Ystep = 10 m 
 
Table 1.8. The average number of additional packets that each sensor would be able to send  
if the routing protocol were not being secure with the integrity key. 
Deployment topology Scenario 1 
Scenario 
2 
Random deployment topology  
Average number of additional 
packets 4 16 
computed from the results 
displayed in the figures Fig. 1.46 Fig. 1.49 
Uniform grid 
topology 
Xstep = Ystep =  
5 m 
Average number of additional 
packets 8 25 
computed from the results 
displayed in the figures Fig. 1.47 Fig. 1.50 
Xstep = Ystep =  
10 m 
Average number of additional 
packets 4 7 
computed from the results 
displayed in the figures Fig. 1.48 Fig. 1.51 
 
These results point out that in both scenario and for the two deployment topologies, the 
energy required for the added integrity key is sufficient to run the routing protocol again. 
That’s to say that it is more energy-expensive to secure the routing protocol than running 
it again. 
The energy over-consumption of each sensor node is more important as the network 
density becomes larger (Fig. 1.47 and Fig. 1.48 in comparison with Fig. 1.50 and  
Fig. 1.51). Moreover, when the average number of neighbours is increasing in the 
network, as a consequence of the increase of the network density, the eavesdropping and 
the overhearing phenomena could then constitute aggravating factors in energy 
consumption. For uniform grid deployment topologies, moving from {Xstep = Ystep = 10 
m} to  
{Xstep = Ystep = 5 m} has the effect to increase the average number of neighbours in the 
network. This explains the fact that the energy expenditure is almost multiplied by a factor 
of 2 in the results Fig. 1.47 with respect to Fig. 1.48 and Fig. 1.50 with respect  
to Fig. 1.51. 
Thus, as we can see, providing a small integrity key, whatever the type of the deployment 
topology considered, greatly increases energy consumption. On the other hand, even if 
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decreasing the node deployment density results in a decrease in average energy 
consumption due to Collisions, Idle listening, Overhearing, Overmitting, etc., one must 
still avoid in exaggeratedly swerving the positions of the nodes on the deployment area. 
As this may result in increased loss of connectivity due to the unreliability feature of the 
wireless links, which could increase the phenomenon of packets losses and 
retransmissions, and then annihilates quality of service while increasing energy 
exhaustion. So one should be careful with this, and operate to moderately swerve the 
positions of the sensors in a real environment. 
1.12. Conclusions 
In this work, we have proposed the L2RP routing protocol (Link Reliability based Routing 
Protocol) which takes into account the quality of the links formed by any source node with 
the achtophorous nodes listed in its routing table. This avoids sending data over a link 
disrupted, unreliable or unstable. 
The L2RP protocol also includes load balancing mechanisms where the source node, 
based on "ROUTE REPLY" packets, is able to estimate the load sustainable by each of 
its achtophorous node. This property allows L2RP to avoid doing a per packet load-
balancing by the source, as done in [55], where the source node sends its data without 
being sure of the capacity of the achtophorous node to sustain the load assigned. Thus, by 
doing so, L2RP helps to reduce packet losses. 
Applications often have their specific objectives and constraints, so it is essential to have 
the choice between several possible settings when deploying a wireless sensor networks. 
Thus, in its design, the L2RP protocol can use any chosen metric. This allows L2RP to be 
able to support different applications by offering the choice of the metric which ensures 
the best performance in the specific context of each application. 
We therefore evaluated the L2RP performance based on routing mechanisms (simple or 
load balancing) and then presented a comparative study of the different metrics in each 
routing mechanisms. This work has shown that: 
The degree of connectivity metric is the metric that leads to the highest percentage of 
packet losses. This metric also has the lowest network lifetime. Indeed, it is the metric 
which is the most sensitive to the overhearing phenomenon. 
The Proximity-BS metric provides better energy efficiency. With this metric, the alarms 
sent by any sensor reach the Base Station in fewer hops. By minimizing the number of 
hops, it helps in reducing energy wastefulness due to overhearing, overhead and latency. 
The LQI used as a metric by considering the best link quality (the MaxLQI metric) leads 
to an inefficient routing regardless of the performance criterion considered. This confirms 
our previous experimental results obtained in [25]. The MaxLQI metric matches the 
standard definition of the LQI used in the MultiHopLQI routing algorithm [29]. Indeed, 
this metric is characterized by a relatively high average number of hops. In the absence of 
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obstacles and any interference, the best link quality is often observed for the nodes which 
are located relatively close to each other. By multiplying the number of hops, the MaxLQI 
metric has the effect to increase energy wastefulness due to overhearing, overhead and 
latency. 
Accordingly, despite its popularity in WSN empirical analysis based on TinyOS 
platforms, the MultiHopLQI routing algorithm is not suitable for WSN applications, 
because it uses the MaxLQI metric for route selection. 
By setting a given LQI threshold, i.e. a value of acceptable LQI, and considering the 
lowest LQI value beyond this threshold (the MinLQI metric), we obtain an optimal LQI 
based metric which highly enhances the energy efficiency. As the LQI decreases when 
the distance between the nodes increases, the average path length is larger for MaxLQI 
than for MinLQI: this explains why MinLQI is more energy-efficient than MaxLQI. Then, 
the average percentage of packet losses is larger for MaxLQI. There is a trade-off between 
routes consisting of good links quality and small average path length (i.e. without too 
many retransmissions). 
This interesting result shows that it is better for LQI based routing algorithm to promote 
links of intermediate quality (such as MinLQI metric) to avoid: 
The better links which are synonymous of nodes located relatively close to each other and 
also synonymous of higher number of routing hops which are responsible for excessive 
energy consumption; 
The bad links (low quality) which are synonymous of higher percentage of packet losses. 
The load balancing mechanisms significantly improve the routing efficiency by extending 
the network lifetime, while minimizing the average percentage of packet losses. The load 
balancing also helps evenly splitting the load on all nodes in the WSN. 
Increasing the number of achtophorous nodes improves the network performance: a low 
average of packet losses and a longer network lifetime. 
The composite metric, resulting of the remaining energy metric combined with the 
Proximity-BS metric, offers good routing performance. This metric is interesting, as each 
node ignores the settings of its neighbours (such as the remaining energy, the position) 
when selecting its achtophorous nodes. 
Since it is LQI based routing algorithm, the question that naturally arises is how L2RP 
behave in an environment subjected to high unreliability of the wireless links. Simulation 
results have shown that, such an environment slightly impacts the L2RP efficiency. 
Generally, packet loss percentage is relatively low because in L2RP a source node avoids 
sending data to an achtophorous node with which it forms an unreliable link at the moment 
it has data to transmit. 
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Embedded with load balancing mechanisms, L2RP adds lifetime benefits to the wireless 
sensor network. Nevertheless, it would be more profitable to combine L2RP with 
aggregation techniques like cluster formation and data aggregation in order to gain more 
scalability and lifetime. So, in [60] we have used L2RP in a cold chain monitoring 
application where regular sensors send alarms to their respective clusterheads, which 
aggregate received alarms and then forward the aggregated data towards the BS using the 
L2RP routing protocol. In this application L2RP is run with the weighted round robin load 
balancing mechanism using the "MinLQI" metric. 
On the other hand, in this report, we show that how the energy over-consumption induced 
by securing network operations is high. We added a small integrity key (7 bits) which 
length is equal to 5 % of the initial packet size (128 bits) in order to secure the routing 
tables’ computation process. Simulation results for two deployment strategies allow us to 
conclude that adding integrity key, for network operations security, significantly increases 
the energy consumption of sensors and therefore reduces network performance. Even if 
there is lot of works on lightweight cryptography [61] and [82], which concerns the 
science of small cryptography keys, it is still found that many works continue offering 
relatively long keys with respect to the size of the protected data without caring about 
energy over-consumption. 
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Chapter 2 
Connectivity Recovery and Augmentation  
in Wireless Ad Hoc Networks 
Ulisses Rodrigues Afonseca, Camila Feitosa Rêgo  
and Jacir Luiz Bordim1 
2.1. Introduction 
Wireless ad-hoc networks allow communication between devices without the need of 
fixed network infrastructure to operate. In such networks, each node is equipped with 
wireless capabilities and act as a mobile router. These characteristics make ad hoc 
networks suitable to support communications in urgent and temporary tasks, such as 
disaster-and-relief, search-and-rescue, law enforcement, and other special applications. In 
an ad hoc network, nodes typically communicate over a common channel, use 
omnidirectional antennas and operate on battery power. In many cases, such as wireless 
sensor networks, which is a special kind of ad hoc network, these devices run on non-
replaceable battery [1, 2]. Hence, battery depletion is a major concern in wireless ad hoc 
networks as their replacement may not be feasible during operation. Also, unbalanced 
power consumption, which may be caused by distinct traffic load, can exacerbate battery 
drainage. Traffic load, in turn, may be influenced by node location, number of nodes in 
the vicinity and their activities, the choice of the routing algorithm, and so on [2]. Such 
events can lead to node failure as well as it can lead to network disconnection. 
The presence of cut-vertices and cut-edges (a.k.a. articulations and bridges) are considered 
potential disruption points [3]. Informally, an articulation is as a vertex whose removal 
disconnects the network. Similarly, a bridge is a link which removal disconnect the 
network. Articulations may arise during deployment or during operation. Density and 
maximum transmission range are directly related to the connectivity and the presence of 
articulations. During operation, articulations usually arise due to changes in the topology 
such as mobility or by the unavailability of nodes, in general, by battery depletion. 
Articulations are required to route packets in the path from one network component to 
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another. Hence, such nodes may experience high load and battery consumption when 
contending for network resources. This, in turn, may lead to unbalanced power 
consumption and network segmentation [4]. Finding critical elements in the network, such 
as articulations and bridges, is a step in a solution to increase or recover connectivity in a 
wireless ad hoc network. 
Given the importance of critical elements, several papers discuss how to locate articulation 
points and bridges on wireless ad hoc networks. Topological information can be obtained 
via iteration among nodes and, once such information is available, mechanisms to locate 
critical elements can be applied [1, 5]. The main problem of this approach is the number 
of messages required to gather such information. Jorgic et al. [6] proposed the use of k-
hop information with the aim of reducing the input size of the algorithm with the drawback 
of producing false positives. Chaudhuri [7, 8], Turau [4] and Afonseca et al. [9] presented 
a modified version of the distributed depth first search that can locate critical elements 
without collecting global topology information using a reduced number of messages. 
After locating critical elements, their effect on the network can be minimized or 
neutralized. Khelifa et al. [1] proposed a solution that can reinforce network connectivity 
by activating inert nodes near the critical elements or moving a mobile node to its 
proximity. Goyal and Caffery [5] presented a similar approach that uses coordinated 
mobility to bring nodes near to the critical elements. Afonseca et al. [10] proposed the use 
of data aggregation on nodes around articulations to reduce its energy consumption. 
Cooperative Communication (CC) emerged as an alternative to increase or recover 
connectivity. This technique allows single antenna devices to explore spatial diversity and 
combine signals to increase transmission range. Zhu et al. [11] and You et al. [12] 
proposed the use of CC to augment connectivity by increasing the transmission range. 
Latter, Neves et al. [13] and Rêgo et al. [14] considered this approach in the context of 
wireless sensor network to improve connectivity to a sink node. Afonseca et al. [15] 
applied this technique to create backup-links near the articulation nodes in such a way that 
network connectivity can be restored in case of critical element failure. 
This chapter reviews the concepts of articulations and bridges and presents theoretical 
models on Cooperative Communication. More precisely, this chapter details how the 
information on critical elements can be used to reinforce network connectivity. A review 
on mechanisms to augment or restore the network connectivity via cooperative 
communication is also presented. The remaining of this chapter is organized as follows. 
Section 2.2 presents the main definitions of articulation and bridges and the algorithms to 
identify and locate them in a wireless ad hoc network. Section 2.3 describes two 
cooperative communication models. Section 2.4 presents CARCC, an algorithm that uses 
CC and location of articulation and bridges to recovery connectivity and Section 2.5 
presents the Sink-PathCC algorithm which uses CC to provide connectivity augmentation. 
Finally, Section 2.6 concludes this chapter. 
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2.2. Articulation Nodes and Bridges 
Articulations and bridges are concepts widely discussed in graph theory. Informally, an 
articulation is a vertex whose removal (along with their adjacent edges) turns the graph 
disconnected. Analogously, a bridge is an edge whose removal turns the graph 
disconnected. Due to the importance of network connectivity, efficiency and lifetime, 
articulations and bridges are also known, respectively, as critical nodes and critical links 
[2, 3]. These elements are also related to the concept of biconnectivity in communication 
networks, whose importance stands out when providing resilience and/or load balancing 
[16]. The main feature of articulations and bridges is that they form the only path among 
network components (isolated cluster of nodes) and, due to that, may experience higher 
load and power consumption [2]. As a result, the network is prone to become disconnected 
prematurely. Owing to their relevance, several papers present solutions to locate these 
critical elements and mitigate their effects to prevent network segmentation [1-3, 5-8]. 
The subsequent sections review the definition of articulation and bridges as well as the 
algorithms to locate these critical elements in a wireless ad hoc network setting. 
2.2.1. Definitions and Terms 
A graph G(V,E) is connected if there is a path between each pair of vertices vi,vj ∈ V,  
vi ≠ vj. A graph G´(V´,E´) is a subgraph of G(V,E), if V´ ⊂ V and E´ ⊂ E. Connected 
components are disjoint sets of elements, or subgraphs, with no connectivity to each other. 
In other words, a connected component Ga(Va,Ea), of an undirected graph G(V,E) is a 
subgraph such that any vertex vi ∈ Va is connected to all other vertices vj ∈ Va by a path 
and, given two different components Ga(Va,Ea) and Gb(Vb,Eb), they do not have vertices 
in common, that is, Va∩Vb =. The following definition summarizes the above discussion: 
Definition 2.1 (Connected component [17]) An unconnected graph consists of a set of 
connected components that are maximum connected subgraphs (with as many elements 
as possible). 
Sedgewick et al. [17] and Cormen et al. [18] define articulation (a.k.a. cut-vertex) as a 
vertex v ∈	V of a connected graph G(V,E) whose removal (and, consequently, of its edges) 
makes the graph G disconnected. Analogously, a bridge (a.k.a. cut-edge) is an edge  
(vivj) ∈ E such that its exclusion turns the graph disconnected [18]. Note that when  
|V| ≥ 3, the existence of a bridge implies the existence of more than one articulation in the 
graph. The definitions below follow from [19]. The concepts of articulation and bridge 
are formally presented in Definitions 2.2 and 2.3.  
Definition 2.2 (Articulation) Given a connected graph G(V,E), node va is an articulation 
if G´(V´,E´) is a disconnected graph when V´ = V\{va} and E´ = E\{(va,vi)} for each vi ∈	V. 
Definition 2.3 (Bridge) For a connected graph G(V,E), the edge vavb is a bridge if 
G´(V,E´) is a disconnected graph for E´ = E\{(vavb)}. 
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A graph having articulations is called a separable graph, whereas a graph without 
articulations is said to be non-separable or a biconnected graph [16]. In [16] and [20], 
several articulation properties are shown, in particular, it is demonstrated that a graph 
without articulations is biconnected. A biconnected component, or a “block”, of G is a 
maximum set of edges such that any pair of edges in the set are in the same cycle [18]. 
Also, a biconnected component can be defined using the concept of articulation, according 
to Definition 2.4. 
Definition 2.4 (Biconnected component) A component Ga(Va,Ea) is said a biconnected 
component, or a block, when it is the biggest set (or a maximal subgraph) without 
articulations. 
A connected graph, or subgraph, that has only two nodes is, by definition, a biconnected 
graph. In [19], it is denoted that a graph or component is 2-connected if there is a cycle 
between any pair of nodes. A connected graph, or component, where |V| = 2 is a 
biconnected component, but it is not 2-connected. The Definition 2.5 presents formally 
the concept of the 2-connected component. 
Definition 2.5 (2-Connected component) A component Ga(Va,Ea) of G(V,E), such that  
Va ⊂V and Ea ⊂ E, is 2-connected if, and only if, for any pair of vertex vi,vj ∈ Va, there is 
a cycle in Ea containing vi and vj. 
2.2.2. Location of Articulation and Bridges 
A naive algorithm to locate articulations in a connected graph G(V,E) consists of, for each 
node vi ∈ V, remove it and verify if the resulting graph is connected. Removing each node 
of the graph has a cost of O(|V|) and verifying the connectivity of a graph can be performed 
in O(|V|+|E|) [17]. Thus, the naive algorithm is not efficient, since its complexity is 
O(|V|∗(|V|+|E|)). 
Tarjan [20] and Hopcroft and Tarjan [21] developed algorithms with linear complexity 
that apply spanning trees to detect articulations with time O(|V|+|E|). In [21], a tree is 
produced from the original graph, using the Depth First Search (DFS) algorithm. 
Articulations are nodes that do not have, for each child, an edge that connects a descendant 
(in that branch) to an ancestor. As a specific case, if the root has more than one child, it is 
also an articulation. This mechanism is based on a set of lemmas whose proofs are 
presented in [8] and in the original work [21]. Fig. 2.1 exemplifies the location of 
articulations using DFS and the premises presented by Hopcroft and Tarjan [21].  
Fig. 2.1 (a) presents the initial graph G(V,E) with |V|= 6 and |E|= 8. The Fig. 2.1 (b) shows 
the tree T(V,E´) created from the initial graph of the Fig. 2.1 (a). Note that  
E´ = E\{v1v5,v2v5,v2v4}. The removed edges, or nontree edges, are represented by dashed 
lines. The arrows, on the edges of the tree, represent the hierarchy and its direction 
determines the parent node. The highlighted node v2 is an articulation since the child node 
v4 and its descendants do not have an edge for an ancestor of v2. 
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Fig. 2.1. Example of locating articulation nodes using DFS [21]: (a) original graph; e (b) tree 
created using DFS and identification of articulation v2. 
Tarjan [20] proposed a technique similar to [21]. It is based on the Depth First Number 
(DFN), the search order of the DFS. When performing the depth-first search, each node vi 
is marked with a number DFN(vi) corresponding to the order in which it was added to the 
tree. Then, each node is assigned a value L(vi) indicating the lowest DFN value that can 
be reached by that node through a path that can include an arbitrary number of edges 
belonging to the tree or not. A node vi is marked as articulation when one of its children vj 
has a L(vj) value greater than or equal to DFN(vi), or if this node is the root and has more 
than one child. 
2.2.3. Locating Articulations and Bridges in Wireless Ad Hoc Networks 
The mechanisms to locate critical elements in wireless ad hoc networks can be classified 
as centralized, localized and distributed. Centralized mechanisms must collect 
information about the entire topology to locate critical elements. Localized mechanisms 
utilize partial information of the topology on each node while distributed algorithms are 
based on the Distributed Depth First Search to locate critical elements. This section 
enumerates the solutions presented in the literature for each alternative. 
Khelifa et al. [1] and Goyal and Caffery [5] present centralized solutions for the location 
of articulations. Topology information is collected and sent to a node that reconstructs the 
overall knowledge of the topology and is responsible for running the algorithm and 
locating the articulations. In [5], the authors use a modified version of DFS to determine 
articulations. This method verifies, when creating the tree, whether there is a path back to 
the root. When no such path exists, the node is marked as an articulation. In [1], the 
proposal uses a centralized algorithm that performs a DFS search on the graph such that 
nontree edges are used similarly to the algorithm of Hopcroft and Tarjan [21] to check if 
the node is an articulation. The location of the articulations has complexity O(|V|+|E|), 
whereas the collection of topology information requires a quadratic time as a function of 
the number of nodes [6]. The Algorithm 1 enumerates the steps of the centralized solution, 
similar to the one used in [1] and [5]. 
Advances in Networks, Security and Communications: Reviews, Vol. 1 
 94
  
In Wireless Sensor Networks (WSNs), where nodes have limited capacity, centralized 
methods become impractical since they require a large number of messages to collect 
information about the network topology. Jorgic et al. [6] shows that centralized solutions 
require a quadratic number of messages (in terms of number of nodes) to update the 
information of links when the topology changes. An alternative is the use of localized 
algorithms that execute at each node and use information about the topology limited to a 
certain number of hops in relation to its neighbours. These alternatives try to reach the 
global objective using local behavior [3, 6]. 
Jorgic et al. [6] proposed a solution that assume that nodes collect information at k-hops 
using a special message called “HELLO”. The topology information at k-hops is 
propagated to the neighbours at (k−1)-hops allowing nodes to be aware of part of the 
network topology. According to the authors, the topological information at k-hops 
corresponds to the subgraph of k-neighbours, including all existing links among k-hop and 
(k −1)-hop neighbours. This set of information does not strictly determines whether the 
neighbours at k-hops are connected. In the method proposed by the authors, a node is k-
critical (or articulation using information at k-hops) if the subgraph of neighbours at k-
hops is disconnected when considering the removal of such node. Nodes must individually 
collect the topological information and run the algorithm to determine, through partial 
representation, whether they are articulations. This solution can use positional 
information, where the topology of the network is determined by the position of the nodes 
and their transmission radius. The authors also propose verifying critical edges at k-hops 
based on articulation information. 
Fig. 2.2 presents an example of the use of localized knowledge, on nodes v4 and v7. In  
Fig. 2.2(b), nodes v4 and v7 determine that they are articulations by applying information 
corresponding to k = 1. The demarcated areas represent the knowledge obtained by each 
node to perform the calculations. Note that all nodes are articulations for 1-hop 
knowledge. In Fig. 2.2(c), when using topological information at 2-hops, node v4 
determines that it is an articulation, whereas v7 determines that it is an ordinary node. The 
highlighted areas represent the localized knowledge of nodes v4 and v7. For v4, it is not 
possible to find a cycle (multiple paths) through localized knowledge and, therefore, the 
node determines that it is an articulation. In this case, note that v4 produces a false positive 
since, in fact, it is not an articulation. 
Localized algorithms allow the decentralization of the processing and partial 
representation of the graph. Although this methodology does not reduce the complexity 
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of the algorithm, the requirements for processing and storage are reduced along with the 
input size (number of vertex and edges of the graph). In contrast, it can detect false 
positives. An alternative are the distributed algorithms that use, as knowledge, only the 
adjacent edges and the directly connected nodes. In general, these algorithms locate 
articulations using a distributed version of the DFS algorithm that represents partially, in 
the memory of the nodes, the tree produced by the algorithm and the information about 
the cycles in the graph. 
 
Fig. 2.2. Localized algorithm to detect articulation nodes: (a) graph representing the network 
G(V,E), (b) running the algorithm in node v4 and v7 with k = 1; and (c) running the algorithm  
in v4 and v7 with k = 2. 
Chaudhuri [7] presented a distributed solution to determine the bridges and biconnected 
components of a graph. A similar solution to determine the articulations of the graph, 
optimal in time and number of messages was presented in [8]. Nodes compute if they are 
articulations verifying the same assumptions of the algorithm proposed by Hopcroft and 
Tarjan [21]. The algorithm requires that nodes knows only the neighbours directly 
connected and the articulations are computed using O(|V|) messages in O(|V|) time. Given 
a connected graph and an arbitrary node as root, this mechanism calculates the 
articulations in two steps. In the first step, a distributed tree is built by keeping in memory 
of each node the information of its parent node and its children. Then, a list of ancestor 
nodes is propagated to each node. In the second step, the list of nontree edges (edges that 
do not belong to the tree) is propagated from the leaves to the root and the articulations 
are calculated. The tree is created by means of a special message called SEARCH. This 
message is propagated from the root to the leaves and carry a list of previously visited 
nodes. By message exchange, the destination is added as the child node by the source, 
while the destination node defines that the source is its parent node. To determine that a 
segment has been completely visited, a SEARCH message is sent back to the parent node. 
Initially, the return message is sent by the leaves of the tree that identify, through the list 
of visited nodes, that there are no more nodes to visit in that branch. After the tree is 
created, the root sends a special message called TERMINATE for each child. This message 
carries the list of ancestor nodes that is updated and propagated to the rest of the tree. In 
the second phase, a NONTREE message is sent from the leaves to the ancestors 
propagating the list of edges that are not part of the tree (nontree edges). This solution 
uses a maximum of 4×|V| messages. 
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Fig. 2.3 presents an example of the execution of the distributed solution proposed by 
Chaudhuri [8]. The Fig. 2.3 (a) represents the topology of the wireless network. The  
Fig. 2.3 (b) shows the tree construction using node v1 as the root. Nodes are visited 
sequentially through the SEARCH message. The order in which the nodes are included in 
the tree is v1, v2, v4, v3, v5, and v6. Note that, because the process is sequential, the SEARCH 
message is sent, for example, to the node v3 only when v4 sends a SEARCH message stating 
that the search has already been completed in that branch. The node v4 determines that 
there are no more nodes to search using the contents of the SEARCH message sent by 
node v2. In this figure, the tree structure is shown by means of arrows in the edges whose 
direction represents the parent node. In Fig. 2.3 (c), the ancestors of each node are defined 
using TERMINATE messages whose propagation is performed from the root. Messages 
are sent in the order of the previous DFS. Each node, upon receiving this message, must 
store the information, add its identifier and send it to its descendants. In Fig. 2.3 (d), edges 
that are not part of the tree (and which constitute cycles) are propagated from the leaves 
to the root using NONTREE messages. When the nodes receive the messages, they check 
whether or not they are articulations. The nodes v2 and v3 (shown in red) are articulations. 
Note that v3 receives from v6 a message stating that there are no cycles in that branch. 
Therefore, node v3 confirms that it is an articulation. Node v2 receives from node v3 its 
nontree list of edges and checks that there is no edge in this set that links to one of its 
ancestors. Thus, node v2 also determines that it is an articulation. 
 
Fig. 2.3. Example of running the distributed algorithm of Chaudhuri [8]: (a) network topology; 
(b) building the tree; (c) propagation of ancestors; (d) propagation of cycles and identification  
of articulations (nodes v2 and v3). 
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Turau [4] presents another distributed solution for locating articulations. It differs from 
other approaches by using the methodology proposed by Tarjan [20]. This alternative 
allows bridges and 2-connected components to be located. Thus, as in the original 
algorithm, each node vi is assigned a DFN value that determines the sequence of nodes 
visited in the DFS and a value L corresponding to the lowest DFN value that can be 
obtained by the nodes through a path to its ancestors. Articulations are nodes vi that have 
children vj such that L(vj) ≥ DFN(vi). These values are obtained by special messages in a 
process similar to Chaudhuri’s proposal [8]. The authors show that the solution is optimal 
and uses O(|V|) time units and messages to determine articulation, bridges, and  
2-connected components. The algorithm uses at most 4ꞏ|V| messages. 
Afonseca et al. [9] proposed improvements to the solution presented in [8]. The algorithm, 
called Distributed Articulation Search (or DAS), takes as input a connected graph G(V,E) 
and a root parameter that indicates the node used as the root of the distributed tree. The 
root of the tree can be chosen arbitrarily. Each node must have a unique identifier and 
know its direct neighbours. The algorithm creates a distributed tree using a special 
SEARCH message that loads: (i) a list a of ancestor nodes; (ii) a list v of all nodes visited; 
and (iii) a list nt of nontree edges, or edges that do not belong to the tree. The message 
can be sent in two directions: to the children or to the parent node. The SEARCH message 
sent to the children is used to add nodes not yet visited to the tree and represent this 
information in memory. When it is sent to the parent node, it determines that a subtree has 
been fully scanned and propagates the list of edges that do not belong to the tree, found 
by the node itself and by its descendants. Upon receiving a SEARCH message from a 
child, nodes can determine if they are articulations. The algorithm terminates when the 
root receives a return message from all children. At the end of execution, each node 
knows, through a local variable, whether it is an articulation. Algorithm 2 presents the 
details of the DAS. 
During node initialization of DAS, variables are created to store the identification of the 
parent node, set of child nodes, set of ancestors, set of edges that do not belong to the tree, 
nodes already visited, and those that have not yet been visited (lines 1-4). When the node 
is the root, a neighbor is chosen, added to the list of children and already visited nodes, 
and the first SEARCH message is sent (lines 5-11). The SEARCH messages received by 
the nodes are the trigger for executing the remainder of the algorithm. When a node 
receives a message, it updates the list of already visited nodes and visits it through the 
message content (lines 12-13). If the node is not the root of the tree and has not yet been 
visited (parentvj = 0), then the node that sent the message is assigned as the parent node 
and the list of the ancestors is updated via the content of the message received (lines  
15-17). If the message was sent by a child node, lines 18-31 are executed. In this case, if 
the node that received the message is the root of the tree, it defines itself as an articulation 
if it has more than one child (lines 19-23). If the node receiving the message is an ordinary 
node, it checks to see if it is a link through the list of nontree edges (received in the 
message content) and the list of ancestors (lines 24-28). Then it updates the list of edges 
that do not belong to the tree, applying the message content (line 29). After processing the 
lines 12-31, the nodes must continue building the distributed tree. If it has not been visited, 
one of them is removed from the list, added to the set of children, and then a SEARCH 
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message is sent to the selected node (lines 32-36). If the node has no neighbor to add to 
the tree, it constructs its list of nontree edges and sends it to the parent node (lines 37-43). 
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The Fig. 2.4 illustrates the execution of the DAS algorithm in a graph with six nodes. 
Node v1 is used as the root of the tree, that is, root = v1. Fig. 2.4 (a) shows the exchange 
of the first three messages. The search is performed until a leaf is found (there are no 
neighbours to add to the tree). The edges v4v1 and v4v2 are marked as nontree. In the  
Fig 2.4 (b), return messages are sent until a node that still has neighbours not added to the 
tree is found. In the figure, node v2 is not marked as an articulation, since the message 
origin has edges for one of its ancestors. The process of adding nodes to the tree continues 
in Fig. 2.4 (c) to leaf node v5. Then, as shown in Fig. 2.4 (d), the node v5 determines that 
the edge v5v2 is nontree and propagates this information up to v6. Node v2 identifies that is 
an articulation since it receives a message from the child node v6 with a nontree list of 
edges that does not include one of its ancestors. During propagation of messages to the 
parent node (message 4, 5, 8, 9, 10), the list of nontree edges received is added to the local 
knowledge of the node and it is propagated to the ancestors. When node v1 receives the 
message number 10, the search finishes since it is the root and there are no nodes to add 
to the tree. During the construction of the tree, there may be two edges from the 
articulation, which lead to a same biconnected component. This occurs when an 
articulation is found and some node of that component has not yet been visited. To make 
easier the process of defining the biconnected components, the algorithm maintains (in 
the articulation) a variable called dualLink, containing the identification of the child node 
that composes the edge. Line 27 of the algorithm stores this information when the node is 
an articulation and receives a SEARCH message from a child, but specifically for that 
subtree, the node does not constitute an articulation (lines 25-27). In other words, the 
articulation received the message of child who has a nontree edge for one of his ancestors. 
 
Fig. 2.4. Example for the algorithm DAS. 
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The complexity of the DAS algorithm can be calculated in relation to the number of 
messages. Given a graph G(V,E), the algorithm creates a distributed tree T(V,E´). There 
are |V|−1 edges in T. Note that, for each edge of the resulting tree, exactly two SEARCH 
messages are transferred, one search and one return. It can be seen that only the edges that 
are part of the tree are used to carry the search and return message of each node. Since a 
node is not included twice in the tree, a total of 2ꞏ|E´| messages are used. Regarding the 
number of nodes, 2ꞏ(V −1) messages are sent. Thus, for the graph G(V,E), the complexity 
of the DAS algorithm is O(|V|). 
Afonseca et al. [22] proposed two algorithms that use the DAS produced information to 
locate bridges and 2-connected components. The search for bridges is done by the 
Distributed Bridge Search (or DBS). The algorithm requires the knowledge of the tree 
T(V,E´), E´ ⊂ E, represented in distributed form in the memory of the nodes, as well as 
the identification of the node used as root during its construction with the DAS. The 
general idea is to mark as bridges the links that: (i) join a leaf node of the tree to its 
ancestor, when it does not have a nontree tree edge; and (ii) connect an articulation to an 
ancestor node which is also an articulation. The algorithm runs on all nodes of the network 
and the trigger for execution is the definition of a node as an articulation or as a leaf. Thus, 
the exchange of messages is carried out only by nodes that can effectively constitute 
bridges. Upon starting, a special message BRIDGE is sent by articulations and leafs that 
do not have nontree edges to their parents. Upon receiving the message, the node send a 
BRIDGE response message if it verifies that the edge is a bridge. The details of this 
mechanism are presented in the Algorithm 3. 
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The location of biconnected components is performed by the algorithm Distributed Search 
for Biconnected Components (or DDBC), that requires the local variables produced by 
the algorithms DAS and DBS as the parameter and the root of the distributed tree. The 
details of the DDBC is shown in Algorithm 4.  
 
The root of the distributed tree, provided as a parameter, is used to start the identification 
of biconnected components. In addition, all nodes know if there are incident bridges and 
which neighbours make up these bridges (resulting from the algorithm DBS). As output, 
each node holds a local variable that stores an ID of the biconnected component to which 
it belongs. The ID of the biconnected components uses non-sequential integer values that 
correspond to the identifier of the first node added to the component. Nodes in disjoint 
biconnected components have different biconnected component identifiers. DDBC is 
based on a special message called COMPONENT. This message propagates a component 
identifier across all nodes of the network using the distributed tree structure. The general 
idea of the solution is to propagate the biconnected component identifier of the node to its 
children and this value should change when an articulation is found. From that point, all 
nodes must have different component ID. The first message is sent by the root of the tree 
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and the following messages are sent from a parent node to the child nodes. During the 
initialization process, if the root is an articulation, it sends to its children its node ID, 
which is used as the component ID (lines 3-7). If the root is not an articulation, it sends 
its ID as component identifier to its only child (lines 8-11). When an ordinary node 
receives a message, it uses its content as component ID (line 13) and propagate this 
information to their child nodes (lines 14-17). If it is an articulation, the received value is 
added to the list of components (line 13) and a message is sent to all children with the 
children node ID as component ID (lines 13-26). 
2.3. Cooperative Communication 
Cooperative Communication (CC) is a technique in which devices with a single antenna 
may obtain the benefits of spatial diversity by transmitting simultaneously the same 
packet. In CC, nodes create a virtual antenna array without deploying multiple antennas 
in a single device [23, 24]. This technique, besides mitigating the signal fading, allows to 
increase the transmission range of nodes [23]. CC research is driven by the fact that some 
devices, such as wireless sensors, cannot accommodate an antenna array due to size or 
power constraints. 
In a traditional simplified wireless communication model, the communication between 
nodes vi and vj can be simplified in terms of the transmission power, the distance between 
the nodes and the rate of signal fading. A node vi can adjust its transmit power Pi with 
values in the range [0,PMAX]. When Pi = 0, the transceiver is turned off and when Pi = PMAX, 
the transceiver operates at full power. Thus, a source node vi can communicate directly 
with the destination node vj only if its transmission power complies with the following 
relation: 
  (2.1) 
where: α is the exponent of signal fading, usually between 2 and 4, representing the rate 
of loss of the signal with increasing distance; di,j is the Euclidean distance between nodes 
vi and vj; and τ is the receiver sensitivity to correctly receive a packet, i.e., the threshold of 
the received power so that node vj can correctly decode the signal and obtain the original 
message. An edge between two neighboring nodes vi, vj, complying with Eq. (2.1), is 
termed a direct link and is represented as ݒపݒఫതതതതത. The direct neighboring set of node vi is 
denoted as N(vi). The weight of a direct edge between nodes vi,vj is defined as: 
  (2.2) 
In the Cooperative Communication model adopted by Zhu et al. [11] and Yu et al. [12], a 
node vi cooperatively transmit signals, in synchronism, with a set of nodes v1,v2,...,vm to a 
particular destination node vj. A cooperative transmission is successful if and only if the 
combined received signal at vj is greater than or equal to τ. For latter reference, let  
Hi,j ⊆ N(vi) denote the helper set nodes of a source node vi that cooperatively transmit 
packets to destination vj. The received signal power Pc necessary for vi and its helper nodes 
to communicate cooperatively with a destination node vj can be computed by: 
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  (2.3) 
A Cooperative Communication link (CC-link) between nodes vi and vj is denoted as ݒపݒఫ෦ . 
As customary, the network topology is represented as graph G(V,E), which denotes the 
union of all the direct and CC links. Let ܧത and ܧ෨ , represent the set of direct and CC links, 
respectively. Thus, E = ܧത ∪ ܧ෨ . That is, if vivj ∈ E, then vivj = ݒపݒఫതതതതത if vivj is a direct link and 
vivj = ݒపݒఫ෦  if vivj is a CC-link. Similarly, the graph of direct and CC communication is 
denoted by ̅ܩ ൌ ሺܸ, ܧതሻ and ܩ෨ ൌ ሺܸ, ܧ෨ሻ, respectively. 
As in [9, 11, 12], cooperating nodes expend the same amount of power when establishing 
a cooperative link. Therefore, the weight of a CC-edge ݒపݒఫ෦  can be defined as: 
  (2.4) 
where WD(Hi,j) is the minimum power consumption of the node vi to communicate with 
the farthest node in Hi,j, and WCC(Hi,j) is the minimum power consumption of the node vi 
to communicate directly to vj, together with its helper nodes in Hi,j. 
In the CC model considered in [11, 12], the transmission occurs in two phases. In the first 
phase, node vi sends its data to its helper nodes in Hi,j. In the second phase, node vi and its 
helpers must simultaneously send the same data to vj. Thus, the weight of a CC-link 
comprehends the sum of communication cost of these two steps. The cost for the first 
stage of communication is equivalent to WD(Hi,j), while the cost of individual nodes to 
transmit data using CC is WCC(Hi,j). 
CC was primarily used to overcome the effects of signal fading as well as to extend the 
transmission range of nodes in order to improve network connectivity [11, 12]. Fig. 2.5 
illustrates how CC can be used by node vi to send data to node vj that is outside of its 
maximum transmission range RMAX. The source node vi selected the closest node as its 
helper. The nodes in black that are inside RMAX  could also have been selected to be 
included in the helper set. The dotted line represents the direct communication of the first 
phase, between the source and the helper. The solid arrows represent the second phase, 
where the source and its helper send data cooperatively to the destination. 
 
Fig. 2.5. Example of a traditional Cooperative Communication. 
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Rêgo et al. [25] proposed an alternative Cooperative Communication model aiming at 
reducing the power consumption of the source node in a CC-link. The first phase is similar 
to the previous discussed CC model, where the source node sends the data to the helper 
nodes using the minimum transmission power necessary to reach the farthest helper node. 
In the second phase, however, only the nodes in the helper set send the data to the 
destination node, i.e., source node does not participate in the second phase. The 
transmission will occur only if the sum of the transmission power of the helper nodes 
satisfy the following relation: 
  (2.5) 
Therefore, the weight of a CC-edge ݒపݒఫ෦  is modified to exclude the participation of the 
source node in the second moment of CC as shown below: 
  (2.6) 
where WD(Hi,j) is the minimum power consumption of the node vi to communicate with 
the farthest node in Hi,j, and WCC(Hi,j) is the minimum power consumption of each helper 
node uses to communicate with vj. The factor WCC(Hi,j) is multiplied for the number of 
helper nodes, i.e., |Hi,j|. 
2.4. Connectivity Recovery 
Mitigating the effects caused by articulations becomes important to prolong the lifetime 
of the network and the creation of mechanisms to recover the connectivity ensure the 
success of the application. Section 2.2 presented the mechanisms in the literature to locate 
articulation nodes. This section explores existing solutions to mitigate the effect of the 
presence of articulations in the network using coordinated mobility, activation of inert 
nodes and the creation of cooperative links to reinforce the network connectivity. 
Khelifa et al. [1] present a solution that, after detecting articulation nodes, reorganizes the 
network to improve its connectivity. The solution assumes the existence of inert nodes, 
previously implanted, which are called “redundant nodes”. In addition, mobile nodes may 
exist. The proposed topology reorganization consists of: (i) locating the articulations; (ii) 
activate a redundant node near the articulation, if they exist; and (iii) if there are no 
redundant nodes near the articulation, the algorithm selects a redundant node from a 
neighbor and moves it to a coordinate close to the articulation. Fig. 2.6 provides an 
example of this solution. Fig. 2.6 (a) illustrates the graph of the initial state of the network. 
The redundant nodes are represented in white, while the articulations v4 and v7 are depicted 
in gray. In Fig. 2.6 (b), the inert node near the articulation v7 is activated, and an inert 
node, close to v6 is moved to the vicinity of the articulation v4 and activated. Note that the 
nodes v4 and v7 are no longer articulations in this new network topology. The authors 
demonstrate that, with a sufficient number of inert and mobile nodes, it is possible to 
eliminate the presence of articulations in a wireless ad hoc network. 
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Fig. 2.6. Network reorganization using the mechanism proposed by Khelifa et al. [1]:  
(a) graph of the initial network topology; e (b) activating inert nodes and moving node  
to the articulation proximity. 
Goyal and Caffery [5] proposed the postponement of network partitioning using a set of 
mobile nodes, called auxiliary nodes. Initially, bridges are identified through a modified 
version of the DFS algorithm that maps the potential quantity of network components. 
Then, articulations request an auxiliary node, which is moved to its proximity, enhancing 
the connectivity. The message used in the algorithm contains the location information 
where the auxiliary node should move to and the criticality of the articulation in terms of 
the size of the partition. The work does not define how the position of the nodes can be 
obtained. The message is carried out by broadcast and is limited to 2-hops to avoid over 
consumption of resources. Simulation data indicates that approximately 40% of the 
articulation lose this characteristic when using the aforementioned solution. 
In [10], the authors proposed the use of data aggregation techniques to reduce energy 
consumption in articulations in WSNs. The solution requires that each node to check 
whether or not it is an articulation. Distributed Depth First Search based algorithms must 
be used to locate articulations and the sink node should be the root of the tree. Thus, from 
any node, it is possible to determine the direction to the sink. Each articulation informs its 
neighbours at k-hops, in the opposite direction to the sink, that they must perform 
aggregation. The aggregation of data is accomplished by concatenating the data of disjoint 
packets in such a way that the volume of the headers is reduced. To control the delay, a 
time limit is set that each packet can wait in buffer until another arrives. Packages are 
aggregated up to the maximum transfer limit. The solution was evaluated using an energy 
model that considers the amount of data received and sent. This mechanism of aggregation 
allowed the reduction in the energy consumption of the articulation and postponed the 
partitioning of the network. Fig. 2.7 illustrates the network topology. The red-colored 
node is an articulation, and it requests its neighbours at 1-hop to perform data aggregation. 
This way, the amount of data reaching the articulation is reduced. 
Afonseca et al. [15] envisioned the use of Cooperative Communication to recover 
connectivity. They propose a localized mechanism to establish Cooperative 
Communication links to prevent network partition on articulation failure. The proposed 
solution, called Connectivity Auto-Recovering via Cooperative Communication 
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(CARCC, for short) operates by identifying possible disruption points and selecting 
appropriate neighboring nodes to establish backup CC-links. In case of articulation or 
bridge failure, backup CC-links become operative to reestablish network connectivity. 
Using localized information, CARCC explores the use of directional CC-links to provide 
ways to reestablish connectivity even when bidirectional links are not possible. Although 
CARCC shares some characteristics of the works proposed by Khelifa et al. [1] and Yu et 
al. [12], it does not require the use of additional nodes or previous knowledge of the 
network topology. Indeed, CARCC is a distributed mechanism that relies on a simple and 
yet effective heuristic to select appropriate nodes with the least amount of energy to 
recover network connectivity. 
 
Fig. 2.7. Example of reducing the energy consumption on articulations using data aggregation. 
CARCC comprises two algorithms: a helper set selection routine, called HSS, and the 
connectivity recovery routine, the CARCC itself. The HSS takes as input the source node 
vi, the articulation node va, and the estimated distance da,j between node va and vj. HSS add 
nodes to the helper set Hi,j until the destination vj can be reached by a cooperative link. In 
case the nodes in N(i)\va, are exhausted and a ݒపݒఫ෦  link cannot be established, HSS returns 
an empty set. As shown in Algorithm 5, CARCC is composed of three main tasks, which 
are performed in sequence. The first task (lines 1-3) is to compute a suitable distance 
estimation to create CC links able to connect nodes in neighboring blocks (see  
Definition 2.4). If the articulation node fails, these blocks may still be connected via CC-
links. To compute the CC-links, CARCC uses the HSS, which demands for a distance 
estimation so that the necessary helper nodes can be selected at each block. On the next 
step, the minimum distance to reach nodes in the farthest blocks is computed. The two 
largest values, D1 and D2, are informed to each node v ∈ N(va). Once the distance 
estimation is available to the neighboring nodes of the articulations, these nodes execute 
routine HSS using the estimate D1 or D2. If da,u = D1, then u ∈ N(va) uses estimate D2, 
otherwise u uses estimate D1. This is necessary since u is at distance D1 and the estimated 
distance to reach the second most distant node in a different block is D2. Those nodes 
having sufficient helper nodes to create a CC-link for the given estimated distances report 
the CC-link cost back to the articulation va. On the final step, CARCC select the backup 
node having the least cost. At this stage, each network block has a single backup node 
whose cost is the least among the nodes in that block. 
Optionally, CARCC can be succeeded by an optimization of the CC-link transmission 
power. More precisely, after selecting backup nodes in each block Bi, 1 ≤ i ≤ l, these nodes 
may execute a routine to optimize the transmission power. Nodes in a neighboring block, 
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upon receiving a message via CC-link, may inform the source of the message whether the 
transmission power can be reduced or not. The Algorithm 6 presents the power 
optimization for CARCC. 
 
 
Simulation results show that CARCC obtains results matching those provided by 
centralized solutions. In addition, CARCC reduces the network requirements to create 
suitable CC-links. In fact, CARCC allows the selection of suitable CC-links in O(∆(G)×Λ) 
time, using O(∆(G)) messages, whereas a centralized approach takes O(V2 ×Λ) time, where 
∆(G) is the degree of the underline network graph G(V,E) and Λ is the computational cost 
of selecting helper nodes. In case of failure of an articulation point, network connectivity 
can be successfully obtained in more than 91 % in the evaluated scenarios, which is 
comparable to the results obtained by a centralized algorithm. 
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Fig. 2.8 shows a graph composed of one articulation  and two  network  blocks  
1 ={v1,v2,v3,v4} and 2 ={v4,v5,v6,v7,v8}. Solid and dotted arrows represent respectively, 
messages used to select a backup node in cluster 1 and cluster 2. In  
Fig. 2.8 (a), the articulation computes the distance estimation, which is sent to its direct 
neighbours. In Fig. 2.8 (b), each node checks if the CC-link can be established to 
overcome the estimated distance. The articulation point selects, for each block, the node 
with the least cost to be its backup node in that block. Fig. 2.8 (c) represent the message 
used by the articulation to define the backup node. Fig. 2.8 (d) presents the CC backup 
link created to overcome network disruption. 
 
 
Fig. 2.8. Example of CARCC operation. 
CARCC was evaluated with the same network model and parameters of [11] and [12], 
which are as follows: the maximum transmission power PMAX = 4900, the receiver 
threshold τ = 1 and the Cooperative Communication model is defined by Eq. 2.3 resulting 
on a maximum transmission range of 70 m. Nodes were disposed randomly on an area of 
300 × 300 m with a density varying from 4×10−4 to 12×10−4. CARCC is compared to 
global and local strategies employing exhaustive search to compute the best “global” and 
“2-hop” cooperative links. Simulation results for CARCC are presented on Fig. 2.9. The 
“y” axis represents the transmission power and the “x” axis represents the node density. 
Fig. 2.9 (a) presents the individual transmission power for CARCC and CARCC with 
power optimization (CARCC PwOpt). The figure shows that CARCC without power 
optimization demands higher amount of energy from cooperating nodes as compared to 
global and 2-hop strategies. On the other hand, it provides several cooperative links that 
can be explored to find different paths with better results for total energy consumption or 
total delay. CARCC with power optimization can reduce energy expenditure 
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considerably. In fact, CARCC with power optimization, in terms of energy, is quite close 
to the best global and 2-hop cooperative links. It should be noted, however, that these 
results do not consider the amount of energy expend to gather global and 2-hop 
information. As mentioned before, CARCC requires a reduced number messages to 
operate. This may not be the case for collecting and maintaining global and 2-hop 
topology information. Fig. 2.9 (b) presents the total energy consumption requited by 
source and helper nodes. That is, the figure shows the amount of power necessary to reach 
the nodes on the helper set and the transmission power required to cooperatively send data 
to the destination node. As shown in figure, the total transmission power decrease with 
higher node density, which comes from the reduced transmission power required to reach 
the helpers. The transmission power required by the optimized CARCC is ≈ 10 % higher 
than the best global and ≈ 5 % higher than the 2-hop link. 
 
(a) 
 
(b) 
Fig. 2.9. Simulation results for CARCC. 
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2.5. Connectivity Augmentation 
The possibility to increase network connectivity is of interest in wireless networks as it 
may provide alternative path to a destination while reinforcing network connectivity. The 
use of cooperative communication as alternative to improve network connectivity has 
been reported in the literature [11-14]. Yu et al. [12], proposed a topology control 
technique, called CoopBridges, aimed at increasing network connectivity and reducing 
transmission power by minimizing the number of cooperative communication links 
among disconnected networks. The authors also present a greedy heuristic to select helper 
nodes, termed Greedy Helper Set Selection (GHSS), to reduce the transmission power of 
the source node in the first step of CC using the Cooperative Communication model 
defined in Eq. 2.3. As shown in Fig. 2.10, CoopBridges initially create all possible 
cooperative links among each node in each network component (isolated cluster of nodes). 
A topology control is applied to prune costly cooperative links connecting cluster of 
nodes. Then, only the lowest cost containing direct and cooperative links are kept in the 
resulting topology. 
 
Fig. 2.10. Example of running CoopBridges [12]): (a) initial graph; (b) resulting edges after 
topology control to prune CC-links; (c) resulting edges after applying topology control to prune 
direct links; (d) resulting graph after the union of direct and cooperative links. 
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Neves and Bordim [13] proposed a technique in the context of WSNs, termed CoopSink, 
which uses the CC model defined in Eq. 2.3, to increase connectivity to the sink node and 
topology control to minimize energy consumption in the routes in the path. CoopSink also 
uses the GHSS heuristic to select the appropriate helper set. This solution runs in four 
steps: (i) generate the topology using the maximum transmission power; (ii) create all 
possible cooperative links; (iii) apply topology control considering the most efficient 
routes to the sink node; (iv) adjust the transmission power, keeping only the best direct 
and cooperative links. 
CoopSink tends to select the neighboring nodes closest to the source node to be part of 
the helper set to decrease the burden of the source node in the first step of CC. However, 
this may cause an increase of the cost of the second step of CC as mentioned in  
Section 2.3. Although CoopSink provides more efficient routes to the sink node compared 
to CoopBridges, it does not consider the number of hops to reach the sink node neither 
the energy balance among source and helper nodes. Rêgo et al [14] proposed a technique, 
termed Sink-PathCC that addresses such issues. The Sink-PathCC consists of three steps, 
which are executed in sequence, as shown in Algorithm 7 [14]. In the first step, Sink-
PathCC establish all the possible direct edges by employing the maximum available 
transmission power PMAX. In the second step, a heuristic is proposed to select suitable 
helper nodes to improve network connectivity while promoting energy balance. In the 
third step, a shortest path algorithm is used to select the shortest path for each node vi  to 
the sink node. After computing the shortest path, a topology control strategy can be 
employed to prune unnecessary CC-links from the resulting communication graph. 
 
 
Sink-PathCC was evaluated with the same network model and parameters of [11, 12, 15]. 
However, SinkPath-CC uses the cooperative communication model proposed in [25] in 
order to reduce the energy burden of the source node. SinkPathCC is also compared to 
CoopSink in terms of connectivity, cost of source nodes, cost of helper nodes and energy 
balance. As shown in Fig. 2.11 (a), both CoopSink and Sink-PathCC increase connectivity 
with the sink node when compared to the original topology. Since the source node does 
not participate in the second step of CC, the increase of the transmission range using CC 
is limited to number of helper nodes. Thus, the Sink-PathCC provide less connectivity 
gain than CoopSink. However, as the network density increases, the connectivity provided 
by both techniques increases as their difference diminishes. 
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Using SinkPath-CC, the cost of the source nodes is virtually independent to number of 
nodes as shown in Fig. 2.11 (b). On average, Sink-PathCC reduces the cost of the source 
node in 35 % compared to CoopSink. However, since the source node does not participate 
in the second step of CC in Sink-PathCC, the cost of the helper nodes is higher as observed 
in Fig. 2.11 (c). In fact, the helper nodes in Sink-PathCC uses, on average, 7 % more 
energy. Nevertheless, SinkPath-CC is closer to ideal energy balance than CoopSink as 
shown if Fig. 2.11 (d). Namely, the source node and the helper nodes spend almost the 
same amount of energy, which may help improve network lifetime. 
 
Fig. 2.11. Simulation results for Sink-PathCC. 
2.6. Conclusion 
Wireless, multi-hop, ad hoc networks operate by routing data through intermediate nodes 
to reach a gateway node or sink. The success of applications in such scenarios, especially 
in critical activities such as search and rescue operations, depends on the initial 
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connectivity as well as the capacity to maintain or recover network connectivity. 
Articulation nodes and bridges, a.k.a. cut-vertices and cut-edges, are considered as a 
potential point of network disruption. Hence, the task of locating them is of great 
relevance to enforce network connectivity. This chapter reviewed the techniques to locate 
articulations and bridges. Also, the main concepts and models of Cooperative 
Communication (CC), which can be used for connectivity augmentation and recovery are 
discussed. At first, CC was envisioned as a solution to reduce the effects of signal fading 
but it is also used to guarantee the initial connectivity of the network by creating 
cooperative links among disjoint network components (cluster of isolated nodes). 
However, CC can also be used to regain network connectivity when the information on 
potential disruption points is available. 
Algorithms to locate articulation and bridges are presented in detail in this chapter. Once 
such nodes and links are identified, mobile nodes could be moved or activated to reinforce 
connectivity. Also, such information can be explored to establish backup CC-links that 
can be used to recover network connectivity [15]. This chapter discusses on alternatives 
to achieve such a goal. Furthermore, CC can be explored to provide connectivity 
augmentation, allowing the establishment of better routes to a gateway or sink node [14]. 
Although experiments in connectivity augmentation through Cooperative Communication 
are in the early stages, the results of proposed solutions reviewed in this chapter provide 
a fruitful ground for further investigation. 
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Chapter 3 
QoS Routing in Ad Hoc Network 
Tiguiane Yélémou1 
3.1. Introduction 
In the current context of ubiquitous computing, the contribution of ad hoc network is 
strongly awaited. Due to erroneous nature of wireless links, interference and limited 
bandwidth capacities of radio channel, wireless networks offer a lower QoS compared to 
wired ones. Packet losses are significant in these networks. The Binary Error Rate (BER) 
is in the order of 10-3 in these wireless networks against 10-9 in the wired networks  
[1]. To address the QoS requirements of multimedia applications, several algorithms 
aiming at choosing better paths for data transmissions were proposed. Many take into 
account quality of links in route choice process. Several metrics have been proposed and 
incorporated into routing protocols. The provided performances have been mixed. In this 
chapter, we analyze the effectiveness of usual metrics and QoS methods used to improve 
routing in ad hoc network when considering the erroneous-nature of radio links. First, we 
present the context of routing in ad hoc network. Then, we carry out detailed study on 
usual metrics in QoS approach routing protocols. Particularly, we are interested in costs 
of estimating quality of the links, accuracy of measured value, relevance of the metric 
contribution in the choice of better paths. Finally, we analyze different QoS approaches 
of routing in ad hoc network. 
3.2. Routing in Ad Hoc Network 
An ad hoc wireless network is a dynamic collection of devices (which we call nodes), 
autonomous, connected without fixed infrastructure, which can be highly mobile. A node 
can communicate directly with other nodes within its range or serve as a relay. The relays 
allow two nodes out of radio range to communicate. These networks are practical and 
interesting communication solution, offering mobility, flexibility, robustness and low cost 
of deployment. The ever-increasing need to communicate anytime and anywhere and the 
popularization of multimedia services have contributed in recent years to a considerable 
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development of this solution. It often appears as the only solution for communication in 
complex environments without fixed infrastructure: rescue operations, military 
operations, coverage of exceptional events, vehicles in motion, etc. 
These wireless networks are characterized by limited resources (bandwidth, energy 
autonomy) and a shared medium (radio medium). The radio wave undergoes fluctuations 
and attenuation in its propagation medium. Three major phenomena negatively influence 
the quality of the signal at the reception. These are ambient electromagnetic noise, 
obstacles in the propagation medium with induced multi-path effects, and node mobility, 
which induces a highly variable topology of the network. These situations, coupled with 
interference due to simultaneous transmissions, cause the characteristics of the 
propagation channel to change frequently. Packets losses are then important. Data packets 
routing of in such context is a real challenge and the ability of these networks to cope with 
the diverse requirements of service quality of multimedia applications is hypothecated. 
Several QoS techniques, applicable at various levels of Open System Information (OSI) 
reference layers, are available to system designers. For our study, we focused on the cross-
layer approach. 
In this chapter, we discuss the problem of achieving QoS at the routing level. Work 
presented in this section focus on the two main routing approaches: proactive approach 
and reactive approach. In proactive routing approach, nodes construct routing tables using 
periodically broadcast topology control messages. A route is thus available for each 
destination of the network. As an example of protocol at this level, we have Optimized 
Link State Routing (OLSR) protocol. In reactive routing approach, to transmit its data, the 
source node must first find a route through a route request process. Ad hoc On-demand 
Distance Vector (AODV) protocol is an example of protocol at this level. In a context of 
decentralized control and erroneous links, routing is a real challenge. These routing 
protocols used in this context of ad hoc wireless communication are, for the most part, 
adaptations of those already used in the wired domain. 
Standard well known protocols like AODV and OLSR (their basic layouts) take into 
account only number of hops criterion in their path selection processes. Indeed, AODV 
chooses first-built paths that, in practice, means the paths with lowest delays and 
accordingly one with a low number of hops (but not necessarily the lowest). Nevertheless, 
some links of these paths can have a bad quality that allows small-sized messages such as 
route requests and replies packets to be transmitted, but not large ones. On such links, 
several transmissions can be mandatory to ensure data packet transmissions which induces 
more delay. Therefore, the chosen paths appear not as relevant as expected.  
The routing computation mechanism used by the basic layouts of OLSR is also based on 
the minimization of the number of hops. The Multi Point Relays (MPR) computation 
mechanism used in this protocol is heavily based on the number of 2hop-neighbors that 
MPR candidates can reach [2]. This MPR mechanism can lead to a bad network capacity, 
since a node have a partial knowledge of the network [3]. This can result in low Packet 
Delivery Ratio (PDR) and important end-to-end delay due to retransmissions. 
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During recent years, efforts have been made to take into account link quality in the route 
choice process. Several methods are proposed with different QoS metrics including 
bandwidth, delay, packet delivery ratio. Khaled et al. [4] propose an on-demand routing 
protocol based on path robustness. Authors state that intermediate nodes must examine 
lifetime and delay of RREQ packets and compare them to specific limitations before to 
forward it in order to increase the robustness of each path.  
Some authors use additive or multiplicative metric to enhance routing in wireless network 
context. For example, Kim et al. [5] have modified AODV protocol and particularly the 
RREQ mechanism in order to discover the best path. Authors states that all viable routes 
should be considered into the RREQ mechanism. To achieve this objective, authors used 
Expected Transmission Time (ETT) [6] which gives an indication on link quality to 
choose one path over another. According to Kim et al., this method allows to double the 
rate of received packets. However, this conclusion is based on simulations that rely on 
optimistic assumptions such as ideal propagation model. 
Some variants of OLSR algorithm try to take into account quality of selected links in MPR 
selection mechanism. Munaretto et al. [7] and Ge et al. [8] propose a modification of the 
selection process by selecting MPR among nodes with good quality links in terms of 
bandwidth. In the same idea, Ingelrest et al. [9] suggested to qualify links with the 
probability of correct reception to reflect fluctuations due to attenuations caused by 
obstacles. To mathematically model this probability, the lognormal shadowing model is 
used. The probability of good reception is therefore considered during MPR calculation. 
[10-12] also present heuristics addressing the issue of QoS in wireless network routing 
protocols. 
The hybrid Zone Routing Protocol (ZRP) is also enhanced with different metrics such as 
bandwidth [7, 8], delay [6], packet delivery ratio (PDR) [9]. For example, Mungara et al. 
[11] proposed a technique to reduce end-to-end delay and perform a better throughput. 
Their algorithm is based on selective bordercasting where route reconfiguration is started 
from the destination failure reporting node instead of beginning from the source. This 
allows a quick construction of a path and thereby reduces control overhead packets and 
end-to-end delay. As ZRP is the merge of proactive and reactive routing approaches, 
improvements that are proposed for AODV and OSLR may be applied to it. 
3.3. Usual Metrics 
To take into account the quality of the links in the choice of route, several metrics have 
been designed. In this section, we analyze some metrics commonly used in wireless 
networks. Their features and limits are detailed. 
3.3.1. Hop-Count Metric 
Hop-Count metric is the natural metric used in most of native multi-hop routing protocols. 
This metric privileges paths having the minimum number of hops. It is a very stable metric 
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and has the isotonic characteristic [13]. Its measurement generates additional routing load. 
In some unstable contexts like mobility situations, it may be more efficient than metrics 
inducing long paths. The weakness of this metric is that it does not address interference, 
channel diversity, varying load on the link and capacity of the link. Thus, during the route 
establishment, algorithms implementing this metric do not take into account the 
characteristics of the network. They treat all the links identically. 
These algorithms are likely to generate overloads in the center of the network because the 
shortest path passes through this center. Thus, in the case of multicommunication, 
interferences may be very frequent. 
3.3.2. Delay-Based Metrics 
Delay-Based metrics are also questionable. Delay at each node is composed of input 
queuing, processing, output queuing, transmission, propagation, and retransmission ones. 
Most of QoS-based delay metrics focus only on transmission delay at MAC layer [14], 
[15], while the other components of delay take a significant portion of the total hop-to-
hop delay. Li et al. [16] consider queuing delay at network layer, but their estimation 
method is complex. In practice, it is not easy to obtain the number of packets waiting in 
network-layer buffer. Delay is closely related to packet loss rate. Packet loss that induces 
retransmissions grows significantly delay and also network congestion. These network 
performance parameters depend on the quality of used links and ambient flow. Delay and 
link loss ratio are often subject to high variation. End-to-end delay changes with network 
load as interface queue lengths vary. This can cause routes to oscillate away from a good 
path once the path is used. This increases the number of route changes and can lead to 
instability in communication and degrades performance. 
3.3.3. ETX Metric 
Expected Transmission Count (ETX) routing metric is one of the most popular classes of 
packet-loss-based metrics [17]. It is developed to improve the performance of routing in 
static wireless mesh networks where hop count is not suitable. The ETX of a link is 
calculated using the forward and reverse delivery ratios of the link. These delivery ratios 
are measured using probe packets. For two adjacent nodes X and Y, X measures probe 
delivering rate by determining the ratio between the numbers of probes received from Y 
and the number of expected ones. When X sends a probe, it includes the calculated ratio 
in the message. Y does the same. Hence, each node knows the ratio in both directions of 
a link (one is calculated, the other is provided by the neighbor). The metric is then obtained 
by: 
 ܧܶܺ ൌ ଵ௉஽ோ௑→௒∗௉஽ோ௒→௑. (3.1) 
We note that, although ETX distinguishes two PDR values for respectively upstream and 
downstream direction, the obtained link metric is the same for both directions. ETX is 
therefore symmetric. We consider this point as a drawback of the approach. Indeed, if a 
link is asymmetric, we think that this link should be used but only for traffic in the reliable 
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direction. Only Acknowledge (ACK) messages should be sent in the unreliable direction, 
since these messages are small and consequently are more likely to be transmitted 
correctly. Besides, this metric is independent on network load. Detailed analysis of OLSR 
[18] with the original hysteresis [19] and ETX routing metric revealed that the original 
hysteresis performs better than ETX-based protocols in a large dense mesh network. An 
analysis was then carried out on the ETX protocols. It revealed that in realistic networks, 
the predicted losses using the ETX algorithm are twice the actual losses that are 
experienced even in ideal lab conditions for 802.11 [18]. Shi et al. [20] present the design 
and selection of appropriate routing metrics as the principal issue to guarantee efficient 
routing in self-organizing networks. They attempt to analyze, compare and summarize 
traffic-based routing metrics in the ETX family. Several studies [21-23] have been 
proposed to improve the metric, but its fundamental limits remains. 
3.3.4. BER-Based Metric 
In this section, we, first, present a design of BER-metric, then, we present some limits of 
BER-based metrics. Finally, we show the relationship between BER criterion and 
expected number of retransmissions needed for a successful transmission.  
The BER criterion characterizes a network at the lowest level (physical layer) of the 
transmission chain. Measuring the error rate at physical layer provides a more refined 
estimation of quality of radio links. It allows study of physical phenomena that influence 
the quality of communication. This link quality criterion has a direct impact on packet 
delivery rate and average communications delay. BER-based metric has been used in QoS 
routing as additive metric [24, 25]. Yelemou et al. in [26] formally prove that this BER 
criteria can be used as additive metric.  
In [24], the authors used a BER-based approach to improve delay performance of on-
demand routing protocol (not specified) but the used BER metric is too simplistic. BER 
depends on the Signal-to-Noise Ratio (SNR) at the receiving node. For simplicity, it has 
been assumed that the transmitted signal is affected only by free space loss. Reserve-and-
go (RESGO) MAC protocol [27] was used. It is very simplistic and is based on the 
assumption of immediate relaying at intermediate nodes, without any anti-collision 
mechanism. RESGO MAC protocol is known as a low-delay MAC protocol and is 
relatively weak in reducing the inter-node interference. This performance of the proposed 
approach is limited to low interference wireless networking scenarios. The measurement 
of this metric has not been detailed. 
Delahaye et al. [28, 29] use a ray-tracer propagation model CRT for a better estimate of 
the radio channel in Network Simulator (NS). The BER used in [25], [30] is the result of 
simulation of this realistic channel model. The use of this metric in MANET routing 
protocols (OLSR, AODV, ZRP) has significantly improved Packet Delivery Ratio (PDR) 
and delay. However, this metric has many drawbacks in actual implementation. Indeed, 
the BER metric is quite hard to measure in practice. A first method consists in injecting 
probe packets in the network. Knowing every binary elements that a packet should 
contain, the receiver is able to evaluate the bit error rate by counting how many bits are 
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erroneous. Nevertheless, the packet should be large enough to allow a precise measure of 
BER but its size is in practice limited to the maximal transfer unit of the network. Note 
that control packets are too small and cannot be used to evaluate BER. So this method 
generates an additional load for network [31]. Another approach consists in sending 
impulses and measuring the impulse response associated with a transmission. The main 
drawback is that this method requires an adapted physical layer. An estimation of all these 
disadvantages is presented in [32]. 
Moreover, using BER as an additive metric induces long end-to-end transmission paths 
[30]. These long paths with an overall good BER value would potentially permit a better 
packet delivery ratio, but they generate long delays and induce poor throughput. Indeed, 
first, long paths increase intra-communication interference. Second, they also increase the 
vulnerability of established routes, particularly in mobility or dense networks and multi-
communication contexts. For all these reasons, the BER-based metrics remain theoretical. 
Against these BER metric limits, authors in [45] invested a new metric based on the 
number of retransmissions required to make a data transmission over a link successful. 
We can note that the number of packet retransmissions is highly related to the bit error 
rate. If we suppose a multimedia stream with constant packet size of n bits, the Packet 
Error Rate (PER) is ܲܧܴ ൌ 1 െ ሺ1 െ ܤܧܴሻ௡. 
Furthermore, the expected number of transmissions to get a successful packet can be 
computed as the mathematical expectation of the stochastic variable PER, that is ଵሺଵି௉ாோሻ.  
Therefore, the expected number of transmissions is equal to: 
 ܾ݊௧௥௔௡௦௠௜௦௦௜௢௡௦ ൌ ଵሺଵି௉ாோሻ೙. (3.2) 
Table 3.1 shows how the expected number of transmissions depends on the BER, for  
512-byte-long packets (n = 4096).  
Table 3.1. Expected number of transmissions depending on BER. 
BER Number of transmissions
10-5 1.05 
10-4 1.51 
2.10-4 2.27 
3.10-4 3.42 
4.10-4 5.15 
5.10-4 7.76 
 
We see (Table 3.1) that when the BER equals 4.10−4 or above, the expected number of 
transmissions is beyond the number of attempts that a default MAC layer allows to 
successfully deliver a packet. If possible, these links should not be used. We therefore 
propose a new metric based on the number of transmissions and more precisely the 
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number of retransmissions (that appear when the first attempt is not successful). As shown 
in Table 3.1, this metric is highly related to BER, but, it does not require to be measured. 
It appears as a low-level but effective measure of the quality of links. This metric only 
requires that each MAC layer computes a mean value of the number of transmissions 
required to send packets to each neighbor, including the large ones. It is therefore not a 
costly measure. The next sub-section is devoted to this metric. 
3.3.5. Retransmission-Based Metric 
In this sub-section, first, the choice of route when intra communication interference 
(different transmissions for the same communication) is taken into account is discussed. 
In a second step, the design of number of retransmissions-based metric is presented. In a 
third step, this metric is compared with the ETX metric. In this retransmissions-based 
metric, the estimated cost of retransmission, compared to the cost of the first attempt, must 
be evaluated, and delay seems a convenient way to evaluate it. Let us evaluate the 
transmission time between a source S and its neighbor D. Let’s consider a given constant 
time t1 corresponding to a successful first transmission. If transmission fails, the 
additional time for each retransmission is t2. For more details on different timing at MAC 
level see [33, 34]. To simplify, t1 is supposed to include processing time to pass from 
routing level to MAC level, Request To Send / Clear To sent (RTS/CTS) mechanism [35] 
time and propagation time, and t2 includes additional ACKnowledge (ACK) packet 
waiting timeout, RTS/CTS mechanism time and propagation time (hence t2 > t1). 
Thereby, the delay is: 
ݐ ൌ ݐ1 ൅ ሺ݊ െ 1ሻ ൈ ݐ2, 
where n is the total number of transmissions. This equation is normalized to get the new 
metric (called PR for Packet Retransmission) as follows: 
ܴܲ ൌ ݐݐ1 ൌ 1 ൅ ሺ݊ െ 1ሻ ൈ ܽ, 
with ܽ ൌ ௧ଵ௧ଶ. 
Note that this metric appears as the number of hops penalized by a weighted number of 
retransmissions a × (n − 1). It equals 1 if no retransmission is needed, but it can have a 
greater value if retransmissions occur. This value can be seen as an equivalent (but not 
integer) number of intermediate hops. PR is therefore an additive metric, since equivalent 
number of hops can be cumulated. In a sense, it is an alternative to the simple number of 
hops metric: this metric is based on the number of intermediate nodes to access a recipient, 
but unlike the standard number of hops, it takes into account the quality of links. 
To evaluate this metric, the number of packet transmissions must be determined. This 
information is available at the MAC level (it is a part of the communication statistics at 
the MAC layer) and, by a cross layer approach, is operated at routing level. There is no 
need to use special probes contrary to what is required in most metrics estimation 
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processes. When the used packet size is small (such as hello packet), the number of 
transmissions is almost always 1 (no retransmission) when the used link exists. On the 
contrary, large packets allow a better estimate of the quality of a link with this metric. All 
kind of packets (control and data packet ones) are taken into account. 
Note that a is a mean value that represents retransmission cost. To calibrate the value of 
a, statistical approach pay be used. A realistic propagation model taking into account the 
obstacles, with data packets in a multi-communication context, allowed to find the value 
1.65 for a with 0.1 as standard deviation. In-depth study could better refine the value of a. 
This parameter may vary depending on the nature (dense or less dense) and congestion 
level of the studied network. 
To test the effectiveness of this new metric, authors in [45] have been incorporated it in 
OLSR protocol as the metric used for path selection. At each node, the metric is calculated 
from the number of retransmissions required to make data transmissions successful over 
a given link. The obtained information is recorded as a new field in the record of 
neighbours and is disseminated through the network thanks to Topology Control (TC) 
messages. As it is an additive metric, a path length is computed as the sum of the metric 
of each of its links. The results obtained are satisfactory [45]. 
3.4. Taking into Account the Quality of Links in the Choice of Route 
In ad hoc networks, routing is still an issue. It remains hazardous to guarantee any QoS 
for such networks. Route choice criterion are critical part of routing protocols. They are 
used to quantify paths connecting communicating nodes. Most QoS algorithms compute 
paths by relying on a selected metric. This allows them to compare different paths and 
find the best. Routing metric must take into account all specific characteristics of ad hoc 
wireless networks such as instability of links, interference, etc. Indeed, in this erroneous-
links context, a node may need several attempts to transmit data successfully. 
Unfortunately, retransmissions imply additional delays, decrease throughput and increase 
communication overhead in the network. In critical cases, the communication fails after 
several attempts. The choice of the metric, the cost of its estimation and the efficiency of 
the algorithm allowing its exploitation are determinant for the achievement of good 
performance of a network. 
In this section, we make a critical overview of the most commonly encountered QoS-
based routing approaches. We analyze the cost (in terms of routing load and additional 
time) generated by link quality measurement processes and uses of these metrics in routing 
protocols. 
Packet loss in Mobile Ad hoc NETwork (MANET) [36] is due to many factors. Among 
them, buffer overflow, transmission loss and link breakages are the most dominant. In 
addition, a received packet whose delay is over tolerable threshold is also treated as a lost 
packet. Loss caused by over-threshold delay can only be monitored at the receiver, 
requiring a feedback message be sent to the source for QoS purpose. Packet loss caused 
by buffer overflows and maximum retransmissions exceeding, are the only information 
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that can be obtained from intermediate nodes. Successful design of a metric that takes into 
account all of these components is very delicate.  
Many approaches measure the packet loss rate by injecting probing packets into a 
network. A large number of sample packets are required to accurately estimate a highly 
variable link. Shi et al. [32] evaluate the number of probing packets needed to get an 
accurate result as follows: ܰ ൌ ଵି௣௠మ∗௣where p is the packet loss probability and m the 
coefficient of variation. According to this formula, we see that this active measurement 
scheme is not suitable for MANETs. For example, for a link with 10 % mean packet loss 
rate (p = 0.1), 900 samples must be sent on that link to get a measurement result where 
standard deviation is within 10 % of the loss probability (i.e., m = 0.1). When each node 
should send probe packets, these can cause a large overhead in MANETs, thus skewing 
the obtained results. Furthermore, it takes some time for measurements. For example, if 
one sample packet is sent every 1 second, 15 minutes are needed to send 900 samples. 
Which shows that the active measurement scheme is obviously not suitable for a wireless 
network particularly in mobility context. In order to overcome this dilemma (amount 
overhead), Link Quality Ranking (LQR) [37] uses the following trade-off: Instead of 
estimating a link-layer metric for each link, LQR performs a pairwise comparison of the 
physical-layer metrics and selects the best link. One problem faced when broadcasting 
probe-based estimators such as ETX, is that they decouple link estimation from data 
traffic: if a link goes bad and packets are lost, the link estimate will not reflect this change 
until the next routing beacon is dropped [38]. 
The average rates of link packet loss are commonly used. Link quality of a route is 
evaluated by summing the metric value of each link on the route [39, 17]. This way of 
using this metric is questionable. The average or sum of link quality measurements along 
one route may ignore the worst link. Indeed, if the quality of a link among one route is 
rather bad, the packets can not be delivered successfully although the average or sum 
value is rather good. Some works, such as [4], use a link metric optimal value for the path 
selection. This choice may not provide the best path. For example, considering number of 
expected retransmissions metric, a path with link metric optimal value m, is preferred to 
any other containing just one link whose metric value is upper than m even if its other 
links are better. m value of a path is assumed to be the maximum link metric value, 
considering all links of the path. 
The Packet Delivery Ratio (PDR) metric is often used as a multiplicative metric [9]. A 
blind multiplication applied to this metric strongly favors long paths. In this case, inter-
hop interference may be significant. Indeed, the intermediate node can not simultaneously 
receive a packet from a neighbor upstream and send another to a downstream neighbor. 
Additional delay due to intra-communication interference is often not taken into account. 
It has an impact on throughput and delay but not necessarily on packet delivery ratio. 
Often, feasible paths under QoS metric requirement are based on a blacklisting method 
[42]. Link estimators consider only links with quality above a certain threshold. This 
minimizes the potential costs for low quality link estimation that should not be used for 
routing. However, a blacklisting policy could filter routing options, severely limiting the 
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efficiency of the routing algorithm if an improper threshold is chosen [43]. Some work 
like [44, 16, 15] use a composite metric. It is shown that taking into account several 
metrics simultaneously is NP-complete [41]. 
In addition to the sensitivity of the link quality criterion measurement, many authors have 
questioned the use of these QoS values. In [32, 34, 40, 41, 4], the authors highlight the 
complexity and exorbitant cost (overhead and computing time) of route-discovery 
approach with admission control processes. Technique used in [41] to take into account 
intermediate node lifetime for robust network, performed five examinations and the size 
of the packet is raised at each intermediate node. Thus, this algorithm induces more 
weakness in the routing protocol than advantage because it increases control messages 
size and delays.  
In order to guarantee a certain level of QoS, routing protocols should be smart enough to 
pick a stable and good quality communication route in order to avoid retransmission and 
packets loss. To be efficient, QoS metric-based algorithms must use a light and immediate 
way to evaluate link quality. It should not induce significant additional load. 
3.5. Conclusion 
Because of the ease of deployment and low deployment cost, ad hoc wireless networks 
are attracting renewed interest in a socio-economic context where it is necessary to 
communicate at any time and anywhere. However, the radio channel used for 
communication in these networks is not a safe medium. It undergoes the effect of ambient 
electromagnetic noise, obstacles in the propagation medium, interference. Packet loss 
rates are high. These networks struggle to satisfy the QoS constraints imposed by 
multimedia applications. 
In this context of error-prone medium, it is very important that routing algorithms are 
smart enough to contain the routing load and establish reliable routes. In this chapter, we 
discuss the problem of QoS in routing by the cross-layer approach. Several studies have 
focused on this theme. Complexity of estimating the quality of the links and complexity 
of the implemented solutions mean that the expected results are mixed under realistic 
conditions. 
We retain that, to be efficient, metric used to quantify link must not induce more instability 
in the routes used for data transmission. In the context of mobile ad hoc networks, it must 
not lead to too long paths. The number of hops must be judiciously exploited. 
When node speed is very high (too dynamic network topology), QoS results are not 
satisfactory. These allow us to say that the main issue in high mobility context is not to 
take into account link quality, but rather control of neighborhood information. A node 
should more frequently inventory its links and routes. 
Better use of the cognitive radio approach in ad hoc network would make possible to 
optimize the exploitation of the bandwidth offered by the radio channel. 
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A Knowledge-Based Modeling and 
Simulation Approach for the Management  
of Sensor Networks 
Mehdi Mekni1 
4.1. Introduction 
Sensor Networks (SN) are distributed network systems composed of hundreds of sensor 
nodes [1, 2]. New capabilities such as micro-sensing and in-situ sensing as well as the 
wireless connection of these nodes open new possibilities for applications in various 
domains such as military, environment and disaster relief [3, 4]. The low per-node cost 
and the shrinking size of microprocessors in addition to the enhancement of their 
computation capacities, while decreasing their energy consumption, will allow dense 
distribution of these wireless networks of sensors and actuators [2]. SN can be thought of 
as a macro-instrument concept that allows for the spatio-temporal understanding of 
phenomena, which take place in geographic environments through the coordinated efforts 
of a large number of sensing nodes of different types [2]. However, once SN are designed, 
the deployment of such complex systems is a challenge because of the complexity and the 
large-scale of the geographic environment [4]. Sensor networks deployment is by nature 
a spatial problem since nodes are highly constrained by the geographic characteristics of 
the environment. Even if it is practical to evaluate research on the real hardware platform, 
it may not be practical to experiment in an appropriate environment. An example of this 
are sensor networks which operate on glaciers, remote wildlife habitats, volcanos, and 
other environments where in-situ sensing techniques are required and with which it is 
expensive or dangerous to experiment. Therefore, there is a need for an efficient modelling 
and simulation approach to address the issue of sensor networks management using actors 
representing sensor nodes evolving in and interacting with a digital representation of the 
physical geographic environment. 
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In order to address the above-mentioned challenges, we propose a knowledge-based 
agent-oriented geo-simulation approach to support the simulation of SN deployments in 
Informed Virtual Geographic Environments (IVGE). A critical step towards the 
simulation of SN deployment is the creation of appropriate representations of the 
geographic space and of the sensors evolving in it. Such a representation should enable 
the sensors’ spatio-temporal reasoning capabilities. Moreover, an IVGE should provide 
sensor agents with knowledge about the virtual environment in which they evolve and 
with which they interact. A number of challenges arise when creating and managing 
knowledge about the environment, among which we mention: 1) Building a 
geometrically-precise geometrically-precise and semantically-informed virtual 
geographic environments; 2) Representing knowledge about environments using a 
standard formalism; 3) Providing agents with tools and mechanisms to allow them acquire 
knowledge about the environment; and 4) Inferring on facts and drawing conclusions that 
characterise the geographic environment in order to support spatial agents’ decision-
making. This approach builds on previous works on Informed Virtual Geographic 
Environments [5-7], on spatially reasoning agents [5] and on qualitative reasoning about 
geo-simulation results [8].  
The rest of the chapter is organised as follows. Section 4.2 presents a comprehensive 
related works on agent-based simulation tools for SN. Moreover, it provides a short survey 
of existing geographic environment models as well as on agents’ spatial behaviours. It 
also introduces the affordance concept, presents the notion of knowledge about the 
environment, and outlines its importance for spatial agents to enable autonomous 
decision–making mechanisms that take into account the characteristics of the virtual 
geographic environment in which agents evolve. Section 4.3 briefly describes our IVGE 
computation model. Section 4.4 introduces the concept of Environment Knowledge (EK) 
and details our novel method to define it using Conceptual Graphs (CGs) [22]. It also 
presents the environment knowledge base along with the associated decision making 
process, which involves an inference engine. Section 4.5 provides a description of the 
proposed agent model and presents patterns of spatial behaviours. Section 4.6 presents our 
knowledge-based approach along with associated agent and action achetypes concepts. 
Section 4.7 illustrates and discusses, through a case study, our knowledge-based approach 
through a SN deployment scenario for weather monitoring purposes. Section 4.8 
discusses the results and Section 4.9 concludes with our future works. 
4.2. Related Work 
4.2.1. Modelling and Simulation Tools for Sensor Networks 
According to our literature review, architectures for the management of sensor webs 
involving the Geo-simulation paradigm do not exist. However, a few research projects 
have attempted to integrate the agent paradigm into sensor network architectures such as 
IrisNet [30], Abacus [31], Biswas and Phoha’s architecture [32], and SWAP [33]. 
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Most of these architectures identify the need for distributed data collection and processing, 
and propose layered architectures to achieve this. In Abacus, different agents in the 
processing layer detect and report alert conditions to a higher layer interacting with users 
[31]. IrisNet uses agents such as Sensor Agents (SA) and Sensor Organisers (SO) to 
collect and analyze data from sensors to answer specific classes of queries [30]. Biswas 
and Phoha’s approach uses agents in the service layer to analyze data from sensors and 
transfer it to the application layer [32]. All these approaches deal with data collection by 
providing a distributed infrastructure for publishing, discovering and accessing sensor 
resources. They also address the challenge of data fusion, to some extent, and aim to 
provide end-users with the information they need. These approaches use the agent 
paradigm, which is the distribution of tasks. However, these applications do not take 
complete advantage of the multi-agent systems approach. Indeed, they use reactive agents 
which are efficient for alerting purposes, but are neither able to perform situated behaviors 
nor autonomous decision-making. On the one hand, situated behaviors include performing 
spatial reasoning and taking advantage of the virtual environment’s description where 
sensor agents are located. On the other hand, autonomous decision-making includes 
managing sensor nodes in order to efficiently cover the area of interest while taking into 
account their limited capabilities as well as local spatial characteristics. We think that, in 
order to achieve intelligent and autonomous deployment of sensor webs, it is essential to 
use a multi-agent geo-simulation approach in which agents are endowed with advanced 
capabilities such as perception, navigation, memory, and knowledge management. The 
knowledge management process includes the following tasks: (1) Represent knowledge 
about geographic environments using standard formalisms; (2) Allow spatial agents to 
acquire knowledge about the environment; (3) Enable agents’ reasoning and decision-
making while taking into account knowledge about geographic environments. 
As the above-mentioned tools do not address the challenging task of sensor network 
management, we propose the knowledge-based intelligent modelling and simulation 
approach for the management of sensor networks using informed virtual geographic 
environments. 
4.2.2. Environment Representation 
Virtual environments and spatial representations have been used in several application 
domains. For example, Thalmann et al. proposed a virtual scene for virtual humans 
representing a part of a city for graphic animation purposes [4]. Donikian et al. proposed 
a modelling system, which is able to produce a multi-level database of virtual urban 
environments devoted to driving simulations [25]. More recently, Shao et al. proposed a 
virtual environment representing the New York City’s Pennsylvania Train Station 
populated by autonomous virtual pedestrians in order to simulate the movement of people 
[21]. However, since the focus of these approaches is computer animation and virtual 
reality, the virtual environment usually plays the role of a simple background scene in 
which agents mainly deal with geometric characteristics. 
Despite the multiple designs and implementations of virtual environments frameworks 
and systems, the creation of geometrically precise and semantically enriched geographic 
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content is still an open issue. Indeed, research has focused almost exclusively on the 
geometric and topologic characteristics of the virtual geographic environment. However, 
the structure of the virtual environment description, the optimization of this description to 
support large-scale and complex geographic environments, the meaning of the geographic 
features contained in the environment as well as the ways to interact with them have 
received less attention. 
4.2.3. Spatial Behaviours and Knowledge Management 
Research on spatial behaviours investigates the processes that take place when spatial 
agents representing people or other dynamic actors orient themselves and navigate 
through complex and large-scale virtual geographic environments [18]. In order to build 
agents that exhibit plausible spatial behaviours with respect to their capabilities and to the 
virtual environment characteristics in which they evolve, we need to analyse humans’ 
spatial behaviours in the physical world [29]. We also need to determine how spatial 
agents can make decisions using knowledge provided by the virtual environment. In this 
section, we present several works related to spatial behaviours and affordances and outline 
the importance of knowledge about the environment for the support of agents’ spatial 
behaviours. 
Several theories in the field of human spatial behaviours have been proposed in order to 
explain how people navigate in the physical world, what people need to find their ways, 
and how people’s visual abilities influence their decisions [5]. Actually, these theories 
point out the use of various spatial and cognitive abilities to apprehend the physical world 
in which people evolve and with which they interact [7]. Weisman identified four classes 
of environmental variables that influence spatial behaviours in physical worlds: visual 
access; architectural differentiation; signs to provide identification or directional 
information; and plan configuration [26]. Seidel’s study at the Dallas/Fort Worth Airport 
showed that the spatial structure of the physical environment has a strong influence on 
people’s spatial behaviours [20]. Arthur and Passini introduced the term environmental 
communication, arguing that the built environment and its parts should function as a 
communication device [1]. Information about the geographic environment along with the 
spatial and cognitive capabilities are fundamental inputs to the spatial decision-making 
process [7]. This knowledge include information collected using perception capabilities, 
memorised information resulting from past experiences, and information provided by the 
environment itself [8]. 
Knowledge is an important asset for agents because it allows them to reason about it and 
to autonomously make informed decisions [28]. By its very nature, knowledge is disparate 
and heterogeneous and can be represented in various ways (qualitatively and 
quantitatively), and can be either structured or unstructured. Knowledge usually includes 
information about the agent’s characteristics, as well as about the description of the 
geographic environment in which it is situated. Thus, spatial agents require knowledge 
about their environment in order to reason about it, to infer facts, and to draw conclusions, 
which will guide them to make decisions and to act.  
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The main reason why virtual environments have received less interest from practitioners 
is that geographic environments may be complex, large-scale, and densely populated with 
a variety of geographic features. Consequently, formally representing knowledge about 
geographic environments is usually complex and time consuming [27]. Another issue, 
which needs to be addressed, is the way to allow spatial agents to acquire this knowledge 
to autonomously make decisions. There is a need for a knowledge management approach: 
(1) to represent knowledge about geographic environments using a standard formalism; 
(2) to allow spatial agents to acquire knowledge about the environment; (3) to allow agents 
to reason using knowledge about geographic environments. 
4.3. Generation of Informed Virtual Geographic Environments 
In this section, we briefly present our automated approach to compute the IVGE data using 
vector GIS data. This approach is based on four stages: input data selection, spatial 
decomposition, maps unification, and finally the generation of the informed topologic 
graph [14]. A detailed description of the spatial decomposition and layers integration tech- 
niques is provided in [12, 13], and in [17]. 
4.3.1. GIS Input Data Selection 
The first step of our approach consists of selecting the different vector data sets that are 
used to build the IVGE. The input data can be organized into two categories. First, 
elevation layers contain geographical marks indicating absolute terrain elevations [14]. 
Second, semantic layers are used to qualify various types of data in space. Each layer 
indicates the physical or virtual limits of a given set of features with identical semantics 
in the geographic environment, such as roads or buildings. Fig. 4.1 illustrates various data 
provided by geographic information systems.  
 
Fig. 4.1. Various geometric and semantic layers related to the Montmorency experimental forest, 
St. Lawrence Region, Quebec, Canada: (a) and (b) two types of vegetation characterizing the 
land cover; (b) water resources including rivers and lakes; and (b) road network. 
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4.3.2. Spatial Decomposition 
The second step consists of obtaining an exact spatial decomposition of the input data into 
cells. First, an elevation map is computed using the Constrained Delaunay Triangulation 
(CDT) technique. All the elevation points of the layers are injected into a 2D triangulation, 
the elevation being considered as an attribute of each node. Second, a merged semantics 
map is computed, corresponding to a constrained triangulation of the semantic layers. 
Indeed, each segment of a semantic layer is injected as a constraint that keeps track of the 
original semantic data by using an additional attribute for each semantic layer. 
4.3.3. Map Unification 
The third step to obtain our IVGE consists of unifying the two maps previously obtained. 
This phase can be depicted as mapping the 2D merged semantic map onto the 2.5D 
elevation map in order to obtain the final 2.5D elevated merged semantics map. First, pre-
processing is carried out on the merged semantics map in order to preserve the elevation 
precision inside the unified map. Indeed, all the points of the elevation map are injected 
into the merged semantics triangulation, creating new triangles. Then, a second process 
elevates the merged semantics map. 
4.3.4. Informed Topologic Graph  
The resulting unified map now contains all the semantic information of the input layers, 
along with the elevation information. This map is used as an Informed Topologic Graph 
(ITG), where each node corresponds to the map’s triangles, and each arc corresponds to 
the adjacency relations between these triangles. Then, common graph algorithms are 
applied to this topological graph, and graph traversal algorithms in particular [13].  
Fig. 4.2 depicts the IVGE representing the Montmorency experimental forest that will be 
used in the case study of the management of a sensor network for weather monitoring 
purposes presented in Section 4.7. 
 
Fig. 4.2. IVGE representing the Montmorency experimental forest; (left) the 2.5D triangulated 
elevation map; (center) the semantic maps; and (right) the 3D unified map. 
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4.4. From Semantic Information to Environment Knowledge 
In [15], we proposed a novel model along with a complete methodology for the automated 
generation of informed VGEs. Then, we presented our abstraction approach that enriches 
and structures the description of the IVGE, using geometric, topologic and semantic 
characteristics of the geographic environment. In order to represent semantic information 
that characterises our informed virtual environment model, we also proposed to use 
Conceptual Graphs (CGs) [22]. Our aim now is to evolve the semantic information to the 
level of knowledge and hence to build a knowledge-based virtual geographic environment 
in which spatial agents autonomously make informed decisions. 
The process of making an informed decision has been modelled as a pyramid built on data 
[11] as shown on the left hand side of Fig. 4.3. Data corresponds to the transactional, 
incremental physical records [11]. In our IVGE model, this data corresponds to the 
geometric and geographic data provided by GIS. In and of itself this data is not sufficient 
to support spatial agents’ decision-making. This data must be organized into information 
in order to be useful. Information is data that has been contextualized, categorized, often 
calculated (from initial data), corrected, and usually condensed [19]. In our IVGE model, 
information corresponds to the description of the IVGE resulting from the exact spatial 
decomposition of the geographic environment and enhanced with semantic information. 
Information often contains patterns within it and is sometimes useful for simple spatial 
behaviours such as motion planning. However, the context of these spatial behaviours can 
only be formed using some knowledge. Knowledge provides the next step of data 
organisation. For information to become knowledge, the context of the information needs 
to include predictive capabilities. Using predictive capabilities of knowledge, spatial 
agents can autonomously make informed decisions. The more complex and voluminous 
the underlying data sets are, the more effort is required to progressively organise it so that 
it becomes knowledge useful to the agents’ decision-making. However, since our IVGE 
description is structured as a hierarchical topologic graph resulting from the geometric, 
topologic, and semantic abstraction processes, and since the semantic information is 
expressed using conceptual graphs, we are able to build knowledge about the environment 
to support agents’ spatial behaviours. 
 
Fig. 4.3.The proposed knowledge management approach; on the left hand side, the pyramid data 
[11]; on the right hand side, the knowledge management approach relying on our IVGE model 
and involving a knowledge base coupled with an inference engine to support  
agents’ spatial behaviours. 
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4.4.1. Environment Knowledge 
We define the notion of Environment Knowledge (EK) as a specification of a 
conceptualization of the environment characteristics: the objects, agents, and other entities 
that are assumed to exist in the informed virtual geographic environment and the 
relationships that hold among them. Hence, EK is a description (like a formal specification 
of a program) of the spatial concepts (geographic features) and relationships (topologic, 
semantic) that may exist in a geographic environment. Users provide this description in 
order to enrich the qualification of the geographic features that characterise the 
environment. It is expressed using a standard formalism that is close to natural language 
and computer tractable. 
Let us emphasize that enhancing agent-based geosimulation with EK, allows spatial 
agents to reason about the characteristics of the virtual geographic environment. 
Practically, EK is composed of spatial concepts (i.e., ask queries and make assertions) and 
spatial relationships (i.e., describe actions and behaviours). Our aim is to improve the 
perception-decision-action loop on which rely most agent models. Considering Newell’s 
pyramid [16] that comprises the reactive, cognitive, rational and social levels of agent 
behaviours, we mainly focus on the knowledge acquisition process in order to support the 
decision-making capabilities of spatial agents. Fig. 4.4 illustrates two elements: (1) the 
knowledge acquisition process, and (2) the action archetype process, that we introduced 
in order to extend Newell’s initial pyramid. 
 
Fig. 4.4. The enhanced perception-decision-action loop. 
The management of the environment knowledge is composed of two main parts: (1) an 
Environment Knowledge Base (EKB) that relies on spatial semantics represented using 
the CG formalism; and (2) an Inference Engine (IE) that allows to manipulate and to 
acquire environment knowledge in order to provide spatial agents with the capability of 
reasoning about it.  
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Conceptual graphs are widely used to represent knowledge [22, 23]. Actually, CGs enable 
us to formally represent spatial semantics characterizing our IVGE model and allow us to 
build a structured Environment Knowledge Base (EKB) based on a finite bipartite graph 
[24]. The EKB allows representing, using a standard formalism, the information 
characterizing the virtual environment as well as the objects and agents it contains. 
Moreover, the EKB enables us to explicitly specify affordances [6] in order to support the 
agents spatial interactions with the informed virtual geographic environment in which they 
evolve. The environment knowledge base, which is part of this process, relies on the 
notion of spatial semantics. Spatial Semantics (SS) consists of a structured, 
conceptualised, and organised representation of geographic features, agents, and objects 
that an informed virtual geographic environment may contain. Spatial semantics relies on 
two types of nodes: semantic concepts and semantic relations. Semantic concepts 
represent entities such as agents, objects and zones as well as attributes, states and events. 
Semantic relations represent the relationships that hold among semantic concepts. 
The environment knowledge can be constructed by assembling percepts. In the process of 
assembly, semantic relations specify the role that each percept plays and semantic con- 
cepts represent the percepts themselves. Semantic concepts involve two types of 
functions; referent and type. The function referent maps semantic concepts to generic 
markers denoted by names starting with an asterisk “*” or individual markers usually 
denoted by numbers. For example, if the referent is just an asterisk, as in [HOUSE: ∗], the 
concept is called a generic semantic concept, which may be read as a house or some house. 
The function type maps concepts to a set of type labels. A semantic concept “sc” with type 
(sc) = t and reference (sc) = f is displayed as [t: f]. The function type can also be applied 
to relations. For example, if the referent is a number [HOUSE: #80972], the field to the 
left of the colon contains the type label HOUSE, the field to the right of the colon contains 
the referent #80972 which designates a particular house. 
To sum up, the EKB contains knowledge about the informed virtual geographic 
environment that an agent may use. This knowledge is provided to enrich the qualification 
of the geographic features which characterise the IVGE. Finally, this knowledge is 
structured using semantic concepts and relations expressed using conceptual graphs. 
4.4.2. Inference Engine 
Now that we have defined the environment knowledge base as a structure that contains 
explicit descriptions of geographic features using CGs, let us describe the Inference 
Engine (IE) that is part of our knowledge management approach. The IE is a computer 
program that derives answers from our environment knowledge base. Therefore, the IE 
must be able to logically manipulate symbolic CGs using formulas in the first-order 
predicate calculus. In order to acquire knowledge about the virtual environment, agents 
use the IE and formulate queries using a semantic specification that is compatible with 
CGs. Agents interpret the answers provided by the IE and act on the environment. They 
can also enrich the EKB by adding new facts that result from their observation of the 
virtual environment (Fig. 4.5). 
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Fig. 4.5. The inference engine uses the EKB for the purpose to answer queries  
formulated by agents. 
4.4.3. Mapping Knowledge Using Environment Knowledge and Inference Engine 
In this sub-section, we first present how CGs allow us to map knowledge about the 
environment into first-order logic formulas. Then, we provide a short survey of existing 
tools that support the manipulation of CGs. We also discuss the capabilities of these tools 
to provide a programming language with CGs, related operations, and inference engine. 
Finally, we present the Amine platform [9], a platform to manipulate CGs using an 
inference engine embedded in PROLOG+CG language. 
Conceptual graphs offer the opportunity to map knowledge about the environment into 
formulas in the first-order predicate calculus. Using formulas in the first-order predicate 
calculus, it is possible to build tools that allow spatial agents to manipulate knowledge 
about virtual environments represented using CGs. Moreover, it is possible to build tools 
that allow for logic and symbolic manipulations of environment knowledge and provide 
the opportunity to infer and to predict facts or assumptions about virtual environments. 
Several tools can be used to manipulate CGs (Amine, CGWorld, CoGITaNT, CPE, Notio, 
and WebKB). These tools can be classified under at least 8 categories of tools: CG editors, 
executable CG tools, algebraic tools (tools that provides CG operations), KB/ontology 
tools, ontology server tools, CG-based programming languages, IDE tools for CG 
applications and, agents/MAS tools. The category “CG-based programming language” 
concerns any CG tool that provides a programming language with CG, related operations, 
and inference engine. Only Amine belongs to this category, with its programming 
language: Prolog+CG. Therefore, we propose to use the Amine platform and Prolog+CG 
in order to logically manipulate symbolic CGs and to provide spatial agents with an 
inference engine that allows them to query the environment knowledge, to acquire 
environment knowledge and reason about it. 
Using Amine platform, users can build an environment knowledge base (EKB) using CGs 
and query the Amine’s inference engine (IE) to derive new knowledge from the content 
of the EKB using queries. The Amine platform provides a graphic user interface to support 
the manipulation of the EKB. Agents are able to send queries, during the simulation 
process, in order to acquire the knowledge they need to make a decision, using the 
Prolog+CG language that is supported by Amine platform. These queries are processed 
by the IE, which interrogates the EKB and sends back the response to agents. 
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In order to illustrate such a querying process, let us consider the following simple 
environment knowledge, composed of a set of two facts that provide an idea of the use of 
conceptual structures as a Prolog+CG data structure: 
 cg([Man:Mehdi]←agnt-[Study]-loc→[University]), 
 cg([Man:Mehdi]←agnt-[Play]-obj→[Soccer]). 
And the following request: “Which actions are done by Man Mehdi ?”, 
 ?- cg([Man:Mehdi]←agnt-[x]). 
The answer provided by the Amine platform using its Prolog+CG inference engine is: 
 x = Study; x = Play. 
Now that we introduced the main parts of our environment knowledge management 
approach, namely EKB and IE, we detail in the following section the notions of agent and 
action archetypes and the way we use them to build spatial behaviours. 
4.5. From Environment Knowledge to Spatial Behaviors 
When dealing with arge number of spatial agents of various kinds, the specification of 
their attributes and associated spatial behaviours might be complex, time, and effort 
consuming. In order to characterise our spatial agents, we propose to specify: (1) the agent 
archetype, its super-types and sub-types according to the semantic type hierarchy; (2) the 
agent category (such as actor, object, and spatial area); and (3) the agent spatial 
behavioural capabilities, including moving within the IVGE content, perception of the 
IVGE and of other spatial agents. In the following subsections, we discuss these elements. 
4.5.1. Agent Archetypes 
In our environment knowledge management approach, the description of agents as well 
as objects and geographic features (spatial areas and zones) is enriched with semantic 
information. This means that these spatial agents belong to a semantic type hierarchy. 
Using the semantic type hierarchy allows us to take advantage of inheritance mechanisms. 
Hence, when modelling a large number of agents, we only need to specify the attributes 
that are associated with the highest-level types of agents that we call agent archetypes 
rather than repeatedly specifying them for each lower-level agents. Let us define the 
Prolog+CG rule used to build a semantic type-hierarchy as follows:  
 Supertype > Subtype1 > Subtype2 > ... > SubtypeN. 
Below is an example of a portion of semantic type-lattice expressed in Prolog+CG whose 
graphical representation is provided in Fig. 4.6. Note how each line conforms to the rule 
given above:  
 Entity > Physical, Abstract,  
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 Physical > Object, Process, Property. Object > Animate, Inanimate, 
 Animate > Human, Animal, Plant. 
 
Fig. 4.6. A graph of Semantic Type Lattice with instances attached to agents archetypes  
(circle shapes).  
We now explain this example. The example starts at the top of the lattice with Entity. This 
super-type is then declared to have two immediate sub-types: Physical, and Abstract. The 
Abstract node is not associated with any subtype, and so remains a leaf node. The Physical 
node is given three immediate subtypes: Object, Process, and Property, each of them being 
associated with subtypes. These subtypes may also have subtypes, and so on down the 
lattice. 
Another important characteristic of agent archetypes is the multi-inheritance property 
which allows an agent type to belong to two (or several) different agent archetypes and 
hence to inherit from their characteristics. Let us consider the following example: 
 Adult > Woman, Man. Young > Girl, Boy, 
 Female > Woman, Girl. Male > Man, Boy. 
Let us notice that Woman occurs at several places. This is allowed, as long as there is no 
circularity (i.e., as long as a type is not specified to be a subtype of itself) whether 
immediately or indirectly. 
In Prolog+CG, we have two ways of saying that a type has an instance: (1) we can simply 
declare it as an individual in the referent of some CG; (2) we can declare it at the top of 
the program in a catalog of individuals. A catalog of individuals for a given type is written 
as follows: 
 Archeype = Instance1, Instance2, ..., InstanceN. 
Chapter 4. A Knowledge-Based Modeling and Simulation Approach for the Management of Sensor 
Networks 
141 
4.5.2. Action Archetypes 
Since our research addresses the simulation of spatial behaviours, it has been influenced 
by some basic tenets of activity theory [2]. In particular, our approach to manage 
environment knowledge rests on the commitments in activity theory that: (1) activities are 
directed toward objects, zones, or actors [10]; (2) activities are hierarchically structured; 
and (3) activities capture some context-dependence of the meaning of information [2]. 
Theoretically, the common philosophy between our approach and activity theory is a view 
of the environment from the perspective of an agent interacting with it. Practically, we 
borrowed from activity theory two main ideas: (1) The semantics of activities and objects 
are inseparable [10]; and (2) Activities, objects as well as agents are hierarchically 
structured [2].We define an action archetype as a pattern of activities that are associated 
with agent archetypes. Hence, an action archetype describes a situation that involves one 
or several agent archetypes. We define an action archetype as a lattice of actions. 
4.6. A Knowledge-Based Approach 
The proposed approach (depicted in Fig. 4.7) relies on the agent paradigm in order to 
simulate the behaviour of a SN in a dynamic, complex, and large-scale informed virtual 
geographic environment. Sensors are modelled as intelligent agents embedded in a virtual 
space where dynamic phenomena can occur. Sensor agents have reasoning capabilities 
allowing them to reason about the virtual space and to react to its dynamic phenomena. 
Spatio-Temporal knowledge is used for two main purposes. First, it is used during the 
geo-simulation to support agents’ reasoning capabilities. Second, it is used to analyze the 
results of the geo-simulation and to offer decision support to users. Finally, the results of 
the geo-simulation (which are inserted as facts in the Result Facts Base) are analyzed in 
order to offer decision support. In the following, we present these components. 
 
Fig. 4.7. The proposed knowledge-based geo-simulation model. 
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4.6.1. Agent-Based Simulation Using Informed Virtual Geographic Environments 
The idea behind the agent-based simulation approach is to move the most intensive 
processing out of the Physical Sensor Network (PSN) into a parallel Virtual Sensor 
Network (VSN) operating on a base station or a remote server. The objective is to 
reproduce, in a realistic manner, the real world in a virtual environment. Indeed, in this 
virtual environment, which imposes no limits on data processing, energy consumption and 
communication capabilities, it is possible to create a system for the deployment of the 
physical sensor web. In order to faithfully mimic the physical sensor web deployed in the 
area of interest, we need to simulate, in a realistic way, the physical sensor nodes as well 
as the geographic environment where they are located. Physical sensor networks are 
represented in the virtual environment using software agents. An agent is a program with 
domain knowledge, goals and actions. An agent can observe and sense its environment as 
well as affect it. Agents’ capabilities may include (quasi-) autonomy, perception, 
reasoning, assessing, understanding, learning, goal processing, and goal-directed 
knowledge processing. The reproduction of the geographic environment in which physical 
sensor nodes are deployed is based on reliable data obtained from Geographic Information 
Systems (GIS). The concept of agent-based geo-simulation evolves from such type of 
simulations involving software spatial agents immersed in a virtual geographic 
environment. 
4.6.2. Spatio-Temporal Knowledge 
As we mentioned so far, spatio-temporal knowledge is used in our approach 1) to support 
agents decision making during the geo-simulation and 2) to analyze the results of the geo-
simulation in order to offer decision support. In the following we respectively present the 
representation formalism and the categories of spatio-temporal knowledge used in the 
proposed approach. 
4.6.2.1. Representation Formalism 
We use Conceptual Graphs (CGS) to represent spatio-temporal knowledge and to sup- 
port spatio-temporal reasoning. CGs were introduced by Sowa [13] as a system of logic 
based on Peirce’s existential graphs and semantic networks of artificial intelligence. They 
provide extensible means to capture and represent the semantic of real-world knowledge 
and have been implemented in a variety of projects for information retrieval, database 
design, expert systems, qualitative simulations, and natural language processing. 
However, their application to dynamic geographic spaces modeling and analyzing is an 
innovative issue. More details about CGs and their theoretical foundations can be found 
in [13], among others. 
Syntactically, a conceptual graph is a network of concept nodes linked by relation nodes. 
Concept nodes are represented by the notation [Concept Type: Concept Instance] and 
relation nodes by (Relationship-Name). The formalism can be represented in either 
graphical or character-based notations. In the graphical notation, concepts are represented 
by rectangles, relations by circles and the links between concepts and relation nodes by 
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arrows. The character-based notation (or linear form) is more compact than the graphical 
one and uses square brackets instead of boxes and parentheses instead of circles. Some 
examples are presented in the following sub-section. 
4.6.2.2. Knowledge Categories 
We distinguish three levels of spatio-temporal knowledge: 1) Knowledge about the envi- 
ronment, 2) Knowledge about actors and their behaviours and 3) Knowledge about the 
application domain (Fig. 4.8). 
 
Fig. 4.8. Specification of rules using the Prolog+CG syntax. 
4.6.2.2.1. Knowledge about the Environment 
We define the notion of knowledge about the environment (Environment Knowledge (EK) 
for short) as a specification of a conceptualization of the environment characteristics. 
Hence, EK is a description of the spatial concepts (geographic features) and relationships 
(topologic, semantic) that may exist in a geographic environment. In multi-agent geo-
simulation, EK is a specification used for enabling knowledge exploitation for spatial 
agents. Practically, EK is an agreement to use spatial concepts (i.e., ask queries and make 
assertions), spatial relationships (i.e., describe actions and behaviors), in a way that is 
consistent so we can share knowledge with and among spatial agents. Our aim is to 
improve the perception-decision-action loop on which relies most of the existing agents’ 
models. 
4.6.2.2.2. Knowledge about Actors and Behaviours Archetypes 
Dealing with the specification of agents’ attributes and associated spatial behaviors may 
be complex, time, and effort consuming. Agents’ characterization aims to specify the 
agent archetype, its super-types and sub-types according to the semantic type hierarchy; 
and the behavior archetype that an agent archetype is allowed to perform within the 
informed VGE. Fig. 4.6 shows an example of a semantic type hierarchy of agent 
archetypes. Entity is an abstract node and Storm, River, Building and Sensor are instance 
nodes (leaves) of this agent archetype lattice. A key characteristic of agent archetype is 
inheritance. Agents belonging to one or several agent archetypes inherit the characteristics 
associates with these agent archetypes. 
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For example, let us consider two agent archetypes Temp-sensor and Press-sensor 
respectively sensing temperature and pressure. The Temp-sensor is characterised by a 
measurement frequency f. On the other hand, Press-sensor is characterised by a one meter 
circular sensing field. Consider now TP-sensor a multifunctional sensor that inherits from 
Temp-sensor and Press-sensor. Thanks to the inheritance property provided by agent 
archetypes, this agent performs measurements at a frequency f within a circular sensing 
area of one meter. Since our research addresses the simulation of spatial behaviors, it has 
been influenced by some basic tenets of active theory [14]. In particular, our approach to 
manage environment knowledge rests on the commitments in active theory that: (1) 
activities are directed toward objects, zones, or actors; (2) activities are hierarchically 
structure; and (3) activities capture some context-dependence of the meaning of 
information.  
Theoretically, the common philosophy between our knowledge-based approach and 
activity theory is a view of the geographic environment from the perspective of an agent 
interacting with it [18]. Practically, the most important borrowings from activity theory 
are the idea that [15]: (1) the semantic of behaviors and objects are inseparable; and (2) 
behaviors, objects, as well as agents are hierarchically structured. Let us define the 
following behavior archetypes that we associate with the Sensor agent archetype as 
follows: See Fig. 4.8 (right) “an agent *m which is a sensor measures an object *c which 
is a phenomenon with a frequency *f ”; Fig. 4.8 (center) “an agent *m which is a sensor 
measures an object *c which is a measurement of unit *u”). Since the above description 
is equal or more specific than the antecedent of the following behaviour, it can be inferred, 
by deduction, as shown in Fig. 4.9. 
 
Fig. 4.9. An example of a simulation result analysis and processing. 
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4.6.2.2.3. Knowledge about the Application Domain 
The above-mentioned levels of knowledge are used during the geo-simulation to support 
agents in their decision-making. In contrast, knowledge about the application domain is 
mainly used to qualitatively analyze the results of the geo-simulation and is thus more 
linked to decision support. In the context of SN deployment, nodes are aimed to collect 
measurements about phenomena of interest that vary according to the application domain 
(military, environmental surveillance, etc.). Knowledge about the application domain 
defines phenomena of interest in a particular application domain. In our approach, we use 
the concept of spatio-temporal situations [19] to model and reason about phenomena of 
interest.  
A spatio-temporal situation represents a state, an event or a process situated in space and 
time and involving various objects of the world. Examples of spatio-temporal situations 
can be a sensor which brake down for a certain period of time at a certain spatial area 
(state), the start of rain in certain spatial area (punctual event) or a durative heavy rain in 
a given area (process). A spatio-temporal situation has a semantic type (rain, network 
breakdown, etc.), a start and end times and is located in space. Knowledge about the 
application domain defines spatio-temporal situations of interest according to their 
temporal (state, punctual event or durative process) and semantic characteristics. For 
example, the semantic punctual event “Start of rain” can be defined as the fact of water 
level exceeding a given threshold. Relationships between spatio-temporal situations 
(temporal and spatial) are also specified in the application domain knowledge, which 
enables defining complex phenomena. For example, a situation of storm can be defined 
as a situation of heavy rain followed by “/” accompanied with a situation of strong wind. 
4.6.2.2.4. Decision Support 
The decision support component analyzes the result of the geo-simulation using 
application domain knowledge in order to identify situations of interest to the user. This 
data analysis process is implemented using the approach proposed in [19]. Details of this 
approach are beyond the scope of this chapter. We only illustrate the principle using a 
simple example. In this example, the situation of interest is Flood. The application domain 
knowledge specifies that there is a flood situation if the water-level exceeds 0.15 meter. 
Otherwise, there is no flood situation. The decision support component uses this 
knowledge in order to analyze the facts collected by agents during the simulation (Result 
Facts Base). Particularly, the two facts are respectively interpreted as the start of flood in 
(Area A, t= 14:35) and the end of flood in (Area A, 22:12) (punctual events). Finally, start 
and end flood situations are used to identify the flood situation itself as a process located 
in Area A during the time interval [14:35, 22:12]. Obviously, detection of real complex 
situations requires taking into consideration other aspects (measurement errors, conflict 
of measurements between several sensors, etc.) that are beyond the scope of this chapter. 
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4.7. Case Study: Simulation of a Sensor Network for Weather Monitoring 
In order to illustrate our knowledge-based geo-simulation framework, we propose to 
simulate a sensor web deployed in an IVGE representing the experimental forest of 
Montmorency (Quebec, Canada) for weather monitoring purposes. This scenario shows 
how agents adapt their spatial behaviors with respect to knowledge they acquire from the 
IVGE using our environment knowledge management along with their perception 
capabilities. The objective of the simulated sensor network is to identify and monitor a 
simulated storm evolving in the IVGE. In order to reason about knowledge, we used a 
platform to deal with CGs manipulation called Amine [20]. Amine platform provides a 
pattern matching and rule based programming paradigm embedded in Prolog+CG 
language that is an object-oriented and conceptual graphs-based extension of Prolog 
language. 
A few agent archetypes representing different kinds of sensors are involved in this 
scenario. These sensors are first randomly deployed in the IVGE. Then, each sensor 
computes a path in order to reach its deployment position while taking into account the 
geographic environment characteristics. When sensors reach their final destinations, some 
of them stay active while other switch to idle in order to preserve the overall energy of the 
sensor web. Active sensors make measurements at a frequency f in order to monitor 
weather conditions. Active and idle sensors as well as the measurement frequency are 
specified in the simulation scenario. 
The simulated storm appears after a period t from the beginning of the simulation. If an 
active sensor perceives the storm agent, it directly accesses to its properties and extracts 
the information that it monitors depending on its kind of sensor, i.e. temperature, pressure, 
wind speed and direction, or humidity. If a difference above a certain threshold ∆ is 
observed, the sensor proceeds as follows: (1) it accelerates its measurements frequency, 
(2) it adds a new fact that keeps track of the event with its timestamp in the Result Facts 
Base; and (3) it sends a message to weak up idle all sensors of the same kind which are 
situated in a certain estimated distance. As the simulation time goes by and the storm agent 
evolves in the IVGE, most of initially idle sensors become active to sense the observed 
phenomenon. When the storm agent is out of the perception field of the sensor, this latter 
senses a new difference between the past and the current measurement. It notifies the 
Result Facts Base by adding a new fact that keeps track of the new event with its 
timestamp; Idle and active sensors switch states in order to preserve their energy. 
In order to model the simulation described above, let us first consider the two agent 
archetypes ZONE and SENSOR. In contrast with the ZONE agent archetype, which 
represents a geographic area, the SENSOR agent archetype is associated with individual 
sensors deployed in the informed virtual geographic environment. Let us consider the two 
agent sub-types WEATHERZONE and STORMZONE. Agents of type 
WEATHERZONE are stationary and represent meteorological conditions within the 
geographic area they cover. Five instances of WEATHERZONE are created in order to 
approximately cover the monitored area (Fig. 4.10). In addition to their geometric 
characteristics, these agents encompass attributes which characterize the meteorological 
conditions such as temperature = 18◦ C, pressure = 1010 hPa, humidity = 30. When a 
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sensor detects a difference above the threshold, it adds a fact in the Results Facts Base 
using the CGs formalism. Consider the following example involving the sensortemp1 
adding a fact describing an observed difference of temperature measurement of value 18 
at cell 367 at 15:34:22 (See Fig. 4.10). 
 
 Fig. 4.10. Simulation results: (top left) WeatherZone agents covering the monitored area; (top 
right) the simulated sensors autonomously reaching their deployment position. The blue circle 
corresponds to the perception field for active sensors; (bottom left) the storm agent in yellow;  
and (bottom right) the simulation of the storm monitoring. 
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Let us now define the following sub-types of SENSOR archetype: TEMPSENSOR for 
temperature measurement, PRESSENSOR for atmospheric pressure measurement, 
WINDSENSOR for wind speed and orientation measurement, and HUMISENSOR for 
humidity measurement. In this scenario, the situation of interest is the storm. Let us 
suppose that we need to describe the evolution of the storm during the geo-simulation for 
decision support purposes. Knowledge about the application domain allows specifying 
how the presence of a storm phenomenon can be detected in a certain area. 
For simplification, let us consider the following (Prolog+CG) rule specifying that a storm 
is detected at time T in area A if there are (in the results facts base) facts describing that 
temperature exceeds 20◦ C and wind speed exceeds 30 km/h at the same time T and the 
same area A (See Fig. 4.11). A storm detection event is triggered as soon as the 
conjunction of these two facts exists within the result facts base. The analysis of the 
simulation results conceptualize this event using the knowledge associated with the case 
study. 
 
Fig. 4.11. Behaviour archetypes expressed using the linear notation of Conceptual Graphs (CGs). 
4.8. Discussion 
In this paper, we presented a knowledge management approach that aims to provide 
spatial agents with knowledge about the environment in order to support their autonomous 
decision making process. Our approach is influenced by some basic tenets of activity 
theory [2] as well as by the notion of affordance [6]. It is based on our IVGE model to 
represent complex and large-scale geographic environments. It uses the Conceptual 
Graphs formalism to represent knowledge about the environment (Environment 
Knowledge) structured as an Environment Knowledge Base (EKB). This approach also 
includes an inference engine that uses the Prolog+GC language to interrogate, infer and 
make deductions based on facts, cases, situations, and rules stored within the EKB. 
Our environment knowledge management approach is original in various aspects. First, a 
multi-agent geo-simulation model that integrates an informed virtual geographic 
environment populated with spatial agents capable of acquiring and reasoning about 
environment knowledge did not exist. Second, a formal representation of knowledge about 
the environment using CGs that leverages a semantically enriched description of the 
virtual geographic environment has not yet been proposed. Third, providing agents with 
the capability to reason about a contextualised description of their virtual environment 
during the simulation is also an innovation that characterises our approach. 
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Nevertheless, some limits that characterise our environment knowledge management 
approach still need to be addressed. This approach, in its current version, is a proof of 
concept that demonstrates the capability of our IVGE model: 1) To integrate knowledge 
about the environment; 2) To allow agents to reason about it using an inference engine. 
Although the provided scenario is simplified, it illustrates the advantages of extending our 
IVGE model by: 1) Using a standard knowledge representation formalism (Conceptual 
Graphs) and; 2) Integrating an inference engine such as the Amine platform. 
When the agent is acting, it uses the environment knowledge base, its observations of the 
virtual environment, and its goals and abilities to choose what to do and to update its own 
knowledge. Hence, the environment knowledge base corresponds to the agent’s long-term 
memory, where it keeps the knowledge that is needed to act in the future. This knowledge 
comes from prior knowledge and is combined with what is learned from data and past 
experiences. The beliefs, intentions and desires of the agent correspond to its short-term 
memory. Although a clear distinction does not always exist between long-term memory 
and short-term memory, this issue might be addressed as part of the extension of our 
knowledge management approach. Moreover, there is feedback from the inference engine 
to the environment knowledge base, because observing and acting in the world provide 
more data from which the agents can learn. Evolving and allowing the agent model to 
learn from such data is another challenging task. 
4.9. Conclusion and Future Perspectives 
Our environment knowledge management approach is original at various aspects. First, a 
multi-agent geo-simulation model that integrates an informed virtual geo-graphic 
environment populated with spatial agents capable of acquiring and reasoning about 
environment knowledge does not exist. Second, a formal representation of knowledge 
about the environment using CGs that leverages a semantically enriched description of 
the virtual geographic environment has not yet been proposed. Third, providing agent with 
the capability to reason about a contextualized description of their virtual environment 
and phenomenon occurring within it during the simulation is also an innovation that 
characterizes our approach. We are currently working on the automated assessment of 
different simulation scenarios for sensor network management using our qualitative 
knowledge processing and analysis module. Indeed, users usually need to analyze and 
compare various scenarios in order to make informed decisions. This task may be complex 
and effort and time consuming. However, since our framework already supports the 
analysis of the multi-agent simulation results, it is easy to extend it to automatically assess 
scenarios. 
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Chapter 5 
Reference Monitor-based Security 
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5.1. Introduction  
During the last decade, there have been major changes in distributed computing. Programs 
are no longer constrained to execute on one machine. Code can now be migrated to other 
hosts for execution. The most well-known example of mobile code is the use of Java 
applets and JavaScript code in a Web browser. This form of code mobility is referred to 
as code on demand. Code mobility has many uses, i.e., vendors can use mobile code to 
reconfigure software, Microsoft uses mobile code to distribute software patches, mobile 
code can also be used to manage distributed system by performing load balancing [1].  
Mobile agents represent a more sophisticated and powerful form of code mobility. A 
mobile agent is a program that can move from one host to another according to its own 
internal logic. Mobile agent computing paradigm presents numerous advantages, 
compared to the traditional client-server based computing model, which include reduced 
network usage, better fault tolerance, adaptability to changes in the environment, and 
platform independence [2]. Thus, the mobile agent computing paradigm has become a 
natural and flexible way for implementing many applications on the network such as 
ecommerce and auctioning, network monitoring, real-time control systems and cloud 
computing. Recently, mobile agent computing proves to be very useful in the context of 
wireless sensor network (WSN) [3, 4]. As such, the mobile agent computing paradigm 
provides a very intuitive and flexible approach to solving old and new problems arising 
in many areas of computing (e.g. intrusion detection [5], web crawling [6], Big Data 
analysis [7], searching and communications in Internet of Things [8] and e-learning [9]), 
due to their mobility and autonomous nature, their ability to learn and adapt to changing 
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environments, their ability to communicate and collaborate with one another to perform 
some complex task, and their ability to clone themselves, if needed [10].  
For mobile agent applications to be widely adopted, some security issues have to be 
addressed, as mobile agent applications, mainly deployed in open environments, may 
possibly be exposed to attacks. Currently, the lack of an integrated security solution is a 
main drawback, which has to be tackled before the mobile agent computing paradigm is 
widely accepted by industry. Four threat categories have been identified in [11] as follows: 
(1) mobile agent attacking an agent platform (AP), (2) AP attacking a mobile agent, (3) a 
mobile agent attacking another agent on the AP, and (4) other entities attacking the agent 
system. Some practical solutions exist for securing AP against malicious mobile agents. 
These include the use of Proof Carrying Code (PCC) [12], Model Carrying Code (MCC) 
[13, 14], Abstraction Carrying Code [15], Sandboxing [11, 16] and Code Signing [11].  
However, securing the mobile agents against malicious AP is more challenging as the host 
has full control of the execution environment. Besides, the mobile agent computing model 
violates some of the fundamental assumptions of conventional security techniques, i.e., 
programs runs on hosts which are trusted. Other important assumptions are the identity 
and intention assumptions [17]. Usually, when a program attempts some action, the 
program acts on behalf of a known user and it is assumed that the person intends the action 
to be taken. When mobile agents execute on unknown hosts, then neither identity nor 
intention of the host is clear.  
The fact that mobile agents may have to operate in such unknown and open environment 
requires the concept of trust of the hosting agent platforms despite that they may be 
previously unknown to the mobile agent's owner [18]. In this paper, we propose an 
approach for building trust in an AP by using the reference monitor. In this approach, the 
reference monitor entity is obtained from a trusted third party (TTP) and can provide or 
arbitrate several security services resulting in a system which supports secure mobile 
agent applications in an open system.  
The rest of this paper is structured as follows. Section 5.2 discusses related work.  
Section 5.3 presents the proposed security framework based on trust provided by the 
Reference Monitor for providing a trusted computing environment on an AP. Section 5.4 
discusses the integration and evaluation of the reference monitor entity in an agent 
platform. Section 5.5 presents the experimental setup used and results. Finally,  
Section 5.6 presents the conclusions drawn and outlines future work.  
5.2. Background Study  
Protecting mobile agents from malicious APs is thus essential. Typically, the malicious 
AP (MAP) can masquerade as another AP or as a trusted AP, to deceive a mobile agent 
and to extract sensitive information from the mobile agent. A MAP can cause a Denial of 
Service (DoS) attack on the mobile agent, for instance, by ignoring certain requests made 
by the agent, introducing critical delays for time-sensitive tasks, simply not executing the 
agent, or terminating an agent without notification. Similarly, a mobile agent can be 
Chapter 5. Reference Monitor-based Security Framework for Trust in Mobile Agent Computing 
157 
livelocked by the MAP, where the agent is kept busy with requests and tasks such that it 
is prevented from achieving its own goal(s). The MAP can also prevent an agent from 
migrating to another AP, which is another example of a DoS. Furthermore, a MAP can 
perform eavesdropping whereby the MAP can intercept communications of the agent with 
other agents or its Home platform (HAP). Given that an agent can be represented as code, 
state and data that it carries, the MAP can also monitor the agent code, state and data. This 
can lead to cognition of the implementation strategy of the agent (decision making 
algorithm, other proprietary algorithms, trade secrets, negotiation strategies), as well as 
an understanding of the composition of code and data in memory of the AP (allowing for 
mobile code piracy). Understanding the agent code and data (code inspection) leads to 
knowledge about the agent structure and private data such as authentication credentials, 
private key, e-cash, and credit card details carried by the mobile agent. Similarly, the MAP 
may have knowledge of partial results or other data collected from previous executions of 
the mobile agent on other APs. These data may allow the MAP to cheat in its interaction 
with the mobile agent. In some cases, even if the sensitive data baggage of the mobile 
agent is protected (encrypted), information from the data flow and knowledge of the agent 
code allows the MAP to infer information such as the state of the agent or to infer other 
information about the agent's goals. Similarly, a MAP can manipulate the agent code, such 
as embedding some malware within the code such that the mobile agent becomes a 
transmission vector for the malware. Data and partial results carried by the agent can also 
be tampered with, i.e. the MAP can delete the itinerary such that the current AP is the last 
AP visited. Likewise, by changing the control flow of the agent, its behaviour can be 
changed.  
Security mechanisms to secure mobile agents as they execute on remote AP exists, but 
most of these mechanisms mainly allows the detection of integrity attacks on the mobile 
agent. Agent code, data and/or state tampering can be detected by means of hash codes, 
message authentication codes, digital signatures as well as other techniques. However, 
inspection of the agent's code, data and/or state, replay attack and some types of DoS 
attack on the mobile agent cannot be detected when the agent is executing on a remote 
AP.  
For securing mobile agents against possible MAPs, one proposed solution involves 
allowing mobile agents to migrate to known and trusted APs only [19]. In this case, agents 
are sent in encrypted form from one trusted AP to another, where they execute, often after 
authentication of the AP. However, such an approach seriously limits the agent’s 
execution on a limited number of known and trusted APs. It is not suitable for some 
applications like search agents (searching for information) on the internet, and mobile 
ecommerce agents where the AP may not always be known; and is against the notion of 
an open multi-agent system where new APs can be dynamically added or removed from 
an agent's itinerary.  
Another proposed solution for providing comprehensive security to mobile code 
advocates the use of trusted, tamper-proof hardware which is not controlled by the local 
system and which supports secure mobile agents’ execution [20]. This secure trusted 
computing base on each AP, thus, provides the trusted environment for running critical 
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code of the mobile agent. Here, mobile agents move from one trusted environment on an 
AP to another. Local resources on the system are accessed in a client-server mode. The 
system outside the trusted hardware has no access and thus cannot interfere with the 
execution of the mobile agent. The external system can only interact with the trusted 
tamper resistant hardware via some restricted interface. The main drawback of this 
approach is that every host AP has to be supplied with secure trusted hardware which is 
not a simple task as such hardware installation and maintenance may be expensive. 
Moreover, the tamper-resistant devices could also become a performance bottleneck in 
the execution of mobile agent especially in cases where smart cards are used as a cheap 
alternative for providing hardware trusted computing base [21].  
Another approach for protecting mobile agents involves code obfuscation, whereby the 
agent's program is made illegible and data hidden, thus rendering it difficult to read and 
modify the agent code, data and partial results [22]. An obfuscated mobile agent is like a 
black-box entity; it only permits AP to provide inputs and read outputs from the mobile 
agent. Thus, even if the mobile code runs on unknown and untrusted APs, it can maintain 
confidentiality and integrity. However, this technique often only provides limited code 
confidentiality as given time, the malicious AP will be able to de-obfuscate the code. In 
[23], the authors show that complete obfuscation is impossible. Furthermore, the 
malicious host could still re-execute (replay) the mobile agent several times so as to 
observe its reaction and guess its decision-making strategy for example. Esparza, et al. 
[24] proposes to monitor the execution time on an AP. A longer than expected execution 
time on an AP is indication that the AP may be attempting to de-obfuscate the agent, 
modify the agent code, data and/or partial results or replay the mobile agent. The main 
drawbacks of the approach are that it requires the agent to return with the partial results 
from each host visited to the Home Agent Platform (HAP), i.e., HAP must be connected 
until the transaction is over. The application would then no longer support disconnected 
and asynchronous processing as promised by mobile agent computing paradigm, though 
it does provide security of mobile agent such as integrity, execution integrity, and 
detection of Denial of service (DoS) attack.  
Finally, the use of mobile cryptography (also referred to as function hiding) which aims 
to offer provably strong protection to mobile agents against both modification and 
inspection attacks has been proposed. Mobile cryptography is such that a mobile agent 
program is encrypted into a ciphered executable program where it can execute on the 
untrusted AP while remaining in the ciphered form [25, 26]. The efficiency of this 
approach is unknown and to the best of our knowledge, there is no practical 
implementation. It is still unclear if such a scheme can be implemented for real-life 
applications.  
Trust is an important component of mobile code security [27]. When agents are executing 
in open environments on unknown and untrusted APs, if they could have some guarantees 
of trust, this would provide a basis for better security solutions. In [28], the authors 
describe a trust management architecture (MobileTrust) that can be developed to manage 
security related trust relationships explicitly and to make trust decisions. In such a system, 
trust management brings an improvement in security as by leveraging the trust knowledge 
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gained on the past behaviours of other execution hosts, the mobile agents itinerary can be 
composed such as to minimize security attacks from potential MAPs. Similar trust 
computation can allow the AP to evaluate the trustworthiness of a mobile agent from a 
specific agent owner. However, such a technique may not be suitable for all open 
environment applications. For example, in a mobile agent based e-commerce application, 
a mobile agent from an owner may not visit the same AP twice and thus the trust values 
of the current execution may never be useful. In [29], a trusted third party called a Clearing 
House is proposed to maintain trust information about APs. Before a mobile agent 
migrates to an AP, trust level associated with the AP may be found out. However, this 
solution heavily relies on the Clearing House which keep tracks of the trustworthiness of 
each AP. It may also not be suitable for applications where the mobile agent has a dynamic 
itinerary. Finally, such mechanisms of monitoring behaviour of AP may be unpractical 
since not all attacks can be detected and thus reported, especially breach in agent data and 
code confidentiality.  
5.3. Reference Monitor Based Security Framework  
In this research work, we propose a practical and pragmatic technique for providing 
mobile agent security based on the reference monitor (RM) concept for trust. Since its 
introduction, in the early 1970s, in the “Anderson Report” [30], the RM concept has been 
adopted for securing computer and network. This concept visualises a system component, 
called a reference validation mechanism, to be responsible for administering the system's 
security policy. It thus defines the requirements for implementing such a mechanism in a 
manner that ensures that malicious entities cannot circumvent policy enforcement [31]. 
The RM concept thus provides a trusted and verifiable security policy enforcement 
mechanism [32]. This is in line with the U.S Government's criteria for building secure 
systems, the Trusted Computer System Evaluation Criteria (the Orange book) [33], where 
the reference monitor is mentioned. The diagram in Fig. 5.1 depicts the logical structure 
of the RM.  
 
Fig. 5.1. Logical Structure of RM.  
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Implementations of the reference monitor concept usually make use of several traditional 
security measures, which apply to the agent environment. Such conventional techniques 
include cryptographic methods for authentication of AP/agent, encryption of data, 
integrity of data, and access control methods, thereby providing an integrated security 
solution. Consequently, the RM is used to enforce security by using the appropriate 
security mechanisms as per the requirements of the multi-agent system. An AP, which 
implements an RM entity, can be considered to be trustworthy. The mobile agent may 
then migrate to such an AP. In the case of mobile agent computing, we propose that the 
RM entity be in the form of an agent (RM-agent) which runs on each AP. We define the 
following fundamental assumptions about the trust association of all entities in the 
security framework, for providing mobile agent security. These trust associations 
comprise the trust model in our system.  
 The Certificate Authority (CA) authenticates principals and issues certificates to 
entities such as the agent owner, AP administrator, RM-agent, trusted-third party 
(TTP) RM entity distributor. Users/agent owners and APs with valid certificates are 
considered trustworthy.  
 Trusted Third Parties (TTPs) are principals with genuine certificates from CA and are 
trustworthy. These TTPs distribute standard RM-agents, which satisfy some design 
specifications, for use by any AP. Such TTPs can also act as subordinate CAs. The 
trusted CA delegates them the right to issue certificates to APs. Then, the TTP can also 
maintain a directory server where it stores information about each AP and their 
corresponding RM-agent.  
 RM-agents on APs with genuine certificates from the TTP are trustworthy. These 
certificates are signed by the TTP who must have full knowledge of the RM agent's 
behaviour and capabilities and thus all the possible consequences of its operation. The 
system administrator of the AP can request for an RM-agent and its certificate from 
the TTP.  
 Agents signed by trustworthy owners are trustworthy. The agent-owner is expected to 
have knowledge of the capability and behaviour of the agent and to take responsibility 
of the actions of the agent acting on behalf of the user/owner.  
The underlying notion of our trust model is based on the usage of undeniable proofs like 
digital signatures, i.e., RM-agents are signed by the TTP, thus ensuring that the RM-agents 
are genuinely from the TTP. The digital signature of the RM-agent also allows to check 
the integrity of the RM-agent, i.e., indication of tampering, if any, on the RM-agent. This 
approach is used many systems whereby trusted entities are entrusted with correctly and 
reliably carrying out protocol steps that are decisive to guaranteeing certain targeted 
property. For example, trusted entities are relied upon for generating fresh keys in 
authentication protocols to guarantee authentication. In this work, we focus on the 
RMagent integration into the AP to establish trust, rather than on how the RM-agent 
actually enforces the security policy to provide the required security to mobile agents 
executing on the AP.  
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5.4. Integration and Evaluation of RM-Agent  
The RM-Agent, which embodies the reference monitor concept, should be installed on an 
AP to establish trust. However, before a mobile agent can migrate and execute on the 
destination AP, the mobile agent must ensure that the RM-agent on the AP, and thus the 
AP, is trustworthy. In the next section, we describe how the RM-agent can be securely 
distributed and integrated into an AP, and how a mobile agent can assess the 
trustworthiness of the RM-agent before deciding to migrate to the remote AP.  
5.4.1. Distribution and Integration of RM-Agent into an AP  
The TTP is to act like a RM-agent distributor to provide RM-agents to APs upon request. 
Based on the described trust model, we detail, the different steps required for an AP to 
obtain a trusted RM-agent from a TTP. The presence of the RM-agent, thereafter, turns 
the AP into a secure trusted computing base. Fig. 5.2 illustrates the process.  
 
Fig. 5.2. Distribution of RM-agent by TTP distributor. 
Step 1: The AP registers with TTP and requests an RM-agent for enforcing security 
policy. The security to be provided by the RM-agent, may vary based on the security 
policy of the AP.  
Step 2: The TTP generates a digital certificate (RMTTPCert) for the RM-agent. This 
certificate contains information that would allow the receiving AP to verify the 
authenticity and integrity of the received RM-agent from TTP. Important information on 
the RMTTPCert certificate includes: the identity of AP to whom RM-agent is distributed; 
cryptographic hash value of RM-agent code; digital signature of the RM-agent, version 
no. of RM-agent, and security policy ID implemented by RMagent. The RMTTPCert 
certificate is itself signed by the TTP. Fig. 5.3 depicts how the signature is generated by 
the TTP.  
Step 3: The TTP sends the RM-agent and the RMTTPCert certificate to the AP 
administrator/owner as shown in Fig. 5.4 below.  
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Fig. 5.3. RM-agent distributor generates digital signature of RM-agent code.  
 
Fig. 5.4. RM-agent distributed to AP. 
Step 4: Upon receipt of the RM-agent code and RMTTPCert certificate from the TTP, the 
AP administrator/owner can verify that the signature of the certificate is correct. The AP 
administrator/owner then uses the digital signature of the RM-agent, provided in the 
RMTTPCert to ensure that RM-agent was sent by the TTP (authenticity check). Finally, the 
AP administrator/owner, checks if the hash of the RM-agent file downloaded is the same 
as that on the certificate to ensure that the RM-agent has not been replaced or tampered 
with (integrity check) as depicted by Fig. 5.5. AP administrator/owner also checks other 
information on the certificate.  
 
Fig. 5.5. AP checks integrity and authenticity of the RM-agent. 
Step 5: Finally, the AP administrator integrates the RM-agent in the AP to establish the 
AP as a trusted computing base which provides security as per the security policy ID.  
RM-agent can thus be easily and securely downloaded from a TTP by any AP in an open 
system and integrated into the agent execution environment to provide trust enhanced 
security.  
5.4.2. Verifying Authenticity and Integrity of RM-Agent  
One of the property of the RM is that it should be tamperproof and verifiable. Before a 
mobile agent migrates to the destination AP, the mobile agent has to ensure that the 
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RMagent running on the destination AP has not been modified and is truly from a TTP. 
This requirement is heightened by the fact that in an open system, the destination AP may 
not always be known by the mobile agent. Verifying the trustworthiness of the RM-agent 
on a remote AP is therefore necessary.  
Verifying the certificate of the RM-agent (RMTTPCert) allows to identify the TTP from 
which the RM-agent has been obtained, but the certificate is not enough to provide 
assurance that the RM-agent actually deployed on the AP is the same as that obtained 
from the TTP i.e. RM-agent has not been modified by the AP. However, the certificate 
provides such information as the security policy ID defining the security provided by the 
RM-agent; the hash value of the RM-agent as well as the digital signature of the RMagent.  
A mobile agent on a source AP could determine the integrity and authenticity of the 
RMagent running on the destination AP prior to migration can be done by validating the 
signature of the RM-agent as follows. The mobile agent obtains the hash value of the 
RMagent from the certificate of the RM-agent (RMTTPCert) and also requests the hash value 
of the RM-agent on the destination AP. If the two hashcodes match, then this would imply 
that the RM-agent is the same as that distributed by the TTP. But the hash value obtained 
from the destination AP, may not necessarily be that of the RM-agent running on the 
destination AP. A malicious AP may actually cache the hash value of the distributed 
RMagent prior to modifying the RM-agent and running the modified RM-agent on the 
platform. The mobile agent cannot compute the hash of the RM-agent, itself, as it is 
running on remote AP.  
In such circumstances, the static validation approach fails to allow the mobile agent on a 
source AP to determine the integrity and authenticity of the RM-agent running on the 
destination AP prior to migration. Verifying the integrity and authenticity of code running 
at a remote destination is a challenging issue.  
In [34-37], the authors describe the use of a Tag Generator, integrated in the code of the 
software to be evaluated, which continuously generates tags. At a different point in time, 
the newly generated tag is added to messages being communicated between the remote 
software and a Tag Checker software. The Tag Checker verifies the Tag. If the tag 
received is a tag, which is expected as per the Tag Generator software, then integrity of 
the software is established. Code obfuscation is used to hide the Tag generator code in the 
software to be evaluated. However, obfuscated code can be reverse engineered, to allow 
an attacker to modify the software but still be able to send the expected tags. Furthermore, 
this approach is not scalable beyond the client server configuration, and thus cannot be 
adopted in the context of agent computing. Agent computing being distributed, the 
interaction between agents on one platform with agents on another platform is similar to 
peer-to-peer interaction. Hence, we cannot distinguish "servers" among the AP. Hence, 
each AP/RM-agent would need to implement some Tag Checker software for every other 
platform it interacts with, which is not feasible in practice. In [35], it is proposed to inject 
additional computation (hashing code) into the software (host code) such as to generate 
the hash value of the execution trace of a portion of code, thereby, allowing to verify the 
run time behaviour of the software. However, adding hashing code in different parts of 
the software increases the code complexity and increases the overall execution time.  
Advances in Networks, Security and Communications: Reviews, Vol. 1 
 164
We identify the following requirements regarding the verification of the integrity and 
authenticity of the RM-agent running on the destination AP:  
1. The source AP should be able to verify the integrity and authenticity of the RMagent 
on the destination AP by storing minimal information about the RM-agent.  
2. The integrity and authenticity checking mechanism has to stay secure even if the 
destination AP is malicious.  
3. The communication bandwidth used during the verification process should be 
minimal, i.e., it should not involve the transfer of large amount of data.  
4. The verification mechanism should be efficient in terms of computation.  
5. It should be possible to run the verification several times, if desired, to ensure that 
integrity and authenticity of the RM-agent is maintained at all times. Static validation 
actually fails to satisfy this requirement because the hash code can be stored and sent 
back by the destination AP whenever required.  
We propose a dynamic validation mechanism that satisfies the above conditions based on 
the challenge response approach. The mobile agent on a source AP can thus effectively 
verify the integrity and authenticity (and thus the trustworthiness) of the RM-agent on the 
destination AP that it wishes to migrate to.  
5.4.2.1. Authentication and Integrity Checking Protocol (AICP)  
The task of checking the integrity and authenticity of the RM-agent on the destination AP 
in our security framework lies upon the RM-agent on the source AP, since it is a service 
that may be requested by any mobile agent. If the mobile agents themselves were to 
perform this task, it would add unnecessary burden on the mobile agent. With the aim to 
reduce bandwidth used by the mobile agents, the mobile agents remain lightweight and 
are programmed to only perform their tasks in the application.  
Accordingly, when a mobile agent wishes to migrate from its current AP to another, it 
requests the RM-agent on the source AP to assess the security of the destination AP. Given 
that mobile agents can only interact with one another by communicating using an Agent 
Communication Language (i.e. an agent cannot invoke a method of another agent but it 
can request the destination agent for some processing), the proposed dynamic validation 
of authenticity and integrity of the RM-agent involves interaction which we refer to as the 
Authentication and Integrity Checking protocol (AICP). Fig. 5.6 shows the sequence 
diagram of the AICP. 
This interaction begins with the source RM-agent requesting the RMTTPCert certificate from 
the destination RM-agent. From the certificate, the source RM-agent learns about the TTP 
from which the destination RM-agent has been acquired and also obtains the hash value 
of the RM-agent. Alternatively, the source RM-agent can retrieve the distributed RMagent 
files from the TTP (same files/codes are running on the destination AP as the destination 
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RM-agent), so that the hash value of the RM-agent can be computed locally. It is assumed 
that the TTP makes available the RM-agent file for download for such verification 
process. It may be argued that downloading the RM-agent code for this purpose may 
require a large amount of bandwidth and storage space on the source AP. Nonetheless, 
our implementation of the RM-agent in JADE results in an RM-agent Java class file which 
is 17 KB in size. JADE is used as it is one of the most popular APs and it is Java-based; 
most of the existing APs are Java-based APs.  
 
Fig. 5.6. Authenticity and Integrity Checking Protocol Sequence Diagram. 
Given the increasing bandwidth capacity and high speed of today's network, retrieving 
and caching the RM-agent for a short period of time should not pose any problem. 
Assuming, there are ten different TTP sources with different implementations of the 
RMagent, and that each RM-agent is of the size 20 Kb, for an AP to temporarily cache all 
the RM-agents, only 200 Kb (0.2 Mb) of storage space is required. Thus the proposed 
protocol is storage efficient.  
Next, the source RM-agent issues a challenge (random number -R) to the destination 
RMagent. This challenge (R) can be sent encrypted using the public key of the destination 
RM-agent.  
The source RM-agent also calculates the expected response as follows and as depicted by 
Fig. 5.7.  
 Challenge (R) is concatenated with the RM-agent class file (RMCF): R || RMCF; 
 The concatenated output is hashed to obtain the hash value H (R || RCMF).  
Similarly, the destination RM-agent uses its Private key to decrypt the encrypted 
Challenge sent by the source RM-agent. This step ensures that only the destination 
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RMagent has access to the Challenge (R). The destination RM-agent concatenates the 
Random Number, R, to the current actual RM-agent file and then calculates the hash value 
of the concatenated input as shown in Fig. 5.8.  
 
Fig. 5.7. Calculating the response of the challenge at source. 
 
Fig. 5.8. Calculating the response of the challenge at destination. 
The response from the destination RM-agent is compared with the expected response 
computed by the source RM-agent as shown in Fig. 5.9.  
  
Fig. 5.9. Comparing the response of the challenge with the calculated response. 
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If they matches, then it is safe to assume that the destination RM-agent has not been 
tampered with (integrity). If the two hash values are the same, we can also assume 
authenticity of the destination RM-agent as the hash value has been computed using the 
RM-agent file from the TTP.  
5.5. Experiments and Results 
Experiments were designed with JADE agent development environment. JADE was 
chosen because it is FIPA compliant, thus mobile agent applications developed with JADE 
can interoperate with mobile agents from other applications. JADE is also continuously 
maintained and well supported by a large community of users.  
The destination RM-agent uses its own class file for generating the Hash value. Using the 
this.getClass() method allows to find the agent's Java class filename. Once the class 
filename is known, the path of the file can be found. Because the RM-agent is running, 
the RM-agent java class file is read-only, i.e., cannot be modified. We read the file and 
copy it into another file, e.g., CopyFile. Concatenation is implemented by appending the 
Random number to the "CopyFile". The "CopyFile" is then hashed using SHA-256 to 
generate the hash value. Thus, it can be observed that the hash value generated truly 
correspond to the destination RM-agent. Similarly, on the source RM-agent, the RM-agent 
class file is read and copied into a new file, to which the random number is appended in 
the end (concatenation). This new file is passed as an argument to the hash function to 
generate the expected hash value. The same hash function is used by the source RM-agent 
and the destination RM-agent.  
Given that in the context of agent computing all interaction takes place by means of ACL 
messaging between agents, the AICP is implemented as a series of messages exchanged 
between the source RM-agent and the destination RM-agent. The RM-agent is 
programmed by adding the following two behaviours: InitiatorAICP and ResponseAICP 
implemented as an OneShotBehaviour.  
It was assumed that both the source AP and destination AP uses the same TTP source for 
the RM-agent. We run the AICP, with different versions of the destination RM-agent class 
file. It was observed that when the proper destination RM-agent was used at the 
destination AP, the response obtained was as expected. However, when the destination 
RM-agent code has been changed, the response obtained was different than the expected 
response. Thus, using the AICP, a source AP may successfully assess the authenticity and 
integrity of the destination RM-agent and consequently the trustworthiness of the 
destination AP.  
5.6. Conclusions and Future Work  
We introduced the RM-agent, as a fundamental component of our framework. The 
RMagent allows to implement the reference monitor concept, whereby a reference 
validation mechanism (implemented by the RM-agent), is responsible for enforcing the 
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system's security policy. The RM-agent satisfies the requirements of the reference monitor 
concept in the sense that the mobile agent can verify that the RM-agent is from a trusted 
source (RM-agent is verifiable and trustworthy) and it is hasn't been tampered with. A 
novel dynamic verification approach was proposed for assessing authenticity and integrity 
of the remote RM-agent running on the destination AP.  
RM-agents contribute to providing a secure computing environment to mobile agents. 
Altogether, with the security framework, it is possible for a mobile agent to migrate to any 
AP with the assurance of security. In this case, it is not important for a mobile agent to 
know every AP, as long as the AP deploys a RM-agent obtained from a TTP. Thus, our 
security framework is most suitable for open systems. Additionally, the security 
framework supports mobile agent computing with static as well as dynamic itineraries. 
Future works, revolves around equipping the RM-agent to ensure different security 
services by integrating different behaviours to the RM-agent. Then, the RM-agent will be 
able to enforce security such as code and data confidentiality, integrity, execution 
integrity.  
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6.1. Introduction 
Recent years have seen great progress in Internet services and high-speed network 
environments. As a result, cloud computing has rapidly developed, with two main forms. 
The first is public clouds, which are operated by service providers, such as Google and 
Amazon. The second is private clouds, which are built and operated by individual 
enterprises for their own use. Generally, public cloud computing eliminates the cost of 
unnecessary facilities and offers rapid flexibility and scale. However, since a public cloud 
effectively has invisible features in a virtual configuration, enterprise users are uncertain 
about the cloud's security and aspects of practical use. In comparison, a private cloud 
offers the visualization of management since an enterprise operates its own facilities, and 
it guarantees security in accordance with the company's own policies. The drawbacks to 
a private cloud, however, include greater cost for maintenance and management of 
facilities [1]. 
As one example, an incident of missing and leaked data caused by a cloud operating 
company, called the ‘big ripple’, occurred in June 2012 in Japan [2]. When a cloud 
provider's management handles security poorly, serious risks occur only in the public 
cloud that it manages, so such incidents may become apparent to users. Thus, a hybrid 
cloud computing configuration, combining aspects of both public and private cloud 
computing, is now attracting attention. 
Generally, in hybrid cloud computing, data requiring high security is handled within a 
private cloud, while data requiring easy operation at low cost is handled in a public cloud 
[3]. Thus, although the hybrid cloud computing configuration requires that two different 
cloud forms be maintained and managed, its operation also depends on the kind of data. 
Furthermore, various risk factors are involved, such as accidentally saving to a different 
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cloud during data storage [4]. For these reasons, it is important to investigate risk 
management for this configuration. 
In this paper, we first apply a risk assessment method for qualitative analysis from a 
comprehensive viewpoint. As a result, 21 risk factors in hybrid cloud computing are 
extracted, and countermeasures are proposed. However, this is only a qualitative study, 
meaning that a more practical quantitative evaluation still needs to be undertaken. Next, 
we describe a quantitative evaluation of the 21 risk factors obtained as a result of the 
qualitative analysis. Specifically, a risk value based on a formula is approximately 
calculated for each risk factor [5-7]. Then, on the basis of this value, the effect of the 
countermeasures on the risks can be quantitatively evaluated. It is shown that the 
countermeasures can reduce their corresponding risk factors by about 56 %. We believe 
that the results of this study will help to promote hybrid cloud computing services. 
This paper is organized as follows. In Section 6.2, we review the hybrid cloud computing 
that has been studied so far. In Sections 6.3 and 6.4, we describe the risk assessment of 
the hybrid cloud computing configuration. Generally, risk assessment consists of three 
processes, that is, risk identification, risk analysis, and risk evaluation. In Section 6.3, risk 
identification and risk analysis are described, and we describe a qualitative risk analysis 
and proposed countermeasures for the risk factors of the configuration. In Section 6.4, we 
describe risk evaluation. Specifically, we describe a quantitative risk evaluation of the risk 
analysis result of Section 6.3. Section 6.5 is a conclusion and details future work. 
6.2. Overview of Hybrid Cloud Computing Configuration 
Cloud computing has now shifted to the practical use stage, and many cloud-related 
services increased in sales in 2011. Moreover, many user companies are verifying the 
possibility and practicality of cloud computing for introducing information and 
communications technology (ICT). Cloud computing analysis is thus recognized as a key 
stage in system configuration [8]. 
6.2.1. Reference Model of Cloud Computing 
As shown in Fig. 6.1, software as a service (SaaS), platform as a service (PaaS), and 
infrastructure or hardware as a service (IaaS or HaaS) are classified as the main 
components of the present cloud computing model. Moreover, in terms of deployment 
models, cloud computing is classified into public, private, and hybrid or managed clouds. 
Finally, cloud computing includes the roles of cloud provider and cloud user [9]. 
6.2.2. Hybrid Cloud Computing 
Although hybrid cloud computing appears in the reference model of Fig. 6.1, its concrete 
configuration combines public cloud computing and private cloud computing, as shown 
in Fig. 6.2. Usually, a company creates a hybrid cloud, and the company and a public 
cloud provider share executive responsibility. The hybrid cloud uses both public and 
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private cloud computing services. Thus, when a company requires both public and private 
cloud computing services, hybrid cloud computing is optimal. In this case, the company 
can summarize its service targets and service requirements and then use public or private 
cloud computing services accordingly. Thus, service correspondence can be attained with 
hybrid cloud computing, not only for secure, mission-critical processes like employee 
salary processing but also for business information such as payment receipts from 
customers. 
 
Fig. 6.1. Reference model of cloud computing [9]. 
 
Fig. 6.2. Summary of hybrid cloud computing configuration. 
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However, the main problem with hybrid cloud computing is the difficulty of actually 
creating and managing such a solution. Public and private clouds must be provisioned as 
if they were one cloud, so implementation can become even more complicated. Therefore, 
since the hybrid cloud computing concept features a comparatively new architecture in 
cloud computing and best practices and tools have not yet been defined, companies are 
hesitant to adopt it in many cases [10]. 
Hence, in this paper, we examine the hybrid cloud computing configuration in terms of 
the risks that adoption entails. That is, from the viewpoints of both a cloud user and cloud 
provider, we consider what kinds of risks are assumed and develop a concrete risk 
management strategy. 
6.2.3. Related Work 
Many security-related papers about hybrid cloud computing have been published. 
Furthermore, many studies related to the security risks of hybrid cloud computing have 
also been conducted [11-18].  
From the viewpoint of the security of cloud computing, reference [11] takes a holistic 
view of cloud computing security, spanning across the possible issues and vulnerabilities 
connected with virtualization infrastructure, from software platforms to legal compliance 
in the cloud. Reference [12] surveys security issues that have appeared due to the nature 
of the service delivery models of a cloud computing system. Furthermore, reference [13] 
also mentions general security issues in cloud computing. Another reference, [14], offers 
a clear view of the characteristics of a cloud, its deployment and delivery models, and the 
risks and challenges met in this increasingly important area. 
From the viewpoint of hybrid cloud computing, reference [15] explores an efficient and 
secure mechanism for partitioning computations across public and private machines in a 
hybrid cloud setting. Moreover, reference [16] surveys recent research related to single 
and multi-cloud security and addresses possible solutions. Reference [17] aims to 
facilitate rapid service composition and agreements based on the necessary security 
requirements and establishes trust between a customer and provider. Reference [18] 
provides a service-oriented solution for provisioning secure storage services in a hybrid 
cloud environment. 
However, in these references, analysis of the security in a hybrid cloud computing 
configuration is not sufficient. For example, these papers do not focus on various threats 
in hybrid cloud computing. Also, in hybrid cloud computing, there are threats such as 
operational mistakes made by cloud administrators, as mentioned in Section 6.1. 
Furthermore, operational mistakes made by users are also assumed to be a threat peculiar 
to hybrid cloud computing. For example, when a user saves data, the data could be saved 
on a different cloud by mistake.  
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6.3. Risk Identification and Analysis: Qualitative Risk Analysis of Hybrid 
Cloud Computing Configuration 
Generally, risks are investigated in the following order: risk identification, risk analysis, 
and risk assessment [19]. In this section, we describe risk identification and risk analysis, 
shown in Fig. 6.3. 
6.3.1. Risk Identification: Extraction of Risk Factors in Hybrid Cloud  
Computing Configuration 
To extract the risk factors in the hybrid cloud computing configuration, we applied the 
risk breakdown structure (RBS) method, which is a typical method for risk management 
in project management [20]. Table 6.1 lists the extracted risk factors. As shown in the 
table, the hybrid cloud computing configuration was classified at the highest level in the 
system, operation, facility, and miscellaneous categories from a comprehensive 
viewpoint. A total of 21 risk factors were extracted [21]. 
Table 6.1. Risk factors extracted by risk breakdown structure method. 
  
6.3.2. Risk Analysis: Qualitative Analysis of Risk Factors in Hybrid Cloud 
Computing Configuration 
6.3.2.1. Risk Analysis Method 
Here, we apply risk analysis to address the risk factors of the hybrid cloud configuration 
listed in Table 6.1. Two typical risk analysis methods are the decision tree method and the 
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risk matrix method, which are quantitative and qualitative methods, respectively [22-24]. 
In this paper, for the purpose of dealing with security issues, such as privacy protection in 
a hybrid cloud configuration, we adopt a qualitative viewpoint and apply the risk matrix 
method.  
As shown in Fig. 6.3, this method can classify risks into four categories of risk 
management (risk avoidance, risk mitigation, risk acceptance, and risk transference) in 
accordance with their frequency and severity. These categories correspond with the risk 
management analysis in the following section. Fig. 6.4 shows an example of a template 
for deriving countermeasures after classifying risk factors by using the risk matrix method. 
 
Fig. 6.3. Risk matrix method. 
6.3.2.2. Risk Analysis Result from Qualitative Viewpoint 
Next, we conducted a detailed analysis of all 21 risk factors listed in Table 6.1, generating 
the results listed in Table 6.2. The risk matrix method was used to deduce these 
countermeasures [24]. As shown in Figs. 6.3 and 6.4, this method classified 
countermeasures into four kinds in accordance with their risk probability and risk impact, 
i.e., risk transference, risk mitigation, risk acceptance, and risk avoidance. Furthermore, 
it gives guidelines on drawing up countermeasures. Table 6.2 lists the risk matrix methods 
classified in correspondence with their proposed countermeasures. 
6.3.2.3. Summary of Risk Analysis Results 
Here, we summarize our conclusions concerning countermeasures for the risk factors in a 
hybrid cloud computing configuration, shown in Table 6.3. 
As mentioned above, the choice to deploy multiple clouds and the precise knowledge of 
the data volume are important issues for an enterprise introducing a hybrid cloud. Third-
party surveillance and assurances adapted for the cloud are also important. In particular, 
synthetic enhancement of not only the technical side but also the practical aspect of the 
facility side is important. 
Risks are classified in accordance with the risk
impact and risk probability. Countermeasures
corresponding to each are as follows.(c) Risk Transference
(a) Risk 
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(b) Risk 
Mitigation
Risk ProbabilityLow High
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(a) Risk Avoidance: A risk is avoided, and
alternatives are shown.
(b) Risk Mitigation: Decrease the risk to an
acceptable level.
(c) Risk Transference: Transfer a risk to a
3rd party.
(d) Risk Acceptance: Accept a risk
unconditionally.
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Fig. 6.4. Example of risk analysis result. 
6.4. Risk Evaluation: Quantitative Risk Evaluation of Hybrid Cloud 
Computing Configuration 
In the previous section, risk identification and risk analysis were described. In this section, 
risk assessment is described. Specifically, the validity of a countermeasure is evaluated 
through the quantification of the risk factors shown in Table 6.2. First, a risk formula used 
in the field of information security management systems (ISMS) is shown [5-7]. Next, an 
approximation is described for calculating a risk value on the basis of our previous 
qualitative results [25-26]. Finally, a risk value for hybrid cloud computing services is 
deduced by using the formula and approximation [27]. 
6.4.1. Risk Formula 
Each risk value is quantified by using Eq. (6.1), which is used in the field of ISMS 5-7. 
 Risk value = value of asset * value of threat * value of vulnerability.  (6.1) 
 
Risk Factor 2.1.3 Continuity of service
Classification of Risk Countermeasure
Detail Explanation of Risk Factor
The service continuity plan by the cloud provider is either
nonexistent or insufficient. Therefore, the cloud user is
uncertain about the possibility of stable, continuous service.
Cause of Risk Factor
The cloud provider has unstable management, leading to
problems in service operation..
Countermeasures of Risk Management
Select multiple cloud providers and prepare a backup plan.
In this place, the risk
factor extracted by the
RBS method shown in
Table 1 is filled in.
In this place, the result
classified according to
the risk matrix method is
filled in.
Detailed explanation of
a risk factor is filled in
in this place.
Main causes of a risk
factor are filled in in
this place.
Countermeasures of a
risk factor are filled in in
this place.
(c) Risk 
Transference
(a) Risk 
Avoidance
(d) Risk 
Acceptance
(b) Risk 
Mitigation
Risk ProbabilityLow High
Ri
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w
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hRisk Transference
Transfer a risk
to a 3rd party.
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Table 6.2. Risk factors extracted by risk breakdown structure method. 
  
Table 6.3. Summary of risk analysis results based on risk matrix method. 
Risk 
Classification 
Number of 
Risk Factors Main Features of Countermeasure 
Risk 
avoidance 2 
Practical use of a public cloud entails a data sharing problem with other 
companies. If such data sharing is unacceptable, the use of a private cloud is 
optimal, thus demonstrating one benefit of a hybrid cloud configuration. 
Risk 
transference 8 
Many countermeasures for risk factors in this category involve the public cloud as 
a general trend. Specifically, these include the deployment of multiple public 
clouds, third-party surveillance, and use of assurances adapted for the cloud. 
Risk 
mitigation 8 
Many risk factors in this category require advanced countermeasures, such as the 
choice of cloud, precise estimation of data volume, and granting of access 
permissions. 
Risk 
acceptance 3 
Direct problems, such as the scale of an enterprise and its facilities, follow 
enterprise-level policies. Indirect problems, such as legal revision, require more 
flexible responses. 
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Generally, all elements of the right-hand side of (6.1) are very difficult to calculate. In this 
paper, the following approximation is used to simplify these elements [25-27]. It is 
explained in detail with Fig. 6.5. 
 
Fig. 6.5. Approximation of risk value in risk matrix. 
6.4.1.1. Approximation of Asset Value 
Here, the asset value of Eq. (6.1) is approximated in terms of the risk impact in a risk 
matrix, shown in Fig. 6.5 (b). This approximation was created for the following reasons. 
The amount of damage is considered for assets. As a further approximation, it was decided 
that the amount of damage was the risk impact. Additionally, references [5-7] rate the risk 
impact as 1 (low) to 5 (high).  
As a further approximation, these values are mapped in terms of the risk impact to a risk 
matrix [25-27]. As shown in Fig. 6.5 (b), the risk impact of the risk matrix is divided in 
two. For the sake of simplicity, the higher of the two divisions is approximated to the 
(c) Risk 
Transference
(a) Risk 
Avoidance
(d) Risk 
Acceptance
(b) Risk 
Mitigation
Vulnerability
-> Risk Value = 3
Vulnerability
-> Risk Value = 2
Vulnerability
-> Risk Value = 1 (d) Approximation of Vulnerability(b) Approximation of Assets
(c) Risk 
Transference
(a) Risk 
Avoidance
(d) Risk 
Acceptance
(b) Risk 
Mitigation
Risk ProbabilityLow High
Ri
sk
Im
pa
ct
Lo
w
Hi
gh
(c) Approximation of Threat
(c) Risk 
Transference
(a) Risk 
Avoidance
(d) Risk 
Acceptance
(b) Risk 
Mitigation
R
isk
Im
pa
ct
  ≒
As
se
ts
Ris
k V
alu
e
= 1
Ris
k V
alu
e
= 5
(c) Risk 
Transference
(a) Risk 
Avoidance
(d) Risk 
Acceptance
(b) Risk 
Mitigation
Risk Probability
Risk Probability  ≒ Threat
High
Risk Value = 3
Low 
Risk Value = 1
(a) Original Risk Matrix
(c) Risk 
Transference
(a) Risk 
Avoidance
(d) Risk 
Acceptance
(b) Risk 
Mitigation
Vulnerability
-> Risk Value = 3
Vulnerability
-> Risk Value = 2
Vulnerability
-> Risk Value = 2
Vulnerability
-> Risk Value = 1
(e) Approximation of Asset, Threat, and Vulnerability
Vulnerability
-> Risk Value = 2
Ri
sk
Im
pa
ct
Lo
w
Hi
gh
Ri
sk
Im
pa
ct
  ≒
As
se
ts
Ris
k V
alu
e
= 1
Ris
k V
alu
e
=5
R
isk
Im
pa
ct
Lo
w
Hi
gh
Risk Probability
Risk Probability  ≒ Threat
High
Risk Value = 3
Low 
Risk Value = 1
Advances in Networks, Security and Communications: Reviews, Vol. 1 
 180
maximum risk impact (risk value ≒ 5). Similarly, the lower of the two divisions is 
approximated to the minimum risk impact (risk value ≒ 1). 
6.4.1.2. Approximation of Threat Value 
The threat value of Eq. (6.1) is approximated in terms of the risk probability in the risk 
matrix, as shown in Fig. 6.5 (c). This approximation was created for the following reasons. 
It was supposed that a threat is strongly dependent on the risk probability. From references 
[5-7], the risk probability is defined in a range from 1 (low) to 3 (high). These values are 
mapped to the risk probability of the risk matrix in Fig. 6.5 (c) as well as the above-
mentioned risk impact approximation. That is, the higher of the two divisions is 
approximated to the maximum risk probability (risk value ≒ 3), and the lower of the two 
divisions is approximated to the minimum risk probability (risk value ≒ 1). 
6.4.1.3. Approximation of Value of Vulnerability 
The evaluation of vulnerability is defined in references [5-7] as well. It is defined on a 
three-level scale: 3 (high), 2 (medium), and 1 (low). These levels are approximated in 
accordance with the classification of the risk matrix in Fig. 6.5 (d). Here, the four domains 
of the figure are classified into three categories in accordance with the risk probability and 
risk impact as follows. 
 Risk Avoidance: both the risk probability and risk impact are high. This category 
approximately corresponds to the highest risk classification. 
 Risk Transference and Risk Mitigation: either the risk probability or the risk impact is 
high. These categories approximately correspond to the second highest risk 
classification. 
 Risk Acceptance: both the risk probability and risk impact are low. This category 
approximately corresponds to the lowest risk classification. 
In the above-mentioned classification, risk avoidance cases are approximated to 3 (high), 
risk transference and risk mitigation cases to 2 (medium), and risk acceptance cases to 1 
(low). 
As mentioned above, the asset value, threat value, and value of vulnerability with (6.1) is 
approximated, as shown in Fig. 6.5 (d). Accordingly, (6.1) is approximated as (6.2) below. 
In addition, the approximate value of each parameter of (6.2) becomes as shown in Tables 
6.4 and 6.5. 
 Risk value = value of risk impact * value of risk probability * value of vulnerability.  (6.2) 
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Table 6.4. Approximate value of risk impact and risk probability of (6.2). 
 Risk Impact Risk Probability 
High 5 3 
Low 1 1 
 
Table 6.5. Approximate value of vulnerability of (6.2). 
 Vulnerability 
Risk Avoidance 3 
Risk Transference 2 
Risk Mitigation 2 
Risk Acceptance 1 
 
6.4.2. Calculation of Risk Value 
The risk values before applying countermeasures against risks are calculated using  
Eq. (6.2) and shown in Table 6.6. 
Next, the risk values after applying the countermeasures shown in Table 6.2 were 
calculated. Table 6.7 (After Countermeasures) shows the resulting risk values when 
performing the countermeasures.  
Here, supposing an ideal case, vulnerability was assumed to be 0 as a result of using the 
proposed countermeasures. Moreover, supposing an actual case, these countermeasures 
are not always perfect. Thus, the vulnerability of an actual case is approximated to 1 (the 
minimum level). 
Table 6.8 summarizes the results shown in Tables 6.6 and 6.7.  
6.4.3. Discussion 
As shown in Table 6.8, it turned out that the risk reduction rate when the countermeasures 
were taken was about 56 percent. These results also show that a detailed numerical 
expression can treat a risk more specifically by quantifying it and the prospective 
countermeasure. For example, on the basis of this result, it can be expected that the 
management layer will also review the risk countermeasures of hybrid cloud computing 
more specifically. 
As an aside, as shown in Table 6.7, it is assumed that the vulnerability value after a 
countermeasure against a risk is 1 (low). Originally, from the viewpoint of an ideal result, 
the vulnerability value after a countermeasure should be 0. Therefore, this evaluation 
means not an ideal condition but a real-world situation. 
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However, the problem of cost might also affect these countermeasures. Generally 
speaking, these countermeasures can become expensive because design reinforcement, 
the utilization of multiple public clouds, third-party surveillance, cloud insurance, etc. are 
needed. In the future, we will have to devise a verification considering such cost. 
 
Table 6.6. Risk values before countermeasures. 
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Table 6.7. Risk values after countermeasures. 
  
Table 6.8. Evaluation results: summary of risk values before and after countermeasures. 
 Before countermeasures against risk factors () 
After countermeasures 
against risk factors () 
Total risk value 221 97 
Risk reduction rate 
= (－)/ - 0.56 
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6.5. Conclusion and Future Work 
We are interested in promoting hybrid cloud computing services as a next-generation 
digitized infrastructure by assessing their risks and proposing countermeasures. First, we 
qualitatively analyzed a hybrid cloud computing configuration. We extracted 21 risk 
factors for the configuration comprehensively and proposed countermeasures for these 
factors.  
Next, we performed a quantitative evaluation that used a risk value. It was found that the 
countermeasures could reduce their corresponding risk factors by about 56 %. This result 
means that the effect of these countermeasures can be more specifically evaluated by 
introducing a risk value. 
In the future, we will further improve the countermeasures and verify their cost 
effectiveness. 
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Chapter 7 
The Mathematical Modeling of Road 
Transport in Context of Critical 
Infrastructure Protection 
Jan Mrazek, Lucia Duricova and Martin Hromada1 
7.1. Introduction 
Critical infrastructure has an important role in modern society. Critical infrastructure 
elements are national priorities all over the world. Not only their reliability, safety, 
continuous operation, maintenance, but also their protection is important for each state. 
All sectors of critical infrastructure are interconnected through links. When an emergency 
occurs in one sector, there is a disruption or limitation of its functionality. This occurrence 
can even cause a paralyzing of one or more elements of critical infrastructure.  
Critical infrastructure’s most important sub-sectors include road transport, which is also 
the most vulnerable sector. Currently many major international projects deal with this 
issue, but none of them deals with issues of dynamic modelling of the road transport 
system, which minimizes impacts on society and other critical infrastructure sectors. 
Several categories are included in crisis areas, but the key ones are natural disasters. 
Predicting their course or their duration, or the time of occurrence, is very complicated. 
When comparing with the area of traffic accidents, the possibility of minimizing risks is 
incomparably more demanding.  
On the facts designated as "Review on modeling and simulation of interdependent critical 
infrastructure systems" [17], a fundamental knowledge basis for the delimination of 
dynamic system state space has been created - and is presented in detail in the following 
chapters. 
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Tomas Bata University in Zlin, Faculty of applied informatics 
Nad Stranemi 4511, Zlín, 76001 Czech Republic 
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7.2. Critical Infrastructure 
Critical infrastructure is mostly known as an element or a system whose functional 
degradation leads to a significant impact on national security. National security considers 
the basic needs of the population of a country, its health and economy. 
Individual elements of critical infrastructure have linkages to each other, which guarantee 
the correct functioning of individual elements. These linkages ensure the interdependence 
of its various sectors and elements. 
The elements we call critical infrastructure in particular. These elements are determined 
by the cross-cutting and sector specific criteria, if the element of critical infrastructure part 
of the European Critical Infrastructure. In this case, it is considered as an element of 
European critical infrastructure [14]. 
7.2.1. The Cross-Cutting Criteria 
In order to assess the severity of the impact of disruption to critical infrastructure element, 
we consider the elements from the following perspectives: 
a) Casualties criterion (assessed in terms of the potential number of fatalities or 
injuries);  
b) Economic effects criterion (assessed in terms of the significance of economic loss 
and/or degradation of products or services; including potential environmental 
effects); 
c) Public effects criterion (assessed in terms of the impact on public confidence, 
physical suffering and disruption of daily life; including the loss of essential 
services). 
7.2.2. The Sectoral Criteria 
The sectoral criteria to identify critical infrastructure elements are set by Government 
Decree no. 432/2010 Coll. [14], on criteria for determining the elements of critical 
infrastructure. 
The basic classification of sector specific criteria to identify critical infrastructure 
element are [14]: 
 Energy; 
 Water management; 
 Food and agriculture; 
 Health; 
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 Transport; 
 Communication and information systems; 
 Financial market and currency; 
 Emergency services; 
 Public administration [14]. 
According to the process management, we can examine the results. According to the 
results, we can define the corrective action, which can be implemented into the inputs. 
This whole process of function steps can improve the entire process. This principle was 
used to the proposed solution. According to the inputs, we can identify the points, where 
we need integrate corrective actions. The inputs define to us the points, where we need to 
integrate the corrective actions. According to this principle we know, that we need to 
know the whole process of function each of the buildings and objects. And the last, but 
not least, we are aware, that we need to improve whole process no only one unit. 
7.3. Critical Road Infrastructure 
The individual elements of the critical road infrastructure are important for the state in 
terms of not only passenger and material. Whether it's rail, water, air or road transport. 
The individual elements are also in risks that affect any linkage occurs to the crisis or 
emergency. These situations can impair or limit the functionality of this state. In case of 
limited functionality, there is a disruption of its security. In our case, we focus on the road 
critical infrastructure, which could be described as the most important element in the 
transport [6]. 
The current state of road infrastructure can be analyzed from two perspectives. The first 
view is within road safety. The second view shows us linkage with other elements of 
critical infrastructure.  
Traffic safety is influenced by two inputs. The first entry is homeland security, which is 
aimed at reducing accidents and creating traffic rules. External security expresses anti- 
terrorism, vandalism, the elements etc. 
We can conclude that road transport is the most vulnerable and the most significant 
element of the critical infrastructure. Shows us the risks that may arise during minor traffic 
accidents. 
When looking at Fig. 7.1, we can see that the riskiest places in the Czech Republic are the 
main arteries of motorways and Class I roads. The biggest risk for the Czech Republic is 
without any doubt the D1 motorway. Looking at Fig. 7.1. It is possible to draw attention 
to the utilization of major roads that is overloaded by a large number of vehicles not only 
personal but also from the reason to save the finances of the carriers to the toll. This issue 
would deserve its own article. 
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Fig. 7.1. Intensity of Transport in Czech Republic 2015 [13]. 
7.4. Mathematical Models of Road Transport 
The goal of mathematical modeling in road transport is what the most trusted model 
vehicle movements and their interaction in traffic. One of the criteria is the failure of 
random factors and variables. These models can then be divided into stochastic and 
deterministic. The difference between these two models is substantial. Stochastic models 
operate with the probability of certain events and take into account the random effects, 
while deterministic models with random effects are not counted. Deterministic model is 
act upon strict mathematical, statistical and logical relationships. These relations 
predetermine the behavior [9, 10]. 
A very important role in modeling road transport is the request for range of investigated 
network. This fact is closely related to the requirement for input data. When modeling 
large transport networks, we can generalize some detail or possibly neglected. For small 
transport networks, it cannot be afforded such a procedure, it is necessary to give weight 
to each transport movement. In this model we divide the macroscopic and microscopic or 
their combination. When you merge macroscopic and microscopic models, there is a new 
model that we call mesoscopic. With this model it is possible to meet only rarely. [9, 10]. 
The next table defines the parameters, which have to be defined in the dynamic part of the 
assessment. In our solution, the proposed tool don't examine the features of the building 
in the continuous process. The dynamic solution is based on the linkages between outside 
and inside. The features of the soft targets cannot be monitored without delay, or not all 
features cannot be monitored without delay. We can monitor the situation in the object 
immediately, but not features. One of the features is how the object controls the situation 
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in the object. According to the methodical principle, we can define the interval for the 
repeated assessment. 
7.4.1. Macroscopic Model 
The most commonly are used to simulate large-scale communication networks. These 
models are mainly used for prognostic purposes. 
 ݍ ൌ ݒ ൈ ݇, (7.1) 
where q is the intensity of transmission services [ks∙h-1], v is the current speed of vehicle 
[km∙h-1], k is the density of vehicles in the stream [ks∙km-1]. 
Greenshields model is among the simplest and oldest linear model. It is based on 
measuring the speed and intensity when the help of these data we can calculate the density. 
Fundamental assumption is the linear dependency of velocity on the density. The 
following formula expresses this dependency [5]: 
 ݒሺ݇ሻ ൌ ݒ௠௔௫ ൈ ቀ1 െ ௞௞೘ೌೣቁ, (7.2) 
where vmax is the maximum speed [km∙h-1]; kmax is the density congestion [ks∙km-1]. 
In areas with a low density, this model acts as unrealistic. This behavior is caused by 
insufficient speed and density is then symmetric parabolic dependence on the density of 
intensity. At lower densities, it leads to maximum intensity. 
7.4.2. Macroscopic Model 
They are based on modeling of individual vehicles driving along the road when there is a 
consideration as the communication parameters and the vehicle and the driver behavior. 
During a traffic simulation, we meet mostly these models. 
Input parameters are achieved vehicles vehicle speed, engine power, size, acceleration and 
deceleration. Other essential parameters for input features are network users and their 
interaction. The input data are never accurate, mainly due to the uniqueness of each 
participant and the vehicle. The determination of acceleration depending on the 
environmental conditions is essential. Generally, we can express the acceleration in 
microscopic models as follows: 
 ܽ ൌ ݂ሺݒ, ∆ݒ, ∆ݔሻ, (7.3) 
where a is the acceleration [m∙s-2]; v is the speed [m∙s-1]; ∆v is the relative speed relative 
to the preceding vehicle [m∙s-1]; ∆x is the distance from the preceding vehicle [m]. 
Consequently, the examination of the traffic flow, we filter out two basic ways of 
influencing the vehicle between them. The first approach is developed based on 
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observance of a safe distance between vehicles, and when changing the speed of the 
vehicle prior. The second approach is based on the distance between vehicles [12, 4]. 
The specific and direct relationships between these traffic flow status variables are the 
subject of long-term systematic research and thus cannot currently be described as 
universally valid (see Fig. 7.2). 
 
Fig. 7.2. Basic diagrams comparing macroscopic models [16]. 
The oldest, and simplest, macroscopic model is Greenshields´ Linear Model - based on 
the relationship between speed and intensity, and which also allows one to calculate jam 
density. [15] 
Weidman’s model – The model is a reaction of the driver, which is carried out at a 
certain distance and the difference in speed between the vehicles. This difference 
estimated driver only relatively. Using the model, we are looking threshold level drivers 
that are running in its decisions. These limits are divided into four categories: 
 Free movement; 
 Approximation; 
 Monitor; 
 Emergency braking. 
These four categories are shown in Fig. 7.3, which you can see below. 
In the free movement, the drivers try to or do reach maximum speed. In cases where an 
increase of density on the road is, there occurs a state where the vehicle is traveling at a 
higher speed than the preceding vehicle for this vehicle approaching. Once there is the 
approaching to the vehicle prior to the vehicle driver tries to adjust not only the speed of 
the preceding vehicle but also it’ driving style. This leads to copying of previous vehicle, 
not only in terms of speed but also in view of maintaining a constant distance between 
vehicles. At this point, the most important element is the reaction time of the driver, 
which can lead to two different states. The first condition can be described as the best 
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possible, and that is the driver can react quickly and reduce the existing distance 
between vehicles. The second condition leads to a bad reaction that could cause a 
collision. 
 
Fig. 7.3. Wiedemann Model [11]. 
Gipps model – This model can be also known as non- crash. It is based on the speed 
limit, when as the result of this action is no crash. This model was the first realistic 
model. The positive aspect is its ability to reproduce the characteristics of real traffic flow 
without necessity introducing parameters. These properties are not related to the driver. 
The driver is limited to maximum accelerations and decelerations that are in full speed 
distance between vehicles and the relative speed. Therefore, the vehicle will never exceed 
the maximum speed and acceleration should in the free flow of traffic drop to zero. Based 
on the vehicle speed in the traffic flow calibration has been experimental data expressed 
by the following formula: 
 ݒ௡ሺݐ ൅ ߬ሻ ൑ ݒ௡ሺݐሻ ൅ 2.5ܽ௡߬ ൈ ሺ1 െ ௩೙ሺ௧ሻ௏೙ ሻ ൈ ටሺ0.025 ൅
௩೙ሺ௧ሻ
௏೙ , (7.4) 
where an is the maximum vehicle acceleration [m∙s-2], τ is the reaction time of the driver 
[s], Vn is the target vehicle speed corresponding free traffic without restrictions [m∙s-1], 
vn(t) is the vehicle speed at time t[m∙s-1] [11]. 
IDM model – The biggest advantage of the above-mentioned model is the number of 
input parameters. These source parameters are intuitive character. From this perspective, 
it saves a great deal of time because they do not have to work on long analysis to obtain 
the input data. The basic equation of this model is expressed dependence acceleration: 
 ܽ௜ሺݏ௜, ݒ௜, ∆ݒ௜ሻ ൌ ܽ௜଴ሾ1 െ ሺ ௩௩೔బሻ
ఋ െ ሺ௦೚೛೟ሺ௩೔,∆௩೔௦೔ ሻ
ଶሿ,  (7.5) 
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where ai is the acceleration of the vehicle [m∙s-2], ai0 is the comfortable acceleration  
[m∙s-2], vi0 is the target vehicle speed [m∙s-1], v is the vehicle speed [m∙s-1], sopt is the 
optimum distance vehicles [m], si is the immediate distance from the preceding vehicle 
[m], δ is the acceleration factor of realism of the reference vehicle [11]. 
Usefulness of the models has in every sector its pros and cons. In the community of 
mathematicians and physicists, dealing with this issue it has become the most 
recognized IDM model also termed as "Intelligent Driver Model". Gipps and Wiedemann 
models and are most prevalent in simulation software [7, 8]. 
7.5. The Use of Dynamic Modeling of the Impacts of Road Transport 
Macroscopic and microscopic models have their uses for modeling in road transport. The 
output element of these models is the evaluation of vehicle movement and their interaction 
in the road. We can say that it is modern approaches. On this basis, we developed a group 
of authors on the subject of dynamic system modeling in road transport. This system is 
based on a deterministic approach. The basis of this system is the analysis section where 
it disposes critical element and detour routes based on the macroscopic model. The brain 
of the system is the algorithm that evaluates the performance parameters of the sections, 
the degree of intensity transmittance pass routes in the transport and effects of operating 
parameters on alternate roads. 
In the Fig. 7.4 below we can see the progress of the algorithm for dynamic system 
modeling the impact of road transport. 
The whole process takes five steps, which are further divided into three sectors. The first 
sector is the identification that takes place in steps one and three. Another sector is the 
analysis that takes place in the second and the fourth step. The last sector is the evaluation 
that is dealt with in the last step, the fifth step. 
After an evaluation, this process does not end due to a proper control. After the evaluation, 
there is the fourth step, so called Controls, which is shown in Fig. 7.4. Here we go back 
to step two and perform this analysis along with step four. Last of all, we evaluate the 
process.  
Now we will get acquainted with the individual steps and take a closer look at each of 
them:  
Step 1. Identifying critical element in road infrastructure - In case of rejection of a critical 
element of road transport is the first step no doubt his identification. The identification is 
based on a directive of the European Union, which leads to their identification and 
subsequent designation by sectoral and cross-cutting criteria. To be able to fulfil the 
cross- cutting criteria, you need to model the results of the impact that these values be 
able to compare the values of crosscutting. This hypothesis is the initial step due to 
confirm or refute criticism. 
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Fig. 7.4. Algorithm of Dynamic Modeling of the Impacts of Road Transport [1]. 
Subsequently, these operational parameters need to be determined for the whole route on 
which this critical element is located. For better demonstration of the system: this route - 
located between Points A and B, will be marked as Route Z (see Fig. 7.5). 
 
Fig. 7.5. Graphic depiction of the route with identified critical element. 
Step 2. Determination of critical element functional parameters in a normal state - After 
identifying follows assessment of functional parameters critical element in a normal state. 
This means that a certain intensity and traffic throughput as the latest phase in this step 
set these parameters along the entire route, where this is a critical element. 
Step 3. Finding detour routes and critical sections of these routes - At a time when there 
is loss of a critical element we need to be prepared for alternative roundabout routes. 
Certainly, we should not forget the possible risk sections also on alternative routes so 
that we are ready for the emergence of other events. 
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Step 4. Determine the degree of intensity throughput traffic on the detour routs. 
Determination of functional parameters should be done not only on the main road but 
also on alternative routes. We can see this situation in Fig. 7.6. Functional parameters 
means to determine the intensity of transmission traffic across alternative route. 
 
Fig. 7.6. Graphic depiction of detour roads divided into given segments. 
Route X consists of several sections, with different permeability intensities (X1, X2… Xn), 
which are the key to the calculation of Route X´s intensity (qx) and are the arithmetical 
average of the permeability intensities of the given sections (Formula 7.6): 
 ݍ௑ ൌ ∑ ௤೉೔
೙೔సభ
௡ . (7.6) 
Route Y consists of several sections, with different permeability intensities (Y1, Y2… Yn), 
which are the key to the calculation of Route Y´s traffic intensity (qy), which is the 
arithmetical average of the permeability intensities of the given sections (Formula 7.7): 
 ݍ௒ ൌ ∑ ௤ೊ೔
೙೔సభ
௡ . (7.7) 
Now, it is possible to continue with the determination of the degradation level (i.e. the 
percentage decline) of traffic permeability intensity on the detour roads - in comparison 
with the original Route Z. The degradation level of traffic permeability intensity (d) for 
Route X is calculated according to Formula (7.8) and for Route Y according to Formula 
(7.9): 
 ݀௑ ൌ ௤ೋି௤೉௤ೋ , (7.8) 
 
 ݀௒ ൌ ௤ೋି௤ೊ௤ೋ . (7.9) 
Chapter 7. The Mathematical Modeling of Road Transport in Context of Critical Infrastructure Protection 
197 
Step 5. Determination of the impact on functional parameters on alternate roads. Finally, 
to represent a number of casualties and economic loss. The final statement gives 
additional operating costs and we lost gross domestic product (GDP). 
The length of the routes can easily be obtained from maps; however, the time needs to be 
defined in relation to the density and permeability intensity of the given routes. Therefore, 
it is sufficient to use for the calculation of the permeability intensity and - by its alteration, 
to obtain information about the time needed to drive through the given routes: 
 ݍ ൌ ݒ ∙ ݇ ൌ ௦∙௞௧ 	→ ݐ ൌ
௦∙௞
௤ , (7.10) 
where q is the traffic permeability intensity [pcs∙h-1], v is the vehicle speed in flow  
[km∙h-1], k is the vehicle density in flow [pcs∙km-1], s is the length of the evaluated route 
[km], t is the time needed to drive through the given route [h]. 
Afterwards, the economic loss due to operational costs caused by taking detour Route X 
as a consequence of the dysfunctionality of Route Z can be calculated (Formula 7.11): 
 ܧை஼ሺ௑ሻ ൌ ሺݏ௑ െ ݏ௓ሻ ∙ ݍ௓ ∙ ݁ை஼, (7.11) 
where EOC(X) is the economic loss due to operational costs caused by taking detour Route 
X as a consequence of the disfunctionality of Route Z [$∙h-1], sX is the detour Route X 
length [km], sZ is the original Route Z length [km], qZ is the traffic permeability intensity 
on Route Z [pcs∙h-1], eOC is the operational costs [$∙km-1]. 
The economic loss to GDP caused by taking detour Route X as a consequence of the 
dysfunctionality of Route Z can be calculated using Formula (7.12): 
 ܧீ஽௉ሺ௑ሻ ൌ ሺݐ௑ െ ݐ௓ሻ ∙ ݌ ∙ ݁ீ஽௉, (7.12) 
where EGDP(X) is the economic loss to GDP caused by taking detour Route X as a 
consequence of the dysfunctionality of Route Z [$∙h-1], tX is the time needed to drive 
through Route X [h], tZ is the time needed to drive through the original Route Z [h],  
p is the number of persons being transported [pcs∙h-1], eGDP is the GDP per capita  
[$∙pcs-1]. 
The resulting numbers of affected persons (p) and economic losses (EOC + EGDP) must be 
averaged at a minimum for at least 24 hours afterwards so that they can be compared with 
the numbers determined by the cross-cutting criteria. 
7.6. Conclusion 
Road transport is a very specific sub-sector of critical infrastructure. It belongs among its 
important parts and its disruption or failure can have a serious impact on other sectors 
dependent on transport. As a result, there is an increase in the negative impact on society, 
not only in terms of safety.  
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In transport, that is as an element of critical infrastructure, is decisive to minimize risks 
but also to respond to emergencies.  
One of the suitable solutions can be a dynamic modelling based on the impact of road 
transport as described in the article. The system was created using existing model 
simulation in transport, especially in cross-sectional criteria.  
The benefit of this article is the objective selection of preventive measures to minimize 
the impact of threats to selected critical infrastructure sub-sectors. Especially in terms of 
safety, security and crisis preparedness.  
Based on dynamic modelling by assessing the critical infrastructure of this model, the 
procedure will be progressively modified so that a list of critical road and rail 
infrastructure can be identified. The model also allows the modelling of the individual 
parts' defects and their impact on the surroundings. 
The model further suggests safety measures of technical supervision. The outputs will 
serve as a basis for identifying elements of critical road transport infrastructure and for 
developing of modelling methodology. 
The dynamic impact modeling is not only suitable for the analysis of impacts spread over 
sectors combined with a passage of time; but also - for a better understanding the 
functioning of road transport systems. 
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Chapter 8 
The Assessment of the Soft Targets 
Lucia Duricova and Martin Hromada1 
8.1. Introduction 
The soft targets and crowded places are closely related to a risk of the attacks. Soft targets 
are specified as the objects with a large number of the visitors in a closed place at the same 
time; for example, the buildings, which do not have integrated the special security and 
safety measures into the management of the processes. The special secure and safe 
measures are the measures, which react to the process of an incident. These soft targets 
can be divided into two groups. The first group includes the buildings and the second 
group includes the events; both groups can be called as a soft target. For example, cinemas, 
schools, universities, shopping center, football match and other buildings could be 
identified as such [1, 10]. 
These objects do not currently integrate the special secure measures into the management 
of the processes. It is linked to a lack of special law's requirements. Currently, the law 
manages Occupational Health and Safety and Fire Protection in Czech and Slovak 
Republic. However, the system security is not required by statute. In other groups of the 
objects (critical infrastructure) the state (The Czech Republic, The Slovak Republic, and 
others) directs the security in these kinds of the objects by the law's requirements. In the 
commercial objects (the production companies), the situation is a little bit different. The 
commercial objects are managed by the owners and by the customer requirements. For 
example, this kind of companies needs to integrate ISO management into the processes. 
ISO management can be the tool for achieving the higher level of the security in the 
companies [3]. 
This analytical software was proposed to an evaluation of the object, which could help to 
define the numerical parameters as a risk, a probability and so on. Currently, these objects 
are evaluated by the analytical methods or some analytical tools, which are focused on 
specified problems. For example the environment issues, the simulation of the leakage of 
dangerous substances, and others. Each of them has some advantages and some 
                                                     
Lucia Duricova 
Tomas Bata University in Zlin, Faculty of applied informatics 
Nad Stranemi 4511, Zlín, 76001 Czech Republic 
Advances in Networks, Security and Communications: Reviews, Vol. 1 
 202
disadvantages. This proposed analytical tool is more general as the tools, which work 
separately. However, it caused that the proposed solution can be more applicable. The 
parameters of this tool represent a situation in an object by a numerical value. The 
evaluation is based on the multi-criteria solving. The next analytical step is a comparison, 
which compares the object's coefficient with the incident's coefficient. The analytical 
solution is a part of the proposed software solution.  This paper defines the primary basis 
of the software tool.  
According to ISO/IEC 31010 the relevant terms and definitions are defined: 
 RISK is an effect of uncertainty on objectives. 
 RISK MANAGEMENT- is coordinated activities to direct and control an organization 
with regard to risk. 
 RISK ASSESSMENT is an overall process of risk identification, risk analysis, and risk 
evaluation. Risk identification is the process of finding, recognizing and describing 
risks. Risk identification involves identifying risk sources, events, their causes and 
their potential consequences. Risk identification can involve expert opinions and 
stakeholder’s needs. 
 RISK SOURCE is an element which alone or in combination has the intrinsic potential 
to give rise to risk.  
 EVENT is occurrence or change of a particular set of circumstances.  
 LIKELIHOOD is a chance of something happening.  
 RISK CRITERIA – terms of reference against which the significance of a risk is 
evaluated. 
 RISK EVALUATION is the process of comparing the results of risk analysis with risk 
criteria to determine whether the risk and/or its magnitude is acceptable or tolerable.  
 RISK TREATMENT is the process to modify risk [8]. 
Also, we can choose more definitions of risk and other terms. We chose the definitions 
according to ISO/IEC 31010 because these terms are applied in a whole range of the 
commercial objects. However, if we define risk in the safety processes, we should use the 
definition according to British Standard OHSAS 18001:2007 (Occupational Health and 
Safety). International Standardization Organization is respected worldwide. 
The current situation reflects the requirements of security and safety in these kinds of 
objects. The commercial organizations apply ISO standardization into the management 
processes. This standardization they apply because the certification represents the quality 
of their products and services.  We can conclude, that these standards are applicable to 
practice and therefore we need to apply this approach to the proposal of the solving.  
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Furthermore, the proposed solution should be applicable and useful in the commercial 
organizations. The secure and safe requirements are divided into a lot of groups. The main 
is a security of the building, a safety of visitors and employees, security of information 
technologies and the security of the processes. In many states in the world, law's 
requirements of these objects (soft targets) are divided into two groups. Fire Safety and 
Occupational Health and Safety requirements. However, according to the mentioned 
standards the organizations ensure the safe situation in other categories of security. For 
example ISO/ IEC 27001- Information security management systems.  
We propose the software, which main aim is the analysis of the object, the analysis of an 
incident and finally to propose the efficient solutions. These solutions can support the 
decision making processes in case of the incidents. On the other hand, this software can 
be used to the definition of preventive actions in the building.  
Along with standards, the analytical methods was used in the software. The proposed 
analytical part analyses the object according to more analytical methods, and we chose 
them according to a usability in practical using. For example: Failure Mode and Effect 
Analysis (FMEA), Failure tree analysis (FTA) and analysis according to risk criteria. 
8.2. Methodology of the Solving 
We can say, that whole methodology is supported by a whole range of the standards, as 
we wrote in the first part of this chapter. Besides that, we used the principal of PDCA 
model, which is used in the whole range of standards too. We used ISO 3100, ISO/ IEC 
27001, ISO 18001, ISO 14001 and ISO 9001 too. These standards are used in a lot of 
companies around the world and according to this applicability, we can say, that this 
principal is functional. 
8.2.1. Deming’s Circle Methodology 
Deming circle is used in a lot of variety of the standards. The using is certificated 
according to a lot of ISO standard too. In our proposal, we define the PDCA model  
(Fig. 8.1) as one of the main principal, which must be implemented into the management 
and assessment of the security in the object. The process of the evaluation should be 
interactive and based on continuity of the activities.  
The security and safety are two kinds of very familiar themes. Model PDCA can be 
applicate into the whole range of companies, facilities, systems and objects. We can say, 
that this process can ensure the continual improvement. However, if we need to define the 
effective solutions, we need to monitor current states in the objects.  
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Fig. 8.1. The proposed application of PDCA model [8]. 
8.2.2. Processes Management 
We proposed the management of this solution according to the processes management. 
The main reason, why we agree and propose this methodology is, that processes 
management is currently used in a whole range of organizations around the world. The 
main reason is that these processes can be simply described and the main advantage is that 
these processes can be simply managed. The principle of management is described in  
Fig. 8.2.  
We can say, that every process is described according to the inputs. These inputs are 
known as 6M (man, material, machine, mother nature, measurement, methods). The 
process can be defined as sequents of the events, which has defined the exact order. The 
process transforms inputs to the outputs. Outputs are characterized according to the 
requirements to the outputs. We can set the requirements, and we can measure the outputs. 
According to the results of the measurement, we can examine the state of the object or 
system, which is evaluated. 
According to the process management, we can examine the results. According to the 
results, we can define the corrective action, which can be implemented into the inputs. 
This whole process of function steps can improve the entire process. This principle was 
used to the proposed solution. According to the inputs, we can identify the points, where 
we need integrate corrective actions. The inputs define to us the points, where we need to 
integrate the corrective actions. According to this principle we know, that we need to 
know the whole process of function each of the buildings and objects. And the last, but 
not least, we are aware, that we need to improve whole process no only one unit. 
8.2.3. Crisis Escalation 
The process of crisis escalation is based on two types of the principles. The first is a 
preventive part. This part can be called as risk management. The second part is called as 
managing crises. The first part examines the features of the system before incidents. This 
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examination consists of the study the conditions according to the indicators and to measure 
them. According to the measure of the indicators, we can say, how is process establish.  
In Fig. 8.3, we can see the whole process of the crises escalation.  
 
Fig. 8.2. Process approach. 
 
Fig. 8.3. The principle of crisis escalation. 
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In the first phase, we need to define the indicators, which we will monitor. According to 
the results, we need to define the acceptable risk level. This acceptable risk level is crucial 
for the operator in the object and for integrated rescue system too. According to this value, 
we can say, if the preventive action is recommended or its application is required. In  
Fig. 8.2, we can see how we can work with the object's features, and how much influence 
can we have on the buildings. Failure Mode and Effect Analysis is closely related to this 
part of the methodical principle. 
8.2.4. Failure Mode and Effect Analysis 
FMEA is used to estimate severity, occurrence, and detection of a failure mode based on 
expert’s evaluation as well as to establish the priorities of accident cause removal methods 
regarding the risk priority number (RPN), which is the product of these three factors. 
 ܴܲܰ ൌ ܵ݁ݒ݁ݎ݅ݐݕ ∗ ܱܿܿݑݎ݁݊ܿ݁ ∗ ܦ݁ݐ݁ܿݐ݅݋݊. (8.1) 
The main advantage, why this analysis is well for this proposed solution is that this 
analysis needs to define an acceptable level of RPN. That means, we need to set the level 
of RPN, which can tell us, if we need to determine the corrective actions or not. In the 
next table, we can see the ways, which can be used. 
In Table 8.1, we can see the proposed FMEA worksheet for our solution. We define the 
acceptable level of RPN to the value of 150.  
Table 8.1. The proposal of the FMEA worksheet.  
New number of problem OK 
RPN 126 
D 3 
S 7 
O 6 
Permanent corrective action WHO WHAT DEADLINE 
CAUSE Handling with open fire 
Immediate corrective action Extinguishers in each room 
RPN 216 
D 4 
S 9 
O 6 
Process 2 
Problem Fire 
Number 1.1 
 
Many organization and companies define this value as crucial according to the 
examination whole range of values. In the next part of the research, we can change this 
value according to the results of the research. A crucial fact is that we need to identify the 
definition of the each parameter (Occurrence, Severity, and Detection). According to this 
definition, we can calculate the each of these parameters with a similar process. The 
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immediate and permanent corrective actions are actions which are defined as preventive 
solutions. However, the main difference between them is, that immediate corrective action 
is effective only limited time. On the other hand, the permanent corrective action is 
applied to the point of the causes. The permanent corrective action can increase the 
probability of occurrence of the undesired events in the next period (future) [8]. 
8.3. The Proposed Static Assessment 
The proposed software is divided into three parts. The first part analyses the current 
conditions and the state of the object. After that, the system can derive the parameters, 
which define the secure and safe state in the object. These objects are categorized into the 
groups, which will be implemented into the general analysis.  
The categorization has an impact on an evaluation of the object in a static part of the 
software.  According to the category and the localization, an operator can determine the 
general secure coefficient of the object. The conditions and features of the object can 
influence the probability of the risk state. These conditions are found out in the first static 
analysis. We can identify these object's conditions or features by the analysis; for example: 
by the static part of the analysis. Firstly, the object must be evaluated, and then the object 
can be included in the main assessment.  
The proposed assessment is based on the evaluated criteria, which are assessed in the 
range between 0 and 10. These criteria examine the whole range of capabilities of the 
object. Each of these objects is characterized according to the inputs parameters, which 
were described in previous part [3]. 
In Fig. 8.4 can be seen two parts of the assessment. The first is general and the second is 
a specific part of the assessment. This general part is based on the quick evaluation 
process, which can examine the general information. According to the general 
information, we can say the general statement. The general statement defines the general 
coefficient of security. This type of the assessment is not so specific, and an operator can 
not say, where we need integrate the preventive actions. On the other hand, an operator 
can immediately tell, in which category of threatening is his object. 
As you can see in Fig. 8.5, the object is defined by the primary input’s parameters in the 
first step – general assessment. According to this parameters we can assign the basic 
parameters to the objects. These parameters are general and described in the Table 8.2. 
Table 8.2. The definition of the object’s criteria [3]. 
OBJECT 
Coefficient of the locality 
Coefficient of the category 
Capacity 
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Fig. 8.4. The process of the static assessment. 
 
Fig. 8.5. The general information about object. 
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The criteria of the capacity can have a significant impact on the assessment of the object. 
In the plan of the proposed solution, we want to define the dependency between 
criminality and capacity of the object. We suggested that this dependency can be 
represented by the coefficient of the capacity (CC). This coefficient can increase the 
security situation in dependence on the capacity. 
 ܥ௅ ൌ ௌ಼ವ௉ೀ ൈ ܭܭܦ, (8.2) 
where CL is the coefficient of the locality, SKD is the statistic part of criminality according 
to the kind, and KKD is the coefficient criminality according to kind. 
 ܭ௄ ൌ ∑ ஼஺௅೔
೙೔సభ
௡ , (8.3) 
where KK is the coefficient of the category, CALi is the coefficient of the whole security 
of i-element. 
According to these input data, we can identify the primary general coefficient of the object 
or building. The general coefficient can define the general state of the security in the 
building. According to this general state, we can not say, what we need to do or which 
corrective action we need to integrate into the process. However, according to this general 
coefficient, we can identify the primary risks, which can threaten the building or object.  
The second kind of the analysis is more specifically. The specific analysis is based on the 
evaluation according to the criteria. These criteria can be divided into three groups 
according to the aim of the properties. The crucial factor can define according to the risk. 
That means each of this security coefficients can be changed according to the analyzed 
risk.  
Table 8.3. Three types of the analysis [3]. 
Exterior Interior Process 
Exterior analysis Interior analysis Analysis of the processes 
Examine the surrounding of 
the building 
Examine the aim and 
function of the interior 
settings 
Examine the processes of the 
function – aimed at security 
 
In the Table 8.3 we can see the three kinds of the analysis, which are based on the static 
assessment. That means the system calculate only static coefficients, no dynamic in the 
time.  
8.4. The Proposed Dynamic Assessment 
The dynamic assessment is based on the static analytical tool. This part of the software 
tool examines the process of the improvement of the object's security according to the 
outside effects. We can say, that outside effects can have the significant impact on the 
security situation in the object. This effect can be caused by the higher number of the 
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visitors per day, with the higher population in the close area and with the higher unsecured 
and dangerous situation in the narrow area.  
The Table 8.4 defines the parameters, which have to be defined in the dynamic part of the 
assessment. In our solution, the proposed tool don't examine the features of the building 
in the continuous process.  The dynamic solution is based on the linkages between outside 
and inside. The features of the soft targets can not be monitored without delay, or not all 
features can not be monitored without delay. We can monitor the situation in the object 
without delay, but not features. One of the features is, how the object controls the situation 
in the object. According to the methodical principle, we can define the interval for the 
repeated assessment. 
Table 8.4. The dynamic part of the tool. 
Calendar 
FROM - TO 
Type of the 
events 
Area of the 
localization 
Coefficient of the 
impact 
Date of the events. Which category of event is it? 
Identification the place, 
where the vent is and 
the radius of the event. 
How is value of the 
impact to the other soft 
targets? 
 
According to Table 8.4, we need to define the category of the events. These events can be 
categorized according to the features (for who are defined, how is a security risk of the 
event, which types of incidents can occurrences). For example, we can say, that football 
match can be defined as a sporting event. On the other hand, the Olympic game has a 
different type of threats as the football match. 
This dynamic part can be used to Police and integrated rescue system too. Police can plan 
the events, and can simply see how can the event threats other groups of buildings or soft 
targets. 
8.5. The Proposal of the Preventive Actions 
In the next part of the paper, we identify where is the main linkage between the assessment 
of the features of the building and the proposal of the corrective actions. The preventive 
action can be proposed as the sequents of actions, which are proposed for the maximum 
effectivity. This proposal utilizes FMEA and in the next part can be used Fault Tree 
Analysis (FTA) too. This two parts of analyses are organized in preventive part of the 
proposal.  
In Fig. 8.6, can be seen the whole process of the proposed tool. In this figure, we can see 
each of the parts of the tool. The first part is the assessment, which is based on the 
evaluation of the features of the buildings. The second part is the dynamic part, which can 
use the time coefficients and time linkages according to the calendar's data. In the last 
part, the tool can support the decision-making process and define the corrective action 
into the buildings. Each of this date needs to use the localization according to maps or 
geographical background.  
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Fig. 8.6. The whole process of the evaluation the proposed tool. 
In Fig. 8.7, can be seen, the process of the application of the preventive actions to the 
buildings. We can see the main linkage between the answer to the question (criteria) and 
the proposed solution. According to the types of the current security solution, we can 
define the proposed corrective actions, and how an operator can achieve the higher secure 
situation in the object.  
8.6. Conclusions 
Effective protection is not only about definition the corrective action, but also we need to 
define the linkages between these measures and examine the influences between them. 
The proposed solution is aimed to the evaluation the features of the buildings. According 
to the specification of the criteria, the software tool can support preventive solution in the 
building. We are aware that this system must be examined with case studies and according 
to the results we can say if this proposal is well proposed. However, criteria are defined 
for the operator and simultaneously very specific for the system. The system needs to 
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know the expert’s statements and according to them can evaluate the current state of the 
object. 
 
Fig. 8.7. The relationship between criteria and preventive action. 
The next part of the research will be focused on the definition the security coefficient for 
the locality in the Czech Republic. According to the coefficients of locality, we can start 
with the part of the confirmation the proposed tool in the practical using. In this phase, we 
confirmed this tool only in one city, because we didn’t have this part of the proposal. We 
can say, if each of the examined objects is in the same city than the coefficient of locality 
is negligible. 
We apply into this tool the currently used approaches and methods, what can have the 
significant impact to the effectivity of the proposed preventive action. We used process 
management, FMEA analysis, and crisis escalation and so on. These methods are now 
used in the whole range of organization, and this fact can influence the practical uses in 
commercial business. In the end, this tool is proposed for these types of the organizations. 
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Chapter 9 
Performance Analysis of Quadrature 
Amplitude Modulation Schemes in Amplify-
and-Forward Relay Networks over Rayleigh 
Fading Channels 
Nagendra Kumar, Vimal Bhatia and Dharmendra Dixit1 
9.1. Introduction 
In recent years, there has been a lot of interest in cooperative communication systems 
since it provides high data rate, enhanced transmission reliability, enlarged system 
capacity, extended network coverage and improved quality of service in wireless 
communication systems. The basic idea about cooperative communication is discussed in 
details in [1-3]. Relaying schemes has been recognized in the standardization process of 
next-generation mobile broadband communication systems such as third generation 
partnership project (3GPP) long-term evolution (LTE)-Advanced, IEEE 802.16j and 
IEEE 802.16m [4]. The main objective behind use of the relaying scheme is to assign a 
dedicated relay between source and destination to provide reliable communication. There 
are two most common relaying schemes such as amplify-and-forward (AF) and decode-
and-forward (DF) which are broadly used at relay node. In the DF relaying scheme, 
source's transmitted signal is first decoded and then re-encoded at the relays. After re-
encoding, the received signal is sent towards the destination. DF scheme is generally used 
to provide better performance; however, complexity at the relay node is increased 
considerably. Details of the DF scheme are given in [5-8]. In AF relaying, the source's 
transmitted signal is amplified at the relay and then this amplified signal is retransmitted 
to the destination. The AF relaying scheme is preferred than DF because of low 
complexity and simplicity in implementation, and it also provides longer battery life than 
other schemes. Detailed study about AF is given in [9-11].  
The AF relaying scheme can further be classified on the availability of channel state 
information (CSI) as: - 1) fixed-gain AF relaying and 2) variable-gain AF relaying. Fixed-
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gain AF relaying requires partial CSI and is more attractive from the practical 
implementation perspective due to its lower complexity. However, variable-gain AF 
relaying requires full CSI which amplifies the received signal using the instantaneous CSI 
of the previous hop. Variable-gain is a higher complexity scheme, but gives the 
performance advantages over fixed-gain AF relaying. The details about fixed and 
variable-gain AF schemes are given in [12]. Since variable-gain provides better 
performance, the scope of the work is limited to variable-gain AF relaying. At the receiver 
multiple copies of the signal are combined using diversity combining scheme to achieve 
better signal quality, reduced transmission power, better coverage and higher capacity. 
Various diversity combining schemes are available in the literature such as maximal ratio 
combining (MRC), selection combining (SC) etc., which are used to improve reliability 
and strength of the links at the destination. Conventional MRC is optimum combining 
scheme which combines all the signals coming from the different links at the destination 
and maximizes the end-to-end SNR [13, 14]. However, SC is very attractive which is 
considered as the least complex scheme among others and has ability to maintain the full 
diversity order without utilizing full amount of required resources [11, 15, 16]. 
On the other hand, quadrature amplitude modulation (QAM) is considered as promising 
modulation scheme to be used in high-rate data transmission over wireless communication 
links. The family of QAM schemes such as square QAM (SQAM), rectangular QAM 
(RQAM) and cross QAM (XQAM) is preferred modulation schemes in digital 
communication systems due to their high efficiency in power and bandwidth. RQAM is 
also known as generic modulation scheme which includes SQAM, binary phase-shift 
keying (BPSK), orthogonal binary frequency-shift keying, quadrature phase-shift keying 
(QPSK) and multilevel amplitude-shift keying as special cases [17]. RQAM is preferred 
due to its practicality and bandwidth efficiency in wireless communication systems and is 
frequently used to implement rate-adaptive transmission strategies designated to cope 
with the needs of current and future multimedia wireless applications [18]. Further, 
XQAM is considered as an optimal QAM constellation for transmission of odd number 
of bits per symbol as it has low peak and average power than RQAM [19, 20]. The 
practical applications of XQAM with constellation from 5 bits to 15 bits have been used 
in asymmetric digital subscriber lines (ADSL) and very high speed digital subscriber lines 
(VDSL). The 32 and 128-XQAMs are adopted in digital video broadcasting-cable (DVB-
C) [21]. Recently, XQAM has been found to be useful in blind equalization [22] and 
adaptive modulation schemes wherein the constellation size is adjusted depending on the 
channel quality [23, 24]. 
From literature review, many research works have been found on average symbol error 
rate (ASER) performance over several modulation schemes. In [2], a closed-form 
expression of MGF is derived to analyze the outage probability and ASER performance 
over Weibull fading channels for cooperative AF relaying network using BRS scheme. 
The BER performance of several modulation schemes such as M-PSK, M-QAM, etc., for 
multi-hop DF relaying system over log-normal fading channels has been analyzed in [6]. 
In [8], theoretical expressions for average BER, spectral efficiency and outage probability 
have been investigated in DF relaying system using M-ary QAM scheme. In [10], 
theoretical analysis of outage probability and symbol error rate (SER) have been derived 
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using fixed-gain AF relaying with orthogonal space time block code over Nakagami-m 
fading channels. Closed-form expression of outage probability and bit error rate (BER) 
expression for BPSK have been derived using MRC scheme in [14]. The closed-form 
expressions for the exact SEP and BEP for XQAM over i.n.i.d. generalized $\eta-\mu$ 
channels with MRC diversity scheme have been derived in [21]. Theoretical expression 
of exact symbol error probability (SEP) for XQAM over AWGN channel and different 
fading channels are derived in [25]. In [26], the exact expression of SEP for arbitrary 
XQAM over Rayleigh flat fading channel has been derived in terms of elemental function. 
In [27], exact average SEP expression of XQAM signal for multi-branch MRC receiver 
is derived over independent but not necessarily identically distributed (i.n.i.d.) fading 
channels including Rayleigh, Nakagami-m, Nakagami-n (Rice) and Nakagami-q (Hoyt) 
channels. Analytical expressions for probability density function (PDF), cumulative 
density function (CDF), MGF, and ASER performance for SQAM with BRS scheme for 
AF cooperative communication network with $N$ relays and a direct link over Rayleigh 
fading channels are presented in [28]. The work of [28] is extended in [29] to analyze 
ASER performance for RQAM with BRS scheme using MGF approach. 
In this chapter, the lower-bound expressions of ASER are derived by using MGF-based 
approach in variable-gain AF dual-hop cooperative relaying network with N relays and a 
direct link over Rayleigh fading channels for M-ary RQAM and M-ary XQAM using 
MRC scheme. Further, the lower-bound expression of ASER for M-ary XQAM using 
BRS scheme is also derived. Although, there has been lot of research on performance 
analysis over Rayleigh fading channel, however, the important aspects covered in this 
work are so far not considered in the literature.  
Rest of the chapter is structured as follows. Section 9.2 describes the system model. 
Derivation of ASER expressions for ASER is presented in Section 9.3. Numerical and 
simulation results are presented in Section 9.4. Section 9.5 concludes the overall work. 
9.2. System Model 
This section provides description of system model in which we consider a cooperative AF 
dual-hop relaying network with N relays, one source and one destination as shown in  
Fig. 9.1. The source node ‘S’ communicates with a destination node ‘D’ through a direct 
link represented as ܵ → ܦ  and N indirect links represented as ܵ → ܴ௜ → ܦ  where  ܴ௜ሺ݅ ൌ 1, 2, 3, … , ܰሻ  represent the relay nodes, over independent and identically distributed (i.i.d.) Rayleigh fading channels. All the nodes have one transmitting and one 
receiving antenna, and they communicate with each other in half-duplex mode. It is 
assumed that variable-gain AF relaying is used at relay node, thus, full CSI is known at 
the destination. The system model shown in Fig. 9.1 completes the communication in two 
time phases. In the first phase, source transmits signal to the destination and N relays. The 
signals received by the destination and the ݅௧௛ relay are represented, respectively, as 
 ݕௌ஽ ൌ ݄ௌ஽ඥܧ௦ݔ ൅ ݊ௌ஽,  (9.1) 
 ݕௌோ೔ ൌ ݄ௌோ೔ඥܧ௦ݔ ൅ ݊ௌோ೔ ,  (9.2) 
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where ݄ௌ஽  and ݄ௌோ೔  represent the channel gain coefficients of ܵ → ܦ  and ܵ → ܴ௜ → ܦ links, respectively, ݊ௌ஽  and ݊ௌோ೔  denote the additive white Gaussian noise (AWGN) components of ܵ → ܦ and ܵ → ܴ௜ → ܦ links, respectively, ݔ represents the transmitted signal from the source and ܧ௦ represents average energy per symbol. During the second 
phase,	݅௧௛ relay amplifies the signal received from the source and retransmits it towards 
the destination. Thus, the received signal by the destination is represented as 
 ݕோ೔஽ ൌ ݄ோ೔஽ඥܧ௦ݔ ൅ ݊ோ೔஽,  (9.3) 
where ݄ோ೔஽  and ݊ோ೔஽  are the channel gain coefficient and AWGN component, 
respectively, of ܴ௜ → ܦ link and ܩ௜  represents the variable-gain factor at the ݅௧௛  relay, which is given as 
 ܩ௜ ൌ ඨ ாೞாೞቚ௛ೄೃ೔ቚమାேబ
,  (9.4) 
where ଴ܰ is the noise variance of AWGN, which is assumed to be same for all the links. By using MRC scheme, the instantaneous end-to-end SNR at the destination is given as 
[28] 
 ߛ௧ ൌ ߛௌ஽ ൅ ∑ ఊೄೃ೔ఊೃ೔ವଵାఊೄೃ೔ାఊೃ೔ವ
ே௜ୀଵ .  (9.5) 
 
Fig. 9.1. System model. 
In order to simplify the analysis, the upper bound for the equivalent SNR can be written 
as 
 ߛ௧ ൑ ߛௌ஽ ൅ ∑ ߛ௜ே௜ୀଵ , (9.6) 
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where ߛ௜ ൌ minሺߛௌோ೔, ߛோ೔஽ሻ ൒
ఊೄೃ೔ఊೃ೔ವ
ଵାఊೄೃ೔ାఊೃ೔ವ
. Further, by using BRS scheme at the 
destination, the instantaneous end-to-end SNR can be given as [28] 
 ߛ௧ ൑ ߛௌ஽ ൅ max୧∈ୖሼminሺߛௌோ೔, ߛோ೔஽ሻሽ,  (9.7) 
where ߛௌ஽ ൌ |݄ௌ஽|ଶܧ௦/ ଴ܰ, ߛௌோ೔ ൌ ห݄ௌோ೔ห
ଶܧ௦/ ଴ܰ and ߛோ೔஽ ൌ ห݄ோ೔஽ห
ଶܧ௦/ ଴ܰ represent the 
instantaneous SNRs of the ܵ → 	ܦ, ܵ → ܴ௜  and ܴ௜ → ܦ links, respectively. The upper-bound values of SNR given in (9.6) and (9.7) are quite accurate at medium and high SNR 
values [30]. 
9.3. ASER Performance Analysis 
In this section, ASER expressions of RQAM and XQAM scheme for cooperative relay 
network over i.i.d. Rayleigh fading channels with MRC and BRS schemes are discussed. 
The expression for ASER for any modulation scheme can be evaluated as 
 ௦ܲሺ݁ሻ ൌ ׬ ௦ܲሺ݁|ߛሻ ఊ݂೟ሺߛሻ݀ߛ,ஶ଴ 	 (9.8) 
where ఊ݂೟ሺߛሻ is the pdf of the end-to-end SNR, ߛ௧ at the receiver, and ௦ܲሺ݁|ߛሻ represent the conditional symbol error rate (SER) for AWGN channels. 
9.3.1. ASER of General Order RQAM for MRC Scheme 
The conditional symbol error rate (SER) for $M$-ary RQAM modulation scheme is 
presented in [31, (9.9)] as 
 ௦ܲሺ݁|ߛሻ ൌ 2݌ܳ௭ ቀܽ√ߛ, గଶቁ ൅ 2ݍܳ௭ ቀܾ√ߛ,
గ
ଶቁ െ 2݌ݍሾܳ௭ ቀܽ√ߛ,
గ
ଶ െ arctan ቀ
௕
௔ቁቁ ൅ 
 	ܳ௭ሺܾ√ߛ, arctan	ሺܾ/ܽሻሻሿ,  (9.9) 
where ܯ ൌ ܯூ ൈ ܯொ , wherein ܯூ  and ܯொ  are the number of in-phase and quadrature-
phase constellation points, respectively. Further, ݌ ൌ 1 െ ଵெ಺,  ݍ ൌ 1 െ
ଵ
ெೂ, 
ܽ ൌ ට ଺ሺெ಺మିଵሻାሺெೂమିଵሻఉమ, ܾ ൌ ට
଺ఉమ
ሺெ಺మିଵሻାሺெೂమିଵሻఉమ
 and ߚ ൌ ݀ொ/݀ூ, in which ݀ூ  and ݀ொ are 
the in-phase and the quadrature-phase decision distances, respectively. Further, the 
integral value of ܳ௭ሺݔ, ߮ሻ which is the alternative representation of 1-D and 2-D Gaussian Q-function is given in [17] as 
 ܳ௭ሺݔ, ߮ሻ ൌ ଵగ ׬ exp
ఝ
଴ ቀെ
௫మ
ଶୱ୧୬మఏቁ ݀ߠ, ݔ ൒ 0. 
Substituting (9.9) into (9.8) and after some mathematical manipulations, ASER 
expression for RQAM with MRC scheme can be obtained as 
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 ௦ܲୖ୕୅୑,୑ୖେሺ݁ሻ ൌ 2݌ܫ ቀܽ, గଶቁ ൅ 2ݍܫ ቀܾ,
గ
ଶቁ െ 2݌ݍሾܫ ቀܽ,
గ
ଶ െ arctan ቀ
௕
௔ቁቁ ൅
 	ܫ ൬ܾ, arctan	ቀ௕௔ቁ൰],  (9.10) 
where ܫሺ. , . ሻ is defined in [31] as 
 ܫሺݔ, ߮ሻ ൌ ׬ ܳ௭ሺݔ√ߛ, ߮ሻ	 ఊ݂೟	ሺߛሻஶ଴ ݀ߛ 
 ൌ ଵగ ׬ ׬ exp ቀെ
௫మ	ఊ
ଶ	ୱ୧୬మఏቁ
ஶ
଴
ఝ
଴ ఊ݂೟	ሺߛሻ	݀ߛ	݀ߠ 
 ൌ ଵగ ׬ ܯఊ೟ ቀ
௫మ
ଶ	ୱ୧୬మఏቁ
ఝ
଴ 	݀ߠ,	 (9.11) 
where ܯఊ೟ሺݏሻ represents the MGF of the end-to-end SNR, ߛ௧ . Further, to evaluate the value of ܫሺݔ, ߮ሻ in (9.11), we need an expression of ܯఊ೟ሺݏሻ for MRC scheme which is given in [28] as  
 ܯఊ೟ሺݏሻ ൌ ଵሺଵାఊഥೄವ௦ሻ∏
ଵ
ሺଵାఊഥ಴௦ሻ
ே௜ୀଵ ,  (9.12) 
Assuming all links as i.i.d, thus, (9.12) can also be written as 
 ܯఊ೟ሺݏሻ ൌ ሺ1 ൅ ̅ߛௌ஽ݏሻିଵሺ1 ൅ ̅ߛ஼ݏሻିே,  (9.13) 
where ̅ߛௌ஽ ൌ ̅ߛ଴ ൌ ܧ௦/ ଴ܰ and ̅ߛ஼ ൌ ఊഥೄೃ೔	ఊഥೃ೔ವఊഥೄೃ೔	ାఊഥೃ೔ವ ൌ
ఊഥబ
ଶ . By using partial fraction expansion 
approach, (9.13) can be re-written as 
 ܯఊ೟ሺݏሻ ൌ ଶ
ಿ
ሺଵାఊഥబ௦ሻ െ ∑
ଶಿష೔
ሺଵାംഥబమ ௦ሻ೔
ே௜ୀଵ  .  (9.14) 
Substituting (9.14) into (9.11) and solving some required integrals, the closed-form 
expression of ܫሺݔ, ߮ሻ for MRC scheme can be obtained as 
 ܫሺݔ, ߮ሻ ൌ 2ே	ܫଵ ቀ߮;	௫
మ
ଶ ̅ߛ଴ቁ െ ∑ 2ேି௜ே௜ୀଵ ܫ௜ ቀ߮;	
௫మ
ସ ̅ߛ଴ቁ,  (9.15) 
where ܫሺ. ; 	 . ሻ is given in [17, (5A.24)] as 
 ܫሺ߮; 	ܿሻ 	ൌ ଵగ ׬ ቀ
ୱ୧୬మఏ
ୱ୧୬మఏା௖ቁ
௜ఝ
଴ ݀ߠ 
 ൌ	ఝగ െ
ఉ
గ ቊቀ
గ
ଶ ൅ arctanሺߙ଴ሻቁ ൈ ∑ ൫ଶ௞௞ ൯
ଵ
൫ସሺଵା௖ሻ൯ೖ
௜ିଵ௞ୀ଴ ൅
		sinሺarctanሺ ߙ଴ሻሻ∑ ∑ ்ೕೖሺଵା௖ሻೖ௞௝ୀଵ௜ିଵ௞ୀଵ ሾcosሺarctanሺߙ଴ሻሻሿଶሺ௞ି௝ሻାଵቋ,  (9.16)  
wherein β0 ൌ ට ௖ଵା௖ sgnሺ߮ሻ, ߙ଴ ൌ െβ0 cotሺ߮ሻ and ௝ܶ௞ ൌ
ቀమೖೖ ቁ
ቀమሺೖషೕሻሺೖషೕሻ ቁସೕሾଶሺ௞ି௝ሻାଵሿ
 . The value 
of ܫଵሺ. ; . ሻ can be obtained from (9.16) by considering, ݅ ൌ 1. Further, substituting (9.15) 
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into (9.10), we obtain the closed-form expression of ܫሺܽ, ߨ/2ሻ,  ܫሺܾ, ߨ/2ሻ,  
ܫሺܽ, గଶ െ arctanሺܾ/ܽሻሻ and ܫሺܾ, arctanሺܾ/ܽሻሻ. Furthermore, by substituting these values into (9.10), a closed-form lower-bound expression of ASER for RQAM using MRC 
scheme at receiver is given as 
 ௦ܲோொ஺ெ,ெோ஼ሺ݁ሻ ൌ 2ே ቈ2݌ܫଵ ቀగଶ ;	௔
మ
ଶ ̅ߛ଴ቁ ൅ 2ݍܫଵ ቀ
గ
ଶ ;	
௕మ
ଶ ̅ߛ଴ቁ െ 2݌ݍ ቆܫଵ ቀ
గ
ଶ െ 	arctan ቀ
௕
௔ቁ ;	
௔మ
ଶ ̅ߛ଴ቁ ൅
ܫଵ ቀarctan ቀ௕௔ቁ ;	
௕మ
ଶ ̅ߛ଴ቁቇ቉ െ	∑ 2ேି௜ ቈ2݌ܫ௜ ቀ
గ
ଶ ;	
௔మ
ସ ̅ߛ଴ቁ ൅ 	2ݍܫ௜ ቀగଶ ;	௕
మ
ସ ̅ߛ଴ቁ െ 2݌ݍ ቆܫ௜ ቀ
గ
ଶ െே௜ୀଵ
	arctan ቀ௕௔ቁ ;	
௔మ
ସ ̅ߛ଴ቁ ൅ ܫ௜ ቀarctan ቀ
௔
௕ቁ ;	
௕మ
ସ ̅ߛ଴ቁቇ቉.  (9.17) 
The expression (9.17) represents lower-bound of ASER for general order RQAM scheme. 
For the special case of M-ary SQAM scheme, lower-bound expression of ASER can be 
obtained by substituting ܯூ ൌ ܯொ ൌ √ܯ  and ߚ ൌ 1  in (9.17). Similarly, for BPSK 
scheme, ܯூ ൌ 2, ܯொ ൌ 1, ݌ ൌ 0.5, ݍ ൌ 0, ܽ ൌ √2 and ߚ ൌ 0 are substituted in (9.17) to 
derive the ASER expression. 
9.3.2. ASER of General Order XQAM for MRC Scheme 
The conditional SER for M-ary XQAM modulation scheme is presented in [31, (9.15)] as 
 ௦ܲሺ݁|ߛሻ ൌ ݃ଵܳ௭ ቀܣ଴√ߛ, గଶቁ ൅
ସ
ெܳ௭ ቀܣଵ√ߛ,
గ
ଶቁ െ ݃ଶܳ௭ ቀܣ଴√ߛ,
గ
ସቁ െ
	଼ெ ∑ ܳ௭ሺܣ଴√ߛ, ߙ௠ሻ௩ିଵ௠ୀଵ െ
ସ
ெ∑ ܳ௭ሺܣ௠√ߛ, ߚ௠ାሻ௩ିଵ௠ୀଵ ൅
ସ
ெ∑ ܳ௭ሺܣ௠√ߛ, ߚ௠ିሻ௩௠ୀଶ ,  (9.18) 
where ݃ଵ ൌ 4 െ ଺√ଶெ, ݃ଶ ൌ 4 െ
ଵଶ
√ଶெ ൅
ଵଶ
ெ , ݒ ൌ
ଵ
଼√2ܯ, ܣ଴ ൌ ට
ଽ଺
ଷଵெିଷଶ, 
ܣ௠ ൌ √2݉ܣ଴, ݉ ൌ 1,… , ݒ, ߙ௠ ൌ arctan ቂ ଵଶ௠ାଵቃ, ݉ ൌ 1,… , ݒ െ 1,  
ߚ௠ି ൌ arctan ቂ ௠௠ିଵቃ, ݉ ൌ 2,… , ݒ, ߚ௠ା ൌ arctan ቂ
௠
௠ାଵቃ, ݉ ൌ 1,… , ݒ െ 1.  
Substituting (9.18) into (9.8), the closed-form expression of ASER for XQAM using MRC 
scheme can be obtained as 
 ௦ܲଡ଼୕୅୑,୑ୖେሺ݁ሻ ൌ 	݃ଵܫ ቀܣ଴, గଶቁ ൅
ସ
ெ ܫ ቀܣଵ,
గ
ଶቁ െ ݃ଶܫ ቀܣ଴,
గ
ସቁ െ	
଼
ெ ∑ ܫሺܣ଴, ߙ௠ሻ௩ିଵ௠ୀଵ െ
	ସெ∑ ܫሺܣ௠, ߚ௠ାሻ ൅
ସ
ெ∑ ܫሺܣ௠, ߚ௠ିሻ௩௠ୀଶ௩ିଵ௠ୀଵ .  (9.19) 
By using (9.11), we can evaluate the value of ܫ ቀܣ଴, గଶቁ, ܫ ቀܣଵ,
గ
ଶቁ, ܫ ቀܣ଴,
గ
ସቁ, ܫሺܣ଴, ߙ௠ሻ, ܫሺܣ௠, ߚ௠ାሻ and ܫሺܣ௠, ߚ௠ିሻ, and by substituting these values into (9.19), a closed-form lower-bound expression of ASER for XQAM using MRC scheme can be obtained as 
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 ௦ܲ௑ொ஺ெ,ெோ஼ሺ݁ሻ ൌ 2ே ቂ݃ଵܫଵ ቀగଶ ;	
஺బమ
ଶ ̅ߛ଴ቁ ൅
ସ
ெ ܫଵ ቀ
గ
ଶ ;	
஺భమ
ଶ ̅ߛ଴ቁ െ ݃ଶܫଵ ቀ
గ
ସ ;	
஺బమ
ଶ ̅ߛ଴ቁ െ
଼
ெ∑ ܫଵ ቀߙ௠;	
஺బమ
ଶ ̅ߛ଴ቁ௩ିଵ௠ୀଵ െ
ସ
ெ∑ ܫଵ ቀߚ௠ା;	
஺೘మ
ଶ ̅ߛ଴ቁ ൅
ସ
ெ∑ ܫଵ ቀߚ௠ି; 	
஺೘మ
ଶ ̅ߛ଴ቁ௩௠ୀଶ௩ିଵ௠ୀଵ ቃ െ
∑ 2ேି௜ே௜ୀଵ ቂ݃ଵܫ௜ ቀగଶ ;	
஺బమ
ସ ̅ߛ଴ቁ ൅
ସ
ெ ܫ௜ ቀ
గ
ଶ ;	
஺భమ
ସ ̅ߛ଴ቁ െ ݃ଶܫ௜ ቀ
గ
ସ ; 	
஺బమ
ସ ̅ߛ଴ቁ െ
଼
ெ∑ ܫ௜ ቀߙ௠;	
஺బమ
ସ ̅ߛ଴ቁ௩ିଵ௠ୀଵ െ
ସ
ெ∑ ܫ௜ ቀߚ௠ା;	
஺೘మ
ସ ̅ߛ଴ቁ ൅
ସ
ெ∑ ܫ௜ ቀߚ௠ି; 	
஺೘మ
ସ ̅ߛ଴ቁ௩௠ୀଶ௩ିଵ௠ୀଵ ቃ.	 (9.20) 
9.3.3. ASER of General Order XQAM for BRS Scheme 
To evaluate the closed-form expression of lower-bound for ASER using XQAM, we need 
an expression of MGF for BRS scheme which is presented in [28, (9.24)] as 
 ܯఊ೟ሺݏሻ ൌ ∑ ൫ே௜ ൯ே௜ୀଵ ௜	ሺିଵሻ
೔షభ
ሺଵାఊഥ೎௦ሻሺଵାఊഥೄವ௦ሻ. (9.21) 
By substituting partial fraction expansion of (9.21) into (9.11), the closed-form expression 
of ܫሺݖ, ߮ሻ for BRS scheme can be obtained as 
 ܫሺݖ, ߮ሻ ൌ ∑ ൫ே௜ ൯ே௜ୀଵ ሺିଵሻ
೔షభ
ଵିଶ௜ ቂܫଵ ቀ߮;	
௭మ
ସ௜ ̅ߛ଴ቁ െ 2݅	ܫଵሺ߮;	
௭మ
ଶ ̅ߛ଴ሻቃ,  (9.22) 
where ܫଵሺ. ; . ሻ is evaluated by putting ݅ ൌ 1 in (9.16). 
With the aid of (9.22) and using the similar approach as for MRC in (9.19), we obtain the 
closed-form expression of ASER for XQAM using BRS scheme as 
௦ܲ
ଡ଼୕୅୑,୆ୖୗሺ݁ሻ ൌ ∑ ൫ே௜ ൯ே௜ୀଵ ሺିଵሻ
೔షభ
ሺଵିଶ௜ሻ ቈ݃ଵ ቆܫଵ ቀ
గ
ଶ ;	
஺బమ
ସ௜ ̅ߛ଴ቁ െ 2	݅	ܫଵ ቀ
గ
ଶ ; 	
஺బమ
ଶ ̅ߛ଴ቁቇ ൅
ସ
ெ ቆܫଵ ቀ
గ
ଶ ;	
஺భమ
ସ௜ ̅ߛ଴ቁ െ 2	݅	ܫଵ ቀ
గ
ଶ ; 	
஺భమ
ଶ ̅ߛ଴ቁቇ െ ݃ଶ ቆܫଵ ቀ
గ
ସ ;	
஺బమ
ସ௜ ̅ߛ଴ቁ െ 2	݅	ܫଵ ቀ
గ
ସ ;	
஺బమ
ଶ ̅ߛ଴ቁቇ െ
଼
ெ∑ ቆܫଵ ቀߙ௠;	
஺బమ
ସ௜ ̅ߛ଴ቁ െ 2	݅	ܫଵ ቀߙ௠;	
஺బమ
ଶ ̅ߛ଴ቁቇ௩ିଵ௠ୀଵ െ
ସ
ெ∑ ቆܫଵ ቀߚ௠ା;	
஺೘మ
ସ௜ ̅ߛ଴ቁ െ௩ିଵ௠ୀଵ
2	݅	ܫଵ ቀߚ௠ା;	஺೘
మ
ଶ ̅ߛ଴ቁቇ ൅
ସ
ெ∑ ቆܫଵ ቀߚ௠ି;	
஺೘మ
ସ௜ ̅ߛ଴ቁ െ 2	݅	ܫଵ ቀߚ௠ି; 	
஺೘మ
ଶ ̅ߛ଴ቁቇ௩௠ୀଶ 	቉	. (9.23) 
9.4. Numerical and Simulation Results 
In this section, theoretical (lower-bound) results of ASER for RQAM and XQAM with 
MRC scheme obtained from (9.17) and (9.20), respectively, and theoretical result of 
ASER for XQAM with BRS scheme obtained from (9.23) are compared with Monte Carlo 
simulation (exact) results to verify the correctness of derived closed-form expressions. 
Fig. 9.2. shows comparison between theoretical and simulated ASER curves versus 
average SNR, ܧ௦/ ଴ܰ  for 8 ൈ 4 -RQAM and 4 ൈ 2 -RQAM constellations for MRC scheme with ߚ ൌ 1 and ܰ ൌ 1, 2, 3. It is observed that both the theoretical and simulated 
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curves obtained from (9.17) and Monte Carlo almost overlap, especially at medium and 
high SNRs. It can also be observed that the ASER performance is degraded by increasing 
the constellation points from 4 ൈ 2 to 8 ൈ 4-RQAM, due to the presence of more number 
of symbols in a quadrant which causes poor ASER performance for 8 ൈ 4 -RQAM. 
Further, it is also observed that the ASER performance improved significantly at medium 
and high SNRs by increasing the number of relay, N. This is due to increasing the diversity 
order of the system. For example, to maintain an ASER of 10ିଷ  in 8 ൈ 4 -RQAM 
constellation, the SNR gain of 4.66 dB (approx.) is observed when number of relays 
increases from ܰ ൌ 1 to ܰ ൌ 2, and 2.6 dB (approx.) is observed when number of relays 
increase from ܰ ൌ 2 to ܰ ൌ 3. Similarly, for 4 ൈ 2-RQAM constellation, to maintain an 
ASER of 10ିଷ, the SNR gain of 4.55 dB (approx.) is observed when number of relays 
increases from ܰ ൌ 1 to ܰ ൌ 2, and 2.5 dB (approx.) is observed when number of relays 
increase from ܰ ൌ 2 to ܰ ൌ 3. From this observation, it can be seen that for a given 
ASER value the increment in SNR gain gradually decreases with increase in N. 
Furthermore, it is observed that the improvement in ASER performance is not noticeable 
at low SNRs (ܧ௦/ ଴ܰ ൏ 10 dB). Moreover, percentage of relative difference between theoretical and simulated values for 4 ൈ 2-RQAM constellation can also be calculated by 
ୗ୧୫୳୪ୟ୲ୣୢି୘୦ୣ୭୰ୣ୲୧ୡୟ୪
ୗ୧୫୳୪ୟ୲ୣୢ ൈ 100 as a function of ܧ௦/ ଴ܰ and N which is shown in Table 9.1. From Fig. 9.2 and Table 9.1 it is observed that the gap between theoretical and simulated 
curves increases with increase in N for a given value of SNR, however, an improvement 
occurs at high SNRs. This indicates that the derived lower-bound expressions can give 
good approximation for small values of N. 
 
Fig. 9.2. ASER versus ܧ௦/ ଴ܰ for 8 ൈ 4-RQAM and 4 ൈ 2-RQAM constellations  for MRC scheme with ߚ ൌ 1. 
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Table 9.1. Relative Difference between simulated and theoretical values of ASER  
for 4 ൈ 2-RQAM for MRC scheme with ߚ ൌ 1. 
 
Fig. 9.3 illustrates comparison between theoretical and simulated ASER curves versus 
average SNR, ܧ௦/ ଴ܰ  for 128-XQAM and 32-XQAM constellations for MRC scheme with ܰ ൌ 1, 2 and 3. Percentage of relative difference between theoretical and simulated 
values for 32-XQAM constellation for MRC scheme can also be calculated by 
ୗ୧୫୳୪ୟ୲ୣୢି୘୦ୣ୭୰ୣ୲୧ୡୟ୪
ୗ୧୫୳୪ୟ୲ୣୢ ൈ 100 as a function of ܧ௦/ ଴ܰ and N which is presented in Table 9.2. It can be observed that the ASER curves obtained from (9.20) and the impact of N on 
ASER performance follow similar trend as the ASER in Fig. 9.2. Further, to maintain an 
ASER of 10ିଷ, the SNR gain can be achieved by increasing N from 1 to 2 and 2 to 3 for 
128-XQAM constellation are 4.75 dB and 2.65 dB, respectively. Similarly, to maintain an 
ASER of 10ିଷ for 32-XQAM constellation, the SNR gain of 4.5 dB (approx.) and 2.6 dB 
(approx.) are observed when N increase from 1 to 2 and 2 to 3, respectively. 
 
Fig. 9.3. ASER versus ܧ௦/ ଴ܰ for 128-XQAM and 32-XQAM constellation for MRC scheme. 
ࡱ࢙/ࡺ૙ (dB) N 
 ASER 
Simulated Theoretical Relative Difference (%) 
0	
1	 0.57876	 0.54111 6.5052	
2	 0.54238	 0.47800 11.8699	
3	 0.50999	 0.4252 16.6258	
14	
1	 0.03794	 0.03028 20.1897	
2	 0.01336	 0.008598 35.6717	
3	 0.00467	 0.002503 46.4025	
25	
1	 3.3760 ൈ 10ିସ	 3.0709 ൈ 10ିସ 9.03732	
2	 11.99 ൈ 10ି଺	 9.6312 ൈ 10ି଺ 19.6729	
3	 4.4 ൈ 10ି଻ 3.1207 ൈ 10ି଻ 29.0747	
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Table 9.2. Relative Difference between simulated and theoretical values of ASER  
for 32-XQAM for MRC scheme. 
 
Fig. 9.4 shows comparison between theoretical and simulated ASER curves versus 
average SNR, ܧ௦/ ଴ܰ for 128-XQAM and 32-XQAM constellations for BRS scheme with ܰ ൌ 1, 2  and 3 . Further, percentage of relative difference between theoretical and 
simulated values for 32-XQAM constellation for BRS scheme can also be calculated by 
ୗ୧୫୳୪ୟ୲ୣୢି୘୦ୣ୭୰ୣ୲୧ୡୟ୪
ୗ୧୫୳୪ୟ୲ୣୢ ൈ 100  as a function of ܧ௦/ ଴ܰ  and N as shown in Table 9.3. Furthermore, it can also be observed that the ASER curves obtained from (9.23) and the 
impact of N on ASER performance follow similar trend as the ASER in Fig. 9.2 and  
Fig. 9.3. The SNR gain for 128-XQAM constellation that can be obtained by increasing 
N from 1 to 2 and 2 to 3 are 3.9 dB and 1.75 dB, respectively, to maintain an ASER of 
10ିଷ. Similarly for 32-XQAM constellation, to maintain an ASER of 10ିଷ, the SNR gain 
of 3.6 dB (approx.) and 1.7 dB (approx.) are observed by increasing N from 1 to 2 and  
2 to 3, respectively. 
 
Fig. 9.4. ASER versus ܧ௦/ ଴ܰ for 128-XQAM and 32-XQAM constellation for BRS scheme. 
ࡱ࢙/ࡺ૙ (dB) N 
 ASER 
Simulated Theoretical Relative Difference (%) 
0	
1 0.8620	 0.82848 3.8886	
2 0.8464	 0.79548 6.0161	
3 0.8340	 0.76532 8.235	
16	
1 0.1305	 0.11005 15.6705	
2 0.0711	 0.04983 29.6186	
3 0.0385	 0.0229 40.5194	
34	
1 7.6023 ൈ 10ିହ	 7.13643 ൈ 10ିହ 6.1280	
2 10.55 ൈ 10ି଻	 9.65691 ൈ 10ି଻ 8.4654	
3 1.555 ൈ 10ି଼	 1.34411 ൈ 10ି଼ 13.5621	
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Table 9.3. Relative Difference between simulated and theoretical values of ASER  
for 32-XQAM for BRS scheme. 
 
Fig. 9.5 demonstrates ASER performance versus average SNR, ܧ௦/ ଴ܰ for 8 ൈ 4-RQAM and 16 ൈ 2 -RQAM constellations with several values of ߚ  and N. To avoid the 
overlapping of curves, we have considered for ߚ=1 and ߚ=6 with ܰ ൌ 1 and	ܰ ൌ 3. It 
can be observed that the ASER performance is improved by increasing the value of N due 
to improved diversity gain. Further, it can also be observed that for a fixed value of N, the 
ASER performance depends on the parameter ߚ , and performance of 8 ൈ 4 -RQAM 
constellation is always better than 16 ൈ 2-RQAM constellation for all SNRs when ߚ ൌ 1. 
However, by increasing the value of ߚ, performance of 8 ൈ 4 constellation degrades fast. 
This is because of relation between ܯூ and ܯொ, and the definition of ߚ which is the ratio 
of quadrature phase decision distance to in-phase decision distance. Further, at fixed value 
of ߚ and N, ASER performance depends on the magnitude of the difference between ܯூ and ܯொ . The constellation with large difference gives poor performance than the 
constellation with small difference. This is because of the definition of ߚ  i.e., more 
number of symbols in a quadrant tending towards poor ASER performance. 
 
Fig. 9.5. ASER for 8 ൈ 4-RQAM and 16ൈ 2-RQAM constellations for MRC scheme. 
ࡱ࢙/ࡺ૙ (dB) N 
 ASER 
Simulated Theoretical Relative Difference (%) 
0	
1	 0.8617	 0.82848 3.8550	
2	 0.8538	 0.811151 4.9951	
3	 0.8484	 0.8008 5.6105	
16	
1	 0.1313	 0.11005 16.1843	
2	 0.0931	 0.06836 26.5735	
3	 0.0755	 0.04886 35.2847	
34	
1	 7.5669 ൈ 10ିହ	 7.13643 ൈ 10ିହ 5.6888	
2	 2.1314 ൈ 10ି଻	 1.90488 ൈ 10ି଻ 10.6277	
3	 9.1429 ൈ 10ି଼	 7.7323 ൈ 10ି଼ 15.4283	
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Fig. 9.6 illustrates comparison between ASER performance for M-ary RQAM and M-ary 
XQAM for MRC scheme with ߚ ൌ 1 and ܰ ൌ 2, using different constellations points 
such as ܯ ൌ 32, 128 and 512 (as shown in the legend of figure). We can see that XQAM 
outperforms RQAM in terms of SNR for a given value of ASER. For example, to maintain 
an ASER of 10ିଷ , the SNR gain of 1.13 dB, 1.11 dB and 1.10 dB are obtained for  
ܯ ൌ 32, ܯ ൌ 128 and ܯ ൌ 512, respectively. It is also observed that the SNR gain is 
decreased gradually by increasing value of M. 
 
Fig. 9.6. Comparison of ASER results of M-ary RQAM and M-ary XQAM for MRC  
with ߚ ൌ 1 and N = 2. 
Fig. 9.7 shows comparison of ASER performance for M-ary XQAM between MRC and 
BRS schemes with ܰ ൌ 2 and varying constellations points. It is observed that the MRC 
exhibits SNR gain over BRS scheme for a given value of ASER. For example, to maintain 
an ASER of 10ିଷ , the SNR gain of 0.95 dB, 0.93 dB and 0.92 dB are obtained for 
ܯ ൌ 32 , ܯ ൌ 128  and ܯ ൌ 512 , respectively. From this observation, it can be 
concluded that MRC outperforms BRS scheme for all considered constellations  
points, M. 
9.5. Conclusion 
In this chapter, we present performance analysis of general order RQAM and XQAM 
schemes over Rayleigh fading channel in cooperative variable-gain AF dual-hop relaying 
networks over i.i.d. Rayleigh fading channels. Closed-form expressions for lower-bound 
of ASER with MRC and BRS scheme are derived by MGF approach. By comparing 
numerical and simulated results, correctness of the derived expressions is verified. The 
impact of number of relays, constellation size and the decision distance ratio (ߚ) on ASER 
performance are highlighted. The advantage of MRC over BRS scheme in terms of SNR 
gain is discussed. Further, advantage of XQAM over RQAM constellation for 
transmission of odd number of bits per symbol is also highlighted in terms of SNR gain. 
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Fig. 9.7. Comparison of ASER results for M-ary XQAM between MRC and BRS scheme. 
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Chapter 10 
High-Gain Low-Cost Microstrip Antennas 
and Arrays Based on FR4 Epoxy 
Babak Honarbakhsh1 
10.1. Introduction 
Beside valuable properties such as being low-profile, light-weight, and simple-to-realize, 
microstrip antennas (MSAs) suffer from low gain. This shortcoming is mainly due to their 
small aperture and surface wave excitation in their dielectric. Thus far, many attempts 
have been made for gain enhancement of MSAs by either increasing the gain of a single 
MSA or by arraying low/moderate gain elements [1-16]. Current solutions for enhanced 
gain MSAs are mainly based on either multi-layer or low-loss dielectrics with small 
electric permittivity. Designing large arrays of MSAs is also a challenging problem, 
noting that increase in the array size, increases the loss in the feed network. This loss is 
due to finite conductivity, unwanted radiation of transmission lines (TLs), and surface 
wave excitation in dielectric media [17]. It should be pointed out that increase in ohmic 
losses leads to increase in antenna noise temperature, TA. As a result, arraying of even 
high-gain elements, if not performed in a wise manner, does not lead to an efficient design. 
Yet, some successful arraying techniques are reported for composition of high-efficiency 
large MSA arrays [18-20]. Specially, in [20], undesirable effects of the feed network are 
defeated by replacing the microstrip TLs by a CNC milled metallic waveguide with the 
same dielectric structure suggested in [7]. 
On the other hand, due to increasing development of wireless communication systems, 
the realization cost has become an important design parameter. Up to now, many efforts 
are taken to reach to cost-effective MSAs. The difficulty stems from the inverse relation 
between the price and loss tangent of microstrip substrates. Most of the reported low-cost 
designs are based on FR4 epoxy [7], [20-40]. Therefore, designing a high-gain and low-
cost MSA is a challenging problem. The said problem becomes more difficult for array 
antennas. Specifically, the FR4 epoxy exhibits εr ~ 4.4 and tgδ ~ 0.02 at microwave 
frequencies [41]. Thus, it is not only lossy, but also it has a relatively large electric 
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permittivity. The first property degrades the system performance from two aspects. First, 
it dissipates the EM energy by converting it to the thermal energy. This leads to waste of 
transmitter power in transmitter and fading in receiver which in turn, decreases the 
antenna gain and efficiency. Second, it increases the noise temperature of the system and 
decreases its dynamic range. May be the only attractive aspect of its lossy nature, is 
bandwidth enhancement [42]. The second property is undesirable, especially for high gain 
designs, again from two aspects. First, the large dielectric constant leads to gain drop due 
to size reduction [43]. Second, increase in εr increases the surface wave excitation in the 
dielectric which decreases the antenna gain [44]. The gain lowering effect of surface 
waves cannot be compensated by increasing the array size because the large amount of 
the EM energy, when propagating along the feed network, leaks away from TLs. Thus, a 
high-gain MSA cannot be reached using, only, an FR4 epoxy as the substrate.  
A trivial solution for the problem of low-cost high-gain MSA design is to remove the 
substrate and to suspend the metallization by a spacer above the ground plane [45]. This 
strategy requires cut-plotting the metallization from a thin metal sheet and thus, is 
impractical for complex and fine geometries, for instance large arrays. Compared to usual 
realization methods such as photolithography and chemical etching, the said solution is 
less accurate, more expensive and less available. 
Hence, if an antenna is to be simple-to-realize, air cannot be the only employed dielectric. 
An innovative usage of air and FR4 epoxy may lead to satisfactory solution. At present, 
two such solutions are available [7, 46-47]. In [7], a layer of foam and a layer of FR4 are 
stacked to comprise the substrate. The foam is placed on the ground plane and the 
metallization is realized on the exterior side of the FR4. Thus, the need to cut-plotting is 
removed. This technique is successfully used in design of a 2  16 MSA array [20]. The 
dielectric structure used in [46-47] is the same as [7] but in contrast, the metallization is 
realized on the interior side of the FR4. 
In this chapter, the two aforementioned techniques are compared and the effect of the FR4 
thickness on antenna parameters including gain, efficiency, pattern symmetry and size are 
addressed. In fact, placing the metallization on the interior side of the FR4 layer, improves 
antenna gain and efficiency which proves superiority of [46-47] over [7] for low-cost 
high-gain applications. The reported method in [7], leads to more symmetric pattern not 
only compared to [46-47], but also to the ideal MSA with air substrate. Besides, achieving 
to low-cost high-gain MSA arrays is possible without the need to metallic waveguide feed 
network, as suggested in [20]. Hereafter, the proposed methods in [46-47] and [7] will be 
denoted by “method 1” and “method 2”, respectively. The results reported here are 
generated using method of moments (MoM) engines embedded in Agilent® Advanced 
Design System (ADS) and FEKO® suite software. 
10.2. The Studied Methods 
Dielectric structures of methods 1 and 2 are described in Fig. 10.1. In both methods, the 
first layer is air to decrease the contribution of surface waves. Thus, arraying techniques 
can expectantly be applied for gain enhancement. It can be predicted that the amount of 
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surface wave excitation in method 1 be less than method 2, since the FR4 layer plays the 
role of superstrate in method 1 but in method 2, it is a part of the substrate. Mechanical 
robustness demands for large h. On the other hand, increasing h decreases the antenna 
gain and increases its TA. Consequently, there is an optimum value for h which is 
application dependent. The antennas designed by the aforementioned methods compared 
to the air-only substrate can be predicted to have less physical dimensions and gain with 
more TA. Conversely, compared to the FR4-only substrate, the said methods are predicted 
to lead to larger size, more gain and less TA. Since the FR4 epoxy is used as the second 
layer in the dielectric medium, common printed circuit board (PCB) technologies can be 
applied. Finally, realization of method 1, which requires injecting the EM energy into 
interior side of the structure, is not as simple as method 2. Although, feeding in both of 
the said methods are considerably simpler than what is proposed in [20]. 
 
(a)                                                                                     (b) 
Fig. 10.1. Schematic description of the studied structures: (a) method 1; (b) method 2. 
10.3. Parameter Study and Performance Comparison 
In this part, theoretical predictions of the previous section are verified numerically based 
on MoM using Agilent® Momentum® and a detailed parameter study is carried out over 
the FR4 thickness. The test antenna is a probe-fed square patch with side length L. In all 
simulations, the thickness of the spacer and the working frequency are set to, respectively, 
h0 = 1 mm and f0 = 5.8 GHz. The antenna side length vs. h is reported in Fig. 10.2 (a). As 
can be seen, the resonant length for method 1 is less sensitive to h, compared to method 
2. This can be justified by noting that the interaction of FR4 layer with EM waves in 
method 2 is more pronounced compared to method 1. From this figure, an effective 
relative permittivity, εr, eff, for each structure can be estimated by equating the resonant 
length, L, to λg/2 and assuming λg = λ0/√εr, eff. Dependence of εr, eff, gain and efficiency on 
h are reported in Figs. 10.2 (b) through (d). From Fig. 10.2 (b), it can be observed that as 
h approaches zero, the gain of a single patch approaches the maximum possible of 10 dB. 
As expected, increasing of h decreases size, gain and efficiency and increases εr, eff. Note 
that variations of these parameters for the second method are more dramatic with respect 
to the first one. Remarkably, for the very thick case of h = 3 mm, decrease in gain for 
method 1 with respect to its maximum is less than 1 dB. As a result, method 1 is a 
promising solution for out-door wireless links since, FR4 epoxy is a sturdy material and 
can properly shield the metallization against damaging environmental factors. Thus, 
antennas designed by method 1 are self-covered and do not need radome. 
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(a)                                                                            (b) 
 
(c)                                                                        (d) 
 
(e) 
Fig. 10.2. Antenna parameters vs. FR4 thickness: (a) Side length; (b) Estimated relative effective 
permittivity; (c) Gain; (d) Efficiency, and (e) Pattern symmetry. 
The effect of h on pattern symmetry is studied by computing the mean value of relative 
error between E- and H-plane patterns between ideal and two-layer structures and is 
reported in Fig. 10.2 (e). As can be seen, for method 1, the pattern becomes more 
asymmetric as h increases. In contrast, as the FR4 layer becomes thicker, the pattern of 
method 2 becomes more symmetric. Thus, method 2 is suited when a symmetric pattern 
is required. In Figs. 10.3 and 10.4, radiation pattern and scattering parameter of four 
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square patch antennas with different dielectric media including air, FR4, method 1 and 
method 2, are depicted, wherein h0 is set to 1 mm. For the third and fourth cases, h is set 
to 0.5 mm. It is interesting that the radiation pattern of method 2 is more symmetric than 
the ideal case. Noting to Fig. 10.4, the 10 dB bandwidth of the first and the third cases are 
close to each other. The wider bandwidth of the second case is due to its lossy substrate. 
Input impedance of methods 1 and 2 are reported in Fig. 10.5.  
 
(a)                                                                                         (b) 
 
(c)                                                                                       (d) 
Fig. 10.3. Radiation patterns for square patch antennas with different dielectric structures:  
(a) Air-only; (b) FR4-only; (c) Method 1, and (d) Method 2. 
 
Fig. 10.4. Scattering parameter of square patch antennas with different dielectric structures:  
(a) Air-only; (b) FR4-only; (c) Method 1, and (d) Method 2. 
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Fig. 10.5. Input impedance of square patch antennas for methods 1 and 2, assuming h = 0.5 mm. 
To verify arraying capability of methods 1 and 2, seven square arrays with corporate feed 
network are designed with the said four dielectric structures with 2  2 to 8  8 elements 
and their gain and radiation efficiency are reported in Fig. 10.6. Noting to Fig. 10.6(a), as 
the size of the first case is progressively doubled, its gain also doubles. In contrast, the 
second case not only exhibits considerable less gain than the others, but also the overall 
variation of its gain is decreasing, which is due to the large amount of surface wave 
excitation in its substrate. The third case, i.e., method 1, although leads to less gain 
compared to the ideal case, it provides much more gain than the FR4 case. Furthermore, 
the slope of its gain curve is significantly greater than that of the second case and has not 
become decreasing. Method 2 provides less gain than the first one but considerably more 
gain with respect to the FR4 case. At last, radiation efficiency for theses arrays is reported 
in Fig. 10.6 (b). 
 
(a)                                                                                 (b) 
Fig. 10.6. Characteristics of corporate feed arrays with different dielectric structure:  
(a) Gain, and (b) Efficiency. 
Ability of method 1 in providing MSA arrays and its superiority to method 2 can be 
justified by comparing the average per-element gain of the 32 and 64 element designs and 
the corresponding value for the arrays proposed in [20]. For the 32 element array, these 
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values are, respectively, 7.8 dB, 5.6 dB and 8.0 dB and for the 64 element case, the said 
values become, respectively, 7.2 dB, 4.1 dB and 7.6 dB. Thus, method 1 can be considered 
as a pure microstrip alternate to the hybrid waveguide-microstrip structures proposed in 
[20]. As a result, method 1 is intrinsically superior to method 2, in the sense of gain, for 
large arrays. Specifically, gain per square centimeter for a 32 element array based on 
methods 1 and 2 is, respectively, -5.26 dB/cm2 and -5.25 dB/cm2 (too close). However, 
for 64 element arrays, the corresponding values become -5.84 dB/cm2 and -6.78 dB/cm2. 
This justifies superiority of method 1 over method 2, in the sense of gain. As a conclusion, 
method 1 compared to method 2 leads to larger size, a bit less bandwidth and more gain. 
Due to exploitation of the sturdy FR4 epoxy as a superstrate, it is more robust and can be 
used for out-door applications. Method 1 has a superior performance when applied to 
MSA arrays and is a promising technique to achieve high-gain and low-cost pure 
microstrip arrays. Realization of method 2 is simpler than method 1, since soldering of 
the interior conductor of SMA connector to the exterior surface of the FR4 layer is 
straightforward. Thus, priority of each of the methods 1 and 2 over the other is application 
dependent. 
10.4. Design Examples 
To demonstrate capability of methods 1 and 2 in providing high-gain MSA arrays, two 
linearly polarized arrays with corporate feed networks are designed and analyzed based 
on these methods. The first one is an 8  8 array with pencil-beam at 5.8 GHz that can be 
used in WiMAX® wireless bridges. The second one is a 2  16 array with fan-beam at 
12.45 GHz that can be used in digital video broadcast (DVB) applications. Full-wave 
analysis is performed using MoM engines embedded in Agilent® ADS and FEKO® suite 
software. The layout, S-parameter and gain patterns of the pencil- and fan-beam arrays 
are depicted in Figs. 10.7 and 10.8, respectively. Thickness of air and FR4 layers for 
pencil-beam arrays are, respectively, 1 and 0.5 mm. To compare the studied methods with 
the one proposed in [20], thickness of the FR4 layer in the fan-beam designs is set to  
0.1 mm, accordingly. Yet, since the feed network in methods 1 and 2 is microstrip, height 
of the air layer need not be as thick as suggested in [20] and is set to 0.5 mm, here. Various 
parameters of designed arrays are reported in Tables 10.1 and 10.2. In accordance with 
the previous results, method 2 leads to less size compared to method 1. As well, radiation 
patterns show superiority of method 1 compared to method 2 in the sense of maximum 
gain. Finally, there are two important points to be mentioned. First, in Table 10.2 there is 
a great difference in bandwidth between [20] and simulated results. This is because in [20] 
a metallic waveguide structure is used as the feed network and it is well-known that 
bandwidth of such structures are much more compared to their microstrip counterparts, 
exploited in methods 1 and 2. Second, while it is unfair to compare simulated results with 
another experimental one as shown in Table 10.2, it is unlikely that the error of both 
software in gain computation be more than 1 dB. Thus, it is not hard to accept methods 1 
and 2 as simpler and less-costly alternates to the one proposed in [20]. 
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(a)                                                                         (b) 
 
(c)                                                                         (d) 
 
(e)                                                                         (f) 
 
(g)                                                                          (h) 
Fig. 10.7. Pencil-beam array: (a) Layout (method 1); (b) Layout (method 2); (c) |S11| (method 1); 
(d) |S11| (method 2); (e) Gain (method 1 - ADS); (f) Gain (method 2 - ADS);  
(g) Gain (method 1 - FEKO); (h) Gain (method 2 - FEKO). 
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(a) 
 
(b) 
 
(c)                                                                         (d) 
 
(e)                                                                        (f) 
 
(g)                                                                       (h) 
Fig. 10.8. Fan-beam array: (a) Layout (method 1); (b) Layout (method 2); (c) |S11| (method 1);  
(d) |S11| (method 2); (e) Gain (method 1 - ADS); (f) Gain (method 2 - ADS);  
(g) Gain (method 1 - FEKO); (h) Gain (method 2 - FEKO). 
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Table 10.1. Parameters of the sample pencil-beam MSA array. 
 Gain (dB) 
HPBW (Deg.) S11 
(dB) 
BW 
(MHz) 
Efficiency 
(%) 
Dimensions 
(cm2) E-plane H-plane 
ADS Method 1 25.6 6.9 6.9 -18 186 62.7 35  35 Method 2 21.5 9.6 9.6 -40 126 47.5 28  28 
FEKO Method 1 25.4 7.2 7.2 -18 160 55.5 35  35 Method 2 19.1 9.0 8.9 -16 54 20.1 28  28 
 
Table 10.2. Parameters of the sample fan-beam MSA array. 
 Gain (dB) 
HPBW (Deg.) S11 
(dB) 
BW 
(MHz) 
Efficiency 
(%) 
Dimensions 
(cm2) E-plane H-plane 
ADS Method 1 22.6 2.7 31 -40 287 63 32  4.8 Method 2 21.6 2.7 34 -37 150 61 30  4.1 
FEKO Method 1 22.5 3.7 31 -14 167 63 32  4.8 Method 2 22.1 3.9 33 -22 150 64 30  4.1 
Measured  [20] 20.0 5.5 39 -20 > 500 63 37  4.0 
 
10.5. Conclusions 
Two low-cost high-gain techniques were studied, which both utilizes a suspended 
metallization etched on an FR4 layer. These methods are discriminated based on the 
position of the metallization that is placed, respectively, on the interior and exterior sides 
of the FR4 epoxy. A detailed parameter study on the FR4 thickness shows superiority of 
the first method over the second one in the sense of gain and efficiency, especially for 
array designs. Additionally, the second method leads to a more symmetric pattern and less 
size with respect to the second one. 
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11.1. Introduction 
3GPP had standardised the Long Term Evolution (LTE) to improve the spectral efficiency 
and the speed of data rate of a cellular network. It also, introduced an intelligent Base 
Station (BS), which is the evolved Node B (eNB), and that was an important complement 
to simplify the system architecture and minimise the control plane and UE plane latency. 
In addition, LTE offered significant improvements over previous technologies such as 
UMTS and High-Speed Packet Access (HSPA) by introducing a novel Physical Layer and 
reforming the Core Network. The main reasons for these changes in the Radio Access 
Network (RAN) system design are the need to provide higher spectral efficiency, lower 
delay, and more multi-user flexibility than the currently deployed networks. Besides that, 
3GPP has extended the original proposed LTE to LTE-Advance (LTE-A) by employing 
advanced Multi-antenna Multiple-Input, Multiple-Output (MIMO) techniques, Carrier 
Aggregation (CA), Relay stations, Heterogeneous Network (HetNet) and many other 
schemes [1]. However, since the LTE-A standard creates a bridge between 4G and 5G 
worlds, in many ways; the notion of HetNet is serving as glue between LTE-A and 5G 
worlds. That is why many wireless industry observers call 5G wireless an enhanced form 
of LTE-A. In LTE-A, HetNet is a gradual evolution of the cellular architecture, is a vastly 
more complex network as small cells add hundreds or even thousands of entry points into 
the cellular system.  
The Self-Organizing Network (SON) concept is also one of the key enabling technologies 
that are considered in LTE-A applications in order to organise the communication 
between these small cells. That makes sense because the main concept behind developing 
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5G systems is to expand the idea of small cell network to a completely new level and 
create a super dense network that will put tiny cells in every room and vehicle. This leads 
to a conclusion that LTE-A is the foundation of 5G RAN. The 5G Network raises the bar 
to higher frequency usage from 6 GHz to 100 GHz and Massive MIMO technology. The 
Massive MIMO technology acts as a large array of radiating elements that extends the 
antenna matrix to a new level from 16×16 to 256×256 MIMO and this is considered as a 
leap in the wireless network speed and coverage [2]. Therefore, it is expected that by 2020 
the 5G systems will be available for users in order to enhance the performance of current 
technologies [3].  
11.1.1. Motivation Towards Small Cells  
With the increasing number of users and applications, changes are required in any 
technology to cope with the users’ needs. In the past, mobile communication networks 
were dominated by phone calls and data transfer requirements with limited number of 
users, while a few years ago, emails, web pages, data files and applications dominated 
these networks as well as the increased number of users who require to be connected to 
the Internet everywhere and at any time. This has led to a huge growth in the amount of 
data and pressure on the network Operators that are trying to transfer data across mobile 
communication networks. In response to this problem, network Operators have greatly 
increased the capacity of the mobile communication networks. One way of achieving this 
is by improving the used technology so that information between mobile phones and the 
BSs can be transmitted and received faster than ever before. Therefore, LTE technology 
was associated to releases 8 and 9, and now LTE- Advanced supports wider Bandwidths 
(BWs) with low latencies to maximise the data rate and provide better Quality of Service 
(QoS) to end User Equipment (UE). In addition, advance modulations techniques are used, 
such as 64 QAM, to support high data rates with multiple services that will open the door 
towards 5G Networks and onwards. However, these high data rates may cause high traffic 
load and burden on the serving eNB that may take the whole network down as Fig. 11.1 
shows.  
 
Fig. 11.1. Key challenges to the evolution of LTE. 
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Therefore, it was required to come up with small BSs to improve the network capacity 
and to offload the load from the eNB to these small BSs. Besides that, LTE high 
penetration loss has created an obstacle for indoor UEs to be connected to the outdoor 
BSs. Consequently, Femtocells have been deployed as a solution to mitigate the LTE high 
penetration loss in an indoor environment like houses, offices, small organisations to meet 
the users’ needs. In contrast, the European 5G project (METIS) predicts that by 2020, a 
large number of mobile UEs will be vehicular. The number of those vehicular UEs will 
be 50 active vehicular UE devices per bus while up to 300 active vehicular UE devices 
per train [4]. This has created a significant motivation towards improving the performance 
of cell-edge vehicular UEs inside public transportations like buses and trains, reducing 
outage probabilities, penetration loss, path-loss and mitigating the interference in LTE and 
5G Networks. However, due to the high mobility of those vehicular UEs, deploying fixed 
Femtocells may not be a reasonable solution for those UEs as the excessive penetration 
loss and the unnecessary number of Handovers (HOs) plays a significant role in this case. 
Thus, an efficient technology for LTE cell-edge vehicular users is required as the 
performance of those UEs in LTE network has been always a motivation for many 
researches to improve their connection and data rates as shown in [5-7]. The previous 
motivations were the enlightenments for many technologies to be developed like; Relay 
nodes, Femtocells, Pico-cells and Microcells to improve the end UE connection for indoor 
environments. While a few studies have considered the vehicular environment as a 
challenge issue to improve the end vehicular UEs’ connection and performance as  
Fig. 11.2 shows [8]. 
 
Fig. 11.2. LTE small base stations. 
Moreover, the growth in traffic requires an improvement in the spectrum and its efficiency 
in order to cope with the increased number of small mobile cells. The latter will help in 
increasing the network density and decreasing the load burden on the Macrocell (eNB) as 
stated before. This provides a strong motivation for developing Femtocells and provides 
short-range coverage. Needless to say that, the most typical deployment of Femtocells is 
the co-channel deployment where the same carriers are shared between the Femtocell and 
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the Macrocell. Consideration must be taken into account here to overcome the interference 
issue in co-channel deployment, which cannot be mitigated efficiently by traditional 
network planning techniques [9]. Several studies have proved that vehicular UEs are more 
affected by interference, dropped calls and unnecessary number of HOs [10]. Therefore, 
managing interference in a shared spectrum makes mobile broadband sustainable and 
ensures that data throughput is improved with low signals leakage so that each UE gets 
the most BW without the need for manual intervention [11].  
11.1.2. Challenges of Vehicular Environment 
With the evolution of communication services and wireless diversity, mobile networks 
require to support the increasing demands in order to provide UEs with better QoS. The 
LTE ecosystem for the next decade is expected to meet the market demands with a wide 
range of services with multiple devices, higher capacity and coverage areas. Thus, the 
evolution of LTE networks created many obstacles that are required to be considered 
continuously such as LTE high penetration losses and traffic loads. The high traffic loads 
occur because of the many applications with high data throughput that are required to be 
handled in a much more efficient way as Fig. 11.3 shows [12]. This may not be a big issue 
in the case of fixed and slow mobility UEs while it may be a concern in the case of 
vehicular UEs since the latter is more affected by the high penetration loss, path-loss, 
interference and mobility. However, addressing these issues will be the evolution towards 
developing 5G Networks.  
 
Fig. 11.3. LTE Data Explosion challenges.  
Having fixed Femtocells have helped the network in expanding the coverage areas of 
indoors environment and overcoming the issue of high penetration loss. This also has 
helped in improving the performance of those indoor users in LTE and future networks. 
While the challenge issue here is still the quality of connection and performance of 
vehicular UEs in outdoor environment such as public transportations like buses. This 
means that the ability of having outdoor Femtocells to serve vehicular UEs in buses has 
become a concern in every research. Therefore, this work reviews the impact of having 
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fixed Femtocells to serve outdoor vehicular UEs. It also examines the need of having an 
efficient technology that serves the vehicular UEs from inside the vehicle and aims to 
improve the throughput and Signal to Interference plus Noise Ratio (SINR) while 
ultimately reducing outage probabilities. This technology needs to satisfy the users’ needs 
and reduce the traffic load on the eNB. Added to this, with the increased number of UEs 
and signaling, the serving cell should assign the UEs to the ‘always online’ state which 
means a longer connection time with better link quality and hence dynamic scheduling 
and dynamic resource allocation [13].  
Moreover, there are various forms of interference that are a matter of major concern as 
they make the LTE and 5G systems vulnerable, which in turn cause communication 
failures and could take down the whole network [14]. One of these interference forms is 
the co-channel interference originating from the presented Femtocell (Mobile-Femto) 
with the nearby eNB and the second interference form is the co-tier interference between 
the Mobile-Femto and nearby Mobile-Femto. To mitigate this issue, the impact of 
transmission power and network deployment has been tackled to evaluate the need of 
having an efficient frequency reuse scheme. This dynamic technique dose not waste 
frequency since the same frequency can be reused several times over distance to mitigate 
the generated interference. 
Addressing these challenges was therefore the main drive of this work as Femtocell 
technology and methods are required to improve the existing networks and smart phones’ 
performance to meet the growing demands for data and subscribers. Therefore, the aim of 
this chapter is to study the LTE standard and provide comprehensive solutions to mitigate 
outlined challenges that can be overcome in 5G and future networks. In an LTE system 
and due to technology evolution, it is required to introduce self-optimising and dynamic 
solutions to endow the current standard with more intelligence. This will make the 
network more adaptive and able to handle peak data demands and cope with the increasing 
capacity requirements especially in the case of the vehicular UEs who are considered as a 
significant percentage in LTE networks. Additionally, by 2020 it is predicted that this 
percentage will be increased especially with the evolution of 5G Networks [4].  
11.2. Related Work 
Mobile computing is fast becoming a vital part of everyday life in which UEs demand 
being reachable anywhere and anytime as they spend much time traveling from one place 
to another, often by trains or buses. The ultimate purpose of passengers is the ability to be 
connected to the Internet while they are moving from one place to another with their 
mobile devices. Providing indoor coverage on trains and buses directly with the outdoor 
BSs may not be a good solution due to the high penetration losses in the LTE and LTE-A 
networks, especially for high speed trains caused by the Faraday cage characteristics of 
the railcars [15]. This fact leads to a poor signal quality inside the train and offering 
broadband services is not always possible. Although, the broadband access on buses and 
trains could be achieved by installing BSs close to the railways, however, this solution is 
not quite convenient to trains and buses’ Operators due to the high investment needed to 
deploy such BSs. In additions, this will increase the number of unnecessary HOs. This 
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issue has focused the research community effort on offering solutions that take advantages 
of the existing wireless infrastructure in order to propose efficient methods to manage the 
mobility in seamless way for the end-UEs. Therefore, this literature reviews the related 
work in terms of the vehicular UEs performance, the generated interference and the 
suggested solutions to improve their performance in LTE networks.  
11.2.1. LTE Vehicular UEs Penetration Loss 
The indoor coverage can badly be degraded by the penetration losses through the walls of 
buildings. If the BS is outdoors but the mobile is indoors, then the penetrations losses 
typically reduce the received signal power by 10 to 20 decibels (dB) - a factor of 10  
to 100 - which can greatly reduce the indoor coverage. This is one of the motivations 
behind the progressive introduction of Femtocells [16]. It is worth noting that the previous 
fact applies to vehicular UEs as well, as those UEs experience high penetration loss since 
there is a barrier, the vehicle's chassis between those UEs and the outdoor BSs that affects 
the quality of the transmitted and received signals. Thus, in order to solve the previous 
issue of the high LTE Vehicular Penetration Loss (VPL), the authors in [17] present a 
series of VPL measurements performed in 800 MHz-frequency band. These 
measurements were conducted for three different vehicle types, mini-van, full size car and 
sports car with different types of environments e.g. urban or suburban. The statistical 
properties of the VPL have been examined in order to determine the benchmark 
parameters to be used in the design of wireless communication systems. While the 
achieved results have shown that the vehicle’s chassis, speed and distance from the 
serving BS play very effective roles in terms of the quality of the transmitted signal. 
Hence, this study has made it clear why the vehicular UEs in buses and trains suffer from 
the worst link connection with the outdoor BS. According to [18], the high-speed trains 
can be a fruitful environment for mobile services as users are concentrated in relatively 
small areas. In the train environments, the trains’ paths are always known and the railway 
environment itself has large tunnels, wide cuttings and curves. However, several issues 
arise in such an environment like fading, Doppler, transients, and penetration loss into 
carriages, as well as special situations such as cuttings and tunnels. This creates a problem 
with the operation of the physical layer as this may affect the link between the UE and the 
outdoor serving BS that causes performance degradation at high speeds.  
Obviously, this has shown that vehicular UEs are most affected by the high penetration 
loss due to the signal strength fluctuation and radio link failures between the vehicular 
UEs and the outdoor BSs as the mobility aspect plays a negative role in this case. 
Therefore, the coming sub-section discusses the impact of the VPL on the vehicular UEs 
performance, besides analysing the previous implemented solutions and technologies to 
improve the vehicular UEs performance.  
11.2.2. Vehicular UEs Performance 
The signal quality inside vehicles is very poor due to the high penetration loss, path-loss 
and fading. However, poor signal means poor SINR as in wireless communication the 
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SINR is being used to measure the signal quality of wireless connections. Therefore, in 
order to improve the SINR inside a vehicle, indoor coverage needs to be deployed as study 
[19] shows. In this study, the authors discuss the ability of improving the QoS of vehicular 
UEs and solving the issues behind the low SINR by deploying mobile Femtocells in the 
Macrocell. The proposed study has stated that the short distance between the UE and the 
Femtocell provides better signal quality. The inside Femtocells have been connected to 
the Core Network or the Macrocell through the satellite networks. One stronger 
transceiver is installed outside the roof of the vehicle. This transceiver is connected to the 
Femtocells using wired connection and to the Macrocell and the satellite access networks 
using wireless link. Another study however has discussed the cell-edge vehicular UEs 
who suffer from low SINR and performance degradation in general [20]. The authors have 
considered the feasibility of Decode and Forward (DF) Relay nodes from the 3GPP  
LTE-A perspective as an attractive solution to solve the SINR reduction. The proposed 
solution is based on finding the relation between the relay node transmission power, ratio 
between number of BSs and Relay nodes and the performance of the system. The achieved 
results have shown a good performance in terms of the signal strength after the 
deployment of the Relay nodes. However, the proposed solution was not practical from 
the network Operator point of view as the interference issue might occur in the case of 
increased traffic. This is because with the high traffic load, increasing the transmission 
power to cover wider range can increase the interference, while reducing the transmission 
power to eliminate the interference can increase the number of HOs especially in the case 
of vehicular UEs. This has its negative impact on the spectrum efficiency of served UEs 
and the utilisation of network resources.  
The spectrum/spectral efficiency or the BW efficiency is more affected by the UE’s 
mobility and speed. The authors in [21] have discussed the ability of improving the 
spectrum efficiency via using the mobile Femtocell technology. This study has stated that 
the spectral efficiency of mobile Femtocell’s UE can be improved with the use of two 
resource partitioning schemes, orthogonal and non-orthogonal. However, this study has 
neglected the generated interference between the mobile Femtocells themselves and it 
assumed that the chosen environment is an ideal environment where there is no noise and 
interference, which may affect the accuracy and reliability of the achieved results since it 
does not match the real life scenarios. While [22], has discussed the problem of resource 
allocation in a cellular network with mobile Femtocells. This study has shown that the 
speed and path information of the mobile Femtocells have been used to determine the 
interference correlations between different Femtocells at different time instants and 
represent them as a time interval dependent interference graph.  
More studies have been done by [12, 23, 24] on the resource management of Femtocell 
by introducing several mechanisms and techniques to share resources between the 
Macrocells and Femtocells. Whilst sharing the spectrum efficiently among the Macrocell 
and Femtocell’s UEs with less interference has been discussed in [25-27]. Other studies 
concentrated more on investigating the OFDMA technique based on LTE network like 
[26, 28]. These studies have shown the correlation between the OFDMA and Physical 
Resource Blocks (PRBs) as well as the impact of this access scheme on sharing the 
resources between Macrocell and Femtocell UEs. While other studies like [29, 30] have 
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observed the impact of PRBs distribution on the achieved cell capacity in LTE networks. 
Distributing the PRBs and dynamically allocating the resources among UEs can greatly 
improve the achieved capacity as well as the spectrum efficiency. Hence, all the previous 
studies have shown that the distribution of the PRBs depends on the UE’s traffic that the 
cell is experiencing which might be a burden on the network without an efficiently 
resource allocation scheme. However, most of the previous studies were limited to the 
fact that they have considered the case of fixed BSs with mobile UEs but not many who 
considered the mobile BSs with mobile UEs which is considered a challenge issue in this 
case.  
On the other hand, many researchers have considered the impact of UEs’ mobility and 
speed on the network throughput as an area of interest. In [31], the authors have presented 
a system level simulation results for a cooperative moving Relay node system deployed 
on a High-Speed Train (HST) to provide enhanced cellular coverage to UEs in public 
transportations, particularly HSTs, of which the modern construction materials and 
techniques cause high VPL when signals propagate into the train. This study has shown 
that the mobile relay nodes utilising antenna arrays on the exterior and interior of the train 
are a promising solution to overcoming this VPL in order to provide on-board UEs with 
improved services. The achieved results showed a slight improvement in the achieved 
throughput of on-board UEs when compared to direct transmission of those vehicular 
UEs. Another study has considered the mobile Relays as a solution to improve the 
vehicular UEs throughput as in [32]. Here, the authors have considered the mobile Relay 
node to be deployed on public transportation to serve vehicular UEs in order to reduce the 
impact of the penetration loss and improve the UEs throughput. However, both of the 
previous studies were limited to the fact of the limited number of served UEs i.e. max five 
UEs, and coverage areas while another issue added to the second study, which is the 
random movement of the mobile Relay that agitates the interference problems.  
In contrast, the mobility management procedures in LTE systems such as HO and cell 
reselection are becoming more complex due to the dense deployment of different type of 
cells. Many studies have examined the mobility robustness and HO issues in 
heterogeneous networks. Researchers have focused on different topics such as signal 
strength during HO, interference, SINR, cells’ properties, UEs positioning and outage 
probability. However, this chapter is more focused on UEs mobility and its impact on the 
outage probability and connection quality between the vehicular UEs and the serving BS. 
This is because; having a high outage probability can drop the network performance and 
affect the UE’s quality of service. Therefore, several studies have considered the vehicular 
UEs outage probability as an issue to be solved in LTE networks. In [33], the authors have 
investigated the power outage probability of vehicular UEs who are served by half-duplex 
decode-and-forward Relay Nodes (RN) under co-channel interference. The aim of the 
proposed framework is to optimise the HO parameters, as well as numerically optimise 
the fixed RN position, which minimises the average power outage probability at the 
vehicular UEs end. Fixed RN shows its advantage in serving its nearby vehicular UEs 
while the moving RN has shown a better quality of connection in terms of those vehicular 
UEs. On the other hand, in [34], the authors have proposed an efficient HO scheme, which 
contains two procedures in order to mitigate the signal outage probability of vehicular 
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UEs and improve their performance. The first procedure is an enhanced measurement 
procedure, which can accelerate the measurement procedure when the mobile Relay 
knows that the train is moving towards some neighbouring Donor eNBs (DeNBs). The 
second procedure is a group in-network HO procedure, which can occur similarly to 
network HO procedures in the Core Network. However, the limitation in the previous two 
studies is the occurrence of the interference among RN UEs and Macro UEs as RNs use 
the unlicensed spectrum unlike the Femtocells in LTE networks.  
Where, the authors in [35] have proposed an analytical model for mobile UE connection 
probability in Femto-Macro cellular networks. The aim of this study is to improve the 
performance of the connectivity probability in terms of the communication range when 
Macro UEs at the boundary of the Macrocell and at the same time at the boundary of the 
Femtocell. The achieved results have shown an improvement in the performance of the 
connectivity probability after increasing the communication range by increasing the 
number of deployed Femtocells in the Macrocell. However, this study raises the cost issue 
and the deployment of unnecessary number of Femtocells in the Macrocell. Increasing the 
number of Femtocells will bring more issues regarding the interference and the 
unnecessary number of HOs with the highly UEs speed. While in [36], the authors have 
evaluated the performance advantage of using Femtocells as mobile Relays by 
communicating with the Macro BSs to improve and extend coverage for mobile UEs. The 
proposed approach enables cooperative strategies between Home BSs and Macrocell BSs 
in order to mitigate the signal outage probability of vehicular UEs. Whereas in [21], the 
authors have investigated the effects of using mobile Femtocells to serve vehicular UEs 
and the impact of that on the amount of signaling overhead with the Macrocells. The 
results show that there is a large saving in the volume of control signaling after using 
mobile Femtocells to communicate with the eNB on behalf of the on-board mobile UEs. 
This has its own positive impact on improving the signals inside vehicles. Other studies 
like [19] have concentrated on improving the signal quality inside vehicles. This study has 
proposed the deployment of Femtocells in vehicles to improve the uplink throughput for 
mobile UE. The mobile BS is connected to the Operator’s Core Network through the 
Macrocell BS or a satellite where the results have shown that mobile Femtocells can 
improve service quality and maintain an acceptable level of SINR. 
Hence, all the previous works together with [31] and [37] have shown that the increased 
demand for using the new multimedia services and features of today’s Smart-Phones in 
vehicular environment have been considered as a drawback in nowadays networks. This 
is because, vehicular UEs may not be able to connect to the network directly without the 
use of an efficient technology to cover the network holes and improve the vehicular UEs 
performance. Also it was quite noticeable that very few studies have considered the 
Mobile-Femto as a research of interest unlike the Fixed-Femto and Relay nodes that have 
been discussed in many studies like [38] and [39]. This is due to several challenges come 
with the deployment of Mobile-Femto technology. These challenges are needed to be 
considered from different aspects like; resource distribution between Macrocells and 
Mobile-Femtos, UEs scheduling process and link capacity to accommodate the increased 
transmitted data rate. Additional to that, the main concern will be reducing the effect of 
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path-loss, penetration loss, link outage probability, interference and improve the 
performance of vehicular UEs.  
11.2.3. Small Cells Interference  
The deployment of low power nodes in heterogeneous networks has a beneficial impact 
on enhancing the system’s capacity by bringing the transmitter and the receiver closer to 
each other. However, the dense deployment of these small cells has created a serious 
interference issue. Thus, in order to reduce and mitigate the interference between those 
small BSs and between the Macrocell, many studies have been carried out based on the 
power control for Uplink (UL) and Downlink (DL) signals, radio resource scheduling, 
Femto/Macro local information, UE measurement, cooperative approach, time/frequency 
allocation, QoS requirements, frequency division, frequency reuse and network planning 
approaches. While other studies like [40-42] have discussed the impact of the interference 
issue on the network performance in LTE and LTE-A networks. The previous studies have 
shown that, the position of the Femtocells needs to be chosen wisely in order to have the 
smallest possible number of Femtocells but with the largest possible coverage area. Using 
this technique reduces the implementation cost and the interference issue as it is necessary 
to specify the cell threshold areas and place the Femtocells near to these areas.  
Other studies have considered the transmission power as a way of controlling the 
interference issue like in [43]. In this study, the author has proposed a method for power 
control of randomly deployed Femtocells. The system model is based on the idea of a 
constant Femtocell coverage area by enabling the control of pilot power and data on the 
DL transmission. In the UL, the transmission power of the UE is limited to a predefined 
value in order to guarantee that interference is at its minimum level for the existing Macro-
UEs. While in [44], a dynamic power control algorithm is proposed in order to reduce the 
interference level while maximising the indoor coverage. The aim of this scheme is 
considering the load balance of the Femtocells so that loaded Femtocell reduces its 
coverage area by adjusting the transmission power and vice versa, which helps to reduce 
the interference issue.  
In contrast, in [45] the authors have described a communication mechanism over the X2 
interface between the Macrocell and Femtocells for Inter-Cell Interference Coordination 
(ICIC). One example is that when a certain cell needs to transmit, it has to inform its 
neighbours about its transmission power level on the DL. Another approach utilises the 
UL by exchanging the measurements about the interference levels among different cells. 
While in [46], the authors have proposed a decentralised resource allocation scheme for 
hybrid networks. In this scheme, the available radio resources are divided into time and 
frequency domains. The Macrocell can select and use all the resources, while the 
Femtocell has to select only a subset from the available OFDMA frequency resources 
when it wants to transmit in a random manner. The aim is to minimise the probability of 
interference occurring for every resource block. While in [47] a Femtocell management 
model was proposed, where resources are allocated to Femtocells and Macrocells 
orthogonally in time and frequency domains. However, this approach requires a high level 
of synchronisation between different cells in addition to the overhead caused by the large 
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amount of signaling. In [48], the cognitive approach has been proposed for Femtocells in 
LTE systems. The Femtocells share information among themselves about the path-loss, 
then the interference is estimated, and the Femtocell selects a component carrier according 
to mutual interference levels.  
In [49], a dynamic technique for interference avoidance between the Macrocell and 
Femtocells was put forward. The proposed scheme is a combination of power control and 
HO process. When the Macro-UE is discovered to be under interference from a Femtocell, 
the Macrocell will perform intra HO so that the UE is assigned to a different channel with 
lower interference. This also applies to Femtocells for changing their allocated channels. 
While, in [50], the authors have presented a method for interference control based on 
clustering, BW division and power control. In this approach, the Femtocells are allocated 
different frequencies in a frequency-reuse manner, according to the cluster position 
interference level.  
It is worth mentioning here that the Radio Resource Management (RRM) model used in 
LTE system is responsible for the spectrum resources, channel allocations, transmission 
powers and modulation schemes. Several studies have proposed different resource 
allocation schemes to allocate resources between the Macrocells and the Femtocells like 
[46, 51, 52]. In those studies, the Femtocells try to learn the resource usage pattern of 
Macrocells based on their synchronisation and adjust the resource block pattern based on 
the interference level. The Femtocell finds a free slot from Macrocell and allocates the 
free resource block to Femtocell’s UE; this is applicable only when there is less traffic. 
While [53] has proposed the approaches like cognitive radio resource and dynamic 
Fractional Frequency Reuse (FFR) scheme to reduce the interference between eNB’s via 
X2 interface and sub-carrier allocation. The FFR and Soft Frequency Reuse (SFR) are 
existing solutions for frequency reuse in LTE Femtocell based systems [54]. The FFR 
splits the given BW into an inner and an outer part. It allocates the inner part to the near 
users (located close to the BS) with reduced power applying a frequency reuse factor of 
one. For users closer to the cell edge (far users), a fraction of the outer part of BW is 
dedicated with the frequency reuse factor greater than one. In contrast, with the SFR, the 
overall BW is shared by all BSs (i.e. a reuse factor of one is applied), but for the 
transmission on each subcarrier, the BSs are restricted to a certain power bound. Another 
drawback in the SFR is that, if the user density is not high in a particular region, the 
spectrum band used in that region will be wasted.  
Hence, study [55] has introduced a frequency planning technique to avoid the co-channel 
interference between the Femtocell and the Macrocell. This study has shown that the 
mobile Operator has three basic options (scenarios) for allocating available frequencies in 
Femtocell deployments. The first scenario represents a dedicated radio channel for 
Femtocell deployment that provides separate Macrocell and Femtocell radio channels. 
This has the advantage of minimising the interference between the two networks and 
simplifying initial deployment of Femtocells. This Scenario is typically more suitable in 
rural areas where the mobile Operators may have unused radio channels. The second 
scenario shares all available radio channels between the Macrocell and Femtocell 
networks. This has the advantage of providing more degrees of freedom to manage 
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interference between Femtocells, especially in dense urban deployments, but also requires 
the greatest degree of interference management to ensure minimal impact on the 
Macrocell network from the co-channel Femtocells. While the third scenario represents a 
compromise between the first and the second scenarios in which some radio channels are 
shared between the Macrocell and Femtocell networks and other radio channels are 
reserved for the Macrocell network only. In this scenario, the Macrocell can redirect the 
mobile devices that are serving over the shared radio channel to a dedicated Macrocell 
radio channel when they approach a Femtocell. This approach may not work perfectly in 
the case of vehicular environment since the Mobile-Femtos and UEs keep changing their 
locations from one place to another.  
Further studies have introduced the co-channel interference as a significant issue in LTE 
networks. In [56], the authors have stated that the traditional Femtocell shares the same 
licensed frequency band with Macrocell, which causes the co-channel interference. 
Therefore, a resource allocation scheme of using TV White Space (TVWS) for LTE 
Femtocell Network was introduced, showing the potential to solve the co-channel 
interference in traditional Femtocell deployment. While in [57], the authors deal with the 
problem of aggregate interference modelling and static resource allocation in OFDMA-
based two-tier Femtocell networks for both close and open access Femtocells. It has been 
assumed that for Macrocell UEs, the spectrum allocation is accomplished through FFR 
scheme. The authors’ objective is to maximise the Femtocell UEs’ throughput while 
maintaining as low as it is possible the impact of interference on the Macrocell UEs’ 
performance. Their proposed algorithm is decentralised and based on some measurements 
that need to be performed only when Femtocell access point is plugged in. While studies 
like [58] have shown that Femtocells are capable of achieving higher capacity and 
improving the indoor coverage where FFR is used to improve spectral efficiency in 
emerging OFDMA networks and avoid the interference issue.  
There are many other related studies on the frequency reuse techniques that have been 
used to mitigate the interference problem in LTE-A deployments. The evaluation of 
various frequency reuse schemes including Integer Frequency Reuse (IFR), FFR and Two 
Level Power Control (TLPC) have been presented in the work of [59]. A brief comparison 
of these schemes has been provided and concluded that FFR and TLPC with appropriate 
settings of inner region radius and power ratio provide the best performance together with 
applying fair-share scheduler. While [60] has proposed a frequency planning mechanism, 
in which Femtocells choose the frequency sub-bands that will not be used in the sub-
region of a Macrocell using FFR in an integrated Macrocell/Femtocell network. In [61], 
the authors have proposed a frequency partitioning method, in which both sub-channels 
for inner cell region and sub-channels for outer region are allowed to be used in the inner 
region of cells while sub-channels for outer region are defined differently from cell to cell 
to reduce co-channel Interference. Furthermore, FFR scheme is introduced by [62], which 
has stated that the inner and the outer regions can be served in a different way, not only in 
terms of frequency sub-bands but also in terms of time slots. This scheme has been 
extended further by [63] by employing the concept of cell sectors while an optimised FFR 
mechanism is presented in [64] to achieve better system performance based on dynamic 
cluster sizing and frequency allocation. 
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Hence, it is very noticeable that most of the used interference techniques have been 
applied on fixed BSs, while very few have been implemented for vehicular BSs. 
Therefore, this chapter pays more attention towards the vehicular BSs interference 
together with its impact on the achieved vehicular UEs throughput and SINR.  
11.3. Mobile Femtocell Technology 
In mobile and ubiquitous networks, it is desirable that UEs do not experience fluctuations 
in the services quality when they are moving from one place to another, i.e., they should 
not be aware of mobility. Nowadays, vehicular UEs demand for the quality in their own 
network rather than in mobile devices. In this sense, an efficient technology is needed to 
prevent the UEs from detecting changes in the QoS when they are continuously moving. 
Thus, Mobile-Femto architecture has been designed to improve the 3G and 4G 
connectivity inside buses environment to support mobility between the bus passengers 
and the Core Network in LTE network. The Mobile-Femto concept has been derived from 
combining the concept of two technologies; the Fixed-Femto technology and the Mobile 
Relay Node technology. The main advantage of implementing the Mobile-Femto 
technology is the ability of this small cell to move around and dynamically change its 
connection with the Operator’s Core Network. This Mobile-Femto concept can be seen as 
a practical implementation of the moving networks that can be deployed in public 
transportations like buses to overcome the high penetration loss and path-loss issues. 
Therefore, Mobile-Femto is seen as the new paradigm of the Femto-cellular network 
technology that reduces the impact of vehicular environment on the UEs SINR, 
throughput and spectral efficiency as will be shown in this chapter. However, the approach 
of network configuration should be different for different vehicular environments due to 
vehicles speed variation, availability of wireless backhaul networks and Doppler Shift in 
the case of high-speed trains.  
UEs inside public transportations may execute multiple HOs at the same time that may 
cause a significant increase in the signaling load and drop in the network connections. 
This has led to look at the Mobile-Femtos as a solution to minimise the signaling load, the 
number of dropped connections and the number of HOs [65]. Hence, Fig. 11.4 represents 
the Fixed and Mobile Femtocells that could be either installed inside buildings, on streets 
or public transportations like trams and buses.  
As mentioned earlier, Mobile-Femto is a moving hotspot with multiple UEs who are 
requesting diverse data services, e.g. web browsing, Voice over IP (VoIP), e-mailing and 
video streaming. It adapts the LTE’s standard radio interface to communicate with the 
serving eNB and the group of UEs who are within the coverage area of that particular 
Mobile-Femto. Fig. 11.5 shows that there are three types of links that have been utilised 
to differentiate between the eNB/Mobile-Femto link, the Mobile-Femto/UE link and the 
eNB/UE link. The previous three links are known as the backhaul link, the access link and 
the direct link respectively.  
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Fig. 11.4. Fixed and Mobile Femtocell Technologies. 
 
Fig. 11.5. Mobile Femtocell architecture with its layering system. 
Moreover, the Mobile-Femto architecture relies on three different designed layers as the 
following:  
 The Bus Network Layer (BNL) consists of the Mobile-Femto along the bus and all 
the vehicular UEs (passengers) attached to this Femtocell. 
 Convergence Layer (CL) aggregates the traffic sent by the Mobile-Femtos in the 
BNLs via the backhaul links and forwards it to the Internet. The eNBs or the mother 
BSs enable connectivity for the Mobile-Femto technology that is installed in 
the bus with the outside environment. 
 The Access Network Layer (ANL) is composed by the outdoor wireless technology 
that is available along the bus paths, e.g. LTE technology. Thus, the ANL is the LTE 
Core Network and it is the decision maker ahead of the eNB in the LTE systems.  
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Hence, using Mobile-Femto BS has three potential advantages: 
a) It avoids the multiple HOs procedures since a single HO is required between the 
vehicular UE and the serving Femtocell inside the bus.  
b) It improves the mobile devices battery life due to the short distance between those 
mobile devices and the serving Femtocell that is installed inside the bus. 
c) It makes a better use of the coverage area because of the use of the omnidirectional 
antenna that gives equal signal quality distribution. This makes those vehicular UEs 
enjoy a better signal quality inside vehicles by mitigating the high LTE penetration 
loss. The result is a longer use of the wireless link, thus, less signal outage probability.  
11.4. Vehicular UEs Performance Analysis in LTE Networks 
The main aim of this section is to look into the Fixed-Femto and Mobile-Femto 
technologies and their impact on the vehicular UEs’ performance in LTE and next 
generation networks. However, it is to be noticed here that the backhaul link between the 
eNB and the Mobile-Femto experiences fast fading with a Non Line of Sight (NLOS) 
channel while the access link between the Mobile-Femto and the UE is assumed to be 
Line of Sight (LOS) with slow fading channel. Also it is worth mentioning that the 
wireless backhaul link transmission does not interfere with the Small/ Macro-cells 
arrangement. This is because it uses a frequency band that has not been used before. This 
is required in order to avoid the interference between different wireless backhaul links as 
well as with different direct and access links. Hence, this chapter shows the potential of 
deploying the Mobile-Femtos in the Macrocell as they have been assumed to be installed 
across the roof of public transportations e.g. buses to improve the capacity, reliability and 
coverage for vehicular UEs in 5G and future wireless networks. To this end, the following 
will draw a mathematical comparison between the vehicular UEs performance before and 
after deploying the Fixed-Femto and Mobile-Femto in LTE Macrocell.  
11.4.1. System Model 
First it is important to clarify the communication process between the eNB and the 
Femtocell and between the Femtocell and the UE in LTE system. The eNB gathers the 
Channel State Information (CSI) from all UEs and Fixed-Femtos/Mobile-Femtos in the 
Macrocell. Likewise, the UEs within the Fixed-Femto/Mobile-Femto coverage will 
feedback this information only to the Fixed-Femto/Mobile-Femto BS. In the transmission 
process, the eNB transmits the data to the selected Fixed-Femto/Mobile-Femto via the 
backhaul link and then the Fixed-Femto/Mobile-Femto will fully decode the data, buffer 
it and retransmit it to its UE via the access link. However, as depicted in Fig. 11.6, the 
considered eNB has a fixed coverage of D meters depends on the chosen transmission 
power, while one vehicle (bus) is moving along the highway with a number of UEs inside 
it. It has been assumed that both the Fixed-Femto and the Mobile-Femto consider the dual-
hop transmission where the eNB transmits to a vehicular UE via the Fixed-Femto/Mobile-
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Femto and vice versa. Additionally, d meter is the distance between the eNB and the 
Fixed-Femto while x is the distance between the eNB and the vehicular UE.  
 
Fig. 11.6. eNB, Fixed-Femto and Mobile-Femto system model architecture. 
However, before clarifying the communication links between the eNBs, Fixed-Femtos 
and Mobile-Femtos, it is significant first to discuss the UEs scheduling process and 
resource allocation scheme in these BSs. A multiuser scheduling scheme is assumed 
where the Macrocell UEs, the Mobile-Femtos and the Fixed-Femtos are served over k 
PRBs, indexed by k=1,…,K. The Fixed and Mobile Femtos are scheduled over a dedicated 
time-frequency zone in such a set of Fixed-Femtos and Mobile-Femtos that are selected 
according to scheduling criterion e.g. serving priority or channel condition.  
Fig. 11.7 shows the scheduling mechanism in terms of eNB, Mobile-Femtos and Fixed-
Femtos UEs. 
 
Fig. 11.7. Time sharing strategy for Fixed and Mobile Femtos in LTE system. 
As it is known, the eNB is responsible for scheduling all the links of the network, 
Femtocells’ links and UEs’ links. The Femtocell nodes only forward the received data and 
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signaling from/to the eNB without any scheduling. The scheduler in the eNB should take 
into account the limitation of the Control Channel Elements (CCEs) when allocating the 
PRBs to the UEs in both directions UL and DL. Therefore, the UEs scheduling has two 
successive scheduling decisions; the candidates selection followed by frequency domain 
resources allocation to assign the PRBs among the selected UEs. Here the candidates’ 
selection could be either UEs or Femtocells who need to be scheduled in the Macrocell. 
The eNB will schedule the Mobile-Femtos like any other UEs but of course, more PRBs 
will be allocated to those access points than normal UEs need. Hence, the scheduling 
process can be summarised as the following:  
aሻ The time domain scheduler will prioritise the UEs based on a given priority criterion 
e.g. Proportional Fair (PF) Scheduler. 	
bሻ It selects only Marco UEs or Mobile-Femtos/Fixed-Femtos with highest scheduling 
priority taking into account the total CCEs constraints as well as the number of 
available PRBs. This can be defined as (N UEs n ൑ Nmax), (J Mobile-Femtos j ≤ Jmax) 
or (I Fixed-Femtos i ≤ Imax), where n ∈ N = {1,..., N} denotes the set of UEs who 
communicate directly with the eNB (Macrocell UEs). While Nj refers to a group of 
UEs within a Mobile-Femto j and Ni denotes the group of UEs within a Fixed-Femto 
i, where Mobile-Femto j ∈ J = {1, …, J} and Fixed-Femto i ∈ I = {1,...,I}.		
As mentioned earlier, this work considers the PF scheduling policies. This type of 
scheduling refers to the amount of resources allocated within a given time window to UEs 
with better channel quality in order to offer high cell throughput as well as fairness 
satisfactory. The PF scheduling mechanism has been presented by Fig. 11.8 [66].	
 
Fig. 11.8. Proportional fair scheduler for UEs in LTE network. 
Advances in Networks, Security and Communications: Reviews, Vol. 1 
 264
As the above figure shows, the scheduling technique works as the following; firstly, the 
scheduler sorts the UEs in descending order according to the proportional fair metric [67] 
and then it picks up only some of the UEs depending on the availability of the CCE, the 
PRBs and UE’s CQI. Secondly, the scheduler allocates the PRB k to UE n, Mobile-Femto 
j or Fixed-Femto i according to the following criterion:  
 n୩ ൌ argmax୬∈୒ ୖ౤ሺ୩,୲ሻഥୖ౤ሺ୲ିଵሻ, (11.1) 
where തܴ௡	ሺݐ െ 1ሻ denotes the average data rate of UE n before the current scheduling subframe t. Thus, arg݉ܽݔ௡∈ே 	ܴ௡ሺ݇, ݐሻ, ݇ ൌ 1,…… ,ܭ  and ܴ௡ሺ݇, ݐሻ ∝ ܴܵܰ௡  is the instantaneous achievable rate on PRB k for a user n, which can be calculated according to 
Shannon formula: 
 R୬	ሺk, tሻ ൌ 	 ୆୛୩ logଶሺ1 ൅ SNRሺk, tሻሻ. (11.2) 
Hence, the average data rate of UE n can be calculated using an exponential average 
filtering, which will be unpdated using the following formula: 
 Rഥ୬ሺtሻ ൌ 	 ቀ1 െ ଵ୘ቁRഥ୬ሺt െ 1ሻ ൅
ଵ
୘∑ ܴ௡ሺ݇, ݐሻ݀௡ሺ݇, ݐሻ௄௞ୀଵ , (11.3) 
where T is the average window length, which is considered as an important element in the 
PF scheduler and ݀௡ሺ݇, ݐሻ is a binary indicator that is set to 1 if the user n is scheduled on PRB k at time 1 and to 0 otherwise.  
Since the main concern of this work is the vehicular environment, vehicular UEs and 
Femtocells scheduling process may occur differently from the traditional one. Therefore, 
the following algorithm represents the UEs and Femtocells PF scheduling scheme in the 
Macrocell under different traffic loads (low, medium and heavy) traffics. 
In Algorithm 1, the availability of BW resulted in resource blocks plays important role in 
the scheduling process of both UEs and Femtocells. This is because; there is a positive 
correlation between the used BW and the transmitted data rate (Rn). In other words, 
whenever the used BW is large, the ability of allocating more PRBs to UEs and Femtocells 
increases. This has its positive influence on the transmitted bit rate and achieved 
throughput. 
Hence, based on [68], the received signal-to-noise ratio (SNR) in (dB) at the receiver (Rx) 
side can be given by  
 SNRୖ౮ ൌ 	 ୔౮|ୋ	|
మ	୔୐ሺ୐ሻக
୔౤౥౟౩౛ , (11.4) 
where G represents the channel gain and ܲܮ	has been used to model the Path-Loss when 
the receiver Rx is at distance L away from the transmitter Tx,. The Px is the average 
transmission power at the transmitter Tx while ߝ is the VPL and Pnoise represents the noise 
power. 
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Algorithm 1. Scheduling UEs and Femtocells. 
 
1: 
 
/* Bandwidth Scheduling to Macro UEs, Mobile-Femtos & Fixed-Femtos 
2: for N = {1,..., N}, J = {1,....J}, I = {1,....I} 
3: compute CCE 
4: compute CQI 
5: compute max_RBs 
6:                 if (Sch_ ܤ ௘ܹே஻ ൒ ݉ܽݔ_ܴ௡ ) then 7:   ( ܴܤݏ௘ே஻ ൒ ሾܴ	ሺݐ, ݇ሻ ൌ 	 ஻ௐ೐ಿಳ௞ ݈݋݃ଶሺ1 ൅ ܴܵܰሺݐ, ݇ሻሻሿ) %thus, do the following 8:                 sch_N 
9:                 sch_J 
10:                 sch_I 
11:                 accept_Transmission then 
12: for n=1 % for all UEs do the following calculations 
13: ergodiccapacity = calculate_ ergodiccapacity(n) 
14: spectraleffeciency = calculate_ spectraleffeciency(n)  
15: throughput = calculate_ throughput(n) 
16: sinr = calculate_sinr(n) 
17: end for 
18:                end if 
19:                   else if ሺ݄ܵܿ_ܤ ௘ܹே஻ ൏ ݉ܽݔ_ܴ௡) then 20:  ሺܴܤ௘ே஻ ൏ ሾܴ ሺݐ, ݇௘ே஻ሻ ൌ ஻ௐ೐ಿಳ௞೐ಿಳ ݈݋݃ଶሺ1 ൅ ܴܵܰሺݐ, ݇௘ே஻ሻሻሿ) 21:                      rej_sch 
22:                       rej_Transmission 
23:                         end  
24: end for 
 
Thus, since the vehicular UEs is at distance x away from the eNB, the SNR of the eNB 
direct transmission can be given by  
 SNRୣ୒୆ି୙୉ ൌ 	 ୔౮
౛ొా|ୋభ|మ	୔୐ሺ୶ሻఌ
୔౤౥౟౩౛ . (11.5) 
While, for the Fixed-Femto assisted-transmission the equation is given as  
 SNR୊୊ୣ୫୲୭ି୙୉ ൌ 	 ୔౮
ూూ౛ౣ౪౥|ୋమ|మ	୔୐ሺ୶ିୢሻக
୔౤౥౟౩౛ . (11.6) 
On the other hand, the distance between the transmitter Tx of the vehicular UE and the 
Femtocell that is allocated in the same bus (Mobile-Femto), is shorter than 5 meters at 
most. As a result, a LOS access link and a constant power loss Closs = -84.55 dB have been 
assumed [69]. The SNR of the Mobile-Femto assisted-transmission can be given by 
 SNR୑୊ୣ୫୲୭ି୙୉ ൌ 	 ୔౮
౉ూ౛ౣ౪౥େౢ౥౩౩
୔౤౥౟౩౛ ,  (11.7) 
where the ௫ܲ௘ே஻, ௫ܲிி௘௠௧௢ܽ݊݀	 ௫ܲெி௘௠௧௢	denote the average transmission power of the eNB, Fixed-Femto and Mobile-Femto while G1 denotes the channel gain of the backhaul 
link and G2 denotes the channel gain of the access link in the Fixed-Femto assisted 
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transmission. Whereas the channel gain of the Mobile-Femto assisted-transmission has 
been assumed to be 1 (means unity) due to the short distance between the UE and the 
Femtocell as well as the LOS access link. After presenting the SNR of the eNB, Fixed-
Femto and Mobile-Femto assisted transmissions, now it becomes necessary to state the 
Ergodic capacity of the direct, backhaul and access links, which are generally can be given 
by 
 Cୠ,ୢ,ୟ ൌ ሾminሼCୠୟୡ୩୦ୟ୳୪, Cୢ୧୰ୣୡ୲, Cୟୡୡୣୱୱሽሿ. (11.8) 
The backhaul links between the eNB-Fixed Femtos and the eNB-Mobile Femtos are 
assumed to be NLOS outdoor links. As a result and based on Shannon equation capacity 
[70], the backhaul link capacity in (bits/s/Hz) between the eNB and the Fixed-Femto at 
distance d can be given by 
 C
ୠୟୡ୩୦ୟ୳୪ሺୣ୒୆ି୊୧୶ୣୢ୊ୣ୫୲୭ሻୀ୆୛౛ొాషూ౟౮౛ౚూ౛ౣ౪౥ 	୪୭୥మቆଵା	ౌ౮
౛ొా|ృభ|మ	ౌైሺౚሻ
ౌ౤౥౟౩౛ ቇ
. (11.9) 
While the backhaul link capacity between the eNB and the Mobile-Femto at distance x 
can be given by 
 C
ୠୟୡ୩୦ୟ୳୪ሺୣ୒୆ି୑୭ୠ୧୪ୣ୊ୣ୫୲୭ሻୀ	୆୛౛ొాష౉౥ౘ౟ౢ౛ూ౛ౣ౪౥ ୪୭୥మቆଵା	ౌ౮
౛ొా|ృభ|మ	ౌైሺ౮ሻ
ౌ౤౥౟౩౛ ቇ
. (11.10) 
Here the BWeNB-FixedFemto and BWeNB-MobileFemto represent the bandwidth of backhaul links 
between eNB-FixedFemto, eNB-MobileFemto while BWFixedFemto-UE and BWMobileFemto-UE 
represent the bandwidth of access links between FixedFemto-UE and MobileFemto-UE 
respectively.  
It should be noticed that, in the backhaul link capacity between the eNB and the Mobile-
Femto there is a small channel gain like the Fixed-Femto due to the distance gap between 
the Mobile-Femto and the eNB as well as the NLOS backhaul link. While, the  
Cdirect(eNB-UE) can be given as the same as the C backhaul(eNB-Mobile-Femto) in Eq. (11.10), since 
the direct link between the eNB and the vehicular UEs is a NLOS link and the distance 
between the eNB and the UE is the same as the distance between the eNB and the Mobile-
Femto. 
Hence, based on the above equations, the access link capacity between the Fixed-Femto 
and the vehicular UE at distance x-d can be derived and given as 
 C
ୟୡୡୣୱୱሺ୊୊ୣ୫୲୭ି୙୉ሻୀ୆୛ూ౟౮౛ౚూ౛ౣ౪౥ష౑ు 	୪୭୥మቆଵା	ౌ౮
ూూ౛ౣ౪౥|ృమ|మ	ౌైሺ౮షౚሻ಍
ౌ౤౥౟౩౛ ቇ
. (11.11) 
While the access link capacity between the Mobile-Femto and the vehicular UE is a 
special case scenario as the penetration loss does not exist in this case. This is because 
there are no boundaries between the UEs and the serving small BS so nothing resists the 
signal from reaching the UEs without losses. Therefore, the link capacity can be given by 
 C
ୟୡୡୣୱୱሺ୑୊ୣ୫୲୭ି୙୉ሻୀ୆୛౉౥ౘ౟ౢ౛ూ౛ౣ౪౥ష౑ు 	୪୭୥మቆଵା	ౌ౮
౉ూ౛ౣ౪౥ిౢ౥౩౩
ౌ౤౥౟౩౛ ቇ
. (11.12) 
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However, it is important to state that the backhaul link between the eNB and the Mobile-
Femto is the capacity bottleneck of the Mobile-Femto technology and many challenges 
can be faced with deploying this technology. One of these challenges is observed when 
the UE and Mobile-Femto speed goes up, the rapid variations of mobile channels 
combined with feedback delays reduce the accuracy of the CSI at the eNB side. The CSI 
feedback inaccuracy at the eNB limits the use of advanced MIMO transmission schemes 
that are needed in LTE and 5G systems to further increase the throughput of the backhaul 
link. To control the previous issues, the speed of the designed scenarios has been 
controlled. Nevertheless, new challenges regarding the interference management arise due 
to the use of Mobile-Femtos. This is because; the backhaul link becomes complicated as 
the interference is expected between different Fixed-Femtos and Mobile-Femtos backhaul 
links. The previous issue can be mitigated with an efficient coverage planning scheme as 
well as specifying the buses paths (buses zones) within the Macrocell to avoid the 
overlapping areas. However, there is always a worst-case scenario in terms of the 
interference problem, which will be further investigated in this chapter.  
After discussing the scheduling process, PRBs distribution among Macro UEs and 
Femtocells in the Macrocell and clarifying the communication links between the eNBs, 
Fixed-Femtos and Mobile-Femtos, it is important now to discuss the effect of this on the 
achieved spectral efficiency. Once the Fixed-Femtos/Mobile-Femtos are deployed, the 
spectrum has to be allocated efficiently among the different links; the backhaul, direct and 
access links. It is essential therefore, to design an efficient method that improves the 
spectral efficiency among the previous three links. Here, the non-orthogonal resource 
allocation scheme has been applied in which the radio resources are reused by the direct 
and access links while the radio resources are orthogonally allocated between the backhaul 
and the direct links, and between the backhaul and the access links. The non-orthogonal 
resource allocation scheme indicates that there will be an Inter-Carrier Interference (ICI) 
to the access and direct UEs due to the simultaneous transmissions from the Mobile-
Femto/Fixed-Femto and eNB on the same sub-channels. This scheme has several 
advantages over the orthogonal resource allocation scheme since it improves the resource 
utilisation as well as it gives the flexibility to implement the RRM at the eNB and the 
Mobile-Femto/Fixed-Femto independently. 
Hence, in order to compute the UEs spectral efficiency, it is essential first to calculate the 
SINR of Macro and Femtocell UEs as the signal strength of vehicular UEs is the main 
concern of this work. Thus, the received SINR in (dB) for Direct vehicular UE (SINRD) 
is given by 
 SINR୫ሺୈሻ ൌ ୔౮
౛ొా|ୋభ|మ୔୐ሺ୶ሻக
ሺ୍౉ూ౛ౣ౪౥ା୍ూూ౛ౣ౪౥ሻା୔౤౥౟౩౛, (11.13) 
where IFFemto and IMFemto is the ICI from the Fixed-Femto and Mobile-Femto respectively, 
௡ܲ௢௜௦௘ is the noise power, and the ܩଵis the channel gain over the direct link. On the other hand, the received SINR for the Access vehicular UE (SINRA) in the case of the Fixed-
Femto transmission can be calculated according to the following equation 
 SINR୊୊ୣ୫୲୭ሺ୅ሻ୙୉ ൌ 	 ୔౮
ూూ౛ౣ౪౥|ୋమ|మ	୔୐ሺ୶ିୢሻக
ሺ୍౛ొాା୍౉ూ౛ౣ౪౥ሻା୔౤౥౟౩౛, (11.14) 
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where Iୣ୒୆  is the ICI from the eNB and Gଶ  is the channel gain over the access link between the Fixed-Femto and the vehicular UE. Whilst, the received SINR for the Access 
vehicular UE (SINRA) in the case of the Mobile-Femto can be calculated according to the 
following formula 
 SINR୑୊ୣ୫୲୭ሺ୅ሻ୙୉ ൌ 	 ୔౮
౉ూ౛ౣ౪౥େౢ౥౩౩
ሺ୍౛ొాା୍ూూ౛ౣ౪౥ሻା୔౤౥౟౩౛. (11.15) 
As mentioned earlier, the channel gain over the Mobile-Femto access link is unity (equal 
to 1) because of the LOS link and the short distance between the Mobile-Femto and the 
UE while there is a constant loss Closs between the two parties. However, the UEs might 
experience some interference from the eNB and the nearby Fixed-Femtos as it may affect 
the SINR value. This will be further investigated later in this chapter. 
All the previous formulas have helped in calculating the spectral efficiency and 
throughput in order to evaluate the vehicular UEs performance. As explained, the spectral 
efficiency is defined for each location, as the ratio of throughput to the available BW  
for a UE under the assumption of one single subscriber in the cell as the following 
represents [71] 
 Spectral	effciency ൌ 	 ୘୦୰୭୳୥୦୮୳୲୅୴ୟ୪୧ୟୠ୪ୣ୆୛. (11.16) 
Moving on from the previous concept of the spectral efficiency to Shannon capacity 
formula (ܥ ൌ ܤܹ logଶ ቀ1 ൅	 ௌேቁ ), this will create the base to calculate the spectral efficiency [72]. Hence, the spectral efficiency of eNBUE, Fixed-FemtoUE and Mobile-
FemtoUE can be derived from the following 
 େ୆୛ ൌ logଶ ቀ1 ൅	
ୗ
୒ቁ, (11.17) 
where c is the achieved capacity that can be given by bits/sec/Hz. Based on Eq. (11.16) 
and (11.17) the spectral efficiency in (bits/cu) can be given by  
 Spectral	effciency ൌ logଶ ቀ1 ൅	 ୗ୒ቁ. (11.18) 
Thus, the spectral efficiency of direct vehicular UEs can be given by  
 Spectral	effciency	of	eNB୙୉ ൌ E ቂlogଶ ቀ1 ൅ ୔౮
౛ొా|ୋభ|మ୔୐ሺ୶ሻக
୔౤౥౟౩౛ ቁቃ, (11.19) 
where E represents the minimum expected value of the Spectral Efficiency over time. 
While the spectral efficiency of the Fixed-Femto vehicular UE at distance x-d can be 
calculated by the following  
 Spectral	effciency	of	FFemto୙୉ ൌ E ൤logଶ ൬1 ൅	୔౮
ూూ౛ౣ౪౥|ୋమ|మ	୔୐ሺ୶ିୢሻக
୔౤౥౟౩౛ ൰൨.(11.20) 
On the other hand, the spectral efficiency of the Mobile-Femto UE can be given by the 
following formula  
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 Spectral	effciency	of	MFemto୙୉ ൌ logଶ ൬1 ൅ ୔౮
౉ూ౛ౣ౪౥େౢ౥౩౩
୔౤౥౟౩౛ ൰. (11.21) 
In this case, there is no penetration loss due to the absence of walls between the vehicular 
UE and the Mobile-Femto that both share the same bus. That means there is no resistance 
against the signal, which can be transmitted smoothly without substantial power 
degradation.  
Since this work considers the spectral efficiency of vehicular UEs, it is important to 
consider the throughput of those UEs as well. This is because of the positive correlation 
between the vehicular UEs spectral efficiency and the achieved throughput by those UEs 
as the following formula shows 
 UEs_Throughput ൌ UEs_Spectral	Effeciency ∗ BandWidth. (11.22) 
So based on shannon equation, the throughput in (bits/s) of direct vehicular UEs at 
distance x from the eNB can be given by 
 Throughput	of	eNB୙୉ ൌ E ቂlogଶ ቀ1 ൅ ୔౮
౛ొా|ୋభ|మ୔୐ሺ୶ሻக
୔౤౥౟౩౛ ቁ ∗ BWୣ୒୆ቃ, (11.23) 
whereas the following represents the throughput of Fixed-Femto vehicular UEs at distance 
x-d where the penetration loss plays an important role in this case as below shows 
 Throughput	of	FFemto୙୉ ൌ E ൤logଶ ൬1 ൅	୔౮
ూూ౛ౣ౪౥|ୋమ|మ	୔୐ሺ୶ିୢሻக
୔౤౥౟౩౛ ൰ ∗ BW୊୊ୣ୫୲୭൨. (11.24) 
Likewise the following equation represents the throughput of Mobile-Femto UEs with the 
absence of the penetration loss as explained earlier. 
 Throughput	of	MFemto୙୉ ൌ logଶ ൬1 ൅ ୔౮
౉ూ౛ౣ౪౥େౢ౥౩౩
୔౤౥౟౩౛ ൰ ∗ BW୑୊ୣ୫୲୭, (11.25) 
where the BWeNB, BWFFemto and BWMFemto is the avaliable bandwidth at the eNB, Fixed-
Femto and Mobile-Femto respectvily to serve the vehicular UEs.  
However, in the presence of fading, penetration loss and path-loss, there is always a 
probability that the received SINR at the receiver is below a given threshold to support a 
required transmission rate of R bits/sec. This is because all types of services have some 
minimum bit-error-rate requirements. These requirements can be translated to the 
minimum required average of the received SINR at the receiver. Based on what has been 
illustrated earlier, the probability that the received SINR falls below a given SINR 
threshold is referred to an outage probability. Nowadays, systems try always to keep this 
probability as low as possible to improve their network performance by improving their 
vehicular UEs connections. Therefore, the outage probability has been analysed in terms 
of the Fixed-Femto and Mobile-Femto deployments in the LTE Macrocell. This analysis 
has been done according to three transmission schemes; direct transmission from the eNB, 
Fixed-Femto assisted-transmission and Mobile-Femto assisted-transmission as shown 
earlier in Fig. 11.6. Thus, it is required here to calculate the outage probability of the 
vehicular UE in three cases; when this UE is connected directly with either the eNB, the 
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Fixed-Femto or the Mobile-Femto. Having high outage probability means that the 
vehicular UE has made the wrong choice of connection with one of surrounding BSs [73]. 
Hence, the outage probability of a single-hop system when there is a direct transmission 
from the eNB to the vehicular UE, can be given by  
 P୭୳୲_ీሺSINR୲୦_ୈሻ ൌ P୰൫SINRୖ౮ ൏ SINR୲୦_ୈ൯, (11.26) 
where the SINRRx represents the instantaneous received SINR at the receiver Rx and Pr is 
the received power at the Rx [74]. The SINRth_D is the required SINR threshold at the 
receiver Rx to support a given target rate over the direct link between the eNB and the 
vehicular UE. While the threshold here is a system designated parameter and depends on 
several factors such as the achievable target rate of an LTE system. It is worth noting that 
the signal will be outage when the received SINR at the receiver side is below the given 
SINR threshold. This has its negative impact on the achieved system performance 
especially when the UEs feel that they are not getting the best services they are paying 
for.  
Thus, the SINR threshold in the case of direct transmission when a rate of R bits/sec is 
required at the vehicular UE’s end, is given by  
 SINR୲୦_ୈ ൌ SINR୲୦_୤ୣ୫୲୭ ൌ 	2ୖ െ 1. (11.27) 
Femtocells are using the full duplex transmission mode like the eNB and this is why in 
Femtocell-assisted system, both the backhaul and the access links are supporting a given 
end-to-end rate of R bits/sec at the receiver Rx like the direct transmission of the eNB, thus 
the same SINR threshold will be used.  
However, if the transmitter Tx has an average transmission power of Px and the receiver 
Rx is at distance y from the transmitter Tx, the received power (Pr) at Rx can be given by 
 P୰ሺyሻ ൌ P୶Lሺyሻψ|G|ଶ, (11.28) 
where L(y) models the path-loss when the receiver Rx is at distance y from the transmitter 
Tx. ߰ denotes the power loss caused by shadowing and G represents the channel gain. 
Here the threshold SINRth_D or SINRth_femto varies according to different QoS requirements 
like the achievable rate in bits/sec of an LTE system as mentioned earlier, which is in turn 
based on Shannon capacity that can be given by the following 
 R ൌ BWୣ୤୤ logଶሺ1 ൅ SINRሻ, (11.29) 
where BWeff adjusts for the bandwidth efficiency and the SINR has been considered here 
instead of the SNR because of the existence of the interference issue in this case [75]. This 
is due to the multiple access method, since several transmitters can send information 
simultaneously over a single communication channel. This allows several UEs to share a 
band of frequencies, which may cause interference between UEs as will be shown later in 
this chapter.  
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Hence, the SINRth_D and SINRth_femto can be obtained from Eq. (11.27) with a required end-
to-end rate of R bits/sec for direct, backhaul and access links transmission as the following 
formula shows 
 SINR୲୦_ୈ ൌ SINR୲୦_୤ୣ୫୲୭ ൌ ሺ2ୖ ୆୛౛౜౜⁄ െ 1ሻ. (11.30) 
Thus, after calculating all the required parameters, it becomes now easier to find out the 
outage probability of Mobile-Femto and Fixed-Femto assisted transmissions. In Mobile-
Femto assisted system, the access link is not corrupted or affected by the multipath fading 
due to the LOS link and the short distance between the UE and the serving Mobile-Femto. 
In this case, the outage probability can be obtained similarly to the single-hop system of 
direct transmission with the use of SINR୲୦_୤ୣ୫୲୭which is the same of the SINR୲୦_ୈ as both 
are using the full duplex mode. However, as a result of the removed channel gain in the 
case of Mobile-Femto transmission, the Pr value will be different from the Pr of the direct 
transmission. This is due to the LOS access link, the short distance between the receiver 
and the transmitter and the absence of the penetration loss between the two parties. Hence, 
the Mobile-Femto assisted-transmission Pr can be obtained by 
 P୰ሺyሻ ൌ P୶୑୊ୣ୫୲୭PLሺyሻψ, (11.31) 
where the PLሺyሻψ is equal to the constant loss (C) of the free space path-loss model.  
On the other hand, the outage may occur if either the backhaul or the access link is outage 
in the case of the Fixed-Femto assisted system. Thus, the outage probability for Fixed-
Femto assisted system can be given by 
 P୭୳୲_ూሺSINR୲୦_୤ୣ୫୲୭ሻ ൌ P୰൫minሺSINRୠୟୡ୩୦ୟ୳୪, SINRୟୡୡୣୱୱሻ ൏ SINR୲୦_୤ୣ୫୲୭൯. (11.32) 
Consequently, it can be concluded that vehicular UEs are most likely to be exposed to 
performance degradation and dropped connections as they are in continuous movement 
under different speeds and more affected by path-loss and penetration loss. Besides that, 
their unpredictable movement creates a performance fluctuation whenever they are close 
or far from any BS. Therefore, the achieved results in the following section will show the 
impact of deploying Fixed/Mobile Femtocells on the achieved vehicular UEs performance 
and link outage probabilities.  
11.4.2. Results and Discussion 
In order to simulate the vehicular environment, Mobile-Femtos have been implemented 
by considering several criteria e.g. speed, direction and distance from the eNB. The 
Mobile-Femto speed has been set to be the same speed of the UEs inside the bus as they 
are moving as one unit at the same speed and direction. Moreover, the VPL has been 
added to all signals traversing the chassis of the vehicle from the eNBs and the Fixed-
Femtos. Furthermore, the Microcell NLOS path-loss model has been used between the 
eNB’s transceiver and UEs or between the Femtocells and UEs to model the propagation 
path-loss via using the distance and the antenna gain.  
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The performance of vehicular UEs in LTE network has been evaluated via using the 
dynamic System Level Simulator, which considers the LTE specification [76]. This 
simulator has been modified to use the Microcell NLOS path-loss model, which is based 
on the COST 231 Walfish-Ikegami NLOS model with urban environment that will be 
further explained in this chapter. This model is more appropriate when the distance 
between two BSs is less than 1 Km [77]. The vehicular UEs who have been served by the 
eNB, Fixed-Femtos and Mobile-Femtos were distributed randomly in the Macrocell, 
while the Femtocells’ coverage has been distributed based on the Microcell NLOS  
path-loss model. The fast fading model [76] is generated according to the speed of the 
UEs/Mobile-Femtos and the used transmission mode. The environment uses the 
Proportional Fair scheduler, as it is more efficient in the case of vehicular environment in 
order to avoid interference and improve throughput. The directional TS36.942 antenna 
specification is used for the simulated eNBs with a gain of 15 dBi while omnidirectional 
antenna is used for the Fixed-Femtos and Mobile-Femtos with a gain of 0 dBi. Other 
options are also available, depending upon the environment and frequencies. The MIMO 
is used as a transmission mode in order to have a better throughput and serve more UEs. 
All the mathematical equations and algorithms have been integrated along the simulations 
in order to create the required environment.  
The eNB and Fixed-Femto/Mobile-Femto UEs were assumed to be 40 and 10 respectively 
in each Macrocell. The LTE frame structure has been considered, which consists of blocks 
of 12 contiguous subcarriers in the frequency domain and 7 OFDM symbols in the time 
domain. The carrier BW is fixed at 10 MHz with 50 PRBs. A full eNB buffer is considered 
where there are always buffered data ready for transmission for each node. The 
transmission power of the eNB and Fixed-Femtos/Mobile-Femtos were assumed to be  
46 dBm and 24 dBm respectivly. Furthermore, the speed of the Mobile-Femto and the 
vehicular UEs in the bus were assumed to range from 3 km/h to 160 km/h where VPL 
scales have been considered in the simulated environment.  
To begin with, the Ergodic capacity of vehicular UEs’ links plays an important role in 
evaluating their performance as it is significantly affected by both penetration loss and 
path-loss. Fig. 11.9 shows that when there is no VPL, the direct transmission always 
achieves the highest Ergodic capacity. Low penetration loss means low resistance against 
the transmitted signal and the signal can pass through easily without facing a dramatic 
reduction in the signal’s power. Even though the Mobile-Femto is seen as a better option 
rather than using the Fixed-Femto for vehicular UEs, however, at 500 m to 1000 m 
distance from the serving eNB, the Fixed-Femto shows a flat capacity improvement. This 
is because; when the penetration loss is equal to 0dB, being served by Fixed-Femtos at 
high distances from the eNB, sounds a better option than using the Mobile-Femto. That is 
due to the backhaul link variation between the eNB and Mobile-Femto in high path-loss 
areas, which in turn limits the communication between the two and becomes more obvious 
in the absence of the VPL. Subsequently, this limits the achieved Ergodic capacity of 
Mobile-Femto UEs’ access links.  
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Fig. 11.9. The Ergodic Capacity when VPL = 0 dB. 
On the other hand, as the VPL increases, both the Mobile-Femto and Fixed-Femto 
assisted-transmission schemes achieve higher capacities especially when the vehicular UE 
moves away from the eNB as shown in Figs. 11.10 and 11.11. Hence, Fig. 11.10 shows 
the Ergodic capacity when the penetration loss is equal to 25 dB. At 500 m distance from 
the eNB, the Mobile-Femto starts to achieve higher capacity in the case of vehicular UEs 
who are facing the high penetration loss and signal variation. This is because with the 
increased penetration loss and path-loss due to the distance from the eNB, the Mobile-
Femto in the bus is seeing as a better option for the vehicular UEs to be connected to, and 
improve their throughput, subsequently their performance.  
 
Fig. 11.10. The Ergodic Capacity when VPL = 25 dB. 
Advances in Networks, Security and Communications: Reviews, Vol. 1 
 274
While in Fig. 11.11, it is important to notice that at a certain stage both of the direct and 
the Fixed-Femto transmission Ergodic Capacity will be poor as the penetration loss and 
the path-loss increase due to the distance gap between the vehicular UE and the eNB. At 
this stage, deploying Mobile-Femtos inside buses will be a promising solution to 
overcome the signal reduction with the increased in both distance and penetration loss for 
vehicular UEs. Moreover, at almost 440 m distance apart from the eNB, the Fixed-Femto 
starts to achieve higher capacity than the eNB as those vehicular UEs experience very 
high penetration loss, distance gap and weak signal from the eNB. Therefore, the best 
option for those vehicular UEs is to connect to any nearby Fixed-Femto even for few 
moments just to maintain the signal connection.  
 
Fig. 11.11. The Ergodic Capacity when VPL = 40 dB. 
After discussing the results of the vehicular UEs links Ergodic capacity, it is important 
now to consider the other performance evaluation elements like the spectral efficiency, 
throughput and SINR. Fig. 11.12 represents a comparison between the spectral efficiency 
in respect to the Empirical Cumulative Distribution Function (ECDF) of vehicular UE in 
the case of direct transmission from the eNB and in the case of implementing the  
Fixed-Femto and Mobile-Femto in the Macrocell. There is a noticeable improvement in 
the average spectral efficiency of the vehicular UE after implementing the Mobile-Femto 
rather than the Fixed-Femto. This is because; firstly, the UEs are vehicular and moving 
from one place to another in public transportations like buses, which makes it hard for 
them to establish a long connection with the nearby Fixed-Femto unless those vehicular 
UEs have stopped for few minutes close to a Fixed-Femto that has been deployed in a 
nearby bus station. This is why the figure shows a slight improvement in the case of 
vehicular UEs spectral efficiency when they are attached to the Fixed-Femto over the 
direct transmission UEs. As the distance between the vehicular UEs and the eNB 
increases, the Fixed-Femto starts to look as a better option than relying on the eNB to 
provide the connection for them. Secondly, the high penetration loss that is 25 dB in the 
case of vehicular UEs plays an important role in the poor spectral efficiency of direct 
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transmission as well as the Fixed-Femto UEs transmission. Therefore, 90 % of the 
vehicular UEs have enjoyed a spectral efficiency around 3.7 bit/cu when they are 
connected to the Mobile-Femto, while 2.5 bit/cu in the case of direct and Fixed-Femto 
transmissions.  
 
Fig. 11.12. Average spectral efficiency of vehicular UEs at VPL=25 dB. 
Since the spectral efficiency has a positive correlation with the throughput, the achieved 
throughput of vehicular UEs needs to be demonstrated before and after deploying 
Femtocells in the Macrocell. Hence, Fig. 11.13 shows that at a certain distance, the Fixed-
Femto vehicular UEs start to achieve a slight higher throughput than the eNB vehicular 
UEs. This is because the vehicular UEs are moving close and far from a nearby Fixed-
Femto especially when the distance gap increases between the vehicular UEs and the eNB, 
but then the throughput drops again as the penetration loss and distance gap (path-loss) 
increase between the Fixed-Femto and vehicular UE. Therefore, deploying the Mobile-
Femto in the Macrocell shows an improvement in the vehicular UEs average throughput 
as 80 % of the vehicular UEs throughput increased by 300 Kbps. Furthermore, the Mobile-
Femtos themselves have a higher throughput around 500 Kbps due to the additional gain 
in the received SINR on the backhaul link which has improved the transmitted signal 
between the eNB and the Mobile-Femto, thus the achieved throughput [78]. This gain can 
be achieved by using a highly directional antenna pattern in the eNB and directing it 
towards the positioned Mobile-Femto antenna.  
In addition, the SINR of vehicular UEs plays an important role in measuring the UEs 
performance. It indicates the signal strength especially for those UEs who suffer from 
high penetration loss and path-loss. Fig. 11.14 presents the vehicular UEs SINR before 
and after implementing Femtocells into the Macrocell. The results show that 80 % of the 
vehicular UEs have increased their SINR with 4 dB and that means implementing the 
Mobile-Femto into the Macrocell has overcome the signal degradation. While, the 
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vehicular UEs SINR who have been served by the Fixed-Femtos showed slight 
improvement as the distance between the vehicular UEs and the eNB is more than 500 m. 
Therefore, those vehicular UEs will try to establish a connection to maintain their signal 
with any nearby Fixed-Femto even for a short period of time. As a result, deploying 
Mobile-Femtos as well as Fixed-Femtos in the Macrocell can be seen as the future of next 
generation networks to provide internet along the buses and buses’ routes when the 
penetration and path losses are very high.  
 
Fig. 11.13. Average vehicular UEs throughput at VPL=25 dB. 
 
Fig. 11.14. SINR of vehicular UEs at VPL=25 dB. 
On the other hand, the following discusses the achieved results in terms of the vehicular 
UEs outage probability. These results create a comprehensive comparison between the 
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signal quality of the direct transmission from the eNB, the transmission from the Fixed-
Femto and finally the transmission from the Mobile-Femto. In these results, two 
parameters play an important role in the achieved performance, which are the path-loss 
and the penetration loss. Table 11.1 gives detailed parameters of the simulated scenarios. 
Table 11.1. Detailed simulated parameters of the Outage Probability scenarios. 
Parameters Values 
Schemes Duplex Mode Path-loss Model 
UE Position 
Distribution 
VPL 
(dB) 
Transmission 
Power 
Direct 
Transmission 
Full 
Duplex 
3GPP SCM 
Urban NLOS 
Microcell model 
Uniform 
distribution 0, 25, 40 P୶ୣ ୒୆ ൌ 46	dBm 
Fixed-Femto 
assisted 
Transmission 
Full 
Duplex 
Urban SCM 
NLOS Microcell 
model for both 
backhaul and 
access links 
Uniform 
distribution 0, 25, 40 
P୶ୣ ୒୆ ൌ 46	dBm and 
P୶୊୊ୣ୫୲୭ൌ 24	dBm 
Mobile-
Femto 
assisted 
Transmission 
Full 
Duplex 
Backhaul link: 
SCM urban 
NLOS Microcell 
model. Access 
link: Constant 
path-loss 
Uniform 
distribution 0 
P୶ୣ ୒୆ ൌ 46	dBm and 
P୶୑୊ୣ୫୲୭ൌ 24	dBm 
Path-loss Model in dB PLሺLሻ ൌ 34.53 ൅ 38 logଵ଴ሺLሻ Cell Radius D 1000 m 
Receiver noise figure for both Femtocell and 
UE 9 dB 
Minimum required rate R at the UE 2 bits/sec 
Fading Small-scale fading 
 
The results in Fig. 11.15 show that, when the VPL is equal to 0 dB, the direct transmission 
from the eNB always achieves the lowest outage probability since there is no resistance 
against the transmitted signal. While at 400 m distance from the BS, the vehicular UEs 
who are being served by the Fixed-Femto achieve lower outage probability than the 
Mobile-Femto UEs. This is because when there is no penetration loss, the Fixed-Femto 
signal can travel smoothly without massive reduction in the received power (Pr) at the 
vehicular UE’s end. Besides that, the mobility aspect of the Mobile-Femto creates link 
variation in the backhaul link between the eNB and the serving Mobile-Femto, which 
becomes obvious, compared to the other BSs transmissions with the absence of the VPL. 
While in Fig. 11.16, the outage probability of the Mobile-Femto assisted-transmission at 
a VPL of 25 dB is always lower than the outage probability of the direct transmission 
form the eNB. It is also lower than the outage probability of the Fixed-Femto assisted-
transmission. This indicates that the Mobile-Femto assisted system is better at maintaining 
a given rate of R bits/sec for a vehicular UE, which can be translated to a good QoS 
compared to the other two transmissions. However, with the increased distance -over  
Advances in Networks, Security and Communications: Reviews, Vol. 1 
 278
300 m- the Fixed-Femto assisted-transmission starts to achieve lower outage probability 
than the direct transmission from the eNB and this is because of the high path-loss of the 
eNB signal over distance when it tries to reach the vehicular UEs inside vehicles. Here it 
raises the case of being able to be attached to any nearby Fixed-Femto when the Mobile-
Femto channels and PRBs are fully occupied by other UEs. This might be a temporary 
solution to improve the vehicular UEs signal quality unless the required PRBs are 
available in the Mobile-Femto to accommodate those UEs. Otherwise, the connection will 
be dropped as soon the distance increases between the vehicular UE and the serving  
Fixed-Femto.  
 
Fig. 11.15. Outage Probability when VPL= 0 dB. 
 
Fig. 11.16. Outage Probability when VPL= 25 dB. 
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As the VPL value goes up to 40 dB, the Mobile-Femto assisted-transmission outperforms 
the direct transmission when the vehicular UE is fairly near the eNB (around 50 m). The 
40 dB vehicular penetration loss is presented as an extreme case, which can rarely be 
observed in the current wireless systems. However, higher vehicular penetration losses 
are foreseeable if higher frequency bands are used [79], e.g., the 3.6 GHz band is allocated 
to next generation mobile communication systems. Hence, Fig. 11.17 represents the 
outage probability of vehicular UEs when the penetration loss is equal to 40 dB. From the 
figure below, it is obvious that vehicular UEs are enjoying better quality of connection 
and signal strength when they are served by the Mobile-Femto rather being served directly 
by the eNB or the Fixed-Femto. However, in terms of Fixed-Femtos at 500 m the results 
again show less outage probability compared to the eNB transmission, although the outage 
probability increases again as the vehicular UEs move away from the serving Fixed-
Femto.  
 
Fig. 11.17. Outage Probability when VPL= 40 dB. 
Thus, it can be concluded that under high VPLs, the vehicular UEs have enjoyed better 
connection and less outage probability when they are connected directly to the Mobile-
Femto. On the other hand, the Fixed-Femto outage probability was changing between 
lows and highs as the path-loss and penetration loss increase between the BS and the 
vehicular UEs.  
11.5. Interference Management for Co-Channel and Co-Tire Femtocells 
Technology 
The dense deployment of Fixed-Femtos and Mobile-Femtos within the Macrocell’s 
coverage is expected to dominate the future of LTE networks. Many studies have focused 
on the Femtocell planning and management scheme when thousands of these small cells 
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are deployed in the LTE networks. This is because; the densely deployment of those low 
power nodes is one of the main features of the future of 4G networks. In general, a feature 
of Femtocells is that they are deployed without planning; therefore, a Macro-UE operating 
close to a Femtocell may experience severe interference, as well as the other neighbouring 
Femto-UEs [80]. Subsequently, the interference management is essential in Fixed and 
Mobile Femtocells dense deployment schemes, as they have to operate in a coordinated 
way in order to avoid the generated interference. Here, the interference management is 
even more important when there is a Macro BS that may share all or part of the BW with 
the deployed Femtocells. As in this case, the already existing Macrocells and UEs may 
experience interference from the deployed Fixed-Femtos/Mobile-Femtos as well as the 
Fixed-Femtos/Mobile-Femtos may experience interference from each other. However, the 
presence of small BSs within the coverage of larger ones changes the architecture of the 
cellular system. As the Fixed and Mobile Femtocells are deployed within the coverage of 
the Macrocell, this can cause interference within the same tier or on different tiers. In 
another words, the co-channel interference happens when the Femtocell causes 
interference on the DL signal of the Macrocell to the Macro UE, and also the Macro UE 
causes interference on the UL signal to the Femtocell. Where, the co-tier interference 
happens when the Femtocell causes interference on the DL signal to another Femtocell 
UE, and also when the Femtocell UE causes interference on the UL signal to another 
nearby Femtocell. Consequently, the following two scenarios are considered as the worst-
case scenarios in the case of the Mobile-Femto deployment. This is because; in the OFDM 
system, the interference level varies depending on the subcarriers’ allocation as shown in 
[81, 82]. In the first scenario, the interference occurs when a cell-edge Macro UE inside 
the bus has to transmit with high power due to its far position from the Macrocell to 
overcome the path-loss issue and vice versa. Thus, if the Mobile-Femto is installed in the 
same bus, it will receive a massive amount of interference from the Macro UE. While in 
the second scenario, the interference occurs when two buses are close to each other and a 
UE attached to Mobile-FemtoB is being interfered by a DL signal from Mobile-FemtoA 
and vice versa. Hence, optimising the coverage planning scheme and controlling the 
transmission power have been considered to overcome the generated interference with the 
highly deployed dense of Femtocells in LTE and 5G networks. While an efficient 
frequency reuse scheme, has been proposed for the worst-case interference scenarios. 
11.5.1. Coverage Optimisation 
An important challenge for Femtocells is optimising their radio coverage area 
dynamically. The goal is to achieve a desired level of performance for mobile 
transmission, avoid the undesired interference and reduce power consumption. Providing 
optimal Femtocell signal coverage is important to improve UEs’ mobile usage experience 
as well as reducing service cost expenditure [83]. In outdoor enterprise environment, a 
number of Femtocells may be deployed together to achieve joint coverage. This is also 
done to cover a large area while balancing the UEs load, minimising coverage gaps and 
overlaps between multiple Femtocells. Hence, researchers have begun to consider the 
problem of coverage optimisation of Femtocells in LTE networks as an important aspect 
that influences the amount of generated interference on UEs performance [84]. However, 
most of the previous works focused on the coverage optimisation of Fixed-Femtos rather 
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than on the coverage optimisation of Mobile-Femtos as the mobility of Mobile-Femtos is 
considered a challenge issue in this case.  
Hence, the purpose of this section is to find an efficient Femtocells coverage planning 
solution that involves identifying locations for installing Femtocells that are either Fixed 
or Mobile in LTE and 5G Networks. Femtocells locations play a vital role in achieving a 
good trade-off between coverage and interference. Poor choices of Fixed or Mobile 
Femtocells locations may result in coverage holes. Coverage hole occurs when Femtocells 
are either placed or moving distant apart from each other, while the maximum 
transmission power-level is not sufficient to cover certain regions in the outdoor 
environment. Moreover, incorrect locations such as placing or moving Femtocells too 
close to each other may result in excessive interference to Mobile or Fixed Femtocells’ 
UEs and Macro UEs. Therefore, in the case of Mobile-Femto, identifying the bus path 
that the Mobile-Femto will be installed in will be a reasonable solution to avoid the 
interference issue between any nearby Mobile-Femtos. Thus, the goal of the coverage 
planning scheme is to have good radio conditions everywhere within the outdoor area or 
in the vehicular environment so UEs can acquire, initiate and sustain voice calls, as well 
as overcome the penetration loss and path-loss issues. Good coverage performance is 
addressed by limiting the maximum path-loss, which can be mitigated by deploying 
Fixed-Femtos and Mobile-Femtos in the right positions within the Macrocell, and added 
to this a proper Fixed-Femtos and Mobile-Femtos power calibration is needed.  
For that reason, it is important to state that the used path-loss model in this work is the 
Microcell NLOS path-loss, which is based on the COST 231 Walfish-Ikegami NLOS 
model. The COST 231 Walfish-Ikegami model is an evolution of the Ikegami model [85]. 
It is developed for urban areas and it takes into consideration obstructing building height 
and street width, as well as other factors related to the urban environment. Therefore, in 
order to calculate the Microcell NLOS path-loss, the following parameters are needed: BS 
antenna height 12.5 m, building height 12 m, building to building distance 50 m, street 
width 25 m, Mobile Station (MS) antenna height 1.5 m, orientation 30 deg for all paths, 
and selection of metropolitan center. And the distance between two BSs is less than 1 Km 
[86]. Hence, based on the previous parameters, the NLOS path-loss equation simplifies to  
 PLሺLሻ ൌ െ55.9 ൅ 38 logଵ଴ሺLሻ ൅ ቀ24.5 ൅ 1.5 ∗ ୤ౙଽଶହቁ ∗ logଵ଴ሺfୡሻ. (11.33) 
This is resulting that the path-loss at 1900 MHz is given by 
 PLሺLሻ ൌ െ55.9 ൅ 38 logଵ଴ሺLሻ ൅ ቀ24.5 ൅ 1.5 ∗ ଵଽ଴଴ଽଶହ ቁ ∗ logଵ଴ሺ1900ሻ. (11.34) 
Thus, it is equal to 
 PLሺLሻ ൌ 34.53 ൅ 38 logଵ଴ሺLሻ, (11.35) 
where L is the distance in meters and it is at least 20 m.  
On the other hand, the Microcell LOS path-loss is based on the COST 231 Walfish-
Ikegami street canyon model with the same parameters as in the NLOS case [86]. The 
LOS path-loss is given by 
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 PLሺLሻ ൌ െ35.4 ൅ 26 logଵ଴ሺLሻ ൅ 20 logଵ଴ሺfୡሻ. (11.36) 
This is resulting that the path-loss at 1900 MHz is equal to: 
 PLሺLሻ ൌ െ35.4 ൅ 26 logଵ଴ሺLሻ ൅ 20 logଵ଴ሺ1900ሻ. (11.37) 
Thus, it is equal to 
 PLሺLሻ ൌ 30.18 ൅ 26 logଵ଴ሺLሻ. (11.38) 
Hence, it becomes easier to classify the achieved path-loss equations among the direct and 
access links of eNB and Femtocells in LTE and next generation networks. The used path-
loss on the direct transmission between the eNB and the vehicular UEs is the urban NLOS 
Microcells model as shown in Eq. (11.35). The same NLOS model has been used for the 
Fixed-Femto for both; the backhaul link between the eNB and the Fixed-Femto, and the 
access links between the Fixed-Femtos and vehicular UEs. Therefore, based on Eq. (11.4) 
the received SNR at the NLOS receiver Rx can be modified to  
SNRୖ౮ ൌ 	 ୔౮|ୋ	|
మ	ሺଷସ.ହଷାଷ଼ ୪୭୥భబሺ୐ሻሻக
୔౤౥౟౩౛ . Based on Fig. 11.6, L here is changeable according to the distance between the transmitter and the receiver, which could be either x in the case 
of the direct transmission from the eNB or x-d in the case of the Fixed-Femto transmission.  
On the other hand, in the case of the Mobile-Femto, the backhaul link between the Mobile-
Femto and the eNB has used the same previous NLOS model. Whereas, for the LOS 
access link between the Mobile-Femto and the vehicular UEs in the same bus a Constant 
Path-Loss has used, which is a free space loss when there is no obstacle against the 
transmitted and received signals. The free space loss can be very small or sometimes unity 
when the distance between the receiver and the transmitter is very small and does not 
exceed few meters. However, there is always a constant power loss of -84.55 [69] and 
based on Eq. (11.7), the received SNR at the LOS receiver Rx is given by  
SNRୖ౮ ൌ 	 ୔౮
౉ూ౛ౣ౪౥େౢ౥౩౩
୔౤౥౟౩౛ .	
Thus, identifying the used path-loss model between the links of two BSs or between the 
links of BSs and vehicular UEs has helped in reducing the interference issue by allowing 
the Operator to know where the Fixed and Mobile Femtocells are needed to be installed 
based on the used path-loss model. In the case of the Mobile-Femto, identifying the path-
loss is an important factor for the network Operator because it helps the Operator to 
indicate the Mobile-Femto paths, which are the bus paths. This is due to the fact that, as 
much as it is important to reduce the path and penetration losses between the vehicular 
UEs and the serving Femtocell, it is more important to maintain the backhaul path-loss 
between the eNB and Mobile-Femto, so it can serve those vehicular UEs without losing 
the connection with the mother BS (eNB). Having strong connection between the Mobile-
Femto and the eNB as well as between the Mobile-Femto and the vehicular UEs in the 
same bus has helped in mitigating the generated interference. This strong connection can 
be achieved by having an efficient coverage planning technique together with choosing 
the right path-loss model. Hence, after discussing the chosen path-loss model in the case 
of vehicular environment and its impact on mitigating the interference, it is important now 
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to discuss the effect of the chosen transmission power on the generated interference as the 
following section shows.  
11.5.2. Transmission Power Control  
Controlling the BS transmission power is a very important factor in 4G and next 
generation systems since it indicates the transmission range of BSs e.g. eNBs and 
Femtocells. However, the power may leak between neighbouring Femtocells due to the 
dense deployment, and this creates dead zones, which means areas without coverage 
(holes). While, high transmission power with high Femtocells dense deployment creates 
excessive interference issue. Therefore, the organised installation of Fixed-Femto makes 
it easier to manage the Femtocells planning and the distribution dense, thus, the 
interference issue. In contrast, the environment and location changes of the Mobile-Femto 
without any prior knowledge available of other Mobile-Femtos within the network, makes 
it very important to equip the Femtocell with some kind of interference management 
schemes. In the Mobile-Femto scenario, the distance between the Femto UEs and the 
serving Femtocell does not require high transmission power due to the close distance 
between the transmitter and the receiver. Added to this, the channel between the Femtocell 
and its UEs is considered in a good state which is less affected by the interfered signals 
from the eNB. Besides that, the high penetration loss in the case of vehicular UEs due to 
the vehicle chassis can be counted as an advantage as it prevents the outside signals from 
passing through to the vehicular UEs. This means that the bus chassis can isolate the 
vehicular UEs from the outside signals as they can be served only by the installed 
Femtocell (Mobile-Femto) in the same bus, which can help to mitigate the interference 
issue.  
Hence, indicating the Mobile-Femtos paths as well as the Fixed-Femtos positions based 
on the used path-loss model has helped in mitigating the interference and expanding the 
coverage area. Additionally, the transmission power of Fixed-Femtos and Mobile-Femtos 
plays an important role in mitigating the interference as well as in filling the coverage 
holes. Therefore, the chosen transmission power in the case of Fixed-Femtos and Mobile-
Femtos has been assumed to be 24 dBm while 46 dBm in the case of eNB transmission. 
The previous transmission power values have been chosen after running the simulation 
several times with different transmission powers and taking into consideration the impact 
of that on the achieved throughput and SINR. This has led to the following conclusion, 
choosing lower transmission powers has its negative impact on the achieved throughput 
and number of scheduled UEs even when the interference is mitigated. This is because 
limiting the transmission power is not only about the interference but it is also about the 
network performance and UEs throughput in general.  
However, there is always a worst-case scenario especially in the Mobile-Femto case, as 
the mobility aspect plays an important role in increasing the interference percentage. This 
is because with the vehicular environment, unexpected scenarios can occur at any time. 
This means a bus might change its route and pass close to another Mobile-Femto in 
another bus or a Mobile-Femto is interfering with the eNB signal; therefore, an efficient 
interference management scheme is required. In fact, the Fixed-Femtos interference is 
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easier to be mitigated with a good coverage planning and good transmission power control 
as mentioned earlier, while the Mobile-Femto technology requires an efficient 
interference management scheme due to its high mobility and movement from one place 
to another. 
11.5.3. The Proposed Interference Management Scheme 
The mobility of Mobile-Femto positioning in public transportations like buses makes it 
difficult for the cellular Operator to control the interference of these new small BSs. 
Therefore, the aim here is to enable the system to avoid the generated interference between 
the eNB/Mobile-Femtos and between the Mobile-Femtos themselves. Fig. 11.18 
represents three possible interference scenarios that might occur in the DL signal of each 
the eNB and the Mobile-Femto. The first interference scenario occurs when a vehicular 
UE inside BusA who is being served by the Femtocell that is installed in the same bus 
interferes with the DL signal of the eNB. This scenario occurs when BusA gets close to 
the eNB, which makes the eNB DL signal strength equal to the DL signal strength of the 
Mobile-Femto in BusA. On the other hand, the second interference scenario may occur 
when two nearby Mobile-Femtos interfere with one another e.g. a UE in BusB can be 
interfered by the DL signal of Mobile-Femto in BusA especially when the used 
transmission power of the Mobile-Femtos is quite high and vice versa. While the third 
interference scenario occurs when a Macro UE (primary UE) is close to BusA and 
interferes by the DL signal of the Femtocell in BusA.  
 
Fig. 11.18. Summarisation of three interference scenarios. 
To overcome the previous interference issues as well as to improve the vehicular UEs 
throughput and save the used frequency, the FFR scheme has been used in the Mobile-
Femtos deployment. The FFR is one of the solutions to reduce the ICI in the Macrocell 
system, especially for the cell-edge UEs. In addition, it is helpful to achieve the reuse 
factor of one for the centre zone of the Macrocell. Under this condition, the interference 
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from the Femtocell deployment should be minimised for the Macro UEs as well as for 
Femto UEs. Therefore, the focus here is to mitigate the interference between the Macrocell 
and the Mobile-Femtos as well as between the Mobile-Femtos themselves via using the 
FFR scheme. 
The FFR scheme has been discussed in the OFDMA based network, such as the LTE, to 
overcome the co-channel interference problems [57]. In the FFR, the whole frequency 
band is divided into several sub-bands, and each sub-band is differently assigned to centre 
zones and edge zones. The reuse factor of one is used for the centre zone while the edge 
zone adopts bigger reuse factor. Subsequently, the ICI is substantially reduced and the 
system throughput is improved. On this basis, this work proposes an efficient interference 
management scheme in the LTE Mobile-Femto systems via using the FFR management 
scheme. When the Macrocell allocates frequency band using the FFR, the Mobile-Femto 
chooses sub-bands which have not been used by the Macrocell sub-area and other Mobile-
Femtos to avoid the generated interference. 
Thus, in order to understand the proposed scheme, Fig. 11.19 represents the allocated 
frequency sub-bands to the Macrocells and Femtocells in details. The Macrocell coverage 
is divided into centre zone and edge zone including the frequency sub-band F0 for the 
Macrocell centre zone while the edge zone has three frequency sub-bands denoted by, F1, 
F2 and F3. The reuse factor of one is applied in the centre zone, while the edge zone adopts 
the reuse factor of three. The sub-band F0 is used in the centre zone of Macrocell1, 
Macrocell2 and Macrocell3, and sub-band F1, F2 and F3 is applied in the edges of 
Macrocell1, Macrocell2 and Macrocell3 respectively. Under this circumstance, the Mobile-
Femto chooses sub-bands which have not been used by the Macrocell sub-area and other 
Mobile-Femtos. It is to be mentioned that, the used frequency for the backhaul link 
transmission between the eNB and the Mobile-Femto is different from the below 
frequency set. This is because it uses a frequency band which has not been used before. 
This is required in order to avoid the interference between different backhaul links as well 
as with different direct and access links.  
For instance, when a Mobile-Femto is moving in the cell-edge of Macrocell2, it can reuse 
the centre zone’s frequency sub-band F0 or F1+F3 to serve the Femto UEs, while the 
Macrocell uses sub-band F0 for its centre zone. On the other hand, if a Mobile-Femto is 
moving in the central zone of Macrocell2 (eNB2), sub-band F1+F3 is applied. The Mobile-
Femto cannot reuse sub-band F0 which is already been used by the Macrocell in the central 
zone. Besides that, it cannot reuse sub-band F2 which is used by the Macrocell to serve 
the cell-edge Macro UEs of the Macrocell2. This is because the transmission power of the 
eNB in each case is different. The centre UEs who are close to the eNB require low 
transmission power whereas, the eNB should transmit in maximum power in order to 
satisfy the cell-edge UEs. Following the previous approach has helped in avoiding the 
interference between the transmitted signals. In this study, more subcarriers are allocated 
to the Mobile-Femto that is located in the cell-edge rather than the centre zone in order to 
improve the performance of the vehicular cell-edge UEs. While in order to mitigate the 
interference between two nearby Mobile-Femtos that belong to the same Macrocell, the 
proposed scheme has used the same frequency reuse approach.  
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Fig. 11.19. The proposed interference management scheme based on the FFR scheme. 
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For example, when a Mobile-Femto is moving in the cell-edge of Macrocell2, it uses sub-
band F0 or F1 + F3 as mentioned earlier, while the other Mobile-Femto that is moving in 
the centre zone of Macrocell2 (eNB2), will be using sub-band F1 + F3 to avoid the signals 
conflict between the two Mobile-Femtos. In this manner, each of the Mobile-Femtos will 
not be using the frequency sub-band that has already been used by the other Mobile-
Femtos that belong to the same Macrocell.  
It is quite important then to state how this interference management scheme works in real 
life scenarios. The proposed scheme receives as an input the Macrocell dimensions, the 
number of Mobile-Femtos and their positions as well as the Macrocell and Mobile-Femtos 
transmission powers. Then, it calculates the received power from the serving cells as well 
as from the interfering cells. Based on the pervious values, the scheme is able to make 
estimation for the SINR and throughput at any given position of the examined LTE 
network. Thus, the proposed scheme follows the approach presented below. 
a) Calculate the inner cell radius  
Based on the Macrocells’ characteristics and the used transmission power, the inner cell 
radius can be calculated which will help later to indicate the centre zone and cell-edge 
zone as Fig. 11.20 shows. Indicating the best dimensions of the inner cell optimises the 
UEs’ throughput, thus achieves better performance. 
 
Fig. 11.20. Inner Cell radius. 
b) Find the optimum frequency band division 
The aim of this step is to calculate the UEs throughput as well as the UEs SINR for every 
possible combination of the spectrum division. As mentioned earlier, the radio spectrum 
is divided into frequency sub-bands reserved for a single use or a range of compatible 
uses. Within each band, individual transmitters often use separate frequencies or channels, 
so they do not interfere with each other. Hence, the available spectrum will be allocated 
to UEs according to the combination that maximises their throughput. Thus, there are two 
disjoint sets of subcarriers: the subcarriers in the centre zone and the subcarriers in the 
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cell-edge zone. Every time the frequency band that is allocated to the cell-edge zone is 
equally divided between F1, F2 and F3 as stated earlier. Initially, let it be assumed that the 
set of the centre zone is an empty set and all the subcarriers are contained in the set of 
cell-edge zone, that means all the subcarriers that are allocated to the cell-edge zone, and 
each one of F1, F2 and F3 equals to Totalsubcarriers/3. Each time one subcarrier is removed 
from the set of cell-edge zone and added to the set of centre zone. Finally, the set of the 
centre zone will consist of Totalsubcarriers and the set of the cell-edge zone will be an empty 
set. 
c) Allocate frequency band to the Mobile-Femtos 
In this step, the frequency is allocated to the Mobile-Femtos with the process  
presented in Fig. 11.20. Hence, the proposed scheme can be summarised in the following 
Algorithm 2.  
Algorithm 2. Frequency Reuse Scheme for Interference Avoidance  
for Macrocell/Mobile-Femtos 
 
1: 
  
create_Networktopolgy();           /*defines Macrocells, Mobile-Femtos and UEs 
2:  for r = 0: R                                 /*inner cell radius  
3: for f = 0: Total-subcarriers         /*frequency band division 
4: allocate frequency band for macrocells; 
5:      if r > = distance_mfemto     /*Mobile-Femto belongs to Macro centre zone  
6:      allocate frequency band for mfemto; 
7:      else if r < distance_mfemto /*Mobile-Femto belongs to Macro cell-edge zone  
8:      allocate frequency band for mfemto; 
9:      End 
10:    End 
11: for u = 1: U /*For all UEs calculate 
12: sinr = calculate_sinr(u) 
13: capacity = calculate_capacity(u) 
14: throughput = calculate_ throughput(u) 
15: outageprobability = calculate _Outageprobability(u) 
16: End 
17: End 
18: End 
19: define_FFR(max_ user_throughput) 
11.5.4. The Proposed Scheme (System Performance Analysis)  
It is important to formulate the DL SINR, throughput and capacity to have clear 
comparison between the UEs performance before and after implementing the proposed 
scheme. Needless to say that, the only considered interference scenarios in this section are 
the interference between Mobile-Femtos and Macrocells (Co-Channel Interference) and 
interference among Mobile-Femtos themselves (Co-Tier Interference). The Macro UE can 
be interfered by the DL signal of any adjacent Mobile-Femto and the same may happen 
for the Mobile-Femto UE with the Macrocell or any adjacent Mobile-Femto. Thus, based 
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on Eq. (11.13), the received SINR for an outdoor direct Macro UE (m) on subcarrier n 
can be expressed as  
 SINR୫ሺୈሻ,୬ ൌ ୔౮
౛ొాหୋభ,౛ొా,౤หమ୔୐ሺ୶ሻக
∑ ୔౮౛ొాᇲหୋభ,౛ొాᇲ,౤หమା౤౛ొాᇲ౛ొాᇲసభ ∑ ୔౮౉ూ౛ౣ౪౥หୋమ,౉ూ౛ౣ౪౥,౤หమ౤౉ూ౛ౣ౪౥౉ూ౛ౣ౪౥సభ ା୔౤౥౟౩౛
, (11.39) 
where P୶ୣ ୒୆ and P୶ୣ ୒୆′ are the transmission power of the serving Macrocell (eNB) and the neighbouring Macrocell (eNB’) on subcarrier n respectively. Gଵ,ୣ୒୆,୬ is the channel gain 
between the Macro UE m and serving Macrocell (eNB) on subcarrier n. Channel gain 
from neighbouring Macrocells is denoted by Gଵ,ୣ୒୆′,୬ . Similarly, P୶୑୊ୣ୫୲୭  is the 
transmission power of neighbouring Mobile-Femto (MFemto) on sub-carrier n. 
Gଶ,୑୊ୣ୫୲୭,୬is the channel gain between the Macro UE m and neighbouring Mobile-Femto 
(MFemto) on sub-carrier n. Whilst, ܲܮ has been modelled to express the Path-Loss model 
and x is the distance between the Macro UE and the serving eNB. ε is the VPL and Pnoise 
is the white noise power. Hence, Eq. (11.39) has made it clear that outdoor Macro UEs 
can be interfered by two interference sources, one is the interference from neighbouring 
Macrocells signals which has been given by	∑ P୶ୣ ୒୆ᇱหGଵ,ୣ୒୆ᇱ,୬หଶ୬ୣ୒୆′ୣ୒୆′ୀଵ 	and the second is 
the interference from Mobile-Femtos in the same Macrocell which has been given by 
∑ P୶୑୊ୣ୫୲୭หGଶ,୑୊ୣ୫୲୭,୬หଶ୬୑୊ୣ୫୲୭୑୊ୣ୫୲୭ୀଵ .  
In contrast, the Macrocell or any adjacent Mobile-Femto can cause interference to a 
Mobile-Femto’s UE based on Eq. (11.15), thus, the received SINR of a Mobile-Femto UE 
(mf) on subcarrier n can be formulated as 
 SINR୫୤ሺ୅ሻ,୬ ൌ ୔౮
౉ూ౛ౣ౪౥େౢ౥౩౩
∑ ୔౮౛ొాหୋభ,౛ొా,౤หమ౤౛ొా౛ొాసభ ା∑ ୔౮౉ూ౛ౣ౪౥ᇲቚୋమ,౉ూ౛ౣ౪౥ᇲ,౤ቚ
మା୔౤౥౟౩౛	౤౉ూ౛ౣ౪౥ᇲ౉ూ౛ౣ౪౥ᇲసభ
. (11.40) 
There is a system constant loss but no channel gain over the Mobile-Femto LOS access 
link between the UE and the serving Mobile-Femto. The only existing channel gain 
(Gଶ,୑୊ୣ୫୲୭′,୬) is the channel gain between the Mobile-Femto UE with other adjacent 
Mobile-Femtos that may cause interference to the considered UE.  
Hence, the Macro-UE capacity on a specific subcarrier n can be estimated via the SINR 
from the following equation [54] 
 C୫,୬ ൌ BW. logଶሺ1 ൅ αSINR୫ሺୈሻ,୬ሻ, (11.40) 
where BW is the available bandwidth for subcarrier n divided by the number of UEs that 
share the specific subcarrier and ߙ is the coding margin and in this equation it is a constant 
for target Bit Error Rate (BER) that defined by	ߙ = -1.5/ln(5BER) [87]. Here, the BER 
has been set to 10-6. So the overall throughput of the serving Macrocell M can be expressed 
as 
 Throughput୑ ൌ ∑ ∑ β୫ሺୈሻ,୬C୫ሺୈሻ,୬୬୫ , (11.41) 
where ߚm,n here notifies the subcarrier assignment for Macro UEs. When ߚm(D),n = 1, the 
subcarrier n is assigned to Macro UE m and otherwise ߚm(D),n = 0. From the characteristics 
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of the OFDMA system, each subcarrier is allocated to only one Macro UE in a Macrocell 
in every time slot. This implies that ∑ ߚ௠ሺ஽ሻ,௡	ே೘௠ୀଵ = 1 for ∀k, where Nm is the number of Macro UEs in a Macrocell and k is the available PRBs. While similar expression for 
Mobile-Femto UEs related to the practical capacity and the overall throughput is possible 
except ∑ ߚ௠௙ሺ஺ሻ,௡	ே೘೑௠௙ୀଵ = 3 for k ∈ FMobile-Femto. Nmf is the number of Mobile-Femto UEs 
in a Macrocell and FMobile-Femto is the available sub-bands allocated to Mobile-Femtos in 
Macrocells. This implies that the proposed scheme reuses the full frequency band three 
times in the considered Macrocells.  
Thus, the Mobile-Femto UE capacity on a specific subcarrier n can be estimated via the 
SINR as the following equation shows  
 C୫୤,୬ ൌ BW. logଶሺ1 ൅ αSINR୫୤ሺ୅ሻ,୬ሻ, (11.43) 
where the overall throughput of the serving Mobile-Femto (MFemto) can be expressed as 
 Throughput୑୊ୣ୫୲୭ ൌ ∑ ∑ β୫୤ሺ୅ሻ,୬C୫୤ሺ୅ሻ,୬୬୫୤ . (11.44) 
After discussing the SINR, throughput and capacity, here it is important to state that the 
outage probability plays an essential role in the proposed scheme as it affects the network 
performance by affecting the data rate and throughput of UEs. If the outage probability is 
small, the throughput increases, and then when the throughput increases the data rate 
increases, thus, the performance improves and the interference decreases. However, the 
outage probability affects the performance of cell-edge UEs more than the Macro UEs 
due to their high path-loss. To find out the outage probability it is required first to identify 
the SINR threshold value in the range of 0 dB to 30 dB. The outage probability (Pout) here 
is determined when the SINR level of a subcarrier is below the designated threshold and 
it can be given by 
 P୭୳୲ ൌ ∑ ∑ ஔ౫,౤.ୗ୍୒ୖ౫,౤౤౫∑ ∑ ஒ౫,౤.ୗ୍୒ୖ౫,౤౤౫ , (11.45) 
where ߜ௨,௡ indicates the failed subcarrier of UE u on subcarrier n. This can occur when 
the penetration loss and path-loss issues are severe especially in the vehicular 
environment, which may affect the received SINR at the receiver side. Thus, if ߜ௨,௡=1, 
the SINR of that subcarrier is under the SINR threshold (SINRu,n < SINRthreshold). As a 
result of that, the ratio between the number of subcarriers under the SINR threshold and 
the number of the total subcarriers is the outage probability.  
The subsequent results will show that the proposed scheme is greatly capable of 
preventing the interference among the Macro UEs as well as the interference among the 
Mobile-Femto UEs. The Mobile-Femto UEs effect on Macro UEs and vice versa is less 
in the proposed scheme in comparison with the previous schemes. For example, the  
FFR-3 (frequency factor reuse 3) and NoFFR (frequency factor reuse 1) techniques assign 
random subcarriers to the Femto UEs, regardless of the subcarriers that have been used 
by the Macro UE. Therefore, the Macro UEs and the Femto UEs may use subcarriers very 
nearer to one another that cause interference. Due to this fact, the interference between 
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the Macro UEs and the Femto UEs is higher than the proposed scheme. Nevertheless, the 
proposed scheme avoids this interference at minimal degradation and the total amount of 
available subcarriers for Mobile-Femto UEs is three times of the full band in this scheme. 
The above comparison has been summarised in Table 11.2. Also, the table shows the fact 
that Macro UEs have the option to choose one frequency band at a time in each Macrocell 
and their choice is limited on whether those UEs are in the centre zone or edge zone. In 
contrast, the Mobile-Femto UEs have the choice to choose between three different 
frequency bands at a time and their choice is again based on UEs locations and whether 
they are in the centre zone or edge zone. (Refer to Fig. 11.19)  
Table 11.2. Comparison between the proposed and previous interference management schemes. 
Schemes Macro-user Femto-user Frequency Amount Frequency Amount 
 
Proposed for the 
Mobile-Femto/ 
Macrocell 
 
FFR 
 
1 
Centre zone: F0 
Edge zone: F1, F2 
or F3 depends on 
the Macro UE 
position in each 
Macrocell 
1 ൅ 1 ൌ 2 
2
2 ൌ ૚ 
 
Divide 
centre and 
edge zones 
 
3 Centre zone has 2 
options 
Edge zone has 4 
potions: F0, F1, F2 or 
F3 depends on the 
Mobile-Femto UE 
position in each 
Macrocell 
2 ൅ 4 ൌ 6 
6
2 ൌ ૜ FFR-3 (reuse 3) FFR  
1 
Random  
1 NoFFR-3 (reuse 1) Random Random 
Note: Amount column implies value of ∑ ߚ௠,௡ே೘௠ୀଵ and ∑ ߚ௠௙,௡ே೘೑௠௙ୀଵ for Macro and Mobile-
Femto UEs respectively.  
 
11.5.5. Results and Discussion 
The following section represents the simulated results of the interference avoidance 
mechanisms, e.g. the coverage planning technique and the transmission power controlling 
technique. As mentioned earlier, those mechanisms can work efficiently in the case of 
fixed BSs in close areas. While in the case of mobile BSs the path of the Mobile-Femto 
(bus) has been specified based on the chosen path-loss model, however the street traffic 
is unpredictable and Mobile-Femtos can change their directions, which might create 
interference problems in some scenarios. These interference scenarios can occur when; 
Macro UE interferes with a DL signal from the nearby Mobile-Femto, a Mobile-Femto 
UE interferes with a DL signal from the eNB and finally a Mobile-Femto UE interferes 
by a DL signal of neighbouring Mobile-Femto. Hence, the proposed scheme has been 
compared with previous reuse frequency interference mitigation schemes like FFR-3 
scheme (frequency reuse factor 3) and NoFFR-3 scheme (frequency reuse factor 1) in 
order to have a comprehensive comparison between the three schemes.  
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It is obvious that, the signal loses its strength along the distance, which affects the UEs 
ability of being attached to the Macrocell. This issue is worst in the case of cell-edge 
vehicular UEs because besides the high path-loss, they are more affected by the mobility 
and the VPL. For this reason, implementing Femtocells in Macrocells is one of the 
solutions to improve the UEs performance. Since the concern here is about vehicular UEs 
who suffer from high path-loss, high penetration loss and shadow fading, implementing 
Femtocells (Fixed and Mobile) is a reasonable solution for the previous issues. However, 
due to vehicular UEs mobility, the coverage distribution and signal transmission power of 
each Fixed-Femto and Mobile-Femto play important roles in improving the UEs 
performance as well as reducing the interference issue as much as possible. Therefore, the 
following two scenarios represent the coverage distribution as well as the assumed 
transmission power of Fixed-Femtos and Mobile-Femtos. These two scenarios were 
simulated separately in order to see clearly the impact of Fixed-Femtos and Mobile-
Femtos coverage distribution and transmission power on the generated interference and 
coverage overlapping.  
a) Scenario 1: Fixed-Femtos with vehicular UEs 
The first simulated scenario represents the Fixed-Femtos deployment to serve vehicular 
UEs. The Fixed-Femtos have been distributed in the Macrocell based on the used path-
loss model as shown in Fig. 11.20.  
 
Fig. 11.20. Fixed-Femtos coverage distribution when the transmission power is 24 dBm  
and VPL is 25 dB. 
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Added to this, the use of high transmission power, which is 24 dBm, was required to reach 
the vehicular UEs and overcome the high VPL. However, this has created overlapping 
areas in the three considered Macrocells coverages since those Femtocells are in fixed 
positions when trying to serve vehicular UEs. The occurred interference is between the 
Femtocells themselves and the Femtocells and the eNB as the figure shows.  
The previous interference issue can be mitigated by reducing the used transmission power, 
although, this will have negative impact on the achieved throughput as using lower 
transmission power makes the signal too weak to penetrate the chassis of the vehicle and 
makes it unable to reach the distant vehicular UEs. 
While Fig. 11.21 represents the Fixed-Femtos distribution in the Region of Interest (ROI) 
in terms of path-loss with and without the shadow fading. In this figure, the dark red areas 
represent the coverage area with good signal strength as the path-loss is at its lowest value. 
In this case, the highest SINR value that represents the signal strength is 20 dB. In contrast, 
the dark blue areas represent the areas with low signal strength as the path-loss is at its 
highest value. In this case, the SINR reaches its lowest at -5 dB. It is noticeable that in this 
figure there are many overlapped areas and the highlighted area represents the worst 
overlapped area due to the high transmission power of those Fixed-Femtos in the coverage 
area of the Macrocell. Microcell path-loss model together with 25 dB VPL and shadow 
fading played important roles in the simulated plots. These three parameters were the base 
behind designing the required environment. They helped also in illustrating the impact of 
interference between BSs and UEs on the achieved SINR and spectral efficiency. 
 
Fig. 11.21. Fixed-Femtos Sector SINR, calculated with distance dependent Microcell path-loss 
(left) while (right) represents the distributed space correlation with shadow fading.  
The overlapped areas shown in the previous figure do not only have a negative impact on 
the SINR but also have a negative impact on the spectral efficiency as Fig. 11.22 shows. 
The figure shows that in the highlighted areas, the spectral efficiency is low as the yellow 
colour represents the low spectral efficiency of 3 bits/cu. While other Fixed-Femtos have 
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more of the red and dark red areas that represent the areas with less interference as the 
spectral efficiency is high. Added to this, the right side of the figure represents the spectral 
efficiency with the effect of the shadow fading. It is obvious that the signal strength of the 
interfered highlighted areas fades faster than other Fixed-Femtos because of the 
interference effect on the signal strength as well as the achieved spectral efficiency.  
 
Fig. 11.22. Fixed-Femtos Sector Spectral efficiency with distance dependent Microcell path-loss 
(left) while (right) represents the distributed spectral efficiency correlation with shadow fading.  
Hence, Table 11.3 represents the used parameters in the simulated scenario as any changes 
in these parameters can change the output results and may have negative or positive 
impacts on the achieved SINR and spectral efficiency.  
Table 11.3. Fixed-Femto simulated parameters. 
Parameters Value 
Type of Femtocell Fixed 
Number of Fixed-Femtos 3 Fixed-Femto per each 1 Km2 
Number of Fixed-Femto’s server UEs 10 UEs 
Fixed-Femto transmission power 24 dBm 
Fixed-Femto antenna type Omnidirectional antenna 
Vehicular UEs speed 3-160 km/h 
Antenna gain Fixed-Femto 0 
Shadowing standard deviation eNB-Fixed-Femto 8 
Path-loss model  
SCM urban NLOS Microcell model 
for both backhaul and access links 
PLሺdBሻ ൌ 34.53 ൅ 38 logଵ଴ሺLሻ 
 
In order to mitigate the interference issue between the Macro and Fixed-Femto UEs, the 
transmission power of these Fixed-Femtos can be reduced to avoid the overlapped areas. 
Reducing the transmission power can limit the coverage area of the Fixed-Femto, which 
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may increase the cost since more Fixed-Femtos are required to be deployed to cover all 
the high path-loss areas. Moreover, reducing the transmission power can increase the 
number of unnecessary HOs especially in the case of vehicular UEs who are in continuous 
movement and keep changing their locations and connections with the serving BS. To 
sum up, all the previous results had shown that having Fixed-Femtos to serve vehicular 
UEs even in bus stops or along the bus paths is not always the best solution, and hereby 
the next scenario comes.  
b) Scenario 2: Mobile-Femtos with vehicular UEs 
The second scenario represents the case when there is Mobile-Femto installed in a bus 
while the UEs are inside the bus. The aim of this scenario is to improve the signal 
connection of those vehicular UEs with the serving network. Those UEs are suffering 
from high penetration loss and high path-loss as they are at the edges of the Macrocell 
besides of the vehicle chassis that works as a signal barrier against in and out signals.  
The distribution of the Mobile-Femtos is based on the used path-loss model that helps in 
creating the bus paths of the Mobile-Femtos. Installing the Mobile-Femtos efficiently in 
public transportations like buses has helped in mitigating the penetration loss, path-loss 
and cost to serve vehicular UEs. A constant loss has been assumed between the Mobile-
Femtos and the vehicular UEs due to the LOS access link as well as the short distance 
between the two, which is less than 5 m. In addition, the used transmission power in the 
Mobile-Femto is 24 dBm while the path of the Mobile-Femto -which is the bus path- has 
been specified as mentioned earlier, and two Mobile-Femtos have been assumed to be 
deployed in every 1 km2. Using this technique has its advantages in mitigating the 
interference and the path-loss. This has given the Mobile-Femto the ability to cover wider 
areas and reach the remote areas that are hard for the eNB to reach due to the high path-
loss and penetration loss. Hence, Fig. 11.23 shows the movement of the Mobile-Femto, 
which is a uniform movement in the areas that suffer from high path-loss as the  
arrows show.  
The max SINR of the ROI has been improved after deploying the Mobile-Femtos to serve 
vehicular UEs. This is because Mobile-Femtos are able to overcome the high penetration 
loss, path-loss and interference issues that vehicular UEs are suffering from by improving 
their connection with the serving network compared to the Fixed-Femto deployment as 
Fig. 11.24 shows. This figure represents the Mobile-Femtos distribution in the ROI in 
terms of the path-loss with and without the shadow fading. As mentioned earlier, the dark 
red areas represent the coverage area with good signal strength as the path-loss is at its 
lowest value. The dark blue areas, however, represent areas with low signal strength as 
the path-loss is at its highest value. It has become quite obvious to the reader that the 
Mobile-Femtos have achieved better coverage area as the paths of these Mobile-Femtos 
were specified based on the path-loss model so it is rare that the Mobile-Femtos coverage 
is overlapped with each other. In addition, the figure shows that each Mobile-Femto has 
strong signal strength at the centre then the signal fades gradually as the highlighted area 
shows in both cases with and without the shadow fading.  
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Fig. 11.23. Mobile-Femtos coverage distribution when the transmission power is 24 dBm  
and VPL is 25 dB. 
 
Fig. 11.24. Mobile-Femtos Sector SINR, calculated with distance dependent Microcell path-loss 
(left) while (right) represents the distributed space correlation with shadow fading.  
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The SINR improvement is accompanied with an improvement in the achieved spectral 
efficiency as Fig. 11.25 shows. The figure shows that in the highlighted area the spectral 
efficiency of the Mobile-Femto is high as the dark red colour in the centre represents a 
spectral efficiency of higher than 4.5 bits/cu. This high spectral efficiency reflects that the 
Mobile-Femto coverage is less susceptible to interference compared to the Fixed-Femto. 
This is due to the organised distribution and the specified paths in the case of the Mobile-
Femto, which makes it less exposed to the interference issue. Thus, the Mobile-Femto 
signal fades gradually since the interference is low as the right side of the figure shows.  
 
Fig. 11.25. Mobile-Femtos Sector Spectral efficiency with distance dependent Microcell path-
loss (left) while (right) represents the distributed spectral efficiency correlation  
with shadow fading.  
The following table represents the used parameters in the Mobile-Femto simulated 
scenario in order to create the required environment.  
Table 11.4. Mobile-Femto simulated parameters. 
Parameters Value 
Type of femtocell Mobile 
Number of Mobile-Femtos 2 MFemto per each 1 km2 
Number of Mobile-Femto’s server UEs 10 UEs 
Mobile- Femto transmission power 24 dBm 
MFemto antenna type Omnidirectional antenna 
Speed of Mobile-Femto and passengers 
in the bus 3-160 km/h 
Antenna gain Mobile-Femto 0 
Shadowing standard deviation  
eNB-Mobile-Femto 8 
Path-loss model 
3GPP SCM urban NLOS Microcells model for 
backhaul link while constant path-loss for the 
LOS access links 
NLOS PLሺdBሻ ൌ 34.53 ൅ 38 logଵ଴ሺLሻ 
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Hence, it can be concluded that the Mobile-Femto shows a better coverage distribution 
over the Fixed-Femto as the SINR and spectral efficiency have been improved in the case 
of vehicular UEs. Additionally, less interference occurred in the case of the Mobile-Femto 
and this is because of the uniform movement of these mobile BSs that improved the 
vehicular UEs signal strength and mitigated the penetration loss and path-loss. Thus, 
deploying the Mobile-Femtos is seen as a promising solution for the next generation 
technology as it is able to improve the vehicular UEs performance by mitigating the 
penetration loss, path-loss and interference. However, it is to be emphasised that there is 
always worst-case interference scenarios especially when the Mobile-Femto changes its 
route e.g. facing traffic congestion and being close to other BSs, which may cause three 
interference scenarios. First, the Mobile-Femto’s UE can be interfered by the Macrocell 
DL signal, which can affect the UE throughput. Second, the Mobile-Femto UE can be 
interfered by another Mobile-Femto DL signal. Third, a Macro UE can be interfered by 
the Mobile-Femto DL signal, which has negative impact on the UE’s SINR and 
throughput. Therefore, it was needed to come up with the proposed scheme and discuss 
the achieved results that showed a better interference management and performance 
improvement compared to the previous schemes as the following section shows. 
c) The simulated results of the proposed interference scheme 
The proposed scheme has been implemented in order to create a comprehensive 
comparison with previous frequency reuse schemes. Fig. 11.26 represents the throughput 
of Macro UEs located in the Macrocell coverage as the number of Mobile-Femtos varies.  
 
Fig. 11.26. Average Throughput of Macro UEs located in centre and edge zones  
vs. no. of Mobile-Femtos.  
In the proposed frequency reuse scheme, the Mobile-Femto UEs can allocate the 
subcarriers, which are not used by the Macro UEs at each location. Thus, the interference 
between the Macro UEs and Mobile-Femtos is greatly avoided. The Mobile-Femtos effect 
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to Macro UEs who are located in the same zone is less in the proposed scheme compared 
to the previous schemes. This is because; in FFR-3 and NoFFR-3 schemes, the subcarriers 
are randomly assigned to the Mobile-Femto UEs regardless of the subcarriers used by the 
Macro UEs. This means that the same subcarriers are used by the Macro UEs and the 
Mobile-Femto UEs who are very close to each other, which can create severe interference 
for the two. As a result, the throughput gap between the proposed and previous schemes 
is bigger when more Mobile-Femtos are deployed in the Macrocell. This is because with 
highly deployed number of Mobile-Femtos, the chance of Macro UE to be interfered with 
the increased number of deployed Femtocells is greater. Hence, the proposed scheme has 
achieved an acceptable, almost stable, throughput around 8 Mbps in the range between 8 
to 20 deployed numbers of Mobile-Femtos in the Macrocell, while for the same numbers 
of Mobile-Femtos, the FFR-3 and NoFFR-3 schemes have achieved lower throughput that 
starts with 6 Mbps and then decreases to 4 Mbps. This is due to the increased unavoidable 
interference between those Mobile-Femtos and Macro UEs with the increase number of 
Mobile-Femtos in the Macrocell.  
On the other hand, Fig. 11.27 illustrates the throughput of Macro and Mobile-Femto UEs 
located at the edge zone only. In the OFDMA cellular network, the performance of the 
edge zone is always poor due to the ICI that increases with the increased path-loss. 
However, in the proposed scheme, allocating more subcarriers to cell-edge Mobile-
Femtos can greatly improve the throughput of cell-edge vehicular UEs. While, the 
compared schemes assign the subcarriers irrespective of the UEs location, centre zone or 
edge zones and this is why those schemes achieved less throughput compared to the 
proposed interference scheme. However, it is to be mentioned that the FFR-3 scheme 
shows higher throughput than the NoFFR-3 scheme and this is because the FFR-3 scheme 
reduces interference by applying FFR to the Macro UEs but still the interference from 
other Mobile-Femtos is unavoidable. Since cell-edge vehicular UEs with the proposed 
interference scheme has enjoyed higher throughput than the FFR-3 and NoFFR-3 
interference mitigations schemes; that means the proposed scheme is able to mitigate the 
UEs’ interference not only between the Mobile-Femtos and the Macro UEs but also 
between the Mobile-Femtos UEs themselves. The figure shows that with 30 deployed 
number of Mobile-Femtos in the Macrocell, the cell-edge UEs have achieved a max 
throughput of almost 29 Mbps while 20 Mbps for the FFR-3 scheme and 14 Mbps for the 
NoFFR-3 scheme. This is due to the increased interference with the increased number of 
deployed Mobile-Femtos in the Macrocell and the adaptability of each scheme with the 
generated interference issue.  
While Fig. 11.28 represents the total throughput of centre and cell-edge zones after 
deploying the Mobile-Femto into the Macrocell. The achieved simulated results show that 
the throughput increases with the increased number of deployed Mobile-Femtos in the 
Macrocell. This is due to the ability of this Mobile BS to reach vehicular UEs and improve 
their performance fast and efficiently compared to other technologies. However, 
deploying many Mobile-Femtos to improve the vehicular UEs performance by reducing 
the vehicular penetration loss in LTE network can increase the interference issue between 
Macro and Mobile-Femto UEs. Therefore, implementing the proposed interference 
mitigation scheme has shown better throughput compared to the FFR-3 and No-FFR 
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schemes as the max-achieved throughput is almost 58 Mbps in the proposed scheme while 
it is 40 Mbps in the FFR-3 and No-FFR schemes. Implementing the proposed scheme has 
shown an improvement of 18 Mbps over the previous schemes. Actually, with the 
increased number of deployed Mobile-Femtos in the Macrocell and exactly 30 Mobile-
Femtos, the FFR-3 and the NoFFR-3 achieved the same throughput as the generated 
interference between the Macro and Mobile-Femto UEs is unavoidable in this case. In 
other words, at a certain number of deployed Femtocells in the Macrocell, the FFR-3 
scheme will allocate the same subcarriers to the Macro UEs and the Mobile-Femto UEs 
who are very close to each other.  
 
Fig. 11.27. Total Throughput of Macro and Mobile-Femto UEs located only in the edge zone  
vs. no. of Mobile-Femtos. 
 
Fig. 11.28. Total throughput of Macrocell and Mobile-Femto UEs  
in the entire Macrocell vs. no. of Mobile-Femtos.  
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Now, after discussing the impact of the proposed scheme on the achieved throughput of 
Macro and Mobile-Femto UEs, it is necessary to consider the impact of this scheme on 
the achieved signal outage probability with the increased number of Mobile-Femtos in the 
Macrocell. It is to be mentioned that with the increased number of deployed small BSs in 
the Macrocell, the generated interference issue increases, thus the signal outage increases 
as well. However, this does not mean that less number of Mobile-Femtos should be 
deployed in the Macrocell to mitigate the generated interference and signal outage. The 
signal outage can be reduced with the proposed scheme as Fig. 11.29 shows. The figure 
depicts the outage probability of UEs according to the SINR threshold, when  
30 Mobile-Femtos are deployed in the Macrocell. In a given SINR threshold, the proposed 
scheme indicates lower outage probability than the FFR-3 and NoFFR-3 schemes. Added 
to this, it decreases the outage probability more at low SINR threshold while it reaches its 
max at 0.96 with high SINR threshold. This implies that the proposed scheme effectively 
supports more UEs, even though the interference is excessive. While in the case of the 
NoFFR-3, UEs have achieved the highest outage probability, which has started with  
0.4 under low SINR threshold and continuously increased with the increased SINR 
threshold. However, at 15 dB SINR the outage probability of the proposed scheme has 
been reduced by 0.07 compared to the FFR-3 scheme while reduced by 0.14 compared to 
the NoFFR-3 scheme.  
 
Fig. 11.29. Signal Outage Probability of Macro and Mobile-Femto UEs vs. the SINR threshold 
when 30 Mobile-Femtos are deployed in the Macrocell. 
Thus, it is obvious that using the proposed frequency reuse scheme in the presented 
Femtocell technology has improved the UEs throughput in the cell centre and edge zones 
for both the Macro and Mobile-Femto UEs. Improving the UEs throughput and reducing 
the signal outage are very important factors to improve the vehicular UEs performance in 
LTE and 5G Networks. However, this solution can be generalised on different types of 
BSs like fixed and mobile BSs, as well as different type of UEs e.g. fixed, mobile and 
vehicular UEs.  
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11.6. Conclusions and Further Work 
The on-going increasing demand for wireless based services nowadays makes it necessary 
to be available everywhere and at any time by introducing new technologies, standards 
and polices. This can be implemented in a way that makes the wireless environment match 
with this high evolution in wireless devices and technology. Hence, the overall goal of 
this work is to design and implement a technology that solves the drawbacks of vehicular 
users’ performance for the future of wireless technologies e.g. 5G Networks. The Mobile-
Femto technology allows higher throughput, signal strength and capacity for the served 
vehicular users by the 4G networks. Upon proposing the Mobile-Femto with the required 
methods to avoid interference and to improve the vehicular users’ performance, it is 
strongly felt that there is scope for further potential developments related to the work done 
especially in the interference management area.  
11.6.1. Conclusion 
11.6.1.1. Performance Evaluation  
The performance evaluation has been done for three technologies in order to generate a 
comprehensive comparison between the vehicular UEs who have been served by the eNB 
direct transmission, Fixed-Femto assisted-transmission and finally the Mobile-Femto 
assisted-transmission. The achieved results through MATLAB simulator showed that 
Mobile-Femto UEs have achieved higher throughput and performance in comparison with 
other transmissions. This is because; Mobile-Femto is more effective in mitigating the 
penetration loss inside public transportations which has been noticed through the 
significant improvement in the SINR value. Moreover, the Ergodic capacity in terms of 
vehicular UEs’ links has improved under high penetration losses e.g. 25 dB and 40 dB, 
due to the implementation of Mobile-Femto inside public transportations. In addition, 
Mobile-Femto UEs have achieved the highest spectral efficiency in comparison with the 
spectral efficiency of eNB and Fixed-Femto UEs. This has been noticed as, 90 % of the 
vehicular UEs have enjoyed better spectral efficiency up to 3.7 bit/cu when they were 
connected to the Mobile-Femto, while 2.5 bit/cu in the case of direct and Fixed-Femto 
transmissions. On the other hand, when the VPL is equal to 25 dB, the Mobile-Femto 
assisted-transmission achieved lower outage probability than the eNB direct transmission. 
It is also lower than the outage probability of the Fixed-Femto assisted-transmission. This 
indicates that the Mobile-Femto assisted system is better at maintaining a given rate of R 
bits/sec for vehicular UE, which can be translated to a better QoS in comparison with the 
other two transmissions. However, as the VPL value goes up to 40 dB, the Mobile-Femto 
assisted-transmission outperforms the direct transmission when the vehicular UE is fairly 
near the eNB (around 50 m). From the achieved results, it was obvious that vehicular UEs 
enjoy better quality of connection and signal strength when they are served by the Mobile-
Femto rather than being served directly by the eNB or the Fixed-Femto BSs.  
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11.6.1.2. Interference Management Evaluation  
Deploying Fixed-Femtos and Mobile-Femtos in Macrocells has created an excessive 
interference issue between the served vehicular UEs and the deployed BSs. Therefore, the 
coverage planning solution based on the path-loss model has been examined together with 
controlling the transmission power scheme. The achieved results showed that the previous 
solutions can be regarded as reasonable solutions to solve the interference issue in the 
Fixed-Femtos scenario while it is challengeable in the vehicular environment scenario 
especially when here the BSs are vehicular. Therefore, an efficient frequency reuse 
scheme has been proposed to mitigate the interference between the Mobile-Femto UEs, 
Macro UEs and BSs. In this scheme, each cell has been divided into two zones; the centre 
zone and the edge zone. The Mobile-Femtos in the cell centre zone will be using the 
frequencies allocated for the edge zones and likewise for the cell-edge zone where the 
Mobile-Femtos will be using the frequencies that have been allocated for the centre zones. 
The achieved results via MATLAB simulator showed a noticeable improvement in the 
achieved throughput after implementing the proposed scheme compared to previous 
frequency reuse schemes. This improvement has been noticed for Macro and Mobile-
Femto UEs when they are at the centre and edge zones. It is to be emphasised, that the 
cell-edge UEs have achieved high throughput because the proposed scheme allocates 
more subcarriers to cell-edge Mobile-Femtos. While, the compared schemes assign the 
subcarriers irrespective of the UEs location, centre zones or edge zones and this is why 
those schemes have achieved less throughput compared to the proposed interference 
scheme. Additionally, the achieved results showed that the proposed scheme is able to 
mitigate the UEs’ interference not only between the Mobile-Femtos and the Macro UEs 
but also between the Mobile-Femtos UEs themselves. This has been noticed as the number 
of deployed Mobile-Femtos increased in the Macrocell up to 30, the cell-edge UEs have 
achieved a max throughput of almost 29 Mbps while 20 Mbps for the FFR-3 scheme and 
14 Mbps for the NoFFR-3 scheme.  
Added to this, implementing the proposed interference mitigation scheme has reduced the 
outage probability of the signals. The achieved results showed that at a given SINR 
threshold, the proposed scheme indicated lower outage probability than the FFR-3 and 
NoFFR-3 schemes. Hence, this solution can be generalised on different types of BSs like 
fixed and mobile BSs, as well as different type of UEs e.g. fixed, mobile and vehicular 
UEs. 
For all the above discussed reasons, Mobile-Femto is seen as the future of next generation 
networks, which can effectively improve the vehicular UEs performance in public 
transportations like buses. All the achieved results showed an improvement in the 
vehicular UEs performance after deploying the Mobile-Femtos in the LTE Macrocell with 
the appropriate distribution and interference mitigation methods. However, deploying 
Mobile-Femtos in high-speed trains to improve the train passengers’ performance and 
provide them with the internet is seen as the future of next generation networks as many 
challenges are raised here that will be discussed briefly in the future work section.  
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11.6.2. Future Work  
The aim of the mobile communications Enablers for Twenty-twenty (2020) Information 
Society (METIS), which is an EU co-funded research project, is to lay the foundation for 
the next generation of the mobile and wireless communications system [4]. The project is 
examining the possibility of improving the cellular network by supplementing the 
infrastructure with simple, low power small BSs. It also has introduced the proposal of 
placing mobile BSs in vehicles, such as cars, trucks, buses and trains to improve the 
vehicular UEs performance. That is why, considering the train Mobile-Femtos technology 
as the future work of this research is seen as a complement of what has been proposed 
earlier in regard to the deployment of Mobile-Femto technologies in public transportations 
(i.e. buses). 
The cooperative and coordinated Mobile-Femto systems in train carriages need to be 
further investigated as it consists of a set of interconnected and coordinated Mobile-
Femtos as shown in Fig. 11.30. The coordinated Mobile-Femtos would be implemented 
on trains or on other vehicles with large spatial dimensions where those coordinated 
Mobile-Femtos are connected to one another through the CrX2 coordination interface. 
This allows several optimisation methods for group HO and backhaul link optimisation.  
 
Fig. 11.30. Coordinated Mobile-Femtos system. 
Actually, there are four challenging reasons that affect communication services on high-
speed trains. These challenges are listed as the following:  
a) Large penetration loss via the shield of the train, which is expected to be 40 dB. 
b) Large number of HOs in very short time. This is due to the hundreds or thousands of 
UEs who need HO procedures from one site to another concurrently/sequentially. 
This phenomenon affects system stability and eats-up capacity.  
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c) High power consumption for UEs transmission and this is because UEs on the train 
need higher transmission power to overcome the large penetration loss in uplink as 
well. 
d) High-speeds of trains are considered one of the challenges as some trains speeds 
range between 300 km/h to 350 km/h, which makes the impact of Doppler Shift is 
even more severe.  
Thus, a common adopted solution for high-speed trains is to condense the network along 
the railway to combat the large penetration loss. However, this will make the second issue 
more severe, as the number of HO procedures is increased due to smaller site-to-site 
distance. Another way is to increase the transmission power of the BSs, which helps to 
solve the issue of the large penetration lose but, this can create excessive ICI for the DL 
and UL signals. Besides that, neither of these solutions is cost-effective. Therefore, 
thinking about an effective solution to solve the above challenges was the motive behind 
proposing the coordinated Mobile-Femtos system in trains as the future work of this 
research. The interference between the coordinated Mobile-Femtos and eNB’s and 
interference between Backhaul links need to be further investigated. Consequently, the 
train coordinated Mobile-Femtos is seen as the future of high speed trains to overcome 
the previous issues and connect the vehicular UEs to the network anywhere and at any 
time regardless of the obstacles that might face the transmitted signals.  
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Chapter 12 
The Buffer Delay Correction Algorithm  
for VoIP Communication 
Fábio Sakuray, Robinson S. V. Hoto, Gean D. Breda		
and Leonardo S. Mendes1 
12.1. Background 
Fig. 12.1 shows packets sent between two remote VoIP applications in a regular call, 
where talkspurts are periods with packets transmission and silence is periods without 
transmission. In a talkspurt k with nk packets, a packet i is sent at instant tki , received at 
instant aki and executed in pki (playout time) [3]. 
 
Fig. 12.1. Packet Audio Transmission. 
In the receiver side of VoIP applications, the audio packets must be scheduled to playout 
with the same temporal spacing used in transmission (∆tki  = ∆pki ). However, jitter makes 
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packets arrive after playout time (pki < aki ), these packets are considered lost. To avoid 
this, most applications use a buffer delay that can be inserted at beginning of each talkspurt 
(see talkspurt k in Fig. 12.1), which is referred to as ”inter-talkspurt” technique, or inserted 
inside a talkspurt, which is referred to as ”intra-talkspurt”. This work analyses only 
algorithms that act in silence periods, since they represent the most of BDA solutions in 
literature [4]. 
Lobina in [5], present an important classification of BDAs, as: 
1. Packet Loss Intolerance: Algorithms that use high buffer delay values, avoiding 
packet loss. The simplicity of implementation is the main advantage of these 
algorithms; 
2. Packet Loss Tolerance: audio applications can lose a certain number of packets 
without affecting audio quality. This class of algorithms adjusts buffer delay to 
control the packet loss rate; 
3. Quality Based: this algorithm class monitors the call quality parameters to adjust the 
buffer delay. 
Another element of voice call is the phenomenon called spike [6], defined as a sudden and 
large increase in the end-to-end delay. As a result the receiver has an interval without 
packets followed by a series of packets arriving almost simultaneously. Delay spikes 
represent a serious problem for VoIP applications, since they lead BDAs to overrated 
buffer delay values. A BDA must react adequately to the spike by changing its behavior. 
Several BDAs have been developed with most of them trying to foresee network delay to 
set the buffer delay. Now let us consider some examples. The next two algorithms are 
packet loss intolerant. Ramjee in [7] presents four algorithms to measure the delay 
variance and estimate the average end-to-end delay, the fourth can detect spike and change 
the algorithm behavior. Barreto and Aragão in [8] present an algorithm based on the 
standard (Box-Jenkins) linear autoregressive (AR) model. The playout delay estimated 
(݀^௞) of talkspurt k can be written by: 
 ݀^௞ ൌ ߠଵఓߤ൫ܣ௞ିଵ൯ ൅ ߠଵఙߪ൫ܣ௞ିଵ൯ ൅ ߠଵఓߤ൫ܣ௞ିଶ൯ ൅ ⋯൅ ߠ௡ఙߪ൫ܣ௞ି௡൯, (12.1) 
where Ak  is the network delay of k-th talkspurt; ߠ௜ఓ  and ߠ௜ఙ  are weights associated with mean (µ(Ak)) and standard deviation (σ(Ak)), n is the sliding window size with last 
talkspurts received. 
In a call with M talkspurts, (12.1) can rewrite by d	= Xθ, where matrix X	∈	RM×2n	is defined 
as: 
 ܺ ൌ
ۏ
ێ
ێ
ێ
ۍ ߤሺܣ௡ሻ ߪሺܣ௡ሻ . . ߤሺܣଵሻ ߪሺܣଵሻߤሺܣ௡ିଵሻ ߪሺܣ௡ିଵሻ . . ߤሺܣଶሻ ߪሺܣଶሻ
⋮ ⋮ ⋮ ⋮ ⋮
ߤሺܣெିଶሻ ߪሺܣெିଶሻ . . ߤሺܣெି௡ିଵሻ ߪሺܣெି௡ିଵሻ
ߤሺܣெିଵሻ ߪሺܣெିଵሻ . . ߤሺܣெି௡ሻ ߪሺܣெି௡ሻ ے
ۑ
ۑ
ۑ
ې
. 
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The vectors θ	 ∈	 R2n	 and d	 ∈	 RM	 are: ߠ ൌ ൣߠଵఓߠଵఙ …ߠ௡ఓߠ௡ఙ൧் ,  
݀ ൌ ሾ݀௡ାଵ݀௡ାଶ …݀ெିଵ݀ெሿ்with the superscript T denoting matrix transposition. 
The estimate of θ is given by ^ߠ ൌ ሾ்ܺܺሿିଵ்ܺ݀. However, the matrix ሾ்ܺܺሿ may be non-
invertible, in which case Barreto and Aragao replace it by its regularized version: 
  ^ߠ ൌ ሾ்ܺܺ ൅ ߣܫሿିଵ்ܺd,	 (12.2) 
where I ∈ R2n×2n is the identity matrix and 0 ൏ ߣ ≪ 1. The values used by the authors are 
λ = 0.01 or λ = 0.001. 
The next three algorithms are packet loss tolerant. Moon et al. [3] use the network delay 
distribution in the last w received packets and a desired packet loss rate. This algorithm 
can detect spike. Fujimoto et al. [9] uses the same idea, but focused on tail of the network 
delay probability distribution function. Assuming Pareto distribution for the tail, this 
approach presents better results when compared with algorithms that use a complete 
network delay distribution. In [10], Ramos et al. present the Move Average Algorithm 
(MA) to adjust the playout delay at each new talkspurt given a desired target of average 
loss percentage (ρ). The authors compute the optimal playout delay (Dk) at the beginning 
of talkspurt k as: 
  ܦ௞ ൌ ܱܴܵܶ൛ܼ௜௞ൟݓ݅ݐ݄݅ ൌ ݎ݋ݑ݊݀ሺ1 െ ߩሻ ௞ܰ,	 (12.3) 
with Nk the number of audio packets received during k-th talkspurt and ܼ௜௞  the changing part of the end-to-end delay of i-th packet. 
The predicted value of Dk+1, denoted by^ܦ௞ାଵ, is given by 
 ^ܦ௞ାଵ ൌ ∑ ܽ௟ܦ௞ି௟ାଵெ௟ୀଵ  (12.4) 
The coefficients al must minimize the mean square error between Dk+1 and ^ܦ௞ାଵ. They can be found from solving the equation: 
 ∑ ܽ௠ାଵெ௠ୀ଴ ݎ஽ሺ݉ െ ݈ሻ ൌ ݎ஽ሺ݈ ൅ 1ሻݓ݅ݐ݄݈ ൌ 0,1, … ,ܯ െ 1. (12.5) 
Suppose that it is known the last K values of rD, 
 ݎ஽ሺݎሻ ≅ ଵ௄ି|௥| ∑ ܦ௞ܦ௞ା|௥|
௄ି|௥|
௞ୀଵ , (12.6) 
with r = 0,±1,±2,...,±(K − 1). The model’s order M is computed as follow: starting with  
M = 1, compute all values of ^ܦ௞, and estimate E[(Dk − ^ܦ௞,)2], increase M and repeat the process. The model’s order is taken equal to the lowest value of M preceding an increase 
in mean square error. 
The next algorithms are quality based. Fujimoto et al. [11] shows that jitter, packet loss 
rate, codec and others parameters can affect call quality. Most solutions only allow packet 
loss rate setup. The algorithm presented in [11], called E-MOS, utilizes Mean Opinion 
Advances in Networks, Security and Communications: Reviews, Vol. 1 
 314
Score (MOS [1, 12]) classification as input to buffer delay adjust. MOS values are 1 to 5, 
where 1 is the worst and 5 is the best. 
Valle et al. in [13] presents the Dynamic Management of Dejitter Buffer Algorithm 
(DMDB), which uses MOS rating as input to control the followings algorithms: 
1. OpenH323: an open source and packet loss intolerant algorithm, used in CallGen323 
application; 
2. Window: histogram based algorithm with spike detection, presented in [3]; 
3. Adaptive: algorithm proposed by [14], which is also reactive and quality based, that 
tries to maximize the end-user notable quality. 
12.2. Theatrical Aspects of De-Jitter Buffer 
In the next sections, consider nk the set of packets belonging to k-th talkspurt and ݌௜௞, ܽ௜௞  
and ݐ௜௞  , respectively, the playout, receiver and transmission time. Using de-jitter buffer (or buffer delay - BD) in receiver side, with dynamic adjustment to each talkspurt, the 
playout time of i-th packet is: 
 ݌௜௞ ൌ ܽଵ௞ ൅ ܤܦ௞ ൅ ሺ݅ െ 1ሻ߂ݐ௜௞, (12.7) 
where ∆ݐ௜௞ ൌ ݐ௜௞ െ ݐሺ௜ିଵሻ௞ . 
An audio packet i will be lost when does not match the jitter or latency restrictions  
[15, 16]: 
 Latency: the end-to-end delay must be smaller than a delay value (L) defined by an 
application or Recommendation as G.114 [17]: 
 ݌௜௞ െ ൫ݐ௜௞ െ ܥ൯ ൑ ܮ, (12.8) 
where C is the clock shift between sender and receiver clock. 
 Jitter: the packet must be received before its playout time, i.e., ܽ௜௞  ≤ ݌௜௞  , note that first packet always attend jitter restriction: 
 ܽ௜௞ ൑ ݌௜௞ ⇒ ܽ௜௞ ൑ ܽଵ௞ ൅ ܤܦ௞ ൅ ሺ݅ െ 1ሻ∆ݐ௜௞ ⇒ ܽ௜௞ ൑ 
 ቊ ܽ௜
௞ ൅ ܤܦ௞ݓ݅ݐ݄݅ ൌ 1
ܽଵ௞ ൅ ܤܦ௞ ൅ ሺ݅ െ 1ሻ∆ݐ௜௞݂݅݅ ൐ 1
ቋ. (12.9) 
The latency restriction produce the first property. 
Property 1. If i-th packet match the jitter restriction (ܽ௜௞  ≤ ݌௜௞), but it doesn’t obey the 
latency restriction, i.e. ܽ௜௞  − (݌௜௞  − C) > L, the latency restriction will not be obeyed, no 
longer mattering BDk value used. 
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Proof. With ܽ௜௞  ≤ ݌௜௞  and the jitter restriction is matched by i-th packet (ܽ௜௞  ≤ ݌௜௞), then the 
latency restriction is broken, i.e. ݌௜௞  − (ݐ௜௞  − C) > L for any BDk value used.  
For the next results consider: (i) packets which attend the Property 1 will be unconsidered, 
in other words, they show an inevitable loss; (ii) the extra delay used in latency restriction 
are greater than delays used to jitter remove, therefore the buffer analysis presented are 
directed to Jitter Restriction and (iii) a packet will be lost when it don’t meet jitter 
restriction [15] [16], i.e., BDk	is not enough to jitter removal in packet i, then: 
  ܽ௜௞ ൑ ቊ ܽ௜
௞ ൅ ܤܦ௞ ݓ݅ݐ݄݅ ൌ 1
ܽଵ௞ ൅ ܤܦ௞ ൅ ሺ݅ െ 1ሻ߂ݐ௜௞ ݂݅݅ ൐ 1 . (12.10) 
The Theorem 1 presents a buffer delay value to prevent packet loss by jitter. 
Theorem 1. In a talkspurt k, with buffer delay BDk, no packet is lost by jitter restriction 
violation if and only if 
  ܤܦ௞ ൒ ݉ܽݔ௜∈൛ଵ,ଶ,…,௡ೖൟሼߜ௜௞ െ ሺ݅ െ 1ሻ∆ݐ௜௞ሽ, (12.11) 
where ߜ௜௞ ൌ ܽ௜௞ െ ܽଵ௞ for every i ∈ {1,2,...,nk}. 
Proof.	Since there is no packets loss in talkspurt, this is equivalent to: ݌௜௞ 	−	ܽ௜௞≥	0 for every 
݅ ∈ ሼ1,2, … , ݊ሽ ⇔ ܽ௜௞ ൑ ݌௜௞ ⇔ ܽ௜௞ ൑ ܽଵ௞ ൅ ܤܦ௞ ൅ ሺ݅ െ 1ሻ∆ݐ௜௞ ⇔ 
⇔ ܽ௜௞ െ ܽଵ௞ ൑ ܤܦ௞ ൅ ሺ݅ െ 1ሻ∆ݐ௜௞ ⇔ ܤܦ௞ ൒ ݉ܽݔ௜∈൛ଵ,ଶ,…,௡ೖൟሼߜ௜௞ െ ሺ݅ െ 1ሻ∆ݐ௜௞, for every 
i	∈	{1,2,...,nk}. Notice that: 
 ܤܦ௞ ൒ ݉ܽݔ௜∈ሼଵ,ଶ,...,௡ೖሽሼߜ௜
௞ െ ሺ݅ െ 1ሻ߂ݐ௜௞ሽ, 
where ܤܦ௡௣௟௞ 	is the buffer delay which does not present packet loss. 
Wherefore we introduce the notion of limiting due to jitter. In the next definitions consider 
{1,2,...,nk}	all packet indexes of the k-th talkspurt. 
Definition 1. The ܤܦ௖௞ c-th limiting due to jitter, i.e., the value that remove jitter in a set Ωc of packets in a talkspurt k is defined by 
ܤܦ௖௞ ൌ ݉ܽݔ௜∈ఆ೎ ሼߜ௜
௞ െ ሺ݅ െ 1ሻ߂ݐ௜௞ሽ, 
where Ω0 = N, and Ωc = N − (u0 ∪ u1 ∪ ... ∪ uc−2 ∪ uc−1) for c > 0, and ݑ௖ ൌ ሼݎ௖ଵ, … , ݎ௖௪೎ሽ 
are the wc packets where ݌௜௞ ൌ ܽଵ௞ ൅ ܤܦ௖௞ ൅ ሺ݅ െ 1ሻ∆ݐ௜௞ with i ∈ uc. 
Lemma 1. There is a finite number of jitter limiting values in a talkspurt. 
Proof.	The first jitter limiting value is: ܤܦ଴௞ ൌ ݉ܽݔሼ௜∈ఆబୀேሽሼߜ௜௞ െ ሺ݅ െ 1ሻ∆ݐ௜௞ሽ, used by set of packets u0   Ω0 = N. Consider Ω1 = N − u0   Ω0, if Ω1 =  , the proof is completed, 
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otherwise it is possible to calculate other jitter limiting value: ܤܦଵ௞ ൌ ݉ܽݔሼ௜∈ఆభୀேሽሼߜ௜௞ െ
ሺ݅ െ 1ሻ∆ݐ௜௞ሽ for which there is a non-empty set u1   Ω1   Ω0 of packets. This reasoning 
is applied until one is found Ωm+1 =  , then the last jitter limiting value is ܤܦ௠௞ ൌ
݉ܽݔሼ௜∈ఆ೘ୀேሽሼߜ௜௞ െ ሺ݅ െ 1ሻ∆ݐ௜௞ሽ, where m ≤ n and, there is   ≠ um   Ωm   Ωm−1   ...   Ω0 of packets that use that value to remove jitter. Therefore so, we obtain a finite number 
of jitter limiting value. 
Lemma 2. The jitter limiting values are presented in the format ܤܦ௝௞ ൏ ܤܦ௝ିଵ௞   
to j = 1,...,m. 
Proof.		Considering ܦ௝௞ ൏ ܤܦ௝ିଵ௞ , then: 
 ܤܦ௝௞ ൌ ݉ܽݔሼ௜∈ఆೕሽ൛ߜ௜
௞ െ ሺ݅ െ 1ሻ߂ݐ௜௞ൟ, 
 ܤܦ௝ିଵ௞ ൌ ݉ܽݔሼ௜∈ఆೕషభሽ൛ߜ௜
௞ െ ሺ݅ െ 1ሻ߂ݐ௜௞ൟ, 
where Ωj = N −(u0 ∪ ...∪ uj−2 ∪ uj−1) and Ωj−1 = N −(u0   ∪ ...∪ uj−2), so Ωj   Ωj−1, 
then ܤܦ௝௞ ൏ ܤܦ௝ିଵ௞ . If ܤܦ௝௞ ൏ ܤܦ௝ିଵ௞ then uj ∩ < ݑ௝ିଵ ് 0. 
In a talkspurt, we have the following running order ܤܦ௠௞ ൏ ܤܦ௠ିଵ௞  < … < ܤܦ଴௞. 
Definition 2. Intervals of type ௠ܲ ൌ ሾ0, ܤܦ௠௞ ൯, ௠ܲିଵ ൌ ൣܤܦ௠௞ , ܤܦ௠ିଵ௞ ൯, … , ଴ܲ ൌ
ൣܤܦଵ௞, ܤܦ଴௞൯ will be referenced as steps due to jitter. 
Definition 3. At each step, due to jitter we have associated a number named degree, given 
by: 
 ݀݁݃ݎ݁݁൫ ௝ܲ൯ ൌ ∑ ݓ௖௝௖ୀ଴ , (12.12) 
where ܤܦ௠ାଵ௞ ൌ 0, and j = 0,...,m. 
Each degree is unique by definition. Besides wc  ≥ 1 for each c, from what we can conclude: 
 0 < degree(P0) < ... < degree(Pm). 
The lemma 3 allows monitoring the packet loss behavior with each BDk value used to jitter 
remove. 
Lemma 3. Using BDk in a talkspurt, then the number of lost packets is equal to the degree 
of its step. 
Proof.	In a talkspurt, we have the degrees Pj, with j = 0,...,m, due to Lemma 2 we have 
that 0 ൌ ܤܦ௠ାଵ௞ ൏ ܤܦ௠௞ ൏ ⋯ ൏ ܤܦ௝ାଵ௞ ൑ ܤܦ௞ ൏ ܤܦ௝௞ ൏ ⋯ ൏ ܤܦଵ௞ ൏ ܤܦ଴௞ . Then, 
݉ܽݔ൛௜∈ఆೕశభൟ൛ߜ௜௞ െ ሺ݅ െ 1ሻ∆ݐ௜௞ൟ ൌ ܤܦ௝ାଵ௞ ൑ ܤܦ௞ ൏ ܤܦ௝௞ ൏ ⋯ ൏ ܤܦ଴௞ and: 
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 ܤܦ௝௞ ൌ ߜ௜௞ െ ሺݎ െ 1ሻ∆ݐ௜௞, ݎ ∈ ݑ௝, 
 ܤܦ௝ିଵ௞ ൌ ߜ௜௞ െ ሺݎ െ 1ሻ∆ݐ௜௞, ݎ ∈ ݑ௝ିଵ, 
 ⋮ 
 ܤܦ଴௞ ൌ ߜ௜௞ െ ሺݎ െ 1ሻ∆ݐ௜௞, ݎ ∈ ݑ଴. 
Assuming that ܤܦ௞ ൏ ሺܽ௥ െ ܽଵሻ െ ሺݎ െ 1ሻ∆ݐ௥௞ for all r   u0 ∪ ∪ ...  uj, thus we have,  
ܽଵ ൅ ܤܦ௞ ൅ ሺݎ െ 1ሻ∆ݐ௥௞ ൏ ܽ௥, for r   u0 ∪  ... ∪  uj, i.e., the jitter restriction is broken for all r   u0 ∪  ... ∪  uj, then packets rj,...,r0 are lost. On the other hand, with  
ܤܦ௞ ൒ ሺܽ௥ െ ܽଵሻ െ ሺݎ െ 1ሻ∆ݐ௥௞, for all r   Ωj+1   Ωj+2   ...   Ωm   Ωm+1.Then pr ≥ ar for all r   Ωj, and r   Ωj+2, so on for all r   Ωm. With uj+1   Ωj+1,...,um   Ωm, the packets 
rj+1,...,rm are not lost, and {u0,...,um} a subset of N, the total number of packets is 
ݓ଴൅. . . ൅ݓ௝ ൌ ∑ ݓ௖௝௖ୀ଴ ൌ ݀݁݃ݎ݁݁൫ ௝ܲ൯. 
12.3. Buffer Delay Correction Algorithm (BDCA) 
In the previous Section, we can see that there is a certain limit to Buffer Delay (BDk), and 
above this level there is no packet loss. On the other hand, the good quality of voice 
communication admits a certain limit of packet loss. Therefore, let us suppose a λ	∈	(0,1) 
of packets loss in a talkspurt, i.e., at most උߣ݊௞ඏ packets can be lost (see Fig. 12.2) where 
ہݔۂ the floor function is (greater integer smaller than or equal to x). In this case, we are 
interested in solving (12.13) bellow. 
  ݉݅݊൛݂൫ܤܦ௞൯ ൌ ܤܦ௞ ∨ ߖ൫ܤܦ௞൯ ൑ ہߣ݊௞ۂ, ܤܦ௞ ∈ ሾ0, ൅∞ሻൟ. (1.13) 
 
Fig. 12.2. Steps due to jitter in a talkspurt. 
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The value of equation 12.13 represents a minimum delay value inserted in a talkspurt k, 
with target loss factor λ	or the Optimum Buffer Delay ܱܤܦఒ௞. 
Theorem 2. In a talkspurt that use ܤܦ௞ , ݊′ packets will be lost, if and only if, ܤܦ௞ 
belongs to degree of with step ݊′.  
Proof. When ݊′ ൌ 0, i.e., no packet is lost, the Theorem 1 assure this proof. If ݊′ ൐ 0, 
consider ܹ ൌ ሼݓ଴,ݓ଴ ൅ ݓଵ, . . . , ݓ଴൅. . . ൅ݓ௠ሽ a set of all packets lost by jitter, if ݊′ ∈ ܹ 
with ݊′ ൌ ݓ଴ ൅ ݓଵ൅. . . ൅ݓ௝  for any ݆, then ܤܦ௞ ∈ ௝ܲ . If ܤܦ௞ ∈ ௛ܲ  for 0 ൑ ݄ ൏ ݆, less 
than ݊′ packets would be lost, on other hand, if ݆ ൑ ݄ ൏ ݉, more than ݊′ would be lost. 
With ݀݁݃ݎ݁݁൫ ௝ܲ൯ ൌ ݓ଴൅. . . ൅ݓ௝, the ܤܦ௞ belongs to a degree, with step ݊′.  
Looking for Theorem 2 and ܤܦ௞ ⊂ ሼ ௠ܲ, . . . , ଴ܲሽ with ௜ܲ ∈ ሾ0, ൅∞ሻ we can write (12.13) as follow:  
 ݉݅݊൛݉݅݊ሼ݂൫ܤܦ௞൯ ൌ ܤܦ௞ ∨ ߖ൫ܤܦ௞൯ ൑ ہߣ݊௞ۂ, ܤܦ௞ ∈ ܫሽൟ, (12.14) 
where ܫ ∈ ሼ ௠ܲ, . . . , ଴ܲሽ  and ݉݅݊ሼ݂൫ܤܦ௞൯ ൌ ܤܦ௞ ∨ ߖ൫ܤܦ௞൯ ൑ ہߣ݊௞ۂ, ܤܦ௞ ∈ ܫሽ  can be 
solved by Weierstrass Theorem, because in this case, ܫ is compact and ݂ is continuous. 
The BDCA adjust the value presented by one BDA (Buffer Delay Algorithm), i.e., 
approaching ܤܦ஻஽஺௞  to ܱܤܦఒ௞, with packet loss rate in ߣ. To apply BDCA over talkspurt ݇, the Adjust Factor (AF) is calculate as: 
 ܣܨሺ݇ሻ ൌ ଵ௓ ∗ ∑
௜ୀሺ௞ିଵሻ
௜ୀሺ௞ିଵି௓ሻ
ை஻஽ഊ೔
஻஽ಳವಲ೔
. (12.15) 
The window size (ܼ) has the last 40 received talkspurts to reduce computational costs, 
values greater than 40 do not change significantly the results. To find ܱܤܦఒ௜ , the following elements are needed:   
 ܰ ௜: Packets transmitted until talkspurt (݅ െ 1);  
 ௜ܰ ൌ ∑௜ିଵ௝ୀଵ ݊௝, (12.16) 
 ܲ ܮ݋ݏݐ௜ିଵ: Packets lost from talkspurts 1 to (݅ െ 1);  
 ሼ൫ܽଵ௜ , ݐଵ௜ ൯, ൫ܽଶ௜ , ݐଶ௜ ൯, . . . , ൫ܽ௡೔௜ , ݐ௡೔௜ ൯ሽ : set with transmission and reception time of all packets in talkspurt ݅;  
 ݊ ௜: quantity of received packets during talkspurt ݅;  
 ߣ: target packet loss rate.  
 The ܱܤܦఒ௜  should be used in ݅-th talkspurt to bring the packet loss closer to ߣ. The ܤܦ஻஽஺௜  is the value computed by selected BDA. Equation (4.17) shows Buffer Delay adjusted:  
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 ܤܦ஻஽஼஺௞ ൌ ܤܦ஻஽஺௞ ∗ ܣܨሺ݇ሻ. (12.17) 
Then, the adjusted playout time (݌^௜௞) is defined by:  
 ݌^௜௞ ൌ ܽଵ௞ ൅ ܤܦ஻஽஼஺௞ ൅ ሺ݅ െ 1ሻሺ߂ݐ௜ሻ. (12.18) 
Consider the talkspurt (݇ െ 1) received, the steps of BDCA to playout time adjust of 
talkspurt ݇ is showed in Fig. 12.3.  
 
Fig. 12.3. Steps of Correction Algorithm. 
The OBD algorithm can run in parallel with BDA selected, so the BDCA does not add 
extra time to the receiver application. 
12.4. Implementation and Results 
In this Section, a performance analysis of the proposed algorithm is presented. The BDAs 
used for comparison are: 
 Move Average Algorithm (MA) [10] a loss-tolerant technique; 
 Algorithm from Barreto and Aragão (BA) presented in [8], classified as loss intolerant 
technique; 
 Dynamic Management of Dejitter Buffer (DMDB) presented in [13], considered a 
quality based technique. 
For the tests, there were productions of two traces that simulates VoIP transmissions. 
Using as an example two traces of [3], in other words, the transmitter sent the same 
quantity of packets with the same time spacing observing in each traces model. The 
transmissions occurred between Londrina (PR) and São Carlos (SP), both in Brazil. The 
traces contain the sender and receiver timestamps of transmitted packets and 160 bytes of 
audio data. A new packet is sent at every 20 ms when there is speech activity [18]. Due to 
lack of synchronism between the transmitter and receiver clocks, the delay may present 
negative values, making these measurements useless for playback buffer setting. To avoid 
this problem the delays will be normalized, in other words, the delay of each packet will 
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be subtracted from the smaller delay value found in the same trace. The Fig. 12.4 
presenting a normalized delay and an evolution of the average value on traces A and B. 
 
(a) Trace A                                                               (b) Trace B 
Fig. 12.4. Normalized Network Delay. 
To assist in viewing the distribution of delay network, the Fig. 12.5 illustrate through its 
histograms the quantity occurred in each group of delay network on traces A and B. 
Through the pictures you can notice that the trace A brings up the biggest quantity of 
packets with network delay oscillating between 10 ms and 40 ms. On trace B, the biggest 
quantity of packets are found together in 20 ms. 
 
(a) Trace A                                                                (b) Trace B 
Fig. 12.5. Histogram of traces. 
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A description of the traces is depicted in Table 12.1. 
Table 12.1. Traces Description. 
trace  Talkspurts Packets
A  832 57662
B  299 23257
 
In graphs of Fig. 12.6 we use the terms ”With BDCA” to represent the original BDA 
running with BDCA. The used target percentage of packets loss (λ) is 1 %. These graphs 
are showing the evolution of packet loss rate in a voice call. For interactive audio, packet 
loss rate is considered suitable up to 1 % of call [19, 20]. 
The Figs. 12.7, 12.8 and 12.9 are demonstrating the Buffer Delay value used by BDA 
Barreto and Aragão (BA), Move Average (MA) and Dynamic Management of Dejitter 
Buffer (DMDB), respectively. Each one of them can be compared with the result obtained 
by Correction Algorithm (BDCA). The OBD illustrate the value expected for the BD in 
each one of the traces. The tests were made in Matlab [21]. 
 
Fig. 12.6. Packet Loss Percentage. 
12.5. Conclusion 
This chapter presented the Buffer Delay Correction Algorithm (BDCA) to reduce the 
difference between packet loss rate of any BDA and the Optimum Buffer Delay (OBD). 
We have compared the BDA with and without BDCA using 1 % of packet loss rate. 
Fig. 12.6 shows that packet loss percentage with each BDA and the value of Correction 
Algorithm (BDCA). These values are produced by λ	= 1 %. 
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The Figs. 12.7, 12.8 and 12.9, shows that buffer delay defined by BDCA are closer to 
values from OBD than values produced only by BDA. This can show that a small extra 
buffer delay are used during a voice call, producing a better experience to end users. 
We are currently expanding the definitions of Buffer Delay Adjustment to reach packet 
loss caused by latency, i.e., including the sum of packet discarded with playout time 
greater than the maximum threshold (L). To reach this new restriction, we are working in 
a new formulation of Adjust Factor. 
 
Fig. 12.7. Evolution of Buffer Delay of Barreto and Aragão Algorithm. 
 
Fig. 12.8. Evolution of Buffer Delay of Move Average Algorithm. 
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Fig. 12.9. Evolution of Buffer Delay of DBDM Algorithm. 
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Chapter 13 
Opportunistic Max2-Degree Network Coding 
for Wireless Data Broadcasting 
Kui Xu, Jian Wang, Dongmei Zhang and Wei Xie1 
13.1. Introduction 
Next generation broadband wireless access (BWA) networks such as WiMAX and Long 
Term Evolution (LTE) are expected to provide efficient, affordable and ubiquitous 
internet access for data multimedia broadcasting applications such as stock price, real- 
time traffic and weather information, high-definition (HD) digital television (TV) video 
streaming and video conferencing. To ensure users’ satisfaction, the Quality of Service 
(QoS) provided by BWA networks should be comparable to that of wired data 
broadcasting networks. Although the QoS framework for the next generation BWA 
networks has been designed to support the requirements of multimedia applications, the 
inherent error-prone nature of the wireless channel often results in high packet error rate 
(PER) and hence degrades the system reliability. To transmit information reliably over 
wireless channel, many approaches are employed, such as Forward Error Correcting 
(FEC), Automatic Retransmission reQuest (ARQ) and Hybrid Automatic Retransmission 
request (HARQ) [1]. Among these approaches, FEC suffers from low transmission 
efficiency and ARQ faces large delay and low throughput caused by severe fading 
channel. HARQ, which combines both FEC and ARQ techniques, can contribute to an 
efficient utilization of the available resources. 
13.1.1. Motivation and Related Work 
HARQ has now become a fundamental tool of BWA networks, as it can significantly 
improve the reliability of wireless link. However, HARQ still encounters challenge in 
wireless broadcasting applications. As identical information is transmitted from one 
source to many receivers, it is impossible for each receiver to successfully receive all 
packets all the time. The traditional HARQ protocol retransmits one packet per slot. 
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Therefore, HARQ may require large amount of retransmissions in broadcasting scenario 
to ensure correct reception for every packet in all the receivers, which leads to low 
bandwidth efficiency. In order to improve the transmission efficiency for wireless 
broadcasting (WBC) system, recently, network coding (NC) [3–7] has been applied to 
WBC system. By broadcasting, we refer to the scenario where a common sender serves 
multiple receivers with the same information. In NC based WBC scenario, lost packets or 
additional naive packets are NC combined before transmitted. According to the way NC 
combined packets are utilized, we could divide existing NC based WBC schemes into two 
types, i.e., wait-and-decode network coding (WDNC) [7–10] and instantly decodable 
network coding (IDNC) [14–20].  
13.1.1.1. WDNC Based WBC  
Typical WDNC applications include fountain codes and random linear. For WDNC based 
WBC, received packets that are not instantly decodable are stored for future decoding 
opportunity [7–10]. With WDNC, perfect throughput could be achieved, however, the 
receivers can decode all the lost packets only if they have received sufficient number of 
mixed packets, this kind of retransmission strategy usually has a greater computational 
complexity and incurs additional delay. In recent work, the trade-off between per- 
formance, delay and complexity is addressed to facilitate the application of network 
coding in multimedia services [11, 12].  
13.1.1.2. IDNC Based WBC  
IDNC refers to that the received packets are decoded only at their reception instant and 
cannot be stored for future decoding. For XORing NC based WBC, NC is performed on 
lost packets which are carefully selected to ensure the decodability at the receiver  
[14–19]. A dual-XOR HARQ retransmission scheme for wireless broadcasting is 
proposed in [21], which introduces an additional XOR operation between two lost packets 
from the individual receiver. In [22], a XORing network coding combining (XNCC) and 
distributed Turbo coding based type-III HARQ protocol is proposed for wireless 
broadcasting system. The broadcasting efficiency can be significantly improved by 
introducing the network and channel coding gain. The above literatures [8–10, 14–19, 21] 
address the problem of NC based retransmission for WBC system. Unfortunately, 
different lost packets are NC combined and retransmitted without considering the degree 
of each NC packet. 
13.1.2. Contributions 
In this chapter, an Opportunistic Max2-Degree Network Coding (OM2DNC) based WBC 
protocol is proposed to improve the overall system spectrum efficiency. At the access 
node (AN), lost packets of different user equipment (UEs) are combined by performing 
Max-Degree NC. Then, NC combined packets are broadcasted by utilizing the Max-
Degree based opportunistic retransmission protocol. At each UE, the lost packet can be 
recovered by using the proposed joint network recursive systematic convolution (RSC) 
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decoder (JNRD). Theoretical analyses and simulation results show that the average 
number of transmissions (ANTs) performance of the proposed OM2DNC based WBC 
protocol is superior to that of the maximum clique selection algorithm (MCSA) [16], 
traditional index NC (INC) [15] protocol and XNCC [22] protocol in severe fading 
channels.  
13.2. System Model and Parameters 
We consider a WBC system, where a wireless AN broadcasts a frame of λ packets to a set 
 1 2, , , MR R R   of M UEs within its coverage, and the UEs try to receive packets 
transmitted from BS. BS adopts TDMA protocol to broadcast these packets. During a 
TDMA slot, only one packet could be transmitted. In total, λ TDMA time slots are needed 
to broadcast λ data packets, and this λ time slots is referred to as Broadcast Phase. After 
decoding packets, UEs send feedback to report whether packets have been successfully 
decoded. After Broadcast Phase, BS starts Retransmission Phase, in which the BS 
retransmits packets and UEs send feedback to request retransmission of lost packets until 
all the packets are correctly received. 
13.2.1. Mathematical Description 
13.2.1.1. Signal Transmission  
We assume that the original WBS frame A consisting of λ information vectors, i.e., 
 1 2, , , A a a a . A transmission information vector could be denoted by the XORing of 
a set of original. Let   denote the candidate set, which is defined as an index set of 
original packets that can be XORing NC combined. For the information vector set 
 i i A a   the AN combines all the information vectors by using NC, i.e., 
i j k   a a a a , where   denotes the XOR operator. Specially, for broadcast phase, 
the candidate set is the corresponding original information vector itself. The information 
vector is encoded by the RSC encoder yielding the codeword  RSCb a  , where 
 RSC   denotes the RSC encoder. The code bits  b i  are mapped to symbols  x i   
of the modulation alphabet   and broadcasted to the UEs. In case of block fading 
channel, the received signal vector at the lth UE can be expressed as 
 ,l l s lh P y x n  , (13.1) 
where x  denotes the transmitted signal packet and ln  is the noise vector whose elements 
are identically independent distributed (i.i.d) zero-mean Gaussian random variables with 
variance 2
ln
 . sP  denotes the BS’s transmission power. The coefficient lh , l  denotes 
complex zero-mean circular symmetric Gaussian distributed variable with variance 2
lh
 , 
i.e.,  20,
ll h
h   . 
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13.2.1.2. Signal Reception  
After receiving packets, UEs try to decode these packets, and whether a packet is decoded 
successfully can be determined by calculating the CRC bits attached in the tail of the 
packet. We assume that the information vector ia  is lost at the lth UE. Based on the 
received NC combined signal  ,ly m , the LLRs for the participating coded bit  ib n  can 
be calculated as [23], 
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where ,lˆh   is the estimate of the channel coefficient ,lh  [25], sign(ꞏ) denotes the sign 
function, \ denotes the relative complement (also termed as set difference) operator, 
       ˆm i i mx n x n      denotes the modulated signal portion of    ix n  associated with 
the coded bit    ib m  and       ˆ 1, 1m isign x n   . To calculate the probability of 
  0ib n   (or   1ib n  ), all possible symbols x  related to   0ib n   (or   1ib n  ) 
need to be considered. After getting the LLRs   Deml iL b n , the RSC decoding can be 
done by using the maximum-likelihood decoder or the maximum a posteriori (MAP) 
decoder [24]. In this way, the soft value of the desired coded bit  ib m  can be obtained 
from the received combined signal. 
13.2.2. Assumptions 
In this chapter, we will consider the following assumptions:  
 In both initial broadcast and retransmission phases, all the packets have the same fixed 
length and use the same modulation scheme.  
 In both initial broadcast and retransmission phases, BS adopts TDMA protocol to 
broadcast these packets. During a TDMA slot, only one packet could be transmitted. 
We assume that the channel coefficient keeps constant during a TDMA slot, while 
independent with others in different slots, i.e. the channel is a block fading channel and 
,
2
, , , ,l kl k m n h l m k nh h       .    denotes the expectation,   denotes the complex 
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conjugate and ,i j  denotes the Kronecker delta function. Hence, the packet losses at 
different UEs are uncorrelated. Due to the randomness of UEs’ location, we assume 
the distribution of channel between BS and different UEs are same, i.e., 
 ,2 2, ,l kh h l k   .  
 The BS knows the instantaneous states of all the packets at each UE. Each UE sends 
an acknowledgement signal (ACK) whenever the packet is received correctly, or else 
it sends a negative acknowledgement signal (NAK). For simplicity, we assume that all 
the ACK/NAKs are instantaneous and never lost, i.e. the feedback channel is error free 
and has no delay. 
13.3. The Proposed OM2DNC Based WBC Protocol 
The proposed OM2DNC based WBC protocol includes two phases to ensure reliable 
packets reception: Broadcast Phase and Retransmission Phase. 
 Broadcast Phase: As illustrated in Fig. 13.1 (BS side), the BS first attaches FEC bits 
and CRC bits in the tail of the information vector. Then, the BS broadcasts the RSC 
encoded and modulated packets to the UEs. As illustrated in Fig. 13.1 (UE side), each 
UE receives packets and tries to decode these packets. Whether a packet is successfully 
decoded is determined by the CRC attached in the packet tail. Each UE sends a 
feedback to the BS after RSC decoding and CRC checking. Specifically, each UE 
sends an ACK signal whenever the packet is received correctly, or else it sends a NAK 
signal. If the CRC checking is correct, the received packet will be stored in the buffer. 
The decoding states of λ naive packets at UE m could be represented as a λ-dimensional 
decoding vector md , that is 
      1 2, , , Tm m m md d d    d  , (13.3)  
where    0,1nmd   denotes the decoding state of the nth naive packet at UE m, i.e., 
  0nmd   if the n th naive packet is correctly received; otherwise,   1nmd  .  
 Retransmission Phase: As illustrated in Fig. 13.1 (BS side), the BS first forms an NC 
combined retransmission packet by using the proposed OM2DNC strategy. 
Information vectors of different lost packets are NC combined by several information 
vectors and could be denoted as a linear combination of all the information vectors 
over GF (13.2), i.e., the inner product of a coefficient vector and information vectors. 
The i th NC combined vector in the k th round of retransmission is given as  
        
, ,
1 2
, , , 1 2, , , , , ,
k i k i
T
k i k i k ir r r


 
   
c r A
a a a  , (13.4)  
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where 1 k  , 1 ki   .    , 0,1nk ir  , na ,   and k  denote the n th element of 
vector ,k ir , the n th information vector, the total number of retransmission rounds and 
the number of network coded packets in k th round of retransmission, respectively. 
After passing the CRC encoder, RSC encoder in sequence, the network coded 
retransmission packets are broadcasted to the UEs by the BS. 
 
Fig. 13.1. The block diagram of the proposed OM2DNC based wireless  
broadcasting protocol. 
After receiving a retransmission packet, UE m tries to obtain its own lost packet by using 
prior correctly received naive packets. Whether the received retransmission packet ,k ic  
could help recover a lost packet at UE m or not could be determined by checking the inner 
product of ,k ir  and md , denoted as ,k imDr , which represents the number of lost packets 
contained in ,k ic  for UE m. ,k imDr  can be given as 
    , , ,
1
k i n n
m k i m k i m
n
D r d


  r r d . (13.5) 
If , 0k imD r  or , 1k imD r , the recovered information vector contains none lost packet or 
more than one lost packets corresponding to UE m. If , 1k imD r , UE m could obtain a lost 
packet after correctly decode the received retransmission packet. UE binary combine the 
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correctly received information vectors that are contained in ,k ic  (according to ,k ir ), and 
the recovered information vector of lost packet could relaxed as 
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 (13.6) 
where   denotes Hadamard (Schur) product operation and   denotes bitwise NOT (or 
complement) operation. As illustrated in Fig. 13.1 (UE side), each UE demodulates the 
received NC combined retransmission packet by using the proposed JNRD decoder and 
then feedbacks to the BS after CRC checking. If the CRC checking is correct, the received 
packet will be stored in the buffer. 
We assume that the BS transmits a WBS frame  , which consisting of λ packets 
 1 2, , , x x x  , in the broadcast phase. In this chapter, an M × λ feedback matrix T is 
applied to store the state (correctly received or not) of all the packets at each UE. The  
(i, j)th entry of the matrix T (1 i M  , 1 j N  ) indicates whether the i th UE has 
received packet jx  or not, i.e., T (i, j) = 0 if jx  is correctly received by the i th UE, 
otherwise T(i, j) = 1. The ith column of matrix T represents the states whether the ith packet 
is received successfully or not by all the UEs. The ith row of matrix T represents the states 
whether all the packets are received successfully or not by the ith UE. The flowchart of the 
proposed OM2DNC based WBC protocol is given in Fig. 13.2. 
13.3.1. OM2DNC Strategy 
In this chapter, the OM2DNC strategy is proposed to guarantee the efficiency and 
decodability of the network coded packets. In the Retransmission Phase, BS forms a 
feedback matrix T based on UEs’ HARQ feedback information, as shown in Fig. 13.3. 
When a packet is successfully received by one UE, the corresponding position of the 
feedback matrix T will be marked as “0”, otherwise “1”. Hence, matrix T can convey two 
meanings: (1) whether the packet is lost; (2) the index of UE that lost the packet. In order 
to guarantee the efficiency and decodability of the network coded retransmission packets, 
a set of lost packets to perform NC combining, named as candidate set (CS), is generated 
based on the following two principles: (1) at most one lost packet from each UE is 
contained in the CS, which is to ensure the decodability of the network coded 
retransmission packet in each UE’s network decoder; (2) as many as lost packets of 
different UEs are contained in the CS. The proposed OM2DNC strategy consists of two 
phases: Phase I, Max-Degree NC; Phase II, Max-Degree opportunistic retransmission. In 
Phase I, Max-Degree XORing NC is applied to form retransmission packets. Each 
retransmission packet is obtained by performing XORing NC on a CS. The CS of lost 
packets is stored in the CodingList and the corresponding UEs’ indexes of the lost packets 
are stored in the UserList. The UserList_Temp is a temporary list. To determine the CS of 
lost packets, a Max-Degree based two-step solution is designed:  
Advances in Networks, Security and Communications: Reviews, Vol. 1 
 332
 
Fig. 13.2. Flowchart of the proposed OM2DNC based WBC protocol. 
 Step I: Selecting the first packet (Lost packet with maximum degree). Removing a 
column in the feedback matrix T, where the associated packet of this column is 
correctly received by all UEs, such as packet ID: 8 in Fig. 13.3. The packet ID with 
maximum degree (number of “1”s in its corresponding column, such as packet ID: 3 
in Fig. 13.3) is stored to CodingList. The maximum degree is stored in MaxDegree and 
the indexes of UEs which lost the corresponding packet are stored in UserList. 
Removing the corresponding column in the feedback matrix T.  
 
Fig. 13.3. The example of feedback matrix T. 
 Step II: Updating the CodingList and UserList. For the ith, i   {1, 2,...,λ}, column of 
matrix T, if the degree of the ith column is equal to MaxDegree, then store the 
corresponding UE IDs in UserList_Temp. Comparing UserList_Temp with Userlist, if 
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there is no intersection, updating UserList through UserList = UserList ∪  
UserList_Temp, updating CodingList through CodingList = CodingList ∪  i and 
removing the corresponding column in the feedback matrix T. Otherwise, UserList = 
UserList and CodingList = CodingList. If (i + 1) ≤ λ, then empty UserList_Temp and 
repeat Step II for the (i + 1)th column of matrix T. Otherwise, if i = λ, then empty 
UserList_Temp, let MaxDegree = MaxDegree − 1, i = 1. If MaxDegree > 0, then repeat 
Step II for the ith column of matrix T, otherwise, repeat Step I to form another CS. 
Example: Applying the Max-Degree XORing NC to the feedback matrix T given in  
Fig. 13.3, we can obtain the following four CSs: 1  = {3, 6}, 2  = {2, 10}, 3  = {4, 7}, 
4  = {1, 5, 9}. Hence, the number of NC combined packets of the proposed scheme is 
four (P3  P6, P2   P10, P4   P7, P1  P5   P9), whereas five NC combined packets  
(P1   P4, P2  P6, P3   P7, P5  P9, P10) are formed for the scheme in [14-18], and nine 
retransmissions are required for traditional ARQ. In Phase II, NC combined packets are 
broadcasted by utilizing the Max-Degree based opportunistic retransmission protocol. We 
assume that all the lost packets form S CSs j , j = 1, 2,..., S. The CSs with maximum 
degree max  can be obtained by 
    max
1 1
arg max , ,
j
j
M
k m u
m k m u

  
     T T  , (13.7) 
where M denotes the number of UEs and λ is the number of transmitted packets. Then, 
the BS combines the lost packets in CodingList corresponding to CSs max  by XORing 
NC and retransmit the NC combined packet. Upon receiving the feedback from UEs, the 
BS updates the feedback matrix T and starts the next round of OM2DNC strategy based 
on the updated matrix T. The OM2DNC strategy is shown in Algorithm 1, where M and λ 
denote the number of UEs and packets, respectively. Since each UE can only recover at 
most one lost packet by utilizing one NC combined retransmission packet, the number of 
total retransmissions is no less than the maximum number of lost packets among all the 
UEs. Hence, we note that the minimum number of NC combined packets by using Max-
Degree NC equals to the maximum number of lost packets of all UEs, which is obvious 
for the case of two UEs. 
13.3.2. Joint Network-RSC Decoding 
After receiving a retransmission packet and the corresponding CodingList, the lth UE 
determines whether the received retransmission packet contains its own lost packet. If the 
desired lost packet of the lth UE is contained in the received NC combined packet, then 
the lth UE pushes out the corresponding prior successfully received information packets 
from their packet buffer and XORs them. The combined information packet passes CRC 
encoder and RSC encoder in sequence, which is the same as what has been done in the 
BS. The output of the RSC encoder lI  is the combination of the packets which are 
contained in CodingList and successfully received by the lth UE, namely local generated 
combination packet. 
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Algorithm 1. The proposed OM2DNC strategy. 
Input: M × λ Feedback Matrix T 
Export: NC Combined Packets 
for i = 1 To Limited Retransmission Number do 
ꞏ Phase I: 
while sum (T (:)) ≠ 0 do 
ꞏ sum_per_column = sum (T,1) 
ꞏ MaxDegree = max(sum_per_column) 
ꞏ Step I: Select the first packet (lost packet with Maximum Degree) 
ꞏ Step II: Update the CodingList and UserList 
end while 
ꞏPhase II: 
ꞏ Select the CSs with Maximum Degree max  
ꞏ Perform XORing NC on lost packets in CodingList corresponding to max  
end for 
 
We assume that the soft-demodulator generates the Log-likelihood ratio (LLR), namely 
soft information, for each bit of the combined information packet      RSC RSC RSCl l l l lL L   I I I I  , where lLI  denotes the information of the lth 
UE’s lost packet. The soft information of the lth UE’s lost packet can be obtained by a 
soft-decision network decoder, which removes the local generated combination packet lI  
from the soft information of the retransmission packet. Let  l n  and  lL n    denote 
the nth bit of the information 1  and its LLR value, then the LLR value of  RSC lLI  can 
be obtained from (13.2) by canceling the effect of  RSC lI  as: 
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. (13.8) 
Hence, by using the soft-decision network decoder, the code- words which are prior 
known at the UE can be removed before RSC decoding. The soft information obtained by 
using the soft-decision decoder are applied to RSC decoding firstly and then passes the 
CRC decoder. If successful decoding, the received packet will be stored in the packet 
buffer. 
13.4. Performance Analysis 
In this section, the performance of the proposed OM2DNC based WBC protocol is 
theoretically analyzed. In [13], it was shown that the optimal solution of index network 
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coding problem is an NP-hard problem. Hence, a lower bound of ANTs can be obtained 
through theoretical analysis. Suppose that there are M UEs with PERs  , 1, ,mP m M  , 
in the Broadcast Phase and the Retransmission Phase. We have the following results: 
Proposition 1. The ANTs lower bound of the NC based HARQ protocol with M UEs is 
     11 1, ,max 1N ii M P    . (13.9) 
Proof. For the NC based WBC protocol, the number of transmissions needed to 
successfully deliver a packet to an UE with the PER Pi is a random variable Y. We have  
    1 1 kiP Y k P Y k P      , (13.10) 
and 
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The ANTs per successful packet is  
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Thus the ANTs of NC based WBC protocol with M UEs is 
     11 1, ,max 1 iN i M P    . (13.13) 
13.5. Simulation Results  
In this section, we carry out numerical simulations to evaluate the performance of the 
proposed OM2DNC based WBC protocol. We assume that the channels between BS and 
UEs subject to same complex Gaussian distribution (0,1) and BS’s transmission power 
Ps is normalized. The channel code at BS is a rate R = 1/2 RSC code with constraint length 
K = 5. The feedforward generator is F = 37 and the feedback generator is B = 21 (both in 
octal). The length of information packet is LI bits (containing CRC bits), and the length of 
coded packet is L bits.  
Three existing schemes are adopted here for comparison, i.e., INC [15], MCSA [16], and 
XNCC [22]. In INC [15], original packets are divided into two subsets, i.e., ϕ1 and ϕ2 
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under two conditions: (1) any packet in ϕ2 could be combined decodably with at least one 
packet in ϕ1, and (2) all lost packets at the receivers with most lost packets is contained in 
ϕ1. Packets in ϕ1 are ordered according to the number of packets in ϕ2 that could be 
separately decodably combined with them, from small to large. According to the order, 
each packet in ϕ1 is decodably combined with packets in ϕ2 by sequence, and packets in 
ϕ2 failed to be combined are decodably combined among each other. Combination results 
are then scheduled to be retransmitted. In MCSA [16], each lost packet at each receiver is 
denoted as a vertex in a graph, where two vertexes are connected if the corresponding 
packets are lost in a same receiver or owned by different receivers. Each vertex is allocated 
with an initial weight proportional to the number of lost packets at the corresponding 
receiver. This weight is then updated as the sum of initial weight of connected vertexes. 
The vertex with maximum weight is selected out to add into the clique, and remain 
vertexes connected to this vertex form a new graph accordingly. This procedure continues 
until the newly formed graph is empty, and then the output clique is regarded as a 
candidate set to produce a coded packet.  
Fig. 13.4 shows the simulation results of average targeted receivers (ATRs) versus SNR. 
Here, a receiver is regarded as a targeted receiver for a coded packet when coded packet 
could help the receiver recover a lost packet. From the figure, we could find that proposed 
OM2DNC based WBC protocol achieves a significant ATRs performance gain when 
compared with the MCSA [16], INC [15] protocol and XNCC [22] protocol, respectively. 
That means in our proposed scheme, each coded packet could serve more receivers and 
therefore more NC gain could be achieved.  
 
Fig. 13.4. ATRs versus SNR. λ = 100 and L = 400. 
Fig. 13.5 shows the ATRs performance as a function of λ at SNR = −2 dB. We can see 
from the figure that the proposed OM2DNC strategy outperforms MCSA [16], INC [15] 
protocol and XNCC [22] protocol on the ATRs performance, respectively. Moreover, the 
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ATRs performance can be observed as less influenced by the number of original packets 
as the curves of each scheme is almost flat.  
 
Fig. 13.5. ATRs versus λ. L = 400 and SNR = −2 dB. 
Fig. 13.6 shows the ATRs versus the number of UEs M. As shown in the figure, the ATRs 
increases as the number of UEs M increases. The proposed OM2DNC strategy 
outperforms MCSA [16], INC [15] protocol and XNCC [22] protocol on the ATRs 
performance, respectively.  
 
Fig. 13.6. ATRs versus M. λ = 100, L = 400. 
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Fig. 13.7 shows the simulation results of ANTs versus SNR. The numerical results of the 
theoretical analyses in (13.9) is also depicted for comparison. We can see from Fig. 13.7 
that the exact ANTs performance of the proposed OM2DNC strategy derived by Monte 
Carlo simulation for M = 2 matches well with the theoretical analyses in (13.9). 
Meanwhile, simulation results show that the proposed OM2DNC based WBC protocol 
achieves a significant ANTs performance gain when compared with the MCSA [16], INC 
[15] protocol and XNCC [22] protocol, respectively.  
 
Fig. 13.7. ANTs versus SNR. λ = 100 and L = 400. 
Fig. 13.8 shows the ANTs performance as a function of λ at SNR = −2 dB. We can see 
from Fig. 13.8 that the proposed OM2DNC strategy outperforms MCSA [16], INC [15] 
protocol and XNCC [22] protocol on the ANTs performance, respectively. We can see 
from Fig. 13.8 that the ANTs performance of the proposed OM2DNC strategy obtained 
by Monte Carlo simulation for M = 2 matches well with the theoretical analyses in (13.9). 
Moreover, ANTs performance floor can be observed in the large λ region when M = 10 
and 30, which suggests the inherent performance gap between the proposed OM2DNC 
strategy and the optimal index network coding solution.  
Fig. 13.9 shows the ANTs versus the number of UEs M. As shown in the figure, the ANTs 
increases as the number of UEs M increases. The proposed OM2DNC strategy 
outperforms MCSA [16], INC [15] protocol and XNCC [22] protocol on the ANTs 
performance, respectively. Meanwhile, simulation results show that the performance gap 
between the proposed OM2DNC based WBC protocol and the theoretical lower bound in 
(13.9) increases as the increases of the number of UEs M.  
Chapter 13. Opportunistic Max2-Degree Network Coding for Wireless Data Broadcasting 
339 
 
Fig. 13.8. ANTs versus λ. L = 400 and SNR = −2 dB. 
 
Fig. 13.9. ANTs versus M. λ = 100, L = 400. 
From the above simulation comparison, it is clear that our proposed scheme achieve 
significant performance gain compared with existing schemes. It is nontrivial to give a 
brief explanation on why better performance could be achieved in our scheme and how to 
go further towards the lower bound. Priority plays an important role in coded packets 
determination. In general, two priorities are indeed important in order to achieve higher 
performance gain. One priority is to prioritize the receiver that demands most packet. 
Since retransmission packets suffer loss, NCB could roughly be regarded as a finite 
Markov decision procedure, with the numbers of lost packets at receivers regarded as state 
in the state space. Therefore to recover lost packets is to transform the current state to the 
all-zero state. Since only at most one step could be taken after receiving one coded packet 
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at each receiver, it is obvious to prioritize the receiver that need the most packets (for the 
purpose to transform to all-zero state faster). The other priority is to prioritize the packet 
that are needed most by receivers. In this way, there will be more chances for lost packets 
to be decodably combined, thus higher NC gain would be achieved. The performance 
advance of our scheme verifies the above priorities. Thus it is not clear yet that how to 
make a trade off between the two priorities. Further effort could be made to build a new 
rule that makes better balance between the two priorities, thus better performance would 
be expected to be achieved. 
13.6. Conclusions 
In this chapter, an OM2DNC based WBC protocol is proposed to increase the bandwidth 
efficiency of wireless multimedia broadcasting systems. The advantages of the proposed 
scheme over the traditional NC based retransmission schemes are shown through 
theoretical analyses and simulations. Comparing with traditional NC based protocol, the 
proposed OM2DNC based WBC protocol can significantly reduce the number of 
transmissions per successful packet, whose gains is attributed to the potential advantage 
of the OM2DNC strategy. 
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Chapter 14 
Analytical Model for Vehicular Mobility:  
A Microscopic Approach 
Mani Zarei and Amir Masoud Rahmani1 
14.1. Introduction 
Vehicular ad hoc networks (VANETs) are one of the most interesting commercial 
applications of mobile ad hoc networks (MANETs) that would allow different types of 
vehicles on roads to form a self-organized wireless network. The growth rate in the variety 
of vehicular possibilities and increased applications of VANETs has certainly attracted 
much attention from researchers, vehicular experts and creative industries. Vehicular 
communication systems are described by a dynamic environment but relatively 
predictable movements [1].  
The IEEE 802.11 working group continues to actively develop 802.11p [2] for supporting 
Intelligent Transportation System (ITS) applications. The 802.11p standard will provide 
wireless devices with the ability to perform the short-duration exchanges necessary to 
communicate between a high-speed vehicle and a fixed roadside unit (RSU) [3]. This 
mode of operation, called WAVE (wireless access in vehicle environments) will operate 
in a 5.9 GHz band and support the Dedicated Short Range Communications (DSRC) 
standard [4]. Utilizing DSRC [5, 6] enables a wide variety of driver-assisting applications 
such as vehicle-to-vehicle (V2V) communication and vehicle-to-roadside (V2R) 
messaging of traffic and accident information. The mobility pattern of each vehicle is 
affected by many factors such as highway traffic stream, movements of adjacent vehicles, 
traffic signs, and driver’s reactions to these factors [7–10]. Since vehicular mobility is 
constrained by road or highway topology, modeling the movability in a VANET is quite 
involved. Using DSRC each vehicle as a mobile host can communicate with one another 
directly if and only if their Euclidean distance is no longer than the radio propagation 
range [11]. Vehicular interactions over DSRC allow timely and intelligent communication 
to improve road safety and traffic stream [12–15]. 
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The broadcast nature of the wireless medium can be advantageous to support multi-path 
capabilities that information-centric networking (ICN) can enable for transport of 
information in VANETs [16]. The development of radio-frequency identification (RFID), 
wireless sensor networks (WSNs), and global positioning system (GPS) as tracking 
technologies has triggered the development of cloud based services that are rapidly 
growing and continuously changing human life. Using fixed/mobile wireless 
communications such as cellular communications, machine-to-machine (M2M) 
communications, vehicle-to-everything (V2X) communications play vital role in future 
internet and maturity of internet of things (IoT) technology that is quickly increasing and 
continuously changing human life [17-23].The taxonomy of cloud-based vehicular 
networks is addressed from the standpoint of the service relationship between cloud 
computing and VANETs [24].It is extremely necessary to efficiently provide 
comprehensive study for future vehicular networks especially cloud-based V2X 
communications.  
14.2. Communication Patterns 
Vehicles, due to their no uniformity and different types have dissimilar mobility patterns 
and adopt disparate velocities. This in turn results in variations in the density of a traffic 
stream, and the strong possibility of frequent splitting or merging intervehicle connectivity 
[25, 26]. Differences in movability patterns and vehicular velocity in such a network cause 
frequent variations in traffic flow rates in every lane of a multi-lane highway. Because of 
the dynamic nature of vehicles, transforming from a densely connected environment in a 
VANET to a sparsely disconnected situation may occur in a short time interval [27]. As a 
result, the topology of VANETs varies regularly and vehicles come into temporary 
interaction with other surrounding vehicles traveling in similar or dissimilar lane s/levels 
in the same directions as well as opposite directions. These opportunistic contacts can be 
employed to aid message dissemination via multihop forwarding using intermediate 
vehicles which overhear the message, regardless of being in a single lane /level or multiple 
lane s/levels, in the same or opposite directions in highways [28]. Networked 
environments that operate under such discontinuous and alternative connectivity are also 
referred to as irregularly connected, delay tolerant, or disruption tolerant networks (DTNs) 
[29]. Therefore, such DTN networks essentially follow a store–carry–forward scheme, 
where a piece of message is cached or buffered in a node’s memory when the inter-
vehicular communication is unavailable. 
14.3. Information Dissemination 
Information propagation In VANETs is straightforwardly affected by many aspects such 
as highway situation, mobility pattern of neighboring vehicles, traffic stream condition, 
etc. In V2V scenarios in a single direction, a cycle of information propagation process 
starts with physical movement of an informed leading vehicle which carrying buffered 
information as a catch-up process and ends with multihop transmission through 
uninformed faced vehicles as a forwarding process. According to these two common 
alternating processes information propagation cyclically renews in VANETs [30].  
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14.4. Vehicular Mobility Models 
In the context of vehicular networks, some of previous studies use the assumption of 
mesoscopic mobility in which vehicular velocities are the same at all times [26, 31, 32]. 
In general, vehicular movability models in the literature can be classified into three 
methods (i.e. macroscopic, mesoscopic, and microscopic) in accordance with the detail 
level of the communications among vehicles that the model characterizes [33-36].The 
macroscopic level is a simplified analysis wherein the intervehicle distance is invariant in 
a highway that is categorized based on the middling intervehicle distance. Mesoscopic 
mobility model is utilized for steady state traffic stream that is used to model the steady-
state mobility in which the communication links and intervehicle distances are well 
established for a dense situation and vehicles follow the traffic, or move independently at 
a maximum velocity in a sparse situation in a road or highway [36]. It is evident that, 
vehicles, due to their non-uniform and different types contain different mobility patterns 
and adopt different velocities (i.e. the microscopic mobility pattern). The vehicular 
mobility in unsteady traffic flow is affected by many factors such as highway situation, 
movement of surrounding vehicles, information on the messaging signs along the 
highway, road signs, traffic lights and driver’s reactions to these factors [8, 36]. The main 
contributions in this chapter use the assumption of microscopic level by which vehicles 
may possibly utilize dynamic and unstable mobility patterns in different traffic streams. 
14.5. Network Architecture 
In this section, the VANET construction is explained at microscopic level. This 
classification considers a set of common vehicular mobility such as slowing down, 
speeding up, changing lane s and overtaking. As shown in Fig. 14.1, following the 
convention in prior VANET literature, the highway is interpreted as eastbound and 
westbound [26]. Utilizing DSRC this chapter focuses on analyzing the V2V 
communication in one direction of a multilane highway (e.g. eastbound). However, the 
proposed microscopic models could be applied to V2R communications as well as V2V 
communications in opposite directions on both eastbound and westbound. 
 
 
Fig. 14.1. VANET example. Vehicles following Poisson arrival travel in a single direction  
of a free-flow highway. 
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The vehicular distribution and arrival in each lane of a highway can be modelled as an 
independent Poisson process at different velocities. Considering a Poisson process, for 
ܰሺݐሻ ൌ ݊ vehicles the following property holds: 
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. (14.1) 
In order to provide a dynamic vehicular mobility, a synchronized random walk mobility 
model is considered by which vehicles can change their speed at different times. It is 
considered that time is divided into equal intervals, and interval duration is referred to by 
߬, where the ݅th time slot is ݐ ∈ ሺሺ݅ െ 1ሻ߬, ݅߬ሿ. The vehicle’s velocity may differ at the 
beginning of each interval, independent of other vehicles as well as other intervals  
[25, 37]. Therefore, at any time interval, the spatial distribution of the vehicles on the road 
follows a homogeneous Poisson process with intensity ߩ ൌ 	ߣ ׬ ሺ ௩݂ሺݒሻ ݒ⁄ ሻ݀ݒஶିஶ  in which 
௩݂ሺݒሻ is a zero-mean normal speed distribution and ߣ is the Poisson intensity [veh/s]. The probability density function (pdf) of the vehicle speed, ௩݂ሺݒሻ [25, 37-41], utilizing the assumption of a zero-mean Normal speed distribution and standard deviation of ߪ  is 
defined as  
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Let’s consider that time is equally divide into ݅ intervals of size ߬such that ݐ ൌ ݅߬. Inspired 
by [25], the velocity of each vehicle can vary at the start of each time slot independent of 
the other intervals as well as other vehicles. Let ݌ሺݔ, ߬ሻ  be the probability that 
spatiotemporal displacement of a vehicle at time ߬ is equal to ݔ. Because the speed is 
stable during a time interval, ݌ሺݔ, ߬ሻ can be easily obtained from ௩݂ሺݒሻ. At the end of the first time slot, i.e. ݐ ൌ ߬, it is evident to show that [25] 
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In view of the fact that the vehicular velocities are modelled as independent random 
variables at different time intervals, their spatial movements are also independent random 
variables. Hence, at timeݐ ൌ ݅߬:  
 ( , ) ( , ) ( )( , )
i fold convolution
p x t p x i p p p p x 
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. (14.4) 
The calculation of the aforementioned ݅-fold convolution can be simplified by using the 
Fourier and inverse Fourier transformations. Note that convolution of ݅ normal functions 
is a normal function [42],  
 221( , ) exp 22 ii
xp x i  
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,  (14.5) 
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where ߪ௜ଶ ൌ ݅ሺߪ߬ሻଶ. 
14.6. Microscopic Analysis  
This section shows the microscopic analysis of a dynamic VANET and completely 
explains the vehicular mobility aspects extracted from single direction of a multi-lane 
highway. In order to provide microscopic mobility perspective, this section considers a 
synchronized random walk model and mathematically investigates the mobility model of 
vehicles traveling in different lane s of a free-flow highway with a time-varying traffic 
flow assumption.  
This section is organized as follows: First, the joint Poisson spatial distribution of vehicles 
in a multilane highway in a single direction is mathematically investigated. Next, the 
conditional probability of number of vehicles is shown for two-lane, three-lane and k-lane 
highways at microscopic level. Afterwards, the conditional expected number of vehicles 
is provided completely. Finally, the tail probability of number of vehicles is provided for 
different scenarios in a single direction. 
14.6.1. Joint Poisson Spatial Distribution  
This subsection provides a widespread spatiotemporal vehicular mobility analysis in 
which the time is equally slotted and the spatial distribution of the vehicles on a multilane 
highway follows a homogeneous joint Poisson process with intensity ߩ [veh/m]. 
14.6.1.1. Two-Lane Highway 
In this subsection microscopic mobility analysis for investigating the joint Poisson 
distribution in one direction of a VANET is provided. For the sake of simplicity, let’s 
focus on vehicles passing eastbound of a highway including two lane s in which the spatial 
distribution of vehicles traveling in both lane s follows a homogeneous Poisson process 
with intensity ߩ [veh/m]. Without loss of generality ߩ௜ is defined as vehicle density of lane 
݅ , in which ∑ ߩ௜ ൌ ߩଶ௜ୀଵ . The probability that a vehicle travels in lane 1 or 2 is  
ଵܲ ൌ ߩଵ ߩଵ ൅ ߩଶ⁄ or ଶܲ ൌ 1 െ ଵܲ ൌ ߩଶ ߩଵ ൅ ߩଶ⁄ , respectively, where ∑ ௜ܲ ൌ 1.ଶ௜ୀଵ  Moreover, let ଵܰሺݐሻ ൌ ݊ଵand ଶܰሺݐሻ ൌ ݊ଶ be the number of vehicles travelling in lane 1 and lane 2 at time ݐ, respectively. Therefore, the number of vehicles passing eastbound is 
ܰሺݐሻ ൌ ଵܰሺݐሻ ൅ ଶܰሺݐሻ. Furthermore, ଵܰሺݐሻ and ଶܰሺݐሻare independent Poisson variables with means ߩଵߞሺݐሻ	and ߩଶߞሺݐሻ, respectively. In accordance with the assumptions, the joint probability that exactly ݊ଵvehicles from lane 1 and ݊ଶvehicles from lane 2, at time ݐ, travel in a spatial distribution with a length of ߞሺݐሻ	and mean ߩߞሺݐሻ is: 
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Eq. (14.6) can be studied completely using [43]. Eq. (14.6) is separated into two products; 
one of which depends only on ݊ଵ and other only on ݊ଶ. It is clear that when each of a Poisson number of vehicles is independently classified as either belonging to lane 1 with 
probability ଵܲ ൌ ߩଵ ߩଵ ൅ ߩଶ⁄  or belonging to lane 2 with probability  
ଶܲ ൌ 1 െ ଵܲ ൌ ߩଶ ߩଵ ൅ ߩଶ⁄ ,	 the numbers of vehicles from lane 1 and lane 2 are independent Poisson random variables. Hence, the joint Poisson distribution of vehicles 
for a single direction of a two-lane highway is mathematically investigated by (14.6).  
To check the validity and accuracy of the analytical results, using MATLAB (similar to 
previous research done in [1, 38, 43-46]), an interrupted 1-D highway is simulated. It 
should be noted that the execution of vehicular mobility in a free-flow highway through 
the simulation, can be isolated from complicated V2V interactions. Therefore, the 
simulation generates a free-flow vehicular traffic and assumes that, at any time slot, the 
spatial distribution of the vehicles on the road travelling in the same direction remains a 
homogeneous Poisson process with spatial intensity ߩ  veh/m. The simulation closely 
tracks the unidirectional highway in which ݊ vehicles following Poisson arrival traveling 
in a multilane free-flow highway with temporal intensity ߣ veh/s. In the rest of this chapter 
similar to the previous publications, in order to configure the simulations the following 
assumptions are made: The average vehicle speed is ܧሾݒሿ ൌ	 25 m/s, the standard 
deviation is ߪ ൌ 7.5 m/s [25], the time slot is ߬ ൌ 5 s [25], and the simulation time is 
ݐ ൌ2000 s up to ݐ ൌ 8000 s. Simulation results depicted in the figures are obtained from 
averaging across 100 iterations.  
To investigate the joint Poisson distribution let’s simulate a two-lane highway in which 
100 vehicles following Poisson process pass eastbound with density of  
ߩ ൌ ߩଵ ൅ ߩଶ ൌ 0.004 veh/m. Fig. 14.2 shows the simulation and analytical results of joint Poisson distribution in a spatial distribution with a length of ߞሺݐሻ (i.e. joint Poisson spatial 
distribution). As mentioned earlier, time is equally slotted and at the beginning of each 
time interval velocity variation is allowed. As a result, vehicles move faster/slower 
independent of other vehicles as well as other intervals. As depicted in Fig. 14.2, whenever 
the Poisson intensity of eastbound direction is equal to ߩ ൌ ߩଵ ൅ ߩଶ ൌ 0.004 veh/m, the expected intervehicle distance is 1/ߩ ൌ 250 m. Furthermore, for ܰ ൌ 100 veh, results 
verify that the maximum probability belongs to the spatial distribution with a length of 
ߞሺݐሻ ൌ25000 m. The results in Fig. 14.2 are depicted based on three choices of Poisson 
intensity for ߩଵ  and ߩଶ  consisting of ሺߩଵ, ߩଶሻ ൌ  (0.002, 0.002), (0.001, 0.003) and (0.0005, 0.0035) in which the spatial distribution of the vehicles on the road for these three 
scenarios is equivalent and remains a homogeneous Poisson process with density  
ߩ ൌ ߩଵ ൅ ߩଶ ൌ  0.004 veh/m. The minimum joint Poisson distribution belongs to the scenario that both lane s have the same Poisson intensities. As the intensity difference of 
the traffic flows in two lane s increases, the difference in the number of vehicles in two 
lane s also increases; moreover, probability increases accordingly.  
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Fig. 14.2. Variations of joint Poisson distribution based on three different traffic flows where 
ߩ ൌ ߩଵ ൅ ߩଶ ൌ 0.004 veh/m, the analytical (Ana) and simulation (Sim) results are shown. 
Fig. 14.3 shows the variations of spatial distribution, ߞሺݐሻ given that ܰ ൌ 200 vehicles 
following Poisson process travel in two dissimilar lane s in a single direction with Poisson 
intensity of ߩଵ ൌ ߩଶ ൌ 0.001, 0.0015, and 0.002 veh/m in three different scenarios. As illustrated in Fig. 14.3, if the vehicle intensity (i.e. ߩ ൌ ߩଵ ൅ ߩଶሻ  increases, the intervehicle distance and therefore the spatial distribution decreases. Considering the 
simulation time of ݐ ൌ  8000 s, and time varying vehicular speed assumptions of  
ݒ௠௜௡= 20 m/s and ݒ௠௔௫ ൌ 30 m/s the analytical results perfectly similar the simulation results. 
 
Fig. 14.3. Variations of vehicular spatial distribution based on variations in traffic flow. 
In Fig. 14.4, in order to investigate the joint Poisson distribution of a free-flow highway, 
it is assumed that 100 vehicles following the Poisson process travel in two different lane 
s on equal direction with intensity of ሺߩଵ, ߩଶሻ ൌ	 (0.001, 0.002), (0.001, 0.003) and  
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(0.001, 0.004) in three different test scenarios. As depicted in Fig. 14.4, when the vehicular 
density is ߩ ൌ ߩଵ ൅ ߩଶ ൌ 0.003 veh/m, the maximum probability belongs to the spatial distribution with length of ζሺtሻ ൌ	33000 m. But whenever the vehicular intensity increases 
(e.g. ߩ ൌ  0.004 veh/m), the maximum joint Poisson distribution also increases  
(i.e. depends to the spatial distribution with length of ߞሺݐሻ ൌ 25000 m). As expected, if 
the density increases, the vehicular spatial distribution clearly decreases.  
 
Fig. 14.4. Variations of joint Poisson distribution and spatial distribution based on three choices 
of ߩଶ. Traffic flow in lane 1 is constant (i.e. ߩଵ ൌ 0.001 veh/m) and vehicle size is ܰ ൌ100 veh. 
Fig. 14.4 confirmed that if the vehicle density of at least one lane varies, the joint Poisson 
distribution in a single direction also varies. Fig. 14.5, investigates that the impact of the 
number of vehicles on joint Poisson distribution in a highway wherein ܰ ൌ 200 vehicles 
following Poisson process travel in different lane s with Poisson intensity of  
ሺߩଵ, ߩଶሻ ൌ	 (0.0025, 0.002), (0.0026, 0.002) and (0.0027, 0.002) in three different replications. Results show that whenever the vehicle intensity of lane 1 increases, the 
number of vehicles traveling in this lane among ܰ ൌ	200 veh increases too. However, it 
is interesting to note that joint Poisson distribution decreases slightly. Fig. 14.5 illustrates 
that the predicted behavior from the analytical model closely tracks the simulation results. 
In Fig. 14.6, unlike the assumption made in Fig. 14.5, the Poisson intensity of lane 1 is 
invariable (i.e. ߩଵ ൌ	0.001 veh/m). In this situation, variations in the probability of the joint Poisson distribution is determined by changes in vehicle intensity of lane 2  
(i.e. ߩଶ = 0.00230, 0.00235, and 0.00240 veh/m). It is straightforward to show that by increasing the traffic flow of lane 2 the expected number of vehicles from lane 1 among 
ܰ ൌ 200 veh, decreases. Moreover, the probability of joint Poisson distribution slightly 
decreases. This is because of the increasing dissimilarity between the traffic flow of lane 
1 and lane 2. In this experiment, simulation time is set to ݐ ൌ 2500 s, minimum speed is 
set to 20 m/s, maximum speed is set to 30 m/s, time is equally slotted and speed variation 
is allowed at the beginning of each interval. 
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Fig. 14.5. Variations of joint Poisson distribution and number of vehicles inside lane 1  
based on traffic flow of lane 1. 
 
Fig. 14.6. Variations of joint Poisson distribution and number of vehicles in lane 1  
based on traffic flow of lane 2. 
Fig. 14.7 shows the impact of variation in number of vehicles on joint Poisson distribution 
in three different scenarios corresponding to the choices of ܰ ൌ 200, 210, and 220 veh. 
Vehicles following the Poisson process travel in the same direction inside two different 
lane s with equivalent density of ߩଵ ൌ ߩଶ ൌ 0.002 veh/m. It is obvious that by increasing the total number of vehicles from ܰ = 200 veh to 220 veh, the expected number of vehicles 
travelling in these two lane s increases uniformly. As shown in Fig. 14.7, when the vehicle 
quantity of lane 1 is ଵܰ = 100 veh, the maximum probability is 0.0014, i.e. belongs to scenario that the total number of vehicles is ܰ ൌ 200 veh. In other words, whenever the 
vehicle intensity in both of lane 1 and 2 remains equal, the joint Poisson distribution 
confirms that the number of vehicles traveling in these two lane s is similar. 
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Fig. 14.7. Variations of joint Poisson distribution and number of vehicles inside lane 1  
based on total number of vehicles. 
14.6.1.2. K-Lane Highway 
Let’s consider a highway model including ݇lane s in each direction in which the spatial 
distribution of vehicles inside lane ݅	ሺ݅ ൌ 1, 2, … , ݇ሻ, follows a homogeneous Poisson 
process with intensity ߩ௜  [veh/m]. The result of (14.6) could be further generalized to include a highway consisting of ݇lane s. Inside lane ݅ vehicles are Poisson distributed with 
mean ߩ௜ߞሺݐሻ, and the probability ௜ܲ ݅ ൌ 1,… , ݇, ∑ ௜ܲ ൌ 1୩௜ୀଵ . If ௜ܰሺݐሻ is the number of vehicles of lane ݅, then ଵܰሺݐሻ, … , ௞ܰሺݐሻ are independent Poisson random variables with respective means ߩଵߞሺݐሻ , …, ߩ௞ߞሺݐሻ.  Therefore, the joint probability distribution of  
݊ ൌ ∑ ݊௜௞௜ୀଵ  vehicles in ݇lane s which are Poisson distributed in a Euclidean distance of ߞሺݐሻand mean ߩߞሺݐሻ, is  
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Fig. 14.8 captures the results for the conditional probability of number of vehicles inside 
lane 1. The spatial distribution of the vehicles inside lane 1 follows a heterogeneous 
Poisson process with density ߩଵ ൌ ߣ ׬ ሺ ௩݂ሺݒሻ ݒ⁄ ሻ݀ݒஶିஶ ൌ	0.007 veh/m that increases to ߩଵ ൌ	0.013 veh/m. However, the vehicle density of the two other lane s remain stable and equal (i.e. ߩଶ ൌ ߩଷ ൌ 0.01 veh/m). In this simulation 200 vehicles following Poisson arrival, travel in a single direction of a three-lane highway. The results are shown for three 
different number of vehicles in three different scenarios (i.e. ଵܰ ൌ70, ଵܰ ൌ75 and  
ଵܰ ൌ80 vehicles).  
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Fig. 14.8. Conditional probability of number of vehicles inside lane 1 based on variations  
in traffic intensity of this lane. 
Fig. 14.9 shows joint probability of number of vehicles based on three choices of Poisson 
intensity for lane 1, lane 2 and lane 3 consisting of ሺߩଵ, ߩଶ, ߩଷሻ ൌ(0.002, 0.002, 0.002), (0.001, 0.002, 0.003) and (0.0005, 0.0020, 0.0035) in which the spatial distribution of the 
vehicles on the road for these three scenarios remains a homogeneous Poisson process 
with density ߩ ൌ ߩଵ ൅ ߩଶ ൅ ߩଷ ൌ 0.004 veh/m. In this simulation 200 vehicles travel in a single direction of a free-flow highway. As depicted in Fig. 14.9, the analytical and 
simulation results of joint Poisson distribution are shown for variations in spatial 
distribution from a length of ߞሺݐሻ ൌ 28000 m up to ߞሺݐሻ ൌ 33500 m. It is clear that for a 
given ߞሺݐሻ, if the difference between vehicle intensity of these three lane s increases the 
joint Poisson distribution also increases.  
 
Fig. 14.9. Variations of joint probability based on three choices of traffic flows. 
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The simulation and analytical results conclude that the mobility pattern of the vehicles in 
different lane s follows a heterogeneous Poisson process with different densities. These 
differences in vehicular movability is mainly because of the differences in the speeds of 
vehicles (e.g. cars move fast but trucks and buses move slow) and/or difference in type of 
vehicles (e.g. bus and truck movements not allowed in lane 1). Using the determined 
Poisson intensity for a 1-D three-lane highway through at least 100  simulations and 
duration time of ݐ ൌ	2000 s, a minimum speed of 20 m/s and a maximum speed of 30 m/s, 
simulation results confirm the accuracy of the analytical model.  
 
14.6.2. Conditional Probability of Number of Vehicles 
14.6.2.1. Two-Lane Highway 
Conditional probability of number of vehicles inside a lane in a two-lane highway is 
mathematically investigated at this subsection. Let’s consider that the spatial distribution 
of vehicles traveling in part of a free-flow highway in a single direction with a length of 
ߞሺݐሻ follows a homogeneous Poisson process with an intensity of ߩ ൌ ߩଵ ൅ ߩଶ [veh/m]. It is interesting to note that: 
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where (14.9) is the result of assuming ଵܰሺݐሻ  and ଶܰሺݐሻ  are independent. Recall that 
ଵܰሺݐሻ ൅ ଶܰሺݐሻ has a Poisson distribution with a mean ߩଵߞሺݐሻ ൅ ߩଶߞሺݐሻ. Hence, (14.9) could be expressed as: 
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14.6.2.2. Three-Lane Highway 
In this section the conditional probability of number of vehicles inside a lane in a three-
lane highway in a single direction is mathematically investigated. Let’s consider that the 
spatial distribution of ܰሺݐሻ ൌ ݊ vehicles traveling in three lane s follows a homogeneous 
Poisson process with intensity ߩ [veh/m]. Without loss of generality let’s define ߩ௜as 
vehicle density of lane ݅, in which ∑ ߩ௜ ൌ ߩଷ௜ୀଵ . The probability that a vehicle travels in lane 1, 2 and 3 are ଵܲ ൌ ߩଵ ߩ⁄ , ଶܲ ൌ ߩଶ ߩ⁄  and ଷܲ ൌ 1 െ ଵܲ െ ଶܲ ൌ ߩଷ ߩ⁄ , respectively, 
where ∑ ௜ܲ ൌ 1.ଷ௜ୀଵ  Let ଵܰሺݐሻ, ଶܰሺݐሻ and ଷܰሺݐሻbe the number of vehicles travelling in 
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lane 1, 2 and 3 at time ݐ, respectively, in which ଵܰሺݐሻ ൅ ଶܰሺݐሻ ൅ ଷܰሺݐሻ ൌ ݊.Therefore, the conditional probability of ଵܰሺݐሻ given that ଶܰሺݐሻ ൌ ݉ is,  
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 Proof, for ݈ ൑ ݊ െ݉,  
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If ଵܰሺݐሻ ൌ ݈ and ଶܰሺݐሻ ൌ ݉, then it follows that ଷܰሺݐሻ ൌ ݊ െ ݈ െ ݉. However,  
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This follows since any particular sequence of the ܰሺݐሻ ൌ ݊ vehicles having outcome ߩଵ appearing ݈  vehicles, outcome ߩଶ appearing ݉ vehicles, and finally outcome 
ߩଷ appearing ሺ݊ െ ݈ െ ݉ሻ  vehicles has probability ଵܲ௟ ଶܲ௠ ଷܲሺ௡ି௟ି௠ሻ  of occurring. Since there are ݊!/ሾ݈!݉! ሺ݊ െ ݈ െ ݉ሻ!ሿ such sequences, Eq. (14.13) follows. Therefore,  
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 We used the fact that ଶܰሺݐሻ ≪ ∞ has a binomial distribution with parameters ݊ and ଶܲ. Therefore,  
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Then, using ଷܲ ൌ 1 െ ଵܲ െ ଶܲ in (14.15), Eq. (14.11) is readily proved. 
14.6.3. Conditional Expected Number of Vehicles 
14.6.3.1. Two-Lane Highway 
The conditional distribution for expected number of vehicles traveling in lane 1, given 
that the ଵܰሺݐሻ ൅ ଶܰሺݐሻ ൌ ݊ vehicles travel in two lane s in a single direction, is a binomial distribution with parameters ݊ and ߩଵ ߩଵ ൅ ߩଶ⁄ expressed as  
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Fig. 14.10 shows conditional expected number of vehicles inside a lane based on Poisson 
intensity variations in a VANET in which 200 vehicles travel in a two-lane highway in a 
single direction. Let’s consider the spatial distribution of the vehicles inside lane 1 follows 
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a heterogeneous Poisson process with density ߩଵ ൌ	 0.002 veh/m that increases to  ߩଵ ൌ	0.06 veh/m. As depicted in Fig. 14.10, when the traffic flow of lane 1 increases, the intervehicle distance decreases and the expected number of vehicles in lane 1 among  
ܰ ൌ 200 veh increases accordingly. The analytical and simulation results are shown for 
two different traffic flows of lane 2 (i.e. ߩଶ ൌ 0.002 veh/m and 0.004 veh/m). It is clear that if the vehicle intensity of lane 2 increases, the conditional expected number of 
vehicles in lane 1 among 200 vehicles decreases.  
 
Fig. 14.10. Expected number of vehicles in lane 1 based on Poisson intensity variations. 
14.6.3.2. Three-Lane Highway 
The conditional distribution of ଵܰሺݐሻ, given that ଶܰሺݐሻ ൌ ݉, is binomial with parameters ݊ െ ݉ and ଵܲ/ሺ1 െ ଵܲሻ. 
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Fig. 14.11 illustrates the conditional expected number of vehicles inside lane 1. In this 
simulation, let’s consider a time-varying vehicular intensity assumption for lane 2 in a 
single direction of a three-lane highway. In other words, the spatial distribution of the 
vehicles inside lane 2 follows a heterogeneous Poisson process with density  
ߩଶ ൌ0.0 veh/m that increases to ߩଶ ൌ	0.07 veh/m. However, the Poisson intensity of the two other lane s remains invariant (i.e. ߩଵ ൌ0.005 veh/m and 	ߩଷ ൌ 0.015 veh/m). The results in Fig. 14.11 are depicted based on three choices of number of vehicles consisting 
of ܰ ൌ 200 veh, ܰ ൌ 250 veh and ܰ ൌ 300 veh. Since the traffic flow of lane 1 remains 
invariant, it is evident that the conditional expected number of vehicles inside this lane for 
the three mentioned values decreases as the traffic flow of lane 2 increases.  
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Fig. 14.11. Conditional expected number of vehicles in lane 1 based  
on Poisson intensity of lane 2. 
Fig. 14.12 shows the conditional expected number of vehicles inside lane 1 in a VANET 
based on Poisson intensity variations of this lane. In practice different lane s of a highway 
follow a heterogeneous mobility pattern. Accordingly, let’s consider time-varying 
vehicular traffic intensity for lane 1 in a single direction of a three-lane highway. In order 
to investigate the conditional expected number of vehicles of lane 1, as shown in Fig. 
14.12, let’s consider three choices of number of vehicles (i.e. ܰ ൌ 200 veh, ܰ ൌ 250 veh 
and ܰ ൌ 300 veh) in three different scenarios. In this simulation, vehicle intensity of lane 
2 and lane 3 remain invariant (i.e. ߩଶ ൌ 0.005 veh/m and ߩଶ ൌ 0.015 veh/m). It is evident that the conditional probability of number of vehicles traveling in lane 1 increases as the 
Poisson intensity of this lane increases. Moreover, for a given vehicle intensity, increasing 
the total number of vehicle increases the related conditional expected number of vehicles 
traveling inside lane 1. 
 
Fig. 14.12. Conditional expected number of vehicles inside lane 1 versus variations  
in traffic intensity of this lane. 
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14.6.3.3. K-Lane Highway 
Consider that vehicles traveling in a ݇ lane highway with a size of  
ଵܰሺݐሻ ൅ ⋯൅ ௞ܰሺݐሻ ൌ ݊. Using (14.16), the conditional expected number of vehicles in each lane has a multinomial distribution with parameters ሺ݊, ݌ଵ, … , ݌௞ሻ. Consequently, the conditional expected size of lane 1 in a ݇lane highway could be expressed as: 
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14.6.4. Tail Probability of Number of Vehicles 
14.6.4.1. Two-Lane Highway 
The tail probability of the number of vehicles inside lane 1, ଵܰሺݐሻ (i.e., the probability that at least ݈ vehicles belong to lane 1), in the condition that ଵܰሺݐሻ ൅ ଶܰሺݐሻ ൌ ݊ vehicles travel in two lane s in a single direction, is given by: 
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 Using an invariable traffic flow of ߩ ൌ ߩଵ ൅ ߩଶ ൌ  0.06 veh/m, the simulation and analytical results for the tail probability of the expected number of vehicles of lane 1 for 
a two-lane highway is shown in Fig. 14.13. In this scenario the vehicle intensity of lane 1 
is ߩଵ ൌ 0.004 veh/m, 0.006 veh/m and 0.008 veh/m. It is evident that the tail probability of three mentioned values decreases as the number of vehicles in lane 1 increases. 
Moreover, for a given vehicle count, increasing the Poisson intensity increases the related 
tail probability.  
 
Fig. 14.13. Tail probability of the expected number of vehicles in lane 1. 
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14.6.4.2. Three-Lane Highway 
The tail probability of number of vehicles inside lane 1, ଵܰሺݐሻ, in the condition that 
ଶܰሺݐሻ ൌ ݉, ( ଵܰሺݐሻ ൅ ଶܰሺݐሻ ൅ ଷܰሺݐሻ ൌ ݊) is given by: 
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In Fig. 14.14, in order to investigate the tail probability of number of vehicles inside  
lane 1 in a single direction of a free-flow highway, let’s considered three different 
scenarios in which the total number of vehicles is defined as ܰ ൌ135 veh, ܰ ൌ180 veh, 
and ܰ ൌ200 veh. In each scenario, vehicles travel in a three-lane highway in a single 
direction in which the traffic flow of each lane remains invariant (i.e.  
ߩଵ ൌ 0.00025 veh/m, ߩଶ ൌ 0.00125 veh/m and ߩଷ ൌ 0.0013 veh/m). In this simulation the number of vehicles in lane 2 varies from ଶܰ ൌ  0 veh to ଶܰ ൌ  90 veh. As shown in  Fig. 14.14, it is evident that for a constant number of vehicles inside lane 2, if the total 
number of vehicles increases (e.g. from ܰ ൌ135 veh, to ܰ ൌ180 or ܰ ൌ200), the tail 
probability of number vehicles inside lane 1, increases accordingly. Fig. 14.14 illustrates 
that the predicted behavior from the analytical model closely tracks the simulation results. 
 
Fig. 14.14. Tail probability of number of vehicles inside lane 1 versus number  
of vehicles in lane 2. 
14.7. Conclusions and Future Work 
This chapter using the time-varying vehicular speed assumption proposed a 
comprehensive microscopic mobility model in VANETs. In suggested formulations, a 
single direction of a free-flow multilane highway was considered in which ݊ vehicles 
were Poisson distributed and vehicular speeds followed a generic pdf ௩݂ሺݒሻ. The proposed 
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model used a time-varying velocity assumption and considered that time was equally 
divided into ݅ intervals of size ߬such that ݐ ൌ ݅߬, by which allowed vehicles to change 
their speed at the start of a time slot independent of other time intervals as well as other 
vehicles. According to this the joint Poisson spatial distribution of vehicles in a multilane 
highway, the conditional probability of number of vehicles, the conditional expected 
number of vehicles and also the tail probability of number of vehicles inside a lane in a 
multilane highway were mathematically investigated. The accuracy of the proposed 
analytical models was validated through extensive simulation results. The proposed 
microscopic model developed in this study can be easily extended to determine the 
mobility model and communication aspects between vehicles traveling in opposite 
directions of a free-flow highway. This fundamental approach can provide a novel insight 
for further development of VANETs. Much more helpful would be a comparison with 
actual traffic data in order to validate the proposed model. Therefore, the future research 
includes extending simulation of the proposed model using a hybrid simulation 
framework Veins (Vehicles in Network Simulation) [47], i.e. composed of the network 
simulator OMNet++ [48] and the road traffic simulator SUMO [49]. 
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Chapter 15 
USRP-based Implementations of Various 
Scenarios for Spectrum Sensing 
Zdravka Tchobanova, Galia Marinova and Amor Nafkha1 
15.1. Introduction 
Radio Frequency Spectrum is a resource that is used irrationally. Cognitive radio is a 
technology built on a software-defined radio (SDR) that allows a more efficient use of the 
spectrum through dynamic access. It uses the methodology of environmental observation 
and study and autonomous adaptation to real-time parameter changes. The network or the 
wireless node modify their transmission or reception parameters to communicate 
effectively anywhere and at any time, avoiding the interference of unlicensed users in 
licensed users' broadcasts for efficient use of the radio spectrum. Cognitive radio has two 
main features that distinguish it from a traditional radio: cognition and reconfiguration. 
Fig. 15.1 illustrates how the cognitive radio characteristics interact with the surrounding 
radio environment. 
The concept was first presented by Dr. Joseph Mitola [1] and the result of this concept is 
the IEEE 802.22 standard, which regulates the Cognitive Radio using for Wireless 
Regional Area Network (WRAN), using white spaces in the frequency television 
spectrum, ensures that no interference is caused to existing licensed devices. 
Users with access, called primary users (PU), do not use the spectrum permanently. Users 
without access privileges called secondary users (SU), could use the spectrum when it’s 
not used by PU, without impeding PU access. Therefore, it is very important for every 
user to be able to recognize licensed users and can find spectral holes, so called white 
spaces, to be able realizes its own transmission. 
This chapter discusses various methods for spectrum sensing in the context of cognitive 
radio (CR). An overview of the theoretical foundations of the presented detectors has been 
made. Simulation results in GNU Radio are introduced. Various types of USRP 
implementations are developed and presented. 
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Fig. 15.1. Cognitive cycle. 
15.2. Theoretical Aspects 
One of the important issues related to the use of the spectrum is spectrum detection, i.e. 
the spectrum sensing: is there a signal of the channel or not. There are different detection 
techniques, some of them require prior knowledge of the state of the environment, i.e. 
signal to noise ratio (SNR). These are energy detection, cyclostationary feature detection, 
matched filter detection, compressed sensing based detectors, eigenvalue based detectors 
and others. The most popular spectrum sensing technique is detection of the energy level 
in the tested channel.  
15.2.1. Energy Detection 
Energy detection technique is easy to implement and does not lead to complex 
mathematical calculations [2]. The receiver does not need a prior information about the 
primary user signal parameters, but the value of the noise power in the channel must be 
known. This makes it possible to detect very weak signals, even with negative SNR 
regimes, since the detector can detect a very small power increase due to the sum of power 
noise and the signal. The energy detection includes applying a threshold of collected 
energy from the channel. The threshold is used to decide whether the primary user is 
present or not.  
15.2.1.1. System Model 
Depending on the busy or idle state of the primary user, with the presence of the noise, 
the signal detection problem at the secondary user can be modelled as a binary hypothesis 
testing problem: 
H0: - signal is absent, H1: - signal is present 
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The PU signal, notated s, is a complex signal and it has a real and imaginary component: 
s = sr + jsi. If the received signal y is discrete n = 1, 2,.., y (n), it is given as: 
 yሺnሻ ൌ 	 ൜ wሺnሻ ∶ H଴xሺnሻ ൅ wሺnሻ ∶ Hଵ, (15.1) 
where xሺnሻ ൌ h. s(n), and h is the channel gain is the complex value. 
wሺnሻ ൌ 	w୰ሺnሻ ൅ jw୧ሺnሻ are noise samples. The noise is assumed as Gaussian random variable with a mean value E [w (n)] = 0 and variance 2σ୵ଶ . The channel gain h = hr + jhi is a constant value for all detection time.  
The transmitted signal can be described as: 
 yሺnሻ ൌ θ. xሺnሻ ൅ wሺnሻ, (15.2) 
where θ = 0 for H଴ and θ = 1 for Hଵ, when allowing perfect synchronization between the transmitter and the receiver. When there is heavy traffic in a multi-user network in which 
the PU signals arrive at SU with incoming misses of duration n0, then the signal is 
modelled as: 
 Hଵ:	yሺnሻ ൌ 	 ൜ 	wሺnሻ:	1 ൑ n ൑ n଴ െ 1		xሺnሻ ൅ wሺnሻ: 	n଴ ൑ n ൑ N, (15.3) 
where N is the length of the observed interval corresponding to the total number of 
samples. 
15.2.1.2. Conventional Energy Detector 
The conventional energy detector is based on the idea that with the presence of a signal in 
the channel, there will be significantly more energy than if there is no signal [3]. This 
concept is applicable without knowledge on the PU signal characteristics. The detection 
of energy involves the application of a suitably selected threshold of collected energy from 
the channel. The threshold is used to decide whether the primary user is present or not. 
Therefore, the ED block diagram shown in Fig. 15.2 shows the simple detection 
mechanism. 
 
Fig. 15.2. Energy Detector Block Diagram: а) Analog, and b) Digital. 
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For the theoretical analysis, two models of the conventional energy detector were 
considered as a realization in the time domain: 
 Analogue energy detector. It also contains a pre-filtration block that limits noise and 
normalizes the noise variance. The output of the integrator is proportional to the power 
of the transmitted signal. 
 Digital energy detector. It consists of a low-pass filter that limits noise and signals from 
adjacent frequency bands; an analogue-to-digital converter (ADC) that converts 
continuous signals into discrete ones; A block that squaring the input signal value and 
finally an integrator. 
15.2.1.2.1. Test Statistics 
Integrator output is called Test statistics, and it is compared with a threshold, to take final 
decision: is there in the channel PU signal, or not.  
In the digital realization of an energy detector, the test statistics is given by: 
 Λ ൌ ∑ |yሺnሻ|ଶ୒୬ୀଵ ൌ 	∑ ሺe୰ሺnሻଶ ൅ e୧ሺnሻଶ୒୬ୀଵ , (15.4) 
where: 
 e୰ሺnሻ ൌ 	θh୰s୰ሺnሻ െ 	θh୧s୧ሺnሻ ൅	w୰ሺnሻ	, (15.5) 
 	e୧ሺnሻ ൌ 	θh୰s୧ሺnሻ െ 	θh୧s୰ሺnሻ ൅	w୧ሺnሻ. (15.6) 
The test statistic is equivalent to  
 Λ ൌ ∑ |Yሺkሻ|ଶ୒୩ୀଵ , (15.7) 
where Y (k) is the representation of the y (n) signal in the frequency domain. Signal 
representation in frequency domain is important for spectrum observation through an 
energy detector on an OFDM system. 
The analogue detector test statistics is given by: 
 Λ ൌ 	 ଵ୘ ׬ yሺtሻଶdt
୲
୲ି୘ , (15.8) 
where T is the time. The bandwidth sampling function W and the duration of time T can 
be described by approximately a set of samples N ≈ 2TW, where TW is a product of time 
and bandwidth. Therefore, the analog test statistics can be described like the digital 
detector test statistics. 
The exact form of test statistics may vary for different applications. For example, in heavy 
network traffic with many users, test statistics can be determined using hypothesis H1 as: 
 Λ	 ൌ 	∑ |yሺnሻ|ଶ୬బିଵ୬ୀଵ ൅ ∑ |yሺnሻ|ଶ୒୬ୀ୬బ , (15.9) 
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where there is only a noise signal in the range [1, n0 – 1]. 
In addition, for optimization parameter analysis or noise evaluation error, L is normally 
normalized with respect to the number of discrete N and the noise variance 2σ୵ଶ  
 Λ ൌ 	 ଵଶ஢౭మ ୒∑ |yሺnሻ|
ଶ୒୬ୀଵ . (15.10) 
The energy detector is characterized by metrics based on the test statistics in the binary 
hypothesis: 
Detection probability (Pd): This is the probability that there will be a signal in the channel 
when the hypothesis H1 is true: Pd = Pr [Λ > λ|H1]. Pr is probability for event, λ is the 
threshold for comparison, Λ is the tested statistics. 
False alarm probability (Pfa): The probability that the signal is present, when the 
hypothesis H0 is true: Pfa = Pr [Λ > λ|H0]. From the point of view of detection, these are 
the undiscovered holes in the spectrum - missed opportunity. 
Probability of missed-detection Pmd: The probability that a signal will not be available 
when H1 is true Pmd = Pr [Λ < λ|H1] = 1 - Pd. If there is a signal in the channel, but 
detector indicates that it is free. These are messages for free channel, when it is busy. 
In terms of reliability and efficiency, Spectrum sensing techniques are expected to have 
higher Pd (lower Pmd) and lower Pfa. 
Based on Λ 's available knowledge, the receiver can adopt a suitable model that helps 
analyze the distribution of test statistics below H1. 
15.2.1.2.2. Energy Detector Parameters 
The main energy detector parameters are the number of samples N and the threshold for 
comparison. 
Choosing the number of samples, it is important parameter to meet the requirements of 
the probabilities of detection and false alarm. For given Pf and Pd, the minimum number 
of samples is given as a function of the signal-to-noise ratio SNR 
 ܰ ൌ ሾܳିଵሺ݂ܲܽሻ െ ܳିଵሺܲ݀ሻඥ2ߛ ൅ 1ሿଶߛିଶ, (15.11) 
where their number is not a function of the threshold. Since the Q-1 function is 
monotonically decreasing, the signal can be detected even in the very low SNR range by 
increasing the N when the power noise is fully known. The approximate number of 
samples required to achieve the probability of false alarm and probability detection is in 
the order of ߠሺߛିଶሻ	i.e. the energy detector requires more discretion at very low levels of 
SNR. Since	ܰ ൎ ߬ ௦݂ , where τ is the observation time and fs is the sampling rate, the observation time increases when N increases. This is a major disadvantage in monitoring 
the low-frequency SNR spectrum due to the limitation of the maximum allowable 
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observation time (since IEEE 802.22 specifies that the observation time should be less 
than 2 seconds). Hence, the choice of N represents an optimization task. 
Although the energy detector operation depends on the SNR and the noise variance ߪ௪ଶ , there is very limited control over them because these parameters depend on the behavior 
of the wireless channel. 
Choosing a suitable threshold is particularly important for the good performance of the 
energy detector. If the threshold value is high, SU may find free space in the spectrum 
when it does not exist and may interfere with PU transmission. If the value is low, the 
detector can react and detect the presence of a signal in the channel without it, and omit 
the possibility of using the spectrum. 
The threshold depends on Pd, Pmd and Pfa. If the threshold value increases (decreases), 
then Pd and Pfa decrease (increase). When the number of samples and noise variance is 
known, the threshold is calculated at a constant value of Pfa. IEEE limits Pfa to 10 % 
 ߣ ൌ ሺܳିଵ൫ ௙ܲ൯ ൅	√ܰ2ߪ௪ଶ , (15.12) 
where ߪ௪ଶ  is the Noise variance; N is the Number of samples; 
 ܳିଵሺ݂ܲܽሻ ൌ √2݁ݎ݂ିଵሺ1 െ 2݂ܲܽሻ, (15.13) 
Q-function is the queue of the probability of the standard normal distribution, ݁ݎ݂ିଵ	 is 
the inverse error function. 
This threshold cannot ensure that the energy detector achieves the target detection 
probability. Thus, the choice of threshold can be considered as an optimization task 
between the two conflicting goals (i.e. maximum Pd and at the same time minimal Pf). 
15.2.1.3. Energy Detection with Uncertainty 
The exact value of the noise variance is difficult to determine, even if the system is 
calibrated. This lack of prior information is known as a noise uncertainty. The effect of 
noise uncertainty does not allow a single energy detector to meet observation 
requirements, even for a very long observation time. The threshold λ used in the energy 
detector depends on the noise variance. Therefore, any noise variance errors can lead to 
significant spectrum sensing failures that can limit the efficiency of the energy detector 
for cognitive radio. There is a SNRwall value of the signal-to-noise ratio beyond which 
detection is theoretically impossible [4, 5]. 
Error in the assessment of noise spectral density N0 is supposed to be limited [6]. In 
practice N0 will have to be evaluated by the detector. There are several factors that increase 
noise uncertainty such as temperature change due to temperature and / or calibration 
errors. The noise uncertainty can be much greater than 1 dB and cannot be reduced by 
increasing the sensing time [7]. It is important to say that in hardware equipment the noise 
uncertainty is in general between 2 dB and 3 dB. 
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When uncertainty is included in the noise model [6, [8] the noise distribution function can 
be summarized in a limited interval [(1 +ρ) - 1ߪ௪ଶ , (1+ρ)	ߪ௪ଶ ], where ߪ௪ଶ  is the nominal noise power and ρ is the parameter in dB, ρ ≥ 0, that determines the level of uncertainty. 
Then Pd and Pfa are calculated using the formulas: 
 ௙ܲ௔ ൎ ܳ ቌ൫ఒିሺଵାఘሻఙ
మೢ ൯
ටమಿሺଵାఘሻఙమೢ
ቍ, (15.14) 
 ௗܲ ൎ ܳ ቌఒିሺሺଵାఘሻ
షభఙమೢ ାఙೞమሻ
ටమಿሺሺଵାఘሻషభఙమೢ ାఙೞమሻ
ቍ, (15.15) 
where ܳሺݔሻ ൌ ଵଶ ݁ݎ݂ܿሺ
௫
√ଶሻ  is the queue of the probability of the standard normal distribution function, 
ߪ௦ଶ	 is the signal variance, ߪ௪ଶ	 is the noise variance, N is the number samples, ρ is the parameter that determines the level of uncertainty. 
 
 ߪேଶ is the exact value of the noise variance; 
 ߪොேଶ is the estimated value of the noise variance. 
The test statistics is determined by the noise variance that can be estimated when there is 
no signal: 
 ߉ ൌ ଵே∑ ௜ܺଶ௡௜ୀଵ , ߉ → ߪேଶ,  (15.16) 
when N→ ∞.  
In general case, the ED takes the decision, as follows: 
λ >ሺ1 ൅ ߚሻ	ߪොேଶ,   then H1 – ED generates 1; 
λ < ఙෝమಿሺଵାఉሻ,   then H0 – ED generates 0; 
λ ϵቂ ఙෝమಿሺଵାఉሻ , ሺ1 ൅ ߚሻ	ߪොேଶቃ,  then no decision – ED generates -1; 
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N് ∞, so an estimate of the noise variance is determined - ߪොேଶ. 
The exact value of the variance is in the interval with a very high probability: 
ቂ ఙෝమಿሺଵାఉሻ , ሺ1 ൅ ߚሻ	ߪොேଶቃ. In cooperative sensing, each secondary user SUi generates a different 
estimate of the noise variance: ߪොேௌ௎೔ଶ . The corresponding noise uncertainty interval can be 
determined for each SUi: ൤ఙෝಿೄೆ೔
మ
ሺଵାఉሻ , ሺ1 ൅ ߚሻ	ߪොேௌ௎೔ଶ ൨.	So, in the FC a new reduced noise 
uncertainty interval can be defined, as follows: ൤ܯܽݔ ఙෝಿೄೆ೔
మ
ሺଵାఉሻ ,ܯ݅݊ሺ1 ൅ ߚሻ	ߪොேௌ௎೔ଶ ൨ ,  
where i is the indices of the SUs. 
The corresponding value of ߚ might be transmitted as feedback to SUi, thus reducing the 
noise uncertainty i interval by a kind of learning process. In time, the estimate is expected 
to converge to the exact value of ߪேଶ. 
15.2.2. Eigenvalue Based Detection 
In [9], two spectrum sensing algorithms based on the distribution of eigenvalues in large 
dimensional random matrix theory. The discrete-time domain received signal r[m] under 
H1 can be given as 
 ݎሾ݉ሿ ൌ ∑ ݄ሾ݇ሿݏሾ݉ െ ݇ሿ ൅ ݓሾ݉ሿே೓௞ୀ଴ , (15.17) 
where ௛ܰ is the channel filter length. At the cognitive radio’s receiver, the received samples are split into M vectors each of length ௦ܰ . Let us consider the following  
M× ௦ܰ matrix consisting of the stacking of the M vectors. 
 ܻ ൌ ൦
ݎଵሾ1ሿ ݎଵሾ2ሿ	⋯ ݎଵሾ ௦ܰሿ
ݎଶሾ1ሿ⋮
ݎெሾ1ሿ
ݎଶሾ2ሿ⋮
ݎெሾ2ሿ
	
…
⋱
…
ݎଶሾ ௦ܰሿ⋮
ݎெሾ ௦ܰሿ
൪.  (15.18) 
In the absence of primary user signal (H0 hypothesis) all the received samples are 
uncorrelated whatever fading channel model. Moreover, the non-diagonal element of the 
received covariance matrix is theoretically zero, whereas the diagonal elements contain 
the noise variance. Hence, for a fixed M and ௦ܰ → ∞, the sample covariance matrix ଵ
ேೞ ܻܻ
∗ converges to the true covariance matrix ߪଶ߇ெ. 
In this chapter, we assume that the noise is additive white Gaussian noise and, 
furthermore, the noise and the transmitted signal are uncorrelated. Then if the number of 
received samples Ns are large enough, it can be shown that 
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 ܴ௥ሺ ௦ܰሻ ൎ ܴ௥ ൌ ܧ ቒ ଵேೞ ܻܻ
∗ቓ ൌ ܪܴ௦ܪ∗ ൅ ߪଶܫெ,  (15.19) 
where ܴ௥  and ܴ௦  matrices represent the covariance matrices of the received and transmitted signals, respectively. ܫெ is the identity matrix of size M. Let ߣ௠௔௫ and ߣ௠௜௡ represent the maximum and minimum eigenvalues of ܴ௥, respectively. Now suppose that ߩ௠௔௫ and ߩ௠௜௡ are the maximum and minimum eigenvalues of the matrix ܪܴ௦ܪ∗ then 
 ߣ௠௔௫ ൌ ߩ௠௔௫ ൅ ߪଶ, (15.20) 
 ߣ௠௜௡ ൌ ߩ௠௜௡ ൅ ߪଶ. (15.21) 
If ܼ ൌ ܪܴ௦ܪ∗ ൌ ߜܫெ, then ߩ௠௜௡ ൌ ߩ௠௔௫ where ߜ is a positive integer. In practice, it is highly unlikely that the matrix Z will be equal to ߜܫெ. Hence, if there is no signal present then ߣ௠௔௫/ߣ௠௜௡ = 1 otherwise ߣ௠௔௫/ߣ௠௜௡> 1. Therefore, this ratio can be used to detect the presence or absence of the signal. Based on the eigenvalues of the received covariance 
matrix, the following two methods are proposed in literature. 
15.2.2.1. Maximum-Minimum Eigenvalue (MME) Detection Method 
The steps of the MME algorithm are stated below: 
 Compute the received sample covariance matrix 
 ܴ௥ሺ ௦ܰሻ ൌ ଵேೞ ܻܻ
∗. (15.22) 
 Compute the Maximum and Minimum Eigenvalues of the matrix ܴ௥ሺ ௦ܰሻ (i.e. ߣ௠௔௫ and ߣ௠௜௡). 
 Sensing decision is given by: 
 ܦ ൌ ൝ܪଵ,
ఒ೘ೌೣ
ఒ೘೔೙ ൒ ߛܯܯܧ
ܪ଴, ݋ݐ݄݁ݎݓ݅ݏ݁
. (15.23) 
Note that ߛܯܯܧ  represents the threshold for the MME method. It is shown that the 
covariance matrix of the received signal in the absence of any signal at the receiver 
approximates to one class of random matrices called Wishart random matrix. The 
probability density function of Wishart random matrix has no marginal defined 
expression, finite dimensional case, and present complex mathematics. Some studies on 
the spectral distribution of eigenvalues found the limiting values for maximum and 
minimum eigenvalues. The distribution of the (properly rescaled) largest eigenvalue of 
the complex (real) Wishart matrix converges to the Tracy-Widom law as M, ௦ܰ tend to +∞ in some ratio M/ ௦ܰ > 0. As a result, the threshold ߛܯܯܧ given by: 
 ߛܯܯܧ ൌ ఞమఋమ ቆ1 ൅
ఞషమ యൗ
൫ெேೞమ൯
భ లൗ ܨఉି ଵሺ1 െ ௙ܲ௔ሻቇ, (15.24) 
where:  
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 ߯ ൌ ඥ ௌܰ ൅ ඥܯ ௌܰ, (15.25) 
 ߜ ൌ ඥ ௌܰ െ ඥܯ ௌܰ, (15.26) 
and ܨఉ is the cumulative distribution function (CDF) of the Tracy - Widom distribution 
of order β (i.e. β = 1 for real signal, β = 2 for complex signal). 
15.2.2.2. Energy with Minimum Eigenvalue (EME) Detection Method 
The steps of the EME algorithm are stated below:  
 Compute the covariance matrix ܴ௥ as given in (15.16). 
 Compute the average power of the received signal 
 ߁ሺ ௦ܰሻ ൌ ଵெேೞ ∑ ∑ |ݎ௜ሾ݊ሿ|
ଶேೞିଵ௡ୀ଴ெ௜ୀଵ . (15.27) 
 Then the eigenvalues of ܴ௥ are obtained. 
 Decision: if 
 ௰ሺேೞሻఒ೘೔೙ ൐ ߛܧܯܧ, (15.28) 
where ߛܧܯܧ represents the threshold for EME method defined by: 
 ߛܧܯܧ ൌ ൬ට ଶ୑୒౩ Q
ିଵሺP୤ୟሻ ൅ 1൰ ୒౩ஔమ, (15.29) 
where Q(.) is the Gaussian Q-function and Pfa	is the probability of false alarm. 
In the above discussion, we can notice that the threshold is not depending on the noise 
property but rather on the probability of false alarm, the number of segments M and the 
number of samples Nୱ per segment. 
15.2.2.3. Cooperative Spectrum Sensing 
Cognitive radio allows opportunistic access to unused licensed frequency bands. For 
example, unlicensed users (SU or cognitive user CU) first detect the radio spectrum to 
check for PU activity and then access the spectrum holes (white intervals) if no primary 
activity is detected. The accuracy of spectrum sensing is important to avoid interference 
in the transmissions of the PUs. But reliable spectrum sensing is not always guaranteed 
due to multipath, shadow fading, and the hidden terminal problem. To avoid these 
problems, cooperative spectrum sensing has been introduced, resulting in a rapid and 
reliable detection of the PU signal. It has been shown that when multiple SUs are 
employed using spatial diversity, the cooperative spectrum sensing exceeds the single 
spectrum sensing [10]. 
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The main idea of cooperative spectrum sensing is to increase the detection efficiency by 
using spatial diversity in the observations of spatially located SU. By collaborating SUs 
can share their information of detection making a combined solution that is more accurate 
than individual decisions.  
To confirm the benefits of collaborative monitoring in individual reporting in [11], a 
routing algorithm is implemented to hardware the USRPs with 2 SUs to implement the 
longest test. A common energy and frequency band for spectrum sensing with the GNU 
radio and USRP is proposed in [12]. The [13] proposed Kullback-Leibler optimization 
based on the distance to determine the cooperative spectrum sensing decision thresholds 
and its scalability according to the number of SUs. These conversions are quite limited 
and more in-depth learning is needed. 
In [14], a classification of the cooperative spectrum sensing in three categories was made 
based on how collaborative SU have shared the network detection data: centralized, 
distributed and relay-assisted.  
Centralized cooperative sensing has a single Fusion Center FC, which controls and 
manages the three-step cooperative sensing process. First, FC chooses a channel or 
bandwidth of interest for detection and instructs all cooperating SU to make an individual 
local detection. Second, all cooperating SUs report their results on the control channel. 
Thirdly, FC combines received information from local observation, selects SUs, 
determines the presence of PU, and distributes the decision back to CR users in co-
operation. [14, 15]. For local detection, all SUs are tuned to the selected licensed channel 
or bandwidth. This connection between the PU transmitter and each SU in cooperation to 
observe the primary signal is called the sensing channel. For data reporting, all SU are set 
to a control channel. The physical point-to-point link between each SU in cooperation and 
FC is called a reporting channel, and it sends the sensor result. Centralized cooperative 
spectrum sensing can also take place in a centralized and decentralized CR network. In 
centralized CR networks, the CR base station (BS) is FC. In CR Ad Hoc networks 
(CRAHNs), where no CR BS, each SU can act as FC, to coordinate cooperative spectrum 
sensing and combine information from monitoring the cooperating neighbours. SUs report 
to FC the results of the spectrum sensing by one of the following methods. 
15.2.2.4. Soft Data Fusion 
Each SU boosts the received signal from the PU and transmits it to FC. Although the SU 
does not require a complicated detection process, the reporting channel bandwidth should 
be the same as the sensing channel bandwidth. In the FC center, different consolidation 
techniques can be applied, such as: 
 Maximum ratio combining MRC. When MRC is used, channel state information CSI 
is required from PU to SU and from each SU to FC [15, 16]. 
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 Square-law combining SLC. When SLC with fixed gain factor of each SU is used, only 
CSI from SU to FC is needed. But if a variable gain factor is applied CSI from PU to 
SU and from SU to FC is needed [16]. 
 Quantized Soft Combining [16]. 
 Optimal Soft Combination Scheme [17]. 
Soft combination provides better performance than hard combination, but requires greater 
bandwidth control channel. 
15.2.2.5. Hard Decision Fusion  
Each SU takes a binary decision for the PU activity and the individual decisions are 
reported in FC through the reporting channel. The main advantage of this method is that 
the reporting channel may have a narrow bandwidth. Complex signal processing of each 
SU is required. The merging rules in FC may be OR, AND, or the MAJORITY rule, which 
can be summarized as a "k-out of-n rule." Two basic assumptions have been admitted of 
simplification in the literature: 
 The reporting channel is error-free; 
 The SU has information about the SNR statistics of the received PU signals. 
However, in the cognitive network these assumptions are practically not real. 
A system is considered that consists of one PU and four SUs. SUs detect the spectrum for 
the presence of the PU signal and a FC takes the global decision after a preliminary 
selection of the SUs to be involved in the decision process. Hard decision combining rules 
are applied in the FC, for making decision about the presence of PU signal. Each SUs 
makes a local-level spectrum detection, takes its decision and sends it in 1 bit of 
information to FC - 0 or 1. 1 means that the signal is available and 0 means there is no 
transmission in the channel 
 ∆୩	ൌ 	 ൜1, E୩ ൐ 	 λ୩0, 	E୩ ൑ 	 λ୩. (15.30) 
FC combines the results of all SUs and takes a general decision through the AND, OR and 
the majority rule. The OR function determines that the PU signal is present when at least 
one SU reports "1" 
 ฬுభ 	∑ ∆ೖஹଵೖ಼సభுబ 	∑ ∆ೖழଵೖ಼సభ . (15.31) 
The "AND" function decided that the PU signal is present when all SUs have reported a 
"1" decision 
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 ฬுభ 	∑ ∆ೖୀ௄ೖ಼సభுబ 	∑ ∆ೖஷ௄ೖ಼సభ . (15.32) 
In the voting rule, if at least M of K users have reported a local decision "1" of  
1 ≦ M ≦ K, FC decides that PU signal is present. The test is formulated as: 
 ฬுభ 	∑ ∆ೖஹெೖ಼సభுబ 	∑ ∆ೖழଵೖ಼సభ . (15.33) 
The rule of majority is a special case of the voting rule for M = K / 2, i.e. If half or more 
SUs are reported as local solutions "1", FC decides that a PU signal is available. Similarly, 
rules "AND" and "OR" are a private case for M = K and M = 1. 
The probability of cooperative detection Qd and the common probability of a false alarm 
Qfa are defined as: 
 Qୢ 	ൌ Prሼ∆	ൌ 1|	Hଵሽ ൌ Pr	൛∑ ∆୩ ൒ M|Hଵ୏୧ୀଵ ൟ, (15.34) 
 Q୤ୟ 	ൌ Prሼ∆	ൌ 1|	H଴ሽ ൌ Pr	൛∑ ∆୩ ൒ M|H଴୏୧ୀଵ ൟ, (15.35) 
where Δ is the final solution. Since "OR" corresponds to M = 1, hence: 
 Qୢ,୭୰ ൌ 1 െ ∏ ሺ1 െ Pୢ,୩ሻ୏୩ୀଵ , (15.36) 
 Q୤ୟ,୭୰ ൌ 1 െ ∏ ൫1 െ P୤ୟ,୩൯୏୩ୀଵ . (15.37) 
The probability of detection and false alarm of the OR rule corresponding to M = K is 
calculated by the expressions: 
 Qୢ,ୟ୬ୢ ൌ ∏ Pୢ,୩୏୩ୀଵ , (15.38) 
 Q୤ୟ,ୟ୬ୢ ൌ ∏ P୤ୟ,୩୏୩ୀଵ , (15.39) 
15.3. Experimental Setup 
15.3.1. GNU Radio 
GNU Radio is open source software and free access for signal processing applied to 
various communications developments [18]. It is a platform using a graph of data streams. 
This graph is built from blocks that are available when installing the GNU Radio 
Companion graphical environment. 
15.3.2. GNU Radio Blocks 
The block description is done in the Python or C++ programming languages. One block 
typically describes one type of signal processing - for example, filter blocks or 
demodulators are available for filtering or demodulation. If there is no block available in 
libraries that responds to a given user signal processing, it can be created. Several blocks 
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have been created that perform different functions. The blocks have one input and one or 
two outputs that support float data, put the samples at each input M (in our case one), and 
allow this number to be set during the creation of graph. The number of samples will be 
included as a parameter. Fig. 15.3 shows the created blocks. 
 
Fig. 15.3. GNU Radio blocks. 
The block Energy detector calculates the energy of the channel Eq. (15.7) and a single 
threshold Eq. (15.12). Input parameters are Probability of false alarm, Number of samples, 
Noise variance. Block DTED has input parameters Number of samples, Estimated noise 
power and two Probability of false alarm values Pfa_Low and Pfa_High, that specified 
two thresholds. GNU Radio block EBSS input parameters are Number of samples, 
Number of slots, Probability of false alarm, Noise variance and sensing algorithm.  
The block is set as follows: Number of samples – 128, Number of slots – 16, False alarm 
probability - 0.08, Noise variance - 0,001, but any value can be put, because the MME 
algorithm does not require prior information about the channel noise and Sensing algo - 
Maximum-Minimum Eigenvalue 
15.3.3. Results 
15.3.3.1. Simulation Results 
The simulation is done in GNU Radio Companion. Energy detector block diagram in 
GNU Radio is shown in Fig. 15.4. To investigate the energy detector’s performance, 
characteristic of the probability of detection Pd as a function of SNR [3] is used. For this 
purpose, the Energy detector is fed random signal from block Signal Source and noise 
signal from the block Noise Source. The noise signal is set to Amplitude 1 and Gaussian 
distribution. The Energy detector block is tuned: Probability of false alarm Pfa = 0.1; 
Noise variance = 0.9. The probability of detection was deducted from a different number 
of samples: N = 100; N = 500; N = 1000 and N = 2000. The signal amplitude from the 
Signal Source block changes from 0 to 2 V in step 0.05 V. This changes the SNR.  
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Fig. 15.4. Energy detector simulation flowgraph in GNU Radio Companion. 
At the energy detector output appears the decision: Is there a signal in the channel (1) if 
the energy in the channel is greater than the calculated threshold or not (0) if the energy 
is less than the threshold and the SU could use the channel.  
A series of 0 and 1, leaving the output of the detector are collected from the block File 
Sink and recorded in files for different values of SNR. The amplitude of the noise signal 
is constant - 1 V. The amplitude of the input signal varies from 1 to 2 V with a step of 
0.05 V. The flowgraph is started. During the time, it works (20s), the mean value of the 
signal noise ratio SNR remains constant. 
Files are binary type and can be opened via Octave (a mathematical and engineering 
computational program that can also open.m files) or MATLAB. An Octave program has 
been developed that opens, reads data from files, and draws the graph of Pd depending on 
SNR. 
Fig. 15.5 shows a graph of the probability of detection, depending on the signal to noise 
SNR, at different values of the number of samples, N: N = 100; N = 500; N = 1000 and  
N = 2000. 
The same simulation is done by varying the SNR ratio from 0 dB to 5 dB with step  
0, 25 dB with samples 1000, 2000, 4000, 8000 and noise variance 1.029. The results of 
the measurements are stored in files and the graph built on the new values is shown in  
Fig. 15.6. When comparing the two graphs it is seen that with increasing number of 
samples the steepness of the curves increases, which leads to a clear solution whether 
there is any signal in the channel or not. 
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Fig. 15.5. Graph of the probability of detection depending on the SNR at a small number  
of samples – simulation. 
 
Fig. 15.6. Graph of the probability detection depending on the SNR of a larger number  
of samples – simulation. 
15.3.3.2. Experimental Results for Single Energy Detector 
A block diagram of the experimental setup is shown in Fig. 15.7. As a transmitter, a signal 
generator SMY01 9 kHz - 1.040 GHz Rohde & Schwarz is used, connected to an antenna 
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through a coaxial cable with BNC connectors. The generator is set at 433 MHz, with FM 
modulation with 2 MHz deviation. The generator sets different transmit signal values in 
the range -21.9 dBm / 18 mV to -17.4 dBm / 30.2 mV with a step 0.5 dBm. 
The receiving side was implemented with the USRP N210 of Ettus Research, connected 
to the PC via Gigabit Ethernet with GNU Radio installed platform [4, 5]. The energy 
detector is implemented as a GNU Radio block from the GNU Radio Companion libraries. 
 
Fig. 15.7. Block diagram of experimental set-up for testing the energy detector. 
Channel detection, whether it is free or not, is made in the receiving side of the Energy 
detector block in the following sequence: 
 The signal from the generator is switched off. This is how the channel noise is 
evaluated. The second output of the detector goes exactly the noise variance in the 
channel - channel energy squared. 
 This value is reported - in this case is 192.10-6. 
 The block is calibrated with the new value of the noise variance, because at any 
moment σ୬ଶ depends on the state of the channel. In case the noise spectrum is not uniform, as expected, an offset correction parameter is inserted, which adds extra noise 
to obtain a uniform noise distribution. In this case noise from the Noise source block 
with 400 μV amplitude was added. (Then, when calculating the signal to noise ratio, 
this value must be subtracted). 
 From the generator, the signal level increases and the measurements are carried out. 
The results of the measurements are recorded in files. The ED block settings are: Number 
of samples – 1000, 2000, 4000 and 8000; Noise variance - 192.10-6; Probability of False 
Alarm – 0.01. 
Fig. 15.8 shows that the results of the measurements confirm the results of the simulation. 
At low levels of the SNR signal, the probability of detection is very small. With the 
increase in SNR, this probability increases rapidly and at levels above 3 dB,  
it is equal to 1. 
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Fig. 15.8. Probability of detection as a function of the SNR – measurement. 
15.3.3.3. Eigenvalue Based Spectrum Sensing 
The block diagram of the measurements with eigenvalue based detector is shown in  
Fig 15.9. The generator is set at a frequency of 433 MHz, with FM modulation with a  
75 kHz deviation. A comparison between an eigenvalue based detector, an energy detector 
with uncertainty of 1 dB and 0.4 dB and the ideal energy detector is made. 
 
Fig. 15.9. Comparison between various detectors. 
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15.3.3.4. Cooperative Spectrum Sensing Results 
15.3.3.4.1. One-Bit SU Decision Model Cooperative Spectrum Sensing 
The block diagram of the experimental setup is shown in Fig. 15.7. For the transmitter, a 
signal generator SMY01 9 kHz - 1,040 GHz Rohde & Schwarz is used. It is connected to 
a transmitting antenna via a BNC coaxial cable. The generator is set at a frequency of  
433 MHz, with FM modulation with a 1 MHz deviation. The generator gives different 
values of the transmitted signal in the range - from -30 dBm to 10 dBm with a step of  
2 dBm / 5 dBm. 
The receivers are implemented by 4 USRP N210 from Ettus Research, connected to 
computers with GNU Radio installed, via Gigabit Ethernet. The data are recorded  
20 seconds for each value of the transmitted signal in binary files, the first record is when 
the generator is off and there is only noise in the channel. The energy detector processes 
the received signal and calculates the noise variance σ୵ଶ . The estimated value of the noise variance in the channel is used as an input parameter of the Energy detector block. For the 
four channels, these values are shown in Table 15.1.  
Table 15.1. Estimated values of the noise variance. 
SU SU1 SU2 SU3 SU4 
ોܟ૛  14.7 nW 46.5 nW 43.6 nW 46.1 nW 
 
A block diagram of cooperative spectrum sensing system model is shown in Fig. 15.10. 
Each SU detects the spectrum and decides about PU signal in the channel and sends it to 
FC. The SU3 solution is visualized in the GNU Radio and is shown in Fig. 15.11.  
 
Fig. 15.10. Block diagram of cooperative spectrum sensing system model.  
Fig. 15.12 and Fig. 15.13 show the flowgrapf of FC decision-making under the various 
rules implemented by blocks in GNU Radio. The characteristic probability of detection as 
a function of the SNR of the energy detector is captured, based on data from the first 
700,000 bits of recorded binary files. Mathematical calculations are done in MATLAB. 
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Fig. 15.11. SU3 makes local decision. 
 
Fig. 15.12. Taking decision flowgraph in the FC by rule "OR". 
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Fig. 15.13. Taking decision flowgraph in the FC by rule "AND ". 
Fig. 15.14 shows the Pd (SNR) curves for all 4 SUs. The result analysis shows that 3 of 
the curves are typical of the observed characteristic, and the SU 3 curve is almost 
unchanged. This is an illustration of the necessity of a SUs selection procedure in the base 
station for security and reliability considerations. Sharply distinct results should be 
ignored to avoid results distortion of the general decision-making. In this case, the 
decision taken by FC is based on the results of SU 1, SU 2 and SU 4. 
The results show that the OR and MAJORITY rule exceeds the AND rule and gives better 
results: FC may decide to have a PU signal at a lower SNR.  
 
Fig. 15.14. Pd (SNR) curves for all 4 SUs. 
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15.3.3.4.2. Two-Bits SU Decision Model Cooperative Spectrum Sensing 
A block DTED takes a two-bit decision based on a double-threshold energy comparison. 
 
This block has two outputs: Out and Out1. 
1. If Е < А   Out = 0  Out1 = 0,  
2. If Е > В   Out =1  Out1 = 0,  
3. If Е < B and Е > А Out = 0  Out1 = 1.  
In third case, DTED_CS can’t make decision. 
Block arguments are: 
Pfa_Low = 0.001; 
Pfa_High = 0.2 and 0.5;  
Estimated_noise_power: 
SU 1 (USRP 104) Noise Power:  2.0437e-6, 
SU 2 (USRP 106) Noise Power:  2.4960e-6, 
SU 3 (USRP 107) Noise Power:  2.0828e-6. 
Fig. 15.15 shows a flowgraph, describing the operation of the two-threshold cooperative 
spectrum model. The flowgraph is applied to every SU and results are stored in files for 
further processing. 
Fig. 15.16 shows the SUs probability of detection – local decision. 
Fig. 15.17 shows the probability that the detector does not to make a decision on the 
availability of a channel signal. 
Let ρ denotes the signal to noise ratio and P(ρ) denotes the theoretical probability of no 
decision after DTED processing. We can theoretically define this probability as 
 P(ρ) = Prob(Λ > λlow) - Prop(statistic > λhigh). (15.40) 
Fig. 15.17 shows the theoretical and the simulated probability that after the DTED 
processing no sensing decision is made by the spectrum sensing detector. The tiny 
difference between the theoretical result and experimental result might be caused by the 
Gaussian approximation of the collected power (statistic Λ), and the real experimental 
environment which differs from the considered theoretical Rayleigh fading channel. 
Moreover, it can be observed that the probability of no decision increases dramatically in 
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mid-SNR range. In this case, the utility of cooperative sensing (diversity) and the fusion 
center will have its great importance to make a global decision for all secondary users.  
 
Fig. 15.15. Flougraph, applied to every SU. The results are stored in files. 
 
Fig. 15.16. Pd (SNR) curves for 3 SUs. Pfa_High = 0.2 and 0.5. 
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Fig. 15.17. Probability of no decision (SNR) curves. Pfa_High = 0.1 and 0.2. 
In Cooperative spectrum sensing, we have the same spatial dependence between SU1, 
SU2 and SU3. Considering this fact, we can assume that these users belong to the same 
cluster. In FC, we can calculate an average SNR to create the FC curves. Fig. 15.18 shows 
the FC curves for SNR_average and compares it whit the curves of the three SUs.  
 
Fig. 15.18. Pd (SNR) curves for 3 SUs and FC Pd(SNR_average). Pfa_High = 0.2. 
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15.4. Conclusions 
This chapter discusses various methods for spectrum sensing. It introduces the results of 
a research on the implementation on USRP and GNU Radio of single spectrum sensing 
system and cooperative sensing system with energy detectors and eigenvalue based 
detectors. The experimental setup realized permits to perform experiments using different 
scenarios as OR, AND, Majority rules for decision making in a fusion center based on 
local decisions of primary users. Here is presented a study of the noise uncertainty patterns 
used in the detection of the spectrum based on energy detection. These models are 
compared to spectrum sensing algorithms based on the distribution of eigenvalues in large 
dimensional random matrix theory. The efficiency of these spectrum sensing methods is 
analyzed by measuring detection probabilities as a function of the SNR for a given 
probability of false alarm. Further work is foreseen on a deeper study of the uncertainty 
influence and uncertainty overcoming through cooperative spectrum sensing. Additional 
research is planned on Fusion center impact with non-lossless feedback reporting and with 
feedback reporting (Gaussian Feedback channel and Rayleigh Feedback channel). 
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