Precision landing on large and small planetary bodies is a technology of utmost importance for future human and robotic exploration of the solar system. In this context, the Zero-Effort-Miss/Zero-Effort-Velocity (ZEM/ZEV) feedback guidance algorithm has been studied extensively and is still a field of active research. The algorithm, although powerful in terms of accuracy and ease of implementation, has some limitations. Therefore with this paper we present an adaptive guidance algorithm based on classical ZEM/ZEV in which machine learning is used to overcome its limitations and create a closed loop guidance algorithm that is sufficiently lightweight to be implemented on board spacecraft and flexible enough to be able to adapt to the given constraint scenario. The adopted methodology is an actor-critic reinforcement learning algorithm that learns the parameters of the above-mentioned guidance architecture according to the given problem constraints.
Introduction
Precision landing on large and small planetary bodies is a technology of utmost importance for future human and robotic exploration of the solar system. Over the past two decades, landing systems for robotic Mars missions have been developed and successfully deployed robotic assets on the Martian 5 surface (e.g. rovers, landers) [1, 2] . Considering the strong interest in sending humans to Mars within the next few decades, as well as the renewed interest in building infrastructure in the Earth-Moon system for easy access to the Lunar surface [3], the landing system technology will need to progress to satisfy the demand for more stringent requirements. The latter will call for guidance location with pinpoint accuracy (somewhere between 10 and 100 meters). Importantly, delivering scientific packages in geologically interesting locations may 20 require guidance systems that are fuel-optimal while satisfying stringent flight constraints (e.g. do not crash on the surfaces with elevated slope).
One of the most important enabling technology for planetary landing is the powered descent guidance algorithm. Generally, powered descent indicates a phase in the landing concept of operation where rockets provide the necessary 25 thrust to steer the spacecraft trajectory toward the desired location on the plane- to the lunar surface, was based on an iterative approach that computed on the 30 ground a flyable reference trajectory in the form of a quartic polynomial [5] .
The real-time guidance algorithm generated an acceleration command that targets the final condition of the trajectory. A variation of the Apollo guidance was also employed for the MSL powered descent phase [6] . Over the past two decades, there has been a tremendous interest in developing new classes of guid- 35 ance algorithms for powered descent that improve performance over the classical Apollo algorithm both in precision and fuel-efficiency. Trajectory optimization methods are currently playing a major role in generating feasible, fuel-efficient trajectories that can be potentially computed in real-time. Much effort has been placed in transforming a fuel-optimal constrained landing problem in a convex 40 optimization problem that can guarantee finding the global optimal solution in a polynomial time [7, 8] . Such approach yielded the G-FOLD algorithm [10] which has been recently tested in real landing systems. Importantly, the convexification methodology has been recently applied to other aerospace guidance problems. A review of the application areas can be found in [11] . Conversely, cently, a three-dimensional, fuel-optimal, powered descent guidance algorithm based on indirect methods has been developed [12] . The approach, generally named Universal Powered Guidance (UPG), relies on a general powered descent methodology which has been developed and applied to ascent and orbital transfer problems by Ping Lu over the past decade [14, 15, 16] . The algorithm is capable of delivering both human and robotic device on planetary surfaces effi-55 ciently and accurately [13] . UPG provides a robust approach based on indirect methods to 1) analyze the thrust profile structure (i.e. analyze the bang-bang profile)and 2) find the optimal numbers of burn times. Importantly, the advantage over G-FOLD is due to its simplicity and flexibility as it does not require customization of the algorithm [12] . However, UPG has the disadvan-60 tage that both inequality and thrust direction constraints are generally difficult to enforce [12] .
Besides the above mentioned methods, over the past few years, researchers have been exploring the performances of the generalized Zero-Effort-Miss/Zero-Effort-Velocity (ZEM/ZEV) feedback guidance algorithm [23, 24] in the con-65 text of landing on large and small bodies of the solar system. The feedback ZEM/ZEV guidance law is analytical in nature and derived by a straightforward application of the optimal control theory to the power descent landing problem. The algorithm generates a closed-loop acceleration command that minimizes the overall system energy (i.e. the integral of the square of the ac-70 celeration norm). The ZEM/ZEV feedback guidance is attractive because of its analytical simplicity and accuracy: guidance mechanization is straightforward and it can theoretically drive the spacecraft to a target location on the planetary surface both autonomously and with minimal guidance errors. Moreover, it has been shown to be globally finite time stable and robust to uncertainties in the 75 model if a proper sliding parameter is added (Optimal Sliding Guidance) [26] .
Although attractive because of its simplicity and analytical structure, the algorithm is not generally capable of enforcing either thrust constraints and/or flight constraints. There have been attempts to incorporate constraints in the classical ZEM/ZEV algorithm with the utilization of intermediate waypoints 80 [17, 25] . Although they report good performances, they lack of flexibility and ability to adapt in real-time.
In this paper, we propose a ZEM/ZEV-based guidance algorithm for powered descent landing that can adaptively change both guidance gains and timeto-go to generate a class of closed-loop trajectories that 1) are quasi-optimal 85 (w.r.t. the fuel-efficiency) and 2) satisfy flight constraints (e.g. thrust constraints, glide slope). The proposed algorithm exploit recent advancements in deep reinforcement learning (e.g. deterministic policy gradient [29] ), and machine learning (e.g. Extreme Learning Machines, ELM [27, 28] ). The overall structure of the guidance algorithm is unchanged with respect to the classical 90 ZEM/ZEV, but the optimal guidance gains are determined at each time step as function of the state via a parametrized learned policy. This is achieved using a deep reinforcement learning method based on an actor-critic algorithm that learns the optimal policy parameters minimizing a specific cost function. The policy is stochastic, but only its mean, expressed as a linear combination of 95 radial basis functions, is updated by stochastic gradient descent. The variance of the policy is kept constant and is used to ensure exploration of the state space. The critic is an Extreme Learning Machine (ELM) that approximates the value function. The approximated value function is then used by the actor to update the policy. The power of the method resides in its capability, if an 100 adequate cost function is introduced, of satisfying virtually any constraint and in its model-free nature that, given an accurate enough dynamics simulator for the generation of sample trajectories, allows learning of the guidance law in any environment, regardless of its properties. This greatly expands the capabilities of classical ZEM/ZEV guidance, allowing for its use in a wide variety of environ-105 ment and constraint combinations, giving results that are generally close to the constrained fuel optimal off-line solution. Additionally, because the guidance structure is left virtually unchanged, we are able to ensure that the adaptive algorithm is maintained globally stable regardeless of the gain adaptation.
The paper is organized as follows. In section 2 the landing problem set-up 110 is described. In section 3, the theoretical background is provided, including 
Problem setup
The algorithm is being developed for a Mars soft landing scenario described in Figure 1 . The problem is described in a orthonormal reference system centered on the nominal landing target on the ground. The equations of motion governing the dynamics of the problem expressed in the above mentioned refer-for a spacecraft subjected to the following general dynamic equations, valid in any case, even for non-inertial systems:
with r, v, T and a being position, velocity, thrust and acceleration command vectors respectively and g is the gravitational acceleration. In the remainder of the paper, g is assumed to be constant. The latter works well for modeling the powered descent guidance starting close to the planetary surface of a large body.
Additionally, note that additional forces (e.g. aerodynamics forces experienced by bodies close to the Mars surface) are considered negligible. The following boundary conditions are given:
Importantly, no constraints on acceleration and on the spacecraft state are assumed. The necessary conditions can be derived by a straightforward application of the PMP. Indeed, the Hamiltonian function for this problem is then defined as
where p r and p v are the costate vectors associated with position and velocity vector respectively. The time-to-go is defined as: t go = t f − t. The optimal acceleration at any time t, can be found by directly applying the optimality condition as
By substituting equation 9 into the dynamics equations to solve for p r (t f ) and
p v (t f ), the optimal control solution with specified r f and v f and t go is obtained as:
The Zero-Effort-Miss (ZEM) and the Zero-Effort-Velocity (ZEV) are defined, respectively, as the distance between the desired final position and velocity and the projected final position and velocity if no additional control is commanded from time t onward. Consequently, ZEM and ZEV have the following expressions:
Then the optimal control law 10 can be expressed as:
Note that the solution holds also in the case where g = g(t). In any other case in which g is neither constant nor time dependant, the control law is still usable but it will not be necessarily optimal. In case the equations of motion are nonlinear and in general when 11 do not apply, ZEM and ZEV are expressed in a slightly different way. The projected position and velocity cannot be recovered analytically: they must be obtained through an integration of the equations of motion from the current time instant to the end of the mission with control actions set to zero.
where r nc and v nc are, respectively, the position and velocity at the end of mission if no control action is given from the considered time onward. It should be noted that using the formulation in 12, which will be called classical ZEM/ZEV from now on, can result in valid trajectories even for cases when the generalized acceleration term is arbitrary. In these types of environment however, using a definition of ZEM and ZEV as in 13, the control gains that solve the optimal problem are no longer the ones in 12. This leads to the definition of the Generalized-ZEM/ZEV algorithm [23] , which is valid in any environment and will be used as starting point for the development of the proposed adaptive algorithm:
Reinforcement learning
Reinforcement Learning (RL) can be conceived as the formalization of learning by trial and error: it is based on the idea that a machine can autonomously learn the optimal behavior, or policy, to carry out a particular task, given the environment, by maximizing (or minimizing) a cumulative reward (or cost). RL 135 algorithms work on systems that are formalized as Markov Decision Processes [30, 31, 29] .
Markov decision processes
The reinforcement learning problem is generally modeled as a Markov Decision Process (MDP) which is composed by: a state space X, an action space U , an initial state distribution with density p 1 (x 1 ) representing the initial state of the system, a transition dynamics distribution with conditional density
representing the dynamic relationship between a state and the next, given action u and a reward function r: S × U → R that depends in general on the previous state, the current state and the action taken. It should be noted that if the dynamics of the system is considered completely deterministic, this probability is always 0 except when action u t brings the state from x t to x t+1 . The reward function r is assumed to be bounded. A policy is used to select actions by the agent given a certain state. The policy is stochastic and denoted by π θ : X → P (U ) where P (U ) is the set of probability measures of U , θ ∈ R n is a vector of n parameters and π θ (u t |x t ) is the probability of selecting action u t
given state x t . The agent uses the policy to interact with the MDP and generate a trajectory made of a sequence of states, actions and rewards. The return
is the discounted reward along the trajectory from time step t onward, with 0 < γ ≤ 1. The agent's goal is to obtain a policy that maximizes the discounted cumulative reward from the start state to the end state, denoted by the performance objective J(π) = E[r γ 1 |π]. By denoting the density at state x after transitioning for t time steps from state x by p(x → x , t, π) and the discounted state distribution by
The performance objective can then be written as an expectation:
where E x∼ρ π denotes the expected value with respect to discounted state distribution ρ(x).
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During training, the agent will have to estimate the reward-to-go function J for a given policy π: this procedure is called policy evaluation. The resulting estimate of J is called value function. The latter may depend either on the state or both on state and action, yielding two different possible definitions. The state value function
only depends on the state x. The state-action value function
depends on the state x but also on the action u. The relationship between the two is:
The above mentioned V and Q in recursive form become:
and
which are called Bellman Equations. Optimality for both V π and Q π is governed by the Bellman optimality equation. Let V * (x) and Q * (x, u) be the optimal value and action-value functions respectively, the corresponding Bellman optimality equations are:
The goal of reinforcement learning is to find the policy π that maximizes V π , Q π or J(π θ ), or in other words, find V * or Q * that satisfy the Bellman optimality equation.
Stochastic policy gradient theorem
Policy gradient algorithms are among the most popular classes of continuous action and state space reinforcement learning algorithms. The fundamental idea on which they are based on is to adjust the parameters θ of the policy π θ in the direction of the performance objective gradient ∇ θ J(π θ ). The biggest challenge is to compute effectively the gradient ∇ θ J(π θ ) so that at each iteration the policy becomes better than the one at the previous iteration. It turns out, from the work by Williams [32] who theorized the REINFORCE algorithms, that the gradient of the performance objective can be estimated using samples from experience, so without actually computing it and without a complete knowledge of the environment (sometimes referred to as model-free algorithms). A direct implication of [32] is the policy gradient theorem:
where Q(x, u) is the state-action value function expressing the expected total discounted reward being in state x taking action u. The theorem is important because it reduces the computation of the performance gradient, which could be hard to compute analytically, to an expectation that can be estimated using a sample-based approach. It is important to note that this estimate is demonstrated to be unbiased so it assures that a policy is at least as good as the one in the previous iteration. Once ∇ θ J(π θ ) is computed, the policy update is simply done in the direction of the gradient
where α is the learning rate and is supposed to be bounded.
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One important issue to be addressed is how to estimate the Q function effectively; all of the above is in fact valid in the case Q represent the true action-value function. In case of continuous action and states spaces, obtaining an unbiased estimate of this is difficult. One of the simplest approach is to use the single sample discounted return r γ t to estimate Q which is the idea behind 150 the REINFORCE algorithm [32] . This is demonstrated to be unbiased 5 , but the variance is high, which leads to slow convergence. One way of estimating the action-value function in a way that reduces the variance while keeping the error contained is the introduction of a critic in the algorithm.
Stochastic actor-critic algorithm 155
The actor-critic is a widely used architecture based on policy gradient. It consists of two major components. The actor adjusts the parameters θ of the stochastic policy π θ (x) by stochastic gradient ascent (or descent). The critic evaluates the goodness of the generated policy by estimating some kind of value function. If a critic is present, instead of the true action-value function Q π (x, u),
fact, that the estimator is compatible with the policy parametrization, meaning 5 The discounted return is unbiased because it comes directly from experience and no approximation is introduced.
that
then Q w (x, u) can be substituted to Q π (x, u) in 25 and the gradient would still assure improvement by moving in that direction. It is important to note that Q w (x, u) is required to have zero mean for each state:
This is in fact what will be used in the following.
In general introducing an estimation on the action-value function may introduce bias but the overall variance of the method is decreased which ultimately leads to faster convergence. The critic goal is to estimate the action-value function, providing a better estimate of the expectation of the reward with respect 165 to using the single sample reward-to-go given state x and action u. This happens because the action-value function is estimated from an average over all the samples, not just from the ones belonging to a single trajectory. This will become clearer in section 4 where the details of the algorithm will be discussed.
It should be noted that both the critic and the deterministic part of the policy 170 are represented by a Single Layer Feedforward Network (SLFN). Specifically the critic is represented by an Extreme Learning Machine which is a particular instance of them and will be presented in the following section.
Extreme learning machines
Extreme Learning Machines (ELM) are a particular kind of Single Layer 175 Feedforward Networks (SLFN) with a single layer of hidden neurons which do not make use of back-propagation as learning algorithm. Backpropagation is a multiple step iterative process; ELM instead uses a learning method which allows for learning in a single step. The concepts behind ELM had already been in the scientific community for years before Huang theorized and formally 180 introduced them as Extreme Learning Machines in 2004 [28, 27] . According to their creator, they can produce very good results with a learning time that is a fraction of the time needed for algorithms based on back-propagation. 
is the output of the SLFN, β being the output weights matrix and H(x) = σ(Wx + b) the output of the hidden layer for input x, with W and b being the input weights and biases vectors respectively, σ is the activation function of the hidden neurons. A representation of an SLFN can be seen in Figure 2 .
In conventional SLFN, input weights w i , biases b i and output weights β i are learned via backpropagation 6 . ELM are a particular type of SLFN that have the same structure but only β i are learned, while input weights and biases are assigned randomly at the beginning of training without the knowledge of the training data and are never changed. It is demonstrated that, for any randomly 6 Backpropagation is an optimization technique based on the concept of updating iteratively weights and biases of a neural network according to the gradient of the loss function to be minimized. It is called backpropagation because the error is calculated at the output and distributed back through the network layers. Details in [34] generated set {W, b} of input weights and biases,
holds if the output weights matrix β is chosen so that it minimizes 28, which is equivalent to saying that it minimizes the loss function f (x)−f L (x) . Equation 28 after some manipulation, becomes
, the training problem is reduced to:
The output weights are then simply:
WhereH is the Moore-Penrose generalized inverse matrix 7 of H. This is demonstrated to minimize the loss 31 given a large enough sets of training points and 185 neurons. This is another way of saying thatH are the weights that represent the minimum norm least square solution of 32. This will be used in the actor-critic algorithm and will be explained in section 4.
Adaptive-ZEM/ZEV algorithm
The Adaptive-ZEM/ZEV (A-ZEM/ZEV) is based on the idea of learning the A high level schematic representation of the algorithm can be seen in Figure   3 . Overall, at each global iteration, a batch of sample trajectories is generated giving a set of states, actions, costs and next states (x, u, c, x t+1 ). These are then fed to the critic that outputs an approximation of the expected cost-to-go given a particular action and stateQ w (x, u) that is then used to update the policy 210 by the actor. Importantly, we do not aim at learning the full guidance policy, which is represented by the generalized ZEM/ZEV algorithm (Eq. 14). Here, we call policy specifically K R , K V and T f as function of the lander state and parametrized/approximated by a neural networks (see Figure 4 for a description of the policy network). Indeed, the parameters of such networks are learned during the training phase. Details of the three phases are reported in the next sections.
Samples generation
At each global iteration, a batch of trajectories are generated by letting the agent interact with the environment using policy π θ (u|x), which is a rep- is assigned at each time step. It should be noted that here the reward in the definitions in Section 3.2 in substituted with a cost for reasons that will become clearer later. Importantly, the whole machinery described in Section 3.2 is valid 235 also in case a cost is used to evaluate actions instead of a reward. The final time for each episode is also fixed and the agent runs until the end time is reached unless an impact with the ground is detected in which case the episode ends.
Policy
The policy is described by a gaussian distribution with fixed variance σ 2 and variable mean from which actions are sampled. The mean is parametrized over a certain weight vector θ which is learned through gradient descent. The stochasticity of the policy is essential for learning because 1) it enables exploration of the action space and 2) the machinery developed for stochastic policy gradient can then be applied. Since the parameters of the guidance algorithm to learn are three, i.e. K R , K V and T f , the policy is subdivided in three separate parts and parametrized with (θ K R , θ K V and θ T f ). The policy can be formally expressed as:
where: 
Critic neural network
One key part of the algorithm is the fitting of the neural network that approximates the value function. As explained in 3.2.3, in actor-critic algorithms the expectation in equation 25 is not computed exactly, but it is rather expressed using an approximated value function Q w (x, u). Here, we employ the advantage
The approximated advantage function can be rewritten, using the definition of Q, as function of V only:
whereÂ π (u, x),Q π (u, x) andV π (x) are the approximated versions of A π (u, x), Q π (u, x) and V π (x). Clearly, in order to compute the approximated advantage function, onlyV π (x) must be obtained. The latter is done by modeling the value function via a single layer forward networks with the following sigmoid activation function
The SLFN is used as a function approximator that maps the inputs, in this case the 6D states, into the scalar representing the discounted cost and trained at each step using ELM theories as introduced earlier. The latter is done by generating at each global iteration step, a training set on which the 255 SLFN is trained using the training algorithm described in Section 3.3. There are normally two ways to define this training set referring to two different types of methods:
• Monte Carlo (MC): the value function is approximated at any given state x i,t by the return, which is the discounted cost-to-go y = T t =t γ t −t c(x i,t , u i,t ). In this case the training set is defined by the couples:
This is an unbiased way of expressing the value function but could suffer from high variance.
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• Temporal Difference (TD): the value function is approximated by a bootstrapped estimate of the cost-to-go, meaning that the previously fitted value function is used as an estimation of the cost-to-go from time step t + 1 onward. The training set in this case is given by the couples:
this way of expressing the value function introduces a bias, because the estimation of V is not perfect, but reduces the variance. should be noted right away that, even if the variance is higher with respect to the bootstrapped version, it is still lower than that of the vanilla REINFORCE algorithm. Indeed, the samples come from all the generated episodes, and therefore the learned value function is an average of the expected cost-to-go, which is a better estimate of the value function with respect to the simple sample 275 estimate. Note also that the approximated value function is the discounted cost and not the discounted reward. This is a choice made for this particular case in which the goodness of an action is more clearly represented by a cost instead of a reward.
Policy update 280
During the training phase, the policy is optimized using gradient descent instead of gradient ascent. The latter requires gradient estimation to execute the policy update step. Once the value function is approximated by the critic net, it is used to estimate the gradient of the objective function J(π θ ). In stochastic policy gradient, the expectation in equation 25 is not computed directly but is approximated by averaging the gradient over the samples. In this case a batch of trajectories is used to estimate the gradient. The expression of the approximated gradient becomes:
where N is the number of sample trajectories in the batch, T is the number of time instants in each trajectory, ∇ θ log π θ (u|x) is the gradient of the log-probability of the stochastic policy which, for a gaussian policy like 34, is obtained analytically as:
Here,Â π (u t , x t ) is the approximated advantage function described in 4.2 and indicates how much better the action u i,t performs with respect to the average action. Using the advantage function generally reduces the variance (3.2.3) but it relies on an approximation that introduces bias into the process. A way to reduce the effect of bias is to use the advantage function formulated as:
which is often referred to as the Monte-Carlo formulation of the advantage function, with the discount factor being introduced as 0 < γ < 1. This is unbiased because the real cost to go is used to estimate the action-value function but is low in variance because the average value associated to state x i,t is subtracted.
To implement the gradient descent algorithm, the policy parameters update is simply done by taking a step in the opposite direction of the gradient ∇ θ J(π θ ):
where α is the bounded learning rate. After each update, the algorithm is tested and the cumulative cost is computed
where k stands for k -th iteration. The algorithm stops if the average cumulative 285 cost difference among the last 5 iteration is less than a tolerance or it has reached the maximum number of iterations. A summary of the algorithm in form of pseudo-code is given in Figure 5 .
Numerical Results
To evaluate the performance of the proposed algorithm, two powered descent 290 examples for Mars pinpoint landing are presented. The spacecraft parameters IfT as the magnitude of instantaneous thrust for each individual thruster, the instantaneous net thrust is:
The A-ZEM/ZEV algorithm was tested on two cases: a 2D case where the spacecraft is constrained to move on the x-z plane and a full 3D case. The guidance gains and the final time of the adaptive algorithms are learned to ensure safe landing at a selected location of the Martian surface with minimum fuel. it is assumed that the target point is at the origin of the reference frame fixed with the Martian surface which needs to be achieved with zero velocity.
In both cases a glide constraint is introduced:
with an angle θ lim = 4 • with respect to the horizon. During the descent, the gains adaptation must ensure that this constraint is always satisfied. This is achieved by terminating the episodes whenever the agent violates the constraint, which also leads to an increase in cost. The cost function c(t) that enforces that constraint while searching for fuel optimal solutions is defined as follows: Setting up the cost is the hardest hustle because the agent can easily fall into 305 a local minimum due to one of the multiple terms in the cost function prevailing over the others. Since the guidance adaptation has to minimize fuel cost without violating the constraints, a careful tuning of the weights values is mandatory.
Here, we have decided to add a high bias cost every time an episode ended with an impact. The latter ensures that the minimum cost is always achieved with Bounds ± 500 ± 500 ± 0 ± 5 ± 5 ± 5 
a collision-less solution. In this fashion, we have observed that the algorithm always tries first to avoid the constraint, then to lower the fuel consumption.
The introduction of this constant biases leads to discontinuous jumps in the cost profile as training progresses. The reason is that a trajectory without collisions has a much lower cost than one that collides with the constraint as b i > b f .
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For both 2D and 3D guidance simulations, the starting position for each episode was sampled from a uniform distribution around the nominal starting state. Table 1 shows the initial state distributions for both cases. Table 2 instead shows the values of the hyperparameters used in the definition of the cost function in 54.
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Additionally, in the 3D case, at each iteration 25 test trajectories were generated after the policy update step. To evaluate the performances of the current version of the policy, the initial state is selected from the same distribution used for the training samples. The latter slows down the learning process but allows to learn a policy that works for any starting state within the above mentioned The resuls in terms of fuel consumption are shown in Table 4 . A-ZEM/ZEV performs less optimally with respect to the optimal GPOPS solution as expected but slightly more optimally than Classical-ZEM/ZEV, while managing to avoid collision with the constraint. Classical ZEM/ZEV instead reaches the target but violates the constraint. This shows the major shortcoming of classical ZEM/ZEV: the impossibility to enforce path constraints and why out algorithm overcomes this by making the gains state dependent.
One of the major strengths of the algorithm is the ability to provide a closed-355 loop guidance control that is both close to optimal and compliant with the constraints. An interesting remark emerges from Figures 12a and 12b . Here the evolution of the control gains K r and K v is shown. It possible to see that the learning algorithm adjusts the values of the gains according to the constraint scenario in a way that allows the lander to avoid collisions and get to the target 360 safely. The power of the method resides also in the fact that the underlying structure of the ZEM-ZEV guidance allows the algorithm to achieve pinpoint landing accuracy as shown in the following section. The TOF (T f ) is optimized by the learning algorithm as a function of the initial state, as explained in section 4.1.1, and is not modified during the trajectory. The optimal value can be seen 365 in Table 4 . It should be noted that the TOF for the Classical-ZEM-ZEV is the one obtained after the training process so it has the same value as the one for A-ZEM/ZEV. The TOF of the optimal solution is instead optimized with GPOPS itself.
Monte-Carlo analysis
A Monte-Carlo analysis was carried out on the 3D case. The objective is to prove that the trained agent is able to perform pinpoint landing with a high degree of accuracy both in terms of final position and velocity. In this case, following the procedure described above, the neural network was trained by selecting the initial state of each sample trajectory from a quite large uniform 375 distribution around the nominal start state. In particular the x and y are taken from a distribution with bounds ±500 m, the z coordinate is kept at 1500 m. The velocity instead has bounds ±5 m/s . Figure 12b shows the distribution of the final position on the ground across 1000 trials after training. Figure 12c shows the distribution of final velocity magnitude. The trained policy 380 clearly manages to drive the spacecraft to the target without ever violating the constraint and with a high degree of accuracy in terms of position, as well as keeping the final velocity below a safe 5 cm/s.
Stability Analysis
A guidance algorithm should in general be stable so that it can be safely 385 used in practice. In the case of ideal, unperturbed dynamics, it has already been demonstrated that the classical ZEM/ZEV described in Section 3.1 is stable [26] . In this section we study the stability of the A-ZEM/ZEV algorithm.
Closed-loop Dynamics
The formulation of the guidance acceleration as function of ZEM and ZEV results is a linear, non-autonomous, feedback dynamical system. Consequently, classical linear system method of analysis can be employed. The acceleration command for the generalized ZEM/ZEV, as expressed in Section 3.1, is
considering then thatŻ the guidance system can be expressed as follows:
In order to study the stability of the Linear Time-Varying (LTV) system one 390 can utilize known properties of linear systems in order to reduce the system to an equivalent Linear Time-Invariant (LTI) system that is much more convenient for stability analysis.
Transformation of LTV systems into LTI systems
Following the work by Wu [33] , let us consider a linear time-varying systeṁ The invariable systems can be of two different kinds: It can be demonstrated that an LTV of the form Eq.(58) is invariable [33] .
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It is also algebraically invariable if the state transition matrix (STM) of the system can be found. Unfortunately, in this case, the definition of such STM is extremely cumbersome. Consequently, a t ←→ τ transformation must be employed. The following theorem is valid for τ -algebraically invariable systems.
Theorem:. The linear time-varying systeṁ
is τ -algebraically invariable if the STM of the system in Eq. (59) is of the form
whereġ(t) exists and t 0 is chosen so that g(t 0 , t 0 ) = 0.
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In particular, the algebraic transformation
together with the t ←→ τ transformation τ = g(t, t 0 ) (62) will transform the system of Eq. (59) into the time-invariant systeṁ
where z(τ ) =x(t) andż(τ ) = dz(τ )/dτ
Note that by using the definition of Φ(t, t 0 ) and the fact that exp[Rg(t, t 0 )] is non-singular, from 60 we have:
which means
which will be important in the following section. Once the LTV system has been transformed into a LTI one, the problem of stability is addressed. There are two paths that can be taken in order to prove stability:
• The eigenvalues of the LTI system matrix R are computed; if the real part 420 of all the eigenvalues is negative or at most 0, the system is stable.
• The State Transition Matrix (STM) of the original LTV system is retrieved. If it is possible to demonstrate that it is bounded at all time, then the system is stable.
Stability of the A-ZEM/ZEV algorithm 425
For the A-ZEM/ZEV guidance, the matrix A is the following:
the system in Eq.(66) can be transformed in the algebraically equivalent system, as follows:
The resulting system is simpler but still dependent on time. In order to make it time-invariant, the t ←→ τ transformation must be applied. The time basis
where t 0 has been chosen so that g(t 0 , t 0 ) = 0. With this transformation, the system is now a LTI systemż
with system matrix R. The stability of the system can be proven by finding the eigenvalues of such matrix and prove they have negative real part at all times.
The R matrix in Eq.(69) has eigenvalues
The stability conditions can be found in two cases: ∆ ≥ 0 and ∆ < 0, where
Case 1: When ∆ ≥ 0.
. The condition ∆ ≥ 0 translates into
and means that the eigenvalues are purely real. 74 must be verified in order for the following stability condition to hold:
which means that, since √ ∆ > 0, the condition for stability is
Case 2: When ∆ < 0.
. If ∆ < 0, so
the eigenvalues have a real and an imaginary part. In order for the system to be stable, the real part must be negative. So in this case the stability condition is simply in our test cases, the eigenvalues were computed along the descent trajectories in both cases (both 2D and 3D) and the results are reported in Figure 13 . It is clear that the real part of the eigenvalues all remains strictly negative which ensures stability.
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As stated in Section 6.2, another way of addressing the stability of the closedloop dynamics is to employ the State Transition Matrix (STM). In particular, the STM of the LTV system must be bounded at all times in order for it to be stable. The calculation of the state transition matrix of the LTV system is derived from the STM of the LTI system. Letting Φ * be the STM of the LTI system, then the STM of the original LTV system is Φ(t, t 0 ) = T Φ * . According to [35] , the STM of a linear system can be found from the knowledge of eigenvalues and eigenvectors as
is the matrix whose columns are the eigenvectors and
is the diagonal matrix of the eigenvalues. In this case, applying such definitions to the algebraically equivalent system in 68 and then the T transformation, the STM of the original system turns out to be:
where
According to the theory on non-autonomous linear systems, the LTV in equation Figure 14 shows the STM for two sampled guided trajectories. It is clear that the components of the STM are bounded at all times so we can conclude that, at least in these cases, the algorithm is stable. The work presented in this paper shows the advantages of using machine learning to learn state dependent parameters in an existing parametrized pol-470 icy. In this case, using ZEM/ZEV guidance as a baseline allows for extremely precise terminal guidance with the increased flexibility given by the usage of reinforcement learning. This can be expanded to other guidance problem that rely on a parametrized law. As long as the state space can be discretized effectively, this ELM-based actor-critic algorithm can be applied. Convergence of 475 the method is guaranteed by the fact that the advantage function estimation is unbiased and the cost function is set up correctly but convergence is still slow.
Work can be done to improve the learning performance. For example, metalearning could be used to learn different sequential task in order to speed up the process, especially if the environmental condition change (i.e. actuator or F and Conrad, Pamela and Edgett, Kenneth S and Ferdowski, Bobak , "Mars Science Laboratory mission and science investigation" Space science reviews, Vol. 170, No. 1-4, pp. 5-56, 2012. [7] Acikmese, B. and Ploen, S.R., "Convex programming approach to pow- 
