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Abstract
N = 2 supersymmetry in four space-time dimensions is intimately re-
lated to hyperka¨hler and quaternionic Ka¨hler geometries. On one hand,
the target spaces for rigid supersymmetric sigma-models are necessarily hy-
perka¨hler manifolds. On the other hand, when coupled to N = 2 supergrav-
ity, the sigma-model target spaces must be quaternionic Ka¨hler. It is known
that such manifolds of restricted holonomy are difficult to generate explic-
itly. Projective superspace is a field-theoretic approach to construct general
N = 2 supersymmetric nonlinear sigma-models, and hence to generate new
hyperka¨hler and quaternionic Ka¨hler metrics. Intended for a mixed audience
consisting of both physicists and mathematicians, these lectures provide a
pedagogical introduction to the projective-superspace approach.
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     У меня на луне
     Голубые рыбы,
     Но они на луне
     Плавать не могли бы, -- 
     Нет воды на луне,
     И летают рыбы...
              Osip E. Mandelstam
1 Introduction
The concept of supersymmetry in four space-time dimensions was introduced in
theoretical physics in the early 1970s [1, 2, 3]. It is a symmetry between bosons and
fermions in relativistic theories (field theory, string theory, etc.). The discovery of
supersymmetry led, in a short period of time, to the appearance of new research
directions in high-energy physics, due to remarkable properties of supersymmetric
theories, including the following:
• Supersymmetry has nontrivial manifestations at the quantum level;
• Local supersymmetry implies gravity (supergravity [4]);
• One version of local supersymmetry (N = 2 supergravity [5]) fulfills Ein-
stein’s dream of unifying gravity and electromagnetism;
• String theory requires supersymmetry.
These studies mostly involved the physics community. However, in the late 1970s
and early 1980s supersymmetry met complex geometry.
The year 1979, the Einstein centennial year, was special for physics and geom-
etry. On the physics side, a work of Zumino [6] uncovered an intimate connection
between supersymmetry and complex geometry. On the geometry side, Calabi [7]
introduced the concept of hyperka¨hler geometry. The fact that the two discoveries
took place in the same year, was just a coincidence. However, what followed in
the next 30 years was a remarkably fruitful interaction between supersymmetry
and hyperka¨hler geometry. An example of this is an influential paper by Hitchin,
Karlhede, Lindstro¨m and Rocˇek [8]. The present lectures will give an overview of
some of these developments.
Nontrivial evidence for the existence of connections between supersymmetry
and complex geometry comes from the consideration of supersymmetric nonlinear
sigma-models. There are three relevant classic results:
• Ka¨hler manifolds are target spaces for rigid supersymmetric sigma-models
with four supercharges (D ≤ 4) [6]. In four dimensions, D = 4, such sigma-
models possess N = 1 supersymmetry;
• Hyperka¨hler manifolds are target spaces for rigid supersymmetric sigma-
models with eight supercharges (D ≤ 6) [9]. In four dimensions, such sigma-
models possess N = 2 supersymmetry;
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• Quaternionic Ka¨hler manifolds are target spaces for locally supersymmetric
sigma-models with eight supercharges (D ≤ 6) [10].
Supersymmetric sigma-models generalize ordinary bosonic ones. It is pertinent
here to recall that a bosonic nonlinear sigma-model is a field theory over a space-
time X in which the fields take values in a d-dimensional Riemannian manifold
(Md, g) (known as target space). If X is four-dimensional Minkowski space, M4,
the sigma-model action is
S = −1
2
∫
d4x gµν(ϕ)∂
aϕµ∂aϕ
ν , (1.1)
where ϕµ(x) are scalar fields on M4 and local coordinates onMd (more precisely,
the field ϕ(x) takes its values in Md).
Unlike Ka¨hler metrics, the hyperka¨hler and quaternionic Ka¨hler metrics are
rather difficult to generate explicitly [11]. In this regard, it turns out that the
sigma-model results of [9, 10] have an important implication that was not immedi-
ately recognized and appreciated. The idea is that off-shell N = 2 supersymmetry,
provided its power is properly elaborated, is a device to generate hyperka¨hler and
quaternionic Ka¨hler structures [12, 13, 14, 8]. More precisely, suppose it is possible
to develop a formalism for constructing N = 2 rigid supersymmetric sigma-models
generated by a Lagrangian of reasonably general functional form (say, an arbitrary
real analytic function of several variables). Then, for any choice of the Lagrangian,
the target space metric must be hyperka¨hler. Any deformation of the Lagrangian
will lead to a new N = 2 sigma-model, and hence to a new hyperka¨hler metric.
It appears that the only way to make the above idea work is to develop N =
2 superspace techniques for constructing general N = 2 supersymmetric sigma-
models. Indeed, superspace is known to provide unique opportunities to engineer
supersymmetric theories. Two fully-fledged N = 2 superspace approaches have
been developed: (i) harmonic superspace [15, 16]; and (ii) projective superspace
[13, 17, 18, 19, 20]. The former is more general1 [21, 22]; it is also powerful in the
context of quantum N = 2 super Yang-Mills theories. However, it is the latter
approach which is ideally designed for sigma-model constructions. These notes
provide a pedagogical introduction to the projective-superspace approach.
It should be noted that the problem of generating quaternionic Ka¨hler metrics
can be reduced to that of hyperka¨hler ones. There exists a remarkable one-to-
one correspondence between 4n-dimensional quaternionic Ka¨hler manifolds and
4(n+1)-dimensional hyperka¨hler spaces possessing a homothetic conformal Killing
vector, and hence an isometric action of SU(2) rotating the complex structures
[23] (see also [24]). Such hyperka¨hler spaces are called Swann bundles in the
mathematics literature [25], and hyperka¨hler cones in the physics literature [26].
Hyperka¨hler cones are target spaces for N = 2 rigid superconformal sigma-models
1Off-shell projective multiplets and their couplings can be obtained from those emerging
within the harmonic-superspace approach via a singular truncation of multiplets [21] or, equiva-
lently, by integrating out some auxiliary degrees of freedom [22].
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[26, 27]. Therefore, it is sufficient to develop techniques to generate arbitrary N =
2 rigid supersymmetric nonlinear sigma-models, and hence hyperka¨hler metrics.
These notes are organized as follows. In order to make our presentation rea-
sonably self-contained and accessible to mathematicians, two introductory sections
are included. Section 2 is devoted to algebraic aspects of supersymmetry (the N -
extended super-Poincare´ group, its algebra, superspace), while section 3 presents
elements of field theory in superspace. Section 4 describes the formulations of
N = 1 and N = 2 supersymmetric nonlinear sigma-models in terms of N = 1 chi-
ral superfields. In section 5, we introduce an extension of the N = 2 conventional
superspace by auxiliary bosonic directions,
M4|8 −→ M4|8 × CP 1 ≡M4|8 × S2 , (1.2)
and give a brief introduction to the harmonic and projective superspace approaches.
Off-shell projective supermultiplets and related constructions are discussed in sec-
tion 6. In section 7, we present the most general N = 2 off-shell supersymmetric
nonlinear sigma-models in projective superspace, and then review two versions
of the Legendre transform construction: the generalized and linear ones. As an
application of the methods developed, in sections 8 and 9 we review various as-
pects of the N = 2 supersymmetric sigma-models on cotangent bundles of Ka¨hler
manifolds. Section 10 includes comments on the topics not covered. This pa-
per is concluded with two technical appendices. Appendix A is devoted to the
N -extended superconformal group in four space-time dimensions. Appendix B
contains essential information about canonical coordinates for Ka¨hler manifolds.
Our notation and two-component spinor conventions correspond to those used
in two textbooks [28, 29]. In particular, the Minkowski metric is chosen to be
ηmn = diag (−1,+1,+1,+1). A brief summary of the two-component (iso)spinor
conventions is given in Appendix C.
2 Algebraic aspects of supersymmetry
In our presentation of the N -extended super-Poincare´ group and superspace,
we follow the 1973 paper by Akulov and Volkov [30] in which these concepts were
introduced for the first time.2
2.1 Matrix realization of the Poincare´ group
Denote by P(4) the universal covering group of the restricted Poincare´ group
ISO0(3, 1). The principle of relativistic invariance states that P(4) must be a
subgroup of the symmetry group of any quantum field theory.
2The Akulov-Volkov paper [30] was submitted to the journal Theoretical and Mathematical
Physics on 8 January 1973, and published in January 1974. It remains largely unknown, probably
because it was published in a Russian journal. The concepts of the N -extended super-Poincare´
group and superspace have been discussed in many books and reviews, however the pioneering
approach of [30] is still one of the best.
5
Traditionally, P(4) is realized as the group of linear inhomogeneous transfor-
mations on the space of 2×2 Hermitian matrices (with ~σ being the Pauli matrices)
x := xmσm = x
† = (x
α
.
β
) , σm = (12, ~σ) , x
m ∈ R4 (2.1)
defined to act as follows:
x → x′ = x′mσm = MxM† + b , b = bmσm , (2.2)
with
M = (Mα
β) ∈ SL(2,C) , bm ∈ R4 . (2.3)
Here M† := M¯T denotes the Hermitian conjugate of M , and M¯ = (M¯.α
.
β) the
complex conjugate of M , with M¯.α
.
β := Mαβ .
The above realization of P(4) admits a useful equivalent form, as the group of
linear inhomogeneous transformations on the space of 2× 2 Hermitian matrices
x˜ := xmσ˜m = x˜
† = (x
.
αβ) , σ˜m = (12,−~σ) , xm ∈ R4 (2.4)
defined to act as follows:
x˜ → x˜′ = x′mσ˜m = (M−1)†x˜M−1 + b˜ , b˜ = bmσ˜m . (2.5)
The matrices (σm)
α
.
β
and (σ˜m)
.
αβ turn out to be invariant tensors of the restricted
Lorentz group SO0(3, 1), and they transform into each other under space reflection
xm = (x0, ~x)→ x′m := (x0,−~x).
For our subsequent consideration, it is advantageous to realize P(4) as a sub-
group of the group SU(2, 2), which is a 4–1 covering of the conformal group in four
space-time dimensions, consisting of all block triangular matrices of the form:
(M, b) :=
(
M 0
−i b˜M (M−1)†
)
= (12, b) (M, 0) , (2.6)
M ∈ SL(2,C) , b˜ := bmσ˜m = b˜† , bm ∈ R4 .
It is well known that Minkowski space M4 ≡ R3,1 is a homogeneous space of the
Poincare´ group, and can be identified with the coset space ISO0(3, 1)/SO0(3, 1).
However, it can equivalently be realized as the coset space
M4 = P(4)/SL(2,C) . (2.7)
Its points are naturally parametrized by the Cartesian coordinates xm ∈ R4 cor-
responding to the coset representative:
(12, x) =
(
12 0
−i x˜ 12
)
= exp
(
0 0
−i x˜ 0
)
. (2.8)
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From here one can read off the action of P(4) on M4:
(M, b) (12, x) = (12, x
′) (M, 0) ⇐⇒ x′m = (Λ(M))mn xn + bm . (2.9)
Here Λ: SL(2,C)→ SO0(3, 1) is the doubly covering homomorphism defined by(
Λ(M)
)m
n = −1
2
tr
(
σ˜mMσnM
†) . (2.10)
The right-hand side of (2.9) coincides with the standard action of ISO0(3, 1) on
Minkowski space.
2.2 Matrix realization of the super-Poincare´ group
Supersymmetry is the only consistent and nontrivial extension of the Poincare´
symmetry that is compatible with the principles of quantum field theory [31].
Denote by P(4|N ) the N -extended super-Poincare´ group. It can be realized as
a subgroup of SU(2, 2|N ), the N -extended superconformal group (see Appendix
A for its definition). Any element g ∈ P(4|N ) is a (4 +N )× (4 +N ) supermatrix
of the form:
g = s(b, ε)h(M) , ε := (αi , ¯
i.
α
) , i = 1, . . . ,N (2.11a)
s(b, ε) :=
 12 0 0−i b˜(+) 12 2¯
2 0 1N
 =
 δα
β 0 0
−i b
.
αβ
(+) δ
.
α.
β
2¯
.
αj
2i
β 0 δi
j
 , (2.11b)
h(M) :=
M 0 00 (M−1)† 0
0 0 1N
 =
Mα
β 0 0
0 (M¯−1).
β
.
α 0
0 0 δi
j
 , (2.11c)
where M ∈ SL(2,C) and
bm(±) := b
m ± i iσm¯i = bm ± i αi (σm)αα˙¯
.
αi , bm = bm . (2.12)
The group element s(b, ε) is generated by four commuting (or bosonic) real pa-
rameters bm, 2N anti-commuting (or fermionic) complex parameters αi and their
complex conjugates ¯
.
αi, ¯
.
αi := αi . In supersymmetric quantum field theory, the
various elements of P(4|N ) correspond to several different symmetries, specifi-
cally: h(M) describes a Lorentz transformation, s(b, 0) a space-time translation,
and s(0, ) a supersymmetry transformation.
It is easy to check that the set of supermatrices P(4|N ) introduced is a group.
This follows from the easily verified identities:
s(b, ε)s(c,η) = s(d, ε+ η) , (2.13a)
h(M)s(b, ε)h(M−1) = s
(
Λ(M)b, εˆ
)
, (2.13b)
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where we have defined
dm := bm + cm + i
(
ηiσ
m¯i − iσmη¯i
)
, εˆ := ε
(
M−1 0
0 M†
)
. (2.14)
By definition, N -extended Minkowski superspace is the homogeneous space
M4|4N = P(4|N )/SL(2,C) , (2.15)
where SL(2,C) is now identified with the set of all matrices h(M). The points of
M4|4N can be parametrized by the variables
zM = (xm, θαi , θ¯
i.
α
) ≡ (x,Θ) (2.16)
which correspond to the following coset representative:
s(z) := s(x,Θ) =
 12 0 0−i x˜(+) 12 2θ¯
2θ 0 1N
 = exp
 0 0 0−i x˜ 0 2θ¯
2θ 0 0
 . (2.17)
The action of P(4|N ) on M4|4N is naturally defined by
g = s(b, ε)h(M) : s(z) → s(z′) := s(b, ε)h(M)s(z)h(M−1) . (2.18)
Using this definition allows one to read off a Poincare´ transformation associated
with g = s(b, 0)h(M)
x′m =
(
Λ(M)
)m
n x
n + bm , θ′αi = θ
β
i (M
−1)βα , (2.19)
as well as a supersymmetry transformation corresponding to g = s(0, ε)
x′m = xm + i
(
θiσ
m¯i − iσmθ¯i
)
, θ′αi = θ
α
i + 
α
i . (2.20)
2.3 The super-Poincare´ algebra
We can represent group elements of P(4|N ) in an exponential form:
s(b, ε) = exp i
{
− bmPm + αi Qiα + ¯i.α Q¯
.
α
i
}
, (2.21a)
h(e
1
2ω
mnσmn) =
 e
1
2ω
mnσmn 0 0
0 e
1
2ω
mnσ˜mn 0
0 0 1N
 = exp{ i
2
ωmnJmn
}
, (2.21b)
where ωmn = −ωnm are real parameters, and
σmn := −1
4
(
σmσ˜n − σnσ˜m
)
, σ˜mn := −1
4
(
σ˜mσn − σ˜nσm
)
. (2.22)
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Here Pm, Jmn, Q
i
α and Q¯
α˙
i are the generators of the Lie superalgebra p(4|N ) of
P(4|N ). In field-theoretic representations of p(4|N ), Pm = (−E, ~P ) is identified
with the energy-momentum 4-vector, Jmn the Lorentz generators, and Q
i
α and Q¯
.
α
i
the supersymmetry generators.
Making use of eq. (2.13a), one can derive the (anti-)commutation relations:[
Pm, Pn
]
= 0 , (2.23a)[
Pm, Q
i
α
]
=
[
Pm, Q¯.αi
]
= 0 , (2.23b)
{Qiα , Qjβ} = {Q¯.αi , Q¯.βj} = 0 , (2.23c)
{Qiα , Q¯.βj} = 2δ
i
j (σm)α
.
β
Pm . (2.23d)
In conjunction with commutation relations involving the Lorentz generators, which
can be readily derived with the aid of (2.21b), the above (anti-)commutation re-
lations constitute the N -extended super-Poincare´ algebra. The N = 1 super-
Poincare´ algebra was discovered in 1971 by Golfand and Likhtman [1].
2.4 Adding the R-symmetry group
The super-Poincare´ algebra p(4|N ) has a nontrivial group of outer automor-
phisms that is isomorphic to U(N ) and is known as the R-symmetry group. The
N -extended super-Poincare´ group P(4|N ) can be generalized to include the R-
symmetry group. The resulting supergroup is denoted PA(4|N ). Any element
g ∈ PA(4|N ) is a (4 +N )× (4 +N ) supermatrix of the form [30]:
g = s(b, ε)h(M,U) , ε := (αi , ¯
i.
α
) , i = 1, . . . ,N (2.24a)
s(b, ε) :=
 12 0 0−i b˜(+) 12 2¯
2 0 1N
 , (2.24b)
h(M,U) :=
M 0 00 (M−1)† 0
0 0 U
 , U = (Uij) ∈ U(N ) . (2.24c)
N -extended Minkowski superspace is the homogeneous space
M4|4N = PA(4|N )
/
SL(2,C)×U(N ) . (2.25)
In the case N > 1, the super-Poincare´ algebra can be further generalized to
include central charges [31]. Such a generalization was not considered in [30].
3 Field theory in superspace
This section is a mini-introduction to supersymmetric field theory. It con-
tains only those concepts and results that we consider absolutely essential for the
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subsequent discussion of supersymmetric nonlinear sigma-models. Comprehen-
sive reviews of supersymmetric field theory can be found, e.g., in the textbooks
[28, 29, 32].
3.1 A brief review of the coset construction
Here we succinctly review the salient points of Cartan’s coset construction.
From the point of view of a theoretical physicist, this is a procedure to develop a
field theory on a homogeneous space X = {x} of a Lie group G. The homogeneous
space can always be realized as a left coset space
X = G/H , (3.1)
for some closed subgroup H of G. We denote by pi the natural projection, pi : G→
G/H, defined by pi(g) = gH, for any g ∈ G.
For simplicity, we assume the existence3 of a global cross-section (also known
as coset representative) s(x) : X → G such that
pi ◦ s = id ⇐⇒ pi(s(x)) = x , ∀x ∈ X . (3.2)
We then have the following unique decomposition in the Lie group G: for any
group element g ∈ G there exist unique x ∈ X and h ∈ H such that
g = s(x)h . (3.3)
Now, the fact that G acts on X = G/H can be expressed as follows:
g s(x) = s(g · x)h(g, x) ≡ s(x′)h(g, x) , h(g, x) ∈ H (3.4)
where h(g, x) obeys the property (see, e.g., [33])
h(g1g2, x) = h(g1, g2x)h(g2, x) . (3.5)
Let R be a finite-dimensional representation of H on a vector space V. We
then can define a representation T of G acting on a linear space of fields ϕ(x) over
X with values in V, ϕ : X → V, by the rule:[
T (g)ϕ
]
(g · x) ≡ ϕ′(x′) = R
(
h(g, x)
)
ϕ(x) . (3.6)
The representation T is called induced (more precisely, the representation of G
induced by the representation R of the subgroup H), see, e.g. [33] for more
details. The notion of induced representation is indispensable to quantum field
theory. The point is that all relativistic fields we deal with in physics, are examples
of this construction.
3Quite often, no global cross-section exists, and then one has to restrict the consideration to
local coordinate charts. For example, this happens if X = S2 = SU(2)/U(1) and G = SU(2).
However, in some cases of interest, one can construct such a global cross-section. This is indeed
the case if X = M4|4N and G coincides with P(4|N ) or PA(4|N ).
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The notion of induced representation can be reformulated in a way that requires
no use of h(g, x) [33]. Consider a linear space of V-valued functions on G, φ(g),
such that φ(g h−1) = R(h)φ(g), for arbitrary g ∈ G and h ∈ H. On this space, we
can define a representation T of G by[
T (g)φ
]
(g0) = φ(g
−1g0) , (3.7)
which can be seen to be equivalent to the induced one. Indeed, the construction un-
der consideration reduces to that considered above by introducing ϕ(x) := φ
(
s(x)
)
.
Our next task is to learn how to differentiate fields ϕ(x) over X in a G-covariant
way. Denote by G and H the Lie algebras of G and H, respectively. Suppose
that there exists a complement K of H in G which is invariant under the adjoint
representation of H on the Lie algebra G. Thus we have
G = K ⊕H , [H,H] ∈ H , [H,K] ∈ K . (3.8)
Let {Tα} be a basis of K, and {Ti} a basis for H. Introduce the left-invariant
Maurer-Cartan one-form:
s−1ds = E + Ω , (3.9a)
E = dxµEµ
α(x)Tα ≡ EαTα , (3.9b)
Ω = dxµ Ωµ
i(x)Ti ≡ Eα ΩαiTi . (3.9c)
Here xµ are local coordinates on X, the one-forms {Eα} constitute the vielbein,
and Ω is called the connection. Associated with a group element g ∈ G is the
transformation
x → x′ = g · x ⇐⇒ s(x) → s(x′) = gs(x)h−1(g, x) (3.10)
which leads to: s−1ds → h(s−1ds)h−1 − dhh−1, and hence
E → hEh−1 , Ω → hΩh−1 − dhh−1 . (3.11)
The vielbein is seen to transform covariantly under G, while the transformation
law of Ω includes an inhomogeneous piece typical of gauge fields.
Let ϕ(x) be a field over X with the group transformation law:
ϕ(x) → ϕ′(x′) = h(g, x)ϕ(x) , (3.12)
where, for simplicity of notation, h(g, x) stands for R
(
h(g, x)
)
. The covariant
derivative of ϕ is defined as follows:
Dϕ := (d + Ω)ϕ = EαDαϕ , Dαϕ := (Eα + Ωα)ϕ . (3.13)
Here {Eα = Eαµ(x)∂µ} is the dual basis of {Eα = dxµEµα(x)}, that is
Eα
µ(x)Eµ
β(x) = δa
β ⇐⇒ Eµα(x)Eαν(x) = δµν .
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It should be remarked that the coset representative s(x) is not uniquely defined.
The intrinsic freedom in its choice is described by gauge transformations
s(x) → s˜(x) := s(x) `−1(x) , `(x) ∈ H , (3.14)
with `(x) completely arbitrary. Under such a transformation, the geometric objects
and fields change as follows:
h(g, x) → h˜(g, x) = `(g · x)h(g, x)`−1(x) , (3.15a)
E → E˜ = `E`−1 , Ω → Ω˜ = `Ω`−1 − d` `−1 , (3.15b)
ϕ → ϕ˜ = `ϕ . (3.15c)
3.2 Flat superspace geometry
We can now apply the general formalism developed above to the case of the
N -extended superspace M4|4N , using the following correspondence:
X G H g h xµ s(x) h(g, x)
M4|4N P(4|N ) SL(2,C) s(b, ε)h(M) h(M) zM s(z) h(M)
Here we have denoted zM = (xm, θµı , θ¯
ı.
µ
). It is important to point out that h(M),
which corresponds to h(g, x) in the case under consideration, has no explicit de-
pendence on the superspace coordinates zM . It only remains to identify elements
of the super-Poincare´ algebra that correspond to the generators Tα and Ti:
Tα → TA := (Pa, Qiα, Q¯
.
α
i ) , Ti → Jab .
As a result, we can read off the Maurer-Cartan form [30]
s−1ds =
 0 0 0−i e˜ 0 2dθ¯
2dθ 0 0
 , ea := dxa + i(θiσadθ¯i − dθiσaθ¯i) . (3.16)
In particular, for the vielbein and connection we get
eA = dzMeM
A(z) =
(
ea, dθai , dθ¯
i.
α
)
, Ω = 0 . (3.17)
The components of the vielbein, eA, comprise the supersymmetric one-forms, i.e.
those one-forms which are invariant under the supersymmetry transformations.
Following (3.13), for the covariant derivatives we obtain
D = d ≡ dzM ∂
∂zM
= eADA , DA =
(
∂a, D
i
α, D¯
.
α
i
)
, (3.18)
where the spinor covariant derivatives have the form:
Diα =
∂
∂θαi
+ i (σb)
α
.
β
θ¯
.
βi ∂b , D¯.αi = −
∂
∂θ¯
.
αi
− i θβi (σb)β.α ∂b . (3.19)
In the N = 1 case, we denote zM = (xm, θµ, θ¯.µ) and DA =
(
∂a, Dα, D¯
.
α
)
.
12
3.3 Superfields
In accordance with (3.6), a tensor superfield W(z), with all indices suppressed, is
defined to transform under the super-Poincare´ group as follows:
g = s(b, ε)h(M) : W(z) −→ W ′(z′) = R(M)W(z) , (3.20)
with R a finite-dimensional representation of SL(2,C). The important concept of
superfields was introduced by Salam and Strathdee [34].
In the case of an infinitesimal supersymmetry transformation (g = s(0, ε)), eq.
(3.20) gives
δW :=W ′(z)−W(z) = i (αi Qiα + ¯i.α Q¯.αi )W , (3.21)
where the supersymmetry generators have the form:
Qiα = i
∂
∂θαi
+ (σb)
α
.
β
θ¯
.
βi ∂b , Q¯.αi = −i
∂
∂θ¯
.
αi
− θβi (σb)β.α ∂b . (3.22)
IfW(z) is a tensor superfield, thenDAW(z) is also a tensor superfield. This implies
that the covariant derivatives commute with the supersymmetry transformations,
[DA, 
β
j Q
j
β ] = [DA, ¯
j.
β
Q¯
.
β
j ] = 0 . (3.23)
The spinor covariant derivatives obey the following anti-commutation relations:
{Diα, Djβ} = {D¯.αi, D¯.βj} = 0 , {D
i
α, D¯.βj} = −2iδ
i
j (σ
c)
α
.
β
∂c . (3.24)
3.4 Chiral superfields
Let us return to the coset representative (2.17) and consider its first (4+N )×2
block-column
C(x(+), θ) =
 12−i x˜(+)
2θ
 , xm(+) := xm + i θiσmθ¯i . (3.25)
In accordance with (2.18), the super-Poincare´ transformation law of C(x(+), θ) is:
C(x(+), θ) → C(x′(+), θ′) := g C(x(+), θ)M−1 , g = s(b, ε)h(M) . (3.26)
It follows that the variables xm(+) and θ
α
i transform amongst themselves (that is,
they do not mix with θ¯α˙i) under P(4|N ). This means that all superfields, which
depend on xm(+) and θ
α
i only, preserve this property under the super-Poincare´
group:
Φ(z) := ϕ(x(+), θ) =⇒ Φ′(z) = R(M)Φ(g−1 · z) = ϕ′(x(+), θ) . (3.27)
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Such superfields are singled out by the following first-order differential constraints
D¯.αiΦ = 0 ⇐⇒ Φ(x, θ, θ¯) = eiθiσ
mθ¯i∂m ϕ(x, θ) (3.28)
and are called chiral.
The N = 1 chiral scalar supermultiplet was discovered by Wess and Zumino [3]
in a component form, and some time later re-cast in superspace. Chiral superfields
are indispensable in the context of N = 1, 2 supersymmetric theories.
3.5 Supersymmetric action principle
In order to construct supersymmetric field theories, we have to learn how to
generate supersymmetric invariants. For this, an indispensable mathematical con-
cept is that of Berezin integral [35].
Consider a function f(θ) of one Grassmann variable θ or, equivalently, a func-
tion over R0|1. Integration over R0|1 is defined by∫
dθ f(θ) :=
d
dθ
f(θ) ≡ d
dθ
f(θ)
∣∣∣
θ=0
. (3.29)
This definition can be immediately generalized to define integration over R0|q. Fi-
nally, in conjunction with the standard notion of integration over Rp, we can define
integration over a superspace Rp|q as a multiple integral. A detailed discussion can
be found, e.g., in [29].
In the case of N = 1 supersymmetry, the construction of the most general
supersymmetric actions turns out to be almost trivial. Let L(z) be a real scalar
superfield. Then
S :=
∫
d4xd2θd2θ¯ L (3.30)
is invariant under the N = 1 super-Poincare´ group. To prove the invariance of S,
we note that it can be represented in the following equivalent forms:
S =
1
16
∫
d4xDαD¯2DαL
∣∣∣
θ=0
=
1
16
∫
d4x D¯.αD2D¯
.
αL
∣∣∣
θ=0
, (3.31)
where we have made use of the identity
DαD¯2Dα = D¯.αD2D¯
.
α , D2 := DαDα , D¯
2 := D¯.αD¯
.
α . (3.32)
The proof goes as follows:
δSUSYS =
i
16
∫
d4xDαD¯2Dα
(
Q+ ¯Q¯
)
L
∣∣∣
θ=0
=
i
16
∫
d4x
(
Q+ ¯Q¯
)
DαD¯2DαL
∣∣∣
θ=0
= − 1
16
∫
d4x
(
D + ¯D¯
)
DαD¯2DαL
∣∣∣
θ=0
=
∫
d4x ∂mf
m = 0 , (3.33)
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for some field fm(x). Here we have made use of (i) the explicit form of the spinor
covariant derivatives (3.19) and the supersymmetry generators (3.22), as well as
(ii) the anti-commutation relations (3.24).
Along with the representations (3.31), the action (3.30) can also be written as
S =
1
16
∫
d4xD2D¯2L
∣∣∣
θ=0
= −1
4
∫
d4xD2Lc
∣∣∣
θ=0
, Lc := −1
4
D¯2L . (3.34)
The superfield Lc introduced can be seen to be chiral. This exercise leads to a new
procedure to construct N = 1 supersymmetric invariants. Given a chiral scalar
Lc, D¯.αLc = 0, the functional
Sc :=
∫
d4xd2θLc (3.35)
is invariant under the N = 1 super-Poincare´ group.
The above simple rules of constructing supersymmetric invariants can be read-
ily generalized to the case N > 1. However, it turns out that this does not allow
one to obtain the most interesting actions.
4 Nonlinear sigma-models in N = 1 superspace
In four space-time dimensions, nonlinear sigma-models can possess two types
of supersymmetry: (i) N = 1 supersymmetry or (ii) N = 2 supersymmetry.4 Here
we review their formulations in terms of N = 1 chiral superfields. In what follows,
for the Grassmann integration measure we will use the notation d4θ := d2θd2θ¯.
4.1 N = 1 supersymmetric nonlinear sigma-models
In 1979, Zumino [6] put forward the following N = 1 supersymmetric theory:
S =
∫
d4xd4θK
(
Φa, Φ¯b¯
)
, D¯.αΦa = 0 (4.1)
with the dynamical variables being n chiral scalar superfields, Φa(z), and their
complex conjugates, Φ¯b¯(z). The above action is obtained from that describ-
ing n free massless scalar multiplets [3] by replacing its quadratic Lagrangian,
K0
(
Φ, Φ¯
)
= δab¯ Φ
aΦ¯b¯, with an arbitrary real analytic function. A key result of
the work of [6] is the geometric interpretation of the theory (4.1) it provided. It
demonstrated that the Lagrangian K
(
Φa, Φ¯b¯
)
can be interpreted as the Ka¨hler
potential of a Ka¨hler manifoldM, parametrized by local complex coordinates Φa,
with the following Ka¨hler metric:
gab¯(Φ, Φ¯) =
∂2K
∂Φa∂Φ¯b¯
≡ Kab¯ , gab = ga¯b¯ = 0 . (4.2)
4Only in these cases one can define a scalar supermultiplet comprising fields of spin 0 and 1/2.
The N = 2 scalar supermultiplet is also called a hypermultiplet.
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Here and in what follows, we use the notation:
Ka1...ap b¯1...b¯q :=
∂p+qK
∂Φa1 . . . ∂Φap Φ¯b¯1 . . . Φ¯b¯q
. (4.3)
As is well-known, the metric onM can locally be expressed in terms of a single
function, eq. (4.2), due to the fact that the Ka¨hler form
ω = i gab¯ dΦ
a ∧ dΦ¯b¯ (4.4)
is closed, dω = 0. The metric (4.2) does not change under a Ka¨hler transformation
K
(
Φ, Φ¯
) −→ K(Φ, Φ¯)+ Λ(Φ) + Λ¯(Φ¯) , (4.5)
with Λ(Φ) an arbitrary holomorphic function. For the above interpretation of the
theory (4.1) to be correct, the action functional must be invariant under arbitrary
Ka¨hler transformations. This indeed follows from the facts that (i) the action can
be represented, due to (3.32), as
S =
∫
d4xL , 16L : = DαD¯2DαK
∣∣
θ=0
= D¯.αD2D¯
.
αK
∣∣
θ=0
; (4.6)
and (ii) the space of chiral superfields has a ring structure, that is
D¯.αΦa = 0 −→ D¯.αΛ(Φ) = 0 . (4.7)
The above analysis actually shows that the component Lagrangian, L, in (4.6)
is invariant under arbitrary Ka¨hler transformations (4.5). This property allows us
to demonstrate that the theory is independent of a choice of local coordinates in
the target space. Specifically, if {U(i),Φ(i)} is an atlas on M, and K(i)(Φ(i), Φ¯(i))
is the local Ka¨hler potential corresponding to the chart U(i), then one and the
same point p ∈M can belong to several charts. In the intersections of two charts,
U(i) and U(j), we have
K(j)(Φ(j), Φ¯(j)) = K(i)(Φ(i), Φ¯(i)) +
[
Λ(Φ(i)) + c.c.
]
, Φa(j) = f
a(Φ(i)) , (4.8)
for some holomorphic functions Λ(Φ) and fa(Φ). From here we can see that the
Lagrangian L is indeed independent of the choice of K(i) made.
Let us turn to computing the component Lagrangian. Introduce the component
fields of Φa(z) by the rule:
Φa(x, θ, θ¯) = eiθσ
mθ¯∂m
{
ϕa(x) + θ ψa(x) + θ2F a(x)
}
. (4.9)
Here ϕa and F a are complex scalar fields, while ψaα a spinor field. Direct calcula-
tions lead to
L = −gab¯(ϕ, ϕ¯)
(
∂mϕa ∂mϕ¯
b¯ +
i
4
ψaσm
↔
∇m ψ¯b¯
)
+ gab¯(ϕ, ϕ¯)FaF¯ b¯
+
1
16
Rab¯cd¯(ϕ, ϕ¯)ψ
aψc ψ¯b¯ψ¯d¯ , (4.10)
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where ∇mψa denotes the covariant derivative of ψa,
∇mψa := ∂mψa + (∂mϕb) Γabc(ϕ, ϕ¯)ψc , (4.11)
and we also define
Fa := F a − 1
4
Γabc(ϕ, ϕ¯)ψ
bψc . (4.12)
Finally, Γabc(ϕ, ϕ¯) and Rab¯cd¯(ϕ, ϕ¯) denote the Christoffel symbols and the Riemann
tensor associated with the Ka¨hler metric gab¯(ϕ, ϕ¯),
Γabc = g
ad¯Kbcd¯ , Rab¯cd¯ = Kacb¯d¯ − gef¯ Γeac Γf¯b¯d¯ . (4.13)
The equations of motion for the F¯ s are:
Fa = 0 ←→ F a = 1
4
Γabc(ϕ, ϕ¯)ψ
bψc . (4.14)
The fields F a and their conjugates F¯ a¯ appear in the action without derivatives.
When their equations of motion hold, they become functions of other fields. Their
sole role is to have supersymmetry linearly realized. Such fields are called auxiliary.
4.2 N = 2 supersymmetric nonlinear sigma-models
How to construct N = 2 supersymmetric nonlinear sigma-models? A possible
approach is to work in terms of N = 1 superfields. In such a setting, one starts
from the general N = 1 supersymmetric nonlinear sigma-model [6]
S =
∫
d4xd4θK
(
Φa, Φ¯b
)
, D¯.αΦa = 0 , (4.15)
which is associated with some Ka¨hler manifoldM, and look for those target space
geometries which are compatible with an additional hidden supersymmetry.
As a first step, it is necessary to make an educated guess regarding the explicit
form of a second supersymmetry. A correct ansatz was proposed in [12, 36]. It is
defined modulo an irrelevant trivial symmetry transformation (that is proportional
to the equations of motion), such as
δϕi = Γij
δS[ϕ]
δϕj
, Γij = −Γji (4.16)
that any theory S[ϕ] of bosonic fields ϕi possesses. The second supersymmetry is:
δΦa =
1
2
D¯2
(
¯(θ¯) Ω¯a
)
, δΦ¯a¯ =
1
2
D2
(
(θ) Ωa¯
)
, (4.17)
for some functions Ωa¯ = Ωa¯
(
Φ, Φ¯
)
associated with the Ka¨hler manifold M. Here
the transformation parameter (θ) has the form:
(θ) = τ + αθα , τ, 
α = const , (4.18)
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where α is the supersymmetry parameter, while τ generates a central charge
transformation. Actually, the latter transformation should be a trivial symmetry,
for it is not present in the supersymmetry algebra (2.23c) and (2.23d). However,
it is natural to keep it in (4.18), because such a transformation is generated, off
the mass shell, by commuting the first and second supersymmetries.
There are two simple observations to justify the fact that the ansatz (4.17) is
indeed general. Firstly, since δΦa must be chiral, it can be represented δΦa =
D¯2(. . . ). Secondly, we can assign dimension zero to Φa, and then any function
Ω¯a
(
Φ, Φ¯
)
is also dimensionless. The mass dimensions of α, θα and D¯2 are, re-
spectively, −1/2, −1/2 and +1. These observations lead to (4.17). To be more
precise, it is possible to deform the variation δΦa given in (4.17) by adding a term
proportional to αθαD¯
2Ω¯a. However, the latter proves to generate a trivial sym-
metry (see, e.g., [37] for more details), and therefore can be ignored. In section
9, we show that the transformation law (4.17) naturally follows from an off-shell
formulation for N = 2 supersymmetric nonlinear sigma-models.
The next steps should be to analyze the implications of the requirements that
(i) the action (4.15) be invariant under the transformations (4.17); and (ii) the
first and second supersymmetry transformations form the N = 2 super-Poincare´
algebra on the mass-shell. This analysis was carried out in [36], and here we only
summarize the results obtained.
• The action (4.15) is invariant under the transformations (4.17) if the follow-
ing conditions hold:
ωbc := gba Ω
a¯
,c = −ωcb , (4.19)
and
ωbc ,a¯ := ∂a¯ωbc = ∇a¯ωbc = 0 , (4.20a)
∇aωbc = 0 . (4.20b)
It can be shown that ωbc(Φ) is a globally defined holomorphic two-form on
M.5 Eqs. (4.20a) and (4.20b) mean that the two-form ωbc is covariantly
constant, and therefore the target spaceM is a manifold of restricted holon-
omy.
• The first and the second supersymmetries form the N = 2 super-Poincare´
algebra (with i, j = 1, 2, where the values of isospinor indices are underlined
for later convenience),
{Qiα , Qjβ} = {Q¯α˙i , Q¯β˙j} = 0 , {Qiα , Q¯β˙j} = 2δij (σc)αβ˙ P c , (4.21)
on the equations of motion if
Ω¯a,c¯ Ω
c¯
,b = −δab . (4.22)
5This follows from the fact that, on the mass shell, the variations δΦa and δΦ¯a¯ in (4.17)
should constitute a vector field on M.
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A detailed derivation of the above results can be found in [37].
Denote by J3 the complex structure chosen on the target space M,
J3 =
(
i δab 0
0 −i δa¯b¯
)
. (4.23)
It follows from the previous results that there exist two more covariantly constant
complex structures
J1 :=
(
0 gac¯ω¯c¯b¯
ga¯cωcb 0
)
, J2 :=
(
0 i gac¯ω¯c¯b¯
−i ga¯cωcb 0
)
(4.24)
such that (i) M is Ka¨hler with respect to each of them; and (ii) the operators
JA = (J1, J2, J3) form the quaternionic algebra:
JA JB = −δAB 1 + εABCJC . (4.25)
Therefore the target space M is a hyperka¨hler manifold.
Given a hyperka¨hler space (M, g, JA), we pick one of its complex structures, say
J3, and introduce complex coordinates φ
a compatible with it. In these coordinates,
J3 has the form (4.23). Then, two other complex structures, J1 and J2, are given by
eq. (4.24). The matrix elements of J1 and J2 are determined by the holomorphic
two-form, eq. (4.19), from which we cannot directly read off the functions Ω¯a and
Ωa¯ appearing in (4.17), but only their partial derivatives. Ref. [36] presented the
following explicit expression for Ω¯a:
Ω¯a = ωab
(
Φ
)
Kb
(
Φ, Φ¯
)
, Kb
(
Φ, Φ¯
)
:=
∂
∂Φb
K
(
Φ, Φ¯
)
. (4.26)
Although Ω¯a changes under the Ka¨hler transformations as
K
(
Φ, Φ¯
) → K(Φ, Φ¯)+ Λ(Φ)+ Λ¯(Φ¯) ,
ωab(Φ)Kb
(
Φ, Φ¯
) → ωab(Φ)Kb(Φ, Φ¯)+ ωab(Φ)Λb(Φ) , (4.27)
the supersymmetry transformation δΦa = 12D¯
2
(
¯ Ω¯a
)
remains invariant.
The Lagrangian of the N = 2 supersymmetric sigma-model, eq. (4.15), is the
hyperka¨hler potential of M.
5 N = 2 superspace with auxiliary dimensions
As with the component (N = 0) formulation for generalN = 2 supersymmetric
nonlinear sigma-models [9, 10], their formulation in terms of N = 1 superfields
described above is just an existence theorem. The N = 1 formulation has two
major drawbacks:
• It is not suitable from the point of view of generating N = 2 supersymmetric
nonlinear sigma-models;
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• It provides no insight from the point of view of constructing N = 2 super-
conformal nonlinear sigma-models.
To overcome the drawbacks of the N = 1 formalism is hardly possible without
making use of N = 2 superspace techniques. However, in the early 1980s there
emerged a conceptual problem concerning such techniques. It was realized that
standard multiplets defined in the conventional N = 2 superspace M4|8 are not
suitable (say, too long) for sigma-model constructions. A way out was to look for
an extension of the conventional superspace.
The correct superspace setting was found in 1983–1984 independently by three
groups who pursued somewhat different goals [38, 15, 13]. It is
M4|8 × CP 1 = M4|8 × S2 . (5.1)
Below, we will briefly discuss each of the three approaches mentioned.
5.1 Isotwistor superspace
In order to introduce the construction given in [38], we should start from the
algebra of N = 2 spinor covariant derivatives (i, j = 1, 2):
{Diα , Djβ} = 0 , {D¯i.α , D¯
j.
β
} = 0 , {Diα , D¯j.
β
} = 2i εij (σm)
α
.
β
∂m . (5.2)
Following the work6 of [38], introduce an isotwistor vi ∈ C2 \ {0} and define7
Dα := viD
i
α , D¯.α := vi D¯i.α , vi := εij vj . (5.3)
Then, the anti-commutation relations (5.2) imply that
{Dα,Dβ} = {Dα, D¯.
β
} = {D¯.α, D¯.β} = 0 . (5.4)
These relations allow us to introduce a new type of superfields obeying the (Grass-
mann) analyticity constraints:
Dαφ = D¯.αφ = 0 , φ = φ(z, v, v¯) , v¯i := (vi)∗ . (5.5)
Such a superfield depends of half of the Grassmann coordinates.
It should be pointed out that the operators Dα and D¯.α, eq. (5.3), are not
complex conjugate of each other. However, they turn out to be conjugate with
respect to the generalized conjugation define in subsection 6.2.
The constraints Dαφ = D¯.αφ = 0 do not change if we replace vi → c vi, with
c ∈ C∗, in the definition of Dα and D¯.α. It is natural to restrict our attention
to those superfields which (i) obey the constraints Dαφ = D¯.αφ = 0 and (ii) only
scale under arbitrary re-scalings of v:
φ(z, c v, c¯ v) = cn+ c¯n− φ(z, v, v) , c ∈ C∗ (5.6)
6Rosly’s approach [38] was inspired by earlier ideas due to Witten [39].
7See Appendix C for our convention to raise and lower isotwistor indices.
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for some parameters n± such that n+ − n− is an integer. By redefining φ(z, v, v¯)→
φ(z, v, v¯)/(v†v)n− , we can always choose n− = 0. Any superfield with the homo-
geneity property
φ(n)(z, c v, c¯ v) = cn φ(n)(z, v, v) , c ∈ C∗ (5.7)
is said to have weight n. A weight-n isotwistor superfield is defined to obey the
following properties:
Dαφ
(n) = D¯.αφ(n) = 0 , φ(n)(z, c v, c¯ v) = cn φ(n)(z, v, v) , c ∈ C∗ . (5.8)
We see that the isotwistor vi ∈ C2 \{0} is defined modulo the equivalence rela-
tion vi ∼ c vi, with c ∈ C∗, hence it parametrizes CP 1. The isotwistor superfields
introduced live in the space M4|8×CP 1 which was called isotwistor superspace by
Rosly and Schwarz [40].
Given an isotwistor superfield φ(n)(vi, v¯j), its complex conjugate
φ¯(n)(v¯i, v
j) := φ(n)(vi, v¯j) (5.9)
is no longer isotwistor, for it satisfies neither the constraints (5.5) nor the homo-
geneity condition (5.7). This is completely similar to the situation with the chiral
superfields. However, there is a fundamental difference between the isotwistor and
chiral superfields: for the former one can define a modified conjugation that maps
any isotwistor superfield φ(n)(vi, v¯j) into an isotwistor one φ˘
(n)(vi, v¯j) defined as
a composition of the complex conjugation with the antipodal mapping8 on S2:
φ(n)(vi, v¯j) −→ φ¯(n)(v¯i, vj) −→ φ¯(n)
(
v¯i → −vi, vj → v¯j
)
=: φ˘(n)(vi, v¯j) . (5.10)
The weight-n isotwistor superfield φ˘(n)(vi, v¯j) is said to be the smile-conjugate of
φ(n)(vi, v¯j). One can check that
˘˘
φ(n)(v, v¯) = (−1)nφ(n)(v, v¯) . (5.11)
Therefore, if the weight n is even, real isotwistor superfields can be defined,
φ˘(2m)(v, v¯) = φ(2m)(v, v¯).
5.2 Harmonic superspace approach
We turn to a very brief discussion of the harmonic superspace approach pio-
neered by Galperin, Ivanov, Kalitsyn, Ogievetsky and Sokatchev [15]. A detailed
account can be found, e.g., in the monograph [16].
One can use the equivalence relation vi ∼ c vi, with c ∈ C∗, to switch to a
description in terms of the following normalized isotwistors:
u+i :=
vi√
v†v
, u−i :=
v¯i√
v†v
= u+i =⇒
(
ui
−, ui+
)
∈ SU(2) . (5.12)
8The smile conjugation is similar to the Dirac conjugation of four-component spinors defined
as follows: Ψ→ Ψ := Ψ†γ0.
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The u±i are called harmonics. They are defined modulo the equivalence relation
u±i ∼ exp(±iα)u±i , with α ∈ R. It is clear that the harmonics parametrize the
coset space SU(2)/U(1) ∼= S2.
Associated with an isotwistor superfield φ(n)(z, v, v) is the following superfield
ϕ(n)(z, u+, u−) := φ(n)
(
z,
v√
v†v
,
v¯√
v†v
)
=
1
(
√
v†v)n
φ(n)(z, v, v) (5.13)
obeying the homogeneity condition
ϕ(n)(z, eiα u+, e−iα u−) = einα ϕ(n)(z, u+, u−) . (5.14)
The ϕ(n)(z, u±) is said to have U(1) charge n.
Within the harmonic superspace approach, ϕ(n)(z, u±) is required to be a
smooth charge-n function over SU(2) or, equivalently, a smooth tensor field over
the two-sphere S2. Such a superfield is called analytic. It can be represented, say
for n ≥ 0, by a convergent Fourier series (see, e.g, [41])
ϕ(n)(z, u±) =
∞∑
p=0
ϕ(i1...in+pj1...jp)(z)u+i1 . . . u
+
in+p
u−j1 . . . u
−
jp
, (5.15)
in which the coefficients ϕi1...in+2p(z) = ϕ(i1...in+2p)(z) are ordinary N = 2 super-
fields obeying first-order differential constraints that follow from (5.8). The beauty
of this approach is that the power of harmonic analysis can be used.
To construct supersymmetric theories, a supersymmetric action principle is
required. In harmonic superspace, it includes integration over S2 in addition to
that over the space-time and (half of) Grassmann variables. Let L(4)(z, u±) be a
real analytic superfield of U(1) charge +4, and
L(4)(z, v, v¯) := (v†v)2 L(4)(z, u+, u−) (5.16)
the corresponding weight-n isotwistor superfield. Associated with L(4) is the fol-
lowing N = 2 supersymmetric invariant:
S :=
∫
d4x
∫
d2µ∆(−4)L(4)(z, v, v¯)
∣∣∣
θ=θ¯=0
. (5.17)
Here
d2µ :=
i
2pi
vidv
i ∧ v¯jdv¯j
(v†v)2
=
i
2pi
vidv
i ∧ v¯jdv¯j
(v¯kvk)2
(5.18)
can be recognized as the usual measure on S2. Indeed, introducing a complex
(inhomogeneous) coordinate ζ in the north chart of CP 1 as
vi = v1 (1, ζ) , ζ :=
v2
v1
, i = 1, 2 (5.19)
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one obtains
d2µ =
i
2pi
dζ ∧ dζ¯
(1 + ζζ¯)2
. (5.20)
The operator ∆(−4) in (5.17) is
∆(−4) :=
1
16
∇α∇α∇¯.
β
∇¯
.
β , ∇α := 1
v†v
v¯iD
i
α , ∇¯.β :=
1
v†v
v¯iD¯
i.
β
. (5.21)
5.3 Projective superspace approach
The formation of the projective superspace approach [13, 17, 18, 19, 20] has
taken several years, from 1984 to 1990, although its key elements already appeared
in the work by Karlhede, Lindstro¨m and Rocˇek [13] on self-interacting N = 2 ten-
sor multiplets. The name ‘projective superspace’ was coined in 1990 [19]. Modern
projective-superspace terminology appeared in the 1998 work [20] mostly devoted
to quantum aspects, along with important formal developments, of the approach.
In this approach, off-shell supermultiplets are described in terms of weight-n
isotwistor superfields Q(n)(z, v),
DαQ
(n) = D¯.αQ(n) = 0 , Q(n)(z, c v) = cnQ(n)(z, v) , c ∈ C∗ (5.22)
which are holomorphic over an open domain of CP 1,
∂
∂v¯i
Q(n) = 0 . (5.23)
Such a superfield is called weight-n projective superfield.9 There is no need to
require Q(n)(z, v) to be holomorphic over CP 1, for such a requirement is not
essential for the construction of projective-superspace actions.
The N = 2 supersymmetric action principle is formulated in terms of a La-
grangian L(2)(z, v) which is a real weight-2 projective superfield. The action
functional includes a closed contour integral in CP 1, along with integration over
Minkowski space and half of the Grassmann variables:
S := − 1
2pi
∮
γ
vidv
i
∫
d4x∆(−4)L(2)(z, v)
∣∣∣
θ=θ¯=0
. (5.24)
Here γ denotes a closed contour in CP 1, vi(t), parametrized by an evolution pa-
rameter t. The action makes use of the following fourth-order differential operator:
∆(−4) :=
1
16
∇α∇α∇¯.
β
∇¯
.
β , ∇α := 1
(v, u)
uiD
i
α , ∇¯.β :=
1
(v, u)
uiD¯
i.
β
, (5.25)
9The terminology ‘weight-n projective superfield’ appears to be more appropriate than
‘degree-n projective superfield’ because in the superconformal case the parameter n coincides
with the superconformal weight of Q(n)(z, v) [37].
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where (v, u) := viui. Here ui is a fixed isotwistor chosen to be arbitrary modulo
the condition (v, u) 6= 0 along the integration contour.
Making use of the analyticity constraints obeyed by L(2)(z, v), one can show
that the action is invariant under the N = 2 super-Poincare´ group. The proof is
analogous to that considered earlier in the N = 1 case, eq. (3.33). The supersym-
metry transformation acts on L(2) as follows:
δSUSYL(2) = i
(
αi Q
i
α + ¯
i.
α
Q¯
.
α
i
)L(2) = i (iQi + ¯iQ¯i)L(2) , (5.26)
compare with eq. (3.21). Since the supersymmetry generators anti-commute with
the spinor covariant derivatives, the variation of the actions is:
δSUSYS = − i
2pi
∮
γ
vidv
i
∫
d4x
(
iQ
i + ¯iQ¯i
)
∆(−4)L(2)(z, v)
∣∣∣
θ=θ¯=0
=
1
2pi
∮
γ
vidv
i
∫
d4x
(
iD
i + ¯iD¯i
)
∆(−4)L(2)(z, v)
∣∣∣
θ=θ¯=0
, (5.27)
where we have made use of the explicit form of the supersymmetry generators and
spinor covariant derivatives. Using the completeness relation
δij =
viuj − vjui
(v, u)
, (5.28)
the first term on the right can be transformed as follows:
iD
i = vii∇− 1
(v, u)
uiiD . (5.29)
Here the first term does not contribute to (5.27), since ∇α∆(−4) = ∇¯.α∆(−4) = 0.
As to the second term, the operator Dα can be pushed through ∆
(−4) in (5.27)
until it hits L(2), which gives zero, due to (5.22). In the process of pulling Dα to
the right, there appear contributions proportional to space-time derivatives, due
to the identity
{Dα, ∇¯.
β
} = −2i (σm)
α
.
β
∂m , (5.30)
which do not contribute to the action. This completes the proof.
An important property of the action (5.24) is its invariance under arbitrary
projective transformations of the form:
(ui , vi) → (ui , vi)R , R =
(
a(t) 0
b(t) c(t)
)
∈ GL(2,C) , (5.31)
where the matrix elements of R obey the first-order equations
.
a = b
(
.
v, v)
(v, u)
,
.
b = −b (
.
v, u)
(v, u)
,
.
ψ :=
dψ(t)
dt
(5.32)
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along the integration contour in order to keep the transformed isotwistor ui t-
independent. This invariance allows one to make ui arbitrary modulo the con-
straint (v, u) 6= 0, and therefore the action is independent of ui,
∂
∂ui
S = 0 . (5.33)
The projective-superspace action was originally given in [13] in a form that
differs slightly from (5.24). The latter representation appeared first in [42].
6 Off-shell projective supermultiplets
We now turn to a systematic study of projective supermultiplets.
6.1 Projective superfields in the north chart of CP 1
Introduce the inhomogeneous complex coordinate, ζ, on CP 1 − {∞} defined
by eq. (5.19). Given a weight-n projective superfield Q(n)(z, v), we can associate
with it a new object Q[n](z, ζ) defined as
Q(n)(z, v) −→ Q[n](z, ζ) ∝ Q(n)(z, v) , ∂
∂ζ¯
Q[n] = 0 . (6.1)
The explicit form of Q[n](z, ζ) for various projective multiplets will be given later
on. The superfield introduced can be represented by a series
Q[n](z, ζ) =
q∑
p
Qk(z)ζ
k , −∞ ≤ p < q ≤ +∞ , (6.2)
with Qk(z) some ordinary N = 2 superfields. Here p and q are invariants of the
supersymmetry transformations.
In the north chart of CP 1, the analyticity constraints
DαQ
(n) = D¯.αQ(n) = 0 , Dα := viDiα , D¯.α := vi D¯i.α (6.3)
take the form:
D2αQ
[n](ζ) = ζ D1αQ
[n](ζ) , D¯.α 2Q[n](ζ) = −
1
ζ
D¯.α 1Q[n](ζ) . (6.4)
These relations can be interpreted as follows. The dependence of the component
superfields Qk of Q
[n](ζ) on θα2 and θ¯
2.
α
, is uniquely determined in terms of their
dependence on the variables θα1 ≡ θα and θ¯1.α ≡ θ¯.α, which can be identified with the
Grassmann coordinates of N = 1 superspace parametrized by zM = (xm, θα, θ¯.α).
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6.2 Smile conjugation
The notion of smile conjugation was introduced in subsection 5.1. As formu-
lated, the definition directly applies to Q(n)(z, v). Now we wish to re-express it in
terms of Q[n](z, ζ).
Consider a projective superfield10
Q(z, ζ) ≡ Q[n](z, ζ) =
q∑
−p
Qk(z)ζ
k . (6.5)
It is constrained as in eq. (6.4). Let Q¯(z, ζ¯) be the complex conjugate of Q(z, ζ),
Q¯(z, ζ¯) =
q∑
−p
Q¯k(z)ζ¯
k , Q¯k(z) := Qk(z) . (6.6)
It is not a projective superfield, for it satisfies the conditions
D2αQ¯(ζ¯) = −
1
ζ¯
D1αQ¯(ζ¯) , D¯.α 2Q¯(ζ¯) = ζ¯ D¯.α 1Q¯(ζ¯) , (6.7)
which do not coincide with the analyticity constraints. However, the following
object
Q˘(z, ζ) := Q¯
(
z,−1
ζ
)
=
+p∑
−q
(−1)kQ¯−k(z)ζk (6.8)
does obey the analyticity constraints, and therefore it is a projective superfield.
The Q˘(ζ) is called the smile-conjugate of Q(ζ).
A real projective superfield is characterized by the properties:
Q˘(z, ζ) = Q(z, ζ) =
+p∑
−p
Qk(z)ζ
k , Q¯k(z) = (−1)kQ−k(z). (6.9)
6.3 N = 2 supersymmetric action in N = 1 superspace
Consider the N = 2 supersymmetric action
S := − 1
2pi
∮
γ
vidv
i
∫
d4x∆(−4)L(2)(z, v)
∣∣∣
θi=θ¯i=0
. (6.10)
We recall that L(2)(z, v) is a real weight-2 projective superfield,
∆(−4) :=
1
16
∇2∇¯2 , ∇α := 1
(v, u)
uiD
i
α , ∇¯.β :=
1
(v, u)
uiD¯
i.
β
, (6.11)
10As compared with (6.2), we have changed p→ −p in eq. (6.5).
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and ui is a fixed isotwistor such that (v, u) 6= 0 at each point of γ. As demonstrated
in subsection 5.3, the action is independent of ui.
Without loss of generality, we can assume that the integration contour γ does
not pass through the “north pole” vi ∼ (0, 1). Then, we can introduce the inho-
mogeneous complex coordinate, ζ, on CP 1 − {∞} defined by vi = v1 (1, ζ). Since
the action, S, is independent of ui, the latter can be chosen to be ui = (1, 0), such
that (v, u) = v1 6= 0. We also represent the Lagrangian in the form:
L(2)(z, v) = i v1v2L(z, ζ) = i(v1)2 ζ L(z, ζ) , L˘ = L . (6.12)
It is important to remark that L(z, ζ) is a real projective superfield in the sense
of eq. (6.9). Now, the action takes the form:
S =
1
16
∮
dζ
2pii
∫
d4x ζ (D1)2(D¯2)
2L(z, ζ)
∣∣∣
θi=θ¯i=0
. (6.13)
Finally, if we make use of the analyticity of L,
D2αL(ζ) = ζ D1αL(ζ) , D¯
.
α
2L(ζ) = −
1
ζ
D¯
.
α
1L(ζ) , (6.14)
the action turns into
S =
1
2pii
∮
dζ
ζ
∫
d4x
{ 1
16
(D1)2(D¯1)
2
}
L(z, ζ)
∣∣∣
θi=θ¯i=0
=
1
2pii
∮
dζ
ζ
∫
d4xd4θL(z, ζ)
∣∣∣
θ2=θ¯2=0
. (6.15)
In the final expression for S, the integration is carried out over the N = 1 super-
space.11 The action is now formulated entirely in terms of N = 1 superfields. At
the same time, by construction, it is off-shell N = 2 supersymmetric! This is one
of the most powerful features of the projective superspace approach.
6.4 Projective multiplets and constrained N = 1 superfields
There is an important feature of projective multiplets that has to be specially
emphasized. Consider a projective multiplet
Q[n](z, ζ) =
q∑
p
Qk(z)ζ
k , −∞ ≤ p < q ≤ +∞ . (6.16)
In terms of Qk, the analyticity conditions are:
D2αQk = D
1
αQk−1 , D¯
.
α
2Qk−1 = −D¯
.
α
1Qk . (6.17)
11In what follows, the bar-projection in expressions like the second line in (6.15) is omitted.
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Suppose that the series (6.16) terminates from below, that is p > −∞. Then
Qp and Qp+1 can be seen to be constrained N = 1 superfields. The corresponding
constraints are:
D¯
.
αQp = 0 , D¯
2Qp+1 = 0 , D¯
.
α := D¯
.
α
1 . (6.18)
Thus Qp is chiral, while Qp+1 is said to be linear.
Suppose the series terminates from above, that is q < ∞. Then, the N = 1
superfields Qq and Qq−1 are constrained by
DαQq = 0 , D
2Qq−1 = 0 , Dα := D1α . (6.19)
Thus Qq is antichiral, while Qq−1 is said to be antilinear.
There is a very special case: q− p = 2. Here the N = 1 superfield components
are constrained by the rule:
D¯.αQp = 0 , D¯2Qp+1 = D2Qp+1 = 0 , DαQp+2 = 0 . (6.20)
We see that Qp+1 is both linear and antilinear.
6.5 Off-shell realizations of the hypermultiplet
We now review off-shell projective multiplets that can be used to describe the
N = 2 scalar multiplet, also known as the hypermultiplet, comprising four spin-0
and two spin-1/2 fields. The N = 2 supersymmetric nonlinear sigma-models can
be viewed as models for self-interacting massless hypermultiplets.
Our first example is the so-called real O(2n) multiplet [44, 18], n = 2, 3 . . . ,
which is described by a real weight-2n projective superfield H(2n)(z, v) of the form:
H(2n)(z, v) = Hi1...i2n(z)v
i1 . . . vi2n = H˘(2n)(z, v) . (6.21)
The analyticity constraints (6.3) are equivalent to
Dα(jHi1...i2n) = D¯.α(jHi1...i2n) = 0 . (6.22)
The reality condition H˘(2n) = H(2n) is equivalent to
Hi1...i2n = H
i1...i2n = εi1j1 · · · εi2nj2nHj1...j2n . (6.23)
Associated with H(2n)(z, v) is the superfield H [2n](z, ζ) defined by
H(2n)(z, v) =
(
i v1v2
)n
H [2n](z, ζ) =
(
v1
)2n(
i ζ
)n
H [2n](z, ζ) ,
H [2n](z, ζ) =
n∑
k=−n
Hk(z)ζ
k , H¯k = (−1)kH−k . (6.24)
The H [2n](z, ζ) is real in the sense of (6.9). Its two lowest components in the
expansion (6.24), H−n and H−n+1, are constrained N = 1 superfields, chiral and
linear, respectively,
D¯.αH−n = 0 , D¯2H−n+1 = 0 . (6.25)
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In the family of multiplets considered above, we intentionally did not include
the real O(2) multiplet [13] described by
η(z, ζ) =
1
ζ
ϕ(z) +G(z)− ζ ϕ¯(z) , G¯ = G , D¯.αϕ = D¯2G = 0 . (6.26)
The point is that this multiplet is very special, for it corresponds to the N = 2
tensor multiplet [45] in which one of the four spin-0 states is described by a gauge
antisymmetric second rank tensor field.
All of the O(2n) multiplets, with n = 1, 2, · · · , prove to define holomorphic
tensor fields over CP 1. We now turn to introducing projective multiplets that are
not globally defined on CP 1. By definition, the arctic multiplet [18] is described
by a series
Υ(z, ζ) =
∞∑
k=0
Υk(z)ζ
k , D¯.αΥ0 = 0 , D¯2Υ1 = 0 . (6.27)
Its smile-conjugate, Υ˘(z, ζ), is called an antarctic multiplet,
Υ˘(z, ζ) =
∞∑
k=0
(−1)kΥ¯k(z) 1
ζk
. (6.28)
The superfields Υ(z, ζ) and Υ˘(z, ζ) constitute a polar multiplet. This terminology,
(ant)arctic and polar, was coined in [20] and appears to be quite natural, since
several practitioners of projective superspace come from the Nordic country of
Sweden.
Among the projective multiplets considered, the polar multiplet has two unique
properties. First of all, it is the only multiplet which can be used to describe a
charged hypermultiplet, since the structure of the arctic multiplet allows for phase
transformations
Υ(ζ) −→ eiαΥ(ζ) , α ∈ R . (6.29)
Second, the space of arctic superfields allows for a ring structure: for any arctic
superfields ΥA(ζ) and ΥB(ζ), their product
ΥA(ζ) ·ΥB(ζ) = ΥC(ζ) (6.30)
is also arctic.
7 Sigma-models in projective superspace
We are finally prepared to write down general off-shell N = 2 supersymmetric
nonlinear sigma-models.
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7.1 General off-shell N = 2 supersymmetric sigma-models
Suppose we have a dynamical system described by a set of N = 2 tensor mul-
tiplets. Then, their most general N = 2 supersymmetric sigma-model couplings
are realized by actions of the form [13, 17]:
Stensor =
1
2pii
∮
dζ
ζ
∫
d4x d4θL
(
η(ζ); ζ
)
, (7.1)
with η(ζ) given by eq. (6.26). Upon evaluation of the contour integral, the action
can be shown to reduce to that constructed originally in the N = 1 superspace
setting in [12].12
Similarly, in the case ofO(2n) multiplets defined by eqs. (6.24) and (6.25), their
general N = 2 supersymmetric sigma-model couplings are described by actions of
the form [44, 18]:
SO =
1
2pii
∮
dζ
ζ
∫
d4xd4θL
(
H [... ](ζ); ζ
)
. (7.2)
In the case of polar multiplets defined by eqs. (6.27) and (6.28), their general
sigma-model couplings are described by actions of the form [18]:
Spolar =
1
2pii
∮
dζ
ζ
∫
d4x d4θL
(
Υ(ζ), Υ˘(ζ); ζ
)
. (7.3)
Finally, the most general off-shell N = 2 supersymmetric sigma-models de-
scribe couplings of tensor multiplets, O(2n) multiplets and polar multiplets.
Sgeneral =
1
2pii
∮
dζ
ζ
∫
d4x d4θL
(
η(ζ), H [... ](ζ),Υ(ζ), Υ˘(ζ); ζ
)
. (7.4)
In all of the off-shell N = 2 supersymmetric sigma-models introduced, the
Lagrangian may depend explicitly on ζ. Each of the Lagrangians
L(η; ζ) , L(H [... ]; ζ) , L(Υ, Υ˘; ζ) , L(η,H [... ],Υ, Υ˘; ζ)
should be an analytic function of its arguments, but otherwise arbitrary, modulo
a reality condition with respect to the smile conjugation.
7.2 Generalized Legendre transform construction
The action (7.4) provides us with the most general off-shell N = 2 supersym-
metric sigma-models that can be constructed in projective superspace. The La-
grangian in (7.4) can be chosen at will, modulo mild restrictions discussed earlier.
Different choices of the Lagrangian will lead, in general, to different hyperka¨hler
12Incidentally, using the general results on self-interacting N = 2 tensor multiplets obtained
in [12], the representation (7.1) could have been discovered already in 1983, if the authors of [12]
had used a classical formula of Whittaker for harmonic functions in R3 [43].
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metrics in target space. So, it is natural to ask: Does projective superspace offer
us a free lunch? In other words, can we immediately read off the target space
metric from (7.4)? The answer is “No” in general. Except in the very special case
of tensor models (7.1), which will be discussed separately, one has to go through
a technical procedure known as the generalized Legendre transform construction,
originally sketched in [18], in order to derive a hyperka¨hler metric from (7.4). It
is called ‘generalized’ because it is an extension of the so-called linear Legendre
transform construction [12, 13, 8] to be discussed in the next subsection.
To fix the ideas, consider a N = 2 supersymmetric nonlinear sigma-model
described either by a single O(2n) multiplet (n ≥ 2) or by a polar multiplet.
Upon evaluation of the contour integral, the action becomes
S =
∫
d4xd4θ Loff-shell(Φ, Φ¯,Σ, Σ¯,Uı) , (7.5)
for some Lagrangian Loff-shell(Φ, Φ¯,Σ, Σ¯,Uı). The dynamical variables of the the-
ory consist of (i) two physical superfields Φ and Σ and their conjugates Φ¯ and Σ¯;
and (ii) some number of auxiliary superfields Uı. Here the index ı may take a finite
(2n− 3, in the case of O(2n) multiplet) or infinite (in the case of polar multiplet)
number of values. The physical superfields Φ and Σ are chiral and complex linear,
D¯.αΦ = 0 , D¯2Σ = 0 , (7.6)
while the auxiliary superfields Uı are unconstrained. The Us are auxiliary, for their
Euler-Lagrange equations are algebraic
∂
∂ULoff-shell(Φ, Φ¯,Σ, Σ¯,Uı) = 0 . (7.7)
Under reasonable regularity conditions on the Lagrangian, these equations uniquely
determine the auxiliary superfields as functions of the physical ones,
Uı = Uı(Φ, Φ¯,Σ, Σ¯) . (7.8)
This leads to an action formulated in terms of the physical superfields:
S =
∫
d4xd4θ L(Φ, Φ¯,Σ, Σ¯) , (7.9)
L(Φ, Φ¯,Σ, Σ¯) := Loff-shell
(
Φ, Φ¯,Σ, Σ¯,Uı(Φ, Φ¯,Σ, Σ¯)
)
.
This action is of course N = 2 supersymmetric, however only one of the two super-
symmetries is manifest. Since the auxiliaries have been eliminated, the first and
second supersymmetry transformations form the N = 2 super-Poincare´ algebra
only on the mass shell.
Even though the action (7.9) is formulated in terms of the physical superfields
only, the Lagrangian L(Φ, Φ¯,Σ, Σ¯) is not a hyperka¨hler potential, since the dynam-
ical variable Σ is complex linear. As discussed in subsection 4.2, the Lagrangian
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coincides with the hyperka¨hler potential of the target space provided the theory is
formulated in terms of chiral superfields and their conjugates only. Is it possible
to develop such a (re)formulation for the theory (7.9)? The answer is affirmative
indeed under reasonably general conditions, due to the existence of a duality be-
tween chiral and complex linear superfields that was noticed for the first time by
Zumino [46].
It has been known for thirty years [47] that the chiral and complex linear
superfields provide different off-shell descriptions of the free N = 1 scalar multi-
plet, which are known as the minimal and non-minimal scalar multiplet models,
respectively. They are described by the following actions:
Sminimal =
∫
d4xd4θ Ψ¯ Ψ , D¯.αΨ = 0 , (7.10a)
Snon-minimal = −
∫
d4x d4θ Σ¯ Σ , D¯2Σ = 0 . (7.10b)
It is easy to read off the corresponding equations of motion.13 On the mass shell,
the dynamical superfields must obey the off-shell constraints and the equations of
motion. It is convenient to combine them in a simple table:
free scalar multiplet off-shell constraint equation of motion
minimal D¯.αΨ = 0 D2Ψ = 0
non-minimal D2Σ¯ = 0 D¯.αΣ¯ = 0
One can see that the two models (7.10a) and (7.10b) are dynamically equivalent.
Moreover, these models are dual to each other. This means that they are related
to each other through the use of a first-order action. Such an action can be chosen
[46] to be
Sfirst-order =
∫
d4x d4θ
{
− Γ¯ Γ + Ψ Γ + Ψ¯Γ¯
}
. (7.11)
Here Γ is complex unconstrained, while Ψ is chiral, D¯.αΨ = 0. Varying this action
with respect to Ψ gives Γ = Σ, and then Sfirst-order reduces to (7.10b). On the other
hand, the equation of motion for Γ implies Γ¯ = Ψ, and then Sfirst-order reduces to
(7.10a).
Let us generalize the simple example analyzed above. Consider a theory of
self-interacting complex linear superfields Σa and their conjugates Σ¯a¯ described
by an action of the form
S =
∫
d4x d4θL(Σa, Σ¯b¯) , (7.12)
13In deriving the equations of motion for Ψ and Σ, it is useful to represent Ψ = D¯2R¯ and
Σ = D¯.
α
ξ¯
.
α, for unconstrained superfields R¯ and ξ¯
.
α.
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where the Lagrangain L(Σ, Σ¯) is a real analytic function of the dynamical super-
fields. By analogy with (7.11), we can associate with (7.12) the following first-order
action:
Sfirst-order =
∫
d4xd4θ
{
L(Γ, Γ¯) + Ψa Γa + Ψ¯a¯Γ¯a¯
}
, (7.13)
where Γa are complex unconstrained, while Ψa chiral, D¯.αΨa = 0. This theory is
equivalent to (7.12). Indeed, varying (7.13 with respect to Ψa gives Γ
a = Σa, and
then (7.13) reduces to (7.12). Now, consider the equations of motion for Γa and
Γ¯a¯:
∂
∂Γa
L(Γ, Γ¯) + Ψa = 0 , ∂
∂Γ¯a¯
L(Γ, Γ¯) + Ψ¯a¯ = 0 . (7.14)
These equations allow one to express Γs and Γ¯s in terms of Ψs and Ψ¯s provided
det
(Lab Lab¯
La¯b La¯b¯
)
6= 0 . (7.15)
Then, the action (7.13) turns into
Sdual =
∫
d4x d4θK(Ψa, Ψ¯b¯) , (7.16)
where we have defined
K(Ψ, Ψ¯) :=
{
L(Γ, Γ¯) + Ψa Γa + Ψ¯a¯Γ¯a¯
}∣∣∣
Γ=Γ(Ψ,Ψ¯)
. (7.17)
It is clear that K(Ψ, Ψ¯) is (up to a trivial sign difference) the Legendre transform
of L(Γ, Γ¯). Standard properties of the Legendre transformation now imply
∂
∂Ψa
K(Ψ, Ψ¯)− Γa = 0 , ∂
∂Ψ¯a¯
K(Ψ, Ψ¯)− Γ¯a¯ = 0 (7.18)
as well as
det
(Kab Kab¯
Ka¯b Ka¯b¯
)
6= 0 . (7.19)
It is natural to interpret the Lagrangian in (7.16) as the Ka¨hler potential of a
Ka¨hler manifold. For such an interpretation to be consistent, it must hold that
det
(
∂K
∂ΨaΨ¯b¯
)
6= 0 . (7.20)
Then, due to (7.15) and (7.19), we also must have
det
(
∂L
∂ΣaΣ¯b¯
)
6= 0 . (7.21)
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The latter condition is equivalent to the fact that, say, the first equation in (7.14)
can be solved to express the variables Γ¯s as functions of Ψs and Γs.
Our consideration shows that the requirements (7.15) and (7.21) are essential
for the theory (7.12) to provide a dual description of N = 1 supersymmetric
nonlinear sigma-models.
Before returning to the theory of our interest, eq. (7.9), it is worth mentioning
another important aspect concerning the dual theories (7.12) and (7.16). One can
develop a dual version of (7.16) by considering a first-order action of the form:
Sfirst-order =
∫
d4xd4θ
{
K(U, U¯)− ΣaUa − Σ¯a¯U¯a¯
}
, (7.22)
where the superfields Ua are complex unconstrained, and Σ
a complex linear. The
variables Us and U¯s can be integrated out, due to (7.19). If K coincides with
(7.17), one then ends up with (7.12). However, the Lagrangian in (7.16) is defined
modulo Ka¨hler transformations
K(Ψ, Ψ¯) −→ K˜(Ψ, Ψ¯) = K(Ψ, Ψ¯) + Λ(Ψ) + Λ¯(Ψ¯) , (7.23)
with Λ(Ψ) an arbitrary holomorphic function. If one replaces K → K˜ in (7.22), and
then integrates out the variables Us and U¯s, the resulting theory will be described
by a Lagrangian L˜(Σa, Σ¯b¯) that differs from that appearing in (7.12). Actually,
applying Ka¨hler transformations may lead to quite a bizarre situation. The point
is that the transformed Ka¨hler potential, K˜(Ψ, Ψ¯), always obeys the inequality
(7.20). However, eq. (7.19) may not hold14 for K˜, and then the procedure of
integrating out the variables Us and U¯s from (7.22) becomes more involved.
Finally, let us return to our sigma-model (7.9). It is equivalent to the following
first-order action:
Sfirst-order =
∫
d4x d4θ
{
L(Φ, Φ¯,Γ, Γ¯) + Ψ Γ + Ψ¯Γ¯
}
. (7.24)
Integrating out Γ and Γ¯ leads to an action of the form
Sdual =
∫
d4xd4θH(Φ, Φ¯,Ψ, Ψ¯) , (7.25)
where H(Φ, Φ¯,Ψ, Ψ¯) is the Legendre transform of L(Φ, Φ¯,Σ, Σ¯), with Φ and Φ¯
being treated as parameters. The resulting Lagrangian, H(Φ, Φ¯,Ψ, Ψ¯), is the
Ka¨hler potential of a hyperka¨hler manifold.
7.3 Linear Legendre transform construction
Here we briefly review the famous linear Legendre transform construction [12,
13, 8]. Our presentation is intentionally brief, for it is hardly possible to present
this construction better than it has already been done in [8].
14As an example, consider K(Ψ, Ψ¯) = Ψ¯Ψ and choose K˜(Ψ, Ψ¯) = Ψ¯Ψ + (α/2)(Ψ2 + Ψ¯2), with
α a constant parameter. Eq. (7.19) does not hold for K˜ if α = ±1.
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The most general N = 2 supersymmetric sigma-model coupling of several
tensor multiplets ηi(ζ) is described by an action of the form [13]:
S =
1
2pii
∮
dζ
ζ
∫
d4xd4θL
(
ηi(ζ); ζ
)
, (7.26)
where the dynamical variables are:
ηi(ζ) =
1
ζ
ϕi +Gi − ζ ϕ¯i , D¯.αϕi = 0 , D¯2Gi = G¯i −Gi = 0 . (7.27)
Unlike the multiplets considered in the previous subsection, the tensor multiplet
requires no N = 1 auxiliary superfields. Suppose we have evaluated the contour
integral in (7.26). Then, the action turns into
S =
∫
d4xd4θ L
(
ϕi, ϕ¯i, Gi
)
. (7.28)
Here the Lagrangian cannot yet be identified with a hyperka¨hler potential, for the
superfields Gi are real linear. In order to derive the hyperka¨hler potential of the
target space, we have to dualize each N = 1 tensor multiplet, Gi, into a chiral
superfield Ψi and its conjugates Ψ¯i. It is worth studying in some more detail how
such a duality works.
The N = 1 tensor multiplet [48] provides a variant off-shell realization of the
massless scalar multiplet in which one of the two scalar fields is dualized into a
gauge antisymmetric tensor field. Consider the models for free chiral and real
linear superfields:
Sscalar =
1
2
∫
d4xd4θ (Ψ + Ψ¯)2 , D¯.αΨ = 0 , (7.29a)
Stensor = −1
2
∫
d4xd4θ G2 , D¯2G = G¯−G = 0 . (7.29b)
Here the action (7.29a) can be seen to coincide with (7.10a). The constraint on G
is solved [48] by introducing a chiral spinor prepotential ηα, by the rule
G = Dαηα + D¯.αη¯
.
α , D¯.αηβ = 0 . (7.30)
The prepotential is defined modulo gauge transformations of the form:
δηα = i D¯
2DαV , V = V¯ . (7.31)
The theories (7.29a) and (7.29b) are dynamically equivalent, as can be seen from
the following table:
off-shell constraint equation of motion
scalar multiplet D¯2Dα(Ψ + Ψ¯) = 0 D¯
2(Ψ + Ψ¯) = 0
tensor multiplet D¯2G = 0 D¯2DαG = 0
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Moreover, the theories (7.29a) and (7.29b) are dual to each other, because they
are related to each other by the first-order action [48]
Sfirst-order = −
∫
d4xd4θ
{ 1
2
Π2 −Π(Ψ + Ψ¯)
}
. (7.32)
Here Π is a real unconstrained superfield.
As a generalization of the above example, consider a model of n self-interacting
tensor multiplets [48]
S =
∫
d4xd4θL(Gi) . (7.33)
It proves to be dual to a nonlinear sigma-model described by chiral scalars Ψi and
their conjugates Ψ¯i [12]. To construct the latter, one introduces the first-order
action [12]
Sfirst-order =
∫
d4xd4θ
{
L(Πi) + Πi(Ψi + Ψ¯i)
}
, (7.34)
where Πi are real unconstrained superfields. Varying Ψi gives Π
i = Gi, and then
Sfirst-order reduces to (7.33). On the other hand, one can integrate out Πs using
their equations of motion
∂
∂Πi
L(Π) + Ψi + Ψ¯i = 0 , (7.35)
to end up with
S =
∫
d4xd4θK(Ψi + Ψ¯i) , K(Ψ + Ψ¯) := L(Π) + Πi(Ψi + Ψ¯i) . (7.36)
The Ka¨hler potential, K is the Legendre transform of L. Since K depends on Ψs
and Ψ¯s only via combinations (Ψ+Ψ¯)s, the 2n-dimensional target spaces possesses
at least n U(1) isometries.
The Legendre transformation considered generalizes to any number of tensor
multiplets interacting with matter [12]. In particular, it can be applied to the
model of our interest, eq. (7.28). This requires considering the following first-
order action:
Sfirst−order =
∫
d4xd4θ
{
L(ϕi, ϕ¯i,Πi) + Πi(Ψi + Ψ¯i)
}
. (7.37)
Here Πi is real unconstrained, and Ψi is chiral, D¯.αΨi = 0. Integrating out the
variables Πs leads to an action of the form
Sdual =
∫
d4xd4θH(ϕi, ϕ¯i,Ψj + Ψ¯j) , (7.38)
where H(ϕ, ϕ¯,Ψ + Ψ¯) is the Legendre transform of L(ϕ, ϕ¯,G). It is the Ka¨hler
potential of a hyperka¨hler manifold.
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To construct a dual of (7.38), with respect to the variables Ψs and Ψ¯s, one
could again use a first-order action of the type (7.22), that is
Sfirst-order =
∫
d4x d4θ
{
H(ϕi, ϕ¯i, Uj + U¯j) − ΣiUi − Σ¯iU¯i
}
, (7.39)
where the superfields Ui are complex unconstrained, and Σ
i complex linear. How-
ever, the equations of motion for Us and U¯s imply that Σi = Σ¯i = Gi. Therefore,
the duality transformation can be performed using the following first-order action:
Sfirst-order =
∫
d4x d4θ
{
H(ϕi, ϕ¯i, Vj) −GiVi
}
, (7.40)
with the variables Vi real unconstrained.
7.4 Universality of polar multiplet sigma-models
In general, off-shell N = 2 supersymmetric σ-models can describe couplings of
tensor multiplets, O(2n) multiplets and polar multiplets.
S =
1
2pii
∮
dζ
ζ
∫
d4xd4θL
(
η(ζ), H [... ](ζ),Υ(ζ), Υ˘(ζ); ζ
)
. (7.41)
However, it is always possible, in principle, to dualize any tensor multiplet into
a polar multiplet, and also any O(2n) multiplet into a polar one [18, 20]. As a
result, the most general N = 2 σ-model can in principle be described by polar
multiplets only, using the action [18]
S =
1
2pii
∮
dζ
ζ
∫
d4x d4θL
(
Υ(ζ), Υ˘(ζ); ζ
)
. (7.42)
Different choices of L
(
Υ, Υ˘; ζ
)
may lead to one and the same hyperka¨hler geom-
etry. The point is that a polar multiplet can be dualized into a polar one [49, 50],
and the dual Lagrangian differs, in general, from the original one.
Example: For any real parameter α ∈ R, α 6= ±1, the Lagrangian
Lα
(
Υ, Υ˘; ζ
)
=
1
1− α2
{
Υ˘Υ +
α
2
( 1
ζ2
Υ2 + ζ2Υ˘2
)}
(7.43)
is equivalent (dual) to the free polar multiplet Lagrangian
L(Υ, Υ˘) = Υ˘Υ . (7.44)
8 N = 2 supersymmetric sigma-models on cotan-
gent bundles of Ka¨hler manifolds
As discussed earier, the most general sigma-model couplings of polar multiplets,
eq. (7.42), were introduced in 1988 by Lindstro¨m and Rocˇek [18]. For some ten
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years, this theory remained a purely formal construction, because there existed no
technique to eliminate the auxiliary superfields contained in the arctic multiplet,
except in the case of Lagrangians quadratic in Υ and Υ˘. This situation changed
in the late 1990s when Refs. [21, 49, 51] identified a subclass of models (7.42),
possessing interesting geometric properties. For these models one can develop a
simple procedure to eliminate the auxiliaries in perturbation theory, and in some
cases exactly. They are described by N = 2 supersymmetric actions of the form:
S[Υ, Υ˘] =
1
2pii
∮
γ
dζ
ζ
∫
d4xd4θK
(
ΥI(ζ), Υ˘J¯(ζ)
)
, (8.1)
where γ denotes a closed contour around the origin, K(ΦI , Φ¯J¯) is the Ka¨hler
potential of a real-analytic Ka¨hler manifold M.
As usual, the dynamical variables ΥI(ζ) and Υ˘J¯(ζ) in (8.1) are arctic and
antarctic multiplets, respectively:
ΥI(ζ) =
∞∑
n=0
ΥInζ
n = ΦI + ΣI ζ +O(ζ2) , Υ˘J¯(ζ) =
∞∑
n=0
Υ¯J¯n(−ζ)−n . (8.2)
Here ΦI is chiral, ΣI complex linear,
D¯.αΦI = 0 , D¯2ΣI = 0 , (8.3)
and the remaining component superfields are complex unconstrained. The above
theory is a minimal N = 2 extension of the general N = 1 supersymmetric non-
linear sigma-model [6]
S[Φ, Φ¯] =
∫
d4xd4θK(ΦI , Φ¯J¯) . (8.4)
8.1 Geometric properties
Let us turn to discussing the geometric properties of the theory (8.1). What
distinguishes the Lagrangian in (8.1) from that appearing in the most general
case, eq. (7.42), is that the former has no explicit dependence on ζ. As is well-
known from Classical Mechanics, the mathematical realization of the principle of
the homogeneity of time is that the Lagrangian of a closed dynamical system has
no explicit dependence on the time variable. Given such a Lagrangian, L(q,
.
q),
the action is invariant under arbitrary time translations. The Lagrangian in (8.1)
has no explicit dependence of ζ which can be viewed to be a complex evolution
parameter. It is easy to see that (8.1) is invariant under U(1) transformations
Υ(ζ) 7→ Υ(eiαζ) ⇐⇒ Υn(z) 7→ einαΥn(z) . (8.5)
Transformations ζ → eiαζ can be interpreted as time translations along γ. This
becomes manifest if the integration contour γ is chosen to be ζ(t) = R eit.
The N = 2 supersymmetric sigma-model inherits all the geometric features of
its N = 1 predecessor, specifically:
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• Ka¨hler invariance
N = 1 case : K(Φ, Φ¯) −→ K(Φ, Φ¯) + Λ(Φ) + Λ¯(Φ¯) , (8.6a)
N = 2 case : K(Υ, Υ˘) −→ K(Υ, Υ˘) + Λ(Υ) + Λ¯(Υ˘) ; (8.6b)
• Holomorphic reparametrizations of the Ka¨hler manifold
N = 1 case : ΦI −→ Φ′I = f I(Φ) , (8.7a)
N = 2 case : ΥI(ζ) −→ Υ′I(ζ) = f I
(
Υ(ζ)
)
. (8.7b)
Therefore, the physical superfields of the N = 2 theory
ΥI(ζ)
∣∣∣
ζ=0
= ΦI ,
dΥI(ζ)
dζ
∣∣∣
ζ=0
= ΣI , (8.8)
should be regarded, respectively, as coordinates of a point in the Ka¨hler manifold
and a tangent vector at the same point. We conclude that the variables (ΦI ,ΣJ)
parametrize the holomorphic tangent bundle TM of the Ka¨hler manifold [21].
8.2 Tangent-bundle and cotangent-bundle formulations
To describe the theory in terms of the physical superfields ΦI and ΣI only, all
the auxiliary superfields have to be eliminated with the aid of the corresponding
algebraic equations of motion∮
dζ
ζ
ζn
∂K(Υ, Υ˜)
∂ΥI
=
∮
dζ
ζ
ζ−n
∂K(Υ, Υ˜)
∂Υ˜J¯
= 0 , n ≥ 2 . (8.9)
Let ΥI∗(ζ) ≡ Υ∗(ζ; Φ, Φ¯,Σ, Σ¯) denote their unique solution subject to the initial
conditions
ΥI∗(0) = Φ
I ,
.
ΥI∗(0) = Σ
I . (8.10)
For a general Ka¨hler manifold M, the auxiliary superfields ΥI2,ΥI3, . . . , and
their conjugates, can be eliminated using perturbation theory only, with the aid
of the following ansatz [52]:
ΥIn =
∞∑
p=0
GIJ1...Jn+p L¯1...L¯p(Φ, Φ¯) Σ
J1 . . .ΣJn+p Σ¯L¯1 . . . Σ¯L¯p , n ≥ 2 . (8.11)
This is the most general ansatz compatible with the U(1) symmetry (8.5). The only
essential assumption to justify the use of perturbation theory is the requirement
that the Ka¨hler potential K(Φ, Φ¯) is real analytic. Determining step by step the
coefficients GIJ1...Jn+p L¯1...L¯p(Φ, Φ¯), we can completely reconstruct the required
solution ΥI∗(ζ).
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In some cases, the solution ΥI∗(ζ) can be determined exactly. Let M be a
Hermitian symmetric space, and hence its curvature tensor is covariantly constant.
∇LRI1J¯1I2J¯2 = ∇¯L¯RI1J¯1I2J¯2 = 0 . (8.12)
Then, the curve Υ∗(ζ) turns out to obey the generalized geodesic equation [49]:
d2ΥI∗(ζ)
dζ2
+ ΓIJK
(
Υ∗(ζ), Φ¯
) dΥJ∗ (ζ)
dζ
dΥK∗ (ζ)
dζ
= 0 . (8.13)
A derivation of this result will be given below. It follows from (8.13) that only the
term with p = 0 in (8.11) is non-zero in the case of Hermitian symmetric spaces.
Suppose that all the auxiliary superfields have been eliminated, and the Υ∗(ζ)
is known explicitly. The next technical problem to address is the evaluation of the
contour integral:
Stb[Φ,Σ] :=
1
2pii
∮
dζ
ζ
∫
d4xd4θK
(
Υ∗(ζ), Υ˘∗(ζ)
)
. (8.14)
This is only a technical issue, rather complicated in practice. However complicated,
the outcome should be an action of the form:
Stb[Φ,Σ] =
∫
d4xd4θ
{
K
(
Φ, Φ¯
)
+ L(Φ, Φ¯,Σ, Σ¯)} ,
L =
∞∑
n=1
LI1···InJ¯1···J¯n
(
Φ, Φ¯
)
ΣI1 . . .ΣInΣ¯J¯1 . . . Σ¯J¯n :=
∞∑
n=1
L(n) . (8.15)
Here LIJ¯ = −gIJ¯
(
Φ, Φ¯
)
and the coefficients LI1···InJ¯1···J¯n , for n > 1, are tensor
functions of the Ka¨hler metric gIJ¯
(
Φ, Φ¯
)
= ∂I∂J¯K(Φ, Φ¯), the Riemann curvature
RIJ¯KL¯
(
Φ, Φ¯
)
and its covariant derivatives. Each term L(n) in the Lagrangian
contains equal powers of Σ and Σ¯, since the original action is invariant under the
rigid U(1) transformations (8.5).
It is instructive to reproduce here the explicit expressions for several functions
L(n) appearing in (8.15). Direct calculations give
L(1) = −gIJ¯ΣIΣ¯J¯ , (8.16a)
L(2) = 1
4
RI1J¯1I2J¯2Σ
I1ΣI2Σ¯J¯1Σ¯J¯2 , (8.16b)
L(3) = − 1
12
{1
6
{∇I3 , ∇¯J¯3}RI1J¯1I2J¯2 +RI1J¯1I2LRLJ¯2I3J¯3
}
×ΣI1 . . .ΣI3Σ¯J¯1 . . . Σ¯J¯3 (8.16c)
The expression for L(4) is given in [53].
To construct the dual formulation of (8.15), we follow the general scheme of
subsection 7.2 and consider the first-order action
Sfirst-order =
∫
d4xd4θ
{
K
(
Φ, Φ¯
)
+ L(Φ, Φ¯,Γ, Γ¯)+ ΨI ΓI + Ψ¯I¯ Γ¯I¯} . (8.17)
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Here the tangent vector ΓI is now complex unconstrained, while the one-form ΨI
is chiral, D¯.αΨI = 0. Varying ΨI gives D¯2ΓI = 0, that is ΓI = ΣI , and then (8.17)
reduces to the original action. On the other hand, varying ΓI gives
∂
∂ΓI
L(Φ, Φ¯,Γ, Γ¯)+ ΨI = 0 . (8.18)
Eliminating the Γs and their conjugates15 leads to the dual action
Sctb[Φ,Ψ] =
∫
d4x d4θ
{
K
(
Φ, Φ¯
)
+H(Φ, Φ¯,Ψ, Ψ¯)} ,
H(Φ, Φ¯,Ψ, Ψ¯) = ∞∑
n=1
HI1···InJ¯1···J¯n(Φ, Φ¯)ΨI1 . . .ΨInΨ¯J¯1 . . . Ψ¯J¯n , (8.19)
with
HIJ¯(Φ, Φ¯) = gIJ¯(Φ, Φ¯) . (8.20)
The fact that each term in the expansion ofH(Φ, Φ¯,Ψ, Ψ¯) contains equal powers of
Ψ and Ψ¯, follows from the invariance of (8.17) under the rigid U(1) transformations
ΦI(z) → ΦI(z) , ΓI(z) → eiαΓI(z) , ΨI(z) → e−iαΨII(z) . (8.21)
In the dual formulation of the N = 2 supersymmetric sigma-model, the target
space is (an open neighborhood of the zero section of) the cotangent bundle T ∗M
of the Ka¨hler manifold M [49, 51]. It is therefore a hyperka¨hler space, and
K(Φ, Φ¯,Ψ, Ψ¯) := K
(
Φ, Φ¯
)
+H(Φ, Φ¯,Ψ, Ψ¯) (8.22)
the corresponding hyperka¨hler potential. Since
H(Φ, Φ¯,Ψ, Ψ¯) = gIJ¯(Φ, Φ¯)ΨIΨ¯J¯ +O(|Ψ|4) , (8.23)
the hyperka¨hler metric is nonsingular in a neighborhood of the zero section of
T ∗M. These results agree with those derived independently in the mathematical
literature by purely geometric means [54, 55].
8.3 Hermitian symmetric spaces: Method I
If the Ka¨hler manifold M is Hermitian symmetric, then the N = 2 supersym-
metric sigma-model on T ∗M can be derived in closed form, as was first sketched in
[49]. To carry out such a construction, there have been developed two alternative
methods that are based on the use of conceptually different ideas and tools:
• Method I [49, 51, 56, 57] makes use of the properties that (i) M is a ho-
mogeneous space, M = G/H; (ii) the group G acts on M by holomorphic
isometries.
15Since L = −gIJ¯ΣI Σ¯J¯ +O(|Σ|4), both requirements (7.15) and (7.21) hold in a neighborhood
of the zero section of the tangent bundle, TM, of M.
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• Method II [58, 59] makes use of (i) the covariant constancy of the curvature;
(ii) extended supersymmetry.
We now turn to discussing the first method. Method II will be reviewed in the
next subsection.
As before, denote by Υ∗(ζ) ≡ Υ∗(ζ; Φ, Φ¯,Σ, Σ¯) the unique solution of the aux-
iliary field equations (8.9) under the initial conditions (8.10). Using the canonical
coordinates [60, 61] for the Hermitian symmetric space M, which are defined in
Appendix B, we can find a part of the solution:
Υ0(ζ) ≡ Υp0(ζ) := Υ∗(ζ; Φ = 0, Φ¯ = 0,Σ0, Σ¯0) , Υp0(0) = p0 (8.24)
with Σ0 a tangent vector at p0 ∈M, the origin of the canonical coordinate system.
It is
Υ0(ζ) = Σ0 ζ , Υ˘0(ζ) = − Σ¯0
ζ
. (8.25)
As a next step, we can construct a curve
Υp(ζ) , Υp(0) = p ∈M
obtained from Υp0(ζ) by applying an isometry transformation g ∈ G such that
g ·p0 = p. The holomorphic isometry transformations leave invariant the auxiliary
field equations.
Let U ⊂M be the neighborhood on which the canonical coordinate system is
defined. We can construct a coset representative, S: U → G, with the following
property: associated with a point p ∈ U is the holomorphic isometry S[p] ∈ G of
M, q → S[p] · q ∈M, for any q ∈M, such that
S[p] · p0 = p . (8.26)
In local coordinates, S[p] = S[Φ, Φ¯], and it acts on a generic point q ∈ U parametrized
by complex variables (ΞI , Ξ¯J¯) as follows:
Ξ → Ξ′ = f(Ξ; Φ, Φ¯) , f(0; Φ, Φ¯) = Φ . (8.27)
Now, applying the group transformation S(Φ, Φ¯) to Υ0(ζ) gives
Υ0(ζ) → Υ∗(ζ) = f(Υ0(ζ); Φ, Φ¯) = f(Σ0 ζ; Φ, Φ¯) , Υ∗(0) = Φ . (8.28)
Imposing the second initial condition,
.
Υ∗(0) = Σ, gives
ΣI = ΣJ0
∂
∂ΞJ
f I(Ξ; Φ, Φ¯)
∣∣∣
Ξ=0
, (8.29)
and thus Σ0 can be uniquely expressed in terms of Σ and Φ, Φ¯. As a result, the
desired curve by Υ∗(ζ) has been constructed.
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As pointed out earlier, the curve Υ∗(ζ) obeys the generalized geodesic equation
(8.13). Now we are in a position to justify the claim. In the canonical coordinate
system, the curve
Υ0(ζ) = Σ0 ζ , Υ˘0(ζ) = − Σ¯0
ζ
(8.30)
is characterized by
d2ΥI0(ζ)
dζ2
=
d2ΥI0(ζ)
dζ2
+ ΓIJK
(
Υ0(ζ), Φ¯ = 0
) dΥJ0 (ζ)
dζ
dΥK0 (ζ)
dζ
= 0 . (8.31)
Since the equation
d2ΥI(ζ)
dζ2
+ ΓIJK
(
Υ(ζ), Φ¯
) dΥJ(ζ)
dζ
dΥK(ζ)
dζ
= 0 (8.32)
is invariant under holomorphic isometries, we conclude that Υ∗(ζ) indeed obeys
the generalized geodesic equation (8.13).
Eq. (8.13) leads to a simple corollary that is of special importance for the
method to be discussed in the next subsection. Using repeatedly eq. (8.13) allows
us to compute the Taylor coefficients Υ2,Υ3, . . . , in the expansion
ΥI∗(ζ) =
∞∑
n=0
ΥInζ
n = ΦI + ΣI ζ + ΥI2 ζ
2 +O(ζ3) . (8.33)
In particular, we derive
ΥI2 = −
1
2
ΓIJK
(
Φ, Φ¯
)
ΣJΣK . (8.34)
8.4 The Eguchi-Hanson metric and its non-compact cousin
As an instructive application of the method described, we consider the two-
sphere M = SU(2)/U(1) ∼= CP 1 = C ∪ {∞}. In the north chart of CP 1, the
Ka¨hler potential and metric are:
K(z, z¯) = r2 ln (1 + zz¯) , gzz¯(z, z¯) = r
2 (1 + zz¯)
−2
, (8.35)
with 1/r2 being proportional to the curvature. The coordinate system under
consideration is canonical in the sense of Appendix B.
Fractional linear (isometry) transformation
z −→ S[Φ,Φ¯](z) =
z + Φ
−Φ¯z + 1 , S[Φ,Φ¯](0) = Φ (8.36)
induces
Υ∗(ζ) =
Φ(1 + ΦΦ¯) + ζΣ
1 + ΦΦ¯− ζΦ¯Σ , (8.37)
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and then
K
(
Υ∗(ζ), Υ˘∗(ζ)
)
= r2 ln
{(
1 + ΦΦ¯
)(
1− Σ Σ¯
(1 + ΦΦ¯)2
)}
+ζ Λ
(
ζ
)− 1
ζ
Λ¯
(− 1/ζ) , (8.38)
with Λ(ζ) some holomorphic function. The action becomes
S[Υ∗, Υ˘∗] =
∫
d4xd4θ
{
K(Φ, Φ¯) + r2 ln
(
1− 1
r2
gΦΦ¯(Φ, Φ¯) Σ Σ¯
)}
, (8.39)
and is well-defined under the global restriction
gΦΦ¯(Φ, Φ¯) Σ Σ¯ < r
2 . (8.40)
To construct the dual formulation of (8.39), we should introduce the corre-
sponding first-order action (8.17). The equation of motion for Γ, (8.18), in our
case becomes
gΦΦ¯(Φ, Φ¯) Γ¯
r2 − gΦΦ¯(Φ, Φ¯) ΓΓ¯
=
1
r2
Ψ , gΦΦ¯(Φ, Φ¯) Γ Γ¯ < r
2 . (8.41)
This equation and its conjugate allow us to express Γ in terms of Ψ and its con-
jugate, without any restriction on Ψ16
Ψ Ψ¯ < ∞ . (8.42)
As a result, the target space of the dual theory coincides with T ∗CP 1 parametrized
by local complex variables (Φ,Ψ). The Lagrangian of the dual theory, eq. (8.19),
is the hyperka¨hler potential
K(Φ, Φ¯,Ψ, Ψ¯) = K(Φ, Φ¯) +H(Φ, Φ¯,Ψ, Ψ¯) ,
H(Φ, Φ¯,Ψ, Ψ¯) = r2κF(κ) , r2κ = gΦΦ¯(Φ, Φ¯) ΨΨ¯ , (8.43a)
F(x) := 1
x
{√
1 + 4x− 1− ln 1 +
√
1 + 4x
2
}
, F(0) = 1 (8.43b)
corresponding to the Eguchi-Hanson metric in the form given by Calabi [7].
It is of some interest to repeat the above analysis for the complex hyperbolic
lineM = SU(1, 1)/U(1) ≡ H, which is a non-compact cousin of CP 1. The Ka¨hler
potential and metric of H are:
K(z, z¯) = − r2 ln (1− zz¯) , gzz¯(z, z¯) = r2 (1− zz¯)−2 . (8.44)
16The relations (8.40) and (8.42) are analogous to those appearing in special relativity. For a
massive particle, its velocity, ~v, is constrained by |~v| < c, however the three-momentum, ~p, can
take arbitrary values, |~p| <∞.
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Instead of the action (8.39), we now have
S[Υ∗, Υ˘∗] =
∫
d4xd4θ
{
K(Φ, Φ¯)− r2 ln
(
1 +
1
r2
gΦΦ¯(Φ, Φ¯) Σ Σ¯
)}
. (8.45)
The action is defined on TH, and no restriction on the tangent variable Σ occurs.
However, the dual formulation of the theory is well defined under the restriction
gΦΦ¯(Φ, Φ¯) Ψ Ψ¯ < r2 . (8.46)
As a result, the hyperka¨hler structure is defined on the open disc bundle in the
cotangent bundle T ∗H.
It is known that any compact Riemann surface, Mg, of genus g > 1 can be
obtained from H by factorization with respect to a discrete subgroup of SU(1, 1),
see, e.g., [62]. Using the hyperka¨hler metric constructed on the open disc bundle in
T ∗H, we can generate a hyperka¨hler structure defined on an open neighbourhood
of the zero section of T ∗Mg. The obtained hyperka¨hler metric is not complete.
8.5 Hermitian symmetric spaces: Method II
Method I was successfully applied to the four series of compact Hermitian
symmetric spaces:
U(m+ n)
U(m)×U(n) ,
Sp(n)
U(n)
,
SO(2n)
U(n)
,
SO(n+ 2)
SO(n)× SO(2) , (8.47)
as well as to their non-compact versions:
U(m,n)
U(m)×U(n) ,
Sp(n,R)
U(n)
,
SO∗(2n)
U(n)
,
SO0(n, 2)
SO(n)× SO(2) , (8.48)
on case by case basis. This construction was finalized in [57]. The general results
are as follows:
• If the Hermitian symmetric spaceM is compact, then the hyperka¨hler struc-
ture is defined on the whole T ∗M;
• If M is non-compact, then the hyperka¨hler structure is defined on a neigh-
bourhood of the zero section of T ∗M, and cannot be extended to the whole
cotangent bundle.
A detailed discussion of these are related properties can be found in [57].
Although method I worked well for the regular series listed, it turned out to
be impractical in the case of the exceptional Hermitian symmetric spaces
E6
SO(10)×U(1) ,
E7
E6 ×U(1) . (8.49)
In order to work out these cases, an alternative method was developed in [58].
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The method introduced in [58] is based on the use of extended supersymmetry.
Let us start from the N = 2 supersymmetry transformation of the arctic multiplet
δΥI(ζ) = i
(
εαi Q
i
α + ε¯
i
α˙Q¯
α˙
i
)
ΥI(ζ) (8.50)
considered as a N = 2 superfield. As a next step, we reduce this transformation
to N = 1 superspace. Then, the second hidden supersymmetry proves to act on
the physical superfields Φ and Σ as
δΦI = ε¯.αD¯
.
αΣI , δΣI = −εαDαΦI + ε¯.αD¯
.
αΥI2 . (8.51)
Upon elimination of the auxiliary superfields, the component ΥI2 becomes a func-
tion of the physical superfields,
ΥI2 = −
1
2
ΓIJK
(
Φ, Φ¯
)
ΣJΣK . (8.52)
The tangent-bundle action
Stb[Φ,Σ] =
∫
d4xd4θ
{
K
(
Φ, Φ¯
)
+ L(Φ, Φ¯,Σ, Σ¯)} ,
L =
∞∑
n=1
LI1···InJ¯1···J¯n
(
Φ, Φ¯
)
ΣI1 . . .ΣInΣ¯J¯1 . . . Σ¯J¯n (8.53)
has to be invariant under the above supersymmetry transformation. This is a
highly nontrivial requirement. Indeed, by making use of the fact the the Riemann
curvature is covariantly constant,
∇LRI1J¯1I2J¯2 = ∇¯L¯RI1J¯1I2J¯2 = 0 , (8.54)
and hence
∇LLI1···InJ¯1···J¯n = ∇¯L¯LI1···InJ¯1···J¯n = 0 , (8.55)
we are able to show that the action is indeed supersymmetric provided the La-
grangian L obeys the following linear differential equation:
1
2
ΣKΣLRKJ¯L
I LI + LJ¯ + gIJ¯ ΣI = 0 , LI :=
∂
∂ΣI
L . (8.56)
A general solution of (8.56), which is compatible with the series expansion (8.53),
was found in [58]. It is
L(Φ, Φ¯,Σ, Σ¯) = −gIJ¯ Σ¯J¯ eRΣ,Σ¯ − 1RΣ,Σ¯ ΣI ,
RΣ,Σ¯ := −
1
2
ΣKΣ¯L¯RKL¯I
J ΣI
∂
∂ΣJ
. (8.57)
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In the dual, cotangent bundle formulation
Sctb[Φ,Ψ] =
∫
d4x d4θ
{
K
(
Φ, Φ¯
)
+H(Φ, Φ¯,Ψ, Ψ¯)} ,
H =
∞∑
n=1
HI1···InJ¯1···J¯n(Φ, Φ¯)ΨI1 . . .ΨInΨ¯J¯1 . . . Ψ¯J¯n , (8.58)
the ‘Hamiltonian’ H proves to obey the nonlinear differential equation:
HI gIJ¯ −
1
2
HKHLRKJ¯LI ΨI = Ψ¯J¯ , HI =
∂
∂ΨI
H . (8.59)
It can be deduced from (8.56) by making use of the properties of the Legendre
transformation.
Using the above results, the case of E6/SO(10)×U(1) was worked out for the
first time in [58].
A closed-form expression for H(Φ, Φ¯,Ψ, Ψ¯) was not obtained in [58]. It was
derived in [59]. The same work also provided an alternative closed-form expression
for L(Φ, Φ¯,Σ, Σ¯). We reproduce here only the results obtained in [59].
Tangent-bundle formulation
L(Φ, Φ¯,Σ, Σ¯) = −1
2
ΣTg
ln
(
1 +RΣ,Σ¯
)
RΣ,Σ¯
Σ , Σ :=
(
ΣI
Σ¯I¯
)
. (8.60)
Here we have defined
g :=
(
0 gIJ¯
gI¯J 0
)
, RΣ,Σ¯ :=
(
0 (RΣ)
I
J¯
(RΣ¯)
I¯
J 0
)
,
(RΣ)
I
J¯ :=
1
2
RK
I
LJ¯ Σ
KΣL , (RΣ¯)
I¯
J := (RΣ)I J¯ . (8.61)
Cotangent-bundle formulation
H(Φ, Φ¯,Ψ, Ψ¯) = 1
2
ΨTg−1F
(
−RΨ,Ψ¯
)
Ψ , Ψ :=
(
ΨI
Ψ¯I¯
)
, (8.62)
where the function F(x) is given by eq. (8.43b). The operator RΨ,Ψ¯ is defined as
RΨ,Ψ¯ :=
(
0 (RΨ)I
J¯
(RΨ¯)I¯
J 0
)
,
(RΨ)I
J¯ = (RΨ)IK g
KJ¯ , (RΨ)KL :=
1
2
RK
I
L
J ΨIΨJ . (8.63)
As a result, for any Hermitian symmetric space M, the hyperka¨hler potential
on T ∗M is:
K(Φ, Φ¯,Ψ, Ψ¯) = K(Φ, Φ¯) +
1
2
ΨTg−1F
(
−RΨ,Ψ¯
)
Ψ . (8.64)
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In the mathematical literature, there exists a different representation for the
hyperka¨hler potential derived in [63]. The Biquard-Gauduchon representation is
H(Φ, Φ¯,Ψ, Ψ¯) = Ψ†gˇ−1F
(
− RΨ,Ψ¯
)
Ψ , (8.65)
where
(RΨ,Ψ¯)IJ :=
1
2
RI
JK¯LΨLΨ¯K¯ (8.66)
and gˇ denotes an off-diagonal block of the Ka¨hler metric,
g :=
(
0 gIJ¯
gI¯J 0
)
≡
(
0 gˆ
gˇ 0
)
. (8.67)
The above unified formula was derived by Biquard and Gauduchon with the
aid of purely algebraic means involving the root theory for Hermitian symmetric
spaces, in conjunction with some guesswork based on the use of the Calabi metrics
for T ∗CPn [7]. In the supersymmetric setting described above, the results were
obtained by making use of a regular procedure. No guesswork was needed.
9 The case of an arbitrary Ka¨hler manifold M
In the previous section, we used the power of supersymmetry to determine the
hyperka¨hler potential on the cotangent bundle T ∗M of an arbitrary Hermitian
symmetric space. It is natural to wonder how much information can be extracted
by using similar supersymmetry considerations in the case whenM is an arbitrary
real-analytic Ka¨hler space. This problem was analyzed in [37]. Here we give a brief
review of the results obtained.
Upon elimination of the auxiliary superfields, the second hidden supersymme-
try becomes
δΦI = ε¯.αD¯
.
αΣI , δΣI = −εαDαΦI + ε¯.αD¯
.
α ΥI2(Φ, Φ¯,Σ, Σ¯) . (9.1)
where the general form for ΥI2(Φ, Φ¯,Σ, Σ¯) is as follows:
ΥI2(Φ, Φ¯,Σ, Σ¯) = −
1
2
ΓIJK
(
Φ, Φ¯
)
ΣJΣK +GI(Φ, Φ¯,Σ, Σ¯) ,
GI(Φ, Φ¯,Σ, Σ¯) :=
∞∑
p=1
GIJ1...Jp+2 L¯1...L¯p(Φ, Φ¯) Σ
J1 . . .ΣJp+2 Σ¯L¯1 . . . Σ¯L¯p (9.2)
Here GIJ1...Jp+2 L¯1...L¯p(Φ, Φ¯) are tensor functions of the Ka¨hler metric, the Rie-
mann curvature RIJ¯KL¯
(
Φ, Φ¯
)
and its covariant derivatives.
The above representation for ΥI2(Φ, Φ¯,Σ, Σ¯) follows from the structure of the
transformation laws with respect to holomorphic reparametrizations of the Ka¨hler
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manifold M:
ΦI −→ Φ′I = f I(Φ) , (9.3a)
ΣI −→ Σ′I = ∂f
I(Φ)
∂ΦJ
ΣJ , (9.3b)
ΥI2 −→ Υ′I2 =
1
2
∂2f I
(
Φ
)
∂ΦJ∂ΦK
ΣJΣK +
∂f I
(
Φ
)
∂ΦJ
ΥJ2 . (9.3c)
One can check that
GI(Φ, Φ¯,Σ, Σ¯) =
1
6
∇J1RJ2L¯J3I(Φ, Φ¯) ΣJ1ΣJ2ΣJ3Σ¯L¯ +O
(
Σ4Σ¯2
)
. (9.4)
Our next step is to require the tangent-bundle action, eq. (8.15), to be super-
symmetric. This proves to imply that L(Φ, Φ¯,Σ, Σ¯) and GI(Φ, Φ¯,Σ, Σ¯) obey the
following equations:
∂L
∂ΣJ
∂GJ
∂Σ¯I¯
=
∂Ξ
∂Σ¯I¯
, (9.5a)
∇IL+ ∂L
∂ΣJ
∂GJ
∂ΣI
=
∂Ξ
∂ΣI
, (9.5b)
1
2
RKI¯L
J ∂L
∂ΣJ
ΣKΣL +
∂L
∂Σ¯I¯
+ gJI¯ Σ
J − ∂L
∂ΣJ
∇I¯GJ = −∇I¯Ξ , (9.5c)
where Ξ turns out to be
Ξ = ΣI∇IL+ 2GI ∂L
∂ΣI
. (9.6)
We also define
∇IL :=
∞∑
n=1
(
∇ILJ1···JnL¯1···L¯n
(
Φ, Φ¯
))
ΣJ1 . . .ΣJnΣ¯L¯1 . . . Σ¯L¯n
=
∂L
∂ΦI
− ∂L
∂ΣK
ΓKIJ Σ
J , (9.7)
and similarly for ∇I¯GJ .
It is natural to analyze how the above relations simplify in the special case
when M is Hermitian symmetric. It holds that
∇LRI1J¯1I2J¯2 = ∇L¯RI1J¯1I2J¯2 = 0 =⇒ ∇IL = GI = Ξ = 0 . (9.8)
In the cotangent-bundle formulation, eq. (8.19), the chiral variables (ΦI ,ΨJ)
are local complex coordinates on the cotangent bundle T ∗M, and the hyperka¨hler
potential of T ∗M is
K(Φ, Φ¯,Ψ, Ψ¯) := K
(
Φ, Φ¯
)
+H(Φ, Φ¯,Ψ, Ψ¯) . (9.9)
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Within this formulation, the second supersymmetry can be shown to take the
form:
δΦI =
1
2
D¯2
{
θ
∂K
∂ΨI
}
, δΨI = −1
2
D¯2
{
θ
∂K
∂ΦI
}
. (9.10)
Introduce the condensed notation:
φa := (ΦI ,ΨI) , φ¯
a¯ = (Φ¯I¯ , Ψ¯I¯), (9.11)
as well as the symplectic matrix J = (Jab), its inverse J−1 = (−Jab) and their
complex conjugates,
Jab = Ja¯b¯ =
(
0 1
−1 0
)
, Jab = Ja¯b¯ =
(
0 1
−1 0
)
. (9.12)
Then the supersymmetry transformation can be rewritten as
δφa =
1
2
Jab D¯2
{
θ
∂K
∂φb
}
=
1
2
D¯2
{
θ Ω¯
a
}
, Ω¯
a
:= Jab
∂K
∂φb
. (9.13)
These results can now be linked to the general analysis of N = 2 sigma-models
in N = 1 superspace [36] reviewed in subsection 4.2. First of all, we see that the
supersymmetry transformations agrees with the ansatz (4.17).
Using eq. (9.13), we can read off the expression for the holomorphic two-form
on T ∗M. By definition, the anti-holomorphic two-form is
ω¯b¯c¯ = gab¯ Ω¯
a
,c¯ ,
with gab¯ the Ka¨hler metric
17
gab¯ =
∂2K
∂φa∂φ¯b¯
=
(
∂2K
∂ΦI∂Φ¯J¯
∂2K
∂ΦI∂Ψ¯J¯
∂2K
∂ΨI∂Φ¯J¯
∂2K
∂ΨI∂Ψ¯J¯
)
. (9.14)
Recalling the explicit form of Ω¯
a
, eq. (9.13), we can immediately see that ω¯b¯c¯ is
indeed antisymmetric,
ω¯a¯b¯ = ga¯c Jcd gdb¯ , ωab = gac¯ Jc¯d¯ gd¯b (9.15)
Direct calculations show that
ωab = Jab +O(ΨΨ¯) . (9.16)
Since ωab must be holomorphic, we immediately conclude that
ωab = Jab , ω¯a¯b¯ = Ja¯b¯ =⇒ ωab = gac¯gbd¯ω¯c¯d¯ = Jab . (9.17)
As a result, the holomorphic symplectic two-form ω(2,0) of T ∗M coincides with
the canonical holomorphic symplectic two-form,
ω(2,0) :=
1
2
ωab dφ
a ∧ dφb = dΦI ∧ dΨI . (9.18)
17We use a bold-face notation for the Ka¨hler metric on T ∗M in order to distinguish it from
the metric on M.
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10 Topics not covered
These lectures, which reflect the author’s interests, have not touched upon
several important topics concerning sigma-models in projective superspace. Here
we would like to make a few comments about some of these developments.
There exists a large body of research literature on sigma-model couplings of
N = 2 tensor multiplets, including the pioneering papers [8, 13, 12]. A complete
list of references can be found in [50]. Self-couplings of O(2n) multiplets, with
n ≥ 2, are less studied, see [50] for a review.
Off-shell 4D N = 2 superconformal multiplets in projective superspace and
their general sigma-model couplings were presented in [53]. In the case of N = 2
tensor multiplets, their superconformal couplings were described much earlier in
[13, 64, 26]. The most general N = 2 superconformal sigma-models can be realized
in terms of polar multiplets [53]. They are described by the action (8.1) in which
the Ka¨hler potential obeys the homogeneity condition18
ΦI
∂
∂ΦI
K(Φ, Φ¯) = K(Φ, Φ¯) . (10.1)
The geometric interpretation of such sigma-models, albeit realized in a somewhat
different form, was given in [65]. Their formulation in terms of N = 1 chiral
superfields, which is obtained upon elimination of the polar multiplet auxiliaries,
was presented in [37].
The projective superspace approach was extended to six [66, 67] and five [52, 68]
dimensions (with Ref. [68] devoted to 5D off-shell superconformal sigma-models).
General off-shell N = 2 locally supersymmetric nonlinear sigma-models were
constructed in [69]. Their properties remain largely unexplored.
Interesting geometric aspects of sigma-models in projective superspace were
uncovered in [50].
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A Superconformal group
This appendix contains a summary of the 4D N -extended superconformal
group SU(2, 2|N ). Any element g ∈ SU(2, 2|N ) is a (4 + N ) × (4 + N ) super-
18The action (8.4) with the Ka¨hler potential obeying the homogeneity condition (10.1) defines
a general N = 1 superconformal sigma-model, see [37] for more details.
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matrix of the form:
g†Ωg = Ω, Ber g = 1 , Ω =
 0 12 012 0 0
0 0 −1N
 , (A.1)
where BerA stands for the superdeterminant of a supermatrix A [35, 70]. In
a neighborhood of the unit element of SU(2, 2|N ), every group element can be
represented in the exponential form:
g = eL , L†Ω + ΩL = 0 , strL = 0 , (A.2)
with L an element of the superconformal algebra, su(2, 2|N ). The most general
expression for L is as follows:
L =

ωα
β − σδαβ −i a
α
.
β
2ηα
j
− i b.αβ −ω¯.α.
β
+ σ¯δ
.
α.
β
2¯
.
αj
2i
β 2η¯
i
.
β
2
N (σ¯ − σ) δij + Λij
 , (A.3)
where
σ =
1
2
(
τ + i
N
N − 4ϕ
)
, Λ† = −Λ , tr Λ = 0 . (A.4)
Here the matrix elements, which are not associated with the super-Poincare´ trans-
formations (2.11b) and (2.21b), correspond to a special conformal transformation
a = (a
α
.
β
) = a†, S–supersymmetry (ηiα, η¯i.α), combined scale and chiral trans-
formation σ, and chiral SU(N ) transformation Λij . The case N = 4 requires a
special consideration.
The 4D N = 1 superconformal group was introduced by Wess and Zumino [3].
B Canonical coordinates for Ka¨hler manifolds
In this appendix, we recall the concept of canonical coordinates for Ka¨hler
manifolds [60].
Given a Ka¨hler manifoldM, for any point p0 ∈M there exists a neighborhood
of p0 such that holomorphic reparametrizations and Ka¨hler transformations can
be used to choose coordinates with origin at p0 in which the Ka¨hler potential is
K(Φ, Φ¯) = gIJ¯ |ΦIΦ¯J¯ +
∞∑
m,n≥2
K(m,n)(Φ, Φ¯) ,
K(m,n)(Φ, Φ¯) :=
1
m!n!
KI1···ImJ¯1···J¯n |ΦI1 . . .ΦImΦ¯J¯1 . . . Φ¯J¯n . (B.1)
Such a coordinate system in the Ka¨hler manifold is called canonical. It was first
introduced by Bochner [60] and extensively used by Calabi [61]. There still remains
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freedom to perform linear reparametrizations which can be used to set the metric at
the origin, p ∈M, to be gIJ¯ | = δIJ¯ . It turns out that the coefficientsKI1···ImJ¯1···J¯n |
are tensor functions of the Ka¨hler metric gIJ¯ |, the Riemann curvature RIJ¯KL¯| and
its covariant derivatives, evaluated at the origin. In particular, one finds
K(2,2) =
1
4
RI1J¯1I2J¯2 |ΦI1ΦI2Φ¯J¯1Φ¯J¯2 , (B.2a)
K(3,2) =
1
12
∇I3RI1J¯1I2J¯2 |ΦI1 . . .ΦI3Φ¯J¯1Φ¯J¯2 , (B.2b)
K(4,2) =
1
48
∇I3∇I4RI1J¯1I2J¯2 |ΦI1 . . .ΦI4Φ¯J¯1Φ¯J¯2 , (B.2c)
K(3,3) =
1
12
{1
6
{∇I3 , ∇¯J¯3}RI1J¯1I2J¯2 |+RI1J¯1I2L|RLJ¯2I3J¯3 |
}
×ΦI1 . . .ΦI3Φ¯J¯1 . . . Φ¯J¯3 (B.2d)
In the modern literature on supersymmetric sigma-models, some authors, being
unaware of the work of [60], refer to the canonical coordinates introduced as a
normal gauge [32] or Ka¨hler normal coordinates [71].
If M is Hermitian symmetric, then
∇LRI1J¯1I2J¯2 = ∇¯L¯RI1J¯1I2J¯2 = 0 =⇒ K(m,n) = 0 , m 6= n . (B.3)
This follows from the fact that, for Hermitian symmetric spaces, there exists a
closed-form expression for the Ka¨hler potential in the canonical coordinates [59]:
K
(
Φ, Φ¯
)
= −1
2
ΦTg
ln
(
1−RΦ,Φ¯
)
RΦ,Φ¯
Φ , Φ :=
(
ΦI
Φ¯I¯
)
. (B.4)
Here we have introduced
g :=
(
0 gIJ¯ |
gI¯J | 0
)
, RΦ,Φ¯ :=
(
0 (RΦ)
I
J¯
(RΦ¯)
I¯
J 0
)
,
(RΦ)
I
J¯ :=
1
2
RK
I
LJ¯ |ΦKΦL , (RΦ¯)I¯ J := (RΦ)I J¯ . (B.5)
C Two-component (iso)spinor conventions
In the case of two-component undotted spinors, such as ψα and ψ
α, their indices
are raised and lowered by the rule:
ψα = εαβ ψβ , ψα = εαβ ψ
β , (C.1)
where εαβ and εαβ are 2× 2 antisymmetric matrices normalized as
ε12 = ε21 = 1 . (C.2)
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The same conventions are used for dotted spinors (ψ¯.α and ψ¯
.
α), and for SU(2)
isospinors (vi and v
i), in particular
vi = εij vj , vi = εij v
j . (C.3)
The SL(2,C) invariant antisymmetric tensors ε
.
α
.
β and ε.
α
.
β
and the SU(2) invariant
antisymmetric tensors εij and εij are normalized as in (C.2).
Lorentz-invariant spinor bi-products are defined by
ψλ = ψαλα , ψ
2 = ψψ , ψ¯λ¯ = ψ¯.αλ¯
.
α , ψ¯2 = ψ¯ψ¯ . (C.4)
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