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CLIFFORD MODULES AND INVARIANTS OF
QUADRATIC FORMS
M. KAROUBI
0. Introduction
For any integer k > 0, the Bott class ρk in topological complex
K-theory is well known [7], [12, pg. 259]. If V is a complex vector
bundle on a compact space X , ρk(V ) is defined as the image of 1 by
the composition
K(X)
ϕ
−→ K(V )
ψk
−→ K(V )
ϕ−1
−→ K(X),
where ϕ is Thom’s isomorphism in complex K-theory and ψk is the
Adams operation. This characteristic class is natural and satisfies the
following properties which insure its uniqueness (by the splitting prin-
ciple):
1) ρk(V ⊕W ) = ρk(V ).ρk(W )
2) ρk(L) = 1⊕ L⊕ ...⊕ Lk−1 if L is a line bundle.
The Bott class may be extended to the full K-theory group if we
invert the number k in the group K(X). It induces a morphism from
K(X) to the multiplicative groupK(X) [1/k]×. The Bott class is some-
times called ”cannibalistic”, since both its origin and destination are
K-groups.
As pointed out by Serre [17], the definition of the Bott class and its
”square root”, introduced in Lemma 3.5, may be generalized to λ-rings,
for instance in the theory of group representations or in equivariant
topological K-theory.
The purpose of this paper is to give a hermitian analog of the Bott
class. We shall define it on hermitian K-theory, with target algebraic
K-theory. For instance, let X = Spec(R), where R is a commutative
ring with k! invertible and let V be an algebraic vector bundle on X
provided with a nondegenerate quadratic form1. We shall associate to
V a ”hermitian Bott class”, designated by ρk(V ), which takes its values
in the same type of multiplicative group K(X) [1/k]× , where K(X) is
algebraic K-theory.
We write ρk instead of ρ
k in order to distinguish the new class from
the old one, although they are closely related (cf. Theorem 3.4).We also
note that the ”cannibalistic” character of the new class ρk is avoided
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1and also a spinorial structure: see below.
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since the source and the target are different groups. We refer to [11] for
some basic notions in hermitian K-theory, except that we follow more
standard notations, writing this theory KQ(X), instead of L(X) as in
[11].
In order to define the new class ρk(V ), we need a slight enrichment
of hermitian K-theory, using ”spinorial modules” and not only qua-
dratic ones. More precisely, a spinorial module is given by a couple
(V,E), where V is a quadratic module and E is a finitely generated
projective module, such that the Clifford algebra C(V ) is isomorphic
to End(E). The associated Grothendieck group KSpin(X) is related to
the hermitian K-group KQ(X) by an exact sequence
0 −→ Pic(X)
θ
−→ KSpin(X)
ϕ
−→ KQ(X)
γ
−→ BW(X),
where BW(X) denotes the Brauer-Wall group of X. As a set, BW(X)
is isomorphic to the sum of three e´tale cohomology groups [18] [8, The-
orem 3.6]. There is a twisted group rule on this direct sum, (compare
with [9]). In particular, for the spectrum of fields, the morphism γ is
induced by the rank, the discriminant and the Hasse-Witt invariant
[18]. From this point of view, the class ρk we shall define on KSpin(X)
may be considered as a secondary invariant.
The hyperbolic functor K(X) −→ KQ(X) admits a natural factor-
ization
H : K(X) −→ KSpin(X) −→ KQ(X).
The class ρk is more precisely a homomorphism
ρk : KSpin(X) −→ K(X) [1/k]
× ,
such that we have a factorization with the classical Bott class ρk :
K(X)
ρk
−→ K(X) [1/k]×
H ց ր ρk
KSpin(X)
An important example is when the bundle of Clifford algebras C(V )
has a trivial class in BW(X). In that case, C(V ) is the bundle of
endomorphisms of a Z/2-graded vector bundle E (see the Appendix)
and we can interpret ρk as defined on a suitable subquotient of KQ(X),
thanks to the exact sequence above. If k is odd, using a result of Serre
[17], we can ”correct” the class ρk into another class ρk which is defined
on the ”spinorial Witt group”
WSpin(X) = Coker [K(X) −→ KSpin(X)]
and which takes its values in the 2-torsion of the multiplicative group
K(X) [1/k]× /(Pic(X))(k−1)/2.
With the same method, for n > 0, we define Bott classes in ”higher
spinorial K-theory”:
ρk : KSpinn(X) −→ Kn(X) [1/k]
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There is a canonical homomorphism
KSpinn(X) −→ KQn(X)
which is injective if n ≥ 2 and bijective if n > 2. For all n ≥ 0, the
following diagram commutes
Kn(X)
ρk
−→ Kn(X) [1/k]
H ց ր ρk
KSpinn(X)
.
In Section 4, we make the link with Topology, showing that ρk is es-
sentially Bott’s class defined for spinorial bundles (whereas ρk is related
to complex vector bundles as we have seen before).
Sections 5 and 6 are devoted to characteristic classes for Azumaya
algebras, especially generalizations of Adams operations.
Finally, in Section 7, we show how to avoid spinorial structures by
defining ρk on the full hermitian K-group KQ(X). The target of ρk is
now an algebraic version of ”twisted K-theory” [14]. We recover the
previous hermitian Bott class in a presence of a spinorial structure.
Terminology. It will be implicit in this paper that tensor products
of Z/2-graded modules or algebras are graded tensor products.
Aknowledgments. As we shall see many times through the paper,
our methods are greatly inspired by the papers of Bott [7], Atiyah [1],
Atiyah, Bott and Shapiro [2], and Bass [6]. We are indebted to Serre for
the Lemma 3.5, concerning the ”square root” of the classical Bott class.
If k is odd, we use this Lemma in order to define the characteristic
class ρk mentioned above for the Witt group. In Section 7, a more
refined square root is used. Finally, we are indebted to Deligne, Knus
and Tignol for useful remarks about operations on Azumaya algebras
which are defined briefly in Sections 5 and 6.
Here is a summary of the paper by Sections:
1. Clifford algebras and the spinorial group. Orientation of a qua-
dratic module
2. Operations on Clifford modules
3. Bott classes in hermitian K-theory
4. Relation with Topology
5. Oriented Azumaya algebras
6. Adams operations revisited
7. Twisted hermitian Bott classes
Appendix. A remark about the Brauer-Wall group.
1. Clifford algebras and the spinorial group.
Orientation of a quadratic module
In this Section, we closely follow a paper of Bass [6]. The essential
prerequisites are recalled here for the reader’s convenience and in order
to fix the notations.
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Let R be a commutative ring and let V be a finitely generated projec-
tive R-module provided with a nondegenerate quadratic form q.We de-
note by C(V, q), or simply C(V ), the associated Clifford algebra which
is naturally Z/2-graded. The canonical map from V to C(V ) is an
injection and we shall implicitly identify V with its image.
The Clifford group Γ(V ) is the subgroup of C(V )×, whose elements
u are homogeneous and satisfy the condition
uV u−1 ⊂ V.
We define a homomorphism from Γ(V ) to the orthogonal group
φ : Γ(V ) −→ O(V )
by the formula
φ(u)(v) = (−1)deg(u)u.v.u−1.
The group we are interested in is the 0-degree part of Γ(V ), i.e.
Γ0(V ) = Γ(V ) ∩ C0(V ).
We then have an exact sequence proved in [6, pg. 172]:
1→ R∗ → Γ0(V )→ SO(V ).
The group SO(V ) in this sequence is defined as the kernel of the ”de-
terminant map”
det : O(V )→ Z/2(R),
where Z/2(R) is the set of locally constant functions from Spec(R) to
Z/2. This set may be identified with the Boolean ring of idempotents
in the ring R, according to [6, pg. 159]. The addition of idempotents
is defined as follows
(e, e′) 7−→ e+ e′ − ee′.
The determinant map is then a group homomorphism. If Spec(R) is
connected and if 2 is invertible in R, we recover the usual notion of
determinant which takes its values in the multiplicative group ±1.
We define an antiautomorphism of order 2 (called an involution
through this paper):
a 7−→ a
of the Clifford algebra by extension of the identity on V (we change
here the notation of Bass who writes this involution a 7−→ ta).
If a ∈ Γ(V ), its ”spinorial norm” N(a) is given by the formula
N(a) = aa.
It is easy to see thatN(a) ∈ R× ⊂ C(V )×. The spinorial group Spin(V )
is then the subgroup of Γ0(V ) whose elements are of spinorial norm 1.
We have an exact sequence
1→ µ2(R)→ Spin(V )→ SO(V )→ Disc(R).
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Here µ2(R) is the group of 2-roots of the unity in R. It is reduced to
±1 if R is an integral domain and if 2 is invertible in R. On the other
hand, Disc(R) is an extension
1→ R∗/R∗2 → Disc(R)→ Pic2(R)→ 1,
where Pic2(R) is the 2-torsion of the Picard group [6, pg. 176]. The
homomorphism
SN : SO(V )→ Disc(R),
which is the generalization of the spinorial norm if R is a field, is quite
subtle and is also detailed in [6].
The map SN stabilizes and defines a homomorphism (where SO(R) =
col im
m
SO(H(Rm))
χ : SO(R)→ Disc(R).
The following theorem is proved in [6, pg. 194].
Theorem 1.1. The determinant map and the spinorial norm define a
homomorphism
χ˜ : O(R)→ Z/2(R)⊕Disc(R)
which is surjective. It induces a split epimorphism
KQ1(R)→ Z/2(R)⊕Disc(R).
The following corollary is immediate.
Corollary 1.2. We have a central extension
1→ µ2(R)→ Spin(R)→ SO
0(R)→ 1,
where SO0(R) is the kernel of the epimorphism χ˜ defined above.
Let us now assume that 2 is invertible in R and that the quadratic
form q is defined by a symmetric bilinear form f , i.e.
q(x) = f(x, x).
The symmetric bilinear form associated to q is then (x, y) 7→ 2f(x, y).
Let us also assume that V is an R-module of constant rank which
is even, say n = 2m. In this case, the nth exterior power λn(V ) is an
R-module of rank 1 which may be provided with the quadratic form
associated to q. We say that V is orientable (in the quadratic sense) if
λn(V ) is isomorphic to R with the standard quadratic form θ : x 7−→ x2
(up to a scaling factor which is a square). We say that V is oriented if
we fix an isometry between λn(V ) and (R, θ). If V is free with a given
basis, this is equivalent to saying that the symmetric matrix associated
to f is of determinant 1.
Remark 1.3. One may use the orientation on V to define on C0(V )
a symmetric bilinear form
Φ0 : C0(V )× C0(V )→ C0(V )
σ
→ λn(V ) ∼= R.
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The last map σ is defined by the canonical filtration of the Clifford al-
gebra, the associated graded algebra being the exterior algebra. In the
same way, we define an antisymmetric form by taking the composition
Φ1 : C1(V )× C1(V )→ C0(V )
σ
→ λn(V ) ∼= R.
The following theorem is not really needed for our purposes but is
worth recording.
Theorem 1.4. The previous bilinear forms Φ0 and Φ1 are non de-
generate, i.e. induce isomorphisms between C(V ) and its dual as an
R-module.
Proof. We can check this Theorem by localizing at any maximal ideal
(m) (see for instance [3, pg. 49]). In this case, there exists an orthog-
onal basis (e1, ..., en) of V(m). Since V is oriented, we may choose this
basis such that the product q(e1)...q(en) is equal to 1. It is also well
known that the various products
eI = ei1...eir
form a basis of the free R(m)-module C(V(m)). Here the multiindex
I = (i1, ..., ir) is chosen such that i1 < i2 < ... < ir. By a direct
computation we have
Φ(eI , eJ) = ±1
if I∪J = {1, ..., n} and 0 otherwise, for Φ = Φ0 or Φ1. Therefore, these
bilinear forms are non degenerate. Moreover, they are hyperbolic at
each localization. 
Remark 1.5. Since V is oriented, the group SO(V ) acts naturally
on C(V ) and we get two natural representations of this group in the
orthogonal and symplectic groups associated to the previous bilinear
forms Φ0 and Φ1.
Let us now consider the submodule N of C(V ) whose elements u
satisfy the identity u.v = −v.u for any element v in V ⊂ C(V ). The
canonical surjection V −→ λn(V ) induces a homomorphism
τ : N −→ λn(V ).
Proposition 1.6. The homomorphism τ is an isomorphism between
N and λn(V ). Moreover, N is included in C0(V ).
Proof. We again localize with respect to all maximal ideals (m) of R
and consider an orthogonal basis {ei} of V(m) as above. Then we see
that the product e1...en generates N and we get the required isomor-
phism between N(m) and λ
n(V )(m). 
Remark 1.7. If we assume that V is oriented and of even rank, the
previous proposition provides us with a canonical element u in C0(V )
which anticommutes with all elements v in V , such that u2 = 1. More-
over, u.u = 1 and therefore u belongs to the spinorial group Spin(V ).
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An important example is the case when the Clifford algebra C(V )
has a trivial class in the Brauer-Wall group of R, denoted by BW(R)2.
In other words, C(V ) is isomorphic to the algebra End(E) of a graded
vector space E = E0 ⊕ E1 where E0 and E1 are not reduced to 0 (see
the Appendix). The only possible choices for u are then one of the two
following matrices [
1 0
0 −1
]
or
[
−1 0
0 1
]
We always choose E such that u is of the first type and, by a topo-
logical analogy, we shall say that V is ”spinorial”. For instance, let R
be the ring of real continuous functions on a compact space X and let
V be a real vector bundle provided with a positive definite quadratic
form. The triviality of the Clifford bundle C(V ) in BW(X) is then
equivalent to the following properties: the rank of V is a multiple of 8
and the two first Stiefel-Whitney classes w1(V ) and w2(V ) are trivial
(see [9]).
Remark 1.8. Strictly speaking, in the topological situation, the classi-
cal spinoriality property does not imply that the rank of V is a multiple
of 8. We put this extra condition in order to ensure the trivialization
of C(V ) in the Brauer-Wall group of R.
2. Operations on Clifford modules
As it is well known, at least for fields, the standard non trivial in-
variants of quadratic forms (V, q) are the discriminant and the Hasse-
Witt invariant. They are encoded in the class of the Clifford algebra
C(V ) = C(V, q) in the Brauer-Wall group of R, which we call BW(R),
as in the previous Section. For any commutative ring R, this group
BW(R) has been computed by Wall and Caenepeel [18][8]. As a set, it
is the sum of the first three e´tale cohomology groups of X = Spec(R)
but with a twisted group rule (compare with [9]). We view this class
of C(V ) in BW(R) as a ”primary” invariant. In order to define ”sec-
ondary” invariants, we may proceed as usual by assuming first that
this class is trivial. Therefore, we have an isomorphism
C(V ) ∼= End(E),
where E is a Z/2-graded R-module which is projective and finitely
generated. We always choose E such that the associated element u
defined in the previous section is the matrix[
1 0
0 −1
]
.
However, E is not uniquely defined by these conditions. If
End(E) ∼= End(E ′),
2We shall also use the notation BW(X) if X = Spec(R), as we wrote before.
8 CLIFFORD MODULES AND INVARIANTS OF QUADRATIC FORMS
we have E ′ ∼= E ⊗ L, where L is a module of rank 1, concentrated in
degree 0 according to our choice of u (this is a simple consequence of
Morita equivalence).
As in the introduction, we may formalize the previous considerations
better thanks to the following definition. A ”spinorial module” is a
couple (V,E), where E is a finitely generated projective module and
V = (V, q) is a quadratic oriented module, such that C(V ) is isomorphic
to End(E) with the choice of u above. We define the ”sum” (V,E) +
(V ′, E ′) as (V ⊕ V ′, E ⊗ E ′) and the group KSpin(R) by the usual
Grothendieck construction.
Proposition 2.1. We have an exact sequence
0 −→ Pic(R)
θ
−→ KSpin(R)
ϕ
−→ KQ(R)
γ
−→ BW(R),
where the homomorphisms γ, ϕ and θ are defined below.
Proof. The map γ was defined previously: it associates to the qua-
dratic module (V, q) the class of the Clifford algebra C(V ) = C(V, q)
in BW (R). We note that γ is not necessarily surjective, even on the
2-torsion part: see [9, pg. 11] for counterexamples. The map ϕ sends
a couple (V,E) to the class of the quadratic module V. Finally, θ asso-
ciates to a module L of rank one the difference3 (H(R),Λ(R) ⊗ L) −
(H(R),Λ(R)), where H is the hyperbolic functor and Λ the exterior
algebra functor, viewed as a module functor. This map θ is a homo-
morphism since the image of L⊗ L′ may be written as follows
(H(R),Λ(R)⊗ L⊗ L′)− (H(R),Λ(R)⊗ L)
+(H(R),Λ(R)⊗ L)− (H(R),Λ(R)).
This image is also
(H(R),Λ(R)⊗L′)− (H(R),Λ(R))+(H(R),Λ(R)⊗L)− (H(R),Λ(R))
which is θ(L) + θ(L′). In order to complete the proof, it remains to
show that the induced map
σ : Pic(R) −→ Ker(ϕ)
is an isomorphism.
1) The map σ is surjective. Any element of Ker(ϕ) may be written
(V,E)− (V,E ′). Therefore, we have E ∼= E ′ ⊗L, where L is of rank 1.
If we add to this element (H(R),Λ(R)⊗ L−1)− (H(R),Λ(R)), which
belongs to Im(ϕ), we find 0.
2) The map σ is injective. We define a map backwards
σ′ : Ker(ϕ) −→ Pic(R),
3Note that we can replace R by Rn in this formula.
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by sending the difference (V,E) − (V,E ′) to the unique L such that
E ∼= E ′ ⊗ L. It is clear that σ′ · σ = Id, which proves the injectivity of
σ. 
Before going any further, we need a convenient definition, due to
Atiyah, Bott and Shapiro [2], of the graded Grothendieck groupGrK(A)
of a Z/2-graded algebra A. It is defined as the cokernel of the restriction
map
K(A⊗̂C0,2) −→ K(A⊗̂C0,1),
where C0,r is in general the Clifford algebra of Rr with the standard
quadratic form
∑r
i=1(xi)
2. We note that if A is concentrated in degree
0, we recover the usual definition of the Grothendieck group K(A),
under the assumption that 2 is invertible in A, which we assume from
now on. This follows from the fact that a Z/2-graded structure on a
module M is equivalent to an involution on M.
Another important example is A = C(V, q), where V is oriented and
of even rank. In order to compute the graded Grothendieck group of A,
we use the element u introduced in 1.7 to define a natural isomorphism
A⊗̂C0,r −→ A⊗ C0,r.
It is induced by the map
(v, t) 7→ v ⊗ 1 + u⊗ t,
where v ∈ V ⊂ C(V, q) and t ∈ Rr ⊂ C0,r. If E is a Z/2-graded
R-module, the same argument may be applied to A = End(E). The
graded Grothendieck group again coincides with the usual one. Since
we consider only these examples in our paper, we simply write K(A)
instead of GrK(A) from now on.
The graded algebras we are interested in are the Clifford algebras
Λk = C(V, kq), where k > 0 is an invertible integer in R. The interest
of this family of algebras is the following. Let M be a Z/2-graded
module over Λ1. Then its k
th-power M ⊗̂k is a graded module over the
crossed product algebra Sk ⋉ C(V )
⊗̂k) ∼= Sk ⋉ C(V
k), where Sk is the
symmetric group on k letters. One has to remark that the action of the
symmetric group Sk on M
⊗̂k takes into account the grading as in [1,
pg. 176]: the transposition (i, j) acts on a decomposable homogeneous
tensor
m1 ⊗ ...⊗mi ⊗ ...⊗mj ⊗ ...⊗mk
as the permutation of mi and mj , up to the sign (−1)
deg(mi) deg(mj).
Let us now consider the diagonal V −→ V k. It is an isometry if
we provide V with the quadratic form kq. Therefore, we have a well
defined map
Λk −→ C(V
k)
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which is equivariant with respect to the action of the symmetric group
Sk. It follows that the correspondence
M 7−→M ⊗̂k
induces (by restriction of the scalars) a ”power map”
P : K(Λ1) −→ KSk(Λk),
where KSk denotes equivariant K-theory, the group Sk acting trivially
on Λk.
Let us give more details about this definition. First, we notice
that V k splits as the direct sum of (V, kq) and its orthogonal module
W . This implies that C(V )⊗̂k ∼= C(V k) ∼= C(W )⊗̂Λk is a Λk-module
which is finitely generated and projective. Therefore, the ”restriction
of scalars” functor from the category of finitely generated projective
modules over C(V k) to the analogous category of modules over Λk is
well defined. Secondly, we have to show that the map P, which is a
priori defined in terms of modules, can be extended to a map between
graded Grothendieck groups. This may be shown by using a trick due
to Atiyah which is detailed in [1, pg. 175]4. Finally, we notice that P
is a set map, not a group homomorphism.
In order to define K-theory operations in this setting, we may pro-
ceed in at least two ways. First, following Grothendieck, we consider a
Z/2-graded module M and its kth-exterior power in the graded sense.
The specific map KSk(Λk) −→ K(Λk) which defines the k
th-exterior
power is the following: we take the quotient of M ⊗̂k by the relations
identifying to 0 all the elements of type
m− ε(σ)mσ.
In this formula, m is an element ofM ⊗̂k, mσ its image under the action
of the element σ in the symmetric group, with signature ε(σ). The
composition
K(Λ1) −→ KSk(Λk) −→ K(Λk)
defines the analog of Grothendieck’s λ-operations:
λk : K(Λ1) −→ K(Λk),
as detailed in [12, pg. 252] for instance.
Remark 2.2. If M is a graded module concentrated in degree 0 (resp.
1) λk(M) is the usual exterior power (resp. symmetric power) with an
extra Λk-module structure.
The diagonal map from V into V × V enables us to define a ”cup-
product”: it is induced by the tensor product of modules with Clifford
actions:
K(Λk)×K(Λl) −→ K(Λk+l)
4More precisely, Atiyah is considering complexes in his argument but the same
idea may be applied to Z/2-graded modules.
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The following theorem is a consequence of the classical property of the
usual exterior (graded) powers, extended to this slightly more general
situation.
Theorem 2.3. LetM and N be two Λ1-modules. Then one has natural
isomorphisms of Λr-modules
λr(M ⊕N) ∼=
∑
k+l=r
λk(M)⊗ λl(N).
Proof. It is more convenient to consider the direct sum of all the λk(M),
which we view as the Z-graded exterior algebra Λ(M). Since the natural
algebra isomorphism
Λ(M)⊗ Λ(N) −→ Λ(M ⊕N)
is compatible with the Clifford structures, the theorem is proved. 
From these λ-operations, it is classical to associate ”Adams opera-
tions” Ψk. For any element x of K(Λ1), we define Ψ
k(x) ∈ K(Λk) by
the formula
Ψk(x) = Qk(λ
1(x), ..., λk(x)),
where Qk is the Newton polynomial (cf. [12, pg. 253] for instance).
The following theorem is a formal consequence of the previous one.
Theorem 2.4. Let x and y be two elements of K(Λ1).Then one has
the identity
Ψk(x+ y) = Ψk(x) + Ψk(y)
in the group K(Λk).
Proof. Following Adams [12, pg. 257], we note that the series
Ψ−t(x) =
∞∑
k=1
(−1)ktkΨk(x)
is the logarithm differential of λt(x) multiplied by −t, i.e.
−t
λ
′
t(x)
λt(x)
.
This can be checked by a formal ”splitting principle” as in [12] for
instance. The additivity of the Adams operation follows from the fact
that the logarithm differential of a product is the sum of the logarithm
differentials of each factor. 
Another important and less obvious property of the Adams opera-
tions is the following.
Theorem 2.5. Let us assume that k! is invertible in R and let x and
y be two elements of K(Λ1). Then one has the following identity in the
group K(Λ2k).
Ψk(x · y) = Ψk(x) ·Ψk(y).
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Proof. In order to prove this theorem, we use the second description of
the operations λk and Ψk due to Atiyah [1, § 2], which we transpose
in our situation. In order to define operations in K-theory, Atiyah
considers the following composition (where R(Sk) denotes the integral
representation group ring of the symmetric group Sk):
K(Λ1)
P
−→ KSk(Λk)
∼=
−→ K(Λk)⊗ R(Sk)
χ
−→ K(Λk).
In this sequence, P is the kth-power map introduced before. The second
map is defined by using our hypothesis that k! is invertible in R. More
precisely, any Sk-module is semi-simple and is therefore the direct sum
of its isotopy summands: if pi runs through all the (integral) irreducible
representations of the symmetric group Sk, the natural map
⊕Hom(pi, T )⊗ pi −→ T
is an isomorphism (note that pi is of degree 0). Therefore, by linearity,
the equivariant K-theory KSk(C(V, kq)) = KSk(Λk) may be written as
K(Λk)⊗ R(Sk). Finally, the map χ is defined once a homomorphism
χk : R(Sk) −→ Z
is given. For instance, the Grothendieck operation λk(M) is obtained
through the specific homomorphism χk equal to 0 for all the irreducible
representations of Sk, except the sign representation ε, where χk(ε) =1.
Moreover, we can define the product of two operations associated to
χk and χl using the ring structure on the direct sum ⊕Hom(R(Sr),Z),
as detailed in [1, pg. 169]. This structure is induced by the pairing
Hom(R(Sk),Z)×Hom(R(Sl),Z) −→ Hom(R(Sk × Sl),Z)
−→ Hom(R(Sk+l),Z).
In particular, as proved formally by Atiyah [1, pg. 179], the Adams
operation Ψk is induced to the homomorphism
Ψ : R(Sk) −→ Z
associating to a class of representations ρ the trace of ρ(ck), where ck
is the cycle (1, 2, ..., k).With this interpretation, the multiplicativity of
the Adams operation is obvious. 
Remark 2.6. We conjecture that the previous theorem is true without
the hypothesis that k! is invertible in R. If we assume that 2k is invert-
ible in R, and that R contains the kth-roots of the unity, we propose
another closely related operation Ψ
k
in Section 6. We conjecture that
Ψk = Ψ
k
. This is at least true if k! is invertible in R.
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3. Bott classes in hermitian K-theory
Let us assume that k! is invertible in R. We consider a spinorial
module (V,E), as in the previous Section. The following maps are
detailed below:
θk : K(R)
α
−→
∼=
K(C(V, q))
P
→ KSk(C(V, kq)) −→∼=
K(C(V, kq))⊗R(Sk)
Ψ′
−→ K(C(V, kq))
(αq)−1
−→
∼=
K(R).
The morphism α is the Morita isomorphism betweenK(R) andK(C(V, q)) ∼=
K(End(E)) and P is the kth-power map defined in the previous Sec-
tion. The morphism Ψ′ is induced by Ψ : R(Sk) −→ Z also defined
there. Finally, for the definition of αq, we remark that the isomorphism
between C(V, q) and End(E) implies the existence of an R-module map
f : V −→ End(E0 ⊕E1)
such that
f(v) =
[
0 σ(v)
τ(v) 0
]
with σ(v)τ(v) = τ(v)σ(v) = q(v).1. We now define a ”k-twisted map”
fk : V −→ End(E0 ⊕E1)
by the formula
fk(v) =
[
0 kσ(v)
τ(v) 0
]
.
Since (fk(v))
2 = kq(v), fk induces a homomorphim between C(V, kq)
and End(E0 ⊕ E1) which is clearly an isomorphism, as we can see by
localizing at all maximal ideals. The map αq is then induced by the
same type of Morita isomorphism we used to define α.
.
Theorem 3.1. Let (V,E) be a spinorial module and let M be an R-
module. Then the image of M by the previous composition θk is defined
by the following formula
θκ(M) = ρk(V,E).Ψ
k(M).
Therefore, θk is determined by θκ(1) = ρk(V,E), which we shall simply
write ρk(V, q) or ρk(V ) if the quadratic form q and the module E are
implicit. We call ρk(V ) the ”hermitian Bott class” of V. Moreover, we
have the multiplicativity formula
ρk(V ⊕W ) = ρk(V ) · ρk(W )
in the Grothendieck group K(R).
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Proof. The first formula follows from the multiplicativity of the Adams
operation proved in Theorem 2.5. The second one follows from the same
multiplicativity property and the well-known isomorphism
C(V ⊕W ) ∼= C(V )⊗ C(W )
(graded tensor product as always, according to our conventions). 
Theorem 3.2. Let (V,−q) be the module V provided with the opposite
quadratic form. Then we have the identity
ρk(V, q) = ρk(V,−q).
Proof. According to our hypothesis, the Clifford algebra C(V ) is ori-
ented, since it is isomorphic to End(E). Therefore, we can use the el-
ement u defined in 1.7 to show that C(V, q) is isomorphic to C(V,−q)
(more generally, C(V, q) is isomorphic to C(V, kq) if k is invertible).
More explicitly, we keep the same E as the module of spinors, so that
C(V, q) ∼= C(V,−q) ∼= End(E). We now write the commutative dia-
gram
K(R) → K(C(V, q))
Ψk
−→ K(C(V, kq)) → K(R)
↓ Id ↓∼= ↓∼= ↓ Id
K(R) → K(C(V,−q))
Ψk
−→ K(C(V,−kq)) → K(R)
.

Remark 3.3. The isomorphism between the Clifford algebras C(V, q)
and C(V,−q) is defined by using the element u of degree 0 and of
square 1 in C(V, q) which anticommutes with all the elements of V. It
is easy to see that the k-tensor product uk = u ⊗ ... ⊗ u satisfies the
same properties for the Clifford algebra C(V k, q ⊕ ... ⊕ q). Therefore,
we have an analogous commutative diagram with the power map P
instead of the Adams operation Ψk:
K(C(V, q))
P
−→ K(C(V, kq))⊗ R(Sk)
↓∼= ↓∼=
K(C(V,−q))
P
−→ K(C(V,−kq))⊗ R(Sk)
Theorem 3.4. Let (V, q) be the hyperbolic module H(P ) and E = Λ(P )
be the associated module of spinors. Then ρk(V,E) is the classical Bott
class ρk(P ) of the R-module P.
Proof. According to [6, pg. 166], the Clifford algebra C(V ) is isomor-
phic to End(ΛP ) as a Z/2-graded algebra, which gives a meaning to
our definition. The class ρk(V, q) may be identified with the ”formal
quotient” Ψk(ΛP )/ΛP which satisfies the algebraic splitting princi-
ple. Therefore, in order to prove the theorem, it is enough to consider
the case when P = L is of rank one. We have then ΛL = 1 − L,
Ψk(ΛL) = 1− Lk and therefore, Ψk(ΛL)/ΛL = 1 + L+ ...+ Lk−1. 
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In order to extend the definition of the hermitian Bott class to ”spino-
rial K-theory”, we remark that any element x of KSpin(R) may be
written as
x = V −H(Rm),
where V is a quadratic module (the module of spinors E being implicit).
Moreover, V −H(Rm) = V ′ −H(Rm
′
) iff we have an isomorphism
V ⊕H(Rm
′
)⊕H(Rs) ∼= V ′ ⊕H(Rm)⊕H(Rs)
for some s. Therefore, if we invert k in the Grothendieck group K(R),
the following definition
ρk(x) = ρk(V −H(R
m)) = ρk(V )/k
m
does not depend of the choice of V and m.
The previous definitions are not completely satisfactory if we are
interested in characteristic classes for the ”spinorial Witt group” of R,
denoted by WSpin(R) and defined as the cokernel of the hyperbolic
map
K(R) −→ KSpin(R).
One way to deal with this problem is to consider the underlying mod-
ule V0 of (V,E). According to our hypothesis, V0 is a module of even
rank, oriented and isomorphic to its dual. The following lemma is a
particular case of a theorem due to Serre [17]. For completeness’ sake,
we summarize Serre’s formula in this special case.
Lemma 3.5. Let us assume that k is odd. With the previous hypothe-
sis, the classical Bott class ρk(V0) is canonically a square in K(R).
Proof. Let Ωk be the ring of integers in the k-cyclotomic extension of
Q and let z be a primitive kth-root of the unity. In the computations
below, we always embed an abelian group G in G⊗Z Ωk. Let us now
write
GV0(t) = 1 + tλ
1(V0) + ...+ t
nλn(V0).
From the algebraic splitting principle, it follows that
ρk(V0) =
k−1∏
r=1
GV0(−z
r).
The identity λj(V0) = λ
n−j(V0) implies that GV0(t) = t
nGV0(1/t). We
then deduce from [17] that ρk(V0) has a square root
5 which we may
choose to be
√
ρk(V0) = (−1)
n(k−1)/4
(k−1)/2∏
r=1
GV0(−z
r) · z−nr/2.
5We have inserted a normalization sign (−1)n(k−1)/4 before Serre’s formula [17]
for a reason explained in the computation below.
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This square root is invariant under the action of the Galois group
(Z/k)∗ of the cyclotomic extension which is generated by the trans-
formations z 7−→ zj , where j ∈ (Z/k)∗. Therefore, it belongs to K(R),
as a subgroup of K(R)⊗Z Ωk. 
The previous lemma enables us to ”correct” the hermitian Bott class
in the following way. We put
ρk(V ) = ρk(V )(
√
ρk(V0))
−1.
If V is a hyperbolic module H(W ) =W⊕W ∗, we have ρk(V ) = ρ
k(W ).
On the other hand, we have λt(W ⊕W
∗) = J(t) · tn/2 ·J(1/t) ·σ, where
J(t) = λt(W ) = 1 + tλ
1(W ) + ...+ tn/2λn/2(W )
and σ = λn/2(W ∗). Therefore,
√
ρk((W ⊕W ∗) = (−1)n(k−1)/4
(k−1)/2∏
r=1
σ·J(−zr)·(−zr)n/2.J(−1/zr)·(z−nr/2)
= σ(k−1)/2 ·
k−1∏
r=1
J(−zr) = σ(k−1)/2 · ρk(W ) = σ(k−1)/2 · ρk(H(W )).
From this computation, it follows that ρk(V ) is a [k − 1)/2]
th-power
of an element of the Picard group of R if V is hyperbolic. Moreover,
ρk(V )
2 = (ρk(V ))
2(ρk(V0))
−1 = ρk(V, q))ρk(V,−q))(ρ
k(V0))
−1
= ρk(H(V0))(ρ
k(V0))
−1 = ρk(V0)(ρ
k(V0))
−1 = 1.
Summarizing this discussion, we have proved the following theorem:
Theorem 3.6. Let k > 0 be an odd number. Then the corrected her-
mitian Bott class ρk(V ) = ρk(V )(
√
ρk(V0))
−1 induces a homomorphism
also called ρk :
ρk : WSpin(R) −→ (K(R) [1/k])
×/Pic(R)(k−1)/2,
where the right hand side is viewed as a multiplicative group. Moreover,
the image of ρk lies in the 2-torsion of this group.
Remark 3.7. The case k even does not fit with this strategy. However,
we shall see in the next Section that ρ2 is not trivial in general on the
Witt group.
Remark 3.8. We have chosen the Adams operation to define the her-
mitian Bott class. We could as well consider any operation induced by
a homomorphism
R(Sk) −→ Z.
The only reason for our choice is the very pleasant properties of the
Adams operations with respect to direct sums and tensor products of
Clifford modules.
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We would like to extend the previous considerations to higher her-
mitian K-theory. More precisely, the orthogonal group we are con-
sidering to define this K-theory is the group Om,m(R) which is the
group of isometries of H(Rm), together with its direct limit O(R) =
ColimOm,m(R). For n ≥ 1, the higher hermitian K-groups are defined
in a way parallel to higher K-groups, using Quillen’s + construction,
by the formula
KQn(R) = pin(BO(R)
+).
However, from classical group considerations, as we already have seen,
the spinorial group behaves better than the orthogonal group for our
purposes. Therefore, we shall replace the group Om,m(R) by the as-
sociated spinorial group Spinm,m(R) defined in Section 1, which direct
limit is denoted by Spin(R). We have the following two exact sequences
(where the first one splits):
1 −→ SO0(R) −→ O(R) −→ Z2(R)⊕ Disc(R) −→ 1,
1 −→ µ2(R) −→ Spin(R) −→ SO
0(R) −→ 1.
Using classical tools of Quillen’s + construction [10], one can show that
the maps SO0(R) −→ O(R) and Spin(R) −→SO0(R) induce isomor-
phisms
pin(BSO
0(R)+) ∼= pin(BO(R)
+) for n > 1.
pin(BSpin(R)
+) ∼= pin(BSO
0(R)+) for n > 2.
Moreover, the maps
pi1(BSO
0(R)+) −→ pi1(BO(R)
+)
and
pi2(BSpin(R)
+) −→ pi2(BSO
0(R)+)
are injective.
Our extension of the Bott class to higher hermitian K-groups will
be a map also called ρk :
ρk : pin(BSpin(R)
+) −→ pin(BGL(R)
+) [1/k] = Kn(R) [1/k]
In order to define such a map, we work geometrically, using the
description of the variousK-theories in terms of flat bundles as detailed
in the appendix 1 to [13]. Any element of pin(BSpin(R)
+) = KSpinn(R)
for instance is represented by a formal difference x = V − T, where
V and T are flat spinorial bundles of the same rank, say 2m, over a
homology sphere X = S˜n of dimension n.We may also assume that the
fibers of V and T are hyperbolic e.g. H(Rm) and that T is ”virtually
trivial”, which means that T is the pull-back of a flat bundle over an
acyclic space. More precisely, we should first consider a flat principal
bundle Q of structural group Spinm,m(R) such that
V = Q×Spinm,m(R) H(R
m).
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On the other hand, Spinm,m(R) acts on C(H(R
m)) = End(ΛRm) by
inner automorphisms. Therefore, the bundle of Clifford algebras C(V )
associated to V is the bundle of endomorphisms of the flat bundle
Q×Spin′m,m(R) ΛR
m.
We now apply our general recipe of Section 2 on each fiber of V and T .
In other words, for the bundle V for instance, we consider the following
composition
K(X)
α
−→ KC(V )(X)
Ψk
−→ KC(V (k))(X)
α−1
k−→ K(X).
In this sequence, we write K(Y ) for the group of homotopy classes
of maps from Y to the classifying space of algebraic K-theory which
is homotopically equivalent to K0(R) × BGL(R)
+. Its elements are
reprented by flat bundles over spaces X homologically equivalent to Y.
The notation KC(V )(X) means the (graded) K-theory of flat bundles
provided with a graded C(V )-module structure.
The image of 1 by the composition α−1k .Ψ
k.α defines an element of
K(X), which we call ρk(V ). On the other hand, since T is virtually triv-
ial, we have ρk(T ) = k
m. We then define ρk(x) in the groupKn(R) [1/k]
by the formula
ρk(x) = ρk(V )/k
m
Theorem 3.9. For n ≥ 1, the correspondance x 7→ ρk(x) induces a
group homomorphism
ρk : KSpinn(R) −→ Kn(R) [1/k]
called the n-hermitian Bott class.
Proof. The map x 7→ ρk(x) is well-defined by general homotopy con-
siderations. In order to check that we get a group homomorphism, we
write the direct sum of the Kn(R) [1/k] as the multiplicative group
1 +K∗>0(R) [1/k]
where the various products between the Kn-groups are reduced to 0.
If we now take two elements x and y in KSpinn(R), we write ρk(x) as
1 + u and ρk(y) as 1 + v. Then
ρk(x+ y) = ρk(x) · ρk(y) = (1 + u) · (1 + v) = 1 + u+ v
since u · v = 0. 
4. Relation with Topology
Let V be a real vector bundle on a compact space X provided with a
positive definite quadratic form. We assume that V is spinorial of rank
8n, so that the bundle of Clifford algebras may be written as End(E),
where E is the Z/2-graded vector bundle of ”spinors” (see for instance
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the appendix and [9]). Following Bott [7], we define the class ρktop(V )
as the image of 1 by the composition of the homomorphisms
KR(X)
ϕ
−→ KR(V )
ψk
−→ KR(V )
ϕ−1
−→ KR(X),
where KR denotes real K-theory and ϕ is Thom’s isomorphism for this
theory. One purpose in this section is to show that this topological
class ρktop(V ) coincides with our hermitian Bott class ρk(V ) in the group
KR(X) ∼= K(R), where R is the ring of real continuous functions on
X.
The proof of this statement requires a careful definition of the group
KR(V ), since V is not a compact space. A possibility is to define
this group as follows (see [12, §2] for instance). One considers couples
(G,D), where G is a Z/2-graded real vector bundle on V, provided with
a metric, and D an endomorphism of G with the following properties:
1)D is an isomorphism outside a compact subset of V and we identify
(G,D) to 0 if this compact set is empty
2) D is self-adjoint and of degree 1.
One can show that the Grothendieck group associated to this semi-
group of couples is the reduced K-theory of the one-point compactifi-
cation of V. With this description, Thom’s isomorphism
KR(X)
ϕ
−→ KR(V )
is easy to describe. It associates to a vector bundle F on X the couple
τ = (G,D) = (F ⊗E, 1⊗ ρ(v)).
In this formula, C(V ) ∼= End(E) and ρ(v) denotes the Clifford mul-
tiplication by ρ(v) over a point v ∈ V ⊂ C(V ). We note that ρ(v) is
an isomorphism outside the 0-section of V. Therefore, Thom’s isomor-
phism may be interpreted as Morita’s equivalence. In fact, ϕ is the
following composition (where K(C(V )) is the K-theory of the ring of
sections of the algebra bundle C(V ))
KR(X) −→ K(C(V ))
t
−→ KR(V ),
according to [12] for instance.
Remark 4.1. This class ρktop(V ), which requires a metric and a spino-
rial structure on V, is different in general from the algebraic class ρk(V ),
defined for λ-rings. On the other hand, the quotient between ρktop(V )
and (ρk(V ))2 is a 2-torsion class which is not trivial in general, as it is
shown in an example at the end of this Section.
If we apply the Adams operation to the previous couple τ = (G,D),
one finds (Ψk(F )·Ψk(E),Ψk(1⊗ρ(v))) with obvious definitions. Strictly
speaking, Ψk(E) should be thought of as a virtual module over C(V k)
and then we use the diagonal V −→ V k in order to view Ψk(E) as
a virtual module over C(V ). We use here the functorial definition of
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the Adams operation detailed in the proof of Theorem 2.5. Moreover,
since k has a square root as a positive real number, we always have
C(V, kq) ∼= C(V, q). To sum up, we have proved the following theorem:
Theorem 4.2. Let R be the ring of real continuous functions on a
compact space X and let V be a real spinorial bundle of rank 8n on
X. Then the topological Bott class ρktop(V ) in K(R) coincides with the
hermitian Bott class ρk(V ) of V, viewed as a finitely generated projective
module provided with a positive definite quadratic form and a spinorial
structure.
For completeness’ sake, let us make some explicit computations of
this hermitian Bott class when X is a sphere of dimension 8m. Let V be
a real oriented vector bundle of rank 4t on S8m, generating the reduced
realK-group K˜R(S
8m) and letW = V⊕V be its complexification which
generates K˜C(S
8m), where K˜C is reduced complex K-theory. Let us
denote by WR the underlying real vector bundle with the associated
spinorial structure. According to [12, Proposition 7.27], we have the
formula
c(ρktop(WR)) = ρ
k
C
(W ) = ρk(W ),
where c : KR(S
8m)
∼=
−→ KC(S
8m) denotes the complexification. There-
fore, we are reduced to computing the class ρk for complex vector bun-
dles on even dimensional spheres X.
If X = S2, KC(S
2) is free of rank 2, generated by 1 and the Hopf line
bundle L. The classical Bott class is then computed from the formula
ρk(L) = 1 + L+ ... + Lk−1.
Since (L−1)2 = 0, another way to write this sum is to consider Taylor’s
expansion of the polynomial
1 +X + ...+Xk−1
at X = 1. We get the formula
ρk(L) = k + [1 + 2 + ... + (k − 1)] (L− 1) = k + k(k − 1)(L− 1)/2.
If x2 denotes the class L− 1, we also can write
ρk(x2) = 1 + [1 + 2 + ...+ (k − 1)] /k · x2.
We compute in the same way the Bott class on K˜C(S
4) ∼= Z, generated
by the product
x4 = (L1 − 1) · (L2 − 1)
where L1and L2 are two copies of the Hopf line bundle on S
2. Since
we again have (Li − 1)
2 = 0, it is sufficient to compute the first terms
of Taylor’s expansion of the polynomial
f(X, Y ) = 1 +XY +X2Y 2 + ...+Xk−1Y k−1
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at the point (1, 1). We get the second derivative (δ2f/δxδy)/k2 at the
point (1, 1) multiplied by x4. In other words, we have
ρk(x4) = 1 +
[
1 + 22 + ...+ (k − 1)2)
]
/k2 · x4.
More generally, on K˜C(S
2r) ∼= Z, generated by
x2r = (L1 − 1) · · · (Lr − 1),
we find the formula
ρk(x2r) = 1 + [1 + 2
r + ...+ (k − 1)r] /kr · x2r.
Since c(ρk(x8m)) = ρ
k
top(y8m), where y8m(resp x8m) generates K˜R(S
8m)
(resp. K˜C(S
8m)), we deduce from the last formula the following propo-
sition.
Proposition 4.3. Let V be a real vector bundle of rank 8t generating
the real reduced K-theory of the sphere S8m and let y8m = V − 8t. We
then have the formula
ρktop(y8m) = 1 +
[
1 + 24m + ...+ (k − 1)4m
]
· y8m.
Remark 4.4. If we assume that k is odd, the sum 1+2r+ ...+(k−1)r
has the same parity as 1+2+...+(k−1) or equivalently (k−1)/2 which
is also odd for an infinite number of odd k′s.
A more delicate example is the case of the sphere X = S8m+2 with
m > 0. It is well known that the realification map
Z ∼= K˜C(S
8m+2) −→ K˜R(S
8m+2) ∼= Z/2
is surjective. Let V be a complex vector bundle over S8m+2 which
generates K˜C(S
8m+2). We consider the following diagram
KC(V )
Ψk
−→ KC(V )
↑ φC ↓ φ
−1
C
KC(S
8m+2) KC(S
8m+2)
,
where φC is Thom’s isomorphism in complex K-theory. By definition,
we have
ρk(V ) = φ−1C (Ψ
k(φC(1))).
Since m > 0, V is also a spinorial bundle and we therefore have a
commutative diagram up to isomorphism
KC(V )
r
−→ KR(V )
↑ φC ↑ φR
KC(S
8m+2)
r
−→ KR(S
8m+2)
,
where φR is Thom’s isomorphism in real K-theory and r is the realifi-
cation. Since the Adams operation Ψk commutes with r, we have the
identity
ρktop(y8m+2) = 1 +
[
1 + 24m+1 + ... + (k − 1)4m+1
]
· y8m+2 = 1 + y8m+2
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if k and (k − 1)/2 are odd.
Let V0 be the underlying real vector bundle of V. The last identity
implies that ρktop(V0) = (1 + y8m+2) · k
4t if V0 is of rank 8t. Therefore
ρktop(V0) cannot be a square, even modulo the Picard group (which is
trivial in this case). This implies that the corrected hermitian Bott
class defined in 3.6:
ρk : WSpin(R) −→ K(R)
×/(Pic(R))(k−1)/2 = K(R)×
is not trivial either (we recall that R is the ring of real continuous
functions on the sphere S8m+2).
Remark 4.5. We should add a few words if k is even. If k = 2 for
instance and if X is the sphere S8n, we find that
ρ2(y8n) = 1/2
4n · y8n
We get the same result for bundles with negative definite quadratic
forms. Since the hyperbolic map
K(CR(S
8n)) ∼= Z −→ KQ(CR(S
8n)) ∼= Z⊕Z
is the diagonal, we see that the class ρ2 of an hyperbolic module belongs
to 1/24n−1Z. Therefore, at least for this example, the class ρ2 also
detects non trivial Witt classes.
5. Oriented Azumaya algebras
Another purpose of this paper is the extension of our definitions to
Azumaya algebras [4][6], beyond the example of Clifford algebras. We
first consider the non graded case.
Definition 5.1. Let A be an Azumaya algebra. We say that A is
”oriented” if the permutation of the two copies of A in A⊗2 is given by
an inner automorphism associated to an element τ ∈ (A⊗2)× of order
2.
As a matter of fact, as it was pointed out to us by Knus andTignol,
any Azumaya algebra is oriented 6. This is a theorem quoted by Knus
and Ojanguren[15, Proposition 4.1, p.. 112.] and attributed to O.
Goldman. We shall illustrate it by a few typical examples.
The first easy but fundamental example is A = End(P ), where P is
a faithful finitely generated projective module. We identity B = A⊗A
with End(P ⊗P ) and B× with Aut(P ⊗P ). The element τ required is
simply the permutation of the two copies of P, viewed as an element of
(A⊗A)× = Aut(P ⊗ P ), as it can be shown by a direct computation.
Let now D be a division algebra over a field F . We claim that D
is also oriented. In order to show this, we consider the tensor product
6However, the situation is different in the Z/2-graded case as we shall show
below.
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A = D⊗F F1, where F1 is a finite Galois extension of F, such that A is
F -isomorphic to a matrix algebra Mn(F1) = End(F
n
1 ) and is therefore
oriented according to our first example. Let G be the Galois group of
F1 over F, so thatD is the fixed algebra of G acting on A. If we compose
this action by the usual action of the Galois group on Mn(F1), we get
automorphisms of Mn(F1) as a F1-algebra which are inner by Skolem-
Noether’s theorem. If g ∈ G, we let αg be an element of Aut(F
n
1 ) so
that the action ρ(g) of g on A is given by the composition of the inner
automorphism associated to ag with the usual Galois action on Mn(F1).
Let now τ ′ be the permutation of the two copies of A in the tensor
product A⊗F1A. It is induced by the inner automorphism associated to
a specific element τ in Aut(F n1 ⊗F1F
n
1 ) of order 2 which commutes with
ρ(g)⊗ ρ(g) Therefore, τ is invariant by the action of G and belongs to
(D ⊗F D)
×, considered as a subgroup of (A⊗F1 A)
×.
From a different point of view, let us consider the algebra R of com-
plex continuous functions on a connected compact space X. According
to a well-known dictionnary of Serre and Swan, one may consider an
Azumaya algebra A over R as a bundle A˜ of algebras over X with fiber
End(P ), where P =Cn. The structural group of this bundle is the pro-
jective linear group Aut(P )/C×. In the same way, the structural group
of A⊗2 is Aut(P ⊗ P )/C×. Therefore, the inner automorphism of A⊗2,
permuting the two copies of A, is induced by the permutation of the
two copies of P . This is well defined globally since this permutation
commutes with the transition functions of A˜.
Let A be any Azumaya algebra. We would like to lift the action
σk of the symmetric group Sk on A
⊗k to (A⊗k)×, such that we have a
commutative diagram
(A⊗k)×
σ˜k
ր ↓ γ
Sk
σk−→ Aut(A⊗k)
,
where σ˜k is a group homomorphism and γ induces inner automor-
phisms. This program is achieved in the ”Book of Involutions” [16,
Proposition 10.1, pg. 115.], using again the ”Goldman element” quoted
above. For completeness’ sake, we shall sketch a proof below, since we
shall need it in the graded case too.
In order to define σ˜k, we use the classical description of the symmetric
group in terms of generators τi = (i, i + 1), i = 1, ..., k − 1, with the
relations (τi)
2 = 1, τiτi+1τi = τi+1τiτi+1 and τiτj = τjτi if [i− j| > 1.
Since A is oriented, we may view the τi in (A
⊗k)× as the tensor product
of τ by the appropriate number of 1 = IdA.We easily check the previous
relations, except the typical one
τ1τ2τ1 = τ2τ1τ2.
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(one may replace the couple (1, 2) by (i, i + 1)). However, we already
have τ1τ2τ1 = λτ2τ1τ2, where λ ∈ R
×. The identity
(τ1τ2τ1)
2 = (τ2τ1τ2)
2 = 1
also implies that (λ)2 = 1. The solution to our lifting problem is then
to keep the τi for i odd and replace the τi for i even by λτi, in order to
get the required relations among the τ ′s.
The previous considerations may be translated in the framework of
Z/2-graded Azumaya algebras [6, pg. 160]. In this case, we must
require the element τ in the definition to be of degree 0. Unfortunately,
in general, a Clifford algebra is not oriented in the graded sense. As
a counterexample, we may choose A = C0,1. Then the permutation of
the two copies of A in A⊗A = C0,2 is given by the inner automorphism
associated to e1+e2 which is of degree 1 and not of degree 0, as required
in our definition. However, if V is a module which is oriented and of
even rank, the associated Clifford algebra C(V ) is oriented as we shall
show below.
To start with, let V and V ′ be two quadratic modules such that V
is of even rank and oriented. The argument used in Section 1 shows
the existence of an element v in C0(V ) ⊗ C0(V ′) ⊂ C(V )⊗̂C(V ′) ∼=
C(V ⊕ V ′) which anticommutes with the elements of V and commutes
with the elements of V ′ : one puts v = u ⊗ 1 with the notations of
Section 1 (see Remark 1.7). Moreover, (v)2 = 1 and v ∈Spin(V ⊕ V ′).
Let us choose V ′ = V and put T = V ⊕ V. Since 2 is invertible in R,
T is isomorphic to the orthogonal sum T1⊕T2, where T1 = {v,−v} and
T2 = {v, v} . Thanks to this isomorphism, the permutation of the two
summands of V ⊕V is translated into the involution (t1, t2) 7→ (−t1, t2)
on T1 ⊕ T2. Therefore, the previous argument shows the existence
of a canonical element u12 ∈ Spin(V ⊕ V ) of square 1 such that the
transformation
x 7→ u−112 .x.u12
permutes the two summands of V ⊕ V. It follows immediately that the
Clifford algebra C(V ) is oriented (in the graded sense) if V is oriented
and of even rank.
From the previous general considerations, we deduce a natural rep-
resentation of the symmetric group Sk in the group Spin(V
k) which
lifts the canonical representation of Sk in SO(V
k). To sum up, we have
proved the following Theorem:
Theorem 5.1. Let V be a quadratic module of even rank which is
oriented and let
σk : Sk −→ SO(V
k)
be the standard representation. Then there is a canonical lifting
σ˜k : Sk −→ Spin(V
k),
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such that the following diagram commutes
Spin(V k)
σ˜k,
ր ↓ pi
Sk
σk−→ SO(V k)
.
In other words, the Clifford algebra C(V ) is a Z/2-graded oriented
Azumaya algebra.
Remarks 5.2. One can also make an explicit computation in the Clif-
ford algebra C(V k) with the obvious elements τi = ui,i+1.; one checks
they satisfy the required relations for the generators of the symmetric
group Sk. Moreover, these liftings for various k
′s are of course com-
patible with each other. If R is an integral domain, we note that σ˜k is
unique, once σ˜2 is given.
6. Adams operations revisited
In this Section we assume that V is a quadratic R-module which is
oriented and of even rank, so that the Clifford algebra is a Z/2-graded
oriented Azumaya algebra.
If k! is invertible in R we have defined Adams operations in a func-
torial way:
Ψk : K(C(V )) −→ K(C(V (k))).
The purpose of this Section is to define similars operation Ψ
k
under
another type of hypothesis: 2k is invertible in R and R contains the
ring of integers in the k-cyclotomic extension of Q which is
Ωk = Z(ω) = Z [x] /(Φk(x)).
Here Φk(x) is the cyclotomic polynomial and ω is the class of x. We
conjecture that Ψ
k
= Ψk (which is defined via Newton polynomials
from the λ-operations) but we are not able to prove it, except when k!
is invertible in R. We also want to extend these operations Ψk and Ψ
k
to oriented Azumaya algebras (not only Clifford algebras) which were
defined in the previous Section.
The idea to define Ψ
k
is a remark by Atiyah [1, Formula 2.7] (used
already in Section 3) that Adams operations may be defined using the
cyclic group Z/k instead of the symmetric group Sk (if k! is invertible
in R). More precisely, the Adams operation Ψk is induced by the ho-
momorphism R(Sk) −→ Z which associates to a representation σ its
character on the cycle (1, 2..., k). Therefore, if we put F = E⊗k, we see
that
Ψk(E) =
k−1∑
j=0
Fωj · ω
j,
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where ω is a primitive kth-root of unity and where Fωj is the eigenmodule
corresponding to the eigenvalue ωj. The previous sum belongs in fact
to the subgroup K(C(V (k)) of K(C(V (k))⊗Z Ωk.
If we only assume that k is invertible in R, we can consider the
previous sum as a new operation. More precisely, we define
Ψ
k
(E) =
k−1∑
j=0
Fωj · ω
j.
In this new setting, this sum belongs to the group K(C(V (k)))⊗Z Ωk
and not necessarily to the subgroupK(C(V (k))). This definition makes
sense since we have assumed k invertible in R, so that F splits as the
direct sum of the eigenmodules associated to the eigenvalues ωj, where
0 ≤ j ≤ k − 1. Since we work in the Z/2-graded case, we also have to
assume that 2 is invertible in R.
If k is prime, because of the underlying action of the symmetric
group on F, the eigenmodules Fωj are isomorphic to each other when
1 ≤ j ≤ k − 1, so that this definition of Ψ
k
(E) reduces to F0 − Fω.We
may be more precise and choose as a model of the symmetric group
Sk the group of permutations of the set Z/k. One generator T of the
cyclic group Z/k is the permutation x 7→ x + 1. If α is a generator
of the multiplicative cyclic group (Z/k)×, the permutation x 7−→ αsx,
where s runs from 1 to k−2, enables us to identify all the eigenmodules
Fωj , j = 2, .., k − 1 with Fω. We therefore get the following theorem:
Theorem 6.1. Let E be a graded C(V )-module and let us assume that
2k is invertible in R and that the kth-roots of unity belong to R. We
define Ψ
k
(E) in the group K(C(V (k)))⊗Z Ωk by the following formula
Ψ
k
(E) =
k−1∑
j=0
Fωj · ω
j.
If E0 and E1 are two such modules, we have
Ψ
k
(E0 ⊗ E1) = Ψ
k
(E0) ·Ψ
k
(E1)
in the Grothendieck groups K(C(V (2k))) ⊗Z Ωk. Moreover, if k is
prime, Ψ
k
(E) belongs to K(C(V (k))) ⊂ K(C(V (k))) ⊗Z Ωk and we
have the following formula in K(C(V (k) :
Ψ
k
(E0 ⊕ E1) = Ψ
k
(E0) + Ψ
k
(E1).
Finally, the operation Ψ
k
coincides with the usual Adams operation Ψk
if k! is invertible in R.
Proof. When k is prime, we have the isomorphism
(E0 ⊕E1)
⊗k ∼= (E0)
⊗k ⊕ (E1)
⊗k ⊕ Γ,
where Γ is a module of type (H)k with an action of Sk permuting
the factors of (H)k. From elementary algebra, we see that Γ is not
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contributing to the computation of Ψ
k
(E0 ⊕ E1), hence the second
formula.
For the first formula, we compute Ψ
k
(E0 ⊗ E1) by looking formally
at the eigenmodules of T ⊗ T acting on (E0)
⊗k ⊗ (E1)
⊗k, considered
as a module over C(V (k))⊗C(V (k)). They are of course associated to
the eigenvalues ωi ⊗ ωj = ωi+j. Using the remark above, we can write
Ψ
k
(E0 ⊗ E1) =
k−1∑
r=0
[
(E0 ⊗ E1)
⊗k
]
r
· ωr
=
k−1∑
r=0
∑
i+j=r
[
(E0)
⊗k
]
i
· ωi ·
[
(E1)
⊗k
]
j
· ωj = Ψ
k
(E0) ·Ψ
k
(E1).
Finally, for k! invertible in R, the fact that Ψ
k
= Ψk is just the remark
made by Atiyah [1] quoted above. 
Let now A be any Z/2-graded Azumaya algebra which is oriented.
We would like to define operations on theK-theory of A of the following
type
K(A) −→ K(A⊗k).
For this, we again follow the scheme defined by Atiyah [1, Formula 2.7]
(if k! is invertible in R). The only point which requires some care is the
definition of the ”power map”
K(A) −→ KSk(A
⊗k) = K(A⊗k)⊗ R(Sk).
A priori, the target of this map is the K-group of the cross-product
algebra Sk ⋉ A
⊗k. However, as we have seen in the previous Section,
the representation of Sk in Aut(A
⊗k) lifts as a homomorphism from Sk
to (A⊗k)×. Therefore, this cross product algebra is the tensor product
of the group algebra Z[Sk] with A
⊗k.
Therefore, any homomorphism
λ : R(Sk) −→ Z
gives rise to an operation
λ∗ : K(A) −→ K(A
⊗k),
as we showed in Section 3. However, one has to be careful that this
operation depends on the orientation chosen on A, i.e. on the lifting of
the representation σk : Sk −→Aut(A
⊗k) to a representation σ˜k : Sk −→
(A⊗k)×, in such a way that the diagram
(A⊗k)×
σ˜k
ր ↓
Sk
σk−→ Aut(A⊗k)
commutes. If R is an integral domain, this lifting is defined up to the
sign representation. However, in this case, we get a canonical choice
of σ˜k as follows. Let F be the quotient ring of R and F its algebraic
28 CLIFFORD MODULES AND INVARIANTS OF QUADRATIC FORMS
closure. If we extend the scalar to F , A becomes a matrix algebra
End(E) over F , in which case (A⊗k)× is identified with Aut(Ek). We
then choose the sign of the lifting σ˜k in such a way that it corresponds
to the canonical lifting Sk −→Aut(E
k) by extension of the scalars.
Let us be more explicit and define the kth-exterior power λk(M) of
M as an A⊗k-module in our setting. We take the quotient of M⊗k by
the usual relations (where the mi are homogeneous elements):
ms(1) ⊗ms(2) ⊗ ...⊗ms(k) = ε(s)σ˜k(s) deg(ms)m1 ⊗m2 ⊗ ...⊗mk.
Here ε(s) is the signature of the permutation s, σ˜k the lifting defined
above and deg(ms) the signature of the representation s restricted to
elements of odd degree. We note that λk(M) is a graded module over
A⊗k.
Example. Let A = End(E) with the trivial grading and let σ˜k be
the canonical lifting. Then, by Morita equivalence, all left A-modules
M may be written as E ⊗ N, where N is an R-module. It is then
easy to see that λk(M) ∼= E⊗k ⊗ λk(N), where λk(N) is the usual kth-
exterior power over the commutative ring R,E⊗k being viewed as a
module over A⊗k ∼= End(E⊗k). We note that if we change the sign of
the orientation, we get the symmetric power E⊗k ⊗ Sk(N) instead of
the exterior power.
It is convenient to consider the full exterior algebra Λ(M) ofM which
is the direct sum of all the λk(M). As usual, Λ(M) is the solution of a
universal problem. If g :M −→ C is an R-module map where C is an
R-algebra and if
g(ms(1))g(ms(2)), ...g(ms(k)) = ε(s)σ˜k(s) deg(ms)s(m1)s(m2)...s(mk),
there is an algebra map Λ(M) −→ C which makes the obvious diagram
commutative. If M is a finitely generated projective A-module, λk(M)
as a finitely generated projective A⊗k-module: this is a consequence of
the following theorem.
Theorem 6.2. Let A be an oriented Z/2-graded Azumaya algebra and
let M and N be two finitely generated projective A-modules Then the
exterior algebra of M⊕N is canonically isomorphic to Λ(M)⊗RΛ(N).
Moreover, in each degree k, we get an isomorphism of A⊗k-modules.
Proof. The canonical map from M ⊕N to Λ(M)⊗R Λ(N) induces the
usual isomorphism
Λ(M ⊕N) −→ Λ(M)⊗R Λ(N).
In each degree k, this map induces an isomorphism between λk(M⊕N)
and the sum of the λi(M)⊗R λ
k−i(N), viewed as A⊗k-modules. 
Following Grothendieck and Atiyah again, we define λ-operations on
K-groups:
λk : K(A) −→ K(A⊗k)
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satisfying the usual identity
λr(M ⊕N) =
∑
k+l=r
λk(M) · λl(N)
as A⊗(k+l)-modules. We can also define the Adams operations by the
usual formalism.
We may view operations in this type of K-theory as compositions
K(A)
P
−→ K(A⊗k)⊗Z R(Sk)
θ
−→ K(A⊗k).
Here P is the power map defined through the lifting σ˜k above. The sec-
ond map θ is induced by an homomorphism R(Sk) −→Z. In particular,
the Adams operation Ψk is given by the homomorphism
R(Sk) −→ Z
which associates to a representation ρ its trace of the cycle (1, 2, ..., k).
Remark 6.3. A careful analysis of these considerations shows that we
don’t need k! to be invertible in order to define the λ-operations in the
non graded case. However, we need 2 to be invertible in the graded case
and, moreover, k! invertible in order to define the Adams operations
with good formal properties.
Another approach to the Adams operations, as we showed at the
beginning of this Section, only assumes that 2k is invertible in R and
that R contains the kth-roots of unity. If E is a finitely generated
projective A-module, the tensor power E⊗k is an Sk⋉ A
⊗k -module.We
can ”untwist” the two actions of Sk and A
⊗k, thanks to the orientation
of A and we end up with an A⊗k-module F, with an independant action
of Sk. We put formally
Ψ
k
(E) =
k−1∑
j=0
Fj · ω
j
where Fj is the eigenmodule associated to the eigenvalue ω
j. The pre-
vious sum lies in K(A⊗k)⊗Z Ωk and even in the subgroup K(A
⊗k) if k
is prime. This second definition is very pleasant, since the formal prop-
erties of the Adams operations can be checked easily with this formula
(at least for k prime). We conjecture that Ψk = Ψ
k
in this case too.
7. Twisted hermitian Bott classes
We are going to define more subtle operations, associated not only
to the K-theory of A but also to the K-theory of A ⊗ B, where A =
C(V ) and B = C(W ) are two Clifford algebras. We no longer assume
that V and W are of even rank or oriented. However, we assume k
odd, 2k invertible in R and that the kth-roots of unity belong to R.
We also replace the symmetric group Sk by the cyclic group Z/k in
our previous arguments. The reason for this change is the following
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remark. The natural representation σk : Z/k −→ O(V
k) has its image
in the subgroup SO0(V k) defined in Section 1 and lifts uniquely to
a representation of Z/k in Spin(V k), so that the following diagram
commutes:
Spin(V k)
ր ↓
Z/k −→ SO0(V k)
.
This lifting does not exist in general for the symmetric group Sk, except
if V is even dimensional and oriented, as we have seen in Section 5.
Let now M be a finitely generated projective module over A⊗B =
C(V )⊗ C(W ) = C(V ⊕W ). We can compose the power map
K(A⊗ B) −→ K(Z/k ⋉ (A⊗ B)⊗k) ∼= K(Z/k ⋉ C(V k ⊕W k))
with the ”half-diagonal”
K(Z/k ⋉ C(V k ⊕W k)) −→ K(Z/k ⋉ C(V (k)⊕W k))
∼= K(C(V (k))⊗ (Z/k ⋉ C(W k))),
as we did in Section 2 for W = 0. From the considerations in Section
6, we can ”untwist” the action of Z/k on the Z/2-graded Azumaya
algebra C(W k), so that Z/k⋉C(W k) is isomorphic to the usual group
algebra Z[Z/k] ⊗ C(W k). Using the methods of Section 2 and of the
previous Section, we get a more precise power map:
K(C(V )⊗ C(W )) −→ K(C(V (k))⊗ C(W k))⊗R(Z/k).
Therefore, according to Atiyah again [1], any homomorphism
λ : R(Z/k) −→ Ωk
gives rise to a ”twisted operation”
λ∗ : K(C(V )⊗ C(W )) −→ K(C(V (k))⊗ C(W
k))⊗ Ωk.
We apply this formalism to W = V (−1), in which case C(W ) is the
(graded) opposite algebra of C(V ). Therefore, K(C(V ) ⊗ C(W )) ∼=
K(R) by Morita equivalence. If we choose for λ the map above, we
define the ”twisted hermitian Bott class” as the image of 1 by the
composition
K(R) ∼= K(C(V )⊗ C(W )) −→ K(C(V (k))⊗ C(W k))⊗ R(Z/k)
−→ K(C(V (k))⊗ C(W k)⊗ Ωk.
We have proved the following theorem:
Theorem 7.1. Let V be an arbitrary quadratic module. The ”twisted
hermitian Bott class” ρk(V ) belongs to the following group
ρk(V ) ∈ K(C(V (k))⊗ C(W
k))⊗Z Ωk.
It satisfies the multiplicative property
ρk(V1 ⊕ V2) = ρk(V1) · ρk(V2),
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taking into account the identification of algebras:
C((V1 ⊕ V2)(k))⊗ C(W
k
1 ⊕W
k
2 )
∼=
[
C(V1(k))⊗ C(W
k
1 ))
]
⊗
[
C(V2(k))⊗ C(W
k
2 )
]
.
.
Remark 7.2. Let (V,E) be a spinorial module and let us identify the
four Z/2-graded algebras C(V ), End(E), C(V (k)) and C(W ). Then,
by Morita equivalence, we see that the twisted hermitian Bott class
coincides (non canonically) with the untwisted one.
Remark 7.3. It is easy to show that V 4 is an orientable quadratic
module which implies by 1.7 that the Clifford algebra C(V 4) is isomor-
phic to its opposite. Let now k be an odd square which implies that
k ≡ 1mod 8. Since C(V (k)) ∼= C(V ) and C(W k) are Morita equiva-
lent to C(W ), the target group of the twisted hermitian Bott class is
isomorphic to
K(C(V )⊗ C(W ))⊗Z Ωk ∼= K(R)⊗Z Ωk.
This shows that we have a commutative diagram up to isomorphism
KSpin(R) −→ KQ(R)
↓ ↓
K(R) [1/k]× −→ [K(R)⊗Z Ωk] [1/k]
×
,
where the vertical maps are defined by hermitian Bott classes, twisted
and untwisted.
Finally, as we did in Section 3, we can ”correct” the twisted hermitian
Bott class by using the result of Serre about the square root of the
classical Bott class [17]. More precisely, if V is a self-dual module of
dimension n, there is an explicit class σk(V ) in K(R)⊗ZΩk which only
depends on the exterior powers of V, such that
σk(V )
2 = δ(k−1)/2ρk(V ),
with δ = (−1)nλn(V ). The corrected twisted hermitian Bott class is
then defined by the formula
ρk(V ) = ρk(V )(σk(V ))
−1,
taking into account the fact thatK(C(V (k))⊗C(W k)) is a module over
the ringK(R).We have ρk(V ) ∈ ±(Pic(R))
(k−1)/2 if V is hyperbolic7, as
we showed in Section 3. Therefore, the previous formula for ρk defines
a morphism also called ρk, between the classical Witt group W (R) and
twisted K-theory modulo ±(Pic(R))(k−1)/2(as a multiplicative group),
more precisely
ρk :W (R) −→
[
K(C(V (k))⊗ C(W k))⊗Z Ωk
]
[1/k] /×±(Pic(R))(k−1)/2.
7The sign ambiguity is unavoidable, since V is of arbitrary dimension.
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Remark 7.4. If k ≡ 1mod 4, we can multiply σk(V ) by the sign
(−1)n(k−1)4, as we did in Section 3. If we apply this sign change, the
new corrected twisted hermitian Bott class takes its values in the group[
K(C(V (k))⊗ C(W k))⊗Z Ωk
]
[1/k] /×/(Pic(R))(k−1)/2,
without any sign ambiguity.
8. Appendix. A remark about the Brauer-Wall group
The purpose of this appendix is to prove the following theorem which
is also found in [4, Proposition 5.3 and Corollary 5.4] for the non graded
case. It is added to this paper for completeness’ sake with a Z/2-graded
variant.
Theorem 8.1. Let R be a commutative ring. Let A be an R-algebra
which is projective, finitely generated and faithful as an R-module. Let
P and Q be faithful projective finitely generated R-modules such that
A⊗ End(P ) ∼= End(Q).
Then A is isomorphic to some End(E), where E is also faithful, projec-
tive and finitely generated. The same statement is true for Z/2-graded
algebras and modules if 2 is invertible in R.
In order to prove the theorem, we need the following classical lemma:
Lemma 8.2. Let P be a faithful finitely generated projective R-module.
Then there exists an R-module Q such that F = P ⊗Q is free. More-
over, if P is Z/2-graded and if 2 is invertible in R, we may choose Q
such that F = R2m = Rm ⊕ Rm, with the obvious grading.
Proof. (compare with [9, pg. 14] and [5, Corollary 16.2]). Since any
module P of this type is locally the image of a projection operator p
of rank r > 0, we can look at the ”universal example”. This universal
ring R is generated by variables pji where 1 ≤ i ≤ n and 1 ≤ j ≤ n
such that the matrix p = (pji ) is idempotent of trace r. According to
[5, p. 39], since R is of finite stable range, the element y = [P ] − [r]
is nilpotent in the Grothendieck group K(R), say yN = 0 for some N.
Let us now consider the element
x = rN−1 − rN−2y + ...+ (−1)N−1yN−1.
We have the identity (r+ y)Mx =M(rN − (−1)N−1yN) =MrN . Since
the rank of x is rN−1 > 0 and since the stable range of R is finite, the
elementMx in K(R) is the class of a module Q for sufficiently largeM.
If follows that P ⊗Q is stably free and therefore free ifM is again large
enough. Finally, the case of Z/2-graded modules follows by the same
argument, considering graded R-modules as R [Z/2]-modules. 
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Proof. (of the theorem). Let us first consider the non graded case.
Without restriction of generality, we may assume that A is of constant
rank and that P and Q are also of constant rank such that A⊗End(P )
is isomorphic to End(Q). According to the previous lemma, we may
also assume that P is free of constant rank, say n. Therefore, we have
an algebra isomorphism
A⊗Mn(R) ∼= End(Q).
Let us now consider the fundamental idempotents in the matrix al-
gebra Mn(R) defined by the diagonal matrices with all elements = 0
except one which is 1. Thanks to the previous isomorphism, we may
use these idempotents to split Q as the direct sum of n copies of E.
Since the commutant of Mn(R) in A ⊗ Mn(R) is A, it follows that
the representation of A in End(Q) is the orthogonal sum of n copies
of a representation ρ from A to End(E). From the previous algebra
isomorphism, we therefore deduce the required identity
A ∼= End(E).
Finally, we make the obvious modifications of the previous argument
in the Z/2-graded case by writing the previous algebra isomorphism in
the form
A⊗̂M2n(R) ∼= End(Q),
with the obvious grading on M2n(R). We use again the fundamental
idempotents in M2n(R) in order to split Q as a direct sum E
n, where
E is Z/2-graded. 
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