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Preface
We study existence and flow invariance of (mild) solutions to non-autonomous partial
differential delay equations of the general form
(FDE)
{
u˙(t) +B(t)u(t) 3 F (t, ut), 0 ≤ s ≤ t
us = ϕ.
Here B(t) ⊂ X ×X is a time dependent (possibly multivalued) nonlinear operator
in a Banach (state) space X with – possibly – time dependent domain D(B(t)). For
I = R− or I = [−R, 0], R > 0, ut : I → X is the history of u up to t defined by
ut(ξ) = u(t + ξ), ξ ∈ I, and ϕ : I → X is a given initial history out of a space E
of functions from I to X. Moreover, F (t, .) is a given history-responsive operator
which is Lipschitz continuous on a (possibly ”thin”) subset Eˆ(t) of E.
Equations of type (FDE) arise in the modeling of evolutionary processes governed
by – possibly multivalued ‘partial differential expressions ‘ for which the time rate
of change at time t depends in an essential way on the history of the process up to
time t, or at least on some finite part of it. Typical examples of such arise from the
investigation of materials with thermal– or shape–memory, of biochemical reactions,
and of population models.
This problem has been considered in quite a number of papers. In these papers
mostly the operators B(t) are assumed to be α(t)-m-accretive, α(t) ∈ R , with
cl(D(B(t))) independent of t and the operators F (t, .) are supposed to be globally
Lipschitz continuous, or at least globally defined and Lipschitz on bounded sets.
Also in the search for ”classical” solutions, there are usually special assumptions on
the geometry of the state space X. (Compare the references in Chapter 2).
For applications, these can be severe restrictions. For concrete models in population
dynamics, for instance, the natural state space X is an L1−space, and the history–
responsive operators F (t, .) may not be globally defined, much less globally Lipschitz,
but may only be defined on ”thin” subsets Eˆ(t) of the initial history space. (For a
class of concrete models, see Sections 2.5 and 3.4).
An appropriate solution theory thus requires not only existence of solutions, but
also their flow-invariance. Also, for the general case of nonlinear operators B(t)
and geometrically ”bad” Banach spaces, the search for classical solutions has to be
extended to the search for mild solutions, as usual for nonlinear evolution problems.
2 Preface
In this thesis, we shall present two approaches to flow invariance of solutions to
(FDE): (a) under range conditions on (B(t))t≥0;
(b) under subtangential conditions.
The general setup is as follows:
(G1) (B(t))t≥0 is a family of operators in a Banach space (with possibly time–varying
domain D(B(t))), such that for [xi, yi] ∈ B(ti), i ∈ {1, 2}, t2 ≤ t1, and 0 < λ < λ0;
(1− λα)‖x1 − x2‖ ≤ ‖x1 − x2 + λ(y1 − y2)‖+ λ‖f(t1)− f(t2)‖L1(‖x2‖),
where α ∈ R , λ0 > 0 is such that λ0α < 1, f : R+ → X is a continuous function,
and L1 : R+ → R+ a nondecreasing bounded function (on bounded sets).
(G2) Xˆ(t) and Eˆ(t), t ≥ 0 are closed subsets of X, respectively, of E such that for
x ∈ Xˆ(t + λ), ψ ∈ Eˆ(t), and λ > 0 small enough, if ϕψx,λ ∈ E is the solution to
ϕ− λϕ′ = ψ, ϕ(0) = x, then ϕψx,λ ∈ Eˆ(t+ λ).
(G3) F :
⋃
t≥0
{t}×Eˆ(t)→ X is continuous and bounded on bounded sets.
(a) In Chapter 2, we shall extend the approach of [58] to the fully non-autonomous
case. More precisely we investigate the problem of existence and flow invariance
of mild solutions to the non-autonomous partial differential delay equation u˙(t) +
B(t)u(t) 3 F (t, ut), t ≥ s ≥ 0, us = ϕ, where the family (B(t))t≥0 satisfies (G1) and
the operators F (t, .) satisfy (G3) and have the following property: for ϕ ∈ Eˆ(t1)
and ψ ∈ Eˆ(t2), 0 ≤ t2 ≤ t1, such that ‖ϕ− ψ‖ = ‖ϕ(0)− ψ(0)‖,
‖F (t1, ϕ)− F (t2, ψ)‖ ≤M‖ϕ− ψ‖+ ‖g(t1)− g(t2)‖L2(‖ψ‖), (0.1)
with g : R+ → X a continuous function and L2 : R+ → R+ a bounded (on bounded
sets) function. We show that under the above assumptions if for all x ∈ Xˆ(t+λ), ψ ∈
Eˆ(t), and λ > 0 small enough;[
ψ(0) + λF (t+ λ, ϕψx,λ)
]
∈ (I + λB(t+ λ))(D(B(t+ λ)) ∩ Xˆ(t+ λ)),
then for ϕ in a certain subset of Eˆ(s), there exists a mild solution uϕ to (FDE) such
that (uϕ)t ∈ Eˆ(t), t ≥ s.
(b) In Chapter 3, we provide a subtangential condition for existence and flow invari-
ance of solutions to (FDE). (For the autonomous (FDE), see [59]). Namely, we show
that under certain assumptions on F and the family (B(t))t≥0 if for all ψ ∈ Eˆ(t)
lim inf
λ→0+
1
λ
d
(
ψ(0) + λF (t, ψ), (I + λB(t+ λ))(Xˆ(t+ λ) ∩D(B(t+ λ)))) = 0,
3then for any ϕ ∈ Eˆ(s), there exists a mild solution uϕ to (FDE) such that (uϕ)t ∈
Eˆ(t) and uϕ(t) ∈ Xˆ(t), t ≥ s. Here Eˆ(t) is a family of closed subsets in Eˆ0(t)
with Eˆ0(t) = {ϕ ∈ E |ϕ(0) ∈ cl(Xˆ(t) ∩D(B(t)))} satisfying (G2). In this case, the
additional assumptions on F are as below:
(F1) There exists M > 0 such that for ϕi ∈ Eˆ0(ti), i ∈ {1, 2}, 0 ≤ t2 ≤ t1, with
‖ϕ1 − ϕ2‖ = ‖ϕ1(0)− ϕ2(0)‖,
< F (t1, ϕ1)− F (t2, ϕ2), ϕ1(0)− ϕ2(0) >+ ≤ M‖ϕ1 − ϕ2‖
+ ‖g(t1)− g(t2)‖L2(‖ϕ2‖),
where g : R+ → X is a continuous function and L2 : R+ → R+ is a bounded (on
bounded sets) function.
(F2) there exists M ′ > 0 such that, if ϕ1, ϕ2 ∈ Eˆ0(t), t ≥ 0 with ϕ1(0) = ϕ2(0),
then
‖F (t, ϕ1)− F (t, ϕ2)‖ ≤M ′‖ϕ1 − ϕ2‖.
In the subtangential case, we shall also need some t–dependence condition on the
family D(B(t)) ∩ Xˆ(t) and Eˆ(t).
In both cases, we associate with (FDE) a family of nonlinear operators A(t) :
D(A(t)) ⊂ E → E by{
D(A(t)) = {ϕ ∈ Eˆ(t) | ϕ′ ∈ E,ϕ(0) ∈ D(B(t)), ϕ′(0) ∈ F (t, ϕ)−B(t)ϕ(0)}
A(t)ϕ := −ϕ′ , ϕ ∈ D(A(t)), (0.2)
(in the subtangential case D(A(t)) ⊂ Eˆ0(t)). Then, our analysis will be based on the
evolution operator associated to the Cauchy problem Φ˙(t)+A(t)Φ(t) = 0, Φ(s) = ϕ
in the initial history space E.
We also investigate the asymptotic properties (such as asymptotic stability, compact-
ness of the range of solutions, and asymptotic almost periodicity) of the solutions
to (FDE).
This thesis is organized as follows:
In Chapter 1, we recall some basic definitions and known facts about accretive op-
erators, mild solutions, and evolution operators.
In Chapter 2, we first explain the assumptions on the initial history space E and
give some typical examples for the initial history spaces. In this chapter, we con-
sider (FDE) under the general assumptions (G1)–(G3), condition (0.1) on F , and
the above range condition. Then we prove that for all ϕ in cl(D(A(s))), there exists
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a mild solution uϕ such that (uϕ)t ∈ Eˆ(t), t ≥ s. Under some additional assumption
we also obtain invariance of Xˆ(t), i.e. uϕ(t) ∈ Xˆ(t) for t ≥ s. In Section 2.6 we
shall apply these results to population dynamics models. The existence and flow
invariance results for (FDE) in the initial history space of L1 type are presented in
Section 2.7.
In Chapter 3, we consider (FDE) under the general assumptions (G1)–(G3), con-
ditions (F1) and (F2), and the subtangential condition explained above. Then we
state the main theorem of this chapter, namely we show that for any ϕ ∈ Eˆ(s)
there exists a mild solution uϕ such that (uϕ)t ∈ Eˆ(t) and uϕ(t) ∈ Xˆ(t), t ≥ s.
Next, we discuss some special cases which are more useful for the applications to
the population models. The examples are treated in Section 3.4.
As we indicated before, the proof of the main theorem is based on translating (FDE)
to a Cauchy problem in E. In translating the above subtangential condition on
(FDE) to a sufficient condition for the existence and flow invariance of mild solu-
tions for the Cauchy problem in E, we have to work with a separate subtangential
condition which in the autonomous case was developed by M. Pierre. Thus, in the
first section of this chapter, we shall introduce the separate subtangential condition
in the non–autonomous case and show that it is sufficient for the existence and flow
invariance of mild solutions to the non–autonomous Cauchy problem.
In Chapter 4, we study the asymptotic properties of solutions to (FDE) obtained in
the previous chapters. In Section 4.1, we show that if α+M < 0, then for the initial
history spaces (a) E = Ev where s 7→ v(s)e−µs is nondecreasing on R− for some
µ > 0, and (b) E = C([−R, 0];X), solutions to (FDE) are exponentially stable. In
Section 4.2, we consider (FDE) in the initial history space E = C([−R, 0];X), and
show that if the the family (B(t))t≥0 generates a compact evolution operator, then
the evolution operator generated by the family (A(t))t≥0, defined by (0.2), is also
compact. In Section 4.3 we study the relationship between properties (such as hav-
ing (weakly) relatively compact range, asymptotic almost periodicity, and Eberlein–
weak almost periodicity) of uϕ, the mild solution to (FDE), and the corresponding
motion UA(., 0)ϕ : R+ → E. Finally, in Section 4.4 we discuss some cases, for which
the solutions to (FDE) have relatively compact range. In particular we show that
if for some r0 > 0, B(r0) is α–m–accretive and the resolvents of B(r0) are compact,
then bounded and uniformly continuous solutions to (FDE) have relatively compact
range.
1 Preliminaries
In this chapter, we collect some basic facts which will be used later. Throughout
this thesis, X will be a real Banach space. Given a subset D of X, cl(D) will denote
its (norm–) closure in X and d(x,D) is the distance from x to the set D.
1.1 Accretive operators
In this section we introduce some basic concepts concerning the theory of accretive
operators.
A (possibly multivalued ) operator C : D(C) → 2X , represented by its graph
C ⊂ X×X, is called accretive if for each λ > 0 and each pair [xi, yi] ∈ C, i ∈ {1, 2},
‖x1 − x2‖ ≤ ‖(x1 + λy1)− (x2 + λy2)‖.
For γ ∈ R , C is called γ-accretive if C + γI is accretive, or equivalently for λ > 0
with λγ < 1 and each pair [xi, yi] ∈ C, i ∈ {1, 2},
(1− λγ)‖x1 − x2‖ ≤ ‖(x1 + λy1)− (x2 + λy2)‖.
Let C ⊂ X × X be a γ− accretive operator, and λ > 0 with λγ < 1. Then its
resolvents JCλ := (I + λC)
−1 : R(I + λC)→ D(C) are single–valued, and moreover∥∥JCλ x− JCλ y∥∥ ≤ 11− λγ ‖x− y‖.
The operator Cλ : R(I + λC)→ X defined by
Cλ := λ
−1(I − JCλ ),
is called the Yosida approximation of C. By definition, if x ∈ R(I + λC), then
[JCλ x,Cλx] ∈ C.
C is called γ- m-accretive if C is γ–accretive, and in addition R(I + λC) = X for
all λ > 0, λγ < 1.
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Definition 1.1. The duality map J of X into 2X
∗
is defined by
J(x) = {x∗ |x∗ ∈ X∗, < x∗, x >= ‖x‖, and ‖x∗‖ ≤ 1} for all x ∈ X. (1.1)
We shall also need the following notion:
For each λ > 0, and x, y ∈ X set < y, x >λ= ‖x+ λy‖−‖x‖λ . Then for fixed
x, y ∈ X, the map λ 7→< y, x >λ is nondecreasing. Thus for every x, y ∈ X we can
define
< y, x >+= lim
λ→0+
< y, x >λ= inf
λ>0
< y, x >λ . (1.2)
< y, x >+: X × X → R is upper–semicontinuous, and |< y, x >+| ≤ ‖y‖. The
following result concerns the relationship between J and < ., . >+.
Proposition 1.2. [3, Proposition 2.13]. Let x, y ∈ X. Then
< y, x >+= max{< x∗, y > |x∗ ∈ J(x)}.
For more properties of this function, see for instance Chapter 2 in [3].
In the next theorem, we characterize accretive operators in several equivalent ways:
Theorem 1.3. [3, Theorem 2.15]. Let C ⊂ X ×X. Then the following are equiva-
lent:
(i) C is accretive.
(ii) (I + λC)−1 is nonexpansive for λ > 0.
(iii) < y − yˆ, x− xˆ >+≥ 0 whenever [x, y], [xˆ, yˆ] ∈ C.
(iv) If [x, y], [xˆ, yˆ] ∈ C, then there exists x∗ ∈ J(x− xˆ) such that
< x∗, y − yˆ >≥ 0.
The following lemma can be read from [3, Proposition 4.3].
Lemma 1.4. Let C be a γ−accretive operator in X, λ > 0 with λγ < 1. Then the
following hold:
(i) If x ∈ D(JCλ ) ∩D(C), then∥∥x− JCλ x∥∥ ≤ λ1− λγ inf{‖y‖ : y ∈ Cx}.
(ii) If x ∈ D(JCλ ), then for all [x0, y0] ∈ C∥∥JCλ x− x∥∥ ≤ 2− λγ1− λγ ‖x− x0‖+ λ1− λγ ‖y0‖.
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1.2 Non–autonomous Cauchy problems
Consider the non–autonomous Cauchy problem{
u˙(t) + C(t)u(t) 3 f(t) 0 ≤ s ≤ t
u(s) = u0,
(1.3)
where C(t) : D(C(t))→ 2X , t ≥ 0 is a time dependent nonlinear operator acting in
X with (possibly) time-dependent domain D(C(t)) and f ∈ L1loc(s,∞;X).
Let T > s. A continuous function u : [s, T ] → X with u(s) = u0 is called a strong
solution to (1.3) on [s, T ] if u is locally absolutely continuous and differentiable a.e
on (s, T ) such that u˙(t) + C(t)u(t) 3 f(t) a.e t ∈ [s, T ].
A continuous function u : [s, T ] → X with u(s) = u0 is called a mild solution of
(1.3) on [s, T ] if there exists a sequence of DS-approximate solutions un such that
un converges to u on compact subintervals of [s, T ) as n→∞.
Here, by a DS-approximate solution un of (1.3) we mean a step function un with
un(t) =
{
un0 t = s
unk t ∈ (tnk−1, tnk ],
(1.4)
where s = tn0 < t
n
1 < . . . < t
n
Nn
≤ T , and
dn = max{ max
1≤k≤Nn
(tnk − tnk−1), T − tNn} → 0, as n→∞. (1.5)
Moreover, the elements unk solve the implicit difference scheme
unk − unk−1
tnk−1 − tnk
+ C(tnk)u
n
k 3 znk , k ∈ {1, . . . , Nn}, (1.6)
with un0 → u0 as n→∞, and zn1 , . . . , znNn ∈ X such that
lim
n→∞
Nn∑
k=1
∫ tnk
tnk−1
‖f(τ)− znk‖dτ = 0. (1.7)
Suppose that the family {C(t), 0 ≤ t ≤ T}, C(t) ⊂ X ×X, of operators satisfies the
following condition:
(A.1) There exists γ ≥ 0, a continuous function h : (a, b)→ X, −∞ ≤ a ≤ 0 < T <
b ≤ ∞, and a bounded (on bounded subsets) function L : R+ → R+ such that for
[x1, y1] ∈ C(t1), [x2, y2] ∈ C(t2), 0 ≤ t2 ≤ t1 ≤ T, and 0 < λ < λ0 ;
(1− λγ)‖x1 − x2‖ ≤ ‖x1 − x2 + λ(y1 − y2)‖+ λ‖h(t1)− h(t2)‖L(‖x2‖)
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where λ0 > 0 is such that λ0γ < 1.
A continuous function u : [s, T ] → X is called an integral solution to the Cauchy
problem (1.3) on [s, T ] if u(s) = u0, and for any s ≤ t2 ≤ t1 ≤ T , and [x˜, y˜] ∈ C(r),
r ∈ [s, T ];
‖u(t1)− x˜‖ − ‖u(t2)− x˜‖ (1.8)
≤
∫ t1
t2
[
γ‖u(τ)− x˜‖+ < f(τ)− y˜, u(τ)− x˜ >+ +C‖h(τ)− h(r)‖
]
dτ,
where C = max{L(‖x˜‖), L( sup
s≤τ≤T
‖u(τ)‖)}.
Remark 1.5. The inequality (1.8) is equivalent to
e−γt1‖u(t1)− x˜‖ − e−γt2‖u(t2)− x˜‖ ≤∫ t1
t2
e−γτ < f(τ)− y˜, u(τ)− x˜ >+ dτ + C
∫ t1
t2
e−γτ‖h(τ)− h(r)‖dτ, (1.9)
Definition 1.6. A continuous function u : (I + s) ∪ [s, T ] → X is called a strong,
mild, or integral solution of (FDE) if us = ϕ and, on [s, T ], u is a solution of the
respective kind to the Cauchy problem{
u˙(t) +B(t)u(t) 3 f(t), s ≤ t ≤ T
u(s) = ϕ(0),
(1.10)
with f(t) = F (t, ut).
1.3 Evolution operators
Given T > 0, let {D(s) | 0 ≤ s ≤ T} be a family of subsets of X. Set ∆ =
{(t, s) | 0 ≤ s ≤ t ≤ T}. A family U = {U(t, s) | (t, s) ∈ ∆} of operators (or in short
U(t, s)), U(t, s) : D(s)→ D(t) is called an evolution operator if it has the following
properties:
(i) U(s, s)x = x, and U(t, r)U(r, s)x = U(t, s)x for all x ∈ D(s) and, 0 ≤ s ≤ r ≤
t ≤ T ,
(ii) For each s ∈ [0, T ] and x ∈ D(s), the function t → U(t, s)x is continuous on
[s, T ].
We shall call the evolution operator U(t, s), (t, s) ∈ ∆ of type γ if
‖U(t, s)x− U(t, s)y‖ ≤ eγ(t−s)‖x− y‖ for all x, y ∈ D(s), and (t, s) ∈ ∆.
1.3 – Evolution operators 9
If U is an evolution operator of type γ it has the following property ;
(iii) If 0 ≤ sn ≤ tn ≤ T with sn ↓ s , tn → t, and xn ∈ D(sn) such that xn → x, and
x ∈ D(s), then U(tn, sn)xn → U(t, s)x.
The next theorem states an existence result concerning Cauchy problem
(CP)
{
u˙(t) + C(t)u(t) 3 0, t ≥ s
u(s) = u0.
Theorem 1.7. [47, Theorem 3.6]. Given T > 0. Suppose that the family {C(t), 0 ≤
t ≤ T}, C(t) ⊂ X ×X, of operators satisfies (A.1) and the following further condi-
tions:
(A.2) For 0 ≤ t ≤ T and for all x ∈ cl(D(C(t))),
lim
λ→0+
1
λ
d(x,R(I + λC(t+ λ))) = 0.
(A.3) The domain D(C(t)) depends on t ∈ (s, T ] in the following way:
If tn ↑ t ∈ (s, T ], xn ∈ D(C(tn)), and xn → x ∈ X, then x ∈ cl(D(C(t))).
Then we have :
(i) For every s ∈ [0, T ) and u0 ∈ cl(D(C(s))) the problem (CP) admits a sequence un
of DS-approximate solutions, which is uniformly convergent on compact subintervals
of [s, T ) to a continuous function u = u(; s, u0) with u(t) ∈ cl(D(C(t))). Moreover
every sequence of DS-approximate solutions is uniformly convergent to the same u
which is the unique integral solution of (CP).
(ii) The family {V (t, s) |V (t, s) : cl(D(C(s)))→ cl(D(C(t)))} defined by;
V (t, s)u0 = u(t), u0 ∈ cl(D(C(s))), s ≤ t ≤ T, (1.11)
is an evolution operator of type γ.
(iii) If u is a strong solution to (CP), then u(t) = V (t, s)u0.
(iv) If X is reflexive, h is of bounded variation and u0 ∈ D(C(s)), then u(t) =
V (t, s)u0 is the unique strong solution to (CP).
Remark 1.8. Theorem 1.7 actually holds for any γ ∈ R ; and Theorem 1.7(iv)
holds, if X just has the Radon–Nikodym property.
In what follows we shall call the family {V (t, s) | s ≤ t ≤ T} as defined in (1.11)
the evolution operator generated by C(t).
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Definition 1.9. The evolution operator U(t, s) is said to be compact if for every t, s
with 0 ≤ s < t, U(t, s) maps bounded subsets of D(s) to relatively compact subsets
of D(t).
For t = s, U(s, s) is the identity operator on D(s) ⊂ X which is not compact if X is
of infinite dimension. Moreover, if U(t0, s) is compact for some t0 > s, then U(t, s)
is also compact for all t > t0 (this is because U(t, s) = U(t, t0)U(t0, s)).
Definition 1.10. The evolution operator U(t, s) is said to be equicontinuous if
for every 0 ≤ s < t, and each bounded set K ⊂ D(s), the family of functions
{U(., s)x |x ∈ K} is equicontinuous at t. i.e. for every ε > 0 there exists δ > 0 such
that
‖U(t′, s)x− U(t, s)x‖ < ε for all t ∈ (t′ − δ, t′ + δ), and x ∈ K.
If U(t, s), is a compact evolution operator, then for each 0 ≤ s < t, and bounded
set K ⊂ D(s), U(., s)K is equicontinuous at t.
The following result is the extension of Brezis’ theorem. See [47, Theorem 5.1]
Theorem 1.11. Let (U(t, s))0≤s≤t≤T be the evolution operator generated by C(t) via
Theorem 1.7. Suppose also that each C(t) is m–accretive. Then U(t, s) is compact
if and only if U(t, s) is equicontinuous, and for any r ∈ [0, T ], and λ > 0, JC(r)λ is
compact.
For all these notions and the general theory of accretive operators and evolution
equations, the reader is referred to [3, 9, 19, 37, 44, 47].
2 Existence and flow-invariance under local range
conditions
1In this chapter we study existence and flow invariance of (mild) solutions to non-
autonomous partial differential delay equations of the general form
(FDE)
{
u˙(t) +B(t)u(t) 3 F (t, ut), 0 ≤ s ≤ t
us = ϕ.
Here B(t) ⊂ X ×X is a time dependent (possibly multivalued) nonlinear operator
in a Banach (state) space X with – possibly – time dependent domain D(B(t)). For
I = R− or I = [−R, 0], R > 0, ut : I → X is the history of u up to t defined by
ut(ξ) = u(t + ξ), ξ ∈ I, and ϕ : I → X is a given initial history out of a space E
of functions from I to X. Moreover, F (t, .) is a given history-responsive operator
which is Lipschitz continuous on a (possibly ”thin”) subset Eˆ(t) of E with Lipschitz
constant M > 0.
For the autonomous counterpart of (FDE), in a series of papers Ruess [54, 55, 56,
58] and Ruess/Summers [60, 61, 62] have developed a ”local” approach to global
existence and flow invariance, and most importantly, F only defined on prescribed
subsets Eˆ of E. In this chapter, we shall extend the approach of [58] to the fully
non-autonomous case. This approach roughly consists of the following program:
Given closed subsets Xˆ(t) ⊆ X, and Eˆ(t) ⊆ E, we shall specify conditions on Xˆ(t),
Eˆ(t), F (t, .) : Eˆ(t)→ X, and the family B(t) of nonlinear operators, B(t) ⊂ X×X,
such that if the operators A(t) in E are defined by{
D(A(t)) = {ϕ ∈ Eˆ(t) | ϕ′ ∈ E,ϕ(0) ∈ D(B(t)), ϕ′(0) ∈ F (t, ϕ)−B(t)ϕ(0)}
A(t)ϕ := −ϕ′ , ϕ ∈ D(A(t)),
thenA(t) generates an evolution operator {U(t, s)| 0 ≤ s ≤ t}, U(t, s) : cl(D(A(s)))→
1A shortened version of this chapter has been submitted for publication.
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cl(D(A(t))), such that, for ϕ ∈ cl(D(A(s))) the function uϕ, defined by
uϕ(t) =
{
ϕ(t− s), I 3 t− s ≤ 0
(U(t, s)ϕ) (0), t ≥ s
is a mild solution for (FDE), and (uϕ)t ∈ Eˆ(t) for all t ≥ s.
For previous results in this direction, mostly for B(t) α−m–accretive and F (t, .)
globally defined, both in the autonomous and the non–autonomous case, the reader
is referred to [6, 7, 12, 13, 14, 15, 16, 29, 30, 31, 32, 33, 34, 35, 36, 45, 53, 57, 58,
69, 70, 71, 72, 73, 74], as well as, for a survey, to [56] and the further references
therein. For a different kind of local approach in the non–autonomous case, without
flow–invariance, but leading to local existence of solutions, we refer to [17, 18].
2.1 The initial history space
Given I = (−∞, 0] or I = [−R, 0] for some R > 0, the initial history space E is
assumed to be a Banach space of continuous functions ϕ : I → X with the following
properties:
(E.1) (a) For all ϕ ∈ E, ‖ϕ(0)‖ ≤ ‖ϕ‖.
(b) For all x ∈ X, x¯ ∈ E, where x¯(s) = x, s ∈ I.
(c) For ϕ, (ϕn) in E, if ‖ϕn − ϕ‖ → 0, then for all s ∈ I, ‖ϕn(s)− ϕ(s)‖ → 0.
(E.2) If λ > 0, x ∈ X,ψ ∈ E and ϕx ∈ C1(I;X) is the solution to ϕx − λϕ′x = ψ,
ϕx(0) = x, then ϕx ∈ E and ‖ϕx‖ ≤ max{‖x‖, ‖ψ‖}.
(E.3) (a) If x : I ∪ [0,∞) → X is continuous and x|I ∈ E, then xt ∈ E for each
t ≥ 0 and the map t→ xt is continuous from R+ into E.
(b) There exist M0 ≥ 1, and a locally bounded function M1 : R+ → R+ such
that, given x : I ∪ R+ → X as in (a) above,
‖xt‖ ≤M0‖x0‖+M1(t) sup{‖x(s)‖ : 0 ≤ s ≤ t} for all t ≥ 0.
Remark 2.1. For the finite delay case, usually E = C([−R, 0];X) with supremum
norm. For the infinite delay case, the following spaces are common examples with
(E.1)-(E.3): E can be taken as a weighted sup–norm space of the type Ev = {ϕ ∈
C(R−, X) | vϕ ∈ BUC(R−, X)}, with norm ‖ϕ‖v := sup{v(s)‖ϕ(s)‖ : s ∈ R−},
where the (weight-) function v : R− → (0, 1] has the following properties:
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(v1) v is continuous, nondecreasing, and v(0) = 1;
(v2) there exists a constant Mv ≥ 0 such that
lim
s→0−
v(s+ u)
v(s)
= 1 uniformly over u ∈ I.
Typical such weight functions are v(s) ≡ 1 (with, in this case, Ev = BUC(R−, X)
with sup-norm), v(s) = eµs, or v(s) = (1 + |s| )−µ, µ > 0 (spaces of ‘fading
memory type’), c.f. [60]. The Banach spaces Ev are sometimes called UCg− spaces,
v = 1/g, and have been considered by various authors. Aside from Ev, also the
following subspaces fulfill axioms (E.1)-(E.3):
Evl = {ϕ ∈ Ev | lims→−∞ v(s)ϕ(s) exists}, and
Ev0 = {ϕ ∈ Ev | lims→−∞ v(s)ϕ(s) = 0}, in case lims→−∞ v(s) = 0.
Here, as well as for axiom (E.3) above, we refer to [25, 28] and the further references
listed therein.
We will adopt the following notations:
1. E0 = {ϕ ∈ E| ϕ(0) = 0};
2. for λ > 0, the function eλ : I → R+ is defined by eλ(s) = exp(s/λ), s ∈ I.
2.2 Assumptions
For a fixed T > 0, we consider the following assumptions:
(B.1) (B(t))0≤t≤T is a family of operators B(t) ⊂ X×X such that there exist α ∈ R ,
a continuous function f : [0, T ] → X, and a nondecreasing bounded function
(on bounded sets) L1 : R+ → R+ such that for all [xi, yi] ∈ B(ti), i ∈ {1, 2},
and 0 ≤ t2 ≤ t1 ≤ T,
(1− λα)‖x1 − x2‖ ≤ ‖x1 − x2 + λ(y1 − y2)‖+ λ‖f(t1)− f(t2)‖L1(‖x2‖),
(2.1)
for all λ > 0 with λα < 1.
(B.2) Eˆ(t), t ∈ [0, T ], are closed subsets of E such that
(i) F :
⋃
t∈[0,T ]
{t}×Eˆ(t) → X is continuous and maps bounded sets to bounded
sets.
(ii) There exists M > 0 such that for ϕ ∈ Eˆ(t1) and ψ ∈ Eˆ(t2), 0 ≤ t2 ≤ t1 ≤
T , with ‖ϕ− ψ‖ = ‖ϕ(0)− ψ(0)‖,
‖F (t1, ϕ)− F (t2, ψ)‖ ≤M‖ϕ− ψ‖+ ‖g(t1)− g(t2)‖L2(‖ψ‖) (2.2)
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where g : [0, T ]→ X is a continuous function and L2 : R+ → R+ is a bounded
(on bounded sets) function.
(B.3) Xˆ(t), t ∈ [0, T ], are closed subsets in X such that for x ∈ Xˆ(t + λ),
ψ ∈ Eˆ(t), and λ > 0 with λω < 1, ω := max{0,M + α},
(i) if ϕψx,λ ∈ E is the solution to ϕ− λϕ′ = ψ, ϕ(0) = x, then ϕψx,λ ∈ Eˆ(t+ λ),
and moreover,
(ii)
[
ψ(0) + λF (t+ λ, ϕψx,λ)
] ∈ (I + λB(t+ λ))(D(B(t+ λ)) ∩ Xˆ(t+ λ)).
Our subsequent results will be based on these assumptions.
2.3 Existence of mild solutions to (FDE)
In this section, we present the main result of this chapter on existence and flow-
invariance of mild solutions to
(FDE)
{
u˙(t) +B(t)u(t) 3 F (t, ut), 0 ≤ s ≤ t
us = ϕ.
We will base our techniques of proof of the existence of mild solutions on the usual ap-
proach via a Cauchy problem in E, which in this local case follows the (autonomous)
approach of [58]. We define a family of nonlinear operators A(t) : D(A(t)) ⊂ E → E
by{
D(A(t)) = {ϕ ∈ Eˆ(t) | ϕ′ ∈ E,ϕ(0) ∈ D(B(t)), ϕ′(0) ∈ F (t, ϕ)−B(t)ϕ(0)}
A(t)ϕ := −ϕ′ , ϕ ∈ D(A(t)). (2.3)
Theorem 2.2. If (B.1), (B.2) and (B.3) hold, then given s ∈ [0, T ) and ϕ ∈
cl(D(A(s))), (FDE) has a mild solution uϕ, such that (uϕ)t ∈ Eˆ(t) for all t ∈ [s, T ].
Proof. Our proof will be divided up into the following three steps. (Compare the
autonomous case [58].)
Step 1. The familyA(t) generates an evolution operator {U(t, s)| 0 ≤ s ≤ t}, U(t, s) :
cl(D(A(s))) → cl(D(A(t))) such that ‖U(t, s)ϕ1 − U(t, s)ϕ2‖ ≤ eω(t−s)‖ϕ1 − ϕ2‖,
where ω = max{0,M + α}.
Step 2. For ϕ ∈ cl(D(A(s)), if we define uϕ : (I + s) ∪ [s, T ]→ X by
uϕ(t) =
{
ϕ(t− s), I 3 t− s ≤ 0
(U(t, s)ϕ) (0), t ≥ s
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where U(t, s) is the evolution operator generated in Step 1, then
U(t, s)ϕ = (uϕ)t, s ≤ t ≤ T.
Step 3. The function uϕ defined in Step 2 is a mild solution to (FDE).
Proof of Step 1. In this part of proof we shall translate our assumptions on B(t)
to some conditions on the family A(t), which is sufficient to generate an evolution
operator. Namely we prove:
Proposition 2.3. Under the conditions of Theorem 2.2, the Cauchy problem{
ϕ˙(t) + A(t)ϕ(t) = 0, s ≤ t ≤ T,
ϕ(s) = ϕ ∈ cl(D(A(s))) (2.4)
in E admits a unique mild solution.
Proof. Thanks to Theorem 1.7, it is enough to show that (A.1), (A.2) and (A.3)
are fulfilled in our setting.
1. Let ω = max{0,M + α}. Given λ > 0 with λω < 1. Let ϕ1 ∈ D(A(t1))
and ϕ2 ∈ D(A(t2)), s ≤ t2 ≤ t1 ≤ T . As ψ = ϕ1 − ϕ2 solves the equation
ψ − λψ′ = (ϕ1 − λϕ′1)− (ϕ2 − λϕ′2), with ψ(0) = ϕ1(0)− ϕ2(0), by (E.2) we have,
‖ϕ1 − ϕ2‖ ≤ max{‖ϕ1(0)− ϕ2(0)‖, ‖(ϕ1 − λϕ′1)− (ϕ2 − λϕ′2)‖}.
In case ‖ϕ1(0)− ϕ2(0)‖ ≤ ‖(ϕ1 − λϕ′1)− (ϕ2 − λϕ′2)‖, we have the desired inequal-
ity. Otherwise, (E.1)(a), implies that ‖ϕ1 − ϕ2‖ = ‖ϕ1(0)− ϕ2(0)‖. We note that
[ϕi(0), F (ti, ϕi)− ϕ′i(0)] ∈ B(ti) ,i ∈ {1, 2}. Thus using (2.1) and (2.2) we obtain
(1− λα)‖ϕ1 − ϕ2‖ ≤ ‖ϕ1(0)− ϕ2(0) + λ(−ϕ′1(0) + ϕ′2(0))‖
+ λM‖ϕ1 − ϕ2‖+ λ‖g(t1)− g(t2)‖L2(‖ϕ2‖)
+ λ‖f(t1)− f(t2)‖L1(‖ϕ2(0)‖).
Now since L1 is nondecreasing, (E.1)(a) implies that
(1− λ(M + α))‖ϕ1 − ϕ2‖ ≤ ‖(ϕ1 − ϕ2 + λ(−ϕ′1 + ϕ′2)‖ (2.5)
+ λ
(‖f(t1)− f(t2)‖+ ‖g(t1)− g(t2)‖)L(‖ϕ2‖),
where L = L1 + L2.
Comparing (2.5) to (A.1), we have two control functions f and g. However the proof
of Theorem 1.7 remains true. Indeed, it is only the modulus of continuity of the
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control function which has a role in the proof. For the sake of simplicity, we shall
define
H(t1, t2) := ‖f(t1)− f(t2)‖+ ‖g(t1)− g(t2)‖. (2.6)
Remark 2.4. Since for ϕ ∈ D(JA(t1)λ ), [JA(t1)λ ϕ,Aλ(t1)ϕ] ∈ A(t1), the inequality
(2.5) implies that for all ψ ∈ D(A(t2)), with t2 ≤ t1
(1− λω)
∥∥∥JA(t1)λ ϕ− ψ∥∥∥ ≤ ‖ϕ− ψ‖+ λ‖ψ′‖+ λH(t1, t2)L(‖ψ‖). (2.7)
2. We now show that for λ > 0 with λω < 1 (independent of t ∈ [s, T ]),
cl(D(A(t))) ⊆ Eˆ(t) ⊆ R(I + λA(t+ λ)), (2.8)
which clearly implies (A.2). Let λ > 0 with λω < 1 and ψ ∈ Eˆ(t). By (B.3)(ii) we
may define
T : Xˆ(t+ λ)→ Xˆ(t+ λ) by T (x) = JB(t+λ)λ
(
ψ(0) + λF (t+ λ, ϕψx,λ)
)
,
with ϕψx,λ as defined in (B.3). If x, y ∈ Xˆ(t+ λ), then by (2.2)
‖Tx− Ty‖ ≤ λ
1− λα
∥∥∥F (t+ λ, ϕψx,λ)− F (t+ λ, ϕψy,λ)∥∥∥
≤ λM
1− λα
∥∥∥ϕψx,λ − ϕψy,λ∥∥∥ ≤ λM1− λα‖x− y‖.
Here we have used that ϕψx,λ−ϕψy,λ is the solution of ρ−λρ′ = 0, ρ(0) = x−y. Thus,
by our choice of ω and λ, T is a strict contraction from Xˆ(t+λ) to Xˆ(t+λ). Hence
there exists a unique z ∈ Xˆ(t+ λ) such that,
z = T (z) = J
B(t+λ)
λ (ψ(0) + λF (t+ λ, ϕ
ψ
z,λ)).
In particular ϕψz,λ(0) = z ∈ D(B(t+ λ)), and
ϕ′ψz,λ(0) =
ϕψz,λ(0)− ψ(0)
λ
∈ F (t+ λ, ϕψz,λ)−B(t+ λ)ϕψz,λ(0)).
Therefore, ϕψz,λ ∈ D(A(t+ λ)) and (I + λA(t+ λ))ϕψz,λ = ψ.
3. To show (A.3), let tn ∈ [s, T ), and ϕn ∈ D(A(tn)) such that tn ↑ t ∈ (s, T ] and
ϕn → ϕ in E as n→∞. Set λn = t− tn. By (2.8), we may define ψn = JA(t)λn ϕn for
n large enough. Then using (2.7) we have
(1− λnω)‖ψn − ϕ‖ ≤ (1− λnω)‖ϕm − ϕ‖+ (1− λnω)‖ψn − ϕm‖ ≤
(1− λnω)‖ϕm − ϕ‖+ ‖ϕn − ϕm‖+ λn‖ϕ′m‖+ λnL(‖ϕm‖)H(t, tm)
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for m ≥ 1. Therefore,
lim sup
n→∞
‖ψn − ϕ‖ ≤ 2‖ϕm − ϕ‖
for m ≥ 1, which shows that ψn → ϕ as n → ∞. Since ψn ∈ D(A(t)) for n ≥ 1, it
follows that ϕ ∈ cl(D(A(t))).
We shall call the evolution operator generated in proposition (2.3) by U(t, s). The-
orem 1.7 then implies
‖U(t, s)ϕ− U(t, s)ψ‖ ≤ eω(t−s)‖ϕ− ψ‖, ϕ, ψ ∈ cl(D(A(s))). (2.9)
Proof of Step 2. The following lemma will be needed;
Lemma 2.5. [60, Lemma 2.2]. Let E satisfy (E-1)-(E-3), then we have:
(a) For t ≥ 0, define S0(t) : E0 → E0 by
(S0(t)ϕ)(s) =
{
0 −t ≤ s ≤ 0
ϕ(t+ s) s ≤ −t,
s ∈ I. Then (S0(t))t≥0 is a (linear) C0-semigroup of contractions on E0 generated
by −A0, where
D(A0) = {ϕ ∈ E0 |ϕ′ ∈ E0}, A0ϕ = −ϕ′.
Let J0,λ be the resolvent of A0, then for all ϕ ∈ E0, and λ > 0
(J0,λϕ)(θ) =
eθ/λ
λ
∫ 0
θ
e−s/λϕ(s)ds, θ ∈ I. (2.10)
(b) If A1 is the operator in E defined by
D(A1) = {ϕ ∈ E0 |ϕ′ ∈ E}, A1ϕ = −ϕ′,
then
(b1) A1 is accretive, and for all λ > 0, R(I + λA1) = E. Moreover,
J1,λϕ = J0,λ(ϕ− ϕ(0)) + (1− eλ)ϕ(0), for all ϕ ∈ E, (2.11)
where J1,λ is the resolvent of A1.
(b2) If A : D(A) ⊆ E → E is an ω-accretive operator defined by Aϕ = −ϕ′, then
for all λ > 0 with λω < 1;
JAλ ϕ = J1,λϕ+ eλ(J
A
λ ϕ)(0), ϕ ∈ R(I + λA). (2.12)
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To show that U(t, s) acts as a translation, we will follow the idea of proof in [12,
Proposition 1]. Let ϕ ∈ D(A(s)) and t ≥ s. For α > 0, define Mn(α) by
Mn(α) =
n−1∑
j=0
1
j!
(αn)je−αn, n ∈ N.
It is proved in [20] that Mn(α)→ 1 for α < 1, and Mn(α)→ 0, for α > 1.
Since (ϕ− ϕ(0)) ∈ E0, Lemma 2.5 implies that
lim
n→∞
Jn0,t−s/n(ϕ− ϕ(0)) = S0(t− s)(ϕ− ϕ(0)), (2.13)
for each t ≥ s.
Now an induction argument on (2.11) as in [20], and (2.13) imply that for all θ ∈ I,
(Jn1,t−s/nϕ)(θ) converges to (S0(t − s)ϕ)(θ), except possibly at θ = −(t − s). Set
λn =
t−s
n
, for n ≥ n0 such that T−sn0 ω < 1/2. Using (2.12) and (2.8) we can prove by
induction that (compare also [12])
m∏
i=1
Jλn(s+ iλn)ϕ = J
m
1,λnϕ+
m−1∑
i=1
J i1,λn(eλnbm−i−1,λn(ϕ)), m ∈ N (2.14)
where Jλ(s+ iλ) = J
A(s+iλ)
λ , and bk,λ(ϕ) = (
∏k+1
i=1 Jλ(s+ iλ)ϕ)(0).
It is easy to show that for any x ∈ X and θ ∈ I (compare also [20])
(
Jk1,λ(eλx)
)
(θ) = eλ(θ)x
1
k!
(−θ
λ
)k
. (2.15)
We will see that there exists a constant K such that ‖bn−i−1,λn(ϕ)‖ ≤ K for i ∈
{1, · · · , n− 1} and n ∈ N. Thus for θ ∈ I we have∥∥∥∥∥
(
n∏
i=1
Jλn(s+ iλn)ϕ
)
(θ)− (Jn1,λnϕ)(θ)
∥∥∥∥∥ =∥∥∥∥∥
n−1∑
i=1
(
J i1,λn(eλnbn−i−1,λn(ϕ)
)
(θ)
∥∥∥∥∥ =∥∥∥∥∥
n−1∑
i=1
eλn(θ)bn−i−1,λn(ϕ)
1
i!
(−θ
λn
)i∥∥∥∥∥ ≤
K
n−1∑
i=1
1
i!
(−θ
λn
)i
eλn(θ) = KMn(−θ/t− s),
and therefore
lim
n→∞
∥∥∥∥∥
(
n∏
i=1
Jλn(s+ iλn)ϕ
)
(θ)− (Jn1,λnϕ) (θ)
∥∥∥∥∥ = 0, −θ > (t− s). (2.16)
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But limn→∞ (
∏n
i=1 Jλn(s+ iλn)ϕ) (θ) = (U(t, s)ϕ)(θ). Indeed, set ϕ
n
0 = ϕ and t
n
0 =
s, for n ≥ n0. Now considering (2.8), we can select ϕn1 ∈ D(A(tn1 )), with t1 = s+ t−sn ,
such that ϕn1 = Jλn(s+ λn)ϕ
n
0 . Continuing this argument, we can choose sequences
{tnk} satisfying tnk = s+ k( t−sn ) and {ϕnk} in D(A(tnk)) such that
ϕnk =
k∏
j=1
Jλn(s+ jλn)ϕ
n
0 k ∈ {1, · · · , Nn},
where Nn is the largest integer such that s+Nn(
t−s
n
) ≤ T. If we define
ϕn(t¯) =
{
ϕn0 t¯ = s
ϕnk t¯ ∈ (tnk−1, tnk ],
then {ϕn} is a sequence of DS-approximate solutions of (3.44). Therefore,
lim
n→∞
ϕn(t¯) = U(t¯, s)ϕ uniformly over compact subsets of [s, T ).
But t = s+ n( t−s
n
) = tnn, and therefore
U(t, s)ϕ = lim
n→∞
ϕn(t) = lim
n→∞
n∏
j=1
(I +
t− s
n
A(s+ j
t− s
n
))−1ϕ.
It now follows from (2.16), that for t ∈ [s, T ),
(U(t, s)ϕ)(θ) = ϕ(t− s+ θ), I 3 θ < −(t− s). (2.17)
Note that U(., s)ϕ and ϕ are both continuous functions on [s, T ], and therefore (2.17)
holds for all t ∈ [s, T ]. Also observe that, since the left– and right–hand sides of
(2.17) are each continuous functions of θ on θ < −(t− s), (2.17) actually holds for
I 3 θ ≤ −(t− s).
The continuity of the evolution operator U(t, s) implies that (2.17) is even true for
all ϕ ∈ cl(D(A(s))). We now define,
uϕ(t) =
{
ϕ(t− s), I 3 t− s ≤ 0
(U(t, s)ϕ) (0), t ≥ s. (2.18)
Then (2.17) implies that,
U(t, s)ϕ = (uϕ)t, t ≥ s. (2.19)
To finish this part of proof, it remains to show that for ϕ ∈ D(A(s)), bk,λn(ϕ) are
bounded for all k ∈ {0, · · · , n− 1}, n ∈ N.
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Lemma 2.6. Assume (2.7) and (2.8) are satisfied. Let s ∈ [0, T ) and ϕ ∈ D(A(s)),
then for all λ > 0, with λω < 1 and for all k ∈ N0 such that λ(k + 1) ≤ T we have∥∥∥∥∥
k+1∏
i=1
Jλ(s+ iλ)ϕ− ϕ
∥∥∥∥∥ ≤ λ‖ϕ′‖
k+1∑
i=1
(1− λω)−i (2.20)
+ λL(‖ϕ‖)
k+1∑
i=1
(1− λω)−iH(s, s+ λ(k + 1− (i− 1))).
Proof. Let k = 0. (2.7) yields that
‖Jλ(s+ λ)ϕ− ϕ‖ ≤ λ‖ϕ′‖(1− λω)−1 + λL(‖ϕ‖)(1− λω)−1H(s, s+ λ).
Thus (2.20) is satisfied for k = 0.
Assume that (2.20) holds for all j ≤ k − 1. Let λ(k + 1) ≤ T . Then∥∥∥∥∥
k+1∏
i=1
Jλ(s+ iλ)ϕ− ϕ
∥∥∥∥∥ =
∥∥∥∥∥Jλ(s+ (k + 1)λ)
k∏
i=1
Jλ(s+ iλ)ϕ− ϕ
∥∥∥∥∥
≤ (1− λω)−1
∥∥∥∥∥
k∏
i=1
Jλ(s+ iλ)ϕ− ϕ
∥∥∥∥∥+ λ‖ϕ′‖(1− λω)−1
+ λL(‖ϕ‖)(1− λω)−1H(s, s+ (k + 1)λ). (2.21)
From (2.21) and the induction assumption we obtain∥∥∥∥∥
k+1∏
i=1
Jλ(s+ iλ)ϕ− ϕ
∥∥∥∥∥ ≤ λ‖ϕ′‖
k∑
i=1
(1− λω)−(i+1) +
λL(‖ϕ‖)
k∑
i=1
(1− λω)−(i+1)H(s, s+ λ(k − (i− 1))) +
λ‖ϕ′‖(1− λω)−1 + λL(‖ϕ‖)(1− λω)−1H(s, s+ (k + 1)λ),
which clearly is the inequality (2.20).
Since ‖bk,λn(ϕ)− ϕ(0)‖ ≤
∥∥∥∥∥
k+1∏
i=1
Jλn(s+ iλn)ϕ− ϕ
∥∥∥∥∥, we conclude from (2.20) that
for n ∈ N and k ∈ {0, · · · , n− 1},
‖bk,λn(ϕ)− ϕ(0)‖ ≤ λn(k + 1)(1− λnω)−n [‖ϕ′‖+ 2K0L(‖ϕ‖)] ,
where K0 = sup{‖f(τ)‖ | τ ∈ [0, T ]}+ sup{‖g(τ)‖ | τ ∈ [0, T ]}. Using the estimate
(1− γ)−1 ≤ e2γ, 0 ≤ γ ≤ 1/2,
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we have ‖bk,λn(ϕ)− ϕ(0)‖ ≤ (T − s)e2(T−s)ω [‖ϕ′‖+ 2K0L(‖ϕ‖)] , and therefore
‖bk,λn(ϕ)‖ is bounded .
Proof of Step 3. We finally show that the function uϕ defined by (2.18) is a mild
solution to (FDE). To do so it is enough to show that uϕ is a mild solution to the
Cauchy problem {
u˙(t) +B(t)u(t) 3 f(t), s ≤ t ≤ T
u(s) = ϕ(0),
(2.22)
with f(t) = F (t, ut). According to Proposition 2.3 there are sequences (t
n
k), (ϕ
n
k) ⊂
D(A(tnk)) and (ψ
n
k ) ⊂ E, k ∈ {1, . . . , Nn} such that s = tn0 < tn1 < . . . < tnNn−1 <
tnNn ≤ T , and
ϕnk − ϕnk−1
tnk−1 − tnk
+ A(tnk)ϕ
n
k 3 ψnk k ∈ {1, . . . , Nn}, (2.23)
with ϕn0 → ϕ, (ϕn0 ) ⊂ E, as n→∞, and
lim
n→∞
Nn∑
k=1
‖ψnk‖(tnk−1 − tnk) = 0. (2.24)
Moreover if ϕn(t) =
{
ϕn0 t = s
ϕnk t ∈ (tnk−1, tnk ]
, then
lim
n→∞
ϕn(t) = U(t, s)ϕ uniformly over compact subsets of [s, T ). (2.25)
Now we show that un(t) = (ϕn(t))(0) =
{
ϕn0 (0) t = s
ϕnk(0) t ∈ (tnk−1, tnk ]
is a sequence of
DS–approximate solutions to (2.22).
Since ϕnk ∈ D(A(tnk)), k ∈ {1, · · · , Nn}, (2.23) at zero implies that,
ϕnk(0)− ϕnk−1(0)
tnk−1 − tnk
+B(tnk)ϕ
n
k(0) 3 ψnk (0) + F (tnk , ϕnk). (2.26)
We now look at
Nn∑
k=1
∫ tnk
tnk−1
‖ψnk (0) + F (tnk , ϕnk)− F (τ, U(τ, s)ϕ)‖dτ ≤ (2.27)
Nn∑
k=1
‖ψnk (0)‖(tnk−1 − tnk) +
Nn∑
k=1
∫ tnk
tnk−1
‖F (tnk , ϕn(tnk))− F (τ, U(τ, s)ϕ)‖dτ.
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We note that D := {(t, U(t, s)ϕ) | t ∈ [s, T ]} ∪ {(t, ϕn(t)) | t ∈ [s, T ], n ∈ N} is a
relatively compact subset of
⋃
t∈[0,T ]
{t}×Eˆ(t). Thus F is uniformly continuous on D.
This together with (2.24) implies that (2.27) tends to 0 as n → ∞. Now (2.25)
implies that un(t) converges to (U(t, s)ϕ)(0) uniformly over compact subintervals of
[s, T ), and this completes the proof.
Remark 2.7. Following the proof of [47, Theorem 3.2 (2)], we can see that uϕ is
an integral solution to (FDE). This means that for r ∈ [s, T ] and [x, y] ∈ B(r), uϕ
satisfies the following inequality
‖uϕ(t1)− x‖ − ‖uϕ(t2)− x‖ (2.28)
≤
∫ t1
t2
[
α‖uϕ(τ)− x‖+ < F (τ, uϕτ )− y, uϕ(τ)− x >+ +C‖f(τ)− f(r)‖
]
dτ
for all s ≤ t2 ≤ t1 ≤ T , where C = max{L(‖x‖), L
(
sup
s≤τ≤T
‖uϕ(τ)‖
)}.
Lemma 2.8. Let the family C(t) of operators satisfy a condition of the form (2.1),
and g1, g2 ∈ L1(0, T : X). If u and v are mild solutions of u˙(t) + C(t)u(t) 3 g1(t)
on [0, T ] and v˙(t) + C(t)v(t) 3 g2(t) on [0, T ] respectively, then
e−αt1‖u(t1)− v(t1)‖ − e−αt2‖u(t2)− v(t2)‖ ≤ (2.29)∫ t1
t2
e−ατ < g1(τ)− g2(τ), u(τ)− v(τ) >+ dτ ≤
∫ t1
t2
e−ατ‖g1(τ)− g2(τ)‖dτ.
Proof. For the case of all C(t) m-accretive, see [47, Theorem 4.1]. For the more
general case, combining the method of proofs in [47, Theorem 3.2] and [3, Theo-
rem 6.4] we can still show this result. For the proof under different t-dependence
conditions on the family C(t), see [19, Theorem 3] and [16, Proposition 3].
Corollary 2.9. Let ϕ, and ψ in cl(D(A(s))), and let uϕ and uψ be mild solutions
to (FDE) as in Theorem 2.2. Then
e−αt1‖uϕ(t1)− uψ(t1)‖ − e−αt2‖uϕ(t2)− uψ(t2)‖ ≤∫ t2
t1
e−ατ < F (τ, (uϕ)τ )− F (τ, (uψ)τ ), uϕ(τ)− uψ(τ) >+ dτ ≤∫ t1
t2
e−ατ‖F (τ, (uϕ)τ )− F (τ, (uψ)τ )‖dτ. (2.30)
We employ the following notation:
The family F (., .) is said to be Lipschitz continuous on bounded sets if, given any
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S, r > 0, there exists M(S, r) > 0 such that for all t ∈ [0, S], and ϕ, ψ ∈ Eˆ(t) with
‖ϕ‖, ‖ψ‖ ≤ r,
‖F (t, ϕ)− F (t, ψ)‖ ≤M(S, r)‖ϕ− ψ‖. (2.31)
Proposition 2.10. In the context of Theorem 2.2, if in addition F (., .) is Lipschitz
continuous on bounded sets, then the solutions uϕ to (FDE) with (uϕ)t ∈ Eˆ(t) for
all t ≥ s are unique.
Proof. Let ϕ ∈ Eˆ(t), and uϕ, vϕ be mild solutions to (FDE) with (uϕ)s = (vϕ)s = ϕ,
(uϕ)t, (vϕ)t ∈ Eˆ(t), t ≥ s, and uϕ 6= vϕ. Since uϕ(s) = vϕ(s), we may define
t0 = sup{t ≥ s |uϕ = vϕ on [s, t]}.
Then 0 ≤ t0 < ∞, and, by continuity of uϕ, vϕ, uϕ(t0) = vϕ(t0), and (uϕ)ξ = (vϕ)ξ
for all ξ ∈ [s, t0]. Set
r = max
{
sup
t0≤ξ≤t0+1
∥∥(uϕ)ξ∥∥, sup
t0≤ξ≤t0+1
∥∥(vϕ)ξ∥∥ },
and K = sup{M1(ξ) | 0 ≤ ξ ≤ t0 + 1}, with M1 as in (E.3)(b).
Let δ ≤ min{1, |α|
2MK(e|α|−1)}, where M = M(t0 + 1, r) as in (3.17). (If α = 0, let
δ ≤ min{1, (2MK)−1}). We shall assume α 6= 0. Choose t1 ∈ (t0, t0 + δ] such that
‖uϕ(ξ)− vϕ(ξ)‖ ≤ ‖uϕ(t1)− vϕ(t1)‖ for all ξ ∈ [t0, t0 + δ]. (2.32)
From Corollary 2.9 we have
‖uϕ(t1)− vϕ(t1)‖ ≤
∫ t1
t0
eα(t1−ξ)‖F (ξ, (uϕ)ξ)− F (ξ, (vϕ)ξ)‖dξ.
Now (E.3)(b) implies that
‖uϕ(t1)− vϕ(t1)‖ ≤
∫ t1
t0
eα(t1−ξ)MM0‖(uϕ)t0 − (vϕ)t0‖dξ
+
∫ t1
t0
eα(t1−ξ)MK max
t0≤τ≤ξ
‖uϕ(τ)− vϕ(τ)‖dξ
≤ MK‖uϕ(t1)− vϕ(t1)‖
∫ t1
t0
e|α|(t1−ξ)dξ.
Therefore
‖uϕ(t1)− vϕ(t1)‖ ≤ δMK(e
|α| − 1
|α| )‖uϕ(t1)− vϕ(t1)‖
which contradicts ‖uϕ(t1)− vϕ(t1)‖ > 0.
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Remark 2.11. In [7], the following initial history space has been considered: Let
r > 0 and p a positive function on (−∞, 0] with the property that p(0) = 1, and
p(x)ex is nondecreasing on (−∞, 0]. Let E be the linear space of (equivalence classes
of) strongly measurable functions ϕ from (−∞, 0] to X such that ϕ is continuous on
[−r, 0] and pϕ is integrable on (−∞,−r). Then E becomes a Banach space under
the norm
‖ϕ‖E = max{ sup−r≤ξ≤0 p(ξ)‖ϕ(ξ)‖,
∫ −r
−∞
p(ξ)‖ϕ(ξ)‖dξ}.
This space fails to satisfy (E.1)(c). However if ‖ϕn − ϕ‖E → 0, then there exists a
subsequence (ϕnk) such that∥∥ϕnk(θ)− ϕ(θ)∥∥→ 0, a.e. θ ∈ (−∞,−r].
An inspection of the method of proof in [20] and [15] shows that this still yields the
translation property of U(t, s). Thus Theorem 2.2 holds for this initial history space
as well .
2.4 Characterizing the closure of D(A(t))
In this section we characterize the closure of D(A(t)) for the operator A(t) defined
in (2.3). Let us assume the following conditions :
(B.1′) (B(t))t≥0 is a family of α−accretive operators.
(B.2′) F (t, .), t ≥ 0 is a Lipschitz continuous function on Eˆ(t) with Lipschitz con-
stant M .
(B.3′) For x ∈ Xˆ(t), ψ ∈ Eˆ(t), and λ > 0 with λω < 1, and ω = max{0,M + α},
(i) if ϕψx,λ ∈ E is the solution to
{
ϕ− λϕ′ = ψ
ϕ(0) = x
, then ϕψx,λ ∈ Eˆ(t), and, moreover,
(ii)
[
ψ(0) + λF (t, ϕψx,λ)
]
∈ (I + λB(t))D(B(t) ∩ Xˆ(t)).
Lemma 2.12. If (B.1′)-(B.3′) are satisfied then for λ > 0 such that λω < 1
cl(D(A(t))) ⊆ Eˆ(t) ⊆ R(I + λA(t)).
Proof. Let ϕ ∈ Eˆ(t). Consider T : Xˆ(t)→ Xˆ(t) defined by
T (x) = J
B(t)
λ (ϕ(0) + λF (t, ϕx)).
Then T is a contraction, and therefore has a unique fixed point x0. Now following
the argument in the proof of Proposition 2.3 one can see that ϕ
ϕ
x0,λ
∈ D(A(t)) and
(I + λA(t))ϕ
ϕ
x0,λ
= ϕ.
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Proposition 2.13. Under the assumptions of Lemma 2.12
cl(D(A(t))) =
{
ϕ ∈ Eˆ(t)| ϕ(0) ∈ cl(D(B(t)))
}
.
Proof. Let ϕ ∈ Eˆ(t) such that ϕ(0) ∈ cl(D(B(t))). Choose an ∈ D(B(t)) such that
‖ϕ(0)− an‖ → 0 as n→∞. Let λn ↓ 0, then by Lemma 2.12 for n large enough we
may define ϕn = J
A(t)
λn
ϕ. Using Lemma 2.5, and (E.2) we have
‖ϕn − ϕ‖ ≤
∥∥JA0λn (ϕ− ϕ(0))− (ϕ− ϕ(0))∥∥+ ∥∥∥(JA(t)λn ϕ)(0)− ϕ(0)∥∥∥. (2.33)
Since ϕ− ϕ(0) ∈ E0, the first term in (2.33) tends to 0 as n→∞.∥∥∥(JA(t)λn ϕ)(0)− ϕ(0)∥∥∥ = ∥∥∥JB(t)λn (λnF (t, ϕn) + ϕ(0))− ϕ(0)∥∥∥ ≤∥∥∥JB(t)λn (λnF (t, ϕn) + ϕ(0))− (λnF (t, ϕn) + ϕ(0))∥∥∥+ λn‖F (t, ϕn)‖ ≤
2− λnα
1− λnα‖λnF (t, ϕn) + ϕ(0)− am‖+
λn
1− λnα‖bm‖+ λn‖F (t, ϕn)‖
for all m ∈ N and bm ∈ B(t)am. Here we have used Lemma 1.4. Using the Lipschitz
property of F in the last inequality we have∥∥∥JA(t)λn ϕ(0)− ϕ(0)∥∥∥ ≤ 2− λnα1− λnα‖ϕ(0)− am‖+ λn1− λnα‖bm‖ (2.34)
+
3− 2λnα
1− λnα (λnM‖ϕn − ϕ‖+ λn‖F (t, ϕ)‖) .
Now combining (2.33) and (2.34), we have
lim sup
n→∞
‖ϕn − ϕ‖ ≤ 2‖ϕ(0)− am‖ for all m ∈ N,
and therefore ϕn → ϕ. Since ϕn ∈ D(A(t)), we conclude that ϕ ∈ clD(A(t)).
Corollary 2.14. If in Theorem 2.2, (B.2′) and (B.3′) are also satisfied, then for all
ϕ ∈ Eˆ(s) such that ϕ(0) ∈ cl(D(B(s))) the conclusions of Theorem 2.2 hold.
For some special choices of Eˆ(t), cl(D(A(t))) can also be determined under the
conditions of Theorem 2.2.
Remark 2.15. Let Eˆ(t) = Eˆ0(t) = {ϕ ∈ E |ϕ(0) ∈ cl(Xˆ(t) ∩D(B(t)))}, or Eˆ(t) =
{ϕ ∈ E |ϕ(0) ∈ Xˆ(t) ∩ cl(D(B(t)))}, then under the assumptions of Theorem 2.2,
cl(D(A(t))) = Eˆ0(t). (The proof follows from the same argument as in Proposition
3.17 of Chapter 3.)
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Remark 2.16. Following [60, Remark 2.8], we now note some relationships between
the families Eˆ(t) and Xˆ(t).
(i) If (B.3′)(i) is satisfied for Xˆ(t) ⊂ X and Eˆ(t) ⊂ E, then
Xˆ(t) ⊂ Eˆ(t)(0) = {ϕ(0) |ϕ ∈ Eˆ(t)}.
(ii) If both conditions (B.3′)(i) and (B.3′)(ii) are satisfied for Xˆ(t) ⊂ X and Eˆ(t) ⊂
E, then cl(D(A(t)))(0) ⊂ Xˆ(t).
Part (i) of the above remark is obvious. For (ii), let x ∈ Xˆ(t), and choose λn ↓ 0 such
that λnω < 1 for all n ∈ N. Take ψ ∈ cl(D(A(t))), then (B.3′)(i) yields that ϕψx,λn
belongs to Eˆ(t) and
∥∥∥ϕψx,λn∥∥∥ ≤ max{‖x‖, ‖ψ‖}, n ∈ N. Using (B.2′)(ii), there exists
a sequence (xn) ∈ Xˆ(t) ∩D(B(t)) such that ψ(0) + λnF (t, ϕψx,λn) ∈ (I + λnB(t))xn.
Since ψ(0) ∈ cl(D(B(t))), we can choose [am, bm] ∈ B(t) such that am → ψ(0), as
m→∞. Now using Lemma 1.4 we have
‖xn − ψ(0)‖ =
∥∥∥JB(t)λn (ψ(0) + λnF (t, ϕψx,λn))− ψ(0)∥∥∥ ≤ (2.35)
2− λnω
1− λnω
∥∥∥ψ(0) + λnF (t, ϕψx,λn)− am∥∥∥+ λn1− λnω‖bm‖ + λn
∥∥∥F (t, ϕψx,λn)∥∥∥
for all m ∈ N. Since the sequence (ϕψx,λn) is bounded we have
lim sup
n→∞
‖xn − ψ(0)‖ ≤ 2‖ψ(0)− am‖ for all m ∈ N,
which implies ‖xn − ψ(0)‖ → 0, and, therefore ψ(0) ∈ Xˆ(t).
Corollary 2.17. If in addition to (B.1)-(B.3), also (B.3′) is fulfilled, in Theorem
2.2 we also have invariance of Xˆ(t); U(t, s)ϕ(0) = uϕ(t) ∈ Xˆ(t) for all t ≥ s.
Remarks 2.18. 1. In the case that the family B(t) is m- accretive, and the op-
erators F (t, ·) are globally defined, with the choice of Xˆ(t) = X, and Eˆ(t) = E
assumptions (B.3) and (B.3′) are automatically fulfilled. If F (t, .) is globally Lip-
schitz and ‖F (t, ϕ)− F (τ, ϕ)‖ ≤ ‖k(t)− k(τ)‖L(‖ϕ‖) for a continuous function k
and a bounded function L, then (B.2) and (B.2′) are also satisfied, with Eˆ(t) = E.
Thus Theorem 2.2 extends the previous related works on (FDE) in [6, 7, 12, 13, 14,
15, 16, 29, 30, 31, 32, 33, 34, 35, 36, 45, 53, 57, 58, 69, 70, 71, 72, 73, 74].
2. The result includes an assertion on flow invariance: by (2.19), and the fact that
for ϕ ∈ cl(D(A(s))), U(t, s)ϕ remains in cl(D(A(t)), automatically (uϕ)t ∈ Eˆ(t),
for all t ≥ s.
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3. If we choose Eˆ(t) = {ϕ ∈ E |ϕ(0) ∈ Xˆ(t)}, then (B.3)(i) is satisfied. However as
we will see, in the examples condition (B.2) can not be easily verified.
In the concrete examples for Eˆ(t) = {ϕ ∈ E |ϕ(s) ∈ Xˆ(t), s ∈ I}, condition (B.2)
is fulfilled but to show (B.3)(i), we need the family Xˆ(t) to be nondecreasing and
convex.
2.5 Diffusive population models with delay in the birth pro-
cess
We look at the time dependent population equation with delay
u˙(x, t)− d(t)∆u(x, t) 3 a(t)u(x, t)[1− b(t)u(x, t)−∫ 0
−1 u(x, t+ r(s))dηt(s)
]
, t ≥ 0
u|[−R,0] = ϕ
+boundary conditions,
(2.36)
where a, b, d : R+ → R+ are bounded continuous functions, such that 0 < d0 ≤ d(t),
0 < a0 ≤ a(t) ≤ a1 and 0 < b0 ≤ b(t) ≤ b1. The map t 7→ ηt from R+ toM+([−1, 0])
is continuous, with b(t) + ‖ηt‖ = 1, and r : [−1, 0] → [−R, 0] is a continuous
delay function, and X is an appropriate state space of real valued functions on
Ω ⊂ RN open. In particular, this equation serves as a model for the density of
red blood cells in an animal. This and related concrete population models (see
below) have been considered by various authors under both Dirichlet and (linear)
Neumann boundary conditions. The state spaces considered in these works have
been restricted to function spaces on Ω that are invariant under products, such as,
for Ω ⊂ RN bounded, either C(Ω¯) or W 2,p(Ω), with N < p < ∞; for a partial list
of references, compare [26, 43, 46, 67, 80]. The reason for this restriction are the
quadratic terms in the history responsive operator
F (t, ϕ) = a(t)ϕ(0)
[
1− b(t)ϕ(0)−
∫ 0
−1
ϕ(r(s))dηt(s)
]
.
However, the natural state space for population models obviously is L1(Ω). For
further references and more details in this direction, see Ruess [58].
The results of this chapter now make it possible to place this model in the context
of the natural state space L1(Ω). Moreover, the Laplacian can be replaced by more
general, possibly nonlinear diffusion operators in divergence form.
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Definition 2.19. 1. An operator A in L1(Ω) is called completely accretive if for
all λ > 0, and [u, v], [u˜, v˜] ∈ A∫
Ω
j(u− u˜) ≤
∫
Ω
j(u− u˜+ λ(v − v˜)), j ∈ J0, (2.37)
where J0 = {j : R → [0,∞) : j is convex lower-semicontinuous, and j(0) = 0}.
2. A is called m-completely accretive in L1(Ω) if A is completely accretive and
R(I + λA) = L1(Ω), for λ > 0.
Remark 2.20. If A is a completely accretive operator in L1(Ω), then by choosing
j(r) to be r+, and |r| in (2.37), we see that JAλ are order preserving and contraction
in ‖.‖1. Moreover if u, u˜ ∈ R(I + λA) ∩ L∞(Ω), then
∥∥JAλ u− JAλ u˜∥∥∞ ≤ ‖u− u˜‖∞;
here one can take j(r) = (|r| − ‖u− u˜‖∞)+. For more details about completely
accretive operators we refer to [2, 75].
Prominent examples of m-completely accretive operators are diffusion operators of
the form
−div a(., grad u) + β˜(u) + Dirichlet boundary conditions,
with a : Ω× RN → RN satisfying the following conditions:
(H1) a : Ω× Rn → Rn is a Caratheodory function, i.e., measurable in x ∈ Ω for all
ξ ∈ Rn, and continuous in ξ ∈ R n for a.e. x ∈ Ω; a(·, 0) = 0;
(H2) “monotonicity condition”: (a(x, ξ) − a(x, ξˆ)) · (ξ − ξˆ) ≥ 0 for all ξ, ξˆ ∈ R n,
a.e. x ∈ Ω;
(H3) “coerciveness condition”: a(x, ξ)·ξ ≥ λ0|ξ| p−a0(x) for all ξ ∈ R n, |ξ| ≥ R0,
a.e. x ∈ Ω, where 1 < p <∞, a0 ∈ L1(Ω), λ0 > 0, R0 ≥ 0;
(H4) |a(x, ξ)| ≤ b0(x) + C0|ξ| p−1 for all ξ ∈ R n, a.e. x ∈ Ω, where b0 ∈
Lp
′
(Ω) + L∞(Ω), 1/p+ 1/p′ = 1, C0 ≥ 0,
or more generally
−div a(., grad u); −a(., grad u).n ∈ β(u) on ∂Ω,
with a as above and β ⊂ R2 a maximal monotone graph such that 0 ∈ β(0) (cf.[76,
77, 78, 79]).
We now consider the model (2.36) in L1(Ω) and with −∆ replaced by any such
more general diffusion operator, or by just any family B(t) of m-completely accretive
operators.
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Proposition 2.21. Let Ω be an open subset of RN , X = L1(Ω), and let B(t) ⊂
X ×X be a family of m-completely accretive operators with 0 ∈ B(t)0, for all t ≥ 0.
If in addition the family B(t) satisfies an inequality of the form (2.1) and a(t) is
non increasing, then for all α ≥ max{a(0)
b0
, a0}, the family Xˆ(t) ⊂ X, Xˆ(t) = {x ∈
X | 0 ≤ x(ω) ≤ α+a(t)
a(t)
a.e. ω ∈ Ω}, is invariant for the delay equation u˙(t) +B(t)u(t) 3 a(t)u(t)
[
1− b(t)u(t)− ∫ 0−1 u(t+ r(s))dηt(s)] t ≥ 0
u|[−R,0] = ϕ
(2.38)
in the following sense; for any ϕ ∈ C([−R, 0];X) with ϕ(s) ∈ Xˆ(0), s ∈ [−R, 0], and
ϕ(0) ∈ cl(D(B(0))), if u ∈ C(R+;X) is the unique global (mild) solution of (2.38)
as in Theorem 2.2, then u(t) ∈ Xˆ(t) for all t ≥ 0.
Proof. Set β(t) = α+a(t)
a(t)
, for α > 0 to be specified later. Let Xˆ(t) = {x ∈ X | 0 ≤
x(ω) ≤ β(t) a.e. ω ∈ Ω}, and
Eˆ(t) = {ϕ ∈ C([−R, 0];X) |ϕ(s) ∈ Xˆ(t), s ∈ [−R, 0]}.
We now consider the equation (2.38) in the form of (FDE) with F (t, .) : Eˆ(t)→ X,
defined by F (t, ϕ) = a(t)ϕ(0)
[
1− b(t)ϕ(0)− ∫ 0−1 ϕ(r(s))dηt(s)].
As in [62, Section 4], we replace the operator B(t) in (2.38) by Bα(t) := αI +B(t),
and accordingly, change the history-responsive operator to Fα(t, ϕ) := F (t, ϕ) +
αϕ(0). Let x ∈ Xˆ(t + λ), ψ ∈ Eˆ(t), and λ > 0. Since a(t) are non increasing,∫ 0
s
e−ξ/λψdξ ∈ λ(e−s/λ − 1)Xˆ(t+ λ) for each s ∈ I, [52, Theorem 3.27]. Hence
ϕx(s) = e
s/λ
(
x+
1
λ
∫ 0
s
e−ξ/λψ(ξ)dξ
)
,
belongs to Xˆ(t+ λ) for s ∈ [−R, 0].
Let ϕ ∈ Eˆ(t) and ψ ∈ Eˆ(τ), 0 ≤ τ ≤ t. Some elementary computations show that
‖Fα(t, ϕ)− Fα(τ, ψ)‖ ≤Mα‖ϕ− ψ‖∞ + (2.39)
L(‖ψ‖∞)
(|a(t)− a(τ)| + ‖ηt − ητ‖+ |a(t)b(t)− a(s)b(s)| )
where L : R+ → R+ is defined by L(x) = x+β(2+a(0))x with β = sup{β(τ) | τ ≥ 0},
and Mα = α+ a(0)(1 + 2β). If we choose
α ≥ max{a(0)
b0
, a0},
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then
0 ≤ 1
1 + λα
[ψ(0) + λFα(t+ λ, ϕx)] ≤ β(t+ λ) a.e. on Ω. (2.40)
Using the fact that B(t)’s have order-preserving resolvents (defined on all of X) that
also contract in the L∞−norm (together with 0 ∈ B(t)0), we conclude from (2.40)
that
0 ≤ (I+ 1
1 + λα
B(t+λ))−1{ 1
1 + λα
[ψ(0) + λFα(t+ λ, ϕx)]} ≤ β(t+λ) a.e. on Ω,
and this shows that
0 ≤ (I + λBα(t+ λ))−1{ψ(0) + λFα(t+ λ, ϕx)} ≤ β(t+ λ) a.e. on Ω. (2.41)
Therefore (B.1)-(B.3) are satisfied in our setting. The assertions of Proposition
(2.21) can now be read from Theorem (2.2).
Remark 2.22. The condition on a(t) to be non-increasing is needed to get the
optimal estimate for β(t). However, under the condition of Proposition 2.21, if a(.)
is a bounded continuous function on R+ such that 0 < a0 ≤ a(t) ≤ a1, t ≥ 0, then
we may choose;
Xˆ(t) = {x ∈ X | 0 ≤ x(ω) ≤ α
2a1
a.e. ω ∈ Ω},
and
Eˆ(t) = {ϕ ∈ C([−R, 0];X) |ϕ(s) ∈ Xˆ(t), −R ≤ s ≤ 0},
with α ≥ 2a21
a0b0
.
Existence and flow-invariance results corresponding to those of Proposition 2.21 for
the model (2.38) can also be achieved for the related model
u˙(t) +B(t)u(t) 3 u(t) [1 + a(t)u(t)− b(t)(u(t))2
−(1 + a(t)− b(t)) ∫ 0−r f(s)u(t+ s)ds] , t ≥ 0
u|[−r,0] = ϕ
(2.42)
for Ω open in RN , B(t) ⊂ L1(Ω) × L1(Ω) m–completely accretive (such as (2.36)
above), a, b : R+ → R+, are bounded continuous functions such that b(t) < 1 +
a(t), t ∈ R+, and f ∈ L1((−R, 0)) nonnegative with ‖f‖1 = 1. For Ω bounded, a, b
constant, and B(t) = −∆ with 0−Neumann boundary conditions, and state space
C(Ω¯), see [23, 51].
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Also, both models (2.38) and (2.42) can be extended to infinite delays and, more
importantly, to temporal averages being replaced by spatio-temporal averages over
the past history, such as
u˙(t) +B(t)u(t) 3 a(t)u(t) [1− b(t)u(t)
− ∫ t−∞ ∫Ω g(· − y, t− s)u(s)(y)dyds] , t ≥ 0
u|[−∞,0] = ϕ
(2.43)
and
u˙(t) +B(t)u(t) 3 u(t) [1 + a(t)u(t)− b(t)(u(t))2
−(1 + a(t)− b(t)) ∫ t−∞ ∫Ω g(· − y, t− s)u(s)(y)dyds] , t ≥ 0
u|[−∞,0] = ϕ
(2.44)
with g ∈ L1(RN × (0,∞)) nonnegative suitably chosen, and Ω and B(t) as in (2.38)
and (2.42). For the discussion of model (2.44) for Ω bounded, a, b constant, and
B(t) = −∆, together with further relevant references, the reader is referred to [8].
2.6 Initial history spaces of L1 type
In the context of (FDE) with initial history space E = L1(I;X), it is necessary
to take the initial value u(s) = x ∈ X as an additional datum. Thus , instead of
working in the context of E = L1(I;X), one needs to work with the product space
EX = L
1(I;X)×X, ‖[ϕ, h]‖ = max{‖ϕ‖1, ‖h‖}.
Following [58, Section 4], throughout this section, we shall take the initial history
space E, E = L1(R−, ν,X) with ν = p(.)dλ, where the Lebesgue measurable function
p : R− → (0, 1] is chosen such that, for some µ ≥ 0,
p(s)eµs is nondecreasing on R−, and p(0) = 1. (2.45)
We then start from the space EX = L
1(R−, ν,X) × X, with norm ‖[ϕ, h]‖ =
max{‖ϕ‖1, ‖h‖}, and denote by pi1 and pi2 the projections of EX onto its first and
second component, respectively.
(FDE) will be studied in the following form.
(FDE)1
{
u˙(t) +B(t)u(t) 3 F (t, ut, u(t)), 0 ≤ s ≤ t
us = ϕ, u(s) = h ∈ X.
For a fixed T > 0, the assumptions (B.1)–(B.3) of Section 2 are modified as follows:
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(B1)1 (B(t))0≤t≤T is a family of operators B(t) ⊂ X×X such that there exist α ∈ R ,
a continuous function f : [0, T ] → X, and a nondecreasing bounded function
(on bounded sets) L1 : R+ → R+ such that for all [xi, yi] ∈ B(ti), i ∈ {1, 2},
and 0 ≤ t2 ≤ t1 ≤ T,
(1− λα)‖x1 − x2‖ ≤ ‖x1 − x2 + λ(y1 − y2)‖+ λ‖f(t1)− f(t2)‖L1(‖x2‖),
(2.46)
for all λ > 0 with λα < 1.
(B2)1 Eˆ(t), and Xˆ(t), t ∈ [0, T ], are closed subsets of E, and X such that
(i) F :
⋃
t∈[0,T ]
{t}×Eˆ(t) × Xˆ(t) → X, is continuous and bounded on bounded
sets.
(ii) There existsM > 0 such that for ϕ ∈ Eˆ(t1) and ψ ∈ Eˆ(t2) continuous, 0 ≤
t2 ≤ t1 ≤ T , with ϕ(0) ∈ Xˆ(t1), ψ(0) ∈ Xˆ(t2), and ‖[ϕ, ϕ(0)]− [ψ, ψ(0)]‖ =
‖ϕ(0)− ψ(0)‖ :
‖F (t1, ϕ, ϕ(0))− F (t2, ψ, ψ(0))‖ ≤ M‖ϕ(0)− ψ(0)‖
+ ‖g(t1)− g(t2)‖L2(‖[ψ, ψ(0)]‖)
where g : [0, T ]→ X is a continuous function and L2 : R+ → R+ is a bounded
(on bounded sets) function.
(B3)1 For x ∈ Xˆ(t+λ), ψ ∈ Eˆ(t), λ > 0 with λω < 1, and ω := max{1−µ,M+α},
(i) if ϕψx,λ ∈ E is the solution to{
ϕ− λϕ′ = ψ,
ϕ(0) = x,
then ϕψx,λ ∈ Eˆ(t+ λ), and, moreover for all k ∈ Xˆ(t)
(ii)
(
k + λF (t+ λ, ϕψx,λ)
) ∈ (I + λB(t+ λ))(D(B(t+ λ)) ∩ Xˆ(t+ λ)).
Accordingly, associated with (FDE)1, we define the family of operators in EX by
D(A(t)) =
{
[ϕ, h] ∈ Eˆ(t)× Xˆ(t) : ϕ locally absolutely continuous on R−,
differentiable a.e. s ∈ (−∞, 0], ϕ′ ∈ E, ϕ(0) = h ∈ D(B(t))}
A(t)[ϕ, h] := [−ϕ′,−F (t, ϕ, h) +B(t)h], [ϕ, h] ∈ D(A(t)),
(2.47)
and consider the following statements:
(S1)1 A(t) generates an evolution operator U(t, s), U(t, s) : cl(D(A(s)))→ cl(D(A(t)))
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of type γ, with γ = max{1− µ, α+M}:
‖U(t, s)[ϕ1, h1]− U(t, s)[ϕ2, h2]‖ ≤ eγ(t−s)‖[ϕ1, h1]− [ϕ2, h2]‖
for all 0 ≤ s ≤ t ≤ T , [ϕi, hi] ∈ cl(D(A(s))), i ∈ {1, 2}.
(S2)1 If [ϕ, h] ∈ cl(D(A(s))), and u(ϕ, h) : (I + s) ∪ [s, T ]→ X is defined by
u(ϕ, h)(t) =
{
ϕ(t− s), I 3 t− s ≤ 0
pi2U(t, s)[ϕ, h], t ≥ s
(2.48)
where U(t, s) is the evolution operator generated in (S1)1, then
pi1U(t, s)[ϕ, h] = (u(ϕ, h))t, s ≤ t ≤ T.
(S3)1 For [ϕ, h] ∈ cl(D(A(s))), the function u(ϕ, h) defined in (S2)1 is a mild solution
to (FDE)1 with (u(ϕ, h))t ∈ Eˆ(t) and u(ϕ, h)(t) ∈ Xˆ(t), t ≥ s.
In the present context, the following theorem is the analogue of Theorem 2.2.
Theorem 2.23. Let (B1)1–(B3)1 are satisfied. Then given s ∈ [0, T ) and [ϕ, h] ∈
cl(D(A(s))) statements (S1)1, (S2)1 and (S3)1hold.
Proof. According to Theorem 1.7, to show thatA(t) generates an evolution operator
U(t, s), U(t, s) : cl(D(A(s)))→ cl(D(A(t))), it is enough to prove that (A.1), (A.2),
and (A.3) are satisfied in our setting.
(A1)1 Let λ > 0, and λγ < 1 with γ = max{1− µ, α+M}.
Take [−ϕ′i, ki] ∈ A(ti)[ϕi, hi], i ∈ {1, 2}, and s ≤ t2 ≤ t1 ≤ T . We consider two
cases:
1. If ‖h1 − h2‖ ≤ ‖ϕ1 − ϕ2‖1, then
‖[ϕ1, h1]− [ϕ2, h2]‖ = ‖ϕ1 − ϕ2‖1. (2.49)
Set ϕi − λϕ′i = ψi, i ∈ {1, 2}. Then
(ϕ1 − ϕ2) + λ(−ϕ′1 + ϕ′2) = (ψ1 − ψ2). (2.50)
Moreover,
‖ϕ1 − ϕ2‖1 =
∫ 0
−∞
∥∥∥∥es/λ(h1 − h2) + es/λλ
∫ 0
s
e−ξ/λ(ψ1(ξ)− ψ2(ξ))dξ
∥∥∥∥p(s)ds ≤
‖h1 − h2‖
∫ 0
−∞
e(s/λ+µs)e−µsp(s)ds+
1
λ
∫ 0
−∞
es/λ
∫ 0
s
e−ξ/λ‖ψ1(ξ)− ψ2(ξ)‖dξp(s)ds ≤
‖h1 − h2‖
∫ 0
−∞
e(s/λ+µs)ds+
1
λ
∫ 0
−∞
e−ξ/λ‖ψ1(ξ)− ψ2(ξ)‖
∫ ξ
−∞
es/λeµse−µsp(s)dsdξ ≤
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λ
1 + λµ
‖h1 − h2‖+ 1
1 + λµ
∫ 0
−∞
e−ξ/λ‖ψ1(ξ)− ψ2(ξ)‖e(ξ/λ+µξ)e−µξp(ξ)dξ ≤
λ
1 + λµ
‖ϕ1 − ϕ2‖1 +
1
1 + λµ
‖ψ1 − ψ2‖1.
Here we have used (2.45). Then we conclude from (2.49), and (2.50) that
(1 + λµ− λ)‖[ϕ1, h1]− [ϕ2, h2]‖ ≤
‖[ϕ1, h1]− [ϕ2, h2] + λ([−ϕ′1, k1]− [−ϕ′2, k2])‖.
Since γ ≥ (1− µ), the above inequality clearly implies inequality (2.52).
2. ‖ϕ1 − ϕ2‖1 ≤ ‖h1 − h2‖. In this case
‖[ϕ1, h1]− [ϕ2, h2]‖ = ‖h1 − h2‖. (2.51)
We also note that ki ∈ −F (ti, ϕi, hi)+B(ti)hi, and therefore [hi, ki+F (ti, ϕi, hi)] ∈
B(ti), i ∈ {1, 2}. Therefore, (2.46) implies that
(1− λα)‖h1 − h2‖ ≤
∥∥h1 − h2 + λ(k1 + F (t1, ϕ1, h1)− k2 − F (t2, ϕ2, h2))∥∥
+ λ‖f(t1)− f(t2)‖L1(‖h2‖).
Now (2.51), allows us to apply (B2)1(ii) to the last inequality. Hence
(1− λα)‖h1 − h2‖ ≤ ‖h1 − h2 + λ(k1 − k2)‖+ λM‖h1 − h2‖
+ λ‖g(t1)− g(t2)‖L2
(‖[ϕ2, h2]‖)
+ λ‖f(t1)− f(t2)‖L1(‖[ϕ2, h2]‖).
But ‖h1 − h2 + λ(k1 − k2)‖ ≤ ‖[ϕ1, h1]− [ϕ2, h2] + λ([−ϕ′1, k1]− [−ϕ′2, k2])‖, thus
(2.51) and the choice for γ imply that
(1− λγ)‖[ϕ1, h1]− [ϕ2, h2]‖ ≤
‖[ϕ1, h1]− [ϕ2, h2] + λ([−ϕ′1, k1]− [−ϕ′2, k2])‖ +
λ
(‖g(t1)− g(t2)‖+ ‖f(t1)− f(t2)‖)L(‖[ϕ2, h2]‖) (2.52)
which is the desired inequality. As in Section 2.3 we define
H(t1, t2) = ‖g(t1)− g(t2)‖+ ‖f(t1)− f(t2)‖. (2.53)
(A2)1 Let t ≥ s, and λ > 0 with λγ < 1. We shall prove that
cl(D(A(t))) ⊆ Eˆ(t)× Xˆ(t) ⊆ R(I + λA(t+ λ)). (2.54)
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Let [ψ, k] ∈ Eˆ(t)× Xˆ(t). By (B3)1(ii) we may define;
T : Xˆ(t+ λ)→ Xˆ(t+ λ) by T (x) = JB(t+λ)λ
(
k + λF (t+ λ, ϕψx,λ, x)
)
.
Then
‖Tx− Ty‖ ≤ λ
1− λα
∥∥∥F (t+ λ, ϕψx,λ, x)− F (t+ λ, ϕψy,λ, y)∥∥∥ ≤ λM1− λα‖x− y‖.
Here we have used that
∥∥∥ϕψx,λ − ϕψy,λ∥∥∥
1
≤ ‖x− y‖. Indeed,
∥∥∥ϕψx,λ − ϕψy,λ∥∥∥
1
=
∫ 0
−∞
∥∥es/λ(x− y)∥∥p(s)ds
= ‖x− y‖
∫ 0
−∞
e(s/λ+µs)e−µsp(s)ds
=
λ
1 + λµ
‖x− y‖ ≤ ‖x− y‖,
where the last inequality follows from our choice for γ. Since λ(M + α) < 1, we
conclude that T is a strict contraction, and therefore there exists a unique point
z ∈ Xˆ(t + λ), such that z = JB(t+λ)λ
(
k + λF (t + λ, ϕψz,λ, z)
)
. Thus z = ϕψz,λ(0) ∈
D(B(t+ λ)), and
k ∈ (I + λB(t+ λ))z − F (t+ λ, ϕψz,λ, z).
Hence [ϕψz,λ, z] ∈ D(A(t+ λ)), and [ψ, k] ∈ (I + λA(t+ λ))[ϕψz,λ, z] ∈ D(A(t+ λ)).
(A3)1 Let tn ∈ [s, T ), and [ϕn, hn] ∈ D(A(tn)) such that tn ↑ t ∈ (s, T ] and
[ϕn, hn]→ [ϕ, h] in EX as n→∞.
Set λn = t− tn. By (2.54), we may define [ψn, kn] = JA(t)λn [ϕn, hn] for n large enough.
Then using (2.52) we have
‖[ψn, kn]− [ϕ, h]‖ ≤ ‖[ϕm, hm]− [ϕ, h]‖+ ‖[ψn, kn]− [ϕm, hm]‖
≤ ‖[ϕm, hm]− [ϕ, h]‖+
1
1− λnγ ‖[ϕn, hn]− [ϕm, hm]‖
+
λn
1− λnγ ‖[am, bm]‖+
λn
1− λnγL(‖[ϕm, hm]‖)H(t, tm)
for m ≥ 1, and [am, bm] ∈ A(tm)[ϕm, hm]. Therefore,
lim sup
n→∞
‖[ψn, kn]− [ϕ, h]‖ ≤ 2‖[ϕm, hm]− [ϕ, h]‖
for m ≥ 1, which shows that [ψn, kn] → [ϕ, h] as n → ∞. Since [ψn, kn] ∈ D(A(t))
for n ≥ 1, it follows that [ϕ, h] ∈ cl(D(A(t))). This completes the proof of (S1)1.
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According to [49], (S2)1 holds.
The proof of (S3)1 parallels Step 3 of the proof of Theorem 2.2 with appropriate
changes. Let [ϕ, h] ∈ cl(D(A(t))). We show that u(ϕ, h) defined by (2.48) is a mild
solution to the Cauchy problem{
u˙(t) +B(t)u(t) 3 f(t), s ≤ t ≤ T
u(s) = h,
(2.55)
with f(t) = F (t, ut, u(t)). According to (S1)1 there are sequences (t
n
k), ([ϕ
n
k , h
n
k ]) ⊂
D(A(tnk)) and ([ψ
n
k , d
n
k ]) ⊂ EX such that s = tn0 < tn1 < . . . < tnNn−1 < tnNn ≤ T , and
[ϕnk , h
n
k ]− [ϕnk−1, hnk−1]
tnk−1 − tnk
+ A(tnk)[ϕ
n
k , h
n
k ] 3 [ψnk , dnk ] k ∈ {1, . . . , Nn}, (2.56)
with
[ϕn0 , h
n
0 ]→ [ϕ, h] as n→∞, (2.57)
and lim
n→∞
Nn∑
k=1
‖[ψnk , dnk ]‖(tnk−1 − tnk) = 0. (2.58)
Moreover if ϕn(t) =
{
[ϕn0 , h
n
0 ] t = s
[ϕnk , h
n
k ] t ∈ (tnk−1, tnk ]
, then
lim
n→∞
ϕn(t) = U(t, s)[ϕ, h] uniformly over compact subsets of [s, T ). (2.59)
Now we show that un defined by un(s) = h
n
0 , un(t) = h
n
k for t ∈ (tnk−1, tnk ], is a
sequence of DS–approximate solutions to (2.55). From (2.56)
hnk − hnk−1
tnk−1 − tnk
+ pi2A(t
n
k)[ϕ
n
k , h
n
k ] 3 dnk ,
and therefore
hnk−hnk−1
tnk−1−tnk
+B(tnk)h
n
k 3 dnk +F (tnk , ϕnk , hnk). By (2.57), hn0 → h as n→∞.
Moreover, by the same argument as in Step 3 of Theorem 2.2, and (2.58) we have
lim
n→∞
Nn∑
k=1
∫ tnk
tnk−1
‖dnk + F (tnk , ϕnk , hnk)− F (τ, pi1U(τ, s)[ϕ, h], pi2U(τ, s)[ϕ, h])‖dτ = 0.
But from (S2)1, F (τ, pi1U(τ, s)[ϕ, h], pi2U(τ, s)[ϕ, h]) = F (τ, (u(ϕ, h))τ , u(ϕ, h)(τ)),
and so un is a sequence of DS–approximate solutions to (2.55). Finally, according
to (2.59), un(.) converges to pi2U(., s)[ϕ, h] = u(ϕ, h)(.) uniformly over compact
subintervals of [s, T ), and this completes the proof of (S3)1.
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Remark 2.24. Suppose that the family F (., ., .) is Lipschitz on bounded sets in
the following way: given any S, r > 0, there exists M(S, r) > 0 such that for all
t ∈ [0, S], and [ϕ, h], [ψ, k] ∈ Eˆ(t)× Xˆ(t) with ‖[ϕ, h]‖, ‖[ψ, k]‖ ≤ r,
‖F (t, ϕ, h)− F (t, ψ, k)‖ ≤M(S, r)‖[ϕ, h]− [ψ, k]‖. (2.60)
Then the solutions to (FDE)1 as asserted by Theorem 2.23 are unique amongst all
mild solutions u to (FDE)1 with ut ∈ Eˆ(t) and u(t) ∈ Xˆ(t), t ≥ s.
3 Existence and flow invariance of solutions to
(FDE) under subtangential conditions
In Chapter 2, we studied the existence and flow invariance of solutions to (FDE)
under the local range condition (B3)(ii). In this chapter we investigate existence
and flow invariance of (mild) solutions to non-autonomous partial differential delay
equations (FDE) under subtangential conditions. We shall start with a brief history
of existence results under various subtangential conditions:
For the case of the ordinary differential delay equation u˙(t) = F (t, ut),i.e. B ≡ 0,
Xˆ a closed subset of X, and Eˆ = {ϕ ∈ E |ϕ(0) ∈ Xˆ} with E = C([−R, 0];X), flow
invariance of Xˆ has been shown under the following subtangential condition:
lim inf
λ→0+
1
λ
d
(
ϕ(0) + λF (t, ϕ), Xˆ
)
= 0 for all ϕ ∈ Eˆ. (3.1)
If, in addition Xˆ is convex, then the subtangential condition (3.1) for all ϕ ∈ E,
with ϕ(s) ∈ Xˆ implies flow invariance of Xˆ. (see [38, 39, 40]).
In the non–delay case of the evolution equation u˙(t) + Bu(t) 3 f(t, u(t)), where B
is an m–accretive operator,the subtangential condition
lim inf
λ→0+
1
λ
d
(
x+ λf(t, x), (I + λB)(Xˆ(t+ λ) ∩D(B))) = 0 (3.2)
for all x ∈ Xˆ(t)∩ cl(D(B)) is a sufficient condition for flow invariance of Xˆ(t) under
various assumptions on f , cf.[4]. However, for the non–delay case, the references
[1, 4, 5] (also compare the references in [4]) mostly use a weaker subtangential con-
dition in terms of the semigroup generated by −B which, in particular cases, is also
necessary for flow invariance. (For the semilinear case of (FDE) with −B generat-
ing a C0–semigroup of bounded linear operators, compare [41, 42].) But it is not
as useful as a sufficient condition, since what is known in concrete examples is the
operator B, not the semigroup it generates.
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In this chapter, we provide a subtangential condition for existence and flow in-
variance which will extend those of the above special cases to the general case of
(FDE). ( For the autonomous (FDE), see [59].) Namely, we show that under certain
assumptions on F and the family B(t) if for all ψ ∈ Eˆ(t)
lim inf
λ→0+
1
λ
d
(
ψ(0) + λF (t, ψ), (I + λB(t+ λ))(Xˆ(t+ λ) ∩D(B(t+ λ)))) = 0,
then there exists a mild solution u to (FDE) such that u(t) ∈ Xˆ(t), t ≥ 0. Here
Xˆ(t) is a family of closed subsets of X and Eˆ(t) is a family of closed subsets in Eˆ0(t)
with Eˆ0(t) = {ϕ ∈ E |ϕ(0) ∈ cl(Xˆ(t) ∩D(B(t)))}.
As in Chapter 2, our method of proof will entirely be based on the technique of
transforming the original problem (FDE) in (the state space) X into a Cauchy
problem in (the initial history space) E. We associate with (FDE) the family of
operators A(t) in E defined by{
D(A(t)) = {ϕ ∈ Eˆ0(t) | ϕ′ ∈ E,ϕ(0) ∈ D(B(t)), ϕ′(0) ∈ F (t, ϕ)−B(t)ϕ(0)}
A(t)ϕ := −ϕ′ , ϕ ∈ D(A(t)),
Then the main problem will be the existence and flow invariance of solutions to
the corresponding non–autonomous Cauchy problem with A(t). From (3.2), one
would expect the following subtangential condition for the Cauchy problem Φ˙(t) +
A(t)Φ(t) = 0, Φ(s) = ψ, i.e.,
lim inf
λ→0+
1
λ
d
(
ψ, (I+λA(t+λ))(Eˆ(t+λ)∩D(A(t+λ)))) = 0, ψ ∈ Eˆ(t)∩cl(D(A(t))).
However, this particular approximation of ψ ∈ Eˆ(t) by (ϕ − λϕ′) with ϕ simulta-
neously in D(A(t + λ)) and in Eˆ(t + λ), does not seem to be possible under the
considered subtangential condition on (FDE). But following the idea of [59], we can
translate it to some other sufficient condition for existence and flow invariance of
mild solutions to the Cauchy problem associated with A(t), the separate subtangen-
tial condition, which in the autonomous case was developed by M. Pierre. Therefore
we shall need the non–autonomous version of the following result:
Theorem 3.1. [48, Theorem 2]. Assume that C ⊂ X × X is accretive, and let F
be a closed subset of X. Assume, moreover, that the pair (C,F ) fulfills the following
condition:
H(0, 0)
{
∀x ∈ F, ∀ε > 0, ∃λ ∈ (0, ε], ∃[xλ, yλ] ∈ C, ∃uλ ∈ F such that
‖x− (xλ + λyλ)‖ ≤ λε, and ‖xλ − uλ‖ ≤ λε.
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Then C generates a semigroup of contractions on F ∩ cl(D(C)) which leaves this set
invariant.
3.1 Existence and flow invariance of solutions to the non–
autonomous Cauchy problem under the separate sub-
tangential condition
Let X be a Banach space. Assume that the family C(t) ⊂ X × X of time-
dependent nonlinear operators with the (possibly) time-dependent domain D(C(t)),
and K(t) ⊂ X are such that the following hold:
(P1) K(t), t ≥ 0 are closed subsets of X such that
(i) ∀x ∈ K(t), ∀ε > 0, ∃λ ∈ (0, ε], ∃[xλ, yλ] ∈ C(t+ λ), ∃uλ ∈ K(t+ λ);
‖x− (xλ + λyλ)‖ ≤ λε, ‖xλ − uλ‖ ≤ λε.
(ii) If tn ↑ t, and xn ∈ K(tn) with xn → x, then x ∈ K(t).
(P2)(i) There exists γ ∈ R , a bounded continuous function h : [0,∞) → X, and
a bounded (on bounded subsets) function L : R+ → R+ such that for [x1, y1] ∈
C(t1), [x2, y2] ∈ C(t2), 0 ≤ t2 ≤ t1, and 0 < λ < λ0,
(1− λγ)‖x1 − x2‖ ≤ ‖x1 − x2 + λ(y1 − y2)‖+ λ‖h(t1)− h(t2)‖L(‖x2‖),
where λ0γ < 1. Moreover, D(C(t)) depends on t in the following way:
(ii) If tn ↑ t, and xn ∈ D(C(tn)) with xn → x, then x ∈ cl(D(C(t))).
Remark 3.2. Assume K(t) ∩D(C(t)) 6= ∅, then (P1)(i) is implied by
lim inf
λ→0+
1
λ
d(x, (I + λC(t+ λ))(D(C(t+ λ)) ∩K(t+ λ)) = 0, x ∈ K(t). (3.3)
We now extend [48, Theorem 2] to the non–autonomous case.
Theorem 3.3. Suppose that the family C(t) satisfies (P1) and (P2). Let T > s ≥ 0,
and u0 ∈ K(s) ∩ cl(D(A(s))). Then the Cauchy problem{
u˙(t) + C(t)u(t) 3 0, s ≤ t
u(s) = u0,
(3.4)
has a unique mild solution u on [s, T ] such that u(t) ∈ K(t)∩cl(D(A(t))), s ≤ t ≤ T .
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Remarks 3.4. (a) If K(t) = cl(D(C(t))), the above theorem is [47, Theorem 3.6].
(Note that in [47], it is assumed that limλ→0+ 1λd(x,R(I + λC(t+ λ))) = 0, but the
theorem holds as well for the following subtangential condition). Indeed, in this case
(P1)(i) is equivalent to:
lim inf
λ→0+
1
λ
d(x,R(I + λC(t+ λ))) = 0 for all x ∈ cl(D(C(t))). (3.5)
(b) If K(t) ∩ D(C(t)) 6= ∅, then the conclusion of Theorem 3.3 holds under the
conditions (P2), (P1)(ii), and (3.3).
For the proof of Theorem 3.3, we follow the idea in [48, Theorem 2]. The following
lemma will be used in the proof of Theorem 3.3.
Lemma 3.5. Assume that conditions P (1) and P (2) are satisfied. Let ε > 0 and
u0 ∈ K(s), then there exist sequences {λn}n≥1 ∈ (0, ε],
{
[xn, yn]
}
n≥1 ∈ C(s +∑n
k=1 λk) and {un}n≥1 ∈ K(s+
∑n
k=1 λk) such that:
(i)
∑∞
n=1 λn =∞
(ii) For all n ≥ 1, ‖un−1 − (xn + λnyn)‖ ≤ λnε, ‖xn − un‖ ≤ λnε
Moreover, we have
(iii) d(xn, K(s+
∑n
k=1 λk)) ≤ λnε for all n ≥ 1,
(iv) For all n ≥ 2,
∥∥∥∥xn − xn−1λn + yn
∥∥∥∥ ≤ εn, where εn = ε+ λn−1λn ε.
Proof. Let ε > 0. We may assume εγ0 < 1/2, where γ0 = max{0, γ}. For x ∈ K(t)
the assumption (P1) allows us to define
λ(x, t) = sup
{
λ ∈ (0, ε] ∣∣ ∃[xλ, yλ] ∈ C(t+ λ), ∃uλ ∈ K(t+ λ),
‖x− (xλ + λyλ)‖ ≤ λε, ‖xλ − uλ‖ ≤ λε
}
.
Let u0 ∈ K(s). Using the above notation there exist λ1, with 0 < λ(u0,s)2 ≤ λ1 ≤ ε,
[x1, y1] ∈ C(s+ λ1) and u1 ∈ K(s+ λ1) such that
‖u0 − (x1 + λ1y1)‖ < λ1ε, and ‖x1 − u1‖ < λ1ε.
Next, considering λ(u1, s+λ1), there exist λ2, with 0 <
λ(u1,s+λ1)
2
≤ λ2 ≤ ε, [x2, y2] ∈
C(s + λ1 + λ2), and u2 ∈ K(s + λ1 + λ2) such that ‖u1 − (x2 + λ2y2)‖ < λ2ε,
and ‖x2 − u2‖ < λ2ε. Continuing this argument we define inductively sequences
{λn}n≥1 ∈ (0, ε],
{
[xn, yn]
}
n≥1 ∈ C(s +
∑n
k=1 λk) and {un}n≥1 ∈ K(s +
∑n
k=1 λk),
such that
0 <
1
2
λ(un−1, s+
n−1∑
k=1
λk) ≤ λn ≤ ε for all n ≥ 1,
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and moreover ‖un−1 − (xn + λnyn)‖ ≤ λnε, and ‖xn − un‖ ≤ λnε. The assertions
(ii), and (iii) are now obvious. For n ≥ 2∥∥∥∥xn − xn−1λn + yn
∥∥∥∥ ≤ 1λn‖un−1 − (xn + λnyn)‖+ 1λn‖xn−1 − un−1‖ ≤ ε+ ελn−1λn .
Therefore condition (iv) is also satisfied. It only remains to show
∑∞
k=1 λk = ∞.
Set tn =
∑n
k=1 λk. Suppose tn ↑ a < ∞. Then {xn}n≥2 are bounded. Indeed,
set sn = s + tn, and fix [u, v] ∈ C(0), then using (P2)(ii) for [u, v] ∈ C(0), and
[xn, yn] ∈ C(sn), n ≥ 2 we have
(1− γ0λn)‖xn − u‖ ≤ ‖xn − u+ λn(yn − v)‖+ λnL(‖u‖)‖f(sn)− f(0)‖
≤ ‖xn − xn−1 + λnyn‖+ ‖xn−1 − u‖+ λn‖v‖+ λnL(‖u‖)‖f(sn)− f(0)‖
≤ ελn + ελn−1 + ‖xn−1 − u‖+ λn‖v‖+ λnL(‖u‖)‖f(sn)− f(0)‖.
Multiplying by γn−1 =
∏n−1
k=1(1− λkγ0) and summing from p = 2 to n we have
γn‖xn − u‖ ≤ (1− λ1γ0)‖x1 − u‖+ εγn−1
n∑
2
[λk + λk−1]
+ γn−1
n∑
2
λk‖v‖+ γn−1L(‖u‖)
n∑
2
λk‖f(sk)− f(0)‖
≤ ‖x1 − u‖+ 2εtn + tn‖v‖+ L(‖u‖)
n∑
2
λk‖f(sk)− f(0)‖.
Here we have used that γk ≤ 1. Now using the estimate
(1− ξ)−1 ≤ e2ξ, for all 0 ≤ ξ < 1/2 (3.6)
we have
‖xn − u‖ ≤ e2aγ0 [λ1ε+ ‖u0 − u‖+ 2aε+ a‖v‖+ 2abL(‖u‖)] ,
with b = sup{f(τ) | τ ∈ [0, a]}. Thus there exists M > 0 depending on a, ω0, f , u0,
u, and v such that ‖xn‖ ≤M, n ≥ 2. As we will see later
i∏
p=k+1
(1− γ0λp)
j∏
p=k+1
(1− γ0λp)‖xi − xj‖ ≤
(ti − tj)|||C(sk)uk|||+
i∑
p=k+1
λp‖zp‖+
j∑
p=k+1
λp‖zp‖ +
i∑
p=k+1
λpL(M)‖f(sp)− f(sk)‖+
j∑
p=k+1
λpL(M)‖f(sp)− f(sk)‖, (3.7)
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for all 2 ≤ k ≤ j ≤ i, where we set ∏kp=k+1(1− γ0λp) = 1, zp = xp−xp−1λp + yp, p ≥ 2,
and |||C(sk)uk||| = inf{y | y ∈ C(sk)uk}.
Now using (3.6), we obtain from inequality (3.7) that
‖xi − xj‖
≤ e2γ0(ti−tk)e2γ0(tj−tk)[(ti − tj)|||C(tk)uk|||+ ε[(ti − tk) + (ti−1 − tk−1)]
+ ε[(tj − tk) + (tj−1 − tk−1)] + 2bL(M)(ti − tk) + 2bL(M)(tj − tk)
]
,
for 2 ≤ k ≤ i ≤ j. Here M , and b are as in above. Therefore
lim sup
i,j→∞
‖xi − xj‖ ≤ e4γ0(a−tk)
[
2ε[(a− tk) + (a− tk−1)]
]
, k ≥ 2.
Hence xj is a Cauchy sequence in X, and therefore converges.
Set x = limn→∞ xn. Since ‖xn − un‖ ≤ λnε, and tn converges, we conclude that
un → x as n → ∞. We note that un ∈ K(sn), thus (P2)(ii) implies that x ∈
K(s + a). Then by condition (P1), there exist µ ∈ (0, ε/2], [xµ, yµ] ∈ C(s + a + µ)
and uµ ∈ K(s+ a+ µ) such that
‖x− (xµ + µyµ)‖ ≤ µε/2 and ‖xµ − uµ‖ ≤ µε/2. (3.8)
But λ(un, s + tn) ≤ 2λn+1. Hence λ(un, s + tn) → 0, and so there exists n0, such
that for all n ≥ n0
λ(un, s+ tn) < µ. (3.9)
We define hn = a− tn + µ. Then hn ↓ µ. Choose N0 > n0 such that
|hN0 − µ| < µε/4‖yµ‖, and ‖uN0 − x‖ < µε/4, (3.10)
Therefore (3.8), and (3.10) imply that
‖uN0 − (xµ + hN0yµ)‖ ≤ ‖uN0 − x‖+ ‖x− (xµ + µyµ)‖+ ‖µyµ − hN0yµ‖
≤ µε ≤ hN0ε. (3.11)
We observe that a + µ = tN0 + hN0 . Therefore [xµ, yµ] ∈ C(s + tN0 + hN0) and
uµ ∈ K(s + tN0 + hN0). Then from the definition of λ(uN0 , s + tN0), (3.10), and
(3.11) we conclude that hN0 ≤ λ(uN0 , s+ tN0). This contradicts (3.9).
Finally we prove that the inequality (3.7) holds.
Set γi,j =
∏i
p=k+1(1− γ0λp)
∏j
p=k+1(1− γ0λp), and zi = xi−xi−1λi + yi for all 2 ≤ k ≤
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j ≤ i.
If i = j, then (3.7) is clear. Let i > j = k. Then since (1 − γ0λi) ≤ (1 − γλi), and
zi − xi−xi−1λi ∈ C(si), inequality (P2)(ii) implies that
(1− γ0λi)‖xi − xk‖ ≤
∥∥∥∥xi − xk + λi(zi − xi − xi−1λi − |||C(sk)xk|||
)∥∥∥∥
+ λiL(‖uk‖)‖f(si)− f(sk)‖.
Using that γi,k = (1− γ0λi)γi−1,k we have
γi,k‖xi − xk‖ ≤ γi−1,k‖xi−1 − xk‖+ λi‖zi‖+ λi|||C(sk)xk|||
+ λiL(‖xk‖)‖f(si)− f(sk)‖,
here we have used that γi−1,k ≤ 1. Now summing up over i, from k+ 1 to i we have
γi,k‖xi − xk‖ ≤
(ti − tk)|||C(sk)xk|||+
i∑
p=k+1
λp‖zp‖+
i∑
p=k+1
λpL(M)‖f(sp)− f(sk)‖,
therefore (3.7) is true for i > j = k. Now let i > j > k, and assume (3.7) holds for
(i−1, j), (i, j−1). If we show that the inequality is true for (i, j), then by induction
(3.7) is true for all i ≥ j ≥ k.
Following the same idea as in [19, Lemma 5.1], we can show that
(λi + λj − γ0λiλj)‖xi − xj‖ ≤ λi‖xi − xj−1‖+ λj‖xi−1 − xj‖
+λiλj
(‖zi‖+ ‖zj‖)+ λiλjL(‖M‖)‖f(si)− f(sj)‖. (3.12)
Indeed, set σ =
λiλj
λi+λj
. Take λ > 0 such that λσγ < 1 for all i, j ≥ 1. Since
zp − xp−xp−1λp ∈ C(sp) for all p ≥ 2 then (I + λσC(si))xi 3 xi + λσ
[
zi − xi−xi−1λi
]
, and
(I + λσC(sj))xj 3 xj + λσ
[
zj − xj−xj−1λj
]
. Therefore inequality (P2)(i) implies that
(1− λσγ0)‖xi − xj‖ ≤
∥∥∥∥xi + λσ[zi − xi − xi−1λi ]− xj − λσ[zj − xj − xj−1λj ]
∥∥∥∥
+ λσL(M)‖f(si)− f(sj)‖.
Then noting that (λ− λσγ0) + (1− λ) = (1− λσγ0), we obtain
(λ− λσγ0)‖xi − xj‖+ (1− λ)‖xi − xj‖ ≤∥∥∥∥xi + λσzi − λ λjλi + λj (xi − xj)− xj − λσzj + λ λiλi + λj (xj − xi)
∥∥∥∥+
λ
λj
λi + λj
∥∥xi−1−xj∥∥+ λ λiλi + λj ‖xi − xj−1‖+ λσL(M)‖f(si)− f(sj)‖.
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Rearranging the above inequality we conclude
(1− σγ0)‖xi − xj‖ ≤ λj
λi + λj
∥∥xi−1−xj∥∥+ λiλi + λj ‖xi − xj−1‖+∥∥(xi − xj) + λ(1− λ)−1σ(zi − zj)∥∥− ‖xi − xj‖
λ(1− λ)−1 + σL(M)‖f(si)− f(sj)‖.
Now if λ→ 0, then
(1− σγ0)‖xi − xj‖ ≤ λj
λi + λj
∥∥xi−1−xj∥∥+ λiλi + λj ‖xi − xj−1‖+
< σ(zi − zj), xi − xj >+ +σL(M)‖f(si)− f(sj)‖.
Then using that < σ(zi − zj), xi − xj >+≤ σ‖zi − zj‖, and the definition of σ we
obtain the desired inequality.
Returning to the proof of inequality (3.7), we multiply (3.12) by γi,j to obtain
(λi + λj − γ0λiλj)γi,j‖xi − xj‖ ≤
λi(1− γ0λj)γi,j−1‖xi − xj−1‖+ λj(1− γ0λi)γi−1,j‖xi−1 − xj‖+
λiλj(1− γ0λi)‖zi‖+ λiλj(1− γ0λj)‖zj‖+
L(‖M‖)(λiλj(1− γ0λi)‖f(si)− f(sk)‖+ λiλj(1− γ0λj)‖f(sj)− f(sk)‖),
for all i > j > k. Thus by the induction assumption we have
(λi + λj − γ0λiλj)γi,j‖xi − xj‖ ≤
|||C(sk)xk|||
(
λi(1− γ0λj)(ti − tj−1) + λj(1− γ0λi)(ti−1 − tj)
)
+
λj(1− γ0λi)
[ i−1∑
p=k+1
λp‖zp‖+
j∑
p=k+1
λp‖zp‖+ λi‖zi‖
]
+
λi(1− γ0λj)
[ i∑
p=k+1
λp‖zp‖+
j−1∑
p=k+1
λp‖zp‖+ λj‖zj‖
]
+
λj(1− γ0λi)L(M)
j∑
p=k+1
λp‖f(sp)− f(sk)‖+
λi(1− γ0λj)L(M)
i∑
p=k+1
λp‖f(sp)− f(sk)‖+
λj(1− γ0λi)L(M)
[
λi‖f(si)− f(sk)‖+
i−1∑
p=k+1
λp‖f(sp)− f(sk)‖
]
+
λi(1− γ0λj)L(M)
[
λj‖f(sj)− f(sk)‖+
j−1∑
p=k+1
λp‖f(sp)− f(sk)‖
]
.
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Then noting that (ti − tj−1) = (ti − tj) + λj, and (ti−1 − tj) = −λi + (ti − tj), and
using
λi(1− γ0λj) + λj(1− γ0λi) ≤ λi + λj − γ0λiλj,
the above inequality implies (3.7).
We shall use the following notation.
Given r ∈ [0, T ], define ρ : [0, T ]→ R+ by
ρ(r) = sup{‖f(t)− f(τ)‖; t, τ ∈ [0, T ], |t− τ | ≤ r}.
Obviously, ρ is bounded, nondecreasing and lim
r→0+
ρ(r) = 0. Moreover, ρ is upper
semicontinuous on [0, T ] and right semicontinuous on [0, T ). Noting that ρ is non-
decreasing on [0, T ], if 0 < c < σ ≤ T and 0 ≤ r′ < σ − c, the function ρ satisfy the
inequality
ρ(r) ≤ c−1ρ(T )|r − r′| + ρ(σ), for r ∈ [0, T ].
For more details see [47, page 11].
We shall also need the following lemma.
Lemma 3.6. [47, lemma 2.3] Let s, sˆ ∈ [0, T ], u0 ∈ cl(D(C(s))), uˆ0 ∈ cl(D(C(sˆ))),
and let un and uˆn be two DS–approximate solutions to (3.4) corresponding to s and
u0, respectively, sˆ and uˆ0. Let also (P2)(i) be satisfied and 0 ≤ |η| < σ < T, 0 < c <
σ − |η| . Assume that dn, dˆm < σ − |η| − c. Then for each [u˜, v˜] ∈ A(r), r ∈ [0, T ],
and for 0 ≤ i ≤ Nn, 0 ≤ j ≤ Nˆm
i∏
p=k+1
(1− ω0λp)
j∏
p=k+1
(1− ω0λˆp)
∥∥uni − uˆmj ∥∥ ≤
‖un0 − u˜‖+ ‖uˆm0 − u˜‖+
i∑
p=k+1
‖zpλp‖+
j∑
p=k+1
∥∥∥zˆpλˆp∥∥∥ +
ci,j(s− sˆ) [‖v˜‖+Mρ(T )] +M(tˆmj − sˆ)
[
c−1ρ(T )ci,j(η) + ρ(σ)
]
,
where M = max{L( sup
0≤i≤Nn
‖uni ‖
)
, L
(
sup
0≤j≤Nˆm
∥∥uˆmj ∥∥), L(‖u˜‖)}, and
ci,j(η) =
[
(tni − tˆmj − η)2 + dn(tni − s) + dˆm(tˆmj − sˆ)
]1/2
.
Proof of Theorem 3.3. Given T > s, and u0 ∈ K(s)∩ cl(D(C(s))). Let εn → 0+
such that εnγ < 1/2. By Lemma 3.5, for every n ≥ 1 there exist {λni }i≥1 ∈ (0, εn],{
[xni , y
n
i ]
}
i≥1 ∈ C(s+
∑i
k=1 λ
n
k), and {uni }i≥1 ∈ K(s+
∑i
k=1 λ
n
k) satisfying (i)− (iv).
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Set tn0 = s, and t
n
i = s +
∑i
k=1 λ
n
k , i ≥ 1. Using (i) there exists Nn such that
tnN ≤ T + 1 ≤ tnNn+1 .
Since u0 ∈ cl(D(C(s))), there exists xn0 ∈ D(C(s)) such that ‖u0 − xn0‖ ≤ εn. If we
set
zni =
xni − xni−1
λni
+ yni for all i ≥ 1,
then zni ∈ x
n
i −xni−1
λni
+ A(tni )x
n
i . Moreover,
Nn∑
i=1
‖zni ‖(tni − tni−1) =
Nn∑
i=1
∥∥xni − xni−1 + λni yni ∥∥ ≤
‖xn1 + λn1yn1 − u0‖+ ‖xn0 − u0‖+
Nn∑
i=2
∥∥xni − xni−1 + λni yni ∥∥ ≤
εn
(
λ1 + 1 +
Nn∑
i=2
λi +
Nn∑
i=2
λi−1
) ≤ εn(εn + 1 + 2T ).
Therefore un, defined by
un(t) =
{
xn0 , t = s
xnk , t ∈ (tnk−1, tk],
is a sequence of DS–approximate solutions to (3.4). At this point we follow the proof
of [47, Theorem 3.1] to show that un converges uniformly to a continuous function
u on [s, T ].
Let t ∈ [s, T ]. Choose in, and jm such that t ∈ (tnin−1, tnin ] ∩ (tmjm−1, tmjm ]. From the
lines of proof of Lemma 3.5, we can read that xni n ∈ N, and 0 ≤ i ≤ Nn are
bounded. Take x˜ ∈ D(C(s)), such that xn0 → x˜. Then using (3.6), and Lemma 3.6
for discrete scheme {xn, zn}, and with η = 0 we have∥∥xmjm − xnin∥∥ ≤ e4γ0(T−s)(‖xm0 − x˜‖+ ‖xn0 − x˜‖+M1(T − s)ρ(σ)), (3.13)
withM1 = max{L
(
sup
0≤i≤Nn
‖xni ‖
)
, L(‖x˜‖)}, and σ > 0. Since un(t) = xnin , and um(t) =
xmjm , and ρ(σ)→ 0, as σ → 0, inequality (3.13) implies that
lim
m,n→∞
‖un(t)− um(t)‖ = 0,
and therefore un converges uniformly to a function u over [s, T ].
It can also be shown that any other DS–approximate solution uˆn corresponding to
s and u0 is also convergent to u. Moreover, u is uniformly continuous on [s, T ]. For
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the proof see ([47, Theorem 3.1]).
We next show that for t ∈ (s, T ], u(t) ∈ K(t) ∩ cl(D(C(t))). Let t ∈ (s, T ]. We
may find a subsequence tnk(n)−1 such that t
n
k(n)−1 ↑ t. Thus un(tnk(n)−1) = xnk(n)−1 is
a sequence in D(C(tnk(n)−1)) which converges to u(t). Therefore by (P2)(ii), u(t) ∈
cl(D(C(t))). Moreover, by Lemma 3.5 d(xnk(n)−1, u
n
k(n)−1) ≤ ε2n. Therefore unk(n)−1 →
u(t) as n→∞. (P1)(ii) now implies that u(t) ∈ K(t), and this completes the proof.
Remark 3.7. The following can be read from [47, Theorem 3.2 and Theorem 3.5]:
1. Let u be the mild solution to (3.4) as in Theorem 3.3. Then u is the unique
integral solution to (3.4).
2. The family {U(t, s) |U(t, s) : K(s) ∩ cl(D(C(s))) → K(t) ∩ cl(D(C(t)))} of
operators associated with C(t) via U(t, s)u0 = u(t), 0 ≤ s ≤ t ≤ T is an evolution
operator of type γ.
3.2 Existence of mild solutions to (FDE)
3.2.A The initial history space. Given I = (−∞, 0] or I = [−R, 0] for some
R > 0, the initial history space E is assumed to be a Banach space of continuous
functions ϕ : I → X satisfying (E.1), (E.2), and (E.3) with (E.1)(b), and (E.1)(c),
respectively replaced by:
(E.1)(b′) For all x ∈ X, x¯ ∈ E, where x¯(s) ≡ x, s ∈ I, and there exists CE ≥ 1
such that ‖x¯‖ ≤ CE‖x‖ for all x ∈ X.
(E.1)(c′) For ϕ, (ϕn)n in E, if ‖ϕn − ϕ‖ → 0, then ‖ϕn(s)− ϕ(s)‖ → 0 for all s ∈ I,
and moreover ∫ β
α
ϕn(s)ds→
∫ β
α
ϕ(s)ds for all α, β ∈ I, α < β.
The initial history spaces considered in Remark 2.1, all satisfy axioms (E.1)(b′), and
(E.1)(c′).
3.2.B Assumptions. Given an initial history space E as above, we consider the
following assumptions:
(B1) (B(t))0≤t is a family of operators B(t) ⊂ X ×X such that there exist α ∈ R ,
a continuous function f : R+ → X, and a nondecreasing bounded function (on
bounded sets) L1 : R+ → R+ such that for all [xi, yi] ∈ B(ti), i ∈ {1, 2}, and
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0 ≤ t2 ≤ t1,
(1− λα)‖x1 − x2‖ ≤ ‖x1 − x2 + λ(y1 − y2)‖+ λ‖f(t1)− f(t2)‖L1(‖x2‖),
(3.14)
for all λ > 0 with λα < 1.
(B2) Xˆ(t) ⊂ X, t ≥ 0 are closed subsets of X such that Xˆ(t) ∩D(B(t)) 6= ∅, with
the following t–dependence :
If tn ↑ t ∈ (0,∞), and xn ∈ Xˆ(tn) ∩ D(B(tn)) such that xn → x, then
x ∈ cl(Xˆ(t) ∩D(B(t))).
(B3) Eˆ0(t) = {ϕ ∈ E |ϕ(0) ∈ cl(Xˆ(t) ∩D(B(t)))}, t ≥ 0, and Eˆ(t) are closed
subsets of Eˆ0(t) such that
(i) For x ∈ Xˆ(t + λ) ∩D(B(t + λ)), ψ ∈ Eˆ(t), and λ > 0, sufficiently small,
if ϕψx,λ ∈ E is the solution to ϕ− λϕ′ = ψ, ϕ(0) = x, then ϕψx,λ ∈ Eˆ(t+ λ).
(ii) If tn ↑ t ∈ (0,∞), ϕn ∈ Eˆ(tn), and ϕn → ϕ in E, then ϕ ∈ Eˆ(t).
(B4) The operator F :
⋃
t∈[0,∞)
{t} × Eˆ0(t)→ X is such that
(i) F is continuous and bounded on bounded sets.
(ii) There exists M > 0 such that for ϕi ∈ Eˆ0(ti), i ∈ {1, 2}, 0 ≤ t2 ≤ t1, with
‖ϕ1 − ϕ2‖ = ‖ϕ1(0)− ϕ2(0)‖,
< F (t1, ϕ1)− F (t2, ϕ2), ϕ1(0)− ϕ2(0) >+ ≤ M‖ϕ1 − ϕ2‖
+ ‖g(t1)− g(t2)‖L2(‖ϕ2‖).
where g : R+ → X is a continuous function and L2 : R+ → R+ is a bounded
(on bounded sets) function.
(iii) there existsM ′ > 0 such that, if ϕ1, ϕ2 ∈ Eˆ0(t), t ≥ 0 with ϕ1(0) = ϕ2(0),
then
‖F (t, ϕ1)− F (t, ϕ2)‖ ≤M ′‖ϕ1 − ϕ2‖.
Lemma 3.8. The inequality (3.14) is equivalent to
−α‖x1 − x2‖ ≤< y1 − y2, x1 − x2 >+ +‖f(t1)− f(t2)‖L1(‖x2‖), (3.15)
for all [xi, yi] ∈ B(ti), i ∈ {1, 2}, 0 ≤ t2 ≤ t1.
Proof. The proof of the above lemma is an easy computation based on relation
(1.2).
We now formulate the main result of this chapter.
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Theorem 3.9. Given the assumptions (B1)–(B4), assume that for all ψ ∈ Eˆ(t),
lim inf
λ→0+
1
λ
d
(
ψ(0) + λF (t, ψ), (I + λB(t+ λ))(Xˆ(t+ λ) ∩D(B(t+ λ)))) = 0. (3.16)
Then we have
(i) for all ψ ∈ Eˆ(s), s ≥ 0, there exists a global mild solution uψ to{
u˙(t) +B(t)u(t) 3 F (t, ut), s ≤ t
us = ψ.
such that (uψ)t ∈ Eˆ(t), t ≥ s. In particular uψ(t) ∈ Xˆ(t) for all t ≥ s.
(ii) If, in addition F (., .) is Lipschitz continuous on bounded sets (see (3.17)), or
given any S, r > 0, there exists M ′(S, r) > 0 such that for all t ∈ [0, S], and
ϕ, ψ ∈ Eˆ(t) with ‖ϕ‖, ‖ψ‖ ≤ r,
< ϕ(0)− ψ(0), F (t, ϕ)− F (t, ψ) >+≤M ′(S, r)‖ϕ− ψ‖, (3.17)
then for any ψ ∈ Eˆ(s), the mild solution uψ as in (i) is unique amongst all mild
solutions u to (FDE) with the property that ut ∈ Eˆ(t) for all t ≥ s.
Remark 3.10. Let ψ1, ψ2 ∈ Eˆ(s), and let uψ1 and uψ2 be the corresponding mild
solutions as in (i), then according to Remark 2.7, uψi , i ∈ {1, 2} is an integral
solution to (FDE), and by Lemma 2.29 we have:
e−αt‖uψ1(t)− uψ2(t)‖ − e−αs‖uψ1(s)− uψ2(s)‖ ≤∫ t
s
e−ατ < F (τ, (uψ1)τ )− F (τ, (uψ2)τ ), uψ1(τ)− uψ2(τ) >+ dτ, (3.18)
for all 0 ≤ s ≤ t. Moreover,
‖(uψ1)t − (uψ2)t‖ ≤ eωt‖ψ1 − ψ2‖ for all t ≥ 0, (3.19)
where ω = max{0, α+M},
Remark 3.11. If in addition to the assumptions (B1) and (B2),
Xˆ(t) ∩ cl(D(B(t))) ⊂ R(I + λB(t)), and JB(t)λ [Xˆ(t) ∩ cl(D(B(t)))] ⊂ Xˆ(t)
for all λ > 0, small enough, then cl(Xˆ(t) ∩D(B(t))) = Xˆ(t) ∩ cl(D(B(t))). Thus
in Theorem 3.9, the set Eˆ0(t) can be chosen as Eˆ0(t) = {ϕ ∈ E |ϕ(0) ∈ Xˆ(t) ∩
cl(D(B(t)))}. We note that this latter set is the largest possible set of initial his-
tories, for which we can expect existence, and flow invariance of mild solutions
to (FDE). Indeed, for the existence of mild solutions, we need uψ(0) = ψ(0) ∈
cl(D(B(s))), and for the invariance, it is required that uψ(0) = ψ(0) ∈ Xˆ(s).
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Corollary 3.12. Given the assumptions (B1), (B2), and (B4), assume that for all
ψ ∈ Eˆ0(t),
lim inf
λ→0+
1
λ
d
(
ψ(0) + λF (t, ψ), (I + λB(t+ λ))(Xˆ(t+ λ) ∩D(B(t+ λ)))) = 0. (3.20)
Then for all ψ ∈ Eˆ0(s) there exists a global mild solutions uψ to (FDE) such that
uψ(t) ∈ Xˆ(t) for all t ≥ s.
Proof. We note that if Eˆ(t) = Eˆ0(t), then (B3)(i) is automatically fulfilled. More-
over, condition (B3)(ii) follows from (B2). The above corollary, is then Theorem
3.9 with Eˆ(t) = Eˆ0(t).
In the results for the ordinary delay case of B = 0, the set Eˆ has been taken as
Eˆ = {ϕ ∈ Eˆ0 |ϕ(s) ∈ Xˆ for all s ∈ I}, where Xˆ ⊂ X is closed and convex, and
Eˆ0 = {ϕ ∈ E |ϕ(0) ∈ cl(Xˆ ∩D(B))}. Following this idea, we take up a special case
of Theorem 3.9, with Xˆ(t), t ≥ 0 closed and convex subsets of X, and
Eˆ(t) = {ϕ ∈ Eˆ0(t) |ϕ(s) ∈ Xˆ(t) for all s ∈ I}.
Note that, in this case, if the sets Xˆ(t) are nondecreasing (i.e. Xˆ(r) ⊆ Xˆ(t), r ≤ t),
then since Xˆ(t) are closed and convex, condition (B3)(i) is fulfilled. If in addition
we assume the following;
If tn ↑ t ∈ (0,∞), xn ∈ Xˆ(tn), and xn → x ∈ X, then x ∈ Xˆ(t), (3.21)
then from (B2), it follows that (B3)(ii) is also satisfied. This together with Theorem
3.9 leads to the following result.
Theorem 3.13. Let Xˆ(t), t ≥ 0 be closed and convex subsets of X, and Eˆ(t) =
{ϕ ∈ Eˆ0(t) |ϕ(s) ∈ Xˆ(t) for all s ∈ I}. Assume in addition that Xˆ(t) are
nondecreasing, and the conditions (B1), (B2), (B4), and (3.21) are satisfied. If for
all ψ ∈ Eˆ(t);
lim inf
λ→0+
1
λ
d
(
ψ(0) + λF (t, ψ), (I + λB(t+ λ))(Xˆ(t+ λ) ∩D(B(t+ λ)))) = 0,
then the conclusions of Theorem 3.9 hold.
Following the idea in [4, Lemma 4.2], we can separate the subtangential condition
(3.16) of Theorem 3.9 in the following way (compare [59]);
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Lemma 3.14. Under the assumptions (B1)-(B4), if for all t ≥ 0, and λ > 0 small
enough;
Xˆ(t) ⊂ R(I + λB(t)), JB(t)λ Xˆ(t) ⊂ Xˆ(t), (3.22)
and moreover
lim inf
λ→0+
1
λ
d
(
ψ(0) + λF (t, ψ), Xˆ(t+ λ)
)
= 0, (3.23)
then the conclusions of Theorem 3.9 hold.
Proof. We show that (3.22) and (3.23) imply that (3.16) holds. By (3.23), there
exist λn → 0+, and yn ∈ Xˆ(t+ λn) such that
1
λn
‖ψ(0) + λnF (t, ψ)− yn‖ → 0 as n→∞.
But by (3.22), xn = J
B(t+λn)
λn
yn ∈ Xˆ(t+ λn) ∩D(B(t+ λn), and therefore
1
λn
d
(
ψ(0) + λnF (t, ψ), (I + λnB(t+ λn)(xn)
) ≤
1
λn
‖ψ(0) + λnF (t, ψ)− yn‖ → 0 as n→∞.
By the above theorem, the flow invariance problem is reduced to two independent
conditions: one on Xˆ(.), Eˆ(.), and F , and one on the resolvents of the family
B(t). In particular, if B(t), t ≥ 0 are α–m–accretive, and JB(t)λ , t ≥ 0 leave Xˆ(t)
invariant, then the subtangential condition (3.23) implies flow invariance of Xˆ(.) and
Eˆ(.). Actually, there is a prominent subclass of accretive operators for which this
reduction of the subtangential condition 3.16 to (3.23) can be achieved for natural
choices of the family Xˆ(t) (see Section 3.5).
3.3 Proof of Theorem 3.9.
Our method of proof will be based on the technique of transforming the original
problem (FDE) in (the state space) X to a Cauchy problem in (the initial history
space) E.
We associate with (FDE) the family of operators A(t) in E defined by{
D(A(t)) = {ϕ ∈ Eˆ0(t) | ϕ′ ∈ E,ϕ(0) ∈ D(B(t)), ϕ′(0) ∈ F (t, ϕ)−B(t)ϕ(0)}
A(t)ϕ := −ϕ′ , ϕ ∈ D(A(t)), (3.24)
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Considering the operator A(t), we shall prove that if F satisfies (B4)(iii), then
cl(D(A(t))) = Eˆ0(t) for all t ≥ s. So under the assumptions of Theorem 3.9,
Eˆ(t) ∩ cl(D(A(t))) = Eˆ(t).
Following [59], for the proof of Theorem 3.9, we prove the following assertions:
(S1) For every ψ ∈ Eˆ(s), there exists a mild solution ϕψ to the Cauchy problem{
Φ˙(t) + A(t)Φ(t) = 0, s ≤ t
Φ(s) = ψ.
(3.25)
The evolution operator U(t, s), t ≥ s generated by A(t) via U(t, s)ψ := ϕψ(t) is such
that U(t, s)Eˆ(s) ⊂ Eˆ(t).
(S2) If ψ ∈ Eˆ(s), and uψ : (I + s) ∪ [s,∞)→ X is defined by
uψ(t) =
{
ψ(t− s), I 3 t− s ≤ 0
(U(t, s)ψ) (0), t ≥ s
then U(t, s)ψ = (uψ)t, for all s ≤ t.
(S3) For ψ ∈ Eˆ(t), the function uψ of (S2) is a global mild solution to (FDE).
As in [59], we shall need the following auxiliary results for the proof of Theorem 3.9.
Lemma 3.15. Let C be the operator in E defined by{
D(C) = {ϕ ∈ E | ϕ′ ∈ E, ϕ′(0) = 0}
Cϕ := −ϕ′ , ϕ ∈ D(C).
Then C is a (linear) m–accretive operator with dense domain. In particular
lim
λ→0
JCλ ρ = ρ for all ρ ∈ E.
To determine cl(D(A(t))), for A(t) defined in (3.24), we shall need the next lemma.
Lemma 3.16. Let ρ ∈ E, x ∈ D(B(t)) ∩ Xˆ(t), y ∈ B(t)x, t ≥ 0, and λ > 0
such that λM ′CE < 1. Let Eˆ0,x(t) = {ϕ ∈ Eˆ0(t) |ϕ(0) = x}. Then the operator
T : Eˆ0,x(t)→ Eˆ0,x(t) defined by
ϕ 7→ {s 7→ es/λx+ es/λ
λ
∫ 0
s
e−ξ/λ
[
ρ(ξ) + (x+ λy − (ρ(0) + λF (t, ϕ)))]dξ}
has a unique fixed point ϕ˜ ∈ Eˆ0,x(t) such that ϕ˜ ∈ D(A(t)).
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Proof. Tϕ is the solution to
{
Φ− λΦ′ = ρ+ x+ λy − (ρ(0) + λF (t, ϕ)),
Φ(0) = x.
It is easy to see that T is a contraction. Actually (E.2), (B4)(iii), and (E.1)(b′)
imply that
‖Tϕ1 − Tϕ2‖ ≤ λ
∥∥∥F (t, ϕ1)− F (t, ϕ2)∥∥∥ ≤
λCE‖F (t, ϕ1)− F (t, ϕ2)‖ ≤ λM ′CE‖ϕ1 − ϕ2‖
for all ϕi ∈ E0,x(t), i ∈ {1, 2}. By the assumption on λ, we conclude that T is a
contraction, and thus there exists ϕ˜ ∈ Eˆ0,x(t) such that T ϕ˜ = ϕ˜. So ϕ˜(0) = x ∈
D(B(t)), and ϕ˜−λϕ˜′ = ρ+x+λy−(ρ(0)+λF (t, ϕ˜)). This implies that ϕ˜ ∈ D(A(t)).
Indeed,
ϕ˜′(0) =
x+ λy − λF (t, ϕ˜)− ϕ˜(0)
−λ ∈ F (t, ϕ˜)−B(t)ϕ˜(0).
Proposition 3.17. Let A(t) as in (3.24). If F satisfies (B4)(iii), then
cl(D(A(t))) = Eˆ0(t).
Proof. Obviously cl(D(A(t))) ⊂ Eˆ0(t). Let ϕ ∈ Eˆ0(t). Given ε > 0. There exists
a ∈ D(B(t)) ∩ Xˆ(t) such that ‖a− ϕ(0)‖ < ε. Pick b ∈ B(t)a. Choose λ > 0
sufficiently small such that λM ′CE < 1. Then applying Lemma 3.16 with ρ = ϕ,
x = a, and the above λ there exists ϕ˜ ∈ D(A(t)) such that
ϕ˜(0) = a, and ϕ˜− λϕ˜ = ϕ+ a+ λb− (ϕ(0) + λF (t, ϕ˜)).
Set θ = ϕ+ a+ λb− (ϕ(0) + λF (t, ϕ˜)). Then
‖ϕ˜− ϕ‖ =
∥∥∥JA(t)λ θ − ϕ∥∥∥ ≤ ∥∥∥JA(t)λ θ − θ∥∥∥+ ∥∥∥a− ϕ(0)∥∥∥+ λ∥∥∥b− F (t, ϕ˜)∥∥∥ (3.26)
≤
∥∥∥JA(t)λ θ − θ∥∥∥+ CE‖a− ϕ(0)‖+ λCE‖b− F (t, ϕ˜)‖.
Lemma 2.5(b), and (E.2) imply that;∥∥∥JA(t)λ θ − θ∥∥∥ ≤ ‖J0,λ(θ − θ(0))− (θ − θ(0))‖+ ∥∥∥(JA(t)λ θ)(0)− θ(0)∥∥∥ (3.27)
= ‖J0,λ(ϕ− ϕ(0))− (ϕ− ϕ(0))‖+ λ‖b− F (t, ϕ˜)‖.
Since (ϕ+ a− ϕ(0))(0) = ϕ˜(0), using (B4)(iii) we may write
‖F (t, ϕ˜)‖ ≤ ‖F (t, ϕ+ a− ϕ(0))‖+M ′‖ϕ+ a− ϕ(0)− ϕ˜‖ (3.28)
≤ ‖F (t, ϕ+ a− ϕ(0))‖+M ′CE‖a− ϕ(0)‖+M ′‖ϕ− ϕ˜‖.
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Combining (3.26), (3.27), and (3.28) we have
(1− 2λM ′)‖ϕ− ϕ˜‖ ≤ ‖J0,λ(ϕ− ϕ(0))− (ϕ− ϕ(0))‖+ CE(1 + 2M ′)‖a− ϕ(0)‖
+λ(1 + CE)‖b‖+ λ(1 + CE)‖F (t, ϕ+ a− ϕ(0))‖. (3.29)
Since ϕ− ϕ(0) ∈ E0, from Lemma 2.5(a) it follows that
lim
λ→0
‖J0,λ(ϕ− ϕ(0))− (ϕ− ϕ(0))‖ = 0.
Thus for λ > 0 small enough, inequality (3.29) implies that ϕ is ε–close to ϕ˜ in
norm, and therefore ϕ ∈ cl(D(A(t)).
Remark 3.18. Consider the above operators A(t) with D(A(t)) ⊂ Eˆ0(t) := {ϕ ∈
E |ϕ(0) ∈ Xˆ(t) ∩ cl(D(B(t)))}. If (B4)(iii) is satisfied, then
cl(D(A(t))) = {ϕ ∈ E |ϕ(0) ∈ cl(Xˆ(t) ∩D(B(t))).}
(The proof follows by the same argument as in Proposition 3.17.)
Proof of Theorem 3.9. We proceed by proving assertions (S1)-(S3).
Proof of (S1). In this part of proof we shall translate our assumptions on B(t) to
those in Theorem 3.3 for the family A(t) defined by (3.24). The assertion (S1) then
can be read from Theorem 3.3.
1. Let ω = max{0,M + α}. Given λ > 0 with λω < 1. Let ϕ1 ∈ D(A(t1)) and
ϕ2 ∈ D(A(t2)), s ≤ t2 ≤ t1. As ψ = ϕ1 − ϕ2 solves the equation ψ − λψ′ =
(ϕ1 − λϕ′1)− (ϕ2 − λϕ′2) with ψ(0) = ϕ1(0)− ϕ2(0), by (E.2) we have
‖ϕ1 − ϕ2‖ ≤ max{‖ϕ1(0)− ϕ2(0)‖, ‖(ϕ1 − λϕ′1)− (ϕ2 − λϕ′2)‖}.
In case ‖ϕ1(0)− ϕ2(0)‖ ≤ ‖(ϕ1 − λϕ′1)− (ϕ2 − λϕ′2)‖, we have the desired inequal-
ity for the family A(t). Otherwise, (E.1)(a) implies that
‖ϕ1 − ϕ2‖ = ‖ϕ1(0)− ϕ2(0)‖, (3.30)
and therefore according to (B4)(ii);
< F (t1, ϕ1)− F (t2, ϕ2), ϕ1(0)− ϕ2(0) >+ ≤ M‖ϕ1 − ϕ2‖
+ ‖g(t1)− g(t2)‖L2(‖ϕ2‖). (3.31)
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Moreover, [ϕi(0), F (ti, ϕi)−ϕ′i(0)] ∈ B(ti) for i ∈ {1, 2}. Then using Lemma 3.8 we
have
−α‖ϕ1 − ϕ2‖ ≤ < −ϕ′1(0) + ϕ′2(0) + F (t1, ϕ1)− F (t2, ϕ2), ϕ1(0)− ϕ2(0) >+
+ ‖f(t1)− f(t2)‖L1(‖ϕ2(0)‖).
Therefore, invoking (3.31) in the above inequality, and using that L1 is nondecreasing
we obtain
−α‖ϕ1 − ϕ2‖ ≤ < −ϕ′1(0) + ϕ′2(0), ϕ1(0)− ϕ2(0) >+ +M‖ϕ1 − ϕ2‖
+ ‖g(t1)− g(t2)‖L2(‖ϕ2‖) + ‖f(t1)− f(t2)‖L1(‖ϕ2‖). (3.32)
Using the definition of < ., . >+, (3.30), and (E.1)(a) we have
< −ϕ′1(0) + ϕ′2(0), ϕ1(0)− ϕ2(0) >+≤
‖(ϕ1 − ϕ2 + λ(−ϕ′1 + ϕ′2)‖ − ‖ϕ1 − ϕ2‖
λ
for all λ > 0. This together with inequality (3.32) imply that
(1− λ(M + α))‖ϕ1 − ϕ2‖ ≤ ‖(ϕ1 − ϕ2 + λ(−ϕ′1 + ϕ′2)‖ (3.33)
+ λ
(‖f(t1)− f(t2)‖+ ‖g(t1)− g(t2)‖)L(‖ϕ2‖),
where L = L1 + L2.
Comparing (3.33) to (P2)(i), we have two control functions f and g. However the
proof of Theorem 3.3 remains true. Indeed, it is only the modulus of continuity of
the control function which has a role in the proof.
For the sake of simplicity, we define
H(t1, t2) := ‖f(t1)− f(t2)‖+ ‖g(t1)− g(t2)‖. (3.34)
2. Let ϕn ∈ D(A(tn)), and tn ∈ [s,∞) such that tn ↑ t ∈ (s,∞) and ϕn → ϕ
in E as n → ∞. Then ϕn(0) ∈ D(B(tn)) ∩ Xˆ(tn). Therefore according to (B2)
ϕ(0) ∈ cl(Xˆ(t)∩D(B(t))). By Proposition 3.17, we conclude that ϕ ∈ cl(D(A(t))).
Thus (P2)(ii) also holds.
3. In this part we show that (A(t), Eˆ(t)) satisfies (P1)(i). Take t ≥ 0, and ψ ∈ Eˆ(t).
Given ε > 0. We claim that there exists λ0 sufficiently small, with 0 < λ0 <
1/2M ′CE, xλ0 ∈ Xˆ(t+ λ0) ∩D(B(t+ λ0)), and yλ0 ∈ B(t+ λ0)xλ0 such that;
λ−10
∥∥∥ψ(0) + λ0F (t+ λ0, ϕψλ0,xλ0 )− (xλ0 + λ0yλ0)∥∥∥ ≤ ε/2CE. (3.35)
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Note that ϕψλ0,xλ0
(0) = xλ0 ∈ Xˆ(t + λ0) ∩D(B(t + λ0)), and ψ ∈ Eˆ(t). By (B3)(i),
it follows that ϕψλ0,xλ0
∈ Eˆ(t+ λ0), and so F (t+ λ0, ϕψλ0,xλ0 ) is defined.
For the moment, let us assume (3.35) holds (we shall prove it later). We then look
for elements in D(A(t+ λ0)), and Eˆ(t+ λ0) such that (P1)(i) is satisfied. In order
to find the corresponding elements in D(A(t + λ0)), we shall apply Lemma 3.16 to
ρ = ψ, λ = λ0, t = t+ λ0, x = xλ0 , and y = yλ0 to get ϕλ0 ∈ D(A(t+ λ0)) such that
ϕλ0 − λ0ϕ′λ0 = ψ + xλ0 + λ0yλ0 − (ψ(0) + λ0F (t+ λ0, ϕλ0)), ϕλ0(0) = xλ0 . (3.36)
Set ψλ0 = ϕ
ψ
λ0,xλ0
. Then ψλ0 ∈ Eˆ(t + λ0). Since ψλ0(0) = ϕλ0(0), from (E.2) and
(E.1)(b′), it follows that∥∥ψλ0 − ϕλ0∥∥ ≤ CE∥∥xλ0 + λ0yλ0 − (ψ(0) + λ0F (t+ λ0, ϕλ0))∥∥.
Moreover, (B4)(iii) implies that∥∥ψλ0 − ϕλ0∥∥ ≤ CE‖xλ0 + λ0yλ0 − (ψ(0) + λ0F (t+ λ0, ψλ0))‖
+ λ0M
′CE
∥∥ψλ0 − ϕλ0∥∥.
Rearranging the above inequality, and using (3.35) we obtain
1/2
∥∥ψλ0 − ϕλ0∥∥ ≤ (1− λ0M ′CE)∥∥ψλ0 − ϕλ0∥∥ ≤ (3.37)
CE‖xλ0 + λ0yλ0 − (ψ(0) + λ0F (t+ λ0, ψλ0))‖ ≤ λ0ε/2,
and so
∥∥ψλ0 − ϕλ0∥∥ ≤ λ0ε. Next we show that ∥∥ψ − (ϕλ0 + λϕ′λ0)∥∥ ≤ λ0ε. According
to (3.36) and (E.1)(b′) we have∥∥ψ − (ϕλ0 + λϕ′λ0)∥∥ ≤ CE∥∥xλ0 + λ0yλ0 − (ψ(0) + λ0F (t+ λ0, ϕλ0))∥∥.
Thus applying (B4)(iii) to the above inequality we obtain∥∥ψ − (ϕλ0 + λϕ′λ0)∥∥ ≤ CE‖xλ0 + λ0yλ0 − (ψ(0) + λ0F (t+ λ0, ψλ0))‖
+ λ0M
′CE
∥∥ψλ0 − ϕλ0∥∥.
Then from (3.35), (3.37), and the condition on λ0 it follows that∥∥ψ − (ϕλ0 + λϕ′λ0)∥∥ ≤ λ0ε.
Therefore, if (3.35) is satisfied, then (A(t), Eˆ(t)) fulfills (P1)(i).
To complete this part of proof we need to show that (3.35) holds. According to
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(3.16) there exist εn → 0+ with εn ≤ ε, λn → 0+, xn ∈ D(B(t + λn)) ∩ Xˆ(t + λn),
and yn ∈ B(t+ λn)xn such that
λn
−1‖ψ(0) + λnF (t, ψ)− (xn + λnyn)‖ ≤ εn. (3.38)
To show (3.35), We shall prove that
(λn)
−1
∥∥∥ψ(0) + λnF (t+ λn, ϕψλn,xn)− (xn + λnyn)∥∥∥→ 0. (3.39)
We note that ϕψλn,xn(0) = xn ∈ Xˆ(t+ λn)∩D(B(t+ λn)), and ψ ∈ Eˆ(t). Then (B2)
implies that ϕψλn,xn ∈ Eˆ(t+ λn), so we may write;
λn
−1
∥∥∥ψ(0) + λnF (t+ λn, ϕψλn,xn)− (xn + λnyn)∥∥∥ ≤
λn
−1‖ψ(0) + λnF (t, ψ)− (xn + λnyn)‖+
∥∥∥F (t, ψ)− F (t+ λn, ϕψλn,xn)∥∥∥.
Thus by the above inequality and (3.38), we only need to show that
lim
n→∞
∥∥∥F (t, ψ)− F (t+ λn, ϕψλn,xn)∥∥∥→ 0. (3.40)
We first show that
∥∥∥ψ − ϕψλn,ψ(0)∥∥∥→ 0. Actually, according to Lemma 3.15, limλ→0+JCλ ψ =
ψ. But ϕψλn,ψ(0) ∈ D(C), and so ϕ
ψ
λn,ψ(0)
= JCλnψ. Hence
lim
n→∞
ϕψλn,ψ(0) = ψ. (3.41)
Therefore, if we show
∥∥∥ϕψλn,ψ(0) − ϕψλn,xn∥∥∥ → 0, then by continuity of F , inequality
(3.40) holds, and so (3.39) is satisfied. According to (E.2),∥∥∥ϕψλn,ψ(0) − ϕψλn,xn∥∥∥ ≤ ‖ψ(0)− xn‖.
We shall prove that ‖ψ(0)− xn‖ → 0.
Using that ψ ∈ Eˆ(t) ⊂ Eˆ0(t), we may choose [am, bm] ∈ B(t) such that ‖am − ψ(0)‖ →
0, as m→∞. Then
‖ψ(0)− xn‖ ≤ ‖ψ(0)− am‖+ ‖am − xn‖ (3.42)
= ‖ψ(0)− am‖+
∥∥∥JB(t)λn (am + λnbm)− JB(t+λn)λn (xn + λnyn)∥∥∥.
Condition (B1) now implies that;
(1− λnα)
∥∥∥JB(t)λn (am + λnbm)− JB(t+λn)λn (xn + λnyn)∥∥∥ (3.43)
≤ ‖(am + λnbm)− (xn + λnyn)‖+ L(‖am + λnbm‖)‖f(t)− f(t+ λn)‖
≤ ‖am − ψ(0)‖+ ‖ψ(0)− (xn + λnyn)‖+ λn‖bm‖
+ L(‖am‖+ ‖bm‖)‖f(t)− f(t+ λn)‖
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By (3.38), we have
‖ψ(0)− (xn + λnyn)‖ ≤ λnεn + λn‖F (t, ψ)‖.
This together with (3.42), and (3.43) imply that
lim sup
n→∞
‖ψ(0)− xn‖ ≤ 2‖am − ψ(0)‖ for all m ∈ N.
Thus lim
n→∞
‖xn − ψ(0)‖ = 0, and so lim
n→∞
∥∥∥ϕψλn,ψ(0) − ϕψλn,xn∥∥∥ = 0. Then from (B4)(i)
and (3.41 ), we conclude that∥∥∥F (t, ψ)− F (t+ λn, ϕψλn,xn)∥∥∥→ 0,
and consequently (3.39) holds.
Therefore according to Theorem 3.3 the Cauchy problem{
ϕ˙(t) + A(t)ϕ(t) = 0, s ≤ t
ϕ(s) = ψ,
(3.44)
has a global mild solution ϕψ such that ϕψ(t) ∈ Eˆ(t), t ≥ s.
Proof of (S2). Following the lines of proof in [49, Theorem 3.1], we conclude that
U(t, s) acts as a translation.
Remarks 3.19. 1. We note that to be able to follow the proof in [49] we shall
additionally need property (E.1)(b′) on E. 2. By our assumptions on E, in the proof
of [49, Theorem 3.1], we only obtain ψ(θ, t) is separately continuous on I × [0, T ].
However, the proof of [49, Lemma 2.1] still holds.
Proof of (S3). This part of proof follows by the same argument as Step 3 in the
proof of Theorem 2.2.
Using Remark 3.10, proof of assertion (ii) follows by similar argument as in the
proof of Proposition 2.10. This completes the proof of Theorem 3.9.
3.4 Relation between the local range condition and the sub-
tangential condition
In Chapter 2, we investigated the existence and flow invariance of solutions to (FDE)
under the following local range condition: for x ∈ Xˆ(t + λ), ψ ∈ Eˆ(t), λ > 0 with
λω < 1, where ω := max{0,M + α},[
ψ(0) + λF (t+ λ, ϕψx,λ)
] ∈ (I + λB(t+ λ))(D(B(t+ λ)) ∩ Xˆ(t+ λ)). (3.45)
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In the following proposition, we shall study the relationship between the above local
range condition and the subtangential condition (3.16).
Proposition 3.20. Under the conditions (B1)–(B4), with (B4)(ii) replaced by con-
dition (B.2)(ii) in Chapter 2, assume that for all ψ ∈ Eˆ(t), x ∈ Xˆ(t+λ), and λ > 0
with λω < 1, condition (3.45) is satisfied. Then the subtangential condition (3.16)
holds.
Proof. Let ψ ∈ Eˆ(t). Take λn → 0+ with λnω < 1. From the proof of Proposition
2.3, we can read that Eˆ(t) ⊂ R(I + λA(t + λ)), λω < 1. Therefore there exist
ϕn ∈ D(A(t + λn)) such that (I + λnA(t + λn))ϕn = ψ. Then xn := ϕn(0) ∈
Xˆ(t+λn)∩D(B(t+λn)), and so by (3.45), there exist yn ∈ (D(B(t+λn)))∩Xˆ(t+λn)),
and zn ∈ B(t+ λn)yn such that
ψ(0) + λnF (t+ λn, ϕ
ψ
xn,λn
) = yn + λnzn.
Then
1
λn
‖ψ(0) + λnF (t, ψ)− (yn + λnzn)‖ ≤
∥∥∥F (t, ψ)− F (t+ λn, ϕψxn,λn)∥∥∥.
If we show ϕψxn,λn → ψ, as n → ∞, then continuity of F implies that (3.16) holds.
We note that
∥∥∥ϕψxn,λn − ψ∥∥∥ = ∥∥∥JA(t+λn)λn ψ − ψ∥∥∥, so using the same argument as in
the proof of Proposition 2.13, it is enough to show∥∥∥(JA(t+λn)λn ψ)(0)− ψ(0)∥∥∥→ 0 as n→∞.
If we set θ = λnF (t+λn, J
A(t+λn)
λn
ψ)+ψ(0), then (J
A(t+λn)
λn
ψ)(0) = J
B(t+λn)
λn
θ. More-
over, since ψ ∈ Eˆ(t), we may choose [am, bm] ∈ B(t) such that ‖am − ψ(0)‖ → 0, as
m→∞. Therefore,∥∥∥(JA(t+λn)λn ψ)(0)− ψ(0)∥∥∥ ≤ ∥∥∥JB(t+λn)λn θ − JB(t)λn [am + λnbm]∥∥∥+ ‖ψ(0)− am‖. (3.46)
Condition (B1) now implies that;
(1− λnα)
∥∥∥JB(t+λn)λn θ − JB(t)λn (am + λnbm)∥∥∥ ≤ ‖ψ(0)− am‖+
λn
∥∥∥F (t+ λn, JA(t+λn)λn ψ)∥∥∥+ λn‖bm‖+ L(‖am + λnbm‖)‖f(t)− f(t+ λn)‖.
By (3.33), we can show that J
A(t+λn)
λn
ψ, n ≥ 1 is bounded, and so by inequality
(3.46), we have
lim sup
n→∞
∥∥∥(JA(t+λn)λn ψ)(0)− ψ(0)∥∥∥ ≤ 2‖am − ψ(0)‖ for all m ∈ N.
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Thus lim
n→∞
∥∥∥(JA(t+λn)λn ψ)(0)− ψ(0)∥∥∥ = 0, and therefore limn→∞∥∥∥ϕψxn,λn − ψ∥∥∥ = 0, and so
by continuity of F , we conclude that
1
λn
‖ψ(0) + λnF (t, ψ)− (yn + λnzn)‖ → 0,
and so (3.16) is fulfilled.
3.5 Population models
The existence results in this chapter are particularly convenient for applications to
population models, considered in Chapter 2, in the L1–context. In order to apply our
flow–invariance and asymptotic results on models of this type, we need the following
auxiliary results.
Notation: Let N : I×X → R be convex on X, X a Banach space. Then for fixed
t ∈ I, λ→ N(t, x+ λy) is convex on R for x, y ∈ X. So we may set
∂N(t, x, y) := lim
λ→0+
N(t, x+ λy)−N(t, x)
λ
= inf
λ>0
N(t, x+ λy)−N(t, x)
λ
, x, y ∈ X.
Lemma 3.21. Let B(t) ⊂ X ×X, t ≥ 0 be a family of α–accretive operators in a
Banach space X, and C(t) ⊂ X, t ≥ 0 closed convex subsets of X. Let N(t, x) :=
dist(x,C(t)), x ∈ X. Moreover, assume that, for λ > 0 small enough, R(I+λB(t)) ⊃
C(t), and J
B(t)
λ C(t) ⊂ C(t). Then for any t ≥ 0, N(t, .) is convex and continuous,
and ∂N(t, x, y) ≥ −αN(t, x) for all [x, y] ∈ B(t).
Proof. The continuity and convexity properties of N(t, .) on X for fixed t ≥ 0
are obvious. Let [x, y] ∈ B(t), t ≥ 0, and λ > 0 such that λα < 1. Let (cn)n be
a sequence in C(t) such that ‖x+ λy − cn‖ → N(t, x + λy). By the assumptions
J
B(t)
λ cn ∈ C(t), and so N(t, x) ≤
∥∥∥x− JB(t)λ cn∥∥∥ ≤ 11−λα‖x+ λy − cn‖. Thus (1 −
λα)N(t, x) ≤ N(t, x+λy) for λ > 0 small enough. Rearranging, and letting λ→ 0+,
completes the proof .
Following the idea of [3, Theorem 19.8], we state the next theorem:
Theorem 3.22. Let (B(t))t≥0 be a family of α–m–accretive operators in X, satisfy-
ing (B1). Let I be an interval in R+,M : I×X → (−∞,∞] be lower semicontinuous,
and N : I × X → R be continuous, and for any t ∈ I, N(t, .) be convex on X.
Assume for any t ∈ I, and [x, y] ∈ B(t)
M(t, x) ≤ lim sup
h→0+
N(t− h, x)−N(t, x)
h
+ ∂N(t, x, y). (3.47)
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If f ∈ L1loc(I;X), and u is a mild solution to u˙(t) + B(t)u(t) 3 f(t) on I, then the
following holds:
N(t, u(t)) +
∫ t
s
M(τ, u(τ))dτ ≤ N(s, u(s)) +
∫ t
s
∂N(τ, u(τ, f(τ))dτ. (3.48)
For the proof we shall need the following lemma, compare [3, Theorem 19.3].
Lemma 3.23. Let (B(t))t≥0 be a family of α–m–accretive operators in X, satisfying
(B1). Let I be an interval in R , and M,N : I ×D → (−∞,∞] be lower semicon-
tinuous, where D = cl(D(B(t))), t ≥ 0. Moreover, assume there exists a function
ε : (0, λ0]× I×D → (−∞,∞]→ R such that for all (t, x) ∈ I×D, and 0 < λ ≤ λ0
with t+ λ ∈ I;
N(t+ λ, Jλ(t+ λ)x) + λM(t+ λ, Jλ(t+ λ)x) ≤ N(t, x) + λε(λ, t, x), (3.49)
and
lim
(λ,t,x)→(0,t0,x0)
ε(λ, t, x) = 0 for all (t0, x0) ∈ I ×D. (3.50)
Then for every (t, x) ∈ I ×D and λ > 0 with t+ λ ∈ I;
N(t+ λ, U(t+ λ, t)x) +
∫ t+λ
t
M(τ, U(τ, t)x)dτ ≤ N(t, x), (3.51)
where U is the evolution operator generated by B(t), and Jλ(t+ λ) = J
B(t+λ)
λ .
Remark 3.24. It can be shown that the α–m–accretivity of B(t), and (B1) imply
that cl(D(B(t))) = D is necessarily independent of t (See [47, Remark 4.2 ]), so by
Theorem 1.7 the family B(t) generates an evolution operator. Moreover, according
to [47, Corollary 3.2], the evolution operator associated to B(t) is given by
U(t, s)x = lim
n→∞
n∏
j=1
J t−s
n
(s+ j
t− s
n
)x for all x ∈ D.
Proof of Lemma 3.23. We shall follow the idea of proof in [3, Theorem 19.3]. By
induction on (3.49), we can show that for all t ∈ I, 0 < h ≤ λ0, and n ∈ N with
t+ nh ∈ I;
N(t+ nh,
n∏
i=1
Jh(t+ ih)x) + h
n∑
i=1
M(t+ ih,
i∏
k=1
Jh(t+ kh)x) (3.52)
≤ N(t, x) + h
n∑
i=1
ε(h, t+ (i− 1)h,
i−1∏
k=1
Jh(t+ kh)x).
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Let t ∈ I, and λ > 0 such that t+ λ ∈ I. Then applying (3.52) with h = λ/n, for n
sufficiently large such that λ/n ≤ λ0 we have
N(t+ λ,
n∏
i=1
Jλ/n(t+ i
λ
n
)x) + λ/n
n∑
i=1
M(t+ i
λ
n
,
i∏
k=1
Jλ/n(t+ k
λ
n
)x)
≤ N(t, x) + λ/n
n∑
i=1
ε(λ/n, t+ (i− 1)λ
n
,
i−1∏
k=1
Jλ/n(t+ k
λ
n
)x).
Then
N(t+ λ,
n∏
i=1
Jλ/n(t+ i
λ
n
)x) +
∫ t+λ
t
M(θn(τ), un(τ))dτ
≤ N(t, x) +
∫ t+λ
t
ε(λ/n, θn(τ − λ
n
), un(τ − λ
n
))dτ, (3.53)
where θn(τ) = t+ i
λ
n
, and un(τ) =
∏i
k=1 Jλ/n(t+ k
λ
n
)x for τ ∈ (t+ (i− 1)λ
n
, t+ iλ
n
],
i ≥ 0. Since θn(τ) → τ , and un(τ) → U(τ, t)x uniformly on [t, t + λ], then lower
semicontinuity of M and N imply that
N(t+ λ, U(t+ λ, t)x) +
∫ t+λ
t
M(τ, U(τ, t)x)dτ
≤ lim inf
n→∞
[
N(t+ λ,
n∏
i=1
Jλ/n(t+ i
λ
n
)x) +
∫ t+λ
t
M(θn(τ), un(τ))dτ
]
,
where we have used that (3.50) holds uniformly for all (t0, x0) in any fixed compact
set. This together with (3.53) completes the proof.
Proof of Theorem 3.22. As in the proof of [3, Theorem 19.8], we start by assuming
that f = 0, and Nt, the partial derivative of N with respect to t, exists and is
continuous on I ×X. Let t ∈ I, x ∈ cl(D(B(t))), and λ > 0, with t+ λ ∈ I. Then
applying (3.47) with t = t+ λ, and [Jλ(t+ λ)x,Bλ(t+ λ)x] ∈ B(t+ λ) we have
M(t+ λ, Jλ(t+ λ)x) ≤ −Nt(t+ λ, Jλ(t+ λ)x) + ∂N(t+ λ, Jλ(t+ λ)x,Bλ(t+ λ)x),
and so by definition of ∂N we obtain
λM(t+ λ, Jλ(t+ λ)x) ≤ −λNt(t+ λ, Jλ(t+ λ)x) +N(t+ λ, x)−N(t+ λ, Jλ(t+ λ)x).
Therefore
N(t+ λ, Jλ(t+ λ)x) + λM(t+ λ, Jλ(t+ λ)x)
≤ N(t, x) + [N(t+ λ, x)−N(t, x)]− λNt(t+ λ, Jλ(t+ λ)x)
= N(t, x) + λε(λ, t, x),
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where ε(λ, t, x) = 1
λ
∫ t+λ
t
[Nt(τ, x) − Nt(t + λ, Jλ(t + λ)x)]dτ . Then since x ∈
cl(D(B(t))) = D, by condition (B1) on B(t) it follows that ‖Jλ(t+ λ)x)− x‖ → 0,
and so continuity of Nt, implies that ε satisfies (3.50). Therefore by Lemma 3.22,
(3.51) holds. Take u0 ∈ D, t, s ∈ I with s < t. We note that U(., 0)u0 is the
mild solution to u˙(τ) + B(τ)u(τ) 3 0, u(0) = u0. Then applying (3.51) with t = s,
λ = t− s, and x = U(s, 0)u0, we have
N(t, U(t, 0)u0) +
∫ t
s
M(τ, U(τ, 0)u0)dτ ≤ N(s, U(s, 0)u0),
which is assertion (3.48) for f = 0.
For the general case with f nonzero and N without regularity restriction, the same
discussion as in [3, Theorem 19.8] implies that (3.48) holds.
Conventions
1. Ω is an open subset of RN .
2. For β ≥ 0, we set [0, β] := {x ∈ L1(Ω) | 0 ≤ x(ω) ≤ β a.e. ω ∈ Ω}.
3. For x ∈ L1(Ω), and r ∈ R , (x < r) := {ω ∈ Ω |x(ω) < r}. In the analogous
way we also define (x = r), and (x > r).
Lemma 3.25. Let β ≥ 0. Then the following hold:
(i) d(x, [0, β]) = −
∫
(x<0)
x+
∫
(x>β)
(x− β) for all x ∈ L1(Ω). (3.54)
(ii) If N(x) = d(x, [0, β]), x ∈ L1(Ω), then for all x, y ∈ L1(Ω)
∂N(x, y) =
∫
(x=0)
y− +
∫
(x=β)
y+ −
∫
(x<0)
y +
∫
(x>β)
y. (3.55)
Proposition 3.26. Let B(t) ⊂ L1(Ω)×L1(Ω) be a family of m-completely accretive
operators satisfying condition (B1) with 0 ∈ B(t)0 for all t ≥ 0. Consider the delay
equation u˙(t) +B(t)u(t) 3 a(t)u(t)
[
1− b(t)u(t)− ∫ 0−1 u(t+ r(s))dηt(s)] t ≥ 0
u|[−R,0] = ϕ,
(3.56)
with initial–history space E := C([−R, 0];X). Assume β : R+ → (0,∞) is a bounded
differentiable function such that β′ is also bounded and satisfies the following prop-
erty:
a(t)β(t)− a(t)b(t)β2(t) ≤ β′(t) for all t ≥ 0. (3.57)
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Let ϕ ∈ C([−R, 0];X) with ϕ(s) ≥ 0 for all s ∈ [−R, 0], and ϕ(0) ≤ β(0) a.e. on
Ω. If in addition ϕ(0) ∈ cl(D(B(0))), then the following hold:
(i) There exists a unique global mild solution uϕ to (3.56) such that (uϕ)t ≥ 0 for
all t ≥ 0, and uϕ(t) ∈ [0, β(t)] for all t ≥ 0.
(ii) Assume Ω has finite Lebesgue measure, and that the control function f in (B1)
is bounded on R+. Then uϕ has relatively compact range if there exists r0 > 0,
such that J
B(r0)
λ , λ > 0 transforms L
∞–bounded subsets of L1(Ω) into relatively
compact sets in L1(Ω), and either (a) uϕ is uniformly continuous, or (b) the evolution
operator generated by B(t) is T–periodic for some T > 0, and for any L∞–bounded
subset K ⊂ cl(D(B(s))), the family of functions {UB(t, s)x |x ∈ K}, t ≥ s ≥ 0, is
equicontinuous at any t ≥ 0 .
(iii) If the family (B(t))t≥0 = B is independent of t, then
‖uϕ(t)‖ ≤ e
∫ t
0 a(τ)dτ‖ϕ(0)‖ for all t ≥ 0,
and if, in addition, B + αI is accretive for some α < 0, then
‖uϕ(t)‖ ≤ e
∫ t
0 (α+a(τ))dτ‖ϕ(0)‖ for all t > s.
In particular, if α < 0, and a1 < −α, then all these solutions tend exponentially to
the zero function.
Remark 3.27. Under the assumptions of Proposition 3.26, let β : R+ → (0,∞) be
a bounded nondecreasing differentiable function such that β(t) ≥ 1
b(t)
, t ≥ 0, and β′
is bounded. Then (3.57) is satisfied, and so the conclusions of Proposition 3.26 hold.
If in addition we assume b is non–increasing and differentiable, and b′ is bounded,
then in particular we may take β(t) = 1
b(t)
.
Following the idea of [59, Proposition 5.1(c)], in case, β(t) = β is independent of t,
and β ≥ sup{ 1
b(t)
| t ≥ 0}, we can improve the above result.
Definition 3.28. For a function u : R+ → X, X a Banach space, ω(u) := {x ∈
X |u(tn)→ x for some sequence tn →∞},respectively ωw(u) := {x ∈ X |u(tn)⇀
x weakly for some sequence tn → ∞}, denote the (norm) omega-limit set, re-
spectively the weak omega-limit set of u.
Proposition 3.29. Let ϕ ∈ C([−R, 0];X) with ϕ(s) ≥ 0 for all s ∈ [−R, 0] a.e. on
Ω, and ϕ(0) ∈ cl(D(B(0))) ∩ L∞(Ω). Then for β0 = sup{ 1b(t) | t ≥ 0}, the following
assertions hold:
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(i) limt→∞ d (uϕ(t), [0, β0]) = 0.
(ii) If uϕ has relatively compact range, then ω(uϕ) ⊂ [0, β0] .
(iii) In case Ω has finite Lebesgue–measure, uϕ has weakly relatively compact range,
and ωw(uϕ) ⊂ [0, β0].
Proof of Proposition 3.26. Let 0 < a0 ≤ a(t) ≤ a1, and 0 < b0 ≤ b(t) ≤ b1.
Take β : R+ → (0,∞), satisfying (3.57) with β = sup{β(t) | t ∈ R+}, and let
Xˆ(t) = [0, β(t)]. Since the family B(t) is m–completely accretive, according to Re-
mark 3.11, Xˆ(t) ∩ cl(D(B(t))) = cl(Xˆ(t) ∩D(B(t))). Therefore we may set
Eˆ0(t) = {ϕ ∈ C([−r, 0];X) |ϕ(0) ∈ Xˆ(t) ∩ cl(D(B(t)))},
and Eˆ(t) = (Eˆ0(t))
+ := {ϕ ∈ Eˆ0(t) |ϕ(s) ≥ 0, s ∈ [−R, 0]}. Then the equa-
tion (3.56) has the form of (FDE) with F (t, .) : Eˆ0(t) → X, defined by F (t, ϕ) =
a(t)ϕ(0) [1− b(t)ϕ(0)−G(t, ϕ)] , where G(t, ϕ) = ∫ 0−1 ϕ(r(s))dηt(s). For the mo-
ment, consider this equation with the right hand side F+, say (FDE)+, with
F+(t, ϕ) = a(t)ϕ(0) [1− b(t)ϕ(0)− (G(t, ϕ))+] for ϕ ∈ Eˆ0(t).
We then show that for (FDE)+, conditions (B1)–(B4) are fulfilled in our setting.
Indeed, (B1) holds by our assumptions. To check (B2), we first note that under
the assumptions of Proposition 3.26, cl(D(B(t))) = D is independent of t. Now let
tn ↑ t, and xn ∈ Xˆ(tn) ∩ cl(D(B(tn))) with xn → x in L1. Then x ∈ D. Moreover,
there exists a subsequence, say again, xn such that xn(ω) → x(ω) for almost every
ω ∈ Ω. Therefore by continuity of β(.), we conclude that x(ω) ∈ [0, β(t)] for almost
every ω ∈ Ω. Thus x ∈ Xˆ(t) ∩D, and so by the above discussion (B2) holds. Con-
dition (B3) is a matter of routine checking. (Note that here, because of the special
form of Eˆ(t), we do not need any restriction on Xˆ(t) or more precisely on β(t) to
get (B3)(i).)
Concerning (B4), we first take ϕ1, ϕ2 ∈ Eˆ0(t), t ≥ 0 with ϕ1(0) = ϕ2(0). Then∥∥F+(t, ϕ1)− F+(t, ϕ2)∥∥ = a(t)∥∥ϕ1(0)(G+(t, ϕ1)−G+(t, ϕ2))∥∥ ≤ a(t)β(t)‖ηt‖‖ϕ1 − ϕ2‖,
so (B4)(iii) holds with M ′ = a1β. To show (B4)(ii), let ϕ ∈ Eˆ(t) and ψ ∈ ˆE(s), 0 ≤
s ≤ t. Take x∗ ∈ J(ϕ(0) − ψ(0)), i.e., x∗ ∈ L∞(Ω), ‖x∗‖ ≤ 1, and < x∗, ϕ(0) −
ψ(0) >= ‖ϕ(0)− ψ(0)‖. Then
< x∗, F+(t, ϕ)− F+(s, ψ) >= a(t)
∫
x∗(ϕ(0)− ψ(0)) + [a(t)− a(s)]
∫
x∗ψ(0)
−a(t)b(t)
∫
x∗(ϕ(0)− ψ(0))(ϕ(0) + ψ(0)) + [a(s)b(s)− a(t)b(t)]
∫
x∗ψ(0)ψ(0)
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−a(t)
∫
x∗ϕ(0)(G+(t, ϕ)−G+(t, ψ)) + [a(s)− a(t)]
∫
x∗ϕ(0)G+(t, ψ)
−a(s)
∫
x∗(ϕ(0)− ψ(0))G+(t, ψ)− a(s)
∫
x∗ψ(0)(−G+(t, ψ) +G+(s, ψ)),
and so
< x∗, F+(t, ϕ)− F+(s, ψ) >≤ a(t)‖ϕ− ψ‖+ |a(t)− a(s)| ‖ψ‖
+|a(s)b(s)− a(t)b(t)| β(s)‖ψ‖+ a(t)β(t)‖ϕ− ψ‖‖ηt‖
+|a(t)− a(s)| β(t)‖ηt‖‖ψ‖+ a(s)β(s)‖ψ‖‖ηt − ηs‖.
Therefore
< x∗, F+(t, ϕ)− F+(s, ψ) >≤ (a1 + a1β)‖ϕ− ψ‖+
L
(‖ψ‖) [|a(t)− a(s)| + |ηt − ηs| + |a(t)b(t)− a(s)b(s)| ] ,
where L : R+ → R+ is defined by L(x) = x+ β(2 + a1)x. Then by Proposition 1.2,
< F+(t, ϕ)− F+(s, ψ), ϕ(0)− ψ(0) >+≤M‖ϕ− ψ‖+ L
(‖ψ‖)‖g(t)− g(s)‖ (3.58)
and so condition (B4)(ii) is satisfied with M = a1 + a1β, and ‖g(t)− g(s)‖ =
|a(t)− a(s)| + |ηt − ηs| + |a(t)b(t)− a(s)b(s)| .
Using that B(t) are m–completely accretive, and 0 ∈ B(t)0 we see that JB(t)λ Xˆ(t) ⊂
Xˆ(t). Therefore by Lemma 3.14, to show the subtangential condition (3.16) for
(FDE)+, it is enough to prove that: for all ψ ∈ Eˆ(t), t ≥ 0
lim infλ→0+ 1λ d(ψ(0) + λF
+(t, ψ), [0, β(t+ λ)]) = 0.
Starting from (3.54), it is not difficult to see that
lim inf
λ→0+
1
λ
d(ψ(0) + λF+(t, ψ), [0, β(t+ λ)]) =
∫
D
F+(t, ψ)− β′(t),
where D = (ψ(0) = β(t)) ∩ (F+(t, ψ) > β′(t)).
According to (3.57), F+(t, ψ) ≤ β′(t) on (ψ(0) = β(t)). So the above integral is
zero, as desired. Therefore according to Theorem 3.9, given any ϕ ∈ Eˆ(t), there
exists a global mild solution uϕ to (FDE)
+ with (uϕ)t ∈ Eˆ(t) for all t ≥ 0. But on
Eˆ(t), F+(t, .) = F (t, .), t ≥ 0. Thus uϕ is actually a mild solution to (3.56). From
(3.58) and Theorem 3.9(ii), we also conclude that uϕ is unique amongst all solutions
u to (3.56) with ut ≥ 0, and 0 ≤ u(t) ≤ β(t), t ≥ 0.
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To prove assertion (ii)(a), we shall apply Corollary 4.17 with g(t) = F (t, (uϕ)t) to
obtain
∥∥∥JB(r0)λ uϕ(t)− uϕ(t)∥∥∥ ≤ ‖uϕ(t+ λ)− uϕ(t)‖+ 2λ
∫ t+λ
t
‖uϕ(τ)− uϕ(t)‖dτ
+Ct
∫ t+λ
t
‖f(τ)− f(r0)‖dτ +
∫ t+λ
t
‖F (τ, (uϕ)τ )‖dτ, (3.59)
for all t ≥ 0, λ > 0 and with Ct = max{L
(∥∥∥JB(r0)λ uϕ(t)∥∥∥), L(sup
0≤τ
‖uϕ(τ)‖
)}. We note
that uϕ(R+) is L∞–bounded, and so according to our assumption JB(r0)λ (uϕ(R+)) is
a relatively compact set in L1. Moreover ‖F (t, (uϕ)t)‖∞ ≤ a1β for all t ≥ R. Thus
from uniform continuity of uϕ, and boundedness of f it follows that, for any ε > 0,
the set uϕ((R,∞)) is ε–close in L1–norm to a relatively compact set. This implies
that uϕ(R+) is relatively compact in L1.
Concerning (ii)(b), we first note that since the family B(t) is m–accretive, it gen-
erates an evolution operator UB(t, s). We show that uϕ is uniformly continuous on
[T,∞). Let s, t ≥ T such that 0 ≤ t− s ≤ T . Then according to Lemma 4.21 (see
Chapter 4);
‖uϕ(t)− uϕ(s)‖ ≤
∫ kT+r1
kT+r2
‖F (τ, (uϕ)τ )‖dτ + ‖UB(r1, r2)uϕ(kT + r2)− uϕ(kT + r2)‖,
where T ≤ r2 ≤ r1 ≤ 3T , and k ∈ N0.
Note once again, that both uϕ(R+) and {F (t, (uϕ)t) | t ≥ R} are L∞− bounded.
So for any r2 ∈ [0, 3T ], UB(., r2)uϕ(R+) is uniformly equicontinuous on [r2, 3T ], and
consequently, uniformly for r2 ∈ [T, 3T ]. This implies that the last term in the above
inequality tends to 0, as t− s = r1− r2 → 0. From this and the boundedness of F ,
we conclude that uϕ is uniformly continuous. Applying the result of (a) completes
the proof of (iii)(b).
Turning to the proof of (iii), let B be also α–accretive for some α ≤ 0 . Since
[0, 0] ∈ B, from (1.9) we read that
e−αt‖uϕ(t)‖ − ‖uϕ(0)‖ ≤
∫ t
0
e−ατ < F (τ, (uϕ)τ ), uϕ(τ) >+ dτ (3.60)
for all t ≥ 0. (Note that in (B1), f = 0). Set N(t, x) = ‖x‖. Then applying (3.55)
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for β = 0, we have
< F (τ, (uϕ)τ ), uϕ(τ) >+=
∫
(uϕ(τ)>0)
F (τ, (uϕ)τ )dτ
= a(τ)
∫
(uϕ(τ)>0)
uϕ(τ)[1− b(τ)uϕ(τ)−G(τ, (uϕ)τ )]dτ ≤ a(τ)‖uϕ(τ)‖,
we conclude from (3.60) that
e−αt‖uϕ(t)‖ ≤ ‖uϕ(0)‖+
∫ t
0
a(τ)e−ατ‖uϕ(τ)‖dτ for all t ≥ 0.
An application of Gronwall’s lemma completes the proof.
Proof of proposition 3.29. According to Proposition 3.26 (i), uϕ exists and
uϕ(t) ∈ [0,max{β0, ‖ϕ(0)‖∞] for all t ≥ 0. To prove the first assertion, we shall first
show that d
(
uϕ(t), [0, β0]
)
is non–increasing. To this aim, let N(t, x) = d
(
x, [0, β0]
)
,
and M(t, x) = 0. Then lim suph→0+
N(t−h,x)−N(t,x)
h
= 0, and therefore by Lemma
3.21, M and N satisfy (3.47)(we note that α = 0). Thus, Theorem 3.22 implies that
d
(
uϕ(t), [0, β0]
) ≤ d(uϕ(s), [0, β0])+ ∫ t
s
∂N(τ, uϕ(τ), F (τ, (uϕ)τ )dτ. (3.61)
From (3.55),
∂N(τ, uϕ(τ), F (τ, uϕ(τ)) =
∫
Qτ
F (τ, (uϕ)τ ) ≤ 0, (3.62)
where Qτ = (uϕ(τ) > β0). Therefore by (3.61), d
(
uϕ(t), [0, β0]
) ↓ δ ≥ 0.
By (3.54), d
(
uϕ(τ), [0, β0]
)
=
∫
Qτ
(uϕ(τ)− β0) for all τ ≥ 0. Then
0 ≤ a0(t− s)δ ≤
∫ t
s
a(τ)d (uϕ(τ), [0, β0])dτ =
∫ t
s
a(τ)
(∫
Qτ
(uϕ(τ)− β0)
)
dτ
≤
∫ t
s
a(τ)
(∫
Qτ
(uϕ(τ)− 1
b(τ)
)
dτ =
∫ t
s
a(τ)
(∫
Qτ
1
b(τ)
[
b(τ)uϕ(τ)− 1
] )
dτ
≤
∫ t
s
(∫
Qτ
a(τ)uϕ(τ)
[
b(τ)uϕ(τ)− 1 +G(τ, (uϕ)τ )
] )
dτ.
The above inequality together with (3.62), and (3.61) imply that
0 ≤ a0(t− s)δ ≤ d (uϕ(s), [0, β0])− δ for all 0 ≤ s ≤ t.
This shows that δ = 0, and so (i) holds. Assertion (ii) is now obvious. Since for
a finite measure space, L∞–order intervals are L1 weakly relatively compact, the
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assertion (iii) is then a consequence of part (i).
Consider the following variant of model (3.56), described in Section 2.6.
u˙(t) +B(t)u(t) 3 u(t) [1 + a(t)u(t)− b(t)(u(t))2
−(1 + a(t)− b(t)) ∫ 0−r f(s)u(t+ s)ds] , t ≥ 0
u|[−r,0] = ϕ
(3.63)
Proposition 3.30. Let B(t) ⊂ L1(Ω)×L1(Ω) be a family of m-completely accretive
operators satisfying condition (B1) with 0 ∈ B(t)0 for all t ≥ 0. Consider the
above delay equation with initial–history space E := C([−R, 0];X). Assume β :
R+ → (0,∞) is a bounded differentiable function such that β′ is also bounded and it
satisfies the following property:
β(t)[1 + a(t)β(t)− b(t)β2(t)] ≤ β′(t) for all t ≥ 0. (3.64)
Then for ϕ ∈ C([−R, 0];X) with ϕ(s) ≥ 0, s ∈ [−R, 0], ϕ(0) ∈ [0, β(0)] a.e. on
Ω, and ϕ(0) ∈ cl(D(B(0))) all the assertions of Proposition 3.26 hold, with a(τ) in
(iii) being replaced by 1 + a(τ)β(τ).
Remark 3.31. Under the assumptions of the above proposition, let β be any
bounded nondecreasing differentiable function such that β(t) ≥ a(t)+
√
a(t)2+4b(t)
2b(t)
, and
β′ is bounded. Then the conclusions of Proposition 3.26 hold.
4 Asymptotic behavior of solutions to (FDE)
In this chapter we supplement the general existence and flow invariance results of the
foregoing chapters by some specific results on the asymptotic behavior of solutions,
such as asymptotic stability, almost periodicity and compactness.
4.1 Asymptotic stability of solutions to (FDE)
Let uϕ and uψ be mild solutions to (FDE) under the assumptions of Theorem 2.2
or Theorem 3.9. Then ‖(uϕ)t − (uψ)t‖ ≤ eω(t−s)‖ϕ− ψ‖, ω = max{0, α+M}. This
result can be improved in particular cases:
(a) In the infinite delay case
1. For E = (BUC(R−;X), sup − norm), α +M < 0 does not imply asymptotic
stability for (FDE) [61, Example 4.1.A].
2. For the Ev spaces where s 7→ v(s)e−µs is nondecreasing on R− for some µ > 0,
and α+M < 0, solutions to the autonomous (FDE) are exponentialy asymptotically
stable, [61, Theorem ]. For the case v(s) = es , see also [50].
We will show that in the space Ev as in 2, the solutions to the non-autonomous
(FDE) are also exponentially asymptotically stable.
Theorem 4.1. Assume that v : R− → (0, 1] is a weight satisfying (v1) and (v2) such
that s 7→ v(s)e−µs is nondecreasing on R− for some µ > 0, and put β = min{µ,−α−
M}. Then the evolution operator (U(t, s))t≥s for (FDE) via Proposition 2.3 with
initial space Ev, satisfies
‖U(t, s)ϕ− U(t, s)ψ‖v ≤ e−β(t−s)‖ϕ− ψ‖v
for all t ≥ s, and ϕ, ψ ∈ cl(D(A(s))). In particular,
‖uϕϕ(t)− uϕψ(t)‖ ≤ e−β(t−s)‖ϕ− ψ‖v,
for all t ≥ s, and ϕ, ψ ∈ cl(D(A(s))) .
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Proof. According to (1.7) it will suffice to show that the family A(t) defined by
(2.3) satisfies
(1 + λβ)‖ϕ1 − ϕ2‖v ≤ ‖(ϕ1 − λϕ′1)− (ϕ2 − λϕ′2)‖v + λH(t1, t2)L(‖ϕ2‖v) (4.1)
for all λ > 0 with −λβ < 1, ϕi ∈ D(A(ti)), i ∈ {1, 2}, t2 ≤ t1, and H as in (2.3).
Let x ∈ X, ψ ∈ Ev, and λ > 0. As in the proof of [61, Theorem 3.6], using that the
function s 7→ v(s)e−µs is nondecreasing on R− we have
v(θ)‖ϕ(θ)‖ ≤ 1
1 + λµ
‖ψ‖v + e
(1+λµ)
λ
θ
(
‖x‖ − 1
1 + λµ
‖ψ‖v
)
. (4.2)
Now take λ > 0 such that −λβ < 1, and let ϕi ∈ D(A(ti)), and put ψi = (I +
λA(ti))ϕi, i ∈ {1, 2}. Then
(ϕ1 − ϕ2)− λ(ϕ′1 − ϕ′2) = (ψ1 − ψ2), (4.3)
and therefore (4.2) implies that for all θ ≤ 0
v(θ)‖(ϕ1 − ϕ2)(θ)‖ ≤
1
1 + λµ
‖ψ1 − ψ2‖v (4.4)
+ e
(1+λµ)
λ
θ
(
‖ϕ1(0)− ϕ2(0)‖ −
1
1 + λµ
‖ψ1 − ψ2‖v
)
.
If ‖ϕ1(0)− ϕ2(0)‖ ≤ 11+λµ‖ψ1 − ψ2‖v, then we read from (4.4) that
‖ϕ1 − ϕ2‖v ≤
1
1 + λµ
‖ψ1 − ψ2‖v,
and therefore
(1 + λβ)‖ϕ1 − ϕ2‖v ≤ ‖ψ1 − ψ2‖v.
Hence (4.1) is obviously true. On the other hand, if ‖ϕ1(0)− ϕ2(0)‖ > 11+λµ‖ψ1 − ψ2‖v,
then we conclude from (4.4) that
‖ϕ1 − ϕ2‖v ≤ ‖ϕ1(0)− ϕ2(0)‖. (4.5)
Note that [ϕi(0), F (t, ϕi)− ϕ′i(0)] ∈ B(ti), i ∈ {1, 2} and λα < 1. Thus using (2.1)
and following the method of proof in Proposition 2.3 we obtain
(1− λ(α+M))‖ϕ1 − ϕ2‖v ≤ ‖ψ1 − ψ2‖v
+ λL(‖ϕ2‖v)
(‖f(t1)− f(t2)‖+ ‖g(t1)− g(t2)‖),
therefore by our choice for β, inequality (4.1) is satisfied.
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Corollary 4.2. Under the assumption of Theorem 4.1, if M+α < 0, then solutions
to (FDE) are exponentially asymptotically stable.
(b) In the finite delay case for E = C([−R, 0];X), Plant [50] shows that if α+M < 0
then the solutions to the autonomous (FDE) are exponentially asymptotically stable.
In [13], it has been proved that, if X∗ is a uniformly convex Banach space and
α+M < 0, then classical solutions to the non-autonomous (FDE) are asymptotically
stable.
Let E = C([−R, 0];X) with ‖.‖∞. For ϕ ∈ E and µ > 0 define
‖ϕ‖µ = sup
θ∈[−R,0]
eµθ‖ϕ(θ)‖.
It can easily be seen that
‖ϕ‖∞ ≤ eµR‖ϕ‖µ ≤ eµR‖ϕ‖∞. (4.6)
Assume that condition (B.2)(ii) holds for all ϕ ∈ Eˆ(t1) and ψ ∈ Eˆ(t2). (4.7)
We then apply the techniques of proof in [50] to show
Proposition 4.3. Let E =
(
C([−R, 0];X), ‖.‖∞
)
. If α +M < 0, then there exist
K and β > 0 such that for all ϕ, ψ ∈ cl(D(A(s))),
‖U(t, s)ϕ− U(t, s)ψ‖∞ ≤ Ke−β(t−s)‖ϕ− ψ‖∞.
Proof. Choose µ > 0 such that α+ eµRM < 0. Set β = min{µ,−(α+ eµRM)}. We
will first show that for λ > 0 and for all s ≤ t2 ≤ t1, and ϕi ∈ D(A(ti)), i ∈ {1, 2},
(1 + λβ)‖ϕ1 − ϕ2‖µ ≤ ‖(ϕ1 − λϕ′1)− (ϕ2 − λϕ′2)‖µ + λ‖f(t1)− f(t2)‖L(‖ϕ2‖µ).
(4.8)
Take λ > 0 and ϕi ∈ D(A(ti)), i ∈ {1, 2}. Put ψi = (I + λA(ti))ϕi. Then applying
(4.2) for v(θ) = eµθ and θ ∈ [−R, 0] we have
eµθ‖(ϕ1 − ϕ2)(θ)‖ ≤
1
1 + λµ
‖ψ1 − ψ2‖µ (4.9)
+ e
(1+λµ)
λ
θ
(
‖ϕ1(0)− ϕ2(0)‖ −
1
1 + λµ
‖ψ1 − ψ2‖µ
)
.
If ‖ϕ1(0)− ϕ2(0)‖ ≤ 11+λµ‖ψ1 − ψ2‖µ, then ‖ϕ1 − ϕ2‖µ ≤ 11+λµ‖ψ1 − ψ2‖µ. Since
β ≤ µ, the inequality (4.8) is obviously satisfied.
In the case ‖ϕ1(0)− ϕ2(0)‖ > 11+λµ‖ψ1 − ψ2‖µ, (4.9) implies that
‖ϕ1 − ϕ2‖µ ≤ ‖ϕ1(0)− ϕ2(0)‖.
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Therefore using (2.1) for [ϕi(0), F (ti, ϕi)− ϕ′i(0)], i ∈ {1, 2} we obtain
(1− λα)‖ϕ1 − ϕ2‖µ ≤ ‖(ϕ1(0)− λϕ′1(0))− (ϕ2(0)− λϕ′2(0))‖
+ λ‖(F (t1, ϕ1)− F (t2, ϕ2)‖+ λL1(‖ϕ2(0)‖)‖f(t1)− f(t2)‖.
Now (4.7) implies
(1− λα)‖ϕ1 − ϕ2‖µ ≤ ‖(ϕ1 − λϕ′1)− (ϕ2 − λϕ′2)‖µ + λ‖ϕ1 − ϕ2‖∞
+ λ‖g(t1)− g(t2)‖L2(‖ϕ2‖∞) + λL1(‖ϕ2‖µ)‖f(t1)− f(t2)‖,
and therefore from (4.6) we obtain
(1 + λ(−α− eµRM))‖ϕ1 − ϕ2‖µ ≤ ‖ψ1 − ψ2‖µ + λ‖g(t1)− g(t2)‖L2(eµR‖ϕ2‖µ)
+ λL1(‖ϕ2‖µ)‖f(t1)− f(t2)‖.
We now define L : R+ → R+ by L(x) = L1(x) + L2(eµRx), and H as in (2.3). Since
β ≤ −α− eµRM , we obtain the desired inequality. By Proposition 2.3
‖U(t, s)ϕ− U(t, s)ψ‖µ ≤ e−β(t−s)‖ϕ− ψ‖µ.
Let K = eµR then (4.6) completes the proof.
Remark 4.4. The results of this section hold as well for U(t, s) the evolution oper-
ator associated to A(t) defined by (3.24) and uϕ, the mild solution to (FDE), as in
Theorem 3.9, with α in (B1) and M in (B4)(ii). Actually the proofs are based on
the argument used in (S1)1. in the proof of Theorem 3.9.
4.2 Compact evolution operators
In this section we shall consider (FDE) in the initial history space E = C([−R, 0];X).
We study the relation between UB(t, s) the evolution operator generated by B(t),
and UA(t, s) the evolution operator generated by A(t), for A(t) as in (2.3), or (3.24).
More precisely we show that if UB(t, s) is a compact evolution operator, then UA(t, s)
is also compact for all t > R + s.
We shall use the following to determine (weakly) relatively compact sets.
Lemma 4.5. Let X be a Banach space. If B ⊂ X is such that for every ε > 0,
there exists a (weakly) relatively compact subset Bεin X such that B ⊂ Bε + εBX ,
then B is (weakly ) relatively compact.
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Proof. Showing that B is relatively compact is trivial. For the weakly relatively
compact part see [24, P 221, Lemma 2].
Theorem 4.6. Let (B(t))t≥0 be a family of operators satisfying (2.1), and such that
(B(t))t≥0 generates an evolution operator UB(t, s) : cl(D(B(s))) → cl(D(B(t))),
t ≥ s. Assume, moreover, that UB(t, s) is a compact evolution operator. Then for
any t > R+ s, the evolution operator UA(t, s) generated by A(t) as in Theorem 3.9,
or Theorem 2.2 is a compact operator.
Proof. Let t > s + R, and let K be a bounded subset of cl(D(A(s))). We need to
show that UA(t, s)K is a relatively compact subset of C([−R, 0];X). To this aim,
we use the Arzela´–Ascoli Theorem, and equivalently prove:
(i) For all t0 ∈ [−R, 0], the cross section of UA(t, s)K at t0, i.e {(UA(t, s)ϕ)(t0) |ϕ ∈ K}
is relatively compact in X.
(ii) UA(t, s)K is equicontinuous at t0 for all t0 ∈ [−R, 0].
To prove (i), let t0 ∈ [−R, 0]. Then {UA(τ, s)ϕ) |ϕ ∈ K, τ ∈ [s, t+ t0]} is bounded.
Indeed, fix ϕ0 ∈ K. Then
‖UA(τ, s)ϕ)‖ ≤ ‖UA(τ, s)ϕ)− UA(τ, s)ϕ0)‖+ ‖UA(τ, s)ϕ0)‖
≤ eω(τ−s)‖ϕ− ϕ0‖+ ‖UA(τ, s)ϕ0)‖,
for all ϕ ∈ K, and τ ∈ [s, t + t0]. F maps bounded sets to bounded sets, thus we
may set
M = sup{‖F (τ, UA(τ, s)ϕ)‖ |ϕ ∈ K, τ ∈ [s, t+ t0]}.
Since t > R + s, we may choose δε < ε(e
|α| (t+t0)M)−1 such that t + t0 − δε > s.
Then ∥∥(UA(t, s)ϕ)(t0)− UB(t+ t0, t+ t0 − δε)uϕ(t+ t0 − δε)∥∥ =∥∥uϕ(t+ t0)− UB(t+ t0, t+ t0 − δε)uϕ(t+ t0 − δε)∥∥ ≤∫ t+t0
t+t0−δε
eα(t+t0−τ)‖F (τ, UA(t+ τ, s)ϕ‖dτ .
Since {uϕ(t+t0−δε) |ϕ ∈ K} is bounded, and UB(t+t0, t+t0−δε) is a compact oper-
ator, from the above inequality it follows that, given any ε > 0, {(UA(t, s)ϕ)(t0) |ϕ ∈
K} is ε–close to a relatively compact set and thus is relatively compact.
Returning to (ii), take t0 ∈ [−R, 0], and let ε > 0. We shall prove that U(t, s)K is
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equicontinuous at t0. Since t > R+s, we can find 0 < δ < 1 such that t− δ > R+s,
and t+ t0 − δ > s. Then we have
‖(UA(t, s)ϕ)(t0 + h)− (UA(t, s)ϕ)(t0)‖ =
∥∥uϕ(t+ t0 + h)− uϕ(t+ t0)∥∥ ≤∥∥uϕ(t+ t0 + h)− UB(t+ t0 + h, t+ t0 − δ)uϕ(t+ t0 − δ)∥∥+∥∥UB(t+ t0, t+ t0 − δ)uϕ(t+ t0 − δ)− uϕ(t+ t0)∥∥+∥∥UB(t+ t0 + h, t+ t0 − δ)uϕ(t+ t0 − δ)− UB(t+ t0, t+ t0 − δ)uϕ(t+ t0 − δ)∥∥
for all ϕ ∈ K, and |h| < δ. Therefore
‖(UA(t, s)ϕ)(t0 + h)− (UA(t, s)ϕ)(t0)‖ ≤ (4.10)∫ t+t0+h
t+t0−δ
eα(t+t0+h−τ)‖F (τ, UA(τ, s)ϕ‖dτ +
∫ t+t0
t+t0−δ
eα(t+t0−τ)‖F (τ, UA(τ, s)ϕ‖dτ +∥∥UB(t+ t0 + h, t+ t0 − δ)uϕ(t+ t0 − δ)− UB(t+ t0, t+ t0 − δ)uϕ(t+ t0 − δ)∥∥
Set M = sup{F (τ, UA(τ, s))ϕ |ϕ ∈ K, τ ∈ [t + t0 − 1, t + t0 + 1]}. We note that
uϕ(t+ t0− δ) = (uϕ)(t−δ)(t0) = (UA(t− δ, s)ϕ)(t0), and so by the first assertion the
set {uϕ(t + t0 − δ) |ϕ ∈ K} is a relatively compact subset of cl(D(B(t + t0 − δ))).
Thus there exists δε < min{δ, ε(3e|α| (t+t0+1)M)−1}, such that for all h, |h| < δε,
and ϕ ∈ K∥∥UB(t+ t0 + h, t+ t0 − δ)uϕ(t+ t0 − δ)− UB(t+ t0, t+ t0 − δ)uϕ(t+ t0 − δ)∥∥ < ε/3.
Therefore
‖(UA(t, s)ϕ)(t0 + h)− (UA(t, s)ϕ)(t0)‖ < ε,
for all h with |h| < δε, and ϕ ∈ K as desired.
Remark 4.7. If, in Proposition 4.6, we assume that UB(t, s) is equicontinuous,
then for any t > R + s, and any bounded subset K of cl(D(A(s))), the family
{UA(t, s)ϕ |ϕ ∈ K} is equicontinuous on [−R, 0]. To see this, we shall start with the
same argument as the second part of the above proof. Then {uϕ(t+ t0−δ) |ϕ ∈ K}
is bounded. Thus by equicontinuity of UB(., t + t0 − δ) at t + t0, we may choose δε
sufficiently small such that the righthand side of (4.10) is less than ε.
4.3 Almost periodicity properties of solutions to (FDE)
In this section we will study the relationship between properties of uϕ, the mild
solution to (FDE), and the corresponding motion U(., 0)ϕ : R+ → E. In particular
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we discuss almost periodicity properties of solutions to (FDE). Our study is based
on the representation uϕ(t) = (U(t, 0)ϕ)(0) for ϕ ∈ cl(D(A(0))), and t ≥ 0. For the
autonomous (FDE), see [61].
We start by recalling the required periodicity concepts. For J ∈ {R ,R+}, we let
Cb(J,X) denote the Banach space of bounded continuous functions from J into X
with the supremum norm ‖.‖∞, while BUC(R+, X), respectively C0(R+, X), denote
the subspace consisting of those f ∈ Cb(R+, X) which are uniformly continuous,
respectively vanish at ∞. Further, given a function f : J → X and ω ∈ J , the
ω−translate fω of f is defined by fω(t) = f(t+ ω), t ∈ J , and H(f) = {fω |ω ∈ J}
will denote the set of all translates of f .
Definition 4.8. (i) A function f ∈ Cb(R , X), (respectively f ∈ Cb(R+, X)) is
said to be almost periodic ,(respectively asymptotically almost periodic) if H(f)
is a relatively compact set in Cb(R , X)(respectively Cb(R+, X)) with respect to the
supremum norm.
(ii) A function f ∈ Cb(R+, X) is said to be Eberlein − weakly almost periodic if
H(f) is weakly relatively compact in Cb(R+, X).
The spaces of X−valued functions defined in (i) and (ii) of Definition 4.8 will
be denoted respectively by (i) AP (R , X), (AAP (R+, X)), and (ii) W (R+, X). We
also let W0(R+, X) denote the vector space of W (R+, X) consisting of those ϕ ∈
W (R+, X) for which the zero function belongs to the weak closure of H(ϕ).
For later use, we also need the following basic facts about the above listed concepts
of almost periodicity (see Fre´chet [21, 22], DeLeeuw-Glicksburg [10, 11] and [62, 63,
64, 65]):
1. f ∈ Cb(R+, X) is asymptotically almost periodic (respectively, Eberlein-weakly
almost periodic) if and only if there exist unique functions g ∈ AP (R , X) and
ϕ ∈ C0(R+, X) (respectively, ϕ ∈ W0(R+, X)) such that f = g|R+ + ϕ.
2. A function f is is asymptotically almost periodic if for every ε > 0, there exist
Mε > 0, and a relatively dense subset Pε ⊂ R+ such that
‖f(t+ τ)− f(t)‖ < ε for all t ≥Mε and τ ∈ Pε.
Recall that a subset P of R+ is called relatively dense if there exists l = l(P ) > 0
such that [a, a + l] ∩ P 6= ∅ for all a ∈ R+. Finally we shall say that a function
f : R+ → X is almost periodic if it is the restriction to R+ of an almost periodic
function g : R → X.
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Let U(t, 0) be the evolution operator generated by A(t), and uϕ be a mild solution
of (FDE). As
U(t, 0)ϕ = (uϕ)t for all t ≥ 0, (4.11)
asymptotic properties of the motion U(., 0)ϕ : R+ → E (such as having relatively
(weakly relatively) compact range, asymptotic almost periodicity, and Eberlein-weak
almost periodicity) can directly carry over to corresponding asymptotic properties
of uϕ. In this section we are interested to find out under which conditions, if these
asymptotic properties hold for uϕ then they hold as well for the motion U(., 0)ϕ.
We shall look at both the finite delay and the infinite delay case:
1. Consider (FDE) in the finite delay case with E = C([−R, 0];X). Then
Theorem 4.9. Given ϕ ∈ cl(D(A(0))), the following assertions hold:
(i) If uϕ is uniformly continuous and has relatively compact range in X, then
{U(t, 0)ϕ | t ≥ 0} is relatively compact in C([−R, 0];X).
(ii) If uϕ|R+ ∈ AAP (R+, X), then U(., 0)ϕ ∈ AAP (R+, C([−R, 0];X)).
Proof. To prove (i), let uϕ be uniformly continuous, and the set {uϕ(t) | t ∈ R+}
be relatively compact. Take t0 ∈ [−R, 0], Then
{(U(t, 0)ϕ)(t0) | t ∈ R+} = {uϕ(t) | t ∈ R+} ∪ ϕ([t0, 0]), (4.12)
and so the set {(U(t, 0)ϕ)(t0) | t ∈ R+} is relatively compact.
Choose δ > 0 sufficiently small. Then for all h, |h| < δ we have
‖(U(t, 0)ϕ)(t0 + h)− (U(t, 0)ϕ)(t0)‖ =
‖uϕ(t+ t0 + h)− uϕ(t+ t0)‖, t+ t0 > 0
‖uϕ(h)− ϕ(0)‖, t = −t0
‖ϕ(t+ t0 + h)− ϕ(t+ t0)‖,−R ≤ t+ t0 < 0.
Since uϕ is uniformly continuous on R+, and ϕ is continuous on [−R, 0], it follows
that the family {U(t, s)ϕ | t ∈ R+} is equicontinuous at any t0 ∈ [−R, 0]. Now
applying Arzela´-Ascoli’s Theorem we conclude that U(R+, 0)ϕ is relatively compact
in C([−R, 0]).
For the second assertion, assume uϕ|R+ ∈ AAP (R+, X). Given ε > 0 there exist a
relatively dense subset Pε ⊂ R+, and Tε > 0 such that
‖uϕ(t+ τ)− uϕ(t)‖ < ε/2 for all τ ∈ Pε and t ≥ Tε.
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Thus for all t ≥ Tε +R and τ ∈ Pε
‖U(t+ τ, 0)ϕ− U(t, 0)ϕ‖∞ = sup−R≤s≤0 ‖uϕ(t+ τ + s)− uϕ(t+ s)‖ < ε,
so U(., 0)ϕ is also asymptotically almost periodic.
In order to prove weak compactness we shall use of the following criterion:
Proposition 4.10. (Ruess/Summers) Let (T, τ) be a completely regular topological
space. A subset H ⊂ Cb(T,X), is weakly relatively compact if and only if,
(i) H is bounded in Cb(T,X), and
(ii) for all {hm}m∈N ⊂ H, {tn}n∈N ⊂ T , and {x∗n}n∈N ⊂ extBX∗ the following
double limit condition holds:
lim
m
lim
n
< hm(tn), x
∗
n >= lim
n
lim
m
< hm(tn), x
∗
n >,
whenever the iterated limits exists.
Here, extBX∗ denotes the set of extreme points of the dual unit ball of X.
Theorem 4.11. Let ϕ ∈ cl(D(A(0))), then the following assertions hold:
(i) If uϕ is uniformly continuous and has weakly relatively compact range in X, then
{U(t, 0)ϕ | t ≥ 0} is weakly relatively compact in C([−R, 0];X).
(ii) If uϕ|R+ ∈ W (R+, X), then U(., 0)ϕ ∈ W (R+, C([−R, 0];X)).
Proof. To show the first assertion, let uϕ be a uniformly continuous solution to
(FDE) with weakly relatively compact range in X. Take sequences (tm) in R+
and (sn, x
∗
n) ⊂ [−R, 0] × BX∗ such that α = limn limm < (U(tm, 0)ϕ)(sn), x∗n >
and β = limm limn < (U(tm, 0)ϕ)(sn), x
∗
n > both exist. We have to show that
α = β. Note that we only need to show the equality of the double limit, so we
may pass to subsequences. Let (tm) be bounded. We may assume that tm → t0.
Then ‖U(tm, 0)ϕ− U(t0, 0)ϕ‖ → 0, and α = limn < (U(t0, 0)ϕ)(sn), x∗n >. Now,
given ε > 0, choose m0 ∈ N such that ‖(U(tm, 0)ϕ)(τ)− (U(t0, 0)ϕ)(τ)‖ < ε for all
m ≥ m0 and all τ ∈ [−R, 0]. Putting βm = limn < (U(tm, 0)ϕ)(sn), x∗n >, m ∈ N,
we have that
|βm − α| = lim
n
|< (U(tm, 0)ϕ)(sn)− (U(t0, 0)ϕ)(sm), x∗n >| ≤ ε
for all m ≥ m0. This implies that α = β.
Assume (tm) is unbounded. Let sn → s. We can assume (tm) ↑ ∞, as well as
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R ≤ t1 ≤ tm. Since uϕ is uniformly continuous and uϕ(R+) is weakly relatively
compact inX, we can further assume that a subnet of (uϕ|R+)tm converges pointwise
weakly to some h ∈ C(R+;X). Finally, some subnet of (x∗n) clusters weak–star at
some x∗ ∈ BX∗ . Hence
α = lim
n
lim
m
< (U(tm, 0)ϕ)(sn), x
∗
n >= lim
n
lim
m
< uϕtm(sn), x
∗
n >
= lim
n
< h(sn), x
∗
n >=< h(s), x
∗ >= lim
m
< uϕtm(s), x
∗ >= β.
Applying Proposition 4.10, then completes the proof of (i).
To prove (ii), let uϕ|R+ ∈ W (R+, X). Then according to [66, Proposition 2.1],
uϕ|R+ ∈ W (R+, X) is uniformly continuous. Using the relation (4.11), we can see
that U(., 0)ϕ : R+ → C([−R, 0];X) is also uniformly continuous. We need to prove
that H = {Ut(., 0)ϕ | t ≥ 0} ⊂ Cb(R+, C([−R, 0];X)) is weakly relatively compact.
Take the sequences Uωn(., 0)ϕ in H, (tm) in R+, and (sm, x∗m) ⊂ [−R, 0]×BX∗ such
that the following double limits exist:
α = lim
n
lim
m
< (Uωn(tm, 0)ϕ)(sm), x
∗
m > and β = lim
m
lim
n
< (Uωn(tm, 0)ϕ)(sm), x
∗
m > .
(4.13)
By Proposition 4.10, we need to show that α = β.
Case 1. If (ωn) or (tm) is bounded, then using the uniform continuity of U(., 0)ϕ
and following the argument in the first part, we can see that α = β.
Case 2. Let (tn) be unbounded. Since (sm) ⊂ [−R, 0], we may choose a subsequence
of tm, denoted again by tm such that rm = sm + tm ≥ 0. Then
< (Uωn(tm, 0)ϕ)(sm), x
∗
m >=< (U(ωn + tm, 0)ϕ)(sm), x
∗
m >
=< uϕ(ωn + sm + tm, 0, x
∗
m >=< (uϕ)ωn(rm), x
∗
m >,
therefore by (4.13), limn limm < (uϕ)ωn(rm), x
∗
m >, and limm limn < (uϕ)ωn(rm), x
∗
m >
exist. Now since {(uϕ)t | t ≥ 0} is weakly relatively compact, using Proposition 4.10
we conclude that α = β. (The case where (wn) is unbounded is quite similar).
2. In this part we consider (FDE) in the context of the initial history spaces Ev with
v satisfying (v1) and (v2). In addition to the assumptions (v1) and (v2), which will
be assumed throughout this section, we shall need the following special properties
of the weight function v:
(v3) lim
s→−∞
v(s) = 0; (v3∗) lim
t→∞
sup
s≤−t
v(s)
v(s+ t)
= 0.
4.3 – Almost periodicity properties of solutions to (FDE) 81
Clearly, (v3*) implies (v3). If, for µ > 0, v1(s) = e
µs, and v2(s) = (1 + |s| )−µ, s ≤
0, then v1 and v2 both fulfill conditions (v1), (v2), and (v3), v1 fulfills (v3*), but
v2 fails to satisfy (v3*).
Following [61], we shall need the following lemma.
Lemma 4.12. Given ϕ ∈ Ev and t ≥ 0, define ϕ˜ : R+ → C(R−, X) by
ϕ˜(r) =
{
ϕ(t+ r)− ϕ(0), r ≤ −t
0, −t ≤ r ≤ 0.
Further, if ϕ ∈ cl(D(A(0))), let gϕ(t) = U(t, 0)ϕ− ϕ˜(t), t ≥ 0. Then we have
(i) ϕ˜ ∈ BUC(R+;Ev);
(ii) ϕ˜ ∈ C0(R+, Ev) if either v additionally satisfies (v3∗) or v additionally satisfies
(v3) and ϕ ∈ Cv0(R−;X) = {ϕ ∈ C(R−;X) | lim
s→−∞
v(s)ϕ(s) = 0};
(iii) if ϕ ∈ cl(D(A(0))),
gϕ(t)(r) =
{
ϕ(0), r ≤ −t
uϕ(t+ r), −t ≤ r ≤ 0,
for all r ≤ 0 ≤ t.
The proof of following proposition is based on the above lemma.
Proposition 4.13. For ϕ ∈ cl(D(A(0))), the followings are satisfied,
(i) uϕ|R+ : R+ → X is bounded if and only if U(., s)ϕ : R+ → Ev is bounded;
(ii) uϕ|R+ : R+ → X is uniformly continuous if and only if U(., s)ϕ : R+ → Ev is
uniformly continuous.
The results obtained in [61, Theorem 2.4, and Theorem 2.6] can now be stated
for the non–autonomous (FDE).
Theorem 4.14. Given ϕ ∈ cl(D(A(0))), the following assertions hold:
(i) If {U(t, 0)ϕ | t ≥ 0} is relatively compact in Ev, so is uϕ(R+) in X. Conversely
if v additionally satisfies (v3), ϕ˜ ∈ C0(R+, Ev), and uϕ|R+ is uniformly continuous,
then relative compactness of uϕ(R+) in X implies that {U(t, 0)ϕ | t ≥ 0} is relatively
compact in Ev.
(ii) If U(., 0)ϕ ∈ AAP (R+, Ev), then uϕ|R+ ∈ AAP (R+, X). Conversely if v ad-
ditionally satisfies (v3) and ϕ˜ ∈ C0(R+, Ev), then uϕ|R+ ∈ AAP (R+, X) implies
U(., 0)ϕ ∈ AAP (R+, Ev).
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Theorem 4.15. Given ϕ ∈ cl(D(A(0))), the following assertions hold:
(i) If {U(t, 0)ϕ | t ≥ 0} is weakly relatively compact in Ev, so is uϕ(R+) in X.
Conversely if v additionally satisfies (v3), ϕ˜ ∈ C0(R+, Ev), and uϕ|R+ is uni-
formly continuous, then weak relative compactness of uϕ(R+) in X implies that
{U(t, 0)ϕ | t ≥ 0} is weakly relatively compact in Ev.
(ii) If U(., 0)ϕ ∈ W (R+, Ev), then uϕ|R+ ∈ W (R+, X). Conversely if v additionally
satisfies (v3) and ϕ˜ ∈ C0(R+, Ev), then uϕ|R+ ∈ W (R+, X) implies (U(., 0)ϕ)(0) ∈
W (R+, Ev).
Proof of Theorem 4.14 and Theorem 4.15. Using Lemma 4.12, the proof of
the above theorems is analogous to the proof of [61, Theorem 2.4, and Theorem 2.6]
4.4 Solutions to (FDE) with relatively compact range
It is known that, in the context of the autonomous (FDE), if the resolvents JBλ , λ > 0
of B are compact andM ≤ α, then bounded solutions have relatively compact range,
[54, Theorem 3.1]. In this section, we discuss some cases, for which the solutions
to (FDE) have relatively compact range. In particular we extend the above result
to the non-autonomous case: if for some r0 > 0, B(r0) is α–m–accretive, and the
resolvents of B(r0) are compact, then bounded and uniformly continuous solutions
to (FDE) have relatively compact range.
The following lemma will be used later.
Lemma 4.16. Let (B(t))t≥0 be a family of operators satisfying (2.1), and u be a
mild solution to u˙(t) +B(t)u(t) 3 g(t), t ∈ [0, T ] with g ∈ L1(0, T : X), and T > 0.
Then for y ∈ D(JB(r0)λ ), r0 ∈ [0, T ], λ > 0 with λα < 1, and for all 0 ≤ t1 ≤ t2 ≤ T ,
the following inequality holds:∥∥∥JB(r0)λ y − y∥∥∥ ≤ λ(1− λα)(t2 − t1)‖u(t2)− u(t1)‖
+
(2− λα)
(1− λα)(t2 − t1)
∫ t2
t1
‖u(τ)− y‖dτ
+
Cλ
(1− λω)(t2 − t1)
∫ t2
t1
‖f(τ)− f(r0)‖dτ (4.14)
+
λ
(1− λω)(t2 − t1)
∫ t2
t1
‖g(τ)‖dτ,
with C = max{L(∥∥∥JB(r0)λ y∥∥∥), L( sup
0≤τ≤T
‖u(τ)‖)}.(For the autonomous counterpart,
see [3, Lemma 14.7], also compare [47, lemma 5.2]).
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Proof. Let 0 ≤ t1 ≤ t2 ≤ T . Since u is a mild solution to u˙(t) + B(t)u(t) 3 g(t)
for 0 ≤ t ≤ T , we shall apply the integral inequality (2.28) with r = r0, and
[J
B(r0)
λ y,Bλ(r0)y] ∈ B(r0) to obtain∥∥∥u(t2)− JB(r0)λ y∥∥∥− ∥∥∥u(t1)− JB(r0)λ y∥∥∥
≤
∫ t2
t1
< g(τ)−Bλ(r0)y, u(τ)− JB(r0)λ y >+ dτ (4.15)
+ α
∫ t2
t1
∥∥∥u(τ)− JB(r0)λ y∥∥∥dτ + C ∫ t2
t1
‖f(τ)− f(r0)‖dτ,
where C = max{L(∥∥∥JB(r0)λ y∥∥∥), L( sup
s≤τ≤T
‖u(τ)‖)}.
We recall that for a, b ∈ X, and λ > 0
< b, a >+≤ ‖a+ λb‖ − ‖a‖
λ
.
Applying this property to (4.15), and noting that J
B(r0)
λ y+ λBλ(r0)y = y we obtain∥∥∥u(t2)− JB(r0)λ y∥∥∥− ∥∥∥u(t1)− JB(r0)λ y∥∥∥ ≤
λ−1
∫ t2
t1
‖u(τ)− y + λg(τ)‖dτ − λ−1
∫ t2
t1
∥∥∥u(τ)− JB(r0)λ y∥∥∥dτ +
α
∫ t2
t1
∥∥∥u(τ)− JB(r0)λ y∥∥∥dτ + C ∫ t2
t1
‖f(τ)− f(r0)‖dτ.
Multiplying the above inequality by λ, and using that
−‖u(t1)− u(t2)‖ ≤
∥∥∥u(t2)− JB(r0)λ y∥∥∥− ∥∥∥u(t1)− JB(r0)λ y∥∥∥,
we conclude that
−λ‖u(t1)− u(t2)‖ ≤
∫ t2
t1
‖u(τ)− y‖dτ + λ
∫ t2
t1
‖g(τ)‖dτ
−(1− λα)
∫ t2
t1
∥∥∥u(τ)− JB(r0)λ y∥∥∥dτ + λC ∫ t2
t1
‖f(τ)− f(r0)‖dτ. (4.16)
But λα < 1, and
−
∥∥∥u(τ)− JB(r0)λ y∥∥∥ ≤ ‖u(τ)− y‖ − ∥∥∥y − JB(r0)λ y∥∥∥,
for all t1 ≤ τ ≤ t2. So inequality (4.16) implies that
−λ‖u(t1)− u(t2)‖ ≤
∫ t2
t1
‖u(τ)− y‖dτ − (1− λα)(t2 − t1)
∥∥∥y − JB(r0)λ y∥∥∥
+(1− λα)
∫ t2
t1
‖u(τ)− y‖+ λ
∫ t2
t1
‖g(τ)‖dτ + λC
∫ t2
t1
‖f(τ)− f(r0)‖dτ,
which is equivalent to (4.14).
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Corollary 4.17. Under the assumptions of Lemma 4.16, let there exist r0 > 0 such
that B(r0) is α–m–accretive. If u is a bounded solution to{
u˙(t) +B(t)u(t) 3 g(t), t ≥ 0
u0 = x ∈ cl(D(B(0))),
(4.17)
with g ∈ L1loc(R+;X), then for all t ≥ 0, and λ > 0 sufficiently small∥∥∥JB(r0)λ u(t)− u(t)∥∥∥ ≤ 1(1− λα)‖u(t+ λ)− u(t)‖+ (2− λα)λ(1− λα)
∫ t+λ
t
‖u(τ)− u(t)‖dτ
+
1
(1− λω)
∫ t+λ
t
‖g(τ)‖dτ + Ct
(1− λω)
∫ t+λ
t
‖f(τ)− f(r0)‖dτ,
where Ct = max{L
(∥∥∥JB(r0)λ u(t)∥∥∥), L(sup
0≤τ
‖u(τ)‖)}.
Proof. Since B(r0) is α–m–accretive, J
B(r0)
λ u(t) is defined for any t ∈ R+ and λ > 0
small enough. Take t ∈ R+. Applying Lemma 4.16 with y = u(t), t1 = t, , and
t2 = t+ λ, λ > 0 with λα < 1 implies the desired inequality.
Theorem 4.18. Let (B(t))t≥0 ⊂ X × X be a family of operators satisfying (B1)
with f bounded on R+. If there exists r0 > 0 such that B(r0) is α–m–accretive, and
J
B(r0)
λ , λ > 0 is compact (respectively weakly compact), then bounded and uniformly
continuous mild solutions to (4.17) with g ∈ Cb(R+;X) (or g ∈ L1(R+;X)), have
relatively compact (respectively weakly relatively compact) range.
Proof. Since u is bounded, and J
B(r0)
λ is (weakly) compact, it follows that
{JB(r0)λ u(t) | t ≥ 0} is a (weakly) relatively compact set in X. As u is uniformly con-
tinuous, from Corollary 4.17, we conclude that, given ε > 0, the orbit {u(t) | t ∈ R+}
is ε–close in norm to {JB(r0)λ u(t) | t ≥ 0}, and therefore is a (weakly) relatively com-
pact set in X.
Applying the above result to (FDE) we have the following.
Corollary 4.19. Let uϕ be a bounded and uniformly continuous solution of{
u˙(t) +B(t)u(t) 3 F (t, ut), t ≥ 0
u0 = ϕ ∈ cl(D(A(0))),
(4.18)
under the conditions of Theorem 2.2 or Theorem 3.9, with s = 0, and the control
functions f , g bounded on R+. Moreover, assume that there exists C ′ > 0, such
that
∥∥F (t, (uϕ)t)∥∥ ≤ C ′ for all t ∈ R+. If there exists r0 > 0 such that B(r0) is
α–m–accretive and the resolvents J
B(r0)
λ , λ > 0, λα < 1 are (weakly) compact , then
uϕ(R+) is (weakly) relatively compact .
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Definition 4.20. An evolution operator U(t, s) : D(s) → D(t) is said to be T -
periodic for T > 0 if, U(T + t, T + s) = U(t, s), 0 ≤ s ≤ t.
As we will see, in case that the family B(t) generates a T−periodic evolution oper-
ator, solutions to (FDE) with relatively compact range are uniformly continuous.
Lemma 4.21. Let B(t) ⊂ X×X be a family of operators satisfying (B1), and such
that (B(t))t≥0 generates a T–periodic evolution operator UB(t, 0) : cl(D(B(0))) →
cl(D(B(t))), t ≥ 0, T > 0. If u is a mild solution to (4.17), then for all t, s ≥ T ,
0 < t− s ≤ T ;
‖u(t)− u(s)‖ ≤
∫ kT+r1
kT+r2
eα(kT+r1−τ)‖g(τ)‖dτ + ‖UB(r1, r2)u(kT + r2)− u(kT + r2)‖,
where T ≤ r2 < r1 ≤ 3T , and k ∈ N0.
Proof. Let s, t ≥ T such that 0 < t − s ≤ T , and let UB(t, 0) be the evolution
operator generated by B(t). Then
‖u(t)− u(s)‖ = ‖u(kT + r1)− u(kT + r2)‖
≤ ‖u(kT + r1)− UB(r1, r2)u(kT + r2)‖
+ ‖UB(r1, r2)u(kT + r2)− u(kT + r2)‖ (4.19)
where T ≤ r2 < r1 ≤ 3T , and k ∈ N0.
We observe that UB(r1, r2)u(kT + r2) is the mild solution of the problem{
v˙(τ) +B(τ)v(τ) 3 0, kT + r2 ≤ τ
v(kT + r2) = u(kT + r2).
at kT + r1. Therefore (4.19) and (2.29) imply the desired inequality.
Proposition 4.22. Let uϕ be a solution to (4.18), and the family (B(t))t≥0 generates
a T−periodic evolution operator of type α. Also assume that there exists C ′ > 0,
such that
∥∥F (t, (uϕ)t)∥∥ ≤ C ′ for all t ∈ R+. If uϕ(R+) is relatively compact, then
uϕ : R+ → X is uniformly continuous.
Proof . Let s, t ≥ T such that 0 < t− s ≤ T , then by Lemma 4.21,
‖uϕ(t)− uϕ(s)‖ ≤
∫ kT+r1
kT+r2
eα(kT+r1−τ)‖F (τ, (u)τ )‖dτ
+ ‖UB(r1, r2)u(kT + r2)− u(kT + r2)‖, (4.20)
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where T ≤ r2 < r1 ≤ 3T , and k ∈ N0. Let ε > 0. We note that for any r2 ∈ [0, 3T ],
and x ∈ cl(D(B(r2))), UB(., r2)x is uniformly continuous on [r2, 3T ]. Since uϕ(R+)
is relatively compact, it follows that for any r2 ∈ [0, 3T ], the family {UB(., r2)x |x ∈
cl(D(B(r2))) ∩ uϕ(R+)} is uniformly equicontinuous on [r2, 3T ]. In particular, for
any s ∈ [0, 3T ], there exists δs such that for all r, r′ ∈ [T, 3T ], r, r′ > s with
|r′ − r| < δs, and for any k ∈ N0;
‖UB(r, s)uϕ(kT + s)− UB(r′, s)uϕ(kT + s)‖ < ε. (4.21)
Since [T, 3T ] is compact, there exists a finite family {si}ni=1 ⊂ [0, 3T ] such that
[T, 3T ] ⊂ ∪ni=1(si, si+δi/2) with δi = δsi . Set δ = min{δi/2}ni=1. Take r1, r2 ∈ [T, 3T ]
such that 0 < r1−r2 < δ. Then there exists 1 ≤ j ≤ n such that r2 ∈ (sj, sj+δj/2).
Moreover, for any k ∈ N0,
‖UB(r1, r2)uϕ(kT + r2)− uϕ(kT + r2)‖ ≤
‖UB(r1, r2)uϕ(kT + r2)− UB(r1, sj)uϕ(kT + sj)‖ +
‖UB(r1, sj)uϕ(kT + sj)− UB(r2, sj)uϕ(kT + sj)‖ +
‖UB(r2, sj)uϕ(kT + sj)− uϕ(kT + r2)‖
Thus (4.21), and (2.29) together with the fact that UB is an evolution operator of
type α imply that
‖UB(r1, r2)uϕ(kT + r2)− uϕ(kT + r2)‖ ≤
(eα(r1−r2) + 1)
∫ kT+r2
kT+sj
eα(kT+r2−τ)‖F (τ, (u)τ )‖dτ + ε.
Since F is bounded, from (4.20 ), it follows that uϕ is uniformly continuous.
Theorem 4.23. Let B(t) ⊂ X×X be a family of operators satisfying (B1), and such
that (B(t))t≥0 generates an evolution operator UB(t, 0) : cl(D(B(0)))→ cl(D(B(t))),
t ≥ 0. Assume, moreover, that UB(t, 0) is equicontinuous, and T–periodic for some
T > 0. If there exists r0 > 0 such that B(r0) is α–m–accretive, and J
B(r0)
λ , λ > 0,
are compact (respectively weakly compact), then for all bounded mild solutions u to
the Cauchy problem (4.17) with g ∈ Cb(R+;X) (or g ∈ L1(R+;X)), the following
assertions hold:
(i) u is uniformly continuous,
(ii) u has relatively compact (respectively weakly relatively compact) range.
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Proof. Let UB, the evolution operator generated by B(t), be T–periodic and
equicontinuous. Let s, t ≥ T such that 0 ≤ t− s ≤ T . Then by Lemma 4.21,
‖u(t)− u(s)‖ ≤
∫ kT+r1
kT+r2
eα(kT+r1−τ)‖g(τ)‖dτ + ‖UB(r1, r2)u(kT + r2)− u(kT + r2)‖,
where T ≤ r2 ≤ r1 ≤ 3T , and k ∈ N0. Set Kr = u(R+) ∩ cl(D(B(r))). Since UB
is equicontinuous, then for any r2 ∈ [0, 3T ], the family of functions {UB(., r2)x |x ∈
Kr2} is uniformly equicontinuous on [T, 3T ]. Then, from the proof of Proposition
4.22 we read that the last term in the above inequality tends to 0 as t − s → 0.
Boundedness of g, then implies that u is uniformly continuous. Assertion (ii) now
follows from Theorem 4.18.
Corollary 4.24. Let B(t) ⊂ X × X be a family of operators satisfying (B1),
and such that (B(t))t≥0 generates an evolution operator UB(t, 0) : cl(D(B(0))) →
cl(D(B(t))), t ≥ 0. Assume that UB(t, 0) is equicontinuous, and T–periodic for some
T > 0. Moreover, suppose that there exists r0 > 0 such that B(r0) is α–m–accretive,
and J
B(r0)
λ , λ > 0, λα < 1 are compact (respectively weakly compact). If uϕ is a
bounded solution to (FDE) such that
∥∥F (t, (uϕ)t)∥∥ ≤ C for all t ∈ R+, and some
C > 0, then uϕ is uniformly continuous and has relatively compact (respectively
weakly relatively compact) range.
Corollary 4.25. Under the conditions of Corollary 4.24, let uϕ be the mild solution
to (FDE) as in Theorem 2.2 or Theorem 3.9 with α +M ≤ 0. If UA(t, 0) is also
T–periodic, then the following hold:
(i) If E = C([−R, 0];X), then UA(., 0)ϕ ∈ AAP (R+, C([−R, 0];X)).
(ii) In the initial history space E = Ev with v satisfying (v1) and (v2), if v addi-
tionally satisfies (v3) and ϕ˜ ∈ C0(R+, Ev), then UA(., 0)ϕ ∈ AAP (R+, Ev).
The proof of the above corollary is based on the Theorem 4.9, Theorem 4.14 and
the following result proved by A. Haraux.
Theorem 4.26. [27, Theorem 1.1]. Let U be a periodic contractive evolution opera-
tor on a complete metric space (X, d). If U(R+, 0)x is relatively compact for x ∈ X,
then U(., 0)x is asymptotically almost periodic.
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