Abstract
Introduction
In the area of group rings the study of the group of units is possibly the topic which attracts more attention and has been aboarded with a wide variety of techniques [7] . A usual approach to the structure of the group of units is to find out nontrivial subgroups of it. In the last two decades involutions in the group ring have been proposed as a tool for this goal. Let :
→ be an involution in the group ring and consider on the one hand the set of symmetric elements ( ) , those which are fixed by . On the other hand, the set of symmetric units is ( ) = ( ) ∩ ( ) . The former is not, in general, a subring of , nor is the later a subgroup of the group of units of , (
), but there is a close relationship between them. It is easy to check that the symmetric units form a subgroup if and only if they commute. Also the symmetric elements form a subring if and only if they commute; in this case, of course, the symmetric units are also a subgroup: it is precisely the group of units of that subring.
Bovdi, Kovács and Sehgal [1] studied these issues with the classical involution in the group , * : → : → −1 extended linearly to the group ring . They gave conditions under which the symmetric units form a subgroup in the case of locally finite -groups and a commutative ring. Bovdi and Parmenter [2] answered the same question for integral group rings in the case of periodic groups, and Bovdi [3] for a non-torsion nilpotent group and semiprime or a torsion group and a -favourable integral domain. In this last case he also proved that the symmetric units being a subgroup is equivalent to the symmetric elements being a subring.
As the study of the symmetric elements as an indirect way to the symmetric units proved useful, Broche Cristo turned the attention directly to them [4] . All these works considered, exclusively, the classical involution → −1 extended linarly to the group ring. This involution has the advantages that it is defineable in every group and it is quite natural and, hence, any other involution in the group can be written as a composition of a homomorphism and * .
Jespers and Ruiz Marín [6] studied the same question for an arbitrary involution in the group , extended linearly to the group ring, and could reformulate the previous results for this more general scenario. This last paper exhausts the analysis of the question of the symmetric units being a subgroup for a linear extensions of to the group ring . In the present paper we study a further generalization. We deal with all the involutions in which are extensions of , being these linear or not. This allows us, for instance, to work with noncommutative rings , a possibility which is not permitted in the linear extension.
Therefore, we start with : → , an involution in the group ring such that its restriction to is the given involution in the group: | = .
We analyze how acts in the ring , so let be in and suppose ( ) = ∑ ∈ , for some coefficients ∈ . Applying again we get = 2 ( ) = ∑ ∈ ( ) ( ). As is also an involution, we must conclude that ( 1 ) = and ( ) = 0, and thus = 0, for ∕ = 1. This amounts to say that the restriction of to the ring is also an involution, which we will be calling = | . Therefore, our problem has the following equivalent formulation: given a ring and a group and involutions in each of them, :
→ and :
→ , study the involution in the group ring given by:
This formulation is the one we adopt in this paper. For ∈ and ∈ we have now ( ) = ( ) ( ) so, in general, is not a linear function in the sense of an -module homomorphism. This is the case only if is commutative and the identity function; is then known as the linear extension of and is the case extensively studied by previous references.
We are interested too in the set of symmetric elements: those ∈ such that ( ) = (i.e. the fixed elements), a set which is denoted ( ) . In the present paper we study the involution with the same two goals in mind: First, to obtain necessary and sufficient conditions under which the set of symmetric elements (
) is a subring of . Second, to study the relationship between the facts of ( ) being a subring and the set of symmetric units, ( ), being a subgroup of the group of units of . For the first task, we follow a development close to that of [6] . In that paper, since the authors study the linear extension of an involution of the group , the ring must be asked for to be commutative. In addition they obtain conditions on the structure of the group and the involution . In our case, we obviously obtain the same conditions for the group and its involution , while our goal is to relax the conditions on the ring and its involution . This is achieved in section 2.
The second task is discussed in a final section of conclusions. We use the following notation: ( ) is the center of group , while ( ) is the center of ring ; ( , ℎ) = −1 ℎ −1 ℎ is the commutator of and ℎ in , and [ , ] = − is the Lie commutator for , elements of a ring. The sets of symmetric elements of involutions and are denoted, respectively, and .
Conditions for ( ) to be a subring
We first recall, as we did in the introduction, a simply but very usefull result about the set of symmetric elements in any ring involution, whose proof is trivial: the set of symmetric elements is a subring if, and only if, it is commutative. Therefore, we look for conditions under which ( ) is a commutative set. The next result (due to Bovdi et al. [1] ) shows the way to find them because it tells us how to generate this set as a module. We include a proof that we consider to be interesting on its own.
Proposition 2.1 ([1]).
If is contained in ( ) then the set ( ) is an -module and is generated by the set
Proof. It is trivial to show that -linear combinations of elements in ( ) remain symmetric, and is made up of symmetric elements. Let us show that is indeed a generator. Consider a symmetric element = ∑ ∈ , which we write splitted into two terms as
Since is a symmetric element we get
Notice that, in each side of the equation, both summations have non intersecting supports, so we are led to ( ) = if ∈ and ( ) = ( ) if / ∈ . Therefore 0 is clearly generated by . We now manipulate 1 : notice that, if is in the support of 1 , so is ( ), henceforth 1 can be written as
where is the subset of ∖ built by choosing an element from { , ( )} for each ∈ ∖ . So 1 is also generated by and, finally, ( ) is the -linear expansion of . 
ii. ≤ ( ) and, for all in , ( ) = ( ) ∈ .
Proof. The first part is the lemma 1.1 of [6] but, anyways, the proof is similar to that of second part, which follows. Observe that is a subset of ( ) , so is commutative as well and, by proposition ??, it is a subring of . Let be in and an arbitrary element of . Let also be ℎ a nonsymmetric element of , that is, (ℎ) ∕ = ℎ (we know it exists because is nonabelian and ⊂ ( ) by part (i)). Then, the element ℎ + ( ) (ℎ) belongs to ( ) and so, commutes with :
By grouping terms we get
and, since (ℎ) ∕ = ℎ we are led to − = 0 and ( ) − ( ) = 0, so commutes with any element in and ⊂ ( ). In addition, if is an arbitrary element of , observe that + ( ) is in , so it commutes with : ( + ( )) = ( + ( )) . Hence ( ) = ( ) . Moreover, ( ( )) = ( ), so it is symmetric.
The results of [6] forces us to split the analysis into two cases depending on the characteristic of the ring being 2 or different from 2.
Characteristic not 2
If the characteristic of is not 2, Jespers and Ruiz Marín [6] inform us at once of the structure of the group and the form of its involution in case ( ) is commutative.
) is commutative and char ∕ = 2 then the group has a unique nontrivial commutator, , satisfies the LC property ( lack of commutativity: and ℎ commute if and only if ∈ ( ), ℎ ∈ ( ) or ℎ ∈ ( )) and the involution is given by
Goodaire et al. [5] have characterized the groups with these two properties (a unique nontrivial commutator and LC property) as those with / ( ) ≈ 2 × 2 , where 2 is the cyclic group of order 2.
We now focus on the structure of the ring and the form of the involution .
) is commutative and char ∕ = 2 then , the restriction of to , satisfies for all , in , ( − ( ))( − ( )) = 0 and
Proof. Let and be two arbitrary elements of , and let and ℎ be elements of such that ℎ ∕ = ℎ (thus neither nor ℎ are symmetric by equation (8)). The two elements of given by + ( ) ( ) and ℎ+ ( ) (ℎ) are symmetric and hence, as ( ) is assumed commutative, we have
Expanding the terms and grouping we get
but, since ℎ ∕ = ℎ , both sides of the equation must equal zero. We get here two relations between elements and and their images ( ) and ( ). We now repeat the procedure, but now we choose two elements and ℎ in which commute, although again they are not symmetric. By the form of , given in equation (8) we know ( ) = and (ℎ) = ℎ, where is in ( ) and 2 = 1. Therefore we have now
Expanding again and reordering we get
We must conclude, as well, that both sides equal zero, a fact which gives us two more relations between , and their images under . If we write down the four conditions obtained, one easily realizes that only three of them are independent:
The two first equations serve us to prove the proposition. The third one is used later. Equation (13a) gives directly the first relation of the proposition
Equation (13b) tells us the Lie commutator is a symmetric element, for
From the previous proposition we discover a commutative subring of : the set = { − ( ) : ∈ } which, by the item (ii), is contained in ( ) and in which, by the item (i), every product is zero. This subring is nontrivial only if is not the identity function, i.e. if the extension is non linear. We now state that previous necessary conditions are also sufficient in the following theorem. Proof. Necessity of the first condition is proven in [6] , and of the second condition in proposition 2.4 above. We now prove sufficiency. As ⊂ ( ) we have, by proposition 2.1, that ( ) is generated by the set , equation (2), as an -module and hence we only have to show that is commutative. By the definition of , equation (8), we have = ( ), from where commutes with any element in . Therefore we only deal with the other part of . Let + ( ) and ℎ + ( ) ℎ be two arbitrary elements in ∖ . Suppose, firstly, that ℎ ∕ = ℎ and compute the commutator
from where 1 = 2 = 0 and the commutator is 0. Suppose, secondly, that ℎ = ℎ so we have now
where 3 = + ( ) ( ) − − ( ) ( ) and 4 = ( ) + ( ) − ( ) − ( ) . The conditions of the hypothesis show easily again that 3 = 4 = 0 and the commutator is 0 too.
Characteristic 2
We learn from [6] that, in the case of char = 2, the study of the group involution depends on the existence of an element ℎ ∈ such that ℎ 2 is nonsymmetric. Observe that in the case of char ∕ = 2 this is not possible. We study then the two alternatives one by one.
If there is such an element, and in case ( ) is commutative, the authors of the mentioned paper define the subgroup generated by all of them, = ⟨ℎ ∈ : ℎ 2 / ∈ ⟩, and prove it is an Abelian subgroup of index 2 in . Moreover, = ( ) ⊂ and there exists a central element of order 2 such that the involution is given by
where is any element not in . With this information we can state and prove the result that no extension of , except perhaps the linear one, makes the set ( ) commutative.
Theorem 2.6. Let be a ring with identity and char = 2, a nonabelian group, : → a group involution such that there exists an element ℎ with ℎ 2 / ∈ and : → a ring involution in the group ring which is an extension of . If the set of symmetric elements ( ) is a subring of then is commutative and is the linear extension of .
Proof. Let be an element of ∖ and ℎ the element mentioned in the hypothesis of the theorem. These satisfy 2 ∈ and ℎ ∈ ∖ . Let us denote by , as before, the restriction of to . If is an arbitrary element of , then + ( ) and ℎ + ( ) (ℎ) are symmetric elements of so, being ( ) commutative, their commutator is zero. But the form of is given by equation (19) so ( ) = , (ℎ) = ℎ and ℎ = (ℎ) and we get, after expanding the commutator and reordering,
The four elements of which are present in previous equation are different from each other; we confirm this now. If ℎ = (ℎ) then ℎ ∈ , which would be contrary to its election; clearly ℎ ∕ = ℎ; finally, if ℎ = (ℎ) then (ℎ) = ℎ, because is central and has order 2, but this would lead to (ℎ 2 ) = ℎ 2 , again contrary to the choice of ℎ. If (ℎ) = ℎ, we would arrive again at ℎ 2 as a symmetric element, and clearly (ℎ) ∕ = (ℎ). The last comparison, ℎ with (ℎ), would give, if equal, ℎ ∈ which, again, is not possible. So they are all different. Therefore we conclude the coefficients in previous equation are all zero so, taking into account the characteristic of the ring, ( ) = for arbitrary ∈ . Then, , the restriction of to , is the identity function and is commutative, so is the linear extension of .
After this result, we next consider the case where every element in the group satisfies 2 ∈ . The paper by Jespers and Ruiz Marín [6] gives conditions that and must verify in this case, provided ( ) is commutative. for every ∈ , then ′ ⊂ ⊂ ( ) and ′ and / ( ) are elementary Abelian 2-groups; is given by ( ) = , where ∈ and 2 = 1 and, finally, for , ℎ ∈ we have ℎ = ℎ ( , ℎ) where, in addition, if
For nonsymmetric elements, and ℎ, their associated elements and ℎ may be, or may be not, equal. In case they are different for, at least, a pair of them, then only the linear extension of can make ( ) commutative. If, on the contrary, they are equal for all nonsymmetric elements, we are in the same scenario as in the case of char ∕ = 2. These are the contents of next proposition.
Proposition 2.8. If char = 2, (
) is commutative and 2 ∈ for every ∈ then:
i. If there exist nonsymmetric elements , ℎ ∈ such that ∕ = ℎ , then is commutative and is the linear extension of .
ii. If = ℎ for every couple of nonsymmetric elements , ℎ ∈ , then:
(a) and are as described in proposition 2.3.
(b) The restriction of to satisfies the same properties as in proposition 2.4
Proof. i. Let , ℎ be nonsymmetric elements of such that ∕ = ℎ . Since they are nonsymmetric, we also have ∕ = 1 ∕ = ℎ . We deal separately with the cases in which and ℎ commute and do not. First, let us consider ( , ℎ) ∕ = 1. Let be an arbitrary element in and consider the two following elements in , + and ℎ + ( ) ℎ ℎ (where, as usual, is the restriction of to ) which are both symmetric. As ( ) is assumed commutative, we have
For the expansion of the commutator we recall proposition 2.7 from where ℎ = ℎ ( , ℎ) = , ℎ or ( , ℎ). The last possibility contradicts the choice of and ℎ, as it would mean = ℎ . The first one means ( , ℎ) = ℎ , and the second, ( , ℎ) = . Let us assume the first one (the other is similar) and now expand the commutator to get 0 = ( + ( )) ℎ + ( + ( )) ℎ + ( + ( )) ℎ ℎ + ( + ( )) ℎ ℎ. (22) As it is clear that the four group elements in this linear combination are all different from each other, we must conclude + ( ) = 0, from which is the identity function. Hence, is commutative and is the linear extension of .
Suppose now that the two nonsymmetric elements and ℎ do commute. The proof goes on by searching two elements and that do not commute and satisfy ∕ = , so the result of previous paragraph applies. Let us see that if at least one nonsymmetric element is in the center of the group, then the result is achieved: let be a nonsymmetric element in ( ), and let , be noncommutative elements. If ∕ = then and are the elements searched for, so let us assume = . Then, the elements and satisfy ( ) ∕ = ( ) and = ∕ = = , so we are done again. Therefore, we consider two nonsymmetric and noncentral elements and ℎ. Let be an element that does not commute with . In case ∕ = we are done, so assume = and let us pay attention on ℎ which may commute with or not. If (ℎ, ) ∕ = 1 they are the elements searched for, as = ∕ = ℎ , but if (ℎ. ) = 1 then ℎ and serve our purpose because ( ℎ, ) = ( , ) ∕ = 1 and ℎ = ℎ = ℎ ∕ = . ii. If , ℎ ∈ do not commute, by hypothesis and proposition 2.7, we have = ℎ = ℎ = ( , ℎ). For any other nonsymmetric element we have therefore = ( , ℎ), so there is only one nontrivial commutator, which we call and any nonsymmetric element behaves under in the form ( ) = . Now consider a central element and a nonsymmetric one. Since is noncentral, it is nonsymmetric, so ∕ = 1. But = and = , this last by the hypothesis, from where = 1. This gives the involution as that of equation (8). We still have to show satisfies the LC property: let , ℎ ∈ ∖ ( ) be such that ℎ = ℎ ; as they commute ℎ = ℎ , but = ℎ because they are both non central so, as these elements are of order 2, ℎ = 1, showing that ℎ ∈ ( ).
In this situation, the statements about the restriction of to are proved in the same way as they were in proposition 2.4.
Previous proposition allows us to state a theorem giving necessary and sufficient conditions for ( ) to be a ring in the case of characteristic 2 and every squared element in the group is symmetric. Theorem 2.9. Let a ring with identity and ℎ ( ) = 2, a nonabelian group, : → a group involution in which 2 ∈ for all elements in the group, and : → a ring involution such that its restriction to is . Then:
, then the ring is commutative and is the linear extension of (in which case, necessary and sufficient conditions for ( ) to be a subring are described in [6] ).
ii. If −1 ( ) = ℎ −1 (ℎ) for all , ℎ ∈ ∖ , then ( ) is a subring if, and only if, the conditions of theorem 2.5 hold.
Proof. i. The necessity of the conditions on the ring and on the involution are established in proposition 2.8-i above, and that of the conditions on the group and its involution in [6] . The sufficiency, since it is the case of a linear extension, is the one proved in that paper.
ii. The necessity of the conditions is proved in proposition 2.8-ii. For the sufficiency, the proof of theorem 2.5 applies here step by step.
Discussion
We have stated and proved three theorems which, in conjunction with the results of Jespers and Ruiz Marín [6] , describe the groups and rings , with involutions : → and : → respectively, such that the involution in the group ring given by equation (1) makes the set of symmetric elements ( ) a subring of . Our results relax the conditions on the ring and involution imposed by previous works, i.e.
being commutative and the identity function. Nevertheless, the conditions we have found are also very restrictive so that in many cases they collapse to the mentioned ones. For instance, if the group and its involution does not fit into the conditions stated in proposition 2.7, the only possible extension of is the linear one and the ring must be commutative. Similarly, from equation (13c) it is easy to show that − ( ) is a central element in , as well as + ( ) from where we conclude that 2 is central for any in . This leads to the result that, if the characteristic of is odd, must be commutative for ( ) to be a subring. Moreover, if is a domain or is a ring with trivial radical the condition (14) leaves no room for any extension of which can make ( ) a subring, but the linear one. However there exist examples of rings and involutions different from the identity which satisfy the conditions of theorems 2.5 and 2.9. The ring { + √ 2 : , ∈ ℤ 4 } together with the involution ( + √ 2) = − √ 2 satisfy the conditions of theorem 2.5. The ring { + √ 3+ √ 5+ √ 15 : , , , ∈ ℤ 2 } with the involution ( + √ 3 + √ 5 + √ 15) = + √ 3 + √ 5 + √ 15 satisfy the conditions of theorem 2.9.
A goal in the study of the set of symmetric elements, ( ) , is that in case it is a subring of , its group of units provides us with a subgroup of ( ), the group of units of . This subgroup is nothing but the set of symmetric units, denoted ( ) = ( ) ∩ ( ) . Jespers and Ruiz-Marín [6] have proved a partial converse of this statement in the case of linear extension: under the assumption that is a periodic group and is a -favourable integral domain, if ( ) is a subgroup of ( ) then ( ) is a subring of . Although it is possible to prove the same result for , the general extension of to , since is required to be a domain, is nothing but the linear extension, so the theorem of Jespers and Ruiz-Marín suffices for this purpose.
