Abstract. A (2, 1)-total labeling of a graph G is an assignment f from the vertex set V(G) and the edge set E(G) to the set {0, 1, .
Introduction
In the channel/frequency assignment problems, we need to assign different frequencies to 'close' transmitters so that they can avoid interference. The L(p, q)-labelings of a graph have been widely studied as one of important graph theoretical models of this problem. An L(p, q)-labeling of a graph G is an assignment f from the vertex set V(G) to the set {0, 1, . . . , k} of nonnegative integers such that | f (x) − f (y)| ≥ p if x and y are adjacent and | f (x) − f (y)| ≥ q if x and y are at distance 2, for all x and y in V(G). We call this invariant (i.e., the minimum value k) the L(p, q)-labeling number and denote it by λ p,q (G) . Notice that we can use k + 1 different labels when λ p,q (G) = k since we can use 0 as a label for conventional reasons. We can find many results on L(p, q)-labelings in comprehensive surveys by Calamoneri [3] and by Yeh [16] .
In [15] , Whittlesey et al. studied the L(2, 1)-labeling number of incidence graphs, where the incidence graph of a graph G is the graph obtained from G by replacing each edge (v i , v j ) with two edges (v i , v i j ) and (v i j , v j ) introducing one new vertex v i j . Observe that an L(p, 1)-labeling of the incidence graph of a given graph G can be regarded as an assignment f from V(G) ∪ E(G) to the set {0, 1, . . . , ℓ} of nonnegative integers such that | f (x) − f (y)| ≥ p if x is a vertex and y is an edge incident to x, and | f (x) − f (y)| ≥ 1 if x and y are a pair of adjacent vertices or a pair of adjacent edges, for all x and y in V(G) ∪ E(G). Such a labeling of G is called a (p, 1)-total labeling of G, introduced by Havet and Yu [7, 8] . The (p, 1)-total labeling number is defined as the minimum value ℓ, and denoted by λ
Preliminaries

A graph G is an ordered set of its vertex set V(G) and edge set E(G) and is denoted by G = (V(G), E(G)).
We assume throughout this paper that a graph is undirected, simple and connected, unless otherwise stated. Therefore, an edge e ∈ E(G) is an unordered pair of vertices u and v, which are end vertices of e, and we often denote it by e = (u, v). For two graphs G 1 and G 2 , we denote (V(G 1 
where V(E ′ ) is the set of end vertices of edges in E ′ ). Two vertices u and v are adjacent if (u, v) ∈ E(G). Let N G (v) denote the set of neighbors of a vertex v in G; N G (v) = {u ∈ V | (u, v) ∈ E(G)}. The degree of a vertex v is |N G (v)|, and is denoted by d G (v). A vertex v with d G (v) = k is called a k-vertex.
We use ∆(G) (resp., δ(G)) to denote the maximum (resp., minimum) degree of a graph G. A path P in G is a sequence v 1 , v 2 , . . . , v ℓ of vertices such that (v i , v i+1 ) ∈ E(G) for i = 1, 2, . . . , ℓ − 1; we may denote P as (v 1 , v 2 , . . . , v ℓ ) and let V(P) = {v 1 , v 2 , . . . , v ℓ } and E(P) = {(v 1 , v 2 ), (v 2 , v 3 ), . . . , (v ℓ−1 , v ℓ )}. We often drop G in these notations if there are no confusions.
The vertex-connectivity of a graph G, denoted by κ(G), is defined as the minimum cardinality of a vertex set
Notice that a graph G has no cut vertex if and only if κ(G) ≥ 2. Two vertices u and u ′ are called 2-connected if they belong to the same connected component in G − v for any cut vertex v of G with v {u, u ′ }. A subgraph G ′ of G is called a 2-connected component if every two vertices in G ′ are 2-connected and G ′ is maximal to this property. It is not difficult to see that if κ(G) = 1, then there exists a 2-connected component which contains exactly one cut vertex of G.
A graph is called planar if it can be drawn in the plane without generating a crossing by two edges. For such a drawing of G in the plane, after omitting the line segments, the plane is divided into regions; such a region is called a face. A face whose vertex set is
We call a face consisting of k vertices a k-face.
A planar graph G is called outerplanar if it can be drawn in the plane so that all vertices lie on the boundary of some face. Such a drawing is referred to as an outerplane graph. The face whose boundary contains all vertices of G is called the outer face and all other faces are called inner faces. We call an edge belonging to the boundary of the outer face an outer edge and all other edges inner edges. An inner face is called an endface if its boundary contains exactly one inner edge (note that there exist at least two endfaces if G contains an inner edge).
Let
Notice that f is also a (2,1)-total labeling of G.
Case ∆(G) = 3
Let G = (V, E) be an outerplane graph with ∆(G) = 3. Chen and Wang [4] showed that if κ(G) ≥ 2, then λ Lemma 1. Let G = (V, E) be an outerplane graph with ∆(G) = 3, G 1 be a 2-connected component in G, and (u, v) be an inner edge in G 1 . Assume that G 1 − {u, v} contains a connected component G 2 with no cut vertex in G and
Proof. By symmetry of labelings, we only consider the case where
There are the two possible cases 
Moreover, by choosing an endface not containing {x, y} in Step 4.2 of Algorithm LABEL-K2, we can obtain such a labeling f 1 that f 1 (xu 
′ is a 3-vertex and v ′ is a 2-vertex (the other case can be treated similarly). Let f 1 :
Moreover, as observed in (Case-1.1), we can obtain such a f 1 that f 1 (xu
′ is not adjacent to a 3-vertex, we can obtain such a f 1 that f 1 (v ′ ) = 1 by avoiding assigning label 2 to any vertex in {x, y, v ′ } in Step 2.2. Observe that if f 1 (v ′ ) = 1, then a (2,1)-total labeling g of G can be constructed by combining f and f 1 similarly to (Case-1.1). Hence, we consider the case where the vertex w ( y) adjacent to v ′ in G 3 is a 3-vertex; f 1 (w) = 1. Then we can reassign labels for x, y, and v ′ as any one of two possible labelings (a) f 1 (x) = 1, f 1 (y) = 0, and f 1 (v ′ ) = 2 and (b) f 1 (x) = 1, f 1 (y) = 2, and f 1 (v ′ ) = 0 without violating the feasibility. Observe that the labeling g such that 
Moreover, by choosing an endface not containing x in Step 4.2 of Algorithm LABEL-K2, we can obtain such a labeling f 1 that f 1 (xu
2) Assume that u ′ is a 3-vertex and v ′ is a 2-vertex (the other case can be treated similarly). Let
. Also, in the case where Step 2.2 is applied to the sequence of 2-vertices containing x and v ′ , we can assign label 1 to v ′ by assigning label 2 to x (notice that in this case, v ′ is not adjacent to any 3-vertex because the sequence of 2-vertices containing v ′ consists of odd vertices). Observe that if f 1 (v ′ ) = 1, then a (2,1)-total labeling g of G can be constructed by combining f and f 1 similarly to (Case-2.1). Hence, we consider the case where Step 2.1 is applied to the sequence of 2-vertices containing x and v ′ ; f 1 (v ′ ) = 0. Then we can reassign label 2 to v ′ without violating the feasibility. We can see that the labeling g such that
By using this lemma, we can prove that Chen and Wang's conjecture is true in the case of ∆(G) = 3.
Proof. We prove this by induction on k = |V(G)| + |E(G)|. The theorem clearly holds if k ≤ 7. Consider the case of k ≥ 8 and assume that for each k ′ < k, this theorem holds. We also assume that G is connected, since otherwise we can treat each component separately.
Consider the case where δ(G) = 1. Let u 1 be a vertex with d(u 1 ) = 1. By the induction hypothesis, G − u 1 has a (2,1)-total labeling f :
Let u 2 be the neighbor of u 1 in G and u 3 , u 4 be vertices adjacent to u 2 in G −u 1 where u 3 = u 4 may occur (note that ∆(G) = 3). Hence we can extend f to the edge (u 1 , u 2 ) and the vertex u 1 as follows: assign a label a
Consider the case of δ(G) = 2. In In each case, we will extend f to a (2,1)-total labeling f
First consider the case where G 1 has no inner edge. Assume that on the boundary of its outerface in G 1 , each vertex is numbered u 1 (= v c ), u 2 , . . . , u r in clockwise order. Then, in each case of (Case-1)-(Case-3), we can obtain a (2,1)-total labeling f ′ of G in the following manner: 
, then assign label 5 (resp., 4) to (u r , v c ), and labels 4 and 5 (resp., 5 and 4) alternately to the sequence (u r , u r−1 ), (u r−1 , u r−2 ), . . . , (u 2 , v c ) of outer edges in counter-clockwise order. Then if f ′ (v c w) ∈ {4, 5}, then reassign label 3 to (u 2 , v c ), and if f ′ (v c w) = 3 and r is odd, then reassign label 3 to (u 3 , u 2 ) and label 4 to (u 2 , v c ).
Next consider the case where G 1 has an inner edge. Assume that on the boundary of its outerface in G 1 , each 3-vertex is numbered x 1 , x 2 , . . . , x p in clockwise order. Also assume that for i = 1, 2, . . . , p, each 2-vertex on the path connecting x i and x i+1 (on the boundary of its outerface) is numbered y 
Observe that the resulting labeling f ′ is a (2,1)-total labeling of G.
If p ′ = 2 and u a (2,1) -total labeling of G in the following manner, where "assigning a label k to z ∈ V ∪ E" means that f ′ (z) := k. 
, and extend f ′ to a (2,1)-total labeling of G according to Lemma 1.
If q p
Observe that the resulting labeling f ′ is feasible for 
Assign labels 1 and 0 alternately to 2-vertices y 
Assign labels 0 and 1 alternately to 2-vertices y
First consider the case where p ′ = 2 and
Next consider the case where p ′ = 2 and u
Observe that in both cases, the resulting labeling is feasible for 
in clockwise order and assign labels 4 and 5 (resp., 5 and 4) alternately if the number of outer edges in G 2 is even (resp., odd). Notice that as a result, the edge (y
(3.2) Assume that f ′ (w) = 0. We can obtain a (2,1)-total labeling of G in the following manner. 
in clockwise order and assign labels 1 and 0 (resp., 0 and 1) alternately if the number of outer edges in G 2 is even (resp., odd). Notice that as a result, the edge (y
Let G = (V, E) be an outerplane graph. The following structural properties of outerplane graphs are known. In [4] , Chen and Wang proved that if G does not contain (C3) and ∆(G) = 4 holds, then λ T 2 (G) ≤ 6. Their proof utilizes the property that if G contains (C1) or (C2), then a (2,1) -total labeling of G can be extended from a (2,1)-total labeling of some proper subgraph of G. Here, we investigate the case where G contains neither (C1) nor (C2), and derive a new structural property, i.e, if G contains neither (C1) nor (C2) and ∆(G) = 4 holds, then G contains a new configuration as shown in Lemma 2 below, which includes (C3) as a subconfiguration.
Assume that ∆(G) = 4. Define a chain of 3-faces as a sequence
of 3-faces such that (u 2i−1 , u 2i ) and (u 2i , u 2i+1 ) are on the outer face of G and (u 2i−1 , u 2i+1 ) is an inner edge for each i = 1, 2, . . . , t (see Fig. 1 ). Notice that d(u 2i ) = 2 holds for each i = 1, 2, . . . , t and that d(u 2i+1 ) = 4 holds for 
would satisfy the conditions of (C2). By the assumption of Case-I, the inner edge belongs to some endface, and hence we can see that another 3-face [v
} is a chain. By repeating similar observations, it follows that there exists a chain (Case-II) For an inner edge (v 
which is a required chain.
⊓ ⊔
By utilizing this lemma, we show that λ
Proof. We prove this by induction on k = |V(G)| + |E(G)|. The theorem clearly holds if k ≤ 9. Consider the case of k ≥ 10 and assume that for each k ′ < k, this theorem holds. We also assume that G is connected, since otherwise we can treat each component separately. Thus, 1 ≤ δ(G) ≤ 2.
In the case of δ(G) = 1, similarly to the proof of Theorem 1, we can observe that G has a (2,1)-total labeling
Consider the case where δ(G) = 2. By Theorem 2, G contains at least one of the configurations (C1)-(C3). In u 2t+1 ) is an inner edge. Let w 1 (resp., w 2t+1 ) denote the vertex not in C which is adjacent to u 1 (resp., u 2t+1 ) (note that by ∆(G) = 4, no edge other than (u 1 , w 1 ) and (u 2t+1 , w 2t+1 ) connects C and the remaining part of G). By the induction hypothesis, H := (G − {u 2 , u 3 , . . . , u 2t }) − {(u 1 , u 2t+1 )} has a (2,1)-total labeling f : V(H) ∪ E(H) → L 6 . Then by d H (u 1 ) = d H (u 2t+1 ) = 1, we can assign any label in L 6 − { f (w 1 ), f (u 1 w 1 ) − 1, f (u 1 w 1 ), f (u 1 w 1 )+1} (resp., L 6 −{ f (w 2t+1 ), f (u 2t+1 w 2t+1 )−1, f (u 2t+1 w 2t+1 ), f (u 2t+1 w 2t+1 )+1}) to u 1 (resp., u 2t+1 ) without violating the feasibility. Let L(u 1 ; f ) and L(u 2t+1 ; f ) denote the sets of such possible labels with respect to f for u 1 and u 2t+1 , respectively; L(u 1 ; f ) = L 6 − { f (w 1 ), f (u 1 w 1 ) −1, f (u 1 w 1 ), f (u 1 w 1 ) + 1} and L(u 2t+1 ; f ) = L 6 − { f (w 2t+1 ), f (u 2t+1 w 2t+1 ) − 1, f (u 2t+1 w 2t+1 ), f (u 2t+1 w 2t+1 ) + 1}. Notice that |L(u 1 ; f )| ≥ 3 and |L(u 2t+1 ; f ))| ≥ 3.
Claim. L(u 1 ; f ) × L(u 2t+1 ; f ) contains one of (0, 6), (0, 1), (1, 2), (2, 3), (3, 4) , (4, 5) , (5, 6) , (6, 0), (6, 5) , (5, 4) , (4, 3) , (3, 2) , (2, 1), and (1, 0).
Proof. Assume for contradiction that this claim does not hold. First consider the case of {0, 6} ⊆ L(u 1 ; f ). By assumption, {0, 6} ∩ L(u 2t+1 ; f ) = ∅. This inidcates that (a1) f (w 2t+1 ) = 0 and f (u 2t+1 w 2t+1 ) ∈ {5, 6} or (a2) f (w 2t+1 ) = 6 and f (u 2t+1 w 2t+1 ) ∈ {0, 1}. In the case of (a1), we have 1 ∈ L(u 2t+1 ; f ) (i.e., (0, 1) ∈ L(u 1 ; f ) × L(u 2t+1 ; f )) and in the case of (a2), we have 5 ∈ L(u 2t+1 ; f ) (i.e., (6, 5) ∈ L(u 1 ; f ) × L(u 2t+1 ; f ))), a contradiction.
Next consider the case of 0 ∈ L(u 1 ; f ) and 6 L(u 1 ; f ). By assumption, {1, 6} ∩ L(u 2t+1 ; f ) = ∅. This indicates that (b1) f (w 2t+1 ) = 1 and f (u 2t+1 w 2t+1 ) = 5, (b2) f (w 2t+1 ) = 1 and f (u 2t+1 w 2t+1 ) = 6, (b3) f (w 2t+1 ) = 6 and f (u 2t+1 w 2t+1 ) = 0, (b4) f (w 2t+1 ) = 6 and f (u 2t+1 w 2t+1 ) = 1, or (b5) f (w 2t+1 ) = 6 and f (u 2t+1 w 2t+1 ) = 2. In the case of (b1) (resp., (b2), (b3), (b4), (b5)), we have L(u 2t+1 ; f ) = {0, 2, 3} (resp., {0, 2, 3, 4}, {2, 3, 4, 5}, {3, 4, 5}, {0, 4, 5}). By assumption that f does not satisfy this claim, it follows that in the case of (b1) (resp., (b2), (b3), (b4), (b5)), L(u 1 ; f ) ⊆ {0, 5} (resp., {0}, {0} {0, 1}, {0, 2}). All of these cases contraict |L(u 1 ; f )| ≥ 3.
By symmetry of labelings, the case of 6 ∈ L(u 1 ; f ) and 0 L(u 1 ; f ) can be treated similarly to the previous case. Finally, consider the case of {0, 6} ∩ L(u 1 ; f ) = ∅. Assume that {0, 6} ∩ L(u 2t+1 ; f ) = ∅, since any other case can be treated similarly by exchanging parts of u 1 and u 2t+1 . Then we can observe that 3 ∈ L(u 1 ; f ), {2, 4} ∩ L(u 1 ; f ) ∅, 3 ∈ L(u 2t+1 ; f ), and {2, 4} ∩ L(u 2t+1 ; f ) ∅. It follows that (2, 3) or (4, 3) are contained in L(u 1 ; f ) × L(u 2t+1 ; f ), a contradiction.
⊓ ⊔
