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We compute—at finite quark chemical potentials—the color screening of cold quark matter at the
one-loop level, comparing the normal, BCS-paired U(1)em (or Higgs) phase and a singlet phase with
color-singlet condensate near the Fermi surface. The latter phase is computed using the example
of two-color QCD with a color-singlet diquark condensate. In contrast to the normal and Higgs
phases, neither electric nor magnetic screening masses appear in the singlet phase. The absence
of a magnetic mass, within a perturbative framework, is a consequence of the proper treatment
of gauge invariance. While at large momenta the gluon self-energies approach those in the normal
phase, the medium contributions to the infrared region below a scale of the mass gap are substantially
suppressed. Infrared gluons at low quark density in the singlet phase appear protected from medium
effects, unless the quark-gluon vertices are significantly enhanced in the infrared.
PACS numbers:
I. INTRODUCTION
Many properties of degenerate quark matter at large
quark densities can be understood within a picture of
weakly coupled quarks and gluons [1–3]. However, at in-
termediate quark chemical potentials, µ ∼ ΛQCD, where
ΛQCD is the QCD scale parameter, strong coupling dy-
namics intrinsic to QCD dominate, until strong screen-
ing by the medium sets in. Our aim in this paper is to
delineate screening effects of the medium on the gluon
dynamics in this intermediate regime, a regime relevant
for phenomenology, e.g., the physics of neutron stars.
The effects of the medium on the gluon polarization,
or self-energy, depend on how quarks participate in the
screening processes [4, 5]. A condensate formed near the
Fermi surface affects the quark mass gap ∆ as well as the
effective quark-gluon coupling, indicating the need to de-
termine screening effects and mass gaps self-consistently
in finite-density quark matter.
The importance of the gap on quark properties de-
pends on the size of the domain over which quark self-
energies are modified (Fig. 1). In weak coupling with a
small gap, the gap is relevant only in the very vicinity
of the Fermi surface; elsewhere quarks behave normally.
Consequently, the effects of the gap are important only
for gluons of momenta smaller than the gap. Therefore in
weak coupling one does not need to take into account ef-
fects of the gap on the gluon self-energy, which arise only
in a limited region of phase space. Such a picture allows
one to use in-medium gluon propagators computed in the
hard-dense-loop limit, which Son [6] used to reliably es-
timate the color superconducting gap for µ ΛQCD.
The situation differs for strong coupling, αs ∼ 1, where
gaps are ∼ ΛQCD, and a substantial fraction of quarks—
within a domain |Eq − µ| ∼ ∆ behave differently from
those in the normal phase. The number of soft gluons
affected by such quarks is no longer small, and thus the
nature of the gluon sector can be substantially different
from that in normal quark matter. Thus, extrapolation
of the hard-dense-loop picture is inconsistent and poten-
FIG. 1: A Fermi sea of quarks condensed in a domain around
the Fermi surface of thickness ∼ ∆. Soft gluons mainly per-
turb soft quarks close to the Fermi surface, which in turn
interact back on the gluons. Quarks with large mass gaps
hardly react to perturbations from soft gluons with momenta
smaller than ∼ ∆. The exception is the BCS-condensed (or
Higgs phase) in which soft colored phase fluctuations of the
condensate strongly react, giving a Meissner mass. This feed-
back does not occur if the condensate is a color singlet, in
which soft gluons are protected from backreactions.
tially misleading.
In this paper we examine how a large quark mass gap,
∼ ΛQCD, affects screening in different possible phases
of dense matter, including the normal phase—a U(1)em
BCS-paired, or “Higgs phase”—and a phase with a quark
color singlet condensate. We investigate the gluon po-
larization in the one-loop approximation over wide re-
gions of momenta and values of the gap, ∆. While one-
loop calculations include nonperturbative effects related
to condensation, they basically extrapolate the perturba-
tive picture, and thus cannot allow one to reach definitive
conclusions, which may depend on further nonperturba-
tive physics. However they allow one to investigate how
screening effects differ for various phases at the same or-
der of loops, and furthermore, they serve as a useful step
to sharpen questions about nonperturbative gluon dy-
namics at finite density.
In determining the gluon polarization function it is
critical to include gauge invariance or, equivalently, the
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2related conservation laws [7, 8] to avoid artificial contri-
butions in the simplest one-loop calculations. We dis-
cuss, in this context, the physics of a constant gap as
well as one dependent on momentum, and we will see
that different artifacts arise in these two cases, requiring
different resolutions; in the former the artifact typically
comes from a gauge-variant regularization, while in the
latter the problem arises from use of the bare—rather
than renormalized—vertex. As we show, the artifacts,
for ∆ ∼ ΛQCD, are not negligible and even affect quali-
tative interpretations, especially in the magnetic sector.
We compare in this paper characteristic screening fea-
tures of the normal phase—a U(1)em Higgs phase—and
a color-singlet quark condensate, which we call a “sin-
glet phase.” In particular we study the realization of
the phase in two-color QCD as a color-singlet diquark
condensate near the Fermi surface. The two-color QCD
system is theoretically simpler than that with three col-
ors, and moreover lattice studies are possible due to the
absence of the sign problem [9–11], making this a well-
suited system for illustrative purposes.
Let us briefly overview the characteristic features of
the gluon polarization function in these three phases. In
normal quark matter, quarks are gapless near the Fermi
surface. The one-loop results for in-medium electric and
magnetic screening masses, mE and mM , for for a num-
ber of flavors Nf = 2, are
m2E(k)
g2s(k)
∣∣∣∣
k0=0,~k→0
=
Nfµ
2
pi2
' 0.2µ2
(normal phase), (1)
for gluons with small momenta ~k. (Here we divide m2E
by g2s , because we are interested in comparing the vac-
uum gluon polarization and in-medium effects, both of
which have an overall factor, ∼ g2s .) Electric screening
is well dominated by particle-hole excitations near the
Fermi surface, and the factor µ2 reflects the fact that
their phase space is proportional to the area of the Fermi
surface. Taking this expression at face value, we see that
at low density, µ ∼ (1.5− 2.0)ΛQCD ∼ (0.3− 0.4) GeV,
m2E/g
2
s ∼ (0.45− 0.8) Λ2QCD (normal quark matter); (2)
this rough estimate implies that electric screening is siz-
able even for small quark Fermi seas, and medium con-
tributions may dominate vacuum screening effects.
On the other hand, there is no screening in the mag-
netic sector at zero frequency; rather gluons undergo
Landau damping at finite frequency [12],
m2M (k) ' −i
k0
|~k|
m2E (normal phase), (3)
for k0  |~k|. The absence of a magnetic screening
(or Meissner) mass is a consequence of exact cancella-
tions between the paramagnetic particle-hole contribu-
tions and the diamagnetic particle-antiparticle contribu-
tions.
We assume, in discussing a U(1)em Higgs phase, that
the system is charge neutral, that the gap ∼ ΛQCD is gen-
erated by attractive quark interactions, and that the cou-
pling constant is the QCD coupling gs instead of the elec-
tromagnetic coupling constant. This phase has an elec-
tric as well as magnetic mass. At one-loop, the screening
masses are
m2E/g
2
s ∼ µ2 , m2M/g2s ∼ µ2 . (Higgs phase) (4)
Both the electric and magnetic masses are of the scale
µ. On the other hand, the size of domain in momentum
space that differs from the normal phase is ∼ ∆. Beyond
k ∼ ∆, both screening masses approach those in the nor-
mal phase. In contrast to the situation in weak coupling,
µ ΛQCD, the dominant magnetic interactions are char-
acterized by a Meissner mass instead of Landau damping;
the latter occurs only at |~k| beyond ∆ due to the lack of
phase space for decays.
Finally we consider a phase with a color-singlet con-
densate. In the absence of color pairing, the magnetic
mass should vanish. In addition, as we shall see, screen-
ing in the gluon electric sector is also absent as a conse-
quence of the quark mass gap, together with the vanish-
ing at long wavelengths of the matrix element between
the color current and quark particle-hole excitations. As
we show below, the masses in the gluon polarization func-
tion behave at small ~k like:
m2E(k)/g
2
s ∼ ~k2 ×
µ2
∆2
+ · · ·
m2M (k) ∼ 0 (singlet phase). (5)
Thus gluons in the infrared limit are protected from
medium effects; instead, screening effects renormalize the
effective color charges, as in the magnetic sector of the
normal phase. In the magnetic sector, Landau damp-
ing, as in the Higgs phase, is operative only for |~k| be-
yond ∼ ∆. Due to suppression of electric and magnetic
screening effects for the gluons in medium that produce
the color-singlet condensate, one can expect much larger
quark mass gaps than those obtained with a hard-dense-
loop gluon propagator. This regime is somewhat similar
to that in quark matter at large Nc [13], in which quark-
loop effects can be ignored and gluons remain strongly
interacting.
We mention candidates of phases in three-color QCD
for which our results for the singlet phase can provide in-
sights. The first is the inhomogeneous chiral condensate
phase [14, 15] which recently attracted renewed attention
in quark matter at strong coupling [16, 17]. The conden-
sation is mainly created here by color-singlet particle-hole
pairs of nonzero total momentum. Some (but not all) in-
homogeneous phases open a mass gap near the Fermi
surface. This situation has a resemblance to the singlet
phase in this paper.
Another interesting example is the two-flavor color su-
perconductor with residual unbroken color SUc(2) sym-
metry, investigated by in detail by Rischke [4]. Although
3the condensate is not a color singlet, aspects of the
physics in that case are similar to those in the singlet
phase: SUc(2) gluons do not directly couple to the di-
quark condensate and thus do not acquire a Meissner
mass, and at the same time gapped quarks do not gen-
erate an electric mass either. Conceptually the present
study has several overlaps with the proposed asymptotic
deconfinement scenario at high density of Rischke, Son,
and Stephanov [18].
This paper is organized as follows. In Sec. II we fix our
conventions and summarize standard techniques, such
the Nambu-Gor’kov basis, particle-antiparticle projec-
tion operators, etc. In Sec. III we remark generally on as-
pects of polarization functions, such as vacuum subtrac-
tion, constraints from conservation laws, and the mini-
mally improved vertex. In Sec. IV we present the sim-
plest one-loop calculations, and in Sec. V we take into
account gauge invariance, thus erasing artificial contri-
butions and correcting the simple one-loop result. Then
in Sec. VI we show numerical results for the gluon po-
larization function for various momenta and gaps. The
final section, Sec. VII, is devoted to a summary and dis-
cussion of possible phenomenological applications, and
a confrontation of our results with the lattice data for
Landau gauge propagators.
In this paper we consider only zero temperature and
the two-flavor limit with equal masses for the u and
d quarks. We work in Euclidean coordinates, pµ =
pµ = (p0, ~p ), with γ matrices satisfying {γµ, γν} = 2δµν ,
γµ = γ
†
µ, and γ5 = γ
†
5. The partition function and action
are related as Z =
∫
e−S =
∫
e−
∫ L and the fermionic
part of the Lagrangian is given by Lf = ψ¯ ( /D +m)ψ
with ψT = (u, d) and Dµ = ∂µ+iA
a
µTa, where Ta = σa/2
is the SU(2) color matrix. We absorb the gauge cou-
pling constant gs into definition of the gluon field A
a
µ,
and take the gauge action trG2µν/2g
2
s , where Gµν is the
usual field-strength tensor. For flavor we use the Pauli
matrices τf . We denote the energy of a normal parti-
cle by Eq =
√
~q2 +m2, and use (q) for the excitation
energy of a quasiparticle (and quasiantiparticle) We also
use the shorthand
∫
x
≡ ∫ d4x and ∫
k
≡ ∫ d4k/(2pi)4.
II. TWO-COLOR QCD
We consider here diquark condensation in two-color
QCD with two flavors. The simplest condensate, a color
and flavor singlet, with quantum number JPC = 0++,
breaks U(1)B symmetry, but keeps color and flavor sym-
metry unbroken. In this channel, both the color elec-
tric and magnetic interactions are attractive, which im-
plies that this condensate is the most favored. Be-
cause the color and flavor wave functions are totally anti-
symmetric, the diquark condensate takes the form
d = −cc′ff ′
〈(
ψ¯C
)f
c
γ5 ψ
f ′
c′
〉
=
〈
ψ¯Cτ2σ2γ5ψ
〉
, (6)
where we use (τ2)fg = ifg, etc. where  is the antisym-
metric tensor in two indices; the factor γ5 gives positive
parity. To describe the U(1)em Higgs phase, we simply
replace τ2σ2 by unity. We construct the quark propaga-
tor with a self-energy that yields the desired condensate
structure.
We carry out all computations in the Nambu-Gor’kov
basis (see Ref. [19] for useful details), with the spinor
Ψ(x) ≡ (ψ,ψC)T /
√
2, where ψC(x) ≡ Cψ¯T (x) [23]. In
this basis, the quark kinetic and mass terms are
Lkin,mass = ψ¯ [ /∂ − µγ0 +m ]ψ
= Ψ¯
[
/∂ − µγ0 +m 0
0 /∂ + µγ0 +m
]
Ψ,(7)
and the quark-gluon vertex is
Lint = iψγµTaAaµψ = iΨ¯ ΓaµAaµΨ , (8)
where
Γaµ ≡ γµRa , Ra ≡
[
Ta 0
0 −TTa
]
. (9)
The transpose of the color matrix appears because the
color transformation, ψ → eiθaTaψ, gives a rotation,
ψC → e−iθaTTa ψC . For the U(1)em Higgs phase, we re-
place Ta by unity.
To generate a diquark condensation, we include the
spatially dependent quark self-energy in the quark prop-
agator,
Σ(q) =
[
0 ∆¯(q)
∆(q) 0
]
. (10)
where the energy gap is given by
∆(q) = τ2σ2γ5 ( ∆p(q)Λp(q) + ∆a(q)Λa(q) ) , (11)
and ∆¯(q) = γ0∆
†(q)γ0. The particle gap ∆p and the
antiparticle gap ∆a depend differently on condensates
formed near the Fermi surface. The particle and antipar-
ticle projection operators are defined by
Λp,a(q) = γ0
Eqγ0 ± (m− i~γ · ~q)
2Eq
. (12)
and have the properties,
Λp + Λa = 1 , Λ
2
p,a = Λp,a , ΛpΛa = 0 , Λ
†
p,a = Λp,a.
(13)
We further introduce the projection operators for charge-
conjugated fields,
ΛCp,a = Λa,p, (14)
which obey the useful relations
γ0Λp,aγ0 = γ5Λ
C
p,aγ5 . (15)
4We define the quark propagator
S = i
[ 〈ψψ¯〉 〈ψψ¯C〉
〈ψC ψ¯〉 〈ψC ψ¯C〉
]
. (16)
With the self-energy (10),
S−1(q) =
[ − i/q − µγ0 +m ∆¯(q)
∆(q) − i/q + µγ0 +m
]
. (17)
The propagator yields quasiparticles of energy ±p,a(q)
where
p(q) =
√
(Eq − µ)2 + |∆p(q)|2 ,
a(q) =
√
(Eq + µ)2 + |∆a(q)|2 . (18)
The nonanomalous and anomalous parts of the propaga-
tor are
S(q) =
[ SD11(q) τ2σ2 SD12(q)
τ2σ2 SD21(q) SD22(q)
]
, (19)
where the SD contain the Dirac structures. The normal
parts are, explicitly,
SD11(q) = −
[
|up(q)|2
iq0 − p(q) +
|vp(q)|2
iq0 + p(q)
]
Λpγ0
−
[
|va(q)|2
iq0 − a(q) +
|ua(q)|2
iq0 + a(q)
]
Λaγ0 ,(20)
and
SD22(q) = −
[
|vp(q)|2
iq0 − p(q) +
|up(q)|2
iq0 + p(q)
]
ΛCp γ0
−
[
|ua(q)|2
iq0 − a(q) +
|va(q)|2
iq0 + a(q)
]
ΛCa γ0,(21)
while the anomalous parts are
SD12(q) = −
[
u∗pv
∗
p(q)
iq0 − p(q) −
u∗pv
∗
p(q)
iq0 + p(q)
]
Λpγ5
−
[
u∗av
∗
a(q)
iq0 − a(q) −
u∗av
∗
a(q)
iq0 + a(q)
]
Λaγ5, (22)
and
SD21(q) =
[
upvp(q)
iq0 − p(q) −
upvp(q)
iq0 + p(q)
]
ΛCp γ5
+
[
uava(q)
iq0 − a(q) −
uava(q)
iq0 + a(q)
]
ΛCa γ5.(23)
The coherence factors u and v obey
|up,a(q)|2 = 1
2
(
1 +
Eq ∓ µ
p,a(q)
)
,
|vp,a(q)|2 = 1
2
(
1− Eq ∓ µ
p,a(q)
)
; (24)
then |up|2 + |vp|2 = |ua|2 + |va|2 = 1, and
upvp(q) =
∆p(q)
2p(q)
, uava(q) =
∆a(q)
2a(q)
. (25)
The gap functions and resulting condensates as well as
the coherence factors can have complex phases associated
with the violation of U(1)B symmetry. For simplicity we
chose the phases so that u and v are real and positive.
III. GLUON POLARIZATIONS
In this section we remark on the structure of the polar-
ization functions, vacuum subtraction and renormaliza-
tion, and the constraints from conservation laws, as well
as improving the quark-gluon vertex.
A. Structures of the gluon polarization functions
At finite baryon density, the gluon propagator must
satisfy rotational symmetry in space, and thus it can be
written generally in terms of electric, magnetic, and lon-
gitudinal components as
Dµν(k) = P
E
µνDE(k) + P
M
µνDM (k) +D
L
µν(k) , (26)
where
DE,M (k) =
g2s
k2 + ΠE,M
, (27)
and kµD
L
µν 6= 0. The projection operators,
PMij = δij −
kikj
~k2
,
PM00 = P
M
0i = P
M
i0 = 0 ,
PEµν = gµν −
kµkν
k2
− PMµν , (28)
satisfy the transversality condition, kµP
M,E
µν = 0, as well
as PE,Mµα P
E,M
αν = P
E,M
µν and P
E
µαP
M
αν = 0. The func-
tion DLµν , which depends on the gauge fixing, can be
anisotropic. The polarization functions ΠE,M include
antiscreening effects from gluon loops as well as screen-
ing effects from quarks.
We restrict ourselves here to calculating the gluon po-
larization at the one-loop level, which contains correla-
tions of the quark color currents, jaµ = ψ¯γµtaψ = Ψ¯Γ
a
µΨ,
but does not reflect the full non-Abelian structure. At
one loop,
Πabµν(k) ≡
∫
x
eikx
〈
jaµ(x)j
b
ν(0)
〉
= PMµνΠ
ab
M (k) + P
E
µνΠ
ab
E (k) + Π
L,ab
µν (k) , (29)
where a, b are quark color indices. In general ΠL,abµν (k)
can be anisotropic (and not necessarily simply of the
5form ∼ kµkνΠL. At the one-loop level one has kµΠabµν =
kµΠ
L,ab
µν = 0 (see the discussions around Eq. (42)), but
not beyond one loop, because the quark color current
is not separately conserved [24]. In the following, when
ΠL00 = 0, as in a properly gauge-invariant treatment, ΠE
and ΠM have the structures
ΠE(k) =
k2
~k2
Π00(k) [for Π
L
00(k) = 0] ,
ΠM (k) =
1
2
PMµνΠ
ab
µν(k) , (30)
where Π00 is the 00 self-energy in the radiation gauge. We
emphasize that application of projection operators does
not automatically guarantee that we extract the physical
contributions. In fact, the artificial contributions can (as
we will see in Sec.V) appear in the gµν component. The
physical ΠE and ΠM can be determined only after gauge-
variant artifacts are identified and removed.
B. Vacuum subtraction and renormalization
The polarization functions at finite density in general
contain particle-hole and particle-antiparticle contribu-
tions. As at zero density, the particle-antiparticle con-
tributions contain ultraviolet divergences which require
renormalization. We consider here renormalization by
subtraction of appropriately constructed counterterms.
Once the vacuum is correctly renormalized there are no
further divergences at finite density. The renormalized
ΠRvac and bare self-energies Πvac in vacuum are related,
with indices temporarily omitted, as
ΠRvac(k;λR) = Πvac(k) + δcΠvac(k;λR) , (31)
where λR is the momentum scale at which one renormal-
izes the vacuum terms, and δcΠvac(k;λR) is the coun-
terterm which (i) removes the UV divergence, (ii) forces
ΠRvac(k;λR) to be the experimental value at k
2 = λ2R, and
(iii) restores symmetries that can be artificially violated
by the UV regularization scheme [25]. Using the coun-
terterm defined in vacuum, the renormalized self-energy
at finite density is
ΠR(k;λR) = Π(k) + δcΠvac(k;λR)
= ΠRvac(k;λR) + ∆Π(k), (32)
where
∆Π(k) ≡ Π(k)−Πvac(k) . (33)
is a target of our computations.
Finally, we note that the problem in applying the
renormalized expression (32) to QCD computations for
small k is that the vacuum expression at small k—which
is considerably affected by non-perturbative effects—
is not precisely known. Therefore we simply model
ΠRvac(k;λR) and Πvac(k) with the usual one-loop re-
sult, replacing current quark masses with the constituent
quark masses, Mχ ∼ 300 MeV. This treatment intro-
duces additional ambiguities to our estimates.
C. Gauge invariance or the transversality condition
In the simplest one-loop computations with the bare
vertex, two types of artificial contributions appear, de-
pending on whether the gap is constant or momentum
dependent. Without the removal of these artifacts, we
would find, for instance, a nonzero color magnetic screen-
ing mass even without symmetry breaking in color.
The first type of artifact is related to the regularization
scheme. In the usual loop computations at finite density,
we first pick up residues from the q0 integration and then
integrate over spatial momenta |~q |. For this treatment
to be unambiguous, |~q | must be cut off at some UV scale
Λ, otherwise the residues with |~q | → ∞ may lie outside
of the circle we draw in the complex q0 plane to pick
up residues. But the introduction of the cutoff violates
particle conservation and, as a result, gauge invariance,
yielding regularization-dependent artifacts. Such contri-
butions must be removed using gauge-variant countert-
erms to restore gauge invariance in the final expression.
The second type is more physical. The self-energy
term, ∼ ∫
x,y
ψ¯C(x)∆(x − y)ψ(y), in coordinate space is
nonlocal and breaks local color-gauge invariance, since
under a gauge transformation it transforms as
ψ¯C(x)∆(x− y)ψ(y)
→ ψ¯C(x)∆(x− y) e−iTaθa(x)eiTaθa(y)ψ(y) , (34)
where we used eiT
T
a θaτ2 = τ2e
−iTaθa . This self-energy
term is invariant for a constant gap, ∆(x−y) = ∆δD(x−
y), but not for one with momentum dependence. In the
former case, as we show, using the bare vertex in the
loop is sufficient to maintain the transversality condi-
tion. In the latter case, however, it is essential to use the
improved vertices to eliminate the gauge-variant compo-
nents in the approximate quark propagators. As clarified
by Nambu for the BCS theory [7], the Ward-Takahashi
identity can be used to constrain the form of the longi-
tudinal vertex through the quark propagators, and such
a vertex can cure the transversality condition. Equiva-
lently, one needs to derive the self-energy self-consistently
via a Φ-derivable approximation [8].
In order to identify such gauge-variant contributions,
we use a general identity obeyed by correlation functions
relating the quark color current with other fields. The
identity, whose derivation is given in the Appendix, is〈
Dacµ j
c
µ(x)Ψ(z1)Ψ¯(z2)
〉
= −δD(x− z1)
〈
RaΨ(z1)Ψ¯(z2)
〉
+δD(x− z2)
〈
Ψ(z1)Ψ¯(z2)Ra
〉
.
(35)
Assuming translational invariance, we write〈
jaµ(x)Ψ(z1)Ψ¯(z2)
〉
≡
∫
w,u
S(z1 − w) Γ¯aµ(w − x, x− u)S(u− z2) , (36)
6FIG. 2: The full vertex Γ¯aµ(q+, q−) for the quark color current.
The momentum fed into the vertex is k.
where Γ¯aµ is the full vertex for the quark color current
(Fig. 2), and 〈 (
fabcA
b
µj
c
µ(x)
)
Ψ(z1)Ψ¯(z2)
〉
≡
∫
w,u
S(z1 − w) La(w − x, x− u)S(u− z2) , (37)
where La the vertex for quark-gluon composite opera-
tors (Fig. 3). Note that in contrast to Γ¯aµ, this vertex
contains one loop already at leading order, because the
gluon line must be attached to one of quark lines. Tak-
ing the Fourier transform (q± = q ± k/2), we derive the
identity which we use in the following:
ikµS(q+)Γ¯aµ(q+, q−)S(q−)
= RaS(q−)− S(q+)Ra + S(q+)La(q+, q−)S(q−) . (38)
First, we multiply Eq. (38) on the left by S−1(q+) and
on the right by S−1(q−) to find
ikµΓ¯
a
µ(q+, q−) = S−1(q+)Ra −RaS−1(q−) + La(q+, q−) .
(39)
which is the constraint for the longitudinal part of the
full vertex for quark color currents.
Next we multiply Eq. (38) by Γbν = γνRb, take the
trace over color, flavor, Dirac, and Nambu-Gor’kov space,
and integrate over the momentum q. The first term yields
the full current-current correlator Π¯abµν(k),
Π¯abµν(k) ≡
∫
q
tr
[S(q+)Γ¯aµ(q+, q−)S(q−)Γbν] , (40)
FIG. 3: The full vertex for the quark-gluon composite opera-
tors L¯a. The leading order already contains the loop structure
due to the necessity of closing the gluon lines. All color indices
except “a” are contracted.
and we find
ikµΠ¯
ab
µν(k)
=
∫
q
tr [ (S(q−)RbRa − S(q+)RaRb ) γν ]
+
∫
q
tr
[S(q+)La(q+, q−)S(q−)Γbν ]
=
Nfδab
2
∫
q
trD,G
[ (SD(q−)− SD(q+) ) γν ]
+
∫
q
tr
[S(q+)La(q+, q−)S(q−)Γbν ] . (41)
which is the constraint for the longitudinal part of the
current-current correlator.
The above equations contain the vertices specific to
non-Abelian theories, La, which are not present in the
Abelian case. Except in the one-loop polarization func-
tion, La does not contribute, because its leading order
already has a one-loop structure. This term must be in-
cluded in two-loop polarization functions. With a gauge-
invariant regularization we find relations for the quark
7current-current correlator:
kµΠ¯
ab
µν(k)
∣∣
1−loop = 0 ,
kµΠ¯
ab
µν(k)
∣∣
n−loop
=
∫
q
tr
[S(q+)La(q+, q−)S(q−)Γbν ] ∣∣n−loop (n ≥ 2).
(42)
Beyond one loop, a number of interference terms among
quarks, gluons, and ghosts appear; the sum of these terms
satisfies the transversality condition.
From this observation, we conclude that the gauge-
variant contributions which we encounter in the simplest
one-loop calculations must be eliminated by the gauge-
invariant regularization and inclusion of the proper ver-
tices, not by the non-Abelian contributions related to La.
D. Minimal improvement of the vertices
Let us look at the structure of the Abelian analog of
the vertex, defined by
ikµΓ
A
µa(q+, q−) ≡ S−1(q+)Ra −RaS−1(q−) . (43)
Inserting the explicit expression (18) for S, we have
ikµΓ
A
µa(q+, q−)
=
[ − i/kTa δ∆c(k+, k−)γ5τ2σ2TTa
γ5τ2σ2Taδ∆(k+, k−) i/kTTa
]
,
(44)
where
δ∆(k+, k−) ≡ ∆(q+)−∆(q−) ,
δ∆C(k+, k−) ≡ ∆C(q+)−∆C(q−) . (45)
In contrast to a U(1)em superconductor, the anomalous
part is given by ∆(q+)−∆(q−) instead of ∆(q+)+∆(q−).
Accordingly, the kµ → 0 limit gives
ikµΓ
A
µa(q+, q−) → 0 , (kµ → 0) (46)
implying that there is no massless pole in the vertex, a
reflection of the fact that global color symmetry is not
broken. By contrast, the vertex for a U(1)em supercon-
ductor acquires the anomalous contribution at small k,
kµδΓ
A(Higgs)
µa (q+, q−) ∼ 2
[
0 ∆c(q)γ5
γ5∆(q) 0
]
(47)
so that
δΓA(Higgs)µa (q+, q−)
∼ 2 k0gµ0 + v
2kjgµj
k20 + v
2~k2
[
0 ∆c(q)γ5
γ5∆(q) 0
]
, (48)
where v is the velocity of the massless modes in the
medium.
For quark propagators with a constant gap, the con-
straint is satisfied with the bare vertex, so one can set
ΓAµa(q+, q−) = Γ
a
µ = γµRa (constant gaps). (49)
This is a reflection of the fact that the momentum-
independent self-energy is invariant under a local color
transformation. Therefore in this case, the use of the
bare vertex is not the source of the gauge-variant contri-
butions in the one-loop polarization functions.
For the momentum-dependent gaps, the structure of
the improved vertex is much more complicated, and so
here we consider only kµ ∼ 0 limit. Expanding the left
and right sides of Eq. (44) for small k and equating
terns, we have
ΓAµa(q, q) =
[
γµTa
∂∆C(q)
∂qµ
γ5τ2σ2T
T
a
γ5τ2σ2Ta
∂∆(q)
∂qµ
−γµTTa
]
≡ Γaµ + δΓaµ(q) (for q−dep. gaps).(50)
While the diagonal component contains the bare ver-
tex, the anomalous part contains nontrivial contribu-
tions proportional to the momentum derivative of the
gap function. Note that because we are assuming that
the gap functions depend only on spatial momenta, we
have δΓa0(q) = 0 for the µ = 0 component.
As mentioned earlier, the gap functions damp in the
UV region so that the counterterms in vacuum are the
same as for µ 6= 0; thus, one need not to worry about
the regularization artifacts. Instead, the gauge-variant
contributions in the one-loop polarization functions arise
from the use of the bare vertex, and are eliminated with
an improved vertex.
IV. ONE-LOOP RESULTS WITH BARE
VERTEX
In this section we calculate the one-loop polarization
function calculated with the bare vertex and with a spa-
tial momenta cutoff at Λ. Later, in Sec.V, we incorporate
corrections to recover gauge invariance. Explicitly (see
Fig.4)
8Πabµν(k) = −
∫
q
trc,f,D,G
[
ΓaµS(q−)ΓbνS(q+)
]
= −trc,f,D,G
[
γµTa 0
0 −γµTTa
] [ S11 S12
S21 S22
] [
γνTb 0
0 −γνTTb
] [ S ′11 S ′12
S ′21 S ′22
]
= −δab Nf
2
trD
[
γµSD11γνS ′D11 + γµSD22γνS ′D22 + γµSD12γνS ′D21 + γµSD21γνS ′D12
]
, (51)
FIG. 4: The one-loop diagrams (where Ta = σa/2 for colors
and τf for flavors). Only the color-flavor structures are made
explicit: the normal loop diagrams are a product of the nor-
mal components, S11S11 or S22S22. The combination of the
vertices are either (Ta, Tb) or (−TTa ,−TTb ), with only the first
one shown. The anomalous loop diagrams are a product of
the anomalous components, S12S21 or S21S12. The combina-
tion of the vertices is either (Ta,−TTb ) or (−TTa , Tb). For the
U(1)em Higgs phase, we set Ta, τ2σ2 → 1 and the external
lines are photons. The difference from a U(1)em supercon-
ductor arises through the matrix elements of the anomalous
part; the signs of the anomalous contributions are opposite.
where q± = q±k/2, and we use trc(TaTb) = trc(TTa TTb ) =
δab/2 and trc(Taσ2T
T
b σ2) = trc(T
T
a σ2Tbσ2) = −δab/2.
Note that the signs in front of the anomalous compo-
nents are opposite those for the U(1)em case, as is easily
seen by setting Ta → 1 and σ2 → 1. This sign change
introduces the significant difference between the Higgs
(BCS-paired) and singlet phases because in the electric
sector the normal and anomalous contributions tend to
cancel in the SU(2) color phase and add in the Higgs
phase, while in the magnetic sector, they tend to add in
the SU(2) phase and cancel in the Higgs phase.
To proceed further, we factor out the γ-matrix struc-
ture here [see Eqs. (20)-(23)]. For the normal part,
SD11 = Sp11Λpγ0 +Sa11Λaγ0 and SD22 = Sp22ΛCp γ0 +Sa22ΛCa γ0,
and we have
trD
[
γµSD11(q−)γνSD11(q+)
]
=∑
s,s′=p,a
Ss11(q−)Ss
′
11(q+) trD [ γµΛs(q−)γ0γνΛs′(q+)γ0 ] ,
trD
[
γµSD22(q−)γνSD22(q+)
]
=∑
s,s′=p,a
Ss22(q−)Ss
′
22(q+)trD
[
γµΛ
C
s (q−)γ0γνΛ
C
s′(q+)γ0
]
.
(52)
while in the anomalous part, we use SD12 = Sp12Λpγ5 +
Sa12Λaγ5 and SD21 = Sp21ΛCp γ5 + Sa21ΛCa γ5, and find
trD
[
γµSD12(q−)γνSD21(q+)
]
=∑
s,s′=p,a
Ss12(q−)Ss
′
21(q+)trD
[
γµΛs(q−)γ5γνΛCs′(q+)γ5
]
,
trD
[
γµSD21(q−)γνSD12(q+)
]
=∑
s,s′=p,a
Ss21(q−)Ss
′
12(q+)trD
[
γµΛ
C
s (q−)γ5γνΛs′(q+)γ5
]
.
(53)
We write the kinematic factors for the normal and
anomalous parts as
Nss
′
µν ≡ trD [ γµΛs(q−)γ0γνΛs′(q+)γ0 ] ,
Ass
′
µν ≡ trD
[
γµΛs(q−)γ5γνΛCs′(q+)γ5
]
, (54)
from which all of remaining components can be obtained
by noting that Λp,a = Λ
C
a,p.
In this way, the computations for the kinematic factors
and for the q0 integral of the propagator part —which
yields the “coherence factor”—factorize. As we will see,
the structure of the polarization function takes the simple
form (Πabµν = δabΠµν)
ΠE,M (k) = − Nf
2
∑
s,s′=p,a
∫
~q
Kss
′
E,M (~q−, ~q+)I
ss′
E,M (55)
where
Iss
′
E,M ≡
∫
q0
[(
Ss11S ′s
′
11 + Ss22S ′s
′
22
)
∓
(
Ss12S ′s
′
21 + Ss21S ′s
′
12
)]
,
(56)
9where the upper sign is for the electric and the lower for
the magnetic response, and the kinematic factors K—
which can be written in terms of Nµν and Aµν—are com-
mon for the normal, Higgs, and color-singlet phase. On
the other hand, the matrix elements—whose color and
flavor structure we have already partially computed—
and the coherence factors reflect differences among three
phases. The results for the U(1)em superconductor are
obtained by flipping the sign (lower sign) in front of the
anomalous part in Eq. (55).
A. The kinematic factors
For the computation of the electric sector, we need
the µ = ν = 0 components (in gauge-invariant computa-
tions). The electric kinematic factor is [E± = E(q±)]
Kss
′
E ≡
k2
~k2
Kss
′
00 , (57)
[see Eq, (30)] where
Kss
′
00 ≡ Nss
′
00 = −Ass
′
00 = 1±
~q− · ~q+ +m2
E−E+
, (58)
with + and − corresponding to s = s′ and s 6= s′, re-
spectively. In Eq. (58) the normal and anomalous parts
have the same magnitude but opposite sign. Thus in the
soft ~k → 0 limit , Kpp=aa00 → 2 while Kpa=ap00 → 0, imply-
ing that—purely due to kinematic effects—the particle-
antiparticle contributions are negligible. This vanishing
does not hold for the magnetic sector.
Similarly, when both indices are spatial we obtain
Kss
′
ij ≡ Nss
′
ij = A
ss′
ij
= −δij ±
δij
(
~q− · ~q+ +m2
)− 2q−iq+j
E−E+
,(59)
again with +(−) corresponding to s = s′ (s 6= s′); here
the normal and anomalous parts have the same sign.
From this expression we project out the magnetic and
static longitudinal components defined by
Kss
′
M ≡
1
2
PMij K
ss′
ij , K
ss′
Ls ≡
kikj
~k2
Kss
′
ij . (60)
The latter will be used to identify the gauge-variant con-
tributions hidden in the magnetic sector, see Sec.V A.
Finally we consider the kinematic factor for the vac-
uum part. As outlined in Sec. III B, we will com-
pute the vacuum part using the constitutent quark mass
Mχ. Since the vacuum part is analogous to particle-
antiparticle contributions, we replace m in the above
kinematic factors Kpa = Kap by Mχ,
KpaE,M (m) = K
ap
E,M (m)
→ KvacE,M ≡ KpaE,M (Mχ) = KapE,M (Mχ) ,
KpaLs(m) = K
ap
Ls(m)→ KvacLs ≡ KpaLs(Mχ) = KapLs(Mχ) ,
(61)
where we will need KvacLs because in the residue com-
putations the vacuum part also acquires gauge-variant
components.
B. The coherence factors
Having just verified that the kinematic factors have
common magnitudes but different signs for the normal
and anomalous parts, we turn to the propagator part,
Eq. (56), in which the roles of the anomalous part are
opposite that for the magnetic and electric sectors. We
separately discuss the particle-hole, particle-antiparticle,
and antiparticle-antihole contributions (more precisely
by “particle” we actually mean “quasiparticle”).
1. Particle-hole contributions
We illustrate the calculations for the particle-hole con-
tributions, taking s = s′ = p. The normal component
can be computed as follows. For S11S ′11, we have∫
q0
Sp11S ′p11 = −
[
|up(q−)|2 |vp(q+)|2
ik0 + p(q−) + p(q+)
+
|vp(q−)|2 |up(q+)|2
−ik0 + p(q−) + p(q+)
]
. (62)
The result for S22S ′22 can be obtained by swapping u and
v. Adding these two contributions, we find∫
q0
[Sp11S ′p11 + Sp22S ′p22 ] = −2CppN Ppp(q−, q+) ,
Ppp(q−, q+) ≡ p(q−) + p(q+)
k20 + [p(q−) + p(q+)]
2 , (63)
where the coherence factor for the normal component is
CppN (q−, q+) ≡ |up(q−)|2 |vp(q+)|2
+ |vp(q−)|2 |up(q+)|2 . (64)
Similarly∫
q0
[Sp12S ′p21 + Sp21S ′p12 ] = −2CppA Ppp(q−, q+), (65)
where the coherence factor for the anomalous component
is
CppA (q−, q+) ≡
u∗pv
∗
p(q−)upvp(q+) + upvp(q−)u
∗
pv
∗
p(q+),
(66)
With Eqs. (63) and (66), we find the particle-hole con-
tribution for the electric and magnetic sectors
IppE,M (q−, q+) = −2CppE,MPpp(q−, q+) , (67)
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with the coherence factors
CppE,M (q−, q+) ≡ CppN (q−, q+)∓ CppA (q−, q+)
=
∣∣up(q−)v∗p(q+)∓ v∗p(q−)up(q+) ∣∣2 . (68)
The results for the U(1)em case can be obtained by in-
terchanging E and M , enabling ready comparison of the
results for the Higgs and singlet phases.
We summarize the characteristic features of the
particle-hole contributions in the limit of soft momenta,
kµ → 0, emphasizing the difference between the singlet
phase and the normal and Higgs phases.
(i) The coherence factor for the electric sector vanishes.
Expanding CppE in |~k|, we find the infrared behavior
CppE ' |up(q)|2 |vp(q)|2
(
~k · ~q
Eqp(q)
)2
= ~k2 cos2 θq,k
~q2
E2q
|∆p(q)|2
44p(q)
, (69)
where θq,k is the angle between ~q and ~k. Around |~q| ∼ pF
or E(q) ∼ µ, the expansion is equivalently one in powers
of ~k2/∆2p(pF ). The coherence factor is enhanced for for-
ward and backward scattering, for which | cos θq,k| ∼ 1.
Note that in the Higgs phase this IR suppression, ∼ ~k2,
occurs in the magnetic sector, instead of the electric sec-
tor; the suppressed particle-hole contributions fail to can-
cel the particle-antiparticle (diamagnetic) contributions,
yielding the Meissner effect.
(ii) At small |~k| the coherence factor for the magnetic
sector behaves as
CppM ' 4 |up(q)|2 |vp(q)|2 =
|∆p(q)|2
2p(q)
, (70)
and it remains O(1) near the Fermi surface. Thus finite
(paramagnetic) contributions will cancel the diamagnetic
contributions, as in a normal conductor. In the Higgs
phase, the IR contribution is finite in the electric sector
and rise to a finite Debye mass.
(iii) The propagator part Ppp has an IR cutoff near
the Fermi surface, as a consequence of the gap ∆p. In
contrast, in the normal phase, the vanishing behavior of
CppE is compensated by the vanishing denominator of Ppp,
yielding a finite Debye mass. In the singlet case, CppE → 0
but Ppp stays finite, preventing an electric mass. While
the coherence factor behaves similarly in the normal and
singlet phases, the differing behaviors of Ppp create the
essential difference between the two phases.
(iv) The existence of the gap also suppresses Landau
damping, since the allowed phase space for the decays
is very small for small |~k|. To see this, it is useful to
recall that in the normal or gapless phase, an expansion
of Pnormalpp in k20 is ill defined due to singular contribu-
tions from small angles; the expansion actually starts
with k0/|~k| [recall that in our metric, Euclidean and
Minkowski momenta are related as k0 = (k0)E = i(k0)M ],
∼
∫ 1
−1
d cos θ
k20 +
~k2 cos2 θ
∼ −i k
2
0
|~k|2
ln
k0 + i|~k|
k0 − i|~k|
→ k0
|~k|
(|~k|  k0; normal phase).
(71)
However in the singlet case small angle scattering is not
singular at small |~k|, so that an expansion of Ppp in pow-
ers of k20/|∆|2 is well defined, and does not produce terms
linear in k0. Thus in the gapped phase Landau damping
effects appear only for |~k|  ∆pp.
2. Antiparticle-antihole contributions
In a diquark condensate, the Dirac sea is not fully occu-
pied, so there are the antiparticle-antihole contributions
to the polarization. These contributions can be readily
obtained by replacing the index “p” with “a” in the result
(67) for the particle-particle contributions,
IaaE,M (q−, q+) = −2CaaE,MPaa(q−, q+),
CaaE,M (q−, q+) ≡ |ua(q−)v∗a(q+)∓ v∗a(q−)ua(q+) |2 . (72)
In the coherence factor, both the first and second terms
in the bracket contain va, so the antiparticle-antiparticle
contributions are suppressed for µ ∆a, and are of order
∼ ∆2a/µ2.
3. Particle-antiparticle contributions and vacuum
subtraction
The particle-antiparticle contributions are rather in-
sensitive to condensation near the Fermi surface. On
the other hand, the particle-antiparticle contributions are
UV divergent, so we carefully consider the vacuum con-
tribution as well. Taking s = p and s′ = a, we have
IpaE,M (q−, q+) = −2CpaE,MPpa(q−, q+) ,
Ppa(q−, q+) ≡ p(q−) + a(q+)
k20 + [p(q−) + a(q+)]
2 , (73)
where the coherence factor is
CpaE,M (q−, q+) ≡
∣∣up(q−)u∗a(q+)∓ v∗p(q−)va(q+) ∣∣2 .(74)
Similarly IapE,M can be obtained by swapping “p” and “a”
in the expression (73) for IpaE,M . Note that for µ  ∆a,
the second term in the bracket is much smaller than the
first, since ua ' 1 and va ' 0 with corrections of ∼
∆2a/µ
2; thus CpaE,M ' |up(q−)|2 ∼ θ(E(q−) − µ). The
anomalous components play little role in the particle-
antiparticle contributions.
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We next derive the vacuum contribution from Eq. (74)
doing a parallel computation. We first note that as ∆→
0 and µ → 0, one has p,a(q) → Evacq = Eq(m → Mχ).
In addition up,a → 1 and vp,a → 0, so that the coherence
factor is simply unity. Summing the (p, a) and (a,p)
contributions, we find
IvacE,M (q−, q+) ≡ −4Pvac(q−, q+) ,
Pvac(q−, q+) ≡
Evac− + E
vac
+
k20 +
(
Evac− + Evac+
)2 . (75)
This contribution will be subtracted from the particle-
antiparticle contributions.
C. Summary of one-loop results with the bare
vertex
Combining Eqs. (51), (56), and (55), and the expres-
sion for Iss
′
, we summarize our results for Πabµν = δabΠµν :
ΠE,M (k) = Nf
∑
s,s′=p,a
∫
~q
Kss
′
E,M (q+, q−)
×Css′E,M (q+, q−)Pss′(q−, q+) , (76)
where the kinematic factors Kss
′
E,M are defined in
Eqs. (58) and (60), the coherence factors Css
′
E,M are given
by Eqs. (68), (72), and (74); the propagator factors Pss′
are given by Eqs. (63) and (73) with suitable replace-
ments of the indices “p” and “a.” The corresponding
vacuum part [see Eqs. (61) and (75)] is
ΠvacE,M (k) = 2Nf
∫
~q
KvacE,M (q+, q−)Pvac(q−, q+) , (77)
and the finite polarization functions are
∆ΠE,M (k) = ΠE,M (k)−ΠvacE,M (k) . (78)
As in Eq. (32), this term should be added to the renor-
malized vacuum polarization function ΠR,vacE,M to derive
the renormalized medium polarization function, ΠRE,M =
ΠR,vacE,M + ∆ΠE,M .
The static component of the longitudinal part takes
the form
ΠLs(k) ≡ kikj~k2
Πij
= Nf
∑
s,s′=p,a
∫
~q
Kss
′
Ls (q+, q−)C
ss′
M (q+, q−)Pss′(q−, q+) ,
ΠvacLs (k) ≡
kikj
~k2
Πvacij = 2Nf
∫
~q
KvacLs (q+, q−)Pvac(q−, q+) ,
(79)
and contains the same coherence factor as the magnetic
case because ΠLs ∝ kikjΠij ; the only difference comes
from the kinematic factor, Eq. (60). In next section,
we use this fact to derive important infrared relations
between the magnetic and longitudinal components.
V. CORRECTIONS TO ONE-LOOP RESULTS –
RECOVERY OF GAUGE INVARIANCE
In this section we recover gauge invariance, which was
violated in the last section either by the use of the bare
vertex or gauge-variant regularization. First we review
how the magnetic and longitudinal polarization tensors
are related in the infrared limit, and how differences
among the normal, Higgs, and singlet phases arise. Then
we argue how the gauge invariance requires the magnetic
mass in the singlet and normal phases to be zero, and
why the Higgs phase escapes such a requirement. We
then give more a concrete discussion about how to iden-
tify the gauge-variant part as an artifact of regulariza-
tion. As we shall see, the corresponding counterterm to
carry out the regularization can be gap dependent if the
gaps do not damp sufficiently fast in the UV region.
A. Gauge invariance and magnetic mass
In the magnetic sector, the particle-hole and particle-
antiparticle contributions are comparable, and tend to
cancel each other. But they are qualitatively different
contributions, so at first sight their relation is not very
clear. Establishing their relation is particularly impor-
tant in order to check whether or not a magnetic mass
exists in the singlet phase.
Actually, the balance between the Fermi-surface con-
tributions and particle-antiparticle contributions are
tightly constrained by gauge invariance. To see this, we
derive a useful relation [Eq. (83] between ΠM and ΠL in
the infrared. Below we consider the static limit (k0 = 0)
for which ΠL → ΠLs [Eq. (79)].
The relation relies on the fact that the product of Css
′
M
and Pss′ does not depend on θq,k to leading order of ~k,
a condition satisfied in the normal, Higgs, and singlet
phases. Then at small k the integral over the angle in
the ~q integration can be factorized,
ΠM,Ls(k → 0) = Nf
2pi2
∑
s,s′=p,a
∫ ∞
0
d|~q| |~q|2 Css′M
×Pss′(q, q)
∫ 1
0
d cos θKss
′
M,Ls (q; cos θ) . (80)
Remarkably, when ~k = 0, explicit calculations for the
angular integral give∫ 1
0
d cos θKss
′
M (q; cos θ) =
∫ 1
0
d cos θKss
′
Ls (q; cos θ)
(for ~k = 0)(81)
for any combination of (s, s′); the difference of the inte-
grals starts with O(~k2) contributions. Since the coher-
ence factor and propagator are common for the magnetic
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and longitudinal sectors, we conclude that
ΠM (k → 0) = ΠLs(k → 0) .
(ΠM,Ls : bare vertex results) (82)
The above argument works equally well for the vacuum
part, and so we arrive at the same conclusion for ∆ΠM,Ls.
The relation holds for normal, Higgs, and singlet phases.
A nonvanishing ΠLs is purely a consequence of the
computation being gauge variant. First we consider how
the improved vertex reduces the problem, and will see
the differing role of the improved vertex for phases with
and without symmetry breaking.
In the singlet and normal phases, color symmetry is not
broken; thus the improved vertex δΓµ does not contain
massless modes but rather behaves as δΓµ(q, q) ∝ gµjqj ;
see Eq. (50). Then corrections from the improved vertex
δvΠµν(k) are of the form ∼ gµigνjδijV (k2), where V (k2)
is a regular function of k2. After projecting the correc-
tion onto the magnetic and longitudinal sectors, we can
see that contributions to the magnetic and longitudinal
components are equal, and thus
Π¯M = ΠM + V = ΠLs + V = Π¯Ls ,
(k → 0 : singlet,normal phases), (83)
and the relation ΠM (k → 0) = ΠLs(k → 0) can be car-
ried over to Π¯M (k → 0) = Π¯Ls(k → 0). If Π¯Ls is still
nonvanishing, it must be an artifact of the gauge-variant
regularization, which we must eliminate by counterterms.
As we will see later, the counterterm δcΠµν again must
have a tensor structure δcΠµν ∼ gµigνjδijC(k2), so an
attempt to erase the longitudinal component by a coun-
terterm precisely eliminates a magnetic mass, i.e.,
ΠphysM = Π¯M + C = Π¯Ls + C = Π
phys
Ls = 0 ,
(k → 0 : singlet,normal phases). (84)
We thus conclude that there should be no magnetic
mass in either the singlet or normal phases in a gauge-
invariant computation because of the lack of color-
symmetry breaking.
In the Higgs phase, the improved vertex at k0 = 0 adds
contributions δvΠµν ∼ V gµigνjkikj/~k 2, reflecting the ex-
istence of the massless modes in the vertex. In contrast
to the singlet case, the improved vertex does not affect
the magnetic sector because the projection operator PMµν
eliminates this term. At this stage the magnetic and lon-
gitudinal components are no longer equal,
Π¯M = ΠM 6= ΠLs + V = Π¯Ls .
(k → 0 : Higgs phases) (85)
from which we conclude that after adding counterterms,
∆ΠphysM 6= ∆ΠphysLs = 0 ,
(k → 0 : Higgs phase) (86)
We see that the existence of massless modes totally
changes the situation, allowing a magnetic mass in the
Higgs phase.
B. Identification of regularization artifacts
We now show how regularization via counterterms can
violate gauge invariance, even after an improved vertex
is used. Our primary aim is to illustrate how to identify
counterterms and their structure. We start from Eq. (41)
at the one-loop level,
ikµΠ¯
L
µν(k)
∣∣
1−loop
= Nf2
∫
q
trD,G
[ (SD(q−)− SD(q+) ) γν ] , (87)
where Π¯µν includes the improved vertex, (40). We first
note that the right side of (87) is independent of k20, since
in the absence of a cutoff in q0 we can freely shift q0 to
eliminate any k0 dependence; therefore, the right side
depends only on ~k.
For ν = 0, kµΠ¯
L
µ0(k) vanishes for all k, a consequence of
the fact that after we take residues the contributions from
ψ and ψC precisely cancel for each spatial momentum[26],
∫
q0
trD,G
[SD(q)γ0 ]
=
∫
q0
trD
[ (SD11(q) + SD22(q)) γ0 ] = 0. (88)
Thus
kµΠ¯
L
µ0(k) = k0Π¯
L
00 + kjΠ¯
L
j0 = 0 . (89)
The same argument also holds for the vacuum part,
Π¯vac,Lµ0 .
For ν = j the terms in (87) no longer vanish. Rather,
∫
q
trD,G
[ (SD(q−)− SD(q+) ) γj ]
= 2i
∑
s=p,a
∫
~q
[(
qj − kj
2
) |us(q−)|2 − |vs(q−)|2
E−
−
(
qj +
kj
2
) |us(q+)|2 − |vs(q+)|2
E+
]
. (90)
We now investigate the small-~k behavior. Explicitly writ-
ing the rotationally symmetric UV cutoff as θ(Λ2 − ~q2),
we can rewrite the above integral as
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∫
~q
[
θ
(
Λ2 −
(
~q + ~k/2
)2)
− θ
(
Λ2 −
(
~q − ~k/2
)2)]
qj
|us(q)|2 − |vs(q)|2
Eq
= −2kj
∫
~q
δ
(
Λ2 − ~q2) ~q2
3
|us(q)|2 − |vs(q)|2
Eq
+O(k3) . (91)
Note that at large |~q|  µ,∆,
|up,a(q)|2 − |vp,a(q)|2 = Eq ∓ µ√
(Eq ∓ µ)2 + ∆2p,a
= 1− |∆p,a|
2
2|~q|2 +O(1/~q
4) , (92)
and E−1q ' 1/|~q| −m2/2|~q|3, so that we finally identify
the degree of transversality violation:
kµΠ¯µj = kj
(
− Nf
6pi2
) ∑
s=p,a
(
Λ2 − 1
2
(|∆s|2 +m2)
+O(Λ−2)
)
+O(~k 3) , (93)
where ∆s is essentially the gap function at |~q| = Λ. The
Λ2 term also appears in the vacuum contribution and
can be eliminated by the vacuum subtraction. The sec-
ond term, however, survives even after the vacuum sub-
traction and when taking the Λ → ∞ limit. Thus after
subtracting the vacuum contributions with the mass gap
Mχ, the gauge-variant contribution to the condensation
effects is characterized by
kµ∆Π¯µj = kj
Nf
12pi2
∑
s=p,a
( |∆s|2 +m2 −M2χ )
+O(~k3) ≡ kjCgaps(~k2) . (94)
These terms, which reflect the coupling of regularization
artifacts to the gaps, must be handled individually for
the different phases whenever their gaps are not equal to
those in vacuum [27].
Actually, in realistic treatments of gap functions in
QCD, ∆s and Mχ damp sufficiently fast in the UV that
these problems are automatically bypassed. Instead, it
becomes necessary to improve the vertex.
Note that the violation of the transversality condition
that we found above is a purely technical problem, be-
cause the use of a momentum cutoff did not allow a shift
in momentum. Had we instead used dimensional regu-
larization we could have eliminated the ∆2, etc. terms
automatically, as we can easily see from Eq. (87). We
conclude that the aforementioned constant terms were
introduced purely by hand through the regularization
scheme, and must be removed by counterterms designed
to erase the regularization artifacts.
In principle, we can imagine two types of counterterms
that could eliminate nonzero contributions in kµΠ¯µj ∼
kj : the first is proportional to δij , and the second is pro-
portional to kµkj/k
2. Without color-symmetry break-
ing (we postpone the discussions of the Higgs phase to
the end of this subsection), it is easy to reject the sec-
ond type of counterterm by recalling that the Ward-
Takahashi identity for the vertex function behaves at
small momenta as
kµΓ
a
µ(q+, q−) → 0
(kµ → 0 : singlet or normal phase), (95)
implying that the vertex does not contain any massless
poles. In fact, if there were a kµkj/k
2 term, the left side
would approach a constant. Since the only possible way
to produce masseless modes is the improved vertex[28],
we conclude that the artificial contributions introduced
by our regulator do not couple to massless modes. There-
fore we do not consider kikj/k
2-type counterterms; and
consider only counterterms proportional to δij :
δcΠ¯
gaps
µν = −gµigνjδij Cgaps(~k2) , (96)
from which the desired transversality condition,
kµ
(
∆Π¯µν + δcΠ¯
gaps
µν
)
= kµ∆Π¯
phys
µν = 0 , (97)
is recovered. Multiplying Eq. (97) by kν , we have
Cgaps(~k
2) =
kαkβ
~k2
∆Π¯αβ = − k
2
0
~k2
∆Π¯00 +
kikj
~k2
∆Π¯ij ,
(98)
where we have used the relation (89) to eliminate the
Π¯0j components. Both terms are regular in the ~k → 0
limit (∆Π¯00 ∼ ~k2 at small ~k). In this way, the term
Cgaps is uniquely determined [29]. Therefore although
we introduce counterterms that are dependent on phases,
they produce well-defined results.
Although we introduce a counterterm to eliminate the
gauge-variant longitudinal components, the counterterm
enters the results for both the electric and magnetic sec-
tors. The reason is that in naive computations the projec-
tion operators pick up physical as well as artificial contri-
butions having a tensor structure proportional to δij ; the
latter are eliminated by counterterms. Thus the physical
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electric and magnetic polarization functions become
∆ΠphysE =P
E
µν
(
∆Π¯µν + δcΠ¯
gaps
µν
)
= ∆Π¯E − k
2
0
k2
Cgaps(~k
2) ,
∆ΠphysM =
1
2
PMµν
(
∆Π¯µν + δcΠ¯
gaps
µν
)
= ∆Π¯M − Cgaps(~k2) . (99)
By construction kµ∆Π
phys
µν = 0. While naive regulariza-
tion with spatial cutoff does not affect the electric mass
defined at k0 = 0, the magnetic mass requires modifica-
tion. Substituting the explicit form of Cgaps at k0 = 0
(simply ∆Π¯Ls), we have
∆ΠphysM (k → 0) = ∆Π¯M (k → 0)−∆Π¯Ls(k → 0) .(100)
In particular, since we proved in Eq. (82) that for the
singlet or normal phases ∆Π¯M (k → 0) = ∆Π¯L(k → 0),
the above expression shows that the magnetic mass must
disappear, as stated earlier.
Finally let us return to the discussions about the tensor
structure of the counterterms in the Higgs phase, δij or
kikj/~k
2. As shown in the Eq. (48), the vertex structure
for the constant gap must be of the form,
ΓAµa(q+, q−) ∼ 2
k0gµ0 + v
2kjgµj
k20 + v
2~k2
[
0 ∆cγ5
γ5∆ 0
]
.
[U(1) Higgs phase]
(101)
On the other hand, the present gauge-variant contribu-
tions are functions of ~k2, and not k20. Again we conclude
that the counterterm is ∼ δij , and we can continue to use
Eq. (99), although the actual terms in Π¯M and Π¯Ls are
very different in the normal and singlet phases.
VI. NUMERICAL RESULTS
In this section we numerically evaluate the electric and
magnetic masses for the normal, U(1)em Higg, and singlet
phases. Results are presented for the (subtracted) physi-
cal polarization functions, ∆Πphys, including corrections
from vertices and counterterms. We take the effective
quark mass in the vacuum subtraction to be Mχ = 300
MeV, unless otherwise stated. In most cases we present
results normalized by the square of the electric mass in
normal phase divided by g2s ,
m2E,normal(k)
g2s(k)
∣∣∣∣one−loop
k0=0,~k→0
= ΠnormalE (k0 = 0,
~k → 0)
= Nf
µ2
pi2 . (102)
(The reason for dividing by g2s is that in comparing the
vacuum and medium gluon polarization functions both
FIG. 5: Normal-phase static polarization functions
∆Πphys(k0 = 0,~k) = (Π¯ − Π¯vac)phys for µ = 0.5 and
1.0 GeV, normalized by the square of the Debye mass,
m2D. We compare the vacuum subtractions for different
effective quark masses, Mχ = 300 and mu,d = 5 MeV. The
upper panel is for the electric sector, where we draw a line
in the upper panel for Λ2QCD/m
2
D ' 0.8 at µ = 0.5 GeV
for comparison with the nonperturbative scale. The IR
contributions are larger than ∼ Λ2QCD. The magnetic sector
is shown in the lower panel. The negative region appears
mainly because of the particle-hole contributions (see also
Fig. 6).
have an overall factor g2s . At large αs, not only medium
masses but also vacuum gluon contributions should be
regarded as large quantities; thus, it is more natural for
the purposes of comparison to consider m2E/g
2
s instead of
m2E itself. In fact, in the present one-loop calculations,
the only place where large αs enters is in the sizes of the
gaps.)
We present all results for the constant gaps, of various
magnitudes, to examine the impact of the size of the gaps.
We do not give results here for momentum-dependent
gaps, since they require using improved vertices whose
explicit expressions are given only for the infrared limit
in this paper. The extension to finite momenta, which
requires explicit solutions of the vertex functions, is de-
ferred to a future paper.
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FIG. 6: The normal-phase results at µ = 0.5 GeV. We se-
quently add the particle-hole (pp), particle-antiparticle (pa)
and finally the counterterm contributions to recover the gauge
invariance. The upper panel shows the electric sector, where
in the static limit, there are no gauge-variant contributions.
The magnetic sector is shown in the lower panel. Here the
particle-hole and particle-antiparticle contributions in gauge-
variant computations almost cancel out; the remainder is pre-
cisely cancelled out by subtracting the gauge-variant contri-
butions that emerge from our regularization scheme.
A. Normal phase
We start with numerical results for the normal phase.
Although this situation has been studied previously, the
current quark mass was typically used in the chiral-
symmetric vacuum. Our main purpose here is to examine
the effects of the vacuum subtractions for the dynamical
mass Mχ and the current quark mass. For the latter
we set mu,d = 5 MeV. Another reason for revisiting the
normal-phase results is to use them as a reference point
to see the characteristic features of the condensed phases.
In Fig. 5, we plot ∆ΠphysE,M (k) in the static limit, k0 = 0,
for different values of quark effective mass. At small ~k,
different vacuum subtractions do not significantly affect
the results that include proper treatments of the gauge-
variant contributions. (However, before taking care of
the artifacts, one finds qualitative differences in the mag-
netic sector; see below.) However, their asymptotic be-
haviors at large ~k are different. The contributions from
the renormalized vacuum polarization function ΠRvac grow
like ΠRvac ∼ ~k2 ln(~k2/λ2R). After one adds ∆ΠphysE,M (k) and
ΠRvac to find Π
R in the medium, ΠRvac becomes the dom-
inant contribution. In both the IR and UV regions, dif-
ferent vacuum subtractions do not produce significantly
different results after one takes care of the gauge-variant
contributions. This statement becomes more solid for
larger chemical potentials.
At µ = 0.5 GeV, the size of the electric screening ex-
ceeds ∼ Λ2QCD in the IR region, suggesting that electric
gluons are well screened. On the other hand, magnetic
gluons are protected from screening in the static limit,
unless αs(k) in the infrared shows significant enhance-
ment [30]. The dominant screening effect occurs at finite
frequencies (Landau damping); overall it is large, and
behaves like ∼ m2Ek0/|~k|.
In Fig. 6, we compare the roles of particle-hole and
particle-antiparticle contributions at µ = 0.5 GeV. In
the electric sector, the contributions are fairly dominated
by particle-hole contributions, for purely kinematic rea-
sons, as we emphasized in Sec. IV A. In the electric sector
gauge-variant artifacts are absent in the static limit.
On the other hand, in the magnetic sector, the
particle-hole excitations give negative contributions,
which are well cancelled by positive particle-antiparticle
contributions. The surviving contribution is just the
gauge-variant artifacts introduced by our regularization
schemes with a spatial cutoff. The size of the artifacts
are ∼ 10% of the total for Mχ = 300 MeV. Had we set
the mass terms in the normal quark matter and in vac-
uum to be equal, this gauge-variant contribution would
be absent from the very beginning, as was found in the
conventional hard-loop approximation.
B. Higgs phase
In Fig. 7, we plot ∆ΠphysE,M (k) in the static limit, k0 =
0, with µ = 0.5 GeV. We focus on the gap near the
Fermi surface, setting the antiparticle gap ∆a to zero,
and letting ∆p = 10, 50, 100, and 200 MeV.
The masses of the electric gluons are enhanced com-
pared to their normal-phase values. This enhancement
can be understood as follows. In a U(1)em superconduc-
tor, the photon correlator in the infrared limit is directly
related to the correlator of the number density, and the
latter is related to the derivatives of the thermodynamic
pressure P with respect to the number density n:
m2E
g2s
=
∂n
∂µ
=
∂2P
∂µ2
, (103)
Since the pressure is maximized in the ground state,
the gap-dependent terms in the Higgs phase increase the
pressure, as
PHiggs = c0µ
4 + c2µ
2∆2 + · · · , (104)
with c2 > 0. Thus the electric masses in the Higgs and
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FIG. 7: The static polarization function ∆Πphys(k) in the
Higgs phase at µ = 0.5 GeV. We set ∆a = 0 and vary
∆p from 10 to 200 MeV. The normal-phase results and the
Λ2QCD/m
2
D ' 0.8 line are also plotted as guides. The electric
sector is shown in the upper panel. The square of the electric
mass, m2E , in the Higgs phase is larger than that in the nor-
mal phase by a factor ∼ (1 + O(1)∆2/µ2). In the magnetic
sector shown in the lower panel, the infrared limit gives the
Meissner mass, m2M . As we reduce the size of the gap, m
2
M
approaches m2E/3. At momenta beyond ∼ ∆, the results start
to approach those of the normal phase.
normal phases are related by
m2E,Higgs
m2E,normal
' 1 + c2
c0
∆2
µ2
. (105)
This tendency can be seen in Fig. 7. In fact, at small ∆
or large µ, the ratio quickly approaches 1, recovering the
weak-coupling results.
In the magnetic sector, the gaps do not strongly affect
the overall magnitude of the magnetic mass; rather, they
substantially affect the size of domains in which the po-
larization function differs from that in the normal phase.
In a weak-coupling computation of the gap, the size of
the IR domain where the gap plays a role is tiny, and the
structure of the polarization in the magnetic sector de-
pends on Landau damping without a Meissner mass, i.e.,
magnetic screening is negligible. On the other hand, in
strongly coupling treatments with a large gap, the IR be-
havior of the magnetic sector is governed by the Meissner
mass instead of Landau damping, which is suppressed by
FIG. 8: The Higgs-phase results at µ = 0.5 GeV for ∆p = 200
and ∆a = 0 MeV. As in Fig. 6, we sequently add the con-
tributions. In the electric sector (upper panel) the particle-
antiparticle contributions are small, while in the magnetic
sector (lower panel) the particle-hole contribution vanishes as
~k → 0. The dominant contribution is that from the particles-
antiparticle pairs. Subtraction of the gauge-variant regular-
ization artifacts gives ∼ 10 % reduction.
the phase space. The effects of the gap thus vary con-
siderably with density. A detailed calculation of these
effects remains an interesting problem.
In Fig. 8, we compare the various particle-hole, etc.,
contributions for (∆p,∆a) = (200, 0) MeV and µ = 0.5
GeV. The particle-hole contributions saturate the elec-
tric sector. On the other hand, in the magnetic sector,
the Higgs and normal phases are significantly different.
In the former, particle-hole contributions precisely van-
ish, and the positive particle-antiparticle contributions
dominate the polarization functions.
Note that the gauge-variant contributions are ∼ 10%,
a consequence of the large gap, ∆p = 200 MeV. For
a small gap in a weak-coupling calculation, the gauge-
variant contributions are a quantitatively negligible frac-
tion of the total.
C. Singlet phase
For the singlet phase we take the same parameter set
as for the Higgs phase. Figure 9 shows the behavior of
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FIG. 9: The singlet-phase static polarization functions
∆Πphys(k). As before, we set µ = 0.5 GeV, ∆a = 0, and
vary the size of ∆p from 10 to 200 MeV. In the electric sec-
tor (upper panel) the infrared contributions are substantially
suppressed compared to the normal phase, and well below
Λ2QCD. The results for the infrared region in the magnetic
sector (lower panel) are generally quite similar to those in
the normal-phase results, although around |~k| ∼ 2pF ∼ 2µ
differences start to appear.
the polarization functions. The main differences from
the normal and Higgs phases can be seen in the electric
sector. The IR contributions are vanishing; in particu-
lar, for ∆p = 200 MeV, the electric contribution is well
below that in the normal phase. The quark color den-
sity is much stiffer against color perturbations than in
the normal phase, which implies that electric gluons in
the IR region are unaffected by screening, unless αs(k) is
significantly enhanced in the infrared. The size of the un-
screened domain is characterized by the size of the gap,
shrinking as ∆p decreases.
The infrared behavior in the magnetic sector, is quite
similar to that in the normal phase. While its behavior
in the UV is different, it has little quantitative impact on
the total, where vacuum contributions growing like ∼ k2
become large.
Figure 10 also shows comparisons of the various contri-
butions. The electric sector is well dominated by particle-
hole contributions; in the magnetic sector, the situation
is similar to that in the normal phase. The particle-hole
and particle-antiparticle contributions almost cancel out,
FIG. 10: The singlet-phase results at µ = 0.5 GeV for ∆p =
200 MeV and ∆a = 0 MeV. We sequentially add contributions
as in Fig. 6. In the electric sector (upper panel) particle-hole
contributions are dominant. In the magnetic sector (lower
panel) the particle-hole and particle-antiparticle contributions
tend to cancel out, as in the normal phase, and the remaining
contribution is precisely eliminated by subtracting the gauge-
variant terms.
and the remaining contributions are gauge-variant arti-
facts. We conclude that the in-medium gluons in the
singlet phase behave in the infrared as vacuum gluons.
VII. SUMMARY AND DISCUSSIONS
In this paper we have compared color screening in the
normal, Higgs, and singlet phases. We studied the singlet
phase using the example of two-color QCD with a color-
singlet condensates near the Fermi surface. The presence
of the gap provides qualitative differences among these
phases. In particular, in the singlet phase both the elec-
tric and magnetic screening masses disappear, implying
that soft gluons are protected from medium effects, as
long as the quark-gluon vertex is not singular in the in-
frared.
An obvious question concerns the three-color version
of the singlet phase. With two colors, the natural singlet
condensate is a uniform diquark condensate. In contrast,
in three-color QCD the diquark is colored, so we have to
look for alternative condensates to carry over our argu-
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ments here. The usual uniform chiral condensate formed
by particle-antiparticle pairs is not favored in the pres-
ence of a quark Fermi sea; instead one might imagine a
uniform particle-hole condensate, but the allowed phase
space is too small to favor such a condensate. In fact the
usual gap equation for uniform chiral condensation at fi-
nite density automatically includes this possibility but
does not yield a nontrivial solution.
One possible candidate would be a nonuniform chiral
condensate made of particles and holes. The structure
of the gap equation is like that in the BCS one, and
the size of the gap can be enhanced by the quasi-low
dimensionality near the Fermi surface. If gluons remain
strongly interacting at densities of interest, the gap can
be ∼ ΛQCD; such a large gap can protect soft gluons from
medium effects as discussed here, giving a self-consistent
picture. In this context, studies of the non-uniform chiral
condensates deserve further investigation.
Strong interactions of gluons—were they to remain up
to µ ' 0.5 GeV or larger—would justify a number of
tacit assumptions in frequently employed effective-model
calculations, e.g., the Nambu-Jona-Lasinio model. Ef-
fective models are usually formulated to describe the
hadron phenomenology, incorporating gluon dynamics
into a set of model parameters or particular forms of in-
teractions, which can in principle change if the underlying
gluon dynamics changes in the medium. The presence
of condensates that forbid significant modifications in
gluon dynamics would render such effective-model treat-
ments consistent at finite density. Furthermore, the in-
frared protection of soft gluons would leave the gluon
condensate—which is related to the QCD vacuum en-
ergy density—essentially unchanged. In this picture, the
quark matter equation of state would not contain an ad-
ditional constant term, e.g., a “bag constant.”
Another issue is the treatment of strange quarks. It
is generally assumed that the strange quarks do not
play a role until µ becomes close to the strange-quark
effective mass, ∼ 500 MeV. But the origin of the ef-
fective quark mass—chiral symmetry breaking— would
disappear or significantly decrease once soft gluons are
strongly screened; then a strange-quark Fermi sea would
be formed much earlier than one would expect with a phe-
nomenological strange-quark constituent mass, because
the strange-quark current mass, ∼ 100 MeV, is well be-
low the typical scale for quark matter formation, µ ∼
300−400 MeV. The role of such an early onset of strange
quarks in reducing the stiffness of the quark matter has
been explored in Ref. [22].
Finally we compare the present one-loop considera-
tions with lattice results for two-color QCD, which have
studied the Landau-gauge gluon propagator in the pres-
ence of a color-singlet diquark condensate [11]. The lat-
tice results, indicate that both electric and magnetic glu-
ons in the infrared region are screened by medium effects,
and look like gluons in the Higgs phase [31]. These re-
sults are most likely nonperturbative—with, as one ex-
pects, screening masses of order gT or gµ—and cannot
be interpreted within our present perturbative frame-
work. Although our results have quantitative ambigu-
ities, most of the present qualitative conclusions have
been derived from considerations of phase-space restric-
tions introduced by the gaps. Thus we do not expect
that the simple inclusion of higher-order loops to resolve
the difference with the lattice calculations. Rather this
discrepancy serves as a clue for deeper understanding of
nonperturbative gluon dynamics that is not included in
our computations.
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Appendix A: Derivation of the Ward-Takahashi
identity
In this appendix we use the standard path-integral for-
malism to derive the generalized identity (35) from which
follows the Ward-Takahashi identities used in Sec. III C.
Consider〈
N∏
n=1
On(zn)
〉
= Z−1
∫
DΦ
N∏
n=1
On(zn) e
−S[Φ] , (A1)
where we write compactly DΦ = DψDψ¯DA · · · .
To derive the needed identities we change the
integration variables for quarks, writing ψ′(x) =
(1 + iαa(x)Ta)ψ(x). This change of variables preserves
the functional measure, and does not affect the expec-
tation values resulting from integration. With the cor-
responding change of variables for the charge-conjugated
fields, the Nambu-Gor’kov bases in the new and old vari-
ables are related as
Ψ′(x) = (1 + iαa(x)Ra) Ψ(x), (A2)
with R given by Eq. (9). The action, however, is not
invariant under these changes of variables; using the re-
lations [Ta, Tb] = ifabcTc, [T
T
a , T
T
b ] = −ifabcTTc , and the
resulting relation [Ra, Rb] = ifabcRc, we find the addi-
tional contribution
δ
(
Ψ¯ /DΨ
)
= −iαa(x)
[
∂µj
a
µ − fabcAbµΨ¯γµRcΨ
]
. (A3)
Since the change of integration variables does not affect
the expectation value 〈O(z)〉, the collection of terms lin-
ear in α must sum to zero. Writing the change of O(z)
as
∫
x
αa(x)δ
D(x− z)δaO(z), we find the identity:∫
DΦ
[
Dacµ j
c
µ(x)
N∏
n=1
On(zn) +
N∑
n=1
δD(x− zn)×
×
n−1∏
m=1
Om(zn) δ
aO(zn)
N∏
m=n+1
Om(zm)
]
= 0 , (A4)
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from which we derive several relations. For example,
for O = 1, we find the quantum equation of motion,
〈Dacµ jcµ(x)〉 = 0. Setting O(z1)O(z2) = Ψ(z1)Ψ¯(z2), we
find Eq.(35).
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