The application of the Wavelet-Galerkin method to the solution of nonlinear partial differential equations with non-periodic boundary conditions and discontinuities in the initial conditions is investigated numerically. First the one-dimensional Burgers equation is considered, and then an equation with nonlinear viscosity,
Introduction
Nonlinear partial differential equations, and in particular the equations of fluid dynamics, are difficult to solve analytically. Instead, one relies on numerical techniques, such as the finite difference or finite element methods.
Often the solutions of these equations are highly irregular; an example are the shock waves which can form in compressible gas flow. The standard numerical methods deal poorly with this type of behaviour. Low-order monotone schemes tend to smooth-out the steep gradients, while linear higher-order (second-order) schemes give solutions which exhibit overshoots or oscillations. In order to obtain accurate solutions, special finite difference techniques such as flux limiters had to be designed [8, 14, 19, 20, 21, 22] .
The development of the theory of wavelets was initially motivated by applications in signal processing [3, 16, 17] . However, it was realized early-on that their particular features should make them a useful tool for the solution of partial differential equations [6, 7] . This is because wavelet methods provide for basis functions which are well localized in space, and are of arbitrarily small scale, and they should thus permit to represent the irregular solutions of nonlinear equations with good accuracy.
The Wavelet-Galerkin method for the solution of the Burgers equation has already been studied by several authors, beginning with [13] . Discretizing the Burgers equation in time, one obtains an ordinary differential equation in the spatial domain,
and the resulting boundary value problem is then solved by the Galerkin method, using an approximation space spanned by the wavelets or scaling functions of a multiresolution analysis [16] . Most authors impose periodic boundary conditions, which allow one to employ periodized wavelets or scaling functions, and have the advantage of forming an orthonormal basis over the domain. Lin and Zhou [15] have solved the Burgers equation for non-periodic initial conditions as well, and their numerical experiments have shown that the Wavelet-Galerkin method can produce substantially better approximations to the exact solution than the classical Galerkin method. However, their examples involve only medium to high levels of viscosity, and it is not clear how this method performs at low viscosity. Kumar and Mehra [11] have chosen a forward second order Taylor expansion for discretization in time,
in order to obtain higher accuracy at each time step. Their solutions of some periodic boundary value problems exhibit very good correspondence with the exact shockwave solution, again at a medium-high level of viscosity. They have applied the same method to the Kortweg-de Vries equation as well [12] . Thus, the partial differential equations studied to date by means of the WaveletGalerkin method involve nonlinearity in the first derivative term, yet are still linear in the second derivative.
In this paper, we apply the Wavelet-Galerkin method to the study of an equation with nonlinear diffusion term,
using the Coiflet scaling functions of [5] as basis functions. We impose a nonsmooth initial condition and non-periodic boundary conditions, and, by means of numerical experiments, compare the wavelet solution with both, the exact solution and solutions by various finite difference schemes. In addition, we investigate numerically how scale and time step size affect the accuracy of the solution.
Along the way we revisit the Burgers equation, and verify by numerical experiments that the Wavelet-Galerkin method can be used at lower viscosities with success. We also investigate by examples how the choices of scale, time step size and Coiflet order influence the accuracy of the wavelet solutions, which we compare with solutions obtained by finite difference schemes and high-order difference schemes based on flux limiter functions.
This paper is organized as follows. In Section 2 we review the background from wavelet theory required throughout. Section 3 is used to analyzing the wavelet solutions of the Burgers equation with initial discontinuity. In Section 4 the same type of investigation is applied to equation (1.1).
Basic Background
In order to establish concepts and notation, we begin with a review of the mathematical tools used throughout, with emphasis on compactly supported wavelets and their connection coefficients. Details can be found in standard references, such as [4] or [9] for example, and the paper [15] .
Wavelets from Multiresolution Analysis
Almost all wavelets, in particular all wavelets of compact support, can be obtained by a construction called multiresolution analysis [16] .
Definition 2.1 A multiresolution analysis (MRA) on L
2 (R) is a sequence of closed subspaces {V j } j∈ of L 2 (R) satisfying: 
is an orthonormal basis of V j , for each j. Now by (M1), the scaling function can be expressed in terms of the basis (2.1) of V 1 by the scaling relation
where
3)
The sequence {a k } k∈ is called the scaling filter, and by Parseval's identity,
Thus, the associated wavelet which is defined by
is an element of V 1 as well. It turns out that the family
forms an orthonormal basis of the orthogonal complement W j of V j inside V j+1 , for all j. Thus by (M4), each approximation space V j has a decomposition
One can show [23] that if the scaling function and the wavelet are both integrable, for example if ϕ has compact support, then after a succinct choice of arg ϕ,
and
which we will assume throughout.
Compactly Supported Wavelets
For computational purposes, it is desirable to have scaling functions ϕ of compact support. Then by (2.3), the scaling filter will be of finite length, and hence by (2.4), the associated wavelet ψ will also have compact support. In addition, one wishes these functions to be smooth. While there exist no C ∞ -wavelets with compact support, for each positive integer r there exist a scaling function ϕ and associated wavelet ψ which are both r-times differentiable and have compact supports [4, 9] .
There is a connection between the length of the scaling filter {a k } and the support of ϕ [4] :
Vanishing Moments
Let ϕ be a compactly supported scaling function with associated wavelet ψ.
the p-th moment of ϕ(x − k). It turns out that when ψ has vanishing moments of order p ≤ L, then any polynomial of degree less or equal to L can be reconstructed from the translates of the scaling function:
with convergence in L 2 (I) for every bounded interval I, and with pointwise convergence a.e.
Observe that by (2.5), M 0 k = 1 for all k, while ψ has vanishing zero moment. Applying Theorem 2.3 to the case p = 0, it follows that
A large number of vanishing moments ensures that the scaling and wavelet coefficients of a smooth function f decrease rapidly. In fact, one has [23] :
If f ∈ C r (R) and f (r) is bounded, then there exists a constant C = C(f, r) with
for all j and k, where
The Coiflets
The Coiflets [5] are a frequently used family of real valued and compactly supported wavelets. The scaling function ϕ of the Coiflet C 3N , N an even positive integer, is supported on the interval [
, and the scaling filter has length 3N . The special feature of the Coiflets is that ϕ has vanishing first moments:
On the other hand, the wavelet ψ has vanishing p-th moments for 0 ≤ p ≤ N − 1.
The scaling functions of many wavelet families, including the Coiflets, can not be written in closed form. However, since the scaling filters are known [1, 4, 5] , the scaling relation (2.2) leads to a simple algorithm which allows for the computation of their values on any dyadic grid { j 2 m : j ∈ Z}.
The Wavelet-Galerkin Method
Consider a variational problem
where a is a coercive and continuous bilinear form and F a continuous linear functional, to be solved by the Galerkin method. It would be natural to consider one of the spaces V j of a MRA as the Galerkin approximation space. In fact, if the scaling function ϕ is sufficiently differentiable, then all the basis functions ϕ j,k will be elements of H. (To be precise, the restrictions ϕ j,k | [0, 1] will be in H.) The spaces V j , however, are not finite dimensional. Assume now that ϕ is compactly supported and sufficiently continuously differentiable, and set 
Connection Coefficients
Suppose we want to find an approximate solution of the variational boundary value problem (2.8) in some space V j [0, 1] by the Wavelet-Galerkin method.
As an example, consider
with b and c constant. Expressing w and v in terms of the basis Φ j ,
the above becomes
Since the function ϕ is not known in closed form, one can not evaluate these integrals directly. Instead, they can be computed from the scaling filter as outlined in [15] and explained in detail in what follows.
Definition of the Connection Coefficients
Assuming that ϕ is sufficiently many times continuously differentiable and has compact support, let ϕ (n) j,l denote the n-th derivative of the function ϕ j,l ,
The integrals of the form 
These coefficients possess the following properties:
. For the three-term coefficients, several variations of symmetry exist, for example, Γ
2. Level-up. The connection coefficients at level j+1 can easily be computed from those at level j. In fact, splitting the interval of integration in (2.11) into two equal halves yields that
and similarly,
4. Partial sums. Partial sums of three-term connection coefficients yield two-term coefficients. For example, by (2.5) and (2.7), for all l 1 , l 2 ∈ Z,
The Moment Equations
Suppose, the assumption of Theorem 2.3 is satisfied. Differentiating the locally finite sum (2.
Now consider the collection of two-term connection coefficients Γ 
For the three-term coefficients, one obtains a similar family of moment equations,
In both cases, we have set r = 1 
Computation of the Connection Coefficients
The starting point is again scaling relation (2.2), which we differentiate n times,
Substituting this representation of the derivatives into (2.11), one obtains
where as usual,
In a similar way,
Computation of the two-term coefficients without symmetry
Let us determine which coefficients vanish with certainty. For the integral (2.11) to be nonzero, the supports of 
for all d i and l i . In particular, these functions vanish at the two endpoints N 1 + l i and N 2 + l i . A simple computation shows that (i) requires that
As for condition (ii), note that by (2.18),
Combining (2.19) and (2.20) we see that a connection coefficient Γ
can be nonzero only if the pair (l 1 , l 2 ) lies in the set
This set has cardinality
where by Theorem 2.2,
. . , K} with inverse σ, and setting p = γ(l 1 , l 2 ) and r = γ(k, m), then system (2.21) takes the form
where we have set
where A = [α p,r ] is a square matrix, and
is the vector of connection coefficients. Now as the linear system
is homogeneous, it has no unique solution, and one must add one or several of the nonhomogeneous moment equations (2.14) to this system, until one has obtained an augmented matrix of rank K.
Computation of the two-term coefficients using symmetry
, allows one to reduce the complexity of system (2.23). Here one replaces Δ j by the set
where now
System (2.23) is thus of reduced form; in particular, the matrix A − 2 1−d I is of lower rank deficiency, so that fewer moment equations need to be added.
Computation of the three-term coefficients
The above reasoning shows that a three-term connection coefficients Γ
As before, we let
satisfy conditions (2.24) and (2.25) ,
. . , K} with inverse σ, then (2.17) can be written as
, and
, system (2.26) takes the form (2.23). Again, one adds one or several of the moment equations (2.15) to this system in order to obtain the unique solution. Under presence of symmetry, for example if d 2 = d 3 , the complexity of this system can be reduced as in the case of two-term coefficients.
The Burgers Equation Revisited
In this section we apply the Wavelet-Galerkin Method to the Burgers equation following the algorithm of [15] . The emphasis is on numerical experiments, in order to compare the wavelet solutions with solutions by a variety of finite difference schemes, and to evaluate how the choices of coiflet order and scale influence the accuracy of the solution.
Problem Formulation
Consider the homogeneous Burgers equation
with Dirichlet boundary conditions
We apply the semi-implicit scheme with regards to time t,
Setting w = u k+1 and g = u k , at each time step k one now has to solve a boundary value problem
The variational form of Eq.
where the bilinear form a(·, ·), after integrating the first term by parts, is given by
It is easy to see that a(·, ·) and F (·) are continuous on H 1 (0, 1), and that a(·, ·) is coercive when time step size is sufficiently small in relation to viscosity, namely for Δt < ν g −2 ∞ . It follows by the Lax-Milgram Theorem that the equation a(w, v) = F (v) ∀v ∈ H 1 (0, 1), has a unique solution w ∈ H 1 (0, 1). In order to obtain a solution w of Eq. (3.4) which also satisfies boundary condition (3.3), we split the variational problem into three parts: Let w 0 , w 1 and w 2 denote the unique solutions to the three equations
respectively. Next set
and determine values of λ 1 , λ 2 so that w satisfies the boundary conditions (3.3). This is easily done, since by (3.8), λ 1 and λ 2 must be solutions to the system
By superposition, the function w solves boundary value problem
Solution by the Wavelet Galerkin Method
Begin by choosing a suitably large approximation space
. Replacing g by its projection onto V j [0, 1], we thus have to solve the following three problems in this space,
Expressing the solution w 0 of the first equation and also g in the basis Φ j ,
and employing (2.9)-(2.10), the first equation of (3.10) yields the linear system
Denoting each expression in parentheses by a lk , and each right-hand sum by b l , this can be expressed as a matrix equation
is the vector of unknowns, and
Observe that A is a band matrix whose upper and lower bands each have width N − 2, since Γ kl = 0 whenever |k − l| > N − 2. The second and third equations in (3.10) can be treated in a similar way, leading to linear systems
. After having obtained the values of λ 1 and λ 2 from (3.9), then the vector
will contain the coefficients of the approximate solution w ∈ V j [0, 1] of problem (3.5)-(3.6) in the basis Φ j .
Solution by Finite Difference Schemes
For the purpose of comparing the wavelet solution with traditional methods, numerical experiments using a high-resolution finite difference scheme with and without flux limiter functions were performed. Partitioning the interval [0, 1] into subintervals of length Δx each with grid points x i = iΔx, one naturally obtains the scheme
where we have set u
In order to describe schemes with flux limiter functions, we modify the above.
Consider an equation without diffusion term,
where v = v(x, t) is a velocity field and Q = Q(x, t) is a conserved quantity. For example, in the inviscid Burgers equation we have v = u/2 and Q = u.
The flux of quantity Q is defined by F = vQ. To maintain the conservative property of (3.11) the numerical flux F (x, t) is implicitly defined by
hence the derivative ∂F/∂x is calculated exactly by the formula
Discretization of Eq. (3.11) is now obtained in conservative form and expressed explicitly in time as
where 
with a similar approximation of
This gives an approximation of the partial derivative ∂(vQ)/∂x by central differences, and (3.12) becomes
Applying this concept of numerical flux to the Burgers equation (3.1) (v = u/2, Q = u) we obtain
The scheme (3.14) becomes
Using linear approximation for u k i+1/2 and u k i−1/2 then we have a second order approximation scheme
The choice of second order numerical flux (3.13), however, can lead to the appearance of spurious oscillations in the numerical solution. One strategy to avoid nonphysical oscillations and excessive numerical diffusion is a hybrid method which uses the second order numerical flux in smooth regions and limits the solution in vicinity of high gradients or discontinuities, by using the monotonic upwind method in these regions. This procedure is carried out by introducing a flux-limiter based on the local gradient of the solution. We write the interface value Q k i+1/2 as the sum of the diffusive first order upwind term and an "anti-diffusive" one. The higher order antidiffusive part is multiplied by the flux limiter, which depends locally on the nature of the solution by means of the non-linear function θ i+1/2 . This function is expressed by the slope ratios at the neighborhood of the interfaces in the upwind direction, we find the upwind first order scheme, and if Ψ = 1 the scheme is reduced to the central one. The following limiter functions were used in this study [14, 19, 20, 21] : 
Results of Numerical Experiments
We now present the results of the numerical experiments with the Burgers equation 
The exact solution of this problem, easily obtained by means of the Cole-Hopf transformation [2, 10] , is
Re = 200
In this case, viscosity is sufficiently large so that the initial jump smoothes out quickly. Figure 1 shows graphs of the wavelet solutions by C 12 Coiflets for the scale j = 9 at time scales Δt = 10 −2 to 10 −5 . The left-hand plot depicts the solution over the jump interval, while the right-hand plot gives a zoomed image into the center of the jump. Plots for lower scales j exhibit the same qualitative behaviour and are therefore not shown. The graphs show that at time steps 10 −4 or smaller, the wavelet solution approximates the exact solution very well; both are visually indistinguishable when Δt = 10 −5 . This fact is corroborated in Table 1 which shows the errors of approximation, in both the infinity and the second norms. It can be noticed that when the time steps are relatively large, a change of scale j has little effect on accuracy. On the other hand, at the smallest time step Δt = 10 −5 , increasing scale improves accuracy, at least until j = 8, so that the error falls below 0.001. The pair of plots in Figure 2 represents a visual comparison of the wavelet solution with solutions by various finite difference methods, at low scale j = 6 and for time step Δt = 10 −4 . The first of the two plots again shows the graphs over the overall interval on which the solution decreases to zero, while the second plot is a zoomed view into the center of this interval. The scheme by central differences (3.14) does not exhibit monotonicity, while the first order monotone scheme (Ψ = 0) gives a solution with smoothed-out gradient. On the other hand, the van-Leer flux limiter scheme (3.16.3) gives a good approximate solution. The wavelet solution is closest to the exact solution. Table 5 in the Appendix shows some of the data used for these two plots, together with the errors of approximation. The error of the wavelet solution is noticeably below that of any of the finite difference solutions, while the three flux-limiter schemes exhibit similar performance. It should be noted that all plots were created by linear interpolation of the discrete data, while the error norms were computed from the discrete data without interpolation.
Finally, Table 6 in the Appendix gives a comparison of the wavelet solutions by varying orders of the Coiflet scaling function C 3N , namely for N = 4, 6, 8 and 10, at j = 6 and Δt = 10 −4 in vicinity of the steep gradient. The choice of N does not affect the solution noticeably. Since increasing N leads to a larger number of connection coefficients and hence to a larger computation time, the Coiflets C 12 are a reasonably good choice.
Re = 2000
As the Reynolds numbers increases, the initial jump smoothes out very slowly, and thus a fine spatial grid is required for a good solution.
The left-hand plot in Figure 3 shows that a grid spacing of Δx = 2 −8 -corresponding to scale j = 8 for the wavelet method -still produces oscillations in vicinity of the jump for all schemes. As all limiter schemes perform similarly, only the solution by van-Leer limiter is shown. At the finer grid Δx = 2 −9 of the right-hand plot, only the central difference scheme (Ψ = 1) retains oscillations. The enlarged graphs around the jump interval in Figure 4 show that the wavelet and limiter schemes produce the best results. Table 7 in the Appendix lists some of the data and the approximation errors of the various schemes.
An Equation with Nonlinear Diffusion Term
In this section we investigate suitability of the Wavelet-Galerkin method for a partial differential equation with nonlinear viscosity. We again compare the wavelet solution of a particular boundary value problem with the exact solution and solutions by finite difference schemes.
Problem Formulation
Consider an equation where f (x) and c(x) are continuously differentiable functions. We impose the usual initial condition
In order to obtain a variational problem, we rewrite (4.1) as
and apply the semi-implicit scheme
where u k (x) = u(x, t k ) with t k = kΔt, k = 0, 1, . . . . At each time step we set w = u k+1 and g = u k and obtain the nonlinear ordinary boundary value
When Eq. 
As m is positive, the first bracket will be greater than some positive constant when α < m/ √ M . Similarly, the second bracket will be greater than some positive constant when Δt < 4α 2 , thus yielding coerciveness of a(·, ·). The assertion thus follows from the Lax-Milgram Theorem. 
The Specific Equation
We now make a particular choice of f (u) and c(u), by letting f (u) = −u/2 and c(u) = u 2 , and obtain an equation discussed in [18] ,
One easily verifies that each function in the family
is a solution of this equation on the domain −∞ < x < ∞. Scheme (4.2) becomes
At each time step, we thus obtain the ordinary boundary value problem 
Solution by the Wavelet Galerkin Method
We now discuss the numerical solution of problem (4.6). Similar to the Burgers equation, we let w 0 , w 1 and w 2 denote the solutions of the three variational problems (3.7), and then find λ 1 and λ 2 , so that w = w 0 + λ 1 w 1 + λ 2 w 2 satisfies the two boundary conditions in (4.6) by solving the system (3.9). All computations are done in a suitably chosen approximation space
: we replace g and g 2 by their projections onto 
By (2.9) and (2.10) this becomes
for all l = L 1 , . . . , L 2 . So if we let A denote the band matrix whose entries a lk are given by the expression in parentheses, then the three equations in (3.10) take the form of the three matrix equations
will contain the coefficients of the approximate solution w of our problem in the basis Φ j . Since the values of the scaling function at the dyadic rationals are known, the solution w can by computed by
at the dyadic rationals x in [0, 1].
Solution by Finite Difference Schemes
For the purpose of comparison, we again performed computations to solve system (4.6) with and without flux limiter functions, now by the scheme
Fluxes on the boundary of the computational domain were computed according to the exact solution.
Results of Numerical Experiments
We now present the results of the numerical experiments with Eq. (4.4) at time t = 0.25. Choosing α = −0.5, the boundary conditions imposed according to the exact solution (4.5) were
(4.8)
The two plots in Figure 5 depict the solutions by the finite difference method (Δt = 10 −4 , Δx = 2 −6 ) and by the wavelet method (C 12 Coiflets, j = 6) in vicinity of the point of singularity x = 0.25. Time-step sizes for the wavelet method are Δt = 10 −2 on the left and Δt = 10 −3 on the right. For better readability, the discrete data points of the numerical solutions have not been interpolated in the plots. Table 2 lists the errors of approximation in each case, u e denoting the exact solution, u w the solution by the wavelet method, and u d the solution by the first order monotone finite difference scheme. The last column lists the point at which the maximum uniform error occurs. At the relatively large time step Δt = 10 −3 , the wavelet solution already gives a good approximation of the exact solution. Finally, Figure 8 shows the best approximation obtained, choosing j = 10 and Δt = 10 −5 . The graphs of both, the exact and approximate solution, merge to one single graph, and as Table 4 shows, the mean square error of approximation is of order 10 −3 . A mild oscillation can be observed at the point of singularity in all graphs. Table 8 in the Appendix lists the results of the computations by the wavelet method and by the finite difference methods at coarse spatial resolution, including the errors of approximation. We note that while the Coiflet data at scale j = 8 was computed at grid size Δx = 2 −8 , only the data values at the coarser grid Δx = 2 −6 were used for computing the error norms. Table  9 lists the data at higher spatial resolution and wavelet scale. The accuracy of the wavelet method is comparable with that of the central difference method, whereas the flux limiter schemes do not show improved accuracy over these two. The first order monotone scheme performs worst. Observe that the wavelet method uses coarser time resolutions than the finite difference schemes throughout. Table 4 : Errors of the wavelet method at various time step sizes Δt (j = 10).
Conclusion
In this paper, the application of the Wavelet-Galerkin method to two examples of nonlinear partial differential equations was studied by means of numerical experiments, using Coiflet scaling functions as basis functions. The emphasis was on obtaining solutions which either are discontinuous, or have discontinuous derivatives, and on comparing these with solutions by various finite difference schemes. The results of the numerical simulation can be summarized as follows:
1. The Wavelet-Galerkin method does produce reasonably accurate solutions for our equations with nonlinear viscosity and/or with jumps in the derivative of the solution. Altogether, these experiments demonstrate that wavelets can be applied successfully to simulate solutions of nonlinear partial differential equations which have discontinuities. 
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