Abstract-Sleep/wake classification systems that rely on physiological signals suffer from intersubject differences that make accurate classification with a single, subject-independent model difficult. To overcome the limitations of intersubject variability, we suggest a novel online adaptation technique that updates the sleep/wake classifier in real time. The objective of the present study was to evaluate the performance of a newly developed adaptive classification algorithm that was embedded on a wearable sleep/wake classification system called SleePic. The algorithm processed ECG and respiratory effort signals for the classification task and applied behavioral measurements (obtained from accelerometer and press-button data) for the automatic adaptation task. When trained as a subject-independent classifier algorithm, the SleePic device was only able to correctly classify 74.94 ± 6.76% of the humanrated sleep/wake data. By using the suggested automatic adaptation method, the mean classification accuracy could be significantly improved to 92.98 ± 3.19%. A subject-independent classifier based on activity data only showed a comparable accuracy of 90.44 ± 3.57%. We demonstrated that subject-independent models used for online sleep-wake classification can successfully be adapted to previously unseen subjects without the intervention of human experts or off-line calibration.
I. INTRODUCTION

M
ONITORING sleep-wake behavior of subjects at home allows the early detection of sleep disorders and is reducing health care costs [1] . Ambulatory health applications require comfortable devices that embed wearable sensors, electronics, and intelligent signal processing. The design of wearable sleep/wake discrimination systems is particularly challenging. The most common physiological signal used for sleep discrimination in clinical settings is the recording of brain activity with an EEG [2] . Unfortunately, EEG cannot be easily recorded with a wearable system and is subject to an increased level of noise. An alternative method is needed. It has also been shown that during sleep, intersubject differences in EEG [3] and cardiorespiratory signals [4] , [5] are more pronounced than intrasubject variations. Consequently, any signal processing and classification algorithm tuned to a model user is bound to produce highly variable results in different persons. This suggests that on a mobile device an efficient user adaptation strategy is required.
A. Background
Sleep-wake behavior is normally monitored using polysomnographic analysis that includes the recording of EEG [6] . Polysomnography is usually conducted in sleep centers which requires the patient to stay overnight. More recently, portable recorders were used for ambulatory sleep recordings that allow the patient to go home overnight. The portable systems are modular, supporting a multitude of sensors required for polysomnographic analysis. Recent attempts to integrate sensors and electrodes into textiles made the recorders more wearable. Despite these advances, the devices often remain bulky. Furthermore, the portable systems were only used for recording and not for signal processing or classification. Instead of polysomnographic recordings, the less accurate actigraphy method is often used for long-term sleep studies [7] , [8] . Actigraphy is a passive measure of sleep/wake behavior. Miniature accelerometers in a watch-like device are used to record the movement patterns of the subject. These wristbands are small, light weight, and low power and therefore easy to wear over multiple days. Several classification algorithms have been suggested for actigraphy analysis [9] - [13] . However, they do not provide real-time detection of sleep and wake. Furthermore, they often incorrectly classify low activity tasks (e.g., reading or watching television) as sleep because the measured behavioral quiescence is not unique to sleep [8] , [11] . Furthermore, actigraphy is not a good tool for detecting wakefulness in subjects with irregular or fragmented sleep schedules [14] .
We have previously demonstrated online sleep/wake classification based on power spectral density estimates of ECG, respiration effort (RSP) [4] , and optionally accelerometer (ACC) signals [15] . We showed that if an artificial neural network (ANN) is trained and tested later on the same user, a mean correct sleepwake classification of 94.23 ± 1.65% can be achieved [15] . However, when the ANN classifier was tested on data from users who did not contribute to the training of the classifier, the accuracy dropped significantly to 88.59 ± 6.66%. This indicated that at least some of the signals do not generalize well for other users and a single model cannot be used for accurate classification in a larger population. In our previous work, we remarked that an ANN could be trained for each user individually [4] . However, obtaining the necessary training dataset with accurate 0018-9294/$26.00 © 2011 IEEE sleep/wake labels for the supervised training of the ANN was very time consuming. This was because the procedure required setting up sensors for home video, electrooculography (EOG), and electromyography (EMG), and a technician manually analyzed the recordings. Further, the applications for the classifier were limited to people that were willing to undergo the training procedure.
To address intersubject differences in automated sleep scoring and sleep disorder classification from polysomnography recordings, different classification models for different subject groups are used [16] . Typically, clustering algorithms were used to associate the biomedical signals from a new subject with a subject group [17] . Subject groups were built off-line from previously classified signals stored in a database. This approach required significant amount of processing and storage resources. The need for large datasets with accurate prelabeled data also required considerable time investments and human intervention. Such a clustering and database approach is, therefore, not conceivable for an autonomous wearable system. An adaptation method for off-line actigraphy analysis of sleep and wake has been suggested [12] . The density of movements of the subject was calculated to adjust two thresholds used for the sleep-wake discrimination. The movement density was calculated off-line over the whole duration of the recording. Further, the described experiments only analyzed the periods when the subjects were in bed. This method of gathering a priori knowledge for the algorithm adaptation is neither practical nor available for wearable real-time applications. Another possible adaptation strategy was the tuning of the classification threshold of an ANN [4] . This simple method required only one parameter to be adjusted. The tuning was very limited, was performed off-line, and did not allow for adaptation to possible changes in the wearer's physiology. This tuning resulted in a statistically insignificant increase of the mean accuracy of only 1.43% for the given data and ANN topologies [4] .
We introduce a new way to improve the classification accuracy with an online algorithm because the subject-independent networks did not show the desired accuracy for new users [15] . We decided to modify directly the ANN weights with a learning algorithm as it was used for the off-line training of subjectindependent classifiers. To adjust the weights in a supervised manner, some a priori knowledge about the user's sleep/wake state is required. Video analysis, polysomnography, or any other known sleep detection methods described earlier would need some off-line analysis by a human or machine expert and were not suitable for an online data labeling on a wearable system. Equally, unsupervised clustering methods like the one used in [18] are too computationally intensive. Further, it is very unlikely that unsupervised training can find a more accurate classifier than a supervised, subject-specific training. We, therefore, suggest two new feedback methods to gather a priori knowledge and to automatically label the recorded data online. The feedback methods make use of typical behaviors that are used to differentiate sleep from wake by observation. Typical behaviors are:
1) specific body posture; 2) maintained behavioral quiescence; 3) elevated arousal threshold; 4) state reversibility with stimulation [19] . We decided to monitor the user's activity because it can be passively recorded with an accelerometer. We also monitor user's reactivity to give an estimate of the arousal threshold. This measure can be easily recorded with a reaction task.
In the following sections, we present the research and development of algorithms for user-adaptive sleep-wake discrimination and experimental classification results. The experiments were performed on a wearable, energy efficient device called SleePic (derived from sleep and programmable interface controller). The SleePic device has been custom designed for our experiments. It is composed of a chest-worn belt that records ECG, RSP, and three-axis ACC, and a wristwatch that acts as a user interface with LEDs and a button. A detailed description of the SleePic hardware can be found in [20] . The SleePic embeds the previously developed sleep/wake classification algorithm and a newly developed method to adapt to different users automatically. The adaptation method does require only minimal user interaction and does not need the supplementary and constraining video, EMG, and EOG recordings that were used in our previous studies [4] , [15] . The presented methods demonstrate the first step toward the development of contextaware personal health devices that are able to adapt to the user autonomously.
II. ALGORITHM DESCRIPTION
The goal of our work was to develop an algorithm for cardiorespiratory sleep/wake classification that is able to adapt to intersubject differences automatically. The algorithm had to be power efficient so that it could run on a wearable device. Further, for a high user acceptance, the algorithm had to rely on low user interaction to minimally disturb the subject in her/his daily activities. The algorithm was composed of two stages: 1) sleep/wake discrimination with an ANN classifier (see Fig. 1 );
2) adaptation procedure that automatically labeled data segments and adapted the ANN to the user (see Fig. 2 ). 
A. Sleep/Wake Discrimination
The sleep/wake classifier was based on the processing of cardio-respiratory signals. We also included the processing of ACC data because it is considered the most power-efficient signal to record on a wearable system. We have described the classifier in detail previously [4] , [15] and present only the differences from the original version next.
The ECG, RSP, and ACC signals were sampled over segments of 20 s (see Fig. 1 ). The high sampling rate of ECG was reduced from 256 to 51.2 Hz to simultaneously fit all segments of the three signals into the RAM of the SleePic microcontroller. The 20-s segment size corresponded to 1024 sampling points (ECG) and 512 sampling points (RSP and ACC), respectively. The power of two size of the segments was favorable for the processing of the fast Fourier transform (FFT) on the microcontroller. On each segment, a Hamming window function was applied to reduce the border effects of the time-frequency transformation. The frequency content was extracted from each segment with an FFT. The content of the frequency bands obtained by the FFT were then fed to a feed-forward, single-layer ANN with a tangent-sigmoid output function stored in a lookup table. The size of the ANN varied depending on how many input signals were selected. A symmetric threshold was applied to classify the continuous ANN output into sleep and wake. The input network weights of the ANN were found to be redundant and not all necessary for the successful classification of sleep and wake [21] . Therefore, we created a different network topology for this study that used only the relevant input weights. In our particular case (single-layered network), all input features i ∈ 1, . . . , N were considered as relevant when the mean weight over all training runs 1 to M was larger than the median standard deviation of all layer weights of all runs, as follows:
where
and S is the selection function. The input size of the resulting pruned network was reduced to 8.3% of its original size. Only the reduced network topology was used in this study for the training, testing, and adaptation. We used the Levenberg-Marquardt back-propagation algorithm [22] to train the ANN and update the synaptic weights.
B. Adaptation Procedure
For the online adaptation of the ANN weights, a priori knowledge about the user's sleep/wake state was required. We developed two new feedback methods to automatically label the recorded data for supervised adaptation (see Fig. 2 ).
1) Activity Feedback: From actigraphy, we know that certain movement patterns can reliably be associated with a sleep or wake behavior [7] , [8] . We, therefore, used actigraphy measures to obtain a number of labeled physiological data segments without user interaction at all. Inspired from the algorithm of Cole [10] , the algorithm examined the current, four prior, and two posterior activity data segments (ACT) of 1-min size. An ACT consisted of the sum of activity zero-crossing within that segment. If the activity of the resulting 7-min window was very low (high), the algorithm considered the central 20 s as sleep (wake); otherwise, the algorithm did not label the data and the data were not selected for the adaptation set (f = NaN), as follows:
where f = 1 equals sleep and f = −1 equals wake.
2) Button Feedback:
Humans are subject to an elevated arousal threshold during sleep [19] . A stimulation below this threshold will cause no reaction of the subject during sleep, but eventually will during wake. We applied this method to our algorithm by stimulating the wearer of the SleePic with a blinking LED on the SleePic Watch and simultaneously with a single, light vibration on the chest. Both stimuli could not be perceived during sleep. The stimuli were randomly generated by the SleePic every 15-60 min. If the wearer reacted to this stimulation by pressing the button on the SleePic Watch within 1 min (button = 1), he/she was considered as awake (f = −1). If a response was absent (button = 0), the wearer was either asleep or missed the stimulus. In that case, the ACT within the stimulus period was analyzed. If it was below or equal to a threshold of one zero-crossing, the wearer was considered as asleep (f = 1) and otherwise, no automatic labeling was performed (f = NaN) as follows:
The data from the 20-s prior to the stimulus were labeled accordingly to avoid training on the button pressing movement patterns that may arise during this period.
III. METHODS AND MATERIALS
SleePic was used to demonstrate and test the developed algorithms. The algorithms did run in real time on SleePic, but because of the nature of the experimental design, it was not possible to perform the computing tasks in real time. Instead, the computing was done post hoc. This procedure did not alter the performance of the algorithm.
A. Subjects and Recordings
Following informed consent, eight volunteers (two females and six males) aged 24-30 years wore the SleePic system. The subjects were in good health and reported no cardio-respiratory disease or any sleep disorders. The subjects came to the laboratory in the evening and were instructed about the experiment procedure and how to wear the device. The subjects wore the SleePic device for a minimum of 36 h that included two nights. They were allowed to remove the belt during heavy sport or when showering. During the whole experiment, the subjects performed a randomly scheduled reaction task using the button on the SleePic Watch. The subjects were asked to sleep at home. After the recording, the subjects returned the SleePic recording system to the laboratory, were debriefed, and filled out a questionnaire about the usability and comfort of the system.
Because of the ambulatory nature of the experiment, the subjects were expected to move freely and perform normal daily activities. Therefore, we did not consider the possibility of recording EEG signals for reference. Instead, the subjects had to maintain a logbook by indicating the system-off times, their sleep times, and particular events related to the system that may happen during the experiment. Additionally, a technician installed an infrared video camera in the bedroom to record the sleep behavior during bedtime. A technician analyzed the logbook and video recordings and labeled the wake/sleep periods in 10-s intervals. Afterward, the technician removed data epochs from the SleePic data for periods where the SleePic was not worn. When the SleePic recording device failed to record any data, the missing data epochs were also discarded. However, signals with movement artifacts or other task-dependent disturbances were not discarded, since they might contain useful information for the classification. With one subject, the sensor belt became too loose, which was not detected immediately during the recording. Therefore, an additional 3.5 h with bad data were discarded for this recording. The cardio-respiratory and activity data obtained from the SleePic system were used for the classification experiments. The expert sleep/wake labels obtained from the logbook and the video analysis were solely used for the performance assessment of the algorithm.
B. Classification Experiments
We conducted a series of experiments to evaluate the adaptation strategies. Data from the SleePic system were used to train and adapt three different network topologies. The topologies differed in the input signal vector. The networks topologies consisted either of the features from the cardio-respiratory signals (ECGRSP), the activity features (ACC), or the combination thereof (ECGRSPACC).
1) Subject-Independent Experiments:
In a first set of experiments, we replicated the generalization experiments from our previous study [4] but using SleePic data. The expert-labeled data from each subject were randomly divided into a training dataset (80%) and a validation dataset (20%). The test dataset consisted of the full dataset of each subject (see Fig. 3 ). In order to prevent any performance bias, training and test datasets from the same dataset were never used simultaneously within an ex- Fig. 3 . Classification experiments. In the subject-independent experiments (top), data from all subjects but one contributed to training (80%) and validation (20%) datasets. The data from the remaining subject consisted of the test dataset. In the adaptation experiments (bottom), the data from one subject were again used as a test dataset. The feedback adaptation set and the feedback validation set were composed of the button and activity (ACT) feedback from the same subject. For the feedback experiments, the button and ACT feedback data were used separately to build the feedback adaptation and validation sets. All the experiments were repeated until every subject was once in the test dataset.
periment. We trained networks for each ANN topology by using the training datasets of all subjects but one. 1 The performance of the network was evaluated after each training iteration on the validation datasets from the same subjects in the training dataset. The training was stopped if the performance of the validation did not increase for more than five iterations. The test datasets from the remaining subject were used to measure the performance of the network after the training was completed. We repeated the experiment until every subject was once in the test dataset (eight times). Ten independent runs for each experiment and subject were performed from different initial network weight values. Initialization of the weights was done with the Nguyen-Widrow method [23] .
2) Adaptation Experiments: In this set of experiments, the feedback adaptation dataset was used individually to adapt the generalized networks obtained in the subject-independent experiments. The feedback data (labeled by the Button and Activity Feedback algorithms) were combined and randomly split into a feedback adaptation dataset (80%) and a feedback validation dataset (20%). For each subject, ten different feedback datasets were generated (see Fig. 3, bottom) . The feedback validation dataset was used to stop the training and avoid overfitting. The same data as in the subject-independent experiments were used as a test dataset. The best network obtained from the subjectindependent experiments for each topology was used as a start network for the adaptation procedure. 2 Ten independent runs for each feedback adaptation and validation dataset were generated. This was repeated for each subject (eight times) and each topology, making a total of 240 runs. 
3) Feedback Experiments:
With the feedback experiments, we analyzed the individual contributions from each feedback strategy to the performance of the networks. For this, the adaptation experiments were repeated with only the automatically labeled data from the Button Feedback or the Activity Feedback in the adaptation and validation dataset, respectively.
C. Performance Assessment
To evaluate the performance of the classifiers, we calculated the accuracy (fraction of all correctly classified segments), the sensitivity (fraction of correctly classified sleep segments), and the specificity (fraction of correctly classified wake segments). These performance measures were calculated on all 20-s segments for each experiment and topology, as follows: accuracy = # true sleep seg + #true wake seg # all seg (4) sensitivity = # true sleep seg # all sleep seg (5) specificity = # true wake seg # all wake seg .
We estimated the quality of sleep with the sleep efficiency parameter, calculated as the total classified sleep time divided by the time in bed.
IV. RESULTS
A total of 250 h of valid SleePic recordings were obtained (37% sleep and 63% wake). On average, 1.83 labeled segments per hour were obtained from the Button Feedback (58 ± 13.2 labels per recording), containing 36.95 ± 10.27% sleep labels. This corresponds to an equivalent sleep/wake proportion as for the entire recording. Using the labeling rule from the Button Feedback method, neither false-positive nor false-negative labels were generated. The automatic labeling from the Activity Feedback contained on average 14 labeled segments per sleep hour and 8.9 per wake hour (335.88 ± 99.85 per recording). Using this labeling rule, the algorithm generated a total of 27 false sleep and 6 false wake labels that corresponded to an error rate of 1.3%. The wrong labels were not discarded for the adaptation experiments.
The accuracy, sensitivity, or specificity of the subjectindependent experiments with topologies containing the fre- quency features of ACC data were statistically better than the topology without the ACC (left boxes in Fig. 4 ; Student's t-test, p < 0.05, for both cases).
The adaptation method improved the accuracy of all topologies containing cardio-respiratory features as inputs (Student's t-test, p < 0.01). The adaptation method had a larger impact on the sensitivity than the specificity for both topologies containing cardio-respiratory signals (see Table I ). The accuracy of the adaptation experiments showed no significant difference compared to the subject-independent experiments in the ACC topology (see Fig. 4 ; Student's t-test, p > 0.40).
No significant difference in accuracy, sensitivity, or specificity between the three feedback methods can be observed for the ACC and ECGRSPACC topologies (see Table I ; Student's t-test, p > 0.75). Furthermore, the sensitivity for the Activity Feedback showed a reduced standard deviation compared to the Button Feedback. This indicates that the falsely labeled Activity Feedback labels had no negative influence on the adaptation performance. Button Feedback alone was not able to improve the accuracy of the ECGRSP topology.
The adaptation algorithm significantly overestimated sleep efficiency (see Table II ). This means that most classifier models estimated the sleep quality of the subjects to be better than it was detected by the human expert.
V. DISCUSSION
We aimed to design a power-efficient algorithm for wearable sleep/wake classification. The experiments successfully showed that the presented algorithm can be embedded in a wearable device with an autonomy of more than 36 h.
The classification test results in Fig. 4 indicated that the specificity of the ACC topology was higher than expected from the literature that analyzed previous actigraphy algorithms [8] , [11] . Two effects might have contributed to this result: 1) the SleePic was measuring the activity of the subjects based on the movements of the body and not of the wrist. However, the location of measurement should not significantly change the detection of motor activity [24] ; and 2) in addition to motor activity, the features computed by the SleePic algorithm also contained information about body position. The body position was encoded in the low-frequency component of the FFT preprocessing. This information was not available to algorithms in traditional wrist actigraphy. The high correlation between effective sleep efficiency (percentage of sleep when in bed) and ACC sensitivity (percentage of correct sleep classification) supported the hypothesis that the ANN classifier is using the body position as a valuable classification feature. (Kendall correlation τ = 0.90, p < 0.01.) Further experiments including wrist actigraphy are required to study this effect in more detail.
The experiments showed that the detection of sleep was more difficult than wake (low sensitivity) and had the highest impact in reducing the subject-independent performance of the ECGRSP topology. This suggested that the intersubject variation of ECG and RSP was mostly present during sleep. In fact, the classification models that presented sensitivities below 50% belonged to two subjects that had sleep patterns that would correspond to wake patterns in the other subjects. This high discrepancy between subjects during sleep strengthens our postulation for the need for a user adapting device.
A. Subject-Independent Versus Adapted Systems
Our observations suggest that the ACC data were able to generalize well between different subjects and adaptation or retraining for a new subject was not necessary (see Fig. 4 ). The use of accelerometer data recorded from the chest might, therefore, be an appropriate alternative to a cardio-respiratory classifier that requires model adaptation. However, studies have shown that accelerometer data alone do not accurately classify wake states containing low activity [8] , [11] . To evaluate this effect, additional experiments with subjects that present fewer movement patterns during wake are required.
Sleep patterns of ECG and RSP contained larger intersubject variations than the wake patterns. Adaption was able to address these variations. Specificity could not significantly be improved. This indicated that the wake patterns contained intrasubject differences, which were difficult to separate with the single-layer ANN classifier used for our experiments.
B. Button Versus Activity Feedback
The high labeling accuracies obtained with the Button Feedback (100%) and Activity Feedback (98.2%) indicated that both methods were robust strategies to obtain automatically labeled sleep/wake data. Although the labeling rules for the Activity Feedback were much more conservative than commonly used actigraphy algorithms, mislabeling could not be prevented. This had no effect on the adaptation performance.
We repeated the adaptation experiment with each labeling source to qualify the data obtained from the different feedback methods for the automatic labeling. The size of the adaptation dataset collected by the Button Feedback was too small to improve the classification of the ECGRSP topology (see Table I ). The actively sampled Button Feedback required some attention of the wearer. Therefore, increasing the frequency of gathering this feedback could lead to more discomfort. The different strategies for the labeling might be also complementary. This can be explained by the nature of the feedback adaptation data. Whereas data from the Activity Feedback came only from clearly classifiable segments of sleep and wake passively sampled from accelerometer data, the randomly sampled Button Feedback data also contained segments that were more difficult to classify, e.g., where subjects displayed low activity when awake. Gathering of a larger adaptation set for more specific adaptation data in further experiments could be improved with a modified labeling rule. We suggest using a combined solution where the button pressing task is not activated randomly, but by using prior knowledge. The unthresholded output of the ANN is a possible source of prior knowledge. For example, if the output is close to the classification threshold where the classification uncertainty is increased, an additional reactivity test could be useful.
VI. CONCLUSION
We demonstrated that embedded, subject-independent models used for online sleep-wake classification can be successfully adapted to previously unseen subjects without the intervention of human experts. We have shown that for a topology that is based only on accelerometer data, the maximal accuracy can be reached when it is trained for a subject-independent application. An adaptation to a new user has only minimal effects on the performance of such a classifier. In the same way, we have shown that the ANN classifiers that were based on a cardio-respiratory signal topology can be improved significantly by adapting the neural weights. Although the accuracy of the adapted networks was not significantly higher than the ones from the accelerometer based networks, the use of cardio-respiratory signals for the classification could display an advantage when higher specificity is required.
The main achievement was the description and evaluation of two methods for automatic gathering of labeled data about the subjects' sleep/wake states. Both methods used measurements of typical behaviors that are associated with normal sleep and wake, notably an increased arousal threshold and maintained behavioral quiescence during sleep. The suggested methodology is based only on occasional button pressing of the subject and the measurement of the user's activity which makes the method power and computationally efficient.
The conducted experiments show some limitations. The duration of the experiments was not sufficient to assess the robustness of the adaptation algorithm. The duration did not allow us to monitor intrasubject variations and possible effects thereof on the adaptation and consequently on the classification performance. The SleePic device that embeds the described algorithms will also need to be tested on groups experiencing sleep disorders. For clinical applications, the system and algorithms will need to undergo further tests with more subjects and including data from a wider population.
Because of the simplicity and the low sensor requirements of the newly described method, it is not limited to the cardiorespiratory sleep/wake classification, but could also be used for automatic adaptation of other sleep discrimination algorithms.
