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          ABSTRAKT 
Diplomová práce řeší problematiku konvergovaných sítí a jejich efektivního využití, 
se  zaměřením na telematické sítě. Pro model konkrétní aplikace byla zvolena oblast dopravní 
telematiky. Práce sestává ze dvou okruhů simulací v programu Opnet Modeler.  
V první teoretické části byl vytvořen přehled protokolů používaných 
v konvergovaných sítích, přičemž byly podrobněji popsány směrovací protokoly. Pozornost 
byla rovněž věnována mechanismům zajištění kvality služby v IP. 
Následně byla v rámci praktické části vytvořena simulace konvergované telematické 
sítě v programu Opnet Modeler, byly nastaveny scénáře pro zajištění kvality služby pomocí 
protokolů RSVP a DSCP a byla provedena simulace. Výsledky simulací pro oba scénáře byly 
srovnány a přehledně zobrazeny pomocí grafů.  
Druhá teoretická část se věnovala mechanismům řazení do front, řízení zahlcení a 
předcházení zahlcení. V praktické části byla následně opět použita simulace konvergované 
telematické sítě, tentokrát pro porovnání front FIFO, PQ a WFQ, a to v rámci scénáře 
s použitím protokolu DSCP, který byl v první části vyhodnocen jako jednoznačně lepší. 
Výsledky simulací byly opět srovnány a přehledně zobrazeny.  
Klíčová slova: konvergované sítě, telematika, IP protokoly, směrování, řazení do front, řízení 
zahlcení, předcházení zahlcení, Opnet Modeler. 
  
                                             ABSTRACT 
The Master´s thesis deals with the field of converged networks and their effective 
utilization, focusing specifically on telematic networks. For modelling of a specific 
application, the field of vehicle telematics has been chosen. The thesis consists of two series 
of simulations performed in Opnet Modeler network simulator.  
The first theoretic part gave an overview of protocols used in converged networks, 
with a more detailed description of routing protocols. The attention also centred 
on the mechanisms for assuring the quality of service in IP. 
The subsequent practical part consisted in creating the simulation of a converged 
telematic network in Opnet Modeler network simulator, configuration of scenarios for 
assuring QoS using RSVP and DSCP protocols and the simulation itself. The results of 
the simulations for both scenarios were compared and represented in graphic form.  
The second theoretic part described queueing disciplines, as well as congestion control 
and congestion avoidance mechanisms. The corresponding practical part compared FIFO, PQ 
and WFQ queueing algorithms within the same simulated converged telematic network, using 
DSCP protocol scenario, which gave much better results in the first series of simulations. 
Again, the results of the simulations were compared and represented in graphic form.  
Key words: converged networks, telematics, IP protocols, routing, queueing, congestion 
control, congestion avoidance, Opnet Modeler. 
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1. ÚVOD 
Tato diplomová práce se zaměří na problematiku konvergovaných sítí a jejich 
efektivního využití, což je v současnosti velice aktuální téma, vzhledem ke stále větším 
objemům přenášených dat a vzrůstajícím nárokům na bezchybný přenos a bezpečnost, 
zejména u některých pokročilých aplikací.  
Ze začátku se bude práce věnovat teoretickému výkladu, vymezení základních pojmů, 
popisu nejdůležitějších protokolů používaných v konvergovaných sítích a jejich fungování. 
  Vzhledem k zadání bude v další části práce popsána problematika telematických sítí, 
podán jejich přehled, krátce nastíněn jejich vývoj a možnosti budoucího využití. Z hlediska 
snahy o optimalizaci síťového provozu bude pozornost rovněž věnována mechanismům 
zajištění kvality služby v IP, algoritmům řazení do front a mechanismům řízení a předcházení 
zahlcení.  
V praktické části diplomové práce budou rozpracovány projekty modelování 
konvergované telematické sítě v programu OPNET MODELER. Bude navržen funkční 
telematický systém pro konkrétní aplikaci a bude hledáno optimální nastavení parametrů 
kvality služby a řazení do front pro daný provoz tak, aby byl zajištěn spolehlivý přenos 
při současném zachování efektivního využití sítě.  
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2. KONVERGOVANÉ SÍTĚ 
Vzrůstající požadavky na přenos informací vedly k nutnosti vytvořit možnost 
bezproblémové komunikace mezi koncovými systémy připojenými na různé typy sítí: POTS, 
ISDN, GSM, ATM sítě, LAN, VPN apod. Jedním z řešení tohoto náročného úkolu je 
konvergence všech existujících sítí, pro niž je charakteristické, že v jednotlivých sítích jsou 
ponechány vlastní síťové technologie a vytvoří se bloky přizpůsobovacích funkcí, které 
zabezpečí bezproblémovou spolupráci různých typů sítí. [1]  
Konvergencí se v této souvislosti rozumí přenos různých druhů provozu, jako hlasu, 
videa, dat či obrazu po jediné síti. V reálném prostředí jde o propojení pevných a mobilních 
sítích, a to telekomunikačních, počítačových i vysílacích. Moderní konvergované sítě tedy 
v dnešní době slouží jak pro přenos dat jako takových, tak také hlasu, videa nebo i protokolů 
(např. iSCSI, FCoE). Implementací konvergovaných sítí dochází k výraznému zefektivnění 
poskytování stávajících služeb a otevírá se cesta k vývoji služeb nových. Díky sdílení 
infrastruktury se předchází jejímu nadměrnému rozšiřování a zvyšování složitosti, což také 
představuje výrazné úspory provozních výdajů za energie a správu pro poskytovatele. 
Vzhledem k tomu, že komunikace v konvergovaných sítích je primárně založena na IP 
protokolu, který se během vývoje propojování sítí prosadil díky své jednoduchosti, flexibilitě 
a otevřenosti, probíhají veškeré datové přenosy formou IP datagramů. Pro bezproblémové 
fungování konvergovaných sítí vznikaly a vznikají soubory protokolů, které komunikaci 
v tomto složitém prostředí zajišťují. Některé z těchto protokolů budou popsány níže.  
Aby byly moderní konvergovaná síť plně funkční, je nezbytné, aby dokázala provoz 
kategorizovat a priorizovat, což v praxi znamená, že aktivní síťové prvky musejí rozlišovat 
mezi jednotlivými třídami a toky provozu a na základě toho jim následně zajistit prioritu 
podle jejich potřeb. Tyto mechanismy jsou souhrnně označovány jako kvalita služby (QoS,  
Quality of Service).  
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3. PROTOKOLY POUŽÍVANÉ V KONVERGOVANÝCH 
SÍTÍCH 
Jednotlivé vrstvy protokolové architektury TCP/IP zajišťují správné fungování 
síťového provozu prostřednictvím příslušných protokolů.   
 
aplikační  aplikační protokoly: TELNET, FTP, TFTP, DNS, SMTP, HTTP, DHCP, RSVP, SNMP...  
 
 
 
transportní  transportní protokoly: TCP, UDP  
 
 
 
mezisíťová  
(vrstva Internetu) 
 
IPv4, IPv6, směrovací protokoly: RIP, OSPF, IS-IS, 
BGP... 
 
 
 
síťové rozhraní 
 
Ethernet, 802.3, 802.5, FDDI, X.25, FR, ATM, PPP, 
SLIP...  
                  Obr. 3.1: Příklady protokolů používaných v jednotlivých vrstvách modelu TCP/IP 
3.1. Vrstva síťového rozhranní 
Nejnižší vrstva TCP/IP modelu, označovaná také jako linková vrstva (Link Layer), 
zajišťuje přístup k fyzickému přenosovému médiu. Obstarává vše, co souvisí s ovládáním 
konkrétní přenosové cesty a s přímým vysíláním a příjmem datových paketů. Je specifická 
pro každou síť v závislosti na její implementaci. Protokoly této vrstvy zajišťují doručení dat 
jiným systémům na přímo připojené síti. Vzhledem k tomu, že velmi často jsou 
implementovány lokální sítě typu Ethernet, bývá vrstva síťového rozhraní v rámci TCP/IP 
často nazývána také Ethernetová vrstva (Ethernet Layer).  
3.1.1. Ethernet 
V současnosti nejrozšířenější technologie pro sítě LAN, založená na sběrnicové 
topologii a na velmi jednoduchém principu pro přístup k přenosovému médiu CSMA/CD 
(Carrier Sense Multiple Access with Collision Detection). Algoritmus CSMA/CD řídí přístup 
stanic ke sdílené sběrnici následujícím způsobem: stanice, která chce odeslat datový rámec, 
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naslouchá, zda je médium volné. Pokud není, vyčká na jeho uvolnění. Jakmile se médium 
uvolní, stanice začne vysílat. Při vysílání naslouchá, zda nepřichází signál od jiné stanice, tedy 
zda nedošlo ke kolizi (Collision Detection). V případě kolize se oba přenosy přeruší, stanice 
odstoupí od vysílání a generuje signál umožňující rozpoznat kolizi také ostatním stanicím 
(jam signal). Stanice počká náhodnou dobu a poté znovu opakuje svůj pokus o vysílání. 
Maximální počet pokusů je 16, poté je pokus o odeslání považován za neúspěšný. Nevýhodou 
tohoto principu je, že s narůstajícím počtem uzlů roste i počet kolizí a tedy klesá teoretická 
propustnost sítě. Skupina uzlů, jejichž činnost může generovat kolizi, se nazývá kolizní 
doména. Kolizní domény je možné rozšiřovat či oddělovat pomocí aktivních síťových prvků, 
lze jimi tedy ovlivnit propustnost sítě. Modernější varianty Ethernetu však již nepoužívají 
sdílené přenosové médium, pracují s využitím přepínačů s plně duplexním režimem provozu, 
a tedy již nejsou založeny na přístupu CSMA/CD.  
Většina provozu v Internetu je realizována a ukončena právě Ethernetovým spojením, 
u sítí LAN tvoří až přibližně 90 %. Od doby svého vzniku v sedmdesátých letech se však 
musel přizpůsobit vzrůstajícím nárokům na rychlost přenosu či zavedení nového 
modernějšího druhu média (optické vlákno) a prošel tak značným vývojem.  Protokol, který 
dříve přenášel data rychlostí 3 Mbps, dnes pracuje s rychlostmi 10 Gbps. Přehled 
používaných typů Ethernetu je uveden v Tab. 3.1. 
Tab. 3.1: Standardizované verze Ethernetu [8] [15]   
Desetimegový Ethernet – IEEE 802.3 
Přenosová rychlost 10Mb/s, kódování Manchester ± 0,85V, maximální počet segmentů - 5, maximálně 3 segmenty obsazeny stanicemi, 
segmenty propojeny pomocí opakovačů nebo rozbočovačů (max. 4 v kaskádě), přístupová metoda CSMA/CD, Back-off algoritmus, 
náhodné zpoždění mezi 160 22 − x 9,6 sµ , max. délka rámce 512 bitů (64 B), fyzická adresa 48 bitů 
Specifikace Kabeláž 
10Base-2 
Používá pro přenos médium 2x stíněný koaxiální kabel RG 58 s impedancí 50 ohmů 
Délka segmentu kabelu max. 185 m. Na jednom segmentu může být max. 30 stanic a max. počet v síti je 1024 
stanic. Napojení stanic konektory T-BNC. Zvětšení dosahu´pomocí opakovačů – max. 4. 5 segmentů, z toho max. 
3 obsazené stanicemi. Max. dosah 925 m. Segment musí být impedančně přizpůsoben pomocí tzv. terminátorů 50 
ohm a jeden konec by měl být uzemněn.   
10Base-5 
Délka segmentu kabelu max. 500 m. Na kabely jsou připevněny MAU transceivery. Stanice jsou připojeny přes 
AUI konektory, může být max. 50 m od transceiveru. Transceivery musí být připevněny ve vzdál. násobku 2,5 m. 
Segmenty musí být ukončeny na obou stranách pomocí tzv. terminátorů. 
10Base-T Přenosové médium se používá kroucený dvoudrát s impedancí 100 ohm (min. kategorie 3), konektory RJ45. 
Použity jsou 2 páry (vysílání a příjem), pro poloduplexní i duplexní provoz. Délka kabelu mezi uzlem a aktivním 
prvkem max. 100 m. 
10Base-FL Délka kabelu mezi uzly až 2 km, délka kabelu mezi optickými opakovači max. 1 km. 
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 10Base-FB Pro optické páteřní sítě, pro spojení opakovačů a rozbočovačů a používá se synchronní způsob přenosu. 
10 Base-FP Použití pasivního optického rozbočovače s max. dosahem 500m  a max. 30 propojených uzlů. Existuje i 
modifikace jednovidový optický kabel, max. vzdálenost mezi propojenými prvky 5 km. 
10Broad-36 Pro přenos po koaxiálních rozvodech, např. TKR (televizní kabelový rozvod). Pro každý směr přenosu jsou 
zapotřebí 3 kanály po 6 MHz šířky pásma, celkově 36 MHz. Segmenty kabeláže dlouhé až 1800m a max. 3600m. 
Fast Ethernet 
V principu standardní Ethernet, pouze 10x rychlejší. Přístupová metoda CSMA/CD Min. délka rámce 64 B. Standard 100Base-T je možno 
implementovat do většiny 10 Mb/s. 
100Base-X  (802.3u) zahrnuje standardy-TX a 100Base-FX. Používají kódování 4B/5B + NRZI.  
100Base-FX Používá dvě multimodová optická vlákna a fyzická vrstva je založena na specifikaci sítě FDDI 
100Base-T4 UTP kabely kat. 3 a 4. Všechny 4 páry – všechny jsou použity pro přenos.Signál se přenáší třemi páry a 
modulační rychlostí 25 Mbaud s kódováním 8B6T a čtvrtý je využit pro detekci kolizí. 
100Base-T2 Přenos po dvou párech UTP kategorie 3 a 4 pro oba směry přenosu. Max. délka kabelu 100 m. Podporuje jak 
poloviční tak i plný duplex pomocí vidlice a potlačovače ozvěn. Pro plný duplex musí být jedna stanice zvolena 
jako Master, druhá Slave. Data jsou nejprve skramblována  a rozdělena do čtveřic bitů kódovaných po dvojicích 
pomocí PAM 5x5. MAC rámec je při přenosu ohraničen dvěma páry nedatových symbolů (SSD a ESD) a 
v mezirámcové mezeře jsou vysílány IDLE symboly. 
Gigabitový Ethernet 
V roce 1998  byla schválena první skupina standardů pod označením IEEE 802.3z. Dále pak IEEE 802.3ab podporující nasazení na UDP 
kategorie 5 - využívá všechny 4 páry a dosah až 100 m. Přenosová rychlost 1 Gb/s. Doporučení a varianty: IEEE 802.3z , kódování 8B/10B, 
modulační rychlost 1025 Mbd/s (metalika 1000Base-CX a optika 1000Base-SX na vlnové délce 850nm, 1000Base-LX na vlnové délce 
1310 nm). IEEE 802.3ab – 1000Base-T (všechny 4 páry UTP kateg.5, dosah až 100m) 
1000Base-CX Používá dva páry STP (150 ohm), max. dosah 25 m, definovány dva typy konektorů (9-pinový miniaturní 
konektor D9 a 8-pinový konektor ANSI Fiber Channel) 
1000Base-CX Používá vícevidová vlákna  
1000Base-SX Standard 1000Base-SX používá vícevidová vlákna 62,5 a 50 µm na vlnové délce 850 nm, dosah až 550m 
1000Base-LX Standard 1000Base-LX používá vícevidová (62,5 a 50 µm) i jednovidová (9 µm) vlákna na vlnové délce 1310 nm, 
dosah i více než 5 km (pro plný duplex)  
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1000Base-T - přenos po 4 párech UTP 5. kategorie - maximální vzdálenost mezi dvěma uzly je 200 metrů  - podporuje jak 
poloviční, tak i plný duplex - jedna z komunikujících stran je Master (switch, hub) a druhá Slave (terminál) - z 
technologie 100Base-T4 (100 Mb/s po 4 párech) je převzatá simultánní obousměrná  
komunikace po čtyřech párech,  - ze 100Base-TX je vzato řešení pro 125 Mbaud a zpracování 
signálovým procesorem.  - z řešení 100Base-T2 se použila kompenzace echa a přeslechů .  - kódování se dě je 
po dvojicích bitů na 1 pětkový symbol pro každý pár UTP (4- dimenzionální PAM 5) s modulační rychlostí 
125 Mbaud - vyšší nároky na pomě r odstup signálu od šumu o 6dB – řešeno zlepšenou opravou chyb  
Data jsou skramblována a pak zabezpečena 8-stavovým Trellis kódováním)  
- bajty jsou mapovány na čtveřice pětkových symbolů , - v neaktivním (idle) stavu a při navazování 
spojení se používají třístavové symboly  
10 GB/S Ethernet 
Je posledním a nejrychlejším typem ze sítí Ethernet. Charakterizují ho následující rysy: 
 -  je specifikován standardem IEEE 802.3ae, jehož schválení se očekává do konce roku 2002,  
-  je navržen pouze pro plně duplexní provoz (dosah omezen použitou technologií 
 – odstraněna jak fyzická tak i logická sběrnice, přístup na linku je možný kdykoliv, odpadá CSMA/CD). 
Standard zahrnuje specifikace 10GBase-SR, 10GBase-SW, 10GBase-LX4, 10GBase-LR, 10GBase-LW, 10GBase-ER, 10GBase-EW.  
-  počítá se pouze s přenosem po optických vláknech na vlnových délkách 850, 1310, 1550 nm s dosahy. 
Jednotlivé specifikace standardu IEEE 802.3ae 
Specifikace Kódování Podvrstva pro WAN (WIS) Vlákno 
10 GBase-SR 64B/66B Ne 850 nm, sériově 
10 GBase-SW 64B/66B Ano 850 nm, sériově 
10 GBase-LX4 8B/10B Ne 130 nm, WWDM 
10 GBase-LR 64B/66B Ne 1310 nm, sériově 
10 GBase-LW 64B/66B Ano 1310 nm, sériově 
10 GBase-ER 64B/66B Ne 1310 nm, sériově 
10 GBase-EW 64B/66B ano 1310  sériově 
 
3.2. Vrstva mezisíťová 
Internet layer, označovaná též jako síťová vrstva nebo též IP vrstva (IP Layer) podle 
toho, že je realizována pomocí IP protokolu. Zajišťuje, aby se jednotlivé pakety dostaly od 
odesilatele na cílovou adresu, a to přes případné směrovače či brány. Má tedy na starosti 
především směrování a přepojování datagramů přes komunikační podsíť.  
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V mezisíťové vrstvě pracují tyto protokoly:  
- protokol intersítě (IP Protocol, IP),  
- protokol mapování sítě (Address Resolution Protocol, ARP),  
- protokol obráceného mapování adres (Reverse Address Resolution Protocol, RARP),  
- protokol řídicích hlášení (Internet Control Message Protocol, ICMP),  
- protokol správy skupin (Internet Group Management Protocol, IGMP),  
- směrovací protokoly (OSPF, IGRP). [6] 
Vzhledem k tomu, že některé směrovací protokoly (RIP, BGP) pracují na transportní 
vrstvě, bude jim věnována samostatná kapitola.  
3.3. Transportní vrstva 
Transportní vrstva poskytuje mechanismus pro přenos dat mezi dvěma koncovými 
účastníky, což jsou u TCP/IP přímo aplikační programy. Někdy se označuje také jako TCP 
vrstva (TCP Layer), neboť je nejčastěji realizována právě protokolem TCP. Transportní vrstva 
může podle požadavků koncových účastníků regulovat tok dat oběma směry, zajišťovat 
spolehlivost přenosu či měnit nespojovaný charakter přenosu na spojovaný. Obecně 
transportní vrstva nabízí transportní službu se spojením nebo bez spojení, podle toho, který ze 
dvou transportních protokolů je použit, zda Transmission Control Protocol (TCP) či User 
Datagram Protocol (UDP).  
Transportní vrstvě jsou také přiřazeny některé směrovací protokoly (RIP, BGP). 
Podrobněji zde bude uveden protokol RSVP, jako signalizační protokol používaný pro 
zajištění kvality služby. RSVP není směrovací protokol, ale pracuje ve spojení se 
směrovacími protokoly, to znamená, že pro jeho implementaci není třeba měnit směrovací 
protokol.  
3.3.1. Transmission Control Protocol  
TCP je spojově orientovaný protokol pro přenos datového toku na transportní vrstvě. 
Protokol při přenosu dat naváže mezi dvěma aplikacemi spojení a na dobu spojení mezi nimi 
vytvoří virtuální okruh, čímž je zajištěn spolehlivý přenos. Tento okruh je plně duplexní, 
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přenášené byty jsou číslovány, ztracená data jsou znovu vyžádána. Celistvost dat zajišťuje 
kontrolní součet.  
TCP rozděluje souvislý tok dat přijatý od vyšší vrstvy do transportních segmentů 
(TCP segment/TCP paket) a tyto segmenty předává síťové vrstvě, kde se vkládají do IP 
datagramu. Vykonává také řízení koncového zabezpečení a datového toku a řízení koncového 
spojení. TCP používají například aplikační protokoly HTTP, FTP, TELNET nebo SMTP. Pro 
některé aplikace (například streamovaná média, aplikace v reálném čase či VoIP) není tento 
protokol vhodný, protože u nich převažuje význam včasného doručení dat před jejich úplností 
nebo správným pořadím. V takovém případě je výhodnější použít protokol UDP. [2]  
3.3.2. User Datagram Protokol 
UDP jako jednoduchý protokol poskytující transportní službu bez spojení přenáší 
datagramy mezi síťovými prvky, přičemž (na rozdíl od protokolu TCP) nezaručuje, že se 
přenášený paket neztratí, že nebudou pakety doručeny v nesprávném pořadí nebo že nebude 
některý paket doručen vícekrát. Z tohoto důvodu je považován za „nespolehlivý“ protokol. 
Tato „nespolehlivost“ však neznamená, že by aplikace používající UDP byly obecně 
nespolehlivé. Protokol je vhodný pro aplikace citlivé na čas (VoIP, online hry), kde není 
vhodné, aby se ztrácel čas opětovným odesíláním nedoručených zpráv, nebo pro aplikace 
pracující systémem otázka-odpověď. U některých aplikací (např. TFTP) je možné v případě 
potřeby implementovat jednoduchý mechanismus spolehlivosti do vyšší vrstvy.  
UDP podporuje vysílání na všeobecnou adresu IP (255.255.255.255) a na skupinové 
adresy. UDP používají například aplikační protokoly SNMP, DNS nebo DHCP a také 
směrovací protokol RIP.  
3.3.3. Rezervační protokol RSVP 
Resource Reservation Protocol (RSVP) je součástí architektury IntServ. IntServ 
zajišťuje tzv. „hard QoS“, která je založena na rezervaci šířky pásma. Rezervace probíhá 
v okamžiku navazování spojení. IntServ musí podporovat jak koncové stanice, tak všechny 
uzly na cestě datového toku.  
RSVP je rezervační protokol určený pro signalizaci požadavků na přenosové pásmo. 
Stanice odesílající data stanoví parametry QoS požadované pro daný datový tok (šířku pásma, 
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zpoždění, jitter) a vloží je do zprávy PATH, kterou odešle cílové stanici (nebo stanicím 
multicastové skupiny). Cílová stanice přijme zprávu PATH a v případě zájmu o příjem dat 
odešle po stejné cestě zpět zprávu RESV. Rezervaci pro daný tok dat musí provést všechna 
mezilehlá zařízení, kterými prochází zpráva RESV. Prostředky jsou rezervovány, jakmile 
požadavek potvrdí i poslední zařízení. Platnost rezervace vyprší po 30 s, pokud není obnovena 
zprávou RESV, to znamená, že rezervaci není třeba rušit, jakmile již není potřeba (ve 
směrovačích je udržován tzv. „slabý stav“ (soft state)). RSVP využívá přístup orientovaný na 
příjemce, který musí podle svých potřeb rezervaci pravidelně obnovovat zprávami RESV. 
Rezervaci je také možné explicitně zrušit odesláním ukončující zprávy TEAR (PathTear a 
ResvTear). Žádost o ukončení rezervace může odeslat jednak aplikace v koncovém systému 
(odesílatel nebo příjemce), jednak směrovač. Stav udržovaný protokolem RSVP je 
dynamický. Pokud se změní požadavky na QoS, vysílající stanice jednoduše odešle 
upravenou zprávu PATH, na kterou cílová stanice odpovídá novou zprávou RESV. 
Výsledkem je příslušná změna ve všech uzlech v rámci datového toku, přičemž původní stav 
udržovaný ve směrovačích buď vyprší, nebo může být explicitně zrušen.  
Pokud není některý směrovač schopen rezervaci provést, je odeslána chybová zpráva 
PathErr, respektive ResvErr, která informuje o zamítnutí. Příjemce může při rezervování 
zdrojů do zprávy RESV vložit žádost o potvrzení rezervace, na kterou obdrží buď potvrzující 
zprávu ResvConf nebo případně chybovou zprávu ResvErr. 
RSVP nabízí možnost škálovatelnosti. RSVP se zaměřuje na multicast, neboť díky přístupu 
orientovanému na příjemce při sestavování rezervací je možné RSVP vytvářet velké 
multicastové skupiny, ve kterých žádost konkrétního příjemce o rezervaci nemusí projít celou 
cestu až ke zdroji multicastového stromu, ale pouze k uzlu, který je součástí již rezervované 
větve cesty. [14] [15] 
3.4. Aplikační vrstva 
Aplikační vrstva je nejvyšší vrstvou TCP/IP. Jejími entitami jsou konkrétní aplikační 
programy komunikující pomocí aplikačních protokolů přímo s transportní vrstvou.  Některé 
aplikační protokoly vyžadují protokol TCP, jiné UDP (viz tab. 2.2). U některých protokolů je 
možnost výběru, který probíhá v rámci konkrétní implementace (např. DNS).  
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Aplikační protokoly podporují jednak uživatelské aplikace, například pro přenos 
souborů a elektronické pošty, jednak administrativní aplikace, například pro mapování adres 
či správu sítě. Mezi nejpoužívanější aplikační protokoly patří: TELNET, FTP, TFTP, NFS, 
DNS, SMTP, POP, IMAP, HTTP, BOOTP, DHCP, RPC, Gopher, NNTP, NTP, SNMP. [6] 
Tab. 3.2: Hlavní protokoly síťové architektury TCP/IP [6] 
HTTP 
RFC 
2616 
FTP 
RFC 
959 
TELNET 
RFC  
854  
SMTP 
RFC 
(2)821 
DNS 
RFC 
1035 
TFTP 
RFC 
1350 
BOOTP 
RFC 
2132 
RPC 
RFC 
1831 
DHCP 
RFC 
2131 
SNMP 
RFC 
(1157) 
číslo 
portu 80 
číslo 
portu 
20/21 
číslo 
portu 23 
číslo 
portu 25 
číslo 
portu 53 
číslo 
portu 69 
číslo 
portu 
67/68 
číslo 
portu 
111 
číslo 
portu 
546/547 
číslo 
portu 
161/162 
 
BORDER GATEWAY PROTOCOL (BGP) 
RFC 1771 (číslo protokolu 179) 
ROUTING INFORMATION PROTOCOL (RIP) 
RFC 2453 (číslo protokolu 520/521) 
TRANSMISSION CONTROL PROTOCOL (TCP) 
RFC 793 (číslo protokolu 6) 
USER DATAGRAM PROTOCOL (UCP) 
RFC 768 (číslo protokolu 17) 
 
OPEN SHORTEST PATH FIRST 
(OSPF) 
RFC 2328 
(číslo protokolu 89) 
INTERNET CONTROL 
MESSAGE PROTOCOL (ICMP)  
RFC 792  
(číslo protokolu 1) 
INTERNET GROUP 
MANAGEMENT PROTOCOL 
(IGMP)  
RFC 3376 (číslo protokolu 2) 
INTERNET PROTOCOL (IP) 
RFC 791 
ADDRESS RESOLUTION PROTOCOL (ARP)  
RFC 826 
REVERSE ADDRESS RESOLUTION 
PROTOCOL (RARP)  
RFC 903 
 
Ethernet RFC 894, LAN 802 RFC 1042, FDDI RFC 1188, 
Netbios RFC 1088, Arcnet RFC 1201, X.25 RFC 1356 
3.5. Směrovací protokoly IP 
Směrovací protokoly řídí výměnu aktuálních směrovacích informací mezi směrovači, 
za účelem zjištění vhodné cesty pro přenos paketů ke konkrétní cílové logické adrese. Každý 
směrovací protokol usiluje podle určitého algoritmu o nalezení optimální cesty k cíli, přičemž 
však různé protokoly na pojem „optimální“ uplatňují různá kritéria nebo jejich kombinaci. 
Tato kritéria se souhrnně nazývají metrika.  
Aby bylo při rozsáhlosti, složitosti a proměnlivosti dnešních sítí vůbec možno 
efektivně provádět směrování paketů od zdroje k cíli, mají některé protokolové architektury, 
jako například právě TCP/IP, zabudovánu hierarchii sítě, v rámci které jsou rozlišovány 
nejenom jednotlivé uzly či síťové segmenty, ale také jejich seskupení. U TCP/IP je nejvyšším 
stupněm hierarchie autonomní systém, jenž je představován souvislou skupinou IP sítí, jejich 
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segmentů a směrovačů, které spadají pod společnou správu a které uplatňují společnou 
směrovací politiku. V souvislosti s touto hierarchií se směrovací protokoly dělí na vnitřní a 
vnější.  
3.5.1. Vnitřní směrovací protokoly 
Vnitřní směrovací protokoly (Interior Gateway Protocols, IGP) zajišťují výměnu 
směrovacích informací a směrování v rámci jednotlivých autonomních systémů. Směrovacích 
protokolů bylo během vývoje sítí vyvinuto a používáno velké množství a tento vývoj zcela jistě 
není u konce. Nové protokoly sice obvykle nabízejí lepší funkcionalitu či sofistikovanější 
řešení, nicméně z mnoha důvodů, mezi něž může patřit například jednoduchá implementace a 
konfigurace nebo kompatibilita, zůstávají pro některé aplikace nadále v používání i protokoly 
starší. Různé protokoly odpovídají různým topologiím sítě a požadavkům správců sítí.  
• Routing Information Protocol (RIP)  
Routing Information Protocol byl vyvinut v roce 1981 firmou Xerox, zpočátku byl používán 
ve verzi operačního systému UNIX. Na konci osmdesátých let byl přijat pro protokolovou 
architekturu TCP/IP. RIP má přidělen číslo portu 520 (používá protokol UDP). [6] 
Protokol RIP je založen na algoritmu vektoru vzdálenosti (distance-vector). Algoritmy 
této třídy jsou historicky starší a jejich implementace je jednodušší. Vycházejí z Bellman-
Fordova algoritmu. Metrikou u těchto protokolů je typicky počet přeskoků na cestě k cíli, tedy 
počet směrovačů z výchozí do cílové adresy. Tato hodnota však neříká nic o skutečných 
parametrech jednotlivých spojů (např. o přenosové rychlosti), které mohou být velmi odlišné. 
Navíc konvergence, kterou se v této souvislosti rozumí doba, po které se po změně topologie 
ve všech směrovačích upraví a ustálí nové směrovací tabulky, je velmi pomalá. [13] 
Metrikou směrování u protokolu RIP je tedy počet skoků na cestě k cíli, který je zde 
konkrétně stanoven na 15, což v dnešní době představuje vzhledem k rozsáhlosti sítí výrazné 
omezení. Další omezení spočívají právě v tom, že protokol používá pevnou metriku a nebere 
v úvahu reálné parametry jako zpoždění, zátěž nebo spolehlivost, či v tom, že není možné 
rozložit zátěž využitím paralelních cest. RIP verze 1 také nepodporuje vzájemnou autentizaci 
routerů, což ho činí napadnutelným různými útoky. Aktuální směrovací informace jsou 
vysílány na všeobecnou adresu v periodě 30 s.  
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Druhá verze protokolu RIP 2, která byla vyvinuta v roce 1991 a naposledy upravena 
v roce 1998 [16], oproti původní verzi některá omezení odstraňuje, nicméně kvůli zpětné 
kompatibilitě ponechává maximální počet skoků na 15. Umožňuje však například podporu 
síťových masek, autentizaci směrovacích informací, vysílání směrovací tabulky na 
skupinovou adresu 224.0.0.9 (multicast – oproti RIPv1, který používá broadcast) či spolupráci 
s jinými vnitřními směrovacími protokoly i vnějšími protokoly. [6] 
K dispozici je rovněž nová verze RIPng (next generation), definovaná v RFC 2080, 
která podporuje IPv6.  
Celkově lze říci, že protokol RIP je vhodný pro použití v malých až středně velkých 
sítích, které jsou homogenní.  
• Interior Gateway Routing Protocol (IGRP)  
Interior Gateway Routing Protocol vyvinula firma Cisco Systems. Pracuje přímo nad 
IP a jeho číslo protokolu je 88. Je rovněž založen na algoritmu vektoru vzdálenosti.  
IGRP na rozdíl od předchozího protokolu RIP nepoužívá pevnou metriku 
představovanou jediným kritériem, ale pro nalezení optimální cesty k cíli vzájemně 
kombinuje několik kritérií: zpoždění v síti, propustnost, zatížení a spolehlivost cesty. Zatímco 
zpoždění v síti a propustnost je možné zjistit přímo z topologie sítě, zatížení a spolehlivost 
cesty je nezbytné měřit přímo za provozu v síti. Proto jsou první dvě kritéria vždy nedílnou 
součástí metriky, naopak poslední dvě jsou volitelná. Váha, jež je jednotlivým kritériím 
přikládána, závisí na typu služby. Směrovače si rovněž vyměňují informace o počtu 
směrovačů k cíli a maximální povolené délce přenášené datové jednoty (MTU), i když na nich 
výsledná metrika nezávisí. IGRP umožňuje rozložení zátěže do paralelních cest, a to jak s 
použitím cest se stejnou metrikou, tak případně i s použitím cest s metrikou horší, pokud je 
nakonfigurována hodnota odchylky, která stanoví, v jakém rozmezí se přijatelná metrika 
pohybuje. Směrovací informace jsou vysílány na všeobecnou IP adresu v periodě 90 s.  
Nevýhodou protokolu IGRP je pomalá konvergence v rozsáhlých sítích a také 
skutečnost, že jde o firemní protokol vázaný na směrovače firmy Cisco Systems.  
• Enhanced Interior Gateway Routing Protocol (E-IGRP)  
Rozšířením protokolu IGRP je Enhanced Interior Gateway Routing Protocol, který je 
založen na algoritmu spojujícím výhody dvou základních algoritmů pro směrování, tj. 
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algoritmu vektorů vzdáleností (vector distance) a algoritmu stavu spojů (link state). Tento 
nový protokol může navíc pracovat nejen s protokolem IP, ale i IPX a AppleTalk, lze ho tedy 
použít jako protokol pro smíšená síťová prostředí. Číslo protokolu je shodné s IGRP, tedy 88.  
Výhody E-IGRP spočívají ve velmi rychlé konvergenci i v rozsáhlých sítích, 
kombinované metrice, malé zátěži směrovačů a sítě (algoritmus vylučuje přítomnost smyček 
při směrování), minimálních nárocích na plánování sítě, podpoře VLSM a skupinové adresace 
(multicast) [6].  
• Open Shortest Path First (OSPF) 
Směrovací protokol Open Shortest Path First je otevřenou verzí staršího protokolu SPF, 
jeho číslo protokolu je 89. Jde o nejrozšířenější protokol, který je vhodný i pro rozsáhlejší 
sítě. Pracuje na základě algoritmu stavu spojů, který umožňuje rychlou konvergenci sítě 
reagující na jakékoliv topologické změny, např. poruchu spoje, a nevede ke směrovacím 
smyčkám. Každý uzel průběžně testuje dostupnost všech svých sousedů, tedy stav spoje, což 
konkrétně probíhá tak, že v intervalu každých 30 minut nebo okamžitě po jakékoliv změně 
v topologii sítě rozesílá všem uzlům „link state“ pakety. Všechny uzly v síti (nebo v dané 
oblasti sítě) mají tedy kompletní informace o jednotlivých spojích a jsou schopny vypočítat 
optimální cestu sítí. Výpočet probíhá na základě Dijkstrova algoritmu. Vzhledem k tomu, že 
každý uzel provádí výpočet za sebe, případnou chybou ovlivní jen sebe sama.  
Protokol OSPF používá pro hledání optimální cesty metriku označovanou jako cena 
(cost). Konkrétně jde o hodnotu v rozmezí od 1 do 65535, jež je přiřazena každému rozhraní 
směrovače. Nižší hodnota znamená lepší metriku a cesta s touto nižší cenou bude tedy 
pravděpodobně preferována. Rozhraním se standardně přiřazuje cena automaticky odvozená 
od hodnoty šířky pásma daného rozhraní podle vzorce  
cost = 100000000 / šířka pásma v bps,  
jde tedy v podstatě o převrácenou hodnotu šířky pásma. Vzhledem k tomu, že linky 
FastEthernet a rychlejší budou mít podle tohoto vzorce shodně přiřazenu cenu 1, je možné u 
některých implementací OSPF použít konstantu vyšší než 100000000. Je také možné 
nakonfigurovat pro rozhraní cenu ručně a tímto způsobem upřednostnit tedy pomalejší spoj 
před rychlejším. Dále je možné přiřadit různou cenu rozhraním sousedních směrovačů, 
v důsledku čehož nemusí být v obou směrech použita stejná cesta. [6] [12] 
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OSPF je hierarchickým směrovacím protokolem, což znamená, že podporuje rozdělení 
autonomního systému (sítě) do menších oblastí, které jsou samy autonomní v tom, že 
informace o jejich topologii zůstávají ostatním oblastem skryty. Hierarchické směrování 
spočívá v tom, že probíhá ve dvou stupních – uvnitř dané oblasti a mezi oblastmi. Rozdělení 
do oblastí je výhodné v tom, že se jím předchází zahlcování rozlehlých sítí informacemi o 
změnách, zjednodušuje se správa sítě a umožňuje se provádět v jednotlivých oblastech změny 
topologie nezávisle na ostatních oblastech. [6] [10] 
Oblastí se rozumí logická skupina směrovačů a spojů mezi nimi. Vnitřní směrovač, 
tedy směrovač, který leží v jedné oblasti a všechna jeho rozhraní patří do této oblasti, zná 
detailně pouze síť ve své oblasti a z ostatních oblastí dostává pouze souhrnné informace. 
Oblasti jsou navzájem propojeny hraničními směrovači oblasti (Area Border Router, ABR;). 
[12] 
 
           Obr. 3.2: Síť složená z více oblastí 
Oblasti se označují 32 bitovým číslem, které může být buď ve formátu běžného čísla (např. 
oblast 10) nebo ve formátu IP adresy (oblast 0.0.0.10). Zvláštní úlohu má oblast 0 označovaná 
jako páteřní oblast, která navzájem propojuje všechny ostatní oblasti. Veškerý provoz mezi 
různými oblastmi musí procházet přes páteřní oblast a každá oblast musí být na páteřní oblast 
napojena přes ABR. Páteřní oblast by tedy měla sousedit se všemi ostatními oblastmi a měla 
by být souvislá. Avšak někdy, například po provedení dodatečných změn v síti, není možné 
tento předpoklad splnit. V takových případech je nezbytné přes nepáteřní oblast vytvořit mezi 
příslušnými ABR virtuální spoj, kterým se oblast přímo nesousedící s oblastí 0 na tuto oblasti 
připojí, nebo kterým se zajistí souvislost jinak nesouvislé oblasti 0. Virtuální spoj však nesmí 
procházet přes více než jednu další oblast. V praxi je lepší se použití virtuálních spojů 
vyhnout. Pro splnění požadavku spolehlivosti a zálohování by ostatní oblasti měly být na 
páteřní oblast připojeny přes alespoň dva ABR a pro páteřní oblast by měla být zvolena rychlá 
síť, do níž ideálně nejsou umístěny pracovní stanice. [6] [12]  
  15 
 
         Obr. 3.3: Virtuální link 
Mezi výhodami protokolu OSPF lze uvést, že podporuje rozložení provozu v síti mezi 
cesty se stejnou cenou, a to za použití jednoho ze dvou mechanismů rozložení provozu: po 
paketech nebo podle cílové adresy. Velkou předností protokolu OSPF je podpora směrování 
podle typu služby IP. Pro každý typ služby tedy může existovat jiná optimální cesta k témuž 
cíli. Mezi další výhody protokolu OSPF patří, vedle již výše zmíněné rychlé konvergence, 
možnost vysílání směrovacích informací na skupinovou adresu, autentizaci směrovacích 
informací či podporu VLSM a CIDR. [6] 
• Integrovaný protokol IS-IS 
Protokol IS-IS (Intermediate System to Intermediate System) je vnitřní směrovací 
protokol, původně definovaný v referenčním modelu OSI pro komunikaci mezi mezilehlými 
síťovými prvky a umožňující směrování datagramů pomocí CLNP (Connectionless Network 
Protocol). IS-IS byl vyvinut přibližně ve stejné době, kdy vznikal podobný protokol OSPF, 
inspirovaný právě IS-IS. Následně vznikla upravená a rozšířená verze IS-IS, která podporuje i 
směrování datagramů v IP, a to pod názvem Integrovaný protokol IS-IS. Zatímco OSPF se 
stal nejrozšířenějším vnitřním směrovacím protokolem zejména ve středně velkých až 
velkých podnikových sítích, IS-IS používají především velcí poskytovatelé internetového 
připojení. 
Protokol je stejně jako OSPF založen na algoritmu stavu spojů, pro výpočet optimální 
cesty sítí používá Dijkstrova algoritmu, podporuje VLSM, multicast a autentizaci 
směrovacích informací. Jako metriku používá cenu cesty, volitelně také podporuje směrování 
na základě kvality služby z hlediska propustnosti, zpoždění, ceny či zbytkové chybovosti.  
Integrovaný protokol IS-IS stejně jako OSPF provádí hierarchické směrování, které 
probíhá ve dvou úrovních: uvnitř oblasti a mezi oblastmi. Směrování uvnitř oblastí zajišťují 
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směrovače první úrovně (L1), které znají detailně síť ve své oblasti (koncové systémy a 
směrovače) a dále nejbližší směrovač druhé úrovně pro směrování mimo tuto oblast. 
Směrování mezi oblastmi zajišťují směrovače druhé úrovně (L2), které znají všechny ostatní 
směrovače druhé úrovně ve stejné administrativní doméně a cestu do všech oblastí v dané 
doméně. Pro zajištění výměny směrovacích informací mezi těmito dvěma úrovněmi musí 
existovat ještě třetí, kombinovaný typ směrovače, L1/L2, který zajišťuje vzájemnou 
komunikaci mezi směrovači L1 a L2. Jde o obdobu hraničního směrovače oblasti (ABR) u 
protokolu OSPF, s tím rozdílem, že ABR ve skutečnosti leží ve dvou nebo více oblastech, 
neboť hranice oblastí u OSPF probíhají uvnitř rozhraní ABR, zatímco u protokolu IS-IS jsou 
hranice oblastí umístěny mezi směrovači L1/L2 a L2, konkrétní směrovač tedy leží vždy 
pouze v jedné jediné oblasti. Dalším rozdílem je, že v IS-IS není definována žádná páteřní 
oblast 0, ale směrovače L2 zajišťují souvislé propojení všech oblastí, jejich spoj tedy vytváří 
jakousi sběrnici, na kterou jsou napojeny směrovače L1 a L1/L2. Je však třeba zdůraznit, že 
rozdělení do oblastí není, stejně jako u OSPF, nutné. [6] [16] 
3.5.2. Optimalizace směrování u vnitřních směrovacích protokolů 
Jak bylo uvedeno výše, používají vnitřní směrovací protokoly při volbě optimální 
cesty do cílové sítě příslušnou metriku. V některých případech je však žádoucí výpočet 
optimální cesty vhodným způsobem ovlivnit. Volba tohoto způsobu závisí na typu protokolu. 
U směrovacích protokolů používajících algoritmus vektoru vzdálenosti je možné filtrovat 
informace o některých cestách propagovaných do některých částí sítě nebo přiřadit určité 
cestě nižší preferenci tím, že se pro určité propagované cesty uměle zvýší počet přeskoků, 
takže bude spíše volena jiná cesta. U směrovacích protokolů používajících algoritmus stavu 
spojů se optimalizace zpravidla provádí vhodným nastavením cen linek na rozhraní 
směrovače, definováním oblastí autonomního systému a sumarizací informací šířených mezi 
těmito oblastmi.  
Kromě toho je také možné definovat v konkrétním směrovači lokální pravidla 
pro směrování paketů, která budou mít přednost před dynamickými směrovacími protokoly. 
Těmito pravidly je možné ošetřit zohlednění doplňkových kritérií, jako je například zdrojová 
adresa nebo třída služby příchozích paketů.  
V případech, kdy síť používá více než jeden směrovací protokol, je možné nastavit 
jejich prioritu pro případ, že směrovač získá různé cesty do téže sítě od různých protokolů. 
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Prioritu je rovněž možné přiřadit staticky nakonfigurované cestě, která se použije jako záložní 
cesta, pokud není k dispozici primárně upřednostňovaná cesta propagovaná dynamickým 
směrovacím protokolem. [13] 
3.5.3. Vnější směrovací protokoly pro prostředí IP 
Vnější směrovací protokoly (Exterior Gateway Protocols, EGP) zabezpečují přenos 
směrovacích informací a směrování mezi autonomními systémy, které mohou pro vnitřní 
směrování samozřejmě používat odlišné vnitřní směrovací protokoly. Vnější směrovací 
protokoly z každého autonomního systému propagují všechny sítě, které mají být zvnějšku 
dostupné nebo které jsou otevřeny pro tranzitní provoz. Z hlediska efektivity je výhodné, když 
mají sítě v rámci autonomního systému společný prefix adresy a jsou propagovány společně. 
Směrovací informace si autonomní systémy mezi sebou vyměňují prostřednictvím hraničních 
routerů. [13]  
Pro sítě TCP/IP se vyvinuly dva vnější směrovací protokoly: Exterior Gateway 
Protocol (EGP) a Border Gateway Protocol (BGP), avšak pouze BGP našel širšího 
praktického uplatnění a bude se zřejmě dále rozvíjet i v budoucnu. V současnosti je prakticky 
jediným vnějším směrovacím protokolem používaným v Internetu.  
• Exterior Gateway Protocol   
Exterior Gateway Protocol (EGP) je dnes již zastaralý a nepoužívaný vnější směrovací 
protokol, který byl vyvinut v roce 1982 a o dva roky později specifikován v RFC 904. Byl 
navržen v počátcích Internetu, kdy se předpokládalo, že tato supersíť se bude i nadále vyvíjet 
v podobě hierarchické stromové struktury, a protokol EGP byl tomu tedy přizpůsoben. 
V důsledku toho není schopen pracovat s topologií libovolně propojených autonomních 
systémů a nedokáže zabránit vzniku směrovacích smyček. V současnosti byl tento protokol již 
plně nahrazen vyspělejším protokolem Border Gateway Protocol. [16] 
• Border Gateway Protocol 
Border Gateway Protocol (BGP) byl poprvé definován v roce 1989, prošel několika 
etapami vývoje a v současnosti se používá téměř výhradně jeho verze 4 z roku 1994 nebo 
verze 4+, označovaná také jako Multiprotocol BGP. Princip fungování BGP je možné 
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definovat jako výměnu informací o dostupnosti sítí mezi autonomními systémy a na základě 
těchto informací stanovení cest k těmto sítím. [16] 
BGP pracuje s grafem propojení autonomních systémů, v němž vyhledává cestu mezi 
sítěmi. Cestou (path) se u BGP rozumí posloupnost čísel autonomních systémů, přes které je 
cílová síť dostupná. Zatímco vnitřní směrovací protokoly používají jeden ze dvou základních 
algoritmů pro směrování, algoritmus vektorů vzdáleností nebo algoritmus stavu spojů, BGP 
má zvláštní postavení v tom, že z pohledu úrovně znalosti topologie sítě, způsobu předávání 
směrovacích informací a jejich obsahu je někde na jejich pomezí. Pro stanovení cesty používá 
poměrně složitý algoritmus, který překračuje jednoduchý koncept zohledňování počtu 
přeskoků na cestě k cíli a zohledňuje i další atributy cesty (např. zdroj cesty, délka, další 
přeskok, interní/externí apod.). Tento algoritmus je označován jako algoritmus vektoru cest 
(path vector). Společně s každou cestou je propagován i její vektor cesty, který sestává 
z posloupnosti čísel autonomních systémů, kterými cesta prochází. Každý takový autonomní 
systém připojí své číslo na začátek vektoru cesty. Aby v cestě byly eliminovány smyčky, 
může se číslo autonomního systému ve vektoru cesty objevit pouze jednou. Proto autonomní 
systém zahazuje nabízené cesty, které mají ve svém vektoru cesty již obsaženo jeho číslo. 
Vektor cest slouží rovněž k výběru nejkratší cesty do příslušné sítě, přičemž za nejkratší je 
považována cesta, která prochází nejmenším počtem autonomních systémů.  
Každému BGP směrovači jsou při konfiguraci manuálně přiřazeny sousední 
směrovače, se kterými si poté vyměňují směrovací informace. Po navázání spojení si 
směrovače nejdříve vymění úplné směrovací informace, které jsou jim známy (celé směrovací 
tabulky). Následně se již předávají pouze změny, dochází tedy k výměně pouze části 
směrovací tabulky. Změnou může být například výběr nové nejlepší cesty, propagace nové 
dostupné sítě nebo odvolání dostupnosti dříve propagované sítě). Nedochází k žádným 
periodickým výměnám směrovacích informací, pouze k pravidelnému vysílání zpráv 
KeepAlive (zpravidla každou minutu), kterými se testuje dostupnost každého 
nakonfigurovaného souseda. Pokud není soused dostupný, směrovač odstraní ze směrovací 
tabulky všechny cesty vedoucí přes tohoto souseda a informuje ostatní sousedy. [13] 
V případě, že jeden autonomní systém zahrnuje více BGP směrovačů a současně jde o 
tranzitní AS, musí se určit, které ze směrovačů budou hraniční (tzv. vnější BGP sousedi) a 
budou zajišťovat dostupnost sítí mimo daný autonomní systém. Tato informace se pomocí 
vnitřního směrovacího protokolu rozšíří mezi vnitřní BGP směrovače (vnitřní BGP sousedy). 
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BGP není výhradně vnější směrovací protokol, může fungovat i uvnitř autonomního systému 
(v síti, která zahrnuje alespoň dva AS); v takovém případě je označován jako Internal BGP 
(IBGP) – oproti jeho použití pro směrování mezi AS, kdy je označován jako External BGP 
(EBGP). Při směrování uvnitř AS mají však přednost specializované vnitřní směrovací 
protokoly. [6] 
Protokol BGP používá spolehlivý přenos směrovacích informací, s použitím protokolu 
TCP (port 179). Mezi další výhody patří to, že podporuje CIDR, agregaci cest a také 
autentizaci směrovacích informací. Rozšíření protokolu BGP (Multiprotocol BGP, MBGP) 
zahrnuje podporu IPv6, skupinového směrování či MPLS VPN. [8] 
Tab. 3.3: Porovnání základních charakteristik směrovacích protokolů IP [6] 
protokol algoritmus otevřený 
(IETF) 
vnitřní/ 
vnější 
aktualizace metrika podpora 
VLSM/ 
CIDR 
sumarizace 
RIPv1 vektor 
vzdálenosti ano  vnitřní  30 s 
počet 
skoků  ne  automatická  
RIPv2 vektor 
vzdálenosti ano  vnitřní 30 s 
počet 
skoků  ano  automatická 
IGRP vektor 
vzdálenosti ne (Cisco)  vnitřní 90 s složená  ne  automatická 
E-IGRP DUAL ne (Cisco) vnitřní na základě změny  složená  ano  automatická/ 
manuální  
OSPF stavu spojů ano  vnitřní na základě změny cena  ano  automatická 
IS-IS stavu spojů ano  vnitřní na základě změny cena  ano  automatická 
BGP vektor cest ano  vnější  na základě změny  ano  automatická 
 
3.6. QoS v IP 
Pojmem kvalita služby (Quality of Service, QoS) se v oblasti počítačových sítí rozumí 
komplexní řídicí mechanismy přidělování zdrojů tak, aby síť byla schopna poskytovat danou 
službu na určité garantované úrovni. QoS je tedy základní schopnost sítě přidělovat za účelem 
dodržení definovaných parametrů přenosu různou prioritu jednotlivým aplikacím, datovým 
tokům či uživatelům. Zajištění kvalitativních charakteristik komunikace přes konvergovanou 
síť je zvláště důležité u služeb jako VoIP, multimediálního streamingu (IPTV), 
videokonferenčních hovorů, online her, přenosů velkých objemů dat apod., a to zejména 
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s ohledem na to, že v některých segmentech nemusí být k dispozici dostatečná přenosová 
kapacita.  
Aby síť splňovala požadavky na QoS různých typů provozu, musí zajišťovat tyto 
funkce: mapování QoS, řízení přístupu k médiu a přidělování síťových prostředků. Síťové 
prostředky jsou přidělovány buď na základě předběžné rezervace (signalizace, protokol 
RSVP) nebo priorizace provozu (na základě politiky). [6] 
3.6.1. Metriky QoS 
Mezi metriky QoS patří:  
-  šířka pásma (bandwidth) – kapacita systému přenášet data přes spojení, měřena jako 
přenosová rychlost vyjádřená v bit/s (bps), případně kbit/s či Mbit/s. Digitální šířka pásma 
by se neměla zaměňovat s propustností sítě.   
-  propustnost (throughput) – průměrná rychlost úspěšně doručených dat přes komunikační 
kanál. Data jsou doručována přes fyzické či logické spojení, bezdrátový kanál nebo síťový 
uzel. Obvykle se uvádí v bit/s, případně v počtu paketů za sekundu nebo za time slot.  
-  ztrátovost paketů – podíl počtu odeslaných paketů, které nebyly cílovou stanicí přijaty 
nebo byly přijaty s chybou, a celkového počtu odeslaných paketů, za jednotku času.  
-  jednosměrné zpoždění, latence – doba mezi odesláním paketů vysílací stanicí a jeho 
doručením cílové stanici; skládá se ze dvou složek: pevné (serializační zpoždění, doba 
šíření), tj. doby potřebné k přenesení paketu přes fyzické médium, a proměnné (fronty 
v routerech a přepínačích (bufferování)), tj. doby zpoždění vzniklého při směrování 
paketů, jejich řazení do front, zpracování v síťových zařízeních či přetížení linek.  
-  jitter (kolísání zpoždění) – definován jako rozdíl v intervalech mezi přijímanými pakety. 
Vzniká například na routerech v důsledku změn směrování nebo chování interních front 
routeru apod.  
-  chybovost – poměr počtu chybně přenesených paketů k celkovému počtu přenesených 
paketů.  
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3.6.2. Přenos síťovým protokolem IP 
Síťový protokol IP byl vyvinut pro poskytování jediné úrovně služby: best effort. 
Protokol negarantuje doručení datagramů do určité doby, ani nezajišťuje určitou šířku pásma 
po dobu trvání daného přenosu. Je sice možné v IP datagramu volitelně specifikovat některý z 
typů služeb (ToS), čímž se blíže určí nakládání s datagramem (např. minimalizace zpoždění 
na cestě v síti), tato možnost se však kvůli vyšším nárokům na zpracování zejména ve 
směrovačích prakticky nepoužívala. Další možností je nastavit v záhlaví IP datagramu 
hodnotu IP Precedence, kdy je však možné pomocí 3 bitů rozlišit pouze 8 tříd služby (rozsah 
0 až 7). Modernějším řešením je nahrazení původních bitů pole IP Precedence hodnotou 
DSCP (Differentiated Service Code Point), která využívá 6 bitů a umožňuje služby roztřídit 
v rámci internetového mechanismu diferencovaných služeb (DiffServ) podle jejich nároků na 
síťové zdroje do 64 předem definovaných tříd (rozsah 0 až 63), a to bez samostatné 
signalizace v síti. DSCP je zpětně kompatibilní s IP Precedence. [6] 
3.6.3. Diffserv 
DiffServ pomocí bitů DSCP definuje (minimální) chování v rámci skoku mezi dvěma 
sousedními uzly (PHB, Per Hop Behavior). Existují tři kategorie PHB:  
- urychlené předávání (EF, Expedited Forwarding) – charakterizováno nízkými 
hodnotami zpoždění, kolísání zpoždění, ztrátovosti, vhodné například pro hlasové a 
video přenosy. Vzhledem k tomu, že EF datagramy mají ve frontách nejvyšší prioritu 
a jejich nadměrný objem by mohl tedy vést ke komplikacím, je možné EF poskytovat 
jen omezenému počtu toků. Děje se tak na základě politiky nebo pomocí mechanismů 
řízení přístupu;  
- zajištěné předávání (AF, Assured Forwarding) – zajišťuje přenos datagramů 
garantovanou rychlostí. V rámci AF jsou definovány 4 třídy a každá dále dělí pakety 
do tří úrovní priority zničení (Low Drop, Medium Drop, High Drop). Každé třídě jsou 
přiděleny určité prostředky pro přenos; 
- základní služba (BE, Best Effort).  
Výhodou DiffServ oproti RSVP je to, že agreguje jednotlivé toky dat do jednoho, není 
tedy potřeba ošetřovat každý tok zvlášť. [6]   
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3.6.4. VoIP 
Hlasový provoz má jiný charakter a jiné požadavky na síťové zdroje než přenos dat. 
Hlasové přenosy vyžadují menší, ale konstantní šířku pásma (12-106 kbit/s podle rychlosti 
vzorkování, použitého kodeku a režii na 2. vrstvě). Hlas je výrazně citlivější na zpoždění než 
data: maximální jednosměrné zpoždění by mělo být nižší než 180 ms a maximální kolísání 
zpoždění nižší než 30 ms. Naopak citlivost na ztrátovost paketů je u hlasu menší než u dat, 
s maximální doporučovanou hodnotou kolem 1 %. [6] 
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4. TELEMATICKÉ SÍTĚ 
Telematické systémy představují efektivní propojení telekomunikačních a 
informačních technologií, díky čemuž dochází ke zkvalitňování stávajících služeb a 
rozšiřování možností pro poskytování služeb nových. Telematické systémy jsou v současnosti 
využívány v různých oblastech, jež se vyznačují plošnou působností, například v dopravě, 
energetice, zdravotnictví, školství či státní správě.  
Podle druhu přenášené a zpracovávané informace je možné telematické služby rozdělit 
na textové, obrazové, kombinované, audiovizuální a ostatní (viz následující přehled [9]).  
Textové služby – přenos textu, založený na principu rozkladu přenášeného textu na jednotlivé 
prvky (znaky), kterým je přiřazen elektrický signál (značky). U příjemce jsou signály 
vyhodnoceny a převedeny na původní text. 
- telex, teletex, Genex  
Obrazové služby – přenos statického obrazu (dokumentu) mezi koncovými zařízeními. 
Obraz je při snímání dokumentu rozkládán na jednotlivé řádky, které se dále rozkládají na 
obrazové prvky. Informace o obrazových prvcích jsou převáděny na elektrický signál, který je 
přenášen k příjemci.  
- telefax  
Kombinované služby – přenos textu a obrazu  
- testfax, dálkové psaní (telewriting, telescript)  
Audiovizuální služby – přenos zvuku a obrazu  
- telekonference 
Ostatní služby  
- videotex, audiotex, zprostředkování zpráv, elektronická pošta, telemetrie 
Telematické sítě jsou v současnosti často implementovány jako komplexní systémy 
zajišťující sofistikované služby, jako jsou například inteligentní dopravní systémy v dopravní 
telematice (řízení provozu na komunikacích, systémy dohledu a varování, plánování dopravní 
obsluhy, systémy výběru mýtného apod.) nebo aplikace v telemedicíně (telematika ve 
zdravotnictví). V případě těchto systémů je zásadní, aby byla garantována určitá kvalita 
služby a splněny požadavky na bezpečnost přenosů tak, aby vyhovovaly požadavkům dané 
aplikace. 
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5. SIMULACE KONVERGOVANÉ TELEMATICKÉ SÍTĚ 
V PROGRAMU OPNET MODELER 
Zadáním praktické části diplomové práce bylo pomocí programu OPNET MODELER 
navrhnout a optimalizovat provoz konvergované telematické sítě s důrazem na kvalitu služeb 
QoS. Pro návrh telematické sítě byla zvolena oblast dopravní telematiky. Konkrétně se jedná 
o návrh komunikační sítě určené pro využití v systému městské hromadné dopravy. Síť je 
navržena jako modulární rozšiřitelný systém, zajišťující přenos dat z jedoucích vozidel MHD 
do centrály dopravního podniku.  
Jednotlivá linková vozidla (autobusy, tramvaje, trolejbusy) jsou vybavena palubními 
počítači, které mají v návrhu plnit tři základní funkce: jsou schopny zpracovávat a odesílat 
data z volitelně připojitelných přenosných GPS jednotek, připojených k palubnímu počítači 
prostřednictvím bluetooth, přenášet video signál ze stávajících kamer umístěných ve 
vozidlech a zajistit VoIP komunikaci s centrálou.  
GPS jsou určeny pro analýzy vytíženosti a plynulosti provozu jednotlivých linek a 
v návaznosti na to případnou aktualizaci jízdních řádů. Jednotky nejsou navrženy pro stálé 
připojení do vozidel, protože tyto analýzy by samozřejmě nebyly prováděny nepřetržitě. Proto 
je možné tyto jednotky s ohledem na jejich efektivní a ekonomické využití sdílet mezi více 
linkami a umístit je vždy pouze do vozidel obsluhujících konkrétní trasu, která je právě řešena 
ze strany dispečinku.  
Přenos dat z kamer by byl používán pouze v konkrétních ojedinělých případech, kdy si 
tento přenos vyžádá situace (incidenty, ohrožení bezpečnosti, řešení konfliktů apod.). Video 
signál tedy nebude přenášen kontinuálně, a to jednak s ohledem na dodržování soukromí, ale 
také vzhledem k velkému objemu dat, který by tyto přenosy generovaly. Moderní dopravní 
prostředky již jsou vybaveny bezpečnostními kamerami, které by bylo možné využít nejenom 
pro kontrolu řidičem, ale v indikovaných případech i pro vzdálené využití. Řidič by v případě 
potřeby mohl jednoduchým způsobem aktivovat spojení s dispečinkem a video signál by byl 
okamžitě automaticky vysílán příslušnému operátorovi, který by mohl na obrazovce svého 
terminálu sledovat, co se děje ve vozidle nebo jeho okolí.  
Komunikace pomocí VoIP je navržena jako doplňková funkce, která se nabízí 
vzhledem k vytvoření komunikační sítě vozidla-centrála, jako alternativa k v současnosti 
využívanému spojení pomocí vysílaček. Pokud máme sofistikovanější terminál, je možné 
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použít i VoIP telefon. (Podobné využití by bylo vhodné například i u dálkové dopravy, kde 
nelze použít vysílaček pro komunikaci s operátorem). 
 
          Obr. 5.1: Blokové schéma telematického subsystému 
Data z palubních počítačů vozidel jsou v případě navigačních údajů nebo video 
přenosu odesílána rádiovým telekomunikačním prostředím do serveru dopravního podniku a 
v případě VoIP komunikace na VoIP klient umístěném na straně dispečinku. V prvních dvou 
případech jde o jednosměrný přenos, zatímco v  případě VoIP komunikace o přenos 
obousměrný. Ve všech případech jsou data ukládána a jsou dostupná pro další zpracování či 
analýzy.  
Data z GPS modulu jsou přenášena konvergovanou sítí pomocí FTP do FTP serveru, 
video data do video terminálu.  
5.1. Scénáře simulací v OPNET Modeler 
Tato část diplomové práce je zaměřena na praktické modelování konvergované sítě 
s využitím softwaru OPNET Modeler. Obrázek 5.2 znázorňuje model simulované 
konvergované sítě s popisem jednotlivých objektů.  
Byly vytvořeny dva scénáře, v prvním bylo pro zajištění kvality služeb použito 
nastavení RSVP a v druhém DSCP. S ohledem na rozsah práce zde nebude podrobně 
popisován postup nastavování jednotlivých objektů a jejich parametrů, ale bude pouze uveden 
přehled parametrů týkajících se RSVP a DSCP.  
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                                        Obr. 5.2: Výběr použitých objektů a jejích propojení  
5.2. Nastavení RSVP 
5.2.1. Nastavení parametrů objektu QoS 
Nastavení parametrů objektu QoS se provádí takto: zvolí se položka Edit Attributes, 
v RSVP Flow Specification se nastaví row 1, Name se nastaví na RSVP_flow, Bandwith na 
50,000 a Buffer Size na 10,000. Dále v RSVP Profiles se nastaví row 0 a v Profile Name 
zvolí jméno RSVP_Profile. 
5.2.2. Nastavení parametrů objektu Application Definition (hlas, video 
a Ftp) 
Nastavení parametrů objektu Application_Definition se provádí takto: zvolí se položka 
Edit Attributes, rozbalí se seznam u položky Application Definition a rows se nastaví na 3. 
• Nastavení aplikace Voice  
Nejdříve se nastaví aplikace VoIP. V položce Number of rows se nastaví 1 a zadá se 
název Voice_application_RSVP. Rozbalí se seznam u položky Description, 
z předdefinovaných aplikací se vybere Voice a poté se zvolí položka Edit. V položce Type of 
Service se zvolí Interactive Voice (6). Dále v položce RSVP Parameters se pro RSVP 
Status nastaví možnost Enabled a pro Outbound Flow a Inbound Flow možnost 
RSVP_Flow.   
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• Nastavení aplikace Video   
V položce Number of rows se nastaví 2 a zadá se název Video_application_RSVP. 
Rozbalí se seznam u položky Description, z předdefinovaných aplikací se vybere Video 
Conferencing a poté se zvolí položka Edit. V položce Type of Service se zvolí Interactive 
Multimedia (5). Dále v položce RSVP Parameters se pro RSVP Status nastaví možnost 
Enabled a pro Outbound Flow a Inbound Flow možnost RSVP_Flow.   
• Nastavení aplikace Ftp   
V položce Number of rows se nastaví 3 a zadá se název FTP_application. Rozbalí se 
seznam u položky Description, z předdefinovaných aplikací se vybere Ftp a poté se zvolí 
položka Edit. V položce Type of Service se zvolí Best Effort (0). V položce RSVP 
Parameters se pro RSVP Status ponechá None. 
5.2.3. Nastavení parametrů koncovým a mezilehlým zařízení 
• Nastavení koncového zařízení Voice_caller_RSVP 
V položce Applications se nastaví možnost Supported Profiles. Vybere se Edit a 
hodnota rows se nastaví na 1. Vybere se Voice_profile.  
V položce IP se rozbalí IP QoS Parameters a dále Interface Information, kde se 
příkazem Edit zobrazí tabulka Interface Information Table, v níž se rows nastaví na 1, 
v poli Name se zvolí IFO, v QoS Scheme se nastaví WFQ (Class Based) a Maximum 
Reserved Bandwidth se nastaví na 75 %.  
• Nastavení koncového zařízení Video_caller_RSVP 
V položce Applications se nastaví možnost Supported Profiles. Vybere se Edit a 
hodnota rows se nastaví na 1. Vybere se Video_profile.  
V položce IP se rozbalí IP QoS Parameters a dále Interface Information, kde se 
příkazem Edit zobrazí tabulka Interface Information Table, v níž se rows nastaví na 1, 
v poli Name se zvolí IFO, v QoS Scheme se nastaví WFQ (Class Based) a Maximum 
Reserved Bandwidth se nastaví na 75 %. 
• Nastavení koncového zařízení Voice_Called_RSVP 
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V položce Applications se nastaví možnost Supported Profiles. Vybere se Edit a 
hodnota rows se nastaví na 1. Vybere se Voice_profile.  
V položce IP se rozbalí IP QoS Parameters a dále Interface Information, kde se 
příkazem Edit zobrazí tabulka Interface Information Table, v níž se rows nastaví na 1, 
v poli Name se zvolí IFO, v QoS Scheme se nastaví WFQ (Class Based) a Maximum 
Reserved Bandwidth se nastaví na 75 %.  
• Nastavení koncového zařízení Video_Terminal_RSVP 
V položce Applications se nastaví možnost Supported Profiles. Vybere se Edit a 
hodnota rows se nastaví na 1. Vybere se Video_profile.  
V položce IP se rozbalí IP QoS Parameters a dále Interface Information, kde se 
příkazem Edit zobrazí tabulka Interface Information Table, v níž se rows nastaví na 1, 
v poli Name se zvolí IFO, v QoS Scheme se nastaví WFQ (Class Based) a Maximum 
Reserved Bandwidth se nastaví na 75 %. 
• Mezilehlá zařízení 
U všech mezilehlých zařízení se zvolí stejný postup nastavení: V položce IP se rozbalí 
IP QoS Parameters a dále Interface Information, kde se příkazem Edit zobrazí tabulka 
Interface Information Table, v níž se rows nastaví na 1, v poli Name se zvolí IFO, v QoS 
Scheme se nastaví WFQ (Class Based) a Maximum Reserved Bandwidth se nastaví na 
75 %. 
• Nastavení rozhraní  
V horní liště se z nabídky Protocols vybere položka RSVP, v ní Configure Interface 
Status a vybere se možnost Enable.  
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5.3. Nastavení DSCP 
5.3.1. Nastavení parametrů objektu Application Definition (hlas, video 
a Ftp) 
Nastavení parametrů objektu Application_Definition se provádí takto: zvolí se položka 
Edit Attributes, rozbalí se seznam u položky Application Definition a rows se nastaví na 3. 
• Nastavení aplikace Voice  
V položce Number of rows se nastaví 1 a zadá se název Voice_application. Rozbalí 
se seznam u položky Description, z předdefinovaných aplikací se vybere Voice a poté se 
zvolí položka Edit. V položce Type of Service se zaškrtne možnost Differentiated Services 
Code Point (DSCP) a z rozbalovací nabídky se vybere EF.    
• Nastavení aplikace Video   
V položce Number of rows se nastaví 2 a zadá se název Video_application. Rozbalí 
se seznam u položky Description, z předdefinovaných aplikací se vybere Video 
Conferencing a poté se zvolí položka Edit. V položce Type of Service se zaškrtne možnost 
Differentiated Services Code Point (DSCP) a z rozbalovací nabídky se vybere EF.   
• Nastavení aplikace Ftp   
V položce Number of rows se nastaví 3 a zadá se název FTP_application. Rozbalí se 
seznam u položky Description, z předdefinovaných aplikací se vybere Ftp a poté se zvolí 
položka Edit. V položce Type of Service se zaškrtne možnost Differentiated Services Code 
Point (DSCP) a z rozbalovací nabídky se vybere AF11.  
2.1.1. Nastavení parametrů koncových a mezilehlých zařízení   
• Nastavení koncového zařízení Voice_caller 
V položce Applications se nastaví možnost Supported Profiles. Vybere se Edit a 
hodnota rows se nastaví na 1. Vybere se Voice_profile.  
V položce IP se rozbalí IP QoS Parameters a dále Interface Information, kde se 
příkazem Edit zobrazí tabulka Interface Information Table, v níž se rows nastaví na 1, 
v poli Name se zvolí IFO, v QoS Scheme se nastaví FIFO a Maximum Reserved 
Bandwidth se nastaví na 75 %.  
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• Nastavení koncového zařízení Video_caller 
V položce Applications se nastaví možnost Supported Profiles. Vybere se Edit a 
hodnota rows se nastaví na 1. Vybere se Video_profile.  
V položce IP se rozbalí IP QoS Parameters a dále Interface Information, kde se 
příkazem Edit zobrazí tabulka Interface Information Table, v níž se rows nastaví na 1, 
v poli Name se zvolí IFO, v QoS Scheme se nastaví FIFO a Maximum Reserved 
Bandwidth se nastaví na 75 %. 
• Nastavení koncového zařízení Voice_Called 
V položce Applications se nastaví možnost Supported Profiles. Vybere se Edit a 
hodnota rows se nastaví na 1. Vybere se Voice_profile.  
V položce IP se rozbalí IP QoS Parameters a dále Interface Information, kde se 
příkazem Edit zobrazí tabulka Interface Information Table, v níž se rows nastaví na 1, 
v poli Name se zvolí IFO, v QoS Scheme se nastaví FIFO a Maximum Reserved 
Bandwidth se nastaví na 75 %.  
• Nastavení koncového zařízení Video_Terminal 
V položce Applications se nastaví možnost Supported Profiles. Vybere se Edit a 
hodnota rows se nastaví na 1. Vybere se Video_profile.  
V položce IP se rozbalí IP QoS Parameters a dále Interface Information, kde se 
příkazem Edit zobrazí tabulka Interface Information Table, v níž se rows nastaví na 1, 
v poli Name se zvolí IFO, v QoS Scheme se nastaví FIFO a Maximum Reserved 
Bandwidth se nastaví na 75 %. 
• Mezilehlá zařízení 
U všech mezilehlých zařízení se zvolí stejný postup nastavení: V položce IP se rozbalí 
IP QoS Parameters a dále Interface Information, kde se příkazem Edit zobrazí tabulka 
Interface Information Table, v níž se rows nastaví na 1, v poli Name se zvolí IFO, v QoS 
Scheme se nastaví FIFO a Maximum Reserved Bandwidth se nastaví na 75 %. 
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5.4. Výsledky simulací a jejich popis 
Po nastavení parametrů jednotlivých objektů se spustí simulace, a to buď z hlavního 
menu pomocí Configure/Run Discrete Event Simulation (DES) nebo pomocí stejné ikony 
v horní liště projektu. Zobrazí se okno pro nastavení hodnot simulace provozu, ve kterém se 
nastaví parametr Duration na hodnotu 40 minut, ostatní parametry se ponechají beze změny.  
Na obr. 5.3 je srovnání nežádoucího kolísání zpoždění hlasových paketů při doručení – 
jitter. U hlasu je požadováno, aby maximální kolísání zpoždění bylo nižší než 30 ms. 
U scénáře s RSVP pozorujeme maximální kolísání přibližně 19 ms, což vyhovuje tomuto 
požadavku. Scénář s DSCP tomuto požadavku nejenom vyhovuje, ale vyznačuje se výrazně 
lepšími charakteristikami. Zatímco u prvního scénáře je potřeba určitá doba pro ustálení 
hodnoty jitteru, u druhého scénáře je vysoká kvalita služby zajištěna od samotného počátku.  
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                          Obr. 5.3: Srovnání scénářů RSVP a DSCP pro jitter  
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Obr. 5.4 znázorňuje kolísání zpoždění paketů u hlasového provozu při průchodu sítí. Zatímco 
jitter označuje časové rozdíly v intervalech doručení jednotlivých paketů ve srovnání 
s intervaly jejich odesílání, kolísání zpoždění je definováno jako odchylka mezi koncovými 
zpožděními jednotlivých paketů. Oba tyto parametry spolu úzce souvisejí, což je zřejmé i 
z výsledků provedené simulace, které jsou pro tyto dva parametry velmi podobné. Oba 
scénáře vyhovují požadavkům na hlasové přenosy, scénář s DSCP však opět vykazuje lepší 
výsledky již od začátku přenosu.  
 
Průměr - hlas, kolísání zpoždění paketů [s]
0
0,02
0,04
0,06
0,08
0,1
0,12
0,14
0 500 1000 1500 2000 2500 3000
čas [s]
 
hl
as
, 
ko
lís
án
í z
po
žd
ě
n
í p
ak
et
ů
 
[s]
RSVP DSCP
 
 Obr. 5.4: Srovnání scénářů RSVP a DSCP pro kolísání zpoždění paketů, hlas 
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Z obr. 5.5, který ukazuje porovnání zpoždění paketů v koncových zařízeních pro RSVP a 
DSCP, je opět zřejmý zásadní rozdíl mezi oběma scénáři. I zde DSCP vykazuje lepší hodnoty, 
přičemž dosahuje přibližně čtyřikrát lepší úrovně než RSVP.   
Průměr - zpoždění paketů v koncových zařízeních [s]
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 Obr. 5.5: Srovnání scénářů RSVP a DSCP pro zpoždění paketů mezi koncovými zařízeními  
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6. ŘAZENÍ DO FRONT 
V rámci mechanismů přidělování zdrojů musí každý router používat některý z 
algoritmů řazení do fronty, kterým se přiděluje jak šířka pásma (rozhoduje o tom, které pakety 
se přenesou), tak objem vyrovnávací paměti (rozhoduje o zahození paketů). Použitý 
algoritmus řazení do fronty ovlivňuje také zpoždění (latenci) paketů tím, že stanoví, jak 
dlouho paket čeká na přenos.  
Mezi nejběžnější algoritmy řazení do front patří FIFO, PQ a FQ (WFQ).  
6.1. FIFO (First in, First out) 
Vedle algoritmu řazení do front je důležitá také zvolená politika zahazování paketů 
(drop policy). FIFO používá pouze jednu frontu, přičemž pakety jsou odbavovány v pořadí, 
ve kterém byly doručeny, a po zaplnění vyrovnávací paměti jsou pakety na konci fronty 
zahazovány (tail drop).  
FIFO plus tail drop tvoří nejjednodušší kombinaci řazení do fronty a politiky 
zahazování paketů. Tento postup nerozlišuje, k jakému datovému toku paket patří či jakou má 
důležitost. Není příliš efektivní, protože při něm dochází k zahlcení, kdy agresivní toky 
mohou zabrat celou linku, a ke kolísání zpoždění (jitter). [3] 
6.2. Prioritní řazení (Priority Queueing ) 
Jednoduchou variantou řazení FIFO je prioritní řazení. Každý paket je označen 
prioritou (např. v IP záhlaví v poli Type of Service (ToS)). Na routerech je implementováno 
několik FIFO front pro různé třídy priorit, jako první jsou odbavovány pakety ve frontě s 
nejvyšší prioritou a teprve poté se přechází na fronty s nižší prioritou. V rámci jednotlivých 
front je i nadále používán model FIFO. Toto řešení však nijak nezaručuje spolehlivé doručení 
paketů, zejména u paketů s nižší než nejvyšší prioritou.  
Prioritní řazení se v internetu používá například pro přenos paketů s aktualizací 
směrovacích informací, kdy je nezbytné stabilizovat směrovací tabulky po změně topologie. 
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Pro tyto pakety je často vytvořena zvláštní fronta. Jde ve skutečnosti o jednoduchý příklad 
diferencovaných služeb.[3] 
6.3. Fair Queueing (FQ) 
Na rozdíl od FIFO rozlišuje algoritmus FQ (nestranné řazení) různé datové toky. Díky 
tomu zabraňuje vzniku situací, kdy určitá aplikace, která např. nepoužívá žádný mechanismus 
řízení zahlcení, svým datovým tokem zahltí routery a způsobí, že pakety ostatních aplikací 
jsou zahozeny.  
Algoritmus FQ byl navržen právě jako řešení tohoto problému. Na routeru je pro 
každý datový tok vytvořena oddělená fronta a pakety jsou z těchto front odesílány cyklicky. 
Pokud některý tok dodává pakety příliš rychle, dojde po zaplnění příslušné fronty k jejímu 
přetečení a pakety jsou zahozeny.  
Aby bylo odesílání skutečně spravedlivé a každý datový tok měl možnost odeslat 
stejný objem dat, je třeba brát v úvahu také délku paketů, která může být u různých datových 
toků různá. Pokud má například fronta č. 1 pakety o délce 500 bytů a fronta č. 2 pakety o 
délce 1000 bytů, FQ zajistí, že jsou cyklicky odesílány vždy dva pakety z první fronty a 
následně jeden paket z fronty druhé. [3] 
6.4. Weigted Fair Queueing (WFQ) 
Jako pokročilejší varianta nestranného řazení byl navržen mechanismus tzv. váženého 
nestranného řazení (WFQ - Weighted Fair Queueing). WFQ přidává možnost nastavit pro 
každý tok určitou váhu, která určuje, jaký objem dat z dané fronty router při každém 
odbavování tohoto toku odešle. Tím je vlastně určen procentuální podíl šířky pásma, který má 
daný tok k dispozici. (Výše uvedený algoritmus FQ přiřazuje každé frontě váhu 1.) 
Tímto způsobem je možné rozlišit různé třídy provozu, například nastavit v ToS poli 
IP hlavičky třídu a přiřadit jí frontu a váhu.[3] 
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7. MECHANISMY ŘÍZENÍ ZAHLCENÍ TCP 
Mechanismy řízení zahlcení mezi koncovými zařízeními implementované v TCP jsou 
v současnosti nejpoužívanějšími mechanismy tohoto druhu. TCP postupuje tak, že posílá 
pakety do sítě bez jakékoliv rezervace a následně reaguje na nastalé události v síti. V síťových 
routerech předpokládá TCP pouze typ řazení FIFO, funguje však i s FQ. Před zavedením 
řízení zahlcení docházelo v internetu často ke kolapsu následkem zahlcení v situacích, kdy 
vysílací stanice vysílaly do internetu data rychlostí podle velikosti inzerovaného okna 
(Advertised Window, adwn – objem dat, které přijímající stanice akceptuje), některé routery 
důsledkem přetížení pakety zahazovaly, stanice po vypršení určené doby (timeoutu) nedostaly 
potvrzení o doručení (ACK), pakety odeslaly znovu a zahlcení se zhoršovalo. Řízení zahlcení 
má těmto situacím zamezit tím, že každá zdrojová stanice si zjistí, jaká kapacita je k dispozici 
v síti a kolik paketů může tedy mít na cestě k cíli. Po odeslání toho množství paketů vždy 
čeká na doručení ACK a poté do sítě pošle další paket. V praxi se situace komplikuje tím, že 
jednak není jednoduché zjistit dostupnou kapacitu sítě, jednak se tato hodnota v čase mění 
v závislosti na tom, jak se připojují či odpojují jiné zdrojové stanice.  
Řízení zahlcení v TCP využívá kombinaci několika mechanismů, kterými reaguje na 
situace vzniklé v síti a řeší s tím související problémy. Tyto mechanismy budou popsány v 
následujících oddílech.[5] 
7.1. Additive Increase / Multiplicative Decrease (aditivní růst / 
multiplikativní proces) 
V TCP je definována proměnná nazvaná okno zahlcení (Congestion Window, cwnd), 
pomocí které může vysílající stanice omezit objem dat, které v danou dobu přenáší. Neřídí se 
tedy pouze inzerovaným oknem, které uvádí přijímající stanice, ale musí okno upravit podle 
nejpomalejšího prvku na cestě k cíli (router, síťový segment atp.) tak, aby nedocházelo 
k zahlcení. Stanice může vždy odesílat pouze takový objem nepotvrzených dat, který 
nepřevyšuje ani inzerované okno, ani okno zahlcení. Efektivní vysílací okno se poté stanoví 
takto:  
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max. okno = MIN (cwnd, adwn) 
efektivní okno = max. okno – (poslední odeslaný byte – poslední potvrzený byte) 
 
Vysílající stanice si velikost proměnné cwnd nastavuje dynamicky podle vnímané 
úrovně momentálního zahlcení v síti: toto nastavení průběžně mění, jak se úroveň zahlcení 
zvyšuje, případně snižuje. K tomu využívá mechanismus nazvaný Additive Increase / 
Multiplicative Decrease (AIMD, aditivní růst / multiplikativní pokles). Zdroj úroveň zahlcení 
v síti posuzuje na základě množství odhozených paketů (tedy timeoutů). Pokud zdroj neobdrží 
potvrzení o doručení paketu v určené době, interpretuje tento timeout jako známku zahlcení 
sítě a sníží proměnnou cwnd. Konkrétně u mechanismu AIMD sníží při každém timeoutu 
proměnnou cwnd na polovinu původní hodnoty (= multiplikativní pokles) a takto může 
postupovat až k omezení okna zahlcení na velikost 1 (tzn. 1 paket nebo 1 MSS (maximum 
segment size – maximální velikost segmentu)).  
Při hledání optimální hodnoty pro objem odesílaných dat je samozřejmě také nezbytné 
reagovat na nově uvolněnou kapacitu sítě, což je v rámci mechanismu AIMD realizováno 
postupným zvyšováním proměnné cwnd. Toto zvyšování však neprobíhá v násobcích, jako 
tomu bylo u snižování vysílací rychlosti, ale mnohem pomaleji, vždy o ekvivalent jednoho 
paketu za každé úspěšné odeslání objemu dat stanovených proměnnou cwnd. Jde tedy o 
lineární nárůst, viz obr. 7.1. V praxi zdroj nečeká na všechna ACK za celé okno, ale místo 
toho po každém potvrzení o doručení navýší proměnnou cwnd o odpovídající poměrnou část 
hodnoty takto:  
 
přírůstek = MSS x (MSS/cwnd) 
cwnd = cwnd + přírůstek.  
 
Z výše uvedeného vyplývá, že mechanismus AIMD funguje tak, že zdroj při zahlcení 
snižuje okno zahlcení mnohem rychleji, než ho poté zvyšuje. Tato skutečnost je důležitým 
prvkem tohoto mechanismu řízení zahlcení, který přispívá k jeho stabilitě. Dramatické 
zmenšování a naopak opatrné zvětšování okna zahlcení je výhodné z toho důvodu, že 
následky příliš velkého objemu odeslaných dat jsou z hlediska propustnosti sítě mnohem 
závažnější. Pokud by docházelo k zahazování velkého množství paketů a následně jejich 
opětovnému odvysílání, zahlcení by se stále zhoršovalo, a proto je důležité tomuto stavu 
rychle zamezit.  
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Obr. 7.1: Přenášené pakety při aditivním růstu [5] 
7.2. Pomalý start (Slow Start) 
Dalším mechanismem používaným v TCP pro řízení zahlcení je mechanismus Slow 
Start, přičemž toto označení má historické důvody: je pomalejší než v TCP původně 
používaná praxe, kdy zdroj odesílal nárazově objem dat odpovídající inzerovanému oknu, což 
vedlo ke skokovému nárůstu zátěže a následkem toho často k zahlcení sítě. Ve srovnání 
s výše popsaným mechanismem aditivního růstu je však pomalý start rychlejší, protože 
proměnnou cwnd zvyšuje exponenciálně (o jeden paket nebo MSS za každé ACK), viz obr. 
7.2. [5] 
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Obr. 7.2: Přenášené pakety při pomalém startu [5] 
Pomalý start se používá ve dvou různých situacích. Jde především o začátek spojení 
(cold start), kdy vysílající stanice nemá představu o tom, jaký počet paketů bude moci v daný 
okamžik přenášet, tedy jaká je volná kapacita v síti. Vysílající stanice nejprve odešle jeden 
paket, po obdržení potvrzení o doručení objem odeslaných dat zdvojnásobí a takto postupuje 
při každé RTT (Round Trip Time – čas, který data potřebují na cestu z vysílající do přijímající 
stanice a zpět) až do okamžiku, dokud nedosáhne kapacity okna inzerovaného přijímající 
stanicí nebo dokud nedojde ke ztrátě signalizované timeoutem. V této chvíli vysílající stanice 
použije mechanismus multiplikativního poklesu a nastaví proměnnou cwnd na poloviční 
hodnotu.  
Druhá situace, v níž se použije Slow Start, nastává v případě, že se spojení stane 
neaktivním při čekání na timeout. V případě ztráty paketu vysílající stanice v určitém 
okamžiku dosáhne bodu, kdy odeslala již celý objem dat odpovídající inzerovanému oknu, a 
zatímco čeká na ACK ztraceného paketu, přestane vysílat. Nakonec dojde k timeoutu, ale 
protože vysílající stanice již nemá v síti žádné přenášené pakety, nedostává žádná ACK, podle 
kterých by si mohla odesílání nových paketů načasovat. Místo toho obdrží pouze jedno 
souhrnné ACK, kterým se znovu otevře celé inzerované okno. Zde opět vysílající stanice 
použije pomalý start a postupuje stejným způsobem jako při začátku spojení. Tato situace se 
však od začátku spojení liší tím, že nyní již má vysílající stanice představu o dostupné 
kapacitě v síti. Zná aktuální hodnotu cwnd, což je zde velikost okna zahlcení před ztrátou 
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paketu zredukovaná na polovinu následkem této ztráty. Tuto hodnotu je možné chápat jako 
cílové okno zahlcení. Pro odlišení cílového okna zahlcení a momentálně aktuálního okna 
zahlcení, které používá mechanismus Slow Start, zavádí TCP dočasnou proměnnou pro cílové 
okno zahlcení, většinou nazývanou Congestion Threshold (mez zahlcení) nebo také Slow 
Start Threshold (mez pomalého startu – ssthresh). Jak naznačuje název ssthresh, vysílající 
stanice pomocí „pomalého startu“ rychle (tedy exponenciálně, o jeden paket za ACK) zvyšuje 
vysílací rychlost až k hodnotě Congestion Threshold (ssthresh) a poté zvolí konzervativnější 
přístup (Additive Increase) a začne cwnd zvyšovat lineárně (o jeden paket za RTT). viz obr. 
7.3. [5] 
 
    Obr. 7.3: Pomalý start a předcházení zahlcení 
V poslední době byly k pomalému startu navrženy alternativy, které nabízejí 
sofistikovanější postup umožňující vysílající stanici odhadnout dostupnou šířku pásma. 
Příkladem je mechanismus „rychlého startu“ (Quick Start), který momentálně prochází 
standardizací v IETF. Jeho princip spočívá v tom, že vysílající stanice v TCP se může pokusit 
vyjednat si vyšší počáteční přenosovou rychlost, než by umožňoval pomalý start, a to tak, že 
požadovanou rychlost nastaví v SYN paketu jako IP možnost. Tuto možnost posoudí všechny 
routery na cestě k cíli takto: vyhodnotí aktuální úroveň zahlcení na odchozím spoji pro daný 
datový tok a rozhodnou, zda je možné této volbě vyhovět, zda může být nabídnuta nižší 
rychlost či zda má být použit klasický pomalý start. Tyto informace se zapisují do SYN 
paketu, který v okamžiku, kdy dorazí na přijímající stanici, obsahuje buď údaje o rychlosti, 
která je přijatelná pro všechny routery na cestě, nebo informaci o tom, že některý nebo 
některé routery na cestě požadavek na rychlý start nepodporují. V prvním případě se pro 
začátek přenosu použije uvedená rychlost, v druhém případě se použije klasický pomalý start. 
Je evidentní, že tento mechanismus vyžaduje od routerů mnohem větší spolupráci. Pokud 
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některý router na cestě mechanismus rychlého startu nepodporuje, nemůže se tento 
mechanismus použít a přenos je realizován pomocí klasického pomalého startu. Proto je tento 
mechanismus zatím používán v omezené míře, především v kontrolovaných síťových 
prostředích, jako jsou například výzkumné sítě. [5] 
7.3. Rychlá retransmise (Fast Retransmit) a rychlé zotavení (Fast 
Recovery) 
Fast Retransmit je vylepšením TCP, kterým se předchází dlouhým prodlevám, kdy 
spojení čeká na vypršení časovače. Mechanismus rychlé retransmise v určitých případech 
vyvolá opětovné odeslání ztraceného paketu, ještě než dojde k timeoutu. Nejde o 
mechanismus nahrazující timeout, ale pouze o vylepšení tohoto přístupu. Tento mechanismus 
byl do TCP přidán ve verzi TCP Tahoe.  
Mechanismus rychlé retransmise využívá toho, že přijímající stanice generuje po 
každém přijatém datovém paketu (segmentu) potvrzení (ACK), obsahující sekvenční číslo 
odpovídající pořadí paketu. Pokud přijímající stanice obdrží paket mimo pořadí, vygeneruje 
duplicitní ACK se stejným sekvenčním číslem, jaké měl předchozí paket, čímž indikuje, že 
některý paket chybí. Tím se urychlí detekce ztráty paketu, protože vysílající stanice rozpozná 
duplicitní ACK a vyvodí, že pořadí paketů přijatých cílovou stanicí bylo narušeno a že je 
možné, že předchozí paket byl zahozen. Aby si potvrdila, že skutečně došlo ke ztrátě paketu a 
nejenom k jeho zpoždění na cestě sítí, nereaguje vysílající stanice okamžitě, ale čeká na 
několik duplicitních ACK (v TCP konkrétně na doručení tří duplicitních ACK) a poté odešle 
paket znovu (viz obr. 7.4). [5] 
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Obr. 7.4: Duplicitní ACK vedoucí k rychlé retransmisi [5] 
Jakmile do cílové stanice dorazí opětovně odeslaný paket, stanice odešle souhrnné 
ACK za tento původně ztracený paket a za pakety předtím potvrzené duplicitním ACK. V této 
situaci nedojde k návratu na pomalý start, ale místo toho se použije mechanismus rychlého 
zotavení, viz níže.  
Strategie retransmisí je výhodná zejména pro velká okna, vzhledem k tomu, že 
nedochází k opakování tak velkých objemů dat, jako by tomu bylo při čekání na postupné 
vypršení timeoutu všech paketů následujících po ztraceném paketu, které by kvůli němu 
zůstaly nepotvrzeny. Obecně dokáže tento mechanismu odstranit přibližně polovinu timeoutů 
klasického TCP spoje, což představuje zhruba 20% zlepšení propustnosti spoje. U malých 
oken není tento mechanismus tak efektivní, protože daný přenos nemusí sestávat z 
dostatečného množství paketů, aby byly na jejich základě vygenerovány tři po sobě jdoucí 
duplicitní ACK; v takovém případě při ztrátě paketu dochází ke klasickému timeoutu.   
Při rychlém zotavení (Fast Recovery) TCP postupuje tak, že pokud mechanismus 
rychlé retransmise signalizuje zahlcení, vysílající stanice místo toho, aby snížila okno 
zahlcení na minimální hodnotu jednoho paketu (nebo MSS) a zahájila pomalý start, použije 
pro načasování odesílání dalších paketů ACK, která jsou stále ještě na cestě sítí. V praxi to 
znamená, že pouze zmenší cwnd na polovinu a obnoví aditivní růst, který se řídí právě podle 
doručených ACK. Mechanismus rychlého zotavení byl do TCP přidán ve verzi TCP Reno. [5] 
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8. MECHANISMY PŘEDCHÁZENÍ ZAHLCENÍ 
Princip řízení zahlcení v TCP, jehož mechanismy byly popsány v předchozí kapitole, 
spočívá v tom, že zdroj v podstatě neustálým zvyšováním zatížení sítě hledá bod, při kterém 
nastane zahlcení, a poté se z tohoto bodu stáhne. Jinými slovy TCP musí pro zjištění dostupné 
šířky pásma pro dané spojení vytvářet ztráty.  
Alternativou jsou mechanismy předcházení zahlcení, jejichž cílem je těmto ztrátám 
zamezit tím, že detekují blížící se zahlcení ještě před přetečením front, a v tomto okamžiku, 
tedy ještě předtím, než začne docházet k zahazování paketů, vysílací rychlost sníží.  
V této kapitole budou popsány tři mechanismy předcházení zahlcení: DECbit, 
Random Early Detection (RED) a Source-Based Congestion Avoidance. [5] 
8.1. DECbit 
Základní myšlenkou tohoto mechanismu je zapojit do předcházení zahlcení routery a 
koncové uzly. Každý router monitoruje své zatížení a informuje koncové uzly o tom, že se 
schyluje k zahlcení tak, že v paketech, které jím procházejí, nastaví binární congestion bit. 
Koncový uzel poté tento bit zkopíruje do ACK zasílaného vysílající stanici, která na základě 
toho upravuje vysílací rychlost tak, aby se předešlo zahlcení.  
Konkrétně algoritmus DECbit funguje takto: Na straně routeru proběhne výpočet 
průměrné délky fronty, přičemž se vychází z časového intervalu sestávajícího z posledního 
aktivního cyklu, posledního neaktivního cyklu a aktuálního aktivního cyklu provozu routeru. 
Na obr. 8.1 je znázorněn graf délky fronty jako průběh časové křivky. Router vypočítá obsah 
plochy pod křivkou a tuto hodnotu vydělí časovým intervalem. Pokud v okamžiku, kdy paket 
dorazí, je hodnota průměrné délky fronty rovna nebo větší než 1, router nastaví congestion bit 
do záhlaví paketu. 
Vysílající stanice zaznamenává, kolik jí odeslaných paketů dostalo na některém 
routeru přiřazen congestion bit. Sleduje, jakému podílu paketů z posledního objemu 
odeslaných dat odpovídajícího velikosti okna zahlcení byl tento bit přiřazen. Pokud šlo o 
méně než 50 % paketů, vysílající stanice zvětší okno zahlcení o jeden paket. Pokud šlo o 50 a 
více % paketů, vysílající stanice zmenší okno zahlcení na 0,875-násobek původní hodnoty. 
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Mezní hodnota 50 % byla zvolena proto, že odpovídá špičce časové křivky. Pravidlo zvýšení 
o jeden paket a snížení na 0,875-násobek bylo zvoleno, protože jde o princip aditivního růstu / 
multiplikativního poklesu, díky kterému je tento mechanismus stabilní. V bezproblémovém 
případě okno zahlcení osciluje kolem optimální velikosti. [5] 
 
       Obr. 8.1: Výpočet průměrné délky fronty na routeru [5] 
8.2. Random Early Detection (RED) 
Mechanismus RED funguje na podobném principu jako DECbit: každý router 
monitoruje délku vlastní fronty a v případě, že se schyluje k zahlcení, informuje o tom 
vysílající stanici, aby mohla příslušným způsobem upravit okno zahlcení. Na předcházení 
zahlcení se tedy opět podílejí jak koncové stanice, tak routery.  
Oproti mechanismu DECbit zde však existují dva rozdíly. První spočívá v tom, že 
nejčastější postup u mechanismu RED je ten, že vysílající stanici o blížícím se zahlcení 
neinformuje explicitně odesláním zprávy či nastavením příslušného bitu, ale implicitně tak, že 
náhodně zahodí jeden z jí odeslaných paketů. Vysílající stanice následně zaznamená buď 
timeout, nebo duplicitní ACK. Router tedy zahodí paket předčasně ještě dřív, než dojde ke 
skutečnému zahlcení, tzn. před zaplněním jeho vyrovnávací paměti, čímž signalizuje 
vysílající stanici, aby zmenšila okno zahlcení a zamezila tak ještě větším pozdějším ztrátám.  
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Druhým rozdílem je, že mechanismus RED nepoužívá tail drop, ale takzvané 
inteligentní zahazování, kdy přiřazuje paketům určitou pravděpodobnost zahození (drop 
probability), pokud délka fronty překročí určitou úroveň pro zahození (drop level). [5] 
8.2.1. Explicit Congestion Notification (ECN) 
Jako alternativa implicitního oznamování blížícího se zahlcení náhodným 
odhazováním paketů používaného v RED byl navržen mechanismus Explicit Congestion 
Notification (ECN), který, jak název napovídá, používá explicitní oznamování. Jde o rozšíření 
IP a TCP protokolu, které pro předcházení zahlcení využívá dva bity v ToS poli IP hlavičky. 
Pomocí prvního bitu vysílající stanice informuje, že podporuje ECN, tedy že je schopna 
reagovat na oznámení o zahlcení. Druhý bit nastavují routery, kterými paket prochází, v 
okamžiku, kdy se blíží zahlcení. Tento bit se následně přenáší zpět z přijímající do vysílající 
stanice a ta reaguje stejně jako v případě, kdy jsou detekovány zahozené pakety, tedy 
snížením vysílací rychlosti. [5] 
8.3. Source based – Congestion Avoidance 
Tento mechanismus narozdíl od výše popsaných vychází výhradně z postupů 
realizovaných na vysílající (zdrojové) stanici. Vysílající stanice sleduje známky toho, že se na 
některém routeru nebo routerech vytváří fronta a schyluje se k zahlcení, a podle toho reaguje. 
Známkou blížícího se zahlcení může být měřitelný nárůst RTT pro každý úspěšně odeslaný 
paket. Je možné použít například tento algoritmus: stanice zvětšuje okno zahlcení, ale po 
každých dvou RTT si porovná aktuální RTT s průměrnou hodnotou vypočtenou z dosud 
zaznamenaného maximálního a minimálního RTT. Pokud je aktuální RTT vyšší než tato 
průměrná hodnota, okno zahlcení se zmenší o jednu osminu.  
Jiný algoritmus vychází jak ze změny RTT, tak ze změny okna zahlcení. Okno 
zahlcení se upravuje po každých dvou RTT podle výsledku tohoto vzorce:  
 
(aktuální okno - předchozí okno) x (aktuální RTT - předchozí RTT) 
 
Pokud je výsledná hodnota kladná, vysílající stanice zmenší okno zahlcení o jednu 
osminu, pokud je nulová nebo záporná, zvýší okno o jeden paket. Velikost okna se mění při 
každé úpravě, přičemž osciluje kolem optimální hodnoty.  
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S použitím dalšího algoritmu se vysílající stanice také může řídit změnami 
propustnosti. Propustnost se zde vypočítá jako podíl počtu momentálně přenášených, tedy 
dosud nedoručených bytů a RTT. Po každém RTT vysílající stanice zvětší okno o jeden paket 
a porovná dosaženou propustnost oproti propustnosti zaznamenané při předchozím okně (o 
jeden paket menším). Pokud je rozdíl mezi těmito dvěma hodnotami propustnosti menší než 
jedna polovina hodnoty propustnosti zaznamenané při přenosu pouze jednoho paketu (na 
začátku spojení), zmenší se okno o jeden paket. [5] 
8.3.1. TCP Vegas 
I další mechanismus předcházení zahlcení založený na pozorování vysílající stanicí se 
zaměřuje na sledování propustnosti, nebo konkrétněji vysílací rychlosti. Od předchozího 
mechanismu se liší metodou výpočtu propustnosti a tím, že nesleduje změnu propustnosti, ale 
naměřenou propustnost porovnává s očekávanou propustností.  
Použitý algoritmus vychází z tzv. výchozí RTT (base RTT), což je RTT paketu při 
nezahlceném spoji. TCP Vegas nastaví výchozí RTT na nejmenší z dosud naměřených RTT, 
v praxi jde obvykle o RTT prvního paketu odeslaného daným spojem, kdy se na routerech 
ještě nevytvořily fronty. Očekávaná propustnost se poté vypočte takto:  
očekávaná rychlost = okno zahlcení / výchozí RTT 
Poté si algoritmus vypočítá skutečnou vysílací rychlost tak, že zaznamená dobu 
odeslání určitého paketu, sleduje, kolik bytů bylo odesláno od této doby do doby, kdy bylo 
doručeno ACK za tento paket, dále si vypočítá referenční RTT (sample RTT) pro tento paket a 
počet odvysílaných bytů vydělí touto referenční RTT. Tento výpočet probíhá jednou za RTT.  
V dalším kroku algoritmus porovná skutečnou rychlost s očekávanou rychlostí a podle 
výsledku upraví okno:  
Diff = očekávaná rychlost – skutečná rychlost,  
přičemž výsledek by měl být kladný nebo nulový, jinak je třeba změnit výchozí RTT na 
hodnotu poslední referenční RTT. Dále jsou stanoveny dvě mezní hodnoty α a β, kde α < β. 
Tyto dvě mezní hodnoty zhruba odpovídají situacím, kdy je v síti příliš málo, respektive příliš 
mnoho nepotvrzených dat. Pokud Diff < α, algoritmus při příští RTT okno zahlcení lineárně 
zvětší, pokud Diff  > β, algoritmus při příští RTT okno zahlcení lineárně zmenší. Okno se 
nemění, pokud α < Diff < β. Tento postup je realizován v rámci předcházení zahlcení: pokud 
dojde k timeoutu, algoritmus přejde na klasický multiplikativní pokles. [5] 
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9. SIMULACE FRONT V KONVERGOVANÉ 
TELEMATICKÉ SÍTĚ V PROGRAMU OPNET 
MODELER 
9.1. Scénáře simulací v Opnet Modeler 
Tato část diplomové práce je zaměřena na porovnání front FIFO, PQ a WFQ                
v konvergované síti s využitím softwaru OPNET Modeler. Obrázek 9.1 znázorňuje části sítě 
konvergované sítě, na které se tato praktická část vztahuje.  
Jedná se především o mechanismy plánování front paketů pro podporu QoS 
na síťových prvcích uvnitř DiffServ domény. 
 
 
                      Obr. 9.1: Části konvergované sítě, u které se nastavuje frontovací disciplína  
9.2. Scénář nastavení front FIFO, PQ a WFQ 
9.2.1. Nastavení parametrů objektu Application Definition (hlas, video 
a Ftp) 
Nastavení parametrů objektu Application_Definition se provádí takto: zvolí se položka 
Edit Attributes, rozbalí se seznam u položky Application Definition a rows se nastaví na 3. 
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• Nastavení aplikace Voice  
V položce Number of rows se nastaví 1 a zadá se název Voice_Application. Rozbalí 
se seznam u položky Description, z předdefinovaných aplikací se vybere Voice a poté se 
zvolí položka Edit. V položce Type of Service se zaškrtne možnost Differentiated Services 
Code Point (DSCP) a z rozbalovací nabídky se vybere EF.    
• Nastavení aplikace Video   
V položce Number of rows se nastaví 2 a zadá se název Video_Application. Rozbalí 
se seznam u položky Description, z předdefinovaných aplikací se vybere Video 
Conferencing a poté se zvolí položka Edit. V položce Type of Service se zaškrtne možnost 
Differentiated Services Code Point (DSCP) a z rozbalovací nabídky se vybere EF.   
• Nastavení aplikace Ftp   
V položce Number of rows se nastaví 3 a zadá se název FTP_Application. Rozbalí 
se seznam u položky Description, z předdefinovaných aplikací se vybere Ftp a poté se zvolí 
položka Edit. V položce Type of Service se zaškrtne možnost Differentiated Services Code 
Point (DSCP) a z rozbalovací nabídky se vybere AF11.  
9.2.2. Nastavení parametrů objektu Profile (hlas, video a Ftp) 
Pravým tlačítkem se klikne na ikonu Profiles, vybere se Edit Attributes, rozbalí se Profile 
Configuration a zvolí se rows na 3.  Profily budou pojmenovány následovně: VoIP_Profile, 
Video_Profile a FTP_Profile. 
Nastavení Profilů pro hlas, video a FTP znázorňuje obrázky 9.2.  
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                        Obr. 9.2: Nastavení parametrů objektu Profile (hlas, video, FTP) 
9.2.3. Nastavení parametrů koncových a mezilehlých zařízení  
• Nastavení koncového zařízení Voice_caller 
V položce Applications se nastaví možnost Supported Profiles. Vybere se Edit a 
hodnota rows se nastaví na 1. Vybere se VoIP_Profile.  
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V položce Applications se nastaví možnost Supported Services. Vybere se Edit a 
hodnota rows se nastaví na 1. Vybere se VoIP_Profile.  
• Nastavení koncového zařízení Video_Caller 
V položce Applications se nastaví možnost Supported Profiles. Vybere se Edit a 
hodnota rows se nastaví na 1. Vybere se Video_Profile.  
• Nastavení koncového zařízení FTP_Client 
V položce Applications se nastaví možnost Supported Profiles. Vybere se Edit a 
hodnota rows se nastaví na 1. Vybere se FTP_Profile.  
• Nastavení koncového zařízení Voice_Called 
V položce Applications se nastaví možnost Supported Profiles. Vybere se Edit a 
hodnota rows se nastaví na 1. Vybere se VoIP_Profile.  
V položce Applications se nastaví možnost Supported Services. Vybere se Edit a 
hodnota rows se nastaví na 1. Vybere se VoIP_Profile.  
• Nastavení koncového zařízení Video_Terminal 
V položce Applications se nastaví možnost Supported Profiles. Vybere se Edit a 
hodnota rows se nastaví na 1. Vybere se Video_Profile.  
• Nastavení koncového zařízení FTP_Server 
V položce Applications se nastaví možnost Supported Profiles. Vybere se Edit a 
hodnota rows se nastaví na 1. Vybere se FTP_Profile. 
9.3. Konfigurace směrovačů 
Označíme spoje PPP_DS1 propojující směrovače s IP cloudem. V liště menu, 
v Protocols, se vybere IP, QoS, Configure QoS. 
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9.4. Výsledky simulací 
Na obrázku 9.3 lze pozorovat průměrné hodnoty zahazování IP paketů. Jedná se 
o počet IP datagramů, které byly při průchodu všemi uzly a všemi IP rozhraními v síti 
zahozeny. Zahazování IP paketů může být způsobeno: 
• nepostačujícím místem ve frontě,  
• maximálním počtem přeskoků, který IP datagram překročil,  
• tím, že místní směrovač nenašel pro přenos paketu další směrovač,  
• tím, že ve směrovacích uzlech se směrovací tabulce nepodařilo vyhledat cestu do 
cílové stanice.  
Z následujícího grafu je jasně patrné, že nejlepší hodnoty vykazuje WFQ fronta, zatímco 
nejhorší FIFO fronta. 
Průměr - IP, zahazování paketů [paket/s]
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                                 Obr. 9.3: Průměr – IP, zahazování paketů [paket/s] 
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Na obrázku 9.4 je znázorněn průměrný počet přijatých dat v B/s u video provozu, kde 
můžeme pozorovat vzrůstající objem přenosu dat u všech typů front. Fronta  WFQ – 
Weighted Fair Queueing – vykazuje lepší hodnoty než fronty FIFO a PQ. Zatímco průměrný 
počet přijatých dat u fronty WFQ se blíží k 60 kB/s, u fronty PQ se tato hodnota blíží pouze 
k 45 kB/s. 
Průměr - přijatá data u video provozu [Bajt/s]
0
10000
20000
30000
40000
50000
60000
0
12
0
24
0
36
0
48
0
60
0
72
0
84
0
96
0
10
80
12
00
13
20
14
40
15
60
16
80
18
00
19
20
20
40
21
60
22
80
čas [s]
Př
ija
tá
 
da
ta
 
[B
a
jt]
FIFO PQ WFQ
 
                                Obr. 9.4: Průměr – přijatá data u video provozu [bajt/s] 
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Průměrný počet přijatých dat v B/s u hlasového provozu je u všech scénářů téměř 
shodný, viz obr. 9.5. 
Průměr - hlasový provoz, přijatá data [Bajt/s]
0
2000
4000
6000
8000
10000
12000
14000
16000
1 7 13 19 25 31 37 43 49 55 61 67 73 79 85 91 97
čas [s]
Př
ija
tá
 
da
ta
 
[B
ajt
]
FIFO PQ WFQ
 
                                 Obr. 9.5: Průměr – hlasový provoz, přijatá data [bajt/s] 
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Na obr. 9.6 je srovnání kolísání paketového zpoždění v koncových zařízeních 
v hlasovém provozu. Vzhledem k tomu, že zpoždění může negativně ovlivňovat kvalitu 
komunikace, jde o velmi důležitý parametr. Při srovnání simulovaných scénářů je možné 
zaznamenat výrazné rozdíly.  
Z grafu je patrné, že u scénáře FIFO se projevuje daleko větší zpoždění paketů a to 
hned při začátku simulace – než u scénáře s frontou WFQ.  
Průměr - Paketové zpoždění v koncových zařízení u 
hlasového provozu [s]
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        Obr. 9.6: Průměr – Paketové zpoždění v koncových zařízení u hlasového provozu [paket/s] 
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Na obr. 9.7 je srovnání nežádoucího kolísání zpoždění paketů v hlasovém provozu. 
Kolísání zpoždění je definováno jako odchylka mezi koncovými zpožděními jednotlivých 
paketů.  
U scénářů porovnávajících algoritmy řazení do front pozorujeme u algoritmu FIFO 
velký nárůst hodnot u nežádoucího kolísání, který se postupně snižuje.  
U algoritmu PQ jsou výsledky ve srovnání s FIFO daleko lepší, nicméně ve srovnání 
s WFQ naopak horší. 
WFQ vykazující po celou dobu hlasového přenosu konstantní nulovou hodnotu jitteru 
se jeví jako jednoznačně nejlepší řešení.  
Průměr - kolísání zpoždění paketů v hlasovém provozu [s]
0,00
0,20
0,40
0,60
0,80
1,00
1,20
1,40
1,60
1,80
2,00
1 5 9 13 17 21 25 29 33 37 41 45 49 53 57 61 65 69 73 77 81 85 89 93
čas [s]
hl
as
, 
ko
lís
án
í z
po
žd
ě
n
í p
a
ke
tů
 
[s]
FIFO PQ WFQ
 
Obr. 9.7: Průměr – Jitter v hlasovém provozu [s] 
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10. OPTIMALIZACE 
Optimalizace provozu simulované konvergované sítě se týkala výběru architektur – 
IntServ (zastoupená protokolem RSVP) a DiffServ (zastoupená protokolem DSCP). 
Architektura IntServ zajišťuje tzv. „hard QoS“. Je založena na rezervaci šířky pásma, 
zatímco DiffServ pomocí bitů DSCP definuje (minimální) chování v rámci skoku mezi dvěma 
sousedními uzly (PHB, Per Hop Behavior). Existují tři kategorie PHB: urychlené předávání 
(EF – Expedited Forwarding), zajištěné předávání (AF – Assured Forwarding) a základní 
služba (BE - Best Effort). Výhoda DiffServ oproti IntServ spočívá v tom, že agreguje 
jednotlivé toky dat do jednoho, není tedy potřeba ošetřovat každý tok zvlášť, což představuje 
výrazné zefektivnění provozu.  
V programu Opnet Modeler byla vytvořena první laboratorní úloha zaměřená 
na porovnání provozu s použitím protokolu RSVP, respektive DSCP. Výsledky ve formě 
grafů ukazují, že scénáře s použitím protokolu DSCP je možné hodnotit jako jednoznačně 
lepší.  
Druhá laboratorní úloha řeší, jaký mechanismus vybrat pro plánování front paketů 
pro podporu QoS na síťových prvcích uvnitř DiffServ - DSCP. 
Z porovnání výsledků je patrné, že ve všech ukazatelích (přijatá data u video provozu i 
v hlasovém provozu, paketové zpoždění v koncových zařízeních u hlasového provozu, jitter) 
je pro síť zajišťující přenos dat z jedoucích vozidel MHD do centrály dopravního podniku 
nejlepším řešením použití algoritmu WFQ, který využívá mechanismus tzv. váženého 
nestranného řazení, jenž přidává možnost nastavit pro každý tok určitou váhu určující, jaký 
objem dat z dané fronty router při každém odbavování tohoto toku odešle. 
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11. ZÁVĚR 
Diplomová práce se zabývá problematikou konvergovaných sítí a jejich efektivního 
využití, s konkrétním  zaměřením na telematické sítě. Pro model simulované aplikace byla 
zvolena oblast dopravní telematiky. Práce sestává ze dvou okruhů simulací v programu Opnet 
Modeler, vycházejících vždy z příslušné teoretické části práce.  
Vzhledem k zadání byl v první teoretické části podán přehled protokolů používaných 
v konvergovaných sítích, s podrobnějším popisem vnitřních a vnějších směrovacích 
protokolů. Pozornost byla rovněž věnována mechanismům zajištění kvality služby v IP. 
V rámci první praktické části byla vytvořena první laboratorní úloha, která popisuje simulaci 
konvergované telematické sítě v programu Opnet Modeler. Bylo popsáno nastavení scénářů 
pro zajištění kvality služby pomocí protokolů RSVP a DSCP a byla provedena samotná 
simulace. Výsledky simulací pro oba scénáře byly srovnány a přehledně zobrazeny pomocí 
grafů. Lepší výsledky ve všech parametrech vykazoval protokol DSCP.  
V další části se diplomová práce zaměřila na popis algoritmů řazení do front. Mezi 
nejběžnější algoritmy řazení do front patří FIFO, PQ a FQ (WFQ). Práce se v rámci této 
teoretické části také věnovala podrobnému popisu mechanismů řízení zahlcení a mechanismů 
předcházení zahlcení TCP. V praktické části byla nasimulována druhá laboratorní úloha 
věnovaná porovnání front FIFO, PQ a WFQ, a to v rámci scénáře s použitím protokolu DSCP, 
vzhledem k tomu, že tento scénář byl v první části vyhodnocen jako jednoznačně lepší. 
Výsledky simulací byly opět srovnány a přehledně zobrazeny.  
Z porovnání výsledků jasně vyplývá, že nejlepší z testovaných řešení je pro síť 
zajišťující přenos dat z jedoucích vozidel MHD do centrály dopravního podniku řešení 
využívající mechanismus DSCP v kombinaci s algoritmem WFQ. 
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Seznam zkratek  
ABR Area Border Router hraniční směrovač oblasti (v OSPF) 
ACK Acknowledgement potvrzení 
adwn Advertised Window inzerované okno 
AF  Assured Forwarding zajištěné předávání  
AIMD Additive Increase / Multiplicative Decrease aditivní růst / multiplikativní pokles 
ARP  Address Resolution Protocol  protokol mapování adres 
ATM Asynchronous Transfer Mode  asynchronní přenosový režim  
AVS  Autonomous System autonomní systém  
BE Best Effort  maximální úsilí 
BGP Border Gateway Protocol vnější směrovací protokol  
BOOTP Bootstrap Protocol  zaváděcí protokol  
CIDR Classless Inter-Domain Routing beztřídní adresování 
CLNP Connectionless Network Protocol  síťový protokol bez spojení  
CSMA Carrier Sense Multiple Access  vícenásobný přístup s odposloucháváním 
nosného kmitočtu 
CSMA/CD Carrier Sense Multiple Access with 
Collision Detection  
CSMA s detekcí kolizí 
cwnd Congestion Window okno zahlcení 
DES Discrete Event Simulation  simulace diskrétní události  
DHCP  Dynamic Host Configuration Protocol  protokol dynamické konfigurace stanice  
DiffServ Differentiated Services diferencované služby  
DNS  Domain Name System  systém doménových jmen 
DSCP  Differentiated Service Code Point protokol diferencovaných služeb  
EBGP External Border Gateway Protocol  vnější Border Gateway Protocol  
ECN Explicit Congestion Notification explicitní oznamování zahlcení 
EF Expedited Forwarding urychlené předávání  
EGP  Exterior Gateway Protocol  vnější směrovací protokol 
E-IGRP  Enhanced Interior Gateway Routing 
Protocol 
rozšířený IGRP 
FCoE Fibre Channel over Ethernet protokol pro přenos FC rámců po 
Ethernetu 
FDDI Fiber Distributed Data Interface  optická síť s kruhovou topologií  
FIFO First In First Out „první dovnitř, první ven“ 
FR  Frame Relay  technologie přepínání  
FTP File Transfer Protocol  protokol pro přenos souborů 
FQ Fair Queueing nestranné řazení 
GSM Global System for Mobile Communications  globální systém pro mobilní komunikaci 
GPS  Global Positioning System globální polohový systém  
HTTP  Hypertext Transfer Protocol  protokol pro přenos hypertextu 
IBGP Internal Border Gateway Protocol  vnitřní Border Gateway Protocol  
ICMP Internet Control Message Protocol internetový protokol řídících zpráv  
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IGMP  Internet Group Management Protocol  internetový protokol pro správu skupin 
IGP  Interior Gateway Protocol  vnitřní směrovací protokol 
IGRP  Interior Gateway Routing Protocol  vnitřní směrovací protokol  
IntServ  Integrated Services  integrované služby 
IP  Internet Protocol internetový protokol 
IPTV Internet Protocol Television  televize přes internetový protokol 
IPv4 Internet Protocol version 4 internetový protokol verze 4 
IPv6 Internet Protocol version 6 internetový protokol verze 6 
IPX Internetwork Package Exchange  mezisíťová výměna paketů 
IS-IS  Intermediate System to Intermediate System mezilehlý systém-mezilehlý systém  
iSCSI  Internet Small Computer Systems Interface  technologie pro zapouzdření SCSI 
komunikace do IP 
ISDN  Integrated Service Digital Network  digitální síť integrovaných služeb 
LAN  Local Area Network  místní síť  
MBGP  Multiprotocol BGP multiprotokolový BGP  
MOS Mean Opinion Score  stupnice hodnocení kvality  
MPLS Multi Protocol Label Switching služba na propojení vnitřních sítí  
MSS Maximum Segment Size maximální velikost segmentu 
OSI  Open Systems Interconnection  propojení otevřených systémů  
OSPF  Open Shortest Path First  vnitřní směrovací protokol  
PHB Per-Hop Behavior chování při přeskoku 
POTS  Plain Old Telephone Service analogová telefonní služba  
PPP  Point-to-Point Protocol  protokol pro přímé spojení  
PQ Priority Queueing prioritní řazení 
QoS Quality of Service kvalita služby 
RARP  Reverse Address Resolution Protocol  protokol zpětného mapování adres 
RED Random Early Detection detekce pomocí předčasného náhodného 
zahození 
RIP  Routing Information Protocol  vnitřní směrovací protokol  
RIPv1 Routing Information Protocol version 1 RIP verze 1 
RIPv2 Routing Information Protocol version 2 RIP verze 2 
RIPng Routing Information Protocol next 
generation 
RIP nové generace  
RSVP Resource Reservation Protocol protokol rezervace zdrojů 
RTT Round Trip Time čas, který data potřebují na cestu 
z vysílající do přijímající stanice a zpět 
SCSI Small Computer Systems Interface sériová sběrnice 
SGSN Serving GPRS Support Node datový uzel GPRS 
SLIP  Serial Line Internet Protocol  internetový protokol pro sériové linky  
SMTP  Simple Mail Transfer Protocol  jednoduchý protokol pro přenos pošty  
SNMP Simple Network Management Protocol  jednoduchý protokol pro správu sítě  
SPF  Shortest Path First nejkratší cesta nejdříve  
ssthresh Slow Start Threshold mez pomalého startu 
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TCP  Transmission Control Protocol  přenosový řídící protokol  
TELNET Telecommunication Network  protokol virtuálního terminálu  
TFTP  Trivial File Transfer Protocol  jednoduchý protokol pro přenos souborů 
ToS Type of Service typ služby 
UDP  User Datagram Protocol  uživatelský datagramový protokol  
VLSM Variable Length Subnet Mask podsíťová maska různé délky 
VoIP Voice over Internet Protocol hlas přes internetový protokol 
VPN  Virtual Private Network  virtuální privátní síť  
WFQ Weighted Fair Queueing vážené nestranné řazení 
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