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En el presente proyecto se desarrolla un sistema 
que tiene como objetivo el reconocimiento de 
placas vehículos de Ecuador, usando técnicas de 
visión por computador. Como parte del pre-
procesamiento de las imágenes se ha realizado 
redimensionamiento y binarización sobre las 
imágenes originales. 
Para la segmentación de la imagen se utilizó, 
detección de bordes, componentes conectados y 
un algoritmo preliminar para la identificar la 
ubicación de las letras y los números de la placa. 
El reconocimiento automático se realiza mediante 
dos redes neuronales sobre las secciones 
consideradas como “caracteres”, teniendo en 
cuenta las particularidades de las placas 
ecuatorianas. Los errores obtenidos bordean el 
3%. 
 
Palabras Clave: algoritmo, procesamiento 
digital de imágenes, visión artificial, redes 
























This project, a system is developed that aims to 
recognize vehicle license plates in Ecuador, using 
computer vision techniques. As part of the 
preprocessing of the images, resizing and 
binarization have been carried out on the original 
images. 
For image segmentation, edge detection, 
connected components and a preliminary 
algorithm will be identified to identify the 
location of the letters and numbers on the board. 
Automatic recognition is carried out through two 
neural networks on the sections considered as 
"characters", taking into account the peculiarities 
of the Ecuadorian plates. The errors allowed 
bordering 3%. 
 
Keywords: algorithm, digital image processing, 
artificial vision, neural networks, digital image, 
image compression.
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Esta investigación tiene como fin el desarrollo de 
un sistema alternativo a los sistemas de 
reconocimiento de placas vehiculares del mercado, 
que sirva como base para nuevos proyectos o 
investigaciones que realicen el reconocimiento 
automático de una placa vehicular del Ecuador.  
Considerando el incremento acelerado del 
parque automotor del país y que la normativa 
vigente de Ecuador exige que todo vehículo 
motorizado debe tener una placa que lo identifique 
para poder circular es importante automatizar el 
proceso de identificación de las placas vehiculares 
a partir del reconocimiento digital de la misma y 
esta manera usarla para muchas aplicaciones tales 
como control de acceso, infracciones de tránsito, 
aplicaciones de tráfico, fronteras, tele peajes, 
control en carretera vehículos que estén siendo 
buscados por la justicia, entre otros, procesos que 
realizándolos de manera manual llevarían mucho 
tiempo y por ser una actividad repetitiva estarían 
propensos a tener errores.  
Este proyecto se enmarca dentro del 
reconocimiento de patrones, específicamente 
reconocimiento óptico de caracteres, el cual 
consiste en la identificación de símbolos o 
caracteres alfabéticos presentes en una imagen 
digital. 
El proyecto se desarrolla a partir de la captura 
de la parte frontal o posterior de un vehículo a una 
distancia de 2 a 3 metros y con una placa legible 
para someter la imagen a un algoritmo de 
reconocimiento utilizando visión artificial y redes 
neuronales. 
 
2. Estado del arte 
Para el desarrollo de este proyecto se realiza un 
estudio del estado del arte, resumido en los 
siguientes puntos: 
 
2.1. Proyectos Relacionados 
• “Desarrollo de un sistema de Reconocimiento 
de Placas Vehiculares, Universidad del 
Azuay 2015”: Este sistema tiene como 
objetivo la identificación de los caracteres de 
la placa vehicular, mediante el análisis de 
imágenes digitales, se construyó un prototipo 
que automatiza el ingreso al parqueadero en 
conjunto con un interfaz gráfica web que 
permite la administración, el sistema tiene 
una tasa de reconocimiento del 91%. [1] 
• “Análisis, Diseño e implementación de un 
sistema de Control de ingreso de vehículos 
basado en visión artificial y reconocimiento 
de placas en el parqueadero de la Universidad 
Politécnica Salesiana” – Sede Cuenca, 
Universidad Politécnica Salesiana 2014: Este 
proyecto elaboró un sistema de 
reconocimiento de placas vehiculares que 
permita identificar los vehículos que ingresen 
al parqueadero de la UPS sede Cuenca de una 
manera más dinámica, lo que permite llevar 
un control de los vehículos que ingresan a la 
institución, este proceso se llevó a cabo 
mediante una cámara colocada en la puerta, 
conectada a un sistema de visión artificial, el 
sistema cuenta con un 94% de acierto en el 
reconocimiento de placas. [2] 
• En Perú se tiene el desarrollo del proyecto: 
“Sistema de reconocimiento de placas y su 
influencia en la detección de vehículos 
robados en la municipalidad San Isidro”, en 
este estudio se sostiene que al realizar la 
búsqueda de vehículos robados con la policía 
por los medios tradicionales no se llega ni al 
20% de efectividad además de tener un alto 
costo operativo, por lo que se propone este 
proceso de automatización en el que se aplica 
la inteligencia artificial para reconocer los 
caracteres alfanuméricos de las placas 
vehiculares, este sistema inicia con la 
adquisición de una imagen digital a partir de 
una cámara IP, para posteriormente procesar 
las imágenes y definir los caracteres y 
números  de la placa, el proyecto está 
desarrollado en JAVAanpr, la efectividad de 
este sistema es del 96% [3]. 
• En México se tienen estudios similares desde 
el año 2010, con el Proyecto: 
“Reconocimientos de placas vehiculares en el 
Instituto Politécnico Nacional”, este sistema 
parte desde la adquisición de una imagen 
digital en formato RGB para posteriormente 
realizar una binarización, segmentación, 
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filtrado y reconstrucción de caracteres para 
finalizar con el proceso de segmentación, 
aunque el sistema fue desarrollado para 
reconocer las placas vehiculares de México, 
puede ser empleado en cualquier otro país o 
estado, el porcentaje de aciertos de este 
sistema es del 97,27%. [4]. 
 
2.2. Experiencias en empresas / 
Instituciones Ecuatorianas 
Puntualmente se tiene el desarrollo de un proyecto 
que diseña un prototipo para el acceso vehicular en 
la Universidad Central del Ecuador, de esta manera 
reemplazar el operador humano que se encargaba 
de la vigilancia, esto mediante técnicas de visión 
artificial valiéndose de insumo los videos de 
vigilancia de acceso del acceso vehicular de la Av. 
América de la Sede Quito, este sistema tiene un 
84,37% de aciertos de las placas reconocidas por 
este algoritmo. [5] 
 
2.3. Software y Hardware Comercial de 
reconocimiento de placas 
• Transcore: software diseñado para controlar 
automáticamente procesos operativos en 
Terminales, depósitos fiscales donde se 
identifica mediante tecnología RFID, OCR y 
LPR el paso de vehículos, camiones y 
contenedores. [6] 
• Intellisoft Parking: Permite el reconocimiento 
de placas vehiculares, el sistema almacena 
fotos los vehículos y el contenido de la placa, 
esta información es almacenada por el 
sistema para la consulta, análisis y depuración 
posterior, utiliza cámaras que además de 
poder trabajar 24 horas sin interrupción 
pueden hacerlo en obscuridad total gracias a 
la iluminación infrarroja con la que está 
equipada. [7] 
• FxCAM IBW_2000: este sistema está 
compuesto por un algoritmo para la 
identificación de placas vehiculares y una 
cámara integrada. 
• 3LPR: es un sistema de placas vehiculares, 
identifica y registra los vehículos que acceden 
o salen de un aparcamiento, puede ser 
utilizado en todas las instituciones que deseen 
controlar, vigilar y tener un registro de todos 
los vehículos que traspasan un determinado 
acceso, está compuesto por una caja negra 
muy portable que se encarga de disparar 
múltiples fotografías para detectar el vehículo, 
tiene también un algoritmo incorporado que 
realiza el reconocimiento automático de las 
imágenes. [8] 
 
3. Marco Teórico 
3.1. Etapas visión artificial 
La visión artificial tiene el propósito de interpretar 
la información que hay en una imagen, a imitación 
del cerebro de los animales. El proceso consta de 






Figura 1. Proceso de visión artificial. 
• Adquisición de la imagen: esta etapa consiste 
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convertirla en una imagen digital, mediante 
un dispositivo de captura. [9] 
• Procesamiento: en esta fase se ejecutan 
algoritmos que consisten en filtrar 
información no deseada o amplificar las 
características específicas de la imagen y así 
facilitar los procesos de las siguientes etapas. 
[9] 
• Detección de bordes. Inicialmente es 
necesario encontrar en toda la imagen la 
región de interés por lo que se desarrolla un 
algoritmo de detección de contornos, 
buscando los cambios de tonalidad, mediante 
este proceso se pueden implementar 
posteriormente filtros según criterios de 
clasificación. [9] 
• Segmentación: en esta etapa se aíslan los 
elementos que componen la imagen, para 
determinar las regiones de pixeles necesarios 
en una escena y de esta forma comprender 
mejor la imagen y las regiones de interés. [9] 
• Extracción de características: en esta etapa 
consiste en utilizar los elementos 
segmentados de la imagen principal y 
representar matemáticamente esta 
información.  [9] 
• Reconocimiento: se clasifican los objetos que 
aparecen en las imágenes segmentadas [9] 
• Presentación de resultados: es el objetivo 
final del proceso de visión artificial, donde se 
determina que es lo que contiene la imagen 
general y se lo presenta en una interfaz. [9] 
 
3.2. Binarización 
La binarización consiste en transformar una imagen 
en escala de grises a una imagen blanco y negro, 
mediante la aplicación de un umbral. [10] 
En su gran mayoría las técnicas de binarización 
se basan en estadísticas sobre el histograma de una 
imagen para calcular el umbral más adecuado o se 
lo coloca de manera manual si el entorno donde se 
captura la imagen está controlado.  
Uno de los métodos más utilizados para hallar 
el umbral correcto de una manera autónoma es el 
método de Otsu, el cual se lo calcula de la varianza 
de la luminosidad de los pixeles de la imagen y con 
esto este valor. [10] 
La expresión matemática de este método es: 
 








Ecuación 1. Método de OTSU 
3.3. Componentes Conectados 
Los componentes conectados tienen como finalidad 
agrupar pixeles de las imágenes que componen un 
objeto, en este caso puntual letras o números. [11] 
Para identificar la vecindad o conectividad de 
un pixel p ubicado en las coordenadas (x, y), posee 
4 vecindades: 
• 2 horizontales. 
• 2 verticales. 
Cuyas coordenadas están descritas por la 
siguiente ecuación: 
 
(𝑥 + 1, 𝑦), (𝑥 − 1, 𝑦), (𝑥, 𝑦 + 1), (𝑥, 𝑦 − 1) 
 
Ecuación 2. Vecindad de 4. 
La vecindad o conectividad diagonal, se 
describe con el pixel p en (x, y) y su ecuación es: 
 
(𝑥 + 1, 𝑦 + 1), (𝑥 + 1, 𝑦 − 1), (𝑥 − 1, 𝑦
+ 1), (𝑥−, 𝑦 − 1) 
 
Ecuación 3. Vecindad Diagonal 
Es importante tener en cuenta la adyacencia el 
cual existe si dos pixeles tienen en común una de 
sus fronteras, o al menos una de sus esquinas. [11]. 












Figura 2. Pixeles adyacentes 
Una vecindad de un pixel 𝑝𝑜, denotada como 
𝑉𝑃, es una submatriz 𝑀𝐾𝐿de tamaño KxL, con K y 
L enteros impares pequeños, contenida en la matriz 
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imagen (𝑖𝑀𝑁), la cual está formada por un número 
finito de pixeles vecinos o no de 𝑝𝑜. 
 
𝑉𝑝 = {𝑝: 𝑝 ∈  𝑀𝐾𝐿};  𝑀𝐾𝐿 ⊂  𝑖𝑀𝑁; 𝐾 = 𝐿 = 3,5,9   
 
Ecuación 4. Vecindad de un pixel 
Las definiciones antes mencionadas son más 











Figura 4.Vecindades de 8 
3.4. Redes Neuronales Artificiales (RNA) 
Las redes neuronales artificiales o RNAs, son 
ecuaciones matemáticas que imitan el 
comportamiento del cerebro biológico, que se 
caracteriza por aprender en función a la experiencia 
o la interpretación de un conjunto de datos, la 
arquitectura de una RNA, tiene los siguientes 







Figura 5. Arquitectura de una RNA 
Capa de entrada, señales de entrada, pueden ser 
discretas o continuas. 
Pesos Sinápticos, representan la intensidad de 
interacción, estos pesos pueden ser variables o fijos. 
Regla de propagación, a partir de las entradas y 
los pesos permite obtener como resultado el valor 
del potencial entre las neuronas. 
Función de activación, toma también el 
nombre de función de transferencia, proporciona el 
estado actual de la activación en función a su 
anterior estado y de la anterior neurona, para 
posteriormente entregar la salida global de la 
neurona [14], en este trabajo se utiliza la función 
sigmoide. 
La función sigmoide transforma los valores 
ingresados en una escala de 0 a 1, donde los valores 
altos tienen a valorarse en 1 y los muy bajos a 0. 
Características de la función sigmoide: 
• EL gradiente se satura y elimina. 
• La convergencia es lenta. 
• No está centrada en el cero. 
• Está acotada entre 0 y 1. 







Ecuación 5. Función sigmoide 
 
 
Figura 6. Función de activación sigmoide 
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Al entrenar la red neuronal artificial, además 
del error obtenido respecto al conjunto de patrones 
de aprendizaje, debe considerarse el error de 
generalización, el cual debe medirse con una base 
de muestras diferente al que se utilizó para el 
proceso de entrenamiento. 
Por lo que toma mayor importancia una buena 
generalización de la red que conseguir un error muy 
pequeño en la submuestra de entrenamiento, esto 
indicara que el sistema ha desarrollado de forma 
correcta las relaciones subyacentes en los datos. [13] 
Backpropagation: es un método de cálculo del 
gradiente usado para realizar el entrenamiento de 
redes neuronales artificiales. Se aplica un estímulo 
a partir de un patrón de entrada para que se 
propague desde la primera capa a través de las capas 
internas de la red, generando finalmente una salida. 
Para el cálculo de la señal de error se lo realiza 
comparando el valor de la señal de entrada con el 
valor de la señal de salida. [15] 
A partir de la capa de salida, el error se propaga 
hacia atrás, es decir se distribuye entre las capas 
ocultas que afectaron la salida, pero la neurona de 
la capa oculta, adquiere una parte proporcional de 
la señal del error, tomando en cuenta la 
contribución relativa de aportación de cada neurona 
a la salida inicial. 
Este proceso se repite, capa por capa, de esta 
manera las neuronas que componen la red neuronal 
artificial, se les asigna un valor de error con 






Figura 7. Red neuronal: backpropagation 
3.5. C# 
“C#, es un lenguaje de desarrollo de programación 
construido por Microsoft. Es un lenguaje basado en 
la sintaxis de C y C++. Este lenguaje de 
programación C#, debido a que es un lenguaje 
independiente existen compiladores que generan 
compilaciones para distintas plataformas, además 
está orientado a objetos.” [16] 
 
3.6. EMGU CV 
“Es un framework para .Net, basado en la librería 
de OPENCV, el cual está desarrollado en C# 
distribución que permite utilizar las funciones de la 
librería de procesamiento de imágenes OpenCV, 
para poder ser usadas con otros lenguajes de 
programación tales como: C#, VB, VC++, Iron 
Python. El framework puede ser compilada en 
MonoDeveloper y ejecutada en Windows, Linux, 
Mac OS X y dispositivos Android.” [17] 
 
3.7. Matlab 
“MATLAB es un IDE, que combina un entorno de 
escritorio y los procesos de diseño con un lenguaje 
de programación de alto nivel propio (Lenguaje M), 
que permite el procesamiento matemático de 
matrices y arrays directamente. El entorno de 
MATLAB posee APP’s, que permiten visualizar el 
funcionamiento de algoritmos con sus datos.” [18] 
 
4. Materiales y Métodos 
4.1. Herramientas 
Para este proyecto se utiliza el lenguaje de 
programación C#, donde se desarrollan distintos 
algoritmos para el procesamiento digital de 
imágenes el cual consta de 2 etapas, la primera 
consiste en el proceso de extracción de números y 
letras de la placa del vehículo y la segunda, consta 
en la evaluación de la placa utilizando las redes 
neuronales desarrolladas en Matlab y el clasificador 
para mostrar los resultados de las redes neuronales 
en caracteres alfanuméricos. 
El diagrama de funcionamiento se describe en 
el siguiente gráfico: 
 





Figura 8. Diagrama de funcionamiento del sistema 
4.2. Captura de imágenes 
Parte fundamental de este proyecto es la captura de 
la imagen del vehículo ya sea de la parte frontal o 
posterior donde se encuentre la placa del vehículo, 
este proceso se lo realiza utilizando la cámara de un 
dispositivo móvil de marca Samsung modelo S8 
con un lente óptico de 16 megapíxeles y una 
resolución de 4032 x 3024. 
Las imágenes se toman a una distancia de 2 a 3 
metros, tanto de la parte anterior como de la 






Figura 9.Fotografía de un vehículo de la parte frontal. (Imagen HD 








Figura 10. Fotografía de un vehículo de la parte posterior. (Imagen 
HD 4032 x 3024 pixeles) 
4.3. Preprocesamiento y Procesamiento 
Las imágenes, originalmente de 4032 x 3024 
pixeles, fueron reducidas a una resolución de 800 x 
600 pixeles. Empíricamente se comprobó que esta 
es una resolución suficiente para realizar la 
posterior clasificación: partiendo de la resolución 
original, se fue bajando esta gradualmente entre las 
resoluciones más comunes (1920×1080, 1366×768, 
1280×800, 800x600) donde se elige la resolución 
800x600 con la que se tiene un bajo costo 
computacional se reduce. 
Para valores menores de resolución la 





Figura 11. Imagen reducida la resolución. (Imagen 800 x 600 pixeles) 







Figura 12. Imagen reducida la resolución. (Imagen 800 x 600 pixeles) 
Sobre estas imágenes se realiza una 
transformación a escala de grises, pues el color no 
resulta una característica discriminante para el 




















Figura 14. Imagen vista posterior en escala de gris 
En las Figuras 11 y 11 se observa el resultado 
de la reducción de resolución y en las Figuras 13 y 
14 el resultado de la transformación a escala de 
grises.  
 
4.4. Binarización OTSU 
Una vez realizada la reducción de resolución y la 
transformación a escala de grises, se procede con la 
binarización OTSU, con el objetivo de reducir la 
cantidad de información a procesar y agilitar el 
proceso de segmentación. Empíricamente se 
establece que esta reducción no es en detrimento de 
la capacidad del sistema para reconocer los 





Figura 15. Binarización OTSU, vista frontal 







Figura 16. Binarización OTSU, vista posterior 
En las Figuras 15 y 16 se muestra el proceso de 
binarización OTSU, donde la placa resalta en la 
imagen y esto facilita los siguientes procesos. 
 
4.5. Componentes conectados 
Para facilitar la segmentación de la parte de la 
imagen correspondiente a la placa se usa el método 
“FindContours”, de la librería “Emgu.CV”, que 
















Figura 18. Componentes conectados, vista posterior 
En las Figuras 17 y 18 se aprecia el resultado 
de aplicar componentes conectados a la imagen: se 
observan los bordes destacados de objetos como 
faros, parabrisas, y la misma placa del auto. 
 
4.6. Segmentación 
La segmentación se realiza aplicando criterios 
discriminatorios como la ubicación de la placa, que 
por lo general se encuentra en la mitad inferior del 
vehículo. Por otra parte, la distancia estándar de 2 a 
3 metros a la que se obtuvieron las fotos, los 
caracteres de las letras y los números mantienen una 











Figura 20. Segmentación de letras y números 
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Aplicando estos criterios se obtiene una 
segmentación eficiente, ejemplificada en las figuras 
19 y 20. Donde se puede identificar que cada 
segmento extraído corresponde a una letra o 
número, representado la placa vehicular. 
 
4.7. Clasificación 
Para la clasificación se usan dos redes neuronales, 
las cuales se desarrollan en Matlab, 
específicamente se utiliza la herramienta “Neural 
Net Pattern Recognition” que permite realizar el 
entrenamiento de las redes neuronales con las 
muestras obtenidas en la etapa de segmentación. 
Una red neuronal se utiliza para clasificar letras 
y otra para números. Se toma en cuenta la 
particularidad de las placas de Ecuador donde los 
primeros tres caracteres deben ser letras y los 
siguientes números. Las redes neuronales utilizadas 
tienen una capa oculta y la función de activación 
sigmoide tanto en las capas internas como en la de 
salida. 
La implementación corresponde a las 
funciones “RLetras” y “RNumeros” de las librerías 
desarrolladas en Matlab “Red Numeros” y “Red 
Letras”. 
Para el entrenamiento de las redes neuronales 
se usa un conjunto de 500 fotos de letras y 500 de 
números, es decir un aproximado de 50 ejemplos 
por cada carácter numérico y 20 por cada letra. 
Previamente, en el proceso de extracción de 
características las imágenes segmentadas, son 
reducidas a la resolución 20x20 pixeles, y 
transformadas a un vector de características de 
dimensión 400, con el que se alimenta la red junto 
















Figura 22. Clasificador números 
En las figuras 21 y 22 se aprecia el trabajo del 
clasificador de letras y números. 
Consolidando la información arrojada por 
ambos clasificadores, el sistema es capaz de 
devolver la información completa sobre la placa del 











Figura 24. Resultado Final, ejemplo 2 
5. Resultados y Discusión 
Para evaluar la eficiencia de la clasificación se 
utilizan aproximadamente 150 fotografías tomadas 
a una distancia aproximada de 2 a 3 metros del 
vehículo con una cámara digital de celular marca 
Samsung, modelo S8, de 12 megapíxeles; es decir, 









CARÁCTER Red Neuronal LETRA
CLASIFICADOR 6




Tabla 1. Muestra de números 
 
Núm. # Muestras Núm. # Muestras Núm. # Muestras 
0 52 4 56 8 46 
1 57 5 57 9 64 
2 61 6 55   
3 59 7 46   
Total 553 
 
Tabla 2. Muestra de letras 
Letras # Muestras Letras # Muestras Letras # Muestras 
A 16 J 16 S 16 
B 13 K 16 T 16 
C 15 L 15 U 14 
D 16 M 13 V 14 
E 14 N 11 W 8 
F 13 O 13 X 10 
G 16 P 78 Y 12 
H 14 Q 14 Z 10 
I 14 R 15   
Total 131 
 
La matriz de confusión obtenida para el 
clasificador de números es la siguiente: 
 
Tabla 3. Matriz de confusión de números 
 
Núm. 0 1 2 3 4 5 6 7 8 9   
0 52 0 0 0 0 0 0 0 0 0 64 
1 0 57 0 0 0 0 0 0 0 0 58 
2 0 0 61 0 0 0 0 0 0 0 52 
3 0 0 0 59 0 0 0 0 0 0 46 
4 0 0 0 0 56 0 0 0 0 0 40 
5 0 0 0 0 0 57 0 0 0 0 24 
6 0 0 0 0 0 0 55 0 0 0 18 
7 0 0 0 0 0 0 0 46 0 0 12 
8 0 0 0 0 0 0 0 0 46 0 6 
9 0 0 0 0 0 0 0 0 0 64 0 
                        
 
Para el clasificador de letras, la matriz de 




Figura 25.Matriz de confusión letras 
Una muestra de la información ya consolidada 
que arroja el sistema se puede visualizar a 
continuación: 
 
Tabla 4. Caracteres no reconocidos 
 
PLACAS NO IDENTIFICADAS 













Letr. A B C D E F G H I J K L M N O P Q R S T U V W X Y Z
A 16 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 78
B 0 13 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 72
C 0 0 15 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 69
D 0 0 0 16 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 66
E 0 0 0 0 14 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 63
F 0 0 0 0 0 13 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 60
G 0 0 0 0 0 0 16 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 57
H 0 0 0 0 0 0 0 14 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 54
I 0 0 0 0 0 0 0 0 14 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 51
J 0 0 0 0 0 0 0 0 0 16 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 48
K 0 0 0 0 0 0 0 0 0 0 16 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 45
L 0 0 0 0 0 0 0 0 0 0 0 15 0 0 0 0 0 0 0 0 0 0 0 0 0 0 42
M 0 0 0 0 0 0 0 0 0 0 0 0 13 0 0 0 0 0 0 0 0 0 0 0 0 0 39
N 0 0 0 0 0 0 0 0 0 0 0 0 0 9 0 0 0 0 0 0 0 0 2 0 0 0 36
O 0 0 0 0 0 0 0 0 0 0 0 0 0 0 13 0 0 0 0 0 0 0 0 0 0 0 33
P 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 78 0 0 0 0 0 0 0 0 0 0 30
Q 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 14 0 0 0 0 0 0 0 0 0 27
R 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 15 0 0 0 0 0 0 0 0 24
S 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 16 0 0 0 0 0 0 0 21
T 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 16 0 0 0 0 0 0 18
U 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 14 0 0 0 0 0 15
V 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 14 0 0 0 0 12
W 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 8 0 0 0 9
X 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 10 0 0 6
Y 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 12 0 3
Z 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 10 0
Matriz de confusión Letras
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Por lo que de manera general se obtiene una 
efectividad del 97% de las 150 placas de prueba, el 
3% restante corresponde a las no reconocidas donde 
falla el reconocimiento el algún carácter, esto se 
debe a la calidad de la placa y la distancia con la 
que fue tomada la fotografía. 
 
6. Conclusiones 
El resultado de este proyecto es un sistema de 
reconocimiento automático de placas vehiculares 
tomando en cuenta las características de una placa 
estándar del Ecuador. El sistema usa binarización 
de Otsu para el procesamiento de las imágenes, el 
algoritmo de Componentes Conectados para la 
segmentación y dos redes neuronales para la 
clasificación (una para la clasificación de letras y 
otra para la clasificación de números). Las redes 
neuronales se configuraron y entrenaron usando la 
app correspondiente de MATLAB; el código en 
general fue escrito en C#. 
Las fotos se tomaron en condiciones 
relativamente controladas: a una distancia estándar 
de 2 a 3 metros a partir del vehículo; durante el día, 
para tener iluminación de luz natural; y 
direccionando la cámara de manera de formar un 
ángulo perpendicular entre la visual y la superficie 
de la placa. 
Bajo estas condiciones, la tasa de efectividad 
del sistema es del 97%, lo que se considera 
normalmente aceptable para una tarea de 
clasificación resuelta con Machine Learning. El 
sistema, entonces, podría ser usado como base en 
una aplicación práctica real, como un sistema de 
monitoreo y vigilancia a la entrada de un 
parqueadero institucional, por ejemplo. 
Para ello, el modelo debería ser mejorado para 
responder de manera robusta a cambios como: tipos 
especiales de placa (cuerpo diplomático, consular, 
motos, etc.), imágenes tomadas a ángulos oblicuos 
con respecto a la superficie de la placa, iluminación 
variable (autos que ingresan a diferentes horas del 
día o en la noche), etcétera. Además, el sistema 
desarrollado no incluye la automatización del 
proceso de captura de imagen, que en cambio sería 
imprescindible en el sistema definitivo. 
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