"Missing" boundary conditions? Discretize first, substitute next, and combine later by Veldman, Arthur E.P.,
SIAM J. ScI. STAT. COMPUT.
Vol. 11, No. 1, pp. 82-91, January 1990
(C) 1990 Society for Industrial and Applied Mathematics
005
"MISSING" BOUNDARY CONDITIONS? DISCRETIZE FIRST,
SUBSTITUTE NEXT, AND COMBINE LATER*
ARTHUR E. P. VELDMAN?
Abstract. A simple approach exists to prevent the need for constructing boundary conditions in situations
where they are not explicitly supplied by the original analytical formulation of the problem. An example
is the Poisson equation for the pressure in calculations of incompressible flow. Other examples are the
streamfunction-vorticity formulation where no condition for the vorticity is present, and ADI methods where
boundary conditions for the intermediate timesteps must be provided. In short, this approach can be described
as follows: first discretize the equations of motion, next substitute the original boundary conditions (for the
velocity), and finally combine the discrete equations (e.g., to a modified Poisson equation).
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1. Introduction. When the incompressible Navier-Stokes equations are solved
numerically, often boundary conditions seem to be "missing." One example is formed
by the boundary conditions for the pressure when a Poisson equation is employed.
Another example is the boundary condition for the vorticity in case a streamfunction-
vorticity formulation is used. Uncertainty exists about the choice of these conditions;
when Neumann conditions are selected, the corresponding compatibility relation poses
an additional difficulty.
Gresho and Sani [1] give an extensive discussion of the former example. They
discuss a number of approaches used to solve the above problem. Their favorite
approach is what they call the "direct attack." This is a simple method that has been
known for at least two decades (see the references in Chapter 6.3.1 of [2]). Gresho
and Sani show that this approach circumvents the problem of the "missing" boundary
conditions in a natural way.
From discussions with colleagues it became clear that this "direct attack" is
applicable to many more situations where boundary conditions are "missing." There-
fore in this paper we want to highlight this approach and show some applications. It
will not be surprising that the methods being obtained in this way are familiar ones.
However, the way in which they have been derived ensures there is no need to distrust
them, whereas other derivations of the same formulas might leave some room for
distrust.
The starting point is an analytical set of equations, including boundary conditions,
that is well posed and for which a unique solution exists. For the unsteady incompress-
ible Navier-Stokes equations we may use its formulation in primitive variables (velocity
and pressure). At solid walls only boundary conditions for the velocity are required
to make the solution unique [3, Chap. 3, 3]. No conditions on the pressure have to
be prescribed in the continuum case. The Navier-Stokes equations will be discretized
and its boundary conditions substituted. Hereafter the discrete set of equations may
be combined in any way that is found convenient, e.g., to a discrete Poisson equation
or to a discrete streamfunction-vorticity formulation. This shuffling of the equations
does not change the solution, and hence is harmless. In short, this approach can be
described as: discretize first, substitute next, and combine later.
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For those who are unfamiliar with this approach we will present it in detail for
the pressure conditions. Moreover, a number of other applications will be given. Next
to the streamfunction-vorticity formulation for the Navier-Stokes equations, we apply
it to the shallow-water equations and to ADI methods. In Appendix A it also will be
shown useful for the treatment of the constraints in differential-algebraic equations.
2. Problem. Consider a rectangular domain f with boundary F on which the
incompressible Navier-Stokes equations have to be solved:
(2.1a) div q 0,
q m+ (q. grad)q -grad p + u div grad q,
with boundary conditions
(2.2) q=qr on F
(often qV= 0). Here q (u, v) is the velocity vector, p is the kinematic pressure, and u
is the kinematic viscosity.
As the treatment of the convective terms and diffusive terms is irrelevant for the
discussion that follows, the equations of motion (2.1) will be abbreviated as
(2.3a) div q 0,
(2.3b) oq --+ grad p R.
Ot
The above equations can be combined to obtain a Poisson equation for the pressure p:
(2.4) div grad p div R-
div q.
Ot
From the analytical point of view, the second term in the right-hand side of (2.4)
vanishes, but it has been retained to stress that its discrete numerical treatment is
nontrivial: accumulation of errors is possible. This will be clarified in Appendix A.
Usually after this stage the equations of motion, (2.3b) and (2.4), are discretized.
The latter, elliptic, equation obviously requires boundary conditions for p. These are
not immediately available, since in (2.2) only the velocity appears. It is possible to
derive boundary conditions for the pressure from the momentum equation (2.1b)--
usually the normal component is used--but their evaluation requires values for the
velocity components in points located one full mesh outside the boundary F. These
values are not available. Various methods have been proposed as a remedy. This has
led to confusion, and some controversy has arisen, as referred to above. A more
complete discussion of this point is given by Gresho and Sani [1] and Peyret and
Taylor [2, Chap. 6].
3. Solution. The above problem can be circumvented by first discretizing the
original equations (2.1). In these discrete equations the boundary condition (2.2) is
substituted. Only hereafter we will perform in a discrete sense the above reformulation.
This leads to a discrete version of (2.4), but with a modification near the boundary,
such that no boundary conditions are required. This process will be worked out in
more detail for a discretization using the well-known staggered grid from the MAC-
method [4]. The time-integration will be performed with an explicit two-level scheme,84 ARTHUR E. P. VELDMAN
but the discussion below applies to any time-integration method. The discrete time-
evolution can be written as
(3.1a) div q"+l=0,
q.+l _q,,
(3.1b) + grad p,+l= R"
8t
where n indicates the time level. The term gradp is written with an index n + 1 to
stress that its value has to be such that div q"+l=0; [2, Chap. 6] uses the same
convention. Equation (3.1b) can be reformulated as
(3.2) qn+l =q + 8tR -t grad pn+l.
At this moment we do not substitute (3.2) into (3.1a) to create the Poisson equation.
Instead, we discretize first. Let the equations in discrete form be given by
(3.3a) Dhq,
+1 =0,
q+1-q+ Ghp
+1 R (3.3b)
8t
where D and Gh are the discrete div and grad operator, respectively. Further qh, Ph,
and Rh are the discrete grid functions corresponding with q, p, and R. Equations (3.3)
are essentially the equations that are being solved. The way in which they are solved
only uses some "shuffling" of these equations.
The treatment of the continuity equation in a cell adjacent to the boundary is the
only thing that matters. Consider the cell given in Fig. 1. The discrete continuity
equation (3.3a) reads
1 n+l n+l 1 7+1) Vn --V =0. (3.4)
8x (/’/e --Uw )--’-- (-n+l
Next the boundary condition (2.2) is applied, which states that u+l=u re. Only
thereafter is the discrete version of (3.2) substituted. We end up with an equation for
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FIG. 1. Stencilfor (modified) Poisson equation near a boundary."MISSING" BOUNDARY CONDITIONS 85
the pressure, in which the pressure defined in the grid cell E, lying outside the domain,
does not occur. For completeness, the pressure equation reads
{ 1,._., (] +1 (3x)p wl
n+l
(6Y) 1 p+l n+,) p + +
(3.5)
6
bl gl + "-y (1)n-I)7) + R +-y R R
In a more compact notation, the above can be formulated as follows. Split the discrete
divergence operator as defined in (3.3a) in two parts
(3.6a) Dh Dh + Drh
where D corresponds with velocity components defined in interior points, and D
corresponds with velocity components defined on the boundary F. Then (3.3a) can be
written as
(3.6b) Dq
+l -Dq+a.
The right-hand side is known from the boundary condition (2.2). Now substitute the
discrete version of (3.2), i.e., (3.3b):
n+l
qh "--qh + 6tR,-6tGhp+1,
into (3.5). The result is
(3.7) DhGhp
n+l D
1 q, +R, +
Dhrq+1.
We have a system ofN Ny equations (where N and Ny are the number of cells in
x- and y-direction, respectively) for an equal number of unknowns p. It can be solved
straightforwardly.
Remark 1. The system (3.7) is singular, since a constant pressure satisfies Ghp O.
However, due to the staggered grid, p Ct is the only solution of the homogeneous
system. The right-hand side of (3.7) has to satisfy a compatibility relation: it must be
perpendicular to the nullspace of (DhGh). Here, this amounts to
(3.8) r=0,
i=lj=l
where ro is an abbreviation for the right-hand side of (3.7) in the cell (i, j). It is easily
verified that
E Z (DP)ij =0
=j=
for any . Hence (3.8) reduces to
Z (Vi,N,+ll2--Vi,ll2)+1 (UNx+ll2,j--Ull2,j) =0" (3.9)
6y i=1 X j=l
After multiplication with 6x y, (3.9) equals a discrete version of
r
q nds 0,
which is a relation that must hold analytically. Hence any reasonable choice of the
discrete boundary condition (2.2) will satisfy the compatibility condition.86 ARTHUR E. P. VELDMAN
Remark 2. Frequently, the full Poisson equation
(3.10) DhGhpn+lDh(-- ) qh d-R
is solved with the Neumann boundary condition
(3.11) n. Ghp"+ n. R--
-q,) on F.
The problem is thatR cannot be computed since it requires a velocity component in
a point one mesh outside the domain. This gave rise to approximations such as R, 0
(hence (c/cgn)p =0), resulting in ambiguities and confusion. However, when the terms
R, that appear in (3.10) and in (3.11) are treated consistently, then the ambiguity
cancels (see [2 Chap. 6.3]). Thus (3.5) can also be considered as obtained from (3.10)
in which (3.11) is substituted.
Remark 3. The above technique works equally well for other time-integration
methods. To see this consider the semidiscretized version of (2.3), i.e.,
d
Dhqh 0, qh W GhPh Rh.
By proceeding as in (3.6a), the pressure follows from
(3.12) Dh GhPh DhRh + Drh "-
qh.
(To prevent error accumulation a term (1/St)Dhq, should be added to the right-hand
side of (3.12).) No matter which time-integration method is used, the pressure can be
computed from (3.12) without needing boundary conditions. When an ADI method
is used, 4 shows how to deal with the boundary velocities required by Rh at intermedi-
ate time levels.
Remark 4. In (3.3) the discrete divergence Dh and discrete gradient Gh are not
yet specified. Higher-order discretizations are allowed, as long as the total number of
equations in (3.3) plus the velocity boundary conditions equals the total number of
unknowns qh and Ph.
4. Other applications. The philosophy presented above can be described as
follows:
Step (1). Discretize the equations of motion in their original (velocity-pressure)
formulation.
Step (2). Substitute the boundary conditions.
Step (3). Combine the discrete equations into the desired form.
The preceding section shows how this philosophy can be applied to prevent the need
for a boundary condition for the pressure in incompressible flow computations. There
are more situations where this philosophy can be applied. We will briefly describe a
few of them:
The -to formulation in incompressible flow;
The shallow-water equations;
ADI methods.
In Appendix A another, generalized, application is presented:
Differential equations with algebraic constraints."MISSING" BOUNDARY CONDITIONS 87
t-to formulation.
(4.1a) , Ao (6, o)
a(x,y)’
(4.1b) Aq -o,
with homogeneous boundary conditions
(4.2) 0=--= 0 ont.
On
Thus we have two boundary conditions for the streamfunction , whereas one for the
vorticity o is "missing." Usually, the Dirichlet condition in (4.2) is added to (4.1b),
while the Neumann condition is manipulated into a condition for o) which is added
to (4.1a). Many ways exist to do this; (see [2, Chap. 6.5]).
As an alternative, the above philosophy can be applied.
Step (1) means that we should start with a velocity-pressure formulation that is
discretized, e.g., the steady version of (3.3) from the previous section. Then a discrete
streamfunction q’h and vorticity 0h are defined by
1
(4.3a)
8y [(Oh)i+l/2,j+ll2 (h)i+ll2,j-1/2] Ui+ll2,j,
1
(4.3b)
8x [(h)i+ll2,j+ll2 (h)i-ll2,j+l/2] --Vi,j+l/2,
1 1 (4.4) (Wh)i+l/2,X+l/2 Vi+I,S+ 1/2 Vi,s+1/2]--
Ui+l/2,S+l Ui+I/2,S].
Note that Oh and Wh are located in the veices of the grid cells: their familiar location.
The discrete continuity equation (3.3a) is identically satisfied by the choice (4.3). Also
we have Oh 0 on F. Fuhermore, it is easily verified that
(4.5) hh --h
where h is the usual five-point formula. Thus far, there is nothing new.
Step (2) implies substituting the boundary conditions for the velocity qh into (3.3b).
Step (3) means that we should take the discrete rotation (curl) of the discrete
momentum equation (3.3b). Hence we perform
y-equation at i+ 1, j+ -y-equation at i, j+
(4.6) -
x-equation at i+, j+ 1 -x-equation at i+, j y
This need only be done in the interior veices. Substituting (4.3) into (4.4), we obtain
a discrete version of (4.1a). The resulting discrete Laplacian becomes the usual five-
point formula; the form of the discrete convective terms depends on the discretization
performed in (3.3). Impoant is that no boundary values of at F are required any more.
Remark 1. This approach does not lead to discretizations that were unknown thus
mr. We leave it to the reader to verify that the resulting equations can also be obtained
when the voicity boundary condition is chosen according to Thorn’s formula [2, eq.
(6.5.10)]. The latter is usually derived from a Taylor expansion using (4.1b) at the
boundary.88 ARTHUR E. P. VELDMAN
Remark 2. Equation (4.6) is an algebraic combination of the discrete equations
(3.3). Thus, when the solution of (4.5) and (4.6) is expressed in u and v (using (4.3))
it is identical to the steady solution of (3.3).
Shallow-water equations. Another application of the above philosophy is formed
by the shallow-water equations. In a linearized primitive-variable form they read
(4.7) Oq+ (q. grad)q+ g grad s r =0,
Ot
0___+ (q. grad)st+H div q 0. (4.8)
Here q is the depth-integrated velocity vector, "
is the surface elevation, H is the
linearized water height, and g is the gravitational acceleration. Boundary conditions
are often formulated in terms ofthe velocity components; no condition for s r exists then.
These equations are discretized in a staggered arrangement, as in the MAC-method.
The elevation s r is defined in cell centers, as is the pressure p. There is more similarity
between sr and p: the momentum equation (4.7) contains grad ’, while the continuity
equation (4.8) contains div q. As above, a Poisson-type equation can be derived. It is
an unsteady wave equation that reads
-gH div grad "
RHS
where RHS contains all convective terms.
When this equation is used in the computation, a boundary condition for "
is
required. This one is "missing" however, but the above philosophy can be used to
circumvent the problems. Due to the similarity between p and ’, this proceeds in a
way similar to that described in 3.
ADI-tnethods. Consider a semidiscretized equation
d4, D4,[=(Dx+Dy)4,] (4.9) dt
where the spatial differential operator D can be split into one in x-direction (D,) and
one in y-direction (D). When (4.9) is solved by an ADI-method, or more generally
a splitting-up (fractional step) method [5], conditions are required for the boundary
values of 4’ at intermediate time levels. Consider, for instance, the Peaceman-Rachford
method (in Douglas-Gunn notation) in two dimensions [2, Chap. 2.8]:
(4.10) (I-1/23tD)(*-d")=6tD", (I-1/2ttDy)(bn+l-dn)--qb*-cn.
The term Dxc* will, in general, require values of 4* on the boundary that are not
immediately available. When the boundary conditions for b are independent of there
is no problem, as the above splitting is time-consistent. But in other cases the boundary
values of b* have to follow from nontrivial computations (see, e.g., Mitchell and
Griffiths [6]).
The above philosophy suggests first to substitute the boundary conditions in (4.9).
Hereafter the splitting is performed. This will lead to slightly modified Dx and Dy for
which no boundary values are required. Hence the problem of the missing boundary
values for the intermediate time levels is solved. Again, this strategy is not new: we
have recovered Marchuk’s approach for treating the intermediate time levels [5]."MISSING" BOUNDARY CONDITIONS 89
Marchuk writes his motivation in words that exactly describe the philosophy
presented in this paper. Concluding this section, we can do no better than cite him
[5, p. 410]:
it is much simpler first to put the original problem of mathematical physics into
correspondence with a system of difference equations (with respect to the spatial
variables) and then to eliminate the boundary conditions using the difference analogs
of the boundary conditions, the accuracy of which matches that of the difference
equations. Having done this, we can next proceed by approximating the equations in
time using the splitting-up method or another algorithm. This approach allows us to
sidestep the compatibility problem for the boundary conditions
5. Conclusion. The paper describes a philosophy that can be used when boundary
conditions are "missing." It can be formulated in short as" discretize first, substitute
next, and combine later. The philosophy is not new, and neither are the resulting
methods. But apparently its power is not yet generally appreciated, as the discussions
that pop up now and then in the literature reveal. Four applications of the philosophy
have been presented. It is hoped that these will help to enlarge the acquaintance with
this solution to the problem of the "missing" boundary conditions.
Appendix A. The treatment of the constraint div q 0 requires some care in the
time-integration method. Accumulation of errors is possible. In essence this is due to
the difference that exists numerically between
(A1) div q 0
and
0 (A2) --divq=0
Ot
with a homogeneous initial condition. We will point out this difference using a
formulation in which only a time-discretization is used. It equally applies to the
space-discretized version, but the latter features more complicated formula which only
distract attention from the essential point.
We start with (2.4) and substitute the constraint (in this case (A2)). This results
in
(A3) div grad p -div R.
Next, the equations of motion are solved with a numerical time-integration method.
When (3.1) is used, this gives the following time discretization for (A3)
(A4) div grad p,+l= div R".
Having solved this equation, the velocity at time level n + 1 is obtained from (3.2),
repeated here
(A5) q"+ =q" + t(R -grad p"+).
However, the solution of (A4) cannot be obtained exactly: machine accuracy can be
reached at most, and often this equation is solved iteratively until (only) a few figures
have converged. Suppose we solve it with an error e n+l, i.e.,
div grad p"+= div R" + e"+l.
Substitution in (A5) leads to a q"+ whose divergence satisfies
(A6) div q,+l= div q"-$t e"+.90 ARTHUR E. P. VELDMAN
This is an approximation of the discrete version of (A2) that for the chosen time-
integration method would read
1
gi- (div q
n+l div q" O.
Hence (A2) is satisfied, in a discrete sense, with an error which approaches zero as 8t-
0.
The same is not true with respect to the original constraint (A1). Error amplification
is possible. Suppose a systematic error e is made each timestep. Then at a fixed time
n 8t we have
(A7) div q" -n t e -te.
Note that it makes no sense letting t 0. Moreover, when oo, e.g., because we are
interested in an equilibrium solution, then we even have div q o.
The situation changes when we start, with the discretization of the equations of
motion. This results in (3.1). A rearrangement of (3.1b) is given in (A5). Only now we
demand that the constraint (3.1a) is satisfied, repeated here
(A8) div q
"+ 0.
This is a discrete version of the "original" constraint (A1). Combining this with the
discrete equations of motion leads to
(A9) div grad p
"+1=1
div q" + div R’.
8t
This equation has to be compar,ed with (A4). Now when an error e
"/1 is made in
solving the equation, after substitution in (A5) it results in
div q’+l= -St e n+l.
In contrast with (A6), here no accumulation of errors is possible. Furthermore, letting
(t -> 0 results in div q" -) O.
Remarks. (1)The possibility of error accumulation in solving differential
equations with algebraic constraints such as (2.1) was noted two decades ago by Hirt
and Harlow [7], and by Gear [8]. The above simple demonstration hereof is not yet
widely known.
(2) The situation described in this Appendix is yet another, generalized, applica-
tion of the philosophy discussed in this paper: the term "boundary condition" has to
be replaced by "constraint." The method that is prone to error accumulation combines
the analytical equations first, leading to (A3); only thereafter is the time-discretization
performed. The other, stable, method first discretizes the equations and combines them
with the constraint later.
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