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The multi-messenger observation of GW170817 enabled the first historic measure of the Hubble-
Lemaˆıtre constant via a standard siren, so called in analogy to standard candles that enabled the
measure of the luminosity distance versus redshift relationship at small redshift. In the next decades
third generation observatories are expected to detect hundreds to thousand gravitational wave events
from compact binary coalescences with potentially a joint electromagnetic counterpart. In the
present work we show how future standard siren detections can be used within the framework of
Bayesian model selection to discriminate between cosmological models differing by the parametriza-
tion of the late time acceleration. In particular we show that the standard LambdaCDM model
can be confirmed or ruled out in case the uncertainty in the gravitational determination of the
luminosity distance is reduced with respect to current expectations, e.g. by combining detections
from multiple detectors.
I. INTRODUCTION
Coalescing binary systems in which at least one of the component is a neutron star have long been considered the
most likely candidate for a simultaneous source of gravitational and electromagnetic radiation and indeed GW170817,
GRB170817A and SSS17a/AT 2017gfo [1, 2] represented the first historic multi-messenger detection involving grav-
itational waves and it was originated by the coalescence of two neutron stars. As first suggested in [3], see also [4],
such coincidence detection and the subsequent localization of the host galaxy can be used to determine the Hubble-
Lemaˆıtre constant H0 by short-circuiting the luminosity distance estimated via the gravitational channel and the
redshift measured electromagnetically.
The characteristic chirping signal of coalescing binary in the gravitational enables an accurate determination of the
intrinsic parameters of the source (intrinsic luminosity) which combined with measured signal amplitude (apparent
luminosity) enable a determination of the luminosity distance, hence the name of standard sirens for coalescing
binaries, in analogy to standard candles, the supernovae type Ia that enabled the measure of the Hubble-Lemaˆıtre
constant and gave convincing evidence of the late time cosmological acceleration, see [5] for recent observations.
The source redshift affects the gravitational wave signal degenerately with the binary constituent masses, making
impossible its determination from the gravitational signal alone. However this degeneracy is not perfect and dif-
ferent approaches have been tried to obtain a luminosity distance versus redshift relationship with [6] and without
electromagnetic counterparts, see [7].
Third generation detectors like Einstein Telescope (ET) [8] and Cosmic Explorer [9] are planned earth-based grav-
itational wave detectors building on and improving the technology and sensitivity of currently operating detectors
Advanced LIGO [10] and advanced Virgo [11] to reach sources up to redshift z ∼ few. Given present rate estimates
of binary neutron star coalescences of [1] of O(104)Gpc−3year−1 detection rates of O(103) events per year or larger
are expected.
With such a plethora of future data we want to test the late time dynamics of the Universe via the redshift
versus luminosity distance relationship. At the moment the standard cosmological model is ΛCDM accommodates
the observed late time acceleration (z . 5) as well as other observations at larger redshift, however with a small
but significant tension in the value of the Hubble-Lemaˆıtre constant, which is estimated to be 73.48 ± 1.66 and
67.66 ± 0.42km s−1 Mpc−1 respectively by standard candles [12] and by Cosmic Microwave Background -based [13]
measures. See also [14] for an alternative determination of H0.
The dark energy component required to explain current cosmological acceleration is parametrized in the ΛCDM
model by a bare cosmological constant: a perfect fluid with negative pressure equal in modulus to its energy density.
However other phenomenological parametrizations are possible, involving an equal or larger number of parameters
than in the ΛCDM case, and the goal of the present paper is to test if standard sirens detected by third generation
gravitational detectors can discriminate among different dark energy models, with possibly different number of pa-
rameters, giving a new handle to to solve the long-standing puzzle of what is the origin of the late time cosmological
acceleration.
We underline that the focus of the present work is not on parameter determination with standard sirens, that
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2has been pursued in several recent publications, see e.g. [15–19] but rather model discrimination, see [20] for a
model independent attempt to reconstruct the distance versus redshift relationship via Gaussian process methods
with simulated LISA data.
In the present work we use Bayesian model selection framework to rank one model versus another, hence we compute
the evidence of each model to rank them.
The outline of the paper is as follows: in sec. II we detail the method used to simulate data and rank models, in
sec. III the results of Bayesian evidence computation are reported and finally we conclude in sec. IV.
II. METHOD
The Hubble law relating redshift z and luminosity distance dL via the Hubble-Lemaˆıtre constant H0
dLH0 = z + o(z) , (1)
can be interpreted within the standard cosmological model based on General Relativity as the first order expansion
of a more general relationship between z and dL:
dL =
1 + z
H0
∫ z
0
dz′
E(z′)
(2)
where the inverse of the integrand
E(z) ≡
√
ΩM (1 + z)3 + ΩR(1 + z)4 + ΩDE (3)
is expressed in terms of the normalized present energy densities ΩX in generic species X
ΩX ≡ 8piGN
3H20
ρ0X , (4)
with
∑
X ΩX = 1 by the time-time component of the Einstein’s equation. The equation of state relating pressure
pX and energy density ρX of each species is assumed pX = wXρX , implying ΩX ∝ a−3(1+wX) (when no inter-species
interactions are present) and we have assumed that the only species present in the Universe are non-relativistic matter
wm = 0, radiation wr = 1/3 and the cosmological constant wΛ = −1.
Beside ΛCDM, we will use three additional parametrizations of the dark energy in the rest of the paper
• Model wCDM , with dark energy free parameter wDE = pDE/ρDE constant in time.
• Model w0waCDM , with dark energy wDE = pDE/ρDE = w0 +waz/(1 + z), with both w0 and wa constant free
parameters, as suggested in [21, 22].
• The non-local massive gravity model, henceforth massG, described in [23], whose modified dynamics results in
an identical luminosity distance for electromagnetic waves as in General Relativity and in a modified one for
gravitational waves dmG−gwL which can be phenomenologically parametrized as
dmG−gwL (z)
demL
= Ξ0 +
1− Ξ0
(1 + z)n
, (5)
with n = 5/2 and Ξ0 = 0.97 [24].
The ΛCDM, wCDM, w0waCDM have the feature of being nested, i.e. one can go from the more complex to the
simplest by fixing one or more parameters to specific values. On the other hand the non-local massG model gives a
different description of late time Universe dynamics, still consistent with the data. Since the fundamental origin of the
cosmic acceleration is presently unknown, it may well be that ΛCDM or its w-variants will not be able to match at all
redshifts the dynamics resulting from the fundamental cosmological theory, hence we find useful to have a different
toy model to extract our simulated data from, to verify how different nested parametrizations perform on data from
a model none of them cannot match exactly, see [24] for the effectiveness of standard sirens in discriminating between
ΛCDM and the massG model.
3A. Nested Models treatment: toy example
In the case of nested models, the more general model always gives a better fit by construction, but it can be
disfavored as dictated by the Occam razor in case it uses unnecessary extra parameters. Let us see how nested model
selection works in a simplified example that be fully treated analytically [25]. The simplest case of 2 nested models
consists of model M0 having no free parameter and M1 having one free parameter, say θ, with M1 reducing to M0
for θ → 0.
If M0 describes the distribution of a Gaussian variable x centered in 0, then experimental measures {x1, . . . , xn}
of mean λ and standard deviation σ should result in a probability distribution for λ given by
P (λ|d,M0) = 1√
2piσ2
e−λ
2/(2σ2) .
M1 on the other hand predicts that the measure of x should be described by a Gaussian centered in θ, with θ a free
parameter, to which an a priori knowledge could be applied: e.g. we assume it is distributed as a Gaussian with
standard deviation Σ. M1 then predicts that the experimental measures enable the determination of a probability
distribution for λ follow a θ-dependent Gaussian distribution:
P (λ|θ,M1) = 1√
2piσ2
e−(λ−θ)
2/(2σ2) .
According to standard Bayesian inference the probability distribution of θ is given by
p(θ|d,M1) = p(d|θ,M1)p(θ)
p(d)
∝ p(d|θ,M1)p(θ) , (6)
where p(d|θ,M1) is the likelihood of the data given parameter θ and modelM1, p(θ) is the prior on θ and in the last
passage we have dropped p(d), which is uninteresting for p(θ|d,M1) since it does not depend on θ and thus can be
absorbed in the normalization factor of p(θ|d,M1).
In this work we are interested in model comparison rather than parameter estimation, hence we want to compare
p(d|M0) to p(d|M1) irrespectively of the parameter values, i.e. we want to know if data favor model M0 or M1. This
question can be addressed quantitatively by considering the ratio of the evidences Z0,1
Z0
Z1
=
p(d|M0)
p(d|M1) =
p(d|M0)∫
dθp(θ)p(d|θ,M1) =
(2piσ2)−1/2e−λ
2/(2σ2)
(2piσ2)−1/2(2piΣ2)−1/2
∫
dθe−θ2/(2Σ2)e−(λ−θ)2/(2σ2)
, (7)
where as mentioned earlier we assumed a Gaussian prior on θ
p(θ) = (2piΣ2)−1/2e−θ
2/(2Σ2) . (8)
After performing the integration in θ one gets
Z0
Z1
= e−λ
2/(2σ2(1+σ2/Σ2))
√
1 +
Σ2
σ2
, (9)
showing that for λ σ M1 is disfavored for Σ > σ and the models have similar evidences for Σ ' σ.
On the other hand for λ σ (and Σ > σ) M1 quickly gains over M0 despite the θ prior may disfavor large values of
θ. Note that M1 having more parameters and including M0 as a particular case will always give a better fit to the
data, but will not necessarily have better evidence.
B. Merger rates and uncertainties
Following [26] we consider events for third generation gravitational wave detectors up to redshift z ∼ 2. Actually
gravitationally signals could be seen up to much z ∼ 10 [27], but we focus on a smaller range of redshift as electro-
magnetic counterpart detections necessary for redshift determination would be too difficult to observe from such large
distances.
For the distribution of merger events we take the star formation rate per unit of comoving volume and redshift
ψ(z) computed in [28]
ψ(z) ∝ (1 + z)
2.7
1 +
(
1+z
2.9
)5.6 , (10)
4FIG. 1: Histogram of redshift distribution of the 1048 supernovae used in [30] to measure the luminosity distance relationship
(blue) compared with merger event distribution for different delays after star formation. Third generation observatories can
detect binary neutron stars up to z ' 2. Distributions have been normalized to have equal area.
allowing a delay between star formation and merger which is distributed following a Poisson law with characteristic
delay τ . Following [29] one can find that the differential rate of mergers Rm happening at redshift zm is given by
Rm(z) =
dNm
dtodz
=
dVc
dts
Rm(zm) 1
1 + zm
, (11)
in terms of merger rate Rm per unit of comoving volume Vc and redshift z, and we have introduced the observer time
to related to source time ts by dto/dts = (1 + z) and denoted with Nm the number of mergers. Rm can in turn be
modeled by convolving ψ(z) with a stochastic delay between star formation epoch characterized by redshift zsf and
binary merger, which we assume for simplicity to be Poisson distributed, leading to
Rm(zm) = 1
τ
∫ ∞
zm
dzsf
dt
dzsf
ψ(zsf ) exp
[
− t(zsf )− t(zm)
τ
]
. (12)
Fig. 1 shows the resulting merger rate for different delays compared with a histogram of the redshifts of the
supernova data [30]. Clearly gravitational waves give access to larger values of the redshift even in the extreme case
of large delay (10 Gyr) between star formation and binary mergers.
We assume that redshifts can be determined with negligible uncertainty in the presence of an electromagnetic
counterpart (see [7] for results of implementing a measure of the Hubble-Lemaˆıtre constant H0 without electromagnetic
counterpart) and the uncertainty in dL has usually two main contributions: an instrumental one intrinsic to GW
observatories here denoted as (∆dL)inst [26], and another one (∆dL)lens due to lensing, see e.g. [31, 32]
∆dL(z)
dL(z)
=
[(
∆dL(z)
dL(z)
)2
inst
+
(
∆dL(z)
dL(z)
)2
lens
]1/2
, (13)
with (
∆dL(z)
dL(z)
)
inst
≈ 0.1449z − 0.0118z2 + 0.0012z3 ,(
∆dL(z)
dL(z)
)
lens
≈ 0.066
[
4
(
1− (1 + z)−1/4
)]1.8
,
(14)
which are shown in fig. 2.
5FIG. 2: Uncertainty budget in the determination of the luminosity distance by third generation detector like ET [26, 32], see
eq. (14). Instrumental effects gives the leading uncertainty for all redshift of interest.
In the next section we consider the possibility that estimate uncertainty in the distance determination can be reduced
with respect to this formula by correlating detection from multiple detectors [27] and by instrument improvement,
which can act on the instrumental part of the uncertainty budget, which is the dominant one1.
III. RESULTS
This section reports the result obtained by simulating 1000 detections of electromagnetic bright coalescing binaries
up to redshift z = 2 with realistic distributions of events, and comparing phenomenological models for late time
cosmological acceleration within Bayesian model selection framework. We use two different sets of data for simulating
the standard sirens luminosity distance and redshift:
1. the standard ΛCDM which we also use at recovery, with parameters Ωm = 0.3111, H0 = 67.66km/s/Mpc,
ΩL = 1− Ωm taken from [13],
2. the non-local massive gravity (massG) model [23], useful as testing ground for different models at recovery,
none of which include the massG model used in this second set of injections. Note that since the background
evolution in this model is different than any of the ΛCDM and wCDM , the best fit background parameter
value are slightly different than in the previous case: Ωm = 0.2989, H0 = 69.49km/s/Mpc [34].
Each of the two sets of simulated data (ΛCDM and massG) is produced for two different distributions of merger
events:
1. one following the star formation rate proposed in [28],
2. the other allowing a Poisson distribution of delays between star formation and binary merger with average delay
τ = 10 Gyr,
resulting in four different type of injections. Fig. 3 displays explicitly one of the four type of injections we use, and in
fig. 4 the cumulative distributions of the 103 injections are reported for the 4 cases, showing little difference between
the ΛCDM and massG case, but a notable difference if a 10 Gyr delay between merger and star formation is allowed.
We use these four type of simulated data for comparing ΛCDM versus wCDM and ΛCDM versus w0waCDM, with
the results for model comparisons displayed in respectively figs. 5,6 for ΛCDM injections, and in figs. 7,8 for massG
1 A direct measure of the mass distribution on the line of sight, which may be available by the time GW data are collected, will reduce
the lensing part of the error budget [33].
6FIG. 3: One thousand events simulated according to the ΛCDM model for a merger rate following the star formation rate,
with 1σ error band given by eq. (14) [26, 33]. For reference the luminosity distance versus redshift curve for ΛCDM and massG
models are also shown, for best fit parameters respectively given in [13] and [34].
FIG. 4: Cumulative distribution of injections for ΛCDM and the non-local massive gravity model [23] for the case of no delay
between star formation and binary merger (solid curves) and assuming a Poisson distribution of delay between formation and
merger given by eq. (12) with τ = 10 Gyr (dashed curves).
injections. For each graph 50 lines (in grey) are shown, corresponding to different ordering of the 50 catalogs, with
the blue thick line giving their average.
Results are obtained via the Nestle implementation [35] of the nested sampling algorithm [36] using 200 live
points. Priors for parameters has all be chosen flat for simplicity and they are as follows: H0 : [60, 80] km/s/Mpc,
Ωm : [0.2, 0.4], w0 : [−2, 0], wa : [−1, 1].
Fig. 5 shows the evidence comparison for ΛCDM versus wCDM, with simulated data taken from a distribution of
merger events following the star formation rate of eq. (10) [28] or the same star formation rate convoluted with a
delay with a Poisson distribution with average τ = 10Gyr, with luminosity distance uncertainties as in eq. (13) and
with uncertainties reduced to 20% that value.
7FIG. 5: Evidence for ΛCDM versus w0CDM model with 10
3 events (divided in 50 catalogs of 20 events each) simulated according
to the ΛCDM model with standard uncertainty in the luminosity distance given by eq. (14) (top line) and uncertainty reduced
to 20% (bottom line), with merger rate equal to star formation rate (left column) and a Poisson distribution with a τ = 10
Gyr delay in eq. (12) between formation and merger (right column). Grey lines refers to 50 different ordering of the same 50
catalogs, the blue tick line is their average. Moderate and strong evidence reference lines (lnZ1/Z2 = ±2.5,±5) according to
Jeffreys’ scale) are also shown for reference.
All evidence ratios mildly but correctly favor ΛCDM vs. wCDM, as expected since injections follow the ΛCDM
model, and also unsurprisingly reducing observational uncertainty strengthen the discriminating power of the
Bayes model selection test, even if the logarithm of evidence ratio never crosses even the moderate evidence line
lnZΛCDM/ZwCDM = 2.5, see Jeffreys’ scale [37].
Analogously in fig.6 ΛCDM is ranked against w0waCDM, i.e. against a model with two extra parameters that
contains ΛCDM for w0 = −1, wa = 0 for two sets of dL uncertainties and two sets of signal distributions as
above, again with the result of the ΛCDM model being favored. Here in particular we see that the strong evidence
threshold lnZΛCDM/Zw0waCDM = 5 is crossed only in the case of reduced (20%) error and when most the detections
are at sufficiently low redshifts (τ = 10 Gyr), both conditions tending to minimize the dilution of results into large
observational error. We then note that when the event distribution is shifted to lower redshift the model discriminating
power is also stronger, due to the smaller luminosity distance observational error at smaller redshift, making event
distribution also play an important role.
In figs. 7,8 the same exercise is replayed, with the difference of using injections belonging to the non-local massive
gravity model [23], hence not being described by any of the nested models used at recovery stage, which are again
ΛCDM and wCDM in fig. 7, and ΛCDM and w0waCDM in 8. In this case in which none of the recovery models
coincide with the one used for injections, irrespectively of the assumptions on the error on the luminosity distance
and event distribution, the outcome of evidence comparison is inconclusive, showing that future inconclusive results
in comparing models may be due to the lack of appropriate parametrization to describe data.
8FIG. 6: Analog to fig. 5 for ΛCDM versus w0waCDM model: simulated 10
3 events following ΛCDM model divided in 50
catalogs, standard dL uncertainty (top line) and reduced uncertainty, 20% of eq. (14) (bottom line). Left column refers to
equal merger and star formation rate, right column to a Poisson distribution delay with τ = 10 Gyr delay in eq. (12). Grey
lines refers to 50 different ordering of the same 50 catalogs, the blue tick line is their average. Moderate and strong evidence
reference lines (lnZ1/Z2 = ±2.5,±5 according to Jeffreys’ scale) are also shown for reference.
IV. CONCLUSIONS
Motivated by the advent of gravitational wave astronomy and by the first measure of the Hubble-Lemaˆıtre constant
via standard sirens, we have performed a numerical exercise simulating future measures of the luminosity distance
versus redshift relationship via combined detections of gravitational and electromagnetic waves to test their power in
discriminating among cosmological models of late time acceleration.
There two main conclusions that we can draw from our simulations. The first is that the error in luminosity distance
as estimated in eq. (13) should be decreased to enable model comparison with future gravitational wave detectors.
This should be possible by correlating the output of several observatories [27]: in particular for the case of Einstein
Telescope combining several detectors can lead to substantial improvement (a factor of few) in the luminosity distance
error with respect to single detector.
The second main conclusions is that the intrinsic event distribution also plays an important role: distributing events
at smaller distances concentrate events where observational error are smaller and hence convey more information, even
if different models tend all to reproduce the same dynamics for small redshifts (z . 1) and disagree more at larger
redshifts (z & 2).
Finally we underline that in case the dynamics underlying observations is only approximately described by models
used to analyze data, different models may have comparable performance on data, leaving open the search for a better
model able to catch the right physics conveyed by the observations.
9FIG. 7: Analog to fig. 5 for simulated data following non-local massive gravity cosmology [23]: evidence for ΛCDM versus
wCDM models with 103 events, standard dL uncertainty eq. (14) (top line) and uncertainty reduced to 20% (bottom line). Left
column refers to equal merger and star formation rate, right column to a Poisson distribution delay with τ = 10 Gyr delay, see
eq. (12). Grey lines refers to 50 different ordering of the same 50 catalogs, the blue tick line is their average. Moderate and
strong evidence reference lines (lnZ1/Z2 = ±2.5,±5 according to Jeffreys’ scale) are also shown for reference.
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