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We study the uniqueness of the solutions to the scalar conservation law 
u, t cp(u), = 0 when the initial datum is a finite measure. The case of a Dirac mass 
is particularly emphasized: it is shown how it provides a description of the 
asymptotic behavior of the solutions initiated by an arbitrary integrable function. 
This behavior is proved to depend on one parameter in the case when w is odd 
while it depends on two when Ed is convex. 
INTRODUCTION 
The main goal of this paper is the study of the uniqueness of the solutions 
to the scalar conservation law 
ut + P(U), = 0 
when the initial data is a given finite measure ,D and its application to the 
description of the asymptotic behavior of the solutions to (0.1) with 
integrable initial data. 
Solutions to (0.1) are understood in Kriickov’s sense [ 101, which includes 
the usual “entropy” conditions. The initial data is understood in the sense of 
measures, namely, 
(0.2) 
for all continuous, bounded functions w on R. 
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The results turn out to be quite different whether one assumes the 
nonnegativity of the solutions or not and whether q is odd or convex. 
Namely, given a nonnegative finite measure p, we prove that there exists a 
unique nonnegative solution to (0.1) (0.2). But the problem is not well posed 
in general if the assumption of nonnegativity of the solutions is dropped even 
if the initial measure is nonnegative. Explicit counterexamples are known in 
the literature when cp is a strictly convex function. 
However, one can prove that the problem (0.1) (0.2) remains well posed 
if q is assumed to be odd. 
This emphasizes a difference in nature between the two typical cases 
p(u) = u2 and q(u) = u3, which does not appear as long as the initial data is 
a bounded integrable function. Actually, this difference corresponds to a 
fundamental difference in the asymptotic behavior of the solutions to (0.1). 
This is one of the motivations of our study. 
Indeed, at least when v is homogeneous, there is a strong relationship 
between the asymptotic behavior of the solutions to (0.1) (with 
u(O) E L’(R)) and the “fundamental solutions” of (O.l), that is, the solutions 
whose initial data are concentrated at the origin. Using similarity transfor- 
mations, we can prove that, when t is large, the solutions of 
24, + (I u I”), = 0 or u, + (sign u 1 u I”), = 0 
are “close” to a solution of the same problem with the initial datum 
“6 . I, ~(0, x) dx,” where 6 is the Dirac mass at the origin. In the case when 
~1 is odd, this solution is unique: this proves that the asymptotic behavior 
depends only on one parameter (namely, JR u,). In the case when v, is 
convex, the lack of uniqueness corresponds to the fact that the asymptotic 
behavior depends on two parameters as it is well known for P(U) = uzk (see 
[5, 6, 11, 121 and the references therein). In the latter case, it is necessary to 
put more information in the initial data. 
The use of similarity solutions to study asymptotic behaviors has already 
been applied to parabolic problems like the heat equation u, - du = 0, or 
more generally the so-called “porous media equation” u, - du” = 0 (see 
17, 9)). Related uniqueness questions for initial data measures have also been 
treated in (8, 131. Here the same main ideas are used, but the hyperbolic 
structure leads to specific difficulties. In particular, it is interesting to 
mention how the proof of the uniqueness involves the resolution of a “dual” 
linear problem 
(w), + GCWL = 02 
when (Y, /3 are discontinuous coefficients. The built-in property a, + p, < 0, 
coming from the “entropy” condition, ensures the existence of solutions to 
this problem. 
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Besides the above motivations and some obvious applications to 
“physical” situations involving initial masses concentrated at some point, let 
us mention that this study is also a contribution to a theoretical question 
concerning the extension of nonlinear semigroups on L I to the space of 
measures. It shows that the answer depends strongly on cp in the case of the 
semigroups generated by the operators Au = “q(u),” (see (3 1 for a precise 
definition) although they are m-accretive in L’(R) for most continuous q (see 
131). 
Some notations. For o open set in R”, C?(w) denotes the space of 
infinitely differentiable functions with compact support in (r) and (Y’(O) the 
space of distributions on w. 
For simplicity, we will write 
(_ ffor [ f(x) dx, 
.’ R -R 
fJI (_ Sfor [lC [ f(t, x) dt d.x, 
10 .R -0 -R 
I . f dp for 1 f (xl d@) if ,u is a measure on R. 
“R R 
Given a functionf, we set 
v(t) if f(5) > 0, 
f+(r)= lo f--(t)= i” 
if f(O> 0 
if f (5) < 0, l-f(5) if f(r) < 0. 
In the same way, p”+ and iuP are the positive and negative part of a given 
Radon measure ,u on R. 
We will indifferently useJT or af/lax for partial derivatives of a functionf: 
We set 
if r<O 
if r=O 
if r > 0. 
Some facts about measures. Given a sequence of signed Radon measures 
cu”)rI>O on R, we will say that ,uu, converges narrowly to lu if, for all f 
continuous, bounded on R, 
We will use that a sequence P,, is relatively compact for the narrow 
convergence if and only if (see [ 141) 
(i) the total mass JR dlpu,j is uniformly bounded, 
(ii) lim,,, J‘,X,>R d(pu,( = 0 uniformly in R. 
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1. UNIQUENESS 
Throughout this section, we are given 
~7: R + R locally Lipschitz continuous with o(O) = 0. (1.1) 
By solution on (0, 7J of 
u, + q(u), = 0. 
we mean a function u(t, x) satisfying (see [ 1OJ) 
u E L”(0, P;L’(R))nL=((z, T) x R) Vr E (0, T) 
Vk E R, YI+V E CF((O, T) X R), w> 03 
(1.2) 
(1.3) 
(1.4) 
vt + sign(u - k)(cp(u) - (o(k)) vy, > 0. 
THEOREM 1.1 (NONNEGATIVE SOLUTIONS). Assume q([O, a~))c [O, co). 
Then, for any nonnegative finite measure p on R, there exists at most one 
nonnegative solution u to (1.3), (1.4) such that 
lim, ;ss u(t) = p narrowly in R. (1.5) 
Remark 1.1. Since u(t) (and z?(t)) are not a priori defined for all 
t E (0, T), by “lim ess” we mean limit outside a set of zero measure. 
Actually, using Krtickov’s uniqueness result (applied to u(t) for all 
t E (0, T)), we know that any solution to (1.3), (1.4) belongs to C((0, T); 
L’(R)) the space of continuous functions from (0, T) into L’(R). 
Remark 1.2. The uniqueness result stated in Theorem I fails if one 
drops the assumption of nonnegativity for the solutions. Indeed when 
o(u) = u2, there exists a l-parameter family of “source-solutions” to (1.3) 
(1.4) satisfying 
u(t) --t 6 (Dirac mass at the origin). 
for the narrow convergence on R (see (5, 6, 111 and Section 2). However, 
this does not happen if o(u) = sign ul u/~ (m > 1) and it is the purpose of our 
next result. 
THEOREM 1.2. Assume p is odd and p(r) . r > 0 for all r E R. Then, for 
any nonnegative finite measure p on R, there exists at most one solution u to 
(1.3), (1.4) such that 
limItss u(t) = jf narrowly in R. 
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Remark 1.3. By symmetry, the same result holds for nonpositive finite 
measures ,L By combining existence results and the ideas used in the proof of 
Theorem 1.2, one could also prove the same result for any finite signed 
measure. 
In order to have uniqueness for more general cp, it is necessary to 
understand the initial data in a stronger sense. To illustrate this, let us state 
one more result which can be applied to o(u) = (u(~, m > 1, and which also 
directly gives information about the asymptotic behavior of the solutions (see 
Section 3). 
THEOREM 1.3. Assume (o > 0 on R. Let ,u be a finite signed measure on 
R and v : R --$ R of bounded variation such that (d/dx) v(x) =p and 
v(-XI) = 0. Then there exists at most one solution u to (1.3) (1.4) such that 
liml;ss u(t) = p narrowly in R 
(1.6) 
-x Vx E R, lim ess 
/I 110 -.x 
u(t, () dr = v(x). 
Remark 1.4. These results show that the solution is determined by c’ 
rather than by ,L If ,D has a mass at x,,, then there are infinitely many choices 
for ZI(X,,). They are not always arbitrary. Indeed we will see that v is 
necessarily lower-semicontinuous when C+J > 0. Under the assumptions of 
Theorems 1.1 and 1.2, u is exactly equal to “i,. 7 .,,., dp. But if P(U) = u’, 
other nontrivial choices of v do occur. 
In the proof of the theorems, we will need the following consequences of 
Kruckov’s definition of solution (1.4). 
LEMMA 1.1. Let u be a solution to (1.2) (1.4). Then u E C((0, T): 
L’(R)) and 
Vk E R, VW E CF((O, T) x R), I// > 0. 
~~i,(~~-k)~~,+sign~(u~ -k)(q(u’)-q(k))y,>O 
!blR (up - k)’ wI + sign’(u- - k)(cp(-k - q(-u-)) wX > 0 
u, + Y(U), = 0 in Y’((0, T) x R) 
h+ +rp(u+),,<O in G’((0, T) x R) 
u f - - q(-u-), < 0 in GJ’((O, T) x R). 
(1.7) 
(1.8) 
(1.9) 
(1.10) 
(1.11) 
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Proof: We use the fact proved in ( 101 that any solution of (1.3) (1.4) is 
in C([r, T); L’(R)) f or all r E (0, r) and satisfies: for any H convex on R, 
for all k E R and nonnegative w E C,“((O. T) x R). Applying this 
successively with H(r) = (r’ - k)’ and H(r) = (r - k)’ gives (1.7) and 
(1.8). 
To obtain (1.9), since u E L =((r, r) x R) for all r E (0, r), one can apply 
(1.4) with li/ supported in (t, T) x R and successively 
k > max { u(t, x); t E (5, T), x E R } (1.13) 
k < min (u(t, x); t E (t, T), x E R }. (1.14) 
For (1.10) and (l.ll), one uses (1.7) and (1.8) with k= 0. 
For convenience, we will call subsolution of (1.2) a function u satisfying 
(1.3) and 
VkER,VvEC,“((O,T)xR),ly>O 
.T _. (1.15) 
I 1 (u - klS vt + sign + (u - k)(O) - v(k)) v, > 0. 0 ‘R 
Remark 1.5. By (1.12) applied with H(r) = (r - k) +, a solution of (1.2) 
is also a subsolution. Note that Lemma 1.1 says that, if u is a solution of 
(1.2), then U’ is a subsolution of (1.2) and u - is a subsolution of 
u, - p(-u), = 0. 
The first main step in the proof of the theorems is the following lemma 
due to Kriickov (see 1101 for a proof). 
LEMMA 1.2. Let u, u” be solutions of (1.2). Then 
I ,  
z /u - u^l + 2 sign(u - u^)(&u) - p(G)) < 0 
in 9’((0, r) x R). (1.16) 
Remark 1.6. The relation (1.15) is the main ingredient in Kriickov’s 
uniqueness proof of the solutions to (1.2) belonging to C([O. T]; L’(R)) n 
L “((0, T) x R). Indeed, from (1.15) one can prove 
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by choosing suitable test-functions (see [lo]). Then u’= u^ follows if U, 
u^ E C( [O, T]; L’(R)) and u(0) = G(O). This method does not apply when the 
initial data is only a measure. A more sophisticated analysis is then needed 
which is partly contained in the next lemma. 
LEMMA 1.3. Let u, u^ be two solutions to (1.2). For all t E (0, T), we set 
a x> = (’ a0 d<, qt, x) = )-I a(& r) a* (1.17) 
-a: . -% 
Then, for all 6’ E C;(R), 19 > 0, and all r E (0, 7J, there exists a nonnegative 
I~EL~((O,~)XR) suchthat 
a.e. s E (0, 7), I’ 147) - u^(7)l(N7) - u"(7)) 0 
‘R 
= I ; /U(S) - u^(s)l(W) - C(s)) v(s). (1.18) 
Proof. Let us denote 
g(t, x) = @, x) - v^(t, x), a(t, x) = (u(t, x) - ti(t, x)1 
PO, x> = sign(u(t, x) - i(t, x>>[cp(u(t, x) - v(Q, x>>>l. 
Integrating with respect to x the relations 
u, + v(u), = 0, 22, + cp(u^), = 0 
gives 
(u - v”), + $!l(u) - (D(u1) = 0. 
By multiplying this by a, we obtain 
w, + Pg, = 0. (1.19) 
Now, y will be constructed as the solution to the dual problem 
(w>, + WY), = 03 v(7) = 0, (1.20) 
where 0 E C,“(R), $2 0 and r E (0, ?“) are given. Since a and j3 are not 
continuous, it is not a priori clear that (1.20) has a solution. But by using 
(1.16), which says that 
aI + P, < 0, (1.21) 
we are going to prove that (1.20) can be solved. 
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For this, let us regularize a and /?: set a,, = p, * (a + (l/n) r), /I, = pn :i: ,!A 
where p, is a sequence of mollifiers in R X R and q = q(x) is a positive 
function of L ‘(R) n Lm(R). Then a, and /?,, are defined on some (E,, t) X R 
with E, l 0 
solution of 
vhen n--t co and a,, > 0. There exists I+Y,, E P((s,,, r) x R) 
(Note that, 
Vlnr + (can/%l 
(a, WA + con WA = 03 v,(7) = 0. (1.22) 
by setting p,, = a,, w,,, this equation can be rewritten 
_ P,>, F 0: ~(7) = a,(r) @I 
First 8 > (I => ye, 2 U. 
Then if we expand (1.22), we obtain 
(a,, + A,> vn + an wnf + A vnx = 0. 
By (1.21), this implies 
By maximum principle, we then have 
Vf E (E,, 71, II vn(~>/Icc < II v/,(7)ll, = II m2. (1.23) 
As a consequence, there exists a subsequence of I+v,, (still denoted by v/,) 
converging to IJI E Lm((O, r) x R) in Lm*((s, r) x R) for all s E (0, r), i.e., 
One could show that li/ is a solution of (1.20). But since our purpose is to 
prove (1.18), let us rather pass to the limit in the following equality obtained 
by multiplying (1.22) by g and integrating by parts: 
.* + 1J s R~nl(an-a)gf+~,--)gxl. 
But g,, g, are in L ‘((s, t) X R), an, p, are uniformly bounded on (s, r) X R 
and converge pointwise to a, p. Hence the last integral above converges to 0 
for all s E (0, r). Now integrating this equality from u to p, 0 < u < p < 5, we 
have at the limit 
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Since a,, converges to a in L ‘((u, p) x R) and g is bounded on (a, p), this 
limit is i; ds j, a(s) g(s) I&). Dividing by p - o and letting p tend to u yield 
the relation (1.18). 
Remark 1.7. Next, we will have to let s tend to 0 in (1.18). For this, we 
need some information about the behavior of n(s) and z?(s) when s 1 0. For 
this, let us prove another lemma. 
LEMMA 1.4. Assume &[O, co)) c (0, a~). Let u E C((0, T); L’(R)) be a 
nonnegative subsolution of (1.2) such that {u(t); t E (0, T)} is narrowly 
relatively compact. Then: 
(i) There exists a unique nonnegative measure p on R such that 
,u = l(in& u(t) nurrowly on R. 
(ii) When t decreases to 0, v(t, x) = ST, u(t, <) dr increases pointwise 
to the lower-semicontinuous (1.s.c.) function ~(0, x) = j~pa,X, d,u. 
Proof of Lemma 1.4. Integrating ut + q(u), < 0 leads to v, + (D(U) < 0. 
Since q(u) > 0 here, it proves that t + v(t) is nonincreasing. When t 
decreases to 0, v(t, .) is then a nondecreasing family of continuous, 
nondecreasing functions whose total variation is uniformly bounded (since 
u E L”(0, T, L l(R))). Hence v(t, . ) converges pointwise to a 1.s.c. and 
nondecreasing function. Moreover, by compactness, u(t, .) converges 
narrowly to p = (d/dx) ~(0, x). The narrow convergence of u(t) implies (see 
1141) 
lim v(t, x) = 0 uniformly for t E (0, T). 
x--m 
In particular ~(0, -co) = 0 and 
a.e. x E R ~(0, x) = j’ dp. 
‘(-oz,X] 
(1.24) 
But ~(0, x) is left-continuous, since it is 1.s.c. and nondecreasing. Therefore 
(1.24) holds for all x E R. 
We now come to the proof of Theorem 1.1. 
Proof of Theorem 1.1. Let U, u  ^be two solutions to (1.2) with 
liml;ss u(t) = lim,;ss C(t) = ,u narrowly. 
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Let h E (0, T) be fixed. By Lemma 1.3 applied to u(e + h) and u^, one has 
for all t E (0, T - h) and 8 E CT(R), 0 > 0, 
a.e. s E (0, r) ,f 
R 
a(r)(v(t + h) - C(7)) B < J a(sj(v(s + h) - u”(s)) y(s) 
R 
(1.25) 
where a(t) = / u(t + h) - u(t>l, I/ w/IL ~~~O,r~ xR) = M < SW, v > 0 and 
v(t + h, X) = j? a: u(t + h, <) & V^(t, x) = 15 3c u^(t, 5) &. By the monotonicity 
proved in Lemma 1.4, for a.e. 0 < s < sO, 
/_ n(r)(v(r + h) - u”(s)) 0 ,< 1‘ a(s) v(s)(@) - t&J). (I 26) 
-R R 
If p(s) = a(s) w(s), JR p(s) < M f, U(S + h) + u”(s). Since u(r), G(t) are 
uniformly bounded in L’(R), so is p(s). Moreover, for all R > 0, 
L >R 4s + h) + C(s). . lil ,R 
By narrow compactness, the right-hand side tends to 0 uniformly in s E (0, r) 
when R tens to co. These two estimates on p(s) prove that (p(s); s E (0, r)} 
is narrowly compact (see 1141). Therefore, one can let s tend to 0 (according 
to a suitable subsequence) to find the existence of a nonnegative finite 
measure p such that 
VO<S<S”, f a(r)(u(r + h) - G(T)) 0 < [ (u(h) - v”(s,,)) dp (1.27) 
-R “R 
(remember that v(h) and fi(sO) are continuous and bounded). Now we let s,, 
decrease to 0 in (1.27). By monotonicity 
!’ 
R 
a(5)(u(5 + h) - G(z)) I9 <i‘ (u(h) - C(O)) dp. 
R 
By Lemma 1.4, v(h, x) < J‘(-m,Xl & = J(-oo,X, @ = G(0, x) for all x E R. 
Since 6’ is arbitrary, we obtain 
a(s)(u(r + h) - C(z)) < 0 
and by letting h go to 0 
/U(T) - u”(T)l(V(5) - z?(z)) < 0. 
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By symmetry we obtain 
0 = (u(r) - i(r))(u(r) - G(t)) = g + (u(r) - $(5))2. 
This proves u = v” and u = 6. 
Proofof Theorem 1.2. Let u be a solution to (1.2) with ,U =: lim esstl, u(t) 
narrowly in R(LI 2 0). By Lemma 1.1 and since (o is odd, u’(t) and u-(t) are 
subsolutions to U, + ~JI(u), = 0. Since u(t) is narrowly compact, so are u+(t) 
and u-(t) (see [ 14)). By Lemma 1.4, there exists .u+ and ,K nonnegative 
finite measures such that 
/L = ‘,‘I$ u-(t) narrowly. 
Moreover, u + (t, x) = j? oc u ’ (t, [) dt and u (t, x) = 15 ~ u (t, 0 d[ converge 
monotonically to v+(O,x)=~,~o,,xld~+,u~(O,x)=~~~,~,,d~. One has 
,u + - ,u _ = ,D. Since the mapping ,u -+ ,U + is not continuous for the narrow 
convergence, we a priori do not know that 
iu+ =pu, p-=0. (1.28) 
We are going to prove it by using Lemma 1.3 again. From this, it will follow 
that U_ = 0 and U- = 0. The uniqueness result of Theorem 1.2 will then be a 
consequence of Theorem 1.1. 
Let us introducef,(t, x), gk(t, x) the solutions to (1.2) with the initial data 
&(O) = u ’ (h), gk(0) = u ~ (k) + ,D~, where ,uk E L ‘(R) is nonnegative and 
such that ,u~ converges narrowly to ,IA and lCPm,xl dpk increases to ?‘C-m,Xl dp 
when k decreases to 0. By the results in [ 101, we know that fh, g, exist and 
are unique (in particular, they are nonnegative). Moreover, for all 
tE(O,T-h)n(O,T-k), 
u(t + h) <fi(Q -4 + k) < g&), 
since it holds for t = 0 (see [ 101 or 131). Taking the positive part, we obtain 
u + (t + h) <fXr), u (t + h) < g,M. (1.29) 
Let us prove thatf,(t) and gk(t) converge in Q’(R) to the same measuref(t) 
for all t E (0, T) when h and k tend to 0. For this, set 
Since Fh(0) = u+(h) increases when h decreases to 0, so does F,,(t) for all 
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1 E (0, T) (one can use Lemma 1.3) for instance. Also G,(t) increases when 
k 1 0. Moreover, by Lemma 1.4 
4 dp- +dp=j dp,. “(-cc,xl (-33,X1 (1.31) 
Hence F,,(t, x) converges pointwise to some bounded function F(t, x) when 
h 1 0 and Gk(t, x) converges to some bounded function G(t, x). Moreover, 
fh(t), gk(t) converge narrowly to f(r) = (a/ax) F(t, .), g(t) = (a/ax) G(t, .). 
Let us prove F = G (so that f = g). Applying Lemma 1.3 to f,, and g, gives 
(with obvious notations) 
i I f,,(7) - gd7)KFd~) - GA711 0 R 
= 1 R I f,,(s) - g,&)l(FdS) - G,(s)) v(s). 
Using monotonicity properties of Lemma 1.4, one has with P,&) = 
ly(s)l MS) - &(S)l 
< i’ (F/z(s) - G&o)) PA&) -R 
+ i’ Pi(r) - gk(7)l(Gd~) - Fh(7)) + 4 (1.32) 
for all s E (0, so), k E (0, k,). To eliminate the last term, we choose 8 
supported in the set 
w= (xER; @)-F,(T) < 0}, 
where G(7, x) = G(z, x) a.e. x and x E+ c(7, x) is right-continuous (note that 
G(r) dominates Gk(r)). Since G(s) is upper-semicontinuous in x and Fh(r) 
continuous in x, w is open. 
As in the proof of Theorem 1.1, we check that pk(s) is narrowly compact 
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for s E (0, s,,), k E (0, k,). So that we can let s tend to 0 in (1.32) to obtain 
the existence of a nonnegative measure p such that: 
~,T+WW+~) 
c;(w) x s+‘(w) 
Q [ (F/z(s) - G&O)) dp. 
-R 
We let s,, k, tend to 0. 
Lo,x, Q+3 
Since lirnkoi 0 GkO(O, x) = s, _ c(. ,Xl dp _ + dp = 
using (1.30) we obtain 
or (a/ax) {(Fh(r) - G(r))+’ < 0 in w. Hence if U = j(Fh(r) - G(r))‘*, 
x --t U(x) is right-continuous, lower-semicontinuous and (d/dx) U(x) < 0 on 
[U > 01. This implies U= 0 since U(-co) = 0. Therefore Fh(r) < G(r) 
(a.e. x). Since h is arbitrary and by symmetry F = G. 
We finish the proof by passing to the limit in (1.29) to obtain 
u + (0 G-W~ u - (4 a-0) in Q’(R). (1.33) 
Since U+ . up = 0, this implies ut (t) + u-(t) <f(t). Integrating this and 
letting t 1 0 leads to 
(1.34) 
This proves p- = 0. 
Remark 1.8. The main point in the proof of P- = 0 is to reach (1.33). 
The idea behind it is that f(t) is a “solution” of (1.2) with initial value 
P+ = ,U t p- and u’(t), u-(t) are subsolutions of (1.2) with initial value, 
respectively, ,u+ and p- < ,D + pu_. But we do not know in general iff(t) is a 
solution in the sense (1.3), (1.4). A priori f(t) is only a measure. This leads 
to a more complicated analysis than in Theorem 1 although we deal with 
nonnegative functions. 
Proof of Theorem 1.3. Let U, u” be two solutions to (1.3), (1.4) satisfying 
(1.6). Set u(t, x) = J”?, u(t, <) d<, C(t, x) = I”, $4 r) d<. By Lemma 1.1, 
u,+ rp(u)<O, rJr+cp(zZ)<O. Since ~20, tw u(t,x) and tb S(t,x) are 
monotone (increasing when t decreases to 0). By Lemma 1.3 applied to 
u(t + h) and G(t), one has 
1 a(r>(u(r + h) - V^(r>> 0 <J a(s)(u(s t h) - u"(s)) v(s), 
-R R 
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where a(t) = ) u(t + h) - u(t)1 and 0, t, li/ are specified as in the lemma. By 
monotonicity, for all s E (0, so), 
j. 
R 
a(z,(v(s +h) - C(z)) e< 1. (v(h) -- qs”))p(s), 
‘R 
where p(s) = a(s) v(s) is narrowly compact for s E (0, s,,) (see the proof of 
Theorem 1.1). We let s tend to 0 to obtain a nonnegative finite measure p 
such that 
j- a(7)(?47 + h)- G(r))B< I_ (v(h)- u^(s,))dp. 
R “R 
Finally we let s, decrease to 0. Since t?(sO, x) increases to v(x) (given by 
assumption), the right-hand side converges to JR (v(h) -- V) dp, which is 
nonpositive. Then we finish as in Theorem 1.1 to obtain u(r) = G(7) and 
iv = 2. 
2. EXISTENCE 
We easily check that for p(u) = 1 u/“‘, m > 1, the following functions are 
solutions of (1.3), (1.4) with the initial data (q -p) 6, where 6 is the Dirac 
mass in 0, 0 <p, q. 
W,,,(t, x) = ) sign x lxll!‘m-‘) (mt)‘l(‘-m), -r(t) <X < r(t) 
0, x < -q(t) or x > t(t), 
(2.1) 
with r(t) = m(s/(m - l))(m-l)/m t”“‘, r(t) = m(p/(m - I))“‘- ‘)jrn f”“. When 
t tends to 0, v(t, x) = j”, w(t, 0 dt converges to 
: 
0 if x<O 
v(x)= -p if x=0 
4-P if x > 0. 
If ~(24) = sign 24 (24 lrn, the unique fundamental solution (u(0) = 8) is the one 
corresponding to p = 0, q = 1. 
These explicit solutions are known as “N-waves” and were already known 
as describing the asymptotic behavior of any bounded solution with compact 
support in the case p(u) = (1/2k) u*’ (see [5] and the references therein). 
In order to obtain solutions to (1.2) with initial data a signed measure p, a 
natural way is to approximate ,LJ by ,LL, EL’(R) n L”(R) for which the 
problem (1.2) has a solution U, in the sense (1.3), (1.4). In order to pass to 
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the limit, it is necessary to have a uniform estimate of [ju,,(t)i\,* in terms of 
IlPnllLw and some compactness property for (o(u,). This is realized as soon 
as an estimate 
is valid for the solution to (1.2). For instance, using the results proved in 14 I. 
one can prove the following. 
PROPOSITION 2.1. Let 9: [0, co) -+ 10, co) be increasing, q(O) = 0, and 
such that 
3cfE (0, 11, r- p’-“(r) is convex on (0, co). (2.2 1 
Then, for any nonnegative finite measure ,u on R, there exists a unique 
solution u to (1.3), (1.4) with T = +co such that 
l$ u(t) = ,Ll narrowly in R. (2.3) 
Remark. The condition (2.2) is obviously satisfied if p(r) = r”‘, m > 1, 
with 1 -a= l/m. 
Proof. Let ,u,, E L’(R) n L”(R), p, > 0 converging narrowly to ,u. It is 
well known that there exists a unique U, E C( [0, co); L’(R)), nonnegative, 
solution of (1.3), (1.4) (see [ 101). Thanks to (2.2) we have, as proved in [4], 
. lun(t + h) - u&Y 
J 
C(a) _ 
h <--- R t 
P n* 
‘R 
(2.4) 
(The results in (31 can be used to prove that our particular case falls under 
the scope of the abstract setting in (41.) From the estimate (2.4) together 
with (1.3), (1.4), one easily obtains 
_ R I rp(u,(t~ x + h)) - cp(u,(t> x>)l G h Fj. i P, R 
(2.6) 
The condition (2.2) implies that lim,,, p(r) = $00. Since (D is strictly 
monotone, (2.6) can be rewritten 
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Finally, 
where M(t) = sup (p’(r); 0 < r < h(t)}. 
BY (2.5)> (2.0 G&&X)) is relatively compact in L:,,((O, co) X R). There 
exists a subsequence of o(u,), still denoted by I, converging in 
L/,,((O, co) x R) and a.e. (x, t) E (0, ao) X R. Since o is strictly monotone 
and u, is locally bounded on (0, co) X R, we can also assume that u, 
converges in Lf,,((O, co) x R) to u. Hence we can pass to the limit in (1.4) 
to say that u is a solution of (1.2). 
It remains to check that p = lim, i0 u(t) narrowly. For this let us assume 
we have chosen a sequence pu, such that I:, p,(4) & increases to .(‘( cu,xl &. 
Then we easily verify (for instance, by using Lemma 1.3) that ~~(t, x) = 
-iY, ~,(t, <) d( increases with n to some v(t, x). On the other hand, by 
monotonicity we have (see Lemma 1.4) 
u,,(L x) < un(O, x) = I-. P, G 1 &. 
” -a> “(-x,.x] 
In particular, this implies that u(t, x) = J’T a u(t, 0 d< (since u(-co) = 0), 
JR u(t) = lim,-,, IR u,(t) = lR dp and 
46 x> ,< 1 &. (2.9) 
“(-ir,xl 
Using the monotonicity of v(t) in t, and the fact that u(t) is uniformly 
bounded in L’(R) and (2.9), we conclude that (u(t); t E (0, t,)} is narrowly 
relatively compact. By Lemma 1.4, p = lim, ,0 u(t) exists and by (2.9) 
But also, for all t > 0, 
(2.10) 
This together with (2.10) proves p = p. 
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3. APPLICATION TO THE ASYMPTOTIC BEHAVIOR 
We state here two results, obtained as a consequence of Section 1, which 
say that the asymptotic behavior of the solutions to (1.2) depends only on 
I 
u. if p(r) = sign r]rlm, m>l 
R 
’ p = - min 
i 
u,(<)dr and q=max “Aru,(Qd<, 
XER --a) I XER .x 
if q(r) = IrIm, m > 1. 
The fact that the invariants p, q describe the asymptotic behavior in the 
case when ~1 is convex is not new (see [ 5, 6, 11, 121; also see [2] for other 
results). Here the method is different: it directly applies to L ‘-functions and 
treats as well the non-convex case. 
We set ]/u](, = (1, (u(x)l’ dr)“‘. 
THEOREM 3.1. Let p(r)=sign rIr/“‘,m> 1 and u,EL’(R). Then the 
solution u to (1.3), (1.4) with u(0) = u0 satisfies 
lim t”- ‘)lmr /] u(t) - w(t)ll, = 0, Vl<r<co, (3.1) I-+CC 
where w  = w,,,~~~~ if j,u, > 0 and w = w_sRuo,o ifJ,u,<Oasgivenby(2.1). 
THEOREM 3.2. Let q(r) = /rim, m > 1 and u,, E L’(R). Then the solution 
u to (1.3), (1.4) with u(0) = a,, satisfies 
lim t(r-‘)‘mr /] u(t) - w(t)li, = 0, Vl>r< co, (3.2) t-cc 
where w = w~,~ with q = maxXGR 1‘:” u,,(c) d<, -p = min,rCR i”, uO(r) d<. 
As an application of our general uniqueness result of Theorem 1.2, one 
can in fact study the asymptotic behavior for more general q that behave like 
a power near the origin. Here we borrow from [9] where the same kind of 
assumptions (but weaker) are introduced to study the behavior in the large of 
the solutions to ut - q(u),, = 0. 
THEOREM 3.3. Let u,E L’(R)nLa(A) and let cp E C*(R) be 
increasing, odd and satisfying 
30 <a <P, a < rp(r1 v”(r) 
’ v’(r)’ < P, 
VrE [- lIkllm~ lI~~ll~l~ (3.3) 
lim P’(r) 1 m--L= 1 m> 1. r+o mr (3.4) 
Then (3.1) holds. 
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Remark. As we saw in Section 2 (see (2.2)), the condition (3.3) ensures 
the existence of solutions to (1.2) originated from a Dirac mass. Here we will 
use again the estimates of type (2.4) established in [4] to provide some 
compactness argument. Note that. if u0 > 0, only the existence of c1 is 
needed. The condition (3.3) is then equivalent to the convexity of 1~’ - “(r)l 
on (- /I~ol/m~ //dolly) (see 141). 
Note that (3.4) implies 
q(r) = (sign r)l r./ m (1 + c(r)), F,; F(r) = 0, (3.5) 
%b > 0, VrE (- lI~o//m~ //~ol/cc)~ alrl”,<l~(r)l~bIrl”. (3.6) 
Proof of Theorem 3.3. For ,I> 1, let us consider 
u,1(t, x) = /lu(ll”t, lx) 
where u is the given function. We are going to prove that Us converges to M? 
defined by (3.1) when ,I tends to +a~. Going back to (1.4), one easily checks 
that Us is a solution (in the sense (1.3), (1.4)) to 
with VA(r) = l’?p(r/A). This new function P,~ also satisfies 
a I rim G lul.&)l ,< b IrIm. (3.7) 
By the results in [4], we have 
! lu,(t + h) - u,~(Ol < C l. lu,~o~l h for some C = C(a, 8). (3.8) -R t ‘R 
Since JR 1 u,(O)/ = JR ( u,(, this gives an estimate uniform in 1. As in 
Section 2, we then obtain 
1 I ~,t(unk x + h)) - V)I(U,I(L x)>l G C f j-R Iuo I) (3.9) 
“R 
(3.10) 
This together with (3.7) proves that 
(3.11) 
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We then obtain 
where M(t) = sup {o;(r); (r( < C(t), II > 1) is finite for all t > 0. Indeed 
cp;(r) = A”-’ cp’(r/A) and, by (3.4), for s small enough 
0 < (o’(s) ,< irn (s(~-‘. 
The estimates (3.8), (3.9), (3.12) imply that on(uA) is precompact in 
L,‘,,((O, 00) x R) for A > 1. There exists a subsequence A, -+ co such that 
on,(uAn) converges in L&,((O, co) X R) and a.e. (x, t) to some cp*(x, t). But, 
by (3.5) 
(0,&A = (sign u.d u,~ Im (1 + 4udW. (3.13) 
This implies that uyn(x, t) converges for a.e. (x, t). Let w(x, t) = lim.,n- 
u,“(x, t). Then (3.13) says that v,*(x, t) = (sign w)IwI”‘. 
Now, using the dominated convergence theorem, one can pass to the limit 
in (1.4) (applied with uA, con) to obtain that w is a solution of (1.3), (1.4) 
with q(w) = (sign w)\M~/~. 
Let us now identify the initial data of the limit w. For all /z > 1 and t > 0 
U*(t) - u,(O> +$J’ vp,(u,) = 0 in P’(R). 
0 
In order to pass to the limit in (3.14), let us remark that 
and, by (3.1 l), 
Hence 
(3.14) 
(3.15) 
Thanks to (3.15) and to the fact that rpAn(uAR) converges to p(w) in 
L:,,,((O, co) x R”), we obtain that [b (pA(uA(u)) da converges in L:,,(R) to 
I:, co(w(u>) do- 
505/51/3-10 
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NOW we can pass to the limit in (3.14). Using that u-&(O) = &,(Ax) 
converges in B’(R) to 6 j”, u0 we have 
w(t) - 6 - 1 in 9 ‘(R). (3.16) 
R 
Let us prove that w(t) converges narrowly to 6 . +lR u,, when t LO. Assume 
first u, > 0, so that u,(t) > 0 and w(t) > 0. Set 
Integrating (3.16) gives 
v(t) - ug + I( p(w(c7)) do = 0. (3.17) 
‘0 
Using the estimate (3.15) (also true for p(w)) we deduce from (3.17) that 
v(t) increases to u0 and that w(t) = (a/ax) v(t) converges narrowly to 
6 . JR u0 = (a/ax) u, (we use that by (3.16) jR w(t) = JR no). 
For general u,, we use the fact that u-(t) Q u(t) < u+(t), where u+(t), 
u-(t) are the solutions to (1.2) with the initial data ui and -u; . Since the 
corresponding w+(t), w-(t) are narrowly convergent when I 1 0 by the 
previous proof, w(t) is narrowly compact. The only possible limit is 6 . jR ug 
by (3.16). 
We now can use our uniqueness Theorem 1.2 to say that u’ is the function 
defined by (3.1). (Note that we a priori do not know the sign of w.) 
The last step is to prove that u.,(t) converges in L’(R) (rather than in 
Ll’,,(W to w(t). 
If u, > O(* u,\(t) > 0) this is obvious since 
v/l>, 1, I_ u\(t)= (_ zig. 
“H “H 
and by the Fatou lemma and (3.19), 
For general u,, we use again that 
where u,, u_ correspond to the initial data u,’ and -u(, . 
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So, in any case, for all t > 0, 
;\t j IAu(k”t, lx) - w(t, x)1 dx = 0. 
R 
(3.18) 
Using the invariance of w by the similarity transformations (nw(Amt, Ax) = 
w(t, x)), choosing t = 1, and r = A”’ in (3.21) yields 
Jitt 1, ) u(5) - w(r)1 = 0, 
which is (3.1) for r= 1. For r > 1, one has 
[ (U(t) - w(r)l’ < /I dt> - W(5)li:& j  1 u(z) - w(r)i’ c3’19) 
-R R 
But by (3.11) applied to u and the definition of w 
(3.20) 
where C depends on m and i Ju,,J. Then (3.19) and (3.20) give (3.1). 
Proof of Theorem 3.1. Note that if p(r) = sign r j rj”‘, (3.3) holds on R 
with a = p = (m - 1)/m. Theorem 3.1 is then a consequence of Theorem 3.3. 
The assumption u0 E La(R) can be easily dropped. 
Proof of Theorem 3.2. Except for the uniqueness part, the proof is 
exactly the same as for Theorem 3.3. The fundamental estimate (3.8) is also 
true in this case thanks to the homogeneity of o(u) = /nJm as proved in 111. 
(Again one can use [3] to verify that our case falls under the scope of the 
abstract setting in [I].) The only extra work is to identify the limit when 
t lo of 
c(t, x) = (( ~46 <) dt 
in order to apply Theorem 1.3. Since w(t) converges narrowly to 6 J’, uO, we 
have 
trx < 0, l,ife u(t, x) = 0 (3.21) 
vx > 0, ‘l’E u(t, x) = 1’ U”. (3.22) 
‘R 
It remains to determine lim,jo v(t, 0). Note that, since o(u) = JuJrn > 0, 
t + u(t, 0) is increasing when t 1 0 so that -I = lim, lo u(t, 0) exists. 
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Thanks to (3.21), (3.22), (2.1) and the uniqueness Theorem 1.3, we 
necessarily have w  = w~,,+~~~. To finish the proof, it is sufficient to prove 
I = p. But I is characterized by 
So, we are reduced to prove 
-P = y;,i~” lx w(t, <) d<. (3.23) 
-cc 
Since ul(t) converges to w(t) in L’(R), jr, u,(t, <) dl converges uniformly 
for x E R to SF, w(t, 0 d( when II T co. In particular 
= lim min j-i u(Amf, t) dt. (3.24) 
Ado3 XER .-% 
But, since q(u) = / ~1”’ is convex (see [5] and references therein) 
min 1 ’ XER .ma 
u(A”Y, t) dt = y$ j‘ ~(0, t) dt = -P. (3.25) 
-00 
The relations (3.24) and (3.25) yield (3.23). 
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