Abstract. Let G, H be graphs and G * H represent a particular graph product of G and H. We define im(G) to be the largest t such that G has a Kt-immersion and ask: given im(G) = t and im(H) = r, how large is im(G * H)? Best possible lower bounds are provided when * is the Cartesian or lexicographic product, and a conjecture is offered for each of the direct and strong products, along with some partial results.
Introduction
In this paper every graph is assumed to be simple.
Formally, a pair of adjacent edges uv and vw in a graph are split off (or lifted ) from their common vertex v by deleting the edges uv and vw, and adding the edge uw. Given graphs G, G , we say that G has a G -immersion if a graph isomorphic to G can be obtained from a subgraph of G by splitting off pairs of edges, and removing isolated vertices. We define the immersion number of a graph G, denoted im(G), to be the largest value t for which G has an K t -immersion. We call the t vertices corresponding to those in the K t -immersion the terminals of the immersion.
Immersions have enjoyed increased interest in the last number of years (see eg. [4, 5, 6, 7, 8, 12, 16, 17, 18] ). A major factor in this was Robertson and Seymour's [15] proof that graphs are well-quasi-ordered by immersion, published as part of their celebrated graph minors project (where they show that graphs are well-quasi-ordered by minors). Although graph minors and graph immersions are incomparable, it is interesting to ask the same questions about both. In the realm of minors, motivated by Hadwiger's conjecture [9] , authors have asked: what is the largest complete graph that is a minor of a given graph? In this paper we ask: what is the largest complete graph that is immersed in a given graph? Similar questions were also asked about subdivisions after Hajós [10] conjectured that a graph with chromatic number n would have a subdivision of a K n . However, this conjecture is false for n ≥ 7 [2] . Since every subdivision is an immersion, but not every immersion is a subdivision, we examine whether or not the counterexamples provided by Catlin in [2] have immersion numbers of interest.
In this paper, we are interested in the immersion number of graph products. In particular, for graphs G and H, we consider the four standard graph products: the lexicographic product G • H, the Cartesian product G H, the direct product G × H, and the strong product G H. The central question of this paper is the following. Question 1. Let G and H be graphs with im(G) = t and im(H) = r. For each of the four standard graph products, G * H, is im(G * H) ≥ im(K t * K r )?
In this paper we determine that the answer to Question 1 is yes for the lexicographic and Cartesian products. In addition we provide partial results for the direct product and conjecture that the answer is yes for the direct and strong products. In determining the immersion number for K t * K r , for any product *, we choose as our terminals a vertex and all of its neighbors. In trying to affirmatively answer Question 1, we use a similar strategy for choosing terminals.
We will now summarize the results in each section of the paper. In Section 2, we describe necessary background, including an alternate definition of graph immersion that we use throughout the rest of the paper, and explain our strategy for choosing terminals in a graph product. In Section 3, we discuss the lexicographic product and affirmatively resolve Question 1 for the lexicographic product of two or more graphs (Theorem 3). There is an appealing immersion-analog of the Hajós Conjecture [10] by Abu-Khzam and Langston [1] , namely, that χ(G) ≥ t implies im(G) ≥ t. While the Hajós Conjecture was disproved by Catlin [2] using lexicographic products as counterexamples, in Section 3, we show that the lexicographic product does not yield smallest counterexamples to the Abu-Khzam and Langston conjecture.
In Section 4, we discuss the Cartesian product. In Section 4.1, we affirmatively resolve Question 1 for the Cartesian product of two graphs (Theorem 8) and provide a contrasting example of an immersion number greater than that given in the theorem. In Section 4.2, we extend our results to products with more than two factors. In particular, we show the immersion number of the d dimensional hypercube, Q d , is d + 1 and the immersion number of the Hamming graph, K d n , is d(n − 1) + 1. For the Cartesian product of a path on n vertices with itself d times, denoted P d n , we show im(P d n ) = 2d + 1. We compare the results for hypercubes, Hamming graphs, and P d n to results by Kotlov [14] and Chandran and Sivadasan [3] for graph minors. In addition, we show we can do better than the bound of Theorem 8 by proving im(G P n ) ≥ t + 2 when im(G) = t.
In Section 5, we conjecture that the answer to Question 1 is yes for the direct product of two graphs and provide partial results towards the proof of this conjecture (Conjecture 1). In Section 5.1, we find the immersion number of K t × K r (Theorem 18) and thus that the conjecture holds when G and H contain K t and K r as subgraphs, respectively (Corollary 19). In addition, we prove that the conjecture holds when r ≥ 3 and K r is a subgraph of H (Theorem 20). In Section 5.2, we extend these results to G and H having immersions in which all of the paths have the same parity (Theorem 21 and Theorem 22). In Section 5.3, we provide some examples. In Section 5.4, we discuss the cases that remain to prove the conjecture and the limitations of our current proof techniques.
Finally in Section 6, we end with some concluding remarks and a conjecture about the strong product.
Preliminaries
In this paper all graphs are finite and simple. For graph products we follow the notation of [11] and [13] .
One definition of immersion was provided in the Introduction; an alternative definition for graph immersion is as follows. Given graphs G and G , G has a Gimmersion if there is an injective function φ : V (G ) → V (G) such that for each edge uv ∈ E(G ), there is a path in G joining vertices φ(u) and φ(v), and these paths are edge-disjoint for all uv ∈ E(G ). We denote the path from u to v in G by P u,v . In this context we call the vertices of {φ(v) : v ∈ V (G)} the terminals (or corners) of the G -immersion, and we call internal vertices of the paths {P u,v : uv ∈ E(G)} the pegs of the G -immersion. In this paper we will often refer to the terminals and pegs of an immersion.
For the reader's convenience, we begin by providing a definition of each of the four standard graph products. Each graph product is defined to have vertex set V (G) × V (H). Two vertices (g, h) and (g , h ) are defined to be adjacent if: gg ∈ E(G) or g = g and hh ∈ E(H) (lexicographic product); g = g and hh ∈ E(H), or gg ∈ E(G) and h = h (Cartesian product); gg ∈ E(G) and hh ∈ E(H) (direct product). The edge set of the strong product is defined to be E(G H) ∪ E(G × H).
In order to contain a K n -immersion, a graph must not only have at least n vertices, but it must have at least n vertices whose degree is at least n − 1. In particular, this gives the following observation.
Given Remark 1 we make the following proposition for a bound on the immersion number of each product. Proposition 2. Given two graphs G and H where n is the number of vertices in H,
In trying to affirmatively answer Question 1, we use the same general strategy for each product. We consider graphs G and H with im(G) = t and im(H) = r. We look at a K t -immersion in G with terminals v 1 , v 2 , . . . , v t and a K r -immersion in H with terminals u 1 , u 2 . . . u r . We then consider K t × K r with the vertices labeled v 1 , v 2 , . . . , v t in K t and u 1 , u 2 . . . u r in K r . As terminals for our immersion in G * H we take a vertex from K t × K r (usually (v 1 , u 1 )) and all of its neighbors -these are vertices in G * H since each v i ∈ V (G) and each u j ∈ V (H). We are then able to use the K t -immersion in G and the K r -immersion in H along with the structure of the specific product to find paths in G * H connecting these terminals.
We begin with a discussion of the lexicographic product.
Lexicographic Products
The lexicographic product is of particular interest because Catlin [2] disproved the Hajós Conjecture [10] , that is, if χ(G) = n, then G contains a subdivision of K n , using lexicographic products of odd cycles and complete graphs. Every subdivision is an immersion, but not every immersion is a subdivision. Abu-Khzam and Langston conjectured that if χ(G) = n, then G contains an immersion of K n [1] . Theorem 3 implies that a lexicographic product is never a smallest counterexample to the AbuKhzam and Langston conjecture, since if G and H satisfy the conjecture, then G • H also satisfies the conjecture.
In the following theorem we prove a lower bound for the immersion number of the lexicographic product of two graphs. The following global definition of the lexicographic product will be helpful in our proof of the bound. For graphs G and H, G • H is obtained from a copy of G by replacing each vertex in G with a copy of H, and replacing each edge in G with a complete bipartite graph. Note that the lexicographic product is not commutative, so the roles of G and H in this global definition cannot be reversed.
Proof. (Theorem 3) Fix a K t -immersion in G and a K r -immersion in H. Consider G • H (with the global description given above). We use the r terminals in the copies of H that correspond to the t terminals in G as the terminal vertices of our K tr -immersion.
Within each copy of H there is a K r -immersion, which we use to get the required paths between the r terminals that we have chosen in H (for our K tr -immersion). Consider now, in G • H, two copies of H that correspond to terminals u and w in the K t -immersion in G. Let H v be the copy of H that corresponding to a vertex v. Since there is a path between u and w in the K t -immersion in G, H u is connected to H w by a sequence of copies of H, where each consecutive pair yields a K r,r between the two copies. There are two cases: (i) u and w are adjacent and (ii) u and w are not adjacent. In the case that u and w are adjacent, then each vertex in the set of r terminals in H u is adjacent to each vertex in the set of r terminals in H w . In the case that u and w are not adjacent, let the path between u and w in G be u, v 1 , v 2 , . . . , v t , w. It is well-known that K r,r has a proper edge-coloring with r colors. Choose any such r-edge coloring of K r,r , and apply this coloring to the edges Figure 1 . Illustration of the edge-coloring described in the proof of Theorem 3 when there is a path from u to w in G with r = 4. The edge colors are followed to form the paths from the terminals z 1 , z 2 , z 3 , and z 4 in H u to the terminals in H w . between H v i and H v i+1 for 1 ≤ i ≤ t − 1 and also to the edges between H vt and H w . Let the terminals in H u be z 1 , z 2 , . . . z r . Color the edge e between H u and H v 1 by e is colored i if and only if e is incident to z i . Then the resulting edge-coloring gives an i-colored path from z i to each terminal in H w . These edges provide the required edge-disjoint paths between our two copies of H. Therefore G • H has a K tr -immersion. Figure 1 shows an example of the edge-coloring process described in the above proof, and the paths that are formed.
Theorem 3 combined with Proposition 2 imply the following corollaries.
Proof. By Theorem 3 im(K t • K r ) ≥ tr and by Proposition 2, im(
Proof. By Theorem 3 im(C n • K r ) ≥ 3r and by Proposition 2, im(C n • K r ) ≤ (r − 1) + r(2) + 1 = 3r. Therefore im(C n • K r ) = 3r.
As an example where we can do better than the bound of Theorem 3, consider
Proof. By Proposition 2, im(K 3 • C 5 ) ≤ 2 + 5(2) + 1 = 13. We now describe the immersion. Label the vertices of K 3 as v 1 , v 2 , and v 3 . Label consecutive vertices in C 5 as u 1 , u 2 , u 3 , u 4 , and u 5 so that u 1 and u 5 are adjacent. All vertices are used as terminals except (v 2 , u 1 ) and (v 3 , u 1 ). Terminals in different copies of C 5 are connected by an edge. It remains to connect terminals in the same copy of C 5 to each other. To complete the immersion we use the following paths.
A similar strategy to the above may be used to show im(C 7 • C 5 ) = 13.
Next we explore the Cartesian product.
Cartesian products
The following global definition of the Cartesian product will be helpful in our proof of Theorem 8. Given graphs G and H, the graph G H can be obtained from a copy of H by replacing each vertex in H with a copy of G, and replacing each edge in H with a perfect matching that pairs identical vertices in the copies of G. Since the Cartesian product is commutative, we may switch the roles of G and H without changing the results. In Section 4.1, we discuss bounds for im(G H). In Section 4.2, we discuss the immersion numbers of several graph powers.
4.1.
Bounds on the immersion number. We begin by affirmatively answering Question 1 for the Cartesian product.
Theorem 8. Let G and H be graphs with im(G) = t and im(H
Consider G H with the global description described above. Suppose the terminals of the K t -immersion in G are u 1 , u 2 , . . . , u t , and suppose the terminals of the K rimmersion in H are v 1 , v 2 , . . . , v r . Choose a copy of G that corresponds to a terminal v k of the K r -immersion in H. For the terminals in our K t+r−1 -immersion, we choose the vertices that correspond to the terminals of the K t -immersion in this copy of G,
along with the vertices
where u l is some fixed terminal of the K t -immersion in G. For the paths between the terminals in set (1), use the edge-disjoint paths provided by the K t -immersion in G (keeping v k constant). For the paths between the terminals in set (2), use the paths provided by the K r -immersion in H (keeping u l constant, and joining
For this, first use the path from v k to v j in the K r -immersion,
Note that the first segment of this path is edge-disjoint from the paths we used to connect the vertices in (2), and the second segment of this path is the first time we have used edges within the v j copy of H. Hence we have built a
The following corollary shows that the above bound is tight for the Cartesian product of two complete graphs.
As an example where we can do better than the bound of Theorem 8, we now prove im(G P n ) ≥ t + 2 for n ≥ 5, when G = K t .
Theorem 10. Let G be connected with im(G) = t. Then im(G P n ) ≥ t + 2 for n ≥ 5 and G = K t .
Proof. Let G = K t be a connected graph with im(G) = t and let v 1 , v 2 , . . . , v t be the terminals in a K t -immersion in G. Since G = K t there is at least one non-terminal vertex in G, call it x. Let u 1 , u 2 , . . . , u n be the vertices of P n in order along the path. We choose as our terminals of the
For the paths between (v i , u 3 ) and (v j , u 3 ) we use the paths provided by the K timmersion in the copy of G corresponding to u 3 . In order to complete the immersion we need edge-disjoint paths from (v 1 , u 2 ) and (v 1 , u 4 ) to (v j , u 3 ) and between (v 1 , u 2 ) and (v 1 , u 4 ). For the paths from (v 1 , u j ), for j = 2 or 4, to (v i , u 3 ) use the edgedisjoint paths from (v 1 , u j ) to (v i , u j ) in the u j copy of G and the edge (v i , u j ) − (v i , u 3 ). For the path from (v 1 , u 2 ) to (v 1 , u 4 ) use the edge (v 1 , u 2 ) − (v 1 , w 1 ) followed by any path to (x, u 1 ) in the u 1 copy of G. Then the path (x, u 1 ) − (x, u 2 ) − (x, u 3 ) − (x, u 4 )−(x, u 5 ) followed by any path from (x, u 5 ) to (v 1 , u 5 ) in the u 5 copy of G. Then use the edge (v 1 , u 5 ) − (v 1 , u 4 ) to complete the path. This completes the immersion of K t+2 .
As an explanation for why G = K t in Theorem 10 we now show im(K t P n ) = t+1. This is also an example of a graph that does not reach the bound of Proposition 2 because ∆(K t P n ) = t + 1.
Theorem 11. Given a complete graph on t vertices, K t , and a path on n ≥ 2 vertices, P n , im(K t P n ) = t + 1.
To prove Theorem 11 we use the following lemma which follows from the Corner Separating Lemma found in [5] .
Lemma 12. Let G be a graph, C a cutset of edges in G, and M a connected component of G − C. If G has an immersion in which k terminals are in G − M and j terminals are in M , then |C| ≥ kj.
Proof. Let G be a graph, C be a cutset of edges, and M a connected component of G − C. Suppose G has an immersion in which k terminals are in G − M and j terminals are in M . Each of the terminals in G − M must be connected by a path to each of the terminals in M and these paths must be edge-disjoint. Therefore, there must be kj edge-disjoint paths from the k terminals in G − M to the j terminals in M . Since G − M and M are connected by an edge cutset C, each of these kj paths must use a unique edge of C. Thus, |C| ≥ kj.
Proof. (Theorem 11) Consider the graph K t P n with n ≥ 2. By Theorem 8,
By the global description of the Cartesian product, K t P n can be thought of as a sequence of copies of K t laid out like a path and connected by matchings along the path's edges. Therefore between consecutive copies of K t there is an edge cutset of size t. Since each copy of K t has only t vertices and we have t + 2 terminals total, all of the terminals cannot be in a single copy of K t . Starting at one end of the sequence of copies of K t , find the first copy of K t that contains a terminal. Suppose this copy of K t contains a terminals where 1 ≤ a ≤ t+1, then there are t+2−a terminals that are separated from this copy by an edge cut of size t. By Lemma 12, t ≥ a(t + 2 − a). That is, a 2 − a(t + 2) + t ≥ 0. When a = 1, a 2 − a(t + 2) + t ≤ 0. Similarly when a = t + 1, a 2 − a(t + 2) + t ≤ 0. The absolute minimum value of this quadratic occurs at a = t+2 2 , which is between 1 and t + 1. Therefore, a 2 − a(t + 2) + t ≤ 0 for the range of interest, this contradicts im(K t P n ) = t + 2. Thus, im(K t P n ) = t + 1.
4.2.
Powers of graphs and immersion number. Theorem 8 combined with Proposition 2 imply the following corollaries. Here G is the Cartesian product of G with itself times. 
In contrast, when ∆(G) = im(G) − 1, then the bound is not tight. As an example we find the immersion number of the Cartesian product of a path, P n , with itself d times. We begin by showing im(P 2 6 ) = 5. Proposition 16. im(P 2 6 ) = 5. Figure 2 ).
This completes the description of a K 5 -immersion in P 2 6 . Using Remark 1 and the fact that ∆(P 2 6 ) = 4 we can conclude im(P 2 6 ) = 5. Proof. First we prove that im(P d 6 ) = 2d + 1. Proposition 16 shows im(P 2 6 ) = 2(2) + 1 = 5. Assume im(P k 6 ) = 2k + 1 for k ≥ 2. When d = k + 1, P k+1 6 = P k 6 P 6 , thus by Theorem 10 and induction, im(P is 2(k + 1). Therefore, im(P k+1 6 ) = 2(k + 1) + 1. Since P d 6 is a subgraph of P d n for n ≥ 6 and ∆(P d n ) = 2d, we have shown im(P d n ) = 2d + 1.
As mentioned in the introduction, Kotolov [14] and Chandran and Sivadasan [3] proved bounds for the Hadwiger number of products of the graphs discussed above. Let G be a graph. The Hadwiger number of G, h(G), is the maximum m such that G has a K m -minor. For the d-dimensional hypercube, Kotlov proved h(Q d 
Direct products
The bounds for the immersion numbers of the Cartesian and lexicographic products were relatively straightforward to prove. In this section we discuss the direct product. The structure of the direct product is quite different than the previous two products and leads to challenges in proving a bound for the immersion number in the general case.
We begin by conjecturing that the answer to Question 1 is yes for the direct product.
Conjecture 1. Let G and H be graphs where im(G) = t and im(H)
The global definition for the direct product of graphs G and H is to form G × H from a copy of G by replacing each vertex in G with an edgeless copy of H, and replacing each edge in G with a set of edges joining vertices h, h in the two different copies of H when hh ∈ E(H). Since the direct product is commutative, we may switch the roles of G and H without changing the results. In this section we present evidence towards the proof of Conjecture 1. In Section 5.1, we consider cases where the graphs are complete or have a subgraph of a complete graph of the same size as the immersion number. In Section 5.2, we consider cases involving the parity of the number of pegs on each path in an immersion.
5.1. Direct products of complete graphs. We begin by proving the immersion number for the direct product of two complete graphs.
Proof. Observe that when t = r = 2, im(K 2 × K 2 ) = 2 since K 2 × K 2 is two disjoint edges.
We now consider the case when at least one of t or r is greater than 2. By Proposition 2, im(K t × K r ) ≤ (t − 1)(r − 1) + 1. To complete the proof we define a
Label the vertices of each complete graph 1, 2, . . . , t or r. The (t − 1)(r − 1) + 1 terminals of our clique immersion will be (1, 1) and all its neighbors. Let N [(1, 1)] = {(i, j) | 2 ≤ i ≤ t, 2 ≤ j ≤ r}, the neighbors of (1, 1). Some pairs of these terminals are adjacent in K t ×K r ; in that case we use the edge between them for the immersion. It remains to define a path between each pair of vertices in N [(1, 1)] that share a first coordinate or a second coordinate.
Define a graph S with vertex set N [(1, 1)] where two vertices are adjacent if and only if they are not adjacent in K t × K r . Note that a vertex (x, y) ∈ S is part of one clique of size r − 1, namely the clique with vertex set {(x, j) : 2 ≤ j ≤ r}, and part of one clique of size t − 1, namely the clique with vertex set {(i, y) : 2 ≤ i ≤ t}; (x, y) has no other adjacencies beyond these two cliques. Hence the edges of S can be partitioned into t − 1 copies of K r−1 (one corresponding to each i ∈ {2, 3, . . . , t} in the first slot, which we call the ith copy of K r−1 ) and r − 1 copies of K t−1 (one corresponding to each j ∈ {2, 3, . . . , r} in the second slot, which we call the jth copy of K t−1 ). In particular, S is isomorphic to K t−1 K r−1 .
For each edge in S, we must define a path in K t × K r between its endpoints. To do this we shall rely on edge-colorings of cliques, and associate colored edges in S with particular paths to use in K t × K r . A complete graph K n has maximum degree n − 1 and so is n-edge-colorable by Vizing's Theorem. In the case that n is odd and an n-edge-coloring using the colors 1, 2, . . . n has been assigned to K n , observe that each of these n colors is missing at exactly one vertex. Remove the vertex that is missing an edge colored 1, and label the other vertices 2, 3, . . . , n according to the color of its removed edge. We are now left with an n-edge-coloring of K n−1 (an even clique) in which every vertex sees the color 1, and every other color is missing at exactly two vertices. In particular, this means that every vertex is missing exactly two of the colors 2, . . . , n, exactly one of which is its vertex label. We shall refer to this particular edge-coloring and vertex-labelling as our even clique assignment; see Figure 3 . Given a copy of K n−1 where n is even (so K n−1 is an odd clique), consider the (n − 1)-edge-coloring of K n−1 using the colors 2, 3, . . . , n. Each of these colors will be missing at exactly one vertex; consider each vertex to be labelled with its missing color. We shall refer to this particular edge-coloring and vertex-labelling as our odd clique assignment; see In this case, K t−1 and K r−1 are both odd cliques, and we use our odd-clique assignment on each of our r copies of K t−1 and each of our t copies of K r−1 . We do this in such a way that vertex (i, j) in S is labelled i in its copy of K t−1 and labelled j in its copy of K r−1 .
Suppose the color of the edge (i, j) − (k, j) is a. Then we choose the path between these vertices to be (i, j) − (a, 1) − (k, j). Note that this is indeed a path in K t × K r , as a = i, k and j = 1. Since a = 1, we are not using any of the (already used) edges incident to (1, 1). Moreover, the edges in the jth-copy of K t−1 labelled a form a matching, so these paths use each edge incident to (a, 1) at most once.
Similarly, suppose the color of the edge (i, j) − (i, k) is b. Then b = 1, j, k and i = 1, and we choose the path from (i, j) to (i, k) to be
The edges in the ith copy of K r−1 labelled b form a matching, so we use each edge incident to (1, b) at most once. These edges are disjoint from the edges incident to (a, 1) because a and b are not 1. This completes the description of our desired immersion in K t × K r .
Case 2: exactly one of t, r is odd.
Suppose, without loss of generality, that t is even and r is odd. In this case, K t−1 is an odd clique while K r−1 is an even clique. We use our odd-clique assignment on each of our r copies of K t−1 and our even-clique assignment on each of our t copies of K r−1 . We do this in such a way that vertex (i, j) in H is labelled i in its copy of K t−1 and labelled j in its copy of K r−1 .
For edges in copies of K t−1 , we do the path-assignment according to colors exactly as in Case 1.
Consider now an edge (i, j) − (i, k) in the ith copy of K r−1 , and suppose it has color b. If b = 1, we define the path as before, namely
In the case b = 1 however, we must proceed differently as all edges incident to (1, 1) have already been used. In this case, we look more closely at this copy of K r−1 . The vertex (i, j) is missing exactly two colors in this copy, namely j and a second color c = 1. The vertex (i, k) is missing k and a second color d = 1. We choose the path between these vertices to be
We haven't used the edges (i, j) − (1, c) or (1, d) − (i, k) in the first step (dealing with edges not colored 1 in the K r−1 ), because c is missing at (i, j) and d is missing at (i, k). We haven't used the edges (1, c) − (i, 1) or (i, 1) − (1, d) in the first step because j, k = 1. Moreover, these new paths do not overlap any of the edges used for our paths from the K t−1 's (i.e. paths between vertices in one of the copies of K t−1 ), because those edges were all of form (x, y) − (a, 1) where x = 1. This completes the description of our desired immersion in K t × K r .
Case 3: t, r are both odd.
Let t = t − 1, so t is even. Define S to be the subgraph of S obtained by deleting the vertices with t in the first coordinate. Apply Case 2 to the pair t , r to get paths corresponding to every edge in S . Of these paths, we will change only the longest ones, that is, the paths of length 4. The paths of length 4 in Case 2 occur between vertices (i, j) and (i, k) when the color b on the edge (i, j)−(i, k) is 1. We will replace each such path with
Since j, k = 1 and since t = i, this is indeed a path. Since the paths we are replacing correspond to a matching (in fact a perfect matching in the ith copy of K r−1 ) and since t is a completely new value, these edges have not yet been used in the immersion.
It remains now to define paths between pairs of vertices in which at least one vertex has t in the first coordinate. We will do this based on the edge-coloring of S .
In particular, for a vertex (t, j), 2 ≤ j ≤ r, we must define paths to it's neighbors in S and to the other vertices with first coordinate t. Let 2 ≤ i ≤ t − 1.
For the first type of path, we use
where c is the color missing at (i, j) (in addition to j) in the ith copy of K r−1 . Note that the path (i, 1) − (1, c) − (i, j) was precisely one half of the length 4 path between (i, j) and (i, k) that we deleted. Hence these edges are indeed available and form a path (note the other half of this length four path will be used to join (t, j) to (i, k)). The first edge of the path, (t, j) − (i, 1) is an edge because t = i and j = 1.
We must now define paths between each pair of vertices with t in the first coordinate.
We applied Case 2 to S , this means each copy of K r−1 in S has the same fixed coloring of it's edges. Let b be the color of the edge between j and k in K r−1 . If b = 1 then we define the path
Note that, no edges of form (t, x), (1, y) with x, y = 1 have been previously used.
If b = 1, we must proceed differently, as all edges incident to (1, 1) have already been used. In this case, we look more closely at the edge-coloring of K r−1 . Each vertex, j, in K r−1 is missing exactly two colors, namely j and a second color c = 1. Another vertex k is missing k and a second color d = 1. We choose the path to be (t, j) − (1, c) − (t, 1) − (1, d) − (t, k) .
The edge (t, j) − (1, c) or (1, d) − (t, k) have not previously been used because c is missing at j and d is missing at k in the copy of K r−1 . We previously used edges incident to (t, 1) in paths of form (i, j) − (t, 1) − (i, k) , but there we know that i = 1, so we are not re-using any edges from those paths. This completes the description of our desired immersion in K t × K r .
The following corollary follows directly from Theorem 18.
Corollary 19. Let G and H be graphs with im(G) = t and im(H) = r, and suppose that K t is a subgraph of G and K r is a subgraph of H.
Proof. Define a K (t−1)(r−1)+1 -immersion in G×H using only the complete subgraphs and Theorem 18. Therefore im(G × H) ≥ (t − 1)(r − 1) + 1.
We now prove the conjecture for a general graph G and a graph that contains K r as a subgraph. Here r ≥ 3 since we use an r × r idempotent Latin Square in our proof of Case 3 and there is no 2 × 2 idempotent Latin Square.
Theorem 20. Let G and H be graphs with im(G) = t and im(H) = r where r ≥ 3, and suppose K r is a subgraph of H. Then im(G × H) ≥ (t − 1)(r − 1) + 1.
Proof. Note that, it suffices to prove the theorem for H = K r . Let v 1 , v 2 , . . . , v t be the terminals of a K t -immersion in G, and let the vertices of H = K r be 1, 2, . . . , r. The (t − 1)(r − 1) + 1 terminals of our clique immersion will be (v 1 , 1) and (v 2 , k), (v 3 , k) , . . . , (v t , k) for each k ∈ {2, 3, . . . , r}.
We use the same plan for routes between terminals as in the proof of Theorem 18, where each vertex v i replaces i for 1 ≤ i ≤ t. However, vertices that were adjacent in K t may now be connected by a path. In order to complete the immersion, we need to show how to replace each edge in any route used in the proof of Theorem 18 by a path.
Consider (v i , m) − (v j , n) where i < j and m = n. We want to describe a path in G × K r from (v i , m) to (v j , n). If v i is adjacent to v j in G, then these two vertices are adjacent. Otherwise, let P i,j be the path in G between v i and v j in a fixed
Case 1: The number of pegs, a, is even.
Then we use the route
These paths will be edge-disjoint because the paths P i,j in G are edge-disjoint and we alternate between the mth copy and the nth copy of K r .
Case 2: The number of pegs, a, is odd and K r is an odd clique.
Consider an edge coloring of K r using r colors in which the color k is missing at vertex k. This is possible because K r is an odd clique. In this coloring, suppose the color on the edge mn is , this means = m, n. Then we use the route
These paths will be edge-disjoint because the paths P i,j in G are edge-disjoint and the color is missing at vertices m and n in K r .
Case 3: The number of pegs, a, is odd and K r is an even clique.
Let A be a r ×r idempotent Latin square, that is, a Latin square in which a hh = h. Consider a copy of K r in which every edge is replaced with a directed 2-cycle. We use A to color this digraph. color the directed edge hk with a hk . Suppose is the color on the directed edge mn. Since A is an idempotent Latin square, = m, n. Then we use the route
Using a Latin square insures that each out-edge at a vertex is a different color and each in-edge at a vertex is a different color because the colors do not repeat in a row or column. This, combined with the fact that the P i,j are edge disjoint in G, means these paths will be edge-disjoint.
The proof technique from Theorem 20 does not work for r = 2 because in this case we may not be able to choose (v 1 , 1), (v 2 , 2), (v 3 , 2) , . . . , (v t , 2) as our terminals. For example, consider the graph in Figure 5 . In using our proof technique to find an immersion of K 4 in G × K 2 we would choose (v 1 , 1), (v 2 , 2), (v 3 , 2), (v 4 , 2) as our terminals. Each terminal has degree 3 and therefore every edge incident to a terminal must be used on a path to connect to the other terminals. Every vertex in G × K 2 has degree 2 or 3, this means every non-terminal vertex can be used as a peg at most once. Since (v 3 , 2) and (v 4 , 2) have two neighbors in common, namely (v 2 , 1) and (p 1 , 1), at most one can be used on the path from (v 3 , 2) to (v 4 , 2), meaning the other neighbor must be used as a peg twice, once for (v 3 , 2) and once for (v 4 , 2) contradicting it can only be used as a peg one time. Thus we are unable to complete the immersion. However, in Figure 5 , we identify an immersion of K 4 in G × K 2 using different terminals.
Another issue with the example provided in Figure 5 is that the immersion of K 4 in G contains paths of different parity. We discuss this in the next section. theorem must therefore take into account the parity of the number of pegs between terminal vertices in the factors of a direct product.
In the next theorem we prove that if the parity of all paths in both immersions is the same, then our previous bound holds.
Theorem 21. Let G and H be graphs such that im(G) = t and im(H) = r. If there is an immersion I 1 of K t in G and an immersion I 2 of K r in H such that every path between terminals in both of these immersions has the same parity, then im(G × H) ≥ (t − 1)(r − 1) + 1. Proof. Let G and H be graphs such that im(G) = t and im(H) = r. Let immersion I 1 of K t in G and immersion I 2 of K r in H be immersions such that the parity of every path in I 1 and I 2 between terminals is the same. Let the terminals of I 1 be labeled 1, 2, . . . , t and the terminals of I 2 be labeled 1, 2, . . . , r. The (t − 1)(r − 1) + 1 terminals of our clique immersion will be (1, 1) and (j, k) for each j ∈ {2, . . . , t} and each k ∈ {2, . . . , r}.
Case 1: Suppose every path in I 1 and I 2 has an even number of pegs. We will use the proof method of Theorem 18. In Theorem 18 we constructed a K (t−1)(r−1)+1 -immersion, I, in K t × K r with terminals (1, 1) and all of its neighbors. We are using the same terminals now in G × H, but will replace each edge of I by a path in G × H.
Let (a, b) − (c, d) be an edge in I, thus a = c and b = d. Let the path from a to c in I 1 be
and let the path from b to d in I 2 be
where k and l are even and, without loss of generality, k ≤ l. We choose the path from (a,
We must now confirm that these newly defined paths in G × H are edge-disjoint. Note that the only times we will use P a,c and P b,d together is when connecting (a, b)  to (c, d) or when connecting (a, d) to (c, b) . Using the above, our path from (a, d) to (c, b) will be (a, q 1 ) − (c, b) . This path is edge-disjoint from the path from (a, b) to (c, d) because all of the vertices are different (the sum of the subscripts of each vertex on the path from (a, b) to (c, d) is even, while the sum of the subscripts of each vertex on the path from (a, d) to (c, b) is odd). In the case where one of the paths, P ac or P bd , is an edge we give the first vertex a subscript of 0 and the second vertex a subscript of 1 and the above parity argument applies. Therefore we have defined a 
the path from 1 to a in I 1 be
and the path from 1 to b in I 2 be
where k, l, m, and n are odd and, without loss of generality, k+2j = l and m+2h = n for some whole numbers j and h. If a = c, b = d, then for our path from (a, b) to (c, d) we use the path
For our path from (1, 1) to (a, b) we use
If a = c then for our path from (a, b) to (a, d) we use
Similarly, if b = d then for our path from (a, b) to (c, d) we use
We must confirm that none of the defined paths share any edges. Suppose for a contradiction that the edge (x 1 , x 2 ) − (y 1 , y 2 ) is used on two different paths in our immersion where x 1 y 1 is on P e,f in I 1 and x 2 y 2 is on P g,h in I 2 , where e and f are terminals in I 1 and g and h are terminals in I 2 . This means that we used the paths P e,f and P g,h in two instances, i.e., when making the path from (e, g) to (f, h) and when making the path from (e, h) to (f, g). For the purpose of our argument, we label the paths P e,f and P g,h as follows
. . − v n − h where m and n are odd and m ≤ n.
If e, f, g, h = 1, then e = f and g = h. Then the path from (e, g) to (f, h) will be
and the path from (e, h) to (f, g) will be
As we can see, since the direction in which we traverse the path P g,h is different in each case, the edge (x 1 , x 2 ) − (y 1 , y 2 ) is not actually repeated.
If e = 1 then the paths we are considering are (1, 1) to either (f, g) or (f, h) and (f, g) to (f, h). In each case the path P e,f is not used, so the edge (x 1 , x 2 ) − (y 1 , y 2 ) will not be used.
We have shown that the paths we defined are edge disjoint and thus have defined an immersion of
If we know that one of the factors of G × H has an immersion in which every path has an even number of pegs, we can generalize the result of Theorem 21 as follows. To do this we again use the blueprint provided by the proof of Theorem 20.
Theorem 22. Let G and H be graphs such that im(G) = t and im(H) = r where r ≥ 3. If there is an immersion I 2 of K r in H such that every path in the immersion has an even number of pegs, then im(G × H) ≥ (t − 1)(r − 1) + 1 Proof. Let G and H be graphs such that im(G) = t and im(H) = r and let I 2 be an immersion of K r in H such that every path in the immersion has an even number of pegs. We will use the proof method of Theorem 20. In Theorem 20 we constructed a K (t−1)(r−1)+1 -immersion, I in G × K r with terminals (v 1 , 1) and (v 2 , k), (v 3 , k), . . . , (v t , k) for each k ∈ {2, 3, . . . , r}, where v 1 , v 2 , . . . , v t are terminals in a K t -immersion in G. We use the same terminals now in G × H, but will replace each edge of I by a path in G × H. We must now confirm that these newly defined paths in G × H are edge-disjoint. Note that, the only times we will alternate a and c in the first coordinate and (iii) Let m ≥ 6 and n = 4. Since C 6 and C 4 are bipartite, C 6 × C 4 has two isomorphic connected components. We will only describe the immersion for one component, where we use (2, 2), (4, 2), (6, 2), (1, 3) , and (3, 3) as the terminals of our K 5 -immersion. We then use the following edges and paths to complete the immersion. Proof. Case 1: Let m be even. In Case 2(iii) of Theorem 24 we did not use the full cycle in the second coordinate, so in fact this case proves that im(C m × P 4 ) = 5 for m even and greater than or equal to 6 (also illustrated in Figure 6 ).
Case 2: Let m be odd. Label the vertices of the cycle 1, 2, . . . , m clockwise around the cycle and label consecutive vertices on the path 1, 2, 3, 4. We choose (1, 2), (1, 3), (2, 2), (2, 3) , and (3, 2) as the terminals of our K 5 -immersion. We then use the following edges and paths to complete the immersion. We believe Conjecture 2 will be resolved once the remaining cases for Conjecture 1 are resolved.
In this paper we have completely resolved Question 1 for the lexicographic and Cartesian products. We have provided much evidence that the answer will be yes for the direct product as well, but will need different proof techniques to fully resolve the direct product. For each product we were able to find examples where we could do better than the bound of im(K t * K r ). For this reason, future work should include exploring the following question. Question 2. Let G and H be graphs with im(G) = t and im(H) = r. For each of the four standard graph products G * H, how large is im(G * H)?
