We consider the reliability of some numerical methods in preserving the stability properties of the linear stochastic functional differential equation
Introduction
Volterra integro-differential equations arise in the modelling of hereditary systems (i.e., systems where the past influences the present) such as population growth, pollution, financial markets and mechanical systems (see, e.g., [1, 4] ). The long-term behaviour and stability of such systems is an important area for investigation. For example-will a population decline to dangerously low levels? Could a small change in the environmental conditions have drastic consequences on the long-term survival of the population? There is a growing body of works devoted to such investigations (see, e.g., [8, 25] ). Analytical solutions to such problems are generally unavailable and numerical methods are adopted for obtaining approximate solutions. A large number of the numerical methods are developed from existing numerical methods for systems of ordinary differential 2 Reliability to preserve stability properties equations (see [24] for a discussion of some of these methods for ODEs). A natural question to ask is "do the numerical solutions preserve the stability properties of the exact solution?". We refer the reader to a number of works where the answers to such questions are investigated: [2, 3, 6, 7, 9, 28] .
Many real-world phenomena are subject to random noise or perturbations (e.g., freak weather conditions may adversely affect the supports of a bridge, possibly changing the long-term integrity of the structure). It is a natural extension of the deterministic work carried out by ourselves and others to consider the stability of stochastic systems and of numerical solutions to such systems. We refer the readers to a number of texts which discuss the role of stochastic systems in mathematical modelling: [1, 15, 27] . In particular, stochastic integro-differential equations and its difference analogues are considered in [5, [11] [12] [13] [14] 26] .
In this paper we consider the scalar linear test equation where α,β,σ,τ ≥ 0 are real constants, and W(t) is a standard Wiener process. General theory of stochastic differential equations type of (1.1) was studied by Gikhman and Skorokhod [10] . The selected test equation (1.1) arises from the deterministic linear test equation of Brunner and Lambert [2] ẋ(t) = αx(t) + β t 0 x(s)ds by replacing the parameter α with its mean-value plus a stochastic perturbations type of the white noise α + σẆ (t) . This leads to the stochastic differential equation dx(t) = (αx(t) + β t 0 x(s)ds)dt + σx(t)dW(t). An addition of delay τ ≥ 0 in the stochastic term of this equation is a quite natural generalization and leads to (1.1). The delay τ does not have any influence on the obtained stability conditions but allows to demonstrate the construction of these conditions more completely. On the other hand even for τ = 0 the difference analogue of (1.1) is a difference equation with delay. So, an addition of delay τ does not lead to the essential complication of the text.
dx(t) = αx(t)
When considering the stability of a system we must decide on a suitable definition for stability. There are a number of definitions for the stability of stochastic systems. A common choice of definition amongst numerical analysts investigating stochastic differential equations is that of mean square stability and asymptotic mean square stability. We derive asymptotic mean square stability conditions for the linear test equation (1.1). An analogous approach is used to derive conditions for asymptotic mean square stability of a linear stochastic difference equation. It is shown that our choice of numerical methods are special cases of this particular difference equation, thereby allowing us to produce stability conditions for the numerical solutions to the original problem. Finally, we present some stability diagrams and numerical experiments to illustrate our results.
The main conclusion of our investigation here can be formulated in the following way: if the trivial solution of the initial functional differential equation is asymptotically mean square stable then there exists a method and a step of discretization of this equation so that the trivial solution of the corresponding difference equation is asymptotically mean square stable too. Moreover, it is possible to find an upper bound for the step of discretization for which the corresponding discrete analogue preserves the properties of stability.
The conditions for asymptotic mean square stability are obtained here by virtue of Kolmanovskii and Shaikhet's general method of Lyapunov functionals construction ( [17-23, 29, 31-33] ) which is applicable for both differential and difference equations, both for deterministic and stochastic systems with delay.
Let us remind ourselves of some definitions and statements which will be used. Let {Ω, Ᏺ,P} be a basic probability space with a family of σ-algebras f t ⊂ Ᏺ, t ≥ 0, and H be a space of f 0 -adapted functions ϕ(s), s ≤ 0. Let E be the sign for expectation.
Consider a stochastic differential equation with aftereffect Let D be a space of functionals V (t,ϕ), where t ≥ 0, ϕ ∈ H, for which the function 4) has one continuous derivative with respect to t and two continuous derivatives with respect to x. For each functional V from D the generator L is defined by the formula 5) where the prime symbol denotes transpose. 4 Reliability to preserve stability properties Let {Ω, Ᏺ,P} be a basic probability space, f i ∈ Ᏺ, i ∈ Z = {0, 1,...} be a sequence of σ-algebras, ξ i ∈ R m , i ∈ Z be f i+1 -adapted and mutually independent random variables. Suppose also that Eξ i = 0, Eξ i ξ i = I, where I is an identity matrix.
Consider a stochastic difference equation 
where
Then the trivial solution of (1.7) is asymptotically mean square stable.
A linear stochastic Volterra integro-differential equation
Consider (1.1). It is well known [16] that for β = 0 the inequality
is the necessary and sufficient condition for the asymptotic mean square stability of the trivial solution of (1.1).
If σ = 0 then (1.1) reduces to the Brunner and Lambert test equation [2] and also takes the differential formẍ
In this case the inequalities
are the necessary and sufficient condition for asymptotic stability of the trivial solution of (1.1).
We proceed in the following way to obtain asymptotic mean square stability conditions for the trivial solution of (1.1) via Lyapunov's second method. Following conditions (2.1), L. E. Shaikhet and J. A. Roberts 5 (2.3) we will suppose that the conditions
hold.
We transform (1.1) in the following way. Let
Then (1.1) is transformed into the system of equations
or in the matrix form
Following the general method of Lyapunov functionals construction [17, 18] we will construct a Lyapunov functional for (2.7) in the form V = V 1 + V 2 , where the main part V 1 of the functional V must be chosen as a Lyapunov function for some auxiliary differential equation without delay (in this case it is (2.7) with B = 0). Let us choose V 1 in the form
p12 p22 is a positive definite matrix. Calculating for (2.7) the generator L we obtain
Let us choose the additional functional V 2 in the form
and from (2.9), (2.11) it follows for the functional
Suppose that the matrix P is a positive definite solution of the matrix equation with the solution
It is easy to check by conditions (2.4) that p 11 > 0, p 22 > 0 and p 11 p 22 > p 2 12 . Therefore the matrix P with elements (2.15) is positive definite, as required. From here and (2.12), (2.13) it follows that there exists a positive definite functional V , for which LV = −|y(t)| 2 . Recalling our originally supposed conditions, (2.1) with β = 0, (2.4), and using [16] we can now state the following result.
Theorem 2.1. The system of inequalities
is the necessary and sufficient condition for asymptotic mean square stability of the trivial solution of (1.1).
Stability of difference analogues to the integro-differential equation
Let {Ω, Ᏺ,P} be a basic probability space, f i ∈ Ᏺ, i ∈ Z = {0, 1,...} be a sequence of σ-algebras and E be the sign for expectation. If we quantify equation (1.1) using a numerical method based on the Euler-Maruyama scheme for the stochastic differential equation part and a θ method to approximate the integral with a quadrature, then we obtain a family of numerical methods of the form
are f i+1 -adapted and mutually independent random variables such that
is the necessary and sufficient condition for asymptotic mean square stability of the trivial solution of (3.1) [29] . Suppose that b = 0. We transform (3.1) for i ≥ 2 in the following way:
As a result we obtain (3.1) in the form
It is known [29] that for σ 2 = 0 the necessary and sufficient condition for asymptotic mean square stability of the trivial solution of (3.4) is
We now obtain a sufficient condition for asymptotic mean square stability of the trivial solution of (3.4) for arbitrary σ 1 and σ 2 . Let
Then (3.4) takes the following matrix form:
Using the general method of Lyapunov functionals construction [20] let us construct a Lyapunov functional V i for (3.9). This method consists of four steps. On the first step of the method we have to consider some simple auxiliary difference equation. In the case of (3.9) the auxiliary difference equation is the equation without delay x(i + 1) = A 1 x(i) (i.e., (3.9) with B 1 = B 2 = 0). On the second step we have to construct a Lyapunov function v i for this auxiliary difference equation. Let
8 Reliability to preserve stability properties and suppose that the matrix D is a positive semi-definite solution of the matrix equation
with d 22 > 0. It is easy to check that the function v i is a Lyapunov function for the equation
On the third step we will construct the functional V i for (3.9) in the form V i = V 1i + V 2i , where the main part V 1i = v i and the additional part V 2i will be chosen below. Calculating EΔV 1i = E(V 1,i+1 − V 1i ), by virtue of (3.10), (3.9) we obtain
(3.12) From (3.11) it follows that 
Letting γ 0 = max(γ,0) we can at last (the fourth step of the method) by some standard way choose the additional functional
It follows that
So, using (3.16), (3.23) for the functional V i = V 1i + V 2i we have
If γ ≥ 0 then γ 0 = γ and, using (3.21), we obtain 
is the necessary and sufficient condition for asymptotic mean square stability of the trivial solution of (3.4). Consider now the situation if γ < 0. In this case γ 0 = 0 and (3.24) takes the form
So, if γ < 0 then the inequality σ Note that by virtue of (3.6) we have
Therefore, by condition (3.26) , that is equivalent to d 22 Using (3.5), (3.6), we rewrite condition (3.26) in terms of the parameters of (3.1): 
− σ 2 h < α 14 Reliability to preserve stability properties If we calculate the infimum with respect to θ in the left-hand part and the supremum in the right-hand part of inequalities (3.37) we obtain It is easy to check that if h → 0 then condition (3.38) coincides with condition (2.16). It leads to the following useful statement. 
Upper bound for the step of discretization
From condition (3.37) it follows that f (h) > 0 where
Using the representation (4.1) consider different possible cases for determining an upper bound for the step of discretization.
Case β
, where 
Case θ
Since 2α + σ 2 < 0 and αβ > 0 then f (h) < 0 for h ∈ [0,h 1 ), where 
Case
Numerical experiments
We illustrate some of our results with trajectories of (3.1). Note that in [30] an absolute correspondence of asymptotic mean square stability of the trivial solution and convergence of trajectories to zero was shown. system. If we change the parameter h to h = 0.06 we no longer have a stable system (as shown in Figure 5 .2, as expected from examining Figure 3.5) . which replicates this stability property. In Figure 5 .3 the sufficient conditions for asymptotic mean square stability of the discrete system (i.e., −38.8603 < α < −0.5147, given the other parameters) are not satisfied and the trajectories are indeed unstable, whereas in Figure 5 .5, given the other parameters) are satisfied and we have asymptotic mean-square stability. Figure 5 .6 uses the same parameters as Figure 5 .3 except that α = −39. In this case the sufficient conditions are not satisfied for the discrete analogue (we are very close to satisfying them though) but we still have asymptotic mean square stability, thus verifying that are conditions are only sufficient and not necessary and sufficient. However we believe our experiments indicate that the sufficient conditions are very good ones.
