Overset grids are used in conjunction with a fiiite volume time domain (FVTD) Maxwell Equations solver to conduct electromagnetic scattering simulations on distributed memory massively parallel computing platforms. Simulation results are presented for two spheres in close proximity as well as a finned missile-like configuration. In addition, parallel performance data is presented for program runs on three modem parallel architectures. Results show the overset grid algorithm to be highly scalable and capable of producing results of comparable accuracy to singlegrid solutions while greatly simplifying the often complex grid-generation process.
Introduction
Over the past several years, researchers from the computational fluid dynamics (CFD) community have begun to apply techniques developed for CFD to computational electromagnetics (CEM) problems. Specifically, they have drawn on the vast body of knowledge developed for solving hyperbolic systems of partial differential equations (PDEs) in an attempt to advance the state of the art in time domain simulations of electromagnetic phenomena govemed by the Maxwell Equations.
Their efforts have given birth to the FVTD meth~dology~.~.
This work also brings to the CEM community a technique originally developed for CFD-the concept of overset or Chimera grids. This gridding scheme was originally developed by Benek, et al.' to simplify the often complex grid generation procedure required for a typical hyperbolic PDE solver. In this approach, a complex configuration is divided into a series of component geometries, and a body-conformal structured grid is generated around each component. The resulting grids are allowed to arbitrarily overlap and thereby combined to form a glohally-unstructured grid. The cells comprising the grid are updated either via application of the discretized goveming equation or by interpolation of information from surrounding cells. Although Yeel0 has used overset grids with a staggered grid finite difference time domain algorithm, the methodology has gone largely unnoticed in the CEM community.
In addition to the benefits offered by overset grids, the present work seeks to exploit the capabilities of modem distributed memory parallel computing architectures. These machines typically possess massive amounts of memory and large numbers of processors thus making them ideal platforms for conducting large-scale CEM simulations. In order to extract a high level of performance from these machines, the computational domain is typically partitioned and assigned to the avaiable processors in some fashion. The manner in which the computational domain is partitioned can have a dramatic effect on the parallel performance of an algorithm. To this end, techniques have been developed for efficiently dividing and mapping to the available processors a computational domain comprised of overset grids3. The combination of overset grids and parallel computing results in a technology that is both flexible and efficient, thus facilitating increasingly-complex electromagnetic scattering simulations.
Methodology
The cell-centered collocated FVTD methodology used in the present study solves the two Maxwell curl equations using a flux-vector splitting approach after Steger and Warming7 with a Monotone Upstream-centered Schemes for Conservation Laws (MUSCL) variable extrapolation technique after van Leer9. Time integration is performed via a two-stage Ruuge Kutta procedure to U.S. Government Work Not Protected by U.S. Copyright yield a numerical technique that is spatially third order and temporally second order accurate. Complete details of the numerical scheme can be found in references 2 and 5.
Prior to execution of the FVTD algorithm, the geometry must be generated, the interpolation stencils computed, and the domain partitioned for the desired parallel decomposition. The geometry generation process includes the creation of the computational grid as well as the identification of any surfaces for boundary conditions and radar cross section calculations. The generated grid is then input into PEGSUS, a program developed for computing interpolation stencils in an overset grid environment*. The output from PEGSUS along with the computational grid are then fed into the domain decomposition program which is able to partition a computational domain comprised of structured, unstructured, or overset grids for use on a distributed memory computing platform. Output from the domain decomposition algorithm serves as the input to the FVTD solver. The process is designed to be extremely flexible and requires little or no code modifications, even for radical changes in geometry. Figure 1 shows a sample grid configuration for two perfectly electrically conducting (PEC) spheres of diameter one wavelength and a center-to-center separation distance of two wavelengths. The two spheres are each gridded with a body-conformal grid and then embedded within a uniform Cartesian background grid. While generating a single-zone structured grid for this geometry would be somewhat difficult, the overset grid approach allows for a simple grid generation procedure. The radar cross section (RCS) calculation for this geometry appears in Figure 2 . The FVTD result agrees extremely well with the analytical solution computed via the generalized multipole technique4. This indicates that the errors associated with the interpolation process do not significantly impact the solution quality. Although not presented here, several grid cell densities were examined. Results indicate that the algorithm is relatively insensitive to grid cell density of the background grid' but is highly dependent on sufficient mesh resolution in the direction normal to the scattering surface. Indeed, experience has shown that, depending on the frequency of the incident wave, the wall spacing of the first cell must be between 100 and 2000 cells per wavelength.
Results

Scattering Simulations
A further demonstration of the utility of the overset grid approach is given by the geometry depicted in Figure 3 which shows the surface grids for a finned missile-like configuration. The fins are modeled as flat plates of finite thickness while the body is constructed from a circular cylinder with hemispherical end caps. Each of the fins is gridded independently of the body, and the fin grids are then embedded within the missile body grid as shown in Figure 4 . Cells in the missile body grid which fall inside the fins are excluded from the computations. These cells are termed hole cells and are computed via PEGSUS prior to run time. Figure 5 . Part a of the figure shows a single plane of one fm grid in conjunction with the local scattered electric field contours. Part 6 of Figure 5 contains the same information superimposed on top of the electric field contours of the missile body grid. Although the contours of the two grids agree in overall character, they do not match exactly. This is to be expected since the cell spacing of the two grids differs significantly and therefore the numerical errors associated with the FVTD scheme differ on each grid. The contours show regions of high scattering near the edges of the fin which is consistent with physical expectations.
The validity of the tri-linear interpolation technique is demonstrated in
Parallel Performance
The parallel performance of the algorithm has been assessed for a variety of grid sizes and problem types. Typical speedup and efficiency results are shown in parts a and 6, respectively, of Figure 6 . The presented results were obtained from program runs on the Intel Paragon, Cray T3D, and IBM SP2. Due to processor count and availability issues particular to each machine, the maximum number of processors used in the present work on each architecture was 128, 64, and 32, respectively. For the results shown, the total number of cells in the computational domain was approximately 166,000. Clearly, the algorithm scales very well, with efficiencies for the T3D and Paragon consistently above 90% even for this relatively small problem. An overset grid FVTD solver designed for use on distributed architectures has been developed and tested. Results show the algorithm is capable of providing accurate results while greatly simplifying the geometry-generation process. Furthermore, the scheme has been demonstrated to achieve excellent parallel efficiencies on a variety of distributed architectures. Overall, the methodology shows great promise as a tool for conducting complex time domain scattering and wave pmpagation simulations.
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