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1. Resumen
Nuestro entendimiento de los feno´menos naturales habitualmente se sobresimplifica en la capa-
cidad de mensurar propiedades de un sistema de estudio, que luego se interpreta probando alguna
hipo´tesis (usualmente formalizada en lenguaje matema´tico). Luego, esta hipo´tesis se verifica a trave´s
de modelos que capturan su esencia o bien muta en nuevas hipo´tesis.
En la ciencia de materiales, el uso de modelos parame´tricos es de uso habitual para obtener in-
formacio´n de mensurables f´ısicos. La informacio´n del mismo se obtiene al maximizar la verosimilitud
entre los datos experimentales y el modelo propuesto.
En el presente trabajo de tesis de grado para optar por el t´ıtulo de licenciado en matema´tica,
se propusieron y programaron modificaciones a algoritmos de Monte Carlo para el ajuste datos
experimentales empleando funciones parame´tricas donde adema´s se analizo´ el rendimiento nume´rico
de cada una de ellas. Se pusieron a prueba varias estrategias como la bu´squeda aleatoria simple,
me´todos h´ıbridos basados en bu´squeda aleatoria combinados con algoritmos de ma´ximo gradiente,
como as´ı tambie´n la implementacio´n de recocidos simulados (Simulated Annealing).
Entre los aportes originales de este trabajo de tesis, se destaca la propuesta de desacoplar los
para´metros lineales de los no lineales. En esta metodolog´ıa, la bu´squeda aleatoria so´lo se centra
en los te´rminos no lineales y el resto de los te´rminos se computan en cada simulacio´n mediante
cuadrados mı´nimos lineales, a diferencia de metodolog´ıas convencionales de Monte Carlo donde la
exploracio´n se realiza sobre todos los para´metros indistintamente de su naturaleza. Esta propuesta
disminuye el tiempo de ma´quina al reducir la dimensionalidad del espacio de muestreo.
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2. Introduccio´n
La interpretacio´n de mensurables (o datos experimentales) por ajustes de modelos matema´ti-
cos es de uso habitual tanto en ciencias naturales como en ciencias sociales, sea en el a´mbito
acade´mico como en el productivo, en donde los algoritmos de optimizacio´n juegan un rol central
([Pan, 2012], [Pelikan et al., 1999]). La naturaleza de los modelos y/o funciones a emplear suele ser
multiparame´trica con variables lineales y no lineales dependiendo del caso.
Los procedimientos habituales para optimizacio´n de mensurables emplean figuras de me´rito es-
tad´ısticas. Las mismas son funciones reales definidas en RM y de clase C2 1. En los me´todos basados
en optimizar la verosimilitud entre los mensurables y el modelo ([Godambe and Heyde, 2010]) la
figura de me´rito debe ser maximizada o minimizada, segu´n la naturaleza del me´todo. En el pre-
sente trabajo de iniciacio´n a la investigacio´n se empleara´n me´todos basados en minimizacio´n de
cuadrados.
El me´todo de cuadrados mı´nimos es muy utilizado para obtener las magnitudes f´ısicas a trave´s
de funciones parame´tricas por ajuste sobre medidas experimentales ([Bjo¨rck, 1990]). Si se tiene un
conjunto de N mediciones o puntos experimentales {(xi, yi)}Ni=1 (donde la medicio´n yi depende de
xi) y una funcio´n y(x|θ) modelo que depende de ciertos para´metros θ = (θ1, . . . , θM ), en este me´todo
se minimiza la diferencia entre la funcio´n modelo (o curva teo´rica) y los puntos experimentales
agregando una ponderacio´n wi para cada punto experimental:
Z(θ) =
N∑
i=1
wi (y(xi|θ)− yi)2 (1)
En este trabajo consideraremos errores normales alrededor de cada punto yi obtenido experi-
mentalmente, por lo que wi =
1
σ2i
, donde σi es la desviacio´n esta´ndar de la distribucio´n normal
correspondiente al error en el punto i-e´simo. En este caso, la funcio´n Z(θ) pasa a tener una distri-
bucio´n χ2 con N −M grados de libertad:
Z(θ) = χ2(θ) =
N∑
i=1
(
y(xi|θ)− yi
σi
)2
(2)
Para el caso particular de cuadrados mı´nimos lineales en general se asume que la funcio´n de
prueba y(x|θ) puede ser escrita como la suma de contribuciones lineales:
y(x|θ) =
M∑
j=1
θjfj(x) (3)
Para encontrar el mı´nimo de la figura de me´rito, deberemos buscar θ tal que:
∂χ2
∂θ1
(θ) = · · · = ∂χ
2
∂θM
(θ) = 0 (4)
Este conjunto de M ecuaciones puede expresarse de forma matricial de la siguiente manera:
1Una funcio´n f : RM → R es de clase Cn en un punto x0 ∈ RM si en algu´n entorno de x0 existen sus derivadas
parciales de orden n y son continuas. f es de clase Cn si lo es todo punto de RM .
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(
AT ·A) · θ = AT · b, (5)
donde A ∈ RN×M tal que Aij = fj(xi)
σi
y b ∈ RN×1 tal que bi1 = yi
σi
.
Llamamos a las ecuaciones de (4), o equivalentemente de (5), las ecuaciones normales.
El valor de la figura de me´rito no es so´lo una medida de la discrepancia entre los datos experimen-
tales y el modelo y(x|θ), sino que tambie´n nos brinda informacio´n sobre la confiabilidad estad´ıstica
del mismo (se llama goodness of fit a esta propiedad. [Bevington et al., 1993]; [Press et al., 2007]).
Minimizar la figura de me´rito χ2(θ) equivale a maximizar la funcio´n de ma´xima verosimilitud
L(θ) =
(
N∏
i=1
1
σi
√
2pi
)
exp
{
−1
2
N∑
i=1
[
y(xi|θ)− yi)
σi
]2}
.
A su vez, esto equivale a maximizar la probabilidad de que los datos experimentales provengan
de la distribucio´n y(x|θ), si consideramos que cada punto (xi, yi) tiene asociado un error normal con
desviacio´n esta´ndar σi. Bajo estas hipo´tesis, y teniendo en cuenta que se espera que la distancia entre
el modelo y los puntos experimentales |y(xi|θ)− yi)| sea estad´ısticamente el error de medicio´n σi y
que la esperanza de la distribucio´n χ2 con ν = N−M grados de libertad es N−M , consideraremos
como solucio´n o´ptima a aquel θ tal que χ2(θ) = N −M . Es comu´n buscar minimizar la funcio´n
normalizada
χ2(θ)
N −M en vez de χ
2(θ), cuyo el valor o´ptimo sera´ 1.
De esta manera, para realizar el ajuste de modelos consideraremos minimizar la figura de me´rito
estad´ıstica
χ2(θ) =
1
N −M
N∑
i=1
(
y(xi|θ)− yi
σi
)2
, (6)
considerando a 1 como valor o´ptimo.
Cuando la funcio´n a minimizar es convexa, los algoritmos convencionales basados en gradientes
resultan, no solo suficientes, sino que adema´s eficientes desde el punto de vista computacional.
Sin embargo, habitualmente si una funcio´n posee diversos mı´nimos locales dentro del espacio de
estudio, la convergencia al mı´nimo global depende de los valores iniciales. Adema´s, en los algoritmos
en los que se emplean gradientes se debe contar con la expresio´n anal´ıtica de las derivadas parciales
de cada para´metro o bien recurrir a diferenciacio´n nume´rica. En este u´ltimo caso existen diversos
algoritmos que permiten estimarlo, pero no siempre son estables.
Para sistemas no lineales (es decir, cuando no se puede asumir que y(x|θ) puede ser escrita
como la suma de contribuciones lineales) y en el caso de que se pueda escribir y/o calcular la
derivada parcial del modelo propuesto en funcio´n de los para´metros no lineales, existen varios
me´todos que resuelven las ecuaciones normales de manera iterativa. Sin embargo, en los entornos
de ma´ximos o mı´nimos, la inversio´n de la matriz (ATA) podr´ıa no ser factible o el algoritmo
podr´ıa tornarse inestable. Esto es lo que se conoce como problemas mal planteados o ill posed
problems ([Hansen, 1994]). Dentro de estos me´todos uno de los ma´s utilizados es el me´todo de
Levenberg-Marquardt ([Levenberg, 1944]; [Marquardt, 1963]). El mismo consiste en agregar un
te´rmino que estabiliza la inversio´n de la matriz sumando un para´metro positivo, variable, que
regulariza nume´ricamente la operacio´n ([Madsen et al., 2004]).
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En otra rama de la optimizacio´n nume´rica se encuentran los me´todos de Monte Carlo, que son
muy populares por su robustez y estabilidad (en comparacio´n con me´todos basados en gradientes) a
pesar de ser computacionalmente ma´s costosos ([Robert et al., 2010]; [Robert and Casella, 2013]).
Los me´todos de Monte Carlo tradicionales requieren un nu´mero muy alto de simulaciones pa-
ra tener una evaluacio´n estad´ıstica confiable. Sin embargo, cuando se trabaja con modelos fisi-
coqu´ımicos, el espacio de bu´squeda puede ser acotado a resultados viables reduciendo el tiem-
po de ma´quina. Los algoritmos de Monte Carlo, ba´sicamente, determinan mediante alguna me-
todolog´ıa la aceptacio´n o rechazo de un evento generado aleatoriamente dentro del espacio de
estudio ([Pollock et al., 2016]; [Wang et al., 2019]). Entre las rutinas de minimizacio´n por Mon-
te Carlo, uno de los algoritmos ma´s utilizados en optimizacio´n de sistemas f´ısicos fue propues-
to por Metro´polis et al. ([Metropolis et al., 1953]), donde la energ´ıa de un sistema (en este ca-
so se tratara´ de la figura de me´rito) se minimiza segu´n la funcio´n de densidad de probabilidad
de Boltzmann ([Ha¨ggstro¨m, 2002]). Este es un me´todo fundamentado en el muestreo de estados
([Metropolis et al., 1953]; [Hastings, 1970]), y basado en distribuciones de probabilidad en procesos
aleatorios, conocido como cadena de Markov ([Gamerman and Lopes, 2006]).
En las u´ltimas dos de´cadas se han propuesto nuevos me´todos, basados en el algoritmo de
Metro´polis, denominados me´todos de Recocido Simulado (Simulated Annealing) ([Tsallis and Stariolo, 1996];
[Van Laarhoven and Aarts, 1987]), donde al igual que en la industria metalu´rgica, se “enfr´ıa” un
sistema lentamente desde temperaturas altas hacia temperaturas menores para obtener cristales
grandes y homoge´neos. Este “enfriamiento” del sistema se realiza disminuyendo controladamente
el valor de la temperatura T, hasta 0 Kelvin. O sea, la condicio´n de mı´nima entrop´ıa. Desde el
punto de vista nume´rico esto implica disminuir la probabilidad de aceptacio´n de un nuevo valor.
Estos algoritmos se han utilizado en optimizacio´n y se han formulado varios modelos que permiten
el control de la temperatura ([Ingber, 1993]).
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3. Objetivos
Sobre la base expuesta en la introduccio´n, seguidamente se enuncian los objetivos propuestos
para el desarrollo de este trabajo de iniciacio´n a la investigacio´n para optar al t´ıtulo de Licenciado
en Matema´tica.
El objetivo fundamental de este trabajo consiste en resolver un problema de optimizacio´n:
encontrar los para´metros o´ptimos θ asociados a un modelo no lineal y(x|θ) que minimicen la figura
de me´rito χ2(θ). Para lograr esto, los algoritmos propuestos sera´n una modificacio´n a las te´cnicas
de Monte Carlo-Simulated Annealing (MC-SA) convencionales ([Smith and Roberts, 1993]) y se
utilizara´n para resolver problemas provenientes de las metodolog´ıas de caracterizacio´n de materiales,
en este caso de dispersio´n de rayos X a bajos a´ngulos, como modelo de estudio.
Se buscara´, adema´s de buenos ajustes de la curva, optimizar el tiempo de ma´quina disminuyendo
los tiempos de convergencia de la funcio´n de prueba utilizando las siguientes estrategias:
Separacio´n de te´rminos lineales respecto de te´rminos no lineales:
Para favorecer la convergencia de los algoritmos se plantea la separacio´n de las contribucio-
nes lineales (θL = (θL1 , · · · , θLr )) de las contribuciones no lineales (θNL = (θNL1 , · · · , θNLs ))
obteniendo:
y(x|θ) =
r∑
j=1
θLj fj(x, θ
NL)
En cada paso del algoritmo se perturbara´n solamente las variables no lineales (θNL) y se
recalculara´n los para´metros lineales mediante rutinas de cuadrados mı´nimos lineales.
Autorregulacio´n de la temperatura del sistema:
La temperatura se determinara´ en cada iteracio´n en funcio´n del valor mı´nimo de la figura de
me´rito χ2(θopt) hasta la iteracio´n anterior. Como propuesta inicial se considerara´ el siguiente
esquema:
• Si χ2(θopt) < 10, entonces t = χ2(θopt).
• Si χ2(θopt) ≥ 10, entonces t = χ
2(θopt)
log10(χ
2(θopt))
.
El lenguaje de programacio´n que se propone usar en el desarrollo de este trabajo es Python
([Guzdial and Ericson, 2016]; [Pilgrim and Willison, 2009]), dada la versatilidad, una sintaxis de
baja complejidad y por la alta aceptacio´n que posee dentro de la comunidad cient´ıfica. Python es
un lenguaje interpretado, de alto nivel con bastas librer´ıas libres y abiertas a la comunidad escritas
en su mayor´ıa en C y Fortran, que son lenguajes de menor complejidad, pero optimizados para
ca´lculo nume´rico.
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4. Me´todos de Monte Carlo
Como mencionamos anteriormente, en este trabajo nos concentratemos principalmente en en-
contrar los para´metros o´ptimos θ asociados a un modelo no lineal y(x|θ) que minimicen la figura
de me´rito χ2(θ).
Los problemas de optimizacio´n pueden ser abordados de manera nume´rica o estoca´stica. El
rendimiento de los me´todos nume´ricos depende fuertemente de las propiedades anal´ıticas de la
funcio´n a optimizar, mientras que estas propiedades juegan un rol menos importante en los me´todos
estoca´sticos o de simulacio´n. As´ı, si la funcio´n objetivo es demasiado compleja como para permitir
un estudio anal´ıtico o si su dominio es muy irregular, conviene utilizar algu´n me´todo de tipo
estoca´stico ([Robert et al., 2010]).
Para el caso de modelos no lineales, la figura de me´rito χ2(θ) suele ser una funcio´n con mu´ltiples
mı´nimos (tanto locales como globales). Por lo tanto, para minimizarla no podremos aplicar una so-
lucio´n de tipo nume´rica anal´ıtica ([Bevington et al., 1993]). Sin embargo, existen diversos me´todos
estoca´sticos basados en me´todos de Monte Carlo para llevar a cabo la bu´squeda de los para´metros
que optimicen la figura de me´rito, algunos de los cuales desarrollaremos en las pro´ximas secciones.
El me´todo de Monte Carlo es un me´todo no determinista usado para aproximar expresiones
matema´ticas complejas y costosas de evaluar. Fue llamado as´ı en referencia al Casino de Monte
Carlo (Mo´naco), al ser la ruleta un generador simple de nu´meros aleatorios. El nombre y el desarrollo
sistema´tico del me´todo datan aproximadamente de 1944 y su aplicabilidad mejoro´ enormemente
con el desarrollo de las computadoras.
El me´todo de simulacio´n de Monte Carlo consiste en producir un nu´mero elevado de escenarios
al azar, estudiar la ocurrencia de un suceso en dichos escenarios y finalmente obtener una aproxi-
macio´n del resultado que se esta´ buscando. Es por esto que proporciona soluciones aproximadas a
una gran variedad de problemas independientemente de su complejidad, aunque su precisio´n de-
pendera´ del nu´mero de escenarios aleatorios generados. Para poder simular estos escenarios sera´
necesario poder crear nu´meros aleatorios. Sin embargo, en la pra´ctica, es suficiente poder producir
nu´meros pseudoaleatorios, es decir, nu´meros cuya generacio´n sea determin´ıstica pero que simule tan
bien al azar que una prueba esta´distica no pueda notar la diferencia ([Robert and Casella, 2013]).
Actualmente, casi todos los lenguajes de programacio´n permiten generar este tipo de nu´meros.
4.1. Exploracio´n independiente
Una manera sencilla (y rudimentaria) de usar simulaciones para minimizar la funcio´n χ2(θ) es
generar puntos de su dominio usando alguna distribucio´n de probabilidad determinada, evaluar la
funcio´n en dichos puntos y tomar como θ o´ptimo al que obtenga el menor valor de χ2(θ).
La ventaja de este me´todo es la extrema sencillez en su implementacio´n. Si el problema cuenta
con ciertas condiciones de regularidad, se puede asegurar la convergencia del algoritmo2.
Sin embargo, este tipo de me´todo puede resultar muy ineficiente si la distribucio´n que se elige
no tiene ninguna relacio´n con la funcio´n objetivo y volverse ra´pidamente impra´ctico cuando la
dimensio´n o la complejidad del problema aumenta.
2Informalmente, si basa´ndose en la generacio´n de los puntos θ hay probabilidad no nula de alcanzar θ que minimice
χ2, entonces la probabilidad de encontrar el mı´nimo tiende a 1 ([Spall, 2005]).
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4.1.1. Bu´squeda Aleatoria para todo el espacio de para´metros
El me´todo de bu´squeda aleatoria propone buscar los para´metros θ que minimicen χ2(θ) de la
siguiente manera:
Para cada i = 1, . . . ,M definimos un rango de valores razonables (segu´n el contexto del
experimento que estemos realizando) Ii = [ai, bi] ⊂ R que puede tomar cada para´metro θi.
Definimos la cantidad n de puntos aleatorios que vamos a generar sobre el espacio de para´me-
tros
∏M
i=1 Ii ⊂ RM .
Generamos n puntos aleatorios θ1, · · · , θn utilizando una distribucio´n uniforme sobre el espa-
cio de para´metros
∏M
i=1 Ii.
Calculamos χ2(θ1), · · · , χ2(θn).
Por u´ltimo, tomamos θopt como el primero de los θ
1, · · · , θn tal que χ2(θopt) = mı´nk χ2(θk).
Este θopt sera´ nuestro vector de para´metros o´ptimos encontrado.
4.1.2. Bu´squeda Aleatoria so´lo para los para´metros no lineales
Teniendo en cuenta que θ = (θL, θNL), donde θL = (θL1 , · · · , θLr ), θNL = (θNL1 , · · · , θNLs ) y
r + s = M y que consideramos modelos no lineales de la forma y(x|θ) = ∑rj=1 θLj fj(x, θNL), se
puede mejorar el me´todo de bu´squeda aleatoria reduciendo la dimensio´n del espacio de bu´squeda
realiza´ndola so´lo en el espacio de los para´metros no lineales (θNL) y calculando los para´metros
lineales (θL) mediante ajuste por regresio´n lineal (me´todo de cuadrados mı´nimos).
Este me´todo de bu´squeda aleatoria propone buscar los para´metros θ que minimicen χ2(θ) de la
siguiente manera:
Para cada i = 1, . . . ,M definimos un rango de valores razonables (segu´n el contexto del
experimento que estemos realizando) Ii = [ai, bi] ⊂ R que puede tomar cada para´metro θi.
Definimos la cantidad n de puntos aleatorios que vamos a generar sobre el espacio de para´me-
tros no lineales
∏s
i=1 Ii ⊂ Rs.
Generamos n puntos aleatorios γ1, · · · , γn utilizando una distribucio´n uniforme sobre el es-
pacio de para´metros no lineales
∏s
i=1 Ii.
Para cada punto γk, consideramos y(x|(θL, γk)) = ∑rj=1 θLj fj(x, γk). Calculamos los para´me-
tros lineales θL ajustando la regresio´n lineal resultante por cuadrados mı´nimos y los llamamos
βk. As´ı, construimos θk = (βk, γk).
Calculamos χ2(θ1), · · · , χ2(θn).
Por u´ltimo, tomamos θopt como el primero de los θ
1, · · · , θn tal que χ2(θopt) = mı´nk χ2(θk).
Este θopt sera´ nuestro vector de para´metros o´ptimos encontrado.
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4.2. Exploracio´n dependiente: Simulated Annealing
Un enfoque distinto a la bu´squeda aleatoria para la optimizacio´n de χ2(θ) consiste en explorar
la superficie de la funcio´n objetivo de forma local, es decir, definir una sucesio´n θ1, · · · , θn de puntos
en su dominio de manera que la eleccio´n de θj+1 dependa de θj . Esto contrasta con la bu´squeda
aleatoria, donde cada punto es independiente de los otros.
Para implementar este tipo de bu´squeda estoca´stica, podr´ıamos considerar elegir el punto θj+1
con cualquier distribucio´n que tenga en cuenta al punto θj (por ejemplo, una distribucio´n normal
centrada en θj). Sin embargo, dado que el objetivo es optimizar la figura de me´rito, la bu´squeda
sera´ ma´s eficiente si logramos incluir informacio´n de dicha figura al momento de elegir el pro´ximo
punto.
El algoritmo de Recocido Simulado (Simulated Annealing) fue disen˜ado para resolver el proble-
ma de optimizar una funcio´n f : RM → R que presente mu´ltiples extremos locales. El nombre del
me´todo proviene de la industria metalu´rgica, donde se enfr´ıa un sistema lentamente desde tempe-
raturas altas hacia temperaturas menores para obtener cristales grandes y homoge´neos. El me´todo
fue introducido por Kirkpatrick et al. ([Kirkpatrick et al., 1983]) y la teor´ıa detra´s de e´l puede en-
contrarse en ([Geman and Geman, 1984]; [Van Laarhoven and Aarts, 1987]) para el caso discreto
y ([Haario and Saksman, 1991]; [Del Moral and Miclo, 1999]) para el caso continuo.
El me´todo propone construir la sucesio´n de puntos θ1, . . . , θn para explorar el espacio de para´me-
tros de una forma completamente distinta a los me´todos mencionados anteriormente. Para esto, se
define una sucesio´n de temperaturas positivas t0, . . . , tF que decrece acerca´ndose a 0 y se construye
una sucesio´n de densidades pit0 , . . . , pitF que concentren cada vez ma´s su peso en los mı´nimos de f
a medida que la temperatura decrezca, logrando que los valores simulados θk se concentren cada
vez ma´s cerca de los mı´nimos globales de f ([Robert et al., 2010]).
Para la implementacio´n de este me´todo surgen tres dificultades principales:
La construccio´n de una sucesio´n de densidades pit0 , . . . , pitF que concentren cada vez ma´s su
peso en los mı´nimos de f a medida que la temperatura decrezca.
La simulacio´n de puntos a partir de las distribuciones pit.
La seleccio´n de temperaturas t0, . . . , tF .
Mientras que el tercer item es fuertemente dependiente del problema, el primer y el segundo
item permiten una solucio´n gene´rica.
La solucio´n del segundo item se basa en el algoritmo de Metropolis-Hastings, propuesto por
primera vez por Metropolis et al. ([Metropolis et al., 1953]), como veremos a continuacio´n.
El algoritmo de Metropolis-Hastings permite samplear cualquier funcio´n h(x) que represente
una distribucio´n de probabilidad, ya sea que esta este´ normalizada (es decir,
∫
RM h(z)dz = 1) o
no. La idea del algoritmo es construir una cadena de Markov3 cuya u´nica distribucio´n estacionaria
sea pi(x) =
h(x)∫
RM h(z)dz
. Es as´ı que si simulamos puntos (x0, x1, . . . ) de esa cadena, para k lo
suficientemente grande, (xk, xk+1, . . . ) tendra´ distribucio´n pi.
El algoritmo construye la cadena de Markov de la siguiente manera:
1. Consideramos la distribucio´n normalizada pi(x) =
h(x)∫
RM h(z)dz
y {q(x, ·) : RM → R≥0 / x ∈
RM} una familia de distribuciones que podemos samplear.
3Para teor´ıa sobre cadenas de Markov ver ([Gamerman and Lopes, 2006]).
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2. Elegimos un x0 inicial al azar tal que h(x0) > 0.
3. Partiendo del valor actual xk, se propone un nuevo valor y sampleando la distribucio´n conocida
q(xk, ·).
4. Calculamos
α(xk, y) :=

mı´n
{
pi(y)q(y, xk)
pi(xk)q(xk, y)
, 1
}
si pi(xk)q(xk, y) > 0
1 si pi(xk)q(xk, y) = 0
=

mı´n
{
h(y)q(y, xk)
h(xk)q(xk, y)
, 1
}
si h(xk)q(xk, y) > 0
1 si h(xk)q(xk, y) = 0
(7)
5. Aceptamos xk+1 = y con probabilidad α(xk, y). En caso de que se de´ un rechazo, tomamos
xk+1 = xk.
6. Volvemos al paso 3.
As´ı, queda construida una cadena de Markov C =
(
X0, X1, . . .
)
, donde cada variable aleatoria
Xk : Ω→ RM representa el valor xk que se toma en el paso k.
De esta construccio´n resulta que pi es la distribucio´n estacionaria de C ([Chib and Greenberg, 1995]).
Luego, para k lo suficientemente grande, (xk, xk+1 . . . ) tendra´ distribucio´n pi. Esta convergencia ha-
cia la distribucio´n pi se da bajo ciertas condiciones de regularidad: se necesita que la cadena C sea
irreducible y aperio´dica ([Smith and Roberts, 1993]). En particular, estas condiciones se cumplen
si q(x, ·) tiene densidad positiva en el soporte de pi(·) o incluso en un soporte restringido a una
vecindad del punto x (como por ejemplo cualquier distribucio´n normal centrada en x).
Notemos que los pasos anteriores no conforman un algoritmo, ya que para construir la sucesio´n
deber´ıamos iterar infinitamente. Lo que se hace para generar una muestra de la distribucio´n es:
1. Definimos nI (iteracio´n a partir de la cual consideraremos los valores generados - todos los
valores anteriores no sera´n tenidos en cuenta) y nF (cantidad de iteraciones que realizaremos
en total). Consideramos {q(x, ·) : RM → R≥0 / x ∈ RM} una familia de distribuciones que
podemos samplear.
2. Elegimos un x0 inicial al azar tal que h(x0) > 0.
3. Partiendo del valor actual xk, se propone un nuevo valor y sampleando la distribucio´n conocida
q(xk, ·).
4. Calculamos
α(xk, y) :=

mı´n
{
pi(y)q(y, xk)
pi(xk)q(xk, y)
, 1
}
si pi(xk)q(xk, y) > 0
1 si pi(xk)q(xk, y) = 0
=

mı´n
{
h(y)q(y, xk)
h(xk)q(xk, y)
, 1
}
si h(xk)q(xk, y) > 0
1 si h(xk)q(xk, y) = 0
(8)
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5. Aceptamos xk+1 = y con probabilidad α(xk, y). En caso de que se de un rechazo, tomamos
xk+1 = xk.
6. Si k < nF − 1, volvemos al paso 3.
Si k = nF − 1, damos por finalizado el proceso.
Como resultado obtendremos una sucesio´n de valores (x0, . . . , xnI , . . . , xnF ), de la cual nos
quedaremos con (xnI , . . . , xnF ). Tomando ni lo suficientemente grande, (xnI , . . . , xnF ) tendra´ dis-
tribucio´n pi (la distribucio´n de la cual queremos samplear una muestra), y el taman˜o de dicha
muestra vendra´ determinado por nF − nI .
Es interesante notar que el ca´lculo de α(x, y) no requiere el conocimiento de la constante nor-
malizadora de pi (
∫
RM h(z)dz), ya que se cancela en el cociente.
Por otro lado, en el caso especial en el que la distribucio´n generadora de candidatos q(x, ·)
sea sime´trica, la probabilidad de movimiento α(x, y) se reduce a calcular mı´n
{
pi(y)
pi(x)
, 1
}
. Este
(importante) caso particular es el algoritmo de Metropolis.
Recordando las tres dificultades principales para la implementacio´n del algoritmo de Simulated
Annealing, vimos que la seleccio´n de temperaturas t0, . . . , tF depende espec´ıficamente del problema
a resolver y mostramos co´mo simular puntos a partir de las distribuciones pit utilizando el algoritmo
de Metropolis-Hastings.
Veamos ahora co´mo resolver la construccio´n de una sucesio´n de densidades pit0 , . . . , pitF que
concentren cada vez ma´s su peso en los mı´nimos de χ2 a medida que la temperatura decrezca.
Definicio´n 4.1. Sean f : RM → R y T > 0, definimos la distribucio´n de Boltzmann como:
pif,T (x) =
1
cf,T
exp
(−f(x)
T
)
, (9)
donde
cf,T =
∫
RM
exp
(−f(x)
T
)
(10)
es una constante normalizadora para que
∫
RM pif,T (x)dx = 1.
De la construccio´n de estas distribuciones pif,T es claro que a medida que T se acerca a 0, pif,T
concentra cada vez ma´s su densidad en los valores pequen˜os de f4.
El disen˜o del algoritmo de Simulated Annealing para encontrar un mı´nimo global de f es el
siguiente:
1. Elegimos una sucesio´n de temperaturas positivas (t0, . . . , tF ) que decrezca acerca´ndose a 0,
una sucesio´n de nu´meros naturales (N0, . . . , NF ) y familias de distribuciones F0, . . . ,FF (con
Fk = {qk(x, ·) : RM → R≥0 / x ∈ RM}) con las que buscaremos los estados en cada cadena
Ck.
2. Tomamos un estado inicial x0 al azar de RM .
4Las bases de la prueba de esta propiedad se encuentran en ([Ha¨ggstro¨m, 2002])
13
3. Construimos una cadena de Markov C0 utilizando el algoritmo de Metropolis-Hastings (usan-
do la familia de distribuciones F0 para buscar estados) para samplear la distribucio´n pif,t0 .
Corremos esta cadena por N0 iteraciones.
4. Construimos una cadena de Markov C1 utilizando el algoritmo de Metropolis-Hastings (usan-
do la familia de distribuciones F1 para buscar estados) para samplear la distribucio´n pif,t1 .
Corremos esta cadena comenzando desde el estado que haya obtenido el menor valor de f en
el paso anterior, por una cantidad de N1 pasos.
5. Continuamos con el proceso hasta llegar hasta la u´ltima cadena CF .
La eleccio´n de (t0, . . . , tF ) y (N0, . . . , NF ) es llamada el esquema de annealing y es crucial para
encontrar un buen mı´nimo ¿Cua´n ra´pido debemos hacer decaer la temperatura hacia 0 a medida
que aumentan las iteraciones? Si la temperatura decae lo suficientemente lento, la probabilidad
de encontrar un mı´nimo global tiende a 1 ([Ha¨ggstro¨m, 2002]). Sin embargo, para poder asegurar
esto en la mayor´ıa de los casos deber´ıamos hacer decrecer la temperatura tan lentamente que el
algoritmo demorar´ıa demasiado tiempo en finalizar su ejecucio´n, hacie´ndolo impra´ctico. Por lo tan-
to, la mayor´ıa de los esquemas de annealing disminuyen su temperatura ma´s ra´pido. Pero enfr´ıar
demasiado ra´pido puede hacer que el algoritmo se quede estancado en un mı´nimo local, imposibili-
tando la convergencia a un mı´nimo global. Es decir, la temperatura del sistema debe disminuirse lo
suficientemente ra´pido para poder hallar un mı´nimo global en un tiempo razonable, pero lo suficien-
temente lento como para no estancarse en mı´nimos locales. La forma de construir estos esquemas
carece de exactitud y esta´ ma´s asociado a la experiencia pra´ctica ([Ha¨ggstro¨m, 2002]).
A continuacio´n veremos co´mo usando el me´todo de Simulated Annealing podemos buscar los
para´metros o´ptimos θ asociados a un modelo no lineal y(x|θ) que minimicen la figura de me´rito
χ2(θ).
1. Para cada i = 1, . . . ,M definimos un rango de valores razonables (segu´n el contexto del
experimento que estemos realizando) Ii = [ai, bi] ⊂ R que puede tomar cada para´metro θi.
Llamamos el espacio de para´metros al conjunto
∏M
i=1 Ii ⊂ RM .
2. Elegimos una sucesio´n de temperaturas positivas (t0, . . . , tF ) que decrezca acerca´ndose a 0,
una sucesio´n de nu´meros naturales (N0, . . . , NF ) y familias de distribuciones F0, . . . ,FF (con
Fk = {qk(x, ·) :
∏M
i=1 Ii → R≥0 / x ∈
∏M
i=1 Ii}) con las que buscaremos los estados en cada
cadena Ck.
Para este trabajo consideramos, para cada k = 0, . . . , F y para cada x ∈∏Mi=1 Ii:
qk(x, y) =
M∏
i=1
1√
2piσ2k,i
e
−
(yi − xi)2
2σ2k,i ,
donde cada σk,i es definida de antemano para cada cadena Ck.
3. Construimos una cadena de Markov C0 utilizando el algoritmo de Metropolis-Hastings (usan-
do la familia de distribuciones F0 para buscar estados) para samplear la distribucio´n piχ2,t0
por N0 iteraciones:
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i Generamos θ0 utilizando una distribucio´n uniforme sobre el espacio de para´metros
∏M
i=1 Ii.
ii Partiendo del valor actual θk, proponemos un nuevo valor θ sampleando la distribucio´n
q0(θ
k, ·).
iii Calculamos
α(θk, θ) = mı´n
{
exp
(
χ2(θk)− χ2(θ)
T0
)
, 1
}
iv Aceptamos θk+1 = θ con probabilidad α(θk, θ). En caso de que se de un rechazo, tomamos
θk+1 = θk.
v Si k < N0 − 1, volvemos al paso II.
Si k = N0 − 1, consideramos θC0opt como el primero de los θ0, · · · , θN0−1 tal que χ2(θC0opt) =
mı´nk χ
2(θk). Este θC0opt sera´ nuestro vector de para´metros o´ptimos encontrado para C0.
4. Construimos una cadena de Markov C1 como en el paso 3, utilizando el algoritmo de Metropolis-
Hastings (usando la familia de distribuciones F1 para buscar estados) para samplear la dis-
tribucio´n piχ2,t1 por N1 iteraciones, comenzando con θ
0 = θC0opt.
5. Continuamos con el proceso hasta llegar hasta la u´ltima cadena CF , siempre comenzando
desde el vector de para´metros o´ptimos encontrado en la cadena anterior.
6. Consideramos θopt como el primero de los θ
C0
opt, · · · , θCFopt tal que χ2(θopt) = mı´nk χ2(θCkopt). Este
θopt sera´ nuestro vector de para´metros o´ptimos encontrado para todo el proceso.
De la misma manera que hicimos con la bu´squeda aleatoria, dado que consideramos modelos
no lineales de la forma y(x|θ) = ∑rj=1 θLj fj(x, θNL), se puede mejorar el me´todo de Simulated
Annealing realizando la bu´squeda so´lo en el espacio de los para´metros no lineales (θNL) y calculando
los para´metros lineales (θL) mediante ajuste por regresio´n lineal (me´todo de cuadrados mı´nimos).
Teniendo en cuenta que θ = (θL, θNL), donde θL = (θL1 , · · · , θLr ), θNL = (θNL1 , · · · , θNLs ) y
r + s = M , se propone buscar los para´metros θ que minimicen χ2(θ) de la siguiente manera:
1. Para cada i = 1, . . . ,M definimos un rango de valores razonables (segu´n el contexto del
experimento que estemos realizando) Ii = [ai, bi] ⊂ R que puede tomar cada para´metro θi.
Llamamos el espacio de para´metros no lineales al conjunto
∏s
i=1 Ii ⊂ Rs.
2. Elegimos una sucesio´n de temperaturas positivas (t0, . . . , tF ) que decrezca acerca´ndose a 0,
una sucesio´n de nu´meros naturales (N0, . . . , NF ) y familias de distribuciones F0, . . . ,FF (con
Fk = {qk(x, ·) :
∏s
i=1 Ii → R≥0 / x ∈
∏s
i=1 Ii}) con las que buscaremos los estados en cada
cadena Ck.
Para este trabajo consideramos, para cada k = 0, . . . , F y para cada x ∈∏si=1 Ii:
qk(x, y) =
s∏
i=1
1√
2piσ2k,i
e
−
(yi − xi)2
2σ2k,i ,
donde cada σk,i es definida de antemano para cada cadena Ck.
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3. Construimos una cadena de Markov C0 utilizando el algoritmo de Metropolis-Hastings (usan-
do la familia de distribuciones F0 para buscar estados) para samplear la distribucio´n piχ2,t0
por N0 iteraciones:
i Generamos γ0 utilizando una distribucio´n uniforme sobre el espacio de para´metros no
lineales
∏s
i=1 Ii.
Consideramos y(x|(θL, γ0)) = ∑rj=1 θLj fj(x, γ0). Calculamos los para´metros lineales θL
ajustando la regresio´n lineal resultante por cuadrados mı´nimos y los llamamos β0.
As´ı, construimos θ0 = (β0, γ0).
ii Partiendo del valor actual θk = (βk, γk), proponemos un nuevo valor α sampleando la
distribucio´n q0(γ
k, ·).
Consideramos y(x|(θL, γ)) = ∑rj=1 θLj fj(x, γ). Calculamos los para´metros lineales θL
ajustando la regresio´n lineal resultante por cuadrados mı´nimos y los llamamos β.
As´ı, construimos θ = (β, γ).
iii Calculamos
α(θk, θ) = mı´n
{
exp
(
χ2(θk)− χ2(θ)
T0
)
, 1
}
iv Aceptamos θk+1 = θ con probabilidad α(θk, θ). En caso de que se de un rechazo, tomamos
θk+1 = θk.
v Si k < N0 − 1, volvemos al paso II.
Si k = N0 − 1, consideramos θC0opt como el primero de los θ0, · · · , θN0−1 tal que χ2(θC0opt) =
mı´nk χ
2(θk). Este θC0opt sera´ nuestro vector de para´metros o´ptimos encontrado para C0.
4. Construimos una cadena de Markov C1 como en el paso 3, utilizando el algoritmo de Metropolis-
Hastings (usando la familia de distribuciones F1 para buscar estados) para samplear la dis-
tribucio´n piχ2,t1 por N1 iteraciones, comenzando con θ
0 = θC0opt.
5. Continuamos con el proceso hasta llegar hasta la u´ltima cadena CF , siempre comenzando
desde el vector de para´metros o´ptimos encontrado en la cadena anterior.
6. Consideramos θopt como el primero de los θ
C0
opt, · · · , θCFopt tal que χ2(θopt) = mı´nk χ2(θCkopt). Este
θopt sera´ nuestro vector de para´metros o´ptimos encontrado para todo el proceso.
Hemos definido y desarrollado una serie de me´todos basados en los me´todos de Monte Carlo para
resolver el problema de encontrar los para´metros o´ptimos θ asociados a un modelo no lineal y(x|θ)
que se ajuste a datos experimentales mediante la minimizacio´n de la figura de me´rito χ2(θ). En la
siguiente seccio´n procederemos a estudiar su implementacio´n para resolver problemas provenientes
de las metodolog´ıas de caracterizacio´n de materiales, en este caso de dispersio´n de rayos X a bajos
a´ngulos.
16
5. Resultados
5.1. SAXS
Los rayos (o radiacio´n) X son ondas electromagne´ticas de longitud de onda similar a la dis-
tancia de un enlace qu´ımico (∼ 10−10 metros). De la interaccio´n de la radiacio´n X con la materia
surgen diversas te´cnicas experimentales que permiten obtener informacio´n estructural ato´mica y
electro´nica. Entre dichas te´cnicas se encuentra la dispersio´n de rayos X a bajos a´ngulos (SAXS por
sus siglas en ingle´s) la cual permite acceder a informacio´n estructural en la escala nanome´trica (1
nm = 10−9 metros). El feno´meno de dispersio´n ela´stica, donde el foto´n conserva su energ´ıa, ocurre
cuando existen inhomogeneidades en la densidad electro´nica de la materia (nu´mero de electrones
por unidad de volumen) ([Pedersen, 1997]). Un experimento de SAXS consiste en irradiar con un
frente de onda plano y monocroma´tico una muestra, donde se registran los fotones dispersados en
funcio´n del a´ngulo sobre un plano de deteccio´n como se muestra en la Figura 1.
La interpretacio´n matema´tica ma´s simple de un experimento de SAXS se encuentra bajo el
marco formal del espacio de Fourier ([Craievich, 2016]). Es decir que el v´ınculo entre las coordenadas
reales de la materia y el espacio de la intensidad detectada esta´ mediada por el cuadrado de la
amplitud de la onda obtenida de la transformada de Fourier del volumen del objeto.
En el presente trabajo de tesis se analizo´ un experimento realizado en un sistema micelar,
donde desde el punto de vista qu´ımico una micela es una agrupacio´n esponta´nea de mole´culas
de detergente en agua ([Huck-Iriart et al., 2016]; [Marcolongo and Mirenda, 2011]). En el sistema
particular estudiado, dichas agrupaciones conforman dispersiones en forma de cintas largas como
se muestra en la micrograf´ıa de transmisio´n electro´nica de la Figura 2.
El patro´n de SAXS fue provisto por gentileza del Prof. Dr. Mart´ın Conda Sheridan (UNMC,
USA) el cual fue obtenido en el s´ıncrotro´n Advance Photon Source (APS) en Chicago, USA. (Los
sincrotrones son grandes aceleradores de electrones que emiten radiacio´n X de alta intensidad).
Para el desarrollo de un modelo que ajuste los datos experimentales, hay que tener en cuenta que
una mole´cula de detergente tiene dos regiones qu´ımicamente diferenciales, una parte hidrofo´bica
(rechaza el agua) y una parte hidrof´ılica (atrae el agua); es decir que cada zona tiene una densidad
electro´nica diferente. Para el modelo consideraremos que el largo de la cinta es infinito (desde el
punto de vista experimental) y que so´lo tenemos acceso a la seccio´n transversal de la cinta como
se exhibe en la Figura 3.
La intensidad normalizada fue representada en funcio´n del mo´dulo del momento transferido q,
con q = (
4pi
λ
)sen(θ), donde λ es el longitud de onda del rayo X y 2θ es el a´ngulo de dispersio´n. Los
patrones de SAXS fueron ajustados empleando un modelo de cintas infinitamente largas de seccio´n
rectangular con altura h + 2th y ancho w + 2tw (ver Figura 3). Como los detergentes tienen dos
partes qu´ımicamente diferenciadas, se considera adema´s que la cinta tiene dos secciones conce´ntricas
donde w y h conforman el interior hidrofo´bico y th y tw la seccio´n externa hidrof´ılica. La diferencia
de densidades electro´nicas esta´ representada en el te´rmino β. La intensidad total viene dada por la
integracio´n alrededor del a´ngulo acimutal ϕ:
I(q) = sc
{
1
q
∫ pi
2
0
[g(ϕ, h,w, th, tw, β)]
2 dϕ
}
+ back, (11)
17
donde
g(ϕ, h,w, th, tw, β) = S(qh, h)S(qw, w)
+
β
2
[S(qh, h+ 2th)− S(qh, h)]S(qw, w)
+
β
2
[S(qw, w + 2tw)− S(qw, w)]S(qh, h),
(12)
con
qh = qcos(ϕ)
qw = qsen(ϕ),
(13)
S(q, a) representa la transformada de Fourier de la funcion rec:
S(q, a) =
∫
R
rec(x)eixqdx = a
sen( qa2 )
qa
2
, (14)
donde rec(x) = 1 si |x| < a
2
, y 0 en caso contrario, sc es un factor de escala general y back es
la constante de fondo.
Figura 1: Esquema experimental ba´sico de un experimento de SAXS.
Figura 2: Micrograf´ıa de Transmisio´n electro´nica del sistema micelar estudiado. La barra indica la
escala de 50 nm.
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Figura 3: Representacio´n de una cinta formada por mole´culas de detergente donde experimental-
mente tenemos acceso a la informacio´n de la seccio´n transversal de la misma. Cada color representa
una densidad electro´nica diferente.
5.2. Datos experimentales
Los datos experimentales obtenidos pueden verse en la Figura 4. Forman un total de 918 medi-
ciones. As´ı, tenemos (xi, yi) con i = 1, . . . , 918.
Figura 4: Curva experimental SAXS de la intensidad de dispersio´n en funcio´n del momento trans-
ferido q. Para una mejor visualizacio´n se emplean escalas logar´ıtimicas en ambos ejes.
Para cada medicio´n (xi, yi) consideraremos un error σi = yi ∗ 0.1.5
5Para este experimento so´lo contamos con un conjunto de mediciones, por lo que no poseemos los valores de los
errores estad´ısticos σi. Consideramos σi = yi ∗ 0.1 como valores razonables para la naturaleza del experimento. En
este caso, como los σi fueron determinados de esta manera, no se puede asegurar que el valor o´ptimo esperado de
χ2(θ) sea 1.
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El modelo propuesto es:
y(x|θ) = θL0 + θL1 f1(x|θNL), (15)
donde:
f1(x|θNL) =
{
1
x
∫ pi
2
0
[g(ϕ, h,w, th, tw, β)]
2 dϕ
}
, (16)
g(ϕ, h,w, th, tw, β) = S(xh, h)S(xw, w)
+
β
2
[S(xh, h+ 2th)− S(xh, h)]S(xw, w)
+
β
2
[S(xw, w + 2tw)− S(xw, w)]S(xh, h),
(17)
xh = xcos(ϕ),
xw = xsen(ϕ),
(18)
y
S(x, y) = y
sen(xy2 )
xy
2
. (19)
As´ı
y(x|θ) = θL0 + θL1 f1(x|θNL),
con
θL = (θL0 , θ
L
1 ) = (back, sc) y θ
NL = (θNL0 , θ
NL
1 , θ
NL
2 , θ
NL
3 , θ
NL
4 ) = (h,w, th, tw, β).
Teniendo en cuenta valores consistentes con la naturaleza f´ısica del experimento, consideramos
los siguientes rangos de bu´squeda para cada para´metro:
θL0 ∈ IL0 = [0, 0.4]
θL1 ∈ IL1 = [0, 0.4]
h[A˚] ∈ INL0 = [5, 75]
w[A˚] ∈ INL1 = [5, 1500]
th[A˚] ∈ INL2 = [0, 100]
tw[A˚] ∈ INL3 = [0, 100]
β ∈ INL4 = [−10, 10]
As´ı, el espacio de para´metros E = (
∏1
i=0 I
L
i )× (
∏4
i=0 I
NL
i ) es un subconjunto de R7.
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5.3. Implementacio´n de los me´todos
Para encontrar los para´metros o´ptimos θ asociados al modelo no lineal y(x|θ) que minimicen
la figura de me´rito χ2(θ), implementaremos los me´todos desarrollados anteriormente aplica´ndolos
a los datos de este experimento:
Me´todo 1: bu´squeda aleatoria sobre el espacio de para´metros total E.
Me´todo 1 1: bu´squeda aleatoria sobre el espacio de para´metros no lineales, con ajuste de
regresio´n lineal para los para´metros lineales.
Me´todo 2: me´todo de Levenberg - Marquardt modificado6.
Me´todo 3: Simulated Annealing sobre el espacio de para´metros no lineales, con ajuste de
regresio´n lineal para los para´metros lineales.
Con el fin de implementar estos me´todos, hemos desarrollado todos los co´digos de los algoritmos
en el lenguaje de programacio´n Python.
Dado que los resultados de los me´todos estoca´sticos dependen fuertemente de los valores desde
donde se comienza la simulacio´n, para cada me´todo comenzaremos la simulacio´n desde una cantidad
prefijada de puntos del espacio de para´metros, sampleados con una distribucio´n uniforme sobre
dicho espacio. Para cada me´todo se fijo´ un ma´ximo de 1000 iteraciones por cada punto inicial (con
una cantidad ma´xima de 200 puntos iniciales) o de 1200 segundos de tiempo de ejecucio´n total,
lo que ocurra primero. So´lo para el me´todo 2 (Levenberg - Marquardt modificado) no logramos
controlar la cantidad de iteraciones que se realizan, ya que su implementacio´n esta´ basada en la
librer´ıa externa lmfit ([Newville et al., 2014]), por lo que su criterio de corte fue so´lo el tiempo de
ejecucio´n. Teniendo en cuenta este criterio de corte, para los me´todos 1, 1 1 y 3 se realizaron 200
inicios cada uno con 1000 iteraciones, mientras que para el me´todo 2 se realizaron 40 inicios, sin
controlar las iteraciones.
5.3.1. Implementacio´n del me´todo 1
Para i entre 0 y 199 (cantidad de inicios):
• Generamos un punto θ0 inicial usando una distribucio´n uniforme (cuya semilla depende
de i) sobre el espacio de para´metros.
• Definimos θopt = θ0 y χ2(θopt) = χ2(θ0).
• Para k entre 0 y 999 (cantidad de iteraciones):
◦ Generamos un punto θk usando una distribucio´n uniforme sobre el espacio de para´me-
tros.
◦ Calculamos χ2(θk).
◦ Si χ2(θk) < χ2(θopt), entonces θopt = θk y χ2(θopt) = χ2(θk).
• Guardamos los valores de θopt y χ2(θopt) como los resultados del inicio i.
Tomamos como vector de para´metros o´ptimos encontrado θ al primero de los θ resultante de
los 200 inicios que minimice a la figura de me´rito χ2(θ).
6Para ma´s detalles de la modificacio´n ver subseccio´n 5.3.3 (Implementacio´n del me´todo 2).
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5.3.2. Implementacio´n del me´todo 1 1
Para i entre 0 y 199 (cantidad de inicios):
• Generamos un punto γ0 inicial usando una distribucio´n uniforme (cuya semilla depende
de i) sobre el espacio de para´metros no lineales.
• Consideramos y(x|(θL, γ0)) = ∑j θLj fj(x|γ0).
Calculamos los para´metros lineales θL ajustando la regresio´n lineal resultante por cua-
drados mı´nimos y los llamamos β0. As´ı, construimos θ0 = (β0, γ0).
• Definimos θopt = θ0 y χ2(θopt) = χ2(θ0).
• Para k entre 0 y 999 (cantidad de iteraciones):
◦ Generamos un punto γk usando una distribucio´n uniforme sobre el espacio de
para´metros no lineales.
◦ Consideramos y(x|(θL, γk)) = ∑j θLj fj(x|γk).
Calculamos los para´metros lineales θL ajustando la regresio´n lineal resultante por
cuadrados mı´nimos y los llamamos βk. As´ı, construimos θk = (βk, γk).
◦ Calculamos χ2(θk).
◦ Si χ2(θk) < χ2(θopt), entonces θopt = θk y χ2(θopt) = χ2(θk).
• Guardamos los valores de θopt y χ2(θopt) como los resultados del inicio i.
Tomamos como vector de para´metros o´ptimos encontrado θ al primero de los θ resultante de
los 200 inicios que minimice a la figura de me´rito χ2(θ).
5.3.3. Implementacio´n del me´todo 2
La librer´ıa lmfit permite encontrar θopt utilizando el me´todo de Levenberg - Marquardt. El
θopt encontrado dependera´ del punto inicial θ
0. Es as´ı que usualmente se prueba manualmente con
distintos puntos iniciales hasta obtener θopt satisfactorios para el problema que se quiere resolver.
En este trabajo, proponemos una modificacio´n que contempla la generacio´n de una gran cantidad
de puntos iniciales de acuerdo a una distribucio´n uniforme sobre el espacio de para´metros y como
resultado elegimos el θopt que menor χ
2(θopt) obtenga. Esta mejora evita la bu´squeda manual de
un punto inicial que genere resultados satisfactorios de χ2(θopt).
La implementacio´n de este me´todo es la siguiente:
Para i entre 0 y 39 (cantidad de inicios):
• Generamos un punto θ0 inicial usando una distribucio´n uniforme (cuya semilla depende
de i) sobre el espacio de para´metros.
• Pasamos θ0 y las restricciones sobre los para´metros al me´todo minimize de lmfit y
obtenemos θopt.
• Calculamos χ2(θopt).
• Guardamos los valores de θopt y χ2(θopt) como los resultados del inicio i.
Tomamos como vector de para´metros o´ptimos encontrado θ al primero de los θ resultante de
los 39 inicios que minimice a la figura de me´rito χ2(θ).
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5.3.4. Implementacio´n del me´todo 3
Para i entre 0 y 199 (cantidad de inicios):
• Generamos un punto γ0 inicial usando una distribucio´n uniforme (cuya semilla depende
de i) sobre el espacio de para´metros no lineales.
• Consideramos y(x|(θL, γ0)) = ∑j θLj fj(x|γ0).
Calculamos los para´metros lineales θL ajustando la regresio´n lineal resultante por cua-
drados mı´nimos y los llamamos β0. As´ı, construimos θ0 = (β0, γ0).
• Definimos θopt = θ0 y χ2(θopt) = χ2(θ0).
• Definimos θbusqueda = θ0 y χ2(θbusqueda) = χ2(θ0).
• Para k entre 0 y 999 (cantidad de iteraciones):
◦ Calculamos la temperatura t utilizando el siguiente esquema de autorregulacio´n:
 Si χ2(θopt) < 10, entonces t = χ2(θopt).
 Si χ2(θopt) ≥ 10, entonces t = χ
2(θopt)
log10(χ
2(θopt))
.
◦ Generamos un punto γk = (γk0 , . . . , γks ) usando para cada m = 0, . . . , s una distribu-
cio´n normal centrada en (θNLbusqueda)m con desviacio´n esta´ndar longitud(I
NL
m )× 0.1.
◦ Consideramos y(x|(θL, γk)) = ∑j θLj fj(x|γk).
Calculamos los para´metros lineales θL ajustando la regresio´n lineal resultante por
cuadrados mı´nimos y los llamamos βk. As´ı, construimos θk = (βk, γk). (Notamos
θnuevo = θ
k).
 Si θnuevo no cae en el espacio de para´metros, entonces procedemos a la siguiente
iteracio´n k.
 Si θnuevo cae en el espacio de para´metros entonces:
i Calculamos χ2(θnuevo).
ii Calculamos α(θbusqueda, θnuevo) = mı´n
{
exp
(
χ2(θbusqueda)− χ2(θnuevo)
t
)
, 1
}
iii Generamos u de una distribucio´n uniforme sobre [0, 1].
iv Si u > α(θbusqueda, θnuevo) (rechazamos el cambio), entonces procedemos a la
siguiente iteracio´n k.
v Si u ≤ α(θbusqueda, θnuevo) (aceptamos el cambio), entonces definimos θbusqueda =
θnuevo y χ
2(θbusqueda) = χ
2(θnuevo).
Adema´s, si χ2(θnuevo) < χ
2(θopt), entonces definimos θopt = θnuevo y χ
2(θopt) =
χ2(θnuevo).
• Guardamos los valores de θopt y χ2(θopt) como los resultados del inicio i.
Tomamos como vector de para´metros o´ptimos encontrado θ al primero de los θ resultante de
los 200 inicios que minimice a la figura de me´rito χ2(θ).
Es importante notar que para este algoritmo de Simulated Annealing hemos definido la auto-
rregulacio´n de la temperatura en funcio´n de χ2(θopt) (a diferencia de los esquemas de enfr´ıamiento
tradicionales) y que utilizamos en la bu´squeda de los para´metros no lineales una distribucio´n nor-
mal7 centrada en (θNLbusqueda)m con desviacio´n esta´ndar longitud(I
NL
m )× 0.1.
7Ver la seccio´n 7 (Perspectivas) para otra alternativa en la eleccio´n de la distribucio´n.
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5.4. Comparacio´n de los me´todos
Una vez ejecutados los me´todos, obtuvimos los resultados que se listan en el Cuadro 1:
Obtuvimos un conjunto de 200 resultados para los me´todos 1, 1 1 y 3 y 40 para el me´todo 2.
Es importante notar que los 200 puntos de inicio son los mismos para los me´todos 1, 1 1 y 3
mientras que los 40 del me´todo 2 coinciden con los 40 iniciales de los dema´s me´todos, con el
objetivo de poder realizar comparaciones entre los resultados obtenidos.
Segu´n la me´trica de evaluacio´n (χ2(θopt)) el me´todo que obtuvo mejores resultados fue el 3
con χ2(θopt) ' 1.51 , seguido por el 2 con χ2(θopt) ' 2.11, luego el 1 1 con χ2(θopt) ' 2.82 y
por u´ltimo el 1 con χ2(θopt) ' 8.72× e12.
El me´todo 1 (Bu´squeda Aleatoria sobre todo el espacio de para´metros) no logra resultados
comparables con 2 (Levenberg-Marquardt sobre todo el espacio de para´metros) y 3 (Simulated
Annealing sobre el espacio de para´metros no lineales). Sin embargo, cuando se modifica el
algoritmo y se hace la bu´squeda so´lo sobre el espacio de los para´metros no lineales, los
resultados mejoran notablemente (me´todo 1 1).
Los me´todos que hacen la bu´squeda so´lo sobre el espacio de los para´metros no lineales y
encuentran los para´metros lineales ajustando la regresio´n lineal resultante por cuadrados
mı´nimos (3 y 1 1) obtienen un χ2(θ) inicial considerablemente menor a los que realizan la
bu´squeda sobre todo el espacio de para´metros.
Cuadro 1: Resultados de los me´todos. Para cada me´todo se fijo´ un ma´ximo de 1000 iteraciones
por cada punto inicial (con una cantidad ma´xima de 200 puntos iniciales) o de 1200 segundos de
tiempo de ejecucio´n total, lo que ocurra primero.
Me´todo Reinicios Iteraciones χ
2
optimo χ
2
inicial Tiempo de ejecucio´n (seg)
Me´todo 1 200 1000 8.716×e12 6.515×e25 960
Me´todo 1−1 200 1000 2.825×e0 2.931×e1 982
Me´todo 2 40 - 2.107×e0 4.034×e21 1144
Me´todo 3 200 1000 1.510×e0 4.825×e1 607
A continuacio´n compararemos el detalle de las iteraciones de los me´todos 1, 1 1 y 3. No podremos
hacer esto con el me´todo 2 ya que al importar un me´todo de una librer´ıa externa no podemos acceder
al detalle de las mismas:
Figura 5: Calcular los para´metros lineales ajustando la regresio´n lineal produce una mejora
considerable en la minimizacio´n de χ2(θopt) (notar la diferencia de magnitud de χ
2(θopt) entre
el me´todo 1 y el me´todo 1 1).
Figura 6: En la iteracio´n 294 el me´todo 1 1 encuentra un valor de θ que reduce dra´sticamente
el valor de la figura de me´rito y que sera´ el θ o´ptimo para este me´todo. Alrededor de la
iteracio´n 500 el me´todo 3 encuentra valores de θ que reducen dra´sticamente el valor de la
figura de me´rito y para la iteracio´n 782 el me´todo ya encontro´ los para´metros que sera´n sus
o´ptimos.
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Figura 7: El me´todo 1 hace una bu´squeda uniforme de los para´metros lineales, como podemos
observar para el para´metro θL0 en la Figura 7, mientras que los me´todos 1 1 y 3 directamente
calculan los para´metros lineales ajustando la regresio´n lineal.
Figura 8: Los me´todos 1 y 1 1 hacen una bu´squeda uniforme de los para´metros no linea-
les, como podemos observar para el para´metro h. El me´todo 3 realiza la bu´squeda usando
Simulated Annealing.
Figura 5: Comparacio´n del comportamiento de χ2(θopt) a lo largo de las iteraciones de los me´todos
1, 1 1 y 3. Para una mejor visualizacio´n se emplea escala logar´ıtimica en el eje y.
Figura 6: Comparacio´n del comportamiento de χ2(θopt) a lo largo de las iteraciones de los me´todos
1 1 y 3.
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Figura 7: Comparacio´n de la bu´squeda del para´metro lineal θL0 para cada me´todo.
Figura 8: Comparacio´n de la bu´squeda del para´metro no lineal θNL0 = h para cada me´todo.
5.5. Resultados del Simulated Annealing
Recordemos que para el me´todo 3 obtenemos 200 θ, cada uno correspondiente a los para´metros
o´ptimos encontrados a partir de cada uno de los puntos iniciales. El primero de estos 200 θ que
obtenga el menor valor de la figura de me´rito sera´ el vector de para´metros o´ptimos encontrado por
el me´todo. Podemos visualizar el vector de para´metros o´ptimos encontrado por el me´todo 3 en la
columna ’optimo’ del Cuadro 2. Utilizando estos para´metros o´ptimos se genera la curva modelo, que
se ajusta a los datos experimentales (Figura 9). Por otro lado, utilizando los 200 θ correspondientes
a los para´metros o´ptimos encontrados para cada uno de los 200 puntos iniciales podemos generar
una distribucio´n para cada para´metro (ejemplo para el para´metro θNL2 = th, como se muestra
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la Figura 10), con sus estad´ısticos de intere´s correspondientes (columnas “desviacio´n esta´ndar”,
“media”, “mediana”, “mı´nimo” y “ma´ximo” del Cuadro 2).
Tomando el u´ltimo 30 por ciento de las iteraciones correspondientes al inicio que llego´ a los
para´metros o´ptimos del me´todo 3 generamos un gra´fico con las correlaciones entre todas las coor-
denadas de θnuevo, junto con χ
2(θnuevo) (correlacio´n de Pearson en la Figura 11 y de Spearman en
la Figura 12). Estas correlaciones permiten analizar la inclusio´n de restricciones relacionales entre
los para´metros, que resultara´n en una reduccio´n de la dimensionalidad del problema.
En cuanto al funcionamiento espec´ıfico del me´todo 3 podemos hacer algunas apreciaciones:
Figuras 13 y 14: comparando estas dos figuras se puede ver la diferencia de los valores de la
figura de me´rito para los para´metros θopt y θbusqueda. Mientras que θopt so´lo cambiara´ cuando
esto traiga asociado una disminucio´n en el valor de la figura de me´rito, θbusqueda podra´ tambie´n
aceptar cambios que produzcan un incremento en el valor de la figura de me´rito. Notar que
la aceptacio´n de los θbusqueda que incrementan el valor de la figura de me´rito es mucho ma´s
frecuente en las primeras iteraciones, donde el sistema todav´ıa no se ha enfriado. Estos cambios
hacia para´metros que incrementan el valor de la figura de me´rito son los que posibilitan que
el algoritmo no se estanque en mı´nimos locales.
Figura 15: a lo largo de las iteraciones los valores de θopt so´lo cambian si hay una mejora
(disminucio´n del valor de la figura de me´rito). Por otro lado, los valores de θbusqueda permiten
cambios (con probabilidad α) que incrementen el valor de la figura de me´rito, logrando que
el sistema pueda escapar de mı´nimos locales. A su vez, la bu´squeda de nuevos candidatos
θnuevo se realiza utilizando una distribucio´n normal centrada en θbusqueda, con una desviacio´n
esta´ndar del 10 por ciento de la longitud del rango de cada para´metro.
Figura 16: la probabilidad de aceptacio´n α de nuevos para´metros va cambiando a lo largo de
las iteraciones. A medida que el sistema se va enfriando, aceptar cambios que no disminuyan
el valor de la figura de me´rito se hace cada vez ma´s improbable. Notar que a partir de la
iteracio´n 524 (marcada en negro) la temperatura toma valores menores a 10.
Cuadro 2: Resultados estad´ısticos del me´todo 3 para cada para´metro teniendo en cuenta los 200
inicios. Los para´metros h, w, th y tw se encuentran expresados en A˚.
Para´metro O´ptimo Desv. esta´ndar Mediana Mı´nimo Ma´ximo
θL0 3.739×e−5 3.305×e−4 6.535×e−4 3.440×e−6 1.186×e−3
θL1 8.954×e−12 2.023×e−10 5.428×e−12 6.155×e−13 2.068×e−9
h 1.765×e1 9.253×e0 1.763×e1 5.241×e0 6.896×e1
w 1.801×e2 4.076×e2 4.585×e2 1.850×e1 1.406×e3
th 2.399×e1 5.511×e0 2.321×e1 6.613×e0 3.692×e1
tw 3.800×e1 2.206×e1 3.792×e1 6.307×e−1 9.890×e1
β -7.152×e0 6.217×e0 -8.239×e−1 -9.760×e0 9.922×e0
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Figura 9: Curva modelo obtenida por el me´todo 3. Para una mejor visualizacio´n se emplean escalas
logar´ıtimicas en ambos ejes.
Figura 10: Distribucio´n de los para´metros θNL2 = th obtenidos teniendo en cuenta los 200 inicios
del me´todo 3.
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Figura 11: Correlaciones de Pearson para el mejor inicio del me´todo 3.
Figura 12: Correlaciones de Spearman para el mejor inicio del me´todo 3.
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Figura 13: Comportamiento de χ2(θopt) a lo largo de las iteraciones para el me´todo 3.
Figura 14: Comportamiento de χ2(θbusqueda) a lo largo de las iteraciones para el me´todo 3.
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Figura 15: Valores o´ptimo, bu´squeda y nuevo de θNL1 = w para el me´todo 3. En verde se pueden
ver los l´ımites de INL1
Figura 16: Comportamiento de α (probabilidad de aceptacio´n) a lo largo de las iteraciones para el
me´todo 3.
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Figura 17: Comportamiento de la temperatura autorregulada (rojo) y de la suma acumulada de α
(probabilidad de aceptacio´n) en funcio´n de las iteraciones (negro), para el me´todo 3.
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6. Conclusiones
Para lograr resolver el problema de encontrar los para´metros o´ptimos θ asociados a un modelo
no lineal y(x|θ) que se ajuste a datos experimentales mediante la minimizacio´n de la figura de me´rito
χ2(θ) hemos estudiado y desarrollado una serie de me´todos basados en los me´todos de Monte Carlo.
Para su implementacio´n se crearon una serie de algoritmos programados en Python, y se utilizaron
para resolver problemas provenientes de las metodolog´ıas de caracterizacio´n de materiales, en este
caso de dispersio´n de rayos X a bajos a´ngulos, como modelo de estudio.
A diferencia de los me´todos basados en gradientes, pudimos resolver el problema de optimizar la
figura de me´rito sin tener que recurrir al ca´lculo de derivadas, ya sea de forma anal´ıtica o nume´rica.
La modificacio´n que realizamos en la aplicacio´n del me´todo de Levenberg-Marquardt permitio´
automatizar la bu´squeda de puntos inciales que lleven a resultados razonables, algo que los usuarios
de este tipo de me´todos suelen llevar a cabo manualmente.
Los resultados de los algoritmos de bu´squeda mejoraron notablemente con la separacio´n de las
contribuciones lineales de las contribuciones no lineales, debido a que el espacio de bu´squeda se
reduce dra´sticamente. Adema´s de lograr un mejor ajuste a los datos experimentales, esta separacio´n
permite el ca´lculo automa´tico de los para´metros lineales (mediante rutinas de cuadrados mı´nimos
lineales) sin necesidad de tener que contar con un conocimiento tan exhaustivo de sus rangos de
bu´squeda.
La autorregulacio´n de la temperatura en funcio´n del valor de la figura de me´rito evita la cons-
truccio´n manual de esquemas de enfr´ıamiento, logrando automatizar este proceso que suele ser poco
generalista y atado a la experimentacio´n con prueba y error para el problema espec´ıfico que se este´
tratando.
Todo el co´digo de programacio´n escrito podra´ ser reutilizado para la resolucio´n del tipo de
problemas tratados en este trabajo y quedara´ a disposicio´n para futuras mejoras.
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7. Perspectivas
Muestreo con densidades de probabilidad sime´tricas y asime´tricas con regulacio´n de varianza:
La propuesta es optimizar el me´todo planteado inicialmente por ([da Silva Costa et al., 2015]),
manteniendo la separacio´n de variables lineales de las no lineales. Se procedera´ a realizar al-
goritmos de bu´squeda, acotados, mediante funciones de probabilidad sime´tricas y asime´tricas
en un intervalo acotado. Cada para´metro no lineal θNLj sera´ perturbado de forma aleatoria
mediante una distribucio´n de probabilidad normal con desviacio´n esta´ndar σj , tal como se
describio´ en pa´rrafos previos. En cada perturbacio´n los para´metros lineales se recalculan y
se emplea alguna figura de me´rito estad´ıstica para decidir si se acepta o no el cambio. Como
el espacio de muestreo se acota segu´n θNLj ± 2σj , se propondra´n ana´lisis estad´ısticos para
controlar el ancho de distribucio´n a lo largo del proceso, equivalente a un Simulated Annea-
ling, para reducir el espacio de muestreo alrededor del mı´nimo hallado. Se propone comenzar
la rutina de ajuste con muestreo Gaussiano e inducir asimetr´ıas en la distribucio´n mediante
ana´lisis estad´ısticos (ej. elucidacio´n de a priori) y controlar individualmente los valores de la
varianza de cada para´metro (ej. matriz de covarianzas) en funcio´n de la respuesta que genera
cada perturbacio´n a la figura de me´rito de estudio -Machine Learning-. De esta manera se
pretende restringir el nu´mero de muestreos innecesarios.
La rutina de autorregulacio´n de la temperatura fue una prueba de concepto exitosa. Se pueden
estudiar otras rutinas de autorregulacio´n que conduzcan a mejores resultados.
En cada iteracio´n, al realizar la bu´squeda de los para´metros, si alguno de estos no pertenece
a los rangos de bu´squeda definidos se procede a descartar dicha iteracio´n y se prosigue con la
pro´xima iteracio´n. Este comportamiendo puede generar que se descarten una gran cantidad
de iteraciones, sobre todo cuando algu´n para´metro se encuentra cercano al borde de su rango
de bu´squeda.
El co´digo del me´todo 3 permite definir una etapa de burn-in (esto quiere decir que durante
cierta cantidad de iteraciones se mantiene una temperatura fija), so´lo que no lo implemen-
tamos en este trabajo. Esto podr´ıa llevar a mejores resultados, ya que debido a la mejora
de la separacio´n en te´rminos lineales y no lineales el valor inicial de la figura de me´rito co-
mienza bastante bajo, con lo que el sistema se enfr´ıa ra´pidamente y no llega a explorar por
demasiadas iteraciones en todo el espacio.
En todos los me´todos (excepto el 2) la interrupcio´n del algoritmo se da por la cantidad de
iteraciones. Hay otras formas de hacer esto, como la tolerancia (|χ2(θopt)− 1|) menor a cierto
valor prefijado o la razo´n de cambio de χ2(θopt). Esto permitir´ıa agregar otros criterios de
corte de los algoritmos, logrando una mayor automatizacio´n del proceso para el usuario final.
Estudiar el escalado del tiempo de ma´quina con el nu´mero de para´metros no lineales.
Estudiar la velocidad de convergencia del me´todo de Simulated Annealing en funcio´n de la
distribucio´n utilizada para realizar la bu´squeda (ej. Uniforme, Gaussiana, Lognormal, etc.)
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8. Anexo: definiciones
Sea C =
(
X0, X1, . . .
)
una sucesio´n de variables aleatorias Xn : Ω → S. En esta seccio´n
consideraremos S = RM .
C es una cadena de Markov si ∀n ≥ 0, x ∈ RM , A,A0, . . . , An−1 ∈ B(RM ) 8 se cumple:
P
(
Xn+1 ∈ A|Xn = x,Xn−1 ∈ An−1, . . . , X0 ∈ A0
)
= P
(
Xn+1 ∈ A|Xn = x) (20)
Llamaremos a S el conjunto de estados de la cadena de Markov C.
Una cadena de Markov es homoge´nea si ∀n ≥ 0, x ∈ RM , A ∈ B(RM ) se cumple:
P
(
Xn+1 ∈ A|Xn = x) = P (X1 ∈ A|X0 = x) (21)
En este trabajo so´lo consideraremos cadenas de Markov homoge´neas 9.
Definicio´n 8.1. Decimos que una funcio´n P : RM ×B(RM )→ [0, 1] es un nu´cleo de transicio´n de
C si ∀x ∈ RM , A ∈ B(RM ):
P(x,A) = P (X1 ∈ A|X0 = x) (22)
Decimos que una funcio´n p : RM × RM → RM es funcio´n de densidad de P si ∀x ∈ RM , A ∈
B(RM ):
P(x,A) =
∫
A
p(x, y)dy (23)
Definicio´n 8.2. Dado m ≥ 1, decimos que una funcio´n Pm : RM × B(RM ) → [0, 1] es un nu´cleo
de transicio´n de C sobre m pasos si ∀x ∈ RM , A ∈ B(RM ):
Pm(x,A) = P (Xm ∈ A|X0 = x) (24)
Decimos que una funcio´n pm : RM ×RM → RM es funcio´n de densidad de Pm si ∀x ∈ RM , A ∈
B(RM ):
Pm(x,A) =
∫
A
pm(x, y)dy (25)
Definicio´n 8.3. Decimos que una funcio´n pi : RM → R representa una distribucio´n de probabilidad
si (∀x ∈ RM , pi(x) ≥ 0) y ∫ pi(x)dx = 1.
Notamos pin, para cada n ≥ 0, a la distribucio´n de probabilidad de la cadena en el tiempo n.
(Es decir, P (Xn ∈ A) = ∫A pin(x)dx).
Con estas notaciones, tenemos que:
pin(y) =
∫
RM
pin−1(x)p(x, y)dx =
∫
RM
pi0(x)pn(x, y)dx (26)
8Notamos B(RM ) a los borelianos de RM .
9El tema de cadenas de Markov inhomoge´neas excede el propo´sito de este trabajo. Para mayores detalles consultar
([Sarymsakov, 1961]) y ([Mu¨ller et al., 2004]).
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Definicio´n 8.4. C es irreducible si ∀x ∈ RM , A ∈ B(RM ), ∃n ≥ 1 tal que Pn(x,A) > 0.
C resultara´ aperio´dica si para cada x ∈ RM , ∃εx > 0 tal que P (x,Bεx(x)) > 0.
Definicio´n 8.5. Una distribucio´n de probabilidad pi es estacionaria de C si
pi(y) =
∫
RM
pi(x)p(x, y)dx (27)
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