In this paper, we investigate an approximation order to a continuous function over [0, 1] by neural networks with a sigmoidal function. We suggest a constructive neural network approximation and give some numerical results to justify our theory.
Introduction
Approximation by neural networks with a sigmoidal activation function has been studied by many researchers( [1] , [4] , [7] ). A neural network with one hidden layer is of the form
where σ : R → R is an activation function and a i , b i , c i ∈ R. Hahm and Hong [3] investigated the neural network approximation to a continuous function on R. They also suggested a constructive approximation by neural networks with a sigmoidal function using the convolution method in [5] .
Because of the applications in hardware implementations of back propagation, Kalman and Kwasny [6] emphasized the importance of neural networks with an hyperbolic tangent function. Medvedeva suggested a density result by neural network with a sigmoidal function using Taylor's theorem in [8] . is called a sigmoidal function.
The followings are examples of sigmoidal functions.
: the squashing function, σ(x) = tanh x + 1 2 : the hyperbolic tangent function, σ(x) = e −αxe −βx , α, β > 0 : the Gompertz function.
In order to explore the approximation by neural networks, we use the notations appeared in [2] and [5] . For n ∈ N and a sigmoidal function σ, we define Ψ n,σ by
The approximation error between f and Ψ n,σ is given by
Similarly, we define Φ n,σ by
The approximation error between f and Φ n,σ is given by
For a continuous function f on [0, 1], the modulus of continuity of f is given by
where δ > 0. Note that ω(f, δ) → 0 as δ → 0. Chen [2] suggested a constructive approximation to a continuous function f by Ψ n,σ but we need to investigate a constructive approximation to f by Φ n,σ since functions in (5) are neural networks. Thus we explore an approximation order to f by Φ n,σ in this paper.
Main Results
First, we suggest a constructive approximation to a continuous function f on [0, 1] by Ψ n,σ , where σ is a sigmoidal function. Although the idea of the proof of Theorem 2.1 comes from [2] , we modify it to get a revised result.
where σ is a bounded sigmoidal function and ||σ|| = sup x∈R |σ(x)|.
Proof. Let > 0 be given and let n be fixed. Since f is continuous on
for any α > 0. Since σ is a sigmoidal function, there exists m 0 ∈ N such that
For any δ with 0 < δ < 1/2n, we define
where
Thus, by (10) and (12), we have
Since ||σ|| ≥ 1, (10) and (14) give us that
where T = /2nM . Therefore, from (13) and (15), we have
for all x ∈ [0, 1]. Since > 0 and δ > 0 are arbitrary, we finally have
Therefore, we complete the proof.
In order to approximate f (x 0 ) in (11) by neural networks, we investigate a neural network approximation to a constant function on [0, 1].
Theorem 2.2 If
where σ is a bounded sigmoidal function and c is a constant depending on h and σ.
Proof. Let > 0 be given and let n be fixed. Since σ is a sigmoidal function, there exists m 0 ∈ N such that
Let h(x) = d = 0 for all x ∈ [0, 1] and let x i = i/n for 0 ≤ i ≤ n. For any δ > 0 with 0 < δ < 1/2n, we define
where c j = 1 for 1 ≤ j ≤ n and c j = −1, x j = x j−n for n + 1 ≤ j ≤ 2n. Then p ∈ Φ 2n,σ . Note that p(x) can be rewritten as
Thus, by (19) and (22), we have
Thus, we get, by (19) and (24),
From (23) and (25), we have
for all x ∈ [0, 1]. Since > 0 is arbitrary, we finally have
where c = |d|(2||σ|| + 1). Therefore, we complete the proof.
From Theorem 2.1 and Theorem 2.2, we obtain the following theorem that is the main result of this paper.
where σ is a bounded sigmoidal function with ||σ|| = sup x∈R |σ(x)| and c is a constant depending on f and σ.
Proof. Let > 0 be given and let n be fixed. Since f is continuous
Then q ∈ Φ 3n,σ . Note that w(x) can be rewritten as
for x ∈ [0, 1]. By (17) and (27), we have
where ||σ|| = sup x∈R |σ(x)| and c is a constant depending on f and σ. Therefore, we complete the proof.
Numerical Results
We give numerical results implemented by MATHEMATICA to justify our theory. We choose
as a target function which passes through (0, 1), (1/2, 0), (3/4, 1) and (1, 2). We choose the squashing function σ(x) = 1/(1 + e −x ) as a sigmoidal activation function since it is bounded on R. We also choose δ = 0.0001 > 0 and m 0 = 100 since |σ(x)| ≤ 3.720076×10
−44 for x ≤ −100 and |σ(x)−1| ≤ 3.720076×10
for x ≥ 100. The neural network with the squashing activation function in Theorem 2.3 is
where Figure 3 and Figure 4 show f and neural networks with n = 25, n = 50, n = 100 and n = 200, respectively.
The following numerical computation table shows the maximum errors between f and and neural networks for δ = 0.0001 and m 0 = 100. As we expected in (23), these results explain that the maximum errors between f and neural networks with the squashing activation function decrease as n increases. 
