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ABSTRACT
Modeling of Hot Electron Driven Reactions Over Localized Surface Plasmon
Resonance-Active Nanoparticles
by
Matthew Patrick Morabito
Chair: Dr. Suljo Linic
In this dissertation, we have used a number of different approaches including
simple quantum mechanical models, quantum chemical calculations, electron dy-
namics, and molecular dynamics to explore the underlying phenomena of photon-
mediated chemical reactions over nanostructured catalysts exhibiting strong local-
ized surface plasmon resonance. These reactions could occur either from formation
of energetic electrons directly on or to the adsorbate molecule, or formation of ener-
getic electrons on the substrate that are subsequently transferred to the adsorbate.
The work presented models portions of both mechanisms. The first portion of this
work investigated the properties and characteristics of the interaction between sur-
face plasmons and adsorbate states. Our studies suggest that surface plasmons can
enhance the promotion of energetic electrons into empty adsorbate states through
strong electric fields at the surface. The surface plasmon increases the interaction
xiii
of a light molecule with the nanostructure, which can transfer energy into empty
adsorbate states if the energy is correct.
We also studied the characteristic time scales for relaxation of energetic elec-
trons and formation of a thermalized hot electron gas. These time scales lay the
groundwork for modeling the interaction of the hot electron gas with adsorbate
molecules through molecular dynamics simulations within the electronic friction
model.
We used position-dependent electronic friction in molecular dynamics simu-
lations employing the Langevin equation to show what type of experimental sig-
natures (e.g. kinetic isotope effect) are expected from this type of interaction. We
found that the expected experimental signatures for our model O2 dissociation
over Ag were similar to and consistent with the experimental results for the same.
These discoveries help illuminate some of the underlying physical processes for
photon-driven chemical transformations over nanostructured catalysts and sug-
gest areas for future study in the discovery and design of these catalysts.
xiv
CHAPTER 1
General Introduction
This chapter provides an introduction to both the wide field of traditional hetero-
geneous catalysts as well as the new emerging field of photocatalysts that utilize
the phenomenon of Localized Surface Plasmon Resonance (LSPR) to affect chem-
ical transformations. These LSPR-mediated reactions offer two advantages over
existing thermal and (high-intensity) photon-driven processes: first, they allow us-
age of lower intensity light (on the order of solar intensity) and second, they offer
an opportunity to tune the selectivity of competing reaction mechanisms. A large
body of work has been done on metallic photocatalysis but much of the underlying
physics of LSPR-driven chemistry remains in the dark.
1.1 Heterogeneous Catalysis
A catalyst is a substance that enhances a reaction by participating, while not being
consumed, in the process. Metal nanoparticles are used as heterogeneous catalysts
for many chemical reactions including ammonia synthesis, hydrocarbon reform-
ing, oxidation and hydrogenation reactions [1]. These chemical transformations
1
Non-catalytic
Catalytic
(a)
(b)
Figure 1.1: a. Potential energy surface comparing the energetics of a non-catalytic
process (top) and a catalytic process (bottom). b. Potential energy surface of a
dissociating diatom; in a thermal process, thermal energy drives a molecule up the
vibrational ladder leading to dissociation.
typically occur through a series of elementary steps in which the reactants adsorb
to the surface, undergo surface reactions (i.e. bond breaking and formation), and
the resulting products desorb from the surface. For a molecule undergoing cat-
alytic dissociation (see Figure 1.1a), the resulting series of incremental changes –
adsorption, reaction, desorption – lower the activation barrier compared to a single
step without a catalyst.
1.1.1 Thermally-Driven Catalysis
Chemical transformations are typically driven by thermal excitation of the system,
activating phonons (i.e. vibrational modes) of adsorbed species through thermal
heating of the substrate. The energetic substrate phonon modes couple to adsor-
bate vibrational modes, pushing the species along the ground-state PES up the vi-
brational ladder and over the reaction barrier, shown in Figure 1.1b. This process
2
can lead to dissociation – if the vibration is along the axis of a diatomic molecule
– or desorption – if the vibration is between a molecule and the surface [2, 3, 4].
These thermal excitations will preferentially activate reaction pathways with the
lowest activation barrier.
1.1.2 Electron-Mediated Reactions
Alternatively, reactions can be triggered by energetic charge carriers such as holes
or electrons, generated from absorption of photons by photocatalysts [5]. On met-
als this phenomenon has been observed in experiments using short-duration high-
intensity femtosecond lasers, illuminating single crystal metal catalysts [6, 7, 8, 9,
10, 11, 12]. Recently, a new class of metallic nanoparticles that enhances reactions
under low-intensity visible light – on the order of solar intensity – has been dis-
covered [13, 14]. These electron-mediated reactions exhibit two distinguishing ex-
perimental characteristics [15]. The first is a transition from a linear to superlinear
dependence of the reaction rate on photon flux (intensity) from low to high inten-
sity (flux). This transition suggests that the linear dependence at low intensities is
caused by single-photon events while the power law dependence at high intensi-
ties is caused by multiple-photon events. The second is an elevated kinetic isotope
effect – a stronger change than expected for a thermal process in the ratio between
reaction rates involving heavier and lighter isotopes.
3
1.2 Localized Surface Plasmon Resonance (LSPR)
Electromagnetic waves (i.e. light) that come into contact with matter set electric
charges (i.e. electrons) in motion [16]. This process can result in absorption of
the photon to generate energetic charge-carriers (i.e. electron-hole pairs) or emis-
sion of a new photon in a process called scattering. The energetic electrons can
dissipate their energy to substrate phonon modes, causing thermal heating of the
nanoparticle. The nanostructured low-intensity catalysts mentioned in the previ-
ous section interact very strongly with light through the phenomenon of LSPR in
the Ultraviolet/visible light (UV-Vis) region and are characterized by a high ratio
of surface states to bulk states which limits bulk dissipation (to thermal heat) of
energetic charge-carriers [5].
The phenomenon of LSPR is a collective resonant oscillation of valence elec-
trons in a metal forming a standing wave on the surface of the metal in response
to an external electromagnetic stimulus. An external electromagnetic stimulus (i.e.
photon or impinging electron) polarizes the electron cloud of a metal particle dis-
placing it away from the positively charged metal nuclei. This displaced electron
cloud experiences a restoring force in the direction of the electron-deficient core.
When the frequency of the incident electromagnetic field matches the natural fre-
quency of this restoring force, LSPR is established [17, 18]; a diagram of this process
can be found in Figure 1.2. LSPR is characterized by intense electric fields on the
surface; a simulation of these is shown in Figure 1.3a.1
1For simulation details please see Appendix A.
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Figure 1.2: Schematic of a resonant surface plasmon oscillation.
Copper, silver, and gold nanostructures exhibit LSPR under (UV-Vis) illumina-
tion. These nanostructures are of particular interest for solar applications, interact-
ing strongly with wavelengths within the solar spectrum (Figure 1.3b) [19, 20, 21,
22]. The frequency – and consequently the photon energy and wavelength – of the
plasmon peak is determined not only by the constituent element (Figure 1.3b) but
also the nanoparticle shape (Figure 1.3c) and size (Figure 1.3d) [23, 24, 25, 26, 27,
28]. Silver nanostructures exhibit a redshift (toward longer wavelengths and lower
energies) as the shape changes from wires to spheres to cubes. Ag nanostructures
also exhibit a redshift as the particle size increases. Tuning nanostructures to inter-
act more strongly with the solar spectrum and/or specific wavelengths is possible
by manipulating the composition, size, and shape [19, 20, 21, 22].
The strong surface-localized electromagnetic fields generated by LSPR-active
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Figure 1.3: a. Simulation showing intense electric fields on the surface of LSPR-
active nanoparticles in response to light at the resonant wavelength. b.–d. LSPR
wavelength can be tuned by modifying nanostructure composition, shape, and
size. Solar spectrum data from: http://rredc.nrel.gov/solar/spectra/am1.5/,
Spectral data from [21].
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nanoparticles have been used in many applications ranging from single-molecule
spectroscopy [26, 29, 30, 31], surface-enhanced Raman spectroscopy (SERS) [32],
molecular sensing and detection [33], solar cells [34], among many others [26,
29, 34, 35, 36]. These strong electric fields and scattered light could also amplify
HOMO-LUMO excitations in photoactive molecules adsorbed to the surface [29,
37].
LSPR is characterized by a strong extinction peak. The interface between metal
and external media show electric field enhancements over the strength of the inci-
dent electromagnetic field
(|E|2) on the order of 102 − 103 for single particles [23,
24, 25, 38]. Clusters of particles in close proximity (∼1 nm apart) see even stronger
localized enhancements up to 105 [26, 29, 38, 39, 40]. These areas between par-
ticles are referred to as hot spots; due to the very intense electric field strength,
these hot spots could be very important in plasmon-mediated photocatalysis. It
is suggested that the strong electric fields at these hot spots can facilitate the tun-
neling of charge-carriers between nanoparticles, resulting in the formation of ener-
getic charge-carriers [41, 42, 43]. The effect of a reactive environment (i.e. surface-
adsorbed species) on the optical spectra and charge-carrier formation is discussed
in chapter 2 and chapter 3.
1.2.1 LSPR Decay
The electronic oscillation comprises a number of metal electrons oscillating from
filled states just below the Fermi level to unfilled states just above. Relaxation of
7
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Figure 1.4: The time scale of the initial surface plasmon oscillation is around 10 fs.
This oscillation decays to form a small number of high energy states
this photon/plasmon oscillation takes place on the order of tens of femtoseconds
(see Figure 1.4) [44, 45, 46]. The decay can either emit a new photon (scattering) or
to excite electron-hole pairs (energetic charge-carriers) in the nanoparticle (absorp-
tion). Photon re-emission (scattering) is the primary mode of plasmon decay in
unreactive environments for large isolated nanostructures [47]. Surface plasmons
on larger particles (e.g. Ag nanoparticles larger than 50 nm) in a reactive environ-
ment can also decay through chemical interface damping – exciting a hot electron
on surface-adsorbed species. This process occurs on a slightly longer time scale –
around 10 fs to 100 fs.
Plasmon relaxation in smaller particles (e.g. Ag nanoparticles smaller than
30 nm) is dominated by absorption: the formation of electron-hole pairs on the
surface that typically dissipate through recombination, releasing thermal energy.
The absorption process can occur through different pathways; the photon can ex-
cite surface-adsorbed species through chemical interface damping or excite sin-
gle electron-hole pairs in the substrate through a process called Landau damp-
ing [25, 48, 49]. Landau damping forms a single hot electron with a corresponding
hole; the energy difference between the electron and hole being equal to the photon
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energy [44, 45].
Hot electrons formed on the surface will scatter off of other electrons in the
nanoparticle over time, dispersing energy from a single electron to a larger num-
ber of low-energy excited electrons. These low-energy electrons will couple to
substrate phonon modes over a longer time scale (∼ 1 ps) and cool back towards
thermal equilibrium with the substrate (∼ 10 ps). The formation of the small num-
ber of high-energy states on the surface, the electron scattering to form a resulting
hot electron distribution, and the cooling of this collection of low-energy excited
charge-carriers through coupling to phonons in the substrate is discussed in chap-
ter 4. The collection of low-energy excited charge carriers can also couple to ad-
sorbate phonons, potentially triggering chemical transformations. This thesis dis-
cussed modeling this process through the electronic friction model in chapter 5.
1.2.2 Electron-Mediated Chemical Transformations
There are a number of more recent examples of charge-carrier mediated photo-
chemistry under illumination by low-intensity light. The Linic Lab has first re-
ported this phenomenon in studies of photo-activated oxygen dissociation over
∼50 nm Ag nanocubes [13, 14]. Quantum efficiencies ranged from ∼1% to ∼30%,
with efficiency increasing as thermal temperature increases. This quantum effi-
ciency is calculated as the ratio of photocatalytic reaction rate divided by the num-
ber of photons impinging on the catalyst bed. This efficiency suggests that energy
can be applied to selectively heat the adsorbate; a light intensity low enough to
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give a negligible increase the thermal temperature of the system can increase the
reaction rate by a factor of four.
Halas and co-workers have demonstrated similar photo-activation of H2 dis-
sociation on 5 nm – 20 nm Au nanostructures using a light intensity of around 2
W/cm2 [50, 51]. Studies have also focused on more complex molecules such as
reduction of nitroaromatic compounds on 6 nm Au nanostructures, formation of
hydrogen from ammonia borane on <10 nm Au nanoparticles, and esterification
of benzaldehyde over <10 nm Au nanoparticles; all occurring under illumination
from visible or UV-Vis light sources operating on a few hundred mW/cm2 [52,
53, 54]. Bimetallic nanostructured particles combining plasmonic properties of one
metal (e.g. Ag and Au) with catalytic properties of another (e.g. Pt and Pd) have
also been reported. One such study reported hydrogen evolution over Pt-tipped
Au nanorods at room temperature under very low intensity light – on the order of
a few mW/cm2 [55]. Other studies reported hydrocarbon oxidation and coupling
reactions on Au-Pd and Au-Cu nanostructures [56, 57, 58, 59, 60].
Electron-mediated reactions offer a promising possibility for tuning selectivity:
favoring one reaction pathway (e.g. dissociation) over another (e.g. desorption).
For example, low pressure experiments of CO oxidation on Ru(0001) in the pres-
ence of a small amount of oxygen show only CO desorption under light-off condi-
tions. In the presence of high-intensity laser illumination, light activates a second
reaction pathway leading to CO oxidation [4]. This suggests the possibility exists
to use photocatalysts to tune selectivity and drive specific surface reactions.
Hot electron excitation on adsorbate molecules can occur through two mecha-
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Figure 1.5: a. Indirect charge-transfer mechanism. A photon excites substrate elec-
trons which are transferred to empty adsorbate states. b. Direct charge-transfer
mechanism; an electron is promoted to empty adsorbate states directly from plas-
mon decay.
nisms; the first is an indirect charge transfer, depicted in Figure 1.5a where metal
electrons are excited in the nanoparticle and those energetic electrons scatter across
empty adsorbate states. This mechanism is typically associated with high-intensity
laser studies where a large number of photons generate a large number of energetic
charge-carriers in the nanoparticles.
The second mechanism is an alternative pathway suggested by some experi-
ments, including photocatalytic CO oxidation on platinum nanoparticles under a
high-intensity laser which show enhanced reaction rates at a particular frequency,
with the reaction rate increasing to a maximum and then decreasing as photon
energy is increased [61]. This direct charge-transfer process, also known as chem-
ical interface damping, is initiated by the interaction of surface plasmons with ac-
cessible adsorbate electronic states, promoting an energetic charge carrier across
these states (see Figure 1.5b). This direct excitation shows an increased reaction
rate when the incoming photon energy matches the energy difference between the
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bonding/antibonding states of the adsorbate. The charge transfer to the adsor-
bate could be enhanced or caused by the electric fields generated on the surface
of a nanoparticle – it is critical to gain a better fundamental understanding of the
generation of energetic charge-carriers (either electrons or holes) on the adsorbate
molecules through interaction between a surface plasmon and adsorbed species.
One interesting direction suggested by the direct charge-transfer mechanism
is the possibility of changing selectivity by targeting electronic excitation between
specific adsorbate orbitals, potentially through engineering plasmonic photocata-
lysts with optical properties that support the preferential attachment of charge to a
specific orbital over other orbitals in the adsorbate. This could be accomplished by
matching the optical properties of the nanostructure (e.g., the LSPR energy) to tar-
get the gap between occupied and unoccupied states localized on the adsorbate.
The direct charge-transfer process allows for this; however, the indirect charge-
transfer mechanism discussed above does not support this possibility. Under the
indirect mechanism the large number of charge-carriers excited on the metal sur-
face will have energies relatively close to the Fermi level and will typically scatter
preferentially across states close to the Fermi level.
The ability of a surface plasmon to dump energy directly into empty adsorbate
electronic states is not well understood; chapter 2 and chapter 3 focus on the inter-
action between a surface plasmon with empty adsorbate states through quantum
mechanical methods.
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1.2.3 Electron-Mediated Thermal Heating
Another application of LSPR-active catalysts is to take advantage of efficient light
absorption to increase thermal temperature at targeted areas. This phenomenon
has been used to drive reactions such as catalytic steam reforming of ethanol over
10–20 nm Au nanospheres [62], decomposition of dicumyl peroxide over 13 nm
Au nanoparticles [63], and chemical vapor deposition onto Au nanostructures [64,
65, 66]. Adleman and coworkers reported in ethanol steam reforming the forma-
tion of vapor pockets around the catalytic particles with the reaction likely occur-
ring at the solid-vapor interface; this localized phase change potentially improves
mixing of reactants or separation of products [67, 68]. Fasciani and coworkers es-
timated the surface temperature for dicumyl peroxide decomposition at around
500 ◦C. Steam reforming of ethanol and decomposition of dicumyl peroxide both
occurred at light intensities upwards of 107 times solar flux; this localized heating
is important under very intense light irradiation.
Another application for localized heating has been discovered in the field of
medicine. Localized heating of around 25 ◦C has been demonstrated using SiO2-
Au core–shell particles to treat epithelial carcinoma [69]. Similar results were also
reported in the photothermal destruction of malignant squamous cells and the
treatment of drug-resistant breast cancer cells, among others [70, 71, 72, 73]. While
these reactions are triggered by photons, they are ultimately driven by thermal ex-
citation of substrate phonon modes; not directly by energetic charge-carriers. At
high light intensities, it is important to be aware of the possibility of driving chem-
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ical transformations through thermal heating of the substrate.
1.3 Surface Chemistry and Electronic Structure
Catalytic activity and optical properties are tied very closely to the electronic struc-
ture of catalyst/adsorbate complexes. The interplay of bonding within adsorbates,
the surface, and between are of critical importance to plasmon-mediated catalysis.
1.3.1 Bonding
We start with a simple discussion of bonding and band formation using the tight
binding approximation and molecular orbital theory to give a better understand-
ing of the basic properties of electronic structure. When two atoms are brought
together, the electrons in each can interact in both favorable (lower energy) and
unfavorable (higher energy) combinations. A simple quantum-chemical calcula-
tion (numerical solution for electronic wavefunctions) for molecular hydrogen is
found in Figure 1.6. Having properties of waves, two electrons can either combine
in constructive (Figure 1.6a) or destructive interference (Figure 1.6b, top). Con-
structive interference is a positive interaction between electrons that is favorable
toward bond formation (bonding); destructive interference is unfavorable toward
bond formation (antibonding).
A graphical depiction of this is shown in Figure 1.6c which is a molecular or-
bital diagram of molecular hydrogen constructed using molecular orbital theory.
When two hydrogen atoms bond, the two s-orbitals combine to form in-phase
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Figure 1.6: a. Plot of the in-phase combination (solid line) of individual wave-
functions (dashed lines). b. Plot of the out-of-phase combination (solid line) of
individual wavefunctions (dashed lines). Green and red colors correspond to dif-
ferent phases. c. Diagram of bonding between two hydrogen atoms forming bond-
ing (in-phase) and antibonding (out-of-phase) states. Visualization of bonding and
antibonding states are shown.
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(bonding) and out-of-phase (antibonding) combinations. The new bonding state
localized in between the two hydrogens contributes to bonding behavior. If the
two electrons are out-of-phase, the interaction creates an antibonding state that is
higher in energy; this change of phase between neighboring atoms is called a node.
More nodes (areas where two neighboring orbitals are out-of-phase – destructive
interference) contributes to unfavorable, high-energy states. Electrons in favorable
’bonding states’ will contribute to bond formation; antibonding states will detract
from bond formation. In order for a bond to form, the number of electrons in bond-
ing states must be larger than the number of electrons in antibonding states; this is
the concept of ’bond order’:
B.O. =
1
2
(
Nelectrons,bonding − Nelectrons,antibonding
)
(1.1)
A bond is favorable if the bond order is greater than zero and unfavorable if
the bond order is zero. Each hydrogen brings an s-orbital with a capacity of two
electrons but only containing one electron; these interact to form two orbitals (σ,
bonding, and σ∗, antibonding) that can each hold two electrons. When filling the
states, electrons will always fill the lowest available states – in this case the bonding
state will hold 2 electrons and the antibonding state will hold zero. Therefore the
final molecular orbital diagram for molecular hydrogen is shown in Figure 1.6c
– the bond order is 12 (2− 0) = 1. Helium’s molecular orbital diagram looks al-
most identical to hydrogen but with one critical difference: each atom contributes
2 electrons each – there will be two electrons in both bonding and antibonding
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states resulting in a bond order of zero.
Either injection of energetic electrons to antibonding states or excitation of elec-
trons from bonding states (either to antibonding states or even nonbonding states,
states not participating in bonding) can both reduce the bond order, weakening the
chemical bond and potentially triggering chemical transformations.
1.3.2 Band Formation
In more complicated systems, bonding will comprise interactions of more than
two electronic orbitals – such as in a metallic solid, which contains a large num-
ber of atoms (on the order of Avogadro’s number, 6.022 × 1023) all interacting
with each other. Within the linear combination of atomic orbitals (LCAO) ap-
proximation, each atom owns its atomic orbitals with each combined molecu-
lar orbital (bonding, antibonding) being a linear combination of atomic orbitals:
ψmolecular = C1ψH1 + C2ψH2.
The simplest case is of two atoms, discussed above, depicted in the first pane
of Figure 1.7 showing the in-phase bonding and out-of-phase antibonding states.
For three atoms, the interaction is more complicated but the in-phase bonding
(bottom of the second pane of Figure 1.7) and out-of-phase antibonding (top of
the second pane) combinations are still present. For four constituent atoms (third
pane of Figure 1.7) we still see the in-phase and out-of-phase behavior but we also
see the formation of intermediate energy combinations – these each contain both
two pairs of bonding and two pairs of antibonding interactions. As the chain gets
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Figure 1.7: Schematic diagram of bonding for a dimer, trimer, quadmer, and infi-
nite chain. Adapted from [74]
longer, the number of these intermediate states increases: as the number of con-
stituent orbitals increases, so does the number of final states. The rightmost pane
of Figure 1.7 shows an infinitely long chain of atoms – the lowest energy state com-
prises all wavefunctions in-phase with its neighbors; the highest energy is every
wavefunction out-of phase with its neighbors.
These representations can be rewritten by the parameter ’k’, which describes
translational symmetry in inverse space (the first Brillouin zone).For this linear
chain of s orbitals (Figure 1.8, top), the bottom representation (all in-phase) corre-
sponds to k = 0. Moving along this k-space the orbitals become more out-of-phase;
at k = pia all orbitals are out-of-phase and there are nodes between all neighboring
orbitals. This gives a band structure – a plot of energy (E) vs. k that shows the
energy of electronic states through k-space.
The slope of the band structure in k-space is inversely proportional to the num-
ber of states; a more flat band structure means more states present at this energy.
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Figure 1.8: Schematic diagram of the fomation of a band structure and density of
states for an infinite chain. Adapted from [74]
The DOS can be constructed from the band structure; it is a measure of the number
of states, ρ (E) in an energy interval between E and E+ ∆E.
The cases mentioned above all comprise ’s’ electrons – one type of electronic
orbital. S-bands have certain characteristics – they will increase in energy through
k-space and will have a DOS diagram similar to Figure 1.8. A second type of
orbital that can bond is a p-orbital. P-orbitals have two lobes – each out-of-phase
with each other. When neighboring p-orbitals form bonding pairs is when the
orbitals are all out-of-phase (conversely, antibonding is when all orbitals are in-
phase) – these bands will exhibit the opposite energy dependence on k-space, as
shown in Figure 1.8, bottom.
The characteristics of the band structure also give other useful information: or-
bitals that are delocalized – that is those that interact with many of their neighbors
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– will show a large dependence on k. A broad metal sp band corresponds to the
strongly delocalized metallic states. Highly localized orbitals (that is, electrons that
do not participate in much bonding with many orbitals) will have energy relatively
independent of k and have very narrow bands (and very narrow DOS). There are
other types of orbitals (d, etc.) and bonding (pi,δ) that we will not discuss in detail
here, for a full discussion see [74] and [75].
Of importance to this dissertation is the idea of k-space. Electronic transitions
can occur at any point in k-space and detailed electronic structure information is
necessary for probing electronic excitations. This idea is critical to chapter 3.
1.4 Scope of Dissertation
This dissertation covers elements of every aspect of LSPR from the initial photon
interaction with the collective oscillation, through the formation of a small number
of highly-energetic charge-carriers and subsequent decay to form a large number
of lower energy excited charge-carriers (see Figure 1.9). Chapter 2 and Chapter 3
both explore the characteristics of the initial photon/electron oscillation interaction
through a simple quantum-mechanical model and a more robust Density Func-
tional Theory (DFT) treatment. Chapter 4 covers the decay of a small number
of high-energy to a large number of lower-energy charge-carriers using the Boltz-
mann transport equation and the two-temperature model (TTM). Chapter 5 details
one mechanism through which this large number of low-energy charge-carriers
can trigger chemical transformations
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Figure 1.9: Outline of the concepts covered in this dissertation.
1.5 Summary
In this chapter we introduced the concepts of energetic charge-carrier catalysis;
how it differs from traditional thermally driven processes. We dicussed what LSPR
is and its importance in strengthening the light-matter interaction, localizing hot
electron formation on the surface, and its ability to facilitate charge-carrier for-
mation at relatively low light intensities. We discussed the decay paths for these
surface plasmons – through photon re-emission or through production of electron-
hole pairs in either the metal substrate or adsorbate molecules. Last, we introduced
some concepts in bonding and band formation that are topical throughout this dis-
sertation.
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CHAPTER 2
QuantumMechanical Model for Surface
Plasmons
Localized Surface Plasmon Resonance (LSPR) is a collective resonant oscillation of
electrons in a metal in response to an external electromagnetic stimulus. The stim-
ulus – a photon or electron – displaces the negatively charged electron cloud of a
metal particle away from the positively charged metal nuclei. This displaced elec-
tron cloud experiences a restoring force back toward the electron-deficient core.
When the frequency of the incident electromagnetic field matches the natural fre-
quency of this restoring force, LSPR is established. This resonance condition is
characterized by intense electric fields at the surface and strong extinction.
2.1 Optical Properties
The polarization of the electron cloud is described by the dielectric function, which
comprises real (ε1) and imaginary (ε2) parts:
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ε (ω) = ε1 (ω) + iε2 (ω) (2.1)
For metals the frequency dependence of the dielectric function is often approx-
imated using the Drude model, which models the intraband (sp band to sp band)
contribution to the dielectric function [16, 76]:
ε (ω) = 1− ω
2
p
ω (ω+ iγ)
(2.2)
where ωp is the plasmon frequency and γ is the damping factor, equal to the in-
verse of the relaxation time, τ. Below 3.8 eV, the Drude model (green line, Fig-
ure 2.1) fits the intraband contribution of the experimentally determined dielectric
function (blue line) well. Above 3.9–4.0 eV, however, excitation of electrons from
the metal d band to empty sp states is possible. This interband transition is not
accounted for in the Drude model, but can be included through the introduction
of a Lorentzian term or terms to the above model, fit to experimental data:
ε (ω) = 1− ω
2
p
ω (ω+ iγ)
+∑
N
∆εNω2N
ω2N + γNωi−ω2
(2.3)
where N are added Lorentzian poles; ωN is the pole-specific resonant frequency
of each Lorentzian, ∆εN is the permittivity at ω = 0 multiplied by an oscillator
strength term, and γ is the dipole damping of the transition; all are empirically fit
to data. The results from one-term and six-term Lorentzian fits to the experimental
data are found as the red line and black line (respectively) in Figure 2.1. The many-
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Figure 2.1: Comparison of empirical extinction models compared to literature data
from [77]. The Drude model captures lower-energy behavior but cannot handle
the interband transition. Introduction of Lorentzian poles can empirically capture
this behavior. These poles are characterized by a peak in the imaginary part of
the dielectric function and a corresponding wiggle in the real part of the dielectric
function.
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term fit captures the qualitative behavior of the dielectric function much better
than the simple Drude model, but it is empirical, not from first-principles, and
lacks any predictive power.
Solutions giving us extinction and other characteristic information (e.g. electric
field strength, etc.) can be obtained several ways from this dielectric function. Us-
ing the Discrete Dipole Approximation (DDA) to calculate extinction properties,
the system is treated as a finite mesh of polarizable points that couple with the
applied electromagnetic field and other dipoles – this system can be solved alge-
braically [24, 38, 78]. Macroscopic treatments for electrodynamics (i.e. Maxwell’s
equations) can describe surface plasmons when the electron mean free path in the
metal is small compared to the plasmon wavelength; numeric solutions can be
obtained using finite-difference time-domain (FDTD) and finite-element method
(FEM) solutions [79, 80, 81, 82]. A rich literature of work on this subject exists, for
more information see Refs. [16, 76, 83, 84]
Models such as DDA, FDTD, and FEM using Drude or Drude-Lorentz models
use empirical dielectric functions which do not contain detailed electronic struc-
ture information. For instance, they cannot predict the electronic structure of a
nanoparticle in the presence of chemisorbed adsorbates. When particles decrease
in size to the nanoscale (on the order of 10 - 100 nm) the continuous metal band
(discussed in § 1.3) breaks down into discrete states and a quantum description of
the optical response is necessary [85].
For particles much smaller than the wavelength of incoming light (Dp/λ <<
1), the particle can be treated as an ideal dipole interacting with a surrounding
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dielectric. This dielectric function is related to the extinction cross-section (in units
of cross-sectional area) of a nanoparticle (σext) through the following equation [86,
87, 88]:
σext =
18piVnpε3/2m
λ
ε2
[ε1 + 2εm]
2 + ε22
(2.4)
where a is the particle radius, λ is the wavelength of the electromagnetic stimulus,
Vnp is the volume of the nanoparticle, ε1 and ε2 are the real and imaginary parts
of the dielectric function of the particle, and εm is the dielectric constant of the
medium surrounding the particle. From this equation there are two cases where
the extinction cross-section should increase. The first is when the numerator, ε2, is
large; this contribution correlates to the number of individual electric charges os-
cillating in response to the electromagnetic field. We refer to this term hereafter as
the single-particle term. The second is when the denominator is small; this occurs
when ε2 is relatively small and (ε1 + 2εm) is close to zero, i.e. when ε1 ∼ −2εm. We
refer to this as the plasmon effect, as it corresponds to the optical response due to
the formation of LSPR and strong electric fields at the surface.
2.2 Particle in a Box Model
A simple quantum mechanical model has been used in the past to study quan-
tum effects on the dielectric function of small metal nanoparticles from first prin-
ciples [89, 90, 91, 92, 93]. This simple, physically transparent model treats the op-
tical response from a quantum standpoint; treating the metal s and p states in a
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nanoparticle as comprising a sea of non-interacting electrons, in an infinite poten-
tial well. Inside the cubic potential well – the particle – of length L, the background
potential is zero (V = 0). Outside the particle the potential is infinity – the electrons
are restricted to the inside of the infinite potential well, and the wavefunctions at
the edges of the box must be zero. The expression for calculating potential and the
boundary conditions are:
V (0 < x < L) = 0 (2.5)
V (x < 0 or x > K)→ ∞ (2.6)
ψ (x = 0) = 0 (2.7)
ψ (x = L) = 0 (2.8)
The nanoparticle has three spatial dimensions; however, each spatial dimen-
sion is independent. We begin by obtaining solutions to the 1-dimensional time-
independent Schro¨dinger equation:
− h¯
2
2m
∂2Ψ (x, t)
∂x2
+V (x)ψ (x) = Eψ (x) (2.9)
where V is the potential, E is the energy, m is the mass, x is position, and Ψ are
the wavefunctions. We are looking at solutions inside the potential well; V (x) = 0.
Rearranging gives:
∂2Ψ (x)
∂x2
= −2mE
h¯2
ψ (x) = −k2ψ (x) (2.10)
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substituting in the wavenumber, k:
kwn =
√
2mE
h¯2
=
p
h¯
(2.11)
The general solution to differential equations of the same form as Equation 2.10
is a linear combination of sine and cosine functions:
ψ (x) = C1 sin (kx) + C2 cos (kx) (2.12)
with integration constants C1 and C2. Since the wavefunction must not be discon-
tinuous at the edges of the well, (where V → ∞) the wavefunction must go to zero
at the edges. The cosine term must drop out, i.e. C2 = 0. Applying the second
boundary condition gives:
ψ (L) = 0 = C1 sin (kL) (2.13)
This equation has an infinite number of solutions corresponding to every inte-
ger n (the quantum number):
kwn =
npi
L
n = 1, 2, 3, . . . (2.14)
where each n corresponds to a non-trivial wavefunction that is exactly zero at the
edges. The constant of integration C1 must satisfy the normalization condition –
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Figure 2.2: a. Solutions to 1-d Schro¨dinger equation for n = 1 to n = 4. b. Clockwise
from top left, 3-D solutions for (nx,ny,nz) = (1,1,1), (1,2,2), (2,2,2), (3,3,3).
the total density of each wave function in the box must be one electron:
∫ L
0
ψ∗nψndx =
∫ L
0
= A2n sin
(npix
L
)2
= 1 (2.15)
The first four of these solutions are shown in Figure 2.2a. Waves with a higher
frequency (higher wavenumber, shorter wavelength) have by nature, a higher en-
ergy. As the number of waves in each box increases, the amount of energy in each
wave goes up proportional to n2 – see Equation 2.11. The energy of each wave
function is:
E =
h¯2k2wn
2m
=
n2h¯2pi2
2mL2
= n2E0 (2.16)
Particular electrons (wave functions) are free in a 3-dimensional box. Each di-
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Figure 2.3: a. Density of states for 3-dimensional particle in a box; follows a square
root dependence. b. Schematic diagram showing ∆l = 1 transitions for a cubic
nanoparticle where lF = 10. Shaded areas correspond to filled states. Adapted
from [89] ( b. only)
mension is an independent degree of freedom – an electron will have one wave-
function in each of x, y, and z directions:
ψnx,ny,nz =
√(
8
L3
)
sin
(nxpix
L
)
sin
(nypiy
L
)
sin
(nzpiz
L
)
(2.17)
Enx,ny,nz =
pi2h¯2
2mL2
(
n2x + n
2
y + n
2
z
)
(2.18)
This leads to a square-root density of states, shown in Figure 2.3a, which is a
reasonable analogue for the sp band of a real metal (see § 1.3). In a collective
oscillation, such as a plasmon/metal nanoparticle interaction, electrons are tran-
sitioning around the Fermi level; from filled states just below the Fermi level to
unfilled states above. The oscillator strength (transition probability) is dependent
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on the energy difference between the initial and final states. For electrons in a box,
simplifications can be made for symmetry and spin, giving an oscillator strength
(S) dependent on initial 1-dimensional energy level (referred to as l):
Sl,∆l =
32
pil3F
l2 (l + ∆l)2
∆l2 (2l + ∆l)2
(2.19)
where lF is the highest occupied quantum number and ∆l is the number of levels
between the initial and final states of the transition. A graphical depiction showing
a sampling of allowed transitions for ∆l = 1 is seen in Figure 2.3b for lF = 10.
The symmetry reduction is illuminated here; with the transitions originating at l
= 9, corresponding to initial k levels of 1, 2, 3, and 4 all have identical oscillator
strengths and are lumped together by symmetry. lF is calculated as the cubed root
of the total number of electrons in the nanoparticle (N), which is in turn calculated
as:
lF = N
1
3 =
Vnpρ
M.W.NA
. (2.20)
where ρ is the density of silver, Vnp is the volume of the nanoparticle, M.W. is the
molecular weight of silver, and NA is Avogadro’s constant.
2.3 Dielectric Function
The dielectric function can be written as a sum of these oscillator strengths, Sl,∆l
over symmetry allowed transitions (∆l = 1, 3, . . . ) from filled states (l ≤ lF) to
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unfilled states (l + ∆l > lF):[89]
ε (ω) = ε∞ (ω) +ω
2
p
1,3,...
∑
∆l
lF
∑
l
Sl,∆l
ω2l,∆l −ω2 − iωγl,∆l
(2.21)
where the sum of all oscillator strengths has been normalized to one, ωp is the bulk
plasmon frequency, ε∞ (ω) is the interband contribution – accounting for transi-
tions from d-states to the sea of s and p electrons not explicitly handled with the
quantum treatment above – to the dielectric function (below 3.8 eV, this value is
relatively constant around 4), and γ is the damping for the dipole transition (re-
lated to the Drude lifetime: 0.016 eV for bulk Ag [89]), ωl,l+∆l is the frequency of
the transition l → l + ∆l. The frequency of transition is the difference between the
initial and final frequencies:
ωl,l+∆l = ωl+∆l −ωl = E0h¯
[
(l + ∆l)2 − (l)2
]
(2.22)
which simplifies to:
ωl,∆l =
E0
h¯
∆l (2l + ∆l) (2.23)
All relevant parameters are shown in Table 2.1. The dielectric function can be
rearranged to give the real and imaginary parts:
Re (ω) = ε1 (ω) = ε1,IB (ω) +ω2p
1,3,...
∑
∆l
lF
∑
l
Sl,∆l
(
ω2l,∆l −ω2
)
(
ω2l,∆l −ω2
)2 −ω2γ2l,∆l (2.24)
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Table 2.1: Summary of Parameters for Quantum Mechanical Model
Lattice constant q 4.08 A˚
Fermi energy, EF 5.52 eV
Plasma frequency, ωp 1.59×ωF
Dipole damping, γ 0.016 eV
Density 5.856× 1028 atoms/m3
Interband term, ε IB 4
Medium dielectric constant 2.25
Im (ω) = ε2 (ω) = ε2,IB (ω) +ω2p
1,3,...
∑
∆l
lF
∑
l
Sl,∆lωγl,∆l(
ω2l,∆l −ω2
)2 −ω2γ2l,∆l (2.25)
This dielectric function is related to the extinction cross-section (in units of
cross-sectional area) of a nanoparticle (σext) through the following equation [86,
87, 88]:
σext =
18piVnpε3/2m
λ
ε2
[ε1 + 2εm]
2 + ε22
(2.26)
where Vnp is the volume of the nanoparticle, εm is the dielectric constant of the sur-
rounding medium, and λ is the wavelength of incoming light. Equation 2.26 gives
some insight for properties of ε1 and ε2 that will cause an increase in the extinction
cross-section. As discussed in § 2.1, the first condition is when the numerator in-
creases; this is met when the imaginary part of the dielectric function, ε2, is large,
corresponding to a large number of electron oscillations generated in response to
the optical perturbation. The second condition is where the denominator is very
small; this happens when (ε− 2εm) ∼ 0, or more specifically, when the real part
of the dielectric function, ε1 is roughly equal to −2εm. This condition character-
izes an increase in extinction driven by electric fields generated from a collective
oscillation.
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To maximize extinction, the denominator, [ε1 + 2εm]
2 + ε22, must be as small as
possible; ε2, the transitions of individual electrons must not be too large. In metals
such as Pt, transitions from the d-band to the sp band increase ε2, and a strong,
clear LSPR extinction peak is not observed. For Ag particles these transitions are
approximated as a constant; the addition of a frequency-dependent interband term
(similar to Ref. [18]) did not significantly affect the results. In Ag, the interband
transition occurs mainly above 3.8 eV (∼ 325 nm), in the ultraviolet region. De-
pending on nanoparticle size and shape, the Ag plasmon peak occurs around 2 – 3
eV, well below the interband region.
The scattering cross-section, that is, the portion of light that is not absorbed, but
is re-emitted as photons is calculated in Equation 2.27:
σsc =
24pi3V2npε2m
λ4
∣∣∣∣ ε− εmε+ 2εm
∣∣∣∣2 (2.27)
2.4 Results
2.4.1 Comparison of Model to Experiment
Calculated dielectric function and simulated extinction spectrum from a 75 nm sil-
ver nanocube can be found in Figure 2.4. Imaginary (top) and real (middle) parts of
the dielectric function are plotted as a function of photon energy. The inset zooms
in on the real part of the dielectric; the horizontal line in the inset corresponds to the
resonance condition, −2εm = −2× 2.25. The predicted plasmon peak appears at
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Figure 2.4: (Top) Imaginary part of the dielectric. (Middle) Real part of the di-
electric. Inset, zoom in to the plasmon resonance condition, ε1 ∼ −2εm. (Bottom)
simulated extinction spectrum compared to experimental solution of 70 nm.
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the energy where this condition is met; at 3 eV. The peak location is well-matched
to experiment; the width of the experimental results will have extra broadening
due to dispersion and other factors. Of note from the experimental results is the
interband transition – the increase in the experimental extinction above 3.8 eV.
2.4.2 Particle Size Effects
2.4.2.1 Electron-Hole Pair Energies
The effect of discrete states leads to different electron-hole pair energies for dif-
ferent particle sizes. Histograms of electron-hole pair formation, weighted by the
oscillator strength, are found in Figure 2.5. Smaller particles show more quantum
effects – more discrete states with less continuous behavior. The 5 nm particle
shows distinct states; the only available transitions are above 0.5 eV (correspond-
ing to ∆l = 1) in energy with another cluster around 1.8 eV (∆l = 3) and again
above 2.5 eV (∆l = 5). As the particle size increases, the difference between filled
and empty states decreases to under 0.1 eV, with 75 nm particles showing no ap-
parent discrete behavior.
2.4.2.2 Dielectric Function and Extinction
Calculated dielectric functions for 5 nm – 75 nm cubes can be found in Figure 2.6.
The plasmon resonance condition of ε1 ∼ −4.5 for particles embedded in a dielec-
tric medium where εm = 2.25 is shown as a dashed horizontal line in Figure 2.6.
The peaks in the histograms from Figure 2.5 help identify features in the calcu-
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Figure 2.5: Histogram of electron-hole pair formation for nanoparticles ranging in
size from 5 nm – 75 nm. Smaller particles show fewer available states and more
discrete state behavior. Larger nanoparticles have more continuous band structure
and have more low-energy states available for electrons to dump into just above
the Fermi level.
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lated imaginary and real parts of the dielectric function. The peak in the imaginary
part tracks with the first lowest available state, shifting to lower energy at larger
particles. Each plateau in the imaginary parts – clearest for the 10 nm particle –
correspond to a different ∆l = 1, 3, 5, . . .. The smallest particle shows very distinct
discrete transitions; each of the peaks in the imaginary part of the dielectric cor-
respond to different initial energies. As the particle size increases, the discrete set
of states begins to act more like a continuum – by 40 nm the small peaks in the
imaginary part are almost gone; by 75 nm they are negligible.
2.4.2.3 Absorption and Scattering
Smaller particles are dominated by absorption of electrons – that is, the formation
of electron/hole pairs on the surface that dissipate to heat. Larger particles scatter
light more effectively – plasmon decay typically results in re-emission of a photon.
These size effects are captured using Equation 2.27 – the scattering term increases
as the square of the nanoparticle size, rapidly dominating the extinction. The re-
sults for absorption and scattering calculated from the quantum mechanical model
for nanoparticles from 5 nm – 75 nm is found in Figure 2.7. The small particles (5
nm, 10 nm) are almost completely dominated by absorption (dot-dash lines); larger
particles (40 nm, 75 nm) are completely dominated by scattering (dashed lines).
Both effects could be contributing to photon-driven chemical transformations. Ab-
sorption of light to form electron-hole pairs on the nanoparticle is how the process
is typically understood using high-intensity laser experiments, however lower in-
tensity processes typically do not form a large number of electron-hole pairs on the
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surface; the electronic temperature of nanoparticles above 10 nm does not change
appreciably under single-photon illumination. For larger particles, scattering of
light could be important in increasing the interaction of light with nanoparticles
by focusing light, using nanoparticles as antennae [31]. Another pathway exists: a
surface plasmon could decay to form a hot electron directly on a species adsorbed
to the surface. This process, called chemical interface damping, could operate in
parallel or serial with absorption and scattering, driving chemical transformations
on the surface.
2.4.3 Single-Particle and Plasmonic Effects
As discussed in § 2.3, the extinction cross-section will be large under two condi-
tions. The first is where ε2 is large; this indicates the presence of a large number of
electronic oscillations not associated with the collective oscillations (e.g. d-band to
sp-band transitions). The portion of Equation 2.26 responsible for describing this
process we label the single-particle term (with units of area or length squared):
Single-particle term =
18piVnpε2
λ
(2.28)
The second condition where the extinction cross-section will be large is when
the electrons in the surface oscillate at the same frequency as the incoming electro-
magnetic field. The portion of the extinction equation responsible for this effect we
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denote the plasmonic term (a unitless quantity):
Electric field term =
ε
3
2
m
|ε1 + 2εm|2 =
ε
3
2
m
[ε+ 2εm]
2 + ε22
(2.29)
The extinction is the product of these two terms. These parts allow us to re-
view how changes in the electronic structure of the nanoparticle (e.g. size effects,
adding adsorbates) will change the extinction properties. Figure 2.8 shows extinc-
tion, single-particle effect, and electric field effect for 5 nm and 10 nm nanocubes.
These small particles show discrete transitions. Both single-particle and electric
field effects are important; the electric field (i.e. ultimately the real part of the
dielectric function) is responsible for the location of the plasmon peak while the
single-particle (i.e. the imaginary part of the dielectric function) is reponsible for
determining the fine structure and width. This is especially apparent in the 10 nm
results where the electric field effect is centered mostly around 2.8 to 3.3 eV while
the single-particle transitions below and above this energy broaden the extinction
spectrum.
The data in Figure 2.9 shows the same information for larger particles – 20 nm
up to 75 nm. There are still noticeable discrete transitions for 20 and 40 nm parti-
cles; the transition should be somewhere around 50 nm. The effect of broadening
from the single-particle transitions is largely negligible above 20 nm. The single-
particle effect decreases by at least a factor of 10 compared to the 5 nm particles;
this is offset by an increase in the corresponding electric field effect, which domi-
nates larger particles.
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43
0.00
0.02
0.04
0.06
0.08
Ex
ti
nc
ti
on
(n
m
2
at
om
)
20 nm
40 nm
75 nm
0.0000
0.0005
0.0010
0.0015
0.0020
18
pi
V
n
pε
2
λ
(
nm
2
at
om
)
2.5 3.0 3.5
Energy (eV)
0
100
200
300
ε3 2 m
[ε
1+
2ε
m
]2
+
ε2 2
Figure 2.9: Extinction spectra with single-particle and and electric field contribu-
tions for nanoparticles from 20 nm – 75 nm
44
sp-band
Anti-bonding
Bonding
Adsorbate Coupling to substrate Model system Surface
Figure 2.10: Illustration of adsorbate-substrate coupling. An adsorbate far from
the surface (left) has discrete states. As the adsorbate interacts with the surface, it
forms bonding and anti-bonding states (left center). These states combined with
the metal surface (right) gives a combined system which we model as shown here
(right center.
2.4.4 Impact of Adsorbates
We developed a natural extension of this quantum mechanical model to give a
physically transparent description for the photon-driven HOMO-LUMO type ex-
citations within adsorbate molecules. The quantum mechanical model assumes
that the density of states follows a square root energy dependence, as shown in
the right-most portion of Figure 2.10. When a generic adsorbate interacts with the
surface the electronic structure changes, forming filled bonding states below the
Fermi level and unfilled states above, shown in the left half of Figure 2.10. We
model these as additional states below and above the Fermi level. The oscillator
strengths are modified according to the following rules:
Metal-metal: S′l→l+∆l = S0 × Nl→l+∆l (2.30)
Adsorbate-adsorbate: S′l→l+∆l = S0 × (Nl→l+∆l + NB→AB) (2.31)
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Figure 2.11: Schematic diagram of quantum model with added states. Shaded area
depicts filled electronic states. Orange lines correspond to adsorbate bonding and
antibonding states.
where Sl→l+∆l is the oscillator strength, Nl→l+∆l is the number of transitions from
l to ∆l, and NB→AB is the number of transitions from adsorbate bonding to anti-
bonding states. The oscillator strengths are normalized to one:
∑
l
∑
l+∆l
S′l→l+∆l = 1 (2.32)
The result of this model is adding in intra-molecular electronic transitions from
filled adsorbate states to unfilled adsorbate states. The energy of the bonding
states, energy of the antibonding states, and the difference in energy between states
can all be changed relative to each other and relative to the energy which exhibits
plasmon resonance to understand the effects on the optical properties.
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Figure 2.12: Adsorbate-induced changes to the real (a.) and imaginary (b.) parts of
the dielectric function for a 40nm silver nanocube. Adsorbate-adsorbate oscillator
strength has been increased by a factor of five for illustrative purposes.
2.4.4.1 Impact on Dielectric Function
Using the updates to the quantum model through adding adsorbate states (see sub-
section 2.4.4) we simulated optical properties of a generic adsorbate on a metal
nanoparticle to probe how the adsorbate transition energy changes the extinction
through electric field enhancement. Changes to the dielectric function due to an
inclusion of adsorbate states can be found in Figure 2.12. The adsorbate-adsorbate
transition brings a peak in ε2 and a wiggle in ε1. This result is similar to the addi-
tion of Lorentz poles to the Drude model to account for interband (non sp-band to
sp-band transitions) contributions, discussed in § 2.1. This implementation, how-
ever, is from first-principles and is directly dependent on the electronic structure
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of the system.
The peak in the imaginary part of the dielectric corresponds to a larger num-
ber of single-electron transitions at that frequency – in addition to the metal-metal
transitions, there are additional adsorbate-adsorbate transitions occurring. The
wiggles in the real part of the dielectric function correspond to changes to the col-
lective oscillation through changes in the response of the electron cloud due to the
additional transitions – a phenomenon called chemical interface damping.[94]
2.4.5 Impact on Optical Properties
The results for adding states with a corresponding HOMO-LUMO excitation are
found in Figure 2.13 for a 40 nm Ag nanocube. The three cases presented are (i)
adsorbate states added with an excitation energy far from the plasmon resonance
energy, (ii) adsorbate states added with some overlap between the intra-adsorbate
transition and the plasmon peak, and (iii) adsorbate states added with an excita-
tion energy very close to the plasmon peak. The top plot shows single-electron
transitions, the middle plot shows the collective oscillation plasmon effect, and the
bottom plot shows the extinction. The increase in the single-particle term (Fig-
ure 2.13, top) is similar between the three cases; an identical number of adsorbate
bonding/antibonding states are added. The change in the plasmon effect (Fig-
ure 2.13, middle) is near negligible for the 2.8 eV HOMO-LUMO gap (blue), small
for the 2.96 eV gap (green) and both increasing and decreasing for the 2.92 eV gap
case (red) that lies around 0.01 eV of the plasmon peak. The calculations show that
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Figure 2.13: Changes to extinction for a 40 nm particle from adding bonding/an-
tibonding states. The intra-state transition energy is sampled near to the plasmon
energy (red), far away from the plasmon energy (blue) and midrange in between
those two (green). Vertical lines depict the bonding/antibonding state excitation
energy.
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an adsorbate electron excitation energy located far from the plasmon peak (blue)
only generates a minimal increase in the extinction. When the excitation energy
lies closer to the peak, a slightly larger change in the extinction is shown, mani-
fested as a peak in the extinction (Figure 2.13, bottom, green). Interestingly, the
electric field effect is slightly decreased at the HOMO-LUMO energy. The added
states increase the extinction below the transition energy and decrease the extinc-
tion above. The decrease in extinction is primarily due to a suppressed collective
oscillation (larger ε2, leading to a smaller denominator). When the adsorbate tran-
sition energy is moved even closer to the plasmon peak (red) this peak splitting
becomes more evident with a larger suppression of the plasmon. In all cases, the
changes result in roughly the same increase to the imaginary part of the dielec-
tric – see the third plot. Despite a similar increase, the change in extinction – both
increase and decrease – is magnified when the transition energy matches up well
with the plasmon energy.
Extinction only captures one portion of the story: it measures how strong pho-
ton absorption is. Which transitions participate at energies (i.e. frequencies) near
the plasmon peak is important in processes such as chemical interface damping,
where the electron oscillation imparts a force (and thus, energy) into adsorbates
through scattering an energetic electron across empty adsorbate states. Individ-
ual oscillator strengths in the summation in Equation 2.24 and Equation 2.25 can
account for metal-metal or adsorbate-adsorbate transitions (neglecting transitions
from the metal to the adsorbate and from the adsorbate to the metal). These two
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transition types are separated:
ε (ω) = ε∞ (ω) +ω
2
p
1,3,...
∑
∆l
lF
∑
l
Sl,∆l
ω2l,∆l −ω2 − iωγl,∆l
+ω2p
(
SB,AB
ω2l,∆l −ω2 − iωγl,∆l
)
(2.33)
assuming that all parameters such as the dipole damping constant, γ, remain
the same. The oscillator strengths are again normalized to one. This separates
the extinction into two terms; one is the interaction with metal electrons, one is
interaction with adsorbate electrons Equation 2.34:
σext =
9ωVnpε3/2m
c|ε+ 2εm|2 (ε2,metal + ε2,adsorbate) (2.34)
The data in Figure 2.14a and Figure 2.14b show the contributions to the ex-
tinction cross-section from adsorbate-adsorbate and metal-metal transitions us-
ing Equation 2.34 for 20 nm and 40 nm particles, respectively, as a function of
adsorbate-adsorbate transition energy: h¯ω = EA,B→A,AB When this transition en-
ergy overlaps with the plasmon peak (just above 3 eV), there are more adsorbate-
adsorbate transitions occurring.
This participation of an adsorbate-adsorbate transition is related to chemical
interface damping where the collective oscillation decays to form a single energetic
electron on an adsorbate.
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Figure 2.14: Separation of extinction into metal-metal and adsorbate-adsorbate
contributions from the quantum mechanical added states model for a large num-
ber of initial (l) and final (l + ∆l) states.
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2.5 Energetic Charge-Carrier Formation
Adsorbate-induced changes to the extinction are observable from changes in the
UV-Vis spectra. Changes to the formation of energetic electrons and holes (charge-
carriers) are much more difficult to analyze. Using Fermi’s golden rule and a
charge-carrier lifetime (τ), the steady-state charge-carrier distribution can be cal-
culated from the oscillator strengths [91]. This treatment includes contributions
from the electric field – strong electric fields such as those triggered by a local-
ized surface plasmon oscillation can drive the formation of charge-carriers. Using
the oscillator strengths from the quantum model, we can calculate the energetic
charge-carrier formation rate, Γ. The equation (adapted from Ref. [91]) is:
Γ =
2
τ
(
h¯
τ
ϕl,l+∆l × Sl,l+∆l
(h¯ω− El+∆l − El) + h¯2τ−2
)
(2.35)
where ϕl,l+∆l is the electric field enhancement of the oscillator strength, S; h¯ω is
the energy of the impinging electromagnetic disturbance, El+∆l and El are the final
and initial state energies, respectively, and τ is the electronic lifetime of 1 ps (taken
from [91]). The electric field enhancement is calculated as:
ϕl,l+∆l = Z× E× 2pi2
1
(∆l)2
(2.36)
where Z is the particle thickness, E is the electric field, and ∆l is the difference in
initial and final quantum number. The frequency-dependent electric field contri-
bution was was taken from finite-difference time domain simulations of Ag cubes
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.
(see Appendix A). These electric fields are shown in Figure 2.15.
The electric field calculated for these simulations of 40 nm particles is strongest
at the plasmon peak of 3.0 eV. The results for steady state electron distribution for
both clean (green lines) and adsorbate-covered (blue lines) Ag are found in Fig-
ure 2.16. Solid lines represent the formation of energetic electrons; dashed lines
represent the formation of holes. The clean nanoparticle shows the formation of
large numbers of low energy electrons and holes near the Fermi level, with the
formation rate decreasing for energies far away from the Fermi level. The addi-
tion of bonding and antibonding states leads to a corresponding increase in the
formation of holes – at the bonding state energy – and energetic electrons – at the
antibonding state energy. This increase corresponds to electronic excitation within
the adsorbate between bonding and antibonding states, at 3.0 eV above the bond-
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Figure 2.16: Steady-state electron distribution of clean and adsorbate-covered 40
nm Ag nanocubes. Energetic holes are formed at the location of added bonding
states; energetic electrons are formed at the location of added antibonding states.
The Fermi level is the vertical dashed line.
ing states – these bonding and antibonding state locations were chosen to match
the plasmon energy.
To study the effects of relative LSPR energy and adsorbate excitation energy,
the bonding orbital was held constant and a number of simulations run for an-
tibonding states varying from 0.2 eV above the Fermi level to 3.2 eV above the
Fermi level; the steady-state electron distributions are found in Figure 2.17. On
one hand, a larger gap between bonding and antibonding states means a lower
oscillator strength. On the other hand, if the energy (i.e. frequency) of the transi-
tion matches the energy (i.e. frequency) of the LSPR, the electric field enhances the
formation of hot electrons by roughly a factor of 4. These results are in agreement
with the previous sections: matching the energy of the transition with the plasmon
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Figure 2.17: Change in charge-carrier formation rate plotted as a function of en-
ergy. Each color corresponds to a different anti-bonding state energy. Plasmon
resonance energy is 3.0 eV, corresponding to maximum charge-carrier formation
rate. Energetic charge-carrier formation is at a maximum when the frequency of
electronic transition matches this plasmon resonance energy.
frequency gives the greatest channeling of energy between incoming photons and
the formation of energetic charge carriers on the adsorbate.
2.6 Limitations
LSPR should preferentially operate on states on or near the surface; the delocalized
nature of this model does not capture this effect. As such, a limitation of this model
includes the electric field effects and plasmon resonance scaling with volume in-
stead of surface area; the trends for adsorbate participation with respect to particle
size are likely only qualitatively captured. The extinctions of large particles are
likely overestimated relative to small particles, the effects scale with the volume of
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the particle instead of surface area.
2.7 Summary
We have used a physically transparent quantum mechanical model to identify im-
portant descriptors in the properties of a plasmonic nanoparticle and developed
an extension to review the effects of species adsorbed to the surface. We have
demonstrated how smaller particles are dominated by higher-energy oscillations –
for adsorbates that create states well above the Fermi level, adsorbate participation
might be increased in small particles which show a greater affinity for the creation
of higher-energy electron-hole pairs. We evaluated how this model changes in
the presence of adsorbates on the surface – adding a monolayer of adsorbates in-
creases the single-particle effect but dampens the collective oscillation. The overall
combination of single-particle and electric field effects are critical to the optical
response. Weak single-particle transition at the energy corresponding to LSPR is
necessary for the plasmon condition but the overlap between adsorbate excita-
tion energy and plasmon energy was shown to be the greatest factor in enhancing
the extinction due to channeling energy into electrons scattering across adsorbate
states. This framework also shows how to separate contributions to the extinction
into single-particle and electric field (collective oscillation) contributions.
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CHAPTER 3
Density Functional Theory
In this chapter we discuss a more rigorous model for the optical response of a
metal nanoparticle using DFT. The simple quantum mechanical model discussed
in chapter 2 treats electrons as non-interacting particles in an infinite potential well,
with three independent spatial modes. With some simplifications, numeric solu-
tions can be calculated for an electron density in a model system along with the
response to an external optical stimulus.
DFT is a method for simplifying and obtaining numeric solutions for electronic
wavefunctions for many-body systems, and is widely used to calculate geometries,
adsorption energies, electronic structure, and optical spectra of various species
(substrates, adsorbates, and complexes). We evaluate three case studies to study
the plasmonic characteristics of metal nanoparticles, modeled as infinite slabs. The
first case is to review the effect of metal substrate for Ag, Cu, and Pt to see the ef-
fects of the interband transition on optical properties. The second case is to add a
simple adsorbate (H) to the surface to see how the optical properties change and
the nature of electronic transitions. The third case is study the effects of introduc-
ing a more complex, strongly-bound adsorbate (O).
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3.1 Schro¨dinger Equation
In any system of electrons, each electron has its own wavefunction that must sat-
isfy the Schro¨dinger Equation (a more general form of Equation 2.9 [95]):
HˆΨ = EΨ (3.1)
where E is the electronic energy, Ψ are the wave functions, and H¯ is the Hamil-
tonian operator. In practice, this is impossible to solve without making some ap-
proximations and simplifications. One approach is to gain analytical solutions, as
seen in chapter 2. Another approach is to simplify the expression enough to allow
for numeric solutions.
3.1.1 Born-Oppenheimer Approximation
Within the Born-Oppenheimer approximation atomic nuclei motion is separated
from electronic motion and the electrons are approximated as moving through a
static external potential, v:
EΨ = HˆΨ =
[
N
∑
i=1
(
−1
2
∇2i
)
−
N
∑
i=1
v (ri) +
N
∑
i<j
(
1
rij
)]
Ψ (3.2)
where the Hamiltonian can also be written:
Hˆ = T +V +U (3.3)
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where the first term is a kinetic energy operator, the second is an external poten-
tial operator including ion core-electron interactions, and the third is an electron-
electron operator. Analytic solutions do not exist for most many-body systems,
while numerical solutions – even to this simplified problem – are extremely com-
putationally expensive due to the electron-electron term, scaling as (3N)3.
3.1.2 Hohenberg-Kohn Theorems
Two theorems derived by Hohenberg and Kohn help reduce the computational dif-
ficulty of solving the many-body Schro¨dinger equation [96]. The first Hohenberg-
Kohn (H-K) theorem states that the electron density, ρ, uniquely determines the
external potential. It then follows that this electron density determines all proper-
ties of the system, including the many-body wave functions of the system and the
ground state energy, Ev:
Ev [ρ] = T [ρ] +V [ρ] +U [ρ] (3.4)
It follows that the system can be described as a density through 3-dimensional
space instead of N particles in 3-dimensional space, shown in Figure 3.1.
The second theorem states that for an arbitrary density, the energy will always
be greater than or equal to the real ground-state energy:
E0 ≤ Ev [ρ˜] (3.5)
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15 variables 3 variables
Figure 3.1: Schematic diagram showing a many-body problem (left) simplified to
a density in 3-dimensions (right)
where ρ˜ (r) is any arbitrary non-negative density (ρ˜ (r) ≥ 0) that comprises the
correct number of electrons in the system
∫
ρ˜ (r) dr = N. Since the electron density
uniquely defines the wave functions of the system, the arbitrary density is the exact
ground-state density when the energy functional is minimized.
3.1.3 Kohn-Sham Equations
The Kohn-Sham approach is a way of transforming Equation 3.4 into something
more easy to solve. It does this by separating terms into single-particle and cor-
relation contributions. For example the kinetic and electron-electron operators are
separated into:
T [ρ] = Ts [ρ] + Tc [ρ] (3.6)
U [ρ] = UH [ρ] +Uc [ρ] (3.7)
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where UH is the Hartree potential; the potential operating on each electron with all
others frozen. This gives the exact energy functional relationship:
E [n] = T [n] +U [n] +V [n] = Ts [n] +UH [n] + Exc [n] +V [n] (3.8)
where the collective terms have been rolled in to a single ’exchange-correlation’
term, Exc. Numerous approaches exist to calculate this exchange-correlation term,
each having strengths and weaknesses depending on the properties of the system.
Some functionals work well for describing extended metallic systems while others
work well for gas-phase isolated molecules; some functionals work well for calcu-
lating adsorption energies while others give better insight into electronic proper-
ties [97, 98, 99, 100, 101, 102]. Some further resources for the theory behind DFT in-
clude Density-Functional Theory of Atoms and Molecules [95], A Bird’s-Eye View
of Density-Functional Theory [103], and Solids and surfaces: A chemist’s view of
bonding in extended structures [74]. For a good resource on use and application
of DFT, the reader is directed to Density Functional Theory: A Practical Introduc-
tion [104].
3.1.4 Dielectric Response
The electronic response of a system due to an external stimulus can be calculated
using first-order perturbation theory in Linear-response time-dependent density
functional theory (LrTDDFT). This section is drawn from numerous resources in
literature [105, 106, 107, 108, 109, 110].
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The polarizability of a many-body system, χ, is related to the independent
single-body polarizabilities, χ0 by Equation 3.9 [108]:
χ = (1− χ0VC − χ0Kxc)−1 χ0 = A−1χ0 (3.9)
where VC is the Coulombic effect, Kxc is the change in the exchange correlation
term for a perturbed electron density, and A is the combined matrix for inversion:
AGG′ (q,ω) = δGG′ − χ0GG′ (q,ω)
4pie2
|q+G′|2
−∑
G′′
χ0GG′′ (q,ω)Kxc
(
G′′ −G′)
(3.10)
Kxc is the derivative of the exchange-correlation contribution with respect to the
electron density at the initial and final states:
Kxc
(
r, r′
)
=
δ2Exc
δρ (r) δρ (r′)
(3.11)
The independent-particle polarizabilities are found using Equation 3.12:
χ0GG′ (q,ω) =
2
Ω ∑n,n′,k
fn,k
(
1− fn′,k+q
)
ω+ εn,k − εn′,k+q + iη(
〈n,k|e−i(q+G)·r|n′,k+ q〉〈n′,k|e−i(q+G′)·r′ |n,k〉+ c.c.
)
(3.12)
with complex conjugate (c.c.), q is the wave vector of the incident electromagnetic
wave, G is reciprocal lattice vector, k is a wave vector of electronic states, f is oc-
cupation number, ω is the frequency of the incident electromagnetic wave (related
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to the energy difference) and Ω is the crystal volume.
This expression bears similarities to the quantum mechanical dielectric function
(see Equation 2.21); the sum is over transitions from filled states, n, to unfilled
states, n′, and the denominator gets very small (and the polarizability large) when
the frequency of the incoming stimulus, ω, matches the transition frequency from
electronic state with initial energy level, n, and momentum, k, to n′,k+ q.
The response in electron density, χGG′ due to the polarization from incoming
light, can be calculated from Equation 3.10 and Equation 3.12:
χGG′ (q,ω) =∑
G′′
A−1GG′′ (q,ω) χ
0
G′′G′ (q,ω) (3.13)
The dielectric matrix is calculated from this density response function:
e−1GG′ (q,ω) = δGG′ +
4pi
|q+G|2
χGG′ (q,ω) (3.14)
The macroscopic dielectric function is calculated from this [108]:
eM (q,ω) =
1
e−100 (q,ω)
(3.15)
The extinction spectrum with electric field effect is calculated in the optical limit
(q→ 0, as |q+G|−2 diverges when q,G are both zero):
Extinction = Loss Function = −Im 1
eM (q→ 0,ω) =
ε2
ε21 + ε
2
2
(3.16)
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The absolute value of this loss function allows us to quantitatively compare
results between different metals and different adsorbates. This equation is sim-
ilar to Equation 2.26; DFT treatment explicitly handles the dielectric function of
the vacuum; that is, it already includes the dielectric function of the surrounding
medium (vacuum). The corresponding plasmon condition for DFT-calculated sys-
tems using Equation 3.16 is therefore ε (ω) = 0 [111]. For DFT we define slightly
different single-particle (Equation 3.17) and electric-field effects (Equation 3.18):
Single-particle term = ε2 (3.17)
Electric field term =
1
ε21 + ε
2
2
(3.18)
3.2 Computational Details
Three steps are needed to properly set up the model system and calculate opti-
cal properties. First, the system is allowed to relax (move) to minimize the inter-
atomic forces between atoms to find the lowest energy geometry. During this step,
the two innermost layers are set at the bulk lattice constant and not allowed to re-
lax. Second, the model system is solved with a higher plane wave cutoff energy,
finer k-point sampling, higher accuracy exchange-correlation functionals, etc. to
obtain better electronic structure information for obtaining the electronic response.
Third, the linear response calculation is performed on this ground state system to
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calculate the electronic response and optical properties.
DFT calculations were performed using the grid-based projector augmented
wavefunction code implemented in GPAW [111, 112]. Hydrogen was placed on
surface face-centered cubic (fcc) sites (hexagonal close-packed (hcp)) sites and top
sites were also tested and had a lower affinity for hydrogen) on both the bottom
and top surfaces. With both surfaces covered, the optical properties resulting are
only for an adsorbate-covered surface. If only one surface contains adsorbates, the
resulting optical properties are a combination of two infinite surfaces: one fully
clean surface and one covered surface.
Model systems were 1x1x6 slabs, shown in Figure 3.2. Systems were allowed
to relax until the forces on each atom were below 0.05 eV. The middle two layers
were fixed at bulk geometry; the top two layers on each side allowed to relax. A
vacuum layer of 16 A˚ was inserted in the direction perpendicular to the surface to
decrease communication between neighboring unit cells. A 8x8x1 Monkhorst-Pack
grid was used for sampling k-points in the Brillouin zone for relaxation. The Local
Density Approximation (LDA) functional was used to approximate exchange and
correlation effects [113]. Fermi smearing was applied at an electronic temperature
of 0.05 eV to aid convergence, and only occupied bands were converged. In plane
wave mode, wave functions were expanded in plane waves with a cutoff energy of
500 eV; results were converged with respect to increasing plane wave cutoff energy.
After geometry optimization, the system was reconverged for more thorough
electronic structure detail. The vacuum distance between parallel slabs was in-
creased to 30 A˚ and a 100x100x1 Monkhorst-Pack grid was used for sampling k-
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(a)
(b)
(c)
Figure 3.2: Density Functional Theory model system (left) top view and (right) side
view. The model system visualization is repeated twice in x and y dimensions to
show symmetry. a. 6 layer Ag slab. b. 6 layer Ag slab with a monolayer of H. c. 6
layer Ag slab with a monolayer of O.
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points in the Brillouin zone. For optical simulations we use the LDA exchange-
correlation functional [113] and the modified GLLB-SC functional for its improved
treatment of Ag d bands [111, 114, 115]. Fermi smearing was applied at an elec-
tronic temperature of 0.05 eV. For Ag, 120 bands were included in the calculation;
for Cu, 90 bands were included in the calculation; for Pt, 122 bands were included.
These numbers included all bands up to 15 eV above the Fermi level. A diagonal-
ization of the full Hamiltonian was performed after the system converged, giving
a more robust approach for unoccupied states above the Fermi level.
3.2.1 Linear Response Time-Dependent DFT
Optical response DFT calculations were performed with the LrTDDFT code for
extended surfaces in GPAW [111]. The EELS loss spectra was calculated by GPAW
with an initial frequency grid spacing (at ω = 0) of 0.01 eV and a broadening factor
of 0.05 eV. For EELS calculations, the momentum was sampled in increments of q
= 0.025 A˚−1 corresponding to the inverse distance between k-points. Both EELS
and the dielectric function were performed with an energy cutoff of 500 eV – the
calculations were converged with respect to cutoff energy.
3.3 Results
We analyze three different case studies; the first is to study the changes to optical
properties by changing the metal element from Ag to Cu and Pt. The second case
study probes the effect of adding an adsorbate, Hydrogen, to the surface that only
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induces minor changes in the electronic structure. The third case is to introduce an
adsorbate, Oxygen, that incudes much larger changes in the electronic structure.
3.3.1 Effect of Metal Element
The first case study is to look at the plasmon properties for Ag, Cu, and Pt slabs
and comparing the effect between metals. These calculations were performed on
6 layer pure metal slabs using the modified GLLB-SC exchange correlation func-
tional [114, 115].
3.3.1.1 Dielectric Function
Calculated dielectric functions for 6 layer slabs are found in Figure 3.3. The real
dielectric functions for Ag and Cu are very similar, predicting a plasmon peak for
both around 3.5 – 4.5 eV; for Pt, the real part of the dielectric does not reach zero
and there is no well-defined peak below 5 eV. The similarities in the real part of the
dielectric function for Ag and Cu suggest that differences in the imaginary part of
the dielectric function will drive extinction differences.
The imaginary part of the dielectric function shows the presence of strong in-
terband transition for platinum over the whole range, a somewhat weaker one for
copper beginning at around 2.5 eV and an even weaker one for silver beginning at
around 3.5 – 4.0 eV. The peak in Ag at 3.5 eV is due to an interband transition from
Ag d states to the Ag sp band.
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Figure 3.3: DFT-calculated real (top) and imaginary (bottom) dielectric functions
for 6 layer clean Ag slab and H-covered Ag slab. Peaks in the imaginary part of
the dielectric from 2.0 – 3.5 eV correspond to electronic transitions from H to Ag;
the peak around 4.5 eV is an Ag d-band to Ag sp-band interband transition.
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3.3.1.2 Optical Properties
Calculated extinction plots with electric field and single-particle effects for each of
the three metals are found in Figure 3.4. The extinction for silver is roughly twice
as large compared to copper and platinum. The driving force behind this is the
electric field effect, plotted in the second pane of Figure 3.4. With the real part
of the dielectric being largely similar between the two metals, the difference in Ag
and Cu is primarily due to the larger interband transition suppressing the plasmon
peak. There is no clear surface plasmon resonance for Pt, with it being suppressed
by the presence of the interband transition.
The origin of the single-particle peaks in the bottom frame of Figure 3.4 is clear
from the atomic projected density of states, found in Figure 3.5. The peak for Ag
at around 3.5 eV is an intraband transition from Ag sp states at the Fermi level to
Ag sp states well above the Fermi level. The peak for Cu at around 4.2 eV is the
corresponding transition from filled sp states to unfilled sp states, with the band
located slightly higher for Cu.
The electronic structures of Ag and Cu are quite similar; the largest difference
is in the lower energy for onset of the interband transition for Cu; this leads to a
much weaker plasmon resonance. Platinum’s interband is much stronger and very
broad compared to either Ag or Cu and causes no clear plasmon peak.
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Figure 3.4: DFT-calculated spectrum (top) with electric field (middle) and single-
particle (bottom) effects for Ag, Cu, and Pt. The Ag spectrum is larger than Cu and
Pt by a factor of ∼ 2, primarily due to the interband transition suppressing surface
plasmon resonance.
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Figure 3.5: Ag (left), Cu (middle), and Pt (right) projected DOS for s orbitals (solid),
p orbitals (dashed) and d orbitals (dotted). Ag and Cu are very similar below 4 eV
except for d-band location; -2 eV for Cu, -3.8 eV for Ag. Pt d-band has states at EF,
these are responsible for the low interband transition energy.
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3.3.1.3 Single-Particle Transitions: Electronic Structure Properties
Bands can run – that is, increase or decrease energy – through k-space (see Fig-
ure 1.8). The energy differences for vertical transitions (i.e. transitions go from
one band to another without changing location in k-space – the optical stimulus
imparts no momentum into the electronic excitation and an electron is promoted
from a band in reciprocal space k to a different band at the same point in reciprocal
space) as well as other transitions (i.e. where an electron is promoted from a band
in reciprocal space k to a different band at k+ q by the electron momentum q) are
dependent on the position in k-space, and can be investigated by evaluating the
differences in eigenvalues (that is, differences in energy between states) at specific
points in k-space (see subsection 1.3.2). As a result, the DOS plots above do not
contain explicit information for these transitions.
To visualize this information, we use transition plots, as depicted in Figure 3.6,
for a 6-layer Ag slab. The top half of each plot is a histogram of the relative en-
ergy differences between bands (normalized, arbitrary units), overlaid with the
imaginary part of the dielectric function (single-electron transitions, depicted by
the solid black line).
Peaks in the histogram have a possible link to peaks appearing in ε2 at the
same energy. The histograms are constructed by counting the number of points
throughout the reducible Brillouin zone (k-space) where an electron can transition
from a filled band below the Fermi level to unfilled bands above the Fermi level.
To obtain results in the reducible Brillouin zone, the quantum-chemical calculation
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results in the irreducible Brillouin zone are multiplied by the k-point weights (i.e.
the number of places in k-space that have the same symmetry as the point in the
irreducible Brillouin zone). Responsible bands are identified in the band structure
in the bottom half of the transition plot; the solid black line is the initial state;
colored lines indicate the final states.
Figure 3.6 shows a transition plot for transitions originating from the highest
energy d-band. Counts for the histogram are only tallied where the initial states
are empty and the final states are filled. The entire first Brillouin zone is counted;
this includes many points not along the x-axis in Figure 3.6b. This analysis only
tracks the energy differences between states, the propensity of each transition is
not accounted for. As an initial study, we focus on vertical transitions; further
studies could investigate the momentum dependence, where q 6= 0.
Figure 3.6 comprises a transition plot for the interband transition; electronic ex-
citation from the d band to unfilled sp states. The histograms in the top frame (col-
ored lines) show the relative energy difference between filled and unfilled states
throughout the first Brillouin zone. Overlaid on the transition plot is the imagi-
nary part of the dielectric function overlaid for comparison between the transition
energies and peaks in the extinction from single-particle transitions.
The imaginary part of the dielectric function (black line in Figure 3.6a) shows
the interband transition taking off between 3.5 and 4 eV, as well as a small single
peak at 3.5 eV. Transitions occurring for the broad interband transition are visual-
ized in Figure 3.7. These transitions comprise electron donation from well below
the Fermi level (∼ 3.70 eV) to just above the Fermi level (∼ 0.30 eV). One such in-
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Figure 3.6: a. Transition plot shows energy difference between Ag d-states and Ag
sp bands (colored lines) is over 3.6 eV. b. Band structure showing d states (thick
black band around -4 eV) and silver sp states (purple, magenta, cyan, green, red,
blue) – colors correspond to histograms in a..
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Figure 3.7: Wavefunction visualization: interband transition. These comprise exci-
tations from Ag d-states (a., c.) to delocalized Ag sp states (b., d.). Wavefunctions
visualized in k-space where the bands differ in energy by the transition energy of
∼ 4.0 eV. Wavefunctions output in k-space at an energy difference between filled
and unfilled states where the interband transition appears in the imaginary part of
the dielectric; ∼ 4.0 eV.
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terband transition is an electronic excitation from states visualized in Figure 3.7a to
states visualized in Figure 3.7b. This transition (and similarly, the transition from
states in Figure 3.7c to Figure 3.7d and two more in Figure 3.8) has an energy of
around 4 eV; this difference is energetic enough to satisfy the broad interband tran-
sition peak. From the band structure and the wavefunction visualizations, these
transitions are from localized d-states to more delocalized bulk metal states.
There is also a small apparent peak at around 3.5 eV in the imaginary part of
the dielectric; the transition plot identifying this transition is found in Figure 3.9.
The localized visualization of the states show this peak is from two similar bands
running in the same direction across k-space. Both electron-donating and electron-
accepting states comprise primarily Ag states with sp-character; visualizations are
found in Figure 3.10. The single-electron peaks seen on clean silver at energies
above 2 eV are all interband transitions from either d-states to sp-states or intra-
band transitions between sp-states. Introducing new adsorbate states to the sys-
tem will change the states available for electron donation and electron reception
and open up more pathways for hot electron formation.
3.3.2 Effect of Weakly-Bound Adsorbate
The second case study we evaluated observed the effects of adding an adsorbate to
the surface, inducing relatively small changes into the substrate – hydrogen. These
calculations were performed on 6 layer pure metal slabs using the modified GLLB-
SC exchange correlation functional [114, 115]. A single monolayer of Hydrogen
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Figure 3.8: Wavefunction visualization: interband transition. These transitions are
functionally similar to Figure 3.7; excitations from Ag d-states (a., c.) to delocalized
Ag sp states (b., d.). Wavefunctions output where the bands differ in energy by the
transition energy of ∼ 4.0 eV.
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Figure 3.9: a. Transition plot shows energy difference between a lower-energy Ag
sp-band b., black line) and two higher energy sp-bands (b., red and blue lines).
Transitions from the lower-energy Ag sp-band to the blue band appear at around
3.5 eV, matching a peak in the imaginary part of the dielectric function. b. Band
structure highlighting Ag sp states – colors correspond to histograms in a.
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Figure 3.10: Wavefunction visualization: interband peak. The donating
state (a., c.) appears to have some Ag d character; the accepting state (b., d.) has no
apparent d-character. Wavefunctions output when the energy difference between
filled donating and empty accepting states is ∼ 3.5 eV.
81
was added at the three-fold high-symmetry fcc hollow site which relaxed to M-H
bond distances of 1.861 A˚, 1.690 A˚, and 1.847 A˚ for Ag, Cu, and Pt, respectively.
Electronic adsorption energy was calculated to be -0.20 eV, -0.50 eV, and -0.84 eV
per hydrogen atom on each metal, respectively.
3.3.2.1 Impact on Dielectric Function
The calculated real and imaginary dielectric function contributions for H-covered
single-monolayer slabs of 6 layers (Ag/H, Cu/H, Pt/H) are found in Figure 3.11.
The real part of the dielectric function shows the emergence of wiggles introduced
by new adsorbate states (e.g. just above 2 eV for both Ag and Cu) accompanied
with corresponding peaks in the imaginary part of the dielectric function (same
energies) - this is consistent with the results seen for the Quantum Model (see Fig-
ure 2.12). The plasmon peak for Ag (2.9 eV) and Cu (2.5 eV) has red-shifted to
lower energies (longer wavelengths); this is consistent with changes in plasmon
dispersion through introduction of a reactive environment through chemical in-
terface damping[94]. As the polarized electron cloud oscillates through the metal
nanoparticle, scattering of electrons across empty adsorbate states exerts a drag
force on the electronic oscillation, dumping energy to adsorbates through chemical
interface damping. These fluctuations serve to ’slow’ the free electron oscillation –
it will thus satisfy the resonance condition at lower frequencies.
The imaginary part of the dielectric shows several clear peaks for Ag near 1.8,
2.3, 2.8, 3.5, and 4.5 eV and similar peaks for Cu near 1.5, 2.1, 2.7, 3.2, and 4.6 eV.
Compared to the clean surface case, the largest changes are manifested between
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Figure 3.11: DFT-calculated real (top) and imaginary (bottom) dielectric functions
for 6 layer clean and H-covered slabs. The appearence of wiggles in the real part of
the dielectric function and corresponding peaks in the imaginary part of the dielec-
tric function indicate the formation of new electronic transitions in the presence of
adsorbates.
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clean Ag and Ag/H. The imaginary part of the dielectric, ε2, for clean Ag ranges
from 0.2 to 1 between 2 and 4 eV; in the presence of a single monolayer of hydrogen
the value is instead from 1 to 5 – a five-fold increase. New peaks are observed in
Cu in the presence of a monolayer of hydrogen but the increase in magnitude is
much smaller; there is only a small increase in ε2 above 2.5 eV between Cu and
Cu/H. The qualitative changes in Ag and Cu upon introduction of an adsorbate
are consistent with the results from the quantum model – a peak in ε2 coupled
with a wiggle in ε1. The imaginary part of the dielectric function for Pt is relatively
featureless and decreases slightly across the energy range from 1 eV to 5 eV; there
are only small changes with the introduction of hydrogen.
3.3.2.2 Impact on Extinction
The loss functions, electric field effects, and single-particle effects for Ag, Cu, and
Pt slabs covered in a single monolayer of hydrogen are found in Figure 3.12. The
loss function for the plasmon peak of clean Ag of 0.8 was slightly higher than the
peak intensity of 0.75 for Cu. Pt still exhibits an absence of a strong LSPR peak
at low energies. The new peaks appear at around 2 eV for Ag and Cu. This is
from the increased single-particle transition shown in the third panel of Figure 3.12
lowering the electric field effect, shown in the second panel. The imaginary part of
the dielectric is between 0 and 1.5 for most of the range from 1 to 5 eV for clean Ag
and Cu; for hydrogen-covered it ranges from 1 to 3. This increased single-particle
contribution comprises transitions from Ag/H combined states at the Fermi level
to Ag sp states above the Fermi level; depicted in Figure 3.13. The presence of
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Figure 3.12: DFT-calculated spectrum (top) with electric field (middle) and single-
particle (bottom) effects for Ag, Cu, and Pt. The Ag spectrum is larger than Cu and
Pt by a factor of ∼ 2, primarily due to the interband transition suppressing surface
plasmon resonance.
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Figure 3.13: Ag/H (left), Cu/H (middle), and Pt/H (right) projected DOS for metal
s orbitals (colored solid lines), metal p orbitals (colored dashed lines), metal d or-
bitals (colored dotted lines) and hydrogen s orbitals (solid black lines). Ag and
Cu are very similar below 4 eV except for d-band location and the metal s peak
around 3 eV. Pt d-band has states at EF, these are responsible for the low interband
transition energy.
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hydrogen lowers the edge of the unoccupied sp band from 3.5 eV to 2.2 eV in Ag
and from 4.2 eV to around 2.5 eV for Cu.
Effectively, the presence of hydrogen adsorbed to the surface lowers the onset
energy of the interband transition such that it occurs well below the area where
ε1 ∼ 0 for both Ag and Cu, exhibiting a much weaker extinction. Any strong
interaction with the surface is likely to modify the electronic structure in such a
manner; the strength of both Ag and Au as plasmonic nanocatalysts may rest in a
combination of both LSPR energy and weak interaction with adsorbed species.
3.3.2.3 Changes to Electronic Structure
The transition plots for hydrogen-covered slabs need one additional piece of infor-
mation; to assist in peak identification, the adsorbate is moved vertically above the
surface to review how well changes in the histogram peaks correlate to changes in
the peaks in the imaginary part of the dielectric function. The presence of many
new transitions requires this more rigorous treatment for peak identification.
The transition plot in Figure 3.14a shows such a plot for a band in Ag/H with
the hydrogen moved 0.4 A˚ up and down above the surface. The band corresponds
to the highest-energy d-band, with the band structure shown in Figure 3.14b. This
d-state is highly localized, and transitions from this state to bands above the Fermi
level are shown to occur beginning at around 3.7 eV – this correlates with the on-
set of the typical interband transition in Ag. The transition histograms remain
relatively unchanged with some broadening in the transitions at around 4.0 eV.
Visualizations of the states participating in these transitions can be found in Fig-
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Figure 3.14: a. Transition plot shows interband transitions to silver s,p states (cyan,
green, red, blue). b. Band structure showing d states (black band around -4 eV),
Ag/H states (purple) and silver s,p states (cyan, green, red, blue)
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ure 3.15; they are still transitions from localized bulk Ag d-states to delocalized Ag
sp-states.
The bottom four transition peaks are all associated with the formation of the
new ’hydrogen’ states – the two degenerate bands shown as the black lines in Fig-
ure 3.16b. The lowest-energy peak tracks well with the energy difference between
this band and the cyan band (see Figure 3.16a). The next peak is associated with
transitions from this band to the green band. The next two peaks are attributed to
transitions from this band to the red band.
The first peak corresponds to transitions of electrons from states localized on
hydrogen adsorbed to the surface and the Ag sp-band (see Figure 3.17). The second
peak is similar; transitions from these localized hydrogen states to a delocalized Ag
sp-band (see Figure 3.18). The accepting state for the third (Figure 3.19) and fourth
(Figure 3.20) peaks both correspond to the same band but slightly different behav-
ior; the third peak is more delocalized whereas the fourth peak is more localized.
The third peak (Figure 3.19 has more surface Ag/H behavior compared to the first
two peaks. The fourth peak (Figure 3.20 includes a final state that comprises more
localized hydrogen states. The fifth peak at 4 eV is an electronic excitation from
the black band shown in Figure 3.21 to the blue band. This is either attributed
to transitions from localized Ag d-states to localized hydrogen states (Figure 3.22)
or delocalized Ag bulk sp-states (Figure 3.23); both occur at the correct energy.
Ultimately, the addition of hydrogen to the surface introduces a large number
of pathways for electronic excitation between the adsorbate and the metal – both
to and from the adsorbate. Most literature discusses the formation of a transient
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Figure 3.15: Wavefunction visualization: interband transition
Excitations from silver d-states to delocalized silver sp states. Wavefunctions out-
put in k-space where the bands differ in energy by the transition energy of ∼ 3.8
eV.
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Figure 3.16: a. Transition plot showing this state can transition to a number of states
above the Fermi level, associated with peaks in the extinction. b. Band structure
showing this H-state (solid black line) and silver s,p states (colored lines) There
are two degenerate hydrogen states; these results are functionally identical to the
other band at the same energy.
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Figure 3.17: Wavefunction visualization: interband transition
Excitations from silver d-states to delocalized silver sp states. Wavefunctions out-
put in k-space where the bands differ in energy by the transition energy of ∼ 1.4
eV.
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Figure 3.18: Wavefunction visualization: interband transition
Excitations from silver d-states to delocalized silver sp states. Wavefunctions out-
put in k-space where the bands differ in energy by the transition energy of ∼ 2.2
eV.
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Figure 3.19: Wavefunction visualization: interband transition
Excitations from silver d-states to delocalized silver sp states. Wavefunctions out-
put in k-space where the bands differ in energy by the transition energy of ∼ 2.8
eV.
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Figure 3.20: Wavefunction visualization: interband transition
Excitations from silver d-states to delocalized silver sp states. Wavefunctions out-
put in k-space where the bands differ in energy by the transition energy of ∼ 3.5
eV.
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Figure 3.21: a. Transition plot showing this state can transition to a number of states
above the Fermi level, associated with peaks in the extinction. b. Band structure
showing this H-state (solid black line) and silver s,p states (colored lines) There
are two degenerate hydrogen states; these results are functionally identical to the
other band at the same energy.
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Figure 3.22: Wavefunction visualization: interband transition
Excitations from silver d-states to delocalized silver sp states. Wavefunctions out-
put in k-space where the bands differ in energy by the transition energy of ∼ 4.0
eV.
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Figure 3.23: Wavefunction visualization: interband transition
Excitations from silver d-states to delocalized silver sp states. Wavefunctions out-
put in k-space where the bands differ in energy by the transition energy of ∼ 4.0
eV.
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negative adsorbate; this analysis suggests a positively charged adsorbate is also
a possibility. The impact of such an adsorbate would have a similar effect to a
negatively-charged adsorbate.
3.3.3 Affect of Strongly Interacting Adsorbate
The results in this section use the LDA exchange-correlation functional [113] due
to some GPAW issues with the use of the GLLB-SC functional with spin-polarized
systems. The quantitative predictions (such as the d band description and con-
sequently the interband transition) are not as robust compared to the GLLB-SC
approach but we review this case study to look at more overarching trends for a
weakly-bound adsorbate (hydrogen) and a more strongly-bound adsorbate – oxy-
gen.
Qualitatively the results for clean and H-covered surfaces agree well with those
from the previous section, the addition of hydrogen to the surface increases the
single-particle transitions over most of the energy range, with the change being
largest for Ag – due to the low interband transition at low energies in the absence
of adsorbates.
Simulated EELS spectra for clean Ag, Ag with a monolayer of H, and Ag with
a monolayer of O are found in Figure 3.24. The suppression of surface plasmon
resonance – the change in loss function for the clean slab compared to hydrogen-
covered – is smaller here. The LDA exchange-correlation functional does not ac-
curately locate the d-band – putting it at ∼2.5 eV instead of around 4 eV below the
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Figure 3.24: (Top) DFT-calculated EELS spectra for Ag (orange), Ag/H (black) and
Ag/O (brown). (Middle) Electric field contribution to spectra. (Bottom) Single-
particle contribution to spectra.
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Fermi level (compare Figure 3.5 and Figure 3.25) – causing the interband transition
to damp the plasmon. This shifts the plasmon peak to a lower energy (∼3 eV) and
to a lower value (∼0.9) relative to GLLB-SC-predicted values (∼3.7 eV and ∼1.5,
respectively). The same five single-particle peaks emerge again for Ag/H – four
responsible for transitions from H states to silver sp states and one interband tran-
sition from Ag d states to the sp band. Of note are the effects of the electric field
on the two lowest-energy peaks in ε2 at 1.6 eV and 2.0 eV; the value of ε2 for both
peaks is roughly the same, however the extinction at 2 eV is around 70% greater
than for 1.6 eV – this shows the importance of the LSPR condition on increasing
extinction associated with adsorbate states. Transitions from Hydrogen s and Ag
sp band hybridized states to other Ag sp band states begins to take off above 2.5
eV.
Atomic oxygen was found to bind to the surface with a magnetic moment of
0.7 µB and a bond distance of 2.053 A˚. The binding of oxygen increases the single-
particle transitions for energies below 3 eV – the absorption spectrum more closely
resembles a metal with a broad interband transition than Ag. This is likely due to
the presence of a large number of strongly hybridized Oxygen p and Ag p, d states
immediately below the Fermi level, shown in the rightmost pane of Figure 3.25.
Simulated EELS spectra for clean Cu, Cu with a single monolayer of H, and Cu
with a single monolayer of O are found in Figure 3.26. The suppression of surface
plasmon resonance – the change in loss function for the clean slab compared to
hydrogen-covered – is smaller here. Similarly to Ag, the LDA exchange-correlation
functional overestimates the energy of the d-band – putting it at∼1.5 eV below the
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Figure 3.25: Projected Density of States (PDOS). (Left) Electronic density around a
surface Ag atom in a clean slab projected onto s (solid), p (dashed) and d (dotted)
orbitals. (Middle) PDOS for a surface Ag atom (green lines) and hydrogen (black
line) in a slab with 1 monolayer of Hydrogen adsorbed. (Right) PDOS for a surface
Ag atom (red lines) and oxygen s (solid black line) and p (dashed black line). In-
troduction of hydrogen shifts the edge of the sp band above the Fermi level down
from 3.5 eV to just above 2.0 eV. Introduction of oxygen generates a large number
of states just below the Fermi level.
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Figure 3.26: (Top) DFT-calculated EELS spectra for Cu (orange), Cu/H (black) and
Cu/O (brown). (Middle) Electric field contribution to spectra. (Bottom) Single-
particle contribution to spectra.
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Fermi level instead of ∼2.5 eV – see Figure 3.5 and Figure 3.27.
The spectrum for Cu shows a weak plasmon peak (correlated to a peak in the
electric field effect) at around 4 eV. The addition of hydrogen shows the presence
of several peaks – these appear to be from hybridized O p/Cu p/Cu d states to
similar states above the Fermi level. Atomic oxygen was found to bind to the sur-
face with a magnetic moment of 0.51 µB and a bond distance of 1.859 A˚. Similar to
Ag, the oxygen-covered surface exhibits much higher single-particle transitions for
energies below 3 eV. This correlates well with the O p/Cu p/Cu d states between
3 eV below the Fermi level and the Fermi level.
Simulated EELS spectra for Pt, Pt/H, and Pt/O are found in Figure 3.28. The
d-band has some states above the Fermi level – this matches roughly the location
for the GLLB-SC functional. Oxygen adsorbs to the Pt surface with a M-O bond
distance of 1.996 A˚.
The spectra for all three cases are largely similar; the low-energy interband tran-
sition washes out any plasmon peak – the introduction of adsorbates such as H and
O leave the loss function largely similar.
The presence of empty metal (d and p) states (see Figure 3.29) just above the
Fermi level mean that there is a wide energy range of filled states below the Fermi
level from which electrons can be promoted.
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Figure 3.27: PDOS plots for Cu. (Left) Electronic density around a surface Cu atom
in a clean slab projected onto s (solid), p (dashed) and d (dotted) orbitals. (Middle)
PDOS for a surface Cu atom (green lines) and hydrogen (black line) in a slab with
1 monolayer of Hydrogen adsorbed. (Right) PDOS for a surface Cu atom (red
lines) and oxygen s (solid black line) and p (dashed black line). Introduction of
hydrogen shifts the edge of the sp band above the Fermi level down from around
4 eV to around 2.4 eV. Introduction of oxygen generates a large number of states
just below and at the Fermi level.
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Figure 3.28: (Top) DFT-calculated EELS spectra for Pt (orange), Pt/H (black) and
Pt/O (brown). (Middle) Electric field contribution to spectra. (Bottom) Single-
particle contribution to spectra.
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Figure 3.29: PDOS plots for Pt. (Left) Electronic density around a surface Pt atom
in a clean slab projected onto s (solid), p (dashed) and d (dotted) orbitals. (Mid-
dle) PDOS for a surface Pt atom (green lines) and hydrogen (black line) in a slab
with 1 monolayer of Hydrogen adsorbed. (Right) PDOS for a surface Pt atom (red
lines) and oxygen s (solid black line) and p (dashed black line). Introduction of
hydrogen shifts the edge of the sp band above the Fermi level down from above 5
eV to around 4 eV. In the presence of oxygen there are some new states introduced
around and above the Fermi level.
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3.4 Conclusions
In this chapter we’ve reviewed the effects of the composition of the metal surface,
the effects of adding a simple adsorbate to the surface, and the effects of adding
an adsorbate that changes the electronic structure of the surface by a much greater
amount. The high-energy threshold of the interband transition of Ag lends to its
strong LSPR compared to Cu with its similar electronic structure.
In order to react, reagents must adsorb to the catalytic surface; catalysts typi-
cally operate in conditions where the reacting species have a non-zero concentra-
tion. Under these conditions, the presence of adsorbates will substantially change
the optical properties of the catalytic particles, likely decreasing the strength of the
plasmon intensity.
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CHAPTER 4
Energetic Charge-Carrier Lifetime and Decay
The surface plasmon combination of a photon and collective oscillation discussed
in chapter 2 and chapter 3 decays to form a single hot electron through a process
called Landau damping. In an unreactive environment, this hot electron collides
off other electrons forming a thermalized distribution of electrons. The hot electron
distribution cools over time by coupling to substrate phonon modes, increasing the
thermal temperature of the substrate. The time scales of these processes are impor-
tant to modeling interactions between energetic charge-carriers and adsorbates –
whether it is the initial hot electron or the resulting thermal distribution trigger-
ing a chemical transformation. In this chapter we use the Fermi liquid model and
Boltzmann transport equations to look at time scale of the initial thermalization –
the formation of a large group of low-energy charge-carriers from a small num-
ber of high-energy charge-carriers – and the TTM to review the time scale of the
lifetime of this resulting distribution.
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4.1 LSPR-Mediated Heating of Substrate
Optical pump and probe experimental studies have been performed to shed light
on the transfer of energy from a single excited charge-carrier to other electrons and
substrate phonons through electron-electron and electron-phonon scattering [116,
117, 118]. The formation of a highly energetic charge carrier on a single nanoparti-
cle (or multiple charge carriers for a collection of nanoparticles) comprises a highly
athermal charge-carrier distribution; Fermi–Dirac statistics do not govern the en-
ergy distribution [119].
The initial hot electron collides with unexcited electrons, transferring the en-
ergy from a single charge carrier to a large number of lower-energy charge carriers
over a few hundred femtoseconds; the resulting distribution follows Fermi–Dirac
statistics at an effective electronic temperature above the thermal temperature of
the substrate, Te > Tph [45, 120, 121]. The maximum change in electronic tempera-
ture from pre-excitation ∆Tmee , assuming heat transfer to the substrate is very slow,
can be calculated as [87]:
∆Tmee =
[
T20 + 2
Nh¯ω
aVnp
] 1
2 − T0 (4.1)
where h¯ω is the energy of the incoming photon, N is the number of photons, Vnp
is the volume of the nanoparticle, T0 is the initial temperature, and a is a con-
stant defining the electron heat capacity, Ce = aTe where a = 65 Jm3K2 for Ag. Ag
nanocubes under illumination by 1, 2, or 3 photons (see Figure 4.1) with an ini-
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Figure 4.1: Maximum increase in temperature (Teme ) for silver nanocubes (top) or
nanospheres (bottom) illuminated with 1, 2, or 3 photons at 3 eV. Electronic tem-
perature increase (left) for a single photon is ∼ 110 K for 5 nm cubes, ∼ 200 K for
spheres. Maximum phonon temperature increase (right) for silver nanocubes. The
temperature increase is ∼ 5 K at 5 nm.
tial temperature of 473 K, the electronic temperature change is negligible (i.e. <
1 K) for particles over 20 nm. The temperature change exponentially increases as
the particles decrease in size, small particles show a much larger increase in tem-
perature (> 1000 K for ∼ 2 nm particles). The excited charge carriers couple to
substrate phonon modes around 1 – 10 ps [23]. On even longer time scales the heat
is dissipated from the substrate to the surrounding medium [122, 123]. The char-
acteristic timescale experiments and most of the methods discussed in this chapter
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have traditionally been applied to single crystal studies; quantum confinement ef-
fects could cause the timescales to be slightly different for small nanoparticles.
Assuming all energy from the electrons goes into substrate phonons, the change
in thermal electronic temperature can be calculated as [87]:
∆Tmph =
∆Tmee Ce
CL
(4.2)
where CL is the lattice heat capacity. As the data in Figure 4.1 show, the increase in
phonon temperature is under 1 K down to below 10 nm nanocubes. Even at 3 nm,
the increase is still on the order of 10 K. For spheres an increase of around 10 K is
accomplished at a diameter of roughly 4 nm. For a commercial catalytic process,
an increase of this amount (∼ 10 K) approximately doubles the reaction rate [124].
Under some high-intensity situations, light-induced heating of the nanostructure
can trigger chemical transformations [62, 125]. On the other hand, reactions can
be triggered by transfer of optically excited energetic charge-carriers to surface-
adsorbed molecules [13, 14, 50, 55, 126, 127]. It is hard to envision a scenario
in which multiple electron-hole pairs are excited on any one particle in the low-
intensity experiments (on the order of solar intensity, ∼1000 mW cm−2). Therefore
it is highly unlikely these low-intensity photon-driven processes on particles in
excess of 3 nm are triggered through plasmon-mediated thermal heating of the
nanostructure.
Many hot electron dynamics models such as the two-temperature model rely
on an equivalent electronic temperature whereby the electrons follow a thermal-
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ized Fermi–Dirac distribution giving the fraction of filled electronic states ( f ) as a
function of state energy (E) [128, 129, 130]:
fF−D (E) =
1
e
E−EF
kTel + 1
(4.3)
where k is the Boltzmann constant, EF is the Fermi energy, and Tel is the electronic
temperature. When a single surface plasmon decays through Landau damping
to form a single high-energy electron, or a number of high-energy electrons for a
collection of nanoparticle, the resulting distribution is highly athermal – that is,
it does not have a well-defined electronic temperature [131]. This electron will
scatter off other electrons, transferring energy to the entire sea of electrons and
ultimately forming a hot thermalized electron distribution. The time scale for this
electron thermalization is the time scale of electron-electron coupling (∼ 100 fs)
which is fairly low compared to the time to couple to surface phonons (∼ 1 ps); we
will treat these two processes separately using the Boltzmann transport equations
(§ 4.2) and the TTM (§ 4.3).
4.2 Thermalization of Electron Gas: Fermi Liquid
One result from the model of an electron gas as a non-interacting sea is that the
lifetimes of excited electrons should be infinite in the absence of electron-electron
interactions; the presence of these interactions with other electrons results in fi-
nite lifetimes of excited states. Fermi Liquid theory accounts for interactions be-
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tween quasi-particles (elementary excitations) and a collection of surrounding par-
ticles [132]. The state of the interacting system in Fermi Liquid Theory is governed
by the explicit distribution function, f (k) where k comprises different wavenum-
bers.
4.2.1 Electronic Lifetimes
From Fermi Liquid theory we can get a rough estimate of the lifetimes of the high-
energy excited states formed from the plasmon decay, assuming a Fermi–Dirac
distribution at zero temperature (a step function where all states below EF are filled
and all states above are empty). An expression for the finite approximate electron
lifetime due to to electron-electron scattering, is Equation 4.4 [133, 45]:
1
τe−e (E)
=
mee4 (E− EF)2
64pi3h¯3 (ε0εb)
2 E3/2S
√
EF
×
[
2
√
EFES
4EF + ES
+ arctan
√
4EF
ES
]
(4.4)
where τe−e is the lifetime, me is the effective mass of an electron, e is the charge of
an electron, h¯ is the Planck constant, ε0 is the permittivity of free space, εb is the
interband contribution, ES is the screening energy (associated with the screening
length, qS with ES =
h¯2q2S
2m
), EF is the Fermi Energy. For the values of parameters
used, please refer to Table 4.1.
The screening length describes the damping of electric fields caused by move-
ment of the quasi-particles. Electrons tend to repel one another; around each elec-
tron there is a slightly electron-deficient area corresponding to a slight positive
charge. This tends to compensate the negative charge of the electron; a larger
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screening hole – i.e. longer screening length – reduces electron-electron repulsion
over a larger area, enhancing electron-electron collisions. The Thomas-Fermi ap-
proximation for screening length neglects the contribution of the d-electrons to the
screening, overestimating the actual screening length.
To bring the results more in line with experimental results, an adjustable pa-
rameter is used to calculate the screening length such that qs = βqTF where β =
0.73 for Ag. This gives a screening length of 0.56, A˚ [45] in agreement with estima-
tions from the literature at 0.6 A˚ [134]. This length corresponds to a screening en-
ergy (ES) of ∼12.1 eV. For high temperatures (Maxwell-Boltzmann distribution), a
Debye screening model could also be used to self-consistently calculate the screen-
ing length for an excited electron distribution [45, 135, 136, 137]. We assume that
the overall electron distribution is not hot enough to follow Maxwell-Boltzmann
statistics and we use the static screening approach.
Calculated lifetimes for a range of screening lengths are shown in Figure 4.2.
For a screening length of 0.056 A˚ the lifetime of electrons around 1.5 eV above the
Fermi level is around 200 fs; electrons around 3 eV above the Fermi level have a
lifetime of around 100 fs. The Thomas–Fermi screening length underestimates the
lifetime of excited states by roughly a factor of 2. These lifetimes suggest that the
energy will begin to propagate through the electron gas on time scales well below
1 picosecond.
115
0.0 1.5 3.0
E − EF (eV)
0
250
500
L
if
et
im
e
(f
s)
0.056 A˚
0.060 A˚
0.077 A˚
Figure 4.2: Lifetimes of excited electrons as a function of energy. Thomas–Fermi
(red) underestimates the lifetimes.
4.2.2 Athermal Electron Dynamics: Boltzmann Equation
The formation and decay of highly athermal high-energy charge-carriers requires
treatment of the electronic distribution explicitly through time – high energy and
low energy electrons behave differently. The Boltzmann transport equations are
a system of differential equations through time that describes changes in the elec-
tronic distribution function due to collisions with other electrons and phonons.
We treat the electron distribution functions explicitly as a function of energy using
the Boltzmann equation, where the hot electrons can gain/lose energy through a
number of processes [136]:
∂ f (k)
∂t
=
∂ f (k)
∂t
∣∣∣∣
el−el
+
∂ f (k)
∂t
∣∣∣∣
el−ph
+
∂ f (k)
∂t
∣∣∣∣
el−exc
(4.5)
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Assuming an isotropic conduction band (i.e. f (k) = f (E (k)))[136, 87]:
∂ f (E)
∂t
=
∂ f (E)
∂t
∣∣∣∣
el−el
+
∂ f (E)
∂t
∣∣∣∣
el−ph
+
∂ f (E)
∂t
∣∣∣∣
el−exc
(4.6)
where el − el is the electron-electron collision integral (i.e. scattering probability),
el − ph is the electron-phonon collision integral, and el − exc is optical excitation.
There are other more complicated processes such as electron-phonon-excitation,
impact ionization, and multiphoton ionization that are neglected in our analy-
sis [45, 135, 136, 137, 138]. We are studying electron dynamics in the first few
hundred femtoseconds after the initial excitation, electron distribution changes on
the energy scale of a phonon only have a minor influence on the overall dynam-
ics [87]. Electron thermalization takes place on time scales of 101 − 102 fs whereas
electron-phonon energy exchange takes place on time scales closer to 101 − 103
fs. For studying the initial hot electron dynamics, we therefore neglect the second
term account for electron-phonon interactions. We are studying low light intensity,
single-photon excitations; the third term is also assumed negligible. We handle the
electronic excitation through initial conditions, discussed in subsubsection 4.2.2.1.
Equation 4.6 simplifies to:
∂ f (E)
∂t
=
∂ f (E)
∂t
∣∣∣∣
el−el
(4.7)
The electron-electron interaction is described using a screened Coulomb poten-
tial [121, 136, 139]. The form of the electron-electron collision integral containing
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for electrons at energy E1 and E2 colliding to give electrons at energy E3 and E4 is
calculated as [45]:
∂ f (E1)
∂t
∣∣∣∣
e−e
=
mee4
32pi3h¯3ε20ES
√
E1
×
∫∫
F
 √E˜
E˜+ ES
+
1√
ES
arctan
√
E˜
ES
E˜max
E˜min
dE2dE3 (4.8)
where me is the effective mass of an electron, e is the charge of an electron, h¯ is the
Planck constant, ε0 is the permittivity of free space, εb is the interband contribution,
ES is the screening energy (associated with the screening length), E˜min and E˜max are
limits fulfilling conservation of energy (E1 + E2 = E3 + E4):
E˜max = inf
{(√
E2 +
√
E4
)2
;
(√
E1 +
√
E3
)2}
(4.9)
E˜min = sup
{(√
E2 +
√
E4
)2
;
(√
E1 +
√
E3
)2}
(4.10)
and F is the Pauli exclusion term:
F = [1− f (E1)] [1− f (E2)] f (E3) f (E4)
− f (E1) f (E2) [1− f (E3)] [1− f (E4)] (4.11)
This term accounts for the effect of filling on collision probability; electrons can
only collide from filled states and scatter to empty states. Note the similarities
between Equation 4.8 and Equation 4.4; electron-electron collisions are primarily
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Figure 4.3: a. Formation of a single hot electron created by a single photon scatter-
ing event. b. Total collection of hot electrons formed over a population of nanopar-
ticles.
responsible for excited electron decay. The parameters for this model are summa-
rized in Table 4.1:
Table 4.1: Summary of Parameters for Boltzmann Transport Model
Effective electron mass, me 1me
Interband permittivity, ε0 3.7
Fermi Energy, EF 5.5 eV
Screening length, q−1S 0.056 A˚ eV
4.2.2.1 Electronic Excitation
The decay of a plasmon (photon absorption) forms a single electron-hole pair in
the substrate. The energy difference between the initial state of the electron and
the final state is the incoming photon energy; E = h¯ω. This process can occur at
any energy where there are both electrons and free states available at the correct
energies, primarily for E− h¯ω ≤ E ≤ EF, as shown in Figure 4.3a. For a collection
of particles, a number of holes are created between E and E− EF and the hot elec-
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trons are formed between E and E+ EF, as shown in Figure 4.3b. One treatment
for the change in distribution is given assuming an isotropic parabolic conduction
band and weak excitation limit [87]:
f (E)− f0 (E) = A{
√
E− h¯ω f0 (E− h¯ω) [1− f0 (E)]−
√
E+ h¯ω f0 (E− h¯ω) [1− f0 (E+ h¯ω)] } (4.12)
This gives an average electron distribution over a collection of nanoparticles
excited at a photon energy h¯ω.
4.2.2.2 Electron Distribution Function
Changes to the electron distribution function are tracked as ∆ f = f (t)− f (t0) as
well as the linearization of the Fermi–Dirac distribution, termed Φ [138]:
Φ ( f (E)) = − ln
(
1
f (E)
− 1
)
(4.13)
In thermal equilibrium Φ is linear with respect to energy with slope equal to
1
kBTel
. Linearity of the distribution describes adherence to Fermi–Dirac statistics
and the slope is related to the electronic temperature; any deviation from linear
behavior highlights deviations from a thermal distribution. An effective electronic
temperature is determined by fitting a value to the simulation results using the
least-squares method; minimizing the sum of the square residuals.
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4.2.3 Results
The differential equation in Equation 4.6 is solved using Fortran 90 code with a
4th order Runge-Kutta method [140] with a step size of 1 fs. The first case we
examine is shown in Figure 4.4 is a strong excitation (Tel ends at 3000 K) shown
for relatively low energy photons of h¯ω = 1.58 eV (785 nm wavelength). The initial
electronic distribution at Tel = 493K is a dashed red line; the excited distribution
comprising a ’slice’ of electrons moved from below the Fermi level to above is the
solid red line in Figure 4.4. The small number of high-energy states transition to a
large number of low-energy excited electrons just above the Fermi level; this is the
peak developing above E− EF = 0. Concurrently, a large number of corresponding
holes is formed just below the Fermi level; this is the trough just below E− EF =
0. The linearization function, Φ, shows that even at relatively low times of around
500 – 1000 femtoseconds, the function shows mostly linear behavior and can be
approximated reasonably by an electronic temperature.
The bottom frame in Figure 4.4 shows the least-squares fitting of the distribu-
tion to an electronic temperature. Early on the distribution as a whole acts as if it
were at a lower temperature; as the energy propagates through the electron distri-
bution the effective electronic temperature increases up to around 3000 K. Simul-
taneously, as the distribution thermalizes, the sum of square residuals found by
fitting the distribution to a Fermi–Dirac distribution rises to a maximum and then
decreases. Within the first picosecond the distribution has largely thermalized.
Very similar results are seen for photons of 2.33 eV (Figure 4.5) and 3.00 eV
121
−0.35
0.00
0.35
∆
f
−3 −2 −1 0 1 2 3
E− EF (eV)
−20
0
20
Φ
Initial
Excited
50 fs
500 fs
1000 fs
1500 fs
2000 fs
2500 fs
3000 fs
3500 fs
4000 fs
4500 fs
5000 fs
(a)
0 1000 2000 3000 4000 5000
Time (fs)
1000
2000
3000
Te
m
pe
ra
tu
re
(K
)
0.0
0.1
0.2
0.3
Su
m
of
Sq
ua
re
R
es
id
ua
ls
(b)
Figure 4.4: a. Change in electron distribution function and Φ (see Equation 4.13)
with respect to energy for a high-intensity laser excitation of photons at 1.58 eV
(785 nm). Virtually all change occurs over the first 1000 fs. b. The fitted electronic
temperature (blue) increases as a function of time, asymptotically approaching
3000 K. The sum of square residuals for the fit (red) give a measure of thermal-
ization and show most deviation disappears on the order of 500 fs – 1 ps.
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(Figure 4.6); the time scale for thermalization are on the order of a few hundred
femtoseconds.
The second case we examine is the average distribution for a collection of 2
nm particles, each under illumination from a single photon. This is shown in Fig-
ure 4.7, Figure 4.8, and Figure 4.9 for single photons of 1.58 eV, 2.33 eV, and 3.00 eV,
respectively. The time scale for this weaker event is longer, but still on the order
of a single picosecond for thermalization; within a few hundred femtoseconds the
electronic temperature is in excess of 1000 K.
These simulations tell us that – depending on the strength of the excitation – the
time from initial plasmon decay to the formation of a large number of low-energy
electrons is on the order of a few hundred femtoseconds, while true thermalization
takes longer – on the order of one picosecond.
4.3 Cooling of Electron Gas: Two-temperature Model
The next process the electrons participate in is coupling to substrate phonons, dis-
sipating heat from the hot electrons. This typically occurs on time scales longer
than thermalization – on the order of a few picoseconds. We probe the timescales of
this process using the two-temperature model – treating the hot electrons through
an electronic temperature, Tel – which handles dissipation of heat from this elec-
tron gas to substrate phonons (modeled by a phonon temperature, Tph). Two
coupled partial differential equations relate the transfer of heat, in Equation 4.14
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Figure 4.5: a. Change in electron distribution function and Φ (see Equation 4.13)
with respect to energy for a high-intensity laser excitation of photons at 2.33 eV
(532 nm). Virtually all change occurs over the first 1000 fs. b. The fitted electronic
temperature (blue) increases as a function of time, asymptotically approaching
3000 K. The sum of square residuals for the fit (red) give a measure of thermal-
ization and show most deviation disappears on the order of 500 fs – 1 ps.
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Figure 4.6: a. Change in electron distribution function and Φ (see Equation 4.13)
with respect to energy for a high-intensity laser excitation of photons at 3.00 eV
(413 nm). Virtually all change occurs over the first 1000 fs. b. The fitted electronic
temperature (blue) increases as a function of time, asymptotically approaching
3000 K. The sum of square residuals for the fit (red) give a measure of thermal-
ization and show most deviation disappears on the order of 500 fs – 1 ps.
125
−0.25
0.00
0.25
∆
f
−2 −1 0 1 2
E− EF (eV)
−20
0
20
Φ
Initial
Excited
50 fs
500 fs
1000 fs
1500 fs
2000 fs
2500 fs
3000 fs
3500 fs
4000 fs
4500 fs
5000 fs
(a)
0 1000 2000 3000 4000 5000
Time (fs)
500
1000
1500
Te
m
pe
ra
tu
re
(K
)
0.000
0.025
0.050
Su
m
of
Sq
ua
re
R
es
id
ua
ls
(b)
Figure 4.7: a. Change in electron distribution function and Φ (see Equation 4.13)
with respect to energy for a collection of 2 nm particles each impacted by a single
1.58 eV photon. The time scale of thermalization is longer for the weaker exci-
tation. b. The fitted electronic temperature (blue) increases as a function of time,
asymptotically approaching ∼1400 K. The sum of square residuals for the fit (red)
give a measure of thermalization and show most deviation disappears on a longer
time scale; 1 – 4 ps.
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Figure 4.8: a. Change in electron distribution function and Φ (see Equation 4.13)
with respect to energy for a collection of 2 nm particles each impacted by a single
2.33 eV photon. The time scale of thermalization is longer for the weaker exci-
tation. b. The fitted electronic temperature (blue) increases as a function of time,
asymptotically approaching ∼1400 K. The sum of square residuals for the fit (red)
give a measure of thermalization and show most deviation disappears on a longer
time scale; 1 – 4 ps.
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Figure 4.9: a. Change in electron distribution function and Φ (see Equation 4.13)
with respect to energy for a collection of 2 nm particles each impacted by a single
3.00 eV photon. The time scale of thermalization is longer for the weaker exci-
tation. b. The fitted electronic temperature (blue) increases as a function of time,
asymptotically approaching ∼1400 K. The sum of square residuals for the fit (red)
give a measure of thermalization and show most deviation disappears on a longer
time scale; 2 – 4 ps.
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Table 4.2: Summary of Parameters for Two-Temperature Model
Atom density, n 5.863× 1028 atoms/m3
Coupling constant, g 3.50× 1016 W/m3K
Electron Specific Heat, a 62.8 J/m3K2
Debye Temperature, ΘD 215 K
and Equation 4.15 [129]:
Cel
∂
∂t
Tel = ∇zk∇zTel − g
(
Tel − Tph
)
+ S (z, t) (4.14)
Cph
∂
∂t
Tph = g
(
Tel − Tph
)
(4.15)
where Cel and Cph are the electron and phonon heat capacities, respectively, and
S is a laser source term, modeling adsorption at the surface and the penetration
of some light into the interior. The electron heat capacity, as described in § 4.1
varies as a constant with respect to the electronic temperature: Cel = aTel where
a = 65 Jm3K2 for Ag. The phonon heat capacity can be calculated with the Debye
model [141]:
Cph = 9nkB
(Tph
ΘD
)3 ∫ ΘD
Tph
0
x4ex
(ex − 1)2 dx (4.16)
with atom density n, and ΘD is the Debye temperature. We are looking at small
particles under low intensity (on the order of single-photon excitations) and we
assume the electron gas has already thermalized (i.e. there are no spatial gradients)
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Figure 4.10: Cooling of hot electron cloud at 2400 K (red), 1800 K (green), and 1200
K (blue). Decay is on the order of 1 – 6 ps.
and the source term is zero. The resulting system of differential equations is:
Cel
∂
∂t
Tel = −g
(
Tel − Tph
)
(4.17)
Cel
∂
∂t
Tph = g
(
Tel − Tph
)
(4.18)
The initial conditions for the electronic and phonon temperatures will depend on
the temperature increase; for a single photon this corresponds to particle size. The
results for a range of initial electronic temperatures are found in Figure 4.10. The
characteristic time scales of the electron-phonon coupling are of around two orders
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of magnitude greater than the electron-electron collisions discussed above; we as-
sume that zero time for these simulations refers to the formation of a thermalized
distribution at an excited temperature. The electronic temperatures of these parti-
cles remain excited for a few picoseconds after the initial excitation.
4.4 Conclusions
In this chapter we have modeled lifetimes of the initial athermal electron distribu-
tion, the time scales of formation of a large number of low-energy excited charge-
carriers and the time scales of heat dissipation to substrate phonon modes for small
Ag nanoparticles. These models are typically used for modeling high-intensity
pulsed lasers; we are looking at lower-intensity events, down to single-photon.
The time scales of the initial high-energy electrons is on the order of 1×102 – 2×102
fs for electrons 1.5 eV to 3.0 eV above the Fermi level. Electron-electron scattering
of these high-energy electrons with electrons around the Fermi level begin to form
a large number of lower energy electrons around 2×102 fs – 1×103 fs. These low-
energy excited electrons can scatter off of substrate phonons to cool on time scales
around 1×103 fs – 5×103 fs.
At any point in this process there are possibilities for hot electrons to trigger
chemical transformations in adsorbates present on the surface. The initial high-
energy electrons can transiently occupy adsorbate antibonding states, exciting ad-
sorbate vibrational modes over a single (or small number of) relatively high-energy
event(s). The thermalized group of electrons can also scatter off adsorbate states
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over a large number of low-energy scattering events. These two pathways are dis-
cussed in more detail in chapter 5.
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CHAPTER 5
Electron-Mediated Chemical Transformation
Surface plasmon-mediated chemical transformations are reactions triggered by en-
ergetic charge-carriers generated on the surface by LSPR. We use the photon-
driven dissociation of O2 as a case study for probing mechanisms for charge-carrier
driven molecular transformations [13, 14, 142]. These experiments are controlled
carefully to operate under kinetic limitations. The reaction rate exhibits a four-fold
increase under low intensity light illumination (see Figure 5.1a).
There are two experimental signatures distinguishing a charge-carrier driven
reaction from a reaction driven by thermal heating [15]. The first is a transition
from a linear to superlinear dependence of the reaction rate on photon flux (in-
tensity) from low to high intensity (flux) – see Figure 5.1c. Under low inten-
sity illumination the linear dependence implies that single-photon events trigger
chemical transformations while at high intensities, multiple-photon events play a
role [9, 15, 143, 144, 145]. The second experimental signature is an elevated kinetic
isotope effect – the ratio between two reaction rates involving heavier and lighter
isotopes – see Figure 5.1b. While not an exclusive signature of electron-driven
reactions, the reaction also exhibited an exponential dependence of reaction rate
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Figure 5.1: a. Light drives four-fold increase in O2 dissociation rate. b. Photon-
driven reaction shows elevated KIE relative to thermal rate, KIEtherm ∼1.05 –
1.1. c. Reaction rate increases linearly as a function of light intensity up to a criti-
cal threshold where the rate transitions to a superlinear power-law dependence on
intensity. d. Reaction rates increase exponentially with thermal temperature. All
from [14].
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Figure 5.2: a. Schematic of electron-driven reaction where the adsorbate is pushed
to a new potential energy surface and drops down at a higher vibrational mode.
b. Above a critical intensity threshold multiple scattering events occur before the
adsorbate decays in vibrational energy, leading to a superlinear reaction rate de-
pendence on light intensity.
on thermal temperature (Figure 5.1d) – in contrast to the behavior of other photo-
catalysts such as semiconductors. Any model for hot-electron mediated reactions
should be consistent with these experimental signatures.
Energetic electrons on the surface can transiently populate empty electronic
states in the adsorbate-metal complex, inducing vibrational motion. The excita-
tion of an energetic electron into antibonding states can excite the metal-adsorbate
complex to a new excited PES; Figure 5.2a shows such an excitation. Electronic
occupation of the antibonding orbital weakens the strength of the molecular bond
– lengthening the equilibrium bond distance. In the case of a vibrating diatomic
molecule this exerts a force along the reaction coordinate, inducing movement. The
molecule moves along the excited PES until it decays down to the uncharged PES
in an excited vibrational mode, re-emitting the electron at a lower energy. This
inelastic scattering process transfers energy from the electron to the adsorbate vi-
brational modes. The vibrationally excited molecule is more likely to react than a
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molecule in the ground state; if it does not react immediately it eventually returns
to thermal equilibrium. This transfer in energy from a single electron scattering
event to the adsorbate gives a linear dependence of reaction rate on light inten-
sity, and is termed the Dissociation or Desorption Induced by Electronic Transi-
tions (DIET) mechanism [146].
Under high photon flux, molecules will remain vibrationally excited for sub-
sequent electronic scattering events (see Figure 5.2b) leading to an exponential
power-law dependence of reaction rate on temperature. This regime is addressed
with the Dissociation or Desorption Induced by Multiple Electronic Transitions
(DIMET) model – consistent with the linear/superlinear transition exhibited by
the Ag/O2 experiments.
The ground state and excited state PES are independent of mass – the forces ex-
erted on the molecule are independent of the atomic weights. Therefore, isotopes
of differing weights will experience different accelerations; lighter atoms will ex-
perience more acceleration compared to heavier atoms [4, 147]. Modeling these
processes requires treatment of both the ground and excited-state PES of these
systems [148, 149, 150, 151]. The DIET/DIMET model results in both a linear to
superlinear transition and an elevated KIE that is consistent with experimental re-
sults [13, 14].
This does not mean, however, that this mechanism is responsible under all con-
ditions for all systems. Under certain conditions (e.g. high intensity, small parti-
cles) the interaction of a large number of low-energy electrons could scatter off of
adsorbate states without the molecule being fully promoted to the excited PES.
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Figure 5.3: Many low-energy electron scattering events can push an adsorbate up
the vibrational ladder.
As oxygen molecules vibrate over the metal surface, adsorbate states close to the
Fermi energy will be filled periodically – the result of this is a drag force exerted
on the molecule by the formation of (additional) low-energy electron-hole pairs.
Additionally, low energy charge-carriers can inelastically scatter off the adsorbate,
either gaining or losing energy. This second process is similar to Brownian mo-
tion: the adsorbate temperature will over time equilibrate with the electronic tem-
perature [152]. A schematic diagram of this fluctuation-driven process is found
in Figure 5.3.
5.1 Langevin Simulations
Using the low-intensity experiments involving O2 dissociation on Ag (100) as a
case study, we can suggest experimental signatures that we would expect to ob-
serve for an electronic friction-driven oxygen dissociation. Persson and Persson
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developed a method for calculating vibrational lifetimes of adsorbates over metal
surfaces; the physical basis of this model was the flow of energy between vibrating
molecules above a metal surface and the metal surface itself [153]. As adsorbate
molecules vibrate over the surface, the molecule remains on the ground state PES.
Occasional filling of some adsorbate states is not enough to push the molecule up
to an excited PES, in contrast to the DIET/DIMET model. The approach was origi-
nally developed for studying vibrational lifetimes (decay) over metal surfaces but
was generalized to include charge carrier-induced excitations of adsorbates trig-
gered by high-intensity lasers [154, 155, 156, 157, 158, 159].
5.2 Methods
Electronic friction can be used within molecular dynamics simulations through
the Langevin equation to simulate the electron-adsorbate coupling. The Langevin
equation is a force balance of all forces acting on the adsorbate. We use molecular
oxygen as a case study to see what experimental signatures we would expect for a
photocatalytic process driven by an electronic friction mechanism.
An adsorbate molecule vibrating over the surface encounters three forces. The
first force is that of the molecular bond; thermal vibrations along the axis of the
molecule are described well as a simple harmonic oscillator (see subsection 5.2.1).
The second force is that of the friction force described above, that serves to sap en-
ergy from the adsorbate; this force is dependent on the electronic friction (i.e. the
drag force exerted on the adsorbate through the formation of electron-hole pairs
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in the substrate) and the velocity of the adsorbate along the molecular bond. Elec-
tronic friction is governed by Fermi’s Golden Rule, that is, an electronic transition
coupled to a vibrational transition (see subsection 5.2.2). It is strongly dependent
on position, i.e. bond length, and the orbital overlap, i.e. electronic structure. The
third force is a coupling between the adsorbate and the hot electron bath in the
substrate at temperature; this force manifests as a random force governed by a
gaussian distribution centered around 0 (see subsection 5.2.3). This third force is
related to the second term: both are coupled electronic/vibrational transitions and
both are governed by the electronic friction term.
The Langevin equation is [152]:
M
d2x
dt2
= − d
dx
V0 (x)− η (x) dxdt + ξ (t) (5.1)
where x is the length of the molecular bond, V0 is the molecular ground state
PES, η is the position-dependent electronic friction, t is time, and ξ is the fluctua-
tion force. The Langevin equation is solved numerically using the velocity Verlet
algorithm [160, 161]:
Vn+ 12 = Vn +
∆t
2
1
M
(
− d
dx
V0 (xn)− η (xn) dxdt n + ξ (n)
)
(5.2)
Xn+ 12 = Xn + ∆tVn+ 12 (5.3)
Vn+1 = Vn+ 12 +
∆t
2
1
M
(
− d
dx
V0 (xn+1)− η (xn+1) dxdt n+1 + ξ (n+ 1)
)
(5.4)
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5.2.1 Ground State PES
The ground state PES was constructed using DFT calculations performed using
the real-space grid-based projector augmented wavefunction code implemented
in GPAW [111, 112]. Oxygen was placed on bridge sites on a 2x2x5 unit cell of an
Ag (100) surface with the top three layers and adsorbate were allowed to relax un-
til the forces on each atom were below 0.05 eV; the model system can be found in
Figure 5.4a. After the system reached minimum energy, the oxygen bond distance
was increased and decreased up to 0.5 A˚ to sample different bond lengths. A vac-
uum layer was 8 A˚ was inserted in the direction perpendicular to the surface. A
5x5x1 Monkhorst-Pack grid was used for sampling k-points in the Brillouin zone.
The Revised Perdew Burke Ernzerhof (RPBE) functional was used to approximate
exchange and correlation effects [101]. Fermi smearing was applied at an elec-
tronic temperature of 0.05 eV to aid convergence, and only occupied bands were
converged. Real-space grid length of 0.18 A˚ was used.
The resulting PES is found in Figure 5.4b. A harmonic oscillator (E = k ×
x2) was fitted to the potential energy surface with a forcing constant k = 20.06
eV/A˚ and a fundamental vibrational energy (h¯ω) equal to 0.102 eV; this fit is com-
pared to the DFT results in Figure 5.4b.
5.2.2 Electronic Friction
Electronic friction describes the transfer of energy between an adsorbate and a sub-
strate. The electronic friction model has been used to describe electron-mediated
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Figure 5.4: a. Top (top) and side (bottom) views of Ag slab (left) and Ag/O2
(right). b. Potential energy surface for O2 on Ag with harmonic fitting.PES
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vibrational decay or excitation of adsorbates [152, 156, 158, 162, 163, 164, 165]. It
accounts for coupling between admolecule degrees of freedom and the substrate
sea of electrons. Contrasting the DIET model, the excited state potential energy
surface does not play a role; the adsorbate remains on the uncharged ground-state
potential energy surface [155]. The transition rate (Γ) resulting from coupling be-
tween a vibrational transition (u→v) and an electronic transition (i→f) is modeled
using Fermi’s golden rule [164, 166]:
Γ =
4pi
h¯ ∑f v
∣∣Vi, f ,u,v∣∣2 δ (Eiu − E f v) (5.5)
where Vi, f ,u,v is the off-diagonal coupling between electronic and vibrational states,
Eiu − E f v is the change in energy between initial and final electronic/vibrational
energy. Assuming that the vibrational wave functions (i.e. the change in energy
between vibrational states) can be approximated by a harmonic oscillator and that
we are interested only in the rate of transition from the ground state to the first
excited state (i.e. u = 0, v = 1) we can simplify Equation 5.5 to a sum over final
electronic states:
Γ =
2pih¯
M ∑
β
h¯ω
∣∣∣〈φiR |∇R| φ fR〉∣∣∣2 δ (E0 − E f + h¯ω) (5.6)
where φ are the many-electron wave functions, M is the reduced mass, and ω is the
vibrational transition frequency. These are approximated by Kohn-Sham orbitals
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(from DFT, see subsection 3.1.3), giving:
Γ =
2pih¯
M ∑kk′
(εk − εk′) |〈ϕk |∇R| ϕk′〉|2 δ (εk − εk′ + h¯ω) (5.7)
A realistic solid gives a continuum of filled states, k and empty states, k′; using
DFT gives a discrete set of states. Using a discrete set of states leaves very few or
no sets of electronic transitions that satisfy the delta function. Krishna and Tully
developed an averaging procedure that circumvents this limitation by using an
energy window of varying width ε and calculating the value ε2 × Γ:
Γε2 =
2pi
M ∑kk′
(εk − εk′)2 |〈ϕk |∇R| ϕk′〉|2 (5.8)
Quadratic regression with respect to the energy window, ε, gives a result for the
transition rate, Γwhich is related to the electronic friction by the reduced mass [167,
168, 169, 170]:
η = M× Γ (5.9)
The electronic friction is determined by position – which modifies the orbital over-
lap – as well as electronic temperature – which changes the filling of states. The
calculated electronic friction for O2 on Ag (100) can be found in Figure 5.5. The
fitting (for Equation 5.8) is shown in Figure 5.6 for equilibrium bond length and
extended bond lengths from equilibrium (from -0.3A˚– 0.5 A˚)
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Figure 5.5: Position-dependent electronic friction and schematic diagram of hot
electron bath-driven reaction. Electronic friction decreases as electronic tempera-
ture increases. Dots are calculated from DFT, lines are a fourth order polynomial
fit used in dynamics simulations.
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Figure 5.6: Quadratic fit of transition rate Γ, from Γε2 as a function of ε. The as-
sumption of a quadratic expression begins to break down with bond distances far
from equilibrium.
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5.2.3 Stochastic Fluctuation Force
The last force acting on the adsorbate is a random stochastic fluctuation force from
the fluctuation-dissipation theorem; which assumes the adsorbate will equilibrate
with the hot electron bath temperature, Tel. At its heart, this process is again an
electronic transition coupled to a vibrational transition and is governed by the
position-dependent electronic friction, η (x). The force takes the form of a gaus-
sian distribution with standard deviation [152]:
σ =
√
2η (x) kBTel (5.10)
where η is again the electronic friction. In general, this fluctuation force will force
adsorbate temperature (and energy) toward equilibration with the hot electron
cloud, which will (in general) be well below the energy required to dissociate. The
random nature of this force, however, means that it can push some molecules up
the vibrational ladder if enough sequential fluctuation events occur to increase the
energy of a particular adsorbate molecule.
A sampling of 10 trajectories can be found in Figure 5.7 for temperatures from
800 K to 2400 K. The same random seed was used in each set of simulations; only
the magnitude of the fluctuation force (proportional to
√
Tel) is different. The data
in this figure highlights the fluctuation force - the blue trajectory (the one ending
at the highest energy) has gained between 0.10 eV and 0.2 eV, depending on the
electronic temperature. Over thousands and millions of molecules, some will gain
enough energy to dissociate; the dissociation yield will give us a reaction rate ana-
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Figure 5.7: Sampling of molecular trajectories at different electronic temperatures
with the same random number sequence for the fluctuation force. Lower electronic
temperature is dominated by friction dissipation; higher electronic temperature
leads to formation of more energetic oxygen molecules.
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logue to determine which KIE and thermal temperature effects we expect to see.
5.2.4 Quantum-Corrected Initial Conditions
Molecules on the surface will comprise a large number of initial energies and pop-
ulate both the vibrational ground state and vibrationally excited states. To sample
these conditions, we used quantum initial conditions with classical simulations as
they give better agreement with the quantum mechanical master equation com-
pared to classical – all particles starting at E = 0 – or quasiclassical, where all par-
ticles starting in defined vibrational modes, n with E = E0
(
1
2 + n
)
[158]. Isotope
effects come into play in the initial conditions – different isotopes have different
fundamental frequencies (ω), meaning the fundamental vibrational energy (E0) is
different. Temperature effects will change the initial populations of vibrationally
excited states.
Each vibrational mode has a corresponding quantum wavefunction which fol-
lows the Wigner distribution as a function of energy (plotted in Figure 5.8):
Pn = (−1)
n
pih¯
e−
E
E0 Ln
(
2E
E0
)
(5.11)
where Ln are the Laguerre polynomials [171, 172]. We employ quantum initial
conditions over many initial positions (x) and momentum (p) to consistently sam-
ple energy space [158]. The selection method, involves sampling multiples of the
quantum position (xQ =
√
h¯/mω = 0.07 A˚) and momentum (pQ =
√
h¯mω = 9.2 eV-
fs-A−1). The sampling scheme involved a (8x8) grid from 0xQ, 0pQ to 3.5xQ, 3.5pQ
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Figure 5.8: Probability distribution function for lowest five vibrational modes for
quantum initial conditions.
in increments of 0.5xQ and 0.5pQ.
At each initial point, 5× 106 trajectories are simulated, giving a final probability
distribution,
dP (E; x0, p0)
dE
. The final distribution is calculated for each vibrational
initial state with each point weighted by the probability of that point in the vibra-
tional mode:
dPn (E)
dE
=
∫
Pn (x0, p0) dP (E; x0, p0)dE dx0dp0 (5.12)
A sample probability distribution function for 16O and 18O at 1 picosecond is
shown in Figure 5.9a for the ground state and first five vibrationally excited states.
We can calculate the final distribution for all vibrational states by weighing each
vibrational mode from Equation 5.12 by the Bose–Einstein distribution:
dP (E)
dE
=∑
n
dPn
dE
1
e
−En
kBT − 1
(5.13)
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Figure 5.9: a. Probability distribution functions plotted as a function of energy
for the lowest six vibrational modes. b. Overall distribution function at a thermal
temperature of 373 K.
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A sample final distribution for 16O can be found in Figure 5.9b for an initial
thermal temperature of 373 K. We assume that any molecules in this final distribu-
tion above the barrier energy have dissociated, as the vibrational lifetime of excited
states (∼1 ps) [173] is much larger than the timescale of an individiual vibration
(on the order of a few femtoseconds [10]) [15]. Therefore, the reaction rate ana-
logue used to observe trends for thermal temperature and isotope is the ratio of
the probability of molecules above the barrier to the probability of molecules over
all energies:
Pdiss =
∫ ∞
Ebarrier
dP (E)
dE∫ ∞
0
dP (E)
dE
(5.14)
5.3 Results and Discussion
We use the experimentally-determined dissociation barrier for oxygen on silver of
0.84 eV [174]; the trends were not sensitive to the reaction barrier (see Appendix C).
Simulation time was 1 picosecond with timesteps of 5 fs. The simulation time was
determined as the lifetime of vibrationally excited O2 as well as the time scale for
thermalized electrons to decay through coupling to substrate phonons. The time
step was taken as the time scale for a single metal-adsorbate excitation, which can
range from 0.8 to 5 fs [10, 13]. The time scale for metal-adsorbate excitation was 5
fs but the simulation time step (for the numerical method) was 0.5 fs to improve
accuracy. Any of the time scales up to 5 fs give qualitatively similar results, as
discussed in Appendix C. The friction model can capture the experimental sig-
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natures of elevated KIE and exponential dependence of reaction rate on thermal
temperature. The data in Figure 5.10a shows an elevated KIE for lower and higher
electronic temperatures. These results qualitatively match very well with experi-
mental results of 1.1 to 1.5 for more intense light; inherent simplifications in this
model mean we would not expect full quantitative agreement.
The origin of the elevated kinetic isotope effect is twofold. The first factor is
the nature of the electronic scattering events – an identical force on objects of two
different masses will exert a larger acceleration on a smaller-massed object. The
random electron scattering events will therefore exert a larger random force on
16O relative to 18O, leading to a larger dissociation rate. The second factor is a
change in fundamental vibrational frequency of 16O compared to 18O. The PES of
molecular oxygen is independent of the mass of the constituent atoms; the forcing
constant is identical between the two cases. The zero-point energy – the energy in
the vibrational ground state – is related to the fundamental frequency:
ω =
√
k
m
(5.15)
The ratio of zero point energies is thus related by the square root of the ratio
between the two masses; the fundamental energy (frequency) of molecular oxygen
changes from is 0.102 eV (0.155 fs−1) to 0.096 eV (0.146 fs−1) moving from 16O to
18O. The energies of all excited states are slightly lower as well; 18O must climb
further out of the potential energy surface to reach the barrier energy.
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Figure 5.10: a. Predicted kinetic isotope effect is dependent on electronic tempera-
ture; light intensity under some conditions. b. Predicted reaction rate as a function
of thermal temperature shows exponential behavior (note the y-axis scale is loga-
rithmic).
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5.4 Limitations and Future Directions
Some of the limitations of this model include its simplicity – a simple 1-D model
does not quantitatively capture the complex physics associated with a molecule
vibrating both within itself and over a surface [156]. Another current limitation is
no implementation of the effects of light intensity except through electronic tem-
perature. A linear intensity dependence is clearly consistent with the results herein
– each 1 picosecond simulation predicts the response of adsorbates to a single hot
electron bath – running two simulations would result in doubling the reaction rate.
The high-intensity regime is much more complicated; in high-intensity situations
multiple-photon excitations could cause a higher elevated electronic temperature
– as seen in chapter 4 using the TTM, the cooling time is longer for a stronger
electronic perturbation. A stronger electronic perturbation (i.e. higher electronic
temperature) coupled to a longer cooling time could lead to a non-linear depen-
dence in reaction rate on light intensity. Adding in such effects would require
adding changing electronic temperature and electronic lifetimes and are a logical
next step.
5.5 Conclusions
In this chapter, we investigated a case study for a plasmon-driven chemical trans-
formation of oxygen on silver driven by a large number of low-energy charge carri-
ers, outlining the experimental signatures expected for such a reaction. A localized
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increase in electronic temperature (e.g. at the surface of the nanoparticles due to
decay of a surface plasmon) could generate a large number of low-energy charge-
carriers. We would expect oxygen dissociation driven by such a distribution –
similar to a thermalized electron bath – to exhibit an elevated kinetic isotope effect
and a reaction rate depending exponentially on thermal temperature. These en-
ergetic charge-carriers could trigger chemical transformations with experimental
signatures similar to those seen for DIET/DIMET processes.
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CHAPTER 6
Conclusions
Most of the previous work on photon-triggered reactions – of which an enormous
amount exists – focuses on semiconductors and single-crystal metals. The former
class of catalysts generate a smaller number of energetic electron-hole pairs in the
bulk, which can migrate to the surface of the semiconductor and trigger chemical
transformations. The latter is typically performed over single-crystal catalysts un-
der high-intensity illumination, generating a large number of lower energy charge-
carriers. In recent years, more work has focused on probing how a new class of
nanostructured photocatalysts exhibiting LSPR can trigger chemical transforma-
tions, but understanding of the full process is not yet complete. In this dissertation,
we have developed a framework for modeling aspects of the properties of LSPR
and the subsequent production and decay of hot electrons.
We looked at the formation of energetic electrons directly formed in adsorbate
states, which could trigger chemical transformations through a DIET-type mech-
anism. We modified a physically transparent quantum mechanical model, useful
for predicting the optical properties of nanostructured catalysts, to study induced
changes in the electronic and optical properties of the catalytic particles by adding
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adsorbate states. We evaluated the changes to the optical extinction cross section –
a measure of how well incoming light energy is pumped into the formation of
electron-hole pairs – and showed that as the energy of an electronic transition
within the adsorbate becomes closer to – without being on top of – the photon
energy fulfilling the LSPR condition, a larger extinction peak due to that transition
is observed. When the two energies are almost identical, the presence of adsorbate
states suppresses the plasmon condition somewhat; but even so, we suggest that
this would enhance electronic transitions within the adsorbate relative to the case
with little or no LSPR.
We used the oscillator strengths from the quantum model to predict the steady-
state generation rate of energetic charge-carriers in a silver nanocube, and showed
that the number of charge-carriers produced is increased by tuning the adsorbate
HOMO-LUMO gap to the photon energy which matches the photon energy that
stimulates LSPR.
We used more rigorous first-principles quantum-chemical calculations to fur-
ther probe how the addition of adsorbates changes the optical properties. We de-
veloped a method for identifying and visualizing electron-donating and electron-
accepting states, and found that for metals such as Ag and Cu that bound weakly
to H and have strong LSPR, the introduction of hydrogen generates multiple states
that participate in electronic transitions, either by donating an electron for excita-
tion or giving states that accept an energetic electron. The introduction of adsor-
bates to a metal such as Pt gives a much smaller influence on the extinction, as
there is no strong LSPR at these lower energies to enhance the transitions.
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Introduction of a more strongly-bound oxygen generated a large number of
states near the Fermi level, generating a much larger number of transitions (higher
ε2, suppressing the LSPR of Ag even more. A stronger interaction between an ad-
sorbate and a surface makes it harder to target a particular electronic excitation,
suggesting that targeting specific excitations for chemical selectivity might be eas-
ier using substrates that interact weakly with adsorbates.
We also modeled the formation of a thermalized electron cloud created by the
decay of a small number of energetic charge-carriers. The time scale of this ther-
malization is on the order of a few hundred femtoseconds up to ∼1-5 ps. We
probed how this thermalized electron cloud could be triggering chemical transfor-
mations in the framework of electronic friction, a mechanism typically discussed in
vibrational lifetime/decay. We found that this mechanism is consistent with exper-
imental signatures for LSPR-mediated photocatalysis including the elevated KIE
and exponential dependence of reaction rate on thermal temperature.
The theoretical framework outlined in this dissertation has improved under-
standing of the fundamental characteristics of LSPR-mediated photocatalysis us-
ing first-principles methods and molecular dynamics simulations to study aspects
from the formation and characteristics of LSPR to formation and thermalization of
energetic electrons to triggering of chemical transformations by these thermalized
electrons.
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APPENDIX A
Finite-Difference Time-Domain Simulations
FDTD simulations were performed by Robert Campana using the free software
package MEEP [175, 176, 177]. Simulations were performed in a three-dimensional
grid of length 344 nm on each side, with grid spacings of 1 nm, with the outermost
50 nm in each direction a perfectly matched layer. The two model systems were a
single Ag nanocube (of side length 75 nm) in air and a dimer of Ag nanocubes (each
of side length 75 nm) in air. The dielectric function for silver was calculated using
data by Rakic et al. [178]. One cube in the dimer system was rotated 45 degrees
around the axis parallel to light propagation with a separation between the two
cubes of 1 nm. The light source propagated perpendicular to the interparticle axis
using polarization both both perpendicular and parallel to the interparticle axis.E
Light source wavelengths ranged from 300 nm to 1000 nm.
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APPENDIX B
Density Functional Theory: Supplemental
B.1 Slab Thickness Convergence
Model systems for 10 layer slabs are found in Figure B.1a (6 layer slabs can be
found in Figure 3.2a). DFT-calculated dielectric functions are found in Figure B.2
for 6 and 10 layer Ag and Ag with a monolayer of H. A 8x8x1 Monkhorst-Pack
grid was used for sampling k-points in the Brillouin zone for relaxation. The LDA
functional was used to approximate exchange and correlation effects [113]. Fermi
smearing was applied at an electronic temperature of 0.05 eV to aid convergence,
and only occupied bands were converged. In plane wave mode, wave functions
were expanded in plane waves with a cutoff energy of 500 eV.
After geometry optimization, the vacuum distance between parallel slabs was
increased to 30 A˚and a 100x100x1 Monkhorst-Pack grid was used for sampling k-
points in the Brillouin zone. For optical simulations we used the modified GLLB-
SC functional for its improved treatment of Ag d bands [111, 114, 115]. Fermi
smearing was applied at an electronic temperature of 0.05 eV. A diagonalization
of the full Hamiltonian was not feasible on the 10 layer slabs; convergence was
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(a)
(b)
Figure B.1: a. 10 layer Ag slab. b. 10 layer Ag slab with a monolayer of H.
obtained by using either the conjugate-gradient or Davidson eigensolver in GPAW
to converge all bands up to 10 eV above the Fermi level.
Optical response DFT calculations were performed with the LrTDDFT code for
extended surfaces in GPAW [111]. The EELS loss spectra was calculated by GPAW
with an initial frequency grid spacing (at ω = 0) of 0.01 eV and a broadening factor
of 0.10 eV. Moving from 6 to 10 layers brings the real part of the dielectric function
up (see Figure B.2. The addition of hydrogen induces a much larger change to the 6
layer slab compared to the 10 layer slab; due to the higher number of surface states
compared to bulk states. The features are largely the same with the silver peak at
around 3.5 eV preserved for both 6 and 10 layer slabs. There is a slight qualitative
change in some of the new peaks for Ag/H (in particular, the peak at around 2.1 –
2.2 eV) but the overall shape and features remain largely similar.
A comparison of the calculated EELS spectrum for a clean Ag slab is found
in Figure B.3. The plasmon intensity of the smaller slab is stronger, reflecting a
larger ratio of surface states to bulk states strengthening the surface plasmon reso-
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Figure B.2: DFT-calculated real (top) and imaginary (bottom) dielectric functions
for 6 and 10 layer clean Ag slabs and H-covered Ag slabs. Peaks in the imagi-
nary part of the dielectric at around 3.5 eV correspond to interband Ag transitions;
Peaks around 2.3–2.4 eV for H-covered are transitions to or from adsorbate states.
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Figure B.3: DFT-calculated EELS spectra for 6 and 10 layer clean Ag slabs.
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nance, but the features and plasmon peak location remain the same.
A comparison of the calculated EELS spectrum for a H-covered slab is found
in Figure B.4. There is a much larger change in the extinction, notably a larger
redshift for the 6 layer slab, with the plasmon peak changing from around 3.0 – 3.5
eV for a 10 layer slab down to around 2.5 eV for a 6 layer slab. Importantly, the
formation of new transitions are apparent in both slabs (see bottom of Figure B.4)
with the appearance of two peaks around 1.7 to 2.2 eV, another peak around 2.7
eV, and additional peaks above.
While the smaller system places more importance on the surface states, we use
it for computational simplicity; any trends discussed here should apply to larger
systems and it will be easier to identify electronic transitions that are modified with
the addition of adsorbate molecules.
164
0.0
0.2
0.4
0.6
0.8
1.0
Lo
ss
Fu
nc
ti
on
(A
U
)
10l 6l
0.0
0.2
0.4
0.6
0.8
1.0
∣ ∣ ε2 1+
ε2 2
∣ ∣−1
×1014
1.0 1.5 2.0 2.5 3.0 3.5 4.0 4.5 5.0
Energy (eV)
0.0
0.5
1.0
1.5
2.0
2.5
3.0
3.5
4.0
ε 2
Figure B.4: DFT-calculated EELS spectra for 6 and 10 layer single monolayer H-
covered Ag slabs
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APPENDIX C
Langevin Dynamics
C.1 Effect of Barrier Height
The activation barrier for oxygen dissociation over an Ag surface has been exper-
imentally determined to be 0.84 eV [174] and calculated by DFT for the Ag(100)
facet to be 1.17 eV [14]. Langevin dynamics results for a sampling of barrier ener-
gies between these two values are found in Figure C.1. There are some quantitative
differences between different barriers but the trends and qualitative behavior are
consistent in all cases: an elevated KIE that trends toward higher values for higher
electronic temperatures.
C.2 Effect of Step Size
In Langevin dynamics, the step size should be determined as the time scale of the
fluctuation event – electron scattering. The electronic lifetime of the transient neg-
ative ion, O−2 is around 5 – 10 fs. The step size used in the simulations in this
dissertation was 5 fs, on the higher end of the time scale for electronic friction
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Figure C.1: Effect of barrier height on kinetic isotope effect. a. Tel = 1200 K. b. Tel
= 1800 K. All show an elevated KIE above 1.3 with higher electronic temperature
giving a larger KIE.
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events.[10] This appendix shows the trends are preserved as the friction/fluctu-
ation time scales are decreased to 2.5 fs and 0.5 fs. The integration timestep of
0.5 fs is used for all simulations; new friction and fluctuation forces are calculated
every 1, 5, or 10 steps for each time scale. The results for both are consistent with
the trends for 5 fs; an elevated KIE is expected and the reaction rate dependence on
thermal temperature is still exponential, exhibiting a stronger dependence. Results
for 5 fs are included again for comparison.
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Figure C.2: Results for a step size of 0.5 fs. a. Predicted kinetic isotope effect shows
elevated values between 1.4 and 1.8. b. Predicted reaction rate as a function of ther-
mal temperature shows exponential behavior (note the y-axis scale is logarithmic).
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Figure C.3: Results for a step size of 2.5 fs. a. Predicted kinetic isotope effect is
more weakly dependent on electronic temperature compared to 0.5 fs, exhibiting
KIE values between 1.6 and 1.8. b. Predicted reaction rate as a function of thermal
temperature shows exponential behavior (note the y-axis scale is logarithmic). Re-
action rate dependence on temperature is weaker but still increases exponentially.
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Figure C.4: Results for a step size of 5 fs. a. Predicted kinetic isotope effect is less
dependent on electronic temperature compared to smaller time scales: between 1.3
and 1.5. b. Predicted reaction rate as a function of thermal temperature shows ex-
ponential behavior (note the y-axis scale is logarithmic). Reaction rate dependence
is even weaker compared to 2.5 fs and 0.5 fs interaction times.
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