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摘 要:为提高稀疏表示系数的精度和图像的分辨率，提出一种基于稀疏表示和正则化技术的超分重建算法．首先引入自回归
正则化项，通过样本图像来训练出描述图像局部结构的自回归模型，每个图像块自适应选择一个自回归模型用以调节解空间，
实现图像局部的自适应性控制．然后，引入非局部相似正则化项作为自回归正则化项的补充，用于保持图像边缘清晰度．从而，
完整构造出一种基于自回归正则化和非局部相似正则化的稀疏编码目标函数．为了进一步恢复图像，实现图像去噪、去模糊，利
用总变分正则化实现全局优化．实验结果表明，与 L1SＲ、SISＲ、ANＲ、NE + LS、NE + NNLS、NE + LLE和 A +(16 atoms)等算法
相比，无论在主观视觉效果还是客观评价指标上，提出的算法都取得了更好的超分重建效果．
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Abstract:In order to improve the accuracy of sparse representation coefficients and the resolution of the image，a novel super recon-
struction algorithm based on sparse representation and regularization technique is proposed． First，the auto-regressive (AＲ)regulariza-
tion term is introduced in sparse coding objective function． The AＲ model which describes the local structure of the image can be
trained by using the sample images． And each image patch adaptively selects an AＲ model to adjust the solution space and realize the
image local adaptive control． Then，the non-local (NL)similarity regularization term is introduced as a complement to the AＲ regular-
ization term，which is used to preserve the edge sharpness of the image． Therefore，the sparse coding objective function is constructed
based on the AＲ regularization and NL similarity regularization． In order to restore the image and improve the performance of image
denoising and deblurring further，the total-variation regularization is adopted to realize the global optimization． Experimental results
validate that compared with L1SＲ，SISＲ，ANＲ，NE + LS，NE + NNLS，NE + LLE and A +(16 atoms)methods，the proposed ap-
proach achieves better super-resolution reconstruction effects in both subjective visual effects and objective evaluation criteria．
Key words:super resolution;sparse representation;auto-regressive model;non-local similarity;total-variation regularization
1 引 言
图像超分辨率(Super Ｒesolution，SＲ)重建技术［1］是从软
件角度出发，通过相关算法对低分辨率(Low Ｒesolution，LＲ)
图像进行重建，从而获得清晰的高分辨率(High Ｒesolution，
HＲ)图像．该技术突破了现有成像器件的限制，是数字图像处
理的研究热点之一． SＲ方法的关键是在重建过程中加入一定
的附加信息来弥补降质过程中损失的细节信息［2］．
在基于学习的图像 SＲ 方法中，Thomas Huang 团队的
Yang 开创［3，4］的基于稀疏表示的图像 SＲ 算法最为突出．
Yang 等通过高分辨率图像样本库训练出具有相同稀疏表示
的 HＲ和 LＲ字典对，并通过 HＲ字典与输入 LＲ 图像的稀疏
表示系数重建出对应 HＲ 图像． 该算法获得的重建图像虽然
具有较好的视觉效果，但具有一定的块效应．近年来，国内外
学者在该方法基础上展开了广泛研究． Tikhonov 等［5］用正则
化技术来求解反问题，为图像重建提供了科学的理论基础．自
回归(Auto-Ｒegressive，AＲ)模型正则化作为一个经典的方
法，成功地应用于图像压缩［6］和插值［7］． Wu等［8］指出 AＲ 模
型是从一个初始图像中局部计算得来，他们在边缘结构的重
建方面上取得很好的效果．然而，从初始图像中估计到的 AＲ
模型往往会产生视觉伪影．除了 AＲ模型正则化之外，近年来
非局部(Non-local，NL)相似正则化方法在各种图像复原中应
用越来越广泛，具有许多可喜的研究成果，尤其在图像去
噪［9］、去模糊［10］和超分辨率重建［11］方面． Mairal等［12］将非局
部相似先验知识与稀疏表示模型结合起来，相似的图像块就
可以同时进行编码，从而提高反向重构的鲁棒性．
结合上述文献的思路，本文引入 AＲ 正则化和 NL 相似
正则化对稀疏表示系数的求解进行约束，并利用总变分(To-
tal-variation，TV)正则化对重建后的高分辨率图像进行全局
优化，提高重建图像的质量．
2 基于稀疏表示和正则化理论的超分重建模型
2． 1 基于稀疏表示的超分重建模型
HＲ图像 X∈ＲN 通过降质得到 LＲ图像 Y∈ＲM 的观测模
型如下:
Y = DBX + n (1)
其中，D 表示下采样矩阵，B 表示糊化矩阵，n 表示高斯
白噪声．
上式表明，图像的超分辨率重建是一个病态的反问题，由
给定的低分辨率图像 Y可重建出很多个满足上述重建条件的
高分辨率图像 X．为了保证式(1)得到唯一解，需要通过加入
一些稀疏先验知识来求解．
在稀疏表示模型中，采用文献［3］的字典训练算法训练
HＲ字典 Dh 和 LＲ字典 Dl，通过 Dl 为每个 LＲ图像块 y找到
对应的稀疏表示系数 α，在 HＲ与 LＲ图像块具有相同稀疏表
示的前提下，通过 α与 Dh 可重建出 HＲ 图像块．求解低分辨
率图像块 y的稀疏表示系数如式(2)所示:
min‖α‖0 s． t．‖FDlα － Fy‖
2
2≤ε (2)
其中，F是一个线性特征提取操作［3］．
通常，式(2)的优化问题是一个 NP 难问题，文献［14］的
结果表明只要 α足够稀疏，那么可以采用最小化 l1 -范式来代
替 l0 -范式，实现图像的高效重建，如式(3)所示:
min‖α‖1 s． t．‖FDlα － Fy‖
2
2≤ε (3)
采用拉格朗日乘数对式(3)进行等价转换，可得如下表
达式:
minλ‖α‖1 +
1
2 ‖FDlα － Fy‖
2
2 (4)
其中，λ是平衡解的稀疏度和图像块 y保真度的参数．
2． 2 图像超分重建问题的正则化约束模型
由 2． 1 所述的观测模型可知式(1)为病态方程． 在重建
图像时，当下采样矩阵 D、糊化矩阵 B以及噪声 n发生微小变
化时，图像重建结果将受到噪声和降质过程的干扰，产生大的
变化．因此，采用正则化可以实现稳定求解．
正则化方法利用解的先验知识构造附加约束，以保证问
题解的存在、唯一及连续，实现将不适定问题转化为适定问
题．该方法需要求解如下目标泛函的极小值以确定求解问题
的近似解．
J(x，a)=‖y － Hx‖2 + μp(x) (5)
其中，‖y － Hx‖2 是数据拟合项，p(x)是正则化项，对待
求 HＲ图像 X进行约束以得到一个稳定解，μ为约束强度．超
分重建问题的本质是在满足充分拟合观测数据的条件下，最
小化某种奇异性度量值，找到对应的最优解．
3 基于空间自适应正则化的图像超分辨率
3． 1 自回归正则化
在稀疏编码模型中，通过加入 AＲ 模型来进一步约束求
解，实现图像局部区域的自适应控制． AＲ 正则化项的构造包
括 AＲ模型的训练和自适应选择:
AＲ模型训练．从高分辨率图像块的聚类结果中学习得
到一组 AＲ模型，并自适应地为待重建图像块选择一个 AＲ
模型对图像块的重建进行约束．首先将整个训练集划分为 k
个子图像训练集 Sk，对于每个 Sk 可以利用其本身包含的所有
样本图像块来训练出一个 AＲ 模型． AＲ 模型的阶数非常重
要，若一个 AＲ模型阶数太高可能会导致数据过渡拟合［15］．
在实验中，窗口大小设置为 3 × 3(即，AＲ 模型的阶数设为
8)．令第 k个子图像数据集 Sk 的 AＲ 模型的参数向量为 ak，
则 ak 可以通过最小二乘法简单地计算出来，公式如下:
ak = arg mina ∑s i∈s k
(s i － a
Tq i)
2 (6)
其中，s i 是图像块 S k 的中间像素，q i 是包含 s i 的相邻像
素的向量．通过将 AＲ模型的训练过程应用于每一个子图像
数据集，就可以获得一组 AＲ 模型{a1，a2，…，ak}，再将这些
AＲ模型用于图像块的自适应选择．
AＲ模型的自适应选择． 对于每个子图像数据集中的每
个图像块 xi 的 AＲ模型的自适应选择，通过 xi 的一个估计值
x^i，计算出其通过高通滤波器后得出的结果 x^
h
i ． μk 表示的是
与 Sk 相 关 的 每 个 聚 类 Ck 的 中 心． 令 ki = arg mink
‖x^hi － μk‖2，然后将第 ki 个 AＲ 模型 aki分配给图像块 xi，设
xi 表示图像块 xi 的中间像素，χi 是包含了 xi 的所有相邻像素
的向量，通过 aki和 χi 实现将 xi 的预测误差最小化，即最小化
‖xi － a
T
kiχi‖
2
2 ．最后将该约束条件加入到稀疏编码的过程中，
即加入式(4)中，从而得到如下目标函数:
min λ‖α‖1 +
1
2 ‖FDlα － Fy‖
2
2 + γ·∑xi∈x
‖xi － a
T
kiχi‖
2
2
(7)
其中，γ为常数，用于调节 AＲ 模型正则化项对稀疏编码
的影响，如果将第三项∑
xi∈x
‖xi － a
T
kiχi‖
2
2 写成‖(I － A)x‖
2
2，
则式(7)可以改写为:
minλ‖α‖1 +
1
2 ‖FDlα － Fy‖
2
2 + γ·‖(I － A)x‖
2
2
(8)
其中，I是单位矩阵，
A(i，j)=
ai，当 xj∈χi，其中 ai∈aki
0，当 xjχ{ i
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3． 2 非局部相似正则化
AＲ模型主要利用了每个图像块的局部数据，缺乏在非
局部上优化．为了对基于 AＲ 模型的自适应正则化项进行补
充，在稀疏编码阶段引入了一个 NL 相似正则化项，非局部相
似可以将非局部冗余贯穿在图像中，从而改善重建图像的质
量［15］．
对于每一个局部图像块 xi，在整个图像中寻找与其相似
的图像块．在查找过程中，如果一个图像块 xli 与当前图像块
xi 满足 e
l
i =‖x^i － x^
l
i‖
2
2≤t，那么 x
l
i 就是相似图像块，其中，t
是一个事先调整好的阈值，^xli 和 x^i 分别是 x
l
i 和 xi 的估计值．
假设 xi 是图像块 xi 的中间像素，x
l
i 是图像块 x
l
i 的中间像素，
可以利用 xli 的加权平均值，即∑
L
l = 1 b
l
i x
l
i 来预测 xi，为 x
l
i 分配
的权重 b li 可以表示为 b
l
i = exp
(
－ e li
h )
c i
，其中 h 是一个权重的
调节因子，c i =∑
L
l = 1 exp(
－ e li
h )是归一化因子． 为了使得加入
的非局部信息更加准确，预测误差‖xi －∑
L
l = 1 b
l
i x
l
i‖
2
2 应该尽
可能小．设 bi 为包含所有权重 b
l
i 的列向量，βi 为包含所有 x
l
i
的列向量．最后，将非局部相似正则化项加入到稀疏编码阶
段，即式(4)中，从而得到如下的目标函数．
minλ‖α‖1 +
1
2 ‖FDlα － Fy‖
2
2 + η·∑xi∈x
‖xi － b
T
i βi‖
2
2
(9)
其中，η是一个用于调整非局部正则化项的常数．式(9)
可以改写为
min λ‖α‖1 +
1
2 ‖FDlα － Fy‖
2
2 + η·‖(I － B)x‖
2
2
(10)
其中，I是单位矩阵，
B(i，l)=
b li，当 x
l
i∈βi，其中 b
l
i∈bi
0，当 xliβ{ i
3． 3 总变分正则化实现全局优化
由于待重建图像本身含有一些不明显的噪声，虽然数量
少、强度较弱，但是这些噪声在一定程度上会因为超分重建的
病态性而变化，影响重建图像的质量．基于总变分正则化方法
在去噪的同时能够较好地保持图像边缘细节的优点，本文采
用 Ｒudin等［13］提出的基于总变分正则化的复原算法对稀疏
表示方法重建的图像进行去噪和全局优化．基于总变分正则
化理论的图像去噪、去模糊的原理如下:
总变分模型需要满足的条件是找到一个图像 u，使得下
式取得最小．
min
u∈BV(Ω)∫Ω |
Δ
u(x)| dx + ∫
Ω
θ(x)T(Ku(x) ，f(x) )dx (11)
其中，|
Δ
u(x)|为图像 u在积分区域 Ω 内的梯度幅值，在
此，积分区域是一个二维有界集，即 ΩＲ2，θ(x)为表示正则
化强度的非负函数，K 为糊化操作，f 为由基于稀疏表示重建
得到的图像;T确定了如下数据保真度的类型:
T(Ku(x) ，f(x) )=
1
2 (Ku(x)－ f(x) )
2 Gaussiannoise
|Ku(x)－ f(x)| Laplacenoise
Ku(x)－ f(x)logKu(x)
{
Poissonnoise
(12)
为了简单起见，通常将 θ(x)指定为一个正的常数，即 θ
(x)= θ．对于图像的修复问题，假设 f 在 MΩ 上未知，则 θ
(x)表示如下:
θ(x)=
0 if x =M
C{ otherwise (13)
其中，C ＞ 0 是一个固定参数．
本文采用 Split-Bregman算法求解式(11)的最小化问题，
对重建后的图像进行优化，得到图像 u．该算法不仅可以快速
解决 l1 范数规则化问题
［16］，而且适用于多种 TV 正则化问
题，求解效率高、具有较强的可靠性，能够充分保证图像的去
噪和优化效果．
3． 4 本文算法的整体流程
本文算法的具体步骤如下:
输入:待重建 LＲ 图像 y、训练字典用的样本图像 X 以及
训练 AＲ模型和 NL 相似先验知识的样本图像 X'．
步骤 1．对 HＲ图像 X进行降质操作，获得 LＲ图像 Y．
步骤 2．对上述 X和 Y分块，获得 HＲ图像子块 Qh 和 LＲ
图像子块 Ql ．
步骤 3．对 Qh 和 Ql 进行字典训练，获得 HＲ 字典 Dh 和
LＲ字典 Dl ．
步骤 4．通过 y与 Dl 确定求解 y 对应的稀疏表示系数 α
的目标函数:
min‖α‖0 s． t．‖FDlα － Fy‖
2
2≤ε．
步骤 5．从样本图像 X'学习得到自适应 AＲ 模型和非局
部相似先验知识．
步骤 6．将训练好的 AＲ 正则化项加入到稀疏编码阶段，
即在步骤 4 中的目标函数加入 γ·‖(I － A)x‖22 一项．
步骤 7．在稀疏编码阶段加入 NL 相似正则化项，即在步
骤 4 中的目标函数加入 η·‖(I － B)x‖22 一项．
步骤 8．由步骤 5、6、7 确定出本文稀疏编码的目标函数，
求解该目标函数得到稀疏表示系数矩阵，目标函数为:
minλ‖α‖1 +
1
2 ‖FDlα － Fy‖
2
2 + γ·‖(I － A)x‖
2
2 + η·‖
(I － B)x‖22 (14)
步骤 9．通过将 Dh 与 α线性组合，重建出 HＲ图像 x:
x = Dh* α
步骤 10．利用总变分正则化对图像 x 进行去噪和全局优
化，得到优化的 HＲ图像 u．
输出:HＲ图像 u．
4 实验与分析
4． 1 实验环境与数据准备
本文采用 MATLAB2014a 作为仿真实验平台;计算机的
配置 如 下，CPU:Inter (Ｒ) Celeron (Ｒ) CPU G550 @
2． 60GHz，内存:8GB，操作系统:Windows 64 位．
对于字典训练的图像训练集，采用文献［3，4，17，18］均
使用的含有 91 张高分辨率图像的训练集．为了保证实验的客
观性，采用的测试图像库有 Set5［19］和 Set14［20］以及 B100
(BSDS300［21］中取 100 张) ，这些测试图像专门用于评价超分
辨率重建算法．
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本文算法基于 Yang 等人提出的 L1SＲ［3］方法改进，在稀
疏编码阶段加入 AＲ正则化项实现局部结构自适应性控制、
并加入 NL 相似正则化项作为 AＲ 模型的补充，提高重建质
量，最后引入 TV 正则化技术来实现全局优化．在改进过程中
的 SＲ重建方法有 L1SＲ + AＲ、L1SＲ + AＲ + NL、L1SＲ + AＲ
+ NL + TV 三种算法．与本文实验进行对比的其他 SＲ 重建
方法主要包括双三次插值法(Bicubic)、L1SＲ、Zeyde 等人提
出的单帧图像重建 SISＲ［20］、Timofte 等人提出 ANＲ 和 A +
(16atoms)［17，18］、NE + LS［19］、NE + NNLS［19］、NE + LLE［22］．
仿真实验中采用客观和主观两种评价方法来评价重建图
像．在客观评价方面采用峰值信噪比(PSNＲ)和结构相似性
度量(SSIM)两种指标．若 PSNＲ值越高，则重建效果越好．若
SSIM 值越接近 1，表示重建图像与原始图像在结构、亮度和
对比度上相似度越高，重建效果越好．其中:
PSNＲ = 10·log10
(255)2·MN
‖x －珓x‖2
(15)
SSIM =
(2μ珓xμx + C1) (2σ珓xx + C2)
(μ2珓x + μ
2
x + C1) (σ
2
珓x + σ
2
x + C2)
(16)
式中:珓x为重建高分辨率图像，x 为原始高分辨率图像，
M、N是维数，μ珓x、μx 和 σ
2
珓x、σ
2
x 是与之对应的均值和方差，σ珓xx
是协方差，C1 和 C2 是常数．
4． 2 图像超分辨率重建实验
为更好地定量评价图像的重建质量，本文实验的待重建
LＲ图像通过对原始 HＲ 图像进行高斯模糊和降采样得到，并
将原始 HＲ图像作为 HＲ参考图像．对于待重建 LＲ 图像的分
块，分为 3 ×3的 LＲ图像块，在邻近块之间的重叠区为 1 个像
素．若将 LＲ图像进行3倍放大后重建，就可以得到9 ×9的HＲ
图像块，邻近块之间的重叠区为 3个像素．实验分为以下 2组．
第 1组实验:该组实验主要是将在改进过程中出现的
L1SＲ + AＲ、L1SＲ + AＲ + NL 和 L1SＲ + AＲ + NL + TV 三种算
法与 L1SＲ进行重建比较． 10张测试图像来源于 Set5与 Set14．
表 1列出了上述的四种算法下的峰值信噪比(PSNＲ) ，表中可
以看出，改进的三种算法的 PSNＲ 都优于 L1SＲ 算法，并且
PSNＲ值越来越高．图 1 是对测试图像 baby 分别采用 L1SＲ、
L1SＲ + AＲ、L1SＲ + AＲ + NL 和 L1SＲ + AＲ + NL + TV 四种算
法的重建结果以及原始 HＲ 参考图像 Ｒeference 的效果比较．
通过比较在同一区域的细节放大图像可以看出，L1SＲ 算法重
建图像仍然比较模糊，L1SＲ + AＲ 和 L1SＲ + AＲ + NL 算法在
边缘和纹理上具有明显的增强，L1SＲ + AＲ + NL + TV 算法不
仅边缘锐化效果明显，而且重建图像更加清晰．由此可见，基于
L1SＲ算法改进的原理在实验中具有显著的效果．
第 2组实验:该组实验是将本文算法与 3． 1 提到的 Bicu-
bic、L1SＲ、SISＲ、ANＲ、NE + LS、NE + NNLS、NE + LLE 和 A +
(16 atoms)等 8种 SＲ算法在 PSNＲ和 SSIM 两个方面进行比
较，10张测试图像来源于 Set5 与 Set14．下页表 2 列出了本文
算法和其他 8种 SＲ算法所对应的重建图像的 PSNＲ和 SSIM
值，在上述两个指标下的最优值均用粗体标出．表 2 表明，与其
他 8种 SＲ算法相比，本文算法在两个评价指标下均达到最优．
表 1 四种 SＲ算法的 PSNＲ值的比较
Table 1 Comparison of PSNＲ for four SＲ algorithms
images L1SＲ L1SＲ +AＲ L1SＲ +AＲ +NL L1SＲ +AＲ +NL +TV
baby 34． 29 34． 42 34． 45 35． 19
bird 34． 11 34． 31 34． 39 34． 98
butterfly 25． 59 25． 72 25． 80 26． 98
woman 29． 94 30． 10 30． 17 30． 81
comic 23． 90 23． 95 23． 98 24． 27
bridge 24． 82 24． 88 24． 91 25． 15
flowers 28． 25 28． 31 28． 34 28． 84
lena 32． 64 32． 84 32． 88 33． 29
monarch 30． 71 30． 88 30． 96 31． 92
zebra 27． 95 27． 97 28． 05 29． 03
Average 29． 22 29． 34 29． 39 30． 05
下页图 2 从主观方面展示了上述提及的几种重建方法的
重建效果，依次分别为原始高分辨参考图像 Ｒeference、Bicu-
bic、L1SＲ、SISＲ、ANＲ、NE + LS、NE + NNLS、NE + LLE 和 A
+(16 atoms)以及本文算法重建的高分辨率图像． 通过比较
同一区域的细节放大图像，可以看出本文算法恢复了更多的
边缘和纹理的细节且没有引入过多的虚假细节，重建图像更
加清晰．本文算法结合 AＲ、NL 和 TV 三种正则化技术进行重
建，在图像局部、非局部以及全局三个方面进行优化，因此具
有更好的超分重建效果．
下页表3列出了B100中100张图像在不同SＲ算法下
图 1 baby 四种 SＲ算法重建图像的比较
Fig． 1 Comparison of the reconstructed images of four SＲ algorithms for baby
PSNＲ和 SSIM 的平均值比较，从中可以看出，本文算法在两
个评价指标下平均值都是最高的．
5 结 论
本文结合稀疏表示和正则化技术，提出了一种空间自适
应正则化的图像超分辨率重建算法．该算法利用一组自回归
模型来对图像的局部结构进行自适应调整，通过非局部相似
正则化获得的图像非局部冗余以保持图像边缘信息，并提出
了一种基于自回归正则化和非局部相似正则化的稀疏编码目
标函数．此外，通过总变分正则化对重建后的图像进行全局优
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化．实验结果表明，与多种超分辨率算法相比，本文算法具有 更好的重建效果，可显著改善分辨率提升能力．
表 2 不同 SＲ算法的 PSNＲ和 SSIM 值的比较
Table 2 Comparison of PSNＲ and SSIM for different SＲ algorithms
images
PSNＲ /
SSIM
Bicubic L1SＲ SISＲ ANＲ NE + LS NE + NNLS NE + LLE A +(16atoms)
本文
算法
baby
PSNＲ 33． 91 34． 29 35． 08 35． 13 34． 96 34． 77 35． 06 35． 13 35． 19
SSIM 0． 9244 0． 9225 0． 9402 0． 9415 0． 9390 0． 9370 0． 9401 0． 9409 0． 9423
bird
PSNＲ 32． 58 34． 11 34． 57 34． 60 34． 36 34． 26 34． 56 34． 83 34． 98
SSIM 0． 9422 0． 9530 0． 9615 0． 9623 0． 9602 0． 9581 0． 9615 0． 9629 0． 9639
butterfly
PSNＲ 24． 04 25． 59 25． 94 25． 90 25． 83 25． 61 25． 75 26． 17 26． 98
SSIM 0． 8592 0． 8926 0． 9052 0． 9019 0． 9047 0． 8971 0． 9007 0． 9063 0． 9212
woman
PSNＲ 28． 56 29． 94 30． 37 30． 33 30． 20 29． 89 30． 22 30． 57 30． 81
SSIM 0． 9123 0． 9235 0． 9374 0． 9368 0． 9363 0． 9321 0． 9360 0． 9387 0． 9410
flowers
PSNＲ 27． 23 28． 25 28． 43 28． 49 28． 35 28． 21 28． 38 28． 52 28． 84
SSIM 0． 8385 0． 8635 0． 8713 0． 8739 0． 8697 0． 8673 0． 8718 0． 8745 0． 8802
Lena
PSNＲ 31． 68 32． 64 33． 00 33． 08 32． 98 32． 82 33． 01 33． 17 33． 29
SSIM 0． 8820 0． 8852 0． 9002 0． 9022 0． 9000 0． 8981 0． 9009 0． 9027 0． 9039
monarch
PSNＲ 29． 43 30． 71 31． 10 31． 09 30． 94 30． 76 30． 95 31． 31 31． 92
SSIM 0． 9350 0． 9421 0． 9510 0． 9508 0． 9499 0． 9478 0． 9495 0． 9518 0． 9556
Pepper
PSNＲ 32． 39 33． 32 34． 07 33． 82 33． 91 33． 56 33． 80 34． 01 34． 35
SSIM 0． 8907 0． 8851 0． 9060 0． 9045 0． 9046 0． 9017 0． 9041 0． 9052 0． 9086
ppt3
PSNＲ 23． 71 24． 98 25． 23 25． 03 25． 15 24． 81 24． 94 25． 22 25． 67
SSIM 0． 8874 0． 9024 0． 9204 0． 9123 0． 9193 0． 9077 0． 9111 0． 9146 0． 9302
Zebra
PSNＲ 26． 63 27． 95 28． 49 28． 43 28． 26 28． 12 28． 31 28． 64 29． 03
SSIM 0． 8361 0． 8647 0． 8775 0． 8794 0． 8748 0． 8719 0． 8777 0． 8809 0． 8871
Average
PSNＲ 29． 01 30． 18 30． 63 30． 67 30． 49 30． 28 30． 50 30． 76 31． 10
SSIM 0． 8908 0． 9035 0． 9171 0． 9166 0． 9159 0． 9119 0． 9153 0． 9179 0． 9234
图 2 不同 SＲ算法重建图像的比较
Fig． 2 Comparison of the reconstructed images of different SＲ algorithms
表 3 B100 在不同 SＲ算法下的 PSNＲ和 SSIM 值的比较
Table 3 Comparison of PSNＲ and SSIM for different SＲ algorithms for B100
images
PSNＲ /
SSIM
Bicubic L1SＲ SISＲ ANＲ NE + LS NE + NNLS NE + LLE A +(16atoms)
本文
算法
Average
PSNＲ 27． 15 27． 72 27． 87 27． 89 27． 83 27． 73 27． 85 27． 94 28． 08
SSIM 0． 7775 0． 7996 0． 8091 0． 8122 0． 8085 0． 8061 0． 8110 0． 8137 0． 8177
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