Even with the recent technological advancements in smartcars, safety is still a major challenge in autonomous driving. State-of-the-art self-driving vehicles mostly rely on visual, ultrasonic and radar sensors to assess the surroundings and make decisions. However, in certain driving scenarios, the best modality for context awareness is environmental sound. In this study, we propose an acoustic event recognition framework for detecting abnormal audio events on the road. We consider five classes of audio events, namely, ambulance siren, railroad crossing bell, tire screech, car honk, and glass break. We explore various generative and discriminative back-end classifiers, utilizing Gaussian Mixture Models (GMM), GMM mean supervectors and the I-vector framework. Evaluation results using the proposed strategy validate the effectiveness of the proposed system.
Introduction
In recent years, there has been an increasing interest in selfdriving car technology from industry researchers across the globe. While this technology has advanced rapidly, there are still concerns regarding safety. Current self-driving cars rely heavily upon visual, ultrasonic and radar sensors to understand the environment and make decisions. However, in some cases, recognizing the environmental sound can be an important indication for a potentially hazardous situation on the streets. One can think of multiple events that may be of interest to the smartcar, including siren from an ambulance, or a tire screeching sound nearby. Until now, the audio signal has mostly been used inside the car for speech recognition. In this work, we propose the use of audio sensors for detection of abnormal events on the road.
There are several advantages of audio-based detection compared to other sensors. Firstly, the microphone is a relatively low-cost sensor. Secondly, audio can be useful in situations where other sensors may fail, for example, in the case of darkness, fog or other low visibility conditions. Thirdly, with modern cars already equipped with embedded speech recognition engines, additional computational processing for event detection may be achieved relatively easily.
In the past, researchers have used acoustic event detection for various purposes such as scream and gunshot detection [1] , non-speech sound detection [2, 3] , and in acoustic surveillance [4] . Early work on non-speech audio event detection considered hidden Markov model (HMM) and support vector machines (SVM) [5] . Much previous work deals with the application of surveillance in general [6, 7, 8] . A major challenge faced by the research community in this domain is the lack of a standardized dataset. Recently, the RWCP (Real-world computing partnership) Sound Scene Database in Real Acoustical Environments (RWCP-SSD) 1 dataset has been used by researchers for audio event detection [9, 10, 11] . Although this corpus provides a reasonable number of event classes, it only provides short impulsive sound events. Understandably, techniques that are effective on this corpus may not be generalized on other datasets.
In this paper, we aim to detect unusual audio events which can occur in the surroundings of a car while driving. We consider five different events, namely, siren, railroad crossing bell, tire screech, car honk, and glass break. We use standard cepstral features in the front-end. For modeling and classification, we consider a number of techniques based on Gaussian mixture models (GMM), inspired by techniques developed in the speaker recognition community [12] . These systems include GMM and universal background model (UBM) framework, Gaussian supervector method, and the i-vector framework [13] . To the best of our knowledge, this is the first work in the area of acoustic event detection for environment monitoring outside the car. This paper is organized as follows. Sec. 2 describes the corpus collection used for this study. Sec. 3, describes the acoustic features and various back-end classifiers used for this task. In Sec. 4, the experimental setup and results are discussed and summarized. Finally, concluding remarks are presented in Sec. 5.
Corpora
A number of audio events can occur on the road while driving. We, human drivers, routinely consider these audio events along with visual cues for driving decisions, or alertness. It may be emphasized that, even though the considered events are proposed with self-driving cars in mind, these can also be helpful to warn the driver in standard cars. This can be effective while the driver is listening to loud music while driving. We consider the following five events in this work.
• Siren: This is one of the most common and important events that can occur while driving. There are different types of sirens for a police vehicle, fire truck and ambulance. For this work, we have considered all types of sirens in this category. This signal is of periodic nature, repeating a specific set of ascending and descending tones.
• Glass Breaks: This event occurs either in the case of theft/burglary or in an accident.
• Horn: Horn is an inseparable component of any automobile. Horn is used to warn others of the vehicle's approach or presence, or to call attention to a potential hazard.
• Railroad Crossing: Railroad crossing signs usually convey the message of "stop, look and listen". However, in the case of low visibility conditions, the distinct bell sound at a railroad crossing can be an effective cue for an approaching train.
• Screech: Car screech is a high pitch sound which can be heard if another vehicle has a skidding tire. This is clearly a warning sign to the nearby drivers of a slippery road or a potential accident.
At present, there is no publicly available audio dataset for the above audio events. Accordingly, for this study, we collected audio data from the web repositories, sound libraries and YouTube. All the recordings were converted to single channel audio segments with an 8kHz sampling rate. The number of audio segments collected from each event, their total duration and how they are utilized for training and test for our experiments, are described in Table 1 . 3. Features and Classifiers
Acoustic features
In this work, we utilize the well-known Mel-frequency cepstral coefficients (MFCC) [14] . 39 dimensional features are extracted from overlapping frames of 25ms duration. 13 static coefficients are computed including C0, and the velocity (∆) and acceleration (∆ + ∆) coefficients are appended. Unlike in speech processing, we do not remove the silent, or low energy frames.
The GMM-UBM framework
This framework was originally proposed for speaker verification [15] . At first, a GMM based universal background model (UBM) is trained using all of the training data from five different classes. This serves as a generic audio event model for these five classes. In the next step, maximum a-posteriori (MAP) adaptation is performed on the mean vectors of the GMM-UBM using the training data of each class. For a given set of acoustic features X = {xn|n ∈ 1 · · · T }, a GMM-UBM model λ0 with M Gaussian components is represented as:
where, πg, µg and Σg indicate the weight, mean vector, and covariance matrix of the g-th mixture component. The UBM, λ0, is independent of an audio class since it is trained on all of the classes using the expectation maximization (EM) [16] algorithm. In order to adapt this model towards a specific audio event class, we utilize the methods in [15] . First, we define γn(g) = p(g|xn, λ0) as the posterior probability of the g-th Gaussian component given a feature vector. For a set of features Xc that belong to class c, we then compute the zero and first order Baum-Welch statistics as:
Using these parameters, the posterior mean given the data vectors Xc is given by:
Utilizing the MAP adaptation for mean vectors alone [17, 15] , the updated mean vectors of the GMM are given by:
where, the parameter αg controls how the adapted GMM parameter will be affected by the observed audio event data from class c. It is computed as:
where r > 0 is known as the relevance factor. Thus, using the adapted mean vectorsμg, new GMM models λc are generated for each audio class c, while the weight and covariance matrices are kept the same as the UBM λ0. During the evaluation phase, the likelihood of the test feature vectors are computed across the GMM models from each audio class, and the maximum scoring class is selected as the predicted class. In this work, we use M = 16 mixture components and relevance factor, r = 16.
The GMM-supervector system
This method generates a super-vector by concatenating the adapted GMM mean vectors extracted from different audio segments using MAP adaptation [18] . These super-vectors are then used as features for other classifiers. However, since the supervector dimensions are large, some form of dimensionality reduction is usually used for efficient processing.
In this work, we first train the UBM as in the previous section. Next, we compute the adapted mean vectors from each training audio segment using (5) . GMM mean super-vector (SV) ms from audio segment s, is then computed by concatenating the adapted mean vectors obtained from each mixture components, as follows:
Hereμg are the adapted mean vectors. These SVs are extracted from each of the training segments from the five classes. With 16 mixture components and 39 dimensional acoustic features, we have the SV dimension of 624. Next, we perform mean and variance normalization of each component of the SV to have zero mean and unit variance. Afterwards, we divide each SV by it's own l 2 norm for length normalization [19] . Using these normalized training SVs, we train a probabilistic principal component analysis (PPCA) model [20] and project the SV on the first 100 principal components for dimensionality reduction. These 100 dimensional vectors are then used to learn a linear discriminant analysis (LDA) projection matrix using the labels of the five classes. LDA reduces the dimension of these vectors further to 4. All the normalization parameters and projections are learned from the training data and applied on the test data during evaluation. Finally, for classification, we measure the cosine distance (CD) between the training and evaluation vectors. CD score obtained for each test audio segment across the training segments are averaged to obtain the classification score. The highest scoring class is assigned as the predicted class by the system.
The i-vector system
This framework is similar to the super-vector framework discussed previously. Originally proposed in [13] , this method utilizes a variant of the PPCA algorithm to reduce the dimensionality of the GMM super-vectors. Essentially, this method assumes that the variability of the different acoustic events lies in a lower dimensional subspace defined by a total variability space. Accordingly, GMM super-vector extracted from an audio segment is represented by the following factor analysis model [13] :
Here, m0 is the UBM super-vector, T is the total variability matrix, w ∼ N (0, I) are the total factors. The posterior mean of the hidden variable w is known as the i-vector, or identity vector. The T matrix is estimated using an EM algorithm [21] .
In our proposed framework, we train the T matrix using all the training data. The i-vector dimension is set at 200. The i-vectors are normalized to have unit length [19] , and their dimension is reduced to 4 using an LDA projection matrix as in the super-vector system. The final classification is again performed using the cosine similarity measure.
Experiments and Results
The collected audio event data described in Sec. 2 is utilized for the evaluation. 100 audio segments from each class is selected for training and the remaining ones are retained for testing. The performance of each individual system is evaluated using overall classification accuracy and one-vs-rest accuracy for each class. The results are shown in Table 2 .
From the results, we observe that the GMM-SV system provides the best performance across different classes, with an overall accuracy of 87.54%. The performance difference between I-vector and GMM-UBM system is not significant. This is somewhat surprising since the GMM-UBM system uses a generative model, whereas the I-vector system utilizes a discriminative projection via LDA. This is possibly due to lack of sufficient data for training the T matrix for i-vector extraction. Typically, a very large speech corpus is used to train this hyperparameter for speaker recognition applications. However, for audio event detection, we were not able to find a relevant dataset to train this matrix.
Conclusion
In this paper, we have proposed an audio event classification framework for detecting abnormal sounds on the road. We have considered five event classes, namely, siren, glass break, car horn, railroad crossing, and tire screech. Different classifiers based on Gaussian mixture models have been examined and evaluated on an in-house audio dataset accumulated from the web. Experimental results demonstrated that the GMM supervector based framework with a discriminative back-end classifier performs well on this task.
