Abstract-We present a simple silicon circuit for modelling voltage-G*(V) ---------------------------------dependent ion channels found within neural cells, capturing both the < gating particle's sigmoidal activation (or inactivation) and the bell-/G\ shaped time constant. In its simplest form, our ion-channel analog AGc(V) consists of two MOS transistors and a unity-gain inverter. We present equations describing its nonlinear dynamics and measurements from AOGV)-AG(V) a chip fabricated in a 0.25,um CMOS process. The channel analog's simplicity allows tens of thousands to be built on a single chip, facilitating the implementation of biologically realistic models of neural computation. to fix it to reduce the circuit size.
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AG(V) I. ION CHANNELS G----
The brain is one of the most powerful computing machines today,
Closed
Activated Open capable of outperforming modern machines in many computational State tasks. As such, the field of neuromorphic engineering seeks to emulate the brain by using the transistor's physical properties to emulate the brain by using the transistor's physical propertiesto Fig. 1 . Transition rates between two states depend on the height of the create silicon analogs of neural circuits. Silicon is an attractive free energy barriers (AGC and AGO) which involve the difference in free medium because a single chip has thousands of (heterogeneous) energy between the activated state (G*) and the initial state (Gc or GO).
silicon neurons that operate in real-time.
One of the key computational components within the brain is the voltage-gated ion channel. Ion channels are pores within the mem-II. TRANSISTORS AND ION CHANNELS brane of neurons, gating the flow of ions between the intracellular Thermodynamic models of ion channels are an extension of and extracellular media. The gating dynamics are membrane-voltage-Hodgkin and Huxley's model of the ion channel, introducing structure dependent, and once open, the ionic currents can greatly influence the by employing thermodynamic principles rather than being empirical. output of the cell, either facilitating or hindering the generation of Both channel models consist of a series of independent gating an action potential. to fix it to reduce the circuit size.
(1-i) _
(1) In certain areas of the brain, however, this voltage dependence is l (V) critical. One example is the low-threshold calcium channel in the where a ( V) and 3 ( V) define the voltage-dependent transition rates relay neurons of the thalamus: The time constant for inactivation between the states (indicated by the arrow), u is the HH variable, and can vary over an order of magnitude depending on the membrane (1 -u) represents the closed fraction. As such, the dynamics of voltage. This variation defines the relative lengths of the interburst are described by the differential equation interval (long) and the burst duration (short) when the cell bursts rhythmically.
In this paper, we present a compact circuit that models the nonlin-
ear dynamics of the ion channel's gating particles. Our circuit is based on linear thermodynamic models of ion channels [3] , which apply thermodynamic considerations to the gating particle's movement. In thermodynamic models, state changes of a gating particle are where As such, the NMOS transistor's channel current has an exponential equations as all transistor voltages from hereon are given in units of UT.
the figures, all such external biases (e.g., UH and UL in Fig. 3a) One flaw with linear thermodynamic models, and consequently with our circuit, is that the time constant decreases to extremely small values when either a ( V) and f (V) become large. One solution UH UpoLa-iaL)n This equates the minimum time constant at involves saturating the transition rates [9] . We realize this in our hyperpolarized and depolarized levels simplifying the expression to circuit by placing two additional transistors in series with the original Equation I 1 In addition, the bell-shape also requires Tmin to be two (Fig. 3b) . Thus, when Vo > U-H +4 UT, a (V) x e' U,H, fixing smaller than the peak time constant in the absence of saturation. The the transition rate since U,H is a fixed bias. U,L functions similarly free parameters in these equations provide the flexibility not only to with Vc to saturate the closing transition rate.
shift the curves, but also to adjust their slopes.
We analyze the channel analog by deriving expressions for uO ( V) IV. CIRCUIT RESULTS and Tu (V) for the circuit in Fig. 3b . We assume the opening and
We fabricated a simple activation channel (Fig. 4) constants-are defined through additional circuitry. Since Vo has a For this paper, the choice is irrelevant.
positive slope with respect to V, the following derivation applies to For the opening voltage (Vo), we connected it directly to the an activation variable; a similar approach also applies for inactivation membrane voltage (V), yielding slope -yo 1 and intercept qO = 0. Its maximum value IT -eK mH-mG and its exponent K 0.7. Tmin = (Qu/JdsO) e-(6 utH-uH) HEigher exponents are possible, but require a lot more transistors. Through the relationship above, we extract the dynamics of m from As is common for HH variables [6] , the steady-state curve is IT (Figure 5b,c) . The solid lines are the fits of Equations 10 and sigmoidal and the time constant curve is bell-shaped. We assume the 1L1L which reasonably capture the open fraction's steady-state level opening and closing rates saturate at the same level (i.e., 'N urli-and time-constant. The time-constant data's range is limited because we need a steady-state significantly greater than zero to measure 30000 neurons on a 10mm2 array. Thus, large-scale neural system the temporal dynamics for opening. This limited range obviated the designs are possible using this circuit. need to modify Equation 11 to allow the time-constant to go to zero at hyperpolarized levels (this circuit omits the second saturation ACKNOWLEDGMENT transistor in Fig. 3b) .
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