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Abstract
We formulate a simple characterization of homogeneous Young mea-
sures associated with measurable functions. It is based on the notion of
the quasi-Young measure introduced in the previous article published in
this Journal. First, homogeneous Young measures associated with the
measurable functions are recognized as the constant mappings defined on
the domain of the underlying function with values in the space of probabil-
ity measures on the range of these functions. Then the characterization of
homogeneous Young measures via image measures is formulated. Finally,
we investigate the connections between weak convergence of the homo-
geneous Young measures understood as elements of the Banach space of
scalar valued measures and the weak∗ L1 sequential convergence of their
densities. A scalar case of the smooth functions and their Young measures
being Lebesgue-Stieltjes measures is also analyzed.
keywords: homogeneous Young measures; weak convergence of mea-
sures; weak convergence of functions; optimization
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1 Introduction
Young measures is an abstract measure theoretic tool which has arisen in the
context of minimizing bounded from below integral functionals not attaining
their infima. The often used direct method relays on constructing minimizing
considered functional J sequence (un) of functions. This sequence is converg-
ing to some function u0 in an appropriate (usually weak
∗) topology, while the
sequence J (un) of real numbers converges to inf J . However, in general it is
not true that the sequence (f(x, un(x),∇un(x))) of compositions of the inte-
grand f of J with elements of (un) converges to f(x, u0(x),∇u0(x))). This is
connected with the lack of quasiconvexity of the integrand f with respect to its
third variable. This situation is often taking place in elasticity theory (here f
is the density of the internal energy of the displaced body). See for example
[4, 5, 7] and references cited there for more details.
It is Laurence Chisholm Young who has first realized that there is need to
enlarge the space of admissible functions to the space of more general objects.
In [10], the very first article devoted to the subject, these objects are called by
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the author ’generalized curves’. Today we call them ’Young measures’. In fact,
”Young measure’ is not a single measure, but a family of probability measures.
More precisely, let there be given:
• Ω – a nonempty, bounded open subset of Rd with Lebesgue measure M > 0;
• a compact set K ⊂ Rl;
• (un) – a sequence of measurable functions from Ω to K, convergent to
some function u0 weakly
∗ in an appropriate function space;
• f – an arbitrary continuous real valued function on Rd.
The sequence (f(un)) has a subsequence weakly
∗ convergent to some function g.
However, in general g 6= f(u0). It can be proved that there exists a subsequence
of (f(un)), not relabelled, and a family (νx)x∈Ω of probability measures with
supports suppνx ⊆ K, such that ∀ f ∈ C(R
d) ∀w ∈ L1(Ω) there holds
lim
n→∞
∫
Ω
f(un(x))w(x)dx =
∫
Ω
∫
K
f(s)νx(ds)w(x)dx :=
∫
Ω
f(x)w(x)dx.
This family of probability measures is today called a Young measure associated
with the sequence (un).
It often happens, both in theory and applications, that the Young measure
is a ’one element family’, that is it does not depend on x ∈ Ω. We call such
Young measure a homogeneous one. Homogeneous Young measures are the first
and often the only examples of the Young measures associated with specific
sequences of functions. They are also the main object of interest in this article.
Calculating an explicit form of particular Young measure is an important
task. In elasticity theory, for example, Young measures can be regarded as
means of the limits of minimizing sequences of the energy functional. These
means summarize the spatial oscillatory properties of minimizing sequences,
thus conserving some of that information; information that is entirely lost
when quasiconvexification of the original functional is used as the minimiza-
tion method. To quote from [4], page 121: The Young measure describes the
local phase proportions in an infinitesimally fine mixture (modelled mathemati-
cally by a sequence that develops finer and finer oscillations), and a page earlier:
The Young measure captures the essential feature of minimizing sequences. It is
worth noting, that the Young measures calculated in [4], in the context of elas-
ticity theory or micromagnetism, are homogeneous ones. This indicates their
role. This is also a case in many other books or articles devoted to the subject.
Unfortunately, there is still no any general method of calculating their explicit
form (homogeneous or not) when associated with specific, in particular mini-
mizing, sequence. Some of the existing methods relay on periodic extensions
of the elements of the sequence and application the generalized version of the
Riemann-Lebesgue lemma or calculating weak∗ limits of function sequences.
In the article [6] there has been proposed an elementary method of calcu-
lation an explicit form of Young measures. It is based on the notion of the
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’quasi-Young measure’ introduced there and the approach to Young measures
as in [9]. This approach enables us to look at them as at objects associated with
any measurable function defined on Ω with values in K. Using only the change
of variable theorem the explicit form of the quasi-Young measures for functions
that are piecewise constant or piecewise invertible with differentiable inverses
has been calculated. The result extends for sequences of oscillating functions of
that shape. Finally, it has been proved that calculated quasi-Young measures
are the Young measures associated with considered (sequences of) functions.
Significantly, all of them are homogeneous.
This article can be viewed as the continuation of [6]. First, we recognize
quasi-Young measures as homogeneous Young measures which are, in turn, con-
stant mappings on Ω with values in the space of probability measures on K.
Then we provide the characterization of homogeneous Young measures asso-
ciated with measurable functions form Ω to K as images of the normalized
Lebesgue measure on Ω with respect to the underlying functions. The proofs of
these facts are really very simple, but it seems that such characterization of ho-
mogeneous Young measures has not been formulated yet. Then we show that the
weak convergence of the densities of the homogeneous Young measures is equiv-
alent to the weak convergence of these measures themselves. Here measures are
understood as vectors in the Banach space of scalar valued measures with the
total variation norm. The proof of this fact is also simple but relies on the non-
trivial characterization of the weak sequential L1 convergence of the sequence
of functions. In a special one-dimensional case the Young measure associated
with function having differentiable inverse is a Lebesgue-Stieltjes measure and
we can state the result for mappings having inverses of the C∞ class.
2 Preliminaries and notation
We gather now some necessary information about Young measures. As it has
been mentioned above, our approach is as in [9], where the material is pre-
sented in great detail. It is sketched in [6]. See also the references cited in
aforementioned articles.
Let Ω be an open subset of Rd with Lebesgue measure M > 0, dµ(x) :=
1
M
dx, where dx is the d-dimensional Lebesgue measure on Ω and let K ⊂ Rl be
compact. We will denote:
• rca(K) – the space of regular, countably additive scalar measures on K,
equipped with the norm ‖ρ‖rca(K) := |ρ|(Ω), where | · | stands in this
case for the total variation of the measure ρ. With this norm rca(K) is a
Banach space, so we can consider a weak convergence of its elements;
• rca1(K) – the subset of rca(K) with elements being probability measures
on K;
• L∞w∗(Ω, rca(K)) – the set of the weakly
∗ measurable mappings
ν : Ω ∋ x→ ν(x) ∈ rca(K).
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(It follows that homogeneous Young measures are those from the above
mappings, that are constant a.e. in Ω)
We equip this set with the norm
‖ν‖L∞
w∗
(Ω,rca(K)) := ess sup
{
‖ν(x)‖rca(K) : x ∈ Ω
}
.
Usually by a Young measure we understand a family (νx)x∈Ω of regular
probability Borel measures on K, indexed by elements x of Ω . However, we
should remember that the Young measure is in fact a weakly∗ measurable map-
ping defined on an open set Ω ⊂ Rd having positive Lebesgue measure with
values in the set rca1(K). The set of the Young measures on the compact set
K ⊂ Rl will be denoted by Y(Ω,K):
Y(Ω,K) :=
{
ν = (ν(x)) ∈ L∞w∗(Ω, rca(K)) : νx ∈ rca
1(K) for a.a x ∈ Ω
}
.
Remark 2.1. In [9] Young measures are defined as weakly measurable map-
pings, but it seems to be an innacuracy, since rca(K) is in fact a conjugate
space. Compare footnote 80 on page 36 in [9] with, for example, definition
2.1.1 (d) on page109 in [3]. However, when considering weak convergence of
the Young measures, we will look at the rca(K) as at the normed space itself
with total variation norm.
Definition 2.1. We say that a family (νx)x∈Ω is a quasi-Young measure associa-
ted with the measurable function u : Rd ⊃ Ω → K ⊂ Rl if for every integrable
function β : K → R there holds
∫
K
β(k)dνx(k) =
∫
Ω
β(u(x))dµ(x).
We will write νu to indicate that the (quasi-)Young measure ν is associated with
the function u.
Remark 2.2. This definition is slightly more general than the one formulated
in [6]. However, when dealing with Young measures, we must restrict ourselves
to continuous functions β to be able to use Riesz representation theorems. See
[9] for details.
3 Homogeneous Young measures
We first prove that quasi-Young measures are constant mappings.
Proposition 3.1. Let νu be the quasi-Young measure associated with the Borel
function u. Then νu, regarded as a mapping from Ω with values in rca(K), is
constant.
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Proof. Suppose that νu is not a constant function. Then there exist x1, x2 ∈ Ω,
x1 6= x2, such that ν
u
x1
6= νux2 . Then for any integrable β : K → R there holds∫
K
β(k)dνux1(k) =
∫
Ω
β(u(x))dµ(x) =
∫
K
β(k)dνux2(k),
a contradiction.
Corollary 3.1. Let β : K → R be a continuous function. Then the quasi-Young
measure νu associated with the function u is a Young measure, that is it is an
element of the set Y(Ω,K).
Proof. Take β ≡ 1. Then
∫
K
dνu(k) =
∫
K
β(k)dνu(k) =
∫
Ω
β(u(x))dµ(x) =
∫
Ω
dµ(x) = 1,
which means that νu ∈ rca1(K). As a constant function it is weakly measurable,
so that νu ∈ L∞w∗(Ω, rca(K)).
Corollary 3.2. Quasi-Young measures associated with measurable functions
u : Ω → K are precisely the homogeneous Young measures associated with them.
Due to the fact that homogeneous Young measures are constant functions,
we will write ’ν’ instead of ’ν = (νx)x∈Ω’.
Now we will prove that homogeneous Young measures are images of Borel
measures with respect to the underlying functions. Recall that u : Rd ⊃ Ω ∋
x→ u(x) ∈ K ⊂ Rl and that µ is normed to unity Lebesgue measure on Ω.
Theorem 3.1. A homogeneous Young measure ν is associated with Borel func-
tion u if and only if ν is an image of µ under u.
Proof. The theorem follows from the equalities
∫
K
β(k)dν(k) =
∫
Ω
β(u(x))dµ(x) =
∫
K
β(k)dµu−1.
4 Weak convergence
4.1 Certain facts on weak convergence of functions and
measures
Let (X,A, ρ) be a measure space and consider a sequence (vn) of scalar func-
tions defined on X and integrable with respect to the measure ρ (that is,
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∀n ∈ N vn ∈ L
1
ρ(X)) and a function v ∈ L
1
ρ(X). Recall that (vn) converges
weakly sequentially to v if
∀g ∈ L∞ρ (X) lim
n→∞
∫
X
vngdρ =
∫
X
vgdρ.
Next theorem characterizes weak sequential L1 convergence of functions and
weak convergence of measures. We refer the reader to [1], chapter 6 or [2],
chapter VII.
Theorem 4.1. (a) let X be a locally compact Hausdorff space and (X,A, ρ)
– a measure space with ρ regular. A sequence (vn) ⊂ L
1
ρ(X) converges
weakly to some v ∈ L1ρ(X) if and only if ∀A ∈ A the limit
lim
n→∞
∫
A
vndρ
exists and is finite;
(b) let X be a locally compact Hausdorff space and denote by B(X) the σ-
algebra of Borel subsets of X. A sequence (ρn) of scalar measures on
B(X) converges weakly to some scalar measure ρ on B(X) if and only if
∀A ∈ B(X) the limit
lim
n→∞
ρn(A)
exists and is finite.
4.2 Weak convergence of homogeneous Young measures
and their densities
Consider the function u : Ω → K of the form
u :=
n∑
i=1
uiχΩi ,
where:
• the open sets Ωi, i = 1, 2, . . . , n, are pairwise disjoint and
⋃n
i=1Ωi = Ω;
denote this partition of Ω by {Ω};
• the functions ui : Ωi → K, i = 1, 2, . . . , n, have continuously differentiable
inverses u−1i with Jacobians Ju−1
i
;
• for any i = 1, 2, . . . , n ui(Ωi) = K.
Theorem 4.2. ([6]) The Young measure νu associated with u is a homogeneous
Young measure that is abolutely continuous with respect to the Lebesgue measure
dy on K. Its density is of the form
g(y) =
1
M
n∑
i=1
|Ju−1
i
(y)|.
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Consider now a family {Ωl}, l ∈ N, with elements Ωli, of open partitions of Ω
and a sequence (ul) of functions of the form ul :=
∑n(l)
i=1 u
l
iχΩl
i
satisfying, for
fixed l, the above respective conditions. According to Theorem 4.2 the Young
measure associated with ul is absolutely continuous with respect to the Lebesgue
measure dy on K with density
gl(y) =
1
M
n(l)∑
i=1
|J(ul
i
)−1(y)|.
Theorem 4.3. Let (ul) be the sequence of functions described above and denote
by νl the Young measure with density gl associated with the function ul. Then
the sequence (gl) is weakly convergent in L1(K) to some function h if and only
if the sequence (νl) is weakly convergent to some measure η.
Proof. . (⇒) Since (gl) is weakly convergent in L1(K), then for any measurable
A ⊆ K the limit
lim
l→∞
∫
A
gldy
exists and is finite. This in turn is equivalent to the fact that the sequence (νl)
of Young measures is weakly convergent to some measure η.
(⇐) We proceed as above, but start the reasoning from the weak convergence
of the sequence (νl).
Let I be an open interval in R with Lebesgue measure M > 0 and u –
a strictly monotonic differentiable real valued function on I. We can assume
that u is strictly increasing. Then the set K := u(I) is compact and for any
β ∈ C(K,R) we have∫
K
β(y) 1
M
(u−1)′(y)dy =
∫
K
β(y)d 1
M
u−1(y).
This means that the (homogeneous) Young measure associated with u is a
Lebesgue-Stieltjes measure on K. This observation together with standard in-
ductive argument lead to the following one-dimensional corollary to theorem
4.3.
Corollary 4.1. Let (un) be a sequence of real valued functions from a bounded,
nondegenerate interval I ⊂ R such that:
(i) for any n ∈ N un is a C
∞-diffeomorphism;
(ii) u
(l)
n (I) := Kl is compact, l ∈ N ∪ {0};
(iii) u
(l)
n is strictly positive or negative, n ∈ N.
Then for any fixed l ∈ N the weak L1 convergence of the sequence
(
(u−1n )
(l)
)
is equivalent to the weak convergence of the sequence of the Young-Lebesgue-
Stieltjes measures associated with the elements of the sequence
(
(u−1n )
(l)
)
.
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Example 4.1. (see [8]) Let I := (a, b), a < b, K := [c, d], c < d and let (un) be
a sequence of strictly monotonic functions from I with values in K such that:
(i) ∀n ∈ N un(I) = K;
(ii) ∀n ∈ N un has continuously differentiable inverse (u
−1
n )
′;
(iii) the sequence (u−1n )
′ is nondecreasing.
By monotonicity of the sequence of derivatives for any Borel subset A ⊆ K and
any natural numbers m ≤ n we have
∫
A
(u−1m )
′(y)dy ≤
∫
A
(u−1n )
′(y)dy.
Further, ∀n ∈ N the Young measure associated with function (u−1n )
′ is a homo-
geneous one. Since it is probability measure on K, the sequence
(∫
A
(u−1n )
′(y)dy
)
is monotonic and bounded. Thus for any Borel subset A ⊆ K the limit
lim
n→∞
∫
A
(u−1n )
′(y)dy = lim
n→∞
∫
A
du−1n (y)
exists and is finite, which by theorem 4.1 yields the weak L1 convergence of the
sequence
(
(u−1n )
′
)
. This, by theorem 4.3, is equivalent to the weak convergence of
the sequence of Young measures, whose elements are associated with respective
elements of
(
(u−1n )
′
)
.
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