We consider a linear regression model with regression parameter β = (β 1 , . . . , β p ) and independent and identically N(0, σ 2 ) distributed errors. Suppose that the parameter of interest is θ = a T β where a is a specified vector. Define the parameter τ = c T β − t where the vector c and the number t are specified and a and c are linearly independent. Also suppose that we have uncertain prior information that
Introduction
Consider the linear regression model Y = Xβ + ε, where Y is a random nvector of responses, X is a known n × p matrix with linearly independent columns, β = (β 1 , . . . , β p ) is an unknown parameter vector and ε ∼ N(0, σ 2 I n ) where σ 2 is an unknown positive parameter. Suppose that the parameter of interest is θ = a T β where a is specified p-vector (a = 0). Define the parameter τ = c T β − t where the vector c and the number t are specified and a and c are linearly independent. Also suppose that previous experience with similar data sets and/or expert opinion and scientific background suggest that τ = 0. In other words, suppose that we have uncertain prior information that τ = 0. Of course, this includes the particular case that c = (0, . . . , 0, 1) and t = 0, so that the uncertain prior information is that β p = 0. Our aim is to find a frequentist 1 − α confidence interval (i.e. a confidence interval whose coverage probability has infimum 1 − α) for θ that utilizes this prior information, based on an observation of Y .
An attempt to incorporate the uncertain prior information that τ = 0 into the construction of a 1 − α confidence interval for θ is as follows. We carry out a preliminary test of the null hypothesis that τ = 0 against the alternative hypothesis that τ = 0. If this null hypothesis is accepted then the confidence interval is constructed assuming that it was known a priori that τ = 0; otherwise the standard 1 − α confidence interval for θ is used. We call this the naive 1 − α confidence interval for θ. This confidence interval is based on a false assumption and so we expect that its minimum coverage probability will not necessarily be 1 − α. This minimum coverage probability has been investigated by Giri and Kabaila (2008) , Kabaila (1998 Kabaila ( , 2005a , Kabaila and Giri (2009a) and Kabaila and Leeb (2006) . In many cases this minimum is far below 1 − α, showing that this confidence interval is completely inadequate. So, the naive 1 − α confidence interval fails to utilize the prior information that τ = 0.
Whilst the naive 1 − α confidence interval for θ fails abysmally to utilize the prior information that τ = 0, its form (as described in Section 2) will be used to provide some motivation for the new confidence interval described in Section 3. Similarly to Hodges and Lehmann (1952) , Bickel (1983 Bickel ( , 1984 , Kabaila (1998) , Kabaila (2005b) , Farchione and Kabaila (2008) , Kabaila and Tuck (2008) and Kabaila and Giri (2009b) , our aim is to utilize the uncertain prior information in the frequentist inference of interest, whilst providing a safeguard in case this prior information happens to be incorrect. We assess a 1 − α confidence interval for θ using the ratio (expected length of this confidence interval)/(expected length of standard 1 − α confidence interval). We call this ratio the scaled expected length of this confidence interval. In Section 3 we describe a new 1 − α confidence interval for θ that utilizes the prior information. This interval has endpoints that are continuous functions of the data and it has the following properties. It coincides with the standard 1 − α confidence interval when the data strongly contradicts the prior information. This interval is optimal in the sense that it has minimum weighted average expected length where the largest weight is given to this expected length when τ = 0. This minimization leads to an interval that has the following desirable properties. This interval has scaled expected length that (a) is smaller than 1 when the prior information about τ is correct and (b) has a maximum value that is not too much larger than 1. The idea of minimizing a weighted average expected length of a confidence interval, subject to a coverage probability inequality constraint, appears to have been first used by Pratt (1961) .
In Section 4 we consider the following scenario. Suppose that a 2 × 2 factorial experiment, with factors labeled A and B and with more than 1 replicate, has been conducted. Also suppose that our interest is solely in the simple effect of changing factor A from low to high when factor B is low. Consider, for example, the case that factor A (B) being low or high corresponds to the absence or presence of treatment A (B), respectively. Our interest may be solely in the effect of treatment A compared to no treatment (cf. Hung et al (1995) ). In other words, the parameter of interest θ is the simple effect (expected response when factor A is high and factor B is low) − (expected response when factor A is low and factor B is low). In this case, p = 4 and we identify τ with the two-factor interaction. Suppose that previous experience with similar data sets and/or expert opinion and scientific background suggest that the two-factor interaction is zero. In a 2 × 2 factorial clinical trial comparing two drugs whose presumed effects are on completely different systems and/or diseases, it seems reasonable to suppose that we have uncertain prior information that the two-factor interaction is zero (Stampfer et al (1985) , Steering Committee of the Physicians'
Health Study Research Group (1988)), Hennekens (1990) and Hung et al (1995) ). For an example of the elicitation of uncertain prior information in a factorial experiment via expert opinion and scientific background in a chemical context see Dubé et al (1996) .
An attempt to utilize the uncertain prior information that the two-factor interaction is zero is to use a naive 1 − α confidence interval for θ constructed using the following preliminary test. The preliminary test is of the null hypothesis that the two-factor interaction is zero against the alternative hypothesis that the two-factor interaction is non-zero. This confidence interval has a minimum coverage probability that is far below 1 − α, showing that it is completely inadequate. As an illustration, consider the case that the number of replicates is 20, 1 − α = 0.95 and the preliminary hypothesis test has level of significance 0.05. We find, using the methodology of Kabaila (1998 Kabaila ( , 2005a or Giri and Kabaila (2008) or Kabaila and Giri (2009a) , that the minimum coverage probability of this confidence interval is 0.7306. The poor coverage properties of the naive confidence interval are presaged by the poor properties of some other inferences carried out after this preliminary test, see Fabian (1991) , Shaffer (1991) and Ng (1994 ) (cf. Neyman (1935 , Bohrer and Sheft (1979) and Traxler (1976) ).
The properties of the new confidence interval, described in Section 3, are illus- for θ coincides with the standard 1 − α confidence interval when the data strongly contradicts the prior information. This is reflected in Figure 3 by the fact that the square of the scaled expected length approaches 1 as γ → ∞.
The naive confidence interval
The naive 1 − α confidence interval for θ is constructed as follows. We carry out a preliminary test of the null hypothesis that τ = 0 against the alternative hypothesis that τ = 0. If this null hypothesis is accepted then the confidence interval is constructed assuming that it was known a priori that τ = 0; otherwise the standard 1−α confidence interval for θ is used. As noted in the introduction, this confidence interval will often have minimum coverage probability far below 1 − α,
showing that it is completely inadequate. In this section we describe the naive confidence interval in a new form that will be used to provide some motivation for the new confidence interval described in the next section.
Letβ denote the least squares estimator of β. LetΘ denote a Tβ i.e. the least squares estimator of θ. Also, letτ denote c Tβ − t i.e. the least squares estimator of τ . Define the matrix V to be the covariance matrix of (Θ,τ ) divided by σ 2 . Let v ij denote the (i, j) th element of V . The standard 1 − α confidence interval for θ is
, where the quantile t m,a is defined
The naive 1 − α confidence interval for θ is obtained as follows. The usual test statistic for testing the null hypothesis that τ = 0 against the alternative hypothesis that τ = 0 isτ /(σ √ v 22 ). Suppose that, for some given positive number q, we fix τ at 0 if |τ |/(σ √ v 22 ) ≤ q; otherwise we allow τ to vary freely. We use the notation
that ρ is the correlation betweenΘ andτ and so it satisfies −1 ≤ ρ ≤ 1. The naive 1 − α confidence interval is as follows (Kabaila and Giri (2009a) 
This confidence interval can be expressed in the new form
In Section 4 we will consider the example of a 2 × 2 factorial experiment with 20 replicates. Here p = 4. The parameter of interest θ is the simple effect (expected response when factor A is high and factor B is low) − (expected response when factor A is low and factor B is low). We identify τ with the two-factor interaction, so that ρ = −1/ √ 2 = −0.7071068. Suppose that we have uncertain prior information that the two-factor interaction is zero. Also suppose that we carry out a preliminary test of the null hypothesis that the two-factor interaction is zero against the alternative hypothesis that this interaction is non-zero. Let the level of significance of this test be 0.05, so that q = 1.991673. Figure 1 is a plot of the functions b and s for the resulting naive 0.95 confidence interval for θ. This confidence interval is completely inadequate, as its minimum coverage probability is 0.7306. It also has the unpleasant feature that its endpoints are discontinuous functions of the data. This confidence interval is based on a preliminary test of the null hypothesis that the two-factor interaction is zero against the alternative hypothesis that this interaction is non-zero, with level of significance 0.05.
New confidence interval utilizing prior information
In this section we describe a broad class of confidence intervals for θ. These confidence intervals are required to have endpoints that are smooth function of the data. They are also required to coincide with the standard 1−α confidence intervals when the data strongly contradict the prior information. We provide computationally convenient expressions for the coverage probability and the scaled expected length for confidence intervals from this class. These computationally convenient expressions were first described by Kabaila and Giri (2007a,b) . We then describe a weight function for the difference (scaled expected length of the confidence interval) − (scaled expected length of the standard 1 − α confidence interval) . This weight function gives the largest weight to this difference when τ = 0 i.e. when the prior information is correct. We find an interval that is optimal in the sense that it minimizes the weighted average of this difference subject to the constraint that it has minimum coverage probability 1 − α. Our choice of the weight function ensures that this interval utilizes the prior information.
We introduce a confidence interval for θ that is similar in form to the naive 1 − α confidence interval, described in the previous section, but with a great "loosening up" of the forms that the functions b and s can take. Define the following confidence
where the functions b and s are required to satisfy the following restriction.
Restriction 1
b : R → R is constrained to be an odd function and
The motivation for restricting attention to this form of interval is provided by the new invariance arguments presented in Appendix A. We also require that the functions b and s satisfy the following restriction. for all x ≥ d where d is a (sufficiently large) specified positive number.
where, as defined in Section 2, ρ = v 12 / √ v 11 v 22 . Also define W =σ/σ. Note that (G, H) and W are independent random vectors. Also, W has the same distribution
It is straightforward to show that the coverage probability P θ ∈ J(b, s) is 
We call this the scaled expected length of J(b, s). This is equal to
This is a function of γ for given s. We denote this function by e(γ; s). Clearly, for given s, e(γ; s) is an even function of γ.
Our aim is to find functions b and s that satisfy Restrictions 1-3 and such that (a) the minimum of c(γ; b, s, ρ) over γ is 1 − α and (b)
is minimized, where the weight function ν has been chosen to be
where λ is a specified nonnegative number and H is the unit step function defined by H(x) = 0 for x < 0 and H(x) = 1 for x ≥ 0. The larger the value of λ, the smaller the relative weight given to minimizing e(γ; s) for γ = 0, as opposed to minimizing e(γ; s) for other values of γ. Similarly to Farchione and Kabaila (2008) , who consider a much simpler model, we expect the weight function (5) to lead to a 1 − α confidence interval for θ that has expected length that (a) is relatively small when τ = 0 and (b) has maximum value that is not too large.
The following theorem provides new computationally convenient expressions for the coverage probability and scaled expected length of J(b, s).
The coverage probability of J(b, s) is denoted by c(γ; b, s, ρ)
and is equal to
where φ denotes the N(0, 1) probability density function. For given b, s and ρ, c(γ; b, s, ρ) is an even function of γ.
(b) The scaled expected length of J(b, s) is e(γ; s) = 1 + 1
Substituting (7) into (4), we obtain that (4) is equal to
For computational feasibility, we specify the following parametric forms for the functions b and s. We require b to be a continuous function and so it is necessary that conditions on the first derivative of s). We call x 1 , x 2 , . . . x q the knots.
To conclude, the new 1 − α confidence interval for θ that utilizes the prior information that τ = 0 is obtained as follows. For a judiciously-chosen set of values of d, λ and knots x i , we carry out the following computational procedure.
Computational Procedure
Compute the functions b and s, satisfying Restrictions 1-3 and taking the parametric forms described above, such that (a) the minimum over γ ≥ 0 of (6) is 1 − α and (b) the criterion (8) is minimized. Plot e 2 (γ; s), the square of the scaled expected length, as a function of γ ≥ 0.
Based on these plots and the strength of our prior information that τ = 0, we choose appropriate values of d, λ and knots x i . The confidence interval corresponding to this choice is the new 1 − α confidence interval for θ.
Remark 3.1 Suppose that λ > 0 is fixed. Also suppose that we apply the Computational Procedure without any parametric restrictions of the form described above.
The structure of the criterion (4) when ν is given by (5) make it highly plausible that the resulting 1 − α confidence interval for θ will have a scaled expected length e(γ; s) that converges uniformly in γ to some limiting function as d → ∞. It is also highly plausible that this limiting function can be found to a very good approximation by applying this Computational Procedure for d sufficiently large and knots x i sufficiently closely spaced.
Application to the analysis of data from a 2 × 2 factorial experiment
In this section we consider a 2 × 2 factorial experiment with 20 replicates and parameter of interest θ the simple effect (expected response when factor A is high and factor B is low) − (expected response when factor A is low and factor B is low). We suppose that we have uncertain prior information that the two-factor interaction is zero. We use this example to illustrate the properties of the new 1 − α confidence interval for θ that utilizes this prior information, when 1 − α = 0.95. All of the computations presented in this paper were performed with programs written in MATLAB, using the Optimization and Statistics toolboxes. 
where Y is the response, β 0 , β 1 , β 2 and β 12 are unknown parameters and the ε for different response measurements are independent and identically N(0, σ 2 ) distributed. Thus θ = 2(β 1 − β 12 ). Letβ 1 andβ 12 denote the least squares estimators of β 1 and β 12 respectively. The least squares estimator of θ isΘ = 2(β 1 −β 12 ). Our uncertain prior information is that β 12 = 0. Note that
We followed the Computational Procedure, described at the end of the previous section, with d = 6, λ = 0.2 and evenly-spaced knots x i at 0, 1, 2, . . . , 6. The resulting functions b and s, which specify the new 0.95 confidence interval for θ, are plotted in Figure 2 . The performance of this confidence interval is shown in Figure 3 . This confidence interval has coverage probability 0.95 throughout the parameter space. When the prior information is correct (i.e. γ = 0), we gain since e 2 (0; s) = 0.8683. The maximum value of e 2 (γ; s) is 1.1070. This confidence interval coincides with the standard 1 − α confidence interval for θ when the data strongly contradicts the prior information, so that e 2 (γ; s) approaches 1 as γ → ∞. It is interesting to note the broad qualitative similarities between the functions plotted in Figures 1 and 2 .
These values of d = 6, λ = 0.2 and knots x i were obtained after a search that we summarize as follows. Consider d = 6, evenly-spaced knots x i at 0, 1, 2, . . . , 6 and λ = 0.05, 0.2 , 0.5 and 1. The Computational Procedure was applied for each of these values. As expected from the form of the weight function, for each of these values of λ, e 2 (γ; s) is minimized at γ = 0. For a given value of λ, define the 'expected gain' to be 1 − e 2 (0; s) and the 'maximum potential loss' to be max γ e 2 (γ; s) − 1 .
As shown in Table 1 , as λ increases (a) Figure 3 : Plots of the coverage probability and e 2 (γ; s), the squared scaled expected length, as functions of γ = β 12 / var(β 12 ) of the new 0.95 confidence interval for the simple effect θ = 2(β 1 − β 12 ) for the 2 × 2 factorial experiment with 20 replicates. These functions were obtained using d = 6, λ = 0.2 and the knots x i at 0, 1, 2, . . . , 6.
Discussion
Discussion 5.1 Our motivation for the weight function (5) to all of the weight being placed at τ = 0. The minimization of (4), subject to P θ ∈ J(b, s) ≥ 1 − α for all γ, leads to a 1 − α confidence interval for θ with the following properties. This interval has the smallest expected length when τ = 0 (i.e. when the prior information is correct) of any 1 − α confidence interval for θ. However, this confidence interval has the weakness that its expected length approaches infinity as |γ| → ∞ (Tuck, 2006) . Now consider the weight function ν = x, which corresponds to a uniform weight over R. The minimization of (4), subject to P θ ∈ J(b, s) ≥ 1 − α for all γ, leads to the standard 1 − α confidence interval I. Finally, consider the weight function (5), which is a mixture of the weight functions H and x, for fixed λ > 0. This weight function puts a large amount of weight at τ = 0, consistent with our desire that the confidence interval has relatively small expected length when the prior information is correct. Also, the x component of this weight function leads to a confidence interval whose expected length has a maximum value that is finite. In addition, the structure of the criterion (4) when ν is given by (5) makes it highly plausible that the 1 − α confidence interval resulting from the minimization of (4), subject to P θ ∈ J(b, s) ≥ 1 − α for all γ, will have the desirable feature that it approaches the standard 1 − α confidence interval I as the data increasingly contradict the prior information. Fortuitously, this property leads to the computational advantage described in Remark 3.1.
Discussion 5.2
The new 1 − α confidence interval is computed to satisfy the constraint that its minimum coverage probability is 1 − α. For the example described in Section 4, it is remarkable that the new 1 − α confidence interval has coverage probability equal to 1−α throughout the parameter space. The new 1−α confidence interval has been computed for a wide range of values of 1 − α, λ, ρ, n − p (including the limiting case n − p → ∞), d and knots x i . In each case, the new 1 − α confidence interval has coverage probability equal to 1 − α throughout the parameter space.
This provides strong empirical evidence that the new 1 − α confidence interval has the attractive property that its coverage probability is equal to 1 − α throughout the parameter space.
Discussion 5.3
The new 1 − α confidence interval has been computed for a wide range of values of 1 − α, λ, ρ, n − p (including the limiting case n − p → ∞), d and knots x i . For each of these values of 1 − α, λ, d and knots x i , e 2 (0; s) (which is the minimum value of e 2 (γ; s)) decreases when |ρ| increases and/or (n − p) decreases.
Discussion 5.4 Consider the particular case that ρ = 0. In this case, we expect that any improvement in performance of the new 1 − α confidence interval over the standard 1 − α confidence interval I can only be due to improved estimation of the parameter σ. Computations show that the new 1 − α confidence interval performs well (in terms of utilizing the uncertain prior information) for small n − p, when λ is chosen appropriately. However, the new 1 − α confidence interval approaches the standard 1 − α confidence interval I as n − p → ∞.
Discussion 5.5
We briefly compare our frequentist approach with a Bayesian approach to the problem stated in the paper. A full discussion will be presented in a separate paper. For simplicity, suppose that σ 2 is known and that
For the Bayesian approach, suppose that we choose independent prior pdf's for Θ and τ . Also suppose that for this approach (a) Θ has an uniform improper prior pdf and (b) τ has the prior pdf ξδ(τ ) + (1 − ξ) where δ denotes the delta function and ξ is a fixed number satisfying 0 ≤ ξ ≤ 1. Contrasting features of the new frequentist 1 − α confidence interval for θ described in the present paper and the Bayesian 1 − α highest probability density (HPD) regions for Θ include the following: corresponds to all of the weight being placed at τ = 0. The minimization of (4), subject to P θ ∈ J(b, s) ≥ 1 − α for all γ, leads to a 1 − α confidence interval with the smallest expected length when τ = 0 of any 1 − α confidence interval for θ.
There is no Bayesian analogue of this confidence interval. If we choose ξ = 1 then the Bayesian 1 − α HPD region for Θ is equal to the usual 1 − α confidence interval for θ based on the assumption that τ = 0. This confidence interval has coverage probability with infimum 0.
(b) By the appropriate choices of 1 − α, ξ, ρ, σ andτ , one can find Bayesian 1 − α HPD regions for Θ that consist of the union of two disjoint intervals. By contrast, the methodology of the present paper always produces a confidence interval.
(c) By the appropriate choices of 1−α, ξ where ξ < 1, ρ and σ, one can find Bayesian 1 − α HPD regions for Θ that have frequentist minimum coverage probabilities far below 1 − α.
Discussion 5.6 We briefly discuss the computation of the new confidence interval.
A full discussion is provided by Giri (2008) and will be presented in a separate paper. Our first step has been to truncate the integrals with respect to w in (6), (7) and (8) 
Discussion 5.7
The new 1 −α confidence interval for θ is founded on the assumption that the random errors ε i are independent and identically N(0, σ 2 ) distributed. This confidence interval is based on the least squares estimatorΘ of θ and the estimator σ of σ. Consequently, it will display the same kind of lack of robustness to nonnormality of the random errors as the standard 1 − α confidence interval I.
Discussion 5.8 We illustrate our method with the following real data set. We extract a 2 × 2 factorial data set from the 2 3 factorial data set described in Table 7 .5 of Box et al (1963) as follows. Define x 1 = −1 and x 1 = 1 for "Time of addition of HNO 3 " equal to 2 hours and 7 hours, respectively. Also define x 2 = −1 and x 2 = 1 for "heel absent" and "heel present", respectively. The observed responses are the following: y = 87.2 for (x 1 , x 2 ) = (−1, −1), y = 88.4 for (x 1 , x 2 ) = (1, −1), y = 86.7 for (x 1 , x 2 ) = (−1, 1) and y = 89.2 for (x 1 , x 2 ) = (1, 1). We use the model (9). The discussion on p.265 of Box et al (1963) implies that there is uncertain prior information that β 12 = 0. The discussion on p.266 of Box et al (1963) For simplicity, consider the case that n − p is large. Define the quantile z a by
The naive 1−α confidence interval for θ described in Section 2 may be expressed in the following form as x → ∞. The new 1 −α confidence interval described in Section 3 has been computed for a wide range of values of ρ > 0 and in every single case these very severe constraints are far from satisfied by s. So, the confidence interval (10) does not provide a shortcut to finding the new confidence interval described in Section 3. Indeed, the strength of these constraints on the functions b and s implies that any confidence interval of the form (10) will be far inferior to the new confidence interval described in Section 3. The results of Joshi (1969) show that the confidence interval I is admissible, with the consequence that the minimum coverage probability of the confidence interval (10) must be less than 1 − α.
Appendix A. Invariance arguments
In this appendix we provide a motivation for considering a confidence interval for θ of the form (1) where b : R → R is constrained to be an odd function and s : [0, ∞) → [0, ∞). We provide this motivation through the invariance arguments listed below. Traditional invariance arguments (see e.g. Casella and Berger (2002, section 6.4) do not include considerations of the available prior information. The novelty in the present appendix is that the invariance arguments need to take proper account of the prior information. Suppose that we have uncertain prior information that τ = 0. Remember that the parameter of interest θ is defined to be a T β.
Our first step is to reduce the data to (Θ,τ ,σ) . Note that (Θ,τ ) andσ are independent random vectors with
and (n − p)σ 2 /σ 2 ∼ χ Changing the variable of integration from h to x = h/w in the inner integral, we obtain (6). Using the fact that
it may be shown that P (θ ∈ J(b, s)) is an even function of γ.
Proof of part (b).
The random variables H and W are independent. It follows from (2) that the probability density function of H, evaluated at h, is φ(h − γ). Thus e(γ; s) = 1 t n−p,1− Changing the variable of integration in the inner integral from h to x = h/w, we obtain (7).
