1. We have examined the idea that the adaptation of cortical neurons to local contrast levels in a visual stimulus is functionally advantageous. Specifically, cortical cells may have large differential contrast sensitivity as a result of adjustments that center a limited response range around a mean level of contrast.
2. To evaluate this notion, we measured contrast-response functions of cells in striate cortex while systematically adapting them to different contrast levels of stimulus gratings.
3. For the majority of cortical neurons tested, the results of this basic experiment show that contrast-response functions shift laterally along a log-contrast axis so that response functions match mean contrast levels in the stimulus. This implies a contrast-dependent change in the gain of the cell's contrast-response relationship. We define this process as contrast gain control. 4 . The degree to which this contrast adjustment occurs varies considerably from cell to cell. There are no obvious differences regarding cell type (simple vs. complex) or laminar distribution.
5. Contrast gain control is almost certainly a cortical function, since lateral geniculate cells and fibers exhibit only minimal effects. Tests presented in the accompanying paper (37) provide additional evidence on the cortical origin of the process.
6. In another series of experiments, the effect of contrast adaptation on physiological estimates of contrast sensitivity was evaluated. Sustained adaptation to contrast levels as low as 3% was capable of nearly doubling the thresholds of most of the cells tested. Adaptation may therefore be an important factor in determinations of the contrast sensitivity of cortical neurons.
7. We tested the spatial extent of the mechanisms responsible for these gain-control effects by attempting to adapt cells using both a large grating and a grating patch limited to that portion of a cell's receptive field from which excitatory discharges could be elicited directly (the central discharge region). Adaptation was found to be an exclusive property of the central region. This held even in the case of hypercomplex cells, which received strong influences from surrounding regions of the visual field.
8. Finally, we measured the time course of contrast adaptation. We found the process to be rather slow, with a mean time constant of ~6 s. Once again, there was considerable variability in this value from cell to cell.
INTRODUCTION
The visual system becomes relatively insensitive to patterns viewed for extended periods. This adaptation effect appears to be related to the level of contrast in the pattern. Physiologically, this phenomenon is expressed as an elevation in contrast thresholds and a reduction in responsiveness of cortical neurons (23, 25, 41) . Contrast adaptation is observed psychophysically as an elevation in contrast thresholds for grating detection (e.g., Ref. 5 ) and a reduction in apparent grating contrast at suprathreshold levels (7). Adaptation is widespread in sensory systems in general (e.g., Refs. 18, 45) , and it has been used extensively as a tool for studying visual mechanisms (reviewed recently in Ref. 11) .
It is not clear, however, if adaptation is of any functional value. Efforts based on psychophysical studies to find some compensatory advantage in adaptive behavior in terms of spatial frequency, orientation, or contrast discrimination (4, 19, 2 1) have been largely OHZAWA, SCLAR, AND FREEMAN unsuccessful (but see Ref. 6 ). It appears, therefore, that adaptation is an unfortunate aspect of a neuron's inability to maintain a sustained discharge to a constant stimulus over extended periods. On the other hand, previous studies of this question have been conducted only with psychophysical techniques. Physiological tests are notably missing. We have conducted a physiological investigation of contrast adaptation aimed at the following central hypothesis. There is a functional advantage in contrast adaptation that is similar to that found in the retina's adjustment of sensitivity to ambient light levels. In the latter case, retinal ganglion cells can code only about a 2-log-unit change of light level in their firing rate even though the eye effectively functions over -10 log units. The retina appears to solve this problem by continuously resetting its sensitivity to match prevailing luminance levels (8, 29, 36, 44) .
In this situation reduced sensitivity at high ambient luminance levels is of functional value.
By analogy, we asked if contrast adaptation may also be a form of sensitivity control. In this case, it would act to reset the input (contrast)-output (response) relationship of striate neurons in order to match prevailing contrast levels. Under these circumstances, reduced sensitivity to contrast would have advantages for visual function by allowing the visual system to maintain a high level of differential sensitivity throughout the entire contrast domain. We also provide evidence that adaptation to contrast is primarily a cortical function. Previous investigations have suggested a cortical origin for this phenomenon based on the interocular transfer of adaptation (3), its orientation specificity (15), and the lack of adaptation effects in lateral geniculate cells (25). However, since our experimental approach has not been used previously, we have also studied lateral geniculate neurons and fibers in order to make direct comparisons.
We have also attempted to establish I) how adaptation may affect measurements of the contrast sensitivity of cortical neurons, 2) the spatial extent over which contrast adaptation occurs, and 3) its time course. For 2, we wish to know whether adaptation is related to influences from regions beyond the classically defined receptive field (i.e., "end-inhibitory zones" or the "suppressive surround") ( 17, 24, 28, 32, 33) .
METHODS

Physiological preparation
Cats were prepared for single-unit recording from the striate cortex using the following procedures. First, acepromazine and atropine were delivered subcutaneously. Halothane was administered to induce anesthesia while a venous cannula was placed. Anesthesia was then continued with sodium thiamylal. A tracheal cannula was positioned, and the animal was fixed in a stereotaxic apparatus. The cat was then paralyzed with gallamine triethiodide (Flaxedil, 10 mg l kg-' l h-*) and mechanically ventilated with a mixture of N20-O2 (70%/30%), after which, administration of barbiturate was curtailed. During these procedures and subsequently, temperature was maintained at 37-38°C the electrocardiogram (EKG) and heart rate were monitored, and expired CO2 was kept at ~4.5%. Stainless steel screws were inserted into the skull over the frontal cortex to monitor the electroencephalogram (EEG). Observation of the EEG suggested that appropriate levels of anesthesia were maintained throughout the experimental procedure. After topical application of phenylephrine hydrochloride (Neo-Synephrine, Winthrop) and atropine, contact lenses with 4-mm artificial pupils were placed on the corneas. Base curves were appropriate for the cornea1 radii ( 14). In addition, the refractive state of each eye was estimated by focusing on small vessels near the area centralis with a reversible ophthalmoscope (13) while incorporating as much plus power as possible in the viewing system without perceptible blur of the vessel. Ophthalmic lenses were used to arrange conjugacy between the stimulus screen and the retinas.
Recording and Analysis
Action potentials from single neurons were recorded via a tungsten-in-glass microelectrode (22). Signals were amplified and processed with a window discriminator that fed shaped signals into a computer. The times of occurrences of action potentials and stimulus synchronization pulses were coded and stored on a disk for later analysis, and were also parceled concurrently into bins of peristimulus time histograms and displayed during the experiments. At the end of a measurement, response histograms were Fourier analyzed to obtain DC and first harmonic components of the response. Plots of contrast-response functions, spatial frequency, and orientation tuning curves were viewed after the respective measurements for each cell to provide immediate feedback to the experimenter.
Protocol
Receptive fields were mapped with bar-or spotshaped lights, and ocular dominance, cell type ( 16), approximate preferred orientation, and direction of movement were determined qualitatively. The re-ceptive field of the dominant eye was then aligned with the center of a cathode ray tube (CRT) screen (Joyce Electronics; subtense, 30 X 22"; mean luminance, 250 cd+ m -2; P31 phosphor) on which drifting sinusoidal gratings were displayed. To determine a cell's optimal orientation and spatial frequency, brief quantitative measurements were carried out. Optimal drift rate of the grating (temporal frequency) was determined by listening to the discharge of the cell. For most neurons, either 2 or 4 Hz was used. The central experiments were then carried out using these optimal stimulus parameters.
To study the effects of contrast adaptation, previous workers have utilized methods involving relatively long adapting exposures before the presen-
To adapt striate neurons while testing them, contrasts of drifting sinusoidal gratings were varied by small amounts within t 1 octave of a central adapting contrast. Order of presentations of individual contrasts within the range was randomized. The figure shows an example in which the adapting contrast was 6.25%, and the test values of 3.13, 4.42, 6.25, 8.84, 12 .5% were used. Since fluctuations of test contrasts were small, the adaptation level of the neuron was assumed to be reasonably stable around the central contrast. The resulting response histograms are shown on the left. These histograms were harmonically analyzed to obtain either the DC component for complex cells or the first harmonic component for simple cells and LGN neurons. The response amplitudes are plotted in the upper right as a function of contrast. Contrast-response functions for other adaptation levels were obtained by repeating the same procedure using different adapting contrasts. tation of each test stimulus (5 and 30 s for Refs. 23 and 25, respectively) . This is a lengthy procedure and not ideal because of the limited time generally available for study of a single neuron. We have utilized a more time-efficient procedure that enabled us to adapt a cell to a given ambient contrast level while concurrently testing to obtain a contrast-response function. Figure 1 illustrates this process.
Grating contrast [defined as (I,, -Imin)/(Ima + Imin) where I,, and Ih, are, respectively, maximum and minimum luminance levels of the pattern] was varied by small amounts (within a t 1 octave range) above and below a central adapting contrast. A range oft_ 1 octave was chosen to optimize a tradeoff between the range of contrasts we could test at each adaptation level, and the need to obtain maximal stability of the resulting adaptation level. Each contrast was presented for 4 s, a total of 10 times, and presentations were randomly interleaved with four other contrasts within this tl octave range. This procedure generated a contrast-response function for a particular level of contrast adaptation. For the example shown in Fig. 1 , the adapting contrast was 6.25%. The same procedure was repeated to obtain functions for other adaptation levels using different ambient contrasts (see below).
Each of the above measurements was preceded by a preadapting run. This run was used to set cell adaptation at a desired contrast level and provide the cell's steady-state response to this contrast level. For this procedure, the adapting contrast was presented steadily for 80 s. In most cases the transient effects of adaptation decay well within the first 40 s of this period (see RESULTS on the time course of adaptation). Therefore, the response of a neuron after this initial period represents a steady-state contrast-adaptation level. We therefore used the last 40 s of the spike record from the cell obtained by these preadaptation runs to determine this response. In addition to these preadaptation runs, intervals of 3-5 min were used during which the cat viewed a blank CRT screen, if subsequent runs involved adaptation to a lower contrast level. This occurred because contrast-response functions were generally measured in this order: 3.13, 12.5, 50, 25, and finally 6.25%.
RESULTS
Some of the basic findings have been reported previously in brief form (30). The current results are presented in four sections. Section 1 gives findings that characterize the basic nature and extent of contrast gain control within cortical and geniculate populations. Section 2 describes the effects this phenomenon has on measurements of the contrast sensitivity of cortical neurons. Section 3 includes the results of experiments designed to deter-mine the spatial extent of the area over which gain control or adaptation effects can be obtained. Finally, Section 4 presents data on the time course of adaptation. Altogether, 208 cells were examined. Of these, 118 cells were studied with the standard protocol described earlier. The remaining cells were recorded while different combinations of tests were used. Section I: Basic phenomenon
Of the 118 cells studied with the standard protocol described above, 91 were in striate cortex. Of these, 44 were classified as simple, 39 as complex, and 8 as LGN fibers. Twentyseven additional neurons were studied directly within the LGN for comparison purposes. Figure 2 shows raw histograms from such measurements for a simple cell (left) and a complex cell (right), each having characteristic histograms (26, 27) . Each column of five histograms represents responses to contrasts that were within t 1 octave of the adapting contrast (shown at the center of each colunn). The five different columns thus correspond to the five For example, the leftmost column of histograms in each half of the figure (i.e., A) was obtained with a 3.13% adapt value, which is the central contrast for this column. The remaining columns of histograms were obtained by repeating the method described in Fig. 1 , using progressively higher adapting contrasts spaced in l-octave steps (I?, 6.25%, B, 12.5%, D, 25%, E, 50%). different adaptation levels used to test each cell. For example, the histograms in the leftmost column, labeled A, were obtained by using contrasts of 1.5-6.25%, centered on an adapting contrast of 3.13%. (Contrast adaptation levels increase towards the right of the figure. ) Changes in gain are apparent from these histograms. For example, responses to a contrast of 6.25%, for both the simple and complex cells, decrease progressively as the adaptation level is increased (i.e., towards the right of the figure). On the other hand, the topmost histograms in each column show that the largest response evoked during each run was approximately the same size as that obtained at the other adaptation levels despite large differences in the stimulus contrasts used in each case. The same is true for the middle histograms in each column, which represent responses to the adaptation contrast used in each run. Taken together, these results indicate that the response amplitude obtained during a single run was dependent on the relative changes in contrast around the adapting contrast. In this case, response depends on how much the test contrast was incremented or decremented from the adapting level.
To obtain a more quantitative picture of this effect, response amplitudes for the individual histograms were quantified and plotted as functions of stimulus contrast. For complex cells, response amplitudes were taken to be the mean spike discharge rate evoked during the stimulus presentation. For simple units, response amplitude was taken as the magnitude of the Fourier component at the first harmonic frequency of the temporal modulation (drift rate) of stimuli used. These were obtained immediately after each measurement by use of Fourier analysis of the peristimulus time histograms. The solid curves in Fig. 3 , A and B, show these contrast-response functions for the same simple and complex cells, respectively, as are given in Fig. 2 , A and B, together with data from four additional striate neurons [2 simple cells (C, E) and 2 complex neurons (D, F)]. These contrast-response functions were obtained at five different contrast-adaptation levels (from left to right, 3.1, 6.25, 12.5, 25, 50%, respectively) . The curves shown in Fig. 3 , A and B, illustrate four features of the contrast gain control mechanism. First, contrast-response functions appear to shift laterally along the logarithmic contrast axis, to the right, as adaptation contrast increases. Second, the curves span what seems to be nearly the entire response range of each neuron even though they cover considerably different contrast domains. Third, the slopes of these curves are very steep, and the first c) four curves almost parallel each other. Fourth, even relatively low contrasts (6-10%) exert marked adapting effects as seen by the shifts of the first three curves.
The lateral shifts of the contrast-response function indicate that the sloped region of the curve is adjusted to track the current ambient contrast level. Consequently, most cortical neurons apparently code changes in contrast from the ambient level rather than absolute contrast, information about which is clearly lost by such an adjustment. This point is emphasized by the following observations. The highest contrast in each curve elicited nearly the same maximal response from the cell (see below) despite large differences in actual stimulus contrast. On the other hand, within each curve there were large changes in response amplitude that depended on the size of the increment or decrement from the ambient adapting contrast level. Steady-state responses were measured at the five adaptation contrasts, just before measurements of the corresponding contrast-response functions, to further characterize the effects of adaptation. Results are given in Fig. 3 as dashed lines. Note in Fig. 3, A and B , that each contrast-response function (solid curves) is nearly centered around its corresponding steady-state response level. This demonstrates that the overall adapting effect of the test stimuli we used was approximately equal to that produced by the corresponding adaptation level. Thus, for these neurons, the sensitive (graded) region of the contrast-response function is dynamically adjusted to match a small portion of the contrast domain centered about the ambient stimulus contrast. The adaptive behavior of other striate neu-value to another. In these cases, it is not posrons, however, was often different from that sible to define the overall effect of adaptation shown in Fig. 3, A and B . A simple cell shown as an equivalent adaptation level, since the in Fig. 3C , for example, exhibited only partial position of the contrast-response curve along adaptation in that the lateral shifting of its the contrast axis was apparently not stable. contrast-response functions was accompanied Under this condition, the dotted curve does by a change upward. Another cell (complex) not represent either the steady-state (dashed shown in Fig. 30 demonstrates mixed behav-line) or instantaneous contrast-response funcior, with steep slopes at low contrasts and es-tions (solid lines). It shows instead the consentially flat functions at higher contrasts. founded results influenced by changes both in Some of the flat portion could be due to sat-stimulus contrast and in adaptation level. uration. Nevertheless, the basic behavior de-Whether the contrast-response function is relscribed above still applies to these neurons. atively stable or shifted around during such a On the other hand, some cells like those shown wide range of contrast simulation depends on in Fig. 3 , E and F (a simple and complex cell, how quickly these adaptive processes occur respectively), did not display any obvious (see below). adaptive behavior. This lack of adaptation is To compare results from different cells of evident in that the instantaneous (solid lines) the varying degrees of adaptive behavior, we as well as the steady-state (dashed lines) con-computed an index for each neuron based on trast-response functions fall along a single the slopes of its contrast-response functions curve, indicating a fixed relationship. These (see APPENDIX for definition of the index). The examples are typical of the sample of cells we larger the index, the greater the degree to which studied, and they demonstrate that there are the cell showed the effects of contrast adapwidely varying degrees of adaptation to differtation. Indexes were large for the cells shown ent contrast levels. Fig. 3 indicates that the way contrast inforand 0.20). Index value correlated well with our mation is coded by single cells is a function subjective impression of the degree of adaptof the extent to which they adapt to contrast. ability of a cell. Having established that cortical In this respect, previous attempts ( 1, 10, 40) cells can show pronounced adaptation effects, to specify a unique contrast-response function we next sought to locate in the visual pathway for striate neurons did not take into account the source of this process. The cortical recordadaptive effects, and the degree of adaptive ings suggested that the adaptation mechanism behavior these cells can exhibit was probably we had isolated was a strictly cortical pheunderestimated. To compare our results with nomenon since LGN fibers (n = 8) did not this previous work, we made similar measure-exhibit appreciable effects. To pursue this diments of a single contrast-response function rectly, we recorded from a sample of LGN cells spanning the entire contrast domain. We used (n = 27) and confirmed our initial impression.
a procedure similar to that in previous studies in which contrasts ranging from 1.5 to 100% were interleaved during a single concurrent measurement. Results of these measurements 14 0 SIMPLE v, u COMPLEX ; 12 m LGN are shown as dotted lines in Fig. 3 . In some cases, the overall effect of adaptation by these stimuli was roughly equivalent to that ob-0 tained by an adapting contrast of 12.5%, since [r 6
the graded portion of the dotted curve best g4 matches that of the solid lines with asterisks s2 (Fig. 3, A-C) . In other cases (e.g., Fig. 3D Figure 4 shows four examples from this group. In Fig. 4 , A-C, all the contrast-response functions obtained from each cell fall along a single curve indicating that contrast-response relationships for these cells were fixed. The shapes of these curves, however, varied from one cell to another. The findings in Fig. 4A , for instance, show a remarkably linear relationship of response amplitude to the logarithm of stimulus contrast, whereas those in Fig. 4C show response saturation above a contrast of 25%. To indicate the upper boundary for the degree of adaptive behavior observed in lateral geniculate neurons, we show, in Fig. 40 , contrast-response functions of the cell from this cortical neurons exhibit at least some degree of contrast gain control. On the other hand, lateral geniculate cells (represented here by black bars) are clustered at the low end of the scale (0.12 t 0.2 l), reflecting the relative lack of adaptation to contrast. This indicates that contrast adaptation must be a phenomenon that is largely specific to the cortical level. Section 2: Contrast thresholds of striate neurons
The results described in the previous section demonstrate that there is generally no fixed contrast-response relationship for the majority of cortical neurons. Instead, the sensitive (graded) region of the contrast-response function is dynamically adjusted to match the level of contrast the cell has experienced in the recent past. This means that a cell's "contrast threshold" will generally be contingent on the contrast level to which it was adapted during the measurement. Only those neurons that do not show any significant degree of adaptive behavior can be said to possess a unique contrast threshold. There have been several previous attempts to estimate the contrast thresholds of cortical cells ( 10, 40). However, as noted above, these studies have not taken into account the effects of adaptation. Specifically, it is probable that they have overestimated the absolute contrast thresholds of the cells studied (30). The degree of overestimation is not likely to be uniform since the effect will depend on factors such as how much adaptive behavior each cell shows and the range of contrasts used in each case.
To obtain estimates of absolute contrast thresholds while minimizing the effects of adaptation, we utilized a set of low-contrast gratings (i.e., 0.4~5.9%) presented for 2 s per trial in a randomly interleaved fashion. Each presentation was preceded by a 10-s period of zero contrast to diminish any adaptive effects of the previous test. This experiment was performed with 38 cells not previously studied. The results are shown as the leftmost curves in Fig. 6 , A-D (simple, A, B, and complex, C and D). The middle and the rightmost curves in each figure were obtained by our standard procedure (as detailed in the previous section) and show results for adaptation levels of 3.1 and 12.5%, respectively. Clearly, for these neurons, even a contrast as low as 3.1% had substantial adaptive effects, as indicated by the higher thresholds estimated from the middle curves (asterisks) compared with the leftmost curves (open circles).
Based on data similar to those illustrated in the leftmost curves in Fig. 6 , we determined contrast thresholds for each cell. For cells without any spontaneous activity, threshold was taken as the contrast of the first datum point beyond which the cell showed a nonzero response. For cells that had spontaneous activity, the threshold was taken to be the contrast at which the response amplitude first exceeded the mean + 1 SE of the spontaneous discharge rate. For these determinations, the DC component of the response was used regardless of cell type. The histogram plotted upward in Fig. 7 shows the distribution of contrast thresholds determined in this way.
Most neurons with zero spontaneous discharge showed a small response at contrasts ~2%. The histograms plotted downward show the distribution of thresholds for the same cells when adapted to a grating of 3.1% contrast. These thresholds were estimated from the middle curves (asterisks) of the examples shown in Fig. 6 and from similar curves for the other cells. The means and SDS for the distributions for minimally adapted (upward) and 3.1 %-adapted (downward) conditions were 1.10 t 0.59 and 1.8 1 t 0.67, respectively. Adaptation to 3.1% contrast was thus sufficient to elevate the contrast thresholds of many striate neurons by a factor of almost 2. The extended gratings we used in the experiments described so far stimulate both the receptive field and the surrounding area. By definition, stimulation of a surrounding region alone is ineffective in eliciting responses from a cortical neuron. However, when combined with excitatory stimulation of the receptive field, the area beyond can influence neural discharges (17, 24, 28, 32, 33) . To try to determine the basis of contrast gain control, it is important to establish spatial parameters of the mechanism. Specifically, we wish to consider the possibility that signals to the contrast gain control mechanism are carried by a separate parallel pathway with a larger spatial pooling area than that feeding into the classical receptive field. This apparently holds in the case of another type of contrast gain control as studied in the retina (39; see DISCUSSION).
To test this notion, grating patterns were masked down to a small rectangular area electronically so that only the minimum response field (2) received stimulation. The CRT screen was blank outside of this area and kept at a mean luminance level equal to that of the grating. Care was taken in centering the window over the receptive field as follows: Window dimensions were first adjusted to the size of the receptive field as determined by an initial mapping with bars of light. Then, the field was again plotted on the CRT (with the screen set to the mean luminance level for gratings) using a transparent sheet containing a small opaque bar. The window was positioned over the field defined in this way.
After determining a cell's optimal spatial frequency and orientation with brief quantitative measurements, full-screen gratings were used to obtain contrast-response functions at three different adaptation levels (3.1, 12.5, and 50%). After a 3-to 5-min interval (to allow any long-lasting effects of adaptation to decay) contrast-response functions were measured for stimulation of the receptive fields alone at the same adaptation levels used for the full screen condition. A total of 23 cells were studied in this manner. Figure 8 shows results from four cells. In each case, the dashed curves represent the contrast-response functions obtained with fullscreen gratings. The solid curves (with symbols) indicate the functions obtained when a small patch of grating was used. In all cases, both sets of curves were found to be essentially identical. All neurons studied, except for two hypercomplex cells (see below), exhibited a similar degree of adaptation with both the extended (full-screen) gratings and grating patches. Some cells, as suggested in Fig. 80 , tended to show a reduced overall level of response when grating patches were used, presumably because the pattern did not completely fill the receptive field. This reduction in overall response level, however, did not appreciably influence the degree of adaptation. To see if there was any contribution to gaincontrol effects from surrounding regions of the visual field, several neurons were studied additionally as follows: The time course of the response level was measured before and after the stimulus was abruptly switched from a grating patch to a full-screen grating. No change was detectable in the response levels of any of these neurons. Thus, the contrast gain control mechanism must be a property of the receptive field itself, with minimal influence from surrounding regions.
We did not study hypercomplex cells in the initial part of this investigation. However, it is of particular interest to examine the relationship between the effects of contrast gain control and influences from surrounding regions for hypercomplex cells, which are clearly subject to strong inhibitory influences ("endzone inhibition") from outside of the conventionally defined central discharge region (17, 32, 33) . Figure 9A shows a length tuning curve for a type I (simple) hypercomplex cell. This cell's response (peak firing rate in this case) showed length summation until the stimulus (a light bar) exceeded -1.5" of visual angle. The cell did not respond for bar lengths of > 5 O. Figure 9B shows the response of the same neuron to drifting sinusoidal gratings. As expected, full-screen gratings were not optimal stimuli for this neuron (dashed curves). Grating patches, however, which stimulated only the discharge region of the cell, elicited vigorous responses (solid curves). In addition, the solid curves show a clear lateral shifting of the cell's contrast-response function, indicating that its range was adjusted to the ambient contrast level to which the central discharge region was exposed. Even for hypercomplex cells, then, for which influences from surrounding field regions are particularly strong, contrast gain control adjustments are limited to the receptive field (discharge region). To further specify the nature of the influence from surrounding regions of hypercomplex cells, we abruptly introduced a grating pattern into the adjacent region while the central discharge area was stimulated with a grating pattern of the same parameters except for the relative spatial phase. For the latter, we selected alternately either O" (in-phase: light bars were aligned between the center and surround gratings) or 1 80° (anti-phase: light bars in the center were aligned with dark bars in the surround). Figure 10 illustrates results of this experiment for the cell shown in Fig. 9 . Sequences of no grating, a grating patch, and an extended grating are presented for 0 and 180" relative phase in the center and the surround for a total of five times. The characteristic simple (or type I) cell responses (26) were immediately suppressed by the introduction of the surround gratings, but there was some recovery over a period of 28 s. This suggests the adaptation of inhibition from the surround region. These same experiments were performed on a second hypercomplex cell and gave identical results. Although this sample is obviously limited, the above findings are likely to apply in the general case of hypercomplex cells. In summary, the gain-control mechanism appears to be a general property of the majority of receptive fields, regardless of cell type, and minimal contributions are made from outer regions.
Section 4: Time course of adaptation
It is of interest to know how fast the contrast-adaptation process described above occurs because this may place an important limit on the functional role of the phenomenon. We therefore measured the time course of adaptation to step changes in the contrast of fullscreen drifting gratings. Three contrast levels were used in these experiments; 0, C (low contrast), and 8C (high contrast), where C was either 6.25% or 8.9% depending on the neuron's contrast threshold. Each contrast was presented for 30 s before the next value was used. Contrasts were presented in one of the following two sequences: 0-C-0-8C-C or O-C-8C-C. An entire sequence was repeated 5 or 10 times (depending on a neuron's responsiveness) until sufficiently smooth histograms had been obtained.
These experiments were carried out with 52 cells. Figure 11 shows time courses of adaptation and recovery for six cells tested with the 0-C-0-8C-C sequence. Histograms are shown vertically stacked from bottom to top following the presentation sequence. Contrast values are indicated to the left of the corresponding histograms. The time courses of adaptation of these cells vary from very rapid (Fig. 11 C) to very slow (Fig. 11 D) . For the cells in Fig. 11 , A-D, time courses are similar for the different contrast steps used. However, those in Fig. 11 , E and F, show different response-decay characteristics. Although rare, an example shown in Fig. 11 F did not elicit a maximal response until -5 s after the occurrence of a contrast step from 0 to 8C.
To characterize speed of adaptation of a ANTI -PHASE neuron, we intended to specify a unique time constant for each cell. However, generally, this Y was not practical as illustrated by the examples shown in Fig. 12 , A-C, which give time courses change from C (low contrast) to 8C (high conparameters was abruptly introduced to the discharge region trast). The cell shown in Fig. 12C (correand continued for 14 s. At the end of this period, the sponding contrast-response functions are surround grating was presented in addition to the discharge region stimulation. In the bottom histogram, the relative shown in Fig. 3B ) appears to adapt relatively phase of the center and surround gratings was zero (inrapidly initially, but there is a gradual decay phase), while the top histogram shows the result when the for the step from 0 to C. The responses to the two gratings had a 180' phase difference (anti-phase).
step from C to 8C show only the secondary slow decay, possibly because the initial adaptation was too rapid to track with the measurement procedure used here. For these neurons, then, the time characteristics of adaptation differed depending on adaptation levels. Figure 12 , D-F, shows time courses for cells that did not demonstrate any appreciable adaptation. Figure 12 , D and E, represents results from two geniculate neurons, whereas Fig. 12F illustrates those for the complex cell shown in Fig. 3F . In all three cases, the histograms are essentially flat and reveal no response changes as a function of time.
Although it is not possible to define a general time constant, the distribution and ranges of the time constants that can be observed from these cells are still of interest. We determined these as follows: First, a smooth curve was fit by eye to the cell's histograms. Then, the time constant for that histogram was determined as the time from the start of the step change in contrast to the point at which the cell's response amplitude had changed by */3 of the total change evoked from that cell over the entire 30-s period. Figure 13 , A and B, shows time-constant distributions for contrast steps of O-C, and O-8C, respectively. UD denotes cells whose time constants were undefinable due either to weak Contrast sequence was (O-C-SC-C, C = 8.9%). The rest of the procedure was identical to the examples shown in Fig. 11 .
responses or the lack of a measurable adaptation effect. The mean and SDS of the distributions in Fig. 13 , A and B, were 6.5 t 3.9 and 5.5 t 3.3, respectively. The sample size is obviously too small to make any conclusive statements. Note here that, in relation to the results shown in Fig. 3 , the average time constants determined above are only slightly longer than the stimulus duration of each presentation (see Fig. 1 ). Therefore, it is likely that the adaptation level of cells was changing even during a single presentation. For this reason, we make no claim of having measured "instantaneous" contrast-response functions. The results shown in Figs. 3 and 8 probably should be interpreted as "semi-instantaneous" contrast-response functions. Nevertheless, the effects shown in Fig. 3 demonstrate clearly lateral shifts of contrast-response functions. Moreover, the adaptation time constant comparable to the duration of each presentation tends to cause underestimates of the effect. Therefore, the slopes of curves and peak responses in Fig. 3 could have been even larger if true instantaneous measurements were possible.
DISCUSSION
We have studied how striate neurons respond to different levels of contrast adaptation by using a time-efficient procedure in which the test stimuli also serve to adapt the cells. Our results are summarized as follows. In Settion I, we found that cortical cells vary considerably in the degree of adaptation they exhibit. However, the majority of the cells studied showed substantial effects in response to the adapting exposures used. Adaptation generally exerted its influence in a characteristic manner; the contrast-response functions for the adapted cells shifted laterally in position along the log-contrast axis. These shifts were such that the graded (sloped) portion of the functions generally became centered on the contrast-adaptation level used. Similar experiments performed on lateral geniculate cells yielded no evidence of any comparable effects of adaptation supporting the notion that these effects are primarily of cortical origin. In Settion 2, we examined the effects of contrast adaptation on estimates of the contrast thresholds of cortical neurons. In general, we found these to be raised substantially even after adaptation to gratings with contrasts as low as 3%. When precautions were taken to avoid adaptation of cells during such measurements, most thresholds decreased to between 1 and 2%, and for many cells, they were < 1%. In Section 3, using gratings that were spatially restricted in two dimensions, we found that the effects of contrast adaptation could also be observed when stimuli were limited in extent to a cell's central discharge region (i.e., that portion of the visual field from which responses could be directly elicited). We found negligible evidence of any adaptive influences from surrounding regions of the visual field. This suggests that the phenomenon is primarily a property of the discharge region. Finally, in Section 4, we investigated the time course of adaptation to step changes in stimulus contrast and found the average time constant to be ~6 s. Time constants varied substantially, however, depending on the specific adaptation levels used.
We have hypothesized that the major role of contrast adaptation may be to adjust the response ranges of cortical cells to correspond to the mean contrast levels present in an animal's visual environment.
The function of contrast adaptation, then, would be analogous to that which has been proposed for retinal light adaptation (29, 36, 43, 44) .
It would allow cortical neurons to maintain a high differential sensitivity to changes in the relative intensity (contrast) of a stimulus despite the limitations of a restricted response range. The results of Section 1 are consistent with this idea. However, the retention of a high differential sensitivity to contrast, as evidenced by the steepslope response functions, also implies that absolute contrast sensitivity must be reduced. On the other hand, there might be some compensation for this since cortical neurons probably show less response saturation and consequent loss of information coding capability (20). Contrast adaptation thus provides a basis whereby the sensitivity of cortical neurons is maintained at near optimal levels under a variety of potential stimulus conditions. Given the steep slopes of the contrast-response functions we obtained, it is not clear if cortical cells would be capable of accurately coding more than a very small section of the overall contrast domain without such a mechanism.
However, the loss of absolute contrast information that this adaptive mechanism seems to imply is somewhat worrying.
It is worth noting that some cortical cells failed to show any evidence of adaptation, and some exhibited only a relatively small degree. Although these cells were not otherwise distinguished by any common physiological characteristics, their presence leaves open the possibility that information about absolute contrast levels in an image is transmitted by the visual system. The importance of absolute contrast information is also not clear. For example, recent experiments have been carried out that involve manipulation of the Fourier components of visual scenes (3 1, 34) . The purpose was to determine what information is necessary for recognition by human observers. It seems in this case that the phase component of an image and not its amplitude component (contrast) was the dominant information carrier.
We have used the term contrast gain control to describe the adaptation phenomenon because of the lateral shifts of the contrast-response curves along the log-contrast axis, which represent a proportional scaling of input-to-output relationships. In other words, these shifts represent a decrease in a cell's response gain. However, this term has been used previously in a different context. It was originally proposed by Shapley and Victor (38, 39, 42) to describe a mechanism they studied in the cat's retina. The cortical phenomenon, however, is clearly different. First, while the cortical mechanism described above can be elicited only from the central portion of the receptive field, the retinal version can be evoked, for any cell in which it occurs, across a very wide area of the visual field (12, 39). Second, the action of the retinal contrast gain control mechanism can be invoked essentially instantaneously (Ref. 12; R. M. Shapley, personal communication) , whereas the time constant of the cortical contrast gain control's action is -6 s. Third, our experiments on lateral geniculate cells failed to show substantial effects. This in itself makes any direct connection with the retinal mechanism unlikely. Fourth, as reported in the accompanying paper (37) the effects of the cortical mechanism we have studied can show an impressive degree of interocular transfer.
In Section 3 we examined the possibility that contrast adaptation may be subject to influences from areas lying outside of the conventionally defined receptive field. This idea was prompted by data suggesting that neurons may be adapted by stimulation of surrounding regions alone (23). In addition, other studies have provided evidence of influence from surround regions on neural responses evoked from the conventional receptive field (24,28). Our results show, to the contrary, that contrast adaptation is essentially a property of the receptive field alone. The presence of contrast in surrounding regions did not significantly alter the responses of any of the neurons in our sample (with the exception of two hypercomplex units). One possibility underlying the differences between our results and those of Maffei et al. (24) has to do with our use of a buffer region. In our experiments a band of zero contrast generally separated the patch of grating (stimulating the conventional receptive field) from any grating stimuli presented to the surrounding portion of the visual field. This was done to avoid the possibility of accidentally exposing part of the central discharge region to extraneous high-contrast stimulation.
Since the effects of contrast adaptation in our experiments could only be evoked from that portion of the receptive field giving rise to a cell's excitatory discharge, and since this adaptive mechanism seems to possess a fairly long time constant (an average of 6 s), the basis of the mechanism may be some form of physiological fatigue. In other words, the continuous stimulation involved in our experiments may create a metabolic demand that is beyond an individual cell's capabilities. This would explain our results in the spatial domain, because a cell would have to discharge in order to adapt. This would also fit with our observations on the time course of adaptation, which could be explained by assuming the need for a certain length of continuous stimulation of a cell to create a metabolic deficit. Although this explanation is attractive in some ways and is discussed further in our accompanying paper (37), several observations from this and other work suggest that "fatigue" is unlikely to be the sole basis of the mechanism we have described.
First, we find that a grating limited to a cell's central discharge region causes a lower response amplitude than when full-screen gratings are used. This is probably due to the likelihood that the patch of grating failed to completely fill this discharge region. Nevertheless, these cells displayed as much of an adaptive effect in response to spatially restricted gratings as to full-screen gratings. This suggests that the response amplitudes evoked from a cell during the adaptation process are not directly correlated with the extent of the resulting adaptation. Second, we have preliminary evidence that many cells may be adapted by presentation of stimuli of nonoptimal orientation or spatial frequency. These stimuli are chosen so as not to evoke responses from the cells. Yet, when a 10-s exposure to such a stimulus precedes each presentation of a stimulus of optimal spatial frequency or orientation (but of lower contrast) the response to the optimal stimulus is usually strongly suppressed. Similar effects have been obtained previously in psychophysical experiments (9). This again suggests that cells need not be fired to cause adaptation. These observations imply that adaptation may be based on a form of inhibition. Similar conclusions have been reached in the case of several other neural systems (45). Such a mechanism might be formed by inhibitory cortical interneurons receiving a direct geniculate projection. Since geniculate cells do not adapt to any significant degree, the signals they carry may convey information about absolute contrast levels and may form the appropriate drive for a control system. Cortical inhibition has been shown to cause a divisive scaling of neural responses, much like the effects of the gain-control mechanism we have reported here (35).
Time courses of adaptation were measured in section 4. In general, we found good agreement between the adaptation time constant and the degree of adaptation for each neuron. For example, the cell shown in Fig. 3F , which had a small adaptability index (0.20), showed responses with sustained firing and little sign of decay (Fig. 12F ). Other neurons with a larger adaptability index showed reductions of response with time. However, time constants of adaptation were not an invariable property for neurons. They were also dependent on the adaptation level of the cell. Note also that the average time constant of -6 s is comparable to the duration of stimulus presentation. Therefore, it is likely that our determinations of slopes and peak firing rates for contrastresponse functions in Figs. 3 and 8 are still underestimating the true degrees of adaptation. This is because there could have been changes in response even during the 4-s period of each presentation. The measurements of true "instantaneous" contrast-response functions are probably difficult due to the discrete nature of spike discharge, especially in the cortex, where the average discharge rate is not always high enough to allow determination of responses within a short period. Nevertheless, clear shifts of contrast-response functions appear to validate the effectiveness of our procedure for measuring contrast-response functions.
APPENDIX
The adaptability index is defined as follows. First, all data are normalized such that each cell's overall maximum firing rate is set equal to one. Next, each log unit of contrast is assigned a value of 1. Therefore, a contrast of 1 %I is set to 0 while 100% is set to 2. Third, the slopes of each of the measured contrast-response functions are determined by fitting a linear regression line to the middle three points of each curve. Fourth, we obtain the difference in slope at the intersection between each of the contrastresponse functions and a curve connecting their midpoints. The average value of this difference is defined as the cell's adaptability index. The value 0 indicates no adaptation, since in this case there is no slope difference between individual contrastresponse functions and the curve connecting their midpoints. However, actual indexes may be negative due to variability, and in rare cases, due to negative slopes of some of the contrast-response functions. When a cell shows adaptation, the larger the index, the greater the extent to which the cell adapts. The values of the index of our sample range from -0.49 to 1.38.
