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ON THE LENGTH SPECTRA OF SIMPLE REGULAR PERIODIC GRAPHS
CHANDRASHEEL BHAGWAT AND AYESHA FATIMA
Abstract. One can define the notion of primitive length spectrum for a simple regular periodic
graph via counting the orbits of closed reduced primitive cycles under an action of a discrete group
of automorphisms ([GIL]). We prove that this primitive length spectrum satisfies an analogue of
the ‘Multiplicity one’ property. We show that if all but finitely many primitive cycles in two simple
regular periodic graphs have equal lengths, then all the primitive cycles have equal lengths. This
is a graph-theoretic analogue of a similar theorem in the context of geodesics on hyperbolic spaces
([BR]). We also prove, in the context of actions of finitely generated abelian groups on a graph,
that if the adjacency operators ([Clair]) for two actions of such a group on a graph are similar,
then corresponding periodic graphs are length isospectral.
1. Introduction
The analogy between prime numbers and prime geodesics on a compact hyperbolic surface was
considered by Selberg in his study of the counterpart of prime number theorem for compact Riemann
surfaces. The subsequent works of Selberg[Sel], Gangolli [Gan1] and Wakayama [Wak] developed
the analytic theory of zeta functions for hyperbolic spaces which resemble the theory L-functions for
automorphic forms.
Many mathematicians (e.g. Sunada, Chung, Ihara, Hashimoto) have studied graph theory with
a paradigm of harmonic analysis. They have studied the zeta function associated to finite regular
graphs and developed analogies with hyperbolic spaces.
It is well known that the Fourier coefficients of cusp forms satisfy a multiplicity one property.
In [BR], an analogue of multiplicity one type property for the length spectrum of even dimensional
compact hyperbolic spaces was proved and in [Kel], some refinements of some similar results have
been proved.
One can define notions of length spectrum and primitive length spectrum for simple regular
periodic graphs, which are basically countable connected graphs with an action of a subgroup of au-
tomorphisms which satisfy some properties. In the first half of this paper, we establish an analogous
multiplicity one property for the primitive length spectrum for these graphs.
The proof of the theorem uses the analytic properties of the Ihara zeta functions for periodic
graphs studied in [GIL]. The proof uses methods similar to the ones used in [BR] and [MM].
In the later half of this paper, we prove a theorem about the dependence of the spectrum of
adjacency operators on the length spectrum in the context of actions of finitely generated abelian
groups on a graph. We prove that if the adjacency operators (see [Clair]) for two actions of such
a group on a graph are similar, then corresponding periodic graphs are length isospectral. This
is a discrete analogue of the fact that the Laplace spectrum of a compact hyperbolic manifold
determines its length spectrum (see [Gan2]). In this context, the operators are not necessarily self-
adjoint (example 5.2) and hence we work with a different hypothesis. For the proof, we again use
the Ihara zeta function and its relation with length spectrum.
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2. Preliminaries
A graph X consists of a non-empty set V (X) of elements called the vertices of X together with
a set E(X) of unordered pairs of distinct vertices. An element {v1, v2} ∈ E(X) is called an edge
connecting the vertices v1 and v2; v1 and v2 are called adjacent vertices (written as v1 ∼ v2). A path
of length m in X from u ∈ V (X) to v ∈ V (X) is a sequence of m+1 vertices (u = v0, . . . , v = vm)
such that vi is adjacent to vi+1 for i = 0, . . . , m. A path can also be denoted by a sequence of
edges (e1, . . . , em) where ei is an edge connecting vi− 1 and vi. A path is said to be closed if u = v.
Definition 2.1. [GIL] A countable discrete subgroup Γ of automorphisms of X is said to act on
V (X)
(1) without inversions if for any edge e = {v1, v2}, @ γ ∈ Γ such that γ(v1) = v2 and γ(v2) = v1
(No edge is inverted),
(2) discretely if Γv := {γ ∈ Γ | γ(v) = v} is finite,
(3) with bounded co-volume if vol(X/Γ) :=
∑
v∈F0
1
|Γv| < ∞, where F0 is the complete set of
representatives of the equivalence classes in V (X)/Γ,
(4) co-finitely if F0 is finite.
The finite graph X/Γ is denoted by B. The vertex set of X/Γ is F0 and adjacency in X/Γ is
defined by [v] ∼ [w] if there exist v′ ∈ [v] and w′ ∈ [w] such that v′ and v′ and w′ are adjacent in
X.
Definition 2.2 (Periodic Graph). A pair (X, Γ) consisting of a countable, infinite, connected graph
X and a countable subgroup Γ of the automorphism group of X is called a periodic graph if Γ acts
on V (X) discretely and co-finitely.
Definition 2.3 (Reduced Paths). A path (e1, . . . , em) is said to have backtracking if for any i ∈
{1, . . . , m− 1}, ei = ei+1 (traversed in opposite directions). A path with no backtracking is called
proper.
A closed path is called primitive if it is not obtained by going n ≥ 2 times around some other
closed path.
A proper closed path C = (e1, . . . , em) is said to have a tail if ∃ k ∈ N such that em−j+1 = ej
(traversed in opposite directions) for some k consecutive values of j.
(For example, consider a path whose edges are e1, e2, e3, e4 where e1 and e4 are opposite orienta-
tions of same un-oriented edge say e. Here m = 4, j = 1, k = 1 )
Proper tail-less closed paths are called reduced closed paths. The set of reduced closed paths is
denoted by C.
A cycle is an equivalence class of closed paths, any of which can be obtained from another by a
cyclic permutation of vertices. Simply put, a cycle is a closed path with no specified starting point.
We denote the length of the cycle C, which is the number of edges in any closed path representing
the cycle, by `(C). The set of reduced cycles is denoted by R. The subset consisting of primitive
reduced cycles is denoted by P. The primitive reduced cycles are also called prime cycles.
Definition 2.4 (Γ-Equivalence Relation). Two reduced cycles C, D ∈ R are said to be Γ-equivalent,
and written as C ∼Γ D, if there exists an isomorphism γ ∈ Γ such that D = γ(C). The set of
Γ-equivalence classes of reduced cycles is denoted by [R]Γ. The set of Γ-equivalence classes of prime
cycles is denoted by [P]Γ.
3Since Γ is a subgroup of the automorphism group, the length of any two cycles in a Γ-equivalence
class will be same. Therefore, for a Γ-equivalence class of reduced cycles ξ ∈ [R]Γ we can define
`(ξ) := `(C) for any representative C in ξ.
Remark 2.5. Another notion of length, called effective length of a cycle C, has been defined in
[GIL]. It is defined as the length of the prime cycle underlying C. We do not make use of this notion
in this paper.
Consider the action of Γ on the set of cycles. For any cycle C, the stabiliser of C in Γ is the
subgroup ΓC := {γ ∈ Γ | γ(C) = C}. Also, if C1 and C2 are Γ-equivalent, say C1, C2 ∈ ξ,
then ΓC1 and ΓC2 are conjugates in Γ. Hence |ΓC1 | = |ΓC2 |. This enables us to define S(ξ) as the
cardinality of ΓC for any C in ξ.
Henceforth, any (X, Γ) is a simple, q + 1 regular periodic graph such that the action of Γ is
without inversions and with bounded co-volume. We further assume that Γ is such that ΓC and
Γv are trivial for any cycle C and any vertex v, respectively. The condition of trivial stabilizer is
analogous to free action of torsion-free lattices on hyperbolic spaces.
As an example, see the the graph in Example 5.2 in Section 5.
Remark 2.6. It can be seen that for a cycle graph Cm on m vertices such that Z acts by cyclic
permutations, the stabiliser of every vertex and of every cycle is mZ and hence non-trivial. Therefore,
the conditions on the stabilisers that we make are not followed by these graphs.
We define the length spectrum of the periodic graph (X, Γ) to be the function LΓ defined on N
by,
LΓ(n) = The number of ξ ∈ [R]Γ such that `(ξ) = n .
We define the primitive length spectrum of the periodic graph (X, Γ) to be the function PLΓ
defined on N by,
PLΓ(n) = The number of ξ ∈ [P]Γ such that `(ξ) = n .
In this paper, we establish the following multiplicity one property for the length spectrum of
periodic graphs:
Theorem 2.7. [Multiplicity One property for Primitive Length Spectrum of Regular Periodic Graphs]
Let (X, Γ1) and (X, Γ2) be two simple, q + 1 regular periodic graphs. Further, assume that Γ1 and
Γ2 act on V (X) without inversions and with bounded co-volume and such that the stabilizer of any
cycle with respect to either subgroup is trivial. Suppose PLΓ1(n) = PLΓ2(n) for all but finitely
many n ∈ N. Then PLΓ1(n) = PLΓ2(n) for all n ∈ N. Furthermore, we can conclude that
LΓ1(n) = LΓ2(n) for all n ∈ N.
3. Ihara’s Zeta Function for Periodic Graphs
In this section, we consider the Ihara’s zeta function for periodic graphs, as described in [GIL].
This zeta function ZX,Γ, an analogue of the Riemann zeta function for graphs, is defined as the
following Euler product over the prime cycles:
Definition 3.1 (Zeta function).
ZX,Γ(u) :=
∏
[C]Γ∈[P]Γ
(1 − u`(C))− 1|ΓC |
The above product converges for u ∈ C such that |u| < 1
q
.
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Figure 1. The set Ωq
We now state some analytic properties of the above zeta function (See [GIL, Theorem 2.2 (i),
p. 1345, Theorem 5.1 (iii), p. 1354, Theorem 5.2 (ii), p. 1355]). The results in this section are valid
without the assumption that ΓC is trivial.
Theorem 3.2. Let ZX,Γ be the zeta function of the periodic graph (X,Γ). Then,
(1) ZX,Γ(u) defines a holomorphic function in the open disc {u ∈ C : |u| < 1q}.
(2) We can define a completion of ZX,Γ which can be extended to a holomorphic function on
the open set Ωq (see figure 1). The completion ξX,Γ is given by
ξX,Γ(u) := (1 − u2)−χ(B)(1 − u)|V (B)|(1 − qu)|V (B)|ZX,Γ(u).
(3) The function ξX,Γ extends to Ωq and satisfies the following functional equation:
ξX,Γ(u) = ξX,Γ
(
1
qu
)
.
Here, χ2(X) is the L2-Euler characteristic of (X, Γ), defined as
χ2(X) :=
∑
v∈F0
1
|Γv| −
∑
v∈F1
1
|Γe|
where F0 is the set of representatives of equivalence classes in V (X)/Γ and F1 is the set of repre-
sentatives of equivalence classes in E(X)/Γ. It is shown in [GIL, Theorem 5.1 (i), p. 1354] that
χ2(X) = χ(B) = |V (B)|(1− q)/2,
where χ(B) := V (B) − E(B). It is further shown that χ2(X) ∈ Z.
The set Ωq is an open subset of C defined as:
Ωq := R2 \
({
(x, y) ∈ R2 : x2 + y2 = 1
q
}
∪
{
(x, 0) ∈ R2 : 1
q
≤ |x| ≤ 1
})
.
This is the complement of the union of the circle of radius
1√
q
around 0 and the two line segments
as shown in the figure 1).
54. Proof of Main Theorem
Let (X,Γ1) and (X,Γ2) be as in section 2. Let ZΓ1 and ZΓ2 denote the Ihara zeta functions
of (X, Γ1) and (X, Γ2), respectively. Let ξΓ1 and ξΓ2 be the extensions to Ωq of ZΓ1 and ZΓ2
respectively, as defined above. Let Bi denote the finite graph X/Γi for i = 1, 2.
We use the hypothesis that ΓC is trivial for all cycles C. From the definition of the zeta function,
we have in the region |u| < 1q ,
ξΓ1(u)
ξΓ2(u)
=
(1 − u2)−χ(B1) [(1 − u)(1 − qu)]|V (B1)| ∏
[C]Γ1∈[P]Γ1
(1 − u`(C))−1
(1 − u2)−χ(B2) [(1 − u)(1 − qu)]|V (B2)| ∏
[C′ ]Γ2∈[P]Γ2
(1 − u`(C′ ))−1
.
Under the hypothesis of Theorem 2.7, all but finitely many factors in the product terms of the
numerator and the denominator cancel out. Therefore, there exist finite subsets S1 and S2 such that
in |u| < 1q ,
ξΓ1 (u)
ξΓ2 (u)
=
(
1 − u2)−χ(B1) [(1 − u) (1 − qu)]|V (B1)| ∏
i∈S1
(
1 − u`(Ci))−1
(1 − u2)−χ(B2) [(1 − u) (1 − qu)]|V (B2)| ∏
j ∈S2
(
1 − u`(Cj))−1 .
Since the product terms in the above equation are over finite indexing sets and the other terms are
all polynomials, the above expression defines a meromorphic function on the entire complex plane.
Here we have crucially used the assumption that ΓC is trivial for all cycles. On the other hand,
ξΓ1
ξΓ2
is meromorphic on Ωq and hence the two expressions must agree for all u ∈ Ωq. In particular,
ξΓ1
(
1
qu
)
ξΓ2
(
1
qu
) =
(
1 −
(
1
qu
)2)−χ(B1) [(
1 − 1
qu
)(
1 − 1
u
)]|V (B1)|
(
1 −
(
1
qu
)2)−χ(B2) [(
1 − 1
qu
)(
1 − 1
u
)]|V (B2)|
×
∏
i∈S1
(
1 −
(
1
qu
)`(Ci))−1
∏
j ∈S2
(
1 −
(
1
qu
)`(Cj))−1
From the functional equation applied to the two zeta functions, we have for u ∈ Ωq,
ξΓ1 (u)
ξΓ2 (u)
=
ξΓ1
(
1
qu
)
ξΓ2
(
1
qu
)
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Since χ(Bi) = |V (Bi)|(1 − q)/2 for i = 1, 2, we can rearrange the terms to get
N1(u) ×
∏
j ∈S2
(
1 − u`(Cj)
) ∏
i∈S1
(
1 −
(
1
qu
)`(Ci))
= N2(u) ×
∏
i∈S1
(
1 − u`(Ci)
) ∏
j ∈S2
(
1 −
(
1
qu
)`(Cj))
,
where N1 and N2 are as follows:
N1(u) =
(
1 − u2)(|V (B1)| − |V (B2)|)× (q− 1)2 [(1 − u) (1 − qu)]|V (B1)| − |V (B2)|
N2(u) =
(
1− 1
q2u2
)(|V (B1)|−|V (B2)|)× (q−1)2 [(
1− 1
u
)(
1− 1
qu
)]|V (B1)|−|V (B2)|
The expressions N1(u) and N2(u) have no zeros in Ωq. The zero of the first product term in the
expression on the left-hand side lie on a circle of radius 1 centered at origin, while the zero of the
second product lie on the circle of radius 1q centered at origin. Similarly, the zero of the first product
term in the expression on the right hand side lie on a circle of radius 1 centered at origin, while the
zero of the second product lie on the circle of radius 1q centered at origin. From the equality of the
expressions, we conclude that the zeros of the expression on the left-hand side which lie on the unit
circle coincide with the zeros of the expression on the right-hand side which lie on the unit circle.
Hence we get equality of sets with multiplicity:{
2pik
`(Ci)
: k ∈ Z ; i ∈ S1
}
=
{
2pik
`(Cj)
: k ∈ Z ; j ∈ S2
}
Thus we conclude that PLΓ1(n) = PLΓ2(n) for all n ∈ N.
Furthermore, we can check that, for i = 1, 2,
LΓi(n) =
∑
d|n
PLΓi
(n
d
)
∀n ∈ N.
Every cycle of length n has an underlying primitive cycle of length
n
d
where d|n. Hence the
above equation holds. Using this, we know that if PLΓ1(n) = PLΓ2(n) for all n ∈ N, then
LΓ1(n) = LΓ2(n) for all n ∈ N. Hence LΓ1(n) = LΓ2(n) for all n ∈ N.

It follows from the above discussion that N1(u) = N2(u) for all u ∈ Ωq. Without loss of
generality, we can assume that |V (B1)| ≥ |V (B2)|, which makes N1 and N2 polynomial expressions.
Therefore, we can say that N1(u) = N2(u) for all u ∈ C. The zeros of N1(u) are {±1, 1q} while
the zeros of N2(u) are {± 1q , 1}. Hence these two expressions have to be identically zero which can
happen only when |V (B1)| = |V (B2)|. This proves the following corollary:
Corollary 4.1. Suppose X, Γ1, Γ2 be as in Theorem 2.7. If LΓ1(n) = LΓ2(n) for all but finitely
many n ∈ N then |V (X/Γ1)| = |V (X/Γ2)|.
75. Actions of finitely generated abelian groups
One of the important results of Ihara zeta functions of finite graphs is the rationality formula,
which shows that the zeta function is reciprocal of a polynomial. This is done by expressing the
zeta function as a determinant of a deformation of the graph Laplacian. The analogous result for
periodic graphs was proved in [GIL] but it involves the von Neumann determinant.
For completeness, we give a brief overview of relevant material about von Neumann algebras.
Details and a more general treatment can be found in [Clair] and [GIL]. The von Neumann algebra
of a countable discrete group Γ is the algebra N (Γ) of bounded Γ-equivariant operators from `2(Γ)
to `2(Γ). The von Neumann trace of an element f ∈ N (Γ) is defined by
TrΓ(f) = 〈f(δe), δe〉
where δe ∈ `2(Γ), the Kronecker delta function, is a function which takes the value 1 on the identity
element e of Γ and is zero elsewhere.
For H =
n⊕
i=1
`2(Γ) and a bounded Γ-equivariant operator T : H −→ H, the von Neumann trace
TrΓ(T ) is defined as
TrΓ(T ) =
n∑
i=1
TrΓ(Tii)
where Tii is the operator obtained by restricting the domain of T to i
th component of H. The
determinant DetΓ(T ) is defined in [GIL] via formal power series as (exp ◦TrΓ ◦ Log)(T ). It converges
for T sufficiently close to the identity operator. A detailed analysis of this determinant can be found
in [GIL].
Let A be the adjacency operator of the graph X, i.e., A is an operator from `2(V (X)) to itself
defined by (Af)(v) =
∑
w∼v
f(w). Let Q be the operator from `2(V (X)) to itself defined by (Qf)(v) =
(deg(v) − 1)f(v) and for u ∈ C, let
∆(u) := I − uA + u2Q.
We call ∆(u) the deformed Laplacian of (X,Γ). Then the determinant formula ([GIL, Theo-
rem 4.1]) shows that
ZX,Γ(u)
−1 = (1 − u2)−χ(B)DetΓ(∆(u)) for |u| < 1
α
.
Here α =
d +
√
d2 + 4d
2
and d = supv ∈V (X)deg(v).
Remark 5.1. Note that in the case of (q+1)-regular graphs, d = q+1 and hence the above formula
is valid for u ∈ C such that |u| < 1
q
.
In this section, we consider the special case where Γ is a finitely generated abelian group. Therefore
Γ can be written as Zr × Zn1 × . . . × Znk , for some integers r, n1, n2, . . . , nk such that r ≥ 0,
ni ≥ 2 for i = 1, . . . , k, and n1/ n2/ . . . / nk. For the rest of the section, we assume as before that
periodic graphs (X, Γ) are simple and q + 1-regular such that Γ acts on V (X) without inversions
and with bounded co-volume. We also assume, as in section 2, that ΓC and Γv are trivial for every
vertex v and every cycle C. The regularity assumption will give ∆(u) = I − uA + u2q. The zeta
function ZX,Γ(u) is computed explicitly for the case when Γ = Z in [Clair].
Let Zni = 〈si | snii = 1〉, for i = 1, . . . , k, and let Zr = 〈t1〉 × 〈t2〉 × . . . × 〈tr〉. Suppose that
the number of orbits of action of Γ on X is n. Choosing the representatives of these orbits, we can
8 CHANDRASHEEL BHAGWAT AND AYESHA FATIMA
identify
`2(V (X)) =
⊕
n
`2(Γ).
Following [Clair], we describe below how the adjacency operator A can be written as a n × n
matrix with entries in the ring
R = Z[t±11 , t
±1
2 , . . . , t
±1
r , s1, s2, . . . , sk]/〈snii − 1 | i = 1, . . . , k〉.
Let [v1], [v2], . . . , [vn] be the Γ-equivalence classes of V (X). We look for the elements in the orbit
[vj ] which are adjacent to the representative vertex vi of the orbit [vi]. Any element in the orbit [vj ]
is of the form γ · vj where γ = (tu11 tu22 . . . turr sw11 sw22 . . . swkk ) ∈ G. We write Aij =
∑
γ where the
sum is taken over all γ such that vi ∼ γ · vj .
Example 5.2. Consider the 4-regular graph (Y, Z) with V (Y ) = Z ∪ Z as shown in figure 2. Let
V (Y ) = { . . . , v−1, v0, v1, . . .} ∪ { . . . , w−1, w0, w1, . . .}. The action of Z = 〈t〉 we consider is
given by t · vi = vi+1 and t · wi = wi+1. This action has two orbits, namely [v0] and [w0]. Let A
be the 2 × 2 matrix representing the adjacency operator of (Y, Z). Then
A =
(
t + t−1 1 + t
1 + t−1 t + t−1
)
Figure 2. A 4-regular periodic graph
Under Fourier transform, `2(Z) = L2(S1) where S1 = {eiθ | θ ∈ (−pi, pi]} with normalised
measure. Therefore we have
`2(Γ) =
⊕
r
L2(S1)
⊕
`2(Zn1)
⊕
`2(Zn2) . . .
⊕
`2(Znk).
This shows that
`2(V (X)) =
⊕
nr
L2(S1)
⊕
n
`2(Zn1)
⊕
n
`2(Zn2) . . .
⊕
n
`2(Znk).
Under the Fourier transform, multiplication by ti becomes multiplication by the function e
iθi for
i = 1, 2, . . . , r. Hence ∆(u) is represented by a n × n matrix, whose entries are in terms of the
variables θ1, θ2, . . . θr, s1, s2, . . . , sk. We denote this matrix by Mu, (X,Γ). (The dependence on
the above variables is suppressed for ease of notation.) To further simply the notation, we denote
Mu, (X,Γ) with Mu when it is clear which periodic graph (X,Γ) is being referred. Therefore we have
9DetΓ(∆(u)) = exp ◦ TrΓ ◦ Log(∆(u))
= exp
n∑
i=1
TrΓ(Log(∆(u)))ii
= exp
n∑
i=1
∑
Zn1
∑
Zn2
. . .
∑
Znk
(∫
S1
∫
S1
· · ·
∫
S1
(Log(Mu))ii dθ1 . . . dθr
)
= exp
∑
Zn1
∑
Zn2
. . .
∑
Znk
(∫
S1
∫
S1
· · ·
∫
S1
n∑
i=1
(Log(Mu))ii dθ1 . . . dθr
)
= exp
∑
Zn1
∑
Zn2
. . .
∑
Znk
(∫
S1
∫
S1
· · ·
∫
S1
Tr(Log(Mu)) dθ1 . . . dθr
)
= exp
∑
Zn1
∑
Zn2
. . .
∑
Znk
(∫
S1
∫
S1
· · ·
∫
S1
log(Det(Mu)) dθ1 . . . dθr
)
Note that the matrixMu in fact has entries which are polynomials in the variables e
±iθ1 , . . . , e±iθr ,
s1, . . . , sk. Therefore we can say Mu ∈ GLn(R), after the change of variables eiθj −→ tj , for
j = 1, . . . , r.
Let (X, Γ)1 and (X, Γ)2 be two two simple, regular periodic graphs. (The underlying infinite
graph X of the two periodic graphs is same but has different Γ-actions.) Further, assume that both
the actions of Γ on V (X) are without inversions and with bounded co-volume. Let M1,u and M2,u
denote Mu, (X,Γ)1 and Mu, (X,Γ)2 respectively. Let ∆1(u) and ∆2(u) be the deformed Laplacians,
LΓ, 1 and LΓ, 2 be the length spectra, PLΓ, 1 and PLΓ, 2 be the primitive length spectra and Z1 and
Z2 be the zeta functions of (X,Γ)1 and (X, Γ)2 respectively. We can conclude the following lemma
by using the expression of DetΓi(∆i(u)) in terms of Mu, (X,Γ)i .
Lemma 5.3. Suppose for a fixed u, the matrices M1,u and M2,u are conjugate in GLn(R). Then
DetΓ1(∆1(u)) = DetΓ2(∆2(u)).
Theorem 5.4. Let A1 and A2 be the adjacency operators of the periodic graphs (X,Γ)1 and (X, Γ)2
respectively. Suppose A1 and A2, as n × n matrices, are conjugate. Then LΓ, 1(m) = LΓ, 2(m) for
all m ∈ N.
Proof. If A1 and A2 are similar, then ∆1(u) is similar to ∆2(u) for any complex number u in the
disc |u| < 1q . This follows from the fact that
∆i(u) := I − uAi + u2Q.
In the present situation, Q is just the scalar operator qI. Hence the operator which conjugates
A1 and A2 also conjugates ∆1(u) is similar to ∆2(u).
From the lemma 5.3, we have DetΓ1(∆1(u)) = DetΓ2(∆2(u)) for all u such that |u| < 1q . From
the determinant formula of the zeta function, we get Z1(u) = Z2(u) for all |u| < 1q . The proof
follows from Proposition 5.5. 
10 CHANDRASHEEL BHAGWAT AND AYESHA FATIMA
Proposition 5.5. Under the hypothesis of Theorem 2.7 if Z1(u) = Z2(u) then the length spectra
PLΓ, 1 = PLΓ, 2.
Proof. Let Si = {l ∈ N | `(C) = l, C ∈ [P]Γi}, for i = 1, 2. In other words, Si is the multiset
of the lengths that occur in the primitive length spectrum of (X,Γ)i. Using this notation, the zeta
function for the periodic graph (X,Γ)i, for i = 1, 2 can be written as
Zi(u) =
∏
l∈Si
(1 − ul)−1.
Therefore, for |u| < 1q , ∏
l∈S1
(1 − ul)−1 =
∏
m∈S2
(1 − um)−1
∏
l∈S1
(1 + ul + u2l + . . .) =
∏
m∈S2
(1 + um + u2m + . . .)
Let l0 and m0 be the smallest elements of S1 and S2 respectively. Suppose l0 occurs with multiplicity
k1 and m0 occurs with multiplicity k2. Upon expansion, the expression of Z1(u) is of the form
Z1(u) = (1 + k1u
l0 + higher powers of u) where as the expression of Z2(u) is of the form Z1(u) =
(1 + k2u
m0 + higher powers of u). This implies that l0 = m0 and k1 = k2. Using the fact that
the function (1 − ul0) has no poles in the disc |u| < 1q , we can inductively conclude that S1 = S2.
Therefore PLΓ, 1(m) = PLΓ, 2(m) and hence LΓ, 1(m) = LΓ, 2(m) for all m ∈ N. 
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