Living near traffic adversely affects health outcomes. Traffic exposure metrics include distance to high-traffic roads, traffic volume on nearby roads, traffic within buffer distances, measured pollutant concentrations, land-use regression estimates of pollution concentrations, and others. We used Geographic Information System software to explore a new approach using traffic count data and a kernel density calculation to generate a traffic density surface with a resolution of 50 m. The density value in each cell reflects all the traffic on all the roads within the distance specified in the kernel density algorithm. The effect of a given roadway on the raster cell value depends on the amount of traffic on the road segment, its distance from the raster cell, and the form of the algorithm. We used a Gaussian algorithm in which traffic influence became insignificant beyond 300 m. This metric integrates the deleterious effects of traffic rather than focusing on one pollutant. The density surface can be used to impute exposure at any point, and it can be used to quantify integrated exposure along a global positioning system route. The traffic density calculation compares favorably with other metrics for assessing traffic exposure and can be used in a variety of applications.
INTRODUCTION
On-road vehicle traffic is a source of air emissions of carbon monoxide, carbon dioxide, oxides of nitrogen, organic gases, metals, crustal materials, diesel particles, and other particles of diverse chemistry ranging in size from nanometer diameter to the coarse fraction. In addition, traffic is a source of noise, heat, and water vapor, and may add stress due to the busyness of the traffic flow. Exposure to traffic has been associated with numerous adverse health outcomes, 1 including asthma, 2-12 low birth weight, 13, 14 respiratory disease, 4, 8, 10, 15, 16 cardiovascular disease, 10, [16] [17] [18] [19] and development deficits, 20 among others. This mounting evidence of the unhealthiness of exposure to traffic begs at least two questions: what feature of traffic is responsible for the ill effects, and how can exposure to traffic be quantified?
Many of the individual pollutants emitted from traffic have been shown to cause health effects either alone or in combination with other pollutants. 1 However, the complex mixture of traffic-derived pollutants found in ambient air is heterogeneous in space and time and depends upon fleet composition, fuel types, traffic flow, topography, meteorology, and the spatial roughness features of the natural and built environments. Simulating the details of this complexity is beyond the capability of current databases and computer resources, but it is the sum total of this complex and constantly changing mixture, together with the pre-existing vulnerability of the population, that determine the potential for traffic to affect health.
Numerous studies have quantified ambient levels of one or more air pollutants emitted from traffic. Such quantification is possible with monitoring, air dispersion modeling, and combinations of the two. Monitoring studies give the best measures of concentrations of particular pollutants at the monitoring site, but they suffer from several shortcomings. The number of species and monitoring locations are limited, the cost is generally high, and the attribution of the sources of the measured concentrations is uncertain. In contrast, modeling simulations can be performed for many species with relatively small cost at numerous receptor locations, and the sources of the modeled concentrations can be readily determined. However, modeling is subject to errors in the theoretical conceptualization of relevant processes, the algorithms developed to parameterize processes, and the accuracy of the input data. The greatest source of error in air pollution dispersion models is often identified as the input data on emission rates. [21] [22] [23] [24] [25] [26] Despite the aforementioned limitations, measurements and/or modeled estimates of air concentrations are used to infer exposure to individual pollutants and groups of pollutants coming from traffic sources. 23, 24, [27] [28] [29] [30] [31] [32] [33] [34] [35] [36] [37] [38] These methods are useful but cumbersome because detailed emission inventories and air dispersion modeling are required. Estimating emissions from onroad mobile sources is highly uncertain, 36 and modeling spatially resolved emissions requires considerable computer resources.
Another approach that has been used in recent years to spatially resolve air pollution from traffic and other sources is land-use regression (LUR, [39] [40] [41] [42] [43] [44] [45] [46] [47] ). In that approach, measurements of air pollutant concentrations are related to geographic land-use variables. If good relationships can be established, then the land-use variables can be used to predict air concentrations in areas where measurements have not been made. Novotny et al. 46 were able to develop estimates of nitrogen dioxide concentrations across the United States and highly spatially resolved estimates for Los Angeles and Minneapolis/St. Paul using land-use regression methodologies.
An alternative to looking at individual pollutants via monitoring or modeling is to look at exposure to traffic itself as a predictor of adverse health outcomes. Using traffic exposure as the metric for evaluating potential health impacts has the advantage of integrating all of the negative effects into one measure rather than looking pollutant by pollutant. One method often used in epidemiological studies is to quantify the traffic occurring around a point of interest, such as the home of a person who has experienced a health event potentially caused by traffic. 48, 49 Some of the quantification metrics that have been used include the distance to a major roadway, the amount of roadway within a specified distance, and the sum of vehicle kilometers travelled (VKT) within a buffer around the point of interest.
We used a different approach in which we generated a spatially resolved surface of traffic density from detailed traffic count data. The surface stands alone as a representation of traffic density, as the calculations were independent of any preconceived points of interest such as residences where health outcomes were measured. There are a few reports of work using this general approach. 50, 51 The metric that we chose is a kernel density calculation that uses traffic count data to make inferences about the probability density function across an area of interest, in our case the state of Minnesota. Once the density surface is established, the traffic density value at any point can be imputed or other features can be superimposed on the surface. For example, the daily travels of an individual can be recorded using global position system (GPS) hardware, and the traffic exposure over time can be extracted from the surface and used as a metric against which to evaluate health outcomes or other end points of interest. This type of tool has implications for exposure science as suggested in a recent report by the National Research Council 52 on exposure science in the 21st Century.
MATERIALS AND METHODS
Four categories of data were used in this study: traffic count data, locational coordinates for homes in a health database, land-use regression estimates of nitrogen dioxide concentrations, and GPS tracks recorded with personal telecommunications devices.
Three files of traffic count data were obtained from the Minnesota Department of Transportation (MNDOT) in the Geographic Information System (GIS) shapefile format: The traffic count data were used to calculate traffic density across the state of Minnesota. The Hawth's Analysis Tools for ArcGIS kernel density function in the GIS program ArcMap (version 9.3, ESRI, Redlands, CA) was used to make this calculation. The first step was to merge the traffic count data into a single file of the combined values. The HCAADT counts were subtracted from the AADT counts to give non-diesel counts. Next the HCAADT counts were multiplied by 3.6 to represent the greater emissions mass and toxicity of diesel vehicles [53] [54] [55] and added together with the two non-diesel count files to generate toxicity-weighted counts. Straightforward diesel and non-diesel data were also processed and maintained separately.
The next step was to break the road segment traffic count shapefile data into points to use in kernel density estimation. Selecting all roads, the 'Explode Multipart Features' tool from the ArcMap advanced editing toolbar was run to separate non-contiguous road arcs so that the following point generation step did not create false pathways by misconnecting arc end points that should not be connected. The 'Convert Paths to Points' tool was used to develop a point layer with a resolution of 100 m. Using the point layer, the Hawth's 'Fixed Kernel Density Estimator' tool was used to convert the point layer to a raster grid with a scaling factor of 1,000,000, the kernel set to bivariate normal, and the parameter smoothing factor set to 300 m. These parameters resulted in a particular point on a roadway having a zone of influence that was Gaussian with a significant impact extending 300 m from the road. The resulting raster has a 50-m grid cell size, with each grid value depending on all of the nearby traffic and the effect of each roadway segment decreasing with distance from the cell. The calculated traffic density values ranged from 1 to 144, with units of AADT counts/area.
In order to correlate the traffic density metric with nitrogen dioxide concentrations, land-use regression estimates of nitrogen dioxide (LUR-NO 2 ) concentrations from work done by Novotny et al. 46 were obtained in GIS format. The traffic density and LUR-NO 2 rasters were projected into equivalent coordinate systems with matching grid cell sizes. The ArcMap band collection tool was used to calculate the spatial correlation between traffic density and LUR-NO 2 .
The density metric was also compared with a more traditional traffic representation, Vehicle Kilometers Travelled (VKT) within buffers around points of interest. We used the locational coordinates of a subset of homes in the Rochester Epidemiology Project (REP) as the points of interest. The data for addresses were obtained from REP for individuals with the conditions of interest. The REP is a medical records linkage database of all residents of Olmsted County, Minnesota. Data from all health-care visits to any health-care facility (office, hospital, outpatient clinic, urgent care, or emergency department) are collected within the REP and linked across facilities for each individual Olmsted County resident. 56, 57 Total VKT within buffers around the REP homes was calculated using the ArcMap Intersect utility. The length of each road segment within 250-and 500-m buffers was calculated for each of the MNDOT files. The VKT was calculated by multiplying the traffic count on the segment by the length of the segment within each buffer. Total VKT was calculated as the sum of AADT VMT plus RouteSystem_8_23_2010 VMT in a buffer. Regressions were calculated between the VKT in the buffers and the traffic density value extracted at the point of interest using the SPSS (IBM SPSS Statistics).
GPS tracks were collected using smart phone hardware and GPS applications including MotionX-GPS, iMapMyRIDE, and Cyclemeter. These applications are designed for specific end users, but all produce GPS tracks that are independent of mode of transportation. A typical GPS track consists of sets of coordinates recorded at equal intervals of time. Using ArcMap, traffic density values were assigned to each coordinate set in a GPS track to generate time-integrated estimates of exposure to traffic over the course of the track. Figure 1 shows the traffic density surface in the Minneapolis-St. Paul metropolitan area at three scales: the entire metropolitan area (Figure 1a) , the central corridor light rail study area in the midway district between Minneapolis and St. Paul ( Figure 1b) and a close-up of the Phillips neighborhood just south of downtown Minneapolis (Figure 1c) . The major roadways are clearly visible as darker areas of high traffic density. In the overview (Figure 1a) , the metropolitan core area appears as a generally high traffic area with resolution around major roadways. The close-up (Figure 1b ) allows the finer detail in the raster to be seen in the urban core. This area has been studied by the Minnesota Department of Health 58 for potential changes in environmental health stressors because a new light rail transit corridor is being developed in the area. Figure 1c is a finer detail close-up of the Phillips neighborhood in south Minneapolis overlain on an aerial photograph. Phillips is a diverse inner-city neighborhood facing multiple socio-economic and environmental challenges that has been the subject of several environmental justice-related studies. The northern boundary of the neighborhood is the merged interstate highway commons of I-35W and I-94, which bears the highest traffic load in Minnesota. Within this highly impacted neighborhood, there is a strong gradient in traffic exposure, as shown by the chart inset, in which density values were extracted from the raster at regular intervals on a transect across I-35 W. The locations of the transect points are shown by the hashed line on the left. Figure 2a shows a close-up view of a section of Olmsted County, MN, with shading according to the traffic density raster. In addition, the 250-and 500-m buffers around the REP data points in the area are overlaid on the density surface. Figure 2b The correlation coefficient between traffic density and LUR-NO 2 calculated using the ArcMap band collection tool was 0.58 when projected to a contiguous Albers equal area conic coordinate system with a 50-m grid cell size corresponding to the grid cell size of the traffic density raster. The grid cell size of the LUR-NO 2 data was originally 100 m. To establish a quantitative relationship between LUR-NO 2 and traffic density, the rasters were extracted to points, and a regression was run using a log-transformation due to the skewness of the data. The equation relating the two variables was: logðLUR NO 2 Þ ¼ 0:103Â logðtraffic densityÞ þ 0:797 ðr 2 ¼ 0:40Þ
RESULTS
We expect that a stronger relationship could be established if the two data sets were calculated with the same spatial resolution from the original data rather than re-processing afterward as we did. Figure 3 is a street map of the central Minneapolis-St. Paul metropolitan area overlain with the traffic density surface. The topmost layer is a GPS track recorded with a cellular telephone of a 54 min bicycle ride beginning and ending on the easternmost section of the track. The points recorded by the telephone are color coded according to the traffic density value at that raster point. The track followed relatively lightly travelled roadways, the east and west river roads, for much of the time, but included sections crossing the interstate highway where the highest traffic density values were recorded. The inset graph is a time series of the raster values with each bar representing one point on the GPS track. The height of the bar, as well as its color, indicates the traffic density raster value. Figure 4 shows the traffic density surface for an area of central St. Paul. GPS tracks for commutes by two modes, bicycle and car, are superimposed on the raster surface. The bicycle commute took nearly twice as long as the car commute (25:28 versus 13:48 min). The bicycle commute was on mostly lower-traffic roadways with an average traffic density raster value of 13.95 versus 16.59 for the car commute; however, because of the longer time on the roadways, the sum of the time-integrated traffic density values by bicycle was 21 334 versus 12 756 by car.
DISCUSSION
This study addresses the quantification of exposure to traffic. We used traffic count data to calculate a traffic density surface. This surface can be used to impute traffic exposures that can be used as predictive variables in epidemiological studies, and it can also be compared with other geographic variables such as socio-economic status and pollutant concentrations. We suggest that traffic density itself is a useful metric that combines the effects of the multiple stressors, such as gases, particles, and noise, coming from traffic. This approach has advantages and disadvantages that should be taken into consideration in the application and evaluation of the method. One salient disadvantage is that traffic density does not inform us as to which component of traffic is responsible for health impacts. However, we would argue that many of the traffic-related stressors are highly correlated with one another, and that confounding can also affect studies that look at individual pollutants in isolation. A second major limitation is that the pollutants and other stressors from traffic are emitted or occur in the outdoor environment, whereas people spend most of the time indoors and thus exposure can be mischaracterized. However, the tracking methods we describe could be used to characterize time spent in indoor locations. If the indoor environment can be characterized then exposure can be assessed for that microenvironment as well.
It is likely that the effects of different stressors caused by traffic may manifest themselves over different spatial scales. The grid cell size should have a resolution that captures the spatial scale of the feature under consideration. We chose the 50 m size based on previous work suggesting that concentrations of a number of air pollutants vary from peak to background values over distances of a few hundred meters from highways. However, many studies (see the review inHealth Effects Institute. 1 ) show that gas to particle transformations, as well as changes in particle size from nano-and ultrafine to accumulation mode, occur over shorter distances. Therefore, a 50-m grid might not capture exposure to very small particles. Similarly, the spatical scale for noise effects may be different than for air pollution. However, if one assumes that the grid cell size captures the spatial scale of an effect, then imputation of a value from the surface can be useful. We also note that there is a balance between the scale of resolution and the amount of computer resources required for the calculation of a density surface. The 50-m resolution over a regional scale requires significant computation time.
The traffic density surface (Figure 1 ) clearly shows high traffic corridors; however, the detailed spatial scale shows that there is considerable heterogeneity in traffic density, even in the center of the urban core. This result is not surprising, as we started with traffic counts on roadway segments. The urban core in our study (and most modern cities) has a dense network of residential streets with interspersed arterial roads and major highways in high traffic corridors. The intersecting scales of these different types of roadways determine the pattern of traffic density, which comprise an underlying background with corridors of greater density on the more highly trafficked roads. Many studies 1, 39, 59, 60 have shown that air pollution levels disperse from peak levels near the centerline of busy roadways to background values over a distance of about 300 m. For that reason, we chose an algorithm that allowed the density impact to decay to insignificant levels over a distance of 300 m. This pattern is clearly evident in the inset to Figure 1c . Traffic density values across the transect over the interstate highway follow a Gaussian pattern with respect to the interstate highway because the traffic counts in that corridor are much higher than on nearby residential and arterial streets.
A traffic density surface could be created using other metrics and other algorithms. For example, a grid could be created using a metric such as a 250-m buffer VKT; however, that metric would result in a non-smooth surface with disjointed, step-like features at specific distances from major roadways unless the resulting surface were later smoothed. The Gaussian formulation in the kernel density algorithm, on the other hand, was used with parameter values that result in a gradual decay of effect with distance from a roadway. We believe this approach gives a result that is more in keeping with the way pollutants disperse (and potential detrimental effects propagate) with distance from a roadway. If evidence warranted, the form and/or parameter values of the density algorithm could be changed to modify the distance and influence pattern in space over which the roadway traffic count values are considered.
The strong relationship (Figure 2 ) between VKT in 250-m buffers around points of interest and the traffic density at those points is not surprising. Either method could be used to characterize traffic exposure. The advantages of our traffic density approach are that the effect of traffic is a smoothed rather than a step function of distance, and the traffic density surface can be re-used in other analyses for different sets of points (or GPS tracks).
We took the relative influence of heavy duty diesel vehicles as 3.6 times the impact of light duty gasoline vehicles. This is also based on the weight of evidence from the HEI review, 1 and takes into account increased emissions and toxicity from heavy duty diesel vehicles. However, other values or approaches could be justified, especially considering that the toxicity of diesel emissions is decreasing with the use of ultra-low sulfur diesel fuel and new generation of diesel engines with particle and nitrogen oxide emission controls. 53, 61 Another component of exposure mischaracterization is temporal mismatch. We used annual average daily traffic volume data as one of the inputs to the traffic density algorithm. These data do not capture diurnal, weekly, seasonal, or other temporal fluctuations in traffic or in meteorological conditions that may be important factors affecting exposure. The surface does not correspond to exposure at a specific point in time nor to a specific bicycle ride on a given day. Rather it can be thought of as the average exposure over a large number of repetitions of a bicycle ride taken at various times. Despite this caveat, the relative differences in space may persist during different times in the temporal cycles, and thus comparisons of locations could be considered valid as long as the time frames correspond. Some air quality modeling applications employ temporal (day of week, hour of day) scaling factors to capture temporal variability, and it is possible to use such factors to generate temporally varying traffic density rasters. In addition, many metropolitan areas have traffic management organizations that maintain sophisticated models to predict and manage daily rush hour traffic demand. Data from such models could be used to develop time-resolved traffic density calculations.
The traffic density surface assumes that all of the density occurs at ground level, and it does not account for bridges, overpasses, and other elevational variations that can affect exposure. Overlaying a GPS track therefore does not capture the possible variations in traffic exposure that could occur with height. These sources of error and uncertainty can be reduced with better data on roadway elevations. Similarly, the analysis shown in Figure 4 comparing commute modes does not account for factors such as whether windows or vents are open for the car commute. With bicycle commuting the precise location of the cyclist with respect to nearby traffic can significantly affect exposure, and this effect is not fully captured in the traffic density metric.
The fact that the LUR-NO 2 results correlate well with traffic density is not surprising, as the LUR used data on the locations of roadways as an input and traffic is a major source of NO 2 emissions. If LUR is done on a resolved spatial scale, then the same exposure assessment methods we used here for traffic exposure could also be used to estimate exposure from the LUR pollutant surface. It is also possible to use traffic density as a predictor variable in the LUR analysis in place of other variables like distances to major and minor roadways.
One of the major sources of mischaracterization of air pollution exposure lies in the fact that people do not stay in a specific location where air pollution measurements or model results are obtained. Our approach allows us to track movements over time and integrate the exposure over the course of an individual's travel. We believe this methodology can be useful for better characterizing exposure in future studies relating health effects to air pollution. Modern telecommunications technology allows travel recording to be done easily and inexpensively. Studies using such technology are appearing in the literature, [62] [63] [64] and public and private entities are using telecommunications to track activities and travel patterns. For example, the Metropolitan Council, the regional governing body for the Minneapolis-St. Paul metropolitan area, developed a smart phone application to track bicycle usage in the area.
The ability to track travel and compare routes as is shown in Figures 3 and 4 raises questions about assessing time-activity data for apportioning exposure to micro-environments. Much past work assigns exposure to micro-environment categories in which the pollutant concentration is assumed to be constant or at a fixed ratio to central monitoring site data. Our analysis shows that these assumptions are likely to be overly simplified, and exposure in a micro-environment such as 'in transit' constantly varies depending upon the route travelled, the mode of travel, the ventilation characteristics of the vehicle, and other factors. In the basic comparison shown in Figure 4 , the bicycle track has lower average exposure to traffic but higher total exposure because the bicycle route takes longer. If the extra 11 min and 40 s saved by the driver were spent at the western terminus of the route (i.e., at home), the total traffic exposure would be lower for the car driver. If that time were spent at the eastern terminus (i.e. at work), the total exposures for car and bicycle would be approximately the same. If, however, the car driver were to be stuck in highway traffic for those additional minutes, then the exposure of the car driver would be much higher than the bicyclist.
CONCLUSIONS
Starting with traffic count data, we used a kernel density algorithm in a geographic information system to calculate a raster of traffic density over the state of Minnesota. The density value in each cell reflects all the traffic on all the roads within the 300 m distance specified in the kernel density algorithm. The effect of a given road on the raster cell value depends on the amount of traffic on the road segment, its distance from the raster cell, and the form of the algorithm. This traffic density calculation compares favorably with other metrics for assessing traffic exposure. The method integrates the deleterious effects of traffic rather than focusing on one specific pollutant at a time. The traffic exposure at any point on the surface (in our case the state of Minnesota) can be compared with that at any other point, a comparison that can be used in evaluating the effects of traffic on health. The density surface can also be used to quantify the integrated exposure along a travelled route recorded with a global positioning device, something that enhances the capability to characterize exposure. The general methodology lends itself to a variety of other potential applications in exposure science and other fields.
