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INTRODUCTION AND PRELIMINARIES 
The first part of the present paper is devoted to the study of continuous 
additive functionals (CAF’s) of a Markov process satisfying Hunt’s hypo- 
thesis (A). In the second part we apply these general results to study the 
“restriction” of a Markov process to a finite set. This is accomplished by 
making use of the “local time” for X in the given finite set. In particular, 
one can compute explicitly the probability that a stable process on the real 
line with index 01 > 1 hits a before b starting from x. See Corollary 6.8 
for the explicit formula. The reader primarily interested in the applications 
should turn directly to section six. Most of the material in section one is 
contained in the author’s University of Hamburg Lecture Notes [l] under 
slightly more restrictive hypotheses. The material in Section 3 was 
obtained in collaboration with R. M. Blumenthal and the author wishes to 
thank Professor Blumenthal for allowing it to appear here. 
The reader is referred to the author’s expository paper [2] for all defini- 
tions, notations, and terminology. However for the convenience of the 
reader we repeat some of the basic definitions. Let E be a locally compact 
separable metric space and let Ed = E u {d} where d is a point adjoined 
to E as the point at 00 if E is not compact and as an isoltaed point if E is 
compact. Let X == (Q, X, , Bt , P”) b e a Hunt process with state space 
(E, @). That is X, : D --f Ed for each t, 0 < t < CO, such that X%(W) = d, 
t--f X,(W) is right continuous and has left hand limits on [0, CO), and 
X,(W) = d for all s > f if X,(W) = d. The shift operators 8, are maps from Q 
to Q such that X, o 9,& = X,,, . Let 90(ZJtO) be the smallest u-algebra in Q 
for which the maps (X,; s < a} ((X,; s < t}) are measurable. For each x in 
EA , Pz is a probability measure on 90 satisfying x + P”(A), is .99A measurable 
for each /1 in 90, and Pz(Xo = x) = 1. Here g4(g) is the a-algebra of 
*This research was partially supported by the National Science Foundation, 
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Bore1 sets in E,(E). Let% denote the intersection of the Pp completion ofso 
taken over all finite measures p on 54YA . Let Srt be the u-algebra of all sets /I 
such that for each p there exists A,, in 9,O with A A A, in F and 
Pfi(AAAJ = 0, where “A” denotes symmetric difference. It is assumed 
that X is strong Markov (stopping times are relative to Ft+ unless explicitly 
stated otherwise), and that X is quasi-left continuous, that is, whenever 
(Tn} is an increasing sequence of stopping times with limit T then 
X( T,) ---f X(T) almost surely on (T < 5). Here 5 = inf {t : X, = A} is the 
lifetime of X and almost surely means almost surely with respect to each P”. 
Under these conditions Ft+ = .9rt . 
A continuous additive function, CAF, of X is a family A = {A(t); t 3 O> 
of nonnegative random variables on (Q, 9) such that: 
(i) A(O) = 0, t -+ A(t) is continuous and nondecreasing, and 
A(s) = lim,?, A(t) whenever s >, 5; each of these statements holding as. 
(ii) A(t) is gt measurable for each t. 
(iii) For each t, s one has almost surely 
A(t + s, w) = A(& w) + A(s, ep). 
Meyer proved in [3] that A has the strong Markov property, that is (iii) 
above continues to hold when t is replaced by any stopping time T and s 
by any nonnegative random variable S. We refer the reader to [2] for additio- 
nal properties of additive functionals and notation. 
1. THE FINE SUPPORT OF A CAF 
Let A be a continuous additive functional of X. We will assume that A(t) 
is almost surely finite on (5 > t}. Define 
R = inf {t : A(t) > O> = sup {t : A(t) = O}. (1.1) 
It is immediate that R is a stopping time and the continuity of A implies that 
A(R) = 0 almost surely. In particular R = CO a.s. if and only if t + A(t, W) 
is the zero function almost surely, that is A = 0. 
1.2. LEMMA. Let T be a stopping time, then T + R o eT = R almost 
surely oz (T < R), and if p(x) = Ez(e-R), then p is l-excessive. 
PROOF. Using the strong Markov property for A one has almost surely 
R[e+] = inf {s : A(s, BTU) > 0} 
= inf {s : A(s + T) - A(T) > O> 
= inf {s > T(w) : A(s) - A(T) > 0} - T(w). 
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Therefore T + R o eT 3 R with equality on 17’ < R}, both statements holding 
almost surely. It also follows easily that t -j- R 1 8, --+ R as t + 0 almost 
surely. These facts imply without difficulty that 9 is 1 -excessive. 
We next define 
F = {x : C&Y) = l> T= {,v : P”(R = 0) = l}. (1.3) 
In view of Lemma I .2, F is nearly Bore1 measurable and finely closed. We will 
call F the&e support of A. By the zero-one law P”(R > 0) = 1 if x is not in F. 
1.3. THEOREM. ‘R = TF almost surely. 
PROOF. Let T = TF . By Lemma 1.2, R c 8, = R - T on (7’ < R}. 
Hence for each x 
P”[ T < R] = P”[T < R; R o f+. > 0; T < CD] 
< E”{PX’T’[R > 01; T < CD} 
= 0, 
since F being finely closed implies that X(T) is in F almost surely on {T < a}. 
Let Fr be the set of points regular for F. We next show that P”[R < T] = 0 
provided x is not in F \ FT. This is obvious if x is in F’, and so we need only 
consider the case x not in F. Since A(R) = 0 we have for any t > 0 
P”[R < T] = P”[A(R + t) > 0; A < T] 
= P”[A(t, 13,) > 0; R < T] 
= E”{PX’R’[A(t) > 01; R < T}. 
But x is not in F, and so P”(R > 0) = 1. Consequently X(R) is not in F, 
Px almost surely on (R < T). Moreover if y is not in F 
Pg[A(t) > 0] < Pl[R < t] ---f 0 
as t + 0. Hence P”[R < T] = 0 provided x is not in F \ FT. 
It follows from what we have proved so far that P”[R = T] = 1 provided 
x is not in F \ FT. If q(x) = E”(E~) and #(x) = ZP(e?), then p and 3 are both 
l-excessive and agree except possibly on F \ Fr. But F \ F’ is semipolar, and 
hence v and rj must agree everywhere. Consequently F = F’ (P is contained 
in F since F is finely closed), and this completes the proof of Theorem 1.3. 
1.4. COROLLARY. A = 0 if and only ifF is empty. 
We now introduce the functional inverse to A, 
~(t, W) = inf {s : A(s, w) > t> = sup {s : A(s, W) = t}. (1.5) 
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It is immediate that r is right continuous and strictly increasing almost surely 
on (t : 7(t) < oz}. The following facts are well known and easy to check, 
see [l] or [3]: 
(i) Each ~(2) is a stopping time and 
~(t + s, w) = ~(t, w) + T(S, eTctp), a.s. (14 
(ii) Iff is a bounded Bore1 function from [0, co] to [0, co] withf(co) = 0, 
then 
j;m W) = j=kt)l dt as. 
0 
In particular note that ~(0) = R. 
Define, the following sets, each of which depends on W: 
I = {t : A(t + 6) - A(t) > 0 for all E > 0}, 
I = {t : A(t + e) - A(t - e) > 0 for all E > 01, 
2 = {t : X(t) EF}, 
Q = {t < co; T(S) = t for some s}. 
In the definition of 1, A(u) is understood to be zero if u < 0. Clearly 1 is 
the closure of I almost surely and I = Q almost surely. 
1.7. THEOREM. Q = I C Z C I almost surely. 
PROOF. In view of the above remark we need only show Q C Z C I. 
(a) Z C f. If T = TF it is clear that 
{w:Z$I}CU{A(s)-A(r)=O;r+Toti,<s) 
ICS 
where the union is over all pairs (r, s) of rationals with 0 6 r < s. But for 
any x 
P[A(s) - A(r) = 0; r + TO 8, < s] = Ez{PX”‘[A(s - r) = 0; T < s - r]), 
and Theorem 1.3 implies that this last expression is zero. 
(b) Q C Z. Recall that F = {p’ = l} where QJ(X) = E”(e-R) and that 
R = ~(0). We now compute for a fixed 2 and x 
E+p[X7(,j] =Ez{EX[‘(t)l(e-R); 7-(t) < co} 
= Wexp [- ~(0, e,dl; r(t) -c a> 
= l+(exp [- ~(0 + t) + 7(t)]; 7(t) < co> 
= P+(t) < co]. 
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But v < 1 and hence p)[X,ct,] = 1 almost surely on {7(t) < co} for each 
fixed t. However 9) is l-excessive and so t + p)[X,(,)] is right continuous 
almost surely. Combining these facts we obtain that for each x 
P(F[X,(~~] < 1 for some t with T(t) < DJ} = 0 
or 
P”(XT ct) 4 F for some t with T(t) < co} = 0. 
That is, Q C Z almost surely, and so the proof of Theorem 1.7 is complete. 
If f 3 0 is nearly Bore1 measurable we will write fA for the family of 
random variables s”f(XJ &4(s). It is immediate that fA is a continuous 
additive functional ;rovided (fA) (t) is finite almost surely on {[ > t>. 
For example under our assumptions on A this will certainly be the case if f 
is bounded. 
1.8. COROLLARY. Let IF be the indicator function of F, then A = I,A. 
PROOF. As usual the equality of additive functionals means equivalence. 
Consider an w such that t-A,(w) is continuous and increasing and 
I(w) C Z(w) C I(w). F or such an w the measure dA,(w) on [0, co) is supported 
by 1((w). Moreover f(w) \ I( ) w is countable and hence has dA,(w) measure 
zero. Thus for a fixed t 
A(t, w) = j,, tln,( I w ) dAs(w) = jlo tlnr( ,r,LTWl d&(w) , 0 
= t ~~[Xs(w)l dA&). i Cl 
Since the complement of the set of W’S in question has Px measure zero for 
all x, this proves that A and 1J are equivalent. 
We say that A vanishes on a nearly Bore1 set D provided I,A = 0, and 
that A vanishes on an arbitrary set D provided that A vanishes on all nearly 
Bore1 subsets of D. Note that if A has a finite X-potential for some h > 0, 
then A vanishes on a nearly Bore1 set D if and only if U,‘ID = 0. Since E 
has a countable base for its topology it is immediate that there exists a smallest 
closed set, which we will call the support of A, on whose complement A 
vanishes. 
1.9. COROLLARY. F is the smallest jinely closed set on whose complement A 
vanishes. 
PROOF. Corollary 1.8 implies that A vanishes on Ed \ F. (Note that any A 
vanishes on {A}.) Suppose there exists a finely open set D on which A vanishes 
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and such that D n F is not empty. If y is in D n F, then there exists a 
nearly Bore1 set B contained in D and containing y such that Py( TBe > 0) = 1. 
But A vanishes on B and is continuous, and so 
A( T& = j”’ I&X,) dA(s) = 0 
0 
almost surely. Hence TBC < R almost surely and this leads to a contradiction 
since y in F implies that Py(R = 0) = 1. 
In view of Corollary 1.9 we will call F theJine support of A. 
1.10. COROLLARY. (i) The closure of F is the support of A. 
(ii) A is strictly increasing if and only if F = E. 
PROOF. (i) If A vanishes on an open set G and G n E is not empty, 
then G n F is not empty and one obtains the same contradiction as in the 
proof of Corollary 1.9. 
(ii) To say that A is strictly increasing means, of course, that t -+ A(t) 
is strictly increasing on [0, {] 1 a most surely. If A is strictly increasing then 
obviously P”(R = 0) = 1 f or all x in E, and hence F = E. Conversely if 
E =F,thenforanyxands > t 
P”[A(s) - A(t) = 0; s < [] < P”[A(s - t, 0,) = 0; t < <] 
= E”{PX’t’[A(s - t) = 01; t < 5) 
and this last expression equals zero since X, is in E = F when t < 5. It is 
now immediate that t -+ A,(W) is strictly increasing on [0, c(w)] almost 
surely. 
REMARK. If X satisfies Hunt’s hypotheses (F) and (G) and TV is a measure 
on E charging no semipolar set with a finite potential, it then follows on 
combining the results of this section with those of Meyer [3] that TV has a 
fine support. In particular, if X satisfies (F), (G), and (H) (for example 
Brownian motion in three or more dimensions), then any measure with a 
finite potential has a fine support. This might be of interest in classical 
potential theory. 
2. THE POTENTIAL OPERATORS OF A CAF 
In this section we will assume that A is a CAF and that A has a finite 
&potential for some fixed h > 0. That is 
uAA(x) = EZ 1, e-At dA(t) 
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is finite for all x. We define the h-potential operator, VA’, associated with A by 
This is well defined if f is nearly Bore1 measurable and either bounded or 
nonnegative. In particular, uA ’ =: GA”1 is called the h-potential of A. Our 
notation differs slightly from that used in [2] or [3], namely, we use UAA 
for thepotential operator and uA A for thepotential of A. The operatorf- U,“f 
is given by a kernel which we denote by L’,,‘(x, dy), that is, 
u.4%4 = j- ~~‘4% dY)f(Y). 
It is an immediate consequence of Corollary 1.8 that for each x in E the 
measure Ua’(x, .) is concentrated on F. Therefore U,“f depends only on the 
restriction off to F. Also it follows from Corollary 1.9 that if I’ is a nearly 
Bore1 set contained in F such that UAA(x, r) = 0 for all X, then F “\ r is finely 
dense in F. 
It will be necessary to consider U,*f when f is only assumed to be univer- 
sally measurable and bounded (or nonnegative). It is immediate that 
u.4w = J’ Ua”(x, dY)f(Y) 
is well defined and universally measurable in x for such f. Moreover standard 
considerations show that t +f[X,(w)] . is measurable with respect to the 
V, completion of Y almost surely where F is the u-algebra of Bore1 sets of 
[0, co) and vw is the measure on 7 defined by vu(r) = Jr dA(t, w). It is now 
straightforward that 
U,y(x) = E” J’, ecAt f(X,) dAt 
for such f and that U,“f is A-excessive if f > 0. Let M be the bounded uni- 
versally measurable functions on E, then it follows from the above discussion 
that U,“f is finely continuous and nearly Bore1 measurable for each f in M. 
We let ~2 denote the u-algebra of universally measurable sets. 
2.1. PROPOSITION. If r is in L@‘, then UaA(x, r) = 0 for all x in E if and 
only if U*“(x, T’) = 0 for all x in F. 
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PROOF. Suppose U,“( ., r) vanishes on F, then for any x in E we have 
using Theorem 1.3 
UaA(x, I’) = EZ 1; e@ Ir(Xt) d(t) 
= Ex(e- J=F U&&, r); TF -=c m>, 
and this last expression is zero since X( TF) is in F almost surely on { TF < CO}. 
Let M(F) be the bounded J@’ measurable functions on F. (F is nearly Bore1 
measurable and hence is in &.) Let C(F) be the bounded nearly Bore1 meaw- 
able functions on F that are finely continuous on F, that is, those bounded 
nearly Bore1 measurable functions on F that are continuous when F is given 
the relative topology it inherits as a subspace of E equipped with the fine 
topology. Naturally M(F) and C(F) are Banach spaces under the usual supre- 
mum norm, and C(F) is a closed subspace of M(F). It will be convenient to 
regard any f in M(F) as being defined on all of Ed and having the value zero 
on Ed \ F. The operator U, A induces an operator WA on M(F) in the obvious 
manner 
WC4 = IF(X) U2f@) 
The following proposition is an immediate consequence of the preceding 
discussion. 
2.2. PROPOSITION. If uAA(x) = U,^l(x) is bounded, then WAM(F) is 
contained in C(F). 
2.3. LEMMA. If f is in C(F) and I is the functional inwerse to A(t), the-n 
f [X,ct,] -+ f (x) as t -+ 0 almost surely P” for each x in F. 
PROOF. According to Theorem 1.7 we may assume that X[T(t)] is in F 
whenever T(t) < co by throwing out a set of W’S that is almost surely null 
( i.e., has Px measure zero for all x). Also T(t) 17(O) = 0 almost surely P” 
if x is in F (since T(O) = R). Let x be an element of F, then for a given e > 0 
there exists a nearly Bore1 measurable fine neighborhood, N, of x such that 
1 f(y) -f(x) 1 < E for all y in N n F. By definition P”[ TNc > 0] = 1. 
Thus for Px almost all w we have T(t, W) < T&W) for all sufficiently small 
t > 0. But this implies that X[T,(OJ), ] w is in N for all sufficiently small 
strictly positive t, and since x[T(t)] is in F whenever T(t) < co it follows that 
1 f(X,ct)) -f(x) 1 < E for all sufficiently small t almost surely Px. Hence 
Lemma 2.3 is established. 
If f is in M we define 
It follows from Theorem 1.7 that Q,t” depends only on the restriction off 
to F and it is clear that Qt” maps M into M if uAA is bounded. Let TiA be the 
operator on M(F) induced by Qk, that is T+“f = I,QfAf for any f in M(F). 
2.4. THEOREM. Let uA” be bounded, then: 
(4 {Qt^; t > 0} and {T,‘; t > 0) are semigroups of bounded operators on 
M and M(F) respectively. 
(b) T,“(x) *f(x) as t + Ofor allf in C(F). 
(c) U,“f = sr Qtfdt and WY = jr Ttfdt. 
(d) If {J”} is hte resohent of {T,A}, then J” : C(F) + C(F) for any p > 0, 
and Jo = WA. 
(e) WA is one-to-one on C(F). 
PROOF. Statement (a) is a straigthforward consequence of property (1.6) 
of T(t). Statement (b) follows easily from Lemma 2.3. Also 
xE” cc 
J’ 
e-“T(t)f[X,(t)] dt 
0 
= J -;QtW dt 
and so (c) is established. As to (d), since Jo exists we have from the resolvent 
equation that ]I’ - JO = - p. Jo/“. If f is in C(F) then Jpf is in M(F), and so, 
using (c), Jpf = WA[f - ~Jpf] w rc h’ h 1s in C(F) according to Proposition 2.2. 
Finally it remains to prove (e). Suppose f is in C(F) and Waf = 0, then the 
resolvent equation implies that pf = 0 for all ,LL 2 0. Hence 
0 = pJ”f(x) = p 1:: e-fit T,“f(x) dt. 
But Ttf(f(x) +f(~) as t + 0 and so pJi’j((x) -f(x) as p--f co. Therefore 
f = 0 and Theorem 2.4 is established. 
2.5. REMARK. There is an obvious analog of Theorem 2.4 if one merely 
assumes that u, n is finite rather than bounded. We omit a detailed statement. 
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2.6. REMARK. Since WA is one-to-one on C(F), ( WA)-l exists as a linear 
transformation with domain D in C(F). Moreover D = WAC(F) = PC(F) 
for any p > 0 (the last equality for p > 0 is a consequence of the resolvent 
equation). Therefore if f is in C(F), pyj is in D and pJ”f + f pointwise as 
y -+ co. Thus D is dense in C(F) in the topology of pointwise convergence. 
Finally, if D = (- Wh)-l = -( JO)-1, it follows from the resolvent equation 
that (p - D)-l = J” for each p > 0. The operator D is the weak infinitesimal 
generator of the process X[,(t)] “killed at time A(SA)“, where S” is an expo- 
nentially distributed random variable with parameter X (i.e., P[S” > t] = e-‘t 
for all t 3 0 and all x) that is completely independent of the process X. 
3. CAF’s WITH GIVEN FINE SUPPORT 
In Section 1 it was shown that the fine support F of a CAF was a finely 
closed nearly Bore1 subset of E with the property that each x in F is regular 
for F. It is natural to ask if given such a set F does there exist a CAF whose 
fine support is F. .We will not answer this question in complete generality. 
However, we will give an affirmative answer under certain additional condi- 
tions on X and F. These additional conditions are satisfied in many applica- 
tions. In the remainder of this section we will assume that the following 
condition holds: 
PtCoW C Co(E) for each t 3 0, CC) 
where C,(E) denotes the Banach space of continuous functions on E vanishing 
at infinity. Since the paths are right continuous it follows from (C) that {P,> 
is strongly continuous on C,(E). Therefore, according to Blumenthal’s 
theorem [4], if {T,} is an increasing sequence of stopping times with limit T, 
then X( T,) + X(T) almost surely on {T < a>. 
3.1. THEOREM. Let (C) hold. Let F be a finely closed nearly Bore1 subset 
of E with compact closure, P, in E with the property that each x in F is regular 
for F. If, in addition, P \ F is polar, then there exists a continuous additive func- 
tional A whose fine support is F. Moreover A can be chosen so that iIJA’l is 
bounded for each X > 0. 
PROOF. Let T = TF and set y(x) = E”(e6). Clearly v is a bounded 
l-excessive function. In order to show the existence of a continuous additive 
functional A such that IJI = U,ll we will make use of a theorem of Sur [5].l 
1 Sur considers only the case h = 0. However the general case may be reduced to 
this case by standard considerations. See, for example, [l]. 
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Let B, = {x : v(x) ~~ P:,,cJI(x) 2:: cj where P,” = e ‘lr F’, , and let T, T*,; 
then &r’s theorem states that v is the 1 -potential of a (‘AI; if for each E .. I 0, 
P”[T, < S] - 0 as n - co for each s, where S is an exponentially distributed 
random variable with parameter 1 that is independent of the process X; 
that is, P”[S > t] = eef for all x and t 2: 0. We now proceed to the verifica- 
tion of &r’s condition. 
First of all suppose G is an open set containing F. Condition (C) implies 
that the hypotheses of Lemma 2.1 of [4] hold. Hence for any E > 0 there 
exists t, > 0 such that P”[T I-- t,,] 2 1 --- < for all .Y in E,, \ G. But 
q(x) - P&(x) < P”[T < t /\ S] < P”[T < t] < E 
if t < t, and x is in Ed \ G. Therefore g, - Ptly approaches zero as t -+ 0 
uniformly on Eed \ G. Consequently for a given E > 0, B, C G for n sufficiently 
large. Now let {Gj} be a decreasing sequence of neighborhoods of P such that 
IT cj = F. Since B,,, C B, for all n, {T,} is an increasing sequence of stop- 
ping times. Let Q = lim T, . But X( T,) is in B, almost surely on {T, < ok} 
and B, C Gj for each j and sufficiently large n. Also X(T,) + X(Q) almost 
surely on {Q < co> and hence X(Q) is in Gj for all j. That is, X(Q) is in P 
almost surely on {Q < co}. The facts that each B,, is finely closed and f~ B, 
is empty imply that Q > 0 almost surely, and consequently X(Q) is in F 
almost surely on {Q < co}, E\ F being polar by assumption. 
The fact that e-t v(X,) is a right continuous supermartingale with respect 
to each Px implies that 
On the other hand 
Since y is bounded and T, -+ Q, the first term above approaches zero as 
n -+ co, while the second term is dominated by Ps(Q < S) = E”(@). But 
X(Q) is in F almost surely on (Q < co}, and v(y) = 1 if y is in F. Therefore 
E”(d) = &?{e-op(Xo)}. Combining this with the previous inequality 
yields 
li? ES{e-*n cp(X,)} = Ez(e-Q I}, 
and it is well known ([6, Prop. 5.21 or [1, L emma 2.3.21) that this last equality 
implies &r’s condition. Thus, invoking Sur’s Theorem there exists a con- 
tinuous additive functional A such that 
p)(x) = Ex 1, ct dA(t). 
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It remains to show that the fine support of A isF. Recall that p?(x) = ZP(e-*) 
where T = TF, and as usual let R = sup {t : A(t) = 0). We first note that 
PF$(x) = E”{e-$(X,)) = Ez(ecT) = v(x), 
since X, is in F almost surely on {T < co} and each point in F is regular 
for F. Also 
P&p(x) = E” ,z ect dA(t), 
and consequently 
s 
T 
EX ect dA(t) = 0 
0 
for all x. But this implies that T < R almost surely. On the other hand 
R=T+Ro8,on{T<R},andso 
P”[T < R] = P”[R o eT > 0; T < R] < Es[PXfT’(R > 0); T < co], 
For each y in F we have 
1 = &J) = EY 1: e-t dA(t) = Ey jr ect dA(t) 
= E”(e-R y(X,)) < Ey(ecR), 
since v < 1. Therefore Pu(R = 0) = 1 if y is in F, and hence Pz( T < R) = 0 
for all x. Thus R = T almost surely. By definition the fine support of A is 
(x : P”(R = 0) = l} an d consequently is the same as (x : P”( T = 0) = l> = F. 
This completes the proof of Theorem 3.1. 
3.2. REMARK. Using the notations of the previous theorem one can show 
easily that U,“l = q - (A - 1) U’p. See, for example, Theorem 2.1.2 of [l]. 
3.3. REMARK. An equivalent formulation of Theorem 3.1. is the follow- 
ing: Let(C) hold. If K is a compact subset of E such that K\ K’ is polar, 
then there exists a continuous additive functional A whose fine support is K’. 
3.4. REMARK. If F consists of a single point, or more generally is a finite 
set such that each x in F is regular for F, then without assuming that (C) 
holds one can show by a slight variant of the above argument that there 
exists a CAF, A, whose fine support is F and such that 
E%(e-TF) = Ex fin e-$ dA(t). 
<O 
See [7]. 
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4. C’AF’s WITH FINITE FINE SUPPORT 
The following theorem is analogous to a result of Motoo [8] (see also 
[I, Theorem 2,4.6]). 
4.1. THEOREM. Let A be a C’AF and suppose that its fine support, F, is 
countable. Let h > 0 be $xed and assume that uA’ :: GA’1 is finite, then a 
necessary and sujkient condition that a h-excessive function f have the repre- 
sentationf = U,“h with h a Borel measurablefunction on E satisfying 0 < h < 1 
is that f < U,“l and that 
f(x) - PtZf(x) < Ex j.1 e n~h dA(u) 
for all t and x. 
PROOF. Since the necessity of this condition is clear we proceed to the 
proof of its sufficiency. Using the condition one sees easily that g = uA” -f 
is h-excessive. Since uA n is a regular /\-potential (see [2] for the terminology) 
andf +g =“A, A it follows that both f and g are regular h-potentials. Hence 
there exist continuous additive functionals B and C such that f = U,‘l 
and g = U,“l and A = B + C. Thus if T is a stopping time 
0 <f(x) - P&x) = Ex 1: e--hu dB(u) < Ex J‘: e-hu dA(u). 
Let T(t) be the inverse of A, then A[T(t)] = t on {T(t) < co} and A(W) < t 
if T(t) = co, so that A[T(t)] < t in all cases. Hence 
0 <f(x) - P$,, f(x) < E” ji’“’ e-hu dA(u) d t 
Define 1” as in Section 2, that is, 
J”f(4 = E” jr e-pt e-AT(t) g(X,,,,) dt 
cc 
= 
I 
ePt P,^(,jg(x) dt. 
0 
In particular {Jp; p > 0} satisfies the resolvent equation and Jo = VA . 
Taking Laplace transforms in (4.2) we obtain 
for each p > 0. This clearly implies that ppf +f as p + co. Let 
47, = P[f - PJ”fl, th en using the diagonal procedure one can find a sequence 
(4.2) 
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{Pi} with pn -+ GO such that gJx) converges for each x in the countable set F. 
Define h(x) to be this limit if x is in F and h(x) to be zero if x is not in F. 
Clearly 0 < h < 1 and h is Bore1 measurable. 
Using the resolvent equation we obtain 
as n + 00. On the other hand Ua’(x, .) is concentrated on F for each x, 
and since {g,$} converges boundedly to h on F we find that UA’g,+ + U,‘h. 
Combining these facts yields Theorem 4.1. 
4.3. COROLLARY. Let A satisfy the hypotheses of Theorem 4.1. If there 
exist additive functionah B and C such that A = B + C, then B = hA with 
0 < h < 1, h Bore1 measurable. 
PROOF. First of all it follows that B and C must be continuous. Also 
UBh(X) - P,“~,A(~) = EX 11 e-Au dB(u) < E” it e-I“ dA(u), 
0 
and so Theorem 4.1 yields uB” = UAAh. Now the uniqueness theorem for 
CAF’s implies that B = hA. 
Let x0 be a point of E such that x0 is regular for {x0}, then, as remarked 
at the end of Section 3, there exists a continuous additive functional A,” whose 
fine support is {x0} and such that 
E” 
s 
me-t dAzO(t) = E”(e-T) 
” 
where T = Tl,,) . See [7] for a proof. The CAF, AZ0 , is called the local time 
at x0 . We have the following uniqueness result. 
4.4. THEOREM. Let x0 be as above. If A is a CAF withjne support (x0) and 
with jinite A-potential for some h 3 0, then A = bAzO where b is a positive 
constant.2 
PROOF. Let A, = AfO and define B = A + A, , then B has fine support 
{x,,} and finite h-potentral for some h > 0 (A, has bounded X-potential for 
any h > 0). Let Ua’(x, *) = c(x) co and Ui,(x, a) = d(x) co, so that 
uB’(x, .> = [c(x) + d(x)] E,, 
2 One can show by a more careful analysis that if A is a CAF with fine support 
{x,,} and such that A(t) is almost surely finite for each finite t, then A must have a 
bounded h-potential for any positive h. 
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where co is unit mass at x0. Also Corollary 4.3 implies that .d -fB and 
13, yz- RB with 0 <f, g < 1 and f(xO) + I = 1. Consequently 
U,“(x, dy) == UBA(x, dy),f(y) and hence C(X) == [c(x) +- d(x)]f(x,,). But 
0 <f(xo) < I since /l -7” 0 and A, f 0, and so C(X) :-. bd(.x) where 
b -f(a+J [l -f(~~)]-~’ :.- 0. Therefore TrA”(x, .) =m~ hC’iO(x, .) and so an 
application of the uniqueness theorem for CAF’s completes the proof of 
Theorem 4.4. 
Let F =;. {x1 , ..‘) xQ} be a finite subset of E such that each point of F is 
regular for F, which is clearly equivalent to requiring that xi is regular for 
{x,}, 1 < i < 71. Let Ai denote the local time at {xi}. Suppose that .4 is a CAF 
whose fine support is F and having finite h-potential for some X > 0, then if 
fi is the characteristic function of {xi} one has A = z3,“=lfiA. Butf,A = b,il i 
for suitable positive constants bi according to Theorem 4.4. Thus 
A = C,t, biAi for appropriate positive constants bi . Of course, each A, is 
only determined up to a multiplicative constant. Thus there is “essentially” 
only one CAF with F as its fine support. 
5. THE IMBEDDED PROCESS 
Let F = {x, , .*e, xn} and suppose that xi is regular for {xi} for each i. 
Let Ti = Tczij and Ai be the local time at {xi}. Let uih = lJA.1 be the 
h-potential of Ai , A > 0. Let A = C Ai so that Us’ = x uiA. Wi will now 
apply the results of Section 2 to A. First of all for each h > 0 define a matrix 
U,” by 
U,“(i,i> = Kf^(Xi, {x9}) = 5 Ui,(%, (%}> = U.i,(%, (3)) = %Yxi). 
(5.1) 
We will use the symbol U,, A both for the matrix introduced above and the 
operator on M(F) introduced in Section 2 which is just the operator induced 
by the matrix VAX on the finite dimensional space M(F). In the present case 
M(F) = C(F) and both are finite dimensional. According to Theorem 2.4, 
U,” is one-to-one on C(F) = M(F) and h ence in the present case the matrix 
U,^ is invertible. We define 
Q” = - (Ua”)-1, x > 0, 
As in Section 2 we introduce the semigroups (h > 0) 
Qtx%) = Jw~-?!T~,d 
(5.2) 
where T(t) is the inverse of A. Since X,ct) is in F almost surely on (T(t) < co}, 
(8:; t > 0} is a semigroup of operators on M(F) for each h >, 0, and we may, 
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and will, regard (8:; t > 0} as a semigroup of matrices. It follows from Theo- 
rem 2.4 that Qt^ + I as t -+ 0 for each h > 0. Explicitly 
Q&j) = E”i{e-A’(t); X[T(~)] = xj}, 
so that the matrix Qt ’ is Laplace transform of the joint distribution of I 
and X[T( t)] . 
The process X[7(t)] has the following intuitive description. Since I 
is in F almost surely on {7(t) < GO}, the process X[,(t)] is “just” the process 
X(t) “sampled” when it is in F. It is immediate that X[T(~)] is a Markov 
chain with state space F U {d} and we will call it the imbedded process (or 
chain). The joint process {X[T(~)], 7(t)} is an example of what Neveu [9] has 
called a process of type F. 
Returning now to the matrices Qtl\, we have that U,’ = Sr Qtdt if h > 0 
and Qt” + I as t --f 0. Moreover Q” = - (U,“)-l exists. It follows easily 
from these relations that Q> = etQ’. S ee, for example, [lo, Sections 9.4 and 
11.21. Also one can give a simple minded proof using exactly the same argu- 
ment as in the proof of Theorem 2.1 of [7]. Moreover 
Qt(i,j) = Pzi{X[T(t)] = xi} 
is a semigroup of sub-Markovian matrices such that Qt -+ I as t + 0. There- 
fore there exists a matrix Q such that Qt = eta. Indeed Q = limtlo t-r[Qt - I], 
and thus if Q = (qij) then qij >, 0 if i # j and qii < 0. 
5.3. PROPOSITION. Using the notation developed above 
PROOF. It is immediate from the definition that 0 < Qt < Qt and that 
Qt” 1 Qt as h 4 0. (Inequalities among matrices are elementwise.) If A0 > 0 
is fixed, then I - Qt <I - QtA <I - Qjo, 0 < h < A,. Choose to > 0 
such that (I I - Q”;; (I < (2n)-l and I/ I - Qt, I/ < (2%)-l where n is the 
cardinality of F, and if B = (bij) is a matrix 11 B 11 = supi Cj [ bij 1. These 
inequalities clearly yield /I I - QiO 11 < 4 if X < h, . Now it is easy to see 
(and also well known) that 
Q” = - t;’ 3 n-‘(I-Q;,)“, hdh,, 
n-1 
with a similar expression for Q. Therefore 
Q - QA = - to1 n- n-l[(I - QJ - (I - Q$‘l 
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if/\ < h, . It is now immediate using the bounded convergence theorem that 
Q”-+Q as A-0. 
One can now apply Neveu’s theory [9] of F processes to the process 
{X[,(t)], -r(t)} to obtain various interesting formulas. However we leave this 
task to the interested reader. We close this section with the following theorem 
on which the applications in Section 6 are based. 
5.4. THEOREM. Using the notation developed above let Ti’ be the jkt 
hitting time ofF \ {xi} by X, then 
p",[X(Ti') = xj] : - limqA(i") did -= 
n-0 q"(i, i) -p(i,’ 
i # j. Of course, the qA(i, j) are the elements of Q” and q(i, j) those of Q. 
PROOF. Fix i and let R = Ti’. Let Y, = X[-r(t)] be the imbedded Markov 
chain with state space F U (d}. Define H = inf (t > 0 : Y(t) # xi}. We 
will first show that H = R, PQ almost surely on {Y(H) EF). Since Y(t) 
has right continuous paths H is strictly positive and hence T(H) Z> 0 almost 
surely Pi. Also X[T(H)] = Y(H) is in F \ {xi} almost surely on {Y(H) E F}. 
Therefore R < T(H) < GO almost surely P”l on (Y(H) EF). Consider an w 
such that 0 < R(w) < 7NCwl (w). Since X, is in F\ {xi> on {R < GO}, it must 
be the case that R(w) is not in the range of u -j T,(W) and consequently R(w) 
is not a point of right increase of t + A(t, w). Thus 
(0 < R < T(H)} C u [A (R + ;, = A(R); R < 00 1 . 
?2 
Now 
Pxi [A (R + $1 - A(R) = 0; R < co] 
since X(R) is in F \ {xi) on {R < co>. Also P**(R = 0) = 0 and so it follows 
that R = T(H) < co almost surely Pxi on (Y(H) EF}. Moreover the above 
argument actually shows that R is a point of right increase of A almost surely 
P”* on {R < co}. Hence P”l almost surely on {R < m} one has {Y(H) EF}, 
and so (R < a> = {Y(H) EF) almost surely Pi. 
It is a standard fact in the theory of Markov chains that 
P”t[Y(ff) = XJ = - q(i,j) 
4th 2) 
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Therefore, in view of what was proved above, we obtain 
P”i[X(R) = Xj] = - g 
and recalling the definition of R and using Proposition 5.3 yields Theorem 5.4. 
6. APPLICATIONS 
In this section X will be a real valued Hunt process with stationary inde- 
pendent increments. Therefore as in well known 
where 
$cy) = imy + $ y2 + Js [I - eiyu - &] v(du) (6.1) 
with m a real number, o2 > 0, and Y a nonnegative measure satisfying 
JYrn x2( 1 + 2-l v(dx) < co. We assume that m = 0 and u2 = 0. In addition 
if I+G~ is the real part of # we assume that 
s m [A + &&x)]-1 dx <co (6.2) --m 
for all positive /\. Under assumption (6.2) each x is regular for {x} (see [7]). Let 
p(t, X, y) =,f(t, y - x) = ,& jym e-iz(Y-2) ebtllrtz) dz 
be the transition density of X with respect to Lebesgue measure and 
uyy - x) = jr 
1 cc 
e-At PC4 x, Y) dt = s s 
e-iz(Y-2) 
--m x + +(z) dz 
be the potential kernel for X. All these integrals exist absolutely under 
assumption (6.2). It was shown in [7, Sec. 31 that under the present assump- 
tions one can choose the local time AZ0 at x0 so that 
uyx, - x) = E” s me-At dA%(t) (6.3) 0 
holds for all x and h > 0. 
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Let F = {x1 , ..., xn} and let A, be the local time at X, subject to (6.3). 
Therefore if A = C Ai the matrix CiAn defined in (5.1) is given by 
U,“(i, j) = uyxj - Xi), (6.4) 
and the matrix Q” appearing in Theorem 5.4 is - (U,^)-l. We will now 
apply Theorem 5.4 to obtain some explicit formulas. 
6.5. THEOREM. Let a < b and let T be the jirst hitting time of the two 
point set (a, b}. In addition to (6.2) we assume either 
(9 J-ym Ih(r) dy < 00 
OY 
(ii) CIA(O) -+ 03 as X --t 0 and 
G(x) = lrn (1 - e+‘*) [4(y)]-’ dy 
--m 
(6.6) 
exists absolutely for each x. If (i) holds, then 
P”[X(T) = a] = 
H(0) H(a - x) - H(b - x) H(a - b) 
IIQO)~ - H(a - b) H(b - a) 
where 
while ;f (ii) holds 
e-iYzW(y)l-l 4,
p”[X(T) = a] = G(” - b, - G(a - ‘) + G(b - ‘1 
G(a - b) + G(b - a) 
where G is given by (6.6). 
PROOF. We confine our attention to case (ii) which is the most interesting, 
the argument in case (i) being similar but simpler. We apply the discussion 
preceding the statement of Theorem 6.5 to the three point set {a, b, x}. 
Inverting the matrix U, ’ in (6.4) and applying Theorem 5.4 we see that 
P”[X(T) = u] is given by 
I$ 
U(O) iY(a - x) - UA(b - x) UA(a - b) . 
+ U~(0)z - UA(a - b) UA(b - a) 
But under assumption (ii), U’(0) - VA(z) ---f (1/27r) G(z) as X -+ 0 for each z. 
Combining this with the fact that UA(0) - co as X -+ 0 yields 
UA(z) [U”(O)]-l + 1 as h --f 0 for each z. Using these facts the limit above 
is easily evaluated and yields Theorem 6.5. 
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6.7. &MARK. Note that 
and since the function in square brackets is integrable the Riemann-Lebesgue 
lemma implies that 
6.8. COROLLARY. Let X be a stable process of index 01 > 1, that is, 
$(Y) = - I Y Ia [l + 8 w (Y) tan y] 
where 1 < 01 < 2 and - 1 < /3 < 1, then using the same notations as in 
Theorem 4.5. 
where 
p(x) = (b - .)D-1 + 1 x - b 1=--l - 1 x - a jar-l 
and 
p(x) = (b - a)“-l - sgn (b - x) 1 x - b 1=-l + sgn (u - x) ( x - a la--l. 
PROOF. It is immediate that X satisfies condition (ii) of Theorem 6.5. 
Thus we must compute G for the given 4. A straightforward computation 
yields 
43 w (4 - 11 
G(x) = (1 + h2) r(cr cos (742) ’ x “-I 
where h = /3 tan (742). Substituting this expression for G into the formula 
in Theorem 6.5 leads immediately to the conclusion of Corollary 6.8. 
6.9. REMARK. A sketch of the graph of x -+ P[X( T) = a] is instructuve. 
6.10. REMARK. Suppose X is symmetric, that is, /3 = 0, and let a = - 1, 
b = 1; then the probability that X hits { - l} before (1) starting from x is 
given by 
p&) = 2a-’ + ’ x - 1 la--l - / x + 1 la-1 
2= 
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In [l l] it was shown that the probability that X hits (- co, - 1] before 
[l, co) is given by 
/ 
1, X<--1 
$&) = 2lV(,) [r (+)]-’ j: (1 - U2)(+-1 du, - 1 < X < 1 
0, x2 1. 
As one would expect these expressions agree if and only if (Y = 2. Note 
that p, is correct when 01 = 2, although the derivation of p, given here is 
valid only if 1 < a: < 2. Of course, the whole problem is trivial when 01 = 2. 
One can now amuse oneself by computing various explicit formulas as 
corollaries of Theorem 5.4. We mention one more example. Let X be a 
symmetric stable process on the real line with index a, 1 < 01 < 2. Let T 
be the first hitting time of the three point set {- 1, 0, l}, then 
1 1 + x /a-l + i 1 
- 
x j---l 
- 
P[X(T) 0] 2 1 
x 
/a-l + 2 
- 
2-l = = 4 - p-1 9 
291 + 1 X Ia-1 - ) 1 + X ja-11 
- - P”[X(T) l] -- i - X 2[1 1 Ia-1 I 1 + x la-11 I = = 
2a-1[4 - 2a-11 
and P[X(T) = - l] is obtained from the last expression by symmetry. One 
can sketch these probabilities as functions of X; in particular for 1 x / large 
the probabilities of hitting - 1, 0, or 1 first are given approximately by 
1, 2 - T-l, and 1 divided by 4 - 2”-l respectively. It is perhaps interesting 
that starting from a large positive x the process is more likely to enter the 
set { - 1, 0, l} at - 1 than at 0. 
NOTE ADDED IN PROOF. Of course, (2~)~1 G, where G is given by (6.6), is just the 
“potential kernel” for the recurrent process X. It is clear that the second conclusion 
of Theorem 6.5 is valid whenever limn+a [Uh(O) - UA(x)] exists if we call the limit 
(277-l G(x). It is also easy to see that if g(x, y) is the Green’s function (potential 
kernel) for X “killed” when it first hits zero, then 
27rg(x, y) = G( - x) it G(y) - G(y - x). 
These formulas should be compared with those obtained by Spitzer for recurrent 
random walks. See 1121. 
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