There has been extensive research on the problem of stochastically generating daily rainfall sequences for use in water management applications. Srikanthan and McMahon [1] showed that the transition probability matrix (TPM) model performed better than alternative models, however a shortcoming of the TPM model is the consistent underestimation of the variances of the simulated monthly and annual rainfall. Boughton [2] proposed an empirical adjustment to match the observed annual standard deviation. Even though this adjustment improves the variability in the annual rainfall, the model underestimates the variability in the annual number of wet days. Recently, Harrold et al. [3, 4] proposed nonparametric models for the generation of daily rainfall occurrences and rainfall amounts on wet days. By conditioning on short, medium and long-term characteristics, this approach was able to preserve the variability at several timescales. In this study, the above two approaches were used to generate daily rainfall data for Melbourne and Sydney, and the results evaluated. Both approaches preserved most of the daily, monthly and annual characteristics that were compared. However, the nonparametric approach was able to preserve the variability and persistence in the annual number of wet days.
INTRODUCTION
This study compares two rainfall generation approaches that attempt to ensure an appropriate representation of variability at multiple (daily, seasonal, annual and longer) time scales, with the aim of generating sequences that can be used as inputs in agriculture or catchment simulation models where longer-term variability is of great importance. The two models studied are the transition probability matrix (TPM) model (Srikanthan and McMahon, [1] ), a widely used approach in Australia for stochastic generation of daily rainfall, and the Rainfall Occurrence and Rainfall Amounts Generator (ROG+RAG) of Harrold et al [3, 4] . Both the TPM approach and the ROG+RAG approach are used to stochastically generate daily rainfall data for Melbourne and Sydney in Australia, using a number of daily, monthly and annual characteristics to compare and illustrate the benefits and deficiencies in either approach.
TRANSITION PROBABILITY MATRIX MODEL
The transition probability matrix (TPM) model was first used by Haan et al. [5] . They employed a uniform distribution for each of the wet states except for the last, for which an exponential distribution was assumed. Srikanthan and McMahon [1] modified this by using a linear distribution to the intermediate states and Box-Cox transformation for the largest state. The TPM model used in this study is a variation of the algorithm developed by Srikanthan and McMahon. The rainfall amount of the last state is modelled by a shifted Gamma distribution instead of the Box-Cox transformation used in the original model. An empirical adjustment factor (Boughton, [2] ) is incorporated to preserve the standard deviation of the annual rainfall.
In the TPM model, the seasonality in occurrence and magnitude of daily rainfall are taken into account by considering each month separately. The daily rainfall amounts are divided into a number of states, up to a maximum of seven. State 1 is dry (no rainfall) and the other states are wet.
The shifted Gamma distribution is used to model rainfall amounts for the last state, while a linear distribution is used for the intermediate states.
The transition probabilities are estimated from
where f ij (k)= historical frequency of transition from state i to state j within month k, and C= the maximum number of states.
The Gamma distribution parameters are obtained by the method of moments. As the rainfall is simulated assuming an order 1 Markovian dependence structure, any low frequency variability, if present, is not possible to be represented in the generated sequences. Consequently, variability at annual or longer time scales may be underrepresented. The limitation can be addressed by adopting an empirical adjustment factor (F) to match the observed standard deviation of the annual rainfall (Boughton, [2] ). The generated daily rainfall in each year is multiplied by the ratio φ i :
where M is the generated mean annual rainfall, T i , the generated annual rainfall for year I, and F is an adjustment factor defined as:
s g and s h are the standard deviations associated with the generated and historical annual rainfall series.
To use the above method, the user needs to first generate the daily rainfall series based on the estimated transition probabilities, then estimate the mean and standard deviation of the generated annual series, which enables estimation of the correction ratio φ, and the transformation of the generated series to have an annual variance equivalent to what is observed. However, while simple in its construction and use, the approach for correcting for the annual variance is limited in its representation of the variability in the rainfall occurrence process. Hence, if variability in the annual rainfall is more a result of variability in the number of wet days per year and less a function of the amount of rainfall on each wet day, the simulations are unable to represent the nature of the variability present. In such a situation, the sequences will generally have a greater amount of rainfall on each wet day and relatively unvarying number of days on which rain occurs throughout the year. This is likely to have an impact on any agricultural simulation study the sequences are used for.
NONPARAMETRIC MODEL
The ROG+RAG models of Harrold et al. [3, 4] approaches the rainfall simulation problem in two stages. The main novelty is their ability to generate long-term persistence in the simulated series. Some of the differences in these models as compared to other rainfall generation approaches are: 1. The use of a "moving-window" approach (Rajagopalan et al., [6] ; Sharma and Lall, [7] ) to represent smooth variations across seasonal boundaries. Conditional simulation of rainfall occurrence or amount uses a sample made up of values of the 15 days (for ROG) or 31 days (for RAG) centered on the day being simulated. Hence, the ROG simulation for February 1 is based on the conditional probability density being estimated from a sample of all values falling between January 24 and February 8 of all years of record. Note that the approach followed in the TPM provides a more abrupt transition from one month to the next. 2. The use of indicators of long-term persistence that enables an appropriate representation of variability at longer time scales. The specific predictors considered are discrete indicators of the wetness state of rainfall aggregated over the past season (90 days), year (365 days) or a period extending to the past 3 or 4 years. 3. The use of a nonparametric framework. ROG uses a k-nearest neighbour approach (Lall, et al. [8] ; Sharma and Lall, [7] ). RAG uses kernel density estimation methods (Sharma et al., [9] ; Sharma and O'Neill, [10] ). 4. Consideration of rainfall on solitary wet days, and the first and last days of a wet spell as separate classes to be modelled. Harrold et al. [4] denote these classes (solitary wet days, first day of spell, last day of spell, and in-between days) as 0, 1a, 1b and 2.
Readers are referred to Harrold et al. [3, 4] for details on the ROG and RAG simulation algorithms used. 
RESULTS
One hundred replicates, each of length 125 years were generated for Melbourne and Sydney, using both the TPM and ROG+RAG models. The number of states used in the TPM model for Melbourne and Sydney are 6 and 7 respectively for all the months. Daily, monthly and annual statistics were estimated from the replicates and averaged. The average values are used to evaluate the models.
Daily Statistics
Comparison of the historical and daily statistics is presented in Figures 1 and 2 . Both models preserved the moments of daily rainfall (Figure 1) , mean rainfall on different types of wet days, the number of wet days, maximum daily rainfall, correlation between rainfall depth and duration, and mean and standard deviation of the dry and wet spells. The skewness of the dry and wet spell lengths were not preserved by both the models. It can also be seen from Figure 2 that that the nonparametric model preserved the correlation between daily rainfall on class 2 wet days, while the TPM method did not preserve for all the months. This is the main difference in performance between the two approaches with regard to daily statistics. Figure 2 . Comparison of the correlation between rainfall depths for class 2 wet days for the historical and generated data
Monthly Statistics
Comparison of the historical and generated monthly statistics is presented in Figure 3 . Both models preserved all the parameters.
Annual Statistics
Comparison of the historical and generated parameters of annual rainfall is given in Table  1 . All the parameters of annual rainfall have been preserved satisfactorily, with two exceptions. The TPM method overestimates the mean annual rainfalls by 2-3%. This is consistent with the results of Zhou et al. [11] , who tested the TPM model at 21 locations. Zhou et al. also showed that the TPM approach does not reproduce annual lag-one autocorrelations that are significantly different from zero. The lag one autocorrelation coefficients are not reproduced here by either TPM or ROG+RAG. Again, the ROG+RAG approach seems to be able to produce higher correlations than the TPM approach. The mean, standard deviation and the lag one autocorrelation coefficient of the annual number of wet days are given in Table 2 . Only the mean number of annual wet days has been preserved by both the models. The TPM model failed to preserve the standard deviation and the lag one autocorrelation coefficient of the annual number of wet days while the ROG+RAG model preserved both. This is to be expected as the ROG+RAG model took account the wetness state of the medium to long term period in determining the occurrence of rainfall whereas the TPM model was entirely dependent on the state of the previous day. 
CONCLUSIONS
The transition probability matrix (TPM) model to generate daily rainfall and the nonparametric rainfall occurrence and amount generators (ROG and RAG) were compared using data from Melbourne and Sydney. Some of the interesting conclusions that emerged from this comparison include: 1. Both approaches appear capable at simulating correctly all statistics at daily and monthly time scales. The correct representation of daily statistics is to be expected as both approaches assume Markovian order one dependence in their formulation (ensuring appropriate representation of day-to-day variations). While the TPM estimates parameters as constant for each month, neither model is structured to reproduce well the behaviour of the monthly aggregated rainfall series. A strong performance here is a strong validation test for both methods. 2. There is a downward bias in the representation of the monthly cross correlation in the results for both models. This bias is smaller in case of the ROG+RAG approach, whereas the correlations appear to be simulated equal to zero for the TPM model. It must be pointed out here that neither model explicitly aims to preserve correlations between one month and the next, and also the magnitude of the correlations in all cases analysed are small (less than 0.3). 3. While the TPM results indicate an accurate representation of the important moments of the generated annual rainfall, the representation of the annual number of wet days and correspondingly, the amount of rainfall on each wet day are strongly biased. This is a result of the use of a correction factor that inflates the daily rainfall so as to ensure that the variability is properly represented at the annual scale. All this does is to increase the rainfall amount on each wet day, with an assumption in place that the number of wet days does not vary from a dry year to a wet year. The use of aggregate conditioning variables ensures that annual level characteristics of both the rainfall amount as well as the number of wet days per year is accurate in the simulations from the ROG+RAG approach.
