正則および非正則な統計モデルにおける推定量の性質 by 伊木 芳暁
修 士 論 文 の 和 文 要 旨 
 
研究科・専攻 電気通信大学大学院 電気通信学研究科 システム工学専攻 博士前期課程 
氏    名   伊木 芳暁 学籍番号    0935002 
論 文 題 目  正則および非正則な統計モデルにおける推定量の性質 
 要  旨 
正則モデルとは一般に，密度関数の母数に関するある種の微分可能性をもつモデルのことをい
う．しかし，正則モデルの定義における正則条件は文献によって多少の違いがある（[2])．そこで
本論ではまずモデルの正則性の定義を厳密に行った．具体的には，確率測度間に距離を導入し，
その滑らかさという性質を使って正則性を定義した．また正則な統計量の概念を導入し，正則な
モデルにおけるクラメール・ラオの不等式に解釈を与えた．通常，クラメール・ラオの不等式は
不偏推定量の分散の下限を表す不等式として解釈されるが，本論では見方を変え，不等式の左辺
を有効性とし，フィッシャー情報量を有効性の上限として解釈した．さらに一般の統計量の感度，
有効性に関して統計量が独立で同一の分布に従う確率変数の和であるとき，標本数を増大させた
ときの感度比率と有効比率の関係を考察した． 
次に非正則モデルを考えた．非正則モデルにも様々なタイプのモデルが存在するため，個々に
対応する必要がある．本論では２つの非正則モデルに関して，推定量の性質を考察する． 
正則モデルではフィッシャー情報量が有限であることが前提であった．そこで非正則モデルの
一つとして，フィッシャー情報量が発散する分布族を扱った．このとき，不偏推定量の分散の下
限が局所的に 0 となることを回帰モデルの例を通じて確認した． 
もう一つの非正則モデルとして，密度関数の台が位置母数に依存する分布族を扱い，位置母数
の一致推定量のオーダーを考察した．まず位置母数の一致推定量のオーダーに関する必要条件を
情報量を用いて表した．この必要条件を用いることで，位置母数の一致性のオーダーを求めるこ
とができる．次にこのモデルの場合，台の端点での密度関数の形状によって，一致性のオーダー
が変わり，    だけでなく， 
 
          ，        のオーダーの推定量が得られる．この場
合，最尤推定量の一致性のオーダーは必ずしも    でないことを確認した． 
本論では，正則モデルに関しては文献 [1] と [2] を，非正則モデルに関しては文献 [3] と [4] 
を参考にした． 
 
