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Abstract
We consider the vertex coloring problem, which can be stated as the problem of minimizing the number of labels that can be
assigned to the vertices of a graph G such that each vertex receives at least one label and the endpoints of every edge are assigned
different labels. In this work, the 0–1 integer programming formulation based on representative vertices is revisited to remove
symmetry. The previous polyhedral study related to the original formulation is adapted and generalized. New versions of facets
derived from substructures of G are presented, including cliques, odd holes and anti-holes and wheels. In addition, a new class of
facets is derived from independent sets of G. Finally, a comparison with the independent sets formulation is provided.
© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
Given a positive integer k, a coloring (or, more precisely, a k-coloring) of a graph G is an assignment of labels from
the set {1, . . . , k} to the vertices of G so that each vertex receives at least one label and the endpoints of every edge are
assigned different labels. A label is alternatively called a color and the set of vertices that share a single color, a color
class. The vertex coloring problem is deﬁned as the problem of ﬁnding the minimum number of labels (G), known
as the chromatic number of G, such that G admits a (G)-coloring.
The approach of formulating the problem as a 0–1 integer program has gained considerable attention lately, as
can be seen in several recent works [1,4,5,7]. When efﬁcient implementations of these formulations are considered,
questions like symmetry reduction, decomposition and cutting should be addressed [8,3]. In this work, we investigate
the polytope associated with the formulation proposed in [1], which will be called the representatives formulation.
Indeed, this formulation is modiﬁed to remove symmetry and new versions of facets derived from the substructures
considered in the original paper (cliques, odd holes and odd anti-holes) are presented. Also, one class of facets is
generalized to include other structures of G (odd wheels, for instance). In addition, besides the structures considered in
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[1], we show a new class of facets derived from independent sets of G. Finally, a comparison with the formulation used
in [7] is provided, indicating that this formulation can be seen as the master problem associated with the Dantzig–Wolfe
decomposition [9] of the asymmetric representatives formulation considered in this paper.
Throughout this paper, we will be mostly using notation consistent with what is generally accepted in graph theory
and integer programming. Even though, let us set the grounds for all the notation used from here on. The graph
G = (V ,E) is assumed to be simple and connected. The complement of G is written as G¯ = (V , E¯). Denote by n the
cardinality of the vertex set V, by m the cardinality of E and by m¯ the cardinality of E¯. The edge deﬁned by vertices u
and v is denoted by uv. Let S ⊆ V . The subgraph of G induced by S is denoted by G[S]. We will use S + v and S − v,
respectively, to stand for S ∪ {v} and S\{v}.
Two vertices u and v are adjacent, in G, if uv ∈ E. We will use N(u) = {v ∈ V |uv ∈ E} to be the neighborhood of
u and N¯(u) = V \(N(u) ∪ {u}) to be the anti-neighborhood of u. An orientation of G is a mapping  : E → V such
that (uv) ∈ {u, v}. Deﬁne the out-neighborhood of u by N+(u)= {v ∈ N(u)|(uv)= v} and the in-neighborhood to
be N−(u)={v ∈ N(u)|(uv)=u}. If an orientation is given for G¯, the out- and in-neighborhoods in G¯ can be deﬁned
similarly and be denoted by N¯+(u) and N¯−(u), respectively. This notation can also be extended from (u) to [u] by
including u in the set.
A vertex u is said to be universal if N¯(u)= ∅ or dominated if N(u) ⊆ N(v), for some other vertex v of G. It should
be noted that (G[V − u]) = (G) − 1 if u is universal, and (G[V − u]) = (G) if u is dominated. Thus, we assume
in the rest of the paper that G has neither universal nor dominated vertices.
The results mentioned above are presented in the following four sections. In Section 2, we state the asymmetric
version of the representatives formulation. The facets described in [1] in the symmetric case are revisited in Section
3 and in Section 4, this time for the asymmetric formulation. We rename these facets external and internal. External
facets are discussed in Section 3, whereas internal facets are revisited in Section 4. Still in this section, we present new
facet deﬁning inequalities. Section 5 is devoted to a comparison between the asymmetric representatives formulation
and the independent sets formulation used in [7]. We close the paper with some concluding remarks in Section 6.
2. Representatives formulation
A coloring of G can be viewed as a family W1, . . . ,Wk of k(G) independent sets of G, each independent set
Wi in the family deﬁning the color class associated with color i. In this vein, we use the following model to represent
a coloring. For each color class Wi , exactly one vertex v ∈ Wi is chosen to be the representative of the color i. The
vertices inWi are said to be represented by v. To describe such a situation, deﬁne a binary variable xuv , for all u ∈ V and
v ∈ N¯ [u], with the following interpretation: xuv =1 if, and only if, u represents the color of v. To write the formulation
in mathematical terms, we adopt the notation x(u,H)=∑v∈Hxuv and x(H, u)=∑v∈Hxvu, for any H ⊆ N¯ [u]. If H
is a single vertex v or the endpoints of an edge vw, then we may write x(u, v) or x(u, vw), respectively.
A vector x that comprises all the binary variables deﬁned above (those associated with all pairs of non-adjacent
vertices of G) is an incidence vector of a coloring of G if, and only if, for all u ∈ V ,
x(N¯ [u], u)1 and x(u, vw)x(u, u) for every edge vw of G[N¯(u)]. (1)
The ﬁrst inequality indicates that each vertex u ∈ V must be represented either by itself or by some vertex in its
anti-neighborhood. Since the endpoints of every edge must be assigned distinct colors, inequalities of the second type
assure that they have distinct representatives. An incidence vector that minimizes the number of colors
∑
u∈V xuu is an
optimal coloring of G. This is the representatives formulation proposed in [1].
This formulation admits symmetric solutions since, in a k-coloring W1, . . . ,Wk , any of the |Wi | vertices in Wi can be
the representative of the color i. In order to break the symmetry of the formulation, an order ≺ is deﬁned on the vertices
and we establish that the representative of a color is the minimal vertex of the sub-order induced by the corresponding
independent set. This means that if u and v are vertices such that u ≺ v, then v cannot represent the color of u. So, xvu
is set to 0. The order ≺ induces an orientation of G¯ where each edge vw is oriented from v to w if v ≺ w, and on the
other direction otherwise. Based on this orientation, in addition to the sets of out- and in-neighbors, we write G−(v)
instead of G[N¯−(v)] and G+(v) for G[N¯+(v)].
Being acyclic, the orientation of G¯ produces two special non-empty subsets of vertices, namely
S = {s|N¯−(s) = ∅} and T = {t |N¯+(t) = ∅}.
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A member of S is called a source, whereas the term sink is employed to every member of T. Notice that both G[S] and
G[T ] are cliques. Also, we can assume that ≺ is such that the clique G[S] is maximal. In particular, a vertex u in S
cannot be represented by any vertex, which leads to xuu = 1 and∑u∈V xuu =∑u∈V \Sxuu + |S|. Using this equality





xuu + |S|, (2)
where P(G) is the convex hull of the points x ∈ {0, 1}n+m¯−|S| such that, for all u ∈ V \S,
x(N¯−[u], u)1 (3)
and, for all u ∈ V \T and for all K ⊆ N¯+(u), that induces either a clique of size 2 or a maximal clique of size 1 in
G+(u):
x(u,K)yu where yu = 1 if u ∈ S and yu = xuu otherwise. (4)
We will refer to (2)–(4) as the asymmetric representatives formulation. Regarding the polytope associated to this
formulation, the following facts can be proved with essentially the same arguments used in [1].
Theorem 1. P(G) is full dimensional, i.e., dim(P (G))= n+ m¯− |S|. Moreover, the following inequalities are facet
deﬁning for P(G):
(1) xuu1, for each u ∈ V \S,
(2) xuv0, for each u ∈ V \T and v ∈ N¯+(u) such that |N¯−(v)|2,
(3) xuu0, for each u ∈ T ,
(4) x(N¯−[u], u)1, for each u ∈ V \S.
The following two sections are devoted to prove some facet deﬁning inequalities of P(G) of the type ′x′. To
prove that the face F ′ = {x ∈ P(G)|′x = ′} deﬁnes a facet of P(G), we take a facet F = {x ∈ P(G)|x = } of
P(G) that contains F ′ and we show that there exists an a ∈ R such that  = a′ and  = a′. For details about this
proof technique, we refer the reader to [9]. A basic property which is used in our developments is the following. By
the deﬁnition of P(G), each entry of x is indexed by an ordered pair uv of G, which consists of two vertices v ∈ V \S
and u ∈ N¯−[v]. Consequently, every point in P(G) can be written as a linear combination of the incidence vectors of
ordered pairs of G. The incidence vector euv ∈ {0, 1}n+m¯−|S| of an ordered pair uv is a vector whose entries are indexed
by the ordered pairs of G in which the entry indexed by uv is the only non-zero entry.
3. External facets
The facet deﬁning inequalities described in this section involve a vertex u and subset H of N¯+(u), as depicted in
Fig. 1. The intuition behind these inequalities comes from the fact that H , the size of a maximum independent set
of G[H ], is also the maximum number of vertices in H that can be represented by u. A valid inequality is, then,
Fig. 1. Vertex u can only represent one color in H.
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Fig. 2. Some subgraphs satisfying property (2). Safe edges are indicated with gray lines. (a) Clique, (b) odd hole, (c) odd anti-hole, (d) centered
wheel and (e) wheel.
∑
v∈H (1/H )xuvyu. Actually, it can be strengthened if, for every v ∈ H , the coefﬁcient of xuv is replaced by 1/v ,
where v denotes the maximum size of an independent set, of G[H ], that contains v. This leads the inequality to be
facet deﬁning in certain cases, whose description uses some special terms associated with H, deﬁned next. An edge vw
is said to be safe if there exist two independent sets Wv and Ww, both of G[H ] and of size , such that
Wv\Ww = {v}, Ww\Wv = {w} and z = , ∀z ∈ Wv ∪ Ww. (5)
Observe that vw being safe implies that v = w and, by transitivity, two vertices v′ and w′ connected by a path of
safe edges have v′ = w′ . In other words, v = w if v and w are two vertices in a same connected component of
Gsafe = (H,Esafe), where Esafe stands for the set of safe edges of G[H ]. A generalization of the independent set
inequality described in [1], which also strengthens (4), is given next.






is valid. Moreover, it is facet deﬁning if the following properties hold:
(1) G[H ] is H -maximal in G+(u), which means that if N¯+(u) ⊇ H ′ ⊃ H , then H ′ > H .
(2) Every connected component of Gsafe contains an independent set W such that |W | = v , for every vertex v ∈ W .
It is worth remarking that property (2) holds for many subgraphs that are strongly related to the vertex coloring
problem, namely cliques, odd holes, odd anti-holes and wheels (see Fig. 2).
Proof. Consider u ∈ V \T , H ⊆ N¯+(u) and an incidence vector x of a coloring of G. If u is not a representative
vertex in x, then, by (4), the left-hand side of the external inequality associated with u, H and x is null, implying that the
inequality is valid. Otherwise, assume that u is a representative, which means that yu = 1. It turns out that the vertices















It follows that the external inequality is also valid when u is a representative.
Now consider that properties (1) and (2) hold for u and H, and let us show that F ′ = {x ∈ P(G)|∑v∈H (1/v)xuv =






We start showing the zero entries. Consider the entries wz and zz of , where z ∈ V \S and w ∈ N¯−(z). Let W be
a maximum independent set of G[H ]. Since v = |W |, for all v ∈ W , we have X(u,W) ∈ F . If w = u, the vectors
X(u,W) and X(u,W)+ ewz ∈ F prove that wz =0. They also prove the same result when w=u and z /∈H , in which
case we need W + z to be an independent set of G. Property (1) ensures that such a W exists. Now assume that z = u.
If z /∈H , we have X(u,W) + ewz ∈ F , as before. This together with X(u,W) + ewz − ezz shows that zz = 0. In the
case when z ∈ H , let Wz be an independent set of G[H ] containing z such that v = |Wz|, for all v ∈ Wz. Such a Wz
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exists either by property (2) or by condition (5), depending on whether z is isolated in Gsafe or not. So, both X(u,Wz)
and X(u,Wz) − ezz are in F, which proves zz = 0.
Let us turn our attention to the non-zero entries of . Let z ∈ H and denote by C the connected component of
Gsafe that contains z. Let z′ ∈ H and assume initially that zz′ is a safe edge. Choose independent sets Wz and Wz′
satisfying condition (5). Then, X(u,Wz) and X(u,Wz′) belong to F, which implies that uz = uz′ . This result extends
to all vertices in C. Finally, choose an independent set W of C satisfying property (2), which yields X(u,W) ∈ F .
If u ∈ S, then  = (∑v∈V \Sevv +∑v∈Weuv) =∑v∈Wuv = zuz, that is, uz = /z. Otherwise, u ∈ V \S and
X(u,W)+eru and∑v∈V \Sevv +eru −euu, for any r ∈ N¯−(u), belong to F. Hence, we get∑v∈Wuv =−uu, leading
to uz = −uu/z and completing the proof of the theorem. 
4. Internal facets
In contrast with the inequalities of the previous section, we analyze next inequalities derived from the maximum
number of vertices of some structure induced by a set H ⊆ V that can be represented by vertices inside H.
4.1. Odd holes and anti-holes
The asymmetric version of the chromatic number inequality of [1] is given next. The proof presented below is
considerably different from that in [1]. Let SH be the set of minimal vertices in the sub-order induced by H ⊆ V . Note
that SH is the set {s ∈ H |N¯−G[H ](s)= ∅}, which might not be related to S, the set of source vertices of G. Still, observe
that (G[H ]) is the minimum number of colors needed to color G[H ] in G and, since SH is a clique, there must be
exactly |SH | colors in G[SH ]. Therefore, there must be at least (G[H ])− |SH | colors in H\SH . Among these colors,∑
v∈H\SH x(v, v) are represented by vertices in H\SH and the others are represented by vertices outside H. Thus, we
obtain the following result.
Theorem 3. If H ⊆ V , then the internal inequality∑
v∈H\SH
x((N¯−(v)\H) + v, v)(G[H ]) − |SH | (7)
is a valid inequality for P(G). In addition, the internal inequality is facet deﬁning if H induces an odd hole or an odd
anti-hole in G.
Proof. In any coloring of G, each color appearing in H that does not occur in SH adds at least 1 to the left-hand side of
the inequality. Since SH is a clique and at least (G[H ]) colors are necessary to color G[H ], this inequality is valid.
Let H ⊆ V be such that G[H ] is an odd hole or anti-hole. Let F ′ = {x ∈ P(G)|x satisﬁes (7) at equality}. For each
case that occurs in the proof, we proceed by choosing a coloring W = {W1, . . . ,Wk} of G using k(G) colors such
that ∪1 i(G[H ])Wi =H and, for all (G[H ])< ik, Wi ={v}, with v ∈ V \H . Notice that, for any such k-coloring
W, its incidence vector XW belongs to F ′. Since G[H ] is (G[H ])-critical, for each v ∈ H we can choose a particular
of these colorings W, to be denoted by Wv , such that W1 = {v}.
To show the zero entries of , take v ∈ V \S and u ∈ N¯−(v) such that u ∈ H or v /∈H\SH . The colorings used in
these cases are illustrated in Fig. 3. If u ∈ H , choose XWu and XWu + euv , both in F, to prove that uv = 0. In the
case that u /∈H and v /∈H\SH , choose any of the colorings W, or speciﬁcally W = Wv if v ∈ SH . The vectors XW,
XW + euv and XW + euv − evv , all in F, prove that uv = vv = 0.
For the non-zero entries of , let v ∈ H\SH and u ∈ N¯−(v)\H . The vectors XWvand XWv + euv − evv , both in F,
show that uv = vv . To prove the remaining equalities between the non-zero entries of , we separately consider the
cases where G[H ] is an odd anti-hole or an odd hole. In the ﬁrst case, consider w ∈ H\SH with v ≺ w and vw ∈ E¯.
Also, take z ∈ N¯−(v)∩H .Notice that, as illustrated in Fig. 4(a), Wz contains the color classes {z} and {v,w}, implying
that XWz and XWz −evv −evw +eww +ezv are in F. These vectors and the fact that vw =zv =0 yield that vv =ww.
Moreover, this equality extends to all vertices lying in the same connected component of G¯[H\SH ]. Now consider
two connected components C1 and C2 of G¯[H\SH ] which are consecutive in the hole G¯[H ]. Then, there is s ∈ SH
connecting C1 and C2. Let v ∈ C1 and w ∈ C2 such that sv, sw ∈ E¯. Using a similar argument, we can use the vectors
XW
v (illustrated in Fig. 4(b)) and XWv − evv − esw + eww + esv , both in F, to show that vv = ww.
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Fig. 3. Colorings used to show the zero entries when H induces an odd hole or an odd anti-hole. (a) Wu with u ∈ H and (b) Wv with u ∈ H and
v ∈ SH .
Fig. 4. Colorings used to show the non-zero entries when H induces an odd anti-hole. (a) Wz and (b) Wv .
Fig. 5. Colorings used to show the non-zero entries when H induces an odd hole. W1 = {v} and W2 is the color class of v1. (a) v ∈ H2. W3 is the
color class of v2 and (b) v ∈ H1. W2 is the color class of v2.
Now assume that H induces an odd hole. Let v1 ≺ v2 ≺ v3 be the three smallest vertices of H with respect to ≺. For
each v ∈ H − v1, denote by W1 = {v}, W2 and W3 the three color classes of Wv , W2 being the one that contains v1.
We have that W2 contains one of the adjacent vertices of v and W3 contains the other one. Let us partition H\{v1, v2}
into two subsets H1 and H2 that induce an odd path and an even path, respectively. Notice that only H1 may be empty.
First, we show that all vv in each subset are equal. For subset H2, we use the fact that v2 ∈ W3 in the coloring Wv , for
any v ∈ H2. For an example, see Fig. 5(a). Thus, for two distinct vertices v,w ∈ H2, the vectors XWv and XWw show
that vv = ww, since v1 and v2 always represent the color classes W2 and W3, respectively. If H1 = ∅, which means
that v2 ∈ SH , the proof is complete.
Otherwise, let v ∈ H1. Notice that v2 ∈ W2 in XWv , as shown in the example of Fig. 5(b). Now we can ﬁnd a
coloring W′ that, together with Wv , proves that vv = v2v2 . If vv2 ∈ E, W′ is obtained by interchanging v2 and v in
Wv . Otherwise, W′ is derived from Wv by adding v2 to W1. If H2 ={v3}, the proof is complete as v3 ∈ SH . Otherwise,
we still have to consider two cases with respect to the minimum vertex v of H1. If there is w ∈ H2 such that v ≺ w, the
colorings Ww and W′, which adds v to W1 in Ww, imply that vv = ww. In the complementary case, H2 must include
v3 and two other vertices. Let u,w, with u ≺ w ≺ v, be the endpoints of the path G[H2]. Thus, in Wv , we have that
M. Campêlo et al. / Discrete Applied Mathematics 156 (2008) 1097–1111 1103
Fig. 6. Situations associated with conditions of Fact 4. (a) v0 and f (v0) are representatives, (b) v0 represents all vertices in H0, including f (v0),
and (c) a vertex outside H0 is the representative of the color class of f (v0).
W1 = {v}, {v1, v2} ⊂ W2 and {u,w} ⊂ W3. Therefore, Wv and the coloring obtained by transferring w to W1 show
that vv = ww. In any case, we get an equality between the entries indexed by H1 and those indexed by H2 + v2. This
completes the proof. 
4.2. Independent sets
A new class of facet deﬁning inequalities emerges from the following observation, illustrated in Fig. 6.
Fact 4. Let H0 ⊆ V \S be an independent set of G with |H0|2. Let v0 be the minimal vertex of H0 with respect to ≺
and f (v0) be any vertex in H0 − v0. Then, it follows from inequalities (3) that one of the following conditions holds
for any coloring of G:
(1) H0 contains at least two representatives, or
(2) v0 is a representative and represents f (v0), or
(3) v0 or f (v0) is represented by anti-neighbors outside H0.








Inequality (8) does not deﬁne a facet of P(G). Indeed, it is dominated by the summation of inequalities (3), for
v0 and f (v0), inequalities xuf (v0)xuu, for all u ∈ N¯−(f (v0)) ∩ H0 − v0, and xuu0, for all u ∈ H0\N¯−[f (v0)].
However, an appropriate introduction of vertices in H0 strengthens the valid inequality (8) as follows. Let {v1, . . . , v},
for some > 0, be a set of vertices in V \S such that the union of this set with H0 constitutes an independent set of G.
By the sake of simplicity of notation, assume that vi ≺ vi−1, for all i ∈ {1, . . . , }. For Hi = H0 ∪ {v1, . . . , vi} and
f (vi) ∈ H0, deﬁne, recursively, the following inequality:
(Hi) = (Hi−1) + x(vi, {vi, f (vi)}) − x(vi, f (Hi−1) + v0) + i2, (9)
where f (Hi−1) =⋃i−1j=0{f (vj )} and
i =
{
x(N¯−(f (vi))\Hi, f (vi)) if f (vi) /∈ f (Hi−1),
0 otherwise.
Inequality (9) is derived from the following extension of Fact 4:
(1) Hi contains at least two representatives, or
(2) vj is a representative and represents f (vj ), for some j ∈ {0, 1, . . . , i}, or
(3) v0 or a vertex in f (Hi) is represented by vertices outside Hi .
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Fig. 7. Example to show that inequalities (3)–(4) do not imply (Hi)2, i ∈ {1, . . . , }, when integrality constraints are replaced by
0xuv1, for all u ∈ V \T and v ∈ N¯+[u]. Dashed lines indicate the variables whose values are shown in the ﬁgure. The values of the
variables associated with the vertices are also shown.
The second term is associated with conditions (1) and (2), whereas the fourth term is related to condition (3). In addition,
there exists a connection between the third term and condition (3) that stems from the fact that vi is an anti-neighbor
outside Hi−1.











The next lemma points out that inequality (9) is facet deﬁning in certain cases. This fact is suggested by the example
in Fig. 7, which illustrates a fractional solution satisfying (3)–(4) that violates (9).
Lemma 5. Let i ∈ {0, . . . , } and Hi be deﬁned as above. The inequality (Hi)2 is valid for P(G). In addition, it
is facet deﬁning if three conditions hold, namely:
(1) |f (Hi) − v0|2,
(2) the two greatest vertices of H0 with respect to ≺ belong to f (Hi),
(3) for all u ∈ Hi\(f (Hi) + v0), every vertex in N¯+(u)\Hi has an anti-neighbor v in (f (Hi) + v0) ∩ N¯+(u), with
v = f (u) if u ∈ Hi\H0.
Proof. To show that the inequality is valid, use induction on i. Since vi ∈ N¯−(v)\Hi−1 for all v ∈ f (Hi−1) + v0, by
(10) we have (Hi−1)− x(vi, f (Hi−1)+ v0)0. If (Hi−1)− x(vi, f (Hi−1)+ v0)2, we are done. Thus, suppose
that
(Hi−1) − x(vi, f (Hi−1) + v0)< 2.
Since(Hi−1)2 by induction hypothesis, it follows that x(vi, f (Hi−1)+v0)1.Then, by inequality (4), x(vi, vi)=1.
This assures that(Hi)2 if(Hi−1)−x(vi, f (Hi−1)+v0)1 ori1. If it is not the case, the remaining possibility
is that(Hi−1)−x(vi, f (Hi−1)+ v0)=0 and i =0, which means that the only non-zero terms in(Hi−1) are those
in x(vi, f (Hi−1) + v0) and f (vi) ∈ f (Hi−1). By constraints (3)–(4), x(vi, f (vi)) = 1, and the validity still follows.
From now on, we will be using the equivalent expression (10) to prove that (Hi)2 deﬁnes a facet under the
conditions of the theorem. We denote by W0 and W1 the sets of color classes
{{w} : w /∈Hi} and {{sk, vk} : k ∈ {1, . . . , i}, sk is a vertex in S ∩ N¯−(vk)},
respectively. Notice that such an sk exists, for every k ∈ {1, . . . , i}, since Hi ⊆ V \S and G[S] is a maximal clique (see
Fig. 8 for an example).
Observe that W0 and W1 cover all vertices in V \H0 and their incidence vectors add zero to (10). In each case of
the proof, we determine one or two additional color classes (that is, besides those in W0 or W1) in order to cover the
vertices in H0 and to make (Hi) = 2. In all cases, one of the additional color classes adds 1 to the ﬁrst summation of
(10). Moreover, either this same color class also adds 1 to the second summation or there is another additional color
class that adds 1 to the ﬁrst or to the third summation of (10). Another remark is that the additional color classes may
also cover a vertex vk , for k ∈ {0, 1, . . . , i}, in which case we have the option of removing the color class {sk, vk}
from W1.
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Fig. 8. Example where W1 = {{v1, s1}, {v2, s2}, {v3, s3}}.
Let us consider the entries of  indexed by u, v ∈ V such that u ∈ N¯−[v] and v /∈ S. To show that uv = 0, we
analyze 10 cases. For each case, we exhibit a coloring W such that the equality (Hi) = 2 holds for the vectors XW
and XW + euv . In particular, in the cases when u ∈ Hi , the coloring W is such that u is a representative and its color
class forms an independent set with v. There are ﬁve cases when v /∈Hi :
(1) u /∈Hi , u = v: Since v /∈ S, it has an anti-neighbor in S, say s. Take the coloring W whose color classes are
W0\{{s}, {u}}, Hi and {s, u}.
(2) u /∈Hi , u = v: Take the coloring W whose color classes are W0 and Hi .
(3) u ∈ Hi\(f (Hi)+v0): By condition (3), there exists w ∈ f (Hi)+v0 such that w ∈ N¯+(u)∩ N¯(v) and w = f (u),
if u ∈ Hi\H0. Let W′1 = W1, if u ∈ H0, or W′1 = W1 − {sj , vj = u}, otherwise. The color classes of W are W0,
W′1, {u,w} and either H0 − v0, if w = v0, or H0 + vr − f (vr), if w = f (vr) for some r ∈ {0, 1, . . . , i}.
(4) u ∈ f (Hi) − v0: Now the color classes of W are W0, W1 − {sr , vr}, H0 + vr − u and {u}, where f (vr) = u.
(5) u = v0: Besides W0 and W1, coloring W comprises the color classes H0 − v0 and {v0}.
Now, let v ∈ Hi and u = v such that:
(6) v /∈H0: The coloring W is deﬁned by the color classes W0, H0 + w and {sk, vk} ∈ W1, for all vk = w, where
w = u or w = v, for u ∈ Hi or u /∈Hi , respectively.
(7) v ∈ H0, u ∈ f (Hi)−v0: Let vr ∈ {v0, . . . , vi} such that f (vr)=u. The coloring W is formed by the color classes
W0, {u}, H0 + vr − u and {sk, vk} ∈ W1, for all k = r .
(8) v ∈ H0, u ∈ H0\(v0 + f (Hi)): Choose r ∈ {0, . . . , i} such that f (vr) = v and u ≺ f (vr). This choice is
possible due to condition (2). Deﬁne the coloring W by the color classes W0, {u, f (vr)}, H0 + vr − f (vr) and
{sk, vk} ∈ W1, for all vk = vr .
(9) v ∈ H0, u ∈ {v0, . . . , vi} and v = f (u): If |f (Hi)|3, there is a vertex u′ = u in {v0, . . . , vi} such that v,
f (u) and f (u′) are pairwise distinct. By condition (1), the same happens if v = v0. In these cases, the coloring
W is formed by the color classes W0, {u, f (u′)}, H0 + u′ − f (u′) and {sk, vk} ∈ W1, for all vk = u, u′. In the
complementary case, besides having v = v0, condition (1) yields that f (u) = v0. Now, the color classes of W
comprise H0\{v, f (u)} + u and {v, f (u)} together with W0 and {sk, vk} ∈ W1, for all vk = u.
(10) v ∈ H0\(f (Hi) + v0) and u /∈Hi : Use the color classes W0, W1 and H0 to deﬁne W.
Let us turn our attention to the non-zero entries of . To show that all of them are equal, we start with the following
claim:
Claim 6. Let j ∈ {0, 1, . . . , i}. Then, vj f (vj ) = f (vj )f (vj ). Moreover, if t ∈ {0, 1, . . . , i} and f (vt ) = f (vj ) then
f (vj )f (vj ) = vt vt .
Proof. Consider the colorings Wa and Wb which are formed by the color classes W0, W′1, H0 + vj and W0, W′1,
H0 + vj − f (vj ), {f (vj )}, respectively, where W′1 = W1, if j = 0, or W′1 = W1 − {sj , vj }, otherwise. The vectors
XWa and XWb yield the ﬁrst part of the claim. In addition, the coloring Wc obtained from Wb by replacing the color
class {f (vj )} by {vt , f (vj )} deﬁnes a vector XWc that, together with XWb , proves the second part of the claim. 
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Fig. 9. Qu and Ku, with u ∈ f (Hi) + v0. Dashed lines indicate possible edges when Fu = {f (u)}.
We use this claim in the following cases:
(1) v ∈ f (Hi) − v0: By condition (1), there are j, t ∈ {0, 1, . . . , i} such that v = f (vj ) = f (vt ). If v = f (v0),
Claim 6 yields that vv = v0v0 . For v = f (v0), consider two cases. If v0 /∈ f (Hi), Claim 6 together with the two
colorings comprising W0, W1, H0 −v0 and either {v0} or {vt , v0} shows that f (v0)f (v0)=vt vt =v0v0 . Otherwise,
condition (1) implies that there is r ∈ {0, 1, . . . , i} such that f (vr) = f (v0) and f (vr) = f (vt ) = f (v0). Thus,
Claim 6 proves that f (v0)f (v0) = vrvr = f (vt )f (vt ) = v0v0 . In any case, vv = v0v0 .
(2) v ∈ H0\(f (Hi) + v0): According to condition (2), for some j ∈ {0, 1, . . . , i}, f (vj ) is the maximum vertex m in
H0. Using the colorings deﬁned by W0, W1 and either H0 + vj − m and {m} or (H0 + vj )\{m, v} and {v,m} we
can show that vv = mm = v0v0 .
(3) v ∈ f (Hi)+ v0 and u ∈ N¯−(v)\Hi : If v = v0, either {v0} or {u, v0}, together with W0, W1 and H0 − v0, implies
that uv =v0v0 . For v = v0, the same equality follows by using the two colorings deﬁned by W0, W1, H0 +vj −v
and either {v} or {u, v}, where v = f (vj ).
(4) vj ∈ Hi , for j ∈ {0, 1, . . . , i}: By Claim 6, vj f (vj )=f (vj )f (vj )=v0v0 .As |H0−v0|2, there is t ∈ {0, 1, . . . , i}
such that f (vt ) = f (vj ). It follows from Claim 6 that vj vj = f (vt )f (vt ) = v0v0 .
This shows that all non-zero entries are equal, and therefore completes the proof of the lemma. 
The result established in Lemma 5 can be generalized if we consider the effect of the vertices that violate condition
(3). To deal with such a situation, one should replace the inequality (Hi)2 by




where Ku is a maximal clique in the set
Qu = {z ∈ N¯+(u)\Hi |N(z) ⊇ (f (Hi) + v0) ∩ N¯+(u)\Fu},
and Fu = {f (u)}, if u /∈H0, or the empty set, otherwise (see Fig. 9 for an illustration). Notice that condition (3) is
equivalent to Qu = ∅, for all u ∈ Hi\(f (Hi) + v0). A stronger result than Lemma 5 is given next.
Theorem 7. The inequality ′(Hi)2, for all i ∈ {0, . . . , }, is valid for P(G). In addition, it is facet deﬁning if, and
only if, conditions (1)–(2) of Lemma 5 hold.
Proof. The validity of this inequality is derived from the validity of inequality(Hi)2 and the following facts. Given
a point x in P(G), each term x(u,Ku) in (11) is at most 1, because Ku is a clique. Then,′(Hi)=(Hi)−|H ′|, where
H ′ = {u ∈ Hi\(f (Hi) + v0) : x(u,Ku) = 1}. For each u ∈ H ′, it follows that x(u, u) = 1 and x(u, (f (Hi) + v0) ∩
N¯+(u)\Fu) = 0. Deﬁning H ′i = Hi\H ′, we have that
′(Hi) = (Hi) −
∑
i∈H ′
x(u, u) = (H ′i ) +
∑
v∈f (Hi)\f (H ′i )
x(N¯−(v)\Hi, v)2,
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where the second equality is due to
∑
u∈H ′x(u, (v0 + f (H ′i )) ∩ N¯+(u)) =
∑
{vj∈H ′:j=0,...,i}x(vj , f (vj )), and the
inequality follows because (H ′i )2 by Lemma 5.
Regarding the proof of Lemma 5, we only have to consider the cases forbidden by condition (3) to show sufﬁciency.
These cases are the following:
(1) u ∈ Hi\(f (Hi) + v0), v ∈ Qu\Ku: To prove that uv = 0, we can use the colorings formed by W0, W1, H0 and
either {u, v′} or {u, v′, v}, for v′ ∈ Ku and vv′ /∈E. Notice that there exists such a v′ because Ku is maximal. To
show that the two chosen colorings belong to F, we have to consider′(Hi) instead of(Hi). The color classes in
W0, W1 and H0 add 2 to the expression of ′(Hi). The color class {u, v′} adds 1 to both the positive and negative
terms of ′(Hi). The same occurs to {u, v′, v}.
(2) u ∈ Hi\(f (Hi)+v0), v ∈ Ku: The colorings deﬁned by W0, W1, H0 with or without {u, v} show that uv =−uu.
Now, we prove that conditions (1)–(2) are also necessary for the inequality to deﬁne a facet. If (f (Hi) − v0) has at
most one vertex, that is, (f (Hi) − v0) = {f (v0)}, we can partition Hi\H0 into two disjoints sets, namely A = {v ∈
Hi\H0 : f (v)= v0} and B ={v ∈ Hi\H0 : f (v)= f (v0)}. Thus, the inequality ′(Hi)2 is given by the summation
of inequalities (3), for v0 and f (v0), inequalities x(u,Ku + f (v0))x(u, u), for all u ∈ A and all u ∈ N¯−(f (v0)) ∩
H0 − v0, inequalities x(u,Ku + v0)xuu, for all u ∈ B, and x(u,Ku)xuu, for all u ∈ H0\N¯−[f (v0)]. Notice that
x(u,Ku + v)x(u, u), for v = v0, f (v0), are the external inequalities with the clique Ku + v as the set H.
With respect to condition (2), let m and m′ stand for the maximum vertex of H0 and H0 −m, respectively. If m does
not belong to f (Hi), the inequality ′(Hi)2 is dominated by the summation of ′(Hi − m)2 and x(m,m)0. If
m′ /∈ f (Hi) then we use the summation of ′(Hi −m′)2 and x(m′,m′)− x(m′,m)0 to get the same result. Notice
that ′(Hi − u)2, for u = m,m′, is a valid inequality. 
5. Comparison with the independent sets formulation
Mehrotra and Trick [7] worked with the independent sets formulation in a branch-and-bound algorithm. Their
algorithmproved to be very robust for solvingmedium sized instances but showed to be restrictive for later development.
In this section, we show that this formulation can be seen as the master problem associated with a Dantzig–Wolfe
decomposition [9] of the representatives formulation.
A coloring of a graph can be viewed as a labeling of independent sets such that each vertex lies in at least one of
these labeled independent sets. Let 	 be the set of all independent sets of G and denote |	| by 
. Deﬁne the binary
variables W , for each W ∈ 	, such that W = 1 implies that the independent set W will be given a unique label and,









W 1, v ∈ V . (12)
Notice that using inequalities in (12) allows us to restrict 	 to the maximal independent sets of G.
Let us partition	 into a family {	u}u∈V of subsets, where	u is the set of independent setsW having u as the minimal
vertex of ≺ restricted to W. For the sake of simplicity of notation, W also stands for the incidence vector∑v∈Weuv , if
u /∈ S, or∑v∈W−ueuv , otherwise, of the independent setW ∈ 	u, as well as	 stands for the ((n+m¯−|S|)×
)-matrix
whose columns are such incidence vectors. Notice that an incidence vector x ∈ P(G) of a coloring of G is equal to
the product 	, for some vector  ∈ {0, 1}
 whose entries are indexed by the elements of 	. The equality 	 = x is
explored next.
Lemma 8. If xˆ ∈ Rn+m¯−|S| and ˆ ∈ R







for every v ∈ V \S and H ⊆ N¯−[v]. In particular, xˆ(v, v)=∑W∈	v ˆW and xˆ(u, v)=∑{W∈	u:v∈W }ˆW , for v ∈ V \S
and u ∈ N−(v).
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Proof. Since, by hypothesis, xˆ = 	ˆ, the vector xˆ is the linear combination ∑W∈	ˆWW of the columns of 	,
which leads to xˆ(u, v) =∑W∈	ˆW(euv)T W =∑{W∈	u:v∈W }ˆW . The lemma stems from the fact that xˆ(H, v) =∑
u∈H xˆ(u, v). 
A straightforward connection between the elements of 	 and the integral points satisfying constraints (4) is the
following. For every u ∈ V \T , a non-zero solution of (4) and xuv ∈ {0, 1}, for all v ∈ N¯+[u], deﬁne an independent
set in 	u, whereas its null solution corresponds to either {u} or the empty set, depending whether u is a source or
not. The same trivially holds for u ∈ T , in which case only the constraint xuu ∈ {0, 1} is involved. Consequently, the




W = 1, u ∈ S and
∑
W∈	u
W + u∅ = 1, u ∈ V \S, (13)







W + |S| (14)





W 1, v ∈ V \S, (15)
∑
W∈	v
W 1, v ∈ V \S, (16)
∑
W∈	v
W = 1, v ∈ S, (17)
W ∈ {0, 1}, W ∈ 	. (18)
This formulation is essentially the independent set formulation (12). Replacing the sum of constraints (17) into (14)
leads exactly to the objective function of (12). In addition, two corresponding constraints in (12) and (15) add the same
independent sets, provided that v ∈ W implies that W ∈ 	u for some u ∈ N¯−[v]. Particularly for the sources, notice
that constraints of type (15) become redundant due to constraints (17), which guarantee the covering of each v ∈ S.
Still, it is worth observing that the role of constraints (16)–(17) is not essential for the validity of the formulation. They
mainly impose that each vertex in V cannot represent more than one color. For instance, if W1 ∈ 	v and W2 ∈ 	v , then
W1 and W2 cannot be used to deﬁne two distinct colors of a coloring of G. The independent sets W1 and W ′2 ⊇ W2\W1
should be used instead.
Some additional remarks can be made in connection with these last constraints. For each v ∈ V \S, the inequality
in (16) was obtained by deleting the slack variable v∅ in (13). Particularly, for v ∈ T , this inequality becomes {v}1
and can be removed. By Lemma 8, constraints (16) correspond to x(v, v)1. Imposing constraints (17), for v ∈ S,
corresponds to setting x(v, v) = 1. Actually, these equalities could be replaced by the inequalities∑W∈	v\{v}W 1,
since {v}1 does not appear in other expressions of the formulation.
Although the two formulations are equivalent, some differences exist and deserve to be stressed. First, instead
of restricting the indices of the variables to the maximal independent sets of G, we restrict them only to the maxi-
mal independent sets in G[N¯+[u]], for each u ∈ V . Thus, in general, the set of variables of formulation (14)–(18)
strictly contains that one of formulation (12). The exceeding variables could be discarded in the absence of constraints
(16)–(17).
The second difference relates to the pricing problems. In (12), it is given by a maximum weighted independent set
problem in G [7]. On the other hand, in (14)–(18), it comprises |V | subproblems, where the subproblem related to
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u ∈ V is given by a maximum weighted independent set problem in G[N¯+[u]]. An interesting observation is that the
latter pricing process can be seen as a decomposition of the ﬁrst one. This interpretation follows by regarding that the
problem in G can be recursively decomposed into two similar subproblems, namely in G[N¯ [u]] and G[V \u], for some
u ∈ V , and by considering the implementation of this recursion based on an order on the vertices [2].
External inequalities (6) are all automatically satisﬁed by the feasible points of the linear relaxation of (15)–(18) in
the following sense.
Lemma 9. Let ˆ be a vector satisfying constraints (17), for all v ∈ S, and xˆ = 	ˆ. Then, inequality (6) holds for xˆ,
for all u ∈ V \T and H ⊆ N¯+(u).
Proof. Let u ∈ V \T and H ⊆ N¯+(u). Still, let W ∈ 	u be such that W ∩ H = ∅. The following inequalities stem





ˆW  ˆW .

























which, by Lemma 8, is at most xˆ(u, u), if u /∈ S, and at most 1 by (17), if u ∈ S. Thus, (6) holds for u and H. 
With respect to the internal inequalities (7) and (9), they can then be rewritten in terms of  by using Lemma 8.
Moreover, the following lemma allows us to strengthen these inequalities.
Lemma 10. Let xˆ ∈ Rn+m¯−|S| and ˆ ∈ R
 such that 	ˆ= xˆ. If H ⊆ V and A ⊆ V \S, with |A|2, then
∑
v∈A











Proof. First, use Lemma 8 to express the left-hand side of (19) as
∑
v∈A








Next, we claim that every independent set W appearing in the ﬁrst term of the right-hand side of (19) also appears in
the expression above. Indeed, let us consider W such that W ∩ A = ∅ and W ∈ 	u, for some u ∈ V \H ∪ A. Let v be
the smallest vertex in W ∩ A with respect to ≺. Since u ∈ N¯−[v], we have that u = v, if u ∈ A, or u ∈ N¯−[v]\H ,
if u ∈ V \H . In any case, u ∈ N¯−(v)\H + v, which shows the claim. Moreover, if W occurs in both parts of the
right-hand side of (19), meaning that A ⊆ W ∈ 	u, for u ∈ V \H , then W is counted at least twice in the left-hand
side. This because |A|2, which assures that there is w ∈ W ⊇ A, v ≺ w, such that u ∈ N¯−(w)\H . Therefore, the
desired inequality follows, provided that each W appearing in the right-hand side is counted exactly once in its ﬁrst
term and at most once in its second term. 
The lemma above gives rise to the deﬁnition of the following valid inequalities.
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Theorem 11. The following are valid inequalities for (G):




W (G[H ]) − |SH |. (20)










Additionally, (20) and (21) are violated by a vector ˆ ∈ [0, 1]
 if (7) and (9) are violated by xˆ = 	ˆ, respectively.
Proof. Let us consider the two cases pointed out in the theorem separately. First, consider inequality (20). For its
validity, we observe that constraints (15) and (17) force each vertex of G[H ] to be covered by at least one independent
set. So, a covering of G[H ] requires at least (G[H ]) independent sets. By constraints (16)–(17), at most |SH | of them
may belong to the union of 	u, for u ∈ SH . Thus, each of the remaining ones must be in 	u, for some u ∈ V \SH . This
conclusion states the validity of the inequality.
Now, let ˆ ∈ [0, 1]
 and xˆ =	ˆ. As in Lemma 10 for H and A = H\SH (in this case, it sufﬁces to consider the ﬁrst
term of the right-hand side of (19)), we can get∑
v∈H\SH






It follows that (20) is violated by ˆ if (7) is violated by xˆ.
The validity of (21) is a consequence of constraints (15). If all vertices of f (Hi) + v0 are covered by a single
independent set, then it is counted twice in the summation of (21). Otherwise, since |f (Hi) + v0|2, at least two
independent sets intersecting f (Hi) + v0 must be chosen. Again, inequality (21) is satisﬁed.
Let us consider the vectors ˆ and xˆ, but now we assume that xˆ violates (9), to show that ˆ violates (21). Using







































By observing that, for any u ∈ H0 − v0, no independent set in 	u can contain f (Hi) + v0, the desired result
follows. 
6. Concluding remarks
One major difﬁculty in solving the vertex coloring problem on a given graph is to appropriately color its induced
maximal cliques, odd holes and odd anti-holes. It is natural, then, that these structures play a central role when
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characterizing optimal colorings, as already observed in [1]. In that paper, a new 0–1 integer programming formulation
of the vertex coloring problemwas proposed. It can be seen as a variation of theMIS formulation that uses onlyO(n+m¯)
binary variables to represent the independent sets of the graph.Although being more compact, that formulation presents
some symmetry since there exist |W | different assignments to the variables that represent an arbitrary color class W.
In this paper, we revisit that formulation establishing an order on the vertices beforehand, which also deﬁnes an order
on the different representations of each independent set, to distinguish a single variable assignment to represent W.
This astuteness breaks the symmetry of the formulation.With this revisited formulation, we review some facet deﬁning
inequalities from the original paper, and we describe new ones related to independent sets of the graph. In addition,
we compare this formulation with MIS, showing that this latter formulation can be stated as the master problem of a
Dantzig–Wolfe decomposition of the asymmetric representatives formulation.
Some problems remain open, though, when one thinks about efﬁcient implementations using this formulation. One
of the most intriguing facts is related to the design of effective heuristics to tackle the separation problem related to
the maximal cliques and, mainly, to the induced odd holes and anti-holes. Another important question concerns the
modiﬁcation in the pricing problem of the decomposed formulation due to the addition of cuts. A possible direction is
adapting algorithms for solving the maximum weighted independent set problem [6].
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