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For linear integral equations with difference kernels, we give a formula for the 
inverse in terms of the solutions to two specific problems. If the equation is self- 
adjoint, these solutions are simply related. 
1. INTR~DU~TI~N 
We consider the equation 
Lu 5% au(x) + /3(Ku)(x) =f(x), xEE (1.1) 
where cr,,8 are linear differential operators with constant coefficients, 
(Ku)(x)=J k(x-s)u(s)ds 
E 
E = {x: 1x1 < l}. 
We show that the solution to (1.1) can be represented by 
(1.2) 
(l-3) 
u(x) = d-l I--$ jE ($w9) f(Y)4J 
- A2 j, WX>Y)f(Y) dY + 4(x)(u,(x>J(-x)) 
+~~*(x)(~l(x>Lf(-x)) + 4x> 
t 
(l-4) 
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where 
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H(x,y)=(ml”co~y+x~ U(x,y,r)dr=j’ U(x,y, z - 1)dr (1.6a) 
- 1 +max(y,x) max(y,x) 
=~m’x’x+y’o’ u(x,y,+j+’ U(x,y, 7 + 1)dr (1.6b) 
1 +min(x,y) min(x.y) 
q&Y, 7) = Ul(7 -.Y) %(X - 7) - u,(x - 7) 47 -Y> 
d = A(uI(x), eAX) + A(u,(x), e-*.X) 
(1.6~) 
and n(x) is an element in the null space of L: 
Ln=O. (1.7) 
Here A is a fixed constant and the functions U/(X) are assumed to have the 
following properties: 
LUj = exp[-(-l)jLx], xEE,j= 1,2 (1.8) 
d#O (1.9) 
(uyyx), u2(-x)) - (z@(x), q(-x)) = 0, 
i = 1, 2,... N 
(1.10) 
where N is the order of the differential operator a and Us” denotes the ith 
derivative of uj(x). 
Thus if we know two solutions to (l.l), which have the properties (1.8) to 
(1.10), then the inverse of (1.1) is known. If L is self-adjoint, then knowing 
either U, or u2, we can define the other function by the relation 
u,(x) = 2+-x). (1.11) 
Fredholm and Volterra integral equations of the first and second kind with 
difference kernels fall in the class of equations defined by (1.1). We note that 
H has the property 
H(+l,y)=H(x,+l)=O 
and if L is self-adjoint, 
H(x, Y> = KY, xl. 
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If the constant ,J = 0, then instead of (1.4), we have 
u(x) = (u,(x), 1)-l /-gjE (-$w) f(v)@ 
+ ~l(x>(~l(x>J-(-x)) 1 + 4 > (1.12) 
where ui(x) now have the properties 
Lu.=xj-l 
J 
j= 1,2 
(U,(d 1) z 0 
(1.13) 
(1.14) 
and if N > 0 satisfies (1.10). Again (1.6) and (1.7) define H and n, respec- 
tively. 
We also offer a result for the case where E is the semi-infinite interval 
E={x:O<x). (1.15) 
For this case, we shall assume that or,/3 are constants. Then the solution to 
(1.1) can be represented by 
u = CWIW~ e-AX))-’ (A + &) Q(v) (A + $) 
xl 
min(x,y) 
u*(y - 5) Ul(X - 7) dsdy + n(x) (1.16) 
0 
where n(x) satisfies (1.7). Here, we assume uj has the properties 
Lu, = eeAX, xEE (1.17) 
L*u,=au,(x)+~~ k(y-x)u,(y)dy=e-‘“, xEE (1.18) 
E 
(u,(x), em*‘) # 0. (1.19) 
We remark that if L is self-adjoint, then U,(X) = uz(x). Also if a and p are 
linear differential operators with constant coefficients whose order does not 
exceed 2N, then (1.16) remains valid provided that 
q)(O) = 0, k=O, l,..., N- 1, j= 1,2 
and that uj is N times differentiable if the order of a is less than N. 
In the next section we verify the results and in the last section we offer 
some examples. 
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2. VERIFICATION OF RESULTS 
Since the manipulations necessary for verifying that either (1.4) or (1.12) 
satisfies (1.1) are similar, we shall only present them for the latter case. We 
assume that all interchanges of the order of integration are legitimate. 
After substitution from (1.6a) into (1.12), followed by substitution of 
(1.12) into (1.2), we find 
ClPWU)(X) = c2 - a(c* 4x> + c*u,(x>> 
where we have used (1.7) and (1.13), interchanged the order of the 
integrations, commuted p with the y-integration and defined 
Cl = (u,, I>, c2 = (u,(x>Lf(-x)). P-2) 
In addition, we have used the property that if v(& 1) = 0, then 
where prime denotes differentiation. After substituting from (1.6~) and 
making the change of integration variables 
s = so + 7, 7=7o+y 
we find 
- 
u,(~oWu,)(x - so --Y)I dso dy 
+ $yJcY)-$J;: [~,(70)w~*)(x - 70 -Y) 
x 
- d70) Ku,@ - 70 -v>l dro dy (2.3) 
where we have used the definition (1.2) of K and the property that if 
G(s,, 70) = -G(s,, 70) then 
b b 
il G(s,, zo) ds,dt, = 0. a a 
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In (WY G(s,, ro> =k(x - so - 5. -YAMS,) 4,) - ul(ro) Go)) and 
(a, 6) = (-y, 1) in the first integral and (a, b) = (-1, -y) in the second 
integral. 
Then upon substitution for pKuj from (1.13) and (1.1). we find 
c,P(Ku)(x) = c,f(x) - 4~1 n(x) + czu,(x)) 
-%(X-So -Y> u,hJl dsoh 
+2(x -so -Y) %@o>l dso & (2.4) 
where we have performed some obvious manipulations and changed the 
integration variable from r. to so. From (1.10) we note that we can commute 
a with the double integrations in (2.4). Then in the first integral let so = t -y 
and in the second integral let so = x - t to achieve 
cJW)(x) = c, J-(x) - a(cln(x> + c,u,(x>> 
(2.5) 
where we have substituted from (1.6~) and 
J(x.y)=$~;+’ U(x,y, t)dt. 
Since U(x, y, s) = -U(x, y, x + y - r), it follows from a simple change of 
integration variables that J- 0. Then upon substitution from (1.6b), (2.2) 
and (1.12), it follows from (2.5) that 
a+> + P(Ku)(x) =.OX)~ x E E. (2.6) 
Thus u as defined by (1.12) satisfies (1.1). 
We shall establish (1.16) by showing that it is correct when 
f = eilX (2.7) 
409!100/1 21 
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where < is any constant. This f is dense on E. We assume uj decays 
sufficiently fast at x = co. After substituting (2.7) into (1.16), performing the 
obvious integration by parts, interchanging the order of integration, and 
making the change of integration variables y = s + r and r =x - t we find 
24 = c[(3L + ig l+(x) + u,(x)] + n(x) 
where we have performed the differentiation, 
(2.8) 
%(X1 = IX exp[i@ - t)] u,(t) dl 
0 
(2.9) 
and 
AC = f(n - iQ(u,(x), ei~x)/(u,(x), CA*). 
With u defined by (2.8), 
(2.10) 
LU = c(A + it) Lu, + ce-.‘x. (2.11) 
From (2.9) we note that uJ satisfies the differential equation u:(x) = 
i&,(x) + U,(X) with the initial condition u,(O) = 0. Since uj vanishes at 
x = 0, we have 
-$- Lu, = Lu; = L(i&, + u,) = i&u, + eeA”. (2.12) 
Differentiation of (2.11) with respect to x and substitution from (2.12) yields 
-& Lu = i&u. 
Thus 
Lu = c, eiCX. 
It remains to show that c, = 1. We note that, with U= ZJ - n, 
(2.13) 
(uz, Lu) = (u,, LU) = (L*u,, zT> = (e-Ax, zT> = (u2, eitx) (2.14) 
where after substitution from (l.lS), (2.8~(2.10) have been used to compute 
the inner product. Substitution from (2.13) into (2.14) shows that c, = 1. 
We remark that if a,/3 are linear differential operators with constant coef- 
ficients, then the additional assumptions on uj mentioned in the Introduction 
imply that (2.14) is still valid. 
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3. EXAMPLES 
In all of our examples, a 5 0, /3 s 1, and uj satisfies (1.13) except in the 
last example. Thus (1.1) becomes 
Lu = (Ku)(x) =f(x), xEE (3.1) 
where K is defined by (1.2). 
3.1. Log Kernel 
If k(x) = -(l/z) log Ix], then u,(x) = (r(x) log 2))’ and u2(x) = x/r(x), 
where r(x) = (1 - x ) * i’* Also n(x) E 0. One easily computes . 
(log qff(~) = log[(l -XY + r(x) r(y))llx 41 =%GY) (3.2) 
and 
(log 2): = r(x)[r(y)(x --Y)l-‘. 
Thus the integral in (1.12) must be interpreted as a Cauchy principal value 
integral. It is easily verified that (1.12) agrees with the known solution of 
Carleman [ 11. The choice U, = --I is required in order that the interchanging 
of the order of integrations in (2.1) be valid. 
3.2. Cauchy Kernel 
If k(x) = [z(y -x)1-‘, then n(x) = c/r(x). A U,(X) and U*(X) satisfying 
(1.14) are ui(x) = (1 + x)/r(x) and U*(X) = -r(x). One easily computes 
ff(x, Y> = (x -Y> WY Y) + r(x) r(y) 
g (x, y) = -F(x, Y> + r(x) ul(-Y> 
where I;(x, y) is defined by (3.2). The standard solution to this problem is 
then given by (1.12). 
3.3. Abel’s Equation 
For this example, 
\X-“*, 
k(x) = 1 o, 
x>o 
x < 0. 
Then n(x)= 0, m,(x)=q-l(x), and zu2(x)= (2x + 1)/q(x), where q(x)= 
(1 + x)l’2. One easily computes 
x2 g (x, y) = 23’2k(x -y> - 2rq(x) u,(-Y)y 
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which upon substitution into (1.12) yields the well-known solution 
4x) =-g vcf)(X)~ x E E, 
We remark that the restriction x E E is due to the nature of the derivation. 
3.4. A New Example 
If k(x)= ]xIP”, 0 < v < 1, then n(x) = 0, ui(x) = ar(x)“-’ and 
u*(x) = av-’ XY(X)“~ ‘, where 
a=C’cosfv7C. 
Then 
va-‘H(x,y)= lx-y~‘~:‘“’ [r* - 1 ]“‘P”‘2 dr 
where 
g(x) = (1 - XY>lb -A. 
This integral is expressible in terms of the incomplete beta function. The 
closed form solution (1.12) to this problem is apparently new. Solutions 
when the nonhomogeneous term f(x) is a polynomial are in principle 
known-see Latta [ 21. 
3.5. The Bessel Function Kernel on a Semi-Infinite Interval 
With k(x) = X,(1 1 x I) and E defined by (1.15), the solution to 
(Ku,)(x) = e-lx, xEE 
is 
24, = [2/(7r’Lx)]“’ eeAX. 
Since U, = u2 and n E 0, the solution to (3.1) is determined from (1.16) as 
lln2u = (n+ &) p(Y) (n + $) i,:in~x~y~ 
x [(y - t)(x - r)] -Ii2 exp[A(2r - x - y)] dr dy. 
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