Statistical ensembles define probability spaces of all networks consistent with given aggregate statistics and have become instrumental in the analysis of relational data on networked systems. Their numerical and analytical study provides the foundation for the inference of topological patterns, the definition of network-analytic measures, as well as for model selection and statistical hypothesis testing. Contributing to the foundation of these important data science techniques, in this article we introduce generalized hypergeometric ensembles, a framework of analytically tractable statistical ensembles of finite, directed and weighted networks. This framework can be interpreted as a generalization of the classical configuration model, which is commonly used to randomly generate networks with a given degree sequence or distribution. Our generalization rests on the introduction of dyadic link propensities, which capture the degree-corrected tendencies of pairs of nodes to form edges between each other. Studying empirical and synthetic data, we show that our approach provides broad perspectives for community detection, model selection and statistical hypothesis testing.
Statistical ensembles define probability spaces of all networks consistent with given aggregate statistics and have become instrumental in the analysis of relational data on networked systems. Their numerical and analytical study provides the foundation for the inference of topological patterns, the definition of network-analytic measures, as well as for model selection and statistical hypothesis testing. Contributing to the foundation of these important data science techniques, in this article we introduce generalized hypergeometric ensembles, a framework of analytically tractable statistical ensembles of finite, directed and weighted networks. This framework can be interpreted as a generalization of the classical configuration model, which is commonly used to randomly generate networks with a given degree sequence or distribution. Our generalization rests on the introduction of dyadic link propensities, which capture the degree-corrected tendencies of pairs of nodes to form edges between each other. Studying empirical and synthetic data, we show that our approach provides broad perspectives for community detection, model selection and statistical hypothesis testing.
The statistical analysis of relational data from the perspective of graphs or networks has become one of the cornerstones of data science techniques. Important examples include (i) community detection algorithms used to detect groups of similar nodes, e.g., in large social networks, (ii) graph analytics and network analysis techniques to rank nodes in networks based on their centrality or relevance, or (iii) statistical measures capturing topological patterns like assortative mixing or clustering in biological or social systems.
Many of these techniques are -either explicitly or implicitly -based on statistical ensembles, an abstraction used in the modeling of many-particle systems in physics [1] [2] [3] [4] . It makes use of simple stochastic models that randomly generate networks with fixed macroscopic characteristics like, e.g., the number of nodes and links, the sequence or distribution of node degrees, or the partitioning of nodes in communities. The numerical or analytical study of the resulting probability spaces of networks is of fundamental importance in the analysis of data on networked systems: First, it allows to assess which of the topological features of a network can be expected at random, thus providing a "baseline" for the definition of quantitative network measures [5] or the detection of structural [6] [7] [8] [9] and temporal patterns [10] [11] [12] in relational data. Moreover, statistical ensembles of networks can serve as simple null models which facilitate model selection and statistical hypothesis testing in social, biological and technical systems [13] . Extending the theoretical foundation of such statistical data analysis techniques, in this article we introduce generalized hypergeometric ensembles, a broad class of analytically tractable statistical ensembles of networks. It can be viewed as a generalization of the classical Molloy-Reed configuration model [14] for directed, multi-edge (weighted) networks. Building on this class of ensembles, we further provide a methodology that allows to formulate and test hypotheses about the origin of topological patterns in large-scale data on networked systems.
In the following we introduce this methodology step by step. For this, let us first consider a relational data set consisting of repeated dyadic relations (i, j) observed between nodes i and j. Such a data set can be represented as a multi-edge, or weighted, network G = (V, E), where V is a set of n nodes, and E ⊆ V × V is a multiset of (directed or un-directed) edges. Let us further define an adjacency matrixÂ, where entriesÂ ij ∈ N 0 capture the weight of an edge (i, j) ∈ V × V , i.e. the multiplicity of an edge (i, j) in the multiset E. For each node i ∈ V we further define the (weighted) in-degreek in (i) := j∈VÂ ji and the (weighted) out-degreek out (i) := j∈VÂ ij . For undirected networks, the adjacency matrix is symmetric and thusk in (i) =k out (i) =:k i . By definition, for the total number of multi-edges m := |E| we have m = i,j∈VÂ ij = i∈Vk out (i) = j∈Vk in (j).
Our construction of a statistical ensemble follows the general idea of the Molloy-Reed configuration model, which is to randomly shuffle the topology of a given network G while preserving the observed node degrees. For this, the configuration model uses a node-centric sampling approach, which generates edges between randomly sampled pairs of nodes in such a way that the exact observed degrees of all nodes are preserved. Different from this approach, we utilize an edge-centric sampling which samples m edges from the set of all possible edges in such a way that the sequence of expected degrees of nodes is preserved. For this, for each pair of nodes i and j, we first define the maximally possible number Ξ ij of multi-edges that can exist between nodes i and j as Ξ ij :=k out (i)k in (j) (cf. [6, 8] ). The maximally possible numbers of links between all pairs of nodes can then be conveniently represented in matrix form as Ξ := (Ξ ij ) i,j∈V .
We define the statistical ensemble based on the following sampling procedure: For each pair of nodes i, j, we sample edges from a set of Ξ ij possible multi-edges uniformly at random. This can be viewed as an urn problem [15] where the edges to be sampled are represented by balls in an urn. By representing edges connecting different pairs of nodes (i, j) as balls having n 2 = |V × V | different colours, we obtain an urn with a total of M = i,j Ξ ij differently coloured balls. With this, the sampling of a network according to our model corresponds to drawing exactly m balls from this urn. Each adjacency matrix A, with entries A ij such that i,j A ij = m, corresponds to one particular realization drawn from this ensemble. The probability to draw exactly A = {A ij } i,j∈V edges between each pair of nodes is given by the multivariate hypergeometric distribution
(
For each pair of nodes i, j ∈ V , the probability to draw exactlyÂ ij edges between i and j is given by the marginal 1 Note that we do not distinguish between the n × n adjacency matrix A and the n 2 × 1 vector obtained by stacking.
distributions of the multivariate hypergeometric distribution, i.e.
For each pair of nodes i, j we can further calculate the expected number of edges A ij as
Moreover, summing the rows and columns of matrix A ij and assuming directed networks with self-loops we can calculate the expected in-or out-degrees of all nodes as
Eq. 4 confirms that the expected (weighted) in-and out-degree sequence of realizations drawn from the resulting statistical ensemble corresponds to the degree sequence of the given network G. We thus arrive at a hypergeometric statistical ensemble, which (i) provides a generalization of the configuration model for directed, multi-edge networks, (ii) has a fixed sequence of expected degrees, and (iii) is analytically tractable for directed and undirected networks with and without self-loops and multiple edges. Moreover, this approach provides a general framework for the generalization of other random models like, e.g., the multi-edge version of the Erdös-Rényi model [16] , where only n and m are fixed, while there are no constraints on the degree sequence. This would correspond to a different definition of Ξ with Ξ ij = m 2 /n 2 = const. which directly results from k in (i) = k out (i) = m/n. The sampling procedure used to define the hypergeometric ensemble outlined above provides a parsimonious stochastic model for weighted, directed networks in which (i) the expected weighted in-and out-degree sequence is fixed, and (ii) edges between these nodes with fixed expected degrees are forming at random. More precisely, the probability for a particular pair of nodes to be connected by an edge is only influenced by combinatorial effects, and thus only depends on the degrees of the nodes (and the total number of links). In what follows, we use this as a null model, in the sense that any topological patterns that go beyond what can be expected due to combinatorial effects are absent. Moreover, addressing model selection and statistical hypothesis testing we are interested in the question if and to what extent the patterns in a given empirical network topology deviate from this null model in a statistically significant way.
To this end, we further generalize the hypergeometric ensemble introduced above as follows: we introduce a matrix Ω whose entries Ω ij capture relative dyadic propensities, i.e., the tendency of a node i to form a edge specifically to node j. The key idea is to use the dyadic propensities Ω ij to bias the edge sampling process described above. This implies that an entry Ω ij only captures the propensity that goes beyond the tendency of a node i to connect to a node j that results from combinatorial effects, i.e., the in-degree of j and the out-degree of i. In analogy to the urn model, here a biased sampling implies that the probability of drawing balls of a given color (representing all possible edges between a given pair of nodes) does not only depend on their number but also on the respective relative propensities. The probability distribution resulting from such a biased sampling process is given by the multivariate Wallenius' non-central hypergeometric distribution [17, 18] :
with
Similar to the non-biased sampling described above, i.e. Eq. (2), the probability to observe a particular number A ij of edges between a pair of nodes i and j can again be calculated from the marginal distribution as
whereΩ
Moreover, the entries of the expected adjacency matrix A ij can be obtained by solving the following system of equations:
with the constraints i,j∈V A ij = m. Note that for the special case of a uniform dyadic propensity matrix Ω ≡ const, which corresponds to an unbiased sampling of edges, for the integral in Eq. 7 we have:
With Eq. 7 we thus recover Eq. 1 for the unbiased case, i.e. where all dyadic propensities are identical. A major advantage of the generalized hypergeometric ensemble outlined above is that, by specifying the matrix Ω of dyadic propensities, we can encode a wide range of statistical patterns in networks while still obtaining an analytically tractable statistical ensemble. In the following, we show how this methodology can be used for model selection and statistical hypothesis testing in relational data on networked systems. Illustrating our approach, here we specifically use the generalized hypergeometric ensemble to encode statistical patterns that are due to (i) an underlying lattice structure, and (ii) community structures.
Starting with the first, in the following we develop a methodology to compare whether a statistical ensemble described by Eq. (5) for a given Ω is a suitable model for a given empirical networkĜ. For this, we first recall that the assumption that edges are randomly generated between nodes with fixed (expected) in-and out-degree corresponds to a generalized configuration model with Ω ≡ const. Moreover, different models for the patterns present in the topology of a networkĜ can be encoded in terms of different dyadic propensities Ω. Our method relies on the intuition that the "better" the model represented by a specific Ω r for an empirical networkĜ, the "closer" the expected network G r to the empirical networkĜ. Importantly, the adjacency matrix of the expected network G r can be calculated by solving the system of equations in Eq. 9. The distance betweenĜ and G r can be given in terms of the Mahalanobis distance [19] . This generalization of the well-known Z-score to multivariate distributions captures how many standard deviations away an observation is from the expectation. For each Ω r , this allows us to compare an empirical networkĜ with adjacency matrixÂ to the expected adjacency matrix A r given by Eqn. (9) and its covariance matrix Σ r . The square of the Mahalanobis distance is given as
While there is no closed-form expression for Σ r in the general case of the Wallenius' multivariate non-central hypergeometric distribution, it can approximated numerically [20] . To decide which of two different models captured by Ω 1 and Ω 2 better captures the topological patterns present in an empirical networkĜ can then be made based on a comparison of their Mahalanobis distances D In the following, we illustrate the resulting model selection procedure using a simple example. For this we randomly generate directed multi-edge networks with n = 30 nodes and m = 750 edges following the lattice model proposed in [21] . Specifically, we generate an initial ring lattice topology, where each node is connected to its K nearest neighbours via L multi-edges each. Starting from this initial topology, we randomly rewire all edges with probability β ∈ [0, 1], while retaining the sequence of in-and out-degrees. With A β we denote the adjacency matrix of the directed, multi-edge network G β resulting from this construction, where the initial case of A 0 is given as:
The result of this procedure are networks for which the "strength" of the ring pattern depends on rewiring parameter β. For β = 0, the network topology can be perfectly described by a model generating a ring lattice, while for β = 1 the ring pattern is completely absent. This example provides us with a test for the model selection procedure introduced above. For a particular network realization G β with adjacency matrix A β generated with rewiring probability β, we assume that we want to compare stochastic models which capture ring patterns with different strength. For a model parameter c that indicates the strength of the ring pattern, such models can be encoded in terms of dyadic propensity matrices Ω c with entries
For c = 1 we obtain a propensity matrix Ω 1 ≡ 1, i.e. a model that generates networks with no ring pattern, while for c = 0 we obtain perfect ring topologies. Assuming a given "observed" network A β , our task is now to select the model parameter c which fits the observation best. For each Ω c , the generalized hypergeometric ensemble introduced above allows us to analytically calculate the expected adjacency matrix A c and the Mahalanobis distance D 2 c (A β ) of the observed network. Fig. 1 shows the Mahalanobis distances for five different model parameters c and network realizations generated with different rewiring probabilities. The coloured curves show the mean Mahalanobis distance of 100 network topologies for each different rewiring probability β computed according different models defined by 5 different parameters c. For each β, our analytical approach allows to select the parameter c for which the Mahalanobis distance is minimal and which thus represents the "most plausible" of the five candidate models. As can be seen in Fig. 1 , each of the five candidate models is the "most plausible" model in a specific range of β. Moreover, the results confirm the intuition that for each model parameter c, the minimal Mahalanobis distance is assumed for different values of the rewiring probability β used to generate the network. For values c 0 (i.e. models incorporating a weak ring pattern) this minimum is assumed for lattice networks generated with large rewiring probabilities β 0, while for small parameters c (i.e. models incorporating a strong ring pattern), the minimum is assumed for lattice networks with small rewiring probabilities β.
Above, we have demonstrated how our analytical approach facilitates to compare different candidate models for complex networks. Each of these models corresponds to a particular hypothesis about the topological patterns present in the network. Apart from the relative comparison of candidate models, a major contribution of our analytical framework is that it provides a procedure to test hypotheses about topological patterns in directed, weighted networks. For this, we assume that we are given an empirical networkĜ with adjacency matrixÂ. A hypothesis H 0 about the network (like, e.g. the presence of a ring pattern) can be encoded in terms of edge propensities Ω 0 as described above. We then need to calculate a p-value, i.e., the probability to draw a random realization that is, compared to the observed network, larger or equal with respect to a test statistic. For the multivariate distribution in Eq. (5), a common test statistic is the Mahalanobis distance defined in Eq. (11) . Therefore, the p-value thatÂ is in accordance with H 0 is given by the complementary cumulative distribution Pr D However for the following example we resort to the sample distribution. We demonstrate our approach using Zachary's Karate Club network [22] shown in Fig. 2(a) , which has a wellknown community structure. Let us denote the adjacency matrix of the empirical network asÂ. Our first (null) hypothesis H 01 is that the network contains no topological patterns that cannot be explained by its degree sequence. This hypothesis corresponds to the unbiased sampling outlined above and can thus be encoded in Ω 01 ≡ c. To test this hypothesis, we compute Pr D Fig. 2(d) ). Here we obtain p ≈ 0, which allows us to safely reject the hypothesis that the network contains no topological patterns. This can be intuitively confirmed by a visual comparison of the empirical Karate club network shown in Fig. 2(a) and a random realization generated from the unbiased sampling model with Ω 01 ≡ c shown in Fig. 2(b) .
As a second (null) hypothesis H 02 let us now assume that the network topology can be explained by the presence of two communities, where pairs of nodes within the same community have a higher propensity to generate dyadic links than nodes in different communities. Similar to a stochastic block model [23] , this hypothesis can be encoded by a simple block matrix structure, where we set Ω ij = 1 for all pairs i, j in the same community, while Ω ij = α < 1 otherwise. Choosing α as the observed fraction of edges across communities, again allows us to calculate the distribution of Mahalanobis distances for random realizations of the resulting statistical ensemble (shown in the bottom panel of Fig. 2(d) ). From this, we obtain p = 0.158367, which means that we cannot reject hypothesis H 1 . Again, this result can be intuitively confirmed by visually comparing the empirical Karate club network shown in Fig. 2(a) with the random realization generated from the block matrix model shown in Fig. 2(b) .
To conclude, in this paper we have introduced generalized hypergeometric ensembles, a broad class of statistical ensembles of complex networks. Based on this class, our work makes three important contributions to the analysis of complex networks: First, by means of dyadic propensities our framework allows to encode a wide-range of topological patterns into network ensembles. Second, our analytical framework results in closed-form solutions for the probability distribution and the expected values of adjacency matrices. This allows to study existing statistical ensembles (like, e.g. the configuration model) in a new way. Because no closed-form solutions existed yet for these ensembles, they are commonly treated by means of computationally expensive numerical simulations. Third, our approach provides novel, theoretically grounded methods for model selection and statistical hypothesis testing. These methods contribute to the fundamentals of data mining and network analysis and are widely applicable in the interdisciplinary study of networked systems in physics, biology, and the (computational) social sciences.
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