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Methods
Dataset
Biomedical data from different sources 
and file formats are covered, including 
Human genetic variants – ClinVar, Protein 
structure, Biomedical literature and 
General English corpus (Table 1). 
Document Processing
Data files are tokenized using the 
tokenization module in Natural Language 
Toolkit. 
Document structural features include: 
• Normalized count of numerical tokens
• Normalized count of negative numerical 
tokens
• Normalized count of words
• Normalized count of Capitalized Word
• Normalized count of UPPER LETTER 
WORD
• Median length of tokens
Machine Learning
Decision tree classification is used to build 
models for data type classification. 
Evaluation
10-fold cross validation and external test 
are used for evaluation. 
Introduction
• Current approaches to metadata 
discovery are dependent on time 
consuming manual curations.
• It is critical to develop automatic or 
semiautomatic metadata discovery 
methods to realize the full potential of 
Big Data technologies in biomedicine.
• We are developing a two-step 
metadata discovery workflow: (1) 
identification of data source and type 
using their intrinsic document 
structures; (2) discovery of detailed 
metadata within the data using specific 
metadata discovery tools based on the 
data’s source and type.
• Here we discuss the results for step 
(1) using machine learning approach.
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Next Steps
To include more biomedical data types 
from different sources and in different 
data formats to train and test the 
machine learning approaches for data 
source and type classification. 
Results 
The machine learning models are able to 
distinguish protein structure, genetic 
variant, scientific paper and general 
English corpus with an average accuracy 
of 98%. 
The 10-fold cross validation and external 
test results are shown in Table 2 and 
Table 3.
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Table 1 Data used for Machine Learning based Data File Discovery
Table 2 Decision Tree Model Evaluation with 10-fold Cross Validation
Training Dataset External Test Dataset
Data Type Data Source Data File Type Data Source Data File Type
Protein 
Structure
RCSB PDB Protein structure
PDB
RCSB PDB Protein structure
PDB
CIF CIF
XML XML
I-TASSER predicted structures 
on ataxin-2 and ataxin-3
PDB
Rosetta predicted structures 
on oncogene proteins
PDB
Genetic 
Variance
ClinVar Variant XML ClinVar Variant XML
ClinVar Summary Tab separated ClinVar Summary Tab separated 
Scientific Paper PMC open access subset
PDF-> TXT 
(PDFBox is used 
for format 
transformation)
KDD CUP competition 2003 
data cleaning task
TXT
General English 
American National Corpus email TXT
Google News
TXT
American National Corpus letter TXT
Data Type Precision Recall F1-Score
Protein Structure 0.996 0.998 0.997
Genetic Variance 0.995 1.000 0.997
Scientific Paper 0.901 0.883 0.886
General English Corpus 0.930 0.914 0.919
Table 3 Decision Tree Model Evaluation on External Test Dataset
Data Type Precision Recall F1-Score
Protein Structure 1.000 1.000 1.000
Genetic Variance 0.997 1.000 0.999
Scientific Paper 0.979 0.982 0.980
General English Corpus 0.949 0.921 0.935
Workflow for Machine Learning based Data File Discovery
