Local minima and plateaus pose a serious problem in learning of neural networks. We investigate the geometric structure of the parameter space of three-layer perceptrons in order to show the existence of local minima and plateaus. It is proved that a critical point of the model with H ; 1 hidden units always gives a critical point of the model with H hidden units. Based on this result, we p r o ve that the critical point corresponding to the global minimum of a smaller model can be a local minimum or a saddle point of the larger model. We g i v e a necessary and su cient condition for this. The results are universal in the sense that they do not use special properties of target, loss functions, and activation functions, but only use the hierarchical structure of the model.
Introduction
It has been believed that the error surface of multilayer perceptrons (MLP) has in general many local minima. This has been regarded as one of the disadvantages of neural networks, and a great deal of e ort has been paid to nd good methods of avoiding them. There have been no rigorous results, however, to prove the existence of local minima. Even in the XOR problem, existence of local minima had been controversial. Lisboa and Perantonis ( 1] ) elucidated all the critical points of the XOR problem and asserted with a help of numerical simulations that some of them are local minima. Recently, Hamney ( 2] ) and Sprinkhuizen-Kuyper & Boers ( 3] ) rigorously proved that what have been believed to be local minima in 1] correspond to local minima with in nite parameter values, and that there are no local minima in the nite weight region for the XOR problem. Existence of local minima in general cases is still an open problem.
It is also di cult to derive meaningful results on local minima from numerical experiments. We often see extremely slow dynamics around a point in simulations. However, it is not easy to tell rigorously whether it is a local minimum. It is known ( 4] , 5]) that a typical learning curve shows a plateau in the middle of training, which causes almost no decrease of the training error. It can be easily misunderstood as a local minimum.
We mathematically investigate critical points of MLP, w h i c h are caused by the hierarchical structure of the model. We discuss only networks with one output unit in this paper. The function space of networks with H ; 1 hidden units is included in the function space of networks with H hidden units.
However, the relation between their parameter spaces is not so simple ( 6] , 7]). We investigate their geometric structure and elucidate how a parameter of a smaller network is embedded in the parameter space of larger networks. We show t h a t a critical point o f the error surface for the smaller model gives a set of critical points for the larger model.
The main purpose of this paper is to show that a subset of the critical points corresponding to the global minimum of the smaller model can be local minima of the larger model. The set of critical points is divided into two parts: local minima and saddles. We g i v e an explicit condition when this occurs. This gives a formal proof of the existence of local minima for the rst time. Moreover, the coexistence of local minima and saddles in Moreover, the coexistence of local minima and saddles explains a serious mechanism of plateaus: when such is the case, the parameters are attracted in the part of local minima, walk randomly for a long time, but eventually go out from the part of saddles. (2) where`(y z) is a loss function. If`(y z) = 1 2 ky;zk 2 , the objective function is the mean square error. Another popular choice is the cross-entropy. The results in this paper are independent o f t h e c hoice of a loss function.
Hierarchical structure of MLP
The parameter (H) consists of a (L + 1 ) H 
The set of all the parameters (H) that realize the functions of smaller networks is denoted by H H = ;1 H ( H;1 (S H;1 )). Sussmann ( 7] ) shows that H is the union of the following three kinds of submanifolds of H A j = fv j = 0 g (1 j H) B j = fw j = 0g (1 j H) C j1j2 = fw j1 = w j2 g (j 1 < j 2 ): Fig.1 illustrates these parameters. In A j and B j , the jth hidden unit plays no role in the value of the input-output function.
In C j1j2 , t h e j 1 th and j 2 th hidden unit can be integrated into one, where v 1 v 2 is the weight of the new unit to the output unit. From the viewpoint of mathematical statistics, it is also known ( 8] ) that H is the set of all the points at which the Fisher information is singular.
Next, we will see how a speci c function in the smaller model is embedded in the parameter space of the larger model. Let 3 Critical points of MLP Generally, the optimum parameter cannot be calculated analytically, and some numerical optimization method is needed to obtain an approximation of the global minimum of E H . One widely-used method is the steepest descent method, which leads to a learning rule de ned by
However, this learning rule stops at a critical point, which satis es @ E H @ ( ) = 0, even if is not the global minimum.
There are three types of critical point: a local minimum, a local maximum, and a saddle point. A critical point 0 is called a local minimum (maximum) if there exists a neighborhood around 0 such that for any in the neighborhood E H ( ) E H ( 0 ) (E H ( ) E H ( 0 )) holds, and called a saddleif it is neither a local minimum nor a local maximum, that is, if in any neighborhoodof 0 there exists a point at which E H is smaller than E H ( 0 ) a n d a p o i n t at which E H is larger than E H ( 0 ). It is well known that if the Hessian matrix at a critical point is positive (negative) de nite, the critical point is a local minimum (maximum), and if the Hessian has both positive and negative eigenvalues, it is a saddle.
We look for a critical point o f E H in H . In this section, we focus on the critical point ( (H;1) ), and show a condition that it is a local minimum or a saddle point. The usual su cient condition using the Hessian matrix cannot be applied in this case. The Hessian is singular, because a line including the point has the same value of E H in com- It is interesting to see that ; 0 is attractive i n its neighborhood. Hence, any point in its small neighborhood is attracted to ; 0 . However, ; 0 is neutrally stable in the direction of ; 0 , so that the point attracted to ; 0 uctuates randomly along ; 0 . It eventually escapes from ; when it reaches ;;; 0 . This takes a long time because of the nature of random walk. This explains that this type of critical points are serious plateaus. This is a new type of saddle which has so far not remarked in nonlinear dynamics. This type of \intrinsic saddle" is given rise to by the singular structure of the topology of S H .
Numerical simulation
We h a ve tried a numerical simulation to exemplify local minima given by Theorem 2, using MLP with 1 input, 1 output, and 2 hidden units. We use the logistic function for the loss function. For training data, 100 random input data are generated, and output data are obtained as y = f(x)+Z, w h e r e f(x) = 2 '(x);'(4x) and Z is a Gaussian noise with 10 ;4 as its variance. Using back-propagation, we train the parameter of MLP with 1 hidden unit, and use it as the global minimum (1) . In this case, we have ( 2 u 2 ) = (0:98 0:47) and A 2 = 1 :91 > 0. Then, any point i n ; 0 = f + ( (1) )j0 < < 1g is a local minimum. We s e t v 1 = v 2 = 2 =2 a s ( = 1 =2), and evaluate E 2 ( ) at 1 million random points around , which are generated by a normal distribution with 10 ;6 as its variance. As a result, all these values are larger than E 2 ( ). This experimentally veri es that is a local minimum. The graphs of the target function and the function given by the local minimum f(x (1) ) are shown in Fig.3 .
Conclusion
We investigated the geometric structure of the parameter space of multilayer perceptrons with H ; 1 hidden units embedded in the parameter space of H hidden units.
Based on the structure, we found a nite family of critical point sets of the error surface. We showed that a critical point of a smaller network can be embedded into the parameter space as a set of critical points. We further elucidated a condition that a point in the image of one embedding is a local minimum. We see that under one condition there exist local minima as line segments in the parameter space, which cause serious plateaus because all points around the set of local minima once converge to it and have to escape from it by random uctuation. It is important to see whether the critical sets in Theorem 2 are the only reason of plateaus. If this is the case, we can avoid them by the method of natural gradient ( 5], 9]). However, this is still left as an open problem.
