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Abstract
We categorify the Beilinson-Lusztig-MacPherson integral form of quantum sl2 spe-
cialized at a prime root of unity.
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1 Introduction
1.1 Motivation
The goal of this sequence of papers is to categorify quantum groups, as well as their repre-
sentation theory, at a prime root of unity. There are several notions of what the “quantum
group at a root of unity” can be. The “small” version of the quantum group, introduced
by Lusztig in [Lus90], is a finite dimensional Hopf algebra over the field of cyclotomic in-
tegers. Alternatively, the Beilinson-Lusztig-MacPherson (BLM) integral form of the quan-
tum group, constructed in [BLM90], can be specialized to the same root of unity, yielding
an infinite dimensional Hopf algebra in which the small version sits as a Hopf subalgebra.
Small quantum groups are intimately related to quantum topological invariants for three-
manifolds, while the BLM form connects the representation theory of quantum groups at
roots of unity to that of affine Lie algebras at certain fixed levels. In [EQ16] we categorified
the small version of quantum sl2 at a prime root of unity, while in this paper we categorify
the BLM form specialized at the same cyclotomic ring.
The original motivation for categorification, given by Crane and Frenkel [CF94], was to
find a combinatorial construction of certain gauge-theoretic quantum four-manifold invari-
ants. They hoped to achieve this by lifting the three-dimensional Reshetikhin-Turaev-Witten
topological field theory to a four-dimensional theory. The simple and elegant construction of
Khovanov homology [Kho00] for links in the three-dimensional sphere is strong evidence for
Crane and Frenkel’s conjectural proposal. In order to lift link invariants into three-manifold
invariants, one should specialize the generic quantum parameters for link invariants to a
root of unity, at least from the point of view of quantum physics.
The use of p-DG structures and p-homological algebra (or “hopfological algebra”) to cat-
egorify algebras specialized at a prime root of unity was first suggested in [Kho16]. The
previous papers in this series, [KQ15] and [EQ16], applied the theory of hopfological alge-
bra developed in [Qi14] to categorify quantum sl2 at prime roots of unity in various aspects.
We expect the reader to have slight familiarity with [KQ15] and [EQ16], although we will
recall the facts used from them when needed. We also expect the reader to be familiar with
the definitions of a p-DG category and its p-DG Grothendieck group, but see Chapter 4 for a
refresher.
1.2 A brief summary
We now give a rough sketch of the contents of each chapter.
2
The second chapter of this paper studies the p-DG algebra of symmetric polynomials
in n variables, and related structures. Recall that in the prequel [KQ15], Khovanov and
the second author studied the polynomial ring, viewed as a p-DG module for symmetric
polynomials, and its endomorphism ring, the nilHecke algebra. The polynomial ring can be
equipped with a family of possible p-differentials, which in turn equip the nilHecke algebra
with a family of differentials; they showed that only two members of this family (which are,
in some sense, dual to each other, and therefore essentially unique) yield a p-DG nilHecke
algebra with satisfactory hopfological properties. We investigate how the differential acts
on the subalgebra of symmetric polynomials, and compute its p-cohomology groups. The
p-DG algebra of symmetric polynomials is shown to be quasi-isomorphic to a polynomial
subalgebra with the trivial differential (Proposition 2.16). Therefore, it can be thought of as
a “formal” p-DG algebra.
In §3, we generalize the method of [KQ15, Chapter 3] to investigate partially symmetric
polynomials, i.e., polynomials invariant under a Young subgroup of the symmetric group.
We study them as p-DG algebras, and as p-DG modules for the algebra of (fully) symmetric
polynomials. It is known that the endomorphism algebras of these modules are given by
the “positive half” of the thick calculus developed by Khovanov-Lauda-Mackaay-Stosˇic´ in
[KLMS12]. This provides a natural explanation why the “half thick calculus” is equipped
with a p-differential, which is compatible with the differentials used in [KQ15, EQ16]. De-
rived categories of these p-DG endomorphism algebras are then used to construct a categori-
fication of the positive half of the divided-power form of quantum sl2. This is analogous to
the categorification of the positive half of the small form in [KQ15]. We formulate this result
as Theorem 3.15. Furthermore, in Corollary 3.18, we establish a categorical embedding of
the categorified small sl2 at a prime root of unity into the divided-power form.
Recall that the p-DG nilHecke algebra is acyclic when the number of strands n is at least
p. Meanwhile, the results of §2 show that the p-DG symmetric polynomial algebras, and the
algebras appearing in the half thick calculus, are never acyclic. This (to the informed reader)
should explain why the former categorifies the small version, and the latter the BLMversion,
of the positive half of the quantum group at a root of unity.
In §4, we provide a detailed discussion of the interactions between hopfological algebra
and (partial) idempotent completion. This chapter is somewhat technical, but also adds
an interesting new wrinkle, and so we summarize its basic points in the next part of the
introduction. In preparation for this discussion, §4 also recalls many of the necessary facts
from hopfological algebra that we use in the remainder of the paper.
We then seek to “double” the above half-construction of the categorified quantum group.
In §5 we equip the thick calculus U˙ of [KLMS12] with a p-differential ∂, and provide some
formulas for its computation. This differential agrees with the differential on the positive
half from §3, and with the differential induced on a partial idempotent completion from
§4. We prove in Theorem 6.2 that (the derived category of) the p-DG monoidal category
(U˙ , ∂) categorifies the BLM form of sl2 at a pth root of unity. There is, as yet, no satisfactory
notion of a “categorified Drinfeld double” in either the abelian categorification of the big
quantum group pioneered by Khovanov-Lauda [KL09, KL11, KL10, Lau10] and Rouquier
[Rou08], or the p-DG context studied in this paper and [EQ16]. However, we expect, when
such a concept is developed, that the p-DG categories (U , ∂) and (U˙ , ∂) from our work will
be interesting examples.
There is one categorified relation (i.e., a direct sum decomposition) needed for U˙ which
is not already present in the positive half, guaranteed by the Stosˇic´ formula ([KLMS12,
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Theorem 5.9]). In order for this categorified relation to descend to a relation on the p-DG
Grothendieck group, we need to check a technical p-DG filteredmodule condition, called the
“fantastic filtration condition” (Definition 4.14). This computation occupies most of §6. This
chapter is highly computational, and follows [KLMS12] extremely closely; consequently, we
have gone light on the related introductory and background material, assuming at this point
that the reader is very familiar with [KLMS12].
A diagrammatically-minded, computation-loving reader is welcome to skip to §5. The
first part of the paper (§2 and §3) is logically independent, and is mostly unnecessary for the
main result of §6. However, it helps to explain from a theoretical perspective why the dif-
ferential on U˙ is what it is, unrelated to its combinatorial construction, or the computational
requirements of §6. Moreover, it will certainly play a role in the categorical representation
theory of quantum sl2 at a prime root of unity, whose study is initiated in [QS13], and which
we plan to pursue in future work.
1.3 Idempotent completion and hopfological algebra
The thick calculus U˙ can be thought of as a realization of the Karoubi envelope or idempotent
completion of Lauda’s category U [Lau10]. Therefore, our main result is an example of a
surprising phenomenon: a p-DG category and its Karoubi envelope need not be p-DGMorita
equivalent! The p-DG Grothendieck group of U˙ is much larger than that of U , despite the
fact that the underlying additive categories are Morita equivalent.
In fact, the abelian categories of p-DG modules over a p-DG category and its Karoubi
envelope are equivalent, if the Karoubi envelope admits a compatible p-DG structure. How-
ever, this equivalence does not preserve the hopfological properties of p-DG modules, and
for this reason the compact derived categories may not be equivalent. For example, the di-
vided power object E(a) for a ≥ p is acyclic when viewed as a module for U , and thus its
symbol is zero in the p-DG Grothendieck group of U ; however, it is not acyclic when viewed
as a module for U˙ , and its symbol contributes non-trivially to the p-DG Grothendieck group
of U˙ .
This may seem a bit counter-intuitive at first glance, as it did to the authors at the be-
ginning of this project. In abelian categorification it is a typical practice to take the Karoubi
envelope as a matter of course (as was done in the works of Khovanov, Lauda, and Rouquier
[KL09, KL11, KL10, Lau10, Rou08]), while the p-DG world requires a great deal more cau-
tion. We feel that this poses the greatest stumbling block for people entering the field.
Accordingly, §4 is devoted to a careful study of partial idempotent completions and their
Grothendieck groups.
It is a complication that, given an additive p-DG category, its Karoubi envelope (i.e.,
the category obtained by adding the images of all idempotents as new objects) need not
come equipped with a p-DG structure. After all, the idempotents do not necessarily “com-
mute” with the differential. However, it may be the case that a Karoubian partial idempotent
completion (i.e., a category obtained by adding the images of enough idempotents) can be
equipped with a p-DG structure. This, amazingly, is what happens in our example.
One should note that nothing in this discussion is unique to the p-DG situation; these
observations apply equally to ordinary DG categories. Given a DG category, there need not
be a DG structure on the Karoubi envelope of the underlying additive category. This is not a
problem that appears in the derived category of an abelian category, where the homological
direction is “orthogonal” to the algebraic direction and the differential commutes with any
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idempotent, but it can happen in other DG categories. When a partial idempotent comple-
tion can be equipped with a DG structure, its DG category may have a larger Grothendieck
group than the original DG category. Unfortunately, we could not find a similar treatment
of this situation for DG categories in the literature.
1.4 Acknowledgements
We thank Mikhail Khovanov for his constant support and encouragement. We also thank
Raphae¨l Rouquier for helpful discussions and suggestions on further extensions of the cur-
rent work. Our appreciation goes to Aaron Lauda, and by extension to the other authors
Mikhail Khovanov, Marco Mackaay, and Marko Stosˇic´ of [KLMS12], for allowing us elec-
tronic access to the diagrams used in their paper.
2 The nilHecke algebra and symmetric polynomials
Fix once and for all a base field k of characteristic p > 0. The unadorned tensor product ⊗
denotes the tensor product over k. We adopt the French convention that the set of natural
numbers N contains zero.
2.1 Review of the p-DG nilHecke algebra
Here we briefly review the p-DG categorification of [KQ15]. Let Poln = k[x1, . . . , xn] be the
polynomial algebra with the differential ∂(xi) := x
2
i for all i = 1, . . . , n. The subring Symn of
symmetric polynomials is preserved by this differential, so it is also a p-DG algebra.
We define a family of p-DGmodules for Poln, whose underlyingmodules are free of rank
one. For each n-tuple of numbers a = (a1, . . . , an) ∈ Fnp , let Pn(a) := Poln · va be a free rank
one module over Poln, equipped with the differential ∂a determined by
∂a(va) =
n∑
i=1
aixiva.
The generator va is in degree n(1 − n)/2. By restriction, one can regard Pn(a) as a p-DG
module over Symn.
Remark 2.1. Because of the Leibniz rule, it is enough to specify the differential ∂a on the
generator va. The Leibniz rule implies that
∂a(fva) = ∂(f)va + f∂a(va).
In this chapter, the unadorned ∂ will denote a differential on an algebra, like Poln, Symn, or
NHn below, whereas a differential symbol with a subscript will denote the differential on a
p-DG module.
Let a+ = (−1, 0) ∈ F2p, and denote P2(a
+) by P+2 . Similarly, let a
− = (0,−1). It is shown
in [KQ15, Section 3.2] that, up to reordering the variables, the p-DG module P2(a) is a finite
cell module over Sym2 if and only if a = a
±. The modules P2(a
+) and P2(a
−) are dual, in a
sense to be described in the next chapter; we will restrict our attention to a+.
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The finite-cell filtration on P+2 is given by
0 ⊂ Sym2 · x1va+ ⊂ Sym2 · x1va+ + Sym2 · va+ = P
+
2 ,
arising from the basis {x1va+ , va+}. The induced differential on the algebraENDSym2(P2(a
+)) ∼=
NH2 will be denoted ∂. It is given on the local diagrammatic generators by
∂
( )
=
2
, ∂
( )
= − − . (2.1)
Here a dot on the i-th strand (i = 1, 2) indicates the endomorphism of multiplication on
P2(a
+) by xi, while the crossing stands for the divided difference operatorD2 on P
+
2 , which
acts on any f(x1, x2)va+ ∈ P
+
2 by
D2(f(x1, x2)va+) :=
f(x1, x2)− f(x2, x1)
x1 − x2
v
a
+ .
Furthermore, it is shown that when char(k) > 2, the p-DG module P+2 is a compact cofibrant
generator of the derived category D(NH2, ∂).
Remark 2.2. In [KQ15], a family of differentials on NH2 were introduced. The differential
∂ here corresponds to ∂1 from that paper, and is the only member of their family we will con-
sider in this work. Hadwe chosen a− instead, the induced differential onENDSym2(P2(a
−)) ∼=
NH2 would correspond to ∂−1.
Remark 2.3. In [EQ16], the divided difference operator D2 was denoted δ(2), while in pre-
vious papers of Khovanov-Lauda and others it is denoted ∂. We have altered the notation to
be consistent with [KLMS12], who use δa instead for the polynomial soon to be defined. In
this paper, we will prefer the notation from [KLMS12] over [EQ16] whenever the two are in
conflict, because we will be following some difficult computations from [KLMS12] later.
More generally, let a+ = (−(n−1), . . . ,−1, 0) ∈ Fnp , and let P
+
n := Pn(a
+). The restriction
of P+n to the p-DG subalgebra Symn is a finite cell module, with basis
B+n :=
{
xa11 · · · x
an−1
n−1 va+ |0 ≤ ai ≤ n− i
}
.
Let δn =
∏n
i=1 x
n−i
i be the monomial coefficient in front of the maximal degree element of
B+n . The endomorphism algebra NHn of P
+
n has an induced differential, also denoted ∂.
Let us introduce some notation for certain linear polynomials, viewed as elements in Poln
or NHn. We have
❅ n =
n∑
i=1
(n− i)xi (2.2a)   n =
n∑
i=1
(i− 1)xi. (2.2b)
For instance, we have
∂
a
+(v
a
+) = −❅ nva+
and
∂(δn) = ∂(x
n−1
1 x
n−2
2 . . . xn−1) = ❅ nδn. (2.3)
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We record the following useful formula for the ∂ action on the lowest degree element
Dn ∈ NHn, attached to the longest element of Sn. It follows from (2.1) by induction on the
number of strands (see [KQ15, Lemma 3.12]).
∂(Dn) = −❅ nDn −Dn  n (2.4)
This is diagrammatically depicted as
∂

 Dn

 = −(n− 1) Dn − (n − 2) Dn − · · · − Dn
− Dn − · · · − (n− 2) Dn − (n− 1) Dn . (2.5)
2.2 Schur polynomials
We identify partitions with Young diagrams. For instance, the following Young diagram
corresponds to the partition (5, 3, 3, 1).
The partitions below are those can be obtained from the Young diagram above by adding
one (shaded) box.
(a) (b) (c) (d)
The diagram of case (d) does not occur if we confine the partitions to have less or equal
to four rows. The following is a diagram with one box added that is not allowed.
7
LetP (n) denote the set of partitionswith at most n rows. For λ = (λ1, . . . , λn) ∈ P (n) (we
allow λi = λi+1 = · · · = λn = 0), let πλ ∈ Symn be the corresponding Schur polynomial in n
variables. It is well-known that {πλ}λ∈P (n) forms an integral basis for Symn. The following
lemma indicates how ∂ acts with respect to this basis.
Lemma 2.4. The differential ∂ on Symn acts on πλ as follows,
∂(πλ) =
∑
µi
(λi + 1− i)πµi , (2.6)
where the sum is over Young diagrams µi that are obtained from λ by adding a box such that µi
remains a partition in P (n). The index i indicates the row in which the box was added.
Proof. Let λ = (λ1, . . . , λn) be an n-part partition. The Schur function πλ in n-variables is
obtained by applying the longest divided difference operatorDn to the monomial
xλδnva = x
λ1+n−1
1 · · · x
λn−1+1
n−1 x
λn
n va ∈ P
+
n .
When equipped with compatible p-DG structures, we have,
∂
a
+(πλva+) = ∂a+(Dn(x
λδnva+)) = ∂(Dn)(x
λδnva+) +Dn(∂a+(x
λδnva+)),
which implies that
∂(πλ)va+ = ∂(Dn)(x
λδnva+) +Dn(∂a+(x
λδnva+))− πλ∂a+(va+)
= −
n∑
i=1
(n− i)xiDn(x
λδnva+)−
n∑
i=1
(i− 1)Dn(xix
λδnva+)
+
n∑
i=1
(λi + n− i)Dn(x
λ1+n−1
1 · · · x
λi+n−i+1
i · · · x
λn
n va+)
−
n∑
i=1
(n− i)Dn(x
λδnxiva+) +
n∑
i=1
(n− i)πλxiva+
=
n∑
i=1
(λi − i+ 1)Dn(x
λ1+n−1
1 · · · x
λi+n−i+1
i · · · x
λn
n va+).
The i-th term in this sum is equal to the i-th term in the claimed formula, so long as adding
a box to the i-th row of λ produces a Young diagram µi. If it does not produce a Young
diagram (see the non-example before the lemma), then λi−1 = λi and
xλ1+n−11 · · · x
λi−1+n−i+1
i−1 x
λi+n−i+1
i · · · x
λn
n va+
is symmetric in xi−1 and xi, and hence the corresponding term is killed byDn.
Notice that, in the statement of Lemma 2.4, the number λi + 1− i is the content or residue
of the box in µi that was added to λ. The following example is a Young diagram with its
boxes labeled by their content numbers.
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-3
-2
-1
0 1 2 3 4
0
0-1
1
We will use a shorthand when writing sums like (2.4), as exemplified below.
∂(πλ) =
∑
λ+
C()πλ+. (2.7)
The sum is taken over all ways to add a box to λ to obtain another partition λ +  in P (n),
and C() is the content of the new box. In such a sum, the maximum number of rows in a
partition is not written, but is understood; the new box  can not be in the (n + 1)-st row.
Definition 2.5. In what follows, we will always use Symn, n ∈ N, to stand for the p-DG alge-
bra of symmetric functions on n-letters, equippedwith the p-differential defined by equation
(2.6) or (2.7).
Let ek (resp. hk) denote the k-th elementary (resp. complete) symmetric polynomial in n
variables. These are specific examples of Schur polynomials, associated to a single column
(resp. row). Thus (2.7) implies:
∂(ek) = e1ek − (k + 1)ek+1, (2.8)
∂(hk) = (k + 1)hk+1 − h1hk. (2.9)
By definition, ek = 0 for k > n. These formulas hold for all k ∈ N, even when k ≥ n.
Letting n grow to infinity, we see that the formula (2.7) also applies to Schur functions πλ
inside the ring Λ of symmetric functions; one omits any constraints on the number of rows
in α+.
2.3 p-DG symmetric polynomials: part I
Now we investigate the underlying p-complex of the p-DG algebra Symn, and its rank one
free modules. We begin with the case n < p. Part of the discussion below has already
appeared in [KQ15, EQ16], and we repeat it here for the sake of completeness.
Lemma 2.6. When n < p, Symn is quasi-isomorphic to k.
Proof. There is clearly an injection sending k → k · 1, with cokernel the augmentation ideal
Sym′n. When n < p, the representations of Sn over k are actually semisimple. Therefore Symn
is not just a submodule of k[x1, x2, . . . , xn] but actually a summand, under an idempotent
which commutes with ∂. In particular, the positive degree symmetric polynomials Sym′n are
a summand of the contractible p-complex k[x1, . . . , xn]′, and are therefore contractible.
This lemma does rely on the fact that n < p. When n ≥ p, the augmentation ideal Sym′n
is still a submodule of an acyclic p-complex, but that does not mean it is acyclic itself.
Example 2.7. Suppose that n = p. Then Symp is not quasi-isomorphic to k, but is actually
quasi-isomorphic to k[epp] with the trivial differential. We will prove this in Corollary 2.13.
Note for now that k[e1, e2, . . . , ep−1] is a p-DG subalgebra of Symp, since ∂(ep−1) = e1ep−1 −
pep = e1ep−1.
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Nowwe want to understand various p-DG module structures on the rank-one free mod-
ule over Symn.
Definition 2.8. Let a ∈ k. Define a differential structure ∂a on the rank-one free module
Sn(a) := Symn · va over Symn, determined by
∂a(va) = ae1va. (2.10)
The degree of the generator va is n(1 − n)/2, to agree with standard conventions. The p-
nilpotency condition ∂pa = 0 holds if and only if a ∈ Fp (by an easy computation). When this
happens, Sn(a) is isomorphic, up to a grading shift, to the ∂-closed ideal (e
k
n) ⊂ Symn inside
the algebra Symn, for any k ∈ N having residue class modulo p equal to a.
Lemma 2.9. Suppose that 1 ≤ a ≤ n < p. Then the ideal generated by ean inside Symn is acyclic.
Equation (2.8) and the Lemma immediately implies the following.
Corollary 2.10. For 1 ≤ a ≤ n < p, the p-DG module Sn(a) is acyclic. 
Proof of Lemma 2.9. We show this by induction on n, and within each fixed n, by induction
on a. For n = a = 1, the result is already known. Suppose that a = 1. There is a short exact
sequence of p-DG modules
0→ (en)→ Symn → Symn−1 → 0.
The first map is the inclusion of the ideal, while the second is a quotient. The quotient is
a quasi-isomorphism between two p-DG modules which are both quasi-isomorphic to k.
Therefore the ideal is acyclic. Now suppose that 1 < a ≤ n. There is a short exact sequence
0→ (ean)→ (e
a−1
n )→ Sn−1(a− 1)→ 0.
The first map is an inclusion of ideals. Here, Sn−1(a − 1) is realized as the classes modulo
(ean) of the polynomials fe
a−1
n for f ∈ k[e1, e2, . . . , en−1] ⊂ Symn. Now induction implies that
the middle and right terms are acyclic, and therefore so is the left term.
Our next goal is to compute the cohomology of Sn(a) for the remaining cases 1 ≤ n <
a ≤ p. Although this can be done without leaving the realm of p-DG submodules, it is useful
pedagogically to consider certain sub-vector-spaces of Sn(a) which are preserved by ∂, but
not by Symn; i.e., they are subcomplexes, not submodules.
First, we define the d-degree deg(f) of symmetric monomials as follows.
deg(ei11 · · · e
in
n ) =
n∑
k=1
ik. (2.11)
The d-degree pretends that all elementary symmetric polynomials have the same degree,
whereas in the usual grading ek has degree 2k; it is not defined for homogeneous symmetric
polynomials, only for monomials.
Lemma 2.11. Let f be a symmetric monomial. Then ∂(f) = f ′ + deg(f)e1f , where f
′ is a linear
combination of symmetric monomials having the same d-degree as f .
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Proof. This follows immediately from (2.8) and the Leibniz rule.
For an interval [a, b] ⊂ N, let N[a,b] ⊂ Symn denote the k-span of all symmetric mono-
mials in Symn having d-degree in [a, b]. Fix k ∈ N. By the above claim, N[kp+1,kp+p] is a
p-DG subcomplex of Symn, because the d-degree can not be lowered by ∂, nor can it be
raised from a monomial whose d-degree is a multiple of p. In similar fashion, the subspace
N[kp−a+1,kp−a+p]va ⊂ Sn(a) is a p-DG subcomplex.
Corollary 2.12. For any n ∈ {1, . . . , p−1} and a ∈ {n+1, . . . , p}, let Ia = N[p−a+1,∞]va, a p-DG
submodule of Sn(a). In other words,
Ia := k〈e
i1
1 · · · e
in
n va|
n∑
k=1
ik > p− a〉.
Then the natural quotient map Sn(a) ։ Sn(a)/Ia, is a quasi-isomorphism of p-DG Symn modules.
Equivalently, the inclusion of the subcomplex N[0,p−a]va is a quasi-isomorphism of p-complexes.
The case a = p is none other than Lemma 2.6, because Sn(0) ∼= Symn as p-DG modules
(up to grading shift), and Ia is the augmentation ideal.
Proof. Note that in the module Sn(a) = Symn · va, we have ∂(e
p−a
n va) = 0. Therefore this ele-
ment generates a (Symn, ∂)-stable submodule Symn·(e
p−a
n va). By Lemma 2.6, this submodule
has one-dimensional cohomology, generated by ep−an va. There is a short exact sequence of
p-DG Symn-modules
0−→Sym′n · e
p−a
n va−→Symn · va−→Q−→0,
where Sym′n is the augmentation ideal, and the quotient module Q is
Q :=
p−a∑
i=0
Symn−1 · e
i
nva.
Thus Sn(a) is quasi-isomorphic to Q.
Now Q has a decreasing filtration F • by Symn−1-modules, given by
F l :=
p−a∑
i=l
Symn−1 · e
i
nva
for 0 ≤ l ≤ p−a. The l-th subquotient is isomorphic to the p-DGmodule Sn−1(b) for b = l+a.
By induction, Sn−1(b) is quasi-isomorphic to
k〈ei11 · · · e
in−1
n−1 |
n−1∑
k=1
ik ≤ p− b〉.
Multiplying these monomials by eln, we obtain monomials of degree≤ p−a, as desired. The
result follows.
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2.4 p-DG symmetric polynomials: part II
We next move on to investigate the cohomology of Symn and its rank-one modules when
n ≥ p. The central theme will be a modification of the d-degree arguments above. For
a monomial ei11 · · · e
in
n , one considers the sum
∑n
k=p ik, which could be thought of as the
relative d-degree over Symp−1. We use the relative d-degree to study restrictions of Symn
modules to Symp−1.
The first immediate result is the following.
Corollary 2.13. The natural inclusion map of k[epp] with the zero differential into Symp is a quasi-
isomorphism of p-DG algebras. The rank-one module Sp(a) is quasi-isomorphic to the p-complex
k[epp] · (e
p−a
p va) with the zero differential.
Proof. Since Symp−1 ⊂ Symp is an inclusion p-DG algebras, we may regard Symp by restric-
tion as a p-DG module over Symp−1. In this way Symp splits into a direct sum of rank-one
Symp−1-modules
Symp
∼=
∞⊕
k=0
Symp−1 · e
k
p,
and ∂ acts on each summand generator ekp by ∂(e
k
p) = ke1e
k
p . Therefore Symp−1e
k
p
∼= Sp−1(k)
as p-DG modules over Symp−1, and Corollary 2.10 shows that they are acyclic unless p di-
vides k. Moreover, when p does divide k, Symp−1e
k
p
∼= Sp−1(0), and by Lemma 2.6 the
inclusion k · ekp →֒ Symp−1e
k
p is a quasi-isomorphism. The first claim follows.
The last statement follows from a similar consideration, and the fact that Sp(a) is isomor-
phic to the p-DG ideal generated by eap in Symp.
Now we look at Symp+1 = k[e1, . . . , ep, ep+1]. Again Symp−1 sits in it as a p-DG subalge-
bra, and by restriction Symp+1 decomposes into blocks of p-DG Symp−1-modules
Symp+1
∼=
⊕
d∈N
Symp−1 · Ed,
where Ed is the spanned by a basis {e
r
pe
s
p+1|r, s ∈ N, r+s = d}. This can be seen readily from
the differential action on the basis elements:
∂(erpe
s
p+1) = (r + s)e1e
r
pe
s
p+1 − (p+ 1)re
r−1
p e
s+1
p+1. (2.12)
We analyze the p-DG structure of each block Symp−1 · Ed. By equation (2.12), there exists
on it an increasing ∂-stable filtration F• with F−1 = 0 and Fj :=
∑j
i=0 Symp−1 · e
i
pe
d−i
p+1. The
subquotients of this filtration, as p-DG modules over Symp−1, are all isomorphic to Sp−1(d).
Therefore by Corollary 2.10, this block will be acyclic unless d is a multiple of p. When
d = kp for some k ∈ N, the subquotients in this more interesting block are all isomorphic to
Sp−1(0) ∼= Symp−1. Hence the quotient map
Symp−1 ·Ed−→Symp−1 ·Ed/(Sym
′
p−1 ·Ed), (2.13)
is a surjective quasi-isomorphism. The right hand side splits into a direct sumof p-complexes
(edp)
⊕(k−1⊕
l=0
(ed−lp−1p e
lp+1
p+1
1
−→ ed−lp−2p e
lp+2
p+1
2
−→ · · ·
p−1
−→ ed−lp−pp e
lp+p
p+1 )
)
, (2.14)
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where the differential action on the residue basis elements is indicated bymultiplication with
the corresponding number on the arrow. It follows that the inclusion k · edp →֒ Symp−1Ed is a
quasi-isomorphism in this case.
Lemma 2.14. (i) The p-DG algebra Symp+1 is quasi-isomorphic to its subalgebra k[e
p
p] with triv-
ial differential.
(ii) The rank-one p-DG module Sp+1(1) is acyclic.
(iii) The rank-one p-DG modules Sp+1(a) = Symp+1 · va, where ∂a(va) = ae1 · va and a ∈
{2, . . . , p− 1}, have cohomologies isomorphic to the p-complex
k[epp] ·
(
ep−ap e
0
p+1va
a
−→ ep−a−1p e
1
p+1va
a−1
−→ · · ·
1
−→ e0pe
p−a
p+1va
)
Proof. The first statement follows from the discussion before the lemma. The second one
follows by a similar consideration as with the first. The only difference is that, using the same
argument, the more interesting block is spanned by {eape
b
p+1|a, b ∈ N, a+ b+ 1 = kp, k ∈ N}.
The analogous decomposition of (2.14) in this case becomes
k−1⊕
l=0
(e(k−l)p−1p e
lp
p+1
1
−→ e(k−l)p−2p e
lp+1
p+1
2
−→ · · ·
p−1
−→ e(k−l−1)pp e
(l+1)p−1
p+1 ), (2.15)
which is a direct sum of contractible p-complexes. The last case follows by a similar consid-
eration as the first two cases, and we leave it to the reader as an exercise.
Lemma 2.15. Let n be an integer in {p+ 1, . . . , 2p − 1}.
(i) The natural inclusion k[epp] →֒ Symn, where k[e
p
p] is equipped with the zero differential, is a
quasi-isomorphism of p-DG algebras.
(ii) When 1 ≤ a ≤ n− p, the rank-one p-DG module Sn(a) is acyclic.
(iii) When n − p + 1 ≤ a ≤ p − 1, the p-DG module Sn(a) has its cohomology isomorphic to the
p-complex
k[epp] ·

 ⊕
ip+ip+1+···+in=p−a
keipp e
ip+1
p+1 · · · e
in
n va

 ,
where the ∂-stable k-space in the bracket is equipped with the inherited differential from (2.8).
Proof. The proof is analogous to that of Corollary 2.10. One first shows part (ii) using an
induction argument based on Lemma 2.14 and the short exact sequence of p-DG modules
(ideals)
0−→(ean)−→(e
a−1
n )−→Sn−1(a− 1)−→0.
Then to prove (i), one starts from Corollary 2.13 and inducts on n using the short exact
sequence
0−→(en)−→Symn−→Symn−1−→0.
Here the ideal (en) = Symn · en
∼= Sn(1) is acyclic by part (ii). To prove part (iii), one uses
an induction argument similar as done for Corollary 2.12. We leave this as an exercise to the
reader.
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The above method generalizes immediately to the case of arbitrary Symn.
Proposition 2.16. Let n be a natural number such that kp ≤ n ≤ (k+1)p− 1 for some k ∈ N, and
Sn(a) be the rank-one p-DG module over Symn, which is generated by va with ∂a(va) = ae1va.
(i) The inclusion k[epp, · · · , e
p
kp]−→Symn, where k[e
p
p, · · · , e
p
kp] is equipped with the trivial differ-
ential, is a quasi-isomorphism of p-DG algebras.
(ii) When 1 ≤ a ≤ n− kp, the rank-one p-DG module Sn(a) is acyclic.
(iii) When n− kp+ 1 ≤ a ≤ p− 1, the p-DG module Sn(a) has its cohomology isomorphic to the
p-complex
k[epp, . . . , e
p
kp] ·

 ⊕
ikp+ikp+1+···+in=p−a
ke
ikp
kp e
ikp+1
kp+1 · · · e
in
n va

 ,
where the ∂-stable k-space in the bracket is equipped with the inherited differential from (2.8).
Proof. Exercise.
3 Grassmannian modules for symmetric polynomials
3.1 Definition
In this chapter, we will be interested in the space Syma,b := Syma ⊠ Symb, viewed as a
p-DG algebra or as a module over the p-DG algebras Syma,b and Syma+b. We refer to it
as a Grassmannian module, because it is isomorphic to the equivariant cohomology ring
H∗
GL(a+b)(Gr(a, a + b)) of the Grassmannian variety of a-planes in C
a+b. As in the previous
chapter, we write
Sa,b := Syma ⊠ Symb = Syma,b · va,b, (3.1)
to indicate the free rank-one module over the algebra Syma,b with generator va,b, viewed as
a bimodule over Syma,b and Syma+b. The degree of va,b is −ab.
As a module over Syma+b, Sa,b is free (its graded rank agrees with the graded dimension
of the non-equivariant cohomology ring H∗(Gr(a, a + b))). A pair of convenient bases over
Syma+b is given by Schur functions:
{(πλ ⊠ 1)|λ ∈ P (a, b)} or {(1⊠ πλ)|λ ∈ P (b, a)} , (3.2)
where P (a, b) contains those Young diagrams that fit into a height a, width b rectangle.
Definition 3.1. Consider the rank-one Syma,b-module Sa,b := Syma,b · va,b. Given k, l ∈ k, let
∂k,l be the differential on Sa,b which acts on the generator va,b by
∂k,l(va,b) := ke1(x1, . . . , xa)va,b + le1(xa+1, . . . , xa+b)va,b,
extended to the whole space via the Leibnitz rule
∂k,l(fva,b) := ∂(f)va,b + f∂k,l(va,b),
for any f ∈ Syma,b. This p-DG module will be denoted by Sa,b(k, l) in what follows. (It is
assumed that the p-differential ∂ on Syma+b or Syma,b is specified as in Lemma 2.4.)
14
We will abbreviate the elementary symmetric functions in the first a-variables (resp. the
last b-variables) by e
(a)
1 (resp. e
(b)
1 ). Thus we have
∂k,l(va,b) := ke
(a)
1 va,b + le
(b)
1 va,b.
It is clear that the differential on Sa,b(k, l) is p-nilpotent if and only if k, l ∈ Fp, which we
will assume from now on. Moreover, Sa,b(k, l) is a p-DG bimodule over the p-DG algebras
Syma,b and Syma+b (see §4.1 for more on p-DG bimodules and their endomorphism rings).
3.2 Cofibrance
The most basic question to ask is for which parameters k, l ∈ Fp will the bimodules Sa,b(k, l)
be cofibrant as p-DGmodules over Syma+b. Because Syma+b is a positively graded local ring,
a finitely-generated p-DGmodule will be cofibrant if and only if it is a finite-cell module (see
[EQ16, Definition 2.4]).
Definition 3.2. Let A be a p-DG algebra which is graded local, andM a p-DG (left or right)
module over A. Then M is called finite-cell if there is a finite, exhaustive, increasing p-DG
filtration F• onM whose subquotients are isomorphic to A with the natural differential (up
to grading shifts).
Proposition 3.3. The p-DG module Sa,b(k, l) in Definition 3.1, when considered as a p-DG right
module over Syma+b, is finite-cell if either of the following conditions hold{
k ≡ −b (mod p),
l ≡ 0 (mod p).
{
k ≡ 0 (mod p),
l ≡ −a (mod p).
Proof. First consider the p-DG module Sa,b(−b, 0) together with the basis {(πλ ⊠ 1)va,b|λ ∈
P (a, b)} over Syma+b (see equation (3.2)). We claim that the k-span of this basis is closed
with respect to the module differential ∂−b,0. By the differential action on Schur functions
(Lemma 2.4),
∂((πλ ⊠ 1)va,b) =
∑
λ+
C()(πλ+ ⊠ 1)va,b − b(e
(a)
1 πλ ⊠ 1)va,b
=
∑
λ+
(C()− b)(πλ+ ⊠ 1)va,b,
where we have used the Pieri rule in the second equality. Note that, because these Schur
polynomials live in Syma, the partitions in this sum have at most a rows, but nothing con-
strains them to have at most b columns. However, whenever λ+ has more than b columns,
it must be the case that λ1 = b and C() = b; such a partition appears with coefficient zero,
as desired.
Thus the k-span of this basis forms a p-complex, and one can choose a ∂−b,0-stable in-
creasing filtration with one-dimensional subquotients. Inducing this filtration from k to
Syma+b yields the desired filtration of Sa,b(−b, 0).
A similar argument works for Sa,b(0,−a), using the second basis from (3.2) instead.
Remark 3.4. It seems as though the converse to Proposition 3.3 also holds for large charac-
teristic. In other words, for a given a, b, there may be small primes for which some other pair
(k, l) gives rise to a cofibrant Syma+b-module Sa,b(k, l), but for large enough primes, these
two seem to be the only cofibrant possibilities. We have checked this for small values of a
and b, and conjecture that it is the case in general.
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3.3 Duality
There is a non-degenerate, Syma+b-bilinear pairing on Syma,b given as follows. Identify
Syma,b as the space of polynomials that are symmetric in the first a-variables as well as the
last b-variables. Consider the following elementDa,b of the nilHecke algebra on a+b strands.
Da,b :=
1 2 a a+1 a+b
. . . . . .
. (3.3)
It is not hard to observe thatDa,b sends any polynomial in Syma,b to a polynomial in Syma+b.
Then for any elements f, g ∈ Syma,b, the bilinear form is defined by
〈−,−〉 : Syma,b × Syma,b−→Syma+b, 〈f, g〉 := Da,b(fg). (3.4)
One can also view this as a pairing on Sa,b, pairing fva,b and gva,b to yield Da,b(fg)va,b.
Lemma 3.5. Under this bilinear pairing, the Schur bases
{(πλ ⊠ 1) · va,b|λ ∈ P (a, b)} and {(1⊠ πλ) · va,b|λ ∈ P (b, a)} , (3.5)
are orthogonal to each other:
〈(πλ ⊠ 1), (1 ⊠ πµˆ)〉 = (−1)
|µˆ|δλ,µ. (3.6)
Here, λ and µ are both in P (a, b), and µˆ is the partition obtained as follows: take the complement of
µ inside an a × b-box, rotate it by 180 degrees to get a Young diagram, and take the transpose. The
absolute value indicates the number of boxes in µˆ.
Proof. If λ ∈ P (a, b) and µˆ ∈ P (b, a), we have
Da,b(πλ ⊠ πµˆ) = Da,b(Da(x
λ1+a−1
1 . . . x
λa
a )Db(x
µˆ1+b−1
a+1 . . . x
µˆb
a+b))
= Da+b(x
λ1+a−1
1 . . . x
λa
a x
µˆ1+b−1
a+1 . . . x
µˆb
a+b).
The last term is non-zero if and only if the sequence of numbers (a+ b− 1, a+ b− 2, . . . , 1, 0)
can be obtained from the sequences (λ1 + (a − 1), . . . , λa) and (µˆ1 + (b − 1), . . . , µˆb) by a
shuffling, which in turn happens if and only if λ = µ. It is not hard to check that the minimal
permutation corresponding to the shuffling has length |µˆ|.
Now we investigate how this form interacts with the p-DG structure.
Proposition 3.6. The bilinear form 〈−,−〉 : Sa,b × Sa,b−→Syma+b extends to a p-DG pairing
〈−,−〉 : Sa,b(k, l) × Sa,b(−b− k,−a− l)−→Syma+b,
which is ∂-invariant, Syma+b-linear and non-degenerate.
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Proof. The linearity and non-degeneracy properties are clear. The ∂-invariance condition
means that for any f ∈ Sa,b(k, l) and g ∈ Sa,b(−b− k,−a− l), we have
∂(〈f, g〉) = 〈∂k,l(f), g〉 + 〈f, ∂−b−k,−a−l(g)〉. (3.7)
It suffices to check (3.7) on our dual bases above. We wish to show that
〈(∂k,l(πλ ⊠ 1)v), (1 ⊠ πγ)u〉+ 〈(πλ ⊠ 1)v, ∂−b−k,−a−l((1 ⊠ πγ)u)〉 = 0 (3.8)
holds for all λ ∈ P (a, b) and γ ∈ P (b, a), where v, u are respectively the module generators
of Sa,b(k, l) and Sa,b(−b− k,−a− l).
First off, we compute the differential action on an element of the form (πλ ⊠ 1)v ∈
Sa,b(k, l),
∂k,l((πλ ⊠ 1)v) = (∂(πλ)⊠ 1)v + (πλ ⊠ 1)∂k,l(v)
=
∑
λ+
C()(πλ+ ⊠ 1)v + k(e
(a)
1 πλ ⊠ 1)v + l(πλ ⊠ e
(b)
1 )v
=
∑
λ+
(C() + k − l)(πλ+ ⊠ 1) + le1(πλ ⊠ 1)v.
In the second equality, we have used the differential action on πλ as in Lemma 2.4, and we
have abbreviated the elementary symmetric functions as in Definition 3.1. Likewise, we have
that
∂−b−k,−a−l((1⊠ πγ)u) =
∑
γ+
(C()− a− l + b+ k)(1⊠ πγ+)u− (b+ k)e1(1⊠ πγ)u.
Now we show that equation (3.8) holds. From (3.6) we see that, for the pairing to be
non-zero, there are only two possibilities:
(i) When λ is obtained from adding one box in the r-th row to γˆ. In this situation, there
are two non-zero terms in the sum. The first one comes from adding a box to λ (differ-
entiating πλ), and pairing with πγˆ . The second term arises from adding a box to πγ and
pairing with πλ. In both cases, the box added is the unique one missing from the a× b-
rectangle with λ in the upper left and γˆ in the lower right. This is clear in the diagram
below, where λ = (92, 8, 42, 3) is shaded red, and γ = (7, 5, 43, 3, 2, 13) is shaded green.
b
arow r
These two coefficients add up to
(λr − r + 1 + k − l) (−1)
|γˆ| + (γb−λr − (b− λr) + 1− a− l + b+ k) (−1)
|γˆ|+1 = 0,
since γb−λr + r = a.
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(ii) When λ = γˆ. In this case, either λ1 = b or γ1 = a. Assuming the first, the non-zero
coefficients combine to give
〈(b+ k − l)(πλ+1 ⊠ 1)v, (1 ⊠ πλˆ)u〉+ 〈le1(πλ ⊠ 1)v, (1 ⊠ πλˆ)u〉
+〈(πλ ⊠ 1)v, (−b − k)e1(1⊠ πλˆ)u〉 = (b+ k − l + l − b− k)e1 = 0,
where λ+1 denotes λwith one box added to the first row, of which the content equals
b. Likewise, a similar computation shows that, when γ1 = a, the non-trivial coefficients
also add up to zero.
This finishes the proof of the proposition.
Notice that the two system of parameters in Proposition 3.3 are in fact dual to each other
in the sense of Proposition 3.6. Thus, up to duality, there is a unique cofibrant p-DG Syma+b-
module structure on Sa,b.
Remark 3.7 (A notational simplification). Because of Propositions 3.3 and 3.6, we will abuse
notation and denote Sa,b(−b, 0) by Sa,b, unless otherwise specified.
3.4 Diagrammatic notation
Following [KLMS12], we develop diagrammatic notation for elements of Sa,b and its endo-
morphism ring. Alternatively, the bimodule Sa,b gives rise to an exact tensor product functor
(Sa,b)⊗Syma+b (−) : Syma+b−mod−→Syma,b−mod, (3.9)
and its bimodule endomorphisms can be viewed as natural transformations of this functor.
We depict an element x ∈ Symn as a thick line of width n carrying the label x. We view
such an element as an endomorphism of a Symn-module, so it has degree equal to the degree
of x. Multiplication of elements is given by vertically concatenating pictures:
n
x
,
n
xy
=
n
x
y .
We depict the bimodule generator va,b of Sa,b(−b, 0), unique up to a non-zero constant,
by
va,b :=
a+b
a b
,
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and we declare the degree of the element equals −ab. Then Sa,b can be identified with the
span of diagrams
Sa,b ∼=


a+b
a b
f g ∣∣∣∣∣f ∈ Syma, g ∈ Symb


,
while placing a box on the bottom strand indicates the action of Syma+b. These diagrams are
subject to the Grassmannian sliding relation:
a+b
a b
ek
=
k∑
l=0
a+b
a b
el ek−l
,
where it is understood that em(x1, . . . , xn) = 0 if m > n. The differential is given by the
formula
∂


a+b
a b 
= −b
a+b
a b
e1
. (3.10)
The dual bimodule Sa,b(−b, 0)
∨ = Sa,b(0,−a) has generator v
∨
a,b in degree −ab, which we
denote by
v∨a,b :=
a b
a+b
.
Placing polynomials on the strands has the obvious meaning, and the dual Grassmannian
sliding relation is evident. The differential on the dual module is given by
∂


a b
a+b 
= −a
a b
a+b
e1
(3.11)
The endomorphism algebra of the module Sa,b(−b, 0) over Syma+b, which is identified
with
ENDSyma+b(Sa,b(−b, 0))
∼= Sa,b(−b, 0)⊗Syma+b Sa,b(−b, 0)
∨
∼= Sa,b(−b, 0)⊗Syma+b Sa,b(0,−a) (3.12)
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under the bilinear pairing of Proposition 3.6, inherits a natural p-DG algebra structure. El-
ements of this p-DG algebra, generated by va,b ⊗ v
∨
a,b can be viewed diagrammatically as
polynomials on the gluing of the two diagrams along the common edge Syma+b (see below
for an example). If we choose a filtered p-DG basis for Sa,b(−b, 0) as in the proof of Propo-
sition 3.3, we may identify the endomorphism algebra with a graded-matrix algebra of size[
a+b
a
]2
with coefficients in Syma+b. A basis for the matrix algebra is given by

(−1)|µˆ|
a b
a b
πµˆ
πλ ∣∣∣∣∣λ, µ ∈ P (a, b)


. (3.13)
The inherited differential, under the isomorphism (3.12), acts on the lowest degree basis
element as follows,
∂


a b
a b


= −b
a b
a b
e1
− a
a b
a b
e1
, (3.14)
a juxtaposition of the differential action on the generators of Sa,b(−b, 0) and Sa,b(0,−a). This
formula can be seen as a generalization of the differential action (2.1) on the local divided
difference operator, the latter being the special case when a = b = 1.
To compose two endomorphisms, one may vertically stack their diagrams, resulting in
an element of Sa,b ⊗ S
∨
a,b ⊗ Sa,b ⊗ S
∨
a,b, and then pair the middle factors against each other
using the bilinear pairing S∨a,b ⊗ Sa,b → Syma+b. Diagrammatically, this corresponds to the
duality relation:
a+b
a b
πα πβ
=


(−1)|αˆ|
a+b
if β = αˆ,
0 otherwise.
(3.15)
Because ENDSyma,b(Sa,b)
∼= Syma,b as a Syma,b-bimodule, one can view this endomor-
phism algebra representing the identity functor on Syma,b-modules. Under this identifica-
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tion, one has the identity decomposition relation:
a
a
b
b
=
∑
α∈P (a,b)
(−1)|αˆ|
a b
a b
παˆ
πα
. (3.16)
Recall from Remark 3.7 that we have abbreviated Sa,b(−b, 0) just by Sa,b. More generally,
if a := (a1, a2, . . . , ak) ∈ Nk is a decomposition of an integer n ∈ N, so that a1+a2+ · · ·+ak =
n, we set
Syma := Syma1 ⊠ Syma2 ⊠ · · ·⊠ Symak ,
regarded as a p-DG algebra, and define the generalized p-DG Grassmannian module (or partial
flag variety module)
Sa := Syma · va,
where the differential acts on the generator by
∂(va) :=
k−1∑
i=1
−(ai+1 + · · ·+ ak)e1(xa1+···+ai , . . . , xa1+···+ai+1−1)va.
This module generator is depicted by
va =
n
a1 a2 ak
. . .
=
n
a1 a2 ak
. . .
,
where the second equality follows from the associativity of tensor product:
(Sa1,a2 ⊠ Sa3 ⊠ · · ·⊠ San)⊗Sym(a1+a2,...,an) Sa1+a2,...,an
∼= Sa1,a2,...,an .
The differential action on the generator is then depicted by
∂


n
a1 ai ak
. . . . . .

 = −
k−1∑
i=1
(ai+1 + · · ·+ ak)
n
a1 ai
e1
ak
. . . . . .
. (3.17)
The thick strand on the bottom is utilized, as before, to emphasize that we are regarding Sa
also as a right p-DG module over Symn.
Starting with the case when the decomposition a has only two parts, an easy inductive
argument on the number k of the parts of the decomposition establishes the following result.
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Lemma 3.8. If a = (a1, . . . , ak) is a decomposition of n, then the generalized p-DG Grassmannian
module has a ∂-stable basis over the algebra Symn consisting of elements of the form{
(πλ1(x1, . . . , xa1)πλ2(x1, . . . , xa1+a2) · · · πλk−1(x1, . . . , xa1+···+ak−1))va
}
,
where each λi ranges over all partitions that fit into an (a1 + · · · + ai)× ai+1-box. 
The top-degree Symn summand is generated by the product of all Young diagrams λi
that are full rectangles. The canonical projection map from Sa to its top-degree summand
defines a non-degenerate trace form on Sa. This projection can be obtained as an iteration of
the rank-two traces as follows.
Da := Da1,a2+···+ak ◦Da2,a3+···+an ◦ · · · ◦Dan−1,an ,
where each term on the right hand side is given by (3.3) with appropriate indices. Then, with
respect to the trace form, it is easy to check that the dual module
S∨a := HOMSymn(Sa,Symn),
with the natural induced differential, is isomorphic to the p-DG (Symn,Syma)-bimodule
Syma · v
∨
a , where v
∨
a is acted upon the differential by
∂(v∨a ) =
k∑
i=2
−(a1 + · · · + ai−1)v
∨
a e1(xa1+···+ai−1+1, . . . , xa1+···+ai).
As for Sa, we depict the generator for the dual module by
v∨a :=
a1 a2 ak
n
. . .
=
a1 a2 ak
n
. . .
, (3.18)
so that the differential action will be diagrammatically written as
∂


a1 ai ak
n
. . . . . .

 =
k∑
i=2
−(a1 + · · ·+ ai−1)
a1 ai
e1
ak
n
. . . . . .
. (3.19)
In particular, when each ai = 1, we have, from equations (3.17) and (3.19), the following
special cases:
∂


n
i
. . . . . .

 = −
n−1∑
i=1
(n− i)
n
i
. . . . . .
. (3.20a)
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Here the i in the diagram indicates the ith strand of thickness one, rather than the thickness.
Likewise, the differential acts on the dual module generator by
∂


i
n
. . . . . .

 = −
k∑
i=2
(i− 1)
i
n
. . . . . .
. (3.20b)
Gluing these differentials together recovers the differential on NHn defined in [KQ15, Chap-
ter 3].
Dualizing the basis constructed in Lemma 3.8, we have obtained the next result.
Lemma 3.9. If a is a decomposition of n, then the dual generalized Grassmannian module S∨a has a
∂-stable basis over Symn given by
{v∨a πµ2(xa1+1, . . . , xn)πµ3(xa1+a2+1, . . . , xn) · · · πµk(xa1+···+ak−1+1, . . . , xn)},
where µi’s range over partitions that fit into a rectangle of size ai × (ai+1 + · · · + ak) for each
i = 2, . . . , k.
Finally, we can consider the space of Symn-linear morphisms between two different gen-
eralized Grassmannian modules.
Proposition 3.10. Let a = (a1, . . . , ak) and b = (b1, . . . , bl) be two decompositions of n ∈ N. Then
the space of Symn-linear p-DG homomorphisms from Sb to Sa is canonically isomorphic to
HOMSymn(Sb,Sa)
∼= Sa ⊗Symn S
∨
b
∼= HOMSymn((S
∨
a )
∨,S∨b ).
The space in the middle has a ∂-stable basis over Symn, which is given, diagrammatically, by

b1 blb2
a1 aka2
µl
µ2
. . .
λk−1
λ1
. . .
∣∣∣∣∣ λi ∈ P ((a1 + · · · + ai), ai+1), i = 1, . . . , k − 1µj ∈ P (bi, (bi+1 + · · ·+ bl)), j = 2, . . . , l.


.
Here, each λi stands for a Schur function whose Young diagram fits into an (a1+ · · ·+ai)×ai+1-box,
while each µj is a Schur function whose Young diagram fits into a rectangle of size bi×(bi+1+· · ·+bl).
Proof. The result follows directly from Lemma 3.8 and Lemma 3.9.
Notice that, if all ai and bj’s are equal to 1, this diagrammatic basis recovers the basis in
[KLMS12, Propostion 2.16], up to a sign, in the matrix decomposition of NHn over its center.
23
3.5 Categorification of U˙+
We recall the definition of U˙+, the positive half of quantum sl(2) a la Beilinson-Lusztig-
MacPherson, over the ground ring
Op := K0(D
c(k)) ∼= Z[q]/(1 + q2 + · · ·+ q2(p−1)).
As a free Op-module, it is generated by symbols E(a) for any a ∈ N:
U˙+ =
⊕
a∈N
Op · E
(a).
The algebra structure is given by
E(a)E(b) =
[
a+ b
a
]
E(a+b).
It is understood that the quantum integers in the above formula are specialized in Op. For
instance, it is easy to see that, although E(p) 6= 0,
Ep = [p]!E(p) = 0
in this algebra, since [p] = q−p+1(1 + q2 + · · · + q2(p−1)) = 0 in Op.
The algebra U˙+ is a twisted bialgebra over Op. The coproduct structure r : U˙+−→U˙+ ⊗Op
U˙+ is given by
r(E(a)) =
a∑
k=0
q−k(a−k)E(k) ⊗ E(a−k). (3.21)
The multiplication on U˙+ ⊗Op U˙
+ is a twist of the naive multiplication. It is determined on
basis elements by
(E(a) ⊗ 1)(1 ⊗ E(b)) = E(a) ⊗ E(b), (1⊗ E(a))(E(b) ⊗ 1) = qabE(b) ⊗ E(a).
This twisted multiplication is chosen so that r is an algebra homomorphism from U˙+ to
U˙+ ⊗Op U˙
+.
The (positive) half of the small quantum sl(2), written as u˙+, sits inside U˙+ as the subalgebra
generated by E. Our goal in this section is to give a p-DG monoidal categorification of the
bialgebra structure on U˙+, as well as the embedding of u˙+ inside it.
Definition 3.11. Let D(Sym) denote the p-DG derived category defined as follows.
• The category D(Sym) is the direct sum of the p-DG derived categories Syma, one for
each a ∈ N:
D(Sym) :=
⊕
a∈N
D(Syma).
Here by convention, we set Sym0 to be the ground field kwith the trivial p-differential
action.
• LetM : D(Sym)⊗D(Sym)−→D(Sym) be the functor given by derived tensoring with
the bimodule S∨ = ⊕a,b∈NS
∨
a,b. That is, componentwise, this functor takes
a+bMa,b : D(Syma,b)−→D(Syma+b), (M,N) 7→ S
∨
a,b ⊗
L
Syma,b
(M ⊠N).
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Remark 3.12. Alternatively, we may regard D(Sym) as a p-DG monoidal category as fol-
lows. Generating 1-morphisms will be thick strands of thickness a ∈ N, which we call E(a).
Generating 2-morphisms will be elements of Syma attached to a strand of thickness a, and
trivalent vertices va,b and v
∨
a,b. These 2-morphisms satisfy the relations (3.15) and (3.16), as
well as the associativity relation:
a+b+c
a b c
=
a+b+c
a b c
,
a cb
a+b+c
=
a cb
a+b+c
. (3.22)
The differential is defined on symmetric polynomials as in Lemma 2.4, and on trivalent ver-
tices as in (3.10) and (3.11).
One should think of this diagrammatic description of D(Sym) as an “upward-oriented”
version of the category U˙ from [KLMS12], with an equipped differential. This differential
diagrammatic calculus gives an explicit way of describing the p-DG endomorphism algebra
of the functorM (see Proposition 3.10).
Besides the bimodule S∨ considered in Definition 3.11, we will also utilize the following
bimodule.
Definition 3.13. Let R : D(Sym)−→D(Sym) ⊗ D(Sym) be the derived tensor with the fol-
lowing bimodule,
R =
⊕
a,b∈N
Syma,b · va,b,
where the generators va,b have degree zero, equipped with the trivial differential action:
∂(va,b) = 0. Componentwise, each Syma,bva,b, considered as a p-DG bimodule over the p-DG
algebras (Syma,b,Syma+b), gives rise to a functor
(Syma,b · va,b)⊗
L
Syma+b
(−) : D(Syma+b)−→D(Syma⊗ Symb), M 7→ (Syma,bva,b)⊗
L
Syma+b
M.
Lemma 3.14. On the level of Grothendieck groups, the following Ku¨nneth property holds:
K0(Syma ⊗ Symb)
∼= K0(Syma)⊗Op K0(Symb).
Proof. This is true because, by Proposition 2.16, each Symn is quasi-isomorphic to a polyno-
mial algebra with the trivial differential. It follows that, for any a ∈ N
K0(Syma)
∼= Op[Syma],
the right-hand-side meaning the free module generated by the class of Syma as a left p-DG
module over itself. Then both sides of the equation to be shown are isomorphic to Op. The
result follows.
Theorem 3.15. The p-DG Grothendieck group of D(Sym) is isomorphic to the positive half U˙+ of
the divided powers integral form of quantum sl2 as a bialgebra. The functorsM andR categorify the
multiplication and comultiplication structures on U˙+ respectively.
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Proof. It is clear from the definition that
K0(D(Sym)) ∼=
⊕
a∈N
Op[Syma].
To construct the desired isomorphism, we send the class of the rank-one free module [Sa(0)]
(see Definition 2.8) to the generator E(a) of U˙+.
By the previous lemma, the functorsM andR induce maps on the Grothendieck groups
[M] : K0(Sym)⊗Op K0(Sym)−→K0(Sym), [R] : K0(Sym)−→K0(Sym)⊗Op K0(Sym).
It then suffices to check their actions on the symbols of the free modules. The bimodule S∨a,b,
as a left Syma+b-module, has a filtration of graded dimension
[
a+b
a
]
whose subquotients are
all isomorphic to the free module Syma+b (this was shown in Proposition 3.3). Therefore,
when acting on the free modules Syma ⊠ Symb, one has
[S∨a,b ⊗
L
Syma,b
(Syma ⊠ Symb)] = [S
∨
a,b] =
[
a+ b
a
]
[Syma+b].
Therefore the functor S∨ categorifies the product structure. Similarly, one can check that R
categorifies the coproduct structure r on U˙+.
Remark 3.16. Because the comultiplication on U˙+ is twisted, we must use the bimodule R
rather than ⊕a,b∈NSa,b. The latter would send the class of [Syma+b], up to a grading shift, to[
a+b
a
]
[Syma⊗Symb], again by Proposition 3.3. A similar categorical twist was used in [KQ15]
when categorifying the comultiplication on the small quantum group.
Remark 3.17. The proof of this theorem can also be given purely diagrammatically in terms
of idempotents and Fc-filtrations. In the next chapter, we will recall the concept of Fc-
filtrations, as defined in [EQ16].
In [KQ15] it was shown that the decomposition of Ea into a! copies of E(a) is a DG-
filtration (also reviewed in the next chapter), using the p-DG structure on the nilHecke alge-
bra. This can be seen as an extension of that result.
In [KQ15], the authors constructed a categorification of u˙+ by placing a p-DG structure
on the nilHecke algebras. This is a family of p-DG algebras
NH =
⊕
a∈N
NHn,
where the p-DG structure is described, on the local generators, via equation (2.1). We now
explain how D(NH) embeds inside D(Sym), and this will provide a categorification of the
inclusion of u˙+ into U˙+.
As shown in [KQ15, Proposition 3.14], the differential onNHn appears naturally by iden-
tifying NHn as an endomorphism algebra
NHn ∼= ENDSymn(P
+
n ),
where P+n ) is described in Remark 2.3. Therefore, one can regard P
+
n as a bimodule over
(NHn,Symn). Its Symn-dual P
∨
n = HOMSymn(P
+
n ,Symn) is therefore a p-DG bimodule over
(Symn,NHn), which in turn provides a derived tensor functor
P∨n ⊗
L
NHn (−) : D(NHn)−→D(Symn), M 7→ P
∨
n ⊗
L
NHn M.
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Defining P as the direct sum of all P∨n , this gives rise to a functor
P∨ : D(NH)−→D(Sym).
Corollary 3.18. The functor P∨ is a fully-faithful embedding of D(NH) into D(Sym). On the
Grothendieck group level, this categorical embedding categorifies the embedding of u˙+ into U˙+.
Proof. Since D(NH) = ⊕a∈ND(NHa), it suffices to show the fully-faithful embedding compo-
nentwise for each a. If a ≥ p, it is shown in [KQ15, Corollary 3.17] that D(NHa) ∼= 0, and the
claim above is trivially true. Thus we are reduced to proving it when a ∈ {0, 1, . . . , p−1}. To
this end, we recall from [KQ15, Proposition 3.26] that P+a is a compact cofibrant generator
of D(NHa). Therefore, to show that the above functor is fully-faithful, it suffices to compute
the endomorphism spaces of P+a before and after we apply the functor. On the one hand, the
cofibrance ofP+a inD(NHa) tells us that the endomorphism in this category can be computed
using the usual HOM-space
RENDNHa(P
+
a )
∼= ENDNHa(P
+
a )
∼= Syma.
On the other hand, after applying the functor, the new object we obtain equals
P∨a ⊗
L
NHa P
+
a
∼= P∨a ⊗NHa P
+
a
∼= ENDNHa(P
+
a )
∼= Syma,
whose endomorphism space inside D(Syma) also equals Syma. This proves the first part of
our result.
On the level ofK0, we have known from [KQ15, Theorem 3.35] that P
+
a categorifies E
(a)
when a ∈ {0, 1, . . . , p − 1}. Hence, onK0, the functor sends the element E
(a) ∈ u˙+
[Pa] : E
(a) = [P+a ] 7→ [Syma] = E
(a) ∈ U˙+.
The corollary now follows.
Remark 3.19. One should notice that, if one considers homotopy category of p-DG modules
over Sym and NH, the above functor actually provides an equivalence between the respec-
tive homotopy categories
P∨ : H(NH)−→H(Sym).
The quasi-inverse is given by derived tensor product with the (NH,Sym)-bimodule
P :=
⊕
a∈N
P+a .
This is a special case of Lemma 4.12 to be proved in the next chapter.
However, the derived category D(NHa) collapses to the zero category if a ≥ p, so these
functors fail to induce an equivalence of derived categories.
4 Grothendieck groups and the Karoubi envelope
4.1 Bimodules, endomorphisms, and differentials
We gather here some basic discussion of differentials and bimodules.
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Let (A, ∂A) and (B, ∂B) be two p-DG algebras, and M be an (A,B)-bimodule. The bi-
module structure can be lifted to the p-DG level if M can be equipped with p-nilpotent dif-
ferential ∂M such that the following compatibility condition is satisfied: for any a ∈ A, b ∈ B
andm ∈M , we have
∂M (amb) = ∂A(a)mb+ a∂M (m)b+ am∂B(b). (4.1)
Wewill drop the subscripts in the various differentials whenever no confusion can be caused.
Now if (A, ∂A) is a p-DG algebra, and (M,∂M ) is a p-DG left module overA, then the graded
algebra ENDA(M) of A-module endomorphisms is equipped with a natural differential ∂E
as follows. If ϕ ∈ ENDA(M)
op, andm ∈M , then
∂E(ϕ)(m) := ∂M (ϕ(m)) − ϕ(∂M (m)).
It is easy to check that ∂pE ≡ 0, so that (ENDA(M), ∂E) is a p-DG algebra. Furthermore, if we
regardM as a bimodule over (A,ENDA(M)
op) via
a · (m) · ϕ := ϕ(am),
where ENDA(M)
op denotes the opposite algebra of ENDA(M) with the differential action
unchanged, then it is a simple exercise to check that the compatibility condition (4.1) is sat-
isfied. In this wayM is then promoted to a p-DG bimodule.
More generally, the graded space HOMA(M,N) of A-module morphisms between two
p-DG modules also has a p-DG module structure with differential ∂H , using the formula
∂H(ϕ)(m) = ∂N (ϕ(m)) − ϕ(∂M (m)).
4.2 The differential on the image of an idempotent
Let ε be an idempotent in a p-DG algebraA. Applying the Leibniz rule to the equality ε2 = ε,
one obtains the following facts.
∂(ε) = ε∂(ε) + ∂(ε)ε. (4.2)
∂(ε) = 0 if and only if ε∂(ε) = 0 and ∂(ε)ε = 0. (4.3)
ε∂(ε)ε = 0. (4.4)
In this sectionwe investigatewhen the leftA-module summandAε inherits a p-DG structure.
Suppose that ε ∈ A is an idempotent with the property that ∂(ε) ∈ Aε, or equivalently
ε∂(ε) = 0. The subset Aε ⊂ A is not just a summand of A as a left A-module, but is also
a p-DG submodule, and as such we call ε a left submodule idempotent. Let us write ∂ for the
induced differential on the p-DG submodule Aε. In particular, for any a ∈ A, one has the
formula
∂(aε) = ∂(aε)ε, (4.5)
in which the final ε is redundant.
Now, suppose that ε ∈ A is an idempotent with the property that ∂(1 − ε) ∈ A(1 − ε),
or equivalently ∂(ε)ε = 0. Then Aε can be viewed as a p-DG quotient of A by the p-DG
submodule A(1 − ε), so we call ε a left quotient idempotent. Let us write ∂ for the induced
differential on Aε as a p-DG quotient. Once again, it is easy to see that
∂(aε) = ∂(aε)ε,
where now the final ε is necessary.
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Definition 4.1. Let ε ∈ A be an idempotent. We say that ε is a (left) summand idempotent if
∂(ε) = 0. By (4.3), Aε is both a left p-DG submodule and a left p-DG quotient (that is, its
A-module complement is a p-DG submodule), so it is a p-DG summand.
Definition 4.2. Let ε ∈ A be an idempotent. We say that Aε is a (left) subquotient summand
or that ε is a (left) subquotient idempotent if there exists an idempotent ω dominating ε (i.e. for
which ωε = εω = ε), such that ω∂(ω) = 0, and (ω − ε)∂(ω − ε) = 0. In other words, Aε is a
left p-DG quotient of Aω, which is a left p-DG submodule of A, all of which are summands
in the category of A-modules. In this case, we define the (left) differential ∂ on Aε by the
formula (4.5).
The differential ∂ on a subquotient summand Aε agrees with its induced differential as a
p-DG subquotient of A. From this, it is easy to see that ∂
n
(aε) = ∂n(aε)ε.
In our definition of a subquotient summand above, we gave conditions for Aε to be a
quotient of a submodule in the p-DG category (all of which are summands in the ordinary
module category). The condition for Aε to be a submodule of a quotient appears slightly
different: there exists an idempotent η dominating εwith ∂(η)η = 0 and ε∂(ε) = ε∂(ε)η = 0,
where ∂ was the induced differential on the quotientAη. However, we leave it as an exercise
to prove that (1− η + ε) satisfies the conditions of ω in Definition 4.2.
The notion of a right submodule idempotent and a right quotient idempotent are easy to intuit.
Because ε∂(ε) = 0 if and only if ∂(1 − ε)(1 − ε) = 0, it is easy to see that a right submodule
idempotent is a left quotient idempotent, and vice versa. Similarly, a right summand (resp.
subquotient) idempotent is the same as a left summand (resp. subquotient) idempotent,
which is why we omit the word left or right in these cases.
One may be tempted to formally define a differential on Aε for any idempotent, by
the formula (4.5). However, when ε is not a subquotient summand, the formula ∂
n
(aε) =
∂n(aε)ε may fail, and there is no guarantee that ∂
p
= 0. There does not seem to be any way
to place a natural p-DG module structure on a general summand Aε.
Remark 4.3. In the prequel [EQ16] we defined a family of differentials on the Khovanov-
Lauda category U . We demonstrated that, for two members of this family, the idempotent
decompositions used by Khovanov-Lauda are DG-filtrations (defined later in this chapter),
and therefore the idempotents are subquotient idempotents. However, for the other mem-
bers of the family of differentials, these idempotents are not subquotient idempotents; in
such a situation, if one defines ∂ by (4.5), then ∂
p
6= 0. These faulty differentials can be used
to construct several other counterexamples in this chapter.
Now we consider the endomorphism ring of a subquotient summand Aε
ENDA(Aε) ∼= εAε, ϕ 7→ ϕ(ε) = εϕ(ε) (4.6)
which carries a natural differential ∂E by the discussion above. Let us change notation, and
also refer to the induced differential on εAε as ∂. Note that εAε is not closed under ∂A.
Instead, given ϕ ∈ ENDA(Aε) which corresponds to εaε ∈ εAε (i.e. ϕ(xε) := xεaε), and
xε ∈ Aε, we have,
∂(ϕ)(xε) = xε∂A(εaε)ε.
Comparing this with the corresponding element under the isomorphism (4.6), we have
proven the following.
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Lemma 4.4. Let ε be a subquotient idempotent of a p-DG algebra (A, ∂A). Under the isomorphism
ENDA(Aε) ∼= εAε, the inherited differential on the algebra εAε, denoted ∂, is given by
∂(εaε) = ε∂(εaε)ε,
for any a ∈ A. 
Note that when ε is either a submodule or a quotient idempotent, the ε on one side of the
RHS will be redundant.
In similar fashion, we can consider subquotient idempotents of a left p-DG module M
over a p-DG algebra A. Given an idempotent ε ∈ ENDA(M), one can call it a left submodule
idempotent if its image is closed under ∂M . This is equivalent to ε being a right submodule
idempotent inside ENDA(M), i.e. ∂E(ε)ε = 0. The switch from left to right arises because
M is naturally a right module over ENDA(M). In general, one can transfer notions about
idempotents in the p-DG algebra ENDA(M)
op into notions about the module M . We leave
the details to the reader, and mention only this lemma.
Lemma 4.5. Let (A, ∂A) be a p-DG algebra, and (M,∂M ) and (N, ∂N ) be two p-DG modules. Let
ε ∈ ENDA(M) and η ∈ ENDA(N) be subquotient idempotents, and let (X, ∂X ) and (Y, ∂Y ) be the
induced p-DG modules on their respective images. Under the isomorphism
HOMA(X,Y ) ∼= ηHOMA(M,N)ε,
the inherited differential on HOMA(X,Y ), denoted ∂, is given by
∂(ηϕε) = η∂H(ηϕε)ε,
for any ϕ ∈ HOMA(M,N). 
4.3 A basic problem
Let us motivate the remainder of the chapter.
Given an algebraA, its Grothendieck groupK0(A) is defined to be the split Grothendieck
group of the additive category of finitely-generated projective left A-modules. It has a basis
given by the classes of indecomposable projectives. For a projective left A-module M , and
a complete collection of primitive orthogonal idempotents {εi} ⊂ ENDA(M) (i.e. whose
images are indecomposable projective summands ofM ), one has a relation inK0(A) that
[M ] =
∑
i
[Im εi]. (4.7)
Now suppose that A is a p-DG algebra, and M is a left p-DG module whose underlying
A-module is finitely-generated projective, and {εi} is a collection of idempotents as above.
In applications, we wish to show that the same relation (4.7) holds as an equality in the p-DG
Grothendieck group of A. However, it may not, for three essential reasons.
Firstly, the idempotents εi may not be subquotient idempotents, and therefore Im εi may
not even have a p-DG module structure.
Secondly, evenwhen the εi are each individually subquotient idempotents, they need not
fit into a filtration ofM by p-DG submodules. Below, we will encapsulate the notion of a fil-
tration ofM by p-DG submodules for which the underlying A-modules of the subquotients
are projective in the algorithmic definition of a DG-filtration.
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Thirdly, even when Im εi are the subquotients in a DG-filtration, they need not be cofi-
brant! A reminder of the definition of the p-DG Grothendieck group is coming soon, but a
key point is that (4.7) is only guaranteed to hold when the subquotients are cofibrant. Unfor-
tunately, p-DG algebras typically have very few cofibrant objects, as they correspond roughly
to summand idempotents (i.e. idempotents ε with ∂(ε) = 0). For this reason, we will pass
from discussing p-DG algebras to discussing p-DG categories (i.e., p-DG algebroids), which
havemanymore cofibrant objects. The next few sectionswill review some p-DG homological
algebra, rephrased in the language of p-DG categories.
In a p-DG category, one way to show that Im εi is cofibrant is to factor the idempotent
through another object Ni in the category (compatibly with the p-DG structure). Often, the
relation
[M ] =
∑
i
[Ni] (4.8)
is the one we desire in the first place. Below, we will encapsulate the notion of a filtration
by p-DG submodules whose subquotients are isomorphic to other objects in the algorithmic
definition of a fantastic filtration, or Fc-filtration for short. When the idempotents εi form a
Fc-filtration, the desired relation (4.8) will hold in the p-DG Grothendieck group.
4.4 Pre-additive categories
We begin with a reminder about ordinary pre-additive categories (without any p-DG struc-
ture). These are generalizations of the concept of a k-algebra.
A pre-additive category or algebroid A is a (small) k-linear category. It is convenient to
regard such a category as an “algebra” A = ⊕X,Y ∈Obj(A)HomA(X,Y ), with a collection of
orthogonal idempotents 1X instead of a unit, one for each object of the category. Recall
that a pre-additive category is called additive if it admits all finite direct sums on objects.
For instance, the category with a single object whose endomorphism space equals k is pre-
additive, while the category k − vec of k-vector spaces is additive. A pre-additive category
with only one object is a k-algebra.
Definition 4.6. (i) LetA be a pre-additive category. A left (resp. right) moduleM over A is
a covariant functor
M : A−→k−vec (resp.M : Aop−→k−vec).
Similarly, a bimoduleM over A is a covariant functor
M : A×Aop−→k−vec.
(ii) A left (resp. right) moduleM overA is called representable or principal if it is isomorphic
to a module of the form
HomA(X,−) : A−→k−vec (resp. HomA(−,X) : A−→k−vec),
for some objectX ∈ A.
It is easy to check that the category of left (resp. right) modules over a pre-additive cate-
goryA is abelian, which we will denote asA−mod (resp. Aop−mod). Via the Yoneda embed-
ding, the additive closure of A is equivalent to the full subcategory in A−mod or Aop−mod
consisting of finite direct sums of representable modules. As in the case of algebras, a pro-
jective module will be a summand of a principal module.
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Definition 4.7. LetA be an additive category.
(i) We often refer to a pair (M,ε), consisting of an object M ∈ A and an idempotent
ε ∈ ENDA(M), as an idempotent in A. Given an idempotent (M,ε), the left (resp. right)
projective module Aε (resp. εA) is the functor A−→k−vec, which assigns to an object
N ∈ A the vector space
HomA(M,N) · ε := {ϕ ◦ ε|ϕ ∈ HomA(M,N)},
(resp. ε · HomA(N,M) := {ε ◦ ψ|ψ ∈ HomA(N,M)}, )
and to morphisms the natural composition of morphisms.
(ii) Given X = {(Mi, εi)|i ∈ I} a set of idempotents, define the partial idempotent completion
category A(X) as follows. One has Obj(A(X)) = Obj(A) ∪ X, with A included as a full
subcategory in the natural way. Then, for anyX,Y ∈ Obj(A) and (Mi, εi), (Mj , εj) ∈ X,
set
Hom(X, (Mj , εj)) = εj · Hom(X,Mj),
Hom((Mi, εi), Y ) = Hom(Mi, Y ) · εi,
Hom((Mi, εi), (Mj , εj)) = εj · Hom(Mi,Mj) · εi.
The composition maps are obvious.
(iii) An idempotent (M,ε) factors through an object N if there are morphisms u : N → M
and v : M → N such that vu = 1N and uv = ε. Note that any (M,ε) ∈ X will factor in
A(X). A category in which every idempotent factors is called Karoubian or idempotent-
closed.
(iv) When X contains every idempotent of A, the resulting category A(X) is called the
Karoubi envelope or idempotent completion Kar(A).
Our definition of the Karoubi envelope is slightly larger than the usual construction of
Kar(A) in the literature, which ignores the objects coming from A originally. These objects
are redundant, as X ∼= (X, 1) in our construction of Kar(A).
In this paper, it will be important (once we introduce a p-DG structure) to distinguish
between a partial idempotent completion category A(X) which is Karoubian, and the true
Karoubi envelope Kar(A). As additive categories, however, there is no essential difference.
Lemma 4.8. Let X = {(Mi, εi)|i ∈ I} be a collection of idempotent endomorphisms in an additive
category A. Then the category A−mod and A(X)−mod are Morita equivalent. In particular, there
is an equivalence of abelian categories between A−mod and Kar(A)−mod.
Proof. Tensoring with the bimodules A ⊕ (⊕i∈I)Aεi and A ⊕ (⊕i∈IεiA) gives rise to exact
functors between these module categories which are inverse to each other.
From this discussion, it is clear that the notion of the (split) Grothendieck group of an
additive category
K0(A) := K0(Kar(A))
is an analogue of the usual Grothendieck group of finitely generated projective modules
over an algebra. This is because, under the Yoneda embedding, Kar(A) is equivalent to the
category of finitely generated projective modules inside A−mod or Aop−mod.
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4.5 p-DG categories
We recall some definitions from [EQ16, Section 2.5].
Definition 4.9. Let k be a field of characteristic p > 0.
(i) A graded k-linear (pre-)additive category A is called a p-DG category if, for any object
X,Y ∈ A, the graded morphism space HOMA(X,Y ) is equipped with a p-nilpotent
differential of degree 2,
∂ : HOM•A(X,Y )−→HOM
•+2
A (X,Y ),
such that, for any X,Y,Z ∈ A, f ∈ HOMA(X,Y ) and g ∈ HOMA(Y,Z), the following
Leibnitz rule is satisfied
∂(g ◦ f) = ∂(g) ◦ f + g ◦ ∂(f) ∈ HOMA(X,Z).
(ii) Let A be a p-DG category. A left (resp. right) p-DG module over A is a covariant functor
fromA (resp. Aop) to the graded category k∂−mod of p-complexes, which preserves the
p-differential structures on morphism spaces. They form an abelian categoryA∂−mod.
(iii) LetM be a left (resp. right) p-DG module over a p-DG category A. The moduleM is
called representable if it is isomorphic to a module of the form
HOMA(M,−) : A−→k∂−mod, (resp. HOMA(−,M) : A
op−→k∂−mod),
whereM is some object in A depending onM.
A p-DG category with a unique object is the same concept as a p-DG algebra. Note that
for anyX ∈ Obj(A), ∂(1X) = 0.
LetM be a representable left (resp. right) p-DG module over a p-DG category A, repre-
sented by an objectM ∈ A. If we view the p-DG algebra ENDA(M) as a p-DG category with
a unique object, the natural functor
M : ENDA(M)−→A,
which sends the unique object toM , is a map of p-DG categories. It is clear thatM can then
be identified with the induced module
M∼= A⊗M ,ENDA(M) ENDA(M)
(
resp.M∼= ENDA(M)⊗ENDA(M),M A
)
. (4.9)
This identification extends to an isomorphism of p-DG bimodules over (A,ENDA(M)) (resp.
(ENDA(M),A)). Note that ENDA(M) ∼= ENDA∂−mod(M), and the latter is thus equipped
with the structure of a p-DG algebra. We refer to this p-DG algebra as AM .
In this fashion, our discussion of idempotents in p-DG algebras from Section 4.2 can be
transferred to modules over p-DG categories. Let ε ∈ AM be a subquotient idempotent. The
induced module
Aε ∼= A⊗M ,AM AMε (resp. εA
∼= εAM ⊗AM ,M A)
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is naturally a left (resp. right) p-DGmodule overA. Furthermore, the endomorphismalgebra
of this module is identified with
ENDA(Aε) ∼= ε ·AM · ε (resp. ENDA(εA) ∼= ε · AM · ε) ,
which inherits the p-differential ∂ described by Lemma 4.4.
Abusing notation, we can also writeA for the direct sumof all representable left modules,
i.e. for ⊕M∈Obj(A)A1M , or for the direct sum of all representable right modules.
More generally, we have the following construction for families of idempotents.
Definition 4.10. Let A be a p-DG category, and X a set of subquotient idempotents. The
partial completion p-DG category (A(X), ∂) is the (pre-)additive categoryA(X) (Definition 4.7),
equipped with the differential ∂ defined as follows. Given any morphism
f ∈ HOMA(X)((Mi, εi), (Mj , εj)) := εj ·HOMA(Mi,Mj) · εi,
which is written as f = εj · g · εi for some g ∈ HOMA(Mi,Mj) and εi, εj either idempotents
in X or identity morphisms in A, then ∂ acts on f by
∂(f) := εj · ∂(εj · g · εi)εi.
This definition is justified by Lemma 4.5. Note that one may not be able to define the
Karoubi envelope of a p-DG category, because not every idempotent is a subquotient idem-
potent. However, there may be enough subquotient idempotents such that a partial idem-
potent completionA(X) is Karoubian, and this (when it exists) will be our approximation to
the Karoubi envelope. For an example when there are not enough subquotient idempotents
for any partial idempotent completion to be Karoubian, see Remark 4.3.
The following result is an analogue of Lemma 4.8.
Lemma 4.11. Let A be a p-DG category, and X a set of subquotient idempotents in A. Then the
abelian categories of left (resp. right) p-DG modules over A and A(X) are Morita equivalent.
Proof. The p-DG bimodulesA⊕(⊕εi∈XA·εi) and its dual moduleHOMA(A⊕(⊕εi∈XA·εi),A)
give rise to tensor product functors, which are inverse of each other, between the left p-DG
module categories. The proof is left to the reader.
The above result is no surprise for the abelian category of p-DG modules. However, it
is not the abelian category but the derived category of p-DG modules which controls the
p-DG Grothendieck group. We shall see soon that this Morita equivalence will descend to an
equivalence between the corresponding homotopy categories of p-DG modules, but it may
fail to descend to a derived equivalence.
4.6 Hopfological algebra for p-DG categories
This material is a straightforward generalization of the corresponding notions over a p-DG
algebra. We refer the reader to [Qi14] for proofs and further details.
Given a p-DG category A, one can form its homotopy category H(A) by taking the quo-
tient of A∂−mod by the ideal of null-homotopic morphisms. Recall that a morphism f be-
tween two p-DG modules N1 and N2 are called null-homotopic, if there exists a morphism
h : N1 → N2 such that
f = ∂p−1(h) =
p−1∑
i=0
∂p−1−i ◦ h ◦ ∂i.
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The homotopy category H(A) is triangulated. Given a p-complex of vector spaces and an
A-module, one can take their tensor product to obtain anotherA-module. This equipsH(A)
with an action of the (monoidal) homotopy category of p-complexes.
Let A, B be two p-DG categories, and BMA be a p-DG bimodule over them. It is clear
that if f = ∂p−1(h) is a null-homotopic morphism betweenN1 and N2, then
IdM ⊗ f = ∂
p−1(IdM ⊗ h) :M⊗A N1−→M⊗A N2
is also null-homotopic. Therefore, the following result is a direct consequence of its abelian
analogue Lemma 4.11, by takingM to be the p-DG bimodule A⊕ (⊕εi∈XAεi).
Lemma 4.12. Let A be a p-DG category, and X a set of subquotient idempotents in A. Then the
homotopy categories of left (resp. right) p-DG modules H(A) and H(A(X)) are Morita equivalent
triangulated categories. 
The derived category D(A) of a p-DG algebra is obtained fromH(A) by inverting quasi-
isomorphisms. However, this definition does not make it easy to describe morphism spaces
in the derived category. It is better to use a description analogous to the description in
ordinary homological algebra which uses complexes of projective modules.
Let A be a p-DG category. A p-DG moduleM is cofibrant if, given any surjective quasi-
isomorphism f : N1−→N2 of p-DG modules over A, the induced map
HOMA(M,N1)−→HOMA(M,N2)
is a homotopy equivalence. A natural class of cofibrant p-DG modules are given by direct
summands ofA, i.e., representablemodules. A p-DGmoduleM is said to satisfy property-P if
there is an exhaustive, possibly infinite, p-DGA-module filtration onM, whose subquotients
are isomorphic to finite direct sums of representable modules. We say that M is a finite-
cell module, if the module satisfies property-P with a finite-step filtration. An alternative
construction of the derived category of p-DG modules over A is realized by restricting, in
the homotopy categoryH(A), to the full subcategory formed by cofibrant p-DG modules.
A p-DG module M over A, considered as an object in the derived category D(A), is
called compact, if the functor HomD(A)(M,−) commutes with taking arbitrary direct sums.
It is easily seen that finite-cell modules are compact. Furthermore, any direct summand,
in the derived category, of a finite cell module is also compact. In fact, compact modules
are characterized as objects that are isomorphic to derived direct summands of finite cell
modules ([Qi14, Corollary 7.15]). The strictly full subcategory Dc(A) consisting of compact
objects in D(A) is called the compact derived category, whose Grothendieck group will be
denoted byK0(A). Computing this invariant of certain p-DG categories will be our primary
concern in the next chapter.
4.7 DG filtrations and Fc filtrations
As per the discussion in Section 4.3, we now define certain filtrations on p-DG modules
which help to compute their images in the Grothendieck group. These notions were origi-
nally defined in [EQ16, Section 5.1].
Definition 4.13. Let (A, ∂) be a p-DG category, andM ∈ Obj(A). A left p-DG filtration onM
is a finite set of endomorphisms {εi}i∈I ∈ END
0
A(M), satisfying the following conditions.
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• These maps give a decomposition of the A-module represented byM . In formulae,
εiεi = εi, (4.10a)
εiεj = 0 for i 6= j, (4.10b)
1M =
∑
i∈I
εi. (4.10c)
• There exists some total order “<” on I for which the above decomposition satisfies the
following left triangularity condition:
∂(εi) · εj = 0 for j > i. (4.11)
Notice that, upon differentiating (4.10b), we have εj · ∂(εi) + ∂(εj) · εi = 0, and the left
triangularity condition is equivalent to the following right triangularity condition
εi · ∂(εj) = 0 for i < j. (4.12)
Therefore, a left p-DG filtration onM gives rise to a right p-DG filtration onM , consisting of
the same data except with the opposite order >.
Let AM := ENDA(M). By equation (4.10c), if ε1 is the minimal idempotent in the total
order, then
∂(ε1) = ∂(ε1) · 1M = ∂(ε1) · ε1.
Hence ∂(ε1) ∈ AM · ε1. In similar fashion,
∑
j≤i εj is also a left submodule idempotent for
each i ∈ I , and therefore each εi is a subquotient idempotent. It follows that a p-DG filtration
as in Definition 4.13 on an objectM gives rise to an increasing filtration on the representable
left p-DG module HOMA(M,−) whose subquotients are isomorphic, as p-DG modules over
A, to ones of the form (HOMA((M,εi),−), ∂), for which the differentials ∂ are defined by
∂(f · εi) := ∂(f · εi) · εi.
Likewise, using the opposite order, one also has a decreasing filtration on the representable
right p-DGmoduleHOMA(−,M), whose subquotients are isomorphic toHOMA(−, (M,εi)),
and equipped with the subquotient differential
∂(εi · f) := εi · ∂(εi · f).
However, these subquotient p-DG modules may not be well-behaved. For example, they
need not be compact in D(A). To ensure good behavior, one can impose the condition that
the subquotients are isomorphic to representable modules.
Definition 4.14. Let (A, ∂) be a p-DG category with an objectM . A Fc-filtration onM is a fi-
nite set {Ni}i∈I of objects inA, equippedwith maps ui : Ni−→M and vi : M−→Ni, satisfying
the following conditions.
• These maps give an additive decomposition ofM with summands Ni. In formulae,
viui = 1Ni , (4.13a)
viuj = 0 for i 6= j, (4.13b)
1M =
∑
i
uivi. (4.13c)
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• There exists some total order “>” on I for which the above decomposition is a p-DG
filtration. In formulae,
∂(vi)uj = 0 for j ≥ i. (4.14)
Note the key difference between (4.11) and (4.14): the latter requires j ≥ i, while the
former only requires j > i. This is to ensure that the subquotientmodules of this filtration on
M are isomorphic, as p-DG modules, to the modules represented by Ni’s with their natural
differentials.
Proposition 4.15. Given a Fc-filtration as above, the collection of idempotents {εi = uivi|i ∈ I}
and the total ordering on I defines a p-DG filtration onM , whose subquotients are p-DG isomorphic
to the modules represented by Ni’s. 
The result tells us that, in the derived category D(A), the module represented by M is
naturally a convolution product of those represented byNi’s. Furthermore, this convolution
relation takes place inside the compact derived category Dc(A), and thereby results in a
relation in the Grothendieck groupK0(A) = K0(D
c(A)):
[M ] =
∑
i∈I
[Ni]. (4.15)
A p-DG filtration does lead to a (boring) Fc-filtration in the partial Karoubi envelope;
adjoining the subquotients as new objects essentially forces them to be cofibrant.
Proposition 4.16. Let (A, ∂) be a p-DG category, M ∈ Obj(A), and suppose that M has a p-DG
filtration with idempotents X = {εi}. Then, in the partial idempotent completion A(X), there is a
Fc-filtration ofM whose subquotients are (M,εi), in the same order.
Proof. Exercise.
However, Fc-filtrations withinA itself are more “interesting,” as they result in relations in
the Grothendieck group between existing symbols of compact objects. For example, suppose
that one has an idempotent decomposition X = {εi = uivi} ofM , factoring through objects
Ni as in (4.13a), and satisfying (4.11). One desires (4.15) to hold, but without the additional
condition (4.14) it need not. InA(X) one has a Fc-filtration ofM by the images of εi, but these
images need not be isomorphic to Ni as p-DG modules; in fact, this is precisely condition
(4.14).
Example 4.17. As an instance of Fc-filtrations, we revisit one example inside the p-DG cat-
egory Sym discussed in the previous Chapter. Here, we take M to be the p-DG derived
category D(Syma,b), and each Nλ to be a copy of D(Syma+b), where the indices λ ∈ P (a, b).
Define functors
uλ :=
a+b
a b
πλ
vλ := (−1)
|λˆ|
a b
a+b
π
λˆ
.
Now, conditions (4.13a) through (4.13c) in Definition 4.14 are satisfied thanks to the dia-
grammatic relations (3.15) and (3.16). Placing a partial order on λ ∈ P (a, b) by the number of
37
boxes, the smallest one being the empty diagram in P (a, b), it is easy to see that this factored
idempotent decomposition upgrades to a Fc-filtration, i.e., equation (4.14) is satisfied. The
corresponding equalities of symbols inK0 gives us the relation in U˙
+
E(a)E(b) =
[
a+ b
a
]
E(a+b).
Remark 4.18. In futurework, wewill consider filtrations for which only some of the idempo-
tents factor. It is straightforward tomix the definitions of a DG filtration and a Fc-filtration to
provide a framework which will guarantee the desired relations on the Grothendieck group.
For example, one will have a poset I , and for each i ∈ I , either a pair of morphisms (ui, vi)
factoring through an object Ni, or an idempotent endomorphism ei. Conditions (4.11) and
(4.14) will hold when they make sense, as will
∂(ei)uj = 0 for j > i. (4.16a)
∂(vi)ej = 0 for j > i. (4.16b)
4.8 A key example
The purpose of this chapter is to provide an illustrative example of a p-DG algebra which
is Morita equivalent, but not p-DG Morita equivalent, to a Karoubian partial idempotent
completion. First we state a result which gives a necessary criterion for the homotopyMorita
equivalence discussed previously to descend to a derived equivalence. The special case
whenA is a p-DG algebra is proven in [Qi14, Proposition 8.8], and the general case is proven
in a similar fashion.
Proposition 4.19. Let A be a p-DG category and X a set of subquotient idempotents in A. Suppose
eachAεi is cofibrant as a left p-DG module overA. SetM := A⊕ (⊕εi∈XAεi) to be p-DG bimodule
over (A,A(X)). Then the derived tensor functor
M⊗LA(X) (−) : D(A(X))−→D(A)
is an equivalence of triangulated categories if and only if the canonical map of p-DG categories
A−→ENDA(X)(M)
is a quasi-isomorphism of p-DG categories. 
The following example is studied in [KQ15, Section 2.3], and we use it to illustrate the
general discussion of this chapter. Let (U, ∂U ) be a finite dimensional p-complex, and let
A := ENDk(U) be the endomorphism algebra of U equipped with the natural differential
∂A: for any f ∈ A, x ∈ U ,
∂A(f)(x) := ∂U (f(x))− f(∂U (x)).
It is easy to check that (A, ∂A) is a p-DG algebra, which we regard as a p-DG category with a
unique object a.
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Example 4.20. For those who prefer coordinates, it is easiest to work with the following
subexample. Let U be the p-complex k[∂]/(∂n) for 1 ≤ n ≤ p. Then A = Matn(k), equipped
with the doubled diagonal grading: if {eij} is the standard basis, then deg eij = 2(j − i). Let
D =
∑n−1
i=1 ei(i+1) be the degree 2 element with 1 everywhere on the first off-diagonal. Then
∂A(x) = [D,x], and the fact that n ≤ p forces ∂
p
A = 0. Observe that the idempotents ei = eii
form a DG-filtration, whose subquotients, the column modules, are all p-DG isomorphic.
Let ε ∈ A be an indecomposable left submodule idempotent1. We will takeX := {ε}, and
consider the category B = A(X); we denote the new object (a, ε) by v. One easily checks that
B, as an algebroid, can be identified with the block-matrix
B :=
(
A Aε
εA εAε
)
∼=
(
A U
U∨ k
)
, (4.17)
where U∨ stands for the graded dual p-complex of U . In other words, in the new category
B, we have
HOM(a,a) = A, HOM(v,a) = U, HOM(a,v) = U∨, HOM(v,v) = k.
The bimodule in Proposition 4.19 is equal to
M = A(A⊕ U)B . (4.18)
Notice that the canonical map
A−→ENDB(A⊕ U) ∼= A
is always an isomorphism of p-complexes. Proposition 4.19 tells us that, if U is cofibrant as
a p-DG module over A, then the derived tensor functor
(A⊕ U)⊗B (−) : D(B)−→D(A)
induces an equivalence of triangulated categories. The question now becomes, when is U
cofibrant as a p-DG A-module, and this is answered by the following.
Lemma 4.21. Let U be a finite dimensional p-complex, and let A = ENDk(U) be its graded endo-
morphism algebra equipped with the natural differential. Then U is cofibrant as a p-DG module over
A if and only if U is not contractible.
Proof. IfU is not contractible, thenU contains a finite-dimensional, indecomposable p-complex
V as a direct summand that is not contractible. Consider the natural surjective map of p-DG
modules
A⊗ U−→U, (f, x) 7→ f(x).
The left A-module A⊗U ∼= U ⊗U∨ ⊗U contains as a direct summand U ⊗ V ∨ ⊗ V . Since V
is not acyclic, it has dimension between 1 and p− 1, and
Tr : V ∨ ⊗ V−→k, (x∨, x) 7→ x∨(x)
1Such an idempotent always exists, since if x ∈ U is part of a homogeneous basis of U such that ∂U (x) = 0,
then under the isomorphism ENDk(U) ∼= U
∨
⊗ U , ε := x∨ ⊗ x is left ∂-stable.
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is a surjective map of p-complexes, with a section given by sending 1 ∈ k to the image of
1
dim(V )IdV ∈ END(V )
∼= V ∨ ⊗ V . Hence U is a direct summand, as a p-DG module over A,
of U ⊗ V ∨ ⊗ V , and therefore of U ⊗ U∨ ⊗ U ∼= A⊗ U . The cofibrance of U follows.
Conversely, if U is contractible, then the natural map above A ⊗ U−→U is a surjective
quasi-isomorphism. It follows that
HOMA(A⊗ U,U) ∼= U
∨ ⊗ U
is a contractible p-complex. If U were cofibrant over A, then U is a direct summand of A⊗U
as a p-DG module, and the inclusion
k ∼= HOMA(U,U) →֒ HOMA(A⊗ U,U)
would split as a map of p-complexes, and would be a contradiction.
Example 4.22. Let us continue Example 4.20. The idempotent en is an indecomposable left
submodule idempotent, although we obtain identical results using any of the other idempo-
tents ei. The column module U is acyclic if and only if n = p, so let us restrict to n = p. Then
A is contractible as a p-complex, and thus D(A) = 0. On the other hand, the inclusion of k
into the lower right corner of B is a quasi-isomorphism, as A, U , and U∨ are all contractible.
Thus D(B) ∼= D(k) 6= 0. Clearly then, A and B are not p-DG derived equivalent.
It is a common custom to abuse notation and identify a (representable) module over an
additive category A with a module over its Karoubi envelope Kar(A), even though these
are two distinct categories. This leads to confusion in the p-DG setting; let us reiterate what
happens in the case of A and B above, when U is acyclic.
• The representable left module HOMA(a,−) sends the unique object a of A to the p-
complex A, which is contractible. Thus this representable module is acyclic.
• The non-representable summand HOMA(v,−) sends the unique object a of A to U ,
which is contractible. Thus this module is also acyclic.
• The representable module HOMB(a,−) sends the object a to A and the object v to U
∨,
both of which are contractible; thus this module is acyclic.
• However, the representable module HOMB(v,−) sends the object a to U (contractible)
and the object v to k (not contractible!). Thus this module is not acyclic.
For this reason it is important whether a and v indicate modules over A or B. The repre-
sentable module a for A remains acyclic when extended to B, but its acyclic summand v is
“no longer acyclic” when extended to B.
Now let us examine the categoriesD(A) andD(B) and their Grothendieck groups. When
U is a non-contractible p-complex, Lemma 4.21 and Proposition 4.19 tells us that D(A) and
D(B) are derived equivalent, giving rise to isomorphic invariants K0(A) ∼= K0(B).
However, when U is contractible, it is not a cofibrant module over A by the previous
Lemma. Nevertheless, Lemma 4.12 tells us that the usual tensor product functor
(A⊕ U)⊗B (−) : H(B)−→H(A) (4.19)
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is a triangulated equivalence of homotopy categories. Yet, upon localization this fails to be-
come a derived equivalence. This is because, on the one hand, A is acyclic, and D(A) ∼= 0.
On the other hand, the map k →֒ B, which sends 1 to the identity map of B, is a quasi-
isomorphism of p-DG algebras by (4.17), and therefore the restriction functor induces a de-
rived equivalence
D(k) ∼= D(B).
The same reasoning tells us that the tensor product with the block column bimodule(
A
U∨
)
⊗A (−) : H(A)−→H(B)
is also a homotopy equivalence, and descends to a fully-faithful embedding of the zero cat-
egory inside D(B).
On the Grothendieck group level, we see two different behaviors upon taking a par-
tial idempotent completion. When U is non-contractible, the object added to A is cofibrant.
Adding such a nice object to the category does not change the p-DG Morita-equivalence
class. When U is acyclic, the object added formally creates a new (nonzero) compact cofi-
brant object, and enlarges the Grothendieck group!
4.9 Computing the Grothendieck group of U and U˙
Let us remind the reader how the p-DG Grothendieck group of U was computed in [EQ16],
before contrasting with our general arguments here.
In [EQ16], we had two collections of objects: a setX of indecomposable compact cofibrant
objects in U -proj, and a collection Y of objects in U whose Yoneda modules in U -proj were
contractible. Then one constructed enough Fc-filtrations to demonstrate that the Yoneda
module of every object was filtered by objects from the set X ∪ Y (and their grading shifts).
Therefore,X is a generating class ofU , and U is p-DGMorita equivalent toA = END(⊕X∈XX).
Using Lauda’s computation of the endomorphism space [Lau10, Proposition 9.9], we see that
A is a positively graded p-DG algebra, whose degree zero part consists only of scalar multi-
ples of identity maps. Therefore, by [EQ16, Corollary 2.18], the classes {[X]}X∈X will form
an Op-basis forK0(U˙).
To compare this situation to the matrix example of the previous section: when 1 ≤ n < p
one would set X = {v} and Y = ∅; when n = p one would set X = ∅ and Y = {a}.
In the event that a Karoubian partial idempotent completion exists, the computation of
its Grothendieck group can be simplified. By adding summands of Y ∈ Y as new cofibrant
objects, we enlarge X until Y disappears.
Let us state this in some generality. For a Karoubian category A, any indecomposable
object in A-proj is representable, and therefore is compact and cofibrant. Moreover, every
object M has an idempotent decomposition 1M =
∑
uivi whose summands Ni are inde-
composable. However, this decomposition need not be a Fc-filtration.
Suppose that our p-DG category A is Karoubian and mixed. Essentially, mixedness is
the property that each indecomposable object has a unique grading shift which is self-dual
(under some duality functor onA), and that, lettingX denote the collection of these self-dual
indecomposables, the algebra A = END(⊕X∈XX) is positively graded, with only identity
maps in degree zero. For instance, it was proven in [KLMS12] that U˙ ∼= Kar(U) is mixed.
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Definition 4.23. Let A be a Karoubian, mixed p-DG category, with self-dual indecompos-
ables X. Suppose that every M ∈ A has a Fc-filtration as in Definition 4.14, whose sum-
mands Ni are grading shifts of objects in X. We call A fantastically filtered, or Fc-filtered for
short.
For the next result, denote by K ′0(A) the usual Grothendieck group of A regarded as a
graded (pre-)additive category, ignoring the p-differential. The graded structure onAmakes
K ′0(A) into a Z[q, q
−1]-module.
Proposition 4.24. If a Karoubian, mixed p-DG category A is fantastically filtered, then it is p-DG
Morita equivalent to the positive p-DG algebra END(⊕X∈XX). There is an isomorphism
K0(A) ∼= K
′
0(A)⊗Z[q,q−1] Op.
Proof. The proof is analogous to [EQ16, Corollary 2.18], and we leave it to the reader as an
exercise.
Thus in a Karoubian mixed category, we need never deal with a class Y of acyclic objects,
as we were forced to do in the non-Karoubian category U . These same objects Y ⊂ U are still
acyclic in Kar(U), but the freshly-added summands of a contractible object Y ∈ Y are “no
longer acyclic.”
In the remainder of this paper, we:
• Construct a differential on the partial idempotent completion U˙ , and show that it
agrees with the canonically induced differential ∂.
• Prove that U˙ is fantastically filtered, by showing that the most important idempotent
decomposition in [KLMS12], the so-called Stosˇic´ formula, is actually a Fc-filtration.
Having accomplished this, our main Theorem 6.2 is a corollary of Proposition 4.24.
5 Differential thick calculus
We now proceed to place a differential on the thick calculus U˙ developed in [KLMS12]. The
resulting p-DG category (U˙ , ∂) is essentially just the “categorical double,” a la Khovanov-
Lauda-Rouquier, of the p-DG category (Sym, ∂) constructed in §3. We will show in the last
chapter that the relations in U˙ are lifted to the p-DG categorical level.
5.1 Generators and relations for the thick calculus
In [KLMS12], diagrammatics are given for morphisms between certain objects in the Karoubi
envelope Kar(U). These objects are compositions of the objects E and F from U , together
with the divided powers E(a) and F (a). Explicitly, E(a) is the image of the following endo-
morphism of Ea, with notation borrowed from [KLMS12, §2.2].
εa :=
Da
δa
=
•a−1 •a−2 · · ·
· · ·
•2 •
Da
(5.1)
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Drawing the divided power E(a) as an upward-oriented line of thickness a, they provide
a host of diagrams which can be thought of as new symbolic notation for certain morphisms
in Kar(U). For example (using citation numbers from their paper), one has boxes on strands
labelled by symmetric polynomials (2.63), thick crossings (2.42), splitters (before Proposition
2.4), thick cups and caps (page 38), and fake thick bubbles (4.33, 4.34). It is not hard to
observe that all their new symbols can be expressed in terms of morphisms in U and the
complete splitters (2.69):
a
(5.2a) a
. (5.2b)
These complete splitters take a strand of thickness a, and split it into a thin strands. Both
complete splitters are given degree −a(a− 1)/2.
Instead of thinking of their thick calculus as notation for specific morphisms in Kar(U),
we prefer to think of it as the partial idempotent completion U˙ := U({εa}) obtained by
adjoining the divided powers (i.e., the images of the idempotents above). It turns out that
every idempotent in U˙ will factor, implying that U˙ is Karoubian, or that U˙ ∼= Kar(U) as
additive categories. This fact follows from the classification of indecomposable objects in
Kar(U), given in [KLMS12, §5.3]. Nonetheless, for reasons discussed in the previous chapter,
it is important to distinguish between U˙ and the true Karoubi envelope Kar(U).
Given an arbitrary additive category A with a presentation by generators and relations,
it is simple to come up with a presentation of the partial idempotent completion A(X) for
any family of idempotents X. Namely, when adjoining the new object (M,ε), one should
add morphisms (inclusion and projection maps) u : (M,ε) → M and v : M → (M,ε) which
satisfy
uv = ε, (5.3a)
vu = 1(M,ε). (5.3b)
It is clear that all morphisms involving the object (M,ε) can be obtained using morphisms
involving M and these new morphisms u and v. Following this procedure, one obtains a
presentation for U˙ , which we state below in Proposition 5.2.
Note that the complete splitters (5.2) are not meant to be the inclusion and projection
maps on the nose. For our chosen idempotent εa above, the projection map v is
,
while the inclusion map u is
δa
,
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which can be expressed in terms of the complete splitter and morphisms in U . Said another
way, the morphism in U˙ represented by (5.2a) is εa ∈ Hom(E
a, (Ea, εa)), while the morphism
represented by (5.2b) is Da = Daεa ∈ Hom((E
a, εa), E
a).
Remark 5.1. Complete splitters are more natural than inclusion and projection maps for any
given idempotent. This is because Ea ∼= [a]!E(a) splits into a number of isomorphic sum-
mands having different grading shifts. The projection map to the minimal degree summand
is canonical, as is the inclusion map from the maximal degree summand; these are the com-
plete splitters. The other inclusions and projections are non-canonical, and can be obtained
by placing polynomials above and below the complete splitters.
Proposition 5.2. U˙ has a presentation by generators and relations, extending that of U . One adds
oriented thick lines labeled by a > 0 as new 1-morphisms (with the convention that a thick line labeled
1 is just our usual generator E or F). The new 2-morphism generators are the complete splitters (5.2).
The new relations are:
=a Da (5.4a) •
a−1 •a−2 . . . •1 =
a
(5.4b)
Proof. This is little more than a tautological unwinding of the above discussion and the def-
initions in [KLMS12].
Now we can view all the other diagrammatics from [KLMS12] as being notation for spe-
cific morphisms in U˙ .
5.2 A differential on U˙
Definition 5.3. We place a differential ∂ on U˙ , extending the differential ∂ = ∂1 on U from
[EQ16, Definition 5.9]. It satisfies
∂



 = − ❅a (5.5a)
∂



 = −
  a
(5.5b)
The notation ❅ ,  stand for the linear functions defined in (2.2a) and (2.2b).
Note the agreement with (3.20a) and (3.20b).
Proposition 5.4. The differential defined by (5.5a) and (5.5b) agrees with the canonical differential
induced on a partial idempotent completion.
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Proof. To check that (5.5a) agrees with Lemma 4.4, we need to compute ∂(Da)εa. We have
computed ∂(Da) in (2.5). Thus
∂(Da)εa = −
❅a
Da
−
Da
  a
δa
Da
.
The second term is zero. This is because each monomial in   aδa has two adjacent strands
with the same exponent, and so is killed by some divided difference operator. The first term
is the right hand side of (5.5a), as desired.
To check that (5.5b) agrees with Lemma 4.4 as well, we need to compute εa∂(εa). Again
using (2.5), and the fact that ∂(δa) = δa❅ a, we see that
εa∂(εa) = −
εa
  a
,
precisely as desired.
Because of this proposition, we can compute the differentials on many other diagrams,
such as downward-oriented splitters, or thick cups and caps, using our knowledge of the
differential on U .
5.3 Compatibility with symmetric polynomials and symmetric functions
Recall from [KLMS12] that
END(E(a)) ∼= Syma ⊠ Λ, (5.6)
where the ring Syma is realized by placing Schur polynomials on a thick strand, as in [KLMS12]
(2.72), and the ring Λ of symmetric functions is realized by placing (clockwise or counter-
clockwise) thin bubbles alongside.
We now check that the induced differential on END(E(a)) agrees with the differential
defined in (2.7) on Syma. In other words
∂

 πα
a

 =
∑
α+
C() πα+
a
. (5.7)
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This can be formally deduced using properties of the nilHecke algebra, but it may be
useful to see a diagrammatic proof.
Proof. Recall the definition of a Schur polynomial on a thick strand from KLMS (2.72):
πα
a
= •α1+a−1 •
α2+
a−2
. . . •
αa−1
+1 •
αa (5.8)
Consider what happens when one places an extra dot on a single strand in the RHS of
(5.8). If one can add a  to the i-th row of α to obtain another partition β, then πβ will be
realized by placing an extra dot on the i-th strand. If adding a  to the i-th row of α will
not create a partition, then placing an extra dot on the i-th strand will yield zero, because the
exponents of the dots on the i-th and (i− 1)-st strands become equal.
When we apply the differential to the RHS there will be three terms, each of which con-
tributes a dot to the polynomial in the middle: −❅ a from one splitter, −  a from the other
splitter, and
∑
i(αi + a − i)xi from the polynomial. Because −❅ a −   a = −(a − 1)
∑
i xi,
the overall contribution is
∑
i(αi − i + 1)xi. Therefore, if β = α + , then πβ appears with
coefficient precisely C(), as desired.
We have already checked in [EQ16, Corollary 4.8] that the action of ∂ on thin bubbles
agrees with its canonical action on Λ. From this compatibility, we can immediately derive
the formula for the action of ∂ on thick bubbles.
∂

 π♠α
a
n

 = ∑α+C() π♠α+
a
n
(5.9a)
∂

 π♠α
a
n

 = ∑α+C() π♠α+
a
n
(5.9b)
We let a denote the strand thickness, and n the ambient weight. The “spade” notation
below is borrowed from [KLMS12]: see page 31 of [KLMS12] for the spade convention for
thin bubbles, and pages 43-44 for their generalization to thick bubbles. The symbol π♠α above
represents a Schur polynomial for a partition depending on α, a, n, and the orientation of
the bubble. Spade notation is useful because it allows formulas involving thick bubbles to
be written in a form seemingly independent of a and n.
Recall that, depending on a comparison between α, a, n, and the orientation, these thick
bubbles can be either fake or real. However, regardless of whether they are fake or real,
[KLMS12, Theorem 4.9] allows one to define them using a Giambelli determinant formula in
terms of the thin bubbles. Because this same Giambelli formula yields the Schur functions in
terms of elementary (resp. complete) symmetric functions, and because ∂ acts on thin bub-
bles as it does on elementary (resp. complete) symmetric functions, we can simply transfer
(2.7) to obtain (5.9).
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One can also compute (5.9) directly, using (5.7) and the formulas for differentials of cups
and caps, to be found in the following section.
5.4 More formulas for the differential
We now describe how the differential acts on various diagrams introduced in [KLMS12]. We
will check some of these equalities, and leave the remainder as exercises.
First, we introduce some new notation. A “thick dot” on a thick strand will indicate the
symmetric polynomial e1, which is π.
:= e1 (5.10)
When the thickness of a strand is 1, the thick dot above is, of course, equal to the usual dot.
Thanks to [KLMS12] (2.67), one has the following relation for any thick splitter.
= + (5.11)
The thick crossing is defined in KLMS (2.42); it merges two thick strands into a “crossbar,”
and then splits them again. We allow ourselves to place dots on a thick crossing as well, by
the following convention.
= + = +
(5.12)
In other words, a thick dot on a crossing is actually a thick dot on the “crossbar.”
Now we compute some differentials. The relations below hold independent of the ambi-
ent region labeling. We put scalars in parentheses to avoid confusion.
∂


a
k a− k

 = (k − a)
a
k a− k
(5.13a)
∂


a
k a− k

 = (−k)
a
k a− k
(5.13b)
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Proof. We check (5.13a), leaving the similar check of (5.13b) to the reader. We can express the
thick splitter by the formula
a
k a− k
=
a
k a− k
δk δa−k
. . .
. . .
. . .
. . .
. (5.14)
When applying ∂ to the right hand side (RHS), each term will consist of the same diagram
with an extra dot on one of the central thin strands. The only extra dots which contribute a
non-zero result are a dot on the first strand or the (k + 1)-st strand. One can easily compute
that the coefficient of the extra dot on the first strand is (i − a), which yields the RHS of
(5.13a), while the coefficient of the extra dot on the (k + 1)-st strand is zero.
The following consequence is straightforward.
∂


a b
b a

 = (−a)
a b
b a
+ (−a)
a b
b a
(5.15)
Applying the symmetries of (U , ∂), one can quickly compute the differentials of downward-
oriented splitters and crossings.
∂


a
k a− k

 = (−k)
a
k a− k
(5.16a)
∂


a
k a− k

 = (k − a)
a
k a− k
(5.16b)
∂


a b
b a

 = (−b)
a b
b a
+ (−b)
a b
b a
(5.17)
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Now we compute the differentials of thick cups and caps, which do depend on the am-
bient region labeling. Here, n is a label on a region, while a is the thickness of a strand. The
notation for thin bubbles is preserved from [EQ16, Section 4.1].
∂


a
n

 = (n+ a)
a
n
(5.18a)
∂

 a
n

 = (a− n) a
n
(5.18b)
∂


a
n

 = (a)
a
n
− (a)
1
a
n
(5.18c)
∂

 a
n

 = (a) a
n
+ (a)
1
a
n
(5.18d)
Proof. That these formulas all hold when a = 1 was shown in [EQ16]. Let us check (5.18a).
Unraveling the definition of the thick cap, one has
=
δa
a
n
a
n
.
Thus its differential will have a number of terms: ❅ a coming from the upward splitter,   a
coming from the downward splitter, ❅ a coming from ∂(δa), and a dot on each thin strand
coming from the a = 1 case of (5.18a) itself. Each dot will have a different coefficient, because
49
each thin strand lives in a different ambient weight space. Putting it all together, we have
∂


a
n

 = (−1)
δa
❅ a
+ (−1)
δa
 a
+
δa
❅ a
+ (n+ 1)
δa
+(n+ 3)
δa
+ · · ·+ (n+ 2a− 1)
δa
.
The two instances of ❅ a cancel out. Moreover, several of the diagrams above represent the
zero morphism. Because δaxi is symmetric in xi and xi−1 whenever i > 1, placing a dot on
one of the thin strands will yield the zero morphism, unless that strand is innermost. For
example, two of the diagrams on the second row will vanish, while the diagram on the last
row will survive. The coefficient of the surviving dot is −(a− 1) from −  a on the first row,
and n+ 2a− 1 on the third row. Thus we obtain
∂


a
n

 = (n+ a)
δa
= (n+ a)
a
n
as desired.
The proofs of the other formulas are similar in nature, and we leave them to the reader.
For instance, when checking (5.18c), one rewrites the thick cap using splitters and thin caps,
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and then applies the a = 1 case of (5.18c). An additional complication is that bubbles appear
in the intermediate regions between thin strands, and must be slid to the outer region using
bubble slide relations. Nonetheless, because almost all dots contribute the zero morphism,
it is not hard to compute the final result.
Now we can compute the differential of a sideways thick crossing, which does depend
on the ambient region label.
∂


a b
b a
n

= (a− b− n)
a b
b a
+ (n+ b− a)
a b
b a
(5.19a)
= (a− b− n)
a b
b a
+ (n+ b− a)
a b
b a
∂


a b
b a
n

 = 0 (5.19b)
Proof. We check (5.19a). The equality of the two terms on the RHS is easy from (5.12). We
show that the differential is equal to the second line on the RHS.
First, we express the sideways crossing in terms of an upwards crossing, with cups and
caps.
a b
b a
n =
b a
a b
n
n+ 2b− 2a
Now we apply ∂, using (5.18a), (5.18b), and (5.15). All terms add a dot to the strand of
thickness a. For the dot which meets the lower left output, one has coefficient −b from the
crossing and (a + n + 2b − 2a) from the cap, yielding n + b − a overall. For the dot which
meets the upper right input, one has coefficient +b from the crossing and (a − n) from the
cup, yielding (a− b− n) overall.
The check of (5.19b) is slightly trickier, involving bubble slides, and we leave it as an
exercise.
Let us rewrite (5.19a) in the form we will use below.
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∂

a b
b a
n

 = (a− b− n)
a b
b a
n
− (a− b− n)


a b
b a
+
a b
b a

 . (5.20)
6 A fantastic filtration from the Stosˇic´ formula
6.1 The main theorem
Nowwe define the BLM form U˙ of quantum sl2 specialized overOp, which is obtained from
the its integral generic form U˙Z[q±] via base change:
U˙ := U˙Z[q±] ⊗Z[q±] Op.
It is best described as an idempotented algebra (i.e., a category) as follows.
Definition 6.1. 1. The sl2-BLM quantum algebra U˙ is an Op-linear category which has
as objects integers n ∈ Z. We will also write 1n for the identity morphism of n. The
generating morphisms are given by2
1n+2aE
(a)1n, 1n−2aF
(a)1n,
for each a ∈ N and n ∈ N. They satisfy the following relations
E(a)E(b)1n =
[
a+ b
a
]
E(a+b)1n, (6.1a)
F (a)F (b)1n =
[
a+ b
a
]
F (a+b)1n, (6.1b)
E(a)F (b)1n =
min(a,b)∑
j=0
[
a− b+ n
j
]
F (b−j)E(a−j)1n, (6.1c)
F (a)E(b)1n =
min(a,b)∑
j=0
[
a− b+ n
j
]
E(b−j)F (a−j)1n. (6.1d)
2. The small quantum group u˙ is an Op-linear subcategory (or sub-algebroid) of U˙ , with
the same objects, while generating morphisms are taken to be
1n+2E1n, 1n−2F1n,
for each n ∈ Z.
2We will just write E(a)1n or F
(a)1n for short.
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By specializing Lusztig’s canonical basis for U˙Z[q±] over Op, one obtains an Op-basis for
U˙ , which will be denoted
B˙ = {E(a)F (b)1n, F
(b)E(a)1m|a, b ∈ N,m, n ∈ Z, n ≤ b− a,m ≥ b− a}. (6.2)
The corresponding Op-basis for u˙ is given by
B˙u˙ = {E
(a)F (b)1n, F
(b)E(a)1m|0 ≤ a, b ≤ p− 1,m, n ∈ Z, n ≤ b− a,m ≥ b− a}. (6.3)
Nowwe are ready to state our main result of this chapter. Let (U˙ , ∂) be the p-DG category
defined in §5 (see equations (5.13) through (5.18) for the differential).
Theorem 6.2. The p-DG Grothendieck group of the derived category D(U˙ , ∂) is isomorphic to the
Op-alegbra U˙ . Furthermore, in K0(U˙), the symbols for the representable modules in the set
{E(a)F (b)1n, F
(b)E(a)1m|a, b ∈ N,m, n ∈ Z, n ≤ b− a,m ≥ b− a} (6.4)
are identified with the images of Lusztig’s canonical basis elements B˙ in U˙ .
Proof. Relations (6.1a) through (6.1d) were shown for the additive decategorification of U˙
in [KLMS12] by constructing, for each relation, an idempotent decomposition. Now, we
check that each of these idempotent decompositions is actually a Fc-filtration. Earlier, we
haven seen in Example 4.17 that the decomposition of E(a)E(b) into copies of E(a+b) was a
Fc-filtration, which implies that (6.1a) holds in the p-DG Grothendieck group. A similar
computation (rotated and horizontally flipped) implies that (6.1b) holds. That the decompo-
sitions leading to (6.1c) and (6.1d) are Fc-filtrations is the content of Proposition 6.3.
Assuming this proposition, it was shown in [KLMS12] that these decompositions are
sufficient to decompose any object in U˙ into a direct sum of representable modules of the
form (6.4), which are themselves indecomposable. Therefore,these objects are generators
of the compact derived category. Their endomorphism rings are positively graded, i.e. U˙
is mixed, as was shown in [KLMS12]. Therefore, Proposition 4.24 implies that the p-DG
Grothendieck group of U˙ is the specialization of the ordinary Grothendieck group at a p-th
root of unity, whence the desired result.
Proposition 6.3. The representable p-DG modules E(a)F (b)1n F
(b)E(a)1n, where a, b ∈ N and
n ∈ Z, admit a Fc-filtration. More specifically, the direct sum decompositions of the Stosˇic´ formula
[KLMS12, Theorem 5.9] form this Fc-filtration.
The subquotients of this filtration are all representable modules, categorifying the right
hand side of the relations (6.1c) and (6.1d).
The rest of this paper is our proof of Proposition 6.3. We follow Section 5.2 of [KLMS12]
rather closely, and we will frequently reference their propositions and equation numbers. To
avoid conflict with §5 of this paper, we will refer to their work as Section V.2, equation (V.27),
and so forth. All citations of this form and all page numbers refer to [KLMS12].
Finally, we should point out the relationship between the main result of [EQ16, Theorem
6.11] and Theorem 6.2. The following result is a consequence of Lemma 4.8 and Lemma
4.12, as well as our construction of (U˙ , ∂) as a partial idempotent completion of (U , ∂) (see
Definition [EQ16, Definition]). The proof is in parallel with the “one-half” case of Corollary
3.18, and will be left to the reader.
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Corollary 6.4. The abelian and homotopy categories of p-DG modules over (U˙ , ∂) and (U , ∂) are
Morita equivalent. On the level of derived categories, D(U , ∂) embeds fully faithfully inside D(U˙ , ∂).
This embedding of derived categories categorifies the inclusion of the small quantum group u˙ inside
the BLM form U˙ at a prime root of unity. 
6.2 Preliminaries
Let us quickly recall what Section V.2 accomplishes.
Theorem V.9 proves that there are isomorphisms in U˙ : when n ≥ b− a, one has
E(a)F (b)1n ∼=
min(a,b)⊕
j=0
⊕
α∈P (j,n+a−b−j)
F (b−j)E(a−j)1n{2|α| − j(n+ a− b)}, (6.5)
while for n ≤ b− a one has
F (b)E(a)1n ∼=
min(a,b)⊕
j=0
⊕
α∈P (j,−n+b−a−j)
E(a−j)F (b−j)1n{2|α| − j(b− a− n)}. (6.6)
We focus on (6.5), and will discuss (6.6) briefly at the end. The case n = b − a is special, as
both equations apply.
The inclusion and projection maps for the direct sum decomposition (6.5) are σjα and λ
j
α
respectively. We recall the formulas here.
λiα :=
πα
a b
i
b− i a− i
n
(6.7)
σiα := (−1)
ab
∑
β,γ,x,y
(−1)
i(i+1)
2
+|x|+|y|cKiα,β,γ,x,y
π♠γ
πx πy
πβ
a b
b− i a− i
i
i
n
(6.8)
That these maps collectively satisfy (4.13c) is the content of the Stosic formula, Theorem V.6.
That they satisfy (4.13a) and (4.13b) follows from Lemmas V.2 and V.3.
Our goal in this section is to prove that they also satisfy (4.14). More specifically, fix the
partial order on the set I = {(j, α) | 0 ≤ j ≤ min(a, b), α ∈ P (j, n+ a− b− j)}which satisfies
(i, α) ≤ (j, β) if and only if i ≤ j, or i = j and α ≤ β. Recall that, for two partitions, α ≤ β
means that β can be obtained by adding boxes iteratively to α. We seek to show that
σjβ∂(λ
i
α) = 0 for (j, β) ≤ (i, α). (6.9)
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(We have reversed the partial order from our original condition (4.14), to make ≤ seemmore
natural.) As this computation is close to the computation of σjbλ
i
α, one should expect it to
closely follow Lemmas V.2 and V.3.
In the discussion before Corollary V.8, [KLMS12] show that the idempotent decomposi-
tion above for (6.5), after applying the symmetries of U˙ , yields an idempotent decomposition
for (6.6). A similar argument will allow (6.9) to imply the corresponding condition for the
idempotent decomposition of (6.6). For this reason, we stick to the n ≥ b− a case.
6.3 Checking the fantastical condition
First we compute the differential of the top half of λiα.
∂


πα
a b
i
a− i b− i
n


=
∑
α+
(C()+i−n+b−a)
πα+
a b
i
a− i b− i
n
(6.10)
Proof. Four terms contribute to this differential: the a splitter, the b splitter, the clockwise
thick cup, and the Schur polynomial πα. The first three terms all yield the following diagram,
with various coefficients.
πα
a b
i
a− i b− i
n
(6.11)
The a splitter yields coefficient i − a, by (5.13b). The b splitter yields coefficient i − b, by
(5.16b). The cup yields coefficient i− (n−2b+2i), by (5.18b), because the bottommost region
has label n− 2b+ 2i. Summing together these coefficients, the overall result is i− n+ b− a.
Now the diagram in (6.11) has polynomial e1πα on the crossbeam, and by the Pieri rule,
e1πα =
∑
α+
πα+.
Combining this with (5.7), we get the desired result.
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Using this formula and (5.20), we now compute ∂(λiα).
∂(λiα) =
∑
α+
(C() + i+ b− a− n)
πα+
a b
i
b− i a− i
n
(6.12)
+ (n+ a− b)


πα
a b
i
b− i a− i
n
+
πα
a b
i
b− i a− i
n


(6.13)
− (n+ a− b)
πα
a b
i
b − i a− i
n
(6.14)
Consider the first term (6.12), which we call T1. Consider a single summand in T1, which
we call x, corresponding to the partition α+. When the partition α+ lies within P (i, n+
a−b−i), then x = λiα+. When α+ is not contained in P (i, n+a−b−i), it was because the
box was added in the first row, and has content precisely n+ a− b− i. Therefore, x appears
with coefficient zero in T1.
One concludes that
σjβT1 = 0 unless j = i and β ∈ P (i, n + a− b− i) has the form α+. (6.15)
In particular, σjβT1 = 0when (j, β) ≤ (i, α).
Suppose that n = b − a. Then the remaining terms have coefficient zero, and (6.9) is
proven. Thus we can assume below that n > b− a.
Consider the second term (6.13), which we call (n+ a− b)T2 (i.e. the sum of diagrams is
T2). Clearly T2 is none other than λ
i
α with + on the bottom. In particular,
σjβT2 =


+ if j = i, α = β,
0 else.
(6.16)
Consider the third term (6.14), which we call −(n + a − b)T3. Then T3 looks much the
same as λiα, except with an extra dot on the sideways crossing near the bottom. Let us
now resolve the diagram σjβT3, closely following Lemma V.2 which resolves σ
j
βλ
i
α. Lemma
V.2 goes through several pages of local manipulations, none of which involve the sideways
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crossing near the bottom, until the middle paragraph of page 57. Thus we can apply these
manipulations verbatim to our computation.
In the middle paragraph of page 57, [KLMS12] apply the Square Flop Lemma iteratively,
which either swaps a rightward-oriented line with a leftward-oriented line, or removes them
both. They argue that every rightward-oriented line must eventually cancel against some
leftward-oriented line. Otherwise, if some line remains uncanceled, it will create one of the
two diagrams in (V.27), which both vanish. In our circumstance, the first diagram in (V.27)
has an extraneous dot on the sideways crossing, and this does not vanish! However, the
second term in (V.27) is unchanged, and vanishes as before. If j < i then some leftward-
oriented line remains uncanceled; one obtains the second diagram in (V.27), and the result is
zero. We have shown
σjβT3 = 0when j < i. (6.17)
If j > i, it is possible for some rightward-oriented line not to cancel, and the result to be
nonzero, but this is allowed by our partial order.
If i = j and some line remains uncanceled, one also has an instance of the second diagram
in (V.27), and the result is zero. Thus when i = j we can assume all lines cancel, as they do
on page 57, and we can continue to follow their argument all the way through the end of the
lemma. We obtain
σiβT3 =


(−1)(a−i)(b−i) if α = β
0 else.
(6.18)
Putting together the results of (6.15), (6.16), (6.17), and (6.18), we have proven that
σjβ∂(λ
i
α) = 0
whenever j < i, or whenever i = j and β  α. We have also shown that σiα∂(λ
i
α) = 0 when
n = b− a. It remains to show, when i = j and β = α and n > b− a, that σiα∂(λ
i
α) = 0, which
now amounts to
= (−1)cd


d c
+
d c

 , (6.19)
where c = a− i and d = b− i. This is our final lemma.
Lemma 6.5. The equality (6.19) holds, when n > d− c.
Proof. First we use the relation (5.12), and simplify using Lemma V.3 itself, to reduce the
lemma to the following statement.
= (−1)cd
d c
. (6.20)
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Now we simplify the left diagram in (6.20), following the proof of Lemma V.3. After
exploding the diagram as in (V.43) we obtain a ladder as in (V.44), except that where (V.44)
had c− 1 dots on the leftmost strand, we now have c dots.
=
. . .
. . .
. . .
. . .
• •• •• •
c−2 1c d−11 d−2
d
d
d+ 1
d+ 1
c+ d
c+ d
c+ 1
c+ 1
c
c
n (6.21)
Now we repeatedly apply the Square Flop Lemma, as they do. They argue that, in this
case, the Square Flop Lemma reduces to (V.45) because x + y ≤ m − 2 (see the top of page
62). For our situation with an extra dot, the statement x + y ≤ m − 2 still holds; we may
have increased x by one, but we also ignored the edge case n = d − c (i.e. n = b − a in
application) where this might have caused problems. Thus we can follow their argument
exactly, obtaining the following modification of (V.46).
= (−1)cd
. . .
. . .
. . .
. . .
• • • • • •
1 d−2 d−1 c c−2 1
d
d
d− 1
d− 1
1
1
0
0
1
1
c− 1
c− 1
c
c
n
= (−1)cd • • •
1 d−2 d−1
. . .
d
•c •c−2 . . . •1
c
= (−1)cd
d c
(6.22)
This is the desired result.
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