INTRODUCTION
The human auditory system performs remarkably well in separat ing multiple acoustic streams in the presence of noise, . suc� as babble noise in a cafeteria. It does so partly by resolvmg time and amplitude differences between the sound entering both ears, which are different for each source component. The impaired ear seems to loose most of the ability to function in the presence of interfering noise, and even the most advanced hearing aids with directional microphones and noise suppression have fallen short of compensating adequately for this loss.
Because of the wave properties of sound, the problem of sep arating acoustic sources is tightly coupled to the problem oflocal izing them by adaptive beamforming. For speech and other sound sources this problem is generally considered a hard and mostly unsolved problem, with mixed degree of success in practical re alizations. The delays in the source mixture observations render instantaneous mixing models, as commonly assumed in indepen dent component analysis (leA), inadequate. The conventional ap proach is to blindly estimate mult�ple time delays �n the �ave pro � agation between sources and microphones, beSides blindly estl-"This work was partly supported by ONR NOOOI4-99-1-06l2 and ONRIDARPA NOOOI4-00-C'()3IS and NOOOI4'()O-I'()838. in biomimetic MEMS systems [12] . Wavefront sensing in space for localizing sound has been in practice since the pioneering work by Blumlein in the 1930s [13] , a precursor to the advances in bin aural signal processing that we know today.
Gradient .flow converts the problem of separating delayed mix tures into a simpler problem of separating instantaneous mixtures of spatial and temporal gradients of the wave signals. This yields a formulation equivalent to that of static ICA, and a number of approaches exist for such blind separation, some utilizing . VLSI hardware [14] . The mixing coefficients obtained from ICA directly yield the angles of the incoming waves. Therefore our method can be seen as a broadband beamfonning extension to slatic ICA, performing al once blind separation and localization of traveling waves.
Gradient flow acoustic source separation offers the possibility of selectivily amplifing the source of interest and supressing inter fering sources. Furthermore, in an extended ICA framework that accounts for a convolutive mixing model [IS, 16, 17] , this solu tion allows cancelation of reverberation which further aids in the clarity of speech under difficult acoustic conditions.
In what follows we review gradient flow, and present exper imental results that demonstrate real-world separation and local ization of speech sources using a planar geometry of miniature microphones (Knowles IM-3268) on a spatial scale significantly smaller than the shortest wavelength present in the speech. Finally we discuss extensions of the principle that can be used in the de sign of intelligent hearing aids with adaptive beam steering and interference noise suppression.
MODELS
We consider linear mixtures of traveling waves emitted by sources at various locations, and observed over a distribution of sensors in space. The distribution of sensors could be continuous or discrete.
In what follows we assume an array of discrete sensors, but the theory applies as well to sensors distributed continuously in space.
However, the sources are assumed to be discrete. 
Instantaneous Series Expansion
Let the coordinate system r be centered in the array so that the ori gin coincides with the "center of mass" of the sensor distribution.
We define r(r) as the time lag between the wavefront at point r and the wavefront at the center of the array, i.e., the propagation time r(r) is referenced to the center of the arr ay. Then the field s(t + T (r)) can be expanded about the center of the array in the power series expansion, s(t + r(r» = set) + r(r)s(t) + �r(r)28(t) +...
(I)
The far field
In thefar-field approximation, the distance from the source is much larger than the dimensions of the sensor arra y. This is a sensible approximation for an integrated MEMS or VLSI array with dimen sions typically smaller than I cm. Then the wavefront delay r(r) is approximately linear in the projection of r on the unit vector U pointing towards the source, 1 r(r):;:::
where c is the speed of (acoustic or electromagnetic) wave propa gation.
Array dimensions
The ratio in amplitude of successive terms in the series should not be too large so that it converges properly, nor too small so an ad equate number of terms in the series can be resolved to identify the sources. This implies that the dimensions of the sensor array should be smaller than that of the coherence length of the sources, but not much smaller. For a narrowband signal, the coherence length can be defined as the wavelength. For a narr owband signal, it corresponds to the shortest wavelength present in the spectrum of the signal. For speech with a bandwidth ofrougbly 8 kHz, an array of dimensions in the lower em range gives best results. More de tails on the conditions for proper wave resolution are given in [18] .
Signal Model
We assume that the sources are statistically independent so that their joint probability density function factors:
1=1
This allows us to apply leA to the instantaneous mixture problem that follows.
2.S. MinDg and Acquisition Model
Let x(r, t) be the signal mixture picked up by a sensor at position r. As one special case we will consider a two-dimensional array of sensors, with position coordinates p and q so that rpq = prl + qr2 with orthogonal vectors rl and r2 in the sensor plane.
In the far-field approximation (2), each source signal s' con tributing to Xpq is advanced in time by 7�9 = p-rf + q 7l , where
are the inter-time differences (lID) of source I. between adjacent sensors on the grid along the p and q place coordinates, respec tively. Knowledge of the angle coordinates 7f and r� uniquely de termines, through (4), the direction vector u1 along which source a t impinges the arra y, in reference to the {p, q} planet.
The series expansion (l) for each source yields J:.
X pq(t) = Lst(t) +7;qSl(t) + iCr;q)2i(t) + ... +npq(t) t =1 (5) where npq(t) represents additive noise in the sensor observations.
Although not essential, we will assume that the observation noise is independent across sensors, and follows a univariate Gaussian
In what follows we will concentrate on the first two terms in the series expansion (5), linear in the space coordinates:
Xpq(t):;::: Ls t (t) + (pr! + qr�).;t(t) + npq(t). 
where Vii are the corresponding spatial derivatives of the sensor noise npq around the center. The point here is that all signals a' in (7) are differentiated to the same order i + j in time. Therefore, taking spatial derivatives eii of order i + j � k, and differentiating eii to order k -(i + j) in time yields a number of different linear observations i� the kth-order time derivatives of the signals i.
As an example, consider the first-order case k = 1, corre sponding to (6):
t We assume that the sources impinge on top, not on bottom, of the arra y. This is a reasonable assumption for an integrated MEMS or VLSI arra y since the substrate masks any source impinging from beneath.
2The issue of linear independence will be revisited when we consider the geometry of the source angles relative to that of the sensors in Section 4. A practical realization of this configuration, using miniature mi crophones, is illustrated in Figure 1 .
Taking the time derivative of {DO, we thus obtain from the sensors a linear instantaneous mixture of the time-differentiated source signals, an equation in the standard fonn x = As + n, where x is given and the mixing matrix A and sources 8 are unknown. Ignoring for now the noise term n (and for a square matrix, £ = 3) this problem setting is standard in ICA, with an independence assump tion (3) on the sources 8. ICA produces, at best, an estimate S that recovers the original sources 5 up to arbitrary scaling and permuta tion. The direction cosines Tl are found from the ICA estimate of A, after first normalizing each column (i.e., , each source estimate) . so that the first row of the estimate A, like the real A according to (10) , contains all ones. This simple procedure together with (4) yields estimates of the direction vectors iii along with the source estimates §l (t), which are obtained by integrating the components of s over time and removing the DC components.
It is interesting to note the functional similarity between (10), with £ = 1, and optical flow for constraint-solving velocity esti mation in a visual scene [10] .
NOISE CHARACTERISTICS
The presence of the noise term n complicates the estimation of s and A. For localization of a single source, simple expressions can be obtained for the Cramer-Rao lower bound on the variance of the Ti estimates, assuming second-order (Gaussian) statistics. As in [19) , this bound depends on the aperture, i.e., the dimensions of the array relative to one wavelength. However, the bound becomes independent of aperture if the noise is dominated by interference from other sources, rather than intrinsic (sensor) noise. For minia ture arrays, it is therefore important to boost the sensor signal to-noise ratio to compensate for the loss in aperture. The critical factor here is high sensitivity of gradient acquisition, which can be attained by a differential sensor design either through mechanical coupling [11, 12) or differential amplification at the sensor level. In the present implementation, improved differential amplification is obtained by adaptive LMS cancelation of the common mode component {aD present in the estimate of the gradients {10 and { Ol due to gain mismatch in the observations Xij in (8).
General Cramer-Rao bounds on the direction cosines r, l for joint localization and separation are harder to come by, since it requires assumptions on the higher-order statistics of the signals. The variance component of noise in the estimated sources can be readily estimated assuming nominal (unbiased) values of the di rection cosines. A detailed analysis, expressing the covariance of the error in tenns of the covariance of the sensor noise and the geometry of the sources relative to the array, is presented in [18] .
EXPERIMENTAL SETUP AND RESULTS
To demonstrate source separation and localization in a real envi ronment, we used the experimental setup of Figure I , with four omnidirectional miniature microphones (Knowles IM-3268) as spec ified by (9) with radius Irll = Ir21 = 1 cm. Figure 2 . Listening tests and visual inspection of the waveforms reveal that the cross-talk in the unmixed signals 81 and 82 is less than -20 dB in the outdoors case. and -12 dB in the indoors case.
This perfonnance is adequate for most hearing aid applications. Further gains can be obtained by extending the traveling wave as sumption to multipath, and assuming a convolutive mixing model solved by means of deconvolutive leA [IS, 16. 17 ).
CONCLUDING REMARKS
Conventional adaptive beamforming assumes arra ys of large di mensions to obtain sufficient spatial diversity to resolve time de lays between source observations. In gradient flow, arra ys of small dimension are suitable since time delays have been converted to relative amplitude by taking derivatives. Improved differential sen sitivity of gradient sensing allows to shrink the aperture of the sen sor array without degrading signal-to-noise ratio.
A microphone array with differential gain enhancement would fit comfortably in a behind-the-ear, or even in-the-canal, hearing aid, and would deliver a performance similar to much larger ar rays that are worn, for instance, around the neck [20] . Gradient sensitive acoustic sensors with differential mechanical coupling in MEMS [12] technology, with inspiration in biology [II] , are espe cially promising candidates for miniaturization.
Gradient flow therefore offers an opportunity to design in telligent hearing aids with integrated adaptive suppression of un wanted speech and other sources of non stationary noise and inter fering sounds. With auto-adaptive directionality of beamforming in the gradient flow ICA framework, a miniature array is capable of IV -4018 
