In the hierarchical search for periodic sources the construction of the short FFT database (SFDB) plays a key role for the next steps of the search, in terms of easy and fast access to the needed information and of data quality. The last information is crucial when combining data over long time periods, given the presence of non-stationarities in the noise. We will outline here the procedure we use to construct the SFDB and in particular the peak map, which is the first step of the hierarchical procedure, describing the tools we use to remove disturbances, which would enhance the noise floor. We will also describe the data and information we evaluate and store to characterize each FFT. Particular emphasis is given to the procedure used to construct the estimator of the average noise spectral density, which is needed for good detection efficiency in the identification of peaks. We will give some examples, using non-stationary data of the resonant detector Nautilus and simulated signals added to the noise.
Introduction
The search for periodic gravitational waves (g.w.) sources is a very important and actual topic in the g.w. community and various papers have recently been published (see [1] and references therein). The natural strategy to search for periodic waves is to look for significant peaks in the spectrum. In this case the SNR increases with the observation time. This strategy could be applied only if the instantaneous frequency of the signal at the detector is known. The analysis procedure in this case is 'coherent', since the phase information is used. This is the case of 'targeted searches', where the source parameters are all known (frequency, location, spin-down). But, in most cases it is impossible to perform a coherent analysis over all the data: the procedure is limited by the computational power, which increases with high power of the observation time. This is the case for 'blind searches', where the source parameters are unknown and an 'all sky' search has to be performed. 'Hierarchical procedures' are applied, which means that the observation time is divided into sub-periods. These hierarchical strategies are based on iterations of two basic steps:
• incoherent, where the information from the data chunks is combined, but the phase information is lost; • coherent, where matched filtering on the chunks of data is done.
The spectra can be combined together by incoherent summation, that is by averaging their square modulus (stacking procedure) or tracking lines in a time-frequency plane (tracking procedure, based on Hough transform). There are various ways to implement these procedures.
The basic steps of the Rome procedure, partially developed together with the AEI group in Golm, are in order: [2, 3] :
• construction of a frequency domain database, • data quality inspection, • construction of the first time-frequency map (the peak map), • incoherent Hough search with candidate selection (frequency, position, 1 spin-down parameter), • coherent search on longer FFTs, on the selected candidates.
In the coherent step we partially correct the frequency shift due to the Doppler effect and spin-down, hence we can do longer FFTs and obtain higher resolution time-frequency maps. A more refined procedure, based on the fact that the signal is continuous, makes use of the coincidences among candidates selected with the incoherent search done over different time periods. This reduces the number of candidates to be analysed during the coherent step and opens the possibility of increasing by a large factor the length of the FFTs in the first coherent step. Documentation on the procedure and codes developed is available at http://grwavsf.roma1.infn.it/pss. In this paper we will describe the part of the procedure we use to construct the frequency domain database (SFDB), that is a collection of FFTs, with particular emphasis on the procedure used to remove disturbances from the data, to the procedure used for the estimation of the average spectrum (which has to be cleaned of any spectral line present in the data) and to the construction of the peak map, which represents the first step of our hierarchical procedure. In this paper we do not describe the procedure to select possible candidates from the peak map, nor discuss the final sensitivity of the whole procedure. These arguments have been treated in [2, 3] and in paper 4 of [1] . A collaboration between ROG and Virgo-Rome has been established, so the procedure for the pulsar search will be applied to the data of the Virgo detector and to the data of the resonant g.w. detectors Explorer and Nautilus, with some differences related basically only to the width of the bandwidth of the detectors.
We have used a few days of data of the year 2001 of the Nautilus detector, to give examples of how this part of the procedure works in non-stationary noise. We have added fake signals to the data, in the time or in the frequency domain, depending on the specific feature of the procedure we needed to test.
Let us end this introduction by recalling that the sensitivity of a g.w. detector to different classes of signals is determined by the noise spectral amplitude (or strain sensitivity), in units of 1 Hz −1/2 , in a way which depends on the nature of the signal (short, chirp, continuous, stochastic). Thus, we will widely use this figure, which we will call simply the 'spectrum', or its power, which we will refer to as the 'power spectrum', and has units of 1 Hz −1 . We multiply the noise spectral amplitude, or spectrum, values by the factor 10 20 .
The short FFT database (SFDB)
The procedure we use relies on a database of FFTs, computed from short stretches of data (short with reference to the observation time and to the effects of the Doppler shift due to the Earth's motion). Each FFT in the database contains a header, with relevant information for the analysis [4] , a very short FFT, which is the estimation of the average spectrum, needed for good detection efficiency in the identification of peaks and for the next steps of the search, and values of the total power spectrum over sub-periods, which is important to have the information on the level of stationarity of the data in each FFT. It is shown in [2] that the time duration T FFT of one FFT in the database must be such as to have no effect due to the Doppler shift and hence less than
where ν, in Hz, is the source intrinsic frequency, and T E and R E are the period and the radius of the Earth's rotation at the latitude of the detector, respectively. Thus, the choice of T FFT is a function of the frequency. For the Virgo detector, which has a large bandwidth, we will construct four different databases, for four different frequency bandwidths:
• 500-2000 Hz, with T FFT ≈ 1000 s (this has been reduced by a factor 2, to reduce the computational burden); • 125-500 Hz, with T FFT ≈ 4000 s;
• 31.25-125 Hz, with T FFT ≈ 8000 s;
• 0-31.25 Hz, with T FFT ≈ 16 000 s.
In the case of the Nautilus detector, a choice which is compatible with the above equation is T FFT = 1677.85 s, which corresponds to 2N = 131 072 samples, with sampling time δt = 12.83 ms. The resolution in frequency is δ ν = 0.000 596 Hz. The FFTs in the database overlap by half and are windowed [4] .
Time domain disturbances
Disturbances in time domain data, due for example to delta-like spurious signals (which we know by experience on resonant detectors show up randomly) affect the data in the frequency domain and thus produce a loss in the efficiency of detection for the signals we are looking for. The effect of a delta-like spike in the time domain will in fact enhance the noise level in the spectrum, by an amount which depends on the SNR of the spike.
It is therefore important to design a procedure which is able to detect these signals, which we will refer to as 'events' in the time domain and, after detection, is able to remove them from the data. Let us stress that even if we suppose that these 'events', which we remove from the data, are due to g.w. signals, what we do is still valid. In fact the signals we are looking for in this search are those which are continuous, not short events. To show how the presence of time disturbances affects the spectral analysis and how the procedure works, we have done a simulation, using data of the Nautilus detector, sampled at δt = 0.0128 s. We have added to the noise three delta-like huge events (SNR 10) over a period of T 1600 s, which is the duration of one FFT 1 . In the case of a resonant detector, such as Nautilus, with two resonances where the sensitivity is at its best, the effect of spurious delta-like signals will mostly affect the data around the resonances, as is visible from figure 1. This figure shows in fact the power spectra, obtained from the FFTs in the database, and the corresponding estimation of the mean (see section 4) in the two cases of data with the events, added with SNR 10 with a simulation, and data after the events' removal. These figures refer to the frequency bandwidth (897-935) Hz. A closer vision, around the minus mode, is given in figure 2 (left). From the figures we note that the effect of these spurious events at the two resonances where the Nautilus detector has its best sensitivity, is dramatic. If we consider, for example, the data near the plus resonance (922.5 Hz), we note the beginning of differences in the two spectra 1.5 Hz before the resonance. At the resonances the worsening is of the order of a factor 100. This figure depends on the number and SNRs of the events, so this simulation has just the aim to give a feeling of the importance of checking the quality of the data and removing the events. It is clearly impossible to quantify the effect on realistic situations which, by definition, will be widely varying and unpredictable.
The procedure we set up for the event identification has been derived from that used in the ROG collaboration, after matched filtering for delta-like signals [7] . Two steps are needed:
• identification of the events, • removal of the events.
First step: identification of the events
Because of the non-stationary noise, the variance changes with time and hence the sensitivity of the detector changes with time. This implies that, to detect events, we must change the threshold with time ('adaptive threshold'). Let x i be the data samples. These data could be simply the output data, or data after a bandpass filter, or data filtered with a filter matched for delta-like signals. The background is estimated from the auto-regressive mean of the absolute value and of the square of x i :
with
where δt is the sampling time and τ is the memory of the auto-regressive mean, which here has the dimensions of a time, in seconds. The normalization factor is given by
with Z 0 = 0. Mean and standard deviation are evaluated as
The threshold is set on the critical ratio CR, defined as
The value of the memory time τ depends on the characteristics of the apparatus. In the following examples we set it to 600 s, which is the value used by the ROG collaboration, and the CR thr to 6, which is again the value used by ROG. The procedure also makes use of the concept of dead time, that is the minimum time between two events. It depends on the apparatus, the noise and the expected signal. Here we used 1 s. In practice, we upgrade the estimation of m i and σ i only every τ/10 s, but again this is a choice which depends on the characteristics of the noise of the apparatus and the choice of this parameter is not critical. This procedure could be optimized, by applying the 'clean procedure', following what will be described in section 4. Once we have defined the adaptive threshold the procedure works as follows:
• when the signal x i goes over the threshold (CR > CR thr ), an event begins;
• the event ends after the signal has remained below the threshold for a time longer than the dead time; • the event is characterized by various parameters, those which matter here are its beginning time and duration, defined as time above threshold with the dead time subtracted, while time of the maximum amplitude and maximum amplitude are not important here.
Second step: removal of the events
Once an event has been identified, we clean the data with the removal procedure. This requires the setup of another parameter, which we call the edge and indicates how many seconds before and after the event are used in the cleaning of the data. In the examples here we have used 0.15 s, which means roughly ten samples.
• Data from the beginning time up to the (beginning time + duration) are set to zero;
• data from the time (beginning time − edge) are linearly set towards zero, while data from the time (beginning time + duration) are linearly set towards the value at (beginning time + duration + edge).
Summarizing, the data which define the event are set to zero, and a linear connection with values around the event is applied. Figure 2 shows the removal of one event from the data, after its identification.
The procedure to estimate the average spectrum
The estimation of the average spectrum of each FFT in the database is a crucial point of the whole procedure. In fact, the average spectrum is used to select local maxima for the construction of the peak map and in the next steps of the search. It is, for example, used in the Hough step [3] , in particular when this step is performed adaptively. The use of a suboptimal procedure here would affect the final sensitivity. Once the average spectrum has been evaluated, as described below, we sub-sample and store it together with the high resolution FFTs. We call the estimator of the average spectrum the very short FFT. A good estimator should have the following properties.
• If peaks in the frequency domain are present, the estimator should not be affected by the peaks. This should be as much as possible independent of the SNR of the peak.
• If the noise level varies, either slowly or rapidly, the estimator should be able to follow the noise variations.
We worked on this point, realizing at the beginning procedures based on short FFTs obtained using, for each spectrum, the average of lower resolution spectra. The estimator obtained with this procedure was not good enough, as it contains contributions from high peaks. Hence we refined the procedure, with the use of an autoregressive estimation (AR) of the average of the spectrum, with the basic idea of a 'clean estimator', which is nothing but the transposition of the concept of the 'clean matched filter' [5] , used by the ROG collaboration in the search for bursts, to the spectral estimation. For a given spectrum, with frequency resolution δ ν and absolute value of each sample x i , where i = 1, N and N is the length of the FFT, the estimator of the average µ i is obtained with the following recursive equation: Z i is the normalization constant (Z 0 = 0). w is the memory of the process by means of the constant τ , which, in the specific case, has the dimensions of a frequency, that is Hz. This constant is a first parameter which has to be chosen. Its choice depends on the characteristics of the noise, and in particular will be different for Virgo or resonant detectors. The application of a 'clean procedure', useful for efficient removal of peaks from the average, requires the definition of two additional parameters: a threshold V max and a maximum age A max (in Hz). It works as follows.
• While r = x i /µ i−1 < V max the new datum x i is used to evaluate the actual mean µ i and the age A of the process is set to zero (expressed in number of samples). • When r = x i /µ i−1 V max the new datum x i is not used to evaluate the actual mean µ i and the age A of the process is incremented by 1. This eliminates or reduces the effect of peaks from the estimation.
• If the age (in Hz) Aδ ν > A max , we decide that the characteristics of the noise changed and thus we have to go back to a number of samples n = A, and begin a new evaluation of the mean, restarting from zero at the sample (i − A)th. This is needed to deal with all those situations when the noise is highly non-stationary, with abrupt changes of the level of the floor.
We applied the procedure to Nautilus 2001 data, when the detector was narrow band [6] . During the 2001 run the two resonances were around ν − = 907.1 Hz and ν + = 922.5 Hz, with a bandwidth, after filtering, of the order of 1 Hz. In the examples we have always chosen τ = A max , and V max = V thr = 2.5, where V thr is the threshold for the selection of the local maxima, as will be clarified below (procedure to construct the peak map). We added to the Nautilus noise a sinusoidal signal, with constant frequency ν sig = 919 Hz (outside the resonances, where the noise is well described with a white noise process, with non-stationarities and spurious lines) and very high SNR, to verify the goodness of the procedure in the presence of a huge peak. Figure 4 shows the ratio R of the spectrum to its AR estimation, in the two cases. This function represents the starting point for the construction of the peak map, first step of the hierarchical procedure. By definition the ratio R is a function which varies around 1 and which shows significant departures from 1 when spectral peaks are present. Some comments concerning these figures are in order.
• In both cases the estimation of the average spectrum is quite good. In particular, near the high peaks (that at 914.6 Hz is a calibration signal, present in the Nautilus data, that at 919 Hz is the simulated one) the mean contains a very small contribution from the peaks, due to the use of the 'clean procedure'. Anyhow, it is well visible that a higher value of τ works better near the peaks (at 919 Hz, for example, there is a 2% residual from the peak in the estimation when τ = 0.01 Hz, which decreases (improving the quality of the estimation of the mean) to 0.1% residual when τ = 0.1 Hz. As a consequence, the SNR of the peak, as seen in the function R, is of the order of 1000 in one case and decreases to 50 when τ = 0.01 Hz (figure 4).
• The A max parameter enters the game here at frequencies around 901-902 Hz, where the noise level changed and the estimator follows the changes properly.
• The value of the memory of the AR estimation is critical around the resonances: here the noise changes quite rapidly in a few Hz and a good estimator should be able to 'follow' the noise changes. Thus, lower values of τ , such as 0.01 Hz in the example, work better than higher values, such as 0.1 Hz. The situation is well visible in figure 4 , where we can note a loss in the sensitivity of the R, which shows up with a small depression in the figures at the resonances. This effect disappears when τ decreases.
From a deep study of all these characteristics, and also from considerations we are going to make in describing the peak map and results, we concluded that the present procedure is good enough for non-resonant detectors, such as Virgo, while it needs some refinement to be optimally applied to a resonant detector. The observation that peak removal requires 'higher' values of τ , while a good estimation at the resonances requires 'lower' values of τ , naturally suggests using an adaptive procedure, where the value of τ is not fixed but varies depending on the noise characteristics. Another natural observation is that a better AR estimation at the resonances, would probably require a symmetric procedure, where the mean is evaluated not only from 'past data' but also from 'future data' (past and future here do not mean a consequence in time, but in the frequency plan).
The construction of the peak map
As stated before, the construction of the peak map, which is the first step of the hierarchical procedure, is a very delicate point, as it influences the sensitivity of the next steps. A potential candidate, which is skipped at this stage due to an inaccurate or non-optimal construction of the peak map, will never be recovered. The peak-map construction starts with the ratio R of the spectrum to its AR estimation, as shown before. On this function, we set a threshold at the level [2] of SNR thr = √ 2.5. All the data which cross the threshold and are local maxima are then registered into a new file, from which we can produce a time-frequency plot which we call the peak map. This new file contains the information on the peaks (beginning time of the FFT, frequency bin of the peak) and also all the very short FFTs, which is all the information needed for the next step of the analysis. To give examples of the peak-map construction, we have used 18 days of Nautilus data, to which we added a sinusoidal signal with linearly varying frequency: the frequency is 919 Hz at the beginning of the simulation and it arrives at 925 Hz in 18 days. Each FFT has a duration of 27.96 min. The total number of considered FFTs is 1848, since they overlap by half. This frequency variation is clearly not consistent with what is expected for the continuous signals we are looking for, but the aim here is only to describe how to construct a peak map, referring to a situation in which the signal spans a frequency range wide enough to exploit different SNR values. The code which contains all the utilities to evaluate, and thus simulate or remove, the Doppler effect from sources to a Figure 5 . Ratio R of the spectrum to its estimation, in the first FFT of the simulation. In this example the simulated signal is at the frequency 919.0 Hz, which happens to be just above the threshold. In fact in the figure this signal is barely visible.
detector on Earth, based on JPL ephemerides file and NOVAS utilities, is ready 2 and the next step in our simulations will be to link the codes and add to the data Doppler shifted signals to produce a 'realistic' peak map, in order to test the whole detection chain (Hough step, coherent follow-up and so on).
The simulated signal has an amplitude of h 0 = 0.05 × 10 −20 . The SNR for this signal is highly varying because the frequency goes from outside one of the two resonances, and thus the SNR is very poor (SNR is very near threshold), then it enters the bandwidth of the resonance, and the SNR increases. Finally, it goes out again and the SNR decreases. Figure 5 shows the ratio R of the spectrum to its estimation, in the situation in which the simulated signal is at the frequency 919.0 Hz (beginning of the simulation). The SNR is in this situation roughly at the level of the threshold, and thus in the figure this signal is barely visible. Figure 5 is only an example of the function R in one of the 1848 FFTs which have been considered. Figure 6 shows some of the power spectra with the simulated signal, in the two situations of signal frequency well outside the resonance and signal frequency near the resonance. The signal is well visible in the spectra only when it is very close to the resonances (blue and brown curve of the bottom figure, when the frequency of the signal is at 922.1 Hz and 922.6 Hz, respectively). Given this situation, it is interesting to note that this signal is well evident in the peak map, over all the time period. To produce the peak-map figure here we raise the threshold to SNR thr = 2.5, to avoid having too many 'candidates' in the plot, which we wish now to comment on only with an analysis done 'by eye'. Figure 7 shows the time-frequency plot obtained using all the 1848 FFTs. Figure 8 shows the peak map obtained using the first five days of our simulation, where the simulated signal is spanning the frequency range 919-920.6, that is with 'poor' SNR, because we are not at the resonance, where the SNR will increase. From figures 7 and 8 it is possible to note the following. Power spectra with the simulated signal, in various situations of signal frequency outside or near the resonance. In the first figure, the frequency of the signal is 919.5 Hz (1.5 days from the beginning of the simulation); in the second it is 920 Hz (3 days from the beginning), in the third 920.5 (4.5 days), in the fourth 921.3 Hz (7 days), in the fifth 922.3 Hz (10 days), in the last 922.7 (11 days). The signal is well visible only when it is close to the resonance.
• In the time-frequency plane the signal happens to be clearly visible, even when its SNR is very low. The signal is not detected in all the FFTs, but it is clear that the combined information from them (the analysis of the peak map) would lead to its detection.
• There are two vertical lines with no peaks: they correspond to situations in which the detector was not working (helium refilling).
• Around the resonance ( 922.5 Hz) there is a clear variation in the density of the peaks: just before the resonance there is a smaller density compared to that just after the resonance. We think this is due to the estimation procedure which, as explained before, needs to be improved for a better agreement near the resonances. This is a point which does not regard Virgo data, where we do not expect features in the noise similar to what we have at the resonances.
Conclusions
We have given here some examples of how the procedure to construct the FFT database, spectral estimation and peak-map construction works. This represents the first step of the hierarchical procedure set up by the Rome group for the search for continuous g.w. signals for the Virgo detector and for the resonant detectors Explorer and Nautilus. We are now working to link these codes with the PSS astro library, to do realistic simulations on Doppler shifted signals and to improve the part of the code which performs the coherent step on the selected candidates.
