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11. Big Data & New Data: Ein Ausblick auf die 
Herausforderungen im Umgang mit Social-Media-Inhalten 
als neue Art von Forschungsdaten  
11. Big Data & New Data 
Katrin Weller 
Katrin Weller 
Seit ungefähr einem Jahrzehnt wird (auch) in wissenschaftlichen Kontexten der Nutzen von 
neuartigen, großen Datenbeständen für das bessere Verständnis zahlreicher Lebensbereiche 
erprobt. Viele dieser neuartigen Daten stammen aus Internetplattformen. In den Fokus der 
Wissenschaftler/innen rücken beispielsweise Suchmaschinen (Choi/Varian 2012), Kommen-
tarbereiche von Zeitungen (Ruiz et al. 2011) sowie Social-Media-Plattformen (z.B. Face-
book, LinkedIn, reddit, Twitter, Pinterest oder Tumblr). Social-Media-Plattformen können 
aus verschiedenen Gründen interessant sein. Oft sind insbesondere Nutzernetzwerke, gekop-
pelt an Text oder Multimediainhalte, von Interesse. Generell haben Onlineplattformen das 
Potential, Einblicke in Nutzeraktivitäten zu geben, etwa durch das Auslesen von Suchbegrif-
fen, die von Nutzer/innen eingegeben werden, durch das Auswerten des Klickverhaltens auf 
verschiedene Links, durch das Aufdecken verschiedener Nutzernetzwerke oder durch das 
komplette Auswerten ganzer Textbeiträge, was beispielweise Einblicke in Meinungen und 
Stimmungen verspricht.  
Manches daran ist neu, insbesondere die Vielfalt der Datenquellen, aber das grundlegende 
Prinzip erinnert stark an die Idee der prozessgenerierten Daten, die als nicht-reaktives Ver-
fahren bereits ihren Platz in der sozialwissenschaftlichen Forschung gefunden haben, wie 
beispielsweise Daten zum Arbeitsmarkt, zur Einkommensstruktur, zur Mediennutzung, zum 
Bildungsstand. Dennoch wird im Kontext von Internetdaten auch oft von New Data gespro-
chen. Für Sozialwissenschaftler/innen werden Nutzungsdaten aus Internetportalen als eine 
mögliche neue Datenart angesehen, die – unabhängig von Einflüssen durch Studiendesigns – 
nicht nur Verhaltensweisen, sondern auch Meinungen offenlegen kann. Noch häufiger anzu-
treffen ist jedoch die Bezeichnung Big Data, die darauf anspielt, dass aus Internetdiensten 
große Menge von einzelnen Datenpunkten mit verhältnismäßig geringem Aufwand gewon-
nen werden können.  
Von großen Datensätzen zu sprechen, ist zwar in vielen Fällen angebracht, dennoch drif-
ten die Meinungen darüber, ab wann eine Datenmenge als groß anzusehen ist, innerhalb der 
Forschungsgemeinschaft und vor allem auch zwischen den einzelnen Disziplinen auseinan-
der: Für die einen ist alles groß, was den Rahmen der manuellen Inhaltsanalyse sprengt oder 
was nicht mehr in eine Excel-Tabelle passt, für andere fängt groß erst bei mehreren Terrabyte 
an und erfordert den Einsatz verteilter Rechnersysteme für die Speicherung und Auswertung 
der Daten. Kitchin und McArdle (2016) vergleichen 26 Big-Data-Datensätze und zeigen auf, 
wie schwierig es ist, allgemeingültige definitorische Kriterien für die Charakterisierung von 
Big Data festzulegen.  
Die Frage, welche Art von Daten als Big Data bezeichnet werden, findet ganz unter-
schiedliche Auslegungen. Je nachdem, ob sie beispielsweise aus der Perspektive von Physi-
ker/innen, Geograph/innen, Informatiker/innen, Geistes- oder Sozialwissenschaftler/innen 
betrachtet wird, umfasst die Bandbreite beispielsweise die Temperaturmessungen aller Wet-
terstationen über mehrere Jahre oder das gesamte Vokabular in Shakespeares Werken. Über 
Fächergrenzen hinweg gelten dabei Onlineumgebungen als interessante neue Datenquelle, 
die für ihre jeweiligen Fragestellungen neue Erkenntnisse versprechen (Kinder-Kurlanda/
194 Katrin Weller  
Weller 2014: 96f). Aus sozialwissenschaftlicher Sicht ist das tatsächliche Datenvolumen mit-
unter eher nebensächlich. Entscheidender ist zunächst vielmehr die Frage nach der Daten-
qualität und der eigentlichen Aussagekraft von Datentypen, die ursprünglich nicht speziell 
für wissenschaftliche Fragestellungen gedacht waren und daher auf verschiedene Weise lü-
ckenhaft erscheinen können.  
Da vielfach insbesondere die Nutzeraktivitäten und von Nutzer/innen generierte Inhalte 
wie Texte, Fotos und Videos als interessante Daten angesehen werden, sind sogenannte 
Social-Media-Plattformen eine Quelle für neuartige Forschungsdaten und deren Analyse. 
Hierzu zählen beispielsweise Dienste wie Facebook, Twitter, Instagram oder Foursquare so-
wie die Online-Enzyklopädie Wikipedia oder von Privatpersonen betriebene Blogs. Oft wer-
den sie als eigener Forschungsgegenstand betrachtet. Jedoch spielen sie auch zunehmend in 
Kombination mit anderen Forschungsdaten eine Rolle, etwa für Vergleiche mit klassischen 
Medienanalysen oder als Ergänzung zu Umfragedaten. In diesem Kapitel geht es darum, 
Social-Media-Daten als eine Beispielmenge von Big bzw. New Data vorzustellen. Es sollen 
grundsätzliche Möglichkeiten der Forschung mit Social-Media-Daten aufgezeigt (Abschnitt 
11.1 und 11.2), aber auch die bislang offenen Probleme der wissenschaftlichen Nutzung er-
läutert werden. Für Letzteres werden insbesondere die Datenqualität thematisiert (Abschnitt 
11.3) sowie Probleme der Archivierung von Social-Media-basierten Forschungsdaten (Ab-
schnitt 11.4) und drohender Datenverfall (11.5).  
11.1 Social-Media-Daten als Forschungsgrundlage 
Um die Frage zu beantworten, was alles als Social-Media-Daten zählt, müsste man zunächst 
definieren, was sich hinter Social Media verbirgt. Eine Definition von Social Media wird 
jedoch zunehmend schwieriger, denn eine Unterscheidung in klassisches Web und Social-
Media-Plattformen als Verkörperung des Mitmach-Webs oder Web 2.0 (O’Reilly 2005) ist 
heute kaum noch möglich.  
Als diese Bezeichnungen vor mehr als zehn Jahren in Umlauf gebracht wurden, war es 
ohne besondere technische Kenntnisse kaum möglich, eigene Beiträge im Web zu veröffent-
lichen. Heute hingegen können innerhalb verschiedener Plattformen Bilder, Videos und 
Texte geteilt werden, es können Webinhalte kommentiert und bewertet und persönliche Be-
ziehungen in Netzwerkplattformen abgebildet werden. Mitunter werden direkt aus dem 
Smartphone weitere Daten mit in die Onlineplattformen eingespeist – etwa der aktuelle 
Standort der Nutzer/innen, der in Form eines Geocodes einem Foto angehängt werden kann. 
Die Einbeziehung der Nutzer/innen in die Produktion von Webinhalten gilt als eines der 
Hauptmerkmale für Social-Media-Angebote.  
Nach Schmidt (2009) spielt es darüber hinaus eine wesentliche Rolle, ob Nutzer/innen 
innerhalb einer Webplattform eigene Profile anlegen und pflegen. Diese dienen der Selbst-
darstellung und der Vernetzung mit anderen Nutzer/innen innerhalb der Plattform. Anhand 
dieses Kriteriums ließen sich beispielsweise anonyme Kommentare in den Kommentarspal-
ten von Onlinezeitungen oder Produktbewertungen in Einkaufsportalen ausklammern, da 
diese in der Regel nicht an ein individuelles Profil geknüpft sind und Nutzer/innen sich nicht 
untereinander vernetzen. Doch auch hier sind die Übergänge fließend. Die stetige Weiterent-
wicklung von Internetdiensten und Nutzungsgewohnheiten macht eine dauerhafte Definition 
von Social Media noch schwieriger.  
Für die Nutzungsmöglichkeiten in der Forschung kommt es jedoch letztlich weniger auf 
eine präzise Definition an, als vielmehr darauf, zielsicher entscheiden zu können, welche 
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Datenquellen für die Beantwortung einer spezifischen Forschungsfrage in Betracht kommen. 
Hierzu muss man sich als Forscher/in stets einen guten Überblick über verschiedene Ange-
bote und ihre Eigenschaften verschaffen, was dadurch erschwert wird, dass hier die Entwick-
lung oft rasant voranschreitet.  
Interessant für die sozialwissenschaftliche Forschung können dabei grundsätzlich alle 
Plattformen sein, aus denen sich ein Erkenntnisgewinn über Verhalten oder Meinungen der 
Nutzer/innen ableiten lässt (Lazer/Radford 2017: 21f). Die Frage, ob dabei Aktivitäten an ein 
Nutzerprofil gebunden sind, wird vor allem dann interessant, wenn zumindest rudimentäre 
demographische Informationen oder die Position einer Person in einem Netzwerk mit ausge-
wertet werden sollen. Doch auch die Verfügbarkeit von Profilen bedeutet längst nicht, dass 
hieraus sinnvolle demographische Informationen abgeleitet werden können. Oft sind die Pro-
filinformationen für sozialwissenschaftliche Ansprüche dürftig, Angaben zu Geschlecht, 
Wohnort, Alter oder Beruf sind selten akkurat verfügbar. Teilweise wird versucht, diese In-
formationen anderweitig abzuleiten, beispielsweise das Geschlecht auf Grundlage von Pro-
filbildern oder Namensangaben (Karimi et al. 2016).  
Zahlreiche Plattformen üben einen starken Reiz auf Wissenschaftler/innen verschiedener 
Disziplinen aus. Auf spezialisierten wissenschaftlichen Konferenzen im Bereich der Social-
Media-Forschung, wie etwa die International Conference on Web and Social Media 
(ICWSM), die Social Media & Society Conference oder die Web Science Conference, findet 
man u.a. Studien zu bekannten Plattformen wie YouTube, Wikipedia, reddit, Tumblr, aber 
auch zu Dating-Plattformen, Online-Games oder Portalen zur Bewertung von Produkten. Be-
sonders prominent in der Social-Media-Forschung sind jedoch die Plattformen Facebook und 
Twitter (Weller 2015: 285).  
Untersucht werden beispielsweise politische Kommunikation (z.B. Jungherr/Schoen/
Jürgens 2016), insbesondere auch im Kontext von Wahlprognosen (z.B. Metaxas/Mus-
tafaraj/Gayo-Avello 2011), Gesundheit (z.B. Song/Gruzd 2017), Protest und Aktivismus 
(z.B. Jungherr/Jürgens 2014) oder Vertrauen und Diskriminierung (z.B. Edelman/Luca 
2014). Lazer und Radford (2017) fassen derartige Forschungsansätze unter der Beschreibung 
Digital Life zusammen. Gemeint ist damit Forschung, die auf Onlineplattformen basiert, die 
zunehmend in alltägliche Lebensbereiche integriert sind und daher auch potentiell etwas über 
die Lebensweise der Nutzenden aussagen können.  
Je nach Fragestellung stehen verschiedenste Datenformate im Vordergrund. Mal werden 
vor allem von Nutzenden verfasste Texte ausgewertet, mal rücken Fotos sowie andere Bilder 
oder auch Multimediadateien in den Fokus. In anderen Fällen sind es die Beziehungen zwi-
schen den Nutzenden, die auf verschiedenen Interaktionen basieren können (z.B. explizite 
Verbindungen als Kontakte oder als Freunde bzw. Follower – aber auch implizitere Vernet-
zungen, z.B. basierend auf der Beteiligung an den gleichen Gesprächsthemen).  
Davon abhängig, welche Daten untersucht werden sollen, kommen auch verschiedenste 
Methoden für die Datenanalyse in Betracht. Dazu zählen unterschiedlichste Formen der ma-
nuellen oder automatischen Textanalyse (darunter auch Sentiment Analysis oder Topic Mo-
deling), sowie Netzwerkanalysen. Vielfach verfügen die Daten über zusätzliche Metadaten, 
insbesondere Zeitstempel und Geoinformationen, die weitere Datenanalysen ermöglichen. 
Einen Überblick über verschiedene methodische Herangehensweisen liefert z.B. das Hand-
buch The Sage Handbook of Social Media Research Methods von Sloan und Quan-Haase 
(2016).  
Die Auswahl geeigneter Social-Media-Plattformen als Datenquellen für eine bestimmte 
Fragestellung ist der erste Schritt bei der Arbeit mit Social-Media-Daten. Sie steht damit am 
Anfang einer Reihe von grundlegenden Punkten, die interessierte Wissenschaftlerinnen und 
Wissenschaftler berücksichtigen sollten, bevor sie sich für die Arbeit mit Social-Media-Da-
ten entscheiden. Schaukasten 11.1 fasst einige dieser Punkte in Form von Fragen zusammen.   
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Schaukasten 11.1: Fragen, die vor der Arbeit mit Social-Media-Daten beachtet werden sollten 
Charakteristiken der Social-Media-Plattform 
• Welche Social Media-Plattformen sind für mich relevant? 
• Warum ist eine bestimmte Plattform für meine Fragestellung relevant (z.B. Zielgruppe, Medien-
format, Inhalte zu bestimmten Themen)? 
• Soll nur eine Plattform betrachtet oder sollen mehrere verglichen werden? 
• Welche Dimensionen einer Social-Media-Plattform sind für mich interessant? 
• Sollen nur bestimmte Teilbereiche untersucht werden, beispielsweise nur Texte, Videos, Nut-
zernetzwerke? 
• Sind Nutzungsstatistiken für die jeweilige Plattform verfügbar? 
• In welcher Form liegen Nutzerzahlen vor (z.B. Anteil der Gesamtbevölkerung oder Online-Be-
völkerung, Unterscheidung in aktive und passive Nutzende, Angaben für tägliche, wöchentliche 
Nutzung)? 
• Ist die demographische Zusammensetzung der Nutzer/innen einer Plattform bekannt? 
Datensammlung 
• Wie können Daten abgerufen werden? 
• Sind Schnittstellen zum Datenabruf bei der Plattform selbst verfügbar (APIs)? 
• Können bereits bestehende Datensätze weiterverwendet werden? 
• Wird ein Datenzugriff über Drittanbieter angeboten? Wer bietet diesen an, wie vertrauenswürdig 
sind die Anbieter?  
• Ist der Datenzugriff kostenlos? 
• Welche Daten sind erhältlich? 
• Nach welchen Kriterien können Daten ausgewählt werden (beispielsweise thematisch, nach 
Nutzergruppen, nach Regionen, nach Datum)? Sind die Suchkriterien für meine Forschungs-
frage geeignet? 
• In welchem Dateiformat sollen die Daten vorliegen? 
• Ist der Zugriff beschränkt auf ein bestimmtes Datenvolumen? Welche Datenmenge wird benö-
tigt? 
• Ist der Zugriff beschränkt auf bestimmte Zeiträume? 
• Welcher Erhebungszeitraum soll gewählt werden? 
• Sollen über einen bestimmten Zeitraum alle Daten gesammelt oder Stichproben genommen 
werden? 
• Im Falle von Stichproben: Wie sollen diese angesetzt werden? 
• Entstehen Verzerrungen durch die Datenauswahl? 
• Wird durch die Datenauswahl eine bestimmte Nutzergruppe bevorzugt (z.B. Vielnutzer, Nut-
zer/innen aus bestimmten Regionen)? 
• Kann der Zeitraum der Datensammlung eine Verzerrung hervorrufen (beispielsweise, wenn Fei-
ertage oder Großereignisse die Nutzungsfrequenz beeinflussen)? 
Forschungsethik 
• Wird die Zustimmung der Nutzer/innen vorausgesetzt? 
• Willigen die Nutzer/innen über die Nutzungsbedingungen der Plattform dazu ein, dass ihre Da-
ten an Dritte weitergegeben werden? 
• Werden nur öffentlich zugängliche Inhalte verwendet? 
• Kann man davon ausgehen, dass die Nutzer/innen sich der öffentlichen Einsehbarkeit ihrer 
Kommentare und Aktivitäten bewusst sind? 
• Ist eine Anonymisierung möglich? 
• Können Nutzer/innen anhand vorhandener Informationen wieder identifiziert werden (etwa durch 
eine Textsuche bei vorliegenden Zitaten aus Tweets)? 
• Handelt es sich um Nutzergruppen, die besonders auf Anonymität angewiesen sind (z.B. politi-
sche Aktivist/innen, Minderjährige) oder um Nutzergruppen, die eine namentliche Erwähnung 
sogar bevorzugen würden (z.B. Autor/innen, Künstler/innen)? 
Nachnutzbarkeit 
• Sollen die Daten nach der Nutzung Dritten zugänglich gemacht werden? 
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• Gibt es rechtliche oder technische Rahmenbedingungen, die Einfluss darauf haben, welche Da-
ten weitergegeben werden müssen?  
• Werden beim Datenkauf Nutzerbedingungen unterschrieben, die eine Weitergabe an Dritte ein-
schränken oder gar untersagen? 
Quelle: Eigene Darstellung 
Die folgenden Abschnitte dieses Kapitel befassen sich mit diesen Aspekten. Dabei steht der 
Bereich der Datensammlung (Abschnitt 11.2) im Vordergrund. Generell ist zu berücksichti-
gen, dass die im Schaukasten angesprochenen Faktoren die Qualität der Daten bzw. ihre 
Brauchbarkeit für eine bestimmte Forschungsfrage beeinflussen können.  
11.2 Möglichkeiten und Grenzen der Datensammlung im Social Web 
Je nach Plattform sind Social-Media-Daten unterschiedlich gut für die Sammlung und Nut-
zung für die Forschung zugänglich. Da es sich bei den Plattformen in der Regel um kommer-
zielle Dienste handelt, deren Betreiber eigene wirtschaftliche Interessen verfolgen, ist ein 
offener Datenzugang, etwa für wissenschaftliche Zwecke, selten vorgesehen. Eine Aus-
nahme stellt Wikipedia dar. Routinemäßig werden Kopien, sogenannte Wikipedia Dumps, 
der kompletten aktuellen Version der Community-basierten Online-Enzyklopädie für die 
Nachnutzung zur Verfügung gestellt.  
In einigen anderen Fällen verfügen Social-Media-Plattformen über spezielle Schnittstel-
len, über die in gewissem Umfang Daten abgerufen werden können. Eine solche Schnitt-
stelle, genannt Application Programming Interface (API), dient in erster Linie jedoch dazu, 
die jeweilige Plattform für die Verbindung mit anderen Anbietern nutzbar zu machen. So 
kann etwa damit ein auf Instagram hochgeladenes Foto direkt bei Facebook geteilt werden. 
Der Funktionsumfang und die Nutzungsbedingungen sind für eine derartige Nutzung ausge-
richtet. Dass auch Wissenschaftler/innen die API verwenden, um Daten zu sammeln, ist aus 
Anbietersicht wohl eher ein Nebeneffekt. Man sollte sich deshalb stets dessen bewusst ma-
chen, dass die auf diesem Wege abrufbaren Daten in keiner Weise speziell für die wissen-
schaftliche Datenerhebung aufbereitet wurden. Die Qualität der Daten ist, wie wir unten se-
hen werden, mitunter unsicher. Zudem ist der Zugang oft nur mit entsprechenden technischen 
Vorkenntnissen möglich und das Zugriffsvolumen in der Regel begrenzt. Oft sind die Daten 
in bestimmten Formaten abrufbar, was einerseits eine gute Strukturierung mit sich bringt, 
andererseits aber auch dazu führen kann, dass die Daten unvollständig sind. So fehlen bei-
spielsweise bei Twitter-Daten im textbasierten JSON-Format die in den ursprünglichen 
Tweets enthaltenen Videos oder Bilder (vgl. Abbildung 11.1).  
Drittanbieter haben früh einen Markt darin gesehen, Tools für das Auslesen von Social-
Media-APIs zur Verfügung zu stellen, mit denen Interessierte ohne eigene Programmier-
kenntnisse die Daten auslesen konnten. Insbesondere für Twitter existierten verschiedene 
Angebote, bei denen innerhalb einer Weboberfläche mit wenigen Klicks eine eigene Daten-
sammlung aufgesetzt und die Daten später z.B. als Excel-Datei heruntergeladen werden 
konnten. In bestimmten Wissenschaftskreisen war beispielsweise die Plattform Twapper-
Keeper besonders beliebt. Sie ermöglichte es, Tweets zu bestimmten Schlagworten oder 
Hashtags zu sammeln und die Sammlungen wiederum anderen Nutzer/innen zugänglich zu 
machen. Im Jahr 2011 gab es jedoch bei Twitter eine größere Umstellung der APIs und deren 
Nutzungsbedingungen, in deren Folge viele dieser Dienste nicht weiterbetrieben werden 
durften (Bruns 2011). Auch TwapperKeeper musste seinen Service schließen, bot jedoch 
wenig später mit YourTwapperKeeper eine überarbeitete Version an. Diese steht allerdings 
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nicht länger als Webinterface zur Verfügung, sondern muss von den Nutzer/innen auf ihrem 
eigenen Server installiert werden (Bruns/Liang 2012). Dieses Beispiel verdeutlicht, dass die 
verfügbaren Datenzugänge Änderungen unterworfen sind, die von den Plattformbetreibern 
kurzfristig eingeführt werden können. Neben praktischen Konsequenzen für die Datensamm-
lung können Änderungen beispielsweise der API-Nutzungsbedingungen auch Auswirkungen 
auf die Datenqualität oder die Vergleichbarkeit der Daten über größere Zeiträume hinweg 
haben.  
Für den Zugang zu Twitter-Daten können Interessierte aktuell aus verschiedenen unter-
stützenden Tools1 wählen, die teilweise von Universitäten, wie z.B. COSMOS (Burnap et al. 
2015) oder Social Feed Manager, teilweise kostenpflichtig von Unternehmen angeboten wer-
den, wie etwa Tweet Archivist oder DiscoverText. Zudem wurden Plugins für etablierte Ana-
lysesoftware entwickelt, wie etwa NVIVO, die einen direkten Abruf von Twitter-Daten er-
möglichen. Einen Überblick über die verschiedenen Optionen gibt beispielsweise Littman 
(2017a). Da jedoch alle diese Dienste letztlich auf den Twitter-APIs basieren, sind sie insge-
samt auch den Einschränkungen unterworfen, die Twitter für die APIs allgemein auferlegt 
hat (Gaffney/Puschmann 2014). Twitter bietet den Datenabruf über verschiedene APIs an, 
die aber jeweils nur einen Ausschnitt des gesamten Twitter-Volumens zugänglich machen. 
Darüber hinaus ist es beispielsweise nicht möglich, rückwirkend alle Tweets zu einem be-
stimmten Suchbegriff oder Hashtag abzurufen. Dementsprechend muss man in der Regel im 
Voraus planen, welche Art Daten man abrufen möchte. Das funktioniert relativ gut, wenn 
man Informationen über ein vorab geplantes Ereignis sammeln möchte, etwa für eine Wahl.  
Bei spontanen Ereignissen, wie etwa Protestbewegungen oder Naturkatastrophen, stellt 
sich die voraus geplante Datensammlung jedoch weit schwieriger dar. Wenn man heute bei-
spielsweise rückwirkend alle Tweets der Occupy-Wallstreet-Proteste basierend auf den zu-
gehörigen Hashtags abrufen will, helfen die frei zugänglichen Twitter-APIs nicht weiter. Den 
Vollzugriff auf die gesamte Datenbasis und auf sogenannten historischen Tweets (darunter 
versteht Twitter alle Tweets, die rückwirkend erfasst werden sollen) vermarktet Twitter kos-
tenpflichtig. Das Preismodell liegt auf einem Level, das den Einkauf für Wissenschaftler/in-
nen nicht immer spontan erschwinglich macht. Die Preise sind von verschiedenen Faktoren 
in Zusammenhang mit der Suchanfrage und dem Tweet-Volumen abhängig, ein aktueller 
Beispielwert wäre etwas unter 2.000 Dollar für rund 1,5 Millionen Tweets. Für den Vertrags-
abschluss brauchen Forscher/innen zudem in der Regel die Unterschrift der Instituts-/Uni-
versitätsleitung. Zunehmend findet man Beispiele von Forscher/innen, die sich einen solchen 
Datenankauf für ihre Forschungsarbeiten ermöglicht haben. Eine Anlaufstelle für den Ein-
kauf verschiedener Social-Media-Inhalte ist beispielsweise DataSift..  
Sowohl die APIs und darauf basierende Tools als auch die kostenpflichtigen Angebote 
liefern in erster Linie textbasierte Daten in standardisierten Formaten, wie etwa das textba-
sierte JSON-Format für Twitter-Daten. Abbildung 11.1 zeigt als Beispiel den ersten Tweet 
des Twitter-Mitgründers Jack Dorsey im JSON-Format. Das Format besteht aus fixen Meta-
datenelementen und enthält so beispielsweise Angaben zum Veröffentlichungszeitpunkt 
(created_at: Tue Mar 21 20:50:14 +0000 2006), zur Sprache (lang: En) oder zum Autor2 
(name: Jack Dorsey) bzw. zum Nutzernamen bei Twitter (screen_name: Jack). Alle Angaben 
sind nach einem vorgegebenen Muster strukturiert verfügbar, jedoch rein textbasiert. Möchte 
man über den Standard hinausgehen und beispielsweise bei Twitter eingebettete Fotos oder 
                                                          
1 Manche der im Folgenden genannten Tools ermöglichen auch den Zugriff auf andere Social-Media-Daten und 
sind nicht auf Twitter beschränkt.  
2 Die Angaben zur Autorin/zum Autor eines Tweets beziehen sich jeweils auf die verfügbare Angabe im Nut-
zerprofil. Nutzerinnen und Nutzer müssen hier jedoch keinen echten oder vollständigen Namen angeben.  
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Videos ebenfalls auswerten, so muss man in der Regel eigene Tools bauen, die speziell auf 
diese Arten von Inhalten ausgerichtet sind.  
Abbildung 11.1: Beispiel für einen Tweet im JSON-Format 
Quelle:  Der erste Tweet des Twitter-Mitgründers Jack Dorsey (@jack) aus dem Jahr 2006. Der Originaltweet ist verfüg-
bar unter: https://twitter.com/jack/status/20. 
Neben den kommerziellen Interessen der Anbieter spielen schließlich auch die Privatsphäre-
Einstellungen der Social-Media-Nutzer/in eine entscheidende Rolle dabei, welche Arten von 
Daten für die (wissenschaftliche) Nutzung frei abrufbar sind. So sind Twitter-Daten sicher 
auch deswegen verhältnismäßig beliebt als Forschungsgrundlage, weil der überwiegende 
Großteil der Twitter-Inhalte öffentlich zugänglich ist. Als Twitter-Nutzer/in hat man 
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lediglich die Wahl zwischen zwei Privatsphäre-Einstellungen: Das komplette Profil und alle 
Tweets sind entweder komplett öffentlich – und über die oben genannten Datenzugänge 
kommt man bei Twitter immer nur an den öffentlichen Teil der Daten – oder komplett privat 
und damit nur für einzeln zugelassene Nutzer/innen einsehbar (Zimmer/Proferes 2014a).  
Bei Facebook beispielsweise ist die Lage deutlich komplexer. Ursprünglich regelte die 
dortige Standardeinstellung, dass Beiträge nur für Freunde – ggf. auch noch für deren 
Freunde – sichtbar waren. Inzwischen können Nutzer/innen für jeden einzelnen Beitrag eine 
andere Sichtbarkeit einstellen, z.B. nur für bestimmte Freunde, alle Freunde oder komplett 
öffentlich. Dadurch sind einerseits anteilig weniger Daten aus Facebook öffentlich einsehbar 
als Daten aus Twitter. Andererseits stellt sich bei einigen öffentlichen Kommentaren auf Fa-
cebook die Frage, ob sich Nutzende in diesem Fall der Öffentlichkeit ihrer Aussagen über-
haupt bewusst waren oder ob sie sich selbst noch im geschützten Bereich wähnten. Ein Bei-
spiel für einen solchen Fall von öffentlich einsehbaren Nutzungsaktivitäten findet man im 
Kommentarbereich von Angela Merkels Facebook-Seite. Die Kommentare sind ohne Face-
book-Login für jeden öffentlich einsehbar, doch es ist unklar, ob das den Kommentierenden 
bewusst ist.  
Der Umgang mit solchen und ähnlichen Social-Media-Inhalten fällt bislang noch in einen 
großen Graubereich: Sowohl der rechtliche Rahmen als auch Fragen der Forschungsethik 
sind meist nicht vollständig geklärt. Interviews mit Social-Media-Forscher/innen zeigen, 
dass zwar ein Bewusstsein für die Bedeutung von Forschungsethik in diesem Bereich vor-
handen ist, dass aber in der Forschungsgemeinschaft bisher keine Einigkeit darüber besteht, 
wie genau der ethisch verantwortungsbewusste Umgang mit verschiedenen Datentypen aus-
sieht (Weller/Kinder-Kurlanda 2014: 1). Selbst bei den öffentlich vorliegenden Twitter-Da-
ten gehen hierzu die Meinungen auseinander. Und die bisher verfügbaren Richtlinien ver-
schiedener Fachgemeinschafen bieten vorwiegend allgemeine Denkanstöße, aber keine de-
taillierten Anweisungen für konkrete Einzelfälle. Als Beispiel seien hier vor allem die Gui-
delines der Association of Internet Researchers (AoIR) genannt (Markham/Buchanan 2012). 
Einen relativ breiten Überblick über aktuelle Herausforderungen im Bereich Forschungsethik 
bei Internetdaten und Beispielszenarien liefern Zimmer und Kinder-Kurlanda (2017).  
In Bezug auf den ethisch-bewussten Umgang mit Forschungsdaten aus Social-Media-
Umgebungen ist langfristig die Etablierung von Standards im Sinne guter wissenschaftlicher 
Praxis notwendig. Hierbei können und sollten Datenarchive künftig eine führende Rolle 
übernehmen, da sie über langjährige Erfahrungen beim Management unterschiedlichster Da-
tentypen und der Entwicklung entsprechender Standards verfügen. Archivierte Datensätze, 
die bereits auf Einhaltung ethischer Standards geprüft wurden, könnten dann wiederum für 
andere Forschende zugänglich gemacht werden, die somit nicht ihrerseits von vorne mit dies-
bezüglichen Überlegungen beginnen müssten. 
Allgemein wären Fortschritte im Bereich der Datenarchivierung von Social-Media-Daten 
äußerst wünschenswert (Weller/Kinder-Kurlanda 2016). Sie könnten dabei helfen, den Da-
tenzugang insgesamt zu erleichtern und damit ggf. auch aktuelle Ungleichgewichtungen re-
lativieren zwischen den Wissenschaftler/innen, die sich kostenpflichtige Vollzugriffe auf Da-
ten leisten können oder durch persönliche Kontakte zu Social-Media-Firmen über privile-
gierte Zugriffsmöglichkeiten verfügen und der breiteren Masse der an Social-Media-Daten 
für ihre Forschung Interessierten. Solche Ungleichheiten werden seit einiger Zeit in der 
Social-Media- und Big-Data-Forschung kritisiert (Boyd/Crawford 2012: 673ff).  
Der Zugang zu Social-Media-Daten erfordert oftmals einen hohen Aufwand für die Ein-
arbeitung in die Umsetzung der Datensammlung, zumal sich die Rahmenbedingungen für die 
Zugänglichkeit bei einzelnen Plattformen rasch ändern können. Für besonders relevante The-
men ist davon auszugehen, dass verschiedene Forschergruppen parallel Zeit und Aufwand in 
die Erstellung relativ ähnlicher Datensätze stecken. So gibt es beispielsweise mindestens 17 
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verschiedene Datensätze basierend auf Twitter-Daten rund um die Präsidentschaftswahl in 
den USA in 2012 (Weller 2014: 246). Hier könnten zentral archivierte Datensätze in Zukunft 
idealerweise einen vermeidbaren Mehraufwand reduzieren. Unter Umständen können Archi-
vierungslösungen zudem langfristig dazu beitragen, die Qualität von Social-Media-Datens-
ätzen zu verbessern, insbesondere bezogen auf Transparenz und Reproduzierbarkeit der da-
mit durchgeführten Studien. 
11.3 Datenqualität von Social Media Daten 
Social-Media-Daten üben also für mehr und mehr Forscher/innen als neue Datentypen einen 
gewissen Reiz aus: Sie sind schnell verfügbar, bilden potentiell das Verhalten von Nutzenden 
auf der ganzen Welt ab, und liegen meist in strukturierter Form vor. Wie wir gesehen haben, 
ist jedoch bereits der Datenzugriff beschränkt und nicht auf eine wissenschaftliche Nutzung 
ausgerichtet. Auch die Datenqualität entspricht nicht unbedingt wissenschaftlichen Erwar-
tungen. Eine Herausforderung für die Datenqualität ist es, ihre Repräsentativität sinnvoll ein-
zuschätzen bzw. etwaige Verzerrungen (Biases) zu erkennen. Denn wie auch Lazer et al. 
(2014: 1203) warnen: „The core challenge is that most big data that have received popular 
attention are not the output of instruments designed to produce valid and reliable data ame-
nable for scientific analysis.“ 
Der Datenzugriff und die bereits erwähnten etwaigen Beschränkungen der Plattformbe-
treiber sind eine Stelle, an der es zu Verzerrungen kommen kann. Morstatter et al. (2013) 
sowie Morstatter, Pfeffer und Liu (2014) untersuchen beispielsweise, wie sich der über die 
APIs frei verfügbare Auszug aus Twitter zu dem kostenpflichtigen Vollzugriff verhält und 
weisen auf diese Weise u.a. Verzerrungen in Bezug auf die thematische Abdeckung nach.  
Weitere Verzerrungen können in Bezug auf die Bevölkerungsrepräsentation entstehen. In 
den seltensten Fällen ist davon auszugehen, dass Social-Media-Daten für bestimmte Bevöl-
kerungsgruppen repräsentativ sind. Umso wichtiger ist es, einzuschätzen, wie sich die Nut-
zerschaft einer bestimmten Social-Media-Plattform zusammensetzt. Im ersten Schritt ist her-
auszufinden, welcher Anteil der Bevölkerung eine Plattform in welchem Umfang nutzt.3 Auf 
dieser Basis kann die gesellschaftliche Rolle einer Plattform eingeordnet werden. So ist Fa-
cebook zwar in einigen Ländern höchst populär, wird in anderen dafür kaum genutzt – und 
ist für Studien zur dortigen Bevölkerung somit als Forschungsdatenquelle weit weniger ge-
eignet. Nichtnutzung bestimmter Plattformen kann z.B. an Zugriffsbeschränkungen und Zen-
suren liegen, etwa in China. Es kann aber auch sein, dass andere Plattformen, wie der Face-
book-Konkurrent Vkontakte in Russland, populärer sind. Nicht immer ist es möglich, genau-
ere Informationen zur Nutzung nach demographischen Merkmalen zu erhalten. Am ehesten 
sind Angaben zu dem Alter des Anteils der Bevölkerung, die einen Dienst nutzt, erfassbar. 
Wünschenswert wären mitunter auch Angaben zu Geschlecht, Einkommen oder Bildungs-
stand. Blank (2017: 680ff) gibt einen guten Überblick über Versuche, die Zusammensetzung 
der Gruppe der Twitter-Nutzer/innen automatisch zu entschlüsseln. So sollen z.B. anhand 
von Vornamen, Ortsangaben oder Fotos das Geschlecht, Alter oder Herkunft von Twitter-
Nutzenden ermittelt werden. Blank (ebd.: 681) weist zudem darauf hin, dass es nicht reicht, 
die Zusammensetzung der Nutzerschaft einer Plattform zu kennen. Relevant ist im Weiteren 
die Kenntnis darüber, inwiefern diese sich von den Nutzenden anderer Plattformen, der 
                                                          
3 In Deutschland nutzen in 2017 nach Angaben von Koch und Frees (2017) beispielsweise 3 % der Bevölkerung 
Twitter und 33 % Facebook mindestens einmal wöchentlich. 
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Online-Bevölkerung oder der Offline-Bevölkerung unterscheidet. Mit Hilfe von Umfragen 
vergleicht er US-amerikanische und britische Twitter-Nutzer/innen mit anderen Gruppen, 
etwa den Nicht-Twitter-Nutzer/innen und der Offline-Bevölkerung. Er zeigt u.a., dass briti-
sche Twitter-Nutzer/innen jünger, wohlhabender und besser ausgebildet sind als andere In-
ternetnutzer (ebd.: 683ff). Solche Unterschiede sind insbesondere relevant, wenn man Social-
Media-Daten für Prognosen (z.B. von Wahlergebnissen oder Kinoerfolgen) nutzen möchte. 
Blank und Lutz (2017) betrachten verschiedene Social-Media-Plattformen in Bezug auf Re-
präsentativität für Nutzergruppen. Darüber hinaus werden aktuell erste Versuche mit speziell 
in Panels rekrutierten Nutzer/innen für die Erfassung der Social-Media-Nutzung erprobt 
(Resnick/Adar/Lampe 2015). 
Bruns und Stieglitz (2014: 241ff) weisen zudem darauf hin, dass die Repräsentativität 
von Social-Media-Daten an mehreren Stellen kritisch werden kann. Wie gut die Gesamtbe-
völkerung unter den Plattformnutzenden repräsentiert ist, ist nur der Anfang. Man muss auch 
fragen, inwieweit ein bestimmter aus einer Plattform extrahierter Datensatz für diese Platt-
form repräsentativ ist. Twitter-Daten werden beispielsweise häufig basierend auf Hashtags 
zusammengestellt (z.B. alle Tweets mit dem Hashtag #btw17 für einen Datensatz zur Bun-
destagswahl 2017). Hashtags werden allerdings nicht von allen Twitter-Nutzer/innen gleich-
ermaßen verwendet. Bei der Datensammlung basierend auf Hashtags ist davon auszugehen, 
dass insbesondere die Aktivitäten von erfahrenen Twitter-Nutzer/innen gemessen werden, 
weniger die von Twitter-Neulingen oder gelegentlich Nutzenden (ebd.: 241). Eine weitere 
Herausforderung ist die Verwendung verschiedener Hashtags für das gleiche Thema, bei der 
Bundestagswahl 2017 z.B. #btw17 oder #bundestagswahl. Bei Hashtags handelt es sich nicht 
um kontrolliertes Vokabular, sie können frei gewählt werden. In manchen Fällen verwenden 
bestimmte Nutzergruppen gezielt eher das eine, andere Nutzergruppen ein anderes Hashtag, 
teils versehentlich, etwa wegen verschiedener Muttersprachen, teils um unter sich zu bleiben 
und sich abzugrenzen. Beschränkt man in solchen Fällen die Datensammlung auf eines der 
beiden Hashtags, beeinflusst dies die betrachtete Nutzergruppe. Auch Geoinformationen, die 
an Tweets angehängt werden können, sind als Kriterium für die Datensammlung problema-
tisch, da nur ein sehr geringer Teil der Twitter-Nutzenden diese Geocodes verwendet 
(Sloan/Morgan 2015: 2). Ruths und Pfeffer (2014) sehen ein weiteres Repräsentativitätsprob-
lem darin, dass die Aktionen innerhalb von Social-Media-Plattformen nicht unbedingt mit 
den scheinbar repräsentierten Offline-Aktivitäten übereinstimmen. So ist ein Freund auf Fa-
cebook nicht unbedingt ein Freund im Offline-Leben. Für Forscherende liegt also die Her-
ausforderung auch darin, herauszufinden, welche Aktionen innerhalb einer Plattform dem 
entsprechen könnten, was sie mit Hilfe der Social-Media-Daten messen wollen. Als eine 
weitere Schwierigkeit kommt für die Forschung hinzu, dass sich sowohl die Social-Media-
Plattformen (Karpf 2012: 643f) als auch die Nutzungspraktiken rasant weiterentwickeln.  
Aussagen zur Qualität von Social-Media-Daten werden zudem dadurch erschwert, dass 
die in aktuellen Forschungsarbeiten verwendeten Daten nur in Ausnahmefällen für die Nach-
nutzung verfügbar gemacht werden. So ist es oft nicht möglich, Forschungsergebnisse zu 
replizieren oder zu überprüfen, wie in Kapitel 7.1 diskutiert. Dieser Zustand ist möglicher-
weise ein Ausdruck dessen, dass sich zur Erforschung von Social Media bisher keine spezi-
alisierte Fachdisziplin etabliert hat und vielmehr in verschiedensten Disziplinen mit Ansät-
zen und Methoden experimentiert wird. So steht derzeit noch die Exploration von Daten zu 
einem bestimmten Thema im Vordergrund. Langfristig wird die Social-Media-Forschung 
hier jedoch eigene Kriterien zur Qualitätsbewertung von Datensammlung und Datendoku-
mentation und einheitliche Standards entwickeln müssen, um den wissenschaftlichen Er-
kenntnisgewinn voranzubringen. Ein Wandel in diese Richtung deutet sich bereits an; es 
werden zunehmend Qualitätsprobleme kritisiert (z.B. Lazer/Radford 2017; Resnick/Adar/
Lampe 2015; Schroeder 2014; Tufekci 2014).  
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Fehlende Reproduzierbarkeit der in der Social-Media-Forschung erzielten Ergebnisse 
kann sich langfristig auf das gesamte Forschungsfeld sehr negativ auswirken. Erste Fachzeit-
schriften und Konferenzveranstalter suchen deswegen nach Möglichkeiten, die zugrunde lie-
genden Datensätze gemeinsam mit den angenommenen wissenschaftlichen Veröffentlichun-
gen bereitzustellen. Auf der International Conference on Web and Social Media (ICWSM) 
wird den Autor/innen der angenommenen Beiträge beispielsweise angeboten, Ihre Datens-
ätze gleich mit zu publizieren (ICWSM 2012).  
Hinzu kommt bei dieser Konferenzreihe seit Kurzem auch eine neue Kategorie an Bei-
trägen, sogenannte Dataset Papers, die sich allein der Publikation eines Datensatzes mit da-
zugehörender detaillierter Beschreibung desselben widmen (vgl. 7.3.2). Der Bedarf, Daten 
zu teilen und zu archivieren, ist also vorhanden, was auch Interviews mit Social-Media-For-
scher/innen bestätigen (Weller/Kinder-Kurlanda 2015: 31f). Schwierig wird es jedoch im 
Detail in der Umsetzung, da sich traditionelle Modelle der Datenarchivierung nicht immer 
eins zu eins übertragen lassen. 
11.4 Archivierung und Nachnutzung von Social-Media-Daten 
Bisher gehen Ansätze zur Archivierung von Social-Media-Daten von ganz unterschiedlichen 
Gruppen aus. Verlage und Konferenzveranstalter sind, wie wir eben gesehen haben, eine 
solche Interessensgruppe. Daneben finden wir auch verschiedene Eigeninitiativen einzelner 
Wissenschaftler/innen oder Arbeitsgruppen. Vieles davon ist improvisiert und geschieht mit 
wenig Bezug zu etablierten Praktiken aus dem Bereich Forschungsdatenmanagement. Initi-
ativen von auf Archivierung spezialisierten Expert/innen und Einrichtungen sind bislang eher 
die Ausnahme. Einen Überblick über bestehende Ansätze liefern Thomson (2016) sowie 
Weller und Kinder-Kurlanda (2016). Einzelne Beispiele sollen im Folgenden kurz skizziert 
werden:  
• Neben der ICWSM veröffentlichen auch andere Konferenzreihen Datensätze – mitunter geknüpft an 
sogenannte Data Challenges. Dabei wird ein Datensatz vor der Konferenz zur Verfügung gestellt und 
mit einer Aufgabe verbunden, wie z.B. bestimmte Informationen daraus zu extrahieren. Die Wissen-
schaftler/innen, die sich dieser Aufgabe stellen, können sich anschließend bei der Konferenz über 
ihre Ansätze austauschen. Ein Beispiel hierfür ist die Text Retrieval Conference (TREC), die mehr-
fach Twitter-Datensätze für Aufgaben zum Information Retrieval4 bereitgestellt hat (TREC 2011).  
• Einzelne Wissenschaftler/innen teilen Datensätze z.T. über ihre eigenen oder institutionellen Webs-
ites. Dies hat jedoch auch schon zu Fällen geführt, in denen der Datensatz im Laufe der Zeit nicht 
mehr über die Website verfügbar war. So geschehen im Falle von Cha et al. (2010), wo der zum 
Paper gehörende Datensatz auf Anweisung von Twitter wieder von der Webseite des Max Planck 
Institute for Software Systems entfernt werden musste.  
• Andere Wissenschaftler/innen haben ihre Datensätze auch bereits über Archivierungsinstitutionen 
bereitgestellt, beispielsweise Summers (2014) über das Internet Archive oder Kaczmirek und Mayr 
(2015) über das GESIS Datenarchiv. In beiden Fällen handelt es sich um Twitter-Daten. Unter Be-
rücksichtigung der Twitter-Nutzungsbedingungen werden dabei keine Texte oder JSON-Dateien, 
sondern Listen von Tweet-Identifikationsnummern (Tweet-IDs) archiviert und geteilt. Basierend auf 
den Tweet-IDs kann dann jeweils der Originaltweet wieder aufgerufen werden, sofern dieser nicht 
zwischenzeitlich gelöscht wurde. Bei GESIS liegen weitere Twitter-Datensätze in Form von Listen 
                                                          
4 Im Rahmen der Konferenz werden Aufgaben gestellt, mit Information Retrieval Algorithmen bestimmte In-
formationen aus Twitter-Texten zu identifizieren, z.B. alle Eigennamen finden oder Ereignisse identifizieren. 
Die Konferenzveranstalter stellen einen Twitter-Datensatz als Bezugsrahmen zur Verfügung. Forscher/innen 
wenden ihre Retrieval-Verfahren auf diesen Datensatz an und reichen die damit erzielten Ergebnisse zum Ver-
gleich bei den Veranstaltern ein.  
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von Tweet-IDs vor, die mit zusätzlichen Informationen wie Geocodierungen (Kinder-Kurlanda et al. 
2017; Pfeffer/Morstatter 2016) oder Kategorisierungen (Nishioka/Scherp/Dellschaft 2015) angerei-
chert wurden. 
• Teilweise bauen Forschungsgruppen oder Forschungsinstitute ganze Sammlungen von Datensätzen 
auf. Beispiele hierfür sind das Projekt KONECT an der Universität Koblenz-Landau, das an Datens-
ätzen speziell vom Typ Netzwerkdaten interessiert ist, oder das CrisisLex Projekt (Olteanu et al. 
2014), das thematisch auf Krisenkommunikation bezogene Datensätze sammelt.  
• Eine ganz besondere Situation gibt es zudem im Fall Twitter. Das Unternehmen Twitter Inc. hat 
selbst eine Initiative zur Archivierung seiner Inhalte in die Wege geleitet und bereits 2010 ein dies-
bezügliches Abkommen mit der Library of Congress in den USA getroffen (Stone 2010). Bis heute 
hat dieses Abkommen jedoch nicht zu einer praktischen Lösung geführt – ein Zugriff auf die bei der 
Library of Congress archivierten Twitter-Daten ist bislang nicht möglich und wenig Offizielles ist 
über den Stand der Entwicklungen bekannt (McLemee 2015; Zimmer 2015). Ende 2017 wurde zu-
dem verkündet, dass statt der ursprünglich geplanten Vollarchivierung aller Tweets von nun an nur 
noch zu besonderen Themen Datensammlungen archiviert werden sollen (Osterberg 2017).  
Darüber hinaus ist davon auszugehen, dass Datensätze oftmals sehr informell zwischen ein-
zelnen Wissenschaftler/innen weitergegeben werden – über persönliche Kontakte und auf 
Anfrage in einer Art grey market (Weller/Kinder-Kurlanda 2015: 33). Mitunter gibt es auch 
Fälle, in denen große Datensätze zu Social-Media-Plattformen von Einzelpersonen im Inter-
net zur Verfügung gestellt werden, ohne dass die Initiatoren und rechtlichen Status der Daten 
konkret bekannt sind. So gibt es beispielsweise einen reddit-Datensatz, der von reddit-Nutzer 
Jason Baumgartner veröffentlicht wurde (stuck_in_the_matrix 2015a und 2015b). Der Da-
tensatz wurde kürzlich von Wissenschaftlern als unvollständig kritisiert (Gaffney/Matias 
2018) und wird seitdem von verschiedenen Beteiligten inklusive Jason Baumgartner ergänzt 
und verbessert.  
Bislang liegen wenige Informationen vor, in welchem Umfang die bereits zur Verfügung 
gestellten Datensätze auch von Dritten nachgenutzt werden. Als Zimmer und Proferes 
(2014b) eine Sammlung von Studien, die auf Twitter-Daten basieren, bezüglich ihrer Metho-
den und Herangehensweisen klassifizierten, verzeichneten sie zwischen 2010 und 2012 in 3–
8 % der Fälle eine Nachnutzung bereits vorhandener Datensätze. In Interviews gaben manche 
Social-Media-Forscher/innen an, dass sie die von anderen zusammengestellten Daten lieber 
nicht nutzen würden, da sie dabei nicht nachvollziehen können, wie die Datensätze zustande 
gekommen sind (Weller/Kinder-Kurlanda 2015: 33f). Wenngleich sich diese Aussage sicher 
vorwiegend auf informell zwischen Kolleg/innen weitergereichte Datensätze bezieht, so ist 
es doch ganz allgemein um die Dokumentation der archivierten Daten noch spärlich bestellt. 
In den oben skizzierten Fällen wird auch im Bereich Datendokumentation vielfach improvi-
siert. Mitunter ist weder klar, wie die Archivierung eines bestimmten Datensatzes abgelaufen 
ist, noch bekannt, wie der Datensatz selbst generiert wurde. Und auch in Fällen, bei denen 
professionelle Archive beteiligt sind, existieren oft zunächst Behelfslösungen: Dokumenta-
tionsstandards, wie in Kapitel 9 beschrieben, sind auf Social-Media-Daten als neuen Daten-
typ noch nicht eingestellt. Ähnliches gilt für andere neue Datentypen, wie die in Kapitel 12.4 
beleuchteten georeferenzierten Daten. Auch im Bereich der Forschungsethik gibt es noch 
viele offene Fragen. Langfristig ist zu hoffen, dass Archive eine erweiterte Expertise in Be-
zug auf Datennutzungsrechte und Datenschutz aufbauen können, von der alle profitieren 
würden. Das Inter-University Consortium for Political and Social Research (ICPSR) kün-
digte diesbezüglich jüngst den Aufbau eines eigenen Social-Media-Datenarchivs an (Hemp-
hill/Leonard/Hedstrom 2018).  
Problematisch ist für eine professionelle Archivierung auch, dass die Verschiedenheit von 
Social-Media-Daten einheitliche Regelungen erschwert. Aus Social-Media-Diensten erho-
bene Daten können je nach Forschungsfrage und Datensammlungsansatz für qualitative oder 
quantitative Forschung genutzt werden. Es können Texte, Bilder oder Multimediadateien, 
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Netzwerkdaten oder Mischungen aus all diesen vorliegen. Daher ist auch nicht unbedingt 
vorgegeben, welche Art Datenarchiv sich für diese Daten zuständig fühlen könnte und wel-
che Best Practices auf den Umgang mit Social-Media-Daten übernommen werden sollten.  
Dennoch lassen sich erste Ratschläge geben, worauf Forschende im Umgang mit Social-
Media-Daten für eine potentielle Dokumentation und Archivierung achten sollten. Beispiels-
weise wird zunehmend zusätzlich zu den eigentlichen Daten der Programmiercode, mit dem 
die Datensammlung und -bereinigung durchgeführt wurde, gesichert oder geteilt. Dies trägt 
zur besseren Nachvollziehbarkeit der Datenzusammensetzung bei. Zu weiteren entsprechen-
den Maßnahmen zählen genaue Angaben zum Zeitraum der Datensammlung. Dieser sollte 
präzise dokumentiert werden, wozu strenggenommen auch Angaben zu etwaigen Serveraus-
fällen und Datenverlusten gehören. Wünschenswert wäre außerdem, wenn die aktuellen In-
formationen zur Social-Media-Plattform selbst festgehalten werden, beispielsweise in Form 
von Angaben zu Versionen (falls verfügbar) oder zu Nutzerzahlen und zur Nutzerzusammen-
setzung zum Zeitpunkt der Datenerhebung. In der Praxis ist dies nicht immer einfach. Zu-
sätzlich empfiehlt es sich für Forschende, Screenshots der Nutzeroberfläche einer Social-
Media-Plattform zum Zeitpunkt der Datensammlung anzufertigen, da sich diese stetig wei-
terentwickelt und verändert (Bruns/Weller 2016: 186f). Hiermit ist später zumindest für den 
Eigengebrauch leichter nachzuvollziehen, über welche Funktionen die Plattform zum jewei-
ligen Zeitpunkt verfügte. Eine Zusammenstellung von Fragen, welche die Dokumentation 
der eigenen Social Media-Datensammlung im Forschungskontext vorbereiten kann, findet 
sich in Schaukasten 11.2 (vgl. dazu auch die Schaukästen zur Planung des Forschungsdaten-
managements in Kapitel 3). Ein Beispiel für eine durchgeführte Datensammlung bei Twitter 
und deren anschließende Archivierung liefern Kinder-Kurlanda et al. (2017).  
Schaukasten 11.2: Leitfragen zur Vorbereitung einer Dokumentation der Social-Media-Datensammlung 
• Eigenschaften der Plattform, auf der Daten gesammelt wurden, und ihrer Nutzenden: 
• Aus welchen Social-Media-Plattformen wurden Daten gesammelt? 
• Bezieht sich die Datensammlung auf eine identifizierbare Version? Ggf. können mit Hilfe von Screens-
hots das Aussehen und die Funktionalitäten der Plattform zum Erhebungszeitpunkt festgehalten wer-
den. 
• Gibt es Informationen zur Nutzerschaft der Plattform(en) zum Erhebungszeitpunkt (z.B. Anzahl der 
Nutzenden und weitere demographische Informationen)?  
• Sind Datenschutzaspekte und Urheberrechte bei der Datenverarbeitung zu berücksichtigen? 
• Beschreibung der erfassten Daten, deren Speicherung und Aufbereitung: 
• Welche Art Daten wurden gesammelt (z.B. Text, Multimedia, Personen, Netzwerke)? 
• In welchem Zeitraum fand die Datensammlung statt? 
• Gibt es Lücken im Zeitraum der Datensammlung (z.B. durch Serverausfälle oder durch Beschränkun-
gen des Datenzugriffs durch API)? 
• Nach welchen Kriterien wurden Daten gesammelt (z.B. Zufallsstichprobe, Suchkriterien wie Stichworte 
im Text, nach bestimmten Personen etc.)? Ggf. kann eine Abfragesyntax gespeichert werden. 
• Welche Merkmale der gesammelten Daten werden dokumentiert, um sie zu analysieren? 
• Erfolgt die Dokumentation der Daten nach einem strukturierten Schema? 
• Mit welchen Hilfsmitteln wurden die Daten gesammelt? Im Falle von eigens programmierten Tools und 
Abfragen: Kann hierzu ggf. ein eigener Programmiercode bereitgestellt werden? Im Falle von Drittan-
bieter-Diensten: Welche Version wurde verwendet, kann diese eindeutig referenziert werden? 
• Wo und wie werden die gesammelten Daten gespeichert (Ort, Dateiformat, -namen)? 
• Wie werden die Originaldaten vor Verlust oder Veränderung im Projekt geschützt?  
• Nach welchen Konventionen werden Arbeitskopien für die Bearbeitung erstellt und gespeichert? 
• Wurden die gesammelten Daten bereinigt (z.B. Dublettenentfernung, Stoppwortentfernung)? Wurden 
Maßnahmen, Kriterien und Regeln der Bereinigung dokumentiert? Kann hierzu ggf. ein eigener Pro-
grammiercode bereitgestellt werden? 
• Wurden die Daten mit zusätzlichen Informationen angereichert (z.B. manuelle oder automatische in-
haltliche Codierung, Geo-Informationen)? 
Quelle: Eigene Darstellung 
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11.5 Datenverfall 
Trotz erster Bemühungen im Bereich der Archivierung von Social-Media-Datensätzen dro-
hen weitere ernstzunehmende Einbußen der Datenqualität durch die Flüchtigkeit des For-
schungsgegenstands. Social-Media-Plattformen sind ständigen Dynamiken unterworfen, was 
nicht selten dazu führt, dass eine Plattform sich vom Zeitpunkt der Datensammlung bis zur 
Publikation der Forschungsergebnisse ganz wesentlich verändern kann, wie es Karpf (2012: 
642ff) am Beispiel von Blogs näher beschreibt. Social-Media-Daten sind zudem in hohem 
Maße von Datenverfall bedroht, und das gleich auf verschiedene Weise.  
Innerhalb der Social-Media-Plattformen können Nutzer/innen Informationen erstellen, 
z.B. Textbeiträge verfassen, Fotos hochladen, Profilseiten gestalten etc. Sie können Inhalte 
aber auch verändern oder ganz löschen. So können einzelne Posts bei Twitter oder Facebook 
gelöscht, Freundschaftsverbindungen gekappt oder Nutzerkonten vollständig gelöscht wer-
den. Dies kann innerhalb des Zeitraums der Datensammlung passieren, aber auch zu einem 
späteren Zeitpunkt.  
Wie wir eben gesehen haben, dürfen bei archivierten Twitter-Datensätzen nur die Tweet-
IDs geteilt werden. Wer den Datensatz nachnutzen möchte, muss basierend auf den IDs die 
eigentlichen Tweets noch einmal von Twitter abrufen, ein als (re-)hydration bezeichneter 
Vorgang (Summers 2015). Wurden einzelne Tweets allerdings zwischenzeitlich von ihren 
Autor/innen oder von Twitter selbst gelöscht, so sind diese auch nicht mehr abrufbar. Von 
Twitter ist dies durchaus so gewünscht, da es den Nutzenden mehr Selbstbestimmung und 
Kontrolle über ihre Daten einräumt. Für Forschungskontexte entsteht damit aber ein Di-
lemma. Bereits kurze Zeit nach der Datensammlung kann es sein, dass ein signifikanter An-
teil der Tweets nicht mehr verfügbar ist. Ein archivierter Twitter-Datensatz lässt sich somit 
wahrscheinlich anhand der Tweet-IDs nicht wieder komplett rekonstruieren.  
Bisher gibt es wenig belastbare Informationen, die das genaue Ausmaß dieses Problems 
beziffern können. Summers (2015) versuchte sich an einem Testlauf und konnte eineinhalb 
Monate nach der Datensammlung zwischen sieben und zehn Prozent eines großen Twitter-
Datensatzes nicht mehr abrufen, da diese zwischenzeitlich gelöscht worden waren.  
Wenn nicht die Tweets, sondern die Useraccounts gelöscht werden, entstehen ebenfalls 
Probleme. Dadurch ist manchmal nachträglich nicht mehr nachvollziehbar, von wem ein 
konkreter Tweet stammt. Nutzer/innen können aber auch zwischen dem Zeitpunkt einer ur-
sprünglichen Datensammlung und dem Zeitpunkt der Datennachnutzung ihre Profilinforma-
tionen geändert haben, wodurch Daten u.U. nicht mehr vergleichbar sind. Bei Twitter kann 
zudem ein Nutzername (in der Form @username) nach der Löschung eines Useraccounts 
von anderen Nutzenden übernommen werden. Wenn man daher mit den reinen Nutzernamen 
und nicht mit Nutzer-IDs arbeitet, kann dies zu enormen Verwirrungen führen (Littman 
2017b).  
Schließlich ist ein großes Problem, dass derzeit nicht dokumentiert wird, wie sich die 
Social-Media-Plattformen selbst weiterentwickeln. Man weiß daher nicht, wie Twitter oder 
Facebook zum Zeitpunkt, als ein bestimmter (archivierter) Datensatz entstanden ist, genau 
aussahen, welche Funktionen den Nutzenden zur Verfügung standen und wie diese genutzt 
wurden. Hier sind in erster Linie professionelle Gedächtnisinstitutionen gefragt, die die all-
gemeine Entwicklung von Social-Media-Plattformen als besonderes Kulturgut dokumentie-
ren sollten.  
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11.6 Fazit 
In diesem Beitrag standen die Herausforderungen im Umgang mit Social-Media-Plattformen 
und anderen Internetdaten als neue Art von sozialwissenschaftlichen Forschungsdaten im 
Vordergrund. Für jemanden, der in die Arbeit mit Social-Media-Daten einsteigen möchte, ist 
es wichtig, sich vorab über diese Schwierigkeiten im Klaren zu sein, um nicht im Laufe eines 
Forschungsprojektes plötzlich festzustellen, dass geplante Vorhaben nicht umsetzbar sind. 
Dennoch sollen die zahlreichen Problembereiche nicht entmutigen. Es ist durchaus möglich, 
mit Social-Media-Daten erfolgreiche Forschungsarbeiten durchzuführen. Und auch in den 
verschiedenen diskutierten Problembereichen werden nach und nach Lösungen erarbeitet. 
Man sollte sich vor Augen führen, dass es sich hier im Vergleich zur Umfrageforschung und 
-methodik um einen deutlich jüngeren Bereich handelt, in dem Methoden und Standards noch 
von der Forschungsgemeinschaft entwickelt und etabliert werden müssen.  
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