The recent paper [1] enlightens the interest of a class of switching rules with nice properties, called eventually periodic: it is proven that a finite family F of linear vector fields of R d can be stabilized by means of eventually periodic switching rules, provided that it is asymptotically controllable and satisfies an additional finite time controllability condition. Unfortunately, simple examples point out that in general, eventually periodic switching rules are not robust with respect to state measurement errors.
Introduction
In the modern theory of switched systems, the design of stabilizing switching signals is widely recognized to be a key topic and it has been intensively studied. In particular, stabilizing state dependent switching rules have been proposed, essentially in the framework of the Lyapunov method ( [5, 6, 10] ).
In [1, 2] , a different approach is pursued. Given a switched system defined by a family of linear vector fields F of R d , it is assumed that F is radially controllable and asymptotically controllable. The precise definitions of these notions are given in Section 6; here we limit ourselves to notice that radial controllability is a mild finite time controllability condition and that asymptotic controllability is a necessary condition for any reasonable form of stabilization (see [9] ). It is proven in [1] that under these assumptions, F can be stabilized by a control rule which selects, for each initial state, an appropriate input in a restricted class of switching signals called eventually periodic.
Roughly speaking, an eventually periodic switching rule consists of two parts: an initial transient interval (whose length can be predicted) followed by a periodic steady state. During the transient, the control action depends on the initial state and must be operated in open-loop.
The advantages of an eventually periodic switching rule come into sight during the periodic steady state and can be resumed as follows:
• the periodic steady state is independent of the initial state;
• the periodic steady state can be constructed according to a systematic procedure;
• the periodic steady state can be interpreted as a state dependent control law, so that it can be implemented in an automatic way.
The construction of the periodic part σ(t) of an eventually periodic switching rule proposed in [1] starts by the identification of a finite number of linear operators Φ 1 , . . . , Φ H (H ≥ 2): each operator defines a discrete time dynamical system. The switches of σ(t) occur exactly when the trajectory intersects a stable subspace of one of them. However, in general these discrete time dynamical systems possess nontrivial unstable subspaces as well, so that the origin behaves as a saddle point (the cases where they have an asymptotically stable equilibrium at the origin are infrequent and are covered by existing results). In other words, in any neighborhood of each stable subspace there are points whose corresponding trajectory diverge. Therefore, if the switching times are affected by small errors, the final goal of generating convergent trajectories may fail. This lack of robustness can be clearly observed by means of simple computer simulations.
In the present paper we address the problem of modifying the periodic steady state σ(t) of a stabilizing eventually periodic switching rule in order to improve its robustness. We introduce a new type of switching rules called recurrent switching rules. Recurrent switching rules are subject to the construction of some complete cones Γ 1 , . . . , Γ H with nonempty interior. Roughly speaking, a switching signal is said to be recurrent if its switches occur inside these cones, but not necessarily at a precise point. A natural way to achieve this construction is to compute the linear operators Φ 1 , . . . , Φ H defined by σ(t) and to choose Γ 1 , . . . , Γ H in such a way that Γ h contains in its interior a one dimensional stable subspace of Φ h , for each h = 1, . . . , H. Of course, a choice of the cones Γ 1 , . . . , Γ H will be satisfactory only if one is able to check that: 1) recurrent switching rules subject to Γ 1 , . . . , Γ H actually exist, and 2) the stabilizing action of σ(t) is preserved (simple examples point out that if the cones Γ 1 , . . . , Γ H are too large, some trajectories generated by a recurrent switching rule subject to Γ 1 , . . . , Γ H may actually diverge).
While the first problem remains open for the moment (a positive answer can be given in the case d = 2, see [4] ), in this paper we focus on the second problem. We prove that the stabilizing action is actually preserved provided that the cones Γ 1 , . . . , Γ H are properly constructed. More precisely, under the assumptions that F is asymptotically controllable and radially controllable, we prove that there exist cones Γ 1 , . . . , Γ H such that, if a recurrent switching rule Σ subject to Γ 1 , . . . , Γ H exists, then F can be stabilized by means of Σ. Moreover, the stabilizing action of Σ is robust with respect to state measurement errors.
The construction of Γ 1 , . . . , Γ H essentially exploits the fact that the single components of the systems are linear and that the corresponding flows are continuous. We emphasize that the convergence of the trajectories must be guaranteed even if we have only a partial information about the switches: we know that they occur inside the cones but not the exact switching time.
The paper is organized as follows. The basic definitions and the preliminary material are exposed in Section 2, where we also give a more detailed statement of the problem. In Section 3 we formally introduce the notion of recurrent switching rule and we present our main result, whose proof is given in Section 4. One of the assumption needed in the main result is discussed in Section 5. Finally, in Section 6 we come back to the notion of eventually periodic switching rule; it enables us to establish a link between asymptotic controllability and stabilizing recurrent switching rules.
Notation. Let d ≥ 1 be an integer number. We denote by ||x|| the Euclidean norm of the vector x ∈ R d . Moreover, we write B(x 0 , r) = {x ∈ R d : ||x − x 0 || < r} (r > 0).
By complete cone we mean a subset Γ of R d containing at least one point x = 0 and enjoying the following property: for each x ∈ Γ and for each c ∈ R one has cx ∈ Γ. In particular, for each Ω ⊂ R d containing at least one x = 0, the set {y ∈ R d : ∃c ∈ R, ∃x ∈ Ω such that y = cx} is a complete cone, denoted by (Ω) and called the complete cone generated by Ω. A complete cone generated by a closed set is a closed set. If Ω = {x 0 }, then (Ω) is simply the onedimensional subspace generated by x 0 . In this case, we adopt the simplified notation (x 0 ).
Preliminaries and motivations
In this section, we first shortly recall some basic notions about switching signals and switched systems: more details, comments and examples can be found in [1, 2] . Then we illustrate the problem addressed in this paper.
Switching signals
Let N ≥ 2 be a fixed integer, and let N = {1, . . . , N } be equipped with the discrete topology. By switching signal we mean a piecewise constant 1 , right continuous function σ : [0, +∞) → N . The points where σ is discontinuous (if any) lie on (0, +∞); they are called the switching times of σ. We assume that they are indexed in such a way that t 1 < t 2 < . . .. For notational consistency, we set t 0 = 0 and, in case of finitely many switching times t 1 , . . . , t imax , we set t imax+1 = +∞; note that if the set of the switching times is infinite, then lim i→+∞ t i = +∞. The value of σ on the interval [t i−1 , t i ) is denoted by n i . The positive numbers θ n = t n − t n−1 are called durations. The sets of all the switched signals is denoted by S. Later, our attention will be focused in particular on periodic switching signals. A switching signal is said to be periodic of period T > 0 if σ(t) = σ(t + T ), for all t ≥ 0. A periodic switching signal of period T is obviously determined by a finite ordered sequence of indices n 1 , . . . , n H with n h ∈ N for each h = 1, . . . , H (H ≥ 1) and a finite ordered sequence of instants t 0 = 0 < t 1 < . . . < t H = T , according to
To exclude the case of constant switching signals (of no interest for our purposes), throughout the paper we always assume H ≥ 2 and n 1 = n 2 , n 2 = n 3 , . . . , n H = n 1 . In particular, the instants t 1 , . . . , t H coincide with the switching times of σ located in the interval [0, T ] and the sum of the first H durations is equal to T , that is θ 1 + . . . + θ H = T . In what follows, we agree that T denotes the minimal (positive) period.
Switched systems
A linear switched system in R d is a pair (F, Σ) where:
• F is a family of linear vector fields f n (x) = A n x (n ∈ N ), A n being a square d × d real matrix;
• Σ is a map assigning to eachx ∈ R d an element of S, denoted Σx(t).
The vector fields f n (x) are called the components of F. The map Σ is called a switching rule.
Let the system (F, Σ) and the pointx ∈ R d be given. Let t 1 , t 2 , . . . and n 1 , n 2 , . . . be respectively the sequences of the switching times and of the values of Σx(t). The continuous curve
for each t ∈ [t i , t i+1 ), is called the switched trajectory generated by (F, Σ) and corresponding to the initial statex. When we have a switched system with a constant switching map Σx(t) ≡ σ(t) i.e., when the same switching signal σ(t) is assigned to each initial statex, we say that the system is consistent (according to [10] ) and we simply write (F, σ) instead of (F, Σ). A consistent switched system (F, σ) is said to be periodic if σ(t) is periodic. A periodic switched system (F, σ) naturally defines a linear operator
and a discrete time dynamical system
respectively called the linear operator and the discrete time dynamical system associated to (F, σ). Note that the operator Φ is invertible, so that all its eigenvalues are not zero.
A linear subspace W of R d is called a stable subspace of a periodic system (F, σ) if it is invariant for (2) and
for everyx ∈ W . A stable subspace is nontrivial if it is not reduced to the origin.
The problem statement
In this paper, we are especially interested in periodic switched systems for which Φ has a real eigenvalue λ with |λ| < 1. In this case, if w is a real eigenvector of Φ corresponding to λ, then (w) is a nontrivial stable subspace of (F, σ). Letx ∈ (w). From (3) it follows lim t→+∞ ϕ F (t,x, σ) = 0 (see [10] ). Therefore, we may say thatx is asymptotically controlled to the origin by means of the periodic switching signal σ. However, since the action of σ exploits a stable subspace of the operator Φ, it is natural to expect that its final effect is not guaranteed, if the switching times are affected by errors. This lack of robustness is enlightened, for instance, by the following example.
Example 1 One of the most popular examples in switched systems theory is given by a pair of linear planar vector fields f 1 (x), f 2 (x), respectively defined by the equations
, where it is assumed α > 1. If, in addition, we also assume β > 0, the trajectories are spirals and the origin is unstable for both the vector fields. In principle, all the points of the form (0,x 2 ) are asymptotically controlled to the origin by the switching signal
j = 0, 1, 2, . . .. However, in practice, the observed behavior may be different. Indeed, only rational approximation of π can be used in simulations. Thus, round-off errors accumulate and the trajectories actually approach the origin only for the first few iterations. The switched trajectories of Figure 1 are drawn with α = 2, β = 0.1,x 2 = 3, and π approximated as 3.14159.
The previous example motivates the question whether a periodic switching signal whose associated operator Φ has a nontrivial stable subspace, can be converted into a space-dependent switching rule in such a way that the convergence to zero of the trajectories is preserved for all the initial conditions x 0 ∈ (w 1 ), while the robustness properties are improved. This is the problem addressed in this paper. To begin with, we first point out that the periodic switching signal σ can be actually re-interpreted in state-dependence terms.
State-dependence interpretation
A switching rule is called state-dependent when the index of the current vector field is determined by the value of the state, rather than the time instant. For the sake of convenience, let us redenote Φ 1 = Φ and let us set
for h = 1, . . . , H − 1. Note that Φ h+1 corresponds to the same periodic signal σ as Φ 1 , translated of a quantity θ 1 + . . . + θ h . The proof of the following proposition is easy and it is omitted.
Proposition 1 Assume that Φ 1 has a real eigenvalue λ, and let w 1 = 0 be a corresponding real eigenvector. Then for each h = 1, . . . , H − 1, λ is a eigenvalue of Φ h+1 , as well. Moreover,
is an eigenvector of Φ h+1 corresponding to λ.
Definition 1 With the notation above, we say that Φ 1 is minimal if
The trajectory issued from w h intersects (w h+1 ) a first time without undergoing a switch: such a situation is ruled out by the minimality assumption.
for each h = 1, . . . , H − 1, and
Remark 1
The purpose of the minimality assumption is to rule out the existence of "parasitic" points where a trajectory intersects one of the lines (w h ) without undergoing a switch (see Figure  2 ). To better illustrate this fact, let us consider again the system of Example 1. It is possible to check that points of the form (0,x 2 ) can be asymptotically controlled to the origin by the switching signal
(j = 0, 1, 2, . . .), as well. Note that the distance between consecutive switching time is π/2 in (4), and 3π/2 in (6). This means that a switch of (6) occurs only when the trajectory issued from (w h ) intersects (w h+1 ) for the second time. The existence of an excessive number of such points may lead to a loss of stability. This happens for instance if, in our example, the durations are further increased to 5π/2. The restrictions imposed by the minimality condition are discussed later (Section 5).
Definition 2 We say that Φ 1 satisfies the transversality condition if
for each pair of distinct indices h 1 , h 2 ∈ {1, . . . , H}.
Assuming that Φ 1 is minimal and that (7) holds, the time-dependent periodic switching signal σ produces the same effect as the following simple state-dependent rule 2 : when the system trajectory hits the space (w h ), switch on the vector field f n h (x) and maintain it until the system trajectory hits (w h+1 ) (with the agreement that the index is reset to 1 when h = H).
Recurrent switching rules
In this section we introduce the notion of recurrent switching rule, which is the basic idea of this paper.
Definition 3 Let F be a family of linear vector fields and let Σ be a switching rule for F. Consider the assignment of: (A1) A finite ordered sequence of indices n 1 , . . . , n H ∈ N , with H ≥ 2 and n 1 = n 2 , n 2 = n 3 , . . . , n H = n 1 ;
(A2) A finite ordered sequence of closed complete cones with nonempty interior Γ 1 , . . . , Γ H ⊂ R d , satisfying the following transversality condition
Σ is said to be a recurrent switching rule subject to (A1), (A2) if for every x 1 ∈ Γ 1 one has:
(iii) t h+jH−1 ∈ I h+jH (h = 1, . . . , H, j = 0, 1, 2, . . .), where t 0 = a 1 = 0 and t 1 , t 2 , . . . are the switching times of Σ x 1 ;
In other words, a recurrent switched rule depends on a finite number of sets Γ h , each of them associated with an index. It should be emphasized that according to (i) (ii), a recurrent switching rule subject to (A1), (A2), if any, must intersects sequentially the cones Γ 1 , . . . , Γ H . When the system trajectory crosses one of the sets Γ h , the index n h is selected: the vector field identified by the index n h is activated and maintained until the system trajectory enters Γ h+1 . Note that in this Definition, switches do not occur when the system trajectory intersects exactly some prescribed point or the boundary of some region, but at an arbitrary instant,
Figure 3: Sketch of a recurrent switching rule in the plane while the trajectory runs inside the nonempty interior of some Γ h (see Figure 3) . In practical applications, this allows to compensate small errors of the position sensor and/or of the actuator, and hence guarantees more robustness. On the other hand, as explained in the Introduction, for an arbitrary choice of the cones we cannot be sure that recurrent switching rules actually exist, since some trajectory issued from a point of Γ h could fail to intersect Γ h+1 .
Note that a recurrent switching rule is not necessarily periodic, since the exact switching time are not fixed, but only the intervals where they may occur.
Note also that the notion of recurrent switching rule differs from the classical notion of feedback. Indeed, when the system is operated in closed loop under a feedback connection, the value of the control at every instant is computed as a function of the state at the same instant and hence, it is continuously updated during the evolution. Instead, the notion of recurrent switching rule implies that the value of the control is updated at some instant, while the state crosses some prescribed sets.
Remark 2 Clearly, a recurrent switching rule can be thought of a special instance of a hybrid feedback law, and defined in accordance with the formalism of [3] . Here, we prefer a direct description, since we do not need such a generality as in [3] .
Remark 3 Intuitively, a recurrent switching rule can be obtained starting with a periodic switching signal and constructing the cones Γ 1 , . . . , Γ H by "inflating" the lines (w h ). However, this procedure cannot be completely arbitrary. The following example shows that if the cones are too large, the trajectories generated by a recurrent switching rule need not converge to the origin. 
The operator Φ = e θ 2 A 2 e θ 1 A 1 takes the form
It is not difficult to see that for each value of θ 1 , θ 2 , Φ has at least one eigenvalue λ 1 with |λ 1 | ≥ 1. However, if θ 1 = θ 2 > 2, the other eigenvalue λ 2 satisfies the condition |λ 2 | < 1. Choosing for instance θ 1 = θ 2 = 2.01, we have the eigenvalue λ 2 = −0.8188, whose proper space coincides with the line r of equation x 2 = (0.9049)x 1 . The point X = (2.2245, 2.0129) lies on r; Figure 4 (left) shows the corresponding switched trajectory (20 iterations).
Assume now that we construct a cone Γ 1 around r, so large to include the line of equation x 2 = x 1 , and a cone Γ 2 around the line s orthogonal to r. For the initial state X = (2.2, 2.2), the periodic switching signal with θ 1 = θ 2 = 2 is compatible with a recurrent switching rule subject to Γ 1 , Γ 2 . As we can see in Figure 4 (right), the corresponding switched trajectory is a cycle, and does not converges to the origin.
The main result of this paper can be stated in the following way.
Theorem 1 Let the family of linear vector fields F be given. Let θ 1 , . . . , θ H , n 1 , . . . , n H be such that the operator Φ 1 is minimal and possesses a real eigenvalue λ with |λ| < 1. Assume further that the transversality condition (7) holds.
Then it is possible to assign (A1)
Remark 4 We emphasize that Theorem 1 does not state the existence of recurrent switching rules Σ subject to (A1), (A2), but simply that if such a Σ exists, then all the trajectories of F, corresponding to Σ and to an initial state x 1 ∈ Γ 1 , converge to the origin. The existence of recurrent switching rules subject to (A1), (A2) can be easily ascertained in the case d = 2, as noticed in [4] , where a two-dimensional version of Theorem 1 is presented with a different proof. Moreover, the existence problem can be overcome if we seek recurrent switching rules ensuring a relaxed form of condition (9): see Remark 7.
The proof
Among all the member of F, only the vector fields defined by the matrices A n 1 , . . . , A n H are involved in the proof. In order to simplify the notation, the double index can be avoided. Thus, throughout this section we write A 1 , . . . , A H instead of A n 1 , . . . , A n H .
We begin by introducing some technical key notions.
Conic neighborhoods
In what follows, we need to transform open neighborhoods of certain points by means of linear operators. This should be done by preserving some geometric features of these neighborhoods. For instance, a ball is not convenient, since the spherical shape is not preserved by a linear transformation, in general. We define below a more appropriate type of neighborhoods, called conic neighborhoods.
(CN2) C is compact; (CN3) for each x ∈ C and r 0 > 1
In particular, any convex closed neighborhood of x 0 = 0 is a conic neighborhood. Clearly any open neighborhood O of x 0 contains a conic neighborhood of x 0 .
Let Π be a linear subspace of R d of dimension d − 1, and let x 0 ∈ Π. We say that P ⊂ Π is a Π-flat conic neighborhood of x 0 if there exists a conic neighborhood C of x 0 such that P = Π ∩ C. In particular, a Π-flat conic neighborhood P of x 0 contains x 0 in its interior relative to Π. To simplify the exposition, from now on we will use the term "hyperplane" to denote a linear
Conic flow boxes
Among all the conic neighborhoods of a given point, we want to select those which are consistent with the action of a linear vector field. The definition requires some preliminary propositions.
Let A be a real d × d matrix, and let x 0 = 0. Assume that x 0 is not a real eigenvector of A or, in other words, that Ax 0 / ∈ (x 0 ). Let Π be a hyperplane, containing x 0 and transversal to Ax 0 (that is, such that Ax 0 / ∈ Π). Then, there exists a neighborhood O 0 of x 0 in R d such that Ax is transversal to Π, for each x ∈ Π ∩ O 0 . The following proposition can be easily proved, taking into account that for each x ∈ R d and λ ∈ R, A(λx) = λAx.
Proposition 3 Let x 0 , Π, O 0 be as above, and let P ⊂ O 0 be any Π-flat conic neighborhood of x 0 . Then, Ax is transversal to Π for each x ∈ (P).
The statement of Proposition 3 is illustrated by Figure 5 , for reader's convenience.
Proposition 4 Let
A and x 0 be as above, and let θ > 0. Let Π + be a hyperplane containing x 0 and transversal to Ax 0 . Let z 0 = e −θA x 0 , and assume that
Let finally Π − = e −θA Π + , so that z 0 ∈ Π − . Then, there exists ε > 0 such that, if P + is a Π + -flat neighborhood of x 0 with P + ⊂ B(x 0 , ε) and P − is a Π − -flat neighborhood of z 0 with P − ⊂ B(z 0 , ε), then ∀t ∈ [0, θ), ∀z ∈ P − =⇒ e tA z / ∈ (P + ) .
Proof Let ε 0 > 0 be such that Ax is transversal to Π + , for each x ∈ Π + ∩ B(x 0 , ε 0 ). We prove the statement by contradiction. If the conclusion is false, then for each ε > 0 there exist P − ⊂ B(z 0 , ε), P + ⊂ B(x 0 , ε), t ∈ [0, θ), and z ∈ P − such that e tA z ∈ (P + ). We can choose ε = ε 0 /k, for k = 1, 2, . . .. In this way we determine sequences P
Without loss of generality, we can assume that t k converges to some t ∈ [0, θ]. Note that when k becomes larger and larger, the complete cone (P + k ) shrinks to (x 0 ). Hence, if t < θ, we would have
a contradiction to (10) . The remaining possibility is t = θ. In this case one has
Recall that t k < θ. Thus, for large k (i.e., θ − t k small), we should have both e θA z k ∈ P + k and e t k A z k ∈ (P + k ). But this is impossible by Proposition 3, since P + k ⊂ B(x 0 , ε 0 /k) and hence Ax is transversal to Π + at each x ∈ P + .
The idea of the previous proof is illustrated by Figure 6 . Let again A, x 0 , Π and O 0 be as at the beginning of this subsection. Let moreover P ⊂ O 0 be any Π-flat conic neighborhood of x 0 (so that Ax is transversal to Π for each x ∈ P). Let finally τ > 0. The set {y ∈ R d : y = e tA x with x ∈ P, |t| ≤ τ } is a closed set containing x 0 in its interior. It is called a conic flow box, and denoted also by B(A, P, τ ) (see Figure 7 ).
Proposition 5
If τ is sufficiently small, B(A, P, τ ) is a conic neighborhood of x 0 . Figure 6 : The trajectory issuing from z 0 and ending in x 0 at the time t = θ does not intersect (x 0 ) for t < θ, but may intersects Π + in some point y at a time t < θ. Proposition 3 states that if P − and P + are small enough, then a trajectory issuing from some z ∈ P − and ending in some x ∈ P + at the time t = θ, does not intersect (P + ) for t < θ Proof By construction P is compact and contains x 0 in its interior relative to Π. Since Ax 0 is transversal to Π, the well known flow box theorem (see for instance [7] ) implies that the interior of B(A, P, τ ) is a neighborhood of x 0 , if τ is sufficiently small. Clearly B(A, P, τ ) is bounded and closed. So, it remains to show that property (CN3) holds. First we prove the following claim:
there existsτ > 0 such that for each x ∈ P and for each t = 0, |t| <τ =⇒ e tA x / ∈ Π.
Assume by contradiction that for each τ > 0 there exist x ∈ P and t ∈ (−τ, τ ) (both depending on τ ) such that e tA x ∈ Π. Choose τ = 1/k (k ∈ N) and for each k fix x k and t k according to the previous statement. Clearly, lim k→+∞ t k = 0, and since P is compact, by Weierstrass theorem ([8]) , we may assume that x k converges to some x ∈ P. It follows that lim k→+∞ y k = x as well, where y k = e t k A x k . In addition, since x k , y k ∈ Π, we have
for each k. On the other hand,
This yields Ax ∈ Π, so that the transversality assumption is contradicted. Now, let τ ∈ (0,τ 2 ). Let x 1 ∈ B(A, P, τ ), so that x 1 = e tAx 1 , with t = 0, |t| < τ ,x 1 ∈ P. Assume that for some r 1 > 1 we have r 1 x 1 ∈ B(A, P, τ ). Then necessarily
for some s = 0, |s| < τ , and somex ∈ P, as well. Of course, we must have
as well. Fromx 1 ∈ P, it follows r 1x1 ∈ Π. Let us prove by contradiction that, actually, r 1x1 ∈ P. Comparing (12) and (13), we find e sAx = e tA r 1x1 or, equivalently, e (s−t)Ax = r 1x1 ∈ Π. Since |s − t| ≤ |s| + |t| <τ , we get a contradiction to the claim above, unless t = s. But, if t = s, thenx = r 1x1 ∈ P. The conclusion follows, observing that for each r ∈ [1, r 1 ), rx 1 ∈ P and rx 1 = e tA rx 1 .
Remark 5
Note that if τ is too large, B(A, P, τ ) could not to be a conic neighborhood of x 0 . Consider for instance the component f 1 of the system of Example 1. Let x 0 = (1, 0) and P = {(x, y) : y = 0, 1 − ε ≤ x ≤ 1 + ε}. If ε is small enough, the set B(A 1 , P, τ ) is a strip limited by two spirals. If τ > π, the intersection between B(A 1 , P, τ ) and the negative x-axis is the union of separate intervals: hence, (CN3) does not hold.
We still need the following fact about conic flow boxes.
, and let A be a real matrix such that x 0 is not a real eigenvector of A. Let finally Π be a hyperplane containing x 0 and transversal to Ax 0 . Then, there exists τ > 0 and a Π-flat conic neighborhood P of x 0 such that B(A, P, τ ) ⊂ O.
Proof Let K be a compact set, with x 0 ∈ Int K ⊂ K ⊂ O. By Proposition 2, we can take P ⊂ Int K. Then, we can take τ strictly less than the minimal time required to transfer points of P to the boundary of K.
Construction of
In this section we finally show how to construct the cones Γ 1 , . . . , Γ H but first, we try to describe the intuitive idea. We consider a single iteration of the periodic switching signal σ(t) associated to Φ 1 . We chose a conic flow box contained in a small conic neighborhood of Φ 1 y 1 , where y 1 is a unitary eigenvalue of Φ 1 , and we pull back it along the trajectory corresponding to σ(t). In this way, we determine conic neighborhoods of all the points where a switch occurs. Γ 1 , . . . , Γ H are generated by these conic neighborhoods (in fact, for technical reasons, at each step we need to reduce the size of the neighborhoods). Conditions (i), (ii) of Definition 3, guarantee that this procedure can be iterated, for any recurrent switching rule Σ. Moreover, if the initial neighborhood has been chosen small enough, the trajectory generated by Σ converge to the origin. Finally the restriction that ||y 1 || = 1 is easily removed, by virtue of the linearity of Φ 1 .
Before undertaking the formal construction, we still need to prove the following proposition.
Proposition 7
Assume that the transversality condition (7) holds. Then, for each h = 1, . . . , H− 1, the vector w h+1 is not an eigenvector of A h . Moreover, w 1 is not an eigenvector of A H .
Proof Assume that for some h = 1, . . . , H − 1 and some c ∈ C we may have A h w h+1 = cw h+1 .
Then c is necessarily real. We also have
But, by construction,
Replacing in the previous identity, we get
that is w h ∈ (w h+1 ), a contradiction to the transversality assumption. The proof for h = H is similar; just use the identity e θ H A H w H = λw 1 .
Remark 6
Analogously, under the transversality condition we can also prove that w h is not an eigenvector of A h , for h = 1, . . . , H.
Let therefore y 1 = w 1 /||w 1 ||, so that ||y 1 || = 1, and fix |λ| <λ < 1. Let us denote
Note in particular that ||y H+1 || = |λ|. Moreover, since ||y|| ≤ ||y − y H+1 || + ||y H+1 || we have
Let Π + H be a hyperplane containing (w 1 ) and transversal to A H y H+1 . Such a hyperplane exists, by virtue of Proposition 7. Similarly, we take for each h = 1, . . . , H − 1, a hyperplane Π + h containing (w h+1 ) and transversal to A h y h+1 . Let ε H be the positive number with the properties established by Proposition 4, applied with x 0 = y H+1 , θ = θ H , Π = Π + H . Let ε h (for h = 1, . . . , H − 1) be determined at each step in the same way, by applying Proposition 4, repeatedly. Now we come back to y H+1 . Using Proposition 6 we can find a Π + H -flat conic neighborhood P + H of y H+1 and τ H > 0 such that
where δ = min{ε H ,λ − |λ|}. In addition, according to Proposition 5, we may choose τ H so small that B + H is a conic neighborhood of y H+1 .
Now let us consider the hyperplane Π
Using again Proposition 6, we can take a Π + H−1 -flat conic neighborhood P + H−1 of y H and τ H−1 > 0 such that
Without loss of generality, we can assume that B + H−1 is a conic neighborhood of y H . We continue by iterating the procedure. At the next step, we consider the hyperplane Π
of y H−1 , and the conic flow box
Then we take a Π 
Conclusion of the proof
We are now ready to conclude the proof. Consider a recurrent switching rule Σ subject to (A1), (A2), where Γ 1 , . . . , Γ H are defined above and the index 1, . . . , H are associated to Γ 1 , . . . , Γ H , in this order.
Letŷ 1 be a point in B 
By definition of recurrent switching rule, we have in particularŷ 2 ∈ Γ 2 ,ŷ 3 ∈ Γ 3 , . . . , y H ∈ Γ H ,ŷ H+1 ∈ Γ 1 .
Proposition 8 For each
Proof Recall thatŷ 1 ∈ B − 1 . If for some h = 1, . . . , H we haveŷ h+1 / ∈ B + h , then we can find the minimal h for which this happens. In other words, we can limit ourselves to examine the situation whereŷ
The case whereŷ h+1 is located on the trajectory issued from z h after it went through the conic flow box B + h , is ruled out by Definition 3) (see the points (i), (ii), (iii)). In the opposite case, we haveθ h < θ h . In fact we may assume the existence of an interval I of length 2τ h such thatθ + t ∈ I and, for each s ∈ I e sA h z h ∈ Γ h+1 , e sA h z h / ∈ B + h , s < θ h . In particular, for one s ∈ I we should have e sA h z h ∈ (P + h ). Because of the minimality assumption, we get a contradiction to Proposition 4. Proposition 8, together with (15) and (16), imply thatŷ H+1 ∈ B(0,λ). Next, by virtue of homogeneity we are able to remove the restriction that the initial point belongs to B − 1 . Take a generic point x 1 ∈ Γ 1 (x 1 = 0) and consider again an operatorΦ 1 , subject to the conditions
Without loss of generality, we can limit to the first case. Settingŷ 1 = x 1 /||x 1 ||, we havê
Hence, by the previous computations,
Finally recall that by assumption, x H+1 ∈ Γ 1 . Therefore, the previous reasoning can be iterated.
Formally, consider a recurrent switching rule Σ subject to (A1) (A2), as defined above. For anyx ∈ Γ 1 (x = 0) there exists a sequence 0 = T 0 < T 1 < T 2 < . . . < T k < . . . such that for each k = 0, 1, 2, . . .
Moreover, ϕ F (T k ,x, Σx) can be written as a composition of operators
We are therefore able to conclude that
To finish the proof, we should still remark that, by construction, for all the switching times of a recurrent switching rule Σ subject to (A1), (A2) there is a uniform upper bound B > 0, that is
As a consequence, there is a number G > 0 such that for eachx ∈ Γ 1 and each k = 0, 1, 2, . . .
The remaining part of the argument is standard.
Remark 7
The possibility of iterating the procedure described in the final part of the previous proof relies on the fact that
This is guaranteed by definition, if Σ is assumed to be a recurrent switching rule. The construction of the cones Γ 1 , . . . , Γ H can be easily modified in order to prove the existence of recurrent switching rules fulfilling condition (17) for a finite number of iterations (i.e., for j = 1, . . . , k, where k is arbitrary). In other words, a positive answer to the existence problem can be given provided that one is interested not to asymptotic stabilization, but just to semiglobal practical stabilization 3 .
Discussion of the minimality condition
In this section we aim to convince the reader that the minimality condition required in Theorem 1 is not too restrictive.
Consider the case d = 2 and let F = {f 1 , f 2 }, where f 1 (x) = A 1 x, f 2 (x) = A 2 x. Assume that at least one of the two matrices, say A 1 , is Hurwitz 4 . If we chose θ 1 >> θ 2 , then the eigenvalues of Φ = e θ 2 A 2 e θ 1 A 1 are both inside the open unit disc. Hence, the associated discrete dynamical system is asymptotically stable and the periodic switching rule defined by Φ is robust with respect to small errors both in initial state placement and in switching times setting. We can therefore limit ourselves to the case where both A 1 and A 2 are not Hurwitz. Now, assume that Φ = e θ 2 A 2 e θ 1 A 1 has a real eigenvalue λ with |λ| < 1 and that the transversality condition (7) holds (apart from the minimality condition, those are the basic assumptions of Theorem 1). Assume further that the minimality condition is violated with n = 1 or, in other words, that for some θ *
(of course, µ = 0). We distinguish two cases. If |µ| ≤ 1, we have
which implies
This shows that µλ is an eigenvalue of Φ * = def e θ 2 A 2 e θ * 1 A 1 . Since |µλ| ≤ |λ| < 1, without loss of generality we can simply replace Φ by Φ * .
In the second case where |µ| > 1, we have
which means that 1/µ is an eigenvalue of e (θ 1 −θ * 1 )A 1 with eigenvector w 2 . Analogously,
Taking into account the transversatity condition, we conclude that for some t > 0 the operator e tA 1 has two linearly independent, invariant stable one-dimensional subspaces. This is impossible if A 1 is not Hurwitz.
Similar arguments can be repeated if the minimality condition is violated with n = 2. Similar arguments can be repeated also in the case d > 2, provided that every vector field f n is "sufficiently" unstable. More precisely, we should assume that for each n, the dimension of the stable subspace of f n (x) is not greater than one. The reason is that the operator e (θ h −θ * h )A h interacts with just two vectors w h and w h+1 .
Application
We already noticed that the natural motivation of this work is the notion of eventually periodic switching rule. A switching signal ρ is said to be eventually periodic if there exist a periodic switching signal σ and a timet > 0 such that ρ(t +t) = σ(t), for all t ≥ 0. We say that σ is the periodic part of ρ and that ρ| [0,t) is the pre-periodic part of ρ. We also say thatt is the pre-period. We denote by E(σ) the set of all the eventually periodic switching signals having the same periodic part σ.
A switching rule Σ is called eventually periodic if there exists a periodic switching signal σ such that Σx ∈ E(σ), for eachx ∈ R Recall also that the family F is radially controllable (see [1] ) if for each pair of points x, y (x = 0, y = 0) there existσ ∈ S,t > 0, andc > 0 such that φ F (t, x,σ) =cy. Theorem 2 of [1] states that if a family F of linear vector fields is asymptotically controllable relatively to S and radially controllable, then there exists a periodic switching signal σ such that F is asymptotically controllable relatively to E(σ). Hence, combining Theorem 2 of [1] and Theorem 1 of the present paper, we immediately obtain the following result.
Theorem 2 Let the family of linear vector fields F be asymptotically controllable relatively to S, and radially controllable. Then it is possible to assign complete cones Γ 1 , . . . , Γ H and indices n 1 , . . . , n H in such a way that:
(i) for each initial statex ∈ R d ,x = 0, there existt ≥ 0 and a switching signalσ ∈ U such that ϕ F (t,x,σ) ∈ Γ 1 ;
(ii) for each initial state x 1 ∈ Γ 1 and for each recurrent switching rule Σ subject to (A1), (A2), one has lim t→+∞ ϕ F (t, x 1 , Σ x 1 ) = 0.
It is well known that if a finite families F of linear vector fields of R d is asymptotically controllable and radially controllable, then it is stabilizable by means of eventually periodic switching rules ( [1] ). An eventually periodic switching rule relies on the construction of a periodic switching signal σ(t). The method proposed in [1] requires that the switches of σ(t) occur exactly when the corresponding trajectory intersects certain one-dimensional subspaces of R d , and hence does not provide adequate guarantee of robustness. Therefore, stabilizing eventually periodic switching rules does not seem appropriate for practical applications.
In this paper, we introduce the notion of recurrent switching rule. A recurrent switching rule is constructed by modifying the periodic steady state of an eventually periodic stabilizing switching rule. According to this construction, the switches of a recurrent switching rule occur inside certain conic sets Γ 1 , . . . , Γ H with nonempty interior. This allows to compensate possible state measurement errors. Note that a recurrent switching rule can be interpreted as a hybrid feedbacks, and its definition re-formulated in the formalism of [3] .
Under the same assumptions that in [1] , we prove that conic sets Γ 1 , . . . , Γ H can be constructed in such a way that if Σ is a recurrent switching rule subject to Γ 1 , . . . , Γ H , then F is stabilized by Σ. Except for the case d = 2, it is not clear whether our construction actually guarantee the existence of recurrent switching rules subject to Γ 1 , . . . , Γ H .
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