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A complete characterization is given of those functions in C[a. bl which have a 
unique best approximation from the subspace of spline functions of degree n with L 
fixed knots. Also, the relationship between unique and strongly unique best approx- 
imations from arbitrary finitedimensional subspaces of C,,(T) is investigated. 
I. INTRODUCTION 
The aim of this paper is to investigate uniqueness and strong uniqueness of 
best approximations from finite-dimensional subspaces of C,(T). in 
particular from spline functions. If G is a nonempty subset of a normed 
linear space E and fE E, then g, E G is called a best approximation (resp. 
strongly unique best approximation) off from G if for each g E G, 11 f - gl/ > 
Ilf- g,ll (resp. if there exists a constant Kf > 0 such that for each g E G. 
Il.!--sll>Ilf-&II +K,Ilg-goI/). 
In Section II we investigate the uniqueness of best approximations for the 
case when E= C[a, b] and G =Sn,kr the subspace of spline functions of 
degree n with k fixed knots. As a consequence of a genera1 theorem for weak 
Chebyshev systems, Niirnberger [lo] has obtained a characterization of 
those functions in E = C[a, b] which have a strongly unique best approx- 
imation from G = S,,, by using alternation properties of the error function 
(see Theorem 2.1). From this characterization there follow partial results of 
Schumaker [ 14 1, Schaback [ 131, and Niirnberger [ 9 1. Straug [ 17 1, enclosing 
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results of Rice [ 121 and Schumaker [ 14j, has developped necessary 
conditions and sufficient conditions for functions in E = C[a, b] which have 
a unique best approximation from G = S,,,. In [ 171 Straufi has considered 
only alternation properties of the error function and has pointed out that 
such properties alone do not suffice to obtain a characterization of unique 
best approximations-in contrast with strongly unique best approximations. 
In this paper we characterize those functions in E = C[a, 61 which have a 
unique best approximation from G = S,,, by using alternation properties and 
flatness of the error function at the knots (see Theorem 2.4). 
MC Laughlin and Somers [7] have shown that for each finite-dimensional 
nonchebyshev subspace G of E = C [u b] there exists a function f in 
E = C [a, b] having a unique best approximation which is not a strongly 
unique best approximation off (see Theorem 3.1). (A subset G of a normed 
linear space E is called Chebyshev, if every f E E has a unique best approx- 
imation from G.) In Section III, however, we show that S, = (f E E:f has a 
strongly unique best approximation from G} is dense in U, = (f E E:f has a 
unique best approximation from G}, when G is an arbitrary finite- 
dimensional subspace of E = C,(T), where T is a locally compact metric 
space (see Corollary 3.6). Moreover, we show that SG = UG, when G is an 
arbitrary finite-dimensional subspace of E = c,, (see Corollary 3.7). 
Combining our result with a result of Garkavi [4], we obtain a complete 
characterization of those finite-dimensional subspaces G of E = C(T), where 
T is a compact metric space, for which U, (resp. S,) is dense in all of 
E = C(T) (see Corollaries 3.10 and 3.11). 
II. UNIQUENESS OF BEST APPROXIMATIONS FOR SPLINE SUBSPACES 
By C[a, b] we denote the space of all real-valued continuous functions f 
on [a, b], endowed with the norm 11 f I( = sup(lf(t)l: t E [a, b]}. An N- 
dimensional subspace G of C[a, b] is called weak Chebysheu, if for each 
basis { g, ,..., g,,,} of G there exists an integer u = *I such that for all points 
< t,,, in [a, b], det(g,(fj)) > 0. We call points t, < ... < tp in [a, b] 
:lt:r&ting extreme points of a function f E C[a, b], if e(-1)’ f (ti) = )( f (1, 
i= 1 )...) p, E = fl. 
Now we recall an important class ot weak Chebyshev subspaces, namely, 
the spline functions. 
Let a=x,<x,<-.. <xk<xk+,= b be k fixed knots in the interval 
(a, b). The space S,,, of the usual polynomial splines of degree n with k fixed 
knots is defined by 
sn,/l = St&* V...) x/J 
= span ( I, t ,..., t”. (t -x,)l,..., (t -xJ: }, 
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where the function (t-xi): is defined to be zero, if t < xi, and to be 
(t -xi)“, if t > xi. It is well known that S,,, is an (n + k + 1)-dimensional 
weak Chebyshev subspace of C[a, b] (see Karlin [6]), that each function g in 
s n.k lies in C (n-L)[u, b] and that the restriction of g to any interval ]xi, 
xi+ ,], i = 0, l,..., k, is a polynomial of degree n. Furthermore, it is easy to 
verify that there exist in C[a, b] functions which have exactly one and 
functions which have more than one best approximation in S,,,. 
In the present section we shall consider the question of uniqueness of best 
approximations for S,,, . But let us first state a characterization of strongly 
unique best approximations for Sn,k, which is a consequence of a more 
general result on weak Chebyshev systems, both due to Niirnberger [ 10 ]. 
2. ~THEOREM. ForfE C]a, b]\S,., and g, E S,,, statements (1) and (2) 
are equivalent: 
(1) g, is a strongly unique best approximation of jI 
(2) (a)f - g, has at least n + k + 2 alternating extreme points in 
Ia, bl. (bjf- g,, h as at least j + 1 alternating extreme points in each interval 
Ia, xj)V (Xk-j+~~bL j = l,..., k 
(-Ki3Xi+j+n)’ j> 1 (ifk>n+ 1). 
The next example shows that, in contrast with strong uniqueness of best 
approximations, which depends only on alternation properties of the error 
function (see Theorem 2. l), uniqueness of best approximations in general 
depends on alternation properties and flatness of the error function at the 
knots. 
2.2 EXAMPLE. We consider best approximation of functions in C[- 1, I ] 
by S,,,(x,), where x, =O. Let f, E C[-I, l] be defined by f,(-1) = 1. 
f,(-l/2) = -1, fi(0) = 1, f,(l) = -1, andf, linear elsewhere. Given a small 
E > 0. let f, E C(-1, l] be defined by f*(t) =f,(t) if t 6? (0, E), and f*(t) = 
I - (2/e) t* if t E (0, E). It is easy to verify that, although/, and f2 are equal 
except near the knot x, , zero is a unique best approximation of fi and zero is 
a best approximation off, , but not a unique one. Notice also that f, and f2 
have the same alternating extreme points. 
Therefore, we introduce the following terminology: 
2.3 DEFINITION. A function f E C[a, b] is called flat of order n from the 
right (resp.flat of order n from the feft) at t, E (a, b), if for each E > 0 there 
exists a sequence (1,) in (a, b) converging to t,, such that t, > t, (resp. 
1, < 1,) and (f(t,) -f (t,)l < E 1 to - t,l” for all m. 
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Using this definition. we can state the following characterization of unique 
best approximations for S,,, : 
2.4 THEOREM. For f E C[a, b]\S,,, and g, E S,,, statements (1) and (2) 
are equivalent: 
(1) g, is a unique best approximation of J 
(2) (a)f - g, has at least n + k + 2 alternating extreme points in 
[a, 61. (b) f - g, has at least j + 1 alternating extreme points in each interval 
[a, -Kj], [Xk-j+ 11 b], j  = l,-., k 
lXi*Xi+j+nlr j> 1 (ifk>n+ 1). 
(c) If f - g, has only j alternating extreme points in some interval [a, xj), 
rev. [xi9 Xi+j+n ) (resp. (Xk-j+,, b], resp. (Xi, x~+~+,,]), then f-g, isfIat of 
order n from the left at xi, resp. x~+~+” (resp.Jlat of order n from the right at 
-'k-j+lv resp. xi). 
ProoJ First we show that (1) implies (2). Since S,., is weak Chebyshev, 
it follows from Jones and Karlovitz [5] ( see also Deutsch et al. [ 3 1) that ( 1) 
implies (2a). That (1) implies (2b) has been proved by StraulJ [ 17. 
Proposition 3.11. Now we show that (1) implies (2~). We assume that (1) 
and therefore (2a) and (2b) hold, but (2~) fails. (In the sequel we say, 
briefly,flat instead offlat of order n.) 
Case 1. There exists an interval [a, xj] (resp. (x~~.~+, , b]) such that 
f - g, has exactly j + 1 alternating extreme points t, < . . . < t.i in [a, xi] 
(resp. in [x&j+, , b]), tj=xj (resp. to =xkmj+ ,) and f -g, is not flat from 
the left at xi (resp. not flat from the right at xkpj+ ,). 
Case la. We consider the interval [xkej+ r, b]: We set 
G, = {gE Sn,k:~~[a,xk~j+,l = ‘1 
= span ((t - x&j+ 1): vs..3 ct - -'k)? 1' 
By Karlin [6, Theorem 1.1, p. 5031, G, is weak Chebyshev with dim G, =j. 
Let us assume that (f - go)(xkej+ ,) = - )( f - go/l. (The other case follows 
analogously.) Since f - g, is not flat from the right at xkAj+ , , there exist an 
E > 0 and a neighbourhood U E P ‘(xkej+ ,) with f, 6? U such that for each 
tE un [Xk-j+19b]9 I(f-gg)(Xk-j+L)-df-gO)(t)l >EIxk-j+~ -tin* (For 
t E [a, 6) we denote by F(t) the collection of all neighborhoods of 1.) Since 
f-g, has only j alternating extreme points in [xkmj+,, b]\U, it is easy to 
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verify that there exist points z0 ,..., zj with xkej+ , = z0 < t, < z, < r: < ... < 
zj-l ( r.i < zi = b and a constant K > 0 such that 
(-lJi+’ (f-go)(t)~llf-gall-K, f E (zil zi+! I\“* 
i = 0. l,..,. j - 1. 
Since G, is weak Chebyshev with dim G, =j, by Jones and Karlovitz ]5 ] 
there exists a function g E G,, g # 0, such that (-1)’ g(t) 2 0, t E [zi. Z, + ,]. 
i=O. 1 . . . . . j -~ 1. Obviously for each t E U n [zo, Z, ], g(f) = ~(t - .Y, -j+ ,)t . 
where a is a positive number. By scaling g we may assume that I/ g/I < K and 
u 6 E. Then for each i, O< i<j - 1, and each t E [zi, zi+,]\Cr. 
-Iif-gd < C-l)‘+’ U-go)(t) < (-lY+’ (f-g0)(~);~~~l(dl) p 
Il./-goll -K + II Al < llf-goI1 and for each ZO.Zj . 
IV- go - LT)(f)l = IU- gO)(-xk-j+ I) - df- go)(t) + g(f) - (.I- gO)Csk -j 1 I )I = 
l-I(f-gO)(Xk-j+I)-(f-gO)(t)l +alxk-j+l-tl” +llS-gOI// G llf-gOI/. 
Furthermore, for each t E [a. x&j+ 11~ g(t) = 0. This implies 
/If - (go + g)]] < (] f - go]], where g + 0, contradicting the assumption that g,, 
is a unique best approximation off. 
Case lb. We consider the interval la.siJ. We set H, = 
( g  E Sn.k: g],.rj,hl = 0) = span ((x, - t): ,..., (x~ - r): }. where the function 
(si - t  )“, is defined to be zero. if t  > -yi, and to be (si - I )‘I, if t < -yi. As in 
Case la. by symmetry, H, is weak Chebyshev with dim H, =j. Now we 
conclude, similarly to Case la, considering H, instead of G,, that go is not a 
unique best approximation off. which is a contradiction. 
Case 2. There exists an interval [xi, si + i + n ] such that f-- go has exactly 
j + 1 alternating extreme points to < . . . < ti in [-yi. .Y; + j+n ], to = xi (resp. 
t; = S;,j+n ) and f -- g, is not flat from the right at si (resp. not flat from the 
left at .Y~+,~+,,). By Karlin [ 6, p. 5241. for each p, I <p <j, there exists a 
function Br’ESS,., such that Br’-0 on [~..u~+,~,IUl~~+~+~,bl. It is 
well known that each Br’. 1 <p <j, is uniquely determined up to a 
constant. (In the literature the functions Br’, 1 <p <j. are called B-splines.) 
We set K, = ( g E S,.,: g(Ia,xiInt.Vi+,+,,.61 E 0). By Karlin 16. Theorem 4.2. 
p. 529 ], K, = span (By, ,..., B,;“‘} and by Karlin 16, Lemma 4.2. p. 524 ]. K, is 
weak Chebyshev with dim K, = j. Now we conclude. similarly to Case ‘la. 
considering K, instead of G, . that go is not a unique best approximation off: 
which is a contradiction. This shows that (1) implies (2). Now we show that 
(2) implies (1). We assume that (2) holds. 
Case 1. f-go has at least j + 1 alternating extreme points in each 
interval 
la, xj)Y (Xk-j+ ,*bIv j = l...., k 
(Xi. Xi+j+nh j> 1 (ifk>n+ 1). 
JO9 90 I I? 
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Then condition (2) in Theorem 2.1 is satisfied and therefore g, is a strongly 
unique best approximation off, so (1) holds. 
Case 2. The assumption of Case 1 does not hold. 
Then (2b) implies that there exists an interval [a, XJ (resp. (xkmj+, ,6] 
resp. Ixi9 Xi+j+n) rev. (xi9 Xi+j+n 1) such that f-g, has exactly j + 1 alter- 
nating extreme points in the closure of such an interval, one of them in xi 
(rev. x&-j+ L rev. Xi+j+n resp. xi). For all such intervals we consider the 
corresponding knots xk ,,..., xk (resp. x ,,,..., x, ), where by (2c), f - g, is flat 
from the right (resp. flat from the left). By l&ce [ 121 and Schumaker [ 14, 
Theorem 2.11, Condition (2a) implies that g, is a best approximation of J 
Assume that (1) fails, i.e., that there exists a function g E G, g # g,, such 
that Ilf-Al < Ilf-g,ll. F or each i, 1 < i <p (resp. 1 < i < q) let (Vi:)) 
(resp. (Uim’)) be a neighbourhood basis of xki (resp. x,i) and set iV;T’ = 
Uiy’ n (xki, b] (resp. fV:y’ = Ulm’ n [a, x,,)). 
Claim. There exist an integer i, 1 < i ,<p, (resp. 1 < i < q) and an integer 
m such that for each c E IV;:’ (resp. t E IV::‘), 
(f- &AO( g - &N> < 0. 
Proof of the Claim. Assume that 
(3) for each i, 1 < i ,<p, and for each i, 1 < i < q, and each m there 
exist a point siy) E IV::’ and a point szm) E N:“’ such that 
and 
(f - &Jg%g -&J(q)) > 0. 
Let A be the set of extreme points off-g, appearing in (2a) and (2b). 
Furthermore, choose m sufftciently large such that the points from 
B = (~\{X,,,..., xk,, x,,,..., x,$ 
u {s;y ,...) s$ sy ,..., sy 
are pairwise distinct. Then B contains at least n + k + 2 points and there 
exist at least j + 1 points of B in each interval 
[4 xj), txk-j+lv bl, j = l,..., k 
(Xi.Xi+j+n)~ j>O (ifk>n+ 1). 
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Applying the proof of Theorem 3.2 in Straul3 [ 171, we obtain that there does 
not exist a function SE G, g# 0, such that for each t E B, (f-go)(t) 
(g-go)(r) > 0. This, together with (3), implies that there exists a point 
s E A\(Xk, ,..-, xkp, x,! ,*.-1 xr4) such that (f- g&)( g - go)(s) < 0. Then 
II f-g II > IV- &J(s) - (g -g,)(sl - It/-- &J(s)l + KS -&)@)I = 
l\f- g,// + I( g - go)(s)1 > Ilf- g,/(, which is a contradiction. This proves the 
claim. 
By the claim we may assume that 
(4) there exist an integer i, 1 ,< i <p, and an integer m such that for 
each t E N;;‘, (f- gO)(t)( g - go)(t) < 0. (The case NLT’ follows 
analogously.) First, we show that (g - gO)(xk,) = 0. By (4) (f- g,)(x,,) 
(g - g&hi) < 0 and if (f- go)(xk,)( g - &)(xk,) < 0, then, as above+ 
Ilf- g/l > Ilf- &II/v which is a contradiction. Therefore (f- g,,)(xk,) 
(g - gO)(xk,) = 0, which implies (g - g,,)(x,,) = 0. Since (g - gO)(xk,) = 0, 
g .- g, can be written, on Niy’, as (g-g&t) =/?(x, - t)‘~(t) (t E Ni:‘), 
where /? is real, 1 is an integer such that 1 < I< n and p’is a polynomial such 
that p(r) # 0 for each t E Niy’. (Here we assume that m in chosen 
sufficiently large.) Furthermore, there exists a real number a such that 
(5) l(g -&)(~)I = IP(xk,- #P(t)1 > iacxk, - [)‘I@ E Ni;‘). Sincef-&, 
is flat from the right at xki, 
(6) there exists a sequence (rj) in (a, 6) converging to xk,, such that 
tj > xki and I(f- go)(xhi) - (f- g,)(fj)J < CL~X~, - fjl”, for ah j. Using (4-6). 
for sufficiently large j we get 
Ilf- gll 2 IV- gKtj)l = IV- gOMtj) - (g - gONtj)l 
= IV- gO)(fj)l + I(S - gO)(tj)l 
>, IU- kTo)(lj)I + I a(xki - fj)‘I 
> IV- gO)(fj)l f la(Xki - tj)” I 
> I(f- &!)(xki)i = if- gOi/ 3 
which is a contradiction. Therefore (1) holds and this completes the proof of 
the theorem. 
Strauss [ 171 showed that Theorem 2.4( 1) implies Theorem 2.4(2b) and 
moreover that Theorem 2.1(2c), together with the fact that g, is a best 
approximation off, implies Theorem 2.4( 1). 
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III. UNIQUENESS AND STRONG UNIQUENESS OF BEST 
APPROXIMATIONS BY FINITE-DIMENSIONAL SUBSPACES 
In this section we shall investigate the relationship between unique and 
strongly unique best approximations for the case when G is a linite- 
dimensional subspace of C,(T). 
For a locally compact Hausdorff space T, let C,(T) be the space of all 
real-valued continuous functions f on T vanishing at infinity (i.e., 
if E p I f(Ol 2 E is compact for each E > 0), and endowed with the norm I 
]]f I] = sup { If(t)] : t E T}. If T is compact, we often write C(T) instead of 
G(T)* 
First, we recall the following result due to Newman and Shapiro [8] and 
MC Laughlin and Somers [7], which shows that unique and strongly unique 
best approximations in general are not the same. 
3.1 THEOREM. For a finite-dimensional subspace G of C[a, b ] statements 
(1) and (2) are equivalent: 
( 1) G is nof Chebyshev. 
(2) There exists a function in C[a, b) having a unique best approz 
imation which is not a strongly unique best approximation. 
Newman and Shapiro [8] showed that (2) implies (1) and MC Laughlin 
and Somers [ 71 showed that (1) implies (2). The first implication also holds 
for C,(T) (see Newman and Shapiro [8] and Ault ef al. [ 11). Theorem 3.1 
shows that, in general, unique and strongly unique best approximations are 
not the same. In the sequel however, we shall show that, if G is a tinite- 
dimensional subspace of C,(T), where T is a locally compact metric space, 
then S, = {fE C,(T): f has a strongly unique best approximation from G} is 
dense in U, = (fE C,(T): f has a unique best approximation from G}, and 
moreover, if T is the set of all natural numbers, then S, = U,. In order to 
prove this we need the following lemma: (For fE C,(T) we set M(f) = 
(t E T: ] f (t)] = ]I f I]}. If S c T, then we denote by 7 ‘(3) the collection of all 
neighbourhoods of S and, if S = {t), with t E T, then we write ?’ ‘(t) instead 
of r-({ft)*) 
3.2 THEOREM. Let G be a subspace of C,(T), f E C,(T)\G and g, E G. 
We consider the statements 
(1) g, is a unique best approximation of J 
(2) For each g E G, g # 0, there exists a point t E M(f - g,) such that 
each VE Y”(t) contains a point s E V with (f-g,,)(s) g(s) < 0. Then (1) 
implies (2). 
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Proof: Assume that (1) holds, but (2) fails, i.e., there exists a function 
g, E G, g, # 0, with the property that for each t E M(f- go) there exists a 
neighbourhood V, E 7 ‘(t) such that, for all s E V,, (f-g,)(s) g,(s) 2 0. 
Then V:= (J (V,: I E 7’) E 7 ‘(M(f-g,)) and, for each s E V, (.I-- g&s) 
g,(s) > 0. Since f-g,, is in C,(7’), the set K:= (t E T: i(f -go)(t)/ > 
f 11 f - g,l( } is compact. We set C’ := (( f - g, (j - max (\(f - g,)(t)1 : I E K\ V) . 
We may assume that M(f - g,) c c/c K, whence C’ > 0. Furthermore, we 
set C:= min (C’, i 11 f - g,(I}. By scaling g,, we may assume that (/ g, I/ < C. 
Then, for each t E T\K. 
If(t) - (8, + g,)(r)1 < I(f - g,)(t)1 + I g,(t)1 
~~llf-~oll+~~llf-~oll~ 
for each f E K\V, 
If(t) - (go +g,WI G I(f-go)(t)l + I g,(t)1 
~Ilf-~~lI-~‘+/l~,lI~Ilf-~,l/: 
and, for each t E V(cK), sgn(f- go)(t) = sgn g,(t) and ( g,(t)\ < C < 
:Ilf -&II < Iu--&NI~ whence If(t) - (8, + g&l = I(f - &J(~I - 
I g,(t)1 < llf-gall. Th’ IS implies I( f - (g, + g,)ll < l\f - g,(/, which, since 
g, # 0. contradicts (l), and completes the proof. 
It may be of interest to compare Theorem 3.2 with Theorem 3.3, which is 
a consequence of 19, Corollary 3.71, specialized to the space C,(T). 
3.3 THEOREM. If G is a jkite-dimensional subspace of C,(T), 
fE C,( T)\G and g, E G, then statements (1) and (2) are equivalent: 
( 1) g, is a strongly unique best approximation of j 
(2) For each g E G, g # 0, there exists a point t E M(f - go) with 
(f-g,)(t) g(f) < 0. 
In contrast with Theorem 3.3, Theorem 3.2( 1) and (2) are nor equivalent. 
as shown by 
3.4 EXAMPLE. Let G = span ( g,} be a one-dimensional subspace of 
C[O, 11, where g,(f) = t (t E (0, l]), let f be defined by fi0) = 1. f (1) = - 1, 
and f linear elsewhere, and let g, = 0. Then it is easy to verify that 
Lemma 3.2(2) is satisfied, but not (1). 
Using Theorem 3.2, we shall prove 
3.5 THEOREM. Let G be a finite-dimensional subspace of C,(T), where T 
is a locally compact metric space. Then for each function f E C,(T), which 
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has a unique best approximation g, E G, there exists a sequence (f,) in 
C,(7’,l converging to f such that for each m the function f, has g, as a 
strongly unique best approximation. 
ProoJ We first prove the result for C(T), where T is a compact metric 
space. Let g, E G be a unique best approximation of a function fE C(T). 
Since, obviously, zero is a unique (resp. strongly unique) best approximation 
of h E C(i’J if and only if g, is a unique (resp. strongly unique) best approx- 
imation of h + g,, we may assume that g, = 0. Then, from Theorem 3.2 it 
follows that 
for each g E G, g # 0, there exists a point t E M(f) such that 
each V E Y“(t) contains a point s E V with f(s) g(s) < 0. (*) 
Now we define the sequence (J,) c C(T) with the desired property: For each 
m, let U,,, = U (B(t, l/m): t E M+(f)} and I’,,, = U {B(t, l/m): t E M-(f)}, 
where B(t, l/m) denotes the open ball in T with center t and radius I/m. We 
may assume, omitting a finite number of m’s, that u,,, n 7, = 0 and sgn 
f(t) = 1 (resp. sgnf(t) = -l), if t E U, (resp. t E V,). For each m we define 
L(f) = Ilfll9 if tE Urn+,, 
= - Ilf IO if tE Pm+,, 
=f (09 if tE (a,-,\(I,)U (F,-,\V,). 
By Tietze’s extension theorem there exists a sequence &) c 
C(o,,-, U v,,) such that the restristion of <J;,) to (urn-,\V,,,)U o,,,, , U 
(cn,,\G) u_vm+ I coincides with Jim and for each t E JJ,,-, , min (f (t): 
t E Em- ,} <f,(f) < )I f )I and for each t E p,,-, , - II f )I <f,(r) < max { f (r): 
t E V,- , }. Finally, we set, for each m, 
f,W =L:m(o9 if tE O,-,U V+,, 
=.f (07 if tE 7j(V,-,U V,-,). 
Then (f,) c C(T) and f, -J 
Now we show that for each m, f, satisfies Theorem 3.3(2) for g, = 0, 
which implies that zero is a strongly unique best approximation off, . Let m 
and g E G, g # 0, be given. By (*) there exists a point c E M+(f) (or 
t E M-(f)) such that U,,,,, E Y-(t) (resp. I’,,,+ I E 7-(t)) contains a point 
sEU?n,, (resp. s E V,+ ,) with f(s) g(s) < 0. Since sgn f(s) = sgn fm(s), we 
have f,(s) g(s) < 0. Furthermore, s E Mdf,), since U,, , c M, (f,) 
(rev. V, + 1 c M-u,)). This proves the result for C(T), where T is a 
compact metric space. 
SPLINE SUBSPACES APPROXIMATIONS 181 
Finally, if T is locally compact, but not compact, we use the fact that 
C,(T) can be considered as a subspace of C(TU { co } ), where T U ( co ) is 
the one point compactification of T, setting h(co) = 0 for each h E C,(T). 
Now, similarly to the above, we construct a sequence (f,) in C,(T) with the 
desired properties. This completes the proof. 
The following result is an immediate consequence of Theorem 3.5: 
3.6 COROLLARY. If G is a finite-dimensional subspace of C,( T), where T 
is a locally compact metric space, then S, is dense in I/,;. 
In the particular case when T is the set of natural numbers, i.e., 
C,(T) = co 1 we have even the following result, which immediately follows 
from Theorems 3.2 and 3.3, since in this case each f E T is a neighbourhood 
of itself. 
3.7 COROLLARY, If” G is a finite-dimensional subspace of cO. then 
s, = (I,. 
We observe that Corollary 3.7 stands in striking contrast with 
Theorem 3.1. 
In [ 111, Corollaries 3.6 and 3.7 have been announced incorrectly, since 
the assumption dim G < co has been omitted there (see [ 11, Sect. III, 
Theorems 1 and 2)). Next, we show that Theorem 3.5 and Corollary 3.6 are 
no longer true, if we replace C,(T) by any smooth space, in particular by an 
L,-space, where 1 <p < co. If E is a normed linear space, then an element 
f E E, f # 0. is called a smooth point, if there exists exactly one L E E’ such 
that IjL(( = 1 and L(f)= Ilfll. A normed linear space is called smooth, if 
every fE E. f # 0, is a smooth point. 
3.8 THEOREM. Let E be a normed linear space, G a subspace of E, 
f E E\G and go E G such that f - go is a smooth point. Then go cannot be a 
strongly unique best approximation of J 
Proof: By Singer [ 15, p. 181 (see also 1161) g, E G is a best approx- 
imation off E E\G if and only if there exists a functional Lo E Sdf- go) := 
{L E E’ : 11 L I] = 1, Ldf- go) = ((f-g,]]} such that L,(g) = 0 for all g E G. 
Furthermore by Wulbert [ 181 (see also Bartelt and MC Laughlin [ 2]), go E G 
is a strongly unique best approximation offE E\G if and only if there exists 
a constant K > 0 such that for each g E G there exists a functional 
LR E S(f - go) with Re L”(g) < -K 1) g\(. Now, if f - go is a smooth point, 
then S(f -go) contains exactly one element, so Lg = L,, whence 
Re LR( g) = 0 (g E G), a contradiction. 
Theorem 3.8 is essentially due to Wulbert, who has shown ] 18 ] that for a 
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subspace G of a smooth normed linear space E no unique best approx- 
imation of an element f E E\G is a strongly unique best approximation. 
Using Corollary 3.6 and a result of Garkavi [4J, we obtain a complete 
characterization of those finite-dimensional subspaces G of C(T), where T is 
a compact metric space, for which lJc (resp. S,) is dense in all of C(7). If n 
is a positive integer and S is an open set in T, let us denote by N,,(S) the 
number of points in S, if S contains at most n points; otherwise let 
N,(S) = n. 
3.9 THEOREM (Garkavi [4]). If G is an n-dimensional subspace of C(T), 
where T is a compact metric space, then statements (1) and (2) are 
equivalent: 
( 1) U, is dense in C(T). 
(2) On each open subset S of T there vanish at most n -N,,(S) 
linearly independent functions of G. 
The next result is an immediate consequence of Corollary 3.6 and 
Theorem 3.9. 
3.10 COROLLARY. If G is an n-dimensional subspace of C(T), where T is 
a compact metric space, then statements (l)-(3) are equivalent: 
( 1) 17, is dense in C(T). 
(2) S, is dense in C(T). 
(3) The same as Theorem 3.9(2). 
In the particular case when T = [a, b], from Corollary 3.10 we obtain 
3.11 COROLLARY. If G is a finite-dimensional subspace of C[a, b], then 
statements (l)-(3) are equivalent: 
(1) U, is dense in C[a, b]. 
(2) S, is dense in C[a, b]. 
(3) No g E G, g # 0, vanishes on an interval. 
If G = Sn.k, then Corollary 3.1 l(3) is violated and therefore (1) and (2) 
fail. On the other hand, if G is a finite-dimensional subspace of C[a, b], 
spanned by polynomials, then Corollary 3.1 l(3) is satisfied and therefore (1) 
and (2) hold, although in general, G need not be Chebyshev. 
Next, we prove a result on topological properties of the set of elements in 
a normed linear space which have a strongly unique best approximation. We 
recall: a set G in a normed linear space E is called approximatively compact, 
if for every f E E and every sequence (g,) in G with )] f - g, (] + ddf; G) there 
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exists a subsequence of (g,) converging to an element in G. If G is a 
Chebyshev subset of a normed linear space E then the mapping P,: E + G, 
defined by PC(f) = ( g, E G: IIf- g,,(l = d(f, G)} (fE E), is called the metric 
projection onto G. 
3.12 THEOREM. Let G be a subset of a normed linear space E. If G is 
approximatively compact, or if G is Chebyshetl with a continuous metric 
projection, then S, is an F,-set. 
Prooj: For each f E E and each gfE P&f ), let KJ- be the maximum of 
the numbers Cr> 0 such that for each g E G, ]]f- g]I > ]]f- g,]] + 
C,ll g - g/II. Obviously, S, = U, F,,,, where F, = (f E E: K,> l/m}. We 
show that F, is closed for each m. Let (f,) be a sequence in F, converging 
to an element fEE. Then for each gEG, Ilf,-gl/>/llfn-g~,,il+ 
(VWll g - sfJl. w h ere P,(f,J = { g,,}. If G is Chebyshev with a continuous 
metric projectton, then gfn -+gf, where P&f) = (g,}. and if G is approx- 
imatively compact, then, passing to a subsequence, we may assume that 
there exists a gr E P,(f) such that gr, + g/ (see Singer [ 15, Theorem 3.2(d). 
p. 387 ]. Taking limits we get, for each g E G. 
llf- gll 2 Ilf - grll + (llm)ll g - gA. 
which says that fE F,. This completes the proof. 
As can be seen from this proof, this result remains valid if E is an 
arbitrary metric space. 
It is well known that each finite-dimensional subspace of a normed linear 
space is approximatively compact. Thus. from Corollary 3.6 and 
Theorem 3.12 we obtain the following sharpening of Corollary 3.6: 
3.13 COROLLARY. If G is a finite-dimensional subspace of C,(T), where 
T is a locally compact metric space, then S, is a dense F,-set in U,;. 
In general, S, is not an open set in CJ,, as shown by 
3.14 EXAMPLE. Let G = span ( g,} be the one-dimensional subspace of 
C]O, I]. spanned by g,(t) = t (t E [0, 11) and let f E C]O, l] be defined by 
f(0) = 1, f (l/2) = -1, f (1) = 1 and f linear elsewhere. Then, by 
Theorem 3.3, zero is a strongly unique best approximation off. Furthermore, 
it is easy to verify that for each E > 0 there exists a function f, E C[O, I] with 
the properties: 
(1) ilf-f,ll < 6 
(2) Ilf,ll = 1 - (E/2), 
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(3) f,(O) = 1 - (E/2), L(l/2) = - (1 - (E/2)), 
(4) f,(x) = 1 - (E/2) - x2 on some small neighbourhood of zero, 
(5) If,(x)] < 1 - (c/2) for each xE [0, l]\{O, l/2). 
Then it is easy to verify that zero is a unique best approximation off,, but, 
by Theorem 3.3, not a strongly unique best approximation off,. 
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