Based on mental model theory, we expect individuals to construct a mental representation of the system they interact with which tends to be a strong reduction of reality and is tailored to the specific situation and task at hand. Such reductions may be particularly significant in complex decision situations involved in local spatial choice behavior. In this article, we develop a method to model and measure mental representations of decision problems involving individual spatio-temporal choice behavior in different situations. The so-called CNET method consists of an interview protocol to elicit the structures at the individual level as a causal network. We test the proposed method in a case study involving 180 respondents and an experimental shopping-trip planning task. The results indicate that the method is an adequate way of eliciting mental representations. We show how the networks revealed can be used to model and simulate reasoning and decision-making processes.
Introduction
To implement daily activities, such as shopping, social and recreational activities, individuals need to make decisions regarding choice facets of daily activity-travel patterns such as the sequence, locations, and timing of activities and the transport modes and routes used for the trips involved (Saisa & Gärling, 1987) . Not always will such decisions require an active mental process of evaluating possible courses of actions. As the activities recur on a regular basis, the preferences for choice alternatives in many situations may be well known to the individual based on earlier experiences. However, given the variable nature of spatial environments (e.g., traffic, weather), task requirements (e.g., needs of the individual or household), and situational settings (e.g., available time, company of other persons), occasionally, situations will arise where previous experience will not provide a readymade solution. In those cases, decisions need to be based on an active mental process of problem exploration and evaluation of solutions (Hayes-Roth & Hayes-Roth, 1979) . In the area of activity-travel choice, on which we focus here, such decision problems tend to be complex as the choices involved often interact and the space-time environment allow many solutions with outcomes that may be hard to predict (Timmermans, Arentze, & Joh, 2002) .
Logically, to be able to find solutions, individuals need a mental representation (MR) of the decision problem that explicates the variables judged for evaluating choice alternatives and a model of the system to assess likely consequences of actions in terms of these variables. The questions of how MRs of complex decision problems are constructed and what their influence is on choice behavior have received relatively little attention in behavioral decision making (Loewenstein, 2001 ). Instead, most existing studies on behavioral decision making focus on the process by which individuals arrive at decisions and the identification of heuristics driving these processes.
The study of MRs has received more attention in the areas of human deductive reasoning (Johnson-Laird, 1983; Johnson-Laird & Byrne, 1991) and human-system interaction (Hegarty & Just, 1993) . Mental model theory, which emerged from this work, states that individuals, when faced with some task, construct a mental model that allows them to mentally simulate the system they interact with and assess the likely consequences of actions before implementing them. In the area of spatial behavior, research into MRs has been focused on how individuals represent their spatial environment in mental maps and how they acquire spatial knowledge (e.g., Gärling & Evans, 1991; Golledge, 2003; Kuipers, Tecuci, & Stankiewicz, 2003; Tversky, 2003) .
The possible influence of MR on behavior emerges through the fact that such representations tend to be biased and simplifications of reality always. Especially, studies of spatial knowledge have revealed particular biases and simplifications of mental maps that can explain certain characteristics of behavior in areas such as way-finding, route choice, and location choice (Gärling, Böök, & Selart, 1997) . Mental model theory in the area of deductive reasoning further emphasizes the role of working-memory constraints, which impose limitations on the ability of participants to take into account all relevant decision variables. To use a mental model in an active mode, it should be held in working memory. The limited capacity of working memory severely restricts the amount of information that can be represented and, therefore, only the aspects of the system perceived most relevant for the task and situation are taken into account. This implies that a mental model necessarily is tailored to a task and situation, highlighting those aspects of a decision problem that are most relevant for the specific task and situation. By referring to specific ways by which individuals reduce representations, mental model theory is able to explain typical deviations from formal logic that people display in deductive reasoning tasks or typical errors in coping with complex systems such as computer programs and technical devices.
The premise of the present study is that MR potentially plays an important role in behavior in complex choice situations in the area of planning of activities in space and time. The purpose of the present study is to develop a methodology for modeling and measuring MRs underlying decision making. Existing cognitive mapping methods such as those proposed and studied in Kearney and Kaplan (1997) , Eden and Ackermann (1998) , and Christensen and Olsen (2002) are relevant but cannot be readily used for our purpose. Mental models are cognitive structures that participants construct specifically for a given task and situation and use to mentally simulate a system, whereas the MRs revealed by current cognitive mapping techniques are passive structures. With passive, we mean that the maps cannot readily be used to actively make inferences and evaluate possible courses of actions. The passive character is in line with the research questions the maps intend to address, but in variance with research into the type of MRs participants construct (temporarily) for making decisions in complex choice situations.
The formalism we propose to model such MRs is the Decision Network (DN), which is an extension of the Bayesian Belief Network (Bayesian Network or BN). A BN is a causal network that includes a mechanism for making inferences (Pearl, 1988) . The Decision Network (DN) is an extension of the BN to represent the decision variables and preferences of a decision maker in the same network structure (Schachter, 1986) . A DN includes all knowledge needed to assess and evaluate consequences of actions and in that sense is a sufficient model. To reveal the (DN models of) MRs participants construct when faced with some choice problem, we develop a semistructured interview method, which we call CNET (the acronym of Causal Network Elicitation Technique). We test and illustrate the interview method in an experiment involving 180 respondents and a shopping-trip planning task. As a critical test of reliability and sensitivity of the measurement method, we analyze the effects of interviewer and task settings on the MRs revealed and provide evidence of the sensitivity and reliability of the measurement method.
The remainder of the article is structured as follows. First, in the next section, we introduce the proposed theoretical model of MRs. Then, in the section on Measuring MRs, we describe the proposed CNET interview method anchored on this model. Next, we discuss the results of the case study and show how MRs revealed can be used for inference and evaluation. We conclude the article with a summary of major conclusions and a discussion of avenues for future research.
MRs of Decision Problems
The MR we focus on is a type of cognitive map. A cognitive map is generally defined as a graph representation of the concepts a person uses, where links represent causal, spatial, conceptual, or temporal relationships between concepts (Kearney & Kaplan, 1997) . We emphasize that MRs differ from the kind of cognitive maps persons use for navigation in a spatial environment (e.g., way-finding, route choice). Rather than concrete objects in space, the nodes in an MR as we study them represent a person's notions of available action alternatives, causes and effects, and utilities of action outcomes. The internal representation should allow the person to infer likely consequences of actions and determine desirability of the actions. Hence, the relationships are typically causal relationships rather than spatial relationships.
The model of MRs proposed in this section draws on two areas of research, namely, (1) mental model theory of human cognition (Bara, Bucciarelli, & Lombardo, 2001; Barrouillet & Lecas, 1998; Gentner, 2002; Johnson-Laird, 1983 Johnson-Laird & Byrne, 1991; Goldvarg & Johnson-Laird, 2001 ) and (2) formalisms of causal networks and causal reasoning and, in particular, the Bayesian Belief and DN (Heckerman, Mandani, & Wellman, 1995; Neapolitan, 1990; Pearl, 1988; Schachter, 1986; Spiegelhalter, Philip, Lauritzen, & Cowell, 1993; Russel & Norvig, 1995) . Based on mental model theory, we first identify the role MRs play in decision making. We then show how MRs can be modeled using the DN as a framework and be used to evaluate actions.
Components of MRs
When faced with a task, such as determining an activity plan for a day or a trip, individuals construct an MR of the system they are interacting with and their preferences regarding outcomes. Figure 1 schematically represents the components of an MR and their counterparts in the external system. The situation refers to states of the system that are outside the control of the person but do have an influence on outcomes of actions. Decision alternatives represent possible states of the system the person can choose, that is, that follow from his or her action alternatives. The causal network is the active component of the MR on the basis of which the person is able to assess likely outcomes of actions in the given situation. Individual needs represent basic values of the person such as goal attainment, safety, social acceptance, effort, and so on, that are relatively stable across situations. Utility weights are values the person assigns to possible states of the system given activated needs in the situation.
As an example, consider a person who is faced with the problem of planning a trip for some business purpose. Assume that the location of the business activity is known at the moment of planning and that this location is some place outside the center area of a big city. The location of the hotel, the length of stay, and the transport mode of the trip are to be decided. The person cannot immediately establish the ultimate utilities of choices as outcomes depend on conditions that are hard to predict (i.e., the weather) or are influenced by other decisions (e.g., travel costs, hotel costs). The required budget for expenses, entertaining one's self, and complying with the interests of the spouse (who stays at home) are activated needs of the individual determining how he or she frames and evaluates outcomes. The causal network represents the individual's knowledge about transport systems, hotels, cities, climates, the own household, the work environment, and so on, needed to assess the likelihood of outcomes on relevant variables. The problem is complex because the choices are interdependent (e.g., the preferred length of stay depends on the hotel location and transport mode) and outcomes are dependent on uncertain elements of the situation (e.g., the weather, availability of hotels, etc.).
A crucial element of our conceptualization is that an MR is tailored to the task and situational setting at hand. Task and situational variables generally determine which variables of a system are given and which are available for choice, which needs are activated, and what the consequences of certain actions are. As a consequence, different situations-tasks tend to trigger different selections of variables and links. In the city-trip example, for instance, the activated needs and causal knowledge will depend strongly on such situational settings as the length of the trip and whether or not other persons are joining (e.g., the spouse of the person). To use an MR in an active mode, it should be held in working memory. This means that the amount of information that can be represented is limited by the capacity of working memory. The combination of situation-dependent relevance, on one hand, and capacity constraints, on the other, means that a change in situational setting may cause a drastic change of the MR which the individual would experience as a cognitive switch, that is, a sudden change in the view on the problem. For instance, in the city-trip example, if the spouse would be joining instead of staying at home, the MR of the person may switch to view the problem in terms of a completely different set of variables. 
The Structure of MRs
According to the above theory, an MR comprises decision alternatives, causal knowledge, and value judgments and this suggests that it can be modeled effectively as a DN. The core part of a DN is the BN. A BN consists of two components: (1) a directed acyclic graph (DAG) in which nodes represent stochastic variables and directed arcs represent dependencies between the variables and (2) a conditional probability distribution for each node specifying the dependency relationships captured with the DAG (Pearl, 1988) . A DN is an extension of a BN with one or more nodes representing the options of a decision maker and one or more nodes representing the utilities he or she associates to outcomes (Schachter, 1986) . Existing algorithms for probability propagation across the network provide a mechanism for probabilistic reasoning and deriving expected utilities of decision options in these networks. This means that beliefs about likelihood of outcomes and expected utilities of decision options can be determined for any given configuration of evidence (i.e., data) about the variables (including no evidence at all).
We model MRs as a particular specification of a DN. Formally, we define an MR triggered by a task-situation i as MR i = DN i , where DN i is a decision network. In turn, a DN i is defined as DN i = (G i , P i , U i ), where G i is a DAG, and P i and U i are complementary probability and utility parameters. The DAG is defined as 
Having defined the structure formally, we will now turn to the question how the causal network and parameter sets are specified in case of an MR.
First, to describe the causal network, G i , in more detail we make a distinction among situational, decision, and outcome variables. Decision variables represent those elements of the system that are free to choose by the person (the decision maker). Outcome variables represent consequences of decisions on relevant dimensions. Situational variables differ from outcome variables in that they are not directly or indirectly influenced by decisions. Within the category of outcome variables, we make a further distinction between attribute and benefit variables (Gutman, 1982) . Attribute variables relate to states of the system that are directly observable, whereas benefit variables describe outcomes on a more abstract level standing closer to need dimensions of the participant. We emphasize that, although useful, a dichotomous distinction between attribute and benefit variables is not always realistic. In reality, outcome variables may take in any position on a more continuous scale of level of abstraction from observable states.
As an illustration, Figure 2 shows (a DN model of) a hypothetical MR related to the earlier city-trip example.
1 The bar diagram at each node represents the current beliefs in terms of a probability distribution across the possible states of the variable in a particular decision scenario, as will be explained later. The nodes are arranged in layers. The first layer represents the decision variables and a situational variable, the second layer includes the attribute variables, and the third layer consists of benefit variables. The bottom layer represents utility nodes associated with benefit variables.
The network represents the following concepts. The imaginary individual considers a hotel near the work location and a hotel closer to the city center as alternative options for a place to stay. The business activity takes five weekdays and staying the weekend over for sightseeing is an option the individual considers. Expected costs of a hotel depend on the location and length of stay. The train and plane are the candidate transport modes for the trip to the city. Including a weekend in the trip reduces the price of a ticket for a flight. Only in case of the reduced flight tariff, the plane becomes competitive with the train in terms of travel costs. If the train is chosen, the 850 Environment and Behavior
Figure 2 Example of a Mental Representation of a Decision Problem
total time the person is away from home increases by 2 days because of the long travel time. The hotel location and length of stay determine the extent to which opportunities exist to go out and, in so doing, to entertain oneself outside working hours. A location near the center and a longer stay increase these opportunities. However, if the weather is bad, going out is not considered to be pleasant. Finally, the interests of the spouse are a concern. Staying long from home and spending much money on the trip are both not appreciated by the spouse.
As the example illustrates, the classification of variables has implications for the types of links that are logically possible. Decision and situational variables cannot have incoming links, because the states of these variables are available for choice (decision variables) or existing in the given situation (situational variables). Links cannot run from benefit to attribute variables either, because, in the way we have defined them, benefits are consequences of actions derived from attributes. Causal relationships may exist between attribute variables and between benefit variables mutually and also between situational variables mutually. In summary, we can define the set of permissible links in an MR as
}, where D, S, A and B denote decision, situation, attribute, and benefit variables. Figure 3 schematically shows the implications of this for the arrangement of nodes and direction of causal relationships in MRs. Note that because an MR is specifically constructed for a situation, situational variables are included in an MR only insofar as their states are uncertain and the person wishes to consider possible scenarios in terms of these variables before making decisions.
Parameter P i represents the detailed knowledge needed to use the network for reasoning. In the most general case, the parameters define for each variable X ∈ V conditional probabilities of the form P(X⏐pa[X]), where pa(X) is the set of parents of X. For decision variables these parameters are redundant, because the states of these variables are free to choose. If a variable does not have parents, which is usually the case for situational variables, the parent set is empty and the parameters reduce to unconditional probabilities of the form P(X). For variables where inferences do not involve any uncertainty, conditional probability distributions collapse into a single outcome for each state configuration of parent variables. In general, the probability parameters allow the participant to assess outcomes on attribute and benefit variables for each state configuration of decision and situational variables assumed in a mental simulation. Beliefs regarding outcomes are uncertain if the states of situation variables or the involved inferences are uncertain. As an example, Table 1 shows probability parameters for the node "Time from home" in the example network of Figure 2 . The table represents for each possible state configuration of Length of stay and Transport mode, which are the parent nodes, the probability distribution across the possible states of this child variable. In this example, all probabilities have a value of zero or one assuming that there are no uncertainties involved in establishing the states of the child variable when the states of the parent variables are known. A table  such as Table 1 is called a Conditional Probability Table (CPT). Utility parameters U i define how a participant evaluates particular state configurations of the system. We assume that the perceived utility of any system state is a simple additive function of utilities assigned to outcomes on benefit variables. Given this assumption, the parameters have the form U i = {U ijk }, where U ijk is the part-worth utility of outcome k on benefit variable j in MR i . In a DN, utility variables are incorporated as separate nodes in the network. Accordingly, an MR includes a utility variable for each benefit variable and a link between them representing the dependency relationship between benefit and utility, as is schematically shown in Figure 3 for the general case and in Figure 2 for the example. The parameters are then arranged in a table attached to each utility node. Table 2 shows this so-called Conditional Utility Table ( CUT) for each benefit variable in the example. Utility variables are measured on an interval scale. The relative importance of a benefit variable is captured by the size of the range of utility values across outcomes of a benefit variable. The larger this range the more important the benefit variable is and vice versa. In the example (Table 2) , the range sizes are 50, 100, and 150 units for the budget, entertainment, and spouse benefit variables, respectively. This indicates that outcomes related to spouse are perceived as the most important, entertainment as second-most important, and budget as least important in decision making in this case.
Simulation and Evaluation of Decision Alternatives
The P i and U i parameters provide the knowledge needed to evaluate possible courses of actions, where "action" refers to a particular state configuration of decision variables. To the extent that situational conditions or inferences are uncertain, the outcomes of actions on benefit variables are uncertain. Probabilities propagate across the links of the network and are accumulated at the benefit nodes, which constitute the end points of reasoning chains. The expected utility at a benefit variable is the weighted sum of utilities across outcomes, using the probabilities as weights. The overall expected utility for a scenario equals the sum of expected utilities across the benefit variables.
In Figure 2 , the bar diagrams show the person's beliefs regarding the attribute, benefit, and situation variables under a scenario where Hotel location is Near center, Length of stay is Monday till Sunday and Transport mode is Plane. The beliefs are the result of an assumed probability of 75% that the weather will be good and conditional probabilities assumed for the other nodes (not shown). In this example, beliefs related to Budget and Spouse can be established with certainty; the believed outcomes are Euro 800 (Budget) and Doubt (Spouse). The outcome of Entertainment is uncertain; it may either be Low or High with probabilities of 25% and 75%. All inference rules represented in CPTs are deterministic in this example. This explains the absence of uncertainty in case of Budget and Spouse. The uncertainty related to Entertainment is a consequence of propagation of the uncertainty regarding Weather across reasoning chains. The expected utility in this scenario equals 25 units, which is the sum of expected utilities across Budget (U = 0), Entertainment (U = .25 × −50 + .75 × 50), and Spouse (U = 0).
In face of uncertainty, individuals may use different decision rules depending on their attitude toward risk. Examples of decision rules include "choose the action that maximizes the utility of the worst outcome" (risk aversive), "maximizes the utility of the best outcome" (risk-taking), and "maximizes the expected value across outcomes" (risk neutral). Table 3 shows for the example network the evaluation result of each action scenario under different assumptions regarding the weather. As it appears, the scenario Near work-Monday till Friday-Plane has the highest utility under bad weather and, therefore, would be the best choice in case of a risk aversive attitude. The scenario Near center-Monday till Sunday-Plane has the 854 Environment and Behavior highest expected value as well as the highest maximum value across possible weather conditions and, hence, would be the best choice under every other risk attitude. The decision rule used is not part of the MR, as we propose it, and therefore the choice of a decision rule is outside the scope of the present study. Here, it is important to establish that the formalism proposed is rich enough to support any decision style conceivable.
Measuring MRs
It follows from the foregoing that the measurement of an MR involves the causal network G i , probability parameters P i , and utility parameters U i . In this section, we detail the proposed method (CNET) to acquire this information in a face-to-face interview from a participant who is presented with some decision problem. The method tries to find a right balance between two conflicting objectives, namely, avoiding interference with the thoughts of the person interviewed and reducing influence of the interviewer to a minimum. A tension between these two objectives exists for surveying methods in general but is particularly important here. Our theory states that an MR is a reduced representation of a decision problem. Therefore, in light of the first objective, care should be taken not to suggest elements that originally did not exist in the mind of the participant. On the other hand, a completely open format is not adequate either. In the interest of the second objective, care should be taken that interviewers pose the same questions under same circumstances and encode responses in the same way. Given these considerations, we propose a semistructured interview procedure. The purpose of the procedure is to reconstruct the MR of a respondent who is presented with some decision problem. Through openended questions the interviewer probes the variables the respondent considers relevant for making the decisions. The interviewer uses a predefined list of attribute, benefit, and situational variables specifically developed for the problem, to identify variables mentioned by the respondent. The list of variables does not have to be exhaustive. If a variable does not match with any of the items in the list, the interviewer adds it to the list. Decision variables are treated in a different way. Assuming that these variables are defined in the task description, they are not asked but presented to the respondent. However, the priority order of the decision variables is considered part of subjective representation and, hence, part of the information the interview should reveal.
Given these settings, the proposed interview protocol can be written as follows:
Step 1: Determine the order of decisions. The decision variables given by the task are written down on cards, which are placed in a random arrangement on the table. The interviewer asks the participant to place the cards in the sequence in which he or she would prefer to make the decisions. The order of decisions plays a role in the elicitation of the causal network in the next step.
Step 2: Determine the causal network. The interviewer considers the decision variables in the order indicated by the participant and repeats the following procedure for each decision variable. The interviewer explains the choice alternatives involved and asks "What are your considerations when faced with these alternatives?" The interviewer tries to identify from the list of predefined variables the one that corresponds to the answer given. If none of the variables matches, a new variable is defined and added to the list. In any case, the interviewer asks the participant whether the variable is correct and determines whether it is causally linked to the decision variable or not. If it is a situational variable it is not, and if it is an attribute or benefit variable it is. In case of doubts, it is checked with the respondent.
If the variable identified is an attribute, the interviewer proceeds by asking "Why is this consideration important for the decision?" The answer to this question should lead to the identification of a benefit variable and, in that case, no further why questions are needed. If the variable identified is a benefit variable, the interviewer proceeds by asking "How is this variable influenced?" This question may lead to identifying other situational or attribute variables. Depending on the nature of the variables, the interviewer establishes the relevant causal links and verifies with the respondent in case there is doubt.
When the first consideration is processed in this way, the interviewer prompts for other considerations by repeating the above questions until no further considerations are mentioned. Then the first decision variable has been processed and the interviewer repeats the entire procedure for the next decision variable and so on until all decision variables have been processed. Note that the same consideration (attribute or benefit) may play a role in the context of different decisions. If a variable mentioned already occurs in the network, the interviewer does not add a variable, but rather establishes a link with a variable entered earlier.
Step 3: Determine the probability parameters. At this point, the structure of the network is known and the purpose of this step is to specify the CPT for each (chance) node. From top to bottom layer, the interviewer goes through the situational, attribute, and benefit variables in the network one by one. For each variable, the interviewer presents the CPT which lists the possible state configurations of the parent variables and asks the respondent to indicate his or her assessment of the probabilities of outcomes on the target variable under each condition. If the respondent is unable to answer the question, because a parent variable is missing or an incoming link appears not to be interpretable in a causal way, the interviewer returns to Step 2 to revise the network. The CPT procedure is skipped for variables that can be determined objectively, such as for example "available time for shopping" in the case study described below.
Step 4: Determine the utility parameters. Utilities are revealed by means of a conjoint measurement task. In this task, the participant indicates his or her preference for each of a number of profiles presented. A profile describes a specific combination of states of the benefit variables included in the network. By asking to judge complete profiles, the respondent is forced to take the relative importance he or she attaches to each benefit variable into account. It is not necessary to have the participant evaluate all profiles that can be formed as combinations of states of the benefit variables. The smallest fraction of a full factorial design that still allows one to estimate the part-worth utilities statistically in a postprocessing step is determined (by a dedicated computer program) and used. The interviewer presents the profiles to the respondent one by one and asks him or her to indicate his or her preference on a 0 to 100 scale. Literally, the participant is asked to indicate on this scale how likely it is that he or she would implement a plan under the conditions stated.
In eliciting and recording the responses the interviewer is instructed not to interfere with perceptions and knowledge of the respondent, even if cognitions revealed do not seem to be externally consistent (e.g., violate temporal constraints). However, because the result necessarily is a complete specification of a BN model, the protocol does make sure that the MR is unambiguous, complete, and internally consistent.
A Case Study
To test the above method, an experiment was conducted involving a group of 180 respondents and a hypothetical decision problem. Three interviewers were instructed to use CNET and trained in a pilot preceding the experiment. In this section we describe the experimental task, the sample of persons, experiences with CNET, and results of a statistical analysis. The analysis focuses on the separate impacts of interviewer and experimental variables on network characteristics, as a critical test of sensitivity and reliability of the method. Finally, we discuss a typical example of an MR of a respondent.
The Experimental Task
Respondents were requested to imagine that they had moved for an internship to a new city. This context was articulated to emphasize the new situation and that decisions could not be based on existing routines. Respondents were requested to plan one or two (depending on the scenario) shopping activities on a Friday. Situational factors were varied to investigate their impact on MRs. A total of 6 scenarios, varying in terms of time pressure and activity agenda, were investigated:
1. Grocery shopping on a Friday without extended opening hours 2. Grocery shopping on a Friday with extended opening hours 3. Clothing shopping on a Friday without extended opening hours 4. Clothing shopping on a Friday with extended opening hours 5. Grocery and clothing shopping on a Friday without extended opening hours 6. Grocery and clothing shopping on a Friday with extended opening hours Regarding the clothing shopping, they were informed that they need a pair of trousers for a presentation that is scheduled for the next day. This implies that some urgency is placed on the shopping event. The grocery shopping event is phrased in terms of refilling the stock for half a week. Merchandise was classified according to daily groceries (bread, fruit, vegetables, meat, cheese, milk, soft drinks, and cookies) and other (cleaning) to allow participants to assess the required capacity of the transport mode.
Three types of shopping environments were distinguished: city center, regional center, and a neighborhood center. These three types comply with the typical functional hierarchy of planned shopping centers in the Netherlands. Trying to avoid a too specific set of representative attributes, some idea of the type of shopping center was presented in terms of present retail formulas. The location of the centers was shown on a map (Figure 4 ). Locations were chosen such that they represent realistic distances from home as well from work. The city center is located between work and home. The regional shopping center is located in the same direction, but a little to the north of the city center. Thus, from his or her work location, an individual has the option of choosing the city center or the regional shopping center. Neighborhood centers are located close to home. Distances were given in terms of travel time for each mode of transport between the destinations and are indicated on a map.
Participants were requested to determine a schedule of the activities and travel involved. The schedule required decisions of (a) location for grocery shopping, if any, (b) location for clothing shopping, if any, (c) timing of grocery shopping (before work, during work or lunch break, after work, or a combination of these), if any, (d) timing of clothing shopping, if any (as in c), (e) sequence of activities when situated at the same moment, and (f) the transport mode for each resulting trip. They were told that their workday runs from 8:30 a.m. to 5:15 p.m., with a flexibility of 15 min. There is a lunch break of 45 min from noon to 12:45 p.m.
The Sample
The sample consisted of a group of students, older than 18 years of age and in possession of a driver's license from two university towns in the Netherlands. It goes without saying that this is clearly a convenience sample. Students were chosen for a variety of reasons. First, it constitutes a relatively homogeneous group of respondents with common background variables. This was felt important to rule out the possibility that any differences in MRs can be accounted for by different background variables of the sample. Second, it was felt that students might be able to better articulate any problems they faced with the CNET protocol. Third, the formulated decision problem was felt very adequate and recognizable for the student population.
A total of 180 students participated in the survey and all completed the task. They came from 28 different disciplinary backgrounds. Of the sample, 51.7% were male, whereas the remaining 48.3% were female. The first interviews were conducted by the principal interviewer. Once the protocol was finalized, two additional interviewers were trained. Table 4 represents the attribute and benefit variables that were predefined or added during the experiment. For each variable, the possible states were predefined as well. Attribute variables typically had three levels (i.e., states) depending on the phenomenon the variable refers to. In case of benefit variables, participants could indicate their assessment of the expected size of each benefit on a 100-point scale. In the preference task (Step 4), a low and high value, defined as 30% and 70% on this scale, were considered as possible levels for each benefit variable. Because only two states were distinguished, each participant could complete a full design in each case. The disadvantage, however, is that possible nonlinear utility effects of benefit variables are not revealed.
Classification of Variables
In case of some attribute variables, such as time available for shopping, conditional probabilities can be established by using simple logic. In such cases, the interviewer was instructed to probe the underlying rules rather than asking the participant to specify a CPT. Variables that could be processed in this more efficient manner were preclassified as such. This approach drastically reduced the time required to complete the task in Step 3. Still, the majority of attribute variables and all benefit variables required the more extensive CPT-assessment procedure.
Experiences With the CNET Protocol
A single interview took on average approximately 55 min (one shopping activity) or 110 min (two shopping activities). Both participants and interviewers were asked for their experiences with the implementation of the protocol. Based on these qualitative assessments, the following experiences can be reported.
Participants felt that the case was clearly defined and that they can relate to the hypothetical situation. They felt the questions posed during Step 2 of the interview were meaningful and easy to answer. The question of determining the sequence of decisions (Step 1) caused some minor problems. Expressing the order of the most important decisions was not considered to be a problem, but the uncertainty of the order increased for subsequent less important decisions. Completing the CPT requires attention (Step 3). In general, respondent burden was no problem for smaller tables, that is, nodes having no more than 2 or 3 parent nodes, but respondent demand increases with an increased size and complexity of the table. Provided the number of parent nodes is not too large, the task was not perceived as difficult: respondents found the questions natural and could provide the information easily. Experiences with the preference task (Step 4), used to estimate the relative importance of the benefit variables, were consistent with typical applications of conjoint analysis. The task can be conducted, but respondent burden increases with an increasing number of profiles.
From the side of the interviewers, there were no major problems. The mental effort involved in an interview session could be afforded without difficulties such as a loss of focus. In a few instances, the definition of benefit variables gave room for difference in interpretation between interviewers. Specifically, there appeared to be a slight confusion in the use of the terms "comfort of a trip" and "ease of a trip." We expect that such problems can be circumvented by clarifying definitions and consultations between interviewers.
In summary, eliciting complex DNs constitutes a relatively complex problem. However, the results seem to indicate that if the problem is broken down into subproblems as done in our CNET protocol, the complexity 862 Environment and Behavior is reduced to the kind of complexity that one typically observes in processes of knowledge elicitation. Table 5 represents the results of an ANOVA conducted to measure the impact of interviewer relative to the impact of scenario on the size and complexity of the networks. The number of variables and number of links are taken as indicators of size and complexity in this analysis. Statistics related to number of variables is represented per category as well as in total. As it appears, the influence of scenario on these indicators is highly significant on all characteristics considered. The variance related to scenario is biggest for the decision nodes. This is no surprise because scenarios 5 and 6, on one hand, and scenarios 1 to 4, on the other, differ logically in terms of the number of decisions involved. The influence of interviewer is significant when it comes to the number of benefit variables only. This may indicate that some differences in interpretation of variables on this level have played a role. A closer look indicates that one of the interviewers deviated from the other two interviewers regarding the interpretation of some of the benefit variables. Specifically, multiple interpretations of the distinction between the benefits "comfort" and "ease" of trips appeared to play a role. This suggests that the source of the variation could be solved through consultation between interviewers paying more attention to definitions of abstract concepts that are susceptible to multiinterpretability. Overall, the variance originating from the interviewer is very small compared to the scenario. The influence of scenario measured by the F-statistic is more than 5 times as big for both the total number of nodes and total number of links (37.2 vs. 7.4 and 35.6 vs. 5.6 ). Figure 5 represents the network revealed from an arbitrary respondent, as an example. Benefit variables are recognizable as nodes that have a direct link with a utility node. They constitute the lowest layer of nodes. The links between decision nodes indicate the sequence in which the decisions are to be made. All other links of the network represent causal relationships. The case shown relates to a scenario of clothing shopping with extended opening hours.
Interinterviewer Reliability

An Example Case
To illustrate the active character of MRs, the same figure shows the result of a simulation as part of a decision process. For illustration purpose, 
Figure 5 Example of a Mental Representation for Clothing Shopping With
Extended Store Opening Hours all variables in the network were reduced to binary variables representing the most critical choice alternatives and outcomes for the participant. The parameters of chance nodes (i.e., CPTs) were adapted accordingly. As for utility parameters, all benefits were weighted equally assuming 10 utility points for the "true" level and 0 points for the "false" level. The figure shows the state of the network at the moment in the decision process, where the first three decisions have been made and the last decision (Location shopping) is yet to be made. The bar diagrams represent the probability distribution across states of each variable. The numbers attached to decision nodes represent expected utilities, that is the utility (derived from benefits) of the state that results when that decision option is chosen and the best choice is made for each successive decision. The structure of the network can be interpreted as follows. The first decision concerns the transport mode of the trip to work (car, bike, or public transport). Convenience of trip and Travel time to work are relevant considerations in this decision. The second decision relates to the choice whether or not to combine shopping with work. Here, Simplicity of route, that is, the extent to which the shopping location is located on the route from work to home, is the only consideration. The next decision concerns the moment of shopping relative to work (before work, in lunch time, or after work). Available time to shop, Simplicity of route and Leisure time during work have an influence on this decision. Finally, the last decision involves the choice of shopping location (neighborhood, regional, or major shopping center). Simplicity of route and Familiarity with stores are influential in this decision. In sum, the participant in this case makes transport-mode, timing, and trip-chaining decisions before a location decision and perceives travel time, activity timing, and routing consequences of choice alternatives as most important.
The next layer of nodes provides information about why these attributes are considered important. Travel time to work is taken into account because, in combination with Moment of shopping, it determines how much time is available for shopping. The latter variable is important given its impacts on Reduces time pressure and Successful shopping. The remaining attribute variables have one-to-one relationships with benefits: Simplicity of the route is considered because of its impact on the amount of time that can be saved; Leisure time during work is related to Personal care. Familiarity with stores is important for Successful shopping. In sum, this participant primarily bases his or her choices on considerations of convenience, time efficiency, and result of the shopping activity. Note that Simplicity of route is the most central attribute variable in this network, as it plays a role in transportmode, trip-chaining, and activity-timing choices.
The simulation results of the particular scenario indicate the following. Going by car to work and conducting the shopping activity directly after work in the major shopping center is the pattern having the highest expected utility of 50 units. Because the location choice is still open at this moment, the utility of the alternative choice-the regional center-is also shown and equals 35 units. The uncertainty that arises because a location decision has not yet been made is visible in probabilities of outcomes. For Simplicity of route, for example, Simple and Complex are equally probable outcomes in this stage. If Regional is chosen the outcome is Complex and if City is chosen the outcome is Simple. As a consequence of this uncertainty, outcomes on benefit level are uncertain for Time saving as well as Successful shopping. If City is chosen then all benefit variables take on the "true" state. Thus, in this case the best set of choices leads to the best outcome on each benefit variable. Note that under different scenarios, the MR is expected to be different in terms of the sequence of decisions and the choice of variables at situational, attribute, and benefit levels.
Conclusions and Discussion
Individuals' MRs of decision problems tend to be strong reductions of reality because of the need to reduce working-memory load (JohnsonLaird, 1983) . As a consequence, the way a person conceptualizes a problem and evaluates choice alternatives is likely to be dependent on the specific situation that triggered the problem especially in complex decision areas such as activity-travel choice. In this study, we proposed a methodology to formalize and measure such MRs.
We argued that MRs of decision problems include decision variables, a causal network, and utility judgments. The causal network links decision and situational variables to outcome variables (on attribute and benefit level) and utilities represent the person's preferences for outcomes. We showed how these structures can be modeled as a DN and used in an active mode to make inferences, evaluate decision alternatives, and, when combined with a decision rule, to make decisions.
The method proposed to measure such representations, called CNET, was tested in an experiment involving 180 respondents. Respondents did not have major problems with understanding the task and providing the data. Interviewers also, after detailed instruction, knew how to conduct the interview and how to address the questions that arose. We found an influence of interviewer on some characteristics of the networks. However, the impact was only very small compared to the experimental variables and no interactions between interviewer and experimental variables were found, suggesting that the measurement method is sufficiently sensitive and reliable.
Systematic debriefing of respondents did not reveal any major problems. Generally, participants found the questions and logic behind the questions natural and easy to understand. The CPTs and conjoint experiment used to collect parameter data may be demanding for the respondent, but is similar in difficulty of implementation as conjoint experiments and interactive computer experiments. If respondents can be motivated to participate in the interview and are helped to understand the experimental task, the approach is satisfactory. Thus, it seems fair to conclude that the developed CNET can be successfully applied to elicit MRs.
Though feasible, the most difficult element is providing subjective beliefs (in terms of percentages) for the CPTs. It may be worthwhile to experiment in this regard with simpler tasks that will be unfolded into subjective probabilities in future research. It should also be emphasized that the sample used in this study were students, because from a substantial point we wanted to have a homogeneous sample. Future research should investigate whether the suggested CNET protocol can also be used to other, perhaps less educated, segments of the population. Our experiences with conjoint analysis tell us, provided the study is conducted very professionally, such techniques can be used successfully to larger segments of the population before one encounters serious problems in this regard, but this expectation should be further tested empirically.
The model and CNET protocol developed in this study provide a methodology to empirically investigate the role of MRs in choice behavior. As implied by our model, several cognitive layers operate between the perception of a situation and evaluation of choice alternatives. These include (a) the selection of benefits pursued in the situation, (b) the selection of attributes used to assess benefits, and (c) the construction of a causal network to assess outcomes first on attributes and next on benefits. As mental model theory emphasizes, the choice of attributes and benefits and, hence, the evaluation of decision alternatives are strongly situation dependent. Ignoring situation dependence may lead to misunderstanding and erroneous predictions of spatial choice behavior. We consider the development of a mental model theory of spatial choice behavior as an important new avenue of future research. Knowing how people respond to particular changes in situational conditions is important for making policy decisions. The method proposed in this article provides an instrument for empirical research into the MRs.
Finally, we emphasize that the proposed model, when complemented with (straightforward) decision rules, can be used as a model for predicting choice behavior as well. Viewed in that way, the model integrates existing discrete choice modeling (see Oppewal & Timmermans, 1999) with important
