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ON LYUBEZNIK NUMBERS OF PROJECTIVE SCHEMES
WENLIANG ZHANG
Abstract. Let X be an arbitrary projective scheme over a field k. Let A be
the local ring at the vertex of the affine cone for some embedding ι : X →֒
P
n
k
. G. Lyubeznik asked (in [15]) whether the integers λi,j(A) (defined in
[14]), called the Lyubeznik numbers of A, depend only on X, but not on the
embedding. In this paper, we make a big step toward a positive answer to this
question by proving that in positive characteristic, for a fixed X, the Lyubezink
numbers λi,j(A) of the local ring A, can only achieve finitely many possible
values under all choices of embeddings.
1. Introduction
Let A be a local ring that contains a field and admits a surjection from a n-
dimensional regular local ring (R,m) containing a field. Let I ⊂ R be the kernel
of the surjection, and k = R/m the residue field of R. The Lyubeznik numbers
λi,j(A) (Definition 4.1 in [14]) are defined to be dimk(Ext
i
R(k,H
n−j
I (R))). And it
was proven in [14] that they are all finite and depend only on A, i and j, but neither
on R, nor on the surjection R→ A.
The Lyubeznik numbers have been studied by many authors; see, for example,
[1], [4], [12], [13], [16], [18], and [19]. In particular, in [19], it is proven that, for a d-
dimensional projective schemeX , where A is the local ring at the vertex of the affine
cone for some embedding ι : X →֒ Pnk , the highest Lyubeznik number λd+1,d+1(A)
depends only on X but not on the embedding. This gives some supporting evidence
for a positive answer to the following open problem posed in [15]
Open Problem 1.1. Let X be a projective scheme over a field k, and let A be the
local ring at the vertex of the affine cone over X for some embedding of X into a
projective space. Is it true that λi,j(A) depend only on X but not on the embedding?
In this paper, we provide some strong supporting evidence to this open problem.
In fact we come very close to a proof that in positive characteristic the answer to
this open problem is indeed positive.
Let R be a Noetherian ring of positive characteristic p and let k be a coefficient
field of R which for the purpose of this introduction we assume to be perfect. Let
M be an R-module equipped with an action of Frobenius f , i.e., a map of abelian
groups f : M → M such that f(rm) = rpf(m) for all r ∈ R,m ∈ M . The stable
part of M , denoted by Ms, is defined to be
∞⋂
i=1
f i(M)
(in general, this is not an R-module, but a k-vector-space). The operation of ‘taking
the stable part’ has played an important role in the study of local cohomology in
positive characteristic, for example, it has been used to estimate local cohomological
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dimensions (cf. [10]) and to prove vanishing results of local cohomology (cf. [17]),
etc. In this paper, we will give a description of λi,j(A) (A as in Open Problem 1.1)
in terms of the stable part of a certain module M (defined in the next paragraph).
Let ι : X →֒ Pnk be an embedding of X . Let d denote the dimension of X . Let
R = k[x0, · · · , xn] and I be the defining ideal of X (I is a homogeneous ideal of R).
Let
M = Extn+1−iR (Ext
n+1−j
R (R/I,R), R).
There is a natural action of Frobenius f onM (this is explained in detail in Propo-
sition 3.6). The following theorem is the main theorem of this paper.
Main Theorem. Let R, I,M, d be as above and A = (R/I)(x0,··· ,xn) be the local
ring at the vertex of the affine cone over X under the embedding ι : X →֒ Pnk . Then
λi,j(A) = dimk(Ms),
for 0 ≤ i, j ≤ d+ 1.
Since M is naturally graded and the action of Frobenius satisfies
deg(f(m)) = p deg(m)
(this is explained in detail in Section 3),Ms is contained inM0, the degree-0 piece
of M, which is a finite dimensional k-vector-space, and hence
dimk(Ms) ≤ dimk(M0),
i.e.,
λi,j(A) ≤ dimk(M0).
But M0 does not depend on the embedding (this key fact is proved in Theorem
2.5), hence we have
Corollary. Let X be a d-dimensional projective scheme over a field k of charac-
teristic p > 0. Let A be as in Open Problem 1.1. Then, λi,j(A) can only achieve
finitely many possible values for all choices of embeddings, for all 0 ≤ i, j ≤ d+ 1.
This corollary provides some strong supporting evidence for a positive answer
to Open Problem 1.1. In fact, our Main Theorem reduces Open Prolem 1.1 to the
following.
Open Problem 1.2. Let M be as above. Is the restriction of the natural action
of Frobenius on M to M0 independent of the embedding?
We believe the answer to Open Problem 1.2 is indeed positive, but this remains
to be proven. A positive answer to Open Problem 1.2 would immediately imply a
positive answer to Open Problem 1.1 via our Main Theorem.
This paper is organized as follows: in Section 2, we prove some characteristic-
free results, especially, we prove that M0 (M is as above) does not depend on the
embedding; in Section 3, we study modules with actions of Frobenius and draw
connections between λi,j(A) and the module M, especially, we prove the Main
Theorem.
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2. Some characteristic-free results
In this section we will prove some characteristic-free results which are crucial
to the proof of our Main Theorem. The key result is Theorem 2.5, which says, if
X = Proj(k[x0, · · · , xn]/I) under the embedding ι : X →֒ P
n
k , where k is a field of
any characteristic, then the degree-0 piece of the module
M = Extn+1−iR (Ext
n+1−j
R (R/I,R), R),
where R = k[x0, . . . , xn], depends only on X , but not on the embedding ι.
To this end, we need to recall some notations and results from [8]. A definition
of an embeddable morphism is stated on page 189 in [8]. All we need to know
for our purposes is that a smooth morphism is embeddable, a finite morphism is
embeddable and a composition of embeddable morphisms is embeddable. For an
embeddable morphism of locally Noetherian schemes
f : Y1 → Y2,
there exists a functor (Theorem 8.7 in Chapter 3 in [8])
f ! : D+qc(Y2)→ D
+
qc(Y1),
(where D+qc(Y ) denotes the derived category of bounded below complexes of quasi-
coherent sheaves of OY -modules for any scheme Y ), satisfying
(1) if there are two consecutive embeddable morphisms, Y1
f
−→ Y2
g
−→ Y3, then,
by Theorem 8.7(2) in Chapter 3 in [8], one has
(gf)! = f !g!.
(2) if f : Y1 → Y2 is a smooth morphism, then
f !(OY2) = ωY1/Y2
by the Remark on page 143 in [8].
(3) if f : Y1 → Y2 is a finite morphism, then
f !(·) = f¯∗R HomOY2 (f∗OY1 , ·),
where f¯ denotes the induced morphism
(Y1,OY1)→ (Y2, f∗OY1),
(see Definition on page 165 in [8] and Theorem 8.7(3) in Chapter 3 in [8]).
The following theorem should be well-known to experts. It was stated without
proof as the last assertion of Proposition 5 in [7] (the proof of Proposition 5 in [7]
says “la dernie`re assertion de la proposition 5 est plus subtile, et ... ne peut eˆtre
donne´ ici”). Since we could not find a proof in the literature, we give a proof here.
Theorem 2.1. Let X be an arbitrary projective scheme over a field k, and ι : X →֒
Pnk be an embedding. The sheaves
ι¯∗ExtiOPn
k
(ι∗OX , ωPn
k
)
depend only on X and i, but not on the embedding ι : X →֒ Pnk .
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Proof. Since both X and Pnk are schemes over k, we have the following commutative
diagram
X
ι
//
f
##F
F
F
F
F
F
F
F
F
Pnk
g

Spec(k)
Since ι is finite and g is smooth, all morphisms in the diagram are embeddable.
Hence,
f !(OSpec(k))
by (1)
= ι!g!(OSpec(k))
by (2)
= ι!(ωPn
k
)
by (3)
= ι¯∗R Hom(ι∗OX , ωPn
k
)
Since ι¯∗ is exact (page 165 in [8]), the sheaves
ι¯∗Exti
P
n
k
(ι∗OX , ωPn
k
)
are the cohomology sheaves of ι¯∗R Hom(ι∗OX , ωPn
k
), i.e., the cohomology sheaves
of f !(OSpec(k)), which do not depend on the embedding ι : X →֒ P
n
k . 
In the following remark M(f) denotes the homogeneous localization of a graded
modulesM with respect to the multiplicative system {1, f, f2, . . . } (i.e., the degree-
0 part of Mf), where f is a homogeneous element; M˜ denotes the sheaf on X
associated to M ; and,
∗HomS(M,N) := ⊕nHomS(M,N)n,
where HomS(M,N)n is the set of homomorphsims of degree n (see §2 in [6] for
details; in [6] ∗HomS(M,N) is denoted simply HomS(M,N)). If M is finitely
generated, ∗HomS(M,N) coincides with HomS(M,N) in the usual sense.
Remark 2.2. (2.5.12 in [6]) Let S be a graded noetherian ring, M and N two
graded S-modules, and f ∈ Sd (d > 0).
One can define a canonical functorial S(f)-modules homomorphism
µf : (
∗HomS(M,N))(f) → HomS(f)(M(f), N(f))
by sending u/f l, where u is a homomorphism of degree ld to the homomorphism
M(f) → N(f) which maps x/f
m (x ∈Mmd) to u(x)/f
l+m.
For g ∈ Se (e > 0), moreover, one has a commutative diagram
( ∗HomS(M,N))(f)
µf
−−−−→ HomS(f)(M(f), N(f))y
y
( ∗HomS(M,N))(fg)
µfg
−−−−→ HomS(fg)(M(fg), N(fg))
The vertical arrows are the canonical homomorphisms.
Furthermore, these µf define a canonical functorial homomorphism of OX-modules
µ : ˜∗HomS(M,N)→ HomOX (M˜, N˜),
where X = Proj(S).
We denote by S+ the ideal of S generated by the elements of positive degrees.
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Proposition 2.3. (Proposition 2.5.13 in [6]) Suppose, for a graded noetherian ring
S, the ideal S+ is generated by S1. Then
µ : ˜∗HomS(M,N)→ HomOX (M˜, N˜)
is an isomorphism when M is finitely generated and X = Proj(S).
The following proposition should be well-known to experts. Since we could not
find a proof in the literature, we include a proof here.
Proposition 2.4. Let S be a graded Noetherian ring. Suppose that S+ is generated
by S1. Let M and N be two graded S-modules. Then the homomorphism µ in
Remark 2.2 induces an isomorphism
µ : ˜∗ExtiS(M,N)
∼=
−→ ExtiOX (M˜, N˜),
when M is finitely generated and X = Proj(S).
Proof. M has a resolution with degree-preserving differentials
· · · → Fr
dr−→ Fr−1
dr−1
−−−→ · · ·
d2−→ F1
d1−→ F0
d0−→M → 0,
in which all Fi are finitely generated graded free S-modules. Then we have an
induced locally-free resolution for M˜
· · · → F˜r
d˜r−→ F˜r−1
d˜r−1
−−−→ · · ·
d˜2−→ F˜1
d˜1−→ F˜0
d˜0−→ M˜ → 0,
where d˜i : F˜i → F˜i−1 is defined by
d˜i|D+(f) := di(f) : Fi(f) → Fi−1(f)
since
F˜i(D+(f)) = Fi(f) and F˜i−1(D+(f)) = Fi−1(f).
According to Proposition 6.5 in Chapter 3 in [9], ExtiOX (M˜, N˜) is the i-th coho-
mology sheaf of the complex
(1) 0→ HomOX (M˜, N˜)
∂0−→ HomOX (F˜0, N˜)
∂1−→ · · ·
∂r−→ HomOX (F˜r, N˜)→ · · · ,
where ∂i is defined by
∂i(U)(φ) = φ ◦ d˜i(U), φ ∈ HomOX (F˜i−1, N˜)(U) for an open subset U.
Applying ∗HomS(·, N) to the resolution of M , we have
· · · → ∗HomS(M,N)
δ0−→ ∗HomS(F0, N)
δ1−→ · · ·
δr−→ ∗HomS(Fr, N)→ · · · ,
where δi is defined by
δi(ϕ) = ϕ ◦ di, ϕ ∈
∗HomS(Fi, N).
This induces
(2) 0→ ˜∗HomS(M,N)
eδ0−→ ˜∗HomS(F0, N) · · ·
eδr−→ ˜∗HomS(Fr , N)→ · · · .
Since ·˜ is exact,
˜∗ExtiS(M,N) = H
i(0→ ˜∗HomS(M,N)
eδ0−→ ˜∗HomS(F0, N) · · ·
eδr−→ ˜∗HomS(Fr, N)→ · · · )
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Since the homomorphism µ : ˜∗HomS(·, N) → HomOX (˜·, N˜) is functorial, we have
a commutative diagram
0 −−−−→ ˜∗HomS(F0, N) −−−−→ ˜
∗HomS(F1, N) −−−−→ · · ·
µ
y µ
y
0 −−−−→ HomOX (F˜0, N˜) −−−−→ HomOX (F˜1, N˜) −−−−→ · · ·
in which the vertical arrows are isomorphisms. Therefore, the induced maps on
homology are isomorphisms. 
Consider R = k[x0, . . . , xn] as a graded ring with the standard grading. Let N1
andN2 be graded R-modules. The grading on
∗HomR(N1, N2) is given by deg(φ) =
l for φ ∈ HomR(N1, N2)l. This induces a grading on
∗ExttR(N1, N2) for all integers
t. When N1 is a finitely generated graded R-module, one has
∗HomR(N1, N2) =
HomR(N1, N2), and hence
∗ExttR(N1, N2) = Ext
t
R(N1, N2). Therefore, when N1 is
finitely generated, we will not distinguish ∗Ext
t
R(N1, N2) and Ext
t
R(N1, N2), and
just write ExttR(N1, N2) (with the same grading on
∗ExttR(N1, N2) kept in mind).
In particular, in what follows, we will write
Extn+1−jR (R/I,R)
and
Extn+1−iR (Ext
n+1−j
R (R/I,R), R)
with ∗ dropped.
Theorem 2.5. Let R = k[x0, . . . , xn] be the polynomial ring with the standard
grading and I be the defining ideal of a projective scheme X under the embedding
ι : X →֒ Pnk . Set m = (x0, . . . , xn) and
M = Extn+1−iR (Ext
n+1−j
R (R/I,R), R).
Then M0, the degree-0 piece of M, depends only on X, i, and j, but not on the
embedding ι.
Proof. First we treat the case when i ≥ 2.
Since ωPn
k
= ˜R(−n− 1) and ι∗OX = R˜/I, we have
Extn+1−iR (Ext
n+1−j
R (R/I,R), R)0 = (Ext
n+1−i
R (Ext
n+1−j
R (R/I,R), R)(n+ 1− (n+ 1)))0
= (Extn+1−iR (Ext
n+1−j
R (R/I,R(−n− 1)), R(−n− 1)))0(i)
∼= (Homk(H
i
m
(Extn+1−jR (R/I,R(−n− 1)))0, k))(ii)
∼= Homk(H
i−1(Pnk , Ext
n+1−j
OX
(ι∗OX , ωPn
k
)), k)(iii)
∼= Homk(H
i−1(Pnk , ι∗ι¯
∗Extn+1−jOX (ι∗OX , ωPnk )), k)(iv)
∼= Homk(H
i−1(X, ι¯∗Extn+1−j
P
n
k
(ι∗OX , ωPn
k
)), k)(v)
(i) holds because the graded modules HomR(N1(−l), N2), HomR(N1, N2)(l) and
HomR(N1, N2(l)) are all equal for graded R-modules N1, N2 and integers l, hence
ExttR(N1(−l), N2) = Ext
t
R(N1, N2)(l) = Ext
t
R(N1, N2(l)) (13.1.9 in [2]).
(ii) follows from the Graded Local Duality for polynomial rings over a field (13.4.6
6
in [2]).
(iii) is a consequence of the fact that, for any graded R-module M ,
(Hi
m
(M))0 ∼= H
i−1(Pnk , M˜), for i ≥ 2
(cf. Theorem A4.1 in [3]). It is here that we use i ≥ 2.
(iv) holds because ι¯∗ is the restriction of ι∗ to the subcategory of sheaves of ι∗OX -
modules, Extn+1−j
P
n
k
(ι∗OX , ωPn
k
) is a sheaf of ι∗OX -modules and ι∗ι
∗(F) = F for
any sheaf of ι∗OX -module F .
(v) follows from the fact that ι is a finite morphism.
This completes the proof in the case that i ≥ 2. Next we treat the case when
i = 0, 1.
First, we claim that Extn+1−jR (R/I,R(−n−1))0 does not depend on the embed-
ding. When j ≥ 2, we reason as follows.
Extn+1−jR (R/I,R(−n− 1))0
∼= Homk(H
j
m(R/I), k)0 = Homk(H
j
m(R/I)0, k), by Graded Local Duality (13.4.6 in
[2])
∼= Homk(H
j−1(Pnk , ι∗OX), k), by Theorem A4.1 in [3]
∼= Homk(H
j−1(X,OX), k), because ι is a finite morphism
This proves the claim in the case that j ≥ 2.
When j = 0, 1, consider the exact sequence (cf. Theorem A4.1 in [3])
0→ H0
m
(R/I)→ R/I
ϕ
−→
⊕
m∈Z
H0(Pnk , R˜/I(m))→ H
1
m
(R/I)→ 0.
The degree-0 piece of ϕ is ϕ0 : (R/I)0 = k → H
0(Pnk , R˜/I) = H
0(X,OX). It is
given by sending each element c ∈ k = (R/I)0 to its associated global section on
X , which is a string of the same constants c ∈ k, one for each connected component
of X . Hence ϕ0 does not depend on the embedding. Thus, the kernel and cokernel
of ϕ0, i.e., H
0
m
(R/I)0 and H
1
m
(R/I)0, do not depend on the embedding. Therefore,
by Graded Local Duality (13.4.6 in [2])
Extn+1R (R/I,R(−n− 1))0
∼= Homk(H
0
m
(R/I), k)0 = Homk(H
0
m
(R/I)0, k)
and
ExtnR(R/I,R(−n− 1))0
∼= Homk(H
1
m
(R/I), k)0 = Homk(H
1
m
(R/I)0, k)
do not depend on the embedding. This completes the proof of the claim.
Now, let T denote the module Extn+1−jR (R/I,R(−n − 1)), for 0 ≤ j ≤ d + 1.
Again, by Theorem A4.1 in [3], we have an exact sequence
0→ H0
m
(T )→ T
ϕ
−→
⊕
m∈Z
H0(Pnk , T˜ (m))→ H
1
m
(T )→ 0.
Notice that T˜ = ι∗ι¯
∗Extn+1−jOX (ι∗OX , ωPnk ) by Proposition 2.4. Since ι is a finite mor-
phism (a closed embedding), H0(Pnk , T˜ ) = H
0(X, ι¯∗Extn+1−j
P
n
k
(ι∗OX , ωPn
k
)), which is
independent of the embedding by Theorem 2.1. By the claim, T0 does not depend
on the embedding. The degree-0 piece of the map ϕ is
ϕ0 : T0 → H
0(Pnk , T˜ ) = H
0(X, ι¯∗Extn+1−j
P
n
k
(ι∗OX , ωPn
k
)),
which is given by sending each element of T0 to its associated global section on X ,
hence ϕ0 does not depend on the embedding. Thus, the kernel and cokernel of ϕ0,
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i.e., H0
m
(T )0 and H
1
m
(T )0, do not depend on the embedding. Therefore,
Extn+1R (Ext
n+1−j
R (R/I,R), R)0
∼= Homk(H
0
m
(T ), k)0
and
ExtnR(Ext
n+1−j
R (R/I,R), R)0
∼= Homk(H
1
m
(T ), k)0
do not depend on the embedding. 
3. The proof of the main theorem
Throughout this section, R will denote the polynomial ring k[x0, . . . , xn] where
k is of characteristic p > 0. When R is considered a graded ring, the grading is
always the standard one, i.e., deg(xi) = 1 and deg(a) = 0 for all a ∈ k. By an
R{f}-module M , we mean an R-module M equipped with an action of Frobenius,
i.e. a map of abelian groups f : M → M , such that f(rm) = rpf(m), for all
r ∈ R,m ∈M (f is also called a p-linear endomorphism on M).
Since any field extension will not affect Lyubeznik numbers (i.e., if I ⊂ k[x0, . . . , xn]
is an ideal,K is a field extension of k andAK = (K[x0, · · · , xn]/IK[x0, · · · , xn])(x0,...,xn),
then λij(A) = λij(AK)), we may and we do assume that the underlying field k is
algebraically closed.
First, we collect some material (from Section 2 in [17]) about the Frobenius
functor
F : R-mod→ R-mod.
Let R(1) be the additive group of R regarded as an R-bimodule with usual left
R-action and with right R-action given by r′ · r = rpr′ for all r ∈ R, r′ ∈ R(1). The
Frobenius functor F is defined by
F (M) = R(1) ⊗R M
F (M
φ
−→ N) = (R(1) ⊗R M
id⊗φ
−−−→ R(1) ⊗R N)
for all R-modulesM,N and all R-module homomorphisms φ, where F (M) acquires
its R-module structure via the left R-module structure on R(1). Notice that F is
an exact functor by Kunz’s theorem (Theorem 2.1 in [11]).
If M is a free R-module with an R-basis {b1, b2, . . . }, then the R-homomorphism
F (M)→M given by ∑
i
ri ⊗ sibi 7→
∑
i
ris
p
i bi
is an isomorphism.
For any R-module M , the isomorphism
F (HomR(M,R))→ HomR(F (M), R)
is given by r ⊗ φ 7→ ψ where ψ is defined by ψ(s ⊗ m) = rsφ(m)p for all r, s ∈
R(1),m ∈M,φ ∈ HomR(M,R).
Remark 3.1. (grading on F (M)) In order to make the isomorphism F (R)→ R
(defined above) a degree-preserving R-homomorphism, the only grading one can put
on F (R) is given by
deg(r′ ⊗ r) = deg(r′) + p deg(r)
where r′ ∈ R(1) and r ∈ R are homogeneous elements. In general, for any graded
R-module M , the grading on F (M) is given by
deg(r′ ⊗m) = deg(r′) + p deg(m)
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where r′ ∈ R(1) and m ∈ M are homogeneous elements. It is easy to check that,
under this grading, the isomorphism F (HomR(M,R))→ HomR(F (M), R) (defined
above) is degree-preserving, hence, so are induced isomorphisms
F (ExtiR(M,R))→ Ext
i
R(F (M), R).
In particular, for any homogeneous ideal I of R, the isomorphisms
F (ExtiR(R/I,R))→ Ext
i
R(F (R/I), R)
are degree-preserving. Similarly, the induced isomorphisms
F (ExtiR(Ext
j(R/I,R), R))→ ExtiR(F (Ext
j
R(R/I,R)), R)
→ ExtiR(Ext
j
R(F (R/I), R), R)
are degree-preserving for all i, j.
Let S be a graded commutative ring, then one can define ∗lim
←−
as a graded version
of lim
←−
of an inverse system of graded S-modules as follows. Let {Mi, θji :Mj →Mi}
be an iverse system of graded S-modules where θji are degree-preserving S-module
homomorphisms. Define
( ∗lim
←−
i
Mi)n = lim←−
i
(Mi)n,
where lim
←−i
(Mi)n is the inverse limit of the inverse system {(Mi)n, (θji)n : (Mj)n →
(Mi)n}. Then define
∗lim
←−
i
Mi = ⊕n∈Z(
∗lim
←−
i
Mi)n.
Then ∗lim
←−i
Mi is naturally a graded S-module.
In general, ∗lim
←−
and lim
←−
are different.
Example 3.2. Let S = k[x0, . . . , xn] be a polynomial ring in n+ 1 variables over
a field k with char(k) = p > 0 and I be a proper homogeneous ideal of S. If
Mi = S/I
[pi], then
∗lim
←−
i
Mi = S, but lim←−
i
Mi = Sˆ
I ,
where SˆI is the I-adic completion of S.
Proof. The second assertion, lim
←−i
Mi = Sˆ
I , is clear.
To prove that ∗lim
←−i
Mi = S, it suffices to show
lim
←−
i
(Mi)n = Sn
for every integer n ≥ 0.
For each n ≥ 0, there exists an integer i(n) such that pj > n when j ≥ i(n).
Then (Mj)n = Sn for all j ≥ i(n), and hence the inverse system {(Mi)n} is indeed
the following
(3) (S/I [p])n ← (S/I
[p2])n ← · · · ← Sn
=
←− Sn
=
←− · · ·
It is clear that the inverse limit of (3) is Sn. 
One may also define ∗lim
−→
as a graded version of lim
−→
similarly. However, by doing
so, one does not get anything new, since (it is eay to check that) lim
−→i
Mi is naturally
graded with respect to the grading on Mi’s whenever all Mi are graded and θij are
degree-preserving.
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Let T be a subset of a R-module M , throughout this section 〈T 〉R will denote
the R-submodule of M generated by all the elements of T .
Let M be a graded R-module. If the action of Frobenius f on M satisfies
deg(f(m)) = p deg(m), then f sends M0 to itself and
Ms :=
∞⋂
i=1
f i(M)
is contained in M0. If the degree-0 piece M0 of M is a finite k-space, so is Ms, and
hence N = 〈Ms〉R is finitely generated.
Let F denote the natural Frobenius functor on the category of R-modules. The
action of Frobenius f :M →M on M induces an R-module homomorphism
β : F (M)→M
given by β(r ⊗m) = rf(m). There results an inverse system
M
β
←− F (M)
F (β)
←−−− F 2(M)← · · · ← F i(M)
F i(β)
←−−−− F i+1(M)← · · · .
Lemma 3.3. Let R = k[x0, . . . , xn] be the polynomial ring over k. Let M be an
R{f}-module and a finitely generated graded R-module. Assume that the action of
Frobenius f on M satisfies
deg(f(m)) = p deg(m),
for all homogeneous m ∈ M . Let N = 〈Ms〉R, where Ms is the stable part of M .
Then N is an R{f}-submodule of M . Let β : F (M)→M be the R-module homo-
morphism defined above. Then β is degree-preserving with respect to the grading in
Remark 3.1 and
∗lim
←−
i→∞
F i(N) = ∗lim
←−
i→∞
F i(M).
Proof. If
∑
j ajnj ∈ N where aj ∈ R and nj ∈Ms, then f(
∑
j ajnj) =
∑
j a
p
jf(nj) ∈
N since nj ∈Ms, hence N is indeed an R{f}-submodule of M . Since deg(f(m)) =
p deg(m), one has
deg(β(r⊗m)) = deg(rf(m)) = deg(r)+deg(f(m)) = deg(r)+p deg(m) = deg(r⊗m),
i.e. β is degree-preserving with respect to the grading in Remark 3.1. And so are
the induced homomorphisms F i(β).
Since F is exact, the exact sequence of R{f}-modules
0→ N →M →M/N → 0
induces an exact sequence of inverse systemsx
x
x
0 −−−−→ F i(N)n −−−−→ F
i(M)n
F i(pi)n
−−−−−→ F i(M/N)n −−−−→ 0xF i(β|F (N))n
xF i(β)n
xF i(β¯)n
0 −−−−→ F i+1(N)n −−−−→ F
i+1(M)n −−−−−−→
F i+1(pi)n
F i+1(M/N)n −−−−→ 0
x
x
x
Since M is a finitely generated graded R-module, M0 is a finite k-space, hence Ms
is also a finite k-space. Since N = 〈Ms〉R is finitely generated, so are F
i(N), and
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hence each F i(N)n is a finite k-space, so the inverse system {F
i(N)n} satisfies the
Mittag-Leffler condition (page 191 in [9]), we have (by Proposition 9.1 on page 192
in [9]) an exact sequence
0→ lim
←−
F i(N)n → lim←−
F i(M)n → lim←−
F i(M/N)n → 0
for each n, which induces another exact sequence
(4) 0→ ∗lim
←−
F i(N)→ ∗lim
←−
F i(M)→ ∗lim
←−
F i(M/N)→ 0.
We claim that there exists an integer l such that F i(M/N) → · · · → M/N (or
briefly, F i(M/N)→ M/N) has 0 image in degrees ≤ 1 for all i ≥ l and we reason
as follows. The homomorphism F i(M/N)→M/N is given by r⊗ m¯ 7→ rf i(m) for
r ∈ R(i) ∼= R and m ∈M , thus,
Im(F i(M/N)→M/N) = 〈f i(M/N)〉R.
Since M/N is finitely generated, there exists an integer l0 such that f
i(m¯) = 0 if
deg(m¯) < 0 and i ≥ l0. This tells us that
〈f i(M/N)〉R = 〈f
i((M/N)≥0)〉R = 〈f
i((M/N)0)〉R + 〈f
i((M/N)>0)〉R, for i ≥ l0.
Since deg(f(m)) = p deg(m), we get that 〈f i((M/N)>0)〉R ⊂ (M/N)≥pi which
does not have any element sitting in (M/N)≤1. Since k is algebraically closed, we
have a descending chain of k-subspaces
f(M0) ⊃ f
2(M0) ⊃ · · · ⊃ f
i(M0) ⊃ f
i+1(M0) ⊃ · · ·
Since M0 is a finite k-space, this descending chain stabilizes, i.e. there exists an
integer t such that
f t(M0) = f
t+1(M0) = · · · .
Hence N = 〈f t(M0)〉R. Thus, if i ≥ t, then f
i((M/N)0) = 0. Therefore, we can
pick l = max{lo, t}. This finishes the proof of our claim.
Followed directly from our claim, the map F i+j(M/N) → · · · → F j(M/N) has
0 image in degrees ≤ pj for all j and i ≥ l. Since the maps in the inverse system
are degree-preserving, lim
←−i
(F i(M/N))n = 0 for all n, hence
∗lim
←−i
(F i(M/N)) = 0.
By the short exact sequence (4), one has
∗lim
←−i
F i(M) = ∗lim
←−i
F i(N).

We need the following result from [10].
Lemma 3.4. (Lemma 1.14 in [10]) Let k be an algebraically closed field of char-
acteristic p > 0, and let V be a finite dimensional k-vector space with a bijective
p-linear endomorphism f . Then there is a basis e1, · · · , er of V with f(ei) = ei for
each i.
Proposition 3.5. Let M,N be as in Lemma 3.3. Let Ms denote the stable part of
M . Then
∗lim
←−
i
F i(N) = Rs,
where s = dimk(Ms).
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Proof. Use induction on s. Notice that N is generated by s element and clearly f
acts bijectively on Ms.
When s = 1, N is generated by a single element a ∈M0 with f(a) = a by Lemma
3.4. Then N ∼= R/I, where I = AnnR(a). In this case, the map β : F (N) → N
is given by 1 ⊗ a 7→ 1 · f(a) = a. Let ϕ denote the isomorphism N
∼
−→ R/I and
φj denote the isomorphism F
j(R/I)
∼
−→ R/I [p
j]. It is not hard to see that we have
the following commutative diagram
F i(N) ←−−−− F i+1(N)yF i(ϕ)
yF i+1(ϕ)
F i(R/I) ←−−−− F i+1(R/I)yφi
yφi+1
R/I [p
i] ←−−−− R/I[pi+1]
Hence, we have a map between two graded inverse systems
N ←−−−− F (N) ←−−−− F 2(N) ←−−−− ...yϕ
yϕ1
yϕ2
R/I ←−−−− R/I [p] ←−−−− R/I [p
2] ←−−−− ...
Since F j(ϕ) and φj are degree-preserving isomorphisms, we have
∗lim
←−
i→∞
F i(N) ∼=
∗lim
←−
i→∞
R/I [p
i] = R,
where the last equality follows from Example 3.2.
Assume that s ≥ 2 and the proposition is true for s − 1. Let a1, · · · , as denote
the generators of N with f(ai) = ai. They exist by Lemma 3.4. Let N
′ be the
submodule of N generated by as. Then,
∗lim
←−
i→∞
(F i(N ′) ∼= R.
Since β and F i(β) are degree preserving, we have the following exact sequence of
inverse systems x
x
x
0 −−−−→ F i(N ′)n −−−−→ F
i(N)n −−−−→ F
i(N/N ′)n −−−−→ 0x
x
x
0 −−−−→ F i+1(N ′)n −−−−→ F
i+1(N)n −−−−→ F
i+1(N/N ′)n −−−−→ 0x
x
x
Since N ′ is finitely generated, so are F i(N ′), and hence each F i(N ′)n is a finite
k-space. Thus, the inverse system {F i(N ′)n} satisfies the Mittag-Leffler condition
(page 191 in [9]). So (by Proposition 9.1 on page 192 in [9])
0→ lim
←−
F i(N ′)n → lim←−
F i(N)n → lim←−
F i(N/N ′)n → 0
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is exact for every n. And hence,
0→ ∗lim
←−
F i(N ′)→ ∗lim
←−
F i(N)→ ∗lim
←−
F i(N/N ′)→ 0
is an exact sequence. By the inductive hypothesis, ∗lim
←−
F i(N/N ′) ∼= Rs−1 which
is projective over R, and hence the exact sequence splits,
∗lim
←−
F i(N) ∼=
∗lim
←−
F i(N ′)⊕Rs−1 ∼= R⊕Rs−1 ∼= Rs.

Proposition 3.6. Let M = Extn+1−iR (Ext
n+1−j
R (R/I,R), R). There is a natural
action of Frobenius f on M satisfying
deg(f(m)) = p deg(m),
for all homogeneous element m ∈ M.
Proof. We construct an action of Frobenius on
M = Extn+1−iR (Ext
n+1−j
R (R/I,R), R)
as follows. Let α : M→ F (M) be defined by m 7→ 1 ⊗m for all m ∈ M, then α
is a p-linear map, because
α(rm) = 1⊗ rm = 1 · r ⊗m = rp · 1⊗m = rpα1(m).
Let α1 : F (M) → Ext
n+1−i
R (Ext
n+1−j
R (R/I
[p], R), R) be the isomorphism derived
from the flatness of R(1) and the isomorphism F (R/I) ∼= R/I [p]. Since the isomor-
phism
F (R/I)
∼
−→ R/I [p], r′ ⊗ r¯ 7→ r′rp
is degree-preserving with respect to the grading introduced in Remark 3.1, α1 is
also degree-preserving. Let
α2 : Ext
n+1−i
R (Ext
n+1−j
R (R/I
[p], R), R)→M
be the homomorphism induced by the surjection R/I [p] → R/I. Notice that α2 is
also degree-preserving when Extn+1−iR (Ext
n+1−j
R (R/I
[p], R), R) and M are consid-
ered as graded R-modules with the usual grading, i.e., the grading induced from
the standard grading on R, since the natural surjection R/I [p] → R/I is degree-
preserving. Then
f := α2 ◦ α1 ◦ α
is an action of Frobenius on M, since α is p-linear and α1, α2 are R-linear.
Since deg(r′ ⊗m) = deg(r′) + p deg(m) where r′ ∈ R(1) and m ∈ M are homo-
geneous elements, one has
deg(α(m)) = deg(1 ⊗m) = p deg(m).
But α1 and α2 are degree-preserving, thus
deg(f(m)) = deg(α2 ◦ α1 ◦ α(m)) = deg(α(m)) = p deg(m).

It is also worth pointing out that the homomorphism β : F (M) →M induced
by the action of Frobenius onM is actually α2 ◦α1 in the proof of Proposition 3.6.
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Proposition 3.7. Let S be a graded commutative ring. Let N be a graded S-
module and {Mi, θij :Mi →Mj} be a direct system of graded S-modules where θij
are degree-preserving S-module homomorphisms. Then
∗HomS(lim−→
i
Mi, N) ∼=
∗lim
←−
i
∗HomS(Mi, N).
Proof. It suffices to show that
HomS(lim−→
i
Mi, N)n ∼= lim←−
i
(HomS(Mi, N)n)
for every integer n.
Let θi denote the natural (degree-preserving) map Mi → lim−→i
Mi. Define
g : HomS(lim−→
i
Mi, N)n → lim←−
i
(HomS(Mi, N)n)
as follows. For any ϕ ∈ HomS(lim−→i
Mi, N)n, g(ϕ) := (· · · , ϕ ◦ θi, · · · ). Since
ϕ ◦ θj ◦ θij = ϕ ◦ θi and the transition homomorphisms in the inverse system
{HomS(Mi, N)n} are given by composing with θij which are degree-preserving, g
is well-defined.
First we prove that g is an injection. Assume that ϕ ∈ HomS(lim−→i
Mi, N)n is
not 0 and g(ϕ) = 0. Then there exists a nonzero element y ∈ lim
−→i
Mi such that
ϕ(y) 6= 0. Since {Mi} is a direct system, there exist an index i and an element
yi ∈ Mi such that θi(yi) = y. Then ϕ ◦ θi(yi) = ϕ(y) 6= 0, hence ϕ ◦ θi 6= 0, so
g(ϕ) 6= 0, a contradiction.
Next we prove that g is a surjection. Let (· · · , ϕi, · · · ) be an arbitrary element in
lim
←−i
(HomS(Mi, N)n), i.e., ϕi satisfy ϕi = ϕj ◦ θij for all j ≥ i. From the universal
property of lim
−→i
Mi, there exists a (unique) homomorphism ϕ ∈ HomS(lim−→i
Mi, N)n
such that ϕ ◦ θi = ϕi, hence g(ϕ) = (· · · , ϕi, · · · ). 
Let R = k[x0 . . . , xn] be the polynomial ring over k and m = (x0, . . . , xn). Let
E denote the injective hull of R/m and ∗E denote the ∗injective hull of R/m (cf.
13.2.1 in [2]).
Proposition 3.8. Let M = Extn+1−iR (Ext
n+1−j
R (R/I,R), R). Then
∗lim
←−
e
F e(M) ∼= Rλi,j(A).
Proof.
Rλi,j(A) ∼= ∗HomR(
∗Eλi,j(A), ∗E)(i)
∼= ∗HomR(H
i
m
(Hn+1−jI (R))(−n− 1),
∗E)(ii)
∼= ∗HomR(H
i
m
(lim
−→
e
Extn+1−jR (R/I
[pe], R))(−n− 1), ∗E)(iii)
∼= ∗HomR(lim−→
e
Hi
m
(Extn+1−jR (R/I
[pe], R(−n− 1))), ∗E)(iv)
∼= ∗lim←−e
∗HomR(H
i
m
(Extn+1−jR (R/I
[pe], R(−n− 1)))), ∗E)(v)
∼= ∗lim←−e
Extn+1−iR (Ext
n+1−j
R (R/I
[pe], R(−n− 1)), R(−n− 1))(vi)
∼= ∗lim←−e
(Extn+1−iR (Ext
n+1−j
R (R/I
[pe], R), R))
∼= ∗lim←−e
(F e(M))
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(i) follows from Graded Matlis Duality (13.4.5 in [2]).
(ii) holds because Hi
m
(Hn+1−jI (R))
∼= Eλi,j(A) by Lemma 2.2 in [16] and ∗E =
E(−n− 1) by 13.3.9 in [2].
(iii) follows from the definition of local cohomology.
(iv) holds since local cohomology commutes with direct limits and degree shifting.
(v) follows from Proposition 3.7.
(vi) is a consequence of Graded Local Duality (13.4.2 in [2]).

Proof of Main Theorem. We still useM to denote Extn+1−iR (Ext
n+1−j
R (R/I,R), R).
From Proposition 3.6, we know thatM satisfies the hypothses in Lemma 3.3, hence,
by Proposition 3.5 and Proposition 3.8, we have
λi,j(A) = dimk(Ms).

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