The random number generator is one of the important components of evolutionary algorithms (EAs). Therefore, when we try to solve function optimization problems using EAs, we must carefully choose a good pseudo-random number generator. In EAs, the pseudorandom number generator is often used for creating uniformly distributed individuals. As the low-discrepancy sequences allow us to create individuals more uniformly than the random number sequences, we apply the low-discrepancy sequence generator, instead of the pseudo-random number generator, to EAs in this study. The numerical experiments show that the low-discrepancy sequence generator improves the search performances of EAs.
INTRODUCTION
The random number generator is a basic component of evolutionary algorithms (EAs) as they are the stochastic search algorithms for function optimization problems. Recently, several studies showed that the performances of EAs can be affected by the choice of the pseudo-random number generator [3, 4, 11, 12] . In general, when we try to design new EAs, we suppose that "good" random number sequences are available for them. Therefore, when EAs are applied to the function optimization problems, we should choose a "good" pseudo-random number generator, such as the Mersenne Twister [10] . 
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and they do not have the lowest discrepancy (see, e.g., [13] ). As the sequences that give the lower discrepancy than the uniform random number sequences, the low-discrepancy sequences have been developed [7, 14, 19] . These sequences are also called quasi-random or sub-random sequences, and they have the discrepancy in the order of log N s N $
The low-discrepancy sequences are less random, but more uniform than the random number sequences. In EAs, pseudo-random number sequences are often used for creating new sampling points. These sampling points should be created uniformly, since we generally have no information about the search space before the sampling. However, the randomly generated points are less uniform than those generated by the lowdiscrepancy sequences. Therefore, in this study, we use the lowdiscrepancy sequence generator, instead of the pseudo-random number generator, to create new individuals in EAs. As it was difficult for binary-coded genetic algorithms (GAs) to utilize the uniformity of the sequences, the low-discrepancy sequence generator was applied to a real-coded GA (see, e.g., [6] ). The effectiveness of the use of the low-discrepancy sequence was verified through numerical experiments on several benchmark problems.
LOW-DISCREPANCY SEQUENCES
Many low-discrepancy sequences have been proposed [7, 14, 19] . The sequence used in this study is described below.
Van Der Corput Sequence
The van der Corput sequence in base b is the one-dimensional low-discrepancy sequence and can be constructed as follows (see, e.g., [14] ); for an integer b 
, where
Different values of base b provide us with different van der Corput sequences. Table 1 shows the first ten observation sites for four van der Corput sequences in base 2, 3, 4 and 5, respectively.
Halton Sequence
The van der Corput sequence described above has an ability to generate points that are uniformly distributed in the one-dimensional space. The sequence, however, does not generate points uniformly distributed in the higher-dimensional space. To overcome this drawback, Halton proposed the Halton sequence [7] .
The Halton sequence is an extension of the van der Corput sequence to the higher-dimensional space. The s-dimensional Halton sequence is defined as S H
b s are integers that are greater than one and pairwise prime. In practice, they are often chosen to be the first s prime numbers. Figure 1 shows 2-dimensional plots of 500 points generated by the Halton sequence and the pseudo-random number sequence (Mersenne Twister). As shown in the figure, the Halton sequence allows us to generate points uniformly distributed in the higher-dimensional space.
It is, however, difficult to use the statistical techniques for analyzing the Halton sequence, since it is deterministic. This nature is inconvenient when we try to compare the performances of GAs with and without the low-discrepancy sequence. Therefore, in this study, we use the random-start Halton sequence that introduces some randomness into the Halton sequence [19] . The random-start Halton sequence is equivalent to the sequence S rH
and
are constant integers randomly selected. Even if the randomness is introduced, the sequence still possesses the uniformity. Readers can find more detailed information on this sequence in the paper written by Wang and Hickernell [19] .
REAL-CODED GA USING LOW-DISCREPANCY SEQUENCE
In this section, we apply the low-discrepancy sequence generator described above into a GA. A real-coded GA is used in this study as it has an ability to easily utilize the uniformity of the sequences.
Many real-coded GAs have been proposed so far [5, 6, 9, 15, 18] . However, several real-coded GAs may be unsuitable for the use of the low-discrepancy sequences, since the treatment of some transformation disrupts the uniformity of the sequences. In this study, we use a relatively simple real-coded GA, ENDX /MGG, because it requires no complicated transformation. ENDX /MGG uses ENDX (Extended Normal Distribution Crossover) [8] as a recombination operator, and MGG (Minimal Generation Gap model) [17] as a generation alternation model. The following is an algorithm of ENDX /MGG (see also Figure 2 );
Initialize
As an initial population, create n p individuals. Set Generation 0.
Selection for reproduction
Select a pair of individuals randomly without replacing it from the population. The selected individuals are used as the parents for the recombination operator in the next step.
Generation of offspring
Generate n c children by applying the recombination operator, ENDX, to the selected pair of the individuals.
Selection for survival
Select two individuals from the family containing the parents and their children. One has the best fitness value, and the other is selected randomly. Then, replace the parents with the selected individuals.
5. Stop if the halting criteria are satisfied. Otherwise, Generation Generation § 1 and return to the step 2.
As the low-discrepancy sequence generator should be used to create individuals, we apply it only to the steps 1 and 3 in this study. To generate random numbers in the rest of the steps, the pseudo-random number generator, Mersenne Twister [10] , is used. Each of the steps is described below in greater detail.
Step: Initialize
As an initial population, create n p individuals. In real-coded GAs, individuals are represented as n-dimensional real number vectors, where n is the dimension of the search space. To make the initial population uniformly distributed, we use the low-discrepancy sequence generator in this study.
Step: Selection for Reproduction
p m , randomly from the population. As ENDX is the multi-parental recombination operator, m parents are selected here. For the random selection in this step, the pseudorandom number generator is used.
Step: Generation of Offspring
Generate n c children by applying ENDX to the selected parents,
ENDX is a multi-parental extension of UNDX (Unimodal Normal Distribution Crossover) [15] , and it generates children mainly along with the line connecting the two parents, p 1 and p 2 , according to the following procedure;
1. Let the mid point of the parents p 1 In this study, in order to generate the random variables, ξ and η i , we use the low-discrepancy sequence generator. The Box-Muller transformation [2] (see also appendix) is used to generate normally distributed numbers from uniformly distributed ones, because the rejection method or the method based on the central limit theorem may destroy the uniformity in the sequence.
Step: Selection for Survival
Choose two individuals from the family that includes the two parents, p 1 and p 2 , and their children. One has the best fitness value, and the other is selected randomly. Then, replace the parents (i.e., p 1 and p 2 ) with the selected individuals. We use the pseudorandom number generator in this step.
EXPERIMENTS
In order to confirm the effectiveness of the use of the low-discrepancy sequence, the real-coded GAs with and without the lowdiscrepancy sequence generator were applied to several benchmark functions.
Benchmark Functions
Four benchmark functions were used in our experiments. These benchmark functions are given in Table 2 . The experiments were performed on 10, 15, and 20 dimensional functions (i.e., n 10 Rosenbrock function is unimodal. This function is non-separable since the optimum resides at the deep and curved valley. Rastrigin function is a multimodal one, but all of the local optima exist at equal intervals and these optima array parallel to the axes of the coordinate system. Hence, this function is well-scaled and separable. Griewangk function is also multimodal. However, this function is close to Sphere function when the dimension of the search space is high. Therefore, the Griewangk function becomes easy as the dimension increases. In order to compare the performances of the algorithms on another multimodal function, we used Ackley function. The Griewangk function and the Ackley function are also weakly non-separable. 
Experimental Setup
We compared four GAs listed in Table 3 . As described in the section 3, we applied the low-discrepancy sequence generator into the two steps of ENDX /MGG, i.e., the "Initialize" step and the "Generation of offspring" step. This GA is referred to as ENDX /MGG (both) in this study. We compared ENDX /MGG (both) with the original ENDX/MGG that uses no low-discrepancy sequence generator. This original ENDX /MGG is called ENDX /MGG (none) here. In addition, to study the effect of the use of the low-discrepancy sequence on the GA performance more precisely, we also carried out the experiments using ENDX /MGG (init) and ENDX /MGG (xover) that apply the low-discrepancy sequence generator only to the "Initialize" step and the "Generation of offspring" step, respectively. In all of the experiments, we used the Mersenne Twister [10] as the the pseudo-random number generator, and the random-start Halton sequence described in the section 2.2 as the low-discrepancy sequence generator.
We used the following GA parameters; the population size n p was 15n where n is the dimension, and the number of the children generated by the crossover per selection n c was 100. The recommended parameters in ENDX were used here; the number of parents m is n § 2, and the standard deviations of random numbers α and β are 0 3, respectively. 100 runs were carried out for each benchmark function. Each run was continued until the best fitness value reached less than 10 6 , or the population was converged within the range of 10 6 in each coordinate. The optimum was considered to be found only when the best fitness value reached less than 10 6 .
Results and Discussions
The results are summarized in Table 4 . The performance is compared using two standards, the number of trials where the algorithm succeeds in finding optimum (SUC) and the average number of function evaluations required for finding the optimum (EVAL). The standard deviations of the number of function evaluations required (SD) are also shown as the parenthesized values in the table.
As the Rosenbrock function is unimodal, the optimum solution was found in all of the trials. ENDX /MGG (both) and ENDX /MGG (xover), however, optimized this function with the smaller number of function evaluations than those of the others. The difference in the number of function evaluations was not disregardable at the significance level α 1%. This fact may indicate that the application of the low-discrepancy sequence into the "Generation of offspring" step decreases the number of function evaluations required for the optimization. On the other hand, the search performance of ENDX /MGG (init) that applies the low-discrepancy sequence only to the "Initialize" step resembled that of ENDX /MGG (none). The application of the low-discrepancy sequence into the "Initialize" step may not improve the search performance on this function. On the multimodal functions, the search performances of ENDX /MGG (both) and ENDX /MGG (none) were almost the same as those of ENDX /MGG (init) and ENDX /MGG (xover), respectively. Since ENDX /MGG (both) and ENDX /MGG (init) found the optimum with higher probability than the others on the multimodal functions, the application of the low-discrepancy sequence into the "Initialize" step may play an important role in the optimization of multimodal functions. On the contrary, even if the lowdiscrepancy sequence was applied to the "Generation of offspring" step, the number of trials where the algorithm succeeds in finding optimum did not increase on these multi-modal functions.
The low-discrepancy sequences are often used by Monte Carlo methods in order to estimate the high-dimensional integral (see, e.g., [7] ). In general, a Monte Carlo method with the low-discrepancy sequences is called a quasi-Monte Carlo method. In the estimation of the integral, the accuracy of the quasi-Monte Carlo method increases much faster than that of the original Monte Carlo method which uses no low-discrepancy sequence. Accordingly, the use of the the low-discrepancy sequences is considered a promising technique for resolving the curse of dimensionality in the highdimensional integral. On the other hand, although EAs change the search space adaptively in contrast to Monte Carlo methods, EAs are related to Monte Carlo methods. Therefore, the low-discrepancy sequences may also improve the search performances of EAs in the high-dimensional space.
CONCLUSIONS
In this study, in order to generate individuals uniformly, we applied the low-discrepancy sequence generator, instead of the pseudorandom number generator, into the real-coded GA. The experimental results showed that the use of the low-discrepancy sequence enhances the search performance of the GA. When the low-discrepancy sequence was used to make the initial population uniformly distributed, the probability of finding the optimum solution was improved. Moreover, the low-discrepancy sequence decreased the number of function evaluations required for the optimization, when the recombination operator creates children utilizing the low-discrepancy sequence generator. In this study, we applied the low-discrepancy sequence only to the simple real-coded GA, ENDX /MGG. Moreover, we tested the performances of the GAs with and without the low-discrepancy sequence only on the four benchmark functions. Therefore, further experiments should be required to investigate the effectiveness of the use of the low-discrepancy sequences more precisely.
The low-discrepancy sequences have been applied into EAs in very few studies [16] . The low-discrepancy sequences, however, may have an ability to enhance the performances of lots of EAs including real-coded GAs, evolution strategies (e.g., [1] ), and so on. In future work, we should confirm whether the low-discrepancy sequences improve the search performances of more powerful EAs. 
APPENDIX A. BOX-MULLER TRANSFORMATION
The Box-Muller transformation is a method of generating pairs of independent normally distributed random numbers, given a source of uniformly distributed random numbers [2] . If x 1 and x 2 are uniformly and independently distributed between 0 and 1, then z 1 and z 2 as defined below have a normal distribution with mean µ 0 and variance σ 2 1. When the low-discrepancy sequences are used as the input of the Box-Muller transformation, it seems to give us "good" normally distributed points (Figure 3 ).
