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Abstract
This short note serves as an introduction to the papers [35, 36]. These two works
deal with the existence of mild solutions on the one hand and local energy weak
solutions on the other hand to the Navier-Stokes equations in the half-space R3+. We
emphasize a concentration result for (sub)critical norms near a potential singularity.
The contents of these notes were presented during the X-EDP seminar at IHÉS in
October 2017.
The aim of this short note is to provide an introduction to the results and techniques of
two papers [35, 36] written in collaboration with Yasunori Maekawa (Kyoto University) and
Hideyuki Miura (Tokyo Institute of Technology). Our work focuses on the Navier-Stokes
equations {
∂tu+ u · ∇u−∆u+∇p = 0, ∇ · u = 0 in (0, T )× R3+,
u = 0 on (0, T )× ∂R3+.
(1)
in the half-space R3+, with initial data u0 locally uniformly Lebesgue integrable. Our paper
about the linear theory [35] treats the case of Rd+ in any dimension d ≥ 2. Nevertheless, for
the purpose of the present discussion we will restrict our attention to the case d = 3. The
literature on the mathematical study of the Navier-Stokes equations being so extensive,
we will just mention some relevant works we know of related to our specific subject. For
a more complete bibliography, the books of Lemarié-Rieusset [31, 32] are good references.
We do not give any proof of the results stated in this note, but indicate some insights of
the proofs or technical points. The proofs can be found in [35, 36].
One of the most fundamental properties of the Navier-Stokes equations in R3+ is the
scaling: for all λ > 0, if (u,∇p) is a solution to (1), then (uλ, pλ) defined by
uλ(y, τ) := λu(λy, λ
2τ), pλ(y, τ) := λ
2p(λy, λ2τ),
for all (y, τ) ∈ R3+ × (0, λ−2T ), is a solution to (1) with initial data u0,λ := λu0(λ·). This
property makes it possible to discriminate between functional spaces. Roughly speaking
in subcritical spaces, the dynamics is driven by the linear part of the equation, in the
critical spaces the linear and nonlinear parts are in balance, while in supercritical spaces
the linear part is weak compared to the nonlinear part. In Section 5 we will study (1) in
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subcritical and critical spaces, while the analysis in Section 6 takes place in a supercritical
space. Applications to blow-up criteria in terms of subcritical and critical norms will be
provided.
Our work is focused on initial data u0 ∈ Lquloc,σ(R3+), for q ∈ [1,∞] i.e. (by definition)
u0 ∈ Lqloc(R3+), sup
η∈Z3+
‖u0‖Lq(η+(0,1)3) <∞, (2)
and
ˆ
R3+
u0 · ∇ϕdx = 0, ∀ϕ ∈ C∞c (R3+). (3)
The last condition implies that ∇ · u0 = 0 and u0 · e3 = 0 in the sense of distributions.
Remark that L∞uloc,σ = L
∞
σ . For reasons related to the Navier-Stokes equations themselves
(energy or scaling), we will need some local integrability on u0, i.e. q = 2 or q ≥ 3 to
define the solutions. We say that f ∈ Lquloc(R3+) for q ∈ [1,∞] if condition (2) is satisfied.
These local uniform Lebesgue spaces appear to have been introduced first by Kato [27] in
the context of hyperbolic equations. There were later used in many different contexts such
as linear parabolic equations [7], Ginzburg-Landau equations [40, 21], reaction diffusion
equations [13], water waves [4], boundary layers in fluids [9, 15, 14] to cite just a few works.
Their main interest lies in the fact that the functions have no quantitative decay at space
infinity so that non trivial dynamics can arise from the equation itself, not due to exterior
forcing. Moreover, they form a richer class than L∞(R3+) allowing for some singularities
in the data. Indeed, the important scale critical function u0(x) := |x|−1 ∈ L2uloc(R3+).
The behavior can also be rather wild, as is shown by the following function in one space
dimension: u defined by u(x) := n, for x ∈ (n, n+ 1
n2
), zero elsewhere, belongs to L2uloc(R).
Such functions become more and more concentrated like peaks at space infinity, while
remaining uniformly locally in Lq. A variation on this example implies that C∞b,σ(R3+) is
not dense in Lquloc,σ(R
3
+) for q ∈ [1,∞]. To rule out such behavior, we will sometimes
consider the class
Lquloc,σ(R3+) := C∞c,σ(R3+)
Lquloc , q ∈ (1,∞) (4)
We can characterize these functions (see [36, Lemma A.4]) as the functions u0 of L
q
uloc,σ(R
3
+),
which have some mild decay at infinity
‖u0‖Lq(η+(0,1)2) → 0, |η| → ∞.
The notation
◦
Eq is sometimes also used as in [29, 31]. Let us emphasize that the decay of
the local norms at space infinity is not at all quantitative.
For initial data u0 in the subcritical spaces L
q
uloc(R
3
+), q ≥ 3, one can use the linear
dynamics of the Stokes operator A to construct solutions to (1) in a perturbative way.
Treating the nonlinear term as a perturbation, we can write the following Duhamel formula
u(t) = e−tAu0 −
ˆ t
0
e−(t−s)AP∇ · (u⊗ u)ds , t > 0 , (5)
where e−tA is the semigroup generated by the Stokes operator. Hence a fixed point of
(5) classically yields a solution to the Navier-Stokes equations (see for instance [28] for
pioneering work in the integrable case Lq(R3), q ≥ 3), which we call a mild solution. We
will construct such solutions in Section 4.
For initial data in the supercritical space L2uloc(R3+), the smoothing of the linear Stokes
operator is too weak to be able to solve (5). Therefore, we rely on a priori bounds given
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by the (local) energy of the Navier-Stokes equations. If the initial data has finite energy
i.e. u0 ∈ L2σ(R3+), the global energy of u solving (1) is bounded
‖u(t)‖2L2(R3+) + 2
ˆ t
0
‖∇u‖2L2(R3+)ds ≤ ‖u0‖
2
L2(R3+)
, (6)
for all t ∈ (0,∞). This was used to construct finite energy weak solutions, or so-called
turbulent solutions, in the seminal works by Leray [33] and Hopf [22]. When the initial data
is merely locally uniformly bounded, the energy of u solving (1) is not globally bounded
(infinite energy), but only locally. We have the following local energy inequality
‖(χu)(t)‖2L2(R3+) + 2
ˆ t
0
‖χ∇u‖2L2(R3+)ds
≤ ‖χu0‖2L2(R3+) +
ˆ t
0
〈|u|2, ∂sχ2 + ∆χ2〉L2(R3+) + 〈u · ∇χ
2, |u|2 + 2p〉L2(R3+)ds,
(7)
for all χ ∈ C∞c ([0, T ) × R3+). The a priori bound (7) at the difference of (6) involves the
pressure in the flux of energy through ∂ suppχ, which is a source of major complications.
Such local energy weak solutions have been pioneered by Lemarié-Rieusset [31] and are
therefore sometimes named after him. We will investigate the existence of such solutions
in the case of R3+ in Section 6.
The main motivations of our work are twofold.
First, we aim at better understanding the role of the pressure as well as the effect of the
boundary ∂R3+ on the pressure. This is important for at least two reasons: the pressure
has to be estimated in order to be able to use the local energy inequality (7) to derive
bounds on u, and the pressure cannot be eliminated using the Helmholtz-Leray projection
on divergence-free fields which is unbounded on L∞ and a fortiori on Lquloc. Hence, we also
develop an approach which circumvents the use of the Helmholtz-Leray projection.
Second, we want to use the existence theory for initial data barely locally uniformly
Lebesgue integrable to investigate potential singularities of finite energy weak solutions
to the Navier-Stokes equations. In particular, from the existence of mild solutions we
derive immediately a concentration result for (sub)critical norms near the blow-up time,
which gives a new direct proof of a recent result by Li, Ozawa and Wang [34]. Moreover,
we apply the existence theory of local energy weak solutions to the proof of the blow-up
of the scale critical norm L3(R3+), thus recovering a result of Barker and Seregin [8].
1 Two fundamental facts
The first fact we want to stress is the existence of solutions which are driven by the pressure.
For the non stationary Stokes system, we see that
u(x, t) := f(t) and p(x, t) := −f ′(t) · x,
is a solution in R3, while a solution in the half-space R3+ is given by
u(x, t) := (v1(x3, t), v2(x3, t), 0) and p(x, t) := −f(t) · x′, (8)
where f ∈ C∞0 ((0,∞);R2) and v(x3, t) solves the heat equation ∂tv − ∂2dv = f with
v(0, t) = 0. Here and below we decompose the vector x = (x′, x3) ∈ R3+ into the horizontal
3
component x′ ∈ R2 and the vertical component x3 ∈ (0,∞). We readily obtain that these
special solutions are also solutions to the full Navier-Stokes system. Such solutions, for
which the velocity is typically constant in space, are excluded in a finite energy setting.
However they form a wide class of admissible solutions when one allows solutions which are
non decaying at space infinity. Such solutions are dubbed “parasitic solutions” and have to
be eliminated in order to get an integral representation formula for the pressure in terms
of the velocity (see Section 3 for uniqueness theorems).
The second fact is related to the presence of the boundary, namely to the computation
of the pressure. In the whole space, the weak formulation of the Navier-Stokes equations
immediately implies that
−∆p = ∇ · ∇(u⊗ u) in R3.
If parasitic solutions are ruled out, one can thus get a representation formula for the
pressure using the fundamental solution of the Laplacian. The pressure coincides with the
Helmholtz pressure. In the half-space, the situation is more involved. Indeed the pressure
solves the following Neumann problem{
−∆p = ∇ · (∇ · (u⊗ u)) in R3+,
∇p · e3 = γ|x3=0∆u3 − γ|x3=0∇ · (u⊗ u) · e3 in ∂R3+.
The pressure is now a sum of the Helmholtz pressure and a pressure due to the boundary,
which is called the “harmonic pressure” by several authors. This harmonic pressure pharm
is harmonic in R3+ and has Neumann boundary data γ|x3=0∆u3. In the half-space R3+, we
obtain an explicit representation formula for the harmonic pressure via the formula
p = P (x3)(−∆)− 12γ|x3=0∆u3 = −
∇′·
(−∆) 12
P (x3)γ|x3=0∂x3=0u′,
where P is the Poisson kernel for the half-space. Further formulas are given in Section
6. For more general domains Ω than the half-space, one usually lacks a formula for the
harmonic pressure. In order to control the pressure, one relies on an a priori bound for
dist(x, ∂Ω)∇p in L∞. However such a bound is only available in certain domains called
strictly admissible by Abe and Giga, such as bounded C3 domains [1], exterior C3 domains
[2]. In these two instances, the admissibility of the domain is proved using a blow-up
argument. Further phenomena related to the harmonic pressure are investigated by Kang
[26].
2 Resolvent estimates
The first step in our analysis is the study of the linear evolution. In order to get estimates
on the Stokes semigroup, we focus our attention on the stationary resolvent problem{
λv −∆v +∇p = f, ∇ · u = 0 in R3+,
v = 0 on ∂R3+.
(9)
for non localized and divergence-free data f . We are able to get estimates for (9) for all λ
in the sector Spi−ε defined by
Spi−ε := {ρeiθ : ρ > 0, θ ∈ [−pi + ε, pi − ε]} ⊆ C.
This in turn enables to get estimate in long time for the Stokes semigroup, see Section 4
below. Our result is stated in the following theorem.
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Theorem 1 (Resolvent estimates, [35, Theorem 1]). Let 1 < q ≤ ∞, ε > 0. Let λ be a
complex number in the sector Spi−ε. Let f ∈ Lquloc,σ(R3+). Then there exist C(ε, q) < ∞
(independent of λ) and a solution (v,∇p) ∈ Lquloc(R3+) × L1uloc(R3+) to (9) in the sense of
distributions such that
|λ|‖v‖Lquloc + |λ|
1
2 ‖∇v‖Lquloc ≤ C‖f‖Lquloc , (10)
‖∇2v‖Lquloc + ‖∇p‖Lquloc ≤ C(1 + e
−c|λ| 12 log |λ|)‖f‖Lquloc , for q 6=∞. (11)
Moreover, for 1 ≤ q < p ≤ ∞ satisfying 1q − 1p < 13 , there exists a constant C(ε, q, p) <∞
(independent of λ) such that
‖v‖Lpuloc ≤ C|λ|
−1(1 + |λ| 32 ( 1q− 1p ))‖f‖Lquloc , (12)
‖∇v‖Lpuloc ≤ C|λ|
− 1
2 (1 + |λ| 32 ( 1q− 1p ))‖f‖Lquloc . (13)
Uniqueness of v will be discussed in Section 3. There are issues specific to the locally
uniform integrability framework, related to the existence of the parasitic solutions exhibited
in Section 1.
Our main source of inspiration is the work of Desch, Hieber and Prüss [17], which is
concerned with the Stokes resolvent problem in L∞(R3+). The techniques of the classical
work of Farwig and Sohr [19] for the Stokes resolvent problem in Lq, q ∈ (1,∞) based
on the Hörmander-Michlin theorem are neither applicable in the L∞ setting nor in the
Lquloc setting. The idea put forward in [17] is to decompose the solution v to (9) into a
Dirichlet-Laplace part and a nonlocal part due to the pressure v = vD.L. + vnonloc.
The main advantage of the half-space R3+ is the fact that one can get explicit formulas
using the Fourier transform in the tangential variables. We denote by v′ the first two
components of v and v3 the third component of v so that v = (v′, v3); in the same way we
decompose f = (f ′, f3). We have for solutions which decay at space infinity, for all ξ ∈ R2,
y3 > 0,
v̂D.L.(ξ, y3) =
ξ
2ωλ(ξ)
ˆ ∞
0
(e−ωλ(ξ)|y3−z3| − e−ωλ(ξ)(y3+z3))f̂(ξ, z3)dz3
v̂′nonloc(ξ, y3) = −
iξ
2ωλ(ξ)
ˆ ∞
0
(e−ωλ(ξ)|y3−z3| − e−ωλ(ξ)(y3+z3))e−|ξ|z3 p̂0(ξ)dz3
̂vnonloc,3(ξ, y3) =
|ξ|
2ωλ(ξ)
ˆ ∞
0
(e−ωλ(ξ)|y3−z3| − e−ωλ(ξ)(y3+z3))e−|ξ|z3 p̂0(ξ)dz3,
where ωλ(ξ) :=
√
λ+ |ξ|2 and for ξ 6= 0
p̂0(ξ) = −ωλ(ξ) + |ξ||ξ|
ˆ ∞
0
e−ω(ξ)z3 f̂3(ξ, z3)dz3.
From these expressions it clearly appears that the nonlocal part is originating from the
pressure. One further uses the fact that f is divergence-free and that f3(ξ, 0) = 0 to get a
more tractable expression for the nonlocal part of the multiplier. We end up with
v̂nonloc(ξ, y3) ' 1
λ
(e−|ξ|y3 − e−ωλ(ξ)y3)ξ ⊗ ξ|ξ|
ˆ ∞
0
e−ωλ(ξ)z3 f̂ ′(ξ, z3)dz3 (14)
where ' means that the exact expression is a finite sum of similar terms. The term written
in the right hand side of (14) is the most singular among those one has to handle.
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Since there is no easy characterization of uniform local Lebesgue spaces Lquloc on the
Fourier side, we need to first derive pointwise estimates for the kernels in physical space
associated to these multipliers. Then, we can proceed with the estimates for v and its
derivatives. For both tasks, the nonlocal part vnonloc deserves the most attention, the
Dirichlet-Laplace part being more standard to handle. Hence we focus on the nonlocal
part in the discussion below.
Let us consider the kernel s defined by
sλ(y
′, y3, z3) :=
1
λ
ˆ
Rd−1
eiy
′·ξ(e−|ξ|y3 − e−ωλ(ξ)y3) e−ωλ(ξ)z3 ξ ⊗ ξ|ξ| dξ.
In view of estimating the action of sλ on non decaying functions, we need to be very careful
both about the singularity of the kernel near y = 0, and about the decay at large scales.
By scaling arguments, one can focus on the case |λ| = 1. From the factor e−ωλ(ξ)z3 we
always gain exponential decay in the z3 direction. Indeed, there exists c(ε) > 0 such that
for all λ ∈ Spi−ε ∩ {| · | = 1}, for all ξ ∈ R2, for all z3 > 0,
|e−ωλ(ξ)z3 | ≤ e−cz3 .
Thus we concentrate on the decay in y′ and y3. We discuss between y3 > 1 and 0 < y3 ≤ 1.
The first case is straightforward, because y is away from the singularity at 0. The second
case, when y is close to the boundary, requires to be cautious about the singularity near
y′ = 0. We use more structure of the multiplier. For low frequencies |ξ| ≤ 1, we use the
fact that
|e−|ξ|y3 − e−ωλ(ξ)y3 | ≤ Cy3,
and the corresponding bounds on the derivatives. For high frequencies |ξ| > 1 we take
advantage of extra smallness of the factor e−|ξ|y3 − e−ωλ(ξ)y3 . Indeed, there exists C > 0
such that for all |ξ| > 1, ∣∣(e−|ξ|y3 − e−ωλ(ξ)y3) ξ⊗ξ|ξ| ∣∣ ≤ Cy3e−|ξ|y3 ,
together with parallel bounds for derivatives. In the end, we obtain (see [35, Proposition
3.5]) that there exist C(ε) > 0 such that for all λ ∈ Spi−ε, y′ ∈ R2, z3, y3 > 0,
|sλ(y′, y3, z3)| ≤ Cy3
(y3 + z3 + |y′|)2
e−c|λ|
1
2 z3(
1 + |λ| 12 (y3 + z3 + |y′|)
)(
1 + |λ| 12 (y3 + z3)
) (15)
along with analogous bounds for derivatives. We remark that the pointwise bounds on
the kernels derived in the paper [35] did not previously appear in the work [17]. Notice
also that the first factor in the right hand side of (15) decays exactly as the fundamental
solution of the Laplacian in R3. The additional decay achieved for λ ∈ Spi−ε is provided
by the last two factors. This decay is crucial when it comes to estimating the action of sλ
on Lquloc.
Let us now turn to the estimates for v. For simplicity, we just sketch the estimate of
I[f ′] :=
ˆ
R2
ˆ ∞
0
sλ(y
′ − z′, y3, z3)f ′(z′, z3)dz3dz′.
for f ′ ∈ Lquloc(R3+). We aim at estimating ‖I[f ′]‖Lp((0,1)2×(η3,η3+1)). We bound the integral
using Young’s inequality for convolutions in the tangential direction for 1p =
1
s +
1
q − 1,
‖I[f ′](·, y3)‖Lp((0,1)2) ≤ I1 + I2,
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where the terms in the right hand side correspond respectively to the local part around
the singularity at 0
I1 :=
∑
max |α′i|≤2, max |α
′
i+β
′
i |≤2
ˆ ∞
0
‖r′λ(·, y3, z3)‖Ls(α′+(0,1)2)‖f ′(·, z3)‖Lq(β′+(0,1)2)dz3
and to the part away from the singularity
I2 :=
∑
max |α′i|≥3, max |α
′
i+β
′
i |≤2
ˆ ∞
0
‖r′λ(·, y3, z3)‖Ls(α′+(0,1)2)‖f ′(·, z3)‖Lq(β′+(0,1)2)dz3.
The estimate of I1 follows from the observation that
I1 ≤ C
ˆ 1
0
‖sλ(·, y3, z3)‖Ls(R2)‖f ′(·, z3)‖Lq({|z′|≤8})dz3
+ C
∞∑
n=1
(ˆ n+1
n
‖sλ(·, y3, z3)‖q
′
Ls(R2)dz3
) 1
q′
‖f ′‖Lquloc
=: I1,1 + I1,2
and from the pointwise estimate (15)
‖sλ(·, y3, z3)‖Ls(R2) ≤
C e−c|λ|
1
2 z3
|λ| 12 (1 + |λ| 12 (y3 + z3))(y3 + z3)2( 1q− 1p ) .
When p > q one gains extra decay in the vertical direction which enables to prove the
bound
‖I1‖Lp((0,1)2×(η3,η3+1)) ≤ C|λ|−1(1 + |λ|
3
2
( 1
q
− 1
p
)
)‖f ′‖Lquloc ,
even in the case when q = 1. The case p = q is slightly more involved as far as I1,1 is
concerned. We interpolate between the bound∥∥Tf ′∥∥
L1,∞y3 (0,∞)
≤ C|λ|−1‖f ′‖L1z3 (0,1)
and the bound ∥∥Tf ′∥∥
L∞y3 (0,∞)
≤ C|λ|−1‖f ′‖L∞z3 (0,1)
where T is the operator defined by
(Tf ′)(y3) =
ˆ 1
0
e−c|λ|
1
2 z3
|λ| 12 (1 + |λ| 12 (y3 + z3))
f ′(z3)dz3.
Therefore, we get the bound
‖I1‖Lq((0,1)2×(η3,η3+1)) ≤ C|λ|−1‖f ′‖Lquloc ,
only in the case q ∈ (1,∞]. The estimate of I2 uses a similar decomposition of the integral
in z3, but is simpler since the singularity of the kernel at 0 is not seen. It can be estimated
for all 1 ≤ q ≤ p ≤ ∞.
We finish this discussion of Theorem 1 by three further remarks.
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The exponent q = p = 1 is excluded seemingly for technical reasons. The only obstruction
lies in the analysis of the nonlocal term in the vicinity of the singularity at y = 0; see
the term I1,1 above. Such obstructions are often seen in the study of singular integral
operators. Nevertheless, for all the other terms, in particular the Dirichlet-Laplace part,
the exponents 1 = q = p are allowed. Though our paper does not provide a further
investigation of this point, we mention now two related works in the L1 framework. In the
paper [17], it is proved that there exists f ∈ L1σ(R3+) such that vnonloc /∈ L1(R3+). In the
paper [30], Kozono proves that there is a more fundamental obstruction in the study of
the Navier-Stokes flow in L1. In an exterior domain, strong solutions of the Navier-Stokes
equations with values in L1 only exist if the force exerted by the fluid on the boundary of
the exterior domain is zero. That said, the fact that q = 1 is forbidden here is really an
effect from the boundary.
Our second observation concerns the estimate (13) for the second order derivatives. We
were not able to remove the log |λ| singularity for small |λ|. This results in slightly worse
estimates on the longtime dynamics of the second order derivatives for the unsteady Stokes
system. Moreover, due to this lack of uniform bounds in |λ| on second order derivatives of
(9), we are unable to apply the technique of [19] to get the well-posedness for the Stokes
system, i.e. when λ = 0.
We conclude this part by mentioning that resolvent estimates in L∞ for the Stokes system
were obtained in more general strictly admissible domains by Abe, Giga and Hieber [3].
Their method is based on localization, use of Lp resolvent estimates and interpolation of
the L∞ norm between the Lp norm of the function and its gradient. As a consequence,
they obtain L∞ bounds for v and ∇v, but not for ∇2v nor the gradient of the pressure.
3 Liouville theorems for the linear Stokes system
In the paper [35], we prove the following uniqueness theorem up to parasitic solutions for
the resolvent system (9).
Theorem 2 (Liouville for steady Stokes, [35, Theorem 4]). Let λ ∈ Spi−ε. Any solution
(u,∇p) ∈ L1uloc(R3+)∩L1uloc(R3+) with p ∈ L1loc(R3+) to the resolvent problem (9) with f = 0
is a parasitic solution.
In other words, u = (a′(x3), 0) and p = D · x′ + c, where D ∈ C2 and a′ = a′(x3) ∈ C2
is smooth, bounded and has trace equal to zero on xd = 0. It is easily seen that a′i for all
i ∈ {1, 2} has to solve the following problem
λa′ − ∂23a′ = D, a′|x3=0 = 0,
which is the resolvent problem for the one-dimensional Dirichlet-Laplacian.
Moreover, Theorem 2 easily gives uniqueness of the solution of the resolvent problem
constructed in Theorem 1 under one of the additional conditions
‖∇′p‖L1(|x′|≤1,R<x3<R+1) → 0 when R→∞ (16)
of decay of the pressure in the vertical direction or
‖u‖L1(|x′−y′|≤1,1<x3<2) → 0 when y′ →∞. (17)
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of decay of the velocity in the tangential direction.
Theorem 2 for the resolvent problem leads to the following Liouville theorem for solu-
tions to the unsteady Stokes system{
∂tu−∆u+∇p = f, ∇ · u = 0 in (0, T )× R3+ ,
u = 0 on (0, T )× ∂R3+, u|t=0 = u0 in ∂R3+,
(18)
Let u0 ∈ L1uloc,σ(R3+) and f ∈ L1loc(R3+ × (0, T )). We call (u,∇p) a weak solution to (18)
if (u,∇p) satisfies the equations in the sense of distributions, u ∈ L∞((0, T );L1uloc,σ(R3+)),
p, ∇p ∈ L1loc(R3+ × (0, T )), for all δ ∈ (0, T )
sup
x∈R3+
ˆ T
δ
‖∇p(·, t)‖L1(B(x,1)∩R3+) <∞ (19)
and u is weakly continuous in time, i.e. for all ϕ ∈ C∞c (R3+)
t 7→
ˆ
R3+
u(x, t) · ϕ(x)dx (20)
belongs to C0([0, T )).
Theorem 3 (Liouville for unsteady Stokes, [35, Theorem 5]). Any weak solution (u,∇p)
to (18) in the sense above with u0 = f = 0 is a parasitic solution in the sense of (8).
A Liouville theorem for infinite energy solutions of the Stokes system in the half-space
has been worked out by Jia, Seregin and Sverak [23, 24]. Their result holds for weak
solutions in L∞(R3+ × (−∞, 0)), so-called bounded ancient solutions. The proof in [23] is
based on the use of the Fourier transform in the tangential variable, while the proof in
[24] uses a duality argument. Our result holds under the weaker integrability assumption
u ∈ L∞((0, T );L1uloc,σ(R3+)). The proof of Theorem 3 relies on a duality argument similar
to the one used for the proof of the steady theorem, Theorem 2. The time dependence
makes the proof more intricate on a technical level. Indeed one has to regularize and take
care of the integrability in space and time. Let us emphasize that a proof based on duality
is in principle more versatile than the one based on Fourier analysis. However, it requires
a precise knowledge of the decay of the solution to a linear unsteady Stokes problem with
localized or fast decaying source term. In our analysis, this decay is obtained from the
resolvent estimates of Theorem 1, which uses the special structure of the half-space to
apply Fourier analysis in the tangential direction. In the analysis of [24], the authors rely
on the bounds for the Stokes Green kernel derived by Solonnikov [44].
Theorem 3 is required to recover a representation formula for the pressure of the local
energy weak solutions constructed in Section 6. The integrability condition on the gradient
of the pressure (31) imposed on the weak solutions is convenient for our purposes. It
enables to compensate for the lack of decay and integrability of the test functions due in
particular to the harmonic pressure. Moreover, it is satisfied for the pressure given by the
representation formula in Section 6. It is possible that the condition (31) can be removed,
but we did not carry out further investigations of this point.
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4 Linear and bilinear estimates for the Stokes semigroup
Our approach is to get estimates on the Stokes semigroup by using the bounds for the
resolvent problem (9). As is classical, the main tool to go from the estimates for the
stationary resolvent problem to the estimates for the time-dependent Stokes semigroup is
Dunford’s formula. In that perspective, our method is in the spirit of the work of Farwig
and Sohr [19] for Lq, q ∈ (1,∞), Desch, Hieber and Prüss [17] for Lq, q ∈ (1,∞] and
Abe, Giga and Hieber [3] for L∞. Other methods are the compactness method, new in
this context, pioneered by Abe and Giga [1], and the more classical one based on direct
estimates of the Green function carried out by Solonnikov [44] or by Maremonti and Starita
[39]. In this vein, let us mention efforts to estimate the Green function of the Stokes system
in the half-space, which originate in the work of Ukai [46] and were extended by Cannone,
Planchon and Schonbek [12] and Danchin and Zhang [16].
The results of Section 2 and Section 3 enable to define the Stokes operator A realized
in Lquloc,σ(R
3
+) for any q ∈ (1,∞] by the formula (λ+A)−1 = R(λ) for all λ ∈ Spi−ε. Here
R(λ) is the resolvent operator associating to f ∈ Lquloc,σ(R3+) the unique solution to (9)
satisfying the estimates of Theorem 1 and the uniqueness condition of Theorem 2. The
domain D(A) can be described for finite q:
D(A) = {u ∈ Lquloc,σ(R3+) : ∇αu ∈ Lpuloc, α = 1, 2, u = 0 on ∂R3+}.
This contrasts with the Stokes operator in L∞σ (R3+), where we have no description of the
domain of A, because we are lacking an estimate such as (11) in that case. The following
result is one of our main theorems.
Theorem 4 (Stokes semigroup, [35, Theorem 2]). For all q ∈ (1,∞], the Stokes operator
A generates a bounded analytic semigroup e−tA in Lquloc,σ(R
3
+).
Estimates for derivatives in time and space of e−tAf for f ∈ Lquloc,σ(R3+) are given in
[35, Section 5]. In the case of L∞σ (R3+), our result is more precise than the one of Abe
and Giga [1]. In this paper, the authors obtain bounds on the semigroup by relying on
a compactness argument. However, their bounds are only for short time because of the
nature of the contradiction argument. Notice that an important point in our theorem
is the fact that the fact that the semigroup is bounded, which describes the long time
behavior of the flow. Theorem 4 is a consequence of Theorem 1. The long time behavior
in particular is due to the fact that we can bound the solution v to the resolvent problem
for any λ arbitrarily close to 0 in the sector Spi−ε for some ε > 0. Notice that since D(A)
is not dense in Lquloc,σ(R
3
+) the Stokes semigroup is not known to be strongly continuous
in Lquloc,σ(R
3
+).
In order to study the nonlinear Navier-Stokes equations, in particular the existence
of mild solutions, we need to estimate the Oseen kernel e−tAP∇·, where P denotes the
Helmholtz-Leray projection on divergence-free fields. The operator P being unbounded on
Lquloc,σ(R
3
+) for any q ∈ [1,∞], we analyze the first-order operator P∇· and combine it with
the Stokes semigroup. Once again, bounds on the non stationary Oseen kernel are derived
from bounds on (λ+A)−1P∇· via the Dunford formula. We compute an explicit formula
for P∇ · (u⊗u). It is a sum of terms which correspond to derivatives in the physical space
and of terms which are variations of
ξαξβξγ
|ξ|
ˆ z3
0
e−(z3−s)|ξ|ûαuβ(ξ, s)ds
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in Fourier space. The goal is then to understand the action of multipliers of the form
ξαξβξγ
|ξ| e
−t|ξ| in physical space. It is classical when considering fluids with non localized
data, see [6, 31, 42, 45] to cite a few works, to decompose between small scales and large
scales in physical space. For instance in the case of the whole space DαDβDγ−∆ is decomposed
into
DαDβDγ
−∆ = DαDβ
(
(1− χ) Dγ−∆
)
+DαDβ
(
χ
Dγ
−∆
)
,
where χ is a cut-off function in physical space. Here we follow a similar insight, except
that we cut-off in Fourier space instead of physical space. This enables on the one hand to
keep the exponential decay in the vertical direction in high frequencies and on the other
hand to consider fractional derivatives instead of the second-order derivatives DαDβ . Let
K = K(y′, t) be the kernel associated to the multiplier ξαξβξγ|ξ| e
−t|ξ| in Fourier space. For
θ ∈ (0, 1) and λ ∈ Spi−ε, we decompose K into
K = (−∆) 2−θ2 K
θ,≥|λ| 12 +K≤|λ| 12 , (21)
where the high frequency part is bounded as follows
|K
θ,≥|λ| 12 (y
′, t)| ≤ Ce
−t|λ| 12
(|y′|+ t)2+θ , ∀y
′ ∈ R2, t ∈ (0,∞), (22)
and
|K≤|λ| 12 (y
′, t)| ≤ C
(|λ| 12 + |y′|+ t)4
, ∀y′ ∈ R2, t ∈ (0,∞), (23)
for the low frequency part. Notice that in (22) the singularity at 0 is integrable when
θ ∈ (0, 1) and the decay in the vertical direction is fast, while for (22) there is no singularity
at 0 and the kernel is integrable at infinity. The fractional derivative (−∆) 2−θ2 in (21) is
later combined to the operator (λ +A)−1 taking advantage of the resolvent estimates of
Theorem 1. All this results eventually in the following bilinear estimates, which underly
the study of the perturbative, so-called mild solutions, to the Navier-Stokes system.
Theorem 5 (Bilinear estimates, [35, Theorem 3]). Let 1 < q ≤ p ≤ ∞ or 1 ≤ q < p ≤ ∞.
Then for α = 0, 1 and for all t ∈ (0,∞),
‖∇αe−tAP∇ · (u⊗ v)‖Lpuloc ≤ Ct
− 1+α
2
(
t
− 3
2
( 1
q
− 1
p
)
+ 1
)‖u⊗ v‖Lquloc , (24)
and
‖∇e−tAP∇ · (u⊗ v)‖Lquloc ≤ Ct
− 1
2
(‖u · ∇v‖Lquloc + ‖v · ∇u‖Lquloc). (25)
Existence of mild solutions to the Navier-Stokes equations (1) with initial data in
the (sub)critical spaces Lquloc,σ(R
3
+) follows from Theorem 5 in a classical way, see [35,
Proposition 7.1 and Proposition 7.2].
5 Localized concentration of (sub)critical norms near blow-
up time
It is known since the work of Leray [33] and the later work of Giga [20] that solutions to the
Navier-Stokes equations in the whole space R3 blowing-up at time T satisfy the following
lower bound on the rate of blow-up
‖u(·, t)‖Lq(R3) ≥ C(T − t)−
1
2
(1− 3
q
) for q ∈ (3,∞], t ∈ (0, T ) (26)
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with a constant C(q). We recall that a solution is regular at the point (x0, t) for x0 ∈ R3
(resp. R3+) if there exists r > 0 such that u ∈ L∞(B(0, r)×(t−r2, t)) (resp. L∞((B(0, r)∩
R3+) × (t − r2, t))). If (x0, t) is not regular it is by definition singular. We say that T is
a blow-up time if it is the time of the first occurrence of a singular point. It took much
longer to extend (26) to the critical case q = 3. Escauriaza, Seregin and Sverak [18] proved
that if T is a blow-up time for u then
lim sup
t→T−
‖u(·, t)‖L3(R3) =∞.
This result has been strengthened by Seregin [41] to ‖u(·, t)‖L3 → ∞ for t → T− and
extended to the case of the half-space by Barker and Seregin [8]. We come back to the
blow-up of scale critical norms in Section 6 below. Notice that the contraposition of such
blow-up criteria also gives conditions for regularity of the solutions.
Recently, an interesting refinement of (26) has been worked out by Li, Ozawa and
Wang [34]. They prove a localized version of the lower bound for the blow-up rate for u
associated to initial data u0 ∈ L∞(R3) and blowing-up at time T . More precisely, for all
q ∈ [1,∞], there exists constants 0 < c, C < ∞, there exists a sequence tk → T− and a
sequence of points xk ∈ R3 such that
‖u(·, tk)‖Lq(|·−xk|≤cω(tk)−1) ≥ Cω(tk)1−
3
q , (27)
where
ω(t) := ‖u(·, t)‖L∞(R3) & (T − t)−
1
2 . (28)
Notice that the blow-up rate for the L∞σ norm holds for any t ∈ (0, T ). The proof is in two
steps. The first consists in using the existence theory of mild solutions in L∞σ to obtain
(28). This is in the spirit of the technique of our paper, see below. The second step uses
(28) and a frequency decomposition at a cut-off frequency roughly ω(tk). This technique
seems to originate from the work of Bourgain [10] on nonlinear Schrödinger equations. The
authors show that
‖P.ω(tk)u(·, tk)‖L∞ ≥
ω(tk)
2
(29)
for a well chosen sequence of times tk. Here P.ω(tk) is the projector on low frequen-
cies. The bound (27) follows from bounding from above the left hand side in (29) by
‖u(·, tk)‖Lq(|·−xk|≤cω(tk)−1). In our work [35] we realized that the existence of mild solu-
tions in Lquloc,σ(R
3) (resp. R3+) yields a direct proof of (27) in the case when q ∈ [3,∞].
Theorem 6 (Localized minimal blow-up rate, [35, Corollary 1.1]). For all q ≥ 3, there ex-
ists a positive constant C(q) <∞ such that for all 0 < T <∞, for all u ∈ C((0, T );L∞σ (R3+))
mild solution to (1), if u blows up at T , then for all t ∈ (0, T ), there exists x(t) ∈ R3+ with
the following estimate
‖u(t)‖Lq(|·−x(t)|≤√T−t) ≥
C
(T − t) 12 (1− 3q )
. (30)
The proof of Theorem 6 relies on the existence theory of mild solutions for q ≥ 3.
Therefore, it is restricted to q ≥ 3, while (27) was proved for q ∈ [1,∞] in [34]. However,
our result strengthens the result of Li, Ozawa and Wang when q 6= ∞ since the lower
bound (30) holds for all t ∈ (0, T ) and not only along a subsequence. The key to the proof
of (30) is the following rescaled existence result for mild solutions. In the spirit of [37]
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which deals with R3, we prove, see [35, Proposition 7.5], that for ρ > 0 if the initial data
u0 is controlled
‖u0‖Lq
uloc,(ρ)
:= sup
η∈Z3+
‖u0‖Lq(η+(0,ρ)3) ≤ Cρ
3
q
−1
,
then there exists a unique solution u ∈ L∞((0, T );Lquloc,(ρ)) such that
sup
0<t<T
(‖u(·, t)‖Lq
uloc,(ρ)
+ t
d
2q ‖u(·, t)‖L∞
) ≤ C‖u0‖Lq
uloc,(ρ)
with lifespan of at least T ≥ ρ2. This claim is a mere rescaling of the existence of mild
solutions in Lquloc = L
q
uloc,(1). Theorem 6 follows from this fact by a simple contraposition
argument. Our proof works in the case of the whole space as well as in the case of R3+.
The only tool we need is the Navier-Stokes scaling.
Let us finally emphasize that in the case in the case q > 3, the lower bound (30) is
stronger than the global one (26). In the critical case q = 3 on the contrary, the lower
bound (30) is a much weaker result than the blow-up criteria of [18, 41, 8].
6 Representation of the pressure and local energy weak so-
lutions
In this final section, we present the ideas required to construct weak solutions with initial
data in the supercritical space L2uloc,σ(R3+). Our construction is in the vein of the work of
Lemarié-Rieusset [31] and Kikuchi and Seregin [29] for the whole space R3. On the contrary
to Leray-Hopf solutions for data in L2σ, the solutions we consider here are only locally in
L2 and so no global energy bound is expected. The only tool to control the solutions is
the local energy inequality (7). A major difficulty of the local energy inequality is that it
not only counts the energy that is dissipated, but also the energy which enters or leaves a
unit cell. In particular, the energy flux involves the pressure. A first step is therefore to be
able to compute the pressure via a representation formula. Apropos pressure, let us notice
that the Leray-Hopf theory of finite energy weak solutions says nothing about the pressure.
Extracting information about the pressure requires some non trivial work, especially in the
case of domains with boundaries, see [43]. Returning to the topic of infinite (local) energy
weak solutions, in the case of R3, the computation of the pressure was handled by various
techniques. In [29], the authors include the representation formula in their definition of
the local energy weak solutions. Hence, they have to check that the formula remains true
for a weak limit of approximate solutions. In [25], the authors assume some mild, non
quantitative, decay of the velocity at infinity, which enables to recover the formula for the
pressure via a Liouville theorem.
In the case of R3+, we made the decision to impose the following condition on the
pressure of our local energy weak solutions
sup
x∈R3+
(ˆ T ′
δ
‖∇p‖
3
2
L
9
8 (B(x)∩R3+)
dt
) 2
3
<∞ for all 0 < δ < T ′ ≤ T. (31)
If T = ∞, the condition is slightly modified 0 < δ < T ′ < ∞. This condition is stable
under weak limits and enables to apply our Liouville theorem, Theorem 3, for the unsteady
Stokes system. It could be that this condition on the pressure is not optimal and that the
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Liouville theorem could be generalized, but our aim was to have a self-contained and simple
framework. Notice that the case of the half-space has a major difficulty as compared to
the whole space, namely the fact that the pressure splits into a Helmholtz-Leray part and
a non trivial harmonic part. Hence in R3+ we have to assume the condition (31) in order
to identify the pressure, while in R3 the mere mild decay of u0 appears to be enough.
Moreover, the expression for the pressure is far more involved in the case of R3+ than R3.
In our paper [36], we subsequently define local energy weak solutions to (1) for initial
data in L2uloc,σ(R3+). This mild decay automatically rules out parasitic solutions and ensures
that one has a representation formula for the pressure. In the more general case when the
initial data belongs to L2uloc,σ(R3+), we need an additional condition on the decay of the
harmonic pressure at space infinity. Let T ∈ (0,∞]. Roughly speaking, see [36, Definition
1.1] for a rigorous definition, a local energy weak solution (u,∇p) is a weak solution to
(1), such that u ∈ L∞((0, T );L2uloc,σ(R3+)) (or if T = ∞, u ∈ L∞loc([0,∞);L2uloc,σ(R3+))),
p ∈ L
3
2
loc(R3+ × (0, T )), such that the pressure satisfies (31), such that the local energy
inequality (7) is satisfied for all χ ∈ C∞c ([0, T ) × R3+), such that weak continuity in time
(20) holds and such that u(·, t) strongly converges in L2(K) to u0 for any compact set
K b R3+.
The representation formula for the pressure is obtained via the formulas from the linear
theory presented in Section 2 above and via Dunford’s formula. The following principles
serve as guidelines for the derivation of the representation formula. First we decompose
the solution to (1) into a linear part, which solves a Stokes system with initial data u0,
and a nonlinear part which solves a Stokes system with zero initial data and right hand
side −∇ · (u⊗ u). This gives a decomposition p = pli + pu⊗u. For pli the Helmholtz-Leray
part is of course zero and so pli is equal to its harmonic part. For pu⊗u we have to deal
with both the Helholtz-Leray part and the harmonic part. Second, a general principle
is to separate small scales from large scales as is done in the whole space R3. For large
scales, we systematically take advantage of the fact that the pressure is defined only up
to a time-dependent constant so that we can gain additional decay in the kernels. We do
not enter into more details here because the derivation of the formulas is intricate and
rigorously done in the paper [36]. The formula for the pressure is derived in Section 2,
while the identification of the pressure of the local energy weak solutions as defined above
is done in Section 3 via the Liouville theorem, Theorem 3. The following statement is the
main result of the paper [36].
Theorem 7 (Global local energy weak solutions, [36, Theorem 1]). For any u0 ∈ L2uloc,σ(R3+)
there exists a local energy weak solution (u,∇p) to (1) in R3+× (0,∞) with initial data u0.
The solution constructed in Theorem 7 is global in time. We are able to construct local
in time local energy weak solutions for data in L2uloc,σ(R3+), that is with no decay at all at
space infinity. As underlined above, in that case we need to add a condition on the decay
of the pressure in the vein of (16) in order to recover the representation formula. This was
done in [36, Section 5]. The construction of global in time solutions exploits two ideas.
The first is to transfer the decay of the initial data to the solution itself at positive times.
We prove, see [36, Theorem 2], that for all u0 ∈ L2uloc,σ(R3+), all local energy weak solution
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u to (1) on R3+ × (0, T ) satisfies
sup
t∈(0,T )
sup
η∈Z3+
ˆ
(η)
|ϑ( ·R)u(·, t)|2 +
ˆ T
0
ˆ
(η)
|ϑ( ·R)∇u|2 +
(ˆ T
0
ˆ
(η)
|ϑ( ·R)u|3
) 2
3
R→∞−→ 0,
(32)
for all δ ∈ (0, T ), with ϑ a smooth cut-off such that 0 ≤ ϑ ≤ 1, ϑ ≡ 0 on B(0, 1) and
ϑ ≡ 1 on R3 \ B(0, 2). It follows that for almost all positive time t, u(·, t) ∈ L4uloc,σ(R3+).
The second idea is that one can decompose u(·, t) into a large part in C∞c,σ(R3+) ⊆ L2σ, for
which we can rely on the existence theory of Leray-Hopf solutions, and a small part in
L4uloc,σ(R3+), for which we use the existence theory of mild solution. Such an idea which
probably goes back to Calderon [11] (weak solutions in Lq for q ∈ (2, 3)) is now classical
in the study of the Navier-Stokes system.
Very recently, Maremonti and Shimizu uploaded a paper [38] where they prove the
existence of weak solutions in the half-plane R2+ and the half-space R3+ for non decaying
data. Their solutions are global in time. For d = 2 or 3 and q ∈ [d,∞), the initial data u0
belongs to L∞(Rd+) ∩ J1,q0 (Rd+), where
Jq0 (R
d
+) = C
∞
c,σ(Rd+)
W˙ 1,q
so that the gradient of u0 belongs to Lq. A typical example of such data is a constant
field plus a bump in W 1,q0,σ(Rd+). This is very different from our setting in Theorem 7 for
the existence of global in time solutions. Indeed we need some mild decay at infinity
so that constant data are ruled out, but the initial data can be “wild” everywhere. The
authors of [38] prove in addition to the well-posedness a structure result for the solutions
of (1). In the case d = 2 and q = 2, they decompose the solution as the solution of
the linear Stokes equation with initial data u0 and the solution to a perturbed nonlinear
Navier-Stokes equation with zero initial data, for which they can apply the L2 theory. For
higher q intermediate perturbed linear problems are involved in the decomposition, until
one reaches the problem for which L2 theory can be used; see [5] for a similar construction.
We finish this note by commenting on blow-up criteria for scale critical norms. As
we mentioned previously, Seregin proved in [41] that for a Leray-Hopf solution u to the
Navier-Stokes system in the whole space which blows-up at time T , we have
‖u(·, t)‖L3(R3) →∞ when t→ T−.
This result was later extended to Leray-Hopf solutions in R3+ by Barker and Seregin [8]
through different techniques. We are able to recover the result of [8] for the half-space by
using the technique of [41]. So let us outline the method in [41] and point out where the
theory of local energy weak solutions is useful. Assume by contraposition that ‖u(·, tk)‖L3
remains bounded along a subsequence of times tk → T−. Without loss of generality, assume
that (0, T ) ∈ R3+ × (0,∞) is a blow-up point. The idea is to consider the sequence u(k)
defined by blowing-up around the singularity at 0
u(k)(y, s) := λku(λky, λ
2
ks+ T ) with λk :=
√
T − tk
S
for a parameter S taken later on sufficiently small. The point is then to study the con-
vergence of u(k). Since the energy in (6) is supercritical with respect to the Navier-Stokes
scaling, the energy of the u(k)’s is not uniformly bounded in k. The limit u is a local
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energy weak solution. Two things have to be proved about u. First u(·, 0) = 0. This is a
consequence of the fact that u(·, T ) ∈ L3. Second, since the L3 norm is scaling invariant,
‖u(k)(·,−S)‖L3 = ‖u(·, tk)‖L3 is uniformly bounded. This implies some decay of the local
L2 norms of u(k) at space infinity. The key is to transfer this decay to u(k)(·, s) at almost
all times s ∈ (−S, 0). The tool for this is an estimate in the vein of (32). Our main
contribution for the half-space is in this estimate. It appears that an estimate such as the
decay bound (32) was missing to Barker and Seregin in the half-space. Hence they found
another technique to circumvent this point. The last part of the proof is similar in all the
works [41, 8, 36, 5] originating from [18]. It consists in proving a Liouville type theorem for
u using backward uniqueness and unique continuation for parabolic-type equations. For
the details in R3+, we refer to [36, Section 7].
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