INTRODUCTION
In this paper, a class of shortened cyclic codes for a compound channel will be presented. This class of codes as compared with the results presented in Hsu, Kasami, and Chien (1969) requires fewer redundancy for the same error correction capability. If the code length is not very large, the percentage saving of redundancy is substantial.
The results presented in this paper is closely related with the results of Hsu, Kasami, and Chien (1969) and the results of a previous paper (Hsu, 1970) . The reader is therefore advised to read these two papers before he starts to read this paper.
Since the implementation of the shortened cyclic codes is not more difficult than the regular cylic codes, the shortened cyclic codes presented are suitable for practical application. Section I deals with preliminaries, Section II presents major results. * Part of this paper was presented at the 4th Annual Princeton Conference on Information Science and Systems, April, 1970.
I. PRELIMINARIES
The properties of a compound channel has been discussed in detail in Hsu, Kasami, and Chien (1968) , therefore it will not be repeated here. The requirements of error correcting codes for a compound channel are listed below:
(1) The code must be capable of correcting all combinations of e or fewer independent errors.
(2) The code must be capable of correcting all burst errors of length b or less.
(3) In the coset expansion any coset which contains a burst error pattern of weight > e and length b' such that e < b' ~< b does not contain any vector of weight ~< e.
It will be shown in Section II that the shortened cyclic codes presented satisfy all the three conditions.
In this paper, it is assumed that the reader has a working knowledge of Galois field theory. For those who are not familiar with Galois field theory, Chaps. 4 and 6 of Berlekamp (1968) are recommended.
Throughout this paper, the following notations will be used: 1- [,=1 g,(x) has all ~, 1 ~ i <~ pt, (where p and t are integers) as roots p.~(x) the minimum polynomial of ~) n the length of a cyclic code
the degree off(x) e random error correction capability, i.e., e ~ [(dmin --1)/2] h total number of information digits R rate of transmission
wt(f(x))
the Hamming weight off(x), i.e., the total number of nonzero terms inf(x) b the burst error correction capability of a cyclic code Since N I 2 ~ --1, N must always be an odd integer. For convenience, the major results of Hsu (1970) which are related with this paper will be summarized as follows: LEMMA 1. The period of g(x)= ~I~1 (g,(x) If h~(x) generates a class I cyclic code of length 2m~N with minimum weight >/2it + 1 (where mj is a nonnegative integer and m(~+l ) > mj, (/-1) 1 ~< j ~< (1 --1)) and 1-I~=~ h~(x) I h,(x), then the class II shortened cychc codes can be constructed as: THEOmE~t 2. If i = 2 m~ q-2'~(~ -1) q-2'~(~ -2) q-"'" q-2 m= q-2"1, then 1-Ij=l h~(x) will generate a shortened cyclic code of length iN with dmin > 2zt q-1.
The following examples should make the construction of class I and class II codes clear. EXAMPLE 1. Let ~ be a primitive root of GF(28) and the minimum polynomial of ~ is x 8 q-x 4 q-x a q-x ~ q-1. Define pi(x) to be the minimum polynomial of ~, where i is any positive integer. The octal representation ofp(~i+l)(x), 0 ~< i ~< 7 is given as follows:
It can be easily seen from Table I that hl(X ) [ h=(x) and hl(x ) h2(x ) ] ha(x), therefore according to Theorem 2, g(x) = hl(x ) h2(x ) ha(x ) will generate a shortened cyclic code of length 7N = 1 785 with drain >/17. Then from the definition of hl(x ) and h2(x), it can be seen that p~(x)2~2+l[x 2~2x ~-1. Therefore p~(x)21x N + 1, which is a contradiction.
Since all the roots x N + 1 = 0 are elements of GF(2~), x ~v + 1 -----0 should not have a repeated root. Therefore
II. PRESENTATION OF RESULTS
In the following, the construction of the shortened cyclic codes, the disjointness of the cosets of burst errors from the cosets of random errors and lower bounds of the burst error correction capability for some of the shortened cyclic codes presented will be discussed.
A. Construction of the Binary Shortened Cyclic Codes
Throughout this paper, G(x) is defined to be
Proof. Suppose that (G(x) , (x ~jN + 1)/(x + 1) 2j) = ml(x ) :/= 1.
Since N [ 2 ~ --1, N must always be an odd integer. Therefore the result is a contradiction. [ x u -F l. If Ni is the period ofp,(x)where N~ > 1 then Ni [ fc and Ni[ N. Then N, I (fc, N) , which is a contradiction.
Case 2. If (1 + x).P ml(x), and pi(x) is an irreducible factor of ml(x). Then pi(x) l G(x) and pi(x)
A class I cyclic code (Hsu (1970) ) has a generator polynomial of the form
, where m is any positive integer. Theorem 3 shows that the shortened cyclic code constructed from class I code will have minimum weight at least 2t + 2. Proof. Suppose that the minimum weight of the shortened cyclic code is ~ 2t + 1, then there exists at least a nonzero code polynomial a(x) which is of weight ~ 2t + 1. By using the Euclidean algorithm, a(x) can be written as: 
Since G(x) generates a cyclic code of length fc with minimum weight at least f > t, wt(O(x ) > t, which is a contradiction. Therefore every code polynomial must have a weight at least 2t + 2.
Q.E.D.
It can be easily seen that
generates a shortened cyclic code of length (N -5 fc) with minimum weight >/2t-5 2.
The following results are obtained from Theorems 1 and 2; hl(x ) = ga(x)2"~g2(x) generates a cyclic code of length 2~xN with drain ~ 2t + 1, 
(x ~m2 + 1)h~(x)
From Lemma 4, it can be seen that
X2m2N
( + 1 , hi(x)) = 1. 
As a result of Theorem 3, it can be seen that wt(Q(x)) ~ 2t + 2, which is a contradiction.
Therefore drain ~ 4t + 2. Q.E.D.
Similarly, it can also be shown that g(x) = (x I~ + 1)(x + l) i-1 hl(X ) h~(x) generates a shortened cyclic code of length iN + fc with dram >/4t + 2. Theorem 5 can be proved by mathematical induction on the number 1. Since the proof is similar to the proof of Theorem 4, it is omitted.
For the convenience of later discussion, the shortened cyclic codes presented will be classified into class I and class II codes. The class I codes will have a generator polynomial of the form 
h3(x) = (gl(x) g~(x)) ~ g~(x) gdx) g(x) = G(x)(x 4-1) ~ hi(x) h3(x) 4t + 2 5N 4-fc Class I g(x) = (#c 4-1)(x 4-1) ~ hi(x ) h2(x )
4t + 2 5N + fc Class II The shortened cyclic codes presented will have better rate of transmission than the cyclic codes (i.e., HKC Codes) presented by Hsu, Kasami, and Chien (1968) . Tables III lists a few comparisons.
Let ~ be a primitive root of GF(27) and p,(x), the minimum polynomial of ~i, where i is any positive integer. Then the octal representation of p(~i+l)(x), 0 ~ i ~ 4 are: Table IliA ).
Let ~ be the primitive root of GF(2s), then pl(x) ~-(435), p~(x) = (567), ps(x) = (763), pT(x) = (551), pg(x) ~ (675) (see Table IIIB ).
Class I and class II codes will have different capability in the separation of cosets of different types. 
B. The Disjointness of Cosets

Proof. Suppose that El(x ) ~ El(X ) mod G(x), then El(x ) + Ez(x) must be a nonzero code polynomial which is generated by G(x). SinceL(El(x)) <~ yc, wt(E2(x)) ~< e and y + e < f, El(x ) + E~(x) can not be a code polynomial generated by G(x). (This result is obtained from the property of nonzero code vectors generated by G(x).)
Therefore E~(x) ~ E2(x ) mod G(X). Q.E.D.
THEOREM 6. Let L(BI(x)) ~ yc, where y % f and wt(Bl(x)) > e, h t L(E~(x)) > yc and wt(El(x)) ~< e. If g(x) = G(x)(x + 1) I-m=~ hj(x)
, where h = ~2~=1 2"% re(j+1 ) > mj, 1 ~<j <~ l --1, and y + e <f, then XiBl(X) El(x ) rood g(x), where deg(x~Bl(x)) < n, and n is the code length.
Proof. Suppose that
Since G(x) is a factor ofg(x), Eq. (1) implies that
Let x~B~(x) ~ rl(x ) mod(x le -/ 1), where deg(q(x)) ~< fc --1. Since
Let E~(x) ~ r2(x ) mod(x s~ 4-1), where deg(r2(x)) ~< fc --1. As a result of Lemma 3, wt(r2(x)) ~ wt(El(x)) ~< e. Since wt(rl(x)) > e, wt(r2(x)) ~< e,
a(X) I* I0 + 1, a(*) I n(.) + r#). Since G(x) generates a cyclic code of length fc with minimum weight at least f > e, rl(x ) + r2(x ) must be a code polynomial generated by G(x). Since L(r,(x))<~yc, wt(r~(x))> e, wt(r2(x)) ~< e, and y + e < f, rl(x ) + re(x ) can not be a code polynomial generated by G(x) (Lemma 7), which is a contradiction. Therefore
Q.E.D. As a result of Theorem 6, it can be seen that the class I codes are capable of distinguishing all the burst errors of length ~ yc from the random errors of weight ~< e provided that y + e < f. 
(4)
Since deg(q(x)) and deg(ra(x)) are ~fc --1, Eq. (4) implies that q(x) = r2(x), which is a contradiction to the fact that wt(q(x)) @ wt(r2(x)). Therefore
x%(~) ~ E~(~)rood g(~).
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Theorem 7 shows that the class II codes are capable of distinguishing all the burst errors of length ~< fc from the random errors of weight <~ e. Table IV gives examples about the disjointness of the cosets. Only those burst error patterns which are of length ~< the upper bound are disjointed from the cosets of random errors. (747) a b is the lower bound of the burst error correction capability and t is the random error correction capability, the polynomials are represented by octal digits.
The upper bound of the burst error correction capability gives an upper bound so that the cosets of burst errors will be disjoint from the cosets of random errors.
The merits of class I and class II codes presented should be judged by the needs of the practical application. It is very difficult to say in general which one is better.
C. Lower Bound of Burst Error Correction Capability
The exact burst error correction capability of all the shortened cyclic codes presented can be obtained by the computer search method (Kasami (1963) ). A lower bound of the burst error correction capability for the shortened cyclic code which is generated by g(x) = (x Ic ~-1)gl(x)g2(x) can be obtained by further shortening the code length by one digit. This lower bound is an extension of the results due to Fire (1959) and Stone (1961) .
Let p~(x) be an irreducible factor of gl (x) 
Combining Eqs. (6) and (7), Eq. (8) is obtained:
Following Stone's approach (Stone, 1963) , ml(x ) and me(x ) can be written 
Since every code vector has already been shortened by one digit, if a(x) is a code polynomial, then (1 + x)a(x) must also be a code polynomial. 
