We study an approximation scheme for a nonlinear filtering problem when the state process X is the solution of a stochastic delay diffusion equation, and the observation process is a noisy function of X(s) for s ∈ [t−τ, t], where τ is a constant. The approximating state is the piecewise linear Euler-Maruyama scheme, and the observation process is a noisy function of the approximating state. The rate of convergence of this scheme is computed.
Introduction
Stochastic diffusion processes with delay have been used as models in many applications: in population dynamics (see Goel, Maitra and Montroll (1971) [16] ), in respiratory systems (see Longtin, Milton, Bos and Mackey (1990) [30] ), in eyes movements control (see Vasilakos and Beuter (1993) [42] ), postural control (see Peterka (2000) [37] ), transmission delays for neural networks and/or ensemble of coupled neural oscillators (see Niebur, Schuster and Kammen (1991) [35] ).
In most of the literature the stochastic process is assumed to be completely observable. However, this cannot always be the case, since measurement errors may occur. This difficulty can be overcome by modelling this situation as a nonlinear filtering problem.
The aim of stochastic nonlinear filtering is to compute the conditional law at time t of a state process, which cannot be directly observed, given an observation process up to time t. This task can be achieved only in a few specific cases, and therefore the problem of the approximation of the conditional law naturally arises.
A classical model of partially observed system extensively studied in the last past years arises when both the state and the observation processes are diffusion processes.
For this model, under suitable hypotheses on the coefficients, the filtering equations have been established by Kushner (1967) [23] , Duncan (1967) [10] , Mortensen (1966) [34] , and Zakai (1969) [43] and have been studied since then by many authors (see for example Pardoux (1991) [36] or Kallianpur (1980) [18] and the references therein). Different approximation schemes for the filter have been studied in various frameworks by many authors (see for example Kushner (1990) [24] , Le Gland (1989) [28] or Del Moral (2004) [9] and the references therein).
In this paper we are interested in nonlinear filtering of partially observed delay systems of the following form.
The state process X = X(t) t∈ [−τ,T ] satisfies the stochastic delay differential equation on the probability space (Ω, F, (F t ) t∈ [0,T ] , P )     
X(t) = η(t),
−τ ≤ t ≤ 0, 
where W = W (t) t∈[0,T ] is a standard Brownian motion, independent ofW , and h : [0, T ] × C( [−τ, 0] , R) → R is a Borel measurable function.
As an example the functions a(t, θ), b(t, θ) and h(t, θ), for θ ∈ C([−τ, 0], R) can be taken of the form g t, max
u∈
where −τ = τ 0 < τ 1 < · · · < τ r = 0, or
where γ i are finite measures on [−τ, 0], and g and ψ i are continuous functions. By taking in (4) ψ i (u, x) = x for all i, and γ i (ds) in the set {e λs ds, δ −τ (ds), δ 0 (ds)}, we recover the stochastic delay differential equation considered in a control framework by Larssen and Risebro (2003) in [27] and by Elsanousi and Larssen (2001) in [11] 
dX(t) = g a t, X(t), X(t − τ ), t t−τ e λ(u−t) X(u) du, w(t) dt

+ g b t, X(t), X(t − τ ), t t−τ e λ(u−t) X(u) du, w(t) d W t ,
where w(t) is the control. Moreover, when the function g a (t, x 1 , x 2 , x 3 , w), as well as g b (t, x 1 , x 2 , x 3 , w), depends only on (x 1 , x 2 ), we recover the fixed time delay model
dX(t) = g a X(t), X(t − τ ) dt + g b X(t), X(t
which is studied in Frank (2002) [14] and in particular, for g a (
we recover the stochastic Gompertz model with delay, see Goel, Maitra and Montroll (1971) [16] and Frank and Beek (2001) [15] . The stochastic Gompertz model without delay has been used in population growth (see Ricciardi and al. (1986) [40] ) or in biomedical sciences (see Ferrante et al. (2000) [12] ).
At first the aim was to obtain a computable approximation for E ϕ X(t) /F Y t , for all functions ϕ belonging to a determining class, i.e. the best estimate of ϕ X(t) given the σ−algebra of the observations up to time t, F Y t = σ{Y (s), s ≤ t}. In fact, since Π t X(0) = X(t), we shall give a computable approximation for the filter π t associated with the delay system Π t X, Y (t) t∈ [0,T ] , defined for any measurable and bounded functions φ
In our paper the state is approximated by the piecewise linear Euler-Maryuama scheme (see (13) and (16)), while the observation is approximated by a diffusion (see (14) ), which can be considered as a continuous Euler-Maryuama scheme (see Remark 2.1, for the peculiarities due to the delay). The filter process of this approximating system is the first approximation scheme of π = (π t ) t∈[0,T ] we consider (see (20) ). This approximation scheme has a drawback: it depends on the approximating observation process, which is not the actual observation process Y . Instead, the other approximation scheme we consider depends on the actual observation process (see (21) ).
As the time step converges to zero, the two approximating filters converge in probability to π as measure valued processes (see Theorem 2.2).
To our knowledge there are only three papers dealing with nonlinear filtering for delay systems: Kwong and Willsky (1978) [26] , Chang (1987) [8] , and Kallianpur and Mandal (2002) [20] .
In [26] Kwong and Willsky give a characterization of the optimal filter when dealing with nonlinear delay systems with Gaussian noises, i.e. with b depending only on time. A Fujisaki-Kallianpur-Kunita equation for the filter is deduced from a representation result which characterizes conditional moment functionals of nonlinear delay systems. However the uniqueness of the solution of this equation is not guaranteed.
In [8] Chang gives a computable approximation for the optimal filter when dealing with one dimensional nonlinear delay filtering systems with b = 1. The original model is approximated by a discrete-time model obtained by applying an Euler discretization scheme. An optimal filter for the approximate system is obtained by an explicit procedure and the weak convergence of the approximating process and the approximating filter to the original ones are verified.
In [20] , Kallianpur and Mandal study a nonlinear filtering problem where the state process is solution of the stochastic delay differential equation (1) , in the homogeneous case, and the observation process is given by (2) . By using some extensions of results obtained by Mohammed (1984) [32] for stochastic delay differential equations they prove that the signal process is the unique solution to an appropriate martingale problem. By taking this fact into account the authors prove that the optimal filter corresponding to the nonlinear filtering problem solves a Zakai-type equation. The uniqueness for the solution of the Zakai equation is deduced from the results of Bhatt, Kallianpur and Karandikar (1995) [2] , and a Fujisaki-Kallianpur-Kunita equation for the filter is deduced from the Zakai equation by usual arguments in nonlinear filtering theory.
In addition to the previous references we also quote the paper [3] by Bhatt, Kallianpur and Karandikar (1999) , which is the starting point in some of our analysis, and Bhatt and Karandikar (2002) [4] . Though none of these papers is explicitly connected with filtering models involving delays, the results achieved by these authors can be used in the delay context. This paper is divided into 6 sections and is organized as follows. In Section 2, we introduce the approximation scheme for the system we are dealing with in this paper and we state the main results. The first result concerns the convergence of the approximation schemes for the filter, while the second result deals with the rate of convergence with respect to the bounded Lipschitz metric. In Section 3, we prove the convergence for the filter by making use of a convergence result deduced from the papers by Bhatt, Kallianpur and Karandikar (1999) [3] and Bhatt and Karandikar (2002) [4] . In Section 4, we compute an upper bound for the rate of convergence with respect to the bounded Lipschitz metric for our approximation scheme by combining filter approximation techniques similar to those in Calzolari, Florchinger and Nappo (2005) [7] with a convergence result for the approximation of stochastic delay differential equations. In Section 5, we give the proofs of some technical results that we use in Sections 3 and 4. Moreover we recall a result on the expectation of the modulus of continuity for diffusion due to S lomiǹski (2001) [41] , which we use in the proof of the approximation result for stochastic delay differential equations. In Section 6, we conclude by giving a comparison between our result and the one by Chang [8] and we discuss briefly some works on approximation for stochastic delay differential equations, in particular the one by Mao and Sabanis (2003) [31] .
Approximation scheme and main results
For the partially observed delay system (1) and (2) stated above we assume the following standing hypotheses:
, R) are jointly globally continuous, Hölder in time and Lipschitz in space, i.e.
and satisfy the growth condition
, R) → R is jointly continuous and sublinear, i.e.
Conditions (A1) and (A2), with t = t in (7), assure the existence and the uniqueness of the solution of equation (1) together with
(see [32] , Theorem II.2.1 and Lemma III.1.2 and [33] , Theorem I.2). Note that, under condition (A2), with t = t in (7), the existence and the uniqueness of the solution of equation (1) follow without condition (A1) (see Kallianpur and Mandal [20] ). The latter condition is used to obtain (9) , which together with the sublinearity of h implies that
The above condition, for k = 1, together with the independence of the noises, is a classical assumption in nonlinear filtering theory which guarantees that the filter π t can be represented via a Kallianpur-Striebel formula
where E 0 denotes the expectation w.r.t. the reference probability measure P 0 , defined by the Radon-Nikodym derivative
The independence of X and W under P implies the independence of X and Y under P 0 ; furthemore the law of X is the same under P and P 0 (see e.g. Bhatt, Kallianpur and Karandikar [3] and Kallianpur and Mandal [20] ). This fact will play a fundamental role in the proof of our approximation results. In particular it implies that there exists a deterministic functional, with values in P(C([−τ, 0], R)), the metric space of probability measures on C([−τ, 0], R), endowed with the Prohorov metric,
with the property U t, y = U t, y(· ∧ t) , and such that
We recall that the paths t → U (t, y) are right continuous, with limit on the left, i.e. belong to the Skorohod space
, and therefore the same property holds for t → π t .
In this paper we consider the following approximation scheme:
is the piecewise linear EulerMaruyama scheme, that is the linear interpolation of the Euler discretization scheme with step δ = δ n = T /n, with τ = mδ (as in Chang [8] , for the sake of simplicity, we assume that T /τ is rational) 1 :
With this approximation for the state process X we can consider the piecewise-constant
as an approximation of the
For the approximation of the observation process, we define
where x is the integer part of x.
Remark 2.1. Note that, unlike in the finite dimensional Euler scheme, the interpolation has to be performed at every step in order to evaluate Π δ X n . Nevertheless it is clear that
is an (m + 1)-dimensional Markov chain, and for
with X n (0) = η(0), and
with Y n (0) = 0. When the state is given by fixed time delay model (5), the linear interpolation, in the above discrete EulerMaruyama scheme, is not needed in order to compute the sequence {X n ( δ)} 0≤ ≤n . Indeed in this case
with X n (0) = η(0), and therefore the computation of the discrete Markov chain (15) is much simpler.
The process X n is not adapted nor Markov, and therefore one cannot use the results of [2] to characterize the filter as the unique solution of the Zakai equation. Nevertheless the signal noise W is independent of X n , and the same holds for the approximated state process
, which is an adapted process, therefore one can compute the filter π n t associated with the approximating delay system
means of the classical Kallianpur Striebel formula (see e.g. [19] and [3] ). The filter π n t is then given by
where E 0,n denotes the expectation w.r.t. the reference probability measure P 0,n , defined by the Radon-Nikodym derivative dP
which is well defined thanks to the sublinearity of h and (A1).
Moreover, under P 0,n , the processes X n and Y n are independent and the law of the approximated state process is invariant under P and P 0,n , and hence, for
Therefore, by taking the above equality into account, one can explicitly obtain a deterministic functional
with the property that U n t, y depends only on y(kδ) 0≤k≤ and y(t), such that
So the filter π n t defined above depends explicitly on the approximated observation process Y n , which however is not directly observable. To overcome this difficulty we also consider the following approximationπ n t for the filterπ
Then, the following convergence result, which will be proved in the following section, holds.
, be the càdlàg probability measurevalued processes defined by (6) , (18) and (21), respectively. Then: 1. The sequence of filters π n converges in probability (and therefore weakly) to the original filter π, in
The sequence of measure valued processesπ
n converges in probability to the original filter π. From the practical point of view, the interest of this method relies on the fact that σ t (φ) in (10) cannot usually be computed explicitly, nor with a Monte Carlo method, whileσ n t (φ) in (22) can always be computed by means of a Monte Carlo method. In addition, under further hypotheses on a, b, and h, the following result concerning the rate of convergence with respect to the bounded Lipschitz metric of our approximation scheme will be proved in Section 4. For the ease of the reader we recall that, for any metric space S, and probability measures ν 1 and ν 2 on S, 
Then there exists a constant C such that
where d BL is the bounded Lipschitz metric on the space
Remark 2.4. As it will be shown in the example at the end of Section 4, by considering the case where η = 0, a = 0, b = 1 and h = 0, the upper bound for the rate of convergence given by (24) appears to be the best we can obtain in our context. 
for a suitable constant C.
Finally, as it will be clear from the proof, condition (A1) for k = 2 is not necessary (see Proposition 4.2).
To conclude this section, note that in order to evaluate π n t andπ n t we need to compute (a) the transition probability of the (m + 1)-dimensional Markov chain
When the functionals a, b and h are taken to be of the form (4) with r = 1 we need to evaluate expressions like
The convergence result
This section is dedicated to the proof of Theorem 2.2. With this aim, we will make use of a result deduced from the papers by Bhatt, Kallianpur and Karandikar [3] and [4] in the following context.
Consider a signal process X = (X t ) t∈ [0,T ] , with values in a complete separable metric space (S, d S ), defined on (Ω, F, P ), with càdlàg paths and continuous in probability, and the observation process Y = (Y (t)) t∈ [0,T ] given by
where W = (W (t)) t∈[0,T ] is a standard Brownian motion, defined on (Ω, F, P ), independent of X , and h is a measurable function on S with values in R k , such that
The approximation signal processes X n =(X n t ) t∈ [0,T ] are defined on (Ω, F, P ), and take values in S as well. The approximation observation processes
where W is independent of X n , and h n are measurable functions on S with values in R k , such that
Then the following result is an easy consequence of [3] and Remark 7.4 in [4] . 
Then the filters of the system (X n , Y n ) converge in probability (and therefore weakly) to the filter of the system (X , Y ) as processes with values in D P(S) ([0, T ]), where P(S) is the metric space of probability measures on S, endowed with the Prohorov metric.
Note that the above conditions (B1)-(B4) are only sufficient conditions, and that in [3] weaker conditions and different frameworks can be found.
In order to be in the framework described above we take S = [0, T ]×C([−τ, 0], R), endowed with the distance
and we consider the limit model X t , Y (t) t∈ [0,T ] , where
and Y (t) is given by (2) , and the approximating model
, where
and Y n (t) is given by (17) . Then with this choice, the processes X t t∈[0,T ] and X n t t∈ [0,T ] have paths in D S ([0, T ]), and conditions (B1) and (B2) are obviously satisfied with h n = h = h.
is also satisfied thanks to the following Proposition which will be proved in Section 5.
Proposition 3.2. Assume that conditions (A1)
, for k = 1, and (A2) are satisfied. Then
In our approximation scheme, since the function h appears in the definitions of both Y (t) and Y n (t), condition (B4) reads
When the observation function h is jointly globally Lipschitz, then condition (29) immediately follows by Proposition 3.2. Furthermore, condition (A1) is used for k = 1, in the proof of Proposition 3.2, and, for k = 2, to obtain (29) in the general case considered in (A3). In this general case, since h is jointly continuous and the convergence condition (28) holds, the sequence (29) converges to zero in probability. Moreover a uniform integrability condition holds by property (9), for k = 2, and by
The above inequalities are immediate, thanks to the sublinear growth conditions in (A3) and the following Lemma 3.3, which will be proved in Section 5. Then the dominated convergence theorem implies (29) .
Lemma 3.3. Assume that conditions (A1) and (A2) are satisfied, then, for k = 1, 2,
Therefore, since all the conditions in Theorem 3.1 hold, the filters of the systems (X n , Y n ) converge in probability to the filter of the system (X , Y ) as random processes with values in D P(S) ([0, T ]), and this implies the convergence of π n to π as random processes with values in
To prove the second assertion of Theorem 2.2, we make use, like in Section 2, of a representation result for the filters (X n , Y n ) and (X , Y ) in the state space S. In this setting there exist functionals
with the properties V n t, y = V n t, y(· ∧ t) and V t, y = V t, y(· ∧ t) , such that the filters of (X n , Y n ) and (X , Y ) are given by V n (t, Y n ) and V (t, Y ), respectively. This fact is true under very general conditions (see for instance, Kurtz and Ocone (1998) [22] ). Note that if one uses the general representation result, then one could only say that the functionals V n and V are defined almost surely with respect to P Y n , the law of Y n , and with respect to P Y , the law of Y , respectively. Therefore, the approximation V n (t, Y ) of the (X , Y )-filter (as the one provided in (21)) could be not well defined. However in this case P Y n and P Y are equivalent, and this problem does not occur.
In our delay case
, R) and the functional V n can be computed starting from the Kallianpur-Striebel formula with the Radon-Nikodym derivative L n t defined by (19) . This fact implies also that, for any (t, y) in [0, T ] × C([0, T ], R) the projection on the space C([−τ, 0], R) of the probability measure V n (t, y) coincides with U n (t, y), defined in Section 2. Moreover in [3] (see Theorem 3.3-(a)), as a step in the proof of a weak convergence result, the authors prove that for any Wiener process B =
(B(t)) t∈[0,T ] , the P(S)-valued processes (V n (t, B)) t∈[0,T ] converge in probability to the P(S)-valued process (V (t, B)) t∈[0,T ] . This amounts to say that if P
0 is the reference probability measure defined by the Radon-Nikodym derivative
i.e. the measure under which the process Y is a Wiener process, independent of the state process X , then the
. In addition, since the measure P is also absolutely continuous w.r.t. P 0 , the convergence also holds in P -probability. This implies thatπ n converges in P -probability to π which is the second assertion in Theorem 2.2.
Since the filter π is continuous in time, the last statement of the Theorem is an immediate consequence of the convergence in probability ofπ n to π.
Rate of convergence
The aim of this section is to compute an upper bound for the rate of convergence of our scheme under the further hypotheses that h is jointly globally Lipschitz, that a and b are bounded, and that 1/2 ≤ α ≤ 1 in (7), i.e. to prove Theorem 2.3. Let (X , X n , Y , Y n ) be the stochastic processes introduced at the beginning of Section 3, with values in a complete separable metric space (S, d S ), and let P n be the probability measure defined by
where P 0 is the reference probability measure on (Ω, F) defined in (31) . Then the law of (X n , Y ) under P n is the same as the law of (X n , Y n ) under P , so that the processes (X , X n , Y ) and the probabilities P 0 , P and P n satisfy conditions (a), (a n ), (b1) and (b2) of Calzolari, Florchinger and Nappo (2005) [7] , apart from the fact that we are in a complete separable metric space (S, d S ). Therefore, with slight modifications in the proof of (32) in Theorem 2.3 of [7] , we get
where V and V n are the functionals defined as in (30), d
S BL is the bounded Lipschitz metric on P(S) and
The above inequality is the starting point of the proof of Theorem 2.3 and, as a consequence, we need the estimates for the quantities in the right hand side of (33) stated in the following Proposition.
Proposition 4.1. For all t ≤ T , we have
E 0 (dP n /dP 0 )| e Ft − (dP/dP 0 )| e Ft ≤ 2 E t 0 h n (X n s ) − h(X s ) 2 ds 1 2 + E t 0 h n (X n s ) − h(X s ) 2 ds .(34)
In the particular case when h n = h and h is a globally Lipschitz function then, for all t ≤ T , we have, for a suitable constant K(T ),
Proof. Define Λ t and Λ n t by
and
Then, using the fact that |e a − e b | ≤ e a |a − b| + e b |a − b|, we have
where E n is the expectation with respect to P n . An easy calculation gives
Therefore we have
By recalling that
are Wiener processes under P n and P respectively, we get, by Cauchy-Schwarz inequality, and the isometry of stochastic integrals,
As the joint laws of X and X n under P n and P coincides (with the joint law under P 0 ) the final upper bound is
which is inequality (34) , and immediately implies inequality (35) .
As in the previous section, we take
and, when h is a jointly globally Lipschitz function, inequality (35) holds. Finally the result of Theorem 2.3 is a direct consequence of the following improvement of the result of Proposition 3.2.
Proposition 4.2. Assume that conditions (A1), for k = 1, and (A2), with 1/2 ≤ α ≤ 1, are satisfied, and furthermore that the initial condition η satisfies (23) , and that the functions a and b are bounded. Then there exists a constant C X such that
The proof of this result will be given in Section 5.
Remark 4.3. Obviously, from (39) there exists a constant C X ≤ C X such that
and, by (35) , the above inequality is a sufficient condition to get the upper bound (24) in Theorem 2.3. From the following example it appears that the rate of convergence cannot be improved neither in the r.h.s. of the previous inequality nor in (24) .
Example Take η = 0, a = 0, b = 1 and h = 0. In this case X =W and X n =W n is the piecewise linear interpolation ofW . Moreover π t andπ n t coincide with the law of Π tW and Π δ· t/δ W n respectively, and therefore
where the first inequality follows by standard coupling techniques.
Furthermore
for any t ∈ [0, T ], and uniformly in [0, T ]. This fact can be shown by using the results established by Pickands (1968) in [38] (see also Fischer and Nappo (2007) [13] ). This result could be expected thanks to Lévy's modulus of continuity, which implies that there exists a finite random variable M such that 
Technical results
This section is devoted to the proofs of Lemma 3.3, Proposition 3.2 and Proposition 4.2. In order to prove these results we introduce, as a technical tool, • the operator P δ which gives the linear interpolation of a function x(s) s∈ [−τ,T ] , with step δ, so that
is the linear interpolation of ( δ, x( δ)), for = −m, . . . , n, and, as another approximation for the state,
• the continuous Euler-Maruyama scheme, i.e. the diffusion processes
which can be considered as intermediate approximation processes for the state X.
The processes Z n have the property that
since
so that
and finally comparing the above recursive formula with the definition of X n (( + 1)δ) in (13).
We are now able to prove Lemma 3.3.
Proof of Lemma 3.3 First observe that by (42) sup
and set
For any ∈ {1, 2} take α = 2 and β = 2 /(2 − 1), so that (1/α) + (1/β) = 1. Then for any stopping time σ, there exists a suitable constant C such that
and applying Doob's inequality for p = 2 to M n t∧σ yields
is a martingale. Indeed, by the sublinearity condition (8) on b we have
and the r.h.s. of the previous inequality is finite since
and (see e.g. Lemma 4.12, page 125, in Liptser and Shiryayev [29] )
Then, taking into account (44) and (46), and invoking Gronwall's inequality we get a bound for φ 
In order to prove Proposition 3.2 we need some intermediate results, stated in the following Lemmas, which will be proved at the end of this section.
The first Lemma concerns the behaviour of the modulus of continuity. 
and, for δ = δ n ,
The second Lemma concerns the convergence of the approximation Z n . 
With the above results the proof of Proposition 3.2 is straightforward.
Proof of Proposition 3.2 First of all we note that
Then, by adding and subtracting Π δ· t/δ P δ X in the second term on the right hand side of the above expression, it yields
Then, taking into account (49), and that
the result follows by Lemma 5.3.
Proof of Lemma 5.2 Noticing that Π δ· t/δ
Furthermore, since
which is the first assertion (47) of the Lemma. Equality (48) follows by the dominated convergence theorem: indeed
|x(t)|, the integrability condition (9) for k = 1 holds, and finally the modulus of continuity ω X (δ, [−τ, T ]) converges to zero as δ = δ n converges to zero, as the paths of X are continuous. The last assertion (49) is an interesting observation which is a straightforward consequence of (47) and (48).
We conclude this section with the proof of Proposition 4.2.
Proof of Proposition 4.2 First of all we note that the inequalities in the proof of Proposition 3.2 together with (47) imply
Then by (52) we get
The thesis follows by observing that
and taking into account the result of Lemma A.4 of S lomiǹski (2001) [41] , which is recalled in the sequel for the ease of the reader.
Lemma 5.4 (Lemma A.4 of S lomiǹski [41]). Let H, G be two adapted processes with values in
Remark 5.5. We observe that the thesis holds for any real p > 0, as can be seen following the lines in the proof by S lomiǹski.
Conclusion
As we have already recalled in the Introduction, Chang in [8] gives a computable approximation for the optimal filter associated with the partially observable delay system (1) and (2), with b(t, θ) = 1. The state process is approximated by the linear interpolation of X n ( δ) as in (13) and the approximation for the observation process is the linear interpolation of Y n ( δ) defined by (14) , while our approximation of the observation process is a continuous time diffusion. However the two approximation processes coincide at times δ.
The author proves weak convergence of the filters under the assumption that there exists a strictly positive constant k such that E[exp{k η 2 }] < ∞, and for any partition −τ ≤ τ 0 < · · · < τ n = 0 the (n + 1) − dimensional random vector (η(τ i ); 0 ≤ i ≤ n) has a density w.r.t. the Lebesgue measure in R n+1 . There are other minor differences between our assumptions and the one by Chang, about the diffusion coefficients, which allow to consider coefficient of the form (4) but not of the form (3).
Other weak approximation schemes, such as those recently used by Kushner in a stochastic control framework (see Kushner (2005) [25] ), could also be used to get weak convergence of the filters. Nevertheless it seems difficult to compute the rate of convergence with these methods. For this reason we were interested to strong approximation schemes.
The problem of strong approximation for stochastic delay differential equations has been the subject of research for many authors in the last past years. There is a quite substantial work in this field and in the following we mention only some of them. Küchler and Platen (2000) [21] have proposed a Taylor approximation scheme, besides the Euler scheme, and have proved the strong convergence of their scheme (see also Baker and Buckwar (2000) [1] and Buckwar (2000) [6] ). Hu, Mohammed and Yan (2004) [17] , have studied strong convergence of Milstein schemes for stochastic delay differential equations with tame coefficient functions g a and g b as in (4) X(δ(t) ), where δ(t) is a Lipschitz function with −τ ≤ δ(t) ≤ t, and when g a and g b are locally Lipschitz functions. Moreover Mao and Sabanis get, under suitable assumptions, a rate of convergence of order less or equal to 1/n. In our setting, and with our techniques, we cannot get a rate of convergence of order 1/n, as one can see from the Example at the end of Section 4, where the simple case of a Wiener process with redundant observation is considered. Note that in this example the Wiener process coincides with its continuous Euler-Maruyama approximation scheme and hence the two filters also coincide, while this does not happen with the piecewise linear Euler-Maruyama scheme. Nevertheless, in the latter case the filters coincides with the expectations and a rate of convergence of order 1/n is achieved when restricting to functions φ(θ) depending on a fixed number of times s i ∈ [−τ, 0]. , while the boundedness condition on b is fundamental to use Lemma 5.4. However one expects that this condition can be dropped, since a rate of convergence of order (log n/n) 1/2 holds for the piecewise linear approximation of solutions of ordinary stochastic differential equations (see Bouleau and Lépingle (1994) [5] ). This fact is under investigation.
Finally, as conjectured above, the results of Theorem 2.3 are still valid without the boundedness condition on the coefficients a and b: indeed one can use a generalization of S lomiǹski's Lemma (see [13] ).
