Abstract. E cient iterative methods for the numerical solution of three-dimensional acoustic scattering problems are considered. The underlying exterior boundary value problem is approximated by truncating the unbounded domain and by imposing a non-re ecting boundary condition on the arti cial boundary. The nite element discretization of the approximate boundary value problem is performed using locally tted meshes, and algebraic ctitious domain methods with separable preconditioners are applied to the solution of the arising mesh equations. These methods are based on imbedding the original domain into a larger one with a simple geometry (for example, a sphere or a parallelepiped). The iterative solution method is realized in a low-dimensional subspace, and partial solution methods are applied to the linear systems with the preconditioner. Results of numerical experiments demonstrate the e ciency and accuracy of the approach.
Introduction
In this report, we consider the application of algebraic ctitious domain methods to the numerical solution of three-dimensional time-harmonic acoustic scattering problems. These problems involve the solution of exterior Helmholtz equations of the form u(x) + ! 2 u(x) = 0; x 2 R 3 n ; (1.1a) u(x) = ?e where denotes the scatterer,! the direction of the plane wave incident on the scatterer, and the parameter ! j!j > 0, referred to as the wave number, determines the wavelength by = 2 ! (see Figure 1 ). The Dirichlet boundary condition (1.1b) implies that the obstacle is acoustically soft, whereas in the case of a sound-hard obstacle we would have the Neumann boundary condition. The third equation (1.1c ) is the classical form of the Sommerfeld radiation condition, which states that the scattered wave behaves asymptotically like a diverging spherical wave. The well-posedness of the problem (1.1) is considered, for example, in 21] . Numerical solution methodologies for scattering problems have aroused active research interest, because e cient methods would facilitate the simulation of many important physical phenomena in underwater acoustics, medicine, and radar technology, for example. In real-life wave propagation problems, the frequency is often high and either the computational e ciency or the memory usage become the bottlenecks as the frequency grows. Therefore, e cient numerical solution requires some special techniques to reduce the memory consumption and the computational cost of standard approaches such as the nite element or the boundary element methods.
Here, we consider the ctitious domain methods, which are based on the idea of imbedding the original domain into another one with a simple geometrical form. To our knowledge, the term \ ctitious domain method" for such an approach was originally introduced by Saul'ev in 34]. These methods are known to be among the most e cient solution algorithms for elliptic mesh equations arising from the nite element method, and they have been applied succesfully also to acoustic and electromagnetic scattering problems (see, for example, 6, 19, 20, 24, 25, 27] ).
The algebraic approach to the ctitious domain methods was introduced in 1, 29] and further developed in 2, 22, 23, 30] . In this variant, the starting point is the linear system arising from the nite element discretization, which is replaced by an equivalent, but enlarged, system of equations corresponding to a rectangle or a sphere containing the original domain. The bene t of this approach is that there are wider possibilities to construct e cient preconditioners for the enlarged system than for the original one.
When applying ctitious domain methods with separable preconditioners it is advantageous to perform the nite element discretization with locally perturbed orthogonal meshes referred to as the locally tted meshes. By using such discretization, the preconditioner may be introduced such that almost all rows of the preconditioner and the enlarged matrix coincide. As a result, the ctitious domain method can be realized in a subspace the dimension of which is smaller by an order of magnitude than the dimension N of the total system. This bene t is signi cant in view of memory consumption and can be e ciently utilized to improve the computational e ciency.
In the three-dimensional case, the vectors in the corresponding subspace have typically O(N 2 3 ) nonzero elements, which enables the use of the partial solution method in the solution of the linear systems with the preconditioner 4, 26] . The theoretical and implementational aspects of matrix iterative methods in subspaces are considered, for example, in 22, 23, 30] .
The algebraic ctitious domain methods are closely related to, and often coincide with, the capacitance matrix methods, which were introduced in the beginning of 1970s 8, 35] . Recently, the capacitance matrix methods have been applied to the two-dimensional exterior Helmholtz equation by Ernst 14] . The research work by Elman and O'Leary is directed to the application of these methods to the solution of the three-dimensional Helmholtz equation 12] .
The rest of the paper is organized as follows: In Section 2, we introduce di erent approximate 2 boundary value problems by truncating the exterior domain with an arti cial boundary and by imposing a non-re ecting boundary condition on this boundary. The nite element discretization with locally tted meshes is considered in Section 3. In Section 4, we describe the algebraic ctitious domain methods for the iterative solution of the arising mesh equations, and consider their e cient implementation in a low-dimensional subspace using partial solution methods. In Section 5, we report results of numerical experiments.
Approximate boundary value problems
We approximate the original problem (1.1) by truncating the unbounded domain with an articial boundary, denoted by ? 1 , and by introducing an intermediate boundary value problem in the arising bounded domain. The radiation condition (1.1c) is simulated by imposing a suitable boundary condition on ? 1 . In general, the arising approximate boundary value problem is of the form u(x) + ! 2 u(x) = 0; x 2 n ; (2.1a) u(x) = g(x); x 2 @ ; (2.1b) Mu(x) = 0; x 2 ? 1 ; (2.1c) where the function g is given by g(x) ?e ?i! x , and the operator M corresponds to the chosen boundary condition. In association with the Helmholtz equation such boundary conditions are often called non-re ecting or absorbing 11, 17] , because their purpose is to minimize spurious re ections from the arti cial boundary back into the computational domain. The underlying coordinate system is chosen according to the shape of the arti cial boundary such that spherical coordinates are used, if ? 1 is a sphere, while cartesian coordinates are employed in the case with a rectangular boundary (see Figure 2) . On a spherical boundary we use the rst-order and second-order boundary conditions developed by Bayliss, Gunzburger, and Turkel in 5]. The rst-order condition is given by where the operator D is the Laplace-Beltrami operator on the unit sphere. Goldstein analyzed the error caused by the spherical arti cial boundary with the rst-order non-re ecting boundary 3 condition (2.2) 18]. He proved a mean-square estimate for the di erence between the solutions of the original problem and the approximate boundary value problem (2.1), which tells that the error is O(R ?2 1 ). On a three-dimensional parallelepiped, the standard rst-order non-re ecting boundary condition is given by @u @n ? i!u = 0; (2.4) and it is known that this boundary condition on a rectangular boundary does not lead to a su ciently good approximation of the original problem (see, for example, 20]). In this work, we use also the second-order boundary conditions introduced in 3, 13] . The boundary of a parallelepiped consists of six boundary faces, denoted by ? k , k = 1; 2; 3, whose outward normal directions are given by the coordinate directions x k . The second-order non-re ecting boundary conditions on the faces ? k are of the form (2.14)
The bilinear forms associated with the other boundary conditions can be derived in the standard manner using partial integrations.
3 Finite element approximation 3.1 Discretization with locally tted meshes In this section, we consider the discretization of the approximate boundary value problem (2.1) using the Galerkin nite element method. For simplicity, we consider here only the case of the cartesian coordinates, where we apply the standard piecewise linear nite elements with mass lumping. The case of the spherical coordinates is analogous with the exception that both piecewise linear and trilinear elements are used. The computation of the discrete equations is performed using the trapezoidal quadrature rule, and, thus, the nonconformity of the trilinear and linear elements does not pose a restriction.
For the nite element discretization, the domain n is partitioned into tetrahedrons using a special procedure, which results in a locally tted mesh. The use of such meshes is motivated by the fact that they allow us to realize the iterative solution procedure in a low-dimensional subspace (see, for example, 7, 15, 31]). The rst stage in the construction of a locally tted mesh is the introduction of a uniform orthogonal grid h inside the parallelepiped . The grid h is deformed such that the nodes, which are neighbouring @ are shifted locally onto the boundary. This perturbation changes the grid cells only in an h?neighbourhood of the surface of the scatterer and results in a deformed grid~ h , which is topologically equivalent to the original grid. The modi ed grid cells are divided into tetrahedrons according to the shape of the obstacle, which leads to an O(h 2 )?approximation for smooth boundaries (see Figure 3 for a two-dimensional illustration). The locally tted mesh is assumed to satisfy the usual regularity assumptions of nite element meshes 9].
The set of tetrahedral elements intersecting the domain n is denoted by T h , and the domain G h approximating the domain n is de ned to be the union of these tetrahedral elements, that is,
The piecewise linear surface @G h n? 1 corresponding to the surface @ is denoted by @ h . Based on the element partitioning G h , we introduce the nite element spaces V h and V 0 h corresponding to the spaces V and V 0 in the weak formulation (2.13) by where the sesquilinear formã( ; ) is obtained from a( ; ) by replacing the domain n by its piecewise linear approximation G h . The function g h 2 V h is the piecewise linear interpolation of the function g in (2.1b).
The mesh equations
The problem (3.4) corresponds to the linear system of equations Au = f; (3.5) where the matrix A is a complex symmetric N 0 N 0 ?matrix, where N 0 is the dimension of the space V 0 h . Under reasonable assumptions on the discretization resolution, it is possible to show that the system (3.5) is uniquely solvable both in the cartesian and spherical cases 19, 24] .
We introduce the ordered set h , which includes all the nodes of the locally tted mesh G h in some speci c order. By dividing these nodes into separate groups, denoted by , ?, I, and
, we obtain a useful block representation of the matrix A. The geometrical correspondence of each group is illustrated in Figure 4 : The group contains all the nodes on the boundary mesh @ h , while the group ? consists of the nodes having a common element edge with a node in . (3.6) where the matrix blocks of the formÂ xy and A xy consist of those components a ij of the matrix A for which the ith node in h belongs to the group x and the jth node belongs to the group y.
The notationÂ xy signi es that the components of the block are obtained using only the original unperturbed mesh, while the computation of the block A xy requires integration over perturbed tetrahedrons.
In the case of a spherical grid, we introduce the minimal spherical grid surface, denoted by ?, such that all the nodes in the groups and ? are inside this sphere (see Figure 4) . Because of the orthogonal structure of the spherical grid h , it is possible to use the method of separation of variables to eliminate all the degrees of freedom associated with the nodes outside the sphere ? from the linear system (3.6) (see 24, 19] ). This reduction procedure is a preprocessing stage for the iterative solution method, and it requires only O(N) arithmetical operations. Thus, if it is used, the distance between the scatterer and the spherical arti cial boundary has practically no e ect on computational cost of the iterative solution.
Fictitious domain methods
The basic idea of the algebraic ctitious domain methodology is to replace the original linear system of algebraic equations (3.5) by an equivalent, but enlarged, system of equationŝ .5) is obtained as the rst block of the solutionû (û 1 ;û 2 ) T to the enlarged system (4.1). The matrixÂ may be chosen to be singular in which case the iterative solution is implemented with respect to an appropriate subspace.
Partial solution method
The partial solution method for the direct solution of linear systems corresponding to elliptic equations in rectangular domains was introduced by Banegas in 4] and by Kuznetsov and 7 Matsokin in 26] . This method can be viewed as a special implementation of the classical method of separation of variables, and its e ciency is based on the assumption that only a certain sparse set of the solution components of the linear system is required and, furthermore, the right-hand side vector is known to have only a few nonzero components. Then, the partial solution procedure is obtained directly from the method of separation variables by neglecting arithmetical operations with the zero components. A suitable nite element discretization of a constant-coe cient elliptic equation in a parallelepiped or in a sphere leads to a linear system in which the coe cient matrix, denoted by B, can be represented in the tensor-product form
Here, the matrices A j 2 C n j n j , j = 1; 2; 3, and the matrices M 1 , M 3 , and M (i) 2 , i = 1; 2 are, in general, tridiagonal. The numbers n j denote the dimensions of the orthogonal nite element mesh in the three coordinate directions.
Partial solution problems can be characterized by introducing two projection matrices P 1 and P 2 , P j = diag where N = n 1 n 2 n 3 is the dimension of the linear system. The sparseness of the right-hand side vector is described by the matrix P 1 such that f = P 1 f, while the partial solution is given by the vector P 2 u. It is essential to assume that rank P j = O(N Mu(x) = 0; x 2 ? 1 :
The operator M is the same di erential operator as in (2.1c).
In We present two di erent enlargements of the original system (3.5), which both are upper enlargements of the form (4.2) and can be represented aŝ . This method minimizes the norm of the residual at every iteration step over a Krylov subspace, which leads to a monotonic convergence behaviour. The main drawback of the approach is that the memory requirements increase linearly with respect to the number of iterations.
On each iteration of the GMRES method, it is necessary to solve one linear system with the preconditioner B and multiply the result with the matrixÂ. These two tasks may be signi cantly optimized by taking into account the similar structures of the matrices B andÂ. We introduce the matrix C as the di erence between the enlarged matrixÂ and the preconditioner B, that is, C Â ? B, and we see that almost all the rows of the matrix C are equal to zero. The following lemmas show that if the initial approximation u 0 is chosen appropriately, the iterative procedure can be implemented in the subspace im C \ imÂ. Lemma 1. Let the initial approximation u 0 of the GMRES method be given by the linear system Bu 0 =f. Then, r k 2 im C \ imÂ for all k, where r k Â u k ?f. and, thus, it belongs to im C. We use induction to prove that all residuals r k , k > 0, belong to im C. For this purpose, we assume that r i 2 im C for all i = 0; 1; : : : ; k ? 1 Thus, if the vector g is known, we obtain u k by solving a linear system with the preconditioner B.
To compute the vector g we need three vectors of which r k andf are both known. We shall now show that the computation of the vector Cu k requires only the components of u k , which correspond to the nodes and ?. To x ideas, we assume thatÂ A I . Then, the multiplication Cu k can be rewritten in the block form 
Numerical experiments
In this section, we report results of numerical tests in which we studied the accuracy and e ciency of algebraic ctitious domain methods for the solution of three-dimensional Helmholtz equations. We used both rst-order and second-order non-re ecting boundary conditions on spherical and rectangular arti cial boundaries. In the case of a spherical boundary the locally tted nite element mesh was constructed using an orthogonal spherical grid^ h , while in the case of a rectangular boundary, the grid^ h was based on cartesian coordinates. The main purpose of the tests was to compare these two cases and indentify their bene ts and drawbacks.
The algebraic ctitious domain method always corresponds to some speci c enlargement (4.1) of the original system of equations. In Section 4.2, we introduce the upper enlargements A 0 and A I of the form (4.8), and, in our numerical tests, we used the nonsymmetric variant A I . According to several previous numerical experiments this choice leads to a better rate of convergence of the iterative method than the zero enlargement A 0 24, 19].
As our iterative solution method, we applied the preconditioned GMRES method without restarting. The iterative process was continued until the relative norm of the residual r k decreased by a given factor ", that is, when the criterion kr k k 2 "kr 0 k 2 was satis ed. Throughout the tests in this section, we used the value 10 ?6 for the factor ". The initial approximations u 0 in the iterative solution were given by the linear system Bu 0 =f. This choice allowed us to implement the iterative procedure in the subspace imÂ \ im(Â ? B).
The following notations are used throughout this section. All the tests were performed on an HP9000/J280 workstation (180MHz PA8000 CPU, 256MB RAM). T ite CPU time consumption of the iterative solution.
Accuracy of approximation
In the rst numerical tests, we studied the e ect of di erent non-re ecting boundary conditions on the accuracy of the nite element solution. We used a model problem of the form (1.1) in which the scatterer was the unit sphere B(0; 1) and the wave vector was given by! = (0; !; 0) T , that is, the incident wave propagates along the y?axis. The analytic solution u of this problem can be represented in the form
h (1) n (!r)P n (cos 0 );
where j n are the spherical Bessel functions, h (1) n are the spherical Hankel functions of the rst kind, P n denote the Legendre polynomials, and 0 is the angle between x and! 10].
The wave number ! was chosen such that the arising wavelength was = 1 4 . The computations were performed using both rst-order and second-order non-re ecting boundary conditions as well as two di erent discretization resolutions with 10 and 20 nodes per one wavelength. The distance of the arti cial boundary from the obstacle varied from three to six wavelengths. A contour plot of the real part of the scattered wave is given in Figure 5 .
The scattered wave was computed along the following two one-dimensional lines up to three wavelengths from the surface of the sphere: negative y?axis (backscatter) and diagonal (x = y = z; y < 0). Then, the maximum di erences between the absolute values of the numerical solution and the known analytic solution were computed on these lines. We have two tables corresponding to the rst-order and second-order boundary conditions. Both of them have four columns related to a speci c direction (backscattering or diagonal) and resolution h . Then, each row lists the maximum errors in the absolute values of the solution corresponding to a distance s. The results for the case h = 20 are illustrated in Figure 6 , where we have two graphs corresponding to the two directions. The four curves in both graphs represent the maximum error versus the distance s, when the underlying coordinate system is either cartesian or spherical and the non-re ecting boundary condition is either the rst-order or the second-order one.
All the errors approach a lower bound as the distance s is increased. The spherical arti cial boundary with the associated boundary conditions leads to the smallest error especially in 12 λ Figure 5 : A contour plot of the scattered wave on the yz?plane in the case of the unit sphere.
the diagonal direction. The error caused by the rectangular boundary with the second-order condition is only slightly larger than the error due to the spherical boundary, whereas the rstorder boundary condition on a rectangular boundary leads to the largest error. In most cases, the maximum accuracy is reached already with the distances s = 3 or s = 4 .
Computational e ciency
The computational e ciency of the ctitious domain methods was studied with three test cases in which the geometries of the scatterers represented three classes: convex, star-shaped, and non-convex. The convex geometry was chosen to be an ellipsoid, the surface of which is given by the equation where a x = a y = 1 and a z = 3. The second geometry was an intersection of three ellipsoids of the form (5.2), and their semi-axes were given by a x;1 = a y;1 = 1, a z;1 = a x;2 = a x;3 = 3, and a y;2 = a y;3 = a z;2 = a z;3 = 0:8. The third geometry was a cylindrical cavity, which can be obtained by rotating the two-dimensional cavity in Figure 7 , with a = 6, with respect to the y?axis. These three geometries are illustrated in Figure 8 . In all the three cases, the direction of the incident wave was given by the angles ( ; ) = (0; 6 ), where is the angle between the vector! and its orthogonal projection, denoted bỹ ! 0 , to the xy?plane. Then, is the angle between the vector! 0 and the positive y?axis. The distance of the arti cial boundary from the scatterer was xed at the value s = 3 , and only the second-order non-re ecting boundary conditions were used. The wavelength varied such that the number of wavelengths along the scatterer obtained the values D = 1; 2; : : : ; 6. The discretization meshes were constructed such that there were either 10 or 20 nodes per one wavelength.
The results for the three test cases are given in Tables III{V, which list di erent parameters related to the performance of the ctitious domain methods. Each line of the tables corresponds to a speci c wavelength and discretization resolution h . There are two additional rows in Table  13 rectangular boundary backscatter diagonal s h = 10 h = 20 h = 10 h = 20 3 7.00e-2 4.01e-2 1.01e-1 4.78e-2 4 6.10e-2 3.66e-2 8.32e-2 4.79e-2 5 4.40e-2 2.98e-2 8.87e-2 3.13e-2 6 3.53e-2 3.15e-2 8.33e-2 3.12e-2 spherical boundary 3 2.04e-2 6.51e-3 2.71e-2 2.06e-2 4 1.55e-2 6.04e-3 2.51e-2 1.38e-2 5 1.97e-2 5.57e-3 2.91e-2 1.29e-2 6 1.64e-2 5.53e-3 2.20e-2 1.21e-2 Table I : The error measurements in the rst experiment with the rst-order boundary conditions on rectangular and spherical boundaries. rectangular boundary backscatter diagonal s h = 10 h = 20 h = 10 h = 20 3 3.36e-2 9.13e-3 8.71e-2 2.34e-2 4 3.30e-2 9.59e-3 8.37e-2 2.20e-2 5 3.00e-2 7.81e-3 8.24e-2 2.17e-2 6 2.55e-2 6.58e-3 8.08e-2 2.10e-2 spherical boundary 3 1.87e-2 6.05e-3 2.10e-2 1.96e-2 4 1.52e-2 4.93e-3 1.87e-2 1.29e-2 5 1.26e-2 5.56e-3 2.16e-2 1.21e-2 6 1.54e-2 4.80e-3 2.04e-2 1.20e-2 Table II : The error measurements in the rst experiment with the second-order boundary conditions on rectangular and spherical boundaries. V corresponding to the wavelength = 3 4 and the cartesian mesh. This test case is signi cant in the sense that the number of cartesian nodes on the surface of the scatterer is almost 10 5 .
The dimension of the subspace for the iterative solution is considerably larger with the spherical mesh than with the cartesian mesh, because the density of the mesh in the neighbourhood of the origin of coordinates increases the number of nodes on the surface of the scatterer. Therefore, also the number of iterations required to reach the given accuracy is typically larger in the spherical case. However, as described in the end of Section 3.2, in the case with the spherical grid it is possible to use a special reduction procedure to eliminate all the degrees of freedom outside the sphere ? from the original system of mesh equations. This procedure was applied in our tests, and we can see from our results with the spherical mesh that the CPU time to solve one linear system with the preconditioner is determined only by the dimension of the subspace, denoted by N ss , not by the wavelength . The situation is di erent in the cartesian case, where such reduction procedure is not available.
When the wavelength becomes smaller, the increase in the dimension of the subspace outweighs the advantage of the reduction procedure. Thus, the ctitious domain method with cartesian mesh becomes more e cient in problems with high frequency.
The real parts of the scattered elds are illustrated in the contour plots of Figures 9{11. The contour plots are given with respect to the two-dimensional xy?plane and yz?plane. The direction of the incident wave is marked with the small arrow and the dashed line.
Conclusions
In this article, we considered the application of ctitious domain methods to the three-dimensional Helmholtz equation with non-re ecting boundary conditions. The nite element discretization of the continuous problem was performed by using locally tted meshes, which enabled us to realize the iterative solution procedure in a subspace, the dimension of which was lower by an order of magnitude compared to the dimension of the total problem. We applied the partial solution technique to the linear systems with the separable preconditioner.
In our numerical experiments, we compared the accuracy and e ciency of the ctitious domain methods with spherical and rectangular arti cial boundaries. meshes were based on orthogonal spherical and cartesian grids, respectively. Better approximation properties were obtained by using the spherical arti cial boundary as could be expected from previous numerical results in the two-dimensional case 20]. However, the use of the secondorder boundary conditions on a rectangular boundary leads almost to the same accuracy as the spherical case.
The computational e ciency of the ctitious domain methods was studied with three test cases in which the geometries of the scatterers were an ellipsoid, a combination of three intersecting ellipsoids, and a cylindrical semi-open cavity. The numerical results demonstrated the e ectiveness of the ctitious domain approach even in scattering problems with relatively high frequency the accurate solution of which required up to O(10 5 ) nodes on the surface of the obstacle.
The bene t of a spherical arti cial boundary and a spherical grid is the good approximation of the asymptotic behaviour of the scattered wave, which results in better accuracy than with a rectangular boundary. It is also possible to use the e cient elimination procedure to reduce the dimension of the arising linear system. However, the spherical grid becomes unnecessarily dense near the origin of coordinates thereby increasing the number of nodes in the neighbourhood of the scatterer. Thus, the dimension of the subspace for the iterative solution is considerably larger than with the cartesian grid in which the nodes are uniformly distributed in the computational domain. Our numerical results indicated that in low-frequency problems it is more e cient to work with a spherical grid, but when the frequency increases the use of cartesian grids surpasses the spherical case in e ciency.
