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An analysis of one and two point functions of the energy momentum tensor on ho-
mogeneous spaces of constant curvature is undertaken. The possibility of proving
a c-theorem in this framework is discussed, in particular in relation to the coeffi-
cients c, a, which appear in the energy momentum tensor trace on general curved
backgrounds in four dimensions. Ward identities relating the correlation functions
are derived and explicit expressions are obtained for free scalar, spinor field theo-
ries in general dimensions and also free vector fields in dimension four. A natural
geometric formalism which is independent of any choice of coordinates is used and
the role of conformal symmetries on such constant curvature spaces is analysed.
The results are shown to be constrained by the operator product expansion. For
negative curvature the spectral representation, involving unitary positive energy
representations of O(d − 1, 2), for two point functions of vector currents is derived
in detail and extended to the energy momentum tensor by analogy. It is demon-
strated that, at non coincident points, the two point functions are not related to a
in any direct fashion and there is no straightforward demonstration obtainable in
this framework of irreversibility under renormalisation group flow of any function of
the couplings for four dimensional field theories which reduces to a at fixed points.
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1. Introduction
The energy momentum tensor is a universal probe in any relativistic quantum field
theory. Parameters which are defined through correlation functions of the energy momen-
tum tensor, or its expectation value when the space on which the theory is defined has
non trivial topology or non zero curvature, may serve to specify the theory independent
of any particular formulation in terms of elementary fields. Such parameters should be
well defined at any renormalisation group fixed point where the theory becomes conformal,
which should also include the case of free theories. The cardinal example of course is the
Virasoro central charge c for two dimensional conformal field theories which may be defined
through the trace of the energy momentum tensor on a curved background, the coefficient
of the energy momentum tensor two point function on flat space R2 or a universal term
in the dependence of the Casimir energy on the circumference when the underlying space
is compactified on a cylinder S1 × R [1]. Furthermore away from critical points c may be
generalised to a function of the couplings gi, C(g), which monotonically decreases under
RG flow as the basic scale of the theory is evolved to large distances and the couplings
are attracted to any potential infra red fixed point. This is the content of the celebrated
Zamolodchikov c-theorem [2], where C(g) was constructed so as to satisfy
βi(g)
∂
∂gi
C(g) = Gij(g)β
i(g)βj(g) , (1.1)
with Gij(g), for unitary theories, positive definite. Since, in a two dimensional conformal
field theory c may be interpreted as a measure of the degrees of freedom, the c-theorem
incorporates the physical intuition that RG flow is irreversible as a consequence of loss of
information concerning details at short distances in any infra red limit.1
Many efforts have been made to generalise such ideas beyond two dimensions to re-
alistic four dimensional field theories [4,5,6,7,8,9,10,11,12], even making connections to
modern ideas of holography [13,14]. In particular Cardy [4] discussed a possible generali-
sation for c to four dimensions in terms of the energy momentum tensor trace on a curved
background. At a conformal fixed point there are two parameters associated with two
independent scalars formed from the curvature which may apear in the energy momentum
tensor trace, and are denoted by c, a. Cardy’s conjecture for a four dimensional generali-
sation of c involved a, the coefficient of the four dimensional Euler density. An analysis of
this proposal for general four dimensional renormalisable quantum field theories demon-
strated [5] irreversibility of the RG flow of a quantity a˜, which is equal to a for vanishing
β-functions, in some neighbourhood of weak coupling. Recently non perturbative formulae
1 A selection of papers discussing the c-theorem using statistical mechanical methods is
given in [3].
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for the flow of both c and a between UV asymptotically free fixed points and non trivial
IR fixed points in N = 1 supersymmetric gauge theories were proposed, on the basis of
anomaly calculations, which demonstrated that the RG flow of a is monotonic, so long as
the anomalous dimensions of the basic chiral fields are not too large [15,16]. The super-
symmetric results were subsequently shown to be in accord with the previous perturbative
discussions for general theories in [17].
It therefore appears natural to try to analyse further how far two dimensional results
for flat space may be generalised to curved backgrounds. In this investigation we restrict
attention to homogeneous spaces of constant curvature, for theories continued to a space
with positive definite metric, either the d-dimensional sphere Sd or the negative curvature
hyperboloid Hd. For such spaces
Rµνσρ = ±ρ2
(
gµσgνρ − gµρgνσ
) ⇒ R = ±d(d− 1)ρ2 , (1.2)
with 1/ρ a length scale. The dependence on the metric is then reduced to just the single
parameter ρ and we may write
ρ
d
dρ
gµν = −2gµν + Lugµν , Lugµν = ∇µuν +∇νuµ , (1.3)
where uµ is a vector field which depends on the particular choice of coordinates. The
simplicity of considering homogeneous spaces of constant curvature is that the isometry
group is as large as on flat space and therefore a group theoretic analysis is possible which,
once the appropriate basis functions are introduced, is not essentially more complicated
than for flat space [18,19]. The virtues of considering field theories on negative curvature
spaces were advocated in [20].
For the case of negative curvature an analysis of two point correlation functions, where
the positivity properties arising from unitarity are most evident, for the energy momentum
tensor was first given in [6]. More recently Forte and Latorre [10] have endeavoured to
use these results to prove a four dimensional version of the c-theorem by considering as
a candidate for C(g), which naturally interpolates between a at fixed points, a function
C(g) determined by the one point function of the energy momentum tensor on a space of
constant negative curvature when 〈Tµν〉 is proportional to gµν . It is important to recognise
that although we may have ∆a < 0 under RG flow between fixed points it is in general
necessary to add extra terms of O(β) to any interpolating function C(g) to obtain a C(g)
satisfying (1.1). We show later that there is a freedom of definition for C(g) of O(β2), and
correspondingly for Gij(g), which preserves (1.1) and which may be necessary to ensure
that Gij(g) is positive.
The work in [10] formed part of the stimulus for this investigation although we attempt
to provide a complete set of results for the energy momentum tensor two point function
on constant curvature spaces. The salient results obtained here are,
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• An analysis of the Ward identities following from the conservation equation for the energy
momentum tensor and the presence of anomalous terms in its trace, together with consis-
tency conditions following from renormalisation group equations, applied to the associated
one and two point functions on spaces of constant curvature. These relations are further
restricted for the particular cases of two and four dimensions.
• The derivation of the conditions flowing from the conservation equations on a general
expression of the two point function together with the calculation of its explicit form for
massless scalar, spinor and vector theories.
• A derivation in detail of the unitary positive energy representations of O(d − 1, 2) for a
spin one lowest energy state. These are applied to construct the spectral representation
for a vector two point function on a negative curvature space. This is extended to the spin
two case appropriate to the energy momentum tensor two point function.
• An analysis of the implications of these results for the derivation of a c-theorem along
similar lines to that in [10] (and also the extension of the Zamolodchikov proof to curved
space). The justification of positivity conditions through the spectral representation for
the two point function is carefully considered. We are not able to obtain an equation of the
form (1.1) for C(g) although a related equation of the form βi∂iC = G − dC with G > 0
at least in two dimensions is found.
• A discussion of the possible conditions which would imply irreversibility of RG flow and
the constraints that a general c-function should satisfy.
• An application to free massive scalar fields when all contributions to the various identities
may be explicitly calculated.
An analysis of consistency conditions related to the energy momentum tensor trace
anomaly was also previously undertaken in [21] for general curved space backgrounds.
The consistency conditions obtained subsequently are a subset of those in [21] but are here
directly related to physical correlation functions.
In more detail the outline of this paper is as follows. In the next section a general
framework for Ward identities, together with RG equations, for the energy momentum
tensor two point function is described. This is then specialised to two and four dimen-
sions in sections 3 and 4. In section 5 we discuss a geometric approach appropriate for
describing two point functions of tensor fields on spaces of constant curvature. In section
6 the conformal Killing equation is solved, independently of any choice of coordinates in
d-dimensions, and the corresponding conformal group O(d+ 1, 1) identified as well as the
appropriate isometry groups. A scalar function s of two points x, y, which transforms
homogeneously under conformal transformations, is constructed. An associated bi-vector,
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related to inversions, which also transforms simply under conformal transformations is
found. These results allow the construction of conformally covariant two point functions
for any tensor fields. The geometric formalism is extended to spinor fields in section 7 and
the corresponding inversion matrix as well as explicit forms for Killing spinors are obtained.
The formalism of section 5 is applied in section 8 to determine a general expression for
the two point function of the energy momentum tensor 〈Tµν(x)Tαβ(y)〉 and the necessary
conditions required to satisfy the conservation equation for the energy momentum tensor
are obtained. On S2 or H2 for a traceless energy momentum tensor these have simple
solutions with only an undetermined overall scale for S2. Expressions which satisfy the
conservation equations automatically are found in terms of two independent scalar func-
tions which can be interpreted as corresponding to spin-0 and spin-2 contributions. The
spin-2 function gives a form for the two point function appropriate to a traceless energy
momentum tensor. It is shown how to determine generally each of the scalar functions for
any expression for the two point function obeying the conservation equations. In section
9 the arbitrariness in this decomposition, arising when the the spin-0 scalar function is a
Green function for −∇2 − 1
d−1R and the resulting expression for the energy momentum
tensor two point function is traceless, is discussed. In two dimensions, when the spin-2
function is absent, 〈Tµν(x)Tαβ(y)〉 is determined uniquely for conformal theories with the
overall scale set by the Virasoro central charge c. In section 10 we calculate the form of
the two point function in the conformal limit for free scalar and spinor fields in general
dimensions and also for free vectors in four dimensions. For Sd the results are proportional
to the unique conformally covariant form with the same overall coefficient CT as on flat
space. On Hd the results are not unique but there is a simple expression for the leading
singular term with the same coefficient CT . Some aspects of these results are understood
in section 11 using the operator product expansion although its form on spaces of non
zero curvature is not yet fully clear. In section 12 we discuss the positive energy unitary
representations of O(d− 1, 2) and their significance for unitary quantum field theories on
Hd. We obtain in detail the representation for a spin 1 lowest weight state. The techni-
calities of this section are then used in section 13 to obtain the spectral representation for
the two point function of a vector field when the intermediate states are decomposed into
representations of O(d−1, 2). This work motivates a natural extension giving the spectral
representation of the energy momentum tensor two point function. Finally in section 14
general aspects of the c-theorem are discussed and difficulties in deriving it for a field
theory defined on a space of constant curvature are described. In appendix A the crucial
results obtained in section 8 for positive curvature are listed in the negative curvature case
while the calculation of Green functions in terms of hypergeometric functions is described
in appendix B. Some detailed results for the spin one representation of O(d − 1, 2), and
the calculation of the norms of the basis states, are deferred to appendix C. This also
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contains a summary of some properties of the arbitrary dimension spherical harmonics
used in section 12. In appendix D we discuss the example of a free massive scalar field φ,
following [10], where the mass is the sole coupling. This involves the explicit construction
of the spectral representation for φ2.
2. Ward Identities and Consistency Conditions
Our subsequent discussion depends crucially on the Ward and trace identities satisfied
by correlation functions involving the energy momentum tensor. These are not necessarily
unique since there may be ambiguous local contact term, involving δ-functions, in any two
or higher point function. In consequence it is useful to first give a precise derivation of
the identities in a consistent framework and later take account of the potential freedom
of contact terms. To this end we consider the vacuum functional W for a quantum field
theory defined on an arbitrarily curved space with metric gµν(x) and also local sources g
i(x)
coupled to a set of scalar fields Oi(x). The expectation values of the quantum operator
fields in the background for an arbitrary metric but with gi(x) = gi the physical coupling
constants (which are taken to be dimensionless by introducing an appropriate power of a
scale ρ on which the metric depends) are given by
√
g(x)〈Tµν(x)〉 = −2 δ
δgµν(x)
W
∣∣∣
gi(x)=gi
,
√
g(x)〈Oi(x)〉 = − δ
δgi(x)
W
∣∣∣
gi(x)=gi
, (2.1)
where the functional derivatives, for d-dimensions, are defined by
δ
δgµν(x)
gαβ(y) = δ(µ
αδν)
βδd(x− y) , δ
δgi(x)
gj(y) = δi
jδd(x− y) . (2.2)
With this prescription the associated two point functions are given by
√
g(x)
√
g(y)〈Tµν(x)Tαβ(y)〉 = 4 δ
2
δgµν(x)δgαβ(y)
W
∣∣∣
gi(x)=gi
,
√
g(x)
√
g(y)〈Oi(x)Oj(y)〉 = δ
2
δgi(x)δgj(y)
W
∣∣∣
gi(x)=gi
,
(2.3)
which are manifestly symmetric. We may also similarly define 〈Tµν(x)Oj(y)〉. In general
the correlation functions 〈Tµν(x) . . .Oj(y) . . .〉 formed from Tµν and the scalar fields Oj
form a basic set related by Ward identities and obeying RG equations which are the subject
of discussion here.
The Ward identities may be derived from the condition that W is a scalar functional,
corresponding to the requirement that any regularisation preserves invariance under dif-
feomorphisms, which implies∫
ddx
(
−(∇µvν +∇νvµ) δ
δgµν
+ vµ∂µg
i δ
δgi
)
W = 0 . (2.4)
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It is easy to see that this gives
∇µ〈Tµν〉 = 0 , (2.5)
and also
∇µ〈Tµν(x)Tαβ(y)〉 = ∇ν
(
δσαδ
ρ
β δ
d(x, y)
) 〈Tσρ(x)〉+ 2∇σ(δσ(αδρβ) δd(x, y) 〈Tρν(x)〉) , (2.6a)
∇µ〈Tµν(x)Oi(y)〉 = ∂νδd(x, y) 〈Oi(x)〉 . (2.6b)
In these equations, which contain δd(x, y) = δd(x−y)/√g(x), the appropriate connections
to appear in covariant derivatives need to be clearly specified. Any ambiguities are here
resolved by using the convention that the indices ν, σ, ρ are regarded as ‘at x’ while α, β
are ‘at y’, covariant derivatives such as ∇ν involve differentiation with respect to x and
have the required connection necessary according to the tensorial structure at x.
We also consider associated trace identities which take the form
gµν〈Tµν〉 − 〈Θ〉 = A , Θ = βiOi , (2.7)
where A is the anomalous contribution to the trace present in field theories on a curved
background. A is a local scalar formed from the the Riemann curvature and its deriva-
tives and obeys consistency conditions which correspond to integrability conditions for
W . In (2.7) we have assumed that the operators Oi form a basis for the trace of the en-
ergy momentum tensor with coefficients the β-functions corresponding to the couplings gi.
Derivatives of lower dimensional operators are thus neglected in (2.7) but if present they
do not change the essential results of the analysis, as discussed in [21]. As a consequence
of (2.7) with the definitions (2.3) we have
gµν(x)〈Tµν(x)Tαβ(y)〉 − 〈Θ(x)Tαβ(y)〉 − 2〈Tαβ(y)〉 δd(x, y) = Aαβ(x, y) , (2.8)
where Aαβ(x, y) is formed from δd(x, y) and derivatives and is explicitly given by
Aαβ(x, y) = − 2√
g(x)
√
g(y)
δ
δgαβ(y)
(√
gA(x)) . (2.9)
We further have
gµν(x)〈Tµν(x)Oi(y)〉 − 〈Θ(x)Oi(y)〉+ ∂iβj〈Oj(y)〉 δd(x, y) = Bi(x, y) . (2.10)
where Bi(x, y) also has support only for x = y. The appearance of ∂iβj reflects the fact
that this is the anomalous dimension matrix for the operators Oj . It is easy to see that
we must have for consistency
∇αAαβ(x, y) = ∂βδd(x, y)A(y) ,
∫
ddy
√
g Bi(x, y) = −∂iA(x) , (2.11)
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and also
H(x, y) = gαβ(y)Aαβ(x, y) + Bi(y, x)βi = H(y, x) . (2.12)
which is an integrability condition. The necessity of (2.12) may be seen by combining (2.8)
and (2.10) to give
gµν(x)gαβ(y)〈Tµν(x)Tαβ(y)〉 − 〈Θ(x)Θ(y)〉
= 2gαβ(y)〈Tαβ(y)〉 δd(x, y)− βi∂iβj〈Oj(y)〉 δd(x, y) +H(x, y) .
(2.13)
To obtain further consistency conditions it is necessary also to consider the linear RG
equations for the one and two point functions. First we define the derivative operator
which generates constant rescalings of the metric and the associated flow of the couplings
by
D = −2
∫
ddx gµν
δ
δgµν
+ βi
∂
∂gi
. (2.14)
For a constant curvature metric depending on a single parameter ρ as in (1.2) we have, up
to the effects of the reparameterisation generated by u as in (1.3),
2
∫
ddx gµν
δ
δgµν
∼ ρ d
dρ
. (2.15)
With the definition (2.14) the RG equations for 〈Tµν〉 and 〈Oi〉 are then
(D + d− 2)〈Tµν〉 = Cµν , Cµν(x) =
∫
ddy
√
gAµν(y, x) , (2.16a)
(D + d)〈Oi〉+ ∂iβj〈Oj〉 = Ci , Ci(x) =
∫
ddy
√
g Bi(y, x) . (2.16b)
For the two point functions we have
(D + 2d− 4)〈Tµν(x)Tαβ(y)〉 = Eµν,αβ(x, y) , (2.17)
where
Eµν,αβ(x, y) = 4√
g(x)
√
g(y)
δ2
δgµν(x)δgαβ(y)
∫
ddx
√
gA , (2.18)
and (D + 2d− 2)〈Tµν(x)Oi(y)〉+ ∂iβj〈Tµν(x)Oj(y)〉 = Fµν,i(x, y) , (2.19)
for
Fµν,i(x, y) = − 2√
g(x)
√
g(y)
δ
δgµν(x)
(√
gCi(y)
)
, (2.20)
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together with
(D + 2d)〈Oi(x)Oj(y)〉+ ∂iβk〈Ok(x)Oj(y)〉
+ ∂jβ
k〈Oi(x)Ok(y)〉 − ∂i∂jβk〈Ok(x)〉δd(x, y) = Gij(x, y) .
(2.21)
Given an expression for the trace anomaly A on a general curved space Cµν and Eµν,αβ, as
well as Aαβ, may be directly calculated. For d = 2 and 4 general forms for Fµν,i(x, y) and
Gij(x, y) = Gji(y, x) may be constructed as a sum of terms involving the curvature and
derivatives of δd(x, y) with the appropriate dimension. From (2.6b) we must have
∇µFµν,i(x, y) = ∂νδd(x, y) Ci(x) , (2.22)
and (2.6a) gives a relation between Eµν,αβ and Cµν .
Requiring consistency of (2.16a, b) and (2.17),(2.19),(2.21) with (2.8),(2.10) leads to
(D + 2d− 2)Aαβ(x, y) = gµν(x)Eµν,αβ(x, y)− Fαβ,i(y, x)βi − 2Cαβ(y)δd(x, y) , (2.23)
and
(D + 2d)Bi(x, y) + ∂iβj
(Bj(x, y)− Cj(y)δd(x, y)) = gµνFµν,i(x, y)− Gij(x, y)βj . (2.24)
The identities obtained above are explored in the following sections in the particular
cases of two and four dimensions after restricting to spaces of constant curvature, as given
in (1.2). On such homogeneous spaces 〈Oi〉 and also the curvature trace anomaly A in
(2.7) are just constants and also
〈Tµν(x)〉 = −1
d
Cρdgµν(x) , (2.25)
with C(g) dimensionless. The result (2.25) of course trivially satisfies (2.5). Furthermore
(2.6a) simplifies in this case to
∇µ〈Tµν(x)Tαβ(y)〉 = −1
d
Cρd
(
∂νδ
d(x, y) gαβ(y) + 2∇σ
(
δσ(αδ
ρ
β) gρν(x) δ
d(x, y)
))
. (2.26)
If we define
〈Tµν(x)Tαβ(y)〉con = 〈Tµν(x)Tαβ(y)〉+ 1dCρd(gµαgνβ + gµβgνα + gµνgαβ)δd(x, y) , (2.27)
then
∇µ〈Tµν(x)Tαβ(y)〉con = 0 . (2.28)
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Using the definition (2.3) and also (2.13) we find in general
ρ
d
dρ
C =
1
ρd
∫
ddy
√
g gµν(x)gαβ(y)〈Tµν(x)Tαβ(y)〉con − dC (2.29a)
=
1
ρd
∫
ddy
√
g
(
〈Θ(x)Θ(y)〉+H(x, y)
)
− 1
ρd
βi∂iβ
j〈Oj〉 . (2.29b)
Applying the basic definitions in (2.1) with (2.2), for the theory defined on a homogeneous
space of constant curvature, we have the consistency conditions
∂
∂gi
C = −ρ d
dρ
( 1
ρd
〈Oi〉
)
. (2.30)
Since from (2.7) C = −(βi〈Oi〉 + A)ρ−d, (2.30) implies the RG equation (2.16a) which
now takes the form(
− ρ d
dρ
+ βi
∂
∂gi
)
C = ρ
d
dρ
( 1
ρd
A
)
= − 1
ρd
gµνCµν . (2.31)
3. Two Dimensions
In two dimensions the curved space trace anomaly for an arbitrary metric is just
proportional to the scalar curvature so that in (2.7) we may write
2πA = 1
12
cR . (3.1)
In this case in (2.8) and (2.10) we now take
2πAαβ(x, y) = 16c
(∇α∇β − gαβ∇2)δ2(x, y) ,
2πBi(x, y) = − 112∂icRδ2(x, y)− 16wi∇2δ2(x, y) ,
(3.2)
which are in accord with (2.11) and where wi(g) is a vector function of the couplings.
Furthermore in two dimensions Cµν and Eµν,αβ are both zero so that (2.16a) and (2.17)
now become
D〈Tµν〉 = 0 , D〈Tµν(x)Tαβ(y)〉 = 0 , (3.3)
while in (2.16b) and (2.19) we now assume
2πCi = − 112∂icR , 2πFµν,i(x, y) = −16∂ic
(∇µ∇ν − gµν∇2)δ2(x, y) , (3.4)
so that (2.16b) now reads
2π
(
(D + 2)〈Oi〉+ ∂iβj〈Oj〉
)
= − 112∂icR . (3.5)
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Finally in (2.21) we take, for Gij(g) a symmetric tensor,
2πGij(x, y) = 16Gij∇2δ2(x, y) + 112∂i∂jcRδ2(x, y) . (3.6)
With the expressions in (3.2) and (3.4) the consistency condition (2.23) is identically
satisfied. Inserting the appropriate forms into (2.24) leads to the single relation
∂ic−Gijβj = −Lβwi = −βj∂jwi − ∂iβjwj . (3.7)
If we define
c˜ = c+ wiβ
i , (3.8)
then (3.7) may be rewritten as
∂ic˜ =
(
Gij + ∂iwj − ∂jwi
)
βj ⇒ βi∂ic˜ = Gijβiβj . (3.9)
We now show how the Ward and trace identities may be solved, after restricting to a
homogeneous space of constant curvature, to give explicit forms for the two point functions
with relations between them. Assuming (2.25) we may take
(2π)2〈Tµν(x)Tαβ(y)〉con
=
(∇µ∇ν − gµν∇2 − 12gµνR)F (x, y)(←−∇α←−∇β −←−∇2gαβ − 12gαβR) ,
(3.10)
which satisfies (2.26) identically. In a similar fashion
(2π)2
(〈Tµν(x)Oi(y)〉 − gµν〈Oi〉δ2(x, y)) = (∇µ∇ν − gµν∇2 − 12gµνR)Gi(x, y)(−←−∇2 −R) ,
(3.11)
automatically satisfies (2.6b). Applying (2.8) with (3.2) gives the relations
F (x, y) = Gi(x, y)β
i + 1
3
cK0(x, y) , (3.12)
assuming K0 is a solution of
(−∇2 −R)K0(x, y) = 2πδ2(x, y) . (3.13)
Explicit solutions of this equation are discussed later. For the case of the positive curvature
sphere (3.13) has to be modified although this does not change (3.12) or (3.10). The RG
equations for the two point functions in (3.10) and (3.11) may now be reexpressed in terms
of F and Gi,
DF (x, y) = 0 , DGi(x, y) + ∂iβjGj(x, y) = −16∂icK0(x, y) . (3.14)
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If we write
(2π)2〈Oi(x)Oj(y)〉 =
(−∇2 −R)Hij(x, y)(−←−∇2 −R) , (3.15)
then we have from (2.10)
Gi(x, y) = Hij(x, y)β
j + 16wiK0(x, y) + ViK1(x, y) ,
Vi =
1
6
(wi − 12∂ic)R − 2π
(
2〈Oi〉+ ∂iβj〈Oj〉
)
,
(3.16)
if
(−∇2 −R)K1(x, y) = K0(x, y) . (3.17)
Furthermore (2.21) gives
DHij(x, y) + ∂iβkHkj(x, y) + ∂jβkHik(x, y) = −16GijK0(x, y)− SijK1(x, y) . (3.18)
for
Sij =
1
6 (Gij − 12∂i∂jc)R− 2π∂i∂jβk〈Ok〉 . (3.19)
Consistency of (3.18) with (3.16) and (3.14) depends on (3.7) and also
(D + 2)Vi + ∂iβjVj = Sijβj , (3.20)
which follows from (3.7) and (3.5).
At a fixed point, when βi = 0, then
2π〈Tµν〉
∣∣
βi=0
= 1
24
cR gµν , (3.21)
so that in (2.25) 2πC|βi=0 = ∓16c. From (3.12) the two point function in (3.10) is also
determined to be,
(2π)2〈Tµν(x)Tαβ(y)〉con
∣∣
βi=0
= 1
6
c
(∇µ∇ν − gµν∇2 − 12gµνR)K0(x, y)(←−∇α←−∇β −←−∇2gαβ − 12gαβR) ,
(3.22)
neglecting contact terms. The overall coefficient is just c and of course the result is non
local, not just a potentially ambiguous contact term. Explicit expressions are obtained
later in section 8. In the same way from (3.16) Gi =
1
3
wiG0 + ViG1. Substituting in
(3.11), disregarding contact terms and using (3.7) in the expression for Vi gives
(2π)2〈Tµν(x)Oi(y)〉
∣∣
βi=0
= (∇µ∇ν − 12gµν∇2)K0(x, y) Γij( 112wjR− 2π〈Oj〉) ,
Γi
j = 2δi
j + ∂iβ
j .
(3.23)
Γi
j is the matrix defining the dimensions of the fields Oi. The result (3.23) demonstrates
that wi is well defined at a critical point although it should be recognised that 〈Oi〉 is
arbitrary up to terms ∝ ∂if R for any function f(g) of the couplings which leads to a
corresponding freedom wi ∼ wi + ∂if .
11
4. Four Dimensions
As is well known in any even dimension beyond two dimensions there are several
possible curvature dependent terms which may contribute to the energy momentum tensor
trace. For four dimensions we take2
16π2A = cF − aG− bR2 , (4.1)
neglecting a term ∝ ∇2R which may be cancelled by a local redefinition of W , and where
G = 14ǫ
µνσρǫαβγδR
αβ
µνR
γδ
σρ = 6R
αβ
[αβR
γδ
γδ] , F = C
αβγδCαβγδ , (4.2)
with C the Weyl tensor. G is a topological density which is reflected by its variation being
a total divergence,
δ(
√
gG) =
√
g∇γV γ , V γ = 24R[αβαβ∇γδgδ]ǫgǫδ . (4.3)
For general metrics then (2.9) gives
16π2gαβ(y)Aαβ(x, y) = − 8a∇α∇β
(
Gαβδ4(x, y)
)
+ 12bR(x)∇2δ4(x, y) ,
Gαβ = Rαβ − 12gαβR ,
(4.4)
so that, for R not constant, the b term is not symmetric and hence the condition (2.12)
requires b = 0 if βi = 0. On a homogeneous space with (1.2) then Cαβγδ = 0 and
G = 1
6
R2 , V γ = 1
3
R
(−∇βδgγβ +∇γ(gαβδgαβ)) , (4.5)
so that in this case the anomaly reduces to just
2π2A = − 148 aˆ R2 , aˆ = a+ 6b , (4.6)
and using (4.5)
2π2Aαβ(x, y) = − 112 aˆ R
(∇α∇β − gαβ∇2)δ4(x, y) . (4.7)
Similarly we require in this case
2π2Bi(x, y) = 148∂iaˆ R2δ4(x, y)− YiR∇2δ4(x, y)− Ui∇2∇2δ4(x, y) . (4.8)
Since now Cµν = 0 and
2π2Ci = 148∂iaˆ R2 , (4.9)
2 For free fields c = 1
120
(12nV + 6nF + nS), a =
1
360
(62nV + 11nF + nS).
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the RG eqs. (2.16a, b) become
(D + 2)〈Tµν〉 = 0 , (4.10a)
2π2
(
(D + 4)〈Oi〉+ ∂iβj〈Oj〉
)
= 1
48
∂iaˆ R
2 . (4.10b)
With the result (4.1) the definition (2.18) may be expressed as
2π2Eµν,αβ(x, y) = 4c∇σ∇ρ
(ECµσρν,αγδβδ4(x, y))←−∇γ←−∇δ
− b (∇µ∇ν − gµν∇2 − 14gµνR)δ4(x, y)(←−∇α←−∇β −←−∇2gαβ − 14gαβR)
+ 12bRHµν,αβ(x, y) , (4.11)
where ECµσρν,αγδβ(x) is the projector at x onto tensors with the symmetry and traceless
properties of the Weyl tensor Cµσρν ,
Cµσρν = C[µσ][ρν] , Cµ[σρν] = 0 , g
σρCµσρν = 0 . (4.12)
An explicit form for EC is given later by (8.21) for y = x. The term involving EC in (4.11)
is automatically conserved and traceless since, on spaces of constant curvature when (1.2)
holds, for any Cµσρν satisfying (4.12)
Tµν = ∇σ∇ρCµσρν ⇒ Tµν = Tνµ , gµνTµν = 0 , ∇µTµν = 0 . (4.13)
The remaining term Hµν,αβ(x, y) in (4.11) is then defined by
Hµν,αβ(x, y) = ∇µ∇σ
(
δσ(αδ
ρ
β) gρν δ
4(x, y)
)
+∇ν∇σ
(
δσ(αδ
ρ
β) gρµ δ
4(x, y)
−∇2(δσ(αδρβ) gµσgνρ δ4(x, y))
− gαβ∇µ∇νδ4(x, y)− gµν∇α∇βδ4(x, y) + gµνgαβ∇2δ4(x, y)
+ 112R
(
gµαgνβ + gµβgνα + gµνgαβ
)
δ4(x, y) ,
(4.14)
and, with the conventions on covariant derivatives described above, this is symmetric
Hµν,αβ(x, y) = Hαβ,µν(y, x) , (4.15)
and, for constant curvature, satisfies
∇µHµν,αβ(x, y) = 0 , Hµν,αβ(x, y)gαβ(y) = −2
(∇µ∇ν−gµν∇2− 14gµνR)δ4(x, y) . (4.16)
As a consequence of (4.13) and (4.16) the form (4.11) satisfies
∇µEµν,αβ(x, y) = 0 ,
2π2gµν(x)Eµν,αβ(x, y) = 3b∇2δ4(x, y)
(←−∇α←−∇β −←−∇2gαβ − 14gαβR) .
(4.17)
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In addition the corresponding quantities entering into (2.19) and (2.21) may now be
assumed to be given by (for a general metric then 2π2Ci may contain a term 12Di∇2R, its
variation according to (2.20) gives rise to the corresponding term below)
2π2Fµν,i(x, y) = 112∂iaˆ R
(∇µ∇ν − gµν∇2)δ4(x, y)
+Di
(∇µ∇ν − gµν∇2 − 14gµνR)∇2δ4(x, y) , (4.18)
and
2π2Gij(x, y) = Gij∇2∇2δ4(x, y) + Lij R∇2δ4(x, y)− 148∂i∂j aˆ R2δ4(x, y) . (4.19)
Inserting the results (4.7), (4.17) and (4.18) into (2.23) then gives
3b = Diβ
i . (4.20)
This provides an alternative demonstration of the vanishing of the coefficient of the R2
trace anomaly at a fixed point. Imposing now (2.24) leads to two relations,
LβUi = Gijβj + 3Di , LβYi = Lijβj +Di + 14∂iaˆ , (4.21)
and eliminating Di then gives an analogous formula to (3.7),
3
4
∂iaˆ = Gˆijβ
j − LβUˆi , Gˆij = Gij − 3Lij , Uˆi = Ui − 3Yi . (4.22)
In order to apply these results we consider explicit forms for the two point functions
for a homogeneous space of constant curvature given by
(2π2)2〈Oi(x)Oj(y)〉 =
(−∇2 − 13R)Hij(x, y)(−←−∇2 − 13R) , (4.23)
and
(2π2)2
(〈Tµν(x)Oi(y)〉−gµν〈Oi〉δ4(x, y)) = (∇µ∇ν−gµν∇2− 14gµνR)Gi(x, y)(−←−∇2− 13R) ,
(4.24)
which satisfies (2.6b). With the result (4.8) the relation (2.10) leads to
3Gj(x, y) = β
iHij(x, y)− Uj 2π2δ4(x, y) + (Yj − 23Uj)RK0(x, y) + VjK1(x, y) ,
Vj =
(
1
48
∂j aˆ− 19 Uˆj
)− 2π2(4〈Oj〉+ ∂jβk〈Ok〉) , (4.25)
where
(−∇2 − 13R)K0(x, y) = 2π2δ4(x, y) , (−∇2 − 13R)K1(x, y) = K0(x, y) . (4.26)
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As in two dimensions the equation for K0 must be modified in the positive curvature case
as demonstrated for its explicit solution found later. The RG equations (2.21) and (2.19)
now become
(D + 4)Hij(x, y) + ∂iβkHkj(x, y) + ∂jβkHjk(x, y)
= Gij 2π
2δ4(x, y)− (Lij − 23Gij)RK0(x, y)− SijK1(x, y) ,
Sij =
(
1
48∂i∂j aˆ− 19Gˆij
)
R2 − 2π2∂i∂jβk〈Ok〉 ,
(4.27)
and
(D + 4)Gi(x, y) + ∂iβjGj(x, y) = −Di 2π2δ4(x, y) + 13 ( 14∂iaˆ−Di)RK0(x, y) . (4.28)
Compatibility of (4.28) and (4.27) with (4.25), which requires
(D + 4)Vj + ∂jβkVk = Sjkβk , (4.29)
is guaranteed as a consequence of (4.21).
It remains to find a general form for the energy momentum tensor two point function.
For homogeneous spaces in general dimensions other than two this involves two independent
tensor structures which represent spin 2 and spin 0. For the conserved two point function
defined by (2.28)
(2π2)2〈Tµν(x)Tαβ(y)〉con = ∇σ∇ρ
(ECµσρν,αγδβ(x, y)F2(x, y))←−∇γ←−∇δ
+
(∇µ∇ν − gµν∇2 − 14gµνR)F0(x, y)(←−∇α←−∇β −←−∇2gαβ − 14gαβR) ,
(4.30)
where ECµσρν,αγδβ(x, y) is a bi-tensor, constructed explicitly later, which satisfies the sym-
metry and traceless conditions of the Weyl tensor separately at x and y and which for
x = y reduces to the projector ECµσρν,αγδβ(x) introduced above. Both expressions on
the right hand side of (4.30) are automatically conserved, the first term, involving F2,
using (4.13) is in addition traceless. It is important to recognise that the decomposition in
(4.30) is not unique. If F0 → K0, satisfying (4.26), then this term is also both conserved
and traceless for non coincident x, y and, as shown in section 8, any conserved traceless
two point function can always be written in terms of an appropriate F2 for x 6= y. This
therefore leads to the relation
2π2Hµν,αβ(x, y) = 8∇σ∇ρ
(ECµσρν,αγδβ(x, y)K2(x, y))←−∇γ←−∇δ
− 23
(∇µ∇ν − gµν∇2 − 14gµνR)K0(x, y)(←−∇α←−∇β −←−∇2gαβ − 14gαβR) ,
(4.31)
for a suitable K2(x, y) where Hµν,αβ(x, y) is purely a local contact term. Due to the
derivatives the right hand side of (4.31) is well defined as a distribution. By considering
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the divergence and trace of both sides of this relation Hµν,αβ(x, y) may be identified with
the previous definition in (4.14) since it is the unique form satisfying (4.15) and (4.16).
On flat space EC is a constant tensor and K0 and K2 are identical.
Applying the decomposition in (4.30) we may first note, by using the general relation
(2.8) with (4.24) and (4.7), that
3F0(x, y) = Gi(x, y)β
i − 112 aˆ RK0(x, y) . (4.32)
In order to implement the RG equation (2.17) it is necessary to rewrite the result for
Eµν,αβ(x, y), which is given by (4.11), by using (4.31) in the more convenient form,
2π2Eµν,αβ(x, y) = 4∇σ∇ρ
(
ECµσρν,αγδβ(x, y)
(
c 2π2δ4(x, y) + bRK2(x, y)
))←−∇γ←−∇δ
− b (∇µ∇ν − gµν∇2 − 14gµνR)(δ4(x, y) + 13RK0(x, y))(←−∇α←−∇β −←−∇2gαβ − 14gαβR) .
(4.33)
With this result the RG equations reduce to
(D + 4)F2(x, y) = 4
(
c 2π2δ4(x, y) + bRK2(x, y)
)
, (4.34a)
(D + 4)F0(x, y) = − b
(
2π2δ4(x, y) + 13RK0(x, y)
)
. (4.34b)
It is important to note that (4.34b) follows directly from the expression (4.32) and (4.28)
so long as (4.20) holds.
The general results simplify if we restrict to a fixed point where β-functions vanish.
The expectation value of a single energy momentum tensor becomes
16π2〈Tµν〉
∣∣
βi=0
= − 124aR2 gµν , (4.35)
or in (2.25) 2π2C|βi=0 = 3a. From (4.25) we must also have
(2π2)2〈Tµν(x)Oi(y)〉
∣∣
βi=0
= − (∇µ∇ν − 14gµν∇2)K0(x, y) 13Γij
(
1
36
UˆjR
2 + 2π2〈Oj〉
)
,
Γi
j = 4δi
j + ∂iβ
j , (4.36)
which is the extension of (3.23) to four dimensions. This provides a definition of Uˆi at
a fixed point. In the energy momentum tensor two point function F0 = −29aRK0, from
(4.32), and using (4.31) we may write
(2π2)2〈Tµν(x)Tαβ(y)〉con
∣∣
βi=0
= ∇σ∇ρ(ECµσρν,αγδβ(x, y)Fˆ2(x, y))←−∇γ←−∇δ
+ 1
24
aR 2π2Hµν,αβ(x, y) ,
Fˆ2(x, y) = F2(x, y)− 13aRK2(x, y) .
(4.37)
Hence in this case, apart from a contact term, there is only the manifestly conserved and
traceless spin 2 contribution to this two point function.
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5. Geometrical Results for Spaces of Constant Curvature
In order to find more explicit expressions for the two point functions considered above
we discuss here some geometrical results which allow natural expressions for the two point
functions on homogeneous spaces of constant curvature to be found. A related discussion
was given by Allen and Jacobsen [22] but there are differences in derivation and also
application.
Our starting point is the geodetic interval σ(x, y) which is a bi-scalar defined for any
curved manifold which is unique for x in the neighbourhood of y and which satisfies [23],
gµν∂µσ∂νσ = 2σ . (5.1)
On flat space σ(x, y) = 12 (x − y)2. For a homogeneous space of constant curvature then
any Tµν...(x, y), which transforms covariantly under all isometries as a tensor at x and a
scalar at y, may be expanded in a basis formed by ∂µσ(x, y) and gµν(x) with coefficients
functions of σ(x, y) [22]. Thus we may write
∇µ∇νσ = gµν f(σ) + ∂µσ∂νσ g(σ) . (5.2)
Since, from (5.1), ∇µ∇νσ∂νσ = ∂µσ, we have
f(σ) + 2σg(σ) = 1 . (5.3)
Imposing [∇σ,∇µ]∇νσ = −Rρνσµ∂ρσ on (5.2) gives using (1.2)
f ′(σ)− f(σ)g(σ) = ∓ρ2 , (5.4)
or defining σ = 1
2
θ2/ρ2, so that θ/ρ is the geodesic distance from x to y,
θ
d
dθ
f − f(1− f) = ∓θ2 . (5.5)
With the boundary condition f(0) = 1 the solutions are
f =
θ
tan θ
,
θ
tanh θ
, g =
ρ2
θ2
(
1− f) . (5.6)
For the sphere θ is the angular separation of x and y and we may restrict 0 ≤ θ ≤ π, θ = π
corresponds to x and y being antipodal points.3
3 If we define the bi-scalar ∆(x, y) = det(−∂µσ(x, y)
←−
∂α)/
√
g(x)
√
g(y) then solving the
equations in [23] gives ∆ = (θ/ tan θ)d−1, (θ/ tanh θ)d−1. For the spherical case the divergence at
θ = π is a reflection of this being a caustic.
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For any bi-tensor, Tµν...,αβ...(x, y), then the basis for expansion may be extended to
include σ(x, y)
←−
∂α, which transforms as a covariant vector at y, and also the bi-vector
gµα(x, y) = −∂µσ(x, y)←−∂α as well as gαβ(y). In practice it is more convenient to introduce
Iµα(x, y) which gives parallel transport of vectors along the geodesic from y to x. This is
defined by
σρ∇ρIµα = 0 , Iµα(x, x) = δµα . (5.7)
For homogeneous spaces as considered here we may write the general form
Iµα = gµα a(σ)− ∂µσ σ←−∂α b(σ) . (5.8)
Inserting this into (5.7) and using (5.1),(5.2),(5.3) gives
a′(σ) + g(σ)a(σ) = 0 ,
d
dσ
(
a(σ) + 2σb(σ)
)
= 0 . (5.9)
Solving these with the boundary condition a(0) = 1 gives
a =
sin θ
θ
,
sinh θ
θ
, b =
ρ2
θ2
(
1− a) . (5.10)
An important consistency check, which follows directly from (5.7), is that
IµαIµβ = gαβ , IµαIν
α = gµν , (5.11)
and further we have
∂µσ(x, y)I
µ
α(x, y) = −σ(x, y)←−∂α . (5.12)
In the following sections these results are used to to obtain a natural form for the
tensorial expansions of two point functions whose coefficients are functions of the biscalar
θ(x, y). It is convenient to use, as well as the parallel transport bi-vector Iµα, a basis
formed by xˆµ and yˆα, which are unit vectors at x, y, given by
∂µθ = ρxˆµ, θ
←−
∂α = ρyˆα , xˆµI
µ
α = −yˆα , Iµαyˆα = −xˆµ , (5.13)
using (5.11) and (5.12). With these definitions (5.2) and (5.6) then become
∇µxˆν = ρ cot θ(gµν − xˆµxˆν) , ρ coth θ(gµν − xˆµxˆν) , (5.14)
and also from (5.8) and (5.10) we have,
∂µyˆα = − ρ cosec θ(Iµα + xˆµyˆα) , −ρ cosech θ(Iµα + xˆµyˆα) ,
∇µIνα = ρ tan 12θ(gµν yˆα + xˆνIµα) , −ρ tanh 12θ(gµν yˆα + xˆνIµα) .
(5.15)
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For the spherical case xˆµ, yˆα and Iµα are singular when θ = π and x, y are antipodal points.
Using (5.14) it is easy to verify
∇2F (θ) = ρ2
( d2
dθ2
+
d− 1
tan θ
d
dθ
)
F (θ) , ρ2
( d2
dθ2
+
d− 1
tanh θ
d
dθ
)
F (θ) . (5.16)
6. Conformal Symmetries
At a renormalisation group fixed point quantum field theories are additionally con-
strained by conformal invariance. Conformal symmetry may be extended to spaces of non
zero curvature by seeking conformal Killing vectors which satisfy
∇µvν +∇νvµ = 2w gµν , w = 1
d
∇·v . (6.1)
On flat space the solutions are well known. We show here how it is similarly possible
to solve (6.1) on homogeneous spaces of constant curvature without any restriction to
particular choices of coordinates.4 From (6.1) and (1.2) we first derive an expression for
two covariant derivatives of v
∇σ∇µvν = ∓ρ2(gσµvν − gσνvµ)− gσµ∂νw + gσν∂µw + gµν∂σw . (6.2)
Also by contracting with ∇µ∇ν we may obtain5
(d− 1)∇2w +Rw = 0 , (6.3)
and by using this with (6.1) together with (d−2)∇νw = −(∇2+ 1dR)vν , which also follows
from (6.1), we find for d 6= 2
∇µ∇νw = ∓ρ2gµνw . (6.4)
This is easily extended to arbitrarily many derivatives
∇(µ1 . . .∇µ2n)w = (∓ρ2)ng(µ1µ2 . . . gµ2n−1µ2n)w ,
∇(µ1 . . .∇µ2n+1)w = (∓ρ2)ng(µ1µ2 . . . gµ2n−1µ2n∂µ2n+1)w ,
(6.5)
and then applying the covariant Taylor expansion, which for any scalar F takes the form
[24]
F (x) =
∑
n=0
1
n!
σα1 . . . σαn(−1)n∇(α1 . . .∇αn)F (y) , σα(x, y) = gαβ(y) σ(x, y)
←−
∂β , (6.6)
4 However writing the metric in a conformally flat form gµν = Ω
2δµν then if v
µ is a solution
of the flat space conformal Killing equation it remains a solution for the metric gµν .
5 This demonstrates that there is no solution with w = 1 if R 6= 0 so that there is no dilation
current jµ = Tµνvν satisfying ∇µj
µ = gµνT
µν except in flat space.
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leads to
w(x) = cos θ w(y)− 1
ρ
sin θ yˆ·∂w(y) , cosh θ w(y)− 1
ρ
sinh θ yˆ·∂w(y) . (6.7)
This result demonstrates that w(x) is determined completely by the values of w and ∂αw
at any arbitrary y so that there are d + 1 independent forms for w (for R > 0 from (6.3)
these correspond to the d + 1 normalisable eigenvectors of −∇2 with eigenvalue dρ2). If
we define
∇[µvν] = −ωµν , (6.8)
then from (6.2) and (6.4) we get
∇(µ1 . . .∇µ2n)vν = (∓ρ2)n
{(
g(µ1µ2 . . . gµ2n−1µ2n)vν − v(µ1g(µ2µ3 . . . gµ2n)ν
)
± 1
ρ2
(
g(µ1µ2 . . . gµ2n−1µ2n)∂νw − 2∂(µ1w g(µ2µ3 . . . gµ2n)ν
)}
,
∇(µ1 . . .∇µ2n+1)vν = − (∓ρ2)n
(
g(µ1µ2 . . . gµ2n−1µ2nωµ2n+1)ν − g(µ2µ3 . . . gµ2n+1)νw
)
,
(6.9)
Applying the Taylor expansion (6.6) to Iµ
α(x, y)vα(y) leads to
vµ(x) = Iµ
α
{
cos θ
cosh θ
vα(y)± (1− cos θ)
(cosh θ − 1)
(
yˆ·v(y) yˆα ∓ 1
ρ2
∂αw(y)± 2
ρ2
yˆ·∂w(y) yˆα
)
− 1
ρ
sin θ
sinh θ
(
ωαβ(y)yˆ
β + w(y)yˆα
)}
, (6.10)
It is straightforward to verify, using (5.14) and (5.15), that (6.10) and (6.7) satisfy (6.1).
Besides w and ∂αw the general expression for vµ(x) is determined by vα and ωαβ at some
arbitrary y, giving 1
2
(d+1)(d+2) linearly independent vectors. Taking y = 0 it is easy to
see that (6.10) and (6.7) reduce to the standard results for flat space with vµ(x) quadratic
and w(x) linear in x. From the definition (6.8) we may also derive
ωµν(x) = Iµ
αIν
β
{
ωαβ(y)∓ sin θ
sinh θ
2yˆ[α
(
ρvβ](y)± 1
ρ
∂β]w(y)
)
± (1− cos θ)
(cosh θ − 1)2yˆ[αωβ]γ yˆ
γ
}
.
(6.11)
Using the above solutions for conformal Killing vectors, which are specified by
vα, ωαβ, w, ∂
αw, it is straightforward to calculate the Lie algebra of the associated vec-
tor fields,
[v1, v2]
µ = −v3µ ⇒ v3µ = ω1µνv2ν − v1µw2 − (1↔ 2) . (6.12)
Using (6.10), (6.7) and (6.11) this is identical with the algebra of matrices W ,
[W1,W2] =W3 , (6.13)
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where
WAB =


ωαβ ρv
α ± 1
ρ
∂αw ± 1
ρ
∂αw
∓ρvβ − 1ρ∂βw 0 w
1
ρ
∂βw w 0

 . (6.14)
Since, for
GAB =

 δαβ 0 00 ±1 0
0 0 ∓1

 , (6.15)
we have
WAB = GACW
C
B = −WBA , (6.16)
it is clear that (6.13) corresponds in both cases to the Lie algebra of the d-dimensional
conformal group O(d + 1, 1). If we restrict to Killing vectors for which w = 0 it is also
evident that the algebra reduces to that for the isometry groups O(d+1) or O(d, 1) for Sd
or Hd respectively as expected.
For construction of conformally covariant expressions for correlation functions it is
necessary to construct bi-scalar functions of x, y which transform homogeneously under
such conformal transformations. In consequence we consider the generalisation s of the
flat space (x− y)2 which is required to satisfy
(
vµ(x)∂µ + v
α(y)∂α
)
s =
(
w(x) + w(y)
)
s . (6.17)
Writing s(θ) the left hand side of (6.17) involves
ρ
(
vµ(x)xˆµ + v
α(y)yˆα
)
= tan 1
2
θ
(
w(x) + w(y)
)
, tanh 1
2
θ
(
w(x) + w(y)
)
, (6.18)
from (6.10) and (6.7). Hence (6.17) becomes
d
dθ
s = cot 12θ s , coth
1
2θ s . (6.19)
Imposing the boundary condition that s ∼ θ2/ρ2 as x→ y gives the solution
ρ2s = 2(1− cos θ) , 2(cosh θ − 1) , (6.20)
so that
√
s may be interpreted as the chordal distance between x and y. For the hyperbolic
case it is useful also to define
ρ2s¯ = ρ2s+ 4 = 2(cosh θ + 1) . (6.21)
Any power s−λ also transforms homogeneously under conformal transformations, as in
(6.17), and (5.16) gives
(∇2 ± ρ2λ(λ− d+ 1))s−λ = λ(2λ+ 2− d)s−λ−1 . (6.22)
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Using the bi-scalar s we may further define a bi-vector by
−∂µ ln s(x, y)←−∂α = 2
s(x, y)
Iµα(x, y) , (6.23)
which gives
Iµα = Iµα + 2xˆµyˆα . (6.24)
Iµα generalises the inversion tensor to spaces of constant curvature and, from (5.11) and
(5.12), we have IµαIµβ = gαβ. From its definition (6.23) and (6.17), with (6.8), we have
(
vµ(x)∂µ + v
α(y)∂α
)Iµα(x, y) = ωµν(x)Iνα(x, y) + ωαβ(y)Iµβ(x, y) . (6.25)
For the positive curvature case since s(x, y) is single valued for arbitrary x, y (6.23) also
ensures that Iµα is well defined at θ = π.
For later reference it is useful also to define related bi-vector
Iˆµα = −12∂µs
←−
∂α = Iµα + (1− cos θ)xˆµyˆα , Iµα − (cosh θ − 1)xˆµyˆα , (6.26)
which satisfies
∇µIˆνα = gµν sin θ yˆα , −gµν sinh θ yˆα . (6.27)
7. Spinors
For spinor fields we may define, using vielbeins as usual, Dirac matrices γµ(x) satis-
fying {γµ, γν} = 2gµν . The essential geometrical object for our purposes is the bispinor
I(x, y) which acting on spinor at y parallel transports it along the geodesic from y to x.
This satisfies
xˆµ∇µI = 0 , I(x, x) = 1 , (7.1)
where∇µ = ∂µ+ωµ is the spinor covariant derivative. For a homogeneous space of constant
curvature we follow a similar approach to that of Allen and Lu¨tken in four dimensions [25]
and express the covariant derivative in a form compatible with (7.1),
∇µI(x, y) = −12ρ α(θ)(γµγ·xˆ− xˆµ)I(x, y) . (7.2)
Using (5.14) we may then find
∇[µ∇ν]I(x, y) = 12α(α+ cot θ)γ[µγν]I(x, y)− 12(α′ − α2 − α cot θ)xˆ[µγν]γ·xˆI(x, y) ,
1
2α(α+ coth θ)γ[µγν]I(x, y)− 12 (α′ − α2 − α coth θ)xˆ[µγν]γ·xˆI(x, y) .
(7.3)
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For a spinor ψ the commutator of covariant derivatives is given by
[∇µ,∇ν ]ψ = 12Rσρµνsσρψ = ±ρ2sµνψ , sµν = 12γ[µγν] , (7.4)
using (1.2). Applying this integrability condition to (7.3) leads to equations for α which
are readily solved giving
α = tan 1
2
θ , tanh 1
2
θ , (7.5)
and hence (7.2) becomes
∇µI(x, y) = − ρ tan 12θ 14 [γµ, γ·xˆ]I(x, y) , −ρ tanh 12θ 14 [γµ, γ·xˆ]I(x, y) ,
I(x, y)
←−∇α = ρ tan 12θ I(x, y) 14 [γα, γ·yˆ] , ρ tanh 12θ I(x, y) 14 [γα, γ·yˆ] .
(7.6)
The spinor parallel transport I(x, y) is easily seem to satisfy
I(x, y)I(y, x) = 1 , (7.7)
and also
I(x, y)γαI(y, x) = γνI
ν
α(x, y) , (7.8)
which may be verified my applying a covariant derivative to both sides, using (7.6) with
(7.5) as well as (5.15).
It is also useful to define
I(x, y) = γ·xˆI(x, y) = −I(x, y)γ·yˆ , (7.9)
which plays the role of the inversion matrix on spinors analogous to the inversion tensor
(6.24). It is easy to see, using (7.8), that
tr
(
γµI(x, y)γαI(y, x)
)
= 2
1
2
dIµα(x, y) , tr
(
γµI(x, y)γαI(y, x)
)
= 2
1
2
dIµα(x, y) . (7.10)
and from (7.9)
I(x, y)I(y, x) = −1 . (7.11)
From (7.6) and (7.5) we may also easily obtain
∇µI(x, y) = ρ cot 12θ 14 [γµ, γ·xˆ]I(x, y) , ρ coth 12θ 14 [γµ, γ·xˆ]I(x, y) ,
I(x, y)←−∇α = − ρ cot 12θ I(x, y) 14 [γα, γ·yˆ] , −ρ coth 12θ I(x, y) 14 [γα, γ·yˆ] .
(7.12)
The importance of I is that it transforms homogeneously under conformal transformations
similarly to (6.25) since from (7.12), using (6.10) and (6.11) and the spin matrices defined
in (7.4),
vµ(x)∇µI(x, y) + I(x, y)←−∇αvα(y) = 12ωµν(x)sµνI(x, y)− I(x, y) 12ωαβ(y)sαβ . (7.13)
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Using the above results it is easy to construct a spinor Green function satisfying
γµ∇µS(x, y) = δd(x, y) , (7.14)
which are then given by
S(x, y)+ =
1
Sd
1
s
1
2
(d−1)
I(x, y) ,
S(x, y)− =
1
Sd
(
1
s
1
2
(d−1)
I(x, y)± 1
s¯
1
2
(d−1)
I(x, y)
)
,
(7.15)
where
Sd =
2π
1
2
d
Γ( 12d)
. (7.16)
In the negative curvature case there are two inequivalent Green functions which correspond
to two alternative boundary conditions and are appropriate for different spinor represen-
tations [25]6. The boundary conditions in either case violate chiral symmetry.
Following [26] and [25] we may also construct a Killing bispinor which satisfies the
Killing spinor equation at x and at y. Consistent with (7.4) a Killing spinor ǫ satisfies
∇µǫ± = ±ρ 12 iγµǫ± , ±ρ 12γµǫ± . (7.17)
Such spinors allow the construction of solutions of the Dirac equation in terms of those for
a scalar field since if
ψ =
(
(−γ·∂ + λ±ρ)φ)ǫ± , (7.18)
then
(
−∇2 + d− 2
4(d− 1)R
)
φ = 0 ⇒ γ·∇ψ = 0 if λ± = ∓1
2
i(d− 2), ∓1
2
(d− 2) . (7.19)
Writing the Killing bispinor in the general form S(x, y) = p(θ)I(x, y) + q(θ)I(x, y) and
using (7.6),(7.5) and (7.12) then leads to differential equations for p, q which are easily
solved,
S± = cos 1
2
θI ± i sin 1
2
θI , cosh 1
2
θI ± sinh 1
2
θI . (7.20)
These satisfy
∇µS± = ±ρ 12 iγµS± , ±ρ 12γµS± , S±
←−∇α = ∓ρ 12 iS±γα , ∓ρ 12S±γα , (7.21)
and hence for any solution of (7.17) we may write
ǫ±(x) = S±(x, y)ǫ±(y) , (7.22)
6 In [20] the ± is replaced in four dimensions by an arbitrary phase eiξγ5 .
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so that the general solution is determined by a fixed spinor at any arbitrary point y. This
gives solutions coinciding with those found with particular coordinate choices [27]. It is of
course possible to form Killing vectors from Killing spinors, this is exemplified here by
∇µS−(y, x)γνS+(x, y) = gµν ρiS−(y, x)S+(x, y) , gµν ρS−(y, x)S+(x, y) ,
∇(µS+(y, x)γν)S+(x, y) = 0 .
(7.23)
Furthermore from (7.20)
S−(y, x)γµS+(x, y) = Iµα
{
γα ∓ (1− cos θ)
(cosh θ − 1)γ·yˆ yˆα −
i sin θ
sinh θ
yˆα
}
,
S+(y, x)γµS+(x, y) = Iµα
{
cos θ
cosh θ
γα ± (1− cos θ)
(cosh θ − 1)γ·yˆ yˆα −
i sin θ
sinh θ
1
2
[γα, γβ]yˆ
β
}
,
(7.24)
which are in accord with the general form exhibited in (6.10).
8. Two Point Functions on Spaces of Constant Curvature
In this section we obtain a general decomposition for the two point function of the
energy momentum tensor for arbitrary dimension d using the geometrical results of the
previous section. For simplicity we confine our attention here to the positive curvature
sphere Sd although they are easily extended to the negative curvature case using the usual
correspondence between trigonometric and hyperbolic functions. The critical formulae are
displayed in appendix A.
It is convenient first to consider Γµν(x, y) which is a symmetric tensor at x and has
the form
Γµν(x, y) = xˆµxˆνA(θ) + gµνB(θ) . (8.1)
Imposing the conservation equation ∇µΓµν(x, y) = 0, using (5.14) easily gives
A′ +B′ + (d− 1) cot θ A = 0 . (8.2)
Imposing also the traceless condition gµν(x)Γµν(x, y) = 0, or A + dB = 0, leads to a
solution
Γµν(x, y) = K(sin θ)
−d(dxˆµxˆν − gµν) . (8.3)
However such a solution is unacceptable due to the singularity at θ = π, although there is
no difficulty with the corresponding solution in the hyperbolic case when sin θ → sinh θ.
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The corresponding results for the two point function of the energy momentum tensor
are less trivial. The general form for a bi-tensor Γµν,αβ(x, y), symmetric in µν and αβ,
may be reduced to six independent functions of θ
Γµν,αβ = xˆµxˆν yˆαyˆβ R +
(
Iµαxˆν yˆβ + µ↔ ν, α↔ β
)
S +
(
IµαIνβ + IµβIνα
)
T
+
(
xˆµxˆνgαβ U1 + yˆαyˆβgµν U2
)
+ gµνgαβ V .
(8.4)
For symmetry, Γµν,αβ(x, y) = Γαβ,µν(y, x), it is clearly necessary that
U1 = U2 = U , (8.5)
and imposing tracelessness, gµνΓµν,αβ = Γµν,αβg
αβ = 0, further requires
P1 ≡ R − 4S + dU = 0 , P2 ≡ 2T + U + dV = 0 . (8.6)
In two dimensions the basis used in (8.4) is overcomplete as a consequence of the identity
(
Iµαxˆν yˆβ+µ↔ ν, α↔ β
)
+IµαIνβ+IµβIνα+2
(
xˆµxˆνgαβ+ yˆαyˆβgµν−gµνgαβ
)
= 0 . (8.7)
In order to impose the conservation equation ∇µΓµν,αβ(x, y) = 0 we make use of
(5.14) as well as (5.15) giving in terms of the expansion (8.4),
R′ − 2S′ + U2′ + (d− 1)(cot θ R+ 2 tan 12θ S) + 2 cot 12θ S − 2 cosec θ U2 = 0 ,
S′ − T ′ + d cot θ S + d tan 1
2
θ T − cosec θ U2 = 0 ,
U1
′ + V ′ + (d− 1) cot θ U1 − 2 cosec θ S + 2 tan 12θ T = 0 .
(8.8)
Requiring the symmetry condition (8.5) of course guarantees that Γµν,αβ
←−∇α = 0 as well.
For subsequent use it is convenient to rewrite (8.8). With the definitions (8.6), and assum-
ing (8.5), we have
P1
′ + P2
′ = −(d− 1) cot θP1 . (8.9)
In addition defining
Q = 2T +
d− 1
d
(R− 4S) , (8.10)
then gives (equivalent equations for d = 4 were found in [28]),
Q′ + d cot θ Q+
1
d
P1
′ = − 2d cosec θ (S − T ) , (8.11a)
(S − T )′ + d cot θ (S − T ) = − cosec θ 1
d− 1
(
Q+ (d− 2)(d+ 1)T )
+ cosec θ
1
d
P1 . (8.11b)
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Hence, if P1 = P2 = 0 there are just two independent equations and in this case knowing
Q in general determines R, S, T .
In two dimensions these relations provide stronger constraints since on the right hand
side of (8.11b) 4T +R−4S = 2Q (it should be noted that R and T −S are independent of
ambiguities that arise from (8.7)). Taking the sum and difference of (8.11a, b) then gives
R′ + 2 cot 1
2
θ R+ P1
′ = 2 cosec θ P1 , (8.12a)
(R− 8S + 8T )′ − 2 tan 12θ (R− 8S + 8T ) + P1′ = − 2 cosec θ P1 . (8.12b)
If P1 = 0 there is a straightforward solution
R = C
ρ4
sin4 1
2
θ
, R− 8S + 8T = 0 , (8.13)
where we have imposed the condition that there are no singularities at θ = π.
Explicit forms satisfying (8.8) may be found in terms of the two independent terms
displayed for d = 4 in (4.30). Initially we consider the contribution corresponding to spin
zero intermediate states
Γ0,µν,αβ(x, y) =
(∇µ∇ν − gµν∇2 − (d− 1)ρ2gµν)F0(θ)(←−∇α←−∇β −←−∇2gαβ − (d− 1)ρ2gαβ) .
(8.14)
To evaluate this we first write
F0(θ)
(←−∇α←−∇β −←−∇2gαβ − (d− 1)ρ2gαβ) = yˆαyˆβA+ gαβB , (8.15)
where A(θ), B(θ) are given by
A = ρ2
(
F0
′′ − cot θ F0′
)
, B = −ρ2(F0′′ + (d− 2) cot θ F0′ + (d− 1)F0) . (8.16)
These expressions automatically satisfy (8.2). Inserting (8.15) into (8.14), for general A,B,
further gives
R0 = ρ
2
(
A′′ − (cot θ + 4 cosec θ)A′ + 4 cosec θ cot 1
2
θ A
)
,
S0 = ρ
2
(− cosec θA′ + cosec θ cot 12θ A) , T0 = ρ2 cosec2 θ A ,
U0,1 = ρ
2
(
B′′ − cot θ B′) , U0,2 = −ρ2(A′′ + (d− 2) cot θ A′ − (d− 1)(2 cosec2 θ − 1)A) ,
V0 = − ρ2
(
B′′ + (d− 2) cot θ B′ + (d− 1)B + 2 cosec2 θ A) . (8.17)
It is easy to verify that these satisfy (8.8) and, given the results for A,B in (8.16), that
the symmetry condition (8.5) also holds. With the definitions in (8.6) and also (8.5) we
may note that
P1 + P2 = −ρ2(d− 1)
(
cot θ(A′ + dB′) +A+ dB
)
, (8.18)
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which may easily solved for A+dB up to A+dB ∼ A+dB+k cos θ, reflecting the freedom
of adding a solution of the homogeneous equation. Consistency of (8.18) with (8.17) and
(8.5) requires (8.9). Furthermore we may obtain from (8.16)
A+ dB = −(d− 1)(∇2F0 + dρ2F0) , (8.19)
which may be inverted to determine F0 if the constant k in the solution for A + dB is
chosen to make this orthogonal to cos θ as this is a zero mode for ∇2 + dρ2. Hence from
(8.16) we may find A,B separately and then from (8.17) obtain R0, S0, T0, U0, V0 satisfying
the conservation equations. Since P1 is determined by (8.9) these functions reproduce the
same P1, P2 in (8.6) as obtained from the original R, S, T, U, V .
Besides (8.14) we may use (4.13) to obtain a second solution of the conservation
equations by taking, as in (4.30),
Γ2,µν,αβ(x, y) = ∇σ∇ρ
(ECµσρν,αγδβ(x, y)F2(θ))←−∇γ←−∇δ , (8.20)
where for general d the bi-tensor EC may now be expressed explicitly in terms of the
parallel transport matrix I defined in (5.7) by (if d = 3 then EC = 0),
ECµσρν,αγδβ = 112
(
IµαIνβIσγIρδ + IµδIσβIραIνγ − µ↔ σ, ν ↔ ρ
)
+ 124
(
IµαIνγIρδIσβ − µ↔ σ, ν ↔ ρ, α↔ γ, δ ↔ β
)
− 1
d− 2
1
8
(
gµρgαδIσγIνβ + gµρgαδIσβIνγ − µ↔ σ, ν ↔ ρ, α↔ γ, δ ↔ β
)
+
1
(d− 2)(d− 1)
1
2
(
gµρgνσ − gµνgσρ
)(
gαδgβγ − gαβgγδ
)
. (8.21)
For x = y, when Iµα = gµα, this reduces to the projector onto tensors with the symmetries
and traceless conditions of the Weyl tensor for general d given (4.12). To evaluate (8.20)
we may first obtain
Fµσρν,αβ(x, y)G(θ) =
(ECµσρν,αγδβ(x, y)F2(θ))←−∇γ←−∇δ , (8.22)
where the bi-tensor Fµσρν,αβ, which is a symmetric traceless tensor at y, is given by
Fµσρν,αβ = xˆµxˆν
(
IσαIρβ + IσβIρα − 2
d
gσρgαβ
)
− µ↔ σ, ν ↔ ρ
− 1
d− 2
(
gµνXσρ,αβ − µ↔ σ, ν ↔ ρ
)
+
4
(d− 2)(d− 1)d
(
gµρgνσ − gµνgσρ
)(
d yˆαyˆβ − gαβ
)
,
Xσρ,αβ = IσαIρβ + IσβIρα +
(
Iσαxˆρyˆβ + σ ↔ ρ, α↔ β
)
+
2
d
(
2xˆσxˆρ − gσρ
)
gαβ ,
(8.23)
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and
8G = ρ2
(
F2
′′ − cot θ F2′ − 2(d− 1) tan 12θ F2′ + (d− 1)(d− 2) tan2 12θ F2
)
. (8.24)
Using (8.22) in (8.20) gives an expression which automatically satisfies the symmetry and
traceless conditions (8.5) and (8.6) for any G and corresponding to the general form (8.4)
we have solution of (8.8) given in terms of
R2 = ρ
22
d− 3
d− 1
{
G′′ + (2d− 3) cot θ G′ − 2(d+ 1) cosec θ G′
+
(
(d− 1)(d− 2) cot2θ − 2(d+ 1)(d− 2) cot θ cosec θ + (d2 + d+ 2) cosec2θ
)
G
}
,
S2 = ρ
2 d− 3
d− 2
{
G′′ + (2d− 3) cot θ G′ − (d+ 1)(d− 2)
d− 1 cosec θ G
′
+
(
(d− 1)(d− 2) cot2θ − (d− 2)2 d+ 1
d− 1 cot θ cosec θ −
d2 − d+ 2
d− 1 cosec
2θ
)
G
}
,
T2 = ρ
2 d− 3
d− 2
{
G′′ + (2d− 3) cot θ G′
+
(
(d− 1)(d− 2) cot2θ − d
2 − d+ 2
d− 1 cosec
2θ
)
G
}
. (8.25)
If the traceless conditions (8.6) are satisfied then the expressions given by (8.25) are
generally valid. This is easily seen since, with the definition (8.10) in terms of R2, S2, T2,
we have
Q = ρ22(d− 3)d d+ 1
d− 1 cosec
2θ G , (8.26)
and (8.11a, b), with P1 = 0, are equivalent to (8.25). Conversely for arbitrary R, S, . . .
satisfying (8.8) we may first solve (8.18) and (8.19) to obtain R0, S0, . . . and then define
R2 = R−R0, S2 = S − S0, . . . which must necessarily satisfy (8.8) as well as P1 = P2 = 0.
Hence defining Q in (8.10) in terms of these R2, S2, . . . ensures through (8.26) that they
may all be expressed as in (8.25). Furthermore F2 may be found by solving (8.24) in
conjunction with (8.26) which may alternatively be expressed as
ρ4
d2
dw2
(
wd−1F2) =
16(d− 1)
(d− 3)d(d+ 1) w
d−1Q , w = 12 (1 + cos θ) . (8.27)
AssumingQ and F2 are non singular at w = 0 ensures a unique solution. In consequence the
general bi-tensor Γµν,αβ as given by (8.4) subject to the conservation equation ∇µΓµν,αβ =
0 may be decomposed into spin 0 and spin 2 pieces,
Γµν,αβ(x, y) = Γ0,µν,αβ(x, y) + Γ2,µν,αβ(x, y) , (8.28)
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where the two independent expressions are given by (8.14) and (8.20).
As an illustration which is relevant for the case of conformally invariant theories, for
which P1 = P2 = 0, we may consider
1
4
R = S = 2T = Q = C
1
sd
= C( 1
4
ρ2)d(1− w)−d , (8.29)
when (8.27) may be integrated to give
F2 = C(
1
4
ρ2)d−2
d− 1
(d− 3)d2(d+ 1)2 w
2F (d, d; d+ 2;w) . (8.30)
9. Ambiguities in Spin 0 - Spin 2 Decomposition
In the previous section we showed how the energy momentum tensor can be decom-
posed into a spin 2 traceless part and a spin 0 contribution determined by the trace, as in
(8.28) with (8.20) and (8.4). However the spin 0 part may also result in a traceless expres-
sion for 〈Tµν(x)Tαβ(y)〉 if F0 is proportional to the Green function K0 for −∇2 − 1d−1R,
F0(θ) = C0 ρ
d−2K0(θ) , (9.1)
This Green function is constructed in appendix B. In the positive curvature case, since dρ2
is an eigenvalue of −∇2, this satisfies
(−∇2 − dρ2)K0(θ)+ = Sdδd(x, y)− kd ρd cos θ . (9.2)
Determining A,B from (8.15) and (8.16) ensures they satisfy (8.2) and from (9.2)
A+ dB = −(d− 1)kd cos θ . (9.3)
Although the traceless condition A+dB = 0 is not satisfied the corresponding expression for
Γ0,µν,αβ is since
(∇µ∇ν−gµν(∇2+ρ2)) cos θ = 0. For general d A,B are not expressible in
terms of elementary functions but for d = 2, 4, either by solving (9.3) with k2 = 3/2, k4 =
15/4 or by using the explicit form for K0 given in appendix B, we have
A = C0
(2
s
+ 12ρ
2cos θ
)
, d = 2 ,
A = C0
( 2
s2
(2 + ρ2s) + 34ρ
4cos θ
)
, d = 4 .
(9.4)
Applying (8.17) for d = 2 then gives, if we make use of (8.7) to set U0 = 0,
1
8R0 =
1
2S0 = T0 = −V0 =
6C0
s2
. (9.5)
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Assuming (3.22) requires taking C0 =
1
6c and, using (6.24), gives the following simple form
at a fixed point
4π2〈Tµν(x)Tαβ(y)〉+
∣∣
βi=0
=
c
s2
(
IµαIνβ + IµβIνα − gµνgαβ
)
. (9.6)
In two dimensions this the unique expression, as expected from the solution obtained in
(8.13), since the contribution corresponding to Γ2,µν,αβ is absent. When d = 4 we may
also obtain
T0 = C0
ρ2
s3
(
4 + 3ρ2s+ 3
2
(ρ2s)2
)
, S0 = C0
ρ2
s3
(
24 + 8ρ2s+ 3
2
(ρ2s)2
)
,
R0 = C0
2ρ2
s3
(
96 + 12ρ2s+ (ρ2s)2
)
,
(9.7)
In this case if we use (8.10) we find
Q0 = 80C0
ρ2
s3
, (9.8)
and inserting in (8.27) gives
ρ2
d2
dw2
(
w3F2) = 3C0
w3
(1− w)3 . (9.9)
In consequence the two point function may be equivalently be expressed in terms of F2,
i.e. for F2 determined by (9.9) inserted in (8.24) and hence (8.25) we have R2 = R0 etc.
This corresponds to the existence of K2 in (4.31) and by solving (9.9) we may find
K2 =
ρ2
8w3
( w
1− w + 11w − w
2 + 6(2− w) ln(1− w)
)
. (9.10)
For the negative curvature case there are no complications due to zero modes as
reflected in (9.2). In this case A,B satisfy the traceless condition A + dB = 0 and the
dependence on θ is simple for any d,
A = C0ρ
2d−2 d
(sinh θ)d
. (9.11)
For d = 2 the results, setting U0 = 0 as before, involve essentially two independent terms
1
4
R0 = S0 = 12C0
1
s2
, T0 = −V0 = 6C0
(
1
s2
+
1
s¯2
)
. (9.12)
Inserting these expressions into (3.22) with C0 determined in terms of c as above now gives
4π2〈Tµν(x)Tαβ(y)〉−
∣∣
βi=0
=
c
s2
(
IµαIνβ + IµβIνα − gµνgαβ
)
+
c
s¯2
(
IµαIνβ + IµβIνα − gµνgαβ
)
.
(9.13)
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From (9.11) for any d we may find using (8.10)
Q0 = C0ρ
2dd(d+ 1)
d+ (d− 1) sinh2 θ
(sinh θ)d+2
, (9.14)
and for d = 4 the complete expression for Γ2,µν,αβ is given by
T0 = 4C0ρ
8 1
sinh6θ
, S0 = 4C0ρ
8 5 cosh θ + 1
sinh6θ
, R0 = 16C0ρ
8 5 cosh
2θ + 5 cosh θ + 2
sinh6θ
. (9.15)
As in the positive curvature case we may solve the equivalent equation to (8.27), given in
(A.10), to determine a corresponding F2 which gives identical forms for R, S, T with U, V
determined by (8.6). In our later discussion of the spectral representation we show that
the resulting F2 cannot be accommodated by imposing the unitarity bound on possible
spin 2 intermediate states.
10. Free Fields
It is important in order to understand what results may be found from an analysis of
the two point function on spaces of constant curvature to calculate the possible forms at
renormalisation group fixed points. To this end we first consider the results for conformally
invariant free field theories, free scalar and fermion theories in general dimension d and
abelian gauge fields in dimension four. In each case we initially consider the theory on a
sphere, with R > 0, avoiding boundary conditions which are necessary for the hyperbolic
case when R < 0.
The free conformally coupled scalar field φ satisfies, on a space of constant curvature
where (1.2) holds, ∆φ ≡ (−∇2 ± 14d(d − 2)ρ2)φ = 0. The associated energy momentum
tensor may be written in various equivalent forms but here we take
Tµν = ∂µφ∂νφ− 1
4
1
d− 1
(
(d− 2)∇µ∇ν + gµν∇2 ∓ (d− 1)(d− 2)ρ2gµν
)
φ2 , (10.1)
which is conserved and traceless on the equations of motion.7 Correlation functions for
the energy momentum tensor and other composite fields are determined in terms of the
basic scalar field two point function which for the sphere may be taken, with s the chordal
distance defined in (6.20) and Sd given in (7.16), as
〈φ(x)φ(y)〉+ = 1
(d− 2)Sd
1
s
1
2
d−1
. (10.2)
7 gµνTµν = φ∆φ, ∇
µTµν =
1
2
φ∂ν∆φ−
1
2
∆φ∂νφ.
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It is first useful to verify
〈Tµν(x)φ2(y)〉+ = 0 , (10.3)
and then we may obtain for the two point function of the energy momentum tensor
S 2d 〈Tµν(x)Tαβ(y)〉+ the form given in (8.4) with
2T+ = S+ =
1
4R+ = −
1
d
V− =
d
d− 1
1
sd
, U+ = 0 . (10.4)
The actual result may be written simply, using (6.24), in the form
S 2d 〈Tµν(x)Tαβ(y)〉+,conformal = CT
1
sd
(
1
2
(IµαIνβ + IµβIνα)− 1
d
gµνgαβ
)
, (10.5)
where
CT,φ =
d
d− 1 . (10.6)
Comparing with (9.6) for d = 2 gives c = 1 as expected. the expression (10.5) is just what
would be expected by conformal transformation from flat space.
When the scalar fields are considered on the negative curvature hyperboloidHd bound-
ary conditions are necessary. For Dirichlet boundary conditions the basic two point func-
tion of the conformally coupled scalar field becomes
〈φ(x)φ(y)〉− = 1
(d− 2)Sd
(
1
s
1
2
d−1
− 1
s¯
1
2
d−1
)
. (10.7)
Unlike (10.2) this is well defined as d→ 2. In this case, in contrast to (10.3), we have
S 2d 〈Tµν(x)φ2(y)〉− =
4
d− 1
1
ρ2(ss¯)
1
2
d
(
d xˆµxˆν − gµν
)
. (10.8)
Using this result then we may find, after some calculation, the corresponding expressions
to (10.4) for 〈Tµν(x)Tαβ(y)〉− in this case which are given by
(d− 1)T− = 12d
(
1
sd
+
1
s¯d
− 2
(ss¯)
1
2
d
)
− d d− 2
d− 1
4
ρ4(ss¯)
1
2
d+1
,
(d− 1)S− = d
(
1
sd
− 1
(ss¯)
1
2
d
)
− d d− 2
d− 1
(
(d+ 1) cosh θ + 1
) 4
ρ4(ss¯)
1
2
d+1
,
(d− 1)R− = d
(
4
sd
+ (d2 − 4) 1
(ss¯)
1
2
d
)
− d d− 2
d− 1
(
d(d+ 1) cosh2θ + 4(d+ 1) cosh θ + d+ 4
) 4
ρ4(ss¯)
1
2
d+1
,
(d− 1)U− = − d2 1
(ss¯)
1
2
d
+ d
d− 2
d− 1
(
(d+ 1) cosh2θ + 1
) 4
ρ4(ss¯)
1
2
d+1
,
(d− 1)V− = −
(
1
sd
+
1
s¯d
− (d+ 2) 1
(ss¯)
1
2
d
)
− d− 2
d− 1
(
(d+ 1)cosh2θ − 1) 4
ρ4(ss¯)
1
2
d+1
.
(10.9)
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These results satisfy the traceless conditions (8.6), as expected, and further for d = 2 the
terms involving ss¯ disappear as a consequence of (8.7) and the result is compatible with
(9.13) for c = 1. The expression written in (10.9) is such that the different terms separately
obey the conservation equations. The resulting expression is no longer in the simple form
given by (10.5) in the positive curvature case but if the terms involving ss¯, which vanish
if d = 2, are dropped we have
S 2d 〈Tµν(x)Tαβ(y)〉−,conformal = CT
{
1
sd
(
1
2
(IµαIνβ + IµβIνα)− 1
d
gµνgαβ
)
+
1
s¯d
(
1
2
(
IµαIνβ + IµβIνα
)− 1
d
gµνgαβ
)}
,
(10.10)
with the same result for CT as in (10.6). The remaining terms present in (10.9) can be
understood in terms of the operator product expansion but it is clear that the form given
in (10.10) cannot be the unique expression for conformal field theories.
For massless vector fields, satisfying the free equations ∇µFµν + ∂ν∇µAµ/ξ = 0 with
Fµν = ∂µAν − ∂µAν and ξ a gauge fixing parameter, we restrict to d = 4 when the theory
is conformally invariant on flat space. Neglecting terms which are irrelevant in gauge
invariant correlation functions the energy momentum tensor is
Tµν = FµσFν
σ − 14gµν FσρF σρ . (10.11)
From the two point functions of the gauge field Aµ, which have been obtained in [22] and
more recently in [29] and are discussed in appendix B, the two point correlation functions
of the field strength Fµν are simple
〈Fµν(x)Fαβ(y)〉+ = 1
π2s2
(IµαIνβ − IµβIνα) ,
〈Fµν(x)Fαβ(y)〉− = 1
π2s2
(IµαIνβ − IµβIνα)+ 1
π2s¯2
(
IµαIνβ − IµβIνα
)
.
(10.12)
With the explicit form (10.11) it is straightforward to calculate in this case that the energy
momentum tensor two point function is just as in (10.5) or (10.10) for d = 4 with
CT,V = 8 . (10.13)
We may also easily show that
〈Tµν(x)FαβFαβ(y)〉+ = 0 , (2π2)2〈Tµν(x)FαβFαβ(y)〉− = 32
s2s¯2
(4xˆµxˆν − gµν) . (10.14)
For massless spinor fields, satisfying γµ∇µψ = 0, the energy momentum tensor may
be taken as
Tµν = ψ¯γ(µ
↔∇ν)ψ , (10.15)
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which is conserved and traceless for any d. The formalism for spinors on constant curvature
spaces was described in section 7 and the basic two point functions were obtained in (7.15)
in terms of the inversion bispinor I(x, y) and parallel transport bispinor I(x, y) giving
〈ψ(x)ψ¯(y)〉+ = 1
Sd
1
s
1
2
(d−1)
I ,
〈ψ(x)ψ¯(y)〉− = 1
Sd
(
1
s
1
2
(d−1)
I ± 1
s¯
1
2
(d−1)
I
)
.
(10.16)
From this we may obtain
〈∇µψ(x)ψ¯(y)←−∇α〉+
=
1
Sd
1
s
1
2
(d+1)
{
γµIγα + dIµα I + cos2 12θ(γµγ·xˆ− dxˆµ)I(γ·yˆγα − dyˆα)
}
,
〈∇µψ(x)ψ¯(y)←−∇α〉−
=
1
Sd
1
s
1
2
(d+1)
{
γµIγα + dIµα I + cosh2 12θ(γµγ·xˆ− dxˆµ)I(γ·yˆγα − dyˆα)
}
,
∓ 1
Sd
1
s¯
1
2
(d+1)
{
γµIγα − dIµα I − sinh2 12θ(γµγ·xˆ− dxˆµ)I(γ·yˆγα − dyˆα)
}
,
(10.17)
and then straightforwardly calculate expressions for 〈Tµν(x)Tαβ(y)〉± which are just as in
(10.5) or (10.10) with
CT,ψ = 2
1
2
d−1d . (10.18)
It is also useful to note that
〈Tµν(x)ψ¯ψ(y)〉+ = 0 , S 2d 〈Tµν(x)ψ¯ψ(y)〉− = ±2
1
2
d+1 1
ρ(ss¯)
1
2
d
(
d xˆµxˆν − gµν
)
. (10.19)
11. Operator Product Expansion
The singular behaviour of the above results for two point functions for free field
theories may be understood in terms of the operator product expansion. This may also be
applied for non trivial interacting theories to determine the various possible contributions
to two, and higher, point functions. We restrict here to the situation of theories at a fixed
point, so that the flat space theory is conformally invariant, and further consider just the
operator product expansions involving the energy momentum tensor and a scalar field O
with an arbitrary dimension η. On curved space the leading term in any operator product
expansion coefficient is determined by the corresponding results on flat space [30,31]. Using
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the notation of section 5 we consider first the operator product expansion of Tµν and O
which may be written as
Tµν(x)O(y) ∼ − η
d− 1
1
Sd
1
s
1
2
d
(
dxˆµxˆν − gµν
)O(y) . (11.1)
The overall coefficient is determined through Ward identities [30,31]. Secondly the contri-
bution of the scalar O to the operator product expansion of two energy momentum tensors
has the form
Tµν(x)Tαβ(y) ∼ 1
sd−
1
2
η
(
a xˆµxˆν yˆαyˆβ + b
(
xˆµyˆαIνβ + µ↔ ν, α↔ β
)
+ c
(
IµαIνβ + IµβIνα
)− traces(µν, αβ))O(y) ,
(11.2)
where a, b, c satisfy the relations, derived essentially by imposing the conservation equations
on the expansion coefficient,
(a− 4b)(1− 12 (d− η)(d− 1))+ dηb = 0 , a− 4b− d(d− η)b+ d(2d− η)c = 0 . (11.3)
In this case there remains a single undetermined scale reflecting the arbitrariness in the
normalisation of O.
The operator product (11.1) is in accord with the the leading singular behaviour as
s→ 0 of the expressions (10.8), (10.14) and (10.19) in the hyperbolic case taking then
〈φ2〉− = − 1
(d− 2)Sd
(
1
2
ρ)d−2, 〈FαβFαβ〉− = − 3
4π2
ρ4 , 〈ψ¯ψ〉− = ∓2
1
2
d
Sd
(
1
2
ρ)d−1 .
(11.4)
These results for the one-point functions follow directly from (10.7), (10.12) and (10.16)
when the coincident limit is regularised by dropping the singular contributions in s (which
is consistent with the vanishing of these one-point functions in the spherical case). As
usual with dimensional regularisation this prescription is essentially unambiguous for d 6=
integer, but for the fermion case the result for 〈ψ¯ψ〉 is unique and well defined even at
d = 4 since it is non zero only if chirality is violated so that the first term in (10.16) cannot
contribute. The form of the two point function for the energy momentum tensor in the
case of scalar fields given by (10.9) may also be understood by using the operator product
expansion in (11.2). For a free scalar theory taking O → φ2, which has dimension d − 2,
we have
c =
d(d− 2)2
4(d− 1)2
1
Sd
, b = (d+ 2)c , a = (d+ 2)(d+ 4)c , (11.5)
which satisfy (11.3). With the result (11.4) for 〈φ2〉 (11.2) and (11.5) generate the terms
in (10.9) ∝ s− 12d−1 as s→ 0. There are no corresponding contributions in the case of free
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vectors or fermions from 〈FαβFαβ〉 or 〈ψ¯ψ〉 since these operators do not appear in the
operator product expansion of two energy momentum tensors, for ψ¯ψ by chirality and for
FαβF
αβ for free vector theories in d = 4 by direct calculation [31]. Although the overall
normalisation of a, b, c in (11.3) is arbitrary such freedom is absent from the associated
contributions to 〈Tµν(x)Tαβ(y)〉 since it is cancelled by a corresponding factor in 〈O〉.
Although the above results demonstrate the relevance of the operator product expan-
sion to understanding the form of the two point function on spaces of constant curvature
there are also areas where its role is less transparent. It was our initial hope, based on the
fact that the operator product expansion of two energy momentum tensors always contains
the energy momentum tensor itself and that its one point function, which has the form
shown in (2.25), is in general non zero, that expression for the two point function for the en-
ergy momentum tensor on such spaces would involve its coefficient C. In particular in four
dimensions at a fixed point, as a consequence of (4.35), this would require a dependence on
the parameter a, which is defined initially through the energy momentum tensor trace on
general curved backgrounds, in some evident fashion. Such a result would be significant
since a is the favourite candidate for a four dimensional generalisation of the c-theorem
[4] (there is now strong theoretical support for this conjecture in supersymmetric theories
[15]) and it could be hoped that a proof of the c-theorem in four dimensions might be
found in terms of the two point functions of the energy momentum tensor on curved space
following a similar approach to the original discussion of Zamolodchikov [2]. Nevertheless,
despite the arguments based on the operator product expansion for the appearance of the
parameter a in the two point function at non coincident points, this expectation is not
supported by the explicit free field expressions obtained in section 10. This is most ap-
parent from the results for fermions and vectors which are have the identical form (10.10)
when d = 4 with the coefficient CT determined by c in the trace anomaly (4.1). On the
other hand a, which is also initially defined in terms of (4.1), has no direct relation to c as
demonstrated by results for free fields.
It appears therefore that there may be some unresolved questions when applying the
operator product expansion on spaces with non zero curvature. For a conformal field the-
ory on flat space all one point functions vanish (except trivially for the identity operator).
For quasi-primary operators, which transform homogeneously under conformal transfor-
mations, two point functions, which are non zero only if both operators have the same
spin and scale dimension, are unique up to an overall constant and three point functions
are also given by a finite number of linearly independent forms. Together these determine
completely the operator product expansions for any pair of quasi-primary operators in
terms of all quasi-primary operators and their descendents or derivatives for which the
associated three point functions are non zero and also the identity operator if their two
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point function is non zero. If the operator product expansion is extended to a curved space
background the leading singular contributions to the coefficient functions in the expansion
are of course determined by those for flat space, but there may now be less singular con-
tributions involving the curvature which can naturally appear associated with derivative
terms. The contribution of the identity operator to the product of two operators may also
be expected in general now to be a function of the separation rather than just a power
determined by the scale dimension of the operators, since a non zero curvature introduces
a scale. Moreover such a function cannot just be identified with the associated two point
function if other operators present in the expansion have a non zero expectation value on
curved space. In the particular case of the contribution of the energy momentum tensor to
the operator product expansion of two energy momentum tensors the coefficient functions
found from flat space calculations correspond to purely traceless energy momentum ten-
sors [31,32] so that the straightforward generalisation to curved space does not generate
terms associated with its expected trace anomaly. The necessity of a non zero trace for
〈Tµν〉 on a general curved space for a flat space conformal theory arises in d = 2, 4, . . .
dimensions as a consequence of the requirement that the regularisation procedure neces-
sary to determine 〈Tµν〉 should maintain the conservation equation (2.5), [33]. The trace
is then unambiguous, independent of boundary conditions and non zero. However, on a
homogeneous space of constant curvature, the conservation equation is trivially satisfied
as a consequence of (2.25). Hence, as remarked in [26], there is no calculation uniquely
determining the anomaly, or the coefficient C in (2.25), which is entirely intrinsic to the
theory on the constant curvature space (although calculations adapted to such spaces are
described in [34,26,35]).
When d = 4 the contribution of the energy momentum tensor, of dimension 4, to
the operator product expansion of two energy momentum tensors will in general mix with
terms quadratic in the Riemann tensor and such terms will contribute to the two point
function. This may be illustrated by the associated example of the two point function of
the energy momentum tensor and the scalar field O. (4.36) for the hyperbolic case gives
(2π2)2〈Tµν(x)Oi(y)〉−
∣∣
βi=0
= − 1
3( 14ρ
2ss¯)2
(
4xˆµxˆν−gµν
)
Γi
j
(
1
36 UˆjR
2+2π2〈Oj〉−
)
. (11.6)
Since Γi
j is the dimension matrix for the fields Oj this is exactly in accord with (11.1) but
the presence of a non zero Uˆj in general demonstrates such a mixing with curvature terms.
12. Unitary Representations of O(d− 1, 2) for Spin One
In a quantum field theory with a unique vacuum the correlation functions may be
expressed in terms of the vacuum state expectation values of products of local field op-
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erators. For unitarity the operators are assumed to act on a Hilbert space with positive
norm. A further essential requirement is that there is a hermitian Hamiltonian operator
Hˆ, which annihilates the vacuum but otherwise with positive spectrum, generating trans-
lations in a coordinate τ . This ensures that the theory may be analytically continued, by
letting τ → it, from an underlying d-dimensional with positive metric to define a unitary
quantum field theory on the associated space with a metric with signature (−,+, . . .). We
here consider field theories on the homogeneous constant curvature spaces Sd and Hd. In
the positive curvature case the analytic continuation of Sd, when τ is periodic, leads to
de Sitter space dSd and the correlation functions of the resulting quantum field theory are
interpreted as corresponding to a thermal bath of non zero temperature [33], and so are
not given by vacuum matrix elements of field operators.8 In consequence we restrict our
attention here to the negative curvature case when the homogeneous space Hd is contin-
ued to AdSd. Hence we consider states which form unitary representations of the isometry
group O(d−1, 2) where the vacuum |0〉 is a unique state forming a trivial singlet represen-
tation. The general unitary positive energy representations are constructed from lowest
weight states which form a basis for a representation space for O(d− 1). The representa-
tions are used subsequently to obtain spectral representations for the two point correlation
functions. For scalar fields the unitary representations are formed from a spin 0 or singlet
lowest weight state and the spectral representations are well known [19,6]. However the
extension to fields with spin involves further complications so in this section, and appendix
C, we construct in detail the representation for a spin one lowest weight state.
In order to identify convenient coordinates, with a privileged choice for τ , for Hd
we consider first its embedding in Rd+1 as the hypersurface given by the constraint
ρ2gabη
aηb = −1 where with ηa = (η0, ηi, ηd) we have g00 = −gdd = 1, gij = δij .
Global coordinates x = (τ, r, ξi) for H
d are then given by ρη0 = sinh τ sec r, ρηi =
tan r ξi, ρη
d = − cosh τ sec r, where ξiξi = 1, ξi ∈ Sd−2 and τ, r are in the ranges
−∞ < τ < ∞, 0 ≤ r ≤ π2 . On continuing τ → it these coordinates then cover
the simply connected covering space for AdSd. For two points, represented by η
a, η′a,
cosh θ = −ρ2gabηaη′b = cosh(τ − τ ′) sec r sec r′ − tan r tan r′ξ·ξ′. The associated metric
ds2 = gabdη
adηb becomes
ρ2ds2 = sec2 r
(
dτ2 + dr2 + sin2 r ds2Sd−2
)
. (12.1)
The isometry group O(d, 1) generators Lab = ηa∂b − ηb∂a obey the algebra
[Lab, Lcd] = gbc Lad − gac Lbd − gbd Lac + gad Lbc . (12.2)
Writing
H = L0d , L±i = L0i ∓ Ldi , (12.3)
8 For a relevant discussion see [36].
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the algebra (12.2) decomposes as
[H,L±i] = ±L±i , [L−i, L+j] = 2δijH − 2Lij , [L+i, L+j] = [L−i, L−j] = 0 ,
[Lij, H] = 0 , [Lij , L±k] = δjkL±i − δikL±j ,
(12.4)
with Lij the generators of O(d − 1) obeying an algebra of the same form as (12.2) with
gab → δij . With these coordinates we have
H = − ∂
∂τ
, L±i = −e∓τ
(
ξi
(
sin r
∂
∂τ
± cos r ∂
∂r
)
± cosec rDi
)
, Lij = ξiDj − ξjDi ,
(12.5)
where Di is the tangential derivative
[Di, Dj ] = Lij , ξiDi = 0 , Diξj = δij − ξiξj , (12.6)
so that we may write Dj = ξiLij and also [Lij , Dk] = δjkDi − δikDj .
In a quantum field theory which is unitary on continuation to AdSd the isometry
group is represented by operator generators Lˆab obeying (12.2) which on decomposing as
in (12.3) obey the hermeticity properties
Hˆ† = Hˆ , Lˆ−i
† = Lˆ+i , Lˆij
† = −Lˆij . (12.7)
These conditions correspond to restricting to unitary representations of the algebra of
O(d− 1, 2). The vacuum state |0〉 of course satisfies Lˆab|0〉 = 0, forming the trivial singlet
representation. The quadratic Casimir has the form
Cˆ2 = −12 LˆabLˆab = −12 LˆijLˆij − Lˆ±iLˆ∓i + Hˆ2 ∓ (d− 1)Hˆ , (12.8)
while
−1
2
LabLab =
1
ρ2
∇2Hd = cos2 r
( ∂2
∂τ2
+
∂2
∂r2
)
+ (d− 2) cot r ∂
∂r
+ cot2 r∇2Sd−2 ,
∇2Sd−2 = DiDi = 12LijLij .
(12.9)
For a scalar field φ(x) the action of the generators is simply
[Lˆab, φ] = −Labφ . (12.10)
To determine the extension to vector fields we consider the transformation of a vector
field Aa(η) on Rd+1 for which the corresponding action of the generators is [Lˆab,Ac] =
−LabAc − gacAb + gbcAa. This may be reduced to a d-component field on the embedded
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hypersurface Hd through the invariant constraint ηaAa(η) = 0. In terms of the coordinates
x = (τ, r, ξi) it is natural to consider instead the field Aa(x) where A± = A0 ∓ Ad and
Ai = Ai − ξiξjAj is the component of Ai tangential to Sd−2 so that ξiAi = 0. Using the
constraint to eliminate ξ·A the action of the generators then becomes, with H, L±i, Lij
given by (12.5),
[Hˆ, A±] = −HA± ± A± , [Hˆ, Ai] = −HAi ,
[Lˆij, A±] = − LijA± , [Lˆij , Ak] = −LijAk − δikAj + δjkAi ,
(12.11)
and
[Lˆ±i, A±] = − L±iA± ,
[Lˆ±i, Aj] = − L±iAj ± e∓τ cosec r ξjAi + (δij − ξiξj)
(
A± − 12 cosec2 r(A± − e∓2τA∓)
)
,
[Lˆ±i, A∓] = − L±iA∓ − 2Ai + ξi cosec r
(
eτA+ − e−τA−
)
. (12.12)
For a scalar field φ(η) there is a corresponding vector Aa = ηbLabφ satisfying ηaAa = 0.
In the same fashion as previously when Aa(η) → Aa(x) on Hd we may therefore define
the vector field ∇aφ(x) = eaµ(x)∂µφ(x) where explicitly in terms of the coordinates x =
(τ, r, ξi)
∇±φ = e∓τ
(
cos r∂τφ∓ sin r∂rφ) , ∇iφ = cot r Diφ . (12.13)
Similarly for a vector Aa there is an associated scalar −ηaLabAb which may be used to
defined the divergence ∇·A and which is then given by,
∇·A = 1
2
cos r
(
eτ∂τA+ + e
−τ∂τA−
)
− 12 cot r
(
cos r∂r + (d− 3) cosec r
)(
eτA+ − e−τA−
)
+ cot r DiAi .
(12.14)
For scalar fields the appropriate representation is defined in terms of a spin-0 lowest
weight state |λ〉, 〈λ|λ〉=1, satisfying
Hˆ|λ〉 = λ|λ〉 , Lˆ−i|λ〉 = Lˆij |λ〉 = 0 . (12.15)
The representation space is then spanned by linear combinations of states of the form∏
i Lˆ+i
ri |λ〉. These may be decomposed into representations of O(d−2) by using symmetric
traceless rank ℓ tensors Ci1...iℓ , ℓ = 1, 2, . . ., satisfying
Ci1...iℓ = C(i1...iℓ) , Ciii1...iℓ−2 = 0 , (12.16)
to define, taking for ℓ = 0, C = 1,
|n ℓ, C〉 = Kˆ+nLˆ+i1 . . . Lˆ+iℓ |λ〉 Ci1...iℓ , Kˆ+ = Lˆ+iLˆ+i , n, ℓ = 0, 1, 2, . . . . (12.17)
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It is easy to see that Hˆ|n ℓ, C〉 = (λ+2n+ ℓ)|n ℓ, C〉 and for all states the Casimir operator,
given by (12.8), takes the value λ(λ − d + 1) while for each ℓ they transform irreducibly
under O(d− 2). These states satisfy the orthogonality condition
〈n′ ℓ′, C′|n ℓ, C〉 = δn′nδℓ′ℓ C′ · C Nnℓ , C′ · C = C′i1...iℓCi1...iℓ , (12.18)
where, as shown in appendix C, the norms are
Nnℓ = 24n+ℓn!ℓ!(λ)n+ℓ(µ+ ℓ)n(λ+1−µ)n , µ = 12 (d− 1) , (λ)n =
Γ(λ+ n)
Γ(λ)
. (12.19)
A unitary representation therefore requires as usual λ > 0,≥ 1
2
(d−3) or λ = 0 when there
is just the singlet vacuum state |0〉. An complete orthogonal basis of states, {|n ℓ, I〉}, of
the form given by (12.17) may be obtained by introducing for each ℓ a basis of symmetric
traceless tensors CIi1...iℓ , satisfying (12.16), such that
CI′· CI = δI′I ,
∑
I
CIj1...jℓCIi1...iℓ = P(ℓ)j1...jℓ,i1...iℓ , (12.20)
where P(ℓ) is here the projector onto symmetric traceless tensors of rank ℓ.
The action of Lˆ+i on the basis states (12.17) takes (n ℓ)→ (n+1 ℓ−1), (n ℓ+1). It is
convenient to define the ℓ± 1 rank symmetric traceless tensors
C+i,i1...iℓ+1 = δi(i1Ci2...iℓ+1) −
ℓ
d+ 2ℓ− 3 δ(i1i2Ci3...iℓ+1)i , ℓ = 0, 1, . . . ,
C−i,i1...iℓ−1 = Cii1...iℓ−1 , ℓ = 1, 2, . . . ,
(12.21)
so that
Lˆ+i|n ℓ, C〉 = |n ℓ+1, C+i〉+ ℓ
d+ 2ℓ− 3 |n+1 ℓ−1, C
−
i〉 . (12.22)
To obtain the spectral representation of the two point function of the scalar field φ
we need to determine the matrix elements of φ between |0〉 and arbitrary states in the
representation. For the lowest weight state
〈0|φ(x)|λ〉 = e−λτf(r) , (12.23)
and Lˆ−i|λ〉 = 0 leads to, from (12.5), to cos rf ′(r) + λ sin rf(r) = 0 so that
f(r) = N(cos r)λ . (12.24)
A general matrix element has the form
〈0|φ(x)|n ℓ, C〉 = e−λnℓτfnℓ(r)Y Cℓ (ξ) , λnℓ = λ+ 2n+ ℓ . (12.25)
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where we define appropriate spherical harmonics (for further properties see appendix C, a
useful summary of spherical harmonics in arbitrary dimensions is given in [37]) by
Y Cℓ (ξ) = Ci1...iℓξi1 . . . ξiℓ . (12.26)
From (12.8), (12.9) and (12.10) with Lˆab|0〉 = 0 it is easy to see that the matrix elements
(12.25) satisfy ∇2
Hd
(e−λnℓτfnℓ(r)Y
C
ℓ (ξ)) = ρ
2λ(λ−d+1)e−λnℓτfnℓ(r)Y Cℓ (ξ) which may be
reduced to a simple equation for fnℓ. In order to find fnℓ with the overall scale determined
we use instead (12.10) for Lˆ+i, with the expression (12.5) for L+i, and from (12.21),
ξiY
C
ℓ (ξ) = Y
C+i
ℓ+1(ξ) +
ℓ
d+ 2ℓ− 3Y
C−i
ℓ−1(ξ) ,
DiY
C
ℓ (ξ) = ℓ Y
C−i
ℓ−1(ξ)− ℓξiY Cℓ (ξ) = −ℓ Y C
+
i
ℓ+1(ξ) + ℓ
d+ ℓ− 3
d+ 2ℓ− 3Y
C−i
ℓ−1(ξ) ,
(12.27)
to obtain
−λnℓ sin rfnℓ(r) + cos rf ′nℓ(r)− ℓ cosec rfnℓ(r) = − fn ℓ+1(r) , ℓ = 0, 1, . . . ,
−λnℓ sin rfnℓ(r) + cos rf ′nℓ(r) + (d+ ℓ− 3) cosec rfnℓ(r) = − fn+1 ℓ−1(r) , ℓ = 1, 2, . . . ,
(12.28)
relating fnℓ for differing n, ℓ. The solutions are well known, involving Jacobi polynomials
P
(α,β)
n which satisfy the crucial, for our purposes, recurrence relations,
cos r
d
dr
P (α,β)n (cos 2r)− 2(n+ α+ β + 1) sin r P (α,β)n (cos 2r)
= − 2(n+ α+ β + 1) sin r P (α+1,β)n (cos 2r)
= − 2α cosec r P (α,β)n (cos 2r) + 2(n+ 1) cosec r P (α−1,β)n+1 (cos 2r) .
(12.29)
Since (12.24) with P
(α,β)
0 (x) = 1 gives f00(r) = N(cos r)
λ we may then find from (12.28)
fnℓ(r) = N (−1)n22n+ℓn!(λ)n+ℓ(cos r)λ (sin r)ℓP (ℓ+µ−1,λ−µ)n (cos 2r) . (12.30)
For subsequent application it is sufficient to consider only r = 0 when, using P
(α,β)
n (1) =
(α+ 1)n/n!, the results reduce to just
fnℓ(0) = N (−1)n22n(λ)n(µ)n δℓ0 . (12.31)
The above results are designed to set the scene for the more involved analysis when
spin is involved. For spin one we consider a lowest weight state |λ, i〉, 〈λ, i|λ, j〉 = δij , with
(12.15) replaced by,
Hˆ|λ, i〉 = λ|λ, i〉 , Lˆ−i|λ, i〉 = 0 , Lˆij |λ, k〉 = δjk|λ, i〉 − δik|λ, j〉 . (12.32)
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In order to build a basis of states analogous to (12.17) it is necessary besides (12.16)
to introduce tensors Cˆji1...iℓ , ℓ = 1, 2, . . . belonging to mixed symmetry, described by
(ℓ, 1, 0 . . .) Young tableaux, representations which satisfy the properties
Cˆji1...iℓ = Cˆj(i1...iℓ) , Cˆ(ji1...iℓ) = 0 , Cˆjji1...iℓ−1 = Cˆjiii1...iℓ−2 = 0 . (12.33)
Corresponding to (12.17) we now define the states,
|n ℓ−, C〉 = Kˆ+nLˆ+i1 . . . Lˆ+iℓ−1 |λ, k〉 Cki1...iℓ−1 , n = 0, 1, . . . , ℓ = 1, 2, . . . ,
|n ℓ+, C〉 = Kˆ+nLˆ+i1 . . . Lˆ+iℓLˆ+k|λ, k〉 Ci1...iℓ , n, ℓ = 0, 1, . . . ,
|n ℓ, Cˆ〉 = Kˆ+nLˆ+i1 . . . Lˆ+iℓ |λ, k〉 Cˆki1...iℓ , n = 0, 1, . . . , ℓ = 1, 2, . . . ,
(12.34)
with the associated eigenvalues of Hˆ taking the values,
λnℓ∓ = λ+ 2n+ ℓ∓ 1 , λnℓ = λ+ 2n+ ℓ . (12.35)
For ℓ = 1, 2, . . . the scalar products of the states |n ℓ∓, C〉 are described by a 2× 2 matrix,
( 〈n′+1 ℓ′−, C′|n+1 ℓ−, C〉 〈n′+1 ℓ′−, C′|n ℓ+, C〉
〈n′ ℓ′+, C′|n+1 ℓ−, C〉 〈n′ ℓ′+, C′|n ℓ+, C〉
)
= δn′nδℓ′ℓ C′ · C N nℓ , (12.36)
while also
〈n′ ℓ′, Cˆ′|n ℓ, Cˆ〉 = δn′nδℓ′ℓ Cˆ′ · Cˆ Nˆnℓ , Cˆ′ · Cˆ = Cˆ′ji1...iℓ Cˆji1...iℓ ,
〈n′ 0+, 1|n 0+, 1〉 = δn′nNn+ .
(12.37)
From appendix C
Nˆnℓ = 24n+ℓn!ℓ!(λ+ 1)n+ℓ−1(µ+ ℓ)n(λ+ 1− µ)n (λ− 1) ,
Nn+ = 24n+2n!(λ+ 1)n(µ)n+1(λ+ 1− µ)n(λ− d+ 2) ,
(12.38)
so that unitarity requires λ ≥ 1, d− 2. The expressions for the elements of Nnℓ are more
involved and so are deferred to appendix C.
In a similar fashion to (12.21) we define
Cˆ+i,ji1...iℓ+1 = δi(i1 Cˆj|i2...iℓ+1) −
ℓ− 1
d+ 2ℓ− 3
(
δ(i1i2 Cˆj|i3...iℓ+1)i − δ(i1i2 Cˆi3...iℓ+1)ji
)
,
+
1
d+ ℓ− 3
(
ℓ δj(i1 Cˆi2...iℓ+1)i − δ(i1i2 Cˆj|i3...iℓ+1)i − (ℓ− 1)δ(i1i2 Cˆi3...iℓ+1)ji
)
,
Cˆ−i,ji1...iℓ−1 = Cˆji1...iℓ−1i − Cˆ(i1...iℓ−1)ji , Cˆi,i1...iℓ = Cˆii1...iℓ , (12.39)
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where Cˆ±i,ji1...iℓ are mixed symmetry tensors satisfying (12.33) while Cˆi,i1...iℓ is a symmetric
tensor obeying (12.16). Furthermore from Ci1...iℓ we may also define a mixed symmetry
tensor satisfying (12.33) by
Ci,ji1...iℓ =
1
ℓ+ 1
(
δi(i1Cj|i2...iℓ) − δijCi1...iℓ −
ℓ− 1
d+ ℓ− 4
(
δ(i1i2Cj|i3...iℓ)i − δj(i1Ci2...iℓ)i
))
.
(12.40)
With the states defined by (12.34) we then have
Lˆ+i|n ℓ+, C〉 = |n ℓ+1+, C+i〉+ ℓ
d+ 2ℓ− 3 |n+1 ℓ−1+, C
−
i〉 ,
Lˆ+i|n ℓ−, C〉 = |n ℓ+1−, C+i〉+ |n ℓ, Ci〉+ (ℓ− 1)(d+ ℓ− 3)
(d+ 2ℓ− 3)(d+ ℓ− 4) |n+1 ℓ−1−, C
−
i〉
+
d− 3
(d+ 2ℓ− 3)(d+ ℓ− 4) |n ℓ−1+, C
−
i〉 ,
Lˆ+i|n ℓ, Cˆ〉 = |n ℓ+1, Cˆ+i〉+ ℓ− 1
d+ 2ℓ− 3 |n+1 ℓ−1, Cˆ
−
i〉
+
1
d+ ℓ− 3
(
|n ℓ+, Cˆi〉 − |n+1 ℓ−, Cˆi〉
)
.
(12.41)
Following a similar route to the case of scalar fields we consider now the matrix
elements of a vector current Aa(x) between the singlet |0〉 and the states of this spin one
representation.9 For the lowest weight state we take, consistent with ξjAj = 0,
〈0|A−(x)|λ, k〉 = 0 , 〈0|A+(x)|λ, k〉 = ξke−(λ+1)τg(r) ,
〈0|Aj(x)|λ, k〉 = (δjk − ξjξk)e−λτf(r) .
(12.42)
Imposing the equations following from Lˆ−i|λ, k〉 = 0, which also requires the vanishing of
the A− matrix element, and using (12.5) we get
λ sin rf + cos rf ′ = 0 , f + 12 cosec rg = 0 , (λ+ 1)g + cos rg
′ − cosec rg = 0 , (12.43)
for which the solution is
f(r) = N(cos r)λ , g(r) = −2N(cos r)λ sin r . (12.44)
It is easy to verify from (12.14) that this solution implies10
〈0|∇·A|λ, k〉 = 0 . (12.45)
9 In four dimensions the spin one representation was discussed by Fronsdal [38] who obtained
equivalent results for 〈0|Aa|λ, k〉 to those obtained below.
10 Alternatively for a spin 0 lowest weight state we find 〈0|A−(x)|λ〉 = Ne
−(λ−1)τ(cos r)λ−1,
〈0|Aj(x)|λ〉 = 0, 〈0|A+(x)|λ〉 = Ne
−(λ+1)τ(cos r)λ−1 cos 2r but in this case 〈0|Aa(x)|λ〉 =
−∇aNe
−τ(cos r)λ/λ. It is useful to also note that 〈0|∇·A(x)|λ〉 = −(λ − d + 1)Ne−τ(cos r)λ
so the current is conserved if λ = d− 1.
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For other states the matrix elements may be determined in a similar fashion to previously.
To write expressions for matrix elements we need besides (12.26) vector spherical harmonics
which may be defined in terms of tensors satisfying (12.33),
Y Cˆℓ,j(ξ) = Cˆji1...iℓξi1 . . . ξiℓ . (12.46)
Like DjY
C
ℓ (ξ) this satisfies njY Cˆℓ,j(ξ) = 0 and also we have DjY Cˆℓ,j(ξ) = 0. Using the above
spherical harmonics the matrix elements may then be written in general as
〈0|Aj(x)|n ℓ±, C〉 = e−λnℓ±τfnℓ±(r)DjY Cℓ (ξ) , 〈0|Aj(x)|n ℓ, Cˆ〉 = e−λnℓτ fˆnℓ(r)Y Cˆℓ,j(ξ) ,
〈0|A+(x)|n ℓ±, C〉 = e−(λnℓ±+1)τg+nℓ±(r)Y Cℓ (ξ) , 〈0|A+(x)|n ℓ, Cˆ〉 = 0 ,
〈0|A−(x)|n ℓ±, C〉 = e−(λnℓ±−1)τg−nℓ±(r)Y Cℓ (ξ) , 〈0|A−(x)|n ℓ, Cˆ〉 = 0 . (12.47)
In order to use (12.41) we need besides (12.27)
ξiDjY
C
ℓ (ξ) = Dj
(
ξiY
C
ℓ (ξ)
)− (δij − ξiξj)Y Cℓ (ξ)
= ℓYCiℓ,j(ξ) +Dj
( ℓ
ℓ+ 1
Y C
+
i
ℓ+1(ξ) +
ℓ(d+ ℓ− 3)
(d+ 2ℓ− 3)(d+ ℓ− 4)Y
C−i
ℓ−1(ξ)
)
,
DiDjY
C
ℓ (ξ) + ξjDiY
C
ℓ (ξ) = DjDiY
C
ℓ (ξ) + ξiDjY
C
ℓ (ξ)
= ℓYCiℓ,j(ξ)−Dj
( ℓ2
ℓ+ 1
Y C
+
i
ℓ+1(ξ)−
ℓ(d+ ℓ− 3)2
(d+ 2ℓ− 3)(d+ ℓ− 4)Y
C−i
ℓ−1(ξ)
)
,
(12.48)
using
(δij−ξiξj)Y Cℓ (ξ) = Dj
( 1
ℓ+ 1
Y C
+
i
ℓ+1(ξ)−
ℓ
(d+ 2ℓ− 3)(d+ ℓ− 4)Y
C−i
ℓ−1(ξ)
)
−ℓYCiℓ,j(ξ) , (12.49)
and furthermore
ξiY Cˆℓ,j(ξ) = Y Cˆ
+
i
ℓ+1,j(ξ) +
ℓ− 1
d+ 2ℓ− 3 Y
Cˆ−i
ℓ−1,j(ξ)−
1
d+ ℓ− 3
1
ℓ
DjY
Cˆi
ℓ (ξ) ,
DiY Cˆℓ,j(ξ) + ξjY Cˆℓ,i(ξ) = − ℓY Cˆ
+
i
ℓ+1,j(ξ) + (ℓ− 1)
d+ ℓ− 3
d+ 2ℓ− 3 Y
Cˆ−i
ℓ−1,j(ξ)
− d− 3
d+ ℓ− 3
1
ℓ
DjY
Cˆi
ℓ (ξ) .
(12.50)
With these results we may obtain equations determining fnℓ±(r), fˆnℓ(r), g
+
nℓ±(r),
g−nℓ±(r) by using the results for the commutators of Lˆ+i in (12.12) with, from (12.42) and
(12.44),
f01−(r) = N(cos r)
λ , g+01−(r) = −2N(cos r)λ sin r , g−01−(r) = 0 . (12.51)
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The details are quite lengthy so we restrict ourselves here to the main results. The essential
equations are similar in general form to (12.28) along with various algebraic relations
necessary for consistency. From 〈0|A±(x)|n ℓ, Cˆ〉 = 0 we may obtain, using Y Cˆℓ,i(ξ) =
Y Cˆiℓ (ξ), for ℓ = 1, 2, . . .,
g+n+1 ℓ−(r)− g+nℓ+(r) = 0 , g−n+1 ℓ−(r)− g−nℓ+(r) = −2(d+ ℓ− 3)fˆnℓ(r) , (12.52)
and from the analysis of [Lˆ+i, Aj] we may obtain
fˆn ℓ+1(r) + fˆn+1 ℓ−1(r) = ℓ
(
fn+1 ℓ−(r)− fnℓ+(r)
)
, ℓ = 2, 3, . . . . (12.53)
The results, apart from g+nℓ+(r) which is easily obtained from (12.52), are then
g+nℓ−(r) = −N (−1)n22n+ℓn!(λ+ 1)n+ℓ−1(cos r)λ (sin r)ℓP (ℓ+µ−1,λ−µ)n (cos 2r) ,
fˆnℓ(r) = N (λ− 1)(−1)n22n+ℓn!(λ+ 1)n+ℓ−1(cos r)λ (sin r)ℓP (ℓ+µ−1,λ−µ)n (cos 2r) ,
fnℓ−(r) = N (−1)n22n+ℓ−1n!(λ)n+ℓ−1(cos r)λ (sin r)ℓ−1
× 1
λℓ
(
ℓP (ℓ+µ−1,λ−µ−1)n (cos 2r) + (λ− 1)P (ℓ+µ−2,λ−µ)n (cos 2r)
)
,
fnℓ+(r) = −N (−1)n22n+ℓn!(λ+ 1)n+ℓ−1(cos r)λ (sin r)ℓ−1
×
(
2(n+ 1)P
(ℓ+µ−1,λ−µ−1)
n+1 (cos 2r) + (λ− 1)P (ℓ+µ−1,λ−µ)n (cos 2r)
)
,
g−nℓ−(r) = −N (−1)n22n+ℓn!(λ+ 1)n+ℓ−2(cos r)λ (sin r)ℓ
× (λ+ µ+ n+ ℓ− 2)P (ℓ+µ−1,λ−µ)n−1 (cos 2r) ,
g−nℓ+(r) = N (−1)n22n+ℓ+1n!(λ+ 1)n+ℓ−1(cos r)λ (sin r)ℓ
× (2(λ+ n)(µ+ n+ ℓ)− (λ− 1)ℓ)P (ℓ+µ−1,λ−µ)n (cos 2r) ,
(12.54)
where also g−0ℓ−(r) = 0. Otherwise, except for fnℓ+(r) which is defined only for ℓ ≥ 1,
the formulae given by (12.54) are valid for all n, ℓ required by the definition of the basis in
(12.34). As a consequence of (12.45) the solutions for all matrix elements given by (12.47)
and (12.54) are consistent with ∇·A = 0.
For r = 0, in a similar fashion to (12.31), the non zero results reduce to just
g+n0+(0) = g
−
n0+(0) = N(−1)n22n+2(λ+ 1)n(µ)n+1 ,
fn1−(0) = N(−1)n22n(λ+ 1)n−1(µ+ 1)n−1(µλ+ n) ,
fn1+(0) = −N(−1)n22n+1(λ+ 1)n(µ+ 1)n(2n+ λ+ d) .
(12.55)
13. Spectral Representations
The spectral representation for two point functions encodes completely the analytic-
ity requirements following from locality for any quantum field theory together with the
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conditions of unitarity which reduce to positivity of the spectral weight function. Such
representations may also be found for spaces of constant curvature [19] although they are
significantly less straightforward to determine in specific cases. For two dimensional field
theories on flat space the proof of the c-theorem may be recast with added insight in terms
of the spectral representation for the energy momentum tensor two point function [6]. It
is therefore natural to also consider the spectral representation for the energy momentum
tensor two point function on spaces of constant curvature.
For the scalar field φ we first compute the two point function corresponding to sum-
ming over the intermediate states |n ℓ, I〉 labelled by λ and for which the Casimir operator
has the value λ(λ−d+1). It is simplest to set r = 0 and then only ℓ = 0 states contribute,
in a similar fashion to [6], and using (12.31) we have
〈0|φ(τ, 0, ξ)φ(0, 0, ξ)|0〉=
∑
n=0
fn0(0)
2
Nn0 e
−λn0τ = N2e−λτF (λ, µ;λ+ 1− µ; e−2τ ) . (13.1)
For x = (τ, 0, ξ), y = (0, 0, ξ) we have θ = τ . With the appropriate choice for N2 this is
the standard Green function for −∇2 + λ(λ− d+ 1)ρ2, as verified in appendix B,
Gλ(θ) =
ρd−2
2πµ
Γ(λ)
Γ(λ+ 1− µ) e
−λθF (λ, µ;λ+ 1− µ; e−2θ) . (13.2)
For the conformally coupled case the two choices of λ are 12d for Dirichlet boundary con-
ditions and 1
2
(d− 2) for the Neumann case. The spectral representation for the scalar two
point function can then be written as
〈φ(x)φ(y)〉 =
∫ ∞
1
2
(d−3)
dλ ρφ(λ)Gλ(θ) . (13.3)
In a similar fashion to the discussion of the scalar two point function in (13.1) we
may now determine the contribution of a single spin 1 irreducible representation to the
vector two point function. Choosing the same configuration as previously the non zero
components are
〈0|A±(τ, 0, ξ)A±(0, 0, ξ)|0〉 = 〈0|A±(τ, 0, ξ)A∓(0, 0, ξ)|0〉 = e∓τDλ(τ) ,
〈0|Aj(τ, 0, ξ)Ak(0, 0, ξ)|0〉 = (δjk − ξjξk)Eλ(τ) .
(13.4)
Using the results (12.55) with (12.38) then (13.1) adapted to this case gives
Dλ(τ) =
∑
n=0
(
g±n0+(0)
)2
Nn+ e
−(λ+2n+1)τ
=
4N2
λ− d+ 2 e
−(λ+1)τ
∑
n=0
1
n!
(λ+ 1)n(µ)n+1
(λ+ 1− µ)n e
−2nτ
=
4N2µ
λ− d+ 2 e
−(λ+1)τF
(
λ+ 1, µ+ 1;λ+ 1− µ; e−2τ) ,
(13.5)
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and also, by summing over intermediate states |n 1±, C〉 = |n 1±, i〉Ci,
Eλ(τ) = e
−λτ
∑
n=0
Ane
−2nτ , (13.6)
where
A0 = N
2 , An+1 = ( fn+11−(0) fn 1+(0) )N −1n1
(
fn+1 1−(0)
fn 1+(0)
)
. (13.7)
Using (12.55) for fn1±(0) and the results of appendix C we have
An = N
2 1
n!
(λ)n(µ)n
(λ+ 1− µ)n
(
1 +
2n(λ+ n)
λµ(λ− d+ 2)
)
, (13.8)
so that
Eλ(τ) =
(
1 +
1
2λµ(λ− d+ 2)
( d2
dτ2
− λ2
))
e−λτF (λ, µ;λ+ 1− µ; e−2τ ) . (13.9)
The functions Dλ and Eλ are constrained by conservation equations. To obtain these
and to show the relation to the general formalism used in section 8 we may write in general
for the correlation function of two vector currents
〈Aµ(x)Aα(y)〉 = xˆµyˆαD(θ) + (Iµα + xˆµyˆα)E(θ) . (13.10)
Choosing, as in (13.4), x = (τ, 0, ξ), y = (0, 0, ξ), when θ = τ , then the non zero compo-
nents of xˆ, yˆ are just xˆτ = 1, yˆτ = −1 and also we have Iττ = 1. Using (12.13) for these
x, y to obtain the equivalent results in the basis used in (13.4) given by Aa = ea
µAµ gives
then
xˆ± = e
∓τ , yˆ± = 1 , I±± = I±∓ = −e∓τ , Iij = δij − ξiξj . (13.11)
Applying (13.11) in (13.10) then leads to identical expressions for each components as in
(13.4) where D,E are given by just the single spin one irreducible representation specified
by λ. The conservation equation ∇µ〈Aµ(x)Aα(y)〉 = 0 using the results in section 5 is
easily seen to give
sinh θD′(θ) + (d− 1) cosh θD(θ) = −(d− 1)E(θ) . (13.12)
It is straightforward to check that this is satisfied by (13.5) and (13.9). By extension of
(13.2) we define
Gλ,n(θ) =
ρd−2+2n
2πµ
Γ(λ+ n)
Γ(λ+ 1− µ) e
−(λ+n)θF (λ+ n, µ+ n;λ+ 1− µ; e−2θ) , (13.13)
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and then the representation for a general vector two point function may then be obtained
by expressing D as, if d > 3,
D(θ) =
∫ ∞
d−2
dλ ρV (λ)Gλ,1(θ) , (13.14)
where ρV (λ) is a positive weight function, with E determined by (13.12).
It is of interest to consider separately the contribution from λ = d− 2 when we have
D0(θ) = C Gd−2,1(θ) = C
ρd
2Sd
cosh θ
(sinh θ)d
,
E0(θ) =
C
d− 1
ρd
2Sd (sinh θ)d
.
(13.15)
With these expressions the vector two point function (13.10) may be written just in terms
of the scalar GS
〈Aµ(x)Aα(y)〉S = ∂µGS(θ)←−∂α , (13.16)
where
GS(θ) = C
d− 2
(d− 1)2 Gd−1(θ) . (13.17)
Thus GS is proportional to the scalar Green function, as given by (13.2), for λ = d−1 which
since then ∇2GS(θ) = 0 for x 6= y ensures that (13.16) satisfies the conservation equation.
In this special case the contribution of the spin one representation intermediate states is
therefore identical with those of spin zero. This is in accord with the representation theory
since, if λ = d−2 as may be seen in (C.7), the states {|n 0+, C〉} span an invariant subspace
with |0 0+, 1〉 = Lˆ+k|λ, k〉, annihilated by Lˆ−i, the lowest weight state. This representation
formed by this subspace is identical with a spin zero representation corresponding to λ =
d − 1. Summing over intermediate states in this space gives just the result (13.16) with
(13.17).
Our primary interest here is of course the energy momentum tensor two point function.
The unitary representation of the isometry group O(d− 1, 2) for a spin two lowest weight
state, |λ, ij〉 = |λ, ji〉, |λ, ii〉 = 0 which satisfies analogous conditions to (12.32), may in
principle be constructed along similar lines to the spin one case considered above and in
appendix C, but this would be tedious to carry out. The norm of the state Lˆ+j |λ, ij〉
is proportional to λ − d + 1 so for unitarity it is necessary that λ ≥ d − 1 in this case.
Although we do not here undertake the detailed relevant calculations the results for spin
one nevertheless suggest a natural conjecture for the contribution of the representation
built on the lowest weight state |λ, ij〉 to the energy momentum tensor two point function.
50
To describe this we first decompose the bi-tensor Γµν,αβ(x, y) given by (8.4), with (8.5),
for x = (τ, 0, ξ), y = (0, 0, ξ) in the basis given by (13.11) when we obtain
Γ±±,±± = e
∓2τ (R− 4S + 2T + 2U + V ) ,
Γ±j,±l = e
∓τ δˆjl(S − T ) , Γij,±± = δˆij(U + V ) ,
Γij,kl =
(
δˆik δˆjl + δˆilδˆjk
)
T + δˆij δˆklV , δˆij = δij − ξiξj ,
(13.18)
and other components are trivially related to those in (13.18). With the definitions (8.10)
and (8.6) we have
R − 4S + 2T + 2U + V = d− 1
d
Q+
2d− 1
d
P1 +
1
d
P2 . (13.19)
The conservation equations (A.2) demonstrate that Γ±±,±± determines the other compo-
nents, assuming the traceless conditions (8.6), just like D determines E in (13.12) for the
vector current two point function.
Based on analogy with (13.14) we conjecture the spectral representation for spin 2
intermediate states can therefore be written for Q in the form, with the definition (13.13),
Q(θ) = Sd
∫ ∞
d−1
dλ ρ2(λ)Gλ,2(θ) . (13.20)
Of course, by virtue of the conservation equations, this determines the spectral represen-
tation for the whole energy momentum tensor two point function since for intermediate
spin 2 states it is automatically traceless. The general conserved energy momentum tensor
two point function, as given by (2.27), can then be expressed as in (8.28),
S 2d 〈Tµν(x)Tαβ(y)〉con = Γ0,µν,αβ(x, y) + Γ2,µν,αβ(x, y) , (13.21)
where the spin 0 piece is determined by F0(θ),
Γ0,µν,αβ(x, y) =
(∇µ∇ν − gµν∇2 + (d− 1)ρ2gµν)F0(θ)(←−∇α←−∇β −←−∇2gαβ + (d− 1)ρ2gαβ) ,
(13.22)
and the spin 2 piece is traceless and may be written as in (8.20) in terms of F2(θ). Since
Q determines Γ2,µν,αβ (13.20) implies therefore a spectral representation for the spin 2
part of 〈Tµν(x)Tαβ(y)〉 determined by the positive weight function ρ2(λ). Equivalently by
integrating (A.10) with Q given by (13.20) a spectral representation for F2 may be found.
The spectral representation for the spin 0 part Γ0,µν,αβ is also obtained directly by writing
a representation analogous to (13.3) for F0,
F0(θ) = Sd
∫ ∞
λ0
dλ ρ0(λ)Gλ(θ) , (13.23)
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where λ0 is in general restricted just by the unitarity bound λ0 >
1
2 (d−3) if d > 3. In [6] it
is suggested that λ0 = d in order to ensure that
∫
ddx
√
g gµνTµν is well defined, in the co-
ordinates corresponding to the metric in (12.1), when
√
gHd = (cos r)
−d(sin r)d−2
√
gSd−2 ,
as x approaches the boundary r = π2 , e
θ ∼ 2 cosh τ/ cos r. Directly from (13.22) we have
S 2d g
µν(x)gαβ(y)〈Tµν(x)Tαβ(y)〉con = (d− 1)2(−∇2 + dρ2)2F0(θ) , (13.24)
and since for x 6= y this is identical with 〈Θ(x)Θ(y)〉 we must have, neglecting possible
subtractions,
Sd〈Θ(x)Θ(y)〉 =
∫ ∞
λ0
dλ ρΘ(λ)Gλ(θ) , ρ
4(d− 1)2(λ+ 1)2(λ− d)2ρ0(λ) = ρΘ(λ) . (13.25)
so that this determines ρ0(λ) in terms of ρΘ(λ) except for λ = d. As an illustrative
example we consider free massive scalars in appendix D. However, although (13.22) is
valid in general for θ > 0, it may be extended to give a well defined distribution, for test
functions non zero at x = y, only if, for large λ, ρ0(λ) = O(λ
α) with α < 1. Assuming
(13.23) and (13.24) we have, if λ0 ≥ d,
G0 = Sd 1
ρd
∫
ddy
√
g gµν(x)gαβ(y)〈Tµν(x)Tαβ(y)〉con
= (d− 1)2d2 1
ρd−2
∫ ∞
λ0
dλ ρ0(λ)
1
λ(λ− d+ 1) ,
(13.26)
which ensures that G0 > 0. The spectral representation may be modified to allow for a
large λ behaviour with α < 3 by introducing a subtraction,
F0(x, y) = G0 ρ
d−4
(d− 1)2d2Sdδ
d(x, y) + Sd
1
ρ2
∇2
∫ ∞
λ0
dλ
ρ0(λ)
λ(λ− d+ 1) Gλ(θ) , (13.27)
if λ0 > d− 1. Clearly this depends on the subtraction constant G0, for which there is then
no necessary positivity constraint, as well as ρ0(λ). In (13.25) it is necessary to require
α < −1 is subtractions are to be avoided. In four dimensions the expected behaviour
in renormalisable field theories away from fixed points is α = 1, apart from powers of
lnλ, so that it is then necessary to use (13.27). Of course unless there is a well defined
representation for 〈Θ(x)Θ(y)〉 such as given by (13.24) and (13.27) relations involving local
contact terms like (2.13) are without significance.
An important role is played by the contribution to F0(θ) for λ = d for which
Γ0,µν,αβ(x, y) satisfies the traceless conditions for x 6= y. In this case, following (9.1)
since K0 = SdGd,
ρ0(λ) = C0ρ
d−2δ(λ− d) ⇒ F0(θ) = C0ρd−2 SdGd(θ) , (13.28)
52
leads to a form for Γ0,µν,αβ which may be expressed in terms of the result calculated in
(9.14) for Q0. From the definition of Gλ,2 in (13.13) we have
Q0(θ) = 4d(d+ 1)C0ρ
d−2 SdGd−2,2(θ) . (13.29)
This result shows exact agreement with the contribution expected from a spin 2 repre-
sentation, as in (13.20), for λ = d − 2. Although this is outside the unitarity bound it
corresponds to the invariant subspace present for this value of λ and which may be con-
structed from the spin zero lowest weight state Lˆ+kLˆ+l|λ, kl〉, which is then annihilated
by Lˆ−i.
If we assume the minimal form given by (10.10) for conformally invariant theories we
find
Q(θ)conformal = CT
( 1
sd
+
1
s¯d
)
= CT ρ
2d e−dθ
(
(1− e−θ)−2d + (1 + e−θ)−2d) . (13.30)
The spectral representation (13.20) can be written in this case in the form
Q(θ)conformal = 2CT ρ
2d
∑
r=0
Ar e
−(d+2r)θF
(
d+ 2r, µ+ 2;µ+ 2r; e−2θ
)
. (13.31)
By expanding both (13.30) and (13.31) in powers of e−2θ we find, by matching the first
ten terms,
A0 = 1 , Ar = 2
(d)2r(d− 2)2r−1
(2r)!(µ)2r−1
, r = 1, 2, . . . . (13.32)
For d = 3, when Ar = 2(r + 1)(2r + 1) if r > 0, the hypergeometric functions may be
reduced to elementary functions and the summation carried out explicitly. As required
Ar > 0 for d > 2 and Ar = 0 if r > 0 and d = 2. For r > 0 the coefficients Ar determine
the appropriate ρ2(λ) in (13.20) while from (13.29) we must have
11
2d−1d(d+ 1)(d− 1)C0 = CT . (13.33)
The remaining contribution is then given by taking
Sdρ2(λ)conformal = 4π
µCT ρ
d−2
∑
r=1
Γ(µ+ 2r)
Γ(d+ 2r)
Ar δ(λ− d+ 2− 2r) . (13.34)
Asymptotically ρ2(λ)conformal ∼ (d− 2)ρCT ( 12ρλ)d−3/Γ(d).
11 The coefficient C0 was calculated directly in [6] for free scalar fields with exact agreement,
with due regard for conventions, with this result.
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For scalar fields the simple form given by (10.10), and hence (13.30), is not the whole
story in the conformal limit. The extra terms present in (10.9) inserted into (8.10) give,
writing Q(θ)φ = Q(θ)conformal +Q1(θ)φ with CT given by (10.6),
Q1(θ)φ = −4CT,φ d (d− 2)(d+ 1)
d− 1
1
ρ4(ss¯)
1
2
d+1
= −CT,φ( 12ρ)d−2
(d− 2)(d+ 1)
d− 1 SdGd,2(θ) .
(13.35)
This corresponds to the contribution with only λ = d in the spectral representation. Added
to (13.31), and using the result (13.32), leads just to the cancellation of the term involving
A1 = 2d(d+ 1)(d− 2)/(d− 1). In particular the coefficient A0 is unaffected.
In general C0 determines the leading large distance behaviour of the energy momentum
tensor two point function while CT is related to its singular form at short distances. It is
unclear whether the relation (13.33) survives in interacting conformal field theories.
14. Implications for a Possible c-Theorem in Four Dimensions
The initial stimulus for this paper was to investigate the possibility of deriving a c-
theorem by considering one and two point functions of the energy momentum tensor on
spaces of constant curvature. Within the framework described here this does not seem
to be feasible. A possible C-function need not necessarily reproduce all the attractive
features uncovered by Zamolodchikov in two dimensions [2] but may satisfy some or all
the following properties:
1) C(µℓ; g) should be a physically measurable positive function of the couplings gi and
some length scale ℓ such that at a fixed point, βi(g∗) = 0, C(µℓ; g∗) = C∗ is independent
of ℓ and unambiguously and universally defined in terms of the properties of the conformal
field theory which is obtained at the fixed point. The minimal condition of irreversibility
of RG flow is that for a unitary quantum field theory in which there are both UV and IR
fixed points we require
C∗(UV )− C∗(IR) > 0 . (14.1)
Ideally C(µℓ; g) should be a function of the couplings for all relevant and irrelevant opera-
tors in the space of cut-off quantum field theories since its essential definition is independent
of perturbation theory, C = 0 should correspond to a totally trivial theory with no finite
energy degrees of freedom. It may, although this does not seem essential, be independent
of any strictly marginal couplings whose β-functions vanish.12 The C function should be
12 In this case C is just a constant equal to its free field value in N = 4 SYM.
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extensive so that if {g} can be separated into two distinct sets {g1}, {g2} corresponding to
two decoupled theories then
C(µℓ; g) = C1(µℓ; g1) +C2(µℓ; g2) . (14.2)
2) The C-function should obey the usual RG equation expressing its independence of the
arbitrary RG scale µ (
µ
∂
∂µ
+ βi
∂
∂gi
)
C(µℓ; g) = 0 . (14.3)
Irreversibility of RG flow, at least in some finite domain of couplings {g} near a fixed point,
is then entailed by the requirement
ℓ
∂
∂ℓ
C(µℓ; g)
{
< 0 on {g} \ g∗ ,
= 0 if g = g∗ .
(14.4)
With these conditions C defines a Liapunov function in the region {g} for the RG flow
C˙(µℓ; gt) < 0 if gt 6= g∗ , g˙it = −βi(gt) . (14.5)
3) A natural condition which clearly entails (14.4) is to require
ℓ
∂
∂ℓ
C(µℓ; g) = −Gij(µℓ; g)βi(g)βj(g) , (14.6)
where Gij(µℓ; g) is independently defined as a positive symmetric tensor on the space of
couplings and can be regarded as playing the role of a metric. Gij(µℓ; g) should satisfy a
homogeneous RG equation,
µ
∂
∂µ
Gij(µℓ; g)+(LβG)ij(µℓ; g) = 0 , (LβG)ij = βi∂iGij+∂iβkGkj+∂jβkGik , (14.7)
where ∂iβ
j is the anomalous dimension matrix for the operators Oj . Trivially from (14.3)
and (14.6) we may obtain the essential Zamolodchikov equation (1.1),
βi(g)
∂
∂gi
C(µℓ; g) = Gij(µℓ; g)β
i(g)βj(g) . (14.8)
4) Assuming (1.1) the definition of C is still ambiguous to the extent that
C(µℓ; g)→ C˜(µℓ; g) = C(µℓ; g) +Dij(µℓ; g)βi(g)βj(g) ,
Gij(µℓ; g)→ G˜ij(µℓ; g) = Gij(µℓ; g) + (LβD)ij(µℓ; g) ,
(14.9)
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leaves (1.1) invariant. This defines an equivalence amongst C-functions and associated
metrics which ensures that the precise value of ℓ chosen in (1.1) is irrelevant but of course
all such functions give the same value C∗ at a fixed point. To ensure the desired properties
of irreversible RG flow it is only necessary that there is a Dij such that G˜ij is positive.
13
Introducing the correct terms linear in βi, as in (3.8), are in general necessary to find a C
satisfying (1.1) although they also do not change C∗.
5) A stronger condition, analogous to (3.9), which implies (1.1) is
∂iC(µℓ; g) = Tij(µℓ; g)β
j(g) , Tij = Gij + ∂iWj − ∂jWi . (14.10)
If T[ij] = 0 this ensures that the RG flow is a gradient flow. In general (14.10) shows that
C is independent of marginal coupling if Tij has no off diagonal pieces. Under variations
as in (14.9) then (14.10) still holds if at the same time
W˜j(µℓ; g) =Wj(µℓ; g) +Djk(µℓ; g)β
k(g) , (14.11)
which demonstrates thatWj cannot be zero in general and that the assumed form for T[ij]
in (14.10) is consistent.
To illustrate some aspects of the above we first attempt to rederive the Zamolodchikov
c-theorem [2] (for a recapitulation see [39]). The basic inequality is similarly obtained using
previous results applied to the two point function of the energy momentum tensor in two
dimensions on S2 〈Tµν(x)Tαβ(y)〉 = Γµν,αβ(x, y) as in (8.4). The positivity condition is
provided by gµνgαβ〈Tµν(x)Tαβ(y)〉 = P1 + 2P2 ≥ 0. Using (8.12a) and (8.9) for d = 2 we
require
ρ4C(θ) = 2 sin4 1
2
θ(R+ P1) + f(θ)(P1 + P2) , (14.12)
to satisfy
ρ4C′(θ) = 12f
′(θ)(P1 + 2P2) . (14.13)
This provides a differential equation for f which is readily solved,
f(θ) = −4 sin4 12θ + 4 sin2 θ ln cos 12θ . (14.14)
As θ → 0 f(θ) ∼ −3
4
θ4 so that f ′(θ) < 0 for some finite region near θ = 0 (f ′(θ) < 0
for θ . 2.5) in which then C′(θ) < 0. Nevertheless C is in general a function of the
dimensionless µ/ρ as well as θ and the couplings gi and the θ derivative is not linked
13 In a perturbative context [21] we may obtain C(µℓ; g) = C(g) + Ωij(µℓ; g)β
i(g)βj(g),
Gij(µℓ; g) = Gij(g)+ (LβΩ)ij(µℓ; g) where β
i∂iC = Gijβ
iβj and µ ∂
∂µ
Ωij+(LβΩ)ij = −Gij . The
perturbative Gij need not be positive although Gij is.
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to the dependence on the RG scale µ. Hence there appears to be no demonstration of
irreversibility of RG flow for general ρ from such an inequality. Only with the assumption
of a sensible flat space limit which requires C(θ) ∼ C(θµ/ρ) as ρ → 0 may such a result
be obtained. In this case the resulting C-function, which satisfies (14.6) as well as (14.3)
with ℓ =
√
s = θ/ρ, is equivalent to that found by Zamolodchikov.14
More recently [10] an alternative derivation of a c-theorem for general d in terms of
quantum field theories on spaces of constant negative curvature, where the c-function C
is defined by gµν〈Tµν〉 = −Cρd, has been suggested which is based on equations akin to
(2.29a, b). Defining
Cˆ = SdC , (14.15)
(2.29a) may be written, using (13.26), as
ρ
d
dρ
Cˆ = G0 − dCˆ , (14.16)
where, if the unsubtracted representation (13.23) is valid, (13.26) implies that G0 > 0. If
we assume A ∝ ρd, as in sections three and four for both two and four dimensions, then
from (2.31) we have
βi
∂
∂gi
Cˆ = ρ
d
dρ
Cˆ . (14.17)
In this case the right hand side of (14.16) must vanish for βi = 0. This becomes more
apparent by using (2.29b) to now write
βi∂iCˆ = GΘ − 1
ρd
Sdβ
i
(
∂iA+ ∂iβj〈Oj〉
)
, GΘ = 1
ρd
Sd
∫
ddy
√
g 〈Θ(x)Θ(y)〉 . (14.18)
In [10] the additional terms beyond GΘ, which is O(β2), are missing (there is no discernible
redefinition of Cˆ which achieves this). As it stands, given the definition of Cˆ, (14.18) is just
an identity. If these additional terms (14.18) are disregarded then taking Cˆ(µ/ρ, g), which
satisfies (14.3) with ℓ = 1/ρ, as a possible C-function hinges on supposing GΘ > 0 in order
to obtain the essential inequality (14.6). For x 6= y in unitary theories 〈Θ(x)Θ(y)〉 > 0.
However the regularisation of potential singularities in the integration defining GΘ at x = y
is much less clear.15 It is important to recognise that GΘ may be defined as a finite quantity
14 To make the comparison clear, using a similar notation to that in [39], we may define
F = 1
16
s2R, G = 1
4
s2P1, H = s
2(P1 + 2P2) and then C = 2F −G−
3
8
H + g(G+ 1
4
H), from
(14.12), for g(s) = 1 + (1 − 1
4
ρ2s)/ 1
4
ρ2s ln(1 − 1
4
ρ2s) satisfies sC′(s) = − 1
4
(3 − h)H where
h(s) = 1 + (1− 1
2
ρ2s)/ 1
4
ρ2s ln(1− 1
4
ρ2s). Neglecting g, h, which is justified as s → 0, this is
identical with the standard flat space result.
15 The prescription in [10] of subtracting δ-function contact terms is not unambiguous and
does not provide a well defined regularisation in general. Introducing additional couplings into
the quantum field theory involving curvature terms does not change the essential argument.
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through (14.18) but the regularisation of the integral need not preserve any positivity
conditions. These also do not apply to contact terms that may be present in 〈Θ(x)Θ(y)〉
(and which may be arbitrary although any such ambiguity cancels on both sides of (14.18)).
In general GΘ depends on possible subtraction constants in the spectral representation of
the two point function whose positivity need not be entailed by that of the spectral weight
function.
A perhaps convincing argument as to the essential difficulties of such an approach,
independent of intricacies of the precise definition of GΘ, is that in four dimensions (4.35)
shows that we expect Cˆ > 0 for either positive or negative curvature, and at a fixed point
it is equal to a up to a factor, and then GΘ > 0 would be sufficient to prove the desired
c-theorem for Cˆ implying (14.1), so long as the other terms on the r.h.s of (14.18) are
neglected. However in two dimensions from (3.21) Cˆ has no definite sign although it is
proportional to the Virasoro central charge c at a fixed point. In particular for the positive
curvature case Cˆ < 0 and then GΘ > 0 would be the wrong sign inequality to generate the
required irreversible RG flow. It is nevertheless difficult to see why any putative derivation
along these lines should not apply for both positive and negative curvature.
It is worth emphasising that considering a field theory on a space of constant non
zero curvature of course introduces an extra scale, here denoted by ρ. This complicates
the discussion of physical consequences from the RG equations except in some flat space
limit as became apparent in the attempt to generalise the Zamolodchikov derivation of
the c-theorem. Another way of appreciating the difference is that on flat space the RG
equation may be regarded as implementing broken scale invariance identities. On flat
space the full conformal group O(d+1, 1) is reduced, except at fixed points, to O(d)⋉ Td.
The broken generators decompose under O(d) into singlet generating scale transformations
and a d-dimensional vector corresponding to special conformal transformations. The scale
invariance Ward identities may still be implemented in a quantum field theory away from
fixed points if they are associated with a flow in the space of couplings generated by the
usual β-functions. Although such linear equations for the correlation functions do not
involve any arbitrary scale µ they are equivalent to the standard RG equations. There
are corresponding identities relevant for special conformal transformations [40] but these
involve the insertion of operators which are not generated by derivatives with respect to
the couplings. In the absence of closed equations such identities are not then of much
practical significance. If a quantum field theory is defined on Sd or Hd, as considered in
this paper, then the manifest symmetry group is O(d + 1) or O(d, 1). In either case the
remaining generators of O(d+ 1, 1) transform as a d+ 1-dimensional vector. The broken
conformal identities are then similar to those for special conformal transformations on flat
space and there are no associated linear equations relating directly the x-dependence and
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the dependence on the couplings through the β-functions.
Although, as illustrated in (7.15), (10.2), (10.12), and (10.5), with (10.6), (10.13),
(10.18), the results for free field theories on Sd are in accord with expectation from con-
formal invariance, using (6.17), (6.25) and (7.13), this does not apply to the corresponding
results on Hd. This arises since in order to derive the identities expressing conformal sym-
metry it is necessary to integrate by parts and surface terms on the boundary cannot be
dropped due to lack of sufficient fall off of the Killing vector fields as the boundary of Hd
is approached. In consequence the results are less constrained in this case.
In the end the analysis of the energy momentum tensor on spaces of constant curvature
has not apparently led to new insight concerning a proof of a possible c-theorem away
from two dimensions. Nevertheless we have rederived (4.22) which is the four dimensional
analogue of (3.7) in two dimensions which then gave (3.9), a perturbative analogue of the
c-theorem. This result can be shown to be directly connected with the full C-function
which entails irreversible RG flow [21]. The result (4.22) may be expected to be related to
similar equations involving three point functions at non coincident points. In such cases
positivity is no longer manifest but might be linked to positivity conditions on the energy
momentum tensor [41]. It is interesting to note that a recent demonstration of irreversible
RG flow in an ADS/CFT context depended on a positive energy condition [14], albeit for
classical supergravity.
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Appendix A. Results for Negative Curvature
For the negative curvature case the conservation equations in (8.8) become
R′ − 2S′ + U2′ + (d− 1)(coth θ R − 2 tanh 12θ S) + 2 coth 12θ S − 2 cosech θ U2 = 0 ,
S′ − T ′ + d coth θ S − d tanh 12θ T − cosech θ U2 = 0 ,
U1
′ + V ′ + (d− 1) coth θ U1 − 2 cosech θ S − 2 tanh 12θ T = 0 .
(A.1)
With the definition (8.10), (8.9) and (8.11a, b) become
P1
′ + P2
′ = − (d− 1) coth θP1 ,
Q′ + d coth θ Q+
1
d
P1
′ = − 2d cosech θ (S − T ) ,
(S − T )′ + d coth θ (S − T ) = − cosech θ 1
d− 1
(
(Q+ (d− 2)(d+ 1)T )
+ cosech θ
1
d
P1 .
(A.2)
For d = 2 the equations become
R′ + 2 coth 12θ R+ P1
′ = 2 cosech θ P1 ,
(R− 8S + 8T )′ + 2 tanh 1
2
θ (R − 8S + 8T ) + P1′ = − 2 cosech θ P1 ,
(A.3)
and if P1 = 0 instead of the solution in (8.13) we have
R = C
ρ4
sinh4 12θ
, R − 8S + 8T = C′ ρ
4
cosh4 12θ
. (A.4)
The expression obtained in (9.13) corresponds to C = C′.
For the spin zero contribution given by an analogous formula to (8.14) we have re-
placing (8.16) and (8.17)
A = ρ2
(
F0
′′ − coth θ F0′
)
, B = −ρ2(F0′′ + (d− 2) coth θ F0′ − (d− 1)F0) , (A.5)
and
R0 = ρ
2
(
A′′ − (coth θ + 4 cosech θ)A′ + 4 cosech θ coth 12θ A
)
,
S0 = ρ
2
(− cosech θA′ + cosech θ coth 1
2
θ A
)
, T0 = ρ
2 cosech2 θ A ,
U0,1 = ρ
2
(
B′′ − coth θ B′) , U0,2 = −ρ2(A′′ + (d− 2) coth θ A′ − (d− 1)(2 cosech2 θ + 1)A) ,
V0 = − ρ2
(
B′′ + (d− 2) coth θ B′ − (d− 1)B + 2 cosech2 θ A) . (A.6)
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Instead of (8.18)
P1 + P2 = ρ
2(d− 1)(− coth θ(A′ + dB′) + A+ dB) , (A.7)
and from
A+ dB = −(d− 1)(∇2F0 − dρ2F0) . (A.8)
Solutions of the homogeneous equation (A.7), A+ dB ∝ cosh θ, may now be discarded by
requiring appropriate boundary conditions and (A.8) may be solved to determine F0.
For the spin two contribution, which satisfies the traceless conditions (8.6), we have
instead of (8.24), (8.26) in this case
8ρ2G = ρ4
(
F2
′′ − coth θ F2′ + 2(d− 1) tanh 12θ F2′ + (d− 1)(d− 2) tanh2 12θ F2
)
=
4(d− 1)
(d− 3)d(d+ 1) sinh
2 θ Q .
(A.9)
As in (8.27) this may be simplified to the form
ρ4
d2
du2
(
ud−1F2) =
16(d− 1)
(d− 3)d(d+ 1) u
d−1Q , u = cosh2 12θ . (A.10)
For P1 = P2 = 0 (A.2) demonstrates how R, S, T can then be determined from Q.
In two dimensions if we modify the discussion in (14.12), (14.13) and (14.14) to the
negative curvature case instead of (14.12) we may define
ρ4C(θ) = 2 sinh4 1
2
θ(R+ P1) + f(θ)(P1 + P2) , (A.11)
and then (14.13) holds if
f(θ) = −4 sinh4 1
2
θ − 4 sinh2 θ ln cosh 1
2
θ . (A.12)
In this case f ′(θ) < 0 for all θ and C(θ) is monotonically decreasing.
Appendix B. Construction of Green Functions
We here discuss the various Green functions for particular differential operators which
were used in the text. For homogeneous spaces of constant curvature these all depend just
on the single variable θ(x, y) and the differential equations for Sd orHd are similar although
the regularity or boundary conditions in each case lead to different solutions.
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First we determine the Green function Gλ(θ) for the operator −∇2 ∓ λ(λ− d+ 1)ρ2
for R ≷ 0. For the negative curvature case, writing Gλ(θ)− = e
−λθH(e−2θ), then
(−∇2 + λ(λ− d+ 1)ρ2)G0(θ)− = 0 gives using (5.16),
z(1− z)H ′′(z)+ ((λ+1)(1− z)−µ(1− z))H ′(z)−λµH(z) = 0 , µ = 12 (d− 1) , (B.1)
which is of standard hypergeometric form. Imposing boundedness as θ → ∞ requires the
solution ∝ F (λ, µ;λ + 1 − µ; z). For Gλ(θ)± to be a Green function it must have the
singular behaviour as as θ → 0, Gλ(θ)± ∼ (θ/ρ)−d+2/Sd(d− 2), so as to generate δd(x, y)
under the action of −∇2. It is easy to see that this gives the result (13.2). For λ = d we
have for the Green function K0 defined by (3.13) and (4.26) when d = 2 and d = 4,
K0(θ)− = SdGd(θ)− = ρ
d−2 2
d
d+ 1
z
1
2
dF (d, µ;µ+ 2; z) . (B.2)
For d = 2, 4 this can be reduced to elementary functions giving respectively
K0(θ)− = − 1
2
((
1 + 1
2
ρ2s
)
ln
s
s¯
+ 2
)
,
K0(θ)− =
2
ρ2ss¯
+ 34ρ
2
((
1 + 12ρ
2s
)
ln
s
s¯
+ 2
)
,
(B.3)
For R > 0 we write Gλ(θ)+ = F (w) for w =
1
2 (1 + cos θ) and then the homogeneous
equation becomes
w(1− w)F ′′(w) + d( 1
2
− w)F ′(w) + λ(λ− d+ 1)F (w) = 0 . (B.4)
By requiring a solution which is regular at w = 0 and imposing the required behaviour as
θ → 0 the Green function becomes
Gλ(θ)+ =
ρd−2
(4π)
1
2
d
Γ(λ)Γ(−λ+ d− 1)
Γ( 12d)
F (λ,−λ+ d− 1; 1
2
d;w) . (B.5)
In the text K0 is defined as the Green function for −∇2 − dρ2, corresponding to taking
λ = d. However
Gd+ǫ(θ)+ ∼ 1
ǫ
ρd−2
(4π)
1
2
d
Γ(d)
Γ( 12d)
(1 + 12w) as ǫ→ 0 , (B.6)
which is a reflection of the existence of normalisable eigenvectors of −∇2 with eigenvalue
d. By subtracting this singular piece and then taking the limit ǫ→ 0 we may define
K0(θ)+ = Sd
ρd−2
(4π)
1
2
d
Γ(d)
Γ( 12d)
(∑
n=2
1
n(n− 1)
(d)n
( 12d)n
wn − 2
(
1 +
1
d
)
w
)
. (B.7)
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This then satisfies
(−∇2 − dρ2)K0(θ)+ = Sdδd(x, y)− kd ρd cos θ , kd = d+ 1
(4π)
1
2
d
Γ(d)
Γ( 12d)
Sd . (B.8)
Again K0(θ)+ may be found explicitly for d = 2, 4. Dropping some terms proportional to
cos θ, which satisfy the homogeneous equation, we have in each case,
K0(θ)+ = − 1
2
((
1− 12ρ2s
)
ln 14ρ
2s+ 1
)
,
K0(θ)+ =
1
2s
− 3
4
ρ2
((
1− 1
2
ρ2s
)
ln 1
4
ρ2s+ 1
)
,
(B.9)
For the vector field the basic equation is
−∇µ〈Fµν(x)Aα(y)〉 − 1
ξ
∂ν∇µ〈Aµ(x)Aα(y)〉 = gµαδd(x, y) . (B.10)
To solve this we adapt the methods of ref. [29] to our notation. Using the definition (6.26)
we may write
〈Aµ(x)Aα(y)〉 = F (θ)Iˆµα + ∂µH(θ)←−∂α , (B.11)
and, since as a consequence of (6.27) ∂[µIˆν]α = 0, we then have
ρ〈Fµν(x)Aα(y)〉 = F ′(θ)(xˆµIνα − xˆνIµα) . (B.12)
In order to solve (B.10) we first require
−∇µ〈Fµν(x)Aα(y)〉 = gναδd(x, y) + ∂ν
(
S(θ)yˆα
)
. (B.13)
This decomposes into two equations in either case
S+ = sin θ∇2F+ − ρ2 cos θF ′+ , S′+ = ρ2(d− 1) cosec θF ′+ ,
S− = sinh θ∇2F− − ρ2 cosh θF ′− , S′− = ρ2(d− 1) cosech θF ′− ,
(B.14)
which may be satisfied, along with (B.13), by imposing
−∇2F (θ)± ± (d− 2)ρ2F (θ)± = δd(x, y) . (B.15)
This is identical to the equation for the scalar Green function for λ = d − 2 so that from
the above solutions we have (for R > 0 the result is essentially given in [42])
F (θ)+ = ρ
d−2 Γ(d− 2)
(4π)
1
2
dΓ( 12d)
F (d− 2, 1; 12d;w) , F (θ)− =
ρd−2
(d− 2)Sd
1
(sinh θ)d−2
. (B.16)
The gauge dependent part in (B.11) can be found by solving, in the positive curvature
case,
1
ρ
∇2H+←−∂α = (1− ξ)S+yˆα + 2ρ2 sin θF+yˆα , (B.17)
with a similar equation if R < 0, although knowing H is unnecessary to obtain (10.12)
when in addition we use F (2, 1; 2;w) = (1− w)−1.
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Appendix C. Calculation of Norms and Spherical Harmonics
The calculation of the norms of the basis states defined in (12.17) or (12.34) for the
scalar or vector representations follows from computing the action of Lˆ−i on these states.
In the standard fashion we use the basic commutator [Lˆ−i, Lˆ+j] = 2δijHˆ − 2Lˆij , as well
as those involving Hˆ, Lˆij with Lˆ+j , until they act on the lowest weight state and we may
use (12.15) or (12.32). For the scalar case, with the aid of,
[Lˆ−i, Kˆ+] = 4Lˆ+i(Hˆ − µ+ 1)− 2Lˆ+jLˆij , µ = 12 (d− 1) , (C.1)
we find
Lˆ−i|n ℓ, C〉 = 4n(λ− µ+ n) Lˆ+i|n−1 ℓ, C〉+ 2ℓ(λ+ 2n+ ℓ− 1)|n ℓ−1, C−i〉
= 4n(λ− µ+ n) |n−1 ℓ+1, C+i〉
+
2ℓ
µ+ ℓ− 1(λ+ n+ ℓ− 1)(µ+ n+ ℓ− 1) |n ℓ−1, C
−
i〉 ,
(C.2)
after using (12.22). With the scalar products in (12.18) and using the hermeticity condi-
tions (12.7) with (C.2) and (12.22) again we have
〈n−1 ℓ+1, C′|Lˆ−i|n ℓ, C〉 = 4n(λ− µ+ n)Nn−1 ℓ+1 C′ · C+i = ℓ+ 1
2(µ+ ℓ)
Nnℓ C′−i · C , (C.3)
where
C′ · C+i = C′−i · C = C′ii1...iℓCi1...iℓ . (C.4)
Hence (C.3) gives relation between Nn−1 ℓ+1 and Nnℓ. Similarly
〈n ℓ−1, C′|Lˆ−i|n ℓ, C〉 = 2ℓ
µ+ ℓ− 1(λ+ n+ ℓ− 1)(µ+ n+ ℓ− 1)Nn ℓ−1 C
′· C−i = Nnℓ C′+i· C ,
(C.5)
with C′ · C−i = C′+i · C in this case, relates Nn ℓ−1 and Nnℓ. Solving the recurrence relations
given by (C.3) and (C.5), with N00 = 1, then gives (12.19).
For the vector case the results may be obtained in an analogous fashion albeit the
expressions are more lengthy. For the states defined in (12.34) we have
Lˆ−i|n ℓ, Cˆ〉 = 4n(λ− µ+ n) Lˆ+i|n−1 ℓ, Cˆ〉+ 4n |n−1 ℓ+, Cˆi〉+ 2ℓ |n ℓ+, Cˆi〉
+ 2ℓ(λ+ 2n+ ℓ− 1) Kˆ+nLˆ+i1 . . . Lˆ+iℓ−1 |λ, k〉 Cˆki1...iℓ−1i
= 4n(λ− µ+ n) |n−1 ℓ+1, Cˆ+i〉
+
2(ℓ− 1)
µ+ ℓ− 1(λ+ n+ ℓ− 1)(µ+ n+ ℓ− 1) |n ℓ−1, Cˆ
−
i〉 ,
+
2
d+ ℓ− 3
(
2n(λ+ µ+ n+ ℓ− 2)|n−1 ℓ+, Cˆi〉
− (2(λ+ n− 1)(µ+ n− 1) + ℓ(λ+ 2n− 1))|n ℓ−, Cˆi〉
)
,
(C.6)
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and
Lˆ−i|n ℓ+, C〉 = 4n(λ− µ+ n+ 1) Lˆ+i|n−1 ℓ+, C〉+ 2ℓ(λ+ 2n+ ℓ)|n ℓ−1+, C−i〉
+ 2(λ− d+ 2) Kˆ+nLˆ+i1 . . . Lˆ+iℓ |λ, i〉 Ci1...iℓ
= 4n(λ− µ+ n+ 1) |n−1 ℓ+1+, C+i〉
+
2ℓ
µ+ ℓ− 1(λ+ n+ ℓ)(µ+ n+ ℓ− 1) |n ℓ−1+, C
−
i〉 ,
+ 2(λ− d+ 2)(|n ℓ+1−, C+i〉 − ℓ |n ℓ, Ci〉)
+
ℓ(λ− d+ 2)
(µ+ ℓ− 1)(d+ ℓ− 4)
(
2(µ+ ℓ− 2)|n ℓ−1+, C−i〉
− (ℓ− 1)|n+1 ℓ−1−, C−i〉
)
,
(C.7)
and also
Lˆ−i|n ℓ−, C〉 = 4n(λ− µ+ n) Lˆ+i|n−1 ℓ−, C〉+ 2(ℓ− 1)(λ+ 2n+ ℓ− 1)|n ℓ−1−, C−i〉
− 4n Kˆ+n−1Lˆ+i1 . . . Lˆ+iℓ |λ, i〉 Ci1...iℓ + 4n |n−1 ℓ−1+, C−i〉
= 4n(λ− µ+ n) |n−1 ℓ+1−, C+i〉+ 4n(λ− µ+ n+ ℓ) |n−1 ℓ, Ci〉
+
2(ℓ− 1)
µ+ ℓ− 1(λ+ n+ ℓ− 1)(µ+ n+ ℓ− 1) |n ℓ−1−, C
−
i〉 , (C.8)
+
2n
(µ+ ℓ− 1)(d+ ℓ− 4)
(
(ℓ− 1)(λ− µ+ n+ ℓ)|n ℓ−1−, C−i〉
+ (d− 3)(λ+ µ+ n+ 2ℓ− 3)|n−1 ℓ−1+, C−i〉
)
.
With these formulae we may find the norms of the basis vectors defined in (12.36) and
(12.37) by following the same procedure as in the spinless case. First for Nˆnℓ we obtain
〈n−1 ℓ+1, Cˆ′|Lˆ−i|n ℓ, Cˆ〉 = 4n(λ− µ+ n) Nˆn−1 ℓ+1 Cˆ′ · Cˆ+i = ℓ
2(µ+ ℓ)
Nˆnℓ Cˆ′−i · Cˆ , (C.9)
and
〈n ℓ−1, Cˆ′|Lˆ−i|n ℓ, Cˆ〉 = 2(ℓ− 1)
µ+ ℓ− 1(λ+ n+ ℓ− 1)(µ+ n+ ℓ− 1) Nˆn ℓ−1 Cˆ
′· Cˆ−i = Nˆnℓ Cˆ′+i· Cˆ ,
(C.10)
by using (C.6) and (12.41). In (C.9) we have the relation
Cˆ′ · Cˆ+i = ℓ
ℓ+ 1
Cˆ′−i · C = Cˆ′ji1...iℓiCi1...iℓ , (C.11)
and similarly in (C.10) with ℓ → ℓ − 1. Thus Nˆnℓ obeys identical recurrence relations to
Nnℓ and (12.38) is obtained starting from Nˆ01 = 2(λ− 1).
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The 2× 2 matrix Nnℓ defined by (12.36) may now be obtained directly with the aid
algebraic relations expressing each element in terms of Nˆnℓ. Using (C.8) and (C.7) we may
find, with an obvious notation for the components of Nnℓ,
〈n ℓ, Cˆ|Lˆ−i|n+1 ℓ−, C〉 = 4(n+ 1)(λ− µ+ n+ ℓ+ 1) Nˆnℓ Cˆ · Ci
=
1
d+ ℓ− 3
(Nnℓ+− −Nnℓ−−) Cˆi · C ,
〈n ℓ, Cˆ|Lˆ−i|n ℓ+, C〉 = − 2ℓ(λ− d+ 2) Nˆn ℓ Cˆ · Ci
=
1
d+ ℓ− 3
(Nnℓ++ −Nnℓ−+) Cˆi · C ,
(C.12)
where
Cˆi · C = −ℓ Cˆ · Ci = Cˆii1...iℓCi1...iℓ . (C.13)
Furthermore we have using (C.6)
〈n ℓ+, C|Lˆ−i|n+1 ℓ, Cˆ〉 = 0
=
2
d+ ℓ− 3
(
2(n+ 1)(λ+ µ+ n+ ℓ− 1)Nnℓ++
− (2(λ+ n)(µ+ n) + ℓ(λ+ 2n+ 1))Nnℓ+−
)
C· Cˆi .
(C.14)
Although a further relation may be obtained by considering 〈n+1 ℓ−, C|Lˆ−i|n+1 ℓ, Cˆ〉
(C.12) with (C.13) and (C.14), since Nnℓ−+ = Nnℓ+−, are sufficient to determine N nℓ.
Writing
Nnℓ = 24n+ℓ+1n!(ℓ− 1)!(λ+ 1)n+ℓ−1(µ+ ℓ)n(λ+ 1− µ)n
(
a b
b c
)
, (C.15)
we then find
a = 4(n+ 1)
(
(λ− µ)(λ+ ℓ− 1)(µ+ ℓ− 1) + (n+ 1)((λ− 1)(µ− 1) + ℓ(λ− µ))) ,
b = 2(n+ 1)ℓ(λ+ µ+ n+ ℓ− 1)(λ− d+ 2) , (C.16)
c = ℓ
(
2(λ+ n)(µ+ n) + ℓ(λ+ 2n+ 1)
)
(λ− d+ 2) .
The result for Nn+ in (12.38) may be obtained by the result for Nnℓ++ given by (C.15)
and (C.16) by setting ℓ = 0. Since we require an expression for Nnℓ−1 it is useful to note
that
det
(
a b
b c
)
= 4(n+1)ℓ(λ−1)(λ+n+ℓ)(µ+n+ℓ)(λ−µ+n+1)(d+ℓ−3)(λ−d+2) , (C.17)
which for a unitary representation must of course be positive.
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We also summarise the essential results for the spherical harmonics defined as in
(12.26) by Y Iℓ (ξ) = CIi1...iℓξi1 . . . ξiℓ with CI a basis of symmetric traceless tensors of rank
ℓ so that
∑
I 1 = (d− 2)ℓ−1(d− 3 + 2ℓ)/ℓ! . Using
∫
Sd−2
dv ξi1 . . . ξi2ℓ =
(2ℓ)!
22ℓℓ!(µ)ℓ
Sd−1 δ(i1i2 . . . δi2ℓ−1i2ℓ) , (C.18)
and (12.20) we have ∫
Sd−2
dv Y I
′
ℓ (ξ)Y
I
ℓ (ξ) =
ℓ!
2ℓ(µ)ℓ
Sd−1 δI′I . (C.19)
Furthermore we have
∑
I
Y Iℓ (ξ1)Y
I
ℓ (ξ2) =
ℓ!
2ℓ(µ− 1)ℓ C
µ−1
ℓ (ξ1 · ξ2) , Cµ−1ℓ (1) =
(d− 3)ℓ
ℓ!
, (C.20)
with Cµ−1ℓ a Gegenbauer polynomial.
Appendix D. Results for Free Massive Scalar Fields
Forte and Latorre [10] have discussed the case of free massive scalar fields on a space
of constant negative curvature. We here re-examine this case, which despite being a free
field theory is non trivial, in the light of the main discussion in this paper.
For φ a free scalar field satisfying (∆ +m2)φ = 0 then if
m2 = (λφ − 12d)(λφ − 12d+ 1)ρ2 , (D.1)
the basic φ two point function isGλφ(θ). For such free massive fields the energy momentum
tensor may still be taken to be given by (10.1) but this is no longer traceless giving
Θ = −m2φ2 . (D.2)
In terms of the general formalism set up earlier m2 may be regarded as a coupling with
the associated operator Om2 = 12φ2 and βm
2
= −2m2.
In order to determine the spectral representation for φ2 in this case we make use of
F (λ1, µ;λ1 + 1− µ; e−2θ)F (λ2, µ;λ2 + 1− µ; e−2θ)
=
∑
n=0
Bλ1λ2,ne
−2nθF (λ1 + λ2 + 2n, µ;λ1 + λ2 + 1− µ+ 2n; e−2θ) , (D.3)
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where, in a similar fashion to (13.32),
Bλ1λ2,n =
(λ1)n(λ2)n
(λ1 + 1− µ)n(λ2 + 1− µ)n
(µ)n(λ1 + λ2 + 1− 2µ+ n)n
n!(λ1 + λ2 + n− µ)n . (D.4)
For d = 3, Bλ1λ2,n = 1, when (D.3) is easily checked. For the free field φ we therefore have
〈φ2(x)φ2(y)〉 = 2Gλφ(θ)2 =
∫ ∞
2λφ
dλ ρφ2(λ)Gλ(θ) , (D.5)
where from (D.3)
ρφ2(λ) =
ρd−2
πµ
Γ(λφ)
2
Γ(λφ + 1− µ)2
∑
n=0
Γ(2λφ + 2n+ 1− µ)
Γ(2λφ + 2n)
Bλφλφ,nδ(λ− 2λφ − 2n) . (D.6)
Asymptotically ρφ2(λ) ∼ 2(d− 1)ρ( 12ρλ)d−3/Γ(d)Sd. Using the relation (13.25) we have
ρ0(λ) =
m4Sd
ρ4(d− 1)2(λ+ 1)2(λ− d)2 ρφ2(λ) −→m2→0 ρ
d−2 1
2d−1(d− 1)2(d+ 1) δ(λ− d) , (D.7)
where the limit m2 → 0 may be taken either by λφ → 12d or λφ → 12d − 1 in (D.1).
Comparing with (13.28) the result for C0 is in agreement with (13.33) where CT is given
by (10.6).
For general d, Gλ(θ) may be separated, by using standard hypergeometric identities,
into two pieces one of which contains terms of the form θ−d+2+2n, n = 0, 1, 2, . . ., and the
other which is analytic in θ. Discarding the former we may easily obtain using (10.1)
〈φ2〉 = ρ
d−2
(4π)
1
2
d
Γ(1− 12d)
Γ(λφ)
Γ(λφ + 2− d) , 〈Tµν〉 = −
1
d
m2gµν〈φ2〉 . (D.8)
The result for 〈Tµν〉 is of course as expected from (D.2). With the expression in (D.8) for
〈φ2〉 we have, noting that ψ(x) = Γ′(x)/Γ(x),
−2 ∂
∂m2
〈φ2〉 = − 〈φ2〉 ψ(λφ)− ψ(λφ + 2− d)
(λφ − µ)ρ2
=
∫
ddy
√
g 〈φ2(x)φ2(y)〉 =
∫ ∞
2λφ
dλ ρφ2(λ)
1
λ(λ− d+ 1)ρ2 .
(D.9)
The representation in terms of ρφ2 may be verified directly for d = 3 and is convergent for
d < 4 when it demonstrates ∂〈φ2〉/∂m2 < 0. For d = 2 (D.9) gives
ρ2
∫
d2y
√
g 〈φ2(x)φ2(y)〉 = 1
2π
ψ′(λφ)
λφ − 12
=
∫ ∞
2λφ
dλ ρφ2(λ)
1
λ(λ− 1) . (D.10)
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As expected the one point functions in (D.8) are divergent when d = 2, 4. Subtracting
the poles at d = 2, 4 as usual we have
2π〈φ2〉reg
∣∣
d=2
= − ln ρ
µ
− ψ(λφ)− r ,
8π2〈φ2〉reg
∣∣
d=4
= m2
(
ln
ρ
µ
+ ψ(λφ − 1) + r
)
+ ρ2s ,
(D.11)
where µ is a regularisation scale and r, which may be absorbed into the definition of µ,
and s are arbitrary parameters reflecting the precise choice of renormalisation scheme (to
obtain the result for d = 4 it is essential to subtract a pole term ∝ m2/ε, ε = 4− d, where
m2 is given by (D.1) including O(ε) terms). The ln ρ/µ terms reflect the mixing of the
operator φ2 with 1, m21 for d = 2, 4 respectively. By using (2.30) we may obtain ∂C/∂m2
in terms of 〈φ2〉reg and integrating this gives
gµν〈Tµν〉 = − Cρd = −m2〈φ2〉reg +A ,
2πA∣∣
d=2
= − 12m2 − 16cρ2 , 2π2A
∣∣
d=4
= 12m
4 − 3aρ4 . (D.12)
The free parameters r, for d = 2, and r, s, for d = 4, correspond to the potential freedom
of adding to the action terms of the form
∫
d2x
√
gm2 and
∫
d4x
√
gm4,
∫
d4x
√
gm2R
respectively. The undetermined integration constants c, a in (D.12), which are independent
of m2, cannot be so modified and are therefore renormalisation scheme independent. The
ln ρ/µ terms demonstrate the mixing of Tµν with gµνm
2, gµνm
4 for d = 2, 4 (even for free
theories and defining the energy momentum tensor through normal ordering for instance
there are such terms if the mass used to define normal ordering is varied from the physical
m).
Forte and Latorre effectively choose r, s, as well as µ, by imposing the natural de-
coupling condition that 〈Tµν〉, and also 〈φ2〉, should vanish as m2 → ∞.16 This further
determines the integration constants c, a. With Cˆ defined by (14.15) and using the expan-
sion of ψ(x) for large x, the decoupling condition leads to
CˆFL
∣∣
d=2
=
m2
ρ2
2π〈φ2〉FL + 1
6
= −m
2
ρ2
(
ψ(λφ)− ln m
ρ
− 1
6
ρ2
m2
)
⇒ c = 1 , (D.13)
for d = 2 and for d = 4
CˆFL
∣∣
d=4
=
m2
ρ4
2π2〈φ2〉FL + 1
120
=
m4
4ρ4
(
ψ(λφ − 1)− ln m
ρ
− 1
6
ρ2
m2
+
1
30
ρ4
m4
)
⇒ a = 1
360
.
(D.14)
16 However for d = 3 where there are no ambiguities 4π〈φ2〉 = −(m2 + 1
4
ρ2)
1
2 for R < 0 and
4π〈φ2〉 = −( 1
4
ρ2 −m2)
1
2 cotπ
√
1
4
−m2/ρ2 if R > 0.
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These results for c, a determine C in the conformal limit m2 → 0 and are just as expected
for free scalar theories in 2, 4 dimensions. This prescription also ensures that A is indepen-
dent of m2, in contrast to (D.12). Both results for CˆFL decrease monotonically to zero as
m2 increases from 0 to ∞.17 For d = 2 the result for the m2 derivative can be expressed,
in agreement with (14.16) and (14.17), as
−2m2 ∂
∂m2
CˆFL = −2CˆFL + G0 , (D.15)
where explicitly
G0 = m
4
ρ4
ψ′(λφ)
λφ − 12
− m
2
ρ2
+
1
3
= 4
∫ ∞
2λφ
dλ ρ0(λ)
1
λ(λ− 1) . (D.16)
The λ integral, with ρ0 given by (D.7), (D.6) and (D.4) for d = 2, may be verified numer-
ically and in special cases analytically. G0 is equal to 2πρ−2m4
∫
d2y
√
g〈φ2(x)φ2(y)〉 with
the O(m2) and O(1) terms at large m2 subtracted. For d = 4 the corresponding result is
again in accord with the general expression given by (14.16) and (14.17),
−2m2 ∂
∂m2
CˆFL = −4CˆFL + G0 , (D.17)
if we now take
G0 = 1
4
(
−m
6
ρ6
ψ′(λφ − 1)
λφ − 32
+
m4
ρ4
− 1
3
m2
ρ2
+
2
15
)
= 144
1
ρ2
∫ ∞
2λφ
dλ ρ0(λ)
1
λ(λ− 3)−
1
15
. (D.18)
The additional constant present in (D.18) in the expression for G0 beyond that given
by (13.26) in terms of the integral over ρ0(λ) is necessary since the right hand sides of
(D.15),(D.17) should vanish as m2 → 0 while the integral in this limit is restricted to
λ = d, according to (D.7), and is determined by C0 ∝ CT ∝ c while in four dimensions
CˆFL ∝ a. From (13.26) and (D.7) we would have G0|m2=0 = d/(2d−1(d+ 1)).
17 For R > 0 a similar approach gives for d = 2, 4π〈φ2〉 = lnm2/ρ2 − ψ(α+) − ψ(α−)
and for d = 4, 16π2〈φ2〉 = m2(− lnm2/ρ2 + 1
3
ρ2/m2 + ψ(α+) + ψ(α−)) where in both cases
α± =
1
2
±
√
1
4
−m2/ρ2. By integrating (2.30) with the boundary condition that Cˆ vanishes as
m2 → ∞ we get for d = 2, Cˆ = m22π〈φ2〉/ρ2 − 1
6
and for d = 4, Cˆ = m22π2〈φ2〉/ρ4 + 1
120
. The
integration constants are just those expected from the trace anomaly. When d = 2 Cˆ decreases
monotonically with increasingm2, despite the sign of the anomaly in this case, as a consequence of
the result 4π〈φ2〉 ∼ ρ2/m2 as m2 → 0 with the singularity arising from the existence of constant
normalisable zero modes for −∇2 on a sphere. When d = 4 Cˆ changes sign at m2 ≈ 0.2ρ2 before
tending to zero.
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