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Abstract
We consider the multidimensional Monge-Kantorovich transport problem in an abstract setting. Our
main results state that if a cost function and marginal measures are invariant by a family of transfor-
mations, then a solution of the Kantorovich relaxation problem and a solution of its dual can be chosen
so that they are invariant under the same family of transformations. This provides a new tool to study
and analyze the support of optimal transport plans and consequently to scrutinize the Monge problem.
Birkhoff’s Ergodic theorem is an essential tool in our analysis.
1 Introduction
We consider the Monge-Kantorovich transport problem for Borel probability measures µ1, µ2, ..., µn on Polish
spaces X1, X2, ..., Xn. The cost function c : X1×X2× ...×Xn → [0,∞] is Borel measurable. Π(µ1, ..., µn) is
the set of Borel probability measures on X1×X2×...×Xn which haveXi-marginal µi for each i ∈ {1, 2, ..., n}.
The transport cost associated to a transport plan pi ∈ Π(µ1, ..., µn) is given by
Ic(pi) =
∫
X1×X2×...×Xn
c(x1, ..., xn) dpi.
We consider the Monge-Kantrovich transport problem,
inf{Ic(pi);pi ∈ Π(µ1, ..., µn)}. (MK)
The dual formulation of (MK) takes the following aspect [1].
Theorem 1.1 Assume that X1, X2, ..., Xn are Polish spaces equipped with probability measures µ1, µ2, ..., µn,
that c : X1 × X2 × ... × Xn → [0,∞] is Borel measurable and ⊗
n
i=1µi-a.e. finite and that there exists a
finite transport plan. Then there exist a Borel measurable dual maximizer (ϕ1, ϕ2, ..., ϕn), i.e. functions
ϕi : Xi → [−∞,∞) satisfying c(x1, ..., xn) ≥
∑n
i=1 ϕi(xi) for all (x1, ..., xn) ∈ X1 ×X2 × ...×Xn such that
inf
γ∈Π(µ1,...,µn)
∫
X1×X2×...×Xn
c(x1, ..., xn) dγ =
n∑
i=1
∫
Xi
ϕi(xi) dµi
Indeed, the authors in [1] proved the latter theorem for the two marginal case. The multi marginal case
follows by the same argument and since it does not require new ideas we do not elaborate. By virtue of the
above theorem, (MK) is dual to the following problem.
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sup
{ n∑
i=1
∫
Xi
ϕi(xi) dµi; (ϕ1, ..., ϕn) ∈ Kc
}
, (DK)
where Kc is the set of (ϕ1, ϕ2, ..., ϕn), such that functions ϕi : Xi → [−∞,∞) are Borel measurable and
c(x1, ..., xn) ≥
∑n
i=1 ϕi(xi) for all (x1, ..., xn) ∈ X1 ×X2 × ...×Xn.
Let (X,Σ, µ) be a measure space. A map T : X → X is said to be a µ-measure preserving transformation
if T#µ = µ, i.e.,
∀f ∈ L1(µ), f ◦ T ∈ L1(µ)&
∫
X
f(x) dµ =
∫
X
f(Tx) dµ,
where L1(µ) is the set of integrable functions on X.We also have the following definition for periodic maps.
Definition 1.2 A map T : X → X is called periodic of order m if Tm, the m-th iterate of T , is the identity
map i.e. Tm(x) = x for every x ∈ X. We also say that a map T : X → X is periodic if there exists a positive
integer m such that T is periodic of order m. The smallest such value of m is called the period of T.
If the cost function and the marginal measures are invariant by a family of measure preserving transfor-
mations, then one expect the optimal mass transport problem (MK) and its dual (DK) to possess solutions
that are invariant under the same transformations. Let us first state our main results for the invariance
properties of (DK).
Theorem 1.3 Let X1, X2, ..., Xn be Polish spaces equipped with probability measures µ1, µ2, ..., µn, and c :
X1 ×X2× ...×Xn → [0,∞] be Borel measurable and ⊗
n
i=1µi-a.e. finite. We also assume that there exists a
finite transport plan, and that the dual problem (DK) has a solution (ϕ1, ..., ϕn) such that ϕj ∈ L
1(µj) for
all j ∈ {1, ..., n}. The following assertion hold:
Assume that Rj : Xj → Xj is a µj-measure preserving map for every j ∈ {1, ..., n}. If
c(x1, x2, ..., xn) = c(R1x1, R2x2, ..., Rnxn), ∀(x1, ..., xn) ∈ X1 ×X2 × ...×Xn,
then (DK) has a solution (ψ1, ..., ψn) such that ψj = ψj ◦Rj , µj-a.e. on Xj with
ψj ∈ L
1(µj) & ψj(xj) = inf
{
c(x1, x2, ..., xn)−
n∑
i=1,i6=j
ψi(xi);xi ∈ Xi& i 6= j
}
, (1)
for every j ∈ {1, ..., n}.
Moreover, if R1, R2, ..., Rn are periodic -not necessary with the same period- then ψj = ψj ◦ Rj on
entire Xj .
In case where X1 = X2 = ... = Xn, we have the following result.
Theorem 1.4 Let X be a Polish space, µ1, ..., µn be n Borel probability measures on X, and c : X
n → [0,∞]
be Borel measurable and ⊗ni=1µi-a.e. finite. Let σ : X
n → Xn be a permutation defined by σ(x1, ..., xn) =
(x2, ..., xn, x1). We also assume that there exists a finite transport plan, and that the dual problem (DK) has
a solution (ϕ1, ..., ϕn) such that ϕj ∈ L
1(µ) for all j ∈ {1, ..., n}. The following assertions hold:
i. Suppose that R : X → X is a periodic map of order n. If µj = (R
n+1−j)#µ1 for every 1 ≤ j ≤ n and
c(x1, x2, ..., xn) = c(σ(Rx1, Rx2, ..., Rxn)), ∀(x1, ..., xn) ∈ X
n,
then (DK) has a solution (ψ1, ..., ψn) satisfying (1) such that ψj = ψ1 ◦R
j−1 on X.
ii. Suppose that µj = µ1 for every 2 ≤ j ≤ n. Let {Rk}(1≤k≤l) be a finite sequence of µ1-measure preserving
maps on X such that
c(x1, x2, ..., xn) = c(Rkx1, Rkx2, ..., Rkxn), ∀(x1, ..., xn) ∈ X
n& ∀k ∈ {1, ..., l}.
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If c is invariant under the permutation σ and Ri ◦Rj = Rj ◦Ri for all i, j ∈ {1, ..., l}, then (DK) has
a solution (ψ1, ..., ψn) satisfying (1) such that
ψ1 = ψ2 = ... = ψn,
and ψ1 ◦Rk = ψ1, µ1-a.e. on X for every k ∈ {1, ..., l}.
Moreover, if R1, R2, ..., Rl are periodic -not necessary with the same period- then ψ1 ◦ Rk = ψ1 on
entire X.
Remark 1.5 The arguments presented in the proof of Theorems 1.3 and 1.4 are broad enough to capture
more invariance properties of the dual problem. We made an effort to state the above theorems for a general
setting. In specific cases one may be able to obtain more information about the dual problem. For instance,
part (ii) of Theorem 1.4 can be generalized to an infinite sequence of {Rk}(1≤k<∞) if solutions of the dual
problem are uniformly bounded in certain spaces.
If the dual problem has a unique solution then the aforementioned Theorems will be quite useful to
characterize it. Even though the existence of an optimal transport plan for the Monge-Kantorovich problem
holds under rather general hypotheses on the cost function and marginal measures, its uniqueness remains
an issue. In general, there are very limited cases that one can obtain uniqueness for (MK). However, the
dual problem seems to have a better chance to admit a unique solution even when solutions of the primal
problem (MK) fail to be unique. We have the following definition.
Definition 1.6 A Borel measure µ on Rd is said to have a regular support if there exits a connected open
set O in Rn so that µ(O) = 1 and µ(∂O) = 0 where ∂O stands for the boundary of O.
Here, we state the following uniqueness result for the dual problem.
Proposition 1.1 Let c : (Rd)n → R be differentiable and locally Lipschitz, and µ1, ..., µn be n probability
measures on Rd with bounded and regular supports. If each µi is absolutely continuous with respect to the
d-dimensional Lebesgue measure, Ld, and has a positive density on its support with respect to Ld, then (DK)
admits a unique solution (up to the addition of constants summing to 0 to each potential).
Similar uniqueness results for the problem (DK) can be found in [11, 5, 15]. However, for the convenience of
the reader we shall provide a proof in this paper. Finally, we shall show that an optimal plan can be chosen
so that it inherits the invariance properties of the cost function and the marginal measures.
Theorem 1.7 Let (X1, µ1), ..., (Xn, µn) be n Polish probability spaces, and c : X1 ×X2 × ...×Xn → [0,∞]
be a lower semi-continuous Borel measurable function. The following statements hold.
i. For each j ∈ {1, ..., n}, let Rj : Xj → Xj be a µj-measure preserving map. If
c(x1, x2, ..., xn) = c(R1x1, R2x2, ..., Rnxn), ∀(x1, ..., xn) ∈ X1 ×X2 × ...×Xn,
then (MK) has a solution γ¯ such that γ¯ = (R1, ..., Rn)#γ¯.
ii. Let X1 = ... = Xn = X and µ1 = ... = µn = µ. Let G be a set of µ-measure preserving maps on X
such that
c(x1, x2, ..., xn) = c(Ux1, Ux2, ..., Uxn), ∀(x1, ..., xn) ∈ X
n& ∀U ∈ G,
and, that U ◦ R = R ◦ U for all U,R ∈ G. If G is a countable set then (MK) has a solution γ¯ that is
invariant under G, i.e. γ¯ = (U, ..., U)#γ¯ for all U ∈ G.
The following result is an immediate consequence of the above theorem.
Corollary 1.8 Under the assumptions of part (ii) in Theorem 1.7, if the cost function c is invariant by
a permutation σ : Xn → Xn, i.e. c ◦ σ = c then (MK) has a solution γ¯ such that γ¯ = σ#γ¯, and
γ¯ = (U, ..., U)#γ¯ for all U ∈ G.
Furthermore, If X is a metric space and G equipped with the point-wise topology on X is separable then the
countability assumption on G is not required.
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Remark 1.9 By drawing a comparison between Theorems 1.4 and 1.7, it is evident that the primal problem
(MK) is more flexible than its dual (DK) when it comes to capturing invariance properties of the cost func-
tion and marginal measures. The reason falls under the fact that transport plans live in the set Π(µ1, ..., µn)
which is pre-compact for the weak topology. It allows one to analyze the limit points of optimal plans with
certain properties.
The literature on the theory and applications of optimal mass transportation is too vast to provide an ex-
haustive bibliography here, we refer to the books of Villani [20] and Rachev and Ru¨chendrof [19] and the
references therein.
The next section is devoted to the proof of Theorems 1.3 and 1.4. In section 3, by recalling the measure
isomorphism theorem we address the uniqueness issue for the dual problem. Section 4 is concerned with the
invariance properties of (MK) and the proof of Theorem 1.7. Applications to optimal mass transportation
problems arising in volume maximizing and also semi-classical Hohenberg-Kohn functionlas are discussed in
section 5.
2 Invariance properties of (DK)
This section is devoted to the proof of Theorems 1.3 and 1.4. We first recall the celebrated Ergodic theorem,
due to George David Birkhoff (1931).
Theorem 2.1 (Birkhoff’s Ergodic Theorem) Let T : X → X be a measure-preserving transformation
on a measure space (X,Σ, µ) and suppose f is a µ-integrable function, i.e. f ∈ L1(µ). Then the average
Am(f(x)) =
1
m
m−1∑
i=0
f(T ix),
converge a.e. on X (as m→∞) to an integrable function fˆ . Furthermore, fˆ is T -invariant, i.e. fˆ ◦ T = fˆ
holds almost everywhere, and if µ(X) is finite, then the normalization is the same,
∫
X
fˆ dµ =
∫
X
f dµ.
The above theorem is an essential tool in Ergodic theory to study the behavior of a dynamical system with
an invariant measure. We shall see that it is also surprisingly relevant and essential in the theory of optimal
mass transportation.
Proof of Theorem 1.3. For each j ∈ {1, ..., n}, define the average of ϕj under the the transformation Rj
as in Theorem 2.1,
Am(ϕj(x)) =
∑m−1
k=0 ϕj(R
k
jx)
m
.
It follows from Theorem 2.1 that Am(ϕj) converges µj-a.e. to an integrable function. Define
Φj(x) =
{
limm→∞Am
(
ϕj(x)
)
, provided this limit exists,
−∞, otherwise.
It follows that Φj must satisfy
Φj ◦Rj = Φj , µj − a.e. &
∫
Xj
Φj dµj =
∫
Xj
ϕj dµj . (2)
Denote by Φcj the c-conjugate of Φj defined by
Φcj(xj) = inf
{
c(x1, ..., xn)−
n∑
i=1,i6=j
Φi(xi); xi ∈ Xi& i 6= j
}
.
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Claim. For each j ∈ {1, ..., n}, Φcj satisfies the following properties:
a. Φj ≤ Φ
c
j on Xj .
b. Φcj ∈ L
1(µi).
c. Φcj = Φj , µj-a.e. on Xj.
Let us first prove the claim. Fix (x1, ..., xn) ∈ X˜ = X1 ×X2 × ... ×Xn such that limm→∞Am
(
ϕi(xi)
)
exist for every i. We have,
c(x1, ..., xn)−
n∑
i=1,i6=j
Φi(xi) = c(x1, ..., xn)− lim
m→∞
n∑
i=1,i6=j
∑m
k=0 ϕi(R
k
i xi)
m
= lim
m→∞
m∑
k=0
c(Rk1x1, ..., R
k
nxn)−
∑n
i=1,i6=j ϕi(R
k
i xi)
m
≥ lim
m→∞
∑m
k=0 ϕj(R
k
i xj)
m
= Φj(xj),
and therefore
c(x1, ..., xn) ≥
n∑
i=1
Φi(xi).
Note also that the latter inequality still holds if limm→∞Am
(
ϕi(xi)
)
does not exist for some i, (since the
right hand side will be −∞). It then follows that Φj ≤ Φ
c
j . To prove part (b), note that
Φj(xj) ≤ Φ
c
j(xj) ≤ c(x1, ..., xn)−
n∑
i=1,i6=j
Φi(xi), ∀(x1, ..., xn) ∈ X˜.
and therefore
|Φcj(xj)| ≤ c(x1, ..., xn) +
n∑
i=1
|Φi(xi)|, ∀(x1, ..., xn) ∈ X˜.
By Birkhoff’s Ergodic theorem each Φi is integrable and by the assumption there exists a finite transport
plan from which the integrability of Φcj follows. To prove part (c), we first note that
Φcj(xj) +
n∑
i=1,i6=j
Φi(xi) ≤ c(x1, x2, ..., xn), ∀(x1, ..., xn) ∈ X˜.
It follows from part (a) of the claim and (2) that
∫
Xj
Φcj(xj) dµj +
n∑
i=1,i6=j
∫
Xi
Φi(xi) dµi ≥
n∑
i=1
∫
Xi
Φi(xi) dµi =
n∑
i=1
∫
Xi
ϕi(xi) dµi.
The optimality of (ϕ1, ..., ϕn) implies that the inequality in the latter expression is in fact an equality.
Therefore,
∫
Xj
Φcj(xj) dµj =
∫
Xj
Φj(xj) dµj from which together with the fact that Φ
c
j ≤ Φj we obtain
Φcj = Φj , µj-a.e. on Xj. This also implies that Φ
c
j ◦ Rj = Φ
c
j , µj-a.e. on Xj as the same property holds by
Φj .
Note that (Φ1, ...,Φn) satisfies the required invariance property. It also satisfies the c-concavity condition (1)
up to a null set as Φcj = Φj , µj-a.e. on Xj . Following an idea in [10, 18], we shall now show that (Φ1, ...,Φn)
can be replaced by an n-tuple (ψ1, ..., ψn) satisfying (1) on the whole X˜.
It follows from the definition of Φcj that,
n∑
i=1
Φci (xi) + (n− 1)
n∑
i=1
Φi(xi) ≤ nc(x1, x2, ..., xn), ∀(x1, x2, ..., xn) ∈ X˜.
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Setting
Vi(xi) =
ΦCi (xi) + (n− 1)Φi(xi)
n
, xi ∈ Xi,
the latter inequality yields that
n∑
i=1
Vi(xi) ≤ c(x1, ..., xn), ∀(x1, x2, ..., xn) ∈ X˜.
It also follows from the above claim that Φj ≤ Vj ≤ Φ
c
j on Xj and Vj ◦Rj = Vj , µj-a.e. on Xj . Let now
ψ1(x) = sup
{
w(x); Φ1 ≤ w ≤ Φ
c
1&w(x1) +
n∑
i=2
Vi(xi) ≤ c(x1, ..., xn), ∀(x1, x2, ..., xn) ∈ X˜
}
.
By induction for each 1 < k < n define,
ψk(x) = sup
{
w(x); Φk ≤ w ≤ Φ
c
k &
k−1∑
i=1
ψi(xi) + w(xk) +
n∑
i=k+1
Vi(xi) ≤ c(x1, ..., xn), on X˜
}
,
and finally we define
ψn(x) = sup
{
w(x); Φn ≤ w ≤ Φ
c
n&
n−1∑
i=1
ψi(xi) + w(xn) ≤ c(x1, ..., xn), on X˜
}
.
Note that each ψj is measurable with respect to the µj−completion of the Borel σ−algebra on Xj . Indeed,
the measurability follows from the inequalities Φj ≤ ψj ≤ Φ
c
j and the fact that Φj = Φ
c
j , µj−a.e.
It follows from the definition of ψj that,
Φcj ≥ ψj ≥ Vj ≥ Φj , (3)
and,
n∑
i=1
ψi(xi) ≤ c(x1, x2, ..., xn), ∀(x1, x2, ..., xn) ∈ X. (4)
Consider now the functions,
ψ¯j(xj) = inf
{
c(x1, x2, ..., xn)−
n∑
i=1,i6=j
ψi(xi); xi ∈ Xi& i 6= j
}
. (5)
It follows from (4) that ψ¯j ≥ ψj . It also follows from (3) that
ψ¯j(xj) ≤ inf
{
c(x1, ..., xn)−
n∑
i=1,i6=j
Φi(xi); xi ∈ Xi& i 6= j
}
= Φcj(xj),
and therefore,
Φcj ≥ ψ¯j ≥ ψj ≥ Φj. (6)
It then follows from (5), (6) and the maximality of ψj that ψ¯j = ψj for all j ∈ {1, ..., n}. Therefore, one
obtains
ψj(xj) = inf
{
c(x1, x2, ..., xn)−
n∑
i=1,i6=j
ψi(xi); xi ∈ Xi& i 6= j
}
.
6
To complete the proof we will show that (ψ1, ψ2, ..., ψn) is a solution of (DK). The inequality relation in (6)
together with the integral equality given in (2) yield that
n∑
i=1
∫
Xi
ψi(xi) dµi ≥
n∑
i=1
∫
Xi
Φi(xi) dµi =
n∑
i=1
∫
Xi
ϕi(xi) dµi,
and therefore, the optimality of (ϕ1, ϕ2, ..., ϕn) implies that
n∑
i=1
∫
Xi
ψi(xi) dµi =
n∑
i=1
∫
Xi
ϕi(xi) dµi.
This completes the proof of part (i) for possibly non-periodic maps R1, ..., Rn. Now assume that R1, ..., Rn
are periodic. There exist positive integers m1, ...,mn such that R
mj
j is the identity map on Xj for each
j ∈ {1, ..., n}. Define Φj to be
Φj(x) =
∑mj−1
k=0 ϕj(R
k
j x)
mj
, ∀x ∈ Xj.
Note that Φj = Φj ◦Rj on entire Xj. One can now deduce that Φ
c
j = Φ
c
j ◦Rj on entire Xj . In fact,
Φcj(xj) = inf{c(x1, x2, ..., xn)−
n∑
i=1,i6=j
Φi(xi); xi ∈ Xi& i 6= j}
= inf{c(R1x1, R2x2, ..., Rnxn)−
n∑
i=1,i6=j
Φi(Rixi); xi ∈ Xi& i 6= j}
= Φcj(Rjxj), (Rj is surjective as R
mj
j = Id).
The rest of the proof goes in the same lines as in the previous case. 
For the case where X1 = ... = Xn = X one can hope for more invariance properties as stated in Theorem
1.4. We shall now proceed with the proof of this Theorem.
Proof of Theorem 1.4. Define,
Φ(x) =
∑n
k=1 ϕk(R
n−kx)
n
,
and Φi(x) = Φ(R
ix) for i ∈ {1, ..., n}. It can be easily deduced that
∫
X
Φi(x) dµi =
1
n
n∑
k=1
∫
X
ϕk(x) dµk (7)
for each i ∈ {1, ..., n}. Denote by Φc1 the c-conjugate of Φ1 defined by
Φc1(x1) = inf
{
c(x1, x2, ..., xn)−
n∑
i=2
Φi(xi);x2, ..., xn ∈ X
}
.
Setting
V (x) =
Φc1(x) + (n− 1)Φ1(x)
n
,
it follows from the above expression that
n∑
i=1
V (Ri−1xi) ≤ c(x1, ..., xn), ∀(x1, x2, ..., xn) ∈ X
n.
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We also have that Φ1 ≤ Φ
c
1. In fact,
c(x1, ..., xn)−
n∑
i=2
Φi(xi) = c(x1, ..., xn)−
n∑
i=2
Φ(Rixi)
= c(x1, ..., xn)−
∑n
i=2
∑n
k=1 ϕk(R
n−kRixi)
n
= c(x1, ..., xn)−
∑n
i=2
∑n
j=1 ϕn+i−j(R
jxi)
n
,
(
ϕn+k = ϕk, ∀k ∈ N
)
,
=
n∑
j=1
c
(
σj(Rjx1, ..., R
jxn)
)
−
∑n
i=2 ϕn+i−j(R
jxi)
n
≥
∑n
j=1 ϕn+1−j(R
jx1)
n
=
∑n
k=1 ϕk(R
n+1−kx1)
n
= Φ1(x1)
from which one has Φ1 ≤ Φ
c
1 . It follows that Φ
c
1(x) ≥ V (x) ≥ Φ1(x) for every x ∈ X. Let now
ψ(x) = sup
{
w(x); Φ1 ≤ w ≤ Φ
c
1&
n∑
i=1
w(Ri−1xi) ≤ c(x1, ..., xn), ∀(x1, x2, ..., xn) ∈ X
n
}
.
Consider now the function,
ψ¯(x1) = sup
{
c(x1, x2, ..., xn)−
n∑
i=2
ψ(Ri−1xi); xi ∈ X & i 6= j
}
.
It follows that ψ¯ ≥ ψ. Set w(x) = ψ¯(x)+(n−1)ψ(x)
n
and note that w ≥ ψ. One can easily check that
Φc1 ≥ w ≥ Φ1 &
n∑
i=1
w(Ri−1xi) ≤ c(x1, ..., xn) on X
n.
By the maximality of ψ we have that ψ = w and therefore ψ¯ = ψ. We now show that (ψ, ψ ◦R, ..., ψ ◦Rn−1)
is a solution of (DK). Since Φ1 ≤ ψ we have that Φi ≤ ψ ◦R
i−1 from which we obtain
n∑
i=1
∫
X
Φi(x) dµi ≤
n∑
i=1
∫
X
ψ(Ri−1x) dµi. (8)
On the other hand by (7) we have that
∑n
i=1
∫
X
Φi(x) dµi =
∑n
i=1
∫
X
ϕi(x) dµi and therefore it follows from
(8) that
n∑
i=1
∫
X
ϕi(x) dµi ≤
n∑
i=1
∫
X
ψ(Ri−1x) dµi.
This together with the optimality of (ϕ1, ..., ϕn) completes the proof of part (i).
Proof of part (ii). By assuming R to be the identity map in part (i), it follows that a solution (ϕ1, ..., ϕn)
of (DK) can be chosen in such a way that ϕj = ϕ1 for all j ∈ {1, ..., n}. Define the average of ϕ1 under the
the transformation R1 as in Theorem 2.1,
Am(ϕ1(x)) =
∑m−1
k=0 ϕ1(R
k
1x)
m
.
It follows from Theorem 2.1 that Am(ϕj) converges µ-a.e. to an integrable function Φ1 satisfying
Φ1 ◦R1 = Φ1, µ− a.e. &
∫
X
Φ1 dµ1 =
∫
X
ϕ1 dµ,
8
where Φ1 is defined to be −∞ at points where Am(ϕj) does not converge. Note also that
n∑
i=1
Am(ϕ1(xi)) =
∑m−1
k=0
∑n
i=1 ϕ1(R
k
1xi)
m
≤
∑m−1
k=0 c(R
k
1x1, ..., R
k
1xi)
m
= c(x1, ..., xn),
from which we obtain
n∑
i=1
Φ1(xi) ≤ c(x1, ..., xn), ∀(x1, ..., xn) ∈ X
n. (9)
We now define the average of Φ1 under the the transformation R2,
Am(Φ1(x)) =
∑m−1
k=0 Φ1(R
k
2x)
m
. (10)
By making use of Theorem 2.1 again, it follows that Am(Φ1) converges µ-a.e. to an integrable function Φ2
satisfying
Φ2 ◦R2 = Φ2, µ− a.e. &
∫
X
Φ2 dµ =
∫
X
Φ1 dµ,
and Φ2 is defined to be −∞ at points where Am(Φ1) does not converge. Note that R1 ◦R2 = R2 ◦ R1 and
Φ1 is invariant under R1, µ-a.e. on X. Thus, Am(Φ1(R1x)) = Am(Φ1(x)) for µ-a.e. x ∈ X. Since Am(Φ1)
converges µ-a.e. to Φ2 it follows that Φ2 ◦R1 = Φ2, µ-a.e. on X. It also follows from (9) and (10) that
n∑
i=1
Φ2(xi) ≤ c(x1, ..., xn), ∀(x1, ..., xn) ∈ X
n.
By repeating the above argument we obtain, by the l-th step, a function Φl enjoying the following properties:
1.
∫
X
Φl dµ = ... =
∫
X
Φ1 dµ =
∫
X
ϕ1 dµ.
2. Φl ◦Rk = Φl, µ-a.e. on X for each k ∈ {1, ..., l}.
3.
∑n
i=1 Φl(xi) ≤ c(x1, ..., xn), ∀(x1, ..., xn) ∈ X
n.
Denote by Φcl the c-conjugate of Φl defined by
Φcl (x1) = inf
{
c(x1, x2, ..., xn)−
n∑
i=2
Φl(xi);x2, ..., xn ∈ X
}
.
Setting V (x) =
Φcl (x)+(n−1)Φl(x)
n
, it follows from the above expression that
n∑
i=1
V (xi) ≤ c(x1, ..., xn), ∀(x1, x2, ..., xn) ∈ X
n.
We have that Φcl ≥ Φl as
∑n
i=1Φl(xi) ≤ c(x1, ..., xn) on X
n. We also have that Φcl (x) = Φl(x) for µ-a.e.
x ∈ X (as in the part (c) of the claim in the proof of Theorem 1.3). It follows that Φcl (x) ≥ V (x) ≥ Φl(x)
for each x ∈ X. Let now
ψ(x) = sup
{
w(x); Φl ≤ w ≤ Φ
c
l &
n∑
i=1
w(xi) ≤ c(x1, ..., xn), ∀(x1, x2, ..., xn) ∈ X
n
}
.
Similar to part (i), one has
ψ(x1) = inf
{
c(x1, x2, ..., xn)−
n∑
i=2
ψ(xi); xi ∈ X
}
.
Note that Φcl ≥ ψ ≥ Φl, and Φl and Φ
c
l are Rk invariant µ-a.e. on X. It follows that ψ ◦Rk = ψ, µ-a.e. on X
for all k ∈ {1, ..., l}. This completes the proof for possibly non-periodic maps R1, ..., Rl. A similar argument
as in the proof of Theorem 1.3 shows that if R1, ..., Rl are periodic then ψ ◦Rk = ψ on entire X. 
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3 Uniqueness
In this section we address the uniqueness issues for both (MK) and (DK). Under rather general conditions
on the cost and marginals, existence of both (MK) and (DK) are warranted. For (MK) with n = 2, the
well known twist condition i.e.,
x2 → Dx1c(x1, x2) is injective for fixedx1,
ensures the uniqueness and Monge structure of the optimal map [7, 14]. For larger n, the uniqueness question
is still largely open. Examples of special cost functions for which the optimal measure has this structure
are known [3, 10, 12, 13, 14, 16] as well as several examples for which uniqueness and Monge solutions fail
[4, 16, 8].
We now proceed with the proof of Proposition 1.1. To do this, we first recall some preliminary notations
and results as in the theory of measure isomorphisms. Let X be a topological space and denote by B(X)
the set of all Borel subsets of X .
Definition 3.1 Assume that µ is a Borel measure on a topological space X and ν is a Borel measure on a
topological space Y . We say that (X,B(X), µ) is isomorphic to (Y,B(Y ), ν) if there exists a one-to-one map
T of X onto Y such that for all A ∈ B(X) we have T (A) ∈ B(Y ) and µ[A] = ν[T (A)], and for all B ∈ B(Y )
we have T−1(B) ∈ B(X) and µ[T−1(B)] = ν[B].
The following is the standard measure isomorphism theorem.
Theorem 3.2 Let µ be a finite Borel measure on a complete separable metric space X. Assume that µ is
non-atomic and µ[X ] = 1. Then (X,B(X), µ) is isomorphic to ([0, 1], B([0, 1]), λ1) where λ1 stands for the
one-dimensional Lebesgue measure on [0, 1].
Proof of Proposition 1.1 Since each µi has a regular support there exist a connected open set Xi with
full measure such that that µi(∂Xi) = 0. Let X˜ = X1 × ...×Xn, and assume that γ is a solution of (MK).
Since each µi is non-atomic we have that γ is a non-atomic measure on B(X˜). It follows from Theorem 3.2
that (X˜, B(X˜), γ) is isomorphic to (X1, B(X1), µ1). Thus, there exists an isomorphism T = (T1, ..., Tn) from
(X1, B(X1), µ1) onto (X˜, B(X˜), γ). Note that each Ti : X1 → Xi is onto and pushes µi forward to µ1, i.e.
µ1(T
−1
i A) = µi(A), ∀A ∈ B(Xi) & ∀i ∈ {1, ..., n}. (11)
Let (ϕ1, ..., ϕn) be a solution of (MK) satisfying
ϕj(xj) = inf
{
c(x1, x2, ..., xn)−
n∑
i=1,i6=j
ϕi(xi);xi ∈ Xi& i 6= j
}
. (12)
Since c is locally Lipschitz andX1, ..., Xn are bounded, each ϕi is locally Lipschitz (Lemma C. 1 [7]). Suppose
that Ai ⊂ R
d is the set of non-differentiable points of ϕi on Xi. It follows from Rademacher’s theorem that
Ld(Ai) = 0, and since µi is absolutely continuous with respect to L
d, one has µi(Ai) = 0. It now follows
from (11) that µ1(∪
n
i=1T
−1
i Ai) = 0. For every x ∈ X1 \ ∪
n
i=1T
−1
i Ai, each ϕi is differentiable at Tix.
On the other hand, it follows from (11) and the duality between (MK) and (DK) that∫
X1
c(T1x, ..., Tnx) dµ1 =
∫
X˜
c(x1, ..., xn) dγ
=
n∑
i=1
∫
Xi
ϕi(x) dµi
=
n∑
i=1
∫
Xi
ϕi(Tix) dµ1.
Since c(x1, ..., xn) ≥
∑n
i=1 ϕi(xi), there exists a measurable subset A0 of X1 with µ1(A0) = 0 such that
c(T1x, ..., Tnx) =
n∑
i=1
ϕi(Tix), ∀x ∈ X1 \A0.
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Set A =
(
∪ni=1 T
−1
i Ai
)
∪A0 and note that µ1(A) = 0. For each x ∈ X1 \A, the differentiability of c together
with the fact that c(x1, ..., xn) ≥
∑n
i=1 ϕi(xi), yield that
∂c(T1x, ..., Tnx)
∂xi
= ∇ϕi(Tix), ∀x ∈ X1 \A.
If (DK) has another solution (ψ1, ..., ψn) satisfying (12), the above argument shows that
∂c(T1x, ..., Tnx)
∂xi
= ∇ψi(Tix), ∀x ∈ X1 \B,
for some measurable set B with µ1(B) = 0. Therefore,
∇ϕi(Tix) = ∇ψi(Tix) ∀x ∈ X1 \ (A ∪B). (13)
We show that ∇ϕi(z) = ∇ψi(z) for L
d-a.e. z ∈ Xi. Let λi be the measure L
d restricted to Xi. Since T is a
measurable isomorphism we have that T
(
X1 \ (A ∪B)
)
is measurable and
γ
(
T
(
X1 \ (A ∪B)
))
= 1.
Let Λi be the projection of T
(
X1 \ (A ∪ B)
)
on the i-th variable. Thus, Λi is universally measurable and
there exists Borel sets Ki, Oi with Ki ⊆ Λi ⊆ Oi such that µi(Oi \Ki) = 0. Since
T
(
X1 \ (A ∪B)
)
⊆ X1 × ...Oi × ...×Xn,
we obtain that µi(Oi) = 1. Thus, µi(Ki) = 1. Note also that since Ki ⊆ Λi it follows from (13) that
∇ϕi(z) = ∇ψi(z) ∀z ∈ Ki. (14)
Since by assumption dµi
dλi
is a positive function and µi(Ki) = µi(Xi) = 1, we obtain that λi(Ki) = λi(Xi). It
now follows from (14) that
∇ϕi(z) = ∇ψi(z) L
d − a.e. z ∈ Xi,
from which the desired result follows. 
4 Invariance properties of (MK)
We first recall the following result from ([20], Lemma 4.3).
Lemma 4.1 Let X1, ..., Xn be Polish spaces and c : X1×...×Xn → [0,∞] be lower semi-continuous. Assume
that γk is a sequence in Π(µ1, ..., µn) converging weakly to a transport plan γ. Then∫
c dγ ≤ lim inf
k→∞
∫
c dγk.
The above result does not imply that the optimal cost is finite. In fact, all transport plans may lead to
an infinite cost i.e.
∫
c dγ =∞ for all γ ∈ Π(µ1, ..., µn). We are now ready to prove Theorem 1.7.
Proof of Theorem 1.7. Let us first assume that there exists a finite transport plan. Let X˜ =
X1 × ...×Xn, and define R : X˜ → X˜ by
R(x1, ..., xn) = (R1x1, ..., Rnxn).
For each nonnegative integer k, set Rk = (Rk1 , ..., R
k
n) with the convention that R
0
i to be the identity
map on Xi for each i ∈ {1, ..., n}. By Lemma 4.1 and the fact that there exists a finite transport plan, the
existence of an optimal plan γ with a finite cost is ensured. Define
γk =
∑k
i=0R
i#γ
k + 1
.
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Note first that γk ∈ Π(µ1, ..., µn). Indeed, if f is a bounded continuous function on Xj then
∫
X˜
f(xj) dγk =
∑k
i=0
∫
X˜
f(xj) d(R
i#γ)
k + 1
=
∑k
i=0
∫
X˜
f(Rijxj) dγ
k + 1
=
∑k
i=0
∫
Xj
f(Rijxj) dµj
k + 1
=
∑k
i=0
∫
Xj
f(xj) dµj
k + 1
=
∫
Xj
f(xj) dµj .
By a similar argument and using the fact that the cost function c is invariant under each Rk we obtain
∫
X˜
c(x1, ..., xn) dγk =
∫
X˜
c(x1, ..., xn) dγ.
Since the sequence {γk}k∈N is tight, up to a subsequence, there exists γ¯ ∈ Π(µ1, ..., µn) such that γk
converges weakly to γ¯. It follows from Lemma 4.1 that
∫
X˜
c dγ¯ ≤ lim infk→∞ c dγk from which together with
the optimality of γ we obtain ∫
X˜
c dγ¯ =
∫
X˜
c dγ.
To conclude the proof we shall show that R#γ¯ = γ¯. Take a bounded continuous function f on X˜. We show
that
∫
X˜
f(x) d(R#γ¯) =
∫
X˜
f(x) dγ¯. Define the average of f as in the Birkhoff’s theorem by
Ak+1(f(x)) =
∑k
i=0 f(R
i(x))
k + 1
,
and note that ∫
X˜
Ak+1(f(x)) dγ =
∫
X˜
f(x) dγk.
It follows from the Birkhoff’s theorem that Ak+1(f) converges γ-a.e. to an integrable function fˆ and fˆ◦R = fˆ
for γ-a.e. on X˜. Since, f is bounded then so is Ak+1(f) and therefore by the dominated convergence theorem
we have limk→∞
∫
X˜
Ak+1(f(x)) dγ =
∫
X˜
fˆ(x) dγ. It implies that
∫
X˜
fˆ(x) dγ = lim
k→∞
∫
X˜
Ak+1(f(x)) dγ = lim
k→∞
∫
X˜
f(x) dγk.
Therefore,
∫
X˜
f(x) d(R#γ¯) =
∫
X˜
f(Rx) dγ¯ = lim
k→∞
∫
X˜
f(Rx) dγk =
∫
X˜
fˆ(Rx) dγ
and since fˆ = fˆ ◦R γ-a.e., it follows that
∫
X˜
fˆ(Rx) dγ =
∫
X˜
fˆ(x) dγ = lim
k→∞
∫
X˜
f(x) dγk =
∫
X˜
f(x) dγ¯.
This completes the proof of the first part.
Proof of part (ii): For each nonnegative integer k and each m ∈ N, set Um = (Rm, ..., Rm) and U
k
m =
(Rkm, ..., R
k
m). It follows from part (i) that there exists an optimal plan pi1 such that U1#pi1 = pi1. For each
k ∈ N ∪ {0}, define
γk =
∑k
i=0 U
i
2#pi1
k + 1
.
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It follows that U1#γk = γk for all k ∈ N ∪ {0}. In fact, for a bounded continuous function f on X˜, we have∫
X˜
f(x) d(U1#γk) =
∫
X˜
f(U1x) dγk
=
∑k
i=0
∫
X˜
f(R1x1, ..., R1xn) d(U
i
2#pi1)
k + 1
=
∑k
i=0
∫
X˜
f(R1R
i
2x1, ..., R1R
i
2xn) dpi1
k + 1
,
and since R2 ◦R1 = R1 ◦R2, it follows that
∑k
i=0
∫
X˜
f(R1R
i
2x1, ..., R1R
i
2xn) dpi1
k + 1
=
∑k
i=0
∫
X˜
f(Ri2R1x1, ..., R
i
2R1xn) dpi1
k + 1
=
∑k
i=0
∫
X˜
f(Ri2x1, ..., R
i
2xn) dpi1
k + 1
=
∫
X˜
f(x) dγk.
This implies that U1#γk = γk. Since {γk} is tight, up to a subsequence, γk converges weakly to some pi2. It
then follows that U1#pi2 = pi2, U2#pi2 = pi2, and pi2 is a solution of (MK). By repeating this argument, we
obtain a sequence of optimal transport plans {pim}m∈N such that Uk#pim = pim for all k ∈ {1, ...,m}. The
tightness of {pim} and Lemma 4.1 ensure the existence of an optimal plan pi such that, up to a subsequence,
pim converges weakly to pi. It also follows that Um#pi = pi for every m ∈ N. This completes the proof of
Theorem when there exists a finite transport plan.
If there is no finite transport plan then the plans γ¯ in part (i) and pi in part (ii) possess the desired symmetry
and
∫
c dγ¯ =
∫
c dpi =∞. 
Let X be a metric space with a metric d. Assume that G is a set of measure preserving maps on X.
One can equip the set G with the point-wise topology induced by the metric d. Indeed, for a sequence
{Uk}k∈N ⊂ G, we say that Uk converges to some U ∈ G if and only if for every x ∈ X,
lim
k→∞
d(Ukx, Ux) = 0.
The set G equipped with the point-wise topology is called separable if it has a dense countable subset.
Proof of Corollary 1.8. By assumption the cost function c is invariant by a permutation σ : Xn → Xn,
By part (ii) of Theorem 1.7, (MK) has a solution γ such that γ = (U, ..., U)#γ for all U ∈ G. Define
γ¯ =
∑n
i=i σ
i#γ
n
.
It is easy to check that σ#γ¯ = γ¯, and γ¯ = (U, ..., U)#γ¯ for every U ∈ G.
If (X, d) is a metric space and G equipped with the point-wise topology on X is separable then G has
a dense countable subset {Uk}k∈N. Thus, by the latter argument, (MK) has a solution γ¯ that is invariant
under σ, and that γ¯ = (Uk, ..., Uk)#γ¯ for all k ∈ N. We shall show that γ¯ = (U, ..., U)#γ¯ for every U ∈ G.
Let f be a bounded continuous function on Xn, and let U ∈ G. There exists a subsequence {Ukm}(m∈N)
approaching U in the point-wise topology. We also have
∫
Xn
f(Ukmx1, ..., Ukmxn) dγ¯ =
∫
Xn
f(x1, ..., xn) dγ¯.
By the dominated convergence theorem we obtain
∫
Xn
f(Ux1, ..., Uxn) dγ¯ =
∫
Xn
f(x1, ..., xn) dγ¯.
and therefore γ¯ = (U, ..., U)#γ¯. 
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5 Applications
In this section we provide two applications of our results. The first one is concerned with a volume maximizing
problem. In the second example the cost function under the study is a repulsive function.
5.1 Optimal transportation for the determinant.
Given n probability measures µ1, µ2, ..., µn with compact support on R
n, we shall consider the following
problem,
sup
γ∈Π(µ1,µ2,...,µn)
∫
Rn×n
det(x1, x2, ..., xn) dγ(x1, ..., xn). (MKd)
We focus on (MKd) in the case where the measures (µi) are radially symmetric. This means that for all U
in the orthogonal group of Rn,
U#µi = µi, ∀i ∈ 1, ..., n.
Denote by |.| the Euclidian norm in Rn. The problem (MKd) is dual to :
inf
(ϕ1,...,ϕn)∈Kd
n∑
i=1
∫
Rn
ϕi(xi) dµi, (DKd)
where Kd is the set of n-tuples of lower-semi continuous functions (ϕ1, ..., ϕn) from R
n to R ∪ {+∞} such
that
n∑
i=1
ϕi(xi) ≥ det(x1, ..., xd), ∀(x1, ..., xn) ∈ R
n×n.
The above problem is studied in [4]. In the radial case they provided an explicit solution for (MKd) from
which an extremality condition was established and solutions of (DKd) were studied. We shall use Theorem
1.3 to find an explicit solution for (DKd) and derive an extremality condition for (MKd). Here is our result
for problem (MKd) and its dual (DKd).
Theorem 5.1 Let µ1, ..., µn be radially symmetric compact supported measures on R
N with regular supports.
If µi is absolutely continuous with respect to the n-dimensional Lebesgue measure, L
n, and has a positive
density with respect to Ln, then the following statements hold.
1. The dual problem has a unique solution (ϕ1, ..., ϕn) such that each ϕi is radial.
2. If µ1 = ... = µn then we also have the following assertions:
i. Set ϕi(x) = |x|
n/n for i ∈ {1, ..., n}. The n-tuple (ϕ1, ..., ϕn) is the unique solution of (DKd).
ii. Let γ¯ be a solution of (MKd). For each (x1, ..., xn) in the support of γ¯, (x1, ..., xn) is a directed
orthogonal basis in Rn with
|x1| = |x2| = ... = |xn|.
Proof. Let Bi = supp(µi). It follows from Proposition 1.1 that (DKd) has a unique solution (ϕ1, ..., ϕn)
with
ϕj(xj) = sup
{
det(x1, x2, ..., xn)−
n∑
i=1,i6=j
ϕi(xi); xi ∈ Bi, & i 6= j
}
. (15)
The above expression shows that each ϕi is a finite convex function. Suppose U is a rotation matrix. Since
each µi is radial one has U#µi = µi. Note also that det(x1, x2, ..., xn) = det(Ux1, ..., Uxn). It follows from
Theorem 1.3 that ϕi(Ux) = ϕi(x) for µi-a.e. x ∈ Bi. Since ϕi is continuous and µi is absolutely continuous
with respect to the n-dimensional Lebesgue measure, we have that ϕi(Ux) = ϕi(x) for all x ∈ Bi. Thus, ϕi
is invariant by all rotation matrices. We may now observe that, since each ϕi is determined by its behavior
on the half-line {βe1;β ≤ 0}, where e1 = (1, 0, ..., 0) ∈ R
n, one can write ϕi(x) = hi(|x|), where the function
hi : R
+ → R is defined by hi(β) = ϕi(βe1). This competes the proof of part (1).
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Let now σ : Rn×n → Rn×n be a permutation given by σ(x1, x2, ..., xn) = (x2, x3, ..., xn, x1). If n is an
odd number then det(x1, ...xn) = det
(
σ(x1, ..., xn)
)
. It now follows from part (i) of Theorem 1.4, with R
being the identity map, that ϕi = ϕ1 for all i ∈ {1, ..., n}. If n is an even number, let R : R
n → Rn be the
permutation R(a1, a2, ..., an) = (a2, a3, ..., an, a1) and observe that R#µ1 = µ1 and
det
(
σ(Rx1, Rx2, ..., Rxn)
)
= det(x1, ..., xn).
It now follows from part (i) of Theorem 1.4 that ϕi(x) = ϕ1(R
i−1x) for all x ∈ B. Thus, for both even and
odd dimensions one has ϕi(x) = h1(|x|) for i ∈ {1, ..., n}.
We now show that h1(|x|) ≥ |x|
n/n. For an arbitrary x1 ∈ B, one can find vectors x2, ..., xn so that
(x1, x2, ..., xn) is a directed orthogonal basis of R
n and |x1| = ... = |xn|. It follows that
n∑
i=1
h1(|xi|) =
n∑
i=1
ϕi(xi) ≥ det(x1, ..., xn) =
n∏
i=1
|xi| = |x1|
n,
and consequently h1(|x|) ≥ |x|
n/n for all x ∈ B. On the other hand, it follows from the Young inequality
that
n∑
i=1
|xi|
n
n
≥
n∏
i=1
|xi| ≥ det(x1, ..., xn),
from which we obtain (ψ1, ..., ψn) ∈ Kd where ψi(x) = |x|
n/n for every i ∈ {1, ..., n}. Since (ϕ1, ..., ϕn) is a
solution of (DKd), it follows that
n∑
i=1
∫
B
|xi|
n
n
dµi ≥
n∑
i=1
∫
B
ϕi(xi) dµi.
The latter inequality together with the fact that ϕi(x) ≥ |x|
n/n imply that ϕi(x) = |x|
n/n for every
i ∈ {1, ..., n}.
We now prove part (ii). Since γ¯ is a solution of (MKd), it follows from the duality relation between
(MKd) and (DKd) together with part (i) of the current Theorem that
∫
Bn
det(x1, ..., xn) dγ¯ =
n∑
i=1
∫
B
|xi|
n
n
dµi
=
n∑
i=1
∫
B
|xi|
n
n
dγ¯
and therefore,
det(x1, ...xn) =
n∑
i=1
|xi|
n
n
, γ¯ a.e. (x1, ..., xn) ∈ B
n.
On the other hand by the Young inequality,
det(x1, ...xn) ≤
n∏
i=1
|xi| ≤
n∑
i=1
|xi|
n
n
, ∀(x1, ..., xn) ∈ B
n.
Therefore, on the support of γ¯, the Young inequality becomes an equality from which part (ii) follows. 
5.2 The Coulomb cost.
The Coulomb cost is the repulsive part of the Hohenberg-Kohn functional and is given by
c(x1, ..., xn) =
n∑
i6=j
1
|xi − xj |
.
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It represents the Coulombic interaction energy between the electrons. Therefore, the marginals, which
represent the single particle densities of the electrons, are all the same, embodying the indistinguishability
of the electrons. To precisely formulate this problem, fix a probability measure ρ on Rd. Let Π(ρ) be the set
of all probability measures on Rdn whose marginals are all ρ. We shall consider the following problem,
inf
γ∈Π(ρ)
∫
Rd×n
n∑
i6=j
1
|xi − xj |
dγ(x1, ..., xn). (MKc)
We focus on (MKc) in the case where the measure ρ is radially symmetric. The problem (MKc) is dual to :
sup
(ϕ1,...,ϕn)∈Kc
n∑
i=1
∫
Rn
ϕi(xi) dρ, (DKc)
where Kc is the set of n-tuples of lower-semi continuous functions (ϕ1, ..., ϕn) from R
d to R ∪ {−∞} such
that
n∑
i=1
ϕi(xi) ≤
n∑
i6=j
1
|xi − xj |
, ∀(x1, ..., xn) ∈ R
2×n.
The optimal mass transport problem with the Coulomb cost has been recently studied by many authors.
We refer the interested reader to [2, 6, 17] and references therein. Here is our result for the Coulomb cost.
Theorem 5.2 Assume that d = 2. Then the following statements hold:
i. (MKc) has a solution pi ∈ Π(ρ) which is invariant under the rotation group of R
2, i.e., for each rotation
matrix U in SO(2),
(U, ..., U)#pi = pi.
ii. If ρ is absolutely continuous with respect to the 2-dimensional Lebesgue measure and has a positive density
function, then (DKc) has a solution (ϕ1, ..., ϕn) where ϕ1 = ... = ϕn and ϕ1 is radially symmetric.
We refer the interested reader to [9] where the existence of optimal transport maps is studied and a detailed
proof of the above theorem is provided. Here, we shall sketch the proof.
Proof of Theorem 5.2. Note first that for all U,R ∈ SO(2) one has U ◦ R = R ◦ U as they are
2−dimensional rotation matrices. Note also that SO(2) has a dense countable subset {R1, R2, ...}. It follows
by Corollary 1.8 that there exists an optimal map γ such that (U, ..., U)#γ = γ for each U ∈ SO(2).
We shall now prove part (ii). It follows from Theorem 1.4 that (DKc) has a solution (ϕ1, ..., ϕn) such
that ϕ1 = ... = ϕn and
ϕ1(xj) = inf
{
c(x1, x2, ..., xn)−
n∑
i=1,i6=j
ϕ1(xi);xi ∈ R
d& i 6= j
}
, (16)
It follows from Theorem (4) in [2] that any solution of (DKc) satisfying (16) is bounded and almost
everywhere differentiable. The same argument as in the proof of Proposition 1.1 shows that solutions of
(DKc) satisfying (16) are unique (up to the addition of constants summing to 0 to each potential). It then
follows from part (ii) of Theorem 1.4 that ϕ is invariant under the group SO(2). It proves that ϕ has to be
a radial function. 
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