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Active particles, including swimming microorganisms, autophoretic colloids and droplets, are known to self-
organize into ordered structures at fluid-solid boundaries. The entrainment of particles in the attractive parts
of their spontaneous flows has been postulated as a possible mechanism underlying this phenomenon. Here,
combining experiments, theory and numerical simulations, we demonstrate the validity of this flow-induced
ordering mechanism in a suspension of active emulsion droplets. We show that the mechanism can be controlled,
with a variety of resultant ordered structures, by simply altering hydrodynamic boundary conditions. Thus, for
flow in Hele-Shaw cells, metastable lines or stable traveling bands can be obtained by varying the cell height.
Similarly, for flow bounded by a plane, dynamic crystallites are formed. At a no-slip wall the crystallites are
characterised by a continuous out-of-plane flux of particles that circulate and re-enter at the crystallite edges,
thereby stabilising them. At an interface where the tangential stress vanishes the crystallites are strictly two-
dimensional, with no out-of-plane flux. We rationalize these experimental results by calculating, in each case,
the slow viscous flow produced by the droplets and the dissipative, long-ranged, many-body active forces and
torques between them. The results of numerical simulations of motion under the action of the active forces
and torques are in excellent agreement with experiments. Our work elucidates the mechanism of flow-induced
phase separation (FIPS) in active fluids, particularly active colloidal suspensions, and demonstrates its control
by boundaries, suggesting new routes to geometric and topological phenomena in active matter.
There are many instances, drawn from biological, physico-
chemical and technological contexts, in which microscopic
particles produce spontaneous flow in a viscous fluid. The en-
ergy necessary to maintain this flow is supplied by a variety of
mechanisms, of which there are a wide variety, at the interface
between the particles and the fluid. The ciliary layer in cells
[1], the chemically reacting boundary layer in autophoretic
colloids [2], and the dissolution layer in auto-osmophoretic
drops [3] provide three distinct examples. In each case, the
activity within the layer drives the exterior fluid into motion
which appears as if it were a spontaneous fluid flow around
the particles. It is possible, though not necessary, for the par-
ticles to translate and/or rotate in response to the spontaneous
flow. Irrespective of the property of self-propulsion and/or
self-rotation, such active particles in a suspension will each
produce a spontaneous flow in which other particles will be
entrained. This mutual entrainment, if sufficiently strong, can
produce states of organization with no analogue in an equilib-
rium suspension of passive particles.
The above-mentioned mechanism has been conjectured [4]
to underlie the spontaneous crystallization of Janus particles
[5] and fast moving bacteria [6] at a plane wall. However, a
conclusive experimental demonstration of the validity of this
flow-induced phase separation (FIPS) mechanism is still lack-
ing. If bulk hydrodynamic flow is the principal cause of self-
organization, any alteration of the flow should manifest itself
in altered states of self-organization. The simplest way of al-
tering the bulk flow, keeping other experimental conditions
constant, is to vary the hydrodynamic conditions at the bound-
aries of the flow. If this produces correspondingly distinct
states of self-organization, both the FIPS mechanism and the
role of boundaries in controlling it are, thereby, established.
Here, we use a suspension of active, self-propelled emulsion
droplets to investigate the role of hydrodynamics on their col-
lective behavior. The system has been used previously [3, 7–
10] to provide insights into out-of-equilibrium phenomena rel-
evant to self-organization in both natural [6, 11, 12] and syn-
thetic active particle settings. The typical size b∼ 50 µm of the
emulsion droplets and their typical self-propulsion speed vs ∼
5 µm/s implies that the Reynolds number Re = vsb/ν ∼ 10−4
in a fluid with the kinematic viscosity ν of water. Fluid inertia
is negligible at such small Re and the flow is described by the
Stokes equation. It is then possible to exploit the linearity of
the governing equations and use Green’s function techniques
to compute the flow, the stress in the fluid, and the forces and
torques between the droplets for a variety of boundary condi-
ar
X
iv
:1
71
0.
10
30
0v
2 
 [c
on
d-
ma
t.s
of
t] 
 29
 A
pr
 20
18
2Figure 1. Active droplets made with nematic liquid crystals. A. Cross polarisation microscopy images showing spontaneous symmetry
breaking and propulsion of an active droplet. The red dot marks the initial position of the active droplet. Each frame is 4 seconds apart. Scale
bar is 50 µm . B. A sketch of the nematic director field (black lines) inside the droplet due to homeotropic anchoring conditions at the interface
before (hedgehog defect in the center) and after the symmetry breaking (escaped radial configuration). C. Active droplets in a Hele-Shaw
cell (height 50 µm, which is also the diameter of the droplets; the lateral dimensions of the cell extend beyond the field of view and are 4
cm × 3 cm. Scale bar is 500 µm. The red arrows indicate the instantaneous velocities of the droplets. D. The probability distribution, using
∼ 107 measurements, of the velocity vectors (vx,vy) for individual droplets in a Hele-Shaw geometry. Colorbar represents the normalised
probability. E. The mean squared displacements calculated from the trajectories of a dilute suspension of active droplets (areal fraction of
droplets is < 0.5 %). Inset: A superposition of the trajectories of the droplets with their point of origin aligned (marked by red spot). Scale bar
is 1 mm. F. The rearrangement of the director field inside a droplet swimming to the right is caused by a spontaneous flow inside the droplet.
G. Experimentally measured external fluid flow for an active droplet (marked by black circle) moving at a fixed velocity. H. The theoretical
flow from a truncated spherical harmonic expansion, with the expansion coefficient estimated from the experimental flow in G. The droplet
diameter in F and G is 50 µm and the colorbars represent the normalized logarithm of the local flow speed.
tions. We find distinct states of aggregation as the boundary
conditions are altered, which both validates the conjectured
hydrodynamic mechanism and opens up a route to its manip-
ulation and control.
We should note the effect of steric confinement of active fluids
on self-organization has been studied thoroughly in the past
[13–17]. This knowledge has been exploited in applications
such as self-assembly, meta-material synthesis and active fluid
computation [18–20]. However the resultant hydrodynamic
effects of confinement can be distinct due to difference, for
instance, in the slip properties of the boundaries even when
the geometry of the confinement is identical. Our work sug-
gests an independent route to ordered states of active matter
by using boundaries to alter the hydrodynamic interactions in,
rather than the confinement of, the system. With this remark
we now turn to our results.
Experimental system and theoretical model
Our experimental system is an active emulsion of monodis-
perse droplets of liquid crystal (5CB) in water whose source
of activity is droplet dissolution [8]. Surface tension gradi-
ents at the interface of the droplet, sustained by the free en-
ergy of dissolution, produce active hydrodynamic flows both
within and external to the droplet, leading to droplet motion.
While this self-propulsion does not rely on the liquid crys-
tallinity of the droplet, the nematic state of 5CB within it en-
ables the internal velocity field to be inferred (Fig. 1A and
Movie S1). The presence of surfactant at the interface makes
it energetically favorable for the rod-like 5CB molecules to
orient normal to it. Such a homeotropic boundary condition
on the director field enforces a point defect, which is located
at the center of the droplet (Fig. 1B) when surface tension gra-
dients (and hence fluid flow) are negligible. When observed
in polarised light between cross-polarizers, the droplet shows
a four-lobed pattern (left-most panel of Fig. 1A) reflecting the
symmetric orientation of the director field about the droplet
center. When surface tension gradients become appreciable,
viscous stresses and fluid flow are induced in the bulk, and
so the nematic stress within the droplet must be redistributed.
The resulting reorientation of the director causes a displace-
ment of the point defect along the axis of droplet motion and
the centro-symmetric four-lobed pattern is distorted to another
with a reduced symmetry, now only about the propulsion axis
(Fig. 1A, B).
3Figure 2. The role of boundaries in determining the collective behaviour of active droplets (particles). Top row: Schematic of confinement.
Second row: The exterior flow field produced by the active particles in each boundary condition considered. Third and fourth (bottom) rows,
respectively, contain snapshots from simulations and experiments. Traveling lines of active droplets can be formed in a Hele-Shaw cell. These
lines are metastable i.e. they translate a few droplet diameters before breaking up, if the separation H of the cell is approximately equal to
the droplet diameter (A, H/b ∼ 2), while these lines are stable when the separation is a few droplet diameters (B, H/b ∼ 8). Aggregation
of the droplets, leading to crystallization, is observed at a plane wall (C, cell depth H/b ∼ 400) and at the air-water interface (D, cell depth
H/b ∼ 400). At a plane wall, droplets are expunged from the crystalline core, while the crystal is stabilized by the recirculation of the fluid
flow. At the air-water interface, on the other hand, there is no out-of-plane motion. Here τ = b/vs is the time in which the active droplet moves
a distance equal to its radius.
Each droplet propels in a random direction set by its own in-
ternal spontaneously broken symmetry and these directions
are distributed isotropically (shown in Fig. 1C for the case of
a quasi two-dimensional Hele-Shaw cell). The droplet speed
(Fig. 1D) is set by its size and the concentration of the sur-
factant in the external phase [8]. In such a configuration, in-
dividual droplets exhibit random, diffusive-like motion due to
the fluctuations in the self-propulsion mechanism and due to
interactions with the other droplets (Fig. 1E). The balance be-
tween viscous and nematic stresses within the droplet tends to
align the velocity field with the director field (Fig. 1F) [21],
resulting in an asymmetry in the circulatory flow inside the
droplets (Movie S2), with a stagnation point close to the point
defect. This asymmetry also appears in the external flow gen-
erated by the droplets, as can be seen in the velocity field
(Fig. 1G) due to a droplet moving with speed vs. It is in this
external flow that other particles are entrained and is, there-
fore, the focus of our theoretical model.
Our theoretical model for an active particle is a sphere of ra-
dius b with an active slip prescribed at its surface. As our
primary interest is in the external flow, we assume the inter-
nal flow to be a rigid body motion. The fluid velocity on the
boundary of the i-th sphere, then, is
v(Ri +ρi) = Vi +Ωi×ρi + vAi (ρi), (1)
where Ri is the center of the sphere, ρi is a point on its surface
with respect to the center and Vi and Ωi are, respectively, its
linear and angular velocity. The active slip, vAi (ρi), is taken
to be the most general surface vector field consistent with in-
compressibility. Neither axial symmetry of the slip about the
orientation axis, pi, of the sphere nor flow purely tangential to
the interface is assumed. These assumptions distinguish our
model [4, 22–24] from that of the classical squirmer [25, 26].
The translational and rotational velocities of the spheres are
not known apriori but must be determined in terms of the slip
velocities from a balance of all forces and torques acting on
them.
Slip induces flow in the exterior fluid and the stresses thus pro-
duced act back on the sphere surface with a force per unit area
f . Then FHi =
∫
f dSi and THi =
∫
ρi× f dSi are the net hydro-
dynamic force and torque on sphere i, which include contri-
butions from the usual Stokes drag, proportional to Vi andΩi,
and from the active stresses, proportional to vAi . The force per
unit area is computed from the solution of the Stokes equa-
tion satisfying Eq. 1 at the sphere surfaces and the appropriate
hydrodynamic boundary conditions at the exterior boundaries.
For our purpose, the boundary integral representation of
Stokes flow is most suited for obtaining the force per unit area,
as the hydrodynamic boundary conditions can be directly ap-
plied by choosing a suitable Green’s function. We employ
4Figure 3. Active forces on the active particles are modified by the presence of boundaries. Second row: Attractive parallel forces lead to the
formation of traveling lines in a Hele-Shaw cell (A and B), and aggregation in the plane of the wall (C) and the interface (D). Third row:
The perpendicular forces in a Hele-Shaw cell are an order of magnitude larger for A, and accounts for the metastable lines in this case. The
perpendicular force at the plane wall is ten times larger than the corresponding force at the interface and results in the circulatory motion of
active particles (see text for more details). Insets show close-up and FA = 6piηbvs. Bottom row: State diagrams in terms of the strengths of
the slip modes - V(2s)0 : symmetric dipole, V
(3t)
0 : vector quadrupole, and V
(4t)
0 : degenerate octupole. Each dot represents a simulation, while the
star denotes the values used in the above rows.
this approach here and analytically solve the resulting integral
equations for the force per unit area, to leading order in sphere
separation, in a basis of tensorial spherical harmonics with
appropriate Green’s functions. The forces and torques thus
obtained are inserted into force and torque balance equations
that are integrated numerically to obtain the translational and
rotational motions of the spheres (further details of the model
and simulations are in the SI Appendix).
The free parameters in our model, the sphere radius bi and
the slip velocity vAi , are determined as follows. We set
bi ∼ 50 µm which is the measured radius of an undissoluted
droplet. There is less than 1% change to this value during
the course of the experiment. We use the exterior flow of a
single droplet to determine the slip, as the two are uniquely
related for any given hydrodynamic boundary condition. We
parametrize vAi in terms of its first three tensorial harmonic
coefficients, as these fully account for the long-ranged com-
ponents of the exterior flow. We then estimate the coefficients
by minimizing the square deviation between the experimen-
tally measured flow and the three mode expansion. The ex-
terior flow thus obtained (Fig. 1H) is in good agreement with
the experimentally measured flow (Fig. 1G). We note that the
flow in the Hele-Shaw cell is used for this estimation and com-
parison.
To emphasise, we fit the one-body exterior flow to estimate
the active slip and then use it to predict the many-body exte-
rior flow and the many-body forces and torques for any given
boundary condition. We note that the three-mode expansion is
not a limitation of the theoretical model, which accommodates
as many modes as may be necessary to represent the exterior
flow to the desired level of accuracy.
Self-organization and boundary conditions
We now present the main results on the correspondence be-
tween self-organization of active particles and hydrodynamic
boundary conditions. Our boundary conditions are (i) a plane
channel flow in a Hele-Shaw cell where the channel width H
is approximately one particle diameter (Fig. 2A), (ii) a plane
channel flow where the channel width varies between several
particle diameters (H ∼ 6−10b, Fig. 2B), (iii) flow bounded by
a plane wall where the flow vanishes (Fig. 2C) and (iv) flow
bounded by a plane air-water interface where the tangential
stress vanishes (Fig. 2D). In every case, the emulsion param-
eters are kept unchanged; the only change is in the exterior
boundary conditions.
Snapshots from the experiments (bottom row, Fig. 2) point to
distinct signatures of the boundary conditions on the resul-
tant self-organization of the droplets. In the Hele-Shaw cell,
H ∼ 2b, droplets spontaneously form metastable lines, which
curve in their direction of motion and eventually break up af-
ter traversing a few droplet diameters (Fig. 2A and Movie S3).
Increasing the channel width, H ∼ 8b, transforms these lines
into surprisingly stable bands that travel through each other
even as they collide (Fig. 2B and Movie S4). In contrast, at
a plane wall, droplets form crystallites parallel to the plane.
Droplets comprising the crystallite are constantly expelled
5Figure 4. Kinetics of aggregation of active particles at a plane wall (top row) and at a plane interface (bottom row). The colors are used to
indicate and track the particles based on their initial positions. The instantaneous snapshots show that there is a faster mixing of particles and
exchange of neighbors at the plane wall due to the circulatory flow streamlines (Fig. 2C) and higher values of perpendicular forces (Fig. 3C).
from the center of the aggregate only to rejoin it at the edges.
The recirculating flows ensure a balanced in and out-flux of
the droplets and thereby maintain a constant mean droplet
number within these aggregates (vortex-stabilised crystallites,
Fig. 2C, Movie S5). When the plane wall is replaced by a
plane interface, the previous inflow and outflow is suppressed
and the droplets form two-dimensional crystalline aggregates.
These aggregates are maintained in a steady state by a continu-
ous coagulation and fragmentation of the crystallites (Fig. 2D,
Movie S6).
A qualitative understanding of these states of self-organization
is obtained from the one-body external flow of the particle in
each of the four boundary conditions (corresponding panels
of Fig. 2). We emphasize, once again, that in this calcula-
tion the active slip is estimated from flow in the Hele-Shaw
cell but used to predict flow for the three remaining bound-
ary conditions. Operationally, the latter only requires the use
of the appropriate Green’s function. In the Hele-Shaw cell,
the net flow is parallel to the walls and has an inflowing com-
ponent perpendicular to the direction of motion. Entrainment
in this inflow leads to the formation of metastable lines and
stable bands. At both the plane wall and the plane interface,
the flow has a cylindrical symmetry when the propulsion axis
is perpendicular to the plane. In the first case, the flow has
a strong circulation in which entrained particles are drawn
inwards along the plane but then expelled normal to it. In
the second case, the circulatory component is comparatively
weak and entrained particles are primarily drawn inwards. En-
trainment in this flow leads to the formation, respectively, of
vortex-stabilised crystallites and of coagulating and fragment-
ing two-dimensional crystallites. The qualitative agreement of
the simulations (third row, Fig. 2) obtained from the numerical
integration of the force and torque balance equations with ex-
periment (bottom row, Fig. 2) is excellent. This agreement be-
tween experiment and theory that disregards the internal flow
confirms, a posteriori, our hypothesis that entrainment in the
external flow is primarily responsible for self-organization.
A quantitative understanding of the states of self-organization
requires an accurate estimate of the forces and torques be-
tween particles. We calculate the components of the ac-
tive pair force parallel and perpendicular to their separation
vector, as a function of separation distance, for each of the
four boundary conditions considered (second and third rows,
Fig. 3). In each of the cases, the component of the active force
parallel to the separation vector is negative and it is this attrac-
tive component of the active force that leads to aggregation.
However, there is a considerable variation in the component
of the active force perpendicular to the separation vector, and
it is the sensitivity of this component to boundary conditions
that accounts for the variety of the aggregated states. In the
Hele-Shaw cell, the perpendicular force is positive which, in
our sign convention, means that it is directed along the direc-
tion of motion. Since to leading order, hydrodynamic forces
are pair-wise additive, this implies that the net force on par-
ticles at the center of a moving line are greater than those at
the edges. Therefore, they tend to move faster, creating a cur-
vature of the line and eventually its break up. In contrast, the
perpendicular force in the plane channel is an order of magni-
tude smaller (as shown in the corresponding inset of Fig. 3B
for clarity) and the break up mechanism has a negligible con-
tribution, which gives the traveling bands their surprisingly
stability. At a no-slip wall (Fig. 3C), the perpendicular force is
negative at large distances but positive at short distances. This
drives particles into the wall when they are well-separated but
away from the wall when the are close by. Combined with
the parallel component of the flow, which is always attractive,
this leads to the expulsion and re-circulation of particles in the
crystalline aggregate. In contrast, the perpendicular force at
an interface, (Fig. 3D) is positive, but an order of magnitude
smaller (again, shown in the inset for clarity) and the domi-
nant motion is due to the attractive component of the parallel
force. Thus, expulsion is suppressed and the result is the for-
mation of two-dimensional crystallites. Similar estimates for
the torque provide an understanding of the orientational dy-
6namics which is relatively unimportant in our case as Brown-
ian re-orientation is negligible and the hydrodynamic torques
are one power of separation smaller than the corresponding
forces.
Since each irreducible mode of the slip is independent of the
others and produces flow of distinct multipolar symmetry, it
is possible to isolate the effect of each mode on the self-
organization. The modes are labelled by an angular momen-
tum index l = 0,1,2, . . . and a spin index σ = s,a, t correspond-
ing to the symmetric, antisymmetric and pure trace irreducible
components of each mode. Using the abbreviation lσ to indi-
cate a mode with angular momentum index l and spin index
σ, the 3t mode produces self-propulsion (and a degenerate
quadrupolar flow) while the 2s mode produces inflow and out-
flow along mutually perpendicular axes (and a dipolar flow).
The latter is the stresslet mode and its instantaneous sign de-
termines if the fluid is being expelled (“pusher”) or ingested
(“puller”) along the propulsion axis. We are then able to con-
struct a state-diagram in the V (2s)0 −V (3t)0 plane that demarcates
regions of stability of the principal states of aggregation found
for each of the four boundary conditions studied (Fig. 3, bot-
tom row). In Hele-Shaw flow, the stresslet mode promotes
stability but in flows bounded by a plane wall, the perpendic-
ular component of the force is enhanced in proportion to the
magnitude of the stresslet, which leads from two-dimensional
crystallites to vortex-stabilised crystallites and finally to insta-
bilities. Thus, by suitably choosing the strength of the stresslet
mode, it is possible to select either a state of two-dimensional
crystals or vortex-stabilised crystals. For flow bounded by an
interface, an enhanced stresslet mode does not lead to explu-
sion of the droplets out-of-plane but directly to an instability
(unstable crystallites).
Our results above provide convincing evidence of the mech-
anism of hydrodynamic entrainment in the spontaneous exte-
rior flow as the dominant mechanism for self-organization in
active particles. The active parts of the hydrodynamic forces
and torques that result from this entrainment provide both a
qualitative and quantitative explanation of the states of self-
organization. These hydrodynamic forces and torques depend
on the distance between the particles, on their orientation, and
the magnitudes of the modes of the slip on each active parti-
cle. It can be directly verified from the explicit forms of the
forces and torques that they cannot be obtained as gradients
of potentials [18]. Further, their dependence on the modes of
the slip velocity indicates that they have odd parity under time
reversal, signaling their explicitly dissipative nature [4, 24].
Thus, we have a novel situation in which long-range, dissi-
pative forces and torques promote self-organization. States
of self-organization maintained by entropy production were
studied in the past by the Brussels school and were given the
name dissipative structures [27]. Self-organization in active
particles, as shown here, appears to be an example of a dis-
sipative structure but one in which the dissipative mechanism
and the resultant forces and torques are unambiguously iden-
tified.
Kinetics of flow-induced phase separation
The self-organization presented above can be viewed, from
the point of view of statistical physics, as a phase separation
phenomenon driven by dissipative forces, rather than the usual
conservative forces derived from a potential. The study of
such flow-induced phase separation (FIPS) presents several
challenges, one of which is to determine a quantity that can
serve as the analogue of a thermodynamic potential. It ap-
pears from recent theoretical work that large-deviation results
for the stationary distribution of Markov processes violating
detailed balance may provide a tractable route for answering
questions of stability [28]. Here we draw attention to the fact
that kinetic routes to similar flow-induced phase-separated
states may vary depending on the boundary condition. This
is borne out in the differences between the kinetics of phase
separation at a plane wall and at a plane interface (Fig. 4 and
Movie S7). At a plane wall, there is both an enhanced mix-
ing within the crystal plane and an exchange of neighbors due
to the closed streamlines (Fig. 2C) and higher values of per-
pendicular forces (Fig. 3C) compared to the plane interface.
In a biological context, such hydrodynamic bound structures
and associated kinetics could influence the encounter rate of
individuals in aggregates [6, 29].
Discussion
The flow-induced phase separation (FIPS) mechanism estab-
lished here and conjectured earlier [4] has several distinguish-
ing features that bear pointing out and contrasting with other
mechanisms. First, self-propulsion and/or self-rotation are
not necessary for its operation; it is only necessary that the
particles produce a long-ranged exterior hydrodynamic flow.
The experimentally observed states of self-organization per-
sist even when the self-propulsion parameter V (3t)0 vanishes
(state diagrams, bottom row of Fig. 3). Second, in the ab-
sence of thermal fluctuations, the suspension is mechanically
unstable to aggregation at any positive value of the density
and any finite amount of activity, however small. It is plausi-
ble that in the presence of thermal fluctuations, finite values
of density and activity are required to overwhelm the loss in
entropy due to aggregation. A careful study of aggregation
at different temperatures, densities and activities is needed to
establish this quantitatively. Third, FIPS includes as a spe-
cial case, aggregation in driven colloidal systems which are
nonetheless force and torque free [30, 31]. Fourth, the long-
lived, stable traveling bands that we have shown here are qual-
itatively different as compared to other dynamic behavior seen
in active systems [18, 32, 33] or in the emergence of orienta-
tional order in flocking models [34]. In spite of the similarity
in the aggregated states, the hydrodynamic mechanism identi-
fied here is distinct. Fifth, our work provides an understanding
of phase-separation in active systems that is complementary
to motility-induced phase separation (MIPS) [35]. The lat-
ter has a kinematic character, in which the flux of particles is
7a prescribed functional of density, reflecting the tendency of
active particles to slow down or speed up in regions of, re-
spectively, higher or lower density. The physics underlying
this tendency is left implicit, and may plausibly be attributed
to non-hydrodynamic interactions, like contact, compression,
or jamming. In contrast, FIPS has an explicitly dynamic char-
acter, as forces and torques of hydrodynamic origin are identi-
fied in causing the aggregation. It is entirely conceivable that a
state of aggregation like hexagonal crystallites can be formed
from either of these mechanisms. On the other hand, vortex-
stabilised crystallites appear difficult to explain within MIPS
whereas they appear naturally in FIPS. Since FIPS needs a
wall with no slip or an interface with vanishing tangential
stress, aggregate structures that remain stable away from such
boundaries would point to a mechanism such as MIPS as the
source of stability. Finally, though our experiments are per-
formed with droplets, the theory and simulation correspond
to arbitrary active particles and our flow boundary conditions
are generic to many natural and engineered settings. Together,
these underscore the importance of our findings to a wide class
of active fluids, in particular active colloids, and to the study
and control of geometric and topological phenomena in active
matter.
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SUPPLEMENTARY INFORMATION (SI)
Experimental methods
Our experimental system is comprised of thousands of
monodisperse liquid crystal-in-water emulsion droplets. The
droplet phase is the liquid crystal 4-pentyl-cyano-biphenyl
(5CB). The drops have a uniform radius in the range b =
35−50µm and are immersed in an external water phase con-
taining Sodium Dodecyl Sulfate (SDS), which is at a concen-
tration [5 to 20% weight/weight(w/w)] much greater than its
critical micellar concentration (CMC). The presence of sur-
factant at such high concentrations causes a spontaneous dis-
solution of the droplet [36], the result of which is sustained
motion of the droplets. The direction of motion is due to a
spontaneously broken symmetry [8], which is dynamically
sustained by the dissolution instability leading to an inter-
facial tension gradient around the droplet. As a result, the
droplets translate through the aqueous background at speeds
in the range of vs ∼ 3−20µm/s.
Active forces and torques
. The details of our dynamical model for the active spheres, in-
cluding long-ranged, many-body hydrodynamic interactions
in the presence of boundaries, are described below. The spher-
ical active droplet is modeled as an active sphere with a slip
velocity vAi on its surface, as shown in Eq.(1). We expand the
slip as
vAi
(
Ri +ρi
)
=
∞∑
l=1
1
(l−1)!(2l−3)!! V
(l)
i ·Y(l−1)(ρˆi), (S1)
in the irreducible basis of tensorial spherical harmonics
Y(l)(ρˆi) = (−1)lρl+1i ∇(l)ρ−1i ,where∇(l) =∇α1 . . .∇αl , and ρi de-
notes the radius vector of i-th particle. The expansion coeffi-
cients V(l)i are l-th rank reducible Cartesian tensors. They can
be written in terms of three irreducible parts V(lσ)i of ranks
l, l− 1, and l− 2 respectively, corresponding to the symmet-
ric traceless (σ = s), antisymmetric (σ = a) and pure trace
(σ = t) parts. The first two modes of the slip, V(1s)i ≡ −VAi and
V(2a)i ≡ −bΩAi , are respectively the active translational veloc-
ity and active angular velocity for a sphere in an unbounded
medium [22, 37, 38]. Explicitly, they are
VAi =− 14pib2
∫
vAi (ρi)dS i, (S2a)
ΩAi =− 38pib4
∫
ρi× vAi (ρi)dS i. (S2b)
Given the slip, we seek expressions for the hydrodynamic
forces FHi and torques T
H
i on the spheres. By linearity of
Stokes flow, it is clear that these must be of the form
FHi =−γTTi j ·V j−γTYi j ·Ω j−
∞∑
lσ=1s
γ(T, lσ)i j ·V(lσ)j , (S3a)
THi =−γRTi j ·V j−γRRi j ·Ω j−
∞∑
lσ=1s
γ(R, lσ)i j ·V(lσ)j , (S3b)
where repeated particle indices are summed over and Carte-
sian indices, implicit in the bold-face notation, are fully con-
tracted. The γαβi j with (α,β = T,R) are the usual Stokes fric-
tion tensors [39–41], while the γ(T, lσ)i j and γ
(R, lσ)
i j are fric-
tion tensors associated with the slip [4, 24]. Explicit forms
of these generalized friction tensors can be obtained from
the solution of the boundary integral equation of the Stokes
problem, in terms of Green’s function satisfying the appro-
priate boundary conditions [4, 24]. In general, the tensors
are long-ranged, many-body functions of Stokes flow and en-
code the dissipative hydrodynamic interactions between the
active spheres mediated by the intervening fluid. Brownian
forces on swimmers are typically O(kBT/b)≈10−16 N, while
the typical active forces on our swimmers are of the order
FA = 6piηbvs≈10−11 N. Thus, the active hydrodynamic forces
are orders of magnitude larger than the Brownian forces, and
8we therefore ignore the effects of thermal fluctuations in the
fluid. The translational and rotational motions of the spheres
are then found by setting the net hydrodynamic forces and
torques to zero.
Rigid body motion of active colloids
. Using the above expressions for the forces and torques in
Newton’s equations and inverting the linear system for the ve-
locities and angular velocities yields explicit dynamical equa-
tions for the rates of change of positions and orientations:
Vi = µTTi j ·FPj +µTRi j ·TPj +
∞∑
lσ=2s
pi(T,lσ)i j ·V(lσ)j + VAi , (S4a)
Ωi = µ
RT
i j ·FPj +µRRi j ·TPj +
∞∑
lσ=2s
pi(R, lσ)i j ·V(lσ)j +ΩAi . (S4b)
These are the principal dynamical equations of our model.
Here, µαβi j are the familiar mobility matrices [41], while the
propulsion tensors pi(α, lσ)i j , first introduced in [23], relate the
rigid body motion to modes of the active slip. They are given
in terms of the mobility matrices and the generalized friction
tensors [24],
−pi(T, lσ)i j = µTTik ·γ(T, lσ)k j +µTRik ·γ(R, lσ)k j , (S5a)
−pi(R, lσ)i j = µRTik ·γ(T, lσ)k j +µRRik ·γ(R, lσ)k j . (S5b)
The propulsion tensors inherit the long-ranged, many-body
character of the generalized friction tensors and play a role
analogous to the mobility matrices. A method of calculating
them directly, without requiring inversion of the generalized
friction tensors, has been provided in [23]. The solution is
obtained in terms of a Green’s function of Stokes equation.
We now list the Green’s functions used for the various geome-
tries explored in the experiment.
(a) Plane no-slip wall: We use the Lorentz-Blake Green’s
function [42] for swimmers near a no-slip wall. The Lorentz-
Blake tensor satisfies the no-slip condition at a plane wall. We
write it as
Gwαβ(Ri, R j) = G
o
αβ(Ri−R j) +G∗αβ(Ri, R∗j), (S6)
where Go(r) = (∇2I − ∇∇) r8piη is the Oseen tensor and
G∗(R′, R∗) is the correction, due to the image system, nec-
essary to satisfy the boundary condition at the no-slip wall.
The expression for the correction to Green’s function near a
plane wall is
G∗αβ =
1
8piη
[
− δαβ
r∗
−
r∗αr∗β
r∗3
+ 2h2
(
δαν
r∗3
− 3r
∗
αr
∗
ν
r∗5
)
Mνβ
−2h
( r∗3δαν +δν3r∗α−δα3r∗ν
r∗3
− 3r
∗
αr
∗
νr
∗
3
r∗5
)
Mνβ
]
. (S7)
The correction is obtained from the image of the swimmer
with respect to the wall located at R∗ =M ·R, whereM = I−
2 zˆ zˆ is the mirror operator. Here r = Ri−R j, r∗ = Ri−R∗j , and
h is the height of the swimmer from the wall. The coordinate
system is described in Fig. (S1).
(b) Plane free-slip interface: We use the Green’s function ob-
tained by Aderogba and Blake [43] for swimmers near a free-
slip air-water interface
Gsαβ(Ri, R j) = G
o
αβ(r) + (δβαρδαργ −δβ3δ3γ)G0αγ(r∗). (S8)
(c) Parallel plane no-slip walls: The Green’s functions for
Stokes flow between parallel, planar no-slip walls has been
obtained by several authors. In the Hele-Shaw limit, where
the separation between the walls is of the order of the diameter
of the swimmer, H ∼ 2b, we use an approximate form of the
Green’s function [44]
G2wαβ (Ri, R j) =
3hz(H− z)(H−h)
piηH3
δαβ2r2‖ −
rαrβ
r4‖
 . (S9)
Here r‖ is a measure of the distances in the plane parallel to
the walls.
At larger separations, H ∼ 10b, we use the solution of [45],
which employs a series sum of the Lorentz-Blake tensor. This
is given as
G2wαβ (Ri, R j) = G
o
αβ(Ri, R j) +G
∗
αβ(Ri, R
b∗
j )
+G∗αβ(Ri, R
t∗
j ) +G
δ
αβ. (S10)
Here Rb∗j and R
t∗
j are the images of the swimmer at R j due
to the bottom and top walls respectively. Gδαβ is the additional
contribution required to satisfy the boundary conditions at the
two walls. This is approximate by a series sum of the Lorentz-
Blake tensor, Eq. (S6), about the two walls.
Estimation of the slip flow
. Given the slip, the fluid flow is obtained exactly in terms of
the boundary integral representation of Stokes flow. Briefly,
the flow is expressed as an infinite series of boundary inte-
grals, each integral corresponding to a mode of the slip, and
these integrals are evaluated exactly in terms of the Green’s
function of Stokes flow, making use of its biharmonic prop-
erty [23, 24, 46]. The experimental flow is well-approximated
by a truncated version of the slip expansion of Eq.(S1) which
retains the following three leading terms
vAi (ρi) =−VAi + 115 V(3t)i ·Y(2)(ρi)
+ V(2s)i ·Y(1)(ρi)− 175 V(4t)i ·Y(3)(ρi). (S11)
This includes contributions from lσ = 2s, 3t and 4t modes of
the slip, which correspond respectively to flows with dipo-
lar, degenerate quadrupolar, and quadrupolar symmetry. We
use uniaxial parametrization of the slip coefficients in terms
9Figure S1. The coordinate system used to describe the i-th spherical active colloid and its image in following geometries of flow: A. parallel
no-slip plane walls, B. plane no-slip wall, and C. plane free-slip surface. See the text for details
of the particle orientation pi as: VAi = vsY
(1)(pi) V
(2s)
i =
V (2s)0 Y
(2)(pi), V
(3t)
i = V
(3t)
0 Y
(1)(pi), and V
(4t)
i = V
(4t)
0 Y
(2)(pi)
where Y (1)α (p) = pα and Y
(2)
αβ (p) = pαpβ − 13δαβ. The strengths
of the modes - V (2s)0 = 0.05, V
(3t)
0 = 0.25, and V
(4t)
0 = 0.10 -
are determined by fitting the experimental and the theoretical
fluid flows. The above form of the slip is then used to ob-
tain the flow and the forces and torques necessary to update
the positions and orientations of the swimmers in different ge-
ometries.
Simulation Details.
The simulations are performed by numerical integration of Eq.
(S4), where the series sum is truncated based on the minimal
model of the active slip in Eq. (S11). The coefficients of
slip expansion are chosen to ensure that the theoretical flow
field is qualitatively similar to the experimentally measured
flow field. These parameters are then kept fixed for all the
simulations reported. The evaluation of the rigid body mo-
tion of the colloids and the flow disturbance created by them
has been performed using PyStokes [47]. The numerical in-
tegration of the resulting equations are performed using an
adaptive time step integrator, which uses the backward differ-
entiation formula [48]. Random packing of hard-spheres [49]
is used as the initial distribution of particles in all the simula-
tions. The colloid-colloid and the colloid-wall repulsive inter-
action is modeled using the short-ranged repulsive WCA po-
tential [50], which is given as, U(r) = 
(
rmin
r
)12−2 ( rminr )6 +,
for r < rmin and zero otherwise, where  is the potential
strength. The WCA parameters for particle-particle repulsion
are: rmin = 4.4,  = 0.08, while for the particle-wall repulsion
we choose rmin = 2.4,  = 0.08. The number of particles N
used, for respective plots, are: Fig. (2A): N = 6; Fig. (2B):
N = 900; Fig. (2C), (2D), (4A), and (4B): N = 1024. Other pa-
rameters used in the simulations are: radius of particle (b = 1),
self-propulsion speed vs = 0.15, the strength of the bottom-
heaviness (T0 = 0.2) and dynamic viscosity η= 0.1. The phase
diagrams of Fig. (3) are obtained using N = 16 particles for
panels (A) and (B), while N = 128 particles have been used to
obtain panels (C) and (D). These parameters have been used
in generating all the figures except the phase diagrams of Fig.
(3), where strengths of the symmetric irreducible dipole and
vector quadrupole have been varied to map the phase diagram.
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