Loss of Regularity in the $K(m,n)$ Equations by Zilburg, Alon & Rosenau, Philip
ar
X
iv
:1
70
9.
03
32
2v
3 
 [m
ath
.A
P]
  2
6 O
ct 
20
17
Loss of Regularity in the K(m,n) Equations
Alon Zilburg and Philip Rosenau
School of Mathematics, Tel Aviv University
Tel Aviv, Israel 69978
September 7, 2018
Abstract
Using a priori estimates we prove that initially nonnegative, smooth
and compactly supported solutions of the K(m,n) equations must lose
their smoothness in finite time. Formation of a singularity is a prerequisite
for the emergence of compactons.
1 Introduction
In this work we consider the initial value problem for the K(m,n) equations [1]
ut + (u
m)x + (u
n)xxx = 0, m, n ≥ 2 (1.1)
which are the prototypical equations that support the formation and evolution
of Compactons [2], solitary waves with compact support. Thus, for example,
the K(2, 2) equation admits the compacton (anti-compacton) solution
uc(x, t) = ±
4λ
3
cos2
(
x∓ λt
4
)
H(2pi − |x∓ λt|) (1.2)
where H(s) =
{
1, s ≥ 0
0, s < 0
, is the Heaviside function and the (−) branch refers
to anti-compactons. We call the reader’s attention to the jump in the second
derivative of the compacton at its fronts.
Some of the presented results will be seen to apply to a more general class of
nonlinear dispersion equations [3]
C1(m, a, b) : ut+(u
m)x+
1
b
[ua(ub)xx]x = 0, a ≥ 0,m, b ≥ 2, n := a+ b (1.3)
which for a = 0 reduces, up to normalization which plays no role in the follow-
ing, to the K(m,n) equations.
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In most of the previous works on K(m,n) equations the focus has mainly been
on the dynamics of compactons and their interaction. In contradistinction, we
focus on the initial phase of evolution prior to the formation of compactons of
an assumed smooth solution. We view this stage of evolution to be crucial for
it propels the evolution toward gradients catastrophe which is necessary for the
emergence of compactons.
The plan of the paper is as follows:
In section 2 we derive a priori estimates for strong solutions (see Definition 1)
of the C1(m, a, b) equations and prove that they remain confined within their
initial support (Lemma 1). It is exactly the jump discontinuity at the front of
ucxx which makes it possible for the K(2, 2) compacton to propagate. We show
that initially nonnegative (hereafter may be replaced by nonpositive) strong so-
lutions remain so for the duration of their existence (Lemma 2).
Thereafter we derive an upper bound on the existence time of initially non-
negative and compactly supported strong solutions of the K(m,n) equations
(Theorem 1). This bound depends on the mass
∫
u dx and the support of the
initial excitation. The key point is that the motion of solution’s center of mass
is independent of the dispersion. Thus the convection forces solution’s center of
mass to move past any finite point in space which is in conflict with the con-
finement within the initial support. Existence of an additional conservation law
for K(n + 1, n) equations enables us to improve the bound (Corollary 1). We
shall also discuss the possibility of extending our results for additional classes of
equations. In section 3 we illustrate our results with a few numerical examples.
Section 4 summarizes our results.
Before we proceed with a short review of the studied equations we note a number
of works similar in spirit to our own. A priori results concerning compactly sup-
ported solutions of (1.1) were derived in [4] using completely different methods
from the ones to be presented. The first main result in [4] was the conservation
of the measure of solution’s support (does not preclude its motion). Thus its
subject matter is similar in part to our Lemma 1. Yet, it cannot substitute our
Lemma 1, for it does not imply the confinement of evolution within the initial
support and thus cannot be used for the proof of our main result, Theorem
1. The second main result of [4] was preservation of nonnegativity which is
thus akin to our Lemma 2. Here we note that, unlike [4], our Lemma 2 (which
generalizes a result derived in [5]) is not limited to the periodic case and our
assumptions of regularity are laxer.
With our results being a priori, it should be noted that very little is known about
existence of solutions to degenerate dispersive equations. For strictly positive
solutions, a general existence theory was derived in [6]. A special case (not of the
K(m,n) class) where existence of strong solutions could be proved for solutions
which do touch the x-axis is found in [4]. Unfortunately, these results have no
bearing our own subject matter, compactly supported solutions of the K(m,n)
equations, where existence of solutions remains a completely open issue. In [7],
a different aspect of well posedness was studied with numerical evidence which
counterpoints a continuous dependence in the H2 norm of K(2, 2) solutions on
the initial condition.
2
1.1 Certain features of the C1(m, a, b) equations
For future reference we start summarizing certain basic features of our problem
[3,8]. The C1(m, a, b) equations admit both traveling and stationary compactons.
The parameter
ω := b+ 1− a
has a crucial impact on the dynamics; both numerical simulations and formal
analysis have confirmed that for ω > 0, traveling compactons are evolutionary
(note that for K(m,n), ω = n + 1), whereas if ω < 0, stationary compactons
are evolutionary and emerge out of compact initial excitations [3, 8]. Thus,
for instance, whereas the C1(2, 1, 1) equation (ω = 1) supports evolutionary
traveling compactons
u(x, t) = 2λ cos2
(
x− λt
2
)
H (pi − |x− λt|) , (1.4)
in the C1(4, 3, 1) case wherein ω = −1, the stationary compactons
u(x, t) = u0 cos(x)H
(pi
2
− |x|
)
, (1.5)
are the ones to emerge from a compact initial excitation. As to the regularity
of the dispersive part of C1(4, 3, 1) at compacton’s edge, we note that since[
u3uxx
]
x
=
[
1
4 (u
4)xx − 3u
2u2x
]
x
, it is clear that all terms are well defined at the
singularity.
We shall focus on ω ≥ 2 cases making the traveling compactons the main object
of our interest. Formal analysis of the traveling wave equation of the C1(m, a, b)
equation [8] shows that, if a compacton solution uc is permissible, then at the
point xc where the trough of the underlying traveling wave is glued to the zero
state at x ≥ xc (respectively x ≤ xc) we have
uc(x, t) ∼ (x − xc)
2
n−1H(x− xc) as x→ xc. (1.6)
Since we assume that n ≥ 2, then for traveling compactons uc3x /∈ L
∞.
Note that the C1(m, a, b) equations admit the two conserved quantities:
I1 =
∫
udx, Iω =
1
ω
∫
uωdx. (1.7)
For certain subcases of the C1(m, a, b) equations, additional conservation laws
are available [9].
3
2 Main results
We consider the following initial value problem for the C1(m, a, b), m,n ≥ 2
equations 
 ut + (u
m)x +
1
b
[ua(ub)xx]x = 0, t ∈ (0, T ], x ∈ X , (2.1a)
u(x, 0) = u0(x), x ∈ X , (2.1b)
where either X = R or X = [0, L]. In the latter case (2.1) is appended with
periodic boundary conditions.
Definition 1. A strong solution of the initial value problem (2.1) is a function
u ∈ C([0, T ] : L1(X)) ∩ C([0, T ] : W 3,∞(X)) such that
ut(·, t) ∈ L
1(X), ∀t ∈ (0, T ]
which satisfies (2.1b) and the PDE (2.1a) a.e. in X × (0, T ].
At times we will focus on the K(m,n), m,n ≥ 2 subcase of (2.1){
ut + (u
m)x + (u
n)3x = 0, t ∈ (0, T ], x ∈ X (2.2a)
u(x, 0) = u0(x), x ∈ X (2.2b)
keeping the same definition of the strong solution. Note that since n ≥ 2 is
assumed, by (1.6) the traveling compactons are not strong solutions.
2.1 A priori estimates
We now proceed to prove a Lemma which ensures that strong solutions of the
initial value problem (2.1) cannot escape the initial support of u0. Thus the
Lemma implies a waiting time property of strong solutions of the C1(m, a, b)
equations, already noted by us in [8]. This is the first such rigorous result
within the realm of dispersive equations.
Lemma 1. Let u(x, t) be a strong solution of (2.1). Assume there is a closed
interval I such that u0(x) = 0, ∀x ∈ I. Then u(x, t) = 0, ∀x ∈ I, t ∈ [0, T ].
Proof. u(x, t) satisfies
ut +A1u
m−1ux +A2u
n−1u3x +A3u
n−2uxu2x +A4u
n−3u3x = 0 (2.3)
a.e. in X × (0, T ] for constants Ai depending on m, a, b. Multiply (2.3) by u
and integrate over I
1
2
d
dt
∫
I
u2 dx = −
[
A1
∫
I
umux dx+A2
∫
I
unu3x dx
+A3
∫
I
un−1uxu2x dx+A4
∫
I
un−2u3x dx
]
.
(2.4)
4
By assumptions on solution’s regularity; ∀t ∈ [0, T ], u(x, t) ∈ C2(I). We have
(Ci = consts, i = 1, .., 9)∫
I
|umux| dx ≤ C1
∫
I
u2 dx and
∫
I
|unu3x| dx ≤ C2
∫
I
u2 dx. (2.5)
Noting the following Gagliardo Nirenberg inequalities
||ux||L3(I) ≤ C3||u3x||
1/3
L∞(I)||u||
2/3
L2(I) + C4||u||L2(I),
||u2x||L6(I) ≤ C5||u3x||
2/3
L∞(I)||u||
1/3
L2(I) + C6||u||L2(I),
we obtain ∫
I
|un−2u3x| dx ≤ C7||u||
2
L2(I)
and by Ho¨lder’s inequality we have∫
I
|un−1uxu2x|dx ≤ ||u
n−1||L2(I)||ux||L3(I)||u2x||L6(I) ≤ C8||u||
2
L2(I).
Combining the above estimates, we have
d
dt
∫
I
u2 dx ≤ C9
∫
I
u2 dx (2.6)
and by Gro¨nwall’s Lemma and the continuity of u, we have
u(x, t) = 0, ∀x ∈ I, t ∈ [0, T ].
Note that we may prove uniqueness of strong solutions of the C1(m, a, b) equa-
tions by following the method of proof of Lemma 1. Since numerical simulations
suggest the compactons (which are not strong solutions) dominate the dynam-
ics, this uniqueness result is not of much use and we do not further expand on
this issue.
The following Lemma is a direct generalization (under more stringent assump-
tions) of a result obtained in [5] (a result similar in spirit also appears in [4]).
Lemma 2. Let u(x, t) be a strong solution of (2.1) such that ω ≥ 2 in (2.1a).
Then if u0(x) is nonnegative, u(x, t) remains nonnegative ∀t ∈ (0, T ].
Proof. Let u− = H(−u)u be the negative part of u. Then u− ∈ C (X × [0, T ])
and ux(·, t), ut(·, t) may have jump discontinuities. We multiply (2.1a) by u
ω−1
−
and integrate by parts over X∫
X
[
uω−1
−
ut −
(
uω−1
−
)
x
(
um +
1
b
ua(ub)xx
)]
dx = 0. (2.7)
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The value of the integral in (2.7) does not change if u is replaced by u−∫
X
[
1
ω
(uω
−
)t −
ω − 1
m+ ω − 1
(um+ω−1
−
)x −
ω − 1
2b2
([
(ub
−
)x
]2)
x
]
dx = 0.
At a point a where (u−(·, t))x is discontinuous, we have
[u−(·, t)] ∼ (x − xc)H(x− xc) as x→ xc.
It follows that [
(ub
−
)x
]2
∼ (x− xc)
2b−2H(x− xc) as x→ xc
and since b ≥ 2,
[
(ub
−
(·, t))x
]2
and um+ω−1
−
(·, t) are C1(X). Thus ddtIω(u−) = 0
and the result follows.
For u0(x) with a compact support we now define
x0 = inf {x : u0(x) 6= 0} , x1 = sup {x : u0(x) 6= 0} , d = x1 − x0.
We have established that strong solutions of (2.1) with u0(x) compactly sup-
ported and nonnegative must wait at the fronts of u0(x) at x0, x1 and remain
nonnegative ∀t ∈ (0, T ]. Now we proceed to the next step and prove that
strong solutions of the K(m,n) equations which initially are nonnegative and
compactly supported, must lose their regularity in a finite time. As observed
numerically, this loss of regularity is a prerequisite for the emergence of com-
pactons.
Theorem 1. (Loss of regularity) Let u(x, t) be a strong solution of (2.2). As-
sume u0(x) to be nonnegative, compactly supported and nontrivial (in the peri-
odic case; 0 < x0, x1 < L). Then
T ≤
dI1(u0)−
∫ d
0 xu0(x + x0) dx
I1(u0)md1−m
(2.8)
is finite.
Proof. By Lemma 2, u(x, t) is nonnegative for 0 ≤ t ≤ T . By Lemma 1
x0 ≤ inf {x : u(x, t) 6= 0} , x1 ≥ sup {x : u(x, t) 6= 0} , ∀ 0 ≤ t ≤ T.
Multiply (2.2a) by x and integrate over X to get
0 =
∫
X
x [ut + (u
m)x + (u
n)3x]dx =
∫ x1
x0
x [ut + (u
m)x + (u
n)3x] dx =
=
d
dt
∫ x1
x0
xudx+ x(um + (un)xx)
∣∣∣x1
x0
−
∫ x1
x0
[um + (un)xx] dx =
=
d
dt
∫ x1
x0
xudx−
∫ x1
x0
um dx
6
Note that Lemma 1 assures that all boundary terms vanish. Thus
d
dt
∫ x1
x0
xu(x, t) dx =
∫ x1
x0
|um(x, t)| dx, ∀ 0 ≤ t ≤ T. (2.9)
By Ho¨lder’s inequality∫ x1
x0
|um(x, t)| dx ≥ I1(u0)
md1−m, ∀ 0 ≤ t ≤ T (2.10)
where the RHS is a positive constant. Thus∫ x1
x0
xu(x, t) dx ≥
[
I1(u0)
md1−m
]
t+
∫ x1
x0
xu0(x) dx, ∀ 0 ≤ t ≤ T
and ∫ x1
x0
xu(x, t) dx ≤ x1I1(u0), ∀ 0 ≤ t ≤ T,
so that
T ≤
dI1(u0)−
∫ d
0
xu0(x+ x0) dx
I1(u0)md1−m
.
For the K(n+ 1, n) we may derive a better bound:
Corollary 1. Let u(x, t) be a strong solution of (2.2) where m = n+1. Assume
u0(x) to be nonnegative, compactly supported and nontrivial (in the periodic
case; 0 < x0, x1 < L). Then
T ≤
dI1(u0)−
∫ d
0 xu0(x + x0) dx
ωIω(u0)
(2.11)
is finite.
Proof. Since now the RHS of (2.9) is a constant of the motion ωIω , the result
follows. By (2.10) this is a better bound.
An additional bound for the K(m,n) equations may be derived using a similar
argument for the third moment
T ≤
x31I1(u0)−
∫ x1
x0
x3u0(x) dx
6I1(u0)nd1−n
. (2.12)
Discussion: Theorem 1 gives no information as to the character of the result-
ing singularity which develops in finite time. It does not preclude the possibility
of a blowup, or a formation of a genuine shock. Yet the numerically observed
compacton has a much milder singularity (see section 3). For the K(2, 2) equa-
tion the emergence of a compacton means that the second derivative becomes
discontinuous and the solution is no longer strong. Still, Theorem 1 gives no in-
formation on the eventual dynamics and the role of compactons. The following
sheds some light on the eventual K(n, n) dynamics:
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Lemma 3. [9] There are compactly supported initial excitations that the
flow of the K(n, n) equations do not decompose solely into compactons and
anticompactons (cf. solution (1.2)). These include all initial conditions with a
support given on an interval of length L < pi which are smooth in the interior
of their domain.
The proof of Lemma 3 is presented in [9].
2.2 General C1(m, a, b) equations (a 6= 0)
Multiply (2.1a) by xub−a and integrate by parts to obtain
d
dt
∫ x1
x0
xuω(x, t)
ω
dx =
m
m+ b− a
∫ x1
x0
um+b−a dx−
3b− a
2b2
∫ x1
x0
[(ub)x]
2 dx.
(2.13)
However, it is not obvious whether the RHS is bounded from below by a constant
of the motion. When ω = 2 we have an Hamiltonian [3]
H(u) =
∫ [
1
m+ 1
um+1 −
1
2b2
[(
ub
)
x
]2]
dx, ut = −∂x
δ
δu
H(u)
and (2.13) reduces to
d
dt
∫ x1
x0
xu2(x, t)
2
dx =
m− 2a− 3
m+ 1
∫ x1
x0
um+1(x, t) dx+ (2a+ 3)H(u0) (2.14)
which, depending on the sign ofm−2a−3 andH(u0), can be analysed by similar
arguments as in the proof of Theorem 1. In the distinguished m = 2a + 3 [8]
case, for a nonzero initial Hamiltonian we obtain again that the initially smooth
excitations must lose their regularity.
2.3 Additional equations amenable to analysis
We proceed to specify additional classes of degenerate evolution equations amenable
to a similar analysis:
2.3.1 An extended Burger’s equation
Given an extended Burger’s equation
ut + (u
m)x − (u
n)xx = 0, m, n ≥ 2, (2.15)
an equivalent of Lemma 1 can be derived replacingW 3,∞(X)) withW 2,∞(X)) in
definition 1 and using appropriate Gagliardo Nirenberg inequalities. The proofs
of Lemma 2 and Theorem 1 are also essentially the same. However, for eq. (2.15)
much stronger results have already been established, see for instance [10].
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2.3.2 An extended quintic dispersion equation
For an extended quintic dispersion equation [11–13] Q(m, a1, b1, a2, b2):
ut + (u
m)x +
[
ua1(ub1)xx
]
x
+ δ
[
ua2(ub2)4x
]
x
= 0, a1, a2 ≥ 0, m, b1, b2 ≥ 2
(2.16)
an equivalent of Lemma 1 can be derived replacing W 3,∞(X)) with W 5,∞(X))
in definition 1 and using appropriate Gagliardo Nirenberg inequalities. The
stronger assumption is not only sufficient for the proof’s technicalities, but also
necessary since explicit traveling compacton solutions of (2.16) have been found
for which u3x ∈ L
∞ [11].
If we focus on the a1 = a2, b1 = b2 case, then to emulate Lemma 2 a higher
nonlinearity is needed, e.g. b2 + 1− a2 ≥ 4⇒ b2 ≥ 3.
Thus for a1 = a2 = 0 and b1 = b2 ≥ 3 it is straightforward to prove an equivalent
of Theorem 1.
2.3.3 A n-Cubic equation
For a n-Cubic equation [14]
vt + [(v + vxx)
n]x = 0, n ≥ 2 (2.17)
an equivalent of Lemma 1 can be proved by assuming in definition 1 that v ∈
W 5,∞(X)) and using appropriate Gagliardo Nirenberg inequalities. Again the
stronger assumption is necessary since (2.17) has the traveling solution
vc(x, t) =
16λ
9
cos4
(
x− λt
4
)
H(2pi − |x− λt|), vc3x ∈ L
∞.
However, Lemma 2 does not carry over immediately since, except for p = 1, the
n-Cubic equation does not conserve
∫
vp(x, t)dx.
Note that u = v + vxx satisfies formally the K(n, n) equation [14]. Thus, a
similar result concerning loss of regularity in finite time of solutions of (2.17)
may be obtained by assuming sufficient initial regularity such that u = v + vxx
satisfies the conditions of Theorem 1 and arguing by contradiction.
2.3.4 The K(m,n) equations for 1 < m,n < 2
Since for traveling compactons uc(x, t) ∼ (x−xc)
2
n−1H(x−xc) with xc being the
location of compacton’s front, uc gains smoothness as n decreases. Obviously,
Lemma 1 cannot hold in this case, as traveling compactons may have smooth
third derivatives. For instance, the K(3/2, 3/2) equation admits the traveling
compacton
uc(x, t) =
36λ2
25
cos4
(
x− λt
6
)
H(3pi − |x− λt|),
9
which has continuous third order derivatives.
Yet, assuming the boundedness of higher than third order derivatives in Defini-
tion 1 one may replicate Lemma 1.
3 Numerical examples
Though the discussion in section 2 is independent of the unsettled issue of
existence we have ample numerical evidence which confirm (and indeed have
initiated) our a priori results. Simulations of (2.2) have been carried using a
Local Discontinuous Galerkin method (LDG) [15] and a choice of numerical
fluxes based on [16].
In figure 1 we present the results of numerical study of a periodic initial value
problem for the K(2, 2) equation with u0(x) = cos
3(x/10)H(5pi − |x|). The
initially sufficiently smooth excitation maintains its support until the second
derivative becomes discontinuous (at 6 < t < 8) and u3x /∈ L
∞. At this time
the support is breached (and a compacton emerges). The values of the upper
bounds on existence time are not very impressive; eq. (2.8) yields T ≤ 37.01
and from eq. (2.12), T ≤ 1522.02.
In figure 2, the K(3, 2) equation is solved using the same initial condition. The
story is qualitatively the same. Here the support is breached at 7 < t < 9.
Whereas Eqs. (2.8) and (2.12) yield T ≤ 87.20 and 1522.02 respectively, the
improved upper bound (2.11) for the K(n+1, n) equations yields a much better
estimate T ≤ 25.77.
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Figure 1: Left plate: simulation of K(2, 2) with u0(x) = cos
3(x/10)H(5pi− |x|)
and thus (u0(x))3x ∈ L
∞. The initial support (vertical lines) is maintained
initially while the center of mass is seen to shift to the right. Between t = 6 and
t = 8 the second spatial derivative becomes discontinuous at the right edge, the
barrier is lifted and the solution is allowed to propagate into the vacuum. Right
plate: zooming in on the right front.
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Figure 2: Left plate: simulation of K(3, 2) with u0(x) = cos
3(x/10)H(5pi− |x|)
and thus (u0(x))3x ∈ L
∞. Though the initial support (vertical lines) is initially
maintained the center of mass is seen to shift to the right. Somewhere between
7 < t < 9 the second spatial derivative becomes discontinuous at the right edge,
the barrier is lifted and the solution may propagate into the vacuum. Right
plate: zooming in on the right front.
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4 Summary
We have proved that initially smooth solutions of the K(m,n) equations must
lose their regularity in a finite time. This result extends the already known
properties of degenerate evolution equations of lower order. Our results do not
concern the actual, more singular, domain of interest of the K(m,n) equations,
in which compactons reside. Nevertheless, they support the notion that com-
pactons are in a way attractors of the dynamics, in a similar fashion to classical
solitons.
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