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The study of locally stationary processes contains theory and methods about a class
of processes that describe random phenomena whose fluctuations occur both in time and
space.
We consider three aspects of locally stationary processes that have not been explore
in the already vast literature on these nonstationary processes.
We begin by studying the asymptotic efficiency of simple hypotheses tests via large
deviation principles. We establish the analogues of classic results such as Stein’s lemma,
Chernoff bound and the more general Hoeffding bound. These results are based on a
large deviation principle for the log-likelihood ratio test statistic between two locally
stationary Gaussian processes which is obtained and presented in the first chapter.
In the second chapter we consider the Bayesian estimation of two parameters of a lo-
cally stationary process: trend and time-varying spectral density functions, respectively.
Under smoothness conditions on the latter function, we obtain the asymptotic normality
and efficiency, with respect to a broad class of loss functions, of Bayesian estimators. In
passing we also show the asymptotic equivalence between Bayesian estimators and the
maximum likelihood estimate.
Our concluding fourth chapter explores the time-varying spectral density estima-
tion problem from the point of view of Le Cam’s theory of statistical experiments. We
establish that the estimation of a time-varying spectral density function can be asymp-
totically construed as a white noise problem with drift. This result is based on Le Cam’s
connection theorem.
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CHAPTER 1
INTRODUCTION
1.1 Motivation
The study of stationary processes has historically received a great deal of attention from
researchers of several scientific fields. There exists a vast literature on theory and meth-
ods for this type of processes. Sometimes this methodology is applied even in situations
where it is clear that a non stationary model is more appropriate; an example of this is
when a time series shows evidence of instability in its stochastic characteristics, such as
time-varying trends or evolutionary second order structure.
To overcome the restrictions imposed by the assumption of stationarity, Rainer
Dahlhaus [19] developed a theory and methos to study locally stationary processes, a
class of non stationary processes. The main feature of this class of processes is that its
spectral behavior is allowed to change slowly over time. Dahlhaus’ approach allows
for an asymptotic treatment of statistical inference problems of a class of non stationary
processes, a feature which had not been provided by previous efforts to set a meaningful
framework to study non stationarity.
The seminal work of Dahlhaus has been applied to diverse scientific fields and
extended in different manners. At this point, we only mention that recently models
based on locally stationary processes have been implemented in fields such as seis-
mology, medicine and computer science, cf. Beran [4], Eckley et al. [25] and Maharaj
and Alonso [37]. Additionally, processes with long-range dependence have been stud-
ied within the framework of locally stationarity, cf. Palma [41] and Ferreira et al. [26]
among others.
1
In this work we are interested in performing asymptotic statistical inference on lo-
cally stationary processes. To be more precise, we combine theories from applied prob-
ability and asymptotic estimation to study locally stationary Gaussian processes from
three different angles associated with general asymptotic inference: efficiency of tests,
Bayesian estimators and decision theory.
We may say that our work is another story about the likelihood ratio statistic, but
a particular one, that of the likelihood ratio statistic of locally stationary Gaussian pro-
cesses. Indeed, most of our results rely on suitable expressions of the likelihood ratio
process associated with the probability law of a locally stationary Gaussian process.
Under certain smoothness conditions, this likelihood ratio will be shown to be suffi-
ciently regular and we will apply known results from theories such as large deviations,
asymptotic Bayesian estimation and LeCam theory of statistical experiments to obtain
our main results.
Even though Gaussianity greatly simplies our calculations, most of our proofs will
be long and tedious. Some of our results, however, may be easily extended to non
Gaussian cases or long-dependent process. Patience and serenity are required to succeed
in this future task.
The remaining of this introductory chapter is structured as follows. In Section 1.2
we present a proper definition of the class of locally stationary Gaussian processes as
well as the main features of the time-varying spectral density function. In particular, the
asymptotic relation between this function and the covariance matrix of a locally station-
ary process is emphasized. Section 1.3 contains some examples of useful models which
belong to the class of locally stationary processes; time-varying-ARMA(p,q) processes
are locally stationary. In the concluding Section 1.4 we briefly explain the content of
each of the following chapters of this work.
2
1.2 Basic definitions
We begin by defining locally stationary Gaussian processes. Let T = [0, 1] × [−pi, pi].
Definition 1.1. A triangular array of random variables X :=
(
Xk,n
)
1≤k≤n is said to be a
locally stationary Gaussian process with trend function µ and transfer function A◦ if the
following spectral representation is valid:
Xk,n = µ
(
k
n
)
+
∫ pi
−pi
exp{i k λ} A◦k,n(λ) dB(λ), (1.1)
where the stochastic process B is a Brownian motion on [−pi, pi] . Additionally, we sup-
pose that there exist a constant C and an approximating function A : T→ C satisfying
sup
k,λ
∣∣∣A◦k,n(λ) − A(k/n, λ)∣∣∣ ≤ Cn . (1.2)
For a definition of locally stationary processes which are not necessarily Gaussian we
refer to Dahlhaus [19] and more recently to Hirukawa and Taniguchi [30].
Notice that when µ and A◦ do not depend on k and n then X is independent on n
as well and the standard spectral representation of a stationary sequence is obtained.
That is, the theory for locally stationary processes generalizes the classical theory for
stationary processes. Although in practice we only observe one realization of a lo-
cally stationary process, by re-scaling the number of observations, from { 1, . . . , n } to
{ 1/n, 2/n, . . . , 1 }, when n is large enough, we have a framework in which there is more
information about the process on each interval of length 1/n. Thus this approach al-
lows us to develop meaningful statistical inference about X in despite of its intrinsic
nonstationary nature.
Representations similar to (1.1) were considered by Priestley in his theory of evolu-
tionary spectra; cf. [42]. Notice that by including the approximating function A in (1.2),
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a considerable amount of nonstationary models can be studied under the framework
of locally stationary processes. For instance, time-varying ARMA(p,q) models satisfy
(1.1). We refer to Dahlhaus [20] for a more detailed comparison between the theories of
evolutionary spectra and locally stationary processes.
Associated with the approximating function A we have the time-varying spectral
density function f : T→ R which is defined as
f (u, λ) := (2pi)−1|A(u, λ)|2. (1.3)
Although f , as defined above, may not be unique, if the approximating function A is
sufficiently smooth, then the function f is asymptotically uniquely determined by the
whole triangular array (Xk,n)1≤k≤n. Indeed, if A is uniformly Lipschitz continuous in both
arguments with index α > 1/2 then for all u ∈ (0, 1),∫ pi
−pi
∣∣∣ fn(u, λ) − f (u, λ)∣∣∣2 dλ = o(1),
where fn(u, λ) is the Wigner-Ville spectrum of X for fixed n:
fn(u, λ) :=
1
2pi
∞∑
s=−∞
cov
(
X[un+s/2],n; X[un−s/2],n
)
exp(−iλs),
where Xs,n obeys the representation (1.1) and [x] denotes then largest integer less or
equal than x. That is, for each time-point u ∈ (0, 1), f is the L2(−pi, pi)-limit of the
Wigner-Ville spectrum fn. Thus, the function f can be construed as the spectral den-
sity of a process which smoothly deviates from a stationary framework. This result is
Theorem 2.2 of Dahlhaus [18].
Another useful element for this work is the time-varying covariance function at time-
point u ∈ [0, 1] and lag k ∈ Z. More precisely,
c(u, k) =
∫ pi
−pi
f (u, λ) exp{−i k λ} dλ. (1.4)
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For two transfer functions A◦ and B◦, set the n × n matrix
Σn(A, B) :=
(∫ pi
−pi
exp{i(k − l)λ} A◦k,n(λ) B◦k,n(λ) dλ
)
k,l=1,...,n
. (1.5)
If the true process is locally stationary with transfer function A◦ then Σn = Σn(A, A) is
the true (and theoretical) covariance matrix of the process X.
Assuming that the approximating function A is uniformly continuous in u it is known
that the (r, t)-th element of the theoretical covariance matrix Σn of a locally stationary
process satisfies
cov
(
Xr,n; Xr+(t−r),n
)
= c
( r
n
, t − r
)
+ εn, (1.6)
where εn = O(n−1); cf. Remark 2.8 of Dahlhaus [21].
In view of these results, instead of dealing with the theoretical covariance matrix of a
locally stationary process, we can appropriately approximate it if we use a matrix whose
entries are calculated using the time-varying covariance function. Observe that the latter
function can be construed as the Fourier coefficient of f (u, ·) for each time-point u ∈
(0, 1). Thus, the asymptotic relation between the time-varying spectral density function
and the theoretical covariance of a locally stationary process X is a natural generalization
of that between spectral density function and covariance matrix of a stationary process.
In summary, if X is the realization of a locally stationary Gaussian process with
trend function µ and time-varying spectral density function f , then X can be construed
as a realization of an n-dimensional Gaussian random variable with mean µ and covari-
ance matrix Σn. The latter matrix is given by eq. (1.5) and from eq. (1.6) its can be
approximated through the values of f .
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1.3 Examples
At this point it is convenient to show examples of objects which satisfy the definition
and conditions that we have introduced in previous sections. Here we have two examples
of processes which are locally stationary.
1. If Yt is a stationary process with spectral representation
Yt =
∫ pi
−pi
exp{−i λ t} A(λ) dε(λ)
and µ, σ : [0, 1]→ R are continuous functions, then
Xt = µ(t/n) + σ(t/n)Yt
is locally stationary. Indeed, observe that Definition 1.1 and eq. 1.2 are satisfied
with A◦k,n(λ) = A(k/n, λ) = σ(k/n) A(λ).
A possible realization of the process Xt is presented below:
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Figure 1.1: Here µt = exp{t4 + cos(t)} and σt = log(t2).
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2. Consider the system of difference equations:
p∑
j=0
a j
(
k
n
) (
Xk− j,n − µ
(
k − j
n
))
=
q∑
i=0
bi
(
k
n
)
σ
(
k − i
n
)
εk−i, k ∈ Z, (1.7)
where the εk are independent random variables with Eεk = 0, E|εk| < ∞, a0(u) ≡
b0(u) ≡ 1 and a j(u) = a j(0) = bi(u) = bi(0), u < 0. Observe that if the functions
a j(u) = a and bi(u) = b for all u, then the system of equations given above
corresponds to an ARMA(p, q) process.
If the functions a j(·), bi(·) and σ2(·) are of bounded variation and
p∑
j=0
a j(u) z j , 0
for all u and all 0 < |z| ≤ 1 + δ for some δ > 0 then the system of equations (1.7)
has a solution which satisfies Definition 1.1 and eq. 1.2 with
A◦k,n(λ) =
1√
pi
∞∑
l=0
φk,n,l σ(k/n) exp{−i λ l},
A(k/n, λ) =
σ(k/n)√
2pi
1 +
∑q
i=1 bi(u)exp(iλi)
1 +
∑p
j=1 a j(u)exp(iλ j)
.
for some φk,n,l where
∑∞
l=0 |φk,n,l| < ∞. We refer to Proposition 2.3 of Dahlhaus
and Polonik [22] for a proof of this result.
This result shows that time-varying ARMA(p, q) processes are locally stationary
with time-varying spectral density function given by
f (u, λ) =
σ2θ(u)
2pi
∣∣∣∣∣ ∑qi=0 bi(u)exp(iλi)∣∣∣∣∣2∣∣∣∣∣ ∑pj=0 a j(u)exp(iλ j)∣∣∣∣∣2 .
Figure 2 shows a graphical representation of the time-varying spectral density
function of a tv-AR(2) processes. Specifically, we consider a time-varying AR(2)
process where we have chosen the following parameters: σ(u) = sin(2piu), a0(u) =
1, a1(u) = u/2 and a2(u) = 0.1 + 0.3u2.
7
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Figure 1.2: Time-varying spectral density of a tv-AR(2) with σ(u) = sin(2piu),
a0(u) = 1, a1(u) = u/2, a2(u) = 0.1 + 0.3u2.
This figure shows the oscilating behavior of a time-varying spectral density; de-
pending upon the time-point u ∈ (0, 1) that we consider, the appearance of func-
tion f (u, ·) will change.
This smooth change can be better distinguished in Figure 2 where we have se-
lected three time-points, to wit, u = 0.2, u = 0.4 and u = 0.75, and plot the
corresponding spectral densities f (u, λ) for each value of u.
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Figure 1.3: From top to bottom: time-varying spectral density of a tv-AR(2) at
time-points u = {0.2, 0.4, 0.75}.
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1.4 Organization of dissertation
Having presented the basic notions of locally stationary processes in this introduc-
tory chapter, now we are ready to elaborate in the contributions of our work. In the fol-
lowing chapters we will benefit from specific areas of applied probability and asymptotic
estimation to provide some results on the asymptotic behavior of statistical procedures
related with locally stationary processes.
Chapter 2 presents large deviations for testing simple hypotheses for locally station-
ary processes. In this chapter we derive a large deviation principle for the log-likelihood
ratio statistic between two locally stationary processes. We apply this result to obtain
the exponential rates of convergence of Type-I and Type-II error probabilties in a simple
hypothesis testing problem. Further application of our large deviation result allows us
to establish the asymptotic Kullback-Leibler divergence between two locally stationary
processes.
Chapter 3 is about Bayesian estimators for locally stationary Gaussian processes.
This chapter is devoted to analyze the likelihood process when its parameters are prop-
erly localized. In particular, we show the uniform local asymptotic normality of this
process over compact sets of Rd. This result will allow us to prove consistency, asymp-
totic normality as well as efficiency of a broad class of Bayesian estimators of the trend
and time-varying spectral density functions.
In global parametric asymptotic equivalence for locally stationary Gaussian pro-
cesses, our concluding Chapter 4, we focus on the estimation of the time-varying spec-
tral density function from the viewpoint of LeCam’s theory of statistical experiments.
9
We utilize the uniform local asymptotic normality of the likelihood ratio process to show
that asymptotically the problem of estimating the time-varying spectral density function
can be construed as a white noise problem with drift. Our result is based on the LeCam’s
connection theorem, a general result which allows us to compare statistical experiments
when these have parameter spaces with dimensionality restrictions.
In each of these three chapters we comment on possible extensions of our results to
frameworks where Gaussianity is no longer assumed or where the estimation problem
is purely nonparametric.
10
CHAPTER 2
ON LARGE DEVIATIONS FOR TESTING SIMPLE HYPOTHESES FOR
LOCALLY STATIONARY PROCESSES
In this chapter we derive a large deviation result for the log-likelihood ratio for test-
ing simple hypotheses in locally stationary Gaussian processes. This result allows us to
find explicitly the rates of exponential decay of the error probabilities of type I and type
II for Neyman-Pearson tests. Furthermore, we obtain the analogue of classical results
on asymptotic efficiency of tests such as Stein’s lemma and the Chernoff bound, as well
as the more general Hoeffding bound concerning best possible joint exponential rates
for the two error probabilities.
2.1 Introduction and main results
Consider a locally stationary Gaussian process X := (Xk,n)1≤k≤n and the problem of
testing
H0 : X ∼ Pn vs H1 : X ∼ Qn, (2.1)
where Pn ∼ Nn(0,Σn) and Qn ∼ Nn(0, Σ˜n). In our setting, both hypotheses remain fixed
as n → ∞, so the study of error probabilities has to be based on large deviation theory.
The main objective of this chapter is to characterize the exponential rates of decrease
for the error probabilities of the first and second kind and their interdependence. In the
information theoretical literature, this characterization (for the i.i.d. case) is known as
the Hoeffding bound (Hoeffding [31], Csisza´r and Longo [14] and Blahut [7]); Stein’s
lemma and the Chernoff bound then appear as special cases. For a concise presenta-
tion of these results in the context of large deviation theory and asymptotic statistics see
Genon-Catalot and Picard [28]. In order to treat the case of locally stationary Gaus-
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sian processes we mainly follow some work by Bouaziz [8] and Taniguchi and Kak-
izawa [46] who have obtained large deviations for stationary Gaussian sequences.
Throughout this chapter X := (Xk,n)1≤k≤n will denote observations from a locally sta-
tionary Gaussian process with zero trend function, transfer function A◦, approximating
function A and time-varying spectral density f . We study asymptotic statistical infer-
ence about X under the two simple hypotheses established in (2.1).
In accordance with the results presented in the introductory chapter under H0, the
covariance matrix, Σn, is asymptotically defined through the time-varying spectral den-
sity f . Under H1, the covariance matrix of X, denoted by Σ˜n, is asymptotically defined
via another time-varying spectral density, say g.
Let Tn be a test for the hypotheses in (2.1). The performance of Tn is determined
by the false-alarm rate (type I error probability or simply αn) and the nondetection rate
(type II error probability or just βn) which by definition are
αn = P{Tn Rejects H0 | H0 }, βn = P{Tn Rejects H1 | H1 }. (2.2)
We are interested in obtaining exponential rates of decrease of αn and βn for Neyman-
Pearson and Bayes-type tests. In order to formulate our main results some notation is in
order. Set T = [0, 1] × [−pi, pi]. Let BT denote the set of functions h : T→ C such that:
1. There exists a constant C > 0 such that |h(u, λ)| > C, for all (u, λ) ∈ T, and
2. the derivative ∂
∂u
∂
∂λ
h is uniformly bounded.
Proposition 2.1. [Stein’s lemma for LSP] Suppose that f , g ∈ BT and f , g on T. Let
βn be the infimum of βn among all tests with αn < ε. Then for any ε < 1
lim
n→∞
1
n
log βεn = −KL( f ; g),
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where
KL( f ; g) =
1
4pi
∫
T
[
log
g
f
+
f − g
g
]
dλ du.
Observe that f := f (u, λ) and g := g(u, λ).
In the scenario of having some a priori probability on H0 we have the following result.
Proposition 2.2. [Chernoff bound for LSP] Suppose that the conditions of Proposi-
tion 1 hold. Let PBn = αnP{H0} + βnP{H1} be the Bayes probability of error for testing
the simple hypotheses (2.1). If 0 < P{H0} < 1 then
inf
S
lim
n→∞
1
n
logPBn = −Ψ](0).
The infimum is taken over all tests for (2.1) with error probabilities given by (2.2).
Moreover,
Ψ](0) = −KL(gα0; f ),
with KL( f ; g) given above and
gα0 =
fg
α0 f + (1 − α0)g.
The value of α0 is determined in the proof of this result.
Remark 2.3. Hirukawa and Taniguchi [30] have studied non-Gaussian locally station-
ary processes, focusing on proving local asymptotic normality (LAN). We comment on
possible relations to our results at subsection 2.2.1.
This chapter is organized as follows. In Section 2.2 we derive a large deviation result
for the log-likelihood ratio for testing simple hypotheses for locally stationary Gaussian
processes. Also in this section, we present a study about the rates of exponential decay of
the type I and type II error probabilities given in (2.2), as a result we obtain a Hoeffding
bound for testing the simple hypotheses (2.1). A proof of Proposition 2.1 is given in
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Section 2.3 along with an introduction that refers to the classical Stein’s lemma for i.i.d.
observations. In the same spirit, Section 2.4 presents the classical Chernoff bound and
the corresponding proof of Proposition 2.2. Finally, some technical details used in our
proofs are relegated to the Appendix.
2.2 Large deviations for locally stationary Gaussian processes
We begin this section with some definitions. Let Pn and Qn be probability measures
defined on some space (Ωn,Fn). For each n, suppose that Qn is absolutely continuous
w.r.t. Pn (in short notation Qn  Pn). Let Λn = log dQndPn be the log-likelihood ratio
between Qn and Pn. Let µn be a measure dominating Pn and Qn. Since dPn = pn dµn
and dQn = qn dµn, where pn and qn are the Radon-Nykodim derivatives of Pn and Qn
w.r.t. µn, Λn = log
qn
pn
.
Under Pn, let Φn(·) be the m.g.f. of Λn; Φn(α) = EPn[exp{αΛn}]. Note that for any
α ∈ [0, 1]
Φn(α) =
∫
p1−αn (x)q
α
n (x) dµn(x). (2.3)
The RHS of (2.3) is known as the Hellinger transform between Pn and Qn. For
zero mean Gaussian processes, i.e., Pn ∼ Nn(0,Γn), Qn ∼ Nn(0, Γ˜n), Taniguchi and
Kakizawa [46] have introduced the terms asymptotic Kullback-Leibler divergence and
asymptotic Chernoff information with index α, 0 < α < 1, as
KL = lim
n→∞
1
n
EPn
[
log
dPn
dQn
]
(2.4)
and
Cα = lim
n→∞−
1
n
logEPn
[{
dQn
dPn
}α]
, (2.5)
respectively. See Section 7.6 in [46].
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Following these definitions we have that for any two equivalent Gaussian measures
Pn and Qn
lim
n→∞
1
n
log Φn(α) = lim
n→∞
1
n
log
∫
p1−αn (x)q
α
n (x) dx = −Cα. (2.6)
That is, computing the asymptotic Chernoff divergence is equivalent to knowing the log-
arithmic limit of the Hellinger transform which in turn, and thanks to Bouaziz’ lemma
below, is equivalent to establishing a large deviation principle for the log-likelihood ratio
of Qn w.r.t Pn. This is summarized by the equation (2.6).
Bouaziz [8] showed the following general result on large deviations. Let S n be a se-
quence of real-valued random variables defined on some probability space (Ω∗n,F
∗
n,Pn).
Let φn be the moment generating function of S n, i.e., φn(α) = EPn[exp{αS n}].
Bouaziz’ Lemma (Lemma 2.1 in [8]). Suppose that
1. φn(1) < ∞ for all (sufficiently large) n,
2. (1/n) log φn(α)→ ψ(α) ∀α ∈ [0, 1],
3. ψ is differentiable and strictly convex on (0, 1).
Then for all a ∈ (ψ′(0), ψ′(1))
lim
n→∞
1
n
logPn{ S n > na } = −ψ](a),
where ψ] is the Fenchel-Legendre conjugate of ψ defined by
ψ](a) = sup
0≤α≤1
[aα − ψ(α)].
In addition, the same result holds for { S n ≥ na }.
We will apply this lemma to the log-likelihood Λn of two locally stationary Gaussian
processes. More precisely, let X = (Xk,n)1≤k≤n and X˜ = (X˜k,n)1≤k≤n be realizations of
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locally stationary Gaussian processes with probability laws Pn, Qn and time-varying
spectral densities f , g, respectively. From now on Pn ∼ Nn(0,Σn) and Qn ∼ Nn(0, Σ˜n)
where Σn and Σ˜n are defined in (1.5), cf. Ch. 1. Let Λn = log
dQn
dPn
be the log-likelihood
ratio of Qn w.r.t. Pn and Φn(·) its moment generating function. From (2.3), it can be seen
that Φn(1) = 1 for all n. Let T and BT be as in the introduction of this chapter. We have
the following
Lemma 2.4. If f , g ∈ BT then for any α ∈ [0, 1]
lim
n→∞
1
n
log Φn(α) = Ψ(α),
where
Ψ(α) =
1
4pi
∫
T
[
α log
f
g
− log
(
α f + (1 − α)g
g
)]
dλ du. (2.7)
Proof. Since Φn(1) = Φn(0) = 1, the result is trivial for α ∈ {0, 1}. For α ∈ (0, 1) we
show in the Appendix that for any n ∈ N we have that
1
n
log Φn(α) =
α
2n
(
log det Σn − log det Σ˜n
)
− 1
2n
(
log det
[
αΣn + (1 − α)Σ˜n
]
− log det Σ˜n
)
.
Since f , g ∈ BT it follows that for any α ∈ (0, 1), α f + (1−α)g ∈ BT. An application
of Theorem 3.2(ii) of Dahlhaus [18] yields
1
n
log det Σn → 12pi
∫
T
log 2pi f dλ du,
1
n
log det Σ˜n → 12pi
∫
T
log 2pig dλ du,
1
n
log det
[
αΣn + (1 − α)Σ˜n
]
→ 1
2pi
∫
T
log 2pi(α f + (1 − α)g) dλ du.
The result now follows by summing up all the terms above.
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According to (2.5) and (2.7), the asymptotic Chernoff information between two lo-
cally stationary Gaussian processes is given by the integral
Cα =
1
4pi
∫
T
[
log
(
α f + (1 − α)g
g
)
− α log f
g
]
dλ du.
In the Appendix we show that (2.4) is given by the quantity
KL =
1
4pi
∫
T
(
log
g
f
+
f − g
g
)
dλ du.
In accordance with the terminology introduced by Taniguchi and Kakizawa, this expres-
sion is called the asymptotic Kullback-Leibler divergence for locally stationary Gaus-
sian processes.
Observe that when f (u, λ) and g(u, λ) do not depend on u the two expressions above
generalize well-known formulas for the asymptotic Chernoff information between sta-
tionary Gaussian sequences (Coursol and Dacunha-Castelle [13]) and for the asymp-
totic Kullback-Leibler divergence between stationary Gaussian sequences (obtained by
Taniguchi [45] as the approximate slope of the primitive likelihood ratio test between
stationary Gaussian processes with spectral density f (λ)).
Let f , g and Ψ be as in Lemma 2.4. Since the function h(x) = − log(1+θx) is strictly
convex ∀ θ , 0 it follows that Ψ(·) is strictly convex whenever f , g. In addition, the
function Ψ(·) is differentiable and Ψ′(0, 1) = (Ψ′(0),Ψ′(1)) where
Ψ′(0) =
1
4pi
∫
T
[
log
f
g
− f − g
g
]
dλ du (2.8)
Ψ′(1) =
1
4pi
∫
T
[
log
f
g
− f − g
f
]
dλ du. (2.9)
Since log(x) < x − 1, ∀x > 0, x , 1 it follows that Ψ′(0) < 0 < Ψ′(1) whenever f , g.
So, we have found conditions under which the m.g.f., Φn(·), of the log-likelihood ratio
between two locally stationary Gaussian processes satisfies the assumptions of Bouaziz’
lemma. We have the following
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Theorem 2.5. Let Pn and Qn be probability measures corresponding to two locally sta-
tionary Gaussian processes with time-varying spectral densities f and g, respectively.
Let f , g ∈ BT and suppose additionally that f , g on T. Let Λn be the log-likelihood
ratio of Qn w.r.t. Pn. Then for all a ∈ (Ψ′(0),Ψ′(1))
lim
n→∞
1
n
log Pn{Λn > na } = −Ψ](a),
where
Ψ](a) = sup
0≤α≤1
[aα − Ψ(α)],
with Ψ(α) given as in (2.7). The same is true for {Λn ≥ na }.
This result is a large deviation for the log-likelihood ratio between the laws of two
locally stationary Gaussian processes. Large deviations for quadratic forms of locally
stationary processes have been obtained by Zani [49]. We now use Theorem (2.5) to
establish exponential rates of decrease for the false-alarm and nondetection rates for
testing the hypotheses considered in (2.1). Following Bouaziz let us recall that given a
false-alarm level αn in (0, 1), the most powerful tests of Pn against Qn at the level αn are
the Neyman-Pearson tests of size αn, i.e. those tests τn which satisfy
1l{Λn>an} ≤ τn ≤ 1l{Λn≥an}, EPn[τn] = αn, EQn[τn] = 1 − βn.
For every n ∈ N we have the following inequalities:
1
n
log Pn{Λn > an } ≤ 1n logαn ≤
1
n
log Pn{Λn ≥ an }.
Under the conditions of Theorem 2.5 and assuming that an ∼ na, it follows that for all
a ∈ (Ψ′(0),Ψ′(1)), 1n logαn(a) → −Ψ](a). Let Φ̂n(α) = EQn[exp{αΛ˜n}] be the m.g.f. of
Λ˜n = log dPndQn under Qn. Observe that Λ˜n = −Λn. A straightforward calculation allows
us to see that Φ̂n(α) = Φn(1 − α), for all α ∈ [0, 1]. Consequently,
lim
n→∞
1
n
log Φ̂n(α)→ Ψ(1 − α).
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The Fenchel-Legendre conjugate of this limiting function is given by
Ψ̂](a) = sup
α∈[0,1]
[aα − Ψ(1 − α)] = a + Ψ](−a).
Thus, under conditions of Theorem 1 we have that
lim
n→∞
1
n
log Qn{ Λ˜n > na } = −a − Ψ](−a),
and the same holds for {Λ˜n ≥ na}.
Since {Λn < nb } = { Λ˜n > −nb } it follows that
lim
n→∞
1
n
log Qn{Λn < nb } = b − Ψ](b).
Thus, for Neyman-Pearson tests and for every n ∈ N we have the following inequalities:
1
n
log Qn{Λn < an } ≤ 1n log βn ≤
1
n
log Qn{Λn ≤ an }.
Hence for locally stationary Gaussian processes satisfying the conditions of Theo-
rem 1 we conclude that for all a ∈ (Ψ′(0),Ψ′(1)),
lim
n→∞
1
n
log βn(a) = a − Ψ](a),
where Ψ](·) is the Fenchel-Legendre conjugate of Ψ(·) given in (2.7). Summarizing, we
have the following
Corollary 2.6. [Hoeffding bound] Under the assumptions of Theorem 1. Let Ψ′(0) and
Ψ′(1) be given as in (2.8) and (2.9), respectively. Then for all a ∈ (Ψ′(0),Ψ′(1))
lim
n→∞
1
n
logαn(a) = −Ψ](a) < 0, (2.10)
lim
n→∞
1
n
log βn(a) = a − Ψ](a) < 0, (2.11)
where
Ψ](a) =
1
4pi
∫
T
[
log
(
αa f + (1 − αa)g
g
)
+
αa(g − f )
αa f + (1 − αa)g
]
dλ du,
with αa the unique solution to Ψ′(αa) = a.
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Proof. It remains to establish the expression for Ψ](a). Define G(a, α) = aα − Ψ(α).
Observe that ∂
∂α
G(a, α) = a − Ψ′(α), ∂2
∂2α
G(a, α) = −Ψ′′(α). Since for all α ∈ [0, 1],
Ψ′′(α) = (4pi)−1
∫
T ( f − g)2/[α f + (1 − α)g]2 dλ du > 0, the function ∂∂αG(a, α) is strictly
decreasing on (Ψ′(0),Ψ′(1)). Then, the equation a = Ψ′(α) has a unique solution αa, i.e.
there exists a unique αa ∈ [0, 1] such that a = Ψ′(αa). It follows that Ψ](a) = G(a, αa).
A straightforward calculation yields
G(a, αa) =
1
4pi
∫
T
[
log
(
αa f + (1 − αa)g
g
)
+
αa(g − f )
αa f + (1 − αa)g
]
dλ du
= KL(gαa , f ), (2.12)
where KL( f , g) is given in Proposition 2.1 and
gαa =
fg
αa f + (1 − αa)g.
Results of this type can be found in the literature on large deviations for stochastic
processes. For instance, Dembo and Zeitouni [28] (Theorem 3.4.3 §4.2) have obtained
Corollary 1 for the case of a sequence of n i.i.d. random variables, Theorem 2.4 in [8]
and Lemma 8.2.3 in [46] treat the same problem for stationary Gaussian sequences.
In the information theoretic literature this type of result is referred to as the
Hoeffding-Blahut-Csisza´r-Longo bound. Recently, Audenaert et al. [1] have obtained
a Hoeffding bound in quantum hypothesis testing, and Gapeev and Ku¨chler [27] have
provided similar large deviation results for testing Ornstein-Uhlenbeck-type models.
An interpretation of Corollary 2.6 is that for every a ∈ (Ψ′(0),Ψ′(1)) there exists a
test τa whose type I and type II error probabilities, αn(a) and βn(a), satisfy (2.10) and
(2.11), respectively. Moreover, the ratio αn(a)
βn(a)
behaves roughly like e−na, and we have the
following cases:
1. For a > 0, αn(a)
βn(a)
→ 0 as n→ ∞. That is, αn(a)→ 0 and βn(a)→ c0.
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2. For a = 0, αn(a)
βn(a)
→ 1 as n → ∞. That is, for n large enough αn(a) and βn(a) share
the same growth rate.
3. For a < 0, αn(a)
βn(a)
→ ∞ as n→ ∞. That is, αn(a)→ c1 and βn(a)→ 0.
In the next sections we study these three cases in more detail. For instance, the rate
with which βn → 0, case a < 0, is given by Stein’s Lemma and the rate in which both
type I error and type II error grow equally, case a = 0, appears as the Chernoff bound
for testing simple hypotheses.
2.2.1 A comment on large deviations for non-Gaussian locally sta-
tionary processes
To our knowledge, Hirukawa and Taniguchi [30] have presented the only systematic
study on non-Gaussian locally stationary processes. We now present an outline of a
possible extension of our large deviation results to the non-Gaussian processes intro-
duced in [30].
Let us begin by saying that a non-Gaussian locally stationary process satisfies the
representation given in (1.1):
Xk,n =
∫ pi
−pi
exp(iλk) A◦k,n(λ) d(λ).
As in Definition 1.1,  is a complex-valued stochastic process defined on [−pi, pi] but it
is not necessarily a Brownian motion. Instead, it is supposed that
cum { d(λ1), . . . , d(λk) } = η
 k∑
i=1
λi
 hk(λ1, . . . , λk−1) dλ1 · · · dλk,
where cum stands for the cumulant of k-th order, η is a 2pi-periodic extension of the Dirac
delta function and |hk(λ1, . . . , λk−1)| ≤ Ck. As in Definition 1.2 the trend function A◦k,n(·)
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has a uniformly approximating function A(k/n, ·) which is assumed to be uniformly
bounded from above and bounded away from zero as well as continuous in the first
component.
Since Hirukawa and Taniguchi [30] were focused on locally asymptotic normality
(LAN), it was natural to assume that the process had a parametric structure. Namely,
realizations (Xk,n)1≤k≤n of a non-Gaussian locally stationary process with trend function
A◦θ , approximating function Aθ and time-varying function fθ(u, λ) := |Aθ(u, λ)|2 where
θ = (θ1, . . . , θq) ∈ Θ ∈ Rq have been considered.
In [30] the following assumptions were made:
A1. Aθ(u, λ), the gradient ∇Aθ(u, λ), and the Hessian ∇2Aθ(u, λ) have components
which are differentiable in u and λ with uniformly continuous derivative ∂
∂u
∂
∂λ
.
Also, it is assumed that the gradient and Hessian of A◦θ,k,n(λ) − Aθ(k/n, λ) are uni-
formly bounded in k and λ.
A2. Write
ξk =
∫ pi
−pi
exp(iλk) d(λ),
and assume that the ξk’s are i.i.d. random variable with E[ξk] = 0, E[ξ2k ] = 1 and
E[ξ4k ] < ∞. Furthermore, assume that the distribution of ξk is absolutely contin-
uous w.r.t. Lebesgue measure and that the corresponding probability density p
satisfies regularity conditions such as being light-tailed and having smooth first
two derivatives p′ and p′′.
A3. Assume that {Xk,n} has the MA(∞) and AR(∞) representations
Xk,n =
∞∑
j=0
a◦θ,k,n( j) ξk− j,
a◦θ,k,n(0) ξk =
∞∑
t=0
b◦θ,k,n(t) Xk−t,n.
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It is also assumed that the non-random coefficients a◦θ,k,n(·) and b◦θ,k,n(·) satisfy some
smoothness and summability conditions.
Let Pθ,n be the probability distribution of
(
ξs, s ≤ 0, X1,n, . . . , Xn,n ). Then under assump-
tions A1, A2 and A3, the log-likelihood ratio between two non-Gaussian locally station-
ary processes defined via the points θ, θn ∈ Θ is given by
Λn(θ, θn) = log
dPθn,n
dPθ,n
= 2
n∑
k=1
log Φk,n(θ, θn),
where
Φ2k,n(θ, θn) =
gθn,k,n(zθ,k,n + qk,n)
gθ,k,n(zθ,k,n)
with
gθ,k,n(·) = 1a◦θ,k,n(0)
p
 ·a◦θ,k,n(0)
 , zθ,k,n = a◦θ,k,n(0) ξk
a◦θ,k,n(0) ≡ exp
{
1
4pi
∫ pi
−pi
log fθ,k,n(λ) dλ
}
, fθ,k,n(λ) =
∣∣∣A◦θ,k,n(λ)∣∣∣2
qk,n =
k−1∑
t=1
[
1√
n
h>∇b◦θ,k,n(t) +
1
2n
h> ∇2b◦θ∗,k,n(t) h
]
Xk−t,n
+
∞∑
r=0
1√
n
h> ∇c◦θ∗∗,k,n(r) ξ−r
c◦θ,k,n(r) =
r∑
s=0
b◦θ,k,n(k + s) a
◦
θ,0,n(r − s).
The points θ∗ and θ∗∗ belong to the segment defined by θ and θ + h√n , for some h ∈ Rq.
As shown in the present paper, to establish a large deviation for the log-likelihood
ratio between non-Gaussian locally stationary processes we could start by studying the
behavior of
1
n
logEPθ,n
[
exp {sΛn(θ, θn)}]
as n → ∞ with Λn(θ, θn) as given above. This task is beyond the scope of the present
work; however, as it will be illustrated in the next sections such a large deviation re-
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sult might prove useful to determine the asymptotic efficiency of Neyman-Pearson and
Bayes tests even in a non-Gaussian setting.
2.3 Proof of Stein’s lemma
In the i.i.d. case, Stein’s lemma for testing simple hypotheses can be stated as follows.
Let X = (X1, . . . , Xn) be a sequence of i.i.d. random variables. Consider the following
hypotheses
H0 : X ∼ pn vs H1 : X ∼ qn. (2.13)
The Neyman-Pearson lemma dictates to use the log-likelihood ratio test between qn
and pn to minimize the type II error probability, βn, of this test. Stein’s lemma tells us
that, when the type I error probability, αn, of this test is bounded then βn will converge
to zero at an exponential rate given by the Kullback-Leibler divergence between p and
q. More precisely, and following Dembo and Zeitouni [24], we have
Stein’s Lemma. Let βn be the infimum of βn among all tests whose false-alarm rate
αn < . Then for any  < 1
lim
n→∞
1
n
log βn = −KL(p; q),
where KL(p; q) is the Kullback-Leibler information divergence between p and q.
Many authors have provided proofs of this lemma. For instance, Lemma 6.1 in
Bahadur [2], Section B, Chapter 6 in Bucklew [10], Lemma 3.4.6 in [24] or the orig-
inal statement, Theorem 2, in Chernoff [12] all present proofs of the so-called Stein’s
lemma. Roughly speaking, in an i.i.d. framework when testing between two probability
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measures, p and q, if the false-alarm detection rate of the test statistic remains bounded
when n→ ∞ then the nondetection rate, βn, will decrease to zero exponentially fast.
We have stated an analogue of Stein’s lemma for locally stationary Gaussian pro-
cesses in the introduction of this chapter. In this section we present a proof of this
lemma which is based on Corollary 2.6. From now on we assume that an ∼ na, that Qn
is absolutely continuous w.r.t. Pn and that Ψ′(0) = −KL( f , g) where Ψ′(0) is given in
(2.8).
We now give a proof of Proposition 2.1.
Proof of Proposition 2.1. Let ε > 0 be given. Let βεn be the infimum of βn among all
tests with αn < ε. It is enough to consider Neyman-Pearson tests, i.e., those tests τn such
that
1l{Λn>an } ≤ τn ≤ 1l{Λn≥an }, EPn[τn] = αn, EQn[τn] = 1 − βn. (2.14)
We get that
1
n
log Qn{Λn < an } ≤ 1n log βn ≤
1
n
log Qn{Λn ≤ an }. (2.15)
Since Qn  Pn we have
∫
1l{Λn≤an } eΛn dPn =
∫
1l{Λn≤an } dQn. This implies that
1
n
log Qn{Λn ≤ an } ≤ a. (2.16)
For any a ∈ (Ψ′(0),Ψ′(1)) there exists a test, τa say, such that its error probabilities
of first type, αn(a), and second type, βn(a), satisfy (2.10) and (2.11). For n large enough,
αn(a) < ε. Hence 1n log β
ε
n <
1
n log βn(a). Now, use the RHS of (2.15) and (2.16) to
deduce that 1n log β
ε
n ≤ Ψ′(0). Therefore ∀δ > 0 we get that
lim sup
n
1
n
log βn ≤ Ψ′(0) + δ.
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To continue with the proof we need the following law of large numbers for Λn. For
every θ ∈ (0, 1), define dPn,θ = [eθΛn/Ψn(θ)] dPn, Ψn = 1n log Φn. Then
1
n
Λn → Ψ′(θ) in Pn,θ probability . (2.17)
The argument to show that (2.17) holds is contained in the proof of Lemma 2.1 in [8].
Choose a ∈ (Ψ′(0),Ψ′(1)) whose corresponding test, τa, is such that for n large
enough αn(a) = Pn{Λn > an} ≤ ε. The law of large numbers for Λn just presented
implies that for all δ > 0
lim inf
n
Pn{Λn ∈ [n(Ψ′(0) − δ), an] } ≥ 1 − ε. (2.18)
Use the LHS of the inequality in (2.14) to get that
βn ≥
∫
1l{Λn<an } dQn =
∫
1l{Λn<an } e
Λn dPn
≥
∫
1l{Λn∈[n(Ψ′(0)−δ),an] } e
Λn dPn
≥ en(Ψ′(0)−δ)
∫
1l{Λn∈[n(Ψ′(0)−δ),an] } dPn.
Hence for all δ > 0
1
n
log βn(a) ≥ Ψ′(0) − δ + 1n log Pn{Λn ∈ [n(Ψ
′(0) − δ), an] }.
Finally, use (2.18) and recall that by assumption ε < 1 to deduce that for all δ > 0
lim inf
n
1
n
log βεn ≥ Ψ′(0) − δ.
This completes the proof.
We have extended Stein’s Lemma from the classical i.i.d setup to nonstationary pro-
cesses. In the context of model selection, Dahlhaus [18] found Ψ′(0) and termed it
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as the Kullback-Leibler divergence between two locally stationary processes wih time-
varying spectral densities f and g. According to the conclusion of Proposition 2.1 we
can now adopt the notation KL( f , g) and refer to it as the asymptotic Kullback-Leibler
divergence between two locally stationary Gaussian processes.
2.4 Proof of Chernoff bound
Consider the setting given in (2.13). Because of the Neyman-Pearson lemma, to study
the asymptotic efficiency of any test in (2.13) it is sufficient to have some a priori prob-
ability on H0 and to consider the two types of error probabilities given by
αn = P{S n ≥ an | H0}, βn = P{S n < an | H1},
where S n =
∑n
k=1 Xk. A principle to find the threshold an is that of minimizing αn + λ βn
for some λ > 0. Basically, this criterion is equivalent to requiring that as n → ∞, αn
and βn approach zero at the same rate. A solution to this problem was provided by
Chernoff [11]. Namely, we have
Chernoff Bound.
lim
n→∞ [infan
(βn + λαn)]1/n = inf
0<t<1
∫
p(x)1−t q(x)t dx.
Dembo and Zeitouni [24] consider the same problem. Their solution is mainly based
on elements of large deviations for the log-likelihood ratio test. Taniguchi and Kak-
izawa [46] have obtained the Chernoff bound for testing simple hypotheses for station-
ary processes. Their solution is also mainly based on large deviations. The content of
Proposition 2.2 is an extension of these results to the framework of locally stationary
Gaussian processes. We now present a proof of such proposition.
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Proof of Proposition 2.2. Again it is sufficient to consider Neyman-Pearson tests, τn.
Let αn(0) and βn(0) be the error probabilities of the Neyman-Pearson test with zero
threshold. For any other Neyman-Pearson test, τn, either αn ≥ αn(0) (an ≤ 0) or βn(0) ≤
β (an ≥ 0). Thus the inequalities
min{αn(0), βn(0) }min{P{H0},P{H1} } ≤ PBn
≤ 2 max{αn(0), βn(0) }max{P{H0},P{H1} }
yield
inf
S
lim inf
n→∞
1
n
logPBn ≥ lim infn→∞ min{
1
n
logαn(0),
1
n
log βn(0) }
and
inf
S
lim sup
n→∞
1
n
logPBn ≤ lim sup
n→∞
max{ 1
n
logαn(0),
1
n
log βn(0) }.
Recall that 0 < P{H0} < 1 and S denotes the set of all tests for (2.1) with probability
errors given by (2.2). Given (2.10) and (2.11)
lim
n→∞
1
n
logαn(0) = lim
n→∞
1
n
log βn(0) = −Ψ](0).
Observe that by definition
−Ψ](0) = − sup
α∈[0,1]
[−Ψ(α)] = inf
α∈[0,1]
Ψ(α) = f (0, t0)
where f (0, t0) is given by (2.12). This completes the proof.
2.5 Appendix
In this section we use the notation introduced in Section 2.2 and the assumptions of
Lemma 2.4. Consider the log-likelihood of Qn w.r.t. Pn, Λn = log dQndPn , and its moment
generating function with respect to Pn, i.e., the function Φn : [0, 1]→ [0, 1] given by
Φn(α) = EPn
[
exp {αΛn}] = EPn {dQndPn
}α
=
∫
p1−αn (x) q
α
n (x) dx.
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Let us calculate this integral:
Φn(α) =
∫
det(2piΣn)−(1−α)/2e−
(1−α)
2 x
>Σ−1n x det(2piΣ˜n)−(α)/2e−
α
2 x
>Σ˜−1n x dx
= det(Σn)−(1−α)/2 det(Σ˜n)−α/2 det[(1 − α)Σ−1n + αΣ˜−1n ]−1/2
= det(Σn)α/2 det(Σ˜n)(1−α)/2 det[αΣn + (1 − α)Σ˜n]−1/2.
The latter follows after multiplying the integrand by a proper constant, using the fact that
every probability density function integrates to 1 and using properties of the determinant.
Therefore
log Φn(α) =
1
2
α log det Σn
det Σ˜n
− log det[αΣn + (1 − α)Σ˜n]
det Σ˜n
 .
Similar calculations show that the m.g.f. of the log-likelihood ratio of Pn w.r.t. Qn is
equal to
log
dPn
dQn
(x) = −1
2
log
det Σn
det Σ˜n
− 1
2
x>
(
Σ−1n − Σ˜−1n
)
x. (2.19)
Recall that if Z ∼ N(0, S ) then E[Z>AZ] = tr(AS ). Hence
EPn
[
log
Pn
Qn
]
= −1
2
[
log
det Σn
det Σ˜n
+ n − tr
(
Σ˜−1n Σn
)]
.
Lemma 4.8 in [18] now yields that
1
n
tr
(
Σ˜−1n (A˜, A˜)Σn(A, A)
)
→ 1
2pi
∫
T
f
g
dλ du.
Hence the asymptotic Kullback-Leibler information of two locally stationary Gaussian
processes (as termed by Taniguchi and Kakizawa) with time-varying spectral densities
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f and g, respectively, is
KL = lim
n→∞
1
n
EPn
[
log
dPn
dQn
]
= (−1
2
) lim
n→∞
1
n
[
log
det Σn
det Σ˜n
+ n − tr
(
Σ˜−1n Σn
)]
= (−1
2
)
1
2pi
∫
T
(
log
f
g
+ 1 − f
g
)
dλ du
=
1
4pi
∫
T
(
log
g
f
+
f − g
g
)
dλ du.
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CHAPTER 3
BAYESIAN ESTIMATORS FOR LOCALLY STATIONARY GAUSSIAN
PROCESSES
In this chapter we focus on the problem of estimating the trend function, µϑ, and the
time-varying spectral density fϑ, ϑ ∈ Θ ⊂ Rd, of a locally stationary Gaussian process
under mild regularity conditions. In particular, we consider a wide class of Bayesian es-
timators and provide consistency, asymptotic normality as well as asymptotic efficiency
of this class of estimators. As a by-product, similar results are also obtained for the
maximum likelihood estimator; the estimators considered in this chapter are shown to
be asymptotically equivalent, i.e., they have the same limit distributions.
3.1 Introduction
The main characteristics of a locally stationary process, e.g., trend and covariance struc-
ture, vary smoothly as a function of time and frequency. Then, when restricted to a
Gaussian framework, as in our case, a quantitative knowledge about trend and covari-
ance matrix would contribute to a better understanding of the properties of the asymp-
totic law of the process.
In this chapter, we study the problem of estimating the trend function µϑ and the
time-varying spectral density function fϑ of a locally stationary Gaussian process X =(
Xk,n
)
1≤k≤n, where ϑ ∈ Θ ⊂ Rd and Θ is an open set. The trend function represents
the mean while the time-varying spectral density function asymptotically defines the
covariance matrix of X. We focus on a class of Bayesian estimators of the parameter ϑ
and establish consistency, asymptotic normality as well as asymptotic efficiency of this
class of estimators.
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As explained in the following section, a locally stationary Gaussian process X is
associated with the statistical experiment {Pϑ,n = Nn(µϑ,Σϑ,n) | ϑ ∈ Θ}. The matrix
Σϑ,n is asymptotically defined through the function fϑ. The assumption of Gaussianity
allows us to obtain a convenient expression for the normalized likelihood ratio process
dPϑn+un/√n,n/dPϑn,n, when un → u ∈ Rd, ϑn ∈ K ⊂ Θ and K is a compact set. The
regular asymptotic behavior of the normalized likelihood ratio process allows us to ap-
ply a general method of asymptotic estimation due to Ibragimov and Khasminskii [32]
and obtain consistency, asymptotic normality as well as asymptotic efficiency of the
Bayesian estimators. More precisely, let ϑ˜n be a Bayesian estimator corresponding to
the prior density dQ(·) and loss function `n(·), where ` ∈ W˜, then we show that ϑ˜n is
consistent, asymptotically normal and efficient, in a non-Bayesian sense, in K for any
loss function w ∈W p, i.e., loss functions which possess a polynomial majorant. Both
classes of loss functions W˜ andW p will be properly introduced in the next section.
It is worth mentioning that the same method allows us to obtain similar results for the
maximum likelihood estimator of ϑ; in particular, we show that the Bayesian estimators
and the maximum likelihood estimator are asymptotically equivalent, i.e., they have the
same limit distributions. All of our results are uniform in ϑ, i.e., they hold over compact
sets of the parameter space Θ ⊂ Rd.
Unlike Bayesian estimators, the properties of the maximum likelihood estimate
of a locally stationary Gaussian process have been studied previously. For instance,
Dahlhaus [19] has established the local asymptotic normality (LAN) property of the
statistical experiment associated with X ∼ Pϑ,n := Nn(µϑ,Σϑ,n). From this result, the
asymptotic efficiency of the maximum likelihood estimate ϑ̂n of ϑt (true parameter) can
be deduced. Indeed, combining Theorem 4.2 of [19] and Definition 2.4 of Millar [39],
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we deduce that for any sequence of estimators ρn and any bounded function ` on Rd,
lim
C↑∞
lim
n→∞ infTn
sup
ϑ∈An(C,ϑt)
∫
`(
√
n(ρn−ϑ))dPϑ,n = lim
C↑∞
lim
n→∞ supϑ∈An(C,ϑt)
∫
`(
√
n(ϑ̂n−ϑ))dPϑ,n,
where An(C, ϑt) = {ϑ ∈ Θ | ‖ϑ − ϑt‖2 ≤ Cn−1/2 } and the infimum is computed over all
the estimators ρn available in the experiment {Pϑ,n | ϑ ∈ Θ}. As seen in the following
section, this result is also valid for loss function w ∈W p.
In this chapter we show that the LAN property holds uniformly over compact subsets
of Θ ⊂ Rd, i.e., over compact sets of Rd locally stationary Gaussian processes are uni-
formly locally asymptotically normal (ULAN); the latter is a concept due to Ibragimov
and Khasminskii; cf. Definition 2.2, Ch. 2 of [32].
Our contribution in the area of asymptotic estimation consists of applying standard
asymptotic theory for regular experiments in a framework in which the assumption of
independence is no longer present. In order to overcome the difficulties imposed by
the lack of independence between the observations, we base parts of our technical ar-
guments on the work of Dahlhaus [19]. Having used the methods of Ibragimov and
Khasminskii, which were not used in [19], we provide new asymptotic results on the
problem of estimation of locally stationary Gaussian processes. Particularly, we show
the consistency, asymptotic normality and efficiency of a class of Bayesian estimators
of the trend and the time-varying spectral density functions.
Recently, some methods developed in [32] have been applied to establish asymp-
totic properties of adaptive maximum likelihood estimate for ergodic diffusion based
models driven by discrete observations, cf. Uchida and Yoshida [47]. In the same spirit,
Dachian [15, 16, 17] has conducted a comprehensive study of diverse estimation prob-
lems associated with non regular statistical experiments driven by Poisson processes.
In these non regular estimation problems, cf. Ch. 6 of [32], of change-point type,
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limit experiments are as a rule non-Gaussian, and efficient estimators are Bayesian rather
than maximum likelihood. We believe that the present study of Bayesian estimators in
locally stationary Gaussian processes, in regular (Gaussian) limit experiment situations,
prepares the way methodologically for treating the more involved case of change-point
type problems in locally stationary Gaussian processes.
This chapter is structured as follows. In order to utilize the methods developed in
Ch. 3 of Ibragimov and Khasminskii [32] we need to present a limit expression for
the properly normalized likelihood ratio process of the model under investigation. We
provide such a limit result for locally stationary Gaussian processes in Proposition 3.2
of Section 3.2. Additionally, we provide a series of results, cf. Lemmas 3.11, 3.12,
3.13 and 3.14 in Section 3.3, to establish the regularity of the likelihood ratio process.
These results allow us to obtain the claimed asymptotic results for a class of Bayesian
estimators, cf. Theorem 3.5 and Theorem 3.6 of subsection 3.2.1, and the maximum
likelihood estimator, cf. Theorem 3.8 of subsection 3.2.2. The technicalities required in
our proofs are deferred to an Appendix.
3.2 Main results
As explained in the introductory chapter of this work, having proper estimates of the
time-varying spectral density function would contribute to having a suitable description
of the properties of the entire probability law of a locally stationary Gaussian process.
In this chapter we assume that we observe a realization X := (Xk,n)1≤k≤n from a lo-
cally stationary Gaussian process with true trend function µ and transfer function A◦, and
we fit a class of locally stationary Gaussian processes with trend function µϑ, transfer
function A◦ϑ, approximating function Aϑ, time-varying spectral density function fϑ and
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covariance matrix Σϑ, ϑ ∈ Θ ⊂ Rd, whereΘ is an open set. Notice that for convenience,
we have removed the index n from the notation of the covariance function Σϑ,n.
Throughout this chapter we utilize the following:
Assumption 3.1.
1. There exists a constant κ such that
sup
k,λ
∣∣∣∣∣∇˜{A◦ϑ,k,n(λ) − Aϑ (kn , λ
)} ∣∣∣∣∣ ≤ κn
where ∇˜ = ∇i or ∇˜ = ∇i j, i.e., ∇˜ takes values on the gradient ∇ or Hessian ∇2, the
derivatives are taken with respect to ϑ.
2. The true parameter ϑ0 is an interior point of Θ.
3. There exists an ε > 0 such that ε ≥ |Aϑ(u, λ)| ≥ ε−1 for all ϑ.
4. Aϑ(u, λ), ∇i Aϑ(u, λ) and ∇2i j Aϑ(u, λ) are differentiable in ϑ and u and λ for all i
and j; the mixed derivative ∂2/(∂u ∂λ) is uniformly continuous.
5. µϑ(u), ∇i µϑ(u) and ∇2i j µϑ(u) are differentiable in ϑ and u for all i and j with
uniformly continuous derivatives.
6. Aϑ(u, λ) is twice differentiable in u with uniformly bounded derivative for all ϑ.
7. The trend function A◦ϑ also satisfies the assumptions above.
Proposition 3.2 below establishes that for any compact set K ⊂ Θ, the likelihood
ratio process dPϑn+un/√n,n/dPϑn,n converges weakly to a normal distribution with param-
eters (−12u> Γϑ0 u, u> Γϑ0 u), provided ϑn → ϑ0 ∈ K and un → u ∈ Rd. This is the first
among a series of results, the rest can be found in Section 3.3, about the regularity of the
statistical experiment defined by observations from a locally stationary Gaussian pro-
cess. These results allow us to apply the general method of Ibragimov and Khasminskii
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and obtain the main results of this paper. Before stating Proposition 3.2, we need to
introduce some notation.
For instance, from now on,KΘ denotes the class of compact sets ofΘ; for any d× d
matrix A and x, y ∈ Rd, 〈x, y〉A is short notation for x> A y; Yn
P−→ 0 means that Yn
converges to 0 in P-probability while L (Yn | P)⇒ Y means that the law of Yn, under the
probability P, converges weakly to Y; ‖x‖2 denotes the Euclidean norm of x ∈ Rd.
The log-likelihood function of the parameter ϑ ∈ Θ is given by
Ln(ϑ; X) =
1
2
log(2pi) +
1
2n
log det Σϑ +
1
2n
(X − µϑ)> Σ−1ϑ (X − µϑ) . (3.1)
For convenience we sometimes write Ln(ϑ).
For ϑ ∈ Θ and Σϑ = Σn(Aϑ, Aϑ), cf. (1.5), we set
C(i)ϑ = ∇iΣϑ = Σn(∇i Aϑ, Aϑ) + Σn(Aϑ,∇i Aϑ), i = 1, . . . , d, (3.2)
D(i, j)ϑ =
∂2
∂ϑi ∂ϑ j
Σϑ, i, j = 1, . . . , d. (3.3)
The gradient of the log-likelihood function Ln(ϑ) is given by
∇iLn(ϑ) = 12n tr
{
Σ−1ϑ C
(i)
ϑ
}
− 1
2n
(X − µϑ)> Σ−1ϑ C(i)ϑ Σ−1ϑ (X − µϑ)
− 1
n
(∇i µϑ)> Σ−1ϑ (X − µϑ), i = 1, . . . , d. (3.4)
For any ϑ ∈ Θ we define the d × d positive-definite matrix
Γϑ =
1
4pi
∫
T
(
∂
∂ϑ
log fϑ(u, λ)
) (
∂
∂ϑ
log fϑ(u, λ)
)>
dλ du. (3.5)
Proposition 3.2. Let K ∈ KΘ and suppose that Assumption 3.1 holds. For ϕn(ϑn) =
n−1/2 Γ−1/2ϑn and arbitrary sequences ϑn ∈ K, un → u ∈ Rd such that ϑn + ϕn(ϑn)un ∈ K,
the following result is valid:
log
dPϑn+ϕn(ϑn)un,n
dPϑn,n
(X) − 〈S n(ϑ), u〉 + 12‖u‖
2
2
Pϑn ,n−→ 0, (3.6)
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where S n(ϑn) = −√n Γ−1/2ϑn ∇Ln(ϑn), and
L
(
S n(ϑn) | Pϑn,n
)⇒ N(0, Id×d). (3.7)
Proof. Since K is compact it suffices to show the validity of eqs. (3.6) and (3.7) for
convergent sequences. Let ϑn → ϑ0 ∈ K. It is also immediate that ϑn + ϕ(ϑn) un ∈ K for
n large enough.
From eq. (3.1) follows that for all ϑ ∈ Θ, log dPϑ,n(X) = −nLn(ϑ). Using this
relation and the previous paragraph we have an expression for the log-likelihood ratio
of Pϑn+ϕn(ϑn) un,n w.r.t. Pϑn,n. Namely,
log
dPϑn+ϕn(ϑn)un,n
dPϑn,n
(X) = −n [Ln(ϑn + ϕn(ϑn)un) −Ln(ϑn)] .
From a second-order Taylor expansion and the mean value theorem we obtain that
Ln(ϑn + ϕn(ϑn)un) −Ln(ϑn) = 1√
n
u>n ∇Ln(ϑn) +
1
2n
u>n∇2L(ϑ∗n)un.
where ‖ϑ∗n − ϑ0‖2 ≤ n−1/2. Then,
log
dPϑn+ϕn(ϑn)un,n
dPϑn,n
(X) =
〈
u,−√nΓ−1ϑ0∇Ln(ϑn)
〉
Γϑ0
− 1
2
‖un‖2Γϑ0 + Ψn(ϑn),
where
Ψn(ϑn) =
〈
un − u,−
√
nΓ−1ϑ0∇Ln(ϑn)
〉
Γϑ0
− 1
2
‖un‖2An(ϑ∗n),
An(ϑ∗n) = ∇2Ln(ϑ∗n) − Γϑ0 .
In order to prove that (3.7) holds, it suffices to show that for any w ∈ Rd,
〈S n(ϑn), w〉Γϑ0 converges weakly to 〈Z, w〉Γϑ0 , cf. Theorem 6 of Ibragimov and Khasmin-
skii [32]. From Lemma 3.18 below we know that L(〈un, S n(ϑn)〉Γϑ0 | Pϑn)⇒ L(〈u,Z〉Γϑ0 )
provided un → u.
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Next, set wn = un − u and observe that Lemma 3.18 now yields that 〈wn, S n(ϑn)〉Γϑ0
tends to 0 in Pϑn,n-probability. Combining Lemmas 3.16 and 3.17 we obtain that
An(ϑ∗n)→0 in Pϑn,n-probability. Consequently, Ψn(ϑn)
Pϑn ,n−→ 0. Since ‖un‖22 → ‖u‖22, then
‖un‖2Γϑ0 → ‖u‖
2
Γϑ0
. This completes the proof.
Any statistical experiment fulfilling eqs. (3.6) and (3.7) is called uniformly locally
asymptotically normal (ULAN) in accordance with Definition 2.2 of Ibragimov and
Khasminskii [32]. In Ch. 1 of [32], it has been established that for experiments given
by regular i.i.d. observations with nondegenerate asymptotic Fisher information matrix
I(ϑ) in Θ ⊂ R, the corresponding family of distributions is uniformly asymptotically
normal in any compact set K ⊂ Θ. For nonstationary processes the validity of the LAN
property has been proved in some cases; locally stationary Gaussian processes are LAN
according to Theorem 2.1 of Dahlhaus [19]; Hirukawa and Taniguchi have proved the
LAN property of a family of non-Gaussian locally stationary processes. Proposition 3.2
is a generalization of Dahlhaus’ result which allows us to show the consistency, asymp-
totic normality and efficiency of a class of Bayes-type estimators and the maximum
likelihood as explained in the following subsections.
3.2.1 Bayesian estimators
In this section we establish the consistency, asymptotic normality and efficiency of ϑ˜n, a
Bayesian estimator corresponding to the prior density dQ(·) and loss function `(n1/2 x).
To this end, we now introduce some definition and notation.
Recall that the Bayesian estimator ϑ˜n with respect to the prior density dQ(·) and loss
38
function `(·) is the solution of
inf
y∈Θ
∫
`(u − y) d Pr(u) =
∫
`(u − ϑ˜n) d Pr(u),
where Pr denotes the posterior distribution of ϑ. In this work we consider the class of
loss functionsW p which is defined as follows.
Definition 3.3. The class of loss functions W is defined on the set Θ × Θ and satisfies
the following properties:
1. W(u, v) = w(u − v).
2. w(u) is defined and nonnegative on Rp; w(0) = 0, w is continuous at u = 0 (but is
not identically zero).
3. w(u) = w(−u).
4. (a) The sets {u : w(u) < c} are convex sets ∀c > 0.
(b) The sets {u : w(u) < c} are convex sets ∀c > 0 and are bounded ∀c > 0
sufficiently small.
W is the class of functions satisfying 1-4(a);W′ is the class of functions satisfying
1-4(b). The notationW p (W′p) will be used for the set of functions w ∈W (W′) which
possess a polynomial majorant.
In this section we consider loss functions of the form
`n(x) = `(n1/2 x).
Additionally, it will be assumed that `(x) ∈ W′p and, moreover, there exists a γ > 0
such that for all a ≥ a0,
inf
‖s‖≥a
`(s) ≥ sup
‖s‖≤aγ
`(s).
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A class of such functions will be denoted by W˜. The prior density dQ(·) will be as-
sumed to be a function continuous and positive inΘwhose growth is at most polynomial
and which is not necessarily integrable.
The following definition introduces a class of matrices whose role in the following
consists of providing a suitable class of normalizing matrices for the likelihood ratio
process, Pϑ+h/Pϑ. For instance, the asymptotic efficiency of the maximum likelihood
estimate ϑ̂n depends on the regularity of the normalizing matrix ϕn(ϑ), cf. Corollary 3.10
below.
Definition 3.4 (Class Φ(K)). We write that the family ϕn(ϑ) ∈ Φ(K) if ϕn(ϑ) is such
that for ϑi ∈ Θ there exists the limit
lim
n→∞ ϕ
−1
n (ϑ2)ϕn(ϑ1) = B(ϑ1, ϑ2),
where this convergence is uniform in ϑi ∈ K ⊂ Θ and the matrix B(ϑ1, ϑ2) is continuous
in ϑ1.
Recall that in Proposition 3.2 we utilized ϕn(ϑ) = n−1/2Γ
−1/2
ϑ as the normalizing
matrix to establish the ULAN property of locally stationary Gaussian processes. It is
easily seen that in this case, ϕn(ϑ) ∈ Φ(K) uniformly in ϑ.
Applying Theorem 2.1, Ch. 3, p. 179, of [32], we have the following:
Theorem 3.5. Let ϑ˜n be a Bayesian estimator corresponding to the prior density dQ(·)
and loss function `(n1/2·), ` ∈ W˜. Suppose that Assumption 3.1 holds. Then, uniformly
in ϑ,
ϑ˜n
Pϑ,n−→ ϑ,
√
n(ϑ − ϑ˜n)⇒ N(0,Γ−1ϑ )
lim
C↑∞
lim
n↑∞
inf
ρn
sup
ν∈An(C,ϑ)
∫
ω(
√
n(ρn − ν))dPν,n = lim
C↑∞
lim
n↑∞
sup
ν∈An(C,ϑ)
∫
ω(
√
n(ϑ˜n − ν))dPν,n,
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where An(C, ϑ) = { ν ∈ Θ | ‖ϑ − ν‖2 ≤ Cn−1/2 }, the infimum is taken over all the
estimators ρn and ω ∈Wp.
Proof. In view of Lemmas 3.11, 3.12, 3.13 and 3.14, which can be found in the ap-
pendix, the conditions of Theorem 3.2.1 of Ibragimov and Khasminskii [32] are satis-
fied.
The following result shows that under the conditions imposed in this section, the
Bayesian estimators corresponding to different prior densities and loss functions are
asymptotically equivalent among themselves and are also equivalent (cf. Theorem 3.8)
to the maximum likelihood estimator of ϑ.
Theorem 3.6. For any K ∈ KΘ and under the assumptions of Theorem 3.5, for any
ε > 0,
lim
n→∞ supϑ∈K
Pϑ
{
‖ √n
(
ϑ˜n − ϑ
)
− S n(ϑ)‖2 > ε
}
= 0,
where S n(ϑ) = −√nΓ−1/2ϑ ∇Ln(ϑ).
Proof. In view of Lemmas 3.11, 3.12, 3.13 and 3.14, which can be found in the ap-
pendix, this result is a consequence of Theorem 3.2.2 of Ibragimov and Khasmin-
skii [32].
In particular, this proposition states that for any convergent sequence {ϑk} ⊂ K,
where K is a closed set whose diameter is finite, e.g., K(ϑt) = {ϑ ∈ Θ | ‖ϑ − ϑt‖2 ≤
Cn−1/2 }, √n
(
ϑ˜n − ϑk
)
− S n(ϑk) converges to zero in Pϑk ,n-probability.
We have shown in Lemma 3.18 that under Pϑn,n, S n(ϑn) weakly converges to Z =
N(0,Γ−1ϑ0 ), provided ϑn → ϑ0. An application of Slutsky’s theorem now yields that for
any sequence {ϑk} ⊂ K, under Pϑk ,
√
n(ϑ˜n − ϑk) also converges weakly to Z.
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Moreover, by an application of the second continuous mapping theorem, cf. Theo-
rem 5.5 in Billingsley [6], we get that for any sequence an → τ
Pϑ{
√
n‖ϑ˜n − ϑ‖2 ≥ an } = o(1) + Pϑ{Z> Z ≥ τ }.
Chebyshev’s inequality now yields
Pϑ{Z> Z ≥ τ } ≤ V[Z
> Z]
τ2
=
tr(Γ−2ϑ )
τ2
.
Since for any d × d matrix M, |tr(M2)| ≤ ||M||2, and ||M−1|| = 1/σd, where σd is the
smallest eigenvalue of M, and ||M|| = [tr(M M∗)]1/2 is the Frobenius norm of M, it follows
that ∣∣∣∣∣ tr(Γ−2ϑ )τ2
∣∣∣∣∣ ≤ ( 1σd(ϑ) τ
)2
,
where σd(ϑ) is the smallest eigenvalue of Γϑ. Because for any ϑ ∈ Θ, σd(ϑ) is bounded
from below, if we choose τ large enough we have the following:
Corollary 3.7. Suppose that Assumption 3.1 holds. Then, for any K ∈ KΘ there exists
a number τ large enough such that for any ε > 0 the following inequality
sup
ϑ∈K
Pϑ
{ √
n‖ϑ˜n − ϑ‖2 > τ
}
≤ ε,
is valid.
This corollary proves the existence of
√
n-estimators of the time-varying spectral
density function fϑ which are uniformly bounded in probability. This result is crucial to
treat the estimation of fϑ from the view point of LeCam theory of statistical experiments;
this problem will be addressed in the next chapter.
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3.2.2 Maximum likelihood estimator
A maximum likelihood estimate ϑ̂n of the parameter ϑ based on observations X will be
understood as one of the values y which maximizes with respect to y ∈ Θ the likelihood
function ∂Pny(X)/∂νn, where νn is the measure with respect to which all the measures
Pny, y ∈ Θ, are absolutely continuous. Disregarding events of Pnϑ-probability 0, ϑ̂n maxi-
mizes ∂Pny(X)/∂Pnϑ0 , where ϑ0 is the true value of the parameter.
In this section we consider ϑ̂n as the maximum likelihood estimate of ϑ. The follow-
ing theorem presents a method for proving the asymptotic normality of ϑ̂n. This theorem
is a direct consequence of Theorem 3.1.2 of Ibragimov and Khasminskii [32]. The latter
theorem is of interest on its own; we have chosen to utilize Theorem 3.1.2 since its con-
ditions are in line with the mild assumptions that we have imposed on the trend and the
approximating functions, µϑ and Aϑ, respectively, cf. Definition 1.1. We should men-
tion that under more restrictive assumptions Theorem 1.8.1 of [32] has shown useful in
providing stronger results than Theorem 3.1.2 in i.i.d. settings.
Theorem 3.8. Suppose that Assumption 3.1 holds. Then, for any set K ⊂ KΘ and any
ε > 0,
lim
n→∞ supϑ∈K
Pϑ{‖
√
n(ϑ̂n − ϑ) − S n(ϑ)‖2 > ε} = 0, (3.8)
where S n(ϑ) = −√nΓ−1/2ϑ0 ∇Ln(ϑ).
Proof. In view of Lemmas 3.11, 3.12, 3.13 and 3.14, which can all be found in the
appendix, this result is a consequence of Theorem 3.1.2 of Ibragimov and Khasmin-
skii [32].
Since asymptotically ϑ̂n (maximum likelihood estimate) and ϑ˜n (Bayesian estima-
tors) are equivalent, the following result is expected and can be proved following the
same arguments used to show Corollary 3.7.
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Corollary 3.9. Suppose that Assumption 3.1 holds. Then, for any K ∈ KΘ there exists
a number τ large enough such that for any ε > 0 the following inequality
sup
ϑ∈K
Pϑ
{ √
n‖ϑ̂n − ϑ‖2 > τ
}
≤ ε,
is valid.
Applying Corollary 1.1, Ch. 3, p. 177, of Ibragimov and Khasminskii [32], we have
the following:
Corollary 3.10. For any K ∈ KΘ and under the assumptions of Theorem 3.8, the
maximum likelihood estimate ϑ̂n is asymptotically efficient in K for the loss function
w(ϕ−1n (ϑ0)x) for any ϑ0 ∈ K and w ∈W p.
3.3 Appendix
In this section, Eϑ[X] and Vϑ[X] denote the expectation and variance of X w.r.t. the law
Pϑ; KΘ denotes the class of compact sets of Θ; ‖x‖2 denotes the Euclidean norm of
x ∈ Rd; for any n× n matrix M, ‖M‖ = (max. characteristic root of M∗ M)1/2, where M∗
denotes the conjugate transpose of M.
Lemma 3.11 (Condition N1 in [32]). For some nondegenerate matrix ϕn(ϑ), for any
set K ⊂ KΘ and arbitrary sequences ϑn ∈ K, ϑn + ϕn(ϑn)un ∈ K, un → u, n → ∞, the
representation
Zn,ϑn(un) =
dPϑn+ϕn(ϑn) un,n
dPϑn,n
(X)
= exp
{
〈S n(ϑn), u〉 − 12‖u‖
2 + ψn(un, ϑn)
}
is valid; here L
(
S n(ϑn) | Pϑn,n
) ⇒ N(0, Ip×p) as n → ∞ and the sequence ψn(un, ϑn)
converges to zero in Pϑn,n-probability.
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Proof. This is precisely the content of Proposition 3.2. Thus, let ϕn(ϑn) = n−1/2 Γϑn and
apply the aforementioned proposition.
Lemma 3.12 (Condition N2 in [32]). For any set K ⊂ KΘ,
lim
n→∞ supϑ∈K
tr
{
ϕn(ϑ)ϕ>n (ϑ)
}
= 0.
Proof. Since for any ϑ ∈ Θ,
tr(Γϑ) =
1
4pi
d∑
i=1
∫
T
(
∂
∂ ϑi
log fϑ
)2
dλ du =
1
4pi
d∑
i=1
∫
T
(
∂/(∂ϑi)ϑi fϑ
fϑ
)2
dλ du,
we use the boundedness away from zero of fϑ as well as the boundedness of ∇Aϑ to get
that for some ε > 0 and κ < ∞
∣∣∣tr(Γϑ)∣∣∣ ≤ ε4pi
d∑
i=1
∫
T
(
∂
∂ϑi
fϑ
)2
dλ du ≤ d κ
2
4piε
.
Observe that for any ϑ ∈ Θ,
∣∣∣tr {ϕn(ϑ)ϕ>n (ϑ)} ∣∣∣ ≤ n−1 ∣∣∣tr(Γϑ)∣∣∣2 ≤ n−1 (d κ24piε
)2
.
Let n→ ∞ to conclude the proof.
Lemma 3.13 (Condition N3 in [32]). Let Un(ϑ) = ϕ−1n (ϑ)(Θ−ϑ). For any set K ∈ KΘ
and some β > 0 and m > 0, B = B(K), a = a(K),
sup
ϑ∈K
sup
v,w∈Un(ϑ)|v|<R,|w|<R
‖w − v‖−β Eϑ
∣∣∣Z1/mn,ϑ (w) −Z1/mn,ϑ (v)∣∣∣m ≤ B(1 + Ra).
Proof. We show that this condition holds with β = m = 2. This result is a con-
sequence of Lemma 1.1, Ch. 3, p. 178, of Ibragimov and Khasminskii [32]. In or-
der to utilize this lemma, we begin by showing that the statistical experiment Fn =(
Rn,B(Rn), {Pϑ,n, ϑ ∈ Θ }) is regular. Here Pϑ,n = Nn(µϑ,Σϑ). Then, we show the bound-
edness of
sup
ϑ∈K
sup
‖u‖<R,
ϑ+u∈Θ
∥∥∥ I−1/2n (ϑ) In(ϑ + u) I−1/2n (ϑ) ∥∥∥ , (3.9)
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where In(ϑ) is the Fisher’s information matrix associated with the experiment Fn.
Note that dPϑ,n is continuous on Θ. Observe also that the function ( dPϑ,n )1/2 is
differentiable in L2(dx) with derivative ψϑ(x) = (1/2)[dPϑ,n(x)]1/2 ∇ϑ log dPϑ,n(x). Thus
the Fisher’s information matrix for Fn is given by
In(ϑ) = Eϑ
[
∇ϑ log dPϑ,n(x) (∇ϑ log dPϑ,n(x))>] = −Eϑ [∇2ϑ log dPϑ,n(x)] .
The latter follows because normal distributions belong to an exponential family. Thus
Fn is a regular experiment; cf. p. 65 in [32].
Since K is compact it suffices to verify (3.9) for convergent sequences. Let ϑn →
ϑ0 ∈ K and un → u ∈ Rd. As above, ϕn(ϑn) = n−1/2 Id×d. Let R = n−1/2 and observe that
the requirement that ‖un‖2 < n−1/2 implies that ϑn + un ∈ K for n large enough. Since
In(ϑn) is a Hermitian positive definite matrix, from Proposition V 1.8 and Theorem X 1.1
of Bhatia [5],
∥∥∥ I−1/2n (ϑn) In(ϑn + un) I−1/2n (ϑn) ∥∥∥ ≤ ∥∥∥I−1n (ϑn)∥∥∥ ‖In(ϑn + un)‖
=
∥∥∥∥ (Eϑn[∇2Ln(ϑn)])−1 ∥∥∥∥ ∥∥∥Eϑn[∇2Ln(ϑn + un)]∥∥∥ .
The latter follows because log dPϑ,n(x) = −nLn(ϑ) for any ϑ ∈ Θ and therefore, In(ϑ) =
nEϑ[∇2Ln(ϑ)].
From Lemma 3.17 and Lemma 3.16 below we deduce that for any i, j = 1, . . . , d,
∣∣∣ (Eϑn[∇2Ln(ϑn + un)] − Γϑ0+u)i, j ∣∣∣ ≤ ∣∣∣ (Eϑn[∇2Ln(ϑn + un)] − Eϑn[∇2Ln(ϑ0 + u)])i, j ∣∣∣
+
∣∣∣ (Eϑn[∇2Ln(ϑ0 + u)] − Γϑ0+u)i, j ∣∣∣ = O(n−2/3 log4(n)). (3.10)
The rate n−2/3 log4(n) is taken from Lemma 4.8 of Dahlhaus [19]. This is one of the
two parts of the paper in which we need the Assumption 3.1.5; this assumption is also
crucial in establishing Lemma 3.18.
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Therefore,
∥∥∥Eϑn [∇2Ln(ϑn + un)] − Γϑ0+u ∥∥∥ ≤ sup
j
∑
i
∣∣∣ (Eϑn[∇2Ln(ϑn + un)]
− [Γϑ0+u]
)
i, j
∣∣∣ = O(d n−4/3 log8(n)).
Since ‖Γϑ0+u‖ is uniformly bounded by constants, cf. Lemma A.4 of Dahlhaus [19],
the quantity
∥∥∥Eϑn[∇2Ln(ϑn + un)]∥∥∥ = O(d n−4/3 log8(n)) + ‖Γϑ0+u‖ is uniformly bounded.
Next we show that
∥∥∥ (Eϑn[∇2Ln(ϑn)])−1 ∥∥∥ is bounded. First note that∥∥∥ (Eϑn[∇2Ln(ϑn)])−1 ∥∥∥ = sup‖x‖=1 x
> x
x> Eϑn[∇2Ln(ϑn)] x
=
(
inf
‖x‖=1
x> Eϑn[∇2Ln(ϑn)] x
)−1
.
Since for any x ∈ Rd and any d × d matrix M, |x> M x| ≤ ‖x‖22 ‖M‖ from eq. (3.10) we
deduce that
inf
‖x‖=1
x>
(
Eϑn[∇2Ln(ϑn)] − Γϑ0
)
x ≥ −O(n−1/3 log8(n)).
Therefore,
∥∥∥ (Eϑn[∇2Ln(ϑn)])−1 ∥∥∥ ≤ ( inf‖x‖=1 x> Γϑ0 x − O(n−1/3 log8(n))
)−1
.
Since inf‖x‖=1 x> Γϑ0 x is bounded from below, our claim follows. This completes the
proof.
Lemma 3.14 (Condition N4 in [32]). For any set K ⊂ KΘ and any N > 0, there exists
an n0(N,K) such that
sup
ϑ∈K
sup
n0<N
sup
u∈Un(ϑ)
‖u‖N2 EϑZ1/2n,ϑ (w) < ∞.
Proof. Recall that Un(ϑ) =
√
n(Θ−ϑ). It suffices to verify the condition for convergent
sequences, ϑn → ϑ0 ∈ K. Furthermore, since √x ≤ (1+ x)/2 for all x ≥ 0, it is sufficient
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to verify that for n large enough the following condition holds:
sup
u∈√n(Θ−ϑn)
‖u‖N2 EϑnZn,ϑn(u) < ∞.
To this end observe first that u ∈ √n(Θ−ϑn) implies that there is a ϑu ∈ Θ such that u =
√
n(ϑu − ϑn). Thus ‖u‖2 = √n‖ϑu − ϑn‖ ≤ sup{ √n‖ϑ1 − ϑ2‖ : ϑ1, ϑ2 ∈ Θ } =: diam(Θ).
Then note that
‖u‖N2 EϑnZn,ϑn(u) = ‖u‖N+22 ‖u‖−2 EϑnZn,ϑn(u) ≤ (diam(Θ))N+2 Const.
The latter follows by an application of Lemma 3.13. Since diam(Θ) is finite, the proof
is completed.
Lemma 3.15. If ϑn → ϑ0 then ‖Σϑn − Σϑ0‖ → 0 as n→ ∞.
Proof. For any ϑ ∈ Θ we have Σn =
{∫ pi
−pi e
iλ( j−k) A◦ϑ, j,n(λ)A¯
◦
ϑ,k,n(λ) dλ
}
, where j, k =
1, . . . , n; cf. (1.5). From the triangle inequality we have that for any ϑ ∈ Θ, ∣∣∣A◦ϑ, j,n(λ)∣∣∣ ≤∣∣∣A◦ϑ, j,n(λ) − Aϑ ( jn , λ) ∣∣∣ + ∣∣∣Aϑ ( jn , λ) ∣∣∣, j = 1, . . . , n. Using eq. (1.2) and the assumption that
Aϑ ( j/n, λ) is uniformly bounded, we can refine this inequality. Indeed, for n ≥ 1 we
have that there is a generic constant such that
sup
i,λ
∣∣∣A◦ϑ, j,n(λ)∣∣∣ ≤ C. (3.11)
Set B◦ϑ, j,k,n(λ) = A
◦
ϑ, j,n(λ)A¯
◦
ϑ,k,n(λ) and observe that
B◦ϑ, j,k,n(λ) =
[
A◦ϑ, j,n(λ) − Aϑ
( j
n
, λ
)]
A¯◦ϑ,k,n(λ)
+ Aϑ
( j
n
, λ
) [
A¯◦ϑ,k,n(λ) − A¯ϑ
(
k
n
, λ
)]
+ Aϑ
( j
n
, λ
)
A¯ϑ
(
k
n
, λ
)
.
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This equality allows us to see that
∣∣∣B◦ϑn, j,k,n(λ) − B◦ϑ0, j,k,n(λ)∣∣∣ ≤ sup
j,λ
∣∣∣∣∣A◦ϑn, j,n(λ) − Aϑn ( jn , λ
) ∣∣∣∣∣ ∣∣∣Aϑn,k,n(−λ)∣∣∣
+ sup
k,n
∣∣∣∣∣A◦ϑ0, j,n(λ) − Aϑ0 ( jn , λ
) ∣∣∣∣∣ ∣∣∣ − A◦ϑ0,k,n(−λ)∣∣∣
+
∣∣∣Aϑn ( jn , λ
) ∣∣∣ sup
k,n
∣∣∣∣∣A◦ϑn,k,n(−λ) − Aϑn (kn ,−λ
) ∣∣∣∣∣
+
∣∣∣ − Aϑ0 ( jn , λ
) ∣∣∣ sup
k,n
∣∣∣∣∣A◦ϑ0,k,n(−λ) − Aϑ0 (kn ,−λ
) ∣∣∣∣∣
+
∣∣∣∣∣Aϑn ( jn , λ
)
Aϑn
(
k
n
,−λ
)
− Aϑ0
( j
n
, λ
)
Aϑ0
(
k
n
,−λ
) ∣∣∣∣∣.
From eqs. (1.2) and (3.11) we obtain that
∣∣∣B◦ϑn, j,k,n(λ) − B◦ϑ0, j,k,n(λ)∣∣∣ ≤ Cn + supu,λ
∣∣∣∣∣∣∣∣Aϑn (u, λ) ∣∣∣2 − ∣∣∣Aϑ0 (u, λ) ∣∣∣2∣∣∣∣∣. (3.12)
Set B∗ϑn, j,k,n(λ) = B
◦
ϑn, j,k,n
(λ) − B◦ϑ0, j,k,n(λ),
‖Σϑn − Σϑ0‖ = sup
x∈Cn
‖
{ ∫ pi
−pi exp{ iλ( j − k) } B∗ϑn, j,k,n(λ) dλ
}
j,k=1,...,n
x‖
‖x‖
= 2pi sup
u,λ
∣∣∣∣∣ fϑn (u, λ) − fϑ0 (u, λ) ∣∣∣∣∣ + o(1) = o(1).
The latter follows from Assumption 3.1.2 and (3.12) above.
Lemma 3.16. If ϑn → ϑ0 as n → ∞, then ∇2Ln(ϑn) − ∇2Ln(ϑ0) → 0 in Pϑn,n-
probability.
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Proof. Utilizing eq.(3.4), we have that for any ϑ ∈ Θ
∇2i jLn(ϑ) = −
1
2n
tr
(
Σ−1ϑ C
(i)
ϑ Σ
−1
ϑ C
( j)
ϑ
)
+
1
2n
tr
(
Σ−1ϑ D
(i, j)
ϑ
)
+
1
2n
(X − µϑ)>
(
∇2i jΣ−1ϑ
)
(X − µϑ)
+
1
n
(∇i µϑ)> Σ−1ϑ (∇ j µϑ)
− 1
n
(∇i µϑ)>
(
∇ jΣ−1ϑ
)
(X − µϑ)
− 1
n
(∇ j µϑ)>
(
∇iΣ−1ϑ
)
(X − µϑ)
− 1
n
(∇2i j µϑ)> Σ−1ϑ (X − µϑ). (3.13)
Consider ∇2i jLn(ϑn) − ∇2i jLn(ϑ0) = In + IIn + IIIn, where
In =
1
2n
tr
{(
Σ−1ϑ0 − Σ−1ϑn
)
C(i)ϑ0Σ
−1
ϑ0
C( j)ϑ0
}
+
1
2n
tr
{
Σ−1ϑn
(
C(i)ϑ0 −C(i)ϑn
)
Σ−1ϑ0 C
( j)
ϑ0
}
+
1
2n
tr
{
Σ−1ϑn C
(i)
ϑn
[
Σ−1ϑ0 C
( j)
ϑ0
− Σ−1ϑn C( j)ϑn
]}
+
1
2n
tr
{
Σ−1ϑn D
(i, j)
ϑn
− Σ−1ϑ0 D(i, j)ϑ0
}
, (3.14)
IIn =
1
2n
X>
[(
∇2i jΣ−1ϑn
)
−
(
∇2i jΣ−1ϑ0
)]
X
+
1
n
[
µ>ϑ0
(
∇2i jΣ−1ϑ0
)
− µ>ϑn
(
∇2i jΣ−1ϑn
)]
X
+
1
n
[(∇iµϑ0)> (∇ jΣ−1ϑ0 ) − (∇iµϑn)> (∇ jΣ−1ϑn )] X
+
1
n
[(
∇2i j µϑ0
)>
Σ−1ϑ0 −
(
∇2i j µϑn
)>
Σ−1ϑn
]
X, (3.15)
and
IIIn =
1
2n
[
µ>ϑn
(
∇2i jΣ−1ϑn
)
µϑn − µ>ϑ0
(
∇2i jΣ−1ϑ0
)
µϑ0
]
+
1
n
[(∇iµϑn)> (Σ−1ϑn ) (∇ jµϑn) − (∇iµϑ0)> (Σ−1ϑ0 ) (∇ jµϑ0)]
+
1
n
[(∇iµϑn)> (∇ jΣ−1ϑn ) µϑn − (∇iµϑ0)> (∇ jΣ−1ϑ0 ) µϑ0]
+
1
n
[(
∇2i j µϑn
)>
Σ−1ϑnµϑn −
(
∇2i j µϑ0
)>
Σ−1ϑ0µϑ0
]
. (3.16)
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Let us focus on the first summand in the right-hand side of eq. (3.14). From Propo-
sition V 1.8 and Theorem X 1.1 of Bhatia [5] we know that
1
2n
∣∣∣∣∣tr {(Σ−1ϑ0 − Σ−1ϑn ) C(i)ϑ0Σ−1ϑ0 C( j)ϑ0 } ∣∣∣∣∣ ≤ 12‖Σ−1ϑ0 − Σ−1ϑn ‖‖C(i)ϑ0‖‖Σ−1ϑ0 ‖‖C( j)ϑ0 ‖
≤ 1
2
‖Σ−1ϑ0 ‖ ‖Σϑn − Σϑ0‖‖Σ−1ϑn ‖ ‖C(i)ϑ0‖‖Σ−1ϑ0 ‖‖C
( j)
ϑ0
‖. (3.17)
Since ‖Σ−1ϑn ‖ ‖C(i)ϑ0‖, ‖Σ−1ϑ0 ‖, and ‖C
( j)
ϑ0
‖ are uniformly bounded (by constants) for any i, j,
cf. Lemma A.4 of Dahlhaus [19], and ‖Σϑ0 − Σϑn‖ → 0, cf. Lemma 3.15, it follows that
the left-hand side of eq. (3.17) tends to zero.
For the second summand in the right-hand side of eq. (3.14), observe that
1
2n
∣∣∣∣∣tr {Σ−1ϑn (C(i)ϑ0 −C(i)ϑn) Σ−1ϑ0 C( j)ϑ0 } ∣∣∣∣∣ ≤ 12 ‖Σ−1ϑn ‖‖C(i)ϑ0 −C(i)ϑn‖‖Σ−1ϑ0 ‖‖C( j)ϑ0 ‖. (3.18)
In analogy with the proof of Lemma 3.15, it can be established that ‖C(i)ϑn − C(i)ϑ0‖ → 0
provided ϑn → ϑ0. Therefore, the left-hand side of eq. 3.18 tends to zero. Since ‖D(i, j)ϑ ‖
is uniformly bounded (by constants) for any i, j, cf. Lemma A.7 of [19], the remaining
summands of eq. (3.14) can be handled similarly. This shows that In → 0 as n→ ∞.
We now consider eq. (3.15). Utilizing that for any ϑ ∈ Θ, ∂
∂ϑ
Σ−1ϑ = −Σ−1ϑ
(
∂
∂ϑ
Σϑ
)
Σ−1ϑ
it can be seen that
∇2i jΣ−1ϑ = −Σ−1ϑ D(i, j)ϑ Σ−1ϑ + 2 Σ−1ϑ C(i)ϑ Σ−1ϑ C( j)ϑ Σ−1ϑ . (3.19)
Consequently, for the first summand of eq. (3.15) we have∣∣∣∣∣ 12nX>
[(
∇2i jΣ−1ϑn
)
−
(
∇2i jΣ−1ϑ0
)]
X
∣∣∣∣∣ ≤ 12n‖X‖22 ∥∥∥∥(∇2i jΣ−1ϑn ) − (∇2i jΣ−1ϑ0 )∥∥∥∥
≤ 1
2n
‖X‖22
∥∥∥Σ−1ϑn ∥∥∥ (∥∥∥D(i, j)ϑ0 ∥∥∥ ∥∥∥Σ−1ϑ0 − Σ−1ϑn ∥∥∥
+
∥∥∥D(i, j)ϑ0 − D(i, j)ϑn ∥∥∥ ∥∥∥Σ−1ϑn ∥∥∥) . (3.20)
Lemma 2.2 of Dahlhaus [19] shows that 1/n‖X‖22 is bounded in probability. Since
∥∥∥Σϑ0∥∥∥,∥∥∥Σϑn∥∥∥, and ∥∥∥D(i, j)ϑ0 ∥∥∥ are uniformly bounded (by constants) and ∥∥∥Σϑn − Σϑ0∥∥∥ → 0 as n →
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∞ it follows that the first summand in the right-hand side of eq. (3.20) tends to zero.
From Assumption 3.1.2 it follows that Di, jϑ is a continuous function on ϑ, hence ‖D(i, j)ϑ0 −
D(i, j)ϑn ‖ → 0 for any i, j. Hence, the second summand in the right-hand side of eq. (3.20)
tends to zero. Consequently, the left-hand side of eq. (3.20) tends to zero.
The second summand in eq. (3.15) can be handled by utilizing the Cauchy-Schwarz
inequality. Namely,∣∣∣∣∣1n [µ>ϑ0 (∇2i jΣ−1ϑ0 ) − µ>ϑn (∇2i jΣ−1ϑn )] X
∣∣∣∣∣ ≤ 1n
(∥∥∥µϑ0 − µϑn∥∥∥22 ‖X‖22)1/2 ∥∥∥∇2i jΣ−1ϑ0 ∥∥∥
+
1
n
(∥∥∥µϑn∥∥∥22 ‖X‖22)1/2 ∥∥∥∥(∇2i jΣ−1ϑn ) − (∇2i jΣ−1ϑ0 )∥∥∥∥ . (3.21)
Assumption 3.1.3 yields that
∥∥∥µϑ0 − µϑn∥∥∥22 → 0 provided ϑn → ϑ0. Similarly as above,
it can be shown that
∥∥∥∥(∇2i jΣ−1ϑn ) − (∇2i jΣ−1ϑ0 )∥∥∥∥ → 0 as n → ∞, for any i, j; cf. eq. (3.19).
The remaining terms on the right-hand side of eq. (3.21) are bounded in probability and
consequently, the left-hand side of eq.(3.21) tends to zero. Since ‖∇µϑ‖22 is bounded (for
any ϑ ∈ θ) and ‖∇µϑn − ∇µϑ0‖22 → 0; cf. Assumption 3.1.3, the remaining summands of
eq. (3.15) can be handled similarly. This shows that IIn → 0 as n→ ∞.
Finally, note that terms in (3.16) have the form
1
n
a>ϑ Mϑ bϑ
where ‖Mϑ0 − Mϑn‖ → 0, 1n‖aϑ0 − aϑn‖22 → 0 provided ϑn → ϑ0, and ‖bϑ‖ is bounded.
These terms can be handled in analogy with the treatment for In and IIn. This shows that
IIIn → 0 as n→ ∞. This completes the proof.
Lemma 3.17. If ϑn → ϑ0 as n→ ∞, then ∇2Ln(ϑ0)→ Γϑ0 in Pϑn,n-probability.
Proof. By Chebyshev’s inequality, it suffices to show that Eϑn[∇2i jLn(ϑ0)]→ (Γϑ0)i j and
Vϑn[∇2Ln(ϑ0)i j] = o(n−1) for i, j = 1, . . . , d. We begin with the calculations for the
52
expectation. Set Yn = 12n (X − µϑ0)>
(
∇2i jΣ−1ϑ0
)
(X − µϑ0) and use (3.13) to see that for any
i, j = 1, . . . , d:
Eϑn
[
∇2i jLn(ϑ0)
]
= − 1
2n
tr
(
Σ−1ϑ0 C
(i)
ϑ0
Σ−1ϑ0 C
( j)
ϑ0
)
+
1
2n
tr
(
Σ−1ϑ0 D
(i, j)
ϑ0
)
+ Eϑn[Yn]
+
1
n
(∇i µϑ0)> Σ−1ϑ0 (∇ j µϑ0)
− 1
n
(∇i µϑ0)>
(
∇ jΣ−1ϑ0
)
(µϑn − µϑ0)
− 1
n
(∇ j µϑ0)>
(
∇iΣ−1ϑ0
)
(µϑn − µϑ0)
− 1
n
(∇2i j µϑ0)> Σ−1ϑ0 (µϑn − µϑ0). (3.22)
Recall that for any random vector z ∼ N(0,Σ), E[z>Az] = tr(AΣ) and also V[z>Az] =
2tr(AΣ AΣ), it follows that if X ∼ N(µϑn ,Σϑn) then
2nEϑn [Yn] = tr
{(
∇2i jΣ−1ϑ0
)
Σϑn
}
+
(
µϑn − µϑ0
)> (∇2i jΣ−1ϑ0 ) (µϑn − µϑ0) (3.23)
4n2Vϑn [Yn] = 2tr
{(
∇2i jΣ−1ϑ0
)
Σϑn
(
∇2i jΣ−1ϑ0
)
Σϑn
}
+ 4
(
µϑn − µϑ0
)> (∇2i jΣ−1ϑ0 ) Σϑn (∇2i jΣ−1ϑ0 ) (µϑn − µϑ0) . (3.24)
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By properly substituting eq. (3.23) into eq. (3.22) we obtain:
Eϑn
[
∇2i jLn(ϑ0)
]
= − 1
2n
tr
(
Σ−1ϑ0 C
(i)
ϑ0
Σ−1ϑ0 C
( j)
ϑ0
)
+
1
2n
tr
(
Σ−1ϑ0 D
(i, j)
ϑ0
)
− 1
2n
tr
{
ΣϑnΣ
−1
ϑ0
D(i, j)ϑ0 Σ
−1
ϑ0
}
+
1
n
tr
{
ΣϑnΣ
−1
ϑ0
C(i)ϑ0Σ
−1
ϑ0
C( j)ϑ0 Σ
−1
ϑ0
}
+
1
2n
(
µϑn − µϑ0
)> (∇2i jΣ−1ϑ0 ) (µϑn − µϑ0)
+
1
n
(∇i µϑ0)> Σ−1ϑ0 (∇ j µϑ0)
− 1
n
(∇i µϑ0)>
(
∇ jΣ−1ϑ0
)
(µϑn − µϑ0)
− 1
n
(∇ j µϑ0)>
(
∇iΣ−1ϑ0
)
(µϑn − µϑ0)
− 1
n
(∇2i j µϑ0)> Σ−1ϑ0 (µϑn − µϑ0), (3.25)
From Lemma 4.8 of Dahlhaus [19] we obtain that the summands in the right-hand side
of (3.25) tend to
− 1
4pi
∫
T
(
∂
∂ϑi
fϑ0
) (
∂
∂ϑ j
fϑ0
)
f 2ϑ0
+
1
4pi
∫
T
 ∂∂ϑi ∂ϑ j fϑ0fϑ0

− 1
4pi
∫
T
fϑn
 ∂∂ϑi ∂ϑ j fϑ0f 2ϑ0
 + 12pi
∫
T
fϑn
(
∂
∂ϑi
fϑ0
) (
∂
∂ϑ j
fϑ0
)
f 3ϑ0
at the rate n−2/3 log4(n).
Because of the smoothness impose on fϑ, the terms above are indeed equal to
1
4pi
∫
T
(
∂
∂ϑi
fϑ0
) (
∂
∂ϑ j
fϑ0
)
f 2ϑ0
=
(
Γϑ0
)
i j .
This shows that the first of our claims holds true.
We now move onto the corresponding calculations for the variance. Observe that
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combining (3.13), (3.24) and (3.19)
Vϑn
[
∇2i jLn(ϑ0)
]
=
1
2n2
tr
{(
∇2i jΣ−1ϑ0
)
Σϑn
(
∇2i jΣ−1ϑ0
)
Σϑn
}
+
1
n2
(∇iµϑ0)>
(
∇ jΣ−1ϑ0
)
Σϑn
(
∇ jΣ−1ϑ0
)> ∇iµϑ0
+
1
n2
(∇ jµϑ0)>
(
∇iΣ−1ϑ0
)
Σϑn
(
∇iΣ−1ϑ0
)> ∇ jµϑ0
+
1
n2
(∇2i jµϑ0)> Σ−1ϑ0 Σϑn
(
Σ−1ϑ0
)>
(∇2i jµϑ0).
Moreover, combining eq. (3.24) and eq. (3.19), the expression above becomes
Vϑn
[
∇2i jLn(ϑ0)
]
=
1
2n2
tr
{(
∇2i jΣ−1ϑ0
)
Σϑn
(
∇2i jΣ−1ϑ0
)
Σϑn
}
+
1
n2
(
µϑn − µϑ0
)> (∇2i jΣ−1ϑ0 ) Σϑn (∇2i jΣ−1ϑ0 ) (µϑn − µϑ0)
+
1
n2
(∇iµϑ0)>
(
∇ jΣ−1ϑ0
)
Σϑn
(
∇ jΣ−1ϑ0
)> ∇iµϑ0
+
1
n2
(∇ jµϑ0)>
(
∇iΣ−1ϑ0
)
Σϑn
(
∇iΣ−1ϑ0
)> ∇ jµϑ0
+
1
n2
(∇2i jµϑ0)> Σ−1ϑ0 Σϑn
(
Σ−1ϑ0
)>
(∇2i jµϑ0). (3.26)
Once again apply Lemma 4.8 in [19] to eq. (3.26) with ϑ = ϑ0 to obtain that the variance
Vϑn
[
∇2i jLn(ϑ0)
]
= o(n−1). This completes the proof.
Lemma 3.18. Let K ∈ KΘ and suppose that Assumption 3.1 holds. Then, for any
sequence of points ϑn ∈ K and any sequence of points un → u ∈ Rd, the following weak
convergence
L
( 〈un, S n(ϑn)〉 | Pϑn,n )⇒ L ( 〈u,Z〉 ) , Z ∼ N(0, Id), (3.27)
where S n(ϑn) = −√n Γ−1ϑn ∇Ln(ϑn), is valid. Recall that Γϑ0 is defined in eq. (3.5).
Proof. Since K is compact, it suffices to prove this lemma for any convergent sequence
{ϑn}. To ease the notation, write dn = 〈un, S n(ϑn)〉. From eq. (3.4) and using the As-
sumption 3.1.5, it follows that Eϑn[
√
n∇Ln(ϑn)]→ 0. Consequently, Eϑn[dn]→ 0.
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Now observe that
Vϑn[dn] = u
>
n Γ
−1/2
ϑn
V[
√
n∇Ln(ϑn)] Γ−1/2ϑn un
Since un → u, in order to complete the proof it suffices to show that:
n
(
Vϑn
[
∇i, jLn(ϑn)
]
− (Γϑn)i, j)→ 0,
for i, j = 1, . . . , d.
To this end, we utilize the method of cumulants. Firstly, note that for any i, j ∈
{ 1, . . . , d }
n
∣∣∣cov (∇iLn(ϑn),∇ jLn(ϑn)) − (Γϑn)i, j ∣∣∣ = ∣∣∣ 12n tr {Σ−1ϑn C(i)ϑnΣ−1ϑn C( j)ϑn } − (Γϑn)i, j ∣∣∣→ 0,
cf. Lemma 4.8 of Dahlhaus [19].Replacing ϑ0 by ϑn, the rest of this proof is analogous
to that of Theorem 2.4(iii) of [19].
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CHAPTER 4
GLOBAL PARAMETRIC ASYMPTOTIC EQUIVALENCE OF LOCALLY
STATIONARY PROCESSES
Consider the statistical experiment given by observations from a locally stationary
Gaussian process with zero mean and time-varying spectral density fϑ, ϑ ∈ Θ ⊂ Rd. The
global asymptotic equivalence in LeCam’s sense of this experiment and a white noise
experiment with drift log fϑ is established. This result is obtained by an application of
LeCam’s connection theorem.
4.1 Introduction and main result
Let X :=
(
Xk,n
)
1≤k≤n be a locally stationary Gaussian process (lsGp) with zero trend
function, transfer function A◦ and approximating function A. A proper definition of
these terms can be found in the introductory chapter of this work, cf. Definition 1.1. We
have previously explained the asymptotic relation between the covariance matrix of X
and the time-varying spectral density (tvsd) function f = (2pi)−1|A|2. Recall for instance
that f is the limit, in L2(−pi, pi), of the Wigner-Ville spectrum, cf. Ch. 1. Gaussianity
and the assumption of zero trend makes the statistical inference about X exclusively
dependable on proper estimates of f .
In this chapter we study the properties of fϑ, an estimate of f which is parametrized
by a vector ϑ ∈ Θ ⊂ Rd. This assumption is not only natural in statistical modeling
but is also in line with the applications of models based on locally stationary Gaussian
processes found in the literature. For instance, recently, models based on these pro-
cesses have been reported in areas such as seismology, medicine and computer science;
cf. Beran [4], Eckley et al. [25] and Maharaj and Alonso [37].
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We are interested in the problem of estimating the time-varying spectral density
function fϑ = (2pi)−1|Aϑ|2 from the point of view of LeCam’s theory of statistical
experiments. Especifically, we show that the decision theoretic properties of esti-
mators of fϑ when using a sample from a locally stationary Gaussian process are
asymptotically equivalent to those of estimators of log fϑ in the white noise problem
dZ(u,t) = log fϑ(u, t) du dt + 2
√
pin−1/2 dW(u,t), where W is a bidimensional Brownian
motion on T = [0, 1] × [−pi, pi].
We now properly state the main result of this chapter. First, some notation is in order.
Define the parameter set
FΘ :=
{
fϑ =
1
2pi
|Aϑ|2, ϑ ∈ Θ ⊂ Rd : Aϑ satisfies Assumption 3.1
}
. (4.1)
Let ∆ be the LeCam’s pseudodistance between experiments having the same parameter
space. Two sequences of statistical experiments Fn and Gn are said to be asymptotically
equivalent in the sense of LeCam if ∆(Fn,Gn ) → 0 as n → ∞. To ease the reading, a
formal definition of this type of convergence is given in Section 4.2.
Theorem 4.1. The experiments given by observations
X1,n, . . . ,Xn,n from a lsGp with zero trend function and tvsd fϑ, and (4.2)
dZ(u,λ) = log fϑ(u, λ) du dλ +
2
√
pi√
n
dW(u,λ), (u, λ) ∈ T, (4.3)
are asymptotically equivalent in the sense of LeCam for any time-varying spectral den-
sity function fϑ ∈ FΘ.
Remark 4.2. The assumption that the trend function is identically zero in Theorem 4.1
is quite unsatisfactory. Indeed, it is expected that the mean of a locally stationary pro-
cess varies, at least smoothly, even in a very small period of time. To carry out statistical
inference for stationary processes, however, it has been customary to assume that the
trend is negligible, cf. Walker [48], Davies [23] and Golubev et al. [29].
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Theorem 4.1 provides a clear picture of the time-varying spectral density estimation
problem in the case in which the parameter space is finite dimensional. In this manner,
our result also precludes what can be expected in a nonparametric estimation framework.
This theorem is obtained as an application of a general result known as the con-
nection theorem which is due to Lucien LeCam [33]. LeCam’s connection theorem as
well as the essentials of LeCam’s theory of statistical experiments are introduced in Sec-
tion 4.2. Roughly speaking, this method requires that two conditions be fulfilled: (1)
the asymptotic equivalence must hold when the parameter space is restricted to especific
subspaces, and (2) there must exist suitable estimators of the parameter of interest on
each of the global experiments under consideration. Sections 4.3 and 4.4 deal with (1)
and (2), respectively.
In the concluding Section 4.5, we introduce λ-convergence of statistical experiments.
This concept is due to Shiryaev and Spokoiny [43] and it is of interest on its own,
particularly because in combination with uniform local asymptotic normality (ULAN),
λ-convergence implies the convergence of local experiments in the sense of LeCam.
4.2 From local to global equivalence: LeCam’s connection theorem
One of the basic features of LeCam’s theory of statistical experiments is that we can
approximate general experiments by simple ones. Here, the approximation methods are
based on decision theoretic principles. This latter characteristic makes that LeCam’s
theory be suitable to perform asymptotic statistical inference in an abstract manner. We
begin this section with the essentials of LeCam theory.
Let E1,n =
(
Ω1,n,A1,n, {Pnϑ : ϑ ∈ Θ }
)
and E2,n =
(
Ω2,n,A2,n, {Qnϑ : ϑ ∈ Θ }
)
be two
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sequences of statistical experiments. Here
(
Ωi,n,Ai,n), i = 1, 2, are measurable spaces
on which the families of probabilities {Pnϑ;ϑ ∈ Θ} and {Qnϑ;ϑ ∈ Θ} are defined. Unless
stated otherwise, throughout this section Θ denotes an arbitrary parameter space.
By definition, LeCam’s ∆-pseudodistance between E1,n and E2,n is given by
∆(E1,n,E2,n;Θ ) = max
(
δ(E1,n,E2,n;Θ ), δ(E2,n,E1,n;Θ )
)
,
where δ(E1,n,E2,n;Θ ) denotes the deficiency of E1,n with respect to E2,n and is given by
δ(E1,n,E2,n;Θ ) = inf
T
sup
ϑ∈Θ
∥∥∥T Pnϑ −Qnϑ∥∥∥TV .
Here ‖ · ‖TV denotes the total variation distance between probability measures and the
infimum is taken over all the transition functions, T , from (Ω1,n,A1,n) to (Ω2,n,A2,n);
cf. Strasser [44] or Section 9 of Nussbaum [40] for more details about these terms.
Although the triangle inequality is held, i.e., ∆(E,G) ≤ ∆(E,F) + ∆(F,G) provided
E, F and G have the same parameter space, properly speaking ∆ is a pseudo distance
because ∆(E,F) = 0 does not imply that E ≡ F.
The experiments E1,n and E2,n are said to be asymptotically equivalent in LeCam’s
sense if ∆(E1,n,E2,n;Θ ) → 0 as n → ∞. This can be interpreted as follows: for any
statistical procedure, say ρ1, defined on E1,n(E2,n), and any ε > 0, there is a counterpart,
say ρ2, defined on E2,n(E1,n) such that for every bounded loss function `, the risk of ρ2 is
ε-close to the risk of ρ1 provided n→ ∞. In other words, an investigation in E1,n would
automatically yields analogous results in E2,n and viceversa. Proofs of this description
of the ∆-distance can be found in Brown and Low [9] or in LeCam and Yang [36].
Classical nonparametric estimation problems have been studied under the viewpoint
of LeCam theory. For instance, it is known that asymptotically, regression and den-
sity estimation both can be seen as white noise problems, cf. [9] and [40], respectively.
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More recently, for stationary time series, Golubev et al. [29] established that nonpara-
metric spectral density estimation is asymptotically equivalent to a white noise problem;
asymptotic equivalence for nonparametric regression problems with non regular errors
have been studied by Meister and Reiss [38].
For statistical experiments whose parameter space Θ has metric-dimensionality re-
strictions, e.g., ifΘ is a subset ofRd, LeCam introduced a procedure to deal with asymp-
totic equivalence: the connection theorem. Roughly speaking, this method requires that
two conditions be fulfilled: (1) the asymptotic equivalence must hold when the param-
eter space is restricted to subspaces of radius b < ∞, and (2) there must exist a class
of estimators of the parameter of interest on each of the global experiments under con-
sideration whose rate of convergence is compatible with b. Now, we formally introduce
LeCam’s connection theorem and present some of its applications.
Let E1,n and E2,n be two sequences of experiments having the same parameter space
Θ. Suppose that Θ is metrized by m. Let Θ′ ⊆ Θ, the diameter of Θ′ is defined as
diam(Θ′) := sup{m(ϑ, ν) : ϑ, ν ∈ Θ′ }. Define the restricted experiments E1,n(Θ′) :=
{Pnϑ : ϑ ∈ Θ′ }, and E2,n(Θ′) := {Qnϑ : ϑ ∈ Θ′ }. If for given sequences of numbers {an}
and {bn}, 0 < an ≤ bn we have that:
1. For any ε > 0, and for any subset Θ′ whose diameter is less than 3bn,
δ(E1,n(Θ′),E2,n(Θ′);Θ′ ) <
ε
2
,
and
2. If within E1,n, there exists a sequence of estimates ϑ̂n such that for any ε > 0 and
for each ϑ ∈ Θ,
Pnϑ{m(ϑ̂n, ϑ) > an} <
ε
2
.
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Then, δ(E1,n,E2,n;Θ) < ε + anbn C, where C is the maximum number of sets needed to
cover subsets of diameter 4an +2bn; cf. Theorem 1 of LeCam [34]. Note that if anbn C → 0
as n → ∞ the interpolation formula provides a method which might prove useful to
show asymptotic equivalence between experiments when the parameter space meets
some finite metric-dimensionality restrictions.
As an application, we now present a proof of the asymptotic equivalence of nonpara-
metric density estimation and white noise problem when the set of densities has finite
Hellinger metric dimension.
Example 4.3. Let Θ be a set of densities on [0, 1]. For ϑ1, ϑ2 ∈ Θ define their square
Hellinger distance by
h2(ϑ1, ϑ2) =
∫ 1
0
( √
ϑ1(x) −
√
ϑ2(x)
)2
dx,
and for n ∈ N+, let Θ be metrized by the Hellinger metric, mn(ϑ1, ϑ2) = n h2(ϑ1, ϑ2).
A set Θ∗ in L2(0, 1) is said to have finite metric dimension if there is a number D
such that every subset of Θ∗ which can be covered by an ε-ball, can be covered by no
more than 2D balls of radius ε/2. The set of densities ϑ (∈ Θ) has this property in
Hellinger metric if the corresponding set of ϑ1/2 functions has it in L2(0, 1).
Suppose that Θ has finite dimension in the Hellinger metric mn and fulfill a further
regularity condition. Let B be a Brownian motion on [0, 1]. Then, the experiments given
by observations
yi, i = 1, . . . , n i.i.d. with density ϑ,
dϑ(t) = ϑ1/2(t) dt +
1
2
n−1/2 dB(t), t ∈ [0, 1],
are asymptotically equivalent, where ϑ ∈ Θ. We can prove this result as follows.
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Let E1,n and E2,n, respectively, denote the experiments just defined. Let ∆ denote the
LeCam’s pseudodistance. Then observe that
1. Let Θb(ϑ) = {ν ∈ Θ : mn(ϑ, ν) ≤ b}. From LeCam [35] we know that there exits a
sequence bn → ∞ such that for n large enough,
sup
ϑ∈Θ
∆(E1,n,E2,n;Θbn(ϑ)) ≤ ε/2.
2. From Birge´ [3] we know that in both experiments, E1,n andE2,n, there are estimates
ϑ̂n and a number τ < ∞ such that for n large enough,
sup
ϑ
Pϑ
{
mn(ϑ̂n, ϑ) ≥ τ
}
≤ ε/2.
Consequently, ∆(E1,n,E2,n;Θ) ≤ ε + τbn C, where C < ∞. Letting n→ ∞ the claim now
follows.
We conclude this section with another application of LeCam’s connection theorem:
we utilize it to prove the validity of the main result of this chapter.
Proof of Theorem 4.1. LetΘ be an open subset ofRd. For any n ∈ N+ letΘ be metrized
by mn(ϑ1, ϑ2) = n‖ϑ1 − ϑ2‖22, ϑ1, ϑ2 ∈ Rd. Let Fn, Gn, and E be the experiments defined
by eqs. (4.4), (4.5), and (4.6), respectively.
Let Kb(ϑ) = { ν ∈ Θ : mn(ϑ, ν) ≤ b } be a closed subset of Θ. Kb(ϑ) is a compact set
since its diameter is finite. We can asssume that we are given a sequence bn such that
supϑ∈Θ¯ diam(Kbn(ϑ)) < b0 < ∞. Proposition 4.4 yields that even for bn large enough,
∆(Fn,E; Kbn(ϑ) ) ≤ ε, and ∆(Gn,E; Kbn(ϑ) ) ≤ ε. It is immediate from the triangle
inequality that ∆(Fn,Gn; Kbn(ϑ) ) ≤ 2ε.
From Corollary 3.7 and Proposition 4.12 we know that in both experiments, Fn and
Gn, there are estimates ϑ̂n and a number τ < ∞ such that supϑ Pϑ,n{mn(ϑ̂n, ϑ) > τ } ≤ ε.
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Then, ∆(Fn,Gn;Θ) ≤ 3ε + τbn C, where C < ∞. Let n tend to infinity to complete the
proof.
4.3 Local asymptotic equivalence
The class of locally stationary Gaussian process considered in this chapter can be think
of as a realization of an n-dimensional Gaussian random variable with zero mean and
covariance matrix Σϑ = Σn(A◦ϑ, A
◦
ϑ) where Σn is defined in (1.5). Thus it is notationally
convenient to denote the statistical experiment introduced in Theorem 4.1, eq. (4.2), as
Fn =
(
Rn,B(Rn), { Pϑ,n;ϑ ∈ Θ } ) , (4.4)
where Pϑ,n = Nn(0,Σϑ), ϑ ∈ Θ ⊂ Rd.
Let W be a Brownian motion defined on T = [0, 1] × [−pi, pi], and for fϑ ∈ FΘ
consider an observed process
z(u,λ) =
∫ u
0
∫ λ
−pi
log fϑ(s, t) ds dt +
2
√
pi√
n
W(u,λ), (u, λ) ∈ T.
Let Qϑ,n be the distribution of this process on the space of continuous functions on T
which are bounded from above and bounded away from zero, Cb,0T , equipped with its
Borel σ-algebra, B(Cb,0T ). Then
Gn =
(
Cb,0T ,B(Cb,0T ),
{
Qϑ,n;ϑ ∈ Θ } ) (4.5)
corresponds to the statistical experiment defined in (4.3), cf. Theorem 4.1.
Assume that for any ϑ ∈ Θ, there exists a ϑ0 ∈ Rd and some h ∈ Rd such that
ϑ = ϑ0 + n−1/2 h. Consider the Gaussian experiment
E =
(
Rd,B(Rd), {Ph; h ∈ H}
)
, (4.6)
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where Ph = Np(h,Γ−1ϑ0 ), H = R
d with the inner product 〈x, y〉Γϑ0 = x> Γϑ0 y, and the
positive definite matrix Γϑ0 is given by
Γϑ0 =
1
4pi
"
T
(∇ log fϑ0) (∇ log fϑ0)> du dλ.
If Θ′ ⊂ Θ, then Fn(Θ′) is the restriction of Fn over the parameter space Θ′. An
analogous notation applies for Gn(Θ′) and E(Θ′). In this section we show that these
restricted versions of Fn and Gn are asymptotically equivalent to the corresponding re-
stricted version of E over the class of compact subsets of Θ. More precisely, let KΘ be
the class of compact subsets of Θ,
Proposition 4.4. If Assumption 3.1 holds, then
lim
n→∞ ∆
(Fn(K),E(K) ) = 0, (4.7)
lim
n→∞ ∆
(Gn(K),E(K) ) = 0, (4.8)
for any K ∈ KΘ.
Consequently, we can use the triangle inequality and deduce that
lim
n→∞ ∆
(Fn(K),Gn(K) ) = 0,
for any K ⊂ KΘ.
In the following subsections we show the validity of eqs. (4.7) and (4.8).
4.3.1 Local asymptotic equivalence of lsGp
In order to prove the validity of eq. (4.7), we gradually strengthen some well-known
results in the literature of statistical inference for locally stationary Gaussian processes.
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From Dahlhaus [19] we know that locally stationary Gaussian processes are locally
asymptotically normal (LAN). Moreover, under Assumption 3.1 we have proved that
this property holds uniformly over compact subsets of Θ, cf. Theorem 3.2 in Ch. 3 of
this work.
The stronger type of convergence claimed in (4.7) between the experiments Fn(K)
and E(K), K ∈ KΘ, can be established from Proposition 3.2 and an application of
uniform λ-convergence of statistical experiments. An introduction to λ-convergence
is given in Section 4.5, at this point, however, we can try and explain some sufficient
conditions for an experiment to be uniformly λ-convergent.
The limit experiment E = (Rd,B(Rd), {Ph; h ∈ H}) is required to be dominated,
canonical and KΘ-regular. More precisely, the class {Ph; h ∈ H} is canonical by defi-
nition because it is dominated by P0 and the measurable space (Rd,B(Rd)) is complete
and separable. Let h ∈ K ⊂ KΘ, Zh(x) = dPh/dP0(x) is given by
Zh(x) = exp
{
〈h, x〉Γϑ0 −
1
2
‖h‖2Γϑ0
}
. (4.9)
Observe that Zh(x) is continuous in (x, h) ∈ Rd × K. The latter is a sufficient condition
for E to beKΘ-regular; cf. Section 4.5.
Proof of (4.7). In order to prove this proposition we utilize Theorem 4.15 which is
presented in Section 4.5. Since we have already established that the limit experiment E
is aKΘ-regular experiment, it remains to show that there existB(Rn)\B(Rd)-measurable
elements λn : B(Rn) → B(Rd) such that for any ε > 0 and for every K ∈ KΘ the
following holds
L
(
λn | Pϑ,n)⇒ L(λ | Pϑ0) (4.10)
sup
h∈K
Pϑ0,n
{∣∣∣Zh,n −Zh(λn)∣∣∣ > ε}→ 0, (4.11)
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where for any h ∈ K, Zh,n(X) = dPh,n/dPϑ0,n(X) for some ϑ0 ∈ K, and Zh(X) is given
in (4.9). Since K is compact it suffices to verify these conditions for convergent se-
quences. Let ϑn → ϑ0 ∈ K. Set λn = −√n Γ−1ϑ0 ∇Ln(ϑn) and observe that eq. (3.7) of
Proposition 3.2 yields that λn ⇒ λ where L(λ | Pϑ0) = Np(0,Γ−1ϑ0 ). This shows that
(4.10) holds. Then, note that under the reparametrization ϑn = ϑ0 + n−1/2 hn for some
hn → h ∈ K, eq. (3.6) yields: Zϑn,n(X) = exp{ 〈h, λn〉Γϑ0 − (1/2)‖h‖2Γϑ0 + Ψn(ϑ
∗
n) }, where
Ψn(ϑ∗n) = −(1/2)‖h‖2An(ϑ∗n), An(ϑ∗n) = ∇2Ln(ϑ∗n) − Γϑ0 , with ‖ϑ∗n − ϑ0‖2 ≤ n−1/2; cf. proof
of Proposition 3.2. Observe that we have made a transition from a ϑn-model to an hn-
model, i.e., the parameter of interest is now the vector hn; this change depends on the
value of ϑ0. Utilizing eq. (4.9) we obtain that
Zϑn,n −Zh(λn) = exp
{
〈h, λn〉Γϑ0 −
1
2
‖h‖2Γϑ0
} (
exp
{
Ψn(ϑ∗n)
} − 1) .
Again, an application of eq. (3.7) yields that the first term in the righ-hand side of
this equation converges weakly to some random variable. Since An(ϑ∗n) = ∇2Ln(ϑ∗n) −
∇2Ln(ϑ0) + ∇2Ln(ϑ0) − Γϑ0 → 0 in Pϑ0,n-probability, cf. Lemma 3.16 and Lemma 3.17,
the term in parentheses tends to zero in Pϑ0,n-probability. Consequently, eq. (4.11) holds
and completes the proof.
4.3.2 Local asymptotic equivalence of a bidimensional white noise
model
In this section we demonstrate the validity of eq. (4.8) of Theorem 4.1, i.e., we show
that the experiment Gn converges, with respecto to the ∆-pseudodistance, to E. Recall
that the experiment Gn is given by an observation of the continuous model
dz(u,λ) = log fϑ(u, λ) du dλ +
2
√
pi√
n
dW(u,λ), (u, λ) ∈ T, (4.12)
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where fϑ ∈ FΘ and W is a Brownian motion on T = [−pi, pi] × [0, 1].
Our claim is shown in several steps. We begin by presenting a series of experiments
which are locally asymptotically equivalent to Gn. Then, we utilize the simplest among
these experiments to obtain the LAN property of the bidimensional white noise model
given in (4.12). In analogy with our work in the previous section, we stregnthen this
property: we show first the uniform local asymptotic normality (ULAN) property of
this experiment, and then we utilize Theorem 4.15, included in Section 4.5, to establish
that Gn locally asymptotically converges to the experiment E overKΘ.
Equivalently eq. (4.12) can be written as
z(u,λ) =
∫ u
0
∫ λ
−pi
log fϑ(s, t) ds dt +
2
√
pi√
n
W(u,λ), (u, λ) ∈ T.
Applying Girsanov’s theorem, cf. Appendix II of Ibragimov and Has’minskii [32],
we get that z(u,λ) has the following probability law:
z(u,λ) ∼ N
(∫ u
0
∫ λ
−pi
log fϑ(s, t) ds dt,
4pi
n
u (λ + pi)
)
.
We localize the parameter ϑ ∈ Θ, i.e., we write ϑ = ϑ0 + h/√n for some h ∈ H
and a suitable vector ϑ0 ∈ Rd. Recall that H := Rd with inner product 〈x, y〉Γϑ0 =
x> Γϑ0 y. From Assumption 3.1.2 we deduce that for any h, ‖h‖2∇2 log fϑ0 is finite. Thus,
the following Taylor approximation for log f(·)(u, λ) around the point ϑ0 is valid:
log fϑ(u, λ) = log fϑ0(u, λ) + n
−1/2 (h> ∇ log fϑ0(u, λ)) + o(n−1),
where ∇ and ∇2 denote gradient and Hessian, respectively.
We now define the experiment Gn,1(h) given by observations
dz(u,λ) := dz
(1)
(u,λ) =
(
log fϑ0(u, λ)
)
du dλ
+ n−1/2
(
h> ∇ log fϑ0(u, λ)
)
du dλ +
2
√
pi√
n
dW(u,λ), (u, λ) ∈ T. (4.13)
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The probability law of Z(1) is Gaussian with mean equal to∫ u
0
∫ λ
−pi
log fϑ0(s, t) ds dt +
1√
n
(∫ u
0
∫ λ
−pi
h> ∇ log fϑ0(s, t) ds dt
)
and variance (4pi/n) u (λ + pi).
It is known that the square Hellinger distance between Gaussian distributions is
given by
H2 (N(µ1, σ1),N(µ2, σ2)) = 2
1 − ( 2σ1 σ2
σ21 + σ
2
2
)1/2
exp
{
− (µ1 − µ2)
2
4(σ21 + σ
2
2)
} . (4.14)
See eq. (3.7) in Brown and Low [9]. Consequently,
sup
u,λ
H2(Z(u, λ),Z(1)(u, λ)) ≤ 2
[
1 − exp
{
− 1
16
o(n−1)
}]
= o(n−1).
Hence, the experiments Gn and Gn,1(h) are locally asymptotically equivalent over sets
of the form {ν | ‖ν − ϑ‖ ≤ Cn−1/2}.
Observe that the equivalence class of Gn,1(h) does not change when the term log fϑ0
is omitted, since this term does not depend on the parameter ϑ, and omitting it signifies a
translation of the observed process Z(1) by a known quantity. Therefore, the experiments
Gn and Gn,1(h) are locally asymptotically equivalent to the experiment Gn,2(h) given by
observations
dz(2)(u,λ) = n
−1/2 (h> ∇ log fϑ0(u, λ)) du dλ + 2√pi√n dW(u,λ). (4.15)
We summarize these results in the following
Theorem 4.5. Suppose that Assumption 3.1 holds. Then, the experiments given by ob-
servations
dz(u,λ) =
(
log fϑ(u, λ)
)
du dλ +
2
√
pi√
n
dW(u,λ), (u, λ) ∈ T
dz(1)(u,λ) =
(
log fϑ0(u, λ)
)
du dλ +
1√
n
(
h> ∇ log fϑ0(u, λ)
)
du dλ +
2
√
pi√
n
dW(u,λ), (u, λ) ∈ T
dz(2)(u,λ) =
1√
n
(
h> ∇ log fϑ0(u, λ)
)
du dλ +
2
√
pi√
n
dW(u,λ), (u, λ) ∈ T
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are locally asymptotically equivalent in the sense of LeCam over sets of the form {ϑ ∈
Θ | ‖ϑ − ϑ0‖ ≤ Cn−1/2}.
Observe that multiplying the observed process Z by a known constant, say
√
n, signi-
fies re-scaling it and the equivalence class of Gn,2(h) will not be changed. This principle
allows us to obtain another equivalent experiment. Namely, the experiment G3(h) given
by observations
dZ(3)(u,λ) = h
> ∇ log fϑ0(u, λ) du dλ + 2
√
pi dW(u,λ), (4.16)
is equivalent to the experiment Gn,2(h).
For given n ∈ N, define
sni, j = n
2
∫ i
n
i−1
n
∫ −pi+ 2pi jn
−pi+ 2pi( j−1)n
(∇ log fϑ0(u, λ)) dZ(3)(u,λ).
The variables {sni, j : i, j = 1, . . . , n} are sufficient for {Z(3)(u,λ) : (u, λ) ∈ T}. Sufficiency is
another principle often used to show equivalence between experiments. Let E1 be an
experiment with complete and separable parameter space given by observations Y and
let E2 be an experiment given by observations T (Y). If T is a sufficient statistic w.r.t. E1,
then ∆ (E2,E1) = 0; cf. Lemma 3.2 of Brown and Low [9]. Thus the local experiment
G4(h) given by observations
Y :=
"
T
(∇ log fϑ0(u, λ)) dZ(3)(u,λ)
=
("
T
(∇ log fϑ0(u, λ)) (∇ log fϑ0(u, λ))> du dλ) h
+ 2
√
pi
∫
T
∇ log fϑ0(u, λ) dW(u,λ), (4.17)
and the experiment G3(h) are equivalent, i.e., ∆(G3(h),G4(h); h) = 0. Observe that
Y = n−2
∑
i, j sni, j.
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This implies that an equivalent form for the observations in the experiment G4(h) is
given by
Y = 4piΓϑ0 h + 4piΓ
1/2
ϑ0
Z, Z ∼ Nd(0, Id×d),
or equivalently,
Y := Y∗ = h + Γ−1/2ϑ0 Z, Z ∼ Nd(0, Id×d).
This result shows that Z(2), cf. (4.15), is asymptotically normally distributed with mean
h and covariance matrix Γ−1ϑ0 . Combining the findings in the last paragraph and Theo-
rem 4.5 we have the following:
Corollary 4.6. Suppose that Assumption 3.1 holds. Then, the bidimensional Gaussian
white noise model given by eq. (4.12) is locally asymptotically normal (LAN) with the
limit experiment E =
(
Rd,B(Rd),
{
Ph = N(h,Γ−1θ0 ); h ∈ H
})
.
We now show that this result holds uniformly overKΘ, the class of closed subsets of
Θ. Namely, we establish that the bidimensional white noise model is ULAN over KΘ.
Let Qϑ,n denote the probability law induced by the white noise model with drift log fϑ
given in eq. (4.12) of Theorem (4.3).
Proposition 4.7. Let K ⊂ KΘ and suppose that Assumption 3.1 holds. Then, for any
sequence of points ϑn ∈ K and any sequence of points un → u ∈ Rd there exists a point
ϑ0 ∈ K such that the following representation is valid:
log
dQϑn+ϕn(ϑn)un,n
dQϑn,n
(Z) − 〈u, ξ〉Γϑ0 +
1
2
‖u‖2Γϑ0
Qϑn ,n−→ 0, (4.18)
where ξ ∼ N(0, Id×d), ϕn(ϑn) = n−1/2Id×d.
Proof. This result is a consequence of the previous calculations. Namely, the observa-
tions
dz1,n = log fϑn+ϕ(ϑn)un(u, λ) du dλ +
2
√
pi√
n
dW(u, λ)
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are asymptotically equivalent to observations
dz2,n =
u>n√
n
∇ log fϑn(u, λ) du dλ +
2
√
pi√
n
dW(u, λ),
which in turn may be written as Y∗ = u + Γ−1/2ϑ0 ξ provided ϑn → ϑ0 ∈ K. Here ξ ∼
N(0, Ip). Therefore, the law induced by observations z1,n is asymptotically a normal
with mean u and covariance matrix Γ−1ϑ0 .
Analogously, the observations
dZ◦1,n = log fϑn(u, λ) du dλ +
2
√
pi√
n
dW(u, λ)
asymptotically induce a N(0,Γ−1ϑ0 ) law.
In view of these results and since,
Qϑn+ϕ(ϑn)un,n
Qϑn,n
(Z) = exp
{
−1
2
(
−2〈un, ξ〉Γϑn + ‖un‖2Γϑn
) }
,
we deduce that
log
Qϑn+ϕ(ϑn)un,n
Qϑn,n
(Z) − 〈u, ξ〉Γϑ0 +
1
2
‖u‖2Γϑ0
Qϑn ,n−→ 0.
This completes the proof.
Proof of (4.8). In view of Proposition 4.18, we can mimick the steps used in the proof
of eq. (4.7) to obtain this result. The details are omitted.
4.4 Preliminary estimators
Under localization, i.e., ϑ = ϑ0 + h/
√
n, for some h ∈ Rp, Dahlhaus [19] showed
the asymptotic normality and efficiency of the maximum likelihood estimator, ϑ̂n, for
the true parameter, ϑ0, of a locally stationary Gaussian process; cf. Theorem 2.1 and
Theorem 4.2 of [19], respectively.
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From the results of Chapter 3 we know that there is a family of Bayesian estima-
tors which are consistent, asymptotic normal and efficiency for ϑ, and this result holds
uniformly for ϑ, cf. Theorem 3.5. Similar results are valid for the maximum likelihood
estimator of ϑ within the experiment {Pϑ,n = N(0,Σϑ) } from a lsGp, cf. Theorem 3.8.
As an application of these results, Corollary 3.7 yields that for any K ∈ KΘ there
exists a number τ large enough such that for any ε > 0 the following inequality
sup
ϑ∈K
Pϑ
{√
n‖ϑ˜n − ϑ‖2 > τ
}
≤ ε.
is valid. A similar result holds for the maximum likelihood estimator.
In this section, we show that a similar result holds within the white noise problem
dz(u,λ) = log fϑ(u, λ) du dλ +
2
√
pi√
n
dW(u,λ), (u, λ) ∈ T.
Again, we utilize the estimation method developed by Ibragimov and Hansminskii [32].
Below we verify that the conditions of Theorem 3.1.2 of [32] are satisfied. We present
these conditions as a series of lemmas.
4.4.1 Estimators in a bidimensional white noise model
In this section we establish the existence of uniform local asymptotic minimax estima-
tors for the drift function of the white noise model given in the experiment eq. (4.12).
In order to obtain our result, once again we utilize Theorem 3.1.2 of Ibragimov and
Hasmiskii [32].
Throughout this section, we use the convention that Eϑ,n := EQϑ,n where Qϑ,n is
defined in (4.5); KΘ is the class of compact sets of Θ; ‖x‖2 is the Euclidean norm of
x ∈ Rd and for any d × d matrix M, ‖M‖ = (max. characteristic root of M∗ M)1/2 where
M∗ denotes the conjugate transpose of M.
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Lemma 4.8 (Condition N1 in [32]). For some nondegenerate matrix ϕn(ϑ), for any set
K ∈ KΘ and arbitrary sequences ϑn ∈ K, ϑn + ϕ(ϑn)un ∈ K, un → u, n → ∞, the
representation
Z˜n,ϑn(un) =
dQϑn+ϕ(ϑn)un,n
dQϑn,n
(Z)
= exp
{
〈ξ, u〉 − 1
2
‖u‖2 + ψn(un, ϑn)
}
,
is valid; here ξ ∼ N(0, Ip) and ψn(un, ϑn)→ 0 in Qϑn,n-probability.
Proof. The lemma follows by an application of Proposition 4.7 with ϕn(ϑ) = n−1/2Id×d
and ψn(un, ϑn) = 0.
Lemma 4.9 (Condition N2 in [32]). For any set K ∈ KΘ,
lim
n→∞ supϑ∈K
tr
{
ϕn(ϑ)ϕ>n (ϑ)
}
= 0
Proof. It is immediate since ϕn(ϑ) = n−1/2Id×d.
Lemma 4.10 (Condition N3 in [32]). Let Un(ϑ) = ϕ−1n (ϑ)(Θ−ϑ). For any set K ∈ KΘ
and some β > 0 and m > 0, B = B(K), a = a(K),
sup
ϑ∈K
sup
v,w∈Un(t)|v|<R,|w|<R
‖w − v‖−β2 Eϑ
∣∣∣Z˜1/mn,ϑ (w) − Z˜1/mn,ϑ (v)∣∣∣m ≤ B(1 + Ra).
Proof. Again, we utilize Lemma 1.1 in [32]. Let In(ϑ) denote the Fisher’s information
matrix of the white noise model given in eq. (4.5). Since the regularity condition on
the model (4.5) can be established in analogy with Lemma 3.13, we omit the details. It
suffices to show the boundedness of
sup
ϑ∈K
sup
‖u‖<R,ϑ+u∈Θ
∥∥∥ I−1/2n (ϑ) In(ϑ + u) I−1/2n (ϑ) ∥∥∥ .
Since K is compact, we focus on convergent sequences ϑn → ϑ0 ∈ K. As argued
above the model dz2,n = log fϑn(u, λ) du dλ+ 2
√
pin−1/2 dW(u, λ) asymptotically induces
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a N(0,Γ−1ϑ0 ) law. We deduce that the Fisher’s information of this model In(ϑn) → Γϑ0
provided ϑn → ϑ0.
Consequently, after using Proposition V 1.8 and Theorem X 1.1 of Bhatia [5],
‖I−1/2n (ϑn) In(ϑn + un) I−1/2n (ϑn)‖ ≤ ‖I−1n (ϑn)‖ ‖In(ϑn + un)‖
≤
[
‖Γ−1ϑ0 ‖ ‖In(ϑn) − Γϑ0‖‖I−1n (ϑn)‖ + ‖Γ−1ϑ0 ‖
]
[‖In(ϑn + un) − Γϑ0+u‖ + ‖Γϑ0+u‖] .
From Lemma A4 of Dahlhaus [19] follows that ‖Γ−1ϑ ‖ is uniformly bounded by constants.
The boundedness of ‖I−1n (ϑ)‖ can be established similarly as in the proof of Lemma 3.13.
Since In(ϑn)→ Γϑ0 provided ϑn → ϑ0, the above quantity is bounded for n large enough.
This completes the proof.
Lemma 4.11 (Condition N4 in [32]). For any set K ∈ KΘ and any N > 0, there exists
an n0(N,K) such that
sup
ϑ∈K
sup
n0<N
sup
u∈Un(ϑ)
‖u‖N2 EϑZ˜
1/2
n,ϑ (w) < ∞.
Proof. The compactness of K allows us to focus on convergent sequences ϑn → ϑ0 ∈ K
and un → u ∈ Rp. From Lemma 4.8 we know that for n large enough, Z˜1/2n (un) may be
written as
Z˜
1/2
n (un) = exp
{
1
2
〈ξ, u〉Γϑ0 −
1
4
‖u‖2Γ0 + ϕ(un, ϑn)
}
,
where ξ ∼ N(0, Ip) and ϕ(un, ϑn) → 0 in Qϑn,n-probability. Thus Eϑ,nZ˜
1/2
n (ϑn) is finite.
We complete the proof by noting that if un ∈ Un(ϑn), ‖un‖N ≤ diam(Θ)N which is finite
since Θ is compact.
These results allows us to use Theorem 3.1.2 of Ibragimov and Hasminskii and con-
clude that there are suitable estimates for the parameter ϑ in the model (4.5). In analogy
75
with the discussion following Proposition 3.8 and Corollary 3.7 we state the main result
of this section.
Corollary 4.12. Suppose that Assumption 3.1 holds. Then, in the model (4.5) there
exists a number τ large enough such that for any ε > 0 the following inequality
sup
ϑ∈Θ
Qϑ
{ √
n‖ϑ̂n − ϑ‖ > τ
}
≤ ε,
is valid.
4.5 Strong local convergence of statistical experiments
We have used uniform λ-convergence to obtain the local asymptotic equivalence of the
experiments introduced in the main theorem of this chapter. In this section, we present
a brief introduction of this type of convergence of statistical experiments. For a more
detailed treatment of λ-convergence the reader is referred to Shiryaev and Spokoiny [43].
We begin with some definitions.
An experiment E = (Ω,A, {Pϑ;ϑ ∈ Θ }) is said to be dominated if there is a σ-finite
measure µ on (Ω,A) such that all the measures Pϑ, ϑ ∈ Θ, are absolutely continuous
with respect to µ. The experiment E will be called canonical if the space (Ω,A) is
complete and separable. If the family {Pϑ : ϑ ∈ Θ } is dominated by µ, it is possible to
choose the dominating measure µ in the following form
µ =
∞∑
i=1
ci Pϑi , ci ≥ 0,
∞∑
i=1
ci = 1, ϑi ∈ Θ. (4.19)
See Strasser [44], p. 94.
Suppose that the statistical experiments En =
(
Ωn,An,
{
Pnϑ;ϑ ∈ Θn
} )
are given such
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that Θn ↑ Θ. Set S i = { i : ϑi ∈ Θn satisfying (4.19) } and denote
µn =
∑
S i ciP
n
ϑi∑
S i ci
. (4.20)
LetK be a collection of subsets of Θ.
Definition 4.13. Let E = (Ω,A; {Pϑ, ϑ ∈ Θ },µ) be a dominated canonical experiment.
Let the experiments En = (Ωn,An; {Pnϑ;ϑ ∈ Θn }) be given such that Θn ↑ Θ. The
experiments En are said to K-uniformly λ-converge to E, in notation En λ(K)−→ E, if there
exist An/A-measurable elements λn = λn(ω) : Ωn → Ω such that for any ε > 0 and for
every K ∈ K the following conditions are satisfied:
L (λn | µn)⇒ L(λ | µ), (4.21)
sup
ϑ∈K
µn
{∣∣∣Znϑ −Zϑ(λn)∣∣∣ > }→ 0, (4.22)
where µn is given in (4.20), Zϑ(x) = dPϑdµ (x) is the Radon-Nikodym derivative of Pϑ
w.r.t. µ, and Znϑ(x) =
dPn
ϑ
dµn (x).
Remark 4.14. If µn is mutually absolutely continuous w.r.t. the family {Pnϑ;ϑ ∈ Θ }, the
equation (4.22) holds if for any ε > 0 and for any K ∈ K ,
sup
ϑ∈K
Pnϑ
{∣∣∣Znϑ −Zϑ(λn)∣∣∣ > ε}→ 0.
If E is a Gaussian shift experiment with Pϑ ∼ N(ϑ, Id×d), ϑ ∈ Rd and Zϑ(x) =
exp{ 〈ϑ, x〉 − ‖ϑ‖2/2}, then (4.21) and (4.22) are the conditions for asymptotic normality
around some point ϑ0 ∈ Rd with P = Pϑ0 and Pn = Pnϑ0 . In view of this, uniform
λ-convergence generalizes LeCam’s uniform asymptotic normality (UAN) theory .
Under some regularity conditions on the likelihood functions Zϑ an UAN property
can be strengthened and yields a local asymptotic equivalence. For instance, it is nec-
essary that for any K ∈ K the family {Zϑ;ϑ ∈ K} be uniformly integrable under the
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measure µ as well as uniformly continuous with respect to the measure µ. If {Zϑ;ϑ ∈ K}
meets these two properties then E is said to beK-regular. WhenΘ is a metric space and
K is the class of its compact sets then, a sufficient condition for K-regularity is that the
density functions Zϑ(x) = dPϑdµ (x) be continuous in (x, ϑ) on Ω × Θ, cf. Lemma 2.3 of
Shiryaev and Spokoiny [43].
We now present the main theorem of this section. Let ∆ be the Le Cam’s pseudodis-
tance between experiments having the same parameter space.
Theorem 4.15. Let E be a K-regular experiment such that En λ(K)−→ E. Then for any
K ∈ K the uniform strong convergence, in notation En ∆(K)−→ E, holds. That is, for each
K ∈ K
∆(En,E; K)→ 0, n→ ∞.
Proof. See Theorem 2.9 in [43].
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