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NOISE AND DISTURBANCE IN QUANTUM
MEASUREMENT
PAUL BUSCH, TEIKO HEINONEN, AND PEKKA LAHTI
Abstract. The operational meaning of some measures of noise
and disturbance in measurements is analyzed and their limitations
are pointed out. The cases of minimal noise and least disturbance
are characterized.
1. Introduction
No physical measurement is absolutely accurate. It seems inevitable
that there will always be a residual degree of uncertainty as to how
close the outcome is to what should have been expected. Likewise, a
measurement, being an interaction of the apparatus with the measured
system, must always be expected to effect some change, or disturbance,
of the measured system. In classical physics it seems possible to achieve
arbitrary levels of accuracy and to make the disturbance as small as
one wishes. These options appear to be ruled out in quantum physics,
due to the fact that there are pairs of physical quantities which cannot
be measured together. Such quantities are represented by mutually
noncommuting operators or operator measures.
In his fundamental work of 1927 on the interpretation of quantum
mechanics, W. Heisenberg sketched two versions of what became known
as the uncertainty principle and which can be vaguely summarized as
follows:
(UP1) A measurement, with inaccuracy ǫ(A), of a quantity A that
does not commute with a quantity B will disturb the value of
B by an amount η(B) such that an appropriate pay-off relation
holds between ǫ(A) and η(B).
(UP2) A joint measurement of two noncommuting quantities A, B
must be imprecise, with the inaccuracies ǫ(A), ǫ(B) satisfying
an uncertainty relation.
Heisenberg focussed on pairs of canonically conjugate observables
and he gave model experiments to demonstrate that relations of the
form ǫ(A)η(B) ∼ h and ǫ(A)ǫ(B) ∼ h had to hold in the cases (UP1)
and (UP2), respectively.
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The quantities ǫ, η were not formally or operationally defined but
simply intuitively identified with measures of the spread of wave func-
tions or momentum amplitudes. It took several decades of research into
quantum measurement theory until concepts of imprecise and joint
measurements of noncommuting quantities were developed, with an
appropriate definition of measures of inaccuracy and disturbance that
allowed one to give rigorous formulations of the uncertainty principle
in its versions (UP1) and (UP2) for conjugate quantities. A review
of the theory of joint measurements leading to (UP2) in the case of
position and momentum can be found in [1]. A formalization of (UP1)
and conditions for its validity have been obtained in recent years by
M. Ozawa [2, 3, 4], see also his preprint [5].
In this paper we study the measures of measurement imprecision, or
measurement noise, and disturbance used in these investigations. On
closer inspection it turns out that these quantities do not satisfy some
requirements that one might reasonably expect of measures of measure-
ment noise and disturbance. Moreover, their definitions do not seem
to apply to more general types of measurement where the observables
intended to be measured are represented by positive operator measures
which are not projection valued and which may even be noncommuta-
tive. We will highlight some of the shortcomings of these notions and
consider possible ways of finding more suitable measures.
2. Measurement Noise
The intuitive idea of noise in a measurement can be captured as
the dissimilarity between the actually measured probability distribu-
tion and the distribution of the observable intended to be measured.
In quantum mechanics these probability measures are determined by
positive operator measures: one, EM, that represents the quantity that
is actually measured by a given measurement process M, and another
one, E, that represents the observable intended to be measured. We
will usually assume that the operator measures are bounded so that
their moment operators are bounded and selfadjoint.
Any quantity describing measurement noise could be expected to
have the following properties. First, it should be possible to estimate
the noise by comparing the statistics of the measurement in question
with the statistics of a ‘good’ measurement of the quantity in question
(provided that such a ‘good’ measurement is available for the purpose
of calibration of the new measurement). This means that the noise
quantity should be a function ǫ(E,EM, ψ) of the input state ψ and
the two observables involved. Second, whenever the noise is ‘small’,
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this should mean that the measurement is ‘good’. We take this to
mean that vanishing noise (in a given state ψ) should indicate that the
probability distributions Eψ and E
M
ψ of E and E
M are the same in
that state. Finally, if the measurement is a good one, meaning that
Eψ = E
M
ψ for all states ψ, then this should be indicated by a vanishing
noise measure for all ψ.
A noise measure that satisfies all these requirements is given by the
total variation norm of the difference between the probability mea-
sures, ǫ1(E,E
M, ψ) = ‖Eψ − EMψ ‖1, see Section 2.3. Other frequently
occurring quantifications of measurement noise make use of the first
and second moment operators of E and EM. We will see that these
measures of noise have limited applicability, although they are useful
if applied correctly, as shown e.g. in [4]. It is well known that, in
general, a probability measure cannot be determined from its first and
second moments. Therefore, it is natural to expect that a measure of
noise or disturbance based on first and second moments only is equally
inadequate.
2.1. A measure of noise in terms of variances. We start by ana-
lyzing the variance of the probability measure EMψ ,
Var
(
EMψ
)
=
∫ (
x−
∫
x dEMψ (x)
)2
dEMψ (x) ,
which we write as
Var
(
EMψ
)
= 〈ψ| (EM [2]− EM [1]2)ψ〉(1)
+
(〈ψ|EM [1]2 ψ〉 − 〈ψ|EM [1]ψ〉2) .
Here EM[k] =
∫
xk dEM(x) are the first (k = 1) and the second (k = 2)
moment operators of EM. Both terms in the last sum are non-negative,
the first describing the deviation of EM from being a projection mea-
sure and the second term being the variance of the spectral measure
of the operator EM [1] in the state ψ. The first term is zero for all ψ
exactly when EM is a projection measure, see e.g. [6, Appendix, Sect.
3]. Thus, among the positive operator measures having the selfadjoint
operator C := EM [1] as their first moment operator, the spectral mea-
sure EC has the least variance, that is, Var(EMψ ) ≥ Var(ECψ ) for all ψ.
Assume now that the measurement process M (see Appendix A
for technical details) is intended to measure an observable given by a
spectral measure E = EA. If M is unbiased, that is, EM [1] = A, then
eq. (1) gives:
Var
(
EMψ
)
= 〈ψ| (EM [2]−A2)ψ〉+Var (EAψ )
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The positivity of the operator N
(
EM, A
)
:= EM [2] − A2 suggests to
define the number
(2) ǫn(E
M, A, ψ) =
〈
ψ |N(EM, A)ψ 〉 12
as a quantification of the imprecision of the measurementM as a mea-
surement of A. With this noise concept one may write
(3) Var
(
EMψ
)
= Var
(
EAψ
)
+ ǫn(E
M, A, ψ)2.
We thus see that two of the listed criteria for measurement noise are
satisfied: ǫn(E
M, A, ψ) is a function of the probability measures EMψ
and EAψ , and this function vanishes when the probability measures are
identical.
This analysis is well-known and it essentially appears already in one
of the earliest monographs on quantum information theory, a book
preprint by R. Ingarden from 1974 [7].
An unbiased measurement M of A is noiseless in a state ψ, that is,
ǫn(E
M, A, ψ) = 0, exactly when the variances Var
(
EMψ
)
and Var
(
EAψ
)
are the same. Since for any ψ ∈ H, ǫn(EM, A, ψ) =‖ N(EM, A) 12ψ ‖,
we have
ǫn(E
M, A, ψ) = 0 ⇐⇒ EM[2]ψ = A2ψ.
Therefore, we also have
ǫn(E
M, A, ψ) = 0 for all ψ ⇐⇒
EMψ = E
A
ψ for all ψ, that is E
M = EA.
The remaining criterion demands that vanishing noise ǫn(E
M, A, ψ) =
0 should imply the equality of the probability measures EMψ and E
A
ψ .
We do not know if this is satisfied by ǫn(E
M, A, ψ). The following two
examples show cases where the quantity defined in (2) seems to be a
natural measure of noise (Example 1), and where this noise concept
may appear misleading (Example 2).
Example 1. Let Q be the ordinary position observable with the spec-
tral measure EQ : B(R) → L2(R) and let f be a probability density.
The formula X 7→ (χX ∗ f)(Q) =: Qf(X), where χX ∗ f is the convolu-
tion of the characteristic function χX with f , defines an approximate
position observable Qf , and one finds that f defines a confidence mea-
sure describing the inaccuracy involved in the Q-measurement, see e.g.
[8, Sect. 3.3]. In this case the noise is state independent. In fact, for
any ψ, ǫn(Qf , Q, ψ) = Var(f) > 0. Here small noise indicates a fairly
accurate position measurement. A measurement model analysis of this
well-known example can be found, for instance, in [1], and it can be
traced back to [9, Sect. VI.3].
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Example 2. The canonical phase observable Ecan with its first moment
operator Φ gives an example where the noise ǫn(E
can,Φ, ψ) can be
made arbitrarily small with an appropriate choice of ψ. It can be
argued that this does not indicate that the actual Ecan-measurement is
an accurate Φ-measurement. Though the spectrum of Φ is the phase
interval [0, 2π), the sharp observable Φ is not a phase observable since
it is not covariant under the shifts generated by the number observable.
(For a recent overview of the theory of covariant phase observables, see
e.g. [10].) That ǫn(E
can,Φ, ψ) can be made small is due to the fact that
Ecan has the norm-1-property, that is, for any X of nonzero Lebesgue
measure, ‖ Ecan(X) ‖= 1 [11]. This property implies that the variance
Var(Ecanψ ) can be made arbitrarily small [11, Prop. 2] . From equation
(3) it is clear that when Var(Ecanψ ) approaches zero, also Var(E
Φ
ψ ) and
ǫn(E
can,Φ, ψ) are approaching zero. It is an open question whether
ǫn(E
can,Φ, ψ) = 0 for some vector state ψ.
2.2. Measurement noise in terms of the difference of two op-
erators. A somewhat different approach to defining the measurement
noise in an approximate measurement of A in a state ψ by means of
a scheme M = 〈K, ξ, EM , U〉 (see Appendix A) was taken by Ozawa
[2, 3, 5]:
(4) ǫ (A,ψ,M)2 = 〈ψ ⊗ ξ| (Mout − Ain)2 ψ ⊗ ξ〉.
Here Mout = U∗I ⊗MU and Ain = A ⊗ I. (This characterization of
noise is used frequently, for instance, in quantum optics, see, e.g., [12]
or [13].) For the sake of comparison we write the noise ǫn(E
M, A, ψ)
with the same notations:
(5) ǫn(A,ψ,M)2 = 〈ψ ⊗ ξ|
(
(Mout)2 − (Ain)2)ψ ⊗ ξ〉.
We stress that in contrast to (5), in (4) it is not assumed that the
measurement is unbiased. If the condition EM [1] = A is fulfilled, then
we have
ǫ (A,ψ,M)2 = ǫn(A,ψ,M)2 = Var
(
EMψ
)−Var (EAψ )
and these two notions of noise coincide.
In Appendix A it will be shown that the quantity (4) can be written
as:
(6) ǫ (A,ψ,M)2 = 〈ψ| (EM [2]−EM [1]2)ψ〉+ 〈ψ| (EM [1]− A)2 ψ〉
Thus, ǫ(A,ψ,M) is a function of A,ψ and EM. Each of the terms
in eq. (3), or (5), has a simple operational meaning in that it can be
obtained from the statistics of measurements of EM and EA, performed
on two separate ensembles in the state ψ. By contrast, this is not true
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in general for eq. (6): there the second summand contains the operator
EM [1] − A, which cannot be measured together with EM [1] or A if
these operators do not commute with respect to ψ. In that case, a
measurement of the selfadjoint operator EM [1]A + AEM [1], which
occurs in
〈ψ| (EM [1]− A)2 ψ〉 = 〈ψ|EM [1]2 ψ〉+ 〈ψ|A2ψ〉
− 〈ψ| (EM [1]A+ AEM [1])ψ〉,
will in general require a process that cannot be reduced to measure-
ments of EM and A. In view of eq. (189) of [5] we note that the expec-
tation value 〈ψ| (EM [1]A+ AEM [1])ψ〉may be written as a combina-
tion of the expectation values of EM [1] in the (nonnormalized) vector
states ψ, Aψ, and (A+ I)ψ. This is just another way of expressing the
fact that the measurement of the number 〈ψ| (EM [1]A+ AEM [1])ψ〉
cannot be achieved by measuring A and EM [1] in the state ψ only.
This state of matter is also demonstrated in Example 3 below.
From eq. (6) it follows that
ǫ (A,ψ,M) = 0 ⇐⇒ EM [2]ψ = EM [1]2 ψ & EM [1]ψ = Aψ.
Therefore, as claimed in [2, 3], the following conditions are equivalent:
(a) ǫ (A,ψ,M) = 0 for all ψ;
(b) EMψ = E
A
ψ for all ψ, that is, E
M = EA.
(In [5] Ozawa gives a different proof for this result.) On the basis of
this result one may ask if for a given ψ the condition ǫ (A,ψ,M) = 0
still is equivalent with EMψ = E
A
ψ . Example 5 shows that one can have
ǫ (A,ψ,M) = 0 without the probability measures EMψ and EAψ being
equal. If ǫ (A,ψ,M) = 0, then the first and second moments of the
probability measures EMψ and E
A
ψ are the same. On the other hand,
even equality of all moments does not guarantee that the noise is zero.
Indeed, examples 4 and 6 show that the probability measures EMψ and
EAψ can be the same although ǫ (A,ψ,M) 6= 0.
In the special case of EM being a spectral measure EC eq. (6) takes
the form
(7) ǫ (A,ψ,M)2 = 〈ψ|(C − A)2ψ〉
and ǫ (A,ψ,M) = 0 exactly when Aψ = Cψ.
Example 3. Assume that one intends to measure the component A =
s~a of the spin of a spin-
1
2
object. Assume also that there is a systematic
error in the measurement (e.g. misalignment of the magnet) meaning
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that one is actually measuring some component C = s~c, with ~c a unit
vector close to ~a. Then, for any vector state ψ we get
ǫ (s~a, ψ,M)2 = 〈ψ|(s~c − s~a)2ψ〉 = 1
2
(1− ~c · ~a).
Clearly, ǫ (s~a, ψ,M) tends to zero with ~c · ~a approaching 1, but the
operator s~c − s~a does not commute with s~c or s~a. Actually all these
operators are pairwisely totally noncommutative, unless ~c · ~a = ±1.
An estimate of ǫ (s~a, ψ,M) cannot therefore be obtained from the sta-
tistics of measurements of s~a and s~c in the state ψ only. To estimate
ǫ (s~a, ψ,M) one should either do measurements in other states than ψ
or measure some other observables than s~a and s~c.
Example 4. Continuing with Example 3, assume that the system
is in a spin state ψ~n, a
1
2
-eigenstate of a spin component s~n. Then
〈ψ~n | s~aψ~n 〉 = 12~n · ~a and 〈ψ~n | s~cψ~n 〉 = 12~n · ~c showing that the spin
observables s~a and s~c have same probabilities in the state ψ~n exactly
when ~n · ~a = ~n · ~c, i.e., when the angle between ~n and ~a is the same as
the angle between ~n and ~c. Thus, it may happen that the probability
distributions for s~a and s~c in a given state ψ~n are the same, but the
noise ǫ (s~a, ψ,M) is nonzero.
In formula (7) no restrictions are given for the selfadjoint operators
A and C, except that C is obtained by the measurement process M.
Therefore, its blind application may lead to unexpected or unwanted
results. This is demonstrated by Examples 5 and 6, which indicate that
the actually measured quantity, here C, should somehow be related
with the quantity which is intended to be measured, here A.
Example 5. Consider two selfadjoint matrices A and C in C2,
A =
1
2
(
1 0
0 −1
)
, C =
1
8
(
3 5
5 3
)
.
If ψ = 1√
10
(−3, 1)T , then Aψ = Cψ, which means that ǫ(A,ψ,M) =
〈ψ | (A− C)2ψ 〉 = 0, though the probability distributions are different.
Clearly, matrices A and C have different eigenvalues but also all the
probabilities in the state ψ are different.
Example 6. Let now A = Q and C = P be the usual multiplicative
(position) and differential (momentum) operators acting in the Hilbert
space L2(R). In this case, for all ψ ∈ L2(R), ǫ(Q,ψ,M) 6= 0. How-
ever, if a function ψ is identical with its Fourier transform, then the
probability distributions EQψ and E
P
ψ are the same.
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Though artificial, Examples 5 and 6 seem to suggest that in order to
apply the quantity (4) as a measure of noise in a measurement M of
A, some further restrictions on M have to be posed, as is the case, for
instance, in Example 1.
The quantity ǫ (A,ψ,M) is mathematically well-defined and it has
the important property that ǫ (A,ψ,M) = 0 for all ψ if and only
if EM = EA. However, its interpretation as a measure of noise in
measuring A in the state ψ with the scheme M seems to require either
that M is unbiased or that A and EM are jointly measurable in the
state ψ. Furthermore, it is not obvious how this measure of noise should
be adapted to observables E which cannot be represented as selfadjoint
operators (like covariant phase observables). These observations lead
back to the original question of finding a quantitative, operationally
meaningful, measure of the difference between EM and E where these
positive operator measures are actually different and non-coexistent (in
the sense of Ludwig [14]).
2.3. Measurement noise and the total variation norm. In order
to compare two operator measures, one usually needs to compare all
their moment operators. In the case of bounded operator measures,
equality of all moment operators guarantees the equality of the operator
measures. However, it is well-known that there are pairs of unbounded
measures for which all the moment operators coincide but the measures
are different [15]. In either case it is clear that one cannot expect that
any quantity composed of first and second moments only would be
sufficient to characterize the difference of two operator measures.
Quantum mechanics is a statistical theory and measurements give
probability distributions. The most obvious way to estimate the differ-
ence of quantum observables seems to be the comparison of their prob-
ability distributions. This can be done by choosing a metric or a norm
in a set of probability measures. One example is the total variation
norm ‖ · ‖1. We recall that for a measure µ the total variation norm is
defined as ‖µ‖1 := sup
∑n
1 |µ(Xk)| where the supremum is taken over
(Xk)
n
1 finite partitions of R. Clearly, the number
∥∥EMψ − Eψ∥∥1 can be
obtained from the measurement outcome statistics of the observables in
question and therefore the total variation norm is operationally mean-
ingful. Now one has for each vector state ψ:∥∥EMψ − Eψ∥∥1 = 0 ⇐⇒ EMψ = Eψ.
This also implies that∥∥EMψ −Eψ∥∥1 = 0 for all ψ ⇐⇒ EM = E.
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Though the total variation norm has a clear operational meaning
it does not seem to lend itself easily to quantify the intuitive idea on
measurement inaccuracy or disturbance expressed in (UP1).
2.4. The quantity 〈ψ|(AEM[1] + EM[1]A)ψ〉 and covariance. In
Section 2.2 we saw that the noise ǫ(A,ψ,M) contains a term
〈ψ|(AEM[1] + EM[1]A)ψ〉
and the problem in its operational meaning was pointed out. In some
cases the number
(8)
1
2
〈ψ|(AEM[1] + EM[1]A)ψ〉 − 〈ψ|Aψ〉〈ψ|EM[1]ψ〉
gives the covariance of the observables A and EM in their joint mea-
surement. However, we will demonstrate that, in general, this kind of
interpretation is problematic.
Example 7. Let Q and P be the ordinary position and momentum
operators acting in L2(R). These operators are totally noncommutative
and therefore the number (8), with A = Q and EM[1] = P , cannot be
interpreted as their covariance in each state ψ. However, as well-known,
there are phase space distributions for which the covariance takes the
form (8).
Let Wφ be the Wigner distribution of a Gaussian state φ ∈ L2(R).
It is a probability density for which
Cov(Wφ; x, y) =
1
2
〈φ|(QP + PQ)φ〉 − 〈φ|Qφ〉〈φ|Pφ〉 = 0.
The Wigner distribution Wψ of an arbitrary state ψ has the position
and momentum distributions EQψ and E
P
ψ as the marginal distribu-
tions. However, Wψ is a probability distribution only for the Gaussian
states [16] so that, in general, Cov(Wψ; x, y) does not have a probabilis-
tic meaning, yielding, thus, no similar interpretation for the quantity
〈ψ|(QP + PQ)ψ〉.
The Husimi distribution Hψ of any state ψ ∈ L2(R) is a probability
distribution and for it we get
Cov(Hψ; x, y) =
1
2
〈ψ|(QP + PQ)ψ〉 − 〈ψ|Qψ〉〈ψ|Pψ〉
for any ψ (for which the relevant integrals exist). The marginal dis-
tributions of the Husimi distribution Hψ are not the position and mo-
mentum distributions EQψ and E
P
ψ being the probability distributions of
unsharp position and momentum observables, compare to Example 1.
Indeed, Hψ is the density of the probability measure µψ defined by
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the phase space observable A|0〉 (associated with the oscillator Gauss-
ian ground state | 0〉) and the state ψ, and the Cartesian marginal
observables of A|0〉 are the approximate position and momentum ob-
servables [8, Sections 3.3 and 3.4]. In this case, therefore, the covariance
Cov(Hψ; x, y) is the covariance of approximate position and momentum
observables, not of Q and P .
Example 8. The Husimi distribution Hψ of Example 7 gives rise to
another example when we use the polar coordinates (r, θ). The angle
marginal measure of the phase space observable A|0〉 is a (phase shift
covariant) phase observable A
|0〉
θ and the radial marginal measure A
|0〉
r
is a smeared number observable. Their first moment operators are
A
|0〉
θ [1] =
∞∑
n 6=m=0
i Γ(n+m
2
+ 1)√
n!m!(m− n) |n 〉〈m|+ πI,
A|0〉r [1] = N + I,
see, for instance, [17] and [18]. Thus, for any oscillator eigen state | n〉
one gets
1
2
〈n|(A|0〉θ [1]A|0〉r [1] + A|0〉r [1]A|0〉θ [1])|n〉 = (n+ 1)π
but ∫
rθ dµ|n〉 = n!π,
showing that the covariance Cov(H|n〉; r, θ) cannot be obtained from an
expression of the form (8).
There are plenty of physically important cases where the covariance
in the form (8) and the noise (4) are operationally meaningful. This is
especially guaranteed whenever the observables A and EM commute.
Next we discuss this situation.
Assume that the observables A and EM commute in all states ψ.
Then the map
X × Y 7→ 〈ψ|EA(X)EM(Y )ψ〉
extends to a probability measure µψ on B(R2) and its (Cartesian) mar-
ginal measures are EAψ and E
M
ψ . One also obtains
ǫ (A,ψ,M)2 =
∫
(x− y)2 dµψ(x, y),
and ∫
xy dµψ =
1
2
〈
ψ | (AEM[1] + EM[1]A)ψ 〉 ,
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so that, in particular, the value of ǫ (A,ψ,M) can be estimated from
the statistics of a joint measurement of EM and A. We can also write
ǫ (A,ψ,M)2 = (Exp (EMψ )− Exp (EAψ ))2(9)
+
(√
Var
(
EMψ
)−√Var (EAψ )
)2
+ 2
(√
Var
(
EMψ
)
Var
(
EAψ
)− Cov(µψ)
)
showing that higher covariance means lower noise.
The following example, which comes from the class of standard mea-
surement models [1], demostrates the previous discussion.
Example 9. Consider a nondemolition measurement of the photon
number of a single mode optical field, applying a two-mode coupling of
the form
U = eiχN1⊗N2 ,
where N1 = a
∗
1a1 =
∑
n1|n1 〉〈n1| and N2 = a∗2a2 =
∑
n2|n2 〉〈n2|
are the number observables of the signal mode and the probe mode,
respectively, and χ is a real coupling constant. Fix an initial vector
state φ of the probe mode and choose a probe observable EM as the
pointer observable. The measurement scheme, which aims to measure
N1, is thus defined by U, φ and E
M . The actually measured observable
is a smeared number observable N1,
EM(X) =
∞∑
n=0
〈
φ | e−iχnN2EM(X)eiχnN2φ 〉 |n 〉〈n|, X ∈ B(R),
so that N1 commutes with E
M. Though EM[1] 6= N1 in general, the
moment operators of EM are functions of N1,
EM[k] =
∞∑
n=0
〈
φ | e−iχnN2MkeiχnN2φ 〉 |n 〉〈n|, k ∈ N.
In this case, for any vector state ψ of the signal mode one gets
ǫ(N1, ψ,M) =
〈
ψ | (EM[2]− 2EM[1]N1 +N21 )ψ 〉 ,∫
xy dµψ =
〈
ψ |EM[1]N1ψ
〉
,
whenever the integrals in question converge and where µψ is the proba-
bility measure extending the mapX×{n1} 7→
〈
ψ |EM(X)|n1 〉〈n1|ψ
〉
.
To conclude, if EA and EM commute, then the covariance and the
noise are operationally well-defined and they are linked by eq. (9).
However, in general these concepts are problematic.
12 BUSCH, HEINONEN, AND LAHTI
3. Measurement disturbance
The initial state of a system will in general change under the influence
of a measurement; there is no (nontrivial) measurement which would
leave unchanged all the states of the system. If the object system is
initially in a vector state ψ, its state after applying the measurement
process M is I(R)(P [ψ]). The state I(R)(P [ψ]) is the unique state of
the object system obtained by tracing out the probe degrees of freedom
from the final object-probe state U(ψ⊗ξ) (see Appendix B for technical
details) . If B is an arbitrary object observable (a bounded selfadjoint
operator on H), then under the influence of the measurement process
M, the measurement outcome probabilities for B get changed from
EBψ to E
B
I(R)(P [ψ]). The difference between these probability measures
describes the influence of the measurement of A implemented by M
on the B-probabilities. Alternatively, using the Heisenberg picture,
the observable B, with the spectral measure EB, is changed into an
observable E defined as
E(X) = I(R)∗(EB(X)),
where I(R)∗ is the dual transform of the state transformation I(R).
In general, E is a positive operator measure. Thus, a study of the
measurement disturbance may equally well be based on a comparison
of the operator measures EB and E. In this sense it is clear that a study
of the measurement disturbance is completely analogous to a study of
the measurement noise. We do not repeat all the analysis of Section 2
in this context. Rather, we shall point out some special aspects of the
problem.
The moment operators of E can easily be computed, and one gets
E[1] = I(R)∗(B), E[2] = I(R)∗(B2).
We note that if E[1] = B, then for any state
Var(E, ψ) = Var(B, I(R)(P [ψ])) ≥ Var(B,ψ),
with an equality (for all states) if and only if E = EB, that is, if and
only if E[2] = B2. It is interesting to remark that the invariance of the
selfadjoint operator B under the measurement, that is, I(R)∗(B) = B,
does not guarantee the invariance of the observable EB underM, that
is, the invariance of B2 under I(R)∗. An example demonstrating this
fact is constructed in [19].
In [2, 3] it is proposed that the following quantity serves to describe
the disturbance of the measurement M on B, intended to measure A:
η(B,ψ,A)2 =
〈
ψ ⊗ ξ | (Bout − Bin)2 ψ ⊗ ξ 〉 .
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Here, again, Bout = U∗B⊗ IU and Bin = B⊗ I. In Appendix B it will
be shown that this quantity can be expressed in the form:
η(B,ψ,A)2 =
〈
ψ | (I(R)∗(B2)− (I(R)∗(B))2)ψ 〉
+
〈
ψ | (I(R)∗(B)− B)2 ψ 〉
=
〈
ψ | (E[2]−E[1]2)ψ 〉
+
〈
ψ | (E[1]− B)2 ψ 〉 .
Since the operators E[2]−E[1]2 and (E[1]−B)2 are positive we obtain
that η(B,ψ,A) = 0 exactly when I(R)∗(B)ψ = Bψ, i.e. E[1]ψ = Bψ,
and I(R)∗(B2)ψ = I(R)∗(B)2ψ, i.e. E[2]ψ = E[1]2ψ. Thus we come
to the following result:
η(B,ψ,A) = 0 for all ψ ⇐⇒ I(R)∗(B) = B & I(R)∗(B2) = B2,
that is,
η(B,ψ,A) = 0 for all ψ ⇐⇒ E = EB.
(This result was stated in [2, 3] and proved by different methods in the
preprint [5].)
The measurement interaction is modelled by a unitary operator U .
Therefore, the map I(R)∗ is completely positive so that there is a
sequence of bounded operators Di such that I(R)∗(B) =
∑
D∗iBDi
(for all B, convergence ultraweakly). Moreover, since I(R)∗(I) = I,
we have
∑
D∗iDi = I, see e.g. [8, Theorem 2.3]. From [19, Cor. 3.4] it
follows that
I(R)∗(B) = B & I(R)∗(B2) = B2 ⇐⇒ BDi = DiB for all i.
Hence, the following conditions are equivalent:
(a) η(B,ψ,A) = 0 for all ψ;
(b) I(R)∗(B) = B and I(R)∗(B2) = B2;
(c) I(R)∗(EB(X)) = EB(X) for all X ∈ B(X);
(d) BDi = DiB for all i.
When η(B,ψ,A) 6= 0 there is no guarantee that E[1] and B would
commute, and, therefore, as in the case of eq. (10), the operational
meaning of the quantity η(B,ψ,A) remains problematic, being, per-
haps, only of limited validity.
Remark 1. If the A-measurement M is noiseless so that EM = EA,
then the ‘distorted observable’ E, with E(X) = I(R)∗(EB(X)), al-
ways commutes with A, showing that a noiseless measurement exhibits
a kind of maximal disturbance. This follows from the fact that the
operator bimeasure (Y,X) 7→ I(Y )∗(EB(X)) extends uniquely to a
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normalized POM having EA and E as its Cartesian marginal mea-
sures, see, e.g. [20] For instance, any noiseless position measurement
distorts the conjugate momentum such that the ‘distorted momentum’
commutes with the position.
4. Conclusion
Each of the three measures of noise (or disturbance) investigated
in this paper have their own merits and shortcomings. Therefore, the
limited range of their applicability must be acknowledged. The problem
of quantifying the noise and the disturbance in quantum measurements
remains thus an important open problem.
Appendix A. Proof of Equation 6
Let A be a bounded selfadjoint operator and consider a measurement
process M = 〈K, ξ,M, U〉 planned out to measure A. Here K is the
probe Hilbert space, ξ ∈ K, ‖ ξ ‖= 1, the initial vector state of the
probe, M the pointer observable, a bounded selfadjoint operator on
K, and U : H ⊗ K → H ⊗ K a unitary mapping modeling the mea-
surement coupling. The actually measured observable EM is uniquely
determined by the probability reproducibility condition [21, 22]〈
ψ |EM(X)ψ 〉 = 〈ψ ⊗ ξ |U∗I ⊗ EM(X)U ψ ⊗ ξ 〉 ,
for all X ∈ B(R), ψ ∈ H. Since M is assumed to be bounded, the first
and the second moment operators EM[1] and EM[2] of EM are the
bounded selfadjoint operators for which for all ψ ∈ H〈
ψ |EM[1]ψ 〉 = 〈ψ ⊗ ξ |U∗I ⊗MU ψ ⊗ ξ 〉 ,〈
ψ |EM[2]ψ 〉 = 〈ψ ⊗ ξ |U∗I ⊗M2U ψ ⊗ ξ 〉 .
Consider now the quantity
ǫ (A,ψ,M)2 = 〈ψ ⊗ ξ| (Mout − Ain)2 ψ ⊗ ξ〉,
where Mout = U∗I ⊗MU and Ain = A⊗ I. Now
〈ψ ⊗ ξ| (Mout)2 ψ ⊗ ξ〉 = 〈ψ |EM[2]ψ 〉 ,
〈ψ ⊗ ξ| (Ain)2 ψ ⊗ ξ〉 = 〈ψ |A2ψ 〉 .
Since Ain commutes with I ⊗ P [ξ] and
I ⊗ P [ξ]MoutI ⊗ P [ξ] = EM[1]⊗ P [ξ],
we also have
〈ψ ⊗ ξ|MoutAinψ ⊗ ξ〉 = 〈ψ |EM[1]Aψ 〉 ,
〈ψ ⊗ ξ|AinMoutψ ⊗ ξ〉 = 〈ψ |AEM[1]ψ 〉 .
NOISE AND DISTURBANCE 15
Therefore, we get:
ǫ (A,ψ,M)2 = 〈ψ| (EM [2]−EM [1]2)ψ〉+ 〈ψ| (EM [1]− A)2 ψ〉.
Both terms in the right hand side of this equation are nonnega-
tive, the first one due to EM [2] ≥ EM [1]2, see e.g. [6]. Therefore,
ǫ (A,ψ,M) = 0 if and only if EM [2]ψ = EM [1]2 ψ and EM [1]ψ =
Aψ. Consequently, since A and M are assumed to be bounded oper-
ators, one gets that ǫ (A,ψ,M) = 0 for all ψ exactly when EM is a
spectral measure and EM = EA.
We close this appendix with a characterization of EM being a spec-
tral measure (not necessarily equal to EA) in terms of the measurement
scheme M. This is an immediate consequence of the well-known fact
that for any two projection operators P and R, the product PRP is a
projection if and only if PR = RP .
Lemma 1. The positive operator measure EM is a spectral measure
if and only if the projection operators I ⊗ P [ξ] and U∗I ⊗ EM(X)U
commute for all X.
Appendix B. Proof of Equation 10
Consider the measurement scheme M = 〈K, ξ,M, U〉 as introduced
in Appendix A. If ψ is the initial vector state of the system, then its
state after the measurementM is I(R)(P [ψ]). This is the unique state
(positive trace one operator on H) for which
tr [I(R)(P [ψ])B] = 〈ψ ⊗ ξ |U∗B ⊗ EM(R)Uψ ⊗ ξ 〉
= 〈ψ ⊗ ξ |U∗B ⊗ I Uψ ⊗ ξ 〉
for any bounded selfadjoint operator B acting on H. Using the dual
transformation I(R)∗, the expression tr [I(R)(P [ψ])B] can be written
as tr [P [ψ]I(R)∗(B)] = 〈ψ | I(R)∗(B)ψ 〉. It follows that
I ⊗ P [ξ]Bout I ⊗ P [ξ] = I(R)∗(B)⊗ P [ξ].
Hence,
η(B,ψ,A)2 =
〈
ψ ⊗ ξ | (Bout − Bin)2ψ ⊗ ξ 〉
=
〈
ψ ⊗ ξ | (Bout)2ψ ⊗ ξ 〉+ 〈ψ ⊗ ξ | (Bin)2ψ ⊗ ξ 〉
−2Re 〈ψ ⊗ ξ |BoutBinψ ⊗ ξ 〉
=
〈
ψ | I(R)∗(B2)ψ 〉+ 〈ψ |B2ψ 〉− 2Re 〈ψ |BI(R)∗(B)ψ 〉
=
〈
ψ | (I(R)∗(B2)− (I(R)∗(B))2)ψ 〉
+
〈
ψ | (I(R)∗(B)−B)2 ψ 〉 .
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We give here an alternative proof for the fact that I(R)∗(B2) ≥
(I(R)∗(B))2 using the complete positivity of I(R)∗ with the represen-
tation I(R)∗(·) = ∑D∗i · Di. Applying twice the Cauchy-Schwarz
inequality one gets for each vector ψ:
‖ I(R)∗(B)ψ ‖2 = 〈 I(R)∗(B)ψ | I(R)∗(B)ψ 〉
=
∑
〈BDiψ |DiI(R)∗(B)ψ 〉
≤
∑
‖ BDiψ ‖‖ DiI(R)∗(B)ψ ‖
≤
(∑
‖ BDiψ ‖2
)1/2 (∑
‖ DiI(R)∗(B)ψ ‖2
)1/2
=
〈
ψ | I(R)∗(B2)ψ 〉1/2 ‖ I(R)∗(B)ψ ‖ .
Therefore, for any ψ ∈ H, 〈ψ | (I(R)∗(B))2ψ 〉 ≤ 〈ψ | I(R)∗(B2)ψ 〉,
that is, I(R)∗(B2) ≥ (I(R)∗(B))2.
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