In the rotation based fast multipole method the accurate determination of the Wigner rotation matrices is essential. The combination of two recurrence relations and the control of the error accumulations allow a very precise determination of the Wigner rotation matrices. The recurrence formulas are simple, efficient, and numerically stable. The advantages over other recursions are documented.
I. INTRODUCTION
In several scientific applications such as molecular dynamics 1 and plasma physics 2 the evaluation of a pairwise potential is required. Very often this is the most time consuming step in a calculation. The direct method to evaluate these potentials scales quadratically with the number of particles N which places a severe restraint on the size of systems which can be treated. One of the methods to achieve linear scaling is Greengard's fast multipole method ͑FMM͒. 3, 4 The FMM expands local charges in multipole expansions. The fast multipole method can be applied to the evaluation of r −n ͑n Ͼ 0͒ pairwise interactions. The implementation of the FMM to treat point charges in a very efficient way is the first step towards the continuous fast multipole method ͑CFMM͒ to calculate charge distributions arising in density functional and Hartree-Fock calculations. The ideas of FMM can be applied to the evaluation of electron repulsion integrals ͑ERI's͒. The computation of the ERI's is in general a step which requires O͑N 4 ͒ work regarding the number of basis functions N. By several computational techniques 5 the scaling could be improved significantly to O͑N 2 ͒. The use of CFMM gives the possibility to make a further improvement in scaling, from O͑N 2 ͒ to O͑N͒. The Coulomb interaction of two charge distributions decreases exponentially with increasing separation, and the two distributions then interact as classical point charges.
An important modification of the FMM leads to the rotation based FMM ͑Ref. 6͒ which has a better scaling with regard to the length of the multipole expansions compared to the conventional FMM. The rotations are based on the Wigner rotation martices. The accurate calculation of these matrices is a requirement for a high accuracy of the rotation based FMM. Elliott and Board 7 have proposed a fast fourier transform accelerated fast multipole algorithm. The scaling of this approach is better compared to the scaling of the rotation based FMM but additional approximation is involved, and therefore, the FMM error bounds are not retained.
II. THEORY
The conventional fast multipole method requires O͑p 4 ͒ work with regard to the length of the multipole expansions p. O͑p 3 ͒ scaling can be achieved by rotation of the coordinate system to a position where the chargeless moments O lm and M lm take an explicitly simple form,
͑2͒
␦ mk is the Kronecker delta,
In standard presentations the three Euler angles are required to perform a rotation. In our case we require only two rotations, the first about the Z axis followed by a rotation about the Y axis. The multipole moments lm with respect to the rotated coordinate system are linear combinations of the multipole moments lk Ј with respect to the original coordinate system,
͑4͒
The coefficients of the Taylor expansions are rotated similary,
͑5͒
Equations ͑4͒ and ͑5͒ give the following relation:
͑6͒
The associated Legendre polynomials included in the multipole moments and in the coefficients of the Taylor expansions can be rotated separately,
The matrices d l are components of the well known Wigner D matrices,
In the rotated coordinate system the translations and transformations take a more simple form and require only O͑p 3 ͒ work with regard to the length of the multipole expansions p.
Vector b connecting the centers of the two boxes is parallel to the Z axis of the rotated coordinate system,
Finally, the translated multipole moments and the Taylor coefficients are rotated back using the inverse rotation matrices.
The rotation about the Z axis is simply a complex multiplication. The only difficult portion is the determination of the rotation matrices d mk l ͑͒, 0ഛ Ͻ 2 which corresponds to the rotation about the Y axis. The nonrecursive calculation of the d mk l ͑͒ using the analytical expression requires O͑p 4 ͒ work and is numerically unstable, 
The essential recursion relation we will use to determine the rotation matrices is given by White and Head-Gordon 6 and Edmonds.
The starting point for using the recurrence is obtained by the following property of the rotation matrices:
The associated Legendre polynomials P lk can be obtained by a stable recurrence relation,
The terms f lk = ͱ ͑l − k͒!/͑l + k͒! can be calculated numerically stable by a simple recursion,
Alternatively, the terms f lk can be directly included in the recursion of the associated Legendre polynomials. The scaled associated Legendre polynomials P lk = f lk P lk , l ജ 0,m ഛ 0 ഛ l can also be calculated numerically stable,
Unfortunately, Eqs. ͑18͒ and ͑19͒ become unstable in case of higher moments. We have combined Eqs. ͑18͒ and ͑19͒ with a second recurrence to overcome the numerical instabilities,
The starting point for using this recurrence is obtained by Eq.
The terms g lm can be computed by the following numerically stable recursion:
In addition to the two recurrences the error accumulations are evaluated for both of the recurrences by summations of the absolute values of all terms in the recursion relations to decide which recurrence is more accurate for a given element of the rotation matrix. Both of the recursion relations should be used only for cos͑͒ ജ 0. In case of cos͑͒ Ͻ 0 addition theorems can be used given by Edmonds. 9 The recursion relations are needed only for 0 Ͻ ഛ /2, 
