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Abstract
The notion of p-ellipticity has recently played a significant role in improving our understand-
ing of issues of solvability of boundary value problems for scalar complex valued elliptic PDEs.
In particular, the presence of p-ellipticity ensures higher regularity of solutions of such equations.
In this work we extend the notion of p-ellipticity to second order elliptic systems. Recall that
for systems, there is no single notion of ellipticity, rather a more complicated picture emerges
with ellipticity conditions of varying strength such as the Legendre, Legendre-Hadamard and
integral conditions. A similar picture emerges when p-ellipticity is considered. In this paper,
we define three new notions of p-ellipticity, establish relationships between them and show that
each of them does play an important role in solving boundary value problems.
These important roles are demonstrated by establishing extrapolation results for solvability
of the Lp Dirichlet problem for elliptic systems, followed by applications of this result in two
different scenarios: one for the Lame´ system of linear elasticity and another in the theory of
homogenization.
1 Introduction
This paper continues the exploration of a recently discovered structural condition for matrices
that plays a key role in the solvability of boundary problems for divergence form elliptic equations
associated to matrices with non-smooth coefficients. This condition, p-ellipticity, was introduced
independently in [DP] and [CD], and investigated for its role in two different problems concerning
complex valued divergence form operators. When p = 2, p-ellipticity coincides with the classical
ellipticity property, essential for the theory of (real) second order partial differential equations. In
the previous literature, the p-ellipticity condition has been shown to be significant in the study
of higher regularity of solutions to complex valued second order divergence form operators ( [DP]
[DP3], [FMZ]). In particular, it was shown in [DP2] that the solvability of the Dirichlet problem with
boundary data in Lq can be extrapolated from a specific value of q to higher values depending on
the range of p-ellipticity. This latter fact is remarkable given that there is no maximum principle for
complex coefficient equations, which is the easy avenue to extrapolating solvability of the Dirichlet
problem in the real coefficient setting.
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We formulate here several possible extensions of this condition for second order real elliptic
systems: a strong pointwise condition, an integral condition, and a weak pointwise condition that can
be compared to the Legendre-Hadamard condition. As was the case for scalar complex coefficient
equations, our formulations of p-ellipticity for systems of equations are strengthened conditions
considered by Cialdea and Maz’ya (see [CM17]) in the context of their work on Lp dissipativity.
See also [C10], [CM05] and [CM06].
The second order systems we consider may also have lower order terms and can be written in
the form:
(Lu)α = ∂h(Ahkαβ(x)∂kuβ) +Bhαβ(x)∂huβ, α = 1, 2, . . . ,m; for u : Ω→ Cm, (1)
By way of background, recall that for systems of equations, there are at least three different
notions of classical ellipticity of the tensor A = (Ahkαβ).
Given a coefficient tensor A with bounded measurable entries defined in Ω, A is said to be
strongly elliptic if there exists a constant C > 0 such that
ℜe〈A(x)ξ, ξ〉Cn×m = ℜe
(
Ahkαβ(x)ξ
α
h ξ
β
k
)
≥ C|ξ|2 (2)
for all ξ = (ξhα) ∈ Cn×m and a.e. x ∈ Ω. Strong ellipticity, (2), is traditionally referred to as the
Legendre condition. It is the strongest form of ellipticity, and when true it is usually relatively
easy to verify, since it must hold pointwise.
In particular, it follows from (2), via integration, that for any v ∈W 1,20 (Ω,Cm) we have:
ℜe
∫
Ω
〈A∇v,∇v〉 dx = ℜe
∫
Ω
Ahkαβ(x)∂ku
β∂huα dx ≥ C
∫
Ω
|∇v|2dx. (3)
This integral condition of ellipticity is the starting point for the Lax-Milgram lemma which allows
one to find weak solutions.
Finally, the weakest form of ellipticity is the Legendre-Hadamard condition:
ℜe
〈
(Ahk(x)qhqk)ξ, ξ
〉
= ℜe
(
Ahkαβ(x)ξ
αξβqhqk
)
≥ λ|ξ|2|q|2 (4)
for all ξ = (ξα) ∈ Cm, q = (qh) ∈ Rn, and a.e. x ∈ Ω.
It is always the case that (3) implies (4), and all three conditions are equivalent when the
operator is scalar (m = 1) and real-valued. Furthermore, if the coefficients of A are uniformly
continuous (or, in the case that Ω is a bounded domain, we only need Ahkαβ ∈ C(Ω)), then (c.f. [Y])
condition (4) implies something similar to (3), namely a G˚arding-type integral inequality
ℜe
∫
Ω
〈A∇v,∇v〉 dx +M
∫
Ω
|v|2dx ≥ C
∫
Ω
|∇v|2dx, (5)
for all v ∈W 1,20 (Ω,Cm) and sufficiently large M =M(A,Ω) > 0.
In this paper, we introduce three new notions of p-ellipticity for systems that are analogues of
these three classical notions of ellipticity. In particular, when p = 2 they coincide with the three
classical notions of ellipticity for systems. Our first main theorem relates the three new properties
of p-ellipticity introduced in this paper; see Section 2 for the precise definitions.
Theorem 1.1. Let A = (Ahkαβ(x)) : Ω → Cn×m be a bounded tensor-valued function. Then the
following statements hold.
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(i) For any p ∈ (1,∞) the strong p-ellipticity condition (17) implies the integral p-ellipticity
condition (20).
(ii) For any p ∈ (1,∞) the integral ellipticity condition (20) implies the weak p-ellipticity condition
(31).
(iii) When p = 2 the condition (17) is just the usual strong ellipticity condition (2), the condition
(20) is the usual integral ellipticity condition (3) and the condition (31) is just the Legendre-
Hadamard condition (4).
(iv) Given any p ∈ (1,∞) if A satisfies one of the conditions (17), (20) or (31) then A∗ satisfy
the same p′-ellipticity condition. If A satisfies condition (31) for some p ∈ (1,∞) then it also
satisfies (31) for p = 2, and thus the Legendre-Hadamard condition (4).
(v) If A satisfies one of the conditions (17), (20) or (31) for both p and q from the interval (1,∞)
then A satisfies the same condition for any r from an open interval containing the points p
and q.
Each of these three new notions of p-ellipticity are significant and are used in this paper for
new results. The integral condition is important in two ways. First, it leads to higher integrability
of weak solutions - a regularity result that comes from a limited Moser iteration argument first
introduced in [DP] for scalar equations. Second, it is used in extrapolation. We recall that in
the case of scalar second order equations, the p-ellipticity condition allows one to extrapolate
the range of q for which one obtains solvability of the Dirichlet problem with boundary data in
Lq with nontangential maximal function estimates on solutions. We will see that the same can
be shown for systems under the assumption of the integral p-ellipticity condition. In Section 4,
we define solvability of the Dirichlet problem for these systems, with boundary data in Lq, in the
classical sense of nontangential maximal function estimates. We are then able to claim the following
extrapolation property, by an argument very similar to that of [DP3] in the scalar case.
Theorem 1.2 (Extrapolation). Let Ω ⊂ Rn be a bounded or unbounded Lipschitz domain. Let
(Lu)α = ∂h(Ahkαβ(x)∂kuβ) +Bhαβ(x)∂huβ, α = 1, 2, . . . ,m; for u : Ω→ Cm, (6)
be a second order operator with bounded and measurable coefficients A and |B| . δ(x)−1, where A
satisfies (3). Define
p0 = sup{p : A satisfies condition (20)}.
Assume that the Lq Dirichlet problem is solvable for L for some q ∈ (1, p0(n−1)(n−2) ) (if p0 = ∞ or
n = 2 we require q ∈ (1,∞)).
Then the Lp Dirichlet problem is solvable for L for p in the range [q, p0(n−1)(n−2) ), if one of the following
constraints holds on the size of the vector B.
• Ω is bounded and B(x) = o(δ(x)−1) as x→ ∂Ω.
• Ω is bounded and lim supx→∂Ω |B(x)δ(x)| ≤ K. Here K = K(A, p, n) > 0 is sufficiently small.
• Ω is unbounded and |B(x)δ(x)| ≤ K for all x ∈ Ω. Here K = K(A, p, n) > 0 is sufficiently
small.
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Finally, we apply our general results to two well studied cases: the Lame´ equations, and real
elliptic systems of equations with rapidly oscillating periodic coefficients (homogenization). In
Section 5, we investigate the consequences of p-ellipticity for the variable coefficient Lame´ system:
Lu = ∇ · (λ(x)(∇ · u)I + µ(x)(∇u+ (∇u)T )). (7)
Under certain natural conditions on the Lame´ coefficients, the L2 Dirichlet problem was shown
to be solvable in [DHM, Corollary 1.2]. Thus, in light of the extrapolation results, it is of interest to
consider what further conditions on the coefficients gives rise to p-ellipticity, for p > 2. This is the
subject of Section 5, and Theorem 5.1 in particular. For this investigation, we see the significance
of using the pointwise p-ellipticity conditions, one of which produces “necessary conditions” on the
Lame´ coefficients, while the other gives “sufficient conditions”.
When specialized to the case of constant coefficients, the results of Section 5 (see (122) in
particular) yield as a corollary the following improvement on the Lp-dissipativity results of [CM17].
Theorem 1.3. In particular, if λ, µ are constants in Ω, the operator L defined by (7) is Lp-
dissipative if (
1− 2
p
)2
≤ 1−
(
λ+ µ
max{µ, λ+ 2µ}+ ε
)2
(8)
for some ε = ε(n, λ, µ) > 0. This improves the range of Lp-dissipativity of the Lame´ operator in
dimensions 3 and higher given in Theorem 3.8 of [CM17] which in our notation can be written as(
1− 2
p
)2
≤ 1− |λ+ µ|
max{µ, λ+ 2µ} . (9)
This statement follows immediately from (122), and clearly, (8) is a larger interval of p’s than
that of (9).
A further application to Lame´ systems of equations is given in Corollary 5.3, extending the L2
solvability results of [D20]. In particular, we get an improvement in the range of Lp solvability with
the assumption of p-ellipticity in all dimensions bigger than 3.
In the same spirit, we use the extrapolation results of this paper to extend solvability results
of [KS] in the theory of homogenization. To be more precise, consider the following system of
equations on the Lipschitz domain:
(Lǫu)α = ∂h(Ahkαβ(x/ǫ)∂kuβ), ǫ > 0, (10)
with the coefficient matrix A being elliptic, periodic and satisfying certain symmetry and Ho¨lder
continuity condition. The solvability of both L2-Dirichlet problem and L2-regularity problem,
together with uniformly estimates of the nontangential maximal function, were obtained in [KS].
Moreover, combining the extrapolation theory established in [S2,S3], the solvability can be extended
to the range 2− δ < p <∞ when n = 3 and 2− δ < p < 2(n−1)n−3 + δ when n ≥ 4, for some small δ.
When the strong pointwise p-ellipticity holds for the tensor A(x), it holds likewise for the
rescaled tensor A(x/ǫ). We further observe that the extrapolation result of the present paper is
independent of scale. Thus we are able to extend the range of uniform estimates in solvability of
the Dirichlet problem depending on the range of p-ellipticity: see Theorem 6.1 of Section 6.
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2 Several p-ellipticity conditions for elliptic systems
Let Ω be a domain in Rn. Let us recall first the notion of p-ellipticity for scalar complex valued
divergence form equations, as introduced in [CD] and [DP]. We say that a complex valued matrix
function A = (Ahk(x)) associated with the second order operator L of the form
Lu = ∂h(Ahk(x)∂ku) +Bh(x)∂hu for u : Ω→ C (11)
is p-elliptic if there exists a constant C = C(A, p) > 0 such that, for almost every x ∈ Ω,
ℜe〈A(x)ξ, ξ + |1− 2/p|ξ¯〉Cn > C|ξ|2 ∀ ξ ∈ Cn. (12)
For p = 2 this condition is exactly the classical ellipticity, which explains the terminology. The
p-ellipticity condition in this form was formulated in this way in [CD], but for the purposes of this
paper, the alternative formulation from [DP] will be more useful:
〈ℜeAλ, λ〉 + 〈ℜeAη, η〉 +
〈(√
p′
p ℑmA−
√
p
p′ℑmAt
)
λ, η
〉
≥ C(|λ|2 + |η|2), (13)
for all λ, η ∈ Rn and almost every x ∈ Ω. A change of variable ξ = pp′2 λ and then the choice of
ξ = ℜe(|v|−1v∇v), η = ℑm(|v|−1v∇v) followed by integration over Ω yields the following integral
condition (c.f. [DP, Theorem 2.4]:
ℜe
∫
Ω
[
〈A∇v,∇v〉 − (1− 2/p)〈(A −A∗)∇(|v|), |v|−1v∇v〉
−(1− 2/p)2〈A∇(|v|),∇(|v|)〉
]
dx ≥ C
∫
Ω
|∇v|2 dx, for all v ∈W 1,20 (Ω). (14)
It is important to note that, in general, the reverse direction from (14) back to (13) or (12),
does not hold. However, (14) implies a weaker statement, namely that for almost every x ∈ Ω,
ℜe〈As(x)ξ, ξ + |1− 2/p|ξ¯〉Cn > C|ξ|2 ∀ ξ ∈ Cn. (15)
Here As denotes the symmetric part of the matrix A (c.f. Theorem 1.3 of [CD]). Furthermore
(14)⇔(15) when the distributional divergence of each column of a matrix (ℑmA)a is zero by the
same theorem. Here (ℑmA)a denotes the anti-symmetric part of the matrix ℑmA. In the case of
an operator of the form (11) this can be always arranged (at the expense of some extra first order
terms) by symmetrizing the imaginary part of A.
Hence, in the case of scalar complex valued operators the pointwise condition (15) is essentially
equivalent to the integral condition (14).
We now turn our attention to the complex valued elliptic systems of the form
(Lu)α = ∂h(Ahkαβ(x)∂kuβ) +Bhαβ(x)∂huβ, α = 1, 2, . . . ,m; for u : Ω→ Cm. (16)
As mentioned in the introduction, for systems of equations, there are at least three different
notions of classical ellipticity of the tensor A = (Ahkαβ). In analogy, we define three notions of
p-ellipticity for complex valued elliptic systems and establish relations between them.
These notions of ellipticity can be defined in the case of real valued elliptic systems as well; that
is when the unknown function is u : Ω → Rm and the coefficients Ahkαβ , Bhαβ are real-valued. The
only difference is that the inner product in the conditions (2), (3) and (4) is over the real field and
we only test these conditions over the space of real valued tensors/functions.
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Definition 2.1. The tensor-valued function Ahkαβ(x) satisfies the strong p-ellipticity condition if
the following pointwise condition holds.
ℜe
〈
A(x)
(
ξ −
(
1− 2
p
)
ξ(ω)
)
, ξ +
(
1− 2
p
)
ξ(ω)
〉
Cn×m
= (17)
ℜe
[
Ahkαβ(x)
(
ξαh −
(
1− 2
p
)
ωα(ℜe〈ω, ξh〉)
)(
ξβk +
(
1− 2
p
)
ωβ(ℜe〈ω, ξk〉)
)]
≥ C|ξ|2,
for all ξ = (ξhα) ∈ Cn×m, ω ∈ Cm with |ω| = 1 and a.e. x ∈ Ω. Here, we have introduced the
notation that for a tensor ξ ∈ Cn×m and ω ∈ Cm, ξ(ω) denotes an element of Cn×m defined by
ξ(ω)αh = ω
α
m∑
β=1
ℜe(ωβξβh) = ωα(ℜe〈ω, ξh〉). (18)
Observe that when p = 2 this coincides with the usual strong ellipticity (2).
We use definition 2.1 to formulate a weaker integral condition. Consider a function v ∈
W 1,20 (Ω,C
m). In the definition of strong p-ellipticity, take ξαh = ∂hv
α and chose ω = v|v| . It
follows that
ξ(ω)αh =
vα
|v|2ℜe 〈v, ∂hv〉 i.e., ξ(ω) =
v
|v|∇|v|. (19)
Hence if (17) holds, integrating over Ω gives that for some C > 0,
ℜe
∫
Ω
〈
A
(
∇v −
(
1− 2
p
)
v
|v|∇|v|
)
,∇v +
(
1− 2
p
)
v
|v|∇|v|
〉
dx ≥ C
∫
Ω
|∇v|2 dx, (20)
for all v ∈W 1,20 (Ω,Cm).
Definition 2.2. Ahkαβ(x) satisfies the integral p-ellipticity condition if (20) holds.
The integral p-ellipticity condition will be the key assumption for us in the subsequent sections
of this paper.
We note that (20) is closely related to the notion of Lp-dissipativity of second order operators as
defined by Cialdea and Maz’ya (see Lemma 4.1 of [CM17]). Lp-dissipativity corresponds to having
C = 0 on the righthand side. We now work with (20) to convert this integral condition into a form
that is useful in the theory of regularity of solutions.
Theorem 2.3. If A satisfies the integral p-ellipticity condition (20), then there exists λp > 0 such
that for any u : Ω→ C such that |u| p−22 u ∈W 1,20 (Ω;Cm),
ℜe
∫
Ω
〈A∇u,∇(|u|p−2u)〉dx ≥ λp
∫
Ω
|∇u|2|u|p−2dx. (21)
Proof. Set v = |u| p−22 u and
gǫ = (|v|2 + ǫ2)2, uǫ = g
2
p
−1
ǫ v.
By following Cialdea-Maz’ya [CM17, Lemma 4.1], when p ≥ 2 we have
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lim
ǫ→0+
ℜe
∫
Ω
〈A∇uǫ,∇(|uǫ|p−2uǫ)〉 dx
= ℜe
∫
Ω
〈
A
(
∇v −
(
1− 2
p
)
v
|v|∇|v|
)
,∇v +
(
1− 2
p
)
v
|v|∇|v|
〉
dx (22)
≥ C
∫
Ω
|∇(|u| p−22 u)|2 dx.
The first line above is exactly
ℜe
∫
Ω
〈A∇u,∇(|u|p−2u)〉 dx, (23)
while the last line gives us precisely the righthand side of (21) with a new constant λp (see (26)).
For 1 < p < 2, we use a duality argument. To be precise, set w = |u|p−2u, so that u = |w|p′−2w.
Since |u| p−22 u ∈W 1,20 (Ω;Cm), it is easy to verify that |w|p
′−2w ∈W 1,20 (Ω;Cm). Then
ℜe
∫
Ω
〈A∇u,∇(|u|p−2u)〉dx = ℜe
∫
Ω
〈A∗∇w,∇(|w|p′−2w)〉dx, (24)
where A∗ is the adjoint of A. It is fairly easy to see that A satisfies (20) if and only if A∗ satisfies
(20) for the dual value p′ = p/(p − 1). Hence following a similar argument as the case p > 2, we
obtain
ℜe
∫
Ω
〈A∗∇w,∇(|w|p′−2w)〉dx ≥ C
∫
Ω
|∇(|w| p
′
−2
2 w)|2dx (25)
= C
∫
Ω
|∇(|u| p−22 u)|2dx.
To finish the proof, it suffices to show
|∇(|u| p−22 u)|2 ≈ |u|p−2|∇u|2. (26)
Indeed,
|∇(|u| p−22 u)|2
=
∑
1≤h≤n,1≤α≤m
〈
p− 2
2
|u| p−42 ∇h|u|uα + |u|
p−2
2 ∇huα, p− 2
2
|u| p−42 ∇h|u|uα + |u|
p−2
2 ∇huα
〉
=
(p
2
− 1
)2
|u|p−2|∇|u||2 + |u|p−2|∇u|2 (27)
+
∑
1≤h≤n,1≤α≤m
(p
2
− 1
)
|u|p−3〈∇h|u|uα,∇huα〉+
(p
2
− 1
)
|u|p−3〈∇huα,∇h|u|uα〉.
Since
∇h|u| = ℜe〈u,∇hu〉|u| , (28)
it follows that for the first term of the second last line, we have
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0 ≤ |u|p−2|∇|u||2 = |u|p−2
∣∣∣∣ℜe〈u,∇u〉|u|
∣∣∣∣2 ≤ |u|p−2|∇u|2. (29)
For the last line, we have
∑
h,α
|u|p−3〈∇h|u|uα,∇huα〉+ |u|p−3〈∇huα,∇h|u|uα〉
= 2
∑
h,α
ℜe|u|p−3〈∇h|u|uα,∇huα〉
= 2|u|p−3
∑
h
∇h|u|ℜe〈u,∇hu〉
= 2|u|p−2
∑
h
∇h|u|∇h|u| (30)
= 2|u|p−2|∇|u||2 ≤ 2|u|p−2|∇u|2.
We are now ready to introduce the weakest form of p-ellipticity by analogy with the Legendre-
Hadamard condition. This condition also comes from generalizing a two dimensional condition
formulated in [CM17, Theorem 4.2], proven there to be necessary for Lp-dissipativity.
Definition 2.4. Ahkαβ(x) satisfies the Legendre-Hadamard p-ellipticity condition if
ℜe
〈
(Ahk(x)qhqk)
(
ξ −
(
1− 2
p
)
ω(ℜe〈ω, ξ〉)
)
, ξ +
(
1− 2
p
)
ω(ℜe〈ω, ξ〉)
〉
≥ C|ξ|2|q|2, (31)
for all ξ, ω ∈ Cm, q ∈ Rn with |ω| = 1, and a.e. x ∈ Ω.
We now turn to the proof of Theorem 1.1, which shows that the condition above is indeed the
weakest form of p-ellipticity and establishes further relationships among these three p-ellipticity
conditions.
Proof. We have already seen that (i) is true.
For (ii), assume that (20) holds. Pick a point x0 ∈ Ω and consider any 0 < ε < dist(x0, ∂Ω). Let
ψ ∈ C∞0 (B1,Cm) where B1 is a unit ball in Rn and consider the test function v(x) = ψ((x−x0)/ε).
Applying (20) to v we see that
ℜe
∫
Rn
〈
A(x0 + εy)
(
∇ψ(y)−
(
1− 2
p
)
ψ(y)
|ψ| ∇|ψ|
)
,∇ψ(y) +
(
1− 2
p
)
ψ(y)
|ψ| ∇|ψ|
〉
dy ≥ C
∫
Rn
|∇ψ|2.
Letting ε→ 0+ we see that for almost every x0 ∈ Ω we have
ℜe
∫
Rn
〈
A(x0)
(
∇ψ(y)−
(
1− 2
p
)
ψ(y)
|ψ| ∇|ψ|
)
,∇ψ(y) +
(
1− 2
p
)
ψ(y)
|ψ| ∇|ψ|
〉
dy ≥ C
∫
Rn
|∇ψ|2.
(32)
Recall that we have assumed ψ ∈ (C∞0 (B1))m, but by dilation we see that (32) must hold for any
ψ ∈ C∞0 (Rn,Cm). Consider now test functions ψR of the form
ψR(x) = w(x)η(log |x|/ logR), where w(x) = µω + ϕ(x), (33)
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|ω| = 1, ω ∈ Cm, µ,R ∈ R+, R > 1 and η ∈ C∞(R) such that η(t) = 1 when t < 1/2 and
η(t) = 0 when t ≥ 1. Suppose that supp ϕ ⊂ Bδ(0). Then, as follows from the calculation done
in [CM17, pp. 98-99], we have that
lim
R→∞
ℜe
∫
Rn
〈
A(x0)
(
∇ψR −
(
1− 2
p
)
ψR
|ψR|∇|ψR|
)
,∇ψR +
(
1− 2
p
)
ψR
|ψR|∇|ψR|
〉
dx
= ℜe
∫
Bδ(0)
〈
A(x0)
(
∇w −
(
1− 2
p
)
w
|w|∇|w|
)
,∇w +
(
1− 2
p
)
w
|w|∇|w|
〉
dx (34)
≥ C
∫
Bδ(0)
|∇w|2 dx.
Recall that ∇w = ∇ϕ. Dealing with the other term we have
w
|w|∂k|w| =
w
|w|2ℜe〈w, ∂kw〉 = |µω + ϕ|
−2(µω + ϕ)(ℜe〈µω + ϕ, ∂kϕ〉). (35)
Observe that if we let µ→∞ we see that the righthand side converges to ω(ℜe〈ω, ∂kϕ〉). It follows
that
lim
µ→∞
ℜe
∫
Bδ(0)
〈
A(x0)
(
∇w −
(
1− 2
p
)
w
|w|∇|w|
)
,∇w +
(
1− 2
p
)
w
|w|∇|w|
〉
dx
= ℜe
∫
Bδ(0)
〈
Ahk(x0)
(
∂kϕ−
(
1− 2
p
)
ω(ℜe〈ω, ∂kϕ〉)
)
, ∂hϕ+
(
1− 2
p
)
ω(ℜe〈ω, ∂hϕ〉)
〉
dx
≥ C
∫
Bδ(0)
|∇ϕ|2 dx. (36)
We now argue as in [Y, Theorem 2.6]. Let ρ be a 2-periodic “sawtooth” function that is equal
to t on [0, 1] and 2 − t on [1, 2]. Hence ρ′(t) = ±1 for a.e. t ∈ R. For a fixed ξ ∈ Cm and q ∈ Rn
consider test functions
ϕε(x) = εζ(x)ρ(q · x/ε)ξ,
where ζ ∈ C∞0 (Bδ(0)) is real-valued. Observe that
∂kϕε(x) = ε∂kζ(x)ρ(q · x/ε)ξ + ζ(x)ρ′(q · x/ε)qkξ.
Using this in (36) and letting ε→ 0+ we get
lim
ε→0+
ℜe
∫
Bδ(0)
〈
Ahk(x0)
(
∂kϕε −
(
1− 2
p
)
ω(ℜe〈ω, ∂kϕε〉)
)
, ∂hϕε +
(
1− 2
p
)
ω(ℜe〈ω, ∂hϕε〉)
〉
dx
= ℜe
∫
Bδ(0)
〈
Ahk(x0)
(
qkξ −
(
1− 2
p
)
ω(ℜe〈ω, qkξ〉)
)
, qhξ +
(
1− 2
p
)
ω(ℜe〈ω, qhξ〉)
〉
ζ(x)2 dx
≥ C
∫
Bδ(0)
|ξ|2|q|2ζ(x)2 dx. (37)
From this we conclude that (31) must hold as ζ is an arbitrary test function.
(iii). This is a trivial observation.
(iv). We first realize that, since (1−2/p) = −(1−2/p′), taking adjoints shows that the p-ellipticity
condition for A implies that the p′-ellipticity holds for A∗.
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If the condition (31) holds then, by choosing ω⊥ξ, it follows that (4) must hold.
(v). If A satisfies any one of the three p-ellipticity conditions for p and for q, we first prove that it
satisfies the same condition for any r between p and q.
We give the proof for the condition (17), as the proofs for other two conditions are analogous.
Fix some ξ ∈ Cn×m and ω ∈ Cm with |ω| = 1. Let η = ξ(ω). Consider a function
f(t) = ℜe 〈A(x)ξ − tη, ξ + tη〉
Cn×m
= −t2|η|2 + . . . ,
for t ∈ R. This is clearly a quadratic function in t with negative leading coefficient, i.e., the graph
of f is a concave down parabola. Such a function attains its minimum on any bounded interval at
its end-points. But the strong p and q-ellipticity condition on A implies that f(1 − 2/p) ≥ C|ξ|2
and f(1−2/q) ≥ C|ξ|2. It follows that f(t) ≥ C|ξ|2 for all t between the points 1−2/p and 1−2/q.
Thus A is strongly r-elliptic for all r of the form t = 1− 2/r with t between the points 1− 2/p and
1− 2/q.
The final claim is that p-ellipticity is an open property; that is, if A is p-elliptic then for some
small ε = ε(A, p) > 0, A is also q-elliptic for |p − q| < ε. Again, we check this assuming the
condition (17) with the argument for the other conditions being similar. Using the notation we
have introduced above we see that for ξ, η = ξ(ω) ∈ Cn×m we have for t0 = 1− 2/p
f(t) = f(t0) + (t− t0)ℜe 〈A(x)(ξ − t0η), η〉 − (t− t0)ℜe 〈A(x)η, ξ + t0η〉 − ℜe(t− t0)2 〈A(x)η, η〉
≥ C|ξ|2 − 2|t− t0|‖A‖L∞ |ξ ± t0η||η| − |t− t0|2‖A‖L∞ |η|2 (38)
≥ [C − ‖A‖L∞(4|t− t0|+ |t− t0|2)] |ξ|2.
Hence for sufficiently small |t− t0| we can ensure that f(t) ≥ C|ξ|2/2. The strong q-ellipticity for
A follows for q near p.
3 Regularity of solutions
In this section we will study the regularity theory of solutions to the Lp-Dirichlet problem. These
results consist of interior estimates and boundary estimates and will be used as a substitution of
the De Giorgi-Nash-Moser regularity theory.
3.1 Interior estimate
We will prove the following interior estimate, which is similar to Theorem 1.1 of [DP]. Our proof
differs as we assume the integral p-ellipticity condition (which requires some changes in the argu-
ment).
Theorem 3.1. Suppose u ∈ (W 1,2loc (Ω;Cm) is the weak solution to the equation Lu = div(A(x)∇u)+
B(x) · ∇u = 0 on Ω. Let p0 = sup{p > 1 : A satisfies condition (20) } and assume that the
coefficients of B are in L∞loc(Ω) and satisfy
|Bhαβ(x)| ≤
K
δ(x)
, (39)
where K is a uniform constant and δ(x) is the distance of x to ∂Ω. Here, Br(x) is the ball centered
at x with radius r, with the property that B3r(x) ⊂ Ω. Then
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• (Cacciopoli-type inequality):∫
Br(x)
|u|p−2|∇u|2dy ≤ C
r2
∫
B2r(x)
|u|pdy, (40)
where p ∈ (p′0, p0) and the constant C depends on n,m,K,Λ and λp.
• (Reverse Ho¨lder’s inequality) For any q ∈ [1, p0nn−2),(∫
Br(x)
|u|qdy
)1/q
≤ C
∫
B2r(x)
|u|dy, (41)
where the constant C depends on n,m,K,Λ, and λp.
Proof. We first assume that coefficients of A,B are all smooth, so that the classical solution u
is also smooth. We will later use an approximation argument similar to Section 7 of [KP]. Let
φ ∈ C∞0 (B2r(x)) satisfy 0 ≤ φ ≤ 1, φ ≡ 1 on Br(x) and |∇φ| . 1r . Set v = uφ2. Since we have
Lv = uL(φ2) + 〈A∇u,∇φ2〉+ 〈A∗∇u,∇φ2〉, (42)
multiply both sides by |v|p−2v and integrate, we get
∫
Ω
〈A∇v,∇(|v|p−2v)〉
=
∫
Ω
〈B∇v, |v|p−2v〉+
∫
Ω
Ahk∇hφ2∇k(|v|p−2uv)−
∫
Ω
Bh∇hφj|v|p−2uv
+
∫
Ω
|v|p−2v
(
Ahk∇hu∇kφ2 +A∗hk∇hu∇kφ2
)
(43)
=: I1 + I2 + I3 + I4.
For I1,
|I1| . 1
r
∫
Ω
|v|p−1|∇v|
≤ 1
r
(∫
Ω
|v|p−2|∇v|2
)1/2(∫
Ω
|v|p
)1/2
(44)
≤ 1
r
(∫
Ω
|v|p−2|∇v|2
)1/2(∫
B2r(x)
|u|p
)1/2
.
For I2,
|I2| .
∣∣∣∣∫
Ω
Ahkφ∇hφ|v|p−3 〈v,∇kv〉|v| uv
∣∣∣∣+ ∣∣∣∣∫
Ω
Ahkφ∇hφ|v|p−2∇kuv
∣∣∣∣
+
∣∣∣∣∫
Ω
Ahkφ∇hφ|v|p−2u∇kv
∣∣∣∣ (45)
=: I21 + I22 + I23.
For I21,
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I21 ≤
∫
Ω
φ|∇φ||v|p−2|∇v||u|
.
(∫
Ω
|v|p−2|∇v|2
)1/2 (∫
Ω
|v|p−2|u|2φ2|∇φ|2
)1/2
(46)
.
(∫
Ω
|v|p−2|∇v|2
)1/2 1
r
(∫
Ω
|u|pφ2p−2
)1/2
≤
(∫
Ω
|v|p−2|∇v|2
)1/2 1
r
(∫
B2r(x)
|u|p
)1/2
,
For I22, we will use the useful identity
v∇u = u∇v − |u|2∇φ2, (47)
then
I22 .
∫
Ω
φ|∇φ||v|p−2|u∇v − |u|2∇φ2|
.
∫
Ω
φ|∇φ||∇v||v|p−2|u|+
∫
Ω
φ2|∇φ||v|p−2|u|2|∇φ|
.
(∫
Ω
|v|p−2|∇v|2
)1/2(∫
Ω
φ2|∇φ|2|v|p−2|u|2
)1/2
+
1
r2
∫
Ω
|v|p−2|u|2φ2 (48)
.
(∫
Ω
|v|p−2|∇v|2
)1/2 1
r
(∫
Ω
φ2|v|p−2|u|2
)1/2
+
1
r2
∫
Ω
|v|p−2|u|2φ2
≤
(∫
Ω
|v|p−2|∇v|2
)1/2 1
r
(∫
B2r(x)
|u|p
)1/2
+
1
r2
∫
B2r(x)
|u|p.
For I23,
I23 .
∫
Ω
φj−1|∇φ||v|p−2|∇v||u|
≤
(∫
Ω
|v|p−2|∇v|2
)1/2 (∫
Ω
|v|p−2|u|2φ2|∇φ|2
)1/2
(49)
.
(∫
Ω
|v|p−2|∇v|2
)1/2 1
r
(∫
Ω
|u|pφ2p−2
)1/2
≤
(∫
Ω
|v|p−2|∇v|2
)1/2 1
r
(∫
B2r(x)
|u|p
)1/2
.
Combine I21, I22, I23, we get
|I2| .
(∫
Ω
|v|p−2|∇v|2
)1/2 1
r
(∫
B2r(x)
|u|p
)1/2
+
1
r2
∫
B2r(x)
|u|p. (50)
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For I3,
|I3| . 1
r2
∫
Ω
φ|v|p−1|u|
≤ 1
r2
∫
B2r(x)
|u|p, (51)
For I4, we have
|I4| .
∫
Ω
φj−1|∇φ||v|p−2|u∇v − |u|2∇φj|. (52)
Hence I4 has same estimate as I22. Combining the estimates of I1, I2, I3, I4 and observing that
φ ≡ 1 on Br(x), we complete the proof of the Cacciopoli type inequality. Having established the
Cacciopoli inequality, the following reverse Ho¨lder’s inequality:(∫
Br(x)
|u|q
)1/q
.
(∫
B2r(x)
|u|p
)1/p
, p, q ∈
(
p′0,
p0n
n− 2
)
(53)
follows directly from a use of the Poincare´-Sobolev inequality and an iteration argument. The proof
of this part is exactly the same as the proof of either Theorem 1.1 in [DP] or Lemma 3.1 in [FMZ]
so we omit the details here.
We now establish an improvement of this reverse Ho¨lder’s inequality, using a convexity argument
from Theorem 2.4 of [S]. For any 0 < s < t < 1, there exists a constant c and a sequence of points
{xl} in Btr(x) such that B2c(t−s)r(xl) ⊂ Btr(x) so we have
∫
Bsr(x)
|u|q .
(
t− s
s
)n∑
l
∫
Bc(t−s)r(xl)
|u|q
.
(
t− s
s
)n∑
l
(∫
B2c(t−s)r(xl)
|u|2
)q/2
(54)
.
(
t− s
s
)n( t
t− s
)nq/2(∫
Btr(x)
|u|2
)q/2
.
Since here q ≥ 2, we let θ be such that 12 = θq + θ so from Ho¨lder’s inequality,
(∫
Btr(x)
|u|2
)1/2
≤
(∫
Btr(x)
|u|q
) 1−θ
q
(∫
Btr(x)
|u|
)θ
. (55)
Define
I(t) =
(∫
Btr(x)
|u|q
)1/q∫
Br(x)
|u| , (56)
it suffices to show I(1/2) ≤ C. From the above estimates, we have
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I(s) . s−n/qtn(1/2−θ)(t− s)n( 1q− 12 )(I(t))1−θ , (57)
which implies
log I(t) . log
(
s−n/qtn(1/2−θ)(t− s)n( 1q− 12 )
)
+ (1− θ) log I(t). (58)
Choose s = tb with b−1 > 1− θ and integrate both sides with respect to dtt from 1/2 to 1, we have
1
b
∫ 1
(1/2)b
log I(t)
dt
t
≤ C + (1− θ)
∫ 1
1/2
log I(t)
dt
t
, (59)
which means
(b−1 − θ)I(1/2) . (b−1 − θ)
∫ 1
(1/2)b
log I(t)
dt
t
≤ C. (60)
To pass to the case when A and B are non-smooth, we let Al and Bl be smooth approximations
of A and B respectively. Let ul be the solution of Llul = 0, with the same boundary condition as
u. One can use the same argument as in [DP] to show that ul → u strongly in W 1,2loc (Ω). Indeed,
such an argument comes from [KP] and it is easy to verify that Theorem 7.5 of [KP] also holds for
systems.
3.2 Boundary estimate
We will show that both the Cacciopoli and reverse Ho¨lder inequalities hold for solutions vanishing
on an open subset of ∂Ω in the neighbourhood of such a set. These estimates play an important
role in extrapolation.
Theorem 3.2. Suppose u ∈W 1,2loc (Ω;Cm) is the weak solution to the equation Lu = div(A(x)∇u)+
B(x) · ∇u = 0 on Ω. Let p0 = inf{p > 1 : A satisfies condition (20) } and suppose the coefficients
of B are in L∞loc(Ω) and satisfy
|Bhαβ(x)| ≤
K
δ(x)
, (61)
where K = K(n,m, p, λp) is a small enough constant and δ(x) is the distance of x to ∂Ω. Denote
by Br(x) the ball centered at x ∈ ∂Ω with radius r. If Tr(u) = 0 on B3r(x)∩∂Ω, then the following
two inequalities hold:
• (Cacciopoli-type inequality): For any p ∈ (p′0, p0) there exists K > 0 and C > 0 depending on
n,m, p, λp and ‖A‖L∞ such that∫
Br(x)∩Ω
|u|p−2|∇u|2dy ≤ C
r2
∫
B2r(x)∩Ω
|u|pdy. (62)
• (Reverse Ho¨lder’s inequality) For any q ∈ [1, p0nn−2),(∫
Br(x)∩Ω
|u|qdy
)1/q
≤ C
∫
B2r(x)∩Ω
|u|dy, (63)
where the constant C depends on n,m,K, λp and ‖A‖L∞ .
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Proof. We first assume the coefficients of A and B are smooth. Let φ ∈ C∞0 (B2r(Ω)) satisfy
0 ≤ φ ≤ 1, φ ≡ 1 on Br(x) and |∇φ| . 1r . Set v = uφ2. We will employ a similar argument as used
for the interior estimate. Since, at the boundary, we have δ(x) < r, the only difference will be the
estimate of those integrals involving B, i.e. terms I1 and I3. For I1, we have
|I1| ≤ K
∫
Ω
|∇v||v|p−1
δ(x)
≤ K
(∫
Ω
|v|p−2|∇v|2
)1/2(∫
Ω
|v|p
δ(x)2
)1/2
≤ C(n, p)K
(∫
Ω
|v|p−2|∇v|2
)1/2(∫
Ω
|∇|v| p2 |2
)1/2
(64)
≤ C(n,m, p)K
∫
Ω
|v|p−2|∇v|2,
where in the second to last line, we apply the Hardy’s inequality to the function |v|p/2. If we choose
K <
λp
2C(n,m,p) , since by the p-ellipticity,
λp
∫
Ω
|v|p−2|∇v|2 ≤ ℜe
∫
Ω
〈A∇v,∇(|v|p−2v)〉, (65)
and hence for small K the term I1 can be absorbed by λp
∫
Ω |v|p−2|∇v|2. We now estimate I3:
|I3| . K
r
∫
Ω
φ|v|p−1|u| 1
δ(x)
≤ K
r
(∫
Ω
|v|p
δ(x)2
)1/2(∫
Ω
φ2|v|p−2|u|2
)1/2
(66)
.
K
r
(∫
Ω
|∇|v| p2 |2
)1/2(∫
Ω
φ2p−2|u|p
)1/2
.
K
r
(∫
Ω
|v|p−2|∇v|2
)1/2(∫
B2r(x)
|u|p
)1/2
,
where for the first term of the second to last line, we apply the Hardy’s inequality. Once we have
Cacciopoli inequality, since we assume Tr(u) = 0 on B3r(x) ∩ ∂Ω, we can still apply the Poincare´-
Sobolev inequality at the boundary. Then we employ an iteration argument that is exactly the
same as the one used in the interior estimate to obtain the reverse Ho¨lder inequality.
4 Lp-Dirichlet problem & the extrapolation theory
This section is devoted to the extrapolation theory of the Lp-Dirichlet problem. We are going
to show that given the solvability of the Lp-Dirichlet problem for some specific p > 1, one can
extrapolate such solvability to a larger exponent. To begin with, consider the operator (Lu)α =
∂h(A
hk
αβ(x)∂ku
β)+Bhαβ∂h(x)u
β where the tensor A(x) = (Ahkαβ)(x) is elliptic and uniformly bounded
and B(x) = (Bhαβ(x)) satisfies |Bhαβ(x)| ≤ Kδ(x) with K small enough (to be chosen later). For
a Lipschitz domain Ω, consider the bilinear form B : H1(Ω;Cm) × H10 (Ω;Cm) → C defined as
following:
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B[u, v] =
∫
Ω
〈Ahkαβ∇huα,∇kvβ〉+ 〈Bhαβ∇huα, vβ〉dx, (67)
where H1(Ω;Cm) is the W 1,2-Sobolev space equipped with the seminorm ||u||2H1 =
∫
Ω |∇u|2dx and
H10 (Ω;C
m) is the closure of C∞0 (Ω;C
m) with respect to the same seminorm. The bilinear form B is
bounded from above since A is uniformly bounded and the second term in the definition of B can
be bounded using Hardy’s inequality:
∣∣∣∣∫
Ω
〈Bhαβ∇huα, vβ〉dx
∣∣∣∣ ≤ K (∫
Ω
|∇u|2
)1/2(∫
Ω
|v|2
δ(x)2
)1/2
≤ C(n)K
(∫
Ω
|∇u|2
)1/2(∫
Ω
|∇v|2
)1/2
. (68)
On the other hand, throughout this paper we assume that the tensor A satisfies the integral
ellipticity condition, i.e.∫
Ω
〈Ahkαβ∇huα,∇kuβ〉 ≥ λ
∫
Ω
|∇u|2 for every u ∈ H10 (Ω;Cm), (69)
and therefore we have
|B[u, u]| ≥ (λ−KC(n))
∫
Ω
|∇u|2, (70)
where C(n) comes from the Hardy inequality. Thus if we further choose K < λC(n) , the bilinear
form B is coercive. We denote B˙2,21/2(∂Ω;Cm) as the trace of functions in H1(Ω;Cm), then for any
f ∈ B˙2,21/2(∂Ω;Cm), there exists v ∈ H1(Ω;Cm) such that Tr(v) = f . Writing u = u0 + v, we seek
for u0 ∈ H10 (Ω;Cm) such that
B[u0, w] = −B[v,w] for any w ∈ H10 (Ω;Cm). (71)
By the Lax-Milgram lemma, such a u0 exists and is unique. This implies the existence and unique-
ness of u ∈ H1(Ω;Cm) satisfying Lu = 0 and Tr(u) = f and we call this u the energy solution.
To formulate the Lp-Dirichlet problem for elliptic systems, we need to introduce the Lp-averaged
nontangential maximal function N˜p,a. Unlike the real scalar equation, in our setting there is no De
Giorgi-Nash-Moser regularity theory, and so the solution u is not necessarily defined pointwise. For
any Lipschitz domain Ω and u ∈ Lploc(Ω;Cm), we define the Lp-averaged nontangential maximal
function N˜p,a as
N˜p,a(u)(Q) = sup
x∈Γa(Q)
up(x), (72)
where Q ∈ ∂Ω, Γa(Q) is the standard non-tangetial cone at Q with aperture parameter a and
up(x) =
(∫
Bδ(x)/2(x)
|u(y)|pdy
)1/p
(73)
The Lp-Dirichlet problem can then be formulated as following:
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Definition 4.1. Let Ω be a bounded Lipschitz domain, or alternatively, a domain above a Lipschitz
graph. Consider the following Dirichlet problem
L(u) = 0 on Ω,
u(Q) = f(Q) for σ-a.e. Q ∈ ∂Ω,
N˜2,a(u)(Q) ∈ Lp(∂Ω).
(74)
Given any 1 < p <∞, the Lp-Dirichlet problem is solvable if for any f ∈ Lp(∂Ω;Cm)∩B˙2,21/2(∂Ω;Cm),
the unique energy solution u satisfies
||N˜2,a(u)||Lp(∂Ω;dσ) ≤ C||f ||Lp(∂Ω;dσ) (75)
for some constant C = C(p,Ω).
Remark 4.2. The above Lp-Dirichlet problem associated with the adapted nontangential maximal
function was introduced in [DHM,DP]. Suppose that A satisfies (3) and let
p0 = sup{p : A satisfies condition (20) }.
It has been shown in [DP,DP2] that for different apertures a, a′ in some proper range and p, q ∈
[1, p0nn−2), N˜p,a(u) and N˜q,a′(u) are comparable in L
r(∂Ω) for any r > 0. Hence, in (74) there is no
difference between considering N˜2,a(u) and considering N˜q,a′(u) in the stated range of q and a
′.
On the other hand, since Lp(∂Ω;Cm)∩B˙2,21/2(∂Ω;Cm) is dense in Lp(∂Ω;Cm), by using a density
argument and the estimate (75) it follows that the solution operator f 7→ u can be extended to the
whole space Lp(∂Ω;Cm).
Moreover, under such extension, the solution u attains its boundary data f ∈ Lp(∂Ω;Cm) in
the following sense
f(Q) = lim
x∈Γa(Q),x→Q
∫
Bδ(x)/2(x)
u(y)dy for σ−a.e. Q ∈ ∂Ω. (76)
With these definitions in hand, we can now begin the proof of Theorem 1.2.
Proof. With the help of the interior and boundary estimates established in the previous section,
the proof of the above theorem is almost identical to the one in [DP2] and we will just sketch it
here. Theorem 1.2 relies on a real variable argument developed in [S1] and in our setting, it suffices
to prove the following reverse Ho¨lder inequality:(∫
Br(Q)∩∂Ω
|N˜2,a(u)|qdσ
)1/q
≤ C
(∫
B2r(Q)∩∂Ω
|N˜2,a(u)|pdσ
)1/p
, (77)
where 1 < p ≤ q < p0(n−1)n−2 , Q ∈ ∂Ω and the energy solution u vanishes on B4r(Q) ∩ ∂Ω. Define
M1(u)(Q) = sup
x∈Γa(Q),δ(x)≤r
u2(x),
M2(u)(Q) = sup
x∈Γa(Q),δ(x)>r
u2(x), (78)
where u2(x) =
(∫
Bδ(x)/2(x)
|u(y)|2dy
)1/2
. After some careful geometric observations, one obtains
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M2(u)(Q) ≤ C
(∫
B2r(Q)∩∂Ω
|N˜2,a(u)(P )|pdσ(P )
)1/p
. (79)
To estimate M1(u)(Q), for any x ∈ Γa(Q), δ(x) ≤ r, we construct a sequence of balls Brj (xj) in
Γa(Q) with appropriate scale, such that x0 = x and xj → Q. Let v(x) = |u|
p
2
−1u(x), we estimate
each
∫
Brj (xj)
|v|2 − ∫Brj+1(xj+1) |v|2 by making use of the Poincare´ inequality and then summing.
Due to the fact that u vanishes on B4r(Q) ∩ ∂Ω, one can verify the following pointwise estimate:
M1(v2)(Q) ≤ Cr1/2
∫
B2r(Q)∩∂Ω
A(∇v)(P )
|P −Q|n−3/2 dσ(P ), (80)
where v2 denotes the L
2-average of v over Bδ(x)/2(x) and
A2(∇v)(P ) = r−1
∫
Γ2ra˜ (P )
|∇v(y)|2
δ(y)n−1
dy, (81)
where Γ2ra˜ is the truncated cone with height 2r and appropriate aperture parameter a˜. With this
pointwise estimate of M1 in hand, we apply the Sobolev inequality to the fractional integral and
combine it with the boundary estimate (Theorem 3.2). The desired estimate follows after we recover
back u. For further details see [DP2].
Remark 4.3. In fact, the assumptions on domain Ω can be further relaxed; Ω can be assumed to
be a chord-arc domain. See [DP2] for the necessary modifications in such setting.
5 Application to the Lame´ system
In this section, we show how the results of the previous section apply to a specific elliptic system,
namely the Lame´ system of linear elasticity. Recall that the variable coefficient Lame´ system is
given by
Lu = ∇ · (λ(x)(∇ · u)I + µ(x)(∇u+ (∇u)T )), (82)
where u : Ω → Rn is a vector-valued function and λ, µ are so-called Lame´ coefficients describing
elastic properties of the material at a given point. If we write (82) in the form (1) we see that the
corresponding coefficients of Ahkαβ(x) are these:
Ahkαβ(x) = µ(x)δ
hkδαβ + λ(x)δ
h
αδ
k
β + µ(x)δ
h
βδ
k
α, B
h
αβ(x) = 0. (83)
Here and throughout this section we assume that Ω is a bounded Lipschitz domain, or alternatively,
an unbounded domain in Rn above a Lipschitz graph.
In [DHM, Corollary 1.2], it has been shown that under certain assumptions on the Lame´ coeffi-
cients µ(x) and λ(x), the corresponding Lp-Dirichlet problem is solvable for p ∈ (2− ǫ, 2(n−1)n−2 + ǫ),
where ǫ > 0 is a small positive constant. The proof relies heavily on the fact that an equation (82)
can be written as (1) in multiple ways. To be precise, for an auxiliary function r(x) ∈ Liploc(Ω),
equation (82) can be also written as
L(u) = ∂h(Ahkαβ(r)∂kuβ) +Bhαβ(r)∂huβ , (84)
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where
Ahkαβ(r)(x) = µ(x)δ
hkδαβ + (λ(x) + r(x))δ
h
αδ
k
β + (µ(x)− r(x))δhβδkα, (85)
Bhαβ(r)(x) = ∂kr(x)(δ
h
αδ
k
β − δhβδkα).
The coefficients of (85) enjoy certain special properties that one cannot assume for general
systems. First, the Lame´ coefficients are real, and hence so are the coefficients of (85) as long as
r is chosen to be real. Second, we will take advantage of the symmetry: Ahkαβ(r) = A
kh
βα(r). As we
shall see below, this will simplify the p-ellipticity condition that we will impose on the equation.
Finally, we note that when p = 2, i.e., when we consider the usual ellipticity conditions, it is
the case that A(r) satisfies the Legendre-Hadamard property when µ > 0 and λ > −2µ [BM09].
Moreover, A(r) is guaranteed to be strongly elliptic if, in addition, it is the case that 0 < r < 2µ
and λ + 2µ − r ≥ 0. Strong ellipticity may also hold even when λ+ 2µ − r ≤ 0 depending on the
relationship between r and µ. See (1.16) of [BM09] for these facts.
5.1 Sufficient conditions.
Our aim is to figure out when the system (84) satisfies the integral p-ellipticity condition. It is
not easy to check the validity of an integral condition. Instead, we resort to checking the strong
p-ellipticity condition (17). Because A(r) is real and Ahkαβ(r) = A
kh
βα(r) the cross-terms (containing
both ξ and ξ(ω)) cancel out. Thus, we are left with
inf
|ω|=1
[
〈A(r)(x)ξ, ξ〉
Rn×n
−
(
1− 2
p
)2
〈A(r)(x)ξ(ω), ξ(ω)〉
Rn×n
]
≥ C|ξ|2. (86)
Observe also that the expression in the brackets in (86) is simply
µ|ξ|2 + (λ+ r)|Tr ξ|2 + (µ − r)ξ ◦ ξ −
(
1− 2
p
)2 (
µ|p|2 + (λ+ µ)〈ω, p〉2) , (87)
where ξ ◦ ξ = ∑nh,k=1 ξkhξhk and p = (p1, p2, . . . , pn) ∈ Rn is defined by ph = 〈ω, ξh〉. Hence
the condition (86) will be true in the largest possible interval of p’s if the following inequality is
satisfied: (
1− 2
p
)2
< ess inf
x∈Ω
sup
r∈R
inf
|ω|=1
µ(x)|ξ|2 + (λ(x) + r)|Tr ξ|2 + (µ(x)− r)ξ ◦ ξ
µ(x)|p|2 + (λ(x) + µ(x))〈ω, p〉2 . (88)
Since the ball |ω| = 1 in Cn is compact it follows that for a fixed x ∈ Ω, ξ ∈ Cn×n and r ∈ R
the infimum over ω of the expression in (88) is attained. Let ω be such minimiser. We claim that
without any loss of generality we can assume that ω = (1, 0, 0, . . . , 0)T = e1. Indeed, let R be an
orthogonal transformation, i.e., an element of SO(n)) such that e1 = Rω. Let η = RξR
T . We claim
that (e1, η) is also a minimiser of (88).
To see this, consider first the denominator of the expression (88). Denote by qh = 〈e1, ηh〉.
Clearly,
q := ηT e1 = (RξR
T )TRω = RξTω = Rp.
By orthogonality of R then clearly |p| = |q| and 〈ω, p〉 = 〈Rω,Rp〉 = 〈e1, q〉. It follows that the
value of the denominator of (88) for (ω, ξ) and (e1, η) is the same.
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Similarly, in the numerator we have |ξ| = |η|, Tr ξ =Tr η as the matrices ξ and η are similar
and hence have the same set of eigenvalues. Finally,
η ◦ η = ηkhηhk = Rki ξjiRhjRhmξnmRkn.
Because R is orthogonal RhjR
h
m = δjm and R
k
iR
k
n = δin. Therefore
η ◦ η = Rki ξjiRhjRhmξnmRkn = ξji ξij = ξ ◦ ξ.
It follows that the value of the numerator of (88) for (ω, ξ) and (e1, η) is the same as well. Given
this the inequality we want to be satisfied is:(
1− 2
p
)2
< ess inf
x∈Ω
sup
r∈R
inf
|ξ|=1
µ(x)|ξ|2 + (λ(x) + r)|Tr ξ|2 + (µ(x)− r)ξ ◦ ξ
µ(x)((ξ11)
2 + (ξ12)
2 + · · ·+ (ξ1n)2) + (λ(x) + µ(x))(ξ11)2
. (89)
To analyse (89) further let us drop the dependence of λ, µ on x ∈ Ω by fixing the point x. Let
us relabel the parameter r so that γ = µ− r and hence λ+ r = λ+µ− γ. In this notation we have(
1− 2
p
)2
< sup
γ∈R
inf
|ξ|=1
µ|ξ|2 + (λ+ µ− γ)|Tr ξ|2 + γ(ξ ◦ ξ)
µ((ξ12)
2 + · · · + (ξ1n)2) + (λ+ 2µ)(ξ11)2
. (90)
Clearly for the last term of the numerator we have
γ(ξ ◦ ξ) ≥ γ((ξ11)2 + · · ·+ (ξnn)2)− |γ|
∑
h 6=k
|ξkhξhk |.
We further split the second sum
|γ|
∑
h 6=k
|ξkhξhk | ≤ 2|γ|
n∑
k=2
|ξk1ξ1k|+ 2|γ|
∑
2≤h<k
|ξkhξhk | ≤ 2|γ|
n∑
k=2
|ξk1ξ1k|+ |γ|
n∑
h,k=2
(ξkh)
2,
where we have used the AG-inequality. We use the same inequality for the penultimate term as
well but with uneven weights which will give us
|γ|
∑
h 6=k
|ξkhξhk | ≤ µ
n∑
k=2
(ξk1 )
2 +
γ2
µ
n∑
k=2
(ξ1k)
2 + |γ|
∑
h,k>1,h 6=k
(ξkh)
2.
Hence
γ(ξ ◦ ξ) ≥ γ((ξ11)2 + · · ·+ (ξnn)2)− µ
n∑
k=2
(ξk1 )
2 − γ
2
µ
n∑
k=2
(ξ1k)
2 − |γ|
∑
h,k>1,h 6=k
(ξkh)
2.
It follows that
µ|ξ|2 + (λ+ µ− γ)|Tr ξ|2 + γ(ξ ◦ ξ)
µ((ξ12)
2 + · · ·+ (ξ1n)2) + (λ+ 2µ)(ξ11)2
≥ (91)
(µ − |γ|)∑h,k>1,h 6=k(ξkh)2 + (µ − γ2µ )∑nk=2(ξ1k)2 + (µ + γ)∑h(ξhh)2 + (λ+ µ− γ)|Tr ξ|2
µ
∑n
k=2(ξ
1
k)
2 + (λ+ 2µ)(ξ11)
2
.
Consider first the off-diagonal elements. Observe that the terms (ξk1 )
2 have been eliminated. The
remaining off-diagonal terms make an appearance in the first and second term in the numerator
and the first term of the denominator of (91).
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Under the assumption that |γ| ≤ µ (and hence µ− |γ|, µ− γ2µ ≥ 0) each remaining off-diagonal
element x = (ξkh)
2 appears in (91) in the form of a rational function x 7→ Ax+BCx+D when A,C ≥
0, D > 0, which is monotone for nonnegative x. Hence, it attains its supremum on [0,∞) either
when x = 0 (where the value is AC ) or in the limit x → ∞ (where the value is BD ). Applying this
observation for each remaining off-diagonal element (ξkh)
2 we conclude that
µ|ξ|2 + (λ+ µ− γ)|Tr ξ|2 + γ(ξ ◦ ξ)
µ((ξ12)
2 + · · ·+ (ξ1n)2) + (λ+ 2µ)(ξ11)2
≥ (92)
min
{
1− γ
2
µ2
,
(µ+ γ)
∑
h(ξ
h
h)
2 + (λ+ µ− γ)|Tr ξ|2
(λ+ 2µ)(ξ11)
2
}
.
Clearly, (92) indicates that we only want to chose γ such that |γ| < µ so that the right-hand
side is positive. This also implies that µ + γ > 0. The coefficient µ + λ+ γ can be either positive
or negative.
Let A =
∑
h>1 ξ
h
h. Then
|Tr ξ|2 = (ξ11)2 + 2ξ11A+A2, and A2 ≤ (n− 1)
∑
h>1
(ξhh)
2.
It follows that
(µ+ γ)
∑
h
(ξhh)
2+(λ+µ− γ)|Tr ξ|2 ≥ (λ+2µ)(ξ11)2+2(λ+µ− γ)ξ11A+
(
λ+ µ− γ + µ+ γ
n− 1
)
A2.
This term must be positive and therefore it implies another condition γ must satisfy.
(λ+ 2µ)(λ+ µ− γ + µ+ γ
n− 1 ) > (λ+ µ− γ)
2, and γ <
n− 1
n− 2λ+
n
n− 2µ. (93)
Given this
(µ + γ)
∑
h
(ξhh)
2 + (λ+ µ− γ)|Tr ξ|2 ≥
[
λ+ 2µ− (λ+ µ− γ)
2
λ+ µ− γ + µ+γn−1
]
(ξ11)
2. (94)
Hence by (92) we have
µ|ξ|2 + (λ+ µ− γ)|Tr ξ|2 + γ(ξ ◦ ξ)
µ((ξ12)
2 + · · ·+ (ξ1n)2) + (λ+ 2µ)(ξ11)2
≥ (95)
min
{
1− γ
2
µ2
, 1− (λ+ µ− γ)
2
(λ+ 2µ)(λ+ µ− γ + µ+γn−1 )
}
.
Notice that there is a tension between the two terms inside the minimum. The first one is largest
at γ = 0, while the second one at γ = λ+ µ with the largest value 1. However, in the special case
when µ = −λ both attain its maximum at γ = 0.
From this we first derive a dimension independent bound. Given the restriction |γ| < µ we see
that
1− (λ+ µ− γ)
2
(λ+ 2µ)(λ+ µ− γ + µ+γn−1 )
> 1− λ+ µ− γ
λ+ 2µ
=
µ+ γ
λ+ 2µ
> 0. (96)
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This is only correct when λ+ µ− γ ≥ 0. Thus we consider two cases.
Case 1: λ + µ < 0. Here the conditions we have for γ imply that −µ < γ ≤ λ + µ < 0. On this
interval the function 1− γ2
µ2
attains its maximum at the endpoint γ = λ+µ. But this endpoint is also
the maximum of the first term of (96) with value 1. In reality we might do slightly better because,
in (96), we have neglected a small positive term in the denominator and so a choice γ = λ+ µ+ ε
will work better for (95).
This leads us to conclude that in this case if(
1− 2
p
)2
< 1−
(
λ+ µ
µ+ ε
)2
, (97)
we have that (86) holds for r ≈ −λ and some small ε > 0.
Case 2: λ+µ ≥ 0. Here γ can take values between −µ and λ+µ (this interval contains zero). We
observe that the function on the righthand side of (96) is monotone increasing in γ. Also 1 − γ2
µ2
attains the same value at γ and −γ. These two facts imply that to find an optimal value of γ
maximising
min
{
µ+ γ
λ+ 2µ
, 1− γ
2
µ2
}
it suffices to look for γ in the interval [0, λ + µ]. Since one function increases in this interval and
the other one is decreasing there will be one point in the interval where the values of these two
functions are equal. At such point:
1− γ
2
µ2
=
(µ − γ)(µ + γ)
µ2
=
µ+ γ
λ+ 2µ
⇒ γ = µ− µ
2
λ+ 2µ
.
Hence
1− γ
2
µ2
=
µ+ γ
λ+ 2µ
=
2µ
λ+ 2µ
− µ
2
(λ+ 2µ)2
=
µ(2λ+ 3µ)
(λ+ 2µ)2
=
(λ+ 2µ)2 − (λ+ µ)2
(λ+ 2µ)2
= 1−
(
λ+ µ
λ+ 2µ
)2
.
Again by the same consideration because of the sharp inequality in (96) there might be a small
improvement in what we’ve just calculated. It follows that for λ and µ such that(
1− 2
p
)2
< 1−
(
λ+ µ
λ+ 2µ+ ε
)2
, (98)
we have that (86) holds for r ≈ µ2λ+2µ and some small ε > 0.
Merging these two cases we see that there exists r ∈ R and some small ε > 0 such that (86)
holds for all p given by the inequality(
1− 2
p
)2
< 1−
(
λ+ µ
max{µ, λ+ 2µ}+ ε
)2
, (99)
Another interesting special case is when n = 2. In this case,
1− (λ+ µ− γ)
2
(λ+ 2µ)(λ+ µ− γ + µ+ γ) = 1−
(λ+ µ− γ)2
(λ+ 2µ)2
.
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Again, we find γ for which this term equals to 1− γ2µ2 , and find that the optimal γ is
γ =
µ(λ+ µ)
λ+ 3µ
, ⇒ 1− (λ+ µ− γ)
2
(λ+ 2µ)2
= 1− γ
2
µ2
= 1−
(
λ+ µ
λ+ 3µ
)2
.
It follows that when n = 2 for λ and µ such that(
1− 2
p
)2
< 1−
(
λ+ µ
λ+ 3µ
)2
, (100)
we have that (86) holds for r = 2µ
2
λ+3µ . Observe that since λ + 3µ ≥ max{µ, λ + 2µ} we see that
(100) is always an improvement of the estimate (99).
Finally, all of the above calculations can be made precise in all dimensions, with dimension-
dependent bounds on (1− 2/p)2. We start by setting
1− γ
2
µ2
= 1− (λ+ µ− γ)
2
(λ+ 2µ)(λ+ µ− γ + µ+γn−1 )
. (101)
For simplicity, if we rewrite x = γµ and a =
λ
µ , then we obtain the following equation
n− 2
n− 1x
3 +
(
1
a+ 2
− a− n
n− 1
)
x2 − 2(a+ 1)
a+ 2
x+
(a+ 1)2
a+ 2
= 0. (102)
Observe that when n = 2, this reduces to the previous case.
When n > 2, in order to solve the cubic equation, we notice that x = −1 is a solution. We are
not interested in this solution as this implies choosing γ = −µ which does not give ellipticity even
for p = 2. After long division and using quadratic formula, we obtain the other two solutions:
x =
−(n− 1)(a+ 1)(a + 3)± (a+ 1)
√
(n− 1)2a2 + 2(n+ 1)(n − 1)a+ (n+ 7)(n − 1)
−2(n− 2)(a+ 2)
=
n− 1
2(n − 2)
a+ 1
a+ 2
(
(a+ 3)±
√
a2 +
2(n + 1)
n− 1 a+
n+ 7
n− 1
)
(103)
=
n− 1
2(n − 2)
λ+ µ
µ(λ+ 2µ)
(
(λ+ 3µ)±
√
λ2 +
2(n + 1)
n− 1 λµ+
n+ 7
n− 1µ
2
)
=
n− 1
2(n − 2)
λ+ µ
µ(λ+ 2µ)
(
(λ+ 3µ)±
√
(λ+ µ)2 +
4µ(λ+ 2µ)
n− 1
)
.
Since we assume λ > −2µ, both λ+ 3µ and λ+ 2µ are positive, therefore we consider the positive
solution.
(
1− 2
p
)2
< 1−
(
1 + 1n−2
)2 (
λ+µ
µ(λ+2µ)
)2 [
λ+3µ
2 −
√(
λ+µ
2
)2
+ µ(λ+2µ)n−1
]2
, (104)
then (86) holds for some r ∈ (0, 2µ).
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5.2 Necessary condition.
If the system (84) satisfies the integral p-ellipticity condition then, for some C > 0,〈
(Ahk(x)qhqk)ξ, ξ
〉
−
(
1− 2
p
)2 〈
(Ahk(x)qhqk)ω〈ω, ξ〉, ω〈ω, ξ〉
〉
≥ C|ξ|2|q|2, (105)
must hold for all ξ, ω ∈ Rm, q ∈ Rn with |ω| = 1, and a.e. x ∈ Ω by (ii) of Theorem 1.1. By (85)
we have that (105) (dropping dependence on x) can be written as
µ|ξ|2|q|2 + (λ+ µ)〈q, ξ〉2 −
(
1− 2
p
)2
〈ω, ξ〉2 [µ|q|2 + (λ+ µ)〈q, ω〉2] ≥ C|ξ|2|q|2. (106)
Observe that this does not depend on the choice of r in (85). Hence we must have(
1− 2
p
)2
< ess inf
x∈Ω
inf
|ω|=|ξ|=|q|=1
µ(x)|ξ|2|q|2 + (λ(x) + µ(x))〈q, ξ〉2
〈ω, ξ〉2(µ(x)|q|2 + (λ(x) + µ(x))〈q, ω〉2) . (107)
Here we have used the fact that in (107) both the numerator and denominator scale identically
with respect to |ξ| and |q| and so we may assume that |ξ| = |q| = 1. Since the set |ω| = |ξ| = |q| = 1
is compact, the minimiser of (107) exists for a fixed x ∈ Ω. As in the previous section, if (ω, q, ξ)
is one such minimiser then so is (Rω,Rq,Rξ) for any R ∈ SO(n) and therefore we might as well
assume that q = e1. Hence the condition (107) simplifies to(
1− 2
p
)2
< inf
|ω|=|ξ|=1
µ|ξ|2 + (λ+ µ)(ξ1)2
(
∑
ωiξi)2(µ+ (λ+ µ)(ω1)2)
. (108)
Since |ω1| ≤ 1 we see that µ + (λ + µ)(ω1)2 > 0. Notice that the numerator does not depend on
ω and ω2, ω3, . . . only appear in the term (
∑
ωiξi)
2. We want to pick ω2, ω3, . . . to maximise this
term.
Let A =
∑
k>1 ωiξi. Then
(
∑
ωiξi)
2 = (ω1ξ1 +A)
2, and |A|2 ≤ (1− (ω1)2)(|ξ|2 − (ξ1)2)
by the Cauchy-Schwarz inequality. Hence if we set (ω˜1, ω˜2) = (|ω1|,
√
1− (ω1)2) and (ξ˜1, ξ˜2) =
(|ξ1|,
√
|ξ| − (ξ1)2) we see that
µ|ξ|2 + (λ+ µ)(ξ1)2
(
∑
ωiξi)2(µ+ (λ+ µ)(ω1)2)
≥ µ(ξ˜2)
2 + (λ+ 2µ)(ξ˜1)
2
(ω˜1ξ˜1 + ω˜2ξ˜2)2(µ+ (λ+ µ)(ω˜1)2)
, (109)
so that (108) holds if(
1− 2
p
)2
< inf
|ω˜|=|ξ˜|=1
µ(ξ˜2)
2 + (λ+ 2µ)(ξ˜1)
2
(ω˜1ξ˜1 + ω˜2ξ˜2)2(µ + (λ+ µ)(ω˜1)2)
. (110)
But now ξ˜, ω˜ ∈ R2 and we have reduced the original problem to two dimensions. Let Cp = (1−2/p)2.
We rewrite the inequality above as
0 <
[
λ+ 2µ −Cp
[
µ+ (λ+ µ)(ω˜1)
2
]
(ω˜1)
2
]
(ξ˜1)
2 +
[
µ− Cp
[
µ+ (λ+ µ)(ω˜1)
2
]
(ω˜2)
2
]
(ξ˜2)
2
−2Cp
[
µ+ (λ+ µ)(ω˜1)
2
]
ω˜1ω˜2ξ˜1ξ˜2, (111)
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which is a quadratic form in ξ˜. In order for this form to be positive definite we have to satisfy
0 < λ+ 2µ − Cp
[
µ+ (λ+ µ)(ω˜1)
2
]
(ω˜1)
2, (112)[
Cp
[
µ+ (λ+ µ)(ω˜1)
2
]
ω˜1ω˜2
]2
<
[
λ+ 2µ − Cp
[
µ+ (λ+ µ)(ω˜1)
2
]
(ω˜1)
2
]×[
µ− Cp
[
µ+ (λ+ µ)(ω˜1)
2
]
(ω˜2)
2
]
,
for any |ω˜| = 1. To simplify the notation further let γp = Cp
[
µ+ (λ+ µ)(ω˜1)
2
]
and rewrite (112)
as
0 < λ+ 2µ− γp(ω˜1)2, (113)
γ2p [ω˜1ω˜2]
2 <
[
λ+ 2µ− γp(ω˜1)2
] [
µ− γp(ω˜2)2
]
.
The second condition can be rewritten as
(λ+ 2µ)µ− Cp
[
µ+ (λ+ µ)(ω˜1)
2
]
[µ+ (λ+ µ)(ω˜2)
2] > 0,
for any ω˜ ∈ R2 with |ω˜| = 1. The minimum of the lefthand side is attained when |ω˜1| = |ω˜2| = 1/
√
2.
It follows that the necessary condition is that
(λ+ 2µ)µ −Cp [µ+ (λ+ µ)/2]2 > 0.
Hence (
1− 2
p
)2
= Cp <
(λ+ 2µ)µ
(µ+ (λ+ µ)/2)2
=
(2λ+ 4µ)2µ
(λ+ 3µ)2
=
(λ+ 3µ)2 − (λ+ µ)2
(λ+ 3µ)2
. (114)
It follows that in all dimensions the necessary condition on λ and µ such that the integral p-ellipticity
holds is that (
1− 2
p
)2
< 1−
(
λ+ µ
λ+ 3µ
)2
, (115)
Compare this to (100). It follows that when n = 2 the necessary and sufficient conditions for the
integral p-ellipticity condition to hold are the same. For Lp-dissipativity this is a known result (c.f
Theorem 3.3 of Chapter 3 in [CM17]).
We summarize the results of the last two subsections in the following theorem.
Theorem 5.1. The Lame´ system
Lu = ∇ · (λ(x)(∇ · u)I + µ(x)(∇u+ (∇u)T )) = 0. (116)
for an unknown function u : Ω→ Rn can be written in an equivalent form as
L′u = 0, where L′u =
[
∂i
(
Aαβij (r(x))(x)∂juβ
)
+Bαβi (r(x))(x)∂iuβ
]
α
, (117)
with coefficients A as in (85) and coefficients B satisfying a simple estimate |B| . |∇λ| + |∇µ|.
Assume that
ess inf
x∈Ω
{µ(x), λ(x) + 2µ(x)} > 0.
The coefficients A of the operator L′ satisfy the integral p-ellipticity condition (20) if and only
if (
1− 2
p
)2
< C(n, λ, µ), (118)
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where
C(2, λ, µ) = 1− ess sup
x∈Ω
(
λ+ µ
λ+ 3µ
)2
, for n = 2, (119)
and for n ≥ 3 we have estimates for C(n, λ, µ) from above and below by
C(n, λ, µ) ≤ 1− ess sup
x∈Ω
(
λ+ µ
λ+ 3µ
)2
, (120)
C(n, λ, µ) ≥ 1− ess sup
x∈Ω
(
1 + 1n−2
)2 (
λ+µ
µ(λ+2µ)
)2 [
λ+3µ
2 −
√(
λ+µ
2
)2
+ µ(λ+2µ)n−1
]2
(121)
≥ 1− ess sup
x∈Ω
(
λ+ µ
max{µ, λ+ 2µ}
)2
. (122)
5.3 Extrapolation of the Lame´ system.
We combine Proposition 116 with our extrapolation result (Theorem 1.2). Recall, that oscillation
of a real function f over a set A (denoted by oscA f) is defined by
oscA f = sup
A
f − inf
A
f.
We have the following theorem.
Theorem 5.2. Let Ω be a bounded or unbounded Lipschitz domain. Consider the Lp Dirichlet
problem for the Lame´ system
Lu = ∇ · (λ(x)(∇ · u)I + µ(x)(∇u+ (∇u)T )) = 0. on Ω,
u(x) = f(x) ∈ Lp(∂Ω) for σ − a.e. x ∈ ∂Ω,
N˜2,a(u) ∈ Lp(∂Ω).
(123)
Assume that
ess inf
x∈Ω
{µ(x), λ(x) + 2µ(x)} > 0,
and with C(n, λ, µ) be as in Proposition 5.1 set p0 =
2
(1−C(n,λ,µ))1/2
. Assume that for some 1 < q <
p0(n−1)
(n−2) the L
q Dirichlet problem (123) is solvable.
Then for every p ∈
(
q, p0(n−1)(n−2)
)
there exists K(p) > 0 of the following significance. If
oscB(x,δ(x)/2) λ+ oscB(x,δ(x)/2) µ ≤ K(p) ∀x ∈ Ω, (124)
then the Lp Dirichlet problem for the Lame´ system (123) is solvable. If Ω is a bounded domain,
then the condition (124) only has to hold for points with δ(x) ≤ δ0 for some δ0 > 0.
Proof. Observe that p0 as defined here corresponds to p0 as defined in Theorem 1.2 due to Propo-
sition 5.1. Suppose that λ, µ are as above. Consider a pair of mollified Lame´ coefficients
λ˜(x) =
∫
Rn
λ(y)ϕρ(x)(x− y)dy, µ˜(x) =
∫
Rn
µ(y)ϕρ(x)(x− y)dy, (125)
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for x ∈ Ω. Here ϕ is a smooth real, nonnegative bump function on Rn supported in the ball B1/2(0)
such that
∫
ϕ = 1 and ϕt(y) = t
−nϕ(y/t). By ρ(x) we denote a mollified distance function (i.e.
ρ(x) ≈ δ(x) but ρ is smooth in the interior of Ω).
If follows that λ˜, µ˜ are differentiable in Ω with
|∇λ˜(x)|+ |∇µ˜(x)| . K(p)
δ(x)
, (126)
where K(p) is as in (124). Additionally, we also have
sup
x∈Ω
|λ− λ˜|+ sup
x∈Ω
|µ− µ˜| . K(p). (127)
Fix some s such that (1− 2/s)2 < C(n, λ, µ). As follows from Proposition 5.1 there exists some
bounded function r(x) such that with coefficients A as in (85) we have for some C > 0∫
Ω
〈
A(r)
(
∇v −
(
1− 2
s
)
v
|v|∇|v|
)
,∇v +
(
1− 2
s
)
v
|v|∇|v|
〉
dx ≥ C
∫
Ω
|∇v|2 dx, (128)
for all v ∈W 1,20 (Ω,Rn). Observe that we have an issue with the coefficients B defined as in (85) as
our r might not be differentiable. This is where the mollified λ˜, µ˜ come into the play. Let
A˜hkαβ(r)(x) = µ˜(x)δ
hkδαβ + (λ˜(x) + r(x))δ
h
αδ
k
β + (µ˜(x)− r(x))δhβδkα. (129)
Observe that by (127) we see that |A(r)− A˜(r)| . K(p) and hence by (128)∫
Ω
〈
A˜(r)
(
∇v −
(
1− 2
s
)
v
|v|∇|v|
)
,∇v +
(
1− 2
s
)
v
|v|∇|v|
〉
dx ≥ C(1−n4‖A−A˜‖L∞)
∫
Ω
|∇v|2 dx,
which implies that for sufficiently small K(p) > 0 we get that the operator with coefficients A˜(r)
satisfies the integral condition (20) and hence (1 − 2/s)2 < C(n, λ˜, µ˜). Therefore Proposition 5.1
can be applied to the pair λ˜, µ˜ and there exists a new function r˜ such that |∇r˜| . |∇λ˜|+ |∇µ˜| and∫
Ω
〈
A˜(r˜)
(
∇v −
(
1− 2
s
)
v
|v|∇|v|
)
,∇v +
(
1− 2
s
)
v
|v|∇|v|
〉
dx ≥ C2
∫
Ω
|∇v|2 dx,
holds for some C2 > 0. Thus, by the same argument as above if K(p) is small enough we might
achieve that∫
Ω
〈
A(r˜)
(
∇v −
(
1− 2
s
)
v
|v|∇|v|
)
,∇v +
(
1− 2
s
)
v
|v|∇|v|
〉
dx ≥ C2
2
∫
Ω
|∇v|2 dx. (130)
However, now r˜ is differentiable. Set
Bhαβ(r˜)(x) = ∂k r˜(x)(δ
h
αδ
k
β − δhβδkα). (131)
Clearly, by (126) we have that |B(r˜)| . K(p)δ(x) and for
L′u =
[
∂i
(
Aαβij (r˜(x))(x)∂juβ
)
+Bαβi (r˜(x))(x)∂iuβ
]
α
,
we have L′u = 0 iff Lu = 0. Hence, by makingK(p) smaller if necessary we can ensure that Theorem
1.2 applies implying solvability of the Lp Dirichlet problem (123) for all q < p < s(n− 1)/(n − 2).
From this the claim follows.
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It was shown in [D20, Corollary 1.5] that the L2 Dirichlet and regularity problems are solvable
for the Lame´ system under the assumption that λ, µ satisfy a certain Carleson measure (133)
with small constants, under the ellipticity assumption (132). We can therefore draw the following
corollary of this last result.
Corollary 5.3. Let Ω be the Lipschitz domain {(x0, x′) ∈ R × Rn−1 : x0 > φ(x′)} with Lipschitz
constant L = ‖∇φ‖L∞ . Assume that the Lame coefficients λ, µ ∈ L∞(Ω) satisfy the following:
(i) There exists µ0 > 0 such that
ess inf
x∈Ω
{(
√
8− 1)µ(x) + λ(x), (
√
8 + 1)µ(x)− λ(x)} ≥ µ0. (132)
(ii)
dν(x) =
( osc
Bδ(x)/2(x)
λ
)2
+
(
osc
Bδ(x)/2(x)
µ
)2 δ−1(x) (133)
is a Carleson measure in Ω.
With C(n, λ, µ) as in Proposition 5.1 consider any 2− ε < p < 2(n−1)
(n−2)(1−C(n,λ,µ))1/2
.
Then there exist ε = ε(µ0, ‖λ‖L∞ , ‖µ‖L∞ , n) > 0 and K = K(µ0, ‖λ‖L∞ , ‖µ‖L∞ , n, p) > 0 such
that if
max
{
L , ‖ν‖C
} ≤ K (134)
then Lp-Dirichlet problem (123) for the Lame´ system is solvable and the estimate
‖N˜p,au‖Lp(∂Ω) ≤ C‖f‖Lp(∂Ω;Rn) (135)
holds for all energy solutions u : Ω→ Rn with datum f . Here C = C(µ0, ‖λ‖L∞ , ‖µ‖L∞ , n, p) > 0.
Remark. Observe that the condition (132) implies that
1−
√
8 < λ/µ < 1 +
√
8,
which by (121) implies a particular lower bound on the value of C(n, λ, µ). In particular, it implies
that the solvability range p ∈ (2 − ε, p(n)) in the above Corollary for the Lp Dirichlet problem is
at least:
p(2) =∞, p(3) > 11.50, p(4) > 8.055, p(n) > 2(n− 1)
(n− 2)(1 −
√
8
√
2− 11)
≈ 4.546(n − 1)
n− 2 .
Remark 2. We first recall that, under the assumptions of Corollary 5.3, the Regularity boundary
value problem is solvable [D20]. The extrapolation ideas in [S3], explicitly stated in [D20], show
that the solvability of the Regularity problem yields a further improvement on the range in Lp of
solvability of the Dirichlet problem, beyond what one can achieve without Regularity. However,
our extrapolation result assuming p-ellipticity goes even further as soon as the dimension n = 4.
Our p(4) > 8, while using the assumption of solvability of Regularity one would only find p(4) = 6.
Remark 3. Regarding the condition (132), it was observed in [DHM] that the physical constraints
for certain typical materials imply that µ > − 2nλ. The constant K = µ+ 2nλ is the bulk modulus and
is positive; it is defined as the ratio of the infinitesimal pressure increase to the resulting relative
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decrease of the volume. Hence our condition (132) only imposes one additional assumption, namely
that
λ < (
√
8 + 1)µ ≈ 3.828µ,
or alternatively the Poisson ratio ν := λ2(λ+µ) < 0.396. There are many materials where this holds
(for example aluminium, bronze, steel and many other metals, carbon, polystyrene, PVC, silicate
glasses, concrete, etc) [MR]. Some materials where this assumption fails include gold, lead or
rubber. For these three materials ν is near the incompressibility limit (ν = 12−) at which (123)
gives divu = 0, i.e., the material is incompressible. Intuitively, since both gold and lead are very
soft metals, they behave as liquids under pressure; that is, a pressure in one direction will cause
them to change shape and stretch in remaining directions in order to preserve volume. Rubber is
nearly incompressible with ν ≈ 0.49.
6 Application to periodic homogenization of elliptic systems
In this section we will consider a family of second order real elliptic systems with rapidly oscillating
periodic coefficients, i.e.
(Lǫu)α = ∂h(Ahkαβ(x/ǫ)∂kuβ), ǫ > 0, (136)
on Rn. We further assume the coefficient matrix
A(x) = (Ahkαβ(x)), 1 ≤ h, k ≤ n and 1 ≤ α, β ≤ m (137)
is 1-periodic, i.e. A(x + y) = A(x) for a.e. x ∈ Rn and y ∈ Zn. We call A ∈ Λ(C1, C2, τ) if A is
1-periodic, A = A∗ and satisfies the strong ellipticity condition (Legendre condition):
C1|ξ|2 ≤ 〈A(x)ξ, ξ〉 ≤ 1
C1
|ξ|2 for any ξ = (ξαh ) ∈ Rn×m (138)
and also satisfies the Ho¨lder continuity condition:
|A(x)−A(y)| ≤ C2|x− y|τ , τ ∈ (0, 1]. (139)
In this theory, it is of interest to consider the existence of a uniform estimate for the Lp-Dirichlet
problem on bounded Lipschitz domains:
Lǫuǫ = 0 on Ω,
uǫ = f ∈ Lp(∂Ω;Rm) on ∂Ω,
Na(uǫ) ∈ Lp(∂Ω).
(140)
For the case p = 2, it was proved in [KS] that there exists a unique solution uǫ ∈ C1(Ω;Rm)
satisfying
||Na(uǫ)||L2(∂Ω) ≤ C||f ||L2(∂Ω), (141)
where C depends only on C1, C2, τ and the Lipschitz constant of Ω. We will prove the following:
Theorem 6.1. Let Ω be a bounded Lipschitz domain, suppose A ∈ Λ(C1, C2, τ) and denote q =
sup{A(x) satisfies condition (17)} . Then the Lp-Dirichlet problem
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
Lǫuǫ = 0 on Ω,
uǫ = f ∈ Lp(∂Ω;Rm) on ∂Ω,
Na(uǫ) ∈ Lp(∂Ω).
(142)
is solvable for 2 < p < q(n−1)n−2 . Moreover, there exists C = C(C1, C2, τ,m, n, p, ||A||L∞) such that
||Na(uǫ)||Lp(∂Ω) ≤ C||f ||Lp(∂Ω). (143)
Proof. To obtain the uniform estimate, we first notice that since A is strongly elliptic, from Theorem
1.1, there exists a small neighborhood of 2 in which A is strongly p-elliptic. For simplicity, we denote
this optimal range as (q′, q). Moreover, from part (v) of Theorem 1.1, the value of q depends on
||A||L∞ and this implies A(x/ǫ) is strongly p-elliptic in the same range. Since there are no lower
order terms in this setting, Theorem 1.2 can be applied directly and it suffices to show that the
constant in the Lp estimate upon extrapolation is independent of ǫ. To see this, from the proof
of Theorem 1.2, we need to show that the constant in (77) is independent of ǫ. From the interior
and boundary estimates in Section 2, this constant depends only on m,n,C1, C2, p, completing the
proof.
Remark 6.2. When m = 1 or n = 2, 3, the Lp-Dirichlet problem is solvable for 2 − δ < p < ∞
and for m ≥ 2 and n ≥ 4, the extrapolation can be established for 2− δ < p < 2(n−1)n−3 + δ from [S3].
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