The knowledge engineer practices the art of bringing the principles and tools of AI research to bear on difficult applications problems requiring experts' knowledge for their solution.
1) The severity of obstructive airways disease of the patient is greater than or equal to mild, and 2) The degree of diffusion defect of the patient is greater than or equal to mild, and 3) The tlc(body box)observed/predicted of the patient is greater than or equal to 110 and 4) The observed-predicted difference in rv/tlc of the patient is greater than or equal to 10 THEN: 1) There is strongly suggestive evidence (.9 ) that the subtype of obstructive airways disease is emphysema, and 2) It is definite (1.0) that "OAD, Diffusion Defect, elevated TLC, and elevated RV together indicate emphysema." is one of the findings. human and computer diagnoses ("same degree of severity" and "within one degree of severity"), agreement ranged between approximately 90Z and 100X.
The PUFF story is just beginning and will be told perhaps at the next IJCAI.
The surprising punchline to my synopsis is that the current state of the PUFF system as described above was achieved in less than 50 hours of interaction with the expert and less than 10 man-weeks of effort by the knowledge engineers.
We have learned much in the past decade of the art of engineering knowledgebased intelligent agents! In the remainder of this essay, I would like to discuss the route that one research group, the Stanford Heuristic Programming Project, has taken, illustrating progress with case studies, and discussing themes of the work.
ARTIFICIAL INTELLIGENCE & KNOWLEDGE ENGINEERING
The dichotomy that was used to classify the collected papers in the volume Computers and Thought still characterizes well the motivations and research efforts of the Al community. First, there are some who work toward the construction of intelligent artifacts, or seek to uncover principles, methods, and techniques useful in such construction. Second, there are those who view artificial intelligence as (to use Newell's phrase) "theoretical psychology," seeking explicit and valid information processing models of human thought.
For purposes of this essay, I wish to focus on the motivations of the first group, these days by far the larger of the two.
I label these motivations "the intelligent agent viewpoint" and here is my understanding of that viewpoint:
"The potential uses of computers by people to accomplish tasks can be 'onedimensionalized' into a spectrum representing the nature of Instruction that must be given the computer to do its Job.
Call it the WHAT-TO-HOW spectrum. At one extreme of the spectrum, the user supplies his Intelligence to instruct the machine with precision exactly HOW to do his job, step-by-step. Progress in Computer Science can be seen as steps away from the extreme 'HOW' point on the spectrum: the familiar panoply of assembly languages, subroutine libraries, compilers, extensible languages, etc. At the other extreme of the spectrum is the user with his real problem (WHAT he wishes the computer, as his instrument, to do for him)• He aspires to communicate WHAT he wants done in a language that Is comfortable to him (perhaps English); via communication modes that are convenient for him (including perhaps, speech or pictures); with some generality, some vagueness, imprecision, even error; without having to lay out in detail all necessary subgoals for adequate performance -with reasonable assurance that he Is addressing an intelligent agent that is using knowledge of his world to understand his intent, to fill in his vagueness, to make specific his abstractions, to correct his errors, to discover appropriate subgoals, and ultimately to translate WHAT he really wants done into processing steps that define HOW it shall be done by a real computer. The research activity aimed at creating computer programs that act as "intelligent agents" near the WHAT end of the WHAT-To-HOW spectrum can be viewed as the long-range goal of AI research." (Feigenbaum, 1974) Our young science is still more art than science. Art: "the principles or methods governing any craft or branch of learning." Art: "skilled workmanship,execution, or agency." These the dictionary teaches us.
Knuth tells us that the endeavor of computer programming is an art, in just these ways. The art of constructing intelligent agents is both part of and an extension of the programming art. It is the art of building complex computer programs that represent and reason with knowledge of the world.
Our art therefore lives in symbiosis with the other worldly arts, whose practitioners -experts of their art -hold the knowledge we need to construct intelligent agents. In most "crafts or branches of learning" what we call "expertise" is the essence of the art. And for the domains of knowledge that we touch with our art, it is the "rules of expertise" or the rules of "good judgment" of the expert practitioners of that domain that we seek to transfer to our programs.
2,1 Lessons of the Past
Two insights from previous work are pertinent to this essay.
The first concerns the quest for generality and power of the inference engine used in the performance of intelligent acts (what Minsky and Papert (see Goldstein and Papert, 1977) have labeled "the power strategy"). We must hypothesize from our experience to date that the problem solving power exhibited in an intelligent agent's performance is primarily a consequence of the specialist's knowledge employed by the agent, and only very secondarily related to the generality and power of the inference method employed. Our agents must be knowledge-rich, even if they are methods-poor. In 1970, reporting the first major summary-of-results of the DENDRAL program (to be discussed later), we addressed this issue as follows:
"...general problem-solvers are too weak to be used as the basis for building high-performance systems. The behavior of the best general problem-solvers we know, human problem-solvers, is observed to be weak and shallow, except in the areas in which the human problem-solver is a specialist.
And it is observed that the transfer of expertise between specialty Its foundation is a combinatorial algorithm (with mathematically proven properties of completeness and non-redundant generation) that can produce all the topologically legal candidate structures. Constraints supplied by the user or by the "Plan" process prune and steer the generation to produce the plausible set (i.e. those satisfying the constraints) and not the enormous legal set.
"Test" refines the evaluation of plausibility, discarding less worthy candidates and rank-ordering the remainder for examination by the user.
"Test" first produces a "predicted" set of instrument data for each plausible candidate, using the rules described, it then evaluates the worth of each candidate by comparing its predicted data with the actual input data.
The evaluation is based on heuristic criteria of goodness-of-fit. Thus, "test" selects the "best" explanations of the data.
"Plan" produces direct (i.e. not chained) inference about likely substructure in the molecule from patterns in the data that are indicative of the presence of the substructure. (Patterns in the data trigger the left-hand-sides of substructure rules). Though composed of many atoms whose interconnections are given, the substructure can be manipulated as atom-like by "generate." Aggregating many units entering into a combinatorial process into fewer higher-level units reduces the size of the combinatorial search space. "Plan" sets up the search space so as to be relevent to the input data.
"Generate is the inference tactician; "Plan" is the inference strategist.
There is a separate "Plan" package for each type of instrument data, but each package passes substructures (subgraphs) to "Generate." Thus, there is a uniform interface between "Plan" and "Generate." User-supplied constraints enter this interface, directly or from user-assist packages, in the form of substructures.
Sources of Knowledge
The various sources of knowledge used by the DENDRAL system are:
Valences (legal connections of atoms); stable and unstable configurations of atoms; rules for mass spectrometry fragmentations; rules for NMR shifts; expert's rules for planning and evaluation;
user-supplied constraints (contextual)• 3.1.6 Results DENDRAL's structure elucidation abilities are, paradoxically, both very general and very narrow. In general, DENDRAL handles all molecules, cyclic and tree-like. In pure structure elucidation under constraints (without instrument data),CONGEN is unrivaled by human performance. In structure elucidation with instrument data, DENDRAL's performance rivals expert human performance only for a small number of molecular families for which the program has been given specialist's knowledge, namely the families of interest to our chemist collaborators. 1 will spare this computer science audience the list of names of these families. Within these areas of knowledge-intensive specialization, DENDRAL's performance is usually not only much faster but also more accurate than expert human performance.
The statement just made summarizes thousands of runs of DENDRAL on problems of interest to our experts, their colleagues, and their students. The results obtained, along with the knowledge that had to be given to DENDRAL to obtain them, are published in major journals of chemistry. To date,Stanford access the system over commercial computer/communications network.
The problems they are solving are often difficult and novel. The British government is currently supporting work at Edinburgh aimed at transferring DENDRAL to industrial user communities in the UK.. The generally difficult problem of integrating various sources of knowledge has been made easy in DENDRAL by careful engineering of the representations of objects, constraints, and rules. We insisted on a common language of compatibility of the representations with each other and with the inference processes: the language of molecular structure expressed as graphs.
Discussion
This leads to a straightforward procedure for adding a new source of knowledge, say, for example, the knowledge associated with a new type of Instrument data. The procedure is this: write rules that describe the effect of the physical processes of the instrument on molecules using the situation •> action form with molecular graphs on both sides; any special inference process using these rules must pass its results to the generator only (!) in the common graph language.
It is today widely believed in AI that the use of many diverse sources of knowledge in problem solving and data interpretation has a strong effect on quality of performance. How strong is, of course, domain-dependent, but the impact of bringing just one additional source of knowledge to bear on a problem can be startling. In one difficult (but not unusually difficult) mass spectrum analysis problem*, the program using its mass spectrometry knowledge alone would have generated an impossibly large set of plausible candidates (over 1.25 million!).
Our engineering response to this was to add another source of data and knowledge, proton NMR.
The addition on a simple interpretive theory of this NMR data, from which the program could infer a few additional constraints, reduced the set of plausible candidates to one, the right structure! This was not an isolated result but showed up dozens of times in subsequent analyses.
* the analysis of an acyclic amine with formula C20H45N. DENDRAL and data. DENDRAL's robust models (topological, chemical, instrumental) permit a strategy of finding solutions by generating hypothetical "correct answers" and choosing among these with critical tests. This strategy is opposite to that of piecing together the implications of each data point to form a hypothesis.
We call DENDRAL's strategy largely model-driven, and the other data-driven. The consequence of having enough knowledge to do model-driven analysis is a large reduction in the amount of data that must be examined since data is being used mostly for verification of possible answers, in a typical DENDRAL mass spectrum analysis, usually no more than about 25 data points out of a typical total of 250 points are processed.
This important point about data reduction and focus-of-attention has been discussed before by Gregory (1968) and by the vision and speech research groups, but is not widely understood.
Conclusion. DENDRAL was an early herald of AI's shift to the knowledge-based paradigm. It demonstrated the point of the primacy of domainspecific knowledge in achieving expert levels of performance.
Its development brought to the surface important problems of knowledge representation, acquisition, and use.
It showed that, by and large, the AI tools of the first decade were sufficient to cope with the demands of a complex scientific problem-solving task,or were readily extended to handle unforseen difficulties. It demonstrated that AI's conceptual and programming tools were capable of producing programs of applications interest, albeit in narrow specialties.
Such a demonstration of competence and sufficiency was important for the credibility of the AI field at a critical juncture in its history.
3.2 META-DENDRAL: inferring rules of mass spectrometry
Historical note
The META-DENDRAL program is a case study in automatic acquisition of domain knowledge. It arose out of our DENDRAL work for two reasons: first, a decision that with DENDRAL we had a sufficiently firm foundation on which to pursue our long-standing interest in processes of scientific theory formation; second, by a recognition that the acquisition of domain knowledge was the bottleneck problem in the building of applications-oriented intelligent agents.
Task
META-DENDRAL's job is to infer rules of fragmentation of molecules in a mass spectrometer for possible later use by the DENDRAL performance Invited Papers-1: Feignbaumprogram. The inference is to be made from actual spectra recorded from known molecular structures. The output of the system is the set of fragmentation rules discovered, summary of the evidence supporting each rule, and a summary of contra-indicating evidence.
User-supplied constraints can also be input to force the form of rules along desired lines.
Representations
The rules are, of course, of the same form as used by DENDRAL that was described earlier. INTSUM: gives every data point in every spectrum an interpretation as a possible (highly specific) fragmentation. It then summarizes statistically the "weight of evidence" for fragmentations and for atomic configurations that cause these fragmentations. Thus, the job of INTSUM is to translate data to DENDRAL subgraphs and bond-breaks, and to summarize the evidence accordingly.
RULEGEN: conducts a heuristic search of the space of all rules that are legal under the DENDRAL rule syntax and the user-supplied constraints. It searches for plausible rules, i.e. those for which positive evidence exists. A search path is pruned when there is no evidence for rules of the class just generated. The search tree begins with the (single) most general rule (loosely put, "anything" fragments from "anything") and proceeds level-by-level toward more detailed specifications of the "anything." The heuristic stopping criterion measures whether a rule being generated has become too specific, in particular whether it is applicable to too few molecules of the input set.
Similarly there is a criterion for deciding whether an emerging rule is too general. Thus, the output of RULEGEN is a set of candidate rules for which there is positive evidence.
RULEMOD: tests the candidate rule set using more complex criteria, including the presence of negative evidence. It removes redundancies in the candidate rule set; merges rules that are supported by the same evidence; tries further specialization of candidates to remove negative evidence; and tries further generalization that preserves positive evidence.
Results
META-DENDRAL produces rule sets that rival in quality those produced by our collaborating experts. In some tests, META-DENDRAL recreated rule sets that we had previously acquired from our experts during the DENDRAL project.
In a more stringent test involving members of a family of complex ringed molecules for which the mass spectral theory had not been completely worked out by chemists, META-DENDRAL discovered rule sets for each subfamily. The rules were Judged by experts to be excellent and a paper describing them was recently published in a major chemical Journal (Buchanan, Smith, et al, 1976) .
In a test of the generality of the approach, a version of the META-DENDRAL program is currently being applied to the discovery of rules for the analysis of nuclear magnetic resonance data. Other MYCIN-related theses are in progress.
Tasks
The MYCIN performance task is diagnosis of blood infections and meningitis infections and the recommendation of drug treatment.
MYCIN conducts a consultation (in English) with a physician-user about a patient case, constructing llnes-ofreasonlng leading to the diagnosis and treatment plan.
The TEIRESIAS knowledge acquisition task can be described as follows:
In the context of a particular consultation, confront the expert with a diagnosis with which he does not agree. Lead him systematically back through the line-of-reasonlng that produced the diagnosis to the point at which he indicates the analysis went awry. Interact with the expert to modify offending rules or to acquire new rules. Rerun the consultation to test the solution and gain the expert's concurrence.
Representations:
MYCIN'S rules are of the form:
Here is an example of a MYCIN rule for blood infections.
RULE 85

IF:
1) The site of the culture is blood, 2) The gram stain of the organism is gramneg, and 3) The morphology of the organism is rod, and 4) The patient is a compromised host THEN: There is suggestive evidence (.6 3) the patient is a compromised host, and there are rules which mention in their premise pseudomonas there are rules which mention in their premise klebsiellas THEN: There is suggestive evidence (.4) that the former should be done before the latter.
3.3.6
Example diagnosis and treatment plan
The following is an example of a diagnosis reported by MYCIN to one of its users following a consultation. An example consultation will not be shown, but one can be found in Shortliffe's book (Shortliffe, 1976) .
My therapy recommendations will be designed to treat for organisms that are either very likely or, although less likely, would have a significant effect on therapy selection if they were present.
It is important to cover for the following probable infection(s) and associated organism( In a preliminary evaluation, done outside of the clinical setting, a panel of expert judges was asked to rate MYCIN'S performance along a number of dimensions (e.g. infecting organism identification, organism significance). In 90% of the cases submitted to the judges, a majority of the judges said that the program's decisions were the-same-as or as-good-as the decisions they would have made.
Explanation
MYCIN can expose its line of reasoning by offering explanations of various kinds.
"Why" and "How" questions can be asked by the user during the consultation. "Why" is the user's way of inquiring, "Why do you want to know that?" "How" is his way of asking, "How did you conclude that...?" In a post-consultation, he can similarly inquire about how the diagnostic conclusions were reached, and inquire about the reasons why certain other conclusions were ruled out.
Examples 
Representations
The rules given by the expert about objects, their behavior, and the interpretation of signal data from them are all represented in the situation => action form. The "situations" constitute invoking conditions and the "actions" are processes that modify the current hypotheses, post unresolved issues, recompute evaluations, etc. The expert's knowledge of how to do analysis in the task is also represented in rule form. These strategy rules replace the normal executive program.
The situation-hypothesis is represented as a node-link graph, tree-like in that it has distinct "levels," each representing a degree of abstraction (or aggregation) that is natural to the expert in his understanding of the domain. A node represents an hypothesis; a link to that node represents support for that hypothesis (as in HEARSAY 11, "support from above" or "support from below").
"Lower" levels are concerned with the specifics of the signal data.
"Higher" levels represent symbolic abstractions.
Sketch of method
The situation-hypothesis is formed incrementally. As the situation unfolds over time, the triggering of rules modifies or discards existing hypotheses, adds new ones, or changes support values.
The situation-hypothesis is a common workspace ("blackboard," in HEARSAY jargon) for all the rules.
In general, the incremental steps toward a more complete and refined situation-hypothesis can be viewed as a sequence of local generate-and-test activities. Some of the rules are plausible move generators, generating either nodes or links. Other rules are evaluators, testing and modifying node descriptions.
In typical operation, new data is submitted for processing (say, N time-units of new data). This initiates a flurry of rule-triggerings and consequently rule-actions (called "events"). Some events are direct consequences of the data; other events arise in a cascade-like fashion from the triggering of rules.
Auxiliary symbolic data also cause events, usually affecting the higher levels of the hypothesis. As a consequence, supportfrom-above for the lower level processes is made available; and expectations of possible lower level events can be formed. Eventually all the relevant rules have their say and the system becomes quiescent, thereby triggering the input of new data to re-energize the inference activity.
The system uses the simplifying strategy of maintaining only one "best" situation-hypothesis at any moment, modifying it incrementally as required by the changing data. This approach is made feasible by several characteristics of the domain.
First, there is the strong continuity over time of objects and their behaviors (specifically, they do not change radically over time, or behave radically differently over short periods).
Second, a single problem (identity, location and velocity of a particular set of objects)
persists over numerous data gathering periods.
(Compare this to speech understanding in which each sentence is spoken just once, and each presents a new and different problem.) Finally, the system's hypothesis is typically "almost right," in part because it gets numerous opportunities to refine the solution (i.e. the numerous data gathering periods), and in part because the availability of many knowledge sources tends to over-determine the solution. As a result of all of these, the current best hypothesis changes only slowly with time, and hence keeping only the current best is a feasible approach.
Of interest are the time-based events. These rule-like expressions, created by certain rules, trigger upon the passage of specified amounts of time.
They implement various "wait-and-see" strategies of analysis that are useful in the domain.
Results
In the test application, using signal data generated by a simulation program because real data was not available, the program achieved expert levels of performance over a span of test problems.
Some problems were difficult because there was very little primary signal to support inference. Others were difficult because too much signal induced a plethora of alternatives with much ambiguity.
A modified SU/X design is currently being used as the basis for an application to the interpretation of x-ray crystallographic data, the CRYSALIS program mentioned later.
Discussion
The role of the auxiliary symbolic sources of data is of critical importance. They supply a symbolic model of the existing situation that is used to generate expectations of events to be observed in the data stream. This allows flow of inferences from higher levels of abstraction to lower.
Such a process, so familiar to Al researchers, apparently is almost unrecognized among signal processing engineers.
In the application task, the expectation-driven analysis is essential in controlling the combinatorial processing explosion at the lower levels,exactly the explosion that forces the traditional signal processing engineers to seek out the largest possible number-cruncher for their work.
The design of appropriate explanations for the user takes an interesting twist in SU/X. The situation-hypothesis unfolds piecemeal over time, but the "appropriate" explanation for the user is one that focuses on individual objects over time. MOLGEN will offer planning assistance in organizing and sequencing such tools to accomplish an experimental goal. In addition MOLGEN will check user-provided experiment plans for feasibility; and its knowledge base will be a repository for the rapidly expanding knowledge of this specialty, available by interrogation.
Current efforts to engineer a knowledge-base management system for MOLGEN are described by Martin et. al. in a paper in these proceedings. This subsystem uses and extends the techniques of the TEIRESIAS system discussed earlier.
In MOLGEN the problem of integration of many diverse sources of knowledge is central since the essence of the experiment planning process is the successful merging of biological, genetic, chemical, topological, and instrument knowledge. In MOLGEN the problem of representing processes is also brought into focus since the expert's knowledge of experimental strategies -protoplans -must also be represented and put to use. 3.5.3 CRYSAL1S; inferring protein structure from electron density maps CRYSALIS, too, is work in progress. Its task is to hypothesize the structure of a protein from a map of electron density that is derived from xray crystallographic data. The map is threedimensional, and the contour information is crude and highly ambiguous.
Interpretation is guided and supported by auxiliary information, of which the amino acid sequence of the protein's backbone is the most important. Density map interpretation is a protein chemist's art. As always, capturing this art in heuristic rules and putting it to use with an inference engine is the project's goal. What has it achieved?
