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Abstract
Identifying the dominant controls on Earth’s surface topography is of critical importance to
understanding both the short- and long-term evolution of geological processes and past- and
present-day dynamics of Earth’s coupled mantle-lithosphere system. The ability to simulate
a stress free — or a so-called ‘free surface’ — boundary condition is required to examine such
processes via numerical models. However, at present, geodynamical models incorporating a
free surface are limited, as most underlying free surface algorithms place severe restrictions
on the computational timestep. Consequently, the simulations are often intractable. In this
study, we introduce a new approach for incorporating a free surface within geodynamical
models: an algorithm, in which free surface elevation is treated as an independent variable
and is solved for in conjunction with the momentum and continuity equation, using implicit
time integration. We demonstrate that the method is straightforward to implement in existing
models and, using a series of analytical and benchmark comparisons, we show that it does
not suffer from the timestep constraints of previous schemes. Furthermore, the scheme can be
made second order accurate in time, at no additional cost. The method therefore dramatically
improves the computational efficiency of geodynamical simulations including a free surface,
whilst maintaining solution accuracy.
Keywords: Free surface, Topography, Dynamics of lithosphere and mantle, Tectonics and
landscape evolution, Numerical methods and analysis
1. Introduction1
While the majority of Earth’s present-day surface topography results from crustal and2
lithospheric thickness variations, generated by the movement of tectonic plates along Earth’s3
surface, there is mounting evidence to suggest that a significant proportion results from vis-4
cous stresses created by flow within Earth’s mantle. Although such dynamic topography is5
transient, it can exert a substantial influence upon surface processes (Braun, 2010); it has,6
for example, played a role in the geological evolution of the North American continent (Liu7
et al., 2008; Spasojevic et al., 2009), the establishment of Amazon drainage patterns (Shep-8
hard et al., 2010) and in controlling the overflow of North Atlantic Deep Water across the9
Greenland-Scotland Ridge (Wright and Miller, 1996; Poore et al., 2009). In turn, surface pro-10
cesses, such as erosion of topography and deposition of eroded sediments at oceanic trenches,11
may actively influence patterns of deformation, affecting plate motions and mantle flow (e.g.12
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Koons, 1990; Molnar and England, 1990; Beaumont et al., 1996; Willett, 1999; Beaumont13
et al., 2001; Braun, 2006, 2010; Kaus et al., 2008; Iaffaldano et al., 2006, 2011).14
Key to an improved understanding of the interactions between surface processes and15
mantle and lithosphere dynamics are numerical models of this coupled system. However,16
to model such interactions in a self-consistent manner, one must take into account Earth’s17
free surface, which has, thus far, proved challenging. Several distinct methods are currently18
used to simulate surface topography in geodynamical models. Dynamic topography may be19
derived from the normal stress at a free slip boundary (Hager et al., 1985; McKenzie, 1977;20
Zhong et al., 1993). This approach however ignores the timescales involved in the response of21
surface topography to changes in the interior. In studies by Zhong et al. (1996) and Gurnis22
et al. (1996) it is shown how the history-dependent free surface evolution can be taken into23
account by adjusting the normal stress boundary condition, to include topographic stresses24
based on the evolution of free surface height calculated in the previous timestep. This method25
modifies the boundary condition at the surface in an unchanged Eulerian mesh.26
Methods that do move the mesh to follow topography include fully Lagrangian schemes27
(e.g. Melosh and Raefsky, 1980; Lavier et al., 2000), in which all calculations are done on28
a Lagrangian mesh that follows the flow velocity, and Arbitrary Lagrangian-Eulerian (ALE)29
methods (e.g. Fullsack, 1995) that employ a mesh that does not necessarily move with the30
flow velocity everywhere. For these methods a zero normal stress boundary condition can be31
applied naturally at the moving free surface. Other free surface modelling approaches include:32
using marker chain or level set functions to track the free surface on a background Eulerian33
mesh (e.g. Harlow and Welch, 1965; Muhlhaus, 2007); and the ‘sticky-air’ approximation,34
where a low viscosity, low density layer is placed above a free slip boundary, thus allowing35
the material interface to behave similarly to a free surface (Schmeling et al., 2008; Crameri36
et al., 2011).37
While each method has its own advantages and disadvantages (for a detailed discussion see38
Crameri et al., 2011), most approaches pose limitations on the computational timestep. To39
ensure numerical stability in free surface simulations, the computational timestep must often40
be at least an order of magnitude less than the timestep in an identical simulation employing41
a free slip boundary. This is due to the temporally explicit coupling between free surface42
movement, which is computed at a previous timestep, and the resulting topographic stresses;43
an upward velocity at the free surface does not feel the increasing (decreasing) load from rising44
(falling) topography until the next timestep. As a consequence, with current methods, free45
surface simulations are computationally expensive, and are generally considered intractable46
for global mantle convection models (e.g. Bunge et al., 2002; Tackley, 2008; Zhong et al.,47
2008; Wolstencroft et al., 2009; Davies and Davies, 2009; Styles et al., 2011).48
In an attempt to overcome this issue, Kaus et al. (2010) introduce a free surface sta-49
bilization approach, which adds stabilization terms to the momentum equation, mimicking50
the feedback of changing topography on the underlying dynamics. Such an approach allows51
for larger timesteps with free surface simulations and maintains solution accuracy. An al-52
ternative approach, which appears to have similar benefits (Fuchs et al., 2011), is presented53
by Schmeling et al. (2008), based upon a 4th order Runge Kutta scheme combined with54
a predictor corrector step for advecting markers. In this paper, we introduce a new free55
surface method, equally applicable to both Eulerian and Lagrangian models, in which free56
surface elevation is treated as an independent variable that is solved for in conjunction with57
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the momentum and continuity equation, using implicit time integration. This removes the58
timestep constraint without the need for additional stabilization terms. Moreover, we show59
that the method can be made second order accurate in time at no additional cost, where60
previous methods are only first order accurate. The method therefore dramatically improves61
computational efficiency, allowing for far larger timesteps than explicit free surface methods,62
whilst maintaining solution accuracy.63
The structure of the paper is as follows: we begin by presenting an overview of our method-64
ology, including the governing equations and boundary conditions, where the boundary con-65
ditions are dealt with in a manner similar to Zhong et al. (1996). We then demonstrate that66
the solution strategy employed for an implicit free surface treatment requires only a minor67
modification from our standard solution strategy for velocity and pressure, as implemented in68
the numerical model Fluidity (Davies et al., 2011), which we use throughout this paper. An69
explicit free surface method is also described, as we use this for comparative purposes. We70
next present a series of test cases, including analytical and benchmark comparisons, which71
demonstrate the computational efficiency and physical accuracy of our method. We end by72




To explain the boundary conditions employed at the free surface, we start from the Stokes
equations with a pressure that includes the hydrostatic component. Consider a density
distribution ρ = ρ0 + ρ
′, where ρ0 is the reference density and ρ′ a perturbation density. The








with velocity ui, stress tensor σˆij = τij−pˆδij, where pˆ is the full pressure and τij the deviatoric77
stress tensor, gravitational acceleration g and ki a unit vector in the upward direction. The78
deviatoric stress tensor is given by:79
τij = µ (∂iuj + ∂jui) , (2)
where µ is the dynamic viscosity. These equations are considered together with the following80
boundary conditions:81


























Here, ni is the outward pointing normal vector to the boundary and ti any tangential vector.83
At the free surface, the kinematic boundary condition (5a) relates the normal velocity to84
the movement of the free surface. This movement is given by the time-derivative of the free85
surface elevation η, which measures the distance, in the upward direction, between a fixed86
reference plane z = z0 and the free surface at z = z0 + η. The inner product
∑
i niki takes87
into account potential different directions of this normal velocity and the upward direction88
ki. Indeed, at the core-mantle-boundary, these are opposite and the inner product becomes89
negative.90
Removal of hydrostatic pressure91
A common step when solving equations (1) - (5) is to subtract the main hydrostatic92
component from the full pressure pˆ, and solve in terms of a perturbation pressure p =93
pˆ − ρ0g(z0 − z), where z is defined as positive upwards. Using the definition of the stress94












i,j niσˆijnj + ρ0g(z0− z), the normal component of (5b) changes to:96 ∑
i,j
niσijnj|z=z0+η = −ρ0gη. (7)
Now the hydrostatic component has been removed, the vertical variation of σij near the97
free surface boundary has become significantly smaller. As a result, we can approximate98
the influence of topography in our model without actually changing the geometry, and apply99
boundary condition (7) at the reference level z = z0. Since the local density ρ may differ from100
the reference ρ0, due to thermal and compositional heterogeneity, we also take into account101
the hydrostatic pressure variation associated with the perturbation density ρ′, by using the102
full local density:103 ∑
i,j
niσijnj|z=z0 = −ρgη. (8)
Because this boundary condition is evaluated at a fixed level z = z0, it can be easily im-104
plemented in a Eulerian model, without having to move the mesh. Note that in this case105
the normal ni is simply pointing upwards (or downwards for a bottom free surface), so that106 ∑
i,j niσijnj simplifies to σzz and the inner product
∑
i niki in (5a) is simply a factor of +1107
or −1 for top and bottom free surfaces, respectively.108
The model equations with this boundary condition, the same as used in Zhong et al.109
(1996), form a linear system, whereas the zero normal stress condition (5b) applied at exactly110
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z = z0 + η leads to a non-linearity. However, the difference between the two formulations111
is only significant if the amplitude of the topography is of the same order as the horizontal112
lengthscales involved (as shown in Crameri et al., 2011).113
To model the case where the zero normal stress condition is evaluated at exactly z = z0+η,114
the computational mesh must be moved with the free surface, using, for example, ALE115
methods (Fullsack, 1995; Jimack and Wathen, 1991). We would like to emphasize that with116
such moving mesh methods, we can still subtract the reference hydrostatic pressure and use117
boundary condition (7). Note that in such cases, we have to use ρ0 as opposed to ρ, since the118
hydrostatic pressure associated with the perturbation density is already taken into account by119
the change in volume of cells near the free surface. Using this form of the boundary condition120
however, the free surface method presented in the following sections remains applicable and121
offers the same second order accuracy and improved stability. The method is therefore equally122
applicable to ALE discretizations. In all results presented here however, a fixed Eulerian mesh123
is used as moving the mesh would have a negligible influence on the cases examined.124
Finally, rather than assuming a zero external pressure, we may also consider the movement125
of a free surface into a region of different density ρext. Examples include an ocean above126
Earth’s crust and the higher density core below Earth’s mantle. In such cases, we assume127
an ambient hydrostatic pressure, pˆext = −ρextgz, which modifies the normal stress boundary128
condition as follows:129 ∑
i,j
niσijnj|z=z0 = −∆ρgη, (9)
where ∆ρ = ρ− ρext.130
2.2. Discrete method131
For the weak form of (6) we multiply the momentum equation and continuity equation
by test functions N and M respectively, and integrate over the domain Ω. Furthermore,
we integrate by parts the deviatoric stress and velocity divergence terms, yielding surface
























On free slip and no slip boundaries, the normal velocity,
∑
i niui, is zero and the boundary
integral drops out from the continuity equation. However, for free surface boundaries this in-
tegral remains. On these boundaries, we wish to weakly impose (9) and do so by substitution































In this paper we assume a standard Continuous Galerkin finite element discretization of135
(11) as outlined in Davies et al. (2011), in which the discrete velocity and pressure solutions136





















where u and p are vectors of the coefficients ubi and pa. The matrices K and G and right-hand

























Note that the pressure boundary integral in the momentum equation (11) and the normal139
velocity boundary integral in the continuity equation (both are integrals over the free surface)140
give rise to the same contribution to the discrete pressure gradient operator G and the discrete141
divergence operator GT , so that the system remains symmetric. The η boundary integral in142
the momentum equation has been added as an additional term −h on the right-hand side.143
The boundary integrals for no-slip and free slip disappear through the application of strong144
Dirichlet boundary conditions for velocity and weakly imposing zero shear stress on the free145
slip boundaries (see Davies et al. (2011)).146
The explicit free surface method tracks free surface elevation η by a simple backward147
Euler time integration of the kinematic boundary condition, meaning that at the end of a148
timestep the free surface is updated using the latest velocity:149






This new ηn+1 is used in the next timestep to compute the right-hand side term h.150
For consistency with the implicit method introduced in the next section, we define a151






The functions Qd are finite element basis functions along the free surface only, associated with154
node d in a surface mesh. For the results presented here we obtain these by restricting the155
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pressure basis functions Ma to the free surface. The equation that updates the free surface156
























It should be noted that this linear system, associated with matrix F can be easily solved,159
either with only a few iterations of a linear solver (used herein), or by lumping the matrix.160
Likewise, the actual free surface elevation η can be recovered from η˜ in an equally trivial161
Galerkin projection. In all results presented here, we use a piecewise quadratic representation162
for velocity ui (P2) and a piecewise linear representation (P1) for pressure p and free surface163
variable η˜. When the density is constant along the free surface (as is the case in all simulations164
examined herein), this implies that free surface elevation η is also piecewise linear.165
Explicit method with non-linear iterations166
As will be shown in the following sections, the explicit method is only first order accurate.167
Improved accuracy can be obtained when multiple iterations are performed per timestep. In168
each iteration, the linear system is updated and solved. Such iterations are typically used169
when non-linearity is introduced to the system by, for example, coupling to a temperature170
advection-diffusion equation (see Davies et al., 2011). In this paper, such a method is used171
to update the free surface term g.172
Suppose in the first iteration we have obtained a new free surface value η˜∗. In a subsequent173







Qd ((1− θ)η˜nd + θη˜∗d)ni. (18)
For θ = 0 we maintain the same fully explicit method. As will be shown in the following175
sections, setting θ = 1/2 leads to a scheme that is second order accurate in time.176
Implicit free surface177
For an implicit treatment of the free surface, the free surface values η˜d are stored in a178
vector η˜ and solved for in conjunction with u and p. The free surface integral term h is moved179
to the left-hand side of (13) and written in matrix form:180
























Comparing (13) and (21) we may recognize that the same symmetric saddle point structure184
has been preserved, meaning that the usual solution methods are available for this linear185
system (see May and Moresi, 2008, for an overview of preconditioned iterative methods for186
problems of this type). In effect, during the solution procedure, the vector of pressure degrees187
of freedom is extended with additional degrees of freedom along the free surface, and the188
pressure gradient matrix G is similarly extended to (G H). Note that, as the extra degrees of189
freedom are only defined on the free surface, this requires minimal additional computational190
cost to solve the system.191
We follow the same pressure correction approach, known as Schur Complement Reduction,192
















The same Schur complement matrix can be used in preconditioners for a fully coupled solution194
approach. Therefore the implicit free surface method may be implemented in a manner that195
is minimally invasive to solver strategies in existing geodynamical models.196
Crank Nicolson time integration197
In (21) only η˜ carries a superscript n and n + 1 to indicate the previous and current (to198
be solved for) time level. The solution of u and p, on the other hand, does not depend on199
previous timesteps. To make (20) a second order time integration however, u needs to be200
interpreted as the velocity at tn+1/2. We will therefore indicate the velocity solved for in the201
current timestep with un+1/2. To ensure second order temporal convergence of the whole202
system, the pressure and free surface need to be evaluated at the same time level tn+1/2203
in the discrete momentum equation, the first row of (21). Therefore, we also interpret the204
pressure solved for in the current timestep to be at this time level and write p = pn+1/2.205
The free surface elevation used in the momentum equation is weighted between between the206
beginning and end of timestep value: (1− θ)η˜n + θη˜n+1. The system can now be rewritten,207













In the following section we will show that for θ = 1/2 (Crank Nicolson) we indeed obtain a209
second order accurate scheme, while for θ = 1 we obtain a scheme that is first order accurate210
in time.211
3. Test cases212
In this section we present several comparisons between the explicit and implicit free213
surface methods. We first demonstrate the order of accuracy of each method in space and214
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time by evaluating the error in the free surface calculation against known analytical solutions215
(described in Appendix A). We also discuss the relative stability of the two methods for these216
cases. This is demonstrated further via a simulation of a lithospheric instability beneath a217
free surface, which with the explicit method at too large a timestep results in the so-called218
‘drunken sailor’ instability.219
3.1. Analytical comparison220
We consider the idealized geometry, shown in Figure C.1, of a two-dimensional box,221
0 ≤ x ≤ L, −D ≤ z ≤ 0. Boundary conditions are defined on the top, bottom, left and right222
boundaries and an additional internal boundary surface is defined to allow internal fluxes to223
be specified in some cases. By varying the boundary and initial conditions, several test cases224
are produced which demonstrate advantages of the implicit method and deficiencies in its225
explicit counterpart.226
Simulations are non-dimensionalized using the depth, D, as a lengthscale and a relaxation227
time as a timescale. D and other physical parameters are defined in Table B.1. The relaxation228
timescale varies between simulations. For small scale features, where the wavelength of the229




where k = 2pi/λ is the wavenumber. For very large scale features, where λ is of the same order231
as D, the formulae for the exact relaxation timescales are presented in Appendix A. We will232
demonstrate that the relaxation time is an important indicator for the stability criterion of233
the explicit method, whereas the stability of the implicit method appears independent of the234
chosen timestep.235
Single free surface236
In the first case, we consider a single free surface, η(x, t), at the top, z = 0, of the domain.237
All other external boundaries have free slip conditions applied while no condition is applied238
at the internal boundary. The perturbation density, ρ′, is zero throughout the simulation.239
However, an initial free surface is prescribed, given by:240
η(x, 0) = F0 cos(kx), (25)
where F0 = 1 × 103 m is the initial free surface amplitude. The simulation is run for241
λ = D/4, D/2, D, 2D and 4D using both the explicit and implicit free surface methods.242
The relaxation timescale (used for non-dimensionalization) for each wavelength considered243
is presented in Table B.2 along with the approximate relaxation timescale, τ0 (24), for com-244
parison. In all cases, L = λ and the mesh is made up of structured triangles with a vertical245
edge length, ∆z, of D/80 and a horizontal edge length, ∆x, of L/80.246
For both the implicit and explicit cases nine different timestep sizes are considered. The247
explicit method is not stable beyond a timestep ∆t of the relaxation time τ , so simulations248
are performed between limits of ∆t = τ and ∆t = τ/256. All simulations attempted beyond249
a timestep of τ rapidly became unstably unbounded. The implicit case is not limited by250
timestep size, which we vary from 32τ to τ/8.251
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At each timestep of the simulation the error between the free surface elevation, η, and252
the analytical solution, η∗ (see Appendix A), is evaluated in a surface L2 norm on the top253
domain boundary (η∗ is also treated as a piecewise linear function for this calculation). At254
the end of the simulation, these spatial errors are squared, weighted by the timestep, ∆t,255
and summed into a discrete temporal L2 norm, which is then used to test the temporal order256
of convergence of both methods. In the implicit case this temporal norm is taken over 64257
relaxation times (so the largest timestep calculation performs only two timesteps). Due to258
the small timesteps required, and the resulting long simulation times, the temporal error was259
evaluated over 4 relaxation times for the explicit method (four timesteps in the largest ∆t260
case).261
The results using a single iteration per timestep of the explicit method and θ = 1/2 (see262
equation (23)) for the implicit method are presented in Figure C.2(a). These demonstrate263
that the implicit method is temporally second order accurate compared to the first order264
accuracy of the explicit method at a wide range of wavelengths. At the limit of stability for265
the explicit method, ∆t = τ , the same error can be achieved with the implicit method with a266
timestep twice as large. At the other end of the timestep range considered, the lowest errors267
achieved by the explicit method can be reproduced with the implicit method with a timestep268
50 times larger.269
The order of convergence of the explicit method may be improved to match the implicit270
method at the cost of an extra iteration per timestep if θ (see equation (18)) is set to 1/2,271
as shown in Figure C.2(b). However, the absolute error of the implicit, θ = 1/2, case is272
still lower and the iterated explicit method remains limited to ∆t ≤ τ . The accuracy of the273
implicit method may also be reduced by selecting θ = 1 (see equation (23)), which results in it274
becoming almost indistinguishable from the explicit method (see Figure C.2(b)) at timesteps275
lower than the relaxation time.276
Above a timestep of approximately three times the relaxation time the implicit, θ = 1/2,277
method, though still stable and converging to the correct steady state, becomes oscillatory.278
This can be seen in Figure C.2(c), where the free surface elevation, η is shown at x = 0 over279
20 relaxation times. At this timestep, ∆t = 4τ , the method is effectively ‘stepping over’ the280
physics of the free surface. The oscillations may be damped out by selecting θ = 1. In fact, at281
this timestep, the θ = 1 case appears more accurate than with θ = 1/2 (see Figure C.2(b)),282
though this roll-over may be an artefact of the discrete temporal L2 norm used. Once the283
free surface evolution is resolved by the θ = 1/2 implicit case it is clearly more accurate,284
being almost indistinguishable from the analytical solution in Figure C.2(c) at ∆t = τ .285
Two free surfaces286
In the second analytical comparison we modify the single free surface set-up to include287
a free surface, ζ(x, t), at the bottom of the domain, z = −D, representing the core-mantle288
boundary. This is initialized to:289
ζ(x, 0) = G0 cos(kx), (26)
where G0 = 1 × 103 m is the initial free surface amplitude. The simulation is run for290
λ = D/2, D, 2D and 4D using both the explicit and implicit methods. The relaxation291
timescales for each wavelength considered are presented in Table B.3 alongside the approx-292
imate relaxation timescale, τ0 (24), for comparison. The minimum of the timescales, τ−, is293
used for non-dimensionalization.294
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Bounding the domain at the top and bottom by two free surfaces introduces a null space295
into the z component of velocity, w. We remove this by pinning w to zero at the stationary296
point (x, z) = (L/4,−D/2). All other details of the simulation set-up remain the same as in297
the single free surface case.298
Temporal convergence results for the top free surface η are presented in Figure C.3 (results299
for the lower free surface ζ are identical). Again the errors in the explicit free surface method300
are evaluated over four minimum relaxation timescales. However, at the larger timesteps301
considered, simulations were also performed over a time period of t = 64τ−. These were found302
to be unstable when the timestep exceeded τ−/8 or τ−/16, depending on the wavelength.303
Simulations above these timesteps are excluded from the graph.304
For the single free surface case, the largest stable timestep for the explicit method (as305
presented in Figure C.2(a)) was found to be ∆t = τ when run for the same, longer time,306
t = 64τ . It therefore appears that having two free surfaces makes the explicit method more307
unstable. It may also be the case that the single free surface would exhibit instability at308
∆t ≤ τ if the simulations were run for even longer time periods. In the two free surface case,309
the instability in the explicit method for ∆t & τ−/16 means that no explicit method with310
two iterations per timestep was stable in the error window being considered. Hence we only311
present results for the explicit method with the same number of solves per timestep as the312
implicit method, i.e. one.313
As with the single free surface case, the implicit method for two free surface is seen to be314
stable across all timesteps considered and result in second order convergence. The apparently315
lower limit of stability for the explicit method means that, at its highest error, a timestep316
approximately 10 times larger may be taken with the implicit method, while, at its lowest317
error, the ratio is still about 50 across a range of wavelengths.318
Two free surfaces with density anomaly319
The final analytical comparison was proposed by Zhong et al. (1996). This keeps the top320
and bottom free surfaces from the previous case but with initial amplitudes of F0 = 0 and321
G0 = 0 respectively. In addition, a buoyancy anomaly is introduced such that:322
ρ′g = −ρ0α∆Tg, (27)
where g, ρ0 and α are the gravity magnitude, reference density and thermal expansivity323
respectively (see Table B.1) and ∆T is a temperature anomaly:324
∆T = Q cos(kx)δ(z + d), (28)
where Q is a scaling parameter (see Table B.1) and δ(z+ d) is a Dirac delta function located325
at depth, d. Once integrated with respect to z we introduce this buoyancy as a weakly326
imposed vertical momentum flux over the internal surface indicated in Figure C.1. The327
vertical velocity is also pinned at the stationary point (x, z) = (L/4,−d) to remove the null328
space.329
The buoyancy anomaly establishes convection within the domain and drives the free330
surfaces towards a non-zero amplitude steady state. Two anomaly depths, d = D/2 and331
d = D/4, are considered at a wavelength of λ = D between timesteps of 32τ− and τ−/8 in332
the implicit case and τ− and τ−/128 in the explicit case. As was the case without a buoyancy333
anomaly, simulations with ∆t & τ−/16 were found to be unstable with the explicit method.334
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The relaxation timescales are identical to the case with no buoyancy and are given in Table335
B.3 for λ = D.336
Temporal convergence results are presented in Figure C.4(a) and again demonstrate sec-337
ond order convergence for the implicit method versus first order for the explicit case with338
the same number of iterations per timestep (one). Solution accuracy is illustrated in Figure339
C.4(b) where η and ζ are plotted at x = 0 for five minimum relaxation timescales. The340
solution for ∆t = τ−/4 is indistinguishable from the analytical solution (see Appendix A)341
and yet was run with a timestep four times larger than possible with the explicit method and342
achieves an error over five times lower (see Figure C.4(a)).343
All results presented in Figure C.4 were performed on a structured triangular mesh with344
a vertical edge length, ∆z, of D/160 and a horizontal edge length, ∆x, of L/160. The345
increased resolution relative to the previous cases was found to be necessary as erroneous346
temporal convergence occurred at lower resolutions for both methods (see Figure C.5(a)).347
This is due to the high solution gradients induced by the buoyancy anomaly delta function348
within the domain. As illustrated in Figure C.5(b), for the d = D/2 case, the pressure349
solution is highly discontinuous and, at lower resolutions, e.g. ∆x/L = ∆z/D = 1/20, is350
poorly represented causing, with decreasing timesteps, convergence to an incorrect solution.351
Finally, we test the spatial convergence of both methods by timestepping to a steady352
state, within a tolerance of 10−10, and evaluating the free surface error in an L2 norm over353
the top and bottom of the domain. Here the implicit method takes timesteps of 100τ− while354
the explicit method is limited by stability to ∆t = τ−/16. As the free surface in both cases355
is piecewise linear in space, both are seen to achieve second order spatial accuracy, as shown356
in Figure C.5(c) for η with d = D/2.357
All three analytical cases demonstrate that, when configured with θ = 1/2, the implicit358
method achieves a higher order of convergence than the explicit method with a single solve per359
timestep. While the explicit method’s accuracy may be improved by increasing the number360
of iterations, and doubling the solver cost, per timestep, its stability is severely limited by361
the timestep size, which is not the case with the implicit method. We proceed to investigate362
the stability properties of both methods further with a geophysically motivated example, the363
case of a lithospheric instability beneath a free surface.364
3.2. Rayleigh-Taylor instability: ‘drunken sailor’365
In this section we simulate the Rayleigh-Taylor instability proposed by Kaus et al. (2010).366
A square two-dimensional domain, −2.5× 105 m ≤ x ≤ 2.5× 105 m, −5× 105 m ≤ z ≤ 0 m,367
is considered with free slip velocity boundary conditions at the sides, a no slip boundary368
condition at the base and a free surface boundary condition at the top. Inside the domain, a369
dense material of higher viscosity (ρ1 = 3300 kg m
−3, µ1 = 1 × 1021 Pa s) is initially above a370
material of lower density and viscosity (ρ1 = 3200 kg m
−3, µ2 = 1× 1020 Pa s). The materials371
are separated by a sharp material boundary, which is initially at a depth of 1 × 105 m with372
a sinusoidal perturbation, 5× 103 m in amplitude:373






Over time this unstable stratification produces two dense drips of material that flow down374
the sides of the domain. The free surface, initialized with no topography, responds to the375
internal deformation by warping down above the drips and up in the center of the domain.376
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The locations of the different materials are indicated by a volume fraction, φ, which is
equal to one in the dense upper material and zero in the lower material. The density and
viscosity are then given by:
ρ = ρ1φ+ ρ2(1− φ), (30)
µ = µ1φ+ µ2(1− φ). (31)
Taking the hydrostatic reference density as that of the dense upper material bordering the377
free surface, ρ0 = ρ1, the perturbation density is given by:378
ρ′ = (ρ2 − ρ1)(1− φ). (32)






ui∂iφ = 0, (33)
which is discretized in space on a dual mesh using a finite volume flux-limited scheme (Hy-380
perC, Leonard, 1991; Wilson, 2009). The control volumes of the dual mesh are defined around381
the P2 nodes of the finite element mesh. Advection is treated explicitly in time and subcycled382
to ensure a maximum Courant number, C, of 1/4.383
This case is used to examine the relative stabilities of the explicit and implicit free surface384
methods over a time period of t = 6 Myr. In the explicit case the timestep size, ∆t, is defined385
at the start of the simulation and held constant for its duration. In the implicit case a target386
advective Courant number, C, is set on the dual mesh. The timestep is then automatically387
adjusted, based on the velocity of the previous timestep, uni , in an attempt to ensure that the388
target Courant number is maintained. This process is restricted to ensure that large jumps389
in the timestep do not occur at the start of the simulation when the velocity is initially zero.390
Iterations between the velocity/pressure/free surface and volume fraction solution steps are391
used to converge the non-linearity in the coupled system. The domain is discretized using a392
structured triangular mesh with equal 5× 103 m vertical and horizontal edge lengths.393
Simulations employing an explicit free surface treatment with one non-linear iteration394
were found to be stable at ∆t ≤ 4000 years. At these timesteps the topography amplitude395
increases gradually, but decays towards the end of the simulation, as high density material396
reaches the base of the domain and the velocity decreases again (see Figures C.6(a) and C.8).397
However, at larger timesteps a sloshing instability occurs, where the velocity field oscillates398
between consecutive timesteps, eventually becoming physically unbounded (see Figure C.7).399
These results are consistent with those of Kaus et al. (2010). When two non-linear iterations400
are used, the explicit method is unstable with ∆t > 2000 years. Since we would hope that401
the solution would converge with non-linear iterations, the explicit free surface treatment is402
considered unstable at ∆t > 2000 years, which is substantially less than the estimated free403
surface relaxation time of approximately 25000 years for this problem (based on equation404
(24)).405
The implicit free surface treatment, by contrast, remains stable at significantly larger406
timesteps and with an increasing number of non-linear iterations (five are used in the implicit407
results discussed below). Although the timestep size varies substantially throughout the408
simulation (see Figure C.8(a)), it is consistently at least an order of magnitude greater than409
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that of the stable explicit case (∆t = 2000 years), varying between ∆t ≈ 25000 years and410
∆t ≈ 600000 years (targeting a Courant number, C, of 5). Nonetheless, solution accuracy411
is maintained at these larger timesteps, as demonstrated by a comparison of the material412
interface and free surface evolution to the stable explicit simulation (see Figure C.8(b, c)).413
It should be noted that the implicit free surface simulation evolves at similar timesteps to414
a simulation with a free slip top boundary condition targeting the same Courant number415
(Figure C.8(a)). Indeed, the computational requirements of both cases are very similar, with416
the implicit free surface simulation taking only a factor of 1.04 greater wall-time than the417
free slip case. On the other hand, the explicit free surface simulation, running at timesteps418
that are a fraction of those of the free slip case and with fewer non-linear iterations, took a419
factor of 21.96 greater wall-time.420
4. Conclusions421
We have presented a new algorithm for simulating a free surface in geodynamical models.422
The method couples the equation for the evolution of free surface elevation to the Stokes423
system of velocity and pressure, using implicit time integration. It is straightforward to424
implement, does not complicate the solution procedure and requires similar computation per425
timestep as a standard free slip case. The implicit time integration allows simulations to426
evolve at much larger time steps when compared to previous explicit free surface methods.427
Moreover, the method is second order accurate in time, meaning that the same level of428
accuracy is achieved even at these larger timesteps. The method therefore substantially429
reduces the computational cost of free surface simulations.430
We have demonstrated these benefits by comparing model predictions to a number of431
analytical cases. These clearly show that although accurate, the explicit method is bound by432
timesteps that can be an order of magnitude smaller than the relaxation time for the problem433
under examination. Such small timestep constraints would render free surface simulations434
prohibitively expensive for large scale geodynamical models. Conversely, the new implicit435
method remains stable at much larger timesteps, while producing the same accurate solutions.436
We have also demonstrated that for a well known Rayleigh-Taylor benchmark case, the437
drunken sailor instability, reported in Kaus et al. (2010) and reproduced here with the explicit438
method, does not occur with the implicit free surface treatment. Again for this case, we show439
that the implicit method remains accurate at larger timesteps, leading to a dramatic reduction440
in computational cost when compared to the explicit case.441
It should be noted that although the implicit method remains stable at timesteps that442
are orders of magnitude larger than the relaxation time of the problem under examination,443
the relaxation of these large scale features would clearly not be resolved with such timesteps.444
In such cases, the large scale response of the free surface to changes in the interior would be445
immediate, leading to similar predictions of free surface elevation as those computed from a446
free slip calculation. However the relaxation time for smaller scale features in the topography447
may be much larger. Accurately resolving the response time of such features is only possible448
with a true free surface and it is therefore essential when these smaller scale features are449
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Appendix A. Analytical solutions457
In this appendix we work out the analytical solutions for the benchmarks of Section458
3.1. We follow the approach of Zhong et al. (1996) that combines approaches of Solomon459
et al. (1982) and Parsons and Daly (1983). Similar analytical solutions are also provided in460
Ramberg (1967).461
We consider a domain in 2 dimensions, 0 ≤ x ≤ L and −D ≤ z ≤ 0, where D represents462
the depth of Earth’s mantle. For a divergence free velocity field (u,w), we can find a stream463



















where f = −ρ′g is the buoyancy term in the vertical momentum equation. A generic solution466
for the homogeneous case f = 0 that satisfies reflective boundary conditions at x = 0 and467
x = L is given by:468
ψ(x, z, t) = sin(kx) (A(t) sinh(kz) +B(t) cosh(kz) + C(t)z sinh(kz) + E(t)z cosh(kz)) ,
(A.3)
with k = 2pi/λ where λ is an integer fraction of L.469
Single free surface470
In this case we consider a free surface condition at the top of the domain, z = 0, a free471
slip condition at the bottom, z = −D, and no buoyancy forcing (f = 0). An expression for472
the free surface that conforms to solution (A.3) is given by:473
η∗(x, t) = F (t) cos(kx). (A.4)
The free slip condition (4) provides us with 2 equations, the no normal flow and the zero474
shear stress condition. The free surface condition (5) at the top provides 3 equations because475
in addition to the kinematic boundary condition and zero shear stress, it also enforces a no476
normal stress condition. More specifically, we consider the no normal stress condition (8)477
evaluated at z = 0. To evaluate this boundary condition however, we need to know what478
the pressure is. In order to avoid this problem, we take the x-derivative of the boundary479
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condition; the x-derivative of the pressure can then be eliminated by substitution of the480
































−2A(t)k3µ sin(kx) = ρgF (t)k sin(kx).
(A.5)
These five equations form a linear system for the variables A,B,C,E and F which we can482
solve for. In particular, the kinematic boundary condition introduces a time derivative of F483
so that we obtain the simple ODE:484
F (t) = −τ dF (t)
dt
, (A.6)
where τ is the relaxation time:485
τ =






Using the initial condition F (0) = F0, the solution is given by:486
F (t) = F0e
−t/τ ,
A(t) = − F0
kτ0












In this case we also consider a free surface at the bottom of the domain, given by z =488
−D + ζ∗:489
ζ∗(x, t) = G(t) cos(kx). (A.9)
In addition to replacing the no-normal flow condition at the bottom with the kinematic490
boundary condition, this introduces a sixth equation in the form of a no-normal-stress con-491
dition, which we express in the form of (9) using ∆ρ = ρζ − ρext where ρext represents the492
approximate density in the outer core. Note that this implies ∆ρ < 0. Here, we use ρη and493
ρζ for the densities at (the inside of) the top and bottom boundary respectively.494
Again, the boundary condition forms a linear system of equations, which we can solve for495
A,B,C,E, F and G. The kinematic boundaries have introduced time derivatives of both F496
















where we use the following timescales τη and τζ associated with the free surface at the top498
and bottom respectively, and a factor γ:499
τη =













Dk cosh(Dk) + sinh(Dk)
Dk + sinh(Dk) cosh(Dk)
.
(A.11)
The eigenvalues of the ODE matrix gives two relaxation times:500
τ± = 12 (τη + τζ)± 12
√
(τη + τζ)
2 − 4 (1− γ2) τητζ . (A.12)
Note that 0 ≤ γ ≤ 1 and that for λ  D, γ rapidly goes to zero, so that, as expected, the501
top and bottom free surface time scales become independent.502
For initial conditions F (0) = F0 and G(0) = G0, we obtain:503
F (t) =
F0(τη − τ−)− γG0τη
τ+ − τ− e
−t/τ+ − F0(τη − τ+)− γG0τη
τ+ − τ− e
−t/τ− ,
G(t) =
G0(τζ − τ−)− γF0τζ
τ+ − τ− e
−t/τ+ − G0(τζ − τ+)− γF0τζ
τ+ − τ− e
−t/τ− ,
A(t) = −F (t)
kτη,0
, B(t) = k−1
∂F
∂t











Two free surfaces with density anomaly504
This is the benchmark given in Zhong et al. (1996), where in addition to a bottom and505
top free surface, we now also consider a density anomaly ρ′ = −αρ0Q cos(kx)δ(z + d) at a506
depth z = −d which gives a right-hand side term in the momentum equation:507
f = ρ0gαQ cos(kx)δ(z + d), (A.14)
where Q represents the amplitude scaling of the temperature anomaly. The solution for this508
case is derived, following Zhong et al. (1996), by splitting the generic solution in two parts:509
ψ(x, z, t) =

sin(kx)(A1(t) sinh(kz) +B1(t) cosh(kz)+
C1(t)z sinh(kz) + E1(t)z cosh(kz))
if − d < z < 0,
sin(kx)(A2(t) sinh(kz) +B2(t) cosh(kz)+
C2(t)z sinh(kz) + E2(t)z cosh(kz))
if −D < z < −d.
(A.15)
In addition to the six equations associated with the top and bottom free surface boundary510
condition, we need four further equations to solve for A1, B1, C1, E1, A2, B2, C2, E2, F and G.511
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Three of those are given by requiring continuity of the horizontal and vertical velocity, using512








































































= ρ0αgQk sin(kx). (A.19)































kD sinh(kd) cosh(kD)− kd cosh(kd) sinh(kD) + sinh(kd) sinh(kD)
sinh2(kD)
. (A.22)
When reaching a steady state, the time derivatives vanish and therefore the steady solution
is given by F (t → ∞) = M and G(t → ∞) = N . Note that the homogeneous part of the
ODE is the same as in the previous case with no forcing. This means the solution for F and
G is the same when considered as a deviation from the t→∞ steady state limit:
F (t) =
(F0 −M)(τη − τ−)− γ(G0 −N)τη
τ+ − τ− e
−t/τ+ − (F0 −M)(τη − τ+)− γ(G0 −N)τη
τ+ − τ− e
−t/τ− +M,
G(t) =
(G0 −N)(τζ − τ−)− γ(F0 −M)τζ
τ+ − τ− e
−t/τ+ − (G0 −N)(τζ − τ+)− γ(F0 −M)τζ
τ+ − τ− e
−t/τ− +N.
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The coefficients for the solution of ψ are given by:515
A1(t) = −F (t)
kτη,0
, B1(t) = k
−1∂F
∂t
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Mantle thickness D 3× 106 m
Viscosity µ 1× 1021 Pa s
Gravitational acceleration g 10 m s−2
Reference density ρ0 4500 kg m
−3
Top external density ρext|z>0 0 kg m−3
Bottom external density ρext|z<−D 9000 kg m−3
Thermal expansivity α 2× 10−5 K−1
Temperature anomaly scale Q 1 K m
Table B.1: Model parameters for the analytical test cases.
Approximate
Wavelength, Relaxation timescale, relaxation timescale (24),






Table B.2: Relaxation timescales for a single free surface.
Approximate
Wavelength, Relaxation timescales, relaxation timescale (24),
λ τ+ (kyr) τ− (kyr) τ0 (kyr)
D/2 5.90 5.90 5.90
D 3.03 2.87 2.95
2D 2.04 0.98 1.48
4D 1.89 0.15 0.74
















Figure C.1: Illustration of the idealized two-dimensional domain used in the analytical test cases. Boundary
conditions are applied at the top, bottom, left and right boundaries while the internal surface may be used
to apply a density anomaly. z is taken as pointing upwards.
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(a) Temporal convergence



































(b) Implicitness (λ = D) (c) Solution
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Figure C.2: (a) Error between the numerical, η, and analytical, η∗, free surface elevations versus timestep
size, ∆t, for the case with a single free surface. The error is normalized by domain depth, D, and measured
both across the top of the domain and through time using an L2 norm. The timestep is normalized by the free
surface relaxation timescale, τ (see Table B.2). The explicit method is first order while the implicit method is
second order for a range of wavelengths (domain widths), λ. (b) Normalized error in the free surface elevation
versus normalized timestep for a wavelength equal to the domain depth, λ = D. The explicit method from
(a) can be made second order by taking two iterations per timestep while the implicit method becomes first
order when the implicitness factor, θ, is set to one. In both (a) and (b) explicit simulations were run until
t = 4τ while implicit simulations were run until t = 64τ before the temporal error was calculated. (c) The
normalized free surface elevation at x = 0 versus normalized time using the implicit method with different
timesteps and θs. The timesteps selected represent the cross-over in error in (b). At timesteps significantly
larger than the relaxation time, θ = 1/2 results in oscillatory behavior and a smoother solution is achieved
with θ = 1. At a timestep equal to the relaxation time, θ = 1/2 is almost indistinguishable from the analytical
solution while with θ = 1 a larger error is still clearly present. All numerical solutions were calculated with
a normalized grid resolution, ∆x/L = ∆z/D, of 1/80.
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Temporal convergence


































Figure C.3: Error between the numerical, η, and analytical, η∗, free surface elevations versus timestep
size, ∆t, for the case with two free surfaces. The error is normalized by domain depth, D, and measured
both across the top of the domain and through time using an L2 norm. The timestep is normalized by
the minimum relaxation timescale, τ− (see Table B.3). The explicit method is first order accurate while the
implicit method is second order accurate for a range of wavelengths (domain widths), λ. As both free surfaces
are initialized with the same elevation the graph for the lower free surface is identical. All numerical solutions
were calculated with a normalized grid resolution, ∆x/L = ∆z/D, of 1/80. Explicit simulations were run
until t = 4τ− while implicit simulations were run until t = 64τ− before the temporal error was calculated.
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(a) Temporal convergence (b) Solution
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Figure C.4: (a) Error between the numerical, η (or ζ for z = −D), and analytical, η∗ (or ζ∗ for z = −D),
free surface elevations versus timestep size, ∆t, for the case with two free surfaces and a density anomaly.
The error is normalized by domain depth, D, and measured both across the domain boundary and through
time using an L2 norm. The timestep is normalized by the minimum relaxation timescale, τ− (see Table
B.3). The explicit method is first order while the implicit method is second order for a range of density
anomaly depths, d, and for the upper, z = 0, and lower, z = −D, free surfaces. For the d = D/2 case the
top and bottom errors are identical. Explicit simulations were run until t = 4τ− while implicit simulations
were run until t = 64τ− before the temporal error was calculated. (b) The normalized free surface elevation
at x = 0 (η(x = 0)/D for z = 0, ζ(x = 0)/D for z = −D) versus normalized time using the implicit method
with different timesteps and anomaly depths, d. All numerical results were calculated using a normalized
grid spacing, ∆x/L = ∆z/D, of 1/160.
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(a) Spatial resolution dependence (b) Pressure solution (x = λ/2, d = D/2)























































(c) Spatial convergence (d = D/2)
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Figure C.5: (a) Error between the numerical, η, and analytical, η∗, free surface elevations versus timestep
for the explicit and implicit methods at a range of spatial resolutions in the case with two free surfaces
and a density anomaly. The meshes were refined in both horizontal and vertical direction, such that in all
cases ∆x/L = ∆z/D. The error is normalized by domain depth, D, and measured both across the top of
the domain and through time using an L2 norm. The timestep is normalized by the minimum relaxation
timescale, τ− (see Table B.3). High spatial resolution is necessary to ensure convergence to the correct
analytical solution. Explicit simulations were run until t = 4τ− while implicit simulations were run until
t = 64τ− before the temporal error was calculated. (b) A profile through the pressure solution at x = λ/2
demonstrating the presence of a sharp discontinuity around the density anomaly, which must be adequately
resolved. Numerical solutions are shown at two spatial resolutions after a time, t, of 64τ−. The analytical
solution is at a steady state. (c) Normalized spatial error in the free surface elevation versus normalized grid
spacing after the simulation has reached a steady state. Both implicit and explicit methods achieve second
order accuracy using piecewise linear finite elements for pressure and the free surface and piecewise quadratic
elements for velocity. All results were calculated using an anomaly depth, d, of half the domain depth, D/2,

















































































































































































































































































































































































































Figure C.7: Simulations of a Rayleigh-Taylor instability, in a square domain −2.5×105 m ≤ x ≤ 2.5×105 m,
−5 × 105 m ≤ z ≤ 0 m, where comparatively dense, viscous material (dark grey) sinks through less dense
material of lower viscosity (light grey - see text for further details). An explicit free surface simulation at a
constant timestep, ∆t, of 4500 years, in which a sloshing instability develops, where the velocity oscillates
between consecutive timesteps.
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(a) Timestep size (b) Material interface depth
















implicit, C = 5
free slip, C = 5
explicit, ∆t = 2000 yrs
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(c) Free surface height






























implicit, C = 5
explicit, ∆t = 2000 yrs
Figure C.8: A series of comparisons between explicit (∆t = 2000 years) and implicit (Courant number, C =
5) free surface simulations of a Rayleigh Taylor instability in a square domain −2.5×105 m ≤ x ≤ 2.5×105 m,
−5× 105 m ≤ z ≤ 0 m (see Figure C.6). (a) Timestep size, ∆t, versus time – note the logarithmic scale. (b)
Depth of the material interface at x = −2.5 × 105 m; (c) Maximum and minimum free surface height. For
comparison, the results from a simulation with a free slip boundary condition on the top of the domain are
shown. This targets the same Courant number as the simulation with an implicit free surface. Note that the
implicit free surface simulation remains stable at substantially larger timesteps than the explicit simulation,
while results remain consistent. It also evolves at timesteps similar to the free slip case.
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