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Resumen
En el marco del Proyecto de Investigacio´n
Paralelizacio´n de Estructuras de Datos y Al-
goritmos para la Recuperacio´n de Informacio´n,
de la Universidad Nacional de la Patagonia
Austral se desarrolla la l´ınea de investigacio´n
que da continuidad al trabajo previo de dos
grupos de investigacio´n de esa Universidad en las
a´reas de paralelismo y programacio´n orientada
a aspectos, integrados en esta oportunidad en la
bu´squeda de alternativas para la implementacio´n
del paradigma de orientacio´n a aspectos en
entornos paralelos, particularmente en entornos
GRID, a trave´s del desarrollo de un Portal
GRID, utilizando te´cnicas y herramientas de la
programacio´n orientada a aspectos, y del a´rea de
bu´squedas por similitud investigadas por un gru-
po de la Universidad de Magallanes, Chile, con
el fin de desarrollar aplicaciones arqueolo´gicas
para el Portal GRID.
Palabras claves: Computacio´n GRID, Progra-
macio´n Orientada a Aspectos, Portales GRID,
Paralelismo, Bu´squedas por Similitud.
1. CONTEXTO
En los u´ltimos an˜os, de manera separada han
surgido y crecido dos l´ıneas de investigacio´n en
*Este trabajo fue financiado por la Universidad Na-
cional de la Patagonia Austral, Santa Cruz, Argentina,
proyecto ‘Paralelizacio´n de Estructuras de Datos y Algo-
ritmos para la Recuperacio´n de Informacio´n’
la Unidad Acade´mica R´ıo Gallegos de la UNPA.
A partir del an˜o 1999 se ha trabajado sobre
problemas de la distribucio´n y paralelizacio´n de
bases de datos y desde el an˜o 2005 un grupo
diferente de investigadores ha estudiado el
paradigma orientado a aspectos en la bu´squeda
de estrategias de resolucio´n de conflictos. Por
otra parte desde el comienzo de la investigacio´n
en paralelismo se ha trabajado en colaboracio´n
con la Universidad de Magallanes, Chile, sede
Punta Arenas. Actualmente ese grupo desarrolla
sus investigaciones en temas relacionados con las
bu´squedas por similitud. Los tres grupos se en-
cuentran en un estado de consolidacio´n suficiente
para confluir sus esfuerzos en un proyecto que
unifique sus l´ıneas de investigacio´n.
2. INTRODUCCIO´N
La Computacio´n Grid [10] se ha establecido
como un nuevo paradigma para la computacio´n
cient´ıfica de gran escala (o redes de investiga-
cio´n): la aplicacio´n de recursos computacionales
coordinados, interconectados v´ıa una red pu´blica
de alta velocidad, para solucionar problemas
en a´reas cient´ıficas tales como: astrof´ısica,
qu´ımica, f´ısica, geof´ısica, meteorolog´ıa y cli-
matolog´ıa, neurobiolog´ıa, biolog´ıa molecular,
etc. Las aplicaciones Grid son sistemas compu-
tacionales distribuidos que proveen mecanismos
para compartir de manera controlada recursos
computacionales. La Computacio´n Grid requiere
componentes middleware gene´ricos, que oculten
a las aplicaciones espec´ıficas los detalles de acceso
y usar configuraciones de recursos heteroge´neos,
procesadores, almacenamiento y conexiones de
redes. Estos garantizan la interoperabilidad
de los recursos a trave´s del uso de protocolos
esta´ndares. El te´rmino Tecnolog´ıa Grid [14]
usualmente se refiere a e´ste tipo de middleware.
Uno de los enfoques ma´s utilizados para
proporcionar acceso a la Computacio´n GRID son
los Portales GRID. Los Portales GRID [7] son
herramientas muy eficaces que proporcionan a
los usuarios de Computacio´n GRID interfaces
simples e intuitivas para el acceso a la informa-
cio´n y recursos GRID [10]. La construccio´n de
un Portal GRID debe cumplir con todos los re-
querimientos de servicios y recursos, para lo cual
se han desarrollado APIs, Toolkits, Frameworks
espec´ıficos, tales como GridPort [12], GPDK [11]
y P-GRADE [3].
La Programacio´n Orientada a Aspectos [8]
(POA) es un relativamente nuevo paradigma
para el desarrollo de software que proporciona
abstracciones para la implementacio´n de los
crosscutting concerns, de manera separada y
aislada a los componentes de funcionalidad
ba´sica. La POA adema´s proporciona mecanismos
para la composicio´n de las diferentes unidades.
En otras palabras, la Orientacio´n a Aspectos,
es una te´cnica que permite aplicar el principio
de Separacio´n de Concerns [6] y de esta forma,
obtener los beneficios enunciados por dicho
principio. La unidad de implementacio´n que
representa a la funcionalidad transversal se
denomina aspecto, dando origen al nombre del
paradigma. De esta forma, se suele referir casi
sin distincio´n para indicar el mismo concepto a
los te´rminos aspecto, funcionalidad transversal
y/o “crosscutting concern”.
Ciertas funcionalidades y requerimientos han
sido identificados como “cla´sicos” crosscutting
concerns. Entre estos suelen identificarse: coor-
dinacio´n, distribucio´n, sincronizacio´n, concurren-
cia, balance de carga, seguridad, logging y auten-
tificacio´n. En el desarrollo e implementacio´n de
portales GRID, todos o algunos de estos concerns
estara´n presentes, por lo que se puede suponer
a priori, que al desarrollar una aplicacio´n GRID
pueden ser implementados bajo el enfoque POA.
2.1. Portales GRID
Un portal GRID es en esencia una aplicacio´n
WEB, por lo cual tiene requerimientos (o ca-
racter´ısticas) similares a los portales orientados
al consumo o usuario (Yahoo, CNN, IBM intra-
net). Estos servicios suelen incluir soporte pa-
ra el contexto (login, customizacio´n, personali-
zacio´n, etc.); soporte para interfaces de usuario
basadas en navegadores; pa´ginas dina´micas dis-
ponibles a usuarios ano´nimos o autenticados. En
particular los portales de e-Science deben adema´s
soportar cuestiones relacionadas con la integra-
cio´n de aplicaciones de dominio espec´ıficas basa-
das en GRID. Aqu´ı surge la principal diferencia,
un portal GRID debe manejar computacio´n que
se ejecute por d´ıas o semanas sobre cientos de no-
dos para procesar terabytes de datos cient´ıficos.
Espec´ıficamente estos portales son requeridos pa-
ra manejar credenciales, lanzar trabajos, manejar
ficheros y ocultar la complejidad de la GRID co-
mo los trabajos batch distribuidos. En la Figura
1 se comparan ambos tipos de portales [17].
Figura 1: Comparacio´n de Portales Grids y Por-
tales Webs Orientados al consumo/usuario.
A continuacio´n se detallan los servicios ba´si-
cos que un Portal GRID debe ofrecer y el modelo
arquitecto´nico de base empleado en el disen˜o e
implementacio´n de los mismos.
2.2. Servicios soportados por un Portal
GRID
Los servicios que un Portal GRID t´ıpicamente
incluye son:
- Seguridad : los usuarios se loguean en un por-
tal usando un navegador WEB y se autentifican
mediante un user-id y password. El portal GRID
Figura 2: Arquitectura Base de Portales Grid.
mapea el user-id a credenciales GRID.
- Gestio´n de Datos: provee acceso a ficheros, co-
lecciones y metadatos locales y remotos, soporta
transferencia de ficheros;
- Job submission: se refiere a la habilidad de que
los procesadores conectados a la GRID ejecuten
un trabajo (secuencial o paralelo) y puedan mo-
nitorear su estado. Este es un servicio cla´sico so-
portado por el portal;
- Servicios de Informacio´n: el acceso a directo-
rios y estado de herramientas es un rol esencial
del Portal;
- Interfaces de Aplicacio´n: permite ocultar con-
venientemente los detalles GRID detra´s de una
interfaz de aplicacio´n;
- Colaboracio´n: los portales sirven como entradas
a organizaciones virtuales para compartir recur-
sos;
- Workflow : presenta los usuarios con sus tareas y
asume la responsabilidad de integrar estas tareas
en secuencias;
- Visualizacio´n: provee herramientas que ofrecen
a los usuarios acceso a los datos, renderizacio´n y
visualizacio´n de recursos. Puede proveer algu´n ni-
vel de vista de los datos o puede ser usada para
ofrecer herramientas ma´s avanzadas.
2.3. Arquitectura base de portales GRID
Un Portal GRID se puede ver como una inter-
face WEB a un sistema distribuido. La arquitec-
tura ba´sica de un portal responde a un esquema
de arquitectura de tres capas: (1) la capa clien-
te, que se ejecuta mediante un navegador WEB;
(2) la capa servidor que cumple la funcio´n de re-
presentar la lo´gica del negocio y (3) la capa de
recursos y servicios GRID. Los clientes y el servi-
dor t´ıpicamente se comunican v´ıa HTTP permi-
tiendo que cualquier navegador WEB sea usado.
La capa servidor simplemente accede a ficheros
locales para servir pa´ginas pero tambie´n puede
dina´micamente generar pa´ginas web mediante la
ejecucio´n de scripts CGI y/o mediante interaccio´n
directa o indirecta con los recursos back-end. La
interaccio´n con la tercera capa puede lograrse en
algu´n protocolo o de manera apropiada. Usando
esta arquitectura general, los portales pueden ser
construidos para que soporten aplicaciones de una
amplia variedad. Para hacerlo efectivamente, sin
embargo, se requiere un conjunto de herramientas
de construccio´n de portales que puedan ser per-
sonalizados para cada a´rea de aplicacio´n. En la
Figura 2 se presenta gra´ficamente una arquitec-
tura de tres capas aplicada al acceso y utilizacio´n
de recursos y servicios GRID.
2.4. Bu´squedas por similitud en espacios
me´tricos
Uno de los problemas de gran intere´s en cien-
cias de la computacio´n es el de “bu´squeda por
similitud”, es decir, encontrar los elementos de
un conjunto ma´s similares a una muestra. Esta
bu´squeda es necesaria en mu´ltiples aplicaciones,
como ser en reconocimiento de voz e imagen, com-
presio´n de video, gene´tica, miner´ıa de datos, re-
cuperacio´n de informacio´n, etc. En casi todas las
aplicaciones la evaluacio´n de la similaridad en-
tre dos elementos es cara, por lo que usualmente
se trata como medida del costo de la bu´squeda
la cantidad de similaridades que se evalu´an. In-
teresa el caso donde la similaridad describe un
espacio me´trico, es decir, esta´ modelada por una
funcio´n de distancia que respeta la desigualdad
triangular. En este caso, el problema ma´s comu´n
y dif´ıcil es en aquellos espacios de “alta dimen-
sio´n” donde el histograma de distancias es con-
centrado, es decir, todos los objetos esta´n ma´s
o menos a la misma distancia unos de otros. El
aumento de taman˜o de las bases de datos y la
aparicio´n de nuevos tipos de datos sobre los cua-
les no interesa realizar bu´squedas exactas, crean
la necesidad de plantear nuevas estructuras para
bu´squeda por similaridad o bu´squeda aproxima-
da. Asimismo, se necesita que dichas estructuras
sean dina´micas, es decir, que permitan agregar o
eliminar elementos sin necesidad de crearlas nue-
vamente, as´ı como tambie´n que sean o´ptimas en
la administracio´n de memoria secundaria. La ne-
cesidad de procesar grandes volu´menes de datos
obligan a aumentar la capacidad de procesamien-
to y con ello la paralelizacio´n de los algoritmos
y la distribucio´n de las bases de datos. El objeti-
vo de los algoritmos de bu´squeda es minimizar la
cantidad de evaluaciones de distancia realizadas
para resolver la consulta. Los me´todos para bus-
car en espacios me´tricos se basan principalmente
en dividir el espacio empleando la distancia a uno
o ma´s objetos seleccionados. El no trabajar con
las caracter´ısticas particulares de cada aplicacio´n
tiene la ventaja de ser ma´s general, pues los algo-
ritmos funcionan con cualquier tipo de objeto [4].
Existen distintas estructuras para buscar en espa-
cios me´tricos, las cuales pueden ocupar funciones
discretas o continuas de distancia. Algunos son
BKTree [2], GNAT [1], VpTree [23], MTree [5],
SAT [13], EGNAT [22]. Algunas de las estructuras
anteriores basan la bu´squeda en pivotes y otras en
clustering. En el primer caso se seleccionan pivo-
tes del conjunto de datos y se precalculan las dis-
tancias entre los elementos y los pivotes. Cuando
se realiza una consulta, se calcula la distancia de
la consulta a los pivotes y se usa la desigualdad
triangular para descartar candidatos.
3. LI´NEA DE INVESTIGACIO´N
Y DESARROLLO
El objetivo del trabajo es demostrar emp´ırica-
mente que la orientacio´n a aspectos es una te´cnica
de desarrollo de software ma´s conveniente para la
construccio´n de Portales GRID que las te´cnicas
convencionales de desarrollo de software (orienta-
das a objetos y/o componentes).
La hipo´tesis principal consiste en que el disen˜o e
implementacio´n de un Portal GRID empleando la
orientacio´n a aspectos genera una aplicacio´n ma´s
reutilizable, mantenible, escalable, evolucionable
y traceable.
El me´todo de investigacio´n es eminentemente
emp´ırico, para lo cual se seleccionara´ un caso de
estudio particular y real. Para este caso concre-
to se desarrollara´ una aplicacio´n consistente en un
simulador arqueolo´gico que implementara´ adema´s
bu´squedas por similitud.
Hasta el momento se han realizado las etapas de
Estudio del Estado del Arte, Identificacio´n de re-
querimientos y Disen˜o Arquitecto´nico. Las etapas
pendientes se describen a continuacio´n.
Implementacio´n: En esta etapa se debe en princi-
pio seleccionar las herramientas de programacio´n
ma´s adecuadas, garantizado la compatibilidad en-
tre las mismas. El lenguaje de componentes para
la funcionalidad base y un lenguaje orientado a
aspectos, adema´s del servidor web y herramien-
tas para servicios espec´ıficos del Portal GRID.
Pruebas: En principio se establecen pruebas fun-
cionales que garanticen el correcto funcionamien-
to del Portal GRID, pero adema´s se establecera´n
pruebas de performance y rendimiento.
Comparacio´n: En esta etapa se pretende reali-
zar diversos estudios comparativos con portales
GRID desarrollados bajo enfoques diferentes.
4. RESULTADOS OBTENIDOS /
ESPERADOS
Durante el primer an˜o del proyecto se han reali-
zado esfuerzos tendientes al cabal entendimiento
de las distintas tecnolog´ıas que se pretende in-
tegrar. De este manera distintos subgrupos han
abordado la investigacio´n y publicacio´n de te-
mas tales como GRID [18, 19, 21], Portales GRID
[15], simuladores grid, desarrollo de aplicaciones
paralelas utilizando la programacio´n orientada a
aspectos [9], y paralelizacio´n de estructuras de
bu´squeda por similitud [16].
Durante esta segunda etapa se espera integrar las
distintas tecnolog´ıas, de manera de implementar
aplicaciones reales que realicen bu´squedas por si-
militud en el entorno de un Portal GRID desarro-
llado bajo el modelo de programacio´n orientada
a aspectos.
5. FORMACION DE RECURSOS
HUMANOS
La integrante del grupo de investigacio´n de la
Universidad Nacional de la Patagonia Austral Na-
talia Bibiana Trejo se encuentra desarrollando a
trave´s de una beca obtenida de la Fundacio´n Ca-
rolina y la propia Universidad, el doctorado en
Informa´tica otorgado por la Universidad Com-
plutense de Madrid, Espan˜a. Para la obtencio´n
de dicho t´ıtulo es requisito obtener previamente
el de Master en Investigacio´n en Informa´tica, lo
que ha realizado en el transcurso del an˜o 2008
con la tesis denominada ’Aplicacio´n de Multicast
IPv6 Seguro a Servicios de Informacio´n en Entor-
nos Grid’, bajo la direccio´n del Dr. Juan Carlos
Fabero Jime´nez [20]. Actualmente continu´a sus
estudios para obtener el t´ıtulo de doctorado.
Durante el an˜o 2008 se ha postulado un alumno
como becario del proyecto, con el objetivo de
desarrollar una aplicacio´n que valide emp´ırica-
mente el modelo propuesto para el portal GRID.
El alumno Franco Herrera desarrollara´ una apli-
cacio´n consistente en un simulador arqueolo´gico.
Se ha promovido la participacio´n de los auxiliares
de docencia a trave´s de la presentacio´n de los tra-
bajos aprobados en los distintos congresos donde
se realizaron aportes, de manera de fomentar su
intere´s no so´lo en la etapa de investigacio´n sino
tambie´n de la transferencia de los resultados y la
comunicacio´n con otros grupos del pa´ıs y del ex-
terior.
Actualmente dos alumnos de la carrera de Licen-
ciatura en Sistemas participan como integrantes
en el proyecto de investigacio´n.
Por u´ltimo durante el 2008 se han realizado pa-
sant´ıas entre integrantes de los grupos de la Uni-
versidad Nacional de la Patagonia Austral y la
Universidad de Magallanes para intercambiar ha-
bilidades en la aplicacio´n de las a´reas de especia-
lizacio´n de cada grupo.
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