Bounded-length sequential confidence intervals and sequential tests for regression parameter based on M-estimators are extended to the case where the score-functions generating the M-estimators have jump-discontinuities. In the context of the asymptotic normality of the stopping 4It variable, for the confidence interval problem, it is observed that the jump-discontinuities induce a slower rate of convergence. The proofs of the main theorems rest on the weak convergence of some related processes, which is also studied.
INTRODUCTION
Let {X., i~I} be a sequence of independent random variabl es (r. v.) and rank order estimators are due to Chow and Robbins (1965) , GIeser (1965), Geertsema (1968) , Sen and Ghosh (1971) and Ghosh and Sen (1972) , among others. For the sequential testing problem, rank based procedures are due to Sen and Ghosh (1974) and Sen (1976, 1977) , among others. For the location model, a sequential confidence interval based on M-estimators is due to Carroll (1977) , while Jure~kova and Sen (1980) have studied the general regression model, both the confidence interval Along with the preliminary notions, the sequential confidence interval procedure is presented in Section 2. Section 3 deals with some invariance principles relating to M-estimators corresponding to~having jump-discontinuities and, in Section 4, these are incorporated in the proofs of the main theorems of Section 2. The last section is devoted to the study of the asymptotic theory of sequential tests for 6 based on M-estimators, where, also, the results of Section 3 are utilized in the derivation of the main results .
THE SEQUENTIAL CONFIDENCE INTERVAL FOR 6
Based on Xl" .. ,X n , an M-estimator 6 of b.. 
given by (2.15) depends on the unknown distribution function F.
We shall estimate by the sequence
Finally, denote Notice that L~o ' r;J n~l [by (2.9) where positive constant, independent of (sl' 52' s3' t l , t 2 )· Analogous inequal ity holds for increments in B = { (sl' t l ), (52' t 2 )}, B' = {(sl' t 2), (s2' t 3 )}, t l < t 2 < t 3
• The tightness of {W~2)} then follows from the results of Bickel and Wichura (1971 is given by (2.11) and (2.14) , i.e., (3.24) y=foo-.p(l)(X)JF(X) +L~1(13. . .
as n + 00 , 1JJhere Proof. Let B k be the a-field generated by {Xi' i~k}, k~1 and B0 be the trivial a-field. Then, for every n~1, {(M nk (t) -
; k~n} is a martingale (process), so that
is a nonnegative submartingale. Therefore, by the Kolmogorov inequality (for submartingales), for every e: > 0, p{sup sup IMk(t)-EMk(t)l>d ksn _ k*stsk* n n
e: -k*stsk* nn nn (3.30) Regarding the monotonicity of~, the supremum on the right-hand side of (3.30) could be approximated by a supremum over a finite set of points and it follows from the assumptions that lim
nF inally, the expectation term EM (t) may nn be replaced by -tyC k similarly as in Corollary 3.1. Q.E.D.
• To prove the Theorem 2.2 of Section 2, we shall still need the following result concerning~he error of the approximation of Moreover, by the same technique as in the proof of (3.Z7), we obtain that p
It I~k*} --+ 0, as n -+00,
Lemma then follows from (3.36) and (3.37). We shall recall to this result in the next section. n-+oo a.s. as d +O.
To prove (2.26), define n~~), i =1, 2, by where n d is defined by (2.25). Then
where by (4.2), Let a l and a 2 be the prescribed probabilities of the errors of the respectively, 0 <a l +a 2 < 1. Let A and B be two a 2 1 -a 2 o < --: ; ; B < 1 < A:;; --< 00 and put a = 10 gA, 1 - when the theorems of Section 3 of the current paper are incorporated.
Hence) we omit the details.
