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Suppose we have a unit which we observe at discrete periods of time, 
and which at any given moment may be in one of three possible states, 
0, 1, or 2, where 0 is the “failed” state, 1 is the “turned-off” state, and 2 is 
the “good” state. If a unit is in state 0 then we may decide to either leave 
it alone or to replace it with a new unit; and in the latter case the replacement 
will take a time X, where, in general, X will be a random variable. A unit 
which is in state 2 may be “turned off” (which we assume to be instantaneous), 
and this transforms a unit from state 2 to state 1. On the other hand, a unit in 
state 2 may be allowed to “run,” and in this case it has probability /I”-l( 1 - ,LI) 
of surviving K time periods. Finally, if a unit is in state 1 we may either 
leave it in state 1 or we may “restart” the unit which we assume takes one 
period of time. At the end of this restart time we shall find the unit in state 2 
with probability 01 or in state 0 with probability 1 - cy. Successive “restarts” 
are to be independent Bernoulli trials with probability OL for success. Succes- 
sive replacements X1 , Xs , . . . and successive failures are to be independent 
random variables, and the Xi are to have the common distribution 
P(Xi = k) =fk. 
In this paper we wish to consider the following problem. Given that we 
have a system as described above and that initially we have I spare units, 
what is the procedure which maximizes the probability of having a unit 
in state 2 at a specified future time n, and what is this probability ? 
Using an optimal policy, let P,(r; n) denote the probability that we have 
a unit in state 2 at time n, given that the unit we observe at time 0 is in state 
i and that we have Y spares at time 0. By considering the alternatives available 
at each step, we have, by the usual techniques of dynamic programming, 
that the following equations uniquely determine the Pi(y, TZ). 
PO@, 0) = P,(r, 0) = 0, r >, 0 
P&, 0) = 1, r z 0 
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P,(O, n) = 0, n > 0 
Po(r, n) = Max {P,(Y, n - l), 2 Pl(r - 1, n - k)f,}n > 0,~ > 0 
k-l 
f'&, n> = Max {P&',n - I), aP2(r, n - 1) + (1 - a)Po(r,n - 1)},n >O 
p-dyj n> = Max{P2(r, n - l)B + (1 - B)Po(r, n - l), Pl(r, n)>, n > 0. 
While these equations are readily solvable on a computer for given values 
of the parameters, it seems difficult to explicitly find the optimal policy in 
general. However, for the case when the replacement ime X is a constant, 
say, m, this may be accomplished. 
In the case of constant installation time m the equations characterizing 
the Pi(r, n) become 
PO@‘, n) = Max{P&, n - l), P,(r - 1, n - m)}, n > 0, Y > 0 (1) 
f’l(r, n) = Ma{P,(r, n - l), olP,(r, 71 - 1) + (1 - OL)P~(Y, n - l)}, 12 > 0 
(2) 
P2(r, n) = Max{@‘2(~, n - 1) + (1 - Wk, n - 11, P&, n)}, n > 0 (3) 
P&,n) = 0 n<m,r>O 
P,(O, n) = 0 n>,O 
Pl(Y, 0) = 0 Y>O 
Pa(Y, 0) = 1 Y 3 0. 
Let us see what happens for Y = 0. We have at once that P,(O, n) = 0 
for all n > 0. Now suppose Max(ol, /I) = 01. Then from (2) we have P,(O, l)=a! 
and from (2) we have P,(O, 1) = Max(a, /I) = (Y. Assume that for all positive 
n < n, we have PJO, n) = 01, P,(O, n) = ~1, then (2) gives 
P,(O, n, + 1) = Max{ol, a”} = 01 
and (3) gives 
P2(0, no + 1) = Max{@, a} = 0~. 
Thus by induction we have P,(O, n) = P,(O, n) = OL for all n > 0, and these 
are obtained by the following policy. If a unit is initially in state 2, turn it 
off and follow state 1 policy. If a unit is in state 1 initially, do nothing until 
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time 11 - 1 and then restart. Next, suppose that the first value k such that 
Max{or, /P> = OL is k, . Then by induction we may again verify that 
P,(O, n) = a for all n > 0 
and that 
These probabilities are obtained by the following policy. If initially in state 2, 
then let the system run if n < k, , but if tl 3 K, turn the unit off and follow 
the policy for state 1. 
We shall now investigate the optimal procedure for an arbitrary value of 
Y 3 0. For this purpose it is convenient to introduce the quantity k, where 
A,, = inf{K > 0: Max@“, a) = a). 
We then have the following. 
THEOREM. (i) If K, < m + 1 then 
(ii) On the other hand, if K, > m + I then 
1 0 if n<m, or r=O P,(r,n)= ~~(l+a+~~~+a~-~)ifj(m+1)-l<n~(j+l)(m+1)-l for 0 < j < r, Y > 0 cX(l + a + .** +aT-l),ifr(m+l)<n<co,r>O 
(4) 
ol(l + a + **a + aj) ;f j(m + 1) < n < (j + I)(m + 1) 
Plk, 4 = 
1 
for 0 < j < r, Y > 0 
41 +a + --*+ff) if r(m+l)<rz<cqr>O 
(5) 
12 
494 PORT 
while for r > 0 we have 
/P if n<m+l 
(1 + u + . . . +&l), + aqp-h-l)~ 
if i(m + 1) <n <(j + l>(m + 1) 
Pdr, n) = for 0 < j < Y, 
(1 + (2 + . . . + (f-l)a + ar#p-7h+l) 
for r(m + 1) < 12 < k, + r(m + 1) 
(1 + a + *** + ur)a for n > k, + r(m + I), 
(6) 
where a = (/P+l - a). 
These probabilities are obtained by the following optimal policy (i). 
If k, < m + 1 then if we are initially in state 0, we replace (if possible) 
and then we do nothing until time n - 1 at which time we restart the unit. 
However, if at time 0 we are in state 1 then we do nothing until time n - 1, 
at which time we restart the unit. Finally, if at time 0 we are in state 2, then 
we do nothing (i.e., we let the unit run) if n < A,, but if II 3 k, we turn the 
unit off and proceed as for state 1 (ii). When k, > m + 1 we proceed as 
follows. If in state 0 initially, we install a new unit (if possible) and then 
proceed as for state 1 thereafter. If in state 1 initially and if j(m + 1) < rz 
< (j + l)(m + 1) for 0 <j < Y we leave the unit in state 1 until time 
n - [j(m + 1) + l] at which time we restart the unit and then pursue the 
policy for the resulting state (either 0 or 2) over the remaining time period. 
Finally, if we are in state 2 at time 0 we let the unit run until failure and then 
pursue the policy for state 0 over the remaining time period, provided 
rz < Aa + r(m + 1). For n > k, + r(m + 1) we turn the unit off at time 0 
and do not restart it until time rz - [r(m + 1) + l] after which we pursue 
the policy for the resulting state over the remaining time period. 
PROOF: (i) First, assume that k,, < m + 1. We have already shown that 
for Y = 0 we have 
Pa(0, n) = 0 rz > 0, P,(O, n) = a rr > 0, and 
Suppose we have already shown that the assertions of the theorem are true 
for all I 5 Y, . Then (1) shows 
’ (‘O + I’ n, = 
0 n<m 
M~{Pl(yo, n - m - l), Pl(yo, n - m)} = a n > m. 
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Now 
Pl(ro + 1, 1) = Max (0, LY> = OL, 
P2(ro + 1, 1) = Max{/3,0() = 1; $ i: p i, 
Suppose Pi(ra + 1, n) = 01, P,(r, + 1, n) = or; then from (2) we have 
pl(yo + 1, n + 1) = 1 
Max {ar, c?} if n Q m 
Max {OL, 0~~ + (1 - CX)~} if n > m. 
In either case the result is ol and can be obtained by the choice to do nothing 
and pursue the policy for state 1 over a time period of length n - 1. From (3) 
we have 
n > m. 
We may always obtain this result by taking the action of turning the unit 
off and then pursuing the policy for state 1 over the period of length n + 1. 
We see therefore that if k,, = 1 then 
Pl(ro + 1, n) = 01 and P2(ro + 1, n) = (II for all n > 0. 
Now if k, > 1 and if Pl(yo + 1, n) = (Y, and P2(ro + 1, n) = 8” then we have 
Pl(yo + 1, n + 1) = Max{ar, c$*} = ol 
and 
where the Pl(ro + 1, n + 1) probability is achieved by the choice to leave 
the unit in state 1 and then pursue the policy for state 1 for a period of length n 
while the P&Y, + 1, n + 1) probability is achieved by the choice to leave 
the unit in state 2 if n + 1 < k, but to turn it off and pursue the state 1 
policy if n + 1 > k. but to turn it off and pursue the state 1 policy if 
n + 1 2 k,, . This completes the proof of part (i). 
(ii) If K, > m + 1 we have previously shown that the assertions of the 
theorem are true for Y = 0. Suppose that we have verified the assertions 
of the theorem for all Y < T@ . As in case (i) we have 
p”(yo + ” n, = ]Rax {~l~o~n - m - l), Pl(ro , n - m)} n > m. 
496 PORT 
Now, using the formula for P,(r, , TZ) we see that Pl(ro , n) is a nondecreasing 
function of n and thus 
which is obtained by the policy “install a new unit and then pursue the policy 
for state 1 over a time period of length n - m with r. as the initial number 
of spares.” Using the formula for P,(Y, , n) we have that the asserted formula 
for Po(ro + 1, rr) is verified. 
We then have that for n < (r,, + l)(m + 1) - 1 
It then follows from (2) and (3) that for n < (r, + l)(m + 1) - I 
Pl(yo + 1,n) = pl(yo ,4, p2(yo + 1, 4 = p2(yo ,4- 
Consequently, 
Po(ro + 1, (y. + l)(m + 1) - 1) = a( 1 + a + **a + u+-~) 
Pl(ro + 1, (y. + l)(m + 1) - 1) = a(1 + a + *a. + do) 
P2(ro + 1, (Y, + l)(m + 1) - 1) = a(1 + a + .a. + do-l) + do/P+1 
and again from (2) and (3) we obtain 
P,(Y, + 1, (lo + l)(m + 1)) = 41 + a + -*a + ~9 
P2(ro + 1, (r. + l)(m + 1)) = a(1 + a + *** + do--l) + c&~P+~ 
by, respectively, the choices to do nothing and then pursue state 1 policy 
and to leave the unit in state 2 and then pursue the policy for the resulting 
state thereafter. Now 
Pl(r,, + 1, (Y,, + l)(m + 1) + 1) = Max{a(l + a + a** + do), or[uro/P+l 
+ a(1 + a + **. + e--l)] + a(1 - a)(1 + a + *a* + do)> 
= a(1 + a + *** + uQ+l) 
which is obtained by the choice to restart the unit and then pursue the policy 
for the resulting state over the time period (Y, + I)(m + 1). In a like manner 
P2(r,, + 1, (Y, + l)(m + 1) + 1) = Max{/$~~yP+~ + a(1 + a + ... + do-l)] 
+ (1 -@a(1 + a + a** + UQ), a(1 + u + *‘* + uQ+l)} 
==a(1 +a+ . . . + &O) + &0+1/j 
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and this is obtained by the choice to leave the unit in state 2 and then pursue 
the policy for the resulting state over the period (rO + l)(m + 1). By in- 
duction, we may verify that for all n > (Y,, + l)(m + 1) we have 
Pl(YO + 1, n) = lx( 1 + a + .** + &+I) 
and 
#~~+l~-(~o+l)(m+l) + (~(1 + a + ... + ~70) if 
P&o + 1, n> = 
1 
in -c A, + (ro + l)(m + 1) 
cy(1 +a + .** + do+l) if n >, k, + rO(m + 1). 
The Pl(ro + 1, n) probability is obtained by the choice to do nothing and 
then pursue the state 1 policy for the remaining time period, while the 
Pz(ro + 1, n) result is obtained by leaving the unit in state 2 and then pur- 
suing the policy for the resulting state if 12 < K, + (y. + l)(m + l), while 
if n 3 k, + (r. + l)(m + 1) we turn the unit off and pursue state 1 policy. 
This completes the proof of part (ii) and the theorem. 
If K, < m + 1 we have that if 71 < m we can achieve the maximal probabil- 
ity with no spares, while for 71 > m one spare suffices to yield the maximal 
probability. In case (ii) we see from (4), (5), and (6) that lim,,, Pi(y, n) = 
P,(n) exists and has value 
‘Ocn) = \11(1 +“a: “. + &l),j(m + 1) - 1 <n < (j + l)(m + 1) - 1 
Y&l) = Pm n<m+l 
,q + u + . . . + &l) + a$gn-(m+l)5, 
Am + 1) < f2 < (i + l>(m + 11, j > 0. 
These represent the maximal probability obtainable with any number of 
spare units. Comparing with (4), (5), and (6) we see that if rt < m, r = 0 
will achieve these probabilities while if j(m + 1) - 1 < 71 < (j + l)(m + 1) 
- 1, Y = j will do. 
In conclusion, let us note that for a fixed Y we have that lim,,, Pi(r, n) = 
Qi(y) exists and 
Qdy) = fl + ,' += !!. + ar-l>a 
Ql(r) = (1 + a + .** + u’)or 
Q2(y) = (1 + a + **. + ur)c~. 
