Método automático para apoyar en la identificación de síntomas de depresión mediante el análisis en narrativa oral by Forero-Chaux, Daniel Gustavo & Vergara-Rojas, Josué David
MÉTODO AUTOMÁTICO PARA APOYAR EN LA IDENTIFICACIÓN DE
SÍNTOMAS DE DEPRESIÓN MEDIANTE EL ANÁLISIS DE LA NARRATIVA
ORAL
JOSUÉ DAVID VERGARA ROJAS - 67000016
DANIEL GUSTAVO FORERO CHAUX - 67000009
ASESOR:
JUAN CARLOS BARRERO CALIXTO
UNIVERSIDAD CATÓLICA DE COLOMBIA
FACULTAD DE INGENIERÍA
PROGRAMA DE INGENIERÍA DE SISTEMAS
BOGOTÁ D.C.
2021
MÉTODO AUTOMÁTICO PARA APOYAR EN LA IDENTIFICACIÓN DE
SÍNTOMAS DE DEPRESIÓN MEDIANTE EL ANÁLISIS DE LA NARRATIVA
ORAL
JOSUÉ DAVID VERGARA ROJAS
DANIEL GUSTAVO FORERO CHAUX
DOCUMENTO PRESENTADO COMO REQUISITO PARA OPTAR AL TÍTULO DE:
INGENIERO DE SISTEMAS Y COMPUTACIÓN
DIRECTOR:
JUAN CARLOS BARRERO CALIXTO
LÍNEA DE INVESTIGACIÓN:
SOFTWARE INTELIGENTE Y CONVERGENCIA TECNOLÓGICA
GRUPO DE INVESTIGACIÓN:
SEMILLERO SMART
UNIVERSIDAD CATÓLICA DE COLOMBIA


















Bogotá, D.C. Mayo 2021
AGRADECIMIENTOS
Josué Vergara
Primeramente quiero agradecer a mi Dios por haberme dado sabiduría a lo largo
de este recorrido académico. Segundo, Agradezco a mi familia nuclear por
siempre apoyarme, alentándome con palabras de ánimo y aliento en mis mejores
y peores momentos. Agradezco además el apoyo recibido de toda mi familia
circular por su constante apoyo moral y en ocasiones financiero. Agradezco al
asesor de este proyecto Juan Carlos Barrero por su paciencia, asesoría y apoyo,
que permitieron sacar adelante este proyecto. Siempre enfocando el proyecto a la
continua mejora, al diálogo y al trabajo con calidad. Agradezco su guía, su pasión
y sus enseñanzas durante este periodo invertido.
Finalmente, agradezco a la Universidad Católica de Colombia por estar tan
comprometida con la educación del futuro de una persona, de un país. Agradezco
todo su esfuerzo por brindarme los mejores escenarios que me hicieron crecer
como ingeniero, pero sobre todo, como persona.
Daniel Forero
Agradezco a mis padres y a mi hermano que en todas las situaciones me han
estado apoyando tanto en mi desarrollo como ingeniero como persona. Desde un
inicio han estado alentando a superarme cada día, con sus palabras
reconfortantes y su apoyo incondicional, espero algún día poder recompensarlos.
Además, agradezco a todos los amigos que he conocido a lo largo de esta carrera,
que si bien actuó como una persona solitaria, siempre están ahí si los necesito.
Agradezco al asesor de este proyecto Juan Carlos Barrero por poder permitirnos
participar en este macro proyecto. Se agradece cada uno de los consejos,
técnicas y conocimiento que nos ha estado brindando a lo largo de este proyecto.
Por último, agradezco a la Universidad Católica de Colombia por su compromiso
en la educación, para un futuro mejor para Colombia. Desde su infraestructura,
como su personal, que apoya tanto el crecimiento intelectual como el crecimiento
personal. De una manera totalmente sincera, les digo ¡gracias por todo! Espero




1.2 Palabras Clave 16
2. INTRODUCCIÓN 18
3. PLANTEAMIENTO DEL PROBLEMA 20
3.1 Descripción del problema 20
3.2 Formulación del problema 23
4. OBJETIVOS 24
4.1 Objetivo General 24
4.2 Objetivos Específicos 24
5. JUSTIFICACIÓN 25
6. MARCOS DE REFERENCIA 28
6.1 Marco Conceptual 28
6.1.1 Algoritmo 28
6.1.2 Machine Learning 28
6.1.3 Google Drive 30
6.1.4 Ontología 30
6.1.5 Protégé 31
6.1.6 Comprensión de lenguaje natural 31
6.1.7 Procesamiento de lenguaje natural 31
6.1.8 Software de reconocimiento de voz 31
6.1.9 Trastorno 32
6.1.10 Manual Diagnóstico DSM 5 32
6.1.11 Escala Zung 33
6
6.1.12 Método automático 33
6.1.13 Análisis de sentimientos 34
6.1.14 Ley HÁBEAS DATA 34
6.2 Marco Teórico 34
6.2.1 Machine Learning 34
6.2.2 Análisis de sentimientos 35
6.2.3 Ontología en sistemas 35
6.2.4 ONTOLOGY DEVELOPMENT 101 36
6.2.5 Matriz de confusión o error 37
6.2.6 Métrica: Precisión 37
6.2.7 Métrica: Exhaustividad 38
6.2.8 Métrica: Puntaje F1 38
6.2.9 Métrica: Exactitud 39
6.2.10 Algoritmo Naive Bayes 39
6.2.11 Máquinas de soporte vectorial 40
6.2.12 Google Collaboratory 41
6.2.13 Monkeylearn 42
6.2.14 Protegé 42
7. ESTADO DEL ARTE 44
7.1 Boletín de salud mental depresión subdirección de enfermedades
no transmisibles 44
7.2 Self-compassion and symptoms of stress, anxiety, and depression
(“Autocompasión y síntomas de estrés, ansiedad y 45
depresión”)
7.3 Machine Learning for depression screening in online
communities (Aprendizaje automático para detección de depresión
en comunidades en línea) 45
7
7.4 Moodable: On feasibility of instantaneous depression assessment
using machine learning on voice samples with retrospectively
harvested smartphone and social media data 46
7.5 Analysis of gender and identity issues in depression detection on
de-identified speech 46
7.6 Identifying outcomes for depression that matter to patients,
informal  caregivers, and health-care professionals: qualitative
content analysis of a large international online survey 47
7.7 Predicting Anxiety, Depression and Stress in Modern Life using
Machine Learning Algorithms 48
7.8 Using Language Processing and Speech Analysis for the
Identification of Psychosis and Other Disorders 48
7.9 Identifying depression in the National Health and Nutrition
Examination Survey data using a deep learning algorithm 49
7.10 Screening of anxiety and depression among the seafarers using
machine learning technology 49
8. ALCANCES Y LIMITACIONES 51
9. METODOLOGÍA 52
9.1 Metodología General 52
9.2 Rediseñar - Afinar 56
10. ONTOLOGÍA SEMÁNTICA 57
10.1 Distinción y análisis 60
10.2 Desarrollo 61
10.3 Implementación de la ontología 63
10.4. Validación de la ontología construida 66
11. DISEÑO DEL MÉTODO AUTOMÁTICO 72
11.1 Procesos esperados 72
11.2 Requerimientos 73
11.3. Análisis y elección de herramientas 75
8
11.4 Diseño de preguntas para formulario 80
11.5 Procesos de funcionamiento 81
11.6 Algoritmos empleados 85
11.7 Panorama general 87
12. DESARROLLO DEL MÉTODO AUTOMÁTICO 88
12.1 FASE 1. Desarrollo formulario de preguntas 88
12.2 FASE 2. Configuración ambiente de desarrollo 89
12.3 FASE 3. Codificación y aplicación  del método automático 95
12.4 FASE 4. Informe 100
13. EVALUACIÓN Y RENDIMIENTO DEL MÉTODO AUTOMÁTICO 102
14. RESULTADOS Y ANÁLISIS DE RESULTADOS 105
15. CONCLUSIONES 109




1. Número de personas atendidas por depresión en Colombia de 2009 21
a 2015
2. Sintomatología depresiva por grupos etáreos por edades y género 21
3. Metodologías de desarrollo de ontologías 58
4. Vista previa de la ontología desarrollada 61
5. Métrica de validación ontología 71
6. Requerimientos formulados 73
7. Formato de los requerimientos 74
8. Entornos de desarrollo 75
9. Servicios de Almacenamiento en la nube 77
10. API 's para la transformación de audio a texto 78
11. Comparativa de servicios de formularios 78
12. Librerías empleadas 80
13. Ejemplo de las preguntas del formulario 81
15. Etiquetas POS 98
16. Valores Métricas Algoritmo: Máquinas de soporte vectorial 103
17. Valores Métricas Algoritmo: Multinomial Naive Bayes 104
18. Métricas de rendimiento para todo el modelo 104
19. Comparación métricas de rendimiento para todo el modelo 106
20. Métricas de rendimiento para todo el modelo 107
10
LISTA DE DIAGRAMAS
1. Máquinas de soporte vectorial, ejemplo 40
2. Diagrama general de la metodología 52
3. Diagrama metodológico fase 1:  Investigación de herramientas y diseño 53
4. Diagrama metodológico fase 2: Desarrollo de la ontología 54
5. Diagrama metodológico fase 3: Desarrollo del método propuesto 55
6. Diagrama metodológico fase 4: Validar el método automático 55
7. Rediseño y afinación de metodología 56
8. Gráfica de la ontología desarrollada 66
9. Modelo simple sobre el funcionamiento esperado del método 73
10. Grabación del audio 82
11. Extracción de Información 83
12. Análisis de texto 84
13. Métricas de desempeño 85
14. Panorama general del método 87
15. Diagrama de resultados 108
11
LISTA DE FIGURAS
1. Un Modelo de Machine Learning 35
2. Interfaz cuaderno Google Colab 42
3. Interfaz de Protégé 43
4. Vista Classes en protégé 43
5. Reuniones remotas realizadas 62
6. Clases principales de la ontología 63
7. Ejemplo de subclase y la palabras que pertenecen a esta 63
8. Objetos realizados en la ontología 64
9. Ejemplo de la descripción de uno de los objetos desarrollados 65
10. Log de la ontología desarrollada 67
11. Debug de la ontología desarrollada 67
12. SPARQL, ¿Cuál es el dominio que cubrirá la ontología? 68
13. SPARQL, ¿Cuáles son los síntomas que cubre? 69
14. SPARQL, ¿Cuáles son las subclases de la depresión? 69
15. SPARQL, ¿El concepto Cansado en qué clase se encuentra? 70
16. Vista previa del formulario 88
13. Ejemplo de drive 89
14. Ejemplo de audios provenientes de Jotform 89
15. Ejemplo de descarga de las respuestas 89
16. Ejemplo de las librerías utilizadas 90
17. Carga ontología 91
18. Tipos de modelos en Monkeylearn 93
19. Identificador del modelo en Monkeylearn 93
20. Instalación del API de Monkeylearn 94
12
21. Implementación del API de Monkeylearn 94
22. Identificador del modelo en Monkeylearn 95
23. Objeto JSON generado en Monkeylearn 95
24. Carga de archivos 95
25. Transformación de archivos de audio a texto 96
26. Limpieza del texto generado 96
27. Procesamiento de lenguaje natural 97
28. Ejemplo de conteo 98
29. Comparación con términos de la Ontología 98
30. Modelo de clasificación 99
31. Código informe 100
32. Ejemplo del informe generado 101
33. Captura de pantalla estadísticas en MonkeyLearn 102
13
LISTA DE ANEXOS
1. Ley HABEAS DATA
2. Consentimiento informado
3. Ontología desarrollada en excel
4. Ontología desarrollada en protégé
5. Métrica de validación para Ontologia
6. Requerimientos del método automático




OMS: Organización Mundial de la Salud
NIH: National Institutes of Health
SISPRO: Sistema Integrado de Información de la Protección Social
ENSM: Encuesta Nacional de Salud Mental
PLN: Procesamiento de Lenguaje Natural
API: Application Programming Interface
NLU: Natural Language understanding (Comprensión de lenguaje natural)
15
1. RESUMEN
La Organización Mundial de la Salud (OMS) por sus siglas en inglés, señala que
cerca del 4.4% de la población mundial sufre de depresión. Esta misma evidencia
la ausencia de métodos para la identificación de sus síntomas primarios,
dificultando la labor de control y prevención. En Colombia, los casos por depresión
han ido en aumento desde el año 2009. Según la encuesta Nacional de Salud
Mental, para el año 2015 se reporta que la presencia del trastorno depresivo
afectó en un 6.4% a las mujeres y un 4.4% a los hombres de la población
nacional. Según el Ministerio de Salud, las consultas por salud mental ascendieron
a más del 30% desde que comenzó la etapa de distanciamiento social por la
COVID-19.
Pese a que existen distintas pruebas psicológicas para el diagnóstico de la
depresión, hay pocos instrumentos sustentados en la tecnología para la
identificación prematura de sintomatología depresiva. De acuerdo a lo anterior
surge la pregunta de investigación: ¿Qué elementos son necesarios para
desarrollar un método automático, que permita identificar síntomas de depresión
en adultos jóvenes, a partir del análisis de la narrativa oral?. En vista del aumento
de la depresión mundial, es esencial el desarrollo de herramientas disruptivas para
apoyar en la detección y disminución de este trastorno. Al año, la depresión cobra
la vida de más de 788.000 personas, principalmente por suicidio.
Para resolver este problema, se planteó el diseño, desarrollo e implementación de
un método automático, el cual clasifica en los 9 síntomas depresivos la narrativa
oral dada por un consultante. Este proyecto comenzó estableciendo un equipo
interdisciplinario, quienes contribuyeron en la construcción de una ontología
semántica relacionada a la sintomatología depresiva y en la construcción de un
formulario de preguntas abiertas enfocadas en la obtención de la narrativa oral de
un consultante. Se construyó un dataset y se implementó en el método
automático. El resultado final de este proyecto es el afianzamiento de una
ontología relacionada a síntomas depresivos, el establecimiento de un modelo de
clasificación, la identificación de una API que permite manipular archivos de audio
y un formulario de preguntas enfocado a responder en audio. Todos estos
elementos consolidan un método automático compuesto por estos diferentes
elementos que aportan para realizar la identificación de sintomatología depresiva
por medio del análisis de la narrativa oral de un consultante




The World Health Organization (WHO) indicates that about 4.4% of the world's
population suffers from depression. Also, shows the absence of methods for the
identification of its primary symptoms, hindering the work of control and prevention.
In Colombia, cases of depression have been increasing since 2009. According to
the National Mental Health Survey of 2015, it reported that this disorder affected
6.4% of women and 4.4% of men of the nacional population. According to the
Ministry of Health, consultations for mental health amounted to more than 30%
since the stage of social distancing due to COVID-19 began.
In view of the increase in global depression, the development of disruptive tools to
support the detection and reduction of this disorder are essential. Each year,
depression takes more than 788,000 people, mainly by suicide. Although there are
different psychological tests for the diagnosis of depression, there are few
instruments supported by technology for the premature identification of depressive
symptoms. In view of the above, the research question arises: What elements are
necessary to develop an automatic method that allows identifying symptoms of
depression in young adults, based on the analysis of the oral narrative?
To solve this problem, the design, development and implementation of an
automatic method was proposed, which classifies the oral narrative given by a
consultant into the 9 depressive symptoms. This project began by establishing an
interdisciplinary team, who contributed to the construction of a semantic ontology
related to depressive symptomatology and to the construction of a form of open
questions focused on obtaining the oral narrative of a consultant. A dataset was
built and implemented in the automatic method. The final result of this project is the
consolidation of an ontology related to depressive symptoms, the establishment of
a classification model, the identification of an API that allows manipulating audio
files and a question form focused on an audio responder. All these elements
consolidate an automatic method composed of these different elements that
contribute to the identification of depressive symptoms through the analysis of the
oral narrative of a consultant
Keywords: Mental illness, Artificial Intelligence, Ontology, Semantic Analysis.
17
2. INTRODUCCIÓN
Según el Instituto Nacional de Salud Mental de Estados Unidos (NIH) por sus
siglas en inglés, la depresión es un trastorno del cerebro, además de ser una
enfermedad clínica severa. La depresión causa síntomas de angustia, que afectan
el plano cognitivo y emotivo de las personas, además de interferir con la normal
realización de actividades diarias, como por ejemplo: dormir, comer o trabajar.
Para recibir un diagnóstico de depresión, los síntomas deben estar presentes la
mayor parte del día, casi todos los días, durante por lo menos dos semanas.1
Además de trastornar los procesos de la vida cotidiana, los episodios depresivos
suelen causar afecciones físicas tales como: cansancio, problemas para dormir,
alteración en los hábitos alimenticios, problemas gástricos, ritmo cardíaco
acelerado, entre otros ; y afectaciones psicológicas como: angustia, apatía,
incrementar la susceptibilidad, baja autoestima, obsesiones, mal humor,
amargura, pérdida cognitiva, entre otros. Un consultante diagnosticado con
depresión puede llegar al punto de la autoviolencia y violencia en contra de otros
individuos. En última instancia al suicidio2.
Según datos de la OMS la depresión es un mal que afecta al 4,4% de la población
mundial. También reveló que en América Latina, Brasil es el país con mayor
prevalencia de depresión, con 5,8%, seguido de Cuba (5,5%) y Paraguay (5,2%).
Chile y Uruguay tienen el 5%; Perú, 4,8% mientras que Argentina, Costa Rica y
República Dominicana muestran, igual que Colombia, un 4,7%. 3
Ante estas cifras, la depresión evidentemente es un problema que requiere de
atención. Un mecanismo tecnológico que apoye a la identificación del estado de
salud mental de un individuo de manera eficiente y oportuna es necesario, debido
a que una detección temprana, permite un tratamiento óptimo4. El presente
proyecto busca construir dicho mecanismo de apoyo mediante la construcción de
una ontología, procesamiento de lenguaje natural5 y un modelo de clasificación.
Este proyecto se enfocó en el diseño, desarrollo, implementación y validación de
un método automático que busca apoyar a los profesionales de la salud en la
identificación y clasificación de síntomas depresivos que pueda padecer
consultante. Es menester clarificar que el método automático propuesto no sigue
5 Procesamiento de lenguajes naturales.  {En línea} {12 septiembre de 2020} Disponible en
https://es.wikipedia.org/wiki/Procesamiento_de_lenguajes_naturales.
4 hm hospitales. La detección temprana de la depresión resulta clave... {4 octubre de 2019} {En línea} {12 septiembre de
2020} Disponible en
https://www.hmhospitales.com/prensa/notas-de-prensa/deteccion-temprana-depresion-clave-afrontar-tratamiento-exito.
3 SALUD. Cifras sobre depresión en Colombia y en el mundo. {En línea}. Febrero 24 de 2017. {11 septiembre de 2020}.
Disponible en https://www.eltiempo.com/salud/cifras-sobre-depresion-en-colombia-y-en-el-mundo-segun-la-oms-61454
2 Bravo García. Maria. ¿Cuáles son las consecuencias de la depresión?. {En línea}. Octubre 21 de 2019. {10 septiembre de
2020}. Disponible en https://blog.cognifit.com/es/consecuencias-depresion/
1 NIMH. Depresión: Información Básica. {En línea}. {10 septiembre de 2020}. Disponible en
https://www.nimh.nih.gov/health/publications/espanol/depresion-sp/index.shtml
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el ciclo de vida de desarrollo de software, es constituido como un experimento
para en trabajos futuros tomar los resultados obtenidos, la metodología seguida y
plantear el desarrollo de un software que integre y automatice los elementos
identificados en esta investigación. Por otro lado se clarifica que el método
automático propuesto en ningún momento se considera como un reemplazo de los
procesos clínicos y psicológicos, tampoco pretende competir con los profesionales
de la salud. En lugar de esto, se constituye como un aporte metodológico y
procedimental a la labor de los profesionales debidamente capacitados para
determinar y diagnosticar este tipo de trastornos. Este proyecto buscó generar un
gran impacto en brindar un aporte al campo de la psicología clínica, en cuanto a
un mecanismo tecnológico disruptivo para identificar síntomas depresivos a través
de la narrativa oral. Además, buscó aportar un mecanismo para que cualquier
individuo con acceso a un equipo de cómputo y acceso a internet pueda hacer
uso de este.
Este proyecto se enmarca dentro de la modalidad de trabajo de grado: trabajo de
investigación. El uso de técnicas de inteligencia artificial para abordar este tipo de
problemáticas es un campo muy amplio de investigación. Se exploraron estudios
similares, para tener referentes de técnicas que se pudieron emplear.
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3. PLANTEAMIENTO DEL PROBLEMA
3.1 Descripción del problema
Según la Organización Mundial de la Salud (OMS) indicó en el año 2020 que:
“Una de las tres primeras causas de discapacidad en el mundo es la depresión”6 y
“en el año 2030 se convertirá en la primera causa de discapacidad”7. La OMS
define la depresión como: “un trastorno mental frecuente, que se caracteriza por la
presencia de tristeza, pérdida de interés o placer, sentimientos de culpa o falta de
autoestima, trastornos del sueño o del apetito, sensación de cansancio y falta de
concentración”8. Además de esto, la OMS posicionó a este trastorno mental como
uno de los más comunes y peligrosos a nivel global, por lo que se busca prevenir
y tratar.9
El día 10 de octubre del año 2016 con motivo de la conmemoración del Día
Mundial de la Salud mental, la OMS inició una campaña sobre la depresión cuyo
eslogan era “Hablemos de la depresión”. Donde “su objetivo general era que un
número cada vez mayor de personas con depresión, en todos los países, pida y
obtenga ayuda”10. Su objetivo consistía en informar a todo el mundo, sobre las
causas y consecuencias, incremento de casos y tratamientos, que este trastorno
ha venido presentando notoriamente durante el último siglo.
Estudios realizados en Colombia durante los años anteriores a 2021 indican un
aumento anual en el número de casos de depresión. Según el SISTEMA
INTEGRAL DE LA PROTECCIÓN SOCIAL (SISPRO), reporta que las atenciones
por depresión han incrementado desde el año 2009 al 2015 y el diagnóstico de
depresión moderada se realizó en 36.584 atenciones. (ver Tabla 1).
10 OMS. Aspectos esenciales de la campaña. {En línea}. 2017. {11 septiembre de 2020}. Disponible en
https://www.who.int/campaigns/world-health-day/2017/campaign-essentials/es/.
9 OPS. "Depresión: hablemos". {En línea}. 30 Marzo de 2017. {11 septiembre de 2020}. Disponible en
https://www.paho.org/hq/index.php?option=com_content&view=article&id=13102:depression-lets-talk-says-who-as-depressio
n-tops-list-of-causes-of-ill-health&Itemid=1926&lang=es
8 OMS. Depresión.{En línea}. {11 septiembre de 2020}. Disponible en https://www.who.int/topics/depression/es/
7 Rojín Guitián. Noemí. "La depresión, en 2030, será la primera causa de discapacidad." {En línea}. 13 enero de 2020. {11
septiembre de 2020}. Disponible en
https://www.efesalud.com/depresion-2030-primera-causa-discapacidad-jovenes-adultos/.
6 Rojín Guitián. Noemí. "La depresión, en 2030, será la primera causa de discapacidad." {En línea}. 13 enero de 2020. {11
septiembre de 2020}. Disponible en
.https://www.efesalud.com/depresion-2030-primera-causa-discapacidad-jovenes-adultos/.
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Tabla 1. Número de personas atendidas por depresión en Colombia de 2009 a 2015. Fuente:
https://www.minsalud.gov.co/sites/rid/Lists/BibliotecaDigital/RIDE/VS/PP/ENT/boletin-depresion-marzo-2017.
Asimismo, en la población entre 15 y 29 años la depresión mayor unipolar llevó a
un total de 168 años de vida saludable perdida por cada 1000 habitantes.11 En el
país se han realizado diferentes estudios en la población de carácter descriptivo
que incluyen información sobre depresión. Algunos de estos estudios realizados
son la Encuesta nacional de salud mental en 2015 (ENSM) y la encuesta SABE
2014-2015.
A partir del ENSM de 2015, el Ministerio de Salud indicó: “En la Encuesta nacional
de salud mental (ENSM) de 2015 se encuestó una población de 12 a 17 años, de
18 a 44 y de 45 años y más; la herramienta utilizada para detectar síntomas de
trastornos mentales, entre los cuales está la depresión, fue el Cuestionario de
auto-reporte SQR (por sus siglas en inglés)12”. En la tabla 2 se puede apreciar que
en los adolescentes que comprenden las edades de entre 12 a 17 años, se
encontró la mayor prevalencia de síntomas de depresión con 15,8%.
Tabla 2. Sintomatología depresiva por grupos etáreos por edades y género. Colombia 2015. Fuente:
http://www.odc.gov.co/Portals/1/publicaciones/pdf/consumo/estudios/nacionales/CO031102015-salud_mental
Ciertos estudios señalan que el malestar psicológico en estudiantes universitarios
es mayor en comparación con la población general de un grupo de edad similar.
12 MINSALUD, COLCIENCIAS. Encuesta nacional de Salud Mental 2015. {En línea}. {11 septiembre de 2020}. Disponible en
http://www.odc.gov.co/Portals/1/publicaciones/pdf/consumo/estudios/nacionales/CO031102015-salud_mental_tomoI.pdf.
11 MINSALUD. Boletín de salud mental. {En línea}. Marzo de 2017. {11 septiembre de 2020}. Disponible en
https://www.minsalud.gov.co/sites/rid/Lists/BibliotecaDigital/RIDE/VS/PP/ENT/boletin-depresion-marzo-2017.pdf.
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Cerca del 84% de jóvenes informan malestar psicológico13, mucho más elevado
comparado con el reportado en la población general (29%)14. El 19% de los
participantes reconocieron la presencia de trastornos mentales15.
Algunos estudios con estudiantes universitarios colombianos, respaldan la alta
prevalencia de esta sintomatología. En estos se encontraron que el 52% de los
estudiantes presentaban diferentes grados de depresión (25% con depresión leve,
19% con depresión moderada y el 8% con depresión grave) además de ser
señalada como una problemática que prevalece en el rango de edad entre los 18 y
24 años16.
De acuerdo a lo mencionado anteriormente, los efectos de la depresión informan y
demuestran el interés de tratar su influencia entre los jóvenes. A pesar de las
investigaciones realizadas en el país, las cuales destacan el incremento de las
problemáticas de salud mental y la necesidad de atenderlas, se evidencian
estorbos y/o dificultades en la entrada y acceso a los servicios de salud mental
que se encuentran disponibles para la población colombiana. Según indican
estadísticas nacionales del Ministerio de Salud, estiman que “sólo el 38.5% de la
población adulta que comprende las edades de 18 a 44 años, solicita atención en
salud mental”17. De acuerdo con la Encuesta Nacional de Salud Mental del 2015,
se encontró que ”el 62.5% de las personas no consultan a profesionales que tratan
la salud mental, y una de las principales razones que se hallaron evidencian que el
47.3% de la población lo considera innecesario, el 23.6% deja de hacerlo por
descuido y el 15.6 % porque no tiene interés”18.
Lo anteriormente mencionado deja en evidencia la necesidad de mejorar la
entrada y acceso de los colombianos, a los servicios de atención en salud.
Además destaca la población jóven como población vulnerable de estos
padecimientos.
Existen diferentes pruebas psicológicas para la identificación de síntomas
depresivos como los son, BDI - II (Inventario de depresión de Beck-II), CET-DE
(Cuestionario estructural tetradimensional para la depresión), entre otros. Este tipo
de pruebas, mediante la formulación de preguntas y su resolución escrita,
permiten determinar sintomatología depresiva en infantes, adolescentes y adultos
jóvenes. También, permiten llevar a cabo una evaluación global y específica de la
18 Ministerio de Salud. Encuesta Nacional de Salud Mental. {En línea} { 3 diciembre de 2020} Disponible en
http://www.odc.gov.co/Portals/1/publicaciones/pdf/consumo/estudios/nacionales/CO031102015-salud_mental_tomoI.pdf.
17 Ministerio de Salud. Encuesta Nacional de Salud Mental. {En línea} { 3 diciembre de 2020} Disponible en
http://www.odc.gov.co/Portals/1/publicaciones/pdf/consumo/estudios/nacionales/CO031102015-salud_mental_tomoI.pdf.
16Ferrel, R., Celis, A., & Hernández, O. (20177). Depresión y factores socio demográficos asociados en estudiantes
universitarios de ciencias de la salud de una universidad pública (Colombia). Psicología desde el caribe, 27, 40-60
15 Stallman, H. M., y Shochet, I. A. N (2009). Prevalence of mental health problems in Australian University health services.
Australian Psychologist, 44(2), 122-127. doi: 10.1080/00050060902733727
14 Stallman, H. M. (2010). Psychological distress in university students: A comparison with general population data.
Australian Psychologist, 45(4), 249-257. doi: 1080/00050067. 2010.482109
13 Stallman, H. M. (2008). Prevalence of psychological distress in university students: implications for service delivery.
Australian Family Physician, 37(8), 673
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depresión, además de un diagnóstico y clasificación del humor represivo,
vaciamiento enérgico, discomunicación y ritmopatía, que se pueda presentar en el
consultante19. Cabe destacar que las universidades que cuentan con
departamento de psicología, poseen la mayoría de estas pruebas.
“La psicología desde un modelo emergente, encargada del estudio de estas
dinámicas humanas se ha visto en la necesidad de complementar e innovar la
atención tradicional, específicamente en la forma en que se realizan los procesos
de evaluación y de intervención, con el objetivo de desarrollar enfoques modernos
e incluyentes con capacidades de participación más amplia en los diagnósticos y
tratamientos de las personas”20. De acuerdo a esta idea, es una necesidad el
desarrollo de mecanismos disruptivos que innoven la manera de cómo dar
atención a los consultantes, que permitan atenderlos de manera eficiente y
oportuna, que permitan a un número mayor de personas ser diagnosticadas, y que
complementen a la hora de apoyar al profesional de la salud.
El plan decenal de salud pública 2012-2021 propuso la salud mental y la
convivencia social como dimensiones prioritarias, la cual tuvo por finalidad la
promoción de factores protectores de la salud mental21. Esta dimensión estuvo
compuesta por la promoción de la salud mental, la convivencia, la prevención, la
atención integral a trastornos mentales y distintas formas de violencia, todo esto
como estrategias para la obtención de los componentes de promoción y
prevención. Se plantearon diversas estrategias como la implementación de
tecnologías de la información y comunicación (TICs), fomento de entornos
protectores de la salud mental, entre otras.
Este proyecto mediante técnicas de inteligencia artificial, desarrolló una forma
disruptiva de identificar síntomas de depresión a través del análisis de la narrativa
oral de los consultantes
3.2 Formulación del problema
Mediante el problema planteado anteriormente, la pregunta de investigación fue la
siguiente:
¿Qué elementos son necesarios para desarrollar un método automático, que
permita identificar síntomas de depresión en adultos jóvenes, a partir del análisis
de la narrativa oral?
21 Ministerio de Salud. Plan Decenal de Salud. {En línea} {3 diciembre de 2020} Disponible en
https://www.minsalud.gov.co/plandecenal/Paginas/home2013.aspx
20 Sadín, B., Valiente, R., García, J., Pineda, D., Espinosa, V., Magaz, A., y Chorot, P. (2019). Protocolo unificado para el
tratamiento de transdiagnóstico de los trastornos emocionales en adolecentes a través de internet (iUP-A): Aplicación web y
protocolo de un ensayo controlado aleatorizado. Revista de psicopatología y Psicología Clínica, 24, 197-215. doi:
10.5911/rppc. 26460





Implementar un método automático, utilizando técnicas de inteligencia artificial
para la identificación de síntomas depresivos en adultos jóvenes de 18 a 24 años.
4.2 OBJETIVOS ESPECÍFICOS
1. Construir una ontología semántica, basada en investigaciones externas
relacionadas con síntomas depresivos, para ser utilizada en la construcción
del método automático.
2. Diseñar el método automático que a partir de la ontología y técnicas de
inteligencia artificial, apoye en la identificación de síntomas depresivos en
narrativa oral.
3. Desarrollar el método automático, a partir de los algoritmos seleccionados
que se ajusten al conjunto de datos, para la identificación de síntomas
depresivos en narrativa oral.
4. Evaluar el rendimiento del método automático a partir de las métricas de
desempeño: Exhaustividad, Precisión, Puntaje F1 y Exactitud, para
seleccionar el mejor algoritmo.
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5. JUSTIFICACIÓN
La Organización Mundial de la Salud indicó en enero del año 2020: “la depresión
afecta a más de 300 millones de personas en el mundo, además de esto, sobre la
depresión indica que es un causante de otras enfermedades no psicológicas,
como lo es la diabetes y problemas cardíacos”22.
Según la OMS el sector que se ha visto más afectado por el trastorno de la
depresión, es el sector compuesto por las personas de entre 14 a 28 años, en
otras palabras: los adolescentes y los jóvenes adultos. Los cambios corporales y
psicológicos que se presentan en estas edades, ocasionan conflictos, con
resultados que afectan a la psique del individuo23. Adicionalmente, los casos de
suicidios derivados de la depresión se encuentran con frecuencia en este sector.
El desarrollo de este trastorno puede pudo influir en esas acciones24. Si se detecta
a tiempo, permite un tratamiento eficaz impulsado por la falta de desarrollo del
trastorno en el individuo.
Una práctica tradicional que sigue en vigencia durante el año 2021, consiste en
citar al consultante a sesiones cortas donde comparte sus experiencias. El análisis
se hace a partir de cómo este narra sus experiencias y la repetición de términos
asociados con la depresión. Este método presenta inconvenientes. El consultante
necesita presentarse en un lugar y tiempo determinado, además, es posible se
cierre al psicólogo y no comparta sus relatos de la forma esperada. Por lo anterior,
se propone una alternativa que al igual que la tradicional, busca realizar un
análisis en la narrativa oral de aquellos relatos, pero en la cual el consultante
pueda hacerlo en el momento y lugar que desee25.
En el proceso de desarrollo del método automático se combinaron diferentes
áreas de conocimiento. Se implementaron técnicas de recolección de datos,
algoritmos de aprendizaje de máquina y técnicas de procesamiento de lenguaje
natural. Lo anterior, debido a que el lenguaje humano es complejo de transmitir a
la máquina, pues la tarea de incorporar el error ortográfico de los humanos es
complejo. Se debe tener en cuenta además, que el método desarrollado no valora
opiniones, sino que apoya a los profesionales del área, en la identificación de
síntomas depresivos.
La técnica de transmitir experiencia del consultante vía voz por medio de relatos,
es una de las más practicadas a nivel global. En esta práctica se debe disponer de
25 Clinica Moreno. La primera sesión con el psicólogo. {En línea}. {En línea}. {17 septiembre de 2020}. Disponible en
https://www.clinicamoreno.com/primera-sesion-psicologo/
24 OMS. Suicidio. {En línea}. 2 septiembre de 2019. {17 septiembre de 2020}. Disponible en
https://www.who.int/es/news-room/fact-sheets/detail/suicide
23 Krauskopof, Dina. El desarrollo psicológico en la adolescencia. {En línea}. 1999. {17 septiembre de 2020}. Disponible en
http://www.scielo.sa.cr/scielo.php?script=sci_arttext&pid=S1409-41851999000200004
22 Geosalud. Enfermedades que coexisten con la Depresión. {En línea}. {13 septiembre de 2020}. Disponible en
https://www.geosalud.com/salud_mental/depresion3.3.htm
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un tiempo en presencial, además del qué tan abierto quiere mostrarse el
consultante. Existen otras herramientas, como encuestas en internet. Estas,
generalmente carecen de acreditación de medios especializados, o sus preguntas
no son específicas; lo que posiblemente permita fuga de información clave del
consultante para detectar si presenta o no síntomas depresivos. Por otra parte, el
costo de una sesión presencial con un psicólogo depende del nivel económico del
consultante o del estar afiliado a un servicio que disminuya el precio de la sesión.
En Colombia según un artículo del 2013, publicado por finanzas personales, indica
que las personas de escasos recursos pueden tomar sesiones gratuitas o que van
hasta los $4.000 la hora. Por otra parte hay sesiones que pueden costar hasta los
$150.000 por hora con doctores en psicología, de entre $80.000-$90.000 con
profesionales sin título extra, o $45.000 con recién egresados26. Por lo tanto, no se
maneja una tarifa estándar antes y durante el año 2021, los precios varían
dependiendo del experto en salud mental o de la entidad que preste el servicio.
El desarrollo de este proyecto formó parte de un proyecto macro de investigación
de la Universidad Católica de Colombia, llamado: “Diseño de un software de apoyo
para la detección de sintomatología emocional en narrativas textuales”. El
proyecto de investigación mencionado anteriormente, se ha venido desarrollando
por la doctora en psicología Eliana Ivette Ortíz Garzón, el docente del programa de
ingeniería de sistemas, computación Juan Carlos Barrero Calixto y otros docentes.
Este proyecto tuvo como finalidad aportar un mecanismo tecnológico a los
profesionales de la salud que tratan el trastorno de la depresión, específicamente
al departamento de psicología de la Universidad Católica de Colombia. Aportando
un medio disruptivo para la identificación de síntomas depresivos a través de un
análisis semántico de los términos y expresiones utilizadas en la narrativa oral de
un consultante. El sector de la población al que este método apunta, son los
jóvenes adultos que comprenden las edades de entre 18 a 25 años.
La identificación de verbos, expresiones y adjetivos relacionados con la depresión,
permiten señalar posibles síntomas de depresión en un consultante. Esta
identificación es posible automatizarla por medio de técnicas de aprendizaje
automático27. Lo anterior abrió la posibilidad de desarrollar una solución
tecnológica que apoye en el análisis preliminar de identificación y clasificación de
síntomas depresivos  a los expertos de la salud.
El proyecto realizado cumple con la protección de datos personales. A los
consultantes se les pide previa autorización para el uso de sus datos. Por lo tanto,
durante el desarrollo de este proyecto se cumplió con la ley de protección de datos
personales; la ley HÁBEAS DATA.
27 Mariñelarena-Dondena, L., Errecalde, M. L., & Solano, A. C. (2017). Extracción de conocimiento con técnicas de minería
de textos aplicadas a la psicología. Revista Argentina de Ciencias del Comportamiento, 9(2), 65-76.
26 SALUD, Finanzas personales. Cuánto cuesta ir al psicólogo. {En línea} 11 de junio de 2013. {29 octubre de 2020}
Disponible en https://www.finanzaspersonales.co/hogar-y-familia/articulo/cuanto-cuesta-ir-psicologo/51908
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Al poder apoyar a la detección temprana de síntomas depresivos, generará una
acción oportuna por parte del profesional de la salud. El proyecto realizado
presenta una propuesta disruptiva y económica al mercado, las personas de bajos
recursos que no puedan permitirse costear una sesión con un especialista de la
salud mental, se verán beneficiadas, permitiendo que más personas puedan estar
conscientes del estado de su salud mental. Esta solución propuesta generará a
futuro que sea cada vez más común el uso de las TIC en cuanto a diagnósticos y
tratamientos de salud se refiere. Por otro lado, otro de los aportes de este proyecto
se dá al sector tecnológico y científico. Aporta un mecanismo tecnológico, fuera de
lo usual y disruptivo, que apoya a los profesionales de la salud mental e inspira el
desarrollo de nuevas herramientas que satisfagan otras áreas de la salud mental.
Por lo anterior, el método automático propuesto en este proyecto, buscaba generar
un impacto a futuro de la siguiente manera: Introducir una alternativa al mercado
generando un impacto positivo a nivel económico. Generar facilidades en la tarea
de saber el estado de la salud mental impactando a la cultura, pues se verá más
común hacer este tipo de consultas. Impactar socialmente de manera positiva al
poder descubrir a tiempo los casos y poder así disminuir la cantidad de casos
graves. Y aportar a futuras investigaciones de herramientas tecnológicas que
involucren a los dos campos conectados en el desarrollo de este proyecto.
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6. MARCOS DE REFERENCIA
6.1 Marco Conceptual
Este marco corresponde a todos los conceptos empleados para el desarrollo del
proyecto.
6.1.1 Algoritmo
Algoritmo en un contexto general, se entiende como la serie lógica secuencial de
pasos o de instrucciones finitas para poder tratar un problema u objetivo
específico28. Dentro del mundo de la programación, un algoritmo posee el mismo
significado, pues con ellos se logra programar procesos y dar respuestas a las
necesidades o decisiones que se solicitan, sin importar el lenguaje de
programación a utilizar, pues estos no están ligados a ninguno, solo cambia la
manera de codificarlo29.
6.1.2 Machine learning
El término machine learning consiste en una ciencia de la informática enfocada en
el área de inteligencia artificial, la cual es útil en crear sistemas que aprendan por
ellos mismos.30. Por tanto es una tecnología la cual permite realizar procesos
automáticos a una serie de operaciones, lo cual es una gran ventaja al momento
de controlar una gran cantidad de información de manera más efectiva. Este
aprendizaje se desarrolla a partir de un algoritmo y dataset, de acuerdo al
algoritmo diseñado y los datos suministrados, el Machine Learning puede llegar a
presentar mejor precisión que otro31. Por lo tanto el uso de algún algoritmo y el
conjunto de datos depende del problema o necesidad a tratar. Sus usos son
variados que van desde el análisis de emociones, lectura de movimiento,
predicciones, identificación de patrones, entre más usos32.
32 IBM. ¿Qué es Machine Learning? {En línea}. {12 septiembre de 2020}. Disponible en
https://www.ibm.com/pe-es/analytics/machine-learning
31 IBM. ¿Qué es Machine Learning? {En línea}. {12 septiembre de 2020}. Disponible en
https://www.ibm.com/pe-es/analytics/machine-learning
30 Marquez. Viviana. Precision, Recall, F1, Accuracy en clasificación. 2020. {En línea}. {18 septiembre de
2020}. Disponible en https://www.iartificial.net/precision-recall-f1-accuracy-en-clasificacion
29 Recuero de los Santos, Paloma. Tipos de aprendizaje en Machine Learning. {En línea}. 16 noviembre de
2017. {23 octubre de 2020}. Disponible en:
https://empresas.blogthinkbig.com/que-algoritmo-elegir-en-ml-aprendizaje/





Machine Learning supervisado consiste en aprender con el histórico de un
conjunto de datos con “etiquetas” previamente colocadas dentro del dataset y
dividirlo en 2, un dataset para el entrenamiento y otro para la prueba del modelo33.
Por lo tanto, el modelo depende de la cantidad y calidad de los datos
suministrados, pues entre más entradas de entrenamiento reciba, tendrá un
aprendizaje más preciso para predecir salidas.
Machine Learning no supervisado
Machine learning no supervisado, como su nombre lo indica, ocurre cuando no se
busca aprender con un histórico, en otras palabras no se dispone con datos
etiquetados previamente en el dataset, por lo que solo se conocen los datos de
entrada, y no el parámetro para su salida. Por lo que posee un carácter
exploratorio, pues se busca aprender de una simplificación de la estructura de
datos a analizar34
Aprendizaje por refuerzo
El aprendizaje por refuerzo se da cuando se recurre a una retroalimentación o
feedback35. Esta retroalimentación es conducida por el usuario, para obtener el
mejor resultado posible, en base a pruebas y errores36. Por lo que por cada
feedback, el sistema mejora cada vez más, pues se corrigen los errores que se
presentaban anteriormente al probar el modelo.
Deep Learning
Se utiliza para tratar de aprender patrones de datos no estructurados, para esto
implementa el uso de redes neuronales para aprender de manera iterativa.
Buscando emular el funcionamiento del cerebro humano para afrontar el objetivo o
problema a tratar37. Por lo que permite trabajar con abstracciones en los datos, y
problemas que no se han definido de manera correcta.
37 Recuero de los Santos, Paloma. Tipos de aprendizaje en Machine Learning. {En línea}. 16 noviembre de 2017. {23
octubre de 2020}. Disponible en: https://empresas.blogthinkbig.com/que-algoritmo-elegir-en-ml-aprendizaje/
36 Recuero de los Santos, Paloma. Tipos de aprendizaje en Machine Learning. {En línea}. 16 noviembre de
2017. {23 octubre de 2020}. Disponible en:
https://empresas.blogthinkbig.com/que-algoritmo-elegir-en-ml-aprendizaje/
35 Recuero de los Santos, Paloma. Tipos de aprendizaje en Machine Learning. {En línea}. 16 noviembre de
2017. {23 octubre de 2020}. Disponible en:
https://empresas.blogthinkbig.com/que-algoritmo-elegir-en-ml-aprendizaje/
34 Recuero de los Santos, Paloma. Tipos de aprendizaje en Machine Learning. {En línea}. 16 noviembre de
2017. {23 octubre de 2020}. Disponible en:
https://empresas.blogthinkbig.com/que-algoritmo-elegir-en-ml-aprendizaje/.
33 Recuero de los Santos, Paloma. Tipos de aprendizaje en Machine Learning. {En línea}. 16 noviembre de




Google Drive es un servicio basado en almacenamiento en la nube ofrecido por la
empresa Google. Este servicio permite utilizar herramientas para visualizar y
modificar en tiempo real documentos y archivos, accesibilidad desde cualquier
lugar del mundo, permite compartir y almacenar archivos y documentos de manera
segura38. El uso de Google Drive en el presente proyecto se da por la seguridad
que este servicio otorga, dado que Google se asegura de encriptar la información
mediante las últimas tecnologías líderes en este campo, como lo son HTTPS y
TLS39. Además, Google Drive fragmenta los datos en distintos servidores y realiza
copias de seguridad para evitar potenciales casos de pérdida de información40.
Finalmente, se destaca su sistema para la detección de amenazas41 y su
seguridad las 24 horas del día42.
Google Colab
Herramienta web disponible en los servicios de Google, y su alojamiento se da en
Google Drive. Google Colab es un servicio en la nube el cual está basado en
Jupyter Notebook, permite el uso gratuito de GPUs y TPUs de Google43. Tiene
librerías las cuales están enfocadas en machine learning y deep learning, todo
esto bajo el lenguaje de programación python. Este servicio está directamente
conectado a Google Drive, y permite el uso de archivos alojados en Drive para su
lectura y uso en un código desarrollado. Por último, posee acceso a un buen
repertorio de API 's que puedan llegar a ser necesarias para el funcionamiento de
un código.
6.1.4 Ontología
Se trata de un modelo de trabajo, que relaciona entidades e interacciones en
algún dominio particular del conocimiento. Esto a partir del conjunto de
conceptualizaciones, que se entienden como las clases, atributos y el tipo de
relaciones que posee cada término. Estas conceptualizaciones son utilizadas para
poder modelar el dominio particular44. Por lo tanto, se puede entender, como lo
44 Gruber. Tom. Ontology (Computer Science). {En línea}. 2007. {23 octubre de 2020}. Disponible en
http://tomgruber.org/writing/ontology-definition-2007.htm
43 Na8. "¿Machine Learning en la Nube? Google Collaboratory con GPU!." 5 febrero de 2019. {En línea}. {23 septiembre de
2020}. Disponible en https://www.aprendemachinelearning.com/machine-learning-en-la-nube-google-colaboratory-con-gpu/
42 Google. Datos y seguridad – Centros de datos. {En línea}. {3 diciembre de 2020}. Disponible en
https://www.google.com/intl/es-419/about/datacenters/data-security/
41 Google. Your Security | Google Safety Center. {En línea}. {3 diciembre de 2020}. Disponible en
https://safety.google/security/.
40 Google. Datos y seguridad – Centros de datos. {En línea}. {3 diciembre de 2020}. Disponible en
https://www.google.com/intl/es-419/about/datacenters/data-security/
39 Google. Your Security | Google Safety Center. {En línea}. {3 diciembre de 2020}. Disponible en
https://safety.google/security/.
38 Amartinez. ¿Qué es Google Drive? ¿Para qué nos sirve? {2 de agosto de 2017} {En línea} {3 diciembre de 2020}
Disponible en http://biblio.webs.fcm.unc.edu.ar/2017/08/02/que-es-google-drive-para-que-nos-sirve/.
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que permite un vocabulario (previamente acordado) para el correcto intercambio
de información.
6.1.5 Protégé
Protégé es un software de código abierto desarrollado por la universidad de
Stanford, el cual permite crear y editar ontologías. La principal fuente de apoyo a
este proyecto, se encuentra por parte de la comunidad académica, gobiernos de
distintos países del mundo, y usuarios corporativos, los cuales lo han
implementado en distintas áreas del conocimiento como la biomedicina, comercio
electrónico, modelado organizacional, entre otras45. Además que incluye un marco
de conocimientos, para aprender sobre su funcionamiento y la construcción de
conceptualizaciones.
6.1.6 Comprensión de lenguaje natural
Se trata de una rama de la Inteligencia Artificial, cuya función principal se
encuentra en comprender el lenguaje natural recibido de entradas de audio y
texto. Para esto emplea algoritmos y ontologías para la reducción de la
complejidad en el lenguaje natural46. Por lo que su principal función, se encuentra
en la comprensión del lenguaje sin necesidad de supervisión, facilitando así bots
para chat de audio o texto, o en el caso de este proyecto, la identificación de
terminología específica en el audio.
6.1.7 Procesamiento de lenguaje natural
El Procesamiento de lenguaje natural se utiliza para la comprensión del lenguaje
natural del usuario, es decir, comprenderlo de tal manera como este habla47. Por
tal motivo, esta comprensión es bastante complicada, pues el humano tiende a ser
ambiguo, variable o poco preciso, caso contrario a las computadoras, pues utilizan
un lenguaje altamente estructurado, estandarizado y preciso48. Por lo que se suele
recurrir a técnicas de inteligencia artificial, para poder realizar esta comprensión, y
un proceso que consiste en volver el audio a texto, pues la lectura de texto, es
necesaria para que el equipo de computo entienda la información suministrada49.
6.1.8 Software de reconocimiento de voz
Es una herramienta que analiza el sonido hablado por la persona e intenta
49 Moreno, Antonio. Procesamiento del lenguaje natural ¿qué es?. {En línea}. {19 octubre de 2020} Disponible en
https://www.iic.uam.es/inteligencia/que-es-procesamiento-del-lenguaje-natural/
48 Moreno, Antonio. Procesamiento del lenguaje natural ¿qué es?. {En línea}. {19 octubre de 2020} Disponible en
https://www.iic.uam.es/inteligencia/que-es-procesamiento-del-lenguaje-natural/
47 Moreno, Antonio. Procesamiento del lenguaje natural ¿qué es?. {En línea}. {19 octubre de 2020} Disponible en
https://www.iic.uam.es/inteligencia/que-es-procesamiento-del-lenguaje-natural/
46 SAS. Qué es el Procesamiento de Lenguaje Natural. {En línea}. {26 septiembre de 2020}. Disponible en
https://www.sas.com/es_ar/insights/analytics/what-is-natural-language-processing-nlp.html
45 Universidad de Stanford. Protégé. {En línea}.  {26 septiembre de 2020}. Disponible en https://protege.stanford.edu/..
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convertirlo a texto, utilizando redes neuronales que funcionan como nuestros
cerebros para reconocer la frecuencia y acento del habla humano.50 Los software
de reconocimiento de voz se usan comúnmente para operar un dispositivo,
ejecutar comandos o escribir sin tener que usar un teclado, mouse o presionar
cualquier botón51. En el mercado existen varias opciones para implementar en
código sin necesidad de desarrollar, un método enfocado en el reconocimiento de
audio, en el caso de python existen API 's como la de google, microsoft o amazon
que ofrecen este servicio.
6.1.9 Trastorno
Con regularidad se refiere a un desequilibrio en el estado mental de una
persona52. El individuo afectado por un trastorno experimenta manifestaciones
variadas, de acuerdo al conjunto de estas manifestaciones se clasifica en un tipo
de trastorno específico53. El desarrollo de un trastorno conlleva a un cambio en el
estado de ánimo y/o comportamiento del individuo, ya sea su alimentación, sus
relaciones sociales, su personalidad, sus pensamientos, entre otros. Un trastorno
puede ser causado por un virus, enfermedad o daño en el sistemas nervioso. Pero
además, el desarrollo de un trastorno puede darse a nivel psicológico, como es el
caso de la depresión54.
- Depresión
La depresión es un trastorno cuya aparición se expresa en tristeza,
melancolía, se podría describir como estar en un estado abatido o
derrumbado,de cierta forma todos los seres humanos son susceptibles a
sentirse de esa forma en algún momento de su vida55. La depresión en un
continuo desarrollo, llega a un estado crónico, empeorando los síntomas
mencionados anteriormente, llevando a periodos más largos de duración de
estos. Su tratamiento se basa en medicamentos, y apoyo psicológico.
6.1.10 Manual Diagnóstico DSM 5
Es un manual de diagnóstico de enfermedades mentales utilizado por
especialistas de trastornos mentales alrededor del mundo. Al ser un manual de
55 NIMH. Depresión: Información Básica. {En línea}. {16 octubre de 2020}. Disponible en
https://www.nimh.nih.gov/health/publications/espanol/depresion-sp/index.shtml.
54 Anónimo. Trastornos y tratamientos psicológicos. {En línea} {23 octubre de 2020} Disponible en
http://www.psicoterapeutas.com/Trastornos.html.
53 OMS. Trastornos mentales. {En línea}. {23 octubre de 2020}. Disponible en
https://www.who.int/topics/mental_disorders/es/
52 Anónimo. Definición de trastorno - Qué es, Significado y Concepto. {En línea} {23 octubre de 2020}. Disponible en
https://definicion.de/trastorno/
51 Universidad Internacional de Venecia. Reconocimiento de voz: 3 formas de explotar su valor. 15 febrero de 2019. {En
línea}. {15 octubre de 2020}. Disponible en:
https://www.universidadviu.com/reconocimiento-de-voz-3-formas-de-explotar-su-valor/.
50 Anónimo. "Reconocimiento de voz: Qué es, cómo funciona y programas”. 19 Mayo de 2020. {En línea}. {27 septiembre de
2020}. Disponible en https://ayudaleyprotecciondatos.es/2020/05/19/reconocimiento-voz/.
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diagnósticos, incluye en unos de sus apartados el trastorno de la depresión y da
bases y preguntas para la detección de esta en personas. Su redacción y
publicación se da por medio de la sociedad Asociación Americana de Psiquiatría56.
Esta fue una de las fuentes a seguir por parte del equipo de psicología que apoyó
el desarrollo de este proyecto. Este manual está dividido en 3 secciones que
abarcan: Primero, pautas para el uso clínico y forense. Segundo, criterios y
códigos diagnósticos de los diferentes trastornos. Tercero, medidas dimensionales
para la evaluación de los síntomas57.
6.1.11 Escala Zung
Es una escala de autoevaluación desarrollada por W.W.Zung, su labor consiste en
evaluar el nivel de depresión de una persona. Su principal ventaja es consistir en
un cuestionario corto de 10 preguntas que permiten evaluar el nivel del trastorno
de depresión, que consiste en marcar la cantidad de tiempo que la persona
experimenta los casos indicados en el cuestionario. Su puntaje consta de 20 a 80
y divide los puntajes de la siguiente manera58:
• 25-49 rango normal
• 50-59 Ligeramente deprimido
• 60-69 Moderadamente deprimido
• 70 o más, Severamente deprimido
6.1.12 Método automático
Como su nombre lo indica es un método que funciona de manera automática.
Pero primero ¿qué es un método?. Según la RAE uno de sus significados
consiste en: “Modo de obrar o proceder, hábito o costumbre que cada uno tiene y
observa.59” Por lo tanto un método consistiría en este caso, como un
procedimiento el cual se usará para el análisis de un audio y la detección de
síntomas de depresión en el individuo que grabó este audio.
6.1.13 Análisis de sentimientos
Es también conocido como minería de opinión60, consiste de una tarea de
clasificación masiva de documentos de manera automática, que se centra en
catalogar los documentos en función de “la connotación positiva o negativa del
60 Bannister. Kristian. Análisis de sentimiento: qué es y para qué se usa. {En línea}. {15 octubre de 2020}. Disponible en
https://www.brandwatch.com/es/blog/analisis-de-sentimiento/.
59 RAE. Método | Definición | Diccionario de la lengua española. {En línea} {25 octubre de 2020}. Disponible en
https://dle.rae.es/m%C3%A9todo.
58 Zung self - Mental Health Ministries. {En linea} {1 abril de 2021} Disponible en:
http://www.mentalhealthministries.net/resources/flyers/zung_scale/zung_scale_sp.pdf
57 Aportaciones y Limitaciones del DSM-5 desde la Psicología Clínica. {En línea} {1 abril de 2021}. Disponible en:
https://scielo.conicyt.cl/scielo.php?script=sci_arttext&pid=S0718-48082014000100007
56 DSM-5 - American Psychiatric Association. {En línea} {1 abril de 2021}. Disponible en:
https://www.psychiatry.org/psychiatrists/practice/dsm
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lenguaje ocupado en el mismo”61. Uno de sus usos más frecuentes, es por parte
de las empresas, que por medio de la interacción de los usuarios en redes
sociales, se realiza una clasificación en estos, arrojando resultados sobre el tipo
de producto que le gusta comprar, que quieren comprar, que apoyan, entre más
datos. Todo a partir de la connotación, que en este caso la connotación será si
presenta el trastorno de la depresión o no.
6.1.14 Ley HÁBEAS DATA
Es una ley de privacidad de información que se debe aplicar a los sistemas y
software que recolecta y utilizan la información del usuario, la cual le permite al
usuario su privacidad, y la capacidad de ver y modificar su información. Todo esto,
para que los participantes sean conscientes de quien esté autorizado a ver su
información, y en que se está empleando esta, para evitar problemas de mal
manejo de su información, o bien, que se utilice en otros fines62. Para leer su
totalidad leer anexo 1:Ley HÁBEAS DATA.
6.2 Marco Teórico
Este marco corresponde a todo lo relacionado con fórmulas, metodologías, y
teorías pertinentes al desarrollo del proyecto.
6.2.1 Machine Learning
“El aprendizaje de máquina es el campo de estudio que da a las computadoras la
habilidad de aprender sin ser programadas explícitamente.” 63
Machine Learning es una disciplina desarrollada en el campo de la Inteligencia
artificial. Consistiendo en la identificación de patrones complejos en millones de
datos suministrados64. La máquina a partir de estos datos suministrados, crea un
algoritmo capaz de predecir su comportamiento futuro en base a estos patrones
complejos identificados. Este proceso es automático, gracias a que este
aprendizaje se da sin ayuda que un humano se encargue de programar este
algoritmo, pero el humano puede intervenir en el conjunto de datos, repeticiones
del aprendizaje, entre otros casos, dependiendo de que se intente resolver y el
conjunto de datos que dispone el algoritmo.
64 Mediummx. MACHINE LEARNING. {27 febrero de 2018} {En línea} Disponible en
https://medium.com/@antidoto.labstudio/machine-learning-a9c606a6012a.
63 Samuel. Artur (1959). {En línea}. {18 de Agosto de 2020}. Disponible en:
https://www.toptal.com/machine-learning/introduccion-a-la-teoria-de-aprendizaje-de-maquina-y-sus-aplicaciones-un-tutorial-v
isual-con-ejemplos
62 Actualicese. 10 puntos que debe conocer sobre la Ley de Habeas Data. {En línea}. 2 mayo de 2019. {30 septiembre de
2020}. Disponible en {https://actualicese.com/10-puntos-que-debe-conocer-sobre-la-ley-de-habeas-data/.
61 INTELLIGENT. Análisis de sentimiento. {En línea}. 19 julio de 2017. {25 octubre de 2020} Disponible en
https://itelligent.es/es/analisis-de-sentimiento/
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Figura  1. Un Modelo de Machine Learning. Fuente https://jarroba.com/que-es-el-machine-learning/
En la figura 1, se puede observar un modelo de machine learning simple, que se
tuvo en cuenta para la construcción del modelo de clasificación. Por lo que se
necesitó un algoritmo de aprendizaje y la hipótesis para obtener la salida deseada.
6.2.2 Análisis de sentimientos
Su importancia radica en que da un énfasis en los estudios subjetivos, o bien,
expresiones lingüísticas particulares del contexto65. Permite conocer el significado
detrás del uso de palabras y expresiones empleadas por la persona, identificando
así su posible estado de ánimo, su personalidad, o bien, la situación que esta
persona está experimentando al momento de escribir un texto. Su uso es
importante por la razón anteriormente mencionada, pues lo que se pretende con
este proyecto es la identificación de sintomatología depresiva en un audio
transformado a texto.
6.2.3 Ontología en sistemas
Se entiende como la aplicación del término ontología nacido en la filosofía,
entendida como una taxonomía de los conceptos66. Por lo que en el mundo de la
informática, la ontología consiste en una definición formal de tipos, propiedades y
relaciones entre entidades pertenecientes a un dominio particular, encargado de
limitar la complejidad y organizar la información del sistema67. Por lo que su uso
facilita el desarrollo del software, y las tareas de identificación de terminología, y
su organización.
67 "Ajorgeh. ¿Qué es la ontología en informática?. {En línea}. 20 abril de 2016. {27 de octubre de 2020}
https://basicinfoweb.wordpress.com/2016/04/20/que-es-la-ontologia-en-informatica
66 Ajorgeh. ¿Qué es la ontología en informática?. {En línea}. 20 abril de 2016. {27 de octubre de 2020}
https://basicinfoweb.wordpress.com/2016/04/20/que-es-la-ontologia-en-informatica/
65 Bannister, Kristian. Análisis de sentimiento: qué es y para qué se usa. {En línea}. 10 febrero de 2015. {28 octubre de
2020} Disponible en https://www.brandwatch.com/es/blog/analisis-de-sentimiento/.
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- Ontología de dominio
Una ontología de dominio representa conceptos que forman parte de la
misma área. El significado particular de un término aplicado a ese dominio
son proporcionados por el dominio del área a tratar68. Es decir, los términos
se asocian con su correspondiente significado dentro del área que se está
tratando, esto gracias a la polisemantica, por lo que la utilización de
terminología errónea es nula. Por ejemplo, la palabra “banco” tiene distintos
significados, si se pone en el área de sillas, se entiende como una especie
de silla para múltiples personas, mientras que en economía se entiende
como una entidad financiera, o bien el lugar donde desarrollar las
transacciones bancarias.
6.2.4 ONTOLOGY DEVELOPMENT 101
Es una guía de desarrollo de ontologías publicado por la universidad de Stanford,
es ampliamente utilizada alrededor del mundo69. Consiste en los siguientes pasos:
.1.Determinar dominio y ámbito
2.Determinar la intención de uso
3.Reutilizar ontologías o vocabularios existentes
4.Enumerar los términos importantes del dominio.
5.Definir jerarquía de clases.
6.Crear las instancias.
7.Validar con Juicio de experto sobre el tema a tratar
Natasha Noy en la Universidad de Stanford70, explicó mediante una conferencia
para construir ontologías siguiendo la metodología Ontology development 101,
tres caminos para desarrollar una ontología. Los tres caminos se explican a
continuación:
● Top-down (De lo general a lo particular)
Esta manera de hacer el desarrollo de la ontología propone iniciar con
conceptos generales, y avanzar hacia conceptos particulares. Por ejemplo,
si se inicia con el concepto general de depresión grave, es posible llegar al
concepto particular de odio.
● Bottom-up (De lo particular a lo general)
70 "Ontology Development 101 - protégé - Stanford University."
https://protege.stanford.edu/conference/2004/slides/Ontology101_tutorial.pdf. Fecha de acceso 30 abr.. 2021.
69 Stanford University. Ontology Development 101. {En línea} {3 diciembre de 2020} Disponible en
https://protege.stanford.edu/publications/ontology_development/ontology101.pdf.




Este camino para realizar el desarrollo de la ontología propone iniciar con
conceptos particulares y avanzar a los conceptos generales. Por ejemplo, si
se inicia con el concepto particular de Muerte, se puede llegar al concepto
general de depresión grave.
● Combination (Combinación)
Utilizando este camino para desarrollar una ontología, es válido proceder a
combinar las dos anteriores, de lo particular a lo general, o de lo general a
lo particular
6.2.5 Matriz de confusión o error
“Confusión o error Matrix es una tabla que describe el rendimiento de un modelo
supervisado de Machine Learning en los datos de prueba, donde se desconocen
los verdaderos valores. Se llama “matriz de confusión” porque hace que sea fácil
detectar dónde el sistema está confundiendo dos clases”71.
1. True Positives (TP): cuando la clase real del punto de datos era 1
(Verdadero) y la predicha es también 1 (Verdadero)
2. Verdaderos Negativos (TN): cuando la clase real del punto de datos fue 0
(Falso) y el pronosticado también es 0 (Falso).
3. False Positives (FP): cuando la clase real del punto de datos era 0 (False)
y el pronosticado es 1 (True).
4. False Negatives (FN): Cuando la clase real del punto de datos era 1
(Verdadero) y el valor predicho es 0 (Falso).
6.2.6 Métrica: Precisión
Este validador busca responder la siguiente pregunta: ¿Qué proporción de
identificaciones positivas fue correcta?72. Se refiere a la dispersión del conjunto de
valores obtenidos a partir de mediciones repetidas de una magnitud. Cuanto
menor es la dispersión mayor la precisión. Se representa por la proporción entre el
número de predicciones correctas (tanto positivas como negativas) y el total de
predicciones. Siguiendo la siguiente fórmula:
72 Google Developers. Clasificación: Precisión y exhaustividad.{En línea}. 10 febrero de 2020. {26 octubre de
2020} Disponible en
https://developers.google.com/machine-learning/crash-course/classification/precision-and-recall?hl=es-419
71 Anónimo. Machine Learning: Seleccion Metricas de clasificacion {En linea} {27 octubre de 2020} Disponible
en https://sitiobigdata.com/2019/01/19/machine-learning-metrica-clasificacion-parte-3/.
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Donde el mejor caso da como resultado 1, por lo tanto, todas las predicciones
positivas, fueron reales. Mientras que el peor caso es 0, donde todas las
predicciones positivas, fueron falsas73.
6.2.7 Métrica: Exhaustividad
Este validador busca responder la siguiente pregunta: ¿Qué proporción de
positivos reales se identificó correctamente?74. Por lo que se entendería como el
ratio de positivos que arroja el programa, y que sean reales. Es decir, es el ratio
entre los verdaderos positivos y la suma de los verdaderos positivos y los falsos
negativos, o dicho con otras palabras: el ratio entre los verdaderos positivos (los
que se han detectado) y los positivos reales (los hayamos detectado o no)75.
Por lo que seguiría la siguiente fórmula:
Si el valor resultante es 1, sería el caso ideal, pues todos los positivos reales son
detectados como positivos. Mientras que si el resultante es 0, sería el peor caso,
pues todos los positivos reales fueron detectados como negativos.
6.2.8 Métrica: Puntaje F1
F1 es una medida general de la precisión de un modelo que combina Precisión y
Exhaustividad. Por lo que se analizan tanto los falsos positivos como los falsos
negativos76. Un puntaje F1 se considera perfecto cuando es 1, mientras que el
modelo es un fracaso total cuando es 0, pu.
Se utiliza para combinar las medidas de precisión y recall en un sólo valor. Esto es
práctico porque hace más fácil el poder comparar el rendimiento combinado de la
precisión y la exhaustividad entre varias soluciones77. F1 se calcula haciendo la
media armónica entre la precisión y la exhaustividad:
77Martinez Heras, Jose. Precision, Recall, F1, Accuracy en clasificación. {En línea}. 9 octubre de  2020. {26 de octubre de
2020}. Disponible en https://www.iartificial.net/precision-recall-f1-accuracy-en-clasificacion/
76Martinez Heras, Jose. Precision, Recall, F1, Accuracy en clasificación. {En línea}. 9 octubre de  2020. {26 de octubre de
2020}. Disponible en https://www.iartificial.net/precision-recall-f1-accuracy-en-clasificacion/
75Anónimo. Exhaustividad. {En línea}. {26 octubre de 2020}. Disponible en
https://www.interactivechaos.com/manual/tutorial-de-machine-learning/exhaustividad
74 Google Developers. Clasificación: Precisión y exhaustividad.{En línea}. 10 febrero de 2020. {26 octubre de
2020} Disponible en
https://developers.google.com/machine-learning/crash-course/classification/precision-and-recall?hl=es-419
73 Anónimo. Precisión. {En línea}. {26 octubre de 2020}. Disponible en
https://www.interactivechaos.com/manual/tutorial-de-machine-learning/precision
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Si bien, mide tanto Precisión como Exhaustividad, se puede llegar a dar prioridad
a algunas de estas 2 métricas para casos concretos78.
6.2.9 Métrica: Exactitud
La exactitud es una métrica para evaluar modelos de clasificación. Informalmente,
la exactitud es la fracción de predicciones que el modelo realizó correctamente. En
otras palabras, es el ratio entre las predicciones correctas (suma de verdaderos
positivos y verdaderos negativos) y las predicciones totales79. Siguiendo la
siguiente fórmula:
Donde si el resultado es 1, todas las predicciones fueron clasificadas de manera
correcta. Mientras que si el resultado es 0, todas las predicciones fueron erradas,
por lo que el modelo no funciona en ningún caso, o su probabilidad de éxito es
baja.
6.2.9 Algoritmo Naive Bayes
Es una clase especial de algoritmos de clasificación de Machine Learning, se
encuentra basado en el teorema de Bayes, técnica usada en estadística y
probabilidad. Donde cada variable predictora es independiente, por lo que no
depende de las características del modelo de datos80. Obteniendo el siguiente
modelo:
80Roman Victor. Algoritmos Naive Bayes: Fundamentos e Implementación. {En línea} {25 abril de 2019} {3 diciembre de
2020} Disponible en https://medium.com/datos-y-ciencia/algoritmos-naive-bayes-fudamentos-e-implementaci%C3%B3n-
79Anónimo. Exactitud. {En línea}. {26 octubre de 2020}. Disponible en
https://www.interactivechaos.com/manual/tutorial-de-machine-learning/exactitud
78Martinez Heras, Jose. Precision, Recall, F1, Accuracy en clasificación. {En línea}. 9 octubre de  2020. {26 de octubre de
2020}. Disponible en https://www.iartificial.net/precision-recall-f1-accuracy-en-clasificacion/
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Los pasos a seguir son los siguientes:
1. Convertir el conjunto de datos en una tabla de frecuencias.
2. Crear una tabla de probabilidad calculando las correspondientes a que
ocurran los diversos eventos.
3. La ecuación Naive Bayes se usa para calcular la probabilidad posterior de
cada clase.
4. La clase con la probabilidad posterior más alta es el resultado de la
predicción.
Su utilidad se encuentra por poder trabajar con un número alto de características,
su buen comportamiento frente características irrelevantes, su simplicidad al
manejar parámetros y su eficiencia en el proceso de entrenamiento y predicción81.
6.2.10 Máquinas de soporte vectorial
Las maquinas de soporte vectorial o SVMs (Por sus siglas en inglés, Vector
Support Machines). Son un algoritmo planteado originalmente para clasificación de
valores binarios, pero que por su eficiencia se han trasladado a otros usos como
clasificador multinomial o regresión82. Un ejemplo de su implementación se puede
ver en el diagrama 1.
Diagrama 1. Máquinas de soporte vectorial, ejemplo. Fuente: Support-vector machine - Wikipedia
82Anónimo. Máquinas de Vector Soporte. {En línea}
{https://www.cienciadedatos.net/documentos/34_maquinas_de_vector_soporte_support_vector_machines




En el diagrama anterior, se puede observar los puntos negros que son un valor
binario, y los blancos que son otro valor binario. Por tanto lo que busca este
algoritmo es encontrar cuales pertenecen a su correspondiente valor, por medio de
hallar las coincidencias que permite la distinción de cada grupo. Por tanto busca
hallar la recta o plano que distingue las clases a clasificar83.
Dentro de la parte matemática de este algoritmo, cabe destacar que utiliza un
kernel Gaussiano, para la creación de la frontera que permite la distinción entre los
datos a clasificar. Formando cuando esta frontera es empleada una agrupación
entre los distintos tipos de datos.
Originalmente las máquinas de soporte vectorial se hicieron en base al concepto
de hiperplano que permite una distinción sencilla entre los datos a analizar, pero
que a la hora de la práctica son raros los casos donde se puede utilizar este tipo
de clasificador, pues requiere de una separación completa de los datos, por ende
en la vida real no se puede llevar a cabo de esta manera, por lo que se utilizó fue
Support Vector Classifier o Soft Margin SVM, el cual permite una mejor
clasificación en datos no fácilmente separables, siendo la máquinas de soporte
vectorial una implementación de esta, pero utilizando más dimensiones84.
6.2.11 Google Collaboratory
Es una herramienta web ofrecida por Google en los servicios de Google Drive, su
importancia radica en ser una plataforma en la nube, con la cual se puede
programar en el lenguaje de programación de Python85, lenguaje conocido por ser
útil a la hora de trabajar con lenguaje e inteligencia artificial. Tiene acceso a
librerías las cuales están enfocadas en machine learning y deep learning, y para el
correcto entrenamiento, Google permite el uso de GPU y TPU de gama
alta86(Ahorrandonos costes en hardware dedicado), para resultados rápidos y
precisos. Este servicio está directamente conectado a Google Drive, y permite el
uso de archivos alojados en Drive para su lectura y uso en un código desarrollado.
Por último, posee acceso a un buen repertorio de API 's que puedan llegar a ser
necesarias para el funcionamiento de un código.
Un cuaderno es como se le llama a un nuevo archivo generado en Google Colab.
Cada cuaderno tiene una extensión .ipynb. Y presenta la siguiente interfaz:
86 Google. "¿Qué es Colaboratory? {En línea} {3 diciembre de 2020} Disponible en
https://colab.sandbox.google.com/notebooks/welcome.ipynb?hl=es-EC
85 Na8. "¿Machine Learning en la Nube? Google Collaboratory con GPU!." 5 febrero de 2019. {En línea}. {23 septiembre de
2020}. Disponible en https://www.aprendemachinelearning.com/machine-learning-en-la-nube-google-colaboratory-con-gpu/
84 Anónimo. LAS MÁQUINAS DE SOPORTE VECTORIAL (SVMs). { En línea} {31 ene. 2005} {27 marzo de 2021} Disponible
en: https://www.redalyc.org/pdf/849/84911698014.pdf. Se consultó el 1 may. 2021.
83Anónimo. ¿Qué es una máquina de vectores de soporte?. {En línea} {27 marzo 2021}. Disponible en:
https://conceptosclaros.com/que-es-maquina-vectores-soporte/..
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Figura 2. Interfaz cuaderno Google Colab. Fuente autor
En la figura 2, se puede apreciar como es un cuaderno en Google Colab, sigue el
esquema de cuadernos similares para programar en python. Uno de sus puntos
fuertes es poder programar secciones de código y solo testear esa sección de
código.
6.2.12 Monkeylearn
Monkeylearn es un servicio en línea enfocado en el análisis de datos para flujos
de trabajo87, permite el análisis de texto mediante distintos tipos de algoritmos
entre los cuales se encuentran el algoritmo de Naive Bayes y las máquinas de
soporte vectorial. Su principal ventaja es poder recurrir a este por medio de una
API que se puede integrar con facilidad a distintos proyectos. Este servicio de
análisis de textos, también permite poder evaluar el desempeño de los algoritmos
con respecto al dataset utilizado para su entrenamiento y prueba, bajo las
métricas, Recall y Precisión para cada etiqueta por separado y Accuracy y F1
Score para todo el modelo. Esto gracias a su servicio web, para una mejor
visualización88. Y permite adicionalmente, poder ser utilizado para pruebas de
manera gratuita, si se desea se puede contratar el servicio para análisis y
entrenamiento de más datasets y uso en proyectos.
6.2.14 Protégé
Protégé es una plataforma gratuita de código abierto que proporciona a una
comunidad de usuarios en crecimiento un conjunto de herramientas para construir
modelos de dominio y aplicaciones basadas en el conocimiento con ontologías.
Para su instalación se tienen dos opciones disponibles, vía web y a través de un
programa ejecutable de Windows, las funcionalidades adquiridas por cualquiera de
las dos opciones son casi idénticas con la diferencia de que el entorno web está
más orientado a realizar ontologías en grupo, soportando un control de cambios y
un historial en múltiples usuarios que pueden colaborar para realizar la ontología,
cabe aclarar que las versiones son compatibles entre sí.
88Anónimo. MonkeyLearn - Crunchbase Company Profile & Funding. {En línea} {27 marzo de 2021}. Disponible en:
https://www.crunchbase.com/organization/monkeylearn.
87Anónimo. MonkeyLearn - Crunchbase Company Profile & Funding. {En línea} {27 marzo de 2021}. Disponible en:
https://www.crunchbase.com/organization/monkeylearn.
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Figura 3. Interfaz de Protégé. Fuente Autor
En la figura 3, se puede apreciar la interfaz y algunas de sus funciones. Entre las
funciones más importantes, se encuentra el apartado de Classes, en donde se
sitúan los conceptos que definen una ontología. En la siguiente figura se aprecia la
vista Classes, donde se pueden observar las opciones de agregar subclase,
equivalencias, miembros, instancias, entre otros. Del Dashboard de Protégé.
Figura 4. Vista Classes en protégé. Fuente Autor
Como se puede observar en la figura 4, protégé brinda opciones para definir las
clases y subclases se puede llegar a realizar la estructura de una ontología sobre
un tema específico.
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7. ESTADO DEL ARTE
Se exploraron los siguientes estudios, investigaciones, proyectos, artículos y
boletines relacionados a la naturaleza del proyecto, a través de las bases de
datos Scopus y Sciencedirect que están disponibles para los estudiantes de la
Universidad Católica de Colombia. Algunas de las palabras que se utilizaron y que
conforman las ecuaciones de búsqueda en estas bases de datos, son las
siguientes: "Depression and machine learning", "Depression voice analysis",
"Reportes de salud mental Colombia", “Predicting depression with machine
learning”. Estas palabras usadas con el fin de así identificar variedad de
publicaciones respecto a los avances más importantes en la detección de
síntomas depresivos desde el área de la salud mental a través de la ingeniería de
sistemas y computación en el análisis de audio para la aplicabilidad a este
proyecto.
7.1 Boletín de salud mental depresión subdirección de enfermedades no
transmisibles89
Este documento del ministerio de Salud de Colombia, realizado en Marzo de 2017,
es un boletín informativo, en donde se presenta toda la información de salud
mental, en especial la depresión presente en la población Colombiana.Este boletín
se centra en la depresión de América Latina y del Caribe, donde también explica
conceptos del grupo de enfermedades y consecuencias que acoge la depresión,
entre esos la morbilidad, mortalidad y discapacidades. También se menciona la
Organización Mundial de la Salud, en donde da a conocer el reporte oficial sobre
la depresión. Afirma la OMS que el trastorno de la depresión es una de las
enfermedades mentales con mayor frecuencia en todo el mundo.
En este boletín se evidencia también que el sistema integral de información de la
protección social (SISPRO) reporta las atenciones e identificaciones de casos de
depresión en Colombia, que han ido en incremento desde el año 2009 hasta el
2015.
La relación que presenta este boletín de Salud Mental con este proyecto, es que
sirve como una primera guía para conocer el área de trabajo en el cual se
cimentará este proyecto. En este boletín se presenta información general del
trastorno de la depresión y está centrado en Colombia. Esto permite conocer a
qué población irá dirigido este proyecto y saber si este tema es de importancia
para todas las entidades de salud mental públicas de Colombia, de América Latina
y el Caribe.
89 Ministerio de salud, del gobierno de Colombia.Boletín de salud mental Depresión Subdirección de




7.2 Self-compassion and symptoms of stress, anxiety, and depression
(“Autocompasión y síntomas de estrés, ansiedad y depresión”)90
Esta investigación que trata sobre autocompasión y síntomas de estrés, ansiedad
y depresión, fue una investigación acompañada de un documento publicado por
las universidades: Universidade Federal do Rio Grande do Sul, Porto Alegre,
Brasil y la Universidad Federal de Minas Gerais, Belo Horizonte, Brasil. Se analizó
y se buscó una relación entre el significado de comentarios realizados por
diferentes tipos de personas y su relación respecto a síntomas depresivos. Estos
estudios fueron realizados tanto en hombres como en mujeres en diferentes
rangos de edad. La relación más directa respecto a sintomatología depresiva, fue
la que presenta la población que asiste a psicoterapia. Este documento evidencia
una serie de conocimientos prácticos y teóricos obtenidos durante la investigación,
los cuales se modelaron en diferentes sistemas de gestión de datos. Fueron
utilizados para llevar a cabo una serie de estudios y construir nuevas hipótesis, por
ejemplo, la afectación de las terapias psicológicas con la salud mental de las
personas.
La relación que presenta esta investigación con este proyecto, es que evidencia
cómo diferentes investigaciones en el área de identificación de sintomatología
depresiva, son realizadas actualmente. Además de ello nos brinda una serie de
pautas y rutas de investigación para seguir trabajando el desarrollo de este
proyecto.
7.3 Machine Learning for depression screening in online communities
("Aprendizaje automático para detección de depresión en comunidades en
línea")91
Este artículo presenta un enfoque computacional para la clasificación y detección
de consultantes que posiblemente padecen del trastorno de la depresión o que
muestran síntomas. Este artículo se basa en la documentación de un estudio de
evaluación cruzada en donde con conjuntos de datos públicos relacionados en
una misma red social, permite la detección y tratamiento interpretativo de los
datos. El entorno de trabajo y de desarrollo de este estudio fue una red social
dado que son una fuente potencial de información para extender el llamado a
saber las opiniones de las personas, de una manera digital.
91 Trifan, A., Antunes, R., Oliveira, J.L. Machine Learning for Depression Screening in Online Communities.{En
línea}.19 julio de 2020. {22 octubre de 2020}. Disponible en
https://www.scopus.com/inward/record.uri?eid=2-s2.0-85089220717&doi=10.1007%2f978-3-030-54568-
0_11&partnerID=40&md5=569dac3b57e34b36b713527f429bddd2.
90 Souza, L.K., Policarpo, D., Hutz, C.S. Self-compassion and Symptoms of Stress, Anxiety, and Depression.




La finalidad de este estudio fue que con los resultados presentados sea posible
recolectar datos en redes sociales para detectar posibles enfermedades de salud
mental. Este artículo científico apoya a nuestro anteproyecto demostrando cómo el
aprendizaje automático aplicado a grandes cantidades de datos, permite detectar
sintomatología depresiva o algún otro padecimiento similar. Además, este artículo
fue de gran ayuda brindando conceptos y relaciones entre técnicas de inteligencia
artificial y síntomas depresivos.
7.4 Moodable: On feasibility of instantaneous depression assessment using
machine learning on voice samples with retrospectively harvested
smartphone and social media data ("moodable: Sobre la viabilidad de la
evaluación instantánea de la depresión mediante el aprendizaje automático
en muestras de voz con datos recopilados retrospectivamente de teléfonos
inteligentes y redes sociales")92
Este artículo habla sobre la evaluación instantánea de la depresión mediante
aprendizaje automático en muestras de voz. Estas muestras fueron tomadas de
forma retrospectiva en teléfonos inteligentes y redes sociales. Se encuestaron
inicialmente a 202 voluntarios dispuestos a compartir muestras de voz y varios
tipos de datos de sus teléfonos inteligentes y redes sociales. En una segunda
etapa se encuestaron a 335 voluntarios, los cuales respondieron a 9 preguntas
relacionadas con depresión del cuestionario de salud del consultante (PHQ-9).
La finalidad de este estudio era desarrollar una aplicación, la cual utilizó
aprendizaje automático para construir modelos de clasificación y clasificar la
depresión o ideas suicidas de los usuarios muestreados. Este artículo científico
apoya en gran manera a nuestro proyecto, brindando un enfoque procedimental y
metodológico al momento de capturar y analizar audio, buscando encontrar
síntomas depresivos. Además de esto, el cómo aplicar técnicas de aprendizaje
automático para analizar la narrativa oral de una persona.
7.5 Analysis of gender and identity issues in depression detection on
de-identified speech ("Análisis de cuestiones de género e identidad en la
detección de depresión en habla no identificada")93
Esta investigación habla sobre el análisis y la monitorización automática del
estado emocional a partir del habla, que en futuras aplicaciones podría ser de gran
ayuda para la monitorización de algunos trastornos mentales comunes, como la
93 PaulaLopez-Otero, Laura Docio-Fernandez. Analysis of gender and identity issues in depression detection on
de-identified speech. {En línea}. {24 octubre de 2020} Disponible en:
http://www.sciencedirect.com/science/article/pii/S0885230820300516
92 Ada Dogrucu, Alex Perucic, Anabella Isaro, Damon Ball, Elke A. Rundensteiner, Emmanuel Agu, Rachel, Davis-Martin,
Edwin Boudreaux. Moodable: On feasibility of instantaneous depression assessment using machine learning on voice
samples with retrospectively harvested smartphone and social media data. {En línea}. Julio de 2020. {24 octubre de 2020}.
Disponible en: http://www.sciencedirect.com/science/article/pii/S2352648319300273
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depresión. Habla acerca del problema de la privacidad en este tipo de
investigaciones, ya que la voz se enviaba por teléfono o Internet, y se almacenaba
o procesaba en servidores remotos.
Este artículo realiza un análisis extenso de la detección de depresión en el habla
no identificada utilizando diferentes enfoques de desidentificación basados  en la
conversión de voz. Viéndose a lo largo de este, el objetivo que tenía de analizar
diferentes aspectos del enfoque de desidentificación del hablante en un escenario
de detección de depresión.
Esta investigación apoya a nuestro proyecto, brindando un enfoque metodológico
y sistemático al momento de capturar y analizar audio, buscando encontrar
síntomas depresivos. Además de esto, el cómo aplicar técnicas de aprendizaje
automático, entrenamiento de modelos de machine learning y la importancia de la
protección de datos.
7.6 Depression and disclosure behavior via social media: A study of
university students in China ("Comportamiento de depresión y divulgación a
través de las redes sociales")94
Este artículo evidencia cómo el estrés severo y la depresión constituyen serios
desafíos para la salud; tanto personal como salud pública. Además, expone a las
redes sociales como una tendencia que ha prevalecido entre los estudiantes,
adultos jóvenes y demás, en distintos lugares del mundo. Indicando que las redes
sociales se convierten en plataformas para divulgar información personal que
puede ser entendida como referencias y datos que muestran una nueva cara de la
depresión.
El análisis de la depresión vía las redes sociales enseña las intenciones de
divulgación de presencia de esta enfermedad en las personas, además, es posible
utilizar estas plataformas como fuente de datos y así prevenir, detectar e identificar
la depresión analizando perfiles de redes sociales. Este artículo aporta al presente
documento una fuente de datos y cifras sobre depresión. Además aporta un
enfoque metodológico en el análisis de datos de usuarios reales, buscando
encontrar características o palabras que indiquen posible depresión.
94 Maria Li Zou, Mandy Xiaoyang Li, Vincent Cho. Depression and disclosure behavior via social media: A study of university
students in China. {En línea}. Febrero de 2020. {25 octubre de 2020}:
http://www.sciencedirect.com/science/article/pii/S2405844020302139
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7.7 Predicting Anxiety, Depression and Stress in Modern Life using Machine
Learning Algorithms ("Predecir la ansiedad, la depresión y el estrés en la
vida moderna mediante algoritmos de aprendizaje automático")95
En este artículo se habla acerca de cómo utilizar ciertos algoritmos de machine
learning para predecir depresión, ansiedad y estrés. Para aplicar los algoritmos,
fue necesario recopilar datos de personas empleadas y desempleadas de
diferentes culturas y comunidades a través del cuestionario Escala de depresión,
ansiedad y estrés (DASS 21). Se predijo que la ansiedad, la depresión y el estrés
ocurrían en cinco niveles de gravedad mediante cinco algoritmos de aprendizaje
automático diferentes; debido a que son altamente precisos, son particularmente
adecuados para predecir problemas psicológicos. Después de aplicar los
diferentes métodos, se encontró que las clases estaban desequilibradas en la
matriz de confusión. Por lo tanto, se agregó la medida de puntaje f1.
Este artículo apoya al presente proyecto brindándole opciones de algoritmos de
aprendizaje automático para clasificar síntomas depresivos. Del artículo se pueden
rescatar además las métricas de desempeño Matriz de confusión y puntaje f1, su
aplicación y análisis.
7.8 Using Language Processing and Speech Analysis for the Identification of
Psychosis and Other Disorders ("Uso del procesamiento del lenguaje y el
análisis del habla para la identificación de psicosis y otros trastornos")96
Este artículo evidencia la aplicación de la PNL a la esquizofrenia y sus estados de
riesgo como un ejemplo de su uso, operacionalizando el discurso tangencial y
concreto como reducciones en la coherencia semántica y la complejidad
sintáctica, respectivamente. Además de lo anterior, se revisaron otras aplicaciones
clínicas, incluida la previsión del riesgo de suicidio y la detección de intoxicación.
Finalmente el artículo termina concluyendo que la neurociencia clínica puede
informar el desarrollo de la inteligencia artificial.
96 Cheryl Mary Corcoran, Guillermo A. Cecchi, Using Language Processing and Speech Analysis for the
Identification of Psychosis and Other Disorders {En línea} . 2020. {26 octubre en 2020} . Disponible en
http://www.sciencedirect.com/science/article/pii/S2451902220301543
95 Anu Priya, Shruti Garg, Neha Prerna Tigga. Predicting Anxiety, Depression and Stress in Modern Life using
Machine Learning Algorithms. {En línea}. 2020. {26 octubre de 2020}. Disponible en
http://www.sciencedirect.com/science/article/pii/S1877050920309091
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El artículo brinda un gran apoyo al presente proyecto en la aplicación de PLN
para identificar una enfermedad mental. Además, brinda un apoyo procedimental
para ejecutar de manera exitosa el PLN a la semántica de un consultante.
7.9 Identifying depression in the National Health and Nutrition Examination
Survey data using a deep learning algorithm ("Identificación de la depresión
en los datos de la Encuesta Nacional de Examen de Salud y Nutrición
mediante un algoritmo de aprendizaje profundo")97
Este artículo indica que la depresión es la principal causa de discapacidad en todo
el mundo, que se han realizado encuestas a gran escala para establecer la
incidencia y los factores de riesgo de la depresión. Indica además, que la
estimación precisa de los factores epidemiológicos que conducen a la depresión
sigue siendo un desafío. Finalmente establecen que es posible aplicar algoritmos
de aprendizaje profundo para evaluar los factores que conducen a la prevalencia y
las manifestaciones clínicas de la depresión.
En la investigación de este artículo se evaluaron clasificadores personalizados de
redes neuronales profundas y aprendizaje automático utilizando datos de
encuestas de 19,725 participantes de la base de datos NHANES (de 1999 a 2014)
y 4949 de la base de datos NHANES de Corea del Sur (K-NHANES) en 2014.
Este artículo aporta al presente documento una fuente de datos y cifras sobre
depresión. Además aporta un enfoque metodológico en el análisis de datos de
usuarios reales, buscando encontrar características o palabras que indiquen
posible depresión en bases de datos. Y por otra parte, brinda un enfoque aplicado
de aprendizaje profundo, redes neuronales y aprendizaje automático para el
desarrollo del presente proyecto.
7.10 Screening of anxiety and depression among the seafarers using
machine learning technology ("Detección de la ansiedad y la depresión entre
la gente de mar utilizando tecnología de aprendizaje automático")98
98 Arkaprabha Sau, Ishita Bhakta. Screening of anxiety and depression among the seafarers using machine
learning technology. {En línea} 2019. {29 octubre de 2020} Disponible en
http://www.sciencedirect.com/science/article/pii/S235291481830193X
97 Jihoon Oh, Kyongsik Yun, Uri Maoz, Tae-Suk Kim, Jeong-Ho Chae. Identifying depression in the National
Health and Nutrition Examination Survey data using a deep learning algorithm, Journal of Affective Disorders.
{En línea}. Octubre 2019. { 28 octubre de 2020}. Disponible en
http://www.sciencedirect.com/science/article/pii/S0165032719304410 .
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Este artículo habla sobre la utilización de aprendizaje automático para detectar a
tiempo sintomatología depresiva en la población de los marines. Esta población es
vulnerable a sufrir diversos trastornos de salud mental, más comúnmente
ansiedad y depresión. Por lo tanto indican que la detección periódica de ansiedad
y depresión es necesaria para la salud y el bienestar. La tecnología de aprendizaje
automático puede utilizarse como un procedimiento de selección rápido y
automatizado para identificar a la gente de mayor en riesgo para su derivación
temprana a asesoramiento y tratamiento psicológicos.
Su objetivo principal era comparar el rendimiento de diferentes algoritmos de
aprendizaje automático para el cribado de ansiedad y depresión entre la gente de
mar. Y por ende, brinda un apoyo en la manera de aplicar aprendizaje automático
para la detección de síntomas depresivos en una población específica.
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8. ALCANCES Y LIMITACIONES
8.1 Alcances
El presente proyecto se desarrolló en Colombia, para el departamento de
psicología de la Universidad Católica de Colombia, cuya sede se ubica en Bogotá
D.C. La población a analizar fueron los jóvenes adultos que comprenden en las
edades de 18 a 24 años. Este método se le entregó a los profesionales del
departamento de psicología de la Universidad Católica de Colombia. El método se
encarga de analizar un audio capturado con anterioridad de un consultante, para
apoyar al profesional de la salud en la identificación o detección de términos y
expresiones relacionadas con sintomatología del trastorno de la depresión. Cabe
aclarar que el método no se encarga del tratamiento de la depresión, sino
únicamente sobre la detección de síntomas del trastorno de la depresión.
La ontología sólo se realizó con base en el trastorno de la depresión y su
sintomatología. Se desarrolló como un trabajo interdisciplinario entre el
departamento de Psicología y departamento de Ingeniería de Sistemas y
Computación de la Universidad Católica de Colombia.
8.2 Limitaciones
El método automático únicamente trabaja con audios, no analiza el tono de voz ni
ninguna otra variable relacionada. No analiza la intención ni expresividad de un
consultante, en ningún momento se plantea el uso de otros medios.
La seguridad de los datos es brindada por los servicios de Google, por lo tanto, el
desarrollo en protección de los datos no tomó parte en el método automático
desarrollado. No se buscó construir un software, no se siguió un ciclo tradicional
de desarrollo de software. El presente proyecto, evidencia el diseño, desarrollo,
implementación y validación de un experimento.
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9. METODOLOGÍA
El presente proyecto no sigue una metodología específica de desarrollo de
software. Este proyecto es un experimento de ciencias de la computación, por lo
que se planteó seguir una metodología específicamente diseñada para este
proyecto.
9.1 Metodología General
Diagrama 2. Diagrama general de la metodología. Fuente Autor
Como se observa en el diagrama 2, la metodología empleada durante el desarrollo
de este proyecto se encuentra compuesta principalmente por 4 fases las cuales
son:
1. Fase Investigación de herramientas y diseño. Fase que comprende lo
relacionado con investigaciones y diseños utilizados para el desarrollo tanto
de la ontología como del método automático.
2. Fase Desarrollo de Ontología. Fase donde se realizó el desarrollo de la
ontología con base a lo investigado, y con apoyo de expertos del área de
psicología.
3. Fase Desarrollo del método propuesto. Fase en la cual se emplearon las
herramientas investigadas, diseños, modelos y pseudocodigos. Además de
implementar la ontología desarrollada.
4. Fase Validación. Fase en la cual se realizó la medición del desempeño del
modelo empleado.
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Fase 1. Investigación de herramientas y diseño
Diagrama 3. Diagrama metodológico fase 1:  Investigación de herramientas y diseño. Fuente Autor
Con base al diagrama 3, para llevar a cabo la primera fase de la metodología, fue
necesario realizar las cuatro actividades vistas en este, cabe resaltar que la
mayoría de estas etapas se realizaron en paralelo. Y son las siguientes:
a. Establecer reuniones con los psicólogos de la Universidad Católica de
Colombia para recolectar y determinar criterios de clasificación de
sintomatología depresiva en adultos jóvenes.
b. Investigación de las herramientas a utilizar en el diseño y desarrollo
del método automático.
c. Diseño de los diagramas y modelos empleados para el desarrollo del
método automático
d. Investigación de algoritmos de IA a implementar en el desarrollo del
método automático.
e. Construcción de pseudocódigos a utilizar en el desarrollo del método
automático.
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Fase 2. Desarrollo de la ontología
Diagrama 4. Diagrama metodológico fase 2: Desarrollo de la ontología. Fuente Autor
Para construir la ontología se utilizó “ONTOLOGY DEVELOPMENT 101” que fue
establecida por la universidad de Stanford (ONTOLOGY DEVELOPMENT 101), se
siguieron las siguientes etapas:
2.1.   Determinar dominio y ámbito.
2.2.   Determinar la intención de uso.
2.3.   Reutilizar ontologías o vocabularios existentes.
2.4.   Enumerar los términos importantes del dominio.
2.5.   Definir jerarquía de clases.
2.6.   Crear las instancias.
2.7.   Validar la ontología desarrollada.
Dentro de la etapa validar la ontología desarrollada se dio un proceso para validar
por parte de juicio de expertos, y por parte propia del software de construcción de
ontologías empleado.
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Fase 3. Desarrollo del método propuesto
Diagrama 5. Diagrama metodológico fase 3: Desarrollo del método propuesto. Fuente Autor
Como se observa en el diagrama 5, esta fase fue definida en 5 etapas, las cuales
son las:
a. Desarrollo formulario de preguntas: En esta etapa, se desarrolló
un formulario de preguntas que se responden por medio de audio, con base
a la sintomatología de la depresión. Posteriormente, se implementó en el
servicio de formularios escogido.
b. Configuración ambiente de desarrollo: En esta etapa se trabajó
todo lo relacionado con la implementación de la ontología realizada,
importación de librerías necesarias, la creación del dataset de
entrenamiento y la herramienta utilizada para entrenar el modelo predictivo.
c. Codificación y aplicación del método automático: Esta etapa
consistió en la creación de los módulos enfocados en la tarea de la
transformación de audio a texto por parte del método, el procesamiento de
este texto, y la comparativa de términos con respecto a la ontología
desarrollada. Todo esto basándose en los diagramas desarrollados.
d. Informe: Esta etapa consistió en el desarrollo de la salida que arroja
el método automático, un informe analizando la información encontrada.
Fase 4.  Validación
Diagrama 6. Diagrama metodológico fase 4: Validar el método automático. Fuente Autor
Como se observa en el diagrama 6, en esta fase se valida el método automático
desarrollado con las métricas de desempeño. Esta fase estuvo compuesta por las
siguientes etapas:
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a. Construcción matriz de Confusión: En esta etapa se construyó la plantilla
de la matriz de confusión a llenar por medio de las métricas de desempeño
calculadas.
b. Medición por métricas de desempeño: En esta etapa se calcularon las
métricas de desempeño Precisión, Recall , F1-score y exactitud, al método
automático realizado por medio de la herramienta Monkeylearn.
a. Validación de resultados: Se analizaron los resultados que se obtuvieron
del cálculo de las métricas de desempeño, para encontrar cuál algoritmo es
más eficiente por parte del método automático
9.2 Rediseñar - afinar
Diagrama 7.  Rediseño y afinación de metodología. Fuente Autor.
Como se observa en el diagrama 7, esta etapa es un ciclo. Por lo que se
acogieron una serie de retroalimentaciones y correcciones que surgieron o que
fueron identificadas, durante la fase 4 de la validación del método, y en el proceso
de pruebas donde posibles errores fueron identificados y trabajados. Una vez
encontradas estas retroalimentaciones y correcciones, se ajustaron para que los
resultados que arroja el método automático sean optimizados.
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10. ONTOLOGÍA SEMÁNTICA
Para poder realizar adecuadamente el análisis sobre audios transformados a
textos mediante técnicas de inteligencia artificial, fue menester definir un
vocabulario específico que limite el contexto en el que el método automático se
encuentra. Este trabajo fue realizado como un proyecto institucional en conjunto
entre dos proyectos de grado, en este caso el proyecto de grado hermano de
David Dominguez y Cristian Robayo titulado: “Método automático para la
detección de sintomatología depresiva en narrativa escrita” y el proyecto mostrado
en el presente documento.
Existen diferentes métodos y metodologías para el diseño, construcción e
implementación de ontologías. En la siguiente tabla se evidencian algunas de esas
metodologías y sus etapas propuestas para construir una ontología:
METODOLOGÍA AUTOR DESCRIPCIÓN
CYC99 Lenat  y  Guha
1990
Consiste en extraer manualmente
conocimiento común que esté implícito en
diferentes fuentes de información. Una vez se
obtiene el suficiente conocimiento en la
ontología, se procede a utilizar herramientas
de procesamiento de lenguaje o aprendizaje





de Edimburgo e IBM
Esta metodología propone 3 pasos:
1. Identificar el propósito.
2. Retener los conceptos y las relaciones
entre esos conceptos y
además, los términos utilizados para referirse
a estos conceptos y relaciones.
3. Codificar la ontología. La ontología debe ser
documentada y
evaluada, además, es posible utilizar otras
ontologías para crear la
nueva.
100 Jaime Alberto Guzmán Luna. Mauricio López Bonilla, Ingrid Durley Torres. Metodologías y métodos para la construcción
de ontologías. {En linea} {09 Mayo de 2012}. {21 enero 2021}. Disponible en:
https://revistas.utp.edu.co/index.php/revistaciencia/article/view/6693





Esta metodología propone la construcción de
una ontología sobre una base de
conocimiento por medio de un proceso de
abstracción. Propone además 3 pasos para la
construcción de ontologías:
1.  Especificación de la aplicación
2. Diseño preliminar basado en categorías
ontológicas  top-level  relevantes.















de  Stanford  EEUU
Los pasos para crear una ontología con esta
metodología están enumerados a
continuación:
1. Determinar el dominio y ámbito de la
ontología
2. Determinar intención de uso de la ontología
3.Reutilizar ontologías o vocabularios ya
existentes
4.Enumerar los términos importantes del
dominio
5.Definir jerarquía de clases
6. Crear las instancias.
Tabla 3. Metodologías de desarrollo de ontologías. Fuente autor
Por las etapas vistas en la tabla 3, para el diseño de la ontología se utilizó la
metodología propuesta por la Universidad de Stanford; ONTOLOGY
DEVELOPMENT 101104.Esta es una metodología adecuada para el uso en
aplicaciones de pequeña, media, o gran escala105. Además, se tuvieron en cuenta
diferentes aspectos para la selección de la metodología que se seguiría en el
105 Anónimo. Ontology 101. {En línea}. {13 febrero de 2014}. {11 enero de 2021}. Disponible en:
https://protegewiki.stanford.edu/wiki/Ontology101.
104 N F. Noy  and Deborah L. McGuinness. What is an ontology and why we need it.{En línea}. {13 marzo de 2014}. {10
enero de 2021}. Disponible en:
https://protege.stanford.edu/publications/ontology_development/ontology101-noy-mcguinness.html
103 N. F. Noy, Deborah L Mcguinness. Ontology Development 101: A Guide to Creating Your. {En línea}. {13 marzo de 2014}.
{10 enero de 2021}. Disponible en:
https://www.researchgate.net/publication/243772462_Ontology_Development_101_A_Guide_to_Creating_Your_First_Ontolo
102 Oscar Corcho, Mariano Fernández-López, Asunción Gómez-Pérez, Angel López Cima. Construcción de ontologías
legales con la metodología METHONTOLOGY. {En línea} {21 enero de 2021}. Disponible en:
http://oa.upm.es/id/eprint/5289/contents
101 R.V Guha, Douglas B. Lenat.  AI Magazine [AAAI] - Association for the Advancement of Artificial. {Descargar} { 22 enero





desarrollo de la ontología106. Los aspectos que se tuvieron en cuenta para elegir a
ONTOLOGY DEVELOPMENT 101 son:
- Comprime el tiempo y esfuerzo de desarrollo, pues al reunir los conceptos
en dominios permite una facilidad a la hora de definir a qué tipo de
depresión hace énfasis cada palabra, tanto para un humano como para una
máquina.
- Facilita posible reutilizar la misma ontología con su definición de
vocabulario dentro de las librerías de procesamiento y visualización de
datos de diferentes lenguajes de programación.
- Facilita el entendimiento del dominio que se quiere tratar, pues permite
definir una jerarquía y permitir que las ramas más alejadas puedan ser
previstas e impedir extender el dominio a conceptos que este no abarca.
- Divide en etapas específicas el desarrollo de la ontología. Propone un
enfoque guiado y específico, gracias a sus 7 etapas de desarrollo.
- Propone una fase de reutilización de ontologías y vocabularios. Este
aspecto fue particularmente relevante debido a que existen diferentes
ontologías de fácil acceso en la web y que además aportan en el desarrollo
de la ontología.
- Tiene un enfoque de visualización de árbol o jerarquías de clases, lo cual
facilita la comprensión de cualquier sujeto ajeno a la ontología.
- Permite saber el alcance y el límite de la ontología desarrollada, al definir la
intención de uso de la ontología, ayudando a evitar abarcar conceptos
innecesarios.
La construcción de la ontología se dividió en tres etapas: distinción y análisis,
desarrollo, e implementación. Para finalizar su construcción se recurrió a la técnica
de juicio de expertos y validación propia del software.
106 Carlos M. Zapata, Gloria L. Giraldo, Germán A. Urrego Giraldo. LAS ONTOLOGÍAS EN LA INGENIERÍA DE
SOFTWARE: UN ACERCAMIENTO DE DOS GRANDES ÁREAS DEL CONOCIMIENTO. {En línea}. {07 mayo de 2010}. {25
enero de 2021}. Disponible en: http://www.scielo.org.co/pdf/rium/v9n16/v9n16a08.pdf
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10.1 Distinción y análisis
De cada una de las metodologías para construir ontologías evidenciadas en la
tabla 3, y específicamente la metodología escogida, se encuentra que en el
proceso inicial siempre es realizar un estudio previo del campo que abordará la
ontología, determinando las causas por las cuales se va a desarrollar la ontología.
Resolviendo las siguientes preguntas se pudo definir el dominio y alcance de la
ontología.
● ¿ Qué dominio es el que abordará la ontología?
El dominio que abordará la ontología está asociado a cada término, vocablo o
palabra que represente o tenga cierto tipo de relación con sintomatología
depresiva.
● ¿Para qué se utilizará la ontología?
La principal finalidad del uso de la ontología es ayudar a crear el arquetipo o
estructura conceptual relacionado con síntomas depresivos. Esta estructura
brindará apoyo contextual al método automático, es decir, establecerá aquellas
palabras o expresiones que determinen síntomas depresivos.
● ¿Para qué tipo de preguntas la información de la ontología brindará
respuestas?
La ontología brindará respuestas a preguntas enfocadas a la detección de
síntomas depresivos. Se toman como ejemplo las preguntas evidenciadas en el
manual diagnóstico DSM 5107 y la escala Zung108.
● ¿Quién usará y mantendrá la ontología?
La ontología desarrollada buscaba ser utilizada y mantenida por la facultad de
Psicología y la facultad de Ingeniería de la Universidad Católica de Colombia. La
ontología estará a disposición pública en el repositorio de la Universidad Católica
de Colombia.
108 Zung self - Mental Health Ministries. {En linea} {1 abril de 2021} Disponible en:
http://www.mentalhealthministries.net/resources/flyers/zung_scale/zung_scale_sp.pdf
107 DSM-5 - American Psychiatric Association. {En línea} {1 abril de 2021}. Disponible en:
https://www.psychiatry.org/psychiatrists/practice/dsm
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● Objetivo de Ontología y Elección de términos
Realizada la distinción y análisis de las respuestas dadas, se definieron los
términos generales más importantes relacionados con síntomas depresivos. Los
términos fueron seleccionados del artículo de la revista de psicología clínica
española; Asociación Española de Psicología clínica y Psicopatología (AEPCP)109.
Los términos seleccionados fueron cuidadosamente estudiados, seleccionados y
aprobados por expertos del área de psicología clínica de la Universidad Católica
de Colombia y por expertos del centro de atención psicológica Lifesense110.
Las palabras se definieron en estructura de árbol, donde la palabra raíz es
“depresión” y se aprecia de la siguiente manera:
Síntoma General Agrupación Conceptos
1 Ánimo Estado de ánimo deprimido Desánimo, melancolía,
2 Apatía Disminución de interés o placer Dejado, vacío, insensible
3 Alimentación
Pérdida de peso Descuidado, fatigado
Aumento de peso Hambre, apetito, impulso
...
9 Ideas suicidas Pensamientos de atentar contra su vida Muerte, oscuridad, tumba
Tabla 4. Vista previa de la ontología desarrollada. Fuente autor
En la anterior tabla, se puede observar 4 de las 9 categorías exploradas durante la
construcción de la ontología y algunos de los conceptos que las componen. Para
consultar la totalidad de síntomas, y los conceptos relacionados a estos, leer el
anexo 3: Ontología desarrollada en excel. para revisar la totalidad de estos.
10.2 Desarrollo
Para el desarrollo de la ontología se utilizó el editor de ontologías Protégé111. Este
es un framework y editor de código abierto que brinda un grupo de herramientas
para construir ontologías y sistemas inteligentes.
111 Stanford University. Protégé.  {En línea} {20 marzo de 2021}. Disponible en: https://protege.stanford.edu/
110 Lifesense. Lifesense. {En línea} {20 marzo de 2021}. Disponible en: https://lifesense.com.co/
109 Asociación Española de Psicología Clínica y Psicopatología. {En línea} {30 marzo de 2021}. Disponible en:
https://www.aepcp.net/.
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Protégé presenta conexión directa con la metodología elegida, al ser ambos
desarrollados y establecidos por la Universidad de Stanford. Además de ello, se
destacan los siguientes puntos:
- Es multiplataforma.
- Protégé posee una interfaz gráfica amigable.
- Permite exportar ontologías a diferentes formatos .
- Posee amplia documentación y ejemplos de fácil acceso ubicados en
internet.
Para el desarrollo de la ontología de este proyecto, se utilizó el enfoque top-down.
Como se ha explicado con anterioridad en el marco teórico, este enfoque se
centra en un término “raíz”; en este caso “Depresión”. De este término se van
generando subcategorías como por ejemplo: “Alimentación, ánimo, entre otras”, y
finalmente, las palabras que comprenden estas subcategorías.
Reuniones con expertos para el desarrollo
Para el desarrollo de la ontología antes de su implementación en el software
Protégé, fue necesario realizar una serie de reuniones, con las cuales se dio la
construcción de esta por parte de expertos tanto del área de psicología como
expertos del área de sistemas y computación, provenientes de la Universidad
Católica de Colombia. Entre los miembros más destacables de estos expertos se
encuentran: Juan Barrero, Diana Melissa Quant, Eliana Ivette Ortiz.
Las reuniones mencionadas con anterioridad, se hicieron de manera remota,
debido a la situación que se presentó en el país durante el periodo 2020-2021.
Estas se dieron por medio del servicio de Google Meet.
Figura 5. Reuniones remotas realizadas. Fuente autor
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En la figura 5 se puede observar una de estas reuniones realizadas por Google
Meet, como se observa permite interacción por chat de audio, vista por cámaras, y
acciones como presentar o levantar la mano.
10.3 Implementación de la ontología
Dentro del software Protege, se encuentran distintas ventanas, las cuales se
encargan cada una de una funcionalidad dentro de la ontología. Para lo cual, se
necesitó crear los distintos elementos que permite cada una.
Implementación de clases
Dentro de Protégé se encuentra la ventana de clases, en la cual se definen las
diferentes clases y subclases que conforman la ontología. Una vez creadas las
clases y subclases se observa de la siguiente manera:
Figura 6. Clases principales de la ontología. Fuente autor
Como se puede apreciar en la figura 6, se utilizó la metodología top-down, donde
la palabra raíz (En este caso clase principal) es depresión y esta se divide en 9
subclases. Cada una de estas subclases contienen palabras que se encuentran en
su dominio, y no hay problema que se encuentren en rango del resto de las
subclases.
Figura 7. Ejemplo de subclase y la palabras que pertenecen a esta. Fuente autor
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En la figura 7, se puede observar como una subcategoría, se abre en palabras
relacionadas con esa categoría. Esto se hizo con cada una de las 9 subclases
presentes en el anexo 3.
Implementación de objetos
Adicionalmente, se empleó la ventana de objetos con las palabras que se
repitieran dentro de las distintas subclases. Esto se realizó para darle mayor peso
a estas palabras dentro de la ontología, empleando una estructura similar a la
implementada en clases:
Figura 8. Objetos realizados en la ontología. Fuente autor
En la figura 8 se observan 2 partes, en la parte izquierda se observa una
estructura igual a las subclases de la ontología, pero en la derecha se observa el
cambio, ya no se emplean todas las palabras pertenecientes a la ontología sino
sólo las palabras que se encuentran en varias subclases. Pero fue necesario
describir cada objeto de la siguiente manera:
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Figura 9. Ejemplo de la descripción de uno de los objetos desarrollados. Fuente autor
Como se puede observar en la figura 9, para la construcción de esta ontología se
utilizaron los campos de SubProperty, Domains y Ranges. No fue necesario la
utilización de los otros campos, cada objeto difiere en los campos escogidos, pues
no todos son iguales.
Gráfica de la Ontología
Las ontologías pueden ser visualizadas para una mejor comprensión. La siguiente
imagen fue creada a partir de la herramienta web para visualización de ontologías
Webvowl112, que permitió una mejor visualización de ejemplo de la ontología
construida, con respecto a la herramienta propia de protégé, para este caso en
concreto.
112 VOWL. WebVOWL - Web-based Visualization of Ontologies. {En línea}. { 20 marzo de 2021}. Disponible en:
http://vowl.visualdataweb.org/webvowl.html
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Diagrama 8. Gráfica de la ontología desarrollada. Fuente autor
Como se puede observar en el diagrama 8, hay términos que se encuentran
apuntando a distintas clases, esto estaba en lo esperado, y en lo construido en los
objetos en Protégé.
Se exportó el diseño de la ontología a formato de marco de descripción de
recursos (RDF) por sus siglas en inglés, desde el software de edición de
ontologías Protégé. Seguido de esto se hizo la conversión a 2 formatos que
puedan ser fácilmente manipulados desde cualquier lenguaje de programación.
Los formatos fueron JSON y CSV.
10.4. Validación de la ontología construida
Para la utilización de la ontología por parte del método automático, fue necesario
que esta fuera validada tanto por expertos como por el propio software.
Validación por medio del software
El software protégé posee diferentes plugin para la validación por parte del propio
software. entre las cuales se encuentra la herramienta del log y la herramienta de
debug, cada uno utiliza distintos tipos de analizadores o reasoner, encargados de
ver una ventana o varias ventanas en específico.
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En el caso del log, este marca errores cuando un elemento recién agregado está
mal configurado, o bien no se puede utilizar. En la siguiente imagen como se
puede apreciar al momento de abrir y ejecutar la ontología no se presentan errores
en su coherencia y consistencia.
Figura 10. Log de la ontología desarrollada. Fuente autor
Como se observa en la figura 10, la herramienta de log no detecta ningún error en
la ontología, un error lo señala en letras rojos e indica donde pudo haberse
ocasionado. Adicionalmente en la herramienta de debug empleando el plugin
interno de reasoner, al momento de emplear el debug se esperó un tiempo y indica
que por debug no encontraron fallos o errores, mostrando la siguiente captura:
Figura 11.  Debug de la ontología desarrollada. Fuente autor
En la figura 11 se puede observar el resultado de la ejecución de la herramienta de
debug, donde indica que la ontología es coherente y consistente. Para este debug
se utilizó el reasoner jcel, puesto que permite tanto el debug en las clases como
en los objetos. Elementos usados en la construcción de esta ontología.
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Para finalizar la validación por parte del software, se utilizó la herramienta de
SPARQL Query para la resolución de 4 preguntas formuladas, por medio de la
consulta de los distintos componentes desarrollados en la ontología. realizándose
de la siguiente manera:
- ¿Cuál es el dominio que cubre la ontología?
Figura 12. SPARQL, ¿Cuál es el dominio que cubrirá la ontología?. Fuente autor.
Como se observa en el lado izquierdo de la figura 12, el dominio es la depresión,
cosa que corresponde a la correcta resolución de la pregunta, no debe haber otro
dominio, para visualizar sin repetición se utilizó el comando “Select distinct”, pues
el comando Select muestra elementos con repetición, mientras “where” se utiliza
para consultar. Otra forma de solucionarlo es mostrar solo la clase principal como
se muestra en el lado derecho, tampoco debe haber otra clase además de
depresión.
- ¿Cuáles son los síntomas que cubre?
En la siguiente figura (figura 13) se puede observar como es la consulta por el
comando en SPARQL, en la cual se devuelve la lista de los 9 términos para indicar
las categorías de depresión, lo cual es el resultado esperado, para este caso se
utilizó “rdfs:range” pues el rango fue lo utilizado para indicar a qué clase de
síntoma pertenece cada objeto.
68
Figura 13. SPARQL, ¿Cuáles son los síntomas que cubre?. Fuente autor.
- ¿Cuáles son las subclases de la depresión?
Figura 14. SPARQL, ¿Cuáles son las subclases de la depresión?. Fuente autor.
La respuesta a esta pregunta es la misma respuesta que la pregunta anterior, en
este caso como se muestra en la figura 14, se utilizó “rdfs:subClassOf” para
consultar las subclases de la clase Depresión de la ontología construida.
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- ¿El concepto Cansado en qué clase se encuentra?
Figura 15. SPARQL, ¿El concepto Cansado en qué clase se encuentra?. Fuente autor.
Como se observa en la figura 15, se obtuvo el resultado esperado, pues es una
palabra que pertenece a diferentes categorías, se volvió a utilizar la consulta
utilizada en la pregunta anterior, pero invirtiendo el orden, pues ahora se buscaba
la superclase y no la subclase.
Validación juicio de expertos
Para finalizar este capítulo, se encuentra la validación por juicio de expertos, al
igual que las reuniones dadas para la construcción de la ontología, esta reunión se
hizo de manera remota, bajo el uso del servicio de Google Meet.
En esta reunión participaron expertos tanto del área de psicología como expertos
del área de sistemas y computación, provenientes de la Universidad Católica de
Colombia. Entre los miembros más destacables de estos expertos se encuentran:
Juan Carlos Barrero y Eliana Ortíz.
Para esta validación, se recurrió a una métrica de validación específica para
ontologías, para así con esto tener un documento formal que valide y certifique
esta ontología para su uso por parte del método automático, y para futuros
trabajos y proyectos relacionados. Esta métrica de validación es una adaptación
de la métrica encontrada en el artículo científico: 113“Construcción de una ontología
113 Marcelo Marciszack, Manuel Pérez Cota, Manuel Pérez Cota, Marina Cardenas. Construcción de una ontología utilizando
Protégé. {En línea}. {18 febrero de 2021}. Disponible en:
http://www.profesores.frc.utn.edu.ar/sistemas/ssl/marciszack/Documentos/Ontologias_CNIT2009].pdf
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utilizando Protégé para la elicitación de requerimientos”. En base a la anterior
mencionada, se construyó una métrica propia de este proyecto, para ser llenada
por los expertos que estuvieron presentes durante la reunión.
Adicionalmente, se utilizó los campos y criterios únicos del artículo: “Construcción
de una ontología para gramáticas formales y máquinas abstractas utilizando
Protégé para la elicitación de requerimientos114”. Agregando otras validaciones
como son: preguntas, sugerencias, oportunidades, cambios, acuerdos,
discusiones y el apartado de firmas.
Para su validación por expertos se construyó la siguiente tabla:
Métrica de evaluación para ontologías





Se puede determinar la vinculación








La información referida a las
etapas de diseño e implementación
de la ontología fue clara y
suficiente.
Claridad Definición de lossíntomas
La definición de los síntomas es
adecuada y correspondiente a los
conceptos propuestos desde la
psicología clínica
Coherencia Número deconceptos
El número de palabras
identificadas por cada categoría es
suficiente para evaluar el dominio
específico
Metodología Replicación demetodología
La metodología utilizada para el
modelado es fácil de replicar en
otros proyectos.
Simplicidad Entendimientode la Ontología
La ontología de síntomas
depresivos es entendible para el
usuario
Tabla 5. Métrica de validación ontología. Fuente autor
La tabla 5 está dividida en 6 categorías que identifica cada uno de los criterios de
evaluación, estas categorías son elementos que se buscaban obtener con la
ontología final, permitiendo una eficiencia, compresión y simplicidad suficiente
para ser óptima para su uso por el método automático. Como se visualiza en la
siguiente tabla, para ver su totalidad ver anexo 5.
114 Marciszack Marcelo Martín, Pérez Cota Manuel, Antonelli Rubén Leandro, Giandini Roxana Silvia, Cardenas, Marina E.
Construcción de una ontología para gramática. {En línea}. {15 agosto de 2012}. {19 febrero de 2021}. Disponible en:
http://sedici.unlp.edu.ar/handle/10915/19743
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11. DISEÑO DEL MÉTODO AUTOMÁTICO
El diseño del método automático es el proceso visionado del funcionamiento de
cada uno de los componentes que conforman el método. El presente capítulo está
dividido en 5 secciones, las cuales son: Descripción general, Requerimientos,
Análisis y elección de herramientas, Procesos de funcionamiento y Panorama
General.
11.1 Descripción general
En esta sección se aborda lo que se esperaba del proyecto, su funcionamiento en
general, y el alcance que este tiene.
Perspectiva del Producto
El presente proyecto consiste en un experimento de ciencias de la computación
sobre la implementación de técnicas de inteligencia artificial y ontologías
semánticas para la identificación de síntomas de enfermedades mentales, en este
caso el trastorno de la depresión. El producto esperado es un mecanismo
experimental, el cual puede ser abordado en futuras investigaciones y proyectos.
Debido a que este proyecto es un prototipo experimental, no se sigue el curso
normal del ciclo de vida del desarrollo de software, es un experimento para validar
la funcionalidad y el rendimiento de las técnicas empleadas.
No se buscaba la automatización de la mayoría de procesos, no se realizaron
interfaces de usuario, no se realizaron más tareas de las planteadas. Se realizó
únicamente la captura del audio, la transformación del audio a texto, carga de una
ontología creada, interpretación del lenguaje natural, e informar sobre los
resultados del audio suministrado.
Procesos esperados
Este experimento desarrollado consta de 4 procesos representados en el siguiente
diagrama:
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Diagrama 9. Modelo simple sobre el funcionamiento esperado del método. Fuente autor
Como se puede observar en el diagrama 9, el funcionamiento del método consiste
en la grabación del audio de las respuestas al formulario que el consultante
responde, la extracción de información (conversión de audio a texto y la limpieza
del texto), cargar el texto "limpio" para el análisis por parte del método automático
desarrollado (que aplica técnicas de inteligencia artificial y la ontología construida),
el cual genera como salida un informe de lo analizado. Este informe será
posteriormente leído por el profesional de la salud, quien determinará la
conclusión final.
11.2 Requerimientos
En esta sección se abordan los requerimientos que se tuvieron en cuenta para el
diseño del método automático. Su importancia radica en que encaminaron el
diseño y desarrollo del método, permitiendo definir y describir las distintas tareas
necesarias para su desarrollo. Cada una con un comportamiento y función en
específico. En la siguiente tabla se puede apreciar los nombres de los
requerimientos formulados para el desarrollo del método automático.
Requerimientos y necesidades especificadas
Identificador Título de la descripción
1 Integración de audio a un formulario
2 Implementación de transformación audio a texto
3 Integrar librerías para el tratamiento de textos
4 Identificar información del consultante mediante un código único (ID)
5 Identificar fuentes de clasificación para la sintomatología depresiva
Tabla 6. Requerimientos formulados. Fuente autor.
Como se puede observar en la tabla 6, se encontraron 5 requerimientos
necesarios para el desarrollo del método automático. Para consultar cada uno se
debe revisar el anexo 3. Requerimientos del método automático. Para el desarrollo
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de estos requerimientos se trabajó bajo la guía del “SWEBOK Guide to the
Software Engineering Body of Knowledge v3.0115”. Con la cual se siguió el formato
que esta guía propone, adicionalmente se siguieron los lineamientos propuestos
por los documentos Formatos de Requerimientos de Software116, elaborado por
Ofima S.A.S, y procedimiento: desarrollo de sistemas de información117, elaborado
por el gobierno de Colombia.
Transformación audio a texto
Nombre Requerimiento: Transformación audio a texto
Fecha Solicitud: 12/1/2021
Responsable(s) Solicitud: Equipo de desarrollo
Responsable Funcional
designado por el equipo de
desarrollo:
Daniel Gustavo Forero Chaux
Josué David Vergara Rojas
Descripción de la solicitud
Usuario Solictante
Una máquina no es capaz de analizar las ondas de sonido para identificar palabras, contar y clasificar,
por tanto es necesario convertir el audio en texto para facilitar el funcionamiento del método automático
Descripción del desarrollo estipulado
Los audios suministrados con anterioridad son convertidos en texto por parte del método de
transformación audio a texto. Esto para almacenarlos en un único archivo .txt y ser analizado por parte
del método automático. Esto gracias a la aplicación de una API disponible para su uso.
Flujo para el desarrollo estipulado
Flujo lógico Precondición:
El usuario ha grabado sus respuestas en
audio, estas han sido almacenadas en la
nube.
Condición:
Los archivos de audio son convertidos en
un archivo de texto. Esto por medio del
empleo de una API que aplica Speech to
text (Audio a texto)
Postcondición:
Archivo .txt almacenado en la nube, este
será usado para el informe y el análisis por
parte del método.
Tabla 7. Formato de los requerimientos. Fuente autor
117 (S/f-b). Recuperado el 12 de abril de 2021, de Gov.co website: {En línea}. {13 Marzo de 2021} disponible en:
https://www.unidadvictimas.gov.co/sites/default/files/documentosbiblioteca/formatodeespecificacionderequerimientosdesoftw
arev1.doc
116 Ofima s.a.s, “Ejemplo_Formato_Requerimiento_SoftwareVersion2.0.doc” {En línea}. {12 Marzo de 2021}. Disponible en:
https://www.ofima.com/wp-content/uploads/2018/05/Ejemplo_Formato_Requerimiento_SoftwareVersion2.0.doc
115 Pierre Bourque, Richard E. (Dick) Fairley, “SWEBOK Guide to the Software Engineering Body of Knowledge v3.0” {En
línea}. {12 Marzo de 2021} disponible en: https://ieeecs-media.computer.org/media/education/swebok/swebok-v3.pdf
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Como se puede observar en la tabla 7, los requerimientos fueron formulados con
base a un flujo lógico, y un resultado esperado. Además de contar tanto con la
descripción de lo que se pide y lo que se espera.
11.3. Análisis y elección de herramientas
En esta sección se abordan las herramientas que fueron elegidas para ser
empleadas en el desarrollo y funcionamiento del método automático planteado.
Entorno de desarrollo
Para el desarrollo del método automático, fue necesario elegir un entorno de
desarrollo capaz de compilar y ejecutar el método automático. Se buscaban
aspectos como: Entorno basado en la nube, ejecución de código en Python, su
disponibilidad y licencia, su seguridad, características propias, exportación del
código, disponibilidad de hardware especializado, y complejidad para configurar.
En la siguiente tabla se muestra una comparativa de las herramientas comerciales
que cumplen con las características mencionadas anteriormente.
No. Nombre Características Licencia
1 IBM Watson
Studio118
- Clúster gratuito disponible por 30 días.
- 25 GB de almacenamiento al mes.
- 1 GB de almacenamiento de datos.
- 5 millones de ejecuciones al mes.
Lite / Gratuita
2 Kaggle119
- Entorno computacional en la nube
- Permite explorar, analizar y ejecutar
código de aprendizaje automático
- Cuadernos basados en Jupyter
Notebooks
- Permite ejecutar código en bloques




- Permite ejecutar código en bloques
- Cuadernos basados en Jupyter
Notebooks
- Acceso gratuito a GPUs y TPUs de
Google
- Almacenamiento seguro en Google Drive
- Enfocado a la IA
- Lenguaje Python o R
Gratuita
Tabla 8. Entornos de desarrollo. Fuente autor
120 Google. Google Colab.{En línea} {12 febrero 2021}. Disponible en: https://colab.research.google.com/
119 Kaggle. Kaggle. {En línea} {12 febrero 2021}. Disponible en: https://www.kaggle.com/
118 IBM. IBM Watson. {En línea} {12 febrero 2021}. Disponible en: https://www.ibm.com/co-es/watson.
75
Se seleccionó el servicio de Google Colab debido a que cumple con la mayoría de
aspectos analizados en la tabla 8, y posee características útiles para el desarrollo
del método automático. Además que las otras herramientas empleadas, tienen
conexión directa con los servicios de Google, facilitando el desarrollo del método
automático.
Almacenamiento y seguridad
El método automático necesita almacenar archivos necesarios para su
funcionamiento, como lo son los archivos de audio que suministre el consultante, y
el informe generado.
Por lo que fue necesario realizar una investigación de los distintos servicios de
almacenamiento en la nube. Se eligió el almacenamiento en la nube pues brinda
portabilidad y accesibilidad. Aspectos importantes tomados en cuenta para la
elección del servicio fueron:
- 1.Capacidad: Se buscaba que su capacidad de almacenamiento sea
mayor a 4 Gb, pues se trabaja con archivos de audio.
- 2. Seguridad: El servicio debe ofrecer seguridad en la información, tanto
para evitar robo o acceso a terceros que no hayan sido autorizados, como
el respaldo para evitar accidentes con la pérdida de datos.
- 3. Estabilidad: El servicio debe ofrecer ser estable, es decir, que soporte
varios ordenadores accediendo a las carpetas creadas. Otros aspectos
importantes abordados en este apartado son la fiabilidad (Que esté
disponible las 24 horas del día) y eficiencia (Que la subida de archivos sea
rápida y la generación por parte del método también).
Se construyó la siguiente tabla para comparar los distintos servicios de
almacenamiento en la nube:
No. Nombre Características Licencia
1 Google Drive121
- 15 GB de almacenamiento.
- Seguridad en la información:
Redundancia, encriptado, copias de
seguridad, detección de amenazas.
- Soporte a todo tipo de archivos.
- Motor de búsqueda de archivos
potente
- Trabajo sin conexión.
- Enlace directo a todo servicio de
Google
Gratuita





- 5 GB de almacenamiento.
- Historial de archivos.
- Seguridad en la información:
Redundancia, encriptado, copias de
seguridad.




- 2 GB de almacenamiento.
- Seguridad en la información:
Redundancia, encriptado, copias de
seguridad.
- Conexión con distintas herramientas y
servicios web.
Gratuita
Tabla 9. Servicios de Almacenamiento en la nube. Fuente autor.
Con base a lo mostrado en la tabla 9, el servicio elegido fue Google Drive, porque
se ajusta mejor a los 4 criterios que se tuvieron en cuenta para elegir uno de estos
servicios. Los motivos adicionales para su elección fueron: su conexión directa con
Google Colab y con Gmail, ahorrando trabajo en procesos de creación de correos,
debido a que la Universidad Católica de Colombia en el primer semestre del año
2021 trabajaba cuentas Gmail.
Elección de API
Para el desarrollo del proyecto, se seleccionó una API externa para la
transformación de audio a texto. En el mercado existen varias herramientas
ofrecidas por empresas como Google, Microsoft, Amazon, entre otras. Se hizo una
investigación de herramientas, comparaciones de la funcionalidad de estas API 's,
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conversación, Bueno 0.16 0.4-0.5
126 Joshua Y. Kim , Chunfeng Liu , Rafael A. Calvo, Kathryn McCabe , Silas C. R. Taylor , Björn W. Schuller , Kaihang Wu. A
Comparison of Online Automatic Speech Recognition Systems and the Nonverbal Responses to Unintelligible Speech. {En
línea} {16 febrero 2021}. Disponible en:
1904.12403.pdf (arxiv.org).
125 Medium. Comparison of Speech to Text API's | Analytics Vidhya. {En línea}  {29 noviembre  2019} {16 febrero 2021}.
Disponible en:https://medium.com/analytics-vidhya/comparison-of-speech-to-text-apis-d8e0410ec924
124 KDnuggets. Comparison of the Top Speech Processing APIs. {En línea} {16 febrero 2021}. Disponible en:
https://www.kdnuggets.com/2018/12/activewizards-comparison-speech-processing-apis.html
123 Dropbox. Dropbox. {En línea} {14 febrero 2021}. Disponible en: https://www.dropbox.com/es/











Español Bueno 0.19 0.5-0.6
Transcribe Amazon Inglés y Español Excelente 0.13 No analizado en esteestudio
Tabla 10. API 's para la transformación de audio a texto. Fuente autor.
Con base a la investigación realizada y visualizada en la tabla 10, la API escogida
fue Speech API, debido a su bajo ratio de error y la calidad de este en las distintas
fuentes consultadas, teniendo un rendimiento destacable en los diferentes
estudios. Y finalmente por su facilidad para implementar en el servicio de Google
Colab.
Elección del servicio de formulario
La elección del servicio del formulario fue parte importante del proceso de
investigación, debido a que se tenía que trabajar con audios, por lo que el servicio
debía ofrecer la posibilidad para que el consultante pueda grabar en audio sus
respuestas. poseer diseños agradables, y permitir el envío directo de las
respuestas por parte del formulario, ofreciendo estas posibilidades sin mayores
inconvenientes para el usuario final. Se buscaba en el servicio poder permitir un
enlace con Google Drive, manejo de audios y personalización.
Servicio Enlace conGoogle Drive






Google Forms127 Permite No, solo para grabar laspreguntas.
Solo permite cambiar
las preguntas, el







Permite personalizar. Gratuita conlímite - Paga
Zoho129 No permite No permite Permite personalizar. Gratuita -Paga
Tabla 11. Comparativa de servicios de formularios. Fuente autor.
129 Zoho. Conjunto de software en la nube. {En línea} {15 marzo 2021}. Disponible en: https://www.zoho.com/es-xl/
128 Jotform. Constructor & Creador de Formularios. {En línea} {15 marzo 2021}. Disponible en: https://www.jotform.com/es/
127 Google. Formularios de Google.  {En línea} {15 marzo 2021}. Disponible en:
https://www.google.com/intl/es_us/forms/about/
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Con base a lo mostrado en la tabla 11, el servicio escogido fue Jotform, debido a
que permite la mayoría de características. Su punto más fuerte fue poder permitir
el manejo de audios en las respuestas, un añadido adicional fue poder descargar
estas respuestas almacenadas en un dataset tipo .CSV. Permitiendo agilización en
el proceso de carga de los audios. Adicionalmente, cumple con el cumplimiento de
la ley HIPAA, brindando la siguiente información: “JotForm está cargado de
potentes funciones para ayudarlo a reunir y administrar datos confidenciales del
consultante130.”
Librerías empleadas
Para el presente proyecto, fue una necesidad investigar las librerías a utilizar para





API de Google encargada en la transformación de audio a texto. Su
uso es óptimo para trabajos con audios
Deplacy132
Se centra en la integración del usuario programados con el cuaderno
de trabajo específico de Google Colab.
Spacy133 Se centra en el procesamiento de lenguaje natural, su uso es óptimo.
Es_core_news_sm134
Óptima, dado que centra todo el proceso de análisis de textos y del
lenguaje, en la lengua española, y esta es la específica del país y la
región en donde se realiza este proyecto.
Wave135
Liberia para el uso y manipulación de archivos formato .WAV, por lo
que su uso es óptimo
Pandas136
Liberia para el análisis de estructuras de datos, por lo que su uso es
óptimo
136 Anónimo.  pandas · PyPI. {En línea} {15  noviembre 2020}. Disponible en: https://pypi.org/project/pandas/. Se consultó el
26 abr. 2021.
135 Anónimo. Wave — Read and write WAV files. {En línea} {10 febrero  2021}. Disponible en:
https://docs.python.org/3/library/wave.html
134 Anónimo. Spanish · spaCy Models Documentation.{En línea} {16  noviembre  2020}. Disponible en:
https://spacy.io/models/es/.
133 Anónimo. SpaCy. {En línea} {15  noviembre  2020}. Disponible en: https://spacy.io/
132 Snyk. Deplacy - Python Package Health Analysis. {En línea} {15  noviembre  2020}. Disponible en:
https://snyk.io/advisor/python/deplacy
131 Google. Speech-to-Text: Automatic Speech Recognition. {En línea} {10 enero  2021}. Disponible en:
https://cloud.google.com/speech-to-text. .
130 Jotform. Constructor & Creador de Formularios. {En línea} {15 marzo 2021}. Disponible en: https://www.jotform.com/es/
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Collections137
Liberia para diferentes usos, se utilizó su método "counter", para el
conteo de palabras repetidas, su uso es óptimo
Tabla 12 Librerías empleadas. Fuente autor.
Las APIs y librerías escogidas para el desarrollo del método automático fueron las
pertenecientes a la tabla 12, debido a su descripción y utilidad para el desarrollo
de este proyecto.
11.4 Diseño de preguntas para formulario
Se diseñó el contenido del formulario junto con expertos del área de psicología de
la clínica de la Universidad Católica de Colombia, adicionalmente de expertos en
el área de Sistemas y Computación, este fue construido a partir de las preguntas y
conceptos provenientes de algunos formularios que son utilizados para determinar
síntomas depresivos. Los cuales fueron: Criterios del trastorno depresivo mayor
del DSM 5 y la escala Zung (enfocado en el apartado de validaciones).
Al igual que el desarrollo de la ontología, se realizaron reuniones semanales
durante el primer semestre del año 2021. Debido a la situación presente en
Colombia y el resto del mundo, se trabajaron estas reuniones de manera remota.
Y contaron con personal como: Juan Barrero (Profesional Ing. Sistemas), Diana
Melissa Quant (Profesional Psicología), Eliana Ivette Ortiz (Profesional Psicología),
Holman Bolivar (Profesional  Ing. Sistemas)
Las preguntas realizadas fueron revisadas y validadas por un juicio de expertos,
cuando culminó su desarrollo. Los expertos que participaron fueron los asesores
anteriormente mencionados y las preguntas empleadas fueron las siguientes:
No. Pregunta
1 ¿Durante las dos últimas semanas te has sentido triste, desanimado(a) o sin
energía? Cuéntanos con qué frecuencia ocurre esto y en qué situaciones…
2 ¿Sientes que se han afectado tus hobbies o tus actividades diarias en estas
últimas dos semanas debido a tu estado de ánimo? Cuéntanos por favor
cómo te has visto afectado/a
3 ¿Cómo han estado tus rutinas o hábitos de sueño en las últimas dos
semanas? (has dormido bien, demasiado, o quizás muy poco; has tenido
problemas para conciliar el sueño). Cuéntanos al respecto…
137 Anónimo. Collections — Container datatypes. {En línea} {15  noviembre  2020}. Disponible en:
https://docs.python.org/3/library/collections.html
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4 En los momentos de dificultad que has tenido que enfrentar en las dos últimas
semanas, ¿has sentido que no puedes manejar las situaciones o que te
cuesta trabajo resolverlas? ¿Crees que las situaciones difíciles que has tenido
que entrenar últimamente no van a cambiar en el futuro? Cuéntanos al
respecto
5 ¿Qué tan esperanzador ves el futuro? ¿Consideras que cuentas con personas
cercanas que te apoyan en situaciones difíciles? Cuéntanos un poco más..
Tabla 13. Ejemplo de las preguntas del formulario. Fuente departamento de Psicología de la Universidad
Catolica de Colombia
Como se observa en la tabla 13, el formulario cuenta con 5 preguntas enfocadas a
su resolución vía narrativa oral. Para el desarrollo total se hicieron 10 preguntas 5
enfocadas en narrativa oral y 5 enfocadas en narrativas escritas, pero para este
proyecto solo se toman en cuenta las de narrativa oral. Para ver su totalidad y
distinción consultar el anexo 7.
11.5 Procesos de funcionamiento
Esta sección aborda todos los diagramas y modelos utilizados para el desarrollo
del método automático. Se evidencia el cómo se espera que se extraiga la
información, el tratamiento del audio, la transformación a texto, la entrada al
método, y lo que se espera de salida de este. Este modelo de diseño está
respaldado por el Object Management Group, por este motivo fue elegido.
Grabación del audio
Este es un proceso que se realiza por parte del usuario para la posterior carga al
método automático. Para la realización correcta de este proceso se realizó el
siguiente diagrama:
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Diagrama 10. Grabación del audio. Fuente autor.
Como se puede observar en el diagrama 10, el usuario accede al formulario, se le
preguntará si está de acuerdo con el uso de sus datos personales por medio de la
ley Hábeas Data, si es afirmativo, se procede a continuar, en caso contrario, se
finaliza el proceso. Una vez dentro del formulario, se le solicitará el micrófono, si
no cuenta con uno el proceso termina, pues no podrá rellenar el formulario. El
usuario procede a responder las preguntas que se le solicite, esto por medio de
grabación de su voz, una vez se terminó de responder las preguntas, el formulario
tiene que verificar si todas las preguntas fueron respondidas, en caso de no ser
así se le notificará del error. Por último, se subirán los archivos de audio en la
carpeta del usuario en el servicio de almacenamiento escogido.
Extracción de Información
El proceso de extracción de información consta de 2 fases: La transformación de
audio a texto, y el tratamiento del texto generado. Como se puede observar en el
siguiente diagrama:
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Diagrama 11. Extracción de Información. Fuente autor.
Como se observa en el diagrama 11, se convierte el audio a texto, y
posteriormente se almacena para ser cargado por el método y ser utilizado para el
informe. Una vez se genera la primera versión de este archivo de texto, se
procede a tratarlo, es decir, limpiarlo y filtrar al lenguaje natural. Realizando estos
procesos, se actualiza el archivo generado basado en los resultados de los
procesos de limpieza y filtrado. Si no existe un modelo entrenado, se procede a
etiquetarlo para ser utilizado para el entrenamiento del modelo; si ya existe un
modelo, solo se almacena. La parte de limpieza y filtrado, se realiza para que los
archivos sean lo más óptimos posibles. Por ejemplo, la existencia de caracteres
innecesarios, hace que al momento de ejecutar un programa que lo cargue,
consuma más recursos.
Análisis de texto
Para el análisis de texto se generan 2 informes, basado en la ontología construida,
y otro basado en el modelo de machine learning. Como se puede observar en el
siguiente diagrama:
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Diagrama 12. Análisis de texto. Fuente autor.
Como se observa en el diagrama 12, existen 2 procesos a realizar con el audio
transformado en texto: Proceso de clasificación y correlación con la ontología
construida, los cuales generan su propio informe, que se utilizan para generar el
informe general que es el que leerá el profesional de la salud.
Métricas de desempeño
Consiste en la medición del desempeño del método automático, pues como se ha
indicado anteriormente, se esperan analizar los resultados que genera el
experimento. Por lo tanto, es necesario conocer el desempeño del método
automático desarrollado, para poder conocer la viabilidad de las técnicas aplicadas
para la identificación de sintomatología del trastorno de la depresión.
84
Diagrama 13. Métricas de desempeño. Fuente autor.
Como se puede observar en el diagrama 13, se espera como resultado final un
informe de los resultados de la validación. Estos resultados, son generados
basándose en las 4 métricas de desempeño indicadas: Exhaustividad, Precisión,
Puntaje F1 y Exactitud.
El uso de métricas de desempeño permite la validación del rendimiento del
método creado, es decir, que se encuentre funcionando de manera correcta. Su
utilización fue estipulada en la metodología y sus resultados permiten un análisis y
clasificación del método automático, parte importante en el proceso de
investigación que se llevó a cabo, pues estos resultados ayudan a reconocer si es
viable la implementación de ontologías relacionadas con trastornos mentales.
11.6 Algoritmos empleados en el método automático
En la presente sección se abordan los distintos algoritmos planteados para su
implementación en el modelo de clasificación.
Proceso de implementación de algoritmo de lenguaje natural
Para la interpretación del lenguaje natural se utilizó el siguiente pseudocódigo:
1. PROCESO Implementacion_lenguaje_natural;
2. IMPORTAR (librería de lenguaje natural);
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3. GENERAR (variables que llama funciones de la librería .de
lenguaje natural);
4. .OPERAR (funciones de lenguaje natural con los .arreglos de
información limpia);
5. ALMACENAR (listas generadas con palabras claves
.seleccionadas por el algoritmo de lenguaje natural);
6. FIN
Algoritmo de clasificación simple para términos de la ontología
Este algoritmo está planteado para la clasificación de las palabras encontradas en
los textos generados, para realizar esta tarea se realiza una correlación con la
ontología desarrollada. El pseudocódigo empleado fue el siguiente:
1. PROCESO Correlacion_Palabras_ontología;
2. IMPORTAR (librería de lectura de ontologías);
3. CARGAR (Ontología desarrollada);
4. GENERAR ARREGLO1;
5. GENERAR ARREGLO2;
6. GENERAR LISTA1, LISTA2;
7. INSERTAR PALABRAS_TEXTO A LISTA1;
8. INSERTAR LISTA1 Y PALABRAS_ANIMO A LISTA2;
9. VACIAR ARREGLO 1;
10. CONDICIONAL (Existe el elemento en la ontología)
11. ADICIONAR ELEMENTOS ARREGLO1;
12. ADICIONAR ELEMENTOS ARREGLO2;
Algoritmos implementados en el modelo de clasificación
Para la evaluación del desempeño del método por la matriz de confusión, se
recurrió a la implementación del algoritmo Naive Bayes, específicamente el Bayes
Multinomial, debido a que se trabaja con datos discretos. Pues en este caso es
conteo de repeticiones de palabras, tarea donde Bayes multinomial trabaja de
manera correcta. Otro algoritmo empleado fue Máquinas de soporte vectorial,
debido a su eficiencia a la hora de tareas de clasificación de acuerdo a las
investigaciones previas, mostradas en el estado del arte. Los algoritmos no fueron
desarrollados por parte del equipo de desarrollo, sino fueron implementados por
medio de la herramienta MonkeyLearn, que utiliza el algoritmo de Bayes y
máquinas de soporte vectorial para las distintas tareas, entre las cuales se
encontraban las que se deseaban, es decir, medir el desempeño del método bajo
la métricas de precisión, exhaustividad, puntaje F1 y exactitud.
86
11.7 Panorama general
Esta sección busca ilustrar de manera general el funcionamiento del método
automático. Se evidencian características básicas de cómo interactúa el usuario
con el método, cómo es el proceso para la lectura del archivo recibido, y qué se
espera como salida del método.
Diagrama 14. Panorama general del método. Fuente autor
Como se puede apreciar en el diagrama 14, la lectura del formulario y su
resolución por medio de un audio en formato audio, este es almacenado en el
servicio de almacenamiento escogido, y finalmente será cargado por el método
automático.
En la parte del funcionamiento del método, es necesario, el cambio de audio a
texto, pues para el procesamiento de lenguaje natural, es necesaria esta
conversión, debido a que la máquina no puede interpretar las ondas de sonido.
Adicionalmente, esta conversión se guarda en un archivo de texto, el cual va a ser
cargado al modelo de clasificación.
Por último, la respuesta esperada es un archivo de texto con el análisis realizado
del audio suministrado, el cual el profesional de la salud leerá, y podrá determinar
una conclusión del estado de la salud mental del consultante. Este archivo de
texto es guardado en la nube para tener un registro del consultante, y lecturas a
futuro del mismo archivo en caso de ser necesario.
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12. DESARROLLO DEL MÉTODO AUTOMÁTICO
Este capítulo responde a las fases que se siguieron para el desarrollo e
implementación del método automático. Comprende la configuración total del
ambiente de desarrollo, implementación de técnicas de inteligencia artificial e
implementación de las herramientas que intervienen en el flujo del proceso de
captura y análisis de la narrativa oral, para determinar síntomas depresivos. Este
capítulo está dividido de la siguiente manera:
Fase 1. Desarrollo formulario de preguntas, Fase 2. Configuración ambiente de
desarrollo, Fase 3. Codificación y aplicación del método automático y Fase 4.
Informe.
12.1 FASE 1. Desarrollo formulario de preguntas
Utilizando las preguntas diseñadas por los expertos del área de psicología clínica
de la Universidad Católica de Colombia, se desarrolló el formulario utilizando la
plataforma Jotform. La figura 16  evidencia vista previa del formulario desarrollado.
Figura 16. Vista previa del formulario. Fuente autor.
Las respuestas a las preguntas se almacenan en una carpeta de Google Drive.
Dentro de la carpeta generada se almacenan las respuestas de forma
independiente en subcarpetas. El nombre generado para cada subcarpeta está
dado de la siguiente manera: “Año-mes-día hh:mm:ss”, lo que permite conocer el
momento exacto en que el formulario fue enviado.
88
Figura 17. Ejemplo de drive. Fuente autor
La figura 17 evidencia el contenido que se genera dentro de estas subcarpetas; un
archivo pdf donde se visualizan los enlaces a las respuestas. Son enlaces
protegidos por la norma HIPAA138.
Figura 18. Ejemplo de audios provenientes de Jotform. Fuente autor
En la figura 18 se puede observar como es el proceso para descargar cada audio
con su respectiva pregunta, solo toca darle click al enlace y comenzará a
descargar, todos estos archivos de audio se encuentran en formato .wav. Dentro
de la plataforma de Jotform es posible descargar todas las respuestas de los
consultantes organizadas en un archivo Excel, CSV o PDF. Como se puede
observar en la figura 19.
Figura 19. Ejemplo de descarga de las respuestas. Fuente autor
12.2 FASE 2. Configuración ambiente de desarrollo
Esta fase comprende la configuración total del entorno de desarrollo del método
automático; Google Colab. Se describe el funcionamiento de las librerías de
138 HHS.gov. HIPAA Health Information Privacy. {En linea} {23 marzo de 2021} Disponible en:
https://www.hhs.gov/hipaa/index.html.
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python que intervienen en todo el flujo y acciones del método automático, la carga
e implementación de la ontología y la creación y carga del modelo de clasificación.
Librerías utilizadas
Las librerías que fueron utilizadas brindan acceso a funcionalidades como
entradas y salidas de archivos, librerías que permiten manipular archivos de audio,
crear gráficos, librerías enfocadas en inteligencia artificial, librerías para
procesamiento de datos139. Estas proveyeron soluciones para los diversos
problemas que surgieron en el desarrollo del método automático.
Figura 20. Ejemplo de las librerías utilizadas. Fuente autor.
En la figura 20 se puede observar como es la instalación e importación de las
distintas librerías empleadas para el desarrollo del método automático. A
continuación se evidencian algunas de estas, y su respectivo uso.
Librerías Instaladas
- Se instaló la API “speechrecognition” la cual permite transformar audio en
texto para después poder procesarlo y manipularlo.
- La instalación del paquete “deplacy” fue utilizado para visualizar las
dependencias y las operaciones de la librería “spacy”. Fue utilizado para el
análisis sintáctico del texto generado y para procesos de procesamiento del
lenguaje natural.
- El modelo “!python -m spacy download es_core_news_sm” viene de la
librería “spacy”. Fue utilizado para poder realizar procesamiento del
lenguaje natural del texto generado en idioma español.
Librerías Importadas
- Una vez se instaló la API de “speechrecognition”, se pudo importar la
librería “speech_recognition ” con pseudonombre “sr”. Esta librería permitió
manipular los audios generados en el formulario y convertirlos a texto.
139 Anónimo. The Python Standard Library. {En línea} {23 marzo de 2021}. Disponible en: https://docs.python.org/3/library/.
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- Se importó la librería “wave” Para la manipulación de archivos de audio en
formato .WAV
- La librería “Pandas” fue importada ya que está especializada en el manejo
y el análisis de estructuras de datos.
- La librería “spacy” fue utilizada para el procesamiento avanzado de
lenguaje natural.
- Del módulo “collections ” se importó el objeto “counter”. Fue menester
importar esta librería para contar las veces que aparece cierta palabra en el
texto generado.
- La variable “nlp=spacy.load("es_core_news_sm")”, viene de la librería
“spacy” y carga con el método “load” el idioma español "es_core_news_sm".
- “from google.colab import files”. Para importar archivos locales al ambiente
de desarrollo se utilizó la librería “google.colab” y se importó el módulo
“files”.
Carga de Ontología
En esta sección se evidencia el segmento de código empleado para la carga de la
ontología al ambiente de desarrollo. La totalidad de los términos se encuentran
divididos en 9 listas de Python que representan los 9 términos más relevantes en
sintomatología depresiva. La carga de la ontología fue utilizada para relacionarla
con los términos que se evidencien en la narrativa oral.
Animo=["Perezoso","Desalentada","Desalentadas","Decaído","Desmotivado","Desalentado"]








Figura 21. Carga ontología. Fuente autor.
En la figura 21 se puede observar la carga de una ontología, siendo una
visualización de esta ontología de ejemplo. La totalidad de la Ontología
desarrollada se encuentra en el anexo 3: Ontología desarrollada.
Creación y carga de modelo de clasificación
Este apartado evidencia lo relacionado al modelo de clasificación y se encuentra
dividido en 3 módulos. El primer módulo: Dataset de entrenamiento, el segundo
módulo: Herramienta utilizada para crear y entrenar el modelo de clasificación y el
tercer módulo: Implementación del modelo en el método automático.
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Módulo 1. Dataset de entrenamiento
Se creó un dataset de entrenamiento junto con expertos del área de psicología de
la Universidad Católica de Colombia, siguiendo las etiquetas o términos generales
de la ontología desarrollada. El dataset total contiene 339 frases cortas
relacionadas con sintomatología depresiva. Las frases están divididas de la
siguiente manera: 57 frases relacionadas al “Estado de ánimo deprimido”, 40
frases relacionadas a “Disminución de interés o placer”, 34 relacionadas a
“Alimentación”, 35 relacionadas a “Descanso”, 30 relacionadas a “Actividad física”,
30 relacionadas a “Desaliento”, 37 relacionadas a “Cargo de conciencia”, 33
relacionadas a “Atención dispersa”y 43 relacionadas a “Ideas suicidas”. El dataset
de se encuentra en el anexo 6: Dataset desarrollado.
Módulo 2. Herramienta utilizada para entrenamiento del modelo
Se utilizó la herramienta MonkeyLearn para crear el modelo de clasificación. Esta
herramienta permite elegir entre dos algoritmos de clasificación. El primero:
Multinomial Naive Bates (MNB) y el segundo: máquinas de soporte vectorial
(MSV). El proceso que se siguió para el desarrollar el modelo, está definido en 8
pasos:
Paso 1: Login en plataforma de MonkeyLearn
Paso 2: Opción “Crear modelo”
Paso 3: Elegir tipo de modelo. En este paso es posible elegir entre 2 tipos de
modelos. Se eligió el modelo “Extractor” para entrenarlo con el dataset
previamente creado.
Paso 4: Elección de tipo de clasificación
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Figura 22. Tipos de modelos en Monkeylearn. Fuente autor
En la figura 22 se pueden observar 2 tipos de modelos, uno clasificador y otro de
extracción. Como su nombre lo indica uno sirve para la clasificación de términos o
elementos y el otro para la extracción específica de partes o datos de textos. Se
eligió el clasificador por tópicos (“Topic Classification”), el cual permite clasificar
basado en tags o etiquetas predeterminadas.
Paso 5: Importación del dataset. Este modelo permite importar los datos de 2
tipos de archivos. Archivo XLS o CSV. Para la carga del dataset, se utilizó un
archivo XLS.
Paso 6. Selección de etiquetas y texto.
En este paso se seleccionaron las columnas del dataset con las que el modelo
clasificará. La columna “Use as Tag” representa aquellas etiquetas
seleccionadas. Por otro lado, la columna “Use as text” representa el texto a
analizar para el entrenamiento del modelo.
Figura 23. Tag y texto en Monkeylearn. Fuente autor.
En la figura 23 se observa los dos tipos de columna que se explicaron con
anterioridad, en el desarrollo del proyecto se empleo la primera columna para
definir las etiquetas y la segunda columna para los textos
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Paso 7. Se estableció un nombre para el modelo, el cual fue: “DatasetNarr_Oral”.
Paso 8. Seguir entrenando modelo o testear modelo. Para este caso se eligió
testear el modelo.
Módulo 3. Implementación en el método automático
Una vez se tiene el modelo creado y entrenado, MonkeyLearn permite integrarlo
dentro de diferentes entornos utilizando su API. Además, dentro de la plataforma
de MonkeyLearn es posible encontrar la integración de la API en diferentes
lenguajes de programación. Para este caso, debido a que el ambiente de
desarrollo Google Colab maneja Python, La API del modelo creado se integró en
este lenguaje de programación. El proceso para la implementación en el método
automático fue el siguiente:
Paso 1. Instalación API
!pip install monkeylearn
Figura 24. Instalación del API de Monkeylearn. Fuente autor.
Como se observa en la figura 24, esta es una línea de código permite instalar y
utilizar la API de monkeylearn en tiempo real. Además ofrece un conjunto de
librerías con diferentes funcionalidades.
Paso 2. Implementación API






Figura 25. Implementación del API de Monkeylearn. Fuente autor.
En la figura 25 se puede observar un segmento de código. Este segmento de
código inicialmente importa la librería “MonkeyLearn”. La variable “data” almacena
la narrativa oral transformada a texto. Seguido de esto, dentro de la variable “ml ”
se llama el método “MonkeyLearn()” y se le pasa por parámetro el API Key. Este
API Key se encuentra en la plataforma de MonkeyLearn. La variable “model_id”
almacena el identificador único del modelo previamente creado y entrenado. Este
id se encuentra en la plataforma de MonkeyLearn.
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Figura 26. Identificador del modelo en Monkeylearn. Fuente autor.
En la figura 26 se pueden observar las variables indicadas con anterioridad
necesarias para la implementación del API dentro del código, para obtenerlas se
debe ir a la cuenta registrada dentro del servicio de monkeylearn.
La variable “result” utiliza el API Key contenido en la variable “ml” y los métodos
“classifiers()” y “classify()”. A este último método se le pasa como parámetros el id
del modelo y el audio convertido a texto que se va a clasificar. Finalmente, la línea
“print(result.body)” imprime un objeto JSON que indica la palabra clasificada, y su
clasificación. Dentro de la clasificación se encuentra la etiqueta con la que el
modelo relaciona la narrativa. Además se evidencia el porcentaje de relación
“Confidence:” con esta etiqueta. Como se puede observar en la figura 27.
Figura 27. Objeto JSON generado en Monkeylearn. Fuente autor.
12.3 FASE 3. Codificación y aplicación  del método automático
Para llevar a cabo la codificación y aplicación del método automático, fue
menester dividirlo en 5 módulos. En estos módulos se evidencia el proceso para la
carga y transformación a texto de audios en el método automático, limpieza del
texto generado, procesamiento de lenguaje natural, el algoritmo de clasificación
simple desarrollado para comparar la narrativa oral con los términos de la
ontología y la implementación del modelo de clasificación.
Módulo 1. Carga archivos de audio
En este módulo se evidencia el código empleado para efectuar la carga de
archivos de audio al ambiente de desarrollo.
r = sr.Recognizer()
from google.colab import files
files.upload()
Figura 28. Carga de archivos. Fuente autor.
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En la figura 28 se puede observar el código empleado y el resultado obtenido.
Donde el módulo “files” de la librería “google.colab” se utilizó el método “upload()”
el cual permite cargar archivos locales al ambiente de desarrollo. En este caso los
archivos de audio que corresponden a las respuestas del formulario. La variable “r”
contiene el método “sr.Recognizer()”, el cual permite manipular la API de
“speechrecognition”.
Módulo 2. Transformación de archivos de audio a texto
audio_file = sr.AudioFile("Audio.wav")
with audio_file as source:
audio = r.record(source)
text = r.recognize_google(audio, language='es-CO')
Figura 29. Transformación de archivos de audio a texto. Fuente autor.
En la figura 29 se observa el código empleado para la transformación de audio a
texto. Una vez se carga el archivo de audio, se almacena en una variable. En este
caso, la variable tiene por nombre: “audio_file”. Seguido de esto, se pasa ese
archivo de audio como “source”, donde en una variable “audio” se graba con el
método “r.source” ese archivo de audio. Continuando, en la variable “text” se utiliza
el método “r.recognize_google(audio, Idioma)” donde se le pasa por parámetro el
audio grabado y el idioma del audio.
Módulo 3. Limpieza del texto generado
import unicodedata as uni
quitarTildes = dict.fromkeys(map(ord, u'\u0301\u0308'), None)
textoSinTildes = uni.normalize('NFKC', uni.normalize('NFKD',
text).translate(quitarTildes))
Figura 30. Limpieza del texto generado. Fuente autor.
En la figura 30 se pueden observar algunas líneas de código. Estas líneas de
código funcionan como “limpiador” del ruido del texto, donde se quitan las tildes
del archivo de texto generado.





for token in documentoPrevio:
palabrasTextos.append(token.text)
for token in documentoPrevio:
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etiquetasPOS.append(token.pos_ )







Figura 31. Procesamiento de lenguaje natural. Fuente autor.
Como se puede observar en el código perteneciente a la figura 31, se generan dos
listas. La primera de nombre “etiquetasPOS” que almacenará las etiquetas POS140
que se identifiquen y otra lista de nombre “palabrasTextos” que almacenará las
palabras del audio transformado a texto. Las etiquetas POS se refieren al
etiquetado de las palabras de acuerdo a lo que significan según su contexto.
Algunas de estas etiquetas son: Verbos (VERB), adverbios (ADV), pronombres
(PROPN), etc.
La lista “etiquetasPOS” es llenada mediante un ciclo repetitivo que recorre el audio
transformado a texto, determina las etiquetas de cada palabra e introduce en la
lista aquella etiqueta. Se tokeniza el audio transformado a texto. La lista
“palabrasTextos” es llenada mediante un ciclo repetitivo que recorre el audio
transformado a texto y asigna cada palabra del audio a una posición en la lista. La
variable “df” crea un dataframe de pandas141 con las dos listas como parámetros.
Esta variable es utilizada para visualizar gráficamente en una tabla las palabras
con sus etiquetas POS del audio transformado a texto.
PALABRA ETIQUETA POS PALABRA ETIQUETA POS
Pediria PROPN Que SCONJ
Vacaciones PROPN Volvieramos VERB
Inmediatamente ADV A ADP
Irme VERB La DET
A ADP Normalidad PROPN
Una DET Ultimas PROPN
Playa PROPN Dos NUM
141 Pandas. Pandas. {En línea} {30 marzo de 2021}. Disponible en: https://pandas.pydata.org/
140 Lopez Briega Raul E. Procesamiento del Lenguaje Natural con Python. {En línea} {23 septiembre de 2017}
{30 marzo de 2021}. Disponible en:
https://relopezbriega.github.io/blog/2017/09/23/procesamiento-del-lenguaje-natural-con-python/
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Y CONJ Semanas PROPN
No ADV Inutil PROPN
Tabla 14. Etiquetas POS. Fuente autor
En la tabla 14 se visualiza un ejemplo de la utilización de las etiquetas POS, esto
permite una diferenciación entre el tipo de palabra, facilitando así el conteo y la
clasificación. Finalizando, el método “df2[0].value_counts()” devuelve un conteo de
las palabras más utilizadas. Como se puede observar en la figura 32:
A                 2
Me                1
La                1
No                1
Dos               1
Inmediatamente    1
Sentido           1
Volvieramos       1
Una               1
Semanas           1
Tranquila         1
Playa             1
Culpable          1
Figura 32. Ejemplo de conteo. Fuente autor
Módulo 5. Comparación con términos de la Ontología





Animo = palabras_estudiar & Animo





Figura 33. Comparación con términos de la Ontología. Fuente autor.
En la figura 33 se observa el algoritmo de clasificación simple, que permite
clasificar los términos usados en la narrativa oral con los términos de la ontología.
Recibe como parámetro una lista con la totalidad de las palabras dichas por el
consultante.
Se busca hallar los términos del audio transformado a texto que hacen match con
los términos de la ontología. seguido de esto se agrega aquél término que hizo
match y se almacena en la lista “termino = [ ] ”. La salida fue almacenada en un
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archivo de texto. Se determina si hay o no coincidencias con la ontología y qué
términos encontrados hacen match con la narrativa oral del transformada a texto.




result = ml.classifiers.classify(model_id, respuestasML)
modelo=result.body











StrProbabilidad = "".join(map(str, probabilidad_clas))
StrProbabilidad2 = "".join(StrProbabilidad)
StrProbabilidad2=StrProbabilidad2.replace("[","").replace("'","").replace("{","").replace
("]","").replace(","," ").replace("}","").replace("confidence","Probabilidad de la
Clasificacion").replace("text:","")
Figura 34. Modelo de clasificación. Fuente autor.
Para la implementación del modelo de clasificación fue necesario emplear el
código presente en la figura 34. El modelo busca clasificar la narrativa oral
transformada a texto, asignándole una etiqueta de sintomatología depresiva y un
porcentaje de confianza o de relación a esa etiqueta.
La variable “respuestasML” contiene la narrativa oral transformada a texto dividida
por palabras. Está almacenada en una lista o array de Python.
La variable “ml ” llama el método “MonkeyLearn()” y se le pasa por parámetro el
API Key. La variable “model_id” contiene el Id el modelo, el cual es generado una
vez se crea el modelo en la plataforma de MonkeyLearn.
La variable “modelo” contiene el resultado de la clasificación, el cual es un objeto
JSON. De la línea donde se encuentra esta variable hacia abajo, se evidencia el
proceso que se hizo para hallar dentro de este objeto JSON el valor de
‘tag_name’, el cual contiene la etiqueta o tag asignado del texto analizado. El tag
puede ser uno de los 9 síntomas depresivos que contienen tanto la ontología
como el modelo de clasificación. La variable “POS2” se utilizó para hallar dentro
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del objeto JSON el valor en porcentaje de la confianza de esta clasificación. Por
último se evidencia una línea que busca reemplazar los caracteres innecesarios
encontrados en el objeto JSON con el comando “replace(“”,””)”
12.4 FASE 4. Informe
inf = (
"Informe Generado \n"
"Narrativa del consultante: \n {0}
"\n"
"Etiquetas POS: {1}\n"
"Relaciones del audio a términos de la Ontología \n"
"\n" "Ánimo: {2}"
"\n" "Apatía: {3} "
"\n" "Alimentación: {4}"
"\n" "Descanso: {5}"
"\n" "Actividad Física: {6}"
"\n" "Desaliento: {7}"
"\n""Cargo de Conciencia: {8}"
"\n" "Atención Dispersa: {9}"
"\n" "Ideas Suicidas: {10}"
"\n" "{11}"
"\n" "{12}"











Figura 35. Código informe. Fuente autor
Utilizando el segmento de código presente en la figura 35, se genera un archivo txt
con la información recopilada en el análisis de los audios transformados a texto.
En el informe se puede apreciar la narrativa oral transformada a texto que se está
analizando, la salida del algoritmo de clasificación simple que relaciona la narrativa
oral con los términos de la ontología, etiqueta y su porcentaje de relación a la que
el modelo de clasificación asignó el análisis del archivo de audio, una tabla con
etiquetas POS detectadas y un enlace donde se pueden visualizar los términos de
la ontología. A continuación se muestra una captura de pantalla del informe
generado:
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Figura 36. Ejemplo del informe generado. Fuente autor
La figura 36 consiste en la visualización del informe generado, donde se puede
observar el uso de las etiquetas POS y la relación con la ontología desarrollada.
Para visualizar el método automático, se puede acceder por medio del siguiente
enlace: Método automático Síntomas Depresivos. O también, se puede consultar
en el anexo 9.
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13. EVALUACIÓN Y RENDIMIENTO DEL MÉTODO AUTOMÁTICO
En este capítulo se encuentra lo relacionado al rendimiento del modelo de
clasificación del método automático. Se evidencian los resultados de las métricas
de desempeño, Precisión, Recall, Exactitud y Puntaje F1, separado por etiquetas y
para el modelo completo.
13.1 Sección 1 Análisis rendimiento del modelo
El análisis del rendimiento del modelo se realizó siguiendo las métricas (Precisión,
Recall, Exactitud y Puntaje F1). En esta sección se evidencian los resultados de
cada una de estas métricas. Esta sección se encuentra dividida en 3 módulos. Los
dos primeros módulos evidencian los resultados obtenidos de las métricas,
dividido por etiquetas. En el tercer módulo se evidencian los resultados obtenidos
del modelo total.
Módulo 1. Matriz de confusión por etiqueta utilizando Algoritmo Máquinas de
soporte vectorial
Para cada etiqueta, la plataforma de monkeyLearn permite conocer los verdaderos
positivos, verdaderos negativos, falsos positivos y falsos negativos. La figura 33
evidencia una captura de pantalla de cómo se muestran estos valores en la
plataforma MonkeyLearn, valores sobre todo el modelo y sobre cada etiqueta.
Figura 33. Captura de pantalla estadísticas en MonkeyLearn. Fuente autor
Este algoritmo no toma todas las etiquetas al mismo tiempo, considera las
etiquetas por individual. Para cada una de las etiquetas, a continuación se hallan
las métricas de Precisión, Exhaustividad, Puntaje F1 y exactitud. Dentro de la
plataforma de MonkeyLearn, es posible elegir qué algoritmo utilizar para clasificar,
en este módulo se utilizó el algoritmo Máquinas de soporte vectorial. Los valores
obtenidos de las métricas, por cada etiqueta son los siguientes:
Matriz de confusión Algoritmo: Máquinas de soporte vectorial










Física 80% 77% 78% 96% 20 302 6 5
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Alimentación 94% 84% 88% 97% 32 293 6 2
Atención
Dispersa 78% 100% 87% 97% 25 301 0 7
Cargo de
Conciencia 87% 91% 89% 97% 32 293 3 5
Desaliento 90% 84% 86% 97% 27 298 7 8
Descanso 77% 79% 78% 95% 27 291 7 8
Disminución de




83% 83% 83% 93% 47 266 10 10
Ideas
Suicidas 86% 80% 82% 92% 37 281 9 6
Tabla 15. Valores Métricas Algoritmo: Máquinas de soporte vectorial. Fuente autor
La tabla 15 se encuentra dividida en 2 secciones diferenciadas por colores. En el
lado izquierdo de la tabla, se encuentran los valores obtenidos de las medidas de
rendimiento. El lado derecho de fondo claro, evidencia los valores obtenidos y que
conforman la matriz de confusión.
Módulo 2. Matriz de confusión por etiqueta utilizando Algoritmo Multinomial
Naive Bayes
En este módulo se utilizó el algoritmo Multinomial Naive Bayes. Los valores
obtenidos de las métricas, por cada etiqueta son los siguientes:
Matriz de confusión Algoritmo: Multinomial Naive Bayes










Física 60% 83% 69% 96% 15 305 3 10
Alimentación 82% 78% 79% 95% 28 291 8 6
Atención
Dispersa 78% 86% 81% 96% 32 297 4 7
Cargo de
Conciencia 87% 84% 85% 96% 37 290 6 5
Desaliento 83% 66% 73% 94% 25 290 13 5










75% 73% 74% 91% 43 260 16 14
Ideas
Suicidas 84% 77% 80% 94% 36 279 11 7
Tabla 16. Valores Métricas Algoritmo: Multinomial Naive Bayes. Fuente autor.
La tabla 16, al igual que la tabla 15 se encuentra dividida en 2 secciones
diferenciadas por colores. En el lado izquierdo de la tabla (de fondo oscuro), se
encuentran los valores obtenidos de las medidas de rendimiento por cada
etiqueta. La etiqueta que fue clasificada superior a las demás fue la de "Cargo de
Conciencia". El lado derecho de fondo claro, evidencia los valores obtenidos y que
conforman la matriz de confusión. Aquellos valores que evidencian los que el
modelo clasificó como verdaderos positivos, verdaderos negativos, falsos
positivos y falsos negativos.
Módulo 3. Métricas de rendimiento para todo el modelo
Del modelo general, la plataforma de monkeyLearn permite conocer directamente
las métricas de exactitud (Accuracy), Puntaje F1 (F1 Score) para cada uno de los
dos algoritmos utilizados. En la siguiente tabla se muestran los resultados
obtenidos de las métricas de exactitud, puntaje F1, Precisión y Recall sobre todo
el modelo, utilizando los algoritmos: Máquinas de soporte vectorial y Multinomial
Naive Bayes.
Máquinas de soporte vectorial
ACCURACY F1 SCORE PRECISIÓN RECALL
85 % 85% 85.4% 85.6%
Multinomial Naive Bayes
ACCURACY F1 SCORE PRECISIÓN RECALL
78% 78% 77% 78.6%
Tabla 17. Métricas de rendimiento para todo el modelo. Fuente autor.
Los valores de las medidas de rendimiento evidenciados en la tabla 17, muestran
aquellos valores que se obtuvieron analizando el rendimiento del modelo de
clasificación con cada uno de los 2 algoritmos utilizados; Multinomial Naive Bayes
y Máquinas de soporte Vectorial. Los valores de las métricas que determinan los
porcentajes de verdaderos positivos o clasificados “verdaderos” que se hallaron
utilizando el MSV son claramente superiores que las halladas utilizando MNB.
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14. RESULTADOS Y ANÁLISIS DE RESULTADOS
Este proyecto formó parte de un proyecto institucional llamado: “Diseño de un
software de apoyo para la detección de sintomatología emocional en narrativas
textuales”. Involucra al departamento de Psicología y departamento de Ingeniería
de Sistemas y Computación de la Universidad Católica de Colombia. Además,
hizo parte de un trabajo en conjunto con un proyecto hermano titulado “Método
automático para el apoyo en la identificación de síntomas de depresión a través de
narrativa escrita”.
Con base a la metodología ONTOLOGY DEVELOPMENT 101 y junto con un
equipo interdisciplinario de expertos provenientes del departamento de Psicología
y de Ingeniería de Sistemas y Computación de la Universidad Católica de
Colombia, se construyó una ontología de términos relacionados al trastorno de la
depresión. La ontología en un principio constaba aproximadamente de 1000
términos. Finalmente se redujo a 715 términos, divididos en 9 categorías, cuya
raíz principal es el término “Depresión”. Una vez terminada, se procedió a su
implementación en el software Protégé, donde se validó por medio de expresiones
regulares, y se exportó para su uso en el método automático.
Para el presente trabajo se utilizó Google Collaboratory como plataforma de
desarrollo. La API que permite manipular archivos de audio dentro de Google
Colab fue:“!pip install speechrecognition”, con su librería: “Import speech_recognition as
sr”. Además, como nube de almacenamiento se eligió el servicio de Google Drive y
la plataforma JotForm como servicio de formularios.
Para capturar en audio la información de los consultantes, un equipo
interdisciplinario de docentes y estudiantes de las áreas de psicología e ingeniería
de sistemas y computación de la Universidad Católica de Colombia, diseñó un
formulario de de 5 preguntas enlazadas a cada una de las 9 categorías
evidenciadas en la construcción de la ontología. Este equipo estuvo conformado
por: Juan Barrero (Profesional Ing. Sistemas), Diana Melissa Quant (Profesional
Psicología), Eliana Ivette Ortiz (Profesional Psicología), Holman Bolivar
(Profesional  Ing. Sistemas).
Un equipo de estudiantes de psicología y de Ingeniería de Sistemas y
computación de la Universidad Católica de Colombia, trabajó con la ontología
desarrollada en este trabajo para la construcción del dataset de frases cortas para
entrenar el modelo de clasificación en la plataforma MonkeyLearn. El dataset total
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contiene 339 frases cortas relacionadas a sintomatología depresiva. Las frases
están se dividieron así: 57 frases relacionadas al “Estado de ánimo deprimido”, 40
frases relacionadas a “Disminución de interés o placer”, 34 relacionadas a
“Alimentación”, 35 relacionadas a “Descanso”, 30 relacionadas a “Actividad física”,
30 relacionadas a “Desaliento”, 37 relacionadas a “Cargo de conciencia”, 33
relacionadas a “Atención dispersa”y 43 relacionadas a “Ideas suicidas”.
En el modelo de clasificación se implementaron dos algoritmos los cuales fueron:
Multinomial Naive Bayes y máquinas de soporte vectorial. Con estos 2 algoritmos
se entrenó el modelo y se obtuvieron las medidas de desempeño evidenciadas en
la siguiente tabla.
Medidas de desempeño
Multinomial Naive Bayes Máquinas de soporte vectorial
Etiquetas Precisión Recall F1 Exactitud Precisión Recall F1 Exactitud
Actividad
Física 60% 83% 69% 96% 80% 77% 78% 96%
Alimentación 82% 78% 79% 95% 94% 84% 88% 97%
Atención
Dispersa 78% 86% 81% 96% 78% 100% 87% 97%
Cargo de
Conciencia 87% 84% 85% 96% 87% 91% 89% 97%
Desaliento 83% 66% 73% 94% 90% 84% 86% 97%









75% 73% 74% 91% 83% 83% 83% 93%
Ideas
Suicidas 84% 77% 80% 94% 86% 80% 82% 92%
PROMEDIO 77.1% 78.6% 76.8% 84.8% 85.3% 85.6% 84.8% 85.7%
Tabla 19. Comparación métricas de rendimiento para todo el modelo. Fuente autor.
Como se puede observar en la tabla 19 , las medidas de desempeño obtenidas
para cada una de las etiquetas utilizando el algoritmo Multinomial Naive Bayes
(MNV), son notoriamente inferiores a las medidas registradas utilizando el
algoritmo Máquinas de soporte vectorial (MSV). Esto se debe a que en la
clasificación de los textos de entrenamiento, el algoritmo MSV logró clasificar de
una manera superior. Logró identificar aquellos textos verdaderos positivos,
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verdaderos negativos, falsos positivos y falsos negativos con mayor certeza que el
algoritmo MNB.
Los valores obtenidos en la métrica de precisión con cada algoritmo determinaron
el porcentaje de textos del dataset que el modelo identificó como positivos para
cada etiqueta. El algoritmo MSV evidencia un promedio de la medida de precisión
de un 8.2% por encima del algoritmo MNB. Los valores resultantes de la métrica
Recall para cada algoritmo, determinaron el porcentaje de textos del dataset que
fueron identificados como verdaderos positivos. Lo anterior evidencia que para el
promedio de esta medida de desempeño, el algoritmo MSV presenta una
superioridad del 7%, comparado con el algoritmo MNB
La medida de desempeño Puntaje F1 devolvió una medida de calidad más general
de cada etiqueta por separado. Comparando los promedios hallados para esta
medida por cada algoritmo, se encontró que MSV supera por un 8% al MNB.
Los valores de la métrica Exactitud por cada etiqueta midieron el porcentaje de
casos que el modelo acertó clasificando los textos del dataset. La diferencia entre
promedios de estas medidas por cada algoritmo es del 0.9%. Se evidencia que
aunque la diferencia es baja, el algoritmo MSV superó nuevamente al algoritmo
MNB.
Máquinas de soporte vectorial
ACCURACY F1 SCORE PRECISIÓN RECALL
85 % 85% 85.4% 85.6%
Multinomial Naive Bayes
ACCURACY F1 SCORE PRECISIÓN RECALL
78% 78% 77% 78.6%
Tabla 20. Métricas de rendimiento para todo el modelo. Fuente autor.
Como se observa en la tabla 20 , las medidas de desempeño para el modelo total,
el algoritmo Máquinas de soporte vectorial, fue notoriamente superior que el
algoritmo Multinomial naive Bayes, en cuanto a los valores de las medidas de
desempeño. El porcentaje de casos que clasifica acertadamente el algoritmo MSV,
supera por un 7% al algoritmo Multinomial Naive Bayes. Además lo supera
también por el mismo valor en la medida de calidad general del modelo, es decir
en la métrica F1 Score. El valor de la métrica precisión midió el porcentaje de
textos del dataset que el algoritmo MNB logró identificar como positivos para cierta
etiqueta. El algoritmo MSV superó por un 8.4% al MNB. El valor de la medida de
rendimiento Recall fue notoriamente superior utilizando MSV que utilizando MNB.
Superó por un 7% la cantidad de textos del dataset que el algoritmo MNB logró
identificar como verdaderos positivos. Se determinó que con el algoritmo MSV se
obtiene una clasificación más precisa y acertada.
Estos resultados son positivos para el proyecto y para la población de interés.
Aportar un medio tecnológico que analiza la narrativa oral de un consultante, con
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el propósito de aumentar la oferta de mecanismos disruptivos que apoyen la
identificación de síntomas depresivos, se convierte de vital importancia por la
consecuencia más severa de la depresión; el suicidio.
Diagrama 15. Diagrama de resultados. Fuente autor.
El desarrollo de este proyecto dio como resultado el método automático
evidenciado en el diagrama 15. Donde se puede observar los procesos que se
realizan para la ejecución del método automático, las herramientas utilizadas, y
cuál es su salida, un informe sobre el análisis del audio suministrado, que leerá el
profesional de la salud.
108
15. CONCLUSIONES
En el presente proyecto se logró la identificación y la consolidación de una
ontología semántica basada en la sintomatología depresiva, un modelo de
machine learning que clasifica en los 9 síntomas de depresión, la identificación de
una API que permite manipular archivos de audio y un formulario de preguntas
enfocado a responder en audio. Todos estos hacen parte de un conjunto necesario
de elementos para la detección de síntomas de depresión, mediante la integración
de diferentes herramientas y aplicaciones, con el fin de mejorar la precisión para
identificar y clasificar síntomas depresivos. Estos elementos fueron implementados
en el método automático propuesto.
De acuerdo a lo señalado anteriormente, para la construcción de la ontología se
contó con un equipo interdisciplinario del área de psicología y del área de
ingeniería de sistemas y computación de la Universidad Católica de Colombia. La
ontología se validó por expertos del área de salud mental. En paralelo, se
seleccionó como ambiente de desarrollo del método automático la plataforma de
Google Collaboratory y la API para la manipulación de audio fue
“SpeechRecognition” de Google. Seguido de esto, se diseñaron los 4 diagramas
de los módulos que componen el método automático, y un diagrama general que
evidencia el funcionamiento del método con las herramientas elegidas.
Posteriormente, basándose en la ontología se desarrolló un dataset de
grabaciones de audio, el formulario de preguntas para responder en audio y el
modelo de clasificación en donde se implementaron 2 algoritmos.
De acuerdo con los resultados obtenidos en la evaluación del método automático,
el algoritmo Máquinas de soporte vectorial (MSV) ha sido el elegido entre los 2
algoritmos como el que presenta las medidas de desempeño más altas, en cuanto
a clasificación se refiere, pese a haber sido entrenado con un dataset de tamaño
reducido. Sin embargo, por la falta de balanceo en estos datos, es posible
presentar un sesgo en los resultados. Para garantizar mejores resultados a largo
plazo es necesario realizar pruebas con diferentes técnicas de inteligencia
artificial, contar con un dataset de entrenamiento con mayor información y
establecer una retroalimentación continua de la ontología.
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16. TRABAJOS FUTUROS
Durante el desarrollo de este proyecto han surgido algunos temas que se han
dejado inexplorados o abiertos en donde es posible seguir trabajando y
mejorando. Por mencionar uno de estos: Explorar la identificación de síntomas
depresivos mediante el análisis del tono e intención de cómo se dicen las
palabras. Algunos de estos temas están directamente relacionados al presente
proyecto y otros que por el alcance del proyecto no han sido tenidas en cuenta. A
continuación se listan algunas propuestas de trabajos futuros, propuestas de
desarrollos específicos y propuestas para que este proyecto pueda ser mejorado,
para que pueda generar un impacto mayor, un proceso de trabajo optimizado y
unos resultados mejores:
- Plantear el uso de una metodología distinta de realización de la ontología,
como puede llegar a ser una de las exploradas durante el capítulo del
desarrollo de la ontología.
- Continuar retroalimentando los términos que componen la ontología.
- Extender la ontología para que soporte otros dialectos del español, con el
fin de generar impacto en nuevas poblaciones.
- Ampliar el dataset de entrenamiento para generar resultados significativos
desde el punto de vista estadístico.
- Realizar pruebas en una población específica para obtener resultados
sobre su efectividad en casos reales.
- Implementar otras técnicas de inteligencia artificial y métricas de
clasificación, para tener otros puntos de vista de la calidad de respuesta
que ofrece el método desarrollado.
- Plantear el desarrollo de una aplicación web que permita automatizar en su
totalidad la funcionalidad del método automático del proyecto.
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Anexo 1. Ley HABEAS DATA
LEY 1581 DE 2012- PROTECCIÓN DE DATOS PERSONALES- HABEAS DATA
LEY 1266 DE 2008 - HABEAS DATA
Mediante la cual autorizó en los términos de la presente ley, de manera libre, expresa y
voluntaria a la Universidad Católica de Colombia a dar el tratamiento de los datos
suministrados por mí. (Acuerdo 002 del 04 de septiembre de 2013).
Autorizo:
SI  _____ NO _______
Por lo anterior expreso que he leído y comprendido íntegramente este documento. En
consecuencia, doy mi consentimiento a los ____ (número) días del mes de _____________
del 2020 en la ciudad de _________________________.
FIRMA DEL/LA PARTICIPANTE FIRMA INVESTIGADOR(A)
C.C. C.C.
_____________________________ ____________________________
Nota: Todos los aspectos contenidos en el presente documento están contemplados en el marco de la
Resolución 8430 del Ministerio de Salud sobre la investigación en salud con humanos y de la Ley 1090 del 6
noviembre de 2006, que reglamenta la profesión de psicología, dicta el código deontológico y bioético y
contempla otras disposiciones.
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Anexo 2. Consentimiento Informado
CONSENTIMIENTO INFORMADO
Yo ________________________________________ mayor de edad, identificado con C.C.
 _________________ de _________________, expreso de manera libre y voluntaria que
ACEPTO participar en la investigación que tiene como diseñar y validar un software de
apoyo para la detección de sintomatología emocional en jóvenes entre los 18 y 24 años, a través
de una ontología semántica y algoritmos de aprendizaje de máquina en narrativas textuales y
publicación en redes sociales por medio de medidas subjetivas y objetivas de malestar
psicológico. Esta investigación es realizada por
__________________________________________________________docentes del programa
de la Facultad de Ingeniería y Psicología de Universidad Católica de Colombia.
Declaro que la explicación que recibí, acerca de la investigación y la naturaleza de mi
participación en ella, ha sido clara y suficiente, y comprendo que:
1. Si accede a participar en el estudio y cumple con los criterios de inclusión, usted debe
contestar varios cuestionarios antes de iniciar la investigación, durante la misma y un
mes después de finalizar.
2. La información obtenida es de carácter confidencial, lo que significa que por ninguna
razón será divulgada mi identidad o se entregará información a instituciones ajenas a las
suscritas en esta investigación, y que si fuere preciso se tomarán las medidas necesarias
para salvaguardar mis datos personales y mi identidad, utilizando códigos para
identificar a los participantes garantizando su anonimato y encriptando los datos con la
protección adecuada a nivel informático. Lo anterior en conformidad con las Leyes
1266 de 2008, 1273 de 2009, 1581 de 2012 y la Resolución 2654 de 2019.
3. La plataforma web en la cual se alojará el software se acoge a todas normas y estatutos
aplicables en territorio nacional (Ley 527 de 1999, Ley 1266 de 2008, Ley 1273 de
2009, Ley 1581 de 2012, Resolución 2654 de 2019), garantizando la seguridad
privacidad y protección de los datos personales, clínicos y de contacto de los
participantes.
4. La confidencialidad que obliga a los investigadores a guardar el secreto profesional solo
puede romperse en situaciones en las que de no hacerlo llevaría a un daño inminente de
la persona o a terceros, en concordancia con la Ley 1090 de 2006.
5. Se trabajará con la información publicada por los participantes en sus redes sociales ya
sea de manera pública o privada, para este último caso nos ajustaremos al
consentimiento asistido y al contrato de protección de información que tenga el usuario
con la red social.
6. Los resultados de la investigación serán utilizados con fines académicos y pueden ser
divulgados a través de publicaciones académicas, como establece la ley 1090 de 2006.
7. Al tratarse de un programa de apoyo a la evaluación psicológica, la participación en
este estudio podría implicar un riesgo mínimo para mi salud emocional o psicológica,
sin embargo no existe ningún riesgo conocido para mi integridad física o la de las
personas que me rodean.
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8. En caso de detectarse una situación de alto riesgo para los participantes, se ofrecerán
rutas de acceso a los servicios de salud pertinentes de acuerdo con el caso y se
interrumpirá la participación en el estudio indefinidamente.
9. Toda la información que voy a proporcionar será suficiente y sincera, de acuerdo con
los requerimientos de la investigación.
10. En cualquier momento puedo expresar mis inquietudes o solicitar la ampliación de la
información acerca del estudio. Asimismo, me ha sido informado que mi participación
en la investigación es completamente voluntaria, por lo tanto, puedo retirarme en
cualquier momento si lo deseo, incluso posteriormente a la firma de este documento.
11. Mi participación en la investigación no implica el pago de remuneración alguna, ni el
acceso a otros beneficios económicos o en especie.
12. Si desea mayor información o conocer los resultados del estudio, puede comunicarse al
correo electrónico __________________________________
Para ver el resto de anexos relacionados con el trabajo realizado, se
encuentran disponibles en la siguiente dirección:
https://drive.google.com/drive/folders/1Lxv6ZySGlrhsVAtb6K3cKkXLdXNTCi
oh?usp=sharing
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