Midcourse navigation using statistical filter theory, a manual theodolite, and symbolic computer control by Kipping, E. D. & Christensen, J. V.
N A S A  T E C H N I C A L  NOTE 
MIDCOURSE NAVIGATION USING 
STATISTICAL FILTER THEORY, 
A MANUAL THEODOLITE, AND 
SYMBOLIC COMPUTER CONTROL 
by Juy V. Christensen und E. Duvid Kipping 
I 
Ames  Reseurch Center 
Moffett Field, Cui$ 
N A T I O N A L  A E R O N A U T I C S  A N D  SPACE A D M I N I S T R A T I O N  W A S H I N G T O N ,  D. C. FEBRUARY 1967 
https://ntrs.nasa.gov/search.jsp?R=19670008471 2020-03-24T02:16:47+00:00Z
TECH LIBRARY KAFB, NM 
I lllllllllll l11111111111111111111llllll 
MIDCOURSE NAVIGATION USING STATISTICAL FILTER THEORY, 
A MANUAL THEODOLITE, AND SYMBOLIC COMPUTER CONTROL 
By J a y  V. Chris tensen and E. David Kipping 
Ames  Research  Center 
Moffett Field,  Calif. 
N A T I O N A L  AERONAUTICS AND SPACE ADMINISTRATION 
For sale by the Clearinghouse for Federal Scientific and Technical Information 
Springfield, Virginia 22151 - Price $2.00 
MIDCOURSE NAVIGATION USDJG STATISTICAL FILTER THEORY, 
A MANUAL THEODOLITE, AND SYMBOLIC COMPUTER CONTROL 
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Ames Research Center 
This report considers the application of a specific hardware- 
computational system to midcourse guidance and navigation of a manned space- 
craft. The system consists of three major subsystems: a digital computer to 
process the observed data, a computer control and display panel, and a manu- 
ally operated theodolite. The guidance and navigation computations used 
statistical filtering and linear prediction. The computer control and display 
panel used a symbolic abbreviation technique. The theodolite was manually 
operated. Each of three study phases considered a set of eight closed-loop 
trajectory runs for the transearth portion of a lunar mission in which actual 
theodolite observations of a simulated celestial scene were processed, and 
velocity corrections were simulated. The resulting trajectories were 
integrated to vacuum perigee to determine system guidance and navigation 
performance. 
The results of this investigation have confirmed theoretical studies 
regarding the application of statistical filter theory midcourse guidance 
and navigation, and have shown that the hardware-computational system, as 
described, will be adequate for on-board midcourse guidance and navigation. 
No serious anomalies or discontinuities were detected in the statistical 
filter processing. The results also showed that the velocity correction 
parameters (thrust magnitude and direction) could be obtained with high 
accuracy, and, therefore, a precise vernier velocity correcti0.n system should 
be considered if the spacecraft is to make effective use of the system perfor- 
mance. The investigation demonstrated the successful use of a symbolic 
computer control and display panel concept. 
INTRODUCTION 
For a manned lunar or interplanetary mission, midcourse guidance and 
navigation will be necessary in order to meet required terminal conditions. 
Considerable research has been devoted to the evaluation of statistical 
filter theory as applied to the computations required for the on-board 
computer. However, in these studies (e.g., refs. 1-3) the observational 
errors have been based on an assumed error distribution, and have not been 
taken directly from actual instrument observations in a manned real-time 
mission environment. To evaluate the statistical filter theory more realis- 
tically, actual hardware is used wherever possible in a simulator at Ames 
Research Center. 
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Data have been obtained for a particular hardware -computational system 
which uses statistical filter theory and linear prediction, a representative 
digital computer, symbolic computer control and display, and manual theodolite 
observations. This study was specifically oriented to the lunar midcourse 
guidance and navigation problem. Symbolic abbreviations and electrolumines- 
cent displays were used in the "on-board" computer control and display during 
the data runs. 
concept were investigated. 
Computer requirements for this on-board control and display 
A moon-to-earth return mission was studied in three investigation phases. 
Each phase consisted of data runs in which theodolite observations were 
processed, velocity corrections were simulated, and the resulting trajectories 
were integrated to perigee to determine system performance. 
the reference trajectory, the observation schedule, the data processing 
technique, and the optical instrument remained the same. The only variables 
which changed were the optical observation data and the velocity correction 
model. Guidance and navigation performance was evaluated on a standard 
deviation basis for each phase of the study. Performance was measured by the 
the trajectory state estimation accuracy, the resulting velocity corrections, 
the deviation of the actual trajectory from the reference trajectory, and the 
ability of the system to meet the required reentry trajectory state at perigee. 
In each phase, 
DESCRIF'TION OF SIMUIATION ON-BOARD SYSTEM 
The system simulation used in this study is shown in figure 1. The 
specific on-board, hardware-computational system investigated is shown within 
the solid line and includes the following: 
digital computer statistical filter theory and linear prediction, (b) a com- 
puter control and display, that uses symbolic abbreviations, and (e) a 
manually operated theodolite. 
(a) a guidance and navigation 
A medium-sized, ground-based general purpose digital computer was used to 
simulate the on-board digital computer. The mathematical formulas and 
techniques for the on-board guidance and navigation computations were essen- 
tially those used by Smith, McLean, Schmidt, and McGee (refs. l -3 ) ,  except 
that a stored polynomial was used for evaluating the sun and moon position, 
and the numerical integration scheme was different. 
The integration technique used was a Stormer-Cowell integration with a 
starter that builds up the table of differences backwards in time from the 
point of integration. This technique, reported in reference 4, was chosen for 
its high accuracy which essentially eliminated one variable (integration error) 
and provided accurate actual position data for the analysis. For computation 
of the trajectory, knowledge of the position of the sun and moon was required. 
A Chebysheff polynomial in time was fitted to each Cartesian component of the 
sun-moon data over a range of 14 days, a time span chosen to allow for the 7- 
day round trip, launch delays, and stay time on the moon. The coefficients 
were computed from Naval Observatory data. 
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Two s e t s  of nonlinear equations of motion were computed and integrated:  
t he  on-board reference t r a j e c t o r y  s e t ,  which w a s  a nominal t r a j e c t o r y  around 
which t h e  equations of motion were l inear ized  f o r  pred ic t ion  and guidance; 
and t h e  estimated t r a j e c t o r y  set, which w a s  computed t o  obtain the  b e s t  
estimate of t h e  pos i t ion  and ve loc i ty  of t he  vehicle .  
included t h e  e f f e c t  of t he  sun, t he  moon, and t h e  second harmonic of t he  
e a r t h ’ s  oblateness and are summarized i n  appendix A of reference 2. 
These equations 
For predict ion and guidance, t h e  equations of motion were l inear ized  
about t he  on-board reference t r a j e c t o r y  by expanding i n  a Taylor s e r i e s  and 
re ta in ing  only the  l i n e a r  term, a technique which w a s  used and reported i n  
reference 2.  
The computer cont ro l  and display panel  w a s  designed and constructed 
s p e c i f i c a l l y  f o r  midcourse guidance and navigation using symbolic abbrevia- 
t i ons  f o r  cont ro l  and display.  This panel, shown i n  f igu re  2, consisted of 
t he  following subassemblies: 
( 2 )  electroluminescent and incandescent s t a t u s  and warning l i g h t s ,  (3)  e l ec t ro -  
luminescent symbolic display panel, ( 4 )  s ing le  function, p r i o r i t y  in t e r rup t  
pushbutton panel, ( 5 )  thumbwheel input panel, (6)  keyboard input panel, and 
(7) a time interrogate  pushbutton. The computer cont ro l  and display programs 
were wr i t ten  i n  machine language. A l l  logic ,  conversion and formating w a s  
or iented t o  the  on-board computer. This allowed r e a l i s t i c  de f in i t i on  of t he  
computer requirements f o r  symbolic cont ro l  and display.  A l l  communications 
between the  observer and the  computer were symbolic; t h i s  provided operating 
experience with the  concept and associated hardware, such as the  e l ec t ro -  
luminescent displays,  thumbwheel control,  keyboard control ,  e t c .  This 
symbolic cont ro l  and display concept i s  described i n  more d e t a i l  i n  appendixes 
A, B, and C .  Control and display panel operation and da ta  format i s  given 
i n  appendix A. The symbolic code s t ruc tu re  f o r  the  computer cont ro l  and d i s -  
p lay  panel i s  described i n  appendix B. Appendix C contains memory require-  
ments and funct ional  descr ipt ions of t he  required d i g i t a l  computer cont ro l  and 
display programs. 
(1) a real-time clock cont ro l  and display panel, 
The s ight ing instrument used was a Hilger and Watts, Microptic no. 2 
theodol i te  ( f i g .  3 ) .  This instrument was manually operated and a l ined  i n  
the  simulation coordinate system defined i n  the  next paragraph. The 
instrument w a s  ca l ibra ted  with an Ultradex Indexing Table with ca l ib ra t ion  
poin ts  every degree. 
(hor izonta l )  of -0.5 second of a r c  with a k0.g second of a r c  uncertainty 
I hor izonta l )  was 0.6 second of a r c  with a kl.5 second of a r c  uncertainty 
(standard deviat ion)  about t h e  mean. The uncertainty e r ro r s  appeared t o  
cons is t  l a rge ly  of operator and instrument r epea tab i l i t y  e r r o r s .  
The ca l ib ra t ion  showed a mean e r r o r  i n  r i g h t  ascension 
standard deviat ion)  about t h e  mean. The mean e r r o r  i n  decl inat ion 
COORDINATE SYSTEM 
The coordinate system chosen was a nonrotating, right-hand orthogonal 
Cartesian frame with the  o r ig in  a t  the center  of t h e  ea r th .  The Z ax is  
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was a l ined  along t h e  north polar  a x i s .  The X and Y axes were i n  t h e  
equator ia l  plane with the  
the  first point  of A r i e s .  
i n e r t i a l  reference f r a m e  with i t s  azimuth ax is  p a r a l l e l  t o  the  Z a x i s .  
Declination w a s  measured as a pos i t ive  or negative angle above or below t h e  
equator ia l  plane.  
X ax is  a l ined with t h e  p o s i t i v e  d i r e c t i o n  through 
The theodol i te  was assumed t o  be a l ined  i n  t h i s  
DIGITAL COMPUTATIONS 
The required d i g i t a l  simulation computations a r e  shown funct ional ly  
within the  dotted l i n e  of f igure  1, and include processing of cont ro l  and 
display information, computation of the  on-board guidance and navigation data,  
computation and processing of the  c e l e s t i a l  scene data,  and t h e  computation 
and pr int-out  of research data .  The computer word length w a s  24 binary d ig i t s .  
Double precis ion w a s  used on a l l  guidance and navigation computations. 
Because of i t s  t o t a l  length, the  computer program w a s  divided i n t o  seven l inks  
which were s tored on magnetic tape and loaded i n t o  memory as needed. If it i s  
assumed t h a t  the  e n t i r e  program is  i n  memory simultaneously, without any 
duplications,  then storage requirements can be estimated. Such an estimation 
is  given i n  t a b l e  I. Forty-eight percent of the  t o t a l  storage required i s  
associated with t h e  simulation, and 52 percent is associated with t h e  on- 
board computations. Detailed considerations of the  simulation computation 
requirements a r e  given i n  appendix D. 
The 'time required t o  process an observation or veloc i ty  correction, and 
update the t r a j e c t o r y  estimate, was almost t o t a l l y  dependent on t h e  time 
required t o  in tegra te  t h e  equations of motion - normally about 7 minutes. 
CEUSTIAL SCENE SIMULATION 
Figure 4 shows the c e l e s t i a l  scene simulation (which includes the  planet  
simulator and star simulators),  the  computer cont ro l  and display panel, and 
t h e  theodol i te  a t  t h e  observing s t a t i o n .  To simulate the planet  i n  the  
c e l e s t i a l  scene, it w a s  necessary t o  move a l i g h t  source with respect  t o  the  
simulated i n e r t i a l  reference base establ ished f o r  t h e  s ight ing instrument and 
the  s ta t ionary  point  l i g h t  star sources. Because it w a s  not desired i n  t h i s  
invest igat ion t o  introduce moving l ine-of-s ight  tracking er rors ,  the  obser- 
vations were always taken under s t a t i c  conditions. Observations of a non- 
moving planet  were used t o  obtain system performance without introducing 
er rors  associated with the  tracking t a s k .  A l l  observations w e r e  taken i n  r e a l  
time, t h e  planet  being repositioned appropriately before each observation s o  
t h a t  the  observer was required t o  obtain a new unknown angle.  The time of 
observation w a s  recorded t o  within 0.01 second. A collimated point  l i g h t  
source was used t o  simulate the  planet  because a more elaborate collimated 
p lane t  source w a s  not avai lable  a t  the  time of the  invest igat ion.  
planet  source w a s  o p t i c a l l y  i d e n t i c a l  t o  the  star sources and w a s  mounted 
on a r o t a t i o n a l  t a b l e  t o  simulate t h e  angular motion of the  planet  with 
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respect  t o  the  f ixed  star f i e l d .  The r o t a t i o n a l  t a b l e  was mounted on a t r a n s -  
l a t i o n a l  t a b l e  which t r ans l a t ed  t h e  p lane t  source so t h a t  t he  observer always 
remained i n  t h e  f i e l d  of coll imation. To keep t h e  center  of t h e  collimated 
p lane t  bundle a t  t h e  observing s t a t ion ,  t h e  r o t a t i o n a l  and t r a n s l a t i o n a l  
t ab le s  were driven a t  su i t ab le  synchronized r a t e s .  The r o t a t i o n a l  t a b l e  w a s  
instrumented with a d i g i t a l  encoder having na tu ra l  binary output. 
provided a reso lu t ion  of 1.23 seconds of a r c  over t he  12O range of t h e  t a b l e .  
The ro t a t iona l  t a b l e  encoder was appropriately in te r faced  with the  computer 
f o r  interrogat ion under computer cont ro l .  To avoid pa ra l l ax  e r ro r s ,  
c o l l h a t e d  poin t  l i g h t  sources were necessary and t h e  construction i s  i l l u s -  
t r a t e d  i n  the  photograph of f igu re  5 .  Details of t h e  generation and 
processing of t he  observation e r ro r s  i s  given i n  appendix E.  For t h e  data  
of t h i s  report  t he  simulation e r ro r s  were computed t o  be 2-5 a r c  seconds 
(standard devia t ion) .  The simulation demonstrated a p o t e n t i a l  of reducing 
the  simulation e r ro r s  t o  1-2 seconds of a r c  (standard devia t ion) .  Additional 
considerations.of t h e  c e l e s t i a l  scene s b u l a t i o n  e r ro r s  are given i n  appendix 
F. The d i g i t a l  simulation techniques used are described and discussed i n  some 
d e t a i l  i n  reference 5 .  
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INVESTIGATION PROCEDURES 
A representat ive moon-to-earth re turn  mission and t r a j e c t o r y  were chosen. 
The observation schedule, i n i t i a l  conditions,  and system e r ro r s  were se lec ted  
t o  be typ ica l  of a moon-to-earth r e tu rn  guidance and navigation problem; 
however, no attempt was made t o  study o r  optimize these f ac to r s .  The 
reference t r a j e c t o r y  w a s  based upon a circumlunar b a l l i s t i c  t r a j e c t o r y  of a 
spacecraf t  launched from Cape Kennedy on February 12, 1966. The spacecraf t  
w a s  assumed t o  en te r  a parking o r b i t  before in j ec t ion  toward the  moon. 
Closest approach t o  the  moon (per i lune)  was 185.3 km (100.0 nau t i ca l  miles)  
from the  surface.  
24.2' N, and longitude 80.98O W, which i s  approximately over Havana, Cuba. 
summary of t h i s  reference t r a j e c t o r y  i s  given i n  t a b l e  11. 
Vacuum perigee was 60.0 km above sea l e v e l  a t  l a t i t u d e  
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It was assumed t h a t  i f  t he  spacecraf t  were in jec ted  i n t o  a moon-to-earth 
t r a j ec to ry  a t  per i lune  with no in j ec t ion  e r ro r s ,  it would follow the  r e tu rn  
port ion of t h i s  circumlunar reference b a l l i s t i c  t r a j ec to ry .  A l l  mission 
times were from in j ec t ion  of t he  reference circumlunar t r a j ec to ry ;  hence, 
t he  spacecraf t  i n j ec t ion  a t  per i lune w a s  taken t o  occur a t  70.68 hours. For 
each study phase it w a s  necessary t o  use appropriate i n i t i a l  e r ro r s  a t  t h e  
moon-to-earth in j ec t ion  poin t .  These e r ro r s  were obtained by adding i n i t i a l  
condition e r ro r s  t o  t h e  reference t r a j e c t o r y  a t  the  per i lune mission time of 
70.68 hours. 
e r ro r s  on the  b a s i s  of a normal e r r o r  d i s t r ibu t ion  with a standard deviation 
of 1 Inn, and 0.001 lan/sec i n  each Cartesian coordinate - t y p i c a l  of a boost 
guidance and navigation system. The spec i f i c  e r r o r s  t h a t  resu l ted  are given 
i n  t a b l e  I11 and w e r e  used as i n i t i a l  condition e r r o r s  a t  t h e  per i lune  moon- 
to-ear th  in j ec t ion  poin t  on a l l  inves t iga t ion  phases. 
ve loc i ty  correct ion schedule was based on f ixed  observation and ve loc i ty  
correct ion time as i l l u s t r a t e d  i n  f igu re  6, and summarized i n  t a b l e  IV. 
A random number generator computed these  i n i t i a l  condition 
The observation and 
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The velocity correction maneuver was not actually mechanized, but was 
simulated with error values generated from random numbers. Three error 
sources were considered: (a) alinement of the thrust vector; (b) thrust 
cutoff; and (c) measurement of the velocity correction. The standard devia- 
tions used to describe these errors were chosen to be representative and are 
summarized in table V. 
Three study phases are reported and are summarized in the following table. 
Phase I11 Phase I Phase I1 
Mission segment 
Number of 
observations 
122.0 hr 122.0 hr 
to perigee to perigee 
12 12 
70.68 hr 
to perigee 
39 
Velocity correction Last inbound Last inbound All inbound (3) 
Type of velocity 
correction maneuver Perfect 
error model 
Error model 
as defined Perf e c t 
Number of data runs 8 8 8 
The Phase I study used actual instrument observations for the last 12 
observations (fig. 6). The trajectory state for this phase was intialized at 
the 122.0-hour point by starting the inbound trajectory at the moon-to-earth 
injection point (70.68 hr) with initial condition errors as previously 
described. A random number generator was then used to generate instrument 
sighting errors (as outlined in table VI), velocity correction errors, and 
velocity correction measurement errors for the inbound trajectory up to 
122.0 hours, assuming standard deviations as previously described. The first 
27 inbound observations were computed and processed, and both velocity 
corrections were simulated through a mission time of 122.0 hours according to 
the observation and velocity correction schedule outlined in table IV. The 
resulting errors in position and velocity obtained at the 122.0-hour point 
constituted the initial condition errors used in the subsequent Phase I 
theodolite data runs from this point, and these errors are given in table VII. 
An observer took the last 12 observations. The computer then simulated the 
velocity correction using the errors in alinement, cutoff, and measurement, 
as outlined in table V. The actual trajectory was then integrated to the 
time of reference vacuum perigee. Eight separate missions were run in this 
manner using two different observers. The actual trajectories were compared 
statistically with the reference trajectory, and with the estimated 
trajectories through the time of reference vacuum perigee for system per- 
formance analysis. To further evaluate performance, the trajectories were 
integrated to actual perigee, and altitude errors were evaluated at this 
point. 
The Phase I1 investigation used Phase I observation data, and was 
identical to Phase I except that in Phase I1 the final velocity corrections 
were executed without introducing any velocity correction errors. 
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The Phase I11 investigation was a computer study covering the entire 
inbound trajectory. No observer was used directly. The observer sighting 
data obtained in the Phase I investigation were used. 
described errors at the moon-to-earth injection point were used for the 
inbound trajectory. 
Phase I missions were then used sequentially in the inbound observations. All 
inbound observations were processed and all velocity corrections were executed 
without introducing any velocity correction errors. 
correction, the resulting trajectories were integrated to the time of refer- 
ence vacuum perigee. Eight missions from injection to perigee were executed 
in this manner, using the actual observation error set of Phase I to generate 
all of the observational errors required. The resulting trajectories were 
compared statistically with the reference and estimated trajectories to obtain 
system performance data. 
The previously 
The 96 sets of observer sighting errors obtained in the 
After the final velocity 
System Performance Reference Data 
Statistical filter processing and the resulting guidance and navigation 
system performance depend on matching the assumed standard deviation of the 
observation error with the actual instrument observation error. For the 
Phase I, 11, and I11 data runs, the assumed standard deviation of the obser- 
vation error was set at 10 seconds of arc. In these runs, the instrument 
observation error turned out to be closer to 5 seconds of arc, so that a 
mismatch did occur. 
instrument observation error. To establish theoretical baseline reference 
data that account for both of the above considerations, and to establish a 
theoretical baseline representative of optimum system performance, three 
types of system performance reference data (SPRD) studies were completed. 
System performance also depends on the magnitude of the 
One SPRD computer run was made assuming a very small normally distributed 
instrument error of 1 second of arc, and using an assumed standard deviation 
of the observation error of 1 second of arc. These data are referred to as 
SPRD-A and represent system performance as limited primarily by the system 
computational accuracy of the statistical filter theory processing. 
To provide System Performance Reference Data with mismatching (as 
described above) and as a function of the magnitude of the observation error, 
an additional SPRD computer run was required. This computer run was made 
assuming an instrument error model of 0 second of arc, and an assumed 
standard deviation of the observation error of 10 seconds of arc. The result- 
ing data represent the best performance with the system limited by a 10 second 
of arc assumed standard deviation in the observation error. These data are 
referred to as SPRD-B. In both SPRD-A and SPRD-B, the errors were small and 
consistent with statistical errors computed by linear methods so that one run 
in each case was considered adequate. 
To provide System Performance Reference Data when a poor sighting 
instrument is used, a series of 8 computer runs was made assuming a normally 
distributed instrument error model with a 1 u value of 50 seconds of arc, and 
an assumed standard deviation of the observational error of 10 seconds of 
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arc .  
as SPRD-C. They are used only i n  t h e  evaluation of Phase I and Phase 11. 
These data  are presented as standard deviation data and a r e  re fer red  t o  
The re la t ionship  of t h e  assumed standard deviation of the observation 
e r r o r  t o  the  instrurhent observation e r ror ,  as it was applied t o  each of the 
d i f f e r e n t  System Performance Reference Data and t o  the  a c t u a l  study phases, is 
summarized i n  the  following tab le .  The model used f o r  the  instrument 
observation e r r o r  w a s  based on a 1 (5 normally d is t r ibu ted  value. 
and a random n&ber generator were used t o  generate individual  s ight ing 
instrument e r rors  f o r  a l l  of the SPRD computer runs.  
This model 
Assumed standard 
deviation of the  
observation e r r o r  
(sec of a r c )  
10 Phase I, 11, and I11 
data  runs 
SPRD -A 
SPRD -B 
SPRD -c 
1 
10 
10 
Instrument observation e r r o r  
(sec of arc ,  standard 
deviation) 
-5 (obtained 
from a c t u a l  observations) 
1 
0 
50 
OPERATIONAL SEQUENCE AND PROCEDURES 
The sequence and procedures used w e r e  centered around the  requirements 
of the Phase I invest igat ion.  A t  the  s ta r t  of Phase I, the  c e l e s t i a l  scene 
was simulated appropriately and the  t r a j e c t o r y  values were those f o r  t h e  
122.0-hour t r a j e c t o r y  mission time. The real-t ime mission clock was  s e t  t o  
122.0 hours and 55 minutes ( t h e  approximate time of t h e  next scheduled 
observation) and was put  i n t o  the  run mode. 
t o  a new locat ion which w a s  unknown t o  the observer. The observer entered 
the planet  i d e n t i f i c a t i o n  ( e a r t h  or moon) and the  number of the observation 
i n t o  the  computer using the  computer control  and display panel. 
made an observation by s e t t i n g  t h e  theodol i te  cross h a i r s  on the  planet ,  and 
pressed the  time interrogate  button a t  t h e  time of the  observation. 
observer then read the  theodol i te  angles and entered t h i s  information i n t o  the 
computer. 
and t h e  t r a j e c t o r y  w a s  updated t o  the  time of the  observation. This procedure 
w a s  used i n  a l l  12 observations. The mission time, t h e  number of the  
observation, and the  planet  i d e n t i f i c a t i o n  were changed as appropriate.  After 
the last  observation w a s  processed and the  t r a j e c t o r y  updated, the  ve loc i ty  
correction parameters were computed and a paper tape record of the  t r a j e c t o r y  
state w a s  made so  t h a t  Phase I1 could, a t  a l a t e r  date,  be s t a r t e d  properly.  
The veloci ty  correct ion w a s  then executed and the  t r a j e c t o r y  w a s  integrated 
t o  the time of reference perigee.  A l l  the  observation e r rors  from Phase I 
data runs were recorded and entered on cards f o r  l a t e r  processing i n  the 
Phase I11 runs. 
The planet  simulator w a s  driven 
He then 
The 
Next he requested the  computer t o  update t h e  t r a j e c t o r y  estimate 
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System performance was evaluated by comparing performance results with 
the previously described SPRD runs, and with acceptable reentry corridor condi- 
tions. A l l  three investigation phases provided consistent system performance 
data that demonstrated adequate guidance and navigation performance, and 
demonstrated that the velocity correction parameters could be obtained quite 
accurately. 
statistical filter processing or linear prediction technique, with one 
exception. ' 
No serious anomalies or discontinuities were detected in the 
PHASES I AND I1 
The Phase I estimated trajectory errors are compared in figure 7 with the 
Systems Performance Reference Data, and with the actual position of the 
vehicle. The 1 0  upper boundary represents the error value when the computed 
standard deviation is added to the mean of the error. The 1 (5 lower boundary 
represents the error value when the computer standard deviation is subtracted 
from the mean of the error. System estimation performance approaches the 
performance capability obtained in SPRD-A and SPRD-B, and is significantly 
better than the performance obtained in SPRD-C. 
resulting actual velocity correction magnitudes with the System Performance 
Reference Data runs, and with the data from the other two phases. Phase I 
velocity correction requirements approach very closely those for SPRD-A and 
SPEW-B, and are significantly smaller than those for SPEW-C. 
trend was to undercorrect during this last velocity correction, with the 
result that the fuel expenditure was less than required for SPRD-A. The 
difference between Phase I and Phase I1 velocity correction magnitudes is 
representative of the amount of velocity correction error contained in the 
Phase I correction maneuver. The magnitude of the first two inbound velocity 
corrections is not given for Phase I or Phase I1 because these two corrections 
were executed prior to the start of those phases. 
resulting actual trajectory data with the desired reference trajectory, and 
with the System Performance Reference Data runs. In Phase I, the increase in 
the upper boundary deviation as the actual trajectory approaches the reference 
perigee point is to be expected. Most of the error is in the downrange 
direction, and the upper boundary still represents adequate system performance 
when compared to allowable standard deviation entry corridor errors (cross- 
range: 71 km, downrange: 161 km, altitude: 4 km, as obtained from refs. 6 
and 7). Table IX compares the actual positional errors at time of reference 
perigee. 
System Performance Reference Data. 
Table VI11 compares the 
The general 
Figure 8 compares the 
The different phase data are compared with each other and with 
Phase I results consistently demonstrated 
'When it was attempted to obtain computational base-line data for SPRD-A 
- - -  - 
using a 0 second of arc instrument, and using a 0 second of arc instrument 
estimation error in the covariance matrix, the guidance and navigation com- 
putations generated errors due to a mathematical condition equivalent to 
dividing by zero. 
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f ixed time of a r r i v a l  guidance and navigation performance t h a t  approaches t h e  
performance obtained i n  SPRD-A and SPRD-B, and i s  s i g n i f i c a n t l y  b e t t e r  than 
SPRD-C. 
able  1 u corr idor  e r rors  and are not evaluated f u r t h e r .  Inasmuch as t h e  
a l t i t u d e  deviation is  p a r t i c u l a r l y  c r i t i c a l  f o r  a safe reentry,  the t r a j e c t o r y  
w a s  integrated out t o  the  a c t u a l  t r a j e c t o r y  vacuum perigee point,  and the 
a l t i t u d e  errors a t  t h i s  point  with respect t o  the  reference perigee a l t i t u d e  
were computed. These data  a r e  given i n  t a b l e  X and show t h a t  Phase I system 
performance w a s  s i g n i f i c a n t l y  b e t t e r  than t h a t  required f o r  a s a f e  reentry as 
defined above. 
Errors i n  crossrange and downrange a r e  s m a l l  compared t o  the  allow- 
Phase I1 r e s u l t s  d i f fe red  from Phase I r e s u l t s  only because the  ve loc i ty  
correct ion maneuver e r r o r s  were not introduced i n  the  Phase I1 studies .  The 
resu l t ing  Phase I1 performance is ,  as expected, b e t t e r  than t h a t  obtained i n  
Phase I and, together with Phase I data,  confirms t h a t  the basic  hardware- 
computational system under study w i l l  provide system performance approaching 
very closely the  system computation accuracy of the  s t a t i s t i c a l  f i l t e r  theory 
processing technique. Figure 7 conpares the estimated t r a j e c t o r y  e r rors  
with System Performance Reference Data, and with t h e  a c t u a l  pos i t ion  of the  
vehicle.  Table V I 1 1  compares the resu l t ing  a c t u a l  ve loc i ty  correct ion 
magnitudes with the  System Performance Reference Data runs, and with t h e  data 
from t h e  other two phases. Figure 9 compares the  Phase I1 a c t u a l  t r a j e c t o r y  
data with the  desired reference t ra jec tory ,  and with the  System Performance 
Reference Data runs. Tables IX and X compare the  Phase I1 a c t u a l  p o s i t i o n a l  
e r rors  a t  perigee and show Phase I1 system performance t o  be adequate f o r  
sa fe  reentry conditions. 
PHASE I11 
Phase I11 pos i t ion  estimation e r r o r s  a r e  compared i n  f igure  10 with t h e  
System Performance Reference Data, and with t h e  a c t u a l  pos i t ion  of the  
vehicle.  
mance obtained i n  SPRD-B. Even though the  assumed standard deviation of the  
observation e r r o r  t h a t  w a s  used did not match t h e  instrument observation 
e r r o r  as w e l l  as desired,  system performance w a s  more than adequate. System 
estimation Performance f o r  Phase 111 compares very closely with the  per for -  
mance data  obtained i n  the  Phase I and Phase I1 invest igat ions.  Table V I 1 1  
compares the  magnitude of t h e  a c t u a l  ve loc i ty  correct ion with t h a t  of t h e  
System Performance Reference Data runs, and of t h e  data  from t h e  other two 
phases. 
and a r e  reasonably close t o  those obtained i n  SPRD-A. 
resu l t ing  a c t u a l  t r a j e c t o r y  p o s i t i o n a l  e r rors  with t h e  System Performance 
Reference Data runs. Tables IX and X compare t h e  a c t u a l  pos i t ion  e r rors  at  
reference perigee as previously explained f o r  Phase I. These comparisons 
confirm t h a t  Phase I11 system performance is adequate f o r  a safe  reentry,  and 
t h a t  t h i s  performance approaches very closely computational accuracy 
l imi ta t ions  discussed earlier. 
System estimation performance approaches very closely t h e  per for -  
They were found t o  be within a f e w  centimeters p e r  second of SPRD-B 
Figure 11 compares the  
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COMPUTER CONTROL AND DISPLAY 
The symbolic computer control and display concept proved very satis- 
factory operationally. A check list technique was used. However, the 
abbreviations were learned rapidly and the check list was used mainly to check 
proper event sequencing. Both the thumbwheels and the keyboard were available 
for use as the observer saw fit. All observers ended up entering commands 
with numerical data through the keyboard. Command requests not involving data 
were entered both ways without any marked preference. The available electro- 
luminescent displays were satisfactory under shaded or dim cab ambient con- 
ditions; however, better contrast and intensity will be required f o r  operation 
without washout in room light or direct sunlight. Symbolic abbreviations with 
EL display technology depend on translating the computer dc level codes into 
the appropriate EL segment codes and gating appropriate ac voltage across the 
segments. A-highly reliable translator is required for actual application of 
this technique. A large laboratory type relay translator was used for these 
tests. 
CONCLUDING REMARKS 
The hardware-computational system investigated provided adequate mid- 
course guidance and navigation performance. No serious anomalies or dis- 
continuities were detected in the statistical filter processing and linear 
prediction guidance and navigation when manual observations were used with an 
inertially fixed theodolite. System performance was sensitive to matching 
the assumed standard deviation of the observation error to the instrument 
observation error. System performance demonstrated that the velocity cor- 
rection parameters could be obtained quite accurately, and, as a result, a 
precise vernier velocity correction system should be considered if the space- 
craft is to make the most effective use of the guidance and navigation 
capability offered by the statistical filter processing technique. The sym- 
bolic computer control and display panel concept provides a communication link 
between the observer and the computer that is effective and easy to use and 
interpret. A reliable, low-power, solid-state translator is required before 
this concept can be considered for use in a spacecraft. 
Ames Research Center 
National Aeronautics and Space Administration 
Moffett Field, Calif., Nov. 18, 1966 
125 -17 -04 -01 
11 
APPENDM A 
COMPUTER CONTROL A.ND DISPLAY OPERATION AND FORMAT 
A t y p i c a l  statement format f o r  a computer data  input i s  shown i n  
sketch (a ) .  As can be seen, a f u l l  s e t  of input data  required 17 sets of BCD 
Mode Sense Doto  Matrix 
information information Data mantissa exponent identification 
+ & ,  
E m s e t  0 I 2 3 4 5 6 7 8 9 I O  I I  12 13 14 15 16 
assignment 
Sketch (a) 
da ta .  The mode of computer operation w a s  spec i f ied  by the  first character  i n  
the  t o t a l  statement.  
t ionalmodes ava i lab le  i n  t h i s  f i rs t  character  s e t ,  only three  modes were 
required i n  t h i s  invest igat ion:  Data Input ( D / I ) ,  Data Output (D/O) ,  and 
Compute ( C )  . 
information and t h e  combination of these three  characters  represented a code 
which was in te rpre ted  by t h e  computer as a funct ion of t he  p a r t i c u l a r  oper- 
a t i o n  mode. During data  input and data  output modes, t h i s  information w a s  
in te rpre ted  by t h e  computer as being representat ive of t he  s torage loca t ion  
of t h e  da ta  involved. I n  t h e  Compute mode, t h e  th ree  sense characters  were 
in te rpre ted  as t h e  type of computation required.  
these f i rs t  four  characters  was  symbolic. 
Although there  was  a physical  p o s s i b i l i t y  of 16 opera- 
The next th ree  characters  i n  the  statement spec i f ied  sense 
A l l  information entered i n  
Several  formats were used f o r  data  input or output: time w a s  expressed 
i n  days, hours, minutes, and seconds; angles were expressed i n  degrees, 
minutes and seconds; whole numbers were expressed as r i g h t - j u s t i f i e d  integers;  
and other  numerical data  were represented as f l o a t i n g  point  numbers with an 
8 -d ig i t  mantissa and a 1 - d i g i t  exponent. 
designed f o r  i den t i f i ca t ion  of matrix element data.  
The last  two characters  were 
The in t e r f ace  between t h e  cont ro l  panel and the  c o q u t e r  w a s  mechanized 
by extensive use of program in t e r rup t s  and conversion programs which con- 
ver ted the  diverse  numerical data  formats i n t o  standard forms f o r  computation. 
Pos i t ion  data  were converted t o  kilometers, time w a s  converted t o  seconds, and 
angles were converted to radians.  Data were s tored as f l o a t i n g  point  numbers, 
except f o r  a few required program f l ags  which were s tored as in teger  numbers. 
All data  entered i n t o  the  computer from t h e  computer cont ro l  and display 
panel or data  displayed as output information from t h e  computer were tem- 
po ra r i ly  s tored i n  three  24-bit  memory locat ions,  t he  contents of which were 
displayed immediately a f t e r  each entry.  These locat ions were re fer red  t o  
as D-1,  D-2, and D-3, and were formated r e l a t i v e  t o  BCD s e t  configurations 
as shown i n  sketch (a) and sketch ( b ) .  This technique allowed information 
12 
Computer  
11 
D-2 1 
0-3 1 
Ly--J 
BCD set 
a s s i g n m e n t  
Bit  canf igurot ion t o  be ve r i f i ed  p r i o r  t o  any 
would destroy previous in fo r -  
mation and provided a l l  input 
or output devices such as t h e  
thumbwheels and keyboard with 
a common format f o r  commu- 
nicat ing with the  computer. 
8 9 IO I I  12 13 14 15 16 17 18 19 20 21 22 23 positive cowuter ac t ion  t h a t  
In general ,  t he  computer 
cont ro l  and display programs 
w e r e  wr i t ten  i n  modular form 
so as t o  be e a s i l y  ca l l ed  by 
any program of the  set .  
Also, program enable and 
Sketch ( b )  d i sab le  techniques w e r e  used 
frequent ly  t o  p ro tec t  t h e  
continuous execution of t h e  more c r i t i c a l  programs. A f t e r  each program, the  
computer w a s  returned t o  a standard w a i t  loop. 
APPENDIX B 
COMPUTER CONTROL AND DISPLAY ABBREVIATION CODE STRUCTURE 
A l l  computer cont ro l  and display information w a s  divided i n t o  mode 
information, sense information, and numerical data information as shown i n  
sketch ( a ) .  The mode information was  entered as one character.  The sense 
information w a s  e i t h e r  entered o r  displayed as three-character information. 
The remaining input-output characters were e i t h e r  s ign information or con- 
ta ined numerical data. The code s t ruc ture  used and t h e  computer 
in te rpre ta t ion  a r e  given below. 
MODE INFORMCITION 
Mode code 
Sense code 
T M E  
Z E X  
T A B  
T A $  
e - -  
$ - -  
V C I  
c v x  
C V Y  
c v z  
V - M  
V M X  
V M Y  
V M Z  
P X E  
P Y E  
P Z E  
P X -  
Computer in te rpre ta t ion  
Data Input 
D a t a  Output 
Compute 
Emergency 
SENSE INFORMATION 
Computer in te rpre ta t ion  
Mission time i n  day, hours, minutes, 
Sextant angle (observed) 
Theodolite angle (observed decl inat ion)  
Theodolite angle (observed r i g h t  ascension) 
Declination ( e )  of the  ve loc i ty  correct ion 
Right ascension ($) of t h e  ve loc i ty  correction 
Velocity correction indicated ( o r  estimated) 
Computed veloci ty  correct ion i n  the  X ax is  
Computed veloci ty  correct ion magnitude i n  the Y ax is  
Computed veloci ty  correct ion magnitude i n  the Z ax is  
Velcoity gained magnitude 
Velocity gained magnitude i n  t h e  X ax is  
Velocity gained magnitude i n  t h e  Y ax is  
Velocity gained magnitude i n  t h e  Z ax is  
Vehicle pos i t ion  i n  the  X ax is  (estimated) 
Vehicle pos i t ion  i n  t h e  Y ax is  (estimated) 
Vehicle pos i t ion  i n  the Z a x i s  (estimated) 
Vehicle pos i t ion  i n  the  X a x i s  ( reference)  
and seconds from in jec t ion  
magnitude 
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Sense code 
P Y  - 
P Z -  
V X E  
V Y E  
V Z E  
v x  - 
V Y  - 
v z -  
M V E  
E V E  
T V M  
T V E  
M I E  
E I T  
- E M  
- 1 -  
M - -  
Sense code 
T M  - 
Z T A  
I T -  
V C P  
v c -  
X Y Z  
Computer interpretation 
Vehicle position in the Y axis (reference) 
Vehicle position in the Z axis (reference) 
Vehicle velocity in the X axis (estimated) 
Vehicle velocity in the Y axis (estimated) 
Vehicle velocity in the Z axis (estimated) 
Vehicle velocity in the X axis (reference) 
Vehicle velocity in the Y axis (reference) 
Vehicle velocity in the Z axis (reference) 
Moon to vehicle radial distance (estimated) 
Earth to vehicle radial distance (estimated) 
Total velocity gained (measured) 
Total (cummulative) velocity correction uncertainty 
Miss distance at the target as indicated by 
Uncertainty in velocity correction 
Earth or moon identification. The observation 
the estimated trajectory 
uses the earth or the moon, depending on an integer 
1 or 2 that follows this code. 
integer number that follows this code. 
is identified by an integer number that follows this 
code. 
The number of the observation is determined by an 
The celestial star that is used in the observation 
SENSE INFORMATION DURING COMPUTE MODES 
Computer interpretation 
Process a theodolite observation and update the 
estimated trajectory to the time of the observation. 
This compute request requires the following additional 
information: 'IME, -I-, -EM, TA, and TA. 
Process a sextant observation and update the estimated 
trajectory to the time of observation. This compute 
request requires the following additional information: 
TME, -I-, -EM, M--, and ZFX. 
mission time. This request requires the following 
additional information: TME and -I-. 
request requires TME and -I-. 
request requires 'I?@, and -I-. 
Integrate the estimated trajectory to some future 
Compute the velocity correction parameters. 
Execute the velocity correction parameters. 
Print out all state vectors and matrices. 
This 
This 
APPENDIX C 
COMPUTER CONTROL AND DISPLAY PROGRAM STORAGE FZQUIREMENTS 
AND FUNCTIONAL DESCRIPTIONS 
The objec t  of t h i s  sec t ion  is t o  describe func t iona l ly  the  bas ic  programs 
t h a t  w e r e  used and t o  summarize the  s torage requirements. The computer 
program storage requirements a r e  shown below. 
the  t ab le .  
Functional descr ipt ions follow 
Program 
In ter roga te  mission time and c e l e s t i a l  
Sense pushbutt0.n in t e rp re t a t ion  . . . . .  
Thumbwheel da ta  input . . . . . . . . . .  
Keyboard enable . . . . . . . . . . . . .  
Keyboard re lease  . . . . . . . . . . . .  
Execute . . . . . . . . . . . . . . . . .  
Set  real-t ime mission clock . . . . . . .  
S t a r t  clock . . . . . . . . . . . . . . .  
0.01-second computer mission time update 
1-minute computer mission time update . . 
S t o p c l o c k  . . . . . . . . . . . . . . .  
scene . . . . . . . . . . . . . . . . .  
Keyboard data  . . . . . . . . . . . . . .  
Display . . . . . . . . . . . . . . . . .  
Clear display . . . . . . . . . . . . . .  
S t a r t  countdown . . . . . . . . . . . . .  
Release countdown . . . . . . . . . . . .  
Binary time t o  BCD . . . . . . . . . . .  
BCD time t o  binary . . . . . . . . . . .  
BCD t o  binary f loa t ing  point  . . . . . .  
Binary t o  BCD f loa t ing  poin t  . . . . . .  
Program in t e r rup t s  and l inkage . . . . .  
Constants . . . . . . . . . . . . . . . .  
Total  
. .  
. .  
. .  
. .  
. .  
. .  . .  
. .  . .  
. .  
. .  
. .  
. .  . .  . .  
. .  
. .  . .  . .  . .  . .  . .  
Words of 
storage 
10 
30 
12 
10 
51 
10 
366 
49 
26 
15 
37 
15 
19 
14 
78 
10 
13 
21 
81 
166 
125 
262 
1420 
Interrogate  mission time and c e l e s t i a l  sceneL- This program w a s  entered 
when t h e  observer pressed the  time interrogation-button a t  t h e  time of t he  
observation. 
highest  p r i o r i t y  of any of t he  in t e r rup t s  t h a t  were used, and i n i t i a t e d  t h i s  
program which f irst  interrogated a double prec is ion  f ixed point  value of 
computer mission time t h a t  w a s  c a r r i ed  i n  a continuously updated computer 
memory loca t ion  known as T. The computer loca t ion  T had a reso lu t ion  of 
0.01 second, a range of 20 days, and w a s  accurate  a f t e r  each updating cycle t o  
b e t t e r  than 0.002 second. 
The button energized an in t e r rup t ,  which w a s  assigned the  
After  t he  computer mission time had been 
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interrogated and s tored f o r  fu tu re  reference,  t he  computer interrogated the  
c e l e s t i a l  scene and s tored t h e  value of t he  p lane t  pos i t i on  a t  the  time of the  
observation. 
Sense pushbutton in t e rp re t a t ion .  - The sense pushbuttons 4-9 t r iggered a 
common in t e r rup t  and i n i t i a t e d  t h e  sense pushbutton in t e rp re t a t ion  program. 
This program immediately determined t h e  s t a t u s  of a l l  sense pushbuttons and 
keyboard pushbuttons and t r ans fe r r ed  the  sense pushbutton s t a t u s  i n  b i t  i n fo r -  
mation form i n t o  D-2 (sketch ( b ) ) .  B i t s  0-3 were then in te rpre ted  as BCD data  
t o  determine the  sense program t h a t  should be entered. Five programs could be 
entered; they were t h e  thumbwheel input ,  c l e a r  display,  start countdown, 
re lease  countdown, and execute. 
Th-umbwheel data  input . -  This program w a s  entered from the  above sense 
pushbut-ton in t e rp re t a t ion  program. 
thumbwheels t o  t h e  appropriate  pos i t ions .  When the  thumbwheel input but ton . 
w a s  pressed, a l l  other  computer cont ro l  and display panel  programs w e r e  
disabled f o r  3/4 of a second; t he  thumbwheel input pushbutton l i g h t  w a s  on 
during t h i s  period and a l l  of t h e  thumbwheel data  were t r ans fe r r ed  i n  th ree  
p a r a l l e l  t r ans fe r s  i n t o  locat ions D-1 ,  D-2, and D-3 (sketches (a )  and ( b ) ) .  
The computer BCD sets as shown i n  sketches (a )  and ( b )  corresponded d i r e c t l y  
t o  t h e  thumbwheel pos i t ion  numbered from l e f t  t o  r i g h t .  
t r a n s f e r  of t he  thumbwheel data  in to  locat ions D-1, D-2, and D-3,  t he  d isp lay  
program w a s  used t o  display the  contents of these locat ions f o r  v e r i f i c a t i o n  
t h a t  t he  information had been t r ans fe r r ed  i n t o  the  computer without any e r r o r s .  
Input data  were se lec ted  by ro t a t ing  t h e  
After  t he  input 
Keyboard enable. - The keyboard enable pushbutton t r iggered  an in t e r rup t  
The en te r  keyboard pushbutton 
program used with a l l . o f  t h e  keyboard da ta  pushbuttons and cleared a l l  of t h e  
displays by use of t he  c l e a r  display rout ine.  
l i g h t  w a s  turned on t o  show t h a t  cont ro l  had been s e t  up f o r  t he  keyboard and 
remained on u n t i l  t h e  keyboard re lease  pushbutton w a s  pressed. 
Keyboard data .  - The keyboard data  pushbuttons a l l  t r iggered  a common 
in t e r rup t .  If t h i s  keyboard data in t e r rup t  had been preceded by the  keyboard 
enable program, then da ta  could be s e r i a l l y  entered from the  keyboard. Data 
were entered s e r i a l l y  i n  s ing le  BCD character  s e t s  and s tored i n  computer 
memory locat ions D - 1 ,  D-2, D-3 i n  the  same format as previously described. 
After  actuat ion of each da ta  pushbutton, the  spec i f i c  character  of i n t e r e s t  
w a s  formated, entered i n t o  memory, and then, with a l l  previously entered 
characters ,  w a s  displayed using the  display program. The operator thus s a w  
t he  character  by character  construct ion of t h e  keyboard information as it w a s  
entered from the  keyboard. 
This program displayed only entered characters;  a l l  other  display win- 
dows displayed a cleared ( a l l  segments o f f )  condition. 
been f i l l e d  with 17 characters ,  addi t iona l  characters  w e r e  not accepted. 
After  t he  input of one spec i f i c  character  set  with any of t he  keyboard da ta  
pushbuttons, a l l  of t h e  cont ro l  and display panel  was program disabled f o r  
3/4 second t o  p ro tec t  aga ins t  contact  bounce and erroneous input e r ro r s .  
Af te r  t he  display had 
One keyboard da ta  but ton w a s  used f o r  as many as four  d i f f e r e n t  character  
statements. The sequence of t he  serial  en t ry  determined, under computer 
program control ,  which of t h e  d i f f e r e n t  characters  assigned t o  the  pushbutton 
w a s  t o  be used i n  forming t h e  statement. The first en t ry  w a s  always i n t e r -  
preted as a computer mode statement such as Data Input ( D / I )  , D a t a  Output 
(D/O), or Compute ( C ) .  
symbolic sense information as out l ined i n  appendix B. The f i f t h  en t ry  w a s  
always in te rpre ted  as e i t h e r  a p lus  or minus s ign.  The s i x t h  through t h i r -  
t een th  e n t r i e s  were a l l  in te rpre ted  as numerical data .  The fourteenth en t ry  
w a s  in te rpre ted  as a p lus  or minus s ign and t h e  f i f t e e n t h  through seventeenth 
e n t r i e s  w e r e  in te rpre ted  as numerical data .  This sequent ia l  computer i n t e r -  
p re t a t ion  technique allowed t h e  input of 22 d i f f e r e n t  character  s e t s  using but  
one 4-bi t  BCD code, one common in te r rupt ,  and 16 keyboard data  pushbuttons. 
The second through fou r th  e n t r i e s  were in te rpre ted  as 
Keyboard release.- The keyboard re lease  pushbutton t r iggered  an i n t e r -  
rupt  t h a t  i n i t i a t e d  an in t e rp re t ive  program f o r  determining which of t h ree  
possible  pushbuttons had been actuated.  If t h e  in t e rp re t a t ion  program de te r -  
mined t h a t  t he  keyboard re lease  pushbutton w a s  s t i l l  being pressed, then t h e  
keyboard release program w a s  entered. 
i n t e r rup t  and turned of f  t he  keyboard enable pushbutton l i g h t .  
This program disabled the  keyboard da ta  
Execute.- The execute pushbutton actuated a program (see appendix A )  
in te rpre t ing  the  characters  associated with b i t s  0 through 15 ( the  f i rs t  four  
BCD input characters)  of D-2 and the  proper operation was  performed upon t h e  
remaining data  of D-1, D-2,  and D-3.  During data  input or data  output 
commands, da ta  were s tored  or loaded from se lec ted  addresses i n  the  Fortran 
common block of memory. I n  t h e  computer mode, t he  program was  t ransfer red  t o  
t h e  appropriate s t a r t i n g  locat ions associated with the  Fortran guidance and 
navigation computations. 
For most da ta  input and data  output t h e  da ta  entered or displayed were 
always a s igned-fract ional  8-decimal d i g i t  (coded i n  BCD) mantissa and a 
signed 1-decimal d i g i t  (coded i n  BCD) in teger  exponent. The BCD da ta  t o  
binary, f l oa t ing  poin t  and binary,  f l o a t i n g  poin t  t o  BCD data  subroutines 
were used i n  processing t h i s  da ta  f o r  use i n  computer computations. Special  
BCD t o  binary and binary t o  BCD subroutines handled the  da ta  f o r  input and 
output of time, angle, and in teger  information. 
Set  real-t ime mission clock.-  The set  clock but ton t r iggered  an i n t e r -  
rupt and i n i t i a t e d  a program t h a t  assumed t h a t  t he  mission t h e  desired f o r  
the  clock s e t t i n g  had-been entered i n t o  t h e  computer, formated i n  BCD days, 
hours, and minutes, and had been s tored i n  D-1 ,  D-2, and D-3.  This mission 
time data  could be entered e i t h e r  from t h e  thumbwheels or from the  keyboard. 
Upon execution, t h i s  program stopped the  clock, converted the time t h a t  w a s  
s tored i n  D-1,  D-2,  and D - 3  from BCD days, hours, and minutes t o  binary 
hundreds of seconds by using the  time BCD t o  binary program. The r e su l t i ng  
binary time was s tored  i n  a computer time loca t ion  c e l l  T and the  real-t ime 
clock system w a s  s e t  t o  t h e  BCD day, hour, and minutes as indicated by the  
data  i n  D-1,  D-2,  and D - 3 .  The real-t ime clock hardware w a s  l og ica l ly  wired 
t o  keep t r ack  of time i n  BCD days, hours, minutes, and seconds. I n  every 
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se t t i ng ,  t he  seconds were set  t o  zero. A f t e r  s e t t i n g  t h e  real-t ime clock, 
t h i s  program then turned on t h e  clock set pushbutton l i g h t .  
S t a r t  clock. - The mission clock s t a r t / s t o p  pushbutton energized an i n t e r -  
rupt  and i n i t i a t e d  an in t e rp re t ive  program f o r  determining whether t he  start 
or t he  stop pushbutton had been actuated.  The real-time clock hardware, t h e  
0.01-second computer mission time update program, and t h e  i-minute computer 
mission time update program w e r e  program enabled. 
0.01-second computer mission time update. - The start  clock program 
s t a r t e d  0.01-second pulses  from t h e  real-t ime clock hardware system which 
energizes an in t e r rup t  t h a t  i n i t i a t e s  t h i s  update program. This program 
incremented the  computer mission time da ta  s tored i n  loca t ion  
a second. (It w a s  assumed t h a t  loca t ion  T had been p rese t  properly through 
the  set  real-t ime mission clock program.) The t o t a l  time required f o r  t he  
in t e r rup t ,  i n t e rp re t a t ion ,  and execution of t h e  program w a s  l e s s  than 250 
microseconds which w a s  cons is ten t  with t h e  requirement of providing a computer 
mission time base t h a t  was  accurate  t o  0.01 second. 
T by 0.01 of 
h m i n g t e  computer mission time update. - The start  clock program s t a r t e d  
1 pulse per  minute from the  real- t ime clock hardware t h a t  actuated an i n t e r -  
rupt  and s t a r t e d  t h i s  program which interrogated the  real-t ime clock hardware. 
Then, t he  time BCD t o  binary program converted the  BCD clock data  i n t o  f ixed 
point ,  double prec is ion  binary data. Computer mission time ( loca t ion  T )  was 
then r e s e t  with t h i s  updated da ta  t o  p ro tec t  aga ins t  dropout e r ro r s .  
Stop clock. - The s t o p / s t a r t  clock pushbutton disabled t h e  0.01-second 
computer mission time update program, and the  1-minute computer mission time 
update programs and stopped t h e  clock. 
Display.- This program assumed data  had been s tored  i n  memory loca t ion  
D-1 ,  D-2 ,  and D-3 i n  t he  standard format of sketch (b )  and the  t o t a l  function 
of t h i s  program w a s  t o  display t h e  data  contained i n  these s torage r e g i s t e r s .  
Clear display.-  This program cleared BCD characters  i n  D-1,  D-2, and 
D-3 .  This information w a s  then displayed by executing the  display program 
described above. 
S t a r t  countdown.- This program assumed t h a t  t he  fu tu re  time of an event 
had been entered and s tored  i n  computer memory locat ions D-1,  D-2, and D - 3  
e i t h e r  through use of t he  thumbwheel input  or t he  keyboard da ta  program. 
This information consis ted of days, hours, minutes, and seconds s tored i n  BCD 
format i n  b i t s  4 through 23 of D - 2  and b i t s  0 through 11 of D-3 .  The s tar t  
countdown pushbutton caused the  data  t o  be converted using t h e  BCD t o  binary 
f l o a t i n g  poin t  program and t h e  r e s u l t s  were s tored i n  a loca t ion  ca l l ed  E. 
A one p e r  second pulse  in t e r rup t  from the  real-time clock hardware, 
enabled the  difference between t h e  current  value of computer mission time (T)  
and t h e  entered value of t he  event time (E)  t o  be computed and s tored i n  a 
difference r e g i s t e r  i n  in teger  binary seconds. This difference r e g i s t e r  da ta  
was then converted t o  a 5 d i g i t  BCD in teger  using t h e  b inary  time t o  BCD 
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program. These d i g i t s  were then formated and displayed using t h e  display 
program. The r e su l t i ng  data  w a s  displayed i n  pos i t ions  5 through 9 of t h e  
electroluminescent displays with the  s ign  being displayed i n  pos i t i on  4. 
other  displays w e r e  c leared t o  the  off  condition. If E was grea te r  than 
T, t h e  s ign  was  displayed with a negative value.  If E was less than T, 
t he  s ign  was displayed w i t h  a pos i t i ve  value. 
when the  two times w e r e  i den t i ca l .  
A l l  
A spec ia l  l i g h t  w a s  actuated 
Release countdown.- The release countdown pushbutton energized an 
in t e r rup t  t h a t  i n i t i a t e d  an in t e rp re t ive  program t o  determine which sense 
pushbutton was  actuated.  When it w a s  determined t h a t  t h e  re lease  countdown 
pushbutton w a s  actuated,  t he  r e su l t i ng  program stopped the  countdown program 
and cleared the  displays using the  display program. 
Binary time t o  BCD.- This program accepted a double prec is ion  binary 
in teger  i n  0.01 second uni t s ,  and converted it t o  5 BCD characters  i n  1 second 
un i t s .  
BCD time t o  binary.-  This program converted a s e r i e s  of BCD characters  
representing days, hours, minutes, and seconds t o  a double prec is ion  binary 
in teger  i n  0.01 second u n i t s .  
BCD t o  binary,  f l o a t i n g  po in t .  - This program converted a signed 
f r a c t i o n a l  mantissa and a signed integer  exponent t o  a f l o a t i n g  point  binary 
number. 
Binary t o  B Q ,  f l oa t ing -po in t . -  This program performed the  inverse of t he  
BCD t o  binary, f l o a t i n g  point- operation described above. 
characters  w e r e  s tored  i n  D-2 and D-3,  t he  information was  displayed through 
the  display program. 
After  t he  BCD 
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APPENDIX D 
DIGITAL COMPUTATIONS 
It i s  the purpose of t h i s  appendix t o  discuss the  d i g i t a l  computations 
used i n  t h e  simulations. 
using one d i g i t a l  computer and included on-board d i g i t a l  computer simulation, 
c e l e s t i a l  scene simulation, and research data compilation and recording. 
A l l  of t h e  simulation computation w a s  accomplished 
The computer system used was a medium-sized, commercially avai lable ,  24 
binary d i g i t ,  general  purpose d i g i t a l  computer system with 12,288 words of 
random accessible  core s torage.  The simulation system a l s o  included 32 
hardware p r i o r i t y  in te r rupts ,  a real-time clock system, and t h e  computer 
cont ro l  and display panel .  I n  addi t ion t o  these fea tures ,  the  computer system 
u t i l i z e d  per ipheral  equipment t h a t  included a card reader, l i n e  p r i n t e r ,  one 
magnetic tape uni t ,  paper tape  input/output, and a console typewriter.  
The program included t h e  mathematical computations associated with t h e  
on-board guidance and navigation data  processing, f o r  the  on-board as w e l l  as 
t h e  simulation ( a c t u a l  t r a j e c t o r y )  case, and the programing required i n  data  
manipulation and conversion associated with t h e  ex terna l  computer hardware. 
The guidance and navigation computations were e i t h e r  ari thmetic calculat ions,  
simple logic  operations, or input/output associated with i n i t i a l  conditions. 
Programing of data  reduction and p r i n t o u t  of research r e s u l t s  were a l so  
required.  Hence, t o  reduce programing time, it w a s  decided t o  use Fortran I1 
f o r  t h i s  sect ion of t h e  programing. Although Fortran is  not as e f f i c i e n t  i n  
execution time or storage a l loca t ions  as machine language programing, the  
coding i s  f a i r l y  e f f i c i e n t  f o r  ari thmetic computations and grea t ly  eases the 
programing e f f o r t .  All ar i thmetic  computations were i n  double precis ion 
f l o a t i n g  poin t .  
c e l e s t i a l  scene interrogat ion and ca l ibra t ion  w a s  accomplished using machine 
language. The control  and display panel programs involved servicing of 
in te r rupts ,  l o g i c a l  operations,  and format conversions, such as binary t o  
decimal. The c e l e s t i a l  scene interrogat ion and c a l i b r a t i o n  program required 
interrogat ion of the  d i g i t a l  encoder on the planetary simulation tab le ,  
followed by a t a b l e  search and l i n e a r  interpolat ion t o  f i n d  the  proper c a l i -  
b r a t i o n  value. Proper matching of the  data  t r a n s f e r  in te r faces  f o r  t h e  
Fortran and machine language programing allowed operation i n  r e a l  time. 
The programing f o r  the  control  and display panel and the  
PROGRAM EXECUTION TIMES 
Once the  simulation had been s e t  up and was ready for inputs from the  
computer control  and display panel, approximately 95 percent of the execution 
time of t h e  program (not  counting time f o r  operator t a s k s )  w a s  devoted t o  the  
in tegra t ion  of the  equations of motion. The exact time spent on t h i s  depended 
on t h e  s tep s i z e  used which, i n  turn,  depended on the port ion of t h e  t r a j e c -  
t o r y  being traversed. For each in tegra t ion  sequence, a beginning s tep,  a 
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number of intermediate continuation s teps ,  and a terminal  s t ep  w e r e  required.  
Each of t he  beginning and terminal  s teps  required about 3 minutes, while t he  
intermediate s t eps  required about 3 seconds apiece.  The time t o  perform 
other  s igh t ing  computations w a s  very s m a l l  s o  t h a t  t h e  t o t a l  time f o r  pro- 
cessing o p t i c a l  da ta  or updating t h e  t r a j e c t o r y  and executing a ve loc i ty  
correct ion was  less than 7 minutes. 
FOF$”LATION AND IN?IEGmTION OF THE EQUATIONS OF MOTION 
Cowell’s method w a s  chosen f o r  formulating t h e  equations of motion, 
because it was used i n  the  o r i g i n a l  t h e o r e t i c a l  s tud ies  reported i n  references 
1, 2, and 3, and because it had been thoroughly invest igated and checked. It 
was  not t he  object ive of t h i s  study t o  develop or t o  evaluate  advanced 
formulation techniques. 
and for t h e o r e t i c a l  work it is  probably t h e  b e s t  one t o  use, s ince  it i s  easy 
t o  program and check and eliminates many of t he  p o t e n t i a l  t rouble  and e r r o r  
sources of other  techniques. However, t h i s  method requires  la rge  amounts of 
storage,  i s  slow,and always requires  a high accuracy in tegra t ion  scheme. 
Cowell’s method is a simple straightforward technique 
For an on-board spacecraf t  computer t he re  may be b e t t e r  ways of both 
formulating and in tegra t ing  t h e  equations of motion. For exam-ple, t h e  
reference t r a j e c t o r y  and the  t r a n s i t i o n  matrix could be per iodica l ly  r e s e t  
using s tored values and in tegra t ing  between reset poin ts  using a very simple 
in tegra t ion  scheme. A preliminary inves t iga t ion  of t h i s  technique showed 
t h a t  using a simple Runge-Kutta in tegra t ion  scheme and r e s e t t i n g  about 10 
times would produce s u f f i c i e n t  accuracy on an earth-moon journey f o r  a t y p i c a l  
t r a j ec to ry .  
method and in t eg ra t e  only the  deviations from t h e  two-body solut ion,  thus 
lessening the  in t eg ra t ion  accuracy requirements. This method would be f a s t e r ,  
although it probably would not s ign i f i can t ly  reduce s torage.  
computational technique which eliminated t h e  necess i ty  fo r  in t eg ra t ing  the  
t r a n s i t i o n  matrix were developed or a guidance technique which eliminated t h e  
need f o r  t he  t r a n s i t i o n  matrix a l toge ther  w e r e  developed, complexity, storage,  
and execution time could be reduced considerably. 
Another type of improvement would be t o  use an Encke in tegra t ion  
Final ly ,  i f  a 
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APPENDIX E 
GENERATION AND PROCESSING OF OBSERVATIONAL ERRORS 
Sketch ( c )  i s  a four-step funct ional  flow diagram of how the  observa- 
t i o n a l  e r rors  were generated and incorporated i n  the  on-board s t a t i s t i c a l  
f i l t e r  process. 
Step 3 Step 4 Step 5 Step 2 
Reauest the estimated 
Toke observation 
interrogate 
mission time 
Read plonet 
posi t  ion  
Compute 
conversion value r--- 
I 
Calibration 
Obtain calibrated 
I planet posi t ion -I ' -  
Compute position of 
simulated planet 
L 
Read observation data 
control ond display 
Enter observed I ongles I r 
' I  
-I 
Process theodolite data 
theodolite 
push b u t t o n  
trojectory be updated 
control and display 
Actuate process Use computer 
-I Compute actual trojectory 
Compute ac tua l  
trajectory 
observation on  gles 
End 
Error in 
observer I 
r--- 
I 1 
L - Update estimated ir-l t rojectory 
--- Information flow from other 
computer programs 
Sketch ( c  ) 
In  Step 1, the  planet  i s  posit ioned a t  a defined zero posi t ion.  A num- 
ber of measurements a r e  taken of the angle between t h i s  planet zero pos i t ion  
and the star pos i t ion .  The arithmetic mean of t h i s  data i s  entered i n t o  the  
computer and i s  used t o  b i a s  the ca l ibra t ion  curve t o  compensate f o r  any 
s h i f t s  from day t o  day. 
In  Step 2, the  observer took the observation of the  simulated c e l e s t i a l  
scene and pressed t h e  time interrogate  pushbutton t o  s tar t  a computer program 
t h a t  interrogated and s tored computer mission time of the  observation for use 
i n  Step 4. "he d i g i t a l  encoder was then read f o r  t h e  planet  pos i t ion  and 
t h i s  information w a s  s tored f o r  l a t e r  use.  The program then computed the  
conversion value which w a s  required f o r  the  t r a n s l a t i o n  of the  t a b l e  
23 
ca l ibra t ion  information i n t o  the  instrument reference frame. This was done by 
comparing the  t a b l e  ca l ibra t ion  zero values with t h e  values obtained from t h e  
zero pos i t ion  readings t h a t  w e r e  taken d a i l y  with t h e  s ight ing instrument. 
The program then used the  previously s tored encoder information t o  obtain the  
pos i t ion  of the  p lane t  i n  t h e  ca l ibra t ion  frame. The c a l i b r a t i o n  t a b l e  was a 
60-point t a b l e  having values f o r  r i g h t  ascension and decl inat ion f o r  every 
1/4 of a degree of p lane t  motion. 
mation between c a l i b r a t i o n  poin ts .  The previously computed conversion values 
w e r e  then used t o  convert the  simulated planet  pos i t ion  from the ca l ibra t ion  
frame i n t o  the instrument reference frame. This l a t t e r  pos i t ion  w a s  re fe r red  
t o  as t h e  pos i t ion  of t h e  simulated planet  and was pr in ted  out f o r  research 
purposes and s tored f o r  use i n  Step 4. 
Linear in te rpola t ion  w a s  used f o r  in for -  
In  Step 3, the  observer read the  instrument angles and entered them i n t o  
the  computer through the  computer control  and display panel. 
stored f o r  use i n  Step 4. 
They were then 
In Step 4, the  observer pressed a pushbutton t o  process the pos i t ion  of 
the simulated planet .  
t o  determine the  e r r o r  i n  the observation and t h i s  e r r o r  w a s  stored f o r  use 
i n  Step 5 .  
The posi t ion w a s  then compared with the observed angles 
In  Step 5 ,  the  observer used the computer cont ro l  and display panel t o  
request t h a t  the  estimated t r a j e c t o r y  be updated. 
t r a j e c t o r y  s t a t e  w a s  updated t o  the computer mission time obtained i n  Step 2. 
The values of what the  a c t u a l  observation angles should be a t  t h i s  point  on 
the t r a j e c t o r y  w e r e  then computed. These computed a c t u a l  observation angles 
were modified by incorporation of the  e r rors  i n  the  observation obtained i n  
Step 4. The resu l t ing  observation information w a s  ca l led  the  simulated 
observation and w a s  used i n  updating the estimated t r a j e c t o r y  using 
s t a t i s t i c a l  f i l t e r  theory processing. 
A s  a r e s u l t ,  the  a c t u a l  
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APPENDIX F 
CELESTIAL SCENE SIMULATION EERORS 
Rather than t ry ing  t o  determine a l l  individual e r r o r  contributions 
associated with t h e  c e l e s t i a l  scene and then establ ishing a system ca l ibra t ion  
t a b l e  t o  cor rec t  f o r  these e r r o r s ,  it w a s  decided t o  c a l i b r a t e  a complete 
system with as prec ise  an instrument as was avai lable .  The theodol i te  used i n  
t h i s  study was ca l ibra ted  i n  lo increments, using an Ultradex t h a t  w a s  
accurate t o  0.25 second of a r c .  The r e s u l t s  of t h i s  ca l ibra t ion  a r e  given i n  
column A of sketch ( d ) .  
Right 
ascension 
(mean) 
Right 
ascension 
(slandard 
deviation) 
Declination 
(mean) 
Declina t ior 
(standard 
deviation) 
( A )  
Theodolite 
-. 5 
.9  
.6 
1.5 
( 8 )  
Do t a  
runs 
normal 
range 
(12") 
-2.2 
5.5 
1.4 
3.5 
Sketch 
The e r r o r  i s  small and appeared t o  be a function of 
( C )  
D a l a  
runs 
restricted 
range 
( I /4O) 
-. 8 
I. 5 
.4 
1.4 
( D )  ( E )  
Computed 
simulation 
errors for 
normal 
range 
~ .~ 
-1.7 
5.5 
~ 
.8 
2.1 
Computed 
simulation 
errors for 
restricted 
range __- 
-.3 
1.2 
.2 
0 
readabi l i ty  and r e p e a t a b i l i t y  
so t h e  theodol i te  w a s  used as 
an absolute reference without 
introducing any instrument 
ca l ibra t ion  correct ions.  A s  
a r e s u l t ,  it w a s  assumed t h a t  
i f  any b i a s  e r rors  showed i n  
the  c e l e s t i a l  scene ca l ibra-  
t i o n  they would be c e l e s t i a l  
scene simulation e r r o r s .  
Sketch ( d )  a l s o  compares 
the c e l e s t i a l  scene simula- 
t i o n  e r rors  with the e r rors  i n  
the  ca l ibra t ion  instrument 
and with e r rors  obtained under 
d i f f e r e n t  ca l ibra t ion  s i t u a -  
t i o n s .  Column A gives t h e  
ca l ibra t ion  instrument e r r o r s .  
The e r rors  obtained during the  
data runs i s  given s t a t i s t i -  
c a l l y  i n  column B. 
Simulation c e l e s t i a l  scene e r rors  were computed by assuming tha t  the  
instrument and simulation scene e r rors  combined i n  a root-mean-square 
relat ionship.  T h i s  re la t ionship  w a s  used t o  compute the simulation e r r o r s  
for the  data  run normal range case (using columns A and B d a t a ) .  The 
computed simulation e r r o r s  are given i n  column D.  
The above simulation e r r o r s  should be acceptable f o r  t h e  evaluation of 
instrument systems i n  t h e  +lo-30 second accuracy c l a s s .  Even i n  the  case of 
evaluating the  appl icat ion of k2 second instrument, such as was done when t h e  
ca l ibra t ion  theodol i te  was used as t h e  s ight ing instrument, the v a l i d i t y  of 
the resu l t ing  guidance and navigation performance can be j u s t i f i e d  on t h e  
b a s i s  of the  following considerations: (1) the  c e l e s t i a l  scene simulation 
e r r o r  w a s  not large enough t o  introduce s i g n i f i c a n t l y  adverse e f f e c t s  i n  
guidance and navigation performance; (2)  even with simulation e r rors  present  
i n  the processed observation data,  the  e r r o r  was s m a l l  enoegh so tha t  
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instrument-computational system discontinuities and anomalies that might 
result in adverse systems performance could have been detected if present; 
(3) if a hardware-computational system processes errors containing simulation 
errors and still provides statisfactory system performance, it can be expected 
that the basic guidance and navigation system under evaluation should perform 
better than the simulation will show; and, (4) having determined system per- 
formance, using a very precise instrument, base-line performance data are 
available for comparison with follow-on investigations involving less precise 
hand-held instruments. A simulation capability with better than 1-second-of- 
arc accuracy would be the obvious answer to this simulation problem rather 
than logical and statistical arguments for the validity of the research 
results. 
The possibility of restricting the planet table operation to within 1/4O 
of the daily zero point was investigated. 
shown in column C of sketch (d) and the computed simulation errors are given 
in column E. In order to take daily zeros (one every 1/4O) over the desired 
12O range of the simulation would require a daily zeroing effort equivalent 
to one recalibration run each day. This technique was not used for practical 
operational reasons. 
such as described, if restricted in dynamic range, does have the potential of 
limiting simulation errors to the 1-2 second of arc range. 
The resulting system errors are 
However, the data do point out that a mechanical system, 
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TABLE I. - COMPUTER WORD STORAGE REQUIREMEPJTS 
_ -  - 
Program_ - 
Computer con t ro l  and display 
Celestial scene ca l ib ra t ion  
Guidance and navigation 
Fortran l i b r a r y  and run time system 
Data 
Total  
~ _ _  - .  
- - _-__ 
T o t a l  stol-age 
1,420 
2 560 
14 , 999 
4,261 
2,535 
25,775 
.~ - 
- 
On-board_ s torage 
1,420 
0 
6,520 
3,219 
2 388 
13,547 
- _  
- _  
TABLE 11.- CHARACTERISTICS OF THE REFERENCE TRAJECTORY 
Inbound leg  i n  the  
moon centered 
coordinate system a t  
per i lune  (70.68 hr.) ~ 
Outbound leg  i n  the  
ea r th  centered 
coordinate system 
I n j e c t  ion 
conditions 
P 
.- 
X -560.7075 km 
Y 5931 * 5798 km 
Z 2595 -8516 km 
Range 6499.0 km 
8 -10.620809 km/sec 
P .27002576 hn/sec 
i -2.9111238 km/sec 
Velocity 11.015858 km/sec 
Transi t  time 70.68 h r  
-154.890 km 
-758.885 lan 
-761.638 h 
1926. o km 
-2.470377 km/sec 
,062852 km/sec 
.348196 km/sec 
2.4956 lun/sec 
74.195 h r  
TABLE 111. - INITIAL CONDITION ERRORS AT THE TRANSEARTH INJECTION POINT 
Parameter I n i t i a l  condition .. errors 
X -0.588 km 
Y -.304 km 
Z 1.254 km 
X .001359 km/sec 
.000949 km/sec 
i .000449 h / s e c  
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TABm 1V.- OBSERVATION AND VELOCITY CORRECTION SCHEDW 
Mission time in hours Mission function Observed body 
70.68 Transearth injection time 
71.0 
71.5 
72.0 
72.5 
73 -0 
73.5 
74.0 
74.5 
75 *O 
75 -5 
76.0 
76.5 
77 - 0  
77 -5  
78.0 
78.5 
79.0 
79.5 
80 .o 
80.5 
81.0 
109 .o 
110.0 
111.0 
112.0 
114.0 
113.0 
115.0 
116 .o 
123 .o 
125 .o 
126 .o 
127.0 
128.0 
129 .o 
130.0 
131.0 
132 .o 
133.0 
134.0 
135 -0 
144.87527 
124.0 
Observation 
Observation 
Ob s ervat ion 
Observation 
Observation 
Ob s e rva t ion 
Observation 
Observation 
Observation 
Observation 
Observation 
Observation 
Ob s ervat ion 
Observation 
Ob s erva t ion 
Observation 
Observation 
Observation 
Observation 
Observation 
Moon 
Moon 
Moon 
Moon 
Moon 
Moon 
Moon 
Moon 
Moon 
Moon 
Earth 
Earth 
Earth 
Earth 
Earth 
Earth 
Earth 
Earth 
Earth 
Earth 
1st return velocity correction 
Observation Moon 
Observation Moon 
Observation Earth 
Observation Earth 
Observation Earth 
Observation Earth 
Ob s ervat ion Earth 
2nd return velocity correction 
Observation Moon 
Observation Moon 
Ob s ervat ion Moon 
Observation Earth 
Ob s e rvat ion Earth 
Observation Earth 
Observation Earth 
Observation Earth 
Observation Earth 
Observation Moon 
Ob s ervat ion Moon 
Ob s ervat ion Moon 
Final return velocity correction 
Time of reference perigee (aim 
point). 
TABU3 V. - VELOCITY COFW3CTION ERRORS 
Parameter Standard deviation 
Engine alinement in right ascension 0.6' 
Engine alinement in declination .6O 
Engine cutoff . O O O ~ O  b/sec 
Thrust measurement in the X axis .00006 km/sec 
Thrust measurement in the Y axis .00006 km/sec 
Thrust measurement in the Z axis .WOO6 km/sec 
TABm VI. - INITIAL OBSERVATIONAL ERRORS USED IN PHASE I AND PHASE I1 
Parameter des c r ipt-io-n 
As sued standard 
deviation value of 
the observational errors 
Instrument sighting 
error 
Right ascension 
Declination 
Right ascension uncertainty 
Right ascension bias 
Declination uncertainty 
Declination bias 
__ ~ .- 
10.0 seconds of arc 
10.0 seconds of arc 
(1 0) 
(1 0) 
- ~~ 
8.0 seconds of arc 
(1 0) 
2.0 seconds of arc 
8.0 seconds of arc 
(1 0) 
2.0 seconds of arc 
__ - ._ - 
TABLE VII. - INITIAL CONDITION ERRORS AT 122.0 HOURS AS USED IN PHASE I AND 
PHASE I1 
0 
Parameter Error 
X 72.594 
Y 1.855 lan 
Z -19.889 km 
jc -. 000648 km/sec + .000328 lan/sec 
2. .000276 km/sec 
WLF: VIII. - ACTUAL VELOCITY CORRECTION MAGNITUDES, M/SEC 
Mean 
Altitude Standard 
deviation 
Mean 
Standard Cross - 
deviation range 
Mean 
Down- Standard 
deviation range 
‘Phase IlPhase I1 Phase 
Parameter 
Second return 
I I , I -0.46 , -0.42 I 0.75 -0.50 1 0.27 0.40 -0.15 0.21 0 
.28 .28 .04 .17 .27 -09 0 .01 0 
- 19 * 13 
-42.09 -45.11 -12.47 -22.36 -34.0 -47.99 1.06 -33.17 0 
38.19 B9.G1 
.85 .60 - - -  --- 7.86 -69 --- --- 4.0 
- - -  --- .44 .06 --- --- 71.0 
--- --- 102.0 41.20 --- --- 161.0 
TABLE M . -  POSITIONAL ERRORS (ACTUAL - REFEmNCE) AT TIIG3 OF FEFEmNCE, PERIGEE, KM 
, Allowable ’ Phase I and Phase I1 
limits , Parameter 
w 
N 
Allowable 
error 
Phases 1 and I1 reference Reference Phase I11 data Phase I Phase 11,- data Phase I11 spRD-A 
Mean SPRD-A SPRD-B SPRD-C SPRD -B 
-0.245 -0.296 0.063 -0.460 0.725 0.636 -0.24 0.29 0 
I I 
4.0 --- I .986 .721 - - -  --- 7.892 , .943 1 --- 
Standard 
I/ deviatior, 
TABLF: X. - ALTITUDE ERROR (ACTUAL - RFFERENCE) AT VACUUM PERIGEE, KM 
(C) 
Sighting 
instrument 
Lr 
+Observer+ computer control computer control 
and display panel a n d  display program 
On-board system 
1- 
I 
I 
I 
1 
1 
I 
Ce I es t ia  I 
scene 
simulation 
I 
i I 
Celest ia l  
scene 
inter rogation 
and 
ca I i brat ion 
On-board computer 
I (A) 
guidance and navigation 
computations using 
statistical f i l t e r  theory 
Actual  trajectory 
com p u ta t i ons 
4 -body  
equat ions . of mot ion 
D i g i t a l  computations 
w 
W 
A-33837. I Figure 2 . -  Computer cont ro l  and display panel. 
34 
Figure 3.  - Theodolite. A-35114 
35 
w 
ch 
Figure 4 - Simulation equipment. A-33296.1 
A-33839.1 Figure 5 .  - Star simulator. 
37 
Initial conditions at 70.68000 hrX* 
\ , 7LO h~ 
0 observations 
Second return 
at 116.0 hr * Starting point for phases I and II 
**Start ing point for phase 135.0 hr 
hr 
Figure 6. - Midcourse simulation return trajectory . 
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Figure 7.- Position estimation errors, phases I and TI. 
-r= 
0 
120 - 262 km a t  perigee 
0 la upper and lower boundaries, 8 missions, 2 observers 
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100 - 
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60 - 
Final  velocity correction 
144 Time of reference perigee , 
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Figure 8 . -  Actual t ra jec tory  posi t ion errors ,  phase I. 
I 2 0  
20 
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26 2 km at perigee 
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Figure 9.- Actual t ra jec tory  posi t ion errors, phase 11. 
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Figure 10.- Posi t ion estimation errors ,  phase 111. 
100 - 
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velocity I 
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Figure 11.- Actual trajectory pos i t ion  errors, phase 111. 
