Abstract. Many physical materials of practical relevance can attain several variants of crystalline microstructure. The appropriate energy functional is necessarily non-convex, and the minimization of the functional becomes a challenging problem. A new numerical method based on discontinuous nite elements and a scaled energy functional is proposed. It exhibits excellent convergence behavior for the energy (second order) as well as other crucial quantities of interest for general spatial meshes, contrary to standard (non-) conforming methods. Both theoretical analyses and numerical test calculations are presented and contrasted to other current nite element methods for this problem.
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we study the approximation of deformations of martensitic crystals which can undergo an orthorhombic to monoclinic transformation, giving rise to a double well potential. We claim that the presented analysis can easily be extended to more complicated phase transitions like, e.g., the \triple well case" that describes the cubic to tetragonal phase transitions in atomic lattice structure; we refer to 19, 20] for a corresponding study of the rotated bi-/trilinear nite elements. For the present \double well case", deformations are energetically favored that have deformation gradients in the union of energy wells U = S 2 i=1 U i , which give zero energy contributions to the energy E(v) = Z (rv(x)) dx; (1) for admissible deformations v to be de ned below. Each well is of the form U i = SO(3)U i , with SO(3) being the group of proper rotations and the U i , i = 1; 2 representing martensitic variants. In the double well case, we can assume (see 22] ) that these wells are rank-one connected, i.e., there are F i 2 U i , i = 1; 2, such that the Hadamard condition is satis ed. This means that there are two non-vanishing vectors a 2 R 3 and n 2 R 3 such that F 2 = F 1 + a n: (2) Without loss of generality, we assume jnj = 1.
Again in general, R 3 denotes the reference domain of the crystal, which is assumed to be polygonal. The mapping v : ! R 3 represents then a continuous deformation of the reference con guration of the crystal with the deformation gradient rv : ! R 3 3 .
The energy density is assumed to satisfy 
We shall also assume that the energy density grows quadratically away from the energy wells, that is (F ) jjjF ? (F )jjj 2 8 F 2 R 3 3 ; (4) with > 0 constant and : R 3 3 ! U a Borel measurable projection de ned by jjjF ? (F )jjj = min G2U jjjF ? Gjjj; 8 F 2 R 3 3 ; (5) where jjj jjj denotes the Frobenius norm of a matrix, i.e., jjjAjjj = q P 3 i;j=1 A 2 ij . Note that the projection (F ) exists for any F 2 R 3 3 , since U is compact, although it may not be unique.
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For the double well case, the laminate microstructure, which we are interested in, is uniquely described by the a ne boundary condition 2] v(x) = F x 8 x 2 @ ; (6) where F = F 1 + (1 ? )F 2 (7) and 2 0; 1] represents the volume fraction of the two variants. The problem is now stated in the following way: inf v2A E(v) (8) for the set of admissible functions A = v 2 C( ; R 3 ) : v(x)j @ = F x : (9) The rst nite element methods for problem (8) used classical conforming elements with piecewise (bi-or tri-)linear basis functions on each triangular or quadrilateral element, thus minimizing on a subset A h A for conforming elements, see 7] . In the context of convex energy densities , classical conforming methods are well-understood and yield optimal convergence results with order O(h 2 ). However, for the present problem of a non-convex energy density, the results are rather sobering: In general, it can only be shown that a minimizing deformation u h 2 A h satis es E(u h ) Ch 1=2 ; (10) where C denotes a generic constant that may depend on the topology of the quasiuniform triangulation T h and the domain but not on the mesh-size h, see 8, 21, 22] , and 7] for a de nition of quasiuniformity. For a complete list of results for important quantities, see Table 1 . Moreover, it turns out that the quality of the approximation depends strongly on the degree of alignment of the numerical mesh with the physical laminates. This means that the laminated microstructure is well-resolved on meshes, whose element edges run along the laminated direction. If this is not the case, the numerical results are often so polluted that the laminates are distorted beyond recognition; see Figure 2 for an example, which will be discussed in detail in Section 3. The limitation of the convergence order for conforming elements has also been studied in 6]. For a di erent, non-convex energy density and related deformations v : R 2 ! R, 6] shows that suboptimal convergence rates are sharp in general. These observations demonstrate the severe drawbacks of classical conforming nite element methods in the context of highly oscillatory solutions, since the high number of continuity constraints locally limits the exibility of the numerical method. Another newer result for a conforming method using a reduced integration scheme, which yields the same convergence order, is given in 11].
As a second numerical approach, classical non-conforming nite element methods (using piecewise rotated (bi-, tri-)linear basis functions) are presented in 15, 20, 22] . This method Table 1 . Based on these sobering observations of classical nite element methods for the problem of twinning, we see an evident need for new nite element methods that yield more accurate approximations of crucial quantities such as the deformation, the structure of laminates and the statistic properties of the microstructure (i.e., the Young measure) on general meshes. Moreover, we believe that the robust resolution of (laminate) microstructure on non-aligned meshes is an essential prerequisite to simulate force-driven deformations as well as phenomena occurring in evolutionary models both in this context and more complicated materials in general.
To this end, we present a new algorithm based on discontinuous nite elements. It will be shown that this algorithm allows much improved convergence rate estimates for the energy, namely O(h 2 ), and other quantities of interest as they are given in Table 1 . In particular, the resolution of laminate microstructure on general meshes is much better than by the classical (non-)conforming discussed above. This statement is justi ed through drastically improved convergence results and illustrated by numerical experiments on non-aligned meshes.
The underlying conceptual ideas of the new numerical method are the following: 1. The (averaged) boundary conditions will be treated in a more relaxed way to avoid the pollution impact from the boundary. 2. The cross-element continuity constraints are relaxed in a sense that small jumps are allowed. 3. The laminate structures are scaled di erently from the transitions between laminates. In order to explain these ideas, we will start with the proposal of a rst numerical model, which incorporates the rst two ideas above and which would seem appropriate for our purposes:
Algorithm As will be seen from the subsequent analysis, no improved convergence results can be obtained for Algorithm 1 for quantities of interest: The algorithm o ers too much freedom for minimizers to adopt spurious solutions that have no physical relevance at all, i.e., that exhibit a physically relevant microstructure.
It will turn out that an algorithm appropriate for representing laminated microstructure on general meshes has to incorporate the third feature already listed above: It should be able to distinguish between contributions to a minimizer from the laminate microstructure and from the transitions between laminates; the latter is where the underlying mesh demands its contributions. Therefore, we introduce a di erent scaling of laminates (which are of order O(h 1? )) and of transitions between laminates (of order O(h)) into our numerical model. (14) and perform the minimization min
for a xed constant 2 (0; 1).
We will demonstrate the superiority of Algorithm 2 over the classical conforming and nonconforming methods through a rigorous convergence analysis for the full three-dimensional case as well as numerical test calculations that have been carried out for a scalar prototype problem. In the latter, the deformations are scalar functions, but the energy density still exhibits the crucial mechanisms inherent to the Ericksen-James energy density 4, 12] . We refer to Section 3 for the de nition of and the results for the prototype problem.
Throughout the remainder of the paper, we make use of the following standard notation, , for 1 p < 1 and max K2T h j j k;1;K , for p = 1. Correspondingly, k k k;p is de ned, using norms instead of semi-norms. Subsequently, we will omit the indices in situations where the meaning of the notation is clear from the context.
For the summary of the main result, we x the following additional notation: The orientation of the simply laminated microstructure is uniquely determined by its normal vector n 2 R 3 . In the following, we make also use of vectors w 2 R 3 along the laminates, that satisfy w n = 0. Furthermore, the accuracy of representing the volume fractions 1 (8){ (9) with R 3 a bounded set, and suppose u 2 A is the weak limit of a minimizing sequence of (8) 
The generic constant C may depend on the parameters of the continuous problem (8) and the values 11 ; 12 ; 2 , but not on the mesh parameter h. In the case (d), it additionally depends on the choice of the value of .
Again, we stress the fact that these convergence results are much better than those derived for the conforming (using (bi-, tri-)linear ansatz functions, see 21]) or classical non-conforming (using piecewise rotated (bi-,tri)linear ansatz functions, see 20, 21]) nite element methods, see also Table 1 . This re ects the increased accuracy of the ansatz for non-aligned meshes:
The misaligned triangulation does not lead to a dramatic pollution of the computed solution anymore. This can be clearly seen in the subsequent theoretical analysis in Section 2 as well as in the numerical investigation of our new method in Section 3. Finally, we stress the fact that the analysis presented below is heavily motivated by the work of Luskin and Li & Luskin, see 19, 20, 21, 22] . More extensive information on the numerical test problem are given in 13], and extensions of this work using concepts of adaptivity are analyzed in 23].
A DISCONTINUOUS FEM FOR SOLVING A MULTI-WELL PROBLEM 8 2 Analysis for the discontinuous element. Let us recall that there are three contributions in the scaled energy functional E h ( ): the rst is the bulk energy term as it is given in the continuous version E( ). The two subsequent terms are responsible to \ensure" certain continuity constraints. The last term in E h ( ) allows slight uctuations of the boundary data to improve the exibility of the nite element method to model laminate microstructure. The latter energy terms in E h ( ) are introduced to allow exibility of the nite element method with respect to general meshes, allowing small cross-element jumps of the computed solution.
Discontinuous nite elements. The Lagrange interpolation operator
I T h :
with A (K) the set of a ne-linear functions on the triangle K 2 T h , is de ned in a standard way as a point interpolate. rw(x) = F 1 + ( x n h 1? )a n: (19) We are given a triangulation T h = fK i g i2I such that in general w 6 = I T h (w). Because of w being piecewise a ne it is clear that there exists a re nementT h = fK ij g i2I;j2J i of T h , with T h 3 K i = 
Since two neighboring elements K + and K ? such that K + \ K ? 6 = ; share one face, with their related normal vectors changing their sign (i.e., j K ? = ? j K + ), we can continue with the rst term as follows, setting z h = z h K , (22) The last bound is a consequence of Lemma 2.2. Another application of it further leads to an upper bound for the term I 2 ,
1=2 Ch 1? : (23) This concludes the proof. This ensures that the gradient of the computed deformation u h is identical to the macroscopically observable F in an averaged sense. In fact, this`stability requirement' is not necessary to obtain an e cient scheme, as we will see in the following.
We can now continue our analysis with the veri cation of the following theorem. Proof. We will again use the abbreviative notation z h (x) = u h (x) ? F x for x 2 . Using integration by parts, we obtain which is an immediate consequence of Lemma 2.2, we can now insert (25) through (29) in (24) , and the proof is nished.
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The following theorem is a local trace inequality, bounding errors on interior edges in terms of the error on elements. For this purpose, we will introduce subdomains ! h S i2L K i , referred to as`pseudo-parallelepipeds.' By this, we mean a perturbed parallelepiped assembled from elements K i 2 T h , with faces being piecewise a ne curves to be considered as O(h) perturbations of planes that constitute the parallelepiped ! ! h . See Figure 1 for a sketch of the construction in the two-dimensional case. Owing to the quasiuniform character of the triangulation T h , it is always possible to construct at least one pseudoparallelepiped ! h for a given parallelepiped ! such that dist(@! h ; @!) < O(h). Moreover, we will employ`pseudo-tubes' S j of thickness O(h); by this, we mean collections of triangles with faces F j @! h such that ! = S j2M S j with M L. A selection criterion for a triangle K i T h to belong to a xed pseudo-tube S j can for instance be formulated through the introduction of a new \Cartesian reference triangulation" K h of the parallelepiped ! = spanfo 1 ; o 2 ; o 3 g , with o i 2 R 3 , and jo 3 j = (!), where the construction process of tubeŝ S j = spanfho 1 ; ho 2 ; o 3 g and S j2LŜ j = ! is straightforward. We can now make use of these tubes in a way that triangles K i 2 T h , with K i ! h belong to S j , provided where (!) is the length of the shortest edge of a corresponding parallelepiped ! and where u h @K\@! h 6 =; is the trace of u h K ! h on @K \ @! h .
Proof. Using the terminology introduced above, we shall make use of the following construction, see Figure 1 for a sketch of the two-dimensional case: 1. Given ! , determine a pseudo-parallelepiped ! h = S i2L K i . 
We can make the following reformulations for each term of the sum
we can therefore write, thanks to the quasiuniformity of the triangulation T h , The justi cation of this lemma can immediately be given, exploiting the quadratic growth of the bulk energy density close to the union of wells U, see (4) .
Another lemma will be useful for the subsequent studies:
Lemma 2.4 For any w 2 R 3 satisfying w n = 0, there exists a constant C > 0 such that 
We can now make use of Lemma 2.3 and Theorem 2.1 to complete the proof.
The next result is a consequence of the last two results.
Theorem 2.4 For any w 2 R 3 satisfying w n = 0, there exists a constant C > 0 such that
The subsequent result is preliminary for proving a result pertaining to the capability of the present nite element method to approximate laminate microstructures. 
The term I 11 can be bounded by Ch , according to an identical argument already presented in the proof of Theorem 2.1, see (22) . In order to bound I 12 , we can make use of Theorem 2.3, in combination with Theorem 2.2 and Theorem 2.4. If we introduce the abbreviative notation:
In this context the following auxiliary argument ensures the existence of an appropriate constant C,
This concludes the proof. 2 2.4 Approximation of simply laminated microstructure. We start with an approximation result that states how well fF 1 ; F 2 g are approximated by a minimizer u h 2 A. Theorem 2.6 There exists a constant C > 0 such that the following inequality is valid for a minimizer u h 2 A h ,
Proof. We have, for all w 2 R 3 , w n = 0: (F )w = F 1 w = F 2 w = F w; 8 F 2 R 3 3 :
The following identity is valid,
We can then proceed in the following way, The result now follows from (39) and Lemma 2.3.
We are now in a position to verify the following result which states approximation of the volume fraction . However, it is more instructive for numerical experiments, since due to its low dimensionality it is possible to study the deformation v itself and not just its gradient norm.
In order to test the theory for non-aligned meshes, we consider the following generalization of the energy functional,
(rv n( )) 2 (2) The numerical grid is given by a regularly re ned triangular mesh, which is independent of the angle . To determine the convergence rate for the energy, the mesh parameter was chosen as h = 1 4 ; 1 8 ; 1 16 ; 1 32 ; 1 64 . (3) Classical conforming elements both with exact as well as with relaxed boundary conditions, and classical non-conforming elements with exact as well as relaxed boundary conditions have been tested; in order for the generalized energy functional in Algorithm 2 to yield the same scaling as the original energy functional for the classical elements, we set = 0 and 11 = 12 = 0. The simulations for the discontinuous nite elements have used the scaled energy functional in Algorithm 2 with = 1=2. Only graphs for the classical conforming element with exact boundary conditions and the discontinuous elements are included in the following; more information about the case study as well as a more extensive report on the results for all nite elements is contained in 13].
For the graphs presented in the following, the angle = +22:5 is chosen, since it is thè least' aligned case between the laminates and the grid. It is known that this case poses signi cant problems for the classical nite element discretizations, see 9, 10, 22] . These problems are clearly visible in Figure 2 . Figure 2 (a) shows a plot of the gradient norm for h = 1=64. The white color in the graph indicates that the gradient on that nite element is close to +1, the black color indicates values that are close to ?1. The laminates do not follow their correct direction of = +22:5 anymore, but are rather distorted, and no reliable information concerning the volume fractions can be obtained. This shows the dependence of the numerical solution on the alignment of the grid with the physical laminates. Figure 2 (b) shows the deformation itself for h = 1=16. This size for h was chosen for the plot to allow the features to be large enough to show su cient detail for observation. This gure shows that the penalty method was successful in enforcing the boundary conditions exactly, as appropriate for this classical conforming element.
Correspondingly, Table 2 (a) shows the values of the energy functional that were observed for the classical conforming nite element. We notice that in the rst and the third column for the angles = ?45 and = 0 , respectively, the convergence rate can be seen to be nearly linear. This is explained by the fact that in these two cases the numerical mesh is aligned with the direction of the physical laminates. In the general case however, as seen in the remaining columns of the table including for = +22:5 , the convergence rate is observed to be (much) worse than linear. Table 2 (b) lists the corresponding energy values obtained for the classical non-conforming element. While the values themselves are lower than for the conforming element, the same observations hold with respect to the convergence behavior as for the conforming element. Hence, the non-conforming element does not signi cantly alleviate the problems found with the conforming one. Figure 3 plots the result for the discontinuous nite elements in Algorithm 2. These elements use the vertices as degrees of freedom without any continuity requirement in the element de nition; the amount of discontinuity allowed is controlled via a penalty technique implemented by the 11 -and 12 -terms in the scaled energy functional in Algorithm 2. Figure 3 (b) shows the deformation u. First, we can see also here the value of the deformation gradients in normal direction is close to +1 and ?1 as exhibited by the hat shape of the solution.
As expected, the solution exhibits a degree of discontinuity, but this e ect is limited to the element edges corresponding to transitions from one laminate to another, while the laminates themselves are represented continuously. Table 2 (c) lists the values of the energy functional for the discontinuous element. It is observed that we have O(h 2 ) convergence rate. This is remarkable in particular, since this result is clearly independent of the degree of alignment of the physical laminates with the numerical grid for all angles . That demonstrates the superiority of the discretization using discontinuous nite elements.
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The calculations were performed on a Silicon Graphics Challenge XL workstation at the University of Maryland, Baltimore County. The computer program implements the nonlinear conjugate gradient method for the minimization, with initial conditions chosen close to the assumed solution. The scaled energy functional of Algorithm 2 is discretized using the package FEAT2D 3] for the underlying nite element discretization. 4 Conclusions. This paper proposes the use of discontinuous nite elements for the numerical simulation of crystalline microstructure. This becomes possible via the introduction of a new, generalized energy functional that rests on three fundamental ideas: (1) The boundary conditions are enforced only up to the order of the mesh parameter. (2) The degree of discontinuity is controlled by penalty terms in the energy functional. (3) The laminates and laminate transitions are scaled appropriately relative to each other and relative to the mesh parameter. Using this functional, excellent convergence behavior (second order) for the energy is shown both theoretically and by numerical test calculations. This energy estimate implies much improved estimates for other quantities of interest, for instance for the most crucial volume fractions of the variants of the crystalline microstructure. 
