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a b s t r a c t
A numerical method based on B-spline is developed to solve the general nonlinear two-
point boundary value problems up to order 6. The standard formulation of sextic spline for
the solution of boundary value problems leads to non-optimal approximations. In order to
derive higher orders of accuracy, high order perturbations of the problem are generated
and applied to construct the numerical algorithm. The error analysis and convergence
properties of the method are studied via Green’s function approach. O(h6) global error
estimates are obtained for numerical solution of these classes of problems. Numerical
results are given to illustrate the efficiency of the proposed method. Results of numerical
experiments verify the theoretical behavior of the orders of convergence.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
We develop a smooth approximation based on B-spline functions to compute the numerical solution of the nonlinear
two-point BVPs of the form :
Lmu ≡ u(m)(x)− φ(x, u(x), u′(x), . . . , u(m−1)(x)) = 0, a ≤ x ≤ b, 1 ≤ m ≤ 6, (1)
with the boundary conditions,
Bmu ≡
m−1−
j=0
(αiju(j)(a)+ βiju(j)(b)) = bi, 0 ≤ i ≤ m− 1, (2)
where αij, βij and bi are given real constants, φ is a function on a given domain, u(x) is an unknown function, and Lm and Bm
are differential operators.
Many practical problems in science and engineering are formulated as differential equations with the proper number
of initial or boundary conditions. The nonlinear boundary value problems arise frequently in many areas of science and
engineering. As an example, the deflection of a uniformly loaded rectangular plate supported over the entire surface by an
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elastic foundation and rigidly supported along the edges, satisfies a differential system of the form (1)–(2) form = 4, when
φ is some special function of x and u (see [1]).
Obtaining the analytical solution of the differential system (1)–(2) for arbitrary choices of φ is very difficult and in
particular in the case of nonlinear differential equations, obtaining such solutions sometimes become impossible, thus we
resort to use numerical methods to approximate the solution of such problems.
Finite difference methods of different orders are developed and analyzed by many authors [2–5]. Several researchers
examined collocation methods for solving boundary value problems. Some special cases have been examined in [6] and [7].
Russell and Shampine [8], have studied a collocation method based on piecewise polynomial functions for the solution of
mth order boundary value problems in both the linear and nonlinear cases.
The use of spline functions in the context of boundary value problems was first studied in [9], for the case of linear
two-point boundary value problems which gives only O(h2) accuracy. After that Ablasiny and Hoskins [10], Fyfe [11]–[12],
Sakai [13] and others developed spline method both for the linear and nonlinear two-point boundary value problems.
It is known that the standard spline collocation method gives non-optimal approximations for the solution of boundary
value problems. Nodal collocation methods based on cubic spline were developed and analyzed in [14] for a certain linear
case of fourth order two-point boundary value problems. The effect of boundary conditions in collocation by polynomial
splines, studied in [15] also, non-optimal spline collocation methods for m order boundary value problems and n degree
splines were formulated. Fyfe [11,12], used collocation method based on cubic spline for the solution of second and fourth
order two-point boundary value problems. He used the collocation on a perturbed differential equation satisfied by an
accurate spline interpolant of the exact solution. Daniel and Swartz [16], applied such a technique based on cubic spline at
grid points for second order two-point boundary value problems and obtained O(h4) approximations. Irodotou-Ellina and
Houstis developed an O(h6) optimal collocation method based on quintic spline at the nodal points for the solution of linear
fourth order two-point boundary value problems [17].
This paper is devoted to developing a collocationmethod based on sextic B-spline at themid-points of a uniformpartition
of the interval [a, b], to approximate the numerical solution of the differential system (1)–(2). In order to develop higher
orders of accuracy, high order perturbations of the problem are generated to derive an accurate numerical method. An
O(h6−j), j = 0(1)m − 1, uniformly convergent approximations are obtained for the exact solution u, and its jth derivative
whenm = 1(1)6. The convergence of the purposed method is given in detail.
The paper is organized as follows: Section 2 is devoted to obtaining some consistency relations for sextic spline at the
nodal andmid-points of the partition to construct higher order approximations. In Section 3, we formulate our sextic spline
collocationmethod to the solution of (1)–(2). The convergence analysis of themethod via Green’s function approach is given
in detail in Section 4. Section 5 is about the convergence of the procedure used to find the solution of the nonlinear system
which arises in this method. In Section 6, numerical experiments are tested to demonstrate the viability of the proposed
method.
2. Sextic spline interpolation
We introduce the sextic spline space and basis functions to construct an interpolant S(x) satisfying certain end conditions
and then derive several asymptotic expansions to be used in the formulation of the sextic spline collocation method.
Let ∆ ≡ {a = x0 ≤ x1 ≤ · · · ≤ xn = b} be a uniform partition of the interval [a, b] with h = b−an as step size and
Ω ≡ {t0 = x0, t1 = x0+x12 , . . . , ti = xi−1+xi2 , . . . , tn = xn−1+xn2 , tn+1 = xn} be the set of mid-points of the partition ∆ plus
the boundary points. Consider a smooth sextic spline S(x) that is an element of
SP6(∆) ≡ {q(x)|q(x) ∈ C5[a, b], and q(x) is a polynomial of degree at most 6 on the partition∆}.
By making use of a B-spline function
Bk+1(x) = 1k!
k+1−
j=0
(−1)j

k+ 1
j

(x− j)k+, (x− j)k+ =

(x− j)k x > j,
0 x < j, (3)
we consider a polynomial sextic spline S(x) of the form S(x) = ∑n+2j=−3 cjBk+1( x−ah − j + 4), satisfying the following
interpolatory conditions
S(ti) = u(ti), 1 ≤ i ≤ n, (4)
S(6)(ti) = u(6)(ti)− h
2
24
u(8)(ti)+ 7h
4
5760
u(10)(ti), i = 1, 2, 3, n− 2, n− 1, n. (5)
In the following, for convenience we will suppose that, u(j)i = u(j)(ti) and S(j)i = S(j)(ti), i = 0(1)n+ 1, j = 0(1)m, where
f (j) ≡ Djf . Using [18] we can write the following consistency relations for any sextic spline S, at the mid-points:
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Υ S(6)i =
46080
h6

Si−3 − 6Si−2 + 15Si−1 − 20Si + 15Si+1 − 6Si+2 + Si+3

, (a)
Υ S(5)i =
23040
h5
−Si−3 + 4Si−2 − 5Si−1 + 5Si+1 − 4Si+2 + Si+3, (b)
Υ S(4)i =
5760
h4

Si−3 + 2Si−2 − 17Si−1 + 28Si − 17Si+1 + 2Si+2 + Si+3

, (c)
Υ S(3)i =
960
h3
−Si−3 − 20Si−2 + 43Si−1 − 43Si+1 + 20Si+2 + Si+3, (d) (4 ≤ i ≤ n− 3),
Υ S(2)i =
120
h2

Si−3 + 74Si−2 + 79Si−1 − 308uSi + 79Si+1 + 74Si+2 + Si+3

, (e)
Υ S(1)i =
12
h
−Si−3 − 236Si−2 − 1445Si−1 + 1445Si+1 + 236Si+2 + Si+3 (f)
(6)
where the discrete operator Υ is defined as,
Υ fi ≡ fi−3 + 722fi−2 + 10543fi−1 + 23548fi + 10543fi+1 + 722fi+2 + fi+3, i = 4(1)n− 3,
for any function f defined on the interval [a, b].
At first we will state and prove a lemma to derive some needful consistency relations for the sextic spline using the
continuity of S(x) and its derivatives up to order 5.
Lemma 1. The following consistency relations,
S ′i =
1
2764800h
[
h6

2S(6)i−3 + 1441S(6)i−2 + 18932S(6)i−1 + 23548S(6)i + 2154S(6)i+1 + 3S(6)i+2
− 92160Si−3
+ 691200Si−2 − 2764800Si−1 + 921600Si + 1382400Si+1 − 138240Si+2
]
, 4 ≤ i ≤ n− 2, (7a)
S ′′i =
1
552960h2
[
h6

S(6)i−2 + 712S(6)i−1 + 4718S(6)i + 712S(6)i+1 + S(6)i+2
− 46080Si−2 + 737280Si−1
− 1382400Si + 737280Si+1 − 46080Si+2
]
, 3 ≤ i ≤ n− 2, (7b)
S ′′′i =
1
184320h3
[
−h6S(6)i−3 − 721h6S(6)i−2 − 9814h6S(6)i−1 − 11774h6S(6)i − 729h6S(6)i+1 − h6S(6)i+2+ 46080Si−3
− 322560Si−2 + 645120Si−1 − 460800Si + 46080Si+1 + 46080Si+2
]
, 4 ≤ i ≤ n− 2, (7c)
S(4)i =
1
46080h4
[
h6
−S(6)i−2 − 724S(6)i−1 − 6230S(6)i − 724S(6)i+1 − S(6)i+2+ 46080Si−2 + 184320Si−1
+ 276480Si − 184320Si+1 + 46080Si+2
]
, 3 ≤ i ≤ n− 2, (7d)
S(5)i =
1
46080h5
[
h6

S(6)i−3 + 723S(6)i−2 + 11266S(6)i−1 + 11774S(6)i − 723S(6)i+1 − S(6)i+2
− 46080Si−3
+ 230400Si−2 − 460800Si−1 + 460800Si − 230400Si+1 + 46080Si+2
]
, 4 ≤ i ≤ n− 2, (7e)
hold for any sextic spline S(x), satisfying (4)–(5).
Proof. Let us introduce Qi(x), i = 0(1)n− 1 by
Qi(x) = ai(x− xi)6 + bi(x− xi)5 + ci(x− xi)4 + di(x− xi)3 + ei(x− xi)2 + fi(x− xi)+ gi, (8)
then our sextic spline S(x) can be defined as:
S(x) = Qi(x), x ∈ [xi, xi+1], i = 0, 1, . . . , n− 1.
Now using the following properties
(I): Qi(ti) = S(ti), (II): Q ′i (xi) = S ′(xi), (III): Q ′′i (ti) = S ′′(ti),
(IV): Q (3)i (xi) = S(3)(xi), (V): Q (4)i (ti) = S(4)(ti), (VI): Q (5)i (xi) = S(5)(xi),
(VII): Q (6)i (ti) = S(6)(ti),
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and after a long but straightforward calculation the unknown coefficients in (8) can be obtained as,
ai = 1720S
(6)(ti), bi = 1120S
(5)(xi), ci = 1192

8S(4)(ti)− 4hS(5)(xi)− h2S(6)(ti)

,
di = 16S
(3)(xi), fi = S ′(xi),
ei = 1768

384S(2)(ti)− 192hS(3)(xi)− 48h2S(4)(ti)+ 16h3S(5)(xi)+ 5h4S(6)(ti)

,
gi = 146080

46080S(ti)− 23040hS ′(xi)− 5760h2S(2)(ti)+ 1920h3S(3)(xi)+ 600h4S(4)(ti)
− 192h5S(5)(xi)− 61h6S(6)(ti)

. (9)
Substituting the above coefficients in Eq. (8) and using the continuity of Qi(x) and its derivatives up to order 5,
Q (j)i (x) = Q (j)i−1(x), j = 0(1)5,
we can obtain the results. 
Now we will state and prove a theorem to obtain the error bounds for sextic spline S(x) and its derivatives S(r)(x),
1 ≤ r ≤ 6, at the mid-points of the partition∆. For this purpose we will recall the following lemma from [19].
Lemma 2. If P = {pij} is anm×mmatrix and pii ≥∑mj=1,j≠i |pij|+ϵ, for 1 ≤ i ≤ m,where ϵ > 0, thenwe have ‖P−1‖∞ ≤ ϵ−1.
Proof. See Lucas [19] Lemma 4. 
Theorem 1. Let S(x) be the unique sextic spline satisfying (4)–(5) and interpolating the function u ∈ C12[a, b] then
S ′i = u′i + O(h6), (10a)
S(2)i = u(2)i + O(h6), (10b)
S(3)i = u(3)i −
7h4
5760
u(7)i + O(h6), (10c)
S(4)i = u(4)i +
7h4
1920
u(8)i + O(h6), (10d)
S(5)i = u(5)i +
h2
24
u(7)i −
7h4
1920
u(9)i + O(h6), (10e)
S(6)i = u(6)i −
h2
24
u(8)i +
7h4
5760
u(10)i + O(h6), (10f)
for i = 1(1)n, and further the following error bounds hold
‖(S − u)(k)‖ = O(h7−k), k = 0, 1, . . . , 5. (11)
Proof. At first we will prove (10f), then use this relation to prove the others. Using Taylor’s series expansions and taking
into account that Si = ui, i = 1(1)n, in relation (6)(a) we obtain,
Υ S(6)i = 46080u(6)i + 11520h2u(8)i + 1344h4u(10)i + O(h6), 4 ≤ i ≤ n− 3. (12)
Also using Taylor’s series expansions for any function f ∈ C6[a, b]we have,
Υ fi = 46080fi + 13440h2f (2)i + 1848h4f (4)i + O(h6), 4 ≤ i ≤ n− 3. (13)
Letting f = u(6) − h224u(8) + 7h
4
5760u
(10), we obtain,
Υ fi = Υ

u(6)i −
h2
24
u(8)i +
7h4
5760
u(10)i

= 46080u(6)i + 11520h2u(8)i + 1344h4u(10)i + O(h6),
4 ≤ i ≤ n− 3. (14)
Now subtracting Eqs. (12) and (14) we conclude that:
Υ

S(6)i − u(6)i +
h2
24
u(8)i −
7h4
5760
u(10)i

= O(h6), 4 ≤ i ≤ n− 3. (15)
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Let us define Ri ≡ S(6)i − u(6)i + h
2
24u
(8)
i − 7h
4
5760u
(10)
i , i = 1(1)n, then by using (5) and (15) we have the following system of
equations,
Υ Ri = O(h6‖u(12)‖), for 4 ≤ i ≤ n− 3, and R1 = R2 = R3 = Rn−2 = Rn−1 = Rn = 0. (16)
Obviously A = {aij}n×n, the coefficient matrix of the above system is strictly diagonally dominant and hence nonsingular.
According to Lemma 2we have ‖A−1‖∞ ≤ 8127 , thus we have Ri = O(h6).‖A−1‖∞ = O(h6), i = 1(1)n, and the proof of (10f)
is complete.
To prove (10e) consider the following relation which obtained in Lemma 1 Eq. (7e), for interior mid-points ti,
i = 4(1)n− 2,
S(5)i =
1
46080h5
[
h6

S(6)i−3 + 723S(6)i−2 + 11266S(6)i−1 + 11774S(6)i − 723S(6)i+1 − S(6)i+2
− 46080Si−3
+ 230400Si−2 − 460800Si−1 + 460800Si − 230400Si+1 + 46080Si+2
]
, 4 ≤ i ≤ n− 2. (17)
Using (10f) in (17) and applying Taylor’s series expansions of u(k)i±l for k = 0, 6, 8, 10, we have,
S(5)i = u(5)i +
h2
24
u(7)i −
7h4
1920
u(9)i +
31h6
193536
u(11)i + O(h8), 4 ≤ i ≤ n− 2. (18)
To obtain similar results at boundary and near boundary points, we may use the consistency relations,
S(5)i =
1
46080h5
[
h6

S(6)i − 22317S(6)i+1 − 34814S(6)i+2 − 11266S(6)i+3 − 723S(6)i+4 − S(6)i+5
− 46080Si
+ 230400Si+1 − 460800Si+2 + 460800Si+3 − 230400Si+4 + 46080Si+5
]
, i = 1, 2, 3, (19)
and,
S(5)i =
1
46080h5
[
h6

S(6)i−5 + 723S(6)i−4 + 11266S(6)i−3 + 34814S(6)i−2 + 45357S(6)i−1 + 23039S(6)i
− 46080Si−5
− 230400Si−4 − 460800Si−3 + 460800Si−2 − 230400Si−1 + 46080Si
]
, i = n− 1, n. (20)
This completes the proof of (10e). One can prove other relations in a similar way using some appropriate relations which
are given in Lemma 1. 
Theorem 1 gives some error bounds for sextic spline and its derivatives up to order 6 at the mid-points ti, i = 1(1)n, of
the partition∆, but we need some similar relations at the grid points xi, i = 0(1)n. These relations will be presented in the
following theorem.
Theorem 2. Let S(x) be the unique sextic spline satisfying (4)–(5) and interpolating u ∈ C12[a, b], then the following relations
hold:
S(5)(xi) = u(5)(xi)− h
2
12
u(7)(xi)+ h
4
240
u(9)(xi)+ O(h6), (21a)
S(4)(xi) = u(4)(xi)− h
4
240
u(8)(xi)+ O(h6), (21b)
S(3)(xi) = u(3)(xi)+ h
4
720
u(7)(xi)+ O(h6), (21c)
S(2)(xi) = u(2)(xi)+ O(h6), (21d)
S(1)(xi) = u(1)(xi)+ O(h6) (21e)
at the grid points xi, i = 0(1)n, of the partition∆.
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Proof. Consider the following consistency relations which can be obtained via long straightforward calculations similar to
those in Lemma 1,
S(5)(xi) = − 146080h5
[
h6

46079S(6)i+1 + 45357S(6)i+2 + 34814S(6)i+3 + 11266S(6)i+4 + 723S(6)i+5 + S(6)i+6
+ 46080Si+1
− 230400Si+2 + 460800Si+3 − 460800Si+4 + 230400Si+5 − 46080Si+6
]
, 0 ≤ i ≤ n− 6,
S(5)i (xi) = −
1
46080h5
[
h6
−S(6)i−5 − 723S(6)i−4 − 11266S(6)i−3 − 34814S(6)i−2 − 45357S(6)i−1 − 46079S(6)i + 46080Si−5
− 230400Si−4 + 460800Si−3 − 460800Si−2 + 230400Si−1 − 46080Si
]
, 6 ≤ i ≤ n.
Using (10f) in the above relations and then applying Taylor’s series expansions we have,
S(5)(xi) = u(5)(xi)− h
2
12
u(7)(xi)+ h
4
240
u(9)(xi)− h
6
6048
u(11)(xi)+ O(h8), 0 ≤ i ≤ n,
and this completes the proof of (21a). Now consider the following relations,
S(4)(xi) = − 192160h4
[
h6
−46073S(6)i+1 − 133177S(6)i+2 − 150090S(6)i+3 − 54882S(6)i+4 − 3613S(6)i+5 − 5S(6)i+6
− 322560Si+1 + 1520640Si+2 − 2856960Si+3 + 2672640Si+4 − 1244160Si+5 + 230400Si+6
]
0 ≤ i ≤ n− 6,
S(4)(xi) = − 192160h4
[
h6
−5S(6)i−5 − 3613h6S(6)i−4 − 54882h6S(6)i−3 − 150090h6S(6)i−2 − 133177h6S(6)i−1 − 46073h6S(6)i 
+ 230400Si−5 − 1244160Si−4 + 2672640Si−3 − 2856960Si−2 + 1520640Si−1 − 322560Si
]
, 6 ≤ i ≤ n.
Using (10e) and Taylor’s series expansions in the above relations we have:
S(4)(xi) = u(4)(xi)− h
4
240
u(8)(xi)+ h
6
3024
u(10)(xi)+ O(h8), 0 ≤ i ≤ n,
which completes the proof of (21b). In a similar manner using the same appropriate consistency relations we can prove the
rest of the relations in this theorem. 
In order to obtain high order approximations to the solution of (1) subjected to the boundary conditions (2) using the
relations obtained in Theorems 1 and 2, we need to derive some appropriate relations to connect u(r), 0 ≤ r ≤ 6, with spline
S(x) and its derivatives S(r)(x), 1 ≤ r ≤ 6, at the mid-points and grid points of the partition∆. For the purpose of simplicity
let us define the following discrete operators first,
µgi = gi−2 − 4gi−1 + 6gi − 4gi+1 + gi+2, 3 ≤ i ≤ n− 2,
µ¯gi = 18 (−gi−2 + 12gi−1 − 22gi + 12gi+1 − gi+2), 3 ≤ i ≤ n− 2,
¯¯µgi = 124 (−gi−2 + 28gi−1 − 54gi + 28gi+1 − gi+2), 3 ≤ i ≤ n− 2.
(22)
Lemma 3. If u ∈ C12[a, b], then using the above operators we have,
u(r)i =
1
h4
µS(r−4)i + O(h2), 3 ≤ i ≤ n− 2, 7 ≤ r ≤ 10,
u(7)i =
1
h2
µ¯S(5)i + O(h4), 3 ≤ i ≤ n− 2,
u(8)i =
1
h2
¯¯µS(6)i + O(h4), 3 ≤ i ≤ n− 2.
(23)
Proof. Using (22) and the results of Theorem 1 this relations can be proved easily. 
Corollary 1. Let S(x) be the sextic spline interpolant of u ∈ C12[a, b], then using Lemma 3 and Theorem 1we have the following
relations for i = 3(1)n− 2,
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u(6)i = S(6)i +
1
24
¯¯µS(6)i −
7
5760
µS(6)i + O(h6), (24)
u(5)i = S(5)i −
1
24
µ¯S(5)i +
7
1920
µS(5)i + O(h6), (25)
u(4)i = S(4)i −
7
1920
µS(4)i + O(h6), (26)
u(3)i = S(3)i +
1
960
µS(3)i + O(h6), (27)
u(2)i = S(2)i + O(h6), (28)
u(1)i = S(1)i + O(h6). (29)
Note that we obtain some relations for u(r)i , r = 1(1)6, at the interiormid-points of the partition∆, but we need to obtain
some similar relations at the boundary and near boundary points.
Corollary 2. If u ∈ C12[a, b] and σi ≡ i, near the left end points and σi ≡ n − i + 1, near the right end points then
the following O(h2) approximations to the higher order derivatives of u hold at boundary and near boundary points for i =
0, 1, 2, n− 1, n, n+ 1:
u(r)σ0 =
1
2h4
µ

7S(r−4)σ3 − 5S(r−4)σ4
+ O(h2), 7 ≤ r ≤ 10, (30)
u(r)σ1 =
1
h4
µ

3S(r−4)σ3 − 2S(r−4)σ4
+ O(h2), 7 ≤ r ≤ 10, (31)
u(r)σ2 =
1
h4
µ

2S(r−4)σ3 − S(r−4)σ4
+ O(h2), 7 ≤ r ≤ 10. (32)
Corollary 3. Under the assumptions of Corollary 2 we have the following O(h4) approximations to the higher order derivatives
of u at the boundary and near boundary points,
u(7)σ0 =
1
16h2
µ¯

231S(5)σ3 − 495S(5)σ4 + 385S(5)σ5 − 105S(5)σ6
+ O(h4), (33)
u(7)σ1 =
1
h2
µ¯

10S(5)σ3 − 20S(5)σ4 + 15S(5)σ5 − 4S(5)σ6
+ O(h4), (34)
u(7)σ2 =
1
h2
µ¯

4S(5)σ3 − 6S(5)σ4 + 4S(5)σ5 − S(5)σ6
+ O(h4), (35)
u(8)σ0 =
1
16h2
¯¯µ231S(6)σ3 − 495S(6)σ4 + 385S(6)σ5 − 105S(6)σ6 + O(h4), (36)
u(8)σ1 =
1
h2
¯¯µ10S(6)σ3 − 20S(6)σ4 + 15S(6)σ5 − 4S(6)σ6 + O(h4), (37)
u(8)σ2 =
1
h2
¯¯µ4S(6)σ3 − 6S(6)σ4 + 4S(6)σ5 − S(6)σ6 + O(h4). (38)
3. Formulation of the method
3.1. The method
Consider the nonlinear two-point boundary value problem (1) subject to the boundary conditions (2). Suppose that
u ∈ C6+m[a, b],m = 1(1)6, and S(x) ∈ SP6(∆), are the exact and spline solutions of the problem, respectively. In order
to obtain an O(h6) accurate approximation to the solution of this problem by using sextic spline at the mid-points, we can
replace u(r), r = 0(1)6, by their spline relations in Theorems 1 and 2 and Corollaries 1–3. Thus for each m = 1(1)6, we
obtain a system of nonlinear equations that can be solved. For example we consider this system for the case ofm = 6 here
and the other cases are similar,
S(6)σ1 + ¯¯µ(ψ (6))− η(6) = φ

tσ1 , Sσ1 , S
′
σ1
, S ′′σ1 , S
(3)
σ1
+ η(3), S(4)σ1 − 3η(4), S(5)σ1 − µ¯(ψ (5))+ 3η(5)
+ O(h6),
i = 1, n, (39)
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S(6)σ2 + ¯¯µ(ψ¯ (6))− η¯(6) = φ

tσ2 , Sσ2 , S
′
σ2
, S ′′σ2 , S
(3)
σ2
+ η¯(3), S(4)σ2 − 3η¯(4), S(5)σ2 − µ¯(ψ¯ (5))+ 3η¯(5)
+ O(h6),
i = 2, n− 1, (40)
S(6)i +
1
24
¯¯µS(6)i −
7
5760
µS(6)i = φ
[
ti, Si, S ′i , S
′′
i , S
(3)
i +
7
5760
µS(3)i , S
(4)
i −
7
1920
µS(4)i , S
(5)
i −
1
24
µ¯S(5)i
+ 7
1920
µS(5)i
]
+ O(h6), 3 ≤ i ≤ n− 2, (41)
where,
ψ (k) = 1
24

10S(k)σ3 − 20S(k)σ4 + 15S(k)σ5 − 4S(k)σ6

, k = 5, 6,
η(k) = 7
5760
µ

3S(k)σ3 − 2S(k)σ4

k = 3, 4, 5, 6,
ψ¯ (k) = 1
24

4S(k)σ3 − 6S(k)σ4 + 4S(k)σ5 − S(k)σ6

, k = 5, 6
η¯(k) = 7
5760
µ

2S(k)σ3 − S(k)σ4

, k = 3, 4, 5, 6
and the boundary formulas,
Bs6 ≡ αi,0S0 + αi,1S ′0 + αi,2S ′′0 + αi,3

S(3)0 − τ (3)
+ αi,4S(4)0 + 3τ (4)+ αi,5S(5)0 + ϕ(5) − 3τ (5)
+βi,0Sn + βi,1S ′n + βi,2S ′′n + βi,3

S(3)n − τ¯ (3)
+ βi,4S(4)n + 3τ¯ (4)+ βi,5S(5)n + ϕ¯(5) − 3τ¯ (5)
= bi + O(h6), 0 ≤ i ≤ 5, (42)
where,
τ (k) = 1
1440
µ

7S(k)3 − 5S(k)4

, k = 3, 4, 5,
τ¯ (k) = 1
1440
µ

7S(k)n−2 − 5S(k)n−3

, k = 3, 4, 5,
ϕ(5) = 1
192
µ

231S(5)3 − 495S(5)4 + 385S(5)5 − 105S(5)6

,
ϕ¯(5) = 1
192
µ

S(5)n−2 − 495S(5)n−3 + 385S(5)n−4 − 105S(5)n−5

.
3.2. Extra boundary formulas
It is clear that the space SP6(∆) has n + 6 dimensions thus in order to uniquely determine a sextic spline S(x), n + 6
linearly independent conditions are required. The collocation equations (Lmu = u(m) − φ)ti , i = 1(1)n, and the boundary
conditions (2) give only n + m,m = 1(1)6, equations together. Thus we need 6 − m extra boundary formulas. To
obtain these extra boundary equations we may use the collocation equation at the boundary or near boundary grid points
xi, i = 0, 1, 2, n− 1, n. Let θi = i, near the left boundary and θi = n− i near the right boundary, then we have the following
system of n+ 6 equations form = 1(1)6,(Lmu = u
(m) − φ)ti , 1 ≤ i ≤ n,
(Lmu = u(m) − φ)xθi , 0 ≤ i ≤ 5−m,
(Bmu = bi)x0,xn , 1 ≤ i ≤ m.
(43)
3.3. Error estimation
Let Lsm and B
s
m be the perturbations of the operators Lm and Bm. In the case ofm = 6 according to Eq. (41), we have
Ls6gi ≡ g(6)i +
1
24
¯¯µg(6)i −
7
5760
µg(6)i − φ

ti, gi, g ′i , g
′′
i , g
′′′
i +
7
5760
µg(3)i , g
(4)
i −
1
1920
µg(4)i , g
(5)
i
− 1
24
µ¯g(5)i +
7
1920
µg(5)i

, (44)
and Bs6 is defined as in Eq. (42). If S(x) is the unique sextic spline approximation to the solution of problem (1)–(2) and
satisfying (4)–(5), then the following relations hold
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(I) : (LsmS)ti = O(h6), 1 ≤ i ≤ n,
(II) : (LsmS)xθi = O(h6), 0 ≤ i ≤ 5−m,
(III) : BsmS = O(h6).
(45)
Before we proceed to the convergence analysis of the purposed method, we need to state and prove the following lemma.
Lemma 4. If the n× n coefficient matrix of S(m)i in the system of equations LsmSi = O(h6), i = 1(1)n, is denoted by Qm, then Qm
is nonsingular and ‖Q−1m ‖∞ is bounded.
Proof. If 1 ≤ m ≤ 4, then Qm is strictly diagonally dominant and thus invertible. Letm = 5, then we have
Q5 = 11920

2041 −1470 4484 −6768 5909 −2866 630 −40
54 1331 1528 −1968 1578 −753 160 −10
17 −148 2182 −148 17
17 −148 2182 −148 17
. . .
. . .
. . .
. . .
. . .
17 −148 2182 −148 17
17 −148 2182 −148 17
−10 160 −753 1578 −1968 1528 1331 54
−40 630 −2866 5909 −6768 4484 −1470 2041

n×n
. (46)
Suppose that Ei be the ith row of Q5. Obviously Q5 is diagonally dominant except in the rows Ei, i = 1, 2, n− 1, n. Using the
following elementary row operations,
E2 − 23E3 +
8
10
E4 − 710E5 +
3
10
E6 → E2,
E1 + E2 − 2E3 + 3E4 − 52E5 + E6 −
1
4
E7 → E1,
En−1 − 23En−2 +
8
10
En−3 − 710En−4 +
3
10
En−5 → En−1,
En + En−1 − 2En−2 + 3En−3 − 52En−4 + En−5 −
1
4
En−6 → En,
Q5 can be converted to a strictly diagonally dominant matrix and thus it is nonsingular. Now letm = 6, then,
Q6 = 15760

5639 3070 −10884 17168 −14549 6546 −1270 40
−54 6989 −3768 5168 −3978 1713 −320 10
−17 308 5178 308 −17
−17 308 5178 308 −17
. . .
. . .
. . .
. . .
. . .
−17 308 5178 308 −17
−17 308 5178 308 −17
10 −320 1713 −3978 5168 −3768 6989 −54
40 −1270 6546 −14549 17168 −10884 3070 5639

n×n
. (47)
We can convert Q6 into a strictly diagonally dominant matrix using the following elementary row operations,
E2 + 23E3 − E4 +
2
3
E5 − 13E6 → E2,
E1 − 12E2 + 2E3 −
7
2
E4 + 3E5 − E6 → E1,
En−1 + 23En−2 − En−3 +
2
3
En−4 − 13En−5 → En−1,
En − 12En−1 + 2En−2 −
7
2
En−3 + 3En−4 − En−5 − 14En−6 → En,
thus Q6 is nonsingular. Now using [19] Lemma 4, we conclude that ‖Q−1m ‖∞,m = 1(1)6, is finite. 
4. Convergence analysis
We will proceed to the convergence analysis of the purposed method via Green’s function approach. Let u(m) = ϕm and
S¯(m) = υm, be the exact and the spline solutions of the given problem which satisfy the boundary conditions Bmu = b.
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Suppose that the boundary value problem u(m) = 0,m = 1(1)6, subject to the boundary conditions Bmu = 0, is uniquely
solvable. This means that there is Green’s function Gm(x, t) for which u(x) and S¯(x) can be obtained in the following forms:
u(i)(x) =
∫ b
a
∂ iGm(x, t)
∂xi
ϕm(t)dt, S¯(i)(x) =
∫ b
a
∂ iGm(x, t)
∂xi
υm(t)dt, i = 0, . . . ,m− 1.
We need to introduce the following operators:
Λn : C[a, b] −→ Rn, Λng = [g(t1), . . . , g(tn)]T ,
Mn : Rn −→ C[a, b], piecewise (6−m)th order interpolation at points {ti}n1,
K : C[a, b] −→ C[a, b], Kg = φ(x, G¯m,0(x), G¯m,1(x), . . . , G¯m,j(x)), j = m− 1,
where g ∈ C[a, b] and G¯m,i(x) ≡
 b
a
∂ iGm(x,t)
∂xi
g(t)dt, i = 0(1)m− 1.
Also let us define an operator namely R, with respect to the spline solution of the problem in the following form :
R : C[a, b] −→ C[a, b], Rg = φ(x,Q0ΛnG¯m,0(x), . . . ,QjΛnG¯m,j(x)), j = m− 1,
where g ∈ C[a, b], and
Qi =

In×n, 0 ≤ i ≤ 2,
The coefficients matrix of S(i)in Eq. (45)(I), 3 ≤ i ≤ 6. (48)
Using the above notations, Eq. (1) can be written in the following form
u(m)(x)− φ(x, u(x), u′(x), . . . , u(m−1)(x)) = ϕm − Kϕm = (I − K)ϕm = 0. (49)
Also relation (43) can be written as,
QmΛnS¯(m) − φ

x,Q0ΛnS¯,Q1ΛnS¯ ′, . . . ,Qm−1ΛnS¯(m−1)
 = QmΛnS¯(m) −ΛnRυm = 0,
and according to Lemma 4, Qm is nonsingular thus,
ΛnS¯(m) − Q−1m ΛnRυm = 0 H⇒ MnΛnS¯(m) −MnQ−1m ΛnRυm = 0.
Now sinceMnΛnS¯(m)(x) = S¯(m)(x), we have,
S¯(m) −MnQ−1m ΛnRυm = (I −MnQ−1m ΛnR)υm = (I − PnR)υm = 0, (50)
where Pn ≡ MnQ−1m Λn, is an operator from C[a, b] into the continuous piecewise linear functions with break points ti.
Lemma 5. Let {∆n} be a sequence of partitions of the interval [a, b] with step size h. If h → 0 as n increases, then Pn ≡
MnQ−1m Λn, converges to the identity operator uniformly.
Proof. We need to show that |Pnf − f | −→ 0, for any function f ∈ C[a, b]. Note that
‖Pnf − f ‖ ≤ ‖MnQ−1m Λnf −MnΛnf ‖ + ‖MnΛnf − f ‖.
Since the second term is of order O(h2) then we obtain,
‖Pnf − f ‖ ≤ ‖MnQ−1m Λnf −MnΛnf ‖ + O(h2) ≤ ‖Mn‖‖Q−1m ‖‖Λnf − QmΛnf ‖ ≤ C∗‖Λnf − QmΛnf ‖,
where C∗ is a finite constant. Then we have
‖Pnf − f ‖ ≤ C∗‖Λnf − QmΛnf ‖ ≤ C∗ω(f , 7h),
where ω(f , ϵ) = sup{|f (x + ϵ¯) − f (x)| : x, x + ϵ¯ ∈ [a, b], |ϵ¯| ≤ ϵ}, is the modulus of continuity of f (x). Since f (x) is a
continuous function and h → 0, we have
ω(f , 7h)→ 0
and this completes the proof. 
Lemma 6. Let us consider the partition {∆n}with step size h similar to that in Lemma 5, then the operator sequence PnR converges
to K uniformly.
Proof. Let f ∈ C[a, b] then
‖PnRf − Kf ‖ = ‖MnQ−1m ΛnRf − Kf ‖
≤ ‖MnQ−1m ΛnRf −MnΛnKf ‖ + ‖MnΛnKf − Kf ‖
≤ ‖MnQ−1m ‖‖ΛnRf − QmΛnKf ‖ + O(h2), (51)
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where the last inequality holds, because Kmaps C[a, b] into C[a, b] andMn is a linear interpolant, thus with regard to linear
Lagrange interpolation’s error we have ‖MnΛnKf − Kf ‖ = O(h2). Since ‖Mn‖ and ‖Q−1m ‖ are finite we obtain,
‖PnRf − Kf ‖ ≤ C∗∗‖ΛnRf − QmΛnKf ‖ ≤ C∗∗ω(f , δ),
where C∗∗ is some finite constant and,
δ = max{7h, ω(G¯m,0(x), 14h), . . . , ω(G¯m,m−1(x), 14h)}. (52)
Since G¯m,i(x), 0 ≤ i ≤ m− 1, are continuous,
ω(G¯m,i(x), 14h)→ 0, 0 ≤ i ≤ m− 1 as h → 0.
Now from (52), δ → 0. Finally, since f is a continuous function and δ → 0, we have ω(f , δ)→ 0. 
To guarantee the uniqueness of the solution of (1)–(2) at least in a small neighborhood of an isolated solution, we need
to restate the following theorem that is considered in [8].
Theorem 3. Suppose that u(x) is a solution of boundary value problem (1)–(2) and the functions φ(x, z0, z1, . . . , zm−1), and
∂ i
∂zi
φ(x, z0, z1, . . . , zm−1), (0 ≤ i ≤ m− 1),m = 1(1)6, are defined and continuous in the following region,
a ≤ x ≤ b, |zi − u(i)(x)| ≤ δ∗, (0 ≤ i ≤ m− 1, δ∗ > 0),
and also suppose that the homogeneous equation u(m) = 0, subject to boundary conditions (2) has only a trivial solution. Consider
a sequence of partitions {∆n} of [a, b] such that h → 0. If the linear homogeneous equation,
u(m)(x)−
m−1−
i=0
∂ iφ
∂zi
(x, z0, z1, . . . , zm−1)u(i)(x) = 0, 1 ≤ m ≤ 6, (53)
subject to the boundary conditions (2) has only a trivial solution, then there exists a σ > 0, such that u(x) is the unique
solution of (1)–(2) in the sphere ‖w − u(m)‖ ≤ σ , further for sufficiently large n there exists a unique spline S¯ ∈ SP6(∆n)
satisfying (1)–(2) such that ‖S¯(m)− u(m)‖ ≤ σ , and S¯(x) and its derivatives through m− 1, converges to u(x) and its derivatives
of corresponding orders.
Proof. The proof is similar to that in Russell and Shampine [8], Theorem 5. 
Theorem 4. Consider a sequence of partitions {∆n} of the interval [a, b] such that the mesh size h → 0. Suppose that S¯(x) is a
sextic spline approximation to problem (1)–(2), then under the assumptions of Theorem 3, the following error bounds,
‖(u− S¯)(j)‖ = O(h6−j), j = 0, 1, . . . , 5,
|(u− S¯)(j)i | = O(h6), j = 0, 1, 2,
|(u− S¯)(j)i | = O(h4), j = 3, 4,
|(u− S¯)(j)i | = O(h2), j = 5,
hold for our presented method.
Proof. Suppose that ϕm and υm are similar to those we have defined already in the beginning of Section 4, and further
assume that S(x) ∈ SP6(∆n) is a unique spline interpolant of u as in Theorem 1. Now consider the following problem,
S(m) = ν, BsmS = O(h6).
According to the hypotheses, there is a unique solution to the problem u(m) = 0, Bmu = 0, thus there exists a polynomial
ξ(x) of orderm− 1 such that,
Bsmξ = BsmS = O(h6), ‖ξ (k)‖ = O(h6), k = 0, 1, . . . ,m− 1. (54)
Now since (S − ξ)(m) = ν, Bsm(S − ξ) = 0 is solvable
(I −MnQ−1m ΛnR)(S(m) − ξ (m)) = MnQ−1m (QmΛn −ΛnR)(S − ξ)(m),
then using (45) and the boundedness of ‖Mn‖ and ‖Q−1m ‖we get,
(I −MnQ−1m ΛnR)(S(m) − ξ (m)) = MnQ−1m (O(h6)) = O(h6). (55)
Subtracting (50) and (55), we have,
(I −MnQ−1m ΛnR)(S(m) − ξ (m) − S¯(m)) = O(h6),
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and equivalently,
(S(m) − ξ (m) − S¯(m)) = PnR(S(m) − ξ (m) − S¯(m))+ O(h6). (56)
It is known that the operator R is continuously Fréchet differentiable in an area about u, (see [8]) thus we can write (56) in
the following integral equation form,
(S(m) − ξ (m) − S¯(m)) = Pn
∫ 1
0
R′

S¯(m) + t(S(m) − ξ (m) − S¯(m))dt (S(m) − ξ (m) − S¯(m))+ O(h6), (57)
where {Tn} = Pn(
 1
0 R
′[υm+ t(S(m)− ξ (m)−υm)]dt) is a sequence of linear operators converging to R′(u(m)). Thus we have,
(S(m) − ξ (m) − S¯(m)) = Tn(S(m) − ξ (m) − S¯(m))+ O(h6).
Finally, since (I − Tn)−1 exists and its norm is uniformly bounded, we have
‖(S − ξ − S¯)(m)‖∞ = O(h6). (58)
Now according to the hypotheses the problem (S − ξ − S¯)(m) = r, Bsm(S − ξ − S¯) = 0 is uniquely solvable thus we have via
Green’s function notation,
(S − ξ − S¯)(i) =
∫
∂ iGm(x, t)
∂xi
(S(m) − ξ (m) − S¯(m))(t)dt, i = 0, 1, . . . ,m− 1, (59)
which implies that
‖(S − ξ − S¯)(i)‖∞ = O(h6), i = 0, 1, . . . ,m− 1. (60)
Now using the triangular inequality we have,
‖(u− S)(i)‖ ≤ ‖(u− S¯)(i)‖ + ‖(S¯(i) − S)(i)‖ + ‖ξ (i)‖, i = 0, 1, . . . ,m− 1,
then using (45) and Theorem 1 we can obtain the results. 
5. The solution of the nonlinear system
In Section 3 after collocating the problem we obtain a system of nonlinear equations to be solved. We must determine
whether such a system has a unique solution. If a solution exists what kinds of methods we can apply to obtain the result
and what is the rate of convergence? Consider the collocation Eq. (50)
υm = PnRυm,
where υm is the solution of the collocation equation.
We know that the operator R is continuously Fréchet differentiable in some ball about υm and (I − R′[υm])−1 exists
and is bounded. The solution of nonlinear equation (50) may itself be approximated by solving a system of linear problems
associated with a Newton iteration method. To prove that the convergence of such processes is locally quadratic we can use
a similar approach as in [20] Theorem 3.1.
Theorem 5. Consider the curve Ç ∈ Rm+1,m = 1(1)6, defined by
Ç = {[x, u(x), (Du)(x), . . . , (Dm−1u)(x)], x ∈ [a, b]},
and suppose that u ∈ C6+m[a, b] is a solution of problem (1)–(2) and further,
(i) φ(x, z0, z1, . . . , zm−1) is sufficiently smooth near u, e.g. φ ∈ C2[ℜ¯], whereℜ is some ϵ˜-neighborhood of Ç,
(ii) the linear problem (53) associated with u is uniquely solvable and possesses Green’s function Gm(x, t). Then there exist
constants d, ε > 0 such that
(a) there is no other solution uˆ of (1)–(2) near u satisfying ‖Dm(u− uˆ)‖ < ε,
(b) for h < d, (h is the step size) the collocation Eq. (50) has a unique solution u∆ ∈ SP6(∆) ∩ C5[a, b] in this same
neighborhood of u,
(c) Newton’s method for approximately solving the collocation Eq. (50) converges quadratically in some neighborhood of u∆
for h < d.
Proof. The proof is in a similar manner to [20] Theorem 3.1. 
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Table 1
RMS errors in the solutions of Problem 1.
n Re = 10 Re = 50
Our method CPU time (S) Our method CPU time (S)
α = 1
10 4.917 (−10) 0.157 2.812 (−10) 0.109
20 7.979 (−12) 0.281 4.789 (−12) 0.250
40 1.256 (−13) 0.359 7.588 (−14) 0.328
80 1.967 (−15) 0.609 1.188 (−15) 0.594
160 3.074 (−17) 1.423 1.858 (−17) 1.469
α = 2
10 3.949 (−10) 0.120 2.591 (−10) 0.143
20 6.388 (−12) 0.281 4.376 (−12) 0.265
40 1.006 (−13) 0.362 6.927 (−14) 0.343
80 1.575 (−15) 0.594 1.085 (−15) 0.593
160 2.463 (−17) 1.395 1.696 (−17) 1.453
6. Numerical illustrations
In order to test the viability and to demonstrate the orders of convergence obtained by the presented method, some
examples of boundary value problems with appropriate boundary conditions are solved and the results are tabulated in
Tables 1–10. These results exhibit the various error bounds obtained in Theorem 4. We compare our results with the results
in [21–31]. These results demonstrate the applicability of our new method. The computational costs are tabulated in these
tables also. All programs run in mathematica 5.1 on a system with Intel Core 2Duo 2 GHz CPU and 1 GB of RAM.
Remark. In order to solve the nonlinear system that arises in the formulation of the method using the Newton iteration
methodonemayusemathematica’s routines like ‘‘findroot’’. This routine need an initial guess to solve the nonlinear systems.
If the initial guess is selected so badly this routinemay fail to converge to the desired solution. If one uses this tool, it is better
that, firstly run this routine with two initial guesses that are the ends of the interval containing the desired isolated solution
to obtain a good initial guess for the system. Then this solution can be used as a better initial guess to solve the nonlinear
system.
Problem 1 (Burgers’ Equation). Consider the following second order nonlinear singular two-point boundary value
problem, [5]:
1
Re

u′′ + α
x
u′ − α
x2
u

= uu′ + f (x), 0 ≤ x ≤ 1
u(0) = 0, u(1) = cosh(1),
with the exact solution u(x) = x2 cosh(x). To avoid the singularity which occurs at x = 0 we do not use the collocation
equation at x = x0, as an extra boundary condition. As an alternative we use the collocation equations at x = x1 and x = x2,
at the left boundary. We solve this problem for α = 1, 2, Re = 10, 50, and various values of n. Table 1 shows the RMS errors
in the solutions obtained by the purposed method and the CPU time that is used for running the programs. The initial guess
that we use for solving the nonlinear system in this problem is 0.
Problem 2. Consider the following second order nonlinear singular problem:
(xb0exu′)′ = 5x
b0+3ex(5x5eu − x− b0 − 4)
4+ x5 , 0 ≤ x ≤ 1
subject to the boundary conditions,
u(0) = ln

1
4

, (or u′(0) = 0) u(1)+ u′(1) = ln

1
5

− 1,
with the exact solution u(x) = ln( 1
4+x5 ). We solve this problem subject to the boundary conditions u(0) = ln( 14 ) and
u′(0) = 0 with b0 = 0.25, 0.75. The maximum absolute errors in the numerical solutions for the various values of
n = 16, . . . , 256 and the CPU time used to run the programs are tabulated in Table 2. For this problem at first we run
the program with two initial values−1, 1 and obtain an initial guess to start the Newton iteration method.
Problem 3 (Fourth Order Beam Problem).We consider the following fourth order nonlinear beam equation,
u(4) = 6e−4u − 12
(1+ x)4 , 0 ≤ x ≤ 1
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Table 2
RMS errors in the solutions of Problem 2.
n b0 = 0.25 b0 = 0.75
Our method CPU time (S) Our method CPU time(S)
u(0) = ln( 14 )
16 2.241 (−8) 0.187 2.802 (−8) 0.282
32 3.08 (−10) 0.312 3.82 (−10) 0.361
64 4.32 (−12) 0.467 5.33 (−12) 0.704
128 6.31 (−14) 0.905 7.75 (−14) 0.937
256 9.57 (−16) 2.656 1.16 (−15) 2.593
u′(0) = 0
16 3.940 (−8) 0.203 3.882 (−8) 0.265
32 5.91 (−10) 0.391 5.21 (−10) 0.298
64 8.33 (−12) 0.423 7.14 (−12) 0.452
128 1.21 (−13) 0.874 1.02 (−13) 0.875
256 1.83 (−15) 2.673 1.53 (−15) 2.626
Table 3
Maximum absolute errors in the solutions of Problem 3.
n Our method Ref. [21] Ref. [21] Ref. [2] Ref. [27] Ref. [27] Ref. [26]
Method A Method B (3, 3) Pade (3, 4) Pade
8 5.96 (−9) 1.40 (−5) 1.40 (−5) 1.70 (−7) 1.60 (−7) 8.80 (−8) 1.20 (−8)
16 9.86 (−11) 8.30 (−7) 8.30 (−7) 4.10 (−9) 1.50 (−9) 9.0 (−10) 2.90 (−10)
32 1.25 (−12) 5.40 (−8) 5.40 (−8) 6.3 (−11) 1.5 (−11) 6.7 (−12) 2.70 (−12)
along with the boundary conditions,
u(0) = 0, u(1) = ln(2) u′′(0) = −1, u′′(1) = −0.25.
The exact solution for this problem is u(x) = ln(1 + x). We solve this problem for various values of n = 8, 16, 32,
and compared our obtained results with the results in [21,2,26,27]. The results are tabulated in Table 3 which shows the
applicability of our method computationally. We use 0 as an initial guess for this problem.
Problem 4 (Conte’s Stiff Problem). Consider the following fourth order linear problem which was first given in [32]
u(4)(x)− (1+ c)u′′(x)+ cu(x)− 1
2
cx2 + 1 = 0,
with the boundary conditions,
u(0) = 1, u′(0) = 1, u(1) = 1.5+ sinh(1), u′(1) = 1+ cosh(1).
The exact solution of this problem is u(x) = 1 + 12x2 + sinh(x), which is independent of the constant c . The eigenvalues
of the problem are λ = ±1 and λ = ±c , thus the problem is stiff for large values of c. We solve this problem for
c = 1, 105, 1010, 1094, 1095 and various values of n = 8, 16, . . . , 64. The maximum absolute errors in the solutions and
CPU times are tabulated in Table 4. These results show that our method is almost insensitive to the stiffness ratio and for
large amounts of c the method do not break down. The initial guess that we use for solving the nonlinear system in this
problem is 0.
Problem 5. Consider the following fifth order linear two-point boundary value problem,
u(5)(x) = u(x)− 5ex(3+ 2x), 0 ≤ x ≤ 1
u(0) = 0, u′(0) = 1, u′′(0) = 0, u(1) = 1, u′(1) = −e
with the exact solution u(x) = x(1 − x)ex, are compared. We solve this problem with steplength h = 130 . The absolute
errors in solutions in the same particular points mentioned in the quoted references are listed in Table 5. Our results are
compared with the results obtained by variational iteration method in [24], homotopy perturbation method [31], Adomian
decomposition method in [29], residual method in [28] and B-spline method in [22]. The CPU run time for all compared
methods are listed in the same situations reported in the compared references. From the accuracy point of view the run
time of our method is considerably less than the other quoted methods. Moreover we solve this problem for various values
of n = 8, . . . , 256, and tabulate the maximum absolute errors in Table 6. In this table Ei means,
Ei = ‖u(i) − Sˆ(i)‖∞, 0 ≤ i ≤ 5,
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Table 4
The maximum absolute errors in the solutions for Problem 4.
n E0 O0 E1 O1 E2 O2 E3 O3 CPU time (s)
c = 1
8 1.32 (−11) – 1.61 (−10) – 8.261 (−9) – 3.90 (−7) – 0.121
16 1.84 (−13) 6.16 2.52 (−12) 5.99 1.29 (−11) 6.00 2.47 (−8) 3.98 0.156
32 2.82 (−15) 6.02 3.95 (−14) 5.99 2.06 (−13) 5.96 1.55 (−9) 3.98 0.250
64 1.32 (−17) 6.00 1.61 (−16) 5.99 8.26 (−15) 5.97 3.9 (−11) 3.99 0.360
c = 105
8 2.46 (−11) – 1.94 (−10) – 3.445 (−9) – 6.17 (−7) – 0.124
16 3.43 (−13) 6.16 2.69 (−12) 6.17 8.17 (−11) 5.95 3.02 (−8) 4.35 0.203
32 6.10 (−15) 5.81 4.03 (−14) 6.06 1.26 (−12) 6.01 1.66 (−9) 4.18 0.235
64 1.01 (−16) 5.90 6.23 (−16) 6.01 2.38 (−14) 5.72 9.9 (−11) 4.07 0.328
c = 1010
8 2.53 (−11) – 1.97 (−10) – 5.392 (−9) – 6.29 (−7) – 0.109
16 3.35 (−13) 6.23 2.74 (−12) 6.17 9.81 (−11) 5.78 3.12 (−8) 4.33 0.141
32 5.79 (−15) 5.85 4.11 (−14) 6.05 2.01 (−12) 5.60 1.75 (−9) 4.15 0.282
64 9.69 (−17) 5.90 6.23 (−16) 6.02 4.32 (−14) 5.54 1.0 (−10) 4.07 0.453
c = 1094
8 2.53 (−11) – 1.97 (−10) – 5.398 (−9) – 6.29 (−7) – 0.125
16 3.35 (−13) 6.23 2.74 (−12) 6.17 9.81 (−11) 5.78 3.12 (−8) 4.33 0.142
32 5.79 (−15) 5.85 4.11 (−14) 6.05 2.01 (−12) 5.60 1.75 (−9) 4.15 0.408
64 a – – – – –
c = 1095
8 2.53 (−11) – 1.97 (−10) – 5.39 (−9) – 6.29 (−7) – 0.093
16 a – – – – –
a Round off errors are dominated.
Table 5
The absolute errors in the solutions of Problem 5 with h = 130 .
x ADM in [29] VIM in [24] HPM in [31] Method in [28] B-Spline [22] Our method
0.1 3 (−11) 3 (−11) 3 (−11) 1.0 (−8) 8.0 (−3) 1.00 (−13)
0.2 2 (−10) 2 (−10) 2 (−10) 6.0 (−8) 1.2 (−3) 8.35 (−14)
0.3 4 (−10) 4 (−10) 4 (−10) 1.5 (−7) 5.0 (−3) 3.60 (−14)
0.4 8 (−10) 8 (−10) 8 (−10) 2.7 (−7) 3.0 (−3) 2.27 (−13)
0.5 1.2 (−9) 1.2 (−9) 1.2 (−9) 3.8 (−7) 8.0 (−3) 4.46 (−13)
0.6 2.0 (−9) 2.0 (−9) 2.0 (−9) 4.3 (−7) 6.0 (−3) 6.39 (−13)
0.7 2.2 (−9) 2.2 (−9) 2.2 (−9) 3.9 (−7) 5.0 (−3) 7.47 (−13)
0.8 1.9 (−9) 1.9 (−9) 1.9 (−9) 2.7 (−7) 9.0 (−3) 7.10 (−13)
0.9 1.4 (−9) 1.4 (−9) 1.4 (−9) 1.0 (−7) 9.0 (−3) 4.74 (−13)
CPU time (s) 3.453 4.984 4.231 0.235 0.113 0.297
Table 6
The maximum absolute errors in the solutions for Problem 5.
n E0 O0 E1 O1 E2 O2 E3 O3 E4 O4 CPU time (s)
8 2.4 (−9) – 1.18 (−8) – 9.3 (−8) – 2.4 (−5) – 9.8 (−5) – 0.173
16 2.1 (−11) 6.8 1.6 (−10) 6.1 1.4 (−9) 6.0 1.6 (−6) 3.9 6.3 (−6) 3.9 0.218
32 3.0 (−13) 6.1 2.5 (−12) 5.9 2.2 (−11) 5.9 1.0 (−7) 3.9 4.0 (−7) 3.9 0.312
64 4.6 (−15) 6.0 3.9 (−14) 5.9 3.5 (−13) 5.9 6.4 (−9) 3.9 2.5 (−8) 3.9 0.517
128 7.2 (−17) 6.0 6.1 (−16) 5.9 4.5 (−15) 5.9 4.0 (−10) 3.9 1.6 (−9) 3.9 1.265
256 1.1 (−18) 6.0 9.6 (−18) 5.9 8.8 (−17) 5.9 2.5 (−11) 3.9 1.0 (−10) 3.9 7.579
and Oi means the order of convergence for interpolating the ith derivatives of u(x). The results in this table prove the orders
of convergence which we derived in Theorem 4, practically. The initial guess we use for solving the nonlinear system in this
problem is zero.
Problem 6. Consider the following nonlinear sixth order two-point boundary value problem,
u(6)(x) = e−xu2(x), 0 ≤ x ≤ 1
u(0) = u′′(0) = u(4)(0) = 1, u(1) = u′′(1) = u(4)(1) = e
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Table 7
The absolute errors in the solutions of Problem 6 with h = 130 .
x VIM in [25] ADM in [30] HPM in [23] Our method
0.1 1.23 (−4) 1.23 (−4) 1.23 (−4) 2.80 (−15)
0.2 2.35 (−4) 2.35 (−4) 2.35 (−4) 8.39 (−16)
0.3 3.25 (−4) 3.25 (−4) 3.25 (−4) 5.94 (−15)
0.4 3.85 (−4) 3.85 (−4) 3.85 (−4) 1.56 (−14)
0.5 4.08 (−4) 4.08 (−4) 4.08 (−4) 2.53 (−14)
0.6 3.91 (−4) 3.91 (−4) 3.91 (−4) 3.18 (−14)
0.7 3.36 (−4) 3.36 (−4) 3.36 (−4) 3.24 (−14)
0.8 2.45 (−4) 2.45 (−4) 2.45 (−4) 2.60 (−14)
0.9 1.29 (−4) 1.29 (−4) 1.29 (−4) 1.38 (−14)
CPU time (s) 117 13.70 102 0.310
Table 8
The maximum absolute errors in the solutions for Problem 6.
n E0 O0 E1 O1 E2 O2 E3 O3 E4 O4 CPU time (s)
8 5.4 (−11) – 2.8 (−10) – 1.9 (−9) – 5.6 (−7) – 1.7 (−6) – 0.187
16 8.5 (−13) 6.0 4.5 (−12) 5.9 3.0 (−11) 5.9 3.6 (−8) 3.9 1.1 (−7) 3.9 0.219
32 1.3 (−14) 5.9 7.0 (−14) 5.9 4.7 (−13) 5.9 2.3 (−9) 3.9 6.9 (−9) 3.9 0.328
64 2.2 (−16) 5.8 1.2 (−15) 5.8 8.1 (−15) 5.8 1.5 (−10) 3.8 4.6 (−10) 3.8 0.593
128 3.2 (−18) 6.1 1.7 (−17) 6.1 1.1 (−16) 6.1 9.2 (−12) 4.0 2.7 (−11) 4.0 2.533
256 5.0 (−20) 5.9 2.6 (−19) 5.9 1.8 (−18) 5.9 5.7 (−13) 3.9 1.7 (−12) 3.9 10.71
Table 9
The maximum absolute errors in the solutions for Problem 7.
n E0 O0 E1 O1 E2 O2 E3 O3 E4 O4 CPU time (s)
8 3.5 (−10) – 8.8 (−10) – 1.3 (−8) – 1.9 (−6) – 1.6 (−5) – 0.265
16 3.1 (−12) 6.8 1.1 (−11) 6.2 2.2 (−10) 5.9 1.2 (−7) 4.0 1.0 (−6) 3.9 0.343
32 1.4 (−13) 4.4 7.6 (−13) 3.9 6.5 (−12) 5.1 7.4 (−9) 4.0 6.9 (−8) 3.9 0.500
64 1.3 (−14) 3.4 5.4 (−14) 3.7 3.7 (−13) 4.1 4.6 (−10) 4.0 4.4 (−9) 3.9 0.937
with the exact solution u(x) = ex. We solve this problem with steplength h = 130 . The results are compared with those
mentioned in [30,23,25]. These results are tabulated in Table 7. This table shows that in the case of nonlinear problems the
ADMmethod has lower CPU run time than VIM and HPM, because of using the Adomian polynomials but the CPU run time
and absolute errors of our method in the case of nonlinear problems are considerably less than the other quoted methods.
Thenwe solve this problem for various values of n = 8, . . . , 256, and tabulate themaximum absolute errors in the solutions
and CPU run times in Table 8. This table shows that the orders of convergence in applications agree with those we obtained
theoretically. The initial guess we use for solving the nonlinear system in this problem is zero.
Problem 7. Consider the following nonlinear sixth order two-point boundary value problem,
u(6) = e−2xu2 − 1
x
sin(u′)+ eu − 1
x2
u′′u′′′ + u(4)eu(5) + f (x), 0 ≤ x ≤ 1
u(0) = 0, u′′(0) = 2, u(4)(0) = 0, u(1) = e sin(1), u′′(1) = 2e cos(1), u(4)(1) = −4e sin(1)
with the exact solution u(x) = ex sin(x). We solve this problem for various values of n = 8, . . . , 64 and tabulate the
maximum absolute error in the solutions and CPU times in Table 9.
Problem 8 (Sixth Order Stiff Problem). Consider the following sixth order linear stiff problem [23],
u(6)(x)− (1+ c)u(4)(x)+ cu′′(x)− cx = 0,
subjected to the boundary conditions,
u(0) = 1, u′(0) = 1, u′′(0) = 0, u(1) = 7
6
+ sinh(1), u′(1) = 1
2
+ cosh(1),
u′(1) = 1+ sinh(1).
The exact solution of this problem is u(x) = 1 + 16x3 + sinh(x). We solve this problem for various values of c with
n = 8, 16, . . . , 64. The maximum absolute errors in the numerical solution and CPU run times are tabulated in Table 10.
This table shows the applicability of the purposed method computationally. Furthermore these results show that for very
large values of c the method remains stable and the round off errors cannot be dominate.
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Table 10
The maximum absolute errors in the solutions for Problem 8.
n E0 O0 E1 O1 E2 O2 E3 O3 CPU time (s)
c = 1
8 2.39 (−11) – 1.87 (−10) – 1.011 (−9) – 3.88 (−7) – 0.094
16 3.75 (−13) 5.99 2.94 (−12) 5.98 1.59 (−11) 5.99 2.47 (−8) 3.97 0.125
32 5.87 (−15) 5.99 4.61 (−14) 5.99 2.49 (−13) 5.99 1.55 (−9) 3.98 0.188
64 9.18 (−17) 5.99 7.21 (−16) 5.99 3.89 (−15) 5.99 9.7 (−11) 3.99 0.296
c = 105
8 2.39 (−11) – 1.87 (−10) – 1.013 (−9) – 3.88 (−7) – 0.093
16 3.75 (−13) 5.99 2.94 (−12) 5.98 1.59 (−11) 5.99 2.47 (−8) 3.97 0.109
32 5.87 (−15) 5.99 4.61 (−14) 5.99 2.49 (−13) 5.99 1.55 (−9) 3.98 0.189
64 9.18 (−17) 5.99 7.21 (−16) 5.99 3.89 (−15) 5.99 9.7 (−11) 3.99 0.267
c = 1020
8 2.39 (−11) – 1.87 (−10) – 1.012 (−9) – 3.88 (−7) – 0.098
16 3.75 (−13) 5.99 2.94 (−12) 5.98 1.59 (−11) 5.99 2.47 (−8) 3.97 0.124
32 5.87 (−15) 5.99 4.61 (−14) 5.99 2.49 (−13) 5.99 1.55 (−9) 3.98 0.203
64 9.18 (−17) 5.99 7.21 (−16) 5.99 3.89 (−15) 5.99 9.7 (−11) 3.99 0.313
c = 1089
8 2.39 (−11) – 1.87 (−10) – 1.016 (−9) – 3.88 (−7) – 0.218
16 3.75 (−13) 5.99 2.94 (−12) 5.98 1.59 (−11) 5.99 2.47 (−8) 3.97 0.234
32 5.87 (−15) 5.99 4.61 (−14) 5.99 2.49 (−13) 5.99 1.55 (−9) 3.98 0.328
64 a– – – – –
c = 1090
8 2.39 (−11) – 1.87 (−10) – 1.01 (−9) – 3.88 (−7) – 0.203
16 a – – – – –
a Round off errors are dominated.
7. Conclusion
A new method based on B-spline is developed to solve the general nonlinear two-point boundary value problems up to
order 6 which arises in many areas of science and engineering. O(h6) global error estimates are obtained for numerical
solution of these classes of problems. The method is applicable for singular boundary value problems very well. The
numerical results show that the method is almost insensitive to the stiffness ratio for the case of stiff boundary value
problems and gives highly accurate numerical results for such problems. It has been found that the proposed algorithm
gives highly accurate numerical results and it is more efficient than the other existing methods.
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