The original rough set model was developed by Pawlak, which is mainly concerned with the approximation of objects using an equivalence relation on the universe of his approximation space. This paper extends Pawlak's rough set theory to a topological model where the set approximations are defined using the topological notion δβ-open sets. A number of important results using the topological notion δβ-open set are obtained. We also, proved that some of the properties of Pawlak's rough set model are special instances of those of topological generalizations. Moreover, several important measures, related to the new model, such as accuracy measure and quality of approximation are presented.
Introduction
Pawlak rough set theory is an extension of the set theory for study and analyze various types of data [24, 25, 27, 28, 38] . It has been successfully applied such artificial intelligence fields as machine learning, pattern recognition, decision analysis, cognitive sciences, intelligent decision making and process control [6, [13] [14] [15] 19, 32, 41, 44] . Some of rough set applications are to approximate an arbitrary a universe by two definable subsets called lower and upper approximations, and to reduce the number of the set of attributes in data sets.
The notion of attribute reduct was proposed as a minimal subset of attributes that induce the same discernibility relation as the whole set of condition attributes. Nowdays, many types of attribute reductions have been achieved, without any relationships among them [3, 35, [45] [46] [47] [48] .
However, equivalence relation, as the indiscernibility tool in Pawlak's rough set theory is still restrictive for many applications such as incomplete information tables can not handled with Pawlak's model (cf. [16] ). So many generalizations of Pawlak's model were proposed [1, 29, [31] [32] [33] [34] 42, 43, 48] . Some researchers introduced approaches to relax the partition to a cover [18, 19, 23, 40, 47] . Other, (we belong) replaced lower approximation and upper approximation of Pawlak's model by interior and closure notions of the topological space model [7, 36, 39, 45] . Introducing the concept of topological space appears seldom in few papers published recently. Few researchers [8, 30] interesting in the applications of pure topological notions in the field of computer science such as data mining and knowledge discovery. Most of those researchers [21, 29] are more interesting to introduce rich theoretical knowledge base of classical topological notions that applicable in many felids of artificial intelligence. Others, play in between most of them are near to computer science than to pure mathematics. Our approach is certainly belongs to the first team that introduce many theoretical notions to inspire by the second team. Murat Diker [9] gave a new perspective for definability in rough set theory, Xiaonan Li [26] studied rough sets from the operator-oriented view by matroidal approaches and Liwen Ma [22] discussed the topological importance of the complementary neighborhood and investigate the topological properties of the lower and upper approximation operators.
Rough set theory is a recent approach for reasoning about data. This theory depends basically on certain topological structure and has achieved great success in many fields of real life applications. The concept of topological rough set by Wiweger [39] in 1989 is one of the most important topological generalization of rough sets. In 1983 M. E. Abd El-Monsef et al. [4] 
Basics of δβ-open sets and topological notions
A topological space [15] is a pair (X, τ ) consisting of a set X and a family τ of subset of X satisfying the following conditions: In recent years a number of generalizations of open sets have been considered [4, 5, 17, 20, 23, 36] . Definition 2.1. Let (X, τ ) be a topological space the subset A ⊆ X is called:
Definition 2.2 [37] . For any subset A of a topological space (X, τ ), the δ-closure of A is defined by cl δ (A) = {x ∈ X : Lemma 2.1 [11] . For any subset A of a topological space (X, τ ) we have: 
Rough set model
Motivation for rough set theory has come from the need to represent subsets of a universe in terms of equivalence classes of partition of that universe. The partition characterizes a topological space, called approximation space K = (X, R), where X is a set called the universe and R is an equivalence relation [28] . The equivalence classes of R are also known as the granules, atoms, elementary sets or blocks. We will use R x ⊆ X to denote the equivalence class containing x ∈ X. In the approximation space K = (X, R), we consider two operators The degree of completeness can also be characterized by the accuracy measure, in which | A | represents the cardinality of a subset A ⊆ X as follows:
Accuracy measure try to express the degree of completeness of knowledge. α R (A) is able to capture how large the boundary region of the data sets is; however, we cannot easily capture the structure of the knowledge. A fundamental advantage of rough set theory is the ability to handle a category that cannot be sharply defined. Characteristics of the potential data sets can be measured through the rough sets framework. We can measure inexactness and express topological characterization of imprecision as follows:
We denote the set of all roughly R-definable (resp. internally R-undefinable, externally R-undefinable and totally
R-undefinable) sets by RD(X) (resp. IUD(X), EUD(X) and TUD(X)).
With α R (A) and classifications above we can characterize rough sets by the size of the boundary region. Rough sets are treated as special case of relative sets and integrated with the notion of Belnap's logic [21] . Definition 3.1 [2] . Let X be a finite non-empty universe, thenhe pair (X, R β ) is called a β-approximation space where R β is a general binary relation used to get a subbase for a topology τ on X.
Definition 3.2 [2] . Let (X, R β ) be a β-approximation space then β-lower (resp β-upper) approximation of any non-empty subset A of X is defined as:
Definition 3.3 [2] . Let (X, R β ) be a β-approximation space and A ⊆ X. Then there are memberships ∈, ∈, ∈ β and ∈ β , say, strong, weak, β-strong and β-weak memberships respectively which are defined as follows:
Definition 3.4 [2] . Let (X, R β ) be a β-approximation space and A ⊆ X. The β-accuracy measure of A defined as follows:
Definition 3.5 [2] . Let (X, R β ) be a β-approximation space, then the subset A ⊆ X is called:
We denote the set of all roughly R β -definable (resp. internally R β -undefinable, externally R β -undefinable and totally R β -undefinable) sets by βRD(X) (resp. βIUD(X), βEUD(X) and βTUD(X)).
Generalizations of δβ-open sets to δβ-rough sets
In this section, we generalize and investigate the concept of β-approximation space to δβ-approximation space. Also, we introduce the concepts of δβ-lower approximation and δβ-upper approximation and study their properties. 
, (e, e)} is a binary relation defined on X thus aR = dR = {a, e}, bR = {c, d} and cR = eR = {e}. Then the topology associated with this relation is τ = {X, φ, {e}, {a
Definition 4.2. Let (X, R δβ ) be a δβ-approximation space. δβ-lower approximations and δβ-upper approximation of any non-empty subset A of X are defined as follow: 
Theorem 4.1. For any topological space (X, τ ) generated by a binary relation R on X, we have, R(
, the universe X can be divided into 24 regions with respect to any A ⊆ X as follows: In our study, we reduce the boundary region of A in Pawlak's approximation space by δβ-boundary of A. Also, we extend exterior of A which contains the elements that don't belong to A by δβ-exterior of A. 
Proof. Obvious. 
Proof. Obvious. Definition 4.4. Let (X, R δβ ) be a δβ-approximation space and A ⊆ X. Then there are memberships ∈ δβ and ∈ δβ , say, δβ-strong and δβ-weak memberships respectively which are defined by: 
The converse of Remark 4.3 may not be true in general as seen in the following example. We can characterize the degree of completeness by a new tool named δβ-accuracy measure defined as follows: We see from Table 4 .1 that the degree of exactness of the subset A = {b, c, d, e} using Pawlak's accuracy measure is 60%, using β-accuracy measure is 80% and using δβ-accuracy measure is 100%. Consequently δβ-accuracy measure is better than Pawlak's accuracy and β-accuracy measures in this examole.
We investigate δβ-rough equality and δβ-rough inclusion based on rough equality and rough inclusion which introduced by Pawlak and Novotny in [24, 25] . One can easily show that ≈ δβ is an equivalence relation on P(X) (Power set of X), hence the pair ((P(X), ≈ δβ ) is an approximation space. The relation ≈ δβ is called an δβ-rough equality of the δβ-approximation space (X, R δβ ).
Definition 4.6. Let (X, R δβ ) be a δβ-approximation space. We define the equivalence relation E δβ on the set P(X) by: (A, B) ∈ E δβ if δβ-int(A) = δβ-int(B) and δβ-cl(A) = δβ-cl(B).
The equivalence relation E δβ is precisely the same as ≈ δβ , where R δβ (A) = δβint(A) and R δβ (A) = δβcl(A). and is defined as follows:
We denote by R δβ (X) the family of all δβ-rough classes of a δβ-approximation space (X, R δβ ). Definition 4.7. Let (X, R δβ ) be a δβ-approximation space, A, B ⊆ X. Then we say that 
We denote the set of all roughly R δβ -definable (resp. internally R δβ -undefinable, externally R δβ -undefinable and totally R δβ -undefinable) sets by δβRD(X) (resp. δβIUD(X), δβEUD(X) and δβTUD(X)).
Remark 4.6. For any δβ-approximation space (X, R δβ ). The following are hold:
Example 4.9. In Example 4.1, the subset {a, b} ∈ δβRD(X) but {a, b} ∈ βRD(X) and the subset {c} ∈ βRD(X) but {c} ∈ RD(X). The subset {d} ∈ IUD(X) but {d} ∈ βIUD(X) and the subset {a, b} ∈ βIUD(X) but {a, b} ∈ δβIUD(X). Also, the subset {b, c, e} ∈ EUD(X) but {b, c, e} ∈ βEUD(X) and the subset {c, d, e} ∈ βEUD(X) but {c, d, e} ∈ δβEUD(X). 
The following proposition investigate some properties of δβ-approximation spaces.
Proposition 4.6. Let (X, R δβ ) be a δβ-approximation space and A, B ⊆ X. Then
.
(ii) Follows directly. 
(ii) Similar to (i). (R δβ (A) ) and by (iii) we have R δβ (R δβ (A) and by (iv), we have R δβ (R δβ 
Proof. (i) Since we have
The following theorems are generalization of Proposition 4.8. 
We distinguish three cases:
Since x ∈ G 0 and G 0 is an δβ-open set, then x ∈ δβcl(A), for every G 0 which has the above condition, thus, thus x ∈ R δβ (A), then x ∈ R δβ (A), because A is R δβ -definable. Hence, in three cases 
. On the other hand, by using Proposition 4. 
We consider five reflexive relations on X defined as follow: Table 4 .3.
We find the intersection of all right neighborhoods of all element i = 1, 2, 3, 4, 5 as the following:
(x 4 R i ) = {x 4 } and 
(X) = P(X).
For any concept A ⊂ X (collection of Amino Acid), this concept is determined by int τ (A) and cl τ (A) which defines its boundary. The accuracy increases by the decreases of the boundary region. Clearly the accuracy measure by using the suggested class of δβ-open sets in general is greater than the accuracy measure by using any near open sets.
Conclusion
In classical rough set model data reduction is based on equivalence relations, but this condition does not always hold in many practical problems and also this restriction limits the wide applications of this theory. For the mentioned reasoning we relax the partitions to bases of a topological structures and develop the propositions and theorems necessary for computation of all classical nations using our topological approach. The class of δβ-open sets used in our approach is the largest granulation The difference between our approach and the original approach is the use of the classes resulted from the general relation without any conditions as a sub-base for a general topological structure which has rich results compared with the quasi discrete topology of Pawlak in which every open sets is closed and is limited in applying recent near topological concepts in the approximation process.
