Dynamische Prozesse auf abstrakten Graphen und biologischen Netzwerken by Marr, Carsten
Dynamische Prozesse auf abstrakten Graphen
und biologischen Netzwerken
Vom Fachbereich Biologie der Technischen Universita¨t Darmstadt
zur Erlangung des akademischen Grades eines Doctor rerum naturalium
genehmigte Dissertation von
Dipl.-Phys. Carsten Marr
aus Wu¨rzburg.
Referenten:
Prof. Dr. Marc-Thorsten Hu¨tt
Prof. Dr. Gerhard Thiel
Eingereicht am 16. April 2007
Mu¨ndliche Pru¨fung am 29. Mai 2007
Darmstadt 2007 - D 17
Die vorliegende Arbeit wurde in der Arbeitsgruppe von Prof. Dr. Hu¨tt zwischen August 2004 und
April 2007 mit einem Graduiertenstipendium der Technischen Universita¨t Darmstadt angefertigt.
Fu¨r meine Familie
Inhaltsverzeichnis
Einleitung . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
Teil I Topologie und Dynamik
1 Graphen und Matrizen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.1 Topologische Eigenschaften von Graphen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.2 Der Perron-Frobenius-Eigenvektor als dynamische Sonde . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
1.3 Eigendynamik auf synthetischen Graphen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
1.4 Kontrolle . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2 Automaten und Muster . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.1 Elementare zellula¨re Automaten auf Graphen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.1.1 Hintergrund . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.1.2 Definition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.1.3 Vergleich . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
2.2 Analyse raumzeitlicher Muster . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.3 Dynamische Sonden . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
2.3.1 Spezielle Regeln . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
2.3.2 Entropie und Grad . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
2.3.3 Das topologische Potential . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
2.4 Verallgemeinerungen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
2.4.1 Nichtsingula¨re Schwelle . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
2.4.2 Dynamisches Rauschen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
Teil II Biologische Netzwerke
VI Inhaltsverzeichnis
3 Metabolismus . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
3.1 Netzwerkrekonstruktion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
3.1.1 Substrat-Graphen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
3.1.2 Strukturdebatte . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
3.2 Dynamische Sonden . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
3.2.1 Zellula¨re Automaten . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
3.2.2 Minimale Modifikationen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
3.2.3 Modellgraphen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
3.2.4 Einfache lineare Differentialgleichungen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
3.2.5 Erweiterungen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
4 Genregulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
4.1 Das Transkriptions-Regulations-Netzwerk von E. coli . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
4.2 TRN und Genexpression . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
4.2.1 Konsistenz zwischen Expressionsdaten und Paarwechselwirkung im TRN . . . . . . . . . 51
4.2.2 Sto¨rungspropagation im E. coli TRN . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
4.2.3 Globale Netzwerkeigenschaften in E. coli und S. cerevisiae . . . . . . . . . . . . . . . . . . . . . 53
4.3 Kontrollmechanismen der Transkriptions-Regulation in E. coli . . . . . . . . . . . . . . . . . . . . . . . . . 57
4.3.1 Digitale Kontrolle . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
4.3.2 Analoge Kontrolle . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
4.3.3 Verteilung von Kontrolle . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
Ausblick . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
Literaturverzeichnis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
Zusammenfassung . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
Lebenslauf . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
Publikationen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
Dank . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
Erkla¨rung . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
Einleitung
”No job too dirty for the fucking scientists”
– William S. Burroughs
Der Pesterreger Yersinia pestis wird von dem Floh Xenopsylla cheopis u¨bertragen, dessen bevorzugter Wirt
die Ratte ist. Von der infizierten Rattenpopulation wechseln die Flo¨he zum Menschen und infizieren auch
die neuen Wirte durch Bisse mit dem Erregerbakterium. Um von Su¨ditalien, dem Ausgangspunkt der letz-
ten großen europa¨ischen Pestepidemie ab 1347, bis nach Norwegen vorzudringen, beno¨tigte Y. pestis drei
Jahre und kostete etwa einem Drittel der damaligen Bevo¨lkerung das Leben. Die Ausbreitung der SARS-
Epidemie (SARS, severe acute respiratory syndrome) von 2003 unterscheidet sich davon dramatisch: in nur
sechs Monaten gelangte das SARS-Coronavirus von der chinesischen Provinz Guangdong auf alle Kon-
tinente der Erde – u¨ber 8000 Menschen wurden infiziert, 774 starben1. ¨Ubertragen wird das Coronavirus
durch Tro¨pfcheninfektion von Mensch zu Mensch. Unabha¨ngig von diesen Einzelheiten der Infektionsme-
chanismen basieren die Differenzen der ra¨umlichen Verbreitung im Wesentlichen auf den unterschiedlichen
Netzwerken der sozialen Kontakte – dem Substrat von Infektionskrankheiten.
Die drastische Vera¨nderung dieser Netze, im speziellen Fall als Folge der Globalisierung gesellschaftli-
cher Abla¨ufe, stellt eine methodische Herausforderung fu¨r Natur-, Geistes- und Gesellschaftswissenschaf-
ten gleichermaßen dar. Aus einer naturwissenschaftlich-reduktionistischen Perspektive werden dabei meist
die Wechselwirkungen zwischen Individuen mit den Folgen auf das Gesamtsystem untersucht. Ebenso je-
doch la¨sst sich nach dem Einfluss der Struktur des Gesamtsystems fragen: Wie wirkt sich die Topologie
des zugrundeliegenden Netzwerks auf die interagierenden Einzelelemente aus? In welchen Observablen
des Systems sind Signaturen der Topologie zu finden? Und welche Dynamiken vermo¨gen die relevanten
Systemeigenschaften, quasi als Sonden, zu vermessen? Den formalen Apparat zur Behandlung solcher Fra-
gestellungen auf der Netzwerkebene stellt die Graphentheorie bereit.
Die wohl erste schriftliche Abhandlung eines graphentheoretischen Problems findet sich bei Euler. 1736
gelang es ihm, das Ko¨nigsberger Bru¨ckenproblem – ein popula¨res mathematisches Ra¨tsel seiner Zeit – zu
lo¨sen. Dazu reduzierte er die Lage zweier Inseln im Fluss Pregel, die durch sieben Bru¨cken miteinander
und dem Ko¨nigsberger Festland zu beiden Seiten des Flusses verbunden waren, auf die Topologie eines
Graphen mit vier Knoten (die Landmassen) und sieben Kanten (die Bru¨cken). Es gelang ihm so zu zeigen,
dass es unmo¨glich ist, auf einer der vier Landgebiete beginnend, alle Bru¨cken genau einmal zu u¨berschrei-
ten und an den Ausgangspunkt zuru¨ckzukehren. Diese Abstraktion erlaubte ihm die Verallgemeinerung des
Problems fu¨r beliebige Graphen: Die Lo¨sung gelingt nur bei einer geraden Anzahl von Nachbarn fu¨r alle
Knoten. Die Graphentheorie wurde daraufhin immer wieder verwendet und neu entdeckt (Harary, 1969):
Kirchhoff entwickelte 1847 die Theorie der Ba¨ume, um den Strom in elektrischen Netzen zu berechnen,
Cayley beschrieb wenige Jahre spa¨ter eine Klasse von Baumgraphen, mit denen es mo¨glich war, die Iso-
meren gesa¨ttigter Wasserstoffe abzuza¨hlen (Cayley, 1857, 1875). Die Modellierung großer Systeme und
die konsequente Untersuchung von universellen Grapheneigenschaften geht auf die Arbeiten zu Zufalls-
graphen von Erdo˝s und Re´nyi Mitte des vergangenen Jahrhunderts zuru¨ck. Mit der digitalen Revolution
und der daraus resultierenden Verfu¨gbarkeit großer Datensa¨tze zur tatsa¨chlichen Struktur komplexer Netze
1 http://www.who.int/csr/sars/country/table2004 04 21/en/index.html
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erlebte die Graphentheorie erneut einen Entwicklungsschub: Der dreiseitige Artikel von Watts und Strogatz
(1998), in dem die Autoren ein Graphenmodell pra¨sentieren, das die Eigenschaften vieler realer Netze –
stark vernetzte Nachbarschaften bei gleichzeitig kurzen Wegla¨ngen im System – reproduziert, fu¨hrte zu
vielen neuen Arbeiten zur Graphentheorie und wurde bis heute u¨ber 3500 mal zitiert2.
Sowohl das dynamische Verhalten der Einzelindividuen als auch die Architektur des Systems bestimmen
den Verlauf systemweiter Prozesse. Die konsequente Untersuchung des Einflusses der Topologie auf die
Dynamik erregbarer Medien, ein Minimalmodell der Krankheitsausbreitung, ist allerdings erst seit wenigen
Jahren im Fokus der Wissenschaft. Diese Entwicklung la¨sst sich an der Vielzahl topologischer Modelle
in neueren theoretischen Studien zu Epidemien beobachten. Eine entscheidende Erkenntnis dazu stammt
von Pastor-Satorras und Vespignani (2001). In ihrer Arbeit untersuchen sie die Ausbreitung von Compu-
terviren im World Wide Web und modellieren den Sachverhalt mit einer einfachen Anregungsdynamik auf
skalenfreien Graphen. Diese Modellgraphen zeichnen sich durch die Existenz von Hubs aus, Knoten mit
sehr vielen Nachbarn in einem Ensemble von schwach vernetzten Knoten. Es zeigt sich, dass bei bestimm-
ten Netzwerktopologien eine epidemische Schwelle, also eine kritische Infektionswahrscheinlichkeit, fehlt.
Dies la¨sst sich fu¨r die Pest historisch nachweisen. Nach der große Pestwelle des 14. Jahrhunderts kam
es in den folgenden Jahrhunderten immer wieder zu kleineren Pestepidemien. In Darmstadt starben dabei
1635 etwa 2000 Menschen. Eine gewisse Menge an Anregung, das heißt Infektion, ist in einem System
mit skalenfreier Topologie immer enthalten. Erst 1722 verschwand die Krankheit aus Europa – mo¨glicher-
weise aufgrund der Verdra¨ngung der Hausratte Rattus rattus durch die Wanderratte Rattus norvegicus, die
die Na¨he des Menschen meidet. Abha¨ngig von der Topologie kann ein und derselbe Erreger also mal zu
einer lokal begrenzten Infektion, mal zu einer systemweiten Pandemie fu¨hren. Wie leicht sich die Ausbrei-
tung von Infektionskrankheiten bei der Kenntnis der entsprechenden Netzwerktopologie modellieren la¨sst,
zeigen Hufnagel et al. (2004): Ein einfaches Infektionsmodell auf dem Netzwerk der internationalen und
nationalen Flugverbindungen implementierend, gelang es den Autoren die tatsa¨chliche weltweite Ausbrei-
tung von SARS quantitativ nachzubilden. Das Potential solcher Studien fu¨r Pra¨vention und Kontrolle von
Epidemien ist immens.
Neben solch spektakula¨ren Anwendungen ist derzeit auch der generelle Zusammenhang zwischen Topolo-
gie und Dynamik ein sehr aktives Forschungsfeld. Die Fragen nach dem dynamischen Mo¨glichkeitsraum,
der von einer gegebenen Topologie bereitgestellt wird und der so vermittelten Kontrolle, sowie den Signa-
turen, die eine komplexe Dynamik auf einem Netzwerk hinterla¨sst, sind dabei von zentraler Bedeutung.
Losgelo¨st von konkreten Einzelszenarien sucht man so nach universellen Prinzipien, wie sie fu¨r die Mus-
terbildung unbelebter Materie, etwa in Gestalt der Turing-Muster (Turing, 1952), als Theorie der Selbstor-
ganisation wohlbekannt sind.
Auch in der Biologie spielt die Netzwerktheorie eine immer gro¨ßere Rolle. Neuronale Netze oder Nah-
rungsnetze abstrahieren die Wechselwirkungen komplexer Ensembles. In der Molekularbiologie sind es vor
allem drei Netzwerktypen, die im Mittelpunkt der Forschung stehen: metabolische Netze, die Netzwerke
der Protein-Protein-Interaktionen, sowie Genregulations-Netzwerke. Nach der Entzifferung des genetischen
Codes sind es gerade letztere, die ein tieferes Versta¨ndnis der funktionalen Prozesse der komplexen Zelldy-
namik versprechen.
Eine der zentralen Herausforderungen der postgenomischen ¨Ara gru¨ndet sich auf die Erkenntnis, dass die
Gro¨ße des Genoms kein Maß fu¨r die Komplexita¨t des Organismus sein kann: Die Gro¨ße des Genoms des
Fadenwurms Caenorhabditis elegans, eines der einfachsten Organismen mit einem Nervensystem, ist mit
20000 Genen vergleichbar mit dem des Menschen, viele Pflanzen besitzen einen erheblich gro¨ßeren Gen-
pool. Der Pha¨notyp – die individuelle Ausgestaltung eines Organismus – ha¨ngt also nicht nur vom Geno-
typ, sondern ebensosehr von der Prozessierung des Genotyps – der im Genom gespeicherte Information
– ab. Neuere Erkenntnisse bedienen sich des Netzwerkgedankens, um die komplexen Wechselwirkungen
zwischen Genprodukten und der Expression von Genen zu interpretieren: Li et al. (2004) konstruieren
ein Genregulations-Netzwerk aus 11 interagierenden Komponenten, die den Zellzyklus der Ba¨ckerhefe,
2 http://scholar.google.de/scholar?hl=de&lr=&cites=14716149512146230113
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Saccharomyces cerevisiae, kontrollieren. Die Autoren zeigen, dass eine einfache, bina¨re Dynamik auf die-
sem Netzwerk genau jene Zellzusta¨nde durchla¨uft, die fu¨r den Zellzyklus charakteristisch sind. Angesichts
dieser Ergebnisse lassen sich die komplexen Zellprozesse als rein biochemische Implementierung einer
digitalen Zelldynamik interpretieren (Bornholdt, 2005). Auch wenn diese extreme Formulierung stellen-
weise sicher zu weit greift – der Erfolg einer abstrahierten Systemrepra¨sentation als Erweiterung zum jahr-
zehntelang praktizierten Reduktionismus, der biologische Prozesse allein auf die molekulare Dynamik der
Einzelkomponenten aufbaut, ist beeindruckend.
Ein zweites Beispiel fu¨r die Fruchtbarkeit des Netzwerkgedankens stammt aus der Evolutionsbiologie: Da-
vidson und Erwin (2006) analysieren die Strukturen bekannter Genregulations-Netzwerke von Tieren, die
fu¨r die Entwicklung des Ko¨rpers verantwortlich sind. Anhand von ¨Ahnlichkeiten im hierarchischen Aufbau
dieser Netze identifizieren sie verschiedene charakteristische Bauteile. Wa¨hrende die ’kernels’ der Netze,
stark untereinander vernetzte Subkomponenten an der Spitze der Hierarchie, fu¨r die Lage der Organe und
den weiteren Verlauf der Entwicklung verantwortlich zeichnen, kodieren ’gene batteries’ an den Ra¨ndern
der Netze Zelltyp-spezifische Proteine und reagieren auf die Signale ho¨her liegender Komponenten. Mu-
tationen in den ’gene batteries’ fu¨hren im extremsten Fall zu vera¨nderten funktionalen Merkmalen der
verschiedenen Ko¨rperteile, Mutationen in den hochspezifischen ’kernels’ dagegen zum Ausfall regulatori-
scher Komponenten und somit dem Fehlen ganzer Ko¨rperteile. Diese Interpretation erkla¨rt zum einen die
erstaunlich hohe Konservierung der ’kernel’-Architektur innerhalb der Phyla, zum anderen den dramati-
schen Entwicklungssprung des fru¨hen Kambriums, als eine Vielzahl neuer Arten durch Mutationen und
Neuvernetzung der peripheren Bereiche der Genregulationsnetzwerke entstanden.
Eine Parallele zwischen der Architektur und der Funktion spezieller Subnetzwerke finden auch Luscombe
et al. (2004). Die Autoren identifizieren im Genregulations-Netzwerk von Hefe zwei fundamental verschie-
dene Funktionsweisen: Im endogenen Fall – charakteristisch fu¨r Zellzyklus und Sporulation – besteht das
aktive Netz aus vielen sich gegenseitig regulierenden Genen, im exogenen Fall – als Antwort auf DNA-
Scha¨digungen und Stress – kontrollieren wenige Regulatoren die Zusta¨nde vieler funktionaler Gene. Ein
entscheidender Schritt von primitiven zu ho¨heren Lebewesen mag also die Abtrennung verschiedener funk-
tionaler Bereiche im Genregulations Netzwerk gewesen sein.
Neben dem Anwendungspotential der Netzwerktheorie ist die ¨Ahnlichkeit der Topologie von Netzen aus
vo¨llig verschiedenen Bereichen verblu¨ffend. Ein Erkla¨rungsansatz fu¨r die universelle Pra¨senz spezieller
Motive, skalenfreier Gradverteilungen und modularer Substrukturen (Oltvai und Baraba´si, 2002; Kitano,
2002) ist das Konzept der Selbstorganisation. Selbstorganisation ist der ordnende Einfluss entstehender
Strukturen auf systeminha¨rente Prozesse und das gleichzeitige Ausbilden stabiler Muster. Obwohl Indizien
fu¨r diese Art von strukturbildenden, ru¨ckgekoppelten Prozessen vorliegen – beispielsweise die skalenfreie
Gradverteilung als typisches Anzeichen fu¨r Kritizita¨t (Hu¨tt und Marr, 2006) – steht eine stringente Einbet-
tung der Netzwerktheorie in diesen Formalismus noch aus.
Die vorliegende Arbeit gliedert sich in zwei Teile: In Topologie und Dynamik werden grundlegenden Kon-
zepte der Graphentheorie vorgestellt und einfache Dynamiken auf Modellgraphen implementiert und ana-
lysiert. Im zweiten Teil Biologische Netzwerke liegen den Untersuchungen reale Daten zugrunde. Mit den
im ersten Teil entwickelten dynamischen Sonden versuchen wir hier die Signaturen komplexer Prozesse
mit graphentheoretischen Mitteln zu lesen.
Die Struktur eines einfachen Graphen, bestehend aus Knoten und verknu¨pfenden Kanten, kann mit einer
bina¨ren Matrix vollsta¨ndig beschrieben werden. Kapitel 1 bescha¨ftigt sich mit dem Spektrum eines Gra-
phen, das heißt dem Satz aller Eigenwerte und Eigenvektoren der den Graphen repra¨sentierenden Matrix.
Das Spektrum charakterisiert die Topologie des Graphen sowie die Dynamik einfacher, auf dem Graphen
ablaufender Prozesse. So geben spezielle Eigenwerte der Adjazenzmatrix und verwandter Matrizen Auf-
schluss u¨ber den Vernetzungsgrad des Graphen, u¨ber verbundene Subkomponenten, sowie u¨ber die dy-
namische Stabilita¨t von gekoppelten, synchronisierten Oszillatoren. Ebenso lassen sich die Eigenvektoren
der Matrizen interpretieren: Sie enthalten Informationen u¨ber modulare Substrukturen sowie die stabilen
Zusta¨nde einfacher Transportprozesse.
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Kooperative Effekte geho¨ren zu den u¨berraschendsten und faszinierendsten Alltagspha¨nomenen: Spontane
Strukturbildung in unbelebter Materie, die Synchronisation gekoppelter dynamischer Individuen wie auch
kollektive Moden und Meinungen in Gesellschaften, sind mit individueller Dynamik allein nicht zu er-
kla¨ren. Ein beliebtes Modell fu¨r das Studium emergenter Systemeigenschaften sind zellula¨re Automaten.
Einfache, lokale Regeln fu¨hren dabei auf komplexe Raumzeitmuster, die komplexe Systeme modellieren. In
Kapitel 2 diskutieren wir einen Formalismus, der die Diskussion solch einfacher Automaten auf beliebigen
Architekturen erlaubt. Eine große Klasse einfacher Regeln lassen sich sowohl als zellula¨re Automaten, als
auch als Boolesche Netzwerke – ein zweites weit verbreitetes Modellsystem – interpretieren. Die Verein-
heitlichung dieser etablierten Konzepte erstreckt sich dabei nicht nur auf die Definition von dynamischen
Regeln, sondern ebenso auf die Werkzeuge zur Analyse der entstehenden Raumzeitmuster.
Kapitel 3 behandelt die Netzwerkrepra¨sentation von Metabolismus, der als ein Hauptmerkmal von Lebewe-
sen gilt: Stoffe werden aus der Umgebung aufgenommen und zu anderen Metaboliten umgesetzt, entweder
mit dem Ziel Energie zu gewinnen, oder um neue Stoffe aufzubauen. Diese werden in die Zelle eingebaut
oder in darauffolgenden Stoffwechselreaktionen weiterverarbeitet. Stoffwechselreaktionen werden von En-
zymen katalysiert, die spezifisch auf die beteiligten Metaboliten wirken. Die Existenz eines Enzyms ist
also notwendig fu¨r die Realisation der zugeho¨rigen Stoffwechselreaktion. Umgekehrt gibt die Menge der
Enzyme einer Spezies die potentiell realisierten Reaktionen vor. Die Sequenzierung des Genoms und die
Annotation bekannter Gensequenzen in vielen Spezies ermo¨glicht die Vorhersage der verwendeten Enzyme
und Reaktionen und letztlich die Rekonstruktion von metabolischen Netzen, die den gesamten Stoffwech-
selspielraum einer Spezies inkorporieren. Wir untersuchen, inwieweit die Struktur solcher Netze mit der auf
ihnen ablaufenden Dynamik korrespondiert. Das Ausmessen der Topologie mit einer dynamischen Sonde
aus Kapitel 2 weist auf eine universelle Eigenschaft metabolischer Netze hin: die Kapazita¨t, komplexe
Dynamiken stark zu regularisieren, mit anderen Worten, dynamische Sto¨rungen des Systems maximal zu
Da¨mpfen.
Genexpression ist ein hochkomplexer Prozess. Sie umfasst die Transkription eines Gens – indem die RNA-
Polymerase an die Promoterregion des Gens bindet, die DNA-Doppelhelix abfa¨hrt und dabei die Basense-
quenz kopiert – sowie die Translation der entstandenen einstra¨ngigen mRNA in ein Protein durch die Ribo-
somen der Zelle. Einige der so hergestellten Proteine ko¨nnen wiederum an die Promoterregion einer Gen-
sequenz in der DNA binden und so die Transkription des Gens erleichtern oder erschweren. Diese Proteine
heißen Transkriptionsfaktoren. Neben der direkten Wechselwirkung u¨ber einen Transkriptionsfaktor exis-
tieren eine Vielzahl weiterer Regulationsmechanismen: Die Windungseigenschaften der DNA jenseits der
Doppelhelix, DNA-Supercoiling, moduliert die Bindungsaffinita¨t großer DNA-Bereiche, RNA-Interferenz
unterdru¨ckt die Proteinsynthese, die verschiedenen RNA-Moleku¨le werden auf unterschiedlichen Zeitska-
len degeneriert. Die Expressionsprofile des Bakteriums Escherichia coli, die wir in Kapitel 4 analysie-
ren, ko¨nnen als Ensemble von Signaturen der Regulationsmechanismen betrachtet werden. Teile dieser
Muster lassen sich auf die Struktur des genetischen Netzwerkes zuru¨ckfu¨hren. In Abschnitt 4.2 pra¨sentie-
ren wir einen Formalismus zum Vergleich von Expressionsdaten und Netzwerkstruktur, der eine Analyse
der Muster in diesem Sinn, also ein Quantifizieren der Kontrolle eines Regulationsmechanismus u¨ber ein
Expressionsprofil, erlaubt. In Abschnitt 4.3 verwenden wir graphentheoretische Methoden, um zwischen
zwei Regulationsmechanismen zu unterscheiden: Dem Binden spezifischer Transkriptionsfaktoren und der
Vera¨nderung der DNA-Struktur durch Supercoiling. Der Nachweis dieser zwei sehr unterschiedlichen For-
men der Kontrolle von Genexpression ko¨nnte eine neue Sicht auf das zellula¨re Programm zur Prozession
genetischer Information etablieren.
Teil I
Topologie und Dynamik
1Graphen und Matrizen
1.1 Topologische Eigenschaften von Graphen
Ein Graph besteht aus einer Anzahl von Knoten N verknu¨pft durch eine Anzahl von Kanten L. In der
formalen Sprache der Graphentheorie wird seine Topologie durch das Paar der Knotenmenge N und Kan-
tenmenge L vollsta¨ndig beschrieben (siehe Abbildung 1.1). Man unterscheidet zwischen gerichteten und
ungerichteten Graphen, je nachdem, ob die Kanten eine bestimmte Orientierung besitzen oder nicht. Erste
globale topologische Beschreibungsgro¨ßen lassen sich sofort angeben: Der Vernetzungsgrad ist definiert
als die Anzahl der im Graphen realisierten Kanten L, geteilt durch die Anzahl aller mo¨glichen Kanten. In
einem ungerichteten Graphen lassen sich insgesamt N(N − 1)/2 Kanten realisieren, so dass sich der Ver-
netzungsgrad als 2L/(N(N−1)) ergibt. In gerichteten Graphen erho¨ht sich die Zahl der mo¨glichen Kanten
um einen Faktor 2. Der mittlere Grad im Graphen gibt die mittlere Zahl von Nachbarn eines Knotens an
und ist einfach 2L/N . In gerichteten Graphen muss dabei zwischen eingehenden und ausgehenden Kanten
unterschieden werden.
Vernetzungsgrad und mittlerer Grad sind globale Beschreibungsgro¨ßen, die sich allein mit N und L be-
rechnen lassen und folglich alle lokalen Grapheneigenschaften vernachla¨ssigen. Will man Graphen glei-
chen Vernetzungsgrades aber verschiedener Topologie unterscheiden, bedarf es spezifischerer Beschrei-
bungsgro¨ßen. Es folgen einige rein topologische Observablen, die in den folgenden Kapiteln wiederholt
verwendet werden:
• Zwei Knoten im Graphen sind verbunden, wenn zwischen den Knoten ein Weg u¨ber die Kanten, und
mo¨glicherweise u¨ber andere Knoten des Graphen existiert. Die Anzahl der dabei u¨berschrittenen Kanten
bezeichnet die Wegla¨nge.
• Die mittlere Wegla¨nge des Graphen ist das Mittel der ku¨rzesten Wege aller Knotenpaare.
Knoten
Kante
Abb. 1.1. Ein ungerichteter Graph G = (N ,L) mit fu¨nf Knoten und vier Kanten. Die Knotenmenge N =
{1, 2, 3, 4, 5} und die Kantenmenge L = {{1, 2}, {1, 3}, {1, 4}, {2, 5}} bestimmen die Topologie des Graphen
vollsta¨ndig.
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• Der Durchmesser eines Graphen ist das Maximum der ku¨rzesten Wege aller Knotenpaare.
• Ein Graph heißt zusammenha¨ngend, wenn alle Knoten miteinander verbunden sind.
• Der Grad d eines Knotens (engl. degree) bezeichnet die Anzahl seiner Nachbarn im Graphen, d.h.
die Zahl der Knoten, mit denen eine Verbindung durch eine Kante besteht. In gerichteten Graphen
unterscheidet man zwischen dem Grad eingehender und dem Grad ausgehender Kanten (engl. in-degree
bzw. out-degree).
• Die Gradsequenz ist die Liste der Grade aller Knoten des Graphen.
• Die Gradverteilung eines Graphen ist die Ha¨ufigkeitsverteilung aller im Graphen realisierten Grade.
• Der Cluster-KoeffizientCv eines Knoten v (Watts und Strogatz, 1998) ist die Zahl der realisierten Kanten
zwischen seinen dv Nachbarn geteilt durch die Zahl aller mo¨glichen Kanten zwischen diesen Nachbarn,
dv(dv − 1)/2. Der mittlere Cluster-Koeffizient eines Graphen ergibt sich als Mittel aller Cv .
• Anhand von Grad-Grad-Korrelationen lassen sich hierarchische und antihierarchische Graphen unter-
scheiden (Trusina et al., 2004), je nachdem, ob bevorzugt Knoten a¨hnlichen Grades oder Knoten un-
terschiedlichen Grades miteinander verknu¨pft sind. Entsprechende Graphen werden auch als assortativ
bzw. disassortativ bezeichnet (Newman, 2003a).
Die ¨Ubersichtsartikel von Strogatz (2001), Albert und Baraba´si (2002), Newman (2003b) und Boccaletti
et al. (2006) fu¨hren aus verschiedenen Perspektiven in das Themenfeld komplexer Netzwerke ein. Neben
einer Vielzahl von Methoden zur Erzeugung von Graphen sowie topologische Beschreibungsgro¨ßen sind
dort auch Beispiele dynamischer Modelle und Anwendungen der Netzwerktheorie zu finden.
1.2 Der Perron-Frobenius-Eigenvektor als dynamische Sonde
Die grundlegende Matrixrepra¨sentation von Graphen bezeichnet man als Adjazenzmatrix (engl. adjacency
matrix). Das Element Aij der Adjazenzmatrix sei 1, wenn eine Kante von Knoten j zu Knoten i zeigt, sonst
0. In ungerichteten Graphen gilt Aij = Aji, die zugeho¨rige Adjazenzmatrix ist dann symmetrisch. Ab-
bildung 1.2 illustriert die Matrixrepra¨sentation eines gerichteten und eines ungerichteten Beispielgraphen.
Neben der leichten Handhabbarkeit von Adjazenzmatrizen im Umgang mit Graphen besitzen diese Objekte
weitere interessante Eigenschaften. Das Element (Ap)ij einer potenzierten Adjazenzmatrix beispielsweise
gibt die Anzahl der Wege der La¨nge p im Graphen von Knoten j zu Knoten i an.
Eine einfache lineare Dynamik auf Graphen la¨sst sich mit der Adjazenzmatrix leicht implementieren. Da-
zu wird jedem Knoten i eines Graphen ein Gewicht xi ∈ [0, 1] zugeordnet. Der Vektor ~x aller zufa¨llig
gewa¨hlten Gewichte sei der Anfangszustand ~x(0) der folgenden Dynamik: Der Zustand des Knoten i zum
Zeitpunkt t+ 1 ist die Summe der Zusta¨nde aller Nachbarn von i zum Zeitpunkt t, multipliziert mit einem
beliebigen Skalar ξ−1. Mit Hilfe der Adjazenzmatrix la¨sst sich diese Vorschrift leicht formalisieren,
xi(t+ 1) = ξ
−1
∑
j
Aijxj(t) . (1.1)
Im stationa¨ren Grenzfall ~x(t + 1) = ~x(t) fu¨hrt Gleichung (1.1) gerade auf die charakteristische Gleichung
zur Bestimmung der Eigenwerte ξ und Eigenvektoren ~x der Adjazenzmatrix:
ξ~x = A~x . (1.2)
Welcher der verschiedenen Eigenvektoren ~ll mit zugeho¨rigen Eigenwerten λl sich bei der oben beschriebe-
nen Dynamik durchsetzt, zeigt sich bei rekursiver Anwendung der Gleichung (1.1):
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~x(t) = ξ−tAt~x(0) = ξ−tAt
∑
l
cl~ll =
∑
l
cl
(
λl
ξ
)t
~ll . (1.3)
Dabei wurde der zufa¨llige Anfangszustandsvektor ~x(0) durch eine Linearkombination aus Eigenvektoren
von A dargestellt. Ordnet man die Eigenwerte nach ihrer Gro¨ße, so dass
λ1 > λ2 > · · · > λn (1.4)
und setzt ohne Beschra¨nkung der Allgemeinheit ξ = λ1, so folgt aus (1.3)
~x(t) = c1~l1 +
n∑
l=2
cl
(
λl
λ1
)t
~ll . (1.5)
Fu¨r große t verschwinden wegen (1.4) alle Termen mit l > 1. Der stabile Zustand, der sich aus der linearen
additiven Dynamik ergibt, ist also der Eigenvektor ~l1 zum gro¨ßten Eigenwert λ1 der Adjazenzmatrix A.
Man bezeichnet diesen Vektor auch als Perron-Frobenius (PF)-Eigenvektor, die einzelnen Komponenten als
Eigengewichte oder Eigenvektor Zentralita¨t der Knoten. In der Numerik wird die Methode zur Bestimmung
des PF-Eigenvektors durch iterative Anwendung der Matrix auf einen zufa¨lligen Vektor Potenzmethode
(engl. Power-Method) genannt.
Der PF-Eigenvektor der Adjazenzmatrix A la¨sst sich also als das Ergebnis eines dynamischen Prozesses
auf dem zugeho¨rigen Graphen interpretieren. Umgekehrt ist der stabile Zustand der Dynamik, der PF-
Eigenvektor, allein durch die Topologie des Netzes bestimmt. Die enge Verzahnung von Topologie und
Dynamik ist bei der in Gleichung (1.1) definierten, lokalen additiven Dynamik offensichtlich. Der Zusam-
menhang zwischen Topologie neuerer Graphenmodelle und dem Spektrum, also der Menge aller Eigenwer-
te der zugeho¨rigen Matrix, wird in Farkas et al. (2001) und Goh et al. (2001) ausfu¨hrlich diskutiert.
Das Perron-Frobenius-Theorem beweist die Existenz eines einzigen Eigenvektors mit positiven Komponen-
ten zum gro¨ßten Eigenwert einer Matrix A, wenn diese irreduzibel, reell und nichtnegativ ist. Eine Matrix
0 0 0 0 0
1 0 0 0 1
1 0 0 0 0
1 0 0 0 0
0 1 0 0 0
A =
0 1 1 1 0
1 0 0 0 1
1 0 0 0 0
1 0 0 0 0
0 1 0 0 0
A =
a
b 1
2
5
4
3
1
2
5
4
3
Abb. 1.2. Graphische Repra¨sentation (links) und Matrixdarstellung (rechts) eines gerichteten (a) und eines ungerichte-
ten (b) Beispielgraphen. Die Knotennummer korrespondiert mit den Eintra¨gen in den entsprechenden Zeilen und Spal-
ten der Adjazenzmatrix A. Das Element Aij ist 1, wenn eine Kante zwischen Knoten j und Knoten i existiert, sonst 0.
In ungerichteten Graphen haben die Kanten keine Orientierung, die zugeho¨rige Adjazenzmatrix ist dann symmetrisch.
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ist dann irreduzibel, wenn fu¨r jedes Paar von Knoten (i, j) ein p ≥ 0 existiert, so dass (Ap)ij > 0. In-
terpretieren wir A als Adjazenzmatrix eines Graphen, so ist A genau dann irreduzibel, wenn es von jedem
Knoten i einen Weg beliebiger La¨nge p zu jedem anderen Knoten j im Graphen gibt. Der PF-Eigenvektor
zu obiger Dynamik existiert also nur dann, wenn der zugeho¨rige ungerichtete Graph zusammenha¨ngend
ist. Fu¨r gerichtete Graphen ist die Bedingung einer irreduziblen Adjazenzmatrix deutlich strenger. Gerich-
tete Graphen mit irreduzibler Adjazenzmatrix heißen auch stark verbunden (engl. strongly connected). So
existiert kein PF-Eigenvektor, wenn es im Graphen Knoten ohne eingehende Kanten gibt, da sich deren
Eigengewicht zu 0 ergibt.
Untersuchungen zu Netzwerkstrukturen in realen Gesellschaften und der virtuellen Welt des Internet haben
einige Verallgemeinerungen des Konzepts der Zentralita¨t fu¨r gerichtete Netze hervorgebracht. Die Hubbel-
Zentralita¨t (Hubbel, 1965) beispielsweise ordnet a priori jedem Knoten ein festes minimales Gewicht zu –
so bleiben auch die Komponenten der Knoten ohne eingehende Kanten im entstehenden Vektor positiv. Ei-
ne andere selbstkonsistente Methode, die ohne einen zusa¨tzlichen Parameter auskommt, sind die Hubs and
Authorities von Kleinberg (1999). Dabei werden jedem Knoten i zwei nichtnegative Gewichte zugeschrie-
ben: Ein Autorita¨ts-Gewicht xi, das die Anzahl der eingehenden Kanten, also die referenzierte Wichtigkeit,
beru¨cksichtigt, und ein Hub-Gewicht yi, das die Anzahl der ausgehenden Kanten, und damit die referenzie-
rende Wichtigkeit des Knotens bemisst. Die Generalisierung von Gleichung (1.2) ist dann
ξ~x = AT ~y (1.6)
ζ~y = A~x , (1.7)
mit normierten Vektoren ~x und ~y und AT als der transponierten Matrix von A. Einfache, lineare additive
Prozesse lassen sich also sowohl auf gerichteten wie auch auf ungerichteten Graphen implementieren und
mit den spektralen Eigenschaften der Adjazenzmatrix interpretieren. Die Anwendung der entsprechenden
Zentralita¨tsmaße bei der Treffersortierung haben der Suchmaschine Google zu Marktfu¨hrerschaft verholfen
(Page et al., 1998).
1.3 Eigendynamik auf synthetischen Graphen
Eine Reihe von Fragen lassen sich am prototypischen Beispiel der Eigendynamik aus Gleichung (1.1), also
der gegen den PF-Eigenvektor konvergierenden Dynamik, zur Verbindung von Topologie und Dynamik for-
mulieren: In welchen Eigenschaften der Eigendynamik lassen sich die topologischen Beschreibungsgro¨ßen
aus Kapitel 1.1 wiederfinden? Wie sind topologische Eigenschaften des Graphen mit den Eigengewichten
der Knoten verknu¨pft?
Diese Fragen sollen an drei Graphentypen, zwei Zufallsgraphen und einem regula¨ren Graphen, untersucht
werden. In Abbildung 1.3 sind Repra¨sentanten der verschiedenen Graphenklassen dargestellt. Alle Gra-
phen sind ungerichtet, haben N = 100 Knoten und L = 200 Kanten, somit den gleichen mittleren Grad
2L/N = 2 und den gleichen Vernetzungsgrad 2L/(N(N − 1)) ≈ 0.01. Nichtsdestotrotz unterscheiden
sich die Graphen immens, sowohl optisch wie auch in ihrer Gradverteilung, die in der zweiten Zeile in
Abbildung 1.3 dargestellt ist. Methoden zur Erzeugung von Graphen bezeichnen neben dem Protokoll oft
auch die Menge der entstehenden Graphen. So werden Graphen, in denen L Kanten zufa¨llig auf N Knoten
verteilt werden, nach Erdo˝s und Re´nyi (1959) als ER-Graphen bezeichnet. Diese zufa¨lligen Graphen zeigen
ein binomial verteiltes Spektrum von Graden. Regula¨re Graphen zeichnen sich durch eine singula¨re Grad-
verteilung aus: Jeder Knoten ist mit der gleichen Anzahl Nachbarn verbunden. So entstehen beispielsweise
kettenartige Ringe mit hohem Cluster-Koeffizienten. Skalenfreie Graphen zeigen keinen typischen Grad
(und entbehren daher einer typischen Skala): Viele Knoten besitzen wenige Nachbarn, jedoch existieren
auch immer Knoten mit sehr vielen Kanten (in Abbildung 1.3 reicht das Spektrum von Graden bis 22).
Diese Knoten werden als Hubs bezeichnet. An dem Beispielgraphen in Abbildung 1.3c sind einige Knoten
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als Hubs erkennbar, daru¨berhinaus la¨sst sich das Bildungsgesetz von Baraba´si und Albert (1999) zur Erzeu-
gung dieser Strukturen erkennen: Ausgehend von einem kleinen Zufallsgraphen werden neue Knoten mit
einer festen Anzahl von Kanten (in Abbildung 1.3c sind das zwei) hinzugefu¨gt und bevorzugt mit den Kno-
ten verknu¨pft, die bereits viele Nachbarn besitzen. In doppelt-logarithmischer Auftragung wird deutlich,
dass die Gradverteilung der so erzeugten Graphen einem Potenzgesetz P (d) ∝ d−γ folgt.
Wie machen sich die charakteristischen topologischen Unterschiede in der Eigendynamik bemerkbar? Ab-
bildung 1.3 zeigt in der letzten Zeile die Korrelation zwischen Grad und Eigengewicht, also zwischen der
Anzahl von Nachbarn eines Knotens und der zugeho¨rigen Komponente des Knotens im PF-Eigenvektor. Be-
merkenswert ist dabei zuna¨chst, dass die Homogenita¨t der Grade im Graphen reproduziert wird: Wa¨hrend
der zufa¨llige Graphen und der skalenfreie Graph eine Verteilung von Eigengewichten hervorbringen, sind
die Elemente im PF-Eigenvektor des regula¨ren Graphen offensichtlich alle identisch. Ein Maß fu¨r die Inho-
mogenita¨t eines solchen Eigenvektors ist die Inverse participation ratio I (Guhr et al., 1998; Farkas et al.,
2001),
I =
N∑
i=1
[xi]
4 . (1.8)
Sind alle Gewichte identisch 1/
√
N , wie im Fall eines regula¨ren Graphen, so ist I = 1/N . Sind dagegen
alle Gewichte bis auf eine Komponente Null, so ist I = 1. Die Inverse participation ratios der drei unter-
suchten Graphen sind 0.03 (ER-Graph), 0.01 (regula¨rer Graph) und 0.08 (BA-Graph), und spiegeln damit
die Inhomogenita¨t der dynamischen und topologischen Wichtigkeit der Knoten wider.
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Abb. 1.3. Drei synthetische Graphen mit N = 100 und L = 200. Ein zufa¨lliger Graph nach dem Erdo˝s-Re´nyi (ER)
Verfahren (a), ein regula¨rer Graph (b) sowie ein skalenfreier Graph nach dem Baraba´si-Albert (BA) Verfahren (c). Die
Ha¨ufigkeitsverteilungen der auftretenden Grade (Mitte) und die Eigenwerte gegen den Grad (unten) repra¨sentieren die
charakteristischen strukturellen Unterschiede der Graphen.
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Desweiteren ist das Eigengewicht eines Knotens mit seinem Grad korreliert: Der lineare Anstieg in Abbil-
dung 1.3a und 1.3c ist nicht verwunderlich, wenn man das Zustandekommen dieser Gro¨ße in Gleichung
(1.1) betrachtet: Jeder Knoten summiert immer wieder die Gewichte seiner Nachbarknoten auf. Somit
erhalten die Hubs aufgrund ihres hohen Grades auch unweigerlich die gro¨ßten Eigengewichte. Dement-
sprechend sollte das Eigengewicht eines Knoten nicht nur mit seinem eigenen Grad, sondern auch mit den
Graden seiner Nachbarn korreliert sein. Abbildung 1.4 zeigt diesen Zusammenhang fu¨r drei Knotengruppen
verschiedenen Grades in einem skalenfreien Graphen mit 1000 Knoten und 2000 Kanten.
Neben dem PF-Eigenvektor der Adjazenzmatrix bieten die Spektren einiger assoziierter Matrizen weitere
Beschreibungsmo¨glichkeiten eines Graphen. Eine, im Zusammenhang mit Synchronisation ha¨ufig verwen-
dete Matrix ist die Laplace-Matrix L (auch Kirchhoff-Matrix genannt) (Boccaletti et al., 2006) mit den
Elementen
Lij = di δij − Aij , (1.9)
wo di den Grad des Knotens i und Aij das entsprechende Element aus der Adjazenzmatrix bezeichnet.
δij ist das Kronecker-Symbol und ersetzt 1 wenn i = j, sonst 0. Betrachtet man die Knoten eines Gra-
phen als dynamische Elemente, deren Zeitentwicklung von der u¨ber L vermittelten Wechselwirkung mit
den u¨brigen Knoten im Netz bestimmt wird, so gibt das Spektrum der Eigenwerte von L Aufschluss u¨ber
das dynamische Verhalten der Einzelelemente: Fu¨r eine große Klasse von Graphen ist das Verha¨ltnis zwi-
schen dem gro¨ßten und zweitkleinsten Eigenwert, λN/λ2, die entscheidende Gro¨ße fu¨r die Stabilita¨t des
synchronisierten Zustands des Systems (Pecora und Carroll, 1998).
Eine weitere interessante Parallele zwischen Topologie und Dynamik ero¨ffnet sich beim Vergleich der
Laplace-Matrix mit der Synchronisation von vernetzten Kuramoto-Phasenoszillatoren (Kuramoto, 1984):
Arenas et al. (2006) zeigen, dass das hierarchische, modulare Synchronisationsverhalten der Oszillatoren
(d.h. modular organisierte Netzwerkgruppen synchronisieren zuerst, gefolgt von Modulen auf einer ho¨her
liegenden hierarchischen Ebene) eng verknu¨pft ist mit der Gro¨ße der Eigenwerte der Laplace-Matrix.
Um die Modularita¨t eines Graphen zu bestimmen, wurde vor kurzem die Verwendung einer Modularita¨ts-
matrix vorgeschlagen (Newman, 2006). Diese ist u¨ber die Adjazenzmatrix und die Gradsequenz des Gra-
phen definiert. Mit dem Eigenvektor zum gro¨ßten Eigenwert dieser Matrix lassen sich Module im Netzwerk
finden, d.h. Bereiche, die untereinander sta¨rker vernetzt sind als mit den u¨brigen Knoten im Netz. Daru¨ber-
hinaus zeigt Newman, dass auch die verbleibenden N − 1 Eigenvektoren relevante Information enthalten:
Bei der Bestimmung von mehr als zwei Modulen spielen die Eigenvektoren aller positiven Eigenwerte eine
Rolle, bei der Auffindung der anticommunity-Struktur des Netzes, die beispielsweise bei bipartiten Gra-
phen, also Graphen mit Knotengruppen unterschiedlichen Charakters, eine Rolle spielt (Huss und Holme,
2006), ist der Eigenvektor zum gro¨ßten negativen Eigenwert entscheiden.
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Abb. 1.4. (a) Eigengewicht gegen Grad und (b) Eigengewicht gegen die Summe der Grade der Nachbarn fu¨r Knoten
mit 2, 10 und 15 Nachbarn eines skalenfreien Graphen mit 1000 Knoten und 2000 Kanten.
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1.4 Kontrolle
Im vorigen Kapitel wurden drei Klassen von Modellgraphen zusammen mit spektralen Beschreibungs-
gro¨ßen eingefu¨hrt. Zwei Fragen schließen sich an diese Zusammenstellung an: Welche PF-Eigenvektoren
sind mit einer bestimmen Graphenklasse u¨berhaupt erreichbar und welches Spektrum an Werten (z.B. fu¨r
die Inverse participation ratio) ist damit mo¨glich? Wie lassen sich die spektralen Eigenschaften eines Gra-
phen vera¨ndern?
Allgemein ist das Sampling des topologischen Mo¨glichkeitsraums durch die verschiedenen Typen von Zu-
fallsgraphen bisher a¨ußerst wenig beforscht. Die Heterogenita¨t eines Ensembles von Graphen, das mit ei-
nem bestimmten Erzeugungsalgorithmus generiert wird und eine bestimmte Topologie repra¨sentiert, schla¨gt
sich auf die Mo¨glichkeitsraum der zugeho¨rigen PF-Eigenvektoren nieder. So besteht das Ensemble von re-
gula¨ren Graphen mit N Knoten und L Kanten aus genau einem Graphen – entsprechend ergibt sich auch
nur ein einziger PF-Eigenvektor, der daru¨berhinaus zur minimalen Inverse participation ratio fu¨r Graphen
dieser Gro¨ße fu¨hrt. Das Ensemble von ER-Graphen hingegen besteht aus
(
N(N−1)/2
L
)
gleichwahrschein-
lichen Graphen, die alle auf verschiedene PF-Eigenvektoren fu¨hren. Zusa¨tzliche Bedingungen, wie die
vollsta¨ndige Verbundenheit des entstehenden Graphen, schra¨nken die Menge von mo¨glichen Vektoren in
nichttrivialer Weise ein: Ein Graph mit N Knoten und L = N − 1 Kanten, in dem N − 1 Knoten mit dem
zentralen Hub des Systems verbunden sind (ein sogenannter Sterngraph), fu¨hrt auf ein Minimalgewicht von
1/(
√
2(N − 1)) fu¨r die N − 1 Knoten am Rand des Graphen, und auf ein Maximalgewicht von 1/√2 fu¨r
den zentralen Hub.
Wir wollen uns im folgenden mit der zweiten, weniger theoretischen Frage bescha¨ftigen. Das Spektrum
eines Graphen vera¨ndert sich mit der Topologie. Die folgenden Operationen fu¨hren zu minimalen topologi-
schen Modifikationen und werden im weiteren Verlauf der Arbeit immer wieder benutzt:
• Das Lo¨schen oder Hinzufu¨gen eines Knotens oder einer Kante im Graph.
• Das Umlegen (Rewiring) einer Kante im Graphen, wobei entweder Anfangsknoten oder Endknoten oder
keiner von beiden erhalten bleibt (Watts und Strogatz, 1998).
• Das Austauschen der Bindungspartner (Randomisierung) zweier mit Kanten verbundener Knotenpaare
(Maslov und Sneppen, 2002). Diese Operation erlaubt die Vera¨nderung von Grad-Grad-Korrelationen
im Graphen unter Beibehaltung der Gradsequenz.
Wie reagieren die Eigengewichte unserer Modellgraphen auf topologische Sto¨rungen? Welche Topologie
erlaubt beispielsweise ein Rewiring von Kanten, ohne dass sich die Eigendynamik des Systems bemerkbar
a¨ndert?
a b c
Abb. 1.5. Beispielgraphen aus Abbildung 1.3 nach Rewiring. Ein Umlegen der Enden von nur 5% der Kanten im
System fu¨hrt im Fall des regula¨ren Graphen (b) zum Zusammenbruch der Ringstruktur, die Wegla¨ngen im Graphen
werden drastisch verku¨rzt (Small-world-Effekt).
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Wir untersuchen zuna¨chst, wie sich die Beispielgraphen aus Abbildung 1.3 in ihrer Eigendynamik a¨ndern,
wenn wir 5% der Kanten im System umlegen, d.h. einen der beiden zu der Kante geho¨rigen Knoten mit
einem anderen Knoten im System austauschen. Abbildung 1.5 zeigt drei Graphen aus dem Ensemble al-
ler auf diese Weise modifizierten Beispielgraphen. Am deutlichsten macht sich das Rewiring am Fall des
regula¨ren Graphen bemerkbar: Hier fu¨hrt ein Umlegen von nur 10 Kanten zum teilweisen Kollaps der
charakteristischen Ringstruktur. Zwar sind lange Ketten noch erkennbar, die Wegla¨ngen im Graphen sind
jedoch drastisch verku¨rzt. Diese Graphen werden auch als Small-world-Graphen bezeichnet. Sie zeichnen
sich durch große Cluster-Koeffizienten und kleine mittlere Wegla¨ngen aus und modellieren damit einen
Aspekt, der ha¨ufig in realen Netzen zu finden ist (Watts und Strogatz, 1998). Der Effekt des Rewiring auf
den PF-Eigenvektor der Graphen la¨sst sich mit der Inverse participation ratio bemessen (Abbildung 1.6).
Wa¨hrend sich diese fu¨r die zufa¨lligen Graphen nur minimal a¨ndert, zeigt sich fu¨r den regula¨ren Graphen ein
deutlicher Sprung. Kleine Modifikationen ko¨nnen also enorme Auswirkungen auf die dynamische Kapa-
zita¨t eines Graphen haben. Dynamische Effekte solcher shortcuts in ansonsten regula¨ren Graphen wurden
in den letzten Jahren intensiv untersucht (siehe z.B. Barrat und Weigt, 2000; Newman, 2000; Graham und
Matthai, 2003; Amaral et al., 2004; Marr und Hu¨tt, 2006).
La¨sst sich der PF-Eigenvektor fu¨r einen vorgegebenen Graphentyp mittels der oben genannten minima-
len Modifikationen gezielt vera¨ndern? In Abschnitt 1.3 wurde gezeigt, dass bei gegebener Gradsequenz
die Eigengewichte der Knoten von den Graden ihrer Nachbarn und deren Nachbarn abha¨ngen. Der PF-
Eigenvektor reagiert also auf Vera¨nderung der Grad-Grad-Korrelationen im Graphen. Wir wollen im Fol-
genden die Vera¨nderungen der Topologie und der Eigengewichte fu¨r einen skalenfreien Graphen nach-
verfolgen, da dieser Graphentyp durch sein großes Spektrum an Graden ein hohes Manipulationspotential
besitzt. Erlaubt man bei der oben eingefu¨hrten Randomisierung der Kanten zweier Knotenpaare nur sol-
che Modifikationen, die Knoten mit hohem Grad und Knoten mit niedrigem Grad verknu¨pfen, so spricht
man von Hierarchisierung (Maslov und Sneppen, 2002). Wird dagegen jeweils ein Knoten mit hohem Grad
mit einem Knoten niedrigen Grades verbunden, so bezeichnet man das Verfahren als Antihierarchisierung.
Diese beiden Verfahren vergro¨ßern bzw. verkleinern die Grad-Grad-Korrelationen im Graphen, wa¨hrend
die reine Randomisierung, bei welcher die Knoten unabha¨ngig von ihrem Grad, also zufa¨llig, neu verknu¨pft
werden, zu typischen, mittleren Korrelationen des verwendeten Graphentyps fu¨hrt. Abbildung 1.7 zeigt die
Grad-Grad-Korrelationen, gemessen mit dem Pearsonschen Korrelationskoeffizienten, gegen die Tiefe des
Modifikationsprozesses fu¨r einen skalenfreien Ausgangsgraphen mit 200 Knoten und 400 Kanten. Meh-
rere Dinge sind dabei bemerkenswert. Die Mittelwerte der zehn Einzeltrajektorien zeigen im Rahmen der
Standardabweichung den erwarteten Trend: Hierarchisierte Graphen fu¨hren auf positive, antihierarchisier-
te Graphen auf stark negative Grad-Grad-Korrelationen. Dass daru¨berhinaus auch der Randomisierungs-
prozess zu sinkenden Korrelationswerten fu¨hrt, beweist, dass die nach dem BA-Protokoll konstruierten
a
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Abb. 1.6. Inverse participation ratio der Beispielgraphen aus Abbildung 1.3 und der Beispielgraphen nach Rewiring aus
Abbildung 1.5. Die Inverse participation ratio ist beim regula¨ren Graphen auch nach dem Rewiring noch am geringsten.
Jedoch wirkt sich hier ein Umlegen von 5% der Kanten am deutlichsten aus.
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Abb. 1.7. Mittelwert und Standardabweichung der Korrelation gegen die Modifikationstiefe fu¨r 10 skalenfreie Gra-
phen. Hierarchisierung (dunkelblau) fu¨hrt zu ansteigenden Korrelationen, wa¨hrend Randomisierung (gru¨n) zu leicht
abfallenden und Antihierarchisierung (hellblau) zu stark abfallenden Korrelationen fu¨hrt. Neben dem Plot sind typi-
sche Beispiele eines hierarchisierten (a), randomisierten (b) und antihierarchisierten (c) skalenfreien Graphen mit 200
Knoten und 400 Kanten dargestellt.
skalenfreien Graphen mit induzierten Korrelationen zwischen −0.2 und −0.1 eine Tendenz zu positiven
Grad-Grad-Korrelationen, verglichen mit zufa¨lligen Repra¨sentanten skalenfreier Graphen, aufweisen. Wie
in Abbildung 1.7c zu sehen, bilden stark hierarchisierte Graphen Ketten von Knoten mit kleinem Grad aus,
wa¨hrend die Hubs nahe zusammen in das Zentrum des Graphen ru¨cken. Antihierarchisierte Graphen dage-
gen lassen kein klares Zentrum erkennen, die Hubs wandern an die Peripherie des Graphen und Knoten mit
kleinem Grad sorgen fu¨r die Verbindungen.
Wie wirkt sich die systematische Vera¨nderung der Grad-Grad-Korrelationen auf den PF-Eigenvektor aus?
Wir vergleichen dazu die Eigengewichte der entstehenden, stark modifizierten Graphen xmodi mit den Eigen-
gewichten des Ursprungsgraphen xi, indem wir in Abbildung 1.8 die Differenz der Eigengewichte gegen
den Grad des jeweiligen Knoten auftragen. Erstaunlicherweise sind es im Fall der Hierarchisierung gerade
nicht die Hubs, die von der Zentralisierung des Graphen profitieren: Die Eigengewichte der drei Knoten mit
den gro¨ßten Graden sinken vielmehr im Vergleich zum Ausgangsgraphen. Dies gilt auch fu¨r die Knoten mit
kleinem Grad, die, an die Peripherie des Graphen (siehe Abbildung 1.7a) gedra¨ngt, mehrheitlich negative
Werte fu¨r die Differenz der Eigengewichte aufweisen. Es sind die Knoten mittleren Grades, zwischen d = 5
und d = 25, die von der Hierarchisierung am deutlichsten profitieren. Das Bild kehrt sich fu¨r antihierar-
chisierte Graphen gerade um: Knoten mit sehr kleinem und sehr großem Grad vergro¨ßern ihr Eigengewicht
im Laufe der Modifikationstiefe, wa¨hrend Knoten mittleren Grades an Gewicht verlieren. Fu¨r die Rando-
misierung ist, wie zu erwarten, keine klare Tendenz erkennbar, auch wenn die vornehmlich verringerten
Gewichte fu¨r Knoten mittleren Grades, wie schon in Abbildung 1.7, auf eine Verwandtschaft des Prozesses
mit der Antihierarchisierung hinweisen.
Die Auswirkung der Modifikationen auf die Inverse participation ratio der Eigengewichte ist bei einer so
heterogenen Vera¨nderung des Vektors nicht leicht vorauszusagen. Abbildung 1.9 zeigt die entsprechenden
Werte von zehn Durchla¨ufen fu¨r 200maliges Hierarchisieren, Randomisieren und Antihierarchisieren eines
skalenfreien Graphen. Offensichtlich ist der Zielgraph der Hierarchisierungsroutine nicht die Struktur, die
die Eigengewichte auf wenige Knoten konzentriert. Vielmehr zeigt Abbildung 1.9a, dass maximale Werte
der Inverse participation ratio fu¨r antihierarchisierte Graphen auftreten. Allerdings unterliegen die aus die-
sem Protokoll resultierenden PF-Eigenvektoren großen Schwankungen: Die Werte der antihierarchisierten
Graphen liegen sowohl unter als auch u¨ber dem Wert des Ausgangsgraphen und fluktuieren auch wa¨hrend
eines einzelnen Durchgangs enorm. Ein a¨hnliches Bild zeigt sich fu¨r das Randomisierungsprotokoll, al-
lerdings werden dort keine maximalen Werte fu¨r die Inverse participation ratio erzielt. Das Hierarchisie-
rungsprotokoll ist dagegen extrem stabil: Mit nur kleinen Schwankungen nimmt die Inverse participation
ratio des zugeho¨rigen PF-Eigenvektors monoton ab. Dass es sich bei dem Ergebnis nicht um ein Einzel-
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Abb. 1.8. ¨Anderung der Eigengewichte xmodi − xi gegen den Grad di fu¨r die drei Modifikationsschemata Hierarchisie-
rung (a), Randomisierung (b) und Antihierarchisierung (c).
symptom handelt, zeigt Abbildung 1.9b: Hier sind die mittleren Werte fu¨r 10 skalenfreie Graphen mit den
zugeho¨rigen Standardabweichungen dargestellt.
Aus einer dynamischen Perspektive ist dieses Ergebnis u¨berraschend, denn es sind gerade nicht die hier-
archisierten Graphen mit den zentralen Hubs, die bei dem linearen, additiven Anregungsprozess aus Glei-
chung (1.1) zu einer maximalen Konzentration der Anregung an einzelnen Knoten fu¨hren. Dagegen scheint
im Rahmen der hier diskutierten Randomisierungen eine spezielle Klasse von antihierarchisierten Gra-
phen das zentralisierteste Substrat fu¨r Prozesse wie die Potenzmethode zu sein. Es bleibt zu untersuchen,
inwiefern diese im Sinne einer dynamischen Anregungskonzentration optimalen Strukturen topologisch
charakterisierbar sind: Ob sich beispielsweise die Entstehung modularer Substrukturen oder eine minimale
Wegla¨nge im Graphen als bestimmende Kenngro¨ße fu¨r die beobachtete maximierte Konzentration der Ei-
gengewichte identifizieren lassen. Ebenso interessant wa¨re die Untersuchung der individuellen Beitra¨ge der
Knoten im Graphen, die Korrelation zwischen Eigengewicht und topologischer Position fu¨r einen Graphen
mit maximierter Inverse participation ratio. Ein aktueller Beitrag von Restrepo et al. (2006) charakteri-
siert Knoten und Kanten mittels ihrer dynamischen Wichtigkeit. Damit ist die Gro¨ße der ¨Anderung des
PF-Eigenwerts nach Entfernen des Knotens oder der Kante gemeint. Eigengewicht und dynamische Wich-
tigkeit sind eng miteinander verknu¨pft.
Einen Erkla¨rungsansatz liefert der Vergleich des Pha¨nomens mit der Theorie der Zufallsmatrizen (engl.
random matrix theory). Seit Wigners wegweisenden Arbeiten (siehe Wigner, 1967) werden in der Quanten-
mechanik die Spektren von Zufallsmatrizen mit charakteristischen Symmetrien verwendet, um statistische
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Abb. 1.9. Inverse participation ratio gegen Grad-Grad-Korrelationen fu¨r Hierarchisierung (blau), Randomisierung
(gru¨n) und Antihierarchisierung (hellblau). (a) zeigt 10 Durchga¨nge mit je 200 Einzelmodifikationen eines skalen-
freien Ausgangsgraphen mit 200 Knoten und 400 Kanten. Pro Durchgang und Modifikation wird dabei jede Kante im
Mittel einmal umgelegt. In (b) sind die gemittelten Werte mit der zugeho¨rigen Standardabweichung der 10 Durchga¨nge
fu¨r zehn verschiedene skalenfreie Anfangsgraphen dargestellt.
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Aussagen u¨ber die Energieniveaus komplexer Systeme zu machen (Guhr et al., 1998). Bei zweidimensio-
nalen Quantengasen, deren spezielle Eigenschaften in Feldeffekt-Transistoren genutzt werden, dient der
Formalismus zur Beschreibung von Transportpha¨nomenen (Kramer et al., 2005). Delokalisierte System-
zusta¨nde finden sich dort in einer homogenen Verteilung potentieller Gitterenergien. Aus dieser Perspektive
la¨sst sich der Verlauf der Inverse participation ratio in Abbildung 1.9 verstehen: Hierarchisierte Graphen
fu¨hren zu geordneten Nachbarschaften mit den gro¨ßten Graden im Zentrum und einem abfallenden Gra-
dienten der Zahl von Nachbarn zu den Ra¨ndern des Graphen hin. In diesen lokal homogenisierten Um-
gebungen kommt es zu Delokalisierung, zur Verteilung der Energie auf weite Bereiche des Systems. In
antihierarchisierten Graphen dagegen sind die Hubs von Knoten mit sehr wenigen Nachbarn umgeben. Die
Lokalisierung der zu verteilenden Energie ist dann maximal. Je weiter sich die Hubs im Graphen im Lau-
fe der Antihierarchisierung voneinander trennen ko¨nnen, desto inhomogener ist die Gro¨ßenverteilung der
Komponenten des PF-Eigenvektors und entsprechend gro¨ßer die Inverse participation ratio.
2Automaten und Muster
2.1 Elementare zellula¨re Automaten auf Graphen
2.1.1 Hintergrund
Die Modellierung interagierender dynamischer Systeme fu¨hrt auf Ansa¨tze beliebiger Komplexita¨t. Ein Sys-
tem von gekoppelten Differentialgleichungen beispielsweise erlaubt die Parametrisierung jeder individuel-
len Wechselwirkung, jedoch mit dem Nachteil, dass der charakterisierende Parameterraum hochdimensional
und damit unu¨bersichtlich wird. Um kooperative Effekte zu beschreiben, genu¨gen u¨berraschend einfache
Interaktionsmodelle. Ein typisches Beispiel ist ein rudimenta¨res Waldbrandmodell, das forest-fire model
von Bak et al. (1990), das ein Minimalmodell eines erregbaren Systems darstellt. Jede Zelle kann einen der
drei Zusta¨nde ’Leer’, ’Baum’, oder ’Feuer’ annehmen. Die ¨Uberga¨nge zwischen den einzelnen Zusta¨nden
werden durch Wahrscheinlichkeiten und die Zusta¨nde der Nachbarzellen bestimmt. Drossel und Schwabl
(1992) konnten zeigen, dass das System mit der Einfu¨hrung eines Rauschterms, der Ba¨ume zufa¨llig in den
Zustand ’Feuer’ versetzt, typische Merkmale selbstorganisierter Kritizita¨t zeigt. Verlegt man dieses Mo-
dell nun von der zweidimensionalen Ebene auf einen Graphen (Graham und Matthai, 2003; Mu¨ller-Linow
et al., 2006), so stellen sich aus dem Zusammenspiel von Topologie und Dynamik weitere Fragen: Inwieweit
beeinflusst die Topologie den Verlauf der Dynamik und welche Informationen liefern dynamische Observa-
blen u¨ber die Architektur des Netzwerks? Mit der Verwendung relativ einfacher dynamischer Regeln ergibt
sich so die Chance, die systematische Wirkung topologischer Eigenschaften auf dynamische Kenngro¨ßen
zu verstehen.
Es gibt formal noch einfacher strukturierte Modelle, die die Abha¨ngigkeiten zwischen Dynamik und To-
pologie offenbaren: Bina¨re Dynamiken, in denen die einzelnen dynamischen Elemente nur zwei Zusta¨nde
annehmen ko¨nnen und diese in Abha¨ngigkeit ihrer Nachbarn a¨ndern. Zwei prominente Beispiele mit langer
Tradition in der Komplexita¨tsforschung sind zellula¨re Automaten und Boolesche Netzwerke. Beide Modelle
lassen sich als dynamische Sonde verstehen, als ein ku¨nstlicher Prozess, der den dynamischen Mo¨glich-
keitsraum eines Graphen vermisst.
Zellula¨re Automaten (engl. cellular automata, CA) gehen zuru¨ck auf Ideen von Neumanns zuru¨ck, der
ku¨nstliche, sich selbst reproduzierenden Systeme untersuchen wollte (von Neumann, 2001). Eine erste Blu¨te
erlebten CAs mit der Verbreitung von Computern, der visuellen Faszination dynamischer Strukturen wie in
Conways Game of Life und den ersten Arbeiten Wolframs (1983), der die statistischen Eigenschaften ein-
facher CAs beschrieb. Inzwischen haben sich CAs als Abstraktion komplexer Systeme etabliert (eine ¨Uber-
sicht biologischer Anwendungen geben Ermentrout und Edelstein-Keshet, 1993; Deutsch und Dormann,
2005) und erfreuen sich kontroverser Beitra¨ge und Debatten (Wolfram, 2002; Gray, 2003; Hayes, 2002;
Giles, 2002; Hayes, 2002). In den letzten Jahren ist ein versta¨rktes Interesse der theoretischen Biologie an
CAs zu beobachten (siehe z.B. Peak et al., 2004; Sawai et al., 2005). Die Logik solcher Untersuchungen
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ist meist, lokale Beobachtungen mittels der Maschinerie der CAs auf ihre Auswirkungen auf die globale
Systemorganisation zu befragen.
Ein eindimensionaler zellula¨rer Automat besteht aus einer Kette von N linear angeordneten Zellen mit dis-
kreten Zusta¨nden, die sich in diskreten Zeitschritten entwickeln. Der Zustand xi einer Zelle i zum Zeitpunkt
t ha¨ngt ausschließlich von den Zusta¨nden der Nachbarzellen von i und dem eigenen Zustand zum Zeitpunkt
t− 1 ab. Die Gro¨ße der Nachbarschaft erstreckt sich je nach Definition auf die beiden na¨chsten, u¨berna¨chs-
ten etc. Nachbarn eines Knoten, ist also streng lokal. Alle Zellen werden nach der gleichen Regel synchron
in der Zeit entwickelt. Die einfachsten zellula¨ren Automaten heißen elementare CAs: Die Nachbarschaft
eines Knoten umfasst die beiden na¨chsten Nachbarn, der Zustandsraum ist bina¨r, xi ∈ {0, 1} ∀ i. Eine Re-
gel definiert den Zustand des zentralen Knotens fu¨r jede der 23 = 8 mo¨glichen 3er-Nachbarschaften zum
na¨chsten Zeitpunkt, sodass insgesamt 28 = 256 elementare CAs existieren, die anhand der zugrundeliegen-
den Regelnummer 0 – 255 identifiziert werden ko¨nnen (siehe Abbildung 2.1, obere Zeile, fu¨r ein Beispiel
zur Regelnomenklatur). Eine Untermenge der elementaren CAs sind die sogenannten außer-totalistischen
(engl. outer totalistic) CAs, bei denen der Zustand jeder Zelle nur von der Summe der beiden Nachbar-
zusta¨nde (0, 1 oder 2) sowie dem eigenen Zustand (0 oder 1) zum vorhergehenden Zeitpunkt abha¨ngt.
Diese Untermenge besteht aus 23×2 = 64 Elementen.
Boolesche Netzwerke wurden 1969 von Kauffman als dynamische Modelle von Genregulationsnetzen ein-
gefu¨hrt. Kauffman identifizierte die Attraktoren seiner Modelle, also die Zusta¨nde des Systems, gegen die
viele andere Zusta¨nde im Laufe der Zeit evolvieren, mit den verschiedenen mo¨glichen Zusta¨nden von Zel-
len. Tatsa¨chlich fand er Parallelen zwischen der speziesspezifischen Anzahl der Gene und der entsprechen-
den Anzahl verschiedener Zelltypen der Spezies. Auch wenn diese historischen Ergebnisse sowohl durch
neuere Erkenntnisse u¨ber die Genomgro¨ße als auch durch die Skalierungseigenschaften der Zahl der At-
traktoren mit der Anzahl der Knoten des zugrundeliegenden Graphen relativiert werden mu¨ssen, erlebt das
Modell seit einigen Jahren eine Renaissance. Zum einen lassen sich konkrete Voraussagen mit neuen bio-
logischen Daten von Regulationsnetzwerken und Zellzusta¨nden vergleichen (Kauffman et al., 2003b, 2004;
Li et al., 2004), zum anderen erlauben Simulationen die ¨Uberpru¨fung analytischer Vorhersagen zur Attrak-
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Abb. 2.1. Die Regel (0, 1, 0) mit κ = 1/2 des in Gleichung (2.3) definierten GCA-Formalismus in der Ausformulierung
als zellula¨re Automaten (CA) Regel 90 (oben) auf einem regula¨ren Graphen, sowie als N −K Modell mit Regelnum-
mer 7 (unten) auf einem zufa¨lligen Graphen. Daneben sind typische Raumzeitmuster der Regeln auf den Graphen mit
zufa¨lligen Anfangsbedingungen zu sehen. Zur CA-Regelnomenklatur: Die acht verschiedenen 3er-Nachbarschaften
werden in der Reihenfolge ihrer Gro¨ße als bina¨re Zahlen geordnet. Die Transformationsregel jeder Nachbarschaft
(z.B. 011 → 1) fu¨hrt auf eine Reihe von acht Zahlen, die, bina¨r gelesen, die Regelnummer sind (00000000 ≡ 0,
01011010 ≡ 90, etc.). Zur N − K Regelnomenklatur: Die Zusta¨nde der beiden Nachbarn eines Knotens werden
gema¨ß ihrer bina¨ren Gro¨ße geordnet. Kauffman (1969) nummeriert die 16 mo¨glichen Regeln von 1 bis 16 durch (0000
≡ 1, 0110 ≡ 7, etc.).
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torraumstruktur komplexer Netze (Samuelsson und Troein, 2003; Socolar und Kauffman, 2003; Drossel,
2005; Klemm und Bornholdt, 2005; Drossel et al., 2005). Das klassische N − K Modell zufa¨lliger Boo-
lescher Netze (englisch random Boolean networks, RBN) beschreibt die Zeitentwicklung von N Knoten
mit bina¨rem Zustandsraum und je K zufa¨llig ausgewa¨hlten Nachbarn unter zufa¨lligen Booleschen Regeln.
Die Architektur des Systems ist also ein gerichteter Graph mit δ-fo¨rmiger Gradverteilung der eingehenden
Kanten, und binomialverteilten Ha¨ufigkeiten fu¨r die Zahl ausgehender Kanten. Zu Beginn wird fu¨r jeden
Knoten individuell eine Boolesche Regel bestimmt, die auf den Zusta¨nden der Ausgangsknoten der ein-
gehenden Kanten operiert. Diese Zuweisung bleibt wa¨hrend der synchronen Zeitentwicklung des Systems
unvera¨ndert. Erweiterungen und Abwandlungen, sowie eine Vielzahl von Anwendungen des Kauffman-
schen N −K Modells beschreiben Aldana et al. (2003).
2.1.2 Definition
Der CA-Formalismus la¨sst sich auf Graphen transferieren. Ein Graph wird dabei durch seine Adjazenz-
matrix A repra¨sentiert, wie in Abschnitt 1.2 eingefu¨hrt. Fu¨r gerichtete Graphen ist A nicht symmetrisch,
die Anzahl der Nachbarn d eines Knoten ist dann die Zahl der eingehenden Kanten, di =
∑
j Aij . Der
Zustandsvektor des Systems sei ~x mit xi ∈ {0, 1}. Wir betrachten die Menge G aller dynamischen Sys-
teme mit Adjazenzmatrix A, bina¨rem Zustandsraum und Regeln ~r, G = (A, {0, 1}, ~r). Die folgenden Be-
dingungen reduzieren G auf eine Untermenge dynamischer Systeme mit einfach anzuwendenden, intuitiv
parametrisierten Regeln:
1. Die dynamischen Regeln ~r des Systems sind zeitunabha¨ngig, ~r(t) = ~r ∀ t.
2. Der Zustand xi des Knoten i zum Zeitpunkt t + 1 ha¨ngt ausschließlich vom Zustand seiner Nachbar-
knoten x(j)i und seinem eigenen Zustand zum Zeitpunkt t ab,
xi(t+ 1) = ri(xi(t), x
(1)
i (t), . . . , x
(di)
i (t)) . (2.1)
3. Die Regel ri ist isotrop, d.h. unabha¨ngig von der Reihenfolge der Nachbarn x(j)i .
4. Die Regel ri ist eine Funktion der Dichte
ρi =
1
di
∑
j
x
(j)
i =
1
di
∑
k
Aikxk (2.2)
der Nachbarzusta¨nde, sowie des Zustands xi des Knotens selbst, ri = ri(xi, ρi).
5. Alle Knoten folgen derselben Regel, ri = r ∀ i.
Um Knoten mit unterschiedlichem Grad ein vergleichbares Zeitverhalten einzuschreiben, fu¨hren wir die
Schwelle κ ein:
r(xi, ρi) : xi(t+ 1) =


a , ρi(t) < κ
b , ρi(t) = κ
c , ρi(t) > κ
(2.3)
Mit den drei Werten a, b, c und dem Schwellenwert κ ko¨nnen wir die Regeln der zellula¨ren Automaten auf
Graphen (engl. graph cellular automata, GCA) parametrisieren. Wir unterscheiden die beiden folgenden
Fa¨lle fu¨r die Werte von a, b und c: Der Zustand eines Knotens zum Zeitpunkt t+1 sei 0 oder 1, unabha¨ngig
von seinem eigenen Zustand zum vorhergehenden Zeitpunkt, oder der Zustand des Knotens bleibe konstant
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Tabelle 2.1. Die 64 elementaren, außer-totalistischen CA-Regeln zusammen mit ihrer Parametrisierung als isotro-
pe GCA-Regel (mit κ = 1/2) in der Form (a, b, c) sowie der Regelnummer im N − K Modell. In der GCA-
Parametrisierung bedeutet x die Beibehaltung und x¯ das Flippen des vorherigen Zustands.
CA GCA N −K CA GCA N −K
0 (0, 0, 0) 1 128 (0, 0, x) -
1 (x¯, 0, 0) - 129 (x¯, 0, x) -
4 (x, 0, 0) - 132 (x, 0, x) -
5 (1, 0, 0) 2 133 (1, 0, x) -
18 (0, x¯, 0) - 146 (0, x¯, x) -
19 (x¯, x¯, 0) - 147 (x¯, x¯, x) -
22 (x, x¯, 0) - 150 (x, x¯, x) -
23 (1, x¯, 0) - 151 (1, x¯, x) -
32 (0, 0, x¯) - 160 (0, 0, 1) 9
33 (x¯, 0, x¯) - 161 (x¯, 0, 1) -
36 (x, 0, x¯) - 164 (x, 0, 1) -
37 (1, 0, x¯) - 165 (1, 0, 1) 10
50 (0, x¯, x¯) - 178 (0, x¯, 1) -
51 (x¯, x¯, x¯) - 179 (x¯, x¯, 1) -
54 (x, x¯, x¯) - 182 (x, x¯, 1) -
55 (1, x¯, x¯) - 183 (1, x¯, 1) -
72 (0, x, 0) - 200 (0, x, x) -
73 (x¯, x, 0) - 201 (x¯, x, x) -
76 (x, x, 0) - 204 (x, x, x) -
77 (1, x, 0) - 205 (1, x, x) -
90 (0, 1, 0) 7 218 (0, 1, x) -
91 (x¯, 1, 0) - 219 (x¯, 1, x) -
94 (x, 1, 0) - 222 (x, 1, x) -
95 (1, 1, 0) 8 223 (1, 1, x) -
104 (0, x, x¯) - 232 (0, x, 1) -
105 (x¯, x, x¯) - 233 (x¯, x, 1) -
108 (x, x, x¯) - 236 (x, x, 1) -
109 (1, x, x¯) - 237 (1, x, 1) -
122 (0, 1, x¯) - 250 (0, 1, 1) 15
123 (x¯, 1, x¯) - 251 (x¯, 1, 1) -
126 (x, 1, x¯) - 254 (x, 1, 1) -
127 (1, 1, x¯) - 255 (1, 1, 1) 16
(x) oder werde geflippt (x¯ := 1−x), je nach dem Verha¨ltnis von ρ zu κ. Eine GCA-Regel ist somit durch die
Angabe der Parameter (a, b, c) sowie der Schwelle κ eindeutig bestimmt. Die sogenannte Mehrheitsregel
(engl. majority rule) (Moreira et al., 2004; Amaral et al., 2004) beispielsweise, bei der ein Knoten den Zu-
stand der Mehrheit seiner Nachbarn annimmt, oder aber, bei Gleichstand (ρ = 1/2), in seinem bisheringen
Zustand verbleibt, wird in unserem Formalismus auf jeder beliebigen Architektur durch (a, b, c) = (0, x, 1),
κ = 1/2 angegeben.
2.1.3 Vergleich
Wir wollen unseren Formalismus mit den elementaren CAs zur Deckung bringen. Die regula¨re CA-
Architektur u¨bersetzt sich in einen ungerichteten, bzw. bidirektionalen Graphen, mit d = 2 (siehe Ab-
bildung 2.1). Die drei mo¨glichen Werte der Dichte ρ der Nachbarzusta¨nde sind 0, 1/2, 1. Die oben ein-
gefu¨hrten 64 elementaren außer-totalistischen CA-Regeln lassen sich mit einer Schwelle κ = 1/2 bijektiv
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abbilden auf die 43 = 64 verschiedenen Mo¨glichkeiten der Belegung von (a, b, c) mit {0, 1, x, x¯}. Die Uni-
versalita¨t unseres Ansatzes beruht auf der Unabha¨ngigkeit der Regeln von den Nachbarschaftsverha¨ltnissen:
Im Gegensatz zum CA Formalismus ist die ¨Ubertragung der Regeln auf beliebig komplexe Architekturen
mo¨glich. Fu¨r gro¨ßere CA-Nachbarschaften beschra¨nkt der Ansatz aufgrund eines einzigen Schwellwertes
die Anzahl der reproduzierbaren Regeln: Nur 160 der 22×5 = 1024 außer-totalistischen Regeln eines CA
mit 5er-Nachbarschaft ko¨nnen reproduziert werden.
Dank der Unabha¨ngigkeit von der Topologie des zugrundeliegenden Graphen ist eine ¨Ubersetzung der sym-
metrischen Regeln des Kauffmanschen N −K Modells in gleicher Weise mo¨glich. Die 22 = 4 verschie-
denen Nachbarschaftskonstellationen des N − K Modells mit K = 2 sind in Abbildung 2.1 dargestellt.
Die 24 = 16 verschiedenen Booleschen Regeln dieser Konformation enthalten 23 = 8 totalistische Regeln,
die nicht zwischen den beiden Nachbarschaften (01) und (10) unterscheiden. Diese Regeln lassen sich mit
unserem GCA-Formalismus direkt durch (a, b, c) ∈ {0, 1} abbilden.
In Abbildung 2.1 ist die Interpretation der GCA-Regel (0, 1, 0), κ = 1/2, als CA und N−K Modell darge-
stellt. Die Interpretationen unterscheiden sich fundamental in der zugrundeliegenden Topologie: Zellula¨re
Automaten laufen auf regula¨ren Graphen, das N − K Modell la¨uft auf zufa¨lligen Graphen. Die daneben
dargestellten Regelspezifikationen enthalten in der ersten Zeile die jeweilige Nachbarschaft, in der zweiten
den Zustand der zentralen Zelle im na¨chsten Zeitschritt. Im Fall der Booleschen Netze bleibt der Zustand
der zentralen Zelle bei der Regelfestlegung außer acht, nur die Zusta¨nde der Nachbarn gehen ein (sofern
selbstverknu¨pfte Knoten vernachla¨ssigt werden). Daher reduzieren sich die isotropen Nachbarschaften auf
22 = 4 Fa¨lle. Rechts im Bild sind typische Raumzeitmuster zu sehen. Beide Muster sind von a¨hnlicher
Komplexita¨t, jedoch ist das Muster des N − K Modells aufgrund der zufa¨lligen Topologie deutlich un-
geordneter. Tabelle 2.1 zeigt alle 64 elementaren, außer-totalistischen CA-Regelnummern zusammen mit
ihrer Parametrisierung als GCA, sowie die Regelnummer des entsprechenden N −K Modells.
2.2 Analyse raumzeitlicher Muster
Um CAs als dynamische Sonden komplexer Netzwerke einsetzen zu ko¨nnen, mu¨ssen wir in der Lage sein,
die Antwort des Systems auf die implementierte Dynamik zu interpretieren. Die Aufzeichnung aller Sys-
temzusta¨nde als Matrix fu¨hrt zu einem Raumzeitmuster, in dem die Spalten die einzelnen Knoten, und
die Zeilen die diskrete Zeitentwicklung repra¨sentieren. Die Untersuchung der Raumzeitmuster aller ele-
mentaren CAs war einer der Ausgangspunkte fu¨r Wolframs Forschung (Wolfram, 1984). Er klassifizierte
die entstehenden Muster qualitativ nach dem Grad der Komplexita¨t und fu¨hrte die vier Wolfram-Klassen
ein. Nach diesem Schema la¨sst sich jedes Raumzeitmuster mit einer der folgenden Klassifikationen fas-
sen: homogener stationa¨rer Zustand (I), heterogener stationa¨rer Zustand oder einfache periodische Struktur
(II), chaotisches Muster (III) oder langreichweitige Korrelationen und komplexe propagierende Strukturen
(IV). Abbildung 2.2 zeigt die Raumzeitmuster einiger CAs, die typisch fu¨r die jeweilige Wolfram-Klasse
sind. Eine bemerkenswerte Interpretation der Muster stammt von Langton (1990): Mit einer geschickten
Parametrisierung der CA-Regeln, dem Langton-Parameter, konnte er zeigen, dass Klasse IV Automaten
gerade zwischen dem streng periodischen Verhalten der Klasse II Automaten, und den chaotischen Mustern
der Klasse III Automaten angesiedelt sind. Das Auffinden komplexer Strukturen an einem solchen Pha-
senu¨bergang am Rand des Chaos ist eine Eigenschaft, die sich sowohl bei CAs, als auch im N −K Modell
wiederfindet.
Die Einteilung der CAs in Wolfram-Klassen sto¨ßt, nicht nur durch ihren qualitativen Charakter, schnell
an Grenzen. Insbesondere wenn die regula¨re Topologie der zugrundeliegenden Struktur verloren geht, ist
eine Zuordnung nicht mehr unmittelbar mo¨glich. Die Raumzeitmuster in Abbildung 2.1 machen dieses
Problem deutlich: Wa¨hrend im Fall der regula¨ren CA-Architektur klar langreichweitige Muster zu erkennen
sind, ist eine solch visuelle Beurteilung im Fall des N −K Muster aufgrund der ungeordneten Topologie
nicht mo¨glich. Auf Graphen muss eine entsprechende Zuordnung auf der Analyse der einzelnen Knoten-
Zeitreihen basieren.
24 2 Automaten und Muster
Ein Analyse- und Zuordnungswerkzeug, das diese Voraussetzung erfu¨llt ist die Entropiesignatur. Wir ver-
wenden die Shannon-Entropie (Shannon, 1948) zusammen mit der Wort-Entropie (Marr und Hu¨tt, 2005), da
die Kombination dieser beiden Maße Muster verschiedener Komplexita¨t zu trennen vermag. Die Shannon-
Entropie S bezeichnet die gemittelten Entropien N individueller Entropiewerte Si, berechnet aus der
Zeitreihe des jeweiligen Knotens i,
S =
1
N
N∑
i=1
Si =
1
N
N∑
i=1
−(p0i log2 p0i + p1i log2 p1i ) . (2.4)
Dabei bezeichnen p0i und p1i die relativen Ha¨ufigkeiten der 0en und 1en in der Zeitserie von Knoten i.
Konstante Knoten fu¨hren auf Si = 0, wa¨hrend Knoten mit einer homogenen Verteilung von 0en und 1en,
also oszillatorische oder chaotische Zeitentwicklungen, maximal zu S beitragen.
Die Wort-EntropieW dient als einfaches und leicht anzuwendendes Komplexita¨tsmaß. Um die Irregularita¨t
der Zeitreihe eines Knotens i zu berechnen, za¨hlen wir die Worte der La¨nge l, d.h. Blo¨cke konstanter
Zusta¨nde. Die Wahrscheinlichkeit pli ist die Zahl der Worte mit La¨nge l, geteilt durch die Zahl aller, in der
Zeitreihe des Knotens i, gefundener Worte verschiedener La¨nge. Die Wort-Entropie W eines Musters ist
das Mittel aller individueller Entropie Werte Wi und definiert als
W =
1
N
N∑
i=1
Wi =
1
N
N∑
i=1
(
−
t∑
l=1
pli log2 p
l
i
)
. (2.5)
Stationa¨re und oszillatorische Muster, charakteristisch fu¨r die Wolfram Klassen I und II, fu¨hren auf W = 0
wa¨hrend irregula¨re und chaotische Muster große W ergeben. An dieser Stelle sei bemerkt, dass wir den
Begriff Entropie fu¨r unsere Observablen aufgrund der formalen Definition verwenden, die mit a¨hnlichen
Konzepten aus der Informationstheorie u¨bereinstimmen. Unsere Wort-Entropie beispielsweise ist ein Ver-
einfachung der von Wolfram (1983) eingefu¨hrten Block-Entropie. Eine thermodynamische Interpretation
dieser Gro¨ßen muss jedoch scheitern, da wir die Mittelwerte eines Ensembles von individuellen Entropien
betrachten. Daru¨berhinaus sei darauf hingewiesen, dass zwar S ∈ [0, 1], W jedoch nicht auf das Einheits-
intervall beschra¨nkt ist.
Abb. 2.2. Raumzeitmuster einiger CAs mit 500 Zellen und einer 11er Nachbarschaft. Die stationa¨ren Muster von a und
b lassen sich der Wolfram-Klasse I, die periodischen Strukturen von c und d der Wolfram-Klasse II zuordnen. Muster
e ist typisch fu¨r die chaotischen Muster der Klasse III. Die Muster f und g zeigen langreichweitige Korrelationen und
Muster, typisch fu¨r Klasse IV.
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Wir ko¨nnen die aus Shannon- und Wort-Entropie aufgespannte Ebene mit den Mustern einfacher CAs
eichen und so eine Korrespondenz zwischen der Entropiesignatur und den Wolfram-Klassen herstellen.
In Abbildung 2.3 ist die Entropieebene mit den Signaturen von CAs belegt. Die Muster verschiedener
Komplexita¨t trennen sich deutlich in der Ebene.
Die Analyse Boolescher Netze setzt traditionell andere Schwerpunkte. Von zentraler Bedeutung ist hier der
Attraktorraum. Fu¨r eine bestimmte Realisation desN−K Modells kann der Attraktorraum angegeben wer-
den, indem zu jedem Systemzustand der Folgezustand berechnet und ein Netzwerk aus den so verknu¨pften
2N Zusta¨nden erstellt wird. In endlichen Systemen ist ein Attraktor ein Systemzustand, oder aber ein peri-
odischer Zyklus von Zusta¨nden, der Endpunkt der Zeitentwicklung vieler anderer Zusta¨nde ist. Kauffman
interpretiert in (Kauffman, 1969) die Anzahl der Attraktoren mit den mo¨glichen Zellzusta¨nden. Der Zusam-
menhang zwischen Netzwerkgro¨ße und Anzahl der Attraktoren wurde ku¨rzlich intensiv untersucht (Drossel
et al., 2005; Samuelsson und Troein, 2003).
Reale dynamische Systeme mu¨ssen eine Vielzahl von dynamischen Aufgaben erfu¨llen. Die Speicherung
von Information, die Prozessierung bestimmter Einflu¨sse und eine gewisse Unabha¨ngigkeit gegenu¨ber
zufa¨lligen Sto¨rungen sind sicher zentral. ¨Ubertra¨gt man diese Eigenschaften auf den Attraktorraum ei-
nes dynamischen Systems, so braucht das System eine mittlere Anzahl von Attraktoren, die selektiv fu¨r
verschiedene Systemzusta¨nde und daru¨berhinaus robust gegenu¨ber Rauschen sind. Ein einfaches Maß, mit
dem sich eine solche Eigenschaft des Attraktorraums vermessen la¨sst, ist die Hamming-Distanz D. Sie gibt
die Anzahl von Unterschieden zwischen zwei bina¨ren Systemzusta¨nden ~x und ~y mittels
D(t) =
N∑
i=1
(xi(t)− yi(t))2 (2.6)
an. Der Verlauf der Hamming-Distanz ist dabei ein Maß fu¨r die Robustheit des Systems gegenu¨ber zufa¨lli-
gen Sto¨rungen, sowie fu¨r die Prozessierung a¨hnlicher Systemzusta¨nde. Geht D(t) mit t gegen 0, so enden
die anfangs verschiedenen Zusta¨nde ~x und ~y auf dem gleichen Attraktor, wa¨chst dagegen D von einem
kleinen Wert aus exponentiell an, so entfernen sich ~x und ~y immer weiter und enden auf verschiedenen At-
traktoren. Beim N −K Modell ergibt sich eine mittlere Anzahl von Attraktoren fu¨r K = 2, den kritischen
Punkt des Modells. Eine ausfu¨hrliche Darstellung dieser Anwendung findet sich in Aldana et al. (2003).
II
II
IV
IV
III
I
W
o
rt
-E
n
tr
o
p
ie
 W
Shannon-Entropie S
0.2 0.4 0.6 0.8 1
0
1
2
3
0
a,b
c
d
e
f
g
Abb. 2.3. Die Entropie Ebene, aufgespannt durch die Shannon-Entropie S und die Wort-Entropie W . Die Ebene ist
geeicht mit den Entropiesignaturen von CAs mit 500 Knoten und einer 11er-Nachbarschaft. Die Regionen der vier
Wolfram-Klassen sind schematisch angegeben. Die Buchstaben a – g verorten die Muster aus Abbildung 2.2. Auffa¨llig
ist der deutliche ¨Ubergang der Entropien beim Wechsel von Klasse IV zu Klasse III.
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2.3 Dynamische Sonden
2.3.1 Spezielle Regeln
Wie groß ist der Einfluss der Topologie auf das Ergebnis einer bina¨ren Dynamik? Wir wollen diese Frage
mit den Konzepten aus den vorhergehenden Abschnitten untersuchen. Zuna¨chst soll die Reaktion einiger
der in Kapitel 1.3 eingefu¨hrten synthetischen Graphen auf eine spezielle GCA-Dynamik untersucht wer-
den. Wir wa¨hlen die GCA-Regel (x, 1, x¯), die als elementarer CA die Regelnummer 126 besitzt. Deren
¨Ubertragung auf beliebige Architekturen wurde bereits diskutiert (Andrecut und Ali, 2001; Matache und
Heidel, 2004). Als elementarer CA fu¨hrt diese Regel auf komplexe Muster, die der Wolfram Klasse IV
zugeordnet werden. Unklar ist jedoch, wie sich ein ¨Aquivalent dieser Regel auf CAs mit gro¨ßeren Nach-
barschaften, oder aber auf Graphen mit einem Spektrum an Graden verha¨lt. Wir implementieren die GCA-
Regel (x, 1, x¯) daher auf regula¨ren Graphen gleicher Gro¨ße, aber mit wachsender Vernetzung, sowie auf
ER-Graphen und BA-Graphen, wie in Abbildung 1.3 dargestellt. Die in Abbildung 2.4 dargestellten Raum-
zeitmuster belegen den dramatischen Einfluss der Topologie: Wa¨hrend fu¨r einen klassischen CA, d.h. eine
regula¨re Grapharchitektur mit 3er und 5er-Nachbarschaften, komplexe Muster entstehen, fa¨llt das System
mit einer 7er-Nachbarschaft nach einem kurzen Transienten, einer chaotischen Zeitentwicklung, die auf
den Attraktor fu¨hrt, in ein stationa¨res Verhalten. Ein a¨hnlicher Effekt ist fu¨r die zufa¨lligen ER-Graphen zu
beobachten, allerdings tritt er hier schon fu¨r einen mittleren Grad von d¯ = N/L = 4 auf. Die skalenfreien
Graphen zeigen ein recht robustes Verhalten gegenu¨ber der Vergro¨ßerung der Nachbarschaft, langreichwei-
tige Korrelationen scheinen jedoch nur fu¨r d¯ = 2 aufzutreten. In Matache und Heidel (2004) wird neben der
Regulärer Graph BA-GraphER-Graph
V = 200
L = 400
V = 200
L = 800
V = 200
L = 1200
Abb. 2.4. Raumzeitmuster der GCA-Regel (x, x¯, 0) auf zufa¨lligen, regula¨ren und skalenfreien Graphen gleicher Gro¨ße
(N = 200) und verschiedener Anzahl von Kanten (L = 400, 800, 1200). Fu¨r den regula¨ren Graphen (mittlere Spalte)
entspricht dies einer 3er-, 5er-, bzw. 7er-Nachbarschaft. Die ER- und BA-Graphen sind gerichtet, der regula¨re CA-
Graph seiner Natur nach ungerichtet, oder bidirektional. Wie in vorigen Darstellungen la¨uft die Zeit von oben nach
unten.
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CA-Regel 126 auch die Regel 22 diskutiert. Auch die ¨Ubertragung dieser Regel auf beliebige Architektu-
ren gelingt mit dem GCA-Formalismus. Die entsprechende Regel ist (x, x¯, 0), fu¨hrt allerdings auf den eben
diskutierten Architekturen nur bei der regula¨ren 3er-Nachbarschaft auf komplexe, ansonsten auf primitive
Muster.
In Marr und Hu¨tt (2005) haben wir den Einfluss struktureller ¨Anderungen auf die Entropiesignatur der
entstehenden Muster fu¨r eine andere spezielle GCA-Regel, (x, x, x¯) systematisch untersucht. Wir zeigen
dort, dass durch topologische Vera¨nderungen charakteristische Pfade in der Entropie Ebene entstehen, zum
einen durch Vergro¨ßerung der Nachbarschaft, zum anderen durch das Umlegen von Kanten im Graph und
die daraus resultierende Zersto¨rung der regula¨ren Substrukturen. In einem vollsta¨ndig vernetzten Graphen
sieht jeder Knoten die gleiche Nachbarschaft, abgesehen von dem eigenen Zustand. Komplexes Verhalten
ist in einem derart gleichgeschalteten System unmo¨glich, da sich die dynamische Vielfalt auf den bina¨ren
Zustandsraum reduziert. Neben weiteren heuristischen Argumenten findet sich in Marr und Hu¨tt (2005)
auch ein analytischer Erkla¨rungsansatz fu¨r den Verlauf charakteristischer Pfade.
2.3.2 Entropie und Grad
Inwieweit ist die Entropiesignatur einzelner Knoten mit individuellen topologischen Gro¨ßen verknu¨pft? Wir
untersuchen dazu den Einfluss der Nachbarschaftsgro¨ße auf die entstehenden Entropiewerte der komplexen
Dynamik (x, 1, x¯) auf einem skalenfreien Graphen. Dabei unterscheiden wir explizit zwischen gerichte-
ten und ungerichteten Graphen. Die GCA-Dynamik (x, 1, x¯) fu¨hrt auf einem ungerichteten skalenfreien
Graphen zu Mustern hoher Komplexita¨t. Abbildung 2.5 zeigt die Verteilungen der individuellen Shannon-
und Wort-Entropien gegen den Grad des entsprechenden Knotens. Auffa¨llig ist, dass die gro¨ßten Werte der
Wort-Entropie, also die komplexesten Zeitreihen, gerade bei Knoten mit kleinem Grad erreicht werden.
Dieses Bild a¨ndert sich bei einem gerichteten Graphen. Das BA-Schema (Baraba´si und Albert, 1999) fu¨hrt
auf ungerichtete, skalenfreie Graphen mit minimalem Grad d > 0. Um aus dem entstehenden ungerichteten
Graphen mit N Knoten und L Kanten gerichtete Graphen zu gewinnen, u¨berfu¨hren wir zuna¨chst das unge-
richtete Objekt in einen bidirektionalen Graphen mit 2L Kanten und lo¨schen dann L zufa¨llig ausgewa¨hlte
Kanten. Der entstehende Graph hat eine potenzgesetzartige Ha¨ufigkeitsverteilung eingehender und ausge-
hender Grade. Die Regel (x, 1, x¯) fu¨hrt auf diesem gerichteten Objekt zu einer ganz anderen Dynamik,
wie die Spektren der Entropien gegen die Zahl eingehender (din) und ausgehender (daus) Kanten in Ab-
bildung 2.6 zeigen. Wie zu erwarten sind sowohl Si als auch Wi gleich 0 fu¨r Knoten mit din = 0. Diese
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Abb. 2.5. Shannon-Entropie Si (links) und Wort-Entropie Wi (rechts) gegen den Grad di der 500 Knoten eines unge-
richteten BA-Graphen mit skalenfreier Gradverteilung und 1000 Kanten. Nach Initialisierung mit zufa¨lligen Anfangs-
bedingungen und einer Transientenzeit von 500 Zeitschritten werden die individuellen Zeitreihen der La¨nge 500 aller
Knoten mit den Gleichungen (2.4) und (2.5) analysiert.
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Abb. 2.6. Shannon-Entropie Si (oben) und Wort-Entropie Wi (unten) gegen die Zahl eingehender (links) und ausge-
hender (rechts) Kanten.
Knoten haben keine Nachbarn und sind deshalb u¨ber den gesamten Zeitverlauf hinweg in ihrem zufa¨lli-
gen Anfangszustand. Daneben gibt es aber auch andere Knoten mit verschwindenden Entropiewerten und
nichtverschwindendem eingehenden Grad. Bemerkenswert ist daru¨berhinaus das Fehlen jeder Korrelation
zwischen Entropie und Grad, sowie die ¨Ahnlichkeit der Verteilungen fu¨r ein- und ausgehenden Grad.
2.3.3 Das topologische Potential
Der oben entwickelte Formalismus erlaubt die Anwendung einfacher Regeln auf beliebigen Architekturen
und damit eine ¨Ubersetzung verschiedener Sprachen dynamischer Modelle. Neben der Fragestellung ’Wie
reagiert eine bestimmte Dynamik auf Vera¨nderungen in der Topologie?’ erlaubt der universelle Charakter
von (2.7) auch die Untersuchen der Frage ’Wieviel komplexe Dynamik ist auf einer bestimmten Topo-
logie im Vergleich zu anderen Topologien mo¨glich?’. Die Variation des Schwellenparameters κ in (2.7)
ermo¨glicht im Prinzip die Implementierung aller bina¨ren Automaten mit singula¨rer Schwelle unter den in
Abschnitt 2.1.2 formulierten Bedingungen und damit eine generelle Beurteilung des Potentials einer Topo-
logie als Substrat einer Dynamik.
Wir wollen zuna¨chst den ¨Ubergang von einer regula¨ren zu einer zufa¨lligen Topologie und die damit verbun-
denen dynamischen Konsequenzen schrittweise nachvollziehen. Dazu erzeugen wir einen bidirektionalen,
regula¨ren Graphen und vertauschen schrittweise die Kanten zweier verbundener Knotenpaare (der Ran-
domisierungsprozess wurde in Abschnitt 1.4 eingefu¨hrt). Wir implementieren auf jedem der entstehenden
Graphen alle 64 GCA-Regeln (und damit auf der regula¨ren Struktur alle elementaren, außer-totalistischen
CAs) und analysieren die entstehenden Raumzeitmuster bezu¨glich ihrer Entropiesignatur sowie den Ver-
lauf der Hamming-Distanz zweier a¨hnlicher Anfangszusta¨nde. Dabei mitteln wir sowohl u¨ber die verschie-
denen zufa¨lligen Anfangsbedingungen, als auch u¨ber die verschiedenen Realisationen der randomisierten
Graphen.
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Abb. 2.7. Einfluss der Randomisierung eines regula¨ren, bidirektionalen Graphen mit 200 Knoten und 400 Kanten
auf dynamische Observablen. In (a) ist die Hamming-Distanz D nach 200 Zeitschritten zweier Anfangszusta¨nde mit
D(t0) = 2 fu¨r verschiedene Randomisierungstiefen und alle 64 GCA-Regeln aus Tabelle 2.1 gezeigt. Dabei wurde
pro Randomisierungsschritt u¨ber 10 Graphenrealisierungen und 10 Anfangsbedingungen gemittelt. In (b) zeigen wir
die entsprechenden Pfade der Entropiesignatur der 64 Regeln. Zur ¨Ubersichtlichkeit sind die GCA-Regeln mit Zahlen
kodiert, wobei 2 ≡ x und 3 ≡ x¯, und somit zum Beispiel 210 der GCA-Regel (x, 1, 0) entspricht.
In 2.7 sind Observablen der dynamischen Verla¨ufe der 64 Regeln aus Tabelle 2.1 unter Randomisierung
eines regula¨ren Ausgangsgraphen zusammengefasst. Abbildung 2.7a zeigt die mittlere Hamming-Distanz
gegen die durchgefu¨hrten Randomisierungsschritte, Abbildung 2.7b zeigt die entsprechenden Positionen
in der Entropieebene. Wa¨hrend sich die Observablen einiger Regeln kaum oder u¨berhaupt nicht a¨ndern,
reagieren andere auf die sich vera¨ndernde Topologie und beschreiben extreme Exkurse. Die GCA-Regeln
(x, 1, 0) und (1, 0, x) beispielsweise zeigen auf dem regula¨ren Graphen stationa¨re Muster (S = W =
D = 0), die mit zunehmender Randomisierungstiefe chaotisch werden. Neben dem Verhalten der einzelnen
Regeln unter einer vera¨nderten Topologie zeigt Abbildung 2.7 außerdem einige, dem GCA-Formalismus
eingeschriebene Symmetrien.
Vera¨nderungen in der Entropiesignatur gehen meist mit vera¨nderten Hamming-Distanzen einher. Nichts-
destotrotz beschreibt natu¨rlich jede Observable eine bestimmte Facette der dynamischen Antwort des Sys-
tems. Wir wollen eine Mischung der drei Gro¨ßen verwenden, um das topologische Potential zu bestim-
men, d.h. die Menge an komplexer Dynamik, die eine bestimmte Topologie fa¨hig ist zu generieren. Da-
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Abb. 2.8. Anzahl der chaotischen Raumzeitmuster (A) und komplexen Raumzeitmuster mit mittlerer Rauschsensibilita¨t
(B) in Abha¨ngigkeit der Randomisierungstiefe. Die genauen Bedingungen der Untermengen sind A: W > 1, D¯ > 50
und B: S > 0, W > 0, 2 < D¯ < 60.
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zu za¨hlen wir fu¨r jede Topologie die Regeln, die Observablen mit bestimmten Eigenschaften hervorbrin-
gen. In Abbildung 2.8 ist die Anzahl von Regeln mit den Eigenschaften A: W > 1, D¯ > 50 und B:
S > 0, W > 0, 2 < D¯ < 60 gegen die Randomisierungstiefe des regula¨ren Graphen dargestellt. Wir
filtern damit Regeln mit chaotischen Raumzeitmustern (A) und Regeln mit komplexen Raumzeitmustern
und einer mittleren Rauschsensibilita¨t (B). Im ersten Fall wa¨chst die Zahl der Regeln mit der Randomisie-
rungstiefe, im zweiten Fall scheint eine Architektur mit regula¨ren Nachbarschaften und einigen Shortcuts
im System, sogenannte Small-world-Graphen (Watts und Strogatz, 1998), optimal zu sein.
2.4 Verallgemeinerungen
2.4.1 Nichtsingula¨re Schwelle
Die GCA-Definition in (2.3) beinhaltet eine singula¨re Schwelle: Nur wenn die Dichte ρ der Nachbar-
zusta¨nde genau gleich dem Schwelleparameter κ ist, wird der Zustand b angenommen. Bei regula¨ren Gra-
phen, insbesondere solchen mit d = 2, macht sich dieser singula¨re Charakter nicht bemerkbar: Die drei
mo¨glichen Nachbarschaftsdichten 0, 1/2, 1 werden mit den Parametern a, b, c gerade abgedeckt. Betrach-
tet man jedoch Graphen mit heterogener Gradverteilung, so werden beispielsweise Knoten mit ungerader
Anzahl von Nachbarn gewisse Dichtewerte, wie z.B. ρ = 0.5, niemals erreichen. Will man den Forma-
lismus (2.3) auf Graphen mit heterogener Gradverteilung sinnvoll u¨bertragen, so bietet sich entweder eine
Vereinfachung durch a = b (siehe Abschnitt 3.2.1 fu¨r eine Anwendung dieser Variante), oder aber eine Er-
weiterung des Formalismus durch die Einfu¨hrung einer zweiten Schwelle, und damit eine intervallbezogene
Regeldefinition, an:
r(xi, ρi, κ) : xi(t+ 1) =


a , ρi(t) < κ1
b , κ1 ≤ ρi(t) ≤ κ2
c , ρi(t) > κ2
(2.7)
Wir wollen mit diesem verallgemeinerten Ansatz das Potential fu¨r komplexe Dynamik von Zufallsgraphen
vergleichen. Wir erzeugen dazu einen gerichteten Zufallsgraphen nach dem BA-Prinzip, wie in Abschnitt
2.3.2 beschrieben. Die Gradverteilungen der eingehenden und ausgehenden Kanten zeigen dann beide den
potenzgesetzartigen Abfall, der charakteristisch fu¨r skalenfreie Graphen ist. Durch das selektive Umlegen
der Anfa¨nge, bzw. Enden der gerichteten Kanten ko¨nnen die beiden Gradverteilungen unabha¨ngig vonein-
ander modifiziert werden. Bei entsprechend vielen Rewiring-Schritten entstehen so Graphen mit beispiels-
weise binomialverteilter Ha¨ufigkeitsverteilung eingehender Kanten und skalenfreier Ha¨ufigkeitsverteilung
ausgehender Kanten. Der Einfluss der Gradverteilung kann mit der dynamischen Sonde (2.7) vermessen
werden. Wir wa¨hlen dazu das Intervall [κ1, κ2] und implementieren die Automaten der 64 Regelrealisa-
tionen, die der Wahl von (a, b, c) entsprechen. Nach der Mittelung u¨ber Anfangszusta¨nde und Graphen-
realisationen la¨sst sich die Kapazita¨t der verschiedenen Architekturen zur Erzeugung komplexer Dynamik
miteinander vergleichen. Abbildungen 2.9a-c zeigen die Differenzen der Entropiesignaturen zwischen ge-
richteten BA-Ursprungsgraphen und modifizierten Graphen, bei denen sowohl Anfangs- und Endknoten
(a), nur Endknoten (b) und nur Anfangsknoten (c) der Kanten umgelegt wurden. Wa¨hrend die meisten der
64 Regeln in allen drei Fa¨llen keine dynamischen Unterschiede in den verschiedenen Topologien hervorru-
fen, fu¨hren einige Regeln je nach Architektur zu positiven oder negativen Differenzen. Dies sind komplexe
Dynamiken, mit denen sich als dynamische Sonden der Einfluss der Graphentopologie vermessen la¨sst.
Der erweiterte GCA-Formalismus stellt eine Vielzahl verschiedener Dynamiken auf beliebigen Architektu-
ren bereit. Mit (2.7) kann untersucht werden, inwieweit die Eigenschaften eines dynamischen Systems von
der Implementierung einer bestimmten Regel abha¨ngen. Die Dynamik aus Li et al. (2004) – im wesent-
lichen die Mehrheitsregel zusammen mit einer zusa¨tzlichen Bedingung –, die zu einem robusten Attrak-
torraum fu¨r den Hefe-Zellzyklus fu¨hrt, kann mo¨glicherweise mit mehreren GCA-Regeln erzeugt werden.
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Abb. 2.9. Das Potential fu¨r komplexe Dynamik verschiedener Zufallsgraphen im Vergleich. Wir implementieren alle
64 GCA-Regeln aus (2.7) mit [κ1, κ2] = [1/3, 2/3] auf gerichteten BA-Graphen und drei modifizierten Topologi-
en und berechnen die Differenzen der entsprechenden Entropiesignaturen. In (a) legen wir 4000 Kanten um, indem
wir entweder den Anfangs- oder den Endknoten zufa¨llig neu zuweisen. In (b) und (c) modifizieren wir selektiv End-
bzw. Anfangsknoten. Wir mitteln u¨ber je 100 Anfangsbedingungen bei 10 Graphenrealisationen. Die gro¨ßten negativen
Entropiedifferenzen tauchen im Fall (a) auf, positive Differenzen ausschließlich im Fall der Binomialverteilung der
eingehenden Grade (b).
Es ist aber ebensogut mo¨glich, dass der Attraktorraum zufa¨llig aus einer sehr speziellen Regel auf einem
Netz mit entsprechendem Design entsteht. Die Robustheit einer Dynamik gegenu¨ber Schwankungen der
Schwellenparameter ist fu¨r ein realistisches Modell sicherlich zu fordern und ko¨nnte diese Frage kla¨ren
helfen. Untersuchungen wie die von Amaral et al. (2004), wo der Einfluss von Rauschen und Shortcuts auf
die globalen dynamischen Systemeigenschaften untersuchte werden, ko¨nnen mit dem erweiterten GCA-
Formalismus umfassender, vollsta¨nder und gleichzeitig einfacher durchgefu¨hrt werden. Die komplizierte
Regelnomenklatur bei der ¨Ubertragung Boolescher Regeln auf Graphen (wie in Amaral et al., 2004) ver-
deutlicht den Vorteil von (2.7): Die Parametrisierung mit den Schwellen κ1 und κ2 sowie den Zuweisungen
a, b, c ist leicht handhabbar und ordnet a¨hnliche Regeln in natu¨rlicher Weise.
2.4.2 Dynamisches Rauschen
Der Effekt von Shortcuts auf den Informationstransport und die mittlere Wegla¨nge eines Netzwerks wurde
bereits von Watts und Strogatz (1998) bei der Einfu¨hrung der Small-world-Graphen diskutiert. Die Wirkung
solcher topologischer Sto¨rungen auf die Musterbildungseigenschaften eines Systems und der Vergleich mit
Sto¨rungen der Dynamik haben wir in Marr und Hu¨tt (2006) untersucht. Wir stellen dort dynamisches Rau-
schen, also zufa¨llige Fehler der Regelprozessierung, wie sie in realen Systemen allgegenwa¨rtig sind, topo-
logischem Rauschen, also Sto¨rungen einer regula¨ren Architektur, gegenu¨ber. Die Erweiterung des GCA-
Formalismus (2.3) um zufa¨lliges Rauschen kann auf verschiedene Weise erfolgen. In Marr und Hu¨tt (2006)
definieren wir die dynamische Rauschsta¨rke η als die Wahrscheinlichkeit, mit der der Zustand eines Nach-
barknotens in der Dichte (2.2) durch einen zufa¨lligen Wert 0 oder 1 ersetzt wird. In analoger Weise la¨sst
sich eine topologische Rauschsta¨rke η als der Bruchteil von umgelegten Kanten im System interpretieren.
Implementiert man nun eine komplexe Dynamik, beispielsweise mit der GCA-Regel (a, b, c) = (x, x, x¯)
mit κ = 0.35, so zeigt sich in den Raumzeitmustern eine frappierende Parallele zwischen dem Einfluss
der beiden Rauscharten. Abbildung 2.10a zeigt Raumzeitmuster eines gerichteten, regula¨ren Graphen mit
200 Knoten und d = 10, bei dem ein Bruchteil von η Kanten umgelegt wurden, bzw. die Zusta¨nde der
Knoten bei der Regelanwendung mit einer Wahrscheinlichkeit η durch zufa¨llige Zusta¨nde ersetzt wurden.
Die ¨Ahnlichkeit des Einflusses dieser, auf den ersten Blick, sehr verschieden Systemsto¨rungen kann mit
informationstheoretischen Maßen u¨berpru¨ft werden. In Abbildung 2.10b ist die Wort-Entropie der Raum-
zeitmuster fu¨r verschieden Rauschintensita¨ten η aufgetragen. Es zeigt sich, dass der Abfall der komplexen
Zeitreihen mit der Intensita¨t der topologischen und dynamischen Sto¨rungen in sehr a¨hnlicher Weise einher-
geht.
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Abb. 2.10. Effekt von topologischem und dynamischem Rauschen. (a) Raumzeitmuster eines gerichteten, regula¨ren
Graphen mit 200 Knoten und d = 10 mit einem Bruchteil von η umgelegten Kanten (oben), sowie einer zufa¨lligen
Zustandssubstitution in der Nachbarschaftsdichte eines Knotens mit der Wahrscheinlichkeit η (unten). (b) Abfall der
Wort-Entropie mit der Rauschintensita¨t η fu¨r die beiden verschieden Sto¨rungsformen.
Wie la¨sst sich diese ¨Aquivalenz von Rauschen in regula¨ren Systemen verstehen? Shortcuts induzieren Si-
gnale zwischen unkorrelierten Nachbarschaften in einem Graphen, die – eine komplexe Dynamik vorausge-
setzt – fu¨r die lokale Zeitentwicklung eines Knotens zufa¨lligen Charakter haben. Die Orte dieser Sto¨rungen
sind im Fall des topologischen Rauschens zwar konstant, die komplexen Dynamiken prozessieren diese
Sto¨rungen jedoch jenseits der lokalen Nachbarschaften in alle Graphenregionen und machen so die beiden
Rauschformen vergleichbar. Eine Veranschaulichung der beiden Effekte liefert Abbildung 2.11. Neben den
hier gezeigten Resultaten diskutieren wir in Marr und Hu¨tt (2006) auch das Verhalten von Rauschen bei
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Abb. 2.11. ¨Aquivalenz von topologischem und dynamischem Rauschen. (a) Nach dem Rewiring einer Kante im Gra-
phen geht zu jedem Zeitpunkt der Zustand des Knotens j in die Zeitentwicklung der Knotens i ein. Durch die Entfer-
nung der beiden Nachbarschaften entspricht dies einem zufa¨lligen Signal. Die Rauschintensita¨t steigt mit der Anzahl
der umgelegten Kanten. (b) Bei dynamischem Rauschen wird der Zustand eines zufa¨lligen Knotens mit dem Wert aus
einem Zufallsvektor ersetzt. Die Rauschintensita¨t steigt mit der Wahrscheinlichkeit fu¨r einen Substitutionsprozess.
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asynchronem Regelupdate. Die Knoten werden dabei in zufa¨lliger Reihenfolge mit neuen Werten belegt.
Mit entsprechend angepassten Analysewerkzeugen – die Wort-Entropie versagt bei asynchronem Update –
zeigt sich in solchen Systemen die gleiche ¨Aquivalenz der beiden Rauscharten.
Wir wollen den GCA-Formalismus verwenden, um eine andere Eigenschaft von Rauschen in Netzwerken
zu illustrieren: die Ausbreitung von Anregung. Dazu implementieren wir (2.7) mit (0, 1, 0) und den Inter-
vallparametern κ1 und κ2 auf einem ungerichteten, regula¨ren Graphen und untersuchen die Ausbreitung
von Anregung, die wir mit dem Zustand 1 identifizieren, im System. Abbildung 2.12a zeigt vier Raum-
zeitmuster dieser Dynamik mit steigendem Rauschparameter η = 0.001, 0.01, 0.1, 1, wobei in diesem Fall
η = 0.1 heißt, dass in einem Zeitentwicklungsschritt im Mittel jeder zehnte Knoten mit einem zufa¨llig
ausgewa¨hlten bina¨ren Zustand belegt wird. Wa¨hrend fu¨r kleine η keine Anregung durch das Netzwerk la¨uft
– der untere Schwellwert κ1 wird von keiner Nachbarschaft erreicht – treten bei η = 0.1 typische Muster
lokaler Anregung auf, die stellenweise durch das Netz propagieren. Im Fall von η = 1 ist das Raumzeit-
muster die Visualisierung von weißem Rauschen. Unter den Raumzeitmustern ist der Verlauf der Shannon-
und Wort-Entropien dargestellt. Die mittlere Wort-Entropie als Maß komplexer Muster zeigt ein Maximum
bei etwa η = 0.1. In diesem Fall ermo¨glicht also das Rauschen im System eine kollektive, propagierende
Dynamik auf dem Graphen.
In Abbildung 2.12b zeigen wir den Effekt von topologischer Unordnung auf die Ausbreitung der eben dis-
kutierten Dynamik. Wir wa¨hlen dazu den gleichen ungerichteten, regula¨ren Graphen aus Abbildung 2.12a
und implementieren die gleiche Regel (0, 1, 0), mit einer Rauschintensita¨t von η = 0.01. Diese liegt deut-
lich unter dem Wert, der eine propagierende Anregung im Gesamtsystems hervorruft. Nun sto¨ren wir die
Topologie des regula¨ren Graphen durch zufa¨lliges Umlegen von Kanten und analysieren die entstehenden
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Abb. 2.12. Der Effekt von Rauschen auf eine Anregungsdynamik. Wir implementieren die GCA-Regel (0, 1, 0) aus
Gleichung (2.7) mit den Intervallparametern κ1 = 0.25, κ2 = 0.7 auf einem regula¨ren, ungerichteten Graphen mit
200 Knoten und 400 Kanten. Abbildung (a) zeigt den Effekt von zufa¨lligen Zustandsa¨nderungen auf den Zeitverlauf der
Dynamik. Die vier Raumzeitmuster zeigen die Rauschsta¨rken η = 0.001, 0.01, 0.1, 1. Abbildung (b) zeigt den Effekt
von zufa¨lligem Umlegen von Kanten im System. Die Verteilungen der Entropiewerte, die sich aus der 100maligen
Wiederholung der Topologiea¨nderung ergeben, sind als Box-Plots dargestellt. Diese veranschaulichen die Verteilung
der Werte schematisch: Die Boxen umfassen 50% der Daten, vom unteren (Q.25) bis zum oberen (Q.75) Quartil, der
Median (Q.5) der Verteilung ist als Strich innerhalb der Box dargestellt. Die Balken, die als Whisker bezeichnet werden,
umfassen den gesamten Wertebereich der Verteilung. Die Anordnung der Boxen innerhalb der Fehlerbalken, sowie des
Medians innerhalb der Boxen veranschaulichen die Asymmetrie der zugrundeliegenden Ha¨ufigkeitsverteilung.
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Muster wiederum anhand ihrer Entropiesignatur. Die vier Raumzeitmuster in Abbildung 2.12b zeigen den
Verlauf der Dynamik fu¨r verschieden starke topologische Sto¨rungen. Die Shortcuts im System versta¨rken
das Rauschen und fu¨hren zu lokaler Anregung. Ab einer gewissen Unordnung der Topologie gelingt es
der Anregungsdynamik, sich u¨ber den gesamten Graphen auszubreiten. Die Entropiesignaturen der ent-
sprechenden Muster zeigen wiederum einen Anstieg bei mittlerer Unordnung: Das Maximum von W wird
schon bei etwa 20 Rewiring-Schritten erreicht, das sind 10% der Kanten im Graphen. Auch hier ist also
die Small-world-Architektur, d.h. lokale Nachbarschaften, die durch Shortcuts im Graphen verbunden sind,
dynamisch ausgezeichnet.
Viele reale Dynamiken sind generisch verrauscht: Stoffkonzentrationen in biologischen Netzen schwanken
zufa¨llig, Nervenzellen in neuronalen Netzen fallen aus oder arbeiten fehlerhaft, Datenbits werden durch
¨Ubertragungsfehler zufa¨llig geflippt. Dass solche Formen von Rauschen nicht nur sto¨rende Effekte haben,
sondern durchaus funktionale Bedeutung erlangen ko¨nnen, zeigt das prototypische Beispiel der stochas-
tischen Resonanz: Erst durch einen gewissen Rauschpegel in der Umgebung wird ein schwaches Signal
soweit versta¨rkt, dass es zu einer Prozessierung kommen kann. Einen ¨Uberblick zu dem Themenkomplex
geben Gammaitoni et al. (1998). Mo¨glicherweise werden in realen Systemen die Irregularita¨ten der Topo-
logie genutzt, um ein gewu¨nschtes Maß von Rauschen in der Dynamik aufrecht zu erhalten. Vom Gehirn
beispielsweise ist bekannt, dass es unter vo¨lliger Reizisolation extreme Halluzinationen hervorbringt. Diese
Form von Rauschen ko¨nnte als Signatur der komplex vernetzten, modularen Architektur des neuronalen
Netzes gelesen werden.
