Abstract. The previous functional analytic construction of the fermionic projector on globally hyperbolic Lorentzian manifolds is extended to space-times of infinite lifetime. The construction is based on an analysis of families of solutions of the Dirac equation with a varying mass parameter. It makes use of the so-called mass oscillation property which implies that integrating over the mass parameter generates decay of the Dirac wave functions at infinity. We obtain a canonical decomposition of the solution space of the massive Dirac equation into two subspaces, independent of observers or the choice of coordinates. The constructions are illustrated in the examples of ultrastatic space-times and de Sitter space-time.
Introduction
In the recent paper [10] , the fermionic projector was constructed non-perturbatively in a space-time of finite lifetime. In the present paper, we extend the construction to space-times of infinite lifetime. In order to introduce the problem, we begin with M.R. is supported by the Deutsche Forschungsgemeinschaft (DFG), RE 3471/2-1. (which by current conservation is independent of t; here ψ ≡ ψ † γ 0 is the so-called adjoint spinor). Moreover, on wave functions with suitable decay at infinity (which do not need to be solutions of the Dirac equation), we can introduce a Lorentz invariant inner product by integrating over space-time,
In [10] we proceeded by representing the space-time inner product (1.2) with respect to the scalar product (1.1) as
with a signature operator S. Then the positive and negative spectral subspaces of the operator S gave the desired splitting of the solution space into two subspaces. Unfortunately, in Minkowski space an identity of the form (1.3) makes no mathematical sense. Namely, the right side of (1.3) is defined only if ψ and φ are solutions of the Dirac equation. But on solutions, the left side of (1.3) is ill-defined because the time integral in (1.2) will in general diverge. Our method to overcome this problem is to work with families of solutions with a varying mass parameter. This can be understood most easily if one takes the spatial with suitable spinor-valued coefficients c ± , where we set ω( k, m) := | k| 2 + m 2 . For a suitable class of solutions (for example families which are smooth and compactly supported in m and x), the coefficients c ± are smooth functions of m. Since the derivative ∂ m ω( k, m) is always non-zero, the phase factors e ±itω(m, k) oscillate in m. The larger t is chosen, the faster these phase factors oscillate if m is varied. This implies that if we integrate over m by setting (pψ)(t, k) = Iψ m (t, k) dm , (
we obtain destructive interference of a superposition of waves with different phases (here I ⊂ R is an interval containing the support of c ± ( k, .)). If t is increased, the integrand oscillates faster in m, so that the integral becomes smaller. We thus obtain decay in time. This intuitive picture that oscillations in the mass parameter give rise to decay for large times is made mathematically precise by the mass oscillation property. We shall prove that, using the mass oscillation property, one can give (1.3) a mathematical meaning by inserting suitable mass integrals,
We thus obtain a family of bounded linear operators S m . For any fixed mass m, the positive and negative spectral subspaces of the operator S m give rise to a canonical decomposition of the solution space into two subspaces.
It it the main purpose of this paper to make such ideas and methods applicable in the general setting of globally hyperbolic manifolds. After the preliminaries in Section 2, we begin by stating the most general assumptions on the Dirac operator in space-time under which mass oscillations can be studied, referred to as the weak mass oscillation property (Section 3). In this setting, the operators S m cannot be defined for fixed m, but only the combination S m dm is defined as an operator-valued measure. In Section 4 we introduce stronger assumptions (the strong mass oscillation property) which ensure that the operators S m are bounded operators which are uniquely defined for any m ∈ I. We point out that we state the mass oscillation properties purely in terms of the solution spaces of the Dirac equation. This has the advantage that we do not need to make any assumptions on the asymptotic behavior of the metric at infinity. The strong mass oscillation property also makes it possible to define the fermionic projector as an integral operator with a distributional kernel.
In the last two sections we illustrate the abstract constructions by simple examples. Section 5 is devoted to the Dirac operator in ultrastatic space-times, possibly involving an arbitrary static magnetic field. We find that in this ultrastatic situation, the positive and negative spectral subspaces of the operator S m coincide precisely with the solutions of positive and negative frequency. We thus obtain agreement with the "frequency splitting" commonly used in quantum field theory. Section 6 treats the Dirac operator in the de Sitter space-time. In this case, the positive and negative spectral subspaces of the operator S m give a non-trivial interpolation between the spaces of positive and negative frequency as experienced by observers at asymptotic times t → ±∞. In all these examples, the main task is to prove the mass oscillation properties. Establishing the weak mass oscillation property will always be an intermediate step for proving the strong mass oscillation property.
We finally remark that (1.4) and (1.5) can also be written with a Dirac distribution as
Such "δ-normalizations in the mass parameter" are commonly used in the perturbative treatment (see [5, 7] and [6, §2.1] or more recently [11] ). The mass oscillation property makes it possible to give such normalizations a rigorous meaning in the nonperturbative treatment.
Preliminaries
As in [10] , we let (M, g) be a smooth, globally hyperbolic Lorentzian spin manifold of dimension k ≥ 2. For the signature of the metric we use the convention (+, −, . . . , −). We denote its spinor bundle by SM . Its fibres S x M are endowed with an inner product ≺.|.≻ x of signature (n, n) with n = 2 [k/2]−1 (where [.] is the Gauß bracket; for details see [2, 14] ), which we refer to as the spin scalar product. Clifford multiplication is described by a mapping γ which satisfies the anti-commutation relations,
We again write Clifford multiplication in components with the Dirac matrices γ j and use the short notation with the Feynman dagger, γ(u) ≡ u j γ j ≡ / u. The metric connections on the tangent bundle and the spinor bundle are denoted by ∇. The sections of the spinor bundle are also referred to as wave functions. We denote the smooth sections of the spinor bundle by C ∞ (M, SM ). Similarly, C ∞ 0 (M, SM ) denotes the smooth sections with compact support. On the wave functions, one has the Lorentz invariant inner product
The Dirac operator D is defined by
where B ∈ L(S x ) (the "external potential") can be any smooth and symmetric multiplication operator. For a given real parameter m ∈ R (the "mass"), the Dirac equation
For clarity, we always denote solutions of the Dirac equation by a subscript m. We mainly consider solutions in the class C ∞ sc (M, SM ) of smooth sections with spatially compact support. On such solutions, one has the scalar product 3) where N denotes any Cauchy surface and ν its future-directed normal (due to current conservation, the scalar product is in fact independent of the choice of N ; for details see [10, Section 2] 
Taking their difference gives the so-called causal fundamental solution k m ,
These operators can be represented as integral operators with distributional kernels; for example,
The operator k m is useful for two reasons. First, it can be used to construct a solution of the Cauchy problem:
Proposition 2.1. Let N be any Cauchy surface. Then the solution of the Cauchy problem
has the representation
Second, the operator k m can be regarded as the signature operator of the inner product (2.1) when expressed in terms of the scalar product (2.3): 3. The Weak Mass Oscillation Property 3.1. Basic Definitions. In a space-time of infinite life time, the space-time inner product <ψ m |φ m > of two solutions ψ m , φ m ∈ H m is in general ill-defined, because the time integral in (2.1) may diverge. In order to avoid this difficulty, we shall consider families of solutions with a variable mass parameter. The so-called mass oscillation property will make sense of the space-time integral in (2.1) after integrating over the mass parameter.
More precisely, we consider the mass parameter in a bounded open interval, m ∈ I := (m L , m R ). For a given Cauchy surface N , we consider a function ψ N (x, m) ∈ S x M with x ∈ N and m ∈ I. We assume that this wave function is smooth and has compact support in both variables, ψ N ∈ C ∞ 0 (N × I, SM ). For every m ∈ I, we let ψ(., m) be the solution of the Cauchy problem for initial data ψ N (., m),
Since the solution of the Cauchy problem is smooth and depends smoothly on parameters, we know that ψ ∈ C ∞ (M × I, SM ). Moreover, due to finite propagation speed, ψ(., m) has spatially compact support. Finally, the solution is clearly compactly supported in the mass parameter m. We summarize these properties by writing
where C ∞ sc,0 (M × I, SM ) denotes the smooth wave functions with spatially compact support which are also compactly supported in I. We often denote the dependence on m by a subscript, ψ m (x) := ψ(x, m). Then for any fixed m, we can take the scalar product (2.3). On families of solutions ψ, φ ∈ C ∞ sc,0 (M × I, SM ) of (3.1), we introduce a scalar product by integrating over the mass parameter,
(where dm is the Lebesgue measure). Forming the completion gives the Hilbert space (H, (.|.)). It consists of measurable functions ψ(x, m) such that for almost all m ∈ I, the function ψ(., m) is a weak solution of the Dirac equation which is square integrable over any Cauchy surface. Moreover, this spatial integral is integrable over m ∈ I, so that the scalar product (3.3) is well-defined. We denote the norm on H by . . For the applications, it is useful to introduce a subspace of the solutions of the form (3.2) Definition 3.1. We let H ∞ ⊂ C ∞ sc,0 (M × I, SM ) ∩ H be a subspace of the smooth solutions with the following properties:
(i) H ∞ is invariant under multiplication by smooth functions in the mass parameter,
We refer to H ∞ as the domain for the mass oscillation property.
The simplest choice is to set H ∞ = C ∞ sc,0 (M × I, SM ) ∩ H, but in some applications it is preferable to choose H ∞ as a proper subspace of C ∞ sc,0 (M × I, SM ) ∩ H. Our motivation for considering a variable mass parameter is that integrating over the mass parameter should improve the decay properties of the wave function for large times (similar as explained in the introduction in the vacuum Minkowski space). This decay for large times should also make it possible to integrate the Dirac operator in the inner product (2.1) by parts without boundary terms, <Dψ|φ> = <ψ|Dφ> , implying that the solutions for different mass parameters should be orthogonal with respect to this inner product. Instead of acting with the Dirac operator, it is technically easier to work with the operator of multiplication by m, which we denote by
In view of property (ii) in Definition 3.1, this operator leaves H ∞ invariant,
Moreover, T is a symmetric operator, and it is bounded because the interval I is,
Finally, integrating over m gives the operation
The next definition should be regarded as specifying the minimal requirements needed for the construction of the fermionic projector (stronger assumptions which give rise to additional properties of the fermionic projector will be considered in Section 4 below). (a) For every ψ, φ ∈ H ∞ , the function ≺pφ|pψ≻ is integrable on M . Moreover, for any ψ ∈ H ∞ there is a constant c(ψ) such that
Clearly, in a given space-time one must verify if the assumptions in this definition are satisfied. Before explaining in various examples how this can be done (see Sections 5 and 6), we now proceed by working out the consequence of the weak mass oscillation property abstractly.
3.2.
A Self-Adjoint Extension of S 2 . In view of the inequality (3.5), every ψ ∈ H ∞ gives rise to a bounded linear functional on H ∞ . By continuity, this linear functional can be uniquely extended to H. The Riesz representation theorem allows us to represent this linear functional by a vector u ∈ H, i.e.
Varying ψ, we obtain the linear mapping
This operator is symmetric because
Moreover, (3.6) implies that the operators S and T commute,
For the construction of the fermionic projector we need a spectral calculus for the operator S. Therefore, we would like to construct a self-adjoint extension of the operator S. A general method for constructing self-adjoint extensions of symmetric operators is provided by the Friedrichs extension (see for example [16, §33.3] ). Since this method only applies to semi-bounded operators, we are led to working with the operator S 2 . We thus introduce the scalar product
Clearly, the corresponding norm is bounded from below by the norm . . Thus, forming the completion gives a subspace of H,
this operator is self-adjoint. The operator T maps D(S 2 ) to itself and commutes with S 2 ,
Proof. The self-adjointness of S 2 follows exactly as in the standard construction of the Friedrichs extension (see for example [16, Theorem 33.3.4] for the operator
. Thus let u ∈ D(S 2 ). Then u ∈ H S 2 , so that by definition (3.8) there is a series u n ∈ H ∞ which converges to u in the topology given by .|. S 2 . Next, for any φ ∈ C ∞ sc,0 (M × I, SM ), we have the inequality
showing that the operator T is also bounded on H S 2 . As a consequence, the series T u n converges in H S 2 to T u. Moreover, it follows from (3.4) and (3.7) that
(3.10)
Taking the limit n → ∞, it follows that
We conclude that T u ∈ D(S 2 ). To prove (3.9), we first evaluate the operator product on u n . Then we know from (3.10) and (3.4) that S 2 T u n = T S 2 u n . Taking the limit n → ∞ gives the result.
The property (3.9) together with the fact that T is bounded guarantees that the resolvents of S 2 commutes with T . More specifically,
The operators (S 2 − i) −1 and T are both normal and bounded and commute with each other. The spectral theorem for bounded commuting normal operators (see for example [16, Sections 18 and 31.6] , also cf. [17, Section VIII.5]) implies that there is a spectral measure E on σ(S 2 ) × I such that 
This makes it possible to introduce the fermionic projector P ± as an operator-valued measure on I. Namely, for any f ∈ C 0 (I) we define
The next proposition explains the normalization of the fermionic projector. This normalization can be understood as the spatial normalization, expressed in a functional calculus form (for the spatial normalization see [10, Section 2.3] or the elementary discussion in [11, Section 2]).
Proof. Using the continuous functional calculus, we obtain
where in ( * ) we multiplied out (ρ 1 2 ± S) 2 and used that S 2 = ρ. In the last step we applied (3.3) and Proposition 2.2. This gives the result in the case s = s ′ . The calculation for s = s ′ is similar, but in ( * ) we get zero.
The following proposition, which is an immediate consequence of the continuous functional calculus, explains in which sense our construction is independent of the choice of the interval I. 
We denote all the objects constructed inǏ with an additional check and letι andπ be the natural injection and projection operators, (ii) There is a constant c > 0 such that for all ψ, φ ∈ H ∞ , the following two relations hold:
There is a family of linear operators S m ∈ L(H m ) which are uniformly bounded,
Proof. The implication (iii)⇒(i) follows immediately from the estimate
In order to prove the implication (i)⇒(ii), we first apply the Schwarz inequality to 
Moreover, we choose non-negative test functions η 1 , . . . , η L ∈ C ∞ 0 (R) which form a partition of unity and are supported in small subintervals, meaning that
where
Then by linearity,
Taking the absolute value and applying (4.1), we obtain
In view of the second property in (4.5), we only get a contribution if |ℓ − ℓ ′ | ≤ 1. Moreover, we know that |m − m ℓ | ≤ 2 |I|/N on the support of η ℓ . Thus
Since N is arbitrary, we obtain (4.3).
It remains to prove the implication (ii)⇒(iii). Combining (4.2) with the Fréchet-Riesz theorem, there is a bounded operator S ∈ L(H) with
The relation (4.3) implies that the operators S and T commute. Moreover, these two operators are obviously symmetric and thus self-adjoint. Hence the spectral theorem for commuting self-adjoint operators implies that there is a spectral measure F on σ(S) × I such that
For given ψ, φ ∈ H ∞ , we introduce the Borel measure µ ψ,φ on I by
Then µ ψ,φ (I) = (ψ|Sφ) and
Since the operator S is bounded, we conclude that
This shows that the measure µ is absolutely continuous with respect to the Lebesgue measure. The Radon-Nikodym theorem (see [18, Theorem 6.9] or [12, §VI.31]) implies that there is a unique function f ψ,φ ∈ L 1 (I, dm) such that
Moreover, the estimate (4.8) gives the pointwise bound
Using this inequality, we can apply the Fréchet-Riesz theorem to obtain a unique operator S m ∈ L(H m ) such that
Combining the above results, for any ψ, φ ∈ H ∞ we obtain
This concludes the proof.
Comparing the statement of Theorem 4.2 (ii) with Definition 3.2, we immediately obtain the following result. The family (S m ) m∈I with the properties (4.4) and (4.11) is unique. Moreover, choosing two intervalsǏ and I with m ∈Ǐ ⊂ I(0, ∞) and 0 = I, and denoting all the objects constructed inǏ with an additional check, we havě
Proof. Let us show that the function f ψ,φ is continuous. To this end, we choose a function η ∈ C ∞ 0 (I). Then for any ε > 0 which is so small that B ε (supp η) ⊂ I, we obtain
where in ( * ) we used (4.6) and (4.7). Applying (4.2), we obtain
where the vector ψ +ε ∈ H ∞ is defined by (ψ +ε ) m := ψ m+ε . Since lim εց0 ψ +ε − ψ = 0 and η is arbitrary, we conclude that f ψ,φ is continuous (4.11). This continuity is important because it implies that the function f ψ,φ is uniquely defined pointwise (whereas in (4.9) this function could be modified arbitrarily on sets of measure zero).
In order to prove (4.12), we first note that the spectral measures dE ρ,m and dF ν,m (cf. (3.11) and (4.6)) are related to each other by
A direct computation yields that the definitions (3.12) and (4.13) agree if the strong mass oscillation property holds (see also (4.7), (4.9) and (4.10)). The relation (4.12) then follows from Proposition 3.5.
We remark that by considering higher difference quotients and taking the limit ε ց 0, one could even prove that f ψ,φ ∈ C ∞ 0 (I) is smooth, but this is not of relevance here.
4.2.
Construction of the Fermionic Projector. Theorem 4.2 and Proposition 4.4 are very useful because for every m ∈ I they provide a unique operator S m ∈ L(H m ), referred to as the fermionic signature operator corresponding to the mass m. This makes it possible to proceed with methods similar to [10] . From definition 4.4, the operator S m is obviously symmetric. Thus the spectral theorem gives rise to the spectral decomposition
where E ν is the spectral measure (see for example [17] ). The spectral measure gives rise to the spectral calculus
where f is a bounded Borel function.
Definition 4.5. Assume that the Dirac operator D on (M, g) satisfies the strong mass oscillation property (see Definition 4.1). We define the operators P ± :
(where χ denotes the characteristic function). The fermionic projector P is defined by P = P − .
Proposition 4.6. For all φ, ψ ∈ C ∞ 0 (M, SM ), the operators P ± are symmetric,
Moreover, the image of P ± is the positive respectively negative spectral subspace of S m , i.e.
. (4.14) Proof. According to Proposition 2.2,
The proof for P + is similar. The relations (4.14) follow immediately from the fact that k m (C ∞ 0 (M, SM )) is dense in H m . 
Proof. According to Proposition 2.2 and Definition 4.5,
Since the norm of the operator χ (−∞,0) (S m ) is bounded by one, we conclude that
where in the last step we again applied Proposition 2.2. As k m ∈ D ′ (M × M ), the right side is continuous on D(M × M ). We conclude that also <φ|P ψ> is continuous on D(M × M ). The result now follows from the Schwartz kernel theorem (see [13, Theorem 5.2.1], keeping in mind that this theorem applies just as well to bundlevalued distributions on a manifold simply by working with the components in local coordinates and a local trivialization).
Exactly as explained in [10, Section 3.5], it is convenient to use the standard notation with an integral kernel P (x, y),
(where P (., .) coincides with the distribution P above). In view of Proposition 4.6, we know that the last integral is not only a distribution, but a function which is square integrable over every Cauchy surface. Moreover, the symmetry of P shown in Proposition 4.6 implies that P (x, y)
where the star denotes the adjoint with respect to the spin scalar product. Finally, exactly as shown in [10, Proposition 3.13], the spatial normalization property of Proposition 4.8 makes it possible to obtain a representation of the fermionic projector in terms of one-particle states. To this end, one chooses an orthonormal basis (ψ j ) j∈N of the subspace χ (−∞,0) (S m ) ⊂ H m . Then
We now specify the normalization of the fermionic projector. We introduce an operator Π by 15) where N is any Cauchy surface.
Proposition 4.8. (spatial normalization)
The operator Π is a projection operator on H m .
Proof. According to Proposition 2.1, the spatial integral in (4.15) can be combined with the factor k m in (4.13) to give the solution of the corresponding Cauchy problem.
showing that Π is a projection operator.
Instead of the spatial normalization, one could also consider the mass normalization (for details on the different normalization methods see [11] ). To this end, one needs to consider families of fermionic projectors P m indexed by the mass parameter. Then for all φ, ψ ∈ C ∞ 0 (M, SM ), we can use (4.4) and Proposition 2.2 to obtain
which can be written in a compact formal notation similar to (1.6) as
Due to the factor (−S m ) on the right, in general the fermionic projector does not satisfy the mass normalization condition. The mass normalization condition could be arranged by modifying the definition (4.13) to
Here we prefer to work with the spatial normalization. For a detailed discussion of the different normalization methods we refer to [11, Section 2] .
We finally remark that corresponding causal fermion systems can be constructed exactly as in [10, Section 4] by introducing regularization operators (R ε ) ε>0 , computing the local correlation operators F ε (x) and defining the universal measure by dρ = F ε * dµ M .
Example: Ultrastatic Space-Times
In this section we prove that the strong mass oscillation property holds for the Dirac operator in complete ultrastatic space-times, even if an arbitrary static magnetic field is present. Thus we let (M, g) be a k-dimensional complete space-time which is ultrastatic in the sense that it is the product M = R × N with a metric of the form
where g N is a Riemannian metric on N . The completeness of M implies that also N is complete. Moreover, we assume that N is spin. Let D N denote the intrinsic Dirac operator on N . In order to introduce the magnetic field, we let A be a smooth vector field on N (the "vector potential") and set 
where dF λ denotes the spectral-measure of D A . The Dirac operator in the ultrastatic space-time (M, g) in the presence of the magnetic field A can be written in block matrix notation as
Since the Dirac operator is time independent, we can separate the time dependence with a plane wave ansatz,
The sign of ω gives a natural decomposition of the solution space into two subspaces. This is often referred to as "frequency splitting", and the subspaces are called the solutions of positive and negative energy, respectively. This is the main result of this section.
Theorem 5.1. The Dirac operator (5.3) has the strong mass oscillation property with domain
The operators S m in the representation (4.4) all have the spectrum {±1}. The eigenspaces corresponding to the eigenvalues ±1 coincide with the solutions of positive and negative frequency, respectively.
We remark that the reason why the spectral decomposition of S m gives the frequency splitting can already be understood in the perturbative treatment as explained in [5, Section 5] . As a corollary, the above theorem clearly yields the strong mass oscillation property for the Dirac operator in the Minkowski vacuum. We now begin with preparations for the proof, which will be completed at the end of Section 5.2. The space-time inner product (2.1) and the scalar product (2.3) take the form
(where in the last line t is arbitrary due to current conservation). In the following constructions, we will also work with the last scalar product without requiring that φ and ψ are solutions of the Dirac equation. In this case, the scalar product will depend on time, and we denote it by
We usually write the Dirac equation in the Hamiltonian form as
Substituting the spectral decomposition (5.2), we get
In order to bring the dynamics into a more explicit form, we diagonalize the 2 × 2-matrix,
where we set ω = λ 2 + m 2 .
(5.7) The matrices and Π ± are orthogonal projections, i.e.
A short computation shows that
Applying the functional calculus, the solution of the Dirac equation of mass m with initial data ψ m | t=0 = ψ m (0) ∈ C ∞ 0 (N, SM ) can be written as For estimates of such expressions, it is helpful to observe that U t m (λ) is a 2 × 2-matrix which commutes with the spectral measure dF λ . In particular, the matrix entries of the inner integral in (5.11) can be written as
with f ∈ C ∞ (I × R) and ψ ∈ C ∞ 0 (N × I, SN ) (where we use the notation ψ(m) = ψ m (.) ∈ C ∞ (N, SN ) ). In the next lemma it is shown that this function is differentiable and that we may interchange the differentiation with the integral. Since this is a somewhat subtle point, we give the proof in detail.
Lemma 5.2. Let ψ ∈ C ∞ 0 (N × I, SN ) be a smooth family of wave functions on N . Moreover, let f ∈ C ∞ (I × R) be a smooth function such that f and all its mass derivatives are polynomially bounded, i.e. for all p ∈ N there is ℓ ∈ N and a constant c > 0 such that
(5.13)
Then the function g defined by (5.12) satisfies the bound
Moreover, the function g is smooth in m and
Proof. For the proof of the bound (5.14), we may omit the mass dependence. Then the spectral calculus yields
.
In order to prove that g is differentiable, we consider the difference quotient and subtract the expected derivative,
By rearranging the terms, we obtain
The contribution (5.17) can immediately be estimated with the help of (5.14) (with ψ(m) in (5.12) replaced by the expression in the curly brackets in (5.17)). We thus obtain
, and this converges to zero as ε ց 0 because ψ is smooth and has compact support. The term (5.18), on the other hand, is estimated by decomposing the λ-integral into the integrals over the regions [−L, L] and R \ [−L, L] and estimating similar as in the proof of (5.14),
Moreover, using again (5.13),
The term (5.20) can be made arbitrarily small by choosing L sufficiently large. The term (5.19), on the other hand, tends to zero as ε ց 0 for any fixed L due to the locally uniform convergence of f (λ, m + ε) to f (λ, m) (note that f is smooth in view of (5.10) and (5.8)). This shows that (5.18) tends to zero as ε ց 0. with a constant c which may depend on the choice of the interval I (here . denotes any norm on the 2 × 2-matrices).
Proof. We can generate factors of t by differentiating the exponentials in (5.10) with respect to ω. With the help of (5.7), we can then rewrite the ω-derivatives as mderivatives. We thus obtain
A straightforward computation in which one uses the product rule inductively gives the result.
Proof. Using that the operators U t m are unitary, we immediately obtain
In order to prove time decay, we apply the identity (5.21) to (5.11). Then Lemma 5.2 allows us to integrate by parts,
Now can use the estimate of Lemma 5.3 together with (5.14) to obtain
where in the last step we used the spectral calculus. Proof. For every ψ, φ ∈ H ∞ , the Schwarz inequality gives
Applying Lemma 5.4 together with the estimate
we obtain the inequality (3.5) with
The identity (3.6) follows by integrating the Dirac operator in space-time by parts,
In ( * ) we used that the Dirac operator is formally self-adjoint with respect to <.|.>. Moreover, we do not get boundary terms in view of the time decay in Lemma 5.4.
5.2.
The Strong Mass Oscillation Property using a Plancherel Method. We now give the proof of Theorem 5.1. Before beginning, we point out that the method of working with mass derivatives in the previous section gave the inequality (3.5) with a constant c which depended on the derivatives of ψ (cf. (5.22) ). For the strong mass oscillation property, however, this constant must depend only on the L 2 -norm of ψ (see (4.2) ). For this reason, working with mass derivatives and an integration-byparts argument in the mass parameter is not appropriate for proving the strong mass oscillation property. Instead, we shall use the following Plancherel method. First, in view of the decay established in Lemma 5.4, we know that for any ψ, φ ∈ H ∞ , the function ≺pψ|pφ≻ is integrable. Moreover, the time integral can be carried out with the help of Plancherel's theorem,
In order to compute this Fourier transform, we take the representation (5.9) and (5.10), integrate over the mass parameter, and rewrite the mass integral as an integral over ω,
This shows that
Using this formula in (5.24) and applying the spectral calculus for D A , we obtain
A short computation using (5.8) shows that
where in the last step we transformed back to the integration variable m. Using (5.6), we obtain the identity
The inequality (4.1) follows immediately by applying the Schwarz inequality and using that the matrices Π ± have norm one. Finally, comparing (5.25) with (4.4), one sees that the eigenvalues and corresponding eigenspaces of the operator S m correspond precisely with those of the matrix Π + − Π − . Hence S m has the spectrum {±1}, and in view of (5.10) the eigenspaces are precisely the subspaces of positive and negative frequency. This completes the proof of Theorem 5.1.
Example: De Sitter Space-Time
We consider the de Sitter space-time M = R × S 3 with the line element
and
where ds 2 S 3 is the line element on the three-dimensional unit sphere. This is a special case of the Friedmann-Robertson-Walker metric obtained for a specific choice of the scaling function. The Dirac operator was computed in [9] (see also [8, Appendix A] ) to be
where D S 3 is the Dirac operator on S 3 . The inner products (2.1) and (2.3) take the form
where ≺ψ|φ≻ = ψ † γ 0 φ and γ 0 = diag(1, 1, −1, −1) (here dµ S 3 is the normalized volume measure on S 3 ). In order to separate the Dirac equation (2.2), one uses that, being an elliptic operator on a bounded domain, the Dirac operator on S 3 has a purely discrete spectrum and finite-dimensional eigenspaces. More specifically, the eigenvalues are (see [15] or the detailed computations in [9, Appendix A]),
for the complex-valued functions u 1 and u 2 . The inner products (6.3) and (6.4) become
Using that the matrix in (6.7) is Hermitian, one easily verifies that 10) showing that the scalar product (6.9) is indeed time independent. We refer to a wave function of the form (6.6) as a single spatial mode.
The asymptotics of solutions of (6.7) for large times can be described with a simple Grönwall-type estimate: Lemma 6.2. Every solution of (6.7) is asymptotically as t → ±∞ of the form
with the error term bounded by
(thus E ± (t) decays exponentially as t → ±∞).
Proof. Substituting into (6.7) the ansatz
we obtain for f the differential equation
Taking the norm, we obtain the differential inequality
Let us first show that f (t) has a limit as t → ±∞. To this end, we first apply Kato's inequality to (6.15) 
We may assume that our solution is nontrivial, so that f = 0. Thus we may divide by f ,
Since the scaling function grows exponentially for large t (cf. (6.1)), we conclude that f is bounded and converges as t → ±∞. Using this a-priori bound in (6.15), we infer that f has bounded variation, implying that lim t→±∞ f exists. We set
Again applying the Kato inequality, we obtain similar to (6.16) the differential inequality
Integrating on both sides and using the exponential growth of R(t) at infinity, we conclude that f (1) (t) converges as t → ±∞. Using this fact in (6.17), we infer that also the vector f (1) (t) converges as t → ±∞. The higher derivatives f (p) can be estimated inductively by differentiating (6.14) p times with respect to m, taking the norm, and integrating the resulting differential inequality.
Lemma 6.4. For every single mode ψ ∈ C ∞ sc,0 (M × I, SM ) ∩ H (λ) , the corresponding functions u in (6.6) satisfy the inequality
Proof. Integrating the asymptotic expansion (6.11) over the mass parameter gives
The integral over the error term can be estimated by
where in the last step we applied (6.12) and used that sup m f ± is bounded by Lemma 6.3. Writing the first summand in (6.19) as
we can integrate by parts to obtain the estimate
Combining this estimate with (6.20), we obtain (6.18).
Proposition 6.5. The Dirac operator in the de Sitter space-time has the weak mass oscillation property with domain (6.5).
Proof. Suppose that ψ, φ ∈ H ∞ . Since ψ and φ only involve a finite number of spatial modes, we may restrict attention to one of them. Moreover, using orthonormality of the spatial eigenfunctions, we may assume that φ and ψ have the same spatial dependence. Then the Schwarz inequality yields
Combining this inequality with (6.3), (6.4) and Lemma 6.4, we obtain
The property (3.6) follows by integrating the Dirac operator by parts according to (5.23) , where in ( * ) we again use that the Dirac operator is formally self-adjoint with respect to <.|.>. Moreover, we do not get boundary terms in view of the time decay in (6.18).
Our next task is to compute the inner product <pψ|pψ> for two single modes ψ,ψ ∈ H (λ) with the same spatial dependence. We write the result of Lemma 6.2 as
where Θ is the Heaviside function, and the error term decays exponentially as t → ±∞,
For the functionψ we use the same notation with an additional tilde. Proof. We first explain why the error terms E m (t) andẼm(t) do not enter the formula.
To this end, we again use the partition of unity (η ℓ ) ℓ=1,...,N introduced in the proof of Theorem 4.2 (see (4.5)). Since we already know that the weak mass oscillation property holds, we conclude from (3.6) inductively that <pT p ψ|pφ> = <pψ|pT p φ> for all p.
Using the continuous functional calculus corresponding to the spectral theorem (3.11), we conclude that This implies that the terms (6.26) and (6.27) cancel each other, giving the result.
Proof of Theorem 6.1. Suppose that ψ,ψ ∈ H ∞ . Then we decompose them into spatial modes, i.e. Using current conservation (6.10), we can compute the norms of u Applying the Schwarz inequality gives the result.
We finally explain what the result of Lemma 6.6 means for the decomposition of the solution space. Comparing (6.23) with (4.4), one sees that now the spectral subspaces of the fermionic signature operator S m no longer coincide with the solutions of positive and negative frequency. This is also clear because in the time-dependent setting of the de Sitter space-time, the "frequency" of a solution is only defined asymptotically as t → ±∞, but not globally or at intermediate times. Instead, the sum over s in (6.21) corresponds to the fact that we must take a suitable "interpolation" of the frequency splittings as experienced by observers at asymptotic times t → ±∞. Here the notion of "interpolation" can be understood similar as explained in [5, Section 5] and [10, Section 6] .
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