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a b s t r a c t
Given a weighted graph Gx, where (x(v) : v ∈ V ) is a non-negative, real-valued weight
assigned to the vertices of G, let B(Gx) be an upper bound on the fractional chromatic
number of the weighted graph Gx; so χf (Gx) ≤ B(Gx). We consider a particular upper
bound B resulting from a generalization of the greedy coloring algorithm to weighted
graphs. To investigate theworst-case performance of this upper bound, we study the graph
invariant
β(G) = sup
x6=0
B(Gx)
χf (Gx)
.
This graph invariant is shown to be equal to the size of the largest star subgraph in
the graph. These results have implications for the design and performance of distributed
communication networks.
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction
Let G = (V , E) be a simple, undirected graph on vertex set V = {v1, . . . , vn}. Let {I1, . . . , IL} be the set of all independent
sets of G, and let B = [bij] be the n × L vertex-independent set incidence matrix of G. Thus, bij = 1 if vi ∈ Ij and bij = 0 if
vi 6∈ Ij. The chromatic number χ(G) of G is the value of the program: min 1T t subject to Bt ≥ 1, t ≥ 0, t ∈ ZL. Equivalently,
χ(G) is the smallest number of independent sets that partitionV . Relaxing the condition that t be integral gives the fractional
chromatic number [1] of G: χf (G) = min 1T t subject to Bt ≥ 1, t ≥ 0. Now if Gx is a weighted graph, where (x(v) : v ∈ V )
is a non-negative, real-valued weight assigned to the vertices, the fractional chromatic number χf (Gx) of Gx is defined as
the value of the linear program: min 1T t subject to Bt ≥ x, t ≥ 0. Equivalently, χf (Gx) is the smallest value of T such that
each vertex v can be assigned a subset of [0, T ] of total length (or measure) x(v), with adjacent vertices being assigned
subintervals that are non-overlapping (except possibly at the endpoints of the subintervals).
Example. Consider the pentagon graph C5 on vertices v1, . . . , v5. Recall that χf (G) is the value of the program: min 1T t
subject to Bt ≥ x, t ≥ 0. Since an independent set in C5 has at most two vertices, χf (C5) ≥ 2.5. The assignment
t = (0.5, . . . , 0.5) corresponding to the five maximal independent sets ({v1, v3}, {v2, v4}, {v3, v5}, {v4, v1}, {v5, v2}) is
feasible and has optimal value equal to 2.5, yielding χf (C5) ≤ 2.5. Thus, χf (C5) = 2.5. In this assignment, subsets of
the time interval [0, 2.5] are assigned to each vertex such that adjacent vertices are assigned non-overlapping subsets. For
example, subsets [0, 0.5] and [1.5, 2] are assigned to v1, subsets [0.5, 1] and [2, 2.5] are assigned to v2, subsets [0, 0.5] and
[1, 1.5] are assigned to v3, etc. 
The problem of computing the fractional chromatic number of a graph is known to be NP-hard [2]. A special case of the
fractional chromatic number problem where the graph is a line graph is studied in [3,4]. The work [5] discusses a graph
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invariant associated with the performance of a lower bound on the fractional chromatic number. In our work, we study a
graph invariant associated with the performance of an upper bound on the fractional chromatic number. The upper bound
can be efficiently computed; furthermore, it has the property that it can be utilized for resource estimation problems in
distributed systems [6–8].
In the sequel, our notation is standard [9]. 0(v) denotes the set of vertices adjacent to G, and d(v) = |0(v)| is the degree
of v.∆(G) is the maximum degree of a vertex in G. For A ⊆ V , x(A) :=∑v∈A x(v).
2. Results
One way to color the vertices of G is to pick any ordering of the vertices v1, . . . , vn, and to assign to each vertex, in turn,
the smallest positive integer not already assigned to its neighbors. This greedy algorithm produces a coloring of G that uses
at most∆+ 1 colors, where∆ is the maximum degree of a vertex in G. As we show next, this bound can be generalized in
a straightforward manner to weighted graphs.
Given a weighted graph Gx, define
B(Gx) := max
v∈V
{x(v)+ x(0(v))}.
Proposition 1. For a weighted graph Gx, we have the upper bound
χf (Gx) ≤ B(Gx).
Proof. Let T := maxv∈V x(v)+ x(0(v)). It suffices to show that it is possible to assign a subset of [0, T ] to each vertex such
that the length of subintervals assigned to v is at least x(v) and adjacent vertices are assigned non-overlapping subsets. Pick
any ordering of the vertices v1, . . . , vn. Assign v1 the interval [0, x(v1)]. Now, assume v1, . . . , vk have already been assigned
subsets of [0, T ]. Since x(vk+1)+x(0(vk+1)) ≤ T , x(vk+1)+x(0(vk+1)∩{v1, . . . , vk}) ≤ T . So it is possible to assign a subset
of [0, T ] of duration x(vk+1) to vk+1 which is non-overlapping with the subsets already assigned to its neighbors. Continuing
in this manner with the remaining vertices, we get that χf (Gx) ≤ T . 
Definition 2. The induced star number of a graph G is defined by
σ(G) := max
v∈V (G)
α(G[0(v)]),
where G[V ′] denotes the subgraph of G induced by V ′ ⊆ V and α(G) denotes the maximum size of an independent set of
G. Thus, the induced star number of a graph is the number of leaf vertices r in the maximum sized star subgraph K1,r of the
graph.
Theorem 3.
sup
x6=0
B(Gx)
χf (Gx)
= σ(G).
Proof. Define
β(G) := sup
x6=0
B(Gx)
χf (Gx)
.
Let v1, . . . , vσ+1 be the vertices of a star subgraph of G, where v1 is adjacent to each vertex in the independent set
{v2, . . . , vσ+1}. Consider the weight function x that assigns the value 0 to v1, 1 to v2 to vσ+1, and 0 to the remaining vertices.
For this weight x, χf (Gx) = 1, and B(Gx) = σ . Hence, β(G) ≥ σ(G).
To prove that β(G) ≤ σ(G), pick any weight x. Fix any v ∈ V . Recall that χf (Gx) is the value of the program: min 1T t
subject to Bt ≥ x, t ≥ 0. An optimal solution to this program gives an assignment of subsets of [0, χf (Gx)] to each
vertex such that the union of subsets assigned to 0(v) is non-overlapping with the subset assigned to v. Hence, since
the maximum size of an independent set in 0(v) is at most σ(G), we have that x(0(v)) ≤ σ(G) ∗ [χf (Gx) − x(v)]. So,
x(v)+ x(0(v)) ≤ x(v)+ σ(G) ∗ [χf (Gx)− x(v)] ≤ χf (Gx)σ (G). Hence, B(Gx) ≤ χf (Gx)σ (G). 
3. Conclusions
Thus we have shown the fundamental result that for any graph G,
sup
x6=0
max
v∈V
{x(v)+ x(0(v))}
χf (Gx)
= σ(G).
The problemof scheduling link transmissions in a communication network can bemodeled as a fractional chromatic number
problem. In the context of distributed communication networks, the above result means that the performance of distributed
systems that employ the greedy algorithm is limited by the induced star number of the network. The upper bound given
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above can overestimate the level of bandwidth resources required to complete a given task by up to a factor equal to the
induced star number. Hence, when designing such networks it is desired that the network topology have this quantity as
close to unity as possible.
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