Abstract. A hybrid algorithm consisting of a Gauss-Newton method and a second order method for solving constrained and weighted nonlinear least squares problems is developed, analyzed and tested. One of the advantages of the algorithm is that arbitrary large weights can be handled and that the weights in the merit function do not get unnecessary large when the iterates diverge from a saddle point. The local convergence properties for the Gauss-Newton method is thoroughly analyzed and simple ways of estimating and calculating the local convergence rate for the Gauss-Newton method are given. Under the assumption that the constrained and weighted linear least squares subproblems attained in the Gauss-Newton method are not too ill-conditioned, global convergence towards a rst order KKT point is proved.
entiable function and that W = diag(! 1 ; : : : ; ! m ) is a diagonal matrix with weights ! i 0. We will discuss the Gauss-Newton method and a second order method for solving the problem where k k denotes the 2-norm. For simplicity, and without loss of generality, we assume that the weights are normalized and sorted such that ! 1 ! m 1:
The normalization is easily done by rst sorting out the zero weights, reducing the problem and then dividing the remaining nonzero weights with the smallest positive weight.
To our knowledge all existing algorithms for solving (1.1) are based on the unweighted problem where K = rg. Note that (1.4) is solved as an unweighted problem and thus the condition of this problem is determined by kKk kK y k where K y is the pseudo inverse of K.
If we on the other hand linearize (1.1), without explicitly multiplying J = rf with the weights, we solve the weighted linear least squares problem min p 1 2 kW 1=2 (Jp + f)k 2 ; (1.5) to obtain the search direction p. The condition for the problem (1.5) is mainly determined by kBk kJk where BJ = I n . For a more detailed discussion on condition numbers for (1.5) see 11]. The problem (1.4) may be very ill conditioned (regarded as an unweighted linear least squares problem) despite the fact that (1.5) is well conditioned (regarded as a weighted linear least squares problem). Obviously it is very important to look at (1.1) as the class of weighted nonlinear least squares problem. Another important advantage of using (1.1) instead of (1.3) is that the former de nes a more general problem class than the latter. This is evident if we allow the weights to be in nitely large. To be more precise, we de ne the vector 2 R m by the equations M = f; M = diag( 1 ; : : : ; m ); (1.6) where i = 1=! i and in nite weights correspond to zero elements in M. Note that if i = 0 then i is the Lagrange multiplier corresponding to the ith constraint and consequently i is not de ned by (1.6). We will return to the proper way of calculating these Lagrange multipliers. Problem (1.1) is rewritten, using (1.6), as Hence, by allowing in nite weights, our original problem formulation (1.1) de nes the class of weighted nonlinear least squares problems with nonlinear equality constraints.
To be even more speci c we assume that we have p in nite weights such that M = diag(0 p ; M 2 ); M 2 = diag( p+1 ; Of course, we could have started by de ning our problem as the one in (1.9) instead of (1.5) (without the need of (1.7) and (1.8)) but then the notations would get unnecessarily complicated.
In the next section we describe the Gauss-Newton method for solving (1.1). The local convergence properties of the Gauss-Newton method is analyzed in Section 3 and in Section 4 we show that, under certain assumptions on nondegeneracy, global convergence is achieved. If the Gauss-Newton method is too slow or does not converge and second derivatives are available at a reasonable cost then the Newton method may be used to solve (1.1). However, when there are large and possibly in nite weights a pure Newton method based on forming the Hessian of g(x) may not work or, with in nite weights, is not even de ned. The natural approach is then to use the Perturbation method 9] that we will call the generalized Newton-Raphson method (the gNR method). In Section 5 we construct and analyze an algorithm for solving (1.1) based on the gNR method. Computational experiments are presented in Section 6 and nally we discuss our results and give hints of possible future work.
2. The Gauss-Newton Method Using the System Equations. In the GaussNewton method, the nonlinear least squares problem (1.1) is linearized around the current iteration point, x k , and the search direction, p k , is computed as the solution
where f k = f(x k ); J k = rf(x k ). The next iterate is x k+1 = x k + k p k , where k is the steplength. In the presence of large weights, possibly in nite, it is adequate to reformulate (2.1) as
where we for simplicity have dropped the iteration index k. There are several names to the linear system of equations in (2.2) such as the equilibrium equations, the system equations or the augmented system equations. We call (2.2) the system equations and the matrix in (2.2) is called the system matrix. A less obvious reason for using (2.2) is that the elements in corresponding to in nite weights are approximations to the Lagrange multipliers and that can be used in a second order method as described in Section 5.
The following lemma gives the relevant conditions for the system matrix to be nonsingular. Lemma 3. The local rate of convergence for the Gauss-Newton method. In this section we will describe the local convergence properties of the Gauss-Newton method described in the previous section. Our analysis depends much upon the perturbation analysis of the constrained and weighted linear least squares problem done in 11, 12] . After having de ned the inverse of the system matrix, using the same notation as in 11], we state and prove two important theorems on the local convergence rate for x k ? b x and J k p k (the projected residual). In fact, the local convergence properties of these two quantities are, as we shall see, very similar. Finally we show that J k p k and the local convergence rate for x k ?b x and J k p k are independent of the parametrization in R n .
Assuming that b
x is a solution of (1.1), we de ne b f = f(b x) and the corresponding notation for other quantities evaluated at b x.
A necessary condition for our algorithm to converge without regularization is that the system matrix in (2.2) has full rank and it is convenient to make the following de nition. 
Using the identity
The equations (3.5) and (3.7) inserted into (3.4) gives the theorem. The Gauss-Newton method can be written as
and with b
(3.9)
From Theorem 3.1 we conclude that
and from 8] we get the following theorem. 
Using the Taylor expansion
where v( ) = p T k f 00 1 (x k + p k )p k ; : : : ; p T k f 00 m (x k + p k )p k ] T ; and multiplying with P k+1
we obtain s k+1 = P k+1 (I ? P k )f k + P k+1
(3.14)
Since B k J k = I, the equality B k s k = ?p k holds, and we can identify the last term in equation (3.14) as P k+1 and hence P k+1 (I ? P k ) = (P k+1 ? P k )(I ? P k ) = (3.17)
From the perturbation identity (2. 
where the last equality follows from (3.16). The identities k = ?Y k f k and B k s k = ?p k together with a Taylor expansion of ( J k ) T give
The theorem follows by inserting (3.15) and (3.19) into (3.14).
The matrix corresponding to H x for the projected residual, s k , is
and it is easy to show that H x and H s has the same nonzero eigenvalues. Hence, we have from Theorem 3.3 the following corollary. 
We realize that we can determine a good matrix, (x k ), of merit weights by solving where is a small positive constant and i is a lower limit for the weights determined by some previously computed weights, see below. There is always a solution to (4.2) because lim !W argf min (x k ; p k ; ) g = 1:
Note that keeping the weights not too large is important in practice but for the global convergence it is only the constraints in (4.2) that must be satsi ed. We will now describe the algorithm for computing the merit weights D k , using (x k ), such that D k does not become unnecessarily large. We rst describe a method for solving (4.2) and then an algorithm for computing the actual merit weights D k .
When solving (4. Otherwise we choose u i = =e T y, where e is a vector of ones and thus attain equality in the constraints. If u i > ! i or u i i we set u i = ! i and u i = i respectively. Again we can reduce the problem to a copy of (4.4) but where the vectors are shorter and is smaller. The procedure is then repeated until the whole of u is found. It is easily 10 realized that the in nite weights in ! do not change the algorithm and the algorithm will terminate with a solution of (4.4).
We determine the actual merit weights D k from the solution (x k ) of (4.2). The weights may get large close to a saddle point and when the iterates diverge from this saddle point (that is always the case with the Gauss-Newton method) we would like the weights to decrease. This is accomplished by saving, say t, older versions, V 1 ; : : : ; V t , of the merit weight matrices. Initially, at iteration k = 1, we have V i := I m ; i = 1; : : : ; t and at the kth iteration we update V i = diag( (i) That completes the proof.
Our main global convergence theorem covers both bounded and unbounded sequences of merit weights. Theorem 4.3. Let fx k g and fD k g be generated by Algorithm 4.2. Assume that fx k g is bounded and that the system matrix in (2.2) is nonsingular in the closure of fx k g. Then the sequence fx k g has either nite termination at a KKT point or an accumulation point that is a KKT point of (1.1).
Proof. It is trivial that there is nite termination just at KKT points. Let us now assume that we have an in nite sequence. Algorithm 4.2 implies that it is su cient to consider the following two cases : i) kD k k ! 1 and ii) fkD k kg is bounded.
These cases will now be treated separately.
i) There exist a subsequence fx i k g of fx k g such that kD i k k ! 1 monotonically. Since fx i k g is bounded it its possible to choose a subsequence fx j k g of fx i k g such that x j k ! e 4.3. Line search. We have chosen to keep things simple and therefore we use a standard cubic interpolation from 3] to approximate the minimum of our merit function ( ). Another, more e cient, line search algorithm can be found in 6].
4.4. Regularization. We use a simple form of subspace minimization described for the unweighted and constrained case in 7]. We have not been able to prove a 13 general global convergence result as the one in Theorem 4.3 but as we shall see in the computational experiments our regularization seems to work appropriately. To use a pure GN method then the variable Second has a xed value of false.
We have tested our algorithm on three di erent problems described in the Appendix; Schittkowski 308 10], Boggs 2 and Boggs 8 2] . The intention with the tests is not to show that the algorithms are faster than other existing algorithms but to show how our algorithms handles large weights and inadequate models (ill conditioning in the linear problems). Another important aim with the tests is to verify our theoretical results on the local convergence rate. Therefore it has been natural to use small and simple test problems.
We de ne k = kx k+1 ?b xk=kx k ?b xk and k = kJ k+1 p k+1 k=kJ k p k k as two di erent measures of the convergence rate for the Gauss-Newton method. We emphasize that k is an excellent way of estimating the convergence rate when regularization is not needed and when b
x is not known.
The rst problem, Schittkowski 308, is rst solved with the Gauss-Newton method and the result is in Tab. 1. The largest weight is 10 20 and if the weights are multiplied explicitly with f, forming g = W 1=2 f, then the algorithm breaks down because of numerical instability. Note the slow growth of the merit weights. The rst problem Table 1 Schittkowski 308 with the Gauss-Newton method. 3.3e-8 3.0e-10 1.2e-8 4.6e-2 4.6e-2 3.0 1.0e+2 1.0 10 1.5e-9
1.4e-11 5.6e-10 4.6e-2 4.6e-2 3.0 1.0e+2 1.0 11 7.0e-11 6.3e-13 2.6e-11 4.6e-2 4.6e-2 3.0 1.0e+2 1.0 solved with the gNR method is showed in Tab. 2. The asterisk indicates that the gNR method was used in that step. The second problem, Boggs 2, is a constrained problem and it has been solved with the Gauss-Newton method, Tab. 3, and the gNR method, Tab. 4. All the merit weights for the Gauss-Newton method were equal to one and are not shown in the Tab. 3. The remaining two test problems illustrate the regularization. The rank of the problem is shown under the headline Rank. In Tab. 5 the second test problem, Boggs 2, is solved with the Gauss-Newton method when the Jacobian is rank de cient at the starting point. In the third problem, Boggs 8 , the Jacobian at the solution is rank de cient and the result is shown in Tab. 6.
7. Discussion. We claim that we have developed an e cient and fairly robust algorithm for solving (1.1) (with possibly in nite weights as discussed in the introduction). However, it is di cult for us to measure the e ectiveness of the algorithm 4.9e-10 2.2e-9 0.27 0.27 1.6e-2 1.0 16 1.3e-10
1.3e-10 6.0e-10 0.27 0.27 1.6e-2 1.0 17 3.4e-11 3.5e-11 1.6e-10 0.27 0.27 1.6e-2 1.0 18 9.2e-12 9.5e-12 4.3e-11 0.27 0.27 1.6e-2 1.0 Table 4 Boggs 2 with the gNR method. because there are, to our knowledge, no other algorithm that can solve such a general problem as (1.1). The local convergence properties are well understood for the Gauss-Newton algorithm. It is especially interesting that the local convergence results are valid for the whole problem class de ned by (1.1) and that they are independent of the parametrization in R n .
The merit function is especially suited for our weighted and constrained problem and our technique for choosing the merit weights is e ective and do not lead to unnecessary large weights. Table 5 Boggs 2, Gauss-Newton and rank de cient at the starting point. 
