Two new ergodic convergence theorems for approximating the common element of the set of zero points of an m-accretive mapping and the set of fixed points of an infinite family of non-expansive mappings in a real smooth and uniformly convex Banach space are obtained, which improves some of the previous work. The computational experiments to demonstrate the effectiveness of the proposed iterative algorithms in this paper are conducted.
Introduction and preliminaries
Let E be a real Banach space with norm · and let E * denote the dual space of E. We use '→' and ' ' (or 'w-lim') to denote strong and weak convergence either in E or in E * , respectively. We denote the value of f ∈ E * at x ∈ E by x, f .
A Banach space E is said to be uniformly convex if, for each ε ∈ (, ], there exists δ >  such that
A Banach space E is said to be smooth if lim t→ x + ty -x t exists for each x, y ∈ {z ∈ E : z = }. The normalized duality mapping J : E →  E * is defined by
to be weakly sequentially continuous at zero if {x n } is a sequence in E which converges weakly to ; it follows that {Jx n } converges in weak * to .
For a mapping T : D(T) E → E, we use Fix(T) to denote the fixed point set of it; that is, Fix(T) := {x ∈ D(T) : Tx = x}.
Let T : D(T) E → E be a mapping. Then T is said to be: ). Let C be a nonempty, closed, and convex subset of E and Q be a mapping of E onto C. Then Q is said to be sunny [] 
if Q(Q(x) + t(x -Q(x))) = Q(x), for all x ∈ E and t ≥ .
A mapping Q of E into E is said to be a retraction [] if Q  = Q. If a mapping Q is a retraction, then Q(z) = z for every z ∈ R(Q), where R(Q) is the range of Q. A subset C of E is said to be a sunny non-expansive retract of E [] if there exists a sunny non-expansive retraction of E onto C and it is called a non-expansive retract of E if there exists a non-expansive retraction of E onto C.
The first mean ergodic theorem for non-expansive mappings was proved by Baillon in Hilbert space [] . That is, for each x ∈ C, the Cesaro means
converge weakly to a fixed point of a non-expansive mapping T.
The implicit midpoint rule (IMR) for non-expansive mappings in a Hilbert space was introduced by [] . This rule generates a sequence {x n } via the semi-implicit procedure:
{x n } is proved to be weakly convergent to a fixed point of the non-expansive mapping T.
The ergodic convergence of the sequence {x n } generated by (.) is considered in a Hilbert space in [] . That is, the convergence of the means
where {x k } satisfies (.), to a fixed point of the non-expansive mapping T is obtained.
In a Hilbert space, Marino et al. presented the following iterative algorithm in []:
where f is a contraction, A is a strongly positive linear bounded operator, and T is nonexpansive. If Fix(T) = ∅, they proved that {x n } converges strongly to p ∈ Fix(T), which solves the variational inequality (γ f -A)p, z -p ≤ , for ∀z ∈ Fix(T) under some conditions. Motivated by the previous work, we shall present two iterative algorithms and the ergodic convergence theorems are obtained. The connection between the strongly convergent point and the solution of one kind variational inequalities is being set up. Some examples are exemplified to illustrate the effectiveness of the proposed algorithms. The computational experiments are conducted and the codes are written in Visual Basic Six.
We need the following preliminaries.
Lemma . (see [] ) Let E be a Banach space and C be a nonempty closed and convex subset of E. Let f : C → C be a contraction. Then f has a unique fixed point u ∈ C.
Lemma . (see [] ) Let E be a real uniformly convex Banach space, C be a nonempty, closed, and convex subset of E and T : C → E be a non-expansive mapping such that Fix(T) = ∅, then I -T is demiclosed at zero.
Lemma . (see [])
In a real Banach space E, the following inequality holds:
where j(x + y) ∈ J(x + y).
Lemma . (see [] ) Let {a n } and {c n } be two sequences of nonnegative real numbers satisfying If r n+ ≤ r n , then imitating the proof of (.), we have (.). This completes the proof. 
Strong convergence theorems
Lemma . Suppose A : D(A) ⊂ E → E
Ergodic convergence of the first iterative algorithm
weakly sequentially continuous at zero, and
, where n ≥  and i = , , . . . . Let {x n } be generated by the following iterative algorithm:
Further suppose that the following conditions are satisfied:
Then the three sequences {y n }, {u n }, and {x n } converge strongly to the unique element q  ∈ which satisfies the following variational inequality: for ∀y ∈ ,
Moreover, the ergodic convergence is obtained in the sense that
converges strongly to the above q  , under the assumption that {a n } is a sequence of positive numbers such that n k= a k → ∞, as n → ∞.
To prove Theorem ., we need the following lemmas.
Proof It can be easily obtained that W n,i : C → C is non-expansive since both J A r n and S i are non-expansive, for n ≥  and i = , , . . . .
The fact that ⊂ ∞ i= Fix(W n,i ) is trivial. We are left to show that
This completes the proof.
Proof In fact, it suffices to show that {u n } is well-defined.
Thus U t is a contraction, which ensures from Lemma . that there exists x t ∈ C such that U t x t = x t . That is, x t = ( -t)y + tU( y+x t  ). Note that J A r n is non-expansive, then {u n } is well-defined, and then {x n } and {z n } are all well-defined.
Lemma . The variational inequality (.) in Theorem . has a unique solution in .
Proof Using Lemmas ., . and ., we know that there exists v t such that
, where W n,i is the same as that in Lemma ., for i = , , . . . . Moreover, v t → q  ∈ , as t → , which is the unique solution of the variational inequality (.).
Proof of Theorem . Step . {u n }, {y n }, and {x n } are all bounded. For ∀p ∈ , noticing Lemma ., we see that for n ≥ ,
Using Lemma . and (.), we have, for n ≥ ,
By using the inductive method, we can easily get the following result from (.):
Therefore, {x n } is bounded. Then both {y n } and {u n } are bounded in view of (.). Moreover, we can easily know that {J
Then M is a positive constant.
Step . lim n→∞ x n+ -x n = . In fact, using Lemma ., we have, for n ≥ ,
In view of (.) and Lemma ., we have, for n ≥ ,
which implies that
Now, in view of Lemma ., computing the following:
Using (.), we know that
Thus in view of (.) and (.), we have, for n ≥ ,
Using Lemma ., we have from (.) lim n→∞ x n+ -x n = . Since γ n → , we have
Then
is the unique solution of the variational inequality (.).
Since v t ≤ v t -q  + q  , we see that {v t } is bounded, as t → . Using Lemma ., we have
Since v t → q  , we have
Noticing the fact that
Step . x n → q  , as n → +∞, where q  ∈ is the same as that in Step . Since
we have
Using Lemma ., we have, for n ≥ ,
n . Using the assumption (ii), the result of Steps  and  and Lemma ., we know that x n → q  , as n → +∞.
Combining with the result of Step , y n → q  and u n → q  , as n → ∞.
Step . z n → q  , as n → ∞. , where M = max{ x k -
which implies that z n → q  , as n → ∞. This completes the proof. 
Ergodic convergence of the second iterative algorithm
Theorem . Let E, , f , A, S i , {r n }, {δ n }, {b n,i }, and {α n,i } be the same as those in Theorem .. Let C be a nonempty, closed, and convex subset of E. Suppose = ∅,  < k <   , the duality mapping J : E → E * is weakly sequentially continuous at zero and {ζ n } ⊂ (, ). Let {x n } be generated by the following iterative algorithm:
Then both {u n } and {x n } converge strongly to the unique element p  ∈ , which satisfies the following variational inequality: for ∀y ∈ ,
converges strongly to the above p  under the assumption that {a n } is a sequence of positive numbers such that n k= a k → ∞, as n → ∞.
Proof Using the same method as that in Theorem ., we know that {u n } is well-defined.
Step . {x n } is bounded. Let W n,i be the same as that in Lemma . and Theorem ., then for p ∈ = ∞ i= Fix(W n,i ), we can easily know that u n -p ≤ x n -p . Using (.), we have
where M is the same as that in Theorem ., then M is a positive constant.
Step . lim n→∞ x n+ -x n = . In fact, using Lemma ., we know that
Thus using (.) and noticing the result of (.), we have, for n ≥ ,
Then Lemma . implies that lim n→∞ x n+ -x n = .
Noticing Lemmas . and ., we know that there exists z t such that z t = tf (z t ) + ( -t) ∞ i= b n,i W n,i z t for t ∈ (, ). Moreover, z t → p  ∈ , as t → . p  is the unique solution of the variational inequality (.).
Since z t ≤ z t -p  + p  , {z t } is bounded, as t → . Using Lemma ., we have
Since z t → p  , we have
Step . x n → p  , as n → +∞, where p  ∈ is the same as in Step . Since
Using Lemma ., the assumptions and the result of Step , we know that x n → p  , as n → +∞. Combining with the result of Step , u n → p  , as n → ∞.
Copy Step  in Theorem ., z n → p  , as n → ∞. This completes the proof. 
Remark .
The four sequences {x n }, {u n }, {y n }, and {z n } in Theorem . and the three sequences {u n }, {x n }, and {z n } in Theorem . are proved to be strongly convergent to the zero point of an m-accretive mapping and the fixed point of an infinite family of nonexpansive mappings. The strongly convergent point is proved to be the unique solution of one kind variational inequalities.
Remark . In Theorem ., V n can be regarded as an averaged mapping, whose definition can be seen in [] .
Remark . The discussions on Theorems . and . are undertaken in the frame of a real smooth and uniformly convex Banach space, which is more general than that in Hilbert space.
Examples and numerical experiments
In this section, we provide some numerical experiments to show that both algorithms (A) and (B) are effective. In our experiments, we consider the following examples. Table 1 The values of {y n }, {u n }, {x n }, and {z n } with initial value x 0 = -4 n y n u n x n z n Remark . All codes were written in Visual Basic Six. For the initial value x  = -, the values of {y n }, {u n }, {x n }, and {z n } with different n are reported in Table  .
Remark . In Figure  , the abscissa denotes the iterative step and the ordinate denotes the values of {y n }, {u n }, {x n }, and {z n } with different iterative step n.
