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CHAPTER 1  
                                                         INTRODUCTION 
1.1 Optical Biosensors        
        Biosensors are analytical devices that incorporate a biological receptor and a transducer. 
The biological receptor, most commonly an enzyme, an antibody, or an oligonucleotide sequence, 
is used to create a recognition event in the presence of a target analyte. This bio-recognition 
event is then converted into a measurable signal by a transducer. Both the presence and the 
concentration of a target analyte can be obtained from the signal provided by a biosensor. The 
biosensor industry has witnessed a significant growth over the past decade. Due to an increasing 
demand for biosensing technology in point-of-care diagnostics, environmental monitoring, the 
food industry, and security applications, the total biosensor market, valued at $11.39 billion in 
2013, is expected to reach $22.68 billion in 2020 [1,2]. A number of different technologies, such 
as electrochemical, piezoelectric, mechanical and optical based transduction systems, have been 
developed to construct biosensors. Among these different categories, optical biosensors have 
been the most widely reported, given their high detection sensitivity, ease of use, compatibility 
with multiplexed assays, and the variety of transduction techniques available. Optical transducers 
may detect molecular binding events as changes in luminescence, light absorbance, polarization, 
refractive index, Raman scattering, and surface plasmon resonance (SPR) [3,4]. The most 
commonly used optical biosensing method, known as labeled sensing, requires a specialized 
label on the analyte to report its binding to a receptor. The major advantage of labeled sensors is 
their high sensitivity. For example, the detection limit (the lowest concentration at which target 
detection is possible) of enzyme-linked immunosorbent assays (ELISA) is ~ 0.1 pM [5]. 
However, the long required analysis time (> 1 hour) is a major drawback of labeled sensing 
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methods. The whole process including sample pretreatment could take up to several days. 
Additionally, the complex and time-consuming labelling procedures limit the cost-effectiveness 
and the potential for widespread use of labeled sensors. Ideally, a biosensor should operate label-
free, be sensitive, and provide fast read-out.  
        Efforts to develop such biosensing platforms have mainly focused on SPR and refractive 
index techniques. These techniques allow users to study the interaction between immobilized 
receptors and target analytes in solution, in real time without labeling of the analyte. One of the 
most successful commercially available label-free optical biosensors is produced by Biacore (GE 
Healthcare) [6]. This instrument utilizes an array of SPR sensors to detect target analytes such as 
low molecular weight drugs, antibodies, peptides, and oligonucleotides [7-9], for which a typical 
experimental set-up is shown in Figure 1.1. The interaction of light with surface charges in a 
metal (typically gold or silver) creates surface plasmon waves that propagate along the interface 
between metal and dielectric materials (air, biological or chemical species) [10]. The most 
commonly used configuration to excite surface plasmon waves is prism coupling, in which the 
incident light is totally reflected at the metal/prism boundary, creating an evanescent wave that 
penetrates the thin metal layer [11]. When the wavevector component of incident light parallel to 
the metal surface matches that of the surface plasmon wave, light is coupled into the surface 
plasmon wave [12]. This condition only happens at certain angles of incidence, appearing as a 
drop in the reflectivity of incident light. The electromagnetic field of a surface plasmon wave 
decays evanescently into both the metal and dielectric medium, but the majority of the 
evanescent field is in the dielectric medium due to increased damping in the metal. As a result, 
SPR is very sensitive to changes in the dielectric medium. Binding of molecules to surface-
immobilized receptors will change the refractive index of the dielectric medium and lead to a 
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shift of the SPR angle. A detection limit of 0.01 ~ 3 nM has been reported for label-free SPR 
sensors [13,14]. Although this number is more than two orders of magnitude higher than that for 
ELISA, SPR provides much faster analysis time (~ 10 s) and has the capability to perform real-
time, kinetic, and thermodynamic analysis [15,16]. 
 
Figure 1.1. Experimental set-up for an SPR biosensor. Prism coupling configuration is used for 
exciting a surface plasmon wave at the surface of the sensor chip. When light couples into the 
surface plasmon wave, the SPR angle is observed as a sharp drop in the reflectivity of incident 
light. The SPR angle shifts (from I to II in the lower left plot) when molecules bind to the surface. 
Binding affinities and kinetics can be determined by monitoring the change of resonance signal 
versus time (lower right plot). Reprinted with permission from Ref. [7]. Copyright 2002 Nature 
Publishing Group.   
 
        In spite of product and technology innovations, current label-free biosensors face significant 
challenges for small molecule detection and detection in complex media [17-19]. Most optical 
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structures in biosensor applications possess a strong electromagnetic field within a solid material 
and an evanescent field at the sensor surface. As a result, molecules captured on the sensor 
surface only interact with a small fraction of the evanescent field, which limits the sensitivity and 
detection limit of a biosensor. Additionally, contaminant molecules bound on the sensor surface 
may cause false positives in the readout. Porous materials are promising candidates as substrates 
for the next generation of optical biosensors due to their large internal surface area for molecular 
binding and light-matter interaction as well as their tunable pore size distributions that enable 
size-selective filtering of contaminant molecules [20-22]. A variety of porous materials including 
porous silicon [23-25], porous alumina [26-28], porous titania [29,30], and various polymers 
[31,32] have been studied for the development of optical biosensors. Among those materials, 
porous silicon has been considered as a particularly favorable material for constructing low-cost 
label-free optical biosensors due to the easy manipulation of its pore sizes, optical properties, and 
surface chemistries [33-35]. Label-free porous silicon biochips (SKi Sensors) used for real-time 
monitoring of biomolecular interactions have been commercialized by Silicon Kinetics [36]. 
Table 1.1 summarizes the response times and detection limits of various existing and emerging 
biosensing technologies. 
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Table 1.1. Comparison of characteristic parameters for different types of biosensors. 
*  Commercialized biosensors. 
† Response time for a sensor is governed by the minimum detectable signal change and is usually significantly 
shorter than the saturation time.  
Transduction  
Techniques 
Description Analyte  
Response 
Time 
†
 
Detection 
Limit 
Ref. 
Optical labeled detection  
Immunofluorescent 
assay 
ELISA* 
antibodies, 
antigens, hor-
mones  
60 min 
0.1 pM  
in serum 
[5] 
Lateral flow immuo-
chromatographic assay 
Pregnancy test* hCG 3 min 
10 μM  
in urine 
[37] 
Colorimetric bio-
barcode amplification 
assay 
Protein amplification  
by functionalized 
nanoparticles 
proteins  1 - 3 hr  
0.5 - 50 fM  
in serum 
[38-40] 
Optical label-free detection  
Surface plasmon 
resonance 
Biacore SPR system* 
small organic 
compounds 
10 s 
10 pM 
in buffer 
[6] 
Porous silicon  
biosensor 
SKi Sensor by  
Silicon kinetics* 
small organic 
compounds 
10 min/cycle 
100 pg/ml  
in buffer 
[36] 
Single layer, Rugate 
filter, microcavity 
DNA, proteins 5 - 45 min 
1 pM - 1 µM  
in buffer 
[20,33] 
Silicon photonics  
biosensor 
Genalyte microring 
resonator* 
antibodies, 
antigens 
10 - 30 min 
45 ng/ml  
in blood 
[41] 
Photonic crystal,  
waveguide, micro-
ring, interferometer 
DNA, proteins 2 - 10 min 
3 pM - 10 nM  
in buffer 
[42-45] 
Mechanical detection  
Surface stress sensors 
Microcantilever 
disease  
biomarkers 
10 min 
300 pM  
in buffer 
[46] 
PZT cantilever antigen 10 min 
0.3 pM  
in buffer 
[47] 
Mass sensing 
Microcantilever antigen 4 hr 
1.5 fM  
in serum 
[48] 
Quartz crystal  
microbalance 
DNA 3.5 hr 
1 fM  
in buffer 
[49] 
Electrical detection  
Field-effect transistor 
Silicon nanowire DNA, antigen 10 - 20 min 
5 - 10 pM 
in buffer 
[50,51] 
Silicon nanoribbon 
disease  
biomarkers 
10 min 
0.6 pM  
in blood 
[52] 
Electrochemical detection  
Voltammetry/ 
Amperometry 
Glucose test* glucose 5 s 1 mM in blood [53] 
Enzyme-based  
electrode 
herbicides 20 - 40 s 
5 - 500 nM  
in buffer 
[54] 
Impedance 
Gold nanoparticle 
modified electrode 
antibody 5 - 10 s 
2 μg/ml  
in buffer 
[55] 
Carbon nanotube 
array electrode 
antibody 5 - 10 s 
200 ng/ml  
in buffer 
[56] 
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1.2 Porous Silicon (PSi) 
1.2.1 Formation and Fabrication  
        Porous silicon, a nanostructured material consisting of pores that are most typically 
electrochemically etched into a silicon substrate [57], has attracted considerable interest for 
potential application in fields ranging from biochemistry [58-61] to photonics [62-64],  and solid 
state electronics [65-68]. The most common way to form PSi is anodization, which is initiated by 
anodically biasing a silicon wafer in a fluoride-based electrolyte solution, although stain etching 
and metal-assisted chemical etching can also be used [69-72]. In this work, PSi films are 
anodized in a two-electrode cell as shown in Figure 1.2. The working electrode is an anode and 
is usually a doped silicon wafer. The cathode is typically platinum, and it is immersed in an 
electrolyte solution containing hydrofluoric acid (HF). The electric field moves positively 
charged holes in the silicon valence band towards the surface, creating polarized surface Si-H 
bonds that are susceptible to nucleophilic attack by fluoride ions. The resulting highly polarized 
and reactive Si-F bonds are prone to continuous attack by fluoride ions, leading to dissolution of 
the silicon atom in the form of SiF6
2-
. The process repeats when another valence hole reaches the 
surface. Valence holes tend to aggregate near the pore tips due to the high radius of curvature in 
that region which generates a locally enhanced electric field. As a result, the etching 
preferentially proceeds at the pore tips, allowing the fabrication of sharp interfaces between PSi 
layers of different porosities by simply adjusting the etching current. The (100) crystallographic 
face contains strained Si-H bonds that are less stable than Si-H bonds in other faces; hence, pores 
primarily propagate in the <100> direction [73-75]. The electrochemical reaction occurring at the 
platinum cathode is primarily the reduction of protons to hydrogen gas. The accumulation of 
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hydrogen gas bubbles at the surface of the wafer and in the porous region can lead to lateral 
variation in layer thickness and porosity. For the formation of PSi multilayer structures, 
improved interface uniformity has been achieved by incorporating a short period of zero bias 
between individual layers, thereby allowing the hydrogen to diffuse out of the pores, and the 
fluoride to be replenished at the pore tips [76]. 
 
 
Figure 1.2. Schematic of a two-electrode etch cell used to make PSi. The main oxidation and 
reduction half-reactions that occur during PSi formation are shown. Note the lower case h
+
 
represents a valence band hole and the upper case H
+
 is a proton in these equations. Reprinted 
with permission from Ref. [57]. Copyright 2012 Wiley-VCH.  
1.2.2 Refractive Index of PSi  
        When its pore diameter is much smaller than the wavelength of light, PSi can be treated as 
an effective medium whose refractive index is a weighted average of the refractive indices of 
separate components in the composite matrix [77,78]. Effective medium theory describes the 
effective refractive index of PSi (    ) as a function of the complex refractive index of silicon 
(   ) and that of the pore-filling material (       , for air). The porosity P and the topology of 
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the porous structure will also affect     . One of the most frequently used effective medium 
models is the Bruggeman approximation [79], which is given by 
  
     
       
 
     
        
         
   
      
 
   
        
    
A porosity range of 30 to 90% gives an approximate refractive index range of 3.30 to 1.15, 
depending on the wavelength of light and morphology of the PSi. As PSi porosity is dependent 
on the current density used in anodization, PSi layers with different refractive indices can be 
etched into a silicon substrate in the vertical direction by appropriately varying the applied 
current densities and anodization times, enabling the fabrication of versatile photonic 
architectures with PSi films.         
1.2.3 PSi in Label-Free Optical Biosensing 
        There are many advantages in using PSi for biosensing applications, including its ease of 
fabrication, large internal surface area (>100 m
2
/cm
3
) available for molecule capture, 
compatibility with many functionalization chemistries, and capability for size-selective 
infiltration of target species [33,35,80,81]. Since its first use as a biosensor almost two decades 
ago, PSi has emerged as a promising nanomaterial for label-free optical biosensing applications 
as its optical properties, such as photoluminescence (PL) or reflectance, are highly sensitive to 
the presence of chemical and biological species inside the pores [20,60,82,83]. 
        Some of the earliest sensing work using PSi took advantage of the PL properties of the 
material. Room-temperature PL of PSi was first discovered in the early 1990’s [82]. While PL 
tags are commonly used for labeled sensing, label-free sensing has been realized in PSi by 
observing changes in the PL of PSi as affected by the analyte [84-87]. For example, 
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immunocomplex formation between an antibody and antigen within a PSi matrix has been 
observed to quench the material’s PL [84]. Binding of target DNA to a complementary DNA 
probe immobilized in the porous matrix has been confirmed through PL spectra shifts since DNA 
hybridization increases the effective refractive index of PSi, inducing a redshift in the PL spectra 
[85]. However, in recent years, PL-based transduction methods are less studied in comparison to 
sensors relying on reflectance-based transduction methods. This preference is related to the 
comparative greater error associated with measuring PL intensity changes [88]. 
        PSi biosensors relying on reflectance-based transduction methods utilize photonic structures 
whose reflectance spectra shift upon molecular binding in the porous matrix. By appropriately 
varying etching conditions, photonic structures such as interferometers [61,89], Bragg mirrors 
[90,91], rugate filters [92,93],  microcavities [94,95], and waveguides [96,97] have been 
demonstrated with PSi layers and used as biosensors. The large surface area of PSi, arising from 
the presence of nanoscale pores, facilitates enhanced light-matter interaction (i.e., light-molecule 
interaction) in PSi photonic structures, especially for those structures that support guided modes 
in the PSi film. It is well known that enhanced light-matter interaction leads to improved 
sensitivity to biomolecule binding events [98]. For nonporous materials, the majority of the 
active sensing region that spatially overlaps with guided modes is inaccessible to molecules as it 
resides inside a solid material; molecules can only interact with an evanescent field at the sensor 
surface [99]. In the case of PSi, molecules infiltrate the porous matrix and directly interact with a 
guided mode. The effective index of the guided mode is greatly perturbed by the addition of 
molecules, changing the refractive index of the PSi according to the effective medium 
approximation as discussed in Section 1.2.2. The following sections describe several types of PSi 
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photonic structures including interferometer, waveguide, and microcavity, along with their 
applications in optical biosensing.   
1.3 PSi Photonic Structures 
1.3.1 Single Layer Interferometer 
        The simplest structure for reflectance-based sensors consists of a single-layer PSi film with 
a few microns thickness (Figure 1.3b). Under normal incidence white light illumination, 
reflectance interference fringes are observed (Figure 1.3c). The Fabry-Perot relationship for thin 
film interference states that the reflectance fringe maxima are described by the relationship given 
by eq 1.1, 
                                                                   (1.1) 
 where   is the wavelength of incident light,   is the refractive index of the thin film,   is the 
film thickness, and  is an integer. Taking a Fourier transform (FFT) of the reflectance data as a 
function of wave number produces a peak corresponding to the term    , which is the effective 
optical thickness (EOT) of the PSi layer (Figure 1.3d). Upon infiltration of molecules into the 
pores, the effective refractive index of the PSi film changes, causing a change of EOT and a 
spectral shift of the Fabry-Perot fringes. By monitoring the magnitude of spectral fringe shift or 
EOT change, the amount of infiltrated molecules can be quantitively determined in a label-free 
way. 
        Due to its ease of fabrication and straightforward measurement, single-layer interferometer 
has been used for the detection of a variety of target analytes, such as DNA, proteins, and 
bacteria [60,100-102]. For the detection of large molecules that are excluded from the pores, 
Segal et al. have demonstrated real-time observation of bacteria attachment by monitoring 
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intensity changes in the reflectance spectrum of PSi interferometer [102-104]. They reported 
detection of E. coli bacteria at relatively low concentration ranges of 10
3
 – 105 cells/mL within a 
few minutes of analysis time, which may be applied for identification and quantification of food 
pathogens. However, for the detection of low concentrations of small molecules captured inside 
the pores, the EOT changes of interferometer are barely noticeable, leading to low sensitivity in 
direct binding assays. One possible method to enhance the optical signal generated by specific 
attachment of a small analyte is by labeling the analyte with quantum dots (QDs) [105]. Gaur et 
al. have shown that QDs may serve both as high refractive index signal amplifiers for reflectance 
measurements and as fluorescent labels for the verification of molecule capture in the 
functionalized pores [105]. A greater than 5-fold enhancement in the measured reflectance fringe 
shift and a nearly 3 order of magnitude improvement in the detection limit for only 6% surface 
area coverage of QDs inside the porous matrix were demonstrated for detecting target QD-biotin 
conjugates with streptavidin probes immobilized in PSi single-layer films.     
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Figure 1.3. (a) Top view and (b) cross-sectional SEM images of a PSi single-layer film. The 
brighter regions indicate silicon and the darker regions indicate air. (c) The Fabry-Perot fringes 
in the reflectance spectrum of PSi interferometer before (grey line) and after (black line) 
infiltration of molecules into the pores. (d) The EOT, obtained via FFT analysis of the 
reflectance spectrum, shows an increase upon molecule infiltration.   
         
1.3.2 Waveguide 
        While single layer PSi interferometers do enable a greater interaction between light and 
molecules compared to a nonporous thin film or interferometer, due to the larger number of 
molecules captured in the pores, resonant PSi optical structures further benefit from increased 
intensity of light within a guided mode layer, which also increases the detection sensitivity of 
  
 
 
 13 
optical structures [106]. Wei et al. have demonstrated a resonant PSi slab waveguide capable of 
achieving high sensitivity for label-free detection of small molecules [107,108]. Figure 1.4a 
shows the SEM image of a PSi waveguide consisting of two layers: a top, low porosity, high 
refractive index layer known as the waveguide layer and a bottom, high porosity, lower 
refractive index layer referred to as the cladding layer. In this structure, light is trapped in the 
high index waveguide layer due to total internal reflection at the interfaces with the lower index 
cladding layer below and air above. While light is only guided in the waveguide layer, an 
exponentially decaying field exists in the regions directly above and below the waveguide layer. 
This evanescent field allows light to be efficiently coupled into and out of the waveguide under 
specific conditions (e.g., angle of incidence, wavelength of light).  A dip in the attenuated 
reflectance spectra of PSi waveguides corresponds to a coupled mode and the angle at which the 
dip appears directly corresponds to the effective index of the PSi waveguide (Figure 1.4b) [109]. 
A redshift of the resonance dip suggests that molecules have been added inside the pores of the 
PSi waveguide, increasing the effective refractive index, while a resonance blueshift suggests 
that material has been removed from the waveguide, which decreases the effective refractive 
index of the waveguide. Unlike SPR sensors in which an evanescent, exponentially decaying 
wave interacts with bound molecules, in PSi waveguides, guided waves propagate through the 
material overlapping with the molecular binding region. Previous work has demonstrated the PSi 
waveguides have the potential to outperform traditional SPR sensors by a factor of 60 [110].  
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Figure 1.4. (a) Cross-sectional SEM image of a double-layer PSi waveguide. (b) Reflectance 
spectra of a PSi waveguide. The resonance angle shifts in response to the change of the effective 
refractive index of the PSi waveguide layer. (c-e) Common coupling configurations for PSi 
waveguide: (c) prism coupling in the Otto configuration, (d) prism coupling in the Kretschmann 
configuration, and (e) grating coupling.    
 
        A major advantage to use the waveguide structure as sensing platforms is that the most 
sensitive sensing region is the top waveguide layer that is most easily accessible for molecule 
infiltration. However, for light to couple into a waveguide, incident light needs to be phase 
matched to the propagating mode within the waveguide. Figure 1.4c, d show schematic 
illustrations of PSi waveguide structures based on the Otto configuration and the Kretschmann 
configuration, respectively, which are two commonly used methods for prism coupling. The Otto 
configuration is used for double-layer PSi waveguides with an air gap between the waveguide 
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and the prism. The Kretschmann configuration is used for single-layer PSi waveguides with a 
low index layer (e.g., polymer or metal) deposited directly on the prism to act as a cladding layer. 
Figure 1.4e shows another commonly used coupling method, grating coupling, where the phase 
mismatch is overcome by a periodic grating if the wave vector of higher order diffracted light 
matches the wave vector of a guided mode. Previous work has demonstrated the use of PSi 
waveguides for the detection of DNA and proteins, with the lowest expected detection limit in 
the nanomolar range [97,111,112].    
1.3.3 Microcavity 
        A one-dimensional multilayer microcavity is comprised of alternating layers of low and 
high refractive index possessing optical thicknesses corresponding to one-fourth of the resonant 
wavelength (i.e., Bragg mirrors) and a central defect layer with an optical thickness that is 
typically equivalent to half the resonant wavelength of the microcavity. Light is localized in the 
central defect layer, making it the most sensitive region of the microcavity for detecting target 
analyte as a result of strong light-matter interaction. A high quality PSi microcavity requires 
several periods of alternating high and low porosity films as shown in Figure 1.5a, with the exact 
number of periods dependent on the refractive index contrast within the Bragg mirror layers. The 
reflectance spectrum of a microcavity is characterized by a resonance dip in the middle of a high 
reflectance band (Figure 1.5b).  The resonance wavelength of a PSi microcavity is strongly 
dependent on the effective refractive index of the PSi defect layer and also depends on the 
effective refractive index of the surrounding PSi mirror layers. In order for the PSi microcavity 
to be effective in biosensing applications, the pore size must be sufficiently large to allow 
infiltration of target analytes through the Bragg mirror into the defect layer. When molecules are 
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captured on the pore walls, the effective refractive index of PSi increases and the microcavity 
resonance red-shifts to longer wavelengths. Both microcavities and waveguides have the 
potential to achieve the lowest detection limits [113], with microcavities being simpler to 
implement as the reflectance spectrum of a microcavity is measured by a spectrometer with near 
normal incident light while each waveguide requires complex instrumentation for angle 
dependent coupling. 
 
Figure 1.5. (a) Cross-sectional SEM image of a PSi microcavity. The brighter layers indicate 
low porosity films and the darker layers indicate high porosity films. (b) Reflectance spectra of a 
microcavity with a resonance dip due to light being trapped in the defect of the microcavity. The 
resonance wavelength red-shifts after species are added to the PSi matrix. 
1.4 Current Challenges in PSi Biosensing 
1.4.1 Surface Passivation 
        Freshly etched PSi surfaces are hydride-terminated and oxidize readily upon exposure to 
aqueous solutions [100]. Si-H and Si-Si bonds in PSi are both competent reducing agents, and 
are able to reduce water to hydrogen. Oxidation of Si-Si bonds by water generates new surface 
Si-H bonds, which leads to continued oxidation and corrosion of PSi, as shown in Figure 1.6. In 
biosensing applications, the degradation and dissolution of PSi over time in aqueous solutions is 
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detrimental to the sensitivity, accuracy, and lifetime of the sensor.  Indeed, PSi has been 
exploited as a delivery vehicle for pharmaceuticals precisely because of its biocompatibility, low 
toxicity, and ability to dissolve over time in a physiological environment [114]. Adsorption of 
DNA oligonucleotides has been shown to accelerate PSi oxidation and dissolution [115]. It was 
postulated that the negative charges on DNA’s phosphate backbone attract the positively charged 
carriers in p-type silicon to the PSi surface, facilitating the nucleophilic attack by water 
molecules that ultimately leads to PSi dissolution. DNA hybridization amplifies PSi corrosion 
and dissolution, which limits sensing reproducibility and leads to device failure. In order to 
improve the sensing performance of practical PSi biosensors, especially for DNA sensing 
applications, the sensor surfaces require protection from degradation.  
        A common method of PSi surface passivation is to grow an oxide layer to slow down 
further oxidation. Several oxidation methods have been used to treat PSi, including thermal 
oxidation, oxidation via aqueous hydrogen peroxide treatment, and ozone oxidation [115-117]. 
Among those methods, thermal oxidation at 700 °C or above tends to form much more stable 
oxides of PSi [118]. Ozone oxidation forms a hydrophilic, hydrated oxide that readily dissolves 
in an aqueous environment [100]. Peroxide-based chemical oxidation is challenged by 
concurrent hydrogen bubble formation which may induce non-uniformity of the oxide [119]. In 
addition, thermal oxide generated at temperatures above 300 °C is predominated by Si-O-Si 
bonding with few Si-OH species [116]. Si-O-Si species are less polar than Si-OH species and 
show greater resistance to attack by water molecules, leading to slower rates of degradation in 
solution. Subsequent silanization of the oxidized PSi surface forms a densely packed silane layer 
that limits the access of water to the underlying surface and protects the surface from 
degradation, as shown in Figure 1.6. The reactive groups at the silanes provide attachment points 
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for biorecognition molecules. However, the silane chemistry is not ideal. Silane molecules tend 
to couple to themselves, forming multilayers that can clog the pores and block access for 
additional reagents or target analytes [120,121]. PSi sensors well-passivated via thermal 
oxidation and silanization have shown improved aqueous stability in the presence of DNA 
molecules [122]. In this thesis, a saturation in the corrosion effect was observed on thermally 
oxidized and silanized PSi, contrary to prior reports of continuous dissolution. The corrosion 
process was further mitigated by decreasing the overall concentration of negative charges within 
the PSi sensing volume, leading to improved reusability and reliability of the PSi DNA sensor. 
 
 
Figure 1.6. Top: oxidation and corrosion process of freshly etched PSi illustrating surface 
regions of the porous structure. Bottom: modification of PSi by oxidation and silanization 
provides surface passivation. Left: the grey region indicates the porous matrix; the black 
represent oxide layers, the red represents network of silane molecules.   
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        Alternatively, PSi can be passivated by forming Si-C surface bonds. Si-C bonded species 
show greater kinetic stability than Si-O bonded species and could potentially withstand years of 
exposure to aqueous solutions without degradation [123]. The most common reaction used to 
form Si-C bonds is hydrosilylation of alkenes or alkynes at the hydride terminated PSi surface 
[124-126]. The hydrosilyation reaction typically converts just a few percent of Si-H species on 
PSi. Because most functional organic molecules are too large to fit into the smaller pore opening 
in PSi, the maximum conversion efficiency reported for hydrosilyation was less than 30% 
[126,127]. The fact that reactive Si-H species still exist in PSi makes the modified sample still 
susceptible to aqueous dissolution [128]. Another method to form Si-C bonds is thermal 
carbonization. This reaction involves decomposition and partial pyrolysis of acetylene gas on a 
PSi sample held at elevated temperatures [129,130]. The temperature of the pyrolysis reaction 
plays a key role in determining the carbon content. When the reaction is carried out at 
temperatures above 500 °C, significant carbonization occurs, removing most residual hydrogen 
and leading to black PSi films with high carbon content [131,132]. Due to the difficulty of 
balancing the trade-offs between carbon content and optical transparency, passivating PSi optical 
biosensors via thermal carbonization can be more challenging than oxidation. Replacing the 
acetylene precursor with an organic polymer (polyfurfuryl alcohol) has been reported to improve 
the optical transparency of carbonized PSi films [133]. The pyrolyzed PSi-carbon composite is 
chemically stable and optically smooth, leading to strong interest in label-free biosensing 
applications [132-134].    
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1.4.2 Mass Transport Efficiency 
        For applications ranging from biosensing to drug delivery, molecules of interest have to be 
transported into or out of inner pore spaces within PSi. Lawrie et al. demonstrated that 
infiltrating PSi waveguides with biomolecules can be challenging, even when the pore diameters 
of the waveguide are up to five times larger than the size of biomolecules [112]. The high aspect 
ratio of the nanopores may cause significant barrier to mass transport within PSi. The biosensing 
performance of a PSi microcavity is especially inhibited by infiltration challenges, as the most 
sensitive sensing region of a microvavity, known as the defect layer, is buried underneath the 
Bragg mirror layers. Target molecules have to pass the low porosity layers in the Bragg mirror to 
reach the buried defect layer. The average pore sizes of the low porosity layers etched from 
highly doped p-type silicon range from 5 to 20 nm, which are on the same order as the sizes of 
typical target molecules such as antibodies, enzymes and short nucleic acids. A common strategy 
to overcome the infiltration challenge is pore widening. For example, partial dissolution of 
freshly etched PSi in alkaline solution widens the internal pore space and facilitates mass 
transport through PSi multilayers [135,136]. However, the extent of pore widening is limited by 
the existing pore morphology and the requirement of sufficient index contrast between PSi 
multilayers. Extensive pore widening can lower the porosity difference in PSi multilayers and 
compromise the optical quality of PSi photonics structures, which will negatively impact the 
sensitivity of biosensors [113,137].      
        In recently years, the incorporation of PSi biosensors into lab-on-chip devices has shown 
great premise for sensitive and reliable molecule detection in real time [138,139]. Microfluidic 
systems are integrated with PSi for the transport of bulk analyte to the porous sensing region. 
Most of the PSi sensing approaches that incorporate microfluidics rely on closed-ended porous 
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films in a flow-over operation mode, in which the analyte solution is transported over the 
external surface of the nanoporous film [140-142] (Figure 1.7a). Due to the infiltration challenge 
in PSi, the flux into an individual pore can be as slow as a few molecules per pore per second 
[143-145]. As a result, most molecules are swept past the PSi region without reacting with its 
interior porous sensing surface. The performance of PSi sensors is traditionally limited by slow 
response times for the detection of analyte with slow diffusivity. Increases in the flow rate or 
analyte concentration in the provided stream can enhance transport of more analyte into the 
sensor but at the expense of requiring a greater input of analyte. Recycling the sample multiple 
times over the sensor surface can improve the capturing efficiency from the sample, but suffers 
from a complicated design and a slowdown in binding with every cycle due to progressive 
depletion [146,147]. Vilensky et al. have recently demonstrated a novel microfluidic device that 
integrates an oxidized PSi sensor with electrokinetic focusing for the detection of nucleic acid 
[148]. First, DNA target molecules are focused in the microfluidic channel using an electric 
field. Then, the highly concentrated sample is transported to the PSi sensor and is held stationary 
to allow efficient hybridization with capture probes immobilized within the porous matrix. The 
authors demonstrated detection of 15-base DNA hybridization at concentrations as low as 1 nM 
in 20 min of analysis time. However, this technique can only be applied for the detection of 
charged target molecules. 
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Figure 1.7. Schematic illustrations of (a) flow-over and (b) flow-through PSi sensors. Improved 
infiltration and mass transport can be achieved using open-ended pores in the flow-through 
configuration. 
         
        In order to improve the mass transport efficiency in PSi, an open-ended PSi membrane that 
allows analytes to flow through the pores in microfluidic-based assays and interact more 
favorably with the inner pore surfaces has been demonstrated [149,150]. As shown in Figure 
1.7b, the PSi membrane samples were sealed between two micro-channels. The upper channel 
contained the inlet for the analyte solution while outlet was present in the bottom channel, 
forcing the solution to pass through the open-ended pores. For label-free optical biosensors, such 
flow-through sensing systems are predominantly based on SPR transducer approaches where an 
improvement in response time of the flow-through scheme over the conventional flow-over 
scheme has been reported [151-154]. Suspended metallic nanohole arrays have been used this 
way, but their reliance on expensive and sophisticated fabrication processes limits their cost-
effectiveness and potential for mass production [155-157]. In this work, standard 
photolithography is used to pattern electrochemically etched PSi and selectively create open-
ended PSi membranes, enabling low-cost high-throughput production at wafer scales [149]. For 
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biosensing applications, it is advantageous to utilize resonant optical structures to achieve 
stronger electric field localization, which leads to improved detection sensitivity. Accordingly, 
the PSi membranes used in this work were formed as microcavity structures. The mass transport 
and reaction kinetics in these PSi membranes are analyzed and are experimentally and 
numerically compared with those for closed-ended PSi in a flow-over scheme. The flow-through 
design greatly improves molecule transport efficiency in microcavity structures and reduces 
sensor response time as compared to the flow-over methods [149,150].  
1.5 Overview of the Dissertation 
        This work is aimed at solving two of the key challenges in achieving practical application of 
PSi-based biosensors: surface passivation and efficient mass transport. The ability to mitigate 
charge-induced degradation and the analysis of transport and binding kinetics in open-ended and 
closed-ended nanopores will be an important resource for a broad scientific community 
interested in utilizing porous materials for various applications including batteries, fuel cells, 
artificial cell membranes, and biosensors.  
        Chapter 2 examines the influence of charge density and surface passivation on the 
corrosion process in PSi. In DNA sensing applications, the PSi sensing performance not only 
suffers from inefficient infiltration due to the length of DNA sequences, but also undergoes 
challenges of amplified PSi corrosion induced by the negative charges on DNA’s phosphate 
backbone. As a result, the DNA binding, which leads to an increase in refractive index due to the 
hybridization event, can also induce a concurrent decrease in refractive index due to corrosion of 
the PSi matrix. Hence, there are competing factors that make it challenging to interpret the 
change in the PSi optical properties following DNA sensing. Chapter 2 provides strategies to 
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eliminate such sensing signal ambiguity, and proposes a mechanism behind the DNA-induced 
corrosion behavior in well-passivated PSi.  
        In Chapter 3, the benefit of flow-through sensing in open-ended porous materials as 
compared to flow-over sensing with closed-ended porous materials is quantified by solving 
transport equations and binding reactions using finite element method simulations, and assuming 
a pore diameter of 25 nm, which is consistent with the pore size of many porous semiconductors, 
porous oxides, and porous metals. The advantages of flow-through sensors are strongest for the 
detection of large molecules with low diffusivities. The analytical and numerical calculations of 
mass transport and binding kinetics in flow-over and flow-through pores can be applied broadly 
to different types of porous materials. 
         In Chapter 4, the sensing performance of PSi microcavity films in the flow over (i.e., no 
membrane) and flow-through (i.e., membrane) schemes is experimentally demonstrated. The PSi 
membrane integrated with flow-through microfluidics significantly improves mass transport of 
large protein molecules through the nanopores and demonstrates a 6-fold improvement in 
response time of streptavidin binding in comparison to a conventional flow-over PSi sensor, 
which is in excellent agreement with the computational predictions in Chapter 3. The enhanced 
analyte transport efficiency for using open-ended PSi membranes is further confirmed by 
quantum dot-based fluorescence measurements. A pressure test used to characterize the 
mechanical stability of PSi membranes is also shown in this chapter.  
        Chapter 5 presents a concluding summary and future research opportunities that will 
further improve the PSi-based sensing technologies demonstrated in this work. Overall, the 
improvement of surface stability and mass transport efficiency in PSi is significant progress 
towards fast, accurate, and reliable lab-on-chip sensing technologies based on PSi.   
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CHAPTER 2  
              DNA INDUCED CORROSION IN POROUS SILICON BIOSENSORS 
 
2.1 Introduction 
        A major challenge for PSi biosensors, which also impacts PSi-based electrodes realized in 
lithium batteries [67,158],  fuel cells [66],  and supercapacitors [159], is its reactive surface that 
tends to make its physical structure unstable in water and various electrolytes [100]. Freshly 
etched PSi surfaces are hydride-terminated and are highly susceptible to oxidization and 
dissolution. Accordingly, PSi must be robustly passivated to enable reliable and reusable 
biosensing applications. Prior reports have focused on the rapid oxidation and hydrolysis (i.e., 
corrosion) of PSi fabricated from p-doped silicon that occurs when the PSi films are exposed to 
solutions containing negative charges. In particular, hybridization of negatively charged DNA 
oligonucleotides was shown to accelerate PSi dissolution [115]. It was suggested that the 
negative charges on the phosphate backbone of DNA attract positively charged carriers in p-type 
silicon to the PSi surface, facilitating nucleophilic attack by water molecules that ultimately leads 
to PSi dissolution. Importantly, in the work by Steinem et al., PSi samples were weakly oxidized 
to produce a surface with a large fraction of Si-OH bonds and some remaining Si-Hx bonds, and 
then functionalized with a silane molecule and single stranded DNA. These samples experienced 
continuous degradation and ultimately structural collapse upon exposure to the complementary 
DNA sequence; this corrosion occurred at a much faster rate than background dissolution of the 
functionalized material in a phosphate buffer solution. 
        In this chapter, we expand upon prior studies to investigate the effect of DNA-induced 
degradation on PSi samples that are well-passivated with a thermal oxide and silane layer. PSi 
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waveguide structures consisting of a top, low porosity guiding layer and a bottom, high porosity 
cladding layer are utilized to enable highly sensitive optical measurements that quantify material 
added to the PSi matrix (e.g., chemical or biological molecules attached to the silicon surface) or 
material removed from the PSi matrix (e.g., due to corrosion). A sufficiently high DNA probe 
density to cause PSi corrosion is achieved in this work based on an in situ DNA synthesis 
process utilizing sequential solid-phase phosphoramidite coupling reactions [160]. Contrary to 
previous reports on poorly passivated porous silicon, in which corrosion led to continuous 
dissolution and finally structural collapse of the PSi thin film, the well passivated PSi waveguide 
in this work exhibits a saturation effect during the corrosion process, as reported in Ref. [122]. 
For practical implementation of PSi structures for DNA detection, we show that charge neutral 
peptide nucleic acid (PNA) probe molecules can be used to capture the desired target DNA 
molecules without a confounding corrosion effect. Finally, with supporting Fourier transform 
infrared spectroscopy (FTIR) measurements, a modified model based on nucleophilic attack of 
oxidized PSi surface by water molecules is proposed to explain the DNA-induced corrosion 
process in well-passivated PSi samples.  
2.2 Fabrication of PSi Waveguides  
        The PSi waveguides were fabricated by electrochemical etching of p-type silicon wafers 
(<100>, 0.01-0.02 Ω-cm, 650-700 μm) in a 15% hydrofluoric acid (HF) in ethanol. Before 
anodization, the silicon wafer samples (2 × 2 cm
2
) were first soaked in 15% HF for 1 min to 
remove the native oxide. The two-layer waveguide structure was then etched at 5 mA/cm
2
 for 
42 s to form the waveguiding layer and then 48 mA/cm
2
 for 60 s to form the cladding layer. 
After etching, the samples were soaked in 1.5 mM KOH in ethanol for 30 min to widen pores. 
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Scanning electron microscope (SEM) images were used to approximate the porosities, pore 
diameters, and layer thicknesses for these waveguide structures. The resulting PSi waveguide 
layer has a refractive index of approximately 1.77, pore diameters ranging from 15 - 25 nm, and 
a thickness of approximately 220 nm. The bottom, cladding layer has slightly larger pore 
diameters, a refractive index of approximately 1.32 and a thickness of approximately 1400 nm. 
2.3 Surface Functionalization  
2.3.1 In Situ DNA Synthesis  
        PSi waveguides were first thermally oxidized in a furnace (Lindberg Blue M) in ambient air 
at 800 °C for 30 min. Following oxidation, a hydroxyl-terminated silane, N-(3-
triethoxysilylpropyl)-4-hydroxybutyramide (TEOS-HBA) was used to functionalize the PSi 
surface with reactive moieties used to initiate DNA oligo nucleotide synthesis from the 
waveguide surface. The oxidized waveguide samples were incubated in a 4% solution of TEOS-
HBA, composed of 83 μL TEOS-HBA, 100 μL deionized (DI) water, and 1900 μL ethanol, for 
4 hours at room temperature. The samples were then rinsed with ethanol to remove excess 
solvents, and annealed at 200 °C for 16 hours in the furnace in ambient air. The annealing step 
cross-links neighboring silane molecules, increasing the hydrolytic stability of the silane coating 
[121]. Samples were then soaked in DI water at room temperature for at least 4 hours to remove 
weakly bound multilayers of silane molecules.  
        DNA probes were synthesized within silanized waveguides using an Applied Biosystems 
Model 392 DNA Synthesizer that was modified to direct reagent flow onto the waveguide 
surface for base-by-base oligonucleotide synthesis in PSi. The phosphoramidite method was used 
as described previously [160]. Ultra-mild phosphoramidites and reagents (Glen Research) were 
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used to allow for a moderate, basic deprotection step and reduce the possibility of PSi dissolution 
during DNA synthesis. A 16-mer probe DNA sequence (5’-TAG CTA TGG TCC TCG T-3’) 
with a melting temperature of 50 °C in 4-(2-hydroxyethyl)-1-piperazineethanesulfonic acid 
(HEPES) buffer solution was synthesized. HEPES buffer solution was prepared by dissolving 20 
mM HEPES, 150 mM NaCl, and 5 mM ethylenediaminetetraacetic acid (EDTA) in 1000 mL DI 
water. The resulting ionic strength was 110 mM. NaOH or HCl was used to adjust the pH of 
HEPES buffer to 7.4. After completion of DNA synthesis, the PSi waveguide was rinsed with 
ethanol and water. Cyanoethyl groups attached to synthesized DNA molecules block the 
negative charges on the phosphate backbone and need to be removed together with protection 
groups on each base (phenoxyacetyl protection for adenine, 4-isopropyl-phenoxyacetyl 
protection for guanine, and acetyl protection for cytosine) before hybridization.  Synthesized 
DNA probe molecules were activated for sensing by deprotection in a 1:1 volume ratio solution 
of ethylenediamine and ethanol for 30 min at room temperature. 
2.3.2  In Situ PNA Synthesis  
        Waveguides were first thermally oxidized in the furnace in ambient air at 800 °C for 30 min 
and then functionalized with 1% 3-aminopropyltriethoxysilane (3-APTES) in anhydrous toluene 
for 20 min at room temperature. The silanized waveguides were thermally annealed at 150 °C in 
ambient air for 20 min to promote stable 3-APTES monolayer formation and then soaked at 
room temperature in HEPES buffer for 1 hour to remove weakly bound silane multilayers. In situ 
PNA synthesis of the same 16-mer sequence used for probe DNA (5'-TAG CTA TGG TCC TCG 
T-3') was conducted directly on APTES-functionalized PSi within a PS3 automated peptide 
synthesizer (Protein Technologies). Monomers for PNA synthesis, rink amide LL resin, and 2-
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(6-chloro-1H-benzotriazole-1-yl)-1,1,3,3-tetramethylaminium hexafluorophosphate (HCTU) 
activator were purchased from PNA Bio, EMD Millipore, and Chempep , respectively. The 
synthesis process is described in detail in Ref. [161]. 
2.3.3 Nucleic Acid Sensing  
        100% Complementary target DNA (5’-ACG AGG ACC ATA GCT A-3’) and 100% non-
complementary mismatch DNA (5’-GGT TTC TGA TGC TGA C-3’) purchased from Eurofins 
MWG Operon were diluted to 100 μM in HEPES buffer and stored at -20°C. Immediately prior 
to hybridization, 10 μL of the 100 μM DNA solution was diluted to a working concentration of 
10 μM in 90 μL HEPES buffer. PSi waveguides functionalized with either probe DNA or probe 
PNA were incubated in 100 μL solutions of 10 μM target DNA as well as mismatch DNA. 
Uncharged PNA molecules with the same sequence as complementary target DNA were 
purchased from BioSynthesis Inc and were utilized to hybridize with PNA probes in order to 
prevent PSi corrosion associated with negative charges on target DNA. The 10 μM target PNA 
solutions were prepared by diluting 100 μM PNA in HEPES buffer. Magnesium chloride 
hexahydrate (MgCl2 ∙ 6H2O) was dissolved into the HEPES buffer solution used for target DNA 
hybridization with synthesized PNA probes at a concentration of 2 M in order to shield the 
negative charges on DNA and evaluate the resulting effect on PSi corrosion. All hybridization 
experiments were performed at room temperature. 
2.4 Prism Coupling Measurements  
        A Metricon 2010 prism coupler employing a rutile prism (nprism = 2.1677) in the Otto 
configuration was used to evanescently couple a TE polarized 1550 nm laser beam into the 
waveguide. At a specific resonant angle, the light is coupled through the prism into the 
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waveguide; otherwise the light is entirely reflected. Therefore, a dip in the reflectance spectrum 
is observed for each coupled mode. The resonant angle directly corresponds to the effective 
refractive index of the waveguide according to the relation  
                                                                neff  = nprism sinθ                                                           (2.1) 
where neff and nprism  are the effective index of the waveguide and refractive index of the prism, 
respectively, and θ is the angle of incidence of light in the prism corresponding to the resonant 
angle. Molecule infiltration inside the pores of the PSi waveguide causes the refractive index of 
PSi to increase, leading to a redshift (i.e., shift to higher angle) of the resonant angle.  On the 
contrary, loss of materials inside the PSi waveguide, for example due to corrosion of the PSi 
matrix, causes the refractive index to decrease, resulting in a blueshift (i.e., shift to lower angle) 
of the resonant angle. The magnitude of the resonant angle shift correlates to, and allows 
quantification of, the amount of material added to or removed from the PSi waveguide. The 
resolution of the Metricon 2010 prism coupler used in this work is 0.002°.  
2.5 Characterization of PSi Passivation  
        The degree of passivation of the PSi waveguides after thermal oxidation and silanization in 
TEOS-HBA was first established through prism coupling measurements following exposure to 
an aqueous environment. Thermal oxidation produces a SiO2 layer and Si-O-Si bonds, leaving 
the PSi surface free of hydrides and thus less susceptible to corrosion in aqueous environments. 
The oxidation process also yields sufficient Si-OH surface groups, which are necessary for 
TEOS-HBA silane attachment [116]. While a complete monolayer coating of silane would serve 
to further passivate the PSi surface against corrosion, the TEOS-HBA silane tends to form in 
multilayer islands [162]. Figure 2.1a shows reflectance spectra taken by prism coupling of an 
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oxidized PSi waveguide after silanization and subsequent soaking in DI water over the course of 
several hours. The redshift of the waveguide resonance following silanization confirms that 
silane molecules are attached to the waveguide while the subsequent resonance blueshift after the 
first two hours of exposure to DI water indicates a loss of material from the PSi waveguide, 
likely due to removal of loosely bound silane molecules. After 4 hours in DI water, the resonant 
angle shift stabilized and additional water exposure resulted in negligible shifts in resonance 
angle (Figure 2.1b), implying that the remaining silane film is hydrolytically stable. 
 
 
Figure 2.1. (a) Stabilization of silanized PSi waveguides. Reflectance spectra are given for a PSi 
waveguide after oxidation (black, solid line), TEOS-HBA silanization (red, solid line), and 
soaking in DI water for 2, 4, 6, or 8 hours (blue, green, gray, orange dashed lines, respectively). 
Hydrolysis is indicated by shifts of the resonance to lower angles after soaking in DI water. (b) 
Resonance angle shift as a function of time during DI water soak. Reprinted with permission 
from Ref. [122]. Copyright 2014 American Chemical Society.  
 
        The fractional coverage of the molecules in the PSi waveguide can be determined by using 
transfer matrix theory [163] and Lugo’s three component effective medium model [164] to fit the 
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magnitude of the resonance angle shifts according to established procedures [96]. Using this 
method, we found that the shift in resonance angle due to silanization shown in Figure 2.1, 
0.392°, corresponds to a sub-monolayer surface coverage of approximately 34%. This value 
should be treated as an upper bound since multilayer islands of silane molecules may still exist 
on the surface after the annealing and hydrolysis process. According to previous studies on 
TEOS-HBA silane functionalized PSi, higher coverage up to nearly 90% can be achieved in PSi 
waveguides through extended incubation in TEOS-HBA solutions [162]. However, the lower 
silane coverage was chosen in this work because the surface coverage of silane molecules is 
directly related to the ensuing probe DNA density in the PSi waveguide and it has been shown 
that an approximately 25% probe DNA coverage in PSi waveguides minimizes steric hindrance 
and results in the largest sensor response upon exposure to complementary target oligos [165].  
2.6  Influence of Probe DNA on PSi Corrosion 
        As shown in Figure 2.2a, 16-mer probe DNA synthesis on the silanized PSi waveguides led 
to a large resonance redshift, confirming molecule attachment. Subsequent deprotection of the 
DNA probes to give them the structures needed for sensing resulted in a small blueshift, 
corresponding to the removal of the protecting groups from the DNA chains. Based on the 
overall measured resonance shift of the PSi waveguide resonance due to activated probe DNA 
attachment (1.113°), the 16-mer probe DNA surface coverage was estimated to be approximately 
31%, assuming no corrosion resulted from the attachment process and assuming all sequences 
were complete 16-mer DNA strands. We note that the magnitude of the resonance shift from 
probe DNA attachment is larger than from silane attachment due to the respective sizes of the 
molecules (16-mer DNA ≈ 3.52 nm long; TEOS-HBA silane molecule ≈ 0.9 nm long).  
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Figure 2.2. Optical characterization of in situ DNA probe synthesis and subsequent degradation 
of an activated PSi waveguide biosensor in DI water. (a) Probe DNA was synthesized from a 
stabilized PSi waveguide functionalized with TEOS-HBA silane (black, solid line). Reflectance 
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spectra following in situ synthesis of 16-mer DNA probe and deprotection of charge-masking 
groups from the sugar-phosphate backbone are indicated by red and blue solid lines, 
respectively. Incubation of the deprotected probe DNA molecules with negatively charged 
backbones in DI water results in a blueshift to lower resonant angles (dashed lines).  (b) 
Resonance angle shift as a function of time during DI water soak after probe DNA deprotection. 
(c) Reflectance spectra of a PSi waveguide stably functionalized with TEOS-HBA silane (black 
solid line), after in situ synthesis of probe DNA molecules that have not been deprotected (red 
solid line), and after soaking the waveguide in DI water (dashed lines). Reprinted with 
permission from Ref. [122]. Copyright 2014 American Chemical Society. 
 
    The stability of the PSi waveguides functionalized with in situ synthesized probe DNA 
molecules against corrosion was evaluated by soaking in DI water.  Prior studies did not report 
any corrosion due to the attachment of negatively charged probe DNA molecules [115] and 
similar studies performed in our group with pre-synthesized DNA probes having approximately 
10% surface coverage also did not show any measurable corrosion effect, likely due to the 
relatively low concentration of negatively charged species [166]. As shown in Figure 2.2 a, b, a 
blueshift of the waveguide resonance angle with a magnitude that gradually decreases after the 
first hour of exposure to DI water was measured, suggesting that the concentration of negative 
charge provided by the in situ synthesized DNA probes is large enough to lead to measurable 
corrosion. Since removal of the protecting groups following in situ synthesis leaves the backbone 
of the probe DNA molecule negatively charged, control experiments on PSi waveguides 
functionalized with in situ synthesized charge-neutral DNA probes that have not been 
deprotected could be conducted. Such negative control experiments were performed using 
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protected probe DNA and showed that a smaller waveguide resonance blueshift occurred during 
the first hour of exposure to DI water and ceased thereafter (Figure 2.2c). Thus, without 
deprotection, the charge neutral DNA probe molecules do not facilitate oxidative corrosion of the 
PSi surface. From these experiments, we conclude that there may be a small quantity of residual 
chemicals from the in situ synthesis process or a small quantity of additional incompletely cross-
linked silane monomers that are removed during the first hour of DI water exposure to the probe 
DNA functionalized PSi waveguides but there is clearly concurrent and measurable corrosion 
that occurs due to the presence of the negative charges on the sugar-phosphate backbones of the 
deprotected DNA probe molecules. Accordingly, to minimize corrosion effects that may 
potentially mask the binding signal from target DNA molecules during DNA hybridization 
assays, all in situ DNA probe-functionalized waveguides were stabilized in DI water for at least 
2 hours after deprotection.  
2.7 Influence of DNA Hybridization on PSi Corrosion 
        Using the stabilized PSi waveguides with in situ synthesized DNA probes, the effect of 
corrosion upon DNA hybridization was investigated. As shown in Figure 2.3, hybridization with 
10 µM complementary DNA target molecules caused the PSi waveguide resonance angle to 
blueshift approximately 0.1°, suggesting that even though these waveguides were well-
passivated, corrosion of the PSi upon exposure to the DNA duplex occurs.  
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Figure 2.3. Resonance angle blueshift upon hybridization of a 100% complementary DNA target 
(10 µM) with DNA probes synthesized on a PSi waveguide. Reprinted with permission from Ref. 
[122]. Copyright 2014 American Chemical Society. 
 
6-FAM labeled DNA target molecules (absorption maximum near 494 nm, emission maximum 
near 525 nm) were used to confirm the presence of DNA duplexes within PSi. A 488nm laser 
(Coherent OBIS) was operated at 4 mW to excite 6-FAM emission. A fiber-coupled Ocean 
Optics USB400 CCD spectrometer was used to record 6-FAM emission between 500 nm and 
800 nm. PSi waveguides functionalized with in situ synthesized 16-mer DNA probes were 
exposed to complementary DNA targets labeled with 6-FAM. The fluorescence spectrum of this 
sample showed a noticeable peak near 525 nm (red line), corresponding to the emission 
maximum of 6-FAM fluorescein. A control sample functionalized with a DNA probe sequence 
not complementary to the fluorescently labeled target DNA did not show any peak near 525 nm 
(black dotted line). 
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Figure 2.4. Fluorescence spectra of porous silicon waveguides functionalized with probe DNA 
complementary (red solid line) and not complementary (black dotted line) to 6-FAM labeled 
DNA target that was exposed to both waveguides. A distinct fluorescence signature indicating 
DNA hybridization is only present for the complimentary probe-target system.  
 
To verify that the measured blueshift is due to corrosion upon DNA hybridization, a 100% 
mismatch 16-mer DNA sequence was used as a control and no shift of the resonance angle was 
detected (Figure 2.5). Therefore, the formation of DNA-DNA hybrids at the waveguide surface 
is necessary for the corrosion observed in Figure 2.3. The role of the DNA surface coverage 
should also be considered to understand the observed corrosion effect upon DNA hybridization 
in PSi. Previous work reported that ozone oxidized PSi did not exhibit corrosion during DNA 
hybridization unless the target DNA was labeled with a charge-carrying metal complex [167]; 
however, the probe DNA coverage in that work was estimated to be 1-2 nmol cm
-2
 while our 
probe DNA coverage is estimated to be one order of magnitude higher (10-25 nmol cm
-2
) due to 
the in situ DNA synthesis process. 
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Figure 2.5. No waveguide resonance shift is observed upon exposure of an in situ probe DNA 
functionalized PSi waveguide to a 100% mismatch DNA sequence.  
 
    A key distinction in this work compared to a previous study utilizing poorly passivated PSi 
samples [115] is that the corrosion of the passivated PSi waveguides is not a continuous process 
that results in complete dissolution of the PSi structure, but rather the extent of corrosion appears 
to saturate over time. An examination of the time-dependent shift in waveguide resonance angle 
in Figure 2.6 reveals that the PSi waveguide resonance ceases to shift to lower angles after 2 
hours of incubation with complementary DNA targets; a saturating redshift of smaller magnitude 
than the corrosion-dominated blueshift was observed upon further incubation. These shifts 
suggest that PSi corrosion initially occurs at a rate fast enough to mask DNA binding events. As 
the corrosion progresses, the corrosion rate appears to slow down, similar to what was observed 
upon in situ synthesized probe DNA attachment, and a resonance redshift can be observed due to 
continued target DNA binding.  However, the overall PSi waveguide resonance shift due to 
target DNA binding is to a smaller angle indicating that the corrosion effect would dominate the 
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measured transduction signal for DNA sensor applications when well-passivated PSi waveguide 
sensors are functionalized with DNA probe molecules. 
 
 
Figure 2.6. Resonance angle shift of PSi waveguide as a function of incubation time with 100% 
complementary DNA sequence. Reprinted with permission from Ref. [122]. Copyright 2014 
American Chemical Society. 
 
        Since the doubling of negative charges on the surface during hybridization increases 
corrosion, it is expected that, in general, PSi corrosion is enhanced with increasing target DNA 
concentration. As shown in Figure 2.7, a study of the effect of DNA target concentration on PSi 
corrosion after 1 hour exposure reveals that the corrosion level on passivated PSi waveguides 
increases with DNA target concentration, reaching a saturation as evidenced by no additional 
resonance blueshift for concentrations above approximately 10 M. As the target DNA 
concentration reaches this threshold value, most of the accessible probe DNA molecules have 
been hybridized by complementary DNA targets within the 1 hour measurement. Hence, both the 
resonance blueshift, which is likely due to corrosion of exposed Si-OH bonds, and the resonance 
redshift due to target DNA attachment saturate.  
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Figure 2.7. Dependence of PSi biosensor corrosion on target DNA concentration. Waveguide 
resonance blueshift upon one hour incubation with 100% complementary DNA sequence at 
different concentrations. The line is shown as a guide to the eye. Reprinted with permission from 
Ref. [122]. Copyright 2014 American Chemical Society. 
2.8 Mitigating DNA Induced Corrosion in PSi 
        DNA hybridization and PSi corrosion can happen simultaneously, and the redshift resulting 
from target DNA binding can therefore be obscured by the blueshift resulting from corrosion. 
This obscurity must be eliminated in order to quantitatively determine molecule infiltration into 
PSi. The first strategy presented to mitigate PSi corrosion is to decrease the concentration of 
negative charges within the sensing volume by replacing negatively charged DNA molecules 
with charge neutral PNA molecules. The second anti-corrosion strategy discussed herein is to 
shield the negatively charged DNA during biosensing with cations such as Mg
2+
. 
2.8.1 DNA Hybridization with Synthesized PNA Probes  
        One possible strategy for preventing PSi surface corrosion during functionalization and 
minimizing the corrosion during target DNA hybridization is to replace DNA probes with 
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neutrally-charged PNA probes. In this way, a smaller concentration of negative charge attaches 
to the functionalized PSi surface during target DNA capture. Meanwhile, due to its uncharged 
polyamide backbone, PNA can hybridize to negatively charged DNA without electrostatic 
repulsion, which increases the rate of hybridization and binding affinity [168,169].  As a direct 
analog of the in situ synthesis method of growing DNA probe molecules base-by-base inside the 
PSi waveguide, a recently developed method of in situ probe PNA synthesis was employed in 
PSi waveguides [161]. Based on the magnitude of the resulting waveguide resonance shift, a 
similar surface coverage of probe PNA molecules (≈ 28%) as compared with DNA molecules 
(≈ 31%) was achieved after PNA synthesis and deprotection. As shown in Figure 2.8, soaking 
the PNA probe functionalized PSi waveguide sample in DI water yielded a small blueshift that 
saturated after 1 hour (-0.061°) similar to that observed when the PSi waveguide functionalized 
with protected, neutrally charged, DNA probes was soaked in DI water (Figure 2.2c). This 
suggests that no oxidative corrosion occurs on the probe PNA functionalized PSi structure.  
 
 
Figure 2.8. Response of PSi waveguide functionalized with 3-APTES silane (black, solid line) 
and in situ synthesized probe PNA (as-synthesized: red, solid line; deprotected: blue, solid line) 
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upon exposure to DI water. Following a slight initial blueshift (dashed lines) no additional shift 
is observed, suggesting that neutrally-charged PNA probes do not cause PSi corrosion. 
 
Figure 2.9a shows that a waveguide resonance redshift of 0.068° was observed after 1 hour 
incubation of the PNA functionalized PSi sample with 10 M complementary DNA in HEPES 
buffer. Hence, the dominant effect is clearly PNA-DNA hybridization. As a control, a negligible 
shift was observed after incubation with a 100% mismatch DNA sequence (Figure 2.9b). 
 
 
Figure 2.9. Functionalization of PSi waveguide surface with neutrally-charged PNA probes 
mitigates waveguide corrosion during hybridization with DNA targets. Resonance shifts are 
shown for a PNA probe-functionalized PSi waveguide upon incubation with (a) 100% 
complementary DNA sequence and (b) 100% mismatch DNA sequence. Reprinted with 
permission from Ref. [122]. Copyright 2014 American Chemical Society. 
     
    In order to determine whether corrosion still occurs during DNA hybridization to PNA 
probes, we conducted an experiment in which PNA target molecules were hybridized to in situ 
synthesized PNA probe molecules in a passivated PSi waveguide.  In this case, no negative 
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charges are present and the only effect on the waveguide resonance shift is the material addition 
due to PNA attachment. Figure 2.10 shows that a waveguide resonance redshift of 0.152° was 
observed after 1 hour incubation of the PNA functionalized PSi sample with 10 M 
complementary PNA in DI water. The PNA-PNA duplex has a rise per base pair of 3.2 Å, 
similar to the rise per base pair in a PNA-DNA helix (3.5 Å); however, the PNA-PNA duplex is 
a wider helix with a diameter of 28 Å compared to the PNA-DNA helix that has a diameter of 22 
Å [170,171]. Considering the respective sizes of PNA-DNA and PNA-PNA hybrids, if no 
corrosion effect occurs during PNA-DNA hybridization, the redshift observed for target PNA 
attachment would be about 1.5 times larger than the redshift observed for target DNA attachment, 
corresponding to a PNA-PNA hybridization redshift of approximately 0.10°. However, since the 
measured resonance redshift for PNA-PNA hybridization (0.152°) was larger than this value, we 
concluded that even with utilization of a charge neutral PNA probe molecule, DNA sensing in 
PSi is still challenged by corrosion during the hybridization of the negatively charged DNA 
molecules. Note that for both PNA-DNA binding and PNA-PNA binding, relatively low 
hybridization efficiencies were observed, likely due to size-dependent molecular infiltration 
challenges for the target molecules [112]. If all of the probe PNA molecules capture target PNA 
molecules, then a resonance shift of nearly equal magnitude to that shown by the waveguide after 
probe PNA attachment would be observed while if all probe PNA molecules capture DNA 
targets, a 1.5 times smaller magnitude resonance shift compared to that shown by the waveguide 
after probe PNA attachment would result. While a non-ambiguous waveguide resonance redshift 
is observed for target DNA hybridization to probe PNA molecules, the overall response of the 
sensor is still compromised by the concurrent blueshift that occurs due to corrosion.  Therefore, 
the sensitivity of the sensor is also compromised by the corrosion effect. 
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Figure 2.10. Resonance shift for a PNA probe-functionalized PSi waveguide upon incubation 
with 100% complementary PNA oligo target. 
2.8.2 Compensating DNA Charge with Magnesium  
        In order to more completely shield the PSi surface from the negative charges on the 
phosphate groups of the target DNA molecules, and to fully mitigate DNA-induced corrosion of 
PSi, Mg
2+
 ions were introduced into the incubation solution used for target molecule 
hybridization with synthesized PNA probes, following results reported in Ref. [115], Mg
2+
 ions 
have a positive two charge; thus, when binding to the DNA strands, they can shield the negative 
charge accumulated at the PSi surface more effectively than cations with a single positive charge, 
such as Na
+
, K
+
 [172,173]. Shielding of the negative charges accumulated at the PSi surface 
prevents PSi corrosion and enhances the detection signal for the PNA functionalized PSi 
waveguide, as shown by the increased magnitude of the waveguide resonance redshift from 
0.068° (no MgCl2 in buffer, Figure 2.9a) to 0.107° (2 M MgCl2 in buffer, Figure 2.11a) upon 
hybridization with 10 M 100% complementary target DNA molecules after 1 hour incubation. 
The magnitude of the redshift observed after DNA hybridization in the presence of Mg
2+
 ions is 
about 1.4 times smaller than the sensing results with PNA hybridization, which is consistent with 
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the respective sizes of the PNA-DNA and PNA-PNA helixes and suggests that the Mg
2+
 ions 
effectively mitigate the DNA-induced corrosion process during hybridization. A negligible 
resonance shift was detected for mismatch DNA target in the same buffer solution with Mg
2+
, 
suggesting there are no non-specific binding events (Figure 2.11b).  
 
 
Figure 2.11. Addition of Mg
2+ 
ions mitigates PSi waveguide corrosion during hybridization of 
DNA targets to PNA probes. Resonance shifts are shown upon incubation with (a) 100% 
complementary DNA and (b) 100% mismatch DNA in the presence of 2 M MgCl2. Reprinted 
with permission from Ref. [122]. Copyright 2014 American Chemical Society. 
 
        The detection sensitivity of the well-passivated PSi waveguide functionalized with in situ 
synthesized probe PNA was estimated through exposure to various concentrations of DNA target 
molecules in the presence of 2 M MgCl2. As shown in Figure 2.12, a detection limit near 10 nM 
is expected. For target DNA concentrations above approximately 10 M, the saturation of the 
resonance redshift suggests that most of the accessible probe molecules are hybridized with 
target molecules, which agrees well with the saturation effect observed for DNA-DNA 
hybridization in Figure 2.7. Although a detection limit near 0.1 nM was reported for a PSi single 
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layer biosensor based on exploitation of the corrosion effect with a poorly passivated film [167], 
the repeatability and reliability of the sensing results are sacrificed using this corrosion-based 
transduction approach. 
 
Figure 2.12. Resonance redshift of PSi waveguide functionalized with in situ synthesized PNA 
probes upon one hour hybridization with 100% complementary DNA at various concentrations 
in the presence of 2 M MgCl2. The line is shown as a guide to the eye. 
2.9 Mechanism of Corrosion on Passivated PSi 
         Based on the experimental measurements characterizing the effect of corrosion in PSi 
waveguides, we propose a model in which the corrosion in PSi waveguides depends on the 
surface charge density and passivation conditions of the PSi structures. When the surface 
coverage of the immobilized DNA molecules increases, the amount of negative charge 
associated with DNA increases as well. The accumulation of negative charges near the PSi 
surface attracts the majority carriers of p-type PSi to move to the vicinity of the DNA binding 
event, which enhances the localized electric field near the DNA-oxide interface. This electric 
field may promote further oxidation of the Si pore wall and result in a blueshift of the PSi 
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waveguide reflectance spectrum. However, an enhanced electric field is unlikely the main reason 
for the PSi corrosion that is experimentally observed as the increased silicon oxidation rate 
reported previously in literature requires an applied electric field of approximately 10
4
 V/cm 
with a high temperature of 850  C [174], which is not applicable to the PSi DNA sensors studied 
in this work. Another possible explanation for PSi corrosion is the electrical double layer, with 
one polar component of the electrolyte being preferentially accumulated at the electrode surface 
and in the diffuse layer, while the other polar component is depleted in the same region [175]. 
The electrical double layer was reported to accelerate the wet etching of SiO2 by locally 
increasing the concentration of hydroxide around a hydrophobic carbon nanotube [176]. 
However, electric double layer formation is also not likely the predominant reason for the 
observed corrosion effect because a hydrophilic, thermally oxidized PSi surface functionalized 
with silane molecules and negatively charged DNA strands cannot adsorb the high effective 
concentration of hydroxide that would be necessary to accelerate SiO2 etching. According to a 
previously proposed mechanism for DNA hybridization enhanced corrosion, which is the most 
likely cause of PSi corrosion, the accumulation of negatively charged DNA near the PSi surface 
enhances the polarization of surface silicon bonds and facilitates nucleophilic attack by water 
molecules starting at exposed Si-H bonds [115]. As shown in Figure 2.13, the FTIR spectrum of 
a freshly etched PSi waveguide showed strong reflectance in the region from 2038 to 2280 cm
-1
 
and at 900 cm
-1 
attributed to Si-Hx (x = 1, 2, 3) groups on the surface. After thermal oxidation at 
800 ℃ for 30 min, PSi waveguide samples showed FTIR spectral signatures for Si-O-Si bonds 
from 900 to 1300 cm
-1
 and 800 cm
-1
, and the isolated SiO-H stretching at 3750 cm
-1
 [116]. The 
spectral band representing Si-Si bonding near 620 cm
-1 
as well as the bands for Si-Hx bonds 
disappear after oxidation, indicating that the PSi waveguide structure has been well-oxidized. 
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Due to the low sensitivity of the IR measurement, it is not possible to confirm complete 
oxidation of the PSi waveguide surface based on the disappearance of Si-Si and Si-Hx bands. 
Disappearance of the Si-Hx groups after thermal oxidation, however, does indicate good 
passivation of the PSi waveguide surface. The Si-H bond is a reducing agent and is susceptible to 
nucleophilic attack by water. Oxidation first turns the surface silicon atoms into Si-OH bonds. 
Further oxidation results in condensation of neighboring surface Si-OH bonds forming Si-O-Si 
bridges, which contribute to passivation of the PSi surface [177]. Following silanization, the 
FTIR spectrum shows characteristic peaks for triethoxysilane in the region around 1595 cm
-1
. 
The isolated peak at 3750 cm
-1
 for SiO-H disappears after silane attachment. The region of PSi 
covered by silane is well passivated by a covalent Si-O-Si bonding pattern on the surface; 
however, any remaining Si-OH bonds on PSi surface are susceptible to nucleophilic attack by 
water molecules.  After in situ synthesis of 16-mer DNA molecules, characteristic peaks for 
DNA appears in the region from 1500 to 1800 cm
-1
.   
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Figure 2.13. FTIR spectra of PSi waveguide freshly etched, oxidized at 800 °C for 30 min,  
functionalized with TEOS-HBA silane, and with deprotected 16-mer DNA probes. Reprinted 
with permission from Ref. [122]. Copyright 2014 American Chemical Society. 
 
    The presence of Si-O-Si bonds at the PSi waveguide surface even after synthesis of DNA 
probes provides a mechanism for the DNA-induced corrosion observed throughout this study. 
We propose the following scheme for DNA-induced corrosion of PSi waveguides passivated 
with thermal oxide, TEOS-HBA silane, and in situ synthesized probe DNA molecules. Before 
deprotection, a cyanoethyl group masks the negative charges on the probe DNA backbones 
(Figure 2.14a). Following deprotection, the corrosion process initiates at Si-O-Si bonds adjacent 
to immobilized DNA probes (Figure 2.14b). During hybridization, the local concentration of 
negative charges in the PSi matrix increases due to target DNA binding (Figure 2.14c). The 
increased concentration of negative charges enhances the corrosion rate of the PSi surface in 
regions that are not passivated by silane and PNA/DNA molecules.  Si-O bonds on oxidized PSi 
surfaces are highly polarized, and thus, susceptible to nucleophilic attack, according to the 
reaction equations in Figure 2.14. 
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Figure 2.14. Schematic of the DNA induced corrosion process in PSi illustrating surface regions 
of the waveguide structure. The green region indicates the thermal oxide on pore walls; the 
yellow represents silane molecules; DNA oligos are represented by the red (probe) and black 
(target) helix structures attached on the silane molecules.  The chemical reactions present a 
possible mechanism for corrosion of a silicon atom initiated by sequential nucleophilic attacks 
by water molecules and resulting in the release and dissolution of the atom in the form of 
Si(OH)4. Reprinted with permission from Ref. [122]. Copyright 2014 American Chemical 
Society.  
   
        Negatively charged DNA at the surface enhances the polarization of silicon bonds; 
therefore, positive charges in p-type PSi accumulate near the surface where DNA binding events 
occur. The resulting highly polarized and reactive surface-bound silicon atoms are prone to 
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chemical attack by water molecules, leading to accelerated corrosion of PSi. On poorly 
passivated PSi samples, the low energy required to break Si-H and Si-Si bonds (bond energies of 
318 kJ/mol and 197 kJ/mol, respectively) leads to continued corrosion. In the case of well 
passivated PSi, the blueshift of the resonance angle resulting from corrosion was most 
pronounced during the first two hours of incubation. The corrosion rate slows down for longer 
incubation times, as the energy required to break Si-O bonds with average bond energy of 368 
kJ/mol is higher than that required to break Si-H and Si-Si bonds. When the corrosion progresses 
deeper into the pore walls and reaches the underlying Si-O-Si bridges formed during thermal 
oxidation, the polarization enhancement of silicon bonds resulting from negatively charged DNA 
on the surface ceases, making nucleophilic attack towards Si atoms by water molecules more 
difficult and preventing continued corrosion of PSi. Thus, the corrosion process for passivated 
PSi waveguide samples was observed to saturate over time. Importantly, this saturation of the 
corrosion process allows reusability of the passivated PSi sensor. In this work, the PSi 
waveguide sensor was reused for DNA detection after denaturing the DNA-DNA or DNA-PNA 
duplex structures in DI water at 70 or 95 ℃ for 30 seconds. After denaturing, the DNA/PNA 
probes remained active for the next hybridization event, while the target molecules were 
unbound from the probes. The PSi waveguide sensors can be reused at least five times and 
maintain stability and reproducibility of the sensing results. Ultimately, the lifetime of these 
passivated PSi sensors is likely to be limited by activity retention of probe DNA/PNA molecules 
as well as degradation of both silane molecules and the PSi network that may occur upon 
repeated usage of the sensors. 
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2.10 Summary 
        Charge density and surface passivation of PSi play significant roles in the accuracy, 
sensitivity and stability of PSi based biosensors. When the amount of negative charges 
immobilized in the PSi matrix increases, the polarization of silicon bonds on the PSi surface is 
enhanced, facilitating nucleophilic attack of silicon atoms by water molecules. This corrosion 
process is highly charge-dependent, as both increased DNA probe density and increased DNA 
target concentration led to a blueshift of the waveguide resonance angle. Corrosion can be 
partially mitigated by replacing the DNA probe with charge neutral PNA or fully mitigated by 
additionally introducing Mg
2+
 ions to shield negative charges on the target DNA backbone 
during hybridization to the PNA probes. Through these methods, the signal ambiguity for PSi 
based DNA sensing can be overcome and repeatable DNA sensing results can be achieved. PSi 
waveguide biosensors in this study were reused at least five times without sacrificing sensitivity 
or specificity.  
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CHAPTER 3  
           COMPUTATIONAL ANALYSIS OF CLOSED-ENDED AND OPEN-ENDED 
 
                                                        POROUS SENSORS 
 
3.1 Introduction 
        In recent years, porous materials have attracted a great deal of interest in research fields 
such as energy conversion [178,179], drug delivery [180,181], and medical diagnostics [182,183] 
due to their large internal surface area and tunable pore size distributions. Open-ended pores 
present in porous membranes are widely used in micro-fuel cells as gas diffusion layers and 
proton exchange membranes [184,185], and many studies have been carried out to investigate 
the mass transport properties of porous membranes in fuel cell applications [186,187]. Similarly, 
the out-diffusion of drugs from porous particles has been investigated [188,189]. However, in 
biosensing applications, the use of open-ended porous membranes is not common and has not 
been widely studied. Most biosensing approaches that incorporate microfluidic systems utilize 
closed-ended pores due to an ease of fabrication, and thus rely only on diffusive transport of 
analytes in solution to the inner pore sensing surfaces [140,190,191]. In this flow-over 
configuration, the diffusive flux into each individual pore can be as slow as a few molecules per 
second for molecules whose size approaches that of the pore opening. In this configuration, the 
majority of the molecules of interest are swept through the microfluidic channel and past the 
sensor without interacting with the inner pore sensing surfaces [144,145].  
        Open-ended porous membranes [27,192,193] and nanohole arrays [153,154,194] offer the 
possibility to overcome inefficient mass transport and achieve fast sensor response by allowing 
analytes to flow through the pores and interact more favorably with their inner surfaces. Despite 
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these advantages, implementing flow-through sensing requires many important design 
considerations and it is necessary to determine the kinetic conditions under which an open-ended, 
flow-through porous membrane offers advantages over simpler, closed-ended, flow-over porous 
sensors. In this chapter, the benefits of using open-ended PSi membranes for flow-through 
sensing as compared to closed-ended PSi films in the flow-over scheme are quantified by 
theoretically evaluating the relevant transport and reaction influences in open-ended and closed-
ended pores, as reported in Ref. [149,150]. The effects of flow velocity, bulk analyte 
concentration, analyte diffusivity, and adsorption kinetics on sensor response are simulated using 
finite element methods and compared between the two different flow schemes. The analysis 
shows that open-ended pores enable analyte flow through the pores and greatly reduce the 
response time and analyte consumption for detecting large molecules with slow diffusivities 
compared with closed-ended pores for which analytes largely flow over the pores. We note that 
the computational analysis is not limited to PSi, but can be more broadly applied to evaluate the 
analyte transport and time response of other material systems comprised of nanopores. 
3.2 Analytical Calculation of Analyte Transport Efficiency  
        In order to determine the analyte delivery efficiency in flow-over and flow-through porous 
sensing systems, the characteristic parameters to define the performance of both systems were 
calculated and evaluated. These calculations are based on the analytical solution of surface-based 
biosensors by Squires et al. [195]. 
    For the flow-over model, the PSi sensor was considered as a flat square with width w = 1 
mm, length l = 1 mm and average pore diameter d = 25 nm, being placed in a micro-channel of 
height H = 60 m and width W = 2 mm. The sensor is modeled as an array of circular sensing 
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spots on a flat surface, as shown in Figure 3.1a. For simplicity, each spot represents the entry in a 
pore. The density of binding sites on the porous surface is b0 = 1 10
16 
sites/m
2
. A solution of 
analyte with concentration c = 1 M, and diffusivity D = 10 m2 s-1 is assumed to flow at rate Q 
= 2 L/min. An association constant of ka = 1 10
4
 m
3 
mol
-1
s
-1
 was used to represent high affinity 
binding reactions. 
 
Figure 3.1. Schematic illustration of the models for (a) flow-over and (b) flow-through porous 
sensing systems. Binding sites are represented by blue probes in the porous regions, and target 
analyte molecules in the contacting solution are represented by orange spheres. Reprinted with 
permission from Ref. [149]. Copyright 2016 American Chemical Society. 
 
        For these conditions, the depletion zone thickness (  ) was estimated by 
                  
   
 
                              (3.2) 
The Peclet number (    , defined as the ratio of the time for molecules to reach the sensing 
surface by diffusion over convection, was calculated by  
     
                         
                         
   
   
 
                                        (3.3) 
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The Peclet number describes the size of the depletion zone relative to the microfluidic channel. 
Within the depletion zone, the concentration of analyte solution is extremely low, while in 
regions away from the depletion zone, the analyte solution is increasingly concentrated. At 
sufficiently low Peclet numbers, the depletion zone extends far into the channel and all target 
molecules entering the channel would be collected by the sensor.  In the flow-over model, the 
Peclet number in the channel is calculated to be 1700. This large Peclet number means that the 
depletion zone is much thinner than the channel height and that most of the supplied analyte is 
swept downstream through the channel instead of diffusing into the pores of the sensor.  
        We also calculate a shear Peclet number for the flow-over model, which considers analyte 
transport within a thin layer near the sensor surface, where the flow may be approximated by a 
linear shear flow [196]. This number, depending on shear rate and sensor length, determines the 
size of depletion zone relative to the sensor length, and can be calculated by 
       
 
 
 
 
          
                                                  (3.4) 
The large value of the shear Peclet number indicates that the depletion zone extends in the 
channel well beyond the length of the sensor. Together, these two Peclet numbers indicate that 
the sensor operates in a diffusion-limited regime, where most target molecules are swept 
downstream before they can diffuse into the sensor pores. 
        For large    , the dimensionless mass transport flux (  ) delivered to the sensor surface can 
be obtained by 
                 
         
   
    
 
   
                                 (3.5) 
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F varies weakly with flow rate (  ) in this limit such that the flow rate must increase 1,000-fold 
to enhance the mass transport flux by a factor of 10. The dimensional flux (    , or the number of 
analytes transported to the sensor per area per second was obtained via 
                
                                                    (3.6) 
meaning that only one analyte can be delivered to an individual pore every second by mass 
transport. This number represents an upper limit on analyte collection by mass transport and may 
be lowered by binding kinetics. 
        The Damkohler number (Da) is defined as the ratio of reactive to diffusive flux, and was 
calculated by  
                 
     
  
                                                   (3.7) 
If the Damkohler number is much smaller than 1, mass transport supplies target molecules faster 
than reactions can consume them; thus, the chemical reaction is the rate limiting step. In contrast, 
if the Damkohler number is much larger than 1, the rate that analytes reach the sensing surface is 
slower than the possible reaction rate; hence, mass transport is rate limiting. The Damkohler 
number in the flow-over model is calculated to be 146, indicating that the flow-over PSi 
biosensor operates in the diffusion-limited regime, in which the binding reactions occur rapidly 
but the mass transport of analyte to the binding sites is slow. 
        Next, we consider a similar analysis of an open-ended porous sensor operating in the flow-
through scheme, where the channel geometries, PSi parameters, fluidic parameters, and reaction 
constants are the same as for the flow-over model. This flow-through system can be modeled as 
an array of infinite columnar holes of diameter d = 25 nm and height h = 4 m, being placed 
between two channels where the analyte solutions pass through the nanopores (Figure 3.1b). The 
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number of pores on the sensor is approximately N   1×109, yielding a flow rate through each 
pore of Qpore = Q/N = 0.033 m
3
/s. For simplicity, the sensing area comprises the area enclosed 
by the inner sidewalls of the pore; any exterior surfaces that could contain binding sites are 
ignored. 
        The Peclet number within an individual pore (        for the flow-through scheme was 
calculated as 
       
       
 
                                                          (3.8) 
This value indicates that mass transport is influenced by both convection and diffusion. The 
lower value of the Peclet number for the flow-through model implies that more analyte will 
reach the inner pore walls than for the flow-over model. As a result, the analyte concentration 
would show little variation laterally in the pore.  
        The shear Peclet number for an individual pore (         is given by 
                
 
 
 
 
                                                   (3.9) 
This shear Peclet number indicates that analyte depletion extends well beyond the length of the 
pores. Under the condition (         ), the mass transport flux (       was determined by 
                           
                                           (3.9) 
The number of analytes transported to each individual pore per second (        was obtained by 
                                                               (3.10) 
This analyte transport flux is more than three orders of magnitude greater than in the flow-over 
scheme. The Damkohler number in the flow-through case was calculated as 
                  
     
      
                                          (3.11) 
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meaning that the sensor operates in a regime that is neither reaction-limited nor diffusion-limited. 
        The above figure-of-merit calculations offer broad estimates of the sensing performance for 
these two geometries, suggesting that the flow-through scheme overcomes the mass transport 
limitations experienced in flow-over sensors and enables efficient analyte delivery to the sensor 
surface. These comparisons are supported and extended with the COMSOL simulations 
presented in the following sections. 
3.3 Numerical Model and Simulation 
        The transport and adsorption kinetics of both the flow-over (i.e., closed-ended pores) and 
flow-through (i.e., open-ended pores) schemes were simulated using the finite element method 
software COMSOL Multiphysics (v 4.2). To simplify the model employed in the simulations, 
variations in analyte concentrations across the width of the flow cells were neglected, reducing 
the 3D geometry to 2D. In addition, because the molecular binding kinetics in the pores are not 
affected by the microfluidic channel length, the simulated length of the microfluidic channel was 
reduced to 100 µm in the flow-over scheme and 60 µm in the flow-through scheme.  
    The following parameters were used in the COMSOL simulations: inlet velocity u0 = 10
-6
 - 
10
-2
 m/s, reference pressure pref = 1 atm, analyte concentration in bulk flow c0 = 10
-4
 - 10
-3
 
mol/m
3
, diffusivity D = 10
-11
 - 10
-9 
m
2
/s, adsorption rate constant ka = 10
2
 - 10
4 
m
3
/mol s, 
desorption rate constant kd = 1 × 10
-6
 s
-1
, concentration of adsorption sites at the sensing surface 
b0 = 1 × 10
-7
 mol/m
2
, number of pores = 500, and lateral extent of porous region w = 15 µm. The 
pore geometry used in the simulations was chosen to approximate the PSi sensors: pore diameter 
= 25 nm, pore separation = 5 nm, and pore depth h = 4 µm. The flow cell dimensions are height 
H = 60 µm and channel length L = 100 µm in the flow-over scheme with closed-ended pores, 
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and H = 60 µm and L = 60 µm in the flow-through scheme with open-ended pores. Water is 
considered as the medium inside the flow cell along with the molecules under test, density  = 
1000 kg/m
3
 and dynamic viscosity μ = 8.9×10-4 Pa s. The models are meshed using triangular 
elements with refined mesh sizes in the porous area; the maximum element size is 10 nm and the 
minimum element size is 0.9 Å. 
        The Reynolds number (    , defined as the ratio of inertial forces to viscous forces within a 
fluid, was calculated by  
    
   
 
                                                    (3.12) 
where  is fluid density, u is flow velocity, L is channel length, and μ is dynamic viscosity. For 
low Reynolds numbers (        ), the behavior of fluid depends mostly on its viscosity and 
the flow is steady, or laminar. For high Reynolds numbers (        ), the momentum of the 
fluid determines its behavior more than the viscosity and the flow is unsteady, or turbulent. The 
Reynolds number calculated from the parameters used in the simulation is lower than 1.12. 
Therefore, laminar flow is used in the simulation to obtain the steady state velocity distribution. 
        The simulation was divided into three parts. First, the steady-state velocity distribution in 
the flow cell was obtained for laminar flow. Second, analyte concentrations were calculated by 
solving both the convection and diffusion equations to determine the analyte transport efficiency. 
Finally, surface binding kinetics were obtained by combining the binding reactions with analyte 
transport at the sensor surface.  
        The analyte solution with a concentration c0 enters the microfluidic channel from the left 
inlet at a flow rate u0. The steady state velocity profile was obtained by solving Navier-Stokes 
equation in a 2D model as given by eq 3.13, 
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                                                            (3.13) 
where  is fluid density, u is flow velocity, p is pressure, and μ is dynamic viscosity. The 
boundary conditions for the pressure-driven flow were: 
                                                                  Inlet: u = u0    
  Outlet: p = pref  = 1 atm 
             Other boundaries: u = 0 
        Analyte transport was described by the diffusion equation in eq 3.14, 
  
  
                                                              (3.14)  
where c is the analyte concentration in bulk phase, D is the diffusivity of analyte, and u is the 
flow velocity calculated previously. The initial condition sets the concentration in the bulk at t = 
0 to be c = c0. 
        The binding reaction between analytes and bioreceptors immobilized at the sensor surface 
was described by eq 3.15, 
    
  
  
  
                                                               (3.15) 
where A represents bulk analyte species whose concentration is c, B represents active binding 
sites whose concentration is b, and     represents the bound species on the sensor surface with 
a concentration of cs. The association and dissociation rate constants are ka and kd, respectively. 
The concentration of active binding sites b, is the difference between the initial concentration of 
binding sites b0 at sensor surface and the number of sites already occupied by the complexes. 
Therefore, eq 3.15 can be written as 
   
  
                                                           (3.10) 
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Eq 3.16 is the boundary condition at the sensing surface. It contains the bulk concentration c, and 
thus must be solved together with eq 3.14. The other boundary conditions are: 
                                         
 
                                        Inlet: c = c0 
                                       Outlet: No diffusive transport,                  
                                       Non-PSi surface: No flux,               
 
        Porous geometries containing different numbers of pores were simulated. Figure 3.2 shows 
the simulated equilibrium time of the flow-over porous sensor as a function of the number of 
pores when analyte diffusivity D = 1 × 10
-11 
m
2
/s, analyte concentration in bulk flow c0 = 1 µM, 
and inlet flow velocity u0 = 5 × 10
-5 
m/s. The equilibrium time, which will be discussed in detail 
in the following sections, is defined as the time when the sensor response reaches saturation.  
Increasing the number of simulated pores leads to longer equilibrium times, with a saturation in 
this effect beginning when the number of simulated pores is greater than approximately 500. 
Therefore, the PSi structure was represented by 500 pores throughout this thesis. As shown in 
Figure 3.3, the simulated pores have uniform pore diameter of 25 nm, pore depth of 4 µm, and 
center to center pore spacing of 30 nm. In the flow-over scheme, the microfluidic channels were 
scaled down to 60 µm in height and 100 µm in length. In the flow-through scheme, the channels 
were scaled down to 60 µm in height and 60 µm in length.  
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Figure 3.2. Simulated equilibrium time of the flow-over porous sensor consisted of 50 pores, 
200 pores, 500 pores, 1000 pores, and 1200 pores. The dotted line is shown as a guide to the eye. 
 
Figure 3.3. Schematic of the flow cell-integrated PSi sensor used in COMSOL simulations. (a) 
Schematic of a closed-ended PSi membrane in a flow-over operation mode. The flow cell 
dimensions are L = 100 µm and H = 60 µm. The start of the porous region is located 50 µm away 
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from the inlet. (b) Schematic of an open-ended PSi membrane in a flow-through operation mode. 
The flow cell dimensions used for the upper and bottom channels are L = H = 60 µm. The start 
of the porous region is located 40 µm away from the inlet. Eq 3.16 applies to the blue 
highlighted PSi area as the boundary condition. (c) Zoom-in of the PSi area showing equally 
spaced pores with pore diameter = 25 nm and period = 30 nm. The computational space 
comprises 500 pores along a distance w = 15 µm and a height h = 4 µm.   
3.4 Simulated Transport and Reaction Kinetics  
3.4.1 Velocity Distribution and Analyte Concentration Distribution  
        The simulated velocity distribution and analyte concentration distribution for the flow-over 
scheme are shown in Figure 3.4a. The flow direction is represented by the arrows and the flow 
rate is represented by the arrow length. The convective flow is fastest in the center of the channel 
and slowest at the channel edges. The concentration distribution shows that a depletion zone 
forms near the PSi sensing region. As a result, most analytes flow through the micro-channel 
without reaching or interacting with the PSi surface. In contrast, in the flow-through scheme 
shown in Figure 3.4b, analyte is guided toward the PSi sensing region. From the velocity 
distribution plot for the flow-through scheme, convective flow is strong in each pore, which 
provides analyte transport to receptors immobilized along the pore walls. The enhanced analyte 
transport in the flow-through scheme is further confirmed by the lack of lateral variations in the 
concentration distribution plot, which is in agreement with the analytical calculations in Section 
3.2 that the analyte concentration would show little variation laterally in the pore under the flow-
through scheme. No depletion zone is present laterally in the porous region and the concentration 
of analyte in the solution decreases progressively along the depth of the pores.  
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Figure 3.4. (a) Velocity distribution and analyte concentration distribution at 180 s into the 
simulation for the flow-over scheme. In the velocity distribution plot, the color bar indicates the 
flow rate of the solution. Zoom-in image shows the flow rate around the pores. In the 
concentration distribution plot, the color bar indicates the concentration gradients of analytes in 
solution. Zoom-in image shows that most analytes do not reach the PSi sensing area due to the 
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formation of the depletion zone. (b) Velocity and concentration distributions at 180 s into the 
simulation for the flow-through scheme. Zoom-in image of the velocity distribution shows rapid 
flow through the pores. Zoom-in image of the concentration distribution confirms that the 
analyte is transported into the PSi sensing region. Reprinted with permission from Ref. [149]. 
Copyright 2016 American Chemical Society. 
         
        As time increases, the concentration of analyte increases at each position along the pore as 
binding sites become saturated. Figure 3.5 shows these simulated concentration distributions for 
both the flow-through and flow-over schemes at different times. For the flow-over scheme, the 
concentration distribution varies laterally. For the flow-through scheme, the concentration of 
analyte solution increases progressively along the depth of pores as time increases. 
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Figure 3.5. Analyte concentration distributions in the porous region at different times for (a) the 
flow-over and (b) the flow-through scheme. The illustrated pores represent those from the center 
of the simulated porous region.  
 
        The amount of analyte captured on the porous surface as a function of time was calculated 
to estimate the sensor equilibrium time for both flow geometries. The equilibrium time was 
estimated to be the time required to reach a surface coverage with < 0.01% variance of its 
saturation value, which can be considered as the time when all available sites on the sensor 
surface have been occupied by analytes and the sensing signal reaches plateau. In practice, the 
response time for a sensor would be governed by the minimum detectable signal change and 
therefore could be significantly shorter than the equilibrium time defined here. Figure 3.6 shows 
the average surface concentration of analytes bound to the pore walls as a function of time for 
both flow schemes when analyte diffusivity D = 1 × 10
-11 
m
2
/s, analyte concentration in bulk 
flow c0 = 1 µM, and inlet flow velocity u0 = 2 × 10
-5 
m/s. The equilibrium time for the flow-
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through scheme is 356 s, which is approximately 8 times faster than the response time (2800 s) 
for the flow-over scheme.  
 
Figure 3.6. Simulated average surface concentration of analytes that were captured by flow-over 
and flow-through porous sensors as a function of time. Reprinted with permission from Ref. 
[149]. Copyright 2016 American Chemical Society. 
3.4.2 Influence of Flow Velocity  
        Numerical simulations under different flow velocities were performed in order to study and 
compare the efficiency of analyte transport in flow-through porous sensors with open-ended 
pores and flow-over porous sensors with closed-ended pores. Figure 3.7 shows the equilibrium 
time of closed-ended and open-ended porous sensors in their respective flow schemes as a 
function of the flow velocity when analyte diffusivity D = 1 × 10
-11 
m
2
/s, which is representative 
of large protein molecules [197,198], and a bulk analyte concentration is of c0 = 1 µM. The flow 
velocity is given in dimensional form by multiplying the input velocity specified earlier for the 
COMSOL simulation by the channel height of 60 µm and width of 2 mm. To focus on the role of 
transport, rapid adsorption kinetics with ka = 1 × 10
4 
m
3 
mol
-1
s
-1
 and kd = 1 × 10
-6
 s
-1
 were applied 
so that analytes adsorb to the sensor surface immediately.  
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Figure 3.7. Equilibrium time of both flow schemes as a function of the flow velocity. Analyte 
concentration = 1 µM. Reprinted with permission from Ref. [150]. Copyright 2016 Springer. 
 
        As shown in Figure 3.7, when there is no flow (e.g., flow velocity = 0 L/min), both flow 
schemes represent stagnant analyte solutions, where the replenishment of consumed analyte near 
the sensor surface relies only on diffusion. Likewise, at low flow velocities (< 1 µL/min), both 
flow schemes operate in a diffusion-limited regime resulting in similarly long equilibrium times.  
The equilibrium time shortens when flow velocity increases due to enhanced mass transport. 
However, at flow velocities greater than 10 µL/min, further increases in the flow velocity 
become less effective for both flow schemes because the sensor response approaches the 
reaction-limited regime where mass transport supplies analyte quicker than the sensor can adsorb 
them. At flow velocities between 2 and 10 µL/min in which both flow schemes are neither 
reaction-limited nor diffusion-limited, the equilibrium time is reduced at least 5-fold by 
employing the flow-through scheme with open-ended pores.  
          While increasing the flow rate reduces the response time for porous sensors, the amount of 
analyte consumed must be considered. In biosensing applications when sample availability is 
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limited, minimizing the total analyte volume consumed is especially important. Figure 3.8 shows 
the total volume of analyte solution required for both flow schemes to achieve their equilibrium 
response for different flow velocities. Analyte diffusivity, concentration, and rate constants were 
the same in Figure 3.8 as in Figure 3.7. The volume of analyte consumed was calculated by 
multiplying the dimensional flow velocity by the equilibrium time. The total required volume of 
analyte solution in the flow-over scheme with closed-ended pores increases rapidly in response 
to the increases in flow velocity as most of the analyte molecules flow past the sensor region 
without entering the pores. However, in the flow-through scheme with open-ended pores, the 
required volume of analyte changes little with flow velocity. This result can be explained by 
recalling the assumption of rapid adsorption kinetics used in the simulation and considering that 
the flow-through configuration forces all analytes to pass through the nanopores in close 
proximity to the pore walls. Accordingly, the flow-through scheme is particularly favorable for 
porous sensors as it facilitates rapid response time and a reduced analyte volume. 
 
Figure 3.8. Total volume of analyte solution required in closed-ended, flow-over porous sensors 
and open-ended, flow-through porous sensors to reach equilibrium at different flow velocities. 
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Analyte concentration = 1 µM. Reprinted with permission from Ref. [150]. Copyright 2016 
Springer. 
3.4.3 Influence of Analyte Concentration  
        Next, we evaluate how the bulk concentration of analyte in the micro-channel affects 
analyte transport in both flow schemes. Figure 3.9 shows the simulated equilibrium time at 
different target analyte concentrations ranging from 0.1 to 5 µM with a fixed flow velocity of 5 
µL/min. The same analyte diffusivity and rate constants were used in Figure 3.9 as in Figures 3.7 
and 3.8. In both flow schemes, analyte at a lower bulk concentration of 0.1 µM requires 
approximately 50 times longer to reach equilibrium than analyte at a higher concentration of 5 
µM. In agreement with the assumption of first-order Langmuir kinetics [195], at a sufficiently 
low desorption rate constant, the equilibrium time in both flow schemes is inversely proportional 
to the analyte concentration, as shown in Figure 3.8. We note that although the flow-through 
configuration with open-ended pores maintains approximately 5-fold improvement in 
equilibrium time throughout the simulated concentration range, the impact on time saving by the 
flow-through scheme is stronger for analyte at lower bulk concentrations. At a low analyte 
concentration of 0.1 µM, the equilibrium time is reduced from approximately 3 h to 40 min by 
replacing closed-ended, flow-over porous sensors with open-ended, flow-through porous sensors. 
For analytes at a higher concentration of 5 µM, although the same improvement ratio is achieved, 
the open-ended sensors only reduce the equilibrium time by less than 3 min. Thus, the flow-
through sensing approach is especially advantageous for providing more reasonable sensor 
response times when detecting dilute samples.    
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Figure 3.9. Effect of analyte concentration on equilibrium time. Flow velocity = 5 µL/min. The 
equilibrium times of flow-over sensors with closed-ended pores and flow-through sensors with 
open-ended pores show an inverse dependence on analyte concentration. Reprinted with 
permission from Ref. [150]. Copyright 2016 Springer. 
3.4.4 Influence of Analyte Diffusivity and Adsorption Rate  
        Analyte size plays an important role in their transport within porous matrices. Larger 
molecules have slower diffusivities; for instance, the diffusion constant for the protein bovine 
serum albumin (69 kDa) in an aqueous solution is approximately 1 × 10
-11
 m
2
/s [197], while 
those for small ions and for ethanol in water are around 10
-9
 m
2
/s [199]. The transport of large 
molecules within porous materials is slower than in bulk solution due to hindered diffusion in 
nanoscale pores. As a result, molecular diffusivities in nanopores depend not only on the nature 
of the molecules themselves, but also on the geometry and morphology of the porous materials 
[200,201]. The equilibrium times for porous sensors having closed-ended pores in the flow-over 
scheme and open-ended pores in the flow-through scheme was investigated for analytes with 
different diffusivities and adsorption kinetics. Adsorption rate constants of ka > 10
2 
m
3
/mol s are 
typical for most molecular adsorption events, we consider adsorption rate constants between 10
2
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- 10
4
 m
3
/mol s in our model. For these conditions, Figure 3.10 shows that the equilibrium time is 
reduced with faster adsorption kinetics and diffusivities. Similar to the impact of porous 
structures on molecular diffusivities, the effective adsorption rate in nanoscale pores can be 10
2
 - 
10
4
 times smaller than the adsorption rate on flat surfaces due to mass transport limitations 
[141,202]. Moreover, adsorptions with large rate constants are more significantly affected in 
nanoporous regions compared to adsorptions with small rate constants [144], resulting in a 
reduced dynamic range of effective adsorption rate constants in porous sensing regions. 
Therefore, although Figure 3.9 considers a three order of magnitude difference in adsorption rate 
constant, this rate constant is the bulk one and the range of effective adsorption rate constants in 
the nanopores is smaller. Consequently, although the inverse dependence of equilibrium time on 
adsorption rate constant is clearly shown in Figure 3.10, as is expected from first-order Langmuir 
kinetics [195], the time to reach equilibrium does not show a strong dependence on the 
adsorption rate constant.  
 
Figure 3.10. Equilibrium time of both flow schemes for analytes with different diffusivities D 
and adsorption rate constants ka. Flow velocity= 5 µL/min, and analyte concentration = 1 µM. 
Reprinted with permission from Ref. [150]. Copyright 2016 Springer. 
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        Examining the role of diffusivity, we find the benefit of the flow-through scheme with 
open-ended pores is less significant for small analytes (i.e., molecular weight < 1 kDa) with 
diffusivities on the order of 10
-9
 m
2
/s because their small molecular size provides relatively fast 
diffusive transport rate in both systems. For analytes with bulk diffusivities around 10
-10
 m
2
/s, the 
flow-through configuration provides less than 3-fold improvement in simulated equilibrium 
times compared to the flow-over scheme. When applied to larger analytes (i.e., molecular 
weight > 100 kDa) with slow diffusivities around 10
-11
 m
2
/s, the flow-through scheme shows an 
approximately 5 times faster equilibrium time than the flow-over scheme, which is consistent 
with the results in Figures 3.7 and 3.9. For those large analytes, the flow-through configuration 
offers significant benefit of enhancing the mass transport efficiency by providing convective 
transport of analytes through the open-ended pores. The enhanced convective transport of 
analytes in the open-ended pores causes the sensor response time to be less dependent on analyte 
diffusion rate; therefore, large molecules with low diffusivities reach equilibrium almost as 
rapidly as small molecules in the flow-through configuration. 
        In the above analysis, the 2D simulation space included 500 straight pores with uniform 
diameters of 25 nm in order to keep the computational time to manageable levels. Actual porous 
sensors contain many more pores and often with a complicated morphology.  In the biosensing 
experiments detailed in the following chapter, the PSi sensors contain approximately 10
9
 pores 
that alternate in layers of high and low porosity with slightly different average pore diameters. 
The increased amount of pores and the tortuosity in the PSi matrix impact both the diffusion and 
adsorption of molecules in the nanoscale pores. Therefore, the simulated results for open-ended 
and closed-ended porous sensors serve as a guide to estimate the relative trends of the 
performance for the flow-through and flow-over sensing formats. Because the results have a 
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strong dependence on the geometry and morphology of the porous matrix, the exact results from 
simulation cannot be compared directly with those obtained in experiments. 
3.5 Summary 
        Efficient mass transport through porous networks is essential for achieving rapid response 
times in sensing applications utilizing porous materials. In this work, we theoretically 
demonstrate that open-ended porous membranes can overcome diffusion challenges experienced 
by closed-ended porous materials in a microfluidics environment. The analyte transport and 
equilibrium time of open-ended, flow-through porous membranes were investigated via finite 
element method simulations and compared to conventional closed-ended, flow-over porous 
sensors. The simulation results indicate that the flow-through scheme is most beneficial for 
facilitating the transport of large analytes with slow diffusivity throughout the nanoscale pores 
using modest flow velocities of 2-10 L/min. Additionally, the flow-through scheme enables 
more reasonable response times for the detection of dilute analytes (concentration < 1 M) and 
reduces the volume of solution required for analysis. Experimental confirmation of the 
simulation results was carried out with open- and closed-ended PSi microcavities, as presented in 
the following chapter.  
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CHAPTER 4  
FLOW-THROUGH POROUS SILICON MEMBRANES FOR LABEL-FREE BIOSENSING 
 
4.1 Introduction 
        Due to the high aspect ratio of PSi nanopores, the performance of closed-ended PSi sensors 
is limited by infiltration challenges and slow sensor response when detecting large molecules 
such as proteins and nucleic acids. As shown in Chapter 3, employing a flow-through scheme for 
porous sensors holds great promise for improving molecule transport efficiency and reducing 
sensor response time. Freestanding PSi membranes have been previously used for label-
dependent chemical and bio-separations [25,203,204]. The most straightforward way to form 
open-ended PSi is to apply much higher currents at the end of the etching process to lift off the 
PSi film from the silicon substrate. A PSi membrane fabricated with open-ended pores by this 
approach was demonstrated to exhibit lower background signals from non-specific adsorptions 
compared to on-substrate PSi films having closed-ended pores [193]. However, for producing 
high quality optical structures in PSi biosensors, this lift-off process is hindered by low 
repeatability and incompatibility with the integration in on-chip sensor arrays. An alternative for 
constructing PSi membranes involves a pre-thinning of selected regions on a silicon substrate by 
wet or dry etching and subsequent anodization through the thinned areas. This approach has been 
used to form proton-conducting PSi membranes for fuel cell applications [205,206]; however, 
due to carrier depletion in the remaining silicon, the anodization rate in the last few microns of 
silicon wafer is significantly lower and thus the time required to etch through the whole silicon 
region can be as long as a few hours. Additionally, this approach suffers from yielding a vertical 
porosity gradient, and is therefore inadequate to produce high quality optical structures in PSi. In 
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order to achieve high-throughput production and enhance the quality and mechanical stability of 
membrane structures, we utilize photolithographic techniques to pattern electrochemically etched 
PSi and selectively create open-ended PSi membranes at a wafer scale. This approach is readily 
adaptable for integration in massively parallel microarrays.  
        In this chapter, the transport and binding kinetics in these PSi membranes were compared 
through experiments with those from closed-ended PSi films of comparable thickness in a 
conventional flow-over sensing scheme. A microcavity structure was incorporated into the 
membrane to enable highly sensitive label-free optical sensing. As discussed in Chapter 1, the 
microcavity consists of a pair of Bragg mirrors separated by a cavity layer deep within the 
structure. Although molecules are accessible to the entire porous structure, the sensor response is 
predominantly determined by the effective index change in the cavity layer. While the 
microcavity is among the most sensitive sensor platforms, the long required diffusion depth for 
molecules in high aspect ratio pores presents an infiltration challenge for molecules that are not 
significantly smaller than the pore diameter [150]. To illustrate this issue, we first experimentally 
evaluated the adsorption kinetics in flow-over vs. flow-through PSi microcavities upon exposure 
to analytes with different sizes [150]. Next, the sensing performance of the PSi microcavity in 
both flow schemes were evaluated by detecting the specific binding of streptavidin to 
biotinylated PSi films, as reported in Ref. [149]. Quantum dot (QD) based fluorescence 
measurements were carried out to verify the improved analyte transport efficiency within open-
ended PSi membranes. Finally, the mechanical strength of the membranes was tested with a non-
contact approach based on interferometric profilometry. The PSi microcavity membrane used in 
this work showed good mechanical stability and could easily withstand up to approximately 7 psi 
of differential pressure applied cross it.      
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4.2 Device Fabrication and Measurement 
4.2.1 Electrochemical Etching of PSi Microcavities  
        Double side polished, p-type silicon wafers (<100>, 0.01-0.02 Ω·cm, 500-550 μm) were 
etched using an AMMT wafer-scale silicon etching system with an electrolyte containing 15% 
HF acid in ethanol. For etching, a closed-back wafer holder was used to prevent electrolyte 
contact with the rear side of the wafer. The microcavity consisted of a multilayer structure with 
alternating regions of high (H) and low (L) porosity. A configuration of (L H)
9
(H L)
9
 was etched 
at the front side of the wafer using a current density of 48 mA/cm
2 
(80% porosity, H) and 20 
mA/cm
2 
(65% porosity, L). The anodization times were 6.1 and 4.5 s for H and L, respectively, 
to fabricate layers that have optical thicknesses designed to be one quarter of the resonance 
wavelength. Two high porosity sacrificial layers, etched at 48 mA/cm
2
, were included at the top 
and bottom of the microcavity, which were necessary for the open-ended membranes to provide 
process tolerance during photolithography, but were also included in the closed-ended PSi 
sample for consistency. The top sacrificial layer was ~ 2 µm thick and the bottom sacrificial 
layer was ~ 15 µm thick. These thicknesses were not optimized.  As detailed in the following 
section, the RIE Bosch process used to remove the silicon substrate and open the PSi membrane 
window etches away PSi rapidly; therefore, the bottom sacrificial layer was thicker than the top 
one to ensure that the PSi microcavity layers were not inadvertently etched away. After 
anodization, the PSi wafer samples were oxidized in air in a furnace at 500 °C for 5 min. SEM 
images were used to obtain approximate measurements of the pore diameters and layer 
thicknesses for these structures. The resulting microcavity was approximately 4 µm thick, 
sandwiched between two sacrificial layers, with pore diameter of ~25 nm and layer thickness of 
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~125 nm in the high porosity layers and pore diameter of ~20 nm and layer thickness of ~105 nm 
in the low porosity layers.  
4.2.2 Photolithography Process for PSi Membrane Fabrication 
 
Figure 4.1. Process flow for PSi membrane fabrication. 
        Oxidized PSi wafer samples were lithographically patterned for membrane formation 
following the process flow in Figure 4.1. First, a 400 nm silicon nitride film was deposited on the 
PSi surface by plasma enhanced chemical vapor deposition (PECVD, Oxford Plasmalab System 
100). The PSi wafers were then subjected to a photolithographic process in order to pattern the 
silicon nitride film and open up windows for analyte access to selected 1 mm × 1 mm regions. 
The patterning process involved spin-coating the silicon nitride coated PSi wafers with 
MicroPrime P20 adhesion promoter (ShinEtsu MicroSi, Inc.) followed by deposition of a 2-3 µm 
thick layer of SPR 220 4.5 photoresist (Dow Chemical). The photoresist was soft baked at 115 
°C for 90 s on a hotplate, exposed under 365 nm light for 15 s using a mask aligner (Quintel 
Mask and Contact Aligner), hard baked at 115 °C for 90 s on a hotplate, and then developed in 
CD-26 (Dow Chemical) for 1 min. Following pattern exposure and development, reactive ion 
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etching (RIE, Oxford Plasmalab 100) was used to etch away the exposed regions of silicon 
nitride with C4F8 gas. The remaining photoresist was subsequently removed upon exposure to 
acetone and multiple DI water rinse steps. An additional, aligned photolithography step was used 
to pattern the backside of the samples. The backside of the wafers were spin-coated with P20 
adhesion promoter followed by a 7-8 µm thick layer of SPR 220 7.0 photoresist (Dow Chemical), 
soft baked at 115 °C for 90 s on a hotplate, and exposed under 365 nm light for 45 s using a 
mask aligner. The thick photoresist serves as an etch mask for deep silicon etching. The wafers 
were stored at room temperature for ~1 h before exposing them to a hard bake at   115 °C for 90 
s, and then developed in CD-26. The ~1 h hold time between the exposure and post-exposure 
bake steps was necessary to allow water to diffuse back into the photoresist film and complete 
the photo-reaction. To form the defined silicon membrane regions, the exposed areas of the 
silicon surface were then etched using a RIE Bosch process with C4F8 and SF6 gases. Following 
the RIE Bosch process, the samples were examined under an optical microscope to confirm the 
etching of the silicon substrate within the membrane regions and then the remaining photoresist 
was stripped away with acetone and isopropyl alcohol. The nitride film remaining on PSi ensures 
that analytes flow only into the membrane regions of the PSi films. The smooth surface of the 
nitride also facilitates the attachment of microfluidic channels, as discussed in the following 
section. For the fabrication of closed-ended PSi samples, a 400 nm silicon nitride film was first 
deposited on the surface of oxidized PSi wafer samples by PECVD. The same contact 
lithography and RIE was then used to pattern the silicon nitride film and open up windows on the 
top side of the samples. Figure 4.2 shows images of the fabricated PSi microcavity membrane. 
The total thickness of the resulting membrane was approximately 15 µm.  
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Figure 4.2. Images of a fabricated PSi membrane. (a) Optical microscope image and schematic 
illustration of PSi membrane surrounded by silicon nitride. (b) Cross-sectional SEM image of the 
edge of the membrane region showing the sacrificial layers, PSi layers comprising the 
microcavity, and the remaining silicon nitride film. (c) Top view SEM image of the PSi 
membrane region. (d) Magnified cross-sectional SEM image of the microcavity region showing 
the high quality of the interfaces. Reprinted with permission from Ref. [149]. Copyright 2016 
American Chemical Society. 
4.2.3 Microfluidics Integration 
        Polydimethylsiloxane (PDMS) microfluidic flow cells were attached to PSi samples to 
facilitate surface functionalization and real-time optical detection of target molecules.  A Sylgard 
184 silicone elastomer base and curing agent used to fabricate PDMS channels were purchased 
from Dow Corning. PDMS flow cells with dimensions of 7 mm × 2 mm × 60 µm were 
fabricated by standard soft lithography techniques as detailed in previous work [44]. Briefly, SU-
8 micro-channels were patterned on a silicon wafer using standard photolithography. PDMS was 
then poured onto the SU-8 mold to obtain the patterned channel shell. The PDMS used in this 
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step was a mixture of pure PDMS and curing agent at a weight ratio of 10:1. After degassing in a 
vacuum chamber, the PDMS sample was cured in an oven for more than 4 hours at 65 °C. The 
cured PDMS replica was then cut out from the silicon wafer using a scalpel. Holes were punched 
at the end of each channel on the PDMS replicas using a 20 gauge punch. The surfaces of the 
PDMS flow cell and the patterned PSi were activated by a 30 s oxygen plasma treatment to 
create Si-OH groups, aligned under an optical microscope, and sealed together by keeping the 
two surfaces in contact for ~ 10 s without any external pressure. The PSi membrane samples 
were sealed on each side to a micro-channel. The upper channel contained the inlet for the 
analyte solution while the outlet was present in the bottom channel. Together, these two channels 
result in a flow path that forces the solution to pass through the open-ended pores. The closed-
ended PSi samples were sealed onto a micro-channel containing both the inlet and outlet on the 
same side for a flow-over configuration. For all samples, metal pins (21 gauge) were inserted in 
the punched holes of the PDMS channels for the connection between the Tygon tubings and the 
PDMS shells. Analyte solutions were introduced to the Tygon tubing using syringe pumps. In 
order to avoid excessive pressure forces that could rupture the membranes, flow rates were kept 
under 15 µL/min in the flow-through experiments, which is compatible with current microfluidic 
platforms [207]. Figure 4.3 shows images of the PSi membranes integrated with microfluidic 
channels. 
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Figure 4.3. (a) Top-view and (b) side-view of the PSi membrane sensors integrated with PDMS 
flow cells. 
4.2.4 Optical Reflectivity Measurement  
        A fiber-coupled Ocean Optics USB4000 CCD spectrometer was used to collect reflectance 
spectra over a spot size of approximately 1 mm
 
in diameter at the center of the PSi samples.  
Reflectivity data were recorded continuously every 20 s with a spectral acquisition time of 10 ms 
over a wavelength range of 500 to 1000 nm. The measured reflectance spectra were referenced 
against a gold mirror standard. 
        Figure 4.4 shows the reflectance spectra of a PSi microcavity measured after each device 
fabrication step. Thermal oxidation reduced the index contrast in microcavity layers and blue-
shifted the microcavity resonance. During the photolithography process, the silicon substrate 
underneath PSi was removed for the formation of open-ended membrane. The position of the 
microcavity resonance was maintained due to the protection from sacrificial layers that prevented 
any etching or other modification of the PSi microcavity; however, removal of the silicon 
substrate reduced the reflectance intensity of the PSi membrane. Finally, attachment of flow cells 
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slightly red-shifted the microcavity resonance. We note that the resonance wavelength of the 
fabricated PSi microcavity membranes can vary ± 5 nm depending on the position of the 
membrane on the silicon wafer. Such nonuniformity arises from anodization, during which time 
the current density applied to the center of a wafer is usually higher than the edge of a wafer, 
causing lateral variation in porosity. Reflectance spectra of on-substrate PSi microcavities in the 
flow-over configuration were very similar to those shown in Figure 4.4. 
 
Figure 4.4. Reflectance spectra of the PSi microcavity measured after electrochemical etching 
(black line), oxidation (red line), removal of silicon substrate (green line), and flow cell 
attachment (blue line). All measurements were taken in air. The resonance wavelength after each 
step is identified with an arrow. 
4.3 Effect of Analyte Size on Sensor Response  
        As discussed in Chapter 3, the sensor response time for the flow-over scheme can take 
hours when the analyte diffusivity is low, as is the case for high molecular weight species. In 
comparison, in the flow-through scheme, the enhanced efficiency of analyte transport in the 
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pores allows the response time to remain almost the same as the analyte diffusivity varies over 
orders of magnitude. To validate the computational results, 3-aminopropyltriethoxysilane (3-
APTES), horseradish peroxidase (HRP), and catalase (CAT) were employed as representative 
analytes for their different molecular sizes and varied diffusivities in the range of 10
-9
 - 10
-11 
m
2
/s. 
3-APTES is a small aminosilane with a molecular weight of 221 Da and a length ≈ 0.8 nm. A 2% 
3-APTES solution in DI water and methanol was continuously injected for reaction with the 
oxidized PSi. HRP is a 44 kDa glycoprotein with a diameter ≈ 4 nm and isoelectric point of 7.2. 
A 1 mM sodium acetate buffer at pH 5 was used to prepare a 5 µM HRP solution with pH 5. At 
pH values lower than its isoelectronic point, HRP molecules become positively charged, and 
they can therefore electrostatistically adsorb onto the negatively charged oxidized PSi. CAT is a 
common enzyme that catalyzes the decomposition of hydrogen peroxide to water and oxygen. It 
is a relatively large 247.5 kDa molecule with a diameter ≈ 10.2 nm and isoelectric point of 5.4. 
PBS buffer at pH 7 (8 g NaCl, 0.2 g KCl, 1.44 g Na2HPO4, and 0.24 g KH2PO4 in 1 L of DI 
water) was used to dilute the CAT solution to a concentration of 5 µM at pH 7.  All solutions 
were injected at 5 µL/min and a rinsing step with DI water was performed after each molecular 
adsorption step to remove unbound species. 
        The attachment of 3-APTES involves a silanization process, while protein adsorption is 
charge-based. The simulation results in Figure 3.10 suggested that due to mass transport 
limitations, the response time of the porous sensor is dominated by analyte diffusivity, and is 
only weakly dependent on adsorption rate constants. Therefore, the sensor response for 
adsorption of 3-APTES and proteins is primarily determined by their different sizes (i.e., 
diffusivities) rather than adsorption mechanisms. 
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        For the flow-over PSi microcavities with closed-ended pores, the adsorption of 3-APTES 
and HRP quickly reached saturation in approximately 10 and 20 min, respectively, while the 
adsorption of the large CAT protein was slow (Figure 4.5). This trend corresponds well to the 
simulation results presented in Figure 3.10 that show for larger molecules that diffuse more 
slowly, the closed-ended PSi sensor takes longer to reach equilibrium. For the CAT protein, an 
approximately 1.5 nm wavelength shift was measured using the closed-ended pore microcavity 
after 120 min of continuous analyte injection. The slow response of this PSi microcavity to CAT 
adsorption is attributed to the corresponding relatively low diffusivity of CAT and the relatively 
large size of this protein molecule compared to the nanoscale pore diameters. As the CAT 
molecules have a hydrodynamic diameter of approximately 10.2 nm, the pore diameters in the 
low porosity layers of the PSi sample become substantially reduced in half from 20 ± 5 nm to 
about 10 ± 5 nm upon capturing one CAT molecule. Electrostatic repulsion between protein 
molecules and steric hindrance in the pore entrance significantly reduce the probability of CAT 
protein molecules continuing to enter the pores.  
 
Figure 4.5. Comparison of real-time PSi microcavity response for closed-ended pores in the 
flow-over scheme and open-ended pores in the flow-through scheme. Time-dependent PSi 
microcavity resonance wavelength shifts upon exposure to (a) 3-APTES, (b) HRP, and (c) CAT. 
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Solid symbols are experimental data obtained from an open-ended, flow-through PSi microcavity 
membrane; hollow symbols are experimental data from a closed-ended flow-over PSi 
microcavity. Dotted lines provide guides to the eye. Reprinted with permission from Ref. [150]. 
Copyright 2016 Springer. 
 
        Replacing a closed-ended flow-over PSi microcavity with an open-ended flow-through PSi 
microcavity membrane should enable more efficient transport of analyte to the in-pore sensing 
surface based on the simulation results presented in Chapter 3. Accordingly, we performed the 
same molecule adsorption experiments with open-ended PSi microcavity membranes (Figure 
4.5). The sensor response for 3-APTES adsorption was similarly fast in both flow schemes due 
to non-hindered pore entry for these small molecules and their fast diffusive transport. For larger 
analytes, there is little benefit to using the flow-through scheme for HRP adsorption since less 
than a 2-fold improvement in response time was obtained as compared to the flow-over scheme; 
however, for CAT adsorption, the flow-through membrane provided a much faster response. The 
time for the PSi microcavity to reach a 1 nm wavelength shift, a readily measurable value, was 
one-fourth that when the flow-through scheme was utilized. The experimental results indicate 
that the flow-through PSi membrane is most beneficial for analysis of analytes that can enter the 
pores but with relatively large dimensions such as antibodies, large proteins, and long nucleic 
acids. Those molecules, whose diffusivities are on the order of 10
-11
 m
2
/s, also exhibit the 
greatest improvement ratio by the flow-over format to the flow-through format in their simulated 
equilibrium times. In contrast, small analytes such as 3-APTES and HRP, whose diffusivities are 
faster than 10
-10
 m
2
/s, show no significant decreases in response time in both experimental and 
simulation results when employing the flow-through approach. 
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4.4 Surface Sensing  
        The sensing performance of the PSi films in both the flow-over (i.e., no membrane) and 
flow-through (i.e., membrane) schemes were evaluated by detecting the specific binding of 
streptavidin (STV, 52.8 kDa, ~5 nm diameter), a molecule whose diffusivity is on the order of 
10
-11
 m
2
/s, to appropriately functionalized PSi films. In the first functionalization step, a 2% 3-
APTES (~0.8 nm molecular length) solution composed of 20 µL 3-APTES, 50 µL DI water, and 
950 µL methanol was continuously flowed through the membrane and across the on-substrate 
sample for 30 min to provide amine terminations on the oxidized PSi. After drying in air, the PSi 
flow cell sample was transferred to an oven and baked at 150 °C for 20 min with a 30 min ramp 
up time and 30 min cool down time. This annealing step was used to promote stable 3-APTES 
monolayer formation. The relatively slow ramp times were necessary to ensure the integrity of 
the PSi membranes was not compromised due to thermal shock. In the next step, 1 mM sulfo-
NHS-biotin (~1 nm diameter) in DI water was continuously injected into the flow cell for 30 
min. Finally, STV solutions of various concentrations in DI water were continuously injected 
until all binding sites were saturated, as indicated by no further shifts in the microcavity 
resonance peak. The STV solutions were injected at 2 µL/min while all the other solutions were 
injected at 5 µL/min. A rinsing step with DI water was performed after each functionalization 
step to remove unbound species. 
        When analytes are captured on the pore walls, the effective refractive index of PSi increases 
and the microcavity resonance red-shifts to longer wavelengths. As a result, by monitoring the 
reflectance spectra, analyte binding can be detected quantitatively in a label-free way. Figure 4.6 
shows the reflectance spectra of the flow-through PSi microcavity membrane measured after 
each surface functionalization step. Amine functionalization of an oxidized PSi membrane 
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microcavity with 2% 3-APTES led to a red-shift in its resonance wavelength of about 4 nm. 
Subsequent reaction of 1 mM sulfo-NHS-biotin to the amines shifted the spectra towards longer 
wavelengths by about 8 nm, and finally capturing 5 µM of STV red-shifted the spectra by about 
4 nm. Larger resonance shifts indicate the attachment of more material to the pores, either due to 
a molecule having a larger size or being present at a higher fractional surface coverage. All 
wavelength shifts in Figure 4.6 were measured after equilibrium was reached. 
 
Figure 4.6. Reflectance spectra of the flow-through PSi membrane measured after oxidation, 3-
APTES functionalization, biotin attachment, and streptavidin binding. All spectra were recorded 
in a flow cell environment after equilibrium was reached. The resonance wavelength after each 
step is identified with an arrow. Reprinted with permission from Ref. [149]. Copyright 2016 
American Chemical Society. 
 
        The resonance shifts for the biotin-functionalized PSi upon exposure to 5 µM STV as a 
function of time for both flow schemes are shown in Figure 4.7. The flow-through sensor 
exhibited a more rapid response. For example, in the first 10 min, a 2.7 nm wavelength shift was 
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observed for the flow-through scheme, while only 0.3 nm shift was measured for the flow-over 
scheme, suggesting a nine-fold faster sensor response by employing the flow-through PSi 
membranes. As time increased, the response by both flow schemes slowed as the PSi sensors 
approached saturation. The PSi sensor in the flow-through scheme reached its limitation of 
wavelength shift value in approximately 25 min, while it took more than 2 h for the PSi sensor in 
the flow-over scheme to saturate its response. This measurement indicates that the sensor 
saturation time for STV detection is reduced to one-sixth when the open-ended PSi membrane 
design is utilized, which is consistent with the simulations in Chapter 3. For a practical 
biosensor, the signal needed for detection is less than its saturation response and therefore the 
flow-through approach may provide more than this 6-fold improvement in sensing time. 
 
 
Figure 4.7. Comparison of real-time sensor response to 5 µM STV solution with different flow 
schemes. Measured PSi microcavity resonance wavelength shifts were plotted as a function of 
exposure time. Reprinted with permission from Ref. [149]. Copyright 2016 American Chemical 
Society. 
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        The PSi sensors were exposed to different concentrations of STV in order to investigate the 
repeatability of sensing results across different membrane and on-substrate samples and to assess 
how the resonance wavelength shifts varied as a function of STV concentration for the 
membrane and on-substrate microcavities. Figure 4.8 shows the resonance shifts of the PSi 
sensors in both flow schemes after 20 min and 2 h, respectively. The small standard deviation of 
the wavelength shift for STV detection (< ± 0.3 nm after 20 min exposure) indicates good 
repeatability and consistency of the sensing results. After 20 min, the resonance shifts from the 
flow-through PSi membranes were clearly larger than the on-substrate PSi sensors with closed-
ended pores. Additionally, for STV solutions with concentrations of 1 µM and 500 nM, the flow-
through PSi membranes showed larger wavelength shifts compared with flow-over sensors at 
both 20 min and 2 h time points. This difference can be explained by the increased number of 
molecules transported to the sensor surface in the flow-through scheme. For a 5 µM STV 
solution, its concentration of STV was sufficient such that even with slower mass transport, the 
flow-over sensor exhibited the same resonance shift as the flow-through sensor after 2 h. These 
results show that the open-ended PSi membranes enable effective and efficient analyte delivery 
and significantly reduce the sensor response time for relatively low concentration STV detection. 
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Figure 4.8. PSi microcavity wavelength shift measured after (a) 20 min and (b) 2 h exposures to 
500 nM, 1 µM, and 5 µM STV solutions under different flow schemes. Reprinted with 
permission from Ref. [149]. Copyright 2016 American Chemical Society. 
4.5 Quantum Dot Based Fluorescence Measurement 
     The improved analyte transport efficiency within open-ended PSi membranes was further 
confirmed by QD based fluorescence measurements. Here, the oxidized PSi microcavities were 
first functionalized with a 3 wt% Polydiallyldimethylammonium chloride (PDDA) aqueous 
solution, followed by a DI water rinse to remove excess molecules. PDDA molecules impart a 
positive charge to the oxidized PSi substrates upon attachment, which facilitates the adsorption 
of negatively charged colloidal QDs [208]. Then a 30 µM solution of negatively charged 
AgInS2/ZnS QDs in DI water was injected in the microfluidic channels over 20 min using a 
flow-through or flow-over geometry. The QDs used in this thesis were synthesized at the 
Vanderbilt Institute for Nanoscale Science and Engineering (VINSE), following procedures 
detailed in Ref. [209,210]. The AgInS2/ZnS QDs (~3 nm diameter) electrostatically attach to the 
positively charged PDDA coated oxidized PSi surface to form a monolayer of QD within the PSi 
matrix. All the solutions were injected in flow cells at 5 µL/min.  
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        The resonance wavelength of the PSi microcavity was aligned with the peak emission of the 
QDs in order to achieve enhanced photoluminescence (PL) from the QDs immobilized in the 
microcavity structure [211]. A 488 nm laser (Coherent OBIS) was operated at 10 mW/cm
2
 to 
excite QD emission from PSi samples. The PDMS flow cells were peeled off from PSi samples 
for fluorescence measurement and imaging. Visible QD emission between 200 and 1000 nm was 
recorded at normal incidence using a fiber-coupled Ocean Optics USB400 CCD spectrometer 
fitted with an Olympus SPlan 10× microscope objective lens. Camera images of QDs in PSi 
were taken under UV (365 nm) excitation. 
 
Figure 4.9. Photoluminescence spectra measured under 488 nm laser excitation from QDs 
adsorbed within flow-through and flow-over PSi microcavities and a control PSi microcavity 
sample with no QD functionalization. The inset shows camera images of the samples under UV 
excitation at 365 nm: 1) QDs in an open-ended PSi membrane in the flow-through scheme and 2) 
QDs in a closed-ended PSi film in the flow-over scheme. Both the PL spectra and camera images 
were obtained in air from PSi microcavities after their removal from the flow cells. Reprinted 
with permission from Ref. [149]. Copyright 2016 American Chemical Society. 
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Figure 4.10. Absorbance and photoluminescence spectra for AgInS2/ZnS quantum dots in a 
30 µM aqueous solution. 
 
        The measured PL spectra of the immobilized QDs in both PSi samples (Figure 4.9) show 
good spectral agreement with the PL for these QDs in solution (Figure 4.10). The PL intensities 
scale with the number of QDs in the sample volume and, in the case of the QDs attached to a PSi 
microcavity, the wavelengths of QD emission outside the microcavity resonance are suppressed 
[212,213]. QD fluorescence from the on-substrate closed-ended PSi exhibited low PL intensity 
and little QD fluorescence was captured in the camera image. With the flow-through scheme, a 
strong QD emission from the PSi membrane was observed in both the PL spectra and camera 
image, suggesting enhanced transport of QDs into the porous sensing region. The total QD 
fluorescence intensity from PSi was quantified by integrating the area under the PL curve and 
subtracting the baseline PL obtained from PSi samples with no QD functionalization. The flow-
through PSi membrane showed 4.4 times stronger QD fluorescence as compared to the closed-
ended flow-over PSi film. This enhancement of QD fluorescence by employing the flow-through 
scheme is less than the enhancement of wavelength shift in STV detection. Considering the 
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respective sizes of AgInS2/ ZnS QD (~3 nm diameter) and STV (~5 nm diameter), this difference 
is in agreement with the numerical simulation results in Chapter 3 that the flow-through scheme 
is more beneficial for detecting larger analytes.     
4.6 Pressure Test  
        The mechanical stability of PSi membranes is critical in order to avoid membrane fracture 
during flow-through sensing experiments. A non-contact pressure test setup based on 
interferometric profilometry was used to characterize the mechanical strength of the PSi mem-
brane, following procedures developed by Nicholl et al. [214]. Figure 4.11 shows the experi-
mental setup. The PSi membrane was mechanically clamped to a customized holder, allowing 
pressure to be applied to one side of the membrane. The deflection of the membrane under ap-
plied pressure was determined by interferometric profilometery. In this technique, the height pro-
file of the surface is determined by monitoring the phase shift of light reflected from the sample 
surface. The resolution of measured vertical deflection is ± 1 µm. Compared with AFM-based 
nanoindentation, this non-contact technique prevents the membrane morphology from being dis-
turbed with a sharp tip and allows pressure to be applied uniformly. 
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Figure 4.11. Camera image and schematic illustration of the experimental setup for pressure test. 
Adapted with permission from Ref. [214]. Copyright 2015 Macmillan Publishers Limited. 
         
        The PSi membrane under test consisted of a multilayer microcavity structure alternating in 
regions of high (80%) and low (65%) porosity. Initial bulging of the membrane was observed at 
0 psi of applied pressure, as indicated by the non-uniform color distribution across the membrane 
region in the microscope image (Figure 4.12, bottom). In order to study the cause of this initial 
bulging, the same measurement was performed on a single layer PSi membrane sample with uni-
form porosity (80%) and similar thickness (~ 12 µm) as the microcavity membrane sample (~ 15 
µm). The vertical deflection of the microcavity membrane at 0 psi was ~ 30 µm, while only ~     
2 µm deflection was measured for the single layer membrane. Therefore, initial bulging of the 
membrane is attributed in large part to the built-in stress within the heterostructure of different 
porosities.  
        As shown in Figure 4.12, one PSi microcavity membrane sample maintained its structural 
integrity under 10 psi of applied pressure; however; fracture of the sample occurred at 11 psi. 
The same test was performed on five different microcavity membrane samples and the resulting 
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average maximum pressure that the membrane elastically deforms was determined to be 7 ± 2.9 
psi. The large standard deviation can be explained by the variation of membrane thicknesses due 
to radial etch rate non-uniformity in reactive ion etching. The average maximum loading force, 
obtained by multiplying the maximum pressure with the area of the membrane (1 mm
2
), is calcu-
lated to be 49 ± 20 mN. However, this number should be treated as a lower bound value consid-
ering that the maximum pressure is applied in addition to the built-in stress of the sample and 
finer pressure increment steps can be taken for more precise measurement. We expect the maxi-
mum applied pressure and loading force can be further improved by reducing the built-in stress 
within PSi layers through porosity engineering and morphology optimization. 
 
 
Figure 4.12. Vertical deflection of the PSi membrane at various applied pressures. Height profile 
was obtained from interferometric profilometry. The dashed line is shown as a guide to the eye. 
Microscope images of the 1 mm × 1 mm PSi membrane under different pressure are shown in 
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bottom panels.  At 0 psi of applied pressure, the membrane showed initial bulging due to build-in 
stress. The membrane maintained its structural integrity at 10 psi. Breakage occurred at 11 psi.  
 
4.7  Summary 
        A flow-through optical biosensor based on open-ended PSi sensor membranes was designed 
and characterized. For the first time, the PSi membranes served as nanochannels to greatly 
enhance transport of analytes to the active sensing regions inside the nanopores. The designed 
PSi optical microcavity structure served to improve the sensor response by increasing the 
sensitivity of the cavity region to perturbations in its effective refractive index upon target 
analyte capture and to the emission of QDs captured within the cavity. In comparison to a 
conventional flow-over PSi sensor, the open-ended PSi microcavity membrane exhibited a 4-fold 
faster response when exposed to the large, 247.5 kDa CAT protein, as the flow-through scheme 
facilitated improved mass transport. For the adsorption of smaller molecules – 3-APTES (221 Da) 
and HRP (44 kDa) – little to no sensor performance improvement was observed as the closed-
ended PSi microcavities did not suffer significant mass transport challenges with these molecules. 
When detecting streptavidin binding to biotin-functionalized PSi, the flow-through PSi 
membrane resulted in a 6-fold improvement in response time versus in the flow-over PSi 
approach. The flow-through PSi also showed larger resonance wavelength shifts after 20 min for 
all concentrations (0.5-5 µM) of streptavidin exposed to the membrane and on-substrate PSi 
sensors. The presented PSi membranes were patterned using photolithographic techniques in a 
standard CMOS process that would enable parallel low-cost manufacture at wafer-scales. The 
membranes in this work showed sufficient mechanical stability that could easily withstand 
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multiple rinsing and drying cycles in flow-through experiments. Importantly, the 
photolithographically patterned membranes hold great promise for the construction of flow-
through PSi microarrays, allowing for the rapid label-free detection of multiple analytes in a 
single parallel experiment. 
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CHAPTER 5  
                                                          CONCLUSIONS 
 
5.1 Summary 
        This thesis reports on new approaches to improve the surface stabilization and analyte 
transport efficiency in PSi photonic structures for biosensing applications. The ability to protect 
PSi against degradation in aqueous solutions improves the reliability, accuracy, and lifetime of 
the sensor. The design of an open-ended PSi membrane, allowing analyte solutions to pass 
through the pores, overcomes mass transport limitations facing traditional PSi multilayer 
structures. These methods enhance the biosensing capabilities of PSi and allow the development 
of novel optical biosensors that show great promise for future lab-on-chip and sensor array 
devices.   
        Chapter 2 investigated the influence of charge density and surface passivation on the 
corrosion process in the PSi matrix in order to improve PSi biosensor sensitivity, reliability, and 
reproducibility when exposed to negatively charged molecules. Due to DNA’s negatively 
charged phosphate backbone, both increased DNA probe density and increased target DNA 
concentration enhance the corrosion process and mask binding events. A modified model based 
on nucleophilic attack of oxidized PSi surface by water molecules is proposed to explain the 
DNA-induced corrosion behavior in PSi samples that are well-passivated with a thermal oxide 
and silane layer. While passivation of the PSi surface is shown to diminish the corrosion rate and 
lead to a saturation in the corrosion effect after about two hours, complete mitigation can be 
achieved by replacing the DNA probe molecules with charge neutral PNA probe molecules and 
introducing Mg
2+
 ions to shield negative charges on the target DNA backbone during 
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hybridization to the PNA probes. Our results show that this anti-corrosion strategy increases the 
robustness of PSi DNA sensors without sacrificing sensitivity to DNA hybridization.  
        Due to the high aspect ratio of PSi nanopores, the performance of closed-ended PSi sensors 
is limited by infiltration challenges and slow sensor response when detecting molecules whose 
sizes approach the pore dimensions. Chapter 3 presented a theoretical model to evaluate the 
analyte transport and time response of nanoporous sensors under two different flow schemes. In 
the conventional flow-over scheme, the pores are closed-ended such that solutions enter and exit 
through the same end of the pores. In the flow-through scheme, pores are open-ended, enabling 
solutions to enter at one end of the pores and exit through their other end. The simulated 
adsorption behavior of small analytes onto the inner surface of porous sensors was similar in 
both flow schemes. However, for large analytes, open-ended membranes in a flow-through 
scheme showed significant improvement in response times due to convective transport of 
analytes. The computational analysis further showed how control over the flow velocity of the 
analyte delivered to porous sensors affects the sensor response time and total volume of analtye 
consumed. It was found that the flow-through scheme enables more reasonable response times 
for the detection of dilute analytes and reduces the volume of solution required for analysis. 
Experimental demonstration of the results was discussed in Chapter 4. 
        Chapter 4 presented the fabrication and biosensing experiments of an open-ended PSi 
microcavity membrane that allows analytes to flow through the pores in microfluidic-based 
assays. Our experimental results agree with finite element method simulations in Chapter 3 and 
show that flow-through biosensing using the PSi membranes enables a 6-fold improvement in 
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sensor response time compared to closed-ended, flow-over PSi sensors when detecting high 
molecular weight analyte (e.g., streptavidin). For small analytes (e.g., 3-APTES), little to no 
sensor performance improvement is observed as the closed-ended PSi films do not suffer 
significant mass transport challenges with these molecules. The PSi membrane was fabricated 
using standard photolithographic techniques, which makes possible high-throughput production 
and integration in on-chip sensor arrays. The future work of developing PSi microarrays and 
using PSi photonic structures to resonantly enhance the emission of QDs for colorimetric 
detection will be discussed in the following sections.   
5.2 Future Research Opportunities 
5.2.1 PSi Microarrays for Multiplexed Biosensing  
        In order to obtain higher throughput while maintaining a high detection sensitivity to minute 
amounts of analyte, one can increase the number of sensor elements per unit area by creating 
sensor microarrays.  A microarray consists of a solid substrate where small volumes of different 
biorecepters can be immobilized in defined regions, allowing multiplexed detection and analysis 
of molecular binding activities [215]. There are several advantages of incorporating the array 
format in PSi based biosensors. Firstly, due to the inhomogeneous distribution of the electric 
field during PSi etching, the optical properties of PSi are spatially varied. It is much more 
accurate to measure the optical response of PSi from precise positions rather than monitoring the 
average optical response from a large area of PSi. Secondly, the microarray structure allows 
discrete array elements of PSi to be functionalized differently via robotic spotting techniques, 
which offers great potential in highly parallel biosensing applications, especially for serum-based 
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assays. PSi substrates have been used in DNA and protein microarrays for their large surface 
area that increases the density of biorecepters immobilized on each array spot [216-218]. Most of 
the reported PSi microarrays rely on the use of fluorescent markers that require additional 
processing and labeling cost. The integration of photonic structures in PSi microarrays opens the 
door to a label-free, low-cost, and multiplexed sensing platform. 
        Figure 5.1a shows the image of a 4 × 4 PSi microarray sample with a microcavity structure 
etched in each array element. The fabrication of the PSi microarray started with deposition of a 
400 nm silicon nitride film on a p-type silicon wafer by PECVD. A photolithographic process 
was used to pattern the silicon nitride film to form 4 × 4 arrays with circular exposed regions of 
300 μm in diameter. RIE was used to remove the exposed regions of silicon nitride. The 
remaining silicon nitride serves as a mask during the subsequent electrochemical etching. The 
microcavity structure was formed using the same electrochemical etching parameters as 
described in Section 4.2.1. The blue circle in Figure 5.1a indicates the shape of the O-ring used 
in the etch cell. The silicon nitride film inside the circle was exposed to HF during PSi formation 
while the silicon nitride film outside the circle had no exposure to HF. Different colors of the 
silicon nitride film indicate different film thicknesses. The etch rate of PECVD silicon nitride in 
15% HF acid in ethanol was estimated to be 0.23 nm/s based on ellipsometry. The silicon nitride 
film shows good resistance against HF and effectively protects the silicon underneath it from 
being etched. Figure 5.1b shows the measured reflectance spectra in one array element. The 
etching parameters used here were optimized for large-area wafer-scale PSi etching. For etching 
in microarray substrates with small exposed area, the etching parameters and microcavity 
configurations need to be further optimized to improve the quality of the microcavity while 
maintaining sufficiently large pore dimensions for sensing applications. The variance of the 
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microcavity resonance of each array element is less than ± 1 nm due to their adjacent positions 
that increase the anodization uniformity. Alternatively, the approach for fabricating open-ended 
PSi membranes can be easily adapted for integration in microarrays as detailed in Section 4.2.2. 
Unlike the previously mentioned process in which PSi is formed on pre-patterned silicon 
substrates, in this case PSi would be firstly formed followed by photolithographic patterning, 
which ensures the high etching quality of PSi photonic structures. Despite the continuity of PSi 
film etched on the silicon wafer, the PSi region in each array element is isolated by the silicon 
nitride mask and thus can be functionalized individually. The experimental realization of 
microarray based flow-through biosensing has the potential to achieve rapid multiplexed 
biodetection with a small input of analyte solutions.  
 
Figure 5.1. (a) Camera image of the PSi microcavity microarray. The diameter of each array 
element is 300 μm and the distance between each element is 700 μm. (b) Reflectance spectra of a 
PSi microcavity element in the array.       
         
        The common way to simultaneously measure all array elements in a label-free manner is to 
use a detector array consisting of multiple optical reflection probes. However, the bulky 
instrumentation and precise alignment required for the detector array make it inappropriate for 
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compact portable applications. In the following section, a label-free colorimetric detection 
approach is proposed, which can be easily integrated with PSi microarrays for the construction of 
a cost-effective, portable, and highly sensitive biosensing platform.     
5.2.2 Quantum Dot Coupled PSi for Colorimetric Sensing 
        As shown in Section 4.5, the PSi microcavity is an excellent host-matrix for QDs since it 
enables large quantities of QDs to be immobilized throughout the porous matrix, and it amplifies 
the QD emission through cavity modification. The microcavity resonance strongly influences the 
original broad emission of the QDs, suppresing the emitted wavelengths outside the resonance 
and enhancing the on-resonance wavelengths. Further investigation exploring the integration of 
QDs with resonant PSi photonic structures could lead to a low-cost, portable, and highly 
sensitive label-free colorimetric sensing platform. As shown in Figure 5.2, binding of molecules 
to functionalized QDs, or alternatively on functionalized pore walls where QDs are not attached, 
would lead to a resonance shift of the PSi microcavity and a concurrent color change in the 
cavity-modified QD emission. Hence, the presence of molecules could be detected in a label-free 
manner as a simple color-change, requiring an inexpensive laser pointer to excite QD emission 
and a camera to record fluorescence images. Resonant photonic structures that are capable of 
achieving stronger light-matter interaction than the one-dimensional microcavity can be used to 
further enhance the cavity-modified QD emission and improve the detection sensitivity of the 
colorimetric sensing platform.  
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Figure 5.2. Schematic illustration of colorimetric sensing in QD coupled PSi microcavity. QDs 
are infiltrated into PSi microcavity to achieve cavity modified QD emission. Any changes to the 
environmental refractive index of the sensor upon target molecule capture will perturb the cavity 
resonance conditions, causing a shift in the cavity coupled QD emission spectra. This shift in the 
QD emission profile can be detected as color change using a camera. 
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