Abstract. Consider a polynomial f with an arbitrary but fixed number of variables and with integral coefficients. We present an algorithm which reduces the problem of finding the irreducible factors of f in polynomial-time in the total degree of f and the coefficient lengths of f to factoring a univariate integi'al polynomial. Together with A. Lenstra's,.H. Lenstra's and L. Lovfisz' polynomial-time factorization algorithm for univariate integral polynomials [Math. Ann., 261 (1982), pp. [515][516][517][518][519][520][521][522][523][524][525][526][527][528][529][530][531][532][533][534] this algorithm implies the following theorem. Factoring an integral polynomial with a fixed number of variables into irreducibles, except for the constant factors, can be accomplished in deterministic polynomial-time in the total degree and the size of its coefficients. Our algorithm can be generalized to factoring multivariate polynomials with coefficients in algebraic number fields and finite fields in polynomial-time. We also present a different algorithm, based on an effective version of a Hilbert Irreducibility Thebrem, which polynomial-time reduces testing multivariate polynomials for irreducibility to testing bivariate integral polynomials for irreduciblity.
In Kaltofen [12] we have already established a polynomial-time reduction from multivariate to bivariate polynomial factorization. However, our new algorithm is less complex. On the other hand, the results in Kaltofen [12] imply a polynomial-time (m-, Karp-) reduction for irreducibility testing, which our new algorithm does not provide. This older algorithm (cf. 7) is based on an effective version of a Hilbert Irreducibility Theorem [11] (see also Franz [5] ), an idea which since has been used successfully in von zur Gathen [7] to construct a probabilistic algorithm for factoring sparse multivariate polynomials with a growing number of variables, and in Chistov and Grigoryev [3] to provide another polynomial-time reduction from bivariate to univariate integral polynomial factorization.
If one does not fix the number of variables, our definition of input size may not be appropriate since the input size then grows exponentially with the number of variables. Although our algorithm remains polynomial in the expression l(n + 1)v, our size measure only applies to dense inputs and for sparse polynomials our algorithm is of exponential complexity in the number of variables. Unfortunately, in the.sparse case little is known about even the space complexity of the answer under these conditions. In 8 open problem corresponds to this question.
The question arises whether our algorithm is of practical importance. Unlike in the univariate case, in the multivariate Hensel algorithm the factors of the reduced univariate polynomial are almost always the true images of the multivariate factors, in which case no exponential running time occurs. This empirical observation can be explained by a distributive version of the Hilbert Irreducibility Theorem (cf. 3) but there seems to be no known guarantee that one can always avoid bad reductions in polynomial-time. However, we like to point out that so far we know of no class of polynomials for which our polynomial-time algorithm could perform better than the standard multivariate Hensel algorithm. In this connection we state open problem 2 in8.
In this paper we only consider the problem of multivariate polynomial factorization with integral coefficients. However, the presented algorithms can be generalized to coefficient domains such as algebraic extensions of the rationals as well as finite fields. Besides outlining the necessary ideas in 8 we refer to the papers by Chistov and Grigoryev [3] , Landau [19] , von zur Gathen and Kaltofen [8] , and Lenstra [20] and [21] .
We shall briefly outline the organization of this paper. Section 2 establishes our notation and some well-known facts about polynomials. Exponentially bad cases for both the Kronecker and the multivariate Hensel algorithm are then constructed in 3. In 4 we introduce some well-known preliminary transformations on our input polynomials and also establish that these transformations are polynomial-time reductions. The main algorithm is presented in 5 including the necessary arguments for its correctness. Its complexity is analyzed in 6. In particular we show that the size of all intermediately computed integers stays within polynomial bounds. An effective version of the Hilbert Irreducibility Theorem and its applications to the factorization problem are discussed in 7. We conclude in 8 by raising 3 open problems. f(y) (y-4)(y-3)(y-2)(y-1)(y+ 1)(y+ 2)(y+ 3)(y + 4) y8 30y6 + 273y4_ 820y2 + 576.
Set d =3" f(z, x)= zgx2-30z2+273xz-820x2+576 which is irreducible.
Kronecker's algorithm has to refute 127 factor candidates to determine irreducibility off. Set d 5" f2(z, x)= x3z-3Oxz + 273x4-820x-I 576 which is irreducible because degz (f)= 1. This condition can always be enforced by choosing d large enough and yields exponential cases of arbitrarily high degree.
Example 2. Let n (I] k_-Pi) --2 with pi the ith prime number. Letf3(z, x) x" z2, which is irreducible since n is odd. We obtain f3(y)=y"(1-y"+2) where [30] . f(y, ., y, x) s(y + w, ., yv + w, x). (R) Call Algorithm 2 given below to find an irreducible factor g(y,. ., y, x) off(y,''' yo, x).
(E). [Recover a possibly nonmonic factor (z, ., zo, x) of f(z,. ., zv, x).] [8] .
Step (El) is the counterpart of the transformation of step (T).
Step (E2) is similar to step (M), but also involves a content computation. Both steps can obviously be performed in time polynomial in deg (g) and log (Ig[).
5. The main algorithm. In this section, we shall discuss an algorithm which computes an irreducible factor of a polynomial f(y,..., Yv, x), monic in x with f(0,..., 0, x) squarefree, in polynomial-time in deg (f) and log (If[). We will also prove the proposed algorithm correct. The analysis of its complexity is deferred to the next section. The algorithm first computes a multivariate Taylor series approximation of a root of f for x. It then finds the minimal polynomial for this root by solving a linear system in the coefficients of this polynomial. ALGORITHM 2.
[Input: f(y," , y,, x) Z 
(N2) [ Step (N 1) and (1) 
[Assign approximate root:] c o<-i.1; a.%Y" for 0-<j= < K.
(L) [ We shall now prove the correctness of the above algorithm. We first show that step (N) computes a root ar(yl,''', Yv) off(yl,""", yv, x) modulo jr+l. The polynomials g.k(X) and h.k(X)Q(fl)[x], .k>-O., must satisfy (1) and thus (2) . We now note that g(/3) 0 and h(/3) f(/3). The As we will see in 6, the solution for (3) with deg (g.k) < deg (g) and deg (h.k) < deg (h)
is uniquely determined by a linear system in n unknowns, whose coefficient matrix is the Sylvester matrix of g(x) and ho.(X), the determinant of which in our case happens to be equal to f6(/3). The polynomial g(Yl,'", Yv, x) is constructed in step (L) such that g(Yl," ", Yv, CL(Yl, ", Yv)) -= 0 mod jr+.
We will now prove that g must divide f Our argument will show that if g does not divide f, then (3) has a solution for ! < deg (g). One main condition for this to be true is that our approximation is at least of order L. First, we must prove a simple lemma. Proof We show that g must divide f provided its coefficients satisfy (4). The irreducibility of g then follows immediately from the fact that the minimal polynomial for the root off(y, , y, x) corresponding to ar also provides a solution to (3) and hence (4) . Let D(yl, ", y, x) GCD (f(Yl, ", Y, x), g(Yl, ", Yv, x)) and let I degx (g), j degx (D). We shall prove that the condition j < I is impossible.
Assume that this condition is satisfied, i.e. 0-<j < L Let f x" + t,_x - Step (F). As A. Lenstra 9 (log If.ol=) ) steps [22] . This complexity bound can be slightly improved using the results of Kaltofen [15] .
Step (N). We first count the number of additions, subtractions and multiplications over Q(fl) (which we shall call ASMops) needed for this step. Then we bound the absolute value of all elements of Q(/3) which appear as intermediate results. Finally, we bound the size of all computed rational numerators and denominators, and then we count the number of rational operations. The most difficult task will be to compute size bounds.
We can ignore the time it takes to retrieve the polynomials f.k(X) as well as the execution time for the initializations of step (N). In order to count the number of times steps (N1) and (N2) are performed, we need the following lemma. 
Idet (M)I < T(f)
c) The resultant of g and h is bounded by 1/S(f)<lres (g, h)l<2T(f) with S(T) (41fl) (n-l)(n-2)/2. Cramer's rule applied to (B) then yields R21"i-ig.k, R21"-h_k (Z[fl] ) [x] . From (A) and the hypothesis we also get
By (C) we finally obtain
Since the polynomials g.k and h.k are unique, we can conclude from Theorem 2 that
From Lemmas 5 and 6 we obtain
2K"2 assuming that n >-4. Obviously, log (Bl(f)) is polynomial in deg (f) and log (IJ]).
We now demonstrate for the polynomials g.o x-/3 and h.o as computed in step
where is the minimal polynomial of ft. Let f12,""",/3, be the roots of h.o. Then
There exist polynomials A(x) and B(x) Z[x] such that At + Bf' R. Thus R/f'-o( B(B)eZ[/3], which we wanted to show. Now let m=deg(t). By Lemma 5a)Itl-< x/n+ 12"lf.ol, and using Hadamard's determinant inequality for the resultant res (t,f') we obtain IRI_-< (x/(m + 1)(n+ 1)2"lfl)"-l(x/nlfl) (6) < ((n/ 1)2"If.o[) "+" < (2nlfl) "/2, for n_->4. Again, we note that log ([RI) is bounded by a polynomial in deg (f) and log (Ifl)-From Theorem 2 we can also conclude that (7) R21-kl-' a.k Z[/3] for We now extend our estimates to the powers of aK mod j/+l as well as count the ASM ops needed to compute the powers of at. 
Lemma 7 also establishes that the common denominator of any rational coefficient computed throughout step (N) is R2/-. We are now in the position of estimating the size of any numerator of the rational coefficients of a), -<_ <-n 1. To do this, we shall state a useful lemma. 
using (6), (8) Step (L). By Lemma 4,  (10) and (ll) give a very crude bound for the complexity of the steps (N) and (L). Since we know that any solution of (4) must be integral of quite a small size, due to Lemma 2, a Chinese remaindering algorithm could be used to solve (4) [12] , which, following the lines of the proof for Theorem 3, is readily extended to any fixed v. Instead of using Kronecker's algorithm one can also apply the multivariate Hensel lifting algorithm by Musser [26] with the coefficients in Q(Yl). Since $. Conclusion. We have shown how to overcome the extraneous factor problem during the multivariate Hensel algorithm by approximating a root and then determining its minimal polynomial, which leads to solving a system of linear equations. Our main algorithm was formulated for coefficients from a unique factorization domain and hence can also be applied to polynomials over Galois fields or algebraic extensions of the rationals. It can be shown that in both cases the algorithm works in polynomialtime.
In the case of algebraic coefficients we need a polynomial-time algorithm for univariate factorization. That this is possible is a consequence of the polynomial-time.
algorithm for factoring univariate polynomials over the integers (cf. Landau 19] ). One usually describes an algebraic extension of the rationals by the minimal polynomial of an algebraic integer generating the field and then reduces the problem to factoring polynomials with coefficients which are algebraic integers. The ring of algebraic integers is in general not a unique factorization domain. Therefore we cannot guarantee that a solution of (4) consists of algebraic integers but one can prove that the numbers are algebraic integers within an integral quotient (cf. Weinberger and Rothschild [31, Lemma 7.1 
]).
In the case that the coefficients are elements from a finite field one may not be able to carry out all transformations of 4. It may happen that good translation points w do not exist within the coefficient field. Then the coefficient domain has to be extended to a larger field and thus the factors returned by Algorithm 2 may have coefficients which are not in the original coefficient field. A simple trick by taking the norm (cf. Trager [27] ) can then be used to determine the irreducible factors in the smaller field. This approach together with the Berlekamp algorithm (cf. Knuth [16, 4.6.2] ) gives an algorithm which works in time polynomial in the total degree of the input polynomial and the cardinality of the coefficient field, as shown in von zur Gathen and Kaltofen [8] . 
