[1] We quantify the correlation between spatial patterns of aftershock hypocenter locations and the distribution of coseismic slip and stress drop on a main shock fault plane using two nonstandard statistical tests. Test T 1 evaluates if aftershock hypocenters are located in low-slip regions (hypothesis H 1 ), test T 2 evaluates if aftershock hypocenters occur in regions of increased shear stress (hypothesis H 2 ). In the tests, we seek to reject the null hypotheses H 0 : Aftershock hypocenters are not correlated with (1) low-slip regions or (2) regions of increased shear stress, respectively. We tested the hypotheses on four strike-slip events for which multiple earthquake catalogs and multiple finite fault source models of varying accuracy exist. Because we want to retain earthquake clustering as the fundamental feature of aftershock seismicity, we generate slip distributions using a random spatial field model and derive the stress drop distributions instead of generating seismicity catalogs. We account for uncertainties in the aftershock locations by simulating them within their location error bounds. Our findings imply that aftershocks are preferentially located in regions of low-slip (u 1 3 u max ) and of increased shear stress (Ds < 0). In particular, the correlation is more significant for relocated than for general network aftershock catalogs. However, the results show that stress drop patterns provide less information content on aftershock locations. This implies that static shear stress change of the main shock may not be the governing process for aftershock genesis.
Introduction
[2] Analyzing the spatial and temporal evolution of earthquake rupture has led to compelling evidence that fault displacement and associated stress changes are heterogeneous at all resolvable scales along the fault plane. These heterogeneities are represented in finite fault source models which result from inverting for slip on the fault plane based on a variety of data including strong ground motion and teleseismic recordings as well as geodetic measurements [e.g., Beroza and Spudich, 1988; Hartzell and Heaton, 1986; Wald and Heaton, 1994] . Besides the primary goal to understand and model the rupture process of moderate to large earthquakes, it is of equal interest to understand the consequences for the following seismicity. It is generally assumed that the rupture process of the main shock and the resulting stress changes govern the subsequent aftershock activity to a large extent. The effect of the static stress changes induced by the main shock slip should therefore be reflected and observable in the aftershock sequence, particularly on and near the fault plane where stress changes are largest and in the period immediately following a moderate to large main shock. However, the link between main shock slip, resulting on-fault stress drop and aftershock seismicity on the fault plane has yet to be tested using rigorous statistical approaches and high-quality slip and aftershock hypocenter data.
[3] Aftershock sequences have been studied extensively and have proven to provide independent information on fault plane heterogeneity [e.g., Wiemer and Katsumata, 1999; Utsu, 1999; Ogata, 1999] . However, only a few past studies have qualitatively addressed the relationship between the spatial distribution of aftershock hypocenters in comparison to the slip and/or stress drop distribution on the main shock fault plane [Beroza and Zoback, 1993; Dalguer et al., 2002; Mendoza and Hartzell, 1988; Oppenheimer et al., 1990 ]. An early qualitative correlation between aftershock locations and main shock slip was provided by Mendoza and Hartzell [1988] . By visual inspection, they found aftershocks to occur mostly outside or near the edges of high-slip regions of the main shock. Das and Henry [2003] investigated the spatial relationship mainly for large subduction zone type events. They found no universal relation between high-and low-moment regions and high or low aftershock occurrence, but they state (1) that generally few and smaller events occur in high-slip regions, (2) that aftershocks occur on favorably oriented planes in regions of increased stress, and (3) that clusters appear at the edges of rapid transition regions between high and low slip within the main fault area.
[4] Many studies in the past decade focused on static and dynamic stress changes caused by main shocks, and their effect on future seismicity [e.g., Harris, 1998; Kagan and Jackson, 1998; Toda et al., 1998; Stein, 1999; Gomberg et al., 2001; Steacy et al., 2005; Toda et al., 2005] . These studies generally excluded the closest 5 -10 km to the fault plane from their analysis, although here the details of the finite fault source model are most important. This is unfortunate, because static and dynamic stress changes are strongest in the immediate vicinity of the fault plane and the large majority of aftershocks are triggered in this region. In this study we extend the analysis of potentially triggered seismicity in the immediate vicinity of the fault plane, which has become feasible due to the improved quality of available data and innovative testing procedures developed herein.
[5] The focus of our study is to evaluate the spatial relationship between the hypocenter location of aftershocks in comparison to the finite fault source slip (test T 1 ) and the corresponding on-fault stress drop distribution (test T 2 ). We develop a test that concurrently allows us to simulate the intrinsic uncertainties of aftershocks locations and slip distributions. The test is a modification of statistical approaches recently proposed for evaluating seismicity forecasts (D. Schorlemmer et al., Earthquake likelihood model testing, submitted to Seismological Research Letters, 2005) . The test hypotheses are as follows:
[6] 1. Aftershock hypocenters are located in low-slip regions (test hypothesis H 2 ). H 1 is tested against the null hypothesis H 0 : Aftershock hypocenters do not correlate with low-slip regions.
[7] 2. Aftershock hypocenters are located in regions of increased shear stress, i.e., regions of negative stress drop (test hypothesis H 2 ). H 2 is tested against the null hypothesis H 0 : Aftershock hypocenters do not correlate with regions of increased shear stress.
[8] Rejection of the null hypotheses H 0 implies a statistically significant correlation of the aftershock hypocenter locations with (1) low-slip regions (test T 1 ) or (2) increased shear stress regions (test T 2 ).
[9] We apply the testing procedure to four crustal, primarily vertical strike-slip events in California and Japan presenting the 2004 M w = 6.0 Parkfield event as an introductive case study. These regions are monitored by dense seismic networks. Thus the locations of the aftershocks are well constrained which is important when including small events for statistical inferences. This is simultaneously the reason to exclude large subduction events as primarily investigated by Das and Henry [2003] . Furthermore, we discuss the 1984 Morgan Hill (California), the 1992 Landers (California) and the 2000 Tottori (Japan) events for each of which we are using available finite fault source models and two parametric earthquake catalogs.
[10] The objectives of our study are (1) to quantitatively test if, and to what extent, the main shock slip/stress drop distribution governs aftershock seismicity, (2) to evaluate the influence of the resolution of slip models and precision of aftershock locations on such a test, (3) to advance our understanding of the main shock rupture process on aftershock genesis, (4) to improve the understanding of spatial and temporal heterogeneities in aftershock seismicity [e.g., Wiemer and Katsumata, 1999; Utsu, 1999; Ogata, 1999; Wiemer and Wyss, 2002; Helmstetter et al., 2003] , and (5) to contribute to the development of improved time-dependent forecasting models as, e.g., by Gerstenberger et al. [2005] .
Data
[11] Our study is based on the comparison of two distinct data sets for four prominent earthquakes: finite fault source models and parametric earthquake catalogs. Properties and origins of the data are listed in Tables 1 and 2 , respectively. The finite fault source models are taken from the online database of P. M. Mai (SRCMOD: A database of finite fault source models, 2004, available at http://www.seismo. ethz.ch/srcmod), which provides several independently derived slip distributions for each event in our study. To capture epistemic uncertainties, we selected two or more solutions for each event, focusing on inversions primarily based on strong motion waveform and geodetic data because these types of data constrain the resolution at depth and for surface slip. A systematic comparison of the source models for specific events, however, is beyond the scope of this study. The parametric earthquake catalogs for the different events were obtained from the responsible data centers, relocated data sets were provided by scientists that processed the catalogs. For the tests, we selected aftershocks and projected them onto the assumed main shock fault plane as defined by the finite fault source models. The aftershocks were selected according to the extent of the finite fault The moment magnitude M w computed from the finite fault source model, the maximum slip u max , the von Karman correlation lengths along strike a x and down dip a z , the Hurst number H, the subfault resolution of the source model, the fraction of low-slip regions F LS , and the fraction of regions with increased shear stress F SD .
source models. Because of the uncertainty in the aftershock hypocenter locations, we extended the box along strike and downdip by up to 5 km to include events that may be mislocated. The lateral extent of the cross sections to select the aftershocks varies, but in general the width of these are on the order of 1.5-2.5 km to each side of the assumed surface rupture (Table 2 ). The extent of the fault plane defined by the different authors determining the finite fault slip models is based primarily on the extent of the aftershock zone in the first days to weeks, although geodetic data is increasingly incorporated as constraints for recent models. The width of the cross-sectional boxes is varied to investigate the dependence on the lateral extent.
[12] The testing procedure does not rely on earthquake catalogs complete in magnitude; however, one might envision scenarios were the incomplete part of the catalog contaminates the results, because small events are located less accurately, which may not be reflected in the standard error estimation. Therefore we perform the tests (1) on the basis of catalogs containing all events of magnitude M ! 0.1 and (2) with data sets that are largely complete in space and time. To determine a complete catalog, we first estimate the magnitude of completeness M c during the aftershock sequence as a function of time, using an overlapping moving window approach applying the entire magnitude range (EMR) method [Woessner and Wiemer, 2005] . In a second step, using data from the first few months only, we spatially map M c on the fault plane as defined by the finite fault source models. On the basis of this analysis, we define an overall M c which ensures that the catalog is largely complete in space and time (with the exception of some subvolumes in the first few hours of the sequence; see Woessner and Wiemer [2005] for details), and cut the catalogs accordingly (Table 2) .
[13] We account for hypocentral location uncertainties in our method by simulating locations of the aftershocks within the given error bounds for each individual event.
With the exception of the catalog by Hauksson and Shearer [2005] , the relocated catalogs provide only relative location errors. In these three cases, we use the median errors taken from the networks' routine catalogs (catalog 2 in Table 2) for the simulations of possible aftershock locations.
[14] Uncertainties in the finite fault source models are accounted for by randomizing the slip distributions according to Mai and Beroza [2002] . Finite fault source models are solutions of an inverse problem that does not have a unique solution and is dependent on various assumptions, e.g., the velocity model, the rupture velocity, the risetime and the source time function [Mai and Beroza, 2002; Beresnev, 2003] . Improved seismic and geodetic data sets led to considerable progress in source inversions, aided by refined inversion techniques and increased computer power. However, the resolution of slip inversions is generally still not better than about 3 km Â 3 km.
Method
[15] We introduce nonstandard statistical tests to quantify the relationship between aftershock hypocenter locations projected onto the main shock fault plane and (1) the finite fault slip distribution (T 1 ) and (2) the inferred on-fault stress drop distribution (T 2 ).
Test Preparation
[16] In test T 1 , the test hypothesis H 1 , aftershock hypocenters are located in low-slip regions on the main shock fault plane, is tested against H 0 , aftershock hypocenters do not correlate with low-slip regions. We define low-slip regions as areas on the main shock fault plane with a slip value u less or equal than one third of the maximum slip during the main shock: u 1 3 u max . We assume this fraction of the maximum slip to be a reasonable choice based on investigations of 80 finite fault source models from a database of about 50 earthquakes [Mai et al., 2005] . For these events, the percentage of fault area with large slip 1 3 u max u 2 3 u max and very large slip u ! 2 3 u max comprise about 28% and 7%, respectively. On average, about 65% of the fault plane area is therefore defined as low-slip regions in our study. This threshold is varied to investigate the influence of the assumption.
[17] In test T 2 , the test hypothesis H 2 , aftershock hypocenters are located in regions of increased shear stress, is tested against H 0 , aftershock hypocenters do not correlate with regions of increased shear stress, i.e., areas of negative stress drop (Ds < 0). We do not use a threshold here because it is still an unresolved issue of how much change in the state of stress is necessary to trigger events [Harris, 1998 ]. This approach is supporting the null hypothesis and can thus be considered conservative.
[18] We perform tests based on comparing the observed distribution of aftershock hypocenters to slip and stress drop distributions. Randomizing either one of the distributions requires careful considerations of the properties to be randomized. The most basic approach would be to create randomly distributed hypocenters on a fault plane; however, clustering in space and time is one of the most fundamental characteristic features of aftershock seismicity. Unless we preserve this clustering, our test results may tell us more about general clustering of seismicity rather than the correlation of aftershock hypocenters and main shock properties. Location uncertainties are the median horizontal and vertical location errors determined from the data sets. Errors are assumed to be normally distributed with the median being the standard deviation. W is the width of the symmetric box around the surface line projection of the finite fault source model.
Preserving clustering information can be done either by creating simulated, clustered sequences, or by retaining the aftershock hypocenters and simulating slip distributions. Both approaches are equally viable and retain the same null hypothesis.
[19] Randomly creating the occurrence of clustered seismicity is yet an unresolved task. Therefore we chose to generate slip model realizations using the spatial random field model that characterizes rupture complexity as imaged for past earthquakes [Mai and Beroza, 2002] . Testing several (auto-)correlations functions, Mai and Beroza [2002] found that the von Karman correlation function with moment-dependent correlation lengths provides the most consistent stochastic description for finite fault slip models. The governing parameters in the von Karman correlation function are the correlation lengths in along-strike (a x ) and downdip (a z ) direction which increase with increasing source size, and the source-size-independent Hurst number H. These parameters, estimated from a finite fault slip model (Figure 1a ), define the decay of the power spectral density of slip values in the wave number domain (Figure 1d ).
[20] The source dimensions and seismic moment for such slip simulations are chosen according to source-scaling relations [Wells and Coppersmith, 1994; Somerville et al., 1999; Mai and Beroza, 2000] . In our simulations, we generate random slip distributions using the correlation lengths and the Hurst number estimated from published slip maps [Mai and Beroza, 2002] and specifically estimated for the available Parkfield and Tottori events (Table 1) . We fix the size of the rupture plane and the seismic moment to the corresponding values of the inverted source model. The random slip models, calculated at the same grid size as the original models, are characterized by the same power spectral decay (Figure 1d ) but have a different distribution of slip values ( Figure 1b ) since this spectral synthesis approach assumes a normally distributed random phase. This slip simulation approach ensures the generation of scenario earthquakes whose stochastic properties are consistent with past earthquakes of the same seismic moment and source dimensions [Mai and Beroza, 2002] . We finally calculate the on-fault stress drop distribution based on analytical expressions that relate the final static displacements to the static stress changes in an elastic homogeneous half-space ( Figure 1c ) [Okada, 1992; Ripperger and Mai, 2004] . Stress drop calculations are inherently grid-sizedependent. We have qualitatively verified our stress drop computations, calculated at half the grid size of the finite fault source model, by comparing them against previous results [e.g., Bouchon, 1997; Bouchon et al., 1998; Dalguer et al., 2002] .
Testing Procedure
[21] We introduce the N test (number test), a one-sided nonstandard statistical test to evaluate the hypotheses. Because the procedure is the same for both tests, we only outline test T 1 in detail. We use the finite fault slip values as input data for test T 1 and the inferred stress drop values for test T 2 .
[22] The one-sided N test compares the number of aftershocks located in low-slip regions for the original slip distribution (N LS ) to those from randomly generated slip distributions (R LS1 ,. . .,R LS10000 ). Each aftershock is assigned a slip value from the main shock slip model by projecting the aftershock hypocenter onto the main shock fault plane. The projection is performed first for the original slip distribution to obtain N LS , the number of events for which u 1 3 u max , illustrated as gray vertical line in Figure 2a . We then determine this number for the randomly generated slip distributions using the spatial random field model (R LS1 ,. . .,R LS10000 ). The distribution of the R LSi values is illustrated as a cumulative distribution function (CDF) in Figure 2a . Two cases are schematically displayed:
[23] 1. The dashed black line shows a case for which the CDF hits the gray rejection bar representing the a s = 0.1 significance level. In Figure 2a , a = 0.98 indicates that we reject the null hypothesis H 0 in favor of the test hypothesis H 1 as p = 1 À a = 0.02 a s ; p is the probability of making a type I error, i.e., rejecting the null hypothesis H 0 although it is true.
[24] 2. The solid black line illustrates a case in which H 0 cannot be rejected in favor of H 1 (a = 0.72, p = 0.28 > a s ). Hypothetically, the cumulative frequency distribution could migrate to the right generating very small a values. This would imply that the test hypothesis performs worse than the null hypothesis we test against. Rejection in case of test T 1 at the a s = 0.1 significance level indicates that aftershocks preferentially occur in low-slip regions with a 0.1 probability of rejecting H 0 although it is true (type I error). Likewise, in case of test T 2 , rejection of H 0 in favor of H 2 implies a correlation between the stress drop pattern and the aftershock locations. [25] To estimate the influence of the aftershock hypocenter uncertainties, we simulate one thousand catalogs of aftershock hypocenter locations using two normal distributions to determine vertical and horizontal offsets. The catalog hypocenter locations are used as the mean and the vertical/horizontal hypocenter uncertainties are the standard deviations, respectively (Table 2 ). For each of the thousand catalogs we then determine N LS1. . .1000 , the number of aftershocks located in low-slip regions for the original slip distribution. The vertical dash-dotted gray lines in Figure 2a show the 95th percentile values of the N LSi distribution and are listed as a min and a max in Tables 3 and 4. [26] The significance levels (a s = 0.1, 0.2) chosen to interpret the results are trade-offs between the uncertainties in the data sets and the null hypotheses. Because of the considerable uncertainties in the data sets, we apply less strong requirements. However, the larger the significance level, the larger the probability of making a type I error. Increasing the significance level facilitates to reject H 0 in favor of H 1 (or H 2 ), but in turn increases the probability of making a type I error. A test at a smaller significance level would increase the strength of the result.
[27] The test hypotheses are rigorous in that they require all the events to happen in the defined regions. We emphasize that we do not expect that all aftershocks occur in the hypothesized regions. Other parameters such as normal stresses, fluid migration, geometrical complexities or the redistribution of stresses from aftershocks themselves could The p value (p = 1 À a) is equal to the significance level of the test for which H 0 would just be rejected. Ten thousand simulations are performed using data of 10 days after the main shock. The a min and a max indicate the 95th percentiles for the randomization of the aftershock locations. The p value (p = 1 À a) is equal to the significance level of the test for which H 0 would just be rejected. Ten thousand simulations are performed using data of 10 days after the main shock. The a min and a max indicate the 95th percentiles for the randomization of the aftershock locations.
similarly influence the genesis of aftershocks. Thus significance levels of a s = 0.1 (0.2) are adequate for the purpose of this study.
[28] Figure 2b illustrates the data that is used in the N test, displayed as cumulative distribution functions. The black CDF shows the cumulative number of aftershocks as a function of the fraction of the maximum slip u max . The abscissa is normalized by the maximum slip. In test T 1 , we use the threshold u 1 3 u max , indicated by a dash-dotted gray line. For the aftershock data in this synthetic example we find about 79% of the aftershocks located in regions of low slip. The gray CDF shows the fraction of slip patches as a function of the fraction of maximum slip. In this case, a large portion of the slip distribution ($75%) shows values below the threshold. The larger this portion is, the more slip is concentrated on small asperities with relatively large slip. The same plot can be generated for the inferred stress drop distribution on the fault plane, using a stress drop of Ds = 0 as threshold.
[29] In test T 2 , the same procedure as for T 1 is applied to the stress drop distribution derived from the slip inversion ( Figure 1c ) [Okada, 1992; Ripperger and Mai, 2004] . Stress drop values are computed using a grid spacing half the size of the original grid. According to test T 1 , the stress drop value Ds for the prevailing mechanism, in this case, strike slip, is computed at the location of aftershock hypocenters by linear interpolation and the number of aftershocks located in negative stress drop regions is determined (N SD ).
Synthetic Tests
[30] To illustrate our method, we construct a synthetic test that allows us to evaluate the dependence of the a value on the ratio of the number of aftershocks located in low-slip regions N LS to the overall number of events in the catalog N (Figure 2c ). For the synthetic test, we first create a random slip distribution S 1 using the spatial random field model assuming a magnitude M w = 6.5 strike-slip event. We compute the source dimensions and the parameters of the stochastic slip distribution according to Beroza [2000, 2002] : von Karman correlation length along strike a x = 8.03 and down dip a z = 3.35, Hurst number H = 0.77, fault length L = 34 km and width W = 15 km. Second, we generated a synthetic aftershock catalog of N = 4000 events with a minimum magnitude of M = 0.5 and a b value of b = 1.0 in the extent of S 1 . The hypocenter locations along strike reflect a uniform distribution, the depth distribution resembles a normal distribution fitted to the depth distribution of the relocated catalog for the Parkfield 2004 aftershock seismicity. Third, we determined the number of events in low-slip regions N LS for the synthetic catalog projected on S 1 . Using only the events selected in low-slip regions and performing the N test (N = N LS ), we obtain a = 1. We then successively add in randomly drawn events (50 each time) from the synthetic catalog located in highslip regions N HS and repeat the N test. The a value gradually decreases from a = 1 in case of N LS /N = 1, i.e., only events in low-slip regions, to smaller a values for decreasing ratios of N LS /N. For ratios of N LS /N ] 0.7, we cannot reject H 0 in favor of H 1 at the a s = 0.1 significance level because the probability p of making type I error becomes larger than a s . This implies that at least about 70% of the aftershocks need to be located in low-slip regions to reveal a correlation in the synthetic test example (Figure 2c) .
[31] In a second synthetic test, we investigate the dependence of a (p) on the location errors of the aftershocks (Figure 2d) . We use the slip distribution S 1 from the first synthetic test, generated a synthetic catalog of 2000 events accordingly, and selected the events located only in low-slip regions to run the N test. The dependence on the location error is investigated by adding random errors to the hypocenters. The horizontal errors are assumed to be smaller than the vertical ones. The pairs of errors added follow a normal distribution with means and standard deviations of 0.5-2 km in horizontal and 2-4 km in vertical direction. For each error pair, 100 catalogs were simulated which are displayed as histograms in Figure 2d . The results show that a decreases, thus p increases, when adding larger errors. For the slip distribution used in this test, the dependence is not very strong and the test outcome, rejection of H 0 in favor of H 1 , remains unchanged. However, note that the decrease of a (increase of p) depends on the ratio of low-to high-slip regions. The smaller the fraction of low-slip regions is, the more likely aftershocks will be located in high-slip regions when adding random errors.
Results
[32] For interearthquake and intraearthquake comparison reasons, we summarize the slip and stress drop distributions in Figures 3 and 4 . Corresponding to the examples in Figure 2b , we plot the cumulative fraction of aftershocks (cases) as a function of the fraction of maximum slip (black and gray dashed CDF) in Figure 5 . The light gray CDF shows the fraction of the slip distribution values as a function of maximum slip. Figure 6 displays superposed N test result of increasing time periods for the Parkfield event in comparison to the finite fault source model by Ji et al. [2004] . Figure 7 summarizes the cumulative fraction of aftershocks (cases) as a function of stress drop (black and gray dashed CDF). The light gray CDF shows the fraction of the stress drop distribution values as a function of stress drop.
The 28 September 2004 Parkfield Event
[33] On 28 September 2004, an earthquake with a moment magnitude of M w = 5.96 occurred on the Parkfield section of the San Andreas fault. Because of several largescale projects like the Parkfield Prediction Experiment [Bakun and Lindh, 1984] , the San Andreas Fault Observatory at Depth (SAFOD [Hickman et al., 2004] ), and numerous seismic imaging projects [e.g., Thurber et al., 2004] , this section of the San Andreas fault is one of the best monitored on Earth. This earthquake generated a wealth of high-quality geophysical and geological data, and hence represents an excellent case to qualitatively study the correlation of main shock properties and small-scale seismicity.
[34] We obtained two finite fault source models [Ji et al., 2004; Dreger et al., 2005; Langbein et al., 2005] , each determined using strong motion and geodetic data (Figures 3a -3d) . In both models, the slip occurs mainly at a depth between 4 and 11 km and in two separated patches. The location of the largest slip patch between the models is significantly different (8 km) and the maximum slip differs by about 24 cm (Table 1 ). The hypocenters of the solutions are located at a depth of 9 km to the southern end of the resolved fault planes at the edges of large slip patches.
[35] The tests T 1 and T 2 were performed with both, the NCSN and a double-difference relocated earthquake catalog (see Table 2 ). The cross sections (Figures 3a and 3c ) display the finite fault source models [Ji et al., 2004; Dreger et al., 2005] and the corresponding stress drop distributions (Figures 3b and 3d) . Superimposed are the NCSN (white) and the double-difference relocated aftershocks (gray) of a 10 days period after the main shock. Aftershocks form an extended streak, a 10 km long horizontal alignment of hypocenters in a depth range between 3 and 6 km similarly to the period before the M w = 5.96 event [Waldhauser et al., 2004] . A smaller cluster is found around the hypocenter of the main shock to the southeast of the rupture plane at a depth of 9 km. The two largest aftershocks (M L = 5) occurred to the northwest at a depth of about 10 km below the largest slip patches [Schorlemmer and Wiemer, 2005] . A M L = 4.7 aftershock occurred at shallow depth of about 6.6 km above the slip patches determined at the southeastern end. All features are observed in both catalogs but are more pronounced in the relocated one. The relocated hypocenters tend to be shifted to shallower depths compared to the NCSN catalog. We used a 5 km wide swath around the surface line projection of the finite fault source models to sample the aftershocks. On the basis of analyzing the temporal dependence and spatial variability of the magnitude of completeness, we define M c = 1.6 and M c = 1.4 for the relocated and the NCSN catalog, respectively (Table 2) .
[36] The analysis of the 2004 Parkfield event reveals that a large fraction of aftershocks occurred in low-slip regions of the finite fault source models. For the model determined by Dreger et al. [2005] and Ji et al. [2004] , these fractions are 88% and 96% for the relocated catalog, 89% and 86% for the NCSN catalog, respectively (Figures 5a and 5b) . Large portions of the slip distributions themselves have very little to no slip (both about 70%), and about 94% and 89% fall in regions of low slip (Table 1) . Test T 1 rejects the null hypothesis for both slip distributions using the relocated (Table 3) . At the a s = 0.2 significance level, H 0 is rejected in favor of H 1 in almost all cases.
[37] Figures 6a and 6b show N test result plots obtained for the finite fault source model by Ji et al. [2004] for test T 1 . The abscissae are normalized to N LS , the cumulative fraction of aftershocks as a function of maximum slip determined for the original slip distribution. This normalization allows overlapping multiple results of the N test with the objective of studying the temporal evolution of the correlation (compare to Figure 2a ). The first test was performed using data assembled in the first 12 hours, then the period was successively expanded by 12 hours up to 10 days after the main shock. In all four cases, no evidence for a strong temporal dependency was found (Figure 6c ). We also investigated larger time spans, but the test results remain unchanged. In summary, these results imply that we can reject H 1 in favor of H 0 at the a s = 0.1 significance level for the relocated aftershocks of the 2004 Parkfield earthquake and for both catalogs at a s = 0.2. Our test results therefore quantify the prior qualitative observation that aftershocks are located in areas of low slip.
[38] Testing the correlation between the aftershock hypocenters and the stress drop distribution (test T 2 ), the null hypothesis cannot be rejected in favor of the test hypothesis H 2 at the a s = 0.1 significance level (Table 4) . Figures 6d and 6e display the N test results of test T 2 normalized to N SD , the cumulative fraction of aftershocks as a function of stress drop for the model of Ji et al. [2004] . Both stress drop distributions reveal approximately the same percentage of the fault plane with increased shear stress ($68%), the fraction of aftershocks located in increased shear stress regions are in all cases below 65% (Figures 7a and 7b) . At the a s = 0.2 significance level, the results of test T 2 show a correlation between the stress drop pattern of the 2004 Parkfield event and the following aftershock distribution on the fault plane. Furthermore, the test results of T 2 do not reveal a time dependence (Figure 6f ).
[39] Applying both tests with relocated catalogs including all event with M ! 0.1, we find slightly higher a values supporting both test hypotheses (Tables 3 and 4) . For the relocated catalog small events tend to be located in regions of low slip and increased shear stress regions with a higher percentage. However, including events with magnitudes smaller than the completeness level of the catalog might bear the problem of drawing conclusions from nonrepresentative samples.
The 24 April 1984 Morgan Hill Event
[40] The M w = 6.1 Morgan Hill event ruptured parts of the Calaveras fault in northern California. The finite fault source models displayed in Figures 3e and 3g were determined primarily using strong motion data and teleseismic waveforms [Beroza and Spudich, 1988 ; Hartzell and Heaton, 1986]. Both slip inversion solutions are similar in the sense that large parts of the assumed rupture planes display very little slip and that strong slip heterogeneities are observed. The models differ largely in the maximum slip value (Table 1) . The Beroza and Spudich [1988] model shows a more pronounced asperity compared to the Hartzell and Heaton [1986] model. Besides the NCSN catalog, a double-difference relocated catalog is available that exhibits highly organized structures of seismicity comparable to the Parkfield section [Schaff et al., 2002] . The latter catalog lead us to remove events associated with a blind thrust fault inside the 3 km wide cross section box around the fault plane [Schaff et al., 2002, Figure 6] . M c was computed as a function of time and mapped on the cross sections of the assumed fault planes. We found M c = 1 for the NCSN and M c = 1.4 for the relocated catalog (Table 2) .
[41] Compared to the other events for which we performed the test, Morgan Hill is exceptional as the null hypothesis is rejected in favor of the test hypothesis in all cases (a ' 1). This indicates that aftershocks are preferentially located in regions of low slip and regions of increased shear stress. The percentages of events located in low-slip regions reflect the test result: Although slightly varying with time, more than 98% of the aftershocks are located in lowslip regions in both catalogs for the Beroza source model and more than 90% for the Hartzell source model (Figures 5c and 5d ). The percentage of aftershocks located in increased shear stress regions is lower but still at a higher level of above 70% in comparison to other investigated events (Figures 7c and 7d) . The reasons for the unique correlation are the strong and localized asperities identified by the slip inversions and the highly organized seismicity on the Hayward and Calaveras fault system, suggesting a common physical origin of these phenomena. The distribution of frictional properties over the fault appears to be a likely candidate [Oppenheimer et al., 1990] , however, further investigations are required. 
The 6 October 2000 Tottori Event
[42] The M w = 6.6 Tottori event occurred in southwestern Japan, a region previously exhibiting low seismicity rates. A detailed model of the fault structure was developed by combining double-difference relocated aftershock hypocenters and moment tensor solutions revealing a complex fault system [Fukuyama et al., 2003] . The finite fault source models shown in Figures 4a -4d are based on simplified structures to invert for the slip distribution of the earthquake [Sekiguchi and Iwata, 2001; Semmane et al., 2005] . Because of the detailed information on the fault structure, the earthquake catalogs where selected in 5 km wide boxes around the ruptured fault segments. The completeness levels using spatial and temporal analysis techniques were estimated to be M c = 2.6 for the relocated and at M c = 2.0 for the JMA catalog (see Table 2 ).
[43] Test T 1 leads in case of the relocated catalog to a rejection of the null hypothesis in favor of H 1 at the a s = 0.1 significance level for both slip distributions, but not when using the JMA data set (Table 3) . This difference can be explained by the percentage of aftershocks located in lowslip regions (Figures 5e and 5f ). For the Semmane model these values are about 80% for the relocated and 70% for the JMA catalog. For the Sekiguchi model this difference is much smaller (73% and 72%) and this is reflected in the a values (Figures 5e and 5f and Table 3) .
[44] Test T 2 shows that we can reject the null hypothesis in favor of H 2 for the Sekiguchi model but not for the Semmane model at a s = 0.1 (Table 4 ). The percentage of events in increased shear stress regions are around 60% for the Sekiguchi model and less for the Semmane model (Figures 7e and 7f ). This implies that aftershocks are preferentially located in increased shear stress region based on the Sekiguchi model but not based on the Semmane model.
The 28 June 1992 Landers Event
[45] The M W = 7.3 Landers, California, event is the largest and most complex earthquake investigated. This event ruptured several mapped surface fault traces which are represented in the selected finite fault source models preferred by Wald and Heaton [1994] , Cohee and Beroza [1994] , Cotton and Campillo [1995] , and Hernandez et al. [1999] (Figures 4e -4h , showing the models by Wald and Hernandez) . The patches of largest slip in all models occur at the crossover of the Emerson/Camp Rock and the Homestead valley fault segments with a difference of about 3 m in the inferred maximum slip. The models exhibit in general similar statistical properties represented by the von Karman correlation length parameters (see Table 1 ), with less heterogeneities for the Cotton and Hernandez model, although the solutions are based on different techniques and data sets. Because of the statistical similarity of the models by Wald and Heaton [1994] and Zeng and Anderson [2000] , we did not include the latter.
[46] The Southern California Earthquake Data Center (SCEDC) provides several earthquake catalogs for the Landers event from which we chose the general SCSN and a relocated catalog (Table 2) [Hauksson and Shearer, 2005] . We selected aftershocks in 5-10 km wide boxes around the fault planes based on the geographical parameterization of the three fault segments in the particular inversion. The magnitude of completeness varies significantly between the northern and the southern segments [Woessner and Wiemer, 2005] , but since the threshold has a small influence on the results of the statistical tests, we chose general cutoff magnitudes of M c = 2.4 for the relocated catalog and M c = 2.2 for the SCSN catalog.
[47] For the Landers case study, tests T 1 do not allow rejection of H 0 in favor of H 1 at the a s = 0.1 significance level for the SCSN catalog (Table 3) . The same result is found for the relocated catalog, except for the slip model [Cohee and Beroza, 1994] . Comparing the results of the different slip distributions, it is noteworthy that the rejection levels for the Hernandez model are much lower than for the other models (Table 3 ). The fraction of events located in low-slip regions is at a very low level (Figure 5h , 34% relocated, 29% SCSN) which corresponds to the relative smoothness of the Hernandez model. In case of the more heterogeneous Wald and Cohee models, a much higher percentage of events falls into low-slip regions, respectively (Figure 5g , 63% relocated, 54% SCSN; Figure 5i , 72% relocated, 72% SCSN), while about 50% match these regions for the Cotton model (Figure 5j ). The larger this percentage is, the higher the probability of rejecting H 0 at a s = 0.1.
[48] Test T 1 reveals a clear temporal dependence of the a value for Landers (using the Wald and Heaton [1994] slip model and the relocated catalog (Figure 8) ). The a values, computed for successive windows of N = 200 events remain at a high level for about 4 years, then start to decrease with time and drop at around 8 years. We speculate that this indicates a decreasing influence of the Landers event on the local seismicity. However, this time period is short compared to overall estimated length of 20-56 years of the aftershock sequence [Toda et al., 2005] . Lower a values in about the first 100 days of the aftershock sequence suggest that other factors like dynamic triggering, fluid migration, stress redistribution by aftershocks and afterslip, or other processes might influence the occurrence of aftershocks, though missing events may also play an important role.
[49] Results of test T 2 show an analogous picture. A smaller fraction of events is located in the increased shear stress regions for the Hernandez (12% relocated, 12% SCSN) and the Cotton model (28% relocated, 31% SCSN) (Figures 7h and 7j ). Higher fractions are found for the Wald (51% relocated, 41% SCSN) and the Cohee model (54% relocated, 56% SCSN) (Figures 7g and 7i) . The null hypothesis is rejected in favor of H 2 only for the Cohee model and Wald models when using the relocated catalog (Table 4 ). The relocated catalog for Landers shows a much stronger correlation between seismicity and regions of low slip/increased shear stress.
[50] In summary, only 30% of the tests T 1 result in rejecting H 0 in favor of H 1 , the same is true for test T 2 . This lower percentage may well be explained by the more complicated tectonic setting, i.e., the fault segmentation and thus other mechanisms may strongly influence the aftershock generation for this event [Cohee and Beroza, 1994] .
Discussion
[51] Our study quantitatively correlates aftershock hypocenter locations and properties on the main shock rupture plane, the slip distribution and its corresponding stress drop distribution. The tests are applied to four earthquakes on primarily vertical strike-slip faults for which well resolved finite fault source models and well determined aftershock catalogs exist. Only data for a few earthquakes exist that fulfill these criteria and our study benefits from improved recent source-modeling approaches and recent advancements in relocation techniques [Waldhauser and Ellsworth, 2000; Hauksson, 2000; Hauksson and Shearer, 2005] . The selection of events reflects advances with time in the ability to resolve slip complexity as well as the ability to locate earthquakes with high accuracy. Both key tasks of seismology still suffer from relatively large uncertainties, but we believe that due to recent improvements it is now appropriate to propose a quantitative approach to estimate the correlation between aftershock seismicity and main shock slip and stress drop.
[52] We find that in the case of test T 1 , the null hypothesis can generally be rejected in favor of H 1 at the a s = 0.1 significance level when using relocated catalogs. This implies that aftershocks do preferentially occur in low-slip regions and that a statistically significant spatial correlation between the main shock slip distribution and particularly the hypocenters of relocated aftershocks exists. Except for the Landers event, this result holds up for the routinely determined earthquake catalogs, but only at a significance level of a s = 0.2 which is a weaker statement.
[53] Low-slip regions are defined as locations at which less than one third of the maximum slip occurred u 1 3 u max . This is a reasonable assumption since about 70% of the slip distributions in the database have about 65% in areas with values less than one third of the maximum slip [Mai et al., 2005] . Although this is an ad hoc definition, tests with different threshold levels show no relevant changes in the results except for thresholds at very low levels. Very high threshold values (u/u max ! 0.7) are not suited for testing the hypothesis since this would define almost the entire fault planes as low-slip regions, resulting always in a significant correlation. We also performed tests varying the width of the swath for aftershock selection, but we did not observe changes in the resulting statistics and their interpretation.
[54] The lowest a values and therefore basically no correlation are determined for the Landers case using the finite fault source model by Hernandez et al. [1999] . The discrepancy to the other model is explained by the larger homogeneity, with more events located in high-slip regions. Note that many events exist in the SCSN catalog with a fixed depth of 6 km which, because of the smoothness of the slip inversion by Hernandez et al. [1999] , result to be located in areas of relatively large slip. Computing the test without these events lead to the same result with slightly higher a values.
[55] In summary, we can reject H 0 in about 45% of the T 1 tests using catalogs with events above M c in favor of H 1 at the a s = 0.1 significance level and about 85% at the a s = 0.2 significance level. These values are on the same order when using all events above M ! 0.1. Considering only the tests with relocated catalogs, about 65% of them allow rejection of H 0 in favor of H 1 , for the general network catalogs this is only true in 30% of the cases at the a s = 0.1 significance level. Thus we find a correlation between aftershock locations and low-slip areas on the main shock fault plane supported particularly by high-quality data.
[56] Test T 2 evaluates if aftershocks are preferentially located in increased shear stress regions (Ds < 0MPa) rather than assuming a threshold value on the order of Ds < 0.01 MPa which is thought to be sufficient to trigger aftershocks [Harris, 1998 ]. The combined results imply that calculated shear stress changes have a weaker correlation with aftershock activity. H 0 is rejected in favor of H 2 at the a s = 0.1 significance level in about 35% using data above the completeness level, in about 40% when using all events. At the a s = 0.2 significance level, H 0 can be rejected in favor of H 2 in about 60% of the cases, but with a larger probability of rejecting the null hypothesis erroneously. Accordingly to test T 1 , the a values are slightly higher when using all events instead of using complete catalogs. Comparing the a values for the relocated and the general network, we find a stronger correlation for the relocated catalogs. However, the correlation in comparison to test T 1 is statistically less significant.
[57] The fact that low-slip regions provide more information content for aftershock activity than increased shear stress is important. It underlines that the assumption of static shear stress changes as a primary physical mechanism triggering aftershocks is too simplistic. Other factors that need to be considered in this respect are that aftershocks themselves redistribute stresses rapidly [Felzer et al., 2003; Helmstetter et al., 2005] , that normal stress changes and/or their combination (Coulomb failure stress) or the geometrical complexity of the main shock may equally strong affect the location of aftershocks close to the fault. Additionally, mechanisms like fluid migration or degassing may play an important role for the generation of earthquake activity [Bosl and Nur, 2002; Miller et al., 2004] .
[58] For both tests, we generally observe better correlations when using all events instead of a catalog cut at the magnitude of completeness. This indicates that an even larger portion of small events occur in regions of low slip or increased shear stress compared to the larger events (Tables 3 and 4 ). This result suggests that scaling properties of the post main shock stress field may play a role in triggering different sized aftershocks. However, it should be noted that not all of the small events are detected, which could bias the test results.
[59] For the 1984 Morgan Hill event, the tests indicate a strong correlation of aftershocks with low-slip and increased shear stress regions. Several reasons for this fact may exist: First, the seismicity on the Calaveras fault is highly organized and the aftershocks are clustered in space and over long time periods. Second, the slip distributions show very high peak slip values leaving most of the events in low-slip or increased shear stress areas. Third, the localized asperities identified by the finite fault source models support the hypothesis that existing holes in seismicity delineate the preferred areas in which moderate to large events can be generated [Schaff et al., 2002] . Oppenheimer et al. [1990] already pointed out these features and speculated that the different regions of the fault are characterized by different fault constitutive parameters responsible for seismically active and aseismic or locked patches on the fault. A similar setting is found on the Parkfield segment of the San Andreas fault, where seismicity streaks, holes and repeating events have been reported [Waldhauser and Ellsworth, 2000; Schorlemmer and Wiemer, 2005] . On the basis of numerical simulations, it is plausible that for a tectonic setting of adjacent locked and creeping segments, the change in shear stress has a stimulating influence to trigger earthquakes on preexisting zones of weakness on the fault [Zöller et al., 2005] . Our approach, however, does not allow identification of the mechanism of larger influence (e.g., fault properties, slip distribution, or stress changes) without separately testing the correlations.
[60] Uncertainties in both data sets affect our ability to resolve correlations. The best data sets in this respect are relocated catalogs with an estimated relative error of a few hundred meters horizontally and vertically and an absolute error that is at most on the order of the ones determined in the routine locations. Uncertainties of other parametric earthquake catalogs range up to a few kilometers, generally twice as much in the vertical direction as in the horizontal one. We include this uncertainty by randomizing the earthquake locations in their respective error bounds; however, the general interpretation of the test results remains the same. On the basis of the synthetic tests, special attention to this issue is required for the Landers case since the area of low slip only comprises about 60%.
[61] Uncertainties are also contained in the finite fault source models because these are results of inversion algorithms for which a variety of assumptions are necessary [Beresnev, 2003] . The grid spacing of these models varies between 0.5 km and 5 km (Table 1) , while the actual resolution and uncertainty of the slip inversion remain difficult to estimate. In our approach, epistemic uncertainties are addressed by using at least two different finite fault source models for each event and by randomizing the slip distributions with a spatial random field model [Mai and Beroza, 2002] . Nonetheless, the uncertainties in the slip models could be incorporated more appropriately using multifold solutions of the actual inversion process instead of randomizing the authors best solution based on statistical properties. The advantage, however, is the fast applicability of the statistical approach.
[62] A temporal dependence of a values is observed during the Landers sequence for which a first drop is observed about 4 years and a second about 8 years after the main shock (Figure 8 ). The decay reflects our expectation that the influence of the main shock slip and stress changes on the seismicity decreases with time. However, this does not correspond to periods estimated for the duration of the aftershock sequence. The 1984 Morgan Hill and the 2004 Parkfield events do not show this dependence which may be explained by the specific tectonic setting of locked and creeping patches adjacent to each other. This type of regime is characterized by repeating earthquakes on the same locations, streaks, and holes of seismicity which do not seem to be dislocated by main shocks of magnitudes M $ 6 [Oppenheimer et al., 1990; Schaff et al., 2002; Waldhauser et al., 2004] .
[63] Noteworthy for the performance of the test is that the a value may be influenced by the contribution of background seismicity to the aftershock sequence. The separation between the two types of events is difficult to achieve, but in general we expect the a value to increase when the background seismicity was removed as they might not reflect the stress changes on the main shock fault plane.
Conclusion
[64] This is the first study to statistically quantify the relationship between aftershock hypocenter locations and the main shock slip/stress drop distribution. We developed nonstandard statistical tests to advance earlier qualitative investigations [Oppenheimer et al., 1990; Beroza and Zoback, 1993; Mendoza and Hartzell, 1988; Das and Henry, 2003] . We found that aftershocks are preferentially located in low-slip regions with a higher significance for relocated catalogs compared to general network catalogs and also when including all aftershocks instead of catalogs containing only aftershocks above the completeness level. Our test results suggest that aftershocks are correlated with stress drop distributions, however, the correlation is statistically less significant compared to the correlation with lowslip areas. In summary, the correlation using relocated catalogs is statistically more significant than with general network catalogs and/or complete catalogs. Our results are in agreement with the conclusions of Mendoza and Hartzell [1988] and Das and Henry [2003] for the slip test T 1 , but in general not for the stress drop test T 2 .
[65] We find that epistemic uncertainties included by using multiple data sets have stronger implications on the test results than aleatory uncertainties, i.e., randomizing hypocenter locations is found to have a small influence on a values in the case studies as well as in synthetic tests.
[66] The tests have so far been applied only to vertical strike-slip faults in crustal structures, but are adaptable to other types of earthquakes, different preseismic, coseismic, and postseismic properties of earthquakes and particularly close to seismogenic faults. We envision that from the information content we derive from testing several parameters using relocated catalogs, we are able to improve time-dependent forecasting models as suggested by Gerstenberger et al. [2005] . The testing approach has been applied in a similar fashion to test earthquake forecasts [Schorlemmer et al., 2004] and is adaptable to other problems in seismology.
