Training sparse neural networks with adaptive connectivity is an active research topic. Such networks require less storage and have lower computational complexity compared to their dense counterparts. The Sparse Evolutionary Training (SET) procedure uses weights magnitude to evolve efficiently the topology of a sparse network to fit the dataset, while enabling it to have quadratically less parameters than its dense counterpart. To this end, we propose a novel approach that evolves a sparse network topology based on the behavior of neurons in the network. More exactly, the cosine similarities between the activations of any two neurons are used to determine which connections are added to or removed from the network. By integrating our approach within the SET procedure, we propose 5 new algorithms to train sparse neural networks. We argue that our approach has low additional computational complexity and we draw a parallel to Hebbian learning. Experiments are performed on 8 datasets taken from various domains to demonstrate the general applicability of our approach. Even without optimizing hyperparameters for specific datasets, the experiments show that our proposed training algorithms usually outperform SET and state-of-the-art dense neural network techniques. The last but not the least, we show that the evolved connectivity patterns of the input neurons reflect their impact on the classification task.
Introduction
Dense artificial neural networks are a commonly used machine-learning technique in deep learning that has a wide range of applications. Yet, they have multiple limitations, several of which are potentially addressable by sparse artificial neural networks. Most existing research on this topic focuses on reducing storage and prediction time, for example to be able to use neural networks in embedded devices (Han et al., 2015; Srinivas et al., 2017) . We, however, are interested in algorithms that reduce training time as well. By reducing memory requirements and training time, usage of neural networks is made more accessible. It could for example facilitate training neural networks in those embedded devices. Furthermore, it may allow for deploying very large networks, such that they can be used to tackle datasets with a large number of features directly.
This objective makes approaches such as (Han et al., 2015; Srinivas et al., 2017 ) unsuitable for our purposes, as they still use the full dense network during training. There are also approaches that do not use the dense network, but instead depend on defining the network's topology before the training phase (Dey et al., 2017; Mocanu et al., 2016) . This pre-defined sparsity may however not be optimal for all datasets. For this reason, we consider an alternative approach that does not use the full network and that does not rely on a pre-defined network topology: Sparse Evolutionary Training (SET) (Mocanu et al., 2018) . SET starts out with a randomly generated sparse network and updates its topology after each training epoch based on the values of its weights. In SET's experiments, training a network using SET gave better results than its nonevolutionary (i.e. using pre-defined sparsity) counterpart, as the final topology is better suited to the training data. Additionally, its results were most of the times even better than those of its densely connected counterpart. In the original paper, it was already suggested that the algorithm may still be improved by using alternative techniques to evolve the network, such as preferential attachment.
In this paper, we take a novel direction and propose to evolve the network's topology by using domain knowledge. This is also our main contribution: to determine the importance of a connection based on the cosine similarity between the activations of the two neurons of that connection. Reason for this is that if the cosine similarity is close to zero, this is an indication that there is no meaningful relation between these neurons. We then propose systematically five new
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algorithms that use this technique to replace the original procedures for adding and removing connections in SET. On top of that, we analyze the additional computational complexity of our method and argue that it should not cause noticeable overhead, while suggesting methods to further reduce complexity for extreme cases. Next, each algorithm is tested on 8 different datasets in order to demonstrate the improvement of our approach over SET. Our results show that usually our algorithms outperform SET and dense stateof-the-art neural network techniques, while having many times less parameters than the latter ones. They also reveal that using cosine similarity to evolve a network may reduce overfitting. Finally, we show the the evolved connectivity patterns of the input neurons (or input features) reflect very well their impact on the classification task and may contribute to further understanding the behavior of neural networks with adaptive sparse connectivity.
Background
There are many types of neural networks, such as MultiLayer Perceptrons (MLPs), Convolutional Neural Networks (CNNs) and Recurrent Neural Networks (RNNs) (LeCun et al., 2015) . In this paper we will focus on the most vanilla type of neural networks, MLPs, as they represent 61% of a typical Google TPU (Tensor Processing Unit) workload for production neural networks applications, while convolutional neural networks represent just 5% (Jouppi et al., 2017) . A dense MLP consists of a number of fully connected bipartite layers. In contrast to these commonly used dense networks, there is also research into sparsely connected networks. Dense neural networks have been shown to have a large number of redundant parameters, in some cases more than 95% of the parameters can be predicted from the remaining ones without accuracy loss (Denil et al., 2013) . In early work on sparsification, Optimal Brain Damage (LeCun et al., 1990) and Optimal Brain Surgeon (Hassibi et al., 1993) use gradient methods in order to sparsify networks during training. They noted that a sparse network has several advantages over its dense counterpart, such as better generalization, reduced memory footprint and improved prediction time.
More recently, (Han et al., 2015) proposed a magnitudebased method for obtaining a sparse network. After pruning the dense network during training, the network is retrained in order to improve accuracy. Their motivation for employing magnitude-based pruning is that alternatives such as using second order derivatives are computationally intensive. In (Srinivas et al., 2017) , gate variables are introduced that represent whether a connection is present. These gate variables are parameters that are optimized during training, and as such introduce additional overhead.
Note that all of these approaches do use the full dense network during training. In (Dey et al., 2017) , a method for obtaining a sparse neural network was introduced, which does not require training the dense network. Based on the user-specified number of connections per neuron, the topology is determined by an interleaver algorithm ensuring good spatial spread of connections. Although this pre-determined sparsity may allow for larger networks, it is not flexible for handling a wide range of datasets with various characteristics.
In (Mocanu, 2017; Mocanu et al., 2018) SET is introduced, while variants of it are discussed for federated learning in (Zhu and Jin, 2018) and image classification in (Mostafa and Wang, 2019) . SET is an algorithm for training sparse neural networks with adaptive connectivity. Like the previously described approaches, SET starts out with a sparsely connected network. The topology of this network, however, is not static but instead evolves during training. After each training epoch, when the weights have been trained to a reasonable level to suit the provided data, the connections having weights closest to zero are removed (weights magnitude based removal). New connections replacing removed connections are randomly selected and added to the network. As the evolution of the network is specific to the data, this approach is more flexible. This was also revealed in their results, in which SET outperforms both dense networks and static (i.e. nonevolutionary) sparse networks. The original SET algorithm uses a straightforward randomized method for evolving the topology of a neural network, while encouraging research into more sophisticated methods. The interested reader is referred to (Mocanu et al., 2018) for more details on SET. Further on, we provide background on cosine similarity (Tan et al., 2006) , a similarity measure that is used in our method. Cosine similarity is defined as the cosine of the angle between two vectors. It has various applications, such as text classification, document clustering and face verification. An important reason for adopting cosine similarity is the fact that it is efficient to evaluate. Another important property is that the length of each vector that is being compared is normalized.
Proposed methods
This section details our proposed approach. First, it presents how cosine similarity can be used to determine the importance of neural network connections. Second, it introduces 5 new algorithms that integrate cosine similarity based connections importance into the SET procedure. To the end, it discusses the computational complexity and the relation to Hebbian learning of our approach.
Cosine similarity to detect connections importance
The basic idea is that the sparse network topology can be evolved based on the behavior of its neurons. The impor-tance of a connection is determined by the similarity of the activations of these neurons, which were obtained during the feedforward phase of an epoch. The similarity measure that we employ is cosine similarity. For activation vectors a and b, this is defined as:
Intuitively, if two neurons exhibit similar behavior, this indicates that the value of one neuron can help predict the value of the other neuron and can therefore aid in propagating patterns present in the data. For this reason, this connection can help to establish the behavior of the receiving neuron in the simplest way possible. Thus, a connection is more likely to be meaningful if there is a consistent relation between the behavior of the two neurons. We argue that cosine similarity is a suitable way of determining if such a relation exists, since it can consider two vectors to be similar when the signs of the activations frequently agree, but the magnitude does not. This is desirable as a consistent difference in magnitude can be mitigated by the weight of a connection. We will further introduce systematically five new algorithms to evolve sparse neural networks using cosine similarity. For consistency, the notation introduced in (Mocanu et al., 2018 ) is used. Let n k denote the number of neurons of layer k in the neural network with s available training samples. ε is a constant controlling the sparsity of the network. Each bipartite layer n k−1 × n k has weight
Proposed algorithms

COSINE SIMILARITY-BASED CONNECTION ADDITION (CODASET)
The neural network is initialized in the same way as the network of SET: each connection in a bipartite layer with n k−1 × n k neurons exists with probability
n k−1 n k , resulting in a sparse network. In the training phase, the weights are updated by stochastic gradient descent. However, we also fill out an activation matrix A k ∈ R n k ×s for each layer k during the feedforward phase. After each training epoch, the cosine similarity matrix C k ∈ R n k−1 ×n k can then be calculated as follows:
where p and q are neurons in layer k − 1 and k respectively and A k p is the activation vector for neuron p of length s. This is followed by the rewiring step, in which the connections having weight closest to zero are removed. Since C k contains absolute values, we can retrieve the set of connections with highest similarity from this matrix and add these connections to the network. Pseudocode for this approach can be found in Algorithm 1. Here, we propose a probabilistic variant of CoDASET. New connections are not chosen by using cosine similarity directly, but instead by drawing from a probability distribution based on the cosine similarities of the connections. Each connection has a probability of being added to the network that corresponds to its normalized cosine similarity:
where P (W k pq ) is the probability of adding a connection between neurons p and q in bipartite layer k. This method reintroduces randomness into the connection selection procedure and may therefore lead to a better exploration of possible topologies, as CoDASET can potentially get stuck in a local minima (adding and removing the same connections after each epoch). On the other hand, we do expect to select more interesting connections than SET by using a probability distribution proportional to cosine similarity. Pseudocode is presented in Algorithm 2.
COSINE SIMILARITY-BASED CONNECTION REMOVAL (CORSET)
SET removes connections based on their weight. For such magnitude-based methods it has been shown that they often remove the wrong connections, e.g. by Optimal Brain Surgeon (Hassibi et al., 1993) . Unfortunately, their proposed alternative is computationally expensive. Therefore, we also Algorithm 2 CoPASET pseudocode initialize SET model for each training epoch e do perform standard feedforward phase, storing activations in activation matrix A backpropagate and perform weights update for each bipartite SC layer k do remove a fraction ζ of the smallest positive weights remove a fraction ζ of the highest negative weights calculate cosine similarity matrix C according to equation 2 create probability distribution following equation 3 add connections by drawing samples in the same amount as previously removed end for end for apply cosine similarity to connection elimination. Instead of eliminating the connections that have smallest weight, the connections for which the product of their weight and cosine similarity is smallest are eliminated:
where pq is an existing connection in layer k. Note that this method does not require computing C k fully, since only the values for existing connections are used. We hypothesize that using cosine similarity as an additional indicator for the importance of a connection can result in improved connection removal. Algorithm 3 shows pseudocode for this method.
CODACORSET
This method combines CoDASET with CoRSET, i.e. it uses CoRSET to remove the unimportant connections, and CoDASET to add new connections.
COPACORSET
This method combines CoPASET with CoRSET, i.e. it uses CoRSET to remove the unimportant connections, and CoPASET to add new connections.
Computational Complexity
An important property of SET is the potential to reduce both training and prediction time by capitalizing on the sparsity of the network. For this reason, we analyze the additional overhead which our proposed approach brings, such that a trade-off can be made between computational complexity and any possible accuracy improvements. The extra overhead mainly resides in calculating the activation matrix C. For each entry in this matrix, 3 dot products between vectors of size s are performed. CoRSET, however, does not require calculating the full matrix, since only the cosine similarities of existing connections are needed. Therefore, it requires 3s
and CoPASET on the other hand do
Algorithm 3 CoRSET pseudocode initialize SET model for each training epoch e do perform standard feedforward phase, storing activations in activation matrix A backpropagate and perform weights update for each bipartite SC layer k do for each existing connection pq in k do
end for remove fraction ζ of connections from the network with smallest metric value in M randomly add connections in the same amount as previously removed end for end for use the full matrix, thus those need 3sn k−1 n k computations per bipartite layer n k−1 × n k . This is comparable to a single feedforward phase of a dense network, in which such a bipartite layer calculates sn k−1 n k products. Since the backpropagation phase dominates the feedforward phase, we argue that our method should not cause noticeable overhead in an efficient implementation.
Relation to Hebbian Learning
Hebbian learning (Hebb, 1949 ) is an alternative learning algorithm for neural networks. Instead of updating weights using global information from a loss function, weights are updated solely based on the values of the activations of the pre-and post-synaptic neuron of that connection, i.e. in a local manner. Pre-synaptic neurons refer to neurons sending their activations over a connection in a bipartite layer, with post-synaptic neurons being the receivers. Using this terminology, the principle that Hebbian learning is based on can be stated as the theory that a post-synaptic neuron is more responsive to activations of pre-synaptic neurons that frequently take part in firing this neuron. In other words, a connection is strengthened if the activations of its neurons agree, this is often summarized as "fire together, wire together". Following this principle, weights are updated by Hebb's rule:ẇ
whereẇ ij is the change in weight magnitude, η is the learning rate, and x i and y j the activations of neurons i and j respectively. As (Wadhwa and Madhow, 2016) pointed out, Hebbian learning is largely ignored for machine learning tasks. Yet, it has some interesting properties, such as being biologically plausible. For this reason, we discuss the similarities: the cosine similarity of a connection in our method is also determined by multiplying the activations of its neurons, albeit normalized. So if the activations of two connected neurons agree, both Hebbian learning and our methods would increase the importance of this connection, respectively resulting in increased weight and a better chance at adding or preserving this connection. Thus, both methods reward connections between neurons that exhibit similar behavior. There is, however, a difference in usage: Hebb's rule is used to optimize the network's parameters values, whereas cosine similarity here is employed in order to evolve the network's topology.
Experiments 4.1. Setup
Experiments were performed on several datasets retrieved from the UCI Machine Learning Repository 1 : MicroMass (Mahé et al., 2014) , CNAE-9 (Ciarelli and Elias, 2012), Epilepsy (Andrzejak et al., 2001 ), Human Activity Recognition (HAR) (Anguita et al., 2013) , Madelon (Guyon et al., 2005) and ISOLET (Cole, 1990) . Additionally, two image datasets were used: COIL-100 (Nayar et al., 1996) and Fashion-MNIST (Xiao et al., 2017 ). An overview of the properties of these datasets can be found in Table 1 . We chose this diverse set of datasets covering various domains in order to demonstrate the general applicability of our method. On top of that, these datasets are difficult enough such that there is room for improvement.
The MicroMass dataset consists of mass-spectrometry data obtained from bacterial strains. The objective is to discriminate between bacterial species based on spectra, which has been shown to be hard for several species. Note that only pure spectra data was considered. CNAE-9 is a text classification task, in which 1080 documents represented by their word frequencies are classified into 9 categories. This is a sparse dataset: 99.22% of the data consists of zeros. Epilepsy is a time-series dataset from EEG recordings of 500 individuals, in which the objective is to detect epileptic seizures. HAR consists of various smartphone sensor statistics, from which the activity of the person carrying the phone must be deduced. Madelon is an artificial dataset that has 5 informative features and 15 linear combinations of those features. The other 480 features are probes that provide no information about the class label. ISOLET is a speech dataset, from which it must be recognized which letter of the alphabet was spoken by a subject. COIL-100 and Fashion-MNIST are both small grayscale image datasets.
In order to perform experiments on the previously described datasets, they must be split into a training set and a test set. For ISOLET, HAR, Madelon and Fashion-MNIST, such a split was already provided. For Epilepsy, CNAE-9, MicroMass and COIL-100 on the other hand, a custom split had to be made. We opted to randomly sample 20% of the data as test data, the remainder being the training data.
The aim of our experiments is to study the effect of our proposed training algorithms on the accuracy of sparse MLPs, compared to the original approach, i.e. SET-MLP (sparse MLP trained with SET). The sparse MLPs trained with our algorithms are dubbed further: CoDASET-MLP, CoPASET-MLP, CoRSET-MLP, CoDACoRSET-MLP and CoPACoRSET-MLP. Since we are not trying to optimize hyperparameters, we mostly used the same configuration of parameters as SET, which is also our baseline.
For all experiments, the multilayer perceptron that was used consisted of an input layer, three hidden layers of 1000 neurons each and an output layer. The only exception to this are the experiments involving Fashion-MNIST, in which hidden layers of 200 neurons were used instead. In addition, we used activation function SReLU (Jin et al., 2016) , sparsity level ε = 20, rewire rate ζ = 0.3 and a dropout rate of 0.3, all of which were also used in SET. Finally, the learning rate η was chosen by empirically experimenting with different values. MicroMass and Madelon were found to give best results for η = 0.1, the other datasets use η = 0.01. Please note that these hyperparameter values yield the same amount of connections for all models studied, i.e. SET-MLP, CoDASET-MLP, CoPASET-MLP, CoRSET-MLP, CoDACoRSET-MLP and CoPACoRSET-MLP, on the same dataset.
Implementation Details
Our method is implemented on top of Keras, using a weight mask that sets selected weights to zero in order to create a sparse network. The weight rewiring step itself is implemented in pure Python. Proof-of-concept code is available at https://github.com/joostPieterse/CosineSET.
Results
The resulting accuracy plots of our experiments are shown in Fig. 1 . Note that the experiments on MicroMass were run multiple times for each method, the plot shown in Fig.  1 is the experiment resulting in median maximum accuracy for that method. The reason for running MicroMass in particular multiple times is twofold. First, when performing experiments on MicroMass, we observed a relatively large variance in accuracy over time. Second, the difference in maximum accuracy between the results of each of the different methods was quite small. Consequently, multiple runs were needed in order to obtain statistically significant results from this dataset. Table 2 lists the maximum accuracy for each method/dataset combination. Note that the maximum accuracies for MicroMass are averaged over all runs on that dataset/method. Experiments on other datasets are reported after one run, as we did not observe a significant difference at multiple runs. For context, we will first provide an overview of the results of previous research on neural networks on these datasets, before analyzing our own methods. We emphasize, however, that the purpose of these experiments is not necessarily to improve accuracy for a specific dataset by e.g. tuning hyperparameters, but instead to identify the effect on accuracy of integrating our approach into the SET procedure.
To the best of our knowledge, the best neural network approach for ISOLET using no further signal processing has an accuracy of 96.02% (Kochetov and Putin, 2016) , by employing an MLP of which the hyperparameters were optimized by a software library. We improve upon this result with an accuracy of 96.54% for our best method, while using only 0.14M parameters compared to their 1.1M parameter MLP. Among the neural network-based approaches to HAR, an accuracy of 95.75% was obtained using a CNN (Ronao and Cho, 2015) . Our best result improves this by about 2%, even though the incorporated MLP replacing the softmax layer of their CNN already has twice as many parameters as our MLP. Madelon is not commonly tackled by neural networks. The difficulty of using an MLP for this dataset for example becomes clear in (Santos and Ramos, 2010) . They obtained an accuracy of 56.0% for this two-class classification problem when using all features in an MLP, whereas our best method has an accuracy of 77.50%. In (Orhan et al., 2011) , the accuracy of recognizing epileptic seizures is improved from 93.2% using an MLP to 99.6% using both an MLP and K-means. Their result is better than our best accuracy of 97.96%, although this may be because a combination of two techniques is used. For CNAE-9, an accuracy of 97.2% was obtained with an MLP (Ko et al., 2017) , which is more than our best result of 95.95% while using a similar number of parameters. An accuracy of 91.06% can be obtained on Fashion-MNIST (Gouk et al., 2018) , approximately 2% more than our best result. However, they use a much larger MLP that has 7.0M parameters, while our MLP for Fashion-MNIST only has 0.038M parameters. In (Vicente et al., 2003) , an accuracy of 96% was obtained for COIL-100 by employing both Principle Component Analysis and an MLP, which we improve by over 2%. So, to summarize, the stateof-the-art is improved upon by at least one of the methods listed in Table 2 for 4 out of the 7 previously mentioned datasets, despite the fact that hyperparameters were not optimized for these specific datasets. For the unmentioned dataset, MicroMass, we are not aware of any MLP results reported in the literature. However, in (Vervier et al., 2015) an accuracy of 89.4% was obtained on MicroMass using an SVM-based strategy.
CODASET-MLP
The accuracy plots of CoDASET-MLP show that its training speed is similar to SET-MLP's. A notable exception is ISOLET, in which CoDASET-MLP continues to improve accuracy for much longer than SET-MLP. So besides ISOLET, CoDASET-MLP needs a similar number of training epochs to reach maximum accuracy. CoDASET-MLP improves upon the SET-MLP baseline in terms of maximum accuracy in nearly all non-image datasets. On image datasets, however, its performance is relatively poor. An important characteristic of image datasets is that the location of features can shift, as objects appear at different points in the image, which also inspired CNNs. We hypothesize that using cosine similarity makes an MLP less robust to feature shift. However, MLPs are not frequently used for image classification in practice except for benchmarking, as more suitable alternatives such as CNNs exist.
COPASET-MLP
For almost all datasets, CoPASET-MLP outperforms SET-MLP. The only dataset for which SET-MLP performs better is COIL-100, though it actually achieves highest accuracy on the other image dataset, Fashion-MNIST. The results are also in line with our expectation that its performance would be more consistent compared to CoDASET-MLP across different datasets, since the reintroduced randomness leads to better exploration of possible topologies. Because of these performance improvements, we conclude that this method outperforms SET-MLP in a wide range of applications and gives more consistent results than CoDASET-MLP.
CORSET-MLP
A small improvement can be observed for most of the nonimage datasets compared to SET-MLP, even obtaining best results on HAR over all methods. On the other hand, the accuracies of CoRSET-MLP are in general slightly lower compared to the accuracies of CoDASET-MLP and CoPASET-MLP. So CoRSET-MLP's results are a small improvement over SET's, but overall CoDASET-MLP and CoPASET-MLP obtained better results.
CODACORSET-MLP
In the experiments on CoDACoRSET-MLP, we observed large improvements on all but one of the non-image datasets. Especially noteworthy are the results on Madelon, Epilepsy and MicroMass, for which the highest accuracy over all methods was obtained showing a clear improvement over SET. The large improvement for Madelon in particular stands out. This is an extremely noisy dataset, so the improved performance may indicate that cosine similarity reduces overfitting on this noise. Furthermore, we can see that the difference in results on image-and non-image data is even more pronounced in the results of this method.
COPACORSET-MLP
Here a similar observation can be made: replacing SET's method of removing connections with CoRSET results in lower performace for image datasets, but generally better results for the other datasets. However, CoDACoRSET-MLP has better results than this method on all but one of the non-image datasets and is therefore a more promising method. Thus we conclude that CoPASET-MLP is more suitable for use on image datasets and CoDACoRSET-MLP is more suitable for non-image datasets.
Discussion: Understanding Evolutionary Pattern Behavior
In the results of CoDACoRSET-MLP on Madelon, we noted a large improvement in accuracy over SET-MLP and hypothesized that this indicates that our methods reduce overfitting. In this section, we conduct further analysis of this hypothesis by analyzing the models topologies obtained after training. Herein, we focus just on the Madelon dataset, while an extensive analyze on all datasets can be found in Appendix A. In particular, we are interested in the question of whether this difference is caused by the prioritization of features as the network evolves during training. If the right features are prioritized as the network evolves, their degrees would follow the feature importance distribution.
Madelon has an interesting feature importance distribution. It contains 5 informative features and 15 combinations thereof, for a total of 20 (redundant) informative features. All other 480 features are noninformative noise. The resulting distribution of the degrees is shown in Fig. 2 . For SET-MLP, we do observe some input neurons which have more than 60 connections, these are slightly more connected compared to the other neurons. However, for CoDACoRSET-MLP we obtained exactly 20 neurons that are clear outliers (i.e. the input neurons with degree larger than 100). We cannot for sure know if these 20 input neurons correspond to the 20 informative features, as this information is not provided in the dataset. Yet, this is certainly suggested by the vastly improved results obtained by CoDACoRSET-MLP compared to SET-MLP on this dataset. Furthermore, we show in Fig. 3 the influence on accuracy of removing neurons based on their degree. The left-hand plot shows that we maintain and even improve accuracy while removing 480 of the input neurons that have the least connections in the CoDACoRSET-MLP model. When we continue to remove input neurons after the first 480 neurons, a steep drop in accuracy can be observed, indicating that the 20 outliers in the degree distribution indeed correspond exactly to the informative features in Madelon. The plot for SET-MLP on the other hand shows that its accuracy is also maintained for some time, but clearly more gradually degrades than the plot of CoDACoRSET-MLP. So, we conclude that CoDACoRSET-MLP is a valid approach to understand the impact of input features on the classification task, and may be further use for supervised feature selection and to try understanding the underlying mechanisms of neural networks, while SET-MLP presents also these characteristics but at a much more diluted level.
Conclusion
We introduced a new approach that uses cosine similarity to evolve sparse neural networks. It improves the search process on the optimal topology using domain knowledge. Additionally, based on this approach, five algorithms were proposed to train sparse neural networks, i.e. CoDASET, CoPASET, CoRSET, CoDACoRSET, and CoPACoRSET. All algorithms were tested on 8 different datasets. CoPASET had the most consistent results, outperforming the baseline SET in all but one of the datasets. CoDACoRSET on the other hand performs the best in general on non-image data. In contrast, it obtained the worst results on image data. A possible explanation is the feature shift that can occur in image data. So we can conclude that out of the tested methods, CoDACoRSET is the best method in terms of accuracy for non-image data. It should be noted that for most of the datasets, at least one of the algorithms proposed in this paper outperformed the state-of-the-art on MLPs for that dataset, while frequently having few order of magnitude less connections. Additionally, our experimental results indicate that using cosine similarity for evolution of sparse networks can reduce overfitting. Finally, we show that the evolved connectivity patterns of the input neurons can help understanding the input features impact on classification.
There are several directions for future work. First, further analysis could be conducted on the additional computational complexity introduced by cosine similarity for connection selection. Second, more efficient implementations for all algorithms can be researched, e.g. GPU for cosine similarity (Li et al., 2010) , sparse data structures for all neural network models. Third, extensive studies can be performed on the effect of sampling the activation vectors before calculating cosine similarity, which would further reduce its computational complexity and therefore improve scalability. Fourth, trying to understand better the evolved connectivity patterns may lead to more interpretable neural network models.
A. Understanding Evolutionary Pattern Behavior
In the results of CoDACoRSET-MLP on Madelon, we noted a large improvement in accuracy over SET-MLP and hypothesized that this indicates that our methods reduce overfitting. In this self-contained appendix, we conduct further analysis of this hypothesis (briefly discussed in Section 5 of the paper) by analyzing the topologies obtained after neural networks training. We investigate whether the differences in accuracy between CoDACoRSET-MLP and SET-MLP can be explained by their network topology. In particular, we are interested in the question of whether this difference is caused by the prioritization of features as the network evolves during training. If the right features are prioritized as the network evolves, their degrees would follow the feature importance distribution. In other words, input neurons that correspond to an important feature would get more connections. Thus, approaches for which this holds can also be used to perform supervised feature selection and to start understanding the behavior of neural networks with adaptive sparse connectivity.
A.1. Method
We analyze the topology of a trained network based on the connectivity of the input neurons. Note that connections added in the final epoch of this trained network were disregarded when calculating the degrees. This is because those connections were not yet optimized by the algorithm. They were only recently chosen, and may have been found to be uninteresting after another training epoch. For SET-MLP, for example, those connections were added randomly and as such are not following the data distribution.
We relate an algorithm's accuracy to its ability to detect important features by visualizing the degree distribution. If an input neuron has a large degree, then it was considered an important feature during training. By analyzing whether SET-MLP or CoDACoRSET-MLP prioritize the right features, we can determine if these algorithms are suitable for feature selection. If removing scarcely connected input neurons from the network has no significant effect on accuracy, we can conclude that the training algorithm successfully identified that feature as unimportant. Similarly, if removing highly connected input neurons from the network greatly decreases accuracy, then these neurons were important for the network's performance.
A.2. Results
The same setup as in Section 4 of the paper was used in these experiments as well: an MLP that consisted of an input layer, three hidden layers of 1000 neurons each and an output layer, activation function SReLU (Jin et al., 2016) , sparsity level ε = 20, rewire rate ζ = 0.3 and a dropout rate of 0.3. We used learning rate η = 0.1 for MicroMass and Madelon and η = 0.01 for the other datasets.
A.3. Madelon
First, we analyze the structure of the network after training it on Madelon. In particular, the degree of each input neuron is calculated after training for SET-MLP and CoDACoRSET-MLP. The reason for performing this experiment on Madelon is twofold. First, we would like to understand why there is a particularly large difference in accuracy between SET-MLP and CoDACoRSET-MLP. Understanding how this algorithm improves results for this dataset can help with improving the algorithm, as well as determining in which cases it can be applied. Second, Madelon has an interesting feature importance distribution. It contains 5 informative features and 15 combinations thereof, for a total of 20 (redundant) informative features. All other 480 features are noninformative noise, so their corresponding input neurons should ideally be less connected in the sparse MLP after training. Since this dataset is noisy and provides information on the number of informative features, it is suitable for supervised feature selection experiments.
The resulting distribution of the degrees is shown in Fig. 4 . For SET-MLP, we do observe some input neurons which have more than 60 connections, these are slightly more connected compared to the other neurons. However, for CoDACoRSET-MLP we obtained exactly 20 neurons that are clear outliers (i.e. the input neurons with degree larger than 100). We cannot for sure know if these 20 input neurons correspond to the 20 informative features, as this information is not provided in the dataset. Yet, this is certainly suggested by the vastly improved results obtained by CoDACoRSET-MLP compared to SET-MLP on this dataset.
Furthermore, we show in Fig. 5 the influence on accuracy of removing neurons based on their degree. The left-hand plot shows that we maintain and even improve accuracy while removing 480 of the input neurons that have the least connections in the CoDACoRSET-MLP network. When we continue to remove input neurons after the first 480 neurons, a steep drop in accuracy can be observed, indicating that the 20 outliers in the degree distribution indeed correspond exactly to the informative features in Madelon. The plot for SET-MLP on the other hand shows that its accuracy is also maintained for some time, but clearly more gradually degrades than the plot of CoDACoRSET-MLP. This indicates that the network of SET-MLP also has highly connected noisy features. From the right-hand plot, which removes the most connected neurons first, we can make the same observation: the accuracy of CoDACoRSET-MLP quickly drops after removing the most connected features, whereas the accuracy of SET-MLP more gradually decreases since it also has highly connected features that are noninformative.
In Fig. 6 , feature selection results are shown for several points in the training process. We observe that CoDACoRSET-MLP can already detect Madelon's informative features after training for only 5 epochs. Thus, it is likely that the additional training epochs do not improve accuracy by improving on the network topology, but mostly by finding better values for the weights. SET-MLP on the other hand does maintain accuracy for longer when given more training epochs. We suspect that SET-MLP needs more training epochs to find the most important features, since it chooses new connections to add to the network randomly and the search space is quite large. On top of that, this plot shows that CoDACoRSET-MLP's accuracy improves as the first 480 (noisy) features are removed, indicating that this approach reduces overfitting on the training data.
So, we conclude that CoDACoRSET-MLP is a valid approach to supervised feature selection, while SET-MLP also has some ability to detect relevant features. Furtermore, in the case of Madelon, the difference in accuracy between SET-MLP and CoDACoRSET-MLP can be explained by CoDACoRSET-MLP's better ability to detect important features.
A.4. Other Datasets
In this section, we perform additional experiments on CoDACoRSET-MLP on non-artificial and less noisy datasets. The reason for executing these experiments is to obtain further insight into CoDACoRSET-MLP's ability to prioritize important input neurons, such that we can explore whether the difference in accuracy between CoDACoRSET-MLP and SET-MLP can be explained by differences in network topologies. On top of that, it may provide more insight into their feature selection capabilities. A description, statistics and state-of-the-art results of each of these datasets can be found in Section 4. In this section, however, the distribution of the feature importance of these datasets is also discussed. In contrast to Madelon, none of these datasets have features that are purposely informationless. However, they may still be noisy and contain less important features that can be removed with minimum impact on accuracy. For Epilepsy, each sample consists of one second of EEG recording. Since each feature is the same measure at a different point in time, no large differences in feature relevance are expected. ISOLET, MicroMass and HAR all consist of a variety of features, so differences in importance may exist. CNAE-9 and COIL-100 consist of word frequencies and grayscale values respectively, so it is expected that some features are more important than others in these datasets. The feature selection results are shown in Fig. 7 and the corresponding degree distributions are shown in Fig. 8 . For most plots we see that accuracy is maintained for some time when removing the least connected features first, indicating that these least connected features are indeed not essential to prediction performance. We can also see that SET-MLP and CoDACoRSET-MLP show a similar pattern for most datasets, though SET-MLP maintains accuracy for longer for COIL-100. This is in line with the results from Section 4 of the paper, in which SET-MLP performed better on image datasets. On the other hand, CoDACoRSET-MLP maintains accuracy for longer for ISOLET and HAR. This is related to the histograms in Fig. 8 , which show that CoDACoRSET-MLP's degree distribution evolved towards a scale-free distribution for ISOLET and HAR, whereas SET-MLP's topology did not. A graph has a scale-free topology if the degrees of its nodes follow a power-law distribution (Barabási and Albert, 1999) . (Mocanu et al., 2018) suggested that the distribution of the input neurons connections obtained with SET follow the data distribution, but the empirical validation was made just on very few cases. Our results support this claim extensively and show that the distribution of the input neurons connections obtained with CoDACoRSET also follow the data. The results for the other datasets, in which CoDACoRSET-MLP input neurons connectivity did not evolve towards a scalefree distribution is because the degree distribution of the input neurons reflects the features distribution, which for those datasets may not follow a power-law.
To conclude this appendix, we believe that understanding the evolutionary patterns of neural networks with adaptive sparse connectivity, besides the immediate effect of detecting the most impact-full input features on the classification performance, may lead in long term in conceiving more interpretable neural network models. 
