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THE LARGEST COEFFICIENT OF THE HIGHEST ROOT
AND THE SECOND SMALLEST EXPONENT
TAN NHAT TRAN
Abstract. There are many different ways that the exponents of Weyl
groups of irreducible root systems have been defined and put into prac-
tice. One of the most classical and algebraic definitions of the exponents
is related to the eigenvalues of Coxeter elements. While the coefficients
of the height root when expressed as a linear combination of simple roots
are combinatorial objects in nature, there are several results asserting
relations between these exponents and coefficients. This study was con-
ducted to give a uniform and fairly elementary proof of the fact that
the second smallest exponent of the Weyl group is one or two plus the
largest coefficient of the highest root of the root system depending upon
a simple condition on the root lengths. As a consequence, we obtain a
necessary and sufficient condition for a root system to be of type G2 in
terms of these numbers.
1. Introduction
Assume that V = Rℓ with the standard inner product (·, ·). For α ∈ V ,
β ∈ V \{0}, denote 〈α, β〉 := 2(α,β)(β,β) . Let us denote by Φ an irreducible crys-
tallographic root system in V . Let Φ+ be a set of positive roots. With the
notation ∆ = {α1, . . . , αℓ}, we have the simple root system of Φ with respect
to Φ+. For any α, β ∈ Φ, the number 〈α, β〉 takes values in {0,±1,±2,±3}.
For α =
∑ℓ
i=1 diαi ∈ Φ+, the height of α is defined by ht(α) :=
∑ℓ
i=1 di.
Define the partial order ≤ on Φ+ such that β ≤ α if α − β ∈ ∑ℓi=1 Z≥0αi
for α, β ∈ Φ+. Let θ := ∑ℓi=1 ciαi be the highest root of Φ with re-
spect to the partial order, and we call ci’s the coefficients of θ. Denote
by cmax := max{ci | 1 ≤ i ≤ ℓ} the largest coefficient. Let W be the
Weyl group of Φ and let m1,m2, . . . ,mℓ with m1 ≤ m2 ≤ . . . ≤ mℓ be the
exponents of W .
The exponents of the Weyl group may have been originally defined in
terms of the eigenvalues of Coxeter elements [Cox51]. In addition, they
can be defined as the degrees of the basic polynomial invariants of the
Weyl group [Che55]. The multiset of the exponents and its subsets also
have led to many important results and applications in study of Weyl ar-
rangements, which are important examples of free arrangements ([OS83],
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[OST86], [OT92, Chapter 6]). All of these above-mentioned definitions and
applications are purely algebraic. Shapiro (unpublished), Steinberg [Ste59],
Kostant [Kos59], Macdonald [Mac72] and most recently also Abe-Barakat-
Cuntz-Hoge-Terao [ABC+16] have found and shown that there is another
possibility to obtain the exponents, namely the dual partition of the height
distribution of Φ+. This latter approach not only gives a particularly simple
way of determining the exponents in the individual cases but also reveals
connections between the exponents and the other combinatorial objects of
the root system. There are also many results in the literature asserting re-
lations between the exponents and the coefficients of the highest root. The
most fundamental one is known that the largest exponent is equal to the sum
of the highest root coefficients i.e., mℓ =
∑ℓ
i=1 ci. A complete description of
the exponents in terms of cmax found by a case-by-case check is mentioned
in [Bur09, Theorem 3.2]. What most interests us is the following interesting
relation between cmax and m2, which we describe in a uniform way.
Theorem 1.1. Assume that ℓ ≥ 2. Set U := {θi ∈ Φ+ | ht(θi) > mℓ−1},
and m := |U|. Suppose that ξi := θi − θi+1 ∈ ∆ for 1 ≤ i ≤ m− 1. If there
is an integer t such that 1 ≤ t ≤ m− 1 and 〈θt, ξt〉 = 3, then cmax = m2− 2.
For otherwise, cmax = m2 − 1.
By a “uniform” way we mean the proof does not rely on the Classification
Theorem of root systems [Hum72, Chapter III, 11.4, Theorem] except the
fact that the Dynkin graph of Φ is a tree. As a consequence, we obtain a
criterion for a root system to be of type G2 in terms of cmax and m2.
Corollary 1.2. Φ is of type G2 if and only if cmax = m2 − 2.
The aim of this paper is to provide a uniform and fairly elementary proof
of Theorem 1.1. We build two isomorphic sets whose cardinalities are ex-
pressed in terms of cmax and m2, respectively. One is described by a graph-
theoretical property of the Dynkin graph, while the other is described by a
combinatorial property of the root poset. The isomorphism between these
sets is proved according to the condition on the root lengths (Theorem 4.1).
The rest of this paper is organized as follows. In §2 we review some
fundamental definitions and results about root systems and Weyl groups.
§3 is intended to motivate our investigation on combinatorial and graph-
theoretical properties of positive roots. §4 contains the proofs of Theorem
1.1 and Corollary 1.2.
2. Preliminaries
Our standard references for root systems and their Weyl groups are [Bou68]
and [Hum72, Chapter III]. Let V = Rℓ. Let Φ be an irreducible (crystallo-
graphic) root system spanning V with the standard inner product (·, ·). We
fix a positive system Φ+ of Φ. We write ∆ := {α1, . . . , αℓ} for the simple
system (base) of Φ with respect to Φ+. For α ∈ V , denote ‖α‖ :=
√
(α,α).
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Note that at most two root lengths can occur in Φ [Hum72, Chapter III,
10.4, Lemma C].
A reflection in V with respect to a nonzero vector α ∈ V is a map-
ping sα : V → V defined by sα(x) := x − 〈x, α〉α. The Weyl group
W := W (Φ) of Φ is a group generated by the set {sα | α ∈ Φ}. An el-
ement of the form c = sα1 . . . sαℓ ∈ W is called a Coxeter element. Since
all Coxeter elements are conjugate [Bou68, Chapter V, §6.1, Proposition
1], they have the same order, characteristic polynomial and eigenvalues.
The order h := h(W ) of Coxeter elements is called the Coxeter number of
W . For a fixed Coxeter element c ∈ W , if its eigenvalues are of the form
exp(2π
√−1m1/h), . . . , exp(2π
√−1mℓ/h) with 0 < m1 ≤ . . . ≤ mℓ < h,
then the integers m1, . . . ,mℓ are called the exponents of W . The following
facts can be found in [Bou68, Chapter V, §6.2 and Chapter VI, §1.11].
Theorem 2.1. For any irreducible root system Φ in Rℓ,
(i) mj +mℓ+1−j = h for 1 ≤ j ≤ ℓ,
(ii) 1 = m1 < m2 ≤ . . . ≤ mℓ−1 < mℓ = h− 1,
(iii) h = ht(θ) + 1, where θ is the highest root.
Let Θ(r) ⊆ Φ+ be the set consisting of positive roots of height r. The
height distribution of Φ+ is defined as a multiset of positive integers:
{t1, . . . , tr, . . . , th−1},
where tr :=
∣∣Θ(r)∣∣. The dual partition DP(Φ+) of the height distribution of
Φ+ is given by a multiset of nonnegative integers:
DP(Φ+) := {(0)ℓ−t1 , (1)t1−t2 , . . . , (h − 2)th−2−th−3 , (h− 1)th−1},
where notation (a)b means the integer a appears exactly b times.
Theorem 2.2 ([Ste59], [Kos59], [Mac72], [ABC+16]). The exponents of the
Weyl group are given by DP(Φ+).
3. Graph-theoretical and combinatorial properties of roots
In the remainder of the paper, we assume that ℓ ≥ 2. We denote by D(Φ)
the Dynkin graph and by D˜(Φ) the extended Dynkin graph of Φ. A vertex
of a graph is called a terminal vertex (resp., a ramification point) if it is
adjacent to at most one other vertex (resp., to at least three other vertices).
A graph is a simple chain of length n ≥ 0 if it is isomorphic to the Dynkin
graph of a root system of type An+1. Two adjacent vertices α, β of D˜(Φ)
are joined by a single (resp., double or triple) edge if ‖α‖ = ‖β‖ (resp.,
‖α‖ = √2‖β‖ or ‖α‖ = √3‖β‖).
We start with a construction of a set whose cardinality is equal to cmax. It
is inspired by a graph-theoretical interpretation [MT11, Lemma B.27, Ap-
pendix B] of the highest root coefficients and the associated simple roots,
which was originally formulated and proved in terms of coroots in [Ste75,
Lemma 1.5]. Other related results can be found in [BC07, Proposition 2.1].
4 TAN NHAT TRAN
There was an unfortunate error in the proof of [MT11, Lemma B.27, Appen-
dix B] and the proof itself was not completely correct. However, arguments
used there can be well carried to restate the result correctly. We provide
here a detailed edition for the reader’s convenience.
Proposition 3.1. Let Φ be an irreducible root system in Rℓ. Let θ be the
highest root of Φ, and denote λ0 := −θ, cλ0 := 1. Suppose that the elements
of a fixed base ∆ := {λ1, . . . , λℓ} are labeled so that Λ := {λ0, λ1, . . . , λq}
is a set of minimal cardinality such that cmax = cλq and (λs, λs+1) < 0 for
0 ≤ s ≤ q − 1.
(i) Then cλs = s+ 1 for 0 ≤ s ≤ q and |Λ| = cmax.
(ii) Assume that cmax ≥ 2. Then (λ0, λ1, . . . , λq−1) is a simple chain of
D˜(Φ) connected to the other vertices only at λq−1.
Proof. If cmax = 1, obviously, Λ = {λ0}. Now assume that cmax ≥ 2.
2 = 〈θ, θ〉 =
ℓ∑
s=1
cλs〈λs, θ〉 ≥ cλ1〈λ1, θ〉,
〈θ, λ1〉 =
ℓ∑
s=1
cλs〈λs, λ1〉 ≤ 2cλ1 + cλ2〈λ2, λ1〉,
0 ≤ 〈θ, λj〉 ≤ cλj−1〈λj−1, λj〉+ 2cλj + cλj+1〈λj+1, λj〉 (2 ≤ j ≤ q − 1).
By definition of Λ, 〈λ1, θ〉 = 1. Thus
(3.1)
2− cλ1 ≥ 0,
2cλ1 − cλ2 − 〈θ, λ1〉 ≥ 0,
−cλj−1 + 2cλj − cλj+1 ≥ 0.
Adding up the inequalities in (3.1) yields
2− 〈θ, λ1〉 ≥ cλq − cλq−1 .
If 〈θ, λ1〉 = 2, by the minimality, we must have q = 1, Λ = {λ0, λ1}, and
cmax = cλ1 = 2.
If 〈θ, λ1〉 = 1, by the minimality, 1 + cλq−1 = cλq . Thus equality occurs
here and also in each of the inequalities used above. We obtain a recurrence
relation defined by cλ0 = 1, cλ1 = 2, cλj+1 = 2cλj − cλj−1 (1 ≤ j ≤ q −
1). Thus cλs = s + 1 for 0 ≤ s ≤ q. Additionally, from 〈λj−1, λj〉 =
〈λj , λj−1〉 = −1 (1 ≤ j ≤ q − 1), we get ‖λ0‖ = ‖λ1‖ = . . . = ‖λq−1‖. Thus
(λ0, λ1, . . . , λq−1) is a simple chain of D˜(Φ) connected to the other vertices
only at λq−1. 
Remark 3.2. If cmax = 1, D(Φ) contains only single edges (i.e., all roots of
Φ have the same length). In addition, if ℓ ≥ 2, −θ is connected only to the
terminal vertices of D(Φ). Furthermore, the equation 〈θ, θ〉 = 2 implies that
D(Φ) has exactly two terminal vertices. In this case, we know explicitly that
D(Φ) must be a simple chain. If cmax ≥ 2, by Proof of Proposition 3.1, −θ
is connected only to one vertex of D(Φ).
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Corollary 3.3. Assume that cmax ≥ 2. Either 〈λq−1, λq〉 ∈ {−2,−3} or λq
is a ramification point of D˜(Φ).
Proof. Assume that cmax = 2 i.e., q = 1. Suppose that 〈λ0, λ1〉 = −1, and
λ1 is connected only to one vertex of D˜(Φ) apart from λ0, say λ2. Thus λ1 is
long and 〈λ2, λ1〉 = −1. From 〈λ0, λ1〉 = −1, we get cλ2 = 3, which is absurd.
The case cmax ≥ 3 i.e., q ≥ 2 is treated similarly by using 〈λ0, λq〉 = 0 in
place of 〈λ0, λ1〉 = −1. 
Next, we prove several combinatorial properties of positive roots according
to their locations on the root poset (with respect to the partial order ≤).
Lemma 3.4. Assume that β ∈ Φ+, α ∈ ∆, and 〈β, α〉 = k ∈ {2, 3}. Then
there exists α′ ∈ ∆ \ {α} such that β − (k − 1)α − α′ ∈ Φ+.
Proof. By the assumption, sα(β) = β − kα ∈ Φ. Thus ht(β) ≥ k + 1 and
‖β‖ = ‖β − kα‖ > ‖α‖. In addition, β − iα ∈ Φ+ for all 0 ≤ i ≤ k
since the α-string through β is unbroken [Hum72, Chapter III, 9.4]. If
〈β − (k − 1)α,α〉 ≥ 1, then ‖β − kα‖ ≤ ‖β − (k − 1)α‖ i.e., β − (k − 1)α
is a long root. We then have 〈β − (k − 1)α,α〉 ≥ 2. But it implies that
‖β − kα‖ < ‖β − (k − 1)α‖, a contradiction. Thus (β − (k − 1)α,α) ≤ 0.
Suppose that (β−(k−1)α,α′) ≤ 0 for all α′ ∈ ∆\{α}. By [Hum72, Chapter
III, 10.1, Theorem′(3)], {β − (k − 1)α} ∪ ∆ is a linearly independent set,
which is absurd. There exists α′ ∈ ∆ \ {α} such that (β − (k − 1)α,α′) > 0
hence β − (k − 1)α − α′ ∈ Φ+. 
Lemma 3.5. Suppose β1, β2, β3 ∈ Φ with β1 + β2 + β3 ∈ Φ and βi + βj 6= 0
for i 6= j. Then at least two of the three partial sums βi + βj belong to Φ.
Proof. See, for example, [LN04, §11, Lemma 11.10]. 
Recall the notation Θ(r) = {α ∈ Φ+ | ht(α) = r}. It follows from Theorem
2.2 that |Θ(r)| = 1 if mℓ−1 < r ≤ mℓ.
Corollary 3.6. Assume that β ∈ Φ+, α ∈ ∆, 〈β, α〉 = 3 and {α} = {αi ∈
∆ | β − αi ∈ Φ+}. Then there is no α′ ∈ ∆ \ {α} such that β − α− α′ ∈ Φ.
In particular, the statement holds true if the last assumption is replaced by
ht(β) ≥ mℓ−1 + 2.
Proof. Suppose that there exists α′ ∈ ∆\{α} such that γ := β−α−α′ ∈ Φ.
By Lemma 3.5, α + α′ ∈ Φ+. Thus 〈α′, α〉 ∈ {−1,−2,−3}. Moreover,
〈γ, α〉 + 〈α′, α〉 = 1. This contradicts to the fact that at most two root
lengths occur in Φ. 
Recall the notation U = {θi ∈ Φ+ | ht(θi) > mℓ−1}, and m = |U| =
mℓ−mℓ−1 = m2− 1. Suppose that the elements of U are labeled so that θ1
denotes the highest root, and ξi = θi− θi+1 ∈ ∆ for 1 ≤ i ≤ m− 1. We also
adopt a convention ξ0 := −θ1. Set Ξ := {ξi | 0 ≤ i ≤ m− 1}. Note that Ξ
is a multiset, not necessarily a set.
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Corollary 3.7. Suppose that m ≥ 2. Then the simple roots ξ0, . . . , ξm−2 all
are non-ramification points of D˜(Φ).
Proof. By Remark 3.2, the condition m ≥ 2 ensures that ξ1 is the unique
vertex of D(Φ) connected to ξ0. Suppose that m ≥ 3. Fix ξi ∈ Ξ, 1 ≤ i ≤
m − 2 and let α be an adjacent vertex to ξi on D(Φ). We have (ξi + α) +
θi+1 − α = θi ∈ Φ+. By Lemma 3.5, either θi + α ∈ Φ+ or θi+1 − α ∈ Φ+.
If i = 1 then α = ξ2. If i > 1 then α ∈ {ξi−1, ξi+1}. Thus ξi is not a
ramification point. 
Lemma 3.8. Suppose β1, β2 ∈ Φ and β1 − β2 ∈ Φ. If at least one of β1, β2
is a long root, then (β1, β2) > 0.
Proof. Straightforward. 
Proposition 3.9. Suppose that m ≥ 3.
(i) If there is an integer t such that 1 ≤ t ≤ m− 1 and 〈θt, ξt〉 = 3, then
t = m − 2. As a consequence, m ≥ 4 and ‖θ1‖ = . . . = ‖θm−2‖ =
‖ξ1‖ = . . . = ‖ξm−3‖.
(ii) If there is no such t, then ‖θ1‖ = . . . = ‖θm−1‖ = ‖ξ1‖ = . . . =
‖ξm−2‖.
Proof. We only give a proof for (i). Proof of (ii) follows from a similar
argument. It follows from Proof of Proposition 3.1 that 〈θ1, ξ1〉 ∈ {1, 2}. By
Lemma 3.4, we must have 〈θ1, ξ1〉 = 1. Thus ‖θ2‖ = ‖ξ1‖ = ‖θ1‖. The first
statement of (i) follows from Lemma 3.4 and Corollary 3.6. One can use
Lemma 3.8 to prove inductively that 〈θi, ξi〉 = 1 and θi, ξi all are long roots
for 1 ≤ i ≤ m − 3 (θm−2 is a long root as well), which proves the second
statement. 
Convention: For simplicity, in the remainder of the paper, let us call the
case “there is an integer t such that 1 ≤ t ≤ m− 1 and 〈θt, ξt〉 = 3” Case 1,
and its negation Case 2.
Our candidate for a set whose cardinality is expressed in terms of m2, and
isomorphic (actually equal) to the set Λ in Proposition 3.1 will be introduced
below. For a finite multiset S = {(a1)b1 , . . . , (an)bn}, we write S for the base
set of S i.e., S = {a1, . . . , an}.
Proposition 3.10.
(i) If Case 1 occurs, then Ξ = {ξ0, ξ1, . . . , (ξm−2)2} with ξi 6= ξj for 0 ≤
i < j ≤ m−2. As a result, |Ξ| = m2−2. Moreover, (ξ0, ξ1, . . . , ξm−3)
is a simple chain of D˜(Φ) connected to the other vertices only at
ξm−3, and 〈ξm−3, ξm−2〉 = −3.
(ii) If Case 2 occurs, then Ξ = {ξ0, ξ1, . . . , ξm−1} with ξi 6= ξj for 0 ≤ i <
j ≤ m− 1. As a result, |Ξ| = m2 − 1. If 〈θ1, ξ1〉 = 2, then Ξ = {ξ1}
and m = 2. If 〈θ1, ξ1〉 = 1 and m ≥ 3, then (ξ0, ξ1, . . . , ξm−2) is a
simple chain of D˜(Φ) connected to the other vertices only at ξm−2.
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Proof. We only give a proof for (i). Proof of (ii) follows from a similar
argument. Obviously, ξ0 6= ξi for all 1 ≤ i ≤ m − 2 by a reason of heights,
and ξm−2 6= ξi for all 0 ≤ i ≤ m − 3 by a reason of lengths. Suppose to
the contrary that ξi = ξj for some 1 ≤ i < j ≤ m − 3. Choose indexes i, j
so that j − i is minimal. By Proposition 3.9, j > i + 1. If j = i + 2, then
θi = θi+3+2ξi+ ξi+1. This cannot happen since 〈θi, ξi〉 = 1, 〈θi+3, ξi〉 ≥ −1
and 〈ξi+1, ξi〉 ≥ −1. Then j > i+2 and {ξi, ξi+1}, {ξi+1, ξi+2}, . . . , {ξj−1, ξj}
are connected subgraphs of D(Φ). By the choices of i, j, the simple roots
ξi, ξi+1, . . . , ξj−1 are mutually distinct, the condition ξi = ξj implies that
D(Φ) contains a cycle. This contradiction proves the first statement. The
remaining statements follow immediately. 
Corollary 3.11.
(i) If Case 1 occurs, then θi − θj ∈ Φ+ for 1 ≤ i < j ≤ m, {i, j} 6=
{m− 2,m}, and θm−2 − θm ∈ 2∆.
(ii) If Case 2 occurs, then θi − θj ∈ Φ+ for 1 ≤ i < j ≤ m.
Proof. We only give a proof for (i). Obviously, θm−2−θm = 2ξm−2 ∈ 2∆. By
[Bou68, Chapter VI, §1.6, Corollary 3(b)], θi−θj = ξi+ξi+1+. . .+ξj−1 ∈ Φ+
for 1 ≤ i < j ≤ m − 1. Note that θi − θm = (θi − θm−1) + ξm−2 for all
1 ≤ i ≤ m− 3. Thus θi − θm ∈ Φ+ because θi − θm−1 ∈ Φ+ as above and
(θi − θm−1, ξm−2) = (ξi + . . .+ ξm−3 + ξm−2, ξm−2)
= (ξm−3 + ξm−2, ξm−2) < 0.

Remark 3.12. Corollary 3.11 is related to a property of a chain in the poset in
[Hul16, Lemma 5.1]. However, for the particular chain U , Corollary 3.11 is a
bit more explicit and the proof does not need to go through the classification
whether the root system is of type G2 or not.
4. Proof of the main result
Theorem 1.1 is a consequence of the following:
Theorem 4.1. With the notations as in Propositions 3.1 and 3.10, Ξ = Λ.
Proof. The proof will be proceeded in three steps. In what follows, θ and θ1
both denote the highest root.
Step 1. If cmax = 1, by Remark 3.2, all roots of Φ have the same length.
So the problem falls in Case 2. It is easily seen that Ξ = Λ = {−θ}, and
m2 = cmax + 1 = 2. Note also that cmax = 1 if and only if m = 1.
Step 2. Now consider cmax ≥ 2 and m = 2. This implies that ξ1 ≡ λ1
is the unique vertex of D(Φ) connected to −θ. By Proof of Proposition
3.1, 〈θ, ξ1〉 ∈ {1, 2}. So the problem falls in Case 2. Hence Ξ = {−θ, ξ1}
and m2 = m + 1 = 3. If 〈θ, λ1〉 = 2, by Proposition 3.1, Λ = {−θ, λ1}
and cmax = 2. Now consider 〈θ, λ1〉 = 1, and suppose that |Λ| ≥ 3 i.e., Λ
contains a simple root other than λ1, say λ2. Recall the notation Θ
(r) =
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{α ∈ Φ+ | ht(α) = r}. Since m = 2, we may assume that Θ(mℓ−1) ⊇
{µ := θ − λ1 − λ2, µ′ := θ − λ1 − λ′2} with λ′2 6= λ2. If λ1 = λ′2, then
〈µ′, λ1〉 = −3, which is absurd because λ1 is long. If λ1 6= λ′2, by Lemma
3.5, λ′2+λ1 ∈ Φ+. Thus λ1 is a ramification point of D˜(Φ), a contradiction.
In either case, Ξ = Λ = {−θ, λ1} and m2 = cmax + 1 = 3.
Step 3. Now consider cmax ≥ 2 and m ≥ 3. The condition m ≥ 3 ensures
that 〈θ1, λ1〉 = 1.
Firstly, we prove that Ξ ⊇ Λ. By Proposition 3.1(ii), we have
λ1 + . . .+ λi ∈ Φ+ and (θ1, λ1 + . . .+ λi) = (θ1, λ1) > 0 (1 ≤ i ≤ q).
Set η1 := θ1, and for 2 ≤ p ≤ q + 1 set
ηp := θ1 − (λ1 + . . .+ λp−1) ∈ Φ+, then ηp = ηp−1 − λp−1.
One can use Lemma 3.8 and the fact that λ1, . . . , λq−1 are long roots from
Proposition 3.1(ii) to prove inductively that 〈ηi, λi〉 = 1 for 1 ≤ i ≤ q − 1
and ‖η1‖ = . . . = ‖ηq−1‖ = ‖ηq‖. We claim that
(4.1) Θ(ml−p+1) = {ηp} for 1 ≤ p ≤ q + 1.
It is clearly true when 1 ≤ p ≤ 2. Suppose to the contrary that we can choose
the smallest p such that 3 ≤ p ≤ q + 1 and |Θ(ml−p+1)| > 1. In particular,
ml−1 = ml−p+1. To obtain a contradiction, we use a very similar argument
to that used in Step 2. Assume that {ηp, η′p} ⊆ Θ(ml−p+1) with ηp 6= η′p.
There exists λ′p−1 ∈ ∆ such that λp−1 6= λ′p−1 and ηp−2 = η′p + λ′p−1 + λp−2.
If λp−2 = λ
′
p−1, then 〈η′p, λp−2〉 = −3, which is absurd since λp−2 is long.
If λp−2 6= λ′p−1, by the minimality of p and Lemma 3.5, λ′p−1 + λp−2 ∈ Φ+.
If p = 3, λ1 is connected to three different roots: −θ1, λ2, λ′2, which is
absurd. Suppose henceforth that p ≥ 4. Since λp−2 is connected only to
λp−3, λp−1, we must have λp−3 = λ
′
p−1. Thus ηp−3 = η
′
p+2λp−3+λp−2, and
〈η′p, λp−3〉 = −2. This is impossible since λp−3 is long. We complete the
proof of the claim (4.1). Therefore,
Λ = {λp−1 | 2 ≤ p ≤ q + 1} = {ηp−1 − ηp | 2 ≤ p ≤ q + 1} ⊆ Ξ.
Secondly, we prove that Ξ ⊆ Λ. The proofs for Case 1 and Case 2 are
similar, we only give a proof for Case 1. For the occurrence of Case 1,
we can assume that m ≥ 4. We need to prove that starting from −θ,
going along vertices of D(Φ), the elements of Ξ produce a correct path to
reach a first simple root associated to cmax. To this end, we show that
cξ0 < cξ1 < . . . < cξm−2 . Note that 〈ξm−2, ξm−3〉 = −1 since ξm−3 is a
long root. Using Proposition 3.10 and working out the equations 〈θ1, θ1〉 =
2, 〈θ1, ξ1〉 = 1, 〈θ1, ξi〉 = 0 for 2 ≤ i ≤ m− 3, we obtain
cξ0 = 1, cξ1 = 2, cξi+1 = 2cξi − cξi−1 (1 ≤ i ≤ m− 3).
Thus cξi = i+ 1 for 0 ≤ i ≤ m− 2, which proves the claim. 
Corollary 1.2 is a consequence of the following:
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Theorem 4.2. The following statements are equivalent:
(i) The Dynkin graph of Φ has the form
ξ1 ξ2
(ii) The extended Dynkin graph of Φ has the form
−θ ξ1 ξ2
(iii) cmax = m2 − 2.
Proof. (i) ⇔ (ii) is clear. (ii) ⇒ (iii) It is easy to calculate from the graph
that cmax = cξ2 = 3. By Theorem 1.1, m2 ≥ 4. Note that θ2 := θ − ξ1 is
the unique root of height mℓ − 1. Moreover, 〈θ2, ξ2〉 = −〈ξ1, ξ2〉 = 3. So the
problem falls in Case 1. Thus cmax = m2 − 2. (ii) ⇐ (iii) The condition
cmax = m2− 2 ensures that cmax ≥ 2 i.e., m2 ≥ 4. Theorem 1.1 implies that
the problem falls in Case 1. In particular, m2 ≥ 5 by Proposition 3.9(i).
Moreover, by Proposition 3.1 and Theorem 4.1, the equations 〈θ, ξm−2〉 = 0,
cξm−2 = cmax, cξm−3 = cmax − 1 yield cmax ≤ 3. So we must have cmax = 3
i.e., m2 = 5, and there are no vertices of D(Φ) connected to ξ2 other than
ξ1. This completes the proof.
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