Abstract. Consider the problem
Introduction
In this article we consider the problem −∆(−∆u) (N −2)/2 = u p , u > 0 in Ω, u = ∆u = 0 on ∂Ω,
where Ω is a bounded convex domain in R N , N > 2, with smooth boundary ∂Ω. We consider the so-called least energy solutions of (1.1), obtained by the minimization problem c p := inf so called critical hyperbola, describes a the borderline between existence and nonexistence of positive solutions. In this article, we fix q = 2/(N − 2), that is we stand in an asymptote, and we prove that as we increase p the least energy solution develops a peak behavior. The case N = 4 these type of results were shown in [3, 14, 15] and in the case N = 2, the problem reduces to one equation, and we observe a similar behaviour, see [12, 13] . More precisely, our aim is to prove the following results.
Theorem 1.1. Let u p the least energy solution of (1.1) There exists C 1 , C 2 independent of p such that 0 < C 1 < u p L ∞ (Ω) < C 2 < +∞ for p large enough.
For the next result we define
For a sequence w pn of w p , we define the blow up set S of {w pn , } as S :={x ∈ Ω : ∃ a subsequence w pn , ∃{x n } ⊂ Ω such that x n → x and w pn (x n ) → ∞ }.
We define a peak point P for u p to be a point in Ω such that u p does not vanish in the L ∞ norm in any neighborhood of P as p → ∞. We shall see later that peaks point of {u p } are contained in the blow up set S of {w p } Theorem 1.2. Let Ω a convex bounded domain in R N , N > 3, with smooth boundary ∂Ω. Then for any sequence w pn of w p , with p n → ∞ there exists a sequence still denoted by w pn such that the blow up set S of this subsequence is contained in Ω and has the property 1 ≤ card(S) ≤ 2.
If card(S) = 1 and S = {x 0 } then: 1)
3) x 0 is a critical point ofφ(x) :=g(x, x) where the functiong(x, y) is given bỹ
where ω N −1 the area of the unit sphere
We observe that regularity ofφ is needed to compute its critical points in 3). Indeed, by definition ofG, we have
for x ∈ Ω, where g(x, y) is the regular part of G(x, y), i.e
By elliptic regularity, for N ≥ 3, the function g(x, ·) is regular and so isφ. 
where lim
, we have the following Higher-Order version of the Moser-Trudinger inequality,
We conclude using the Stirling's formula,
Proof. Let L such that B L ⊂ Ω, and l ∈ (0, L) to be fixed later. Let m l (x) = H((log L/l) −1 log 1/|x|), a regularized version of a Moser's function, where H is such that for ǫ ∈ (0, 1/2)
(Ω) and m l (x) = 1 for |x| ∈ l. A calculation gives
where
where A ≤ 1 + Cǫ, see [1] for details. We define ψ l = m l /M and find
Letting p → ∞ and ǫ → 0, we obtain the result by combining this with Lemma 2.1.
Proof of Theorem 1.1. Let Λ N be given by the minimization problem
From Lemma 2.1, we find 0 < Λ N < ∞. Using this,
Thus
To obtain an upper bound for u p L ∞ (Ω) , let
Applying Lemma 2.1 and 2.3, we obtain
where M is independent of p for p large. This implies
By Coarea formula we have
Then Schwartz inequality gives
The isoperimetric inequality in R
Integrating this inequality from r = 0 to r = r 0 , we have
By elliptic regularity ( [9] , Theorem 3.7), sup
. Therefore there exists C > 0 independent of p such that γ p ≤ C for p large.
Next we have the corollary.
for large p.
Proof. From Corollary 2.3 and Theorem 1.1, we have for p large
where C ′ , C ′′ > 0 constant independent of p. This shows the left inequality. Now by Holder inequality,
Using Corollary 2.3, for p large the RHS is bounded.
Proof of Theorem 1.2
Let
and
This yields
Since Ω is convex, we can derive standard uniform boundary estimates of {w p } which leads to conclude that the blow up set of {w p } is contained in the interior of Ω.
Using the methods in [11] Proposition 3.2, we can show that a)
where φ 1 is the positive eigenvalue of (−∆,
ing inequality a) with the ideas of [6] based on the method of the moving planes from [8] , we obtain a uniform bound in the boundary. Indeed, we can find δ > 0 such that for any x ∈ Ω δ := {z ∈Ω : d(z, ∂Ω) < δ }, we have
Now we extend a known results from [4] .
Lemma 3.1. Let u be a regular solution of
Proof. We proof this by the symmetrization method. Consider the symmetrized problem
Here Ω * is a ball centered at the origin with the same volume at Ω, say Ω * = B(0, R), and F is the symmetric decreasing rearrangement of f . By [16] and [17] , we have
where u * is the symmetric rearrangement of u. Clearly U satisfies
Multiple integrations give,
By the properties of the symmetric decreasing functions,
which proves the lemma.
Corollary 3.2. a) Let u n be a sequence of solutions of
= V n e un in Ω ⊂ R N with V n ≥ 0 and u n , −∆u n ≥ 0 on the boundary. Assume for some p ∈ (1, ∞) that
Then by elliptic regularity, we have u n bounded in L where each term is positive. For N = 3, we have −∆u n ≤ −2(∆u 1n + ∆u 2n ) and for N ≥ 4, −∆u n ≤ −(∆u 1n + ∆u 2n ). In the last case, define H = u n − u 1n − u 2n , and by the maximum principle H ≤ 0 in B R (x 0 ). This gives
and similarly for N = 3, we have
Note that u 2n ≤ u n and u 1n ≤ u n in B R (x 0 ). Now a uniform bound for u 1n is given by part a) and we know by mean value theorem,
and the last inequality follows from the assumption (2).
Let u n , w n , λ n , and f n denote u pn , w pn , λ pn , and f pn . First we note that the blow up set S of the sequence {w n } is not empty. In fact,
by Theorem 1.1 and using that p n λ n ≤ C for C independent of p n large. This also shows that the set peaks of {u n } is contained in the set S. Since
there exists a subsequence (denoted also by {u n }) such that there exists a positive bounded measure µ in the set of real bounded Borel measures in Ω, satisfying µ(Ω) ≤ 1 and
We now define the quantity
From the proof of Theorem 1.1, we obtain 1 ≤ L 0 ≤ Nb 0 /(N − 2).
For any δ > 0 we call a point x 0 ∈ Ω a δ−regular point of {u n } if there exists ϕ ∈ C 0 (Ω), 0 ≤ ϕ ≤ 1 with ϕ ≡ 1 in a neighborhood of x 0 such that
We also define for δ > 0, δ−irregular set of a sequence {u n } such that Σ(δ) = {x 0 ∈ Ω : x 0 is not a δ−regular point }.
Note that x 0 ∈ Σ(δ) implies
The next results is crucial to prove Theorem 1.2.
Proof. Let x 0 be a δ−regular point. Then there exists R > 0 such that
for n sufficiently large. Let w 1n be solution of
and let w 2n be solution of
By the maximum principle we have −∆w 1n > 0 and −∆w 2n > 0, w 1n > 0, and
Clearly by uniqueness
2 . If N ≥ 4, −∆w n ≤ −(∆w 1n + ∆w 2n ), then we can define H = w n − w 1n − w 2n , and by the maximum principle H ≤ 0 in B R (x 0 ). This gives
Note that w 2n ≤ w n and w 1n ≤ w n in B R (x 0 ). The solution w 2n is uniformly bounded near x 0 , in fact the the mean value theorem gives
and the last inequality follows from Lemma 3.1.
So we need to bound {w 1n }. We first choose t such that t ′ := t/(t − 1) = L 0 + δ/2. Since L 0 > 1, there exists t > 1. Then we have
Lemma 3.1 implies
where C = C(δ) → ∞ as δ → 0. By the inequality log x ≤ x/e for x > 0, we have
The second inequality follows from the definition of L 0 and the last form lim
Thus we get the pointwise estimate f n (x) < exp(t ′ w n (x)), which implies
in B R/2 (x 0 ) because w 2n is uniformly bounded in B R/2 (x 0 ) and w n ≤ w 1n + w 2n in B R/2 (x 0 ). Rewrite the equation for w 1n as
Clearly w 1n , −∆w 1n ≥ 0 in B R (x 0 ) We now check the assumptions of Corollary 3.2. Let V n = f n e −wn(x) ,
(1) V n L t (B R/2 (x 0 )) ≤ C 1 , by (3.14) and (3.17) (3.18)
Applying Corollary 3.2, we conclude that {w 1n } is uniformly bounded in B R/2 (x 0 ).
Proof. S ⊂ Σ(δ) is clear from Lemma 3.3. Now suppose that x 0 ∈ Σ(δ) and w n L ∞ (B R 0 (x 0 )) < C for some C independent of n. then f n = λ pn−1 n w pn n → 0 uniformly on B R 0 (x 0 ), which implies x 0 is a δ−regular point, that is x 0 ∈ Σ(δ). Thus contradiction shows that for every R > 0 we have lim n→∞ w n L ∞ (B R (x 0 )) = ∞ at least for a subsequence. So x 0 ∈ S.
This lemma implies that
card(S).
Combining this with the estimate
hence, since S is not empty
This proves the first part of Theorem 1.2.
In the following we assume card(S) = 1 with S = {x 0 }. Then w n (x) ≤ C on any compact set K ⊂ Ω \ {x 0 }, which implies f n → 0 uniformly on compacts of Ω \ {x 0 }.
Take ϕ ∈ C 0 (Ω). For given ǫ > 0 we choose r > 0 small such that as n → ∞, we have
in the sense of distributions. Letw
with f n → 0 uniformly in compact subsets of Ω \ {x 0 }. This proves 1) of Theorem 1.2.
For 2), on any compact K ⊂ Ω \ {x 0 }, we havew n is bounded and f n → 0 uniformly. By elliptic regularity there exists a subsequence ofw n , still denoted bỹ w n that approaches a function say G ′ in C 2,α (K) weakly in W 1,q (Ω) for (1 < q < 2) and strongly in L 1 (Ω) by the compact embedding W 1,q (Ω) ֒→ L 1 (Ω). As in [12] ,
by the convergence ofw n , we have that w n converges to G ′′ in C 2,α (Ω), and by uniqueness G ′′ =G. To prove 3) we use a Pohozaev identity. From [10, 18] , for any y ∈ R N , we have for any Ω ′ ⊂ R n , the following identity
Let Ω ′ = Ω. For the system −∆v = u p and −∆u = v 2 N−2 in Ω, the identity (3.22) takes the form On the other hand we have the following result. ∇ĝ ds = ∇φ(0).
