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POLYNOMIALS WHOSE COEFFICIENTS COINCIDE
WITH THEIR ZEROS
OKSANA BIHUN AND DAMIANO FULGHESU
Abstract. In this paper we consider monic polynomials such that
their coefficients coincide with their zeros. These polynomials were
first introduced by S. Ulam. We combine methods of algebraic
geometry and dynamical systems to prove several results. We ob-
tain estimates on the number of Ulam polynomials of degree N .
We provide additional methods to obtain algebraic identities satis-
fied by the zeros of Ulam polynomials, beyond the straightforward
comparison of their zeros and coefficients. To address the ques-
tion about existence of orthogonal Ulam polynomial sequences, we
show that the only Ulam polynomial eigenfunctions of hypergeo-
metric type differential operators are the trivial Ulam polynomials
{xN}∞
N=0
. We propose a family of solvable N -body problems such
that their stable equilibria are the zeros of certain Ulam polyno-
mials.
Keywords: Enumerative geometry; Ulam polynomials; Ulam map; spe-
cial polynomials; location of zeros.
MSC: 26C10; 12E10; 14N10; 33C45.
1. Introduction
Let N be a positive integer. We identify the space of all monic polyno-
mials of degreeN with complex coefficients with CN , by describing each
monic polynomial in terms of its non-leading coefficients. Consider the
map ψ(N) : CN → CN defined by
(c1, c2, . . . , cN) 7→ (−s(N)1 , s(N)2 , . . . , (−1)Ns(N)N ),
where s
(N)
j is the j
th symmetric polynomial in the N variables ci:
(1) s
(N)
j = s
(N)
j (c1, . . . , cN) =
1
j!
N∑
n1,...,nj=1
cn1 · · · cnj .
The map ψ(N) sends a monic polynomial xN +
∑N
m=1 cmx
N−m with the
coefficients c1, c2, . . . , cN into another monic polynomial
∏N
n=1(x− cn)
whose zeros are exactly c1, c2, . . . , cN . The map ψ
(N) was proposed
by Ulam (see [10], p.31), hence we will refer to it as the Ulam map.
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Ulam wrote that “Many of the statements about algebraic equations
are translatable into the elementary properties of this mapping.” One
of the questions posed by Ulam is the identification of nontrivial fixed
points of the map ψ(N), the trivial fixed point being 0 ∈ CN . We
address this question in the present paper.
Our goal is to investigate the points γ ∈ CN such that ψ(N)(γ) = γ,
that is to say the monic polynomials such that their coefficients coincide
with their zeros. In the following we will refer to such polynomials as
Ulam polynomials. In [9] it is shown that forN ≥ 5 the Ulam map ψ(N)
does not have a fixed point with the property that all its components
are real and distinct from zero. In this paper, we combine methods
of algebraic geometry and dynamical systems to address the following
problems. We focus on counting the number of the fixed points of ψ(N)
and on proving the existence of nontrivial complex fixed points of ψ(N).
We provide additional methods to obtain algebraic identities satisfied
by the zeros of Ulam polynomials, beyond the straightforward compar-
ison of their zeros and coefficients. We make progress on the question
about existence of orthogonal Ulam polynomial sequences by showing
that the only Ulam polynomial eigenfunctions of hypergeometric type
differential operators are the trivial Ulam polynomials {xN}∞N=0, which
are eigenfunctions of the differential operator αx2 d
2
dx2
− x d
dx
with the
corresponding eigenvalues {N(N − 1)α−N}∞N=0. We propose a family
of solvable N -body problems such that their stable equilibria are the
zeros of certain Ulam polynomials.
Below we provide several useful definitions and theorems that will be
used in the subsequent exposition.
Definition 1.1. (Solutions at infinity) Let α1, α2, . . . , αN be polynomi-
als in C[c1, c2, . . . , cN ], respectively, of degrees d1, d2, . . . , dN . Consider
the projective space PN(C). We introduce the homogeneous coordi-
nates [C0 : C1 : · · · : CN ] in PN(C) such that CN is the chart corre-
sponding to the coordinates ci =
Ci
C0
for i = 1, 2, . . . , N . We say
that the system {αi = 0}i=1,...,N has solutions at infinity if the system
{α̂i = 0}i=1,...,N has solutions for C0 = 0, where
α̂i(C0, C1, . . . , CN) := (C0)
di · αi
(
C1
C0
,
C2
C0
, . . . ,
CN
C0
)
is the homogenization of αi.
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Definition 1.2. Let I be an ideal in the polynomial ring C[c1, c2, . . . , cN ].
The variety V (I) is defined as the subset of CN containing all the com-
mon zeros of the polynomials in the ideal I, that is:
V (I) := {(γ1, γ2, . . . , γN) ∈ CN |f(γ1, γ2, . . . , γN) = 0 for all f ∈ I}.
On the other hand, given a set X ⊆ CN , we define I(X) as the set of
all polynomials such that their zeros are the elements of X :
I(X) := {f ∈ C[c1, c2, . . . , cN ]|f(γ1, γ2, . . . , γN) = 0
for all (γ1, γ2, . . . , γN) ∈ X} .
It is straightforward to show that I(X) is an ideal.
Remark 1.3. The set V (I) and the ideal I(X) of Definition 1.2 have
a natural generalization to the projective space PN(C).
Definition 1.4. The radical of an ideal I in a ring R is the set√
I := {f ∈ R|fm ∈ I for some m ∈ N}.
An ideal I is said to be radical if
√
I = I.
One of the fundamental theorems in algebraic geometry is the Nullstel-
lensatz (see, for example [6, Theorem 1.6]). We will make use of the
following version of the Nullstellensatz.
Theorem 1.5. (Nullstellensatz) For every ideal I of the polynomial
ring C[c1, c2, . . . , cN ] we have
I(V (I)) =
√
I.
Remark 1.6. The Nullstellensatz naturally extends to projective spaces.
Definition 1.7. The dimension of a ring R, written dim(R), is the
maximum integer N such that there is a strictly ascending chain of
prime ideals
P0 ⊂ P1 ⊂ · · · ⊂ PN .
The dimension of an ideal I ⊂ R, written dim(R/I) is the dimension
of the quotient ring R/I.
In this paper we consider only ideals of dimension 0. An ideal I in
C[c1, c2, . . . , cN ] has dimension 0 if and only if V (I) is a finite set of
points.
Proposition 1.8. Let α1, α2, . . . , αN be polynomials in C[c1, c2, . . . , cN ]
such that the system {αi = 0}i=1,...,N does not have solutions at infinity.
Then the system {αi = 0}i=1,...,N has at least one solution.
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Proof. It is know that the homogenized system {α̂i = 0}i=1,...,N in Defi-
nition 1.1 must have a solution in PN(C) (see, for example, [8, Theorem
7.2 Projective Dimension Theorem]). Because, by hypothesis, there are
no solutions at infinity, the system {αi = 0}i=1,...,N must have a solution
in the open chart C0 6= 0. 
Another fundamental theorem utilized in this paper is Be´zout’s Theo-
rem, which has several formulations in the literature, each correspond-
ing to a different level of generality. The version we are going to use is
a slight modification of equation (3) on p. 145 in [7].
Theorem 1.9. (Be´zout) Let α̂1, α̂2, . . . , α̂N be homogeneous polynomi-
als in C[C0, C1, C2, . . . , CN ] respectively of degree d1, d2, . . . , dN . More-
over, let Î be the ideal generated by α̂1, α̂2, . . . , α̂N and assume that
dim(Î) = 0, that is to say the variety associated to Î is a finite set of
points. Then ∑
P∈V (Î)
mult
Î
(P ) =
N∏
j=1
dj,
where
mult
Î
(P ) := dimC
(
C[C0, C1, C2, . . . , CN ]P/ÎP
)
.
Remark 1.10. In Theorem 1.9 the ring C[C0, C1, C2, . . . , CN ]P is known
as the localization of the ring C[C0, C1, C2, . . . , CN ] at P and ÎP is the
ideal I in C[C0, C1, C2, . . . , CN ]P generated by localized forms of the
polynomials α̂1, α̂2, . . . , α̂N . The definition of multiplicity multÎ(P ) is
a natural generalization of multiplicity of a root of a polynomial when
N = 1. In this paper we will not make use of the formal definition of
multiplicity. We will only use the fact that, if X ⊆ PN(C) is a finite
set of points, then multI(X)(P ) = 1 for all P ∈ X .
The following statement is a consequence of Be´zout’s Theorem. For
reader’s sake we provide a sketch of the proof.
Theorem 1.11. Let α1, α2, . . . , αN be polynomials in C[c1, c2, . . . , cN ]
respectively of degree d1, d2, . . . , dN such that the system {αi = 0}i=1...N
does not have solutions at infinity. Moreover, let Î be the ideal gen-
erated by the homogenizations α̂1, α̂2, . . . , α̂N of α1, α2, . . . , αN and as-
sume that dim(I) = dim(Î) = 0. If Î is a radical ideal, then the system
{αi = 0}i=1...N has exactly
N∏
j=1
dj solutions.
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Proof. From the Nullstellensatz (Theorem 1.5), we have Î = I(V (Î)).
Therefore, by applying the fact mentioned in Remark 1.10, we have
|V (Î)| =
∑
P∈V (Î)
1 =
∑
P∈V (Î)
1 =
∑
P∈V (Î)
multÎ(P ) =
N∏
j=1
dj.
Because, by hypothesis, the system {αi = 0}i=1...N does not have solu-
tions at infinity, all the solutions must be in the affine chart CN . 
2. Some Properties of the Fixed Points of the Ulam Maps
Recall that a point γ = (γ1, . . . , γN) is a fixed point of the Ulam map
ψ(N) if and only if the zeros of the monic polynomial pN(x) = x
N +∑N
m=1 γmx
N−m coincide with its coefficients:
(2) pN(x) = x
N +
N∑
m=1
γmx
N−m =
N∏
n=1
(x− γn)
or, equivalently, these coefficients satisfy the N ×N system
cj = (−1)js(N)j (c1, . . . , cN), j = 1, 2, . . . , N,(3)
where the symmetric polynomials s
(N)
j are given by (1).
On the other hand, every fixed point γ˜ = (γ˜1, . . . , γ˜N , γ˜N+1) of the
Ulam map ψ(N+1) satisfies the (N + 1)× (N + 1) system
c˜j = (−1)j
[
s
(N)
j (c˜1, . . . , c˜N) + c˜N+1s
(N)
j−1(c˜1, . . . , c˜N)
]
,(4)
j = 1, 2, . . . , N,N + 1.
The last equation in system (4) reads
c˜N+1 = (−1)N c˜1 · · · c˜N c˜N+1.
Clearly, if c˜N+1 = 0, system (4) reduces to system (3) and it is easy to
conclude the following.
Proposition 2.1. Suppose that (γ1, . . . , γN) ∈ CN is a fixed point of
the map ψ(N). Then the following are true.
(a) For every positive integer n the point (γ1, . . . , γN , 0 . . . , 0) ∈
CN+n is a fixed point of the map ψ(N+n).
(b) If one of the components of the vector (γ1, . . . , γN) vanishes,
then all the subsequent components vanish as well. That is, if
γj = 0 for some j ∈ {1, 2, . . . , N −1}, then γj+1 = γj+2 = . . . =
γN = 0.
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Another way to illustrate statement (a) of Proposition 2.1 is to say that
if the coefficients of a monic polynomial pN(x) coincide with its zeros,
then the coefficients of the monic polynomial xnpN(x) also coincide
with its zeros.
We now provide several families of algebraic identities satisfied by the
zeros of Ulam polynomials.
Proposition 2.2. Let pN (x) be an Ulam polynomial of degree N with
the coefficients (which are also the zeros) γ = (γ1, . . . , γN), see (2).
Then the following identities hold for all integer n such that 1 ≤ n ≤ N :
γNn +
N∑
m=1
γm(γn)
N−m = 0,(5)
N(γn)
N−1 +
N−1∑
m=1
(N −m)γm(γn)N−m−1 =
N∏
m=1,m6=n
(γn − γm),(6)
N(N − 1)(γn)N−2 +
N−2∑
m=1
(N −m)(N −m− 1)γm(γn)N−m−2
= 2
N∑
m=1,m6=n
N∏
k=1,k 6=n,m
(γn − γk),(7)
(γn)
N +
N∑
m=1
(−1)ms(N)m (γ)(γn)N−m = 0,(8)
where s
(N)
m are the symmetric polynomials defined by (1).
Proof. Relation (5) is obtained by the substitution x = γn into iden-
tity (2). Differentiation of identity (2) with respect to x, followed by
the substitution x = γn, leads to relations (6) and (7). Relation (8)
is obtained from identity (2) via the substitutions γm = (−1)ms(N)m (γ),
see system (3), and x = γn. 
To formulate systems equivalent to system (3), the latter system de-
scribing the fixed points of the Ulam map ψ(N), we need the following
Lemma.
Lemma 2.3. Let (t1, . . . , tN) ∈ CN be a N-vector such that its com-
ponents tn are all different among themselves. If qN and rN are two
monic polynomials of degree N such that qN(tj) = rN(tj) for all j ∈
{1, . . . , N}, then qN ≡ rN , that is, qN and rN are equal as polynomials.
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Proof. Consider the polynomial
fN−1(x) = qN(x)− rN(x) =
N−1∑
m=0
amx
m.
Note that the degree deg(fN−1) = N − 1 because the polynomials
qN and rN are both monic. Because qN (tj) = rN(tj) for all j ∈
{1, . . . , N}, the vector of coefficients of fN−1, which we denote by
a = (a0, . . . , aN−1)
T , satisfies the linear system Ta = 0 with the N ×N
matrix T given componentwise by Tjk = (tj)
k−1. The matrix T is a
Vandermonde matrix, its determinant is known to be nonzero as long
as the numbers tj are all different among themselves. But then Ta = 0
implies a = 0, which, in turn, implies fN−1 ≡ 0. 
Theorem 2.4. Let (t1, . . . , tN) ∈ CN be a N-vector, that is, tn are
fixed complex numbers.
(1) If the numbers t1, . . . , tN are all different among themselves, then
system (3) is equivalent to the system
(9) (tj)
N +
N∑
m=1
cm(tj)
N−m =
N∏
m=1
(tj − cm), 1 ≤ j ≤ N.
(2) If the numbers t2, . . . , tN are all different among themselves, then
system (3) is equivalent to the system
(t1)
N +
N∑
m=1
cm(t1)
N−m =
N∏
m=1
(t1 − cm),
N(tj)
N−1 +
N−1∑
m=1
(N −m)(tj)N−m−1cm
=
N∑
n=1
N∏
m=1,m6=n
(tj − cm), 2 ≤ j ≤ N.(10)
That is, all the fixed points of the Ulam map ψ(N) can be found by
solving either one among systems (9) or (10).
Proof. Statements (1) and (2) are obtained by applying Lemma 2.3
to the monic polynomials qN (x) = x
N +
∑N
m=1 cmx
N−m and rN(x) =∏N
n=1(x− cn).
Indeed, the vector c = (c1, . . . , cN) solves system (3) if and only if
qN ≡ rN if and only if qN (tj) = rN(tj) for all j ∈ {1, 2, . . . , N}, if and
only if c = (c1, . . . , cN) solves system (9).
Likewise, the vector c = (c1, . . . , cN) solves system (3) if and only if
q′N ≡ r′N and qN (t1) = rN (t1), if and only if q′N(tj) = r′N(tj) for all
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j ∈ {2, . . . , N} and qN (t1) = rN(t1), if and only if c = (c1, . . . , cN)
solves system (10).

3. Number of Ulam polynomials of degree N
Let UN be the set of Ulam polynomials of degree N . In this section we
derive some statements on the number |UN | for arbitrary values of N
and also compute |UN | for small values of N .
In the following, we make use of the polynomials αj defined by
(11) αj = αj(c1, . . . , cN) = s
(N)
j (c1, . . . , cN)− (−1)jcj, j = 1, . . . , N.
Let IN be the ideal in C[c1, . . . , cN ] generated by the set {αi}i=1,2,...N .
Let V (IN) be the algebraic variety generated by the ideal IN , see Defi-
nition 1.2; V (IN) is the set of solutions of the system {αi = 0}i=1,2,...N .
To use Theorem 1.11, we show that dim(IN) = 0.
Theorem 3.1. For all N , the ideal IN generated by the polynomials
{αi}i=1,2,...N defined by (11) has dimension zero, that is,
dim(IN) = 0.
In other words, system (11) has only finitely many solutions.
Proof. The statement has already been proved in [5]. We provide a
slightly different proof in order to point out a crucial step that we will
use in Corollary 3.2.
Consider the projective space PN(C). We introduce the homogeneous
coordinates [C0 : C1 : · · · : CN ] in PN(C) such that CN is the chart cor-
responding to the coordinates ci =
Ci
C0
for i = 1, 2, . . . , N . Using stan-
dard results in algebraic geometry, we conclude the following. If V (IN)
has a component with positive dimension, then its closure V (IN) in
PN(C) must intersect the hyperplane C0 = 0. The algebraic set V (IN)
is defined by the equations
(12) s
(N)
j (C1, . . . , CN)− (−1)jCjCj−10 = 0, j = 1, 2, . . . , N.
By substituting C0 = 0 into system (12), we obtain the following sys-
tem:
s
(N)
1 (C1, . . . , CN) = −C1,
s
(N)
j (C1, . . . , CN) = 0, j = 2, . . . , N − 1,
C1C2 . . . CN = 0.(13)
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The last equation in system (13) implies that at least one among the
Ci for i = 1 . . .N must equal zero. By going backward through sys-
tem (13), we obtain that all Ci must equal zero, hence the system has
no solutions in PN (C). 
Corollary 3.2. System αj = 0 for j = 1, . . . , N does not have solutions
at infinity, that is, the compactification V (IN) does not intersect the
hyperplane C0 = 0 in the projective space P
N(C) defined above.
In conclusion, we have that the system αj = 0 for j = 1, . . . , N sat-
isfies all the hypotheses of Theorem 1.11 except for the radicality of
the ideal ÎN generated by the homogenizations {α̂1, α̂2, . . . , α̂N} of the
polynomials {α1, α2, . . . , αN}. In Subsection 3.1 we show that ÎN is not
radical if N ≥ 4, see Theorem 3.7. Instead, we make use of a modified
ideal I˜∗N , which we verify to be radical for all N ≤ 5, see Subsection 3.1.
Recall that IN is the ideal generated by the polynomials {αj}Nj=1 defined
by (11). We define a new ideal I˜N := 〈α1, . . . , αN−1, α˜N〉 where α˜N =
s
(N−1)
N−1 (c1, . . . , cN−1) − (−1)N . In addition, we make use of the ideal
I˜∗N defined to be the ideal generated by the homogenizations of the
polynomials {α1, . . . , αN−1, α˜N}. Note that I˜∗N is a homogeneous ideal
in C[C0, C1, . . . , CN ] while I˜N is an ideal in C[c1, . . . , cN ].
Since αN = cN · α˜N , we have IN ⊂ I˜N and therefore V (I˜N) ⊂ V (IN).
In particular, V (I˜N) contains all the solutions of system (3) such that
cN 6= 0. However, the set V (I˜N) may still contain some solutions with
cN = 0. Let us also define the ideal I
0
N := 〈IN , cN〉.
From the inclusion-exclusion principle we have
(14) |UN | = |V (I0N)|+ |V (I˜N)| − |V (I0N) ∩ V (I˜N )|.
The following statements shed light on the number of Ulam polynomials
in V (I0N) and V (I˜N).
Proposition 3.3. For all integers N > 1, we have the identity
|V (I0N)| = |UN−1|.
That is, the number of Ulam polynomials in V (I0N) equals the number
of Ulam polynomials of degree N − 1.
Proof. Let U0N denote the set of Ulam polynomials of degree N that
have a root x = 0 (i.e. divisible by x). Consider the map φ : UN−1 →
U0N defined by φ(P (x)) = x · P (x). It is straightforward to show that
φ is a bijection. 
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Lemma 3.4. The system {α1 = 0, . . . , αN−1 = 0, α˜N = 0} has at least
one solution. That is, there is at least one Ulam polynomial in V (I˜N ).
Proof. From Proposition 1.8, it is enough to show that the system
{α1 = 0, . . . , αN−1 = 0, α˜N = 0} does not have solutions at infinity. By
arguing as in the proof of Theorem 3.1, we reduce the last system to
a system similar to system (13) with homogeneous coordinates, from
which we determine again that C1 = C2 = · · · = CN = 0. 
Recall that I˜∗N is the homogeneous ideal in C[C0, C1, . . . , CN ] generated
by the homogenizations of the polynomials {α1, . . . , αN−1, α˜N}.
Theorem 3.5. If I˜∗N is radical, then |V (I˜N)| = (N − 1) · (N − 1)! for
all integers N > 0.
Proof. Since V (I˜N) ⊂ V (IN), we know from Theorem 3.1 that |V (I˜N)|
is finite. Moreover, by arguing as in the proof of Lemma 3.4, we know
that the system α1 = 0, . . . , αN−1 = 0, α˜N = 0 does not have solutions
at infinity. Therefore we can apply Theorem 1.11. 
Proposition 3.6. The ideal I˜∗N is radical for N = 1, 2, 3, 4, 5.
Proof. It is a straightforward check by using the programming environ-
ment Maple. 
3.1. Calculations of |UN | for N = 1, 2, 3, 4, 5.
• |U1| = 1. It is straightforward to check that the only Ulam polyno-
mial of degree 1 is x.
• |U2| = 2. In this case, we directly solve the system
c1 + c2 = −c1,
c1c2 = c2,
and obtain U2 = {x2, x2 + x− 2} and |U2| = 2.
• |U3| = 6. We directly solve system (3) again, this time for N = 3,
but now we refer to equation (14). We already know that |V (I03 )| =
|U2| = 2. Moreover, the ideal I˜3 is generated by
2c1 + c2 + c3,
c1c2 + c1c3 + c2c3 − c2,
c1c2 − 1.
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By solving the associated system for c1, we obtain that c1 must be a
zero of the polynomial (x−1) · (2x3 +2x2−1). Therefore, we obtain
four solutions given by
(c1, c2, c3) = (1,−1,−1),
(c1, c2, c3) =
(
βi,− 1
βi
,
1
βi + 1
)
,
where β1, β2 and β3 are the three distinct zeros of 2x
3 + 2x2 − 1.
In all of these four solutions we have c3 6= 0, therefore the set
|V (I03 ) ∩ V (I˜3)|
is empty. In conclusion, we have |U3| = 2 + 4 = 6.
• |U4| = 23. We already know that |V (I04 )| = |U3| = 6. We verified
that the ideal I˜∗4 is radical using Maple. Therefore, from Theorem
3.5, we have |V (I˜4)| = 18.
In order to determine |V (I04 )∩V (I˜4)|, we need to find the number
of solutions of the system
c1 + c2 + c3 = −c1,
c1c2 + c1c3 + c2c3 = c2,
c1c2c3 = −c3,
c1c2c3 = 1,
which is the number of solutions in the case N = 3 with the ex-
tra condition c1c2c3 = 1. A simple check shows that exactly one
of the solutions in the previous case satisfies this extra condition:
(c1, c2, c3) = (1,−1,−1).
In conclusion, we have |U4| = 6 + 18− 1 = 23.
• |U5| = 119. We already know that |V (I05 )| = |U4| = 23. We verified
that the ideal I˜∗5 is radical using Maple. Therefore, from Theorem
3.5, we have |V (I˜5)| = 96.
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The number |V (I05 )∩ V (I˜5)| is equal to the number of solutions of
the system
c1 + c2 + c3 + c4 = −c1,
c1c2 + c1c3 + c2c3 + c4(c1 + c2 + c3) = c2,
c1c2c3 + c4(c1c2 + c1c3 + c2c3) = −c3,
c1c2c3c4 = c4
c1c2c3c4 = −1.
From the last two equations we obtain that c4 = −1. Therefore, the
system can be rewritten as follows:
c1 + c2 + c3 = 1− c1,
c1c2 + c1c3 + c2c3 = 1− c1 + c2,
c1c2c3 = 1− c1 + c2 − c3,
c1c2c3 = 1.
(15)
From the last two equations we obtain
−c1 + c2 − c3 = 0.
By combining this last equation with the first of the two equations,
we obtain
c2 =
1
2
(1− c1),
c3 =
1
2
(1− 3c1).
(16)
We substitute the last two expressions for c2 and c3 into the equation
c1c2 + c1c3 + c2c3 = 1− c1 + c2 to obtain a polynomial of degree two
in c1 with the roots
c1 =
3± 4i
5
.
Now, we use equations (16) in order to determine c2 and c3. It
is straightforward to check that in both of the two cases we have
c1c2c3 6= 1. Therefore, system (15) has no solutions and |V (I05 ) ∩
V (I˜5)| = 0.
In conclusion, we have |U5| = 23 + 96 = 119.
Theorem 3.7. For all N ≥ 4, the system {αj = 0}j=1,2,...,N has a
solution of multiplicity larger than 1. In particular, |UN | < N ! for all
N ≥ 4 and the ideal ÎN generated by the homogenizations of polynomi-
als {αj}j=1,2,...,N is not radical for N ≥ 4.
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Proof. Be´zout’s Theorem tells us that there is a solution of multiplic-
ity larger than 1 if and only if |UN | < N !. From formula (14) we
have that |UN | = N ! if and only if the following three conditions are
simultaneously satisfied:
(a) |UN−1| = (N − 1)!,
(b) |V (I˜N)| = (N − 1) · (N − 1)!
(c) |V (I0N) ∩ V (I˜N )| = 0.
If for some N0 any of the above conditions is false, then |UN | < N ! for
all N ≥ N0. As we showed above, we have |U4| = 23 < 4!. 
Remark 3.8. It is evident that |UN | ≥ 1 because xN is a (trivial)
Ulam polynomial. Sharper lower bounds for UN can be obtained by
using Proposition 2.1. If pm(x) is an Ulam polynomial of degreem, then
xkpm(x) is an Ulam polynomial of degree m+ k. In Subsection 3.1 we
showed the existence of 8 nontrivial Ulam polynomials of degrees 2 and
3, thus there exist at least 8 nontrivial Ulam polynomials of degree N ,
for all N ≥ 4. In general, for every positive integer N , there exists an
injective map UN → UN+1 given by the multiplication by the variable
x. In particular, |UN+1| ≥ |UN |. Moreover, |UN+1| > |UN | if and only if
there exists an Ulam polynomial of degree N +1 whose coefficients are
all different from 0, that is to say, if and only if there exists an Ulam
polynomial for which cN 6= 0.
Theorem 3.9. For every integer N ≥ 2, there exists an Ulam poly-
nomial of degree either N or N − 1 with all coefficients different from
zero.
Proof. From Lemma 3.4, the set V (I˜N) must have at least one element
(γ1, γ2, . . . , γN). We observe that if γk = 0 for some k < N , then all the
subsequent γm = 0 for all m such that k ≤ m ≤ N , cf. Proposition 2.1.
Therefore, if γN 6= 0, then γk 6= 0 for all k < N and we are done.
Otherwise, if γN = 0, then a N -tuple (γ1, . . . , γN−1, 0) is a solution of
the system α1, . . . , αN−1, α˜N if and only if
P (x) := xN−1 +
N−1∑
i=1
γix
N−1−i
is an Ulam polynomial of degree N −1. Moreover, since from equation
α˜N we have γ1γ2 . . . γN−1 6= 0, all the coefficients of P (x) are different
from zero. 
In particular we obtain the following result.
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Corollary 3.10. For every positive integer N there exists an Ulam
polynomial of degree N or N + 1 with all coefficients different from
zero.
The reader who is interested in a different approach to studying Ulam
polynomials may check [3], where the authors mainly focus on Ulam
polynomials having one coefficient equal to 0, or one coefficient equal
to 1, or neither.
4. Ulam Polynomial Eigenfunctions of Hypergeometric
Type Differential Operators
In this section we answer the following question: Are there sequences
of Ulam polynomials that are eigenfunctions of hypergeometric type
differential operators? This question is related to a more general ques-
tion: Are there sequences of Ulam polynomials that are orthogonal
with respect to some measure?
Let {pN(x)}∞N=0 be a sequence of Ulam polynomials, in which the N -
th term is given by pN(x) = x
N +
∑N
n=1 γ
(N)
n xN−n =
∏N
m=1(x− γ(N)m ).
Of course, for each N ∈ N, the coefficients (γ(N)1 , . . . , γ(N)N ) solve sys-
tem (3). A monic polynomial yN(x) = x
N+
∑N
j=1C
(N)
j x
N−j of degree N
is an eigenfunction of the differential operator p(x) d
2
dx2
+ q(x) d
dx
, that is
(17) p y′′N + q y
′
N + λN yN = 0,
where p(x) = αx2 + βx+ δ and q(x) = −(x + a1), if and only if λN =
N − N(N − 1)α and the coefficients {C(N)j }Nj=1 satisfy the recurrence
relations
C
(N)
1 =
Na1 −N(N − 1)β
λN − λN−1 ,
C
(N)
2 =
(N − 1) [a1 − (N − 2)β]
λN − λN−2 C
(N)
1 −
N(N − 1)δ
λN − λN−2 ,
C
(N)
j =
(N − j + 1)[a1 − (N − j)β]
λN − λN−j C
(N)
j−1
−(N − j + 2)(N − j + 1)δ
λN − λN−j C
(N)
j−2, j = 3, . . . , N,
(18)
compare with formula (2′) in [2] and note the errors in that formula.
Here and below we assume that the eigenvalues {λN}∞N=0 are all differ-
ent among themselves. Also, note that C
(1)
1 = a1.
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Suppose that each polynomial pN(x) in the sequence {pN(x)}∞N=0 of
Ulam polynomials solves differential equation (17). Then its coefficients
(γ
(N)
1 , . . . , γ
(N)
N ) not only solve system (3), but also satisfy recurrence
relations (18). In particular, in this case the parameter a1 vanishes
because p1(x) = x+ a1 is an Ulam polynomial if and only if a1 = 0.
For example, if N = 2, recurrence relations (18) with a1 = 0 yield
γ
(2)
1 =
−2β
1− 2α,
γ
(2)
2 =
δ
α− 1 .(19)
Similarly, if N = 3, recurrence relations (18) with a1 = 0 yield
γ
(3)
1 =
−6β
1− 4α,
γ
(3)
2 =
3 [2β2 + δ(4α− 1)]
(1− 3α)(1− 4α) ,
γ
(3)
3 =
4βδ
(1− 2α)(1− 4α) .(20)
By substituting the above expressions for the five coefficients γ
(2)
1 , γ
(2)
2 , γ
(3)
1 , γ
(3)
2 , γ
(3)
3
into the system
2γ
(2)
1 + γ
(2)
2 = 0,
γ
(2)
2 − γ(2)1 γ(2)2 = 0
2γ
(3)
1 + γ
(3)
2 + γ
(3)
3 = 0,
γ
(3)
2 − γ(3)1 γ(3)2 − γ(3)2 γ(3)3 − γ(3)1 γ(3)3 = 0,
γ
(3)
3 + γ
(3)
1 γ
(3)
2 γ
(3)
3 = 0,
taking into account that α 6= 1/2 (otherwise λ1 = λ2), we obtain
a1 = β = δ = 0. Note that the first two equations of the last system
ensure that p2(x) = x
2 + γ
(2)
1 x+ γ
(2)
2 is an Ulam polynomial, while the
remaining three equations ensure that p3(x) = x
3+γ
(3)
1 x
2+γ
(3)
2 x+γ
(3)
3
is also an Ulam polynomial. Therefore, by (19),(20), γ
(2)
1 = γ
(2)
2 =
γ
(3)
1 = γ
(3)
2 = γ
(3)
3 = 0. Moreover, from (18) we conclude that γ
(N)
j = 0
for all j = 1, . . . , N , where N ∈ N.
It is easy to verify that for each N ∈ N, the Ulam polynomial pN (x) =
xN solves differential equation (17) with a1 = β = δ = 0. Thus we
have proved the following result.
Theorem 4.1. If a system of polynomials {yN(x)}∞N=0 is such that each
yN is an Ulam polynomial of degree N and a solution of differential
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equation (17), then a1 = β = δ = 0 and yN = x
N for all N = 0, 1, 2 . . .
In other words, the only Ulam polynomial eigenfunctions of hypergepo-
metric type differential operators are the polynomials {xN}∞N=0, which
are eigenfunctions of the differential operator αx2 d
2
dx2
− x d
dx
with the
corresponding eigenvalues {N(N − 1)α−N}∞N=0.
5. Zeros of Ulam Polynomials as Equilibria of Certain
Dynamical Systems
Let γ = (γ1, . . . , γN) be the coefficients of an Ulam polynomial
(21) pN(z) ≡ pN (z, γ) = zN +
N∑
m=1
γmz
N−m =
N∏
n=1
(z − γn)
such that the components of γ are all different among themselves. Con-
sider the polynomial
qN (z, t) ≡ qN(z, t; a, b)
= etzN +
N∑
m=1
[
γm(e
t + a) + bm
]
zN−m = et
N∏
n=1
(z − ζn(t))(22)
with time-dependend coefficients, where a is a constant and b = (b1, . . . , bN )
is a N -vector of constants, while ζn(t) are the zeros of the polynomial
qN(z, t). Upon differentiation of qN(z, t) defined by (22) with respect
to t followed by the substitution z = ζn(t), we obtain a system of
nonlinear ODEs satisfied by the time-dependent zeros ζn(t) of qN (z, t):
ζ˙n(t) = −
[
N∏
ℓ=1,ℓ 6=n
(ζn − ζℓ)−1
][
(ζn)
N +
N∑
m=1
γm(ζn)
N−m
]
.(23)
System (23) is solvable in the sense that the process of finding its
solutions can be reduced to the process of finding the zeros of the
polynomial qN (z, t). Clearly, the vector of coefficients (and the zeros)
γ of the Ulam polynomial pN(z; γ) is an equilibrium of system (23). The
same is true for each of the distinct vectors γσ obtained by permuting
the components of γ, where 1 ≤ σ ≤ N !.
Let us linearize system (23) about its equilibrium γ. For convenience,
let us denote the right-hand side of the n-th equation in system (23)
by fn(ζ), where ζ = (ζ1, . . . , ζN) and consider the vector function
f(ζ) = (f1(ζ), . . . , fN(ζ))
so that system (23) is recast in the form
(24)
dζ
dt
= f(ζ).
POLYNOMIALS WHOSE COEFFICIENTS COINCIDE WITH THEIR ZEROS 17
Note that the function f is of class C2 in an open neighborhood of the
point γ because the components of γ are all different among themselves.
By Taylor’s Theorem, there exists a constant α > 0 such that for every
ζ in the open ball B(γ, α) centered at γ and having the radius α we
have
(25) f(ζ) = Df(γ)(ζ − γ) + g˜(ζ).
Moreover, there exist positive constants β and κ such that for every
ζ ∈ B(γ, β) we have
|g˜(ζ)| < κ |ζ − γ|2 .
It is easy to verify that Df(γ) = −I is the negative of the N × N
identity matrix I. We thus recast system (23) or (24) as
(26) ξ˙ = −ξ + g(ξ),
where ξ(t) = ζ(t)− γ and g(ξ) = g˜(ξ + γ) satisfies
|g(ξ)| < κ |ξ|2
for all ξ ∈ B(0, β). The fundamental matrix solution of the lineariza-
tion
(27) y˙ = −y,
of system (26) is e−It, where y(t) = (y1(t), . . . , yN(t)). Therefore, by
the variation of parameters formula [4], the solution ξ(t) of system (26)
with the initial condition ξ(t0) = ξ0 is given by
ξ(t) = e−I(t−t0)ξ0 +
∫ t
t0
e−I(t−s)g (ξ(s)) ds.(28)
By a theorem about stability of equilibria of nonlinear dynamical sys-
tems [4], 0 ∈ RN is an asymptotically stable equilibrium of system (26),
hence γ is a stable equilibrium of system (23).
We summarize the last result in the following theorem.
Theorem 5.1. If γ = (γ1, . . . , γN) is a fixed point of the Ulam map
ψ(N) such that its components γn are all different among themselves,
then γ is an asymptotically stable equilibrium of the solvable nonlinear
dynamical system (23).
6. Discussion and Outlook
The authors plan to improve the results reported in this paper by ob-
taining sharper estimates or exact formulas for the number of Ulam
polynomials of degree N . Other possible investigations include discov-
ery of differential equations satisfied by Ulam polynomials, existence
or non-existence of measures with respect to which sequences of Ulam
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polynomials are orthogonal and further investigation of dynamical sys-
tems such that their equilibria are the zeros of Ulam polynomials. We
also plan to study sequences of monic polynomials defined by
p0(x) = x
N +
N∑
m=1
c(0)m x
N−m,
p1(x) =
N∏
m=1
(x− c(0)m ) = xN +
N∑
m=1
c(1)m x
N−m,
. . .
pn(x) =
N∏
m=1
(x− c(n−1)m ) = xN +
N∑
m=1
c(n)m x
N−m,
. . . ,
in contrast with the hierarchies of monic polynomials introduced in [1].
In particular, in Summer 2015 the authors conceived the idea to study
periodic orbits of the operators T (n) = pn(x) defined in terms of such
sequences.
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