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ABSTRACT A method is described that takes advantage of the intermittency (‘‘blinking’’) in the ﬂuorescence of quantum dots
(QDs) to measure absolute positions of closely spaced QDs. The concept is that even if two QDs are separated by only tens of
nanometers, the position of each QD is resolvable if the point spread function of each can be imaged independently of the other.
In the case of QDs, this is possible if each QD separately blinks completely on and off during a time-lapse sequence. To
demonstrate the principle of this method, time-lapse sequences of single blinking QDs were acquired and the centroids of the
point spread functions determined. Images of the blinking QDs were then overlapped in software, pixel by pixel, generating a
range of submicroscopic distances between QD pairs. Methods were developed for analyzing the overlapped time sequences
of the QD pairs so that the positions of the QDs and the distances between them could be determined without prior knowledge
of the single QD positions. We subsequently used this method to measure the end-to-end length of a 122-basepair double-
stranded DNA fragment.
INTRODUCTION
Almost all biological processes underlying biological func-
tion involve at some point biochemical interactions occur-
ring at or near cell membranes (including both plasma and
intracellular membranes). Three examples include viral entry
into cells during the initial stages of cell infection (1), re-
ceptors that initiate cellular response after extracellular
ligand binding by phosphorylation of intracellular tyrosine
residues (2), and the currently poorly understood role of lipid
microdomains, sometimes called lipid rafts, in membrane
function (3). These cases are stated only as examples; the
challenge of characterizing membrane-associated biomolec-
ular interactions is quite general, spanning most areas of
biology.
To fully understand membrane-associated biochemical
interactions, measurements must ultimately be carried out on
live, intact cells. At present, the preferred method for ex-
amining biomolecular behavior on live cells is optical and, in
particular, ﬂuorescence microscopy. However, optical mi-
croscopy in the classical sense is limited by optical resolution
(250 nm in the visible region of the spectrum) and many
membrane-associated molecular events occur not on this
spatial scale but on a scale more related to typical biomo-
lecular sizes (#10 nm). Thus, there is an urgent need for the
development of new, more nuanced optical microscopy
methods that can probe biomolecular interactions at submi-
croscopic resolution.
Several previous works have demonstrated that, with new
approaches, ﬂuorescence microscopy can indeed operate
at distances well below the optical resolution of a micro-
scope. Fo¨rster resonance energy transfer (FRET) has been
used extensively for measuring direct molecular interactions
or, when combined with single-molecule detection, for
studying conformational changes and folding of a variety of
biopolymers (4,5). However, FRET is typically limited
by low signals and to distances ,10 nm. A complementary
method that uses plasmon coupling between single silver and
gold nanoparticles to monitor the distance between these
nanoparticles, and at separations up to 70 nm, has recently
been described (6). However, it is difﬁcult to obtain absolute
distance measurements with either this method or FRET.
Other methods include the use of evanescent illumination
(7,8), metallic structures (9,10), stimulated emission deple-
tion (11), near-ﬁeld scanning optical microscopy (12), super-
critical angle ﬂuorescence (13,14), and micro- or nanoﬂuidic
channels (15).
A variety of single-molecule techniques that rely on curve
ﬁtting to the point spread function (PSF) of the microscope,
and that use either gold particles or ﬂuorescent dyes or pro-
teins, have also been developed. These methods are typically
capable of detecting the positions of stationary (and some-
times mobile) single molecules with an accuracy of only
;10 nm; however, the positions of nearby molecules sep-
arated by these small distances cannot be readily resolved
(16–18). Methods for resolving two nearby molecules that
are separated by distances greater than the upper limit of
FRET (,10 nm) but ,;100 nm have relied on dual-color
colocalization experiments using spectrally separated ﬂuo-
rescent dyes, proteins, or nanoparticles such as ﬂuorescent
beads or quantum dots (QDs) (19,20). In these methods, the
PSF for each molecule is acquired and ﬁt separately and the
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results are superimposed after correcting for chromatic ab-
errations. In addition to the need to correct for chromatic ab-
errations, which typically limits the resolution, this method
also generally suffers from the need for multiple excita-
tion and emission combinations and highly customized
equipment.
In an innovative approach, two different groups have also
recently described a monochromatic method, which takes
advantage of photobleaching to determine the centroid po-
sitions of single molecules that are separated by only tens of
nanometers (21,22). In the ﬁrst of these works, the spatial
centroids of two nearby single ﬂuorescent molecules were
determined by global ﬁtting of the PSF immediately before
and after photobleaching (21). In the second work, time-
lapse sequences of clustered single ﬂuorescent molecules for
which incremental photobleaching steps occurred, were ob-
served until only a single ﬂuorescent molecule remained
unbleached (22). The sequence was subsequently analyzed
by ﬁtting the images iteratively, starting with the data
acquired with only a single molecule on, continuing with the
data acquired when two single molecules were simulta-
neously on, and repeating the process until the spatial
centroids of all molecules were determined (22). Both of
these studies reported precisions of only a few nanometers,
but the time resolution was low (#1 s).
In addition to the challenge of developing methods in
optical microscopy that can overcome the classical diffraction
limit, another limitation has been that ﬂuorophores of organic
origin undergo photobleaching. Photobleaching manifests
itself, in the simplest interpretation, as a maximum number
of photons that can be detected before ﬂuorophore decom-
position to an irreversible, nonﬂuorescent state; this sets an
upper limit to the length of time that a single ﬂuorophore may
be observed. This seemingly universal problem with organic
ﬂuorophores has limited ﬂuorescence microscopy for de-
cades, although it has been taken advantage of in the works
described above (21,22). Conventional ﬂuorophores are typ-
ically also limited by their brightness, which serves to set
limits on the spatial and temporal resolution with which the
centroid of a single ﬂuorophore may be located. A simple
theoretical relation between the spatial precision with which
a single ﬂuorophore may be located and the total number of
collected photons has been described (17).
QDs are small, inorganic nanoparticles that are very photo-
stable, are brighter than conventional dye and protein ﬂuoro-
phores, are excitable over a broadwavelength range stretching
from the ultraviolet up to slightly less than their emission
peak, and have narrow, size-tunable emission bands (23–25).
QDs do, however, exhibit an intermittency (‘‘blinking’’) phe-
nomenon in which they undergo transitions between ‘‘on’’
states, where the dots are ﬂuorescent, and ‘‘off’’ states, where
they are not ﬂuorescent. This blinking phenomenon has been
shown to be inﬂuenced by several factors, including the ex-
citation intensity (26), and to be suppressible in the presence
of reducing agents such as dithiothreitol and b-mercaptoethanol
(27). QDs have been used at the single-molecule level to
study the diffusion of glycine receptors into synapses (28),
the activation and internalization of EGF receptors (29), and
the in vitro sliding of actin ﬁlaments (30).
In the work described here, we present a method that takes
advantage of QD blinking to determine absolute positions
and to measure distances between two closely spaced QDs.
The concept is that even if two QDs are separated by only
tens of nanometers, the position of each QD is resolvable if
the PSF of each can be imaged separately from that of the
other. For QDs, this is the case if each QD independently
blinks during a time-lapse sequence. In contrast to methods
that use photobleaching to distinguish between overlapping
PSFs, the QD blinking phenomena is reversible and can po-
tentially be used to monitor distances between two QDs over
very long periods of time. The greater brightness of QDs, as
compared to conventional ﬂuorophores, further enables a
spatial precision of at least 10 nm at a sampling frequency of
30 Hz. We show that this method can be used to obtain a
measurement for the end-to-end length of a 122-basepair
(bp) double-stranded (ds) DNA fragment that is consis-
tent with the theoretically expected length for this size DNA
fragment.
MATERIALS AND METHODS
Quantum dots
Streptavidin-conjugated QDs emitting at 605 nm were acquired from
Quantum Dot Corp. (Hayward, CA; www.qdots.com). To keep the overall
QD size minimized, we used QD conjugates which had the streptavidin
conjugated directly to the water-stabilizing copolymer of octylamine and
polyacrylic acid (31–33). These QDs, which are available as part of the
Qtracker Cell Labeling Kits, have been reported to have a diameter of ;15
nm (33). Specimens were prepared by applying 65 ml of a 200-pM solution
of streptavidin QDs in 50 mM sodium borate, pH 8.2, supplemented with
1% bovine serum albumin, to a sample chamber consisting of a 223 22-mm
No. 1 1/2 glass coverslip, two strips of doubly adhesive tape and a 3 3 1-in
glass slide. QDs were allowed to adhere for 10 min, after which samples
were extensively washed with 50 mM sodium borate, pH 8.2.
Puriﬁcation and biotinylation of 122-bp
dsDNA fragment
The 122-bp dsDNA fragment was generated by cutting the EGFP-N1 vector
from Clontech (Mountain View, CA) with the restriction enzyme Bgl I from
New England BioLabs (Ipswich, MA). This generated four distinct DNA
fragments of lengths 2291, 2249, 122, and 71 bp. The cut DNA was run on
an agarose gel and the 122-bp fragment was puriﬁed using the QIAquick Gel
Extraction kit (QIAgen, Valencia, CA) The 122-bp dsDNA fragments were
biotinylated with a biotin 39 End DNA Labeling Kit (Pierce, Rockville, IL).
Successful biotinylation was ensured by a dot blot (data not shown). Excess
free biotin nucleotides were removed by performing a second round of
agarose gel electrophoresis and subsequent puriﬁcation of the biotinylated
122-bp dsDNA. Puriﬁed biotinylated 122-bp dsDNA fragments were
appropriately diluted and mixed with 200 pM 605 nm streptavidin QDs in
50 mM sodium borate, pH 8.2, also containing 1% BSA. This solution was
incubated for 15 min at room temperature before use. Imaging specimens
were prepared as described above.
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Imaging
QDs were imaged as diffraction-limited spots by use of an Olympus IX81
microscope, a 100W Hg arc lamp, a cooled intensiﬁed Stanford Photonics
XR/MEGA-10Z ICCD (Stanford Photonics, Stanford, CA; www.stanford-
photonics.com), a 535/50 nm excitation bandpass and a 610/75 nm emission
bandpass (Chroma, Brattleboro, VT; www.chroma.com). Images were ac-
quired at 30 Hz with a 603, 1.4 NA microscope objective plus an additional
1.63 magniﬁcation element that was placed in the Optivar. The projected
pixel size on the camera was determined to be 108 3 108 nm. Differences
in the ﬂuorescence illumination intensity across the ﬁeld of view were
minimized by limiting image acquisition to a centered region of interest of
roughly 400 3 400 pixels. The illumination intensity across this region was
conﬁrmed to vary by ,10% as determined by the intensity values of an
image of a uniformly ﬂuorescent thin ﬁlm (data not shown).
RESULTS
Identiﬁcation of single quantum dots
Fig. 1 a shows a typical image of deposited QDs. As shown
in the supporting information (Movie 1), the dots visibly
converted between ﬂuorescent and nonﬂuorescent states as
observed at 30 Hz over 600 frames.
An algorithm that automatically identiﬁed single QDs in
an image sequence was constructed based on the following
principles: QDs display discrete ‘‘on’’ and ‘‘off’’ ﬂuores-
cence intensity states; a single QD exhibits only one ‘‘on’’
intensity state; and the magnitude of the ‘‘on’’ intensity state
of a QD is constant over time and reproducible among all
QDs. This algorithm served to reject, among other cases,
dots that were coincidentally deposited on the surface close
to one another, dots that were close to the edge of the imaged
regions of interest, nonspeciﬁcally bound dot clusters, and
dot clusters that may have been present in the preparations
obtained from the manufacturer.
In the algorithm, ﬁrst, peak positions of diffraction-limited
spots were identiﬁed by generating a composite image con-
sisting of the brightest-intensity pixel values in an image
sequence and by using the ‘‘Analyze Particles’’ function in
ImageJ (http://rsb.info.nih.gov/ij/). This maximum intensity
projection of an entire image sequence represents the in-
tensity at which each diffraction-limited spot was maximally
on. A list containing the positions of all peaks and the entire
set of raw data was imported into Mathematica (www.
wolfram.com) for subsequent analysis. Imported peak posi-
tions were corrected to coincide with the brightest pixel of
each identiﬁed peak.
Second, using the corrected peak positions, the integrated
number of counts for each peak in each image frame was
calculated by adding the pixel values over an 11 3 11-pixel
region of interest centered on the determined peak position,
i.e.,
J ¼ +
5
i¼5
+
5
j¼5
Iij; (1)
where J denotes the integrated number of counts, Iij denotes
the counts detected at pixel position (i,j), and the maximum
counts were observed at pixels i¼ 0 and j¼ 0. The integrated
peak intensities were plotted as a function of image frame and
examined as a function of time for each peak (Fig. 1 b). His-
tograms of the integrated intensities for each peak were also
generated and examined (Fig. 1 c). In most cases, discrete
intensity levels were observed that were indicative of single
QDs blinking ‘‘on’’ and ‘‘off’’ as a function of time.
Third, to identify single QDs and to determine the range in
the intensities of the ‘‘on’’ states, a histogram of the inte-
grated peak intensities, J, was composed (data not shown).
This histogram was obtained by examining six time sequences
of images, each containing 600 frames. The bin width was
100 counts. The data set contained 231 peaks identiﬁed by
ImageJ, and therefore 138,600 points. The constructed histo-
gram was ﬁt to the sum of three 1D Gaussians, i.e.,
NðJÞ ¼ +
q
m¼0
Nm
sm
ﬃﬃﬃﬃﬃﬃ
2p
p exp ðJ  JmÞ
2
2s
2
m
 
; (2)
FIGURE 1 Identiﬁcation of single QDs. (a) A single image from a 600-
frame sequence acquired at 30 Hz of QDs immobilized on a glass coverslip
(scale bar, 4 mm). The full time sequence, which illustrates the observed QD
blinking, is shown as a movie in Supplementary Material. (b) The integrated
peak intensities, J (Eq. 1), of single blinking QDs typically showed distinct
ﬂuctuations as a function of time. (c) Histograms constructed from the 600
integrated peak intensities, J, for single QDs also typically showed distinct
‘‘on’’ and ‘‘off’’ states. (d) Cumulative histogram of the integrated inten-
sities derived from data for the 14 out of 26 diffraction-limited peaks in an
image sequence (of which one frame is shown in a) that were ﬁrmly iden-
tiﬁed as single QDs (8400 points) and the best ﬁt to the sum of two 1D
Gaussians (Eq. 2 with q ¼ 1). In b–d, the dashed line corresponds to the
integrated peak intensities, J¼ J16 1.64s1, indicative of a single QD being
in the ‘‘on’’ state, and the dotted line corresponds to the integrated peak
intensity, J ¼ J1 6 3.89s1, indicative of more than one QD being in the
‘‘on’’ state. In c and d, the leftmost peak arises from background (J0).
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with q ¼ 2. In Eq. 2, J0, J1, and J2 denote mean integrated
counts; s0, s1, and s2 denote distribution widths; N0, N1,
and N2 denote numbers of events; and ‘‘0’’ denotes the
background state, ‘‘1’’ denotes the state in which a single dot
is ﬂuorescing, and ‘‘2’’ denotes the state in which two dots
are ﬂuorescing. In this ﬁt, all variables except for the in-
dicator J were free parameters.
Fourth, the data set was reﬁned by excluding all peaks that
had ,5% of the frames in their time sequences with in-
tegrated intensities, J, greater than J0 1 2.58s0 (n ¼ 21),
indicating that the time sequence was composed primarily of
frames with background intensities. Peaks with .5% of the
frames in their time sequences with integrated intensities
greater than J1 1 1.64s1 (n ¼ 44), indicating overlapping
QDs, were also excluded. Further reﬁnement was carried out
by ﬁtting the histogram of the remaining 166 peaks to the
sum of two 1D Gaussians (Eq. 2 with q ¼ 1) and by reject-
ing all peaks that had ,10% of the frames in their time se-
quences with an integrated peak intensity, J, within J1 6
1.64s1, indicating single ﬂuorescing QDs (n ¼ 47). Thus,
119 peaks remained out of the original 231.
Finally, the cumulative histogram of the integrated
intensities of the remaining 119 peaks was ﬁt to Eq. 2 with
q ¼ 1 to establish the means and standard deviations of the
‘‘on’’ and ‘‘off’’ integrated intensities for single QDs (data
not shown). These ﬁtted values were found to be 80206 160
events for the ‘‘off’’ state and 10,580 6 720 events for the
‘‘on’’ state. The mean background-corrected integrated in-
tensity of a single ﬂuorescing QD, under the imaging con-
ditions that were used, was determined arithmetically from
these ﬁtted parameters to be 2560 6 740.
Spatial mapping of single QDs
Subsequent analysis, in preparation for modeling QD pairs,
was limited to a single time sequence, one frame of which is
shown in Fig. 1 a. In this sequence, 14 out of 26 diffraction-
limited spots were identiﬁed as single QDs using the criteria
described above. The best ﬁt of the histogram of the inte-
grated intensities of these 14 peaks to Eq. 2 with q ¼ 1
established the means and standard deviations of the ‘‘on’’
and ‘‘off’’ intensity states for single QDs in this set (Fig. 1 d).
The ﬁtted values for this time sequence were found to be in
agreement with the values determined for the other ﬁve time
sequences, and were J0 6 s0 ¼ 7980 6 120 for the ‘‘off’’
state and J16 s1 ¼ 10,5206 470 for the ‘‘single on’’ state.
These parameters were used in the subsequent selection of
frames to be analyzed for subpixel positions.
The spatial centroids of identiﬁed single QDs in the cho-
sen sequence were determined by taking regions of interest
(11 3 11 pixels) surrounding each diffraction-limited spot.
For each peak, frames having integrated intensities within
J1 6 1.64s1, indicating that the dot was in the ‘‘on’’ state,
were selected for further analysis. Different peaks (denoted
by index k) thus contained different numbers, Nk, of an-
alyzed frames (denoted below by index p). Single QDs were
in their ‘‘on’’ state for an average of Nk ¼ 403 6 159 out of
600 total frames (67 6 27% of total time in the ‘‘on’’ state),
with a range of 57 (10% of time in ‘‘on’’ state) to 539 (90%
of time in ‘‘on’’ state) frames. In some cases, only sequential
frames were analyzed; in other cases, all retained frames for a
given dot were analyzed (see below).
The counts found in pixel (i,j) for the kth dot and the pth
frame, Ikpij , were ﬁt to the PSF of themicroscope, which is com-
monly approximated by a 2D spatial Gaussian (17,21,22); i.e.,
I
kp
ij ¼ I01
I1
2pw
2 exp 
ðih xkpÞ21 ðjh ykpÞ2
2w
2
 
: (3)
In Eq. 3, I0 is the mean intensity per pixel of the ‘‘off’’ state,
I1 is related to the maximum background-corrected pixel
intensity of the ‘‘on’’ state, w is the PSF width, h¼ 108 nm is
the pixel width, and the coordinate is the spatial centroid. For
curve-ﬁtting to Eq. 3, all variables were free parameters for
each dot (k) and each frame (p), except for the pixel size, h,
and the pixel position indicators -5 # i,j # 5.
For each dot, the mean position (denoted by coordinates
Æxæ and Æyæ) and the standard deviations of the position
coordinates (denoted by ÆD2xæ
1=2 and ÆD2yæ
1=2), were cal-
culated as
fÆxæ; Æyæg ¼ 1
Nk
+
Nk
p¼1
fxkp; ykpg
fÆD2xæ; ÆD2yæg ¼
1
Nk  1 +
Nk
p¼1
fðxkp  ÆxæÞ2; ðykp  ÆyæÞ2g: (4)
Note that the index (k) has been omitted from the left sides of
Eq. 4 and that in subsequent discussion it should be un-
derstood that all analyses were carried out with the values
of these parameters corresponding to the appropriate time
sequence. Fits that resulted in positions fxkp, ykpg which
deviated from the arithmetic mean of all ﬁtted points by more
than an expected conﬁdence level (1 (4Nk)1) given by the
actual number of ﬁtted frames were rejected. The total
number of analyzed frames for the 14 identiﬁed single QDs
that met all criteria was 5599. The PSF width, averaged over
these frames, was w ¼ 170 6 13 nm, consistent with ex-
pectations for conventional optical resolution.
A representative distribution of centroids fxkp, ykpg for
a single QD is shown in Fig. 2 a along with the average
position fÆxæ,Æyæg. The average positions for the 14 selected
single QDs were randomly distributed around the center
pixel as expected (Fig. 2 b). The known distances of separa-
tion for the 91 dot pairs, calculated from the single dot
positions, ranged from 136 17 nm to 1216 16 nm (Fig. 2 c).
The precisions with which single QDs could be positioned
were found to depend on the number of sequential frames
that were analyzed for a given dot (Fig. 2 d). The average
values for all QDs ranged from ÆD2xæ
1=2 ¼ 7.6 6 6.1 nm for
adjacent frames to 126 1.6 nm for all retained frames along
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the x axis; and ÆD2yæ
1=2 ¼ 6:76 5:4 nm for adjacent frames to
8.9 6 0.9 nm for all retained frames along the y axis. The
discrepancy of larger standard deviations of the centroid
values along the x axis as opposed to the y axis is likely in
part due to the greater stage drift observed along the x axis
(1.0 6 0.5 nm/s) compared to the y axis (0.3 6 0.2 nm/s)
during the measurement.
Spatial mapping of two simulated nearby
QDs by blinking
The accuracy with which the centroid positions of two
nearby QDs could be resolved by blinking was determined
by overlapping all possible combinations of the previously
characterized 14 single QDs from the ﬁrst time sequence into
a total of 91 QD pairs. In doing so, regions of interest (11 3
11 pixels) surrounding the diffraction-limited spots of each
QD pair, for each time frame, were added pixel by pixel to
generate 91 new time sequences. The time sequences of
overlapped QD pairs were analyzed to obtain the positions of
the single dots and the distances between them, without prior
knowledge of the original single dot positions, as described
in this section.
For each frame (p) of the time sequences of all dot pairs
(k,‘), integrated peak intensities, denoted by Jk‘p, were calcu-
lated by adding the pixel values over the modiﬁed 11 3
11-pixel regions of interest, as deﬁned above (Eq. 1). A count
value of 7980 (J0; see above) was subtracted from the inte-
grated peak values to correct for the background intensity of
one of the two added frames. A histogram of the integrated
peak intensities was generated by arranging the 91 3 600 ¼
54,600 values of Jk‘p into 100-count bins (Fig. 3 a). Discrete
intensity levels were again observed, indicative of two su-
perimposed QDs blinking ‘‘on’’ and ‘‘off’’ as a function of
time.The best ﬁt of the histogram toEq. 2with q¼2gave J06
s0¼ 80706 210 for the ‘‘off’’ state, J16 s1¼ 10,6706 540
for the ‘‘single on’’ state, and J26 s2¼ 13,0806 670 for the
‘‘simultaneous on’’ state. Thus, the mean integrated intensi-
ties above background of the ‘‘single on’’ and the ‘‘simulta-
neouson’’ stateswere25906580and50106700, respectively,
or an overall mean intensity for single ﬂuorescing QDs of
FIGURE 2 Spatial mapping of single QDs. (a) Representative plot of the
ﬁtted spatial centroids (6 asymptotic standard error) of a single QD for all
image frames (394 out of 600) that had integrated peak intensities within
J1 6 1.64s1, indicative of a single QD, and the mean ﬁtted position (white)
of the single QD superimposed on the approximate pixel array of our optical
system (pixel size, 108 nm). (b) Mean spatial centroids of 14 single QDs
identiﬁed in Fig. 1 a superimposed on the approximate pixel array of our
imaging system (pixel size, 108 nm) were randomly distributed. (c) Sep-
aration distances between all 91 possible pairs of QD ranged from 13 to 121
nm. (d) Mean precisions (6 SE) (ÆD2xæ
1=2N1=2, ÆD2yæ
1=2N1=2) for mapping
a single QD along the x (triangles) and y (squares) axes increased as a
function of the number (Nk) of sequential frames that were averaged.
FIGURE 3 Spatial mapping of QD pairs. (a) A histogram of the integrated
intensities per frame, J, of all 91 pairs of QDs shows three distinct intensity
states. The number of points used to generate the plot was 91 3 600 ¼
54,600. The solid line shows the best ﬁt to the sum of three 1D Gaussians
(Eq. 2 with q ¼ 2). (b–d) Representative example of a QD pair with a
separation distance of 39 6 18 nm. (b) The integrated peak intensities, J, of
the QD pair as a function of time show intensity levels corresponding to all
three states. (c) Fitted spatial centroids (6 asymptotic standard error) of the
QD pair when both QDs are simultaneously ‘‘on’’ give a single mean ﬁtted
position (white). (d) Fitted spatial centroids (6 asymptotic standard error) of
the QD pair when the QDs are separately ‘‘on’’ give two separate ﬁtted mean
QD positions (white). In a and b, the dashed line corresponds to the
integrated peak intensities, J¼ J16 1.64s1, indicative of a single QD being
in the ‘‘on’’ state, and the dotted line corresponds to the integrated peak
intensity, J ¼ J1 1 3.89s1, indicating that more than a single QD is in the
‘‘on’’ state. The ﬁtted distance of separation in this case was found to be
34 6 14 nm, whereas the errors in the ﬁtted positions of the two QDs were
found to be 9 6 17 nm and 4 6 16 nm.
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25006 520, consistent with expectations. Fig. 3 b shows the
time ﬂuctuations in Jk‘p for a typical overlapped sequence.
Using criteria similar to those established for single QDs,
all frames from all dot pairs that had integrated peak inten-
sities, Jk‘p, within J1 6 1.64s1, indicative of only one of the
two QDs being in the ‘‘on’’ state, were identiﬁed. For each
frame p in each sequence (k,‘), the pixel counts Isk‘pij were ﬁt
to Eq. 3. All variables except for i, j, and h were free param-
eters; i.e., the mean intensity per pixel of the ‘‘off’’ state, I0,
the parameter related to the maximum pixel intensity of the
‘‘on’’ state, I1, the PSF width, w, and the centroid coordi-
nates xsk‘p and ysk‘p. In addition, all frames with a value of
Jk‘p . J1 1 3.89s1, indicative of both QDs being in their
‘‘on’’ state simultaneously, were identiﬁed. Alternatively, in
rare cases where,10 frames met the ‘‘simultaneous on’’ state
criterion, the 10 frames that had the greatest values of Jk‘p
were identiﬁed. The pixel counts Idk‘pij from these frames were
also ﬁt to Eq. 3, with free parameters I0, I1, w, xdk‘p, and ydk‘p.
For both ‘‘single on’’ and ‘‘simultaneous on’’ sets, frames
that had ﬁtted centroid positions outside of the 95% con-
ﬁdence level of the mean or that (very rarely) had standard
errors in the centroid position returned from the ﬁt of zero or
.50 nmwere removed from the data set. The retained frames
corresponded to overlapped QDs in the ‘‘single on’’ state for
an average of 188 6 131 out of 600 total frames (31 6 22%
of total time) with a range of 24 frames (4.0% of time) to 448
(75% of time). Retained frames for the ‘‘simultaneous on’’
state had an average of 293 6 167 out of 600 frames (49 6
28% of time) with a range of 10 (1.7% of time) to 507 (85%
of time). From the retained frames, the following eight
average values for each overlapped time sequence (k,‘) were
calculated for use in subsequent analysis:
fÆxsæ; Æysæg ¼ 1
Nsk‘
+
Nsk‘
p¼1
fxsk‘p; ysk‘pg
fÆD2sxæ; ÆD2syæg ¼
1
Nsk‘  1 +
Nsk‘
p¼1
fðxsk‘p  ÆxsæÞ2; ðysk‘p  ÆysæÞ2g
fÆxdæ; Æydæg ¼ 1
Ndk‘
+
Ndk‘
p¼1
fxdk‘p; ydk‘pg
fÆD2dxæ; ÆD2dyæg ¼
1
Ndk‘  1 +
Ndk‘
p¼1
fðxdk‘p  ÆxdæÞ2; ðydk‘p  ÆydæÞ2g;
(5)
where Nsk‘ and Ndk‘ were the number of ‘‘single on’’ and
‘‘double on’’ retained frames for a given sequence (k,‘). Note
that the indices (k, ‘) have been omitted from the left sides of
Eq. 5 and that in subsequent discussion it should be under-
stood that all analyseswere carried outwith the values of these
parameters corresponding to the appropriate time sequence.
Previously determined centroid coordinates of frames (p)
corresponding to the ‘‘simultaneous on’’ state fxdk‘p,ydk‘pg
for each overlapped sequence (k,‘) were used to assemble
2D spatial histograms, Dij, with a bin width of s ¼ 20 nm
(Fig. 3 c). These ‘‘double on’’ histograms were ﬁt to
Dij ¼ D
2ps
2
d
exp ðis xdÞ
21 ðjs ydÞ2
2s
2
d
 
; (6)
with the bin width s ﬁxed at its known value and with free
parameters D, xd, yd, and sd. The starting conditions for the
ﬁt of these ‘‘double on’’ histograms to Eq. 6 were Æxdæ, Æydæ,
and sd ¼ 15 nm (see Eq. 5). The ﬁts to Eq. 6, which are less
sensitive to outliers than are the calculated mean values from
Eq. 5, generated best-ﬁt values of the free parameters,
denoted by xd; yd, and sd for each time sequence.
In principle, the centroids from frames designated as
arising from the ‘‘single on’’ state from the overlapped time
sequence of a given dot pair should correspond to the sum of
two 2D spatial Gaussians with the two centroids equal to the
positions of the two dots. This concept is the central tenet of
the work described here. Thus, 2D spatial histograms, de-
noted as Sij, of the previously determined centroid coordi-
nates fxsk‘p,ysk‘pgwere constructed from all retained ‘‘single
on’’ frames (p) in each of the 91 overlapped sequences,
with a bin width of s ¼ 20 nm (Fig. 3 d). The histograms
were ﬁt to
Sij ¼ +
2
m¼1
Sm
2ps
2
sm
exp ðis xsmÞ
21 ðjs ysmÞ2
2s
2
sm
 
; (7)
with s ﬁxed at its known value and with all other variables as
free parameters except for the position indices i and j. Two
ﬁts for each dot pair were carried out. The starting conditions
for these ﬁts were determined from the ‘‘simultaneous on’’
centroids obtained by analysis with Eq. 6 and the ‘‘single
on’’ standard deviations determined from Eq. 5 (see Ap-
pendix A). The results of the ﬁt with the lower x2 value were
retained for subsequent analysis and are denoted as
xs1; ys1;ss1; xs2; ys2, and ss2.
In the simplest case, for a given dot pair, the best-ﬁt
centroid position for the ‘‘simultaneous on’’ state fxd; ydg
(Eq. 6) should be roughly positioned in the center of, and
equidistant from, the two best-ﬁt centroid positions of the
‘‘single on’’ state, fxs1; ys1g and fxs2; ys2g (Eq. 7). For many
dot pairs, this condition was satisﬁed, but for some it was
not. Therefore, two ‘‘special case’’ reﬁnements were in-
cluded in the algorithm (see Appendix B).
The accuracy with which the individual positions of two
superimposed QDs could be resolved by blinking was
evaluated by comparing the ﬁtted distances of separation
between pairs of QDs to the calculated distances determined
from the centroid positions of each single QD, and by com-
paring the ﬁtted centroid position of each single QD to its
previously determined centroid position. A plot of the ﬁtted
distance versus the actual distance of separation was well ﬁt
by a straight line with a slope of 0.91 6 0.02 (R2 ¼ 0.94)
(Fig. 4 a). This result indicates that spatial information can
be extracted with good accuracy over the entire distance
range that was studied. (However, the algorithm does
slightly underestimate the distances by ;10%). The mean
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error of the ﬁtted distance of separation was determined to be
11 6 3 nm (n ¼ 91) where the range of values is shown in
Fig. 4 b. The mean error of recovered positions of super-
imposed QDs was determined to be 9 6 1 nm (n ¼ 182),
where the range of values is shown in Fig. 4 c.
Measuring end-to-end length of 122-bp dsDNA
Having determined that we can accurately ﬁnd the positions
of two simulated nearby QDs, we next applied our analysis
to a set of images of QDs that had been preincubated with a
biotinylated 122-bp-dsDNA fragment. This DNA fragment
is shorter than the persistence length of DNA of ;150
basepairs and hence should have an approximate length of 42
nm (122 bp 3 3.4 A˚/bp DNA). These measurements were
done at low QD densities to minimize the occurrence of
random two-QD aggregates.
New intensity criteria were established as before for 176
peaks (105,600 points) and the resulting intensity histogram
was ﬁt to Eq. 2 with q ¼ 2. This resulted in mean integrated
peak intensities and distribution widths (Jm6 sm) of 55106
140, 7060 6 760, and 9680 6 680, respectively. All points
that had.10% of frames with an integrated intensity greater
than J1 1 1.64s1 but ,10% of frames greater than J2 1
1.64s2 were identiﬁed as representing two closely spaced
QDs. For the set analyzed, 25 out of 176 peaks were iden-
tiﬁed as representing two closely spaced QDs.
Using criteria similar to those established for determining
the centroid positions of two nearby overlapped QDs, all
frames that had integrated peak intensities, Jk‘p, within J1 6
1.64s1, indicative of only one of the two QDs being in the
‘‘on’’ state, were identiﬁed. For each frame p in each se-
quence (k,‘), the pixel counts Isk‘pij were ﬁt to Eq. 3, as before.
In addition, all frames with a value of Jk‘p within J26 1.64s2,
indicative of both QDs being in their ‘‘on’’ state simulta-
neously, were identiﬁed. The pixel counts Idk‘pij from these
frames were also ﬁt to Eq. 3, as before. For the purposes of
this analysis, stage drift was corrected for by ﬁrst identifying
the single QD in a particular image sequence that had the
most number of frames in the ‘‘on’’ state over the largest range
of frames. The centroid coordinates of these single QDs were
then determined as before and the resulting values as a func-
tion of the frame numbers were curve ﬁt to a second-order
polynomial. The resulting ﬁtting parameters were then used
to correct for drift for that particular image sequence. The
average ﬁtted centroid coordinates of each of two nearby
spaced QDs were then determined from these drift-corrected
values as before using Eqs. 5–7.
The ﬁnal results from the analysis of peaks identiﬁed as
representing two nearby overlapped QDs with or without
122-bp dsDNA are shown in Fig. 5 a. These results are com-
plicated by the presence of QD aggregates even in the
absence of cross-linking DNA. However, in all instances
observed, at the low QD densities used, the distances of
separation without DNA ranged from only a few nanometers
to ,30 nm. These distances are all consistent with one of
two types of QD aggregates: one in which two separate QD
cores are contained within the same water stabilizing poly-
meric coating and one in which two separately water stabi-
lized QDs have aggregated. We determined the mean and
standard deviation of the distance of separation in the absence
of DNA to be 19 6 13 nm by curve-ﬁtting the histogram of
observed distances to a single 1D spatial Gaussian (Eq. 2
with q ¼ 1). In the presence of 122-bp dsDNA, we observed
additional aggregates with a greater distance of separation. In
this case, we determined the mean and standard deviation of
the distances of separation of the aggregates to be 276 19 nm
and 48 6 9 nm by curve-ﬁtting the histogram of ob-
served distances of separation to the sum of two spatial
1D Gaussians (Eq. 2 with q ¼ 2). A typical example of
the larger aggregates in the presence of DNA is shown in
Fig. 5 b.
FIGURE 4 Accuracy of spatial mapping of QD pairs. (a) The ﬁtted dis-
tance of separation plotted versus the actual calculated distance of separation
was well ﬁt to a line with a slope of 0.916 0.02 (R2¼ 0.94). (b and c) Mean
accuracy of the ﬁtted distances (91 points) and positions (182 points),
respectively, as a function of the actual distance of separationwith 10 nm bins
(91 points). The number of data points for each distance is shown in Fig. 2 c.
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DISCUSSION
We have introduced a monochromatic single-molecule ﬂuo-
rescence imaging method that can accurately determine ab-
solute positions of and distances between two QDs to within
tens of nanometers. This method takes advantage of QD
blinking to separately image each single QD and the over-
lapping QD pair to determine subpixel positions of each QD.
We have shown that with the imaging conditions used, we
can map a single stationary QD with a precision of ;10 nm
over a sequence of 600 frames acquired at 30 Hz. We have
further shown that we can determine the positions of each
separate QD in a QD pair and measure the distance between
pairs of QDs to a mean accuracy of ;10 nm over a range of
distances stretching from 15 to 120 nm. Because the mini-
mum distance of separation that could physically occur is the
diameter of single QDs, which has been reported to be ;15
nm (34), this approach could in theory be used to measure
distances that exceed the minimum separation distances
by just a few nanometers. The validity of this method for
measuring actual distances on nanometer-size scales was
conﬁrmed by measuring the end-to-end length of a 122-bp-
dsDNA fragment to be 48 6 9 nm (mean 6 SD). This
distance is slightly greater than the theoretical persistence
length of a DNA fragment of this size. This slight discre-
pancy is likely a result of the added size that QDs themselves
add to the length measurement. In addition, these mea-
surements are currently further restricted by the presence
of spontaneous QD aggregates. These aggregates effectively
limit length measurements by this method to those
.;30 nm.
In the ideal case for this method, an acquired time se-
quence of a blinking QD pair should contain multiple image
frames of the PSF of each single QD and the centroids of
each QD should be spatially separated. In practice, however,
we observed a number of overlapped time sequences in
which a majority of the frames that were indicative of a single
QD ‘‘on’’ state arose from only one of the two QDs. In
addition, there was frequently overlap between the two ﬁtted
centroids from ‘‘single on’’ frames which sometimes resulted
in the two positions for the single QDs not adequately
framing the ‘‘double on’’ centroid. In both cases, however,
we found that the positions of each single QD in a QD pair
could be accurately determined by using the ﬁtted mean
spatial centroid of the ‘‘double on’’ frames, both as a starting
point for ﬁtting the ‘‘single on’’ frames and as a reference
point to which the ﬁtted spatial centroids of single QDs could
be compared to and adjusted if necessary (see Appendix B).
Even in cases where we only obtained ﬁtted spatial centroids
for one of the two QDs in a QD pair, we could accurately
determine the position of each QD by also using the ﬁtted
mean spatial centroid of the overlapping QDs. Hence, to use
this analysis method to accurately map each single QD in a
QD pair, the image time sequence should at a minimum
contain either frames where each QD is on separately or
frames where only a single QD is on, as well as frames where
both QDs are on simultaneously.
The approach of using the integrated peak intensities to
identify frames that represent single QDs or overlapping QDs
and then ﬁtting the results separately should also work for
larger QD aggregates. For example, in the case of a QD ag-
gregate consisting of three overlapping QDs, frames repre-
senting one, two, and three QDs in their ‘‘on’’ states would
have to be identiﬁed and ﬁt separately. The mean position for
the case where all three QDs are simultaneously in their
‘‘on’’ states would then be determined and used as a starting
point to locate the three possible positions in the case where
two QDs are simultaneously in their ‘‘on’’ states. These
positions would then be used to locate the positions of the
three single QDs that made up the aggregate.
If the problem with the presence of spontaneous QD
aggregates can be solved, this method of using QD blinking
to determine distances between pairs of QDs has several
advantages over alternative techniques. First of all, use of QDs
is not limited by photobleaching, hence enabling long-time
FIGURE 5 End-to-end distance of 122-bp dsDNA. (a) A histogram of the
frequency of events of the distance of separation between two nearby QDs
with 10-nm bins. The observed distances of separation in the absence of
DNA (open bars; N ¼ 12) are ,30 nm, whereas several of the observed
distances of separation in the presence of DNA (solid bars; N¼ 24) are.30
nm. We determined the mean and standard deviation of the distance of
separation in the absence of DNA to be 19 6 13 nm (R2 ¼ 0.97) by curve-
ﬁtting the observed distance distribution to a single 1D spatial Gaussian
(dashed lines). We determined the means and standard deviations of the
aggregates in the presence of DNA to be 27 6 19 nm and 486 9 nm (R2 ¼
0.96) by curve-ﬁtting the observed distance distribution to the sum of two
1D spatial Gaussians (dot-dashed line). (b) A typical example of a QD
aggregate in the presence of 122-bp dsDNA. These two nearby QDs were
found to be separated by 47 6 16 nm.
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studies of distance measurements, as compared to techniques
that rely on conventional ﬂuorophores. QDs are also much
brighter than conventional ﬂuorophores, which allows for
higher sampling rates and at a higher spatial resolution than
would be the case with conventional ﬂuorophores. Worth
noting is that the use of blinking to determine submicro-
scopic distances is not necessarily limited to QDs, as organic
ﬂuorophores also exhibit intermittency in their ﬂuorescence
emission. Particularly interesting is the possible use of mo-
lecular optical switches, which can be controllably and re-
versibly converted between ﬂuorescent and nonﬂuorescent
states (34).
Additionally, the described method has the potential for
characterizing submicroscopic clusters such as putativemem-
brane lipid microdomains or rafts in live cells at a resolution
that approaches that of transmission electron microscopy (3).
In studies of submicroscopic clusters on living cell mem-
branes, however, the lifetime of the clusters must be at least
twice that of the sampling acquisition rate and ideally much
longer. This method could also potentially be used to study
biopolymer reorganization by monitoring the time course of
deviations in the absolute distance between two adjacent
QDs that had been attached to the biopolymer of interest.
This method would likely require the immobilization of one
QD and, hence, one end of the biopolymer, with the other
end of the biopolymer remaining mobile. The caveat of
studying biopolymer reorganization by this method, how-
ever, is that for a conformational change to be quantiﬁable,
the distance between the two QDs has to deviate by.10 nm.
In either case, the use of QDs would potentially allow one to
study the time course of aggregation or reorganization over
length scales ranging from micrometers down to just 10 nm,
and over long periods of time.
Finally, we point out that another group has recently and
independently developed a QD ﬂuctuating analysis method
for spatially separating adjacentQDs (35). The two approaches
differ primarily by the method by which the subpixel posi-
tions of adjacent QDs are resolved. In the approach by Lidke
et al. (35), independent component analysis was used to
decompose an entire image sequence of two closely spaced,
immobile, intensity ﬂuctuating QDs into two separate single
images of each ﬂuctuating QD. The subpixel positions of the
resulting images of single QDs were subsequently obtained
by use of standard single-particle localization techniques. It
is important to note that in the approach by Lidke et al., only
QD intensity ﬂuctuations, rather than discrete on-off blink-
ing, are required. The disadvantage, however is that the
independent component analysis approach is not amendable
for mapping changes in QD positions over time. In contrast,
in our approach, the discrete on-off blinking is required. We
ﬁt all image frames in an image sequence that meets a certain
established ﬂuorescence intensity criteria to Eq. 3. Although
in this work we have applied this analysis technique to mea-
sure distances of separation between stationary QDs, this is
not a requirement. In principle, our approach can be ex-
tended to using QD blinking to obtain spatial dynamics by
monitoring changes in subpixel positions over time rather
than averaging positions as was done here. Using this ap-
proach, it may be possible to obtain spatial dynamics about a
variety of biologically relevant processes, including measur-
ing the folding or unfolding of large biopolymers, as well as
for obtaining size measurements of transient cell signaling
clusters in the plasma membrane of live cells. In addition, in
contrast to the earlier method, we observe discrete QD peak
intensities that can be used to predict the number of QDs
present in a QD aggregate. It is possible that this difference
relates to the particular QDs that were used. In our case, we
have used QDs emitting at 605 nm (QD605), whereas in the
previous example, QDs emitting at 655 nm (QD655) were
used (35). It has been our experience that the QD605s are far
more likely to be in their ‘‘on’’ intensity state than the
QD655s (data not shown). Although this may be detrimental
to the eventual rate at which one can measure distances of
separation by QD blinking, the greater stability of QD605s
are more likely to lead to establishment of discrete intensity
states.
APPENDIX A: STARTING CONDITIONS FOR
FITTING TO EQ. 7
The starting conditions for these ﬁts were determined from the ‘‘simulta-
neous on’’ centroids obtained by analysis with Eq. 6 and the ‘‘single on’’
standard deviations determined from Eq. 5. In the ﬁrst ﬁt of Sij to Eq. 7, the
starting conditions were
xs1 ¼ xd1 ÆD2sxæ1=2 ys1 ¼ yd1 ÆD2syæ1=2
xs2 ¼ xd  ÆD2sxæ1=2 ys2 ¼ yd  ÆD2syæ1=2: (A1)
In the second ﬁt, the starting conditions were
xs1 ¼ xd  ÆD2sxæ1=2 ys1 ¼ yd1 ÆD2syæ1=2
xs2 ¼ xd1 ÆD2sxæ1=2 ys2 ¼ yd  ÆD2syæ1=2: (A2)
These conditions correspond to dots placed approximately at
f145,135g or f45,1135g relative to the ‘‘double on’’ centroid. In
future work, investigating a wider range of starting conditions for ﬁts to Eq. 7
might improve the overall results of the data analysis procedure.
APPENDIX B: SPECIAL CASE REFINEMENTS OF
FITTED POSITIONS
First, the best-ﬁt centroid positions for each dot pair were examined. If both
xs1 and xs2 were greater than xd1sd or less than xd  sd, or if both ys1 and
ys2 were greater than yd1sd or less than yd  sd, the centroids for the two
‘‘single on’’ states did not adequately frame the centroid of the ‘‘double on’’
state. In this case, only one of the two ﬁtted ‘‘single on’’ centroid positions
was retained and the second dot was assumed to be positioned at an equal,
but opposite, distance from the retained single dot centroid relative to the
centroid of the ‘‘double on’’ state. The decision about which of the two
single QD centroid positions to retain was based on the best-ﬁt amplitudes of
the terms in Eq. 7, as well as the distances between the single QD positions
and the position of the overlapping QDs. These distances were calculated as
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r
2
1 ¼ ðxs1  xdÞ21 ðys1  ydÞ2
r
2
2 ¼ ðxs2  xdÞ21 ðys2  ydÞ2; (B1)
and compared to an arbitrary cut-off value of r¼ 10 nm. If r1. r and r2, r,
the centroid position fxs1; ys1g was retained; similarly, if r2 . r and r1 , r,
the centroid position fxs2; ys2g was retained. If both r1 . r and r2 . r, the
centroid for the peak with the larger amplitude was retained. No correction
was made in cases where both r1 and r2 were ,r.
A second reﬁnement was made for cases where 1), neither of the
arithmetic mean positions Æxsæ and Æysæ of the ‘‘single on’’ states were within
one standard deviation of the arithmetic mean position for the ‘‘simultaneous
on’’ state fÆxdæ6 ÆD2dxæ1=2,Æydæ6 ÆD2dyæ1=2g; 2), one, but not the other, of the
two ﬁtted mean positions ffxs1; ys1g, fxs2; ys2gg were within one standard
deviation of the ﬁtted ‘‘simultaneous on’’ state position fxd6sd; yd6sdg;
and 3), the arithmetic mean standard deviations, ÆD2sxæ
1=2
and ÆD2syæ
1=2
were
.20 nm. In these cases, the ﬁtted mean position of single QDs that fell
outside of one standard deviation of the ﬁtted mean centroid position of the
overlapping QDs was retained and used to calculate the mean centroid
position of the other single QD arithmetically as before.
These two reﬁnements identiﬁed and corrected cases where one, but not
the other, of the ﬁtted mean positions of single QDs was with some certainty
coincident with the ﬁtted mean position of the overlapping QDs. This
complication typically occurred when there were very few ﬁtted points for
one out of the two overlapping QDs or when one of the two QDs was
primarily in either the ‘‘off’’ or ‘‘on’’ state. In addition, in cases where both
single QDs were dimmer than the mean intensity of all single QDs, there
may have been a signiﬁcant contribution of simultaneous ‘‘on’’ states to the
frames that were identiﬁed as those representing only a single QD in the
‘‘on’’ state. This artifactual inclusion of ‘‘simultaneous on’’ frames in
the ‘‘single on’’ set could also have occurred for frames where both QDs
were in their ‘‘on’’ states for only a fraction of the image acquisition time.
Such misassignments can lead to an additional peak in the 3D histogram that
is generated from all ﬁtted points (Eq. 2 with q ¼ 2 (Fig. 3 a)).
SUPPLEMENTARY MATERIAL
An online supplement to this article can be found by visiting
BJ Online at http://www.biophysj.org.
We thank Alan S. Waggoner for helpful assistance.
This work was supported by National Institutes of Health grants GM-41402
and GM-64346 and by National Science Foundation grant MCB-0130589.
REFERENCES
1. Smith, A. E., and A. Helenius. 2004. How viruses enter animal cells.
Science. 304:237–242.
2. Holowka, D., and B. Baird. 2001. Fc(epsilon)RI as a paradigm for a
lipid raft-dependent receptor in hematopoietic cells. Semin. Immunol.
13:99–105.
3. Lagerholm, B. C., G. E. Weinreb, K. Jacobson, and N. L. Thompson.
2005. Detecting microdomains in intact cell membranes. Annu. Rev.
Phys. Chem. 56:309–336.
4. Chu, S. 2003. Biology and polymer physics at the single-molecule
level. Philos. Trans. R. Soc. Lond. A. 361:689–698.
5. Wallrabe,H.,M.Elangovan,A.Burchard,A. Periasamy, andM.Barroso.
2003. Confocal FRET microscopy to measure clustering of ligand-
receptor complexes in endocytic membranes. Biophys. J. 85:559–571.
6. Sonnichsen, C., B. M. Reinhard, J. Liphardt, and A. P. Alivisatos.
2005. A molecular ruler based on plasmon coupling of single gold and
silver nanoparticles. Nat. Biotechnol. 23:741–745.
7. Thompson, N. L., and J. K. Pero. 2006. Total internal reﬂection: ﬂuo-
rescence correlation spectroscopy. In Reviews in Fluorescence. C. D.
Geddes and J.R.Lakowicz, editors.KluwerAcademic/Plenum,NewYork.
8. Lieto, A. M., R. C. Cush, and N. L. Thompson. 2003. Ligand-receptor
kinetics measured by total internal reﬂection with ﬂuorescence cor-
relation spectroscopy. Biophys. J. 85:3294–3302.
9. Aslan, K., I. Gryczynski, J. Malicka, E. Matveeva, J. R. Lakowicz, and
C. D. Geddes. 2005. Metal-enhanced ﬂuorescence: an emerging tool in
biotechnology. Curr. Opin. Biotechnol. 16:55–62.
10. Levene, M. J., J. Korlach, S. W. Turner, M. Foquet, H. G. Craighead,
and W. W. Webb. 2003. Zero-mode waveguides for single-molecule
analysis at high concentrations. Science. 299:682–686.
11. Klar, T. A., S. Jakobs, M. Dyba, A. Egner, and S. W. Hell. 2000.
Fluorescence microscopy with diffraction resolution barrier broken by
stimulated emission. Proc. Natl. Acad. Sci. USA. 97:8206–8210.
12. Krishnan, R. V., R. Varma, and S. Mayor. 2001. Fluorescence methods
to probe nanometer-scale organization of molecules in living cell mem-
branes. J. Fluoresc. 11:211–226.
13. Axelrod, D. 2001. Selective imaging of surface ﬂuorescence with very
high aperture microscope objectives. J. Biomed. Opt. 6:6–13.
14. Ruckstuhl, T., A. Walser, D. Verdes, and S. Seeger. 2005. Confocal
reader for biochip screening and ﬂuorescence microscopy. Biosens.
Bioelectron. 20:1872–1877.
15. Foquet, M., J. Korlach, W. R. Zipfel, W. W. Webb, and H. G.
Craighead. 2004. Focal volume conﬁnement by submicrometer-sized
ﬂuidic channels. Anal. Chem. 76:1618–1626.
16. Yildiz, A., J. N. Forkey, S. A. McKinney, T. Ha, Y. E. Goldman, and P.
R. Selvin. 2003. Myosin V walks hand-over-hand: single ﬂuorophore
imaging with 1.5-nm localization. Science. 300:2061–2065.
17. Thompson, R. E., D. R. Larson, and W. W. Webb. 2002. Precise
nanometer localization analysis for individual ﬂuorescent probes.
Biophys. J. 82:2775–2783.
18. Saxton,M. J., andK. Jacobson. 1997. Single-particle tracking: applications
to membrane dynamics. Annu. Rev. Biophys. Biomol. Struct. 26:373–399.
19. Michalet, X., T. D. Lacoste, and S. Weiss. 2001. Ultrahigh-resolution
colocalization of spectrally separable point-like ﬂuorescent probes.
Methods. 25:87–102.
20. Lacoste, T. D., X. Michalet, F. Pinaud, D. S. Chemla, A. P. Alivisatos,
and S. Weiss. 2000. Ultrahigh-resolution multicolor colocalization of
single ﬂuorescent probes. Proc. Natl. Acad. Sci. USA. 97:9461–9466.
21. Gordon, M. P., T. Ha, and P. R. Selvin. 2004. Single-molecule high-
resolution imaging with photobleaching. Proc. Natl. Acad. Sci. USA.
101:6462–6465.
22. Qu, X. H., D. Wu, L. Mets, and N. F. Scherer. 2004. Nanometer-
localized multiple single-molecule ﬂuorescence microscopy. Proc.
Natl. Acad. Sci. USA. 101:11298–11303.
23. Gao, X., and S. Nie. 2003. Molecular proﬁling of single cells and tissue
specimens with quantum dots. Trends Biotechnol. 21:371–373.
24. Watson, A., X. Wu, and M. Bruchez. 2003. Lighting up cells with
quantum dots. Biotechniques. 34:296–300, 302–303.
25. Michalet, X., F. F. Pinaud, L. A. Bentolila, J. M. Tsay, S. Doose, J. J.
Li, G. Sundaresan, A. M. Wu, S. S. Gambhir, and S. Weiss. 2005.
Quantum dots for live cells, in vivo imaging, and diagnostics. Science.
307:538–544.
26. Jaiswal, J. K., and S.M. Simon. 2004. Potentials and pitfalls of ﬂuorescent
quantum dots for biological imaging. Trends Cell Biol. 14:497–504.
27. Hohng, S., and T. Ha. 2004. Near-complete suppression of quantum
dot blinking in ambient conditions. J. Am. Chem. Soc. 126:1324–1325.
28. Dahan, M., S. Levi, C. Luccardini, P. Rostaing, B. Riveau, and
A. Triller. 2003. Diffusion dynamics of glycine receptors revealed by
single-quantum dot tracking. Science. 302:442–445.
29. Lidke, D. S., P. Nagy, R. Heintzmann, D. J. Arndt-Jovin, J. N. Post, H.
E. Grecco, E. A. Jares-Erijman, and T. M. Jovin. 2004. Quantum dot
ligands provide new insights into erbB/HER receptor-mediated signal
transduction. Nat. Biotechnol. 22:198–203.
Submicroscopic Imaging with Quantum Dots 3059
Biophysical Journal 91(8) 3050–3060
30. Ma˚nsson, A., M. Sundberg, M. Balaz, R. Bunk, I. A. Nicholls,
P. Omling, S. Tagerud, and L. Montelius. 2004. In vitro sliding of actin
ﬁlaments labelled with single quantum dots. Biochem. Biophys. Res.
Commun. 314:529–534.
31. Wu, X., H. Liu, J. Liu, K. N. Haley, J. A. Treadway, J. P. Larson,
N. Ge, F. Peale, and M. P. Bruchez. 2003. Immunoﬂuorescent labeling
of cancer marker Her2 and other cellular targets with semiconductor
quantum dots. Nat. Biotechnol. 21:41–46.
32. Petruska, M. A., A. P. Bartko, and V. I. Klimov. 2004. An amphiphilic
approach to nanocrystal quantum dot-titania nanocomposites. J. Am.
Chem. Soc. 126:714–715.
33. Grecco, H. E., K. A. Lidke, R. Heintzmann, D. S. Lidke, C. Spagnuolo,
O. E. Martinez, E. A. Jares-Erijman, and T. M. Jovin. 2004. Ensemble
and single particle photophysical properties (two-photon excita-
tion, anisotropy, FRET, lifetime, spectral conversion) of commercial
quantum dots in solution and in live cells. Microsc. Res. Tech. 65:
169–179.
34. Sakata, T., Y. Yan, and G. Marriott. 2005. Family of site-selective molec-
ular optical switches. J. Org. Chem. 70:2009–2013.
35. Lidke, K. A., B. Rieger, T. M. Jovin, and R. Heintzmann. 2005. Super-
resolution by localization of quantum dots using blinking statistics.
Opt. Express. 13:7052–7062.
3060 Lagerholm et al.
Biophysical Journal 91(8) 3050–3060
