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 Abstract 
Graphical User Interfaces used to be mostly static, representing one software state after the 
other. However, animated transitions between these static states are an integral part in 
modern user interfaces and processes for both their design and implementation remain a 
challenge for designers and developers. 
This thesis proposes a process for designing interactive systems focusing on animations, 
along with an architecture for the definition and implementation of animation in user 
interfaces. The architecture proposes a two levels approach for defining a high-level view 
of an animation (focusing on animated objects, their properties to be animated and on the 
composition of animations) and a low-level one dealing with detailed aspects of animations 
such as timing and optimization. For the formal specification of these two levels, we are 
using an approach facilitating object-oriented Petri nets to support the design, 
implementation and validation of animated user interfaces by providing a complete and 
unambiguous description of the entire user interface including animations. 
Finally, we describe the application of the presented process exemplified by a case study 
for a high-fidelity prototype of a user interface for the interactive Television domain. This 
process will lead to a detailed formal specification of the interactive system, including 
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PART 1  
Introduction 
 “Animation can be a very effective mechanism to convey information in visualization and user 
interface settings. However, integrating animated presentations into user interfaces has typically 
been a difficult task since, to date, there has been little or no explicit support for animation in 
window systems or user interface toolkits.” 
Scott E. Hudson John T. Stasko1 
 
In the world we are living in, we see things changing smoothly every day. We see people moving 
around, and plants growing. We are surrounded by animations, by objects that are changing color 
and position while transitioning from one state to the next. Most objects we come in contact with 
and are experiencing do not jump from one state to the next, but they perform a smooth transition. 
User interfaces should do the same, they should provide a smooth way to transition from one state 
to the next, direct and aid the user to understand the changes which are happening in a way the 
user is used to. Cartoons and movies are examples for animations, where the viewers’ attention is 
guided, and where multiple principles are used to aid the user in understanding and experiencing 
an action through the support of animations. 
Graphical User Interfaces used to be mostly static, representing one software state after the other. 
In modern user interfaces however, animations are gaining a more prominent and important role, 
to aid and guide the user as well as to make changes between state transitions more visible.  
One of the problems when developing interactive systems with user interfaces that include 
animations is that there are no specific design and development processes available that explicitly 
focus on how to deal with animations. Other problems arise from the usage of animations in user 
interfaces running on systems with low(er) processing power and capabilities. In such cases it is 
unclear how an animation would be executed given that the system is slower than expected, and 
the animation can not be shown as intended.  
To understand the problem area of animations in user interfaces and how to deal with them using a 
formal approach, it is important to investigate animations in user interfaces and then to describe 
the research problem addressed in this thesis.  
                                                            
1 Quote from [Hudson & Stasko 1993] 
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Perception of Animation 
Every animation is targeted to a user and since motion (translation) is one of the basic ingredients 
of an animation, we are going to review the importance of motion for the human observer. 
Seen from an evolutionary perspective, being able to perceive movement was crucial for survival. 
The consequences of failing to perceive the movement of a falling tree or any other threat, and 
being able to act accordingly, might be fatal [Palmer 1999]. Indeed, if we perceive movement in 
our peripheral vision we immediately turn our attention to it. 
For being able to benefit from this fact, we need to explore more how we perceive motion, and 
what are the boundaries of the human perception of a moving object. According to Read et al. 
[Read et al. 2000], the human eye, its reception and transmission system can transmit 10-12 
images per second. Each of these images will be retained for 1/15th of a second, and if a new 
image will be displayed within this time, the motion of an object will be considered as fluid. 
Illusion of Animation 
The act of animating is to give life to lifeless objects, by creating the illusion of movement by 
displaying a series of changing pictures in rapid sequence [Thomas & Calder 2001]. Each depicted 
frame contains only a small change, and if the frames are reproduced in a high enough frequency, 
the human visual system fills in the details and the illusion of a smooth and continuous movement 
is complete, rather than a transition between distinguished states. According to the above 
information of the perception of movement, a frame rate higher than 20 frames per second should 
lead to the perception of a smooth movement. 
Animation in the User Interface 
Today, graphical user interfaces see an increasing use of animations. This increase of use, 
especially for areas away from desktop applications, can be attributed to the fact that resources 
remain available after the system’s main functions are executed. Areas where animations can be 
found include domains such as education [Byrne 1999; Wang 2010], representation of life-like 
behavior on simulated objects [Chang & Ungar 1995; Thomas & Calder 2001] or support 
understanding of dynamic systems (e.g. algorithms) [Karavirta et al. 2010; Urquiza-Fuentes et al. 
2009] and for graphical user interfaces [Baecker et al. 1991; Hudson & Stasko 1993]. 
Using animations in these application domains can decrease cognitive load [Esteban et al. 1995] 
and increase usability, as they visually support the user in understanding the system’s behavior and 
evolution from one state to the next. With animations, user interface interaction can be represented 
in a “natural” way (similar to state changes perceived as smooth transitions in our daily life), 
possibly conveying additional information pertinent for the users’ tasks. 
Animation Development 
While animations might increase usability, they also increase the complexity for both the 
specification as well as the implementation of the software part of interactive systems, and 
therefore the probability of occurrence of faulty or undesired behavior. For instance, the time-
based nature of animations makes them hard to specify, hard to define and hard to assess the 
detailed temporal behavior before implementation. 
INTRODUCTION 
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The process for the design and implementation of applications including animations remains a 
challenge for all stakeholders (especially for the designers and developers). In the HCI domain, 
user centered design processes often favor informal methods (mock-ups, low-fidelity prototyping). 
However, these approaches alone do not solve the issue of more complex code and complex 
specification of user interfaces. 
Formal methods (including formal description techniques, formal analysis, performance 
evaluation, etc.) on the contrary can be found when designing interactive systems for safety critical 
systems, which is arguable a niche within the field of HCI. 
Researchers and practitioners alike are advocating for one or the other but usually not both of 
them. There is a strong difference in cost between these two types of approaches (the formal ones 
being much more resource demanding at design time) and even for safety critical systems, the 
economics of development has to be considered calling for using formal methods sparingly.  
However, for the design of interactive systems including animations, this mindset should be re-
evaluated, considering the following issues, which appear when designing and implementing 
interactive systems with animations. 
o difficult to describe animations: the implementation diverges from the design, since 
there is often no clear description of what exactly an animation should do. 
o difficult to implement: adding animations to an application requires more lines of code. 
These more lines of code usually go hand in hand with more complexity of the 
application (which influences usability), and more complexity potentially introduces 
more bugs (which influences safety). 
Defining animations: 
o it is hard to define the reaction to system and/or user events. 
o it is difficult to define an animations’ reaction as a response to system performance 
issues. 
Approach proposed in this thesis 
The basic research assumption of this thesis is that developing interactive systems including 
animations is complex and the implementation exhibits a high probability of occurrence of faulty 
or undesired behaviors. There exists no development process that specifically targets applications 
including animations, and uses formal methods for taming this complexity and specify animation 
in an implementation independent way. We therefore propose a development process targeting 
animations, which includes formal specifications of animations using Petri net models. This allows 
us to develop applications including animations by formally defining them, and increase the 
reliability of the resulting product. 
This thesis proposes a development process to include animations into the engineering process for 
interactive systems. Furthermore, a Petri net model-based approach is introduced as a formal 
description of animation, to bridge the gap between a multidisciplinary team responsible for the 
design, implementation and validation of animated user interfaces. This formal modeling approach 
provides a complete and unambiguous description language for defining animated interfaces. We 
will describe the development process and the models used for the formal description of 
animations. However, we will not provide any design guidelines or design patterns. 
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To show the applicability of the proposed formal modeling approach we finally present a case 
study. This selected case study positioned in the area of interactive TV. Interactive TV was chosen 
due to personal reasons (as I am working in this area), but also to select an area were the gap 
between the consumers’ expectations on high quality user interfaces including animations and the 
hardware used (typically limited processing power on set top box platforms) has become evident. 
Especially for interactive TV applications there is a need for these kind of approaches to enhance 
the overall users experience and to fulfill consumers’ expectations. 
Organization of this thesis 
This thesis is divided into three main parts. These parts present background information about 
animation design, implementation and engineering, the contribution of this work regarding 
engineering and modeling of animations and finally a case study that is putting the approaches as 
described before into work. 
State of the Art 
Part two called “State of the Art”, gives an introduction to the area of animations and describes a 
set of basic concepts that will be used in later parts. These concepts include a classification of 
animations, application domains of animations as well as a section on why animations are become 
widespread used in today's interactive systems. The classification for animations will help to 
determine which concepts are covered by our formal description approach described in this thesis, 
while the summary on application domains helps to lay a basis for describing the applicability of 
the approach  
In chapter three, we are going to review development processes used for interactive systems to see 
where animations have their place. This review leads to the demand of defining a development 
process that explicitly takes animations into account. 
Finally,  part two will conclude with the comparison of implementation frameworks used for 
animations identifying common features on an informal basis for the formal description of 
animations (e.g. graphical objects, properties or the duration for a animation). 
Engineering animations 
In part three "Engineering animations", we will present our approach to describe and implement 
animations. Starting with a proposed user-centered development process, treating animations as 
first class citizens we then proceed with an abstract description of how to implement animations. 
Using this abstract description, we are going to propose an object-oriented Petri net approach to 
model animations, capable of representing the complexity of common animation frameworks. 
Case Study 
Finally, in part four  we will show the application of the process described in the previous chapter 
through a case study. The case study is based on a user interface for interactive TV systems called 
vocomedia. Using the development process for the vocomedia system, we will show the 
realization of the object-oriented Petri net models for designing, specifying and implementing a 
graphical user interface for the iTV domain. The case study demonstrates the applicability of the 
suggested development process as well as the ability to use the proposed formal modeling 
approach (part three) for an industrial application. 
INTRODUCTION 
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Conclusion and Outlook 
Part five finally concludes the thesis revisiting the contributions as well as providing an outlook on 




PART 2  
State of the Art 
"There is no particular mystery in animation... it is really very simple, and like anything that is 
simple, it is about the hardest thing in the world to do." 
Bill Tytla at the Walt Disney Studio, June 28, 1937. 
 
Part 2 "State of the Art" provides an overview of the three main areas this thesis is based on. First 
the foundations of animation are introduced (chapter 1), second an overview on possible 
classification approaches for animations is provided together with as an overview of the 
application areas of animations (chapter 2) and third, it presents a selection of software 
engineering processes (chapter 3) highlighting advantages and limitations of these processes. 
 
CHAPTER 1 Animation 
Thomas & Calder [Thomas & Calder 2001] define animation as follows: 
“Animation is the illusion of movement created by displaying a series of changing pictures, or 
frames in rapid sequence.” 
Animation has become an integral part of user interfaces in the last years. While animations are 
used widely and frequently, there is less work on how to change the (user-centered) design and 
development process to consider animations and how to (unambiguously) describe animations in 
user interfaces. To be able to provide such a design and development process or a (formal) 
description, it is necessary to understand how animations are designed and how animations can be 
implemented in a user interface of an interactive system. Based on a set of animation design 
principles, the different properties to consider for animations are shown. Following, an overview 
on basic approaches for producing animation is given and finally the definition of Thomas & 
Calder [Thomas & Calder 2001] is reexamined to take a user-centered design and development 
perspective into account. 
1.1 Animation Design 
When we want to design an animation for a user interface, we can rely on a set of animation 
design principles that have been already established in the field of cartoon animation. For the 
application of such animations in the domain of user interfaces of interactive systems, there are a 
number of examples already implemented in a wide variety of application domains. In the majority 
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of these application domains, the main aim when applying animations is to facilitate the user 
interaction with the system but also to enhance other software quality criteria (e.g. user experience 
[Hassenzahl 2006]). 
Historically, one of the first areas where animations can be found is cartoons. Artists working in 
producing hand drawn animations defined a set of guidelines that should be obeyed for 
transporting different meanings. These guidelines are known as the fundamental principles of 
traditional animation, as described in the “Illusion of Life” [Thomas & Johnston 1981](pp.47-69). 
While these principles have been designed for had drawn cartoons, they also apply to computer 
based animations [Chang & Ungar 1995; Thomas & Calder 2001; Thomas & Calder 2005]. 
Squash and Stretch 
The first principle for animations is called squash and stretch, which provides a sense of volume, 
weight and material to a graphical object through deformation when it moves (Figure 1). Many 
real-life objects do not deform when they are moved, however most organic objects do deform to a 
certain extent. 
 
Figure 1: Squash and Stretch defines volume, weight and material of an object.2 
When comparing a rubber ball to a wooden ball, it will not only bounce higher, but it will squash 
more on impact (with another object). This squash and stretch deformation defines the solidity of 
the material making up an object. However extreme squashing and stretching of an object might 
be, the volume of the object stays constant. 
Timing 
Changing the duration of one animation (Figure 2) from one key frame to the next helps not only 
to define the weight and size of objects, but will also give them character. Timing gives meaning 
to an animation and defines the importance of a concept described by this animation. 
                                                            
2 Illustration from http://www.evl.uic.edu/ralph/508S99/squash.html 
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Figure 2: The duration of an animation defines weight and size of an object.3 
Two similar objects can appear to have very different weight by adjusting the timing accordingly. 
A lightweight object requires less force to get started, whereas a heavier object possesses more 
inertia and takes more force to start moving. 
Timing can also provide hints for the size and scale of an object. Because a large object possesses 
more mass and inertia than a tiny object, it moves slower. On the contrary, a tiny object is lighter 
and has less inertia, it will move faster. 
According to Lasseter [Lasseter 1987], this variation of speed of an object can also act as an 
indication of the emotional state of the object (lethargic, relaxed, excited or nervous) and provide 
an effective tool for assigning emotion to objects. 
Anticipation 
Every action performed by an object can be separated up into three parts: 1) the preparation for the 
action to come 2) the action itself 3) the termination of the action (Figure 3). Anticipation supports 
the first step - it prepares the observer for the action to come and makes the action appear to be 
more realistic. 
 
Figure 3: Anticipation: From the Preparation to the Termination.4 
When an action will be performed, it is often preceded by anticipation. A dancer does not simply 
start to jump; she prepares for the jump by bending her knees first – this bending of her knees is a 
movement into the opposite direction before the main forward movement is performed. This small 
counter-movement prepares the observer, and the attention is directed towards the action to come. 
Not only can the existence of an action to come be announced with the anticipation movement, but 
also its magnitude – the larger this counter movement is, the larger or faster the coming action will 
be. 
                                                            
3 Illustration redrawn from [Thomas & Johnston 1981] 




Follow through and overlapping action 
While anticipation is determining the preparation for an action, follow through is defining the 
termination of an animation. Actions rarely come to a sudden and complete stop, but they carry on 
past the endpoint. This movement past the endpoint helps to describe the mass of an object, where 
heavier objects will move longer past the termination point than lighter objects – as defined by 
their inertia. 
When designing a sequence of scenes, they should move smoothly from one to the next. This can 
be achieved by a handover: While one object is still moved and decelerating, the focus should be 
passed on to the new object. This overlapping action with slight variations of timing and speed 
make an animation more interesting and life-like. 
Staging 
To stage an idea in an unambiguous way, the attention of the observer has to be directed to make it 
clear what is of highest importance in a scene, at the right moment. It is important that only one 
idea is presented at one time. In a scene with a lot of movement, the observer’s attention is 
directed towards the one object, which is not moving, whereas in contrast in a scene where only 
one object is moving, the observer will follow this object. 
Straight ahead and pose to pose Animation 
For drawing animations, there are two different approaches for the drawing process. For the first 
approach “Straight ahead”, an animation designer starts at the first drawing and then works 
through all the frames until the end is reached. With this approach, size, volume and proportions 
can be lost, but spontaneity and freshness can be gained. “Straight ahead” is often used for fluid, 
dynamic and fast action scenes. 
The second approach for a drawing process is “Pose-to-Pose” animation, where at the beginning, 
an animation designer defines key frames and fills the intermediate images later. This has the 
advantage of keeping size, volume and proportions. For computer-generated animations, a 
designer will generate these key frames and define the movement in between, whereas the 
computer will calculate interpolated images between these defined key frames according to the 
defined movement. 
Slow-in and Slow-out (easing) 
Linear movement from one pose to the next is the default behavior. However, this behavior 
describes mechanical movement, without giving weight or life-like movement to an object. Slow-
in and slow-out defines the movement of objects between two key frames to produce a more 
natural movement (Figure 4). 
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Figure 4: Slow-in and slow-out for accelerating and decelerating objects.5 
This movement accelerates at the beginning of the action and gradually slows down towards the 
end. Fewer drawings in the middle let the transition from one position to the next appear faster, 
whereas more drawings at the beginning and the end let the animation accelerate and slow down, 
which emphasizes the start and end state. 
Arcs 
While slow-in and slow-out defines the movement over time, arcs define the movement of an 
object in space. An object following a direct line is used for describing mechanical object 
movement; arcs on the other hand enable the animation to produce a more life-like and natural 
movement. 
Exaggeration 
Exaggeration is to emphasize an idea by distorting or emphasizing aspects of a cartoon character. 
Depending on the degree of distortion or exaggeration this can reflect reality in a more extreme 
form. This principle is rarely used in user interface animation, but mentioned here for a complete 
description of principles for designing cartoon animations. 
Secondary Action 
If the action of one object directly causes another action, this is action called secondary action. 
This secondary action is often used to support the primary action – so that the main object in focus 
is even more emphasized by other objects being animated due to its action. 
Appeal 
Finally, the last principle deals with the appeal of an animated character or object. Appeal 
describes the need for a design of characters, objects and their animation, which is pleasing and 
easy to understand. 
The above design principles introduced a high-level view of what animation designers are 
considering when designing animations. The following sections will elaborate on the low-level or 
implementation side of animations, which is of importance for developers. 
                                                            
5 Illustration redrawn from [Thomas & Johnston 1981] 
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1.2 Animation Implementation 
The transformation from static, lifeless objects to animated objects has traditionally been 
performed in a sequence of steps as described by Lutz [Lutz 1920]. 
Key animation designers create key drawings in a scene, which will define the action of this part 
of the animation. After having finalized this definition step, these scenes will be filled by cleanup 
animation designers or inbetweeners. These animation designers will insert all the frames, which 
are missing between these defined key points to produce a sequence of scenes for a whole movie. 
As a next step, these sequences are prepared for photography, by transferring each image on a 
clear sheet of plastic (this process is also called CEL animation from the formerly used plastic 
material celluloid). Finally, each of the sheets is photographed to produce a whole movie, image 
by image (frame by frame). 
For computer animations however, two categories can be distinguished: computer-assisted 
animation and computer-generated animation. In computer-assisted animation, the drawings from 
classical animation are computerized and the computer provides additional support by adding 
(background) effects to the animation. Computer generated animation however goes one step 
further, an animation that is solely generated and manipulated by a computer program. 
Computer-generated animations define a time-based evolution of a sequence of images (frames). 
To produce a fluid running movie, the difference between one image and the next is rather small, 
and each image is displayed for a brief amount of time. 
Predefined Sequences of Images 
The simplest approach to produce an animation is to use a set of predefined images, which are 
computed in advance and displayed at the right point in time, for the right period of time. 
The restrictions for this approach are that all the frames are required to have the same size, and one 
frame is overwriting the previous, therefore being very inflexible in having to pre-produce the 
images and having no way to change the animation behavior during runtime once the images are 
created. 
Figure 5 depicts the frames of an animation of a moving ball. It shows the balls position for each 
frame, which when played back will generate the illusion of a ball moving from the top to the 
bottom. 
 
Figure 5: Linear Sequence of Images forming an animation. 
GIF87a [Anon 1989] provides support for a stream containing multiple images, displayed one 
after another. However, there is no way to describe temporal aspects between images and so they 
are processed immediately as soon as the decoder reads them. 
Most of the time, only a fraction of the screen changes, so erasing and repainting the whole screen 
is usually a time consuming task as well as a waste of memory and bus bandwidth. It would be 
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much more efficient to only draw the differences from one frame to the next. In addition, there are 
quieter periods in every animation, and infrequently there is a need for changing an image every 
time the display is refreshed. So another improvement would be to be able to specify how long an 
images will be displayed until the next change happens. 
GIF89a [Anon 1989] was designed to handle these issues and allows to define a delay between 
images, which is the time an image is displayed after the image has been decoded. Furthermore, 
GIF89a provides support for transparent images, so a new image can overwrite only the parts of 
the screen, which are changing from one image to the next. This allows higher compression rates, 
with the drawback that an image potentially relies on all previous images to be displayed, to 
produce a correct display at a specific point in time. 
Certainly, the most time consuming part for animation designers with this approach is that images 
have to be drawn for each change in the output. It would be advantageous to use support from the 
computer to produce some of the images, so that only a fraction needs to be drawn. This support 
can be established by defining images (or frames) where important changes in an animation occur 
(key frames), and let the computer interpolate the transition between these frames by interpolating 
the changes. 
Keyframes and Interpolation 
Keyframes are frames, which define the starting and end points of a smooth transition. These 
frames usually consist of graphical objects, which are moved and or transformed from one key 
frame to the next. The objects’ position and appearance from one key frame to the next, is 
interpolated by the computer, which is also called “inbetweening” or short “tweening”. This 
tweening provides the impression of a continuous smooth transition from one predefined state (key 
frame) to the next. Figure 6 shows tweening between two specified points. Keyframes are the 
frames with the red ball, whereas interpolated/tweened frames are represented by a white ball. 
 
Figure 6: Interpolated sequence of images, where start and endpoint are defined, whereas intermediate 
frames are interpolated by a computer. 
Tweening is traditionally performed by linear interpolation between start and end-end but can also 
follow non-linear rules, as defined by tweening parameters. These parameters define the behavior 
between the two states, calculated by the animation system. 
Interpolation between keyframes in the context of computer animation is an operation performed 
on graphical objects and not between full hand-drawn frames. As shown in Figure 6, tweening can 
be used to interpolate the position of an object. However, it can also be used to gradually modify 
other properties of an object, such as color, rotation or transparency. 
If a frame holds more than a single graphical object, each individual object can undergo numerous 
modifications of multiple properties over time, not necessarily have key frames at the same point 
in time. 
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Animation of multiple objects 
Animations are usually more complex than the one shown in Figure 6 and involve more than a 
single object. These animations with multiple objects at a given time are common and not the 
exception. To make animations more attractive and more meaningful, even multiple properties of a 
graphical object can be gradually modified in parallel. An example for such an animation is 
depicted in Figure 7. This animation shows two graphical objects (a red ball and a green rectangle) 
being animated in parallel. The red ball is moving from the top left of a screen to the bottom left. 
At the same time, a green rectangle is moving from the bottom right to the top left, while 
simultaneously rotating along its z-axis. 
 
Figure 7: Animation of multiple objects at the same time. 
When animating multiple objects, we can describe the relationships between these objects. The 
possible relations are presented in Figure 8. This figure classifies dependencies of animated object 
into two main classes: independent and dependent. 
 
Figure 8: Dependency of the animation of multiple objects. 
The independent relationship of animated objects is the simplest approach, which does not require 
any synchronization between objects. For this approach the animation for each object can be 
started independently and be executed parallel. 
However, when an animation of one object depends on another object, it has to wait for a 
notification of a state change of the former object. If one animation starts when another one is 
finished, it is called a sequential animation. 
For more complicated animations, an animation is broken into multiple steps (like first resize and 
after this resizing do a repositioning of the object) and is called a staged animation. When one 
object is not waiting for the end of the animation of another object, but linked to the start of this 
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1.3 Summary 
In this chapter we have presented the notion of animation and the various concepts that is contains. 
We presented key issues for the design of animation as well as how to implement them. 
Reviewing the definition from the beginning, we propose to extend it: “Animation is the illusion 
of a smooth change of object properties created by displaying a series of changed objects in rapid 
sequence.” 
This definition includes not only the gradual modification of the position of an object, but more 
generic all properties of an object. 
CHAPTER 2 Concepts 
In order to identify concepts for animations, the following sections will investigate the research 
domain according to different dimensions of animation. While some research work focuses 
directly on animation, others deal with animation only as a side product. Therefore, for identifying 
the concepts of animation our approach is twofold: The first section deals with different ways to 
classify animations, while the following section focuses on application domains. 
2.1 Classification of animations 
Vodislav [Vodislav 1997] classified animations into tree distinctive categories: The first of his 
categories is the demonstration of the program behavior, which is used to convey usually hidden 
information and internal program behavior to the user. This approach can be found in data 
visualization [Heer & Robertson 2007; Robertson et al. 2008] as well as in algorithm animations 
[Karavirta 2007; Karavirta et al. 2006; Stasko 1997b; Kehoe et al. 1999]. The second category is 
to classify animations according to feedback to users’ actions. This feedback is extensively used in 
“natural user interfaces”, supporting the “natural” dynamics of user interaction [Agarawala & 
Balakrishnan 2006]. The last category, the use of predefined animation unaffected by either the 
user as well the program itself, finds its use in demonstrations, videos and help systems [Kang et 
al. 2003]. 
This classification focuses on the usage domains for animations used in interfaces. However, we to 
be able to provide a more generic classification, more axis and different approaches need to be 
covered. Therefore, the following sections will provide a multidimensional approach for 
describing different approaches for classifying animations. 
The axes used for the classification of animations are: 
o Description defines an animation according to the file format used to describe the 
animation [Lee 1998]. 
o Animation Technique describes how an animation is conceived and which principles are 
used to generate the movement from one object over time [Thalmann 1990]. 
o Interactivity categorizes animation according to the interaction and the events used to 
control the animation at runtime [Vaněček & Jirsa 2011]. 
o Application Domains clusters the application according to its use and the possibility of 
customizations to fit into the specific domains. 
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2.1.1 Classification by Description 
Animations can be described by different definitions like file formats, which store and describe the 
evolution of scenes over time. These file formats are classified by the type of information they 
store as well as how they store this information [Lee 1998]. These formats can broken down to 
form a hierarchy of animation types (Figure 9): 
 
Figure 9: Animation classified by file formats.6 
The information stored contains can either be a frame-based format, or a description-based format. 
Frame-based formats on one side store each images forming an animation, while on the other side, 
content-based formats store the description of scenes. 
Frame based file formats are suitable for storing complex images and can be divided into two 
subtypes, sequential movies that store a linear progression of an animation, whereas non-
sequential movies store a collection of images. Sequential movie formats are used for linear 
playback of content, while non-sequential movies allow users to change the course of the playback 
and navigate the playback in a non-linear way. 
In a similar way, content-based methods can be broken down into key frame-based and script-
based approaches. Content-based file formats allow easy manipulation of an animation when being 
played back, since they store the objects to be animated as well as their animation properties and 
not complete predefined sequences. Keyframe-based approaches store frames representing 
important points in time, whereas script based approaches store sequences of steps that calculate 
state values. Script formats represent something akin to high-level programming languages, which 
allow the definition of instructions for the evolution of a graphical object over time. 
Scripts again can be subdivided into state-based as well as interaction-based formats. State-based 
formats can manipulate the state of scene elements and can be refined into animated types and 
general-purpose approaches. Interaction-based methods on the contrary define the relationship 
between scene elements and the resulting action when two elements interact (e.g. two objects 
collide). 
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Table 1: Subjective comparison of Animation File Formats.7 
Table 1 summarizes the uses and capabilities of the basic file formats found for describing 
animation. Movies are easy to design and are capable to store scenes with a high level of 
complexity, with the downside of being predefined and not changeable during runtime. Keyframe 
based formats are reasonably simple to design and understand, but not well suited for applications 
where a high complexity of motion is needed. Finally, script based file formats allow to define 
rules for describing animations, but often lack the reusability of animation patterns. 
2.1.2 Classification by Animation Technique 
Another approach to classify animations was proposed by Thalmann [Thalmann 1990] and Watt & 
Watt [Watt & Watt 1993]. They classify animation according to the technique used for the 
animation (Figure 10). 
 
Figure 10: Overview of classification of animations by animation technique. 
                                                            








 Movies Keyframes Scripts 
Foundation Frame Keyframes Expression 
Abstraction Low Low High 
Ease of Use Easy Moderate Moderate 
Complex Management  None Poor 
Acceptance Wide Limited None 
Parameters Few Some Many 
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The animation techniques shown in Figure 10 are not mutually exclusive, they can be found in 
various combinations within in a single animation. The following sections will describe the 
animation techniques in more details. 
Scripted Animation 
Early computer systems did not have the computational power to allow real-time preview and 
interactive control. Furthermore, many of the early animation designers were computer scientists 
rather than designers. Consequently, scripted animations were one of the first approaches allowing 
the control of movement of images and are close to the approach computer scientists usually take 
when building computer programs. This scripted approach is using a high-level computer 
animation language, where the animation designer writes a script to control the behavior of the 
animation. This high level programming language allows the definition of complex data types, and 
defines an approach similar to object-orientated languages. An animated “actor” is a graphical 
object, which possesses its own set of animation rules. However, the animation designer had to 
identify and code every movement depicted in the storyboard for the animation. Therefore, every 
designer needed intimate knowledge of the applied computer language to define the animation. 
This technique can also be found in user interface frameworks, which support animation such as 
coreAnimation8, javaFX9, silverlight10, flash11, QT12 and clutter13 and is also of interest for the 
topic of this thesis. 
Procedural Animation 
Similar to scripted animation, but the possibility of interacting with an object, procedural 
animations are used to define movement over time. These procedures can be functions that use the 
laws of physics (e.g. physically based modeling) or designer generated methods. An example is an 
animation that is the result of another action, for example on object, which hits another object and 
therefore causes the second object to move. This approach often deals with constraints imposed by 
the environment through interaction with other objects. 
These physics based constrained interactions are often handled by whole physics subsystems such 
as Box2d14, Phys2D15, Bullet16 and often use hardware support as seen in Havok17 or PhysX18 
physics engines, and can be found in modern video games. 
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Representational Animation 
Going beyond movement in space, representational animation allows an animated object to change 
its shape over time. Representational animation can be divided into the following subcategories: 
o animation of articulated objects. An articulate object consists of connected segments 
or links, whose motion to each other is constraint. (i.e., complex objects composed of 
connected rigid segments) 
o soft object animation used for deforming and animating the deformation of objects 
(e.g. skin over a body) 
Animation of articulated objects finds its application for example in the animation of robots or 
human-like avatars, using interconnected limbs and defining constraints for each joint. This 
restriction is needed, so that simple kinematic calculations cannot lead to a state, which is 
impossible for the animated object to reach. These constraints explicitly state the restrictions for 
each degree of freedom per joint. 
This kind of animation is often found in the gaming context, and is used for animating characters 
or deforms three-dimensional objects. 
Stochastic Animation 
While the previous classes of animations usually deal with a single entity, stochastic animation is 
used to control the animation of very large numbers of objects, such as particle systems. Each of 
the animated objects is often indistinguishable from each other. 
Stochastic animation is often handed off to specialized hardware such as the graphics processing 
units (GPU), because they are highly optimized for parallel calculations, which can benefit particle 
systems. Phenomena like fluid simulation, clouds, fire, smoke, cloth, grass, and hair movement are 
often simulated using stochastic animations. 
Behavioral Animation 
Similar to the approach taken in procedural animation, in behavioral animation objects or "actors" 
are given rules about how they react to their environment. 
This kind of animation can be found for example in schools of fish or flocks of birds where each 
individual behaves according to a set of rules defined by the animation designer. 
 
These classifications described the techniques or procedures behind animations. Each of these 
types requires a different approach and framework and can be found in different application 
domains. 
                                                                                                                                                                  
18 http://www.geforce.com/hardware/technology/physx/ 
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2.1.3 Classification by Interactivity 
We have already shown that animation can be categorized in more than a single dimension, such 
as classification by description or by the animation technique used. Vaněček and Jirsa [Vaněček & 
Jirsa 2011] describe a taxonomy for technical animation and provide an additional dimension. 
They classify animation from a didactical/educational point of view, according to the student’s 
activity (active or passive), the didactic function (motivational or illustrative), presentation (2D or 
3D) and availability (generally available, restrictively available). 
This classification focuses on a specific context, and we will not elaborate on factors such as the 
didactic function of an animation, because it is out of scope of this thesis. However, we use the 
classification according to active or passive interactivity and refine it by adding events. Figure 11 
presents our proposed hierarchy of classifying animation by interactivity. 
 
Figure 11: Animations classified by interactivity. 
Passive animations are often predefined animations, and can be found in movie animations and 
cartoons. However, this type of non-interactive animation is also used for very animations used in 
transitions.  
While transitional animations, which display an animation as the transition from one state to 
another, are usually time triggered once they are started (or passive), animations can also be 
interactive (or active). This interactivity is event triggered by either external (user events) or 
internal (system events). On one side, user events are triggered by the user through asynchronous 
external channels (input devices); system events on the other side are generated either by internal 
animation system events (e.g. one object colliding with another object), or system inherent (system 
state changed and this should be reflected in the animation).  
2.2 Application Domains 
While the previous section introduced different approaches to classify animations, this section 
focuses on application domains, where animations can be found. In Figure 12 we propose an 
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Figure 12: Overview over animation domains. 
Computer animation can be found in a multitude of applications domains, such as data 
visualization, software visualization, simulation, particle animation, character animation, video 
games, special effects/animated movies as well as user interfaces. It should be noted that video 
games represents a special case, where which could be potentially sorted into any of the classes 
(animation, simulation, visualization, user interfaces). 
2.2.1 Animated Movies and Special Effects 
Animated movies combine multiple areas, ranging from simple animations to the animation and 
rendering of large crowds. Animated movies are full-features three-dimensional animations, 
bringing characters to life, and creating virtual worlds. 
Special effects are usually three-dimensional photo-realistic animations, blending with real-life 
movie footage and can be found in most current movies. Due to the computational intensive high 
quality rendering, animated movies and special effects are often not generated in real-time, but 























2.2.2 Character Animation and Avatars 
The application domain of character animation defines the process related to the animation of a 
character. The animation of a character is composed of a multi-level animation hierarchy, linking 
interdependent limbs. For example, when a character is walking, it moves feet, legs, torso, hands, 
arms, and head depending on the position of each related body part. This hierarchy of basic 
animations forms the foundations for high-level control of an animated character, allowing the 
animation designer to define properties like “walk”, “jump” and “run”. 
Character animation also includes gestures and postures along with facial expression, which are 
widely accepted means of communication. With character animation, this potential additional 
communication channel can be used, engaging the user in a natural affective conversation. This 
approach is especially used for augmented reality, where virtual worlds blend in with the real 
world [Barakonyi 2006]. 
Character Animations can be used to attract the users’ attention, for example by using the gaze 
direction of virtual character [Chopra-Khullar & Badler 2001] in a shopping scenario (Figure 13), 
which reacts on the presence of a user [Mirlacher et al. 2009; Reitberger et al. 2009; 
Meschtscherjakov et al. 2009]. 
 
Figure 13: The Interactive Mannequin, an avatar in the shopping context.19 
2.2.3 Video Games 
Video games embrace a multitude of different animation areas: character animation, physical 
simulation, behavior animation, particle animation as well as fluid dynamics.  
The essential part for video games is the interactivity of the animation, a way to enable the user to 
control the flow of the plot. Video games represent a highly dynamic, ever expanding area where 
interaction and interfacing techniques and technologies are put to test. 
This area is tightly bound to user events and for achieving the best user experience, a feedback 
needs to be given almost instantaneously. 
                                                            
19 Illustration from [Mirlacher et al. 2009; Reitberger et al. 2009; Meschtscherjakov et al. 2009]. 
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2.2.4 Particle Animation 
Particle animation is a method for modeling objects such as clouds, water and fire. It allows to 
define an object as a cloud of atomic particles, which in turn define its volume. Particles are 
usually generated during runtime, move around and change appearance during their lifetime, and 
will be deleted thereafter. The so defined object model can represent motion, changes in shape and 
appearance and generally exhibit dynamics, which would not be possible with other approaches 
[Reeves 2009]. 
2.2.5 Simulation 
Another application area for animation predominately used in natural science is the simulation of 
physical systems. The system is visually represented by a set of objects bound by physical forces. 
Its internal behavior is often based on a set of differential equations, which are simulated by a 
program. Solving these equations provides the motion parameters for the animation of the 
graphical object, at a rate controlled by the application. 
In a Simulation the path and temporal change an object undergoes, is calculated by non-
predetermined means. This temporal change can be caused by physical interactions between 
objects or intelligent real-time calculations as a reaction to other objects (e.g. artificial intelligence 
in games). 
2.2.6 Data Visualization 
Data visualization aims to visually represent large-scale collections of information. This 
information is often high dimensional data mapped to a more comprehensible two or three-
dimensional representation. The visualization does not only have to be functional, but also 
appealing in an aesthetic form making the content not only easier to comprehend but also more 
interesting and pleasing. 
While a static representation is often enough, animation can help for depicting links between 
different representations of the visualized information or reveals deeper understanding of historical 




GapMinder (Figure 14) provides the visualization of information as a timed animation. This 
approach adds suspense to the presentation of data, and allows building narrative to the historical 
development of information [Rosling 2010]. 
 
Figure 14: GapMinder is a tool that allows the representation of animated charts.20 
This application presents statistical data in clear graphs that move dynamically so that the user can 
experience the history of the presented data unfold through the magic of statistics. 
DynaVis 
DynaVis (Figure 15) is a data visualization tool including different transition types which help the 
user to understand the changes from one presentation of the data to another one [Heer & Robertson 
2007].  
 
Figure 15: Data Visualization by animating from stacked bars to grouped bars.21 
                                                            
20 Illustration from GapMinder Desktop (http://www.gapminder.org/) 
21 Illustration from [Heer & Robertson 2007] 
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The following describes concepts and the motivation behind these concepts used for animating 
transitions within DynaVis. 
Filtering describes to filtering of certain values and defines which elements should be visible or 
hidden. While different approaches for the animation of filtering are possible, DynaVis opted for 
fading in or fading out of the added or removed elements. 
Sorting of elements by changing their position on the display. The straightforward approach would 
be to directly translate the position of the elements. However, the occlusion of elements during the 
transition sometimes complicates object tracking. To overcome this hurdle, staggering was 
implemented, to delay the start of the transition from element to element. This staggering allows 
easier detection of the changing elements at start and end times as well as minimizes overlaps 
during the transition. 
Substrate Transformation defines changes to the substrate, such as axis scaling or transformation 
from linear to a logarithmic scale. To visualize these changes, axis labels and gridlines move 
during the transition. 
Visualization Changes are used to illustrate changes in the visualization type, such as transforming 
data representation from bar charts to pie charts. This is handled via morphing from the start shape 
to the end shape, while in parallel translating the elements along a path to avoid occlusion with 
other moving elements. 
Data Schema Changes switches the data dimensions being visualized, such as starting from a 
scatter plot and moving to a bar chart. This change usually requires multiple transformations, 
which are staggered to increase comprehensibility. 
Timesteps are the change of information over time – such as time dependent data.  
Animated presentation of visual information can aid the user to comprehend the changes, but care 
has to be taken so that all aspects of the animations are designed in a non-confusing way, 
especially overlapping moving elements. A viable solution is staggering, where the start of the 
animation for each element is slightly delayed to minimize overlapping and allow for better 
distinguishing of the changing elements at start and end times. It should also be noted, that for the 
case of data visualization, simultaneously changing multiple attributes of an element during the 
transition should be simplified by a sequence of smaller transitions changing a small subset of 
attributes at a time (shape, position, etc.). 
2.2.7 Software Visualization and Algorithm 
Animation 
Software visualization or algorithm animation is the visual representation of (time-dependent) 
information describing the states of software systems based on their data, structure or behavior 
[Karavirta 2007; Karavirta et al. 2006; Stasko 1997a; Kehoe et al. 1999]. These animations are 
used as an educational tool to visualize the inner workings of algorithms or computer software, but 
they can also be used as a debugger to find potential problems during runtime. 
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2.2.8 Presentations 
Powerpoint22 and Keynote23 are one of the most popular presentation applications today. They 
provide a variety of options to animate page transitions as well as animate objects on screen. These 
animations allow directing the users attention to the important information presented on screen. 
Another approach for presentation is taken by Prezi24, which builds on the concept of zoomable 
interfaces. Each concept for the presentation is already presented on screen, and the presenter can 
interact with it. This interaction results either in a movement animation or in a zoom operation, 
revealing more information by scaling the content. 
 
Figure 16: Prezi is a presentation editor focusing on zooming presentations.25 
Another approach for animated presentation is Slithy26, which is a scripted procedural animated 
presentation approach presented by Zongker and Salesin [Zongker & Salesin 2003]. The system 
aims for creating meaningful animations building on the foundation of python libraries, which 
provide high-level drawing and animation primitives. The animated presentation itself is 
implemented as a python program directing the computer to generate the graphical output as well 
as the animation. 
The techniques used for creating and showing animations can vary in the application domain of 
presentations. While most tools do have support by graphical editing tools, and allow the user to 
select from predefined patterns, there are also other approaches which require/allow the user to 
define animations programmatically. 




25 Illustration from http://teach-me-tech.blogspot.co.at/2011/02/tech-me-prezi-part-3-bubble-
menu.html. 
26 http://grail.cs.washington.edu/projects/slithy/ 
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2.2.9 Help Systems 
Help systems are a common way to document the usage of systems. Instead of providing printed 
manuals, help systems allow the animation of content either as a prefabricated movie, or via 
interactive animations. This approach helps users to familiarize themselves with new applications 
by a tutorial like hands-on approach versus the theoretical approach provided by printed manuals. 
2.2.10 User Interfaces 
User interfaces used to be based on static presentations, however recently user interfaces include 
animation, to better convey changes. While static frames represent the system state, animated 
frames can aid the user to clearly understand changes or direct the users' attention to important 
information. Animated frames represent what users are accustomed to in the real world: changes 
from one state to another (by means of a sudden jump) are rather unlikely, but things are moving 
smoothly. In the real world objects smoothly move, grow and change color. 
Bump Top 
Bump Top (Figure 17) is a virtual desktop simulating interaction behavior and properties of a real 
world desk, while at the same time enhancing organizing of objects found on the desk. Files and 
documents are represented by three-dimensional objects lying on a virtual desk of hanging on a 
surrounding wall. Users can position these objects freely anywhere on the desk, or stick them on 
the wall. Interaction between objects heavily relies on physical effects, such as bumping and 
tossing to generate a more realistic experience. [Agarawala 2006; Agarawala & Balakrishnan 
2006]. 
 
Figure 17: Bump Top is a virtual desktop environment facilitating physics simulation.27 
                                                            
27 Illustration from http://www.justgooddesign.com/blog/bumptop-prototype-desktop-
metaphor.htm. 
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Since bump top aims for a more natural interface by simulating physical effects, animations as a 
way to produce a fluid transition from one state to another play a crucial role in bringing this 
interface to life. 
Mac OSX 
Mac OSX is one of the major operating systems in use today. It is also one of the first to 
acknowledge and embrace the importance of animations in standard windows interfaces. The use 
of animations in OSX can be found in several aspects of the interaction. Figure 18 is showing the 
animation executed whenever a window is minimized, or when a window is opened. The 
animation shows a window, which is gradually scaling down, until it is all consumed by an icon, 
which presents this window. The benefit for the user is a better understanding between the 
correlation of an icon (which represents the window) and the window – so the user knows which 
icon to click, to open the window again. 
 
Figure 18: Mac OSX animating the minimization of a window, using the "genie" effect.28 
Another example for animations used in standard desktop environments is the notification through 
icons. “When used sparingly, animation is one of the best ways to show a user that a requested 
action is being carried out. For example, when a user clicks an icon in the Dock, the icon bounces 
to let the user know that the app is in the process of ...”[Apple 2012]. Within Mac OSX a bouncing 
animation of an icon transports information: the application is loading, or the (minimized) 
application needs attention from the user (such as the user-input or a error or warning message). 
 
                                                            
28 Illustration from http://macstarter.com/wp-content/uploads/2011/12/minimise.png. 
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2.3 Summary 
In this chapter we have identify concepts embedded in animations, by investigating the research 
domain according to two different parts. The first part aimed to classify animations, while the 
second part focused on application domains, where animations can be found. 
In this summary, we like to review the findings and bring the different parts into relation. We are 
going to classify the application domains for animations according to two different dimensions: 1) 
application domains classified by animation techniques and 2) application domains classified by 
the interactivity found in the used animations. 
 
The first classification that will be shown here is the classification of the application domains 
according to the animation technique. In Table 2 we present an overview over the animation 
techniques found in the application domains described before. 
 
Table 2: Classification of Application Domains according to the animation technique. 
It can be argued that more than just the marked animation techniques can be found in the 
animation domains. Indeed, there will always be cases where it can be argued that almost any of 
the techniques can be used in almost any application domains. However, Table 2 lists the most 
commonly used animation techniques for the various application domains. This table also shows 
that most application domains can be classified into using more than a single animation technique. 
 Scripted Procedural Representational Stochastic Behavioral 
Data 
Visualization 
x x    
Software 
Visualization 
 x    
Cartoons x     
Movies/Special 
Effects 
x  x x x 
Dynamic 
Simulation 
 x x x  
Particle 
Animation 
 x  x  
Character 
Animation 
 x x  x 
Video Games x x x x x 
User Interfaces x x    
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While certainly a single technique is sufficient for producing an animation in a single area, 
multiple approaches complete the animation. 
 
Another approach to classify animations was presented in Section 2.1.3, which describes the 
interactivity of animations. In Table 3 we show the relation between the presented application 
domains and the various levels of interactivity/events at different levels. 
Table 3: Classification of Application Domains according to the degree of interactivity. 
The application domain, which we will focus on in the following parts of this thesis is the domain 
of user interfaces. It should be noted that the domain of user interfaces covers all the different 
interactivity levels (or event types). 
2.4 The Need for Animations in User Interfaces 
Nielsen [Nielsen 2005] stated that “most people equate animated content with useless content” 
and was referring to flash animation being an eye-candy and annoys a user more often than being 
used for a good purpose to guide and help the user. However, animation can be used to support 
users, and this support starts at the design phase. 
Tonolio [Tonolio 2011] argues in his thesis for meaningful transitions. These transitions are 
animations, which are means of transporting information and support the user in understanding the 
state changes of objects on screen, or changes of the whole user interface. He describes the goals 
for animation as providing life to the user interface (hence, make it appear more natural), but also 
raised some issues regarding the misuse of animations. Such misuse can result in more wait time 









Data Visualization x  x  
Software 
Visualization 
   x 
Movies/Special 
Effects 
x    
Simulation   x  
Particle Animation   x  
Character Animation   x  
Video Games x x x x 
User Interfaces x x x x 
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where the users’ focus is guided – distracted from the important parts of the interface, and the 
users’ focus is wandering off. Tonolio29 describes the goals for meaningful transitions: 
o Orientation: established logical and spatial relation between objects. 
o Extension: simplifies the complexity user interface, by hiding parts of the user interface 
and only extending these parts when needed. 
o Awakening: supports the user to focus on the interface elements, which are active 
within the current context. 
o  Highlight: focuses the users attention towards important information. 
o Feedback: supports the user in comprehending changes in the system state reflected by 
the user interface. 
o Feedforward: prepared the user for changes to come (using the anticipation design 
principle) 
Furthermore, the following sections will detail other important aspects why animations should be 
used in user interfaces. 
2.4.1 Attracting and Directing Attention 
“Motion is highly effective at attracting attention, and unlike many other visual features is easily 
perceived in peripheral vision” [Palmer 1999] 
Interfaces evolved to be more sophisticated, more information is displayed and along with it, the 
probability for error notification increased. Error notifications are notification, which should not 
go unnoticed, since they can have severe influence on the systems behavior and stability, and 
usually require a manual intervention by the user. Nevertheless, some of those notifications are 
less severe and are solely information of a system state. This difference in severity has to be 
considered by displaying the error and use different approaches to get the user’s attention. 
Therefore, these notifications are organized in a hierarchical way, ranging from most important to 
benign [Athènes et al. 1999]. 
Attention has to be paid to keeping the generated visual noise low, so that important notifications 
will get noticed by the user and will not fade away in the noise of a highly visually cluttered 
animated interface. On a relatively quiet screen, an animation will be detected easily, even when it 
is outside the main focus, caused by the peripheral’s vision sensitivity to movement. 
Animation can support the user in finding the correct target, and will increase the users’ situation 
awareness for both perception and comprehension levels [Schlienger et al. 2007]. However in an 
information retrieval and recall process, animations can have the opposite effect if the user gets 
distracted by the animation and needs to spend mental resources to oppress the distraction caused 
by the animation. [Hong et al. 2004] 
While animations are attracting and directing a users’ attention, they can be used to support the 
user in detecting important information. Animations also found its use in a more annoying 
implementation: attracting the users’ attention towards advertisements. [Zhang 1999] 
                                                            
29 http://www.ui-transitions.com/ 
 33 
2.4.2 Tracking Objects and Understanding 
Changes 
Animations support the detection of object constancy for changing objects including changes of 
position, size, shape, and color, and thus provide a natural way of conveying transformations of an 
object. This tracking of objects is performed by the visual system using a mechanism known as 
smooth pursuit [Palmer 1999].. However, many factors influence this capability, including the 
number of distractors, object speed, occlusions, and motion paths of the objects being tracked. 
[Cavanagh & Alvarez 2005]. 
For understanding changes of an object, a user has to focus his attention on the object in question 
[Rensink et al. 1997]. However, if such an attention is absent, the contents of visual memory are 
overwritten and therefore cannot be used for comparisons between states. 
If done carefully, animations can support the focus of the attention to important objects and 
therefore improve the tracking of objects as well as understanding changes of the objects in focus. 
2.4.3 Enhancing the Understanding of the Virtual 
Place of an Object 
When a hidden object is shown or a visible object is hidden, animations can be helpful to 
understand the type of information displayed.  
Contextual menus for example can be either integrated with the general flow of the application, 
which can support the expectation of the user where this menu should appear. For WIMP 
interfaces, the contextual information usually should appear from the activated object using a 
zoom/fade-in combination. On static full-screen interfaces however, contextual information can 
use the same approach, or slide in from one side of the screen, so the next time the user activates 
this function, his attention is already directed towards the edge of the screen where the information 
will appear. 
According to Benderson and Boltman [Bederson & Boltman 1999], animation can be a valuable 
tool for helping the user to build a mental map an understand spatial information. 
2.4.4 Inducing Properties of an Object 
Animation can also be used to induce properties of a graphical object such as weight, intent, and 
even express emotion. For example, two objects, which are identical in size and shape can appear 
to have different weight properties by manipulating the timing parameters. A heavier object will 
have greater mass and more force would be required to move the object. Therefore, a heavier 
object would start slow and more force is needed to change its motion. Moreover, for stopping this 
heavy object, a lot of force is needed and this object would decelerate slowly. In contrast, a light 
object would speed up faster and stop faster. 
It is also possible to induce emotions to an object. When an object should appear happy, one 
example to express this emotional state would be that its movements should be faster. While if the 
same object should appear sad, its movements should be slower [Lasseter 1994]. 
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2.5 Summary 
These sections provided a motivation on how and why to use animations. They provided some 
insight into what are the design rationales behind using animations and why animations are 
important to be implemented in user interfaces. 
 
The following chapter will focus not only the design part, but also on the whole engineering part 
of animations: how to design and implement an interactive system including animations. 
CHAPTER 3 Engineering 
This chapter is describing the engineering part of animations. It first starts with the comparison of 
development processes to determine where animation design and development has its place in the 
development process. Furthermore we will describe the most commonly use frameworks in use 
today for developing animations for interactive application. Finally, this chapter will elaborate on 
model-based engineering and how animations can be formally specified. 
3.1 Development Processes for Interactive 
Systems 
This section examines development processes used for the development of computer programs to 
identify where animation design and implementation appears. We first start to examine 
development processes for structured software, then move on to the development processes of 
interactive software systems where animations are more likely to be considered.  
When large software projects emerged in the 1950’s, development processes were introduced to be 
able to manage the development of large-scale software systems [Royce 1970; Boehm 1976]. 
These early development processes helped to formalize the management of the development of 
large software systems. However, the focus of the early processes was to manage the complexity 
of the software itself, and was not focused on the user or the user-interface [Curtis & Hefley 
1994]. 
3.1.1 Waterfall Development Process 
One of the first processes focusing on taming the complexity of software development is known as 
the “waterfall process” (see Figure 19). This top-down process consists of a sequence of 
consecutive activities, where each following activity builds on the outcome of the previous 
activities [Royce 1970]. It is easy to understand as well as to apply and follows a clear and strict 
structure of sequential execution. 
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Figure 19: The “pure” Waterfall development process.30 
The seven step waterfall process evolved from a much simpler process, which only contained 
analysis and coding. As presented in Figure 19, both analyses  as well as coding phase  are 
still present – preceded by requirements gathering and followed by testing and operations. 
However, the problem with this process is that only at stage , the program is tested for the first 
time, and could potentially require changes in the program design . In this case, the problem 
cannot be fixed by a simple patch of the code, a more drastic change needs to be undertaken, and 
applied even to the software requirements . While the paper explicitly identifies feedback loops 
to earlier phases, this process does not deliver software until the very end of the development.  
Being unable to include change requests, which appear late in the development cycle triggered the 
extension of the basic waterfall process. Royce [Royce 1970] already extended his basic approach 
by adding feedback from one stage to the previous. However, the “waterfall process” as known 
today has been described by Boehm [Boehm 1981], who extended Royce’s process, and added 
verification as well as feedback connections to each step, allowing the upstream flow of 
information. Project management has verify the output of each ensure the validity of the passing 
from one phase to another [McConnell 1996]. 
Even with these changes, the waterfall process is focused on the program development without 
emphasizing on the user. It should be noted that Royce is not mentioning a user, but rather a 
customer, who is not necessary the end-user, but more likely the ordering customer. In fact, Royce 
specified the following steps to be traversed: 
o Program design comes first 
o Document the design 
o Do it twice (use the first attempt as a reference prototype) 
o Plan, control and monitor testing 
o Involve the customer 
It is encouraged that the customer is involved in earlier steps already. To be precise the progress 
could benefit from a customer being involved in the review of software requirements , after the 
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program design  but before the coding  itself takes place, as well as after the testing  for 
final acceptance review. 
Even if the waterfall process does not focus on the user, it is still in use for rather large projects 
demanding high reliability of the final product. These projects are designed with strict 
specifications of requirements, and low probability of these requirements to ever change. 
3.1.2 The V Development Process 
The V development process as described by McDermid and Ripken [McDermid & Ripken 1984] 
details a development process focusing on coding and module design by making sure to have tight 
feedback from unit tests. Three categories emerged steps (Figure 20): 
o Steps in the downward phase  cover all stages from refinement of requirements to 
the implementation of the application. Design steps are detailed according to the 
granularity of the problems considered, from more abstract to more concrete. 
o Coding of the application  that comes after the design phase. 
o Steps in the ascending phase , control a step in the downward phase. 
 
Figure 20: The V development process.31 
Each stage in the ascending phase is testing the produced code and verifying with the 
corresponding phase in the descending phase (and if necessary branch into a feedback loop). Some 
verification tests are performed directly at the design stage, but most of the tests take place after 
the coding phase, according to execution direction of the cycle in the V process. For example, in 
the system specification phase, the stakeholders responsible for this phase will create a set of tests 
to verify that the finished application will be as described during the design phase. This checking 
is done during validation testing. In case of correction to be made, there is a return to the 
beginning of the cycle, and a necessary adjustment of the following phases, and an update of test 
sets that are to be made for the validation phase. 
                                                            






















The flexibility and reputation of the V development process makes it a good development process 
for a multitude of software-engineering focused projects. The documentation required for the 
mapping of a production phase (descending path) and the verification phase associated with it 
(ascending path) is used in project management to ensure the consistency of design. However, this 
development process does not include prototyping of interaction (techniques) and user interfaces, 
not does it allow rapid changes. This process does not include the user, and no design and 
implementation related to the user interface or even animations can be found in this development 
process. 
3.1.3 The Star Development Process 
The star development process as presented in Figure 21 is an evaluation-centered approach 
[Hartson et al. 1996; Hix & Hartson 1993]. 
 
Figure 21: The star development process.32 
The process can be started almost everywhere, at each of the leafs at the outer rim of the process. 
After having started at any branch, the process continues in a non-sequential way, so that any 
following activity can be executed in any order, with one exception. This exception is the 
evaluation phase. Placing the evaluation in the middle is a central point of this approach, making it 
evaluation-centric and ensuring every activity is evaluated. This evaluation phase ensures the 
development is in sync with user-centered development goals and is required before any further 
phase can be started an interconnects every phase with every other phase. 
The execution of the development process in the star development process is particularly open as 
well as flexible and does not dictate a specific path in the process. However, even though this 
process is user-centric, it does not include any reference to adding animation. One would assume 
that the phase where animation should be considered would be in phase 4, where the system is 
prototyped. More about this later, when we propose out development approach treating animation 
as first class citizens. 
3.1.4 The Spiral Development Process 
The spiral process for software development cycle [Boehm 1988] incorporates both elements from 
specification driven approaches as well as from prototype-driven approaches. This combination of 
the two approaches in to a classical software life cycle is achieved by iterative development cycles 
                                                            
32 Illustration redrawn from [Hartson et al. 1996; Hix & Hartson 1993] 
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spiraling from a center outwards (Figure 22). This process implements multiple iterations of four 
steps whose content will change over the iterations: 
o Definition of objectives, alternatives and constraints 
o Evaluation of alternatives in response to the needs and constraints: this phase includes 
a working prototype and will be increasingly operational with more iterations 
o Design a solution that describes the best alternatives studied in the previous phase: this 
phase includes the steps of design and verification already observed in the waterfall 
development cycles and the V development process (specification, preliminary design 
and detailed design, testing unit and integration testing and deployment) 
o Planning the next phase, including the allocation of tasks to be performed within the 
design team 
 
Figure 22: The spiral development process.33 
This development process depicted in Figure 22 allows and enforces the exploration of 
alternatives, due to an iterative approach covering requirement definition and specification of the 
project. These iterations also produce a prototype, which is shown to and evaluated with the 
clients/customers, but not necessarily with end-users. 
When the project has reached a level of refinement for decision-making, the design continues with 
a waterfall or V development process to carry out the phases for the detailed design and 
implementation. 
This development process finds its place for developing interactive systems, through the approach 
producing multiple prototypes during the development lifecycle. Although the final usability of the 
developed system is taken into account, the development cycle is long and costly to implement. 
Furthermore, this prototype-centered development process does include neither design nor 
implementation of animations, however it can be included in the produced prototypes. 
3.1.5 The Rational Unified Development Process 
The Rational Unified Process [Jacobson et al. 1999; Kruchten 2000; Kruchten et al. 2006] is a 
development process for software applications whose purpose is to produce a product that meeting 
user requirements. This development process is based on the Unified Process (UP), which in turn 
                                                            
33 Illustration from [Boehm 1988] 
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is based on the Unified Modeling Language (UML). The RUP development process combines 
both iterative as well as incremental aspects. It is divided into short iterations, and the result of 
each iteration is an executable version of the application to be developed. This produced 
executable version is carried on and improved from iteration to iteration. 
Figure 23 presents an overview of the approach used by the Rational Unified Process, broken 
down into two dimensions:  
o The horizontal axis represents time and deployment lifecycle including inception, 
elaboration, construction and transition. 
o The vertical axis on the other hand represents disciplines, stakeholders and artifacts 
involved in the development process such as business modeling, requirements, analysis 
and design, implementation, testing, deployment, configuration and change 
management, project management, and the environment. 
 
Figure 23: Rational Unified development Process.34 
The horizontal dimension describes the dynamic aspect of the process in terms of cycles, phases 
and iterations. There are four major cycles: the inception (start), the elaboration, the construction 
as well as the transition phase. The application, in RUP, is built following a succession of 
incremental iterations. The vertical dimension on the contrary, represents the static aspects of the 
process defined in terms of activities. 
RUP requires that each phase has to be terminated before a new phase can be started, and 
boundaries are defined to be able to verify if a phase is finished. If design criteria set for this phase 
are met, the phase is terminated, otherwise is reiterated. 
The inception phase aims to identify the actors that will use the application as well as the 
interactions that will occur as supported by UML use cases. The outcomes of this inception phase 
are captured in a document proposing a general view of the project, draft versions of the use cases, 
and evaluation of time dedicated to each phase and to the prototypes. 
The elaboration phase produces a description of the architecture of the software application, 
refined use cases, a executable prototype as well as detailed plans of evaluation criteria for each 
                                                            
34 Illustration from [Kruchten 2000]. 
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iteration. At the end of each phase, the software architecture has to be frozen and will no longer be 
modifiable. This phase is the most important of the four phases, since decisions about the 
architecture will be made, which will potentially constrain future options for design choses. 
During the construction phase, the application is implemented. Large projects commonly have 
multiple parts of the application developed in parallel, followed by integration of the parts and 
testing. After a successful test, system integration with the final platform will be executed. 
Finally, the transition phase includes the shipment of the product to the client. This phase requires 
the development of new features and the correction of bugs discovered during beta testing.  
The Rational Unified Process is a solution proposed by Rational/IBM that provides both a 
processes and tools. These tools provide a rich feature-list and offer canvas projects, sharing of 
documents between stakeholders and promote the reuse of models. This approach is highly 
iterative and suitable for teams and projects with more then ten people. 
The downside however is that this approach is related to the available tools, and although it is 
promising to produce a usable system, this process locks the user into a toolset which comes a 
significant cost. Moreover, this development process increases the output, but comes with the cost 
for decreasing the quality of technical aspects like code, and does not describe animation design or 
implementation. 
3.1.6 The Usability Design Process 
At this time, the most accomplished user-centered system design process (UCSD) for interactive 
systems is the Usability Design Process, proposed by Göransson et al. [Göransson et al. 2003]: 
“The usability design process is a UCSD approach for developing usable interactive systems, 
combining usability engineering with interaction design, and emphasizing extensive active user 
involvement throughout the iterative process”. This process depicted in Figure 24 highlights that 
design processes for interactive systems are required to be highly iterative. It also encourages 
multiple designs through evolvable prototypes in order to accommodate requirement changes 
according to results from usability evaluations. 
 
Figure 24: User-Centered System Design Process.35 
                                                            
35 Illustration from [Göransson et al. 2003]. 
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The user-centered system design process focuses on the following features: 
o active involvement of the user: at the beginning of the process and throughout it. 
o iterative and incremental development. 
o simple representation of development: understandable by all stakeholders (including 
the end-user). 
o development of prototypes. 
o usability goals drive the development. 
o development activities are explicit and clear. 
o development process is conducted by a multidisciplinary team including usability 
experts for the whole duration of the process. 
This process as shown in Figure 24 can be divided into three phases: requirements analysis, 
software design with iterative development, and deployment. A central document used throughout 
the whole process is the Usability Design Guide. This guide contains information gathered during 
the needs analysis phase as well as add the design choices made during the various phases. 
In the requirement analysis phase, the focus is placed on understanding of business objectives, 
tasks and user needs. It establishes the goals for the system development and usability 
requirements. 
The second phase for software design consists of three main loops: conceptual design, interaction 
design and detailed design. These loops are repeated including design, evaluation, re-design until 
the usability goals are achieved and verified through evaluation. 
Finally, the deployment phase represents the end of a cycle of this iterative process. 
This user-centered development process encourages explorations of multiple designs through 
evolvable prototypes in order to accommodate requirement changes according to results from 
usability evaluations. Unfortunately it also does not include animation design for interactive 
systems or implementation of those animated interfaces in its description. However, the iterations 
used in this process reduce the reliability of the final system by lack of global and structured 
design. 
3.1.7 Summary 
In the previous sections we have introduced common design processes used for developing 
software systems. While these systems all there advantages – from specification driven to 
prototype and user-centered design, none of them explicitly includes animation in the design 
process. We will show later where animation has its place during the design process, treating 
animation as first class citizen in the system development. 
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3.2 Frameworks for animations 
The following sections will present different frameworks used to describe animations. For being 
able to extract similarities and differences as a foundation for later formal modeling of animations, 
code fragments will be provided which describe an animation as shown in Figure 2536. This 
animation moves a red ball from the top left to the bottom left, while in parallel moving a rotating 
rectangle from the bottom right to the top left of the screen. 
 
Figure 25: Animating multiple objects and multiple properties in parallel. 
 
3.2.1 SMIL 
The Synchronized Multimedia Integration Language (SMIL)37 is a specification for an Extensible 
Markup Language (XML) by the World Wide Web Consortium (W3C) for authoring of interactive 
audiovisual presentations. SMIL specifies markups for layout, timing, animation, visual transitions 
and more. 
The code shown in Listing 1 presents a red ball and a green rectangle created using scalable vector 
graphics (SVG) statements “circle” and “rect”. The animation is described by using the SMIL 
statement for animated transformations <animate> or <animateTransform>. This tag uses the 
attribute name for describing the parameter of the object to animate. Further parameters are “to” 




  <circle id="circ1" cx="50" cy="50" r="50" fill="red"> 
    <animate attributeName="cy" to="550" dur="1s"/> 
  </circle> 
  <rect id="rect1" x="-50" y="-50" width="100" height="100" fill="green"/> 
 
  <animateTransform attributeName="transform" type="translate" 
    from="750,550" to="50,50" dur="1s" xlink:href="#rect1" /> 
  <animateTransform attributeName="transform" type="rotate" 
    from="0" to="45" dur="1s" additive="sum" xlink:href="#rect1" /> 
</svg> 
Listing 1: SMIL animation of multiple objects. 
                                                            
36 Figure 25 is the same as Figure 7, duplicated here for reference 
37 http://www.w3.org/TR/smil-animation/ 
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Listing 1 shows two different approaches for including the description of animation. The first 
approach is the embedding of the animation into the object description (which is done using the 
<animate> tag within the <circle> block). The second approach is to define the object “rect1” 
and then specify two different animations, which should be applied to the linked object. The 
linking of the animation <animateTransform> to the object <rect> with id “rect1” is achieved via 
the attribute xlink:href. The additive=”sum” has to be used, otherwise the last defined animation 
will override all the previous animations, and will not run in parallel – in the above case, without 
additive=”sum” the rectangle would only rotate, but not move. 
3.2.2 Silverlight 
Silverlight is an application framework developed by Microsoft and intended for implementing 
rich Internet applications (RIA). Earlier versions of Silverlight placed the focus on streaming 
media, in contrast to current versions, which support multimedia, graphics as well as animation. 
<UserControl x:Class="SilverlightApplication6.MainPage" 
    xmlns="http://schemas.microsoft.com/winfx/2006/xaml/presentation" 
    xmlns:x="http://schemas.microsoft.com/winfx/2006/xaml" 
    xmlns:d="http://schemas.microsoft.com/expression/blend/2008" 
    xmlns:mc="http://schemas.openxmlformats.org/markup-compatibility/2006" 
    mc:Ignorable="d" 
    d:DesignWidth="800" d:DesignHeight="600" > 
 
    <Canvas x:Name="LayoutRoot" Width="800" Height="600" Background="White"> 
        <Canvas.Triggers> 
            <EventTrigger RoutedEvent="Canvas.Loaded"> 
                <BeginStoryboard> 
                    <Storyboard> 
                        <DoubleAnimation Storyboard.TargetName="circ1" 
Storyboard.TargetProperty="(Canvas.Top)" To="500" Duration="0:0:1"/> 
                        <DoubleAnimation Storyboard.TargetName="rect1" 
Storyboard.TargetProperty="(Canvas.Left)" To="0" Duration="0:0:1"/> 
                        <DoubleAnimation Storyboard.TargetName="rect1" 
Storyboard.TargetProperty="(Canvas.Top)" To="0" Duration="0:0:1"/> 
                        <DoubleAnimation Storyboard.TargetName="rect1Rotate" 
Storyboard.TargetProperty="(Angle)" To="180" Duration="0:0:1"/> 
                    </Storyboard> 
                </BeginStoryboard> 
            </EventTrigger> 
        </Canvas.Triggers> 
             
        <Ellipse Name="circ1" Canvas.Left="0" Canvas.Top="0" Width="100" 
Height="100" Fill="Red"/> 
        <Rectangle Name="rect1" Canvas.Left="700" Canvas.Top="500" Width="100" 
Height="100" Fill="Green"> 
            <Rectangle.RenderTransform> 
                <RotateTransform x:Name="rect1Rotate" CenterX="50" CenterY="50" /> 
            </Rectangle.RenderTransform> 
        </Rectangle> 
    </Canvas> 
</UserControl> 
Listing 2: silverlight/XAML animation of multiple objects. 
Listing 2 shows the description of an animation using a combination of Silverlight and XAML 
(Extensible Application Markup language). The objects are described with XAML using the 
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<Ellipse> as well as the <Rectangle> tags. The animation of these two objects is specified within 
the <Storyboard>, targeting the objects by using Storyboard and describing the properties of the 
objects for change by using Storyboard.TargetProperty. The target values of the objects to change 
are specified using the To attribute, and the Duration is specified as 1 second using the “0:0:1” 
definition. 
3.2.3 Flex 
Flex is a software development kit developed by Adobe. It has been built for being able to 
implement cross platform rich Internet applications (RIAs), on top of the Adobe Flash runtime and 
actionscript 3 (AS3) programming language. The design and implementation is twofold: MXML is 
an XML based description language to define the graphical interface as well as animations, while 
actionscript based classes can be used to describe functionalities in these flex files. 
<?xml version="1.0" encoding="utf-8"?> 
<s:Application xmlns:fx="http://ns.adobe.com/mxml/2009" 
   xmlns:s="library://ns.adobe.com/flex/spark" 
   xmlns:mx="library://ns.adobe.com/flex/mx" 
   applicationComplete="{animation.play();}"> 
  
 <fx:Declarations> 
  <s:Parallel id="animation" duration="1000"> 
   <s:Rotate target="{rect1}" angleTo="45" 
autoCenterTransform="true"/> 
   <s:Move target="{rect1}" xTo="50" yTo="50"/> 
   <s:Move target="{circ1}" yTo="550"/> 




  <s:Ellipse id="circ1" x="50" y="50" width="100" height="100"> 
   <s:fill> 
    <s:SolidColor color="red"/> 
   </s:fill> 
  </s:Ellipse> 
  <s:Rect id="rect1" x="750" y="550" width="100" height="100"> 
   <s:fill> 
    <s:SolidColor color="green"/> 
   </s:fill> 
  </s:Rect> 
 </s:Group> 
</s:Application> 
Listing 3: FLEX animation of multiple objects. 
Listing 3 depicts the description of an animation of two objects using the MXML description 
language of flex. Two objects are described using the <s:Ellipse> as well as the <s:Rect> nodes. 
The animation itself is clustered within <fx:Declarations> statements, and defined as a parallel 
animation of multiple properties using the <s:Parallel> tags, which also define the duration of the 
animation with 1 second. The description of the target objects via target attributed and target 
properties is done using attributes target and angleTo, xTo, yTo. 
 
<?xml version="1.0" encoding="utf-8"?> 
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<s:Application xmlns:fx="http://ns.adobe.com/mxml/2009" 
      xmlns:s="library://ns.adobe.com/flex/spark" 
      xmlns:mx="library://ns.adobe.com/flex/mx" 
      currentState="State1" 
      applicationComplete="{currentState='State2'}"> 
  
 <s:states> 
  <s:State name="State1"/> 




  <s:Transition fromState="*" toState="*"> 
   <s:Parallel duration="1000"> 
    <s:Parallel target="{rect1}"> 
     <s:Move/> 
     <s:Rotate/> 
    </s:Parallel> 
    <s:Parallel target="{circ1}"> 
     <s:Move/> 
    </s:Parallel> 
   </s:Parallel> 




  <s:Ellipse id="circ1" x="50" y="50" width="100" height="100" 
       y.State2="550"> 
   <s:fill> 
    <s:SolidColor color="red"/> 
   </s:fill> 
  </s:Ellipse> 
  <s:Rect id="rect1" x="750" y="550" width="100" height="100" 
     x.State2="50" y.State2="50" rotation.State2="45" 
     transformX="{rect1.width/2}" 
transformY="{rect1.height/2}"> 
   <s:fill> 
    <s:SolidColor color="green"/> 
   </s:fill> 
  </s:Rect> 
 </s:Group> 
</s:Application> 
Listing 4: FLEX animation of multiple objects using transitions. 
In contrast to Listing 3, Listing 4 is also describing an animation with flex, but this time using 
transitions from one state to another. The difference is that the target values are not directly 
described in the animation, but are defined by the target state. The animation, which appears 
between State1 and State2 is defined by a Transition, which defined the duration of the animation 
as well as the way the values should be interpolated. If a value is not listed in the <s:Transition>, 
no animation will be performed, but the values will jump once reaching the new State. 
3.2.4 QML 
Qt is a framework developed by TrollTech, and later bought and extended by Nokia. Qt includes 
the declarative description language QML (Qt Meta Language, or Qt Modeling Language) that 
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allows for designing user interface applications. Qt today is used for not only describe and 
implement applications for Desktops, but also for embedded systems like TV sets as well as 
mobile phones. 
import QtQuick 1.1 
Rectangle { 
    id: canvas 
    width: 800; height: 600 
    Rectangle { 
        id: circ1 
        x: 0; y: 0; 
        width: 100; height: 100 
        radius: width*0.5 
        color: "red" 
    } 
    Rectangle { 
        id: rect1 
        x: 700; y: 500 
        width: 100; height: 100 
        color: "green" 
    } 
    ParallelAnimation { 
        running: true 
        NumberAnimation { target: circ1; property: "y"; to: 500; duration: 1000 } 
        NumberAnimation { target: rect1; property: "x"; to: 0; duration: 1000 } 
        NumberAnimation { target: rect1; property: "y"; to: 0; duration: 1000 } 
        RotationAnimation { target: rect1; to: 180; duration: 1000 } 
    } 
} 
Listing 5: QML animation of multiple objects. 
Listing 5 presents the description of an animation by using QML. The objects are presented both 
as Rectangle. Since the animation should include a circle also, this circle is achieved by defining a 
radius for one of the rectangles. The animation itself is defined in a ParallelAnimation block, 
defining the target object, the target property as well as the target values (to) and the duration for 
each of the properties to animate by using the duration keyword. 
import QtQuick 1.1 
Rectangle { 
    id: canvas 
    width: 800; height: 600 
    MouseArea { 
        id: mouseArea; 
        anchors.fill: parent 
        onClicked: canvas.state = "State2" 
    } 
    Rectangle { 
        id: circ1 
        x: 0; y: 0; 
        width: 100; height: 100 
        radius: width*0.5 
        color: "red" 
    } 
    Rectangle { 
        id: rect1 
        x: 700; y: 500 
        width: 100; height: 100 
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        color: "green" 
    } 
    states: State { 
        name: "State2"; 
        PropertyChanges { target: circ1; y: 500 } 
        PropertyChanges { target: rect1; x: 0; y: 0; rotation: 180 } 
    } 
    transitions: Transition { 
        to: "State2" 
        ParallelAnimation { 
            PropertyAnimation { target: circ1; property: "y"; duration: 1000 } 
            PropertyAnimation { target: rect1; property: "x"; duration: 1000 } 
            PropertyAnimation { target: rect1; property: "y"; duration: 1000 } 
            RotationAnimation { target: rect1; duration: 1000 } 
        } 
    } 
} 
Listing 6: QML animation of multiple objects using transitions. 
Listing 6 again describes an animation using a transition from one state to another. Again, the 
advantage is that the target values are described within the state description and not within the 
animation. The animation defines which properties are to be animated and the duration of the 
animation. 
3.2.5 Summary 
The approaches shown in this chapter provide different approaches for various contexts. However 
different the context, the description of animations allows us to identify common features, which 
we are going to use for our formal description of animations: 
o Link to a graphical object 
o Define the property to change over time 
o Define the start value of a property 
o Define the end value of a property 
o Define the duration of an animation 
While the approaches above allow a description of animations, the runtime execution of an 
animation is described in an entirely different format. This format for describing the runtime 
behavior is commonly a generic programming language (not described here). For being able to 
designing a complete system, we will use a consistent format for formally modeling both for 
defining the animation behavior (high-level aspects) as well as defining the runtime behavior (low-
level aspects) of animation. 
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3.3 Model based engineering 
Model-based approaches such as [Vodislav 1997], provide means for handling animations and 
related constraints and offer numerous benefits listed hereafter. Describing, modifying and tuning 
an animation with the help of a model allows one to precisely capture its requirements and 
describe all behavioral aspects including the connection to the rendering on the UI. An example of 
such an approach can be found in [Chatty 1992] and [Esteban et al. 1995] where a visual informal 
language is proposed for describing time-based animations. 
Modeling animations is helpful to analyze how interactive applications designers currently design 
animations. Presently, mockups are practical but they only convey a small amount of the 
complexity of animations [Chatty 1992], leaving a large portion of the design to the 
implementation level. Modeling provides a way to describe animations at a higher abstraction 
level making it possible to describe states and state changes as well as rendering of these states and 
state changes on a graphical user interface. 
Analyzing the animation description enables developers to verify properties (on the animation and 
on the interactive system as a whole), to be able to conduct performance evaluations and possibly 
to execute the description itself, in order to avoid implementation errors while going from the 
description to the actual code. This is particularly important when building applications for critical 
interactive systems. 
Another argument for using models is that the animation can be described independently from the 
implementation language, so that peculiarities do not jeopardize the migration to different 
exploitation platforms. This supports the development of user interfaces on various platforms, 
especially in areas like home entertainment where, for instance, users want to watch the same 
movie not only on TV, but also on laptops, smart phones or tablets targeting at the same objectives 
as the ones presented in [Mori et al. 2004]. 
The use of models enables developers to handle performance aspects by providing alternatives. 
Indeed, even if everything would be specified correctly, things might go wrong. A system might 
reach the limit of its available processing power or available memory, ... thus loosing (due to 
contingency issues) the expected benefit of adding an animation to the application behavior. 
Therefore, descriptions of animations have to be designed for default operation as well as for a 
system exhibiting performance degradation, which might be due to feature interactions [Calder et 
al. 2002] as aforementioned. 
Beyond these descriptive aspects, some formal modeling techniques allow the prediction of the 
performance required in terms of time, CPU cycles, and presentation [Sénac 1994] but have not 
been applied so far to interactive systems yet. A related notation has been used to build more 
reliable interactions recovering from failures by switching models (for instance through models 
reconfigurations [Navarre et al. 2008]). 
If an adequate formal description technique is used, specifying, simulating and verifying an 
animation will allow one to produce dependable implementations of animated user interfaces, and 
will provide a tool for handling the added complexity in a systematic way (with respect to 
interactive software without animations). 
To be able to model animations, the formal description technique must be able to handle the 
complexity that stems from animations. It is necessary to deal explicitly with quantitative temporal 
aspects as animations evolve according to time. One of the few notations able to handle 
concurrency, large state space and quantitative time are Petri nets. In addition to properties 
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verification [Jensen 2009] they also allow designers to utilize performance evaluations on the 
models [Marsan et al. 1998]. 
A specific dialect of Petri nets called ICOs [Navarre et al. 2009] has already been proposed to 
describe the behavior of interactive systems. Our proposal is to build upon that formal description 
technique and extend it to additionally handle animations. 
3.4 Summary 
This part was elaborating on the foundations of animations, the design of animations as well as on 
the development. It started with an introduction to animations, and the design principles used by 
animation designers. Furthermore, different approaches to classify animations were introduced. 
Application domains of animations were presented along with the relation of these domains to the 
two different classifications. 
Development processes have been shown, and even though they are well suited for engineering 
various kind of systems, none of them specifically addresses the inclusion of animations. This 
issue will be discussed in the following part, where a development process dealing explicitly with 
animations will be introduced. 
Furthermore, frameworks for developing animations have been shown, which are all using a 
similar approach to define animations, which we are going to use as a baseline when developing 
our approach. Since these frameworks are usually bound to a specific programming language, and 
represent a programmatic and not a formal approach for defining animations, we have also 
covered model-based engineering. 
Finally, model based engineering has been discussed, introducing the approach we are going to 
use in the following part, allowing formal implementation-independent description of animations. 
In the next chapter we will propose a development process, which is specifically for designing and 
developing interactive systems including animations. Furthermore, we will detail the high fidelity 
prototyping and formal modeling component of this process. This formal modeling will be done 
using object-oriented Petri nets and we will describe the models comprising an architecture, so that 
a full application including animations can be built and executed with these models. 
 
  
PART 3  
Engineering animations 
"There is no particular mystery in animation... it is really very simple, and like anything that is 
simple, it is about the hardest thing in the world to do." 
Bill Tytla at the Walt Disney Studio, June 28, 1937. 
 
In Part 3 “Engineering animations”, we present our approach to describe and implement 
animations. This elaboration starts with a proposed user-centered development process, treating 
animations as first class citizens (chapter 1). We proceed with an abstract description of how to 
implement animations (chapter 2). Using this abstract description, we are going to propose an 
object-oriented Petri net approach to model animations, capable of representing the complexity of 
common animation frameworks (chapter 3). Moreover, we discuss cross-cutting concerns (chapter 
4) and how these concerns can be addressed with the presented architecture. 
 
CHAPTER 1 Development Process dealing 
explicitly with Animations 
In this chapter, we propose a development process for designing and developing interactive 
systems, treating animations as a first class citizen. We will focus on the parts important for 
designing animations, while a complete description of the development process can be found in 
[Mirlacher et al. 2012]. Figure 26 depicts a high-level view of the development process involving 
stakeholders from multiple disciplines and covering project life-cycle areas from the needs and 
requirement analysis, task analysis, concept design as well as low fidelity prototyping until high 
fidelity prototyping and formal modeling.  
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Figure 26: Development Process for developing interactive systems with animations. 
When developing interactive systems, one of the first activities is a needs and requirements 
analysis that serves as a foundation for a concept design phase. In the concept design phase, the 
matching between design ideas and the tasks a user needs to perform (as determined by the  
 analysis) is achieved. The result of this concept design activity is a number of mock-ups or 
sketches, providing the groundwork for the low fidelity prototyping phase. This low fidelity 
prototyping phase refines these mock-ups and leads to a definition of the user interface design as 
well as the interaction design and the interface animations. Following these definitions, the high 
fidelity prototyping and formal modeling phase provides an executable prototype of the interactive 
system, including animations described using a formal model. Using this formal description the 
process results in a complete animated user interface. Finally, the complete UI can be ported to 
e.g. a target-hardware, by converting the defined models and implementing the interactive system 
with a (general purpose) programming language. 
The following sections provide an outline of this process, by presenting the main phases of this 
development process. 
1.1 Needs and Requirements Analysis 
As foundation for any development process for interactive systems, the human side of things has 
to be taken into account. Starting with the needs analysis along with the requirements analysis 
allows extracting the users needs and requirements regarding this application domain. The 
information gathered during this phase covers different stakeholders and can potentially lead to 
conflicting requirements, which need to be untangled and refined during a following recursive 
process. 
1.2 Task Analysis and Task Modeling 
The results delivered by the needs and requirements analysis (seen as user goals), need to be 
precisely described and structured into tasks. This transformation is performed using task analysis 
to assess and analyze the tasks to be executed by the user. These tasks can be described by using 
observable aspects of the behavior of the user, together with the structure of a task. This approach 
is called action-oriented approach [Annett & Duncan 1967; Shepherd 1998]. However, cognitive 
and perceptive aspects of a task should also be considered to be able to provide a mode detailed 
and informed description of the tasks. This second approach is called cognitive approach [Kallus 
et al. 1998; Embrey 2000; Baber et al. 2005; Bereciartua 2011]. 






















































































For the task analysis phase, a combination of both action oriented as well as cognitive approaches 
should be combined to provide a complete description of the identified tasks. This can be achieved 
with the CTT [Breedvelt-Schouten et al. 1997] approach, which also describes a formalism to 
describe the tasks. This identification and task modeling can be supported by tools such as CTTE38 
or HAMSTERS39, which allow graphical creation of the task trees and producing output that can 
be reused in latter phases. 
The resulting description of tasks will be used and refined in follow-up phases, such as the concept 
design described in the next section. 
1.3 Concept Design 
The concept design phase is matching design ideas with the input from needs and requirements 
analysis as well as task analysis. This phase features the creation as well as the exploration of new 
ideas for interacting with an interactive system. This phase is iterative, meaning that based on a 
series of (user-oriented) evaluations, the concept design is refined and enhanced. 
The result of this concept design activity is a number of mock-ups or sketches providing the 
groundwork for the next phase called low fidelity prototyping phase. 
1.4 Low Fidelity Prototyping 
During the low fidelity prototyping phase, the mock-ups and sketches generated in the previous 
phase are refined and lead to a definition of the user interface design as well as the interaction 
design and the interface animations. Typically, a designer starts with the UI design of the static 
representation of a user interface. This representation is usually state-based and provides a set of 
screens that have to be presented according to the interaction design. Finally in this stage, 
animations are designed and described at a high level. 
For standard software, the design of a user interface might simply consist of a selection of 
predefined user interface components (already having the interaction design and animation 
integrated), while for other software this phase results in several iterations for designing and 
defining interaction as well as animation. Refinement of the design in this stage will lead to a 
refinement of the task models as the artifact alters usage as described in the task-artifact cycle 
[Carroll et al. 1991]. 
To define the animation of a user interface, the canvas where the animation takes place is defined 
first along with static graphical objects (background color/image, and elements on screen) 
followed by the initialization part specifying the initial position of the objects (on the canvas) to be 
animated as well as their final position. Using this information as a starting-point, the animation 
itself is described e.g. that a ball starts in the upper left corner of the stage and within a specified 
timeframe moves towards the lower left corner and slows down before it finally reaches the end-
point. 




This phase of the development process is iterative, depending on preliminary evaluations (with 
users). Only when the quality of the designed solution reaches a certain quality, the process will 
move on to the high fidelity prototyping and formal modeling phase. 
1.5 High Fidelity Prototyping 
During the high fidelity prototyping phase, a working user interface definition of an interactive 
system is created. This working definition is an executable prototype, representing the UI aspects 
of the system. 
This phase consists of the user interface modeling part [Palanque et al. 2009] and the special 
iterative activity of animation modeling composed of high level and low-level animation 
modeling. The animation modeling can be enhanced based on a general consistency check with the 
refined task models. Based on quantitative analysis and performance evaluation on the prototypes, 
animation modeling is optimized. 
Together with the graphical user interface, animations are defined and included in the prototype. In 
order to fit the needs of a designer as well as the developer, a process for defining animations at a 
high-level aspects and another process for the low-level aspects of animations are needed. High-
level definitions of animations allow the specification of an animation in an abstract way in terms 
of objects, events, relationships between events and global temporal constraints while low-level 
views of animations describe the composition of commands gradually modifying properties of 
objects. This high fidelity prototype is repeatedly tested and refined with the help usability tests, 
and only if deemed good enough, a complete animated UI will be the result. 
Despite this dichotomy which corresponds to two different sets of activities to be performed at the 
high fidelity animation prototyping phase, the following chapter describes how these high-level as 
well as low-level processes can be combined in order to design and implement complex 
animations. 
1.6 Complete Animated UI 
The complete animated UI is an intermediate output of all the steps traversed before. This 
complete UI is based on formal modeling and can be used as it is on the target platform, given the 
target platform provides a runtime machine for the models. 
If the target platform does not support the execution of the models, then the following model 
conversion and implementation step needs to be performed. 
1.7 Model Conversion and Implementation 
The model conversion phase is of critical importance when the target platform might have 
different capabilities (especially less performance) than the development one. For instance, both in 
the area of interactive aircraft cockpits and interactive television the underlying hardware systems 
have strong constraints imposing additional constraints (such as CPU performance, memory 
limitations…) that have to be enforced in the design. 
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CHAPTER 2 Specifying Animations 
This chapter focuses on the high-level and low-level animation definition as contained in the high 
fidelity prototyping phase of the development process described above. 
The high level aspects of animations are of utmost interest to designers to define the properties of 
an animation, whereas the low-level aspects of animations are of importance to the developers, 
who are finally implementing an animation. Figure 27 highlights the sub-processes in the 
development process shown above. 
 
Figure 27: Development Process for developing interactive systems with animations: 
High fidelity prototyping and formal modeling. 
The depicted sub-processes in the high-fidelity prototyping and formal modeling component deal 
with the high-level as well as low-level modeling of animations. The following sections will 
provide an overview over the generic aspects that need to be considered for designing these 
models, whereas a later chapter will describe in detail the modeling itself. 
2.1 Specifying High-level Aspects of Animations 
For defining high-level aspects of animations, we propose a five-step process (see Figure 28). The 
first task is to identify the objects to animate. Once these objects are identified, they have to be 
drawn and created which corresponds to step define graphical aspects of an object. Once the 
graphical objects are in existence, an interaction designer needs to identify the properties to 
animate. These properties can include position, rotation, color, opacity and others, depending on 
what the animation has to present and what its purpose is. After identifying the relevant properties, 
it is necessary to specify how these properties evolve under temporal constraints. This definition is 
produced during the step called define behavior of properties which includes also the definition of 
the values of each property at the beginning and at the end of the animation. 



















































































Figure 28: Five steps for defining an animation involving one object and properties of the object. 
The final step (define sampling) of this process connects the definition of the animation to the 
actual presentation of the object on the screen. This binding specifies how often each property of 
each object is updated and displayed on the screen. 
This five-step process will be described in detail below, exemplified by an animation of a red ball 
over time, shown in Figure 29. It should be noted that this animation as well as following example 
animations are reused throughout the thesis to provide a consistent foundation for examples 
describing the different levels used to design and construct animations. 
 
Figure 29: Animating a single object by changing its position over time. 
Applying the process described in Figure 28, the first step for defining the high-level aspects of the 
animation in Figure 29 is to identify objects to animate. The object, which should be animated in 
the above figure, is a red ball. The next step after having identified the object, is to design the 
object itself i.e. draw the red ball. Once the red ball is drawn in the top left corner, the next step is 
to identify the properties of the red ball to animate. Since the ball should move from the top left, to 
the bottom left of the screen the property, which changes over time is the position property (or to 
be exact the y position of the object). This property should change in a linear fashion from the start 
position to the end position. This change corresponds to the definition of the behavior of the 
property. Once this is done, the last step is to define a duration of the animation as well as how 
often the animation should be updated. In the case of the above example, three intermediate steps 
should be shown, which leads to the definition of the sampling by using a specified duration (e.g. 
4 seconds) and the sampling rate. 
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Composing High-Level Aspects of Animations 
Animations are usually more complex than the one shown in Figure 29 and involve more than a 
single changing object. To animate multiple objects at a given time is common and is not 
explicitly covered by the process presented in Figure 28. To make animations more attractive and 
more meaningful, multiple properties of a graphical object might also be changed in parallel. An 
example for such an animation is depicted in Figure 30. This animation depicts two objects (a red 
ball and a green rectangle) being animated. The red ball is moving from the top left of a screen to 
the bottom left. At the same time, a green rectangle is moving from the bottom right to the top left, 
while rotating in parallel. 
 
Figure 30: Animating multiple objects and multiple properties in parallel. 
To be able to define this animation, the process presented in Figure 28 needs to be refined. This 
refinement duplicates blocks from Figure 28, and combines them in different ways. The result for 
the description of the animation described in Figure 30 is presented in Figure 31. 
 
Figure 31: Combination of steps for defining animations involving multiple properties and multiple 
objects. 
The left-hand side of Figure 31 corresponds to the animation of the red ball (which is exactly the 
same as the one in Figure 28) while the right-hand side corresponds to the animation of the green 
rectangle. The two branches, each consisting of defining behavior and define sampling are 
duplicated meaning that both translation and rotation have to occur in parallel. If animations were 
to be performed in sequence, the two paths would have been represented one below the other one. 
While above Figure 31 displays the steps for defining an example with two objects and in sum 
three different properties, the following Figure 32 presents the generic process as a generalization 
of this approach. The process starts with the identification of the objects to animate. For each 
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identified object, the graphical aspects of the object have to be defined. Furthermore, after having 
defined the graphical aspects, the properties to be animated for each object need to be identified. 
Again, after the identification of the properties, the behavior for each of the properties needs to be 
defined, and along with it the sampling. This approach can be applied for the definition of the 
animation of an arbitrary number of graphical objects. 
 
Figure 32: Generalization of Combination of steps for defining animations involving several properties 
and several objects. 
While the chaining and temporal organization of animations can be easily represented using this 
five-step process, this describes only the high-level aspects of an animation. However, for defining 
low-level aspects (run-time aspects) of animations including fine-grained temporal evolutions this 
approach is not suitable. A generic way to deal with this low-level animation definition is 
presented in the following section. 
2.2 Specifying Low-level Aspects of Animations 
While high-level aspects detail the description of the temporal behavior of a graphical object, low-
level aspects of animations deal with the description of run-time aspects of object properties. This 
low-level description includes a detailed characterization of the time-based evolution of properties 
of graphical objects to be animated as presented in Figure 33. It is important to note that the 
description of this low-level behavior is generic and parameterized in order to support the 
characterization of such low-level behavior in a reusable way, simply by altering the parameters. 
Indeed, this generic description is able to handle any of the properties of an animation, even 
though this description will have to be tuned and parameterized according to the intrinsic 
characteristic of each property. 
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Figure 33: Principle functions of a low-level property update block. 
The first block depicted in Figure 33 is called configure parameters, which is the first step of the 
low-level description of an animation and corresponds to the connection with the high-level 
process presented above. In fact, it corresponds to a connection to the step define behavior of 
properties in Figure 28. 
The second part of the process as shown in Figure 33 describes the actual structure of the low-
level behavior of the animation. While the animation is executed, a new interpolation value for the 
property to modify is calculated at each time step t. This interpolation is based on the elapsed time 
t and the start and end-values of the property. The behavior of the interpolation function f connects 
the designer-defined animation properties with the computer-generated part of the animation. This 
interpolation function f performs the calculation of the behavior of a property over time (tweening 
parameters) by defining the temporal pacing of an animation (such as slow-in, slow-out, bouncing 
or elastic effects). After a new value for the property has been computed, either the property can 
be updated (which is performed by update Property Value), or if the termination-condition has 
been reached (usually defined by the end of the duration of the animation), the update is not 
performed anymore and the animation of this property of the graphical object is terminated. 
While Figure 33 is describing the low-level description of a single property, Figure 34 depicts a 
generalization of this approach. Most animations require the parallel modification of properties for 
single or for multiple graphical objects. Since the architecture follows an object-oriented approach, 
we can simply duplicate the functions, referencing to the graphical object and updating the 
specified property. 
 
Figure 34: Generalization of the principle functions of a low-level property update block. 
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In these sections, we discussed an approach to specify high-level animation aspects, as well as 
how low-level aspects can be handled. These specifications at different levels allow to specify an 
animation in a generic way. However, for building an executable prototype these specifications 
need to be embedded within an architecture, and require supporting components, which we are 
going to describe below. 
2.3 Architecture for Animations 
Animation support in interactive system is not a standalone feature, it has to be embedded into the 
system and needs some supporting functions. We propose an architecture describing the 
components needed for an interactive system supporting animation and integrating the 
specification developed above. 
 
Figure 35: Overview of the principal components used for implementing animations. 
Figure 35 depicts the different elements composing the generic support of animations within 
interactive systems. Two of the components are highlighted: Defining animation that integrates the 
specification of high-level aspects (see also 2.1 Specifying High-level Aspects of Animations), 
and the Behavior components that include low-level aspects of animations (see also 2.2 [Mirlacher 
2011]). 
The Setup component initializes the environment by creating a canvas to show the animation as 
well as a shared timer. For a more complex scenario supporting multiple animations, each of the 
animations can have their own timer, defining the granularity per animation. 
The second supporting component is the Canvas. The canvas holds references to all the dynamic 
objects displayed on screen (it adds objects to a display-list or removes them from a list again). 
These objects can either be animated through a behavior, or the interaction between these objects 
can be directly evaluated in the canvas (e.g. physical interactions between objects). 
For actually being able to animate objects, we use a timer event. This event generates a tick for 
each update to be calculated and is produced by the Timer component. This timer also provides 
means for other components to request the current timestamp, which can be used for calculations 
at any time. 
After having provided all required supporting components, animations can finally be defined. This 
definition of an animation is done within the Define Animation component that describes 
animations according to the high-level aspects of animations as well as which animations to 







The final missing pieces for this architecture are Behavior components as defined by the low-level 
aspects of animations. These components define the temporal evolution of object properties as 
defined by the “Defining Animations” component. It should be noted that each temporal change of 
a property is handled by its own component and can therefore have its own private values. Such a 
property behavior component can for example calculate the actual position of a graphical object, 
another one will calculate rotation, while a third one calculates transparency values at any point in 
time. 
CHAPTER 3 Formal Models for defining Animations 
The generic process we presented above provides a useful framework for breaking down the 
complexity of the description for an animation into manageable components. However, more 
refinements have to be performed in order to provide a complete and unambiguous description of 
the animations and in order to bridge the gap between design/description and implementation 
[Navarre et al. 2001]. 
In this chapter we propose to use an existing object-oriented Petri net model-based approach called 
ICOs [Navarre et al. 2009] for refining the above processes in a way that the final models will be 
executable. This model-based approach allows to execute, test and debug an interactive system 
and its animations. 
3.1 Informal Presentation of the ICO Formal 
Description Technique 
The Interactive Cooperative Objects (ICO) formalism [Navarre et al. 2001] is a formal description 
technique designed for the specification, modeling and implementation of interactive systems 
[Petri 1962; Genrich 1987]. It uses concepts borrowed from object-oriented engineering (i.e. 
dynamic instantiation, classification, encapsulation, inheritance, and client/server relationships) to 
describe the structural and static aspects of systems, and uses high-level Petri nets [Bastide et al. 
1998] to describe their dynamic and behavioral aspects. 
In the ICO formalism, an object is an entity featuring five components: a cooperative object (CO), 
an availability function, a presentation part and two functions (the activation function and the 
rendering function) that correspond to the link between the cooperative object and the presentation 
part [Bastide et al. 2002; Navarre et al. 2009]. 
The Cooperative Object (CO) models the behavior of an ICO. It states (by means of a high-level 
Petri net) how the object reacts to external stimuli according to its inner state. As tokens can hold 
values (such as references to other objects in the system), the Petri net model used in the ICO 
formalism is called a high-level Petri net. A Cooperative Object offers two kinds of services. The 
first kind is called system services and describes services offered to other objects in the system. 
The second kind of services, event services, is related to services offered to a user or to other 
component in the system, through event-based communication. The availability of all the services 
in a CO (which depends on the internal state of the objects) is fully stated by the high-level Petri 
net. 
The presentation part describes the external appearance of the ICOs. It is a set of objects to be 
refined and embedded into a set of windows. Each widget can be used for interacting with the 
interactive system (user interaction  system) and/or as means to display information about the 
internal state of the object (system  user interaction). 
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The activation function (user inputs: user interaction  system) links users’ actions on the 
presentation part (for instance, a click using a mouse on a button) to event services. 
The rendering function (system outputs: system  user interaction) maintains the consistency 
between the internal state of the system and its external appearance by reflecting system states 
changes through functions calls. 
Additionally, an availability function is provided to link a service to its corresponding transitions 
in the ICO, i.e., a service offered by an object will only be avail-able if one of its related 
transitions in the Petri net is available. 
An ICO model is fully executable, which gives the possibility to prototype and test an application 
before it is fully implemented [Navarre et al. 2001; Bastide et al. 2002; Barboni et al. 2006]. The 
models can be validated using analysis and proof tools developed within the Petri net community 
and extended in order to take the specifications of the Petri net dialect used in the ICO formal 
description technique into account. 
3.1.1 PetShop 
For implementing Petri net based models, we will use PetShop. PetShop [Navarre et al. 2001; 
Bastide et al. 2002; Barboni et al. 2006] is a computer aided software engineering (CASE) tool 
providing a Petri net editor. This Petri net editor and simulator supports the ICO notation and 
allows the execution of the designed models. 
All components comprising a ICO based Petri net can be interactively built with PetShop (Figure 
36). This building of models is done graphically by selecting Petri net elements i.e. places, 
transition and arcs. Arcs can be of various types including standard-arcs, test-arcs or inhibitor-arcs. 
In PetShop these elements are available in the tool palette. PetShop also support the saving and 
loading of multiple Petri nets, built right into the editor. 
This graphical representation of Petri nets can be executed within PetShop and edited at execution-
time. During the execution of ICO models, PetShop provides a graphical representation of the 
evolution of the corresponding Petri nets representing creation and deletion of tokens, movement 
of tokens and evolutions in the availability of the transitions.. This at-runtime graphical rendering 
allows interactive prototyping and mending of the Petri nets in order to reflect, for instance, 
modifications required by the user. As the models are executed at runtime, these modifications are 
immediately reflected in the executed application, and therefore provide faster turn-around times 
in development phases where the application needs to be fine-tuned. Figure 36 presents the 
PetShop environment at runtime. The background window in the figure corresponds to PetShop in 
which a set of 7 models is concurrently executed. The Petri net corresponding to one of these 
models is graphically presented, showing explicitly places, transitions and arcs. The foreground 
window represents the running application corresponding to the execution of the underlying ICO 





Figure 36: PetShop – a tool for design, specification, prototyping and validation of ICO models. 
3.1.2 Brief overview of Petri nets 
In order to be able to understand the models presented in this thesis, we provide a brief overview 
of Petri nets. The reader knowledgeable in (object-oriented) Petri nets can skip this introduction 
and go directly to section PART 33.2 describing Modeling Animations. 
Petri nets are made up of a composition three different fundamental types of elements, which are 
depicted in Figure 37. 
o Places (represented by ellipses) allow representing the state variables of the system 
and may contain an arbitrary number of tokens. 
o Transitions (represented by rectangles) allow representing that the net is able to 
perform. 
o Arcs (represented by arrows) provide directed connections between places and 
transitions as well as transitions and places. 
 
Figure 37: Example of a basic Petri net model with an initial marking (one token in place1). 
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The state of a Petri net is represented by the distribution of tokens in the places of the net. In the 
case of high-level Petri nets, tokens can hold values and thus the state of a high-level Petri net is 
defined by the distribution of tokens in the net and their value.  
Figure 37 presents a basic Petri net made up of four places (named place1, place2, … place4) and 
four transitions (named t1, t2, … t4). The current state of the Petri net is graphically visible with 
one token in place1 and no token in the other places of the net.  
This static representation is amenable to execution by means of two mechanisms: 
o The availability rule: a transition is available if and only if each of its input places 
contains at least one token. In the case of arcs having a weight greater than 1, the 
number of tokens in the place must be higher than the weight of each arc. 
o The firing rule: when a transition is available, the Petri net interpreter can fire the 
transition. In such case, one token is removed from each input place of this transition. 
If the transition is connected to output places by arcs, a token is deposited in each of 
the output places. Similarly to the availability rule, weight on the arcs makes it possible 
to manipulate more than one token at a time. 
In the initial state of the Petri net represented in Figure 37, only transition t1 is available (or 
enabled). Indeed, t1 is the only transition of the net having at least one token in each of its input 
places. This is graphically represented in PetShop by changing the color of the transition from 
grey (not available) to purple (available). Firing transition t1 removes the token from place1 and 
deposits a new token in the output places of transition t1 i.e. place2. The resulting marking of the 
Petri net of Figure 37 after the firing of transition t1 is presented in Figure 38.  
 
Figure 38: Example of a basic Petri net after firing of transition t1 from the initial state presented in 
Figure 37. 
As a result of the state change that occurred due to the firing of transition t1, the set of available 
transition has evolved. According to the new marking presented in Figure 38, only transition t2 is 
available. If transition t2 is fired, the token in place place2 will be removed, a token will be 
deposited in place place3 and transition t3 will become available. Firing in sequence of transition 
t3 and t4 will result in an evolution of the marking of the Petri with one token in place place1 and 
no token in the other places. In such a case, transition t1 will be available corresponding in fact to 
the initial Petri net presented in Figure 37. Beyond the capabilities of dynamic behavior modeling, 
the firing of this sequence of transitions exhibits some of the underlying advantages of Petri nets 
i.e. to identify and verify properties in a Petri net model. Indeed, in this Petri net model there is 
one conservative component made up of the set of 4 places (place1, place2, place3 and place4). 
According to the initial state, there is one token in this conservative component, meaning that 
whatever transition is fired the conservative will never lose the token [Peterson 1981]. Similarly, 
there is a one repetitive component made up of all the transitions of the net. As from the initial 
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marking, one of the transitions of the repetitive component is available (namely t1) this means that 
whatever state the system is in, there will exist one sequence of transition that will enable any 
transition of the net. This demonstrates that the Petri net is live i.e. there will be at least one 
transition available at any time. The combination of conservative and repetitive component 
additionally demonstrates that whatever state the Petri net is in, there will only be one transition 
available. This is an interesting property to demonstrate for instance that a user interface will 
always have at least one widget available and never more than one. 
This section was describing the foundations of Petri net theory. The interested reader is directed to 
[Murata 2002] and [David & Alla 2005] in for more detailed information. In the following 
sections, we will revisit some elements and describe extensions (to the dynamic behavior of arcs 
and transitions) of the basic Petri net formalism presented, in order to provide an overview over 
the elements used for the Petri net models later in this thesis. 
 (Standard) Arcs 
Arcs connect places to transitions as well as transitions to places. The dynamic behavior of 
standard arcs has been presented in the example above 
 
Figure 39: Example of a basic Petri net with (Standard) Arcs. 
The Petri net as shown in Figure 39, uses arcs to connect place1 to transition t1 as well as t1 to 
place2. The initial marking in Figure 39a) shows a token in place1 (graphically visualized by a 
circle containing the number 1). This marking enables transition t1. If transition t1 is fired, the 
resulting state is shown in Figure 39b), and corresponds to the removal of the token in place1 and 
the creation of a token deposited in place2. It should be noted that the firing of t1, after the 
removal of the token from place1, the transition t1 is no longer enabled (graphically represented in 
PetShop by a grayed-out rectangle). 
While this type of arcs represent the fact that the firing of a transition consumes a given resource 
(modeled by the tokens in the input places), it is also useful to represent the fact that the presence 
of the resource is sufficient for enabling a transition and that the actual firing of the transition does 
not consumes the resource. For this case, where a token in an input place should not be removed 
by the firing of a transition, the ICO formalism supports test arcs as defined by Lakos and 
Christensen [Lakos & Christensen 1995] and presented in next section. 
It might also be useful to represent the fact that a transition is enabled if no token is present. In 
order to represent that behavior, inhibitor arcs are used, allowing testing for the absence of tokens 
in the input places of a transition. In such a case, the availability rule of a Petri net is altered. A 
transition is fireable if there is at least one token in each input place of transition connected with a 
standard arc and there is no token in each input place connected to the transition with an inhibitor 





As introduced above, test arcs allow for testing for the presence of tokens in input places of a 
transition, without removing the tokens when the transition is fired. The behavior of a Petri net 
with test arcs is exemplified by Figure 40. 
 
Figure 40: Example of a basic Petri net with Test Arcs. 
The Petri net shown in Figure 40 features a test arc to connect place1 with transition t1 (a test arc 
is graphically visualized by a stop-arrow). In the initial marking in Figure 40a) there is only token 
in place1, which enables transition t1. When transition t1 fires in the next step (shown in Figure 
40b)), a token is set in place2, but the token in place place1 is not removed by the firing. As the 
token in place1 is not removed, transition t1 is still enabled. This allows the transition t1 to fire 
again in the next step (as shown in Figure 40c)), which sets an additional token in the output place 
place2. Therefore, using test arcs will produce a new token for each step endlessly, until the token 
from input place place1 is removed and in result the transition t1 is disabled. 
We have shown that test arcs are testing for the availability of a resource in the input places of a 
transition without consuming that resource when the transition is fired. However, for some cases 
exactly the opposite is required: when a token in the input place exists, the transition should not be 
enabled and no token should be produced, while otherwise if the input place does not contain a 
token, the transition should be enabled and a token should be produced. This kind of arc is called 
inhibitor arc and is described below. 
Inhibitor Arcs 
Inhibitor arcs allow for testing for the absence of tokens in input places of a transition, and as a 
consequence do not remove tokens from input places upon firing of the transition. Inhibitor arcs 
block the enabling of a transition when a token is present in the input places of a transition. 
Inhibitor arcs are used for testing for the absence of a token at the input place of a transition, and 
will enable a transition only if no token is placed in the input place as exemplified by Figure 41 
and Figure 42 respectively. 
 
Figure 41: Example of a basic Petri net with Inhibitor Arcs: 








The Petri net, shown in Figure 41 features an inhibitor arc, which connects place1 with transition 
t1 (an inhibitor arc is graphically visualized by a circle-arrow where the arc connects to the 
transition). In the initial marking of the Petri net presented in Figure 41a) there is one token in 
place1 and no token in place2. The presence of a token in place place1 and the inhibitor 
connecting place place1 to transition t1 prevents t1 from being available. Therefore, transition t1 
cannot be fired and the marking remains unchanged as shown in Figure 41b). 
To show an inhibitor arc working, the initial marking must not contain a token in the input place of 
the inhibitor arc, as shown in Figure 42. 
 
Figure 42: Example of a basic Petri net with Inhibitor Arcs: 
initial marking without a token at place1. 
The Petri net shown in Figure 40, again features an inhibitor arc connecting place place1 to 
transition t1. In the initial marking of Figure 42a) there is no token in place1, thus enabling 
transition t1. Firing transition t1 (resulting marking shown in Figure 42b)), deposits a token in 
place2. Since there is still no token in place1, transition t1 is still enabled and can be fired again 
(resulting marking shown in Figure 42c)), which adds an additional token in place2.  
In previous sections, different types of arcs and their dynamic behavior have been presented. 
While these features allow the description of complex models and thus complex functionalities in 
the resulting application, for the modeling of animations we need even more expressive power. 
Such increase in expressive power requires the addition of object-oriented principles to the 
modeling approach in order to better support reusability, and to represent more complex states 
than numerical distribution of basic tokens in places and explicit handling of quantitative temporal 
information. 
Object-Oriented Petri nets 
The approach we are using later-on for the models describing animation is an object-oriented 
dialect of high-level Petri nets called Cooperative Objects (CO) [Bastide et al. 2000]. The most 
important features we use out of this COs formalism are described below by means of short 
examples. 
A CO class specifies a class of objects by providing their interface (the set of services offered, 
along with their signature) and their dynamic behavior. The behavior of a CO class is called its 
Object Control Structure (ObCS), and is defined with a dialect of high-level Petri nets. More 
specifically: 
o Tokens are tuples of typed values. The arity of a token is the number of values it holds, 
and tokens of zero-arity are thus the “basic” tokens used in conventional Petri nets 





types of the values held by a token. Token-types will be noted <Type1,… Typen> for 
nonzero-arity tokens. 
o Places are defined to hold tokens of a certain Token-type, thus all tokens stored in one 
place have the same Token-type and arity. A place holds a multiset of tokens, thus a 
given token may be present several times in the same place. 
o Each arc is inscribed by a tuple of variables. The arity of an arc is the number of 
variables associated to it. The arity of an arc is necessarily the same as the arity of the 
Token-type of the input place it is connected to, and the type of each variable is 
deduced from this Token-type. 
o Transitions have a precondition (a boolean expression of their input variables) and an 
action, which may use any method allowed for the types of their input variables. The 
scope and type of each variable of an arc is local to the transition the arc connects to. 
Additional concepts, which are important for describing object-oriented Petri nets are and 
substitution and unification, which will be presented in the following sections. 
Substitution 
A concept related to the addition of values to tokens is called substitution, where a cardinal 
product of all possible combinations of unified tuples is generated, and then used for determining 
both  availability and firing. 
 
Figure 43: Example of a CO high-level Petri net with substitutions. 
The initial marking of the Petri net model in Figure 43 a) is made up of 3 tokens in place place1 
and 2 tokens in place place2. As explained above, in high-level Petri nets places are typed, and in 
the Petri net of Figure 43 all the places are of type <string>. The value of the tokens of that Petri 














and “apple” for place2. Due to the fact that tokens hold values and that arcs feature variables, the 
values of the tokens is bound to the variables on the arcs to assess the availability of transition t1. 
For multiple tokens, the cardinal product of all possible combinations is produced by binding. For 
the example shown in Figure 43 a), the cardinal product of all possible values is: “apple” – “pear”, 
“apple” – “apple”, “apple” – “pear”, “apple” – “apple”, “orange” – “pear”, “orange” – “apple”. 
This list shows that two possible combinations enable transition t1 corresponding to the couples 
where both values are identical i.e. (apple, apple) and (apple, apple). When transition t1 is fired, 
tokens with the marking <string fruit=”apple”> are removed from both input places (place1, 
place2). It is important to note, that the selection of which of the two matching tokens to pick from 
place1 is established by a random process. Also in this step, a token with the marking <string 
fruit=”apple”> is placed in the output place3, which leaves a different set of combinations on the 
input places for transition t1. The product of the values of these tokens is: “apple” – “pear”, 
“orange” – “pear” which has no matching candidates, and therefore transition t1 is not enabled 
anymore as represented in Figure 43 b). 
Preconditions for Transitions 
Preconditions are conditions attached to transitions, which are evaluated in order to determine if a 
transition is enabled. Figure 44 and Figure 45 depict example Petri nets featuring preconditions.  
 
Figure 44: Example of a CO Petri net showing transition with a non-matching precondition. 
In the Petri net presented in Figure 44 an arc connects place place1 to transition t1 which holds a 
pre-condition “a > 1” and another arc connects transition t1 to place place2. In the initial marking, 
there is one token in place1 (of type integer). The value of this token is set to 1. The variable <a>, 
labeling the arc between place place1 and transition t1 is used for building the set of substitutions 
(in this case this set consists only in a singleton {“a=1”} as presented above). As transition t1 
features a precondition requiring that a > 1, transition t1 is not enabled as none of the available 
substitutions match the precondition. 
However, if we use the same Petri net, but only change the initial marking by setting the value of 
the token in place place1 to 2, the set of substitution is changed to {“a=2”} resulting in the Petri 
net presented in Figure 45. 
 
Figure 45: Example of a CO Petri net showing transitions with preconditions. 
With that initial marking (see Figure 45a)), the substitution matches the precondition and 
transition t1 is enabled. When transition t1 is fired, the token in place place1 is destroyed and a 







place1 is now empty and is an input place of transition t1, this transition is not enabled anymore 
(as presented in Figure 45b)). 
Preconditions allow modeling behavior in which the enabling of transitions depends on the 
fulfillment of a logical expression. The unification mechanism presented in next section is another 
way of modeling such type of constraints. 
Unification 
The third concept, unification is an elegant way of representing constraints on the substitutions 
without using preconditions. Figure 46 shows a Petri net using the unification concept, which is 
modeled by using the same variable on several input arcs of a transition. 
 
Figure 46: Example of a CO Petri net showing the concept of unification. 
The initial marking of the Petri net in Figure 46 places tokens in place1 and place2. The marking 
of the token in place1 is <string fruit=”apple”> whereas the marking of the token in place2 is 
<string fruit=”apple”, origin=”france”>. In the case of the Petri net represented in Figure 46, the 
variables of the arcs connecting the input places place1 and place2 to transition t1 are <fruit> and 
<fruit, origin>. The variable <fruit> is common to both arcs. This means that the substitution 
resulting to the binding of the values of the tokens to this common variable <fruit> must contain 
the same values. The set of substitutions is {“apple-apple,france”, “apple-france,apple”}. The 
first substitution of this set matches the unification modeled by the use of the same variable 
<fruit> on both arcs. This substation thus enables the transition t1 as shown in Figure 46. When 
the transition is fired, the tokens in the input places are consumed and a new token is deposited in 
place3. Here again, the binding of the tokens’ values to the variable is used for defining the value 
of the token, which is deposited in place3. As transition t1 has been fired with the substitution 
“apple-apple,france”, which corresponded to the variables <fruit-fruit,origin> and as the variable 
<string fruit="apple", string origin="france">
a)
b)
<string fruit="apple"> <string fruit="apple",string origin="france">
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labeling the output arc from transition t1 to place3 are <fruit,origin> the resulting token holds the 
same value as the one which was present in place2 before the firing occurred i.e. “apple,france”. 
Timed Transitions 
Timed transitions represent one of the two possibilities to model quantitative time in our Petri net 
dialect. This concept is integrated into PetShop, and an example of a Petri net containing 
quantitative temporal information is depicted in Figure 47. 
 
Figure 47: Example of a CO Petri net with timed transitions. 
Figure 47a) depicts a Petri net where place place1 is connected to transition t1, which in turn is 
connected via an arc to place2. The transition t1 is a timed transition (in PetShop this is called 
synchronized), which is graphically visualized by an embossed transition rectangle. A time of 
1000 millisecond is associated to this transition, which is graphically represented by the text 
[1000] inside the transition.  
In the initial marking of the Petri net presented in Figure 47a) place1 holds one token, which 
enables transition t1. As soon as this token is set in place place1, transition t1 is enabled. As soon 
as the transition is enabled, a timer is started. This timer will last until the amount of time specified 
in the transition has elapsed, or if the transition becomes unavailable. When the time has elapsed, 
the availability of the transition is checked. If the transition is still available, then the transition t1 
is fired, modifying the Petri net state as defined by its structure. In the case of the example in 
Figure 47, the token in place1 will be removed and a token will be deposited in palce2.  
Such temporal quantitative behavior is useful in order to represent watchdogs i.e. models where a 
transition is fired only if another one has not occurred before. However, using timed transitions it 
is not possible to represent time constraints over a “path” in the Petri net. This timed modeling is 
also available in PetShop and the interested reader can find it here [Palanque et al. 2011]. In Petri 
nets’ theory, time has been associated to the three elements of a Petri net i.e. transitions, places and 
arcs. A comparative study of their relative expressive power can be found in [Boyer & Roux 
2007]. 
Invocation 
The CO formalism supports a form of cooperation (compatible with CORBA standard), where 
objects interact with one another by invoking services defined by interfaces they support. This 
form of cooperation allows the action of a transition to be the invocation of a service. The 
operational semantics of such an invocation transition can be seen as a client/server protocol that 
can be formally defined in terms of Petri nets. 
The client/server protocol which is used with CO has been first presented in [Ramamoorthy & Ho 
1980] for basic Petri nets, extended to object-oriented high-level Petri nets in [Bastide 1992], and 




internal behavior of objects, but also their communication protocol is defined in terms of Petri nets 
enables us to reason about systems of cooperating objects, and not only on isolated instances. 
The client/server protocol provides semantics for invocation transitions such as the one illustrated 
in Figure 48.  
 
Figure 48. Example of a CO Petri net with invocation transition. 
An invocation transition is a transition whose action is the call of a service supported by one of its 
input parameters. In the example above, variable s is of type Example, and the Example interface 
supports the service op1. 
The semantics of an invocation transition is illustrated in Figure 49. This semantics is expressed 
by expanding both client side and server side. 
 
deposit token in op1 
input port for object s
deposit token in invocation 









Figure 49. Semantics of invocation transitions in terms of high-level Petri nets. 
On the client’s side the adaptation is as follows:  
The invocation transition is considered as a macro-transition extending from the Request 
Transition to Complete Transition. Request Transition constructs a parameter token, including the 
original parameters of the service and a globally unique call-identifier. The call-identifier is of 
type CallID. This token is deposited in the Invocation Parameter port. 
A waiting place is introduced between Request Transition and Complete Transition. The presence 
of a token in this place indicates that a call is in progress. 
The results from the service call will be returned to the client in its Service Output Port. The 
arrival of a return token will enable the Complete Transition, and terminate the service call on the 
client’s side. It is important to note that the variable id is present on both input arcs of Complete 
Transition: the transition is only enabled if a substitution is possible between the token values held 
in the Waiting and Return Port places, meaning that the same id is found in both tokens. This 
construct is necessary to allow a client to issue concurrent invocations, and to enable the client to 
match the results it receives with the parameters it has initially provided. 
On the server’s side the adaptation is as follows:  
The structure of the Petri net is not altered, but only the definition of the places’ type and the 
inscriptions on the arcs. The only requirement for the server is to transmit the call-id within the 
service subnet, so that the results of the service can be properly routed back to the caller. This is 
done by appending the type CallID to each place of the service ObCS, and correspondingly adding 
a variable on the arcs. 
CO extensions to deal with User Interfaces: the ICO notation 
The ICO formalism is a formal description technique dedicated to the specification of interactive 
systems [Palanque & Schyn 2003]. It uses concepts borrowed from the object-oriented approach 
(dynamic instantiation, classification, encapsulation, inheritance, client/server relationship) to 
describe the structural or static aspects of systems, and uses high-level Petri nets to describe their 
dynamic behavioral aspects. The ICO notation depends on Cooperative objects presented above 
which states how the object reacts to external stimuli according to its inner state. 
To allow dealing with the specificities of interactive systems the Cooperative Objects formalism 
has been extended. The resulting notation is called Interactive Cooperative Objects. 
An ICO is a 6-tuple <CO, Su, Wid, Event, Act, Rend> where:  
o CO is a Cooperative Object presented above, 
o Su is a set of user services (a user service is a set of synchronized transitions), 
o Wid is a set of interactive widgets (e.g. buttons, listbox, …) linked to the ICO class, 
o Event is a set of user events coming from items of Wid, 
o Act and Rend are the activation and rendering function described below. 
Act: An activation function defines the relationship between events triggered by users while 
interacting with user interface objects (by manipulation of input devices such as mouse, keyboard, 
voice recognition systems, etc.) with the transitions of the ObCS. When an event is triggered the 
related transition can be fired if the transition was fireable (according to the current marking of the 
Petri net). 
 73 
Rend: A rendering function defines how the state changes in the ObCS influence the changes in 
the presentation (what the user perceives of the application). The state changes are linked to the 
entering in or exiting of a token in a place. 
 
These sections have presented in detail and with examples all building blocks needed for 
implementing the architecture for designing animations with high-level Petri nets using the ICO 
formalism. In the following sections we will describe these Petri nets one by one, and give a 
complete overview how animations can be modeled using Petri nets as a formal description 
method. 
3.2 Modeling Animations 
In this section, we present how the ICO formalism can be used to bridge the gap between the 
stepwise processes for defining animations described previously and the implementation and 
simulation of animations. For the implementation and simulation of the models featuring the ICO 
formalism, we were using PetShop. PetShop and the ICO formalism it supports were already 
providing all the necessary features for being able to model animations, and therefore the was no 
need to extend neither the tool itself, nor the ICO formalism. 
The architecture in Figure 50, which is a specialization of the generic architecture from Figure 35, 
depicts the implementing an animation. This architecture takes advantage of the object-oriented 
underpinnings of the ICOs notation. Each component described in the figure is directly translated 
into an ICO model and the references between the models enable the transfer of information from 
one model to another, to invoke services across models and to trigger events in one model that will 
be received and processed by its set of listeners. 
 
Figure 50: Overview of the Architecture of models used to describe an animation. 
Depicted in Figure 50 is the general architecture of the models involved. Each of the components 
shown (beside the model for Defining Animation) is reusable and contributes to being able to 
execute an animation within PetShop. 
The Setup model initializes the environments by creating a canvas to show the animation as well 
as a timer. This timer will generate the time-ticks essential for the animation. For the sake of 
simplicity, we have implemented a timer, which is shared by all models. For a more complex 
scenario supporting multiple behavior models, each of the models can have their own timer, 







The second model is the Canvas model. This model stores all the dynamic objects displayed on 
screen. These objects can either be animated by a behavior model, or the interaction between these 
objects can be directly calculated in the canvas model (e.g. physical interactions between objects). 
The basic event, which enables animations, is a time event. This event generates a tick for each 
update to be calculated and is triggered by the Timer model. This model also provides means for 
other models to request a current timestamp, which should be used for calculations at each time. 
After having provided the basic support models, animations can finally be defined. For simple 
applications, a single model combines interaction and animation definition parts. This model 
describes animations as well as which animations to execute according to user input events. 
The last models needed for this basic architecture are behavior models. These behavior models 
define the temporal changes of the properties as defined by the above model. It should be noted 
that each temporal modification of a property is handled by its own model and therefore can use its 
own timer, and private values. One property behavior model will for example calculate position, 
while another one will calculate rotation, and a third one will calculate transparency values. 
3.2.1 Model for Setup 
When modeling an application including animations, the first step is to setup the environment. 
This environment consists of a canvas used to draw graphics and animation as well as a shared 
timer. Figure 51 shows the interface provided by this model. It creates three different models 
(Timer, Canvas, Animation) and configures them by connecting to their services. This 
configuration is mainly the configuration of the frames per second produced by the timer. After 
the configuration is finished, both timer and animation can be started. 
 
Figure 51: Interface for the Setup component. 
Figure 52 depicts the model used for setting up the animation framework implementing the 
interface shown in Figure 51. The model creates and configures a shared timer (which is used by 
all animations), creates and initializes a canvas, and also creates and starts the model, which 
defines the animations. This separation of the initialization and the definition of the animation has 
been done, so the setup and other models can be reused in different projects, while the definition 












Figure 52: Model for setting up the environment for the animation: Timer and Canvas. 
This model follows two distinct paths: the timer path and the canvas path. Using createTimer 
instantiates a global shared timer model and a reference to this timer will be further on named 
<timer>. Following this instantiation of a timer, startTimer will configure the timer with the 
current time, and starts the timer-ticks. Furthermore, the next step is to configure the timer-ticks 
per second (or frames per second) using setFps. This configuration of frames per second is only 
required if the value deviated from the default value of 25fps. After this, the timer is configured, 
started and ready to be used. 
In the meantime, a canvas model has been created with createCanvas and initialized with 
initCanvas. This path has to wait for the timer path to finish, so a valid and configured timer can 
be passed to the creation of the model describing the interaction and animations. Once the timer is 
created and configured the model describing the interaction and animation is created with 
createMyAnimation and started at startMyAnimation. 





3.2.2 A Model for the Canvas 
For being able to control the animations on screen, a model has to be created, which keeps track of 
all the objects to be displayed. This canvas model provides an interface for adding and removing 
object (or nodes) (see Figure 53). 
 
Figure 53: Interface for the Canvas component. 
The inner working of a canvas model is rather simple: it contains a single Nodes Place storing 
active objects. Figure 54 depicts a model for supervising this display list, and holds two active 
objects to be shown on screen (visible by the two tokens in the Nodes place). 
 
Figure 54: Model for providing basic canvas functionalities. 
This model provides two different ICO services: SIP_addNode and SIP_removeNode. If a 
graphical object needs to be shown, a Model calls SIP_addNode to add a node to the internal 
display list. This display list is internally handled by using callback functions for the Nodes place. 
These callbacks are executed whenever a token enters the place 
(addTokenAddedRenderingAdapter) respectively when a token is removed from the place 
(addTokenRemovedRenderingAdapter) due to the execution of the service removeNode. 
This internal display list handles the objects to be drawn on screen, and by adjusting the functions 
executed upon token added or removed to the Nodes place, specific setup functions for the 
underlying graphical functions are called, to enable or disable the presentation of these graphical 
objects on screen. 
3.2.3 A Model for Timer 
For being able to present animations, one of the most important components is a model for 
managing timing. For each frame to be produced, all components need to be synchronized. This 
synchronization is established by binding the execution of the runtime calculations to an event 
(tickEvent), which is fired each time a new frame should be generated. 
The interface for the timer component as shown in Figure 55 can be separated into three different 
parts: state control, configuration and runtime functions. State control configures the inner state of 
the timer model (start, stop, pause). Configuration using setFps configures the frames per second. 






event triggered for each frame, getTime is a function called by another model to get the current 
time when a tickEvent has been triggered. 
 
Figure 55: Interface for the Timer component. 
A complete timer model is depicted in Figure 56 implementing the interface described in Figure 
55, with the state control on the top part and the timer event producing part at the bottom of the 
figure. 
 
Figure 56: Model for describing the Timer component. 
This model provides the timing for the other models. An optimization of this model for real-life 
applications regarding the use computational resources will be presented in PART 4. This 












The following sections will describe the parts composing this timer model, starting with the timer 
states and moving on to the periodic triggering part. 
Timer states 
The timer model includes three different states: stop (nothing), running, paused. While a token can 
either be in the pause or the running place (not in both at the same time), the model is only firing 
events when the running state is active. 
Figure 57 depicts the possible timer states (stopped, running, paused) and the transitions between 
them. Using this state chart as a starting point, we design a Petri net representing the states and 
transition from this chart. 
 
Figure 57: States used for managing the Timer model. 
Upon initialization, no token is present in the model. However, once the timer is started (via 
SIP_start), a token is placed in the running place and the timer starts to run. Next, the possible 
actions would be either stop or pause (play would be invalid, since the system is already in the 
play-state, so we make sure we do not place another token in the running place, when there is 
already one – by using an inhibitor arc). In the case of stop, tokens are removed from both paused 
or running (and as a safeguard doTrash will be disabled if no token can be found in neither paused 
nor running). When SIP_pause is called, the state will move from the running place to the paused 
place, and vice versa (again a failsafe if no token I in the paused or running place will remove the 
token from pausing). The only missing piece from the state diagram is the case when a token in 
paused represents the paused state, and SIP_start is called, to put the system into the running state. 
In that case, a new token is added to the running place, and the possible token will be removed 













Figure 58: Stopped, Paused and Running State implemented in the Timer model. 
The next part of the timer model we are going to describe in the following section is the part where 
events are periodically triggered. 
Managing Time Intervals 
One of the most crucial pieces when showing animation is a stable time interval to reproduce 
frames. The time interval should be as stable as possible, since the evolution over time depends on 
it. When building a Petri net model for producing time intervals, a problem of slowly loosing time 
could occur. 
 
Figure 59: Diagram showing the slipping of time when using timed transitions. 
 
The ICO formalism provides a method to specify a timespan between the time a transition is 
enabled and the time a transition is fire-able. This means after a transition is enabled, the transition 
waits at least the specified amount of time until it is fire-able and finally firing (if selected for 
firing). For our application, this means that we can define a delay for an enabled transition. This 
delay can be calculated dynamically, as presented in Figure 60 as [1000/fps] which calculates the 







Figure 60: Event producing Timing element using a constant delay between timer events. 
This approach guarantees that the transition will fire not before the specified period of time 
(specified in milliseconds) has elapsed. For each event triggered, there might be an additional 
delay with respect to the expected temporal evolution. This delay accumulates over time (even 
though small), which might result in a significant deviation with respect to the specification 
(Figure 59: loosing time). 
In our experience the accumulated delay could not be perceived by the user, due to the fact that 
this delay created by the underlying computing system we used so far remains far below human 
perception capabilities. 
However, in contexts where a computing system would be much slower there might be a need for 
compensating for these time deviations. To be able to compensate for this shortcoming, there 
might be a need for dynamically adjusting the delay for the future triggering of a time tick. Figure 
61 presents a Petri net model able to avoid the accumulation of delays.  
 
Figure 61: Event producing Timing element, which dynamically adjusts delay between timer events. 
Figure 61 depicts a model where the delay is dynamically adjusted. This adjustment is achieved by 
dynamically calculating the time difference td required to wait until the next trigger event, taking 
into account the current deviation from the ideal value. It should be noted that this approach will 
only compensate against an accumulated error due to firing delays over time, but it will neither 
guarantee real time nor constant spacing of events(Figure 59: adjusting time). 
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3.2.4 A Model for Defining Animations 
The model described in this section finally translates the steps for designing animations to a Petri 
net. To recapitulate: the process for designing animations as shown in Figure 62 is composed of 
five steps. The first two steps are relevant for the design (identify which objects to animate, define 
graphical aspects of an object). The latter steps from Figure 62 find their direct representation in 
the model. While identifying properties to animate defines which properties to change, defining 
the behavior of the properties is actually giving values to those properties. Finally, sampling is 
reflected by defining the duration of an animation, together with the definition of the frames per 
second for a timer. 
 
Figure 62: Five steps for defining an animation involving one object and properties of the object.40 
To define the behavior of an animation, the interface shown in Figure 63 is used. This interface 
allows the creation a Transition (Behavior) model for each defined animation and transition type 
(translation, rotation, opacity, etc.). Furthermore, an animation is defined by configuring its start 
value (setStartVal) for the property to be modified, together with its end value (setEndVal). The 
run-length for the animation is configured by invoking the duration service of the created 
Transition model (setDuration). To complete the configuration, a reference to a Timer model 
needs to be provided, for enabling the Transition model to receive timer ticks (according to the 
specified sampling rate). 
For starting a transition, the service startTransition is called. Finally, for being able to determine 
the end of an animation, one of two approaches can be used: either a registration to a finishedEvent 
(which fires when the animation has shown its last frame), or using the isFinished service. 
                                                            
40 Illustration duplicated Figure 28. 
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Figure 63: Interface for defining Animations component. 
Figure 64 presents the ICO model corresponding to the process described in Figure 28 and 
implementing the interface shown in Figure 63.  
 
 
Figure 64: ICO model of the generic high-level animation behavior. 
This figure demonstrates the fact that ICO models are not meant to design animations, but on the 
opposite, to exhaustively describe and to run animations previously designed. This is the reason 
why this ICO model is less generic than the process of Figure 28 and currently re-fed into the 














sends the parameters of the animation to the low-level ICO models (Figure 74) that are stored in 
places toValue and fromValue. For this example, the tokens in these places hold the initial value of 
the opacity (fromValue) of the object to be animated and the value at the end of the animation 
(toValue). These values need to configure the Transition model, references by <transition>, the 
animation is started in startTransition. It should be noted that this example is not waiting for the 
end of the animation. 
How waiting for an end of an animation can be added to the model is described in the following 
sections. 
Executing animations and waiting for an finished-event 
Animations are started by using startTransition (see Figure 65), but will not allow the model to 
determine when an animation is actually finished. For the purpose of detecting the end of an 
animation, two approaches are presented: event based as well as a blocking approach. 
 
Figure 65: Event based waiting - Executing an animation and waiting for an eventDone event. 
For the event-based approach, an event has to be registered. This registration happens ideally 
before a transition is started (in the case of the example above this is done in the transition 
registerEvent). Otherwise, a race-condition could appear where the animation is finished before 
the event is registered and no event will be fired at all, leaving the model forever waiting for an 
eventDone event). While the animation is running, a token is in the running place and will be leave 
this place once an eventDone is received. Upon reception of this event, the event is unregistered 





Figure 66: Event based waiting - Detailed execution of an animation and waiting for an eventDone 
event. 
Starting with the registerEvent transition. This transition executes the function 
transition.addEventListener(“eventDone”, self), which registers the calling model (self) for the 
reception of the eventDone event using the model instance transition created at createTransition 
(as shown in Figure 64). When the event is registered, everything is prepared to start an animation 
using startTransition. This startTransition calls a service input point (SIP) start() in the model 
instance transition. After this step a token is waiting in the running place, until the transition 
eventDone_1 is fired. Once this transition fires, this is a notification that the animation is finished, 
and the event can be unregistered. This unregistering of an even is done in unregisterEvent, by 
calling transition.removeEventListener(“eventDone”, self). Finally, the token moves to the done 
place. 
Executing animations and blocking until finished 
The blocking approach for waiting until an animation has finished, works without an event. This 
means, contrary to the event-based approach, no registration, unregistration and event-handling 
transitions are required and used. Instead, a transition using a blocking service from the underlying 
animation model is implemented. 
Figure 67 provides an overview of a typical model used for this blocking approach. When 
comparing this approach to the one presented in Figure 65, one can see that this blocking approach 
is simpler to design and easier to comprehend. 
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Figure 67: Blocking waiting - Executing an animation and blocking until the animation is finished. 
Figure 68 presents the model from Figure 67 in more detail, showing the starting of an animation 
by executing transition.start() in the startTransition transition as well as the blocking function 
transition.isFinished() in the finished transition. This transition will block until the animation is 
finished, only then, a token is passed to the done place, once the finished transition fires. 
 
Figure 68: Detailed execution of an animation and blocking until the animation is finished. 
It should be noted that this blocking approach is easier to design and the structure is easier to 
comprehend. However, there is a potential confusion during runtime. While in the event-based 
approach a token stays in the running place until the following transition is fired, this is not the 




Animations are typically more complex than the example of an animation shown before. 
Typically, animations are composed of parallel and/or sequential animations of objects and their 
properties. 
The following sections describe how to model these compositions, starting with a parallel 
animation, which is exemplified by Figure 69, and moving on to sequential animations. 
Composing parallel animations 
Figure 69 presents an animation where the position properties of two objects are animated in 
parallel. A red ball is moved from the top of the screen to the bottom of the screen, while at the 
same time a green rectangle is moved from the bottom right corner of the screen to the top left 
corner. 
 
Figure 69: Animating two objects and their properties in parallel. 
An animation, which is composed by parallel animations of objects and their properties can be 
easily described by using Petri nets, which allow the parallel execution of multiple flows within 
one net.  
As can be seen in Figure 70, a parallel animation would be modeled by using parallel flows with a 
Petri net, starting at the same place StartAnimation, but separating into two concurrent streams at 
the transition start_1. Each of these streams follows the steps described before and shown in 
Figure 64. These steps include the definition of graphical objects, the definition of the animation 
behavior as well as the sampling, and finally the starting of each of the animations and separately 
waiting for them to finish. 
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Figure 70: Model for animating two objects and their properties in parallel. 
The definition for the animation of the red ball can be seen on the left die of the figure, while the 
definition for the animation of the green rectangle is shown on the right side. 
It should be noted that to be able to determine to end of both of the parallel executed animations, 
one would simply need to connect both done_1.1 as well as done_2.1 to a common transition, and 
a final place (e.g. AllDone) 
Composing sequential animations 
An animation, which shows the sequential execution of animations, can be seen in Figure 71. At 
the first frame of the depicted animation, two graphical objects are shown at the screen, but only 
one of them (the red ball) is going to be animated and move from the top of the screen to the 
bottom of the screen. Once this movement of the red ball is done, the green rectangle is going to 
be animated and move from the bottom to the top of the screen. 
 
Figure 71: Animating two objects and their properties in sequence. 
For implementing sequential animations as shown in Figure 71, the first animation has to be 
finished in order for the second animation to start. As can be seen when comparing the model 
presented in Figure 70 with the model presented in Figure 72, the two models are almost identical. 
The only difference is an arc from the end of the first animation to the creation of the second 
animation. This arc is used as for synchronizing the second animation with the first, making sure 




Figure 72: Model for animating two objects and their properties in sequence. 
Another possibility would be to connect the arc with startTransition_2.1. This approach will 
produce the same visual result, but creates an instance of an animation model right at the 
beginning and not when it is actually needed. Therefore, the approach presented in Figure 72 is 
preferred, saving more precious computing resources. 
After having defined animations, the missing model for actually running animations is a model, 
which is providing the runtime behavior of an animation. This runtime behavior calculates 
property values for each frame, beginning at a defined start value until a specified and value has 
been reached. 
3.2.5 A Model for calculating the Behavior of 
properties 
A generic description of an interface for a model for calculating runtime behavior of properties by 
interpolating between two numeric values can be seen in Figure 73. For defining an animation, at 
least three values need to be specified: setStartVal, setEndVal the start and end value of a property, 
which define the limits of the property modifications (interpolations) for an animation, as well as 
setDuration that specifies how long it takes to interpolate from the start to the end-value. 
Since this model deals with value changes over time, a time reference needs to be provided. This 
reference to a timer model is set using setTimer, which will produce an event at specified intervals. 
This event is to be registered with tickEvent. For getting a timestamp when an event is received, 
the service getTime will be used. 
For starting the transition, the interface supports a start service. Finally for being able to determine 
the end of a transition, either the finishedEvent is registered, which triggers an event, or the 
blocking service isFinished can be used. 
These basic functions define the generic interface for any behavior model, allowing to actually 
execute an animation. 
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Figure 73: Interface for low-level behavior component. 
It should be noted that for the sake of readability as well as modifiability aspects, we have chosen 
to implement one model per property (e.g. translation, rotation, opacity) even though their internal 
composition is similar. Another approach would have been to use slot-names for defining the 
properties to change, which would only require a single behavior model, but would make the logic 
implicit, by giving meaning to the naming scheme of slot entries, and therefore increase the 
likelihood of hidden errors. 
 
Figure 74: Model of the generic low-level animation behavior for the Opacity property. 
Figure 74 describes in detail the behavior of the animation of the opacity property. The ICO 
services (there are four in the model) correspond to methods that are called by the high-level 
model: SIP_start (to launch the animation), SIP_setFromValue and SIP_setToValue (to set the 















occurrence of the temporal event triggering the calculation of the next graphical presentation of the 
object for the animation. Occurrence of such a tick triggers the execution of the transition 
calculateNewPropertyValue, which holds the code in charge of the effective calculation of the 
transformation. This is where interpolation and temporal pacing take place. When the calculation 
is performed, the resulting new value of opacity is deposited in place readyToUpdateProperty and 
is processed by the transition updateProperty, which performs the graphical rendering. If the time 
has elapsed, the transition terminatePropertyAnimation is triggered which terminates the 
animation of this property as well as the model itself. 
Animation of other properties (e.g. movement) is modeled in a similar way, reusing the same 
functional approach to interpolate numeric values as shown in Figure 74. The only difference is 
the property to be changed by the model in transition updateProperty. 
3.3 Combining the models in an architecture 
When these basic models for formal description of animation are combined in a component 
diagram, it will result in an architecture as depicted in Figure 75. 
 
Figure 75: Interface for combining all models. 
Finally, after all these models have been design with PetShop, we can execute them, and produce 
an application with a running animation. Figure 76 depicts an example of an animation of a 
moving red ball being executed within the PetShop environment. This example shows the modules 
that are contributing to the complete high-fidelity prototype listed in the left sidebar of the PetShop 














































shown in the main screen is the Setup model, which initializes the other models. The window in 
the foreground shows the output: a moving red ball as well as a moving green rectangle. 
 
Figure 76: Example with a two moving objects implemented in PetShop. 
 
Furthermore, we would like to revisit the principles for the design of animation, described in an 
earlier chapter. We will go through these principles to see if our models can fulfill all requirements 
for the different principles of animation design. 
Squash and stretch causes a change in shape of an animated graphical object. In our architecture 
this needs to be defined explicitly (by defining transition models for interpolating the shape of 
graphical objects) or by using an external system that could calculate deformation (see 4.4 
Constraint Animation4.4) 
Timing of an animation influences the perception of weight and importance of a graphical object. 
This timing of animation is reflected in our models through changing the duration of a transition 
model. 
Anticipation – prepares the user for things to come. This can be implemented either by the 
definition of a simple counter animation, or by using a different transfer function f (see 4.1 Easing 
Functions) 
Follow through and overlapping action provides the flow of an action, and can be defined through 
a sequence of animations. 
Staging is a design element for animationally highlighting the importance of a graphical object. 
The architecture and models presented before fully support this. 
Straight ahead and pose to pose animation. In our approach we are generally dealing with pose-to-
pose animation, where each keyframe is defined together with the description for the action 
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between each of the keyframes. The computer then used the description for the action and 
interpolates between the defined keyframes. 
Arcs define a geometrically non-linear movement of a graphical object. This can be implemented 
with our approach either by splitting this arc movement into a series of linear movements, or by 
using a transfer model applying a definition of a transfer-function y = f(x) mapping this path 
(function f in the place calculateNewProperty in Figure 79). 
Secondary action is an animation design element, which our approach supports through sequential, 
and parallel animation of graphical objects. 
Appeal is an important factor for the design of animations, which we are not describing here. 
However, the approach presented does not restrict the appeal of graphical objects in any way. 
3.4 Summary 
In this chapter we have presented object-oriented Petri net models based on the ICO formalism 
that allow formal description of animation. We have shown the need for a Setup model to initialize 
the other model in the architecture. Furthermore we presented the canvas for keeping track of the 
objects to be displayed on screen. We have also shown a model for defining animations and how 
to define animations within this model. Finally the last model was the Translation model, a model, 
which is responsible for the runt-time calculation of animation properties. These models form the 
basic components for being able to formally model animations with object-oriented Petri nets. 
While this chapter was introducing the basic models required for modeling an animation, the next 
chapter will describe additional concerns identified above, for being able to describe all 
requirements imposed by the animation design principles. Furthermore, the following chapter 
provides the description of additional features, relevant for designing and implementing interactive 
systems. 
CHAPTER 4 Crosscutting Concerns for 
Animations 
While we have presented the basic models required for modeling animations in previous chapters, 
this chapter presents extensions to these basic models. These extensions describe advanced 
features for animations, which have been identified as additional issues for implementing 
animations. 
These features include easing functions to enable non-linear pace for animation, the handling of 
interrupts for animations used within an interactive system, graceful degradation to handle 
performance bottlenecks as well as constraint animation for animation of interdepending objects. 
4.1 Easing Functions 
To perceive physical properties of a graphical object like weight (a heavier object has a higher 
inertia than a lighter object), the function over time (e.g. acceleration or deceleration) has to follow 
a non-linear pace (see chapter Animation Design). 
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While this kind of non-linear behavior can be simulated by separating a non-linear animation into 
various linear animations from one value to the next, a more flexible, and more convenient 
approach is to define an easing function. 
Figure 77 presents the most commonly used easing functions for animations. Each of the graphs 
represents an easing function with the horizontal axis representing the time and the vertical axis 
representing the output value. These graphs are presented in a matrix, where the y-axis describes 
the name of the easing function, and the x-axis describes a way to use them. For example, the 
“bounce in” easing function represents the transition of a graphical object bouncing into a place, 
while elastic out presents the behavior from a place. Finally, in_out is a combination of both in and 
out. 
 
Figure 77: Overview of the most commonly used Easing functions. 
The first graphs for linear and exponential41 depict functions, which are used to describe weight 
properties. The graphs for back and elastic can be used for producing anticipation as well as 
follow-through. The graphs for bounce show how an animation would take gravity into account. 
Finally, elastic gives the impression of a graphical object being connected to a rubber band. 
While it is obvious that these functions can be used for position change, they can also be used to 
define non-linear pacing for any type of properties to animate (e.g. opacity, color). 
                                                            










Figure 7942 depicts a model describing the transition of the opacity property. 
 
Figure 78: Model of the generic low-level animation behavior for the Opacity property.43 
For extending the basic animation model presented above, the easing functions replace the 
function f in the place calculateNewProperty. It should be noted that the implementation of this 
easing functionality does not require any changes in the layout of the model itself, but requires 
only a change in the implementation of this transfer function f. 
4.2 Handling Interruptions of animations 
When animations are used in the context of interactive applications, users might decide to 
prematurely end an animation (because it is taking too long), or the system itself wants to adjust 
properties of an animation during runtime. This means that animations might be interrupted due to 
user or system events. However the interruption might be generated (due to user or system events), 
the following sections are focusing on what to do when these interruptions occur. 
The handling of interruptions for animations can result in the change of an animation state (play, 
pause, stop), or in updating parameters of the animation itself (like runtime and end-values). The 
following sections will elaborate on these different interruptions. 
                                                            
42 Note that this Illustration is the same as Figure 74. 
43 Figure 78 is the same as Figure 74, reprinted here for reference. 
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4.2.1 Changing the state of animations 
When an animation is interrupted, one possible way to handle this interruption is to change states. 
For example, if an animation is taking too long, a user might skip the remainder of an animation 
and jump right to the end. 
The basic state changes for handling interrupts are the following: 
o Play for resuming a paused or stopped animation. 
o Pause for pausing an animation, which halts an animation and waits for resuming the 
animation at a later point in time. 
o Stop to halt an animation, and set the playback pointer to the beginning of the 
animation. This could also be interpreted as jump to the start of an animation and 
pause the animation on the first frame. 
o Jump to the end of an animation is the additional possibility, which skips everything, 
right until to the end of an animation. 
These different state changes (from a running state) are visualized in Figure 79. 
 
Figure 79: Changing the state of an animation. 
While Figure 79 presents the immediate change of a state upon the reception of an interrupt, 
another possibility is to gradually change the state. If a user wants to fast forward to the end of an 
animation, the time can be accelerated, so that the animation ends faster (end_fast in Figure 80) – 
this obviously is analogue for returning to the beginning of the animation (start_fast). Another 
option for transitioning to the state selected when interrupting an animation is to slowly go to the 
end or beginning (end_slow, start_slow). 
 








The section was elaborating on the different possibilities to consider when dealing with 
interruptions of the animation state. These approaches can be implemented in our models by 
adjusting the time produced by the Timer model and used by an animation. 
4.2.2 Updating animations 
Unlike the previous section, describing state changes of animations – this approach for handling 
interruptions does not require a change of the state. The state of the animation for this approach 
will still be playing, but the configuration values for this kind of animation update will change 
during runtime. 
These values can either be the end value of the interpolation, or the end time (as specified by the 
duration) of the animation. Figure 81 depicts the changing of an end-value while an animation is 
running. The graph on the left side shows a function where the new value for the end-value is 
smaller than the original end-value, whereas the graph on the right side shows the function where 
the new end-value is larger than the original end-value. 
 
Figure 81: Immediate updating the values of an animation. 
It should be noted that at the time of the interrupt, the function jumps, and would therefor also lead 
to a perceivable jump in the animation. However, to make this switch from one function to the 
next to appear smoother for the user (especially for the non-linear functions presented in Figure 
77), an interpolation from the original to the final function is used (Figure 83). 
 
Figure 82: Interpolated updating the values of an animation. 
Finally, changing the duration as well as changing the end-value of an animation as a result from 
handling interruptions can be combined. 
The implementation of this feature would require both changes to the transfer function f,, as shown 
above with the easing functions, as well as a change in the model. This change in the model would 
value > end_val (.5) value < end_val (2)
value > end_val (.5) value < end_val (2)
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require to save additional values: the position in time when the change happens, as well as the 
original values, to be able to interpolate between the original and the new function. 
4.3 Graceful Degradation 
Performance bottlenecks occur during runtime when the system is not capable of providing 
enough resources to present a new frame of an animation in the timeframe that has been allocated 
to it. In this case of a performance bottleneck, graceful degradation of an animation is desirable. 
Another situation where graceful degradation of an animation can be helpful is to safe power – 
when the system is running on battery (as opposed to using a power plug), careful use of the 
processing resources is preferable over high quality rendering. 
When a situation where graceful degradation is preferred is detected, different strategies can be 
modeled in order to scale down the animation (for instance by dropping some frames, changing 
animation sampling-rate or attributes, as well as using different animations altogether (behavior-
switching) and thus to keep up with time. Such dynamic behavior is rather complex and has to be 
defined manually at the design time i.e. no generic patterns are available. Indeed, in order for an 
animation degradation to be graceful, it has to be performed according to the type of object, the 
type of property that is animated and above all the entire structure of the stage in which the 
animation takes place. Degradation might be acceptable for some objects (for instance in the 
background) while unacceptable for others (for instance the graphical objects being the focus of 
attention of the user or conveying relevant information and would negatively influence the 
performance of the current user task). 
4.4 Constraint Animation 
Constraint animations are animations where the behavior of a graphical object is defined through 
external parameters, and/or the behavior of other objects. One example for a constraint animation 
is a physical simulation with multiple objects, where an overall force (e.g. gravity) defines the 
global movement of objects. The local movement of a graphical object is constraint by collisions 
with other objects. 
Figure 83 shows a screenshot visualizing the output of a physical simulation with a single red ball 
being bound by gravity and traveling down a fixed object (the black slope). 
 
Figure 83: A screenshot of a constraint animation, animating an object according to external forces 
and inter-object forces. 
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For implementing constraint animations, a small part of the architecture needs to be adjusted: The 
setup model, the canvas, and the model for defining animations. 
Figure 84 depicts the setup model of a constraint animation. 
 
Figure 84: Setup of a constraint animation by creating a canvas for a physics engine. 
This model is similar to the default setup of an animation, with a minor addition. This addition to 
the initialization of the timer and the canvas to draw graphics, is reflected by the initialization of a 
physics engine in initPhysics and the placing of the output of the physics functions on the canvas 
in addToCanvas, which is shown on the right side of the figure. 
After having refined the model for setting up the system, the next model that needs to be extended 
is the canvas model. While the traditional canvas model only supervises the nodes being displayed 
on screen, the extension for constrained animation handles the update of the nodes, which should 
be animated according to the defined constraints. Figure 85 presents the new canvas model, which 
handles constraint animations. 
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Figure 85: A canvas for handling constraint animations, using a physics engine. 
Upon construction of the model a timer is registered at registerTimer, so that each time step 
eventTick_t1 is called. Upon the reception of eventTick_t1 a new step for calculating the constraint 
based world is calculated once stepWorld fires. 
For each step, all nodes are moved from the Nodes place to a temporary place tmp, and resetting 
toUpdate once the Nodes place is empty. All the nodes from the temporary storage (in tmp) are 
sorted according to their Class and updated if needed. After all nodes have been updated (i.e. no 
more nodes in tmp), they are in the tmp2 place, and will move back to the Nodes place ready for a 
new time step. 
Having all supporting models in place, the only missing part is the definition of the constraint 
objects and parameters. This is done in the same model that defines the behavior of an animation, 
however the definition of the parameters is different from the definition of a standard animation. 
Figure 86 shows a model for defining an object and the proper values for the constraint animation. 
 
Figure 86: Defining the objects and behavior of a constraint animation. 
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A new object is created at createPhysicsNode. Once this object is instantiated, the single flow 
separates in two flow. While on one side the object is added to the new canvas via addToCanvas2, 
the parameters for this object are configures using the transition setupBehavior. From this moment 
on, the object is animated according to the constraint parameters defined in setupBehavior until it 
is removed from the canvas. 
 
While previous descriptions were dealing with intra-object changes over time, for special cases 
there is a need for describing inter-object animations (e.g. collisions between objects). Such 
approaches require accessing information about all the objects involved, but also influencing the 
evolution of each object in order to enforce the defined animation. Our approach for this kind of 
(constraint) animation, where we need to have a model overseeing the global changes, is to use the 
canvas for these kind of operations. This canvas can be used for standard animations, but also 
handles inter-object constraints (as defined above). 
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PART 4  
Case Study 
 “We were shooting very fast for animation. Occasionally we would get two minutes a week, which 
was very good.” 
Nick Park 
 
CHAPTER 1 Animations in the UI: vocomedia 
Interactive TV provides people with a new TV viewing experience, not only by enhancing the 
audiovisual experience of the viewer, but also introducing interactivity [Eronen 2003]. This 
interactivity allows users to actively engage in front of the TV by offering (TV related) 
information as well as additional services like electronic program guides (EPG), video on demand 
(VoD) services, live interactive TV games and more. Interactivity in iTV can simply be defined as 
anything that takes the user beyond the passive experience of watching and that lets the user make 
choices and take actions [Gawlinsky 2003]. 
 
Figure 87: Schematic view of the context of an interactive TV setup. 







from the service provider
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Figure 87 visualizes a schematic view of a typical setup of an interactive TV environment, which 
includes a TV, a set-top box connected to the TV screen and the user controlling this setup via a 
(infra-red based) remote control. The set-top box is also connected to an IP based network, to be 
able to fetch audio/video/multimedia content as well as providing access to over-the-top (OTT) 
services. 
This chapter describes an interaction concept developed following the development process 
described in PART 3:CHAPTER 1 to meet the current demands of new forms of interactive TV 
(iTV) and Internet Protocol TV (IPTV). The goal of the design of this concept was to make it easy 
to use in terms of efficiency and effectiveness. The system builds on a six-button interaction 
mechanism (up, down, left, right, ok, back) and a three-level navigation concept, to reduce the 
cognitive effort of the user to a minimum (when interacting with the iTV system) and to minimize 
error. 
Why using Vocomedia as a case study: 
o In order to provide continuous feedback, vocomedia provides continuous animated 
feedback both on the content side of the information and on the interaction side of it. 
While the input from the user is discrete (using 6 button control), the visual feedback is 
composed of animated sequences. 
o The platform on which the application is running (the set to box) imposes a lot of 
constraints on the software development. As the cost of hardware must remain as low as 
possible, and therefore the available computational resources are limited, graceful 
degradation as presented in section PART 3:4.3 can become an important factor. 
o The final user interaction concept has been implemented in an industrial context and 
converted to a system, which does not use of the ICO notation and PetShop, following the 
development process described in PART 3:CHAPTER 1. This allows assessing the 
usability and usefulness of the approach. 
1.1 Vocomedia 
Vocomedia (Figure 88) is a user interaction concept developed for set-top boxes in a user-centered 
way to meet the demands of new forms of interactive TV (iTV) and Internet Protocol TV (IPTV) 
from the user’s perspective. The user interaction concept of vocomedia describes how to structure, 
design and present typical forms of iTV/IPTV services to the user. This concept includes the 
possibility to identify the user for the system, thus allowing real individualization of IPTV services 
(e.g. individualized marketing), personalization of content (for each individual user) and 
customization of the system (e.g. text is displayed in a larger font if needed). 
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Figure 88: iTV user interface depicting the main menu. 
In the iTV domain certain restrictions in terms of processing power and graphics power apply. The 
graphical user interface prototype relies - amongst other things - on animations to support the user 
interacting in an environment prone with interruptions and distractions (Palanque, Winckler, et al. 
2009). 
Main Ideas of vocomedia 
Vocomedia is developed with the goal to provide an intuitive and easy to use interactive system, 
integrating remote control and graphical user interface with a unique, usable and coherent user 
interface design. This usecase implements the vocomedia user interaction concept as a high-
fidelity scenario based prototype, to demonstrate the concept can be generalized for all iTV/IPTV 
service aspects including requirements from today’s IPTV customers incorporating customization, 
personalization and security. 
The interaction concept describes how to structure, design and present all typical forms of 
iTV/IPTV services to the user. This includes the possibility to enable the user to be identified by 
the system, thus allowing real individualization of IPTV services (e.g. individualized marketing), 
personalization of the system (e.g. each household member has the TV channels ordered in their 
favorite way) and security for services (e.g. applying restriction to access content to enable child 
safety). 
Individualization and Personalization 
Usage by various persons in a household leads to the need of personalizing and individualizing of 
the iTV system, especially for standard settings or children safety restrictions. Moreover, modern 
technologies such as recommender systems or the possibility to store personal data such as images 
or music demand to distinguish between several users due to privacy and personalization concerns. 
Besides that, modern iTV solutions offer features such as shopping or Video on Demand (VoD) 
that can cause financial damage if not used properly. Most systems today use PIN codes to 
guarantee that only the authorized person is allowed to use certain services. Unfortunately, these 
PINs only provide limited level of security and increase the mental effort that is caused when such 
a system is used. That is because people have difficulties remembering these codes and so they 
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write them down (which decreases the security of the system) or they have to train hard to 
remember the PIN and therefore need to invest mental effort.  To solve these problems and to offer 
functions that fulfill the need of personalization and security, the interaction concept integrates 
fingerprint recognition on the remote control. This has several advantages: Firstly, the fingerprint 
is save compared to a PIN and secondly, the only thing the users have to remember when they 
identify themselves via fingerprint is which finger they need to use for identifying themselves with 
the system. 
To take advantage of the individualization and personalization, the following security relevant 
services are provided:  
o Application of filters concerning single users, which offer the following functionality:  
o Channel filters: single channels can be blocked for selected users 
o Duration filter: the daily TV usage of a user can be limited to a certain amount of 
time 
o Time filters: limit of the TV usage to a certain time of day 
o Child safety: dependent on the age of the profile owner and the law situation in the 
country where the  system is used, TV programs with a improper rating can be 
blocked 
o Identification for the subscription/purchase of pay TV content 
Users can identify themselves (log in and out) whenever they want. This action only requires a 
press onto the fingerprint scanner. If no user is identified, the system provides only default 
services. 
1.2 Development 
For developing this graphical user interface, we followed the development process as described in 
PART 3:CHAPTER 1. For each of the steps we will provide a contextual overview on where in 
the development process the described steps can be found, what is the input from the previous 
steps, as well as what is the output produced for the following step. 
 
Figure 89: Development Process for developing interactive systems with animations. 
Figure 89 provides an overview over all the steps required for the development of the prototype. 
The following sections will describe the steps performed starting with net needs and requirements 
analysis, until a formal model has been created. 





















































































1.2.1 Needs and requirements analysis 
The needs and requirements analysis (Figure 90) was supported by ethnographic studies 
[Bernhaupt et al. 2008]. Based on previous research on the home context and inspired by ongoing 
trends around interactive television, needs and requirements in the living room centered on new 
interaction techniques have been investigated. Creative probing and playful probing approaches 
were instrumental for gathering in-depth data on participants' opinions, attitudes, and ideas in a 
way favorable to the participants. 
 
Figure 90: Development process: Needs and requirements analysis. 
The TV consumer is too far away from the screen to be able to see details and input techniques 
allowing any kind of point and click support (as known from other application domains like the 
desktop or laptop computer) are difficult to translate to the TV domain. Furthermore, design 
metaphors borrowed from the workplace are not suitable for the living room. Users are not willing 
to sit in front of the TV with a keyboard. Their main interests are widespread, depending on time, 
social situation, physical context, technological knowledge or personal preferences and habits. 
Users of new forms of services want to be entertained, get informed, and relax, sometimes all at 
the same time. 
These findings led to the following requirements: 
o minimal number of buttons: since users had problems finding the correct button on  remote 
control to use – given that standard remote controls have 40+ buttons, an interface should be 
navigateable with a smaller set of buttons, allowing the user to interact with an interactive 
system without the need to constantly search for the button to press on the input device. This 
kind of navigation is called “eyes-free” interaction, allowing the user to focus on the graphical 
user interface (respectively the content) and not on the input device. 
o simple but feature-rich user interface: since iTV solutions are increasingly adding features 
and services (like live TV, Electronic Program Guides, Teletext, Video On Demand, Photo 
and Music Libraries as well as Social Communication features) the graphical user interface 
allowing a user to reach each of the services should be as simple and consistent as possible. 
o intuitive user interface: having a simple user interface is not nearly enough, it also has to be 
intuitive and natural to use. For providing this approach, animations play an important role 
and enable the interface to guide a user through the interaction and focus the users’ attention 
on the important content. 
o Personalization and individualization: for being able to provide services and information 
tailored to specific users, a way to identify users should be provided, along with system 
support to display these services and content. 





















































































1.2.2 Task Analysis 
Using the results delivered by the needs and requirements analysis, these requirements need to be 
precisely described and structured into tasks. This transformation is performed using task analysis 
to assess and analyze the tasks to be executed by the user. Figure 91 shows the task analysis & 
task modeling phase in the context of the development process. 
 
Figure 91: Development process: Task analysis & Task modeling. 
In general, users are not familiar with all the features provided by a system. Usually, they use only 
a limited number of the available functions, which also depends on presentation by the service 
provider. Amongst a study conducted by [Freeman et al. 2003], users just want to watch TV. 
Interactive TV was perceived as difficult to use and was compared to computer usage. 
Nevertheless, with the increasing uptake of iTV, the main features that users are interested in and 
use at home are the following:  
o Display information of the current program 
o Recording a program 
o Buy movies by VOD 
o Manage favorites channels 
o Check programs on EPG 
o Listen the radio 
o Watch a movie or other content on a USB key or a hard drive  
o Watch records or files imported via the Internet 
o Timeshifting 
o Play games 
This listing can be taken as a starting point for analyzing the tasks for a conceptual iTV user 
interface. With iTV, the number of available channels increases and users require an easy and fast 
way to change channels but at the same time the need for improved security concepts arises (to 
support e.g. child safety). 
We identified the most important tasks for TV consumption as the following features for 
interacting with iTV systems: 
o Watch TV 
o Switch Channel 
o Get information about the current TV program while changing the channel 
For a complete iTV system, additional features need to be provided. Therefore, the tasks for such 
an iTV system can be listed as: 




















































































o EPG with an overview (automatically ordered related to the current time to be able to 
compare channels) and with all forms of information related to the TV program. The TV 
Program menu item offers the possibility to get an overview off all TV channels that are 
available. The Users can compare what is on air at the same time on different TV stations 
and decide, which program to watch or which program to record. 
o Timeshifting (live pause) Function allows users to pause the Live TV and to go on 
watching later. Recorded Items are saved to the library while the timeshifting Function is 
connected to the EPG to gather information about the program and make it possible to 
jump between single recorded items. 
o Teletext 
o Library: Media storage and access for photos, music and films; The library is the place 
where personal media files are stored; there are single folders for music, photos and 
videos. Users can store files manually in these folders and the system saves recorded TV 
shows in the video folder. In the library it is possible to view the files and/or listen to 
them or delete the media files. 
o Video on Demand (VoD): The Buy Movie Menu item provides the Video on Demand 
functionality. By identifying with their fingerprint users can purchase movies and paid 
content. There is also the possibility to view trailers and to sort the movies after their 
genre to find a movie that suits the users mood or interest. 
o PVR: In the record list are items stored that are marked for recording. These items can be 
edited or deleted in the record list. 
o Personalization (Favorites) The Favorites are a function that allows the users to mark 
single TV shows or whole series so that they do not miss them and that they can see at 
one glance on one screen when the next favorite TV show is on air. Favorites can of 
course be managed, deleted and recorded. 
o Settings (Security and Personalization oriented settings, like new users including 
Fingerprint log-in, Security Settings, Personalization Settings) 
o The profiles menu item offers the functionality to add, delete or to manage single profiles. 
Photos can be added, fingerprints saved and the group membership of single users can be 
adjusted. Several other functions related to profile management are placed in this menu. 
o Filters provide the functionality to block content and functions for single users. Filters 
consist out of: 
o Channel Filters: Single Channels can be blocked 
o Duration filter: The daily TV usage of the profile owner can be limited to a 
certain amount 
o Age Filters: Dependent on the age of the profile owner and the law situation 
in the country where the system is used, TV program with a special rating 
can be blocked. 
o Time Filters: Time filters allow the limitation of the TV usage to a 
timeframe. 
o Communication function needs identification by users with their fingerprint. This 
functionality allows the users to manage their status but also to make a call using video or 
not. The users can use this functionality watching TV if they want.  
o Learning provides the possibility to use the Vocomedia remote to command other devices 
as stereo or light. This functionality allows in an easy way to learn different devices. 
1.2.3 Concept design 
The concept design phase (Figure 92) is matching the input from needs and requirements analysis 
as well as task analysis with design ideas. This phase features the creation as well as the 
exploration of new ideas for interacting with an interactive system. The result of this concept 
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design activity is a number of mock-ups or sketches providing the groundwork for the next phase 
called low fidelity prototyping phase. 
 
Figure 92: Development process: Concept design. 
The conceptual design for vocomedia (Figure 93), describes an easy to use graphical user interface 
based on a cross menu layout on screen. This cross menu layout shows main categories along its 
y-axis, whereas sub-categories are presented along its x-axis. 
 
Figure 93: Conceptual design of the main menu of an graphical iTV user interface. 
The navigation for the graphical user interface is designed in a way that represents the best trade-
off between the minimal numbers of keys required on the input device (remote control) and the 
mental effort caused by a deeper hierarchy or a more cluttered display. Research showed that six 
keys are an optimum for this kind of navigation and interaction system [Mirlacher et al. 2010]. 
Another advantage provided by a six-button remote control is the possibility to control the 
navigation menu “eyes-free” - without the need to look at the remote and without losing focus 
with the content. To take advantage of this approach, it is mandatory that the six buttons keep their 
functions and are not change them by accident. 




















































































To design a graphical user interface suitable for the context of the home, a “look there” field is 
used. This is the area depicted in the lower left part of the screen (Figure 93 field showing the item 
“ORF2”), where all menu items are slid through. Main menus are aligned vertically while 
submenus that represent the options to every main menu item are aligned horizontally. This 
positioning of the menus has been chosen, so that on a common (landscape orientated) TV screen, 
the space is better used for usually more sub-items (such as TV channels). Both menus meet in the 
“look there” field that is always positioned at the same location. This approach has the advantage 
that users can be interrupted and take their eyes from the screen (e.g. to talk to other people in the 
room or to do another activity) and then return with their attention and eyes back to the screen and 
will immediately know which menu item is selected – without the need to scan over to the whole 
screen to find the currently active (selected) item. 
For navigating through the items, standard cursor navigation is used, where key <up> means 
selecting the next category in the main menu category, and <down> would select the previous 
item in the main menu. When <left> is pressed, the selection of sub-categories would change and 
the item left to the currently selected item should be in focus, requiring the horizontal bar to move 
right. The same concept is applied when key <right> is pressed, resulting in the selection of the 
item right of the currently selecting item and requiring the horizontal bar to move left. For 
selecting an item, a <select> or <ok> key should be used, which shows the screen for the selected 
sub-category. If a user wants to go back one step, she can use a <back> key. 
1.2.4 Low fidelity Prototyping 
The result of the concept design activity is a number of mock-ups or sketches, as wall as early 
interaction ideas providing the groundwork for the low fidelity prototyping phase (Figure 94). In 
this phase, the mock-ups and sketches generated in the previous phase are refined and lead to a 
definition of the user interface design as well as the interaction design and the interface 
animations. The output of this phase is a low fidelity prototype for designing and defining the 
graphical user interface, the interaction as well as animation. 
 
Figure 94: Development process: Low fidelity prototyping. 
The user interface is consistently structured into three levels: the main navigation page and two 
subsequent sub menu pages. Each of level is required for selecting one step for a complete (3-step) 
task. The first level 1) is used for the selection of a group of items. At the second level 2) a user 
refines the selection from the first navigation page by selecting a single item out of the group of 
items selected before. Finally, a third navigation level 3) is presented, where the action to be 
performed on the previously selected item is chosen. 
For example if a user would like to schedule a recording of a specific program the following steps 
need to be performed: 1) select the program 2) select the show to be recorded 3) select the action: 
record. 





















































































The following sections will provide a brief overview over the three different levels. 
1st Level Navigation Page (Main Navigation Page) 
The main navigation page is the entry page displayed once the user pressed the <ok> button while 
watching TV. Figure 95 displays a schematic overview over the layout (main menu shown in light 
gray whereas the submenu items are shown in dark gray) for the main navigation page.  
 
Figure 95: 1st Level Navigation Page of the graphical user interface. 
This main navigation page is structured in a horizontal and a vertical navigation menu and the 
“look-there” field (shown as a red border around the intersecting elements at the lower left part of 
the screen). 
The horizontal main navigation menu presents entries for groups of services. These entries are 
ordered by frequency the user will use the services. Most often used functions/services should be 
visible on startup. Ordering of items follows the categories of “user directed/action oriented” and 
“system/setting” oriented. Thus, functions like social communication, recommendations and 
(personal) favorites will be ordered “up” (starting from the look there field), and system oriented 
functions like time shift, profiles, system settings or functions like setup will be ordered “down” 
(starting from the look there field). 
The vertical navigation menu represents the first set of navigation elements for each category 
represented in the horizontal navigation menu. Items in the vertical navigation menu are ordered 
by default based on frequency of use, most frequently used navigation items are displayed in the 
visible area. Depending on the highlighted service, the displayed items in the navigation menu will 
vary, but follow the convention of first providing content/action oriented navigation items 
followed by (less frequently used) system oriented navigation items. 
2nd Level Navigation Page 
Selecting one of the navigation menu entries at the main navigation page (by pressing the <ok> 




Figure 96: 2nd Level Navigation Page of the graphical user interface. 
The second level navigation page, allows a refinement of the selection of the group of items from 
the previous step. It should be noted that the display, interaction and animation with this 
navigation menu is consistent with the navigation menu from the first level navigation page, the 
only difference are the displayed items. 
3rd Level Navigation/Action Selection Page 
The third level navigation/action selection menu page is displayed, when the user selects a 
navigation menu entry on the second level (by pressing the <ok> key). Figure 97 shows a 
presentation of this third level navigation menu page. 
 
Figure 97: 3rd Level Navigation Page of the graphical user interface. 
The third level navigation page enables the user to select an action to be performed on the items 
selected during the previous steps. Again, it should be noted that the display, interaction and 
animation with this navigation menu is consistent with the navigation menu from the first level 
navigation page, the only difference are the displayed items. 
After repeated evaluations, and adjustments according to repeated task analysis and modeling 
steps, the outcome from this low fidelity prototyping phase (at the beginning with paper prototypes 
and then gradually refined by using Photoshop images) produced a definition for the graphical 
user interface as well as for the interaction and animation. These definitions are used in the 
following phase, the high fidelity prototyping phase. 
1.2.5 High fidelity prototyping and formal modeling 
The previous before the high fidelity prototyping (Figure 98) already used to sort out major design 
issues, this phase finally delivers a running high fidelity prototype for being able to identify 




Figure 98: Development process: High fidelity prototyping and formal modeling. 
For creating the high fidelity prototype, we have identified the parts within vocomedia where 
interaction appears and animations are used. The following sections provide a detailed description 
for these parts of the system. The interaction with the system relies solely on navigating through a 
menu – all other elements of the user interface are static and therefore not of concern for designing 
animations. Furthermore, the animated menu is consistent on each of the three levels of the 
interface, so it is sufficient to only provide the description for a single instance of this menu. 
However, this instance of the navigation menu allows to fine-tune the interaction and animation 
using a scenario based high-fidelity prototype in usability studies. The resulting fine-tuned 
interface can then be duplicated for all three level of the graphical user interface. 
Formal modeling 
For the formal modeling, the models, which have been presented in PART 3:3.2 are used. Figure 
86 shows again the architecture of the used models. It should be noted that all models (with the 
exception of the model for Defining the Animation) are generic models, and therefore reuse and 
rapid creation of this usecase is possible. 
 
Figure 99: Overview of the Architecture of models used to describe an animation.44 
The following Petri net models are use: 
o The generic model for Setup the application is the model as presented in PART 3:3.2.1. 
This model in turn instantiates three different models (Canvas, Timer, Animation) and 
configures them by connecting to their services. After the configuration is finished, both 
timer and animation can be started. 
                                                            
44 Illustration is the same as Figure 50. 
























































































o The generic model for defining the Canvas as shown in PART 3:3.2.2. This canvas model 
has been created for being able to control the animations on screen and keeping track of 
all the objects to be displayed. This canvas model provides an interface for adding and 
removing object (or nodes). 
o The generic model for describing a Timer as presented in PART 3:3.2.3. For being able to 
present animations, one of the most important components is a model for managing time. 
For each frame to be produced, all components need to be synchronized. This 
synchronization is established by binding the execution of the runtime calculations to an 
event, which is fired each time a new frame should be generated. 
o A customized model for Defining Animation (a generic description can be found in PART 
3:3.2.4). This model defines the interactive parts of an application, by defining the 
applications behavior to user input. In addition, this model deals with the description of 
the animations to be performed. It should be noted that this model needs to be customized 
for each application, because this describes the animation itself, and therefore no generic 
model can be used. 
o Generic models for defining the runtime Behavior as explained in PART 3:3.2.5. For the 
sake of readability, we are using one model per type of properties to animate. For the case 
of this usecase, these models are defining the position of an object and the second type is 
a model, which deals with the opacity of a graphical object. These models act as 
templates or classes and are instantiated for each animation. 
Since most of the models are reusable generic models, we are only going to describe the non-
generic model, or the changes to generic models by means of optimizations. The only model, 
which needs to be redesigned, is the model for Defining Animation or describing the behavior of 
the system. This includes interaction with the system, dynamic behavior and animation of the 
graphical objects found on the screen. Figure 100 provides an overview of the final model used for 
defining the interaction as well as animation for vocomedia. This figure can be divided into four 
different parts, which we will examine in the following sections: 
a) Initialize events and create graphical objects 
b) Interaction to define the reaction to user events 
c) Dynamic behavior for the dynamic creation and destruction of graphical objects 







































Figure 100: Model for Defining Animation: initialization, interaction, dynamic behavior and animation 











The navigation menu as displayed on screen is composed of two graphical objects. These objects 
are the vertical menubar as the horizontal menubar. These objects are created by support classes, 
which parse a definition file describing the items to be placed on the menubar and generating a 
graphical object. 
Coded support classes 
For generating the graphical objects (vertical menubar and horizontal menubar), we have 
implemented a set of helper classes. These graphical objects are generated by java classes, which 
parse an XML description of the menu and produce a menubar as a single graphical object holding 
a list of items build of text as well as icons. 
These java classes also provide helper functions for calculating geometric offset of the menubars 
depending on the active item. For example if item A in the main menu is active, this results in a 
certain offset (X,Y) of the vertical menu, for being able to position the active item in the look-
there field (described above). The same counts for the horizontal menu, where the helper classes 
provide information about the offset to use. 
Initialize events and create graphical objects 
Figure 101 shows the initialization of events and the creation of graphical objects (the vertical 
menubar) for vocomedia. 
 
Figure 101: Initializing the model and generating initial graphical objects. 
The ICO service (there is one in the model) corresponds to the method that that called by the setup 
model: SIP_start (to launch the application). When this service is called, the first step is to register 
an event handler (executing the code in the transition registerKeyPressed), so that this model is 
able to receive keyboard events and can react to user inputs. Once this registration is completed, 
the graphical object for the vertical menubar is created in the transition createMenuY. After 
successfully creating the graphical object, this object is registered with the canvas, using the 
addNode service from the canvas mode in the transition addToCanvasMenuY. At this point in 
time, the model is setup to receive keyboard events and the vertical menu is already displayed on 
screen. 
Interaction 
After having registered for receiving a keyboard event, we are examining the interaction part. The 
interaction as defined in the concept design phase can be found in Figure 100 b). This part of the 
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model defines the behavior of the graphical user interface whenever one of the keys (<up>, 
<down>, <left>, <right>) is pressed. If a key other than the defined keys is received, it remains 
as a token in the place KeyReceived. This has the benefit for being able to determine which keys 
have been pressed by mistake, or which keys should be added to the feature list. 
 
Figure 102: Defining the interaction of vocomedia.45 
Figure 102 presents an extract of the model shown in Figure 100 b), highlighting the interaction of 
the user with vocomedia. Upon the reception of a keyboard event, eventKeyPress_t1 is triggered. 
This event also delivers a description of the key, which is used for selecting different braches. For 
example, when a user presses the <up> key, the transition checkKeyUp will be enabled according 
to its precondition. Furthermore, the execution of transition decY will be triggered, which 
calculates new values for activeX and activeY. activeX and activeY describe the active position 
within the menu system, whereas the third calculated value to, is defining the geometric position 
where to move the menuY to, for correctly positioning the newly active item in the look-there 
field. Note that activeX is set to 0 if either the <up> or <down> keys are used, this is because a 
change in the main menu, should cause the creation of a new submenu, and position it at the initial 
active Item (0). 
The token stored in the place VocoMediaActiveItem always holds the actual active item number 
(defined by activeX and activeY respectively) at any time. 
During usability testing, we discovered that the movement of the menu, as naively implemented 
was confusing users. The original approach was that each time the <up> key was pressed, the 
menu would move up, and therefore transition incY was calculating the new position of the 
vertical main menu. However, the desired behavior was exactly the opposite: when a user presses 
the <up> key, the menu should move down, placing the item on top of the old one in the look-
there field. Using a model allowed us during runtime, without the need to restart or recompile, to 
rewire the behavior, by changing the arcs from KeyUp, and KeyDown to the correct decY and incY 
calculations. 
                                                            
45 This illustration is an enlargement version of Figure 100 b) 
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Also adding the handling of new input keys during runtime is simple, by adding a new transition 
with a precondition, just like the ones shown for checkKeyUp etc., and add a transition for 
executing the desired behavior. 
Dynamic behavior 
Part c) in Figure 100 depicts the section of the model defining the dynamic behavior. This 
behavior defines the destruction of the horizontal bar (as a graphical object) each time a user 
presses either the <up> or the <down> key, as well as the recreation of a new horizontal menubar 
which holding the new items to be displayed. 
 
Figure 103: Defining the dynamic behavior of vocomedia.46 
Figure 103 presents the dynamic behavior of for recreating a horizontal menu bar. These actions 
are triggered when a token is placed in NewMenuX caused by a user pressing either the <up> or 
<down> key. When a token is placed in NewMenuX, two actions are executed in parallel: 
o the removal of the currently shown menu bar, by removing the token from ObjMenuX, 
and as  result executing the removal from the canvas in removeFromCanvasMenuX, by 
calling the removeNode service from the canvas model. 
o once the token has been removed from ObjMenuX, a new horizontal menubar is 
created in createMenuX, and placed in the place MenuXCreated, as well as 
MenuXCreated1. This new menu needs to be added to the canvas (displayed on 
screen), which is finally done in the addToCanvasMenuX, by calling the service 
addNode from the canvas model. 
This part of the model is therefore responsible for destroying the horizontal menubar and 
recreating a new horizontal menubar, according to the active item in the vertical menubar 
(activeY). 
Stepwise Interaction 
The model can now receiver user input, and has created as well as displayed the vertical menubar. 
Moreover, with the model we can create and destroy the horizontal menubar. With a simple 
                                                            
46 This illustration is an enlargement of Figure 100 c) 
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transition connecting the interaction part to generated object, the user interface can already be 
operated. Figure 104 shows the resulting model, with the transitions translateX and translateY (d1) 
and d2)). 
This first step is to interact with the model, but it still does not include animation. The next section 
will describe how to add animations as shown in PART3, by replacing the transitions translateX 
and translateY. It should be stressed that this extension of the model with animations also can be 


















































Figure 104: Model for Defining Animation: Defining initialization, interaction, dynamic behavior for 











While the model in Figure 104 already allows to interact, this section details the changes to the 
model, to support animation (resulting in the model presented in Figure 100). The part of the 
model shown in Figure 105 is a reference to the part d1) depicted in Figure 99, and replaces part 
d1) in Figure 104. 
 
Figure 105: Example for defining an animation in vocomedia (vertical movement of the vertical bar).47 
Figure 105 shows an example for the animations defined in vocomedia. This example is 
responsible for moving the vertical menu bar up or down. A new model for this animated 
transition is created in createTranslateY. It should be noted that this is creation is only performed 
once, and therefore this model is reused for any vertical movement of the vertical menu bar. After 
this initial step, a token is deposited in place p1_1.1. The following transition setupTransitionY is 
enabled once a token is deposited in toYvalue by the interaction part, delivering a new to position 
for the menubar. Upon firing of setupTransitionY, two values for the animation are configured: the 
duration in setDuration (which calls the setDuration service in the translate model) as well as the 
calculated value for the new position of the vertical menu bar via setToY (executing the setToY 
service in the translate model). After this initialization, the animation will be started using the start 
service in the translate model. The animation is running and will be in a running, state, until 
finished_1 fires (the isFinished service from the translate model returns a token). It is important to 
note that no new animation is started until the running animation is finished, and a token is place 
back in place p1_1.1. 
To revisit Figure 100: The model has (in Figure 100 a) registered for a keyboard event handler, 
created and displayed the vertical and horizontal menubar (in Figure 100 c). It also defined the 
interaction for <up>,<down>,<left>,<right> keys (in Figure 100 b). Animations for the 
horizontal menubar as well as the vertical menu bar are defined in Figure 100 d1) and Figure 100 
d2). And finally when a new horizontal menu is displayed, it is faded in by using the animation 
defined at Figure 100 d3). 
                                                            
47 This illustration is an enlargement version of Figure 100 d1) 
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During a usability test, we discovered that the duration of an animation was taking too long. This 
model described above allowed a rapid tuning of the duration value, by simply adjusting the 
duration value in DurationYValue as well as DurationXValue, during runtime. This is of utmost 
importance, since the tuning usually requires more than a single trial, and being able to adjust 
animation parameters during runtime significantly reduced the tuning cycle. 
Optimizing the timer model 
While the timer model shown in PART 3:3.2.3 also works for this usecase, we made some 
optimization making it more suitable for a real-life scenario. The issue with the model presented 
before was that it is running all the time, consuming CPU resources and producing timer ticks, 
even when no animation is running, and therefore no model is listening to these events. This 
demonstrates the possibility, thanks to the use of the ICO formalism to fine-tune   the interactions 
and the animations in order to meet the requirements in terms of performance but also in terms of 
hardware costs and capabilities. 
 
Figure 106: Optimized timer model including register and unregister calls. 
The optimization which have is introduced here, is that each animation will register to the timer 
model upon the animation is started, and unregisters again when the animation is stopped. Figure 
106 shows the register and unregister services marked with a) respective b). And only if tokens 
are left in the registered place c), the timer is enabled. 
1.2.6 Complete Animated UI 
The complete animated UI put in the context of the development process in Figure 107 is an 






modeling and can be used as it is on the target platform, given the target platform provides a 
runtime machine for the models. 
 
Figure 107: Development process: Complete Animated UI. 
The models described in the previous sections allowed to iteratively refine the interaction and 
animation of the presented graphical user interface. Figure 108 shows the navigation concept that 
is built upon a horizontal and vertical navigation bar forming a cross running with the PetShop 
CASE tool. 
 
Figure 108: PetShop CASE tool and a running iTV graphical user interface. 
This graphical representation in Figure 108 of Petri nets is executed within PetShop and can be 
edited at execution-time. During the execution of the ICO models, PetShop provides a 
visualization of the evolution of the corresponding Petri nets representing creation and deletion of 
tokens, movement of tokens and evolutions in the availability of transitions. This runtime 
rendering supports interactive prototyping and tuning of the Petri nets in order to reflect required 
modifications. 
 



















































































Figure 108 presents the PetShop environment with the final prototype at runtime. The background 
window in the figure corresponds to PetShop in which a set of 7 models is concurrently executed. 
The Petri net corresponding to one of these models (namely ModelMainInstance) is graphically 
presented showing explicitly places, transitions and arcs. The foreground window represents the 
running prototype as a result of the execution of the underlying ICO model. The models, which are 
executed in parallel by PetShop are the following: 
o The model for Setup (ModelMainInstance) the application instantiates three different 
models (Canvas, Timer, Animation) and configures them by connecting to their services. 
After the configuration is finished, both timer and animation can be started. 
o The model for defining the Canvas to control the animations on screen and keeping track 
of all the objects to be displayed.  
o The model for describing a Timer for producing the time-base for the animations. 
o A customized model for Defining Animation defines the interactive parts of an 
application, and describes the animations to be performed. 
o Generic models for defining the runtime Behavior of an animation. For example one 
model for moving the vertical menubar (translation model) and one model for moving the 
horizontal menubar (also translation model), as well as a model for fading in a newly 
created horizontal menu bar (fade model). 
1.2.7 Model Conversion and Implementation 
Finally, the application is ported by converting the models and implementing the application 
(Figure 109) with a (general purpose) programming language. The model conversion phase is of 
critical importance when the target platform might have lower capabilities than the development 
one. 
 
Figure 109: Development process: Model Conversion and Implementation. 
The models as gained above in the high fidelity prototyping and formal modeling phase, provided 
and unambiguous specification for the interaction as well as the animation part of the user 
interface. Using these models allowed the iterative refinement of the design, using user testing and 
finally to convert this model to a fully functional application (Figure 110). 
However, the target platform (for the case of an embedded TV platform), exhibited significant 
performance problems for per pixel alpha blending. This problem resulted from the limited CPU 
resources and that these per pixel opacity calculations had no hardware support, but were 
implemented in a software framework. This problem surfaced whenever a fading animation had to 
be performed. Therefore, the solution was for this specific platform (and hardware revision), to 
disable fading animations altogether, which was easy given the model for defining the interaction 
and animation, by just disabling the part d3) shown in Figure 100. However, for the desktop 
platform this was no issue, and the full model could be converted. 























































































Figure 110: iTV user interface depicting the channel change menu. 
The final application of vocomedia is a complete implementation of the three levels of navigation 
and the interaction as defined during the development process. It includes features discovered 
during the needs and requirements analysis and supports the tasks as determined by the task 
analysis & task-modeling step. These features include the ability of personalization and 
individualization due to user detection via fingerprint. These features enabled by the 
personalization and individualization include child safety, filtering content as well as personalized 
channel lists and services displayed in the menu. Standard TV features such as watching TV, 
timeshift, displaying information about the currently running program, and an electronic program 
guide are supported. Furthermore advanced features such as video on demand, photo and music 
libraries as well as social interaction and healthcare are also integrated in the graphical user 
interface. 
This application has been developed using flex/actionscript 3 and runs on multiple platforms such 
as desktop platforms as well as embedded TV platforms. Following the development process 
allowed flexible testing of the application, the interaction as well as the included animations. 
1.3 Summary 
Flexible changes during runtime for both the interaction part was well as the animations, allowed 
rapid prototyping. The resulting model provides a clear and unambiguous description of all user 
interaction and animation parts, which we were able to convert to a final application, without 
guesswork on how exactly an animation needs to be defined. 
Complex code for defining animations was avoided, and all the interactive part and definition for 
animations was carried out in well-arranged Petri nets. Especially for runtime debugging purposes 
it proved helpful to get an insight into the inner workings of the definition of the interaction, due to 
the visualization of the tokens to be passed from place to place. 

  
PART 5  
Conclusion and Outlook 
Design and implementation of applications including animations poses a challenge for both 
designers as well as developers. The aim of this thesis has been to propose an approach to make 
this less challenging and error-prone. 
Summary of the thesis 
The main research assumption of this thesis is that developing interactive systems including 
animations is complex and the implementation exhibits a high probability of occurrence of faulty 
or undesired behaviors. There exists no development process that specifically targets applications 
including animations, and uses formal methods for taming this complexity and specify animation 
in an implementation independent way. We therefore propose a development process targeting 
animations. This process includes formal specifications to describe animations, and implement 
animations by means of object-oriented Petri nets. This allows us to develop applications 
including animations by formally defining them, and increase the reliability as well as the usability 
(graceful degradation) of the resulting product. 
 
Part 2 allowed us to identify what animations are. We also highlighted the different approaches 
designing and implementing animations for being able to identify different approaches. For putting 
the use of animation in context, we researched the application domains where animations are used. 
Moreover, animations have been classified to be able to identify which kind of animations are 
used in user interfaces. 
Furthermore, we were reviewing common development processes for interactive systems to 
identify benefits and limitation of these approaches and where animations have their place. This 
review of development processes concluded with the need for a development process specifically 
including animations. 
Moreover, for being able to model animations, we compared different frameworks used for the 
implementation of animations in user interfaces to find common approaches used for describing 
animations. 
 
In Part 3 we introduced a development process treating animations as first class citizens. This 
development process built on the processes identified in the previous part, with the focus on 
including animations. For including animations, we delivered an abstract description of how to 
define animations by using a high-level as well as a low-level approach. Using this abstract we 
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were able to define formal models for animations using object-oriented Petri nets (implementing 
the ICO formalism), capable of representing the complexity of common animation frameworks. 
Furthermore, in this part we were describing the necessary Petri net models for composing 
common animations. We further identified cross-cutting concerns and provided possible solutions 
to cover these concerns with the presented models.  
 
Finally. in Part 4 we used the process described in the previous chapter, as well as the object-
oriented Petri net models for designing, specifying and implementing a graphical user interface for 
an industrial project in the iTV domain. This design, specification and implementation for a 
graphical user interface was established with the PetShop tool, to support the prototyping phases 
during the development process. Especially for the tuning of the high-fidelity prototype this 
proved to be useful, being able to change the interaction with the graphical user interface as well 
as the behavior of each animation without the need to re-compile or re-deploy. 
 
Contributions 
In this thesis, we have proposed a multidisciplinary generic integrated design and development 
process that takes animations explicitly into account. This new model allows to enhance the 
communication between the different stakeholders and makes phases within the process explicit 
that have to be changed/added and adjusted when dealing with animations. 
Second we proposed a formal modeling framework for animations. Using the modeling language 
ICO, formal models are proposed that allow the description of all types of animations taking the 
following steps/parts into account: 
o Define animations 
o Describe animation (runtime) behavior 
o Execute these models as a high-fidelity prototype 
The third contribution of this thesis is to show the applicability of the ICO description by 
presenting a case study from the area of interactive TV describing the design and development of 
an iTV user interface called vocomedia. 
Based on the case study, we could demonstrate that the proposed approach is not only applicable 
to describe animations, but also that aspects like optimization can be useful for the industrial 
application of such a formal description of animations. 
CONCLUSION AND OUTLOOK 
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Outlook 
We have shown how to develop applications including animations and formally design animations 
using object-oriented Petri nets. Building on the insights gained in this thesis we suggest the 
following extensions.  
Application Domain 
The approach presented in this thesis has been shown to work for an industrial usecase in the area 
of iTV. Future steps should apply this approach to larger systems and different application 
domains. Applications for this approach can be found in different areas, such as safety-critical 
systems. In this area interactive applications are already modeled with Petri nets and would benefit 
from the ability to also model animations with the already existing tools (such as PetShop). 
Not only the integration in different areas and into larger systems, but also the application with 
various interaction techniques especially multi-modal interaction needs to be verified. At this point 
in time no obstacles for achieving this integration of the models presented here for describing 
animations are foreseeable. 
Tool Support 
Right now, the translation from designer ideas to a model has to be established by a person versed 
in Petri net modeling. However, for defining animation itself, tool support would help to even 
more simplify the definition of an animation directly by a designer. This would provide an 
interface suitable for an animation designer (also providing aid by recommending animation 
design patterns derived from animation guidelines), and automatically generate the underlying 
animation describing parts of Petri net models. 
Furthermore, supporting an animation designer, the sampling rate of an animation can be 
calculated. This calculation is depending on the duration of an animation, the shape of a graphical 
object as well as the properties to change (e.g. distance). On the implementation side, this 
information could also lead to a dynamic timer per property, updating the display only when 
needed. 
Moreover, for supporting the model conversion phase, an export functionality can be 
implemented, to automatically translate the formal models to generate a template for the final 
implementation language. 
Finally, a tool for formally evaluating the models of the interactive system including the animation 
can be conceived, allowing to identify hotspots caused by a temporal resource bottle-neck, and 
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