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ШЕВДОБУЛЕВЫМИ АЛГЕБРАМИ 
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В [Х] было дано понятие семантической модели и доказано, 
что. каждая модель определяет некоторзпо полнз^ псевдобулеву 
алгебру. Но в указанной статье не был исследован вопрос: 
можно ли таким образом получить любую полную псевцобулеву 
алгебру. 
Легко видеть, что ответ на этот вопрос будет отрицатель­
ным, Действительно, рассмотрим, например, псевдобулеву ал­
гебру, состоящую из трех элементов: О, упорядоченных 
следующим образом: о < х < Эта псевдобулева алгебра 
полна. Можно ли найти семантическую структуру, имеющую в 
точности три значения истинности в линейном порядке? 
Каждый аспект (см. [I]) вместе со своими конкретизация-
ми определяет сщно значение истинности. Кроме них сущестБу-
ет еще до крайней мере одно значение истинности, а именно 
пустое, обознача^юе через 0. ̂ ачит, искомая семантиче­
ская структура не может иметь больше чем два аспекта. 
Ясно, что одним аспектом можно определить только двух­
элементную псевдобулеву алгебру» Следовательно, надо рас­
сматривать семантические структуры,' имеющие ровно два ас­
пекта ос и ß .Но если и ^ несравнимы относительно 
порядка, то получим четыре значения истинносви. А е^сли 
то должны существовать выбор направлений Я и цепь, согла­
сующаяся с этим выбором,^ проходящая через oL и /i . Во в 
этом случае (i является единственной конкретизацией для ос 
в направлении [f*-), что противоречит правильности семан­
тической структуры. 
Теперь поставим себе другую цель: построить для произ­
вольной полной псевдобулгаой алгебры IW семантическую мо­
дель, пседдобулева алгебра значений истинности которой 
имела бы подалгебру, изоморфную Подалгеброй полной 
псевдобулевой алгебры мы будем называть ее подмножество,со­
держащее О и 1 и замкнутое относительно дизъюнкции и 
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коиыонкцни (в том Ч1сле и бесконечных) и имоликации. В этом 
случае при применении некоторой операции на элементы подал­
гебры результат операции не будет зависеть от того, рас­
смотрим ли мы эту операцию относительно всей псевдобулевой 
алгебры или относительно подалгебры. 
Пусть М - некоторая полная псевдобулева аягебра. Бу­
дем называть буквой любой отличный от О элемент из М вместе 
с конечным (может быть, пустым} кортежом из символов и 
1^и этом элемент из М мы будем называть основой буквы, 
а кортеж - приложением буквы. Мы будем говорить, что буква 
сс проще буквы i, если основы этих букв совпадают, а при­
ложение буквы а является начальным отрезком приложения 
буквы В этом случае буква сложнее, чем с\у. 
Будем называть словом любой непустой конечный кортеж 
букв, удовлетворяющий следующим условиям: 
и Основой первой буквы является 
2) Основы букв, считая слева направо, находятся 2 стро­
го убывающем пордцке в смысле псевдобулевой алгебры М. 
Теперь определим отношение ^ меаду jyioBaMH следую­
щим образом: если а и 4 слова, то а, $. 4' тогда и толь­
ко тогда, когда для каждой буквы в слове и имеется в слове [• 
буква, совпадающая с ней или явдящаяся более сложной. 
Кроме того, каждое слово снабжают совокупностью направ­
лений следующим образом: каящому слову ставят в соответст­
вие одно т.н. экстранаправление, а кроме того, по однов^у на­
правлению для каждого случая, где основа последней буквы 
данного слова является в М значением дизьюнкции элемен­
тов, строго меньших ее. Непосредственными конкретизацияш 
данного слова в экстранаправлении считаются все ее непос­
редственные конкретизации в смысле отношения ^ . А если 
направление характеризировано тем, что основа последней 
буквы является в М дизъюнкцией элементов ^ ̂ » 
то непосредственными конкретизациями данного слова в этом 
направлении считаются слова, полученные от данного слова 
прибавлением одной буквы, основа которой меньше или равна 
некоторому I- е L , а приложение есть пустой кортеж. 
Проверим, является ли правильной семантическая структу­
ра, где в роли аспектов будут слова в указанном упорядоче­
нии, снабженные направлениями и непосредственными конкрети-
зацяяш для каждого направжевжя ужазавным оОразои^. 
Во первых, жаждону слову предшествует тольжо конечное 
чжсло^ слов. Кроме того, для каждого слова в каждом направ­
лении имеется не меньше двух непосредственных конкретизаций. 
Для экстранахфавления можно, например, прибавить + или - к 
приложению любой бужвы. Для остальщос направлений - их бу­
дем в дальнейшем называть простыми ^ это вытекает из того, 
что в !v| отличный от О элемент может быть значением 
дизьюнкции совокупности элементов, строго меньших его, если 
эта совокупность содержит не меньше двух элементов. 
Следовательно, линейно упорядоченные множества аспектов 
могут быть только конечные или в виде последовательности. В 
последнем случае они неохраничены сверху. Цепи бывают толь­
ко в виде последовательности. Поэтому условие о существова­
нии наименьшей верхней грани для каждого вполне упорядочен­
ного множества, ограниченного сверху, выполнено тривиаганым 
образом. 
Второе условие правнльностж требует, что если 
то существует niöop направлений и цепь, согласующаяся с 
этим, проходящая через  ̂ ж Во выбор можно определить 
так, что каждому слову соответствует экстранаправление, а 
от о. можно шаг за шагом двигаться к прибавляя каждый 
раз + или - к некоторому пр(иложению или основу новой буквы. 
Третье условие правильности требует, чтобы множество 
исчерпывало только конкретизации слова Но если 1 не 
является конкретизацией а, а^ является некоторым выбо­
ром направлений, то о. имеет такую бужву, которой нет в 
а также в J- нет более сложной буквы. В этом случае 
цепь, начинащаяся с X и согласующаяся с выбщрается 
так, что в каждом слове с у не являющемся конкретжвашЁвй 
Õ,, прибавляется к некоторому пржложению -ir или или к ато­
му слову првбавляется основа некоторой буквы, чтобы тяушть 
непосредственную конкретизацию в направлении SZ (с)^ тоже не 
являющуюся конкретизахщей Л. Для экстранаправления это 
возможно тривиальным образом, так как к любому приложению 
можно прибавить -t- или - и оба прибавления не могут дать 
конкретизацию слова а, В случае простого напрсшления 
''' Можно рассматривать и вырожденную псевдобулеву 
алгебру, где О и f совпадают. В этом случае множество 
оукв И множество слов окажутся пустыми. 
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опасность возникает только в таком случае, если линь одна 
буква слова ^ отсутствует в ^, но, как нам известно, 
можно в этом случае прибавить некоторую другую букву, полу­
чая непосредственную конкретизацию в на1фавлении 
Наконец, остается четвертое требование: если Л S: /И 
исчерпывает а и õ, е f', то А исчерпывает 1г ^ Цусть 
А исчерпывает л и а. •bh'. Цусть 52 - выбор направ­
ления, реализуюощй исчерпываемость õ, множеством А< Выби­
раем, если это возможно, в направлении такую непос­
редственную конкретизацию , что Также поступаем 
и с с, получая С; t 4- и т.д. Так как между а и ^ мо­
жет быть только конечное число слов, то когда-нибудь мы 
дойдем до некоторого , не имеющего в направлении ^ (2,^) 
требуемой конкретизации. В случае, если ä . ее не имеет, !|^о 
гъ = о и - л. Итак, получаем с. ̂  о, такую, что с 6- i-. 
Никакая непосредственная конкретизация с' слова с в на­
правлении 52. (CJ не удовлетворяет неравенству Ъ' i: \ , 
кроме того, либо Я = либо между л и с есть часть 
цепи, согласующейся с Л- Поэтому А исчерпывает с. Ес­
ли с . то А исчерпывает I и вопрос решен. Если 
с. < t^ то 52. (с.) обязательно простое. Оно характеризу­
ется совокупностью элементов { •> ^ О таких, что 
есть основа последней буквы из с , а каждое 
строго меньше ее. Непосредственные конкретизации в направ­
лении '^{г) получаются прибавлением букв, основа которых 
меньше или равна некоторому ^ ' Но так как основа послед­
ней буквы слова л является основой некоторой буквы слова 
то основа последней буквы слова ^ _равна или меньше ее. 
В этом случае выбираем направление следующим образом. 
Пусть I - основа последней буквы слова Z-. Известно, что 
л ^ Но так как t, то 
V ) = е., Если теперь для некоторого et Г имеет мес­
то" t >\ - i, т.е. е fr , то одну конкретизацию в на­
правлении (с) можно получить прибавлением буквы с 0С7 
новой е- и эта конкретизация была бы меньше или равна ü-, 
что противоречит предположению. Ifoэтому для каждого <- <= I 
имеет место г л - t .. и мы можем выбирать в качестве 
Л (й направление, характеризуемое сбвокупностью 
I с \ с I ̂ , Если теперь есть непосредственная 
конкретизация слева i- в направлении 52. полу­
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чается из Ъ прибавлением буквы с основой ^ ̂  ь 
Но такую же букву можно прибавить и к слову ё/получая его 
непосредственную конкретизащю в направлении 
Цри этом < iy, Таким образом, мы напьаи для направле­
ние такое, что для каждой конкретизации в направ­
лении S2'(fj имеется d, такое, что , а между л и 
существует часть цепи, согласувдейся с SL. Теперь 
повторим конструкцию, беря и в качестве õ. и 
используя обстоятельство, что О. реализует и исчерпаемость 
0,^ множеством А . При этом получаем и т.д. После 
этого можно продолжить на всю структуру произвольным 
образом. Если теперь Z, I, , l'i. > , 1^,-" - цепь, согла­
сующаяся с то существует последовательность л 
такая, что ^ и между cli И существует часть 
цепи, согласующейся с Я., Поэтому ci, а,, о. ^"определяет 
такую цепь. Но в этом случае некоторое больше или равно 
некоторому слову из А ,а значит, это имеет место и для 
Поэтому реализует исчерпаемость слова множеством А. 
Следовательно, полученная семантическая структура пра­
вильна и определяет асевдобулеву алгебру. 
Шставим теперь а е М в соответствие вшожество слов 
А(^), состоящее в точности из тех слов, основа последней 
буквы которых меньше или равно о.. 
Проверим, являются ли множества М (а) значениями истин­
ности. 
Ясно, что если ^бА(а),а то основа последней 
бзгквы слова f является основой некоторой буквы олова с, 
и основа последней буквы слова с меньше или равно ей. По­
этому ЕеЛ(л) и Л (<*•) монотонно. Остается доказать, что 
для каждого ^ А (л^ существует в каждом направлении 
непосредственная конкретизация, не принадлежащая А(-),в этом 
случае мы можем при каждом выборе направлений ^ построить 
цепь, начинающуюся с l', согласующзпося с ^2- и не пересека­
ющуюся с А (л), 
Но если i't. А («-), то при экстранаправлении можно про­
сто прибавить + или - к некоторому приложению. Простое на­
правление характеризуется такой совокупностью (г- • L ^ Г) . 
что i-i, является основой последней буквы слова 1. Ес­
ли для каждого t ̂  [ имело бы место < а, / то было бы и 
и I- t А(.а) Следовательно, для некоторого 
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bei не нмеет места i: > ножто щжОавшть букву с 
основой , не попадая в А (а). Следовательно, А(^) есть 
значение истинности. 
Проверим, является ли {AiP') ' М) подалгебро! по­
лученной булевой алгебры значений истинности, изоморфной М. 
Ясно, что ecjffl a.t V, то А (л) и А (f) разные, иначе 
слова, основами последних букв которых являются съ и ^ при­
надлежали бы А (<х) и А СМ, что привело бы к й 
т.е. л вПри этом А (а) 6 А тогда и только тогда, 
если А ̂  иначе слова, основы последних букв которых 
суть , не принадлежат А(^)> 
Множество A('t) является всей структурой, а А(0 -
пустым множеством. 
Пусть t&l) есть совокупность алемевтов. Слово л. 
принадлежит каждоку А (etJ, если основа его последней 
буквы меньше или равна для. всех l € Г, ^*6. меньше 
или равно ^».'^вдоватвльно, A^^j А (а^) s Д ), 
Дальше, если а ̂ <я^^)=«.Еслж для не­
которого üfel имеет место а^«^^то слова, 
основа последней буквы которых есть а,, . цринадлежат уже 
А £сли А Ž не имеет место, то для слова с ооно-г 
вой последней буквы а. существует направленхе, характеризу­
емое совокупностью {схл i- ^ Г i, и каждая непосредст­
венная конкретизация в 8Т0М случае попадет в некоторое А 
L Г. Т.е. а fe А (л^).а если не имеет место ^6 
то для зкстранаправленяя можно прибавить + или - к некоторо­
му приложению, а всякое простое направление для ^ с осно­
вой последней буквы ov, характеризуется совокупностью 
i 1 X fe К] ̂ где Чэвбк.^эе - а. Црн атом хотя бы для од­
ного & к не имеет место е,« & и мы можем найти не­
посредственную конкретизацию, тде - основа последней 
буквы. Продолжая таким образом, мы получим цепь, не попадая 
ни в одно А ), ч 6 I, следовательно, а е. А (aj. Итак, 
4efAK)-AiV,eTC^0-
Цусть теперь 3€А(л--*('), т.е. основа последней бук­
вы слова ä меньше или равна сс —• t-. Это имеет место и 
для всех тонкретизаций слова с. ^сли некоторая его конкре­
тизация <Л принадлежит и Л («• ), то основа последней буквы 
меньше или равна CL—*t' и л, т.е. меньше или равна 
(а-»•>&') л а. i'. В этом случае А(^). Следовательно, 
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с e А (а)А («.). 
Цуоть теперь Õ 6 не ямеет место и пусть с -
основа послвднв! буквы слова с-. В этом случае с а.-*- ^ 
не шеет место, также не имеет место и о А а 4 Но в этом 
случае мовяо найти конкретнзацию для Е, прибавляя букву с 
основой с. Л а (в случае с А л = с в качестве этой 
конкретизации можно взять с), принадлежащую А(с^), но не 
п р и н а д л е ж а щ у ю  Л  ( 1 ) ,  с л е д о в а т е л ь н о ,  с , б  А  ( л )  А  ( -
Итак, А (а—k-i-); А (а)—>А ('^)' 
'Ta    образом, мы видим, что {А С**-) подалгебра 
полученной псевдобулевой алгебры, изоморфеа М. 
Из полученного результата можно вывести следующее след­
ствие. Если - нетавтологичная формула и yU - контра-
модель для (К, основывающаяся на псевдобулевой алгебре 
то можно построить семантическую структуру S, система зна­
чений ЯСТИШ100ТИ которой имеет подалгебру М* изоморфную 
М. Теперь можно построить модель на S, где все значенш! 
истинности существования, а также и значения предикатов по­
падут в являясь элементами, соответствующими анало­
гичным значениям в М. Такая связь сохраняется и между 
значениями формул. IbsToi^y 5 является контрамодёлью для 
ОС, Итак, если дяя ОС существует контрамодель, то, не 
ограничивая общности, аюжно эту контрамодель задать на се­
мантической структуре. 
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Поступило 
28.XII 1978 
SSMAVTILISTI MÜDSLITS JA PSSUDG-^BOOLS* I ALGEBRATS 
VAESLIirS SSOS 
A.Taate 
R e s ü m e e  
Teatarastl artiklis fl] esitatud semantiline struktuur 
oaarab alati mingi psendo-Boole'i algebra. Käesolevas artik­
lis tõestatakse, et ehkki iga paeudo-Boole'i algebrat ei ole 
•oiaalik nii saada, on ometi iga. paeudo-Boole•i algebrat 
3 
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võimalik saada nllsugasel viisil maaratud peeudo-Boole*1 al­
gebra alamalgebrana. Silt järeldub, et ralemlte kontramu-
dellte konstraeeriiBlsel rSib piirduda semantiliste mudelite­
ga. 
DER ZUSAMUPHANG ZWISCHSH DBH SSKÄHTISCHIV 
ИОВБЫШ UND DSET PSSUDO-BOOLSSCHSH ALaEBRSH 
A.Tauts 
Zusammenfassung 
Bekanntlich bestimmt die In dem Artikkel LlJ dargelegte 
semantische Struktur immer eine pseudo-Boolesohe Algebra. In 
dem vorliegenden Artikel wird bewiesen» dap obgleich man 
nicht Jede pseudo-Boolesche Algebra in solcher Weise Ьексиа-
men kann, kann man doch jede pseudo-Boolesche Algebra als 
eine Unteralgebra einer in solcher Weise bestimmten Algebra 
bekommen. Daraus folgt, dap man sich bei dem Konstruieren 
der Kontramodelle der Formeln nur mit den semantischen Mo­
dellen begnügen kann« 
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о ФАКТОРРЕШЕТКЕ РЕШЕТКИ РЕКУРСИВНО ПБРЕЧИСЛИМЫХ МНОЖЕСТВ 
ГО КОНГРУЭНЦИИ ШМУННОСТИ 
Р.Пранк 
Кафедра прохрамнированоя 
1. Ц]гсть ^ обозначает решетку рехурсжвно перечЕсдошх 
подмножеств множества натуральных чисел N отнсительно тео-
ретнхоншожественншс о&ерацнй. Большое количество результа­
тов о решетке а также о факторрешетке b/t по идеалу ко­
нечных множеств» приводится в 12-ой главе монографии . Род­
жерса [1]. Дяя 6 € ̂  определим 
A'-yß) ̂  (A\6)U(ö\A) конечно или иммунно. 
Факторрешетку решетки Ь> по конгруэнции иммунности 
обозначим через Ь (ifа класс конгруэнтности рекурсивно пе­
речислимого множества А через А у. Решетка i/j' обладает 
нулевым элементом О = (j>j, и единичным элементом f => Ny . 
Дополнение элемента Ду в ^/J' обозначим через ~ а 
дополнение множества А с /V до N через Ä < Под элемен­
тарной теорией решетки ( ̂/f) понимаем совокупность 
истинных в ^ {Ь / fJ замкнутых фоцшул теоретлосо-решеточно-
го языка в сигнатуре < О, 1  ̂  U  ̂ /> ara < 0 , 1 ,  В  > ,  
В [21 Лятдян ставит задачу об исследовании решетки Ь/f 
для получения информации о решетке . В настоящей заметке 
опишем элементы Ь / обладающие дополнением, и построим 
один элементарно определимый в собственный подкласс 
класса элементов, не обладащих дополнением. 
2. В §8.7 книги Роджерса все рекурсивно перечислимые 
множества г^тплируются по пяти непересекающимся классам 
где, в частности, 
to - {А i л рекурсивно У, 
1Л просто}, 
Cg- не рекурсивно перечислимо и /I-биГ 
где £S - бесконечное рекурсивно перечисли­
мое множество, I - иммунно), 
а для множеств А из классов для каждого рекурсив­
но перечислимого множества б 9 А найдется такое бесконеч­
ное рекурсивно перечислимое множество С с Л , что 
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Ясно, что имеет место следующая 
Теорема I. Пусть А - рекурсивно перечислжмое множество. 
Тогда 
имеет дополнение ф=» Ае U 
Следствие I. Существует такое рекурсивно перечислжмое 
множество Л, что 
1) Ау имеет дополнение в t/'f, 
2 )  класс А у, не содержит рекурсивных множеств. 
Условиям следствия удовлетворяют множества из подклассов 
и i^v3 рассмотренной классификации. 
По теореме I/ о0ладащие дополнением элементы решетки 
Ь/У порождаются рекурсивно перечислимыми множествами из 
различных элементарно определимых в ^ классов. Но следую­
щая теорема показывает, что отличные от О и 1 элементы с 
дополнением решетки образуют единственный элементар­
но определимый в t/f класс. 
Теорема 2. Пусть 0^ и - элементы с дополнением ре­
шетки отличные от О ж 1. Тогда найдется такой ав­
томорфизм ^ решетки 6//^ что = 
Для доказательства достаточно построить автоморфизм для 
случая, когда D - бесконечное кобесконечное рекурсивное 
множество, а Если В - множество из определения 
для £ , то нужный автоморфизм ишшщрувтся взаимно-однознач­
ной общерекурсивной функцией, отображающей О на в ж D 
на Ö. 
Следствие 2. Отличные от О и 'h элементы с дополнением 
решетки I /.f образуют один элементарно определимый в i/f 
класс. 
Следствие 3. Существует автоморфизм решетки не 
индуцированный никаким автоморфизмом решетки 
Отметим, что все автоморфизмы факторрешетки ž?/ ?* инду­
цируются автоморфизмами ^ 13J. 
3. Переходим к рассмотрению элементов ž. / f без допол­
нения. Аналоги известных для 6 и t/f классов максималь­
ных, ч,-максимальных, простых и др. элементов здесь отсут­
ствуют, соответствующие рекурсивно перечислимые множества 
"склеиваются" при факторизации. Для получения элементарно 
определимых классов нужен "более грубый" эффект. 
Аналогично рекурсивно отделимым элементам называем 
элементы я решетки отделимыми в если 
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существует адшент обладащжй дополненжем и та­
кой, что 
Ясно, что отделимость выражается формулой , 
(3x)(9;^)f^'0:4 
Теорема 3. Существует такое рекурсивно перечислимое мно­
жество Л, что 
1) Aj, не имеет дополнения в ^/:Р^ 
2) отделим ъ hfi от каждого дизьпнктного с ним 
элемента. 
Условиям теоремы удовлетворяет множество 
Л - {<х, i, >1 X Де 
где S - простое множество. 
Аналогично доказательству теоремы 7-Ш из [I] можно 
убедиться, что для приведенных там jMHonecTB 
N'ojn A^={x)fi = 
классы (Ло)^ и (Л^)^ являются неотделимыми также ив l/f. 
Ив 8Т0Г0 факта л теоремы 3 получим 
Следствие 4. Существуют элементарно определимые собст­
венные подклассы класса элементов не обладающих до­
полнением. 
Литература 
Х . Р о д ж е р с  X « ,  Т е о р и я  р е к у р с о н ы х  ф у н к ц и й  и  э ф ф е к ­
тивная вычислимость. Москва, 1972. 
Z . L a o h l a n  А « Н » » О в  t h e  l a t t i o e  o f  r e c ] a r e l y e l y  e n u -
merable eata. Trane. Aaer. Math. Soe., 13Õ, 1(19бв}, 
3« S о а r e S. I., Autoaorphiene of the lattlce of recur-
BiTely aamierable aeta. ?art I: Maximal aate.Ann.Hath. 
100, ** 1 (1974), 80-120. 
Постзгпило 
15 n 1979 
7ÕRBST \>/^ 
R.Fraok 
R e в ü Ш e e 
•r-fclklle Taadeldakse. rekareÜTselt loetletarate hulkade 
rõre faktorrorat Ь/mle on saadud kongruentsi 
А *^ (A\l3jü(ß\A) on lõplik või Immuunne 
järgi. 
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Antakse võre b/f talendiga eleawntide kirjeldus. Hal-
datakse, et null- Ja uhikelemendist erinevad taiendiga ele­
mendid moodustavad ainult üie elementaarselt defineeritava 
klassi, aga täiendite elementide klasse on rohkem kui üks* 
OH THE PACTORLATTICB OP LATTICE OI RBCURSIVELY 
EETUUERABLE SBTŠ BY IIOIUIIITY COHaRUEVCE 
R.Frank 
S u m m а r у 
For the factorlattioe Ь jof lattice ^ of sete 
defined by the congruence 
А ^ ( A \ i a  f i n i t e  o r  I m m u n e ,  
the following theorems are proved. 
An element ^ b/f has complement if and only if 
А € the Classification of Д8,7 in [l j. Рог any 
two complemented elemente of different from 0 and 'i 
there is an automorphism of ^ f mapping one to the other. 
An ezample of an elementary definable proper subclass of 
noncomplemented elemente ie given* 
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ПОРОВДЕНИЕ ИЕРАРХИЙ РЕКУРСИВНЫХ ФУНКЦИЙ 
И РЕШЕНИЕ ПРОБЛЕМ "А"*'И "В" ЛЁБА-ВАЙНЕРА 
МЕТОДОМ ИСПРАВЛЕШЙ ФУНДАМЕНТАЛЬНЫХ ПОСЛБДОВАТЕЛЬНОСТЕЙ 
П. Лоретте 
Институт кибернетики АН ЭССР 
I. Введение 
Цусть - первый счетный и первый несчетный 
ординал. Если " •) - некоторое выражение, значе­
ние которого зависит от дар^етра то через j 1АГ(>-•/ 
будем обозначать множество ^а через 
< М/'(".,л,«..^]^будем обозначать упорядоченную по типу пос­
ледовательность < Щ; •) I "w (..f/ • J/ •> Если л - счетный 
предельный орцинал, то через o^(xj обозначим х-ый член 
из фундаментальной последовательности для а, 
Определение 1. Е&п - предельный ординал и то 
проектом длиной ^ будем называть любое тако& множество, 
элементами которого являются ̂ ^гндаментальные последователь­
ности для цредедьннх орциналов, меньших П1мчем для каж­
дого предельного ординала оС <р оно включает в точности 
одну фундаментальную последовательность. 
Если Ih некоторый проект, то его длину будем обозна­
чать через U" !'• ^ 
С каждым проектом -ir мы связываем т.н» функции Лёба-
Вайнера (зс.), кото1ме определяются следующим образом: 
Определение 2. ([з] стр.. 35). 1^сть П/<и^., л<1л; и 
тогда , , W . 
(лЬГ/(х) 
го) , А и о«- - предельный 
ординал, где ' 
<cL)oc|)^ - фундаментальная последовательность из 
. f для и . 
ч](о)--о, 
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функцию Ax-F|^(ot) будем обозначать через 
Определение 3 ЛИ,стр. 40), Полохщ! 
LF]^= EUAX-Ö, XX. ' .4\U{F^I(I^D))  
где, если К - некоторая оовокуБность функци!, то £(К) -
наименьший класс функций, содержащий К и замкнутый относи­
тельно суперпозиции и ограниченной рекурсии. 
В cBoet работе [3j Дёб и Вайнер показали, что для всех 
проектов f и для^ o-<l^<lilFl( имеет место строгое вклю­
чение Jp» при этом^^(^ Cf где 
- множество всех примитивнорекурсивных фушщий. В 
этой же работе был определен специальный проект джиной Ьо 
(см. [з] стр. 47-48], которую мы здесь условно обозначим че­
рез LW. Для этого проекта 1ёб и Вайнер (см. [з] стр. 62) 
доказали, что U . LIWJ^ =, где ф -множество всех Л / Пи, _ . 
к-рекурсивных функций. Далее, Вайнер показал (см. i2j стр.77/ 
что ̂  J i ILW]^= = где 
- множество всех орщшально рекурсивных функций, 
- множество всех функций, рекурсивнооть кото^шх до­
казуема в (классической) арвфшетике первого поряд­
ка, 
множество всех примитивно рекурсивных функционалов 
Гёделя типа (0,0). 
Кроме того, Лёбом и Вайнером было показано, что все классы 
L ILW] являются конечно порожденными (см. [2j стр. 82) и что 
(см. Гз] стр. 56). В связи с этим возникают 
ве'сьма естественные проблемы, которые впервые были поставле­
ны Лёбом и Вайнером в конце работы [З] и которые мы здесь 
приведем в слегка обобщенном виде; 
А. Существуют ли такие проекты что )| 1Р Ц > i-o и все 
классы L if - конечно порожденные? f 
-В. Существуют ли такие проекты /р, что Ц 11>^о я 
Говоря о конечной пороаденности классов 
мы условимся "забыть" о бесконечности множества 
функций Лх-.х:-
В настоящей статье мы определим относительно эффективно 
выбранные проекты и покажем, применяя т.н. метод исправлений 
фундаментальных последовательностей, что существуют такие 
проекты У, что uj'^ l^ ^ ivcj где uJ,yQ - первый не­
конструктивный ординал и и ~ Фс. ÜV , где 
множество всех общерекурсивных функций. Тем же методом бу­
16 
дет доказано существованже такжх проектов что 
и все классы Lip]^ конечно порожденные. И, наконец, что су­
ществуют такие проекты F, что l^F ll=^^y| и с{£=Лх--х. 
в связи с этим отметим, что интересные проекты - т.н. строй­
ные системы фундаментальных последовательностей - для кото­
рых положительно решается проблема "В", построил 1Шат в ста­
тье [б]. Однако, как было показано в [7], нельзя выбрать 
стройнус систему фундаментальных последовательностей одно­
временно для всех счетных предельных ординалов. 
2. Относительно эффективно выбранные проекты 
Цусть 5 - некоторш система обозначений для ординалов 
и ординал, имеющий обозначение к в системе, 
[5] стр. 264). 
Определение 4. Фундаментальную последовательность <?(| л,|>^ 
будем называть вычислимой, если существует такая одномест­
ная общерекурсивная функция что {t^}) для 
всех tl 
Определение 5. Будем говорить, что проект f является 
относительно эффективно выбранным до ординала (^, ^если су­
ществует такая одноместная чаотичнорекурсивная функция ^ и 
такое множество 6^ С , содержащее по крайней мере одно 
обозначение для каждого ординала ^ ^, что 
если л. е Ьр, и v^{x) - предельный ординал, то 
^ (л.) определен и <% (f. есть фундаментальная пос­
ледовательность из f, шгеющая своим пределом, при­
чем ß|3 для всех а <u). 
Замеч1шие, Если /З = !1 f |], то будем вместо " яв­
ляется относительно элективно выбранным до, f:, " говорить, 
что " |р является относительно эффективно выбранным". 
Определение 5.1. Будем говорить, что проект if является 
эффективно выбранным до ординала , если 1г относительно 
эффективно выбран до и при этом множество является 
рекурсивно перечиилимым, 
Применяя т.н. лемму о рекурсии (см. L5j стр. 509) можно 
доказать следующую теорему: 
Теорема I. Если проект относительно эффективно вы­
бран до р, то ' Есдш же f является 
эффективно выбранным до является вы­
числимым семейством общерекурсивных'^функций (т.е. существует 
такая одноместная общерекурсивная функция i . что 
5 
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лУд ^ ~ ' Теорема I, ход доказательства 
которой можно в общих чертах найти в [4j, дает нам хороший 
способ для получения различных иерархий рекурсивных функций. 
Например: 
Теорема 2. (Лёб-Вайнер Гз].стр. 47). Пусть Р - некото­
рый путь через О, где О - клиниевская система обозначе­
ний (см. [5] стр. 268)^"и пусть проект Р определен следуп-* 
щим образом; ^ 
зЛР!. 
Тогда« если ординал Л имеет обозначение в Р, то 
и  И ? ] ^ < = Ф  
(Л <р ' 
Доказательство. Нетрудно проверить, что проект Р яв­
ляется относительно эффективно выбранным для любого имею­
щего обозначение в пути Р. Остается применить теорецу I щ 
(знак в обозначает конец доказательства). 
Аналогичным образом доказывается 
Теорема 3. Пусть М - некоторая унивалентная система 
обозначений и пусть 
jM = 1< I * ̂ 
В таком случае, если ^ ̂  IllMlf, • 
Эту теорему мы будем ниже использовать при решении проб­
лемы "А", 
3. Метод исправлений фундаментальных последовательностей 
Постановка задачи. Решение многих вопросов об иерархии 
Лёба-Вайнера так шш иначе сводимо к следующей проблеме; 
Пусть Ч - некоторая совокупность функций. Требуется опре­
делить такой проект 1г, что для каждой Я е Н мошо было 
бы указать такие < И iF II и > при кото­
рых почти для всех значений ,. -., • имело место не­
равенство _о - *1 ' 
Или в более "сильном" варианте; требуется найти такой проект 
чтобы для каждой <£ И можно было бы указать такую 
примитивно рекурсивную функцию , при которой для каждого 
< ii ;г i) , и почти для всех х,^ .,., имело 
место неравенство 
fvU: Ч' <1, "-л«' 
По существу именно таким способом были доказаны, например, 
теорема 1ес'л л Ьайнера о том, что = 0^^ теоремы 
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Bataepa о том, что ̂  U ^ ^ я что все 
классы [ конечно ̂0оро«ценные, а также теорема автора о 
том, что существует такой проект F, что (J Cf 1 -4^лгл 
(см. L'4] стр. 51-53]. 
В рамках настоящей работы нам достаточно изучать Быше-
ухазанЕ(ые проблемы в более узкой формулировке. А именно: 
n.I. Цусть Н - некоторая совокупность одноместных функций 
1 пусть Cef ^ <Г . Возможно ли определить такой 
проект F, что 11 F II = и для каждой К t Н можно 
было бы указать такое оС, при котором к 'где 
n.II. Цусть Н - снова некоторая совокупность одноместных 
функций и пусть ÜJ < <5* . Возможно ли опреде­
лять такой хфоект Fj что II f и чтобы для к^ой 
Iv, 6 Н ж для всех и) л < /I iFII имело место Н. 
На первый взгляд может показаться, что решение этих 
проблем - задача безнадежная, ибо, не располагая ни малейшей 
информацией о поведении функций из множества Н, трудно даже 
представить, как все-таки определить требуемые проекты. Од­
нако ниже мы описываем т.н. метод исправлений фундаменталь­
ных последовательностей, при помощи которого решаются положи­
тельно как проблема ИХ так и ШХ. Суть метода исправлений 
фундаментальных последовательностей можно кратко и в самых 
общих чертах изложить в следующей форме: 
Вместо того, чтобы сразу "de facto" построить 
нужный нам проект, берем сначала произвольный проект t~ с 
длиной (f, который, быть может, и не удовлетворяет нашим 
требованиям. Теперь мы "исправляем" проект F, прибавляя 
справа по веж ̂ енам некоторых фундаментальных последова­
тельностей из F подходящие натуральные числа и докажем, 
что полученный таким способом новый проект F обладает тре­
буемыми свойствами. 
Более конкретную картину о вышеуказанном мы получим из 
доказательств следующих теорем. Итак, 
Теорема 4. Г^гсть И - некоторая счетная совокупность од­
номестных функций и nycil% uT-S J ̂  ' Существует такой 
проект F, что h (ГЦ = и для каждой. А, t Н найдется 
такое что ^ ̂ ^ 
jgoKasaT^CTBOi Берем произвольный проект t с длиной 
(Г , где ио" S (Г < ' Образуем некоторую счетную сово­
купность li из предельных ординалов, меньших f и установим 
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взаимно-однозначное соответствие между элементами Н и 
Символом будем обозначать предельный ординал из ß, ко­
торый соответствует функции А/ из Н, Фундаментальную пос­
ледовательность из t для некоторого предельного ординала 
7^ обозначим через 
i'enepb определим новый проект f, полагая, что для пре­
дельных d б f содержит < «• I л 1 , а для 
проект Р содержит последовательность 
f/v(oc^>^^  e 
/ t-л l O j  =  ̂ ( 0 )  . 
I если 
^ если к'к l^), 
Если теперь •">С>0, то на основе леммы 2 из [41 имеем, что 
Теорема 5. Щгсть И - некоторая совокупность одноместных 
функций и пусть U) < ^ -ž, ьо^. Существует такой проект F 
о длиной сГ, что для каждой А/ fe Н и для всех ш <: о/, с S 
i J i->5 
имеет место ^ ' <,1. • 
Доказательство. Возьмем произвольный проект f с длиной 
сГ, где и) < S ̂  . Пронумеруем натуральными числами все 
функции из И , полагая, что И ^ , 'v,, • -. ]f. Теперь оп­
ределим новый проект 
= -j < р iTCI f f (ž_ I где ß - предельный 
ординал меньше и Л [Ь 1^1 >х- фундаментальная 
последовательность из f для -fO • 
Нетрудно показать, что если I = У^х ' f (ŽIJb^i^))jTo 
'для всех he И. Из этого на основе леммы 2 из [4j и леммы 
2 . 4  и з  [ S j ,  л е г к о  с л е д у е т ,  ч т о  к  <  1 ' ^ °  д л я  в с е х  4 - Н  
и для каждого uJ ^ ос 4 (Г я "Практическую" пользу от вы­
шеуказанных теорем 4 и 5 мы будем иметь лишь после того,ког­
да мы сумеем ответить на следующие вопросы: 
При каких условиях метод исправлений сохраняет 
1° вычислимость фундаментальных последовательностей; ^ 
2° эффективную выбранность проектов; 
3° рекурсивность функций Лёба-Вайнера? 
Ццределение 6. Пусть S - некоторая система обозначений 
для ординалов. Будем говорить, что S имеет эффективную 
операцию сложения натуральных чисел справа (слово "справа" 
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•н & дальнеАшем будем опускать), еслж сущест^ет такая двух-
местная часпчнорекурсявная функщя что xit-П/ оп-
раделено Д1я всех х б % к гъ < uj и Ч ffc i -
Дешю I. Еслк снстема 5 шеет эффектжввуп ооерацшо 
сложашш натуральных чисел, все фундаиентальяне последова-
тельвостж 18 проекта (F. являются шпкслминш» Н £ 
я f получается из F методом исправлений, xoTopat из­
ложен в доказательстве теорема 4, то все последовательности 
из F являются вычислимыми. 
Лемма 2. ikun система S И1№бт^ аффективную операцию 
сложения натуральных чисел, проект F .относительно эффективно 
выбран до <Г, пржчем множество (см. oiop. 5) содержит в 
точности одно обозначение для каждого предельного ординале 
Р ^ (^1 существует такая одноместная общерекурюивная ̂ ^нк-
1ЩЯ что И ® функции из Н являются не­
убывающими и если ншонец 
F = •{ < Ч ' I«, I < % ' h, 
то проект (р является относительно зффо^тивно выбранным 
до S, причем е' для всех л < <Г. 
Доказательства лемм I и 2 можно без особых трудностей 
получить, опираясь на ощюделения 4, 5 я в. 
Лемма 3. Бели система S имеет ^ективную операцию 
сложения натуральных чисел, проект где Ц f В > 
относительно эф^ктивно выбран до некоторого S пря­
чем множество l&j- содержит в точности одно обозначение для 
всех предельных (З < и существует такая фуццамеитальная 
последовательность <Г^т>^ для элементы которой все суть 
предельгае ординалы и если наконец - Фл^к и 
f = + € f } u  
то U ff], 
л. < <Г •' 
Доказательство. Цусть 
Cl - фиксированный гёделевский номер константы О, 
Cm - фиксированный гёделевский номер функции f , 
^;п- обозначение из для ординала 
. J если. Х-ii,' для некоторого L = с , гги. 
^->1 \ л для остальных значений х. 
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Определяем проекты ^ "• полагая, что 
t --1< ̂'s 
•^lerKo видеть, что для каждого rtv, - относительно эф­
фективно выбрано до , причем fi;c |р^ с, с с:.,. и 
Ü iL = f. Следовательно, U Cf], Ф^, -
m =( <5* * 
Нет сомнений, что читатель сам легко сможет фохммулиро-
вать и доказать аналогичные леммы и для той "версии" метода 
исправлений, который содержится ъ доказательстве теоремы 5. 
4. Получение иерархий всех общерекурсивных функций при 
помощи метода исправлений фундаментальных последо­
вательностей 
Теорема 6. Для любого предельного <5, такого, что S 
имеет фудцаментальную последовательность из предельных орди­
налов и uj4 ^ существует такой проект F, что 
ii iPli (Г ^ ̂^;;^^'^'^^a =  ^ iv• 
 o a a e  c  o. Пусть S - некоторая максимальная уни-
валентная система обозначений, имеющая эффективную операцию 
сложения натуральных чисел. (Такую систему можно легко по­
лучить, например из системы Кяини 0.). Определяем "исходный" 
проект f, полагая, что 
Легко видель, что F является относительно эффективно вы­
бранным. IfyCTb теперь некоторая фиксированная 
фундаментальная последовательность для tf, все элмвенты ко­
торой суть предельные ординалы и пусть {}^ - множество 
всех одноместных общерекурсивных функций. Полагая, что для 
всех лг <. LÜ 
fv = Лх-ицй)„ (»-.aj'ul.rae = 
И ' t - "левая" функция из канторовской ну-
Hirv *= YpUm „ , р  
йерации пар, определим новый проект |Г : 
F4 ̂ •''ь 
(J { N i ̂  J ^ ^ 
в силу леммы 3 имеем ' . -о® 
время, из леммы 2 из '_4 J следует, что 
всех < uJ . Но из этого вытекает, что при всех 
имеет мес?го ^ liF }-,•,• ij. \ ^ откуда iL <= ^ J , 
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Действительно, согласно лемме 5 из [4] и определншо 3, все 
классы замкнуты относительно операций ограниченного 
минимума и суперпозиции. Кроме того, на основе теоремы 2.18 
Замечание. Легко показать, (использу^например,теорему 1 
из [4]), что при любом проекте f из следует 
5. Решение проблемы "А" Лёба-Вайнера 
Jtoiata 4. Цусть f - проект. Тогда, если w ̂ осс il f 
т е  к л а с с  Е ( - Х х  « О ;  ,  Л  э г  • с о д е р ­
жит все примитивно рекурсивные ̂ ^ункции и является замкнутым 
относительдо ограниченного минимума, 
^оказат^стю легко получается из определений, теоремы 
2.18 из [3] и из следствия 2Л [1^. 
Теорема 7. Для любого предельного р ̂  существует 
тако1 проект F, что Й Р1Г> f> и если ot < р конструк­
тивный предельный 01щинал и «г <uj), то 
ГР ] ^=Е( х * ' 0 ,  я 
Jpi^aTeuoTTO. Цусть 5 *- такая максимальная унива-
лентиая система, которая имеет эффективную операцию сложения 
натуральных чисел и для которой существует такая двухместная 
частичнорехур(явная функция ^ что для всех 
\/лД л ('Ur, v)f X I X G % (х; < 2/^ 
Положим, что g. - одноместная общерекурсивная функция, удов­
летворяющая условию 
Lt^3C,t)^0j) и всех 
Теперь определим фушвд Аi, х) ̂ ©(кг г х) R(^,i xj 
ж H('W, i). - U) 
^Urž.^ü) = 0, 
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/геделевскжй номер функци если к^(мг)»0 
[гадвлввскжй номер функцщж Лрс»(хИ)^ есл к$Сиг)^{ 
«(Ч»Д вадвлввомй напер фушщиАх.̂ ' 
если iij(4«rj=4 Ё (р^ 
геделевскжй номер функция • <Л,^/Л|?(ч<г,г;ЭсА 
Чесли К5('МГ)=Г2. ^ 
Ясно, что все вышеодределвнннв фуихцжн частячнорехурсжвнне, 
и ДЕ« этом существует еще такая одномсотная частжчнорехур-
-сжвная функция что для всех 
г € Н. Щжменяя теорему о рекурсии, найдем такое 
2^, что "fip ж обозначим 4?^ через f. Теперь оп­
ределим 
AW,2C.'*%I ^ 
(Очевидно, что F является "исправлением" проекта 
F = / < :  » i  ( = 2  ! ) •  
Легко доказать, что лмя веа и-еЛу. 
Если vyiw) - предельный ординал, то на основе леммм 
2 из Г43 F 
где нетрудно заметить, что -О)) 
для всех Но тогда на основе лешш 4 получаем, 
что для всех V :  (vj < 1/5 (w) имеет место включение 
откуда сразу 
вытекает 
Алу-Л!-^, Лха;,, и 
б.^гешение проблемы "В" Лёба-Вайнера 
Теорема 8. Для любого а < гО^ существует такой проект 
£ что llfll-P й при всех предельных 
<к <р. ' • 
Доказательство. Возьмем произвольный такой проект f, 
что •') 1^!1 - р . Если л < ̂  - предельный ординал, то 
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<õc |л| >3 € F. Теперь рпределш нова! проект IF по­
лагая, что есп <л1^/>д € р, то 
л | о |  * ^ i o i  
^ 1„,1=«в*(о( 1*1,0. iÄt)i)+ 
В таком cj74ae ^ 
(о) ̂ 0  1 всл1 (2) - X f  то на основе домш 2 на 14] 
jüiTepaTTpa 
Z. PJE е г 0J2 ч 1 к А.. Нвкотохше кдасон оекпю] 
mi. БЕС, 1фе0хе1ш нате11ат1чеежо1 jonxi , —, 
Z, В а М н е р С .  С » ,  ш с с н ф п с а ц н я  о р ц н ш а ж ь н о  р е х у р о н в в н х  
Ipmvir-E^/., Сложность вычнсленн! • алго^ятюв. М., 
3. 1 ё б M.I« , В а i н е р С.С., Иерархия теоретнхо-чнс-
левых dfaranii. БКС, Сложность внчжслео1 ж aiz*oi»TiioB 
II« ^ Ž97^. 
4 .  Д е р е н т с  П .  ^ И е р а р х и я  Л ё 0 а - В а й в е р а  ж  о б щ е р е х у р -
спщне фуюшнж.- гектрсжвнне фувхцжж . lleî OBcxHt 
сборнжх научных трудов, Иваново, Кв.Г/, I97B. 
5 .  р о д ж е р с  I . ,  Т е о р ж я  р е о т с к в н н х  ф у н к ц и й  и  э ф ф е к т и в ­
ная вычислимость, м,, 1972Г. 
6 .  S  o h m l d t ,  D .  B u l l t - u p  e y e t e m e  o f  f u n d a m e n t a l  e e -
quenoes and hlerarehlee of nomber-theoretio ftinctione. 
Arch. math, Logik and drundl,, 18 (1976)* 
7 .  S o h f f l l d t ,  D .  F o e t e o r l p t  t o  " B u i l t - a p  e y e t e m e  o f  
fund* seq. and hier, of пшЪ.-theor. fttnet*, Aroh« 
nath. Logik ttnd Ctarmdl., 18 (1977). 
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RIKURSIIVSST8 FUHKTSIOOHIDB HISRARHIATB Q0BSBfilIMIHS 
HlVa LÕB-VUVBII PROBLSBUIDS "A" JA "B" LAHSHIiAMm 
FU )A]  AALJAI >S PARAIDAMISS HKBTODIL 
F.Lorents 
R e s ü m e e  
Artiklis kirjeldatakse fimdamentaülJadade parandamise 
meetodit ning kasutatakse seda 1970, aastal Lobi Ja feineri 
poolt sõnastatud probleemide "A Ja "B" positiireeks lahenda­
miseks* 
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АМТТХНА 07 HISRARGHIES OF GSTSSAL RECÜRSITS FDVCTIOIS 
AHD SOLTHTG THE PROBLEMS "A" AID "B" OF LÖH AHD 
WEHTER USING CQRRECTIQV MEZHGD OF FUHDAMEMB SEQUEFFCES 
F.Lorente 
S u Ш m а r 7 
А method of coirrecting of fundamental sequences le dee-
crlbed. The method le baeed on the faet that glven an ar-
blt3rar7 set of ftmdamental aeguencee It Is poeslble to find 
such natural numbers for adding to the elemente of sequen-
eee which glve the desired propertlee to the Lõb-4reiner 
Hlerarohles« The method enables to рготе the ezlstence of 
such hlerarchles of Lob and Weiner, whlch represent th^ set 
of all general recurslve funetlons« The same method enables 
also to get positive answers to the problems "A" and "B" 
stated Isy Lob and Weiner In 1970. 
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о ДЕЙСТВИИ ПОЛУГРУШ 
У.Кадьшайд 
Кафедра алгебры и геометрии 
I. Подход к ревению задач о терминале и пределе групп, 
развитый в fl] и [4], существшно опирается на известну]э 
теорему Л.А.Калужвина р том, что финитдая (инвариантная) 
стабильность точного действия группы влечет ее нильпотент­
ность» Назваиние задачи, однако, 1югут быть отнесены также 
к юыопфуппам. Подтому представляет некоторый интерес обоб­
щение теоремы Калужнина на полугруппы, что и является ос­
новной целью данной заметки. 
> 2. Для конгруэнции CK на полугруппе Г рассмотрим в 
кольце R - ̂  р прашй идеал I (ОС), порожденный всеми 
разностями JT'-cr, <Г€ Г и Ясно, что 
К Ol) является двусторонним вдеалом кольца R и естест­
венно возникает как ядро гомоморфизма полугрупповых колец 
полученного 2-линейным продолжением эпи­
морфизма Г—^Г/ОС, В случае, когда Ot - единичная конг­
руэнция на Г, т.е. СХ определяется множеством Г К Г 
всех пар, идеал 1(01) естественно называть фундаменталь­
ным идеалом для ZP и обозначать Д (Г, Z) или просто Д 
Далее, при всяком натуральном П/ определяем на Г бинарное 
отношение 1^» 
/--(У е в Z Г ; 
ясно, что - конгруэнция на П Назовем ее а-той 
размерной конгруэнцией полугруппы Г относительно В 
случае, когда Г - моноид, содержащий единицу, -класс 
является подмоноидом; обозначим его 0  ̂(Z). Для группы 
Г подмоноид 2) - хорошо известная /г-я размер­
ная подгрзтпа, являющаяся объектом интенсивного внимания 
(см. Гб] я указанную там литературуj. 
Нильпотентность полугрупп будет пониматься в смысле А.И. 
Мальцева. Цзгсть произвольные 
переменные. Полагаем Х©-зс, ~ ^ далее индуктивно 
определяем 
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Согласно С Ä J/полугруппа Г*, элементы которой удовлетворяют 
тоядеству - Уп. •) называется »а-ступешно нильпотент-
ной. Для группы Г получаем здесь обычное понятие п»-сту-
пенной нильпотентности группы ([21, теорема IJ. На любой по­
лугруппе" Г можно рассматривать конгруэнцию 
по многообразию Юг-ступенно нильпотентных полугруш - ми­
нимальную конгруэнцию Oi на Г со свойством Г/(К € Tl .  
Дополнительно полагаем, что - единичное отношение на Р. 
Возникает убывающий ряд конгруэнций на 
который назовем нижним центральным рядом полугруппы Г • За­
метим, что для группы Г содержащие: единицу 1С>,^-классы (п. J 
совпадают с членами нижнего центрального ряда этой группы П 
Выяснение взаимоотношения конгруэнций <1;^ и кажется ин­
тересной задачей. Следует добавить, однако, что уже равенст­
во = 1^2. на полугруппе Г требует (в отличие от группо­
вого случая) выполнения.дополнительных условий типа сепара­
тивности Г-
Как и для групп (см. fl]) можно определить терминал т(Г} 
полугруппы Г и ставить вопрос о выяснении поведения т^-
мина̂ а на классе конечных полугрупп. В частности, можно вы­
сказать предположение, что ТУ (Г, 21) ̂ для всякого 
конечного моноида Г. Далее, рассматривая предельную кон­
груэнцию 0^ С) на полугруппе Г, являющуюся ядром пары 
Г), можно ставить также задачу описания (в 
долугрупповых терминах) этой предельной конгруэнции на клас­
се конечных полугрупп, 
3. Ниже рассматриваются пары, областью действия которых 
является (произвольная) группа, а действующим объектом - по-г 
лугруппа. Дусть (С',Г) ~ некоторая такая пара. Для всякой 
Г'-допустимой инвариантной подгруппы Н в G имеем пару 
ядро которой обозначим Далее, рассмотрим под­
группу Д (Н)^г б, . / ß с ^ 
JiBMMa. для произвольного Ч ^ ̂  и таких элементов 
И-, t Г что л ~ имеет место соотношение 
Локазательствод. Для любых J«. w <= (i и g- Г полагаем 
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Очевидно, для дары ( ( л ,  Г )  верво соотнсженже 
Vx,^e 6, /6 Г, Гэс^.^^З =[х,^У-С^,/]; 
дважды пользуясь втжм в внчжслеиях, для щюжзволького 
имеем J ^ А I 
откуда следует требуемое ооотношенже г ' ®j^4 • (А "/<) ! 
Кжасс всех пар (6i,T) указанного в начале пункта типа, 
ядро которых является единичной конгруэнциеН на Q является 
многообразиой, которое обозначим j. 1Тсхощя из '1, можно оп­
ределить классы по ощ)еделени1), бс.Г)« •6'^, если 
в группе & сзпцествует такой возрастапщА Г-допустимый 
инвариантный рдд днины i 
Iis ^ (*) 
что все пары , Г), L * -<,2, лежат ь /4. 
Иными словами, элементы полугруппы Г являются равнодейст­
вующими в факторах ряда (^) эндоморфизмами. Для группы Г 
из ( в случав точности пары (Ä , Г) следует ниль­
потентность Примеры матричных полугрупп показываргг, од­
нако, что для полугруппы Г подобный вывод не всегда имеет 
место. Для описания необходимых дополнительных условий ока­
зывается полезным язык квазиколец [5J. Существенным здесь 
является следующий пример. 1^сть Ct - группа, а Г - полу­
группа всех однозначных отображений группы & в себя. Для 
всех CjX е Г и ^ е (Я полагаем что на-
дед^яет полугруппу Г и сложением. Относительно этой новой 
операции Г оказывается группой; добавим, что для каждого 
<Г €- Р противо1Юложный элемент (- <г) определяется формулой 
^*^-5 Рассматриваемые две операции на Г связаны ле­
вой дистрибутивностью (что, вообще говоря, неверно для пра­
вого дистрибутивного закона) и nodToity Г - почтикольцо. 
Выцелим в Г подгруппу относительно сложения S •( порож­
денную всеми эндоморфизмами группы G; элементы из Ь {Qi,) 
называются квазжэццоморфизмами группы G. Эта аддитивная 
подгруппа замкнута и относительно умножения, т.е. ^((Я) -
квазикольцо. Заметим, что L (для абелевой группы G 
совпадает с кольцом find G.. 
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Пусть - сопроводцшхщй пару гомоморфизм 
представления. Пару *( G(, Р) назовем к-стабжиной, еслж 
((я, Г)е в дистрибутивно порожденном почтикодьцв Ь>(^) 
квазиэнцоморфизмов группы (л существует такой элемент О, 
который перестановочен в со всеми разностями 
(*-1 ß ̂  ряд (*) (9-инвариантен, а в факторах этого 
ряда элементы из Г равнодействуют с 0, 
4. Оказывается, верна 
Теорема. Если точная пара является «^стабильной, то 
действующая полугруппа (iv -1) -ступенно) нильпотвнтна 
по Мальцеву. 
Доказательство проведем индукцией по ru • 
Для утверждение теоремы тривиально. Рассмотрим 
случай »V-S.2. Точность njapH (бс,Г) позволяет считать 
Г подмножеством квазикольца Ь (6tпричем элементы из 
Г являются в Ь (<я} дистрибутивныш элементами. Фик­
сируем любые ,̂ р> и из Г, а из , и пусть $ -
сопровождащий 2-стабильную пару ) квазиевдоморфизм 
из ŽJ ((Я). Обозначим 4 ; ̂  тогда существует е Сц, 
что ^ Имеем также ^ ̂  Q: , Пользуясь до­
казанной выше леммой, видим, что верны следущив выкладки: 
'  = , M-fK  ü ^ - * >  = 
1Л) Г \  -
--
откуда,в силу точности пары ( (я, вытекает <*•/!jt - Л4<1-Слв^ 
довательно, в полугруппе выполнено тождество - i// 
и тем самым она 'i-HHJibnoTeHTa. 
Считаем утверждение теоремы верным для вссх точных тг-
стабильных пар, im, < > 
Далее, пусть {Ск,С) - любая точнм ^»-стабильная па­
ра. Согласно определению, в группе G имеется ряд («), от­
носительно которого полугруппа Г* действует стабильно. 
Введем на Г конгруэнции ~ Кег (̂ ) и 
- Кег , Г]. В силу предположения индукции.фактор-
полугруппы r/'fcj и Г1%.^ л&яв.ч ь, откуда 
следует ̂ £ Tl ̂  , ибо Г / является 
подполугруппой в Г /  X  .  
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в определяющем (л.-2}-нильпотентность полугрупп тож­
дестве прадед« встречающимся в левой и пра­
вой части переменньм ^ t, ^произвольно) 
фикслрованные значения на элементах полугруппы Г. Пусть сг 
ж Z - соответствующие значения для и Ъ-л-х ^ Из 
Г/и^ п 4:^ € следует, что <Г-т П icj. Поэтому 
при любом ^ ̂  & имеем ^ (^od G,«)- полагаем 
При A4 имеем также |-г«Фиксируем 
еще некоторый элемент ^ t •"» Стабильность действия полу­
группы Г относительно рада позволяет провести сле­
дующие вычисления: 
В силу точности СС^,Г) из этого следует б'^х:Отсюда 
вытекает, что в полугруппе Г выполняется тождество 
^л~х , т.е. Г t 
Теорема доказана. 
5. Введенный в ощ>еделении стабильности пары (От,О ква-
эиэндоморфизм 0 может полугруппе Г не принадлежать. Б 
частном случае, когда Р - моноид, понятие стабильности 
пары (бс,Г^ приобретает обычный смысл (в факторах ряда (^) 
элементы из Г действуют тождественно). Согласно теореме 
из предыдущего пункта имеем Г € , Однако можно 
воспользоваться еще и наблюдением: ряд (>) является до­
пустимым для элементов из Г, которые действуя тождествен­
но на факторах этого ряда, являются автоморфизмами (f3j, 
стр. 222). Следовательно, Г является (•г-«)-ступенно ниль-
потентной полугруппой с законом сокращения, и поэтому может 
быть рассмотрена как подполугруппа нильпотентной группы 
(теорема 2 из [2]). 
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о ВПОЛНЕ ШСЮКИХ СЛЕВА МОНОЩАХ, 
ЯВЛШЩХСа ОБЩИВЕШШЮ гшш 
М.Кильп 
Кафедра алге01Я1 и ге(Я1етрш1 
Монокд S называется вполне плоским слева, когда все 
левые S-полигоны являются плоскими. В этой статье доказы­
вается, что вполне плоский слева моноид, являющийся объеди­
нением групп, есть полуструктура правых групп. 
Цусть 5 - моноид. Множество М называется левым 5-
полигоном, если для любого элемента гп/ е jVf и любого эле­
мента S е 5 определено их произведение Sm е М так, что 
(5^ 6-)m. = Sf (Si»n) я для произвольных 
и гъ6: И. Цравые 5-полигоны оцределяются аналогично. 
Цусть 6 - правый 5-П0ЛИ1ЮН и М - левый S -полигон. 
Рассмотрим на декартовом произведении &х М наименьшее от­
ношение эквивалентности, порожденное отношением ^ 
5лг) 5 e S ,  лъ(=М, Соответствующее 
множество классов эквивалентности называется тензорным про­
изведением S-полигонов 6> и М и обозначается через 
0 1^^'- Класс, содержащий элемент ((г, лг), обозначается 
через ^ Следовательно, в тензорном произведейии 
6 М имеет место равенство 'C-f бР = iiß'f'b. тогда и 
только тогда, когда существует такая конечная цепочка пар из 
|3л 14-, что первая пара совпадает с парой лос-
ледняя совпадает с \ а переход от каждой пары пос­
ледовательности к следующей осуществляется при помоищ пере­
броски элемента из 5, т.е., от пары 6^ 
TV е М, S 6 S, переходят к паре или наоборот. 
Если М -левый S-полигон, то является функ­
тором из категории всех правых 5-полигонов в категорию 
множеств. Левый Ь-полигон N) называется плоским, если 
функтор М сохраняет мономорфизмы. Это означает, что 
левый S-полигон М является плоским тогда и только тогда, 
когда из равенства а.̂  rri ̂  - сх.̂  ̂  trv̂  в тензорном про-
^ из ведении tS <»5 М, где Е А, дод-
полигон полигона 6, следует равенство t(, (гР гп ̂ = aj, <» fn,^ 
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в тензорном произведешш Л М * Пяоские , правые $-
полигоны определяется аналогично, Ионоид называется вполне 
плоским, если все (и левые, и правые) полигоны над этим 
моноидом являются плоскиш. 
Понятие плоского полигона было введено в [х], где было 
показано, что существуют моноиды, над которыш все левые,но 
не все правые полигоны являются плоскими. В [2] доказано, 
что если S является полустрзгктурой групп, то 5 является 
вполне плоским. 
Лемма I. Пусть S и Г - моноиды и ^ ; S-*T - эпи­
морфизм. Если S является вполне плоским слева, то и Т 
является вполне плоским слева. 
|^окаэательство. Пусть 6 - правый Т-полигон, А - его 
подполигон и М - левый Г-полигон. Рассмотрим Ь ® М 
и предположим, что ® мя некоторых 
М. Это означает, что существует конечная цепочка 
элементов из Т, при помощи которых мы можем в 6л М пе­
рейти от пары {a^ ,nrvi) к паре (с^г. i "Т'г). Пусть эти пере­
броски реализуются элементами » ''^г ^ Опре­
делим 4^i> = я s iru = для всех S 
m, <ž M . Тогда, очевидно, 6 и М можно 
рассматривать как 5-полигоны. Выберем S 
так, что , С = <f  у 2-, ^ г. Тогда наша 
последовательность перебросок может рассматриваться как 
последовательность, реализуемая элементами i, , s^,,..., Sj. е Š. 
Из существования такой последовательности следует равенство 
KVb, = ÜÖ в тензорном произведении ß М * 
Предположим теперь, что S является вполне плоским слева. 
Тогда М является плоским левым 5-полигоном и мы имёем 
равенство «т/, = в тензорном произведении 
А 1^1- Значит, мы имеем конечную цепочку пар в 
д д /VI такую, что первая пара есть , /п,) последняя -
(а, ̂ mi) и от каадой пары к следующей мы переходим при 
помощи переброски элемента иа 5. Пусть эти переброски 
реализуются. элементами tc, ̂ *=• Ь. Пусть 
«р ) = 1^7 ^ с ^ , t. Так как в нашем случае 
(U- ) ; и (А.1^ - i ^ для 
всех 4-«= 1-S , ггг fc И , t ^ 1 ^ 2, . -. ,t, то мы можем рассмат­
ривать нашу новую последовательность пар как такую последо­
вательность, где переброски реализуются элементами 't'", iC ' 
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J ^ . jjg сущвствов€шмя такой последовательности 
следует, что S)  ̂ ф в тензорном произве­
дения Л (SyM . Оведовательно, /V] является плоским 5-
noiiroHOM, а Т - вполне плоским слева моноядом. 
Демма 2. 1^сть 5 - Т (J Ö - такой моноид с нулем 
О, что Т - его подмонодц. Если S является вполне 
плоским слева, то я Т является вполне плоским слева. 
Äoi^a^^CTBo. Цусть 6 - правый Т -полигон, -
его подполигон и М_ - левый "Г-подарон. Определим 0 =• 
«üOg,, OßFEB, М =М ÜOK, ОщбИ^гдв Ogi'Oß 
^®> Q/TV - , S 0^»для всех ^€13, пь(:М , s е 
Ясно, т Ъ является щ>авым, а ̂  - левым $'Оолигоном. 
Цусть А^А и Oß,. Тогда Ä является 5-подполигоном по­
лигона ß, Цусть <я^ »Пг. в тензорном произве­
дении & ci^jO^eA Так как Т-
подмоноид монояда 5 и ß ̂  ß, И с /И , то очетид-
но, 1^1 - в тензорном произведении /И. 
Предположим теперь, что S - вполне плоский слева. Тогда 
Я является плоским S-полигоном и ш имеем а^фт^ ' 
= aj. »»>2. ® тензорном произведении А (S)j М. Следователь­
но, существует цепочка пар 
( л , ,  n i i ) ,  
C^,Oz , , с,, ел , *" / е /И / в которой 
мы от каждой пары к следующей переходим при п<яющи пере­
броски элемента из 5 « Цусть эти переброски реализуются 
элементами ii ,^г , - • -. е ̂  . Тогда для пары 
{Ci,irOi) мы имеем либо Cl|*c^Sf я $^»^1=»г-,, либо 
*т^и - й. В обоях случаях из определения умножения 
на элементы из S следует, что € . Т ,  е  А  
и iVi е M v Простая индукция по I дает нам, что для 
всех с мы имеем ь̂ еТ  ̂ &ie А и е М. Следова­
тельно, а, (g> ^ тензорном произведении A<ö|-M. 
Тем самым мы доказали, что если $ является вполне плос­
ким слева, то любой левый Тчюлигон является плоским, 
т.е. Т является вполне плоским слева. 
Теорема 3. 1^сть S  - монояц, являхицийся объединением 
групп. Если 5 является вполне плоским слева, то 5 яв­
ляется полуструктурой правых групп. 
Доказательство. Ц$гсть 5  - вполне плоский слева моноид, 
являющийся объединением групп. Тогда 5 является поЛу­
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структурой вполне простнх полугрупп Гз, теорема 4..6], каж­
дая из которых является щшноугольной связкой групп [3,стр. 
80]. Следовательно, 3 - полуструктура прямоугольных свя­
зок Rtj групп, S = • Цусть ж £ = 
- |-г €. 'У I г < ̂  ^ жли г. не сравним с ^ JI^CTb I« 
= L) 1^2« Ясно, что I - идеал моноида^ $• Цусть S- ̂ /i -
фактормоножд Риса. По лемме 1 моножд S является вполне 
плоским слева. Цусть теперь 5 -TÜ О . Легко понять, 
что Г - подмрножц моноида ^ . По лемме 2 моноид Т яв­
ляется вполне плоским слева, очевидно, что Т - полуструк­
тура прямоугольных связок групп, в которой является 
ниже компонентой. Легко доказать, что левые и правые иде­
алы полугруппы являются соответственно левыми и пра­
выми идеалами полугруппы Т. Известно fS, следствие 
2.494, что прямоугольная связка групп представляет из себя 
объединение своих попарно непересекаюоцася правых (левых) 
идеалов. В лемма 3] доказано, что если все левые поли­
гоны над Бгкото1иа1 моноидом являются плоскими, то любые два 
правых идеала этого моноида должны иметь непустое пересече­
ние.. Из этого факта и того, что все левые Т-полигоны яв­
ляются плоскими, следует, что полугруппа может обладать 
лишь одним правым идеалом. Следовательно, i<u является пра­
вой группой. " 
Следствие 4. Если идемпотентный моноид S  является 
вполне плоским слева, то S - полуструктура полугрупп с 
правым умножением. 
Из теоремы 3 и результатов статьи вытекает 
Теорема 5. Цусть моноид S является объединением 
групп. Моноид S явдшется вполне плоским тогда и только, 
тогда, когда S - полуструктура групп. 
Следствие 6. 1^сть S - идемпотентный моноид. Моноид S  
является вполне плоским тогда и только тогда, когда 5 ком­
мутативен. 
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-АНАЛОГИ КВАЗИФРОБЕНИУСОВЫХ КОЛЩ ДЛЯ МОНСЩОВ I 
П.Нориак 
Кафедра математики ТПедИ 
Ц^сть ^ - моноид. Множество Д назаваетоя левым S-
полнгон(Я1, если для любых элементов S и ощ>едвхе-
но произведение причем и ic\.^a 
для всех и А. 
Как ВЕДно из определения, понятие полигона над моноидом 
аналогично понятию модуля над кольцом. В это! связи пред­
ставляет интерес исследование свойств моноидов и полигонов, 
аналогичных тем или иным важным свойствам кол^ и модулей. 
Один из таких вопросов и рассматривается в настоящей работе. 
Напомним, что квазифробениусово кольцо было определено как' 
артиново кольцо, удовлетворяющее некоторнм свойствам двой­
ственности. Впоследствии многими авторами^ были найдены раз­
личные условия, эквивалентные квазифробениусовости кольца. 
Среди них; 
1. Все свободные левые Р-модули инъективны ([б], пред­
ложение 5), 
2. Все проективные левые р-модули инъективны([9], тео­
рема 
3. Все счетно-порожценные проективные левые R-нодули 
инъективны ([9], теорема .5^. 
4. Любой левый Я-модуль является подюдулем некоторого 
свободного левого i^-модуля (flO], следствие 5.6). 
5. Кольцо bL является 21-инъективным (L9J, теорема 
5, предложение 3). 
6. йнъективная оболочка любого свободного левого Й-мо-
дуля свободна ([2], теорема 5). 
7. Все вполне проективные левые R lio y   инъективны 
('[6], предложение 5J. 
8. Все свободные левые R-модули вполне инъективны ([6] 
предложение 5). 
9. Все вполне проективные левые ^-модули вполне инъ­
ективны U6i. предложение 5). 
10. Любой циклический левый и любой циклический правый 
38 
модулж содержатся в некотором проективном модуле (ПОj, 
следствие 5.10). 
11. Все жньектнвше левые бнюдулш ороектнвнн (ХЮ], 
теорема 5.3]. 
12. Все вполне ннъехтивнне левне {^-чюдуля проектжвнн 
(С61,. предложевже 5). 
13. Все вволне явьекпвнне левые R-4 | y l вполне про-
ектнвны (Г6], прекюнерне 5). 
14. R •> аов9рлеяио9 олева кольцо i лвбо! конечно по-
родденный левый R-MQKJA нз(яюрфен подмодулю некоторо!« 
щюектнвного R-модуля ^[121, теорема 3). 
15. Кольцо удовлетворяет условию минимальности для 
npaBidc идеалов и для всякого неприводимого левого (правого) 
R-модуля А его модуА характеров является нещжво-
дишм правым (левш|) R-модулем ([43, теорема %.6}. 
16. Кольцо соверменно слева и любой циклический ле­
вый R  i y   рефлексивен (Tl2J, теорема 2). 
Как видно из полученных ниже результатов, аналоги усло­
вий 1.-16. для моноидов расщепляются, т.е. они ощ>еделяют 
несколько различных классов моноидов (см., например, теоре­
мы 1, 2, 3 и предложение 6). 
Напомним некоторые определеш и факты ив теории полиго­
нов. Если не оговорено противное, полигоны предоолагаютоя 
левыми. 
Полигон с одним образующим называется циклическим. Поли­
гон В назшается существенным расшфением полигона А, 
если любой гомоморфизм Ф - ß> ^ J ограничение которо-' 
го на А - мономорфизм, является мономорфизмом. Максимиь-
ное существешюе расширение полигона А называются инъшк-
тивной оболочкой полигона А. JbD6oft полигон А обладает 
инъективной оболочкой 6 (А)^ единственной с точностью до 
изоморфизма над А (18], теорема 10). Говорят, что S-no* 
лигон £> - чистое расширение полигона А^ или, что А -
чистый подполигон полигона 5, если каждая конечная сис-
т«ю уравнений вида * о., где а 
CL е разрешимая в В>, разршшма в А, Говорят, что 
полигон А абсолютно чист, если он чист в своей инъектив­
ной оболочке (А). Ясно, что кавдый инъективный полигон 
абсолютно чист. Каждой системе 21 уравнений вышеуказанного 
вида сопоставим следующий граф Г (он называется графом 
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системы ̂  ): верпшаш графа Г  явжяются стволы всех не­
известных, входящих в систену, а ввршвы ос н ^ соединены 
ребром тогда и то^ко тогда, когда в оистеце X найдется 
уравнение = ii^> Назовем cncTeiqr X связной, если 
граф этой системы - связен. Конроизведенне ^»полиговов 
Л'^ Lei, где 1 - некоторое мноиеотво индексов, изо­
морфно объединени!) попарно непересекапцихся полигонов 
с ё L Свободный 5~полигои изоморфен копрсизведению не­
которого множества экземпл^в моноида S. Одноэлементный 
полигон называется нулевым. Полигон Л называется слабо (^-) 
инъективным, если он инъективен относительно вложений (ко­
нечно порожденных) левых идеале» моноида S в 5* Назовем 
полигон Ü-инъективным, если он инъективен и копроизведе-
ние любого множества его копий также инъективно. 
Не определяемые в работе понятия из теории полугрупп и 
теории категорий можно найти в книгах [З] и [71 соответст­
венно. 
Все рассмотрения в дальне1|шем введутся в категории левых 
S-полигонов, где ^ - фяксированный моноид. 
Лемма 1 (C5J , теорема 1). Полигон с нулем инъективен 
тогда и только тогда, когда он инъективен относительно вло­
жений в циклические полигоны. 
Предложение I. Если полигон абсолютно чист и 
каждый полигон А; содержит нулевой подполигон, то имеет 
место изоморфизм Е (-и» cif и £ (A-J, ^ 
Доказат^ство^. Е^сть полигон и А;, абсолютно чист. 
Поскольку каждый из Al содержит нуль, по доказательству 
предложения 7 работы Сн! имеем ДЛЯ любо­
го элемента -X t Е (i±Ai,j, Поскольку система {'ÄjX 
=<^ie J не разрешима в ̂  AJL ни для ка­
ких элементов ^ А^ , г для любого 
элемента _ х е t (и А J имеем Sx О 0 для некоторо­
го к fe Г и S эс П Aĵ  = 0 для I Jt к . Таким образом, 
у где X;, 
Существует гомоморфизм ^ : jj_ £ (А^ ) Я - 6 (ил^такой, 




ко11Ц5гтат1вна, где с ж J - естественные вложенжя. Ш)сколь-
*У Я Xl ̂ пооговы А,^ содержат нулевые псдполжговы и 
Е (Al) - существенное расширенке полигона Ас] L ei, то 
t Е (А{,у С OC'i, ж «j* - мономорфжам. Осталось только 
доказать, что полжгон ^ t (Avj жнъектжвен. Цусть нам за­
даны гомоморфизм : 2.  ̂Е (Ai j ж мономорфизм 
И • ^ ^5 uj. Рассмотрим диа11)амму 
-
/ ль" (А J 
/ i 
Su/- •< ̂  2. 
Поскольку жнъектюен, то существует гомоморфизм Л: 
S'ur-v'üXi такой, что » *f«" Следовательно, су­
ществует элемент к. € Г такой, что . Тогда 
^ с Е (Ак,) и oL цродолжается до гомоморфизма сс 
-ь-£^(Д^.По лешю I полигон jj. t (Ai) - инъективен. Следова­
тельно, £ (М-Al) ^ поскольку с - мини­
мальный инъективный полигон, содержащий полигон ^ 
Дредложенже 2. Бслж,любые два левых ждеала моножда S  
жмеют непустое пересечение, то " 
подполигоны в еAl), =0, при условии, что 
полигон ЛА^ имеет нулевой подполигон 9 и Хо = О в 
противном случае. Кроме того, если каждый содержит ну­
левой подполигон, то с (Ai,). 
^окадатадьствод Цусть^ любые дм левых идеала моноида S  
имеют непустое пересечение и пусть А , i ̂  I, - неко­
торое множество $-полигонов. Обозначим = А и пред-
положжм, что для элемента эс^ t (Д) существуют элементы 
4i -ia. € S такие, что € Ас ̂ ^ А^, (с По усло­
вию найдутся элементы i, ^ 5 такие, что 
Тогда имеем ^ Аи ij 'i; ~ > что 
невозможно. Таким образом, £ (А) распадается в объеди­
нение непересекающихся множеств Xi , с- ь I, где 
= {хе Е{А)', SxOAt 0^ и нулевого подполигона 0^ 
если А не содержит нулевых подполигонов (лемма 2 рабо­
ты ШЗ), Покажем, что ^ t (А) - подполигон, CG. J, 
Цусть х€ЗС<.и Тогда существует элемент S 
такой, что tx € А|с • По условию существуют элементы 
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t S такие, что '^4'^ ~ Тогда имеем =» 
e Ли, . . ^xeX^. Следовательно, где • '  ^  r  -r, г ^V t p j  
X^-5 Лс } I. Предположим теперь, что ^ Ai со­
держит нулевой подполигон. Тогда, очевидно, кавдый полигон 
X^; инъективен и, поскольку вложение At^ 
продолжается до вложения j : Ц £ (А^)-*Ё^(й,Ле,) ̂ *то нам 
достаточно доказать, что - инъективен, фи сде­
ланных предположениях циклический полигон не имеет непересе-
кащихся подполигонов. Следовательно, для любого подполигона 
£ циклического полигона Sw и любого гомоморфизма 
f i 2 —^ (Al,) имеем 4* ^ (''^•5.] Д®® некоторо­
го fc Г. Ввиду инъективности полигона ^(А^) гомоморфизм 
продолжается до гомоморфизма tp ; £ (А^_). 
Инъективность полигона и ̂ (А:) следует тепе^ из лешш I. 
Предложение 3. След^^ооще свойства моноида 5 эквивалент­
ны: 
1) Копроизведение любого множества инъективных S-поли-
гонов инъективно. 
2)  Существует инъективные S-полигоны А Л Õ такие, 
что полигон А IL Ь инъективен. 
3) Существует инъективный S-полигон А iL 6. где поли­
гоны А и содержат нулевые подполигоны, 
4 : Существует абсолютно чистый 5-полигон Л Я 6^ где А 
и !о содержат нулевые подполигоны. 
5- Существует S-полигон А,  содержащий нулевой под­
полигон, такой, что полигон А Jj. А абсолютно чист. 
6 Существует S-полигон А такой, что А ЛА-инъекти-
вен. 
7 Копроизведение любого множества абсолютно чистых 5-
полигонов абсолютно чисто, 
8 Копроизведение любого множества сдабоинъективных S-
полигонов слабоинъективно. 
5 Копроизведение любого множества слабо (^-инъективных 
-.-полигонов слабо ^.-инъективно. 
10 Пересечение любых двух левых идеалов моноида S не­
пусто. 
Доказатёльство^ Учитывая тот факт, что кажднй инъектив­
ный полигон является абсолютно чистым и что каждый инъектив­
ный по.тагон содержит нулевой подполигон ([l], лемма 3J, мы 
получим следующий граф импликаций: 
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Имолнкацжя IQj ̂  lj вытекает из предложенЕя 2 ,  а  импликация 
4 ) =^2j следует из цредложения I. Для доказательства имшш-
кации 2)=ф10), 8)-=^10] и 9)=:р10) предположим, что 
Л р для некоторнх главных левых идеалов и 
моноида 3. Цу^сть, далее А и 6 " некото|ше инъективные 
полигоны, такие, что полигон А И В слабо ^-инъективен. 
Определим гомоморфизм Ь формулой 
1 Öfr <1 ^ 
где 0^ €А^ - нулевы4 цодполигояы. Ш условию 
f продолжается до гомоморфизма <f : S ü. 6. Но так 
как моноид S _как левый Ь~полигон - цикличен, то образ 
гомоморфизма ^ содержится либо в либо в т.е. мы 
получили противоречие с тем, что Ч продолжает 10) ̂7Л 
Цусть полигоны А;, ie абсолотно чисты. Цусть за­
дана некоторая конечная система Z1 уравнений с константа­
ми из 11 . Не ограничивая общности, можно предполагать, 
что система ^ связна. По предложению 2 имеем 
-JJ. где «- € I. Тогда, очевидно, 
BcVконстанты, присутствующие в системе И ̂ принадлежат 
некоторому полигону Л«« € I; Следовательно, сисг 
тема ^ рюревима в ОС^ и, поскольку по предложению 3 
работы CllJ чист в система 21 разрешима в 
А^, Таким образом, полигон абсолютно чист. 10)^), 
В)» I^CTb с €. Г » " слабо (;|-)инъективные полигоны 
и пусть vf;X_i^iiAt -гомоморфизм, где f - (конечно 
порожденный] левый идеал моноида S< ^ условию 10) иде­
ал Г не представляется в виде объединения непересекающих­
ся левых идеалов и, следовательно, {̂[)Q Для некото­
рого «i в 1. Поскольку - слабо (|-)инъективен, то 
продолжается до гомоморфизма S > т.е. Ii -
слабо (|г.) инъективен. ^ ^ . 
Лешла 2. Пересечение любых двух левых идеалов моноида S 
с правым нулем О непусто тогда и только тогда, когда О -
двусторонний нуль моноида S. 
Доказательство очевидно. 
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Напомним, что левый S-полигон А называется образущим, 
если для любых различных гомоморфизмов : существует 
гомоморфизм такой, что jž: pj*-. Полигон А 
называется вполне проективным, если А - проективный обра­
зующий в категории левых S-полигонав. 
Теорема I. Следующие свойства монрцда S эквивалентны: 
1) Все свободные S-полигоны инъективны. 
2 )  Все вполне проективные S-полигоны инъективны. 
3) Все проективные 5-полигоны инъективны. 
4) Все конечно порожденные свободные S-полигоны инъ­
ективны. 
5) Все конечно пороященные проективные .S-полигоны инъ­
ективны. 
6) Все счетно-порожценные проективные S-полигоны инъ­
ективны. 
7 )  Моноид S является Х-инъективным. 
8) Инъективная оболочка любого свободного S-полигона 
свободна. . 
9) Существует свободный инъективный S-полигон с множе­
ством Г свободных образующих, где 
10) S - самоинъективен с двусторонним нулем. 
^имечшше^ Заметим, что в теореме 1 рассмотрены условия 
на моноид, соответствущие условиям I) - 3) ш 5) - 7) ква-
зифробениусовости кольца, приведенные во введении. Отметим 
еще, что эквивалентности условий 1) ̂  3) и 10} теоремы I по­
лучены также с использованием других соображений М.П.Доро­
феевой СДеп. ВИНИТИ Л 5252 - 73, I-IIj. 
Доказат^ство теоремы. Импликации 4)=ф-9)<= 8>Ф=>1) ̂  
:=^2) ̂==^3)^^ у6) и 7j<=rlj-=::И)'^=^5) очевидны. 
Поскольку моноид S > как инъективный левый .^-полигон, со­
держит левый нуль, то импликация 6) =^10), 7J. '•ylOJ, 
Qb >тп) и IQI следуют из предложения 3 и леммы 2. 
Из самоинъективности моноида S не следует, что S 
имеет двусторонний нуль, как показывает следуюощй 
Цусть S = I i ̂ - Й» \,где 4 0^ = 0^ а = ßi 
и а" = j, ^ j 11-1,2 У. Поскольку очевидно, инъекти-
вен относительно вложений в циклические полигоны, то S - са­
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QF -RINaiDE AKALOOGXAJD MQVOIDIDB KOBBAI. 
P.Normak 
R e s ü m e e  
Artiklis vaadeldakse pol^oone ule monoidi S. Leitakse 
Gl-ringide analoogiad monoidide korral. Näidatakse, et 
üheks selliseks monoidiks on nulliga iseinjektiivne monoid* 
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\ 
AHALOaiBS OF OF-RINGS FOR MONOIDS 
P.Normak 
S u m m а r у 
Let 5 Ъе а monold« In thls artlcle we consider left S-
sets eatiefying certaln propertles» All of tHese propertles 
are proved to be equivalent to the fact that all projectlve 
S-eete are injective the property which in the case of 
ringe is equivalent to the ring to be а Q, p-ring. 
46 
КЛАССИФИКАЦИЯ НЕПРИВОДИМЫХ МОДУЛЕЙ 
НАД ПОЛУПРЙМАИШМ ПОЧТИ-КОЖДОМ^ 
К.Каарли 
Кафедра алгебры и геометрии 
В статье [I] было введено понятие полудримарного почти-
кольца, являющееся естественным обобщением.понятия артинова 
почти-кольца. Далее полупримарные почти-кольца изучались в 
[21. В настоящей работе на множестве классов изоморфных не­
приводимых модулей над полупримарным почти-кольцом вводится 
некоторое отношение частичной упорядочвиности. Максимальные 
в смысле этой упорядоченности модули называются неприводи­
мыми модулями типа I, Оказывается, что эти модули имеют бо­
лее существенное влияние на строение почти-кольца, чем ос­
тальные неприводимые модули. Доказывается ряд структурных 
теорем, в которых участвуют неприводимые модули типа I. 
§1. Основные понятия 
Почти-кольцом называется тройка где -
группа, (ß,*)- полугруппа и выполняются тождества 'vh+tj-
Oiy^ö, где О - аддитивный нейтральный 
элемент группы СЙ,+}. 
ЛЬдулем над почти-кольцом R или просто R-модулем 
называется группа если для всех Ч ^ *1-6 R. оп­
ределены так что а (»VA) = 
и 0п/-0 для всех ^ 
Ядро почти-кольцевого (R-модульного) гомоморфизма на­
зывается идеалом почти-кольца (R-модуля). Символ S ̂  
(А ^ ) означает, что . 5 (Л)есть идеал почти-кольца R 
(ß-модуля (л). 
Обычно эти неприводимые модули называются О-неприводи-
мыми (в теории почти-колец рассматриваются еще 1- и 2-не-
приводимые модули). 1ак как в настоящей статье другого тийа 
неприводимость не рассматривается, то опускаем приставку 0-. 
Соответственно сокращаются и такие понятия, как О-примитив-
ность, О-полупростота и,т.д. 
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Если А и 6 являются подмножествами f^-юдуля (я, то 
обозначим 
( 6 ; = { «о е R I An. ̂  0}, 
Хорошо известно, что изб^&и AR^A следует 
Модуль 6i над почти-кольцом R называется неприводи­
мым, если он цикличен (т.е. ̂  ^ Для некоторого 
и прост (т.е. не имеет R-идеалов, отличных от ,0 и 6 l ) .  
Шожество всех неприводимых модулей над почти-кольцом R 
обозначим через ПОЧТИ-КОЛЬЦО называется примитивным, 
если ОНО обладает точным неприводимым модулем. Пересечение 
дцер всех неприводимых R-модулей называется радикалом 
почти-кольца ß и обозначается через J (1^). Если 
то почти-кольцо R называется полупроотым. 
Почти-кольцо R называется артлвовым, если модуль 
удовлетворяет условшо минимальности для подмодулей. 
NЧтобы определить полупримарное почти-кольцо, определим 
сначала матричное почти-кольцо. Цусть группа Г действует 
автоморфизмами на аддитивно записанной группе Сл и пусть 
9 - такая эквивалентность на , что 
при каадом ^ е Г. С тройкой (" t^i f) свяжем почти-кольцо 
I состоящее из всех таких преобразований к 
группы Gl, что 
1) О «. « О ; 
2) ^ ^ J ̂  j при всех & Г, ^ (к) 
3) ' 
Операциями в этом почти-кольце являются поточечное сложение 
и. композиция отображений. 
Назовем тройку (Г, (i, строго регулярной, если 
1) ^ => /"1 или 0; 
2) фактормножество Gi/j' состоит из конечного числа 
Г-орбит. 
Почти-кольцо К называется матричным, если оно изо­
морфно либо почти-кольцу HoiUp ((я/^, <я), где -
строго регулярная тройка, либо кольцу всех матриц над телом, 
т.е. кольцу всех линейных преобразований некоторого конечно­
мерного векторного пространства Н над телом. В первом слу­
чае С;, а во втором случае н превращается естественным об­
разом в [(-модуль, который в дальнейшем обозначается гк[к)^ 
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Модуль r r \ {K )  определен однозначно о точностью до К-130-
морфизма (см. Г2 3). Если почти-кольцо К содержится в ка­
честве идеала в некотором почти-кольце R, то m (К ) может 
быть рассмотрен как (^-модуль (Г21, лемма 2). 
1Ьчтн-кольцо R называется полупримарным, если в нем 
существует конечный ряд идеал«» 
0 = с с ... с « R , (I) 
факторы которого либо нильпотентны» либо являются матричны­
ми почти-кольцами. Класс всех оолупримарных почти-колец 
обозначим через 01, а соответствующий ряд (1) назовем Oi-
хшдом. Известно Гц, что класс OL включает все артиновы 
почти-кольца и является замкнутым относительно взятия иде­
алов и гомоморфных образов. В.ГхЗ Д0К1Е^[1Ш0. что в каждом 
полупримарном почти-кольце R существует приведенный tJt-рад, 
т.е. Ot-ряд, каждый матричный фактор которого являегр-
ся минимальным идеалом tR /R^. c   теперь (1) является при­
веденным Õt-рядом почти-кольца то все модули 
, где ,матричный фактор, являются 
неприводимыш R-модулями я больше неприводимых R-моду-
лей нет(С2], Teop«ia 3). 
Нам будет полезна следующая простая лемма. 
Лемма I.I. Если в почти-кольце!^ имеется цепочка идеалов 
U c V g i c T t R ,  
для которого фактор-почти-кольца V / U  и T / S  являются 
матричными, то R-модули iniV/U) я пг(Г/5) неизоморфны. 
Доказательство^. Легко убедиться, что V ̂  (0:  ̂ (Т/5))  
но V 1^1ВГп^Г^7и)). ^ 
§2. Тип неп1«водимого R-модуля 
Определение. Если ß - подмодуль R-модуля А и В. 
то назовем R-модуль В/С фактором модуля А. То, что 
R-модуль F изоморфен фактору модуля А, обозначим через 
р ij; А. Если при этом F и А яеизоморфны, то пишем 
F ̂  А. 
Из определения непосредственно следует импликят^ия 
А ^ 5 •==$» (0: А )j^ 2 (0: б)^ . С2) 
Обозначим через CA] кла^с всех R-модулей, изоморф­
ных Я-модулю А и положим 
С А З  ^  В .  
Также положим 
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С>(«)^{Гбс j  I 6  е 
Цусть далее й € (?t. Легко видеть, что в этом случае • 
является отношением частичной упорядоченности на Дейст­
вительно, рефлексивность и транзитивность очевидны, а анти­
симметричность следует из (2), так как неизоморфные непри­
водимые модули над полупримарным дочти-кольцом имеют раз­
личные ядра(Г23, теорема 3J. 
Определение. Назовем типом неприводимого модуля над по-
лупримарным почти-кольцом R максимальное натуральное 
число к, для которого существуют 6t,, •'» , такие 
что 
Cl  -  ч . 
Обозначим тип модуля (Я через i ( 6.). 
Нашей ближайшей целью является нахоящение другой харак-
теризации понятия типа. 
Обозначим через SC?) сумму всех нетривиальных (т.е., 
с ненулевым квадратом] минимальных идеалов почти-кольца R. 
Верна 
Лемма 2.1. Если R то 
1) S iR) является прямой суммой конечного числа мини­
мальных идеалов почти-кольца R, каждый из которых - мат­
ричное почти-кольцо; 
2) S(f^) имеет левую единицу; 
3) S (R) является прямой сушой правых идеалов почти-
кольца I?I каждый из которых - неприводимый R-модуль. 
^oK^aTe^bCTBOj^ Докажем сначала первое утвервдение. Из 
теории мультиоператорных групп следует, что S{<2) является 
прямой суммой некоторого множества нетривиальных минималь­
ных идеалов , ieÖ {fs], стр. 49). Известно, что, 
каждый из этих идеалов является матричным почти-кольцом 
([21, теорема I) и все R-модули неприводшш ( [ 2 ] ,  
следствие 2). По лемме I.I все R-модули т(5^) попарно 
неизоморфны. Таким образом, множество 3 конечно, по­
скольку над полупримарным почти-кольцом существует лишь 
конечное число попарно неизоморфных неприводимых модулей 
{Г2], следствие 5). 
Утверждения 2) и 3J следуюя: непосредственно из уже до­
казанного и теоремы 6 работы СХ]. Лемма доказана. 
Построим в почти-кольце R ряд идеалов 
V I о — "-i — ч - — Tz — > 
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где /FLH 4/^L ̂ SiR/Bi ). Назовем 
этот рад д^З-^ДЦом почти-кольца R. Следующая лемма уста­
навливает основные свойства ^S-ряда полупримарного поч-
ти-кольца. 
Лемма 2.2. Если R е СХ, то 
1) ^5-ряд почти-кольца R достигает R после конеч-
кого чяслй шагов; 
2) факторы кильпотентны, 
3) факторы / В' являются прямыми суммами неприводи­
мых R-модулей, 
4) всякий неприводимый (^^-модуль изоморфен прямому 
слагаемому одного из факторов P^/ Ei. 
ДоказательстМд Допустим, что для каадого натурального 
числа I имеем Тогда для каадого L найдется 
нетривиальный минимальный идеал ^i/^i почти-кольца 
R/Ei. В силу теоремы I и следствия 2 работы [23 почти-
кольца Sl/El являются матричными, а -модули m(Si/ £i) 
неприводимыми. В силу леммы 1.1 модули попарно 
неизоморфны, что снова приводит к противоречию с тем, что 
над полупримарным почти-кольцом существует лишь . конечное 
число попарно неизоморфных неприводимых модулей. 
Пусть . Тогда не имеет нетривиальных 
минимальных идеалов. Если R = > то R / Е^ содержит 
ненулевой нильпотентный идеал ([^1, теорема I). Но это про­
тиворечит тому, что Е^/является наибольшим нильпо-
тентным идеалом почти-кольца ([2], следствие 10). 
Следовательно, - R". 
Утверадение 2) вытекает из следствия 10 работы [2J, а 
3) из леяаш 2.1. Поскольку по лемме 2.1 каадый фактор I^/Ei 
является прямой суммой минимальных идеалов почти-кольца 
R/f;,, являющихся матричными дочти-кольцами, то ̂ 5-ряд до­
пускает уплотнение, являющийся приведенным (7(.-рядом. От­
сюда следует утверадение 4). Лемма доказана. 
Далее исследуем взаимосвязь меаду неприводимыми /^-мо­
дулями, содержащихся в качестве прямых слагаемых в различ­
ных факторах fr / t ̂ -
Лемма 2.3. Цусть ß t üt и (д-,, ̂ г: . Если 
и G*.: .изоморфен прямому слагаемому фактора II. /£•, 1,-^ 2)^ 
то V; • 
^окаэательство^5_ Предположим от противного, что ^ й . 
Поскольку (Я, -с (лг . то 
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(0: й,)^ э 10: (it)„ . (3j 
В силу предположения найдутся миншальвые идеалы 
почти-колец также что öj(Tj/f£•) {j ~ 
Ясно, что ^0. Докажем, что 6^1^=0 " т®" 
мым приходим к противоречи]» с (3). 
Если If < , то 7J с F[ и» 
следовательно, тгО. 
Цусть теперь 1^-= ii,. Тогда Tj Т^^жбо иначе бнло 
бы ^ g Äi,. В силу минимальности идеалов TJ / £^ л 
в Q / El получим Т1Т| S 7^ , т.е. 
(Ti_/£i^)Tji =гО. Так как матричное почти-кольцо 
рассматриваемое как R-модуль, изоморфно конечно! прямой 
степени модуля (Т^/ ) (1^], л®ша IJ, то Лем­
ма доказана. 
Лемма 2.4. Цусть ReOt и 7'?7;?.ЕСЛЖ изомор­
фен прямому слагаемому фактора /Ее ^S-ряда или R, 
причем L >1^ то найдется такой что изо­
морфен прямому слагаемому фактора / E-c-i ® 
Доказательство^ Обозначим R' - R / Еi_,, F« -^ 
По лемме 2.1 F/  I  имеет левую единицу г'. Тогда 
(4) 
где и )j^/. Из (4) следуют канонические изомор-
физмк i  ̂
R/F..^ = RVr-;.;«c'. 
Обозначим канонический изоморфизм из на Ü' через 
f-
Б силу выбора 6^^ существует минимальный идеал 
T/£̂ -«4 R/E^ так ЧТО (л, ~  ̂ Полагая 
имеем канонический изоморфизм 
r/Ei = (Т/ Fj^ ) /fEi /F{.,) = У'/Х'. 
Следовательно, УУХ' имеет левую единицу и, как R-
модуль, изоморфно конечной прямой степени R-модуля (я, • 
Обозначим через X класс всех неприводимых R-моду-
лей, изоморфных прямым слагаемым R-модуля . Докажем, 
что найдутся Gj, 6 и ^ € G, такие, что У. 
Предположим от противного, что 
б0^3£.Из нашего предположения следует, что К^'^КУ^для 
всех подмножеств К из любого Сх Л' • Но тогда также 
К X = К V для любого натурального числа п,. Поскольку 
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)(• ='f (^t / J, то на4цетс5я tx,, такое что Л''^ = 0. 
Значит, У' нильпотентен по модулю идеала l'-H (0:6iLr 
Докажем, что 1 - 0 .  Так как является прямой 
суммой /?-мо^лей из X , то Т' z (О : Р- .Поскольку 
R'=R/eo., ̂  
" '=с-< /'"c-i ' 3 (•?'>= о. Значит, R' ие 
имеет ненулевых нильпотентных идеалов ([67, следствие 2.8). 
Следовательно, если I V О ̂то он содержит нетривиальный ми­
нимальный идеал S' ([2], теорема Ii. Но тогда 1'з 
что противоречит условию Г'= (0^ )д/. 
Из I'=ö следует, что У - нильпотентный идеал поч-
ти-кольца ß'^ но это противоречит наличию в У7Х' левой 
единицы. Следовательно, существуют (л^Л и ^6 (л, такие 
что ̂  ̂ ̂  ̂ , j 
Поскольку Vj то ^ ̂ ® фактормодуль 
является гомонюрфным образом ß-модуля У ' / Х ' .  Так как у/^' 
является прямой суммой изоморфных копий неприводинюго R-
модуля (я^ /то таким же является и оУ/^Х': 
^У7 ̂ Х'- ̂ '0. Д 
где В J / а X ' - (д^. Следоватеш>но, ^ (д^ .По определению 
существует такой минимальный идеал ^ R /1: > 
что iv f В с-4 ) . Тогда во 
(3i^ V £е 6.^ /^_j Q ö,f El - о. 
Значит, и тем самым 
Теорема 2.5. Тип неприводимого «юдуля над полупри-
марным почти-кольцом R равен « тогда и только тогда, когда 
&. изоморфен прямому слагаемому фактора "^^-ряда поч-
ти-кольца fi. 
Доказательство^, По лемме 2.2 найдется такое к., что ^ 
изоморфен прямому слагаемому фактора I > Тогда из лем­
мы 2.3 следует t ((зс) ̂  К , а лемма 2.4 дает i (6.) ̂  к . 
Следовательно, t (öc) - К , что и требовалось доказать. 
§3. Неприводимые модули типа 1 
В настоящем параграфе мы покажем, что не все неприводи­
мые модули имеют одинаковое влияние на строение почти-коль-
иа. Более сильное влияние имеют неприводимые модули типа 1. 
В самом деле это нельзя считать неожиданностью, так как не­
приводимые модули типа I содержат "все остальные неприводи­
мые модули в качестве факторов. 
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Предложение 3.1. Если ^ Ol ̂ то 
1) всякий неприводимый -модуль изоморфен фактору не­
которого неприводимого j?-модуля типа I, • 
2) l(R)=n(0:G)o 
^ ' 
Доказательство. Первое утверждение следует непосредст­
венно из определения типа неприводимого |?-модуля, а вто­
рое следует из первого и импликации (2). 
Лемма 3.2. Цусть R е. Ot и <Я - точный неприводимый 
ß -модуль. Тогда является единственным неприводимым R-
модулем типа I. 
^оказате^ствод Так как почти-кольцо R примитивно, то 
оно первично, т.е. произведение ненулевых идеалов почти-
кольца R отлично от нуля ([6], теорема 3.1). Следова­
тельно, R не имеет ненулевых нильпотентных идеалов и тем 
самым - О. В силу первичности ß имеет единственный 
нетривиальный минимальный идеал S и тогда - 5 • 
Если G. ̂  б^^^где ^ Ü = (О: <Я 5(О 
Следовательно, (О: (5) ̂ = (0: 61и <Х~ fz <0.^ (L2 J, теорема 
3j. Значит, t (Ä ) 
По теореме 2.5 всякий неприводимый R-модуль 6L типа 1 
изоморфен прямому слагаемому й-модуля S. Поскольку 5 
изоморфно прямой степени неприводилюго Й-модуля па (5), то 
Ci <5-12 (5). 
Предложение 3.3. Если ^ и , (я^ , то 
с? (О : . 
Доказательство^. Импликация следует из (2J. Докажем 
обратную импликацию. Пусть (ОГ (кJ2 (Oi(  )^^to y   
является точным неприводимым модулем над полупримарным поч-
ти-кольцом R'-R/(0: (Яг)й ' В силу леммы 3.2 он является 
с точностью до изоморфизма единственным неприводимым -мо­
дулем типа I. Так как (О: «ро можно рас­
сматривать как ß-модуль и явно 6. 771 g'. По предложению 
3.1 имеем (я^ Ясно, что это соотношение сохраняется 
при переходе к R* Предложение доказано. 
Далее покажем, что всякое полупростое полупримарное 
почти-кольцо имеет единственное разложение в несократимое 
подпрямое произведение примитивных почти-колец. Последними 
примитивными почти-кольцами оказываются в точности 1^/(0:6^-)^^ 
где - неприводимые R-модули типа 1. 
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, Напомним, что почти-кольцо R является тогда л только 
тогда подпрямым произведением своих фактор-лочти-колец R/Sü 
L 4 когда , П 5^ =0. Еади,кроме того,.Л Si Фо при 
любом собствегаЬм подмножестве ^ с J, то гою^игг, что это 
подпрямое разложение несократи»^. 
Теорема 3.4. Щгсть (X ,  О  и<Яо* " /^л -
все имеющиеся попарно неизомор^^е неприводимые {^-модули 
типа I. Тогда R является-несократимым подпрямш произве­
дением почти-колец R / iOt (Xi)f^ , , п. Это един­
ственное разложение R в несократ1$мое подпрямое произве­
дение примитивных почти-колец.. ^ 
Доказательство^ В силу предложения 3.1 имеем .П = 
•z.0^ Значит, Р является подпрямым произведением почти-
колец / {О t б i) . 
Из конечности числа неприводимых ß-модулей следует, 
что разложения Й в несократимое подпрямое произведение 
примитивных почти-колец существуют. Цусть R является не-
сократившм подпрямым произведением почти-колец R / S ̂, где 
Si. - (Ö г u't )ß , õi{  ̂ Щц , i-'i) будет 
доказана, если мы покажем, что среди встречаются все 
модули (л^, ..., (kfi ' ̂  
Предположим, что <Л1Ь. Ф0 для всех Тогда 
Sl Sl ' " ~ Ol • • • ^rtv - G. i 
CM. ( CI],лемма 4 ) .  С другой ^ороны 
s  C ^ i Q , S j - & i O = 0 .  
Полученное противоречие показывает, что среди 5; най­
дется такой, что Но тогда SJ = (О ; Су 
откуда по предложению 3.3 получим Си • Так как 
то это дает Теорема доказана. 
Следующее предложение дает необходимое условие для того, 
чтобы полупримарное полупростое почти-кольцо разлагалось в 
прямое произведение примитивных почти-колец. В конце статьи 
мы построим пример 5.3, показывающий, что полученное усло­
вие не является достаточным. Однако это условие вместе с 
примером 5.1 показывает, что далеко не каждое полупростое 
полупримарное почти-кольцо представляется в виде прямой 
суммы примитивных почти-колец. Можно даже сказать, что су­
ществование такого представления является довольно редким 
исключением, а не закономерностью. 
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Предложение 3.5. Если полупримарное полупростое дочти-
кольцо R является прямой суммой примитивных почти-колец, 
то для каадого неприводимого ^-модуля существует 
единствеяный неприводимый R-модуль типа 1, так что 
Ö ̂  а'. 
Доказательство^^ Пусть , где - примитив­
ные почти-кольца. Тогда легко видеть, что > 
Каждое Ri обладает единственным неприводимым модулем''ти­
па 1 (лемма 3.2). Предложение будет доказано, если мы убе­
димся, что модули из разных не могут быть сравнимы в 
с м ы с л е  о т н о ш е н и я  .  1 ^ с т ь  t Т о г ­
да Hi  ̂Hj - О. Значит, ядра ' |̂ -модуле̂  HL И Hj 
не сравнимы в смысле включения. Требуемый результат следует 
теперь из предложения 3.3. 
§4. Об идеальной наследственности радикала J 
В теореме 8 работы [2J была доказана эквивалентность 
четырех условий на полупримарное почти-кольцо ß, каждое из 
которых влечет идеальную наследственность ^ в /?, т.е. 
 ̂(5) = S  ̂  ̂ (R) для каждого идеала S R, Там же было 
отмечено, что эти условия не являются необходимыми, и было 
обещено в дальнейшем опубликовать необходимые и достаточ­
ные условия. Выполним здесь это обещание. 
Теорема 4.1. Следующие условия равносильны для полупри-
марного почти-кольца : 
1)^(S)-= S n ^ t R )  при любом идеале 5  R  .  
2 )  Если и - нильпотентный идеал в R и V/Ü - не­
тривиальный минимальный идеал почти-кольца ß/U, то 
3) Если и - нильпотентный идеал почти-кольца ^ то 
каждый нетривиальный минимальный идеал почти-кольца R/ U 
является простым почти-кольцом. 
4) Если S ̂ и то 
5 }  Если S Р, (л fe и то (л допус­
кает продолжение до R-модуля. 
^,оказательство^. Схема доказательства 
4 )  =^ )  -=»3) =»4)^=^^, 
1)=^2) Пусть и - нильпотентный идеал в R vlMIU -
нетривиальный минимальный идеал в ß/U. Тогда (J £ 1 (\/), 
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Докажем обратное включеиже. Так как U Q,  ̂  —  ̂  
силу I) имеем J ( V )  R ,  т о  у  нас-две возможности; 
9 (J или ^(V)-s\/. В последнем случае V было бы ниль-
потентным ([2], следствие 10), что противоречило бы тому, 
что V/U является матричным почти-колвцом (Г21, теорема 
1) .  
2)с=^3) Д^сть опять U - нильпотентный идеал в и 
У/и ~ нетривиальвий минимальный идеал в R / U. Почти-
кольцо VIU является матрпным([23, теорема I). Если 
V/U является кольцом матриц над телсж, то оно просто. 
Î cTb VIU -Нот г,о где (Г, (я, f) - строго ре­
гулярная тройка. По условию 2} имеем ^(V^) ̂ 0, откуда 
^JiV/ и) ̂  О, Значит, Viu не имеет ненулевых ниль-
потентиых идеалов. Но тогда VIU вообще не имеет ненуле­
вых соботвенных идеалов ([I], теорема 3 J. 
3)==^4) Цусть (д € 17]^ и По теореме 2.5 
модуль G^. изоморфен пршму слагаемо1ог фактора (Е^-
~ SiR/2 (R)). Значит, найдется нетривиальный минимялт.ный 
идеал ̂ L(R) почти-кольца (?/J (/?),такой что 6IC: 
~ С ' / J ())- Так как J (flj нильпотентен (f2], следст­
вие 10), то по условию 3) Т Л (R) является простым почти-
кольцом. 
Докажем, что & - простой Т-модуль. Если Т/ 
изоморфно кольцу матриц над телом, то это очевидно. ]^сть 
Homr;o (Ä/f, йУ, где (r,&,f) - строго 
регулярная тройка. Тогда простота G.p следует из простоты 
почти-кольца Т/ J (R) и из предложения 7 работы [Ij. 
Цусть теперь S R и GiS =#»0. Тогда 
J(ß) £ SnT + ̂ IR) sT 
И В силу минимальности Т/П (ß) либо S ПТ + ̂  
либо 5nT-+-llR)=T» В первом случае 5 О Т(к) и 
Ъ В  =  ( Я Т 5  S  в . ( Г П  5 )  £  ( A ^ C R J - Ö ,  
что противоречит выбору S. 
Значит, S ПТ + 21 IR)-T, откуда Ts S ̂ "J (R). По­
скольку GL 1 (R)- О, то из простоты модуля следует 
простота модуля Кроме того, из Gi 5  ̂О следует,что 
G - циклический S-модуль ([2], лемма 4J. 
4) =^5) Пусть S <» R, и t (j ='//Тогда су­
ществуют G'g и ^ ̂ Gt', т^ие что <д'/ н 
(121, теорема 2). Значит, Согласно предложению 
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3.1 найдется такой, что s/f и 
Значит 65 ̂  (Яд и, по транзитивности, 
Так как t(6ts) то 6{. ^ Gc'\ Таким образом, Gc до­
пускает продолжение до R^ o y  . 
5)=5>2) Пусть снова U - нильпотентный идеал в R и. 
V/U - нетривиальный минимальный идеал в R/U« Как и рань­
ше, получим, что и Q ̂ (R) и V/U является матричным 
почти-кольцом. Следовательно, О £ U ̂  У является Л-
рядом для [/ . Тогда V также обладает приведенным Л-ря-
дом с одним матричным фактором ([1], лемма 14J. Следова­
тельно, V обладает единственным неприводимым модулем 6.= 
= m (V/U). Ясно, что t (бсу )-i и по условию 5) & можно 
считать R-модулем. Поэтому ^ (V) = ( О: б Так как 
' J ( V ) ' ^ V ,  то в силу минимальности V/Ü  получим J ( V ) - U .  
4 ) ^—>1) Пусть S  - ^ R .  Согласно теореме 7 из [2] имеем 
tS) 2 (ß)nSДокажем обратное включение. В силу условия 
4) *3^^^ аннулирует все неприводимые ß-модули типа I. Но 
тогда по предложению 3.1 Теорема доказана. 
Следствие 4.2. Полупримарное дистрибутивно порожденное 
почти-кольцо удовлетворяет условиям 1) -5) теоремы 4.1. 
Доказательство^ Известно [З], что любое дистрибутивно 
порожденное почти-кольцо удовлетворяет условию 1} (впрочем 
также 4) и 5)). 
§5. Примеры 
Первый пример показывает, что среди частично упорядочен­
ных множеств ч.у.м. {Ü(ß), конечных почти-колец R 
встречаются все с точностью до изоморфизма конечные ч.у.м. 
Пример 5.1. Цусть ("3^ -^ ) - некоторое конечное ч.у.м. 
Покажем сначала, что существуют конечная группа 6^, и ее се­
мейство подгрупп fii;, lt. й 3 удовлетворяющие условиям 
a i .  U j 4 = ä .  ; 
Gc2. для каждого et j множество 
непусто. 
i^3BecTH0, что существует конечное множество А имею­
щее семейство подмножеств , t 6 J, такое что 
SR AJ (Г4], стр. 22j. Берем некоторое се­
мейство конечных ненулевых групп Н«. , ^ . и положим 
6i= X'H-dL, (л1=И' , т.е. состоит из тех 
элем^нто^ { t ^ что А.о( - О при d. 4 Легко 
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видеть, что семейство ie О^ удовлетворяет усло­
вие ^1. Условие ^ 2 тоже выполнено, так как каждое 
содержит по крайней мере все элементы вида 
для которых = О при o i^A i  я  Аос  4  О при  ос  €  A l .  
Рассмотри! множество R всех преобразований ти группы . 
Gl, таких что 
ß I. ^ l€ 
R 2» (6i\ и \>о= 0. 
Uj 
Очевидно, это множество является почти-кольцом, а группы 
Q- - R-модулями. 
Докажем, что 0.^ являются неприводимыми /^-модулями. 
Пусть ^ и О Ф /=" Ф (Xl, Берем о Ф ^ cF и 
Легко видёть, что R содержит элемент t, такой 
что но + Тогда 
= что противоречит условию 
S. . ^ 
R ^ ^ -
Докажем, что модулями Я J t исчерпываются 
неприводимые R-модули. Цусть Я - множество всех макси­
мальных элементов ч.у.м. (3,6-), Очевидно, тогда .П 
-О ® для каждого^ fc J. Следователь­
но, R является несократимым подпрямым п^изведением при­
митивных почти-колец R/(0;(ij,)^, i-fe J. По теореме 3.4 
получим, что неприводимые 1^-модули тиш I - это в точ­
ности ß-модули 
Все будет доказано, если мы убедимся, что каждый <л^-, 
t 6^ не имеет нещяБодимых факторов, отличных от подмоду­
лей LfeJ. Пусть Д - подмодуль модуля 6i' 
ßи А/Ь& . Тогда существует <1 € j, так 
что ^ пусть J-e v't П {А\ 0). Щ)вдпо-
ложим от противного, что Ö jt о и берем Ofi-elb» лег­
ко видеть, что ß содержит такой элемент *и, что 
и (4'+^)'Ь'=0. Тогда *-с^ 1Ь, что проти­
воречит условию ß А. 
Следовательно, 6 = 0 д А € Ц у с т ь  A:raß, где 
л 6 А. Тогда о. содержится в некотором , где < fe "J. 
Значит, А = aR » что и требовалось доказать, 
В построенном примере 5.1 в качестве отношения на 
самом деле всюду выступает включение. Следующий пример по­
казывает, что это не обязательно. Существует конечное поч­
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т1-кольцо я и такие неприводжмые R-модули и 
изоморфен фактору R-Moxyjm , но не изоморфен 
нж одному его подмодулю. 
Прю1вр_5д2^, Цусть GL - элементарная абелева группа по-
радка 8 и И и F - ее подгруппы, причем Н :э 
Zj, Г«2^. В качестве R берем множество всех преобразо­
ваний t группы G, действующжх на И эндоморфизмами и 
удовлетворякицих услрвию Вь О. Легко проверить, что 
ж И/ Р являются неприводимывш |?-модулями. Также 
очевидно, что но H/F не изоморфен ни одно­
му подмодулю 1юдуля Gi. Действительно, единствен^ под­
модулем порядка 2 модуля (я является F, но FR =0 .  
Следующий пржмер показывает, что существует конечное 
noüqrnpocToe почти-кольцо, обладающее только двумя неприво-
джмнми модулямж (обе типа 1), но не являщееся прямой сум­
мой примитивных почти-колец. 
Цусть ж - восьмиэлементные под­
группы элементарной абелевой группы А порядка 16, пере-
секаюощеся по четырехэлементной подгруппе Обозначим че­
рез Г некоторую двухэлементную подгруппу группы И. Вас-
смотржм множество R всех преобразований ^ группы Д, 
тажжх что I) (лА S ^ 3j Hv с Г, 4) 
5) С А Л (6i< и Gii )J "v -О. 
Легко убеджться, что R есть иочтж-кольцо, а и (д^ 
являются еджнственными неприводимыми R-модулями. Эти ß-
модули неизоморфны, так как (0*'<5t4),3 ̂ (О ;(я2)^Следовательно, 
один из этих модулей не может быть фактором другого и 
-'f. Ясно, что (0.*(л4)дЛ (0:6^)ß = 0, 
т.е. ß - полупростое почти-кольцо. Если бы ß являлось 
прямой сушюй примитивных почти-колец, то было бы 
Й а (5/(0: Ci,1,3 + ß/f)i6Jg , 
откуда следовало бы 
I ß |  -  IR/4Ö ' .  Ч  ß / ( 0  = G ^ i . ) ( 2 l *  
Однако простой подсчет показывает, что |ß|-S"HK lR/(0:(iJJ= 
-IP/{0!6cz)R1-8'*-4. 
Наконец приведем пример конечного почти-кольца ß и его 
идеала S, для которых Заодно этот 
пример показывает, что ни одно из условий теоремы 4.1 не 
выполняется во всех конечных почти-кольцах. 
бо 
Лример_5д4^, Пусть И - Žg - циклическая группа порядка 
8 и Г - ее группа автомо]^измав, состоящая из I и умно­
жения на 5. Рассмотрим почти-кольцо ß Нмп ̂^(H,ff),OHo со­
держит идеал 5«(0:2.Н)^, который, как легко видеть, 
совпадает с почти-кольцом Нот f.o где 
^ С » или л,^€ ХН. 
Прямая проверка показывает, что HtttfiijjHO И^'^^,так как 
НН '2 И. Значит, по предложению 7 из CIJ, S является ми­
нимальным идеалом в R, но не является простым почти-коль­
цом. Он имеет ненулевой нильпотентный идеал (ЦН:Н^, Следо- ̂ 
вательно, - собственный ненулевой идеал в 5» По-
cKtijibKy 5 - минимальный идеал в ß, то ^(5) ^(ßjoS. 
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TAAHDUMATUTS MOGDULITB KLASSI?IKATSIOOV 
ÜLS POOLFRIH&ARSS RIVaOIDI 
K.Kaarll 
" R e s ü m e e  
Kaesolevas artiklis defineeritakse R-moodulite А ja в, 
kus R on ringoid, Jaoks seos Järgmiselt: Л в; kui 
leiduvad alammoodul С С ja ß -ideaal P С» nii et 
А C/D- Osutub, et poolprimaarse ringoidi ß korral in-
dutseerib defineeritud seos kõigi taandumatute ß-Haooduli-
te isomorfismiklasside hulgal iTl osalise järjestuse. 
Tõestatakse, et iga lõpliku osaliselt jarjestatud hulga 
jaoks, leidub lõplik ringoid millele 0, on osa­
liselt järjestatud hulgaks ( VI , 
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Kasutades defineeritud järjestust tuuakse sisse taandu-
matu R-ffiooduli tuubi noiste, kusjuures antud järjestuse 
mõttes maksimaalsete moodulite tuubiks on 1. Tõestatakse 
rida teoreeme poolprimaarsete ringoidide kohta, kus ilmneb 
ringoidi ehituse sõltuvus tuubiga 1 R-moodulite omadus­
test* 
ШВ CLASSIFIGATIOI OF IBRSDUCIBLB R-OHOUPS 
OVSR А SEiaPRIMARY NSAR-RING 
K.Kaarli 
S u m m а r у 
In this paper irreducible (шоге exaotly, O-i^nreducible) 
ß-groups over а semiprimary near-ring ß (see 
oonsidered. Por irreducible ß-groups Л and ß we define 
А ^ В there exist а R-subgroup С Q Q and а ß-
ideal 0 ̂  С such that Л - С /D. This relation " ̂  " In-
duoes а partial order relation on the set '771 of isomor-
phism classes of irreducible R-groups. 
We рготе that for every finite poset 6) there 
exists а finite near-ring ß häving (Э, iž) as а poeet 
(4'71, ̂ ). Using this order relation а type of an iirreducible 
ß-grottp is defined. Aocording to the definitlon j^-groups 
of type 1 are preclsely those whioh belong to maximal 
classes of (^ j ^* 
Several theorems using the notlon of the type of an ir­
reducible ß-group are proven. For example we present here 
the following theorems* 
Theorem 3*4* Let ß be а semisimple semiprimary near-
ring and )•• ' > all palrwlse non-lsomorphlc 
irreducible R -groups of type 1 * Then ̂  is а noncancel-
lable subdirect product of near-rings ß /(Ot С~4,";П 
and this is an unique decomposition of ß Into а nonoan-
cellable subdirect product of primitive near-rings* 
Theorem 4*1. For а semiprimary near-ring Й the fol­
lowing condltlons are equlvalent. 
1) ^ ̂  every ideal S •«» R. 
2) If и is а nilpotent ideal of Й and V /  U  is а mi­
nimal ideal of Q/Uj V ф U) then 
3) If (J is а nilpotent Ideal of ß then any minimal 
ideal У / О of ß/U with Ü is а simple near-
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ring. 
4) If 6c l8 an Irreduolble l^~group of type 1, S is an 
Ideal of R and ^5*^0 then ^ Is an irreduoible 5-
group. 
5) If Š le an ideal of R and 6 is an irredacible 
5 -group of type 1 then GK can be oonsldered ae а R-group« 
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ОПИСАНИЕ BEFDDffi 7СЕЧЕВНЫХ ТРАНСПОРТНЫХ МНОГОГРАННИКОВ 
К.Рийвес 
Сектор иатематжчвского прот^швпровавжя НИИЭП 
npi Госодане ЭССР 
В настоящей работе изучаются выпуклые многограннжкг^ за­
даваемые такой системой линейных неравенств 
г^-( (1J  ^ , (Л/, 
в которой элементы матрицы ^ Ч и координаты векторов 
Д г { а ^ , ,  а „ )  6  =  ( . ^ - 1 ,  -  • . ,  Ä ' i )  у д о в л е т в о р я ю т  у с л о в и я м  
^ 0 ,  <-4 , . . . , '» )  1чг : , п . {2 )  
Эти многогранники называются усеченными транспортными много­
г р а н н и к а м и  ( с р .  C l ] j  и  о б о з н а ч а ю т с я  ч е р е з  М ( А , У с л о в и я  
непустоты М (А^О, с) даны в [4]. Нами предлагается мето­
дика нахождения вершин усеченных транспортных мнргогранников, 
аналогичная описанной в [3j для общих транспортных много­
гранников. Первые два пункта работы носят общий характер. В 
них уточняется постановка задачи и вводятся нужные обозначе­
ния. В п. 3 даются аналитические признаки вершины многогран­
ника М lA,ß,C}, имея в виду, что любая вершина соответствует 
специальному подмножеству множества неравенств системы (lj. 
В п.4 описывается возможно меньший класс таких подмножеств, 
которыми могут определяться ве|Я1ины для М (A^ß.cj.nofiMHonecTBa 
этого класса называются допустимыми. Перебрав подходяще 
упорядоченным образом допустивше подмножества и проверив для 
них выполнение признака вершины, можно при необходимости по­
лучить все ве|»шны многогранника M|,A(ß,Cj, зацавая из; свои­
ми кооринатами = 1, > '^)-
I. Постановка задачи. Чтобы использовать методику работ 
^2,3J, дереобозначим переменные а также величины 
из системы II), используя индекс N '  при 
N = myh. по формулам 
где (I.IJ 
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Бсдм рассмат^яшать как мгаентн (пгх rv)-eaTpmH 
то множеством жццехсов K-t строп это! матршн бухет 
<=4, ^ ^ 
и множеством индексов столбца 
(1.2Б) 
В обозначениях (I.I), (1.2} система (1) {Равносильна систоше -
-21 
состоящей ИЗ М='2(т.л,-(-пг-«-п,) линейных неравенств. Раз-
объем множество 3 {'f,..., му на следупще ненересе-
кающиеся подмножества 
Тогда система (I»3) является таким частнш случаем общей 
системы линейных неравенств 
где 
-I, если Го, если Lt/t", 
или U^г-2«-»п-л) ') и 
или i ) 
+1. если U)t„ 
или l£ llt, , _д^. gßjjg * x.vt. • V"-4W WI-IH) ^ » 
или t6 «i. ' 
0, в остальных случаях 
и, кроме того, 
если йеЛо", если 1€ЩиЛ^, (i.?) 
Нам удобно рассматривать N-мерные векторы ЗС*(эс%-
Ас =(Ли,..., и (м*0-мерные вект<чры 
Если записать левые стороны (1.5) как скашфные щюизведе-
ния (А£,31), ТО усеченный транспортный многогранник М(А, 13,CJ 
определяется системой 
(Л;:,эь)^а;о, t = (J^QJ 
при условиях U.ß). (1.7). С учетом (1.6) ясно, что ранг f 
матрицы коэффициентов системы (1.8) равен N* Обозначим со­
вокупность точек 3t, удовлетворяющих условию (Лг,Э£)=а£о, 
через rj. 
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Напомним теперь некоторые результаты, относящиеся к вер­
шинам многогранника/ заданного произвольной системой, сос­
тавленной из М линейных неравенств с N переменными и 
матрицей коэффициентов ранга ^ ? которые резюмирова­
лись уже в [33 (см. стр. 106-108). При этом удобно пользо­
ваться следующим соглашением. Пусть фиксированы подмножества 
17 и V" так, чтобы iWC", U^c 'И f UThN),| Обозначим 
через определитель матрицы порядка составлен­
ной из всех координат векторов Ai при it кроме коор­
динат с индексами из "Л Если то учитываются все ко­
ординаты и определитель обозначается через 
Аналогично, через обозначается определитель матри­
ц ы ,  с о с т а в л е н н о й  п р и  п р е д п о л о ж е н и я х  t / c W ,  с 1 4 +  
из координат векторов 'hi кроме коор­
динат с индексами из V'. Заметим, что порядок элементов 
множества считается всегда произвольным, но раз и на­
всегда фиксированным, сохраняя по возможности порядок эле­
ментов множеств (1.4). 
Известно, что если многогранник задан в (V-мерном 
пространстве системой (1.8) при условии ^-N (но в 
общем случае без условий (1.6), (1.7)), то при совместности 
системы (.1.8) множество его вершин непустое и каждая верпш-
на определена как единственная точка пересечения по крайней 
мере N гиперплоскостей П ,м, пространства 
Эти гиперплоскости определяются уравнениями 
= (1.9) 
По предположению определитель системы (1.9j отличен от нуля, 
т.е., если взять ^ =; [ <-1'^) > • * •; ̂ то Ы [ J J ̂  о. Обоз­
начим точку, определенную системой (1.9), через 
...П Г^(ы)-1Ь5СК0ЛЬку координатами любой точки ̂  пространства 
1чN являются а по (1.4) нами введено обозначе­
ние П," = , N ) , координаты вершины можно за­
писать в форме ^ ^ ̂  1^") • Они составляют решение системы 
(1.9), которое выражается формулами ^ 
xj un . (i.io) 
Обозначим для произвольного *v. е {i, • • • > V 
. (I.ll) 
По определению вершины и в силу предложения 1.1 из f2J(cTp. 
194), точка с координатами (1.10) будет вершиной много­
гранника тогда и только тогда, когда для всех с е-{1, - МУ 
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имеют место 
(Н] ^ ̂ j - (1.12) 
Прямым следствием системы неравенств (1.12) будет 
Предложение I. Для того, чтобы точка с координа­
тами (I.IO) являлась вершиной многогранника, заданного сис­
темой (1.8), необходимо и достаточно, чтобы для множества 
3 ~{^ ^ имело место 
лСэл  *0  a . i s j  
и для всех "м М у либо 
sgn Рр (i')J = C-O'ssn^nj^ (1.14) 
либо 
D f l f U - O  ( 1 . 1 5 )  
Вернемся теперь к исследованию многогранника M(A,G,c)j 
который задается системой (1.8) при условиях (1,6), (1.7). 
2. О нахождении вершин многогранника М (Л.»З.С).кяк уже 
отмечалось, в [4J даны необходимые и достаточные условия 
непустоты многогранника М(А,В,С)или, что равносильно, ус­
ловия непустоты множества его вершин. Однако при находдении 
вехяпин М(А,'5^с) проверку условий совместности системы (I) 
можно опустить, так как их нарушенность проявится в том,что 
в процессе вычислений не будет обнаружено ни одной вершины. 
Перейдем к специализации общих условий (1.13)-(1.15) 
вершины многогранника М (Л, 1^, С), учитывая опециальный вид 
задающей его системы (1.8), для которой выполняются (1.6) и 
(1.7). IftieeT место 
Предложение 2 .  Любая вершина многогранника '^(А,0;С), 
заданного системой (1.8) при условиях (1.6), (1.7), являет­
ся точкой пересечения Xj таких гиперплоскостей 
• для которых о = (i (1)| »• •) i-('V)ic и/ 
Так как у нас будут встречаться различные объединения 
множеств (1.4) и пересечения с ними множеств 7; определяющих 
вершины, то введем для них специальные обозначения. Цусть 
if^i ) являются произвольными подмноже­
ствами в {о, 1^ 2 ) (одно из них может быть и пустым). При­
мем 
и  . . . и  п^ .  
Если -' • ) i - 0 , то обязательно { ь ,  •  -  •  непустое и 
it (^, Ч • -И) - n^U...'ü зП-з Аналогично, при (Ч,..= -
У1 ' - • / Ü • В этих обозначениях имеем 
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тели возможно более низкого порядка. С этой целью мы введем 
несколько вспомогательных фунощий. Они используются для ха-
рактеризации расположения элементов множеств S J (0-^0J или 
'3(0,0) и Rli.0;^) относительно друг друга в случае 
произвольного фиксированного множества D « { ü И), (wjj- с 
«ICOjTtü. EöTCTb w., Г - натуральные числа и 
i ос *-а,д[и1<лн)4' \г1гн)] - четное число, 
^ ' II, в противном случае. 
Г^сть для любого С 6. J (0; 0^ 
е с л и ч е т н о е  ч и с л о ,  
о II, в противном случае. (3,2-' 
Далее положим для любого ic. (0; 
Jo, еслиJ(05 - четное ЧИСЛО) 
' ~\1, в противном случае. 3,3) 
При DIO;0)« jZI будем считать при всевоз­
можных L. С помощью (1.6У, (3.2}, (3.3} получается 
Предложение 3. Справедливы равенства 
а С3] = LSOiO; 0), 3 (0; 1.2)1 
PD(t}]=^{-0^'^^0LU(O-,(2>), 3 (0) 0y1,2)J, (3^41 
OLy( i )h ( " i ) ^Dn iO:0 ) ,  i l  
где _ _ 
X ^гуь1о ;0 )  f /  \MK} ik- l l ( ]  
K.J^3(O;0J 
i^(i.)-i+f{C)f0^rK {Оу0)Спг(О;0)+/12+2 К-у (3 5) 
" ' _ ^ ^ 
О;А~л^1о,0}Г'п(О-.(^)-Н j+ü. 1  .  
Söiecb знак меаду целыми числами означает, что эти 
числа имеют одинаковую четность. При этом порядок определи­
телей в правых частях равенств (3.4) в общем случае меньше 
порядка определителей в левых частях (только при 
он сохраняется для третьей группы равенств (3.4)j. Из ра­
венств (3.4) и соотношений (3.5), (3.1}-(3.3) получаются 
искомые аналитические признаки вершины многогранника 
И {А, 13, С ). Справедливо 
Предложение 4. Г^сть 3 =-{ И'')» • - • < ИJT, (С;0,/,-2)-
множество, в котором элементы нумерованы в возрастающем по­
рядке. Если iH/tSJ (О;0), 0(0' 1/2)] f с, то точка пе­
ресечения гиперплоскостей 'j(i) ) П. (/v) будет вершиной 
многогранника М (A,ß, С) тогда и только тогда, когда 
i; ДЛЯ кавдого ' f :ис;0?) имеет место 
sgn Q[tl7(0 ,0"ogn rr c/j (3.6) 
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в CEsy предхоженжя 2 будем теперь рассматрлБать толь­
ко множества -j ь j i, (NJJr с 3cTt(0;О,2), не ого­
варивая это спецкально. Пря этом целесообразно разбить J на 
подмножества соответственно его пересечениям с произвольны­
ми множествами ,4j. Шюнно, обозначим 
v,..,,4)= ao (2.iAj 
ßJ(|V, V,-., -IJ ' FLIP',"'I .-JJX 
Если i то пусть 
•  ( 2 , 1Б)  
Важное значение для нас буцет иметь множество 
= МУ101*3(0:) =0>:=''Э, (2.IBj 
с помощью которого множество Д3(0)0) (соответственно и 
его подмножества R D (О; , R'3 (0 ',0)) разбивается на 
две части по правилу 
ORJ(O]0)cl^3(0:0;nT3, PW;ö} = Rq(q'ö)\Oß7(0;(^. . (2.2) 
кЛощности этих множеств обозначаются соответственно через 
,Ü; П.,.,,, 4)=^/:J(/V,...,V;Г,..., 4)L,ß.N(/S•'•/V;Г 
Так как по определению P I ^ N ,  то с учетом ( 1 , 4 )  из (2.1), 
(2.2) получаются соотношения 
m lOjO) + ^,2) = 
т(0 ' , 1 ,2 )^-Лт(^)1 ,^ )  = гп-1-1г .  ^2.3; 
Таким образом /п 1 >2.) ̂  »n + »^ < N и пг\,(0] 0) si\f— 
-пг(0;-f, 2)>о. Это означает, что множеств© 1(0] О) - не­
пустое. Цусть элементы множества 3 нумерованы в возрас-
тащем порядке, т.е. с (1)^ Тогда ^1О;0}~ 
{i(fn(0] 0)t4.,.,c lfv)jf, хак как при iedl0jOj 
имеет место L - Л/ е Tl'^, то определим 
5 j(0•;0)={L W,.. . ,  L (т(О'0))J с (пг (0;  ̂ <)+/j-.. .,  ̂ (0,0J)-/v}cК". 
В общем случае элемент^ множества 5 3(0)0) не упорядочены 
в возрастающем порядке. Заметим, что для некоторого другого 
^cYtiO) 0,1,2.) используются аналогичные обозначения, 
только 3 в (2.1), (2.2) заменяется на J ж гп в (2.3) 
на 
3. Аналитические признаки верш»ин многогранника M(A.B,<^J 
Все только что оцределенные множества применяются при полу­
чении необходимых и достаточных условий ве^шшны многогран­
ника M(A,l^iC)) равносильных с условиями (1.13)-(1.15). 
Желательно, чтобы в искомых условиях встречались определи-
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при 
N' lC)^N+i* fß )  +  L ( m ( O ; i i ) , n i ( 0 : 0 ) ) + /  (3.7; 
2 )  для каждого 1 ^ Р а ^ { ф ' , 0 )  имеет'место 
при 
м"г lV + {^("n(ü;{^J m(OiO))+Z ra(R) + k-/yfi 
kfe7{^;ö> ^ 
35 для каждого имеет место 
Dr3(ö;^J, iJ(^;0,b2U=o. (3.10) 
Доказательство опускается. Оно аналогично доказательст­
ву предложения 4 из Сз]. 
Ввиду (1.6), (I.IO) и (I.I2) можно сформулировать сле­
дующие следствия из предложения 4. 
Предложение 5, Если множество J удовлетворяет услови­
ям предложения 4, то координаты ^ о (^ € УЬ") определяе­
мой им вершины многогранника M(A,ß,C) ВЫЧИСЛЯЕТСЯ по 
формуле 
Л J  ! O (L3 1O; 0 ) ,  е с л и  ^ t P R 3 ( O j 0 J j  
О, если a(0)9f)ü 0«3(0)^J. 
Предложение 6. Дусть множество О удовлетворяет усло­
виям предложения 4. Для него формулы (3.8), (3.9) равносиль­
ны условиям 
f Dfl Э(0;0,^/)Л-а,^^^^^Опри всех U Р1^^(О;0).{з,12) 
В условиях (3.12) по существу проверяе'гся, выполняются 
ли ограничения сверху для координат эс^ точки опре­
деленной множеством 0. С вычислительной точки зрения их 
проверка гораздо легче, чем проверка условий (3.8), так как 
последние требуют вычисления дополнительных определителей 
порядка m (0-, üH/ +1 = /V ̂  (0; 0) *4 ̂  И . 
4. Допустимые множества. В этом параграфе вводится по­
нятие допустимого множества. Оказывается, что недопустимому 
множеству никогда не соответствуют вершины М (л, Дается 
полная характеристик^^ возможно меньшего класса допустимых 
множеств, определящих все вершины многогранника |И (Л, 
Указывается также способ получения целой серии допустимых 
множеств, если некоторое допустимое множество уже получено. 
Предложение 7. Любая вершина многогранника М{А/в^с) 
определяется,кроме 7, также т1аким множествам 1, для кото­
рого О Je. 3(0«, о; и 
[в частном случае 3[0; 1^2):= yL(0;'1,i)\{2N-tm*'ny множества 
J и J- _ совпадают). 
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Это предложение характеризует класс таких множеств, про­
смотр которых обеспечивает при необходимости нахождение пол­
ного множества вершн многогранника M(/\,6^CJ, Все они со­
держат однозначно определенное подмножество 7(0 вклю­
чающее т * л, ~1 элементов и их число зависит только от 
возможностей выбора J(0,0). 
Определение. Множество c ti ,0, 1/1) с упорддочен-
ными по возрастанию элементами называется допустимым, если 
для него имеет место 3 (0 ;-2.] = »Х(Р; f, 2.)\j2N + i»vthiH dlJlpO. 
В противном случав оно называется недопустимым. ("Заметим, что 
при d 13 ][ = о множество никогда не одределяет вершины.) 
Дая допустимых множеств упрощается проверка условий вер­
шины из предложения 4. Именно, в силу (2) и (2.IAJ имеет 
место 
Предложение 8. Для допустимого множества й множество 
{zN -г одноэлементно и Э удовлетво­
ряет условию (3.10). 
Не все множества С/, имеющие структуру, описанную в 
предложении 7, являются допустимы!«, так как по (2), (1.2), 
(1.6) справедливо 
Предложение 9. Рассмотрим множество J с R J 10 М; «i) = 
= {д |V + nru »г Оно будет недопустимым, если выполняется 
по крайней мере одно из следующих условий 
1} с S3(0;o) хотя бы для одного к или i) 
2) при некотором имеет место vtNfe3(j?;ßl 
Определение. Допустимое ыножество J называется исход­
ным, если для него имеет место т. (0; 0)^=0. 
Рассмотрим исходное множество 7. Для него i-n{O;0) -
= Ы- I^cTb выбрано непустое !к S О (О: )ftj. Обозначим 
2  (0;'^,2j= 1,i) - Л(0,; 1 ,2 ) \ {2Nfm^n } ,  (4.3) 
J = ( O ) ( 2 f ) U j ( 0 ; C )  U ^ ( 0 ;  ̂ i )  
Предложение 10. Цусть J - { ('•), •. -, i. (JV)} исходное 
множество. При Ö Ф X g J (0,0) множество 
допустимо. Наоборот, если множество 2 ° непустым 
допустимо, то существует некоторое исходное множество J с 
подмножеством ф Ф X Я О (О; 0J q^o ̂  (^; 
Если все исходные множества J уже известны, то пред­
ложение 10 дает правило нахождения всех допустимых множеств 
у  с всевозможными (0; ÖJ = | ^ ()^; 0)| , • • •, N - (т i-rv - i ) .  
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в силу обратного утверждения этого предложения множество 
всех допустимых множеств исчерпывается описанным образом. 
Запишем в таблице I все множества J (о ;0j допустимых множеств 
J с С (0; 0)^ q получаемых на основе исходного по (4.3J, 
Таблица. I 
Серия множеств ̂  (0;0)^связанных с исходным множеством 
Ш,0)  IJ( l  = i  l ^ l 'Z  |V-(m+n4j 
J(0;03 
1(^,"оЦ'П10,'0)ЩЦ'Уг(0;0)ф 4iV-.,t{M(ü;0)-2),l(/4(0;0j#/v 1 {т{0;0))*1ч 
их 
число с ̂ rt-(Vn +Л 
... 1  
Шдводя итоги основных результатов п. 3-4, мы имеем 
I) аналитические признаки, которым должно удовлетворять до­
пустимое множество, если ему соответствует вершина много­
гранника (предложения 4,6,8) и 2) принцип пе­
ребора допустимых множеств (предложения 7,9,10^. Именно 
Пре^ожение II. Все вершины многогранника оп­
ределяются такими допустимыми множествами Л, что при всех 
lfePR3(Oi>0) выполняются условия .. 
зет5(0;".'АН 
' ' к.&ЛФ;0) 
а функции определены формулами (3.1), (3.2j. 
(3.3) и, кроме того, , ^ 
Для любой вершины множество = 7(0)ü)(j OßJ опре­
делено однозначно. 
В сшцг однозначности число множеств J, перебира­
емых в ходе нахоадения вершин многогранника '^(Л,г^,мо­
жет сильно сокращаться, так как любые допустимые последова­
тельности с совпадающими V J определяют совпадающие с 
вершины, и их можно исключить из дальнейшего рассмотрения. 
Для получения всех вершин многогранника нужен 
некоторый перебор множеств .7^ который можно осуществить 
так. Перебор нужно начать с некоторого исходного множества 
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'J, образуемого с учетом иреАяокенж! 7 ж  9. Далее для ^ 
нужно проверить условйя предложения II. Для этого сначала 
нужно вычислить определитель <iLS3(0;0)^ С/((?<;'!,^)].затем в 
случае каддого с т{0)О) от О до fs/-(ni+n-0 нуж­
но вычислить не более чем Rrr\(O]0)»N-m(O)0) определите­
лей 0,1,2)] порядка Rm(0;pj.3TH оп­
ределители надо вычислять до тех пор, пока все проверяшне 
условия выполняются. Если вое услош! вершины вылолненн,за­
несем новую вервину в список. Как только хотя бы одно из 
условий нарушается, исследование данного ̂  нужно прекра­
тить (оно не опредшет вершны для М(Л,в,С)), и перейти к 
следующему Cf. Это будет или допустимым множеством, соот­
ветствующим данному исходному, нли, если последние исчерпа­
ны, новым исходным шожеством. Когда все исходнме множества 
и соответству1»9е им допустимые множества перебраны, закон­
чим работу. 
Заметим, что если эти результаты применить для ротения 
экстремальных задач, то перебор множеств 'Л 'значительно 
уменьшится. 
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LÕIGATUD TRANSPOROHULKTAHÜKATB TIPPUDE MAARAMINB 
K.Riives 
R e s ü m e e  
Lõigatud tranaporthulktahukas ; i esitatakse 
transpordiülesande kitsenduste süsteemiga, mida on täienda­
tud muutujate väärtuste ülemiste tõketega. Nagu üldistegi 
kumerate hulktahukate puhul, on tipud esitatavad 
võrratuste hulga teatud alamhulkade poolt i.2,3j.-Töös on 
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kirjeldatud võimalikult vaikest niisuguste alamhulkade klas­
si,, kuhu kuuluvad kolki И(А,13,С) tippe maäravad alamhulgad 
(vt. Laused 7|9) ja antud analüütilised tingimused selleks, 
et fikseeritud alamhulgale vastaks mingi tipp (Lause 11). 
DBTSRMIHATION OP ТНБ VERTICBS OP CUTTBD TRANSPORTPOLYTOPES 
K.Riives 
S u m m а r у 
А cutted transportpolytope М(А,в. С) given by the 
system of constralnts of transportation problem wlth addl-
tlonal Upper boimds for variables. As for general convex po­
lytopes the vertices of М(А;в;С) are determined by spe­
cial subsets of the set of inequalities [2,3]. In the paper 
а possibly small class of such subsets is characterlzed 
whloh contains all öubseta deflning vertices of 
(Prepoeitions 9f10). The analytlc charactere for the aubset 
determlning the vertice of M(A,ßC) are polnted out (Pre-
poaition 11), 
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НЕКОТОРЫЕ ЗАДАЧИ о (ОД)-МАТРИЦАХ, 
СВЯЗАННЫЕ С ТЕОРИЕЙ АВТОБУСНЫХ РАСПИСАНИЙ 
В.Фляйшер, Я.Хион 
Мы рассматриваем задачи о находцении (0,1)-матриц с за­
данными типами строк и с предписанными столбцевыми суммами 
или нижними границами столбцевых сумм. Например, мы изучаем 
нахождение (0,1)-матриц, имеющих заданные столбцевые суммы 
и содержащих в каждой стхюке ровно (X единиц, идущих под­
ряд (число л фикисровано). Для решения этих задач рас­
сматриваются произвольные целочисленные матрицы с неотрица­
тельными элементами и используется теория многочленов с це­
лочисленными коэффициентами^ Отметим, что сходный вопрос о 
существовании (0,1)-матриц с заданными нижними границами 
для столбцевых сумм и верхними границами для строчных сумм 
рассматривался в [3J (гл. II, теорема 12.I, следствия 12,2 
и 12.3). ^ • 
Обозначим через совокупность всех »г-мерных век­
торов с неотрицательными целочисленными координатами. Пусть 
заданы векторы ^ ^ 
W'V'-'VV "л-
Вектор Х-(^о. называется вектором типе 
если неотрицательное целое число и 
Вектор x называется вектором типа А,;, если он является 
вектором^ типа при каком-нибудь Пусть и »г 
натуральные числа и. ̂  тах (^i, • • • j ). Обозначим через 
М 1 •• I совокупность всех /^л^г-матриц.все 
строчные векторы которых имеют типы - >•, , Аналогично 
обозначим через ^ совокупность всех мат­
риц с конечным числом строк и И/ столбцами, все строки ко­
торых имеют типы А/,,..-, А/д . Для нас важен случай,ког­
да все последовательности ^\г" i состоят только из 
нулей и единиц. 
Пусть Х-'{.ос,j) является лг х kv-матрицей с целочислен­
ными элементами. Обозначим 
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4 ('X ) - ('!& (^J, <J< "  ' >  
Пусть вектор ̂  t • •• ^ Будем говорить, что 
он реализуем в Л( (»и,м ; А.,,.. .j Ар,если существует матрица 
ОС £Д/^), так что 4"<1 Матрицу ̂  на­
з о в е м  т о г д а  р е а л и з а ц и е й  в е к т о р  ^  в  А  ; с о в о ­
купность всех векторов б'€ Z^, реализуемых в 
обозначим через (»н,л; -/1^ ̂ .,., ), Аналогично определя­
ются реализуемость и реализация вектора ̂  в 
и множество , L^), Назовем вектор ̂  допус­
тимым относительно ^ir" ̂ есш существует мат­
рица ЗСбЛ((|1г^|г;'А/^,->. так ЧТО 42^. Матрицу X  
назовем в этом случае мажорантой вектора Совокупность 
всех векторов допустимых относительно 
обозначим через «эСЛ (т,,»г; Ai)--
Аналогичным образом определяются допустимость и мажоранта 
вектора ^ относительно М Ljy,) и множество 
õtjU ,  '  • ' )  )  -
Мы будем рассматривать решение следующих задач. 1^сть 
числа /V и •Т' множество векторов ^4Г'ч^р " вектор 4-» 
f Кч) фиксированы. 
1. Найти необходимые и достаточные условия реализуемос­
ти вектора ^ в Л ; А»«,•**>Если эти условия 
выполнены, найти все его реализации. 
2. Найти, для каких данный вектор допустим в 
ik к ) г"' • Если условия допустимости вы­
полнены, найти для вектора ^ в этом множестве мажоранту 
с наименьшей сзгммой элементов. 
Аналогичные 3^™ рассматриваются . для ыатрш 
Классы матриц JU (»w, ) и Л / ̂ v) 
используются при построении автобусншс расписаний. При этом 
время обслуживания автобусной линии делится на И/ равных 
подпериодов (оборотов), в течение каждого подпериода любой 
автобус может отправиться на линию самое большее один раз. 
Если на линии работает rrv водителей (и автобусов), то вся­
кому расписанию движения автобусов на этой линии соответст­
вует (о, 1J-матрица имеющая строк и Истолб­
цов. л;атрица X . задается следующим правилом: X^J ес­
76 
ли 1-ый водитель работает ^отправляется на линию) на ̂ '-ом 
обороте, 3C.j.-=0 в противном случае, она называется харак­
теристической матрицей расписания. Нахождение реализации 
данной последовательности ^ в (задача 1) 
означает, например, построение характеристической матрицы 
расписания, при котором все водителей имеют рабочие 
дни заданных типов и на кавдом обороте работает предписан­
ное число водителей. (Это число определяется по числу пас­
сажиров, накаплйвающихся за соответствующее время на оста­
новках линии). :№числение мажоранты данной последовательно­
сти 4' в М {т,п) ^ Q минимальной суммой эле­
ментов (задача 2) означает построение характеристической 
матрицы такого расписания, при котором число работаюищх на 
каждом обороте водителей ̂ е меньше предписанного, а общее 
число совершаемых автобусами оборотов минимально. 
Установим теперь связь приведенных задач с теорией мно­
гочленов. Обозначим через.ZnJ кольцо многочленов над 
кольцом Z целых чисел ^см., напр. [i], стр. I95-I98J.Рас­
смотрим множество всех векторов X «(зс©. > - • • > ) 
с целочисленными координатами. Положим для всякого много­
члена /(•^3=/ои любого хе2^. 
= { f(t t... = 
где при ^>1^ считается, что Легко проверить, что 
при таком определении множество 2^ превращается-f-. унитар­
ный 2СЧ-модуль (см. C2J, стр. I8I-I83j. Необходимость ис­
пользования множества объясняется тем, что строки мат­
риц из множеств Ад) и • 
всегда принадлежат Полезность кольца Ž С"*J как ' области 
скаляров следует из того, что при применении многочленов 
к строкам матриц из или 
J4 (л; , А,^) мы получаем, вообще говоря, матрицы из 
тех же множеств. Например, применив многочлен t к векто-
РУ (^Со ' ' • ••» типа (А.;,0), мы по­
лучим по формуле (1.) вектор (о, ) "• -2.> 
типа Кроме того, из формулы (l) вытекает, что ZB]-
модуль является моногенным. Из фо1»1улы (I) с|[едует 
также, что аннулятор (f2], стр. IS6) Z ^^. o y   со­
стоит из всех многочленов кольца Z делящихся на 
77 
Поэтому можно рассматривать также как модуль над фак­
тор-кольцом (LIJ; стр. 486) Z etпо соответству­
ющему MaBHOMv идеалу стр. 492j, Отсвда следует, 
ч т о  Z  J / ( i ' V - м о д у л ь  Z a  и з о м о р ф е н  к о л ь ц у  2 .  f t j / р а с ­
смотренному как модуль над собой, т.е. соответствующему 
свободному моногенному модулю([23, стр. 189). 
Шожество является структурно упорядоченной груп­
пой, если положить = тогда и только 
тогда, если ^0 ([4], стр. 29, при­
мер 3). Для трактовки упорядоченности в 2^ полезно ввести 
упорядоченность в кольцах Z, ZCt] и Z Кольцо Z 
является линейно упорядоченным кольцом относительно обычной 
упорядоченности целых чисел ([4], стр. 168, пример I). По­
этому кольцо Z, Г t] является структурно упорядоченным коль­
ц о м ,  е с л и  п о л о ж и т ь  „  , «  л .  
^ = i + ^0, если 
([4], стр. 169, пример 7). Подмножество является вы­
пуклым идеалом в ZCt] ([4j, стр. 14). Тогда рассуждения­
ми, аналогичными приведенным в([4], стр. 33)устанавливается, 
что фактор-кольцо Z[i]/ii*^) является структурно упоря­
доченным, если считать, что смежный класс '^{t)f(t'^J ̂ О, 
если найдется ^ (t) ̂ f U) * (i""), так что ^ (t) ̂ 0. 
Шожество всех положительных элементов частично упорядочен­
ного кольца об обозначим через £, 
Дальнейшие связи между задачами I и 2 и теорией много­
членов будут указаны в последующих теоремах. 
Теорема I. Цусть 
'^ ^ Набор 
fy, тогда и то^ко тогда, если существуют мно­
гочлены "l •••> 
При этом •'® ; Ao "Ä/v ^ дополнительно 
выполняется )>•.. + (i) » «а, имеет место ̂  ̂ / 
А,, ^ если дополнительно ~ 
~ ̂ (0, будет ^^ ) •" t если выполняются 
оба дополнительных условия. Для получения мажоранты (соот­
ветственно реализации) вектора ^ надо взять в соответст­
вующую матрицу Oft, строк типа j ̂ строк ти­
па л-а <),>.•, строк типа 
строк типа (- C'vv). 
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Из формулировки теоремы вдцно, что координаты векторов 
здесь удобно задавать как коэффициенты многочленов. 
Лня доказательства теоремы йужно взять матрицу, имеющую 
столбцов и строки, указанные в конце формулировки теоре­
мы, и вычислить многочлен, задающий ее столбцевые суммы. При 
этом нужно неоднократно пользоваться тем, что множество 2^ 
является Zrtj-модулем, и тем, что Z CtJ есть структурно 
упорядоченное кольцо. Дяя экономки места соответствующее до­
казательство (как и дальнейшие доказательстваj не будет 
здесь изложено. 
Рассмотрим теперь подробнее случай, когда т.е» 
задан только один набор А » , •••» ^ ̂  • 
Теорема 2. Цусть и -С'б^.е. 
найдется такой многочлен с(i)«с©+C/|iCi]^ 
так что с Ci) А/(О •= Тогда многочлен c(i) определен 
однозначно. Любые две реализации вектора вЛ((Ь*А) мо­
гут отличаться только порядком строк. 
Обозначим смежный класс многочлена 2.Ц] ^ 
идеалу (i'^) через Если многочлен 
таков, чтот.е. ̂ ^ ft), где ^(*) s 
, то имеет место формула л-i 
^ТСсГШ =Т, где (2) 
причем ä {I) - единственный элемент из 2 С tj / для 
которого f  ( i ) c i d )  
Теорема 3. |1усть А-(Ь i "• * 
, Вектор '^М Aj тогда и только тог­
да, если из чисел , ̂ г а а /U_. 
числа , •-Гсл.-А неотрицательный 
При этом (KW,»V;A.), если дополнительно выполня­
ется 
U-ZO 
Эта теорема доказывается при помощи формулы {2) а фак­
та, что ICtü/it*^) является упорядоченным кольцом. 
Установим, например, является ли вектор 3.-3;3,''ЛХ 
реализуемым в А), где 1,1) и най­
дем при положительном ответе реализацию вектора ^ в 
J44'<)C»j Решение задачи можно было бы получить из 
теоремы 3, но можно и прямо пользоваться формулой (2),Имен­
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но, мы имеем здесь к  ( i )  ^  По фор-
муле (2) обратным для А>(^) в Xrt3/(tS будет 
Производя вычисления в Z Ltj/(t^j,T.e. опуская члены степени 
выше 5 и опуская для краткости черты, получим 
--3 2 t ^ =  >f - i f  +  
Легко пгюверить. что А,(t) cili)=i т.е. действи­
тельно А, (i) 
Для нахождения реализации последовательности ̂  образуем 
многочлен ^ i'^) - 'f + 3t '+3t^+ f t'' +2Согласно пред­
л о ж е н и ю  2  н а д о  н а й т и  м н о г о ч л е н  c ( t ) - - C o ч т о  
tib)' К , Перейдем в последнем равенстве к со­
ответствующим классам смежности и умножим его на ci(t), Полу-
t ( b ) ^  d  ^ 4 ( Ь ) ^ 1 Г ) .  
П ПОттп'Пдф А Япл 
-Ч t  'H i - ,  
По виду многочлена с(t j должно быть 
Со -4»0, Cj-f, Ч%. + 3<,,-
- ч 4 > о, с,, 4 -iij а «i-f +rt„ -ö, 4j-2 А, ̂ 3^ -'<4 -• 
• Б данном случае имеем 
С ь ^ 4 Щ  у о ,  Сд-З - Я ' З + З  
^г-Ъ'Н-а-^Г'З-i'f-о, Со +c<+Ci -^Cj-/Ню-+1'Н, 
Следовательно,многочлен имеет требуе­
мый вид и неотрицательные коэффициенты, т.е. реализация су­
ществует. Согласно теореме I реализация должна иметь одну 
отроку типа ifip) (ибо Ц>= I), одну строку типа (К,"!) и две 
строки типа {kii). Поэтому реализацией, вектора {1^ 3;3,1 H^t) 
является, например, матрица 
/1 2 I О О О \ 
О I 2 I О О 
0 0 0 12 1/ 
\0 О О 12 I/ 
По теореме 2 все другие реализации вектора i' получаются из 
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этой матрицы перестановкой строк. 
Перейдем к рассмотрению условий, при которых данный век-^ 
тор f ^41 ' t ^ л допустим относительно J4 
n> )  и к нахоадению мажоранты этого набора ъ  М 
Здесь нам приходится наложить дашнейшее ограничение на рас­
сматриваемую задачу и допустить, что вектор К имеет вид 
т.е. Л Ci) s-fСовокупность 
матриц, получающуюся щш таком К у одозвачим через ̂^(т,п;йД 
Теорема 4. Для любых натуральных чисел и векто­
ра существует такое натураль­
ное число r»i*« так что тогда 
и только тогда, если При этом 
t i l i  
Предположим сначала, что последовательность 
допустима относительно /{(»*t* т.е. 
имеет в ней мажоранту X Если "г^т.'^^то мы полу­
чим для ^ мажоранту X  * ) в М(м.,п ; CaJ добавив к 
ОС* нап1«мвр, строк типа (-Ar,о). 
Цусть при разделении л. на ot с обтатком получится 
л - ILO, 4 V* ̂ 0Ä V < а; тогда ̂ -»С а] .Возьмем многочлен 
c{fl.C««x (при 1̂ .0 
последний член следует опустить . Доя негр имеем 
 . . многочлен ß fi) определяет согласно теореме I мажо­
ранту для вектора Число строк в соответствующей матрице 
равно по теореме 1 числу аОЗ ,т.е. числу rn,s ( тах:М'^)4(м+ 
-»•<)«( тех С;) Следовательно,при таком значении 
ИТ/ мажоранта Вектора V в JK (»г; faj) заведомо сущест­
вует, 
Дяя получения правил вычисления числа и мажоранты 
вектора 4^ в Л (^v* »г; CÄJj введем некоторые обозначения. 
IfycTb многочлен ^ (t) - {с ^ ^i** е Z £.tJ . Обозначим 
через многочлен ^ ̂ 
/о + тах (j-t,, f- ... ̂  шах (f»̂ / • • v/"-»)i +— 
Аналогично введем обозначение 
• • • +  m a x  j f " '  4  ,  
81 
положим = l'ff 
Теорема 5. Е^сть заданы натуральные числа п:^ о. z 
вектор ^ - (4i^ (гл, • ^->,]б2^^.Тогда число 
равно коэффициенту при в многочлене 
+ ) J^, Одна из мажорант вектора ^ ъ 
3 адает ся многочленом о (t) = ГГГ ̂  (tО t]%-2!у 
(вычисления надо провести в Z ['t]/(f^)). 
Доказательство теоремы снова основано на том факте, что 
кольцо ^[^]/ является структурно упорядоченным коль­
цом. Используется также содержащееся в теореме I утвераде-
ние, что последовательность ^ допустима относительно 
 l( v,^v;^j тогда и только тогда, если существует много­
член С ("tj = Со так что 
и с (lj 
Приведем пример на применение теоремы 5. Найдем наи­
меньшее »IV, при котором вектор >6-«''у ^ й», Л ^ 
допустим в ,А0 ) Ц), В данном случае имеем 
Вычислим, 
max(l,>/,3ji4 т е х  ( ^  
Далее имеем 
= 1 + li + 3 /0 4li^^ 
Теперь получим 
[ п и п ^  
Следовательно J лг- « и вектор допустим относитель­




у этого многочлена действительно c(<j -Уя, . По правилу из 
теоремы I мы получим матрицу 
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/1 I I I  0 0 0 О О О  
/ I I I I  0 0 0 О О О  
i 0 O l i  I I 0 О О О  
1- 0 0 0 1 I I I О О О  
0 0 0 1 I I I О О О  
0 О О О  0 I I I I 0 
0 О О О  0 I I 1 1 0  
0 О О О  0 I I 1 1 0  
\ 0 О О О  0 0 I I I I  
\ 0 О О О  0 0 I I I I  
\o О О О  0 0 I I I I  
О О О  0 0 I I I I  
Ее вектор столбцевых ojm есть (2,2,3,5,3,6,9,7,7,4;\ так 
что она действительно является мажорантой вектора I'. 
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ÜLSSÄNDBD (OfD^N^IRIKSITB кснгд., 
MIS OH^SBOTUD BUSSIDB SÕIDUPLAABIDB TBOOßlAGA 
V.Flelecher, J.Hlon 
R e s ü m e e  
Käsitletakse selliste (0,1)Haaatrlkeite leidmist, millel 
on antud tuupi read ja etteantud теегаашдша<1. N^teks on 
uuritud selliste (0,1)-maatriksite leidmist, millel igas 
reas on o. järjestikku seisvat ühte ja antud veerusummad. 
Need ülesanded lahendatakse täisarvuliste kordajatega polü­
noomide teooriat kasutades* 
8 3  
SOMS fROBbSHS ON (P,1)-Ui^RICBS R5LAI5D 
WM THE RAAORY OP BÜS зснвоаьшз 
V.Fieischer, J.Hion 
S u Ш Ш а r у 
The Problems about flndlng of (0,1 )-inatrlcee with glven 
types of rows and presorlbed oolumn sums are consldered.For 
Inetance, flndiag of (0,1 )H3iatrlcee havlag а consequent 
ones In eyery zoiw and given oolunm sums is cmeidered.These 
Problems are solved using the theory of polynomlald with 
integer coefflclents« 
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