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RESUMEN: Este artículo presenta una técnica de entrenamiento discriminativo para Modelos Ocultos de Markov, 
orientado a identificación de patologías de voz. Esta técnica busca maximizar el área que encierra la Curva ROC 
(Receiver Operating Characteristic) ajustando los parámetros del modelo, empleando como función objetivo la dis­ 
tancia de Mahalanobis. Los resultados muestran que la técnica propuesta mejora significativamente la precisión en 
un sistema de clasificación comparado con otros criterios de entrenamiento. Los resultados son obtenidos empleando 
la base de datos de patologías de voz MEEIVL. 
PALABRAS CLAVE: HMM, MLE, Entrenamiento discriminativo, patologías de voz, curva ROC. 
ABSTRACT: This paper presents an approach that improves discriminative training criterion for Hidden Markov 
Models, and oriented to voice pathological identification. This technique aims at maximizing the Area under Curve 
of a Receiver Operating Characteristic curve by adjusting the model parameters using as objective function the Ma­ 
halanobis distance. The results show that the proposed technique outperforms significantly the accuracy in a classifi­ 
cation system comparing with other training criteria. Results are provided using the MEEIVL voice disorders data­ 
base. 
KEYWORDS: HMM, MLE, Discriminative training, voice pathology, ROC curve. 
1.  INTRODUCCIÓN 
Los Modelos Ocultos de Markov (Hidden Mar­ 
kov Models – HMM) han sido ampliamente utili­ 
zados  en  sistemas  de  reconocimiento  de  voz, 
especialmente en la solución de problemas tales 
como identificación o  verificación  de  hablante, 
ubicándose como una herramienta estándar para 
modelar las variaciones estocásticas presentes en 
este tipo de señales [1]. Un problema de especial 
interés  en aplicaciones biomédicas es  la detec­ 
ción de patologías en señales de voz, donde el 
principal  objetivo  es  generar  herramientas  de 
diagnóstico  asistido  mediante técnicas no invasi 
vas [2]. El proceso automático de voz para detec­ 
ción de patologías tiene sus ventajas: el análisis 
es cuantitativo y no invasivo, permitiendo identi­ 
ficar y monitorear enfermedades del tracto vocal, 
y adicionalmente reducir costos. 
Durante la fonación sostenida de vocales, la voz 
normal es una señal regular y cuasi­periódica, y 
cambios abruptos en su forma de onda se pueden 
percibir como posibles trastornos. Emplear  me­ 
didas de distorsión clásicas complementadas con 
otro tipo de características dinámicas, como se ha 
señalado en algunos estudios [3], es una de las 
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cantidad de información disponible en las seña­ 
les acústicas, considerando también los cambios 
en su estructura temporal, permitiendo modelar 
de forma adecuada estos fenómenos. Este tipo de 
características  combinadas  con  clasificadores 
dinámicos, (por ejemplo HMM), se han emplea­ 
do en la detección de patologías de voz de forma 
satisfactoria [4]. 
El entrenamiento de los HMM implica el ajuste 
de los parámetros de un modelo, tal que se ex­ 
traiga la máxima información de las secuencias 
de  observación.  Entre  los  métodos  conocidos 
están el criterio basado en la estimación de má­ 
xima  verosimilitud  (Maximum  Likelihood  Esti­ 
mation  ­  MLE) [5],  donde  se  optimiza  la  des­ 
cripción del respectivo modelo para un conjunto 
dado  de  observaciones  (función  de  verosimili­ 
tud),  sin  tener  relación  explícita  con  el  rendi­ 
miento  del  clasificador,  por  lo  cual  este  es  un 
criterio  de  entrenamiento  generativo.  Por  otro 
lado están los métodos de entrenamiento discri­ 
minativo,  por  ejemplo,  la  técnica  de  Máxima 
Información Mutua (Maximum Mutual Informa­ 
tion  –  MMI)  [6],  donde  se  busca  optimizar  la 
probabilidad a posteriori de los datos de entre­ 
namiento  y, por  lo tanto  la separabilidad  entre 
clases, o el criterio de Mínimo Error de Clasifi­ 
cación  (Minimum  Classification  Error  ­  MCE) 
[7] donde se minimiza el error de clasificación 
mediante la formulación de una función de error 
empírica. 
En cuanto  a  las  medidas  de desempeño,  en  el 
caso de los sistemas de diagnóstico asistido, se 
ha sugerido el empleo de medidas de desempeño 
mucho más robustas que el error de clasificación 
o la precisión, por ejemplo, el empleo de la cur­ 
va  ROC  (Receiver  Operating  Characteristic 
curve) [8], que tiene la capacidad de representar 
el  desempeño  global  del  sistema  en  diferentes 
puntos  de operación, un indicador  muy impor­ 
tante es el del área bajo la curva ROC ó ABC, lo 
cual ha llevado a la formulación de nuevos crite­ 
rios  de  entrenamiento  discriminativos  que  em­ 
plean la maximización del ABC como función 
objetivo. 
Un ejemplo concreto de entrenamiento discrimi­ 
nativo, que optimiza el ABC ajustando los pa­ 
rámetros del modelo, se presenta en [9], conoci­ 
do como FOM training y propuesto para ajustar 
los parámetros de modelos de mezclas de Gaus­ 
sianas, mostrando que la capacidad discriminati­ 
va  del  sistema  mejora  significativamente.  Sin 
embargo,  no  se  presenta  una  función  analítica 
directamente  asociada  a  la  misma  ABC. 
Otro enfoque propone integrar a la etapa de en­ 
trenamiento algunas métricas de interés además 
del error de clasificación (especificidad, sensibi­ 
lidad)[10]. Criterio conocido como MfoM (Ma­ 
ximal Figure of Merit), y aunque trabaja sobre 
medidas muy relacionadas a la curva ROC, no 
optimiza  una  función  relacionada  directamente 
con  la  curva  o  construcción  de  la  misma. 
En estos dos trabajos el principal inconveniente 
es la ausencia de una función que esté relaciona­ 
da  directamente  con  la  curva  ROC  o  el  ABC. 
Esta dificultad es la que no ha permitido que el 
enfoque haya sido formalizado, restringiendo su 
uso. 
En este sentido y para superar este inconvenien­ 
te, se propone  emplear como criterio  de  entre­ 
namiento discriminativo la optimización de una 
medida de distancia, que este mas relacionada al 
área que encierra la curva ROC, esto debido a 
que  el  ABC, es  directamente proporcional a la 
separación que tienen las distribuciones de pro­ 
babilidad para cada una de las clases, generadas 
a partir de los HMM. Por lo que se emplea como 
criterio  de  entrenamiento  la optimización  de  la 
distancia de Mahalanobis, mediante una técnica 
basada en  el cálculo  de  gradientes para ajustar 
los parámetros del modelo. 
La comparación de los métodos de entrenamien­ 
to empleados (MLE, MMI, MCE y MFoM), con 
el método propuesto, se realiza sobre la base de 
datos de patologías de voz desarrollada por The 
Massachusetts  Eye  and  Ear  Infirmary  Voice 
Laboratory (MEEIVL). Y los resultados obteni­ 
dos  muestran  que  la  técnica  de  entrenamiento 
propuesta mejora sustancialmente las técnicas de 
entrenamiento conocidas tanto generativas como 
discriminativas. 
Este manuscrito esta estructurado de la siguiente 
manera: En la sección 2  se hace una revisión del 
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to  generativo  y  discriminativo,  aplicables  a 
HMM.  En la sección 3 se describe el ajuste ex­ 
perimental, como la parametrización de la base 
de datos, la metodología de validación y la ar­ 
quitectura del modelo.  Las  dos ultimas seccio­ 
nes presentan los resultados y conclusiones del 
trabajo. 
2.  MATERIALES Y MÉTODOS 
Sea un conjunto de  R  observaciones de entre­ 
namiento  {  }  : 1, , 
r  n
r  r R 
j  = =  Y  K  j  ,  con  sus  co­ 
rrespondientes  categorías  o  etiquetas, 
{  }  : 1, , 
r  r R  = =  C c  K  c  ,  donde  {  }  : 1, , 
r 
m  c m M  ˛ =  c  K  , 
siendo  M  el número total de clases. Cada regis­ 
tro 
r  n
r 
j  j  se representa por una secuencia de lon­ 
gitud  r  nj  de  vectores  de  características 
{  }  ,  : 1, , 
r  n
r r t r  t n 
j  j j  = =  K  j  . 
Los modelos ocultos de Markov describen  pro­ 
cesos  estocásticos doblemente  anidados,  com­ 
puestos de una capa oculta que controla la evo­ 
lución temporal de las características espectrales 
de una capa observable. 
El conjunto total de parámetros de los HMM se 
denota por  Q  y se compone por  M modelos, es 
decir,  {  }  m  l  =  Q  , donde  m  l  denota los parámetros 
del HMM  que representa la categoría o clasec  m . 
Un Modelo Oculto de Markov para una clase en 
particular esta definido por el conjunto de pará­ 
metros  {  } 
( ) ( ) ( )  , , 
m m m 
m  l  =  A B p  , donde 
( )  m  A  es la 
matriz de transición de estados, y esta compuesta 
por las probabilidades discretas 
( )  m 
ij  a  que repre­ 
senta la probabilidad  de pasar del  estado  i  s  al 
estado  j  s  , 
( )  m  B  corresponde a la función densi­ 
dad de probabilidad de observación, que en este 
caso  corresponde  a  un  modelo  de  mezclas  de 
Gaussianas por estado, definido como: 
( ) ( ) ( ) ( ) 
, , 
1 
( ) , , 
K 
m m m m 
j r t jk r t jk jk 
k 
b c  j j 
= 
Ø ø  =  º ß  ￿  m  S  N  (1) 
Donde 
( )  m 
jk  m  es el vector de medias y 
( )  m 
jk  S  la 
matriz de covarianzas de la k­ésima mezcla del 
estado  j  s  , que por simplicidad se asume diago­ 
nal,  es  decir, 
( ) 2( ) 
1  [ ] 
m m p 
jk jkl l  s  =  =  S  , y p  la  dimen­ 
sión  del  vector  de  observación  ,  r t  j  ,  además, 
( )  m  p  corresponde  al  vector  de  probabilidad  de 
estado inicial [1­5]. 
A continuación, se explica cada uno de los crite­ 
rios  de  entrenamiento  y  las  funciones  que  se 
emplean  para  ajustar  los  parámetros  de  los 
HMM,  la  métrica  de  desempeño,  y  el  método 
propuesto. 
2.1 Criterios de entrenamiento 
Criterio MLE. Se asume que la forma funcional 
de  (  ) 
r  n  r 
r  P 
j  c  j  es conocida, y puede estimarse al 
ajustar  el  conjunto  de  parámetros  del  modelo 
para de esta forma optimizar la descripción del 
respectivo  modelo  para  un  conjunto  dado  de 
observaciones. La función objetivo ML se define 
como: 
(  )  (  ) 
1 
( ) log 
r 
R 
n  r 
ML r 
r 
f P 
j 
= 
= ￿  c  j  Q  (2) 
Cuya optimización se alcanza ajustando los pa­ 
rámetros de cada modelo, por separado, con los 
datos de entrenamiento de cada clase, de tal for­ 
ma, que  el  valor de (2) alcance un máximo [5]. 
Criterio MMI.  Dada una secuencia de observa­ 
ción,  se  debe  escoger  la  clase  c  m que  tenga  el 
mínimo de incertidumbre. Ésta condición puede 
alcanzarse  minimizando  la  entropía  condicio­ 
nal,  (  )  (  )  (  )  ;  H H I  = -  C Y C C Y  ,  cuya  optimiza­ 
ción  implica  minimizar  la  entropía  (  )  H  C  ,  o 
bien maximizar la información mutua  (  )  ;  I  C Y  . 
La primera tarea corresponde a hallar el modelo 
con el mínimo de entropía, que analíticamente es 
complejo e intratable. En la segunda aproxima­ 
ción, se  maximiza  la  información  mutua  [6]: 
(  )  (  )  (  )  (  ) 
1 1 
1 
log log 
r r 
R M 
n n  r 
MMI r r i i 
r i 
f P P c P c 
R 
j j 
= = 
￿ ￿ 
= -  ￿ ￿ 
Ł ł  ￿ ￿  c  j j  Q  (3) 
Criterio MCE. Incluye una función  de pérdida, 
proporcional  al  error  de  clasificación, 
(  )  (  )  ; 
r  n 
MCE i r  f l 
j  =  j  Q Q  , y que se asocia al costo 
de  asignar  la  secuencia 
r  n
r 
j  j  a la clase  i  c , seDyna 164, 2010  223 
Define como: 
(  ) 
0, asignado correctamente a 
; 
1, asignado incorrectamente a 
r 
r 
r 
n 
n  r i 
i r  n
r i 
c 
l 
c 
j 
j 
j 
￿  ￿  = ￿ 
￿  ￿ 
j 
j 
j 
Q 
Debido a que ésta no es una función derivable, 
se ha propuesto en cambio la siguiente función: 
(  )  (  )  (  )  (  ) 
1 
1 exp 
i i  l d 
d  g a 
= 
+ - + 
j 
j 
(4) 
Donde  (  )  i  d  j  es de la forma: 
(  )  (  )  (  ) 
1 
, 
1 
g log exp g 
1 
i i i j j 
j j i 
d ; ; 
M 
h 
l l h 
„ 
Ø ø 
Ø ø  = - +  Œ œ  º ß  -  º ß  ￿  j j j  (5) 
con  (  )  g  i i  ;l  j  definido como la función de vero­ 
similitud condicional para la clase  i  c  y h  es una 
constante positiva [7]. 
2.2 Curva ROC 
La toma de decisiones clínicas exige la valora­ 
ción de la utilidad de cualquier prueba diagnósti­ 
ca, es decir, su capacidad para clasificar correc­ 
tamente a los pacientes en categorías o estados 
en relación con la enfermedad (típicamente dos: 
estar  o  no  estar  enfermo,  respuesta  positiva  o 
negativa). La curva más utilizada en la literatura 
médica para la toma de decisiones  es  la ROC, 
que  representa  la  tasa  de  falso  acierto  o  falsa 
aceptación (FP) en función de la tasa de acierto o 
aceptación verdadera (VP), para diferentes valo­ 
res del umbral de decisión. La disposición de la 
ROC (figura 1) depende de la forma y del sola­ 
pamiento  de  las  distribuciones  subyacentes  de 
las clases (patológica, normal – positiva, negati­ 
va) [8]. 
En el caso de HMM, el cálculo de la curva ROC 
se hace mediante los cocientes o scores de vero­ 
similitud estimados de cada registro con los mo­ 
delos para cada clase. Con los scores obtenidos 
se crea un histograma, que para los registros que 
pertenecen a la clase positiva (clase 0) debería 
estar situado en su mayor parte a la derecha y 
para los que pertenecen a la clase negativa (clase 
1) en su mayor parte a la izquierda. Así, la pun­ 
tuación  para  la  secuencia 
r  n
r 
j  j  está dada por: 
(  )  (  )  (  )  (  )  0 1  log log 
r r  n n 
r r r  s P P 
j j  l l  = -  j j  (6) 
Donde  i  l  está asociado a la clase  , 0,1  i  c i =  . El 
histograma  normalizado  se  puede  interpretar 
como una versión discreta de las funciones den­ 
sidad de probabilidad de las clases. 
Una mayor precisión diagnóstica de la prueba se 
traduce en el desplazamiento hacia arriba y a la 
izquierda  de  la  curva  ROC  (figura  1),  lo  que 
sugiere que el ABC se puede emplear como un 
índice  conveniente  de  la  exactitud  global  de  la 
prueba; el mejor indicador  correspondería a un 
valor de 1  y el mínimo a uno  de 0.5 (si fuera 
menor  de  0.5  debería  invertirse  el  criterio  de 
decisión  de  la  prueba).  En  este  sentido,  se  ha 
propuesto emplear como criterio de entrenamien­ 
to la optimización del área que encierra la ROC, 
teniendo como restricción la no existencia de una 
función  analítica  que  represente  el  ABC. 
Figura. 1. Curva ROC 
Figure. 1. ROC Curve 
Criterio MFoM 
Una primera aproximación de solución propone 
utilizar medidas indirectas, de tal forma  que al 
optimizarlas sea posible maximizar el ABC de la 
curva ROC [10]. 
Debido a que el ABC de la curva ROC está di­ 
rectamente  relacionado  con  el  rendimiento  del 
sistema de clasificación, es posible emplear me­ 
didas de desempeño de forma similar a como seSarria y Castellanos  224 
plantea el criterio MCE, pero con medidas más 
complejas y globales. 
Dada una clase  j  c  , teniendo en cuenta que VPj 
son las aceptaciones correctas,  j  FP son las falsas 
aceptaciones y  j  FN  son los falsos rechazos, se 
pueden definir las siguientes medidas de preci­ 
sión: 
/( ) ( ) 
/( ) ( ) 
2 /( 2 ) ( ) 
j j j j 
j j j j 
j j j j j 
P VP VP FP a 
R VP VP FN b 
F VP FP FN VP c 
= + 
= + 
= + + 
(7) 
Generalmente, la exactitud diagnóstica se expre­ 
sa como sensibilidad y  especificidad diagnósti­ 
cas.  Cuando  se  utiliza  una  prueba  dicotómica 
(una cuyos resultados se puedan  interpretar di­ 
rectamente como positivos o negativos), la sen­ 
sibilidad  (7b)  es  la  probabilidad  de  clasificar 
correctamente a un individuo, cuyo estado real 
sea el definido como positivo respecto a la con­ 
dición que estudia la prueba. El valor predictivo 
positivo  (7a)  Es  la  probabilidad  de  padecer  la 
enfermedad  si  se  obtiene  un  resultado  positivo 
en  el  test.  El  valor  predictivo  positivo  puede 
estimarse, por tanto, a partir de la proporción de 
pacientes con un resultado positivo en la prueba 
que  finalmente  resultaron  estar  enfermos. 
Debido a que las medidas de (7) no son funcio­ 
nes derivables, es necesario aproximar la clasifi­ 
cación correcta o incorrecta de un registro me­ 
diante una función sigmoidal igual a la definida 
anteriormente para el criterio MCE: 
(  )  (  )  (  ) (  )  (  ) 
(  )  (  )  (  ) (  ) 
(  )  (  ) (  )  (  ) 
1 1 
1 1 ( ) 
1 
j j i j 
j j i j 
j j i j 
TP l d c a 
FP l d c b 
FN l d c c 
˛ 
˛ 
˛ 
» - ˛ 
» - ˇ 
» ˛ 
￿ 
￿ 
￿ 
Y 
Y 
Y 
j 
j 
j 
j j 
j j 
j j 
(8) 
Donde j  corresponde a una secuencia de obser­ 
vaciones  en  particular,  ( )  1 ￿  es  una  función  de 
indicación y es 1 si ( )  ￿  es verdadero y 0 de otra 
forma.  El  criterio  MFoM  emplea  la  aproxima­ 
ción de (8) en (7c). 
Por  medio  de  estas  medidas  también  se  puede 
llegar a una forma del criterio MCE, tomando la 
expresión para los falsos negativos (falsos recha­ 
zos), y recordando la función de pérdida (4), se 
tiene la siguiente expresión: 
(  )  (  )  ' ; / 
r  n 
MCE i r  f l R 
j 
˛  = ￿  Y  Q Q 
j  j  (9) 
Para este caso la optimización no se realiza  en 
línea (online) sino por lotes (batch), y la actuali­ 
zación de los parámetros se realiza en dirección 
contraria al gradiente acumulado [11]. 
2.3 Método Propuesto 
Cuando las distribuciones de probabilidad están 
separadas,  tanto  como  es  posible  (figura  1)  se 
puede  asumir  que  el  ABC  alcanzara  un  valor 
máximo,  por  lo  tanto,  se  propone  utilizar  una 
medida de distancia entre las distribuciones, cuya 
optimización  indirectamente  debe  mejorar  el 
ABC. 
La  distancia  de  Mahalanobis  es  la  opción  más 
clara, y la distancia entre distribuciones que me­ 
jor se ajusta a los requerimientos: 
(  )  (  ) 
2 1 
0 1 0 1 
T  D S  m m m m 
-  = - -  (10) 
Donde  i  m  y  i  S  son las medias y varianzas res­ 
pectivamente, de las distribuciones de cada clase 
(  0,1  i =  ), S  se calcula de la siguiente forma: 
(  )  (  )  (  )  0 0 1 1  1 1 /  S n S n S N  = - + -  (11) 
Donde  0  n  es el número de registros de la clase 0, 
1  n  los  registros  de la clase 1, y  0 1  2  N n n  = + -  . 
Analizando  (10)  es  claro  que  existen  al  menos 
tres  formas  de  hacer  que  la  distancia 
2  D  sea 
máxima,  bien  maximizando  la  distancia  entre 
medias (  i  m ) de cada distribución, minimizando 
S  de (11); por último, maximizando directamen­ 
te  la  distancia 
2  D  , tal  como está definida (10). 
En este trabajo se implementan dos formas: mi­ 
nimizar (11), FOM1 y maximizar (10), FOM2, 
en las cuales la media y varianza para la clase i­ 
esima  están definidas de la siguiente forma: 
(  ) 
(  )  (  ) 
1 
2 
1 
1 
1 ( ) 
1 
1 ( ) 
1 
i 
r 
i 
r 
n 
n 
i r r i 
r  i 
n 
n 
i r i r i 
r  i 
s c a 
n 
S s c b 
n 
j 
j 
m 
m 
= 
= 
= ˛ 
= - ￿ ˛ 
- 
￿ 
￿ 
j 
j 
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Optimización: 
Para actualizar los parámetros de cada uno de los 
modelos se emplea el algoritmo GPD (Generali­ 
zed Probabilistic Descend) [12], es una técnica 
de optimización basada en el cálculo de gradien­ 
tes, donde se definen las siguientes transforma­ 
ciones  sobre  los  parámetros  a  actualizar,  que 
permiten mantener las restricciones probabilísti­ 
cas de  los  HMM  durante  la  adaptación: 
ˆ 
ˆ 
ˆ 
ˆ 
ˆ  donde  ) 
ˆ  donde  ) 
j 
k 
ij 
kj 
j j j 
k 
a 
ij ij ij  a 
k 
e 
a 
e 
e 
a a a b 
e 
p 
p  p p p  ﬁ = 
ﬁ = 
￿ 
￿ 
(13) 
Las transformaciones que se hacen sobre las compo­ 
nentes Gaussianas del modelo, se definen como: 
ˆ 
ˆ  ˆ  donde  ) 
ˆ  ) 
ˆ  log ) 
ij 
kj 
c 
jk jk jk  c 
k 
jkl 
jkl jkl 
jkl 
jkl jkl jkl 
e 
c c c a 
e 
b 
c 
m 
m m 
s 
s s s 
ﬁ = 
ﬁ = 
ﬁ = 
￿ 
(14) 
La actualización de un parámetro q  en particu­ 
lar, se realiza de la siguiente forma: 
(  )  ˆ ˆ  ( 1) ( )  ˆ 
f 
n n  q q e 
q 
¶ 
+ = + 
¶ 
Q 
(15) 
Donde  e  es la tasa de aprendizaje,  n  indica la 
iteración  actual  y  (  )  ˆ  /  f  q  ¶ ¶  Q  es  la  derivada 
parcial  de  la  función  objetivo  con  respecto  al 
parámetro  ˆ  q . Finalmente para calcular el pará­ 
metro q  se emplean en  (13) y (14). 
3.  MARCO EXPERIMENTAL 
Los experimentos son llevados a cabo sobre la 
base de datos MEEIVL. Debido a la heterogenei­ 
dad de la base de datos (diferente frecuencia de 
muestreo en la adquisición de los registros), los 
registros utilizados fueron re­muestreados a una 
frecuencia  de  muestreo  de  25  kHz  y  con  una 
resolución de 16 bits. Corresponden a pronuncia­ 
ciones  de  la vocal sostenida  /ah/. Se utilizaron 
173 muestras de pacientes patológicos (con una 
amplia  gama  de  patologías  vocales  orgánicas, 
neurológicas,  traumáticas  y  psíquicas)  y  53 
muestras de pacientes normales, de acuerdo con 
los registros enumerados en [13] y como se su­ 
giere en [14]. Los registros de pacientes patoló­ 
gicos  tienen  una  duración  aproximada  de  1  s, 
mientras que en los registros de pacientes norma­ 
les la duración es alrededor de 3 s. 
Cada registro fue ventaneado uniformemente con 
una ventana Hanning de 40 ms, con un traslape 
del 50%. A cada ventana se le extrae un vector 
de  p=16  características,  12  MFCC  (Mel­ 
Frequency Cepstrum Coefficients), la energía de 
la  ventana  (En),  la  relación  armónico  ruido 
(Harmonic­to­Noise Ratio ­ HNR) [15], la ener­ 
gía  de  ruido  normalizada  (Normalized  Noise 
Energy ­ NNE) [16] y la relación excitación glot­ 
tal  ruido  (Glottal  to  Noise  Excitation  Ratio  ­ 
GNE) [17]. 
Los MFCC son derivados del cálculo de la FFT 
(Fast  Fourier  Transform)  [18].  Esta  aproxima­ 
ción no paramétrica permite modelar los efectos 
de las patologías en la excitación (pliegues voca­ 
les) y en el sistema (tracto vocal), mientras que 
un enfoque paramétrico como Linear Predictive 
Coefficients (LPC) presenta problemas debido a 
que las patologías introducen no linealidades en 
el modelo [19]. 
Los parámetros relacionados con mediciones de 
ruido (HNR, NNE, GNE), están diseñados para 
medir  la  componente  de  ruido  relativo  en  las 
señales de voz.  Debido a que estas medidas dan 
una idea de la calidad y grado de normalidad de 
la voz [20]. 
Para  determinar  la  capacidad  de  generalización 
de los sistemas se emplea un esquema de valida­ 
ción cruzada, con diferentes conjuntos de entre­ 
namiento­validación (k­fold), escogidos de forma 
aleatoria del conjunto completo de datos. En este 
trabajo se emplean 9 conjuntos, utilizando para el 
entrenamiento el 70% de los ficheros y para la 
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Figura 2. Vector de características extraídas de cada 
ventana 
Figure 2. Feature vector extracted from each window 
Para el entrenamiento de los HMM se emplea la 
arquitectura de un modelo ergódico (full connec­ 
ted) con 3 mezclas Gaussianas y 2 estados, pues­ 
to que fue la arquitectura que mostró los mejores 
resultados al entrenar el sistema mediante MLE. 
El  algoritmo  de  optimización  empleado  es  el 
GPD [7] para todos los criterios de entrenamien­ 
to analizados, con excepción del criterio MLE, 
que usa el algoritmo de Baum­Welch  [5]. Adi­ 
cionalmente para el criterio MCE se emplea la 
configuración  batch,  que  representa  un  menor 
coste computacional y rendimiento similar a la 
configuración online[11]. 
4.  RESULTADOS Y DISCUSION 
Las pruebas iniciales se realizan con la técnica 
de  entrenamiento  estándar  (MLE)  que  será  la 
base de comparación para los demás criterios de 
entrenamiento.  En  la  Tabla  1,  se  muestran  los 
resultados  obtenidos  con  el  conjunto  de  entre­ 
namiento. En  este caso se  observa que  no  hay 
una  diferencia  sustancial  entre  los  diferentes 
métodos  de  entrenamiento.  En  la  Tabla  2,  se 
muestran los resultados obtenidos con el conjun­ 
to de validación. Donde se observa que en gene­ 
ral todas las técnicas de entrenamiento discrimi­ 
nativo superan la técnica de entrenamiento gene­ 
rativo y adicionalmente que la técnica de entre­ 
namiento propuesta, basada en optimizar direc­ 
tamente la distancia de Mahalanobis (FOM2) es 
superior a todas las demás técnicas, mostrando 
que el ABC y la precisión son los mas grandes, 
mostrando  una  clara  superioridad  en  cuanto  a 
capacidad de generalización. 
Tabla 1. ABC y precisión (Conjunto de 
entrenamiento) 
Table 1. AUC and accuracy ( Training set) 
Criterio de entrenamiento  ABC  Precisión 
MLE  0.999±0.0007  99.6±0.44 
MMI  0.999±0.0016  98.9±0.63 
MCE  0.999±0.0003  99.5±0.69 
FOM1(11)  0.998±0.0020  99.0±0.84 
FOM2(10)  0.999±0.0009  99.3±0.66 
MFoM  0.999±0.0002  99.6±0.64 
Tabla 2. ABC y precisión (Conjunto de validación) 
Table 2. AUC and accuracy (validation set) 
Criterio de entre­ 
namiento 
ABC  Precisión 
MLE  0.946±0.020  93.3±2.3 
MMI  0.966±0.002  95.7±2.1 
MCE  0.960±0.020  94.6±2.5 
FOM1(11)  0.967±0.020  95.6±2.9 
FOM2(10)  0.978±0.020  97.0±1.6 
MFoM  0.951±0.020  94.0±3.0 
Debido a que estos criterios de entrenamiento se 
basan  en algoritmos  de  optimización  iterativos, 
el coste computacional es ligeramente mayor que 
el del criterio MLE, a excepción del criterio ba­ 
sado en las métricas de desempeño (MFoM) el 
cual  logra  el  desempeño  mostrado  en  sólo  una 
iteración, no obstante el costo computacional es 
justificable al obtenerse una ganancia en el des­ 
empeño del sistema de clasificación. 
De igual forma en las Tablas 1 y 2 se muestran 
los  porcentajes  de  acierto  (precisión),  que  se 
calculan empleando la regla MAP (Maximum A 
Posteriori). Sin embargo esta medida no es sufi­ 
ciente para establecer claras diferencias entre los 
criterios de entrenamiento, y tampoco para esti­ 
mar  de  forma  adecuada  el  rendimiento  de  un 
sistema  de  clasificación,  esto  debido  a  que  es 
posible  obtener  una  tasa  de  acierto  errónea  al 
emplear un umbral de decisión mal seleccionado, 
por  esta  razón  los  resultados  se  complementan 
con la curva ROC (figura 3) y el ABC (tabla 2). 
Otro aspecto a resaltar es que la otra estrategia de 
aprendizaje propuesta (FOM1), que consiste  en 
minimizar  (11),  presenta  buenos  resultados,  in­ 
cluso  superando  la  técnica  de  entrenamiento 
estándar y por un margen muy mínimo las técni­ 
cas  de  entrenamiento  discriminativo.  De  esta 
forma se sustentan las suposiciones hechas con 
respecto  a  asociar  una  medida  de  distancia  al 
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Figura 3. Curva ROC para los diferentes criterios de 
entrenamiento 
Figure 3. ROC Curve for all different training criteria 
Los  resultados  obtenidos  son  concluyentes  de­ 
mostrando  de  forma  clara  que  las  técnicas  de 
entrenamiento  discriminativo  son  superiores  y 
pueden lograr una mayor capacidad de generali­ 
zación en un sistema de clasificación basado en 
HMM, que la técnica de entrenamiento estándar, 
y  además  que  el  desempeño  de  un  sistema  de 
clasificación puede mejorarse significativamente 
al  emplear  como  criterio  de  entrenamiento  la 
maximización de una medida de distancia entre 
las  distribuciones  de  las  clases,  con  el  fin  de 
incrementar  el  área  que encierra la curva ROC. 
5.  CONCLUSIONES 
Se  mejora  el  desempeño  de  clasificación  del 
método básico de entrenamiento MLE, mediante 
el uso de un criterio de entrenamiento discrimi­ 
nativo, para el cual se sugiere el empleo de una 
función de costo que relaciona indirectamente el 
área que  encierra  una curva  de  desempeño,  en 
particular  se  propone  la  curva  ROC,  con  una 
distancia entre modelos de clases. 
La función de costo empleada es la distancia de 
Mahalanobis, sin embargo se abordan dos apro­ 
ximaciones  para  lograr  su  optimización.  Mos­ 
trando en los dos casos de forma satisfactoria la 
estrecha relación que existe entre la medida de 
distancia  empleada y el área de la curva ROC. 
Las pruebas realizadas presentan como resultado 
un  desempeño  satisfactorio  empleando  una  ar­ 
quitectura HMM relativamente simple, mejoran­ 
do no solo el desempeño del método de entre­ 
namiento estándar, sino también, los otros crite­ 
rios de entrenamiento discriminativo que se tie­ 
nen en cuenta. Esto demuestra que para mejorar 
el desempeño de un sistema de detección de pa­ 
tologías  de  voz,  además  de  ser  muy  necesario 
contar con un buen  conjunto  de características, 
también se debe tener un criterio de entrenamien­ 
to adecuado que se enfoque en la generación de 
una frontera de decisión óptima, para que de esta 
forma no sea necesario incrementar la compleji­ 
dad del modelo, y esto permita que la etapa de 
entrenamiento sea más eficiente 
Como  trabajo  futuro  se  propone  emplear  una 
etapa de reducción de espacios de características 
mediante  transformaciones  lineales  que  tengan 
en cuenta la información cambiante en el tiempo 
como DPCA, para reducir el coste computacional 
en la etapa de entrenamiento. Además llevar esta 
comparación  a  otro  tipo  de  señales  biomédicas 
como  PCG,  EEG  y  ECG.  Adicionalmente,  se 
propone emplear como medida de desempeño la 
curva DET (Detection Error Tradeoff) para tener 
un marco de comparación más amplio. 
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