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INTRODUCTION
The U.S. Geological Survey is the principal Federal agency collecting surface-water data in the Nation. The collection of these data is a major activity of the Water Resources Division of the U.S. Geological Survey. The data are collected in cooperation with State and local governments and other Federal agencies. In 1984, the U.S. Geological Survey operated approximately 8,000 continuous-record streamflow stations throughout the Nation. A few of these records extend back before the turn of the century. Any activity of long standing, such as the collection of surface-water data, should be reexamined at intervals, if not continuously, because of changes in objectives, technology, or external constraints.
The last systematic nationwide evaluation of the streamflow information program was completed in 1970 and is documented by Benson and Carter (1973) . A study by Campbell and Dreher (1975) described the development of Wisconsin's surface-water program and proposed a program to meet the future needs of water-data users.
The U.S. Geological Survey is presently (1984) undertaking a nationwide evaluation of the stream-gaging program that will be completed over a 5-year period with 20 percent of the program being analyzed each year. Stream gaging is the process of measuring the depths, areas, velocities, and rates of flow in natural or artificial channels (Langbein and Iseri, 1960, p. 19) . The objective of this evaluation is to define and document the most cost-effective means of furnishing streamflow information.
This report documents the results of a three-step evaluation of the 1984 Wisconsin stream-gaging program. This first step of the evaluation identifies the principal uses of streamflow data and funding sources for every continuous-record streamflow station (hereafter referred to as "gaging station"). Gaging stations for which data are no longer needed are identified. In addition, gaging stations are categorized as to whether the data are available to users in a real-time sense, on a provisional basis, or at the end of the water year.
The second step of the evaluation is to examine less costly alternative methods for furnishing the needed information; among these are flow-routing and statistical techniques. The stream-gaging activity no longer is considered a network of observation points, but rather an integrated information system in which data are provided both by observation and synthesis.
The final step of the evaluation involves the use of Kalman-filtering and mathematical-programing techniques to define strategies for operating the gaging stations that minimize the uncertainty in the streamflow records for given operating budgets. Kalman-filtering techniques are used to compute an uncertainty function for each gaging station in the stream-gaging network. The uncertainty function relates the standard errors of computed or estimated streamflow records to the frequency of visits to a gaging station. A steepest descent optimization program uses these uncertainty functions, information on practical routes to the gaging stations, the various costs associated with stream gaging, and the total operating budget to calculate the frequency of visits to each gaging station that minimizes the overall uncertainty in the streamflow records. The stream-gaging program that results from this final step of the evaluation will meet the expressed water-data needs in the most cost-effective manner.
This report is organized into five sections; the first being an introduction to the evaluation itself and a discussion of the Wisconsin stream-gaging program. The middle three sections contain discussions of the individual steps of the evaluation. Because of the sequential nature of the steps and the dependence of subsequent steps on the previous results, summaries and conclusions are given at the end of each middle section. The complete study is summarized in the final section.
History of the Stream-Gaging Program in Wisconsin
The first known streamflow measurements in Wisconsin were made shortly after the Civil War by General Gouverneur Warren on the Wisconsin River and its major tributaries. Several years later, the U.S. Geological Survey began collecting streamflow records at four sites: Chippewa River at Chippewa Falls (1888), Fox River at Rapide Croche (1896), Wolf River at New London (1896), and the Fox River at Berlin (1898). In 1913 the cooperative surface-water data program was started with the Wisconsin Railroad Commission and included the following stations: Oconto River near Gillet (04071000), Fox River at Berlin (04073500), Wolf River at Keshena Falls near Keshena (04077000), Wolf River at New London (04079000), St. Croix River at St. Croix Falls (05340500), Chippewa River at Bishops Bridge near Winter (05356000), Chippewa River at Chippewa Falls (05365500), Red Cedar River at Menomonie (05369000), Black River at Neillsville (05381000), Wisconsin River at Whirlpool Rapids (05392000), and Wisconsin River at Merrill (05395000). The number of gaging stations increased steadily to 58 in 1938, and reached a maximum of 135 in 1979, before decreasing to the present (1984) level of 89. The number of gaging stations operated by the U.S. Geological Survey is depicted in figure 1 .
A network of crest-stage partial-record stations was established across the State in 1957 to define floodfrequency characteristics in Wisconsin. The program reached a maximum with 135 stations in 1981 and has since been reduced to 105 in 1984. Data obtained from the crest-stage stations as well as the continuous-record stations have been used to establish regression equations for estimating the magnitude and frequency of floods on rural streams in Wisconsin (Ericson, 1961; Conger, 1976 and . A study has recently been completed to determine flood-frequency relationships for urban streams in Wisconsin (Conger, 1986) .
A network of nearly 300 low-flow partial-record stations was established across Wisconsin in 1962. Beginning in 1971 low-flow data were collected at approximately 500 additional sites. The data obtained from the network of low-flow stations were used to establish relationships for estimation of low-flow characteristics of Wisconsin streams (Gebert, 1978 (Gebert, , 1979a (Gebert, , 1979b (Gebert, , 1980 (Gebert, and 1982 Holmstrom 1978 Holmstrom , 1979 Holmstrom , 1980a Holmstrom , 1980b Holmstrom , and 1982 and Stedfast, 1979) . The low-flow characteristics have been defined for these sites, hence data collection has been discontinued.
Current Wisconsin Stream-Gaging Program
The current (1984) stream-gaging program in Wisconsin consists of 89 gaging stations located throughout the State on streams draining watersheds with different physiographies ( fig. 2 ). Physiography of Wisconsin is classified into five major divisions: The Western Upland, the Lake Superior Lowland, the Northern Highland, the Central Plain, and the Eastern Ridges and Lowland (Martin, 1932, and Thwaites, 1956 ). All of Wisconsin except portions of the Western Upland have been glaciated.
Thirty-six gaging stations are located in the Eastern Ridges and Lowlands section with 27 of the gaging stations located in the southern portion of the section. Nineteen gaging stations are located in the Northern Highland Map index numbers in figure 2 are referenced to U.S. Geological Survey eight-digit downstream-order station-identification numbers given in table 1. Table 1 also shows the name and selected hydrologic data, including drainage area, period of record, and average discharge for each gaging station.
USES, FUNDING, AND AVAILABILITY OF CONTINUOUS STREAMFLOW DATA
The relevance of a gaging station is defined by the uses that are made of the data that are produced from the station. The uses of the data from each gaging station in the Wisconsin stream-gaging program were identified by a survey of known data users. The survey documented the importance of each gaging station and identified gaging stations that may be considered for discontinuation.
Data uses identified by the survey were categorized into eight classes, as defined below. The sources of funding for each gaging station and the frequency at which data are provided to tho users were also compiled. 
Data-Use Classes
The following definitions were used to categorize each known use of streamflow data for each gaging station.
Regional Hydrology
For data to be useful in defining regional hydrology, the streamflow at a gaging station must be largely unaffected by manmade storage or diversion. In this class of Figure 3 . Location of continuous-record streamflow stations that provide information about regional hydrology.
Hydrologic Systems
Gaging stations that can be used for accounting that is, to define current hydrologic conditions and the sources, sinks, and fluxes of water through hydrologic systems, including regulated systems are designated as hydrologic-systems stations. Hydrologic-systems stations are useful for defining the interaction of water systems and measuring diversions and return flows. Index stations are included in the hydrologic-systems category because they account for current conditions of the hydrologic systems that they gage.
Wisconsin presently maintains 22 gaging stations where streamflow data are used for accounting purposes.
Legal Obligations
Some gaging stations provide records of flows for the verification or enforcement of existing treaties, compacts, and decrees. The legal obligation category contains only those gaging stations that the U.S. Geological Survey must operate to satisfy a legal responsibility.
There are no gaging stations operated in the Wisconsin stream-gaging program to fulfill a legal responsibility.
Planning and Design
Gaging stations in this category are used for the planning and design of a specific project (for example, a dam, levee, floodwall, navigation system, water-supply diversion, hydropower plant, or waste-treatment facility) or group of structures. The planning and design category is limited to those gaging stations that were instituted for such purposes and where this purpose is still valid.
Seven gaging stations are maintained to provide data for the planning and design of projects. The U.S. Geological Survey is using data from the Swamp Creek gaging stations above and below Rice Lake (04074538 and 04074548) in a modeling effort to evaluate the potential effects of Exxon's proposed underground zinc, copper, and lead mine near Crandon, Wis., on the surfacewater system. The Milwaukee River at Milwaukee (04087000), Menomonee River at Menomonee Falls (04087030), Menomonee River at Wauwatosa (04087120), and Kinnickinnic River at Milwaukee (04087160) gaging station data are used to evaluate the quantity and quality of the water discharged into the Milwaukee Harbor. Efforts are underway to decrease the pollutant load discharged to the harbor (Southeastern Wisconsin Regional Planning Commission, 1981) . The Rock River at Indianford (05427570) gaging station data is used by the Wisconsin Department of Natural Resources to evaluate the quantity and baseline quality of the water at this site.
Project Operation
Gaging stations in this category are used to assist water managers in making operational decisions such as reservoir releases, hydropower operations, or diversions. "Project operation" generally implies that the data are routinely available to the operators on a rapid-reporting basis. For projects on large streams having less variable streamflow, data may be reported at less frequent intervals. Streamflow data are transmitted via telemetry or reported by observers who periodically visit the gaging stations.
Twenty-eight gaging stations are maintained to provide data for project operation. The Army Corps of Engineers uses data from 11 gaging stations to dictate the release of water from dams it maintains on the Mississippi and Fox Rivers. The Corps uses the data for several purposes: providing adequate depths for navigation, maintaining water levels for power generation, and aiding in flood mitigation.
The Federal Energy Regulatory Commission uses data from 11 gaging stations to make operational decisions regarding hydropower facilities located throughout the State.
Low-flow data from several gaging stations is used to determine and evaluate sewage-treatment plant operation.
Hydrologic Forecasts
Gaging stations in this category are regularly used to provide information for hydrologic forecasting. Forecasts of floods are carried out for a specific river reach, or periodic (daily, weekly, monthly, or seasonal) flow-volume forecasts are made for a specific site or region. The hydrologic-forecast use generally implies that the data are routinely available to the forecasters on a rapid-reporting basis. On large streams having less variable streamflow, data may be reported at less frequent intervals. Streamflow data may be transmitted via telemetry or reported by observers who periodically visit the gaging station.
The 31 gaging stations in the Wisconsin program included in the hydrologic forecast data-use category are used for flood forecasting. Streamflow data are used by the U.S. National Weather Service (NWS) and the U.S. Army Corps of Engineers to predict floodflows at downstream sites. Additionally, the streamflow data from some gaging stations are used to make long-range predictions of floods caused by snowmelt.
Water-Quality Monitoring
Gaging stations where regular monitoring of water quality or sediment transport is being conducted and where the availability of streamflow data contributes to the utility, or is essential to the interpretation, of such data are designated as water-quality monitoring stations.
Nine gaging stations in Wisconsin are designated NASQAN (National Stream Quality Accounting Network) stations. NASQAN stations are part of a nation-wide network used to assess water-quality trends of significant streams. One gaging station, Popple River near Fence (04063700), is designated as a benchmark station, set up to collect baseline water-quality data from an undisturbed watershed. Several other gaging stations are national and State ambient water-quality sites. Four gaging stations are a part of the Milwaukee Harbor Project, set up to aid in the determination and evaluation of pollutant loading to the Milwaukee Harbor.
Research
Streamflow data from gaging stations in this category are used in particular research and waterinvestigations studies. Gaging stations operated solely for research needs usually are operated for a few years.
Currently, no streamflow data are being used by the Wisconsin District for research-type activities.
Funding
The four possible categories of funding for the streamflow-data program are:
1 
Data Availability
Data availability refers to the method used to furnish streamflow data to the users. There are three distinct possibilities in this category. Data are furnished by directaccess telemetry for immediate use, by periodic release of provisional data, and by publication in the annual data report for Wisconsin (Holmstrom and others, 1984) . Streamflow data for all 89 stations are published in the annual report; data from 15 stations are available by telemetry on a real-time basis, and data from 9 stations are released on a provisional basis.
Presentation and Summary of Data Use
Information regarding data use, funding source, and data availability is shown in table 2 and in the accompanying footnotes. An asterisk (*) or footnote in a particular data-use column indicates the streamflow data for that gaging station is used for the given data use category. Similarly, an asterisk (*) or footnote in a particular funding-source column indicates the source of funding for the appropriate gaging station.
Streamflow data collected at many gaging stations are used by several agencies for different purposes. An example is the Peshtigo River at Peshtigo, Wis. (04069500), which is funded through the Federal program. Streamflow data collected at this gaging station is used for sewage-treatment plant operation, monitoring peak flows, assessing water quality, and flood forecasting. Funding source i i of 
Conclusions Pertaining to Data Use
1. Surveys of gaging-station data use should be conducted at regular intervals of about 5 years. The following sections of this report provide information for assessing if the accuracy of instantaneous discharge at existing gaging stations is sufficient for the intended use of the data. Annual meetings between the U.S. Geological Survey and cooperators in the stream-gaging program and other activities, such as collection of water-quality samples, serve to identify the immediate stream-gaging needs of a cooperator. Information from the present evaluation, coupled with the periodic documentation of the multiple uses of streamflow data collected at a gaging station, will ensure that funds from Federal and other sources are effectively distributed. This is particularly important if the availaiblity of funds, reflected in the number of gaging stations maintained, continues to decline with time.
2. All gaging stations in the current stream-gaging program had at least one data use, thus all stations will be included for analysis in the following sections of this report.
ALTERNATIVE METHODS OF DEVELOPING STREAMFLOW INFORMATION
The objective of the second step of the streamgaging program evaluation is to identify gaging stations where alternative techniques, such as flow-routing or statistical methods, can be used to accurately estimate daily mean streamflow in a more cost-effective manner than operating a gaging station. Those gaging stations for which flood hydrographs are required at time intervals less than a day, such as for hydrologic forecasts, water-quality monioring, and project operation, generally are not candidates for the alternative methods. However, gaging stations on the same stream, separated by a small percentage of intervening drainage and gaging stations on similar watersheds having the same physiographic and climatic characteristics may have potential for alternative methods. The accuracy of estimated streamflow at those gaging stations may be suitable because of the high correlation of streamflow at the gaging stations.
Desirable attributes of an alternative method are: (1) The method should be computer oriented and easy to apply, (2) the method should have an available interface with the U.S. Geological Survey National Water Data Storage and Retrieval System (WATSTORE) Daily Values File (Hutchinson, 1975) , (3) the method should be technically sound and generally acceptable to the hydrologic community, and (4) the method should permit easy evaluation of the accuracy of the estimated streamflow. Because of time limitations, only two methods were considered a flow-routing model and a statistical model.
Description of Flow-Routing Model
There are two classes of flow-routing models available to the hydrologist hydrologic and hydraulic models. Hydrologic flow-routing models use the law of conservation of mass and the relation between the storage in a stream reach and the outflow from the reach. Examples of hydrologic flow-routing techniques include the Modified Puls, Muskingum, and storage-continuity methods. Hydraulic flow-routing models use the laws of conservation of mass and momentum. Examples of hydraulic flow-routing techniques are the kinematic wave and diffusion-analogy methods.
The CONROUT model (Doyle and others, 1983) was selected for the analysis because several members of the district staff were familiar with the model. CONROUT uses a unit-response convolution flow-routing technique. The convolution procedure treats a stream reach as a linear, one-dimensional system in which the downstream hydrograph is computed by multiplying the ordinates of the upstream hydrograph by a unit-response function and lagging them appropriately. There are two methods available for determining the unit-response function: storage continuity or diffusion analogy. Calibration and verification of the model are achieved using observed upstream and downstream hydrographs and estimates of tributary inflows.
The objective in calibrating the storage-continuity and diffusion-analogy flow-routing models is to determine two parameters that describe the storage-discharge relation in a given reach and the traveltime of streamflow passing through the reach. In the storage-continuity model (Sauer, 1973) , a response function is derived by modifying a translation-hydrograph technique developed by Mitchell (1962) to apply to open channels. A triangular pulse (Sauer, 1973 ) is routed through reservoir-type storage and then transformed by a summation curve technique to a unit response of desired duration. The two parameters that describe the routing reach are K s , a storage coefficient which is the slope of the storagedischarge relation, and Ws , the translation hydrograph time base. These two parameters determine the shape of the resulting unit-response function.
In the diffusion-analogy model (Keefer, 1974) , the two parameters are K 0 , a wave dispersion or damping coefficient, and C0 , the flood-wave celerity. K 0 controls the spreading of the wave (analogous to K s in the storage-continuity model) and C0 controls the traveltime of the flood wave. Two options are available for determining the unit (system) response function: single linearization and multiple linearization. In the single linearization model only one K 0 and C0 value are used. In the multiple linearization model C0 and K 0 are varied with streamflow so that tables of wave celerity (C0 ) versus streamflow (Q) and dispersion coefficient (K 0 ) versus streamflow (Q) are used.
For the diffusion-analogy method, selection of the appropriate linearization option depends primarily upon the variability of wave celerity (traveltime) and dispersion (channel storage) throughout the range of streamflows to be routed. Adequate routing of daily streamflows can usually be accomplished using a single unit-response function (linearization about a single streamflow) to represent the system response. However, if the routing coefficients vary drastically with streamflow, linearization about a low-range streamflow results in overestimated high streamflows that arrive late at the downstream location; whereas, linearization about a high-range streamflow results in low-range streamflows that are underestimated and arrive too soon. A single unitresponse function may not provide acceptable results in such cases. Therefore, the option of multiple linearization (Keefer and McQuivey, 1974) , which uses a family of unit-response functions to represent the system response, is available.
In both the storage-continuity and diffusion-analogy models, the two parameters are determined by trial and error. The analyst must decide if suitable parameters have been derived by comparing the calculated streamflow to the observed streamflow.
Determination of a system's response to input at the upstream end of a reach is not the total solution for most flow-routing problems. The convolution procedure makes no accounting of flow from the intervening area between the upstream and downstream locations. Such flows may be totally unknown and must be estimated by some combination of gaged and ungaged flows. An estimating technique that proves satisfactory in many instances is the multiplication of known streamflows at an index gaging station by a factor (for example, a drainage-area ratio).
The diffusion-analogy, single unit-response function model was applied to two watersheds in Wisconsin. The application is described in a subsequent section of the report. Hirsch (1982) presented a method for developing time series of streamflow at a gaging station based on correlation with streamflow at a nearby long-term base gaging station. The method, termed MOVE.1, preserves the variance of the historic record at the gaging station which is being analyzed. The method is easy to apply and provides indices of accuracy.
Description of Statistical Model
The estimating equation used by the MOVE.1 method to estimate daily mean streamflow in this study has the following form:
where X/ = estimated daily mean streamflow at the gaging station for which records are being extended in time period /', x, = observed daily mean streamflow at a nearby gaging station in time period /', = mean of the historic daily mean streamflows <Xj) at the dependent gaging station, = mean of the historic daily mean streamflows at the independent gaging station for the same period of record as the dependent gaging station, = standard deviation of the historic daily mean streamflows at the dependent gaging station, and S(xi) = standard deviation of the historic daily mean streamflows at the independent gaging station.
Observed daily mean streamflows (x/ and x,-) can be retrieved from the WATSTORE Daily Values File for a designated period of time. Then P-STAT (P-STAT, Inc., 1983) 1 may be used to calculate means and standard deviations for the observations of x/ and */ These statistics are used in equation 1 to calculate x/ for all x,. Comparisons of the estimated streamflow, yjt to the observed streamflow, x/, are made to determine the adequacy of the estimating equation.
The adequacy of the estimating equation is tested by (1) plotting the differences between x/ and x/ (estimated and observed streamflow) against the dependent variable (x/) and independent variable (x,-), and (2) plotting the estimated and observed streamflow versus time. These tests are intended to identify (1) if the linear model (equation 1) is appropriate or whether some transformation of the discharges is needed, and (2) if there is any bias in the equation such as overestimating low flows.
The MOVE.1 model was applied to one watershed in Wisconsin and Illinois. The application of the MOVE.1 model is described in a subsequent section of the report.
Identification of Gaging Stations Suitable for Evaluating Alternative Methods
Three gaging stations were identified for which alternative methods for determining daily mean streamflow could be applied. A flow-routing model was used to calculate daily mean streamflow for two of the stations: the Rock River at Afton (05430500) and the Menominee River at McAllister (04067500). The MOVE.1 model was used to calculate daily mean streamflows at the Pecatonica River at Freeport, III. (05435500). This gaging station is not in the Wisconsin stream-gaging network but the analysis was done because there is a high crosscorrelation (0.95) between the daily mean flows at this station and the gaging station at Martintown (05434500).
Results of Flow-Routing Modeling
CONROUT was used to simulate daily mean streamflows for the Rock River at Afton (05430500) for the entire range of streamflows observed at the gaging station. A diagram of the Rock River study area is shown in figure 4 . The daily mean streamflow data for the Rock River at Indianford and the Yahara River at McFarland were used in the simulation.
The gaging station at Afton (05430500) is located 19.5 mi downstream from the gaging station at Indianford and 40.0 mi downstream from the gaging station at McFarland (05429500). The Indianford station has a drainage area of 2,630 mi2 while the McFarland station has a drainage area of 327 mi2 . The Afton station drains 3,340 mi2 leaving an ungaged drainage area of 383 mi2 if the Afton gaging station is not in operation.
Daily mean streamflow at McFarland was routed to the confluence of the Yahara River and the Rock River using the diffusion analogy, single unit-response model. The daily values were added to the daily mean streamflow at Indianford and the total flow was routed to the Afton gaging station. A limited amount of data were available for the routing calibration and verification. The gaging station at McFarland has 54 years (1930-present) of continuous record but the Indianford gaging station has only 9 years (1975-present) of continuous record. The gaging station at Afton currently has 70 years (1914-present) of continuous record.
The flow routing to the Afton station was done previously by Krug and House (1984) . At the time, only 4 years of continuous record were available. The simulation was extended to incorporate the remaining 5 years of data. To route the streamflow, it was necessary to determine the model parameters C0 (flood-wave celerity) and K0 (wave-dispersion coefficient). The previous estimates were 1.15 and 3,440 ft3 /s, respectively, for the Yahara River reach and 2.6 and 8,000 ft3 /s for the Rock River reach.
Use of S AS and P-STAT in this report is for identification purposes only and does not constitute endorsement by the U.S. Geological Survey. Krug and House (1984) also noted that it is necessary to add a ground-water component to accurately simulate the low flows at Afton. Their estimate of this component was approximately 100 ft3 /s. Another 54 ft3 /s was also added to account for the effluent discharged to Badfish Creek basin during the years the modeling was done.
Verification of the previously calibrated model using daily mean streamflow data for water years 1980-83 indicated that the celerity and dispersion coefficients previously chosen were reasonable for both reaches. A modified drainage area correction factor of 1.75 was used to adjust the flow from the McFarland station as it was routed down to Indianford. The usual drainage area correction factor was modified based on the observed average annual discharges at the two gaging stations. No correction factor was used for the Rock River reach because a constant ground-water component was added to the flow in this reach and a correction factor caused 5 ). Krug and House (1984) also noted this problem in their study but they were primarily concerned with high flows. Part of the problem in calibrating for low flow undoubtedly lies in the modeling of the ground-water component. The physical layout of the study site may also be causing problems in the low-flow calibration. Two lakes, Mud Lake and Lake Kegonsa, lie along the reach between the Yahara River at McFarland gaging station and the confluence of the Rock and Yahara Rivers. There is no reason to believe the inflow and the outflow from these two lakes are equal throughout the year.
The model was verified using daily mean streamflow for the 1980-83 water years. A summary of the modeling errors is given in table 4. Only 74 percent of the simulated daily mean flows had less than 10 percent error, which is not within the range of accuracy desired for daily mean streamflow data.
As more data become available for the calibration of the model, a reduction in the error in the simulated values may be possible. It may also be worthwhile in the future to try a different flow-routing model for these reaches or attempt to better quantify the ground-water component of the flow on a seasonal basis.
CON ROUT was also used to simulate daily mean streamflows for the Menominee River at McAllister (04067500). A diagram of the Menominee River study area is presented in figure 6 . The daily mean streamflow data for the Menominee River at Pembine (04066003) were used in the simulation. The gaging station at McAllister (04067500) is located 43.3 mi downstream from the Pembine station (04066003). The McAllister station currently has a drainage area of 3,930 mi2 . The Pembine station has a drainage area of 3,140 mi2 .
To route the streamflow from Pembine to McAllister, it was necessary to determine the model parameters C0 (flood-wave celerity) and K0 (wave-dispersion coefficient). The coefficients C0 and K0 are functions of channel width (W0 ), in feet; channel slope (S 0 ), in feet per foot (ft/ft); the slope of the stage-discharge relation (dQ0 /dY0 ), in square feet per second (ft2 /s); and the discharge (Q0 ), in cubic feet per second. The parameters are determined as follows:
The streamflow, Q0 , for which initial values of C0 and K0 were linearized was the average discharges for the Pembine and McAllister gaging stations. The channel width, W0 , is the average width in the 43.3 mi reach between Pembine and McAllister and was determined from topographic maps and discharge measurements. Channel slope, S0 , was determined by converting the gage heights corresponding to the initial streamflows, Q0 , at both gaging stations to a common datum. The difference between the values was then divided by the channel length between the gaging stations to obtain a slope. The slope of the stage-discharge relations, dQ0 /dY0 , was determined from the rating curves at Menominee and McAllister gaging stations and represents the mean change in discharge for a 1 ft change in gage height that brackets the initial streamflow, Q0 . The resulting estimates for C0 and K0 were 4.4 and 9,140 ft3 /s, respectively, as summarized in table 5. Water years 1950 to 1961 were used to calibrate the model. The flow was routed from Pembine to McAllister with an applied correction factor of 1.18 (slightly less than the computed drainage-area ratio).
The model was verified using daily mean streamflow for the period October 1980 through July 1982. A plot of a portion of the simulated versus observed values is depicted in figure 7 and a summary of the modeling errors is given in table 6. With the exception of February and March, the model appears to reproduce the conditions at McAllister quite well. The significant underestimation in February and March may be due to inaccurate discharge records due to ice condition. Nonetheless, the resulting errors are still unacceptable. Only 65 percent of the observations had errors less than 10 percent.
Results of Statistical Modeling
The MOVE.1 method was used to simulate daily mean streamflow for the Pecatonica River at Freeport, III. (05435500). A diagram of the Pecatonica River study area is presented in figure 8 . The mean and standard deviation of the daily mean streamflows for the calibration period were calculated for the dependent gaging station (Qd) where streamflow is to be estimated and the base gaging station (Qb) where streamflow would be used to extend the record at the dependent gaging station. The statistical parameters are shown in table 7. Discharges (Qd) for the dependent gaging station were estimated for another period of analysis, the verification period , using the statistical parameters and the observed streamflows at the base gaging station. Comparisons of the estimated and observed daily mean streamflow at the dependent gaging station were made using a relative traveltime between stations of 0 days and 1 day. The results are shown in tables 8 and 9.
The streamflow records for the Pecatonica River at Freeport, III., were not satisfactorily simulated with an acceptable degree of accuracy using the MOVE.1 method. A dam at Freeport controls the low flows and high flows at the station are affected by backwater.
Conclusions Pertaining to Alternative Methods of Data Generation
1. The Rock River at Afton gaging station (05430500) should remain in operation. The flow-routing model did where: Q£ is simulated daily discharge, and Q0 is observed daily discharge.
not simulate the streamflow records accurately enough to justify deactivating the gaging station. This station currently has several uses, including hydrologic forecasting and water-quality monitoring. 2. The gaging station for the Menominee River near McAllister (04067500) should remain in operation. The flow-routing model did not simulate the flows within the desired degree of accuracy. The Menominee River gaging station is currently a part of NASQAN and is used for hydrologic systems analyses.
3. The Pecatonica River gaging station at Freeport, III., (05435500) should remain in operation. The MOVE.1 model cannot simulate streamflow records accurately enough to justify deactivating the gaging station. Currently the gaging station has a number of uses. The station is used for regional hydrology, hydrologic forecasts, water-quality monitoring, and research (Mades and Oberg, 1984) . The alternative to deactivating this gaging station would be to remove the gaging station at Martintown (05434500). This gaging station is currently used for regional hydrology and hydrologic forecasts.
At present, there is no basis for deactivating any gaging stations in lieu of an alternative method for determining daily mean streamflow. However, the U.S. Geological Survey and the agencies that cooperate in the stream-gaging program should periodically review the streamflow records of the network gaging stations to ensure that highly redundant (correlated) streamflow records are not being determined by stream gaging unless absolutely necessary. The time constraints of this project precluded application of the flow-routing and MOVE.1 models to all of the "best candidate" gaging stations based solely on hydrologic factors and data use.
COST-EFFECTIVE RESOURCE ALLOCATION
The final step of the evaluation is to determine the cost effectiveness of the current schedule for visiting gaging stations (operating strategies) in the Wisconsin stream-gaging program. Current operating strategies are compared to optimal strategies determined by a steepestdescent optimization procedure. Optimal strategies minimize the average uncertainty of instantaneous streamflow records for all of the gaging stations while satisfying various operational constraints, including budgetary considerations. 1980). Because of the water-balance nature of that study, the measure of effectiveness of the network was chosen to be the minimization of the sum of variances of errors for estimating annual mean discharges at each gaging station in the network. This measure of effectiveness tends to concentrate stream-gaging resources on the larger, less stable streams where potential errors are greatest. Although such a tendency is appropriate for a water-balance network, in the broader context of the multitude of uses of the streamflow data collected in the U.S. Geological Survey's streamflow-information program, this tendency causes undue concentration on larger streams. The original version of K-CERA was extended to include, as optional measures of effectiveness, the sums of the variances of errors (uncertainties) for estimating the following streamflow variables: average discharge (mean annual flow), in cubic feet per second; average discharge, in percent; average instantaneous discharge, in cubic feet per second; or average instantaneous discharge, in percent. The use of percentage errors does not unduly weight activities at large streams to the detriment of records on small streams. In addition, instantaneous discharge is the basic variable from which all other streamflow data are derived. For these reasons, the measure of effectiveness used in this study is the sum of the variances of the percentage errors for instantaneous discharges at all gaging stations.
Introduction to
The original version of K-CERA did not account for errors caused by missing stage record or other correlative data used to compute streamflow records. The probabilities of missing correlative data increase as the period between service visits to a gaging station increases. A procedure for dealing with the missing stage record was developed and has been incorporated into this study.
Brief descriptions of the optimization procedure used to determine optimal strategies and of the application of Kalman filtering (Gelb, 1974) for determining the accuracy of instantaneous streamflow records are presented below. Details concerning the theory and the applications of K-CERA are discussed by Moss and Gilroy (1980) , Gilroy and Moss (1981) , and Fontaine and others (1984) . 
Description of Mathematical Program
The optimization procedure, called the "Traveling Hydrographer Program", allocates a predefined budget for collecting streamflow among gaging stations in the most cost-effective manner. The measure of effectiveness is discussed above. The set of decision variables available to the manager is comprised of the frequency (visits/year) that each of a number of routes is used to service the gaging stations and make discharge measurements. Frequencies ranging from zero to daily usage are considered for each route. A route is defined as a set of one or more gaging stations and the leastcost travel that takes the hydrographer from the base of operations to each of the gaging stations and back to the base. Associated with a route is an average cost of travel and an average cost of servicing each gaging station along the way.
The K-CERA techniques require definition of the set of practical routes. This set of routes frequently will contain single-station routes, so that the individual needs of a station can be considered separately from other gaging stations. Mandatory activities, such as necessary periodic maintenance and rejuvenation of recording equipment, are considered by specifying a minimum number of visits for each gaging station.
A computer model is used to determine the visitation frequency for each route which minimizes total network uncertainty such that (1) the budget for the network is not exceeded, and (2) the minimum number of visits to each gaging station is made. Figure 9 shows the mathematical form of the problem to be solved. Figure 10 shows a tabular layout of the problem. Each of the NR routes is represented by a row of the table and each of the gaging stations is represented by a column. The matrix, M-.-., defines the routes in terms of the gaging stations that comprise it. A value of one in row i and column j indicates gaging station j will be visited on route i; a value of zero indicates that it will not. The unit-travel costs, /?,, are the per-trip costs of the hydrographer's traveltime and any related per diem costs. The sum of the products of /?, and N, (the number of times the ith route is visited) for i = 1,2, ..., NR is the total travel cost associated with the set of decisions j\l = (N,, N 2 ,..., N NR ). The unit-visit cost, a., is composed of the average service and maintenance costs incurred on a visit to the gaging station plus the average cost of making a discharge measurement. The set of minimum-visit constraints is denoted by the row Aj, j 1,2, ..., MG, where MG is the number of gaging stations. The row of integers Mj, j = 1,2, ..., MG specifies the number of visits to each gaging station. Mj is the sum of the products of uand N| for all i and must equal or exceed Aj for all j if N is to be a feasible solution to the problem.
The total cost expended at the gaging stations is equal to the sum of the products of a and M for all j. The cost of record computation, documentation, and publication is assumed to be influenced negligibly by the number of visits to the gaging station and is included along with overhead in the fixed cost of operating the network. The total cost of operating the network equals the sum of the travel costs, the at-site costs, and the fixed cost, and must be less than or equal to the available budget.
The total uncertainty in the estimates of discharges at the MG stations is determined by summing the uncertainty functions, </>j, evaluated at the value of Mj from the row above it, for j = 1,2, ..., MG. A description of the uncertainty function is given in the next section of the report.
As pointed out in Moss and Gilroy (1980) , the steepest-descent search used to solve this problem does not guarantee a true optimum solution. However, the locally optimum set of values for_/V obtained with this technique specify an efficient strategy for operating the network, which may be the true optimum strategy. The true optimum cannot be guaranteed without testing all undominated, feasible strategies.
Description of Uncertainty Functions
As noted earlier, uncertainty in streamflow records is measured in this study as the variance of the percentage error of estimation of instantaneous discharge. The accuracy of a streamflow estimate depends on how that estimate was obtained. Three situations are considered in this study: (1) Streamflow is estimated from a stagedischarge relation (rating curve) developed from measured discharge and primary correlative data such as stage, (2) the streamflow record is reconstructed using secondary data at nearby gaging stations because primary correlative data are missing, and (3) primary and secondary data are unavailable for estimating streamflow. The variances of the errors associated with these situations are weighted by the fraction of time each situation is expected to occur and combined to estimate the expected total error variance. Thus, the expected total error variance would be 
where VT is the expected total error variance of the percentage errors of estimation of streamflow estimates, ef is the fraction of time that the primary recorders are functioning, Vf is the variance of the errors of streamflow records estimated from primary recorders and rating curves, er is the fraction of time that secondary data are available to reconstruct streamflow records given that the primary data are missing, Vr is the variance of the errors of streamflow records reconstructed from secondary data, ee is the fraction of time that primary and secondary data are not available to compute streamflow records, and Ve is the variance of errors during periods of no concurrent data at nearby gaging stations.
The fractions of time that each source of error is relevant are functions of the frequencies at which the recording equipment is serviced. The time since the last service visit until failure of the recorder or recorders at the primary gaging station, r, is assumed to have a negative-exponential probability distribution truncated at the next service time. The distribution's probability density function is
where k is the failure rate in units of (day)~1 , e is the base of natural logarithms, and s is the interval between visits to the gaging station in days.
It is assumed that, if a recorder fails, it continues to malfunction until the next service visit. As a result, it can be shown (Fontaine and others, 1984 ) that
ef = n-e-ks)/(ks)
The fraction of time that no records exist at either the primary or secondary gaging stations, ee , can also be derived by assuming that the times between failures at both sites are independent and have negative exponential distributions with the same failure rate. It then follows (Fontaine and others, 1984 ) that
Finally, the fraction of time that records are reconstructed based on data from a secondary gaging station, er, is determined by the equation
= (tt-e-ks ) -0.5(1 -e-2ks)]/(ks).
The variance, Vf , of the error derived from primary record computation is determined by analyzing a time series of residuals that are the differences between the natural logarithms of measured discharge and the rating curve discharge. The rating curve discharge is determined from a relation between discharge and some correlative data, such as water-surface elevation (stage) at the gaging station. The measured discharge, q m (t), is the discharge determined by field observations of depths, widths, and velocities. Let qT (t) be the true instantaneous discharge at time t and let q R (t) be the discharge estimated using the rating curve. Then
x(t) = \ogeq T(t) -\ogeqR (t) = \oge [q T(t)/qR (t)}
is the instantaneous difference between the natural logarithms of the true discharge and the rating curve discharge.
In computing estimates of streamflow, the rating curve may be continually adjusted on the basis of periodic measurements of discharge. This adjustment process results in an estimate, qc (t), that is a better estimate of the stream's discharge at time t. The difference between the variable x(t), which is defined
and x(t) is the error in the streamflow record at time f. The variance of this difference over time is the desired estimate of Vf.
Unfortunately, the true instantaneous discharge, q T(t), cannot be determined and thus x(t) and the difference, x(t) x(t), cannot be determined as well. However, the statistical properties of x(t) x(t), particularly its variance, can be inferred from the available discharge measurements. Let the observed residuals (differences between the natural logarithms of measured discharge and rating curve discharge) be z(f), so that
z(t) = x(t) + v(t) = \ogeqm (t)-\ogeqR (t)
where
v(t) is the measurement error, and \OQeqm (t) is the natural logarithm of the measured discharge, equal to \ogeq T(t) + v(t).
The time series of residuals, z(t), was analyzed using a Kalman filter to determine three site-specific parameters. The Kalman filter used in this study assumes that the residuals, x(t), arise from a continuous, first-order Markovian process that has a Gaussian (normal) probability distribution with zero mean and variance (subsequently referred to as process variance) equal to p. A second important parameter is /3 , the reciprocal of the correlation time of the Markovian process giving rise to x(t); the correlation between x(t-\) and x(t2 ) is exp[ -Pit*) -t2 \]. Fontaine and others (1984) also define q, the constant value of the spectral density function of the white noise which drives the Gauss-Markov x-process. The parameters, p, q, and /3 are related by
The variance of the observed residuals z(t) is
where r is the variance of the measurement error v(t).
The three parameters, p, /3, and r, are computed by analyzing the statistical properties of thez(f) time series. These three site-specific parameters are needed to define this component of the uncertainty relationship. The Kalman filter utilizes these three parameters to determine the variance of the errors of streamflow records estimated from a rating curve and primary recorder, Vf, as a function of the number of discharge measurements made at a gaging station each year (Moss and Gilroy, 1980) .
If the recorder at the gaging station (primary station) fails and there are no concurrent data at other gaging stations that can be used to reconstruct the missing record at the primary station, there are at least two ways of estimating discharges at the primary station. The stage hydrograph could be extended as a recession curve from the time of recorder stoppage until the recorder was once. again functioning, or the expected value of discharge for the period of missing data could be used as an estimate. The expected-value approach is used in this study to estimate Ve , the relative variance of errors during periods of no concurrent data at nearby gaging stations. The expected value used should be the expected value of discharge at the time of year when the missing record occurred because of the seasonality of streamflow. The variance of streamflow also varies seasonally and is an estimate of the error variance that results from using the expected value as an estimate of discharge. Thus, the coefficient of variation (Cv) squared is an estimate of the error variance Ve . Because Cv varies seasonally and the times of failures cannot be anticipated, a seasonally averaged Cv is used:
365 (15) Vark(f)]= P = (7/2/3. (13) where Cv is the seasonally averaged coefficient of variation (in percent), a/ is the standard deviation of daily discharges for the Ith day of the year, nf is the expected value _ of discharge on the Ith day of the year, and (Cv) 2 is used as an estimate of Ve .
The variance of the error during periods of reconstructed streamflow records, Vr, is estimated on the basis of correlation between records at the primary station and records from other nearby gaging stations. The cross-correlation coefficient, Q C , between the streamflows with seasonal trends removed (detrended) at the primary stations and detrended streamflows at the other gaging stations is a measure of the goodness of their linear relation. The fraction of the variance of streamflow at the primary station that is explained by data from the other gaging stations is equal to Qc2 . The fraction of unexplained variance, attributable to the error in reconstructed records at the primary station, is (1 Qc2 ). The relative variance of the errors of streamflow records reconstructed from secondary data is vr = d - (16) Sometimes the record for a gaging station can be reconstructed by correlation with more than one nearby gaging station. For the fraction of time when no secondary data are available from the gaging station typically used (secondary station) for record reconstruction (ee ), data from another (tertiary) gaging station can be used. The correlation of data from the tertiary station with data from the station of interest is denoted R 2 . the value of R 2 is always less than or equal to QC . The error variance of records estimated from a tertiary source of information is
Because errors in streamflow estimates arise from three different sources with widely varying precisions, the resultant distributions of those errors may differ significantly from a normal or log-normal distribution. This lack of normality causes difficulty in interpreting the expected total error variance. When data are unavailable, the error variance Ve may be very large. This could yield correspondingly large values of VT in equation 4 even if the probability that auxiliary correlative data are not available, ee , is quite small.
A new statistic, the equivalent Gaussian spread (EGS), is introduced here to asssist in interpreting the results of the analyses. If it is assumed that the various errors arising from the three situations represented in equation 4 are log-normally disturbed, the value of EGS is determined by the probability statement that Probability
qc (t)/q T(t)<W +EGS] =0.683 (18)
Thus, if the residuals, log qc (t) -log q T(t), were normally distributed, (EGS) 2 would be their variance. The EGS is reported in units of percent because EGS is defined so that nearly two-thirds of the errors in instantaneous streamflow data will be within plus or minus EGS percent of the reported values.
Application of K-CEREA
As a result of the first two steps of the stream-gaging program evaluation, it was determined that all of the gaging stations in the Wisconsin stream-gaging program should continue to be operated. These gaging stations were studied using the K-CERA techniques, with results that are described below.
Missing Record
As was described earlier, the statistical characteristics of missing stage records or other correlative data for computing streamflow records can be defined by a single parameter, the value of k in the truncated, negative-exponential probability distribution of times to failure for the equipment at a gaging station. In the representation of f(r) as given in equation 6, the average time to failure is 1 /k. The value of 1 /k varies from station to station depending upon the type of equipment at the station and upon its exposure to natural elements and vandalism. The value of 1 /k can be changed by advances in the technology of data collection and recording.
A 5-to 15-year period of data collection during which little change in technology occurred was used to estimate values of 1/k in Wisconsin. During the 5-to 15-year period, the equipment at gaging stations malfunctioned between 1 and 30 percent of the time, with a median of 5 percent. The stations were visited at frequencies ranging from 4 to 14 times per year, with a median frequency of 8 visits per year. The resulting values of 1/k ranged from 60 to 4,500 days, with a median value of 390 days.
The most common causes of missing stage record were malfunctioning timing devices and dead batteries, accounting for 39 percent of the missing record. Manometer and float problems, malfunctioning recorders, and frozen or clogged orifice lines resulted in 12, 10, and 5 percent of the missing record, respectively. Unspecified problems accounted for 34 percent of the missing record.
Cross-Correlation Coefficients and Coefficients of Variation
Daily streamflow records for 73 stations having 5 or more years of data were analyzed to compute the values of Ve and Vr . As many as 20 years of daily streamflow records for each gaging station, back to water year 1962, were retrieved from WATSTORE (Hutchinson, 1975) and used to compute the seasonally averaged coefficient of variation (Cv) for each station. Various options, based on combinations of other gaging stations, were explored to determine the maximum Q C .
Parameters for each gaging station and the auxiliary sources of hydrographic records that gave the highest cross-correlation coefficients are listed in 
Kalman-Filter Definition of Variance
The error variance Vf for each gaging station was determined from a 3-step procedure: (1) Long-term rating analysis and computation of residuals of measured discharges from the long-term rating, (2) time-series analysis of the residuals to determine the input parameters of the Kalman-filter streamflow records, and (3) computation of the relative variance Vf as a function of the time-series parameters, the dischargemeasurement error variance, and the frequency of measuring discharge.
The standard errors of estimate given in the report are those that would occur if daily discharges were computed through the use of methods described in this study. Because this is not the procedure used to compute daily discharge the standard error as stated in this report is different than the error associated with daily discharges that have been published. The magnitude and direction of the differences would be a function of methods used to account for shifting controls and for estimating discharges during periods of missing record. In Wisconsin the normal practice is to make periodic shift adjustments, thus it is likely that the standard error of published discharge records is lower than the standard errors stated in this report.
The rating functions determined for the gaging stations have the form
where LQM is the natural logarithm of measured discharge, GHT is the gage height observed during the discharge measurement, £1 is the natural logarithm of discharge for an effective flow depth of 1 foot (when GHT -B2 = 1.0), B2 is the effective gage height of zero flow, B3 is the slope of the discharge versus gage-height relation plotted on logarithmic paper, and LOG is the natural logarithm function.
Between 28 and 171 pairs of discharge and corresponding gage height from recent discharge measurements at the 73 gaging stations were analyzed using a nonlinear optimization algorithm (PROC NLIN) available with SAS (Statistical Analysis System, SAS Institute, 1982). The measurements are representative of present (1983) stream-channel conditions. Measurements significantly affected by ice cover were omitted from analysis. PROC NLIN computes values for 51, B2, and 53 that minimize the sum of the squared difference between the estimated LQM's and natural logarithms of observed discharges.
At many gaging stations, the stage-discharge rating function is segmented; it can be plotted as a number of straight-line segments on logarithmic paper for different values of B2. All rating functions were segmented to remove any interdependency between residuals and gage height. Many of the rating functions consist of two or three sets of £1, B2, and B3 that are appropriate within prescribed ranges of gage height.
The relation for the residual calculated for each measurement as a function of time, in days, is referred to as a time series of residuals. This time series was used to compute sample estimates of q and /3(equation 13), two of the three parameters required to compute Vf. This was accomplished by determining a best-fit autocovariance function to the time series of residuals. Measurement error variance, the third parameter, is assumed to be a constant 3 percent standard error.
The process variance of the residuals is a function of q and 0, and the 1-day autocorrelation coefficient (RHO) is a function of 0. Table 11 presents a summary of the autocorrelation analyses expressed in terms of process variance and 1-day autocorrelation.
The autocovariance parameters, summarized in table 11, and statistics for reconstructing missing record, summarized in table 10, are used jointly to define an uncertainty function for each gaging station. The uncertainty function gives the relation of expected total error variance to the number of visits and discharge measurements.
Three uncertainty functions are shown in figure 11 . The functions are based on the assumption that a measurement was made during each visit to the gaging station.
Stream-Gaging Routes and Costs
In Wisconsin, feasible routes to service the 89 gaging stations were determined after consulting with U.S. Geological Survey personnel located in field offices in Madison, Merrill, Rice Lake, and the old field office in Wales, and after reviewing the uncertainty functions. A total of 94 routes were selected to service all of the gaging stations in Wisconsin. These routes included all possible combinations that describe the current operating practice, alternatives that were under consideration as future possibilities, routes that visited certain individual gaging stations, and combinations that grouped proximate stations where the levels of uncertainty indicated more frequent visits might be useful. These routes and the stations visited on each route are summarized in table 12. A negative station number identifies a "dummy" station. Dummy stations, such as crest-stage partial-record stations and stations where ratings are maintained for waterquality sampling, are routinely visited but do not have uncertainty functions. In addition, there were 16 dummy stations in situations where there was not enough information to generate uncertainty functions. Station names and numbers, and principal types of data collected for the 81 dummy stations included in this study are listed in table 13.
The costs, in 1984 dollars, associated with stream gaging were then determined. The costs are categorized as annual fixed, visit, and route costs. Annual fixed costs to operate a gage typically include equipment rental, batteries, electricity, data processing and storage, computer charges, maintenance and miscellaneous supplies, and analysis and supervisory charges. Costs of analysis and supervision are a large percentage of the fixed cost of a gaging station. These costs were determined by estimating, on a station-by-station basis from past experience, the time spent performing such activities. That time was then multiplied by the average hourly salary of hydrographers in each field office and added to all other fixed station costs.
Visit costs are associated with the salary of the hydrographer for the time actually spent at a gaging station making a discharge measurement during a visit. These costs differ from station to station and are a function of the difficulty and time required to make the discharge measurement. Average visit times were estimated for each station based on the field-office personnel's past experience. This time was then multiplied by the average hourly salary of hydrographers in each field office to determine total visit costs. Route costs include the cost associated with the time spent servicing the equipment, the cost of the hydrographer's time while in transit, and any per diem costs associated with the time it takes to complete the trip. Per diem cost and transit time were estimated from past experience. Transit time was multiplied by the average hourly salary of hydrographers in each field office and added to a per diem cost of $50 to determine total route costs.
Results of K-CERA
The "Traveling Hydrographer Program" uses the uncertainty functions along with the appropriate cost data and route definitions to compute the most cost-effective way of operating the stream-gaging program. First, the current practice for operating the stream-gaging program was simulated to determine the total uncertainty associated with it. This is accomplished by fixing the number of visits made to each gaging station and selecting only the specific routes presently used to make these visits. The simulation of the current practice is strictly an accounting of all fixed, visit, and route costs; no optimization is performed. Most of the gaging stations in Wisconsin are routinely visited eight or nine times per year. The resulting average standard error per station for the current method of operation in Wisconsin is plotted as a point labeled "current operation" in figure 12.
The solid curve in figure 12 labeled "optimal practice" represents the minimum level of average uncertainty that can be obtained for a given budget with the existing instrumentation and technology. The curve was defined by executing the "Traveling Hydrographer Program" to determine optimal strategies for different budgets. Constraints on the operations other than budget were defined as described below.
Physical limitations of the method used to record data determine the minimum number of times each gaging station must be visited. The criteria used to assign a minimum-visit requirement to each gaging station are summarized in table 14. The effect of visitation frequency on the accuracy of the data and amount of lost record is taken into account in the uncertainty function.
In certain situations the hydrographer visiting a gaging station will only perform routine maintenance work and will not make a discharge measurement. The probability of making a discharge measurement during a visit was estimated by field-office personnel based on past experience and used as an input to the "Traveling Hydrographer Program". This constraint ensures that the more appropriate uncertainty related to the number of measurements, and not the number of visits, is used.
The current budget available for visiting all gaging stations considered in this analysis is $557,300. The standard error for the current practice is 3.7 percent greater than the 10.1 percent standard error associated with optimal practice, indicated by the solid curve at a budget of $557,300 ( fig. 12 and table 15 ). The reduction in average standard error is achieved by visiting gaging stations having higher uncertainties more frequently and stations with lower uncertainties less frequently than the current practice (table 15) . For example, although the standard error at Yahara River near Fulton (05430175) would remain nearly the same (5.6 percent versus 4.9 percent) by visiting 9 times rather than the present 12 times per year, the uncertainty at Yellow River at Babcock (05402000) would be significantly reduced (20.6 percent versus 34.3 percent) by increasing the annual number of visits to the station from 10 to 27. The slopes of the uncertainty functions for Yahara River near Fulton and Yellow River at Babcock ( fig. 11 ) at nine measurements per year indicate that the decrease in standard error for an additional measurement at Yellow River at Babcock is much greater than the decrease expected for Yahara River near Fulton. Therefore, the costeffective solution is to redistribute resources from gaging stations with lesser-sloped uncertainty functions to stations with steeper-sloped uncertainty functions.
The solid curve in figure 12 also indicates that the minimum budget needed to maintain the current average standard error of 13.8 percent is $518,600. This budget is determined by drawing a horizontal line through the "current practice" point parallel to the budget axis to the solid curve and dropping vertically to the budget axis.
The minimum-practicable budget (for optimal practice) is $510,000, 8.5 percent less than the current budget. Any budget less than this amount does not allow for a minimum number of visits to the gaging stations for maintenance activities. The average standard error for the minimum-practicable budget is 14.4 percent.
Visit frequencies and resulting standard errors for four budgets are presented in table 15. The two strategies presented in the third and fourth columns of table 15 are for current operations (with and without the error associated with missing record) and a current budget of $557,300.
The other four strategies show minimum-attainable standard errors for various budgets. The table indicates the change in activity at a gaging station that could be expected as the budget changes. The average standard errors for the budgets define part of the solid curve shown in figure 12 . The curve extends from a minimumpracticable budget of $510,000 to $650,000 (16.6 percent more than the current budget) for which the average standard error is 7.2 percent.
The dashed curve, labeled "optimal practice (without missing record)" on figure 12, shows the average standard errors that could be obtained if perfectly reliable systems were available to measure and record the correlative data. The impacts of less-than-perfect equipment are greatest for the minimum-practicable budget of $510,000 where the average standard error increases from 7.3 percent to 14.4 percent. For a budget of $600,000, gaging stations are visited more frequently and the average standard error would increase from 4.6 percent for ideal equipment performance to 8.4 percent for the present percentage of lost record. For the current practice of visiting gaging stations, stage record that is lost due to equipment malfunction and other causes increases average standard error from 7.3 percent to 13.8 percent (seethe third and fourth columns of table 15). Thus, improved equipment and maintenance activities can have a very positive impact on streamflow uncertainties throughout the range of operational budgets that possibly could be anticipated for the stream-gaging program in Wisconsin.
Technological advances in recording equipment and telemetry systems should reduce the current percentage of missing stage record. The U.S. Geological Survey currently (1984) is developing a family of data-acquisition instruments to replace existing water-stage recorders and timing devices. This family of instruments, referred to as AHDAS (Adaptable Hydrologic Data Acquisition System), has solid-state memory and "intelligent" microprocessor-control features. Hydrographers will be able to more efficiently monitor trends in stage records to determine if equipment at a gaging station is malfunctioning. The old carbon-zinc batteries have been replaced with rechargeable lead-acid batteries. Field tests have shown that the new batteries are very reliable and are expected to last from 3 to 5 years (W. P. Bartlett, Jr., W. B. Higgins, and K. V. Sharp, U.S. Geological Survey, written commun., 1983).
The "best possible" average standard error that can be attained for the current budget of $557,300 using the 94 routes shown in table 14 is 5.4 percent. Stream-gaging 1 Square root of the expected total variance of the percentage errors of estimated instantaneous discharge (V-j-). 2 Nearly two-thirds of the errors in instantaneous discharge will be within ±EGS percent of the reported value. 3 Visits made during ice-free period. * Current practice and associated errors for 1984 budget of $557,300. Effects of missing stage record are indicated by comparing columns labeled "missing record" and "no missing record". 6 Optimal practice and associated errors that minimize the sum of total variance of the percentage errors of estimated instantaneous discharge (Vy), for all gaging stations, for the stated budget. 6 Square root of the average total variance of the percentage errors of estimated instantaneous discharge, in percent.
resources must be optimally distributed among the gaging stations and all of the instrumentation at the gaging stations must provide accurate hydrographic record for the entire year (ice-free period) to attain this standard error. The only way to further reduce the average standard error is to define additional routes that have not been considered and/or to reduce the relative variance of errors associated with the stage-discharge rating (Vf) at gaging stations having high standard errors of instantaneous discharge.
A majority of the discharge measurements considered in the Kalman-filter definition of variance for a gaging station were made during low-to medium-flow conditions. The low range of many stage-discharge ratings is subject to considerable shifting due to transient changes in streambed geometry, intermittent debris jams, or seasonal aquatic plant growth. The high end of a rating is often much more stable. The standard errors presented in table 15 are more representative of low to medium discharges. Kalman filtering can be used to determine the standard error associated with the high end of a rating; however, the long intervals of time (more than 80 days) between high-flow measurements would preclude an accurate determination of the 1-day autocorrelation coefficient (RHO] for a time series of high-flow rating residuals.
Ice-related backwater conditions were not included in the Kalman-filter definition of variance for stagedischarge ratings. Additional analyses would have to be performed to determine the standard errors for iceaffected instantaneous discharge. statistical model was used for the third. Discharge was computed over periods ranging from 9 to 21 years; the first half of the record was used for model calibration, whereas the last portion of the record was used for model verification.
Based on the evaluation of data use and the evaluation of alternative methods to stream gaging, no gaging stations in the 1984 stream-gaging program in Wisconsin should be deactivated. All 89 stations were included in the third step of the stream-gaging program evaluation.
The U.S. Geological Survey developed the KalmanFiltering for Cost-Effective Resource Evaluation (K-CERA) methodology to aid in evaluating its stream-gaging programs. The methodology identifies the uncertainty (error) of instantaneous discharge resulting from (1) variability of streamflow, (2) methods used by the U.S. Geological Survey to determine discharge, and (3) realistic financial and operational constraints.
The K-CERA method does not reflect the procedure used in Wisconsin to compute disharge, thus it is likely that the standard errors would differ from the values presented in the report. The majority of discharges considered in the determination of uncertainty are for lowto medium-flow conditions, thus the standard errors presented in this report are more representative of these conditions. In addition, the effects of ice-related backwater conditions were not considered in this study.
The current practice for operating the stream-gaging program uses an annual budget of $557,300 (1984 dollars). The present (1984) theoretical average standard error of the instantaneous discharge for all gaging stations is 13.8 percent. This average standard error could be maintained with a budget of $518,600, if the current practice for visiting the gaging stations is drastically altered. Perhaps more importantly, the average standard error would be reduced to 10.1 percent by utilizing the current budget in an optimal manner. Furthermore, the average standard error could be reduced to 7.3 percent if all missing record is eliminated, and the network is operated optimally.
A minimum budget of $510,000 is needed to optimally visit all gaging stations a minimum number of 2, 3, 5, or 10 times per year, depending on the type of instrumentation at a gaging station. The resultant average standard error associated with this minimum-practicable budget is 14.4 percent.
The loss of primary stage record and other correlative data at the gaging stations is a major component of error in streamflow records. For 50 percent of the stations in Wisconsin, primary stage record is unavailable up to 5 percent of the time, or approximately 18 days per year. This lost record increases the average standard error associated with instantaneous discharge from 7.3 to 13.8 percent, for the current practice of visiting gaging stations.
As a result of the three-step evaluation of the Wisconsin stream-gaging program, the following recommendations are offered: 1. Formal surveys of gaging station data use should be conducted at intervals of 5 years or less. 2. No gaging stations should be deactivated for the purpose of using alternative methods for estimating daily mean streamflow in lieu of stream gaging. 3. The U.S. Geological Survey and cooperating agencies should periodically review streamflow records of network gaging stations to ensure that highly correlated streamflows are not being measured without due cause. 4. Long-term stage-discharge ratings at gaging stations where the EGS (error) of instantaneous discharge is excessive should be reviewed to determine the range in discharge that is sufficiently accurate for intended data use. 5. The average annual percentage of jnissing hydrographic record attributable to equipment malfunctions at the gaging stations should be reduced through the use of state-of-the-art recording and telemetry equipment. 6. Improved records of the amount and cause of missing record should be compiled and maintained. 7. Observers or telemetry systems should be considered for gaging stations where accurate records for the full range of discharge are needed, streamflow is highly variable, and unstable controls for stage-discharge ratings exist. 8. The "Traveling Hydrographer Program" should be used as a management tool to evaluate the feasibility of new routes and the impacts of changing budgets or operational constraints.
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