Nonnormal small jump approximation of infinitely divisible distributions by Chi, Zhiyi
ar
X
iv
:1
30
4.
63
26
v1
  [
ma
th.
PR
]  
23
 A
pr
 20
13
Nonnormal small jump approximation of infinitely divisible distributions
Zhiyi Chi
Department of Statistics
University of Connecticut
Storrs, CT 06269, USA
E-mail: zhiyi.chi@uconn.edu
October 2, 20181
Abstract
We consider a type of nonnormal approximation of infinitely divisible distributions that
incorporates compound Poisson, Gamma, and normal distributions. The approximation relies
on achieving higher orders of cumulant matching, to obtain higher rates of approximation error
decay. The parameters of the approximation are easy to fix. The computational complexity
of random sampling of the approximating distribution in many cases is of the same order as
normal approximation. Error bounds in terms of total variance distance are derived. Both the
univariate and the multivariate cases of the approximation are considered.
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mation; Gamma approximation; cumulant matching; sampling
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1 Introduction
Simulation of infinitely divisible (i.d.) random variables has many applications. In most cases,
since closed formulas of i.d. distributions are unavailable, good approximation methods are desired.
Normal approximation of i.d. distributions, which was studied in [26] and later developed in [1, 11]
in the framework of small jump approximation, has received much attention in the literature
[2, 13, 16, 19, 22, 23, 33].
The idea of small jump normal approximation is as follows. Denote by λ the Le´vy measure of an
i.d. random variable X. Given r > 0, decompose λ = λr +(λ−λr), such that λ− λr ≥ 0 has finite
mass. Correspondingly, X = Xr + ∆r, where Xr and ∆r are independent i.d. random variables
with Le´vy measures λr and λ− λr, respectively. Then Xr is approximated by a Gaussian random
variable, while ∆r is sampled using standard methods for compound Poisson random variables.
Presumably, in order for the approximation to have a certain degree of precision, the support of
λr should be in a small neighborhood of 0. The size of the neighborhood is controlled by r. For
the univariate case, it is natural to set r equal to the maximum jump size [1]. However, for the
multivariate case, such use of r can be restrictive. Generally speaking, one can use r to index any
tunable quantity, as long as it controls (indirectly) the size of the support of λr [11].
Normal approximation relies on second-order moment matching between Xr and a Gaussian
random variable, by which we mean the matching of their first and second moments. This is
equivalent to second-order cumulant matching. Without specifying details, by certain measures,
the error of the approximation in the univariate case is bounded by
C|κ|3,Xr/κ3/22,Xr ,
where C is a universal constant, κ2,Xr is the second cumulant of Xr, and for j ≥ 3, |κ|j,Xr =∫ |x|jλr(dx) is the jth “absolute cumulant” of Xr [1]. The best currently available value of C
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is 0.4785 ([28], p. 71). Also, in some symmetric cases, since the third cumulants of Xr and the
Gaussian random variable are 0, |κ|3,Xr in the bound can be more or less replaced with |κ|4,Xr ,
while the power of κ2,Xr is raised to 2 [1]. From the pattern of the bound, one could guess that,
if Xr and some Yr have the same cumulants of order 1, . . . , q − 1 with q ≥ 5, then Xr could be
approximated by Yr with the error being bounded by
C(r)(|κ|q,Xr + |κ|q,Yr)/κq/22,Xr ,
where C(r) is a near-constant, at least when r is small, or most ideally, a universal constant which
may depend on the dimension of X but is not very large. Elementary calculations indicates that
in many cases, the above bound vanishes at a genuinely higher rate than the bound for normal
approximation as r → 0+. Since the qth cumulant of a Gaussian random variable is 0, the above
bound, if true, is consistent with the bound for normal approximation.
Even by some rough analysis on characteristic functions, there is good reason to expect that
the bound is true for both univariate and multivariate cases. However, before attempting to work
out the detail, perhaps one should first ask if such an approximation can possibly be implemented
easily. The meaning of the question is twofold. First, the distribution of the approximating random
variable should be easy to identify; preferably, it is i.d. Second, the approximating random variable
should be easy to sample; preferably, the computational complexity of the sampling is of the same
order as the normal approximation. If the answer to the question is positive, then the next question
is how large q can be. It can be anticipated that the larger q is, the faster the error of approximation
vanishes as r → 0+. After the answers to the two questions are in place, a wide range of available
techniques can potentially be modified to establish the error bound (e.g. [3, 5, 8, 28]).
Clearly, cumulant matching is equivalent to moment matching. Actually, our proof of the
above type of bound eventually will be based on moment matching. However, thanks to the Le´vy-
Khintchine representation, it is more natural and convenient to consider cumulants than moments.
We shall show that it is fairly easy to construct approximating i.d. random variables with matching
cumulants up to at least the fourth order, in other words, we can get at least q = 5. In many
important cases, we can get q = 6, and in the symmetric cases, we can get q = 10. For the univariate
case, the construction is particularly simple. The approximating i.d. random variable is the sum
of a compound Poisson random variable and an independent Gaussian random variable, with the
former in turn being the sum of a Poisson number of i.i.d. Gamma random variables. Importantly,
using algorithms already available [14, 20], the computational complexity of the random sampling
for the approximation is universally bounded, so it is of the same order as the random sampling
from a normal distribution.
We shall refer to the approximation as Poisson-Gamma-Normal (PGN) approximation, although
a longer name like “compound Poisson-Normal approximation with Gamma summands and higher
order of cumulant matching” might be more appropriate. We shall bound its error in terms
of total variation distance by combining Fourier analysis, Lindeberg method (cf. [6] for a modern
application of it), and a device in [1]. The results are nonasymptotic and of the aforementioned type.
Asymptotically, when applied to Xr, the approximation yields substantially higher rate of precision
than normal approximation as r → 0+. Of course, on modern treatments of Poisson, compound
Poisson, and normal approximations, there is now an extensive literature, and on Gamma and
other types of approximations, there is also a growing literature; see [3, 7, 8, 17, 27, 28, 30] and
references therein. However, it appears that there has been little work on using convolutions of
different types of simple distributions to improve approximation, in the sense that the error of
approximation vanishes at a faster rate asymptotically.
For the multivariate case, the issue of approximation becomes quite more involved, which is a
well documented phenomenon [5, 8, 11, 17, 28, 32]. For normal approximation of i.d. distributions,
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several important issues unique to the multivariate case are identified and addressed in [11]. The
same issues also arise in the type of approximation considered here and actually become more
serious. To address them, we consider a “radial” cumulant matching approach. Its idea is to
apply the same cumulant matching method for the univariate case to each radial direction in
the Le´vy-Khintchine representation, in such a way that, when the approximating Le´vy measures
and Gaussian measures along different radial directions are “bundled” together, we get a valid
multivariate i.d. distribution with desired order of cumulant matching and with the covariance of
its Gaussian component being precisely evaluated. Although the approach does not completely
resolve the aforementioned issues, it seems to work well in many important cases.
As in the univariate case, we shall prove a similar type of bound for the error of the proposed
PGN approximation in terms of total variation distance. On the other hand, the issue of compu-
tational complexity needs to be considered more carefully. Recall the approximation is applied to
Xr in the decomposition X = Xr+∆r. As in the univariate case, the approximating random vari-
able for Xr has a compound Poisson component. Unfortunately, this component now can only be
sampled by summing a large number of Poisson events. As a result, the computational complexity
of the approximation of Xr is much greater than normal approximation. However, one has to take
into account the computational complexity of the sampling of ∆r. We will argue using an example
that although the proposed PGN approximation as a whole has greater computational complexity
than normal approximation, asymptotically, as r → 0+, the two have the same order of complexity.
Because the PGN approximation can yield substantially higher rate of convergence, therefore, at
least asymptotically, it is worth the extra computation. Note that whereas in [11], the focus is the
approximation of the related Le´vy processes, our discussion is restricted to i.d. distributions. An
extension of PGN approximation to processes will be subject to future work.
In Section 2, we shall set up notation and collect useful facts about i.d. distributions. Sections
3 and 4 consider PGN approximation for univariate i.d. distributions and multivariate i.d. distri-
butions, respectively. The proofs of the main results in these two sections are collected in Section
5 and the proofs of related technical results are collected in Section 6.
2 Preliminaries
2.1 Notation
Denote Z+ = {0} ∪ N and R+ = [0,∞). If f(x) is a function on Rd, where x = (x1, . . . , xd),
then by f (α)(x) or ∂αf(x) we mean 1) α = (α1, . . . , αd) ∈ Zd+, and 2) f (α)(x) = ∂α11 · · · ∂αdd f(x),
where ∂kj denotes the kth-order partial derivative with respect to xj . The order of α is defined
to be |α| = α1 + · · · + αd. Denote xα = xα11 · · · xαdd and α! = α1! · · ·αk!. Denote by S (Rd)
the space of rapidly decreasing function on Rd. It is a basic fact that the Fourier transform
h→ ĥ(t) = ∫ ei〈t,x〉h(x) dx is an homeomorphism of S (Rd) onto itself ([18], p. 103).
Denote by sppt(ν) the support of a measure ν. For two random variables X and Y , their total
variation distance [3] is denoted by
dTV(X,Y ) = sup{P{X ∈ A} − P{Y ∈ A} : A measurable}
and, if X, Y ∈ R, their Kolmogorov-Smirnov distance is denoted by
dKS(X,Y ) = sup{|P{X ≤ x} − P{Y ≤ x}| : x ∈ R}.
For any i.d. random variable X ∈ Rd, denote by ψX and ΨX its characteristic function and
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characteristic exponent, respectively
ψX(t) = e
−ΨX(t) = E[ei〈t,X〉], t ∈ Rd.
Let fX be the probability density of X. If it exists, then ψX = f̂X . Denote
κα,X = ∂
α lnE[e〈t,X〉]
∣∣∣
t=0
, |κ|α,X =
∫
|uα|λ(du).
The quantity κα,X is known as the αth cumulant ofX. It is well defined provided that E[e
〈t,X〉] <∞
for all t in a neighborhood of 0. Some properties of cumulants can be found in [28]. We shall refer
to |κ|α,X as the αth absolute cumulant of X.
2.2 Basic assumptions and facts
Let X ∈ Rd be i.d. with Le´vy measure λ. We will always assume
ΨX(t) =
∫
(1 + i〈t, u〉 − ei〈t,u〉)λ(du), t ∈ Rd, (1)
in particular, X has no Gaussian component and EX = 0. The assumption causes no loss of
generality since, if necessary, we can decompose X as X ′ +X ′′, such that X ′ has a Le´vy measure
satisfying (1) and X ′′ is a compound Poisson random variable. Then we can take X ′ −EX ′ as the
new X. We will also always assume
λ(Rd) =∞.
Under the assumption, X is not compound Poisson and P{X = x} = 0 for x ∈ Rd ([31], Theorem
27.4). It is known that if d = 1 and λ(R) < ∞ then X does not admit normal approximation [1].
The assumption excludes the case of lattice valued i.d. random variables, for which Poisson-Charlier
approximation has been studied [3, 26].
Recall that for any a > 0, E‖X‖a < ∞ if and only if ∫ 1 {‖u‖ > 1} ‖u‖a λ(du) < ∞ ([31],
p. 159–160). If λ is a Borel measure on Rd with λ({0}) = 0 and ∫ (‖u‖2 ∧ 1)λ(du) <∞, then λ is
the Le´vy measure of some i.d. random variable ([31], Theorem 8.1). Also, if sppt(λ) is bounded,
then E[e〈t,X〉] <∞ for all t ∈ Rd ([31], Theorem 25.17). By differentiation,
κα,X =
{
0 |α| = 1∫
uα λ(du) |α| > 1
for all α. It is easy to see that if each αi is even or sppt(λ) ∈ Rd+, then κα,X = |κ|α,X . Also,
V(X) =
∫
uu′ λ(du),
and hence tr(V(X)) =
∫ ‖u‖2 λ(du), where tr(A) denotes the trace of a square matrix A.
Let f ∈ C(Rd). For n ∈ N, let Un be i.d. with ΨUn = n−1ΨX . If sppt(f) ⊂ Rd \ {0}
and is compact, then nEf(Un) →
∫
f dλ, which directly follows from the vague convergence of
nP{Un ∈ dx} to λ(dx) on {x : ‖x‖ > ǫ} given ǫ > 0 ([4], p. 39); see [21] for detail on vague
convergence. The next result, which will be used later, concerns the case where sppt(f) is not a
compact set in Rd \ {0}. When d = 1 and f(x) = |x|p with p > 2, the result is established as
Lemma 3.1 in [1]. However, as seen from the case X ∼ N(0, 1), the asserted convergence in general
is not true if f(x) = x2.
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Proposition 1. Suppose |f(x)| ≤ g(‖x‖), where g ∈ C(R+) is nondecreasing with g(t) = o(t2) as
t→ 0+. Suppose E‖X‖2 <∞ and one of the following holds, 1) Eg(c‖X ′‖) <∞ for some c > 1,
where X ′ = X1 −X2, with Xi i.i.d. ∼ X, 2) Eg(2c‖X‖) <∞ for some c > 1, or 3) provided X is
symmetric, Eg(‖X‖) <∞. Then f ∈ L1(λ) and nEf(Un)→
∫
f dλ as n→∞.
3 Univariate Poisson-Gamma-Normal approximation
3.1 Cumulant matching
For simplicity and without loss of generality, we will only consider two cases 1) sppt(λ) ⊂ R+ and
2) X is symmetric. First, suppose sppt(λ) ⊂ R+. Given r > 0, decompose X = Xr +∆r, where
Xr and ∆r are independent i.d. random variables such that
ΨXr(t) =
∫
(1 + itu− eitu)λr(du), with λr(du) = 1 {u < r}λ(du). (2)
Given p ≥ −1, let Yr be an i.d. random variable with
ΨYr(t) =
∫ ∞
0
(1 + itu− eitu)γr(du), with γr(du) = m(r)upe−u/s(r) du, (3)
where m(r) > 0 and s(r) > 0 are constants that need to be determined. Finally, let
Tr = Yr + σ(r)Z, Z ∼ N(0, 1) independent of Yr, (4)
where σ(r) > 0 is a constant that needs to be determined.
We shall use Tr+∆r to approximate X, or equivalently, use Tr to approximate Xr. But first, let
us point out how easy it is to sample Tr. Clearly, the issue is the sampling of Yr. Since Yr = U−EU ,
where U ≥ 0 is i.d. with Le´vy density m(r)1 {u > 0}upe−u/s(r), and EU = Γ(p + 2)m(r)s(r)p+2,
we only need to consider the computational complexity of the sampling of U . If p = −1, then
U ∼ Gamma(m(r), s(r)), the Gamma distribution with shape parameter m(r) and scale parameter
s(r). It is known that the sampling of Gamma(a, b) has universally bounded complexity regardless
of (a, b) ([14], p. 407–420). If p > −1, then U ∼ ∑Ni=1 ξi, where N ∼ Poisson(a) with a =∫∞
0 m(r)u
pe−u/s(r) du = Γ(p+1)m(r)s(r)p+1, and ξi are i.i.d. Gamma(p+1, s(r)) random variables
independent of N . The sampling of Poisson(a) is known to have universally bounded complexity
([15] or [20], p. 228–241). On the other hand, conditional on N , U ∼ Gamma(N(p + 1), s(r)).
Therefore, the sampling of U , and hence that of Tr, has the same order of complexity as the
sampling of a normal random variable.
Due to the Le´vy-Khintchine representation of Tr, we refer to the approximation of X by Tr+∆r,
or Xr by Tr, as Poisson-Gamma-Normal (PGN) approximation.
It is easy to see EXr = ETr = EYr = 0, and for j ≥ 2,
κj,Xr =
∫
uj λr(du), κj,Tr = κj,Yr + 1 {j = 2}σ(r)2,
with κj,Yr = Γ(j + p+ 1)m(r)s(r)
j+p+1.
(5)
This is the starting point of cumulant matching between Xr and Tr. In the next result, we allow
r =∞, so it applies to any i.d. random variable with finite fourth cumulant.
Proposition 2 (Fourth-order cumulant matching). Fix 0 < r ≤ ∞. If r = ∞, also assume
κ4,Xr <∞. Then for all large p,
p+ 4
p+ 3
<
κ2,Xrκ4,Xr
κ23,Xr
. (6)
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For any p ≥ −1 satisfying (6), if
s(r) =
κ4,Xr
(p+ 4)κ3,Xr
, m(r) =
κ3,Xr
Γ(p+ 4)s(r)p+4
, (7)
and if Yr is defined by (3), then κ2,Xr > κ2,Yr , and by setting
σ(r) = (κ2,Xr − κ2,Yr)1/2, (8)
κj,Xr = κj,Tr for 2 ≤ j ≤ 4.
Proof. By assumption, κi,Xr < ∞ for 2 ≤ i ≤ 4. By Ho¨lder inequality, κ23,Xr < κ2,Xrκ4,Xr , which
implies (6). From (5), by setting s(r) and m(r) as in (7), κj,Xr = κj,Yr for j = 3, 4 and
κ2,Yr = Γ(p+ 3)m(r)s(r)
p+3 = Γ(p+ 3)
κ3,Xr
Γ(p+ 4)s(r)
=
(p + 4)κ23,Xr
(p + 3)κ4,Xr
.
Then for p ≥ −1 satisfying (6), κ2,Yr < κ2,Xr . The rest of the result is then clear.
Proposition 3 (Fifth-order cumulant matching). Let λ(du) = 1 {u > 0}u−a−1ℓ(u) du, where a ∈
(0, 2) and ℓ(u) is slowly varying at 0+. Let p = p(r) be defined by the equation
1 +
1
p+ 4
=
κ3,Xrκ5,Xr
κ24,Xr
.
Then for all small r > 0, p > −1 and satisfies (6), and by setting s(r), m(r) and σ(r) according
to (7) and (8), κj,Xr = κj,Tr for 2 ≤ j ≤ 5.
Proof. Since ℓ is slowly varying at 0+, for j ≥ 3,
κj,Xr =
∫ r
0
uj−1−aℓ(u) du ∼ r
j−aℓ(r)
j − a , (9)
as r → 0+ [4, 24]. As a result,
1
p+ 4
=
κ3,Xrκ5,Xr
κ24,Xr
− 1 ∼ (4− a)
2
(3− a)(5− a) − 1 =
1
(3− a)(5 − a) , r → 0 + .
It follows that p ∼ a2− 8a+11 > −1. Thus, for all small r > 0, p > −1. By Proposition 2, it only
remains to show that p satisfies (6) and κ5,Xr = κ5,Yr . By (9), as r → 0+,
κ2,Xrκ4,Xr
κ23,Xr
∼ (3− a)
2
(2− a)(4 − a) = 1 +
1
a2 − 6a+ 8 .
Therefore, with p > −1, (6) is equivalent to p > a2 − 6a + 5, which holds for a ∈ (0, 2). Finally,
that κ5,Xr = κ5,Yr follows from κ3,Xrκ5,Xr/κ
2
4,Xr
= (p + 5)/(p + 4) = κ3,Yrκ5,Yr/κ
2
4,Yr
.
Now we consider the symmetric case. Suppose X = X(1) − X(2), where X(i) are i.i.d. with
Le´vy measure λ supported in R+. Let Xr = X
(1)
r −X(2)r , and approximate it by Tr = T (1)r − T (2)r ,
where T
(i)
r are i.i.d. defined in (4). Since all the odd-ordered cumulants of Xr and Tr are 0, we only
need to match their even-ordered cumulants. The next results states that for the general case, we
can match their cumulants up to order 7, and for the i.d. distribution as in Proposition 3, we can
match their cumulants up to order 9.
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Proposition 4 (Symmetric case). 1) Fix r > 0. Then for all large p,
(p + 5)(p + 6)
(p + 3)(p + 4)
<
κ2,Xrκ6,Xr
κ24,Xr
. (10)
For any p ≥ −1 satisfying (10), if
s(r) =
√
κ6,Xr
(p + 5)(p + 6)κ4,Xr
, m(r) =
κ4,Xr
2Γ(p+ 5)s(r)p+5
, (11)
and if Yr = Y
(1)
r − Y (2)r , where Y (i)r are i.i.d. as defined in (3), then κ2,Xr > κ2,Yr , and by setting
σ(r) as in (8), κj,Xr = κj,Tr for 2 ≤ j ≤ 7.
2) If the Le´vy measure λ of X(i) is 1 {u > 0}u−a−1ℓ(u) du, where a ∈ (0, 2) and ℓ(u) is slowly
varying at 0+, then for all small r > 0, there is a unique p = p(r) > 0 satisfying (10) and
(p + 7)(p + 8)
(p + 5)(p + 6)
=
κ4,Xrκ8,Xr
κ26,Xr
. (12)
Consequently, for this p, by setting s(r) and m(r) according to (11) and σ(r) according to (8),
κj,Xr = κj,Tr for 2 ≤ j ≤ 9.
Proof. 1) By Ho¨lder inequality, κ24,Xr < κ2,Xrκ6,Xr , so for all large p, (10) is satisfied. Since for
even-valued j, κj,Yr = 2κj,Y (1)r
= 2Γ(j + p + 1)m(r)s(r)j+p+1, it is easy to see κ4,Xr = κ4,Yr and
κ6,Xr = κ6,Yr . On the other hand, for all odd-valued j, κj,Xr = κj,Yr = 0. Finally, by similar
argument for Proposition 2, κ2,Yr < κ2,Xr , leading to κj,Xr = κj,Tr for 2 ≤ j ≤ 7.
2) Following the proof of Proposition 3,
κ4,Xrκ8,Xr
κ26,Xr
∼ (6− a)
2
(4− a)(8− a) = 1 +
4
(4− a)(8 − a) := h(a), r → 0 + .
Clearly, h(a) is strictly increasing on (0, 2). On the other hand,
g(p) :=
(p+ 7)(p + 8)
(p+ 5)(p + 6)
=
(
1 +
2
p+ 5
)(
1 +
2
p+ 6
)
is strictly decreasing on (−1,∞), with g(0) > h(2) > h(a) > h(0) > 1 = g(∞). Therefore, there
is a unique p > 0 satisfying (12). We have to show that for this p = p(r), (10) is satisfied for all
small r > 0. By continuity, it suffices to show that for p > 0,
(p+ 7)(p + 8)
(p+ 5)(p + 6)
=
(6− a)2
(4− a)(8− a) =⇒
(p+ 5)(p + 6)
(p+ 3)(p + 4)
<
(4− a)2
(2− a)(6− a) .
By calculation, the equality is equivalent to 2p2 = 2p(a2− 12a+21)+13a2− 156a+356, while the
inequality is equivalent to 2p2 > 2p(a2 − 8a+ 5) + 9a2 − 72a+ 84. Then, by p > 0 and 0 < a < 2,
the equality indeed implies the inequality. The rest of the proof then follows the one for 1).
Propositions 3 and 4 directly lead to the following result on the truncated stable case. Note
that for the non-truncated case, simple exact sampling method is known [14]. Also, for a ∈ (0, 1),
the truncated stable distribution can be sampled exactly [9].
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Corollary 1. Let λ(du) = c1 {0 < u < r0}u−a−1 du, where c > 0, r0 ∈ (0,∞), and a ∈ (0, 2).
1) Suppose X has Le´vy measure λ. If p = a2 − 8a + 11, then p > −1 and for all 0 < r ≤ r0,
by setting s(r) and m(r) according to (7), κ2,Xr > κ2,Yr , and by setting σ(r) according to (8),
κj,Xr = κj,Tr for 2 ≤ j ≤ 5.
2) Suppose X = X(1) − X(2), with X(i) being i.i.d. with Le´vy measure λ. If p is the unique
solution in (0,∞) to
(p+ 7)(p + 8)
(p+ 5)(p + 6)
=
(6− a)2
(4− a)(8 − a) ,
then for all 0 < r ≤ r0, by setting s(r), m(r) according to (11), κ2,Xr > κ2,Yr , and by setting σ(r)
according to (8), κj,Xr = κj,Tr for 2 ≤ j ≤ 9.
3.2 Error bound for approximation
We consider the error of approximation of X by ∆r + Tr. Denote constants
C1 = sin 1 = 0.841 . . . ,
C2 = inf
p>0
1
Γ(p)
∫ p
0
up−1e−u du = inf
p>0
P{ξp ≤ p}, ξp ∼ Gamma(p, 1).
Note that C2 ∈ (0, 1) because
1
Γ(p)
∫ p
0
up−1e−u du ∼ 1
Γ(p)
∫ p
0
up−1 du ∼ pp → 1, p→ 0+
and by Central Limit Theorem, P{ξp − p ≤ 0} → 1/2 as p→∞.
Observe that for s(r) defined in (7) or (11), s(r) < r/(p+ 3). The main result of the section is
the following.
Theorem 1. Fix r ∈ (0,∞). Let Tr be defined by (3) – (4) for the asymmetric case, or by
T
(1)
r − T (2)r for the symmetric case, with T (i)r i.i.d. defined by (3) – (4). Suppose s(r) < r/(p + 3)
and σ(r) > 0. Let
L(t, r) =
t2
2
min{C21κ2,X1/|t| , σ(r)2}.
For j ≥ 1, define Qj(r) ≥ 0 such that
Qj(r)
2 =
Γ(j + 1/2)
2(C21C2)
j+1/2
+ κ
j+1/2
2,Xr
∫ ∞
1/r
t2je−2L(t,r) dt.
Given q ≥ 5, suppose κj,Xr = κj,Tr for 2 ≤ j < q. Then
dTV(X,∆r + Tr) ≤ |κ|q,Xr + |κ|q,Yr
q!κ
q/2
2,Xr
[qQq−1(r) +Qq(r) +Qq+1(r)]. (13)
Remark.
1. The bound is on dTV instead of the more commonly used dKS [1, 26]. However, we have not
been able to derive a Berry-Esseen type of bound of the form C(|κ|q,Xr + |κ|q,Yr)/κq/22,Xr , with
C a universal constant only depending on q. It appears that some key ingredients for the
proof of the Berry-Esseen bound for normal approximation are still missing for higher order
approximations. Also, it is likely that the constants in the bounds are not optimal.
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2. The bound will be proved by combining Fourier analysis, the Lindeberg method, and a device
in [1] (cf. the proof of Theorem 25.18 in [31]). Although a bound on dKS may be established
solely based on Fourier analysis [10, 26], our proof seems to be more transparent and suitable
for generalization to multivariate cases.
In the bound for dTV(X,∆r +Tr), Qj(r) look rather technical. We can use the following result
to bound them.
Proposition 5. For b ∈ (0, 1) and q ≥ 3, there is M =M(b, q) > 0, such that if
lim sup
r→0+
κ2,Yr
κ2,Xr
< b, lim inf
r→0+
κ2,Xr
r2 ln(1/r)
> M, (14)
then for any 2 ≤ j ≤ q + 1,
Qj(r)
2 =
Γ(j + 1/2)
2(C21C2)
j+1/2
+ o(1), r→ 0 + .
Since the proof is short, we give it here. By (14), for all small r > 0, σ(r)2 = κ2,Xr − κ2,Yr >
(1− b)κ2,Xr . Then, from the increasing monotonicity of κ2,Xr in r, there is a constant c = c(b) > 0,
such that for t ≥ 1/r, L(t, r) ≥ ct2κ2,X1/t . Consequently, if M ≥ (q + 2)/c, then by (14), for
t ≥ 1/r, L(t, r) ≥Mc ln t ≥ (q + 2) ln t, and hence for all 2 ≤ j ≤ q + 1,∫ ∞
1/r
t2je−2L(t,r) dt ≤
∫ ∞
1/r
t2(q+1)−2Mc dt = o(1), r→ 0 + .
Since κ2,Xr = o(1) as r → 0+, the proof is complete.
Example 1. Let λ(du) = c1 {0 < u < r0}u−a−1 du, where c > 0, 0 < r0 <∞, and a ∈ (0, 2). By
Corollary 1, given r ∈ (0, r0), if p = a2 − 8a+ 11, and s(r), m(r) and σ(r) are set according (7) –
(8), then κj,Xr = κj,Tr for 2 ≤ j < q = 6. To apply (13), we need to get κ2,Xr , |κ|6,Xr = κ6,Xr , and
|κ|6,Yr = κ6,Yr . For j ≥ 2, κj,Xr = crj−a/(j − a). Since
s(r) =
κ4,Xr
(p+ 4)κ3,Xr
=
(3− a)r
(p + 4)(4− a) =
r
(4− a)(5− a) ,
κ2,Yr =
κ3,Yr
(p+ 3)s(r)
=
κ3,Xr
(p+ 3)s(r)
=
c(4− a)(5− a)r2−a
(3− a)(a2 − 8a+ 14) ,
then κ6,Yr = (6 + p)s(r)κ5,Yr = (6 + p)s(r)κ5,Xr = cA(a)r
6−a, with
A(a) =
a2 − 8a+ 17
(4− a)(5− a)2 .
Therefore, by Theorem 1,
dTV(X,∆r + Tr) ≤ (2− a)
3
c2
[
1
6− a +A(a)
]
× 6Q5(r) +Q6(r) +Q7(r)
6!
× r2a.
Since 0 < κ2,Yr/κ2,Xr < 1 is a constant independent of r, and λ satisfies Orey’s condition
lim infr→0+ κ2,Xr/r
2−a > 0 ([29]; also see [31], Proposition 28.3), the conditions in (14) are satis-
fied no matter the value of M . Then by Proposition 5, dTV(X,∆r + Tr) = O(r
2a). This may be
compared to the normal approximation in [1, 26], where dKS between X and its normal approxi-
mation is of rate O(ra/2) when X is asymmetric.
Furthermore, if X = X(1) −X(2) is symmetric, where X(i) are i.i.d. with Le´vy measure λ, then
by similar argument while using 2) of Corollary 1, it can be seen that we can set q = 10 and get
dTV(X,∆r + Tr) = O(r
4a), whereas the dKS between X and its normal approximation in this case
is of rate O(ra) [1].
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Example 2. Let λ(du) = 1 {u > 0}u−a−1 exp(−ub) du, where a ∈ (0, 2) and b > 0. If we
directly evaluate
∫ r
0 u
jλ(du) for j ≥ 2, there is no closed formulas available. The following
method avoids the problem. Recall that for any odd positive integer n, e−u ≥ fn(u) for u ≥ 0,
where fn(u) =
∑n
i=0(−u)i/i!. Let n ≥ 1 be the smallest odd number greater than a/b − 1 and
F (u) = 1 {0 < u < r0} fn(ub), where r0 = sup{r > 0 : fn(u) > 0 for all 0 ≤ u < rb}. Decompose
λ(du) = λ1(du) + λ2(du), where λ1(du) = 1 {u > 0}u−a−1F (u) du. Because u−a−1[exp(−ub) −
F (u)] = O(u(n+1)b−a−1) as u → 0+, λ2 has finite mass, and hence corresponds to a compound
Poisson random variable that can be sampled exactly. Since λ1(du) = 1 {0 < u < r0}u−a−1fn(ub),
for 0 < r < r0, it is easy to evaluate
∫ r
0 u
jλ1(du). Then we can apply PGN approximation to λ1.
If X, X ′, and X ′′ denote i.d. random variables with Le´vy measures λ, λ1, and λ2, respectively, and
∆r and Tr the i.d. random variables from the approximation, then by Proposition 3, we can get
dTV(X,∆r + Tr +X
′′) ≤ dTV(X ′,∆r + Tr) = O(r2a).
Example 3. Let λ(du) = c1 {0 < u < 1}u−1 ln(1/u) du. Since∫
u<r
u2 λ(du) = c
∫ r
0
u ln(1/u) du =
cr2[2 ln(1/r) + 1]
4
by Proposition 2.1 in [1], normal approximation works in the sense that its error in terms of dKS
tends to 0 as r → 0+. However, since for |t| ≫ 1,
L(t, r) =
C21 t
2
2
∫
u<1/|t|
u2 λ(du) ∼ cC
2
1 ln |t|
2
,
condition (31) holds only when c is large enough. Furthermore, even when (31) holds, the bound
in (13) decreases to 0 very slowly as r → 0.
4 Multivariate Poisson-Gamma-Normal approximation
4.1 Radial cumulant matching
In this section, we assume X ∈ Rd such that in polar coordinates its Le´vy measure is
λ(du,dθ) = λ(du | θ) ν(dθ), θ ∈ S, u > 0,
where S = {θ ∈ Rd : ‖θ‖ = 1}, ν is a finite measure on S, and for each θ ∈ S, λ(du | θ) is a Le´vy
measure on (0,∞). For symmetric X, λ(du | θ) = λ(du | − θ) and ν(dθ) ≡ ν(−dθ). Without loss
of generality, assume
sppt(λ) is bounded and not contained in a linear space of lower dimension.
In particular, the assumption implies E‖X‖p <∞ for all p > 0.
The so-called radial cumulant matching is as follows. For each θ ∈ S, find σ(θ) ≥ 0 and a Le´vy
measure γ(du | θ) on (0,∞), such that, first, for some q > 2,∫
ujλ(du | θ) = 1 {j = 2}σ(θ)2 +
∫
ujγ(du | θ) ν-a.e. θ
for all 2 ≤ j < q if X is asymmetric, or for all even valued j ≥ 2 less than q if X is symmetric, and
second, for θ 6= θ′, if λ(du | θ) = λ(du | θ′), then σ(θ) = σ(θ′) and γ(du | θ) = γ(du | θ′). Let T be
an i.d. random variable with
ΨT (t) =
∫ [
1
2
σ(θ)2〈t, θ〉2 +
∫
(1 + i〈t, θ〉u− ei〈t,θ〉u) γ(du | θ)
]
ν(dθ). (15)
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Then ET = 0. If X is asymmetric, then for any α with 1 < |α| < q,
κα,T =
∫
θα
[
1 {|α| = 2} σ(θ)2 +
∫
u|α|γ(du | θ)
]
ν(dθ) =
∫
θαu|α|λ(du | θ)ν(dθ),
which is just κα,X . If X is symmetric, the equality holds for any α with |α| being even and
1 < |α| < q. On the other hand, if |α| is odd, then κα,X = 0 and from the construction of γ,
κα,T = 0. Therefore, X and T have the same cumulants up to order q − 1.
The Gaussian component of T has covariance
∫
θθ′σ(θ)2ν(dθ), which can be difficult to evaluate.
For normal approximation, the issue can be circumvented by using the asymptotic of the covariance
[11]. However, this approach rules out higher order approximation. We propose the following
solution. Since λ(du | θ) is a Le´vy measure on (0,∞) for each θ ∈ S, given τ > 0, it is possible to
select r = r(θ) > 0 and then set p = p(θ), m(r) = m(r, θ), and s(r) = s(r, θ) as in Propositions 2,
3, or 4, such that, letting γ(du | θ) = m(r)1 {u > 0}upe−u/s(r) du,
σ(θ)2 =
∫
1 {u < r}u2λ(du | θ)−
∫
u2γ(du | θ) = τ2 > 0, ν-a.e. θ ∈ S.
With this choice of γ(du | θ), the Gaussian component is N(0, τ2Kν), where
Kν =
∫
θθ′ν(dθ) (16)
can be much more manageable. This is the same matrix identified in formula (3.17) of [11]. By
the assumption on λ, Kν is positive definite (p.d.).
There is some flexibility in choosing ν. Given w(θ) measurable on S with 0 < ess inf w ≤
ess supw <∞ under ν, λ(du,dθ) can be written as λ˜(du | θ)ν˜(dθ), where
λ˜(du | θ) = w(θ)λ(du | θ), ν˜(dθ) = ν(dθ)/w(θ).
If r, p, m(r) and s(r) are set according to λ˜(du | θ) instead of λ(du | θ), then the matrix in (16)
becomes
∫
θθ′ν˜(dθ). This allows one to choose w(θ) to simplify the evaluation of the matrix.
In this setting, τ instead of r is the parameter, and r, p, m(r), and s(r) are functions of (τ, θ).
We denote the functions by rτ (θ), pτ (θ), mτ (θ) and sτ (θ), respectively. Evidently,∫
1 {u < rτ (θ)}u2λ(du | θ)−
∫ ∞
0
mτ (θ)u
pτ (θ)+2e−u/sτ (θ) du = τ2 ν-a.e. θ ∈ S. (17)
Additionally,
λ(du | θ) = λ(du | θ′) =⇒ f(θ) = f(θ′), for f = rτ , pτ ,mτ , sτ for all τ > 0.
Now define Le´vy measures
λτ (du,dθ) = λτ (du | θ)ν(dθ), with λτ (du | θ) = 1 {u < rτ (θ)}λ(du | θ)ν(dθ),
γτ (du,dθ) = γτ (du | θ)ν(dθ), with γτ (du | θ) = mτ (θ)1 {u > 0}upτ (θ)e−u/sτ (θ) du.
(18)
Then, for suitable q ≥ 5, which depends on how rτ , pτ , mτ , and sτ are constructed,∫
ujλτ (du | θ) = 1 {j = 2} τ2 +
∫
ujγτ (du | θ), ν-a.s. θ ∈ S (19)
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for all 2 ≤ j < q if X is asymmetric, or for all even valued j ≥ 2 less than q if X is symmetric.
Next, decompose X as the sum of independent i.d. random variables Xτ and ∆τ , with
ΨXτ (t) =
∫
(1 + iu〈t, θ〉 − eiu〈t,θ〉)λτ (du,dθ),
and Ψ∆τ (t) = ΨX(t)−ΨXτ (t). Then approximate Xτ by
Tτ = Yτ + τZ, with Z ∼ N(0,Kν) independent of Yr,
where Yτ is i.d. with mean 0 and no Gaussian component, and with Le´vy measure γτ . Finally, X
is approximated by ∆τ + Tτ .
Clearly, in order for the solution to be valid, λτ and γτ have to be valid Le´vy measures. First,
this means 1 {u < rτ (θ)} andmτ (θ)1 {u > 0}upτ (θ)e−u/sτ (θ) must be measurable functions of (u, θ).
In many cases, the measurability is not difficult to verify. Provided it is established, λτ immediately
is a valid Le´vy measure. On the other hand, since
∫
u2γτ (du,dθ) ≤
∫
u2λ(du,dθ) < ∞, by the
comments in Section 2.2, γτ is a valid Le´vy measure and E‖Yτ‖2 <∞.
The solution shifts the burden of evaluating the normal covariance to the sampling of ∆τ and
Yτ . For the latter, the following statements are true.
Proposition 6. 1) If∫
S
Bτ (θ)ν(dθ) <∞ with Bτ (θ) =
∫
1 {u ≥ rτ (θ)}λ(du | θ), (20)
then ∆τ ∼ ζ˜1ω˜1+ · · ·+ ζ˜N ω˜N − µ˜, where {ω˜i} is a Poisson process on S with Le´vy measure Bτ dν,
conditional on {ω˜i}, ζ˜1, . . . , ζ˜N are independent, with ζ˜i ∼ 1 {u ≥ rτ (ω˜i)}λ(du | ω˜i)/Bτ (ω˜i), and
µ˜ =
∫
θu1 {u ≥ rτ (θ)}λ(du | θ) ν(dθ).
2) If pτ (θ) > −1 for ν-a.e. θ and∫
S
Nτ (θ)ν(dθ) <∞ with Nτ (θ) = Γ(pτ (θ) + 1)mτ (θ)sτ (θ)pτ (θ)+1, (21)
then Yτ ∼ ζ1ω1+ · · ·+ ζNωN − µ, where {ωi} is a Poisson process on S with Le´vy measure Nτ dν,
conditional on {ωi}, ζ1, . . . , ζN are independent, with ζi ∼ Gamma(pτ (ωi), sτ (ωi)), and
µ =
∫
S
θ(pτ (θ) + 1)sτ (θ)Nτ (θ)ν(dθ).
3) If X is symmetric, then µ˜ = µ = 0.
4) If λ is direction independent, i.e, λ(du | θ) = λ0(du) for ν-a.e. θ ∈ S for some Le´vy measure
λ0, then given τ > 0, rτ , mτ , pτ , sτ , and Nτ are ν-a.e. constant, and µ˜ = θν
∫
u1 {u ≥ rτ} λ0(du),
µ = θν(pτ + 1)sτNτ , where θν =
∫
S θ ν(dθ).
Proof. 1) It is easy to see ∆τ has mean 0 and no Gaussian component, and its Le´vy measure is
1 {u > rτ (θ)}λ(du | θ)ν(dθ), which by assumption (20) has a finite mass. Then 1) follows from
standard results on compound Poisson processes [12]. The proof of 2) is similar. Finally, both 3)
and 4) follow from the construction of the functions rτ (θ), pτ (θ), sτ (θ), and mτ (θ).
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To apply the result, it is desirable that
ess supBτ (θ) <∞, ess supNτ (θ) <∞ under ν,
because {ω˜i} and {ωi} then can be sampled using the standard thinning method ([14], p. 253–255),
as long as it is easy to sample the Poisson process on S with Le´vy measure Cν for any C > 0. In
this case, there is no need to know all Bτ (θ) and Nτ (θ) beforehand. Parts 3) and 4) of Proposition
6 lists two cases where µ˜ and µ are calculable. It follows that the quantities are still calculable if
λ is the sum of a symmetric Le´vy measure and a Le´vy measure λ′ that is “piecewise” direction
independent, i.e., λ′(du | θ) = λi(du) for ν-a.s. θ ∈ Si, i = 1, . . . , n, where Si form a partition of
S. However, in other cases, µ˜ and µ may not have closed form expressions. This is the limitation
alluded in Introduction.
Example 4. Let λ(du,dθ) = 1 {0 < u < r0}u−a(θ)−1 du ν(dθ), where r0 ∈ (0,∞) and a(θ) ∈ (0, 2)
is a measurable function on S, such that
0 < a0 := ess inf a ≤ ess sup a = a1 < 2 under ν. (22)
Suppose also that λ is symmetric. For a ∈ (0, 2), let π(a) be the unique solution in (0,∞) to
(p+ 7)(p + 8)
(p+ 5)(p + 6)
=
(6− a)2
(4− a)(8 − a) .
Since λ(du | θ) = 1 {0 < u < r0}u−a(θ)−1 du, in light of Corollary 1, define rτ (θ), pτ (θ), sτ (θ), and
mτ (θ) as follows. First, let pτ (θ) = π(a(θ)). Next, provided rτ (θ) ∈ (0, r0), define
sτ (θ) = J1(a(θ))rτ (θ), mτ (θ) = J2(a(θ))rτ (θ)
−1−a(θ)−π(a(θ))
according to (11), where
J1(a) =
√
(4− a)
(π(a) + 5)(π(a) + 6)(6 − a) , J2(a) =
1
2Γ(π(a) + 5)(4− a)J1(a)π(a)+5
are strictly positive and continuous on (0, 2). This yields
∫
u2λτ (du | θ) = J0(a(θ))rτ (θ)2−a(θ),
where J0(a) = 1/(2 − a), and∫
u2γτ (du | θ) = Γ(π(a(θ)) + 3)mτ (θ)s(r)π(a(θ))+3 = J3(a(θ))rτ (θ)2−a(θ),
where J3 ∈ C(0, 2) is strictly positive. In particular, 0 < J3(a) < J0(a). Finally, from condition
(17), it follows that if rτ (θ) ∈ (0, r0), then rτ (θ) = J4(a(θ))τ2/(2−a(θ)) , where
J4(a) = [J0(a)− J3(a)]−1/(2−a) ∈ C(0, 2).
By assumption (22), for all small τ > 0, ess supJ4(a(θ))τ
2/(2−a(θ)) < r0, and hence all the above
definitions are valid. Since π(a) and all Ji(a) are continuous functions, π(a(θ)) and Ji(a(θ)) are
measurable functions of θ. It is then easy to see 1 {u < rτ (θ)} is a measurable function of (u, θ)
and hence λτ is a valid Le´vy measure. Likewise, γτ is a valid Le´vy measure. Consequently, by
Corollary 1 and the symmetry of λ, (19) is satisfied with q = 10.
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We consider the sampling of ∆τ and Yτ based on Proposition 6. Given τ > 0 small enough, by
rτ (θ) = J4(a(θ))τ
2/(2−a(θ)) and (22),
ess supB(θ) = ess sup
∫ r0
rτ (θ)
u−a(θ)−1 du ≤ ess sup rτ (θ)
−a(θ)
a(θ)
<∞.
Since λ is symmetric, then by Proposition 6, ∆τ = ζ˜1ω˜1+· · ·+ζ˜N ω˜N , where {ω˜i} is a Poisson process
that can be sampled using the thinning method, while conditioning on ω˜i, the probability density
of ζ˜i is proportional to 1 {rτ (ω˜i) ≤ u < r0}u−a(ω˜i)−1. On the other hand, by the construction
of pτ , mτ and sτ , Nτ (θ) = J(a(θ))rτ (θ)
−a(θ) for some continuous J(a) > 0, so again by (22),
ess supN(θ) < ∞. Then Yτ = ζ1ω1 + · · · + ζNωN , where {ωi} is a Poisson process that can be
sampled using the thinning method, while conditioning on ωi, ζi ∼ Gamma(π(a(ωi)), sτ (ωi)).
Unfortunately, unlike the univariate case, currently there are no computationally efficient meth-
ods to sample ∆τ or Yτ , other than sampling individual (ω˜i, ζ˜i) or (ωi, ζi) and then taking the sum
of ζ˜iω˜i or ζiωi. This raises the issue of computational complexity of the PGN approximation. In the
next subsection, after obtaining an error bound for the PGN approximation, we will come back to
the issue and argue that, in some cases, comparing to normal approximation [11], the improvement
in error rate is worth the extra computation complexity, at least asymptotically.
Finally, we remark that if ν(dθ) = w(θ)σ(dθ), where σ is the spherical measure on S and
w(θ) is measurable on S with 0 < ess inf w ≤ ess supw < ∞ under σ, then by setting rτ (θ) =
J4(a(θ))[τ
2/w(θ)]1/(2−a(θ)) and adjusting sτ (θ) and mτ (θ) accordingly, we get Kν =
∫
θθ′σ(dθ) =
I/d. With σ(dθ) being the new ν(dθ), the sampling of ∆τ and Yτ can be done as above.
Example 5. Normal approximation of tempered stable processes is studied in detail in [11]. For
such a process, λ(du | θ) = 1 {u > 0}u−a−1h(u, θ) du, where for each θ, h(u, θ) is a completely
monotone function with h(0+, θ) = 1 and h(∞, θ) = 0. A generalized shot noise series represen-
tation is used in [11] for normal approximation. Although the resulting covariance of the normal
distribution in general has no closed form, it is shown that by using its asymptotic, the normal
distribution still works.
In the context of PGN approximation to the i.d. distribution with Le´vy measure λ, we have to
evaluate the covariance precisely. At this point, a solution to the general case has not been found.
However, suppose h(u, θ) can be written as
h(u, θ) = 1− h1(θ)u+ h2(u, θ)u2,
such that 0 ≤ ess inf h1 ≤ ess suph1 <∞ under ν and 0 ≤ ess inf h2 ≤ ess suph2 <∞ under ℓ× ν,
where ℓ is the Lebesgue measure, then the following method can be used. First, fix r0 such that
1− h1(θ)r0 ≥ 0 for ν-a.e. θ. Let
µ(du | θ) = 1 {0 < u < r0}u−a−1[1− h1(θ)u] du
and µ(du,dθ) = µ(du | θ) ν(dθ). Decompose λ = µ + λ1, with λ1 = λ − µ. For 0 < u < r0,
λ1(du | θ) = u−a−1[h(u, θ) − 1 + h1(θ)u] du ν(dθ) = u−a+1h2(θ, u) du ν(dθ), while for u ≥ r0,
λ1(du | θ) = λ(du | θ). As a result, λ1 is a Le´vy measure with∫
λ1(du,dθ) =
∫
ν(dθ)
∫ r0
0
u−a+1h2(θ, u) du+
∫
1 {u ≥ r0}λ(du,dθ) <∞
and hence it gives rise to a compound Poisson random variable. We therefore only need to apply
PGN approximation to µ. It is easy to compute
∫
ujµ(du | θ) for j ≥ 2. Then the functions rτ (θ),
pτ (θ), sτ (θ), and mτ (θ) can be fixed following Example 4, although the calculation is more tedious
due to the extra term h1(θ)u.
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4.2 Error bound for approximation
We next consider how well X is approximated by ∆τ + Tτ . For any symmetric p.d. matrix Σ,
denote by Σ1/2 the unique symmetric p.d. matrix whose square is equal to Σ. Given τ > 0, let
Στ = V(Xτ ) = V(Tτ ), Aτ = Σ
1/2
τ , K
∗ = τ2A−1τ KνA
−1
τ .
Let C1 and C2 be the same constants defined in Section 3.2. Denote, for z > 0,
̺τ (z) = smallest eigenvalue of C
2
1A
−1
τ Mτ (z)A
−1
τ and K
∗
with Mτ (z) =
∫
u2θθ′1
{
u < rτ (θ) ∧ z‖A−1τ θ‖
}
λτ (du | θ) ν(dθ).
(23)
Finally, denote
h(d) = ⌊d/2⌋ + 1.
Theorem 2. Given τ > 0, suppose that under ν,
ess inf pτ (θ) ≥ −1, ess sup [pτ (θ) + 3]sτ (θ)
rτ (θ)
≤ 1 (24)
R∗ := ess sup ‖A−1τ θ‖rτ (θ) ≤ 1, S∗ := ess sup [pτ (θ) + h(d) + 1]‖A−1τ θ‖sτ (θ) ≤ 1 (25)
and for some q ≥ 5, κα,Xτ = κα,Tτ for 2 ≤ |α| < q and∫ ∞
0
s2q+2h(d)+d−1e−̺τ (1/s)s
2
ds <∞. (26)
Then
dTV(X,∆τ + Tτ ) ≤ G(d, q, τ)
q!
[∫
‖uA−1τ θ‖q1λτ (du,dθ) +
∫
‖uA−1τ θ‖q1γτ (du,dθ)
]
(27)
where ‖x‖1 stands for the L1 norm |x1|+ · · ·+ |xd| and
G(d, q, τ) = c(d, q)
√
1 +
∫ ∞
1/R∗
Ld,q(s)e−̺τ (1/s)s
2
ds
with c(d, q) being a constant only depending on (d, q) and Ld,q(s) a polynomial of order no greater
than 2q + 2h(d) + d− 1 whose coefficients are constants only depending on (d, q).
Remark.
1. Although Aτ appears in the bound, it is not used in the actual construction of Tτ or ∆τ , and
therefore does not generate a computational problem.
2. A drawback of the bound in Theorem 2 is that, although asymptotically, the error rate can be
significantly better than normal approximation, the constant coefficients in the bound, i.e.,
c(d, q) and those in Ld,q(s), are very large even for modest d. Perhaps alternative methods
for normal approximation (e.g. [3, 8, 28]) could be employed to improve these terms, or even
replace G(d, q, τ) with a universal constant that only depends on (d, q).
In Theorem 2, the inequalities in (24) are the easiest to establish. On the other hand, R∗ and
S∗ need more careful treatment as they involve Aτ . By (24), S
∗ may be bounded via R∗. The
main technical term in Theorem 2 is G(d, q, τ). The next result, which will be proved in Section
5.2, provides some simple criteria to bound R∗ and G(d, q, τ).
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Proposition 7. Under ν, the following statements are true.
1) Let c = c(Kν) > 0 be a square root of the smallest eigenvalue of Kν. Then supS ‖A−1τ θ‖ ≤
1/(cτ). If
lim
τ→0+
ess sup rτ (θ)/τ = 0, (28)
then R∗ = o(1) as τ → 0.
2) Given b > 1 and q ≥ 5, there is M =M(b, q,Kν) > 0, such that, if, in addition to (28),
lim sup
τ→0+
1
τ2
ess sup
∫
u2λτ (du | θ) < b, (29)
lim inf
r→0+
1
r2 ln(1/r)
ess inf
∫
u21 {u < r}λ(du | θ) > M, (30)
then (26) holds and G(d, q, τ) = c(d, q) + o(1) as τ → 0. (Note the variate in (30) is r, not τ .)
Example 5 (Continued). Note the assumption in (22). By rτ (θ) = J4(a(θ))τ
2/(2−a(θ)) , (28)
is satisfied. By
∫
u2λτ (du | θ) = J0(a(θ))rτ (θ)2−a(θ) = J(a(θ))τ2 for some J(a) ∈ C(0, 2), (29)
is satisfied. Since
∫
u21 {u < r} λ(du | θ) = r2−a(θ)/(2 − a(θ)), then (30) is satisfied no matter
the value of M . Thus we can apply Proposition 7. Since pτ (θ) = π(a(θ)) > 0 and (pτ (θ) +
3)sτ (θ)/rτ (θ) = (pτ (θ) + 3)J1(a) < 1, the conditions in (24) are satisfied. The last condition
we need to check that for small τ > 0, S∗ ≤ 1 in (25). However, by (24) and ess sup pτ (θ) =
ess supπ(a(θ)) <∞, S∗ = O(R∗) = o(1).
We now can apply Theorem 2. By ‖x‖1 ≤
√
d‖x‖ for x ∈ Rd and by ‖A−1τ θ‖ ≤ 1/(cτ), where
c is the constant in Proposition 7,∫
‖uA−1τ θ‖q1λτ (du,dθ) ≤ dq/2
∫
uq‖A−1τ θ‖q2λτ (du,dθ)
≤ dq/2(cτ)−q
∫
uqλτ (du,dθ)
= (cτ/
√
d)−q
∫
rτ (θ)
q−a(θ)
q − a(θ) ν(dθ) ≤ c
′τ (q−2)a0/(2−a0),
where c′ is a constant independent of τ . For
∫ ‖uA−1τ θ‖q1γτ (du,dθ), a similar bound holds. Com-
bining these bounds and Proposition 7, dTV(X,∆τ + Tτ ) = O(τ
(q−2)a0/(2−a0)), where q = 10.
Finally, we compare the computational complexity of the above PGN approximation and the
normal approximation for X [11]. To make a reasonable comparison, assume λ is direction in-
dependent, so that λ(du,dθ) = u−a−1ν(dθ), where a ∈ (0, 2) is a constant. Then given τ , both
approximations use rτ = J4(a)τ
2/(2−a) as the cut-off value for jump size and sample ∆τ , which
involves N1 ∼ Poisson(a−1(r−aτ −r−a0 )ν(S)) events. However, the PGN approximation also samples
Yτ , which involves another N2 ∼ Poisson(J(a)r−aτ ν(S)) events. As τ → 0, N2 = Op(N1), and hence
the approximations have the same order of complexity. On the other hand, by Theorem 2, the dTV
between X and ∆τ +Tτ is O(τ
8a/(2−a)), whereas the dTV between X and its normal approximation
is O(τ2a/(2−a)). Therefore, at least asymptotically, the PGN approximation has higher but the
same order of computational complexity as the normal approximation, and the extra complexity
may lead to significant improvement in error rate when a is not too small, e.g., a > 1/8.
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5 Proofs of main results
5.1 Univariate case
To prove Theorem 1, we can assume that∫ ∞
0
t2(q+1)e−2L(t,r) dt <∞. (31)
Otherwise, Qq+1 =∞ and the result is trivial. We need the following two lemmas.
Lemma 1. 1) Let ξ be i.d. with Ψξ(t) =
∫
(1+ itu− eitu) ν(du) and E|ξ|j <∞ for all j ≥ 1. Given
ǫ > 0, let Z ∼ N(0, ǫ2) be independent of ξ. Then ψξ+Z ∈ S (R).
2) Under condition (31), fXr ∈ Cq(R), and for 0 ≤ j ≤ q, f (j)Xr (x)→ 0 as |x| → ∞.
The second lemma is as follows. Note that it does not require matching of cumulants.
Lemma 2. Let Tr be defined as in Theorem 1, such that s(r) < 1/(p+3) and σ(r) > 0. Fix ǫ > 0.
Given A, B ≥ 0 with A+B = 1, let W be an i.d. random variable with
ΨW (t) = AΨXr(t) +BΨTr(t) + ǫ
2t2/2.
Let ξ =W/ν, where ν =
√
Aκ2,Xr +Bκ2,Tr . Then fξ ∈ S (R) and for j ≥ 1,∫
|f (j)ξ (x)|dx ≤ jIj−1(r) + Ij(r) + (1 + ǫ2/ν2)Ij+1(r),
where for j ≥ 0, Ij(r) ≥ 0 such that
Ij(r)
2 = ν2j+1
[
Γ(j + 1/2)
2D(r)2j+1
+
∫ ∞
1/r
t2je−2H(t,r) dt
]
,
with
D(r)2 = AC21κ2,Xr +B(C
2
1C2κ2,Yr + σ(r)
2),
H(t, r) =
AC21 t
2
2
∫
u<1/|t|
u2 λ(du) +
Bσ(r)2t2
2
.
To prove Theorem 1, by dTV(X,∆r + Tr) = dTV(∆r +Xr,∆r + Tr) ≤ dTV(Xr, Tr), it suffices
to show (13) for dTV(Xr, Tr). Let Z and Z
′ be i.i.d. N(0, 1) random variables independent of Xr
and Tr. Fix ǫ > 0. Letting h be a measurable function with ‖h‖∞ ≤ 1, our first goal is to bound
∆ǫ = E[h(Xr + ǫZ)− h(Tr + ǫZ ′)].
For n ≥ 2, we have representations
Xr + ǫZ = U2 + · · ·+ Un+1, Tr + ǫZ ′ = V1 + · · ·+ Vn,
(note the index of U starts at 2), where Ui and Vj, i, j = 1, . . . , n+1, are independent i.d. random
variables with
ΨUi(t) = n
−1ΨXr+ǫZ(t), ΨVi(t) = n
−1ΨTr+ǫZ′(t).
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For k = 1, . . . , n+ 1, let
Wk =
∑
1≤j<k
Vj +
∑
k<j≤n+1
Uj ,
and gk(x) = Eh(Wk + x). By Xr + ǫZ =W1 and Tr + ǫZ
′ =Wn+1, it is clear that
|∆ǫ| = |g1(0)− gn+1(0)|
≤ |E[g1(U1)− gn+1(Vn+1)]|+ |E[g1(U1)− g1(0)]| + |E[gn+1(Vn+1)− gn+1(0)]|. (32)
We bound the expectations on the last line separately. By Wk + Vk =Wk+1 + Uk+1,
h(W1 + U1)− h(Wn+1 + Vn+1) =
n+1∑
k=1
[h(Wk + Uk)− h(Wk + Vk)].
By independence, Eh(Wk +Uk) = Egk(Uk) and Eh(Wk + Vk) = Egk(Vk). Therefore, taking expec-
tation on both sides of the displayed identity yields
E[g1(U1)− gn+1(Vn+1)] =
n+1∑
k=1
E[gk(Uk)− gk(Vk)]. (33)
Denote ν = κ
1/2
2,Xr
. Let ξk =Wk/ν. By Lemma 1, fξk ∈ S (R). As a result,
gk(x) =
∫
h(νu+ x)fξk(u) du =
∫
h(νu)fξk(u− x/ν) du
is smooth. By Taylor expansion around 0,
gk(Uk)− gk(Vk) =
q−1∑
j=1
g
(j)
k (0)
j!
(U jk − V jk ) +
1
q!
[g
(q)
k (θ(Uk)Uk)U
q
k − g
(q)
k (θ(Vk)Vk)V
q
k ],
where θ(x) ∈ [0, 1]. By assumption, κj,Xr = κj,Tr for 1 ≤ j < q. Since κj,Uk = n−1κj,Xr+ǫZ =
n−1(κj,Xr + ǫ
21 {j = 2}), and likewise κj,Vk = n−1(κj,Tr + ǫ21 {j = 2}), then κj,Uk = κj,Vk for
1 ≤ j < q. As a result, EU jk = EV jk for 1 ≤ j < q and hence
E[gk(Uk)− gk(Vk)] = 1
q!
E[g
(q)
k (θ(Uk)Vk)U
q
k − g(q)k (θ(Vk)Vk)V qk ]
giving
|E[gk(Uk)− gk(Vk)]| ≤
‖g(q)k ‖∞
q!
[E|Uk|q + E|Vk|q]. (34)
Since g
(q)
k (x) = (−ν)−q
∫
h(νu)f
(q)
ξk
(u− x/ν) du, then
‖g(q)k ‖∞ ≤ ν−q
∫
|f (q)ξk (u)|du. (35)
Because
ΨWk(t) = (k − 1)ΨV1(t) + (n + 1− k)ΨU1(t)
=
n+ 1− k
n
ΨXr(t) +
k − 1
n
ΨTr(t) +
ǫ2t2
2
,
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we can apply Lemma 2 with ν2 = κ2,Xr = κ2,Tr , A = (n+1− k)/n and B = (k− 1)/n therein. By
definition of D(r) and H(t, r) in Lemma 2,
D(r)2 = AC21ν
2 +B(C21C2κ2,Yr + σ(r)
2) ≥ AC21ν2 +BC21C2(κ2,Yr + σ(r)2) ≥ C21C2ν2
and
H(t, r) =
AC21 t
2
2
∫
u<1/|t|
u2 λ(du) +
Bσ(r)2t2
2
≥ (A+B)t
2
2
min
{
C21
∫
u<1/|t|
u2 λ(du), σ(r)2
}
= L(t, r).
By definition of Qj(r) in Theorem 1 and definition of Ij(r) in Lemma 2, Ij(r)
2 ≤ Qj(r)2. By
condition (31), Qj(r)
2 <∞ for 0 ≤ j ≤ q + 1. Thus (35) and Lemma 2 give
‖g(q)k ‖∞ ≤ ν−q
[
qQq−1(r) +Qq(r) + (1 + ǫ
2/ν2)Qq+1(r)
]
:=Mǫ <∞.
Since Mǫ is independent of k, by (33) and (34),
|Eg1(U1)− Egn+1(Vn+1)| ≤
n+1∑
k=1
|E[gk(Uk)− gk(Vk)]| ≤ Mǫ
q!
n+1∑
k=1
(E|Uk|q + E|Vk|q).
Since the Le´vy measure of Xr has bounded support, E|Xr + ǫZ|q < ∞. Meanwhile, from (5),
E|Yr + ǫZ|q <∞. Then by Lemma 3.1 in [1],
n+1∑
k=1
E|Uk|q → |κ|q,Xr+ǫZ = |κ|q,Xr ,
n+1∑
k=1
E|Vk|q → |κ|q,Tr+ǫZ′ = |κ|q,Yr .
As a result,
lim sup
n→∞
|Eg1(U1)− Egn+1(Vn+1)| ≤ Mǫ
q!
(|κ|q,Xr + |κ|q,Yr). (36)
On the other hand, |E[g1(U1) − g1(0)]| ≤ ‖g′1‖∞E|U1|. Since EU21 = V(U1) = V(Xr + ǫZ)/n,
by Cauchy-Schwartz inequality, as n → ∞, E|U1| → 0. As in (35), ‖g′1‖∞ ≤ ν−1
∫ |f ′ξ1(u)|du. By
fξ1 ∈ S (R), ‖g′1‖∞ <∞. Since g1(x) = Eh(Xr + ǫZ + x) is a function independent of n, it follows
that E[g1(U1)− g1(0)]→ 0 as n→∞. Likewise, E[gn+1(Vn+1)− gn+1(0)]→ 0. Together with (32)
and (36), this implies
|Eh(Xr + ǫZ)− Eh(Tr + ǫZ ′)| ≤ Mǫ
q!
(|κ|q,Xr + |κ|q,Yr).
Let G ⊂ R be the union of a finite number of (ai, bi) and h(x) = 1 {x ∈ G}. By 2) of Lemma
1, P{Xr = ai or bi, some i} = 0. Then h(Xr + ǫZ) − h(Xr) → 0 a.s. as ǫ → 0+. On the
other hand, since Tr is the sum of Yr and an independent nonzero Gaussian random variable,
by 1) of Lemma 1, fTr ∈ S (R). As a result, h(Tr + ǫZ ′) − h(Tr) → 0 a.s. as ǫ → 0+. Also,
Mǫ →M := ν−q[qQq−1(r) +Qq(r) +Qq+1(r)]. Thus, by dominated convergence,
|P{Xr ∈ G} − P{Tr ∈ G}| ≤ M
q!
(|κ|q,Xr + |κ|q,Yr).
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Let A ⊂ R be measurable. Given δ > 0, there is R > 0, such that, letting B = A ∩ (−R,R),
P{Xr ∈ A \B}+ P{Tr ∈ A \B} < δ. Then there is an open G ⊃ B with ℓ(G \B) < δ, where ℓ is
the Lebesgue measure. G is the union of at most countably many disjoint open intervals (ai, bi).
Let Gk = ∪ki=1(ai, bi). Then
|P{Xr ∈ A} − P{Tr ∈ A}|
≤ |P{Xr ∈ Gk} − P{Tr ∈ Gk}|+ P{Xr ∈ G \Gk}+ P{Tr ∈ G \Gk}
+ P{Xr ∈ A \G}+ P{Tr ∈ A \G}+ P{Xr ∈ G \ A}+ P{Tr ∈ G \A}
≤ M
q!
(|κ|q,Xr + |κ|q,Yr ) + P{Xr ∈ G \Gk}+ P{Tr ∈ G \Gk}
+ P{Xr ∈ A \B}+ P{Tr ∈ A \B}+ (‖fXr‖∞ + ‖fTr‖∞) ℓ(G \B)
≤ M
q!
(|κ|q,Xr + |κ|q,Yr ) + P{Xr ∈ G \Gk}+ P{Tr ∈ G \Gk}
+ (1 + ‖fXr‖∞ + ‖fTr‖∞)δ.
By Lemma 1, ‖fXr‖∞ + ‖fTr‖∞ <∞. Then, letting k →∞ followed by δ → 0 yields
|P{Xr ∈ A} − P{Tr ∈ A}]| ≤ M
q!
(|κ|q,Xr + |κ|q,Yr).
This completes the proof of Theorem 1.
5.2 Multivariate case
We shall prove Theorem 2 by standardizing the random variables involved. First, we have the
following simple result.
Lemma 3. Let X be i.d. with Le´vy measure λ(du,dθ) in polar coordinates and A be a nonsingular
matrix. Then A−1X has Le´vy measure λ(J−1A (·)) and variance A−1V(X)A−1, where
JA(u, θ) =
(
‖A−1θ‖u, A
−1θ
‖A−1θ‖
)
, (u, θ) ∈ (0,∞)× S.
Furthermore, J−1A (u, θ) = JA−1(u, θ) = (‖Aθ‖u, Aθ/‖Aθ‖).
Proof. Denote h(z) = 1 + z − ez. For any t ∈ Rd,
ΨA−1X(t) = ΨX(A
−1t) =
∫
h(i〈A−1t, θ〉u)λ(du, dθ)
=
∫
h(i〈t, A−1θ〉u)λ(du, dθ) =
∫
h(i〈t, ω〉v)λ(du, dθ),
where (v, ω) = JA(u, θ). Then the lemma easily follows.
Recall Aτ = Σ
1/2
τ and K∗ = τ2A−1τ KνA
−1
τ , where Στ = V(Xτ ) = V(Tτ ). Let
X∗ = A−1τ Xτ , T
∗ = A−1τ Tτ , Y
∗ = A−1τ Yτ .
Then X∗ and T ∗ are standardized, i.e., EX∗ = ET ∗ = 0 and V(X∗) = V(T ∗) = I. It is easy to
check that if κα,Xτ = κα,Tτ for 2 ≤ |α| < q, then κα,X∗ = κα,T ∗ for 2 ≤ |α| < q. By Lemma 3,
X∗ and Y ∗ have Le´vy measures λ∗(du,dθ) = λτ (dv,dω) and γ
∗(du,dθ) = γτ (dv,dω), respectively,
where (v, ω) = J−1Aτ (u, θ), and T
∗ = Y ∗ + Z∗, where Z∗ ∼ N(0,K∗) is independent of Y ∗.
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Lemma 4. Under conditions (24) and (25), E‖X∗‖a <∞ and E‖Y ∗‖a <∞ for any a > 0.
The next lemma is analogous to Lemma 1.
Lemma 5. Given τ > 0, the following statements are true.
1) Under condition (24) and (25), for any a ≥ 0 and b ≥ 0 with a + b > 0 and ǫ > 0, if ξ is
i.d. with Ψξ = aΨX∗ + bΨY ∗ and Z ∼ N(0, ǫ2I) is independent of ξ, then ψξ+Z ∈ S (Rd).
2) Under condition (26), fX∗ ∈ Cq(Rd) and for each |α| ≤ q, f (α)X∗ (x)→ 0 as |x| → ∞.
The next lemma is analogous to Lemma 2.
Lemma 6. Given ǫ > 0 and A, B ≥ 0 with A+B = 1, let ξ be an i.d. random variable with
Ψξ(t) = AΨX∗(t) +BΨT ∗(t) + ǫ
2‖t‖2/2.
Then, under condition (25), for m ≥ 3,
max
|α|=m
∫
|f (α)ξ (x)|dx ≤ (1 + ǫ2/d)h(d)c(d,m)
√
1 +
∫ ∞
1/R∗
Ld,m(s)e−̺τ (1/s)s
2 ds,
where c(d,m) is a constant only depending on (d,m) and Ld,m(s) a polynomial of order no greater
than 2m+ 2h(d) + d− 1 whose coefficients are constants only depending on (d,m).
The proof of Theorem 2 is similar to the one for Theorem 1, so we will only give its sketch. By
dTV(X,∆τ + Tτ ) ≤ dTV(Xτ , Tτ ) = dTV(X∗, T ∗), it suffices to show (27) for dTV(X∗, T ∗). Let Z
and Z ′ ∈ Rd be i.i.d. N(0, I) random variables independent of X∗ and T ∗. Given ǫ > 0, for n ≥ 2,
X∗ + ǫZ = U2 + · · ·+ Un+1, T ∗ + ǫZ ′ = V1 + · · · + Vn,
where Ui and Vj are independent and i.d. with ΨUi = n
−1ΨX∗r+ǫZ and ΨVj = n
−1ΨT ∗r +ǫZ′. Let
Wk = V1 + · · · + Vk−1 + Uk+1 + · · · + Un+1. Given a measurable function h with ‖h‖∞ ≤ 1, let
gk(x) = Eh(Wk + x). Then
|E[h(X∗ + ǫZ)− h(Y ∗ + ǫZ ′)]|
≤
n+1∑
k=1
|E[gk(Uk)− gk(Vk)]|+ |E[g1(U1)− g1(0)]| + |E[gn+1(Vn+1)− gn+1(0)]|
Since gk(x) =
∫
h(u)fWk(u− x) du and ‖h‖∞ ≤ 1, by Lemma 5, gk ∈ C∞. Then
gk(Uk)− gk(Vk) =
∑
|α|<q
g
(α)
k (0)
α!
(Uαk − V αk ) +
∑
|α|=q
1
α!
[g
(α)
k (θ(Uk)Uk)U
α
k − g(α)k (θ(Vk)Vk)V αk ],
where θ(x) ∈ [0, 1]. Since EUαk = EV αk for 2 ≤ |α| < q, then
|E[gk(Uk)− gk(Vk)]| ≤
∑
|α|=q
‖g(α)k ‖∞
α!
[E|Uαk |+ E|V αk |].
By Lemma 6, for |α| = q,
‖g(α)k ‖∞ ≤
∫
|f (α)Wk (u)|du ≤ (1 + ǫ
2/d)h(d)G(d, q, τ),
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which is finite by (26). Note |uα| ≤ ‖u‖q. Then by Lemma 4 and Proposition 1, as n→∞,
n+1∑
k=1
E|U (α)k | → |κ|α,X∗ ,
n+1∑
k=1
E|V (α)k | → |κ|α,Y ∗ .
From here, an argument similar to that for Theorem 1 leads to
dTV(X
∗, T ∗) ≤ G(d, q, τ)
∑
|α|=q
|κ|α,X∗ + |κ|α,Y ∗
α!
.
Since ∑
|α|=q
|κ|α,X∗
α!
=
∑
|α|=q
1
α!
∫
|(uθ)α|λ∗(du,dθ)
=
∑
|α|=q
1
α!
∫
|(uA−1τ θ)α|λτ (du,dθ) =
1
q!
∫
‖(uA−1τ θ)‖q1 λτ (du,dθ)
and a similar expression holds for
∑
|α|=q |κ|α,T ∗/α!, the proof of Theorem 2 is then complete.
Proof of Proposition 7. 1) By τ2Kν ≤ Στ , the smallest eigenvalue of Στ is at least τ2c(Kν)2,
yielding the first assertion and R∗ = O(ess sup rτ (θ)/τ). Then by (28), R
∗ → 0 as τ → 0+.
2) By condition (29), for small τ > 0, Στ =
∫
θθ′ ν(dθ)
∫
u2λτ (du | θ) ≤ bτ2Kν and hence
τ2Kν ≥ c1Στ , (37)
where c1 = 1/b > 0. Denote
gτ (s, θ) =
∫
u21
{
u < rτ (θ) ∧ 1‖A−1τ θ‖s
}
λ(du | θ).
Then Mτ (1/s) =
∫
θθ′gτ (s, θ) ν(dθ). If 1/R
∗ < s < 1
‖A−1τ θ‖rτ (θ)
, then by definition of rτ (θ),
gτ (s, θ) =
∫
u21 {u < rτ (θ)} λ(du | θ) = τ2.
If s ≥ 1
‖A−1τ θ‖rτ (θ)
, then by ‖A−1τ θ‖ ≤ 1/(cτ) and condition (30), with M to be determined,
gτ (s, θ) =
∫
u21
{
u <
1
‖A−1τ θ‖s
}
λ(du | θ) ≥
∫
u21
{
u <
cτ
s
}
λ(du | θ) ≥ c
2τ2M
s2
ln
s
cτ
,
Thus, for s > 1/R∗, gτ (s, θ) ≥ τ2Fτ (s), where
Fτ (s) = min
{
1,
c2M
s2
ln
s
cτ
}
,
and as a result, by (37), Mτ (1/s) ≥ τ2Fτ (s)Kν ≥ c1Fτ (s)Στ , giving A−1τ Mτ (1/s)A−1τ ≥ c1Fτ (s).
Also, by (37), K∗ = τ2A−1τ KνA
−1
τ ≥ c1I. Thus, there is c2 = c2(b,Kν) > 0, such that for τ > 0
small enough and s > 1/R∗,
̺τ (1/s)s
2 ≥ c2Fτ (s)s2 = c2min
{
s2, c2M ln
s
cτ
}
.
If M > 0 is large enough so that c2c
2M > 2q + 2h(d) + d, then∫ ∞
1/R∗
s2q+2h(d)+d−1e−̺τ (1/s)s
2
ds ≤
∫ ∞
1/R∗
s2q+2h(d)+d−1
{
e−c2s
2
+
( s
cτ
)−c2c2M}
ds
is o(1) as τ → 0. It then easily follows that G(d, q, τ) = c(d, q) + o(1).
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6 Proofs of auxiliary results
6.1 Proposition 1
Given 0 < a < b <∞, let 0 ≤ h(u) ≤ 1 be a continuous function with compact support in Rd \{0},
such that h(u) = 1 if ‖u‖ ∈ [a, b]. As pointed out in Section 2.2,
lim
n→∞
nE[h(Un)f(Un)] =
∫
h(u)f(u)λ(du) <∞,
lim
n→∞
nE[h(Un)g(‖Un‖)] =
∫
h(u)g(‖u‖)λ(du) <∞.
From the second line and monotone convergence it follows that
lim inf
n→∞
nE[g(‖Un‖)] ≥
∫
g(‖u‖)λ(du).
Clearly, f ∈ L1(λ) if g(‖u‖) ∈ L1(λ). Furthermore,
|nE[f(Un)]− nE[h(Un)f(Un)]| ≤ nE[(1− h(Un))g(‖Un‖)]
≤ nE[g(‖Un‖)1 {‖Un‖ ≤ a or ‖Un‖ ≥ b}].
Therefore, to prove the lemma, it suffices to show
lim sup
n→∞
nE[g(‖Un‖)1 {‖Un‖ ≤ a}]→ 0, as a→ 0+, (38)
lim sup
n→∞
nE[g(‖Un‖)1 {‖Un‖ ≥ b}]→ 0, as b→∞. (39)
Let m(a) = sup0<‖t‖≤a g(t)/t
2. For n ≥ 1, since V(Un) = V(X)/n and EUn = EX/n,
nE[|g(‖Un‖)1 {‖Un‖ ≤ a}] ≤ m(a)nE[‖Un‖2]
= m(a)n[tr(V(Un)) + ‖EUn‖2]
= m(a)[tr(V(X)) + ‖EX‖2/n].
Since m(a)→ 0, then (38) follows. Next, since g is continuous and non-decreasing,
nE[g(‖Un‖)1 {‖Un‖ ≥ b}] =
∫ ∞
0
nP{g(‖Un‖) ≥ s, ‖Un‖ ≥ b}ds
=
∫ ∞
0
nP{‖Un‖ ≥ g∗(s) ∨ b}ds, (40)
where g∗(s) = inf{x : g(x) ≥ s}. By Markov inequality,
nP{‖Un‖ ≥ x} ≤ nE‖Un‖
2
x2
=
tr(V(X)) + ‖EX‖2/n
x2
.
Therefore, for large x > 0, nP{‖Un‖ ≥ x} ≤ 1. Since c0t ≤ 1 − (1 − t/n)n for t ∈ [0, 1], where
c0 > 0 is a universal constant, then
c0nP{‖Un‖ ≥ x} ≤ 1− (1− P{‖Un‖ ≥ x})n = P
{
max
1≤k≤n
‖Un,k‖ ≥ x
}
(41)
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where Un,k are i.i.d. ∼ Un.
First, supposeX is asymmetric. Let Vn1, . . . , Vnn ∼ Un be another set of i.i.d. random variables
which are also independent of Unk. Fix δ ∈ (0, 1). By setting b > 0 even larger, for all x ≥ b,
P
{
max
1≤k≤n
‖Vnk‖ < δx
}
≥ 1− nP{‖Un‖ ≥ δx} ≥ 1/2.
As a result,
c0nP{‖Un‖ ≥ x} ≤ 2P
{
max
1≤k≤n
‖Unk‖ ≥ x
}
P
{
max
1≤k≤n
‖Vnk‖ < δx
}
≤ 2P
{
max
1≤k≤n
‖Unk − Vnk‖ ≥ (1− δ)x
}
≤ 4P{‖X ′‖ ≥ (1− δ)x}
where the last line is due to the symmetry of Unk − Vnk and [25], Proposition 2.3. Thus, by (40),
nE[g(‖Un‖)1 {‖Un‖ ≥ b}] ≤ 4
c0
∫ ∞
0
P
{‖X ′‖
1− δ ≥ g
∗(s) ∨ b
}
ds
=
4
c0
∫ ∞
0
P
{
g
(‖X ′‖
1− δ
)
≥ s, ‖X
′‖
1− δ ≥ b
}
ds
=
4
c0
E
[
g
(‖X ′‖
1− δ
)
1
{‖X ′‖ ≥ (1− δ)b}] .
If E[g(c‖X ′‖)] < ∞ for some c > 1, then by choosing δ > 0 with 1/(1 − δ) < c, it is seen (39)
holds. Moreover, since g(‖x− y‖) ≤ g(2‖x‖) + g(2‖y‖), E[g(c‖X ′‖)] ≤ 2E[g(2c‖X‖)], and hence
(39) holds once E[g(2c‖X‖)] <∞.
Finally, if X is symmetric, then Un is symmetric and from (41) and [25], Proposition 2.3,
c0nP{‖Un‖ ≥ x} ≤ 2P{‖X‖ ≥ x}. Then by similar argument, (39) holds once E[g(‖X‖)] <∞.
6.2 Lemmas for univariate case
Proof of Lemma 1. 1) From the assumption,
∫ |u|j λ(du) < ∞ for all j ≥ 2. Then by dominated
convergence, Ψξ ∈ C∞(R) with Ψ(j)ξ (t) =
∫
(1 {j = 1}−eitu)(iu)j ν(du) for j ≥ 1. By |1−eix| ≤ |x|
for x ∈ R, |Ψ′ξ(t)| ≤ κ2,ξ|t|. Clearly, |Ψ(j)ξ (t)| ≤ |κ|j,ξ for j ≥ 2. Since ψξ+Z(t) = exp(−Ψξ(t) −
ǫ2t2/2), then for j ≥ 0, ψ(j)ξ+Z(t) = Pj(Ψ′ξ(t), . . . ,Ψ(j)ξ (t), t)ψξ(t) exp(−ǫ2t2/2), where Pj(z) is a
multivariate polynomial in z = (z1, . . . , zj+1) of order j. It follows that |ψ(j)ξ+Z(t)| = O(|t|je−ǫ
2t2/2)
and hence for any p ≥ 0, |t|p|ψ(j)ξ+Z(t)| → 0 as |t| → ∞, which yields the proof.
2) For |t| ≥ 1/r,
Re[ΨXr(t)] =
∫
|u|<r
(1− cos tu)λ(du) ≥
∫
|u|<1/|t|
(1− cos tu)λ(du).
Then by 1− cosx ≥ C1x2/2 for |x| ≤ 1,
Re[ΨXr(t)] ≥
C21 t
2
2
∫
u<1/|t|
u2 λ(du) ≥ L(t, r).
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On the other hand, by Cauchy-Schwartz inequality,
∫
|t|≥1/r
|t|q|ψXr (t)|dt ≤
(∫
dt
1 + t2
)1/2(∫
|t|≥1/r
(1 + t2)t2q|ψXr (t)|2 dt
)1/2
≤ √π
(∫
(1 + t2)t2qe−2L(t,r) dt
)1/2
Then by (31), |t|q|ψXr(t)| ∈ L1(R) and the proof follows from Proposition 28.1 of [31].
To prove Lemma 2, we need a type of inequalities that are known (cf. [5], Lemma 11.6). Since
the expression of (f̂)(j) becomes complicated rapidly as j increases, the following specific form is
used to reduce the maximum order of derivative involved.
Lemma 7. Let f ∈ S (R) and ψ(t) = f̂ . Then for j ≥ 1,∫
|f (j)(x)|dx
≤ 1√
2
[(∫
|tjψ(t)|2 dt
)1/2
+ j
(∫
|tj−1ψ(t)|2 dt
)1/2
+
(∫
|tjψ′(t)|2 dt
)1/2]
.
Proof. By Cauchy-Schwartz and Minkowski inequalities,∫
|f (j)(x)|dx ≤
(∫
dx
1 + x2
)1/2(∫
|f (j)(x)|2(1 + x2) dx
)1/2
≤ √π
[(∫
|f (j)(x)|2 dx
)1/2
+
(∫
|xf (j)(x)|2 dx
)1/2]
=
1√
2
[(∫
|tjψ(t)|2 dt
)1/2
+
(∫
|(tjψ(t))′|2 dt
)1/2]
,
where the last line follows from Plancherel theorem and the fact that Fourier transforms of f (j)(x)
and xjf(x) are (−it)jψ(t) and (−i)jψ(j)(t), respectively ([18], p. 100-102). The proof is complete
by applying Minkowski inequality to the last integral.
Proof of Lemma 2. We only consider the case where sppt(λ) ⊂ R+. The proof for the symmetric
case is similar. For brevity, write f = fξ, ψ = ψξ, and Ψ = Ψξ. By Lemma 1, f , ψ ∈ S (R). Write
M = ǫ2 +Bσ(r)2. Then
Re[Ψ(t)] = Re[ΨW (t/ν)] =
∫
(1− cos tu/ν)[Aλr(du) +Bγr(du)] + Mt
2
2ν2
.
If |t| ≤ ν/r, then |tu|/ν ≤ 1 for 0 ≤ u < r. Since 1− cos x ≥ C21x2/2 for |x| ≤ 1,
Re[Ψ(t)] ≥ C
2
1 t
2
2ν2
∫ r
0
u2[Aλr(du) +Bγr(du)] +
Mt2
2ν2
=
AC21κ2,Xr t
2
2ν2
+
BC21m(r)s(r)
p+3t2
2ν2
∫ r/s(r)
0
up+2e−u du+
Mt2
2ν2
.
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Since s(r) < r/(p+ 3),∫ r/s(r)
0
up+2e−u du ≥
∫ p+3
0
up+2e−u du ≥ C2Γ(p+ 3).
Then by Γ(p+ 3)m(r)s(r)p+3 = κ2,Yr ,
Re[Ψ(t)] ≥ AC
2
1κ2,Xr t
2
2ν2
+
BC21m(r)s(r)
p+3C2Γ(p+ 3)t
2
2ν2
+
Mt2
2ν2
≥ AC
2
1κ2,Xr t
2
2ν2
+
BC21C2κ2,Yr t
2
2ν2
+
Bσ(r)2t2
2ν2
=
D(r)2t2
2ν2
.
If |t| > ν/r, then r > ν/|t| and
Re[Ψ(t)] ≥ AC
2
1 t
2
2ν2
∫
u<ν/|t|
u2λ(du) +
Bσ(r)2t2
2ν2
= H(t/ν, r).
Therefore, for j ≥ 0,∫
|tjψ(t)|2 dt = 2
∫ ∞
0
t2je−2Re[Ψ(t)] dt
≤ 2
∫ ν/r
0
t2je−D(r)
2t2/ν2 dt+ 2
∫ ∞
ν/r
t2je−2H(t/ν,r) dt
≤ 2
∫ ∞
0
t2je−D(r)
2t2/ν2 dt+ 2ν2j+1
∫ ∞
1/r
t2je−2H(t,r) dt
≤ ν
2j+1Γ(j + 1/2)
D(r)2j+1
+ 2ν2j+1
∫ ∞
1/r
t2je−2H(t,r) dt = 2Ij(r)
2. (42)
Next, ψ′(t) = −Ψ′(t)ψ(t), with
Ψ′(t) =
i
ν
∫
(1− eitu/ν)u [Aλr(du) +Bγr(du)] + Mt
ν2
.
By |1− eix| ≤ |x| for all x ∈ R,
|Ψ′(t)| ≤ t
ν2
∫
u2 [Aλr(du) +Bγr(du)] +
Mt
ν2
=
Aκ2,Xr t
ν2
+
Bκ2,Yr t
ν2
+
(ǫ2 +Bσ(r)2)t
ν2
=
(Aκ2,Xr +Bκ2,Tr)t
ν2
+
ǫ2t
ν2
= (1 + ǫ2/ν2)t.
As a result, ∫
|tjψ′(t)|2 dt =
∫
|tjΨ′(t)ψ(t)|2 dt
≤ (1 + ǫ2/ν2)2
∫
|tj+1ψ(t)|2 dt ≤ 2(1 + ǫ2/ν2)2Ij+1(r)2. (43)
The proof is complete by combining Lemma 7, (42) and (43).
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6.3 Lemmas for multivariate case
In this section, we prove Lemmas 4 – 6. Recall that X∗ = A−1τ Xτ and Y
∗ = A−1τ Yτ have Le´vy mea-
sures λ∗(du,dθ) = λτ (dv,dω) and γ
∗(du,dθ) = γτ (dv,dω), respectively, where (v, ω) = J
−1
Aτ
(u, θ),
i.e. v = ‖Aτθ‖u, ω = Aτθ/‖Aτθ‖. Note that
vω = uAτθ, ‖A−1τ ω‖ =
1
‖Aτθ‖ .
Then
λ∗(du,dθ) = 1 {v < rτ (ω)} λ(dv |ω) ν(dω) = 1 {u < r∗(θ)}λ∗(du | θ) ν∗(dθ),
where
r∗(θ) = rτ (ω)/‖Aτθ‖ = ‖A−1τ ω‖rτ (ω), λ∗(du | θ) = λ(dv |ω), ν∗(dθ) = ν(dω).
Similarly,
γ∗(du,dθ) = mτ (ω)1 {v > 0} vpτ (ω)e−v/sτ (ω) dv ν(dω)
= mτ (ω)1 {u > 0} ‖Aτθ‖pτ (ω)+1upτ (ω)e−‖Aτ θ‖u/sτ (ω) du ν(dω)
= m∗(θ)1 {u > 0}up∗(θ)e−u/s∗(θ) du ν∗(dθ),
where
m∗(θ) = mτ (ω)‖Aτθ‖pτ (ω)+1, p∗(θ) = pτ (ω), s∗(θ) = sτ (ω)/‖Aτ θ‖ = ‖A−1τ ω‖sτ (ω).
Therefore,
γ∗(du,dθ) = γ∗(du | θ)ν∗(θ), with γ∗(du | θ) = m∗(θ)1 {u > 0}up∗(θ)e−u/s∗(θ) du.
Lemma 8. If (24) holds under ν, then
ess inf p∗(θ) > −2, ess sup [p
∗(θ) + 3]s∗(θ)
r∗(θ)
≤ 1, under ν∗.
Furthermore, for R∗ and S∗ in (25) defined under ν, we have
R∗ = ess sup r∗(θ), S∗ = ess sup[p∗(θ) + h(d) + 1]s∗(θ), under ν∗.
Finally, for ̺τ (a) is defined in (23), we have
̺τ (z) = smallest eigenvalue of C
2
1M
∗(z) and K∗
with M∗(z) =
∫
u2θθ′1 {u < r∗(θ) ∧ z}λ∗(du,dθ).
Proof. The lemma is straightforward except for the assertion on ̺τ (a). By change of variable
(u, θ) = JAτ (v, ω),
AτM
∗(z)Aτ =
∫
(uAτθ)(uAτθ)
′1 {u < r∗(θ) ∧ z} λ∗(du,dθ)
=
∫
(vω)(vω)′1
{‖A−1τ ω‖v < (‖A−1τ ω‖rτ (ω)) ∧ z} λτ (dv,dω).
Since the right hand side isMτ (z),M
∗(z) = A−1τ M(z)A
−1
τ . Then the assertion on ̺τ (z) follows.
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Proof of Lemma 4. Fix a ≥ 3. Since the Le´vy measure λ∗ of X∗ has bounded support according
to condition (25) and Lemma 8, E‖X∗‖a <∞.∫
uaγ∗(du,dθ) =
∫
m∗(θ)ν(dθ)
∫
up
∗(θ)+ae−u/s
∗(θ) du
=
∫
m∗(θ)Γ(p∗(θ) + a+ 1)s∗(θ)p
∗(θ)+a+1 ν(dθ).
Letting
b = ess sup
Γ(p∗(θ) + a+ 1)s∗(θ)a−2
Γ(p∗(θ) + 3)
,
then, by the construction of Y ∗,∫
uaγ∗(du,dθ) ≤ b
∫
m∗(θ)Γ(p∗(θ) + 3)s∗(θ)p
∗(θ)+3 ν(dθ)
= b
∫
ν(dθ)
∫
u2λ∗τ (du | θ) = b
∫
u2λ∗(du,dθ).
Since b ≤ ess sup[(p∗(θ) + a)s∗(θ)]a−2 and by conditions (24) and (25) as well as Lemma 8,
ess sup[(p∗(θ) + a)s∗(θ)] ≤ ess sup p
∗(θ) + a
p∗(θ) + 3
<∞,
then b <∞. Thus ∫ uaγ∗(du,dθ) <∞, giving E‖Y ∗‖a <∞.
Lemma 9. Given τ > 0, under conditions (24) and (25), ΨX∗ and ΨY ∗ ∈ C∞(Rd) such that
|∂jΨX∗(t)| ≤ d‖t‖, |∂jΨT ∗(t)| ≤ d‖t‖, j = 1, . . . , d
and for |α| ≥ 2,
|∂αΨX∗(t)| ≤ (R∗)|α|−2d, |∂αΨT ∗(t)| ≤
(
S∗ ess sup
p∗(θ) + |α|
p∗(θ) + h(d) + 1
)|α|−2
d.
In particular, if 2 ≤ |α| ≤ h(d), then |∂αΨT ∗(t)| ≤ (S∗)|α|−2d.
Proof. By Lemma 4,
∫ ‖u‖aλ∗(du,dθ) < ∞ for a ≥ 2, so by dominated convergence, ΨX∗ ∈
C∞(Rd), ∂jΨX∗(t) =
∫
iuθj(1− eiu〈t,θ〉)λ∗(du,dθ), and ∂αΨX∗(t) = −
∫
(iuθ)αeiu〈t,θ〉 λ∗(du,dθ) for
|α| ≥ 2. For ΨY ∗ , similar formulas hold. From |∂jΨX∗(t)| ≤ ‖t‖
∫
u2 λ∗(du,dθ) = ‖t‖tr(V(X∗)),
the first inequality follows. Likewise, |∂jΨY ∗(t)| ≤ ‖t‖tr(V(Y ∗)). Together with 12 |∂j(t′K∗t)| ≤
‖K∗t‖ ≤ ‖t‖tr(K∗), this implies the second inequality. Next, for |α| ≥ 2, from
|∂αΨX∗(t)| ≤
∫
u|α| 1 {u ≤ r∗(θ)}λ∗(du,dθ)
≤ (R∗)|α|−2
∫
u2 λ∗(du,dθ) = (R∗)|α|−2tr(V(X∗)),
the third inequality follows. Finally, for |α| ≥ 2, let
C = ess sup
[
s∗(θ)|α|−2
Γ(p∗(θ) + |α|+ 1)
Γ(p∗(θ) + 3)
]
.
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Then by Lemma 8,
|∂αΨY ∗(t)| ≤
∫
ν∗(dθ)
∫ ∞
0
u|α| γ∗(du | θ)
=
∫
m∗(θ)[s∗(θ)]p
∗(θ)+|α|+1Γ(p∗(θ) + |α|+ 1) ν∗(dθ)
≤ C
∫
m∗(θ)[s∗(θ)]p
∗(θ)+3Γ(p∗(θ) + 3) ν∗(dθ)
= C
∫
u2 γ∗(du,dθ) = Ctr(V(Y ∗)).
Since |α| ≥ 2, then by (25) and Lemma 8,
C ≤ [ess sup s∗(θ)(p∗(θ) + |α|)]|α|−2 ≤
(
S∗ ess sup
p∗(θ) + |α|
p∗(θ) + h(d) + 1
)|α|−2
.
Also, |∂αΨZ∗(t)| ≤ tr(K∗)1 {|α| = 2}. We therefore get the last inequality.
Lemma 10. Let C1 and C2 be the same constants defined in Section 3.2. Given τ > 0, under
conditions (24) and (25), the following statements are true.
1) If ‖t‖ ≤ 1/R∗, then
Re[ΨX∗(t)] ≥ C
2
1‖t‖2
2
, Re[ΨT ∗(t)] ≥ C
2
1C2‖t‖2
2
.
2) If ‖t‖ > 1/R∗, then
Re[ΨX∗(t)] ≥ ̺τ (1/‖t‖)‖t‖
2
2
, Re[ΨT ∗(t)] ≥ t
′K∗ t
2
.
Proof. 1) Given ‖t‖ ≤ 1/R∗, by Lemma 8, for ν∗-a.e. θ ∈ S and 0 < u < r∗(θ), |〈t, θ〉u| ≤
|〈t, θ〉|r∗(θ) ≤ 1, yielding 1− cos(〈t, θ〉u) ≥ C21 〈t, θ〉2u2/2. Therefore,
Re[ΨX∗(t)] =
∫
[1− cos(〈t, θ〉u)]1 {u < r∗(θ)}λ∗(du | θ) ν∗(dθ)
≥ C
2
1
2
∫
〈t, θ〉2u21 {u < r∗(θ)}λ∗(du | θ) ν∗(dθ) = C
2
1
2
∫
〈t, θ〉2u2 λ∗(du,dθ).
Since the last integral equals t′V(X∗)t = ‖t‖2, we get the first inequality in 1). Next, by (25) and
Lemma 8, for ν∗-a.e. θ ∈ S and 0 < u ≤ s∗(θ)[p∗(θ) + 3], |〈t, θ〉u| ≤ ‖t‖u ≤ r∗(θ)/R∗ ≤ 1. Then∫ ∞
0
[1− cos(〈t, θ〉u)]γ∗(du | θ) ≥
∫ s∗(θ)[p∗(θ)+3]
0
[1− cos(〈t, θ〉u)] γ∗(du | θ)
≥ C
2
1
2
∫ s∗(θ)[p∗(θ)+3]
0
〈t, θ〉2u2 γ∗(du | θ)
≥ C
2
1C2
2
∫ ∞
0
〈t, θ〉2u2 γ∗(du | θ).
Then
Re[ΨY ∗(t)] =
∫
[1− cos(〈t, θ〉u)] γ∗(du | θ) ν∗(dθ)
≥ C
2
1C2
2
∫
〈t, θ〉2u2 γ∗(du,dθ) = C
2
1C2
2
t′V(Y ∗)t
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and hence
Re[ΨT ∗(t)] = Re[ΨY ∗(t)] + Re[ΨZ∗(t)]
≥ C
2
1C2
2
t′V(Y ∗)t+
1
2
t′K∗t ≥ C
2
1C2
2
t′[V(Y ∗) +K∗]t.
Since V(Y ∗) +K∗ = V(T ∗) = I, then the second inequality in 1) follows.
2) The first inequality follows from
Re[ΨX∗(t)] ≥
∫
[1− cos(〈t, θ〉u)]1
{
u < r∗(θ) ∧ 1‖t‖
}
λ∗(du,dθ)
≥ C
2
1
2
∫
〈t, θ〉2u21
{
u < r∗(θ) ∧ 1‖t‖
}
λ∗(du,dθ) =
t′M∗(1/‖t‖)t
2
and Lemma 8, while the second one from Re[ΨT ∗(t)] ≥ Re[ΨZ∗(t)] = t′K∗t/2.
Proof of Lemma 5. The proof for 1) is completely similar to that for 1) of Lemma 1, except that
it is based on Lemma 9. To prove 2), let k = h(d). By Cauchy-Schwartz inequality,∫
‖t‖q|ψX∗(t)|dt ≤
(∫
‖t‖2q(1 + ‖t‖2k)|ψX∗(t)|2 dt
)1/2(∫ dt
1 + ‖t‖2k
)1/2
.
The second factor on the right hand side is finite. By 2) of Lemma 10, for ‖t‖ > 1/R∗, |ψX∗(t)| ≤
exp{−Re[ΨX∗(t)]} ≤ exp{−̺τ (1/‖t‖)‖t‖2/2}. Then∫
‖t‖>1/R∗
‖t‖2q(1 + ‖t‖2k)|ψX∗(t)|2 dt ≤
∫
‖t‖>1/R∗
‖t‖2q(1 + ‖t‖2k)e−̺τ (1/‖t‖)‖t‖2 dt
≤ c(d)
∫
s2q+d−1(1 + s2k)e−̺τ (1/s)s
2
ds,
where c(d) is a universal constant. Then by condition (26), ‖t‖q|ψX∗(t)| ∈ L1(Rd) and the proof
follows from Proposition 28.1 of [31].
To prove Lemma 6, we use the following variant of Lemma 11.6 of [5] which involves lower order
of partial derivatives.
Lemma 11. For m ≥ 1, there is a constant c1(d,m), such that for f ∈ S (Rd),
max
|α|=m
∫
|f (α)(x)|dx ≤ c1(d,m)max
{√∫
|tβ∂ji f̂(t)|2 dt : |β| ≤ m, 1 ≤ i ≤ d, 0 ≤ j ≤ h(d)
}
.
Proof. Denote k = h(d) and w(x) = x2k1 + · · · + x2kn . By Cauchy-Schwartz inequality,∫
|f (α)(x)|dx ≤
√∫
dx
1 +w(x)
√∫
|f (α)(x)|2(1 + w(x)) dx.
First, ∫
dx
1 + w(x)
≤ d
∫
dx1
1 + x2k1
∫
0≤|xi|≤|x1|
dx2 · · · dxk = d2d
∫ ∞
0
xd−1 dx
1 + x2k
= c′(d).
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Next, by Plancherel theorem and properties of the Fourier transform ([18], p. 100-102),∫
|f (α)(x)|2(1 + w(x)) dx =
∫
|f (α)(x)|2 dx+
d∑
i=1
∫
|xki f (α)(x)|2 dx
=
∫
|tαf̂(t)|2 dt+
d∑
i=1
∫
|∂ki [tαf̂(t)]|2 dt,
so by
√
a+ b ≤ √a+
√
b for a, b ≥ 0,√∫
|f (α)(x)|2(1 +w(x)) dx ≤
√∫
|tαf̂(t)|2 dt+
d∑
i=1
√∫
|∂ki [tαf̂(t)]|2 dt.
Since for each i = 1, . . . , d,
∂ki [t
αf̂(t)] =
∑
0≤j≤αi∧k
(
k
j
)
∂ji t
α · ∂k−ji f̂(t)
=
∑
0≤j≤αi∧k
(
k
j
)
αi!
(αi − j)! t
αt−ji ∂
k−j
i f̂(t),
by Minkowski inequality, the desired inequality follows.
Finally, notice that for k ≥ 1, there is a unique multivariate polynomial of x = (x1, . . . , xk) ∈ Ck,
Pk(x) =
∑
i∈Ik
aix
i, with ai ∈ Z+,
where Ik = {i = (i1, . . . , ik) ∈ Zk+ :
∑k
j=1 jij = k}, such that for any k-times differentiable function
Ψ on R, letting ψ = exp(Ψ),
ψ(k) = Pk(Ψ
′,Ψ′′, . . . ,Ψ(k))ψ =
∑
i∈Ik
ai1i2···ik(Ψ
′)i1(Ψ′′)i2 · · · (Ψ(k))ikψ. (44)
Note that if Ψ(t) = −t2/2, then (−1)kPk(Ψ′(t), . . . ,Ψ(k)(t)) is the kth-order Hermite polynomial.
Proof of Lemma 6. Denote k = h(d). By Lemma 5, fξ ∈ S (Rd). By Lemma 9, for i = 1, . . . , d
|∂iΨξ(t)| ≤ A|∂iΨX∗(t)|+B|∂iΨT ∗(t)|+ ǫ2‖t‖ ≤ (d+ ǫ2)‖t‖
and for 2 ≤ j ≤ k,
|∂jiΨξ(t)| ≤ A|∂jiΨX∗(t)|+B|∂jiΨT ∗(t)|+ ǫ21 {j = 2}
≤ (R∗)j−2Ad+ (S∗)j−2Bd+ ǫ21 {j = 2}
≤ Ad+Bd+ ǫ21 {j = 2} ≤ d+ ǫ2.
Thus, by (44), |∂ji ψξ(t)| ≤ (d + ǫ2)jPj(‖t‖, 1, 1, . . . , 1)|ψξ(t)|. Since Pj(x, 1, . . . , 1) is a jth-order
polynomial of x ∈ C with coefficients only depending on j, there is a polynomial h(x) = hd,m(x) of
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order no greater than 2m+ 2k with coefficients only depending on (d,m), such that for all β with
|β| ≤ m, i = 1, . . . , d and 0 ≤ j ≤ k,∫
|tβ∂ji ψξ(t)|2 dt ≤ (d+ ǫ2)2k
∫
h(‖t‖)|ψξ(t)|2 dt.
Write
I1 =
∫
1 {‖t‖ ≤ 1/R∗}h(‖t‖)|ψξ(t)|2 dt, I2 =
∫
1 {‖t‖ > 1/R∗}h(‖t‖)|ψξ(t)|2 dt.
By 1) of Lemma 10, for ‖t‖ ≤ 1/R∗,
Re[Ψξ(t)] ≥ ARe[ΨX∗(t)] +BRe[ΨT ∗(t)] ≥ C21C2‖t‖2/2.
Then
I1 ≤
∫
h(‖t‖) exp{−2Re[Ψξ(t)]}dt ≤
∫
h(‖t‖) exp{−C21C2‖t‖2}dt = c′(d,m).
On the other hand, by 2) of Lemma 10, for ‖t‖ > 1/R∗,
Re[Ψξ(t)] ≥ ARe[ΨX∗(t)] +BRe[ΨT ∗(t)] ≥ ̺τ (1/‖t‖)‖t‖2/2.
Therefore, by change of variable t = sω with s > 0 and ω ∈ S,
I2 ≤
∫
1 {‖t‖ > 1/R∗}h(‖t‖) exp(−̺τ (1/‖t‖)‖t‖2) dt
= c′′(d)
∫ ∞
1/R∗
sd−1h(s)e−̺τ (1/s)s
2
ds.
As a result, for all β with |β| ≤ m, i = 1, . . . , d and 0 ≤ j ≤ k,∫
|tβ∂jiψξ(t)|2 dt ≤ (1 + ǫ2/d)2kd2k
(
c′(d,m) + c′′(d)
∫ ∞
1/R∗
sd−1h(s)e−̺τ (1/s)s
2
ds
)
.
Combining the bound with Lemma 11, the proof is complete.
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