Introduction
Inactivation of dry enzymes and viruses served as an important experimental test of target theory 1 and of the earliest version of the δ-ray track structure theory. 2 Track structure theory [2] [3] [4] describes the interaction of a heavy ion with a detector through the joint application of a chit (or m-target) dose-response function after irradiation of this detector with γ-rays and the radial distribution of dose around the ion's path. The γ-ray response (inactivation) of enzymes and viruses follows one-or-more hit statistics, as does the response of many other physical detectors: nuclear emulsions, 5 scintillation counters, and the ferrous sulphate (Fricke) dosimeter, 3, 6 or the aminoacid alanine dosimeter. 3, 7 Butts and Katz, 2 who derived the formula for the radial distribution of dose before any experimental data on this distribution were available, used the simplifying assumptions of normal ejection of δ-rays, produced according to the classical Rutherford formula, and a linear δ-ray energy-range relationship. The first two assumptions still remain unchanged, as do other elements of the theory: the use of an "effective charge" formula, 8 and the principle of calculating the response of a detector to a beam of heavy charged particles via the single-particle activation cross section.
To comply with the published measurements of radial distribution of dose in gaseous media, the δ-ray energy-range relationship was replaced by a power law, and an ionization potential term added. 9 Recently, a further correction in this distribution has been introduced over the radial range 1-10 nm 10 to account for primary effects close to the ion's path and to reproduce upon radial integration the value of the stopping power of the ion. The corrected formula now represents quite adequately all the measured and calculated distributions of dose. 10 The aim of this work is to test the validity of the most recent correction to the radial distribution of dose formula by comparing results of calculations of cross sections for the inactivation of dry enzymes and viruses performed using this formula, with published experimental data, and with results of earlier calculations. 2, 9 Our model is a purely phenomenological one, hence the correctness of any of its elements must be ultimately judged by the accuracy with which results of model calculations reproduce the results of experimental measurements. After this requirement is fulfilled we venture to use the model in a predictive manner, outside the range covered by experiment.
We stress that even in its earliest version of 20 years ago, the model developed by Butts and Katz reproduced the experimentally measured cross sections for enzyme and virus inactivation to within about 20%, offering a consistent explanation of the observed dependence of the measured cross section values on LET. While the application of the form for the radial distribution of dose developed by Zhang et al. 9 allowed them to reproduce experimental data with an accuracy of 15% or better, the fact that, when integrated, their form yielded only about a half of the total energy (LET∞) deposited by the ion, yet apparently accounted for the total value of the measured cross section, seemed rather puzzling. 18 Ar of energies ca. 10 MeV/a.m.u., spanning a range of LET of ca. 5-2,000 Me V cm 2 g -1 . In comparison with earlier "point-target" calculations of Butts and Katz where a linear range-energy relationship for electrons (δ-rays) was used, and with "extended-target" calculations of Zhang, Dunn, and Katz, where a power range-energy law and an "uncorrected" RDD formula were applied, the present calculations reproduce all the 72 experimentally measured cross sections and values of the D-37 dose (where available) much more accurately, essentially to within experimental errors. This agreement supports the validity of our phenomenological correction of the RDD formula, suggesting that the theory should rather be tested in the highly structured "thindown" region, at ion energies below ca. 0.5 MeV/a.m.u. 30 (1987) The set of over 70 cross sections measured for different species of dry enzymes and viruses inactivated by energetic ions of different charge numbers and speeds [11] [12] [13] [14] [15] [16] [17] has always provided the best benchmark for testing the validity and the range of applicability for the successive versions of radial distribution of dose formulae applied in track structure theory.
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The Model
Track structure theory has been reviewed elsewhere [2] [3] [4] ; here we review only those elements of the model which are relevant to the presented calculations.
The δ-ray theory of track structure makes no attempt at following the detailed pathways from the initial array of excitations and ionizations around the path of a heavy ion penetrating the detector medium, to the finally observed endpoint. Instead, the approximation is made that the detector may be calibrated by exposing it to a uniform field of secondary electrons following the gamma irradiation. We take the detector to consist of a set of identical sensitive elements which are sometimes embedded in a passive matrix acting as an energy transfer medium. Nuclear emulsion, where photographic grains are suspended in a gelatine medium, could serve as a good model of such a detector.
In a one-or-more hit detector, one activation (or "hit", such as, e.g. the passage of an electron through the sensitive element) suffices to "turn on" the element (or inactivate an enzyme or virus molecule). For a random distribution, the probability that one of a collection of identical sensitive elements contains X hits when the average number of hits per element is A, is given by the cumulative Poisson statistics as A X exp(-A)/X!. The probability P that there are one or more hits per element is 1 minus the probability that X = 0, and is given by P = 1 -exp(-A). The characteristic γ-ray dose E 0 is that at which the average number of hits per sensitive element is 1, hence the probability that any one element of the detector experiences one or more hits after a dose Dγ, is:
The γ-ray response (inactivation) of a viral or enzymatic system can thus be described by a single number, E 0 , which is measured directly from experiment.
To convert the probability of inactivation after a uniformly distributed dose of secondary electrons following γ-ray irradiation of the detector to the radial distribution of probability of inactivation around the path of a heavy ion penetrating the detector, P(t), we apply the radial distribution of dose from δ-rays and due to primary effects around the ion's path, D(t), as a transfer function:
where t is the radial distance from the ion's path.
Integration of P(t) over all radial distances t, from 0 to the maximum range of δ-rays. T, yields the single-particle activation cross section σ : (3) which, again, can be directly compared with the value measured experimentally. Namely, the surviving activity S after a fluence F = ρD i /L of heavy ions (per cm 2 ) of stopping power L and ion dose D i (ρ is the detector density; in our calculations, for water, ρ = l g/cm 3 ), is given by:
Equations (2) and (3) illustrate the principle of performing a "point-target" calculation of the single-particle activation cross section σ . 2 In the present work, we apply the corrected formula for the radial distribution of dose around the path of a heavy ion, D 2 (t), described elsewhere 10 :
where: 
and:
where D 1 (t) is the dose deposited in a coaxial cylindrical shell of thickness dt at a distance t from the path of an ion of effective charge Z* moving with a relative velocity β = v/c (c is the speed of light) through the detector medium containing N electrons per cm 3 , m is the mass of the electron. The Rutherford cross-section for (δ-ray production from atoms having ionization potential I = 10 eV, normal ejection and a power law range (r)-energy (w) relationship for electrons, are assumed. The range-energy relationship is based on a two-component
fit to the available experimental data concerning ranges of electrons in aluminum:
where k = 6 × 10 -6 g cm -2 keV - . 
The kinematically limited maximum δ-ray energy is:
This translates to the maximum range of δ-rays:
where the choice of  (see equation (8) 
For water:
Like in the earlier works of Butts and Katz, 2 and of Zhang et al., 9 the effective charge of an ion of Z elementary charges, moving with a relative velocity β is calculated from the expression of Barkas 8 :
The corrected expression for D 2 (t) (equations (5.1-5.4)) features a "hump" at radial distances t = 1-10 nm and reduces to the expression of Zhang et al. 9 (equation (5.4) ) at greater t. The "extended target" calculation now proceeds as follows: We calculate the average dose distribution, E(z, β, t, a 0 ) in a sensitive element of radius a 0 , represented by a chunky cylinder of this radius, the axis of which lies at the distance t from the ion's path, by integrating over its volume the appropriate ("corrected" or "uncorrected") formula for the radial distribution of dose (equations (5.1-5.4) or equation (5.4), respectively) and calculate the radial distribution of probability from equation (2) . The "extended target" cross section is calculated from equation (3) by replacing D(t) with E(z, β, t, a 0 ), where the integration limits are from = 0 to T, given by equation (11) .
In all experiments, exposures were performed in "track segment" conditions, i.e. a thin sample was irradiated, hence a constant value of β, determined by the ion's energy (MeV/a.m.u.), could be assumed in the calculations. Each biological system was irradiated by several ion species at different energies, over a range of particle fluences, and values of cross sections determined from the slope of the surviving activity which decreased exponentially with particle fluence, according to equation (4) .
In our calculations, we optimized the value of E 0 and a 0 to best fit the whole group of cross sections measured for any enzyme or virus species after all heavy particle bombardments. Where D γ-37 values were reported, we attempted to use them as initial values of E 0 . The results depend much more on the choice of E 0 ; their dependence on the target radius, a 0 , is fairly weak in the range of a 0 = 0.5-10 nm.
Results
Our best fitting values of cross sections for dry virus and enzyme inactivation are compared with the experimental results obtained by several investigators: for T-1 and ΦX-174 phage 15, 14, 18 in Table 1 , for trypsin 13, 12, 16 in Table 2, for β-galactosidase, 13 DNAase, 12 and lysozyme 16 in Table 3 , for ribonuclease 17, 11 in Table 4 , and for invertase 17 in Table 5 . In the leftmost column of these tables, the substances, the referenced investigators, the nominal target radius used in the calculations, and the corresponding illustrations, are given. The next four columns to the right contain experimental data: the bombarding ion, its initial kinetic energy, stopping power (in water), and the measured value of the cross section. Where measured, the D γ-37 dose for γ-ray inactivation is given at the top of the cross-section data, in parentheses. The calculated values of the cross sections are given in the sixth column, headed by the best fitting value of E 0 in parentheses. Finally, the rightmost, seventh, column gives the ratio of the calculated to the experimental cross section values, summarized at the bottom of each set of data by the mean value of the cross-section ratios and their standard deviation. As an estimate of the overall agreement between calculated and measured cross sections, the mean value of the cross-section ratios for the entire set of 74 measured cross sections is 1.00 ± 0.12, while the mean ratio of the five D γ-37 doses is 1.16 ± 0.17. The mean relative experimental error in determining the value of the cross section, as based on 10 reported values for the T-1 and ΦX-174 phage, 15 is 0.06 ± 0.04. The remaining authors have not supplied error estimates, and in several cases the values of the cross sections were read directly from the published plots of surviving activity. To assume an overall relative experimental error of 0.10, due to dosimetry, would not be unreasonable.
The measured and calculated values of inactivation cross sections for viruses (Table 1) l i g ó r s k i , l o h , & k a t z i n R a d i a t i o n P h y s i c s a n d c h e m i s t R y 30 (1987) function of ion stopping power (LET∞) in water in Figure 1 , and those for enzymes, listed in Tables 2-5, in Figure 2 . To facilitate display, groups of data are offset by suitable divisions by powers of 10 along the cross-section (S) and LET (L) axes.
Using the best fitted parameters, E 0 and a 0 , we have calculated cross sections by continuously varying the relative speed, β of the ions for which measurements were reported, and displayed cross sections as a function of the ion stopping power in water. Results of these calculations, extending past the range of measurements, together with the experimental data, are displayed in Figure 3 (T-1 and ΦX-174 phage), Figure  4 (invertase and trypsin), and Figure 5 (β-galactosidase and lysozyme). A prominent feature of all these graphs is the rise of the cross section values with LET∞ well past the geometrical value (πa 0 2 ), ending with "hooks" which indicate the "thindown" 19 region at low ion velocities. Irregularities in the plotted curves at the "thindown" region occur at points of β = 0.03, where different versions of our equations (5.3), (8) , and (12) are used. Table 1 . Cross sections for inactivation of dry viruses. Table 2 . Cross sections for inactivation of dry enzymes-trypsin. Table 3 . Cross sections for inactivation of dry enzymes. Table 4 . Cross sections for inactivation of dry enzymes-ribonuclease. l i g ó r s k i , l o h , & k a t z i n R a d i a t i o n P h y s i c s a n d c h e m i s t R y 30 (1987) 
Discussion
The fit between our results and the experimental data is excellent (essentially within experimental errors) for all viral and enzymatic system investigated in our work. We attribute this result to the application of the new, corrected radial distribution of dose (equation (5)) in our calculations. We stress that we represent any given biological system by one set of parameters, E 0 and a 0 , which are used to reproduce the experimentally measured values of inactivation cross sections after all heavy ion irradiations of this system. Compared with the results of Zhang et al. 9 the systematic disagreement between calculated and measured values of cross sections at low LET has now been eliminated. Again, we attribute this improvement to the correction to the radial distribution of dose used by these authors (equation (5.4) ). The effect of introducing the "hump" at radial distances 1-10 nm (equations (5.1) and (5.2)) on the result of the cross section calculation is most prominent in one-hit detectors of high E 0 and low a 0 values, such as alanine (E 0 = 75 kGy, a 0 = 0.5 nm), for bombardments of low atomic number. 7 All cross section vs. LET dependences shown in Figures 3, 4 , and 5 feature "hooks" at the stopping end of the particle track. That such a decrease in the cross section should take place due to the kinematic constraint on the maximum range T of δ-rays (see equations (10) and (11)) was predicted theoretically by Butts and Katz 22 and recently confirmed experimentally as the "thindown" effect, in measurements of inactivation of mammalian cells by UNILAC ions. 19 The "hooks" are the more prominent the heavier the bombarding ion and the lower the value of detector radiosensitivity, E 0 . 2, 3 In all the experiments investigated in this work, the cross sections due to heavy ion irradiations lie far below the cross section saturation regions, as seen from Figures 3, 4 , and 5. The only exception is the inactivation of T-1 phage by 35 MeV oxygen ions of stopping power ca. 7,000 MeV cm 2 g -1 (Table 1 and Figure 3) , where the corresponding cross section is fairly close to saturation. This observation could qualitatively explain the lack of any "Bragg peak" in the range curves (inactivation cross section vs. depth of beam penetration) for the oxygen beam, as opposed to "Bragg peaks" in cross sections observed for carbon and helium beams by Fluke. 14 
As noted earlier, the results of our calculations depend more on the choice of E 0 than on the value of a 0 , therefore E 0 was the main fitted parameter. We were able to fit all the T-1 phage inactivation data of Schambra and Hutchinson 15 and that of Fluke et al. 14 using E 0 = 3.9 kGy ( Table 1 ). The measured values of D γ-37 reported by these authors were 3.9 and 5.25 kGy, respectively. However, in the three sets of data for the inactivation of trypsin (Table 2) for which only Dolphin and Hutchinson 13 reported the D γ-37 value of 360 kGy, E 0 = 400, 260, and 360 kGy were found to best reproduce each set of data.
The fact that the "point target" calculations of Butts and Katz 2 are able to reproduce the set of experimental data to within ca. 20% is an indication that the actual size of the sensitive (inactivation) element used in our calculations plays a relatively minor part in our theory, thus deeming the preoccupation with target size analysis 20 unwarranted.
Conclusions
Enzymes and viruses, by the virtue of their biological identicality and simplicity, are excellent systems for testing track theory calculations. Our reproduction, essentially to within experimental errors, of the measured inactivation cross sections for these detectors makes us reasonably confident of the appropriateness of our correction to the radial distribution of dose. This emphasizes the importance of accurate knowledge of the average radial dose distribution over the entire range of radial distances in which energy is deposited, and over the entire range of ion species, their velocities and detector media. Experimental measurements of virus and enzyme inactivation cross sections in the more structured "thindown" region would provide us with a test of the validity of the elements of our calculations at low ion velocities where assumptions concerning the radial distribution of dose and the effective charge are more problematic than in other regions. We need measurements and calculations of the radial distribution of dose at low ion velocities as well as source functions for such calculations in the form of singly-or doubly-differentiated cross sections for δ-ray production. It is rather through such efforts than through calculations and measurements of detailed spectra of energy depositions in nanometre or micrometre subvolumes, or of the spectra of separations of near neighbor ionizations, that a quantitative understanding of heavy ion radiobiology is likely to be achieved. 
