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CLASSICAL AFFINE W-ALGEBRAS AND THE ASSOCIATED
INTEGRABLE HAMILTONIAN HIERARCHIES FOR CLASSICAL
LIE ALGEBRAS
ALBERTO DE SOLE, VICTOR G. KAC, AND DANIELE VALERI
Abstract. We prove that any classical affine W -algebra W(g, f), where g is
a classical Lie algebra and f is an arbitrary nilpotent element of g, carries
an integrable Hamiltonian hierarchy of Lax type equations. This is based on
the theories of generalized Adler type operators and of generalized quaside-
terminants, which we develop in the paper. Moreover, we show that under
certain conditions, the product of two generalized Adler type operators is a
Lax type operator. We use this fact to construct a large number of integrable
Hamiltonian systems, recovering, as a special case, all KdV type hierarchies
constructed by Drinfeld and Sokolov.
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1. Introduction
In our paper [DSKVnew] we proposed a new method of constructing integrable
(bi)Hamiltonian hierarchies of PDE’s of Lax type. It combined two well-known
approaches. The first one is the Gelfand-Dickey fractional powers of pseudodif-
ferential operators technique, based on the Lax pair method [GD76, Dic03]. The
second one is the classical Hamiltonian reduction technique, combined with the
Zakharov-Shabat dressing method, as developed by Drinfeld and Sokolov [DS85].
The central notion of the paper [DSKVnew] is that of a matrix pseudodiffer-
ential operator of Adler type over a Poisson vertex algebra (PVA) V, introduced
Key words and phrases. Classical affine W-algebra, integrable Hamiltonian hierarchy, Lax
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in [DSKV15]. It was derived there starting from Adler’s formula [Adl79] for the
second Poisson structure for the M -th KdV hierarchy.
One of the important properties of an Adler type operator L(∂) over a PVA V
is that it provides a hierarchy of compatible equations of Lax type in terms of its
fractional powers:
dL(∂)
dtn,k
= [L(∂)
n
k
+ , L(∂)] , n, k ∈ Z≥1 , (1.1)
where the subscript + stands, as usual, for the differential part of the pseudodif-
ferential operator L(∂)
n
k . Furthermore, L(∂) provides an infinite set of conserved
densities hn,k for the hierarchy (1.1), defined by
hn,k = −k
n
Res∂ trL(∂)
n
k , n, k ∈ Z≥1 , (1.2)
so that (1.1) is a hierarchy of Hamiltonian equations with the corresponding Hamil-
tonian functionals
∫
hn,k in involution. Moreover, if L(∂) + 1 is of Adler type for
every  ∈ F (the base field), then these conserved densities satisfy the general-
ized Lenard-Magri scheme [Mag78] and (1.1) is a bi-Hamiltonian hierarchy. See
[DSKV15] and [DSKVnew] for details.
The ancestors of all Adler type operators constructed in [DSKVnew] are given
by the following family of first order N ×N matrix differential operators:
AS(∂) = 1N∂ +
N∑
i,j=1
ejiEij + S ∈ MatN×N V[∂] , (1.3)
where V is the algebra of differential polynomials in the generators eij , i, j =
1, . . . , N , and S ∈ MatN×N F. It is easy to see that the operator (1.3) is of Adler
type over the affine PVA V(glN ) = S(F[∂]glN ) with the λ-bracket
{aλb} = [a, b] + tr(ab)λ+ tr(S[a, b]) , a, b ∈ glN . (1.4)
The key observation in [DSKVnew] is that any generalized quasideterminant of
an Adler type operator over a PVA V is again of Adler type. In particular, the
“ancestors” AS(∂) produce a large number of “descendent” Adler type operators
by taking generalized quasideterminants (for the theory of quasideterminants see
[GGRW05], and for the definition of generalized quasideterminant see [DSKVnew]).
Recall that to a reductive Lie algebra g and its nilpotent element f , one associates
a PVA W(g, f), which is a subquotient of the affine PVA V(g) (see e.g. Section 3
of the present paper). The key observation of our paper [DSKV16b] is that for any
nilpotent element f of glN a certain generalized quasideterminant of the differential
operator AS(∂) produces a pseudodifferential operator L(∂) whose coefficients are
elements of W(glN , f). Since L(∂) is an operator of Adler type, we thus obtain
an integrable hierarchy of (bi)Hamiltonian Lax type equations (1.1) over the PVA
W(glN , f), with the infinitely many conserved densities (1.2).
This gave, for g = glN , an affirmative answer to the longstanding problem
whether any W-algebra W(g, f) carries an integrable Hamiltonian hierarchy.
In the present paper we solve the same problem for all classical Lie algebras g
and all their nilpotent elements f . Drinfeld and Sokolov solved this problem in
their seminal paper [DS85] for an arbitrary reductive g and its principal nilpotent
element f and, extending a series of previous papers [BdGHM93, dGHM92, DF95,
FHM93, FGMS95, FGMS96] etc., we solved this problem in [DSKV13] for arbitrary
reductive g and its nilpotent element f of “semisimple type”.
The method used in the present paper is a development of our previous papers
[DSKVnew] and [DSKV16b]. First, we construct a generalization of the “ancestor”
operator AS(∂) as follows. Given a reductive Lie algebra g and its faithful repre-
sentation ϕ in a finite-dimensional vector space V , we chose a basis {ui}i∈I of g
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and let U i = ϕ(ui), where {ui}i∈I is the dual basis of g with respect to the trace
form of V . We then define the generalized “ancestor” operator by
AS,V (∂) = ∂1V +
∑
i∈I
uiU
i + S ∈ V(g)[∂]⊗ EndV , (1.5)
where S = ϕ(s), s ∈ g. Our first main result is Theorem 4.2 which states that a
certain generalized quasideterminant of the matrix AS,V (∂) produces a pseudodif-
ferential operator L(∂) with coefficients inW(g, f). Also, from formula (4.8) in this
theorem, one can read off the generators of the differential algebra W(g, f).
In order to apply the ideas of [DSKVnew] to arbitrary W-algebras we need to
introduce the notion of a generalized Adler type operator for an arbitrary pair
(g, V ). It seems, however, that this is possible only for classical reductive Lie
algebras g and their standard representations V , i.e. for the linear Lie algebras
g = glN , slN , soN , spN .
We define a generalized Adler type operator as an element L(∂) ∈ V((∂−1)) ⊗
EndV , where V is a PVA and V is an N -dimensional vector space, satisfying the
following identity for some constants α, β, γ ∈ F:
{L(z)λL(w)} = α(1⊗ L(w + λ+ ∂))(z − w − λ− ∂)−1(L∗(λ− z)⊗ 1)Ω
− αΩ (L(z)⊗ (z − w − λ− ∂)−1L(w))
− β(1⊗ L(w + λ+ ∂))Ω†(z + w + ∂)−1(L(z)⊗ 1)
+ β(L∗(λ− z)⊗ 1)Ω†(z + w + ∂)−1(1⊗ L(w))
+ γ
(
1⊗ (L(w + λ+ ∂)− L(w)))(λ+ ∂)−1((L∗(λ− z)− L(z))⊗ 1) .
(1.6)
Here Ω =
∑N
i,j=1Eij ⊗ Eji, Ω† =
∑N
i,j=1E
†
ij ⊗ Eji, and we assume, if β 6= 0, that
V carries a non-degenerate symmetric or skewsymmetric bilinear form, and denote
by A† the adjoint of A ∈ EndV with respect to this form. Also, ∗ : V((∂−1)) →
V((∂−1)) denotes the formal adjoint of a scalar pseudodifferential operator, and it is
extended to V((∂−1))⊗EndV by acting only on the first factor. The examples when
AS,V (∂) is a generalized Adler type operator that we know of correspond to (g, V ) =
glN , slN , soN , spN , for the values of α, β, γ given in Table (5.30). In the case of glN
we recover the notion of an Adler type operator studied in [DSKV15, DSKVnew].
In the present paper we develop a theory of generalized Adler type operators and
their applications to the theory of integrable Hamiltonian systems along the lines
described above. First, we prove Theorem 5.11 which states, in particular, that the
generalized quasideterminant of an operator of generalized Adler type with param-
eters α, β, γ is again of generalized Adler type with the same parameters. Second,
we prove Theorem 6.1, which states that if L(∂) is an operator of generalized Adler
type, then the hn,k ∈ V defined by (1.2) are densities of Hamiltonian functionals in
involution, defining a compatible hierarchy of Lax type Hamiltonian equations
dL(∂)
dtn,k
=
[
αL(∂)
n
k
+ − β
(
L(∂)
n
k
)?†
+
, L(∂)
]
. (1.7)
We also prove Theorem 7.4 which states that, if L(∂) + 1 is of generalized Adler
type for every constant  ∈ F, then the densities hn,k satisfy the generalized Lenard-
Magri scheme, and (1.7) is a bi-Hamiltonian hierarchy.
In the present paper we discover some new ways of constructing integrable Hamil-
tonian hierarchies using generalized Adler type operators. First, in Section 5.4 we
classify all scalar constant coefficients pseudodifferential operators of generalized
Adler type. But, what is most remarkable, it turns out that, under some condi-
tions, products of generalized Adler type operators produce compatible hierarchies
of Lax type Hamiltonian equations, similar to (1.7), see Theorem 8.1.
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In Section 9 we list the resulting integrable hierarchies of Hamiltonian equations
associated to all W-algebras for classical Lie algebras and their pairwise tensor
products. In particular, we recover all Drinfeld-Sokolov integrable KdV type hier-
archies that they attach to a classical affine Lie algebra (including the twisted ones)
and a node on its Dynkin diagram [DS85].
In Section 10 we describe a number of explicit examples of Lax operators. First,
we compute them in the case of a principal nilpotent of all classical Lie algebras re-
covering thereby the operators P , Q and R of Drinfeld and Sokolov [DS85]. Second,
we compute the Lax operators in the case of a minimal nilpotent of all classical
Lie algebras, recovering thereby our results from [DSKV16b] in the case of glN .
The next most interesting case is the distinguished nilpotent element in so4n cor-
responding to the partition (2n+ 1, 2n− 1). The Lax operator in this case is given
by formula (10.35).
Finally, in Section 11 we write down explicitly in many cases the first non-trivial
equations of the constructed integrable hierarchies. First, we consider all cases with
one unknown function. All possibilities for the Lax operator are the Lax operator
L(g) for g = sp2 or g = so3 multiplied by 1 or by ∂±1. All these Lax operators
produce the KdV equation, with the following two exceptions: L = L(sp2)∂, which
produces the Sawada-Kotera equation, and L = L(so3), which produces the Kaup-
Kupershmidt equation. In conclusion of the section we treat the case of g = slN and
spN and the minimal nilpotent f . For g = slN we recover the equations obtained in
[DSKV14a, DSKV15-cor], which, after Dirac reduction, produce the N -component
Yajima-Oikawa equation, of which N = 3 corresponds to the classical Y-O equation
discovered in [YO76]. For g = spN there are three choices for the Lax operator:
L(spN , fmin), L(spN , fmin)∂ and L(spN , fmin)∂−1. The corresponding first non-
trivial equation for the first Lax operator was studied in [DSKV14a], while for
the last two Lax operators we find, after Dirac reduction, some apparently new
integrable system in N − 1 unknown functions. In the case N = 4 these equations
are:
du
dt
=
3
4
(−v1v′′2 + v2v′′1 ) ,
d
dt
( v1
v2
)
=
( v′′′1 − uv′1
v′′′2 − uv′2
)
for L = L(sp4, fmin)∂, and
du
dt
= u′′′ − 6uu′ + 3
4
(−v1v′′2 + v2v′′1 ) ,
d
dt
( v1
v2
)
=
( v′′′1 − 3(uv1)′
v′′′2 − 3(uv2)′
)
for L = L(sp4, fmin)∂−1.
The quantum finite analogue of an operator of Adler type is an operator of
Yangian type, introduced in [DSKV17]. The defining identity for such operators
is the same as the identity defining the Yangian of glN , [Mol07]. Such operators
were used in [DSKV17] to describe the quantum finite W -algebras associated to
glN , in a way similar to the description of the classical affine W -algebras for glN
using Adler type operators. In our subsequent paper [DSKV18] we shall use the
twisted Yangian identity, similar to the generalized Adler identity, and related to
the theory of twisted Yangians [Mol07], to describe the quantum finite W -algebras
associated to all classical Lie algebras.
Throughout the paper the base field F is a a field of characteristic 0.
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2. Preliminaries on pseudodifferential operators and Poisson vertex
algebras
Let V be a differential algebra, i.e. a unital commutative associative algebra
with a derivation ∂. As usual, we denote by
∫
: V → V/∂V the canonical quotient
map of vector spaces.
We denote by V((∂−1)) the algebra of scalar pseudodifferential operators with
coefficients in V. Given a(∂) = ∑Nn=−∞ an∂n, an ∈ V, we denote by a∗(∂) =∑
n(−∂)n ◦ an ∈ V((∂−1)) its formal adjoint, by a(∂)+ =
∑N
n=0 an∂
n ∈ V[∂] its
differential part, by a(∂)− =
∑−1
n=−∞ an∂
n ∈ V[[∂−1]] its singular part, and by
a(z) =
∑
n anz
n ∈ V((z−1)) its symbol.
The following notation will be used throughout the paper: given a(∂) ∈ V((∂−1))
as above and b, c ∈ V, we let:
a(z + x)
(∣∣
x=∂
b)c =
N∑
n=−∞
an((z + ∂)
nb)c ∈ V , (2.1)
where in the RHS we expand, for negative n, in the domain of large z. For example,
with this notation, we have a∗(z) =
(∣∣
x=∂
a(−z − x)). Furthermore, for a(z) ∈
V((z−1)), we call the coefficient of z−1 its residue, and we denote it by Resz a(z).
Let M be a unital associative algebra. By an M -valued pseudodifferential op-
erator over V we mean an element A(∂) ∈ V((∂−1)) ⊗ M . We shall omit the
tensor product sign for such operators: for a(∂) ∈ V((∂−1)) and A ∈ M , we let
a(∂)A be the corresponding monomial in V((∂−1)) ⊗M . The symbol A(z) of an
M -valued pseudodifferential operator over V is defined as above, and its formal
adjoint is defined by taking formal adjoint of the first factor: if A(∂) = a(∂)A, then
A∗(∂) = a∗(∂)A. Its symbol, with the notation (2.1), is
A∗(z) =
(∣∣
x=∂
A(−z − x)) . (2.2)
Lemma 2.1. Given A(∂), B(∂) ∈ V((∂−1))⊗M , we have:
(a) (AB)(z) = A(z + ∂)B(z) (in the RHS ∂ is applied to the coefficients of B(z));
(b) (AB)∗(z) =
(∣∣
x=∂
A∗(z)
)
B∗(z + x).
Proof. Part (a) follows from the definition of the product of pseudodifferential op-
erators. For part (b), we have
(AB)∗(z) =
(∣∣
x=∂
(AB)(−z − x)) = (∣∣
x=∂
A(−z − x+ ∂)B(−z − x))
=
(∣∣
x1=∂
A(−z − x1)
)(∣∣
x2=∂
B(−z − x1 − x2)
)
=
(∣∣
x1=∂
A∗(z)
)
B∗(z + x1) .

A Laurent series involving negative powers of z±∂ or z±λ is always considered
to be expanded using geometric series expansion in the domain of large z, and
similarly for w. On the other hand, for a series involving negative powers of z ± w
we shall use the notation ιz or ιw to denote geometric series expansion in the domain
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of large z or of large w respectively. For example, ιz(z −w)−1 =
∑
n∈Z+ z
−n−1wn.
For a(z) ∈ V((z−1)) as above, we have
Resz a(z)ιz(z − w)−1 = a(w)+ , Resz a(z)ιw(z − w)−1 = −a(w)− . (2.3)
Lemma 2.2. Let † : M → M , A 7→ A† be an anti-involution of the associative
algebra M , i.e. (AB)† = B†A†. Then, for A(∂), B(∂) ∈ V((∂−1)) ⊗M , we have
(A∗(∂))†(B∗(∂))† = ((BA)∗(∂))†.
Proof. Since ∗ is an anti-involution of V((∂−1)) and † is an anti-involution of M ,
the claim follows. 
Note that in the present paper M will be usually EndV , where V is a vector
space. In this case A∗(∂) is NOT the formal adjoint of the matrix pseudodifferential
operator A(∂), which is, in fact, A∗(∂)†.
Recall from [BDSK09] that a λ-bracket on the differential algebra V is a bilinear
(over F) map {· λ ·} : V × V → V[λ], satisfying the following axioms (a, b, c ∈ V):
(i) sesquilinearity: {∂aλb} = −λ{aλb}, {aλ∂b} = (λ+ ∂){aλb};
(ii) Leibniz rules (see notation (2.1)):
{aλbc} = {aλb}c+ {aλc}b , {abλc} = {aλ+xc}
(∣∣
x=∂
b
)
+ {bλ+xc}
(∣∣
x=∂
a
)
.
A Poisson vertex algebra (PVA) λ-bracket on V satisfies the following additional
axioms (a, b, c ∈ V)
(iii) skewsymmetry: {bλa} = −
(∣∣
x=∂
{a−λ−xb}
)
;
(iv) Jacobi identity: {aλ{bµc}} − {bµ{aλc}} = {{aλb}λ+µc}.
Recall that, if V is a Poisson vertex algebra, then V/∂V carries a well defined Lie
algebra structure given by {∫ f, ∫ g} = ∫ {fλg}|λ=0, and we have a representation of
the Lie algebra V/∂V on V given by {∫ f, g} = {fλg}|λ=0. A Hamiltonian equation
on V associated to a Hamiltonian functional ∫ h ∈ V/∂V is the evolution equation
du
dt
= {∫ h, u} , u ∈ V . (2.4)
An integral of motion for the Hamiltonian equation (2.4) is a local functional
∫
f ∈
V/∂V such that {∫ h, ∫ f} = 0, and two integrals of motion ∫ f, ∫ g are in involution
if {∫ f, ∫ g} = 0.
Let V be a unital differential algebra with a λ-bracket {· λ ·} and let M be a
unital associative algebra. Given the M -valued pseudodifferential operators over V
A(∂), B(∂) ∈ V((∂−1))⊗M , we define the λ-bracket of their symbols {A(z)λB(w)}
as the element of V((z−1, w−1))⊗M ⊗M obtained by taking the λ-bracket of the
first factors. In other words, if A(∂) = a(∂)A and B(∂) = b(∂)B, with a(∂), b(∂) ∈
V((∂−1)) and A,B ∈M , we have
{A(z)λB(w)} = {a(z)λb(w)}A⊗B . (2.5)
(As usual, we omit the tensor product sign after the first factor.) In the sequel
we shall use the following properties of such λ-brackets (which, in matrix element
form, appeared in [DSKVnew, Eq.(2.12)–(2.15)]):
Lemma 2.3. Let A(∂), B(∂), C(∂), A`(∂), B`(∂) ∈ V((∂−1))⊗M , ` = 1, . . . , s.
(a) We have
{A(z)λ(BC)(w)}
= {A(z)λB(w + x)}
(
1⊗ ∣∣
x=∂
C(w)
)
+
(
1⊗B(w + λ+ ∂)){A(z)λC(w)} .
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(b) We have
{(AB)(z)λC(w)}
= {A(z + x)λ+xC(w)}
(∣∣
x=∂
B(z)⊗ 1)+ (∣∣
y=∂
A∗(λ− z)⊗ 1){B(z)λ+yC(w)} .
(c) We have
{A(z)λ(B1 . . . Bs)(w)}
=
s∑
`=1
(
1⊗ (B1. . .B`−1)(w+λ+∂)
){A(z)λB`(w+x)}(1⊗ ∣∣x=∂(B`+1. . .Bs)(w)) .
(d) We have
{(A1 . . . As)(z)λB(w)}
=
s∑
`=1
(∣∣
y=∂
(A1. . .A −`1)∗(λ−z)⊗1
){A`(z+x)λ+x+yB(w)}(∣∣x=∂(A +`1. . .As)(z)⊗1) .
(e) For every n ∈ Z≥1, we have
{A(z)λBn(w)}
=
n−1∑
`=0
(
1⊗Bn−`−1(w + λ+ ∂)){A(z)λB(w + x)}(1⊗ ∣∣x=∂B`(w)) .
(f) For every n ∈ Z≥1, we have
{An(z)λB(w)}
=
n−1∑
`=0
(∣∣
y=∂
(A`)∗(λ− z)⊗ 1){A(z + x)λ+x+yB(w)}(∣∣x=∂An−1−`(z)⊗ 1) .
(g) If B(∂) is invertible in V((∂−1))⊗M , then
{A(z)λB−1(w)}
= −(1⊗B−1(w + λ+ ∂)){A(z)λB(w + x)}(1⊗ ∣∣x=∂B−1(w)) .
(h) If A(∂) is invertible in V((∂−1))⊗M , then
{A−1(z)λB(w)}
= −(∣∣
y=∂
(A−1)∗(λ− z)⊗ 1){A(z + x)λ+x+yB(w)}(∣∣x=∂A−1(z)⊗ 1) .
(i) If B(∂) is invertible in V((∂−1))⊗M and n ∈ Z≤−1, then
{A(z)λBn(w)}
= −
−1∑
`=n
(
1⊗Bn−1−`(w + λ+ ∂)){A(z)λB(w + x)}(1⊗ ∣∣x=∂B`(w)) .
(j) If A(∂) is invertible in V((∂−1))⊗M and n ∈ Z≤−1, then
{An(z)λB(w)}
= −
−1∑
`=n
(∣∣
y=∂
(A`)∗(λ− z)⊗ 1){A(z + x)λ+x+yB(w)}(∣∣x=∂An−1−`(z)⊗ 1) .
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Proof. Formulas (a) and (b) are just the Leibniz rules (ii) above in the notation
(2.5). Formulas (c) and (d) follow from (a) and (b) respectively, by induction and
Lemma 2.1. Formulas (e) and (f) are a special case of (c) and (d). Formulas (g)
and (h) follow from (a) and (b) respectively, using the identity AA−1 = A−1A = 1.
Finally, formulas (i) and (j) are obtained by (e)-(g) and (f)-(h) respectively. 
3. Classical affine W-algebras
3.1. Construction of the classical affine W-algebras. We review here the
construction of the classical affine W-algebra following [DSKV13]. Let g be a
reductive Lie algebra with a non-degenerate symmetric invariant bilinear form (· | ·),
and let {f, 2x, e} ⊂ g be an sl2-triple in g. We have the corresponding adx-
eigenspace decomposition
g =
⊕
k∈ 12Z
gk where gk =
{
a ∈ g ∣∣ [x, a] = ka} , (3.1)
so that f ∈ g−1, x ∈ g0 and e ∈ g1. We let d be the depth of the grading, i.e. the
maximal eigenvalue of adx. For a subspace a ⊂ g we denote by V(a) the algebra
of differential polynomials over a, i.e. V(a) = S(F[∂]a).
Consider the pencil of affine Poisson vertex algebras V(g, s), where  ∈ F and
s ∈ gd, defined as follows. The underlying differential algebra is the algebra V(g)
of differential polynomials over g, and the PVA λ-bracket is given by
{aλb} = [a, b] + (a|b)λ+ (s|[a, b]) for a, b ∈ g , (3.2)
and extended to V(g) by the sesquilinearity axioms and the Leibniz rules.
The F[∂]-submodule F[∂]g≥ 12 ⊂ V(g) is a Lie conformal subalgebra of V(g, s)
with the λ-bracket {aλb} = [a, b], a, b ∈ g≥ 12 (it is independent of ). Consider
the differential subalgebra V(g≤ 12 ) of V(g), and denote by ρ : V(g)  V(g≤ 12 ), the
differential algebra homomorphism defined on generators by
ρ(a) = pi≤ 12 (a) + (f |a), a ∈ g , (3.3)
where pi≤ 12 : g → g≤ 12 denotes the projection with kernel g≥1. We have a rep-
resentation of the Lie conformal algebra F[∂]g≥ 12 on the differential subalgebraV(g≤ 12 ) ⊂ V(g), defined by
aλ(g) = ρ{aλg} for a ∈ g≥ 12 , g ∈ V(g≤ 12 )
(note that the RHS is independent of  since, by assumption, s ∈ gd).
The classical W-algebra W(g, f, s) is, by definition, the differential algebra
W =W(g, f) = {w ∈ V(g≤ 12 ) ∣∣ ρ{aλw} = 0 for all a ∈ g≥ 12 } , (3.4)
endowed with the following pencil of PVA λ-brackets [DSKV13, Lemma 3.2]
{vλw}W = ρ{vλw}, v, w ∈ W . (3.5)
With a slight abuse of notation, we shall denote by W(g, f) also the W-algebra
W(g, f, s) for  = 0 (or, equivalently, s = 0).
3.2. Structure Theorem for classical affine W-algebras. Fix a subspace U ⊂
g complementary to [f, g], which is compatible with the grading (3.1). For example,
we could take U = ge, as we did in [DSKV13] and [DSKV16a], or a different, more
convenient, choice for U as we did for g = glN in [DSKV16b]. Since ad f : gj → gj−1
is surjective for j ≤ 12 , we have g≤− 12 ⊂ [f, g]. In particular, we have the direct
sum decomposition
g≥− 12 = [f, g≥ 12 ]⊕ U . (3.6)
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Note that, by the non-degeneracy of (· | ·), the orthocomplement to [f, g] is gf , the
centralizer of f in g. Hence, the direct sum decomposition dual to (3.6) is
g≤ 12 = U
⊥ ⊕ gf . (3.7)
As a consequence of (3.7) we have the decomposition in a direct sum of subspaces
V(g≤ 12 ) = V(g
f )⊕ 〈U⊥〉 , (3.8)
where 〈U⊥〉 is the differential algebra ideal of V(g≤ 12 ) generated by U⊥. Let pigf :
V(g≤ 12 )  V(gf ) be the canonical quotient map, with kernel 〈U⊥〉.
Theorem 3.1 ([DSKV16a, Cor.4.1], [DSKV16b, Rem.3.4]). The map pigf restricts
to a differential algebra isomorphism
pi := pigf |W : W ∼−→ V(gf ) ,
hence we have the inverse differential algebra isomorphism
w : V(gf ) ∼−→ W ,
which associates to every element q ∈ gf the (unique) element w(q) ∈ W of the
form w(q) = q + r, with r ∈ 〈U⊥〉.
4. The pseudodifferential operator L(∂) for the W-algebra
W(g, f, s) associated to a g-module V
Let ϕ : g→ EndV be a faithful representation of g on an N -dimensional vector
space V . Throughout the paper we shall often use the following convention: we
denote by lowercase Latin letters elements of the Lie algebra g, and by uppercase
letters the corresponding elements of EndV . For example, F = ϕ(f) is a nilpotent
endomorphism of V and we denote by p = (p1 ≥ p2 ≥ · · · ≥ pr > 0) the corre-
sponding partition of N . Moreover, X = ϕ(x) is a semisimple endomorphism of V
with half-integer eigenvalues. The corresponding X-eigenspace decomposition of V
is
V =
⊕
k∈ 12Z
V [k] , (4.1)
with largest eigenvalue D2 , where D = p1 − 1. The eigenspace associated to the
largest eigenvalue has dimension dimV [D2 ] = r1, the multiplicity of p1 in the par-
tition p. We also have the corresponding adX-eigenspace decomposition of EndV :
EndV =
⊕
k∈ 12Z
(EndV )[k] , (4.2)
which has largest eigenvalue D.
Lemma 4.1. (a) For every k ∈ 12Z s.t. −D ≤ k ≤ D, we have a canonical
isomorphism
(EndV )[k] '
⊕
j∈ 12Z
Hom(V [j], V [j + k]) ,
where the direct sum is over j such that −D2 ≤ j, j + k ≤ D2 .
(b) In particular, we have a canonical isomorphism
(EndV )[D] ' Hom(V [−D
2
], V [
D
2
]) .
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(c) Identifying V [−D2 ] with V [D2 ] via the isomorphism FD : V [D2 ]
∼→ V [−D2 ], we
get the corresponding isomorphisms
(EndV )[D] ' End(V [D
2
]) , A 7→ AFD ∣∣
V [D2 ]
,
and
(EndV )[D] ' End(V [−D
2
]) , A 7→ FDA ∣∣
V [−D2 ]
.
Proof. Denote by rkj : (EndV )[k] → Hom(V [j], V [j + k]) the restriction map.
Clearly, rk := ⊕jrkj : (EndV )[k] →
⊕
j Hom(V [j], V [j + k]) is injective for every
k, and by dimension counting it is easy to see that it is surjective too. This proves
part (a). Part (b) is the special case k = D of (a), and part (c) is an obvious
consequence of (b). 
Recall that the trace form of the representation V is, by definition,
(a|b) = trV (ϕ(a)ϕ(b)) , a, b ∈ g , (4.3)
and we assume that it is non-degenerate. Let {ui}i∈I be a basis of g compatible with
the adx-eigenspace decomposition (3.1), i.e. I = unionsqkIk where {ui}i∈Ik is a basis of
gk. We also denote I≤ 12 = unionsqk≤ 12 Ik, and similarly for I≤0, I≥ 12 , etc. Moreover, we
assume that {ui}i∈I contains a basis {ui}i∈If of gf . Let {ui}i∈I be the basis of g
dual to {ui}i∈I with respect to the form (4.3), i.e. (ui|uj) = δi,j . According to our
convention, we denote by Ui and U i, i ∈ I, the corresponding endomorphisms of
V .
Associated to the element s ∈ gd we have the element S = ϕ(s) ∈ (EndV )[d].
Let T ∈ (EndV )[D]. If D = d, we can take T = S, but in general d ≤ D, so it
is not always possible to let T and S be the same endomorphism. Consider the
canonical decomposition T = IJ , where
J = T : V  ImT and I : ImT ↪→ V is the inclusion map. (4.4)
Clearly, ImT ⊂ V [D2 ] and
⊕
k>−D2 V [k] ⊂ KerT . If T is of maximal rank (= r1),
then both inclusions become equalities: ImT = V [D2 ], KerT =
⊕
k>−D2 V [k]. We
shall assume that T satisfies the following condition:
V = KerT ⊕ FD(ImT ) . (4.5)
This is equivalent to say that the endomorphisms T+ = TFD
∣∣
V [D2 ]
∈ End(V [D2 ])
and/or T− = FDT
∣∣
V [−D2 ]
∈ End(V [−D2 ]) (cf. Lemma 4.1(c)) are such that
KerT± ∩ ImT± = 0. Of course, if rk(T ) = r1, then T± are invertible and con-
dition (4.5) automatically holds.
Consider the following EndV -valued differential operator with coefficients in
V(g) (depending on the parameter  ∈ F):
A(∂) = ∂1V +
∑
i∈I
uiU
i + S ∈ V(g)[∂]⊗ End(V ) . (4.6)
Here and further, we drop the tensor product sign when writing an element of
V ⊗ EndV . If we apply the map ρ (= ρ⊗ 1), defined by (3.3), to A(∂), we get
ρ(A(∂)) = ∂1V + F +
∑
i∈I≤ 1
2
uiU
i + S ∈ V(g≤ 12 )[∂]⊗ EndV .
We shall consider its (I, J)-quasideterminant [DSKVnew], namely
L(∂) = L(g, f, s, V, T )(∂) :=
(
J
(
∂1V + F +
∑
i∈I≤ 1
2
uiU
i + S
)−1
I
)−1
. (4.7)
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Associated to the basis {ui}i∈I we have the subspace
U = Span{ui | i ∈ If} ⊂ g≥− 12 ,
which is complementary to [f, g] in g, and to [f, g≥ 12 ] in g≥− 12 , and its orthocom-
plement in g≤ 12 ,
U⊥ = Span{ui | i ∈ I≤ 12 \ If} ⊂ g≤ 12 ,
which is complementary to gf in g≤ 12 . Recall that, by Theorem 3.1, we have the
corresponding differential algebra isomorphism w : V(gf ) ∼→ W(g, f), and let us
denote by wi := w(ui), i ∈ If , the corresponding free generators of the the W-
algebra (as a differential algebra).
Theorem 4.2. L(∂) is well defined and
L(∂) =
(
J
(
∂1V + F +
∑
i∈If
wiU
i + S
)−1
I
)−1
∈ W(g, f)((∂−1))⊗ End(ImT ) .
(4.8)
The above theorem consists of three statements. First, it claims that L(∂) is
well defined, i.e. both inverses in formula (4.7) can be carried out in the algebra
of pseudodifferential operators with coefficients in V(g≤ 12 ). This is the content of
Lemma 4.4 below. Next, it claims that, in fact, the coefficients of L(∂) lie in the
W-algebraW(g, f), which is proved in Lemma 4.8 below. Finally, it gives a formula,
equation (4.8), for L(∂) in terms of the generators wi, i ∈ If , of the W-algebra
W(g, f). This formula is proved in Lemma 4.9.
Remark 4.3. Note that U⊥, and hence U , depend on the choice of the basis elements
ui, for i ∈ I≤ 12 \If . As a consequence, the map w : V(gf )→W(g, f), as well as the
generators wi, i ∈ If , change when we change the basis elements ui, i ∈ I≤ 12 \If .
However, as a consequence of Theorem 4.2, the RHS of formula (4.8) is independent
of the choice of the basis of g.
Lemma 4.4. (a) ρ(A(∂)) is invertible in V(g≤ 12 )((∂−1))⊗ End(V ).
(b) J(ρ(A(∂)))−1I is invertible in V(g≤ 12 )((∂−1))⊗ End(ImT ).
Proof. The differential operator ρ(A(∂)) is of order one with leading coefficient
1V . Hence it is invertible in the algebra V (g≤ 12 )((∂
−1))⊗ End(V ), and its inverse
can be computed by geometric series expansion:
ρ(A(∂))
−1 =
∞∑
`=0
(−1)`∂−1
((
F +
∑
i∈I≤ 1
2
uiU
i + S
)
∂−1
)`
. (4.9)
This proves part (a). Recall that F ∈ (EndV )[−1], U i ∈ (EndV )[≥ − 12 ] for i ∈ I≤ 12
and S ∈ (EndV )[d] ⊂ (EndV )[≥ − 12 ]. Recall also that Im I = ImT ⊂ V [D2 ] and
Ker J = KerT ⊃ V [> −D2 ]. Hence, by keeping track of the X-eigenvalues, we
immediately get that
J∂−1
((
F+
∑
i∈I≤ 1
2
uiU
i+S
)
∂−1
)`
I

= 0 if ` < D ,
= JFDI ∂−p1 if ` = D ,
∈V(g≤ 12 )[[∂−1]]∂−p1−1⊗ End(ImT ) if ` > D.
It follows from (4.9) that
Jρ(A(∂))
−1I = (−1)DJFDI ∂−p1 + lower order terms . (4.10)
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By the assumption (4.5) on T , we have that JFDI = TFD|ImT is an invertible
endomorphism of ImT . Hence, (4.10) can be inverted by geometric series expansion,
proving (b). 
Lemma 4.5 ([DSKV13, Lem.3.1(b)]). Consider the pencil of affine Poisson vertex
algebras V = V(g, s) with s ∈ gd. For a ∈ g≥ 12 and g ∈ V(g), we have ρ{aλρ(g)} =
ρ{aλg}.
Lemma 4.6. For a ∈ g, we have
∑
i∈I
[a, ui]U
i =
∑
i∈I
ui[U
i, ϕ(a)] ∈ V(g)⊗EndV .
Proof. By the completeness relation for g and the invariance of the trace form (· | ·),
we have∑
i∈I
[a, ui]U
i =
∑
i,j∈I
([a, ui]|uj)ujϕ(ui) =
∑
i,j∈I
([uj , a]|ui)ujϕ(ui) =
∑
j∈I
uj [U
j , ϕ(a)] .

Lemma 4.7. For a ∈ g, we have
{aλA(z)} = A(z + λ)ϕ(a)− ϕ(a)A(z) ,
where A(z) is the symbol of the pseudodifferential operator A(∂) ∈ V(g)[λ] ⊗
End(V ) defined in (4.6).
Proof. By definition (3.2) of the λ-bracket in V(g), we have
{aλA(z)} =
∑
i∈I
{aλui}U i =
∑
i∈I
[a, ui]U
i + λϕ(a) + ϕ([s, a]) .
On the other hand, by (4.6) we have
A(z + λ)ϕ(a)− ϕ(a)A(z) = λϕ(a) +
∑
i∈I
ui[U
i, ϕ(a)] + [S, ϕ(a)] .
The claim follows by Lemma 4.6 (recalling that S = ϕ(s)). 
Lemma 4.8. We have ρ{aλL−1 (z)} = 0 for every a ∈ g≥ 12 , where L−1 (z) is the
symbol of the pseudodifferential operator L−1 (∂) = J ◦ (ρ(A(∂)))−1 ◦ I. Equiva-
lently, L−1 (∂), and hence L(∂), has coefficients in the W-algebra W(g, f).
Proof. By the definition (4.7) of L(∂) and recalling that the map ρ is a differential
algebra homomorphism, we have
ρ{aλL−1 (z)} = ρ{aλJ(ρA)−1(z)I} = ρJ{aλρ(A−1 (z))}I . (4.11)
We then apply Lemma 4.5 to rewrite the RHS of (4.11) as
ρJ{aλ(A−1 (z))}I ,
we use Lemma 2.3(g) to rewrite it as
−ρJA−1 (z + λ+ ∂){aλA(z + x)}
(∣∣
x=∂
A−1 (z)
)
I ,
and finally we use Lemma 4.7 to equal it to
−ρ(Jϕ(a)A−1 (z)I) + ρ(JA−1 (z + λ)ϕ(a)I) .
To conclude we observe that, since ϕ(a) ∈ (EndV )[≥ 12 ], both Jϕ(a) and ϕ(a)I
vanish. 
Lemma 4.9. Equation (4.8) holds.
Proof. By Lemma 4.8 we have L(∂) ∈ W(g, f)((∂−1))⊗ ImT . Hence, by Theorem
3.1 we have L(∂) = (w ◦ pigf )L(∂). The claim follows by the definition of U and
the fact that w and pigf are differential algebra homomorphisms. 
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5. Generalized Adler identity
5.1. Some facts from linear algebra. Given a vector space V of dimension N ,
we denote by ΩV ∈ EndV ⊗ EndV the permutation map:
ΩV (v1 ⊗ v2) = v2 ⊗ v1 for all v1, v2 ∈ V . (5.1)
Often, if confusion may not arise, we shall drop the index V and we shall denote
Ω = ΩV . We shall also sometimes write Ω = Ω′ ⊗ Ω′′ to denote, as usual, a
sum of monomials in EndV ⊗ EndV . In fact, we can write an explicit formula:
Ω =
∑N
i,j=1Eij ⊗ Eji, where Eij is the “standard” basis of EndV consisting of
elementary matrices w.r.t. any basis of V (obviously, Ω does not depend on the
choice of this basis). By the completeness relation, we have
tr(Ω′A)Ω′′ = A . (5.2)
As an immediate consequence of (5.1) we have:
Lemma 5.1. Let U and V be vector spaces, and let A,B ∈ U → V be linear maps.
We have
ΩV (A⊗B) = (B ⊗A)ΩU (5.3)
Proof. It is an obvious consequence of (5.1). 
Let 〈· | ·〉 be a non-degenerate symmetric or skewsymmetric bilinear form on V :
〈u|v〉 = 〈v|u〉 , u, v ∈ V , where  ∈ {±1} . (5.4)
Let {vk}Nk=1 be a basis of V and let {vk}Nk=1 be the dual basis with respect to 〈· | ·〉:
〈vk|vh〉 = 〈vk|vh〉 = δh,k for all h, k = 1, . . . , N .
By the symmetry of the inner product, we have
N∑
k=1
vk ⊗ vk = 
N∑
k=1
vk ⊗ vk . (5.5)
Recall also that we have the following completeness relations:
N∑
k=1
〈vk|v〉vk =
N∑
k=1
〈v|vk〉vk = v for all v ∈ V . (5.6)
For A ∈ EndV we denote by A† its adjoint with respect to 〈· | ·〉:
〈u|A†(v)〉 = 〈A(u)|v〉 for all u, v ∈ V .
It immediately follows from the completeness relation (5.6) and the definition of
adjoint that, for every A ∈ EndV , we have
N∑
k=1
A(vk)⊗ vk =
N∑
k=1
vk ⊗A†(vk) . (5.7)
We shall denote by Ω†V (or simply Ω
†) the element of EndV ⊗ EndV obtained
taking the adjoint on the first factor of Ω:
Ω† = (Ω′)† ⊗ Ω′′ ∈ EndV ⊗ EndV . (5.8)
The following Lemma gives an explicit formula for the action of Ω† on V ⊗ V :
Lemma 5.2. For every v1, v2 ∈ V , we have
Ω†(v1 ⊗ v2) = 〈v1|v2〉
N∑
k=1
vk ⊗ vk . (5.9)
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Proof. It suffices to take inner product of both sides of (5.9) with v3 ⊗ v4. For the
LHS we have
〈v3 ⊗ v4|Ω†(v1 ⊗ v2)〉 = 〈v3|(Ω′)†(v1)〉〈v4|Ω′′(v2)〉 = 〈Ω′(v3)|v1〉〈v4|Ω′′(v2)〉
= 〈v2|v1〉〈v4|v3〉 = 〈v1|v2〉〈v3|v4〉 .
For the third equality we used (5.3) and for the last equality we used (5.4) (and
the fact that 2 = 1). Doing the same computation with the RHS of (5.9) we get,
by (5.6),
〈v1|v2〉
N∑
k=1
〈v3 ⊗ v4|vk ⊗ vk〉 = 〈v1|v2〉
N∑
k=1
〈v3|vk〉〈v4|vk〉 = 〈v1|v2〉〈v3|v4〉 .

Lemma 5.3. For every A ∈ EndV , we have
(A⊗ 1)Ω† = (1⊗A†)Ω† , Ω†(A⊗ 1) = Ω†(1⊗A†) . (5.10)
Proof. We can combine both identities in (5.10) in
(A⊗ 1)Ω†(B ⊗ 1) = (1⊗A†)Ω†(1⊗B†) for A,B ∈ EndV . (5.11)
If we apply the LHS of (5.11) to v1 ⊗ v2 we get
〈B(v1)|v2〉
N∑
k=1
A(vk)⊗ vk ,
while if we apply the RHS of (5.11) to v1 ⊗ v2 we get
〈v1|B†(v2)〉
N∑
k=1
vk ⊗A†(vk) .
Hence, (5.11) follows from the definition of adjoint operator and from equation
(5.7). 
Fix an endomorphism T ∈ EndV and let T = IJ , with I : ImT ↪→ V and
J : V  ImT , be its canonical decomposition given by (4.4). We shall assume
that T is either selfadjoint or skewadjoint with respect to the inner product 〈· | ·〉:
T † = δT where δ ∈ {±1} . (5.12)
Lemma 5.4. We have a well defined non-degenerate bilinear form 〈· | ·〉T on ImT ,
depending on the endomorphism T , given by the following formula
〈u1|u2〉T = 〈J−1(u1)|I(u2)〉 for all u1, u2 ∈ ImT . (5.13)
The inner product 〈· | ·〉T has the following parity, depending on the parity (5.4) of
〈· | ·〉 and the self/skew-adjointness (5.12) of T :
〈u1|u2〉T = δ 〈u2|u1〉T for all u1, u2 ∈ ImT . (5.14)
Proof. First, we need to show that the RHS of formula (5.13) is well defined, i.e.,
for u1, u2 ∈ ImT , 〈u˜1|u2〉 does not depend on the choice of the representative
u˜1 ∈ J−1(u1). This is the same as saying that Ker J ⊥ Im I with respect to 〈· | ·〉.
But Ker J = KerT and Im I = ImT and, for a self or skew adjoint operator T ,
KerT and ImT are automatically orthogonal.
Next, we prove that 〈· | ·〉T is non-degenerate. Indeed, if the RHS of (5.13)
vanishes for all u1 ∈ ImT , then 〈v|I(u2)〉 = 0 for all v ∈ V , which implies u2 = 0,
since 〈· | ·〉 is non-degenerate and I is injective.
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Finally, we prove the symmetry property (5.14). Let u1, u2 ∈ ImT and let
u˜1, u˜2 ∈ V be their preimages via J : J(u˜1) = u1 and J(u˜2) = u2. We have
〈u1|u2〉T = 〈J−1(u1)|I(u2)〉 = 〈u˜1|u2〉 = 〈u2|u˜1〉 = 〈J(u˜2)|u˜1〉 = δ〈u˜2|J(u˜1)〉
= δ〈u˜2|u1〉 = δ〈u2|u1〉T .

Lemma 5.5. Let T ∈ EndV satisfy condition (5.12), and let 〈· | ·〉T be the inner
product on ImT defined by (5.13). For A ∈ EndV , we have
(JAI)†T = δJA†I ,
where † denotes the adjoint in EndV w.r.t. 〈· | ·〉, and †T denotes the adjoint in
End(ImT ) w.r.t. 〈· | ·〉T .
Proof. By the definition (5.13) of 〈· | ·〉T , the assumption (5.4) and condition (5.14),
we have
〈u1|(JAI)†T u2〉T = 〈JAIu1|u2〉T = 〈AIu1|Iu2〉 = 〈Iu1|A†Iu2〉
= 〈A†Iu2|Iu1〉 = 〈JA†Iu2|u1〉T = 2δ〈u1|JA†Iu2〉T .

Lemma 5.6. Let {th}Mh=1 and {th}Mh=1 be bases of ImT dual with respect to 〈· | ·〉T .
We have:
M∑
h=1
th ⊗ I(th) =
N∑
k=1
J(vk)⊗ vk ,
M∑
h=1
I(th)⊗ th = δ
N∑
k=1
vk ⊗ J(vk) .
(5.15)
Proof. We first observe that
∑N
k=1 J(v
k) ⊗ vk ∈ ImT ⊗ ImT . Indeed, if we pair
the first factor with v ∈ V , we have
N∑
k=1
〈J(vk)|v〉 ⊗ vk = δ
N∑
k=1
〈vk|J(v)〉 ⊗ vk = δJ(v) ∈ ImT .
Next, if we take the inner product 〈· | ·〉T of∑Mh=1 th⊗th with u1⊗u2 ∈ ImT⊗ImT
we have, by definition of dual bases,
M∑
h=1
〈th|u1〉T 〈th|u2〉T = 〈u1|u2〉T .
On the other hand, if we take the same inner product of the RHS of the first
equation in (5.15) with u1 ⊗ u2 ∈ ImT ⊗ ImT , we have, by (5.6),
N∑
k=1
〈J(vk)|u1〉T 〈vk|u2〉T =
N∑
k=1
〈vk|I(u1)〉〈J−1(vk)|I(u2)〉
= 〈J−1(u1)|I(u2)〉 = 〈u1|u2〉T .
This proves the first equation in (5.15). If we permute the two factors in both sides
of the first equation in(5.15), we get
M∑
h=1
I(th)⊗ th =
N∑
k=1
vk ⊗ J(vk) .
But
∑
h th ⊗ th = δ
∑
h t
h ⊗ th, and
∑
k vk ⊗ vk = 
∑
k v
k ⊗ vk. The second
equation in (5.15) follows. 
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The following result will be essential in Section 5.3:
Lemma 5.7. Consider the operator Ω†V associated to the vector space V and its
inner product 〈· | ·〉, and the operator Ω†ImT associated to the subspace ImT and its
inner product 〈· | ·〉T . The following identity holds in Hom(V, ImT )⊗Hom(ImT, V ):
(J ⊗ 1V )Ω†V (1V ⊗ I) = (1ImT ⊗ I)Ω†ImT (J ⊗ 1ImT ) , (5.16)
and the following identity holds in Hom(ImT, V )⊗Hom(V, ImT ):
(1V ⊗ J)Ω†V (I ⊗ 1V ) = (I ⊗ 1ImT )Ω†ImT (1ImT ⊗ J) . (5.17)
Proof. If we apply the LHS of (5.16) to v ⊗ u ∈ V ⊗ ImT , we get
〈v|I(u)〉
N∑
k=1
J(vk)⊗ vk ,
while we apply the RHS of (5.16) to v ⊗ u ∈ V ⊗ ImT , we get
〈J(v)|u〉T
M∑
h=1
th ⊗ I(th) .
Hence, equation (5.16) follows by the definition (5.13) of the inner product 〈· | ·〉T
and by the first equation in (5.15).
Next, let us apply the LHS of (5.17) to u⊗ v ∈ ImT ⊗ V . As a result we get
〈I(u)|v〉
N∑
k=1
vk ⊗ J(vk) .
On the other hand, if we apply the RHS of (5.17) to u⊗ v ∈ ImT ⊗ V , we get
〈u|J(v)〉T
M∑
h=1
I(th)⊗ th .
Equation (5.17) follows by the second equation in (5.15) and by the following iden-
tity, 〈u|J(v)〉T = δ〈I(u)|v〉, which is easily checked. 
5.2. Formula for the λ-bracket of A(z). Consider the pencil of Poisson vertex
algebras V(g, s),  ∈ F, associated to the Lie algebra g and its element s ∈ g, with
λ-bracket (3.2). Recall that, given a faithful representation ϕ : g ↪→ EndV of g,
we constructed the differential operator
A(∂) = ∂1 +
∑
i∈I
uiU
i + S ∈ V(g)[∂]⊗ EndV . (5.18)
Recall the definition (5.1) of ΩV ∈ EndV ⊗EndV . We shall also denote by ΩgV (or
simply Ωg, if confusion may not arise), the following operator:
ΩgV =
∑
i∈I
Ui ⊗ U i ∈ EndV ⊗ EndV .
We shall mainly be interested in the following three cases:
Case 1: g = glN and V = FN is the defining representation. In this case
Ωg = Ω.
Case 2: g = slN and V = FN is the defining representation. In this case
Ωg = Ω− 1N 1⊗ 1.
Case 3: g = {A ∈ EndV |A† = −A}, where A† denotes the adjoint w.r.t. a
symmetric or skewsymmetric non-degenerate bilinear form 〈· | ·〉 on V ; in
other words, g ' soN if the form is symmetric, and g ' spN if the form
is skewsymmetric, and V ' FN is the defining representation of g. In this
case Ωg = 12 (Ω− Ω†).
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Lemma 5.8. (a) The following identity holds:
{A(z)λA(w)} =
∑
i∈I
ui[1⊗ U i,Ωg] + λΩg + [1⊗ S,Ωg] .
(b) The following identity holds:
(1⊗A(w + λ+ ∂))(z − w − λ− ∂)−1(A∗ (λ− z)⊗ 1)Ω
− Ω (A(z)⊗ (z − w − λ− ∂)−1A(w))
=
∑
i∈I
ui[1⊗ U i,Ω] + λΩ + [1⊗ S,Ω] .
(c) The following identity holds:(
1⊗ (A(w + λ+ ∂)−A(w)))(λ+ ∂)−1((A∗ (λ− z)−A(z))⊗ 1) = −λ1⊗ 1 .
(d) If g,V are as in Case 3 above, then the following identity holds:
(1⊗A(w + λ+ ∂))Ω†(z + w + ∂)−1(A(z)⊗ 1)
− (A∗ (λ− z)⊗ 1)Ω†(z + w + ∂)−1(1⊗A(w))
=
∑
i∈I
ui[1⊗ U i,Ω†] + λΩ† + [1⊗ S,Ω†] .
Moreover, in this case we have (A∗(∂))† = −A(∂).
Proof. By the definition (5.18) of A(z) and the definition (3.2) of the λ-bracket in
V(g, s), we have
{A(z)λA(w)} =
∑
i,j∈I
{uiλuj}U i ⊗ U j
=
∑
i,j∈I
(
[ui, uj ] + λ(ui|uj) + (s|[ui, uj ])
)
U i ⊗ U j
(5.19)
On the other hand, by the completeness relation in g, we have∑
i,j∈I
[ui, uj ]U
i ⊗ U j =
∑
i,k∈I
ukU
i ⊗ [Uk, Ui] =
∑
k∈I
uk[1⊗ Uk,Ωg] , (5.20)
we have ∑
i,j∈I
(ui|uj)U i ⊗ U j =
∑
i∈I
U i ⊗ Ui = Ωg , (5.21)
and we have∑
i,j∈I
(s|[ui, uj ])U i ⊗ U j =
∑
i∈I
U i ⊗ ϕ([s, ui]) = [1⊗ S,Ωg] . (5.22)
Combining equations (5.19)–(5.22), we get part (a).
Next, let us prove part (b). We have, by a straightforward computation,
A(w + λ+ ∂)⊗ (z − w − λ− ∂)−1A∗ (λ− z)
−A(z)⊗ (z − w − λ− ∂)−1A(w)
= λ1⊗ 1 +
∑
i∈I
ui(U
i ⊗ 1− 1⊗ U i) + (S ⊗ 1− 1⊗ S) .
(5.23)
Claim (b) is obtained multiplying both sides of (5.23) on the left by Ω and applying
(5.3).
Part (c) is immediate by definition (5.18), since A(w+λ+∂)−A(w) = (λ+∂)1
and A∗ (λ− z)−A(z) = −λ1.
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Finally, for part (d), we have, denoting u˜i = ui + (s|ui),
(1⊗A(w + λ+ ∂))Ω†(z + w + ∂)−1(A(z)⊗ 1)
− (A∗ (λ− z)⊗ 1)Ω†(z + w + ∂)−1(1⊗A(w))
= (z(w + λ)− (z − λ)w)(z + w)−1Ω†
+
∑
i∈I
(
(w + λ+ ∂)(z + w + ∂)−1u˜iΩ†(U i ⊗ 1)
− (z − λ)(z + w + ∂)−1u˜iΩ†(1⊗ U i)
+ z(z + w)−1u˜i(1⊗ U i)Ω† − w(z + w)−1u˜i(U i ⊗ 1)Ω†
)
+
∑
i,j∈I
u˜i(z + w + ∂)
−1u˜j
(
(1⊗ U i)Ω†(U j ⊗ 1)− (U i ⊗ 1)Ω†(1⊗ U j)
)
.
(5.24)
By equations (5.10), we have Ω†(U i⊗1) = −Ω†(1⊗U i), (U i⊗1)Ω† = −(1⊗U i)Ω†,
and (1⊗U i)Ω†(U j ⊗ 1) = (U i⊗1)Ω†(1⊗U j). Hence, the RHS of (5.24) becomes
λΩ† +
∑
i∈I
u˜i[1⊗ U i,Ω†] ,
proving the first assertion in claim (d). The last assertion in claim (d) is obvious. 
As a consequence of Lemma 5.8, in the three cases 1-3 described above we have the
following formulas for {A(z)λA(w)}:
Case 1: For g = glN and V = FN , A(∂) satisfies the following Adler identity
(cf. [DSKV15, Eq.(5.1)-(5.2)]):
{A(z)λA(w)} = (1⊗A(w + λ+ ∂))(z − w − λ− ∂)−1(A∗ (λ− z)⊗ 1)Ω
− Ω (A(z)⊗ (z − w − λ− ∂)−1A(w)) .
(5.25)
Case 2: For g = slN and V = FN , A(∂) satisfies the following modified Adler
identity :
{A(z)λA(w)} = (1⊗A(w + λ+ ∂))(z − w − λ− ∂)−1(A∗ (λ− z)⊗ 1)Ω
− Ω (A(z)⊗ (z − w − λ− ∂)−1A(w))
+
1
N
(
1⊗ (A(w + λ+ ∂)−A(w)))(λ+ ∂)−1((A∗ (λ− z)−A(z))⊗ 1) .
(5.26)
Case 3: For g ' soN or spN and V ' FN , A(∂) satisfies (A∗(∂))† = −A(∂),
and the following twisted Adler identity :
{A(z)λA(w)} = 1
2
(1⊗A(w + λ+ ∂))(z − w − λ− ∂)−1(A∗ (λ− z)⊗ 1)Ω
− 1
2
Ω (A(z)⊗ (z − w − λ− ∂)−1A(w))
− 1
2
(1⊗A(w + λ+ ∂))Ω†(z + w + ∂)−1(A(z)⊗ 1)
+
1
2
(A∗ (λ− z)⊗ 1)Ω†(z + w + ∂)−1(1⊗A(w)) .
(5.27)
5.3. The generalized Adler identity. The following notion is introduced to in-
clude all three equations (5.25)-(5.27) as special cases.
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Definition 5.9. Let A(∂) ∈ V((∂−1)) ⊗ EndV be an EndV -valued pseudodiffer-
ential operator over the PVA V. We say that A(∂) is an operator of generalized
Adler type if
{A(z)λA(w)} = α(1⊗A(w + λ+ ∂))(z − w − λ− ∂)−1(A∗(λ− z)⊗ 1)Ω
− αΩ (A(z)⊗ (z − w − λ− ∂)−1A(w))
− β(1⊗A(w + λ+ ∂))Ω†(z + w + ∂)−1(A(z)⊗ 1)
+ β(A∗(λ− z)⊗ 1)Ω†(z + w + ∂)−1(1⊗A(w))
+ γ
(
1⊗ (A(w + λ+ ∂)−A(w)))(λ+ ∂)−1((A∗(λ− z)−A(z))⊗ 1) ,
(5.28)
for some α, β, γ ∈ F, where Ω is given by (5.1) (for the vector space V ). If β 6= 0,
we assume that V carries a symmetric or skewsymmetric non-degenerate bilinear
form 〈· | ·〉 and Ω† is given by (5.8). Moreover, in this case we also assume that
(A∗(∂))† = ηA(∂) where η ∈ {±1} . (5.29)
Remark 5.10. In equation (5.28), as well as in the analogous equations above in
this Section, we can expand all terms either using ιz or using ιw (but not both) and
the result is the same. Indeed, the coefficient of α is clearly regular in z−w−λ−∂,
and, thanks to the assumption (5.29), the coefficient of β is regular in z + w + ∂.
Note also that the last term of the RHS is regular in λ + ∂ (so no expansion is
needed).
For example, for the three cases listed in Section 5.2 equations (5.25), (5.26) and
(5.27) for the operator A(∂) correspond to the following values of the parameters
α, β, γ:
g V α β γ
glN FN 1 0 0
slN FN 1 0 1N
soN or spN FN 12
1
2 0
(5.30)
Theorem 5.11. Let A(∂) ∈ V((∂−1)) ⊗ EndV be an EndV valued pseudodiffer-
ential operator over the Poisson vertex algebra V, of generalized Adler type. Then:
(a) If A(∂) is invertible in V((∂−1))⊗EndV , then A−1(∂) satisfies the generalized
Adler identity (5.28) with the opposite values of α and β (and the same value
of γ). Furthermore, if β 6= 0, then ((A−1)∗(∂))† = ηA−1(∂).
(b) Let T ∈ EndV and I, J be as in (4.4). If β 6= 0, we assume that T † = δT ,
δ ∈ {±1} and we consider the corresponding inner product 〈· | ·〉T on ImT ,
defined by (5.13). Then, JA(∂)I ∈ V ⊗ End(ImT ) ⊗ End(ImT ) satisfies the
generalized Adler identity (5.28) (with the same values of α, β, γ), and, for
β 6= 0, we have (JA∗(∂)I)†T = ηδJA(∂)I.
(c) If, moreover, the generalized quasideterminant
|A(∂)|I,J := (JA−1(∂)I)−1 ,
exists (i.e. A(∂) is invertible in V((∂−1))⊗EndV , and JA−1(∂)I is invertible
in V((∂−1))⊗End(ImT )), then |A(∂)|I,J satisfies the generalized Adler identity
(5.28) (with the same values of α, β, γ), and, for β 6= 0, we have (|A|∗I,J(∂))†T =
ηδ|A(∂)|I,J .
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Proof. If we apply Lemma 2.3(g)-(h), we get
{A−1(z)λA−1(w)} =
((∣∣
x1=∂
(A−1)∗(λ− z))⊗A−1(w + λ+ x1 + x2 + y2 + u))
× (∣∣
u=∂
{A(z + x2)λ+x1+x2A(w + y2)}
)((∣∣
x2=∂
A−1(z)
)⊗ (∣∣
y2=∂
A−1(w)
))
.
(5.31)
Here we are using of the notation (2.1). We then use the generalized Adler identity
(5.28) to rewrite the RHS of (5.31) as
{A−1(z)λA−1(w)} = α (z − w − λ− y2)−1Ω
(
A−1(z)⊗ (∣∣
y2=∂
A−1(w)
))
− α((∣∣
x1=∂
(A−1)∗(λ− z))⊗A−1(w + λ+ x1))Ω(z − w − λ− x1)−1
− β((A−1)∗(λ− z)⊗ 1)Ω†(z + w + y2)−1(1⊗ (∣∣y2=∂A−1(w)))
+ β
(
1⊗A−1(w + λ+ x2)
)
Ω†(z + w + x2)−1
((∣∣
x2=∂
A−1(z)
)⊗ 1)
+γ
(
1⊗(A−1(w)−A−1(w+λ+x)))(λ+x)−1((∣∣
x=∂
A−1(z)− (A−1)∗(λ−z))⊗1).
(5.32)
Here we used the identities
A−1(w + λ+ y)
(∣∣
y=∂
A(w + λ)
)
= 1 , A(w + y)
(∣∣
y=∂
A−1(w)
)
= 1(∣∣
x=∂
(A−1)∗(λ− z))A∗(λ+ x− z) = 1 , A(z + x)(∣∣
x=∂
A−1(z)
)
= 1 ,
which are a consequence of the identities AA−1 = A−1A = 1 and Lemma 2.1.
Equation (5.32) is the generalized Adler identity (5.28) for A−1, with the opposite
values of α and β. The last assertion of claim (a) follows from Lemma 2.2.
Next, for part (b), we have {JA(z)IλJA(w)I} = (J ⊗ J){A(z)λA(w)}(I ⊗ I).
Hence, by (5.28) we get
{JA(z)IλJA(w)I}
= α(J ⊗ J)(1V ⊗A(w + λ+ ∂))(z − w − λ− ∂)−1(A∗(λ− z)⊗ 1V )ΩV (I ⊗ I)
− α(J ⊗ J)ΩV (A(z)⊗ (z − w − λ− ∂)−1A(w))(I ⊗ I)
− β(J ⊗ J)(1V ⊗A(w + λ+ ∂))Ω†V (z + w + ∂)−1(A(z)⊗ 1V )(I ⊗ I)
+ β(J ⊗ J)(A∗(λ− z)⊗ 1V )Ω†V (z + w + ∂)−1(1V ⊗A(w))(I ⊗ I)
+ γ(J⊗J)(1V ⊗(A(w+λ+∂)−A(w)))(λ+∂)−1((A∗(λ−z)−A(z))⊗1V )(I⊗I).
(5.33)
Obviously, we have J1V = 1ImTJ and 1V I = I1ImT . We can then use Lemmas
5.1 and 5.7 to rewrite the RHS of (5.33) as follows:
α(1ImT ⊗ JA(w + λ+ ∂)I)(z − w − λ− ∂)−1(JA∗(λ− z)I ⊗ 1ImT )ΩImT
− αΩImT (JA(z)I ⊗ (z − w − λ− ∂)−1JA(w)I)
− β(1ImT ⊗ JA(w + λ+ ∂)I)Ω†ImT (z + w + ∂)−1(JA(z)I ⊗ 1ImT )
+ β(JA∗(λ− z)I ⊗ 1ImT )Ω†ImT (z + w + ∂)−1(1ImT ⊗ JA(w)I)
+ γ
(
1V ⊗
(
JA(w+λ+∂)I−JA(w)I))(λ+∂)−1((JA∗(λ−z)I−JA(z)I)⊗1V ).
(5.34)
Hence, JA(∂)I ∈ V((∂−1)) ⊗ End(ImT ) satisfies the generalized Adler identity
(5.28) (with respect to the space ImT with inner product 〈· | ·〉T ). The last assertion
of claim (b) follows from Lemma 5.5.
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By part (a), A−1(∂) is an operator of generalized Adler type with parameters
−α,−β, γ. By part (b) JA−1(∂)I is of generalized Adler type with the same pa-
rameters −α,−β, γ. Finally, again by part (a), |A(∂)|I,J is of generalized Adler
type with parameters α, β, γ, proving (c). 
Remark 5.12. We could try to generalize the generalized Adler identity (5.28) more,
in a way that Theorem 5.11 still holds. This leads to an identity of the following
type,
{A(z)λA(w)} =
((∣∣
x=∂
A∗(λ− z))⊗A(w + λ+ x))α(z, w, λ+ x)
+ β(z + x,w + y, λ+ x)
((∣∣
x=∂
A(z)
)⊗ (∣∣
y=∂
A(w)
))
+
(
1⊗A(w + λ+ x))γ(z + x,w, λ+ x)((∣∣
x=∂
A(z)
)⊗ 1)
+
((∣∣
x=∂
A∗(λ− z))⊗ 1)δ(z, w + y, λ+ x)(1⊗ (∣∣
y=∂
A(w)
))
,
(5.35)
where α, β, γ, δ are functions with values in EndV ⊗EndV satisfying some compat-
ibility condition with T ∈ EndV . However, despite our efforts, we were not able to
find any interesting pair (g, V ), other than the one listed in table (5.30), for which
the operator A(∂) ∈ V(g)((∂−1))⊗ EndV satisfies a generalized Adler identity of
the form (5.35).
Remark 5.13. Let A(∂) be an operator of (α, β, γ, δ)-Adler type for the λ-bracket
{· λ ·}, in the sense of Remark 5.12, i.e. we assume that equation (5.35) holds.
Skewsymmetry for the λ-bracket {· λ ·} translates to the condition:
{A(z)λA(w) = −{A(w)−λ−∂A(z)}σ ∈ (V[λ])[[z−1, w−1]][z, w]⊗ EndV ⊗ EndV ,
(5.36)
where σ : EndV ⊗ EndV → EndV ⊗ EndV is the transposition of the two fac-
tors. One can check that (5.36) holds provided that α, β, γ, δ satisfy the following
conditions:
α(z, w, λ) = −ασ(w, z,−λ) , β(z, w, λ) = −βσ(w, z,−λ) ,
γ(z, w, λ) = −δσ(w, z,−λ) , δ(z, w, λ) = −γσ(w, z,−λ) . (5.37)
Furthermore, the Jacobi identity for the λ-bracket {· λ ·} translates to the condition:
{A(z1)λ{A(z2)µA(z3)}}−{A(z2)µ{A(z1)λA(z3)}}(12) = {{A(z1)λA(z2)}λ+µA(z3)} ,
(5.38)
where (1, 2) : EndV ⊗3 → EndV ⊗3 is the transposition of the first two factors. One
can check that (5.38) holds provided that α, β, γ, δ satisfy the following conditions:
Γ(α, α, α) = 0 , Γ(−α, δ, δ) = 0 , Γ(γ,−α, γ) = 0 , Γ(δ, γ,−α) = 0 ,
Γ(β, β, β) = 0 , Γ(−β, γ, γ) = 0 , Γ(δ,−β, δ) = 0 , Γ(γ, δ,−β) = 0 , (5.39)
where
Γ(X,Y, Z) = X12(z1, z2 − λ− µ, λ)Y23(z2, z3, λ+ µ)− Y23(z2, z3 + λ, µ)Z13(z1, z3, λ)
− Z13(z1 + µ, z3, λ+ µ)X12(z1, z2,−µ) +X12(z1 − λ− µ, z2,−µ)Z13(z1, z3, λ+ µ)
+ Z13(z1 + µ, z3, λ+ µ)X12(z1, z2,−µ)− Y23(z2 + λ, z3, λ+ µ)X12(z1, z2, λ) .
Here we are using the standard notation X12 = X ⊗ 1 ∈ (EndV )⊗3, and similarly
for X23 and X13.
Remark 5.14. As a special case of Remarks 5.12 and 5.13, let α = −β, and γ = δ = 0
in equation (5.35). Moreover, assume that α(z1, z2, λ) = α(z1−z2−λ) is a function
of z1 − z2 − λ. Then, condition (5.37) is equivalent to
α(z) = −α(−z)σ , (5.40)
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and condition (5.39) is equivalent to
α12(z − w + λ− µ)α23(w + µ) + α13(z)α23(w)
+ α12(z − w)α13(z)− α23(w + µ)α13(z + λ)
− α13(z + λ)α12(z − w + λ− µ)− α23(w)α12(z − w) = 0 .
(5.41)
Equation (5.40) is the same as [FT07, Ch.III, Eq.(1.40)]. For λ = µ = 0, equation
(5.41) reduces to [FT07, Ch.III, Eq.(1.41)], see also [BD82, Eq.(1.4)]. Moreover, in
this case the identity (5.35) reduces to the so-called fundamental Poisson bracket
given by [FT07, Ch.III, Eq.(1.20)].
Remark 5.15. Assuming that α(z1, z2, λ) = α(z1−λ, z2) is a function of z1−λ and
z2, then, the first equation in (5.37) can be rewritten as α(u1, u2) = −α(u2, u1)σ,
which is called unitary condition in [BD82], while the first equation in (5.39), i.e.
Γ(α, α, α) = 0, is equivalent to
α12(u1, u2 − λ)α23(u2 − λ, u3) + α13(u1, u3 + µ)α23(u2, u3)
+ α12(u1, u2)α13(u1 − µ, u3)− α23(u2, u3 + λ)α13(u1, u3)
− α13(u1, u3)α12(u1 + µ, u2)− α23(u2, u3)α12(u1, u2) = 0 .
which, for λ = µ = 0, reduces to [BD82, Eq.(1.1)].
Corollary 5.16. Let g, V and the parameters α, β, γ be as in table (5.30). Let
{f, 2x, e} ⊂ g be an sl2-triple, consider the corresponding adx-eigenspace decom-
positions (3.1) and (4.2), let s ∈ gd, T ∈ (EndV )[D], and assume that condition
(4.5) holds. In Case 3 (i.e. g = soN or spN and V = FN ), assume also that
T † = δT , δ ∈ {= ±1}, and consider the corresponding inner product 〈· | ·〉T on
ImT defined by (5.13). Consider the pencil of W -algebras W(g, f, s),  ∈ F, and
the End(ImT )-valued pseudodifferential operator L(∂), defined by (4.8), over the
PVA W(g, f, s). Then L(∂) is an operator of generalized Adler type for every
 ∈ F.
Proof. By (5.25), (5.26) and (5.27), A(∂) satisfies (5.28). Hence, by Theorem
5.11(c) so does the generalized quasideterminant (J(A−1 (∂)I)−1. Applying the
differential algebra homomorphism ρ to both sides of the generalized Adler identity
(5.28) for this generalized quasideterminant (and applying [DSKV13, Cor.3.3(d)]),
we get the desired result. 
5.4. Scalar operators with constant coefficients of generalized Adler type.
It is natural to ask when a scalar operator with constant coefficients, A(∂) = a(∂)1,
satisfies the generalized Adler identity (5.28). In this case (5.28) reads:
α
a(z − λ)a(w + λ)− a(z)a(w)
z − w − λ Ω− β
a(z)a(w + λ)− a(z − λ)a(w)
z + w
Ω†
+ γ
(a(z − λ)− a(z))(a(w + λ)− a(w))
λ
1⊗ 1 = 0 .
(5.42)
In order to make sense of equation (5.42), we may assume that a(∂) lies in F((∂−1))
or in F((∂)). If dimV > 1, the operators Ω,Ω† and 1 ⊗ 1 ∈ EndV ⊗ EndV are
linearly independent. Hence, in this case, equation (5.42) implies a(∂) = a ∈ F.
Let us then consider the case when V = F, in which case Ω = Ω† = 1 ⊗ 1, and
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equation (5.42) becomes
α
a(z − λ)a(w + λ)− a(z)a(w)
z − w − λ − β
a(z)a(w + λ)− a(z − λ)a(w)
z + w
+ γ
(a(z − λ)− a(z))(a(w + λ)− a(w))
λ
= 0 .
(5.43)
If we take the derivative at λ = 0 of both sides of equation (5.43), we get
α
a(z)a′(w)− a′(z)a(w)
z − w − β
a(z)a′(w) + a′(z)a(w)
z + w
− γa′(z)a′(w) = 0 . (5.44)
We can then take the limit for z → w of both sides of (5.44) to get
α
(
(a′(w))2 − a(w)a′′(w))− β a(w)a′(w)
w
− γ(a′(w))2 = 0 . (5.45)
Letting y(w) = a
′(w)
a(w) , equation (5.45) reduces to the following first order differential
equation for the function y(w):
αy′ + β
y
w
+ γy2 = 0 , (5.46)
which can be easily solved by the method of variation of constants. The general
solutions of equation (5.46), and, up to a multiplicative constant, of equation (5.45),
are given in the following table:
conditions on α, β, γ y(w) a(w)
— 0 1
α− β − nγ = 0 nw wn
α(n− 1) + β = 0, α 6= 0, γ = 0 kwn−1 exp(kwn)
β = α, γ 6= 0, α− nγ = 0 nw(k+logw) (k + logw)n
, (5.47)
where k ∈ F. To conclude, we need to see which of the solutions a(w) listed in
Table (5.47) are indeed solutions of the generalized Adler identity (5.42). As a
result, we get the following complete list of scalar operators of generalized Adler
type (in dimension 1), up to a multiplicative constant:
conditions on α, β, γ a(∂)
— 1
α− β − γ = 0 ∂
α− β + γ = 0 ∂−1
α = −β = γ ∂2
α = −β = −γ ∂−2
α 6= 0, β = γ = 0 ek∂ , k ∈ F
(5.48)
6. Integrable hierarchies for generalized Adler type operators
Theorem 6.1. Let A(∂) ∈ V((∂−1))⊗EndV be an EndV -valued pseudodifferential
operator over the Poisson vertex algebra V. Assume that A(∂) is an operator of
generalized Adler type, and that it is invertible in V((∂−1)) ⊗ EndV . For B(∂) ∈
V((∂−1))⊗EndV a K-th root of A (i.e. A(∂) = B(∂)K for K ∈ Z\{0}) define the
elements hn,B ∈ V, n ∈ Z, by (tr = 1⊗ tr)
hn,B =
−K
n
Resz tr(B
n(z)) for n 6= 0 , h0 = 0 . (6.1)
Then:
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(a) All the elements
∫
hn,B are Hamiltonian functionals in involution:
{∫ hm,B , ∫ hn,C} = 0 for all m,n ∈ Z, B, C roots of A . (6.2)
(b) The corresponding compatible hierarchy of Hamiltonian equations satisfies
dA(w)
dtn,B
= {∫ hn,B , A(w)} = [α(Bn)+ − β((Bn)∗†)+, A](w) , n ∈ Z, B root of A
(6.3)
(in the RHS we are taking the symbol of the commutator of matrix pseudodif-
ferential operators), and the Hamiltonian functionals
∫
hn,C , n ∈ Z+, C root of
A, are integrals of motion of all these equations.
Remark 6.2. One can state the same Theorem 6.1 without the assumption that
A (and therefore B) is invertible, at the price of assuming that K ≥ 1, and of
restricting the sequence hn in (6.1) to n ∈ Z+. Moreover, since the proof of (6.2)
and (6.3) is based on Lemma 6.5, one needs to restrict equation (6.2) to m ≥ K
and n ≥ L, where BK = CL = A, and equation (6.3) to n ≥ K.
In the remainder of the section we will give a proof of Theorem 6.1. This theorem
is an extension of [DSKVnew, Thm.5.1] to the case of the generalized Adler identity
(5.28). Its proof is based on the following Lemmas 6.4 and Lemma 6.5, which are
essentially the same as Lemmas 2.1 and 5.6 in [DSKVnew] respectively, but written
in terms of endomorphisms instead of matrix elements.
Lemma 6.3. Let A, B be in EndV ⊗ EndV . Then
(a) (tr⊗1)(ΩA) = A′A′′ ∈ EndV ;
(b) (tr⊗ tr)(ΩA) = tr(A′A′′) ∈ F;
(c) (tr⊗1)(AΩ†B) = A′′(B′A′)†B′′) ∈ EndV ;
(d) (tr⊗ tr)(AΩ†B) = tr(A′′(B′A′)†B′′)) ∈ F.
Proof. Parts (a) and (c) are immediate consequences of (5.2) and the cyclic property
of the trace. Parts (b) and (d) are obvious consequences of (a) and (c) respectively.

Lemma 6.4. [DSKVnew, Lem.2.1] Given two operators A(∂), B(∂) ∈ V((∂−1))⊗
EndV , we have
(a) Resz A(z)B∗(λ− z) = Resz A(z + λ+ ∂)B(z);
(b)
∫
Resz tr(A(z + ∂)B(z)) =
∫
Resz tr(B(z + ∂)A(z)).
Proof. Part (a) is a consequence of the combinatorial identity Resz zm(z − λ)n =
Resz(z + λ)
mzn, which holds for every m,n ∈ Z. For part (b) we have∫
Resz tr(A(z + ∂)B(z)) =
∫
Resz tr(A(z)B
∗(−z)) = ∫ Resz tr(B∗(−z)A(z))
=
∫
Resz tr(B(z + ∂)A(z)) .
In the first equality we used (a) (with λ = 0), in the second property we used the
cyclic property of the trace, and in the third equality we performed integration by
parts. 
Lemma 6.5. [DSKVnew, Lem.5.6] Let A(∂) ∈ V((∂−1)) ⊗ EndV and let B(∂) ∈
V((∂−1)) ⊗ EndV be its K-th root, i.e. BK(∂) = A(∂), for K ∈ Z\{0}. Let
hn,B ∈ V be given by (6.1). Then, for a ∈ V, n ∈ Z, we have
{hn,Bλa}
∣∣
λ=0
= −Resz tr{A(z + x)xa}
(∣∣
x=∂
Bn−K(z)
)
,∫ {aλhn,B}∣∣λ=0 = −∫ Resw tr{aλA(w + x)}∣∣λ=0(∣∣x=∂Bn−K(w)) . (6.4)
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Proof. By Lemma 2.3(f) and (j), we have, for every n ∈ Z,
{Bn(z)λa} = n|n|
∑
`
(∣∣
y=∂
(B`)∗(λ−z)){B(z+x)λ+x+ya}(∣∣x=∂Bn−1−`(z)) , (6.5)
where the sum over ` is
∑n−1
`=0 if n ≥ 1, and
∑−1
`=n if n ≤ −1. We let n = K in
(6.5), replace z by z + ∂ and λ by ∂ acting on Bn−K(z), and take Resz and tr, to
get:
Resz tr{A(z + x)xa}
(∣∣
x=∂
Bn−K(z)
)
=
K
|K|
∑
`
Resz tr
(∣∣
y=∂
(B`)∗(−z)){B(z + x1 + x2)x1+x2+ya}
× (∣∣
x1=∂
BK−1−`(z + x2)
)(∣∣
x2=∂
Bn−K(z)
)
=
K
|K|
∑
`
Resz tr
(∣∣
y=∂
(B`)∗(−z)){B(z + x)x+ya}(∣∣x1=∂Bn−1−`(z))
=
K
|K|
∑
`
Resz tr{B(z + x)x+ya}
(∣∣
x=∂
Bn−1−`(z)
)(∣∣
y=∂
(B`)∗(−z))
=
K
|K|
∑
`
Resz tr{B(z + x+ y)x+ya}
(∣∣
x=∂
Bn−1−`(z + y)
)(∣∣
y=∂
B`(z)
)
=
K
|K|
∑
`
Resz tr{B(z + x)xa}
(∣∣
x=∂
Bn−1(z)
)
= K Resz tr{B(z + x)xa}
(∣∣
x=∂
Bn−1(z)
)
.
(6.6)
In the first equality of (6.6) we used (6.5), in the second equality we used Lemma
2.1(a), in the third equality we used the cyclic property of the trace, in the fourth
equality we used Lemma 6.4(a), in the fifth equality we used Lemma 2.1(a) again,
and in the last equality we used the obvious identity
∑
` = |K|. With the same
line of reasoning, we get, by the definition (6.1) of hn,B and equation (6.5),
{hn,Bλa}
∣∣
λ=0
= −K
n
Resz tr{Bn(z)λa}
∣∣
λ=0
= −K|n|
∑
`
Resz tr
(∣∣
y=∂
(B`)∗(−z)){B(z + x)x+ya}(∣∣x=∂Bn−1−`(z))
= −K|n|
∑
`
Resz tr{B(z + x)x+ya}
(∣∣
x=∂
Bn−1−`(z)
)(∣∣
y=∂
(B`)∗(−z))
= −K|n|
∑
`
Resz tr{B(z + x+ y)x+ya}
(∣∣
x=∂
Bn−1−`(z + y)
)(∣∣
y=∂
B`(z)
)
= −K|n|
∑
`
Resz tr{B(z + x)xa}
(∣∣
x=∂
Bn−1(z)
)
= −K Resz tr{B(z + x)xa}
(∣∣
x=∂
Bn−1(z)
)
,
(6.7)
where this time
∑
` = |n|. Comparing the RHS’s of equations (6.6) and (6.7), we
get the first equation in (6.4).
By Lemma 2.3(e) and (i), we have, for every n ∈ Z,
{aλBn(w)} = n|n|
∑
`
Bn−`−1(w + λ+ ∂){aλB(w + x)}
(∣∣
x=∂
B`(w)
)
. (6.8)
where, as before,
∑
` stands for
∑n−1
`=0 if n ≥ 1, and for
∑−1
`=n if n ≤ −1. We let
n = K in (6.8), let λ = 0, replace w by w + ∂ where ∂ acts on Bn−K(w), and take
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, Resw and tr, to get:∫
Resw tr{aλA(w + x)}
∣∣
λ=0
(∣∣
x2=∂
Bn−K(w)
)
=
K
|K|
∑
`
∫
Resw trB
K−`−1(w + ∂){aλB(w + x1 + x2)}
∣∣
λ=0
× (∣∣
x1=∂
B`(w + x2)
)(∣∣
x2=∂
Bn−K(w)
)
=
K
|K|
∑
`
∫
Resw trB
K−`−1(w + ∂){aλB(w + x)}
∣∣
λ=0
(∣∣
x=∂
Bn+`−K(w)
)
=
K
|K|
∑
`
∫
Resw tr{aλB(w+x+y)}
∣∣
λ=0
(∣∣
x=∂
Bn+`−K(w+y)
)(∣∣
y=∂
BK−` −1(w)
)
=
K
|K|
∑
`
∫
Resw tr{aλB(w + x)}
∣∣
λ=0
(∣∣
x=∂
Bn−1(w)
)
= K
∫
Resw tr{aλB(w + x)}
∣∣
λ=0
(∣∣
x=∂
Bn−1(w)
)
.
(6.9)
In the first equality of (6.9) we used (6.8), in the second equality we used Lemma
2.1(a), in the third equality we used Lemma 6.4(b), in the fourth equality we used
Lemma 2.1(a) again, and in the last equality we used the obvious identity
∑
` = |K|.
With the same line of reasoning, we get, by the definition (6.1) of hn,B and equation
(6.8),∫ {aλhn,B}∣∣λ=0 = −Kn ∫ Resw tr{aλBn(w)}∣∣λ=0
= −K|n|
∑
`
∫
Resw trB
n−`−1(w + ∂){aλB(w + x)}
∣∣
λ=0
(∣∣
x=∂
B`(w)
)
= −K|n|
∑
`
∫
Resw tr{aλB(w + x+ y)}
∣∣
λ=0
(∣∣
x=∂
B`(w + y)
)(∣∣
y=∂
Bn−`−1(w)
)
= −K|n|
∑
`
∫
Resw tr{aλB(w + x)}
∣∣
λ=0
(∣∣
x=∂
Bn−1(w)
)
= −K∫ Resw tr{aλB(w + x)}∣∣λ=0(∣∣x=∂Bn−1(w)) .
(6.10)
Comparing the RHS’s of equations (6.9) and (6.10), we get the second equation in
(6.4). 
Proof of Theorem 6.1. Suppose B is a K-th root of A, K ∈ Z\{0} and C is an
H-th root of A, H ∈ Z\{0}. Applying the second equation in (6.4) first, and then
the first equation in (6.4), we get
{∫ hm,B , ∫ hn,C} = ∫ Resz Resw(tr⊗ tr){A(z + x)xA(w + y)}
×
((∣∣
x=∂
Bm−K(z)
)⊗ (∣∣
y=∂
Cn−H(w)
))
.
(6.11)
We can now use the generalized Adler identity (5.28) to rewrite the RHS of (6.11)
as
α
∫
Resz Resw(tr⊗ tr)(z − w − x1 − y)−1
× Ω
(
A(w + x1 + x2 + y)
(∣∣
x2=∂
Bm−K(z)
)⊗ (∣∣
x1=∂
A∗(−z))(∣∣
y=∂
Cn−H(w)
))
− α
∫
Resz Resw(tr⊗ tr)(z − w − y1 − y2)−1
× Ω
(
A(z + x)
(∣∣
x=∂
Bm−K(z)
)⊗ (∣∣
y1=∂
A(w + y2)
)(∣∣
y2=∂
Cn−H(w)
))
(6.12)
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− β
∫
Resz Resw(tr⊗ tr)(z + w + x1 + x2 + y)−1
× (1⊗A(w+x1+x2+y))Ω†((∣∣x1=∂A(z+x2))(∣∣x2=∂Bm−K(z))⊗(∣∣y=∂Cn−H(w)))
+ β
∫
Resz Resw(tr⊗ tr)(z + w + x+ y1 + y2)−1
× (A∗(−z)⊗ 1)Ω†((∣∣
x=∂
Bm−K(z)
)⊗ (∣∣
y1=∂
A(w + y2)
)(∣∣
y2=∂
Cn−H(w)
))
+ γ
∫
Resz Resw(tr⊗ tr)(x1 + x2)−1
× (∣∣
x1=∂
(A∗(−z)−A(z + x2))
)(∣∣
x2=∂
Bm−K(z)
)
⊗ (A(w + x1 + x2 + y)−A(w + y))(∣∣y=∂Cn−H(w)) .
(6.13)
Note that (cf. Remark 5.10) the coefficient of α (resp. β) in (5.28) is regular in
z − w − λ − ∂ (resp. z + w + ∂). Hence, if we expand each term of (8.22) in the
domain |z| > |w| (or, equivalently, |z| < |w|), the result is unchanged. We can use
Lemma 6.3(b), to rewrite the first term in the RHS of (8.22) as
α
∫
Resz Resw tr ιz(z − w − x1 − y)−1
×A(w + x1 + x2 + y)
(∣∣
x2=∂
Bm−K(z)
)(∣∣
x1=∂
A∗(−z))(∣∣
y=∂
Cn−H(w)
)
.
(6.14)
By (2.2) and (2.3) and the identity A = BK , we can then rewrite (6.14) as
α
∫
Resw trA(w + x+ y)
(∣∣
x=∂
Bm(w + y)
)
+
(∣∣
y=∂
Cn−H(w)
)
,
or, equivalently, as
α
∫
Resw trA(w + ∂)B
m(w + ∂)+C
n−H(w) . (6.15)
Furthermore, by Lemma 6.4(b) and the identity A = CH , (6.15) becomes
α
∫
Resw trB
m(w + ∂)+C
n(w) . (6.16)
Next, let us consider the second term of (8.22), which, by Lemma 2.1 and the
identities A = BK = CH , can be rewritten as
− α
∫
Resz Resw(tr⊗ tr)ιz(z − w − y)−1Ω
(
Bm(z)⊗ (∣∣
y=∂
Cn(w)
))
. (6.17)
By Lemma 6.3(b), we can rewrite (6.17) as
− α
∫
Resz Resw tr ιz(z − w − y)−1Bm(z)
(∣∣
y=∂
Cn(w)
)
, (6.18)
and by (2.3), (6.18) is equal to
− α
∫
Resw trB
m(w + ∂)+C
n(w) . (6.19)
Combining (6.16) and (6.19), we conclude that the coefficient of α in (8.22) vanishes.
Next, let us consider the third term in (8.22), which, by Lemma 2.1(a) and the
identity A = BK , can be rewritten as
− β
∫
Resz Resw(tr⊗ tr)ιz(z + w + x+ y)−1
× (1⊗A(w + x+ y))Ω†((∣∣
x=∂
Bm(z)
)⊗ (∣∣
y=∂
Cn−H(w)
))
.
(6.20)
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By Lemma 6.3(d), (6.20) is equal to
−β
∫
Resz Resw tr ιz(z+w+x+ y)
−1A(w+x+ y)
(∣∣
x=∂
Bm(z)
)†(∣∣
y=∂
Cn−H(w)
)
.
(6.21)
We then use equation (2.3) and (2.2), to rewrite (6.21) as
−β
∫
Resw trA(w + x+ y)
(∣∣
x=∂
(Bm)∗(w + y)
)†
+
(∣∣
y=∂
Cn−H(w)
)
,
or, equivalently, as
− β
∫
Resw trA(w + ∂)
(
(Bm)∗(w + ∂)
)†
+
Cn−H(w) . (6.22)
Furthermore, we can use Lemma 6.4(b) and the identity A = CH , to rewrite (6.22)
as
− β
∫
Resw tr
(
(Bm)∗(w + ∂)
)†
+
Cn(w) . (6.23)
Next, let us consider the fourth term in (8.22), which, by Lemma 2.1(a) and the
identity A = CH , can be rewritten as
β
∫
Resz Resw(tr⊗ tr)ιz(z + w + x+ y)−1
× (A∗(−z)⊗ 1)Ω†((∣∣
x=∂
Bm−K(z)
)⊗ (∣∣
y=∂
Cn(w)
))
.
(6.24)
We can use Lemma 6.3 to rewrite (6.24) as
β
∫
Resz Resw tr ιz(z + w + x+ y)
−1((∣∣
x=∂
Bm−K(z)
)
A∗(−z))†(∣∣
y=∂
Cn(w)
)
.
(6.25)
Using (2.2) and (2.3), we can rewrite (6.25) as
β
∫
Resw tr ιz(z+w+x+y)
−1((∣∣
x=∂
(Bm−K)∗(w+y)
)
A∗(w+x+y)
)†
+
(∣∣
y=∂
Cn(w)
)
.
(6.26)
By Lemma 2.1(b) and the identity A = BK , (6.26) is equal to
β
∫
Resw tr
(
(Bm)∗(w + ∂)
)†
+
Cn(w) . (6.27)
Combining (6.23) and (6.27), we conclude that the coefficient of β in (8.22) vanishes.
Finally, let us consider the last term of (8.22), which, by Lemma 2.1(a) and the
identities A = BK = CH , can be rewritten as
γ
∫
Resw tr
(
A(w + x+ y)
(∣∣
y=∂
Cn−H(w)
)− Cn(w))x−1
×
∣∣∣
x=∂
Resz tr
(
Bm−K(z)A∗(−z)−Bm(z)
)
.
(6.28)
By Lemma 6.4(a), we have
Resz B
m−K(z)A∗(−z) = Resz Bm−K(z + ∂)A(z) = Resz Bm(z) . (6.29)
Hence (6.28) vanishes. In conclusion, also the coefficient of γ in (8.22) vanishes,
proving (a).
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We are left to prove part (b). We have
{∫ hn,B , A(w)} = {hn,BλA(w)}∣∣λ=0
= −Resz(tr⊗1){A(z + x)xA(w)}
(∣∣
x=∂
Bn−K(z)⊗ 1)
= −αReszιz(z−w−y)−1(tr⊗1)Ω
(
A(w+x+y)
(∣∣
x=∂
Bn−K(z)
)⊗(∣∣
y=∂
A∗(−z)))
+ αResz ιz(z − w − y)−1(tr⊗1)Ω
(
Bn(z)⊗ (∣∣
y=∂
A(w)
))
+ βResz(tr⊗1)ιz(z + w + x)−1(1⊗A(w + x))Ω†
(∣∣
x=∂
Bn(z)⊗ 1)
− βResz(tr⊗1)ιz(z+w+x+y)−1(A∗(−z)⊗ 1)Ω†
(∣∣
x=∂
Bn−K(z)⊗ ∣∣
y=∂
A(w)
)
− γ Resz(tr⊗1)(x+ y)−1
(∣∣
y=∂
(
A∗(−z)−A(z + x)))(∣∣
x=∂
Bn−K(z)
)
⊗ (A(w + x+ y)−A(w))
= −αResz ιz(z − w − y)−1A(w + x+ y)
(∣∣
x=∂
Bn−K(z)
)(∣∣
y=∂
A∗(−z))
+ αResz ιz(z − w − y)−1Bn(z)
(∣∣
y=∂
A(w)
)
+ βResz ιz(z + w + x)
−1A(w + x)
(∣∣
x=∂
Bn(z)
)†
− βResz ιz(z + w + x+ y)−1
((∣∣
x=∂
Bn−K(z)
)
A∗(−z))†(∣∣
y=∂
A(w)
)
− γ(A(w + ∂)−A(w))∂−1 tr Resz (A∗(−z)Bn−K(z)−Bn(z))
= −αA(w + ∂) Resz Bn−K(z)ιz(z − w − ∂)−1A∗(−z)
+ αResz B
n(z)ιz(z − w − ∂)−1A(w)
+ βA(w + ∂) Resz ιz(z + w + ∂)
−1(Bn(z))†
− βResz ιz(z + w + x+ y)−1
((∣∣
x=∂
Bn−K(z)
)
A∗(−z))†(∣∣
y=∂
A(w)
)
= −αA(w + ∂)Bn(w)+ + αBn(w + ∂)+A(w)
+ βA(w + ∂)
(
(Bn)∗(w)+
)† − β((Bn)∗(w + ∂)+)†A(w) .
(6.30)
In the second equality we used the first equation in (6.4), in the third equality we
used the generalized Adler identity (5.28) and some algebraic manipulations based
on the identity A = BK , in the third equality we used Lemma 6.3(a) and (c), in the
fourth equality we did some algebraic manipulations and we used equation (6.29),
in the fifth equality we used (2.3) and Lemma 2.1. This proves (6.3) and completes
the proof of the Theorem. 
6.1. Integrable Hamiltonian hierarchies associated to W-algebras.
Corollary 6.6. Let (g, V ) be as in the three Cases 1., 2. or 3. in Section 5.2 and,
for an arbitrary nilpotent element f ∈ g, consider the classical W-algebra W(g, f)
with PVA λ-bracket {· λ ·}W0 given by (3.5) (with  = 0). Let T ∈ (EndV )[D] have
canonical decomposition T = IJ , and assume, in Case 3., that T † = ±T . Consider
the operator (cf. (4.8)):
L(∂) = L(g, f, T )(∂) =
(
J
(
∂1V + F +
∑
i∈If
wiU
i
)−1
I
)−1
∈ W(g, f)((∂−1))⊗ End(ImT ) .
(6.31)
Then, the elements hn,B ∈ W(g, f), n ∈ Z, B a root of L, defined by (6.1), are
Hamiltonian densities in involution, i.e. (6.2) holds, and the corresponding hierar-
chy of Hamiltonian equation takes the form (6.3), with α, β given by Table (5.30).
Proof. It follows by Corollary 5.16 and Theorem 6.1. 
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Remark 6.7. Recall from [DSKV16a] that we have an injective Poisson vertex al-
gebra homomorphism µ :W(g, f)→ V := V(g0)⊗F(g 1
2
), where V(g0) is the affine
Poisson vertex algebra over the subalgebra g0 ⊂ g, whose λ-bracket on genera-
tors is given by equation (3.2), and F(g 1
2
) is the algebra of differential polynomials
S(F[∂]g 1
2
) endowed with the λ-bracket defined on generators by {aλb}ne = (f |[a, b]),
for every a, b ∈ g 1
2
. The map µ is called generalized Miura map.
By applying µ to both sides of (6.31), and using the fact that it is a differential
algebra homomorphism, we get the identity
µ(L(∂)) =
(
J
(
∂1V +F+
∑
i∈I0unionsqI 1
2
uiU
i
)−1
I
)−1
:= Lmod(∂) ∈ V((∂−1))⊗End(ImT ) .
(6.32)
The above identity yields another definition of the generalized Miura map. By
Corollary 6.6 the elements h¯n,B = µ(hn,B) ∈ V are Hamiltonian densities in invo-
lution with respect to the Lie algebra structure induced by the PVA V, and the
corresponding hierarchy of Hamiltonian equations takes the form (6.3) with Lmod
in place of L and µ(B) in place of B (note that µ(B) is a root of Lmod since µ is a
differential algebra homomorphism).
7. Operators of generalized bi-Adler type and corresponding
integrable hierarchies
7.1. Generalized bi-Adler identity. Recall that a bi-PVA V is a differential
algebra endowed with a pencil of PVA λ-brackets {· λ ·} = {· λ ·}0 + {· λ ·}1,  ∈ F.
Definition 7.1. Let S ∈ EndV and let A(∂) ∈ V((∂−1)) ⊗ EndV , where V is a
bi-PVA. We say that A(∂) is of generalized S-Adler type if
A(∂) = A(∂) + S
is of generalized Adler type w.r.t. the PVA λ-bracket {· λ ·}, for every  ∈ F (and
with values of the parameters α, β, γ independent of ). Equivalently, A(∂) satisfies
the generalized Adler identity (5.28) w.r.t. the PVA λ-bracket {· λ ·}0, and
{A(z)λA(w)}1 = αΩ
(
S ⊗ (z − w − λ− ∂)−1(A∗(λ− z)−A(w)))
− αΩ((z − w − λ)−1(A(z)−A(w + λ))⊗ S)
+ β(S ⊗ 1)Ω†(1⊗ (z + w + ∂)−1(A(w)−A∗(z)))
− β(1⊗ (z + w)−1(A(w + λ)−A(λ− z)))Ω†(S ⊗ 1) .
(7.1)
As usual, for β 6= 0 we assume that V carries a symmetric or skewsymmetric
non-degenerate bilinear form 〈· | ·〉, Ω† is given by (5.8), and we assume that
(A?(∂))† = ηA(∂) and S† = ηS , where η ∈ {±1} . (7.2)
We also say that A(∂) is of generalized bi-Adler type if it is of generalized S-Alder
type, with S = 1.
Example 7.2. Consider the operator (cf. (5.18))
A(∂) = ∂1 +
∑
i∈I
uiU
i ∈ V(g)((∂−1))⊗ EndFN ,
in the three Cases 1., 2. and 3. of Section 5.2, i.e. for g = glN , slN , soN or spN . By
equations (5.25), (5.26) and (5.27), A(∂) is of S-Adler type w.r.t. the affine bi-PVA
structure on V(∂) defined by (3.2) (where S = ϕ(s) and s ∈ gd). The corresponding
values of the parameters α, β, γ are given by Table (5.30).
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Recall by [DSKVnew, Thm.4.5] that, if S ∈ EndV has canonical decomposition
S = IJ , where I : ImS ↪→ V is the inclusion map and J = S : V  ImS, then
the following identity holds
|A+ S|I,J = |A|I,J + 1 ,  ∈ F (7.3)
provided that the above generalized quasideterminants exist.
Example 7.3. Let (g, V ) be as in Cases 1., 2. or 3. from Section 5.2. In the
notation of Section 4, assume that D = d, and let T = S. Consider the End(ImS)-
valued pseudodifferential operator over the bi-PVA W(g, f, s),  ∈ F, (cf. (4.7))
L(∂) = |ρA(∂)|I,J =
(
J(∂1 + F +
∑
i∈I≤ 1
2
uiU
i)−1I
)−1
.
By Example 7.2 and equation (7.3), L(∂) is an operator of bi-Adler type, with the
same values of the parameters α, β, γ as in Table (5.30).
7.2. Integrable bi-Hamiltonian hierarchy for a generalized bi-Adler type
operator.
Theorem 7.4. Let A(∂) ∈ V((∂−1))⊗EndV be an EndV -valued pseudodifferential
operator over the bi-PVA V, of generalized bi-Adler type. Assume also that A(∂) is
invertible in V((∂−1))⊗EndV . Let B(∂) ∈ V((∂−1))⊗EndV be a K-th root of A
(i.e. A(∂) = B(∂)K for K ∈ Z\{0}). Then, the elements hn,B ∈ V, n ∈ Z, given
by (6.1), satisfy the following generalized Lenard-Magri recurrence relation:
{∫ hn,B , A(w)}1 = {∫ hn−K,B , A(w)}0 , n ∈ Z . (7.4)
Hence, (6.3) is a compatible hierarchy of bi-Hamiltonian equations over the bi-PVA
subalgebra V1 ⊂ V generated by the coefficients of the entries of A(z). Moreover, all
the Hamiltonian functionals
∫
hn,C , n ∈ Z, C a root of A, are integrals of motion
in involution of all the equations of this hierarchy.
Proof. By the first equation in (6.4), we have
{∫ hn,B , A(w)}1 = {hn,BλA(w)}1∣∣λ=0
= −Resz(tr⊗1){A(z + x)xA(w)}1
(∣∣
x=∂
Bn−K(z)⊗ 1) . (7.5)
We then use the generalized bi-Adler identity (7.1) (with S = 1) to rewrite the
RHS of (7.5) as
− αResz(z − w − y)−1(tr⊗1)Ω
(∣∣
x=∂
Bn−K(z)
)⊗ (∣∣
y=∂
(A∗(−z)−A(w)))
+ αResz(z − w)−1(tr⊗1)Ω
(
(A(z + x)−A(w + x))(∣∣
x=∂
Bn−K(z)
)⊗ 1)
− βResz(z+w+x+y)−1(tr⊗1)Ω†
((∣∣
x=∂
Bn−K(z)
)⊗ (∣∣
y=∂
(A(w)−A∗(z+x))))
+ βResz(z+w+x)
−1(tr⊗1)(1⊗ (A(w+x)−A(−z)))Ω†((∣∣
x=∂
Bn−K(z)
)⊗ 1).
(7.6)
Next, we use Lemma 6.3 to rewrite (7.6) as
− αResz(z − w − y)−1Bn−K(z)
(∣∣
y=∂
(A∗(−z)−A(w)))
+ αResz(z − w)−1(A(z + x)−A(w + x))
(∣∣
x=∂
Bn−K(z)
)
− βResz(z + w + x+ y)−1
(∣∣
x=∂
Bn−K(z)
)†(∣∣
y=∂
(A(w)−A∗(z + x)))
+ βResz(z + w + x)
−1(A(w + x)−A(−z))(∣∣
x=∂
Bn−K(z)
)†
.
(7.7)
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Furthermore, using equation (2.3) we can rewrite (7.7) as
− αBn(w)+ + αBn−K(w + ∂)+A(w) + αBn(w)+ − αA(w + ∂)Bn−K(w)+
− β((Bn−K)∗(w + ∂)+)†A(w) + βη((Bn)∗(w)+)†
+ βA(w + ∂)
(
(Bn−K)∗(w)+
)† − βη((Bn)∗(w)+)†
= [α(Bn−K)+ − β(Bn−K)?†+ , A](w) ,
(7.8)
where we used the identities A = BK , assumption (7.2) and Lemma 2.2. Comparing
(7.8) and (6.3), we get equation (7.4), completing the proof. 
7.3. Integrable bi-Hamiltonian hierarchies associated to W-algebras.
Corollary 7.5. Let (g, V ) be as in the three Cases 1., 2. or 3. in Section 5.2.
Let f ∈ g be a nilpotent element and assume that the depth does not drop from
EndV to g, i.e. D = d, where d largest adx-eigenvalue in g and D is the largest
adx-eigenvalue in EndV . For an element s ∈ gd, consider the pencil of classical
W-algebras W(g, f, s) with PVA λ-bracket {· λ ·}W ,  ∈ F, given by (3.5). Let
S = ϕ(s) ∈ EndV have canonical decomposition T = IJ , and consider the operator
L(g, f, S)(∂) defined in (6.31). Then, the Hamiltonian densities hn,B ∈ W(g, f),
n ∈ Z, B a root of L, defined by (6.1), are in involution and they satisfy the
generalized Lenard-Magri recurrence relation (7.4) (with A replaced by L). Hence,
(6.3) (with α, β given by Table (5.30)) is a compatible hierarchy of bi-Hamiltonian
equations over the bi-PVA subalgebra V1 ⊂ W(g, f, s),  ∈ F, generated by the
coefficients of the entries of L(z). Moreover, all the Hamiltonian functionals
∫
hn,C ,
n ∈ Z, C a root of A, are integrals of motion in involution of all the equations of
this hierarchy.
Proof. It follows by Corollary 5.16 and Theorem 7.4. 
8. Product of operators of generalized Adler type and
corresponding integrable hierarchies
Theorem 8.1. Let A1(∂), . . . , As(∂) ∈ V((∂−1))⊗EndV be EndV -valued pseudo-
differential operators over the PVA V. Assume that A1(∂), . . . , As(∂) have pairwise
vanishing Poisson λ-brackets:
{A`(z)λAr(w)} = 0 for all ` 6= r , (8.1)
and assume that they are all operators of generalized Adler type with values of the
parameters α`, β`, γ`, ` = 1, . . . , s, of the following two types
(i) α1 = · · · = αs ∈ F and β` = γ` = 0 for all `, with s ∈ Z≥2;
(ii) s = 2 and α1 = α2, β1 = β2 and γ1 = −γ2.
Assume also that A1(∂), . . . , As(∂) are invertible in V((∂−1))⊗ EndV . Let
L(∂) = A1(∂) . . . As(∂) . (8.2)
For B(∂) ∈ V((∂−1)) ⊗ EndV a K-th root of L(∂) (i.e. L(∂) = B(∂)K for K ∈
Z\{0}), define the elements hn,B ∈ V, n ∈ Z, by (6.1). Then:
(a) All the elements
∫
hn,B are Hamiltonian functionals in involution:
{∫ hm,B , ∫ hn,C} = 0 for all m,n ∈ Z, B,C roots of L . (8.3)
(b) The corresponding compatible hierarchy of Hamiltonian equations satisfies
dL(w)
dtn,B
= {∫ hn,B , L(w)} = [α1(Bn)+ − β1(A2Bn−KA1)?,†+ + γ1fn1 , L](∂) , (8.4)
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where n ∈ Z, B is a root of A, and
fn1 := ∂
−1 Resz tr
(
(A2B
n−KA1)(z)−Bn(z)
) ∈ V/Ker ∂ .
The Hamiltonian functionals
∫
hn,C , n ∈ Z+, C root of L, are integrals of
motion of all the equations (8.4).
Proof. Suppose B is a K-th root of A, K ∈ Z\{0} and C is an H-th root of A,
H ∈ Z\{0}. Applying the second equation in (6.4) first, and then the first equation
in (6.4), we get
{∫ hm,B , ∫ hn,C} = ∫ Resz Resw(tr⊗ tr){L(z + x)xL(w + y)}
×
((∣∣
x=∂
Bm−K(z)
)⊗ (∣∣
y=∂
Cn−H(w)
))
.
(8.5)
By Lemma 2.3(c)-(d), we have
{L(z)λL(w)}
=
s∑
`,r=1
(∣∣
x1=∂
(A1 . . . A`−1)∗(λ− z)
)⊗ (A1 . . . Ar−1)(w + λ+ x1 + x2 + y1 + v)
× (|v=∂{A`(z + x2)λ+x1+x2Ar(w + y1)})
× (∣∣
x2=∂
(A`+1 . . . As)(z)
)⊗ (∣∣
y1=∂
(Ar+1 . . . As)(w)
)
.
(8.6)
Using (8.6) and Lemma 2.1(a), we can rewrite the RHS of (8.5) as
s∑
`,r=1
∫
Resz Resw(tr⊗ tr)(∣∣
x1=∂
(A1 . . . A`−1)∗(−z)
)⊗ (A1 . . . Ar−1)(w + x1 + x2 + y + v)
× (|v=∂{A`(z + x2)x1+x2Ar(w + y)})
× (∣∣
x2=∂
(A`+1 . . . AsB
m−K)(z)
)⊗ (∣∣
y=∂
(Ar+1 . . . AsC
n−H)(w)
)
.
(8.7)
We next use the cyclic property of the trace (tr⊗1), Lemma 6.4(a) and then Lemma
2.1(b), to rewrite (8.7) as
s∑
`,r=1
∫
Resz Resw tr
(
(A1 . . . Ar−1)(w + x+ y + v)
× (1⊗ tr)(|v=∂{A`(z + x)xAr(w + y)})
× (∣∣
x=∂
(A`+1 . . . AsB
m−KA1 . . . A`−1)(z)
)⊗ (∣∣
y=∂
(Ar+1 . . . AsC
n−H)(w)
))
.
(8.8)
We then use Lemma 6.4(b) and then Lemma 2.1(a), to deduce, from (8.8)
{∫ hm,B , ∫ hn,C} = s∑
`,r=1
∫
Resz Resw(tr⊗ tr){A`(z + x)xAr(w + y)}
× (∣∣
x=∂
(A`+1 . . . AsB
m−KA1 . . . A`−1)(z)
)
⊗ (∣∣
y=∂
(Ar+1 . . . AsC
n−HA1 . . . Ar−1)(w)
)
.
(8.9)
By (8.1), only the summands with ` = r survive in (8.9). We then use the gen-
eralized Adler identity (5.28) for A`(∂) (with α and β independent of `, and with
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γ = 0), to get
{∫ hm,B , ∫ hn,C} = s∑
`=1
∫
Resz Resw(tr⊗ tr)(
α`ιz(z − w − x1 − y)−1Ω A`(w + x+ x1 + y)⊗
(∣∣
x1=∂
A∗` (−z)
)
× (∣∣
x=∂
(A`+1. . .AsB
m−KA1. . .A`−1)(z)
)⊗(∣∣
y=∂
(A`+1. . .AsC
n−HA1. . .A`−1)(w)
)
− α`ιz(z − w − y − y1)−1ΩA`(z + x)⊗
(∣∣
y1=∂
A`(w + y)
)
× (∣∣
x=∂
(A`+1. . .AsB
m−KA1. . .A`−1)(z)
)⊗(∣∣
y=∂
(A`+1. . .AsC
n−HA1. . .A`−1)(w)
)
− β`ιz(z + w + x+ x1 + y)−1(1⊗A`(w + x+ x1 + y))Ω†
(∣∣
x1=∂
A`(z + x)⊗ 1
)
× (∣∣
x=∂
(A`+1. . .AsB
m−KA1. . .A`−1)(z)
)⊗(∣∣
y=∂
(A`+1. . .AsC
n−HA1. . .A`−1)(w)
)
+ β`ιz(z + w + x+ y + y1)
−1(A∗` (−z)⊗ 1)Ω†
(
1⊗ ∣∣
y1=∂
A`(w + y)
)
×(∣∣
x=∂
(A`+1. . .AsB
m−KA1. . .A`−1)(z)
)⊗(∣∣
y=∂
(A`+1. . .AsC
n−HA1. . .A`−1)(w)
)
+ γ`(x+ x1)
−1(∣∣
x1=∂
(
A∗` (−z)−A`(z + x)
))⊗ (A`(w+x+x1+y)−A`(w + y))
× (∣∣
x=∂
(A`+1. . .AsB
m−KA1. . .A`−1)(z)
)⊗ (∣∣
y=∂
(A`+1. . .AsC
n−HA1. . .A`−1)(w)
))
.
(8.10)
The first term in the RHS of (8.10) can be rewritten as follows:
s∑
`=1
α`
∫
Resz Resw(tr⊗ tr)ιz(z − w − x1 − y)−1Ω
×A`(w + x+ x1 + y)⊗
(∣∣
x1=∂
A∗` (−z)
)
×(∣∣
x=∂
(A`+1. . .AsB
m−KA1. . .A`−1)(z)
)⊗(∣∣
y=∂
(A`+1. . .AsC
n−HA1. . .A`−1)(w)
)
=
s∑
`=1
α`
∫
Resz Resw tr ιz(z − w − x1 − y)−1A`(w + x+ x1 + y)
× (∣∣
x=∂
(A`+1 . . . AsB
m−KA1 . . . A`−1)(z)
)(∣∣
x1=∂
A∗` (−z)
)
× (∣∣
y=∂
(A`+1 . . . AsC
n−HA1 . . . A`−1)(w)
)
=
s∑
`=1
α`
∫
Resw trA`(w + x+ x1 + y)
×
((∣∣
x=∂
(A`+1 . . . AsB
m−KA1 . . . A`−1)(w + x1 + y)
)
× (∣∣
x1=∂
A`(w + y)
))
+
(∣∣
y=∂
(A`+1 . . . AsC
n−HA1 . . . A`−1)(w)
)
=
s∑
`=1
α`
∫
Resw trA`(w + ∂)(A`+1 . . . AsB
m−KA1 . . . A`−1A`)(w + ∂)+
× (A`+1 . . . AsCn−HA1 . . . A`−1)(w)
=
s∑
`=1
α`
∫
Resw tr(A`+1 . . . AsB
m−KA1 . . . A`−1A`)(w + ∂)+
× (A`+1 . . . AsCn−HA1 . . . A`−1A`)(w) ,
(8.11)
where we used Lemma 6.3(b) for the first equality, equations (2.2) and (2.3) for
the second equality, Lemma 2.1(a) for the third equality, and Lemma 6.4(b) for the
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fourth equality. The second term in the RHS of (8.10) is
−
s∑
`=1
α`
∫
Resz Resw(tr⊗ tr)ιz(z−w−y−y1)−1ΩA`(z + x)⊗
(∣∣
y1=∂
A`(w + y)
)
×(∣∣
x=∂
(A`+1. . .AsB
m−KA1. . .A −`1)(z)
)⊗(∣∣
y=∂
(A`+1. . .AsC
n−HA1. . .A −`1)(w)
)
= −
s∑
`=1
α`
∫
Resz Resw tr ιz(z − w − y − y1)−1
×A`(z + x)
(∣∣
x=∂
(A`+1 . . . AsB
m−KA1 . . . A`−1)(z)
)
× (∣∣
y1=∂
A`(w + y)
)(∣∣
y=∂
(A`+1 . . . AsC
n−HA1 . . . A`−1)(w)
)
= −
s∑
`=1
α`
∫
Resz Resw tr(A`A`+1 . . . AsB
m−KA1 . . . A`−1)(w + ∂)+
× (A`A`+1 . . . AsCn−HA1 . . . A`−1)(w) ,
(8.12)
where we used Lemma 6.3(b) for the first equality, Lemma 2.1(a) for the second
equality, and equation (2.3) for the last equality. If α1 = · · · = α`, combining (8.11)
and (8.12), we get a telescopic sum where only the ` = s term in (8.11) and the
` = 1 term in (8.12) survive. As a result we obtain
αs
∫
Resw tr(B
m−KA1 . . . As)(w + ∂)+(Cn−HA1 . . . As)(w)
)
− α1
∫
Resz Resw tr(A1 . . . AsB
m−K)(w + ∂)+(A1 . . . AsCn−H)(w)
= α1
∫
Resw tr
(
Bm(w + ∂)+(C
n(w)
)−Bm(w + ∂)+Cn(w)) = 0 ,
(8.13)
where we used the identities A1 . . . As = L = BK = CH . This proves claim (a) in
case (i), i.e. when α1 = · · · = αs and β` = γ` = 0 for all `. To prove claim (a) in
case (ii), we let s = 2 and we consider the last three terms in the RHS of (8.10).
For the third term, we have
− β1
∫
Resz Resw(tr⊗ tr)ιz(z + w + x+ y)−1(1⊗A1(w + x+ y))Ω†
× (∣∣
x=∂
(A1A2B
m−K)(z)
)⊗ (∣∣
y=∂
(A2C
n−H)(w)
)
− β2
∫
Resz Resw(tr⊗ tr)ιz(z + w + x+ y)−1(1⊗A2(w + x+ y))Ω†
× (∣∣
x=∂
(A2B
m−KA1)(z)
)⊗ (∣∣
y=∂
(Cn−HA1)(w)
)
= −β1
∫
Resz Resw tr ιz(z+w+x+y)
−1A1(w + x+ y)
(∣∣
x=∂
(A1A2B
m−K)(z)
)†
× (∣∣
y=∂
(A2C
n−H)(w)
)− β2 ∫ Resz Resw tr ιz(z+w+x+y)−1A2(w + x+ y)
× (∣∣
x=∂
(A2B
m−KA1)(z)
)†(∣∣
y=∂
(Cn−HA1)(w)
)
= −β1
∫
ReswtrA1(w+x+y)
(∣∣
x=∂
(A1A2B
m−K)∗(w+y)+
)†(∣∣
y=∂
(A2C
n−H)(w)
)
− β2
∫
Resw trA2(w+x+y)
(∣∣
x=∂
(A2B
m−KA1)∗(w+y)+
)†(∣∣
y=∂
(Cn−HA1)(w)
)
= −β1
∫
Resw trA1(w + ∂)
(
(A1A2B
m−K)∗(w + ∂)+
)†
(A2C
n−H)(w)
− β2
∫
Resw trA2(w + ∂)
(
(A2B
m−KA1)∗(w + ∂)+
)†
(Cn−HA1)(w)
(8.14)
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= −β1
∫
Resw tr
(
(A1A2B
m−K)∗(w + ∂)+
)†
(A2C
n−HA1)(w)
− β2
∫
Resw tr
(
(A2B
m−KA1)∗(w + ∂)+
)†
(Cn−HA1A2)(w)
= −β1
∫
Resw tr
(
(Bm)∗(w + ∂)+
)†
(A2C
n−HA1)(w)
− β2
∫
Resw tr
(
(A2B
m−KA1)∗(w + ∂)+
)†
Cn(w) .
(8.15)
Here we used first Lemma 2.1, then we used Lemma 6.3(d) for the first equality,
equations (2.2) and (2.3) for the second equality, Lemma 6.4(b) for the fourth
equality, and the identities A1A2 = BK = CH for the last equality. Similarly, for
the fourth term in the RHS of (8.10), we have
β1
∫
Resz Resw(tr⊗ tr)ιz(z + w + x+ y)−1(A∗1(−z)⊗ 1)Ω†
× (∣∣
x=∂
(A2B
m−K)(z)
)⊗ (∣∣
y=∂
(A1A2C
n−H)(w)
)
+ β2
∫
Resz Resw(tr⊗ tr)ιz(z + w + x+ y)−1(A∗2(−z)⊗ 1)Ω†
× (∣∣
x=∂
(Bm−KA1)(z)
)⊗ (∣∣
y=∂
(A2C
n−HA1)(w)
)
= β1
∫
Resz Resw tr ιz(z + w + x+ y)
−1
((∣∣
x=∂
(A2B
m−K)(z)
)
A∗1(−z)
)†
× (∣∣
y=∂
(A1A2C
n−H)(w)
)
+ β2
∫
Resz Resw tr ιz(z + w + x+ y)
−1
×
((∣∣
x=∂
(Bm−KA1)(z)
)
A∗2(−z)
)†(∣∣
y=∂
(A2C
n−HA1)(w)
)
=β1
∫
Reswtr
((∣∣
x=∂
(A2B
m−K)∗(w+y)
)
A∗1(w+x+y)
)†
+
(∣∣
y=∂
(A1A2C
n−H)(w)
)
+ β2
∫
Reswtr
((∣∣
x=∂
(Bm−KA1)∗(w+y)
)
A∗2(w+x+y)
)†
+
(∣∣
y=∂
(A2C
n−HA1)(w)
)
= β1
∫
Resw tr
(
(A2B
m−KA1)∗(w + ∂)+
)†
(A1A2C
n−H)(w)
+ β2
∫
Resw tr
(
(Bm−KA1A2)∗(w + ∂)+
)†
(A2C
n−HA1)(w)
= β1
∫
Resw tr
(
(A2B
m−KA1)∗(w + ∂)+
)†
Cn(w)
+ β2
∫
Resw tr
(
(Bm)∗(w + ∂)+
)†
(A2C
n−HA1)(w) ,
(8.16)
where we used first Lemma 2.1, then we used Lemma 6.3(d) for the first equal-
ity, equations (2.2) and (2.3) for the second equality, Lemma 2.1(b) for the third
equality, and the identities A1A2 = BK = CH for the last equality. If β1 = β2, as
assumed in case (ii), we can combine (8.14) and (8.16) to get zero. Finally, let us
consider the last term in the RHS of (8.10). It is equal to
γ1
∫
Resz Resw x
−1 tr
(∣∣∣
x=∂
(
A∗1(−z)−A1(z + ∂)
)
(A2B
m−K)(z)
)
× tr
((
A1(w + x+ ∂)−A1(w + ∂)
)
(A2C
n−H)(w)
)
+ γ2
∫
Resz Resw x
−1 tr
(∣∣∣
x=∂
(
A∗2(−z)−A2(z + ∂)
)
(Bm−KA1)(z)
)
× tr
((
A2(w + x+ ∂)−A2(w + ∂)
)
(Cn−HA1)(w)
)
.
(8.17)
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By Lemma 6.4(a) and (b), the cyclic property of the trace, and the identity A1A2 =
BK , we have
Resz tr
((
A∗1(−z)−A1(z + ∂)
)
(A2B
m−K)(z)
)
= Resz tr
(
(A2B
m−KA1 −A1A2Bm−K)(z)
)
.
Moreover, integrating by parts, we can also replace in (8.17)
Resw tr
((
A1(w + x+ ∂)−A1(w + ∂)
)
(A2C
n−H)(w)
)
= Resw tr
((
A∗1(−w)−A1(w + ∂)
)
(A2C
n−H)(w)
)
= Resw tr
(
(A2C
n−HA1 − Cn)(w)
)
.
Hence, (8.17) becomes
γ1
∫
Resw tr(A2C
n−HA1 − Cn)(w)∂−1 Resz tr(A2Bm−KA1 −Bm)(z)
+γ2
∫
Resw tr(C
n−A2Cn−HA1)(w)∂−1 Resz tr(Bm−A2Bm−KA1)(z) ,
(8.18)
which is zero since, by assumption, γ1 = −γ2. This completes the proof of (a).
Next, let us prove part (b). By the first equation in (6.4) and Lemma 2.3(d), we
have
dA`(w)
dtn,B
= {∫ hn,B , A`(w)} = {hn,BλA`(w)}∣∣λ=0
= −Resz(tr⊗1){L(z + x)xA`(w)}
(∣∣
x=∂
Bn−K(z)⊗ 1)
= −
s∑
r=1
Resz(tr⊗1)
(∣∣
x2=∂
(A1 . . . Ar−1)∗(−z)⊗ 1
){Ar(z+x+x1)x+x1+x2A`(w)}
× (∣∣
x1=∂
(Ar+1 . . . As)(z + x)⊗ 1
)(∣∣
x=∂
Bn−K(z)⊗ 1) .
(8.19)
We can use the cyclic property of the trace, Lemma 6.4(b) and Lemma 2.1(a), to
rewrite the RHS of (8.20) as
−
s∑
r=1
Resz(tr⊗1){Ar(z+x)xA`(w)}
(∣∣
x=∂
(Ar+1 . . . AsB
n−KA1 . . . Ar−1)(z)⊗ 1
)
.
(8.20)
By assumption (8.1), only the r = ` term in (8.20) is non zero, and we can use the
generalized Adler identity (5.28) to rewrite (8.20) as
− α` Resz ιz(z − w − x1)−1(tr⊗1)Ω
×A`(w + x+ x1)
(∣∣
x=∂
(A`+1 . . . AsB
n−KA1 . . . A`−1)(z)
)⊗ (∣∣
x1=∂
A∗` (−z)
)
+ α` Resz ιz(z − w − y)−1(tr⊗1)Ω
× (A`A`+1 . . . AsBn−KA1 . . . A`−1)(z)⊗
(∣∣
y=∂
A`(w)
)
+ β` Resz ιz(z + w + x)
−1(tr⊗1)(1⊗A`(w + x))Ω†
× (∣∣
x=∂
(A`A`+1 . . . AsB
n−KA1 . . . A`−1)(z)⊗ 1
)
− β` Resz ιz(z + w + x+ y)−1(tr⊗1)
(
A∗` (−z)⊗ 1
)
Ω†
× (∣∣
x=∂
(A`+1 . . . AsB
n−KA1 . . . A`−1)(z)⊗
∣∣
y=∂
A`(w)
)
(8.21)
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− γ`
(
A`(w + ∂)−A`(w)
)
∂−1 Resz tr
((
A∗` (−z)−A`(z+x)
)
× (∣∣
x=∂
(A`+1. . .AsB
n−KA1. . .A`−1)(z)
))
.
(8.22)
Next, we use Lemmas 6.3(a)-(c), 6.4(b) and 2.1, and equations (2.2) and (2.3), to
rewrite (8.21) as
− α`A`(w + ∂)(A`+1 . . . AsBn−KA1 . . . A`−1A`)(w)+
+ α`(A`A`+1 . . . AsB
n−KA1 . . . A`−1)(w + ∂)+A`(w)
+ β`A`(w + ∂)
(
(A`A`+1 . . . AsB
n−KA1 . . . A`−1)∗(w)+
)†
− β`
(
(A`+1 . . . AsB
n−KA1 . . . A`−1A`)∗(w + ∂)+
)†
A`(w)
− γ`
(
A`(w + ∂)−A`(w)
)
∂−1 Resz tr
(
(A`+1. . .AsB
n−KA1. . .A`−1A`)(z)
− (A`A`+1. . .AsBn−KA1. . .A`−1)(z)
)
.
(8.23)
Rewriting (8.23) in operator form, we get the following evolution equation for
A`(∂) ∈ V((∂−1))⊗ EndV
dA`(∂)
dtn,B
= −α`A`(∂)Bn` (∂)+ + α`Bn`−1(∂)+A`(∂)
+ β`A`(∂)((B
n
`−1)
∗(∂)+)† − β`((Bn` )∗(∂)+)†A`(∂)− γ`[A`(∂), fn` ] ,
(8.24)
where
Bn` (∂) := (A`+1 . . . AsB
n−KA1 . . . A`)(∂) ∈ V((∂−1))⊗ EndV , (8.25)
and
fn` := ∂
−1 Resz tr
(
Bn` (z)−Bn`−1(z)
) ∈ V/Ker ∂ . (8.26)
Note that fn` is a well defined element of V/Ker ∂ since, by Lemma 6.4(b),∫
Resz trB
n
` (z) =
∫
Resz trB
n
`−1(z) .
We now recall the definition (8.2) of L(∂) and compute dL(w)dtn,B using the Leibniz
rule:
dL(∂)
dtn,B
=
s∑
`=1
A1(∂) . . . A`−1(∂)
dA`(∂)
dtn,B
A`+1(∂) . . . As(∂)
= −
s∑
`=1
α`A1(∂) . . . A`(∂)B
n
` (∂)+A`+1(∂) . . . As(∂)
+
s∑
`=1
α`A1(∂) . . . A`−1(∂)Bn`−1(∂)+A`(∂) . . . As(∂)
+
s∑
`=1
β`A1(∂) . . . A`(∂)((B
n
`−1)
∗(∂)+)†A`+1(∂) . . . As(∂)
−
s∑
`=1
β`A1(∂) . . . A`−1(∂)((Bn` )
∗(∂)+)†A`(∂) . . . As(∂)
−
s∑
`=1
γ`A1(∂) . . . A`−1(∂)[A`(∂), fn` ]A`+1(∂) . . . As(∂) .
(8.27)
For α1 = · · · = αs, the first two terms of the RHS of (8.27) form a telescopic sum
where only the ` = s term of the first sum and the ` = 1 term of the second sum
survive. As a result we get
− α1L(∂)Bn(∂)+ + α1Bn(∂)+L(∂) . (8.28)
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Here we used the fact that A1 . . . As = L and Bn0 = Bns = Bn. This proves equation
(8.4) in case (i).
We are left to prove equation (8.4) in case (ii) (i.e. when s = 2, α1 = α2, β1 = β2
and γ1 = −γ2). In this case, the β-terms in the RHS of (8.27) are
β1A1(∂)((B
n)∗(∂)+)†A2(∂) + β2L(∂)((Bn1 )
∗(∂)+)†
− β1((Bn1 )∗(∂)+)†L(∂)− β2A1(∂)((Bn)∗(∂)+)†A2(∂) = −β1[((Bn1 )?†+ , L] .
(8.29)
where we used the identities A1A2 = L, Bn0 = Bn2 = Bn. Finally, let us compute
the γ-terms in the RHS of (8.27). Note that, for s = 2, we have, by (8.26),
fn1 = −fn2 = ∂−1 Resz tr(Bn1 (z)−Bn(z)) .
Hence, the γ-term in the RHS of (8.27) is
−γ1[A1(∂), fn1 ]A2(∂)− γ2A1(∂)[A2(∂), fn2 ] = −γ1[L(∂), fn1 ] . (8.30)
This completes the proof of (8.4) and of the Theorem. 
9. Integrable hierarchies for W-algebras associated to classical Lie
algebras
As a consequence of Theorem 8.1 and the results of Sections 4-6, we get the
following list of hierarchies of Hamiltonian equations associated to W-algebras for
classical Lie algebras:
1. Let s ∈ Z≥1, N1, . . . , Ns ∈ Z≥1, let f1 ∈ glN1 , . . . , fs ∈ glNs be nilpotent
elements (of depths D1, . . . , Ds respectively). Let T1 ∈ (EndFN1)[D1], . . . , Ts ∈
(EndFNs)[Ds] satisfy condition (4.5) and dim(ImT1) = · · · = dim(ImTs). Fix
linear isomorphisms U := ImT1 ' · · · ' ImTs. Consider the PVA
W =W(glN1 , f1)⊗ · · · ⊗W(glNs , fs) ,
and the operator
L(∂) = L(glN1 , f1, T1)(∂) . . . L(glNs , fs, Ts)(∂) ∈ W((∂−1))⊗ EndU ,
where L(g, f, T ) is defined by (6.31). It defines an integrable hierarchy of Hamil-
tonian equations over W of Lax form:
dL(w)
dtn,B
= [(Bn)+, L](w) , (9.1)
where n ∈ Z and B ∈ W((∂−1))⊗EndU is a root of L. Moreover, the Hamiltonian
functionals
∫
hn,B , n ∈ Z and B a root of L, defined by (6.1), are integrals of
motions in involution for all the equations of the hierarchy (9.1).
Remark 9.1. Recalling Table (5.48), we could consider a larger class of operators:
L(∂) = ek1∂L(glN1 , f1, T1)(∂)e
k2∂ . . . eks∂L(glNs , fs, Ts)(∂)e
ks+1∂ ,
where k1, . . . , ks+1 ∈ F, and we assume that dim(ImTi) = 1 for all i. It should still
be of Adler type, so it should define a Hamiltonian hierarchy of Lax equations. But
to make sense of it we need to enlarge the algebra of operators that we consider,
since, if we expand the exponentials, L(∂) has infinitely many positive powers of ∂
and we might get diverging series.
2. Let N ∈ Z≥1, let f ∈ slN be a nilpotent element (of depth D), and let
T ∈ (EndFN )[D] satisfy condition (4.5). Consider the PVA W = W(slN , f), and
the operator
L(∂) = L(slN , f, T )(∂) ∈ W((∂−1))⊗ End(ImT ) ,
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defined by (6.31). It defines an integrable hierarchy of Hamiltonian equations over
W of the Lax form (9.1), and the Hamiltonian functionals ∫ hn,B , n ∈ Z and B root
of L, defined by (6.1), are integrals of motions in involution for all the equations
of the hierarchy (9.1). Note that this hierarchy is bi-Hamiltonian in both cases 1.
and 2., cf. [DSKVnew, DSKV16b].
3. Let g ' soN or spN , with N ∈ Z≥1, and let f ∈ g be a nilpotent element (of
depth d in g and D in EndFN ). Let T ∈ (EndFN )[D] satisfy condition (4.5) and
be such that T † = ±T . Consider the PVA W =W(g, f), and the operator
L(∂) = L(g, f, T )(∂) ∈ W((∂−1))⊗ End(ImT ) .
It defines an integrable hierarchy of Hamiltonian equations over W of Lax form:
dL(w)
dtn,B
=
1
2
[(Bn)+ − (Bn)?†+ , L](w) , (9.2)
where n ∈ Z and B ∈ W((∂−1)) ⊗ End(ImT ) is a root of L. Moreover, the
Hamiltonian functionals
∫
hn,B , n ∈ Z and B root of L, defined by (6.1), are
integrals of motions in involution for all the equations of the hierarchy (9.2). This
hierarchy is bi-Hamiltonian provided that d = D, which is always the case for
g = spN .
4. Let g, N, f, T and W be as in 3., assume that dim(ImT ) = 1, and consider
the operator
L(∂) = L(g, f, T )(∂)∂±1 ∈ W((∂−1)) .
It defines an integrable hierarchy of Hamiltonian equations over W of Lax form:
dL(w)
dtn,B
=
1
2
[(Bn)+ − (∂±1Bn∂∓1)?†+ , L](w) , (9.3)
where n ∈ Z and B ∈ W((∂−1)) is a K-th root of L. Moreover, the Hamiltonian
functionals
∫
hn,B , n ∈ Z and B root of L, defined by (6.1), are integrals of motions
in involution for all the equations of the hierarchy (9.3). Similarly, we can consider
the operator
L(∂) = ∂±1L(g, f, T )(∂) ∈ W((∂−1)) ,
and, in this case, we need to replace ∂±1Bn−KL(g, f, T ) by L(g, f, T )Bn−K∂±1 in
(9.3).
5. For ` = 1, 2, let g` ' soN` or spN` , with N` ∈ Z≥1, and let f` ∈ g` be
a nilpotent element (of depth D` in EndFN`). Let T` ∈ (EndFN`)[D`] satisfy
condition (4.5) and be such that T †` = ±T`. Assume moreover that the there is an
isometry U := ImT1 ' ImT2. Consider the PVA
W =W(g1, f1)⊗W(g2, f2) ,
and the operator
L(∂) = L(g1, f1, T1)(∂)L(g2, f2, T2)(∂) ∈ W((∂−1))⊗ EndU .
It defines an integrable hierarchy of Hamiltonian equations over W of Lax form:
dL(w)
dtn,B
=
1
2
[(Bn)+ − (L(g2, f2, T2)Bn−KL(g1, f1, T1))?†+ , L](w) , (9.4)
where n ∈ Z and B ∈ W((∂−1)) ⊗ EndU is a K-th root of L. Moreover, the
Hamiltonian functionals
∫
hn,B , n ∈ Z, and B root of L, defined by (6.1), are
integrals of motions in involution for all the equations of the hierarchy (9.4).
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Remark 9.2. By Remark 6.7, we get integrable hierarchies of Lax type equations
for the PVA V = V(g0) ⊗ F(g 1
2
) by replacing the pseudodifferential operator L
in (9.1), (9.2), (9.3) and (9.4) by the corresponding modified Adler operator Lmod
defined in (6.32).
10. Examples of generalized Adler type operators
10.1. Example 1: Lax operator L(z) for principal nilpotent f in glN .
This computation already appeared in [DSKV16b]. Let g = glN in its standard
representation. As usual, we denote by Eij ∈ glN the elementary matrix with
1 in position (ij) and 0 elsewhere and we denote by eij ∈ g the same matrix
when viewed as an element of the differential algebra V(g). Consider the principal
nilpotent element f =
∑N−1
k=1 ek+1,k ∈ g. In this case the depths of the grading
(3.1) and (4.2) coincide: d = D = N − 1. Moreover, gN−1 = Fe1N . Hence, we may
choose T = S = E1N .
As a subspace U ⊂ g complementary to [f, g] and compatible with the grading
(3.1) we choose (see [DSKV16b]) U = Span{ui | 0 ≤ i ≤ N − 1}, where
ui = e1,N−i , 0 ≤ i ≤ N − 1 . (10.1)
The dual basis {ui | 0 ≤ i ≤ N − 1} of gf is given by
ui =
i+1∑
k=1
eN+k−i−1,k , 0 ≤ i ≤ N − 1 .
Let w : V(gf )→W(g, f) be the differential algebra isomorphism given in Theorem
3.1, and let wi = w(ui), for 0 ≤ i ≤ N − 1. By Theorem 4.2 we have [DSKV16b,
Sec.7.1]
L(∂) = |1N∂ + F +
N−1∑
i=0
wiE1N−i + S|1N
= −(−∂)N +
N−1∑
i=0
wi(−∂)i +  ∈ W(g, f)[∂] .
(10.2)
Thus in this case the Adler type operator L(∂) is the generic scalar differential
operator of order N [GD76, DS85, DSKV15].
Remark 10.1. The generators wi, i = 0, . . . , N − 1, can be computed explicitly, as
elements of V(g≤ 12 ), comparing equations (4.7) and (10.2) for the matrix L0(∂).
We thus recover the formula for the wi’s obtained in [DSKV16b, Sec.7.1]. The
generators of theW -algebra in the remaining examples can be computed in a similar
way, but we will not provide the details.
Remark 10.2. By equation (6.32), the Miura map µ :W(g, f)→ V(g0) is given by
(see also [DS85])
µ(L0(∂)) = (−1)N+1(∂ + e11) . . . (∂ + eNN ) ∈ V(g0)[∂] .
10.2. Example 2: Lax operator L(z) for principal nilpotent f in slN .
This computation is similar to the one performed in Section 10.1. Let g = slN
in its standard representation. Given the elementary matrix Eij ∈ glN we denote
by E]ij = Eij − δijN 1N its projection on slN and we denote by e]ij ∈ g the same
matrix when viewed as an element of the differential algebra V(g). Consider the
principal nilpotent element f =
∑N−1
k=1 ek+1,k ∈ slN . As in Section 10.1, we have
d = D = N − 1, gN−1 = Fe1N , and we choose T = S = E1N .
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As a subspace U ⊂ g complementary fo [f, g] and compatible with the grading
(3.1) we choose U = Span{ui | 0 ≤ i ≤ N − 2}, where
ui = e1,N−i , 0 ≤ i ≤ N − 2 . (10.3)
The dual basis {ui | 0 ≤ i ≤ N − 2} of gf is given by
ui =
i+1∑
k=1
eN+k−i−1,k , 0 ≤ i ≤ N − 2 .
Let w : V(gf )→W(g, f) be the differential algebra isomorphism given in Theorem
3.1, and let wi = w(ui), for 0 ≤ i ≤ N − 2. As in the case of glN , we have
L(∂) = |1N∂ + f +
N−2∑
i=0
wiE1N−i + S|1N
= −(−∂)N +
N−2∑
i=0
wi(−∂)i +  ∈ W(g, f)[∂] .
(10.4)
Remark 10.3. By equation (6.32), the Miura map µ :W(g, f)→ V(g0) is given by
(see also [DS85])
µ(L0(∂)) = (−1)N+1(∂ + e]11) . . . (∂ + e]NN ) ∈ V(g0)[∂] .
10.3. Example 3: Lax operator L(z) for principal nilpotent f in g of type
B or C. For N ≥ 2 let V = FN be an N -dimensional vector space with basis
{vi}Ni=1, and let
i = (−1)i , 1 ≤ i ≤ N . (10.5)
We define a non-degenerate bilinear form on V as follows:
〈vi|vj〉 = −iδi,j′ , i, j = 1, . . . , N , (10.6)
where i′ = N + 1− i. It follows from (10.6) that
〈u|v〉 = (−1)N+1〈v|u〉 . u, v ∈ V , (10.7)
Let A† denote the adjoint of A ∈ EndV with respect to (10.6). Explicitly, in terms
of elementary matrices, it is given by:
(Eij)
† = ijEj′i′ .
Let g = {A ∈ EndV | A† = −A}. Then, by equation (10.7), g ' soN if N is
odd, and g ' spN if N is even. For i, j = 1, . . . , N , we define
Fij = Eij − ijEj′i′
(
= −F †ij
)
. (10.8)
The following commutation relations hold (i, j, h, k = 1, . . . , N):
[Fij , Fhk] = δjhFik − δkiFhj − ijδi′hFj′k + ijδkj′Fhi′ . (10.9)
By (10.8) the following elements form a basis of g{ 1
1 + δij′
fij :=
1
1 + δij′
(eij − ijej′i′)
∣∣ (i, j) ∈ I} ,
where
I =
{ {
(i, j)
∣∣ 1 ≤ i ≤ N, 1 ≤ j ≤ i′} if N is even{
(i, j)
∣∣ 1 ≤ i ≤ N, 1 ≤ j < i′} if N is odd .
Its dual basis, with respect to the trace form (4.3), is{1
2
fji | (i, j) ∈ I
}
.
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Let f =
∑N−1
k=1 ek+1,k ∈ EndV . Then, f ∈ g and it is a principal nilpotent
element. Indeed we can write
f =
{
f21 + f32 + · · ·+ fn,n−1 + 1
2
fn+1,n if N is even
f21 + f32 + · · ·+ fn,n−1 + fn+1,n if N is odd .
, (10.10)
where we denote by n = [N2 ] the integer part of
N
2 . We can include f ∈ g in the
following sl2-triple {e, h = 2x, f} ⊂ g, where:
x =
n∑
k=1
N+1−2k
2
fkk , e =
{ n−1∑
k=1
k(N−k)fk,k+1 + n
2
2
fn,n+1 if N is even
n−1∑
k=1
k(N−k)fk,k+1 + n(n+1)fn,n+1 if N is odd
(10.11)
It is immediate to check using the expression of x ∈ g and the commutation relations
(10.9) that
d = 2n− 1 , gd = Ff1,2n , D = N − 1 , (EndV )[N − 1] = FE1N .
So, D = d only for even N . We thus choose s = 12f1,2n and T = E1N , and S = T
for even N .
As a subspace U ⊂ g complementary fo [f, g] and compatible with the grading
(3.1) we choose U = Span{ui | 1 ≤ i ≤ n}, where
ui =
1
2
f1,2(n+1−i) , 1 ≤ i ≤ n . (10.12)
The dual basis {ui | 1 ≤ i ≤ n} of gf is given by
ui =
N−1−2(n−i)∑
k=1
ek+1+2(n−i),k , 1 ≤ i ≤ n .
Let w : V(gf )→W(g, f) be the differential algebra isomorphism given in Theorem
3.1, and let us denote by wi = w(ui), for 1 ≤ i ≤ n. By Theorem 4.2 we have that
(cf. [DSKVnew, Prop.4.2])
L(∂) = |1N∂ + F + 1
2
n∑
i=1
wiF1,2(n+1−i) + S|1N . (10.13)
By an explicit computation we get
L(∂) = −(−∂)N + 1
2
n∑
k=1
(
(−∂)N−2k ◦ wn+1−k + wn+1−k(−∂)N−2k
)
− 1
4
n−1∑
k=1
n−k∑
h=1
wn+1−h(−∂)N−2(h+k) ◦ wn+1−k + (−∂)N−2n ∈ W(g, f)[∂] .
(10.14)
Note that L(∂) = (−1)NL(∂)∗, in other words, for N even we get a generic
selfadjoint operator, and for N odd a generic skewadjoint operator [DS85].
We can rewrite the operator L(∂) (for  = 0) given by equations (10.14) as
L0(z) = −(−z)N +
N−2∑
k=0
w˜kz
k ∈ W(g, f)[z] .
The elements w˜N−2k ∈ W(g, f), for k = 1, . . . , n, provide a different set of differen-
tial generators for the differential algebraW(g, f) which coincide (up to a rescaling
of the variables fij ) with the set of generators constructed in [MR15].
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Remark 10.4. By equation (6.32), the Miura map µ :W(g, f)→ V(g0) is given by
(see also [DS85])
µ(L0(∂)) = (−1)N+1(∂ + 1
2
f11) . . . (∂ +
1
2
fn,n)∂
N−2n(∂ − 1
2
fnn) . . . (∂ − 1
2
f11) .
10.4. Example 4: Lax operator L(z) for principal nilpotent in g of type
D. Let N = 2n ≥ 2 and let V = FN be an N -dimensional vector space with basis
{vi}Ni=1. We introduce the the following notation: for i ∈ {1, . . . , N}, we let
i′ =
{
N − i , 1 ≤ i ≤ N − 1 ,
N , i = N ,
and i =
{
(−1)i , 1 ≤ i ≤ N − 1 ,
(−1)n+1 , i = N .
(10.15)
Then, we define a symmetric non-degenerate bilinear form on V as follows:
〈vi|vj〉 = −iδj,i′ . (10.16)
The adjoint with respect to (10.16) is then
(Eij)
† = ijEj′i′ .
Let g = {A ∈ EndV | A† = −A} ' soN . For 1 ≤ i, j ≤ N − 1 we let Fij be defined
as in (10.8), and, as usual, we also denote by fij the same elements when viewed
as elements of g ⊂ V(g). It is immediate to check that the same commutation
relations as in (10.9) hold. A basis of g is {fij | (ij) ∈ I} where
I = {(ij) | 1 ≤ i ≤ N − 2, 1 ≤ j < i′} ∪ {(Ni) | 1 ≤ i ≤ N − 1} .
Its dual basis, with respect to the trace form (4.3), is { 12fji | (i, j) ∈ I}.
Let f =
∑n−1
k=1 fk+1,k ∈ g. It is a nilpotent element associated to the partition
p = (N − 1, 1). Hence, it is a principal nilpotent element. We can include f ∈ g in
the following sl2-triple {e, h = 2x, f} ⊂ g, where:
h =
n−1∑
k=1
(N − 2k)fkk , e =
n−1∑
k=1
k(N − 1− k)fk,k+1 . (10.17)
It is immediate to check that:
d = N − 3 , gd = FF1,N−2 , D = N − 2 , (EndV )[N − 2] = FE1N−1 .
We thus choose T = E1,N−1, and s = 12f1,N−2.
As a subspace U ⊂ g complementary fo [f, g] and compatible with the grading
(3.1) we choose U = Span{ui | 0 ≤ i ≤ n− 1}, where
ui =
1
2
f1,N−2i , 0 ≤ i ≤ n− 1 . (10.18)
The dual basis {ui | 0 ≤ i ≤ n− 1} of gf is given by
u0 = fN,N−1 , ui =
i∑
k=1
fN+k−2i−1,k , 1 ≤ i ≤ n .
Let w : V(gf )→W(g, f) be the differential algebra isomorphism given in Theorem
3.1, and let wi = w(ui), for 0 ≤ i ≤ n − 1. By Theorem 4.2 and [DSKV16b,
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Eq.(2.14)] (see also [DSKVnew, Prop.4.2]), we have
L(∂) = |1N∂ + F + 1
2
n−1∑
i=0
wiF1N−2i + S|1N−1 =
− ( ∂ 12wn−1 0 12wn−2 0 . . . 0 12 (w1 + ) 12w0 ) ◦
1 ∂ 0 . . . 0 0
0 1
. . . . . .
...
...
...
. . . . . . . . . 0 0
...
. . . . . . ∂ 0
0 . . . . . . 0 1 0
0 . . . . . . 0 0 ∂

−1
◦

1
2 (w1 + )
0
1
2w2
0
...
1
2wn−1
∂
− 12w0

.
(10.19)
We can compute the inverse matrix in the RHS of (10.19) by expanding in geometric
series in its upper left block to get
L(∂) = ∂
N−1 − 1
2
n−1∑
k=1
(
∂N−1−2k ◦ wn−k + wn−k∂N−1−2k
)
+
1
4
n−2∑
k=1
n−k−1∑
h=1
wn−h∂N−1−2(h+k) ◦ wn−k
+
1
4
w0∂
−1 ◦ w0 − ∂ ∈ W(g, f)((∂−1)) .
(10.20)
Note that L(∂) = −L(∂)∗, so it is a weakly non-local skewadjoint pseudodifferen-
tial operator.
We can rewrite the operator L(∂) for  = 0 given by equations (10.20) as
L0(z) = z
N−1 +
N−3∑
k=0
w˜kz
k + (−1)ny0(z + ∂)−1y0 ∈ W(g, f)((z−1)) .
The elements y0 =
√
(−1)n
2 w0 and w˜2k−1 ∈ W(g, f), for k = 1, . . . , n − 1, provide
a different set of differential generators for the differential algebra W(g, f) which
coincide (up to a rescaling of the variables fij) with the set of generators constructed
in [MR15].
Remark 10.5. By equation (6.32), the Miura map µ :W(g, f)→ V(g0) is given by
(see also [DS85])
µ(L0(∂)) =
(
∂ +
1
2
f11
)
. . .
(
∂ +
1
2
fn−1,n−1
)
× (∂ − 1
4
fNn∂
−1 ◦ fNn
)(
∂ − 1
2
fn−1,n−1
)
. . .
(
∂ − 1
2
f11
)
.
10.5. Example 5: Lax operator L(z) for minimal nilpotent f in glN . This
computation already appeared in [DSKV16b] and we briefly review it here. Let
g = glN in its standard representation. The minimal nilpotent element f = eN1 in
g = glN is associated to the partition p = (2, 1, . . . , 1), and it is embedded in the
sl2-triple {e, h = 2x, f} ⊂ g, where
e = e1N , x =
e11 − eNN
2
.
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In this case the gradings (3.1) and (4.2) coincide and their non-zero components
are
g−1 = Ff , g− 12 = Span{eNk, ek1 | 2 ≤ k ≤ N − 1} ,
g0 = Span{e11, eNN , ehk | 2 ≤ h, k ≤ N − 1} ,
g 1
2
= Span{e1k, ekN | 2 ≤ k ≤ N − 1} , g1 = Fe .
Hence, we may choose T = S = E1N .
As a subspace U ⊂ g complementary fo [f, g] and compatible with the grading
(3.1) we choose (see [DSKV16b]) U = Span{uji = eji | (ij) ∈ If}, where
If = {(11), (N1)} ∪ {(Nk), (k1) | 2 ≤ k ≤ N − 1} ∪ {(hk) | 2 ≤ h, k ≤ N − 1} .
The dual basis {uij | (ij) ∈ If} of gf is given by
u11 = e11 + eNN , uij = eij , (ij) ∈ If \ {(11)} .
Let w : V(gf )→W(g, f) be the differential algebra isomorphism given in Theorem
3.1, and let wij = w(uij) for (ij) ∈ If . By Theorem 4.2 we have [DSKV16b, Sec.7.4]
L(∂) = |1N∂ + F +
∑
(ij)∈If
wijEji + S|1N
= −∂2 − w11∂ + wN1 − w+1(1N−2∂ +W++)−1 ◦ wN+ +  ,
(10.21)
where
w+1 =
(
w21 . . . wN−1,1
)
,
W++ =
 w22 . . . wN−1,2... . . . ...
w2N−1 . . . wN−1,N−1
 , wN+ =
 wN2...
wN,N−1
 . (10.22)
10.6. Example 6: Lax operator L(z) for minimal nilpotent f in slN . The
minimal nilpotent element f = eN1 in g = slN is also associated to the partition
p = (2, 1, . . . , 1). Similarly to the computation in Section 10.2, we can recover the
results for the Lie algebra slN from the analogous results for glN provided in Section
10.5. In this case, L(∂) is the scalar pseudodifferential operator in (10.21) where
−w11 = w22 + w33 + · · ·+ wN−1N−1 .
We omit the details of this computation.
10.7. Example 7: Lax operator L(z) for minimal nilpotent f in spN . Let
N = 2n ≥ 2 and V = FN be an N -dimensional vector space endowed with the
non-degenerate skew-symmetric bilinear form defined in (10.6). Let A† denote the
adjoint of A ∈ EndV with respect to (10.6) (recall that, in terms of elementary
matrices, we have (Eij)† = (−1)i+jEj′i′ , where i′ = N + 1 − i). Then, g = {A ∈
EndV | A = −A†} ' spN . For i, j = 1, . . . , N , let Fij be defined as in (10.8).
Recall from Section 10.3 that we have the following basis of g
{ 1
1 + δij′
fij :=
1
1 + δij′
(eij − ijej′i′) | (i, j) ∈ I} ,
where
I = {(i, j) | 1 ≤ i ≤ N, 1 ≤ j ≤ i′} .
and that its dual basis with respect to the trace form (4.3) is
{1
2
fji | (ij) ∈ I} .
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Let f = 12fN1 ∈ g. It is associated to the partition p = (2, 1, 1, . . . , 1), hence
it is a minimal nilpotent element. We can include f in the following sl2-triple
{e, h = 2x, f} ⊂ g, where
e =
1
2
f1N , x =
1
2
f11 .
Using the commutation relations (10.9) one checks that the non-zero components
of the grading (3.1) are
g−1 = Ff , g− 12 = Span{fk1 | 2 ≤ k ≤ N − 1} ,
g0 = Span{f11, fhk | 2 ≤ h ≤ N − 1, 2 ≤ k ≤ h′} ,
g 1
2
= Span{f1k | 2 ≤ k ≤ N − 1} , g1 = Fe .
Moreover, we have that D = d = 1, and (EndV )[1] = FE1N . Hence, we may choose
T = S = E1N .
As a subspace U ⊂ g complementary fo [f, g] and compatible with the grading
(3.1) we choose U = Span{uji = 12fji | (ij) ∈ If}, where
If = {(k1) | 2 ≤ k ≤ N} ∪ {(hk) | 2 ≤ h ≤ N − 1, 1 ≤ k ≤ h′} .
The dual basis {uij | (ij) ∈ If} of gf is given by uij = 11+δij′ fij , for (ij) ∈ If .
Let w : V(gf ) → W(g, f) be the differential algebra isomorphism given in The-
orem 3.1, and let us denote by wij = w(uij), for (ij) ∈ If . By Theorem 4.2, and
performing a similar computation as in Section 10.7, we have
L(∂) = |1N∂ + F + 1
2
∑
(ij)∈If
wijFji + S|1N
= −∂2 + wN1 − 1
4
w+1(1N−2∂ +
1
2
W++)
−1 ◦ w˜+1 +  ,
(10.23)
where
w+1 =
(
w21 w31 . . . wN−1,1
)
,
W++ =
N−1∑
h=2
h′∑
k=2
wkhF¯hk , w˜+1 =

−wN−1,1
...
−w31
w21
 . (10.24)
In (10.24) F¯hk denotes the matrix Fhk where we have removed the first and last
row, and the first and last column.
10.8. Example 8: Lax operator L(z) for minimal nilpotent f in soN . For
N ≥ 2, let V = FN be an N -dimensional vector space with basis {vi}Ni=1, and let
us denote by n = [N2 ] the integer part of
N
2 . We introduce the following notation
for i = 1, . . . , N :
i =
{
(−1)i , i = 1, . . . , n ,
(−1)i′ , i = n+ 1, . . . , N , (10.25)
where i′ = N + 1− i. We define a non-degenerate symmetric bilinear form on V as
follows:
〈vi|vj〉 = −iδj,i′ , i, j = 1, . . . , N . (10.26)
Let A† denote the adjoint of A ∈ EndV with respect to (10.26). As in Sections
10.3, 10.4 and 10.7, in terms of elementary matrices, it is given by
(Eij)
† = ijEj′i′ . (10.27)
Let g = {A ∈ EndV | A† = −A} ' soN . For 1 ≤ i, j ≤ N − 1 we let Fij
be defined as in (10.8), and, as usual, we also denote by fij the same elements
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when viewed as elements of g ⊂ V(g). It is immediate to check that the same
commutation relations as in (10.9) hold. Recall that, by (10.8), a basis of g is
{fij | (i, j) ∈ I} where
I = {(i, j) | 1 ≤ i ≤ N, 1 ≤ j < i′} .
Its dual basis, with respect to the trace form (10.25), is{1
2
fji | (i, j) ∈ I
}
.
Let f = fN−1,1 ∈ g. It is associated to the partition p = (2, 2, 1, . . . , 1) thus it
is a minimal nilpotent element. We can include f ∈ g in the following sl2-triple
{e, h = 2x, f} ⊂ g:
e = f1,N−1 , x =
1
2
f11 +
1
2
f22 .
Using the commutation relations (10.9) one checks that the non-zero components
of the grading (3.1) are
g−1 = Ff , g− 12 = Span{fhk | 3 ≤ h ≤ N − 2 , k = 1, 2} ,
g0 = Span{f11, f12, f21, f22, fhk | 3 ≤ h ≤ N − 2, 3 ≤ k < h′} ,
g 1
2
= Span{fhk | h = 1, 2 , 3 ≤ k ≤ N − 2} , g1 = Fe .
Moreover, we have that D = d = 1, and (EndV )[1] = Span{Eh,k | 1 ≤ h ≤
2 , N − 1 ≤ k ≤ N}. Hence, we may choose T = S = E1N−1 + E2,N , and we let
S = IJ be its canonical decomposition (4.4):
I =
(
12
0N−2
)
and J =
(
0N−2 12
)
. (10.28)
As a subspace U ⊂ g complementary fo [f, g] and compatible with the grading (3.1)
we choose U = Span{uji = 12fji | (ij) ∈ If}, where
If = {(11), (12), (21), (N − 1, 1)} ∪ {(hk) | 3 ≤ h ≤ N − 2, 1 ≤ k ≤ h′} .
The dual basis {uij | (ij) ∈ If} of gf is given by
u11 = f11 − f22 , uij = fij , (ij) ∈ If \ {(11)} .
Let w : V(gf )→W(g, f) be the differential algebra isomorphism given in Theorem
3.1, and let us denote by wij = w(uij), for (ij) ∈ If . By Theorem 4.2 we have
L(∂) = |1N∂ + F + 1
2
∑
(ij)∈If
wijFji + S|IJ
=
∣∣∣∣∣∣∣∣∣∣

∂ + 12w11
1
2w21
1
2w+1
1
2wN−1,1 +  0
1
2w12 ∂
1
2w+2 0
1
2wN−1,1 + 
0N−4×1 0N−4×1 1N−4∂ + 12W++
1
2 w˜+2
1
2 w˜+1
1 01×N−4 01×N−4 ∂ 12w21
0 1 0 12w12 ∂ − 12w11

∣∣∣∣∣∣∣∣∣∣
IJ
=
(−(∂ + 12w11)∂ + 12wN−1,1 − 14w21w12 − 12∂ ◦ w21 − 12w21∂− 12w12∂ − 12∂ ◦ w12 −∂(∂ − 12w11) + 12wN−1,1 − 14w12w21
)
− 1
4
(
w+1
w+2
)(
1N−4∂ +
1
2
W++
)−1
◦ (w˜+2 w˜+1)+ 12 ∈ Mat2×2W(g, f)((∂−1)) ,
(10.29)
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where (k = 1, 2)
w+k =
(
w3k w4k . . . wN−2,k
)
,
W++ =
N−2∑
h=3
h′−1∑
k=3
wkhF¯hk , w˜+k = (−1)k+1

N−2wN−2,k
...
4w4k
3w3k
 . (10.30)
In (10.30) F¯hk denotes the matrix Fhk where we have removed the first two and
the last two rows and columns.
10.9. Example 9: Lax operator L(z) for a distinguished nilpotent in so4n.
Let V = F4n be a 4n-dimensional vector space with basis {vi}4ni=1, and let q = 2n+1.
For i ∈ {1, . . . , 4n} we introduce the following notation
i′ =
{
q + 1− i , 1 ≤ i ≤ q ,
4n+ 1 + q − i , q + 1 ≤ i ≤ 4n , i =
{
(−1)i , 1 ≤ i ≤ q − 1 ,
(−1)i+1 , q + 1 ≤ i ≤ 4n .
(10.31)
We use the bilinear form on V given by (10.26). The adjoint with respect to
this form is given by (10.27). Let g = {A ∈ EndV | A† = −A} ' so4n. For
1 ≤ i, j ≤ 4n − 1 we let Fij be defined as in (10.8), and, as usual, we also denote
by fij the same elements when viewed as elements of g ⊂ V(g)). It is immediate
to check that the same commutation relations as in (10.9) hold. A basis of g is
{fij | (ij) ∈ I} where
I ={(ij) | 1 ≤ i ≤ q − 1, 1 ≤ j < i′} ∪ {(ij) | q + 1 ≤ i ≤ 4n , 1 ≤ j ≤ q}
∪ {(ij) | q + 1 ≤ i ≤ q , q + 1 ≤ j < i′} .
Its dual basis, with respect to the trace form (4.3), is { 12fji | (i, j) ∈ I}.
Let
f =
n∑
k=1
fk+1,k +
n−1∑
k=1
fq+k+1,q+k ∈ g .
It is a nilpotent element associated to the partition p = (q, q − 2) of 4n. This
element f is distinguished in the sense that the reductive part of its centralizer is
trivial. We can include f ∈ g in the sl2-triple {e, h = 2x, f} ⊂ g, where
x =
n∑
k=1
q + 1− 2k
2
fk,k +
n−1∑
k=1
q − 1− 2k
2
fq+k,q+k ,
e =
n∑
k=1
k(q − k)fk,k+1 +
n−1∑
k=1
k(q − 2− k)fq+k,q+k+1 .
(10.32)
Using the commutation relations (10.9) it is immediate to check that:
d = q − 2 , gd = FF1,q−1 ⊕ FF1,4n , D = q − 1 , (EndV )[D] = FE1q .
We thus choose T = E1q, and s = a2f1,q−1 + bf1,4n, for arbitrary a, b ∈ F.
As a subspace U ⊂ g complementary fo [f, g] and compatible with the grading
(3.1) we choose U = Span{u+,i, 1 ≤ i ≤ n , u0,i, 1 ≤ i ≤ q − 2, u−,i, 1 ≤ i ≤ n− 1},
where
u+,i =
1
2
f1,q+1−2i , u0,i =
1
2
f1,q+i , u
−,i =
1
2
fq+1,4n+1−2i . (10.33)
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The dual basis of gf is given by
u+,i =
i∑
k=1
fq+k−2i,k , 1 ≤ i ≤ n ,
u0,i =
q−1−i∑
k=1
fq−1+k+i,k , 1 ≤ k ≤ q − 2 ,
u−,i =
i∑
k=1
f4n+k−2i,q+k , 1 ≤ i ≤ n− 1 .
Let w : V(gf )→W(g, f) be the differential algebra isomorphism given in Theorem
3.1, and let
w+,i = w(u+,i) , w0,i = w(u0,i) , w−,i = w(u−,i) .
By Theorem 4.2 and [DSKV16b, Eq.(2.14)] (see also [DSKVnew, Prop.4.2]), we
have
L(∂) = |1N∂ + F + 1
2
n∑
i=1
w+,iU
+,i +
1
2
q−2∑
i=1
w0,iU
0,i +
1
2
n−1∑
i=1
w−,iU−,i + S|1q .
(10.34)
The quasideterminant (10.34) is computed using the usual formula, see [DSKVnew,
Prop.4.2], and the result is
L(∂) = W1(∂)−W2(∂)W4(∂)−1W3(∂) , (10.35)
where
W1(∂) =∂
2n+1 − 1
2
n∑
k=1
(
∂2n+1−2k ◦ w+,n+1−k + w+,n+1−k∂2n+1−2k
)
+
1
4
n−1∑
k=1
n−k∑
h=1
w+,n+1−h∂2n+1−2(h+k) ◦ w+,n+1−k
+
1
4
2n−2∑
k=1
2n−1−k∑
h=1
(−1)hw0,h∂2n−1−(h+k) ◦ w0,k − a∂ ,
W2(∂) =
1
4
n−1∑
j=0
2n−1−2j∑
i=1
w0,i(−∂)2n−1−i−2j ◦ w−,n−j − b ,
W3(∂) =W2(∂)
∗ ,
W4(∂) =∂
2n−1 − 1
2
n−1∑
k=1
(
∂2n−1−2k ◦ w−,n−k + w−,n−k∂2n−1−2k
)
+
1
4
n−2∑
k=1
n−1−k∑
h=1
w−,n−h∂2n−1−2(h+k) ◦ w−,n−k .
In the above formulas we set w−,n = −2. Note that L(∂)∗ = −L(∂). As noted in
Remark 10.1, by comparing equation (10.35) with the quasideterminant (4.7) one
gets an explicit formula for the generators of the W-algebra W(g, f).
11. Examples of integrable hierarchies for generalized Adler type
operators
11.1. L(sl2) = L(sp2). Let f ∈ sl2 ' sp2 be a principal (= non-zero) nilpotent ele-
ment. Recall from Section 3 that, as a differential algebra,W(sl2, f) =W(sp2, f) =
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C[w(n) | n ∈ Z+]. By equation (10.4) (or (10.14)), we have
L(sl2, f) = L(sp2, f) = −∂2 + w ∈ W(sl2, f)[∂] .
Consider the operator L(∂) = −L(sl2, f) = −L(sp2, f) = ∂2−w. Its square root is
B(∂) = ∂− w
2
∂−1 +
w′
4
∂−2− 1
8
(w2 +w′′)∂−3 +o(∂−3) ∈ W(sl2, f)((∂−1)) . (11.1)
By a straightforward computation we get
B(∂)3 = ∂3 − 3
2
w∂ − 3
4
w′ +
1
8
(3w2 − w′′)∂−1 + o(∂−1) . (11.2)
Using equations (11.1), (11.2) and (6.1) we get∫
h1,B =
∫
w ,
∫
h2,B = 0,
∫
h3,B = −1
4
∫
w2 , (11.3)
and the corresponding non-zero Hamiltonian equations (9.1) are
dw
dt1,B
= w′ ,
dw
dt3,B
=
1
4
(w′′′ − 6ww′) .
The second equation is the Korteweg-de Vries equation.
Remark 11.1. Let sl2 = Span{e = e21, h = 2x = e11 − e22, f = e21} in its standard
representation, then in the adx-eigenspace decomposition (3.1) we have g0 = Fx.
By Remark 10.3 the Miura map µ : W(sl2, f)→ V(g0) = F[x(n) | n ∈ Z+] is given
by
µ(L(∂)) = ∂2 − µ(w) = (∂ + x)(∂ − x) .
Hence we get µ(w) = x2 + x′, which is the famous Miura transformation [Miu68].
Applying the Miura map to the integrals of motion given by equation (11.3) we get∫
h¯1,B =
∫
x2 + x′ ,
∫
h¯3,B = −1
4
∫
x4 − xx′′ .
The corresponding Hamiltonian equations are
dx
dt1,B
= x′ ,
dx
dt3,B
=
1
4
(x′′′ − 6x2x′) .
The second equation is the modified Korteweg-de Vries equation.
11.2. L(sp2)∂±1. Consider the operator L(∂) = −L(sp2)∂ = ∂3 −w∂ ∈ W(sp2, f).
Its cube root is
B(∂) = ∂ − w
3
∂−1 +
w′
3
∂−2 − 1
9
(w2 + 2w′′)∂−3 +
1
9
(4ww′ + w′′′)∂−4
− 1
81
(
5w3 + 45(w′)2 + 45ww′′ + 3w(4)
)
∂−5 + o(∂−5) ∈ W(sp2, f)((∂−1)) .
(11.4)
Then, we have
B(∂)2 = ∂2 − 2
3
w +
w′
3
∂−1 − 1
9
(w2 + w′′)∂−2 +
ww′
3
∂−3
− 1
81
(
4w3 + 27(w′)2 + 24ww′′ − 3w(4)
)
∂−4 + o(∂−4) ,
B(∂)4 = ∂4 − 4
3
w∂2 − 2
3
w′∂ +
2
9
(w2 − w′′) + 1
9
(w′′′ − 2ww′)∂−1
+
1
81
(
4w3 + 9(w′)2 − 3w(4)
)
∂−2 + o(∂−2) ,
B(∂)5 = ∂5 − 5
3
w∂3 − 5
3
w′∂2 +
5
9
(w2 − 2w′′)∂
+
1
81
(
5w3 − 15ww′′ + 3w(4)
)
∂−1 + o(∂−1) ,
(11.5)
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and, by equations (11.4), (11.5) and (6.1), we get∫
h1,B =
∫
w ,
∫
h2,B =
∫
h3,B =
∫
h4,B = 0,
∫
h5,B = − 1
27
∫
w3 − 3ww′′ . (11.6)
Note that B∗ is a third root of −∂L∂−1. It follows from [DSKV15, Prop.1.1(a)]
that B = −∂−1B∗∂. Thus we have
Bn = (−1)n∂−1(Bn)∗∂ , n ∈ Z . (11.7)
Using equation (11.7), the Hamiltonian equations (9.3) become
dL(z)
dtn,B
=
1− (−1)n
2
[(Bn)+, L](z) , n ∈ Z . (11.8)
Using (11.4) and (11.5) we get that the first non-zero Hamiltonian equations (11.8)
are
dw
dt1,B
= w′ ,
dw
dt5,B
= −1
9
(w(5) − 5w′w′′ − 5ww′′′ + 5w2w′) .
The second equation is the Sawada-Kotera equation [SK74].
Remark 11.2. Since sp2 ' sl2, the Miura map µ : W(sp2, f) → V(g0) = F[x(n) |
n ∈ Z+] is given by µ(w) = x2 + x′ (see Remark 11.2). Applying the Miura map
to the integrals of motion given by equation (11.6) we get∫
h¯1,B =
∫
x2 + x′ ,
∫
h¯5,B = − 1
27
∫
x6 + 15x2(x′)2 − 5(x′)3 + 3(x′′)2 .
The corresponding integrable Hamiltonian equations are
dx
dt1,B
= x′ ,
dx
dt5,B
= −1
9
(x(5)+5x′x′′′−5x2x′′′+5(x′′)2−20xx′x′′−5(x′)3+5x4x′) .
(11.9)
The second equation is the modified Sawada-Kotera equation.
Consider now the operator
L(∂) = −L(sp2)∂−1 = ∂ − w∂−1 ∈ W(sp2, f)((∂−1)) . (11.10)
We have
L2(∂) = ∂2 − w − ∂ ◦ w∂−1 + w∂−1 ◦ w∂−1 ,
L3(∂) = ∂3 − w∂ − ∂ ◦ w − ∂2 ◦ w∂−1 + w2∂−1 + w∂−1 ◦ w
+ ∂ ◦ w∂−1 ◦ w∂−1 − w∂−1 ◦ w∂−1 ◦ w∂−1 .
(11.11)
Using equations (11.10), (11.11) and (6.1) we get∫
h1,L =
∫
w ,
∫
h2,L = 0 ,
∫
h3,L = −
∫
w2 .
Note that, also in this case, equation (9.3) reduces to (11.8) (where we should
replace B by L). Hence, using (11.10) and (11.11) the first non-zero Hamiltonian
equations are
dw
dt1,L
= w′ ,
dw
dt3,L
= w′′′ − 6ww′ .
So we get again the Korteweg-de Vries equation.
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11.3. L(s03). Let f ∈ so3 be the principal nilpotent element. Recall from Section 3
that, as a differential algebra, W(so3, f) = C[w(n) | n ∈ Z+]. By equation (10.14),
we have
L(so3, f) = ∂
3 − w∂ − w
′
2
∈ W(so3, f)[∂] .
Consider the cube root of L(so3, f):
B(∂) = ∂ − w
3
∂−1 +
w′
6
∂−2 − 1
18
(2w2 + w′′)∂−3 +
ww′
3
∂−4
−
(
5
81
w3 +
11
36
(w′)2 +
1
3
ww′′ − 1
54
w(4)
)
∂−5 + o(∂−5) ∈ W(so3, f)((∂−1)) .
(11.12)
Then, we have
B(∂)2 = ∂2 − 2
3
w − 1
18
(2w2 − w′′)∂−2 − 1
18
(w′′′ − 4ww′)∂−3
−
(
4
81
w3 +
5
36
(w′)2 +
7
54
ww′′ − 1
27
w(4)
)
∂−4 + o(∂−4) ,
B(∂)4 = ∂4 − 2
3
w∂2 − 2
3
∂2 ◦ w + 1
9
(2w2 + w′′)
+
(
4
81
w3 − 1
18
(w′)2 − 1
9
ww′′ +
1
54
w(4)
)
∂−2 + o(∂−2) ,
B(∂)5 = ∂5 − 5
6
w∂3 − 5
6
∂3 ◦ w + 5
18
(w2 + w′′)∂ +
5
18
∂ ◦ (w2 + w′′)
+
(
5
81
w3 − 5
36
(w′)2 − 5
27
ww′′ +
1
27
w(4)
)
∂−1 + o(∂−1) ,
(11.13)
and, by equations (11.12), (11.13) and (6.1), we get∫
h1,B =
∫
w ,
∫
h2,B =
∫
h3,B =
∫
h4,B = 0,
∫
h5,B = −
∫
w3
27
− ww
′′
36
. (11.14)
Note that B∗ is a third root of −L. Hence, it follows from [DSKV15, Prop.1.1(a)]
that B∗ = −B, and so we have (Bn)∗ = (−1)nBn. Using this fact and equations
(11.12) and (11.13) we get that the first non-zero Hamiltonian equations (9.2) are:
dw
dt1,B
= w′ ,
dw
dt5,B
= −1
9
(w(5) − 25
2
w′w′′ − 5ww′′′ + 5w2w′) .
The second equation is the Kaup-Kupershmidt equation [Kau80].
Remark 11.3. Let so3 = Span{e = 2(e12+e23), h = 2x = 2(e11−e33), f = e21+e32}
in its standard representation. By Remark 10.4 the Miura map µ : W(so3, f) →
V(g0) = F[x(n) | n ∈ Z+] is given by
µ(L(∂)) = ∂3 − µ(w)∂ − 1
2
µ(w)′ = (∂ +
1
2
x)∂(∂ − 1
2
x) .
Hence, we get µ(w) = 14x
2+x′. Applying the Miura map to the integrals of motion
given by equation (11.14) we get∫
h¯1,B =
∫ 1
4
x2 + x′ ,
∫
h¯5,B = − 1
1728
∫
x6 + 60x2(x′)2 + 40(x′)3 + 48(x′′)2 .
The corresponding Hamiltonian equations are
dx
dt1,B
= x′ ,
dx
dt5,B
= −1
9
(x(5)−5
2
x′x′′′−5
4
x2x′′′−5
2
(x′′)2−5xx′x′′−5
4
(x′)3+
5
16
x4x′) .
(11.15)
Note that by rescaling the variable x by a factor − 12 the above equations are the
same as equations (11.9).
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Remark 11.4. In [DS85], Drinfeld-Sokolov hierarchies are constructed for any affine
Kac-Moody algebra g and a node of its Dynkin diagram. The Sawada-Kotera
equation corresponds to the pair (A(2)2 , c0), while the Kaup-Kupershmidt equation
corresponds to the pair (A(2)2 , c1). On the other hand, modified Drinfeld-Sokolov
hierarchies do not depend on the choice of a node in the Dynkin diagram of g.
This is the reason why the modified equations (11.9) and (11.15) coincide up to a
rescaling.
11.4. L(s03)∂±1. Consider the operator
L = L(so3, f)∂
−1 = ∂2 − w − w
′
2
∂−1 ∈ W(so3, f)((∂−1)) ,
and its square root
B(∂) = ∂ − w
2
∂−1 − w
2
8
∂−3 + o(∂−3) ∈ W(so3, f)((∂−1)) . (11.16)
By a straightforward computation we get
B(∂)3 = ∂3 − 3
2
w∂ − 3
2
w′ +
1
8
(3w2 − 4w′′)∂−1 + o(∂−1) . (11.17)
Using equations (11.16), (11.17) and (6.1) we get∫
h1,B =
∫
w ,
∫
h2,B = 0,
∫
h3,B = −1
4
∫
w2 ,
and the corresponding non-zero Hamiltonian equations (9.3) are
dw
dt1,B
= w′ ,
dw
dt3,B
= w′′′ − 3
2
ww′ .
Also in this case we get the Korteweg-de Vries equation.
Finally, consider the operator
L = L(so3, f)∂ = ∂
4 − w∂2 − w
′
2
∂ ∈ W(so3, f)[∂−1] ,
and its fourth root
B(∂) = ∂ − w
4
∂−1 +
w′
4
∂−2 − 1
32
(3w2 + 4w′′)∂−3 + o(∂−3) ∈ W(so3, f)((∂−1)) .
(11.18)
Then, we have
B(∂)2 = ∂2 − w
2
+
w′
4
∂−1 − w
2
8
∂−2 + o(∂−2) ,
B(∂)3 = ∂3 − 3
4
w∂ − 1
32
(3w2 − 4w′′)∂−1 + o(∂−1) .
(11.19)
Using equations (11.18), (11.19) and (6.1) we get∫
h1,B =
∫
w ,
∫
h2,B = 0,
∫
h3,B =
1
8
∫
w2 ,
and the corresponding non-zero Hamiltonian equations (9.3) are
dw
dt1,B
= w′ ,
dw
dt3,B
= −1
2
(
w′′′ − 3
2
ww′
)
.
Thus we obtain again the Korteweg-de Vries equation.
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11.5. L(slN , fmin). Let f ∈ slN be a minimal nilpotent element. The generalized
Adler type operator for W(slN , f) has been computed in Section 10.6. It is
L(slN , f) = −∂2−w11∂+wN1−w+1(1N−2∂+W++)−1 ◦wN+ ∈ W(slN , f)((∂−1)) ,
(11.20)
where
− w11 = w22 + w33 + · · ·+ wN−1,N−1 , w+1 =
(
w21 . . . wN−1,1
)
,
W++ =
 w22 . . . wN−1,2... . . . ...
w2N−1 . . . wN−1,N−1
 , wN+ =
 wN2...
wN,N−1
 .
Consider the operator L = −L(slN , f), and its square root
B(∂) = ∂+
w11
2
−
(
wN1
2
+
w211
8
+
w′11
4
)
∂−1+o(∂−1) ∈ W(slN , f)((∂−1)) . (11.21)
From equations (11.20), (11.21) and (6.1), we get∫
h1,B =
∫
wN1 +
w211
4
and
∫
h2,B = −
∫
w+1wN+ .
Using the following commutation relations for pseudodifferential operators
[∂, (∂ + a)−1] = (∂ + a)−1 ◦ a− a(∂ + a)−1 ,
[∂2, (∂ + a)−1] = (a2 − a′)(∂ + a)−1 − (∂ + a)−1 ◦ (a2 + a′) ,
which hold for any differential polynomial a, and equations (11.20), (11.21) it is
immediate to compute the corresponding Hamiltonian equations (9.1). As a result
we get:
dwN1
dt1,B
= w′N1 +
1
2
w11w
′
11 +
1
2
w′′11 ,
dW++
dt1,B
= 0 ,
dw+1
dt1,B
= w′+1 − w+1
(
W++ − w11
2
)
,
dwN+
dt1,B
= w′N+ +
(
W++ − w11
2
)
wN+ ,
and
dwN1
dt2,B
= −2(w+1wN+)′ , dW++
dt2,B
= 0 ,
dw+1
dt2,B
= w′′+1 − 2w′+1
(
W++ − 1
2
w11
)
− w+1W ′++
+ w+1W++(W++ − w11)− w+1wN1 ,
dwN+
dt2,B
= −w′′N+ − 2
(
W++ − 1
2
w11
)
w′N+ − (W ′++ − w′11)wN+
− (W++ − w11)W++wN+ + wN1wN+ .
The above equations agree with the results in [DSKV14a, Sec. 6, arxiv version].
Remark 11.5. As explained in [DSKV16b, Cr.5.5], the variables wij , for 2 ≤ i, j ≤
N − 1, do not evolve in time. By applying a Dirac reduction procedure, see
[DSKV14b], we get the following Dirac reduced Hamiltonian equations:
dwN1
dt1,B
= w′N1 ,
dw+1
dt1,B
= w′+1 ,
dwN+
dt1,B
= w′N+ ,
and
dwN1
dt2,B
= −2(w+1wN+)′ , dw+1
dt2,B
= w′′+1−w+1wN1 ,
dwN+
dt2,B
= −w′′N++wN1wN+ ,
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which is the multicomponent Yajima-Oikawa equation (it is the Yajima-Oikawa
equation [YO76] for N = 3, see also [DSKV15-cor] and the references therein).
11.6. L(spN , fmin). Let n ≥ 1, N = 2n and f ∈ spN be a minimal nilpotent
element. The generalized Adler operator for W(spN , f) has been computed in
Section 10.7. It is
L(spN , f) = −∂2 + wN1 −
1
4
w+1(1N−2∂ +
1
2
W++)
−1 ◦ w˜+1 ∈ W(spN , f)((∂−1)) ,
(11.22)
where w+1, W++ and w˜+1 are defined in equation (10.24). Consider
L = −L(spN , f) = ∂2 − wN1 −
1
8
(w+1W++w˜+1 + 2w+1w˜
′
+1)∂
−2 + o(∂−2)
and its square root
B(∂) = ∂ − wN1
2
∂−1 +
w′N1
4
∂−2
− 1
16
(2w2N1 + w+1W++w˜+1 + 2w+1w˜
′
+1 + 2w
′′
N1)∂
−3 + o(∂−3) .
(11.23)
Then,
B(∂)3 = ∂3 − 3
2
wN1∂ − 3
4
w′N1
+
1
16
(6w2N1 − 3w+1W++w˜+1 − 6w+1w˜′+1 − 2w′′N1)∂−1 + o(∂−1) .
(11.24)
From equations (11.23), (11.22), (11.24) and (6.1), we get∫
h1,B =
∫
wN1 ,
∫
h2,B = 0 ,
∫
h3,B = −1
8
∫
2w2N1 − w+1W++w˜+1 − 2w+1w˜′+1 .
The above integrals of motion agree with the ones obtained for the generalized
Drinfeld- Sokolov hierarchy constructed in [DSKV14a]. Hence, the corresponding
Hamiltonian equations (9.2) have already appeared there.
11.7. L(spN , fmin)∂±1. Consider the operator
L = −L(spN , f)∂ = ∂3−wN1∂−
1
8
(w+1W++w˜+1+2w+1w˜
′
+1)∂
−1+o(∂−1) (11.25)
and its cube root
B(∂) = ∂ − wN1
3
∂−1 +
w′N1
3
∂−2
− (w
2
N1
9
+
1
24
w+1W++w˜+1 +
1
12
w+1w˜
′
+1 +
2
9
w′′N1)∂
−3 + o(∂−3) .
(11.26)
Then
B(∂)2 = ∂2 − 2
3
wN1 +
w′N1
3
∂−1
− (w
2
N1
9
+
1
12
w+1W++w˜+1 +
1
6
w+1w˜
′
+1 +
w′′N1
9
)∂−2 + o(∂−2) .
(11.27)
From equations (11.26), (11.27), (11.25) and (6.1), we get∫
h1,B =
∫
wN1 ,
∫
h2,B = 0 ,
∫
h3,B =
1
8
∫
w+1W++w˜+1 + 2w+1w˜
′
+1 .
Using equations (11.25), (11.26) and (11.27) it is straightforward to compute the
corresponding Hamiltonian equations (9.3). We omit the details of this computa-
tion. By applying the Dirac reduction by the variables wij , for 2 ≤ i ≤ N − 1 and
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2 ≤ j ≤ i′, we get the following first non-trivial Hamiltonian equations
dwN1
dt3,B
=
3
4
w+1w˜
′′
+1 ,
dw+1
dt3,B
= w′′′+1 − wN1w′+1 .
Finally, consider the operator
L = −L(spN , f)∂−1 = ∂ − wN1∂−1 −
1
8
(w+1W++w˜+1 + 2w+1w˜
′
+1)∂
−3 + o(∂−3) .
(11.28)
Then
L(∂)2 = ∂2 − 2wN1 − w′N1∂−1
+ (w2N1 −
1
4
w+1W++w˜+1 − 1
2
w+1w˜
′
+1)∂
−2 + o(∂−2) ,
L(∂)3 = ∂3 − 3wN1∂ − 3w′N1
+ (3w2N1 −
3
8
w+1W++w˜+1 − 3
4
w+1w˜
′
+1 − w′′N1)∂−1 + o(∂−1) .
(11.29)
From equations (11.28), (11.29) and (6.1), we get∫
h1,L =
∫
wN1 ,
∫
h2,L = 0 ,
∫
h3,L = −
∫
w2N1 −
1
8
w+1W++w˜+1 − 1
4
w+1w˜
′
+1 .
Using equations (11.28) and (11.29) it is straightforward to compute the correspond-
ing Hamiltonian equations (9.3). Again, we omit the details of this computation.
By applying the Dirac reduction by the same variables as above we get the following
first non-trivial Hamiltonian equations
dwN1
dt3,L
= w′′′N1 − 6wN1w′N1 +
3
4
w+1w˜
′′
+1 ,
dw+1
dt3,L
= w′′′+1 − 3(wN1w+1)′ .
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