Abstract-In current dynamic optical networks with cascaded filters and amplifiers, the optical signal-to-noise ratio (OSNR) can vary significantly from channel to channel. Under such uncertainty, OSNR prediction for unestablished channels becomes indispensable but remains a big challenge. For protective network planning purposes such as margin threshold setting or wavelength assignment, it is desirable to evaluate the worst OSNR performance of each network link. Such exploration will unavoidably employ active monitoring probes, which may cause interruptions to the network. An efficient active monitoring strategy that optimizes the choice of probes or monitoring trials is needed. We propose a "self-learning" monitoring strategy integrated at intermediate nodes. Our method can intelligently select the channel to be monitored in order to search for the target global maxima of OSNR degradation for a specific link. Our monitoring scheme detects intermediate node OSNR in the linear regime. It is shown that our method can predict the target OSNR value with only 0.5 dB error while reducing the required monitoring data by up to 91% compared to conventional methods.
I. INTRODUCTION
T he emergence of heterogeneous quality of service (QoS) requirements from applications continues to drive the evolution of traditional optical networks. Advanced technologies such as flexible transponders [1] , coherent transmission [2] , and re-configurable optical add-drop multiplexers (ROADMs) [3] have considerably enhanced network dynamicity and flexibility. Offline network planning methods are mainly developed under static optical transmission models, so they have difficulty in capturing such complex system behavior [4] . The advances of various optical performance monitoring (OPM) technologies have made the optical network fully cognitive, i.e., able to perceive real-time optical performance and feed the information back to the control plane. The most critical feature that represents the quality of transmission (QoT) is the optical signal-to-noise ratio (OSNR) [5] . Therefore, OSNR monitoring is imperative and should be placed ubiquitously across the physical layer.
In current coherent receivers, the OSNR can easily be computed by the statistical-moment-based or the errorvector-magnitude (EVM)-based methods that can measure lightpath-level performance [5] . However, reliable and distributed in-band OSNR monitoring is also needed at intermediate nodes (e.g., ROADMs) for obtaining link-level information. Due to the lack of intermediate node monitoring, previous research proposes combining active monitoring with "network kriging" [6] in order to measure unestablished lightpath performance. It works by indicating the minimum number of informative monitoring probes in order to maximize the network knowledge gain. Although this approach proves to be effective, the assumption that impairments are flat across the transmission spectrum may influence the prediction accuracy [7] . Such an uncertainty problem will be addressed in this paper. Moreover, the computational complexity of network kriging is high for large networks [8] . Therefore, we propose an alternative method, i.e., intermediate node monitoring, to solve the network uncertainty at the link level. It is capable of providing straightforward intermediate node OSNR information that can potentially enable lowcomplexity link-level network planning. Relevant work has been demonstrated in a field trial in [9] .
For the purpose of designing a network with efficient self-diagnosing capability, it is not necessary to monitor the entire network. As the network expands, large amounts of data will be generated from the ubiquitous monitoring devices across the network. This may cause additional operational load of the network control plane due to finite flow entries [10, 11] . The aforementioned data is not only restricted to QoT estimation, but also to offline machine/ deep learning training and cross-layer network optimization. The latter may require data from the past or from different network layers. On the other hand, probe signals are often utilized for active monitoring purposes [6, 12] , which can cause additional interference and blocking with existing network services [13, 14] . Since sending a probe signal is both operationally expensive and impactive to network performance, it is desirable to minimize the number of probes or monitoring trials. The strategy used in this paper assumes that no probe is required if there is an established connection; otherwise, probe channels may be used for unestablished connections.
Besides optimizing active monitoring trials, network diagnosis also needs to be agile and performed in real time. In the case of end-to-end coherent service provisioning, the OSNR of each channel can be monitored simultaneously by each corresponding receiver as a DSP by-product [5] . However, for intermediate nodes where a single OSNR monitoring device is deployed, the OSNR of each channel cannot be monitored simultaneously. As such, sharing the intermediate-node monitoring device among multiple channels remains an unsolved challenge. For proactive network planning, it is critical to track the worst OSNR performance of the link. Failures can be proactively avoided once the worst OSNR degradation case is addressed. It can be used as a satisficing constraint (no more than the worst-case threshold) when performing wavelength assignment and routing. The state-of-the-art erbium-doped fiber amplifier (EDFA) comes with intrinsic gain and noise figure (NF) spectrum non-uniformity characteristics. This further contributes to OSNR non-uniformity across the C band [15, 16] . Even under static gain equalization control, EDFA power excursion and offset filtering problems also lead to OSNR uncertainty [17] . Such uncertainty is difficult to formulaically analyze. Furthermore, the network status can change quickly due to dynamic add-drops, which makes the system a "black box." Instead of conducting a complete examination of the black box, intelligent monitoring strategies are required to search for the worst OSNR performance of a link with as few monitoring trials as possible.
Unlike previous work, which applies offline machine learning techniques (using a hand-crafted training set) for predictions [18] , our proposed learning method utilizes online monitoring data to update the training process in real time. Such online, sustained learning is intrinsically adaptable to dynamic, variational systems like ours. Similar online learning is also proposed in [19] . However, the authors average the path-level OSNR difference between the prediction and monitoring data to each cascading span. Such a per-span OSNR update rule as in [19] is likely to spread one particular span degradation to multiple spans, which can lead to underestimation of per-span (or per-link) OSNR performance.
In previous work [20] , we presented and demonstrated the monitoring-on-demand (MoD) strategy at intermediate nodes to eliminate redundant OPM data from the physical device where a 100G-based 50 GHz-spaced 16-channel system was operated in a cross-city field trial. The number of monitoring trials needed to find the global maximum OSNR degradation of a link is significantly reduced by applying Bayesian optimization (BO). We expand the work by further demonstrating that pure Gaussian process (GP) learning without BO requires much more monitoring data for our prediction purpose. We also report and test the algorithm integrated in the MoD intermediate node for computing the in-band OSNR of dual-polarization quadrature phase-shift keying (DP-QPSK) signals. This paper is organized as follows. Section II describes the in-band OSNR monitoring function implemented at intermediate nodes. Section III gives a detailed explanation of the monitoring strategy enabled by the GP and BO algorithms. In Section IV we demonstrate the advantage of the proposed solution in a field-trial experimental setup. Finally, Section V summarizes the work.
II. INTEGRATING IN-BAND OSNR MONITORING AT INTERMEDIATE NODES
In-band OSNR monitoring in principle should be modulation format (MF) independent and tolerant to the spectrum narrowing effect. The latter is induced by cascaded wavelength selective switches (WSSs). We apply a reference optical-spectrum-based OSNR monitoring algorithm [21] [22] [23] using a high-resolution optical spectrum analyzer (OSA). This method has been proven to be MF independent and WSS-filtering-effect insensitive. In real applications, this monitoring function can be implemented using lower cost coherent reception and an RF measurement device [22, 23] . To realize physical layer autonomous in-band OSNR monitoring, single channel filtering is important so that the algorithm can autonomously locate the central frequency by searching for the maximum power (as there is only one channel). Then, accurate offset frequencies can be accordingly located. It is worth noting that there actually exist many methods in the literature to monitor the in-band OSNR, for example, the delay-line interferometer (DLI)-based methods [24, 25] , which are based on single channel monitoring. We address the feasibility of integrating this monitoring function into ROADMs, leveraging the architecture-on-demand (AoD) concept [26] . Our proposed MoD algorithm is not restricted to monitoring with an OSA; it aims to be applicable to other in-band OSNR monitoring techniques as well.
A. In-Band OSNR Monitoring Algorithm Figure 1(a) shows the working principle of the algorithm. The signal spectrum before transmission is monitored backto-back as the reference. Three signal spectral powers P 1 , P 2 , and P 3 are measured at three frequencies f 1 , f 2 , and f 3 within the signal band. f 1 is the center frequency and f 2 and f 3 are two offset frequencies. The power ratios K 1 P 2 ∕P 1 and K 2 P 3 ∕P 1 are determined from the reference spectrum. After transmission, the signal OSNR will be degraded mainly by amplified spontaneous emission (ASE) noise, which can be modeled as white Gaussian noise. Two parameters α and β are introduced to model the WSS filtering penalty on the signal spectrum. By monitoring the spectral powers P CF1 , P OF2 , and P OF3 after transmission, we have [22] P CF1 P s1 P n1 ,
( 1 )
N is the number of filters the signal traversed; P s1 , P s2 , and P s3 are the signal power at f 1 , f 2 , and f 3 , respectively; and P n1 is the ASE noise power at f 1 , f 2 , and f 3 . Solving the above equations gives the value of P s1 and P n1 ; hence, the OSNR can be computed as
where c 1.7 is a calibration coefficient that depends on the device power monitoring sensitivity and WSS filter setting [22, 23] .
B. Monitoring Performance
By conducting back-to-back ASE noise loading for 32 GBaud DP-QPSK signals, the performance of the inband OSNR algorithm using a Finisar WaveAnalyzer 1500S [27] is evaluated. A 50 GHz fixed grid is used for each channel spacing. Different OSNR levels after transmission are emulated by coupling additional ASE noise into the signal as shown in Fig. 1(b) . The OSNR value ranges from 15 to 30 dB. As there is no intermediate filtering, N is set to 0, and hence, α N β N 1. The choices of two spectral power measurement frequencies f 2 and f 3 are set at f 2 f 1 20 GHz and f 3 f 1 23.5 GHz according to [22] . The WaveAnalyzer (WA) frequency resolution is set to 150 MHz, 500 MHz, 1 GHz, and 2 GHz to explore the accuracy of the monitoring performance. Out-of-band OSNR computation is used to obtain the benchmark, which is used to assess the monitoring performance [28] . As shown in Fig. 1 (c), 1 GHz resolution gives the best OSNR monitoring accuracy with maximum error of 0.6 dB while other resolution settings have worse accuracy. Theoretically, finer resolution should give better accuracy [22] , but due to the WA device sensitivity at finer frequency resolution (1 GHz error), the spectral power reading at the nominal frequency is not stable with 150 MHz or 500 MHz. Therefore, a 1 GHz resolution is used to relax the sensitivity issue. Such a power-based OSNR monitoring technique only considers ASE noise induced by EDFAs, and nonlinear noise is not considered.
C. Node Architecture Supporting the Monitoring
On-Demand Figure 2 shows the hardware implementation supporting the MoD function in the optical backplane switch. The optical switch is an essential element in ROADMs [26] . It is worth noting that the monitoring function can also be installed at any point of the network, for example, an inline EDFA output port. But this will result in the device being only able to monitor a single route. The key components are a tap coupler, a WSS (or programmable optical filter), and a WA. All the devices are pre-connected in the programmable optical switch. The signal power is tapped from the traffic port and then fed into the WSS. The filter (bandpass with central frequency and bandwidth) is re-configured dynamically to choose the channel of interest for monitoring. WA is connected to the output of the WSS for in-band OSNR computation. The central and offset frequencies are autonomously located by searching for the spectrum peak power. Monitoring parameters K 1 , K 2 , α, β, and c are precalibrated and stored locally in the device controller. The controller computes the OSNR value of the current channel and dynamically re-configures the filter to choose the next channel of interest. The process of making the reconfiguration decision follows the Bayesian optimization learning model. The decision is influenced by the OSNR performance it has monitored so far.
III. MONITORING STRATEGY ENABLED BY LEARNING
Empirically, the OSNR of a target channel can be estimated by monitoring other channels with the same route but at different wavelengths. However, the ASE noise spectrum non-uniformity has to be properly addressed. In optical transmission links, each individual EDFA comes with inherent gain and NF spectrum non-uniformity [15] . Even under static power equalization [29, 30] , each EDFA is likely to have undetected gain/NF perturbations and power excursions due to aging, pump power conditions, dynamic loading, temperature, etc. [17, [31] [32] [33] . This non-uniformity problem gets even worse after cascading many independent EDFAs in a transmission link. This causes distant wavelengths to be less OSNR representative than the neighboring ones. As it is analytically intractable to parameterize the ASE spectrum in dynamic optical networks, machine learning (ML) models can be used to "learn" from monitoring data.
A. Gaussian Process Inference
As uncertainties happen during network operation, offline training ML models are not suitable to capture the online system characteristics [17, 34] . As such, the GP is considered for online learning with a limited data set [35] . Online learning means the system can take real-time data as the training set to achieve sustained learning throughout the network lifecycle. Unlike weight-space ML methods such as linear regression, which can easily underfit or overfit the training data, the GP is a function-space kernel-based regression method. GP samples stochastic probability distributions in the function space. Such a flexible non-parametric model can represent the stochastic OSNR uncertainty obliquely but rigorously through monitoring.
To fit the GP model, the monitoring data (OSNR versus λ) of the existing channels is taken as the training set, where λ is the channel wavelength. It is assumed that services are established one by one. So each time a new lightpath is established, its monitoring data is taken into the training set for prediction of the next single channel establishment, i.e., online training. The monitoring data is intrinsically noisy because the OSNR readings fluctuate around the mean value over time, as shown in Fig. 3 . GP models add independent and identically distributed (IID) Gaussian noise ϵ to the mean value such that [36] Qmonitored Qmean ϵ,
where Q(mean) is the mean OSNR value and σ 2 Q is the measurement noise variance. Hence, all future inferences are made by taking the measurement noise variance into account. The final fitted GP curve does not necessarily pass through each training point but is always within the variance range σ We model the similarity kernel (covariance function) using the squared exponential kernel or so-called radio basis function (RBF) [37] :
where 
The diagonal elements of K measure the self-similarity of each channel and are hence equal to 1. The amount of correlation between the training and test channels follows a joint multivariant Gaussian distribution (throughout the paper, "training channels" and "training points" are used interchangeably). The correlation is computed from the training set Q and test data Q according to the prior (initial belief of the sampled hidden function) [36] :
where K is a 1-by-m matrix, Q is an m-by-1 matrix, and K T is the transpose of K . The posterior OSNR estimation of the test set Q conditioned on the training set Q and test input λ follows the following Gaussian distribution [36] :
The pseudocode that summarizes the GP algorithm fitting the transmission system is shown in Algorithm 1.
The hyperparameters are optimized by maximizing the log marginal likelihood (maximum likelihood). It is maximized by seeking partial derivatives with respect to σ 2 f and l. An important feature of the GP is that it computes an estimation confidence integral (ECI) that forms critical constraints for control decision making [35] . The ECI quantifies posterior prediction uncertainty, which goes high where there is no monitoring data and goes low where there is sufficient monitoring data. A 95% pointwise ECI is a common choice [36] : 
B. Bayesian Optimization
Each time a single channel is monitored, the control strategy of the monitoring device based on the MoD architecture follows a "self-taught" monitoring process. BO determines the next channel to be monitored (λ next ) based on learning from the OSNR performance that has been monitored so far. Figure 4 shows the flow chart of the overall learning model [20] .
BO is intrinsically a decision trade-off algorithm on top of the GP ECI. A large ECI area is an indicator for a high variance. The bounded region becomes more explorable because of the high estimation uncertainty. In the meantime, since we are only interested in the worst-case OSNR performance, i.e., the global maximum point of OSNR degradation per link, the region around the monitored high OSNR degradation values (high mean) is likely to contain a worse value. Therefore, we should also exploit this high mean region. Here we define that for link i connecting node j and j 1, the OSNR degradation in decibels (dB) is
To fit BO to the GP, a utility (or acquisition) function "probability of improvement" (PI) [39] is used to deal with this fundamental exploration and exploitation trade-off. PI computes the probability of establishing the next probe channel to be monitored as
where μ OSNR is the worst OSNR deg that has been monitored so far, μ n λ next and σ n λ next represent the posterior GP returned OSNR deg mean (quantified degree of exploitation) and variance (quantified degree of exploration), and Φ is the standard cumulative distribution function. PI returns the area under the posterior Gaussian distribution above μ OSNR ; the larger the area, the higher probability of improvement. The point with the highest probability of improvement (the maximal expected utility) is selected [40] . BO returns the next optimized monitoring or probing choice λ next by maximizing the utility function U PI . The pseudocode of a BO-driven MoD function is summarized in Algorithm 2.
Algorithm 2: BO-driven MoD function for channel selection Input: t 1:n --total number of channels; Dλwavelength, OSNR --GP regression of channel OSNR; σ 2 Q , K --GP kernel function and monitoring variance; Target: λ t --next probing channel; Algorithm: for t 1, 2, …, n do { find λ t by combining attributes of the posterior distribution in the PI function U PI and maximizing λ t argmax λ U PI λjD 1:t−1 monitor the objective value OSNR(λ t ) augment the data set D 1:t fD 1:t−1 , λ t , OSNRλ t g update GP } end for Return: λ t , D 1:t Figure 5 depicts the field-trial network using part of the UK National Dark Fiber Infrastructure Service (NDFIS). NDFIS allows experiments to be carried out in a real-world operating network, hence introducing sufficient operational uncertainties. Sixteen equalized 50 GHz/0.4 nmspaced 32 Gbaud DP-QPSK signals are available at the transmitter side and ready to be launched into the network. Channel power is set to 0 dBm/channel/span by each EDFA to avoid unwanted nonlinear distortion. Signals first enter the NDFIS link running from Bristol to Brandley Stoke and further to Froxfield, which gives a 236 km effective loop-back transmission distance. Another 200 km fiber link (lab-based) is connected after the loop-back (giving 436 km in total), where signals are amplified every 50 km. The launch OSNR is kept identical (30 dB) to simplify the computation of our scenario. Channels with different wavelengths undergo different OSNR degradations after the link. This can be visualized by the non-uniformity of the OSNR curve as shown in Fig. 6 . We treat the Fig. 2 . ECL, external cavity laser; PPG, pulse pattern generator; DP-QPSK, dual-polarization quadrature phase-shift keying; SSMF, standard single-mode fiber. transmitter as the first node, and MoD is performed in the intermediate node where signals pass the WSS (add-drop), coupler (tapping power), and filter (selecting the channel of interest) and enter the WA for in-band OSNR monitoring.
IV. FIELD-TRIAL TESTBED AND RESULT

A. Field-Trial Experiment
The WA monitoring device can be either shared among different fiber links by switching the optical switch ports or among different channels in the same link by controlling the filter. In this work we are focused on the latter case. The exploration and exploitation trade-off is made to find the worst OSNR performance of a specific link with as few monitoring trials as possible. Our target is to find maxOSNR i deg ; in this experimental setup this is equal to finding max30 dB − OSNR j1 according to Eq. (16) where OSNR j1 is the j 1th intermediate node to be monitored.
It is worth noting that our proposed method is also applicable to mesh networks, i.e., with different signal launch OSNR at the beginning of each link. As Section II describes, we are able to monitor any intermediate node OSNR j , and this makes the calculation of OSNR degradation possible for each individual link using Eq. (16). If we are interested in the lightpath metric, we can simply sum up the degradations of the traversed links, or we can use the following equation [19] :
where OSNR link−i is the end-to-end OSNR for link i. This assumes that ASE noise is linearly accumulated throughout the lightpath. The linear operation regime is assumed.
If an unestablished signal OSNR is unknown for a specific link, we can use the proposed GP regression method to infer the OSNR for the wavelength in that link.
B. GP Performance Evaluation
BO computes PI according to the GP ECI (selection of the next channel to be monitored). The global OSNR degradation maximum point is estimated by further GP regression with the newly monitored data. It is necessary to evaluate the performance of GP prediction for unestablished channel OSNR with limited online monitoring data. Figures 6(a)-6(d) show the GP predictions of unestablished channel OSNR under different link loading and monitoring conditions. Wavelength is indexed into 1-81 representing 1562.6-1530.7 nm at a 0.4 nm grid (International Telecommunication Union 50 GHz). The hyperparameters are optimized to be σ 2 f 2.07 and l 1.53. All the OSNR reference values are used as test data to evaluate the corresponding GP prediction accuracy. We define the link true OSNR as the OSNR values that are monitored by our proposed in-band method rather than predicted by any models. The OSNR test data is measured by setting up a single test channel at each of the empty wavelength slots. It is torn down each time the reference value is recorded. Due to cascaded EDFA power amplification characteristics, the link OSNR performance varies with the loading status. By setting up only a single test channel, the impact of channel loading to EDFA is kept to minimum. Figure 6 (a) has only two monitoring/training channels; it can be seen that the fitted GP curve can hardly capture the link OSNR performance due to too few training data points being available. Figures 6(b) and 6(c) increase the data point size to 5 and 10, respectively, and each shows relative improvement in capturing the true link OSNR behavior. However, the performance is still poor in some excursive regions, including the global maximum point. Finally, the GP is able to predict the whole link OSNR with reasonable accuracy when the number of training channels reaches 16, as shown in Fig. 6(d) . The prediction error for each training case is shown in Fig. 7 ; training cases with 2 training points, 5 training points, 10 training points, and 16 training points have root mean square errors (RMSEs) of 1.5, 1.2, 0.8, and 0.5 dB, respectively. This means that adequate online monitoring data is essential to capture accurate link OSNR performance.
It is worth noting that, without involving the self-taught MoD function, GP prediction with a randomly generated training set does not guarantee that the current estimated global maximum point is the true target value, i.e., the worst OSNR degradation of the link. The only way to gain confidence about this estimation is to use as many monitoring data points as possible for training. Such an amount of online monitoring data is hard to obtain without sending monitoring probes. In the case of active monitoring, the number of monitoring probes should be optimized to avoid interruption to existing services.
C. Self-Taught MoD
By applying BO on top of the GP, the next monitoring channel of interest depends on the ECI computed by the GP posterior mean and variance as well as the current global maxima monitoring points. Figures 8(a) and 8(b) show the details of the BO process. Different monitoring decisions are made depending on the normalized acquisition function (AF) u PI computed by PI. The cyan region represents the estimation uncertainty (95% confidence integral), which goes high where there is no monitoring data and goes low where there is monitoring data. The next channel of interest (next best guess) is marked by a star on the AF curve. In Fig. 8(a) , which contains four monitoring points, the algorithm tends to prioritize exploration given the four points spread in large ranges across the wavelength band. So the indicated next best guess is located in the high-ECI region. After five steps, in Fig. 8(b) , the algorithm starts to exploit the region with a high posterior mean according to the GP. The indicated next best guess is no longer located in the high-ECI region but in the high-mean region. As more channels are monitored and utilized to be the next step GP training data, the BO decision will be made around the global maxima. It is worth mentioning that due to the stochastic function sampling process of the GP, each time BO re-runs, the posterior mean and variance may differ from the previous value. So the choice for the next channel of interest may vary. sequentially switching to each channel in the link from left to right; and 2) random monitoring (RM): the switching or monitoring order is stochastic. Note that by using SM and RM strategies, the active probing method becomes clumsy since the required monitoring probe has to loop across the whole C band without optimization. In the case of 16-channel monitoring [ Fig. 6(d)] , with a total number of 40 switching times, BO first finds the highest OSNR degradation located at λ 1540.2 nm (wavelength index #59) with eight switching times. It is 62.5% quicker than SM (13 times) and 400% quicker than RM (40 times). 75% of the BO data (after eight switching times) is constant when searching for the worst OSNR degradation (11 dB) . This means the rest of the constant data can be omitted after the first detection, resulting in 50% data savings (8 channels out of 16). This demonstrates that BO can take the monitoring process out of the loop by intelligently selecting the channels that provide the largest information gain. Figure 8(d) demonstrates the capability of BO in locating the target OSNR with "just enough" monitoring data. The complete link OSNR performance for each wavelength slot is tested and recorded as benchmark data. The fitted GP curve using BO has the posterior global maximum at exactly the same point as using all the 16 training channels. BO achieves only 0.5 dB prediction error (relative to the reference value) for the target OSNR while the data needed is halved. This proves the capability of MoD in retrieving the most critical OSNR information with up to 91% data savings (8 out of 88 if the C band is fully loaded), and in the mean time, retaining identical prediction accuracy compared to full exploration with 16 channels. 
V. SUMMARY
In this field trial we have demonstrated a self-taught MoD function driven by BO at network intermediate nodes.
A single in-band OSNR monitoring device is shared among different channels. We first present an in-band OSNR monitoring algorithm implemented in a high-resolution OSA that can be dynamically switched to monitor any channel on-demand. The algorithm takes a back-to-back signal spectrum as the reference spectrum together with realtime offset monitoring power to compute the target in-band OSNR value. The algorithm achieves OSNR monitoring accuracy of 0.6 dB with 1 GHz device frequency resolution. With such monitoring capability, BO is then applied to learn from already established connections. It aims to minimize the number of monitoring trials needed for locating the worst OSNR degradation of the link. It has been shown that by using pure GP regression, at least 16 sparsely distributed monitoring channels are required to completely capture the whole link OSNR performance (including the global maximum). BO significantly accelerates the process with only eight monitoring trials to efficiently search for the target OSNR value. In situations where an active monitoring probe has to be used, BO is expected to save up to 91% of the monitoring trials (whole C band channels) while accurately predicting the global maximum with 0.5 dB error. Such an intelligent self-taught learning strategy enables a data-efficient, out-of-the-loop monitoring process. It can be critical in accelerating the monitoring process and saving the number of probe signals for active monitoring purposes. 
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