Could a researcher or policy analyst use data reported from surveys of consumer confidence to improve forecasts of consumer spending? This issue has been examined in the literature previously, which reached the conclusion that consumer confidence helped improve the forecasts slightly. But that research was based on final, revised data and thus did not use the data that would have been available to forecasters in real time. This paper remedies that shortcoming, using the Real-Time Data Set for Macroeconomists to analyze the quality of forecasts made with indexes of consumer confidence. The main finding is that the indexes of consumer confidence are not of significant value in forecasting consumer spending. In fact, in some cases, they make the forecasts significantly worse.
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Introduction
A recent symposium held at Princeton University, "How Confident Can We Be in Consumer Confidence?" (May 10, 2002) examined the ways in which indexes of consumer confidence were gathered and used. The New York Times reported that "whatever the shortcomings of the consumer confidence indexes, nearly all the researchers agree that when combined with other data, they provide some additional information in forecasting consumption." (Uchitelle, 2002) The idea that indexes of consumer confidence may be useful in forecasting consumption was first proposed by Eva Mueller (1963) , who used ten years of data from the Michigan survey of consumers. She found that consumer confidence was a significant explanatory variable for consumption spending in a regression that included lagged consumption in the equation. Frederic Mishkin (1978) found that the significance of the Michigan consumer confidence measure depended on what else was included on the right-hand-side of the equation for prediction spending on durable consumer goods-adding financial variables to the equation greatly reduces the explanatory power of consumer confidence. Christopher Carroll, Jeffrey Fuhrer, and David Wilcox (1994) confirmed Mishkin's finding for overall personal consumption expenditures, noting that the explanatory power of the confidence index declined after 1978. Jason Bram and Sydney Ludvigson (1998) tested the Michigan index against the Conference Board index and found greater explanatory power in the Conference Board's index. They also ran out-of-sample forecasting exercises, finding that the Conference Board's index reduced the root-mean-squared forecast error (RMSFE) relative to a baseline forecasting equation in which consumption spending growth is forecast with its own lags, and lags of income growth, growth in real stock 2 prices, and the change in the interest rate, while the Michigan survey increased the RMSFE. However, neither change in RMSFE was statistically significant.
Several papers have examined the ability of the confidence indexes to influence variables other than consumption spending. For example, Eric Leeper (1992) shows that the Michigan index helps explain movements in industrial production and unemployment, but the explanatory power disappears when real stock prices and the interest rate are added to the system of equations. Forecasts are not improved by using the Michigan index. He concludes that the Michigan index does not include information not already available to financial markets.
More recently, Philip Howrey (2001) tests whether the Michigan survey helps predict business cycle turning points and consumption spending. He finds that the monthly information in the confidence index helps improve quarterly forecasts, so the high-frequency information in the Michigan index appears useful. The last paragraph of his paper indicates directions for further research: "Most of these conclusions are based on models that were estimated over the entire sample period. It would be interesting to see whether these results also hold for recursive estimates of the forecasting equations. In addition, no attempt has been made to deal with issues of measurement error and data revision that accompany real-time forecasts. " (p. 205) This is the point of departure for the current paper.
All of the research that examines whether indexes of consumer confidence help to forecast consumer spending are based on final, revised data, rather than data that were available to forecasters in real time. As a result, the regression exercises and forecasts that are contained in this research are not indicative of the value of the consumer confidence indexes in actual forecasting. A conjecture that arose at the Princeton symposium was that the confidence indexes might prove to be even more useful in real time than they were with final, revised data, because the data revisions are based on information not known to government data collectors until after the fact, but people know about their own incomes and their own spending plans when they respond to the surveys of consumer confidence. So, the question to be answered is: 1. Subtract the proportion of respondents with an unfavorable reply (e.g., those saying we will have bad times financially in the next six months) from the proportion of respondents with a favorable reply (e.g., those saying we will have good times) for each of the five questions.
2. Add 100 to each number in part 1. 
Real-Time Macroeconomic Data
Our empirical procedure will be to test forecasts to see if including the confidence indexes reduces the root-mean-square-forecast error (RMSFE)
significantly. We begin with a forecasting equation that does not include a consumer confidence index as a right-hand-side variable. Using the baseline equation, we generate a series of forecasts, just as if we were making those forecasts in real time.
To do so, we must have, at each date for which we make a forecast, the exact data set available to a forecaster in real time. Such data are available in the Croushore-Stark (2001) real-time data set for macroeconomists, which is available on the web at:
http://www.phil.frb.org/econ/forecast/reaindex.html. We make a set of forecasts in a rolling fashion and then calculate the forecast errors. Then, we modify the forecasting equation by adding an index of consumer confidence and repeat the forecast exercise.
Finally, we examine whether the RMSFE has increased or decreased significantly from the addition of the confidence index in the regression. Significance is determined using the Harvey-Leybourne-Newbold modification of the DieboldMariano procedure.
Why do we need real-time macroeconomic data, as opposed to the data available in today's data bank? We need such data because we wish to investigate whether consumer confidence would help us forecast. If data revisions were small and inconsequential, we would not worry about using real-time data, but instead could rely on data that have been revised many times. However, data revisions may be large and may be systematic, so our empirical results could be biased if we did not use realtime data.
Research by Stark and Croushore (2002) illustrates how much the use of realtime data affects forecasts, especially short-term forecasts, which have been the focus of the literature on forecasting using consumer-confidence indexes. To get a feel for how much difference it makes to use real-time data as opposed to final, revised data, the next section compares the two.
The forecasting equation that we will use in our empirical work is based on research by Carroll-Fuhrer-Wilcox and Bram-Ludvigson. The baseline equation is:
where c is the logarithm of real consumption spending, y is the log of real personal income, r is the interest rate on three-month Treasury bills, s is the log of real stock prices (measured by the S&P 500 index). Real values are obtained from nominal values by deflating by the personal consumption expenditures price index.
We test forecasts made using equation (1) against forecasts that add to equation (1) 
where we include J measures of consumer confidence, each of which is denoted 
Comparing Real-Time Results with Results from Final, Revised Data
We begin our analysis by comparing our estimates of the forecasting equation (1) to those achieved by Bram-Ludvigson. Because their estimation sample was 1968Q1 to 1996Q3, we guess that they used data from vintage November 1996.
Using that vintage of data, we estimate equation (1) both with ordinary least squares and with non-linear least squares, the latter to reflect the idea that the error term in equation (1) follows a first-order moving-average process because of time 8 aggregation. In Table 1 , we compare those two estimation equations to that of BramLudvigson. Table 3 . That may not be surprising, because these non-linear estimation methods may be quite sensitive to the precise data set being used and we are looking at differences in RMSFEs that are not statistically significant. But we do concur with
Bram-Ludvigson that in out-of-sample forecasting, neither the Michigan overall index nor the Conference Board overall index provides marginally significant explanatory power.
Our main set of experiments differs from that of Bram-Ludvigson by extending the sample period (hoping for greater ability to test the hypothesis that the confidence indexes matter), we use real-time data to estimate the model for each forecast date (beginning with the same sample starting date), and we use several alternative choices for the actual value of consumption growth.
In real time, the data look different than the latest available data. Researchers in the forecasting literature must always make a choice about what they think forecasters are attempting to forecast. Such choices include data released shortly after the period in question, data available just prior to a benchmark revision, and the latest available data. Generally, we think that forecasters using real-time data do not forecast methodological changes by the government in constructing the data, so the data available just prior to a benchmark revision make sense to use as actuals. However, the "best" measure of data is probably the latest available data, so we will also consider that possibility. Figure 3 highlights the differences in the quarterly growth of consumption spending in each of the forecast periods. The latest-available data show somewhat higher growth rates in the 1980s than the last-benchmark data and are a bit smoother in the 1990s than the last-benchmark data. Figure 4 shows that the use of the different indexes leads to somewhat different forecasts for consumption growth. This is especially true in the 1980s, where the use of each of the indexes leads to persistent forecast differences compared with not using either index. Figure 5 illustrates how a typical forecast compares with the actual value, as measured by the last-benchmark data. In this figure, we use the forecast made using the CB-current data, which is the only one significantly different from the lastbenchmark data, as well as the forecast made without using a consumer confidence index. Table 4 reports the results of formal tests for differences in RMSFEs, in which we extend the sample to the period from the first quarter of 1982 to the last quarter of 2002, and do the forecasting each period using real-time data. We see that none of the consumer confidence indexes reduce the RMSFE significantly, and in many cases the RMSFE is significantly worse. Although the in-sample results showed that the Conference Board indexes entered the regression equation significantly, using those measures in real time would have significantly worsened the forecasts made using the 10 CB-current index and latest-available data as actuals, or using M-current, CB-current, or CB-future and last-benchmark data as actuals. Only the M-future index reduces the RMSFE relative to using an equation without confidence indexes, but does not do so enough that the difference is statistically significant.
Sensitivity Analysis: Improving the Forecasts with Alternative Specifications
How sensitive are the results of this study to alternative choices of the model we used? One way that we could modify the model to test for robustness is to use a linear estimation procedure instead of a non-linear one. A second way is to look at changes in the confidence indexes instead of their levels.
Experienced forecasters know that in practice a simpler procedure for forecasting often leads to more robust results than a more complicated procedure, especially one that is non-linear. In our case, this suggests trying to estimate the model using OLS instead of NLS. The results of doing so are reported in Table 5 .
First, note that every reported RMSFE is lower in the OLS case than the NLS case, except for M-future with last-benchmark actuals. Under the linear estimation procedure, only the CB-current forecast has an RMSFE that is significantly higher than the RMSFE from not using consumer-confidence indexes in the equation.
Studying the pattern of coefficients in the estimates suggests that another alternative is to use changes in the consumer-confidence indexes instead of their levels, because in the level model, the coefficients sometimes have a pattern with alternating signs. Doing so yields the results in Table 6 . In this table, every RMSFE is lower than the corresponding entry in Table 5 , with the exception of CB-future compared with latest-available data as actuals. The results in Table 6 , however, show no significant improvement in the forecasts from using any of the consumerconfidence measures.
Because the results of Table 6 have lower RMSFEs for the most part than other models, and we wish to investigate the sensitivity of the results, we extend the tests to include some additional alternatives as actuals: using data available one quarter. two quarters, and four quarters after the period in question. The results of those tests are shown in Table 7 . The table shows that there are more cases in which the forecasts are improved by the use of consumer confidence indexes, but never significantly.
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Finally, one final idea of forecasters is that often a model with many parameters to estimate leads to worse forecasts than a model with fewer parameters. With that idea in mind, one might argue that the baseline model should be simplified by eliminating variables. 4 Tests suggest that both the interest rate and personal income may be dropped from the model, leaving lagged consumption spending and the change in real stock prices as the only explanatory variables. Doing so lowers the RMSE (using last benchmark actuals) significantly from 0.005894 to 0.004976, which proves that in this case a more parsimonious model is superior. Now, beginning from the model with only consumption and stock prices on the right-hand side of the forecasting model, we can add the consumer confidence variables into the model. The results of doing so are shown in Table 8 . Adding any of the consumer confidence measures makes the forecasts worse, though only for Moverall and M-current are the forecasts significantly worse.
Summary and Conclusions
In this paper, we have used existing methods to investigate whether or not indexes of consumer confidence are helpful in improving forecasts of consumption spending. Though consumer confidence indexes in some specifications are significant in sample using latest-available data, we find no evidence in any specification that the use of such indexes improves forecasts significantly.
These results suggest that forecasters can ignore consumer-confidence indexes in forecasting consumption spending. But the results are not definitive because they depend on the quality of the forecasting model being used. In our exercises, we have used only models that other researchers in the literature have used. It may be that using better forecasting methods could show that consumer confidence indexes do indeed have marginal significant explanatory power, if any such methods can be found.
In addition, there may yet be a role for consumer confidence indexes to add value in forecasting. The indexes are released monthly and the monthly data could be used to help predict current-quarter consumption growth. Testing this hypothesis will 12 require the use of quite different methods and models, however. A good currentquarter forecasting model would look like that of Stark (2000) or Trehan (1989) . Test statistics shown in parenthesis are for OLS the p-value of the t-test on the coefficient or sum of the coefficients; for NLS the p-value of the t-test on the constant term and the moving-average term, and F-tests for the sums of coefficients. 1978 1979 1980 1981 1982 1983 1984 1985 1986 1987 1988 1989 1990 1991 1992 1993 1994 1995 1996 1997 1998 1999 Questions concerning present conditions:
Marginal Significance of Consumer Confidence Indexes
1. We are interested in how people are getting along financially these days. Would you say that you (and your family living there) are better off or worse off financially than you were a year ago?
Answers: better now, same, worse, don't know Score = percent saying "better now" minus percent saying "worse" = M 1 2. About the big things people buy for their homes -such as furniture, a refrigerator, stove, television, and things like that. Generally speaking, do you think now is a good or bad time for people to buy major household items?
Answers: good, pro-con, bad, don't know Score = percent saying "good" minus percent saying "bad" = M 2
Questions concerning future conditions:
3. Now looking ahead -do you think that a year from now you (and your family living there) will be better off financially, or worse off, or just about the same as now?
Answers: will be better off, same, will be worse off, don't know Score = percent saying "will be better off" minus percent saying "will be worse off" = M 
