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1. Introduction
The Yangian Y (g) [1] is a Hopf algebra associated to a simple Lie algebra g.
The structure of the Yangian first appeared in the study of the spectrum of the transfer
matrices of a series of integrable spin chains [2-5] in the algebraic Bethe ansatz method (see
[6] for a concise introduction), in the study of the elastic S-matrices of two-dimensional
relativistic field theory [7–11], and in the system with non-local conserved currents [12–
15]. These works already exhibited a rich structure and characteristic properties of the
Yangian representations. Several representation theoretical ideas, such as R-matrix, fusion
procedure, were already in [2]. More recently the Yangian also arose in a long-range
interacting spin chain [16,17].
At the same time the representation theory of the Yangian has been developed [18-22].
In particular the notion of highest weight representations, parallel to those of simple Lie
algebras, was studied in [20–22].
It may therefore be appropriate and useful to describe some of the results in the above
mentioned works by using highest weight representations. In this paper we focus on the
S-matrix theory of the G ⊗ G-invariant nonlinear σ-model (G-principal chiral model) in
[9,11]. It turns out that the highest weight representations are more than a useful language.
They are directly related to the basis of the S-matrix theory. Our approach is close to [14]
in spirit, but with more emphasis on Y (g) representation theoretical aspects. Some of the
issues studied in this paper have been also addressed in [23].
In section 2 we prepare basic facts on Yangian highest weight representations. In sec-
tion 3 we present a technique to study tensor products of the fundamental representations,
including some new results. This provides the proof of the fusion contents of the fundamen-
tal representations used in [24]. In section 4 we extend the fundamental representations
under the extension of Y (g) by the two-dimensional Poincare´ algebra [14]. Applications to
an S-matrix model are given. First we reproduce the mass spectrum of the G⊗G-invariant
nonlinear σ-model in [9] from the fusion data of Y (g). This is a generalization of the idea
of [25] for Y (An) to all Y (g). We then show the triangle relation of the fusing angles, and
prove that all the bound state poles are indeed in the physical strip. Finally the selection
rule for the spins of integrals of motion is derived from the consistency of the fusion data.
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2. Yangian
Let g be a simple Lie algebra with an invariant bilinear form ( , ), and let {Ip} be an
orthonormal basis of g. Then, the Yangian Y (g) is the Hopf algebra generated by elements
x, J(x), (x ∈ g) with the relations
J(ax+ by) = aJ(x) + bJ(y), a, b ∈ C, [x, J(y)] = J([x, y]), (2.1a)
[J(x), J([y, z])] + [J(y), J([z, x])] + [J(z), J([x, y])] (2.1b)
=
∑
p,q,r
([x, Ip], [[y, Iq], [z, Ir]]){Ip, Iq, Ir},
[[J(x), J(y)], [z, J(w)]] + [[J(z), J(w)], [x, J(y)]] (2.1c)
=
∑
p,q,r
(
([x, Ip], [[y, Iq], [[z, w], Ir]]) + ([z, Ip], [[w, Iq], [[x, y], Ir]])
)
{Ip, Iq, J(Ir)},
where {x1, x2, x3} =
1
24
∑
σ xσ(1)xσ(2)xσ(3) and the sum is over all the permutations σ of
{1, 2, 3}.
The algebra Y (g) is also realized as an algebra generated by elements x±ik, hik, (i =
1, . . . , r = rank g, k ∈ Z≥0) with the relations
[hik, hjl] = 0, [hi0, x
±
jl] = ±(αi, αj)x
±
jl, [x
+
ik, x
−
jl] = δijhik+l,
[hik+1, x
±
jl]− [hik, x
±
jl+1] = ±
1
2
(αi, αj)(hikx
±
jl + x
±
jlhik),
[x±ik+1, x
±
jl]− [x
±
ik, x
±
jl+1] = ±
1
2
(αi, αj)(x
±
ikx
±
jl + x
±
jlx
±
ik), (2.2)∑
σ
[x±ikσ(1) , [x
±
ikσ(2)
, . . . , [x±ikσ(1−Aij)
, x±jl] . . .]] = 0 for i 6= j.
where Aij is the Cartan matrix of g. See [1,20–22] for details. The correspondence from
the first to the second realization is given by
hi 7→ hi0, x
±
i 7→ x
±
i0,
J(hi) 7→ hi1 +
1
4
∑
α>0
(α, αi)(x
+
α0x
−
α0 + x
−
α0x
+
α0)−
1
2
h2i0, (2.3)
J(x±i ) 7→ x
±
i1 ±
1
4
∑
α>0
(
[x±i0, x
±
α0]x
∓
α0 + x
∓
α0[x
±
i0, x
±
α0]
)
−
1
4
(x±i0hi0 + hi0x
±
i0),
where x±α0 are the images of root vectors x
±
α ∈ g, (x
+
α , x
−
α ) = 1 of weights ±α through the
above correspondence.
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The advantage of the first realization is that the comultiplication becomes simple, i.e.,
for x ∈ g,
∆(x) = x⊗ 1 + 1⊗ x, ∆(J(x)) = J(x)⊗ 1 + 1⊗ J(x) +
1
2
[x⊗ 1,Ω], (2.4)
where Ω =
∑
p Ip ⊗ Ip. Ω is related to the second Casimir element of g, Ω2 =
∑
p IpIp, as
Ω =
1
2
(∆(Ω2)− Ω2 ⊗ 1− 1⊗ Ω2). (2.5)
The advantage of the second one is that it admits the Poincare´-Birkhoff-Witt decomposi-
tion Y (g) = Y −HY +, where Y ± and H are subalgebras generated by x±ik and hik. Then
it is possible to define the notion of a highest weight representation with a highest weight
vector v satisfying
x+ik · v = 0, hik · v = dikv, dik ∈ C. (2.6)
Let τi = (αi, αi)/2 for each simple root αi. There is a fundamental theorem about
highest weight representations.
Theorem [20]. 1). Every irreducible finite dimensional representation of Y (g) is highest
weight.
2). An irreducible highest weight representation with highest weight {dik} is finite dimen-
sional if and only if there exist monic polynomials Pi(u) (i = 1, . . . , r) such that
Pi(u+ τi)
Pi(u)
= 1 +
∞∑
k=0
diku
−k−1, (2.7)
We call Pi(u)’s the Drinfel’d polynomials. Then di0 = τi degPi is the g-highest weight
of a Y (g)-highest weight vector. Thus Drinfel’d polynomials are a natural, but a quite
non-trivial generalization of the notion of an integral weight of g.
In this paper we focus on the irreducible representations such that degPi = δia for
some a. Such representations are called the fundamental representations, and studied in
[22]. From now on we choose the normalization of the inner product such that (α, α) = 2
for any long root α. Then the second Casimir of the adjoint representation is equal to
2g∨, where g∨ is the dual coxeter number of g. Let Wa(b) (b ∈ C) denote the fundamental
representation with the Drinfel’d polynomials
Pa(u) = u− b−
1
2
τi +
1
4
g∨, Pi(u) = 1 for i 6= a, (2.8)
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Figure 1. The numbering of the simple roots of the simple Lie algebras.
and let va be a highest weight vector of Wa(b). Then we have
hik · va = (b+
1
2
τi −
1
4
g∨)khi0 · va, (2.9a)
x−ik · va = (b+
1
2
τi −
1
4
g∨)kx−i0 · va. (2.9b)
The first equality is a direct consequence of the definition. The second one follows from
the fact that (x−ak − (b+ τa/2− g
∨/4)kx−a0) · va is a singular vector due to (2.9a).
Define the action of x and J(x) on Wa(b) by the correspondence (2.3). Then from
(2.9a) and (2.9b) we get (c.f. Lemma 3.4 of [22])
J(x) · va = bx · va (2.10)
for all x = x±i , hi. To derive this, we have used the formula,∑
α>0
(α, αi)hα = g
∨hi,
∑
α>0
[x+α , [x
−
i , x
−
α ]] = ((αi, αi)− g
∨)x−i . (2.11)
A simplification of the action of J(x) like (2.10) does not occur for a given vector in Wa(b)
in general except for Y (Ar) [1]. Nevertheless the action like (2.10) is true in some cases: For
instance, if there is a vector v ∈Wa(b) and x ∈ {x
±
i , hi} such that x ·v = x
−
i1
· · ·x−in ·va 6= 0
but x−iσ(1) · · ·x
−
iσ(n)
· va = 0 for any permutation σ 6= 1, then J(x) · v = bx · v due to (2.1a)
and (2.10). We use this remark extensively in the next section.
With the above information we can study the structure of the tensor products among
the fundamental representations to some extent. Eq. (2.10) is the key formula, because
it gives a bridge between the two realizations of Y (g) in the analysis of highest weight
representations.
3. Tensor product and fusion procedure
In this section we present a way to study structures of tensor products of fundamental
representations. We write the irreducible g-module with the highest weight Λ as VΛ, and
the i-th fundamental weight as Λi (Λ0 = 0). We fix the numbering of the simple roots as
in Fig.1.
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3.1. Multiplicity free case
We first consider the case when the decomposition of a tensor product as a g-module is
multiplicity free (i.e., the dimension of the space of the g-highest weight vectors of a given
weight is at most one). To make our argument concrete, we use an example in g = F4. As
a g-module the Y (F4)-module W4(b) is isomorphic to VΛ4 , and J(x) acts on W4(b) as bx
for any x ∈ g [1].
Below we shall determine the Y (g)-module structure of the tensor product
W4(b
′)⊗W4(b). (3.1)
We do this in two steps: Step 1). Find all the Y (g)-highest weight vectors. Step 2). If there
is a Y (g)-highest weight vector, determines the Drinfel’d polynomials of the submodule
generated by it.
Step 1). Since any Y (g)-highest weight vector is g-highest, we start by decomposing
W4(b
′)⊗W4(b) as a g-module to
VΛ4 ⊕ VΛ3 ⊕ V2Λ4 ⊕ VΛ1 ⊕ VΛ0 . (3.2)
Let u4 and v4 be Y (g)-highest weight vectors of W4(b
′) and W4(b). An explicit form of a
g-highest weight vector wa of each component in (3.2) is given in Table 1. It is trivial that
w2·4 is Y (g)-highest. Our main question is whether the other g-highest weight vectors are
Y (g)-highest or not. Since the decomposition (3.2) is multiplicity free, we only need to
check the condition
J(x+i ) · wa = 0. (3.3)
For each Λa (a = 0, 1, 3, 4), we assign the weight ı(Λa) such that (x
+
i ⊗ 1) ·wa ∈ Vı(Λa) for
all i. They are summarized in the following diagram:
Λ4
ı
−→ Λ3
ı
−→ 2Λ4
ı
←− Λ1
ı
←− Λ0 (3.4)
This graph is essentially the tensor product graph in [23,26–28], a convenient way to keep
track of the submodule structure. Because J(x) acts by bx on any vector in W4(b), we
have
(J(x+i )⊗ 1) · wa = b
′(x+i ⊗ 1) · wa, (1⊗ J(x
+
i )) · wa = b(1⊗ x
+
i ) · wa. (3.5)
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Table 1. Explicit forms of g-highest weights in the decomposition (3.2). Here, [34]⊗ [234] is a
shorthand for x−3 x
−
4 · u4 ⊗ x
−
2 x
−
3 x
−
4 · v4, etc.
module highest weight vector
V2Λ4 w2·4 = 1⊗ 1 (≡ u4 ⊗ v4)
VΛ3 w3 = [4]⊗ 1− 1⊗ [4]
VΛ1 w1 = [43234]⊗ 1− [3234]⊗ [4] + [234]⊗ [34]− [34]⊗ [234]
+[4]⊗ [3234]− 1⊗ [43234]
VΛ4 w4 = (2/3)[43231234]⊗ 1− (1/3)[34231234]⊗ 1− [3231234]⊗ [4]
+[231234]⊗ [34]− [31234]⊗ [234] + [1234]⊗ [3234]
+[3234]⊗ [1234]− [234]⊗ [31234] + [34]⊗ [231234]
−[4]⊗ [3231234]− (1/3)1⊗ [34231234] + (2/3)1⊗ [43231234]
While (3.5) may not hold in general, there are many situations where (3.5) remains true
even if the action of Y (g) is non-trivial as explained for (2.10). The examples (3.14)–(3.17)
discussed later are indeed such cases except for the last two cases in (3.17).
Since wa is g-highest, we have
(x+i ⊗ 1) · wa = −(1⊗ x
+
i ) · wa (≡ yia ∈ Vı(Λa)). (3.6)
Using (2.4), (2.5), (3.5), and (3.6), we get
J(x+i ) · wa =
[
b′ − b+
1
4
(
c2(Λa)− c2(ı(Λa))
)]
yia, (3.7)
where c2(Λ) is the second Casimir of VΛ. From (3.7) we see that wa is Y (g)-highest if and
only if †
b′ − b =
1
4
(
c2(ı(Λa))− c2(Λa)
)
. (3.8)
The relevant values of the second Casimir are c2(Λ1) = 18, c2(Λ3) = 24, c2(Λ4) = 12, and
c2(2Λ4) = 26 (c.f. [29]).
Step 2). Our next task is to determine the Drinfel’d polynomials of the irreducible
submodule generated by wa when b
′− b takes the value of (3.8). We give two independent
ways to do it.
The first way is to calculate the eigenvalue of J(ha). Since the case a = 0 is trivial,
we concentrate on the cases a = 1, 3, 4. Suppose we have the decomposition
(ha ⊗ 1) · wa = y‖ + y⊥, y‖ ∈ VΛa , y⊥ ∈ Vı(Λa). (3.9)
† A similar analysis shows that a g-lowest weight vector of VΛa in (3.2) is Y (g)-lowest if and
only if b′ − b = (c2(ı−1(Λa))− c2(Λa))/4.
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Let η be the number defined by
y‖ = ηha · wa. (3.10)
Then a similar calculation to (3.7) shows that
J(ha) · wa =
(
b+
η
4
(
c2(ı(Λa))− c2(Λa)
))
ha · wa. (3.11)
(2.10) and (3.11) mean that the submodule generated by wa is Wa(b + η(c2(ı(Λa)) −
c2(Λa))/4). In our example a direct calculation using the explicit form of wa in Table 1
shows that η = 1/2 for a = 1, 3 and 4.
The second way is due to [25] and more efficient in this example. Let Θ =
∑
p IpJ(Ip).
Then
∆(Θ) = Θ⊗ 1 + 1⊗Θ+
∑
p
(J(Ip)⊗ Ip + Ip ⊗ J(Ip)). (3.12)
Using (3.12), we have
∆(Θ) · wa =
(
b+
1
2
(b′ − b)
)
c2(Λa)wa. (3.13)
This again means that the submodule generated by wa is Wa(b+
1
2 (c2(ı(Λa))−c2(Λa))/4).
This ends the description of Step 2.
Summarizing the results of Steps 1 and 2, we obtain the following homomorphisms of
Y (g)-modules, or the (injective) fusions:
W3(b) →֒ W4(b+
1
4
)⊗W4(b−
1
4
), W1(b) →֒W4(b+ 1)⊗W4(b− 1), (3.14)
W4(b) →֒ W4(b+
3
2
)⊗W4(b−
3
2
), C →֒W4(b+
9
4
)⊗W4(b−
9
4
).
A hooked arrow →֒ indicates that it is injective. In the same way, we get
W2(b) →֒W3(b+
1
4
)⊗W4(b−
1
2
) →֒W4(b+
1
2
)⊗W4(b)⊗W4(b−
1
2
). (3.15)
For Y (E7) we get the following fusions, which produce all the fundamental represen-
tations from the minimal representation W6(b):
W6−a(b) →֒ W7−a(b+
1
2
)⊗W6(b−
a
2
), for a = 1, 2, 3,
W1(b) →֒W6(b+
5
2
)⊗W6(b−
5
2
), C →֒ W6(b+
9
2
)⊗W6(b−
9
2
),
W2(b) →֒W1(b+
1
2
)⊗W1(b−
1
2
), W3(b) →֒ W2(b+
1
2
)⊗W1(b− 1),
W7(b) →֒W1(b+
3
2
)⊗W6(b− 2).
(3.16)
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For Y (E8) all the fundamental representations are produced from the minimal represen-
tation W1(b) by the fusions,
Wa+1(b) →֒Wa(b+
1
2
)⊗W1(b−
a
2
), for a = 1, 2, 3, 4
W7(b) →֒W1(b+ 3)⊗W1(b− 3), W8(b) →֒W1(b+
5
2
)⊗W7(b−
3
2
),
W6(b) →֒W7(b+
1
2
)⊗W7(b−
1
2
), W5(b) →֒ W6(b+
1
2
)⊗W7(b− 1),
W1(b) →֒W1(b+ 5)⊗W1(b− 5), C →֒ W1(b+
15
2
)⊗W1(b−
15
2
).
(3.17)
We also used the knowledge of the R-matrix from [22] for the embedding of W1(b) and C
in (3.17).
We call a sequence of numbers [b1, · · · , bn] a fusion content ofWa(b) if there is a fusion
Wa(b) →֒ Wmin(b + b1) ⊗ · · · ⊗Wmin(b + bn) [24]. Wmin(b) is the minimal representation
of Y (g). For instance Wmin(b) =W4(b) for Y (F4). Then the results (3.14) and (3.15) can
be written in the form of fusion contents of W1(b), W2(b), and W3(b) as [1,−1], [
1
2 , 0,−
1
2 ],
and [ 1
4
,−1
4
]. Either [0] or [ 3
2
,−3
2
] is a fusion content of W4(b). In general for a givenWa(b)
its fusion content is not necessary unique. Fusion contents were used in [24] for the study
of the functional relations among the transfer matrices of related lattice models without a
proof. Here we provided its proof for g = F4 case. All the other fusion contents in [24] have
been proved in the same way. In Table 2 we summarize the minimal representations and
fusion contents of the fundamental representations for all Y (g). We use them in section 4.
3.2. Multiplicity non-free case
The content of this subsection will not be used later, so that the reader may skip it.
Even when g-highest weight vectors in a tensor product have multiplicity greater than
one, one can still apply the same technique with a slight modification. Again the problem
is to find a Y (g)-highest weight vector, which may occur at a certain value of b′−b, among
the g-highest weight vectors of a given weight. But this time we need to choose a particular
linear combination of them so that it becomes Y (g)-highest. Below we show in an example
that this procedure is indeed possible if we know the action of J(x) on these g-highest
weight vectors.
Let g = G2. We consider the tensor product W2(b
′)⊗W1(b). As g-modules [1]
W1(b) ≃ VΛ1 ⊕C, W2(b
′) ≃ VΛ2 . (3.18)
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Table 2. Fusion contents of the fundamental representations of Y (g). The second column gives
a number a such that Wa(b) is the minimal representation. In the third column a : [b1, . . . , bn]
represents that the a-th fundamental representation has a fusion content [b1, . . . , bn]. 0 is a trivial
representation. In g = Dr and E6 two minimal representations are used. [b1, b2] and [b1, b2] in
Dr , for example, mean the fusions in Wr(b1)⊗Wr−1(b2) and Wr−1(b1)⊗Wr(b2), respectively.
See [24] for related information.
g min fusion content
Ar 1 a : [
a−1
2 ,
a−3
2 , . . . ,−
a−1
2 ], (1 ≤ a ≤ r), 0 : [
r
2 ,
r−2
2 , . . . ,−
r
2 ]
Br r a : [
2r−2a−1
4
,−2r−2a−1
4
], (1 ≤ a ≤ r − 1), r : [0], 0 : [ 2r−1
4
,−2r−1
4
]
Cr 1 a : [
a−1
4 ,
a−3
4 , . . . ,−
a−1
4 ], (1 ≤ a ≤ r), 0 : [
r+1
4 ,−
r+1
4 ]
Dr r − 1, r a : [
r−a−1
2 ,−
r−a−1
2 ], [
r−a−1
2 ,−
r−a−1
2 ], (1 ≤ a ≤ r − 2, r − a even)
a : [ r−a−1
2
,− r−a−1
2
], [ r−a−1
2
,− r−a−1
2
], (1 ≤ a ≤ r − 2, r − a odd)
r − 1 : [0], r : [0], 0 : [ r−12 ,−
r−1
2 ], [
r−1
2 ,−
r−1
2 ], (r even)
0 : [ r−1
2
,− r−1
2
], [ r−1
2
,− r−1
2
], (r odd)
E6 1, 5 1 : [0], [2,−2], 2 : [
1
2 ,−
1
2 ], 3 : [1, 0,−1], [1, 0,−1], 4 : [
1
2 ,−
1
2 ]
5 : [0], [2,−2], 6 : [ 32 ,−
3
2 ], [
3
2 ,−
3
2 ], 0 : [3,−3], [3,−3]
E7 6 1 : [
5
2 ,−
5
2 ], 2 : [3, 2,−2,−3], 3 : [
7
2 ,
5
2 ,
3
2 ,−
3
2 ,−
5
2 ,−
7
2 ], [
3
2 ,
1
2 ,−
1
2 ,−
3
2 ]
4 : [1, 0,−1], 5 : [ 12 ,−
1
2 ], 6 : [0], 7 : [4,−1,−2], [2, 1,−4], 0 : [
9
2 ,−
9
2 ]
E8 1 1 : [0], [5,−5], 2 : [
1
2 ,−
1
2 ], 3 : [1, 0,−1], 4 : [
3
2 ,
1
2 ,−
1
2 ,−
3
2 ]
5 : [2, 1, 0,−1,−2], [4, 3, 2,−2,−3,−4], 6 : [ 72 ,
5
2 ,−
5
2 ,−
7
2 ], 7 : [3,−3]
8 : [ 92 ,−
3
2 ,−
5
2 ], [
5
2 ,
3
2 ,−
9
2 ], 0 : [
15
2 ,−
15
2 ]
F4 4 1 : [1,−1], 2 : [
1
2 , 0,−
1
2 ], 3 : [
1
4 ,−
1
4 ], 4 : [0], [
3
2 ,−
3
2 ], 0 : [
9
4 ,−
9
4 ]
G2 2 1 : [
1
6 ,−
1
6 ], 2 : [0], [
2
3 ,−
2
3 ], 0 : [1,−1]
Thus as a g-module,
W2(b
′)⊗W1(b) ≃ VΛ1+Λ2 ⊕ V2Λ2 ⊕ 2VΛ2 . (3.19)
Therefore g-highest weight vectors with weight Λ2 is not multiplicity free. We write an
g-highest weight vectors of VΛ1 and VΛ2 in the left hand side of (3.19) as v1 and u2. Since
VΛ1 is the adjoint representation, we identify VΛ1 with g. Explicitly the correspondence is
[2221]↔ 6x+1 , [1221]↔ −2x
+
2 ,
[12221]↔ −6h1, [21221]↔ 2h2,
(3.20)
and so on (c.f. [30]), where we used the same notation as in Table 1, namely, [2221] =
x−2 x
−
2 x
−
2 x
−
1 · v1, etc. Under our normalization (α1, α1) = 2 the action of J(x) on W1(b) is
defined by [1,22]
J(x) · (y, λ) = (−
10
9
λx, (x, y)) + bx · (y, λ), y ∈ g, λ ∈ C. (3.21)
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The action of J(x) on W2(b
′) is given by that of b′x.
Let us choose independent g-highest weight vectors, w2 and w
′
2, of weight Λ2 in
W2(b
′)⊗W1(b) as
w2 = 3[12212]⊗ (1, 0)− 3[2212]⊗ ([1], 0) + 2[212]⊗ ([21], 0)− [12]⊗ ([221], 0)
+ [2]⊗ ([1221], 0)− 2 · 1⊗ ([21221], 0) + 1⊗ ([12221], 0),
w′2 = 1⊗ (0, 1).
(3.22)
Then (x+i ⊗ 1) · w2 ∈ VΛ1+Λ2 ⊕ V2Λ2 and (x
+
i ⊗ 1) · w
′
2 = 0. Thus this time the tensor
product graph
Λ1 +Λ2
ր տ
2Λ2 ←− Λ2 ⊕ Λ2
(3.23)
does not immediately tell us whether there exits a Y (g)-highest weight vector with weight
Λ2 or not. A direct calculation, using (3.20–22), however shows that for i = 1 and 2
J(x+i ) · (w2 + αw
′
2) = [b
′ − b−
1
4
(c2(Λ1 +Λ2)− c2(Λ2))− α]yi
+ [b′ − b−
1
4
(c2(2Λ2)− c2(Λ2)) +
3
4
α]y′i
(3.24)
for some nonzero vectors yi ∈ VΛ1+Λ2 and y
′
i ∈ V2Λ2 . Therefore the vector w2 + αw
′
2 is
Y (g)-highest if and only if
α =
1
7
(c2(2Λ2)− c2(Λ1 + Λ2)),
b′ − b =
1
4
(
3
7
c2(Λ1 + Λ2) +
4
7
c2(2Λ2)− c2(Λ2)
)
.
(3.25)
Notice that the value b′ − b in (3.25) is not the difference of two second Casimirs over 4
any more. A similar but a little more nontrivial calculation like (3.9–11) shows
J(h2) · (w2 + αw
′
2) = (b−
α
4
)h2 · w2 + (b
′ +
10
9α
)h2 · αw
′
2 (3.26)
for α and b′−b satisfying (3.25). Substituting the values c2(Λ1+Λ2) = 14, c2(2Λ2) = 28/3,
c2(Λ1) = 8, and c2(Λ2) = 4, we have α = −
2
3
and b′−b = 11
6
. Thus we obtain the following
fusion
W2(b) →֒W2(b+
5
3
)⊗W1(b−
1
6
). (3.27)
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3.3. Duality
The existence of a dual (contragradient) representation is guaranteed by the antipode
of Y (g). We use a theorem from [22], Proposition 2.17: If VΛa is the dual representation
of VΛa for g, then Wa(b−
g∨
2
) is dual to Wa(b) in the following sense:
i). C →֒ Wa(b)⊗Wa(b−
g∨
2
). (3.28a)
ii). For any finite-dimensional representations U and V of Y (g)
HomY (g)(U,Wa(b)⊗ V ) ≃ HomY (g)(Wa(b−
g∨
2
)⊗ U, V ). (3.28b)
(3.28b), in particular, means if there is a nontrivial homomorphism U →Wa(b)⊗V , there
is also a nontrivial homomorphism Wa(b−
g∨
2 )⊗ U → V .
So, if g 6= Ar, Dr, E6, then Wa(b −
g∨
2 ) is dual to Wa(b). For g = Ar, Dr, E6 the
diagram automorphism of g is also an automorphism of Y (g). Thus, a fusion
Wa3(b3) →֒Wa1(b1)⊗Wa2(b2) (3.29)
is equivalent to its conjugate fusion
Wa3(b3) →֒Wa1(b1)⊗Wa2(b2). (3.30)
On the other hand, by tensoring Wa3(b3−
g∨
2 ) to (3.29) from the right, then using (3.28a),
we have
C →֒Wa1(b1)⊗Wa2(b2)⊗Wa3(b3 −
g∨
2
). (3.31)
From (3.31) and the remark after (3.28b), we have a nontrivial homomorphism,
Wa2(b2 −
g∨
2
)⊗Wa1(b1 −
g∨
2
)→Wa3(b3 −
g∨
2
). (3.32)
Since Wa3(b3) is Y (g)-irreducible, this homomorphism is surjective by Schur’s lemma.
Thus (3.29) is also equivalent to the following surjective fusion:
Wa2(b2)⊗Wa1(b1)→ Wa3(b3). (3.33)
4. Applications to an S-matrix model with the Y (g) symmetry
4.1. Extension by the Poincare´ algebra and mass formula
We recall [14] that Y (g) defined by (2.1) admits a non-trivial extension by the on-shell
two-dimensional Poincare´ algebra P,
[L, P 0] = P 1, [L, P 1] = P 0, [P 0, P 1] = 0, (P 0)2 − (P 1)2 = m2, (4.1)
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where L, P 0, P 1 are the Lorentz boost, the energy, the momentum operators, and m is a
central element. The only non-trivial relation between Y (g) and P is
[L, J(x)] = γ−1x, (4.2)
where γ is a coupling constant between the two algebras. Then one can easily check (see
Appendix) that (4.2) is compatible with the relations (2.1) and (4.1). The comultiplication
for X ∈ P is defined as
∆(X) = X ⊗ 1 + 1⊗X. (4.3)
Let us write this extended Hopf algebra as PY (g).
Remarkably, like the Virasoro algebra in an affine Lie algebra, the operator L is already
built into Y (g). To see this, we use a one-parameter family of automorphisms Tb (b ∈ C)
of Y (g) such that [1]
Tb : x 7→ x, Tb : J(x) 7→ J(x) + bx. (4.4)
The pull-back of Wa(0) by the map Tb : Y (g) → Y (g) induces a Y (g)-module, which is
isomorphic to Wa(b) due to Prop. 2.14 in [22]. Thus one can define a representation of
PY (g) on Wa(b) as
J(x) = J(x)for b=0 + bx, L =
1
γ
∂
∂b
,
P 0 = ma cosh(γb+ da), P
1 = ma sinh(γb+ da).
(4.5)
The constants ma and da are arbitrary at this moment. This representation is a general-
ization of the ideas of [14,25,23].
Now, following [25], suppose a quantum field theory possesses the Y (g) symmetry.
Furthermore suppose that there are r (= rank g) particles a = 1, . . . , r, and each particle a
consists of a multiplet belonging to the fundamental representation Wa(b) with the mass
ma > 0. The G⊗G-invariant nonlinear σ-model is an example [9,11]. Let us assume that
a bound state occurs when there is a corresponding, either injective or surjective fusion
(we return to this point in section 4.2 again). Then let us see what the results (3.14)
and (3.15) in the previous section imply for the Y (F4) case. The energy and momentum
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Table 3. The dual Coxeter number of g.
g Ar Br Cr Dr E6 E7 E8 F4 G2
dual Coxeter number r + 1 2r − 1 r + 1 2r − 2 12 18 30 9 4
conservations (4.3) give constraints on ma and da, which are summarized into a set of
equations,
m4(e
γ + e−γ) = m1e
±(d1−d4),
m4(e
γ/2 + 1 + e−γ/2) = m2e
±(d2−d4),
m4(e
γ/4 + e−γ/4) = m3e
±(d3−d4),
m4(e
3γ/2 + e−3γ/2) = m4,
m4(e
9γ/4 + e−9γ/4) = 0.
(4.6)
In the last equation of (4.6) we required the mass m0 of the trivial representation C to
be zero. It is immediate to see that it has a solution only if da is independent of a. From
now on we set da = 0 without losing generality. Thus the rapidity θa of Wa(b) is identified
with γb. Requiring ma > 0, (4.6) determines γ and ma as
γ = ±
2πi
9
mod 8πi, (4.7)
m1 = (2 cos
2π
9
)m4, m2 = (1 + 2 cos
π
9
)m4, m3 = (2 cos
π
18
)m4.
This agrees with the mass formula in [9], upon correcting the obvious typographical errors
therein.
It is straightforward to repeat this calculation for all Y (g). Except for Y (G2) the
requirements ma > 0 and m0 = 0 discretize the coupling constant γ as
γ = ±
2πi
g∨
mod 4dπi, d =
{
3 for G2,
2 for Br, Cr, and F4,
1 otherwize.
(4.8)
The value of the dual Coxeter number g∨ is listed in Table 3. The ratios of the masses
ma are unique under (4.8). Let [b1, · · · , bn] be a fusion content of Wa(b) in Table 2, and
mmin be the mass of the minimal representation Wmin(b). Then the mass ma is given in a
unified way:
Mass formula.
ma = mmin ·
n∑
j=1
e2bjpii/g
∨
. (4.9)
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In the case Y (G2), besides the above, there is one more positive mass solution,
γ = ±
5πi
2
mod 12πi, m1 = (2 cos
5π
12
)m2. (4.10)
It is nothing surprising that (4.9) with the data of the fusion contents in Table 2 reproduces
the mass formula in [9],† because the equations in (4.6) are equivalent to the ones used
in the bootstrap method [8,9,11]. We, however, clarified here how the two-dimensional
kinematics is compatible with Y (g).
4.2. Triangle relation and physical strip condition
So far we have considered only the positivity condition of mass for the restriction of
the coupling constant γ. In [14] it was mentioned that only the value γ = 2πi/g∨ ensures
the crossing symmetry of the S-matrix. (If there is a crossing symmetric S-matrix at
γ = 2πi/g∨, however, then there is also one at γ = −2πi/g∨.) Below we shall find the
values γ = ±2πi/g∨ using a different argument.
Let a denote the antiparticle of a. General theory of S-matrices tells that if there is
a bound state a3 in the process a1 + a2 → a3, then the S-matrix, as a function of the
difference of the rapidities, say, θ1 − θ2, has a pole at a point iu
a3
a1a2 with
0 < ua3a1a2 < π. (4.11)
We call ua3a1a2 the fusion angle, and (4.11) the physical strip condition. On the other hand
the energy and momentum conservations, like (4.6), give a relation,
m2a3 = m
2
a1 +m
2
a2 + 2ma1ma2 cosu
a3
a1a2 , (4.12)
among the masses and the fusion angle. Let us further assume that there are also the
binding processes a2 + a3 → a1 and a3 + a1 → a2. Then using (4.11) and (4.12), we have
the triangle relation:
ua3a1a2 + u
a1
a2a3
+ ua2a3a1 = 2π. (4.13)
See [8, 31] for details. We shall show that (4.13) follows from the representation theory of
Y (g) if and only if we choose γ = ±2πi/g∨ among the possible values in (4.8) and (4.10).
Below we must use one unproven fact:
† In [9] the mass m3 (in their notation) of E6 should read as (
√
3 + 1)m1, and m5 and m6 of
E8 should be interchanged.
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Assumption. In our convention of the comultiplication (2.4), there is an injective fusion,
Wa3(b3) →֒Wa1(b1)⊗Wa2(b2), (4.14)
only if b1 > b2.
This is supposed to be true in the following reason. In general, if b1 < b2, then any
non-trivial submodule in W = Wa1(b1) ⊗Wa2(b2) has the highest weight Λa1 + Λa2 . In
other words Wa3(b3) may be isomorphic to a quotient, but not to a submodule of W . Yet
we do not know a general proof of the statement at this moment.
Now suppose there is a fusion
Wa3(b3) →֒Wa1(b1)⊗Wa2(b2). (4.15)
By an argument similar to the one from (3.29) to (3.32), we can show the existence of
another fusion
Wa1(b1 −
g∨
2
) →֒Wa2(b2)⊗Wa3(b3 −
g∨
2
). (4.16)
Repeating the procedure once more, we also have
Wa2(b2 −
g∨
2
) →֒Wa3(b3 −
g∨
2
)⊗Wa1(b1 − g
∨). (4.17)
The differences of the rapidities in (4.15)–(4.17) are
θa3a1a2 = γ(b1 − b2), θ
a1
a2a3
= γ(b2 − b3 +
g∨
2
), θa2a3a1 = γ(b3 − b1 +
g∨
2
). (4.18)
Therefore
θa3a1a2 + θ
a1
a2a3
+ θa2a3a1 = γg
∨. (4.19)
So far we have not yet used our assumption on (4.14). As an example, let g = G2. From
(3.27) we have θ212 = θ
2
21 = (11/6)γ. Also the fusion content of W1(b) in Table 2 gives
θ122 = (1/3)γ. Thus θ
2
12 + θ
1
22 + θ
2
21 = 4γ = g
∨γ.
Now let γ = 2πi/g∨, and let ua3a1a2 = −iθ
a3
a1a2
, etc. Then from the assumption on
(4.14) we have ua3a1a2 , u
a1
a2a3
, ua2a3a1 > 0, and from (4.19) they satisfies the triangle relation
(4.13). Furthermore it is an exercise of elementary geometry to show
ua3a1a2 , u
a1
a2a3
, ua2a3a1 < π (4.20)
from (4.12) and (4.13). We can repeat the same argument for γ = −2πi/g∨ using the duals
of (4.15)–(4.17). We conclude that if γ = 2πi/g∨ (resp. γ = −2πi/g∨), then any injective
(resp. surjective) fusion occurs in the region 0 < Im θ1 − θ2 < π.
Thus Y (g) representation theory guarantees that i) all the fusion angles among funda-
mental representations are automatically inside the physical strip, ii) if there is a binding
process a1 + a2 → a3, then there are also the others, a2 + a3 → a1 and a3 + a1 → a2.
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4.3. Integrals of motion
It is commonly believed that in classical and quantum field theories the integrability
and the existence of the infinite numbers of integrals of motion (IM) commuting with each
other are synonymous. It is an interesting problem to realize the corresponding conserved
currents as composite operators of the non-local conserved current in [14].
Suppose we have an IM Is of spin s, i.e., [L, Is] = sIs. Then the charge of Is on the
particle a with rapidity θa is ωae
sθa for some number ωa We call ωa the scalar charge.
In [31] it was pointed out that the conservation of the Is charge gives a strong constraint
among the the spin s and the fusion angles. When g is simply-laced, the mass spectrum of
(4.9), thus the fusion angles, are identical to the one in the affine Toda field theory where
the situation is well-known [32–34]; an IM with spin s exists if and only if s is an exponent
of g modulo the Coxeter number.
We set γ = ±2πi/g∨ in the rest of the paper. Let us first consider g = F4, for example.
The conservation of the Is charge under the fusion W4(b) →֒ W4(b +
3
2
) ⊗W4(b −
3
2
) in
(3.14) gives an consistency equation for s,
e3sγ/2 + e−3sγ/2 = 2 cos
sπ
3
= 1. (4.21)
This excludes the spins s = 0, 2, 3, 4 mod 6. Remembering that the exponents of F4 are
1, 5, 7, 11 and the Coxeter number is 12, we have already obtained a selection rule:
Selection rule. If an S-matrix has the Y (g) symmetry, then an integral of motion with
spin s exists only if s is an exponent of g modulo the Coxeter number.
Of course this argument does not necessarily guarantee the existence of an IM at the
allowed spins. The systematic absence of IMs at these particular values, however, suggests
that IMs really exist at the allowed spins. Below we give the derivation of the above
selection rule for all the other algebras. The Coxeter number and the exponents of g are
listed in Table 4.
Ar: A fusion content of C is [
r
2
, r−2
2
, . . . ,− r
2
]. This leads to a constraint
r∑
j=0
e2sjpii/(r+1) = 0. (4.22)
Thus s = 0 mod r + 1 are excluded.
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Table 4. The Coxeter number and the exponents of g.
g Coxeter number exponents
Ar r + 1 1, 2, . . . , r
Br 2r 1, 3, 5, . . . , 2r − 1
Cr 2r 1, 3, 5, . . . , 2r − 1
Dr 2r − 2 1, 3, 5, . . . , 2r − 3, r − 1
E6 12 1, 4, 5, 7, 8, 11
E7 18 1, 5, 7, 9, 11, 13, 17
E8 30 1, 7, 11, 13, 17, 19, 23, 29
F4 12 1, 5, 7, 11
G2 6 1, 5
Br: A fusion content of C is [
2r−1
4 ,−
2r−1
4 ]. This leads to a constraint
cos
sπ
2
= 0. (4.23)
Thus s = even are excluded.
Cr: A fusion content of C is [
r+1
4 ,−
r+1
4 ]. This leads to the same constraint as (4.23).
Thus s = even are excluded.
Dr (r even): A fusion content of C is [
r−1
2 ,−
r−1
2 ]. This leads to the same constraint
as (4.23). Thus s = even are excluded.
Dr (r odd): This and E6 cases require two-steps examination. There are two minimal
representations Wr(b) and Wr−1(b), the spin and conjugate spin representations. Let ω
and ω′ be the scalar charges of an IM Is on the particles r and r− 1. For r−a even, there
are two fusion contents of Wa(b), [
r−a−1
2 ,−
r−a−1
2 ] and [
r−a−1
2 ,−
r−a−1
2 ]. They lead to a
consistency equation
(ω − ω′) cos
s(r − a− 1)π
2r − 2
= 0. (4.24)
If s = r − 1 mod 2r − 2, it gives no constraint for ω and ω′. If s 6= r − 1 mod 2r − 2, we
have ω = ω′. The fusion content of C, [ r−12 ,−
r−1
2 ], leads to another constraint
ωespii/2 + ω′e−spii/2 = 0. (4.25)
If s = r− 1 mod 2r− 2, then ω = −ω′ satisfies (4.25). Therefore there is no constraint for
s. If s 6= r − 1 mod 2r − 2, where ω = ω′, (4.25) excludes s = even 6= r − 1 mod 2r − 2.
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E6: There are two minimal representations W1(b) and W5(b). Let ω and ω
′ be the
scalar charges of an IM Is on the particles 1 and 5. The fusion contents, [2,−2] of W5(b)
and [2,−2] of W1(b), give equations
ω′ =
(
2 cos
sπ
3
)
ω, ω =
(
2 cos
sπ
3
)
ω′, (4.26)
which exclude s = 0 mod 3, and set ω = ω′ for s = 1, 5 mod 6 and ω = −ω′ for s = 2, 4
mod 6. Next compare two fusion contents of W6(b), [
3
2 ,−
3
2 ] and [
3
2 ,−
3
2 ]. This does not
give any constraint for s = 1, 5 mod 6, but gives a constraint sin spi4 = 0 for s = 2, 4 mod
6. This excludes s = 2, 10 mod 12. Hence we obtain the rule. Alternatively we can get
the same result as follows: The fusion contents [2,−2] of W5(b) and [1, 0,−1] of W3(b)
mean another fusion content [3,−1, 2,−2, 1,−3] of W3(b). Comparing this with [1, 0,−1],
we have a consistency equation
cos
sπ
2
+ cos
sπ
3
=
1
2
. (4.27)
s is a solution of (4.27) if and only if it is an exponent of E6 mod 12.
E7: Comparing two fusion contents ofW3(b), [
7
2
, 5
2
, 3
2
,−3
2
,−5
2
,−7
2
] and [ 3
2
, 1
2
,−1
2
,−3
2
],
we have an equation
cos
7sπ
18
+ cos
5sπ
18
− cos
sπ
18
= 0. (4.28)
s is a solution of (4.28) if and only if it is an exponent of E7 mod 18. Thus the other spins
are excluded.
E8: Comparing two fusion contents of W5(b), [4, 3, 2,−2,−3,−4] and [2, 1, 0,−1,−2],
we have an equation
cos
4sπ
15
+ cos
3sπ
15
− cos
sπ
15
=
1
2
. (4.29)
s is a solution of (4.29) if and only if it is an exponent of E8 mod 30. Thus the other spins
are excluded.
G2: A fusion content of W2(b) is [
2
3 ,−
2
3 ]. This leads to the same constraint as (4.21).
Thus s = 0, 2, 3, 4 mod 6 are excluded.
To sum up, the selection rule follows only from the consistency of the fusion data in
a remarkably simple way.
Like (4.9), when there is an IM Is of spin s, the ratios of the scalar charges of Is are
given in terms of a fusion content of Wa(b) as
ωa = ωmin ·
n∑
j=1
e2sbjpii/g
∨
for g 6= Dr, E6. (4.30)
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Here ωmin is the scalar charge on the particle corresponding to the minimal representation.
For g = Dr and E6, by (4.25) and (4.26), (4.30) is modified as
ωa = ωmin ·

 n∑
j=1
e2sbjpii/g
∨
− (−1)s
n′∑
j=1
e2sb
′
jpii/g
∨

 , (4.31)
where ωmin is the scalar charge of the particle r (resp. the particle 1) for Dr (resp. E6),
and [b1, . . . , bn, b′1, . . . , b′n′ ] is a fusion content of Wa(b). It is easy to check the property
ωa = −(−1)
sωa from (4.31) [32]. For a simply-laced g the numbers ωa (a = 1, . . . , r)
constitute an eigenvector of the Cartan algebra of g with eigenvalue 2 − 2 cos(sπ/g∨) as
expected from the result in the corresponding affine Toda theory for g(1) [33]. For a non-
simply-laced g those numbers ωa coincide with the scalar charges of IMs in the classical
affine Toda theory for the dual of g(1), which is a twisted affine Lie algebra [33,35,36] †.
5. Conclusion
We showed how representation theory of Y (g) in [1,20-22] works well in the study of
the fusion procedures, the mass spectrum, the triangle relation, and integrals of motion
when the S-matrix of a massive model has the Y (g) symmetry. We observed that the
Yangian perfectly integrates the S-matrix theory into itself. This is why the traditional
bootstrap approach in [8,11] worked so consistently. Also this reminds us what the affine
Lie algebra did for the Wess-Zumino-Witten conformal field theory. This point of view has
been already stated in [14]. Technically the key to go beyond the traditional bootstrap and
the R-matrix method was the identification of a one-particle state with a (fundamental)
highest weight representation parametrized by the Drinfel’d polynomials.
Finally it is important to understand any intrinsic relation between the fusion of the
Yangian representations and the one described by the Coxeter element [37].
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Appendix. Compatibility between (2.1) and (4.2)
The relation (4.2) must be compatible with the relations (2.1) and (4.1). The com-
patibility with (4.1) is clear.
To check the compatibility with (2.1), we have only to apply γ[L, ·] to the relations in
(2.1) and see the equality. The case (2.1a) is immediate.
i). (2.1b). The action of γ[L, ·] on the lhs of (2.1b) is
[x, J([y, z])] + [J(x), [y, z]] + (cyclic on x, y, z)
=2J([x, [y, z]]) + (cyclic on x, y, z) = 0.
(A.1)
On the other hand, the action of γ[L, ·] on the rhs of (2.1b) is zero because there is no
J(x) in it.
ii). (2.1c). Using (2.1a) and (2.1b), we have
γ
[
L, [[J(x), J(y)], [z, J(w)]]
]
=[[x, J(y)], [z, J(w)]] + [[J(x), y], [z, J(w)]] + [[J(x), J(y)], [z, w]]
=2[J([x, y]), J(z′)]− [[J(y), z′], J(x)]− [[z′, J(x)], J(y)] (where z′ = [z, w])
=3[J([x, y]), J(z′)] +
{
[J(x), J([y, z′])] + [J(y), J([z′, x])] + [J(z′), J([x, y])]
}
=3[J([x, y]), J([z, w])] +
∑
p,q,r
([x, Ip], [[y, Iq], [[z, w], Ir]]){Ip, Iq, Ir}.
(A.2)
Thus the action of γ[L, ·] on the lhs of (2.1c) is
∑
p,q,r
(
([x, Ip], [[y, Iq], [[z, w], Ir]]) + ([z, Ip], [[w, Iq], [[x, y], Ir]])
)
{Ip, Iq, Ir}, (A.3)
which is equal to the action of γ[L, ·] on the rhs of (2.1c).
These calculations are actually a part of a proof of the fact that (4.4) is an automor-
phism of Y (g).
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