Introduction
Research activities in the fine chemicals industry involve the generation and analysis of huge amounts of chemical and biological data, and this has led to the development of highly sophisticated, computer-based, chemical information systems to support the research [ 11. Most chemical databases contain two-dimensional structural data, i.e. planar chemical structure diagrams, but there is also increasing interest in the processing of three-dimensional structural data, e.g. from X-ray crystallography and molecular mechanics studies. In this paper, we summarize work in our laboratory over the last 3 years which seeks to determine the utility of parallel hardware for the efficient processing of the structural data that are contained in chemical information systems. Two of the very many different types of parallel computer [2] are discussed, these being the ICL Distributed Array Processor and the INMOS transputer.
Use of the ICL Distributed Array Processor
The ICL Distributed Array Processor (DAP), is an array processor which consists of a large, two-dimensional array of simple processing elements (PEs) controlled by a single master control unit (MCU). In the DAP at Queen Mary College, London, which was used for the experiments reported here, the array is of size 64 X 64, giving a total of 4096 PEs. Each of the PEs contains a relatively slow, bit serial processor which executes program instructions broadcast from the MCU on data extracted from its own local 2 kbyte store. This computer architecture is well suited to database processing applications, where a relatively simple sequence of operations needs to be executed on very many records in a dataset and where these records can be distributed across the array of PEs so that they can be processed in parallel. Previous studies in our department have considered the use of the DAP for serial document retrieval; here, a document record, e.g. a title and an abstract, can be loaded into each of the PEs, so that a query can be matched against 4096 documents in parallel, rather than just one document at a time, as in a conventional serial retrieval system [ 31. These studies have demonstrated the particular efficiency of the DAP's architecture for nearest-neighbour searching, i.e. the identification of that document that is most similar to a query.
Cluster analysis, or automatic classification, is the name given to a range of techniques for the grouping of multidimensional datasets. Although differing in detail, all clustering methods are based on the grouping together, or clustering, of the most similar objects, or pairs of objects, these similarities being calculated using some sort of nearestneighbour searching routine. Since it has been demonstrated that the DAP is well suited to the implementation of this type of search, it would seem at least possible that it could also be used for large-scale clustering applications, and we have recently completed an evaluation of the use of the DAP with ?To whom correspondence should be addressed. Abbreviations used: DAP, ICL Distributed Array Processor; PE, processing element; MCU, master control unit; MCS, maximal common substructure. a range of clustering methods and types of data. Part of this work has involved the clustering of chemical structure databases [4] .
Studies of text database searching on the DAP have shown that retrieval efficiency is strongly dependent on the type of representation that is used [3] . The normal machine representation of a chemical substance is a labelled graph, termed a connection table, where a graphs nodes and edges correspond to a molecule's atoms and bonds (or inter-atomic distances in the case of a three-dimensional molecule) and searching operations hence involve the use of isomorphism algorithms from graph theory. For example, chemical substructure searching involves a detailed comparison of the interconnections of the atoms in a query substructure and in each of the database structures, this type of search corresponding to the classical subgraph isomorphism problem. Chemical graphs are much less complex than general graphs, since not only are the nodes and edges labelled, but also the nodes are of low connectivity, with each atom in a structure typically being bonded to only four other atoms or fewer. Even so, the NP-complete character (defined as having a computation time requirement that is a factorial function of the number of objects that must be processed) of subgraph isomorphism algorithms means that substructure searching is very demanding of computer resources when a query substructure needs to be matched against a large chemical database [l] . Accordingly, a fast screening search is usually carried out in which bit string representations of the fragments contained in the query substructure and a database structure are compared to determine whether it is worth executing the computationally demanding graph-matching step. This fragment bit string representation is analogous to the text signatures that are widely used as a precursor to pattern matching in document-retrieval systems and which we have shown previously to be particularly well suited to processing on the DAP (owing to the bit serial nature of its PEs) [3] . Our studies of chemical clustering have hence involved the clustering of fragment bit strings, a procedure that has been shown to have wide applicability in chemical information systems [5] , with the bit string describing some molecule being loaded into each PE so that up to 4096 molecules can be inspected in parallel during a nearestneighbour search.
The Jarvis-Patrick method was used, whereby objects are clustered together on the basis of their nearest neighbours. The first part of the method thus involves the identification of the sets of nearest neighbours: typically, 5, 10 or 20 such neighbours will be identified for each structure in the dataset which is to be clustered. Once the neighbours have been identified, the second, clustering stage is executed: two compounds, X and Y, are clustered together if X is a neighbour of Y, Y is a neighbour of X and X and Y have at least some user-defined, threshold number of neighbours in common. Of the two stages, the first is by far the more time consuming on a conventional machine, and chemical structure clustering would hence seem to be well suited to implementation on an array processor, where the fast nearest-neighbour search procedure can be used which was employed previously with the text signatures. For comparison, the Jarvis-Patrick method was implemented on an IBM 3083 mainframe, with the nearest neighbours being identified using a very fast, inverted file algorithm which has been shown to be optimally efficient for the clustering of fragment bit strings on a serial processor [5] . The datasets used contained 4096 and 8192 molecules taken from the Fine Chemicals Directory and the efficiencies of the DAP and IBM implementations of the Jarvis-Patrick method were compared by means of the ratio of their run times. This ratio was found to lie between 1.1 and 6.7 with clear relationships between the ratio and the numbers of compounds and of nearest neighbours which need to be identified and then clustered. These relationships are discussed in detail in [4] and are caused by the relative amounts of serial and parallel computation required; in particular, the second, clustering stage has little inherent parallelism and it is thus not possible to make full use of the DAP architecture. However, the nearest-neighbour searching stage dominates the time requirement and thus the use of the DAP does allow substantial increases in speed when compared with the IBM, the relative advantage of the DAP increasing with an increase in the size of the database which is to be clustered.
Use of the INMOS transputer
The relaxation method for chemical substructure searching [6] matches a query with a database structure by examining the correspondences between the atoms of two structures. Possible correspondences between atoms are refined in an iterative process, taking account of the correspondences established in previous iterations. The algorithm continues until each atom of the query substructure is found to be locally consistent with one or a number of atoms of the database structure, in which case a mapping between the two structures is confirmed. If, during an iteration, an atom of the query is found not to correspond with any atom of the database structure, the process terminates, since there can then be no mapping between the structures. The atom equivalences identified in this procedure are then incorporated in a back-tracking search procedure which enables the identification of all possible mappings of the query substructure on to a database structure.
We have been able to show, in previous work at Sheffield, that the relaxation method provides a highly efficient way of matching chemical graphs when it is used after the screening search mentioned in the previous section. However, further increases in the speed of execution seem possible from the use of parallel hardware, in particular the INMOS Transputer. This is a 10 million instructions/s (MIPS), 32-bit reduced instruction set chip (RISC) processor with a limited amount of on-chip memory, connections to external memory and four linkage processors allowing bi-directional, highspeed connections to other transputers. These links allow the construction of networks of transputers, the particular organization adopted being dictated by the need to execute concurrently as many processes as possible. We are interested here in a database application, where the query must be matched against large numbers of records in the search file, and we have hence used a partitioning of the database which is to be searched, so that each processor in a network matches the query substructure against a subset of the file; other ways of distributing the computation are possible, but seem to be less appropriate for this application. The particular organization of the processors which we have adopted is commonly referred to as a processor farm [2] , since query substructure-to-database structure matches are farmed out, i.e. allocated, to processors as required [7] .
The performance of multi-processor systems, such as a transputer network, is normally expressed in terms of the speed-up. The speed-up for N processors, S( N ) , is defined to be T ( 1)/T( N ) where T ( 1) and T ( N ) are the execution times when networks containing 1 and N transputers are used for the processing. Relaxation searches were carried out on sets of connection tables obtained from screening substructure search queries that had been matched against the Fine Chemicals Directory and with networks containing between 1 and 2 1 transputers. With small numbers of transputers, the speed-up was found to be almost linear, i.e. S( N ) = N , with Vol. 17 the larger networks, however, the increased data communication costs result in a slightly sub-linear behaviour. For example, timings of a typical search, on a set of 207 screened structures, gave S( N ) = 5.8, 1 1 .0, 12.5, 15.4 and 16.9 with N = 6 , 12, 15, 18 and 21 transputers, respectively. There is a clear levelling-off in the S ( N ) versus N curve, although it is not possible at this stage to determine precisely the maximal speed-up that is possible.
A second project involves the use of transputers for the identification of maximal common substructures (MCS), i.e. the largest substructure common to two (or more) structures; in particular, we are interested in the development of efficient MCS procedures for use with three-dimensional representations of chemical molecules, rather than the twodimensional structure diagrams used in the studies reported above. Such procedures are of great importance in drug research since the MCS for a set of biologically active substances can give guidance as to the geometric arrangement of atoms in three-dimensional space responsible for the observed activity. An algorithm for the identification of the MCS for a pair of molecules has been described by Crandell & Smith which involves a breadth-first search, starting with those individual atoms common to both of the molecules which are being compared [8] . The common atoms are extended by the systematic addition of individual atoms which are at the same distance, to within any specified distance range, in both of the molecules. The resulting twoatom substructures are then compared, using a graph isomorphism procedure, to identify all of the two-atom common substructures; these common features can then be extended further to give three-atom common substructures and so on. These two stages, of substructural growth and then comparison, continue until the current common substructure(s) cannot be extended any further, at which point the MCS has been identified.
A basis for parallelism is obtained by distributing the computationally demanding comparison stage across a processor farm so that several comparison operations can be executed in parallel, rather than one after another as with a serial processor. Other parts of the algorithm contain much less inherent parallelism and it is thus to be expected that a parallel implementation will be most efficient when the comparison stage dominates the overall time requirements of the algorithm. This is, in fact, found to be so in the case of large, highly similar molecules, i.e. when there is considerable structural overlap; when this is not the case, the costs associated with the growth and distribution of the substructures result in only marginal increases in the speed of processing. Thus a pair of 14-atom molecules with a 12-atom MCS gave S( N ) = 5.0, 6.7 and 8.0 for N = 5, 8 and 11, respectively; however, a maximal speed-up of only 1.4 was obtained for a pair of 8-atom molecules with a 7-atom MCS. This markedly sub-linear behaviour is discussed in detail by Brint & Willett [9] .
Conclusions
It should be emphasized that the results discussed here are preliminary in character, since we have considered only the matching operations that are required for chemical database processing and the implementation of an operational system based on these ideas would require substantial developmental work. That said, we believe the results are sufficiently encouraging to suggest that parallel computer hardware offers a viable means of substantially increasing the efficiency of chemical database processing. Current work includes the use of the DAP for chemical substructure searching and for the ranking of output in an experimental retrieval system for three-dimensional protein structures, and of the transputer for the time-consuming matching operations needed for 
