Summary Part 1 describes the epidemiology of Hodgkin's disease occurring in those parts of the United Kingdom which are included in the Leukaemia Research Fund data collection survey. A total of 1,023 cases diagnosed between 1984 and 1986 were available for analysis. At county and district levels there was little heterogeneity in the distribution of cases. However, at the electoral ward level there were real differences for the younger age group . In this paper methods of investigation which are not dependent on census boundaries are applied and the presence of localised spatial clustering is confirmed. There is some evidence that the pattern of clustering relates to the nodular sclerosing subtype. These results are related to hypotheses of an infectious aetiology.
The distribution of Hodgkin's disease has raised questions of long-standing interest to epidemiologists. The unusual agedistribution was first noted by MacMahon (1966) , who suggested that it might result from a combination of two distinct diseases. From the histological appearance, clinical course and anatomical distribution of the lesions as well as the age distribution he postulated an infectious aetiology in those aged less than 35 and an aetiology similar to other lymphomas in cases over 50. Subsequent research is in broad agreement with the two disease hypothesis (Roush, 1987; Gutensohn, 1982) . Evidence for a viral aetiology comes from anecdotal reports of micro-clusters and of case linkage (Vianna et al., 1971; Grufferman et al., 1977) , from school cohort studies (Vianna & Polan, 1973) , formal analyses of space-time interaction (Kryscio et al., 1973; Greenberg et al., 1983) , case-control studies of social linkage (Zack et al., 1977; Scherr et al., 1984) , and follow-up of cases of infectious mononucleosis (Rosendahl, 1974; Muellar, 1987) . Although the evidence is inconclusive and somewhat conflicting there is a consensus that an infectious aetiology is more likely for younger cases.
The Leukaemia Research Fund data collection survey has been described (McKinney et al., 1989 ) and the basic descriptive epidemiology of Hodgkin's disease reported. This showed some evidence of localised aggregations of cases, or 'clustering', for the younger age group. The present study concentrates on spatial clustering using more sophisticated methods of analysis which do not depend on arbitrary administrative boundaries.
Methods
Incidence data have been taken from the Leukaemia Research Fund data collection survey (DCS) described earlier (McKinney et al., 1989) . The aim is uniform levels of case ascertainment and diagnostic accuracy across the region, which comprises 22 counties (or, Besag, 1989) and by control locations in the second (Cuzick & Edwards, 1989) . Both provide global tests of the extent of localised spatial clustering. The NNA method involves consideration of each case in turn. We first identify the two nearest cases and then estimate the population from which these cases derived. If the expected number in this population is significantly small (P<0.05) then the case is the centre of a small local aggregation and is said to be 'clustered'. In a random distribution approximately 8% of all cases would be expected to be clustered in this way. The interest lies in the location and particularly the frequency of the clustered cases. We have tested this frequency using Monte-Carlo methods. In addition, in Figure 1, superimposed an extra distribution which is spatially clustered. In this case one should aggregate over those areas with rates above the supposed threshold for the former distribution. This threshold was taken as an SRR of 95; the particular level was somewhat arbitrary but was also influenced by estimates of the percentage of cases due to clustering derived from the NNA method and from the literature.
Details of the application of these methods are given in the Appendix.
For pragmatic reasons (primarily computer space) the DCS area has been divided into health authority areas (and two parts for the Trent Health Authority) for the analyses. This has enabled us to use the data from the Yorkshire Health Authority for hypothesis generating and for the rest of the area for hypothesis testing. This programme will subsequently be used for other diseases registered by the LRF. Analyses have been performed separately for the age groups 0-34 and 35-84. This decision was taken before the examination of the data because of the 'two-disease' hypotheses already discussed.
As a result of the examination of the age-incidence data and the spatial clustering analyses of the Yorkshire data we were led to the hypothesis that spatial clustering (and possibly an implied infectious aetiology) was related to one subtype (HDNS) rather than to one age group. Therefore the analyses were applied separately to HDNS and to the remaining subtypes (HD, not NS).
Results
For the NNA test the percentages of clustered cases by area and by disease/age category are shown in Table I . Since the Yorkshire data were used to generate a hypothesis relating to HDNS, totals including and excluding Yorkshire are given. For the total data set Figure 1 gives the empirical distribution of cases according to their intensity of clustering. This figure also shows the upper 5% envelope for random data. The curves for Usually these studies are related to a hypothesis of an infectious aetiology (Davis, 1986) and typically confined to younger cases or present separate analyses of younger cases. Only one study finds more evidence of clustering in older cases (>44) (Mangoud et al., 1985) . By contrast few studies have presented results separately by Rye type. Exceptions were Grufferman et al. (1979) and Mangoud et al. (1985) ; neither found any association with Rye subtype but in the latter case 48% were unclassified.
Our present results are supportive of a body of evidence suggestive of some aetiological effect manifested by weak spatial clustering in cases among young adults. Our results for HDNS are new and indicated a need for further research; they must be treated with caution because of the possible effects of diagnostic misclassification.
The aetiological interpretation of our results is not clear. An infectious aetiology need not imply direct or indirect case to case transmission of a particular agent. It has been suggested (Newell, 1970; Gutensohn et al., 1980) that HD might be a rare response to a common infection, and epidemiological evidence involving childhood social characteristics would support this. Even if this were a major aetiological determinant of disease only a very weak spatial clustering effect would be expected. Others have suggested a specific causal virus (Vianna, 1974; Drexler, 1987) but if the latent period is long and variable this too would be unlikely to show a strong clustering effect. This applies particularly when location is taken as residence at diagnosis as in this study. It also makes space-time interaction methods inappropriate (Chen et al., 1984) . For this reason our intention was to investigate spatial clustering only, although the limited time period available for analysis will cause the study to have elements of space-time interaction and hence lack power.
This study shares certain methodological problems with most spatial descriptive epidemiology. Population denominators have necessarily been taken from UK censuses and do not therefore exactly reflect the population at risk in any one of the years investigated. Moreover, in common with other 'ecological analyses' it uses location at diagnosis as a proxy for other factors: in this case primarily social contact. The influence of these is likely to be conservative.
In conclusion, we have found significant evidence of localised spatial clustering in the analysis of high quality incidence data. This applies to young adults or possibly at all ages to the subtype predominating among young cases. The pattern of clustering is supportive of evidence from a variety of studies. The results are consistent with a hypothesis involving an association of HD in young adults or HDNS with a transmissible agent but other more analytical studies are required to clarify this. Future work will include study of longer time periods, panel reviews of all diagnoses and virological investigations. (Diggle, 1979; Cliff & Ord, 1980) . These tests involve for each case, c, measuring the distance, r, to the nearest (or more generally the kth nearest) neighbouring 'case' to c, and computing the expected number, E, in the circle centre, c, radius r.
Then under the null hypothesis r2 has gamma distribution with index k and 2E has a x2 distribution with 2k degrees of freedom. If all cases in an area are considered as centres then these tests are dependent in a complex way; many methods of testing have been proposed but all require simulation. Besag (1989) has suggested extending these tests to the case of human population data; in this case the underlying population distribution is heterogenous and moreover is not known exactly. (The smallest available population denominators are census enumeration districts, EDs; case locations can be assigned to grid references and to wards by their post code but not directly to EDs). The present development is motivated by suggestions of Besag (personal communication) but has proceeded independently. We make the assumption that the population distribution in a small circle around each case location is approximately rotationally symmetrical and then seek to estimate it using ED data. Each ED has been assigned a 'diameter' 2d, using standard LRF software. Then for an ED whose centroid is distance r from c its contribution to the expected number in the annulus centre c and radii r -d, r + d is computed using a smoothing function. Under the assumptions that this exactly reflects the expected disease intensity distribution the 'classical' theory can be extended.
Each case is tested individually using two values of k (normally k = 2, 3 but k = 1, 2 if the data are so sparse that one case observed in the average ward would represent a departure from the Poisson distribution statistically significant at the 5% level). The nearest neighbour areas (NNA) are the expected numbers of cases in the circle to the kth nearest neighbour; the case is said to be a%-clustered if for either k twice the NNA area is less than the lower a% point of the x2 distribution on 2k degrees of freedom. 5%-clustered is referred to as clustered. Statistical testing uses MonteCarlo methods; specifically we have used 1,000 runs on real population data with 10 different numbers of cases ranging from 20 to over 1,000. We have also used 10,000 runs on a homogenous population over the unit square with the same range of numbers of cases. The following test statistics are used here: (1) the percentage of clustered cases; (2) the empirical distribution of a%-clustered cases.
Because of our use of the two values of k the expected proportion of clustered cases under the null hypothesis is approximately 8%.
For < 100 cases this is lower (6.4%) but it varies little as the number increases beyond 100. The variance is high for < 100 cases (22.6) and steadily decreases as the number of cases increases. For the results reported here we have considered < 100, 100-250 and >250 separately.
Further details are in Alexander et al. (1989) and in a technical report available from the authors.
The Cuzick-Edwards test Most aspects of this test are described in Cuzick and Edwards (1989) . The heterogeneity of the population is represented by control locations. Here these have been derived by computer and are the grid references of postcodes selected with probability proportional to expected case numbers. The latter are computed by assigning each postcode to that ED (with non-zero population) whose centroid is nearest to the grid reference. Where there is a tie EDs are chosen randomly with probability proportional to expected numbers. Subsequently postcode age-specific populations are computed by assuming that they are constant for those post-codes assigned to any one ED. Three controls per case have been selected. The test involves indentifying the kth nearest neighbour of each case location and then counting how many are cases. This test statistic, Tk, is asymptotically normal but is highly sensitive to the value of k (Cuzick & Edwards, 1989 ). Here we use two values of k which are always the same as those for the NNA test. The test statistics have been computed individually for each county, which means that the neighbour links across county boundaries are ignored and may lessen statistical power.
For any aggregation of counties the Tks have been summed. Assuming that the contributions from individual counties are independent this sum is approximately normal with mean and variance obtained by summing values for the individual counties. The Bonferroni correction has been applied to adjust for the dependence between the results for the two different values of k.
For Yorkshire only we have repeated the process with the three counties combined (avoiding all boundary effects) and tested the maximum value of the two standardised normal deviates by simulation.
We plan to run the program routinely on much larger case numbers using optimal algorithms for searching for neighbours. The variance-covariance structure of the Tks has now been calculated and adjustment for the multiple testing will no longer require simulation or the Bonferroni correction.
