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ABSTRACT
Ventricular ectopic beats are clinically important because of their associa-
tion with the problem of sudden cardiac death. Ventricular ectopic activity
(VEA) is most commonly evaluated using long-term ambulatory electrocardio-
graphic (ECG) recordings. The results of these recordings are usually sum-
marized in the form of hourly counts of VEA events. Although such hourly
counts are useful, they are a nonspecific measure which, in effect, treats
VEA generation as an unpredictable process.
This thesis develops a new means for characterizing the activity of the
VEA-generating mechanism using the beat type and timing information of the
long-term ECG. The approach is founded on the hypothesis that the VEA
mechanism is often stable over time, although its activity may be modulated
by physiologic influences and by the timing of the sino-atrial node im-
pulses. This hypothesis implies that there should be some relationship
between the beat type and timing of preceding beats and the subsequent gen-
eration of ectopic beats.
The VEA generation was characterized by a multi-dimensional conditional dis-
tribution which gives the probability that an ectopic beat will follow a
specific conditioning sequence of beat types and intervals. Using this ap-
proach a three part study was performed. The first step examined the condi-
tional distributions and tested the null hypothesis that the generation of
ectopic beats is unpredictable. Using a database of half-hour ECG tapes
from 66 patients, the null hypothesis was rejected at p=0.005 in 80% of the
tapes. The second step developed a means of displaying the multi-
dimensional distributions. By an appropriate transformation of the condi-
tioning variables, the distributions could be represented as one-dimensional
distributions. The resulting distributions were useful for. separating pa-
tients into groups and for finding characteristic, VEA-related events in the
ECG data. The third step examined the reproducibility of the one-
dimensional distributions over time. Using ten-hour ECG tapes, it was found
that in 7 of 10 patients the patient-specific distribution, although modu-
lated in amplitude, maintained a similar shape over the ten hours.
The VEA characterization which has been developed goes significantly beyond
the simple counting of ectopic beats. The distributions can be considered a
kind of "fingerprint" of the VEA-generating mechanism - a "fingerprint"
which may be useful in the selection and evaluation of therapy.
Thesis supervisor: Roger G. Mark
Title: Matsushita Associate Professor of
Electrical Engineering in Medicine
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1.0 Introduction
Ventricular ectopic activity (VEA) is a common and potentially life-
threatening health problem. Its evaluation and treatment consumes a large
share of medical resources. VEA is usually assessed using long-term ambula-
tory ECG recordings. The recordings are scanned at high speeds and hourly
counts of different types of VEA patterns are tabulated. These statistics,
along with ECG strips which show examples of the VEA patterns, make up the
clinical report. In most cases, therapy is aimed at reducing the hourly
counts.
A shortcoming of the reporting method is that hourly counts fail to
relate the VEA to factors which influence the cardiac electrophysiology.
Since the counts provide little insight into the process which generates the
VEA, they do not aid in the selection of medication. Also, since the counts
are not correlated to other physiologic events, fluctuations in the counts
must be considered "random." The fluctuations make it difficult to tell
whether the difference between the VEA counts in pre- and post-treatment
reports is statistically significant. Given these limitations, the physi-
cian is usually left to select medication on a trial-and-error basis and
must require that the VEA counts be dramatically reduced by the medication
in order to be certain of a therapeutic effect.
The aim of this thesis is to develop a new VEA characterization which
relates the properties of the preceding beats to the generation of subse-
quent VEA. The characterization is not meant to be a physiologic model of
the VEA mechanism, rather it is intended to be a form of "fingerprint" of
the mechanism's activity. The work is motivated by the hope that such a
characterization can ultimately give insight into the electrophysiologic
-9-
properties of the VEA mechanism, and can aid in the selection and evaluation
of therapy.
In the late 1960s the advent of the coronary care unit and of long-term
ambulatory monitoring helped focus attention on the problem of VEA and on
its association with sudden death. Since that time, active investigations,
both in the laboratory and clinical setting, have attempted to elucidate the
mechanisms and natural history of VEA.
In the laboratory, animal models and cardiac tissue preparations have
been used to study the electrophysiologic mechanisms of VEA. While these
experiments have successfully demonstrated and characterized a number of VEA
mechanisms, the findings have fallen noticeably short of providing a clear
basis for the understanding of human VEA.t
In the clinical setting, numerous studies have examined the epidemiol-
ogy of VEA in patients with and without heart disease. While the occurrence
of VEA in otherwise normal patients is probably insignificant, its
occurrence in patients with heart disease, particularly coronary artery
disease, seems to be associated with higher mortality. Although this asso-
ciation is statistically significant, in any given patient the actual prog-
nosis is difficult to predict.
One of the reasons that the statistical link between clinical VEA and
tClinical VEA patterns are often more complex than VEA generated by
simple theoretical models derived from experimental results. It is
not clear whether the difference in complexity is due to the added ef-
fects of physiologic variability, to the presence of multiple VEA
mechanisms, or to the inadequacy of the theoretical models.
- 10 -
mortality is weak is that the clinical report only partially represents the
information present in the ECG. The present-day reporting method was
developed at a time when the instruments which scanned long-term recordings
were unsophisticated. The only results that were easily obtained were the
counts of abnormal beats. Digital technology has significantly improved the
capability of the scanning instruments, making possible the detailed
analysis of timing and morphology of individual beats. The reporting
method, however, has remained essentially unchanged for nearly 20 years.
It seems likely that a closer examination of the beat timing and mor-
phology patterns in long-term recordings will yield additional information
about the VEA mechanism. For example, it has been noted that, in some
patients, specific beat sequences sometimes recur with surprising reproduci-
bility (see figure 1-1). This reproducibility raises the question whether
the grouping of the beats in such a sequence is attributable to chance, or
whether the first few beats in the sequence condition the heart in a way
which favors the subsequent beats. One can speculate that if the grouping
is not random, then the sequence may be used in characterizing the VEA-
generating mechanism.
This thesis is based on the hypothesis that, in a person with chronic
ventricular ectopy, the VEA mechanism remains fairly stable over time; how-
ever, the activity of the heart, and hence of the VEA mechanism, is modu-
lated by physiologic and exogenous factors (e.g. neural, hormonal, exogenous
factors). The heart also experiences short-term modulation which is related
to the beat type and timing pattern of the previous few beats (see figure
1-2). Over some sufficiently long period of time it is expected that the
heart will be repeatedly exposed to similar sets of conditions and that, as
- 11 -
N V V N V N NV N
TAPEs 233 IES 2.419, 11.697, t9.245, 29.725
Figure 1-1: Four different nine-second ECG segments from Tape
233 of the MIT-BIH Database. Tape 233 is a half-hour excerpt
from a long-term ambulatory recording. The times given at the
bottom are the times-of-occurrence in minutes of the four ECG
segments. The labels N and V (N for normal beats, V for ven-
tricular ectopic beats) correspond to the beats immediately
above them. Note that the sequence of labeled beats is nearly
identical in all four of the ECG segments. This is in spite of
the fact that the four segments come from markedly different
times in the half-hour recording. Given four nearly identical
occurrences of such a long sequence one might wonder whether the
first beats in the sequence exert an influence which favors the
occurrence of the subsequent beats.
- 12 -
(1) Neural Control
(2) Hormones
(3) Required Work Load
(4) Exogenous Agents
(5) etc.
Figure 1-2: A diagram of the factors which influence the
activity of the heart, and hence influence the activity of the
VEA-generating mechanism. The heart is subjected to a number of
influences, some of which are shown in the figure. If the heart
is considered the system under study, and if the ECG is con-
sidered the observed output signal of the system, then the
neural control, hormones, exogenous agents, and work-load
represent influences which cannot be determined from the ECG.
What can be observed from the ECG is the timing and morphology
of the beats. Since each beat has some influence on the cardiac
electrophysiology, one might expect that the past sequence of
beat types and intervals is related to the subsequent generation
of VEA. However, in order for such a relationship to be detect-
able, the unobservable influences (i.e. neural, hormonal, etc.)
must not fluctuate so much as to mask it.
·
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a result, it will generate reproducible patterns of VEA.
This thesis develops a methodology for studying the relationship
between the properties of past beats and the generation of subsequent VEA.
The VEA is characterized by a conditional distribution which gives the pro-
bability that a ventricular ectopic beat will follow a specific set of beat
type and timing conditions. Although such a characterization is not a phy-
siologic model of the VEA mechanism, it is an indirect "fingerprint" of the
mechanism's activity. It is expected that for patients in whom the distri-
butions show reproducible patterns, this characterization may ultimately
provide a valuable basis for grouping the patients in a way which aids
selection and evaluation of therapy.
- 14 -
2.0 Ventricular Ectooic Activity: Physiologic Background
The normal heart beat depends on orderly propagation of an electrical
wavefront which originates in the right atrium and continues to the ventri-
cles. Various diseases and metabolic changes can alter the properties of
the heart in ways which interfere with this orderly process and lead to car-
diac arrhythmias.
Ventricular arrhythmias are caused by electrical wavefronts which ori-
ginate in the ventricles. Beats generated by such wavefronts are called
"ectopic" since their place of origin is unexpected - they are "out of
place." Ventricular ectopic beats can result from changes which enhance the
spontaneous pacemaker activity of ventricular tissues. They can also result
from changes which induce local slowing and fractionation of the electrical
wavefront: If some part of the wavefront is sustained in a local region
while the rest of the ventricular tissue recovers and is ready to be
activated again, then the wavefront can re-excite the ventricle.
This chapter presents information relevant to the understanding of ven-
tricular arrhythmias. Section 2.1 introduces VEA and discusses its epi-
demiology, its prognostic significance and the diagnostic modalities used to
analyze it. The goal of the first section is not to present a comprehensive
summary, but rather to put the clinical problem of VEA into perspective.
Section 2.2 covers gross cardiac anatomy and electrophysiology. The major
structural elements of the heart are presented and their role in the propa-
gation of the electrical impulset is discussed. The atrioventricular node
The terms electrical "wavefront" and "impulse" are sometimes used in-
terchangeably. In general, the term "wavefront" is used when the em-
phasis is on the spatial configuration of the propagating electrical
activity. The term "impulse" is used when emphasis is on the presence
or absence of propagating electrical activity.
- 15 -
is discussed in detail because its properties are similar to those of the
diseased ventricular tissues which provide a substrate for ventricular
arrhythmias. Section 2.3 covers the cellular electrophysiology of the car-
diac tissues, focusing on the ionic basis of the cellular action potentials.
Both the fast and slow response are discussed.
Section 2.4 covers the characteristics of the diseased heart. The
various diseases which can adversely affect the tissue are first presented,
followed by a description of how the propagation of the electrical wavefront
is changed in these tissues. Section 2.5 discusses how the properties of
diseased tissues can generate ventricular ectopic beats. The three major
mechanism types of reentry, parasystole, and triggered activity are covered.
Section 2.6 presents the experimental evidence for the mechanisms from stu-
dies of ischemia and infarction.
Finally, section 2.7 reports the results of studies which have
attempted to improve the understanding of VEA by using a model-based
approach. These results are important because they help put the approach
taken in this thesis into better perspective.
- 16 -
2.1 Clinical Ventricular Ectopic Activity
Ventricular ectopic beats are beats which originate in the ventricles
and manifest an abnormal pattern of ventricular depolarization. Electrocar-
diographically, they usually appear as wide QRS complexes which are prema-
ture with respect to the regular rhythm of the heart. For this reason they
are commonly referred to as premature ventricular complexes (PVCs).
The term ventricular ectopic activity (VEA) is applied to a broad range
of PVC frequencies, forms, and temporal patterns (see figure 2-1). It is
common to divide this spectrum into the groups simple VEA, frequent VEA, and
complex VEA; the groups are meant to represent increasingly dangerous clin-
ical states.t Simple VEA refers to the occurrence of infrequent (<30
PVCs/hour) PVCs. Frequent VEA usually implies more than 30 PVCs per hour,
but this number may vary from investigator to investigator. Complex VEA
usually includes bigeminy (every other beat a PVC), couplets (paired PVCs),
and multiform PVCs, although this definition also varies with investigator.
Ventricular tachycardia (3 or more PVCs in a row at >100 beats/min) and ven-
tricular fibrillation are also considered complex VEA.
VEA is not a specific disease entity, rather it is an electrophysiolo-
gic manifestation common to a variety of cardiac disorders. These diseases
provide the substrate for PVC generation through either localized or global
alterations of the cardiac electrophysiology. Although VEA can sometimes
occur in apparently healthy individuals, the presence and level of VEA is
usually related to the severity of the underlying heart disease (Fullman
t There exists an alternate classification schemes known as the Lown
scale (Lown 1971) which has been popular in the past, but this clas-
sification scheme has recently come under serious question (Bigger
1981).
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Figure 2-1: Examples of nine second ECG traces showing different
grades of VEA. The top trace shows an isolated PVC. Note that
not only is the PVC wider than the normal beats, but its overall
shape is quite different. The isolated PVCs are categorized as
"simple" VEA unless they occur more than once every two.minutes,
in which they are classified as frequent" VEA. The middle
trace shows bigeminy which is interrupted by a couplet (beats 6
and 7). This kind of ECG pattern is classified as "complex"
VEA. The bottom trace shows a couplet which initiates a run of
ventricular tachycardia. This last form of arrhythmia is con-
sidered to be an extremely dangerous form of "complex" VEA. In
the example shown here, the tachycardia is self-terminating;
however, in many cases it can progress to ventricular fibrilla-
tion and lead to sudden death.
- 18 -
1979).
Three electrophysiologic mechanisms are commonly cited as the underly-
ing generators of ectopic ventricular beats; they are reentry, abnormal
automaticity, and triggered afterdepolarization (Hoffman 1983). In reentry,
a PVC is generated by a preceding depolarization wavefront which is main-
tained in a slow, sometimes isolated conduction pathway. If upon emerging
the impulse finds the myocardium once again excitable, the impulse initiates
another beat. Abnormal automaticity (parasystole) refers to an independent
ventricular pacemaker which competes with the normal sequence of supraven-
tricular depolarization. The parasystolic focus often experiences some
degree of entry and exit block. Triggered afterdepolarization involves
oscillatory fluctuations in the transmembrane potential superimposed on the
normal action potential of the myocardial cells. If the magnitude of the
oscillations exceeds a threshold, a PVC is produced.
2.1.1 General EpidemioloRv of VEA
Ventricular ectopic activity has been the focus of intense investiga-
tion for the past twenty years because of its association with the problem
of sudden death (Sobel 1982). Epidemiological studies of ventricular ecto-
pic activity have found that PVCs are omnipresent in the general population.
At all age groups the distribution of PVC frequencies is bimodal, with a
large cluster near zero and another one in the frequent PVC range (Hinkle
1974). Most of the studies have found that, while the occurrence of VEA in
asymptomatic, apparently healthy subjects is probably benign (Hinkle 1974;
Bethge 1983; Kennedy 1985), its occurrence in individuals with symptomatic
heart disease, particularly coronary artery disease, appears to be associ-
ated with an increased risk of sudden death (Hinkle 1974; Ruberman 1977;
- 19 -
Moss 1977).
The prevalence and significance of VEA in apparently healthy individu-
als has been of particular interest. In a study of 50 male medical students
free of apparent heart disease half the students had no PVCs; of the 25 stu-
dents with PVCs one had over 50 in 24-hours, six had multiform PVCs, and one
had a 5 beat run of ventricular tachycardia (Brodsky 1977). A similar study
of 50 young women yielded comparable findings (Sobotka 1981). The incidence
of VEA in apparently healthy individuals has been found to increase steadily
with age. A study of 300 middle-aged (40-59 years old) males found that
only about 20% of the group was free of VEA while up to 40% showed complex
VEA in 24-hour recordings (Cats 1981). A small but similar study of 13
healthy elderly (age 60-84 years) people showed PVCs present on the 24 hour
recording of each member of the group (Glasser 1979).
A number of studies have followed such populations for several years
and have found no increased incidence of heart disease (Bethge 1983, Kennedy
1985). Even complex VEA does not necessarily carry an increased risk of
morbidity or mortality. The current clinical wisdom is that, when tradi-
tional risk factors for coronary artery disease are absent and when full
evaluation does not reveal evidence of organic heart disease, the VEA should
be considered benign (Kennedy 1985).
Although VEA can occur in healthy individuals, in most cases it
reflects the presence of underlying pathologies such as coronary artery
disease, cardiomyopathy, heart failure, the long QT interval syndrome, etc.
The danger of VEA in any of these given conditions seems to be related to
the extensiveness of the disease. The more the disease disrupts the unifor-
mity of the myocardium, the greater the chance that a given PVC sequence
- 20 -
will completely disrupt the uniformity of the propagating electrical wave-
front and lead to ventricular fibrillation. In this capacity the initiating
VEA has been likened to a "bullet" which which hits the susceptible myocar-
dium (Goldstein 1974).
Of the diseases which are associated with VEA, the most common by far
is coronary artery disease (CAD). Nearly 90% of a population with coronary
heart disease undergoing 24-hour ambulatory ECG recording exhibit ventricu-
lar ectopic activity (Ryan 1975). The clinical significance of VEA in the
context of CAD is intimately related to the abruptness of the onset of
ischemia and to the extensiveness of preexisting myocardial damage. The
available data indicate that, in patients with CAD, complex VEA is a marker
of a high-risk individual, and that in selected patients, frequent and
repetitive PVCs (couplets and runs) may be a primary trigger of ventricular
fibrillation (Moss 1982). There is apparently a large subset of patients
with CAD who are asymptomatic and generally unaware of the presence of CAD
in whom ventricular fibrillation with sudden death is the first clinical
manifestation (Rapaport 1982).
2.1.2 EpidemioloRv of VEA in MYocardial Infraction
The largest population in whom VEA has been carefully studied is the
group of patients who have had a myocardial infarction (MI) (Winkle 1983a).
The majority of studies examining the prognostic importance of VEA in pos-
tinfarction patients have found some correlation between VEA and subsequent
cardiac death. Frequent or complex VEA is generally associated with the
highest risk. Unfortunately, there is no agreement about which type of com-
plex VEA is most important because many of the clinical studies use non-
standard classification schemes. Many investigators, however, consider
- 21 -
couplets and runs of ventricular tachycardia to be the most predictive of
subsequent mortality (Moss 1980).
There is a strong association between increased VEA and the acute hos-
pital phase of an MI. For years it was believed that sudden death during
this phase was predictable on the basis of certain "warning arrhythmias."
It was suggested that some forms of VEA were harbingers of ventricular
fibrillation (Lown 1967). Recent work has cast doubt on the concept of
"warning arrhythmias" (Bigger 1981). It seems that many arrhythmias during
the acute phase of a myocardial infarction are the consequence of transient
electrophysiological events which resolve as the infarct becomes organized.
Ventricular arrhythmias at the time of discharge from the hospital are
common and seem to have a great prognostic significance. About one-third of
550 patients studied two weeks after the myocardial infarction had frequent
PVCs (>10 per hour) or repetitive PVCs on 24-hour recordings (Bigger 1983).
In a one year follow-up, almost two thirds of the deaths occurred in this
group. Complex forms did not seem to increase the risk very much. The VEA
had predictive value even when adjusted for other symptoms which were asso-
ciated with increased mortality. It should be noted, however, that although
frequent VEA was a significant risk factor, its positive predictivity for
one year mortality was less than 30.
Not all studies are in agreement with the above. In a study of 1739
men with previous myocardial infarction who underwent a one hour sedentary
recording, complex PVCs were associated with a risk of sudden death four
times that observed in men without complex PVCs during the hour (Ruberman
1980). The presence of simple PVCs was without prognostic significance,
regardless of PVC frequency.
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In all, many studies have been devoted to the follow-up of myocardial
infarction using ventricular arrhythmias as the main parameter; no agreement
has been reached as to the specific significance of VEA. Part of the reason
is that the various studies differ greatly in terms of patient selection,
duration of monitoring, mode of classification, and duration of follow-up.
Equally important, however, is the likelihood that the VEA parameters which
are currently measured are inadequate descriptors of VEA severity and signi-
ficance (Coumel 1983). These measures are often sensitive, but seldom
specific predictors of subsequent mortality.
2.1.3 Methods for Assessing VEA
At the present time the suppression of VEA with antiarrhythmic drugs as
well as risk factor intervention directed toward the overall problem of
heart disease, are the only practical measures that can be used to prevent
sudden death.t Although a large number of antiarrhythmic drugs are capable
of suppressing VEA, there is little information that can aid a physician in
choosing the drug that is most likely to decrease VEA in an individual
patient. The reason is the poor understanding of VEA mechanisms in chronic
heart disease, coupled with the variability of patient-specific drug
effects. A drug which decreases VEA in one patient may actually aggravate
the VEA in another (Ruskin 1983).
Currently, three diagnostic modalities are used for the assessment of
of VEA and the effectiveness of VEA therapy; they are long-term ambulatory
tRecently, small implantable defibrillators have been introduced for
treating patients who have been repeatedly resuscitated from sudden
death and whose arrhythmias are refractory to all known medications.
The defibrillators continually monitor the heart and automatically at-
tempt to cardiovert the patient approximately ten seconds after fi-
brillation is detected (Reid 1982).
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ECG monitoring, exercise testing, and electrophysiological testing. Elec-
trophysiologic testing is an invasive procedure in which electrode-catheters
are introduced into the heart's chambers. PVCs are generated by means of
electrical stimulation through the catheters. The complexity of the electr-
ically generated VEA is increased until the myocardium becomes unstable or
until the most complex stimulation sequence has been tested. By provoking
the myocardium in a controlled environment, a measure of the heart's stabil-
ity in the presence of VEA is quickly obtained. Because of the invasive and
potentially dangerous nature of electrophysiologic testing, it is usually
reserved for higher-risk patients.
The principal use of exercise testing is in the evaluation of the
extent and severity of coronary artery disease. In the standard exercise
test protocol, a patient's symptoms, exercise ability, and ST segment change
provide a fairly good basis for assessing the underlying disease. The exer-
cise test can also be used to assess the effect of physical stress on VEA or
to check the effect of antiarrhythmic medication on the suppression of
exercise-induced VEA. Ambulatory ECG recording, however, is generally pre-
ferred over the exercise test for drug evaluation; it is more useful in all
cases with the possible exception of patients with sufficiently frequent VEA
(DeBusk 1983).
Ambulatory monitoring is by far the most common of the three pro-
cedures. The standard duration for long-term recordings is 24 hours, though
in practice the monitoring is often shorter and occasionally longer. It is
common practice to record two electrocardiographic leads - one resembling a
V1 lead, the other, a V5 lead. The recording is scanned at high speed by
technicians who note the occurrence of VEA events and record them on an
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hour-by-hour basis. These hourly counts, along with strip-chart recordings
of the different of VEA events, are prepared for examination by the physi-
cian. Although the hourly counts usually form the basis of the clinical
decisions, they seldom give insight into the characteristics of the VEA
mechanisms.
The interpretation of results from long-term monitoring is confounded
by a large hour-to-hour variability in the counts of VEA events. This varia-
bility makes it necessary to obtain an average reduction of 83% in total
PVCs, 75% in the frequency of couplets, and 65% in the frequency of runs in
order to demonstrate a drug effect (Morganroth 1978). Much of this "spon-
taneous" variability is attributable to fluctuations in the RR intervals,
neurohumoral tone, myocardial perfusion, drug levels, etc.
2.1.4 Can Long-Term Recordings Be Better Analyzed?
Although long-term ambulatory recordings form the basis of most clini-
cal decisions regarding VEA management, they fall significantly short of
being an ideal diagnostic tool. Since simple VEA counts seldom give insight
into the physiologic mechanism which generates the ectopic beats, they do
little to aid in the selection of therapy. Also, since the hourly counts
are subject to large fluctuations, it is difficult to determine whether the
the overall level of VEA in two different recordings has significantly
changed. As a result, the selection of therapy is mostly by trial and
error, and the assessment of its effectiveness is often equivocal.
A number of investigators have begun to question the adequacy of the
existing VEA measures; they feel that simply counting VEA events in dif-
ferent time epochs is not sophisticated enough to answer important clinical
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questions (Coumel 1983). Given the magnitude of the VEA problem, it seems
reasonable to investigate alternate means of representing VEA statistics.
If one can quantify VEA in ways which give a better understanding of the
underlying mechanism and its characteristics, one can greatly increase the
utility of long term recordings in the assessment of VEA. Some recent work
which examined PVC production as a function of average heart rate represents
the first step in this direction (Winkle 1982; Steinbach 1982; see Appen-
dix).
There have also been several attempts to use long-term ECGs to analyze
the beat-to-beat intervals surrounding the PVCs (Lovelace 1982; Jalife 1982;
Swenne 1984). Studies such as these strive for a better understanding of
the short-term conditions which characterize the properties of the PVC gen-
erating mechanism. They are founded on the belief that a better understand-
ing of the electrophysiologic mechanism will aid in the management of VEA.
It is this same belief that has motivated work of this thesis.
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2.2 Gross Cardiac Anatomy and ElectrophYsioloRY
The heart is composed of four chambers: the right atrium, right ventri-
cle, the left atrium, and left ventricle. The right atrium receives venous
blood from the systemic circulation and passes it through the tricuspid
valve to the right ventricle. The right ventricle pumps blood into the
lungs via the the pulmonary artery. Once the blood has been oxygenated in
the lungs it enters the left atrium via the pulmonary vein. From there it
passes it through the mitral valve into the left ventricle. The left ven-
tricle pumps blood into the aorta which then supplies the systemic circula-
tion. During a normal heart beat, the atria contract before the ventricles
and help fill the ventricles with blood.
The mechanical contraction of the heart is preceded by an electrical
wavefront which passes through the tissue. The electrical potential gen-
erated by this wavefront can be measured at the body surface. A recording
of the potential over time is called an electrocardiogram. Figure 2-2 shows
an example of an electrocardiogram corresponding to one heart beat. The P-
wave and QRS complex represent the spread of the electrical wavefront (depo-
larization) over the heart; the P-wave corresponds to atrial depolarization,
while the QRS complex corresponds to ventricular depolarization. The T-wave
represents the electrical recovery (repolarization) of the ventricles.
After the T-wave, the heart is ready to beat again.
2.2.1 The Cardiac Conduction System
The normal spread of electrical activity over the heart follows an
organized and repetitive sequence. The impulse is generated in the sinoa-
trial (SA) node of the right atrium and propagates to the atrioventricular
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Figure 2-2: The sequential
electrical events of one cardi-
ac cycle. The waveform shown
corresponds to approximately
one second of cardiac activity.
Various features which are num-
bered on the waveform are ex-
plained in the accompanying
table. (From Phillips 1980,
page 33).
Sequential Electrical Events Electrocardiographic
of the Cardiac Cycle Representation
1. Impulse from the sinus node Not visible
2. Depolarization of the atria P wave
3. Depolarization of the A-V node Isoelectric
4. Repolarization of the atria Usually obscured by the
QRS complex
5. Depolarization of the ventricles QRS complex
a. intraventricular septum a. initial portion
b. right and left ventricles b. central and terminal portions
6. Activated state of the ventricles immediately ST segment: isoelectric
after depolarization
7. Repolarization of the ventricles T wave
8. After-potentials following repolarization U wave
of the ventricles
(AV) node (see figures 2-3 and 2-4). In the normal heart, the atrioventric-
ular node provides the only electrical connection between the atria and ven-
tricles; its function is to delay the spread of electrical excitation to
the ventricles. When the impulse exits the atrioventricular node, it con-
tinues on in the bundle of His. The bundle of His bifurcates into the left
and right bundle branches which spread through the ventricles, arborizing
into a network of fibers called the Purkinje network. These fibers excite
the endocardial surface of the ventricles, thereby beginning the ventricular
electromechanical reaction which leads to ventricular contraction. The
electrical properties of each of the tissues is adapted for its particular
role in the hierarchy which initiates and conducts the cardiac impulse.
-- ' '
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BACHMANN'S BUNDLE
SINOATRIAL
INTERNODAL 
FIBERS
BUNDLE
ATRIOVENTRICULAR NODE RIGHT BUNDLE
Figure 2-3: Anatomy of the cardiac conduction system.
Winkle 1983b, page 2.)
(From
The cardiac tissues are frequently characterized by their conduction
velocity and refractory period. The conduction velocity is the speed with
which the electrical impulse propagates through the tissue. The refractory
periodt is the time that it takes tissue which has been stimulated to
recover its electrical excitability. Both the conduction velocity and the
refractory period depend not only on the physiologic state of the myocar-
dium, but also on the past history of stimulation intervals. With the
exception of the atrioventricular node (see section 2.2.2.2), only simple
tIn cardiac electrophysiology there are two kinds of refractory
periods, the effective refractory period (ERP) and the functional re-
fractory period (FRP). The ERP characterizes the input to the cardiac
structure, while the FRP characterizes the output. The ERP is the
shortest cycle length that is able to elicit a propagated wavefront.
The FRP is the shortest attainable cycle length between wavefronts at
the output. Both the ERP and FRP depend on the dynamics and past
stimulus sequence of the structure; there is no simple relationship
between them, and at any given time either one can be the larger of
the two. In this document, unless otherwise stated, the phrase "re-
fractory period" will always refer to the ERP.
_____
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0 
, c 3
I.0 0.
ECG
QRS
complex
Rate of
Time for impulse pacemaker
Normal sequence Conduction velocity to traverse discharge
of activation (meters/sec) structure (sec) (min-1 )
SA node 1 60-100
l -0.15
Atrial Myocardium 1.0-1.2 None
AV node 0.02-0.05 None, except
I lower fibers:
AV bundle 1.2-2.0 40-55
l t40.08
Bundle tIanches
1 2.0-4.0 25-40
Purkinje network
Ventricular myocardium 0.3-1.0 -0.08 None
Figure 2-4: Description of conduction system activity during the
electrocardiographic complex (top) with conduction and automati-
city specifications for each of the elements (bottom). (From
Katz 1977, pages 259 and 265)
(fixed past history) characterizations of these properties are available.
An example of cycle length dependency of the refractory period of various
cardiac tissues for fixed past-pacing history is shown in figure 2-5.
2.2.2.1 Sinoatrial Node
The sinoatrial (SA) node is a small section ( < lcm 2) of atrial tissue
located at the junction of the superior vena cava and the right atrium. It
-450 A V Node
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Figure 2-5: The refractory period of human cardiac tissues at
different cycle lengths. The figures A, B, C, and D show the
refractory period for the atrium, AV node, bundle branches, and
the distal His-Purkinje system, respectively. The refractory
period was determined by introducing a premature stimulus after
ten paced beats at the fixed cycle length. Each connected curve
represents the data from a single patient; dots represent the
actual cycle lengths at which measurements were made. For each
figure, the slope of each patient's response was calculated; the
mean and standard deviation (S.D.) of the slopes is given along
with an estimate of the standard error of the estimated mean
(S.E.M.). Note that the refractory period of the atrium, bundle
branches, and His-PurkinJe system increases with cycle length
(slopes .16, .30, .27), while that of the AV node decreases
(slope -.18 ). (From Denes 1974)
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possesses the property of automaticity - the property of spontaneous impulse
formation. Other cardiac cells, such as AV nodal, His bundle, and PurkinJe
fiber cells, also exhibit automaticity (see figure 2-4); but under normal
circumstances, the sinoatrial node has the highest spontaneous discharge
rate and entrains all the other cells.
The basis for automaticity is the gradual depolarization of the cell
membrane during the resting phase (see section 2.2 for details). When the
membrane reaches a threshold potential, an electrical impulse is produced.
Factors which influence the heart rate mediate their effect through changes
in the rate of membrane depolarization and through changes in the amount the
membrane has to depolarize before the impulse is generated.
The primary control of SA node rate is through the autonomic nervous
system: parasympathetic activity (mediated by the vagus nerve) is inhibi-
tory and slows the heart rate; sympathetic activity is excitatory and
increases the rate. Neural control of the SA node is important both in the
short-term (seconds to minutes) and the long-term (minutes to hours) trends
in heart rate. Factors such as hormones and pharmacological agents also
influence the heart rate; their effects are, in most cases, manifested in
long-term trends.
The sympathetic and parasympathetic components of the autonomic nervous
system act in concert with the hormonal system to maintain an overall heart
rate which meets the physiologic needs of the body. With the exception of
short term respiratory modulation, which is mediated by the vagus nerve, it
is seldom possible to separate out the influence of these systems. While
rapid changes in heart rate almost invariably result from changes in auto-
nomic drive, longer-term, adjustments involve a complex interplay of
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homeostatic mechanisms. The neural and hormonal control of SA node rate is
influenced fairly directly through mechanisms such as the baroreceptor
reflex, chemoreceptor reflex, and the cardiac receptor reflex; it is also
influenced by more global, brainstem-mediated homeostatic mechanisms.
The rate of sinus node impulses varies with the time of day, with level
of activity, and with exogenous chemical agents. A common means of display-
ing the fluctuation in sinus node activity is in the form of a heart-rate
spectrum; figure 2-6 shows a sample power spectrum corresponding to 24
hours of heart-rate data. In practice, the P-waves corresponding to sinoa-
trial activity are much harder to detect that the R-waves of the QRS com-
plexes. As a result, most investigators approximate the heart-rate spectrum
using the R-R interval sequence.
,N
I
cO
10- 1 1 ' d10 1od'
FREQUENCY (Hz)
Figure 2-6: Heart-rate power spectrum corresponding to 24 hours
of R-R interval data. (From Kobayashi 1982).
_ __ ___ ___
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2.2.2.2 Atrioventricular Node
The atrioventricular (AV) node is situated near the septal leaflet of
the valve separating the right atrium and ventricle. The wavefront which
originates at the SA node reaches the AV node by propagating through the
right atrial tissue.
The role of the AV node is to delay the impulse between the atria and
ventricles so that blood pumped by the atria can flow into the ventricles.
The AV node accomplishes this by slowing the impulse. The conduction velo-
city in the AV node is 0.01-0.03 meters per second, by far the slowest of
all the cardiac tissues (see figure 2-4). The conduction time through the
AV node is approximately 100 milliseconds.
The characteristics of impulse propagation in the the AV node are dif-
ferent from those of other cardiac tissues (except the SA node). As will be
discussed in section 2.3, the cells in the AV node have electrical activity
with slow kinetics (the "slow response"). Normal ventricular tissues have
electrical activity with fast kinetics (the "fast response"); however,
diseased tissues frequently convert from the fast to the slow response. It
is, therefore, not surprising that many of the electrical phenomena that
were first described in the AV node have been subsequently noted in diseased
ventricular tissues (Cranefield 1975). For this reason, an understanding of
impulse conduction in the AV node is relevant to the understanding of ven-
tricular ectopic beats.
The complex characteristics of the AV node have made it the subject of
many electrophysiological investigations. The most comprehensive model of
AV nodal conduction is that developed by Heethaar for the rat heart
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(Heethaar 1973a, 1973b). Since the results from other studies (Ferrier
1974; Simson 1977, 1979; Dresel 1978; Wyse 1982) appear to be subsumed by
this model, it will be presented as the general case. There are two parts
to the model: the first deals with the situation in which all impulses are
conducted, i.e. all stimulus intervals are longer than the AV nodal refrac-
tory period; the second, with stimulus sequences which include blocked
impulses.
In the model, n is defined as the nth cycle length and AH(T) as the
steady-state AV nodal conduction time for a stimulus sequence with a con-
stant cycle length (see figure 2-7). Experimentally, it is found that,
for any sequence in which all of the impulses are conducted, the atrial-to-
His-bundle conduction time of the nth impulse through the node, ah(rn) is
given by:
ah(rn) = ah(Tnl)e- X n + AH(rn)(1
-e- n). (2.1)
Notice that this represents a weighted average of the conduction time,
ah(vn-1) of the last stimulus and of the the steady state conduction time
AH( n ) . The term 1/X is a time constant which represents the duration of AV
nodal "memory". For a rat heart, 1/A - 120 msec, which is roughly half the
normal RR interval. Equation 2.1 may also be written as
ah(Tn) = AH(Tn) + [ah(rn-l)-AH(sn)]e - , (2.2)
in which case the conduction time is interpreted to be the sum of the
steady-state conduction time AH(vn) and the decaying difference between the
last and steady-state conduction times.
One problem with using equation 2.1 is that AH(T) is difficult to
characterize accurately in terms of a simple parametric function. It turns
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Figure 2-7: The steady-state conduction time (PR
in text) through the AV node of a rat heart for
quence with a fixed driving cycle length (PP).
period ref of the node at that cycle length
Note that the two curves are on different
Heethaar 1973a).
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an interval se-
The refractory
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scales. (From
out to be easier to find a parametric representation for the entire weighted
steady-state term
(2.3)
Defining the function (Tn) to be the term in 2.3, one finds that
O(n,vref) = AeA X n + Be(T n --ref) + C. (2.4)
Here A, B, C , , and X are constants independent of the stimulation inter-
vals. As before, 1/X is roughly 120 msec; 1/p is a shorter time constant
which, for a rat heart, is about 8 msec. An interesting feature of equation
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2.4 is that the refractory period, ref appears naturally in the equation.
Using 2.4, one may write equation 2.1 as
ah(n) = ah(rn-l)e- n + (n,ref). (2.5)
An unexpected feature of equation 2.5 is that it can be used to predict the
conduction time even for an impulse which follows one or more blocked
impulses. For a blocked impulse n-1, the conduction time ah(n_-1) is
undefined; however, the AV nodal conduction for the subsequent impulse
behaves as though the blocked impulse had actually conducted with a short
conduction time ah(nl). This value of ah(zn-1) is referred to as the
"fictitious" conduction time. If the fictitious conduction time and the
duration of the refractory are known, equation 2.5 can be used to predict
the conduction time ah(rn) even after a blocked impulse.
Unfortunately, Heethaar's model does not address the relationship
between the fictitious conduction time and the preceding stimulus sequence;
the conduction time is always found a posteriori. Nor, does the model pro-
vide a relationship for ref, a parameter which may have a strong dependence
on past stimulus intervals; ref is determined by repeating the stimulation
sequence and shortening the last interval until the impulse fails to con-
duct. Given the success of equation 2.5 in predicting observed AV nodal
conduction, it is surprising that it was not possible to formulate a dynamic
relationship for these two parameters.
The work done by Heethaar on the rat heart was primarily in vitro: it
involved isolated, perfused hearts. The preparation explicitly excluded the
modulating neural and hormonal influence on the AV node. Heethaar did note,
however, that the constant was strongly dependent on the temperature of
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the preparation. In the in-vivo case, the physiologic modulation of AV
nodal conduction is often significant and cannot be ignored.
De Beer et. al. used an in-vivo rabbit preparation to investigate the
response of AV nodal conduction to a step change in stimulus cycle length
(de Beer 1977). The experiment was carried out in animals with transsected
vagal nerves; the response of AV nodal conduction to both an increase and
decrease in cycle length was measured at increasing levels of vagal stimula-
tion. They found that in vivo AV nodal conduction did not simply show a
smooth exponential accommodation to the new conduction time, but had super-
imposed on it a damped "ringing". The ringing increased with the step size
and with increased vagal stimulation. They also found that the time con-
stant , which in the rabbit was - 150 msec without stimulation, increased
by up to a factor of 4 with vagal stimulation.
It is generally true that vagal stimulation increases AV nodal conduc-
tion time, while sympathetic stimulation decreases it. There is, however,
no simple relationship between the level of stimulation and change in con-
duction time. Studies in dogs have shown that the same level of vagal or
sympathetic stimulation may have different effects at different heart rates
(Wallick 1982). Human results are consistent with these observations (Fer-
rari 1981); the effect of any particular intervention is highly dependent on
the state of other modulating influences.
2.2.2.3 His-Purkinjle System
The His-Purkinje System (HPS) consists of the Bundle of His, the left
and right bundle branches, and the Purkinje fibers. The Bundle of His,
located in the inter-ventricular septum, connects connects the AV node to
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the left and right bundle branches. As the branches continue in the septum,
they arborize into a network of fibers known as Purkinje fibers. These
fibers spread around the ventricular chambers, reaching the apex and turning
back towards the base of the heart. The terminal Purkinje fibers penetrate
about one-third of the way into the muscle mass. In the healthy heart, it
takes only about 30 milliseconds for the impulse to travel from the Bundle
of His to the terminal Purkinje fibers.
The fibers of the HPS are quite different from those of the AV node:
they are much larger and their conduction velocity of 2-4 meters per second
is approximately 150 times as great. While the role of the AV node is to
delay the propagation of the impulse from the atrium to the ventricle, the
role of the HPS is to speed the impulse along so that the entire endocardial
surface of the heart is excited near-simultaneously. Since the Purkinje
fibers are specialized for conduction, they contain very few myofibrils,
which means they scarcely contract during the course of impulse transmis-
sion.
An important physiologic function of the His Purkinje system's high
conduction velocity is the prevention of ventricular re-excitation. Since
the recovery time of the ventricular tissue is approximately 250 mil-
liseconds, the ventricular myocardium which was first to be electrically
excited is still refractory when the last portion of the ventricle is stimu-
lated. As a result, the electrical activity of the last ventricular tissue
to undergo depolarization cannot re-excite other ventricular tissue. A
serious delay or block in the transmission of impulses in the HPS can defeat
this function and may provide the substrate for re-entrant activity that
gives rise to ventricular ectopic beats (Akhtar 1983).
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2.2.2.4 Ventricular Myocardiumt
The ventricular myocardium accounts for the majority of the cardiac
mass. Since the left ventricle has to pump against much greater pressures
than the right ventricle, its walls are much thicker - many parts of the
human left ventricle are on the order of 1-2 cm thick.
The left ventricle is formed by two muscle layers whose fibers follow a
helical course around the circumference of the ventricle (Little 1977). The
outer fibers follow a clockwise course from the apex of the heart to the
base; the inner fibers follow a counter clockwise course. The two sets of
fibers gradually merge with each other in the middle of the ventricular
wall. The conduction velocity in the direction of the fibers is about 0.3-
0.5 meters per second; in the transverse direction it is about one fifth
that.
In the normal heart the anisotropy of ventricular conduction does not
have a great effect since the Purkinje system assures fairly uniform activa-
tion of the entire cardiac mass. The ventricular depolarization process
proceeds from the endocardium to the epicardium. Approximately 80 mil-
liseconds are required for the entire ventricular mass to become depolar-
ized. The repolarization begins about 100 milliseconds later. It proceeds
from epicardium to endocardium and requires approximately 150 milliseconds
for completion. In the absence of uniform activation by the His-Purkinje
system, the anisotropy is one of the factors responsible for in disrupting
the uniformity of the electrical wavefront.
tThe term "ventricular myocardium" refers only to the ventricular
muscle mass and does not include the His-Purkinje system. The term
"ventricular tissue" is used to refer to both the ventricular myocar-
dium and His-Purkinje system.
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2.3 Cellular ElectrophysiologY
In the resting state, the cytoplasm of a myocardial cell is electri-
cally negative with respect to its outside. The transmembrane potential is
approximately -90 millivolts (mV). When the cell is excited, the potential
goes through a characteristic sequence of transitions known as the action
potential.
The action potential is divided into five phases, phase 0 through 4
(see figure 2-8). Phase 0 is the depolarization of the cell membrane; some
cells reach phase 0 spontaneously (pacemaker cells), while others do so
secondary to the action potential of a neighboring cell. Phase 1 is a brief
period of rapid repolarization which begins to reestablish the electronega-
tivity of the cellular cytoplasm. Phase 2 is a plateau phase, which lasts
roughly 100-200 milliseconds; phase 3 is a period of late repolarization
during which the cell membrane returns to its resting potential. It is dur-
ing phases 2 and 3 that the myocardial cell contracts. Phase 4 is the rest-
ing phase.
The propagation of the electrical wavefront is the result of cell-to-
cell propagation of the action potential: the current generated by a cell's
action potential provides the stimulus which initiates the same process in a
neighboring cell. Changes which influence the properties of the action
potential, such as alterations in the intra- or extracellular ion concentra-
tions or in the conductance properties of the cell membrane, often have a
direct influence on conduction of the cardiac wavefront.
The shape of a cell's action potential varies with the location and
function of a myocardial cell (see figure 2-9). There are two types of
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Figure 2-8: The temporal relationship between the electrocar-
diogram (top) and the action potential of a ventricular cell.
The QRS complex is produced by the upstrokes (phase 0) of all of
the action potentials throughout the ventricles; the ST segment
corresponds to the plateau (phase 2), while the T-wave is in-
scribed during repolarization (phase 3) of the ventricular mass.
The isoelectric segment which comes after the T-wave corresponds
to phase 4. (From Katz 1977, page 267).
action potentials: the fast response and the slow response.t The fast
response is normally found in the atrial myocardium and ventricular tissues;
it is characterized by a rapid phase 0 upstroke. The rapid upstroke is the
result of the fast current, a sodium mediated current which passes through
channels with fast activation (1 msec) and inactivation (-1 msec) kinetics.
The fast response shows a prolonged plateau phase which is the result of the
slow current, a calcium and sodium mediated current which passes through
channels with slow activation (10-20 msec) and inactivation (50-500 msec)
kinetics.
The term "slow response" was coined by Cranefield (1975) to describe
potentials which resembled the naturally occurring slow potentials of
the SA and AV nodes but which were generated by fast potential tissue
exposed to an altered extracellular environment. Some investigators
maintain a distinction between the terms "slow potential" and "slow
response", but most use the term "slow response" for all potentials
with slow upstrokes and the term "fast response" for all potentials
with fast upstrokes. This thesis adopts this latter convention.
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The slow response is normally found only in the SA and AV nodes. The
action potential in these tissues is attributable solely to the slow
current. Compared to the fast response, the slow response has a less nega-
tive membrane resting potential, a slower phase 0 upstroke, and a shorter
plateau phase.
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Figure 2-9: Action potential configurations in different regions
of the mammalian heart. (From Katz 1977, page 251)
2.3.1 The Ionic Basis of the Cellular Action Potential
The action potential is generated by the flow of ions across the cell
membrane. The predominant ionic species are sodium (Na+), calcium (Ca++),
potassium (K+), and chloride (Cl-). For each of the ionic species, the
intra- and extracellular concentrations are very different (see figure 2-
10). The ionic composition of the extracellular fluid is similar to that of
the blood plasma. In contrast, the intracellular fluid has a low Na+, Ca++,
and Cl- concentration, but a high K+ concentration.
The ions pass through channels in the cell membrane. The permeability
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(conductance) of these channels is governed by gating mechanisms which
either quickly open (activation gates) or close (inactivation gates) mem-
brane channels as a function of time and transmembrane voltage. The kinet-
ics of the ionic current are determined by the speed of the gating. The
magnitude of ionic flow through the channels is determined by the electro-
chemical gradients and the open channel permeability. The gating mechanism
for the fast inward Na+ current and the slow inward current involves both
activation and inactivation, while the K+ current involves only activation.
The Cl- current involves neither; the transmembrane C1- gradient is adjusted
in accordance with the Nernst potential (Sperelakis 1985).
The intracellular ionic concentrations are maintained by active ion
transport mechanisms that expend metabolic energy to push specific ions
against their concentration or electrochemical gradients. The major pump is
the Na+-K+ exchange pump which transports K+ from the outside to inside the
cell and transports Na+ in the opposite direction. Both ions are moved
against their electrochemical gradients using energy derived from ATP. A
Na+-Ca++ exchange process also exists. This process expels Ca++ from the
cell using energy derived from the inward movement of Na+.
2.3.2 The Phases of the Action Potential
Phase 4: The transmembrane resting potential varies with cardiac cell
type: in SA and AV nodes it is about -60 mV, in atrial and ventricular myo-
cardium it is about -80 mV, and in His-PurkinJe system it is about -90 mV.
In the cells of the atrial and ventricular myocardium the there is no net
transmembrane current during phase 4. As a result, the resting potential
remains at a stable level (Ten Eick 1981). This is not the case in the SA
node, AV node, and His-Purkinje system, where phase 4 shows gradual
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Extracellular Intracellular Equilibrium
Ion Concentration Concentration Potential
Na+ 145 mM 15 mM +60 mV
K+ 4 mM 145 mM -94 mV
Cl- 120 mM 5 mM -80 mV
Ca+ + 2 mM .1 M +129 mV
Figure 2-10: The intracellular and extracellular ion concentra-
tions in cardiac muscle. The equilibrium potentials are calcu-
lated from the Nernst equation at 37 degrees Centigrade assuming
equal intra- and extracellular activity coefficients. (From
Sperelakis 1985).
depolarization towards the threshold potential. In the SA and AV nodes the
depolarization is due mainly to a decaying outward K+ current which fails to
offset an inward Na+/Ca++ leakage current. In the His-Purkinje system the
depolarization is due mainly to an increasing inward Na+ current (Noble
1985). The phase 4 depolarization gives these three types of cells the pro-
perty of spontaneous impulse formation (see section 2.3.4 on automaticity).
Phase 0: When the cell membrane reaches its threshold potential, phase
0 of the action potential is initiated. In fast response cells the thres-
hold potential is about -65 mV, while in slow response cells it is about -45
mV.
In fast response cells phase 0 shows a rapid upstroke which is the
result of a large, regenerative increase in the Na+ current. The current is
regenerative since membrane depolarization increases the Na+ channel conduc-
tance, further increasing the Na+ current. The fast channel becomes inac-
tivated with depolarization. The duration of of the fast current is only
about 2 milliseconds.
__ ___ _
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In slow potential tissues phase 0 is generated by the activation of the
slow inward current. The current is carried mostly by Ca++, but there is
evidence that up to one-third of it may be carried by Na+ (Gilmour 1983b).
The upstroke of the slow response is less rapid than that of the fast
response due to the slow activation kinetics of the channel through which
the slow current passes.
Phase 1: In fast response tissues the phase 0 Na+ current activates the
slow inward current; however, the fast current ends before the slow current
has fully begun to flow. As a result, there is a brief moment of repolari-
zation during which the background outward current is greater than the net
fast and slow inward current. This is period of repolarization is known as
phase 1. Slow response tissues do not have an identifiable phase 1.
Phase 2: Once the slow current is activated it persists for 100-200
milliseconds. The inward current offsets much of the outward K+ current so
the transmembrane potential changes very gradually. The steadiness of the
transmembrane potential has prompted the name "plateau phase."
Phase 3: As the plateau phase continues, two events occur that bring
about slowly accelerating repolarization. The slow current conductance
slowly decreases due to depolarization and time dependent inactivation of
the slow channels. The process is similar to the fast Na+ channel inhibi-
tion which terminates the phase 0 upstroke, except it occurs much more
slowly. At the same time, K+ conductance, which is diminished during phase
0 and 1, begins to rise. As it increases, the outward K+ current repolar-
izes the membrane. This repolarization, like the phase 0 depolarization,
appears to have a regenerative component (Singer 1981b). The repolarization
process restores the cell membrane to its resting level.
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2.3.3 Excitability, Responsiveness, and Refractoriness
The excitability of a myocardial cell is measured by the current-
strength and duration of the stimulus which is required to initiate an
action potential. A related characteristic of the cell is its responsive-
ness, which is measured by the maximum phase 0 voltage derivative (max) of
the evoked action potential (see figure 2-11). The responsiveness of a
region of tissue is positively correlated with the velocity of electrical
propagation in it. Although traditionally treated as separate and distinct
descriptors of membrane function, excitability and responsiveness are both
intimately related to the kinetics of the inward current. Factors which
impair the membrane's ability to sustain an adequate current, such as
increased extracellular K+, ischemia, and drugs, can diminish them both.
Figure 2-11: Graph showing the
resnnnivenes of vntriclanIr miuisrl
as a function of the membrane poten-
tial at the moment of excitation.
The responsiveness is measured as
the maximum rate of depolarization
(Vmax) a parameter which correlates
well with the macroscopic conduction
velocity. The normal relationship
is depicted by curve B. A parallel
shift to the left (curve A) results
from interventions that improve
responsiveness; shifts to the right
-50 -75 -100 (curve C), decrease responsiveness.
Em mV) (From Ten Eick 1981).
A cell which has been activated but has not fully completed its action
potential is said to be refractory (see figure 2-12). During the absolute
refractory period (ARP) the cell cannot be re-excited; however, during the
relative refractory period (RRP) and supranormal period (SNP), a stimulus
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Figure 2-12: Description of the cell membrane properties during
the various phases of the action potential. The vertical lines
delineate the duration of the absolute refractory period (ARP),
effective refractory period (ERP), relative refractory period
(RRP), total refractory period (TRP), full recovery time (FRT),
and supranormal period (SNP). Figure A shows the shape of the
action potential that is evoked by a stimulus during different
times in the refractory period. The end of the ARP marks the
time when a potential can once again be evoked; the ERP marks
the time at which a second potential will successfully pro-
pagate. Figure B shows the amount of current that is required
to generate an action potential. During the ARP even very high
currents fail to produce a response. By the end of the TRP the
current required is the same as in phase 4; the SNP represents a
brief period when the cell is actually more excitable than in
phase 4. Figure C shows the threshold potential (TP) compared
to the transmembrane voltage (Em). In order for an action
potential to be generated, the stimulus must raise the transmem-
brane potential to the designated TP value. (From Ten Eick
1980).
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can initiate a new action potential. The excitability of a cell is lower
during the RRP than in phase 4; during the SNP, it is actually more excit-
able than in phase 4 (see figure 2-12). In slow response cells the ARP
often extends substantially into phase 4; this is known as "postrepolariza-
tion refractoriness."
An action potential which is initiated during the refractory period
usually shows a slower phase 0 upstroke and a shorter overall duration than
the preceding action potential. The actual details of the action potential
shape are, however, a complicated function of the previous stimulus inter-
vals (Boyett 1980). They depend on the transmembrane potential and on the
intra- and extra-cellular ion concentrations, all of which are influenced by
past action potential history. At relatively high stimulation rates the
action potential can show alternation or even more complicated behavior (see
figure 2-13).
2.3.4 Automaticity
The SA node, AV node, and His-Purkinje system (HPS) possess the pro-
perty of automaticity - the property of spontaneous impulse formation. The
mechanism of the automaticity is discussed in section 2.3.2 above. The rate
of phase 4 depolarization, along with the voltage difference between the
resting and threshold potentials, determines the natural repetition rate of
the action potential. In the normal heart the SA node has the highest
natural frequency and entrains both the AV node and HPS.
The sinus node dominance of the HPS is facilitated by the phenomenon of
overdrive suppression. The free-running cycle time of the HPS is usually in
the range of 1.5-4 seconds; however, if a PurkinJe-fiber cell is stimulated
- 49 -
A
48
05
- 04
C
g 0-3
C
._
0-2]
K
I
I
1-0 
8
K 
4
/I
I I I
- I I
t t t t
Stimuli at 0-48 s intrvals
Figure 2-13: Demonstration of the complex dependency of action
potential duration on past stimulus history of a cat ventricular
papillary muscle. Figure A shows an oscilloscope tracing of the
first four responses produced by regular stimulation of a rested
preparation at 0.48 second intervals. The top trace shows the
transmembrane potential in millivolts; the bottom the contrac-
tile force in milliNewtons. Figure B shows the action potential
duration of the four responses as large black circles. The
curve which passes through the given black circle is the called
the electrical restitution curve. It shows what the action
potential duration for a given response (open circles) would
have been had the stimulus come at an interval different than
0.48 seconds. The interval corresponding to a circle can be
found by noting that the black circles represent a 0.48 second
interval and that they are separated by 0.48 second intervals.
This figure demonstrates that, as the myocardium is stimulated
further and further into the refractory period, the action
potential duration of the response decreases exponentially.
(From Boyett 1978).
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at a rate greater than its natural frequency and the pacing is suddenly
stopped, the cell does not immediately resume firing at its natural rate. A
period of quiescence usually ensues, after which the cell begins to depolar-
ize. At first this depolarization is slow; it then becomes successively
faster until the fiber's natural rate is restored.
The overdrive suppression is attributable to an increase in intracellu-
lar Na+ concentration at higher rates of stimulation. In the free-running
Purkinje cell the Na+ that enters during phase 0 is small enough that the
current due to its extrusion by the Na+-K+ pump is smaller than the phase 4
inward leakage current. This leads to a gradual phase 4 depolarization. In
the overdrive state there are more activations per unit time, so more Na+
enters the cell. The pump increases its extrusion of Na+, but only at a
higher intracellular level of Na+. When the overdrive stimulation is with-
drawn, the pump maintains the increased level of activity until the intra-
cellular Na+ concentration is returned to the free-running level. During
this time the pump current neutralizes the phase-4 inward leakage current.
2.3.5 The Artificially Induced Slow ResPonset
In the healthy heart, the slow potential is found only in the sinoa-
trial (SA) and atrioventricular (AV) nodes (see figure 2-9). Following
various experimental manipulations or cardiac disease, the ventricular myo-
cardium and Purkinje fibers can generate slow responses that are physiologi-
cally and pharmacologically similar to the SA and AV nodal action potentials
(see figure 2-14). The conditions which bring about the slow response do so
through a combination of fast current suppression and slow current
tThe general reference for this section is Gilmour 1983b.
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Figure 2-14: Example of a slow response from diseased human ven-
tricular myocardium. The action potential starts at -55 my, has
an amplitude of 67 my, and lasts 258 msec. Compared the normal
action potentials shown in figure 2-9, the slow response resem-
bles the SA and AV nodal action potential more than it does the
ventricular potential. (From Gilmour 1983b).
enhancement.
The slow response can be induced by experimental conditions which
largely or completely deactivate the fast inward Na+ current. Such inter-
ventions include gradual membrane depolarization, either by alteration of
the extracellular ionic concentrations or by the passage of current through
the membrane, and the administration of the fast channel blocking agent
tetrodotoxin (TTX). The slow response can be enhanced by agents such as
catecholamines which increase the slow inward current; it can be diminished
by membrane hyperpolarization and pharmacological agents such as verapamil,
Mn++, or D-600.
The artificially induced slow response is characterized by low upstroke
velocity and excitability, slow propagation and postrepolarization refrac-
toriness. These conditions increase the likelihood of wavefront slowing and
fractionation and can promote the generation of ectopic beats by re-
excitation. Slow response tissues also show an increased incidence of
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abnormal automaticity. The same process which inactivates the fast Na+
current often increases the rate of phase 4 depolarization, making it easier
for the cells generate spontaneous impulses. The properties of slow poten-
tial tissue are discussed in detail in section 2.4.
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2.4 Properties of the Diseased Myocardium
Cardiac disease increases the chance of VEA by altering the myocardium
in two general ways. First, through fibrosis and scarring disease can gen-
erate obstacles which break up the uniformity of the electrical wavefront.
Second, around the regions of fibrosis there are thin layers or small seg-
ments of damaged tissue which, although electrophysiologically altered, can
still generate action potentials.
A common feature of the damaged, but viable, cardiac tissues is that
they are often partially depolarized from their normal resting potential.
When this occurs in fast response tissue, the tissue is called "depressed"
since the depolarization partially or entirely inactivates the fast channel
and depresses the fast Na+ current. Depressed tissues may have a number of
properties, such as impaired conduction, enhanced automaticity, and oscilla-
tory fluctuations in the action potential. The understanding of these pro-
perties is central to the understanding of the mechanisms of VEA.
The following discussion begins by describing some of the cardiac
diseases and how they give rise to increased spatial inhomogeneity and to
depressed tissue. The subject of spatial inhomogeneity is discussed, fol-
lowed by a two part description of depressed tissue properties. The first
part describes electrophysiologic changes which occur with constant stimula-
tion but at different levels of depression. The second part describes
stimulus-dependent conduction phenomena that occur in in chronically
depressed, but more stable myocardium. The section ends by describing the
abnormal automaticity and oscillatory phenomena which are frequently seen in
such tissues.
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2.4.1 Myocardial Changes Brought on by Diseaset
The most common form of heart disease in industrialized nations is
coronary artery disease (CAD). CAD is usually the result of a plaque
buildup which narrows the arterial lumen thereby decreasing the blood flow
to the cardiac tissue supplied by the vessel. CAD is characterized by
episodic ischemia which is linked to events such as physical exertion, emo-
tional stress, or coronary artery spasm. Often the acute ischemic episodes
are superimposed on a chronic, low-level ischemic state.
The effects of ischemia on cellular electrophysiology are not clearly
understood. It appears that ischemia reduces the activity of the Na+-K +
pump and causes an increase in the intracellular Na+. This increase leads
to an intracellular Ca++ increase by virtue of decreased activity of the
Na+-Ca++ exchange mechanism. The net result is a cell which is partially
depolarized and shows electrical properties characteristic of depressed tis-
sue.
When ischemia is severe and prolonged, the tissue damage is irreversi-
ble and the tissue becomes infarcted. Since the infarct usually results
from the occlusion of only one vessel, the region of necrosis is often rela-
tively well circumscribed. With time, the infarcted tissue becomes fibrotic
and creates a non conducting obstacle for the electrical wavefront. This
obstacle, however, is seldom transmural: a thin layer of cells on both the
endocardial and epicardial sides of the infarct usually survives. The endo-
cardial cells survive since oxygen from the intraluminal blood can diffuse
into the tissue. The epicardial cells survive due to collateral circulation
tThe general reference for this section is Braunwald (1984).
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from the pericardium. Although the thin layers of cells survive, they are
not entirely normal and usually show the characteristics of depressed tis-
sue.
Another common heart disease problem is that of cardiomyopathy. Car-
diomyopathy is a disease which involves the heart muscle itself. It is not
the result of ischemia, hypertension, or congenital or valvular disease, but
is caused by agents which directly affect myocardial metabolism. Cardiomyo-
pathy is characterized by diffuse interstitial and perivascular fibrosis.
The fibrotic tissues form obstacles to conduction. In some cases there are
small ischemic regions which lead to focal necrosis. In cardiomyopathy the
heart's pumping ability per unit mass of myocardium is usually reduced. As
a result, the size and thickness of the walls is increased. The combination
of hypertrophy and fibrosis decreases the speed and uniformity of ventricu-
lar conduction.
Chronic ischemia can also lead to a condition of diffuse fibrosis and
necrosis. This condition is referred to as ischemic cardiomyopathy.t
Ischemic cardiomyopathy is frequently characterized by a spatial inhomo-
geneity in the electrophysiological characteristics of the chronically
ischemic tissue. Chronic hypertension or aortic valve disease sometimes
yield similar results by forcing the heart to work much harder than normal
to pump the blood. If left untreated, such conditions lead to a gradual
deterioration of heart muscle function. There are a variety of other condi-
tions which are associated with ventricular ectopy, but the diseases
tMedical terminology can at times be confusing and this is a good ex-
ample. The disease entity of ischemic cardiomyopathy is not con-
sidered a cardiomyopathy. The reason is that in ischemic cardiomyo-
pathy the disease is secondary to the ischemia. A similar argument
applies to hypertensive cardiomyopathy.
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mentioned above account for the majority of patients with clinically signi-
ficant VEA.
2.4.2 Spatial InhomoReneity
Spatial inhomogeneity of electrophysiologic properties favors VEA by
promoting disorganized and fractionated wavefront conduction and by harbor-
ing regions of abnormal tissue. Inhomogeneity in the ventricle may be in
the form of global dispersion of electrophysiological characteristics, such
as in diffuse fibrosis, or in the form of very focal changes, such as in
myocardial infarction.
Focal inhomogeneity refers to isolated regions of tissue whose electro-
physiologic characteristics are markedly different from those of the normal
surrounding tissues. Such regions may be in the form of anatomic conduction
obstacles, such as infarcted tissue, or in the form of depressed regions
with slow conduction, such as tissue overlying an infarct or tissue affected
by regional ischemia. Areas of slow conduction can delay and sustain a
wavefront for subsequent ventricular re-excitation; they can also be the
source of spontaneous or oscillatory action potential activity which gen-
erates VEA (discussed below).
Global inhomogeneity in the electrophysiologic characteristics usually
creates a medium which conducts more slowly and less uniformly. It commonly
involves the His-Purkinje system and thereby even affects the uniformity of
ventricular activation. Global inhomogeneity seldom plays a role in ini-
tiating VEA since, at slow stimulation rates, the changes in wavefront pro-
pagation are too small to be of consequence. However, under high rates of
stimulation, or in the presence of short inter-beat intervals (such as might
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result from a ventricular ectopic beat), the inhomogeneity is usually aggra-
vated. In such cases more than one electrical wavefront may coexist in the
ventricle at a given time. Since such wavefronts often propagate in par-
tially refractory tissue, their conduction velocities are greatly reduced.
The wavefronts may collide and extinguish each other, or they may evolve
into vortex-like patterns which frequently degenerate into fibrillation.
The dispersion of ventricular repolarization has been the most care-
fully studied form of global inhomogeneity (Han 1964a,b). The studies
demonstrated that increased dispersion of repolarization is correlated with
a lowered threshold for ventricular arrhythmias. More recently, however, it
has been suggested that spatial inhomogeneity almost always includes a com-
bination of nonuniformity of excitability, nonuniformity of conduction, and
nonuniformity of repolarization (Kuo 1985). Since all three of these
characteristics are interrelated, it is probably naive to expect any one of
them alone to provide the basis for a characterization of the role of global
inhomogeneity in ventricular arrhythmias.
The inhomogeneity due to disease is compounded by the natural inhomo-
geneity which stems from the anisotropic conduction and the relatively high
resistance of cell-to-cell coupling (Spach 1983ab). The anisotropic conduc-
tion is caused by the orientation of the cardiac muscle fibers. The conduc-
tion velocity in a direction parallel to the fibers is five or more times
faster than in a transverse direction. Regions of the ventricle where bands
of fibers oin, or regions which show scarring and fibrosis due to disease,
may further complicate the conduction patterns. The high cell-to-cell
resistance is believed to promote a discontinuous ("saltatory") pattern of
conduction, in which intercellular propagation is much slower than intracel-
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lular propagation. The combination of the anisotropy with the discontinuous
propagation has been shown to predispose to the formation VEA (Spach 1985).
2.4.3 Stages of Depressed Tissue Response
The manner in which a segment of depressed tissue responds to a given
stimulus is dependent not only the extent to which the tissue is depressed,
but also on the rate of stimulation. At high stimulation rates even healthy
cardiac tissues show beat-to-beat alterations of the action potential (see
figure 2-13). When tissues become depressed, the definition of "high rate"
changes, and alternating patterns in the action potential can be induced at
much slower stimulation rates. Depressed tissue has a longer refractory
period and hence appears to have a longer "memory" than healthy fast-
potential tissue. Its properties are like those of the AV node (see section
2.3.2.2) since the response to a stimulus is strongly dependent on events in
the preceding few seconds. The more depressed the tissue, the longer it
takes it to recover from a stimulation and hence the longer its "memory."
In the discussion which follows a study of acute ischemia by Downar (1977)
is used to highlight electrophysiologic changes which come about with
increasing level of tissue depression.
In acute ischemia induced by occlusion of the left anterior descending
coronary artery, the action potential of the ischemic region undergoes a
series of characteristic changes. After 5 minutes of occlusion the resting
potential becomes noticeably decreased (see figure 2-15). This partially
inactivates the fast Na+ current and results in an action potential with a
reduced upstroke velocity. At the same time the amplitude and duration of
the action potential are also reduced. The latency between the stimulus
artifact and the beginning of the action potential upstroke is increased,
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Figure 2-15: Transmembrane action
potentials recorded from the su-
bepicardium of the left ventricle
of an in situ pig heart. A
short control trace is shown
along with traces taken at 5, 6,
9, 10, 11, and 13 minutes after
occlusion. In all but the last
trace the heart was paced from
the atrium at a cycle length of
390 msec; the stimulus artifact
can be seen on the tracings. The
trace from minute 13 shows a
stimulus with no response; the
stimulus is followed 1170 msec
later by an action potential pro-
duce by a sinus escape beat.
(From Downar 1977).
indicating decreased responsiveness of the tissue. In the following minute
the plateau phase all but disappears and the previous changes are further
accentuated. At this point, the action potential is very similar to the
slow response shown in figure 2-14.
At 9 minutes an alternation in amplitude appears and evolves into 2:1
responses. This indicates that the tissue, having taken on the slow
response characteristics, now manifests post-repolarization refractoriness.
Even though the stimulus occurs after the membrane has repolarized, the tis-
sue is still partially refractory and only a partial response can be evoked.
At this time the activation time of the responses is delayed by 100 msec and
their total duration is decreased to about 100 msec. These responses degen-
erate further into small spikes which disappear altogether by 13 minutes of
ischemia. Although there are no responses at the stimulation cycle length
13 /
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of 390 msec, either a long pause or sufficient slowing of the pacing rate
can momentarily restore the tissue excitability. This means that even when
tissue cannot sustain a response at higher stimulation rates, after a short
rest it can still generate and action potential. An example of this can be
seen in the trace from 13 minutes after occlusion which shows an action
potential produced by a sinus escape beat 1170 msec after the termination of
pacing.
It is interesting note that action potentials similar to those in fig-
ure 2-13 are often associated with myocardial infarction (Lazarra 1978).
Viable cells which border a region of infarcted tissue show electrophysio-
logical changes which resemble those produced by intermediate levels of
ischemia. The alterations are most pronounced in the first day after the
infarction; in the subsequent days to weeks, the configuration of the action
potential usually returns to normal (Ursell 1985). During the period of
recovery if the tissue is paced at higher rates it also shows response
latency and alternation in amplitude (Hope 1980). Usually, a thin layer of
surviving cells directly overlying the infarct takes on permanent slow
response characteristics. The conduction characteristics of tissue overly-
ing an infarct is discussed in more detail in section 2.6.4).
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2.4.4 Depressed Conductiont
The first systematic study of depressed conduction was performed using
Purkinje fiber preparations exposed to high (8-16 mM) extracellular K+ in
combination with 10-6 mM concentration of epinephrine (Cranefield 1971ab,
1972). The fast inward Na+ current was almost entirely abolished by these
conditions. Studies using this preparation demonstrated a variety of con-
duction phenomena including slow conduction, decremental conduction, and
uni- and bi-directional block. A more recent set of experiments have been
performed on an atrial preparation in which the fast current was inactivated
increasing extracellular K+ (13 mM) to depolarize the membrane and adding
Ba++ to decrease resting K+ conductance (Cukierman 1982; Masuda 1982ab).
This preparation has demonstrated the phenomena of slow, uneven conduction,
low and high frequency block and has confirmed that the artificially induced
slow response has characteristics which are remarkably similar to those of
the AV node. With the exception of low frequency block, all of the electro-
physiologic properties found in the Purkinje and atrial preparations are
believed to occur in human VEA.
2.4.4.1 Slow Conduction and Decremental Conduction
The conduction velocity in slow response tissues may be as low as 1%
that of the healthy myocardium. Whereas in healthy tissues there is a sig-
nificant margin of safety in the propagation of the wavefront, in slow
response tissue this is not the case. Due to the depression of the fast Na+
current the net current density not only increases much more slowly, but
reaches only about one tenth of its normal maximum value (Gilmour 1983b).
tThe general references for this section are Cranefield (1975) and
Paes de Carvalho (1983).
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Since the current density is important in exciting neighboring tissues, the
wavefront propagates more slowly and less reliably.
Slow response tissue shows a graded response; that is, the action
potential amplitude and upstroke velocity are stimulus dependent. As a
result, the stronger the stimulus, the more quickly and reliably the impulse
conducts. This is in contrast to the typical all-or-nothing response of
healthy ventricular tissues. The graded response often causes inhomogenous
conduction in a segment of slow response tissue. As the impulse propagates,
it slows and accelerates in accordance with the different action potential
characteristics in local regions.
Slow response tissues often show decremental conduction. In decremen-
tal conduction the tissues produce a lower current density than the current
density which excites them. As the impulse propagates through the tissue,
each successive segment produces a lower current density than the segment
before it, so the wavefront velocity continually decreases. If this slowing
effect is great enough, the impulse may be extinguished. Decremental con-
duction which fails to propagate is sometimes referred to as concealed con-
duction.
Decremental conduction has been used to explain the the '"Wenckebach
Phenomenon."t In tissues which show the Wenckebach phenomenon a low stimu-
lation rate generates propagated impulses with fairly reproducible beat-to-
tEven as early as 1958 this explanation of Wenckebach periodicity was
challenged by experimental evidence which indicated that in the AV
node the increased conduction time was not the result of decremental
conduction, but was caused by slowing in a very small region of tis-
sue. (Rosenblueth 1958). Although this explanation was widely ig-
nored, a recent re-examination of the available evidence has shown
that it does in fact occur in Wenckebach cycles in the AV node and
His-Purkinje system (Zipes 1983).
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beat conduction patterns; however, if the rate is increased the tissue
begins to fatigue and the impulse propagates more slowly. At some critical
rate the conduction time for each successive impulse increases until the
impulse finally fails to propagate. After the concealed impulse the tissue
recovers and the cycle begins again. This cycling is referred to as the
Wenckebach periodicity; it is usually expressed as a ratio n:m, where n is
the number of stimulations after which the pattern repeats and m is the
number of the n impulses which successfully conduct.
2.4.4.2 Uni- and Bi-Directional Block
Conduction block refers to the failure of an impulse to propagate.t
The term anatomical block is used for regions that are permanently noncon-
ducting. Functional block refers to tissues which are capable of conduct-
ing, but fail to conduct in a given situation (e.g. concealed conduction).
Most frequently, functional block occurs in tissues which have an extended
refractory period and cannot respond to each successive impulse except at
low stimulation rates. Functional block can often be overcome by increasing
the strength of the stimulus.
Bi-directional block usually occurs when tissues are not electrically
excitable at physiologic current densities. Impulses which arrive at a
region of bi-directional block are extinguished. The exception to this rule
occurs in inexcitable tissues which permit a significant amount of electro-
tonic interaction. Tissues which are not electrically excitable, but which
have a sufficiently low resistance, can serve as a pathway for current
tThe term block when used in reference to the atrioventricular node
can mean slowed conduction or even more complicated behavior such as
Wenckebach periodicity. When used in reference to ventricular conduc-
tion, it implies a failure to propagate.
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between healthy tissues on the opposite sides of the block (Antzelevitch
1980). Currents which pass through inexcitable regions are referred to as
"electrotonic" currents.
lllllitI lI a
Figure 2-16: Uni-directional block in a fiber with an asymmetri-
cally depressed segment. The degree of depression is indicated
by the density of the vertical lines. Samples of transmembrane
potentials recorded from different sites are shown below. Con-
duction from left to right succeeds since it can generate a pro-
pagated action potential in the severely depressed region. Con-
duction from right to left fails due to a more diminished
response in the most depressed region. (From Helfant 1979,
p.28)
Uni-directional block occurs in tissues which have a spatial asymmetry
in the conduction characteristics (see figure 2-16). An example is a seg-
ment of slow conducting tissue in which conduction is severely depressed at
one end, with gradually improving conduction towards the other end. An
impulse which arrives at the better end encounters increasingly depressed
tissue in its path. The result is decremental conduction which leads to
block. On the other hand, an impulse which arrives at the severely
depressed finds increasingly excitable tissue. If the impulse can excite
the highly depressed tissue, or if it can generate sufficiently strong elec-
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trotonic currents, it stands a good chance of conducting through to the
other end of the depressed segment.
2.4.4.3 Summation and Inhibition
Summation and inhibition can play an important role in myocardium which
contains areas of slow conduction and borderline functional block (Crane-
field 1971b). Both summation and inhibition occur in regions which can be
conceptualized as a "T" or "Y" shaped branching network. The network has
two input branches which come together at a central point and continue on as
a single branch.
Summation is an additive interaction between the two input branches.
An impulse arriving from either input branch cannot propagate through to the
output branch. If, however, impulses from both input branches arrive at the
junction more-or-less simultaneously, the the impulse is propagated to the
output branch. In the phenomenon of summation neither input branch can pro-
vide sufficient current to depolarize the output branch, but their combined
electrotonic currents suffice to propagate the impulse.
Inhibition is a destructive interference between the input branches.
With inhibition, one of the input branches ("good branch") can excite the
output branch, while the other input branch ("bad branch") blocks at the
junction. When the bad branch blocks, not only does the impulse fail to
propagate, but if the block occurs some critical time before a new impulse
from the good branch arrives, then the new impulse fails to conduct. In the
phenomenon of inhibition the current from the bad branch is sufficient to
depolarize a critical area within the junction, but not sufficient to induce
a fully propagated wavefront. If an impulse arrives via the good branch
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before the tissue at the junction has recovered, the impulse fails.
2.4.4.4 Low and High Freauency Block
High frequency block occurs when the tissue is stimulated at too high a
rate; it is a form of functional block. In most mammals, the healthy ven-
tricular myocardium can respond to stimulation rates many times the resting
heart rate. Slow response tissues, however, have a much lower maximum rate;
this rate is inversely related to how much the tissue is depressed. It is
not uncommon for depressed tissues to have maximum stimulation rate of
around 1 Hz. Since depressed tissues show a graded response, the actual
maximum rate is a function of stimulus intensity.
Low frequency block is a phenomenon unique to slow response tissues
(Cukierman 1982). For normal levels of stimulation current, there is a
minimum stimulation rate at which the tissue will respond. Below a rate of
a few tenths of a Hz, conduction usually fails. The mechanism of low fre-
quency block is not understood. The phenomenon is, however, an important
reminder of the strong influence of past stimulus history on the electrical
activity of depressed conduction tissue.
A phenomenon which is related to low frequency block in its charac-
teristics, but probably not in its mechanism of action is phase 4 block.
Phase 4 block refers to the inability of tissue to propagate an impulse when
the rate is so slow that the stimulus falls late in phase 4. It is believed
to occur in depressed Purkinje fibers which show an increased rate of phase
4 depolarization (Rosenbaum 1976). A possible explanation is that the later
in phase 4 the fiber is stimulated, the less negative the start-off poten-
tial and the more depressed the resulting action potential. If such an
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action potential then encounters more depressed tissue, it might not be able
to generate a sufficient current density to sustain the impulse.
2.4.5 Abnormal Automaticitv
Diseased and ischemic ventricular tissues show an increased incidence
of spontaneous beating. This is largely due to an enhancement of the
natural His-Purkinje automaticity (Lazarra 1978); however, in the diseased
state, even the normally quiescent ventricular myocardium is known to show
automaticity (Singer 1981b). The spontaneous, pacemaker-like oscillations
occur in depressed, partially depolarized fibers in which the fast inward
Na+ current is partially or wholly inactivated. This type abnormal automa-
ticity is very similar to the normal spontaneous automaticity of the sinoa-
trial node, and is probably inducible in most cardiac cells by a lowering of
the diastolic potential.
The cycle time for spontaneously beating ventricular fibers is usually
0.5 to 2 seconds. Sometimes a pacemaker focus is stable, persisting
unchanged for prolonged periods of up to several hours; at other times it
waxes and wanes in a cyclical or random fashion. Since a focus is often
located in a region of slow response tissue, impulses entering or leaving
the focus may experience some element of depressed conduction. This may
lead to in entrance or exit block and can help to protect the pacemaker from
being entrained by the SA node.
2.4.6 Afterdepolarizations
Afterdepolarizations are low level damped oscillations in the transmem-
brane potential which depend on the occurrence of a prior initiating action
potential. They are found under a variety of conditions which promote
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depressed conduction (Cranefield 1977). Afterdepolarizations may originate
during or following completion of repolarization of the initiating event.
Early afterdepolarizations most commonly disrupt during the plateau phase
but may also occur during phase 3. Delayed afterdepolarizations, on the
other hand, occur during phase 4. Afterdepolarizations are important
because if the amplitude of the damped oscillation exceeds a threshold, a
new action potential may be triggered.
Conditions which give rise to afterdepolarizations and to triggered
activity, along with examples of these phenomena are presented in section
2.5.3.
2.4.1 Relevance to Diseased Human Mocardium
One can question how relevant the phenomena observed in experimental
preparations are to what happens in chronic human VEA. Although the data on
this is scarce, there have in fact been a few studies performed on ventricu-
lar tissues removed from subjects with chronic heart disease during cardiac
surgery (Spear 1979; Singer 1981b; Dangman 1982; Gilmour 1983a). The
results are consistent with most of the findings from the animal models.
The tissues from damaged areas usually shows a reduced resting membrane
potential, with reduced amplitude and maximal upstroke velocity. The shapes
of the potentials are usually like those of the slow response shown in fig-
ure 2-14. When paced the tissues can show depressed conduction, and when
the stimulation rate is increased there are alterations in action potentials
similar to the 2:1 entrainment shown in figure 2-15. Some of of the tissues
also show enhanced automaticity and afterpotentials.
In some of the samples of depressed human ventricular tissue the slow
- 69 -
response is abolished by the fast Na+ channel blocker tetrodotoxin, in oth-
ers by the slow channel blocker verapamil. This implies that the tissues
have different levels of fast and slow current involvement. This finding is
consistent with experimental observation which indicate that some depressed
tissues, such as those created by acute ischemia, depend more on a depressed
fast current, while other tissues, such as cells bordering infarcted tissue,
depend on the slow current (Gilmour 1983b).
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2.5 Mechanism of VEA
Ventricular ectopy comes about as the result of changes in the electri-
cal characteristics of the myocardial tissue. As was discussed in section
2.4, these alterations may involve metabolic factors which alter the chemi-
cal balance of the tissue, and they may involve physical factors such as
infraction and fibrosis. In either case, the changes usually produce a phy-
sical substrate which has increased spatial inhomogeneity and regions of
depressed tissue.
Ventricular ectopy results from abnormalities of impulse initiation or
impulse conduction, or a combination of both. Abnormal impulse initiation
is caused by either abnormal automaticity or triggered activity. Abnormal
automaticity is usually found in partially depolarized Purkinje-fibers whose
intrinsic automaticity has been enhanced or, less frequently, in ventricular
myocardium which has been converted to a slow response with a phase 4
pacemaker potential. Triggered activity is found under similar conditions
and is caused by afterdepolarizations whose amplitude is sufficient to gen-
erate a subsequent action potential. Abnormal impulse conduction results
from changes which disrupt the uniformity ventricular conduction and give
rise to re-entrant excitation.
The term VEA "mechanism" refers to the electrophysiological process by
which the PVC is generated. As such, it refers to reentry, abnormal automa-
ticity, or triggered activity.
2.5.1 Reentry
Under certain conditions the propagating impulse may not die out after
complete activation of the heart, but it may persist and reexcite the
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ventricles at the end of the refractory period. This is called reentrant
excitation. In most cases a combination of slowed conduction and uni-
directional block is required for the initiation or maintenance of reentrant
activity. Reentry can be further subdivided into the categories of simple
reentry, compound reentry, and reentry in a tract (reflection).
2.5.1.1 Simple Reentry
Simple reentry arises in a closed circuit which contains a region of
transient or uni-directional block (see figure 2-17). When the impulse
reaches the circuit, it begins to propagate in both of the two possible
directions. For reentry to occur, the impulse must be blocked in one branch
of the closed circuit. If the time it takes the unblocked impulse to circle
around the circuit is sufficiently great, the impulse can conduct around the
loop and reexcite the tissue at the point where it began. The result is a
ventricular activation which is coupled to the occurrence of a previous
beat.
The His-Purkinje system (HPS) provides a natural substrate for simple
reentry circuits (Akhtar 1983). The tubular structure of the branches
creates natural circuits by restricting the impulse propagation in these
high-conduction-velocity fibers to an axial direction. Since the size of
the circuits involving the major HPS branches is large, the amount of slow-
ing that is required to generate reentry is usually small enough that it can
be generated by the decreased propagation velocity of partially refractory
tissues. As a result, programmed ventricular stimulation can sometimes
evoke this form of reentry even in individuals with healthy hearts which do
not have regions of depressed tissue.
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Simple reentry can also occur in the more distal portions of the HPS
(e.g. see figure 2-17) (Wit 1972b). Due to the smaller size of the anatomi-
cal circuits, such reentry depends more heavily on the presence of depressed
tissue which can slow the propagation of the impulse long enough to allow
other tissues to become excitable once again.
Figure 2-17: Example of reentry in the distal portion of the
His-Purkinje system. Shown is a pair of terminal branches which
terminate in the ventricular myocardium on the right. The lower
branch contains a region of uni-directional block which conducts
only from the distal (D) to the proximal (P) side. A supraven-
tricular impulse which propagates down the HPS is blocked in the
lower branch. It continues in the upper branch and enters into
the lower branch as shown. Because the conduction time in the
region D to P is long, the impulse can reexcite the HPS when it
exits at P. (From Swenne 1984).
2.3.1.2 Compound Reentry
In compound reentry there is no well defined circuit by which the
impulse reenters. For this reason it is sometimes called random reentry.
Compound reentry usually requires an anatomic obstacle in the form of inex-
citable or slow conducting tissue. The obstacle, which may be a permanent
feature or a transient effect of a previous activation, provides a barrier
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around which the impulse can "chase its tail." Spatial inhomogeneity in the
electrophysiologic characteristics of the myocardium usually makes it easier
to sustain compound reentry.
A simple example of compound reentry is a wavefront circulating in the
depressed conducting tissue which surrounds a central core of infarcted tis-
sue. Although it appears that the conduction path in such a situation is
very well defined by the anatomy, the actual wavefront can show marked vari-
ations from cycle to cycle.
A more complicated example is shown in figure 2-18; in it, the region
of marginal tissue conducts preferentially in one direction. As a result,
the impulse conducts around the blocking border and enters the depressed
tissue on the other side. Since the conduction velocity in the depressed
tissue is slow, by the time the impulse emerges, the healthy myocardium is
no longer refractory. This allows the wavefront to continue propagating.
Figure 2-18: Compound reentry around
and through an area of marginally con-
ducting tissue. The figure shows a hy-
pothetical region of ischemic or par-
tially infarcted tissue in the left
ventricular wall. The depressed tissue
shows uni-directional conduction from
the epi- to endocardium (left to
right), providing a substrate for reen-
try. (From Swenne 1984).
Compound reentry can also occur in the absence of any conduction
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defect. For such reentry to occur, an ectopic impulse must generate a wave-
front which either partially collides with the main activation wavefront, or
encounters tissues which are ust becoming excitable. If the conditions are
right, a vortex can form and stabilize into a circulating wavefront (Alles-
sie 1977). This form of reentry is frequently referred to as "leading cir-
cle" reentry. Conduction through the reentrant circuit is slowed because
the impulses are propagating in partially refractory tissue. Impulses
spread centripitally from the circumference of the circulating wavefront
towards the center and keep the tissue there in a constant refractory state.
The circumference of such a reentrant path may be as small as a centimeter
(Allessie 1977).
From the above descriptions of compound reentry one might infer that,
once such reentry is established, it converges to a stable and persistent
pattern. In some cases this is true; however, most of the time in compound
reentry the conduction path continues to evolve from beat to beat. After
several reentrant beats the electrophysiological characteristics of the ven-
tricular myocardium are quite non-uniform, especially near region of the
reentrant circuit. Usually, this prevents the wavefront from finding excit-
able tissue and causes it to be extinguished. If the wavefront continues to
persist, ventricular tachycardia and fibrillation usually ensue.
2.5.1.3 Reentry in a Tract (Reflection)
Reentry can also occur without the need for a closed circuit around
which the impulse circulates. Reentry which stems from slow conduction may
occur in unbranched bundles of Purkinje fibers. A similar form of reentry
can result from electrotonic interaction across an inexcitable membrane.
Both of these forms of reentry are usually referred to as "reflection."
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Reflection occurs in bundles of PurkinJe fibers in which one of the
bundles has a short section of depressed conduction (Wit 1972a). During
excitation, conduction slows down in the depressed region of the affected
bundle. If the other bundles have normal recovery properties then, as the
slow impulse propagates, it may find adjacent bundles which have recovered
and are once again excitable. If these healthy bundles are reexcited, the
impulse is returned (reflected) back towards the direction from which it
originated. This form of reentry depends heavily on some element of longitu-
dinal dissociation of the bundles, and is similar to simple reentry.
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Figure 2-19: Left: A conducting bundle shown at two different
stages in time. The bundle contains a region of inexcitable tis-
sue. On top the antegrade impulse (A) reaches the proximal (P)
end of the inexcitable tissue and excites the distal (D) with
electrotonic currents. On bottom the distal end then reexcites
the proximal end and a retrograde impulse (R) is generated.
Right: On top is a recording from the proximal side showing both
the antegrade and retrograde impulses. On bottom is the record-
ing from the distal end of the inexcitable membrane. (From
Swenne 1984).
Reflection can also occur across an inexcitable segment of tissue (Jal-
'~d' ..... J
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ife 1981). For example, if a short segment of a Purkinje bundle is inexcit-
able to stimulation, an impulse conducting along the bundle will be blocked
when it reaches the segment (see figure 2-19). The blocked impulse can,
however, generate a current flow through the inexcitable segment. If the
segment is sufficiently short (usually less than a few millimeters) the
current that crosses it can be sufficient to excite fibers distal to the
inexcitable region. Due to the fact that current density is lower than that
of a normally propagating wavefront and that the tissue near the region of
block is depressed, there is often a significant delay before the distal
region manifests an action potential. If this delay is long enough, the
current from the distal activation can reexcite the proximal end of the
inexcitable membrane. In theory, this could develop into a self-sustaining
process, but in practice this does not appear to happen.
2.5.2 Abnormal Automaticity - Parasvstole
When the membrane potential of the His-Purkinje system or ventricular
myocardium is depolarized to less than -60 millivolts (as is usually the
case in depressed tissue), it increases the chance of spontaneous diastolic
depolarization.t In the absence of conduction block, an abnormal automatic
focus should manifest itself only when the sinus rate decreases below the
intrinsic rate of the focus. However, the conditions which give rise to the
abnormal automaticity often depress the conduction in the vicinity of the
pacemaker focus. If the conduction into the focus is impaired, the activity
tThere is in fact a variety of factors which have been shown to
enhance automaticity. These include mechanical stretch, alkalosis,
elevated temperature, hypoxia, elevated PCO2, decreased extracellular
K+ concentration or Ca++ concentration, and elevated catecholamines.
Most of these conditions induce a depolarization of the membrane po-
tential.
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of the focus can become partly or completely decoupled from the regular
sinus node entrainment. This condition is referred to as parasystole.
2.5.2.1 Ideal Parasvstole
Ideal parasystole occurs when the pacemaker focus is completely pro-
tected from the influence of the normal ventricular activations. In addi-
tion to the complete entrance block, the focus can experience varying levels
of intermittent exit block. This condition can be recognized on the elec-
trocardiogram by two features. The coupling intervals of the PVCs are not
fixed, but wander through the diastolic interval up to and including fusion
beats. Also, the inter-PVC intervals are simple multiples of a time period
which is assumed to represent the cycle time of the parasystolic focus.
Because of the fairly stringent requirement of complete entrance block,
ideal parasystole is not commonly found.
2.5.2.2 Modulated Parasvstole
Modulated parasystole encompasses the spectrum between the extremes of
an entrained focus and ideal parasystole. The modulated parasystolic focus
is coupled to the healthy myocardium via a region of depressed tissue. The
tissue usually shows uni-directional block into the focus with some element
of intermittent conduction slowing or block out of the focus. An example is
shown figure 2-20. An impulse which attempts to enter the focus is
extinguished before reaching it. Although it does not reset the focus, the
impulse can, nontheless, influence its timing by means of electrotonic
currents generated through the region of block. The combination of the
electrotonic modulation and the added variability of the exit conduction
slowing or block often yields fairly diverse temporal patterns of PVC gen-
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Figure 2-20: A possible configuration of a parasystolic focus in
the His-Purkinje system. The segment of depressed conduction
has region of uni-directional block (left), abnormal automatici-
ty (center), and bi-directional block (right). The parasystolic
focus (*) is protected from outside impulses (though it may be
modulated by them).
eration (Antzelevitch 1983b).
The influence of the electrotonic current on the parasystolic focus
depends on the current density and the time in the natural cycle of the
focus at which the current is applied (see figure 2-21). In general, elec-
trotonic current early in the cycle delays the arrival of the next impulse,
while current later in the cycle accelerates the next impulse. If multiple
modulations occur during one parasystolic cycle, the individual effects can
be superimposed. Each modulation can be thought of as shifting the starting
point of the current cycle forward or backward in time, so a subsequent
modulation may be calculated by applying the original modulation curve to
the shifted cycle.
In almost all modulation curves the maximal inducible delay is less
than the maximum acceleration. The transition between delay and accelera-
tion is fairly abrupt; its location is a function of the current intensity.
In many cases, if the stimulus is applied at a critical time in the
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transition zone, it can turn off the activity of the parasystolic focus.
This is referred to as annihilation.
NCE
Figure 2-21: Examples of experi-
mentally induced modulation of a
parasystolic focus shown for
varying levels of electrotonic
coupling. The x-axis shows the
time with respect to the parasys-
tolic cycle when the current is
applied. The y-axis shows how
much the basic cycle length (BCL)
of the parasystolic focus is in-
fluenced by the electrotonic
current. Current applied early
in the cycle can prolong the cy-
cle length by up to 30%, while
current applied later in the cy-
cle can shorten the total cycle
time by up to 60%. (Antzelevitch
1982).
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2.5.3 Triggered Activity
Triggered activity is defined as an action potential which rises from
an afterdepolarization. A triggered action potential can be caused by early
afterdepolarizations during the plateau phase, or it can be caused by a
delayed afterdepolarization following repolarization. Triggered activity is
usually found in depressed tissues (Singer 1981b).
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Triggered activity from delayed afterdepolarizations has been best stu-
died in digitalis toxic Purkinje fibers (Ferrier 1977). An example of this
kind of triggered activity is shown in figure 2-22. When fibers which show
delayed afterdepolarizations are driven at increasing rates, the magnitude
of the oscillations increases, as does the likelihood that they will attain
threshold and generate triggered activity. The shape and number of oscilla-
tions in the delayed afterdepolarizations is usually a function of stimulus
rate and duration.
In animal models of digitalis-toxicity induced delayed afterdepolariza-
tions, the triggered activity has been implicated as the cause of the
repetitive ventricular activity. Although similar activity has been observed
in tissues from diseased human ventricles (Singer 1981b), there is at
present little documentation of the role of delayed triggered activity in
human VEA. There is evidence, however, that it may play a role in some AV
nodal arrhythmias (Rosen 1980). This finding is consistent with the obser-
vation that AV nodal tissue seems to possess many of the properties of slow
potential tissue.
Triggered activity rising from early afterdepolarizations has been less
well studied (see figure 2-22). While early triggered activity has been
noted in a number of experimental preparations and in diseased human ven-
tricular tissue, its role in human VEA is unclear. Since early afterdepo-
larizations are most readily induced when the stimulation rate is low and
when the plateau phase is abnormally prolonged, it is speculated that early
triggered activity may be responsible for VEA in the presence of low heart
rates or an abnormally prolonged Q-T interval (Rosen 1984).
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Figure 2-22: Top: Example of triggered activity arising from de-
layed afterdepolarizations. A ouabain superfused Purkinje fiber
bundle was paced for one, two, and three beats. The single and
paired action potentials were both followed by delayed after-
depolarization and then the preparation was quiescent. The
paced triplet was followed by an afterdepolarization which
resulted in sustained triggered activity. The x-axis shows time
marks every second. (From Reder 1982). Bottom: Progression of
an early afterdepolarization to triggered activity. On the left
is a trace of PurkinJe fibers exposed to cesium chloride paced
at a cycle length of 2 seconds. On the right, when the same
preparation was paced at a 4 second cycle length early after-
depolarizations increased until a triggered action potential was
generated. (From Damiano 1984).
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2.6 VEA Mechanisms in Mocardial Infarction
In the previous section the various VEA mechanism were organized and
explained according to mechanism type. In this section the VEA mechanisms
are organized according to the disease state in which they occur. The dis-
cussion is, however, limited to mechanisms which occur as the result of
ischemia related events such as acute ischemia, reperfusion, and infarction.
This limitation is imposed for two reasons. First, and probably most impor-
tant, the majority of experimental research has focused on ischemia related
disease states. Although cardiomyopathy, heart failure, valvular disease,
etc. are also known to be associated with VEA, they have drawn less experi-
mental attention. This may be due to a decreased clinical profile of these
problems or perhaps due to the absence of appropriate experimental models.
Second, ischemia leading to reperfusion or leading to infarction with heal-
ing is an extremely common clinical scenario. It is useful to have an
understanding of how the VEA mechanisms evolve under these conditions.
Most of the information in this section has come from animal studies.
There are a variety of animals which have been used, including dogs, pigs,
cats, and sheep. The animals have healthy hearts prior to the experimen-
tally induced ischemia or infarction. In contrast, these events in humans
almost always occur in the context of a preexisting condition such as
coronary artery disease. The difference in species and in the underlying
cardiac disease state must be kept in mind when attempting to use the exper-
imental results to interpret findings from a clinical setting.
2.6.1 VEA during Acute Ischemia
As discussed in section 2.4.2, ischemia is usually followed by
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decreased excitability, increased latency of response, and prolonged activa-
tion in the ischemic zone. The onset of ventricular arrhythmias following
ischemia has been noted to correspond with the onset of 2:1 or other alter-
nating responses of the ischemic area (El-Sherif 1975; Downar 1977). From
this it is inferred that some element of critical timing or conduction is
required to enable the VEA mechanism. Studies using occlusions of the left
anterior descending (LAD) artery have yielded two somewhat incompatible
explanations of the VEA mechanism. One explanation is due to Kaplinsky
(1979a,b, 1980); the other, to Janse (1980, 1981, 1982).
Using a composite electrode, Kaplinsky (1979a) reported continuous
electrical activation during both the N-to-V interval and the V-to-V inter-
val of spontaneous ventricular tachycardia during the first 2-10 minutes of
ischemia. The spread of activation of the ectopic beats was from the
ischemic myocardium. Kaplinsky concluded that the prolonged subepicardial
activity preserves the impulse for reentry, and that the subendocardial
Purkinje fibers were an essential link in the reentry circuit (see figure
2-17).
In the period 12-30 minutes after occlusion, continuous electrical
activity during the N-to-V interval could no longer be detected in either
the subepicardial or the intramural electrodes. Choosing between the
options of reentry and automaticity, Kaplinsky concluded that the mechan-
isms of the later phase was reentrant and involved microscopic pathways at
the Purkinje-muscle junction. The conclusion was based on the belief that
Purkinje fibers were unlikely to show spontaneous automaticity shortly after
coronary occlusion (aplinsky 1979b).
Janse's (1980) analysis was based on epicardial mappings during the
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first 15 minutes following LAD occlusion. His recordings showed that con-
tinuous electrical activity did not span the N-to-V interval. Instead, the
PVC following the normal beat was briefly preceded by PurkinJe activity near
the subendocardium. The subsequent V-to-V intervals did, however, show con-
tinuous activation patterns (see figure 2-23).
border
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Figure 2-23: Activation patterns of the first two PVCs of a
spontaneous ventricular tachycardia occurring after 4 minutes of
ischemia. The right panel shows the position of the electrode
grid sutured to the anterior surface of the ventricles. The
dots indicate the electrode terminals. Panel A shows the ac-
tivation pattern of the first PVC; panel B, the second. Panel B
also shows the location of the border between ischemic and nor-
mal myocardium (ischemic is to the right). The isochronal lines
show the wavefront propagation at 20 msec intervals. The thick
lines with arrows indicate the general direction of the wave-
front; transverse bars indicate conduction block. The earliest
activity in A is found at the non-ischemic side of the border.
The wavefront circles around the sides of the uni-directional
block and invades it the other side. In panel B the wavefront
continues to circulate and completes another cycle. (From van
Capelle 1982).
Janse suggested that, although the ventricular tachycardia was main-
tained by compound reentry, it was initiated by a different mechanism. The
__
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electrode-array mapping showed the activation of the first PVC to be focal
in origin and to occur on the normal side of the ischemic border. In the
majority of cases there was a zone of inexcitable tissue between the
ischemic tissue and the non-ischemic myocardium showing the earliest ectopic
activity. During the the T-wave preceding an ectopic beat a sizable current
(2 A/mm3) flowed from the ischemic to normal tissue. Janse hypothesized
that this current depolarized the resting potential of nearby Purkinje tis-
sues, thereby enhancing their natural automaticity and causing them to gen-
erate an impulse. The mechanism as proposed by Janse is a form of reflec-
tion (see section 2.5.1.3).
2.6.2 ReDerfusion Arrhythmias
Ischemia does not necessarily lead to infarction. In fact, transient
or low level ischemia without infarction is thought to be common in human
coronary artery disease. Reperfusion of ischemic myocardium often causes or
increases the likelihood of ventricular arrhythmias.
In isolated cardiac tissues from canines, reperfusion is followed by
two phases of arrhythmias (see figure 2-24) (Ferrier 1985). Before reperfu-
sion, the resting potential of the tissue is partially depolarized. Upon
reperfusion there is a transient 5 minute hyperpolarization after which tis-
sue once again becomes depolarized. This second depolarization phase is
characterized by oscillatory afterpotentials which result in triggered
activity. Over the next 30 minutes the tissue gradually becomes repolar-
ized. During this repolarization process there is a period of increased
automaticity in which regions of the tissue take on the properties of a
parasystolic focus.
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Figure 2-24: Left: Effects of exposure to ischemic conditions
followed by reperfusion on the maximum diastolic (phase 4) po-
tential in canine ventricular tissue. The x-axis is the time in
minutes with reperfusion occurring at 40 minutes. The y-axis is
the maximum resting potential in millivolts. Right Top: Several
minutes after reperfusion delayed afterdepolarizations are seen.
Here the afterdepolarizations give rise to two triggered action
potentials. The marks underneath the trace indicate the timing
of the pacing stimulus; they occur at 250 millisecond intervals.
Right Bottom: Parasystolic activity approximately 30 minutes
after reperfusion. The top trace is a microelectrode record
from Purkinje tissue, the middle trace is from ventricular myo-
cardium, and the bottom trace is a record of stimuli applied to
the myocardium. Note the phase resetting effect of the single
applied stimulus. (From Ferrier 1985).
It is unclear to what extent such isolated cardiac preparations reflect
the actual reperfusion events in humans. At present, the mechanisms of
reperfusion arrhythmias in vivo are poorly understood.
2.6.3 VEA in Early Mocardial Infarction (First Day)
In the first day after canine myocardial infarction there is usually an
increase in spontaneous automaticity. The rate of the focus is often
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similar to that of the sinoatrial node, and idioventricular rhythm is not
uncommon (El-Sherif 1982). The spontaneous PVCs originate in the subendo-
cardial Purkinje network underlying the infarction and show frequent shifts
of the pacemaker site. There is no evidence of continuous electrical
activity in such rhythms.
When the infarcted heart is artificially paced at higher rates,
episodes of sustained ventricular activity can be initiated. The slower of
these ventricular rhythms appear to be caused by triggered activity from
delayed afterdepolarizations, while the faster of the rhythms are caused by
compound reentry (El-Sherif 1983).
The reentry occurs in the surviving layer of depressed epicardial cells
overlying the infarction. The paced beat which initiates reentry encounters
a continuous arc of functional block and generates two activation wavefronts
which slowly circulate around both ends of the block. By the time the wave-
fronts reach the center on the other side, the tissue is ready to conduct
and the wavefront breaks through the center of the previously refractory
tissue. This initiates a figure-eight reentry pattern with two coupled
wavefronts circulating in opposite directions (see figure 2-25).
2.6.4 VEA in Later Mocardial Infarction (Several Days)
Several days after a canine myocardial infarction, the spontaneous ven-
tricular automaticity usually subsides. Since in most experimental prepara-
tions spontaneous ventricular arrhythmias are no longer found, all investi-
gators use atrial or ventricular pacing to evoke PVCs.t When inducible, VEA
appears to be caused by compound reentry in the epicardium and subepicardium
tThe absence of ventricular arrhythmias in the experimental models is
a clear indication that the animal models do not adequately represent
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Figure 2-25: A three-dimensional diagrammatic illustration of
the figure-eight activation pattern of reentry. The wavefront
circles around the region of functional block and breaks through
its center. The result is compound reentry with two coupled
loops circulating in opposite directions. (From El-Sherif 1982).
overlying the infarction (El-Sherif 1981).
The reentry occurs through a region of depressed tissue which shows
time varying decremental conduction similar to AV nodal Wenckebach cycles
(Simson 1977). At slow pacing rates, the wavefront propagates through the
depressed tissue quite quickly. As the pacing rate is increased, the wave-
front begins to fractionate and slow down. The conduction time through the
tissue increases with each stimulation until propagation fails. In cases
when the conduction through the depressed zone exits and finds an excitable
ventricle, a PVC is generated. The pattern of normals and PVCs that results
human myocardial infarction. The majority of patients who suffer from
myocardial infarction continue to have significant VEA in the months
after infarction (Moss 1980). The difference in VEA level is probably
attributable to the presence of underlying heart disease in the pa-
tients. This disease continues to subject the myocardium to condi-
tions which promote VEA. In addition, it is likely that neurohumoral
modulation which can promote VEA is more extensive in man than in the
animal models.
_ _
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from such pacing shows Wenckebach-like periodicity with patterns of 2:1,
3:2, 4:3, etc. The actual pattern is determined by the pacing-rate-
dependent conduction properties of the depressed tissue (see section
2.7.5.1).
2.6. VEA in Chronic Heart Disease
Several weeks after an experimental canine myocardial infarction there
is no spontaneous ectopy. Sustained ventricular tachycardia can, however,
be induced by programmed electrical stimulation (Garan 1980). The site of
stimulation is critical, implying that the local properties of excitability
and refractoriness as well as the anatomic and geometric factors have sta-
bilized. In the absence of influences which can significantly alter the
electrophysiological properties, the post-infarction canine heart is fairly
resistant to VEA.
In humans, potentially dangerous chronic VEA persists even months after
infarction. The VEA in heart disease has been extensively studied using
ambulatory recordings and electrophysiologic studies. In most cases little
can be said about the underlying mechanism since, with few exceptions (Jal-
ife 1982; Swenne 1983), no systematic methodology exists for relating the
temporal occurrence of PVCs to the generating mechanism. Studies which dis-
cuss clinical VEA mechanisms usually do so on an anecdotal or case-by-case
basis (e.g. Nau 1983).
There are several studies which have examined the properties of ven-
tricular myocardium and PurkinJe tissue excised from patients undergoing
heart surgery (Spear 1979; Singer 1981b; Dangman 1982; Gilmour 1983). The
electrophysiological properties of these tissues appear to be quite similar
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to injured preparations derived from animal hearts. Slow response charac-
teristics, such as decremental conduction, block, and stimulus-dependent
conduction are often present. The studies document examples of modulated
parasystole with phase resetting and annihilation; they also document early
and delayed depolarizations which give rise to triggered activity. The
extent to which these findings represent the in vivo activity of these tis-
sues is not known.
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2.1 Studies of VEA Structure
In the late 1960s the evolution of the Coronary Cary Unit and long-term
ECG recording focused much more attention on the problem of VEA. A number
of investigators began to look at the factors which characterized the
activity of the VEA mechanism. Some examined factors that were related to
the overall level of VEA; others examined the details of the PVC timing pat-
terns. This section presents brief summaries of some of these investiga-
tions.
2.7.1 Modulation of VEA in Humans
In a paper which reported the influence of sleep on VEA, Lown (1973)
observed:
"Ventricular ectopic beats are sporadic and seemingly random in
occurrence. The reason for their emergence precisely at any
moment in time remains obscure even in patients with significant
heart disease; in most instances, no immediate provocative fac-
tor can be identified. The development of extrasystoles without
apparent cause in healthy subjects suggests that there may be
mediating agencies extrinsic to the heart. Physicians have long
been aware that psychologic and neural factors may affect heart
rhythm. Irregularities in pulse due to emotion were already
appreciated by Galen in the Roman era. The passage of two mil-
lenia has provided much anecdotal information relating cardiac
arrhythmia to psychologic factors, but hard clinical facts con-
tinue to be meager."
In reporting the reduction of VEA during sleep, Lown addressed the
larger issue of VEA modulation. The factors which influenced the activity
of the VEA mechanism were poorly understood. Studies showed a broad corre-
lation between VEA variation and physical activity, diurnal, neural and
psychological factors (see figure 2-26) (Pickering 1977, 1978); however,
this correlation was weak and, in any given patient, the modulation of VEA
was often unpredictable.
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Figure 2-26: Modulation of VEA level over a period of 24 hours.
Top: A graph of the heart rate over time. Bottom: A graph of
the rate in PVCs per 15 minutes over time. Note the strong
variation of PVC rate with time. This modulation appears to be
linked to the variation in heart rate. (From Winkle 1983a).
The variation in the level of VEA became very important in the evalua-
tion of antiarrhythmic medication. It was found that the variability could
mask or mimic a drug effect (Winkle 1978); without knowledge of the underly-
ing physiologic influences on the VEA mechanism, it had to be considered a
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source of "noise." Several studies attempted to quantify the variability of
the hourly VEA counts (Morganroth 1978; Moller 1980; Michelson 1980). They
found that variability of the counts was so great that an antiarrhythmic
agent had to reduce the VEA by 70-90% in order for the decrease to be sta-
tistically significant. This issue has been further complicated by recent
findings that even when an antiarrhythmic agent significantly reduces VEA,
the long-term ( > 1 year) reduction in VEA is often independent of the medi-
cation (Pratt 1985).
2.1.2 Human VEA as a Function of Average Heart Rate
The realization that VEA was being modulated by a host of physiologic
factors motivated the analysis of VEA as a function of heart rate. There
were three reasons for using heart rate as the independent variable. First,
the heart rate was a general indicator of overall level of metabolic
activity. Second, as the pacing rate of the myocardium, the heart rate had
a direct influence on the stimulus-dependent characteristics of the cardiac
tissues. Finally, the heart rate was a parameter which was easily and reli-
ably obtained from the ECG using automated equipment.
The first major study of the heart-rate influence on PVC production was
reported by Winkle (1982). Winkle analyzed 24-hour ambulatory recordings
from 24 patients; all the patients had frequent PVCs (>60/hour). Each 24-
hour recording was divided up into one-minute epochs, and the heart rate and
PVC rate were calculated for each epoch. The epochs were assigned to bins
on the basis of the heart rate. The average PVC rate was calculated for
each heart rate bin. Only those bins which had at least five epochs were
plotted (see figure 2-27).
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Figure 2-27 Two graphs of the relationship between PVC frequency
and the heart rate for a 60-year-old male with coronary artery
disease. On the left is a baseline graph; on the right is a
graph from a long-term recording made 3 1/2 weeks later. Both
graphs show increasing PVC production with increasing heart
rate. The procedure used to generate the graphs is described in
the text. (From Winkle 1982).
Winkle found that almost all patients with frequent PVCs had a
patient-specific, characteristic relationship between the heart rate and PVC
rate. The most common relationship was one of increasing PVC rate as a
function of increasing heart rate. He also found that in most of the
patients the pattern was reproducible on repeat recordings done 1 day to 2
months later (see figure 2-27). Winkle concluded that the heart-rate depen-
dence could, in part, explain such phenomena as "spontaneous variability" of
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PVC frequency, sleep suppression of PVCs, and suppression of PVCs by p-
blocking agents.
A number of other investigators also examined the clinical relationship
between heart rate and PVC rate (Steinbach 1982; Sanna 1983; see Appendix).
Their results support the hypothesis that the influence of heart rate on PVC
production can yield information about the characteristics of the underlying
PVC generating mechanism.
2.7.3 Studies of Concealed PVCs
The term "concealed bigeminy or trigeminy" has been applied to record-
ings in which the number, N of normal beats occurring between successive
PVCs follows a fixed form. For concealed bigeminy the form is N=2k or
N=2k-1, while for concealed trigeminy it is N=3k-1 or N=3k-2, where k is a
positive integer.
Kerin et al. (1986) found concealed PVCs in 19 of a population of 150
patients with VEA. In each case they examined ECG segments 2 minutes or
longer, making certain to exclude modulated parasystole. Based on their
findings they proposed a reentry mechanism in which the reentrant loop
showed fixed ratio block (2:1 or 3:1) and an element of concealed conduc-
tion. Their observations seem to represent the clinical counterpart of the
experimental work by El-Sherif (1977c) (see section 2.7.5.1).
2.7.4 Timing Structure in Human VEA
Most studies of human VEA have focused on counting events in time
epochs ranging from minutes to hours. Only a few investigators have
attempted to take a closer look at the details of the timing patterns which
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surround the PVCs, and to interpret the observed results in terms of a quan-
titative model. Some results from studies involving beat-timing patterns
are presented here.
2..4.1 Predicting VT with Time-Series Analysis
Lovelace and Knoebel (1982) analyzed 24-hour ambulatory recordings from
53 patients with ventricular tachycardia (VT). Their study was motivated by
the clinical observation that RR interval sequences preceding VT often
showed a sudden, unexpected prolongation of at least one RR interval, or
showed gross irregularity within five or six RR intervals preceding VT.
They set out to determine whether this observation was random, or whether
there was a significant correlation between the occurrence of specific RR
sequences and the presence of VTt. They tested three models for predicting
the total number of runs of VT in a given 24 hour tape. The performance for
each model was reported as the correlation coefficient between the predicted
and observed VT episodes.
The first model calculated the probability p(V) of a given beat being a
PVC. The expected number of VT episodes was then assumed to be proportional
to [p(V)]3. The second model calculated the probabilities p(VV) and p(V).
The expected the the number of VT episodes was assumed to be proportional to
p(VV)p(V). Both of these models were poor at predicting the actual number
of VT episodes observed; the correlation coefficient was r=0.20.
The third model used time series analysis to to characterize the RR
interval sequences as an ARMA model. Intervals with PVCs and atrial prema-
tOf all the studies in the literature, this study by Lovelace and
Knoebel comes closest to resembling the approach taken in this thesis.
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ture beats were excluded from the parameter estimation. The conditioning
event for VT was said to occur whenever a sequence of 5 RR intervals had at
least one interval whose actual value was more than 1.96 standard deviations
from the value predicted by the ARMA model. The correlation between the
predicted and observed number of episodes of VT was r=0.75. Their results
were reported as: "While the unexpected prolongation in RR occurred indepen-
dently of PVCs and occurred throughout the 24 hour recordings, when not fol-
lowed by a PVC, the occurrence rate of VT was small (3.1%). The occurrence
of an episode of VT in the absence of the conditioning sequence was also
rare (7.1%)."
Although this study represents a novel approach to the problem, it is
hard to know what to make of these results without additional information.
The results can be expressed as the probabilities
p(VTICE,N) = 3.1%
and
p(VTICE) = 7.1%,
where VT and CE represent ventricular tachycardia and the conditioning
event, respectively, and N represents a normal beat (vs. V for PVC) after
the conditioning event. These probabilities, while interesting, fall short
of presenting a complete picture. Some of the other probabilities which are
necessary to provide a complete picture are p(VT) and p(VTICE,V).
2.1.4.2 Modulated Parasvstole
Moe et al. have carried out extensive studies on modulated parasystole
(see sections 2.5.2.2 and 2.7.5.2). While most of their results are derived
from animal preparations, they have also found evidence of this mechanism in
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humans (Jalife 1982). Drawing on electrocardiographic traces from the
literature and from other colleagues, they demonstrated that some clinically
observed temporal PVC patterns could be accounted for by a mathematical
model of a modulated parasystolic focus. Using the RR intervals from the
tracings they were able to work backwards and reconstruct modulation curves
similar to those shown in figure 2-19. A similar, but simpler study which
involved ideal parasystole was reported by Vellani et al. (1979).
2.7.4.2 Classification of VEA Mechanisms in Acute Infarction
In one of the most ambitions attempts to classify human VEA by mechan-
ism type, Swenne and Hemel (1983) studied ECG recordings from 85 patients
with acute myocardial infarction. The long-term ECGs, which ranged from a
few hours to a couple of days, were analyzed for PVCs using an interactive
ECG analysis program. For each patient the PVCs were divided into groups by
morphology; in all, there were 263 PVC groups for the 85 patients.
Each of the 263 PVC groups was classified using a table of rules (see
figure 2-28). The classification rules were derived from data in the
literature and from theoretical considerations. The basis for the classifi-
cation was the timing pattern of two and three beat sequences. Using this
classification scheme they were able to classify the mechanism with cer-
tainty in fewer than 1% of the PVC groups; tentative classification was a
possible for only 8% of the PVC groups. The failure of this approach was
possibly attributable to the "non-stationary" nature of VEA during acute
infarction.
2.1.4.4 Relation of VEA Patterns to Physiologic "State"
Coumel et al. have, for a number of years, advocated that the analysis
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Figure 2-28: Classification table for VEA mechanisms based on
intervals measured from two and three beat sequences. The
mechanism types are on top. Beat sequence labels are on the
left; S represents a normal beat, V represents a PVC. A group
of PVCs is said to be caused by a given mechanism if the condi-
tions in the corresponding column are met. For example, unpro-
tected spontaneous automaticity requires that the SV cycle
length is equal to the intrinsic pacemaker cycle VVO. (Note:
Completely and partly protected automaticity correspond to ideal
and modulated parasystole, respectively.) (From Swenne 1984).
of VEA should take into account the "state" of the patient, and should look
more carefully at the timing which characterizes the N-to-V and V-to-V
intervals (Coumel 1983). While their work does not involve explicit models,
it does attempt find quantitative relationships which characterize the
occurrence and timing of PVCs.
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In a study of idiopathic monomorphic ventricular tachycardiat, a rare
and fairly stable form of VEA, they reported a number of interesting obser-
vations (Coumel 1985). The generation of PVCs was dependent on the heart
rate. All patients had a lower or upper limit beyond which PVCs did not
occur; some had a heart rate "window" which consisted of both an upper and
lower limit. Solo PVCs were frequently found, occurring in patterns of
bigeminy, trigeminy, etc. When the level of sympathetic tone was suffi-
ciently high, the solo PVCs were converted into runs of VT. In some
patients, the runs of VT came at fairly regular intervals. These intervals
appeared to be related to the elapsed period of time rather than to the
number of interceding normal beats. Examining the N-to-V and V-to-V inter-
vals, they found that the V-to-V interval was predominantly dependent on the
sympathetic tone, while the N-to-V interval was influenced by the timing of
the preceding beats, by sympathetic tone, and by other unknown factors.
Although this study conclusively demonstrated a number of quantitative
relationships, it did not draw any specific conclusions about the results.
2.7.4.5 Studies of Couling Intervals
Several investigators have studied the relationship between the cou-
pling interval and the heart rate (Lepeschkin 1957; Surawicz 1964; Michelson
1978). Michelson et al. analyzed the coupling interval in patients under-
going exercise tests. They found that in about half the patients, the cou-
pling interval increased in proportion to the sinus rhythm RR interval. In
one fourth of the patients the coupling interval was independent of cycle
tIdiopathic monomorphic ventricular tachycardia is an arrhythmia which
occurs in patients who are free of underlying heart disease. It is
characterized by frequent, apparently benign, salvos of PVCs which
originate in the right outflow tract of the interventricular septum.
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length, while in the remaining fourth there was no discernible pattern.
Michelson speculated that the group with proportional coupling intervals
probably had a reentrant mechanism.
2.1.5 VEA in Animal Models and Theoretical Studies
This section provides a brief review of some of the theoretical and
experimental animal studies which give insight into the formation and pat-
terns of VEA.
2.1.5.1 Patterns in the GrouDing of PVCs
El-Sherif et al. studied reentrant conduction in depressed epicardial
tissue overlying an experimental canine infarct (El-Sherif 1977c). The stu-
dies were performed 3-7 days after infarction, and showed that the conduc-
tion through the depressed tissue was similar to conduction in the atrioven-
tricular node. At long pacing cycle lengths the conduction through the
depressed tissue lagged less than 50 msec behind the main ventricular
activation. As the pacing cycle decreased, the wavefront began to frac-
tionate and the conduction time increased. In a critical range of cycle
lengths, usually 400-500 msec, the conduction through the depressed tissue
began to show a Wenckebach-like periodicity. The conduction time increased
with each paced beat until the impulse failed to propagate, or until the
conduction was delayed enough to allow the exiting impulse to capture the
ventricles and reenter (see figure 2-29).
The Wenckebach-like periodicity of conduction in the depressed epicar-
dial tissue produces patterns of PVCs which include runs of bigeminy, tri-
geminy, quadrageminy, etc. In the same way that the AV node frequently
shows some variability in the ratio of the conducted and nonconducted
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Figure 2-29 Example of PVC grouping caused by the Wenckebach-
like conduction in the tissue overlying the infarction zone
(IZ). Shown are two panels with 5 tracings each: The top two
traces are ECG leads II and aVR; the bottom three traces are the
His Bundle electrogram (Hbeg), depressed tissue electrogram
(IZeg), and the electrogram from the normal zone near the in-
farct (NZeg). Both panels show a mostly bigeminal rhythm in the
late fractionated activity of the IZeg, with frequent concealed
conduction (i.e. no reentry). Note that while in panel B the
bigeminal IZ pattern is fairly constant, in panel A the three
successive sinus beats (which may have been interpreted as con-
cealed bigeminy from the surface ECG) were in fact due to a 4:3
cycle of the IZ potential. (From El-Sherif 1977c).
impulses, so does the depressed tissue. As a result, the sequence of PVCs
usually shows some variation and unpredictability.
An interesting feature of many of the figures from El-Sherif (1977c) is
that during stable Wenckebach-like cycles the conduction time through the
depressed tissue increases by a fixed increment on each of the successive
cycles. The fixed increment means that successive activations of the
iL-2 l ' A i
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depressed region come at fixed intervals; these intervals are longer than
the pacing cycle. The value of the increment is pacing cycle dependent.
The results of these studies are relevant because they appear to pro-
vide an explanation of "concealed" PVCs observed in clinical long-term ECGs
(see section 2.7.3).
2.1.5.2 Reflection, ReentrY, and Modulated Parasvstole
Starting in 1976, Jalife and Moe started an extremely fruitful line of
investigation using Purkinje fibers mounted in a 3-chamber perfusion
apparatus. The central chamber, which was perfused with isotonic sucrose,
provided an area of conduction block between the ends of the fiber in the
two other chambers. This preparation served as the basis for many experi-
ments on parasystole, reflection, and related events.
The studies of modulated parasystole (see.section 2.5.2.2) examined the
influence of electrotonic currents on the pacemaker cycle (Jalife 1976,
1979ab; Antzelevitch 1982). The parasystolic focus was created on one end
of the 3-chamber preparation by exposure to a low potassium perfusate with a
low concentration of epinephrine. Stimulation at the other end generated
electrotonic currents which passed through the inexcitable center section
and influenced the activity of the parasystolic focus. These studies demon-
strated that the timing and magnitude of the electrotonic stimulus had a
distinct and reproducible influence which advanced or delayed the arrival
time of the next parasystolic impulse (see figure 2-19).
In a series of mathematical simulations and experimental studies the
investigators showed that the effect of modulation could frequently mask the
parasystolic nature of a VEA focus (Moe 1977; Antzelevitch 1982, 1983b). At
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certain heart rates the timing and coupling intervals of the PVCs appeared
to conform to a fixed coupled, reentry-like pattern. By scanning through a
range of heart rates, they were able to define ranges in which the modula-
tion locked the parasystolic focus into stable entrainment patterns of
bigeminy, trigeminy, etc.
In a related study, the investigators demonstrated that the modulation
of cardiac pacemaker activity fit into the broader theory of phase resetting
patterns in oscillatory biological systems (Jalife 1979a). The mathematical
formalism which described the phase resetting effects of a stimulus on car-
diac pacemakers was subsequently developed and experimentally verified by
Guerva and Glass (1981, 1982).
The 3-chamber bath was also used to demonstrate a new form of reentry:
reflection across an inexcitable segment of tissue (Antzelevitch 1980; Jal-
ife 1981). Reflection is described in section 2.5.1.3. The investigators
further showed that, even in the absence of modulated parasystole and
reflection, the 3-chamber preparation could provide the sustaining mechanism
for a reentrant ventricular tachycardia (Antzelevitch 1983b).
The studies by Jalife, Antzelevitch, and Moe, when taken as a whole,
demonstrate the critical importance of the cellular environment on the VEA
mechanism. The same 3-chamber physical preparation was shown to sustain
three seemingly disparate VEA mechanisms: modulated parasystole, reflection,
and simple reentry. Which mechanism was active depended on the conditions
in the three chambers of the apparatus. While the conditions in the
preparation were often more severe than what one might expect to find in
vivo, the results of the studies highlight the importance of the electrophy-
siological environment on the production of PVCs.
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2.7.5.3 Simulation of Slow Response Tissue
Van-Capelle (1980, 1983) developed a finite element model for studying
slow conduction arrhythmias. The model consists of up to 650 excitable ele-
ments arranged in a user-specifiable geometry. One end of each element is
coupled to other elements by passive resistances, while the other end is
grounded. The electrical properties of an element are characterized by a
pair of differential equations which implement a very simple version of
Hodgin-Huxley kinetics. In principle, each element represents a "chunk" of
electrically-excitable slow-potential tissue. Depending on the specific
parameters which characterize an element, the simulated tissue takes on pro-
perties ranging from a passive resistive element to a spontaneously active
pacemaker.
The model by van Capelle successfully recreates a wide variety of
observed phenomena including compound reentry, delayed triggered activity,
and many of results from section 2.7.5.2 above. Its principal success, how-
ever, has been in demonstrating the theoretical feasibility of Janse's
hypothesis of reflection as the mechanism of VEA in acute ischemia (see sec-
tion 2.6.1).
2.1.5.4 Conduction System Models
Reentrant ventricular arrhythmias can use the Purkinje system as part
of the reentrant circuit. Several investigators have developed block struc-
ture models which allow them to study the propagation of impulses in the
cardiac conduction system (see section 2.2.1) (Dassen 1982; Millane 1983;
Hagen 1983). These models are built around simple electrophysiological
relationships and rules which have been observed in experimental work over
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the years. Unlike the model by van Capelle, these models produce results
which are only incrementally different from what one would expect on the
basis of what was put into them. As such, these models are useful as
teaching and thinking tools, but do little to shed new light on the problem
of VEA.
- 107 -
3.0 Techniaues for the Statistical Analysis of VEA
This chapter presents an overview of the motivation and concepts under-
lying the work of this thesis. The analytic and software tools used to pro-
cess the data are also described in some detail.
3.1 Statement of the Problem
The current clinical approach to the analysis of long-term ECGs is
equivalent to modeling PVC generation as a random process which generates
three types of independent events: simple PVCs, couplets, and runs of ven-
tricular tachycardia. Each of the three event types is generally character-
ized by a mean hourly rate. The severity of a patient's VEA is judged on
the basis of these mean rates.f Although the shortcomings of this approach
are widely recognized, it has persisted for lack of a better alternative.
It is the underlying hypothesis of this thesis that, in a given
patient, the VEA mechanism - the process by which the PVCs are generated -
remains constant.* The seemingly unpredictable nature of PVC generation
reflects the fact that there are many physiologic influences which affect
the activity of the mechanism. Thus, the temporal variation in PVCs is not
the result of a changing mechanism, but rather the result of these influ-
ences acting in an unknown fashion on a fixed mechanism.
tThis is an oversimplification which does not include, among other
things, categories for events such as ventricular fibrillation and
long runs of ventricular tachycardia. Physicians vary in the impor-
tance they place on the different categories of event types; however,
their assessment is almost always based on event counts.
*This may not be true for a patient with evolving heart disease, e.g.
an acute myocardial infarction. Also, a given patient may have more
than one mechanism, or perhaps the same mechanism active in different
regions of the heart.
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One of the many influences on the myocardium is the past history of
beat types and RR intervals. It is reasonable to expect that if this influ-
ence is great enough, its effect should be detectable even in the presence
of the "noise" due to the other physiologic factors. This thesis aims to
examine the relationship between beat type and timing and the generation of
subsequent PVCs. The work is motivated by the belief that if a relationship
between the past beat history and PVC generation can be demonstrated and
quantified, it can provide a better characterization of the underlying
mechanism than simple event counts.
3.1.1 A Simple Mathematical Model of the Problem
The problem can be formulated in terms of a simple mathematical model.
The long-term ECG can be thought of as a time series composed of NORMALs
(Ns) and PVCs (Vs). Suppose that the the nth beat is represented by Bn and
RRn; Bn is a Bernoulli variable which is 0 for NORMAL and 1 for PVC, and RRn
is a continuous variable which corresponds to the RR interval between Bn and
the preceding beat (see figure 3.1). Let the vector x be defined as the
past history of beat types and intervals
x = { ... B nBn ...RRn-2,RRn1 -, (3.1)
and @(t) as a multi-dimensional random variable which characterizes the
state of the heart. The parameter @(t) incorporates information about the
ionic concentrations, the level of neurohumoral tone, coronary perfusion,
and cardiac work load, etc. If one assumes a closed, deterministic system,
the outcome of Bn can be written as
Bn = f(x, (t)) , (3.2)
where f(.) is a patient-specific function which reflects the cardiac anatomy
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and electrophysiology. The properties of the VEA mechanism are represented
in f(.). Since 0 represents a NORMAL and 1 a PVC, f( ) can also be inter-
preted as p(Bn=Vlx,O(t)).
...--- Bn-3 . .Bn2--- Bn--- Bn-1-- …n Bn --I I I
I I I
RRn-2 RRn_ 1 RRn
Bn_3 <-->
Bn_2 <-->
Bn_1 <-->
Bn <->
B3
B2
B1
Bo
RRn_2 <--> RR2
RRn_ 1 <-> RR1
RRn <--> RRO
Figure 3.1: Top: Diagram of the time series of beats. The beat
type is represented by the variable B; B can take one of two
values, NORMAL or PVC. The time interval between beats is given
by the continuous variable RR. Bottom: The shorthand used for
describing B and RR in the time frame of the nth beat. The
variables Bnm and RRnm, where m is a constant, are matched up
with Bm and RRm, respectively. This shorthand is commonly used
in chapters 5, 6, and 7.
This work is based on the assumption that in patients with chronic VEA
f(.) does not change with time. The parameter e(t), on the other hand,
undergoes marked fluctuations in response to metabolic cycles and activities
such as breathing, walking, emotional events, etc. In the context of this
thesis, the temporal variation of (t) is an unknown.t As a result, even
though x is completely known, Bn cannot be predicted with certainty.
Instead, Bn must be specified in terms of probabilities. Since there are
tThis is not entirely correct since x contains information about the
average heart rate. Since the average heart rate is often a rough in-
dicator of the overall level of metabolic activity, it gives some in-
formation about (t).
____ _ __
.·
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only two possible outcomes, it is sufficient to specify one of the probabil-
ities. By convention, p(Bn=VIx) is specified.
The probability that a PVC will follow a sequence x is given by
p(Bn=Vx, t) = f(x, ) Pe(t)(e)de, (3.3)
where f(x, ) is the deterministic outcome given by equation 3.2 and Pe(t)(O)
is the probability distribution for (t). Although p(Bn=Vlx,t) no longer
shows an explicit dependence, it is still a function of time. To obtain
P(Bn=Vlx) it is necessary to take the time average of p(Bn=Vlx,t) over some
time interval [to,tl]. When this is done, one can express p(Bn=Vlx) as
P(Bn=VIx) = f(x, ) p(8)d, (3.4)
where p(e) is the time average of the probability Pe(t)(0), i.e.
tl
p() = t-t Po(t)(O)dt. (3.5)
to
In practice, p(Bn=Vlx) is estimated using the beat type and timing
information from a half-hour of ECG data.t In order for p(Bn=Vlx) to
represent a meaningful characterization of f(-), and hence a characteriza-
tion of the mechanism, four conditions should be met. First, x must have a
significant influence on the mechanism; for large changes Ax in x, one wants
sfAl .>> 0. (3.6)ax
Second, the changes in x must be greater than the measurement noise. If x*
tThere is nothing sacred about a half-hour segment of ECG data. The
length of the segment is a compromise between higher variance of the
estimate (short segment) and increased smearing due to a broader 
distribution (long segments). A half-hour is the length of the ECG
records of the MIT/BIH and AHA Databases, which were used in many of
the studies.
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is the estimate of x from the data, and if Ax is a nominal change in x, then
one wants
E[Ax]2 >> var(x*-x). (3.7)
Third, must not vary so much over the half-hour as to mask the influence
of x. If AO is defined as a "typical" change in , one wants
la-xi >> la Ael. (3.8)ax ae
Finally, must be in a range which causes the mechanism to produce PVCs.
If there are too few PVCs present, then the estimate of p(Bn=VIx) has a very
high variance. Hence, one wants
Jff(x,e) p(x)dx >> 0. (3.9)
These four relationships do not constitute a "rigorous" set of restrictions,
but they do provide a useful framework in which to analyze the success or
failure of this approach.
The work is motivated by the belief that p(Bn=VIx) can be used to
characterize f(.). In most patients, is expected to go through a range of
values over the duration of a long-term ECG recording, so the half-hour seg-
ments are likely to yield a number of different shapes of the distribution
P(Bn=VIx). If during an average 24 hour period covers a similar range of
physiologic values, then the shapes of the distributions for any given day
will be similar. As a result, the forms of p(Bn=VIx) derived from any
representative 24 hour recording should provide a characterization of f(.).
It is unlikely that P(Bn=VIx) can lead to the identification of f(-);
it is not even clear that one can predict which of the mechanism types is
active (see section 2.5). This is not a problem, however, since from a
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clinical perspective the most important goal is to find an intervention
which reduces the VEA. If the shapes of p(Bn=Vlx) fall short of identifying
the specifics of f(.) but can, nonetheless, provide an empirical basis for
grouping patients in a way which aids the selection of antiarrhythmic
therapy, then the utility is not diminished. Interpreted in the context of
the equation 3.2 this can be stated as: For clinical purposes, it is equally
important to know what therapy will change so as to push f(.) into an
inactive range as to know the specific form of f(.).
3.2 Overview of the Work
The studies in Chapters 4 thru 6 explore the relationship between past
beat history and the generation of PVCs. Chapter 4 is a systematic first
approach to the problem; the estimated conditional distribution p(Bn=Vlx) is
compared to the unconditioned distribution p(Bn). In this study the
analysis is restricted to three beats preceding Bn. This reduces x from
equation 3.1 to
X = (Bn3,Bn 2, Bn1, RRn-2,RRn n-1. (3.10)
The analysis looks separately at the influence of beat type Bn-3,Bn-2, Bn-
and the influence of timing RRn_2,RRn_ 1. A methodology for compressing the
timing information into a single parameter is also developed.
Chapter 5 builds on the results of Chapter 4 and develops a means of
representing the conditional distribution p(Bn=Vlx) using two one-
dimensional conditional distributions. These one-dimensional distributions,
referred to as the Type I distributions, are taken as the characterization
of the VEA mechanism. It is shown that in the majority of patients these
distributions are reproducible over many hours. Taken together, the results
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of Chapters 4 and 5 form a three step study which develops the VEA charac-
terization and demonstrates its reproducibility.
Chapter 6 explores the finding (from Chapter 5) that, even if the tim-
ing information for a normal and PVC is the same, the two different beat
types have a different influence on the VEA mechanism. The analysis leads
to the development of distributions for representing how the occurrence of a
PVC is related to the subsequent occurrence of a PVC. The distributions are
referred to as the Type II distributions. The distributions are intended
for future use in developing and testing models of VEA mechanisms.
Appendix A gives the results of a preliminary study which is patterned
after the work of Winkle (1982). The study examines the effect of the aver-
age heart rate on the PVC rate and develops a statistical approach for
detecting change in PVC rate. In the context of the mathematical model
above, the average heart rate is a parameter which is contained in e. If
one considers = { h, eo}), where Oh is the average heart rate and o0
represents the other influences, then the study in Appendix A can be viewed
as the examination of the probability
P(Bn=V Ih) = fI ff( x, ) p(xe.l h)dxde. (3.11)
The experience with this preliminary study led to the evolution of the model
presented in 3.1.1. As such, the results put Chapters 4 and 5 into better
perspective.
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3.3 Analytic Tools
A systematic approach to the analysis of VEA requires a set of well-
defined analytic methods. The principal tools used in this thesis are
described below; they are (1) reduction in variance (RIV) measures, (2) the
chi-square test, (3) the Kolmogorov-Smirnov test, and (4) the estimation
procedure for generating empirical probability distributions. The reduction
in variance measures are used to assess the information content of a vari-
able. The chi-square and Kolmogorov-Smirnov tests are used to compare an
empirical distribution against a theoretical distribution; they are also
used to test whether two sets of empirical samples come from the same under-
lying distribution. The estimation procedure for generating empirical pro-
bability distributions is used to visualize distributions whose parametric
form is not known.
3.3.1 Reduction in Variance Measures
The variance var(Y) of a random variable Y is a measure of the uncer-
tainty inherent in predicting the value of a single sample of Y.t The
extent to which the outcome x of a related random variable X helps reduce
this uncertainty can be assessed by comparing the variance of Y to the vari-
ance of Yx. In this thesis the reduction of variance (RIV) measure is
defined as
RIV = 100[1- vatr(YIX)] (3.12)var(Y)
If T(X) is a formula used to estimate Y from X, then the RIV attributable to
tThis section adopts the statistical notation by which the upper case
letter (e.g. Y) represents the random variable, while the lower case
letter (e.g. y) represents a specific realization of the random vari-
able. The notation var(Ylx) is the variance of Y given the realiza-
tion x; var(YIX) is the expectation over x of var(Ylx).
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T(X) is defined as
RIV = 100 [ 1var(Y-T(X)) ] (3.13)var (Y)
In situations where the estimate T(X) is unbiased and uncorrelated with the
estimation error Y-T(x), equation 3.13 can be written as
RIV = 100var(T(X)) (3.14)
var (Y)
The RIV is the percent reduction in variance that is attributable the infor-
mation added by x. A RIV of 0 implies that X and Y are independent; a RIV
of 100 means that x exactly determines y.
The principal application of the RIV measure is to a series of Ber-
noulli trials. The random Bernoulli variable is B; it takes on the two
values NORMAL (N) and PVC (V). In the discussion which follows, it is
assumed that N and V are 0 and 1, respectively. This does not reduce the
generality of the results. Since the RIV is based on the ratio of vari-
ances, the scale factor does not come into play.
Each Bernoulli trial is associated with a realization of a random vari-
able X. The RIV is used to measure the extent to which the variance of B is
reduced by knowledge of x. The unconditional variance of B is given by
var(B) = p(V)[1-p(V)]. (3.15)
The conditional variance of B is given by
var(BIX) = p(Vix)[1-p(Vlx)]p(x)dx. (3.16)
If the range of X values is divided into Nbins bins, then equation 3.16
becomes
Nbins
var(BIX) = E p(Vli)[1-p(Vli)]p(i). (3.17)
i=!
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Here p(i) is the probability that a randomly chosen x is in the ith bin;
p(Vli) is the probability that a randomly chosen B from the ith bin is a V.
Using equations 3.1 and 3.17, the RIV for the conditional Bernoulli trials
is
Nbins
E p(Vli)[l-p(Vli)lp(i)
RIV = 100[ 1- i=1 ]. (3.18)p(V) [1-p(V)]
3.3.1.1 M.M.S.E. Variance Estimate for Bernoulli Trials
An assumption underlying equation 3.18 is that the probabilities p(V)
and p(Vli) are known. These probabilities and the associated variances
must, in practice, be estimated from the data. The data is specified as the
size Nt of the sample and the number n of V outcomes. Under these condi-
tions, the unbiased estimate p(V) of the probability of a V is
p*(V) = n (3.19)
The conventional unbiased estimate of the variance is
var(B) = N p(V)[-p(V)] (3.20)
var(B) = (N-n) (3.21)N (N-l)'
Equation 3.21 usually provides an adequate estimate of the variance;
however, for small values of N the estimate is sometimes poor. Consider the
case of n=l and N=2. Equation 3.21 yields a variance estimate of 1/2. This
is twice the maximum possible variance of the Bernoulli process. While
t The letter 'N' is used here to represent the number of Bernoulli
trials. While this conflicts with the use of 'N' for 'NORMAL', the
meaning is clear from the context.
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equation 3.21 provides an unbiased estimate, it is not optimal for this
application. The problem is that the estimate does not incorporate the
knowledge that the underlying process is a series of Bernoulli trials whose
p(V) is not known.
The m.m.s.e variance estimate can be derived using the Bayesian
approach. If, as before, N is the sample size and n is the number of posi-
tive outcomes, and if the variable is defined to be the unknown probabil-
ity p(V), the m.m.s.e variance estimate is given by
1
var(B) = w[l-] p(wln,N)dw. (3.22)
0
The probability p(wln,N) can be written as
p(wln,N) = D(nIwN) D(W) (3.23)p(nlN)
The probability p(nlw,N) is given by the binomial distribution; in the
absence of a priori knowledge about , the distribution of p(w) is assumed
to be uniform:
p(nlw,N) = ( n) [l-] n, (3.24)
p(W) = 1. (3.25)
The probability p(nlN) can be found by integrating p(nlw,N)p(w) over the
possible values of :
1
p(n ) N) = | (N)n[l-]N-nd = 1 (3.26)
0jn N+ 61'
Combining equations 3.24, 3.25, and 3.26 one obtains
p(oln,N) = (N+l)(N )n[l-]N-n. (3.27)
Then, substituting 3.27 into 3.22, the variance estimate is
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1
var(B) = tl-w].(N+l)(N)rn[1_]N-nd. (3.28)
0 n
var(B) = (n+1)(N+l-n) (3.29)
(N+2)(N+3) (3.29)
The variance estimate in 3.29 does not suffer from the shortcomings of
equation 3.21. For the case n=N/2, the variance estimate approaches 1/4 as
N approaches . For the case n=O it provides the intuitively reasonable
limit of 1/N. The estimated variance does, however, appear to be biased if
the actual value of is known. This is not a problem since the true value
of is never known. The unknown nature of w is, in fact, what necessitates
the approach which leads to equation 3.29.
3.3.1.2 Bayesian Estimates with Additional a Priori Information
The derivation of equation 3.29 assumes a uniform a priori distribution
for . In some cases it is desirable to assume a peaked a priori distribu-
tion. The beta distribution, which is the continuous counterpart of the
binomial distribution, fits this requirement. The form of the beta distri-
bution is
p(=) = (+B) a-ill[- (3.30)(a)~3)
where (.) is the gamma function. Replacing equation 3.25 by 3.30 and car-
rying through with the calculations, one obtains
var(B) = (n+a)(N+B-n) (3.31)(N+a+p) (N+a+0+1)'
The beta distribution with a=P=1 is the uniform distribution. As
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expected, for these values of a and equations 3.29 and 3.31 reduce to the
same result. The above derivation can be easily extended to situations
where the a priori distribution is a linear combination of several beta dis-
tributions.
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3.3.2 The Chi-Square Test
The chi-square test provides a convenient means of testing whether a
random sample from an unknown distribution is compatible with an expected
distribution. In order for the test to be applied the sample distribution
must be divided up into bins. The bin separation often reduces the power of
the chi-square test compared to that of the Kolmogorov-Smirnov test (see
section 3.3.3); however, the Kolmogorov-Smirnov test can be applied only to
one-dimensional distributions. The chi-square test does not suffer from
this limitation; it can be used on distributions of arbitrary dimension.
Suppose that there are a total of Nt samples x from an unknown multi-
dimensional distribution and that these samples are assigned to one of k
possible bins on the basis of the x value. Let Ni be defined as observed
number of samples in the ith bin. If Pi is defined as the expected proba-
bility of the ith bin, then the expected number of samples in the ith bin is
Ntpi. The chi-square test is based on the differences Ni-Ntpi between the
observed and expected bin occupancies. These differences are incorporated
into the statistic
k (Ni-Ntpi)2 (3.32)
i=1 Ntpi
The distribution of X2 depends on the model being tested, but under the null
hypothesis that the expected and unknown distributions are the same, the
asymptotic distribution is independent of the model. The asymptotic distri-
bution is chi-square with k-1 degrees of freedom. When the probability con-
tained in the interval [X2,] is too small, the null hypothesis is rejected.
The algorithm used to calculate this probability is shown in figure 3.2. In
order for the chi-square test to be useful, the sample size must be at least
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four or five times as great as the number of bins.
double chi_sq( xsq, v )
double xsq; /* chi variable */
int v; /* degrees of freedom */
{
double num, denom, x, sum, quot, erf(), sqrt(), pow(), exp();
int r;
if( v > 50 ) (
x = (pow(xsq/v, 0.33333333)-(1-2/(9.0*v)))/sqrt(2/(9.0*v));
return( erf(x) );
x = sqrt( xsq );
if( v + 1 ) 
sum = 0; quot = x;
for( r=1; r <= (v-1)/2; r++ ) {
sum += quot;
quot *= xsq/(2*r+l);
return( 2*(erf(x) + exp(-xsq/2)/2.506628275*sum) );
}
else f sum = 1; quot = xsq/2;
for( r=l; r <= (v-2)/2; r++ ) {
sum += quot;
quot *= xsq/(2*r+2);
return( exp(-xsq/2)*sum );
Figure 3.2: Algorithm used to calculate the chi-square distri-
bution. The function returns the probability area in the inter-
val [xsq,=]. The functions sqrt(x), exp(x), pow(x,y), and
erf(x) are the square root of x, the exponential of x, x to the
y power, and the error function of x, respectively.
The chi-square test can also be used to test a distribution in which
the expected bin proabilities depend on an unknown parameter e={1,...,er}.
The statistic used is
k (Ni-Ntpi(8e)) 2
= Nti() (3.33)
where pi(Oe) is the probability of the ith bin under the null hypothesis and
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O* is an estimate of obtained from the sample; Ni and Nt are as defined
above. If e* is consistent and asymptotically normal and efficient (e.g. a
maximum likelihood estimate), then the limiting distribution of X2 is chi-
square with k-1-r degrees of freedom.
3.3.2.1 Testing a Conditional Bernoulli Distribution
The chi-square test can be used to test the null hypothesis that a con-
ditional Bernoulli distribution is the same as the unconditional distribu-
tion. Suppose the Bernoulli variable B has the possible outcomes N and V,
and that each outcome of B is associated with one realization of a variable
x. Furthermore, suppose that there are a total of Nt trials, nt of which
are V outcomes and that these trials are distributed into k bins on the
basis of x. Under the null hypothesis, the number ni of V outcomes in the
ith bin is expected to be the product of the probability p(V),
p(V) = t (3,34)Nt
and the number Ni of Bernoulli trials in the bin
E(nilNi,nt,Nt) = Ni(nt) (3.35)
Since the trials are independent, the variance of ni is Nivar(Bint,Nt). The
estimate for the variance is calculated from nt and Nt using the results of
section 3.3.1.1:
var(Bnt Nt) (nt+l) (Nt+l-nt) (3.36)
var(BIntNt) = ( t+2)(Nt+3)
Under the above conditions, the statistic
X2 = [niE(niNi,nt,Nt)]2
x i= Nivar(B nt Nt) (3 37)
follows a chi-square distribution with k-1 degrees of freedom. If X2 is too
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large, it implies that the outcome of the Bernoulli trial is dependent on x.
Defining p(i) and p(Vli) as
p(i) = Ni (3.38)
and
p(Vli) ni (3.39)
equation 3.37 can be written as
= Nt varp()[p(Vi)-p(V)]2 (3X2 = Nt ar(Bln t , Nt) (3.40)
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3.3.3 The Kolmogorov-Smirnov Test
The Kolmogorov-Smirnov test is a non-parametric procedure which can be
used to test the null hypothesis that two empirical samples come from the
same one-dimensional distribution. The test is designed to compare two sam-
ples of size m and n, respectively. It can also be used to test an empiri-
cal sample of size m against a theoretical distribution; the sample size of
the theoretical distribution is taken to be n=-. An adaptation of the test
makes it possible to compare a conditional distribution to a fixed probabil-
ity.
The Kolmogorov-Smirnov test requires a pair of cumulative probability
distribution functions. Let Sm(x) and Sn(x) be the two cumulative probabil-
ity distributions corresponding to samples sizes of m and n, respectively.
Since the distributions are composed of discrete observations, the cumula-
tive distributions have the form of staircase functions. If, for a sample
size of m, one defines xi, i=l,...,m to be the ith smallest x value in the
sample, i.e. x < ... I xm, with xo=-= and xm+l==, then the cumulative dis-
tribution function Sm(x) is described by
Sm(x) = for x(i) x <x(i+), i=O,...,m. (3.41)
Sn(x) is formed in an analogous manner.
The Kolmogorov-Smirnov test is based on the statistic Dmn, which is
defined as
Dmn = suplSm(x)-Sn(x)l (3.42)
x
This statistic represents the maximum vertical distance between the two
cumulative distribution functions Sm(x) and Sn(x). Under the null
hypothesis Dmn follows a probability distribution which is function of m and
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n, but is independent of the actual form of the underlying distribution
S(x). In practice, one can eliminate the dependent variable x and graph
Sm(x) vs. Sn(x) (see figures 3.3a,b). The expected trajectory of such a
graph (under the null hypothesis) is a line between (0,0) and (1,1). The
maximum vertical/horizontal deviation of the trajectory from the line is
Dmn.
An intuitive approach to equation 3.42 is the following: if Sm(x) and
Sn(x) are both derived from samples of the same distribution S(x), then one
expects them to be similar and, in fact, to remain close to each other. The
measure Dmn keeps track of the largest cumulative probability difference
between the Sm(x) and Sn(x). Since Dmn is measured vertically, it is insen-
sitive to all x axis transformations which preserve the order. As a result,
the test is independent of the form of S(x).
While the value Dmn is easy to determine, the probability distribution
of Dmn is not. For small and intermediate m and n, one can use the exact
algorithm shown in Figure 3-4. When both m and n are large, the distribu-
tion of Dmn is approximated by the asymptotic formula
P(D<d) = 1 - 2 (-1)r-lexp(-2r2d2 ), (3.43)
r=1
where,
D = sqrt(m+n)Dmn
If the probability of observing a deviation of magnitude Dmn is small (e.g.
0.01 or 0.005), then the null hypothesis is rejected. This probability is
referred to as the p value.
The Kolmogorov-Smirnov statistic can also be used to test whether a
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Figure 3.3a: Example of the Kolmogorov-Smirnov test as a tool
for comparing two empirical probability distributions. The two
cumulative distributions Sm(x) and Sn(x) (top left and right)
were generated from 15 and 25 samples, respectively of a unit
Gaussian distribution. The form of Sm(x) and Sn(x) is given by
equation 3.41; the Dmn value is calculated as shown in equation
3.51. The graph of Sm(x) vs. Sn(x) (bottom left) is expected to
follow the trajectory given by the straight line. Dmn is the
maximum vertical (or horizontal - both are the same) distance
between the actual trajectory and the straight line. Although
the cumulative distributions appear different, the probability
(p value) for the null hypothesis is 0.849, indicating that the
difference can be attributed to chance.
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COMNPRISON OF TO SETS OF SAMPLES FROM THE SANE DISTRIBUTION
DISTRIBUTION SNIX I DISTRIBUTION SN(X
II
.8 
.6
0'
a!
.
-3 -2 -1 I 1 t 3 -3 -2 -t 0 1 2 3
SN(X) VS. SNIXI
I
.8
I6
.I
.2
0
0 , . .6 ,8 i 
TWO SETS OF SAMPLES FROM
A UNIT VRIANCE GAUSSIAN
DISTRIBUTION
SN(X) X5 SAMPLES
SN(X) 175 SAMPLES
DNN 166
P VALUE .094
:::-:::-::::::::::_:::::
Figure 3.3b Another example of the Kolmogorov-Smirnov test. The
graphs and titles are the same as for figure 3.3a. The cumula-
tive distributions were generated from 75 and 175. samples,
respectively. The graphs on the top left and right appear quite
similar to the eye; however, as can be seen from the p value of
0.094 in the bottom right quadrant, the difference between these
two distributions is much more significant than for those in
figure 3.3a. The p value of 0.094 is still not sufficient to
reject the null hypothesis.
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double ks( u, m, n, k )
double u[]; /* workspace - dimensioned to n+1 */
long k; /* see caption */
int m, n; /* see caption; m n */
{
double w;
int i, j;
u[O] = 1;
for( j=O; j < n; j++ )
u[j+1] = (long)m*j > k ? 0 : 1;
for( i=O; i < m; i++ ) {
w = (double)i/(i+n);
u[O] = (long)n*i > k ? 0 : u[O]*w;
for( j=O; < n; ++ )
u[j+1] = ABS(n*i-m*j) > k ? 0 : u[j]+u[j+l]*w;
return( u[n] );
Figure 3.4: Algorithm for calculating P(Dmnjk/mn), for O<kmn,
where m and n are the sizes of the empirical samples. Since the
distributions are discrete, Dmn must be an exact multiple of
1/mn. This restricts k to integer values. Due to potential
roundoff errors, care must be taken in use of this algorithm.
conditional Bernoulli distribution is the same as the unconditional distri-
bution. In this thesis the test is applied to situations where a Bernoulli
trial variable, B has the possible outcomes N and V, with the a priori pro-
bability of a V given by p(V). Each one of the Bernoulli trials is associ-
ated with the outcome of a random variable x. The test is designed deter-
mine whether the value of x helps predict the outcome of the Bernoulli
trial.
The null hypothesis for the test is that the conditional distribution
p(Vlx) is a uniform distribution with amplitude p(V). It is straightforward
to show that p(Vlx)=p(V) iff the two cumulative probability densities
___
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P(XlxolB=N) and P(X<xolB=V) are equal. Therefore, the null hypothesis can
be tested by associating Sm(x) and Sn(x) with P(x<xoIB=N) and P(x<xolB=V),
respectively, and applying the Kolmogorov-Smirnov test as described above.
3.3.3.1 Generalized Random Walk: Testinr Sums of Random Variables
The Kolmogorov Smirnov test is related to the more general problem of
sums of normalized random variables. Consider the set xi:i=1,...N} of N
independent samples from a distribution p(x) which has a non-zero mean and
a variance 2. Let an and bn be defined as
n
an = xi (3.44)
i-l
N
bn = 2 xi. (3.45)
i=n+1
Assuming that n and N-n are both greater than 3 or 4, the distributions of
an and bn are well approximated by normal distributions for most reasonable
forms of p(x); the sum an+bn is also normally distributed.
The expected value of an is n; its variance is n 2. Given any set
{xi:i=1,...N), the actual an are bound to deviate from the expected values.
Under the null hypothesis that all of the xi are independent and identically
distributed, an is expected to constitute a form of "random walk" which has
an expected position of n after the nth step.
If the sum of all N random variables is known, the distribution of an
is given by the conditional distribution
P(anlan+bn-aN) =p (anan+bn=aN) (3.46)P= (an+bn=aN)
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Since all the quantities are normally distributed, this can be rewritten as
P(an lan+bn=aN) =
N[ an,n,(,na2 N[ aN-n), (N-n)a 2]
N[aN,np,Na2] (3.47)
where N[x,p,a2] represents a Gaussian distribution given by
xp2] qrt e-(X2-)2/2a2
sqrt(2n)e (3.48)
Assuming that aN-N, which is a very reasonable approximation for large N,
equation 3.47 reduces to
P(anlaN) = N[an,nILn(N,2 ]. (3.49)
It is usually convenient to standardize the variable an by normalizing
it with aN. If an is defined as
an
an = NaN
the distribution given by equation 3.49 becomes
p(anlaN=l) = N an , On ,
n
Pn = N
n2 = n(N-n)(_)2
N3 P'
(3.50)
(3.51)
(3.52)
(3.53)
If graphed, the points (n,an) are expected to lie on a line between the
points (0,0) and (1,1). The expected vertical deviation from this path is a
determined by 2j, which is a function of n, N, and the ratio of the standard
deviation and the mean of p(x).
In practice the original data set xi:i=1,...NJ is converted to the
where
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series an. Then the parameter D is calculated as
D = suplan- n, . (3.54)
n 'n
The parameter D is the maximum number of standard deviations that an devi-
ates from the expected path. The likelihood of observing a deviation of
magnitude D is given by the probability contained outside the interval
[-D,D] of a zero mean, unit normal distribution. This probability is the p
value which is used to accept or reject the null hypothesis that an consti-
tutes a "random walk."
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3.3.4 Estimation of Empirical Probability Distributions
A random variable X is characterized by its probability distribution
p(x). Frequently, the parametric form of p(x) can be determined on the
basis of a priori information, and the distribution can be completely speci-
fied by a small set of sufficient statistics. When this is not the case,
p(x) must be estimated from the empirical observations. This section
describes the procedure used to estimate one-dimensional probability distri-
butions.
Let {xi:i=1,...,N) be the set of N observed x values, ordered from
smallest to largest. The empirical probability distribution is given by
g (x ix). (3.55)
The estimate (xo) of p(x) at x is derived from 3.55 by convolving g(x)
with a smoothing function k(x,h):
P(xO) = k(xo-x,h(xoN))g(x)dx, (3.56)
where k(x,h) is the triangular function given by
I ~(1-
k(x,h) =h h for x h
0 otherwise. (3.57)
The function h(xo,N), which determines the size of k(x,h), is strongly data
dependent. It is determined at each separate value of x through a pro-
cedure which is bounded by the parameters hmax and nnom, where
(XN-xl)
hmax = 2sqrt(N) (3.58)
and
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nnom = sqrt(N). (3.59)
The value of h(xo,N) at x is defined as the smallest h which satisfies at
least one of the following three constraints:
(1) the number of observations in the interval [xo,xo+h] is less than
or equal to nnom.
(2) the number of observations in the interval [xo-h,xo] is less than
or equal to no m.
(3) h is less than or equal to hmax.
The role of nnom is to ensure that the estimate of x is based on an x
neighborhood which includes a reasonable number of points; the role of hmax
is to ensure that the neighborhood does not become so large as to smear out
the distribution. (In the actual implementation of the above procedure (see
section 3.4.7), the user has the option to change hmax and nnom by a scale
factor or to set them to a fixed value.)
It can be shown (Fukunaga 1972) that if the following three conditions
are met:
f k(x,h)dx = 1, (3.60)
lim h(xo,N) = 0, (3.61)
N-4 X
and
lim Nh(xo,N) = =, (3.62)
N-3 X
then the estimate p(xo) given by 3.56 is asymptotically unbiased and con-
sistent. The first of these conditions is satisfied by 3.57 which defines
k(x,h) to have unit area. The other two conditions are satisfied for "well
behaved" p(x) by the sqrt(N) nature of hmax and nnom . As a result, the
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estimation procedure yields distributions which have the desired asymptotic
properties.
The estimate p(xo) can be thought of a a "low-pass filtered" version
of the empirical distribution g(x). The filtering reduces the variance of
the estimate at x by incorporating information about neighboring observa-
tions. In doing this, the filter smoothes the distribution along the x
axis; the amount of smoothing is a function of the local density. The
greater the density, the smaller the neighborhood and the smaller the effect
of the spatial averaging. Implicit in this procedure is the assumption that
the underlying distribution p(x) has no transitions which are too abrupt to
be resolved by a sample size of N.
3.2.4.1 Conditional Bernoulli Distribution
An adaptation of the above procedure can be used to estimate the condi-
tional distribution p(Blx) of a Bernoulli variable B. The variable B is
assumed to have two possible outcomes: N and V. Each outcome of B is asso-
ciated with one realization of a continuous random variable x. Since p(Nlx)
and p(Vix) are complementary outcomes, it is sufficient to estimate only one
of the distributions. Here p(Vlx) is estimated.
The conditional estimate is calculated using the identity
p(Vlx) = (V.x) (3.63)p(x)
Written in this form, p(Vlx) is the ratio of two one-dimensional distribu-
tions, both of which can be estimated using equation 3.56. The distribution
of p(x) is estimated using the set of x values from all the Bernoulli tri-
als; p(V,x) is estimated using only x values for trials whose outcome was a
V. The estimates of these two probabilities are not, however, entirely
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independent. The estimate (V,xO) at x uses the value of h(xo,N) calcu-
lated for the estimate p*(xo). In this way, both estimates are based on the
same neighborhood of x values.
3.3.4.2 Graphs of Estimated Distributions
In this thesis all distributions, whether of the form p(x) or p(Vix),
are estimated only at those x values which were actually observed. The
estimates are graphed as single, unconnected points. By estimating only at
observed x values, one reduces the chance of producing fictitious and possi-
bly erroneous estimates in regions where there are no data. By leaving the
estimates unconnected, one avoids drawing lines which oin points bordering
a large x region free of observations.
The use of individual points has an additional important function in
the graphs of conditional distributions. The variance of an estimate is a
decreasing function of the number of points used in the estimate. While for
p(xO) one can get a rough idea of the variance by looking at the amplitude
of p(xo), for the conditional estimate p(Vlxo), one cannot. The only indi-
cator of the variance of (Vlxo) at x is the relative density of the
points in the vicinity of xO.
Figure 3.5 shows graphs of p(xo) and p(Vlxo) estimated from 500 obser-
vations simulated using the distributions
p(x) = N(x,0,1) (3.64)
and
p(VIx) = N(x.-2,0.25) + N(x,2.0.25) (3.65)2
where N(x,p,a2) represents a Gaussian distribution given by
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Figure 3.5: Demonstration of the procedure for estimating proba-
bility distributions of the form p(x) and p(Vix). The graphs on
the top are the estimated distributions; the graphs on the bot-
tom are the theoretical distributions. The estimated distribu-
tions were generated using the results from 500 simulated Ber-
noulli trials. In each Bernoulli trial the x value was first
chosen from the theoretical distribution given by equation 3.64;
the trial was then carried out in accordance with the probabil-
ity given by 3.65. The distributions of p(x) (left top and bot-
tom) are normalized to a maximum value of 1. Note that the
tails of the p(VJx) estimate (top right) are based on very few
observations.
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N(x,p,2) = sxqrt(2) -p)/2 (3.66)
The figure demonstrates the inherent variability of the estimated distribu-
tions p(xO) and p(Vxo).
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3.4 Software
The data for this thesis were handled almost exclusively on the com-
puter. As a result, the development and validation of software represented
an important part of the overall effort. The programming was done on an LSI
11/23 and a PDP 11/44 under a UNIX based operating system. In the discus-
sions which follow, some familiarity with the UNIX system and the "C"
language is assumed.
The programs listed in this section were all developed during the
course of the investigation. While a large number of programs were written
in all (most for experiments which yielded negative results), only those
programs felt to implement an interesting concept or those of general util-
ity to others are mentioned here. Several programs are discussed in detail;
these are:
BSEQ access to beat annotation data
GRID two-dimensional pattern testing
MATH all purpose mathematical data manipulation
PLT device independent, multi-purpose plotting
SMOOTH estimation of probability distributions
3.4.1 The Column Oriented Format
There are a number of software standards that were established at the
outset, the most important of which is the column-oriented input/output pro-
tocol. The standard is very simple; the data must be in the form of a
matrix. A program which reads the matrix takes in one row at a time; a pro-
gram which outputs the matrix puts out one row at a time. The name "column
oriented" format, although less descriptive than "row oriented", is used for
historical reasons.
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The input/output is handled by a single set of subroutines common to
all the programs. The data is specified by giving the name of the file
where it is stored and the columns which contain it. For example, to have
program MATH operate on columns 0 1 4 from a file named 'data', one types:
math data 0 1 4 [options],
where [options]t represents a list of user-specified options for MATH. The
ability to take only selected columns from a file turns out to be a very
useful feature. One can also specify columns from a multiple number of
files. For instance,
math data_a 0 1 datab 3 4 5 6 7 8 data_co [options].
simultaneously takes columns 0 and 1 from file 'data_a', columns 3 through 8
from file 'data_b', and all the columns from file 'data_c'. The '' as a
column specification is interpreted to mean all of the columns in the file.
The file name may be prefixed by an optional argument of the form
':FROM,TO,STEP'; FROM and TO specify the range of rows to be read, and STEP
specifies the increment to use. For example,
math :0,100 data 0 [options],
uses rows 0 through 100 of column 0 from file 'data', while
math :10,S5 data 0 [options],
uses every fifth row of column 0 starting at row 10.
If the file name is not specified the program expects to read the
matrix from its input. This provides a convenient means of linking programs
tit is a convention in UNIX that options are preceded by a '-' sign.
This makes it easy to distinguish between options and column specifi-
cations, even when the two are intermixed.
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together using the UNIX "pipe" facility. Under UNIX it is possible to link
the output of one program to the input of a second program using a '' to
separate the two commands on the command line. In this way, each program in
a multi-program pipeline can perform its particular processing operation and
then feed its output to the next program.
3.4.2 The Run-Time ExDression Analyzer
Exploratory data analysis usually requires many simple hypotheses to be
examined and tested. In practical terms, this translates to a countless
number of transformations of the data, each transformation requiring a pro-
gram to be written or adapted. The run-time expression analyzer is designed
to address this problem.
The expression analyzer has nearly the full mathematical capability of
the "C" language compiler. It consists of a compiler which translates sym-
bolic expressionst into a compact binary code, and a highly efficient inter-
preter which executes the binary code. The analyzer automatically recog-
nizes standard built-in functions such as sqrt(), exp(), log(), chisq(),
erf(), etc.; all of the arithmetic is in double precision. An expression
may contain subexpressions separated by commas; the result of such an
expression is returned as a vector. The execution time of the the binary
code is about three times that of the equivalent code generated by the "C"
compiler.
The expression analyzer is accessed by the main program through several
tA 'symbolic expression' is a string which contains the text as it
would be written in a "C" language program. In programs which use the
run-time expression analyzer, this text is provided as an argument to
the main program or as input text while the program is running.
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simple subroutines. One of subroutines transfers the symbolic expressions
to the compiler and returns a pointer to the compiled binary code. Whenever
the code is to be executed, this pointer is sent to the interpreter via
another subroutine call. The addresses of variables, arrays, or functions
defined in the main program can be made available to the compiler via an
interface subroutine. In this way, the user can specify symbolic expres-
sions which use the main program's internal variables. Storage for a vari-
able which is not specified by the main program but is used in a symbolic
expression is automatically allocated by the compiler.
The expression analyzer greatly enhances the power of any program which
uses it. Many mathematical relationships which were previously "hard-wired"
into the program can be specified as options by the user. Since the
analyzer has full logic expression capability, one can even implement "if-
then"-like structures. A program can do the routine "bookkeeping" on the
data and at the same time give the user control over key program functions,
all without the need for time-consuming editing and recompilation. The pro-
grams BSEQ and MATH described below are examples of main programs built
around the expression analyzer.
3.4.3 BSEQ - Access to Beat Annotations
The program BSEQ provides the access to the beat type and timing infor-
mation (annotations). The annotations are stored in standard format files
and accessed through a set of utility subroutines (Moody 1983). Each anno-
tation file is associated with a tape number; this number is the first argu-
ment for BSEQ. For example,
bseq 200 [options],
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processes the tape 200 annotations as specified by the options. BSEQ
operates by finding all occurrences of a user-specified beat-sequence tem-
plate. The template is the second argument to BSEQ. For example,
bseq 200 NNNN [options],
performs the actions specified by the options each time BSEQ encounters a
sequence of four normal beats in a row.
An annotation file sequence which matches the user-specified template
is called an "observation." A beat can be part of more than one observa-
tion. For example, an annotation file which consists of k consecutive nor-
mal beats yields k-3 observations for the template NNNN. A template may be
1 to 16 beats long; each template beat is specified as N, V, or A. The
specifications N and V represent normal and PVC, respectively; the specifi-
cation A means N or V. If no template is specified, the default is AAAA.
In comparing the annotation stream to the template, BSEQ maps all the anno-
tations to N or V.t
Whenever BSEQ finds an observation, it sets internal variables to
reflect the beat types and RR intervals of the observation. The internal
variables are patterned after the paradigm shown in figure 3.1. If Bn is
defined as the most recent (i.e. rightmost) beat in the observation, the
variables bO,bl,b2,... and rrO,rrl,rr2... are set to correspond to the
parameters BO,B1,B 2,... and RRO,RR1,RR2,..., respectively (see figure 3-1).
The variable 'time', which is the time in minutes of beat Bn, is also set;
'time' is in minutes, while rrO,rrl,rr2,... are in seconds. These
tInternally, BSEQ reduces all beat types to four categories: normal,
normal but premature, PVC, and fusion of a normal and a PVC. When
these are mapped to the two categories N and V for comparison with the
template, normal but premature becomes N, while fusion becomes V.
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variables, along with other variables described later, are available to the
run-time expression analyzer, and hence usable in any user-specified expres-
sion.
Once the variables are set according to the observation, BSEQ executes
the commands specified in the options list. The options are a list of com-
mands. Each command consists of an expression which is preceded by a flag
that indicateds how the expression is to be used. For example,
bseq 200 NNY -o "rrl/sqrt(rr2),bO"
outputst a row with two numbers for each NNNV observation in tape 200. The
output of the program is an n by 2 matrix, where n is the number of NNNV
observations in tape 200; column 0 contains the measure rrl/sqrt(rr2), while
column 1 contains the beat type. The expression is put into quotes to
prevent the UNIX operating environment from interpreting the characters in
the expression.
BSEQ has four basic commands; they are:
-i initialize new variables
-b if expression is true skip over commands
-e evaluate the expression but don't output
-o evaluate and output the expression.
Any number of commands may be specified on the options list. Each time BSEQ
finds an observation, it processes the commands in the order that they
appear in the options list.
The -i is used to initialize new variables; the -i expression is
evaluated only once, before the first observation is found. The -b, -e, and
tSince the output of BSEQ follows the column-oriented standard (sec-
tion 3.4.1) it is goes to the terminal (standard-output). In general,
the output of BSEQ becomes the input for a program like MATH, PLT, or
SMOOTH by means a UNIX pipe.
- 144 -
-o commands are executed once for each observation. For example, to keep
track of how many PVCs have been counted up to a given time, one can use:
bseq 200 V -i "pvc_count=O" -o "time,++pvc_oount".
The output is a two column matrix whose column 0 is the time and whose
column 1 is the the number to which the user-defined variable 'pvc_count' is
incremented. The fact that the template is V assures that the -o command
is executed only when BSEQ finds a PVC in the annotation stream.
The -b command is a conditional branch instruction; if the expression
following the -b is true, then the next command in the options list is
skipped. For example,
bseq 200 NV -b "rrO <= O.5" -o "time",
outputs the time of occurrence of all PVCs which are coupled to the preced-
ing normal beat by more than 0.5 seconds. In this case, whenever the condi-
tion in the -b expression is true, the -o command is skipped.
If the expression associated with -b has an optional second quantity,
the second quantity specifies how many commands to skip. Therefore, in the
-b expression -b "rrO (= 0.5" produces the same result as -b "rrO <= 0.5,
2". The '2' means skip to the secondt command (relative to the -b command)
if the rrO00.5 condition is true. By specifying a negative skip count one
can branch backwards in the options list and, if desired, implement a loop.
The -e command evaluates the expression, but does not output it. For
tThe second quantity is a relative skip count: -1 means branch to the
preceding option, 1 means branch to the following option. In the exam-
ple the 2 branches over the last option in the list which terminates
the processing of the option list for the observation. When the rela-
tive skip count is omitted, a 2 is assumed.
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example, in
bseq 200 AA -i "n=avg=O" -e"avg+=0.05*(rrO-avg),n++
-b "(rr<l.5*avg) II (n<10)" -o "time,rrO
the -e is used to calculate a smoothed average of the RR intervals and to
keep track of how many numbers have gone into the average. The output is
time and value of all RR intervals which are over 50b greater than the aver-
age interval. The role of the variable 'n' is to suppress output until the
first ten RR intervals have been used to start up the average. This last
example shows how even fairly complex data manipulations can be performed
with relative ease.
Among the many variables and functions built into BSEQ are the vari-
ables 'tmin' and 'tmax', and the function v(). The variables 'tmin' and
'tmax' restrict the time range of the annotations which are to be scanned.
The values of the variables are specified using a -i; for example,
bseq 200 AAA -i "tain=5,ta-x=10" [options],
restricts BSEQ to scanning minutes 5 through 10 of tape 200. The default
values for 'tmin' and 'tmax' are the beginning and end of the annotation
file, respectively. The ability to specify time limits is especially useful
when accessing sections of long annotation files.
The function v() takes as its argument a beat type variable (e.g. bO)
and returns a 0 if the type is considered normal or a 1 if it is considered
a PVC. It is used to convert sequence of beat types to a series of Ber-
noulli trials. The function v(bO) also has the interpretation p(Bo=VIBO,x),
and is needed in estimating p(Vlx) (see section 3.3.5).
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3.4.4 MATH - All Purpose Data Manipulation
The -program MATH reads in a matrix one row at a time; the matrix can
have any number of columns and these columns may come from a number of dif-
ferent files (see section 3.4.1). MATH makes a set of variables
cO,cl,c2,.... available to the run-time expression analyzer (see section
3.4.2). After reading a row, MATH sets these variables to reflect the
values read in; cO is set to the column 0 value, cl to column 1, and so on.
The row is also made available in an array called c[]. Once the variables
are set, MATH executes the list of commands in the options list. As in the
case of the program BSEQ (see section 3.4.3), the commands consist of a flag
followed by an expression. A simple example is
math data -o "sqrt(cO)",
which reads in column 0 from file 'data' and outputs the square root of the
value. The process takes place one row at a time.
There are a variety of commands that can be used in the options list;
some of those more commonly used are:
-b branch if expression is true
-e evaluate an expression but don't output
-f evaluate and output the expression after all
the rows of the input matrix have been read
-i evaluate expression before reading rows
-o evaluate and output expression for each row
-r output entire row if expression is true
The -b, -e, -o, and -r commands are executed every time a row is read. The
-i and -f are each executed only once, -i before any data is read, and -f
after all the data has been read and processed. The -i is analogous to a -e
which gets executed at the beginning, while the -f is analogous to a -o
which gets executed at the end. As in BSEQ, a MATH expression may consist
of a group of expressions separated by commas. For example,
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math data O 1 -o "sqrt(cO*cO+cl*cl), atan2(cO,cl)"
converts a two column input matrix from rectangular coordinates to a two
column output matrix of the equivalent polar coordinates.
The -i option is used to initialize variables for use in the other
expressions. For example,
math data 0 3 -i "suaO=O,suml =O" -o "siuO+=cOsum1+ccl",
takes in column 0 and 3 from 'data' and outputs a column which contains the
running sum of elements of the two input rows. Note that column 3 from
'data' is accessed through variable cl, not c3. This reflects the fact
that, as far as MATH is concerned, it reads a contiguous row, regardless
what files or columns that row comes from. In this case, column 3 of file
'data' becomes column 1 of the input to MATH, and hence is associated with
cl.
The -e allows an expression to be evaluated without creating output.
For example,
math data 0 -i "x-1e38" -e "'x=ax(x.cO)" -f "x",
outputs the largest number in column 0 of file 'data'. Here the use of the
-f command is demonstrated. As mentioned above, -f is an output command
which is executed only once. The output takes place after all the input
rows are read in. Since there are no -o commands in this invocation of
MATH, there is no output while the rows are being read. The entire output
consists of a lxl matrix.
The -b command allows one to branch conditionally forward or backward
in the command list. As in the program BSEQ (see section 3.4.3), the -b
expression may have one or two parts. The first part is the conditional
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expression and the second number is a relative skip count, where -1 means
the preceding command and 1 means the following command. If a second number
is not provided a default of '2' is assumed. For example,
math data 0 1 -b "abs(cO)>=abs(cl)" -o "O/cl",
is equivalent to
math data 0 1 -b "abs(cO))=aba(cl),2" -o "cO/cl"
Both examples output the ratio cO/cl for all rows in which the absolute
value of cl is greater than the absolute value of cO. A more complicated
example is
math data 0 -i "sum=n=0" -b "O<O(" -e "sm+=eO,n++" -f "sut/n",
which outputs the average of all the non-negative numbers in column 0 of
file 'data'.
The -r option outputs the entire input row if the corresponding expres-
sion is true. For example,
math data S -r "oO ( cl",
selects all the rows of file 'data' in which value of the column 1 element
is greater than that of column O. In this case MATH acts a a simple "row
filter." Note that the use of the '' makes it possible to take all the
columns from 'data' without knowing exactly how many there are. In this
case, if file 'data' contains fewer than two columns, cl is undefined; this
results in a diagnostic message.
3.4.14. Advanced MATH Usaget
By using shell scripts one can write a variety of simple, yet very
This section requires a more advanced understanding of the principles
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useful programs. For example, one can easily create a shell script called
'colmax' which has the contents
math $* -i "x-le38" -e "x=ax(x,cO)" -f "x".
The output of 'colmax' is the largest number in the first column of the
matrix specified by the argument list. One common application of such a
shell script is the following:
math data 0 -o "cO/'colmax data '",
which outputs column 0 of file 'data' normalized so that the largest element
is one.
Separate invocations of MATH can communicate variables via special
files. The -w is used by MATH to write out the names and values of all its
defined variables to a file; the -W is used to read in such a file. Vari-
ables read using the -W are defined and initialized as though they had been
specified with a -i. An example of a such inter-MATH communication is the
following:
math data O -i ",s,n" -e "+=cO,s+-cO*O,n++" -w var.file
followed by
math data 0 -i "m/-n, =sqrt(s/n-u*)" -r"abs(cO-)(3.S5s" - var.file.
The first invocation of MATH calculates the sum and sum of squares of column
O of file 'data'; the second invocation goes through the same column and
outputs only those elements which are less than 3.5 standard deviations from
the mean. The -W is executed before the -i, so the variables m, n, and s
are already already defined and set to their values by the time the -i is
and syntax underlying the operation of the "C" shell.
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executed. By incorporating these two calls into a single shell script, one
can quickly create a simple program for trimming outliers.
The values of variables can also be communicated to math through files
containing only numbers. The name of the file containing the numbers is
specified using the -V option. The file is read and the numbers are
assigned sequentially to the internal variables vO,vl,v2...; these numbers
are also made available as the vector v[]. The variables are assigned
before the -i options are executed. Using the -V option, the above example
could be implemented as:
math data 0 -i "u,s,n" -e +=cO,s+=O*cO,n++" -rf ".,n >)var.rile
followed by
math data 0 -i "=-vO/v2,s=sqrt(vl/v2-m*)" -r"abs(cO-)<(3.S*s5n -V var.file.
The -V option provides a convenient means for other programs to communicate
variables to MATH. If one is using the -f option to in conjunction with a
-o option, a -v option must be used to redirect the numbers to a file.
MATH has proven itself to be a very useful and powerful software
resource.
3.A.5 PLT - All Purpose Graphics
Graphs represent an important part of data analysis. Increased flexi-
bility in the presentation of the data often results in a greater ability to
identify complex relationships. The program PLT is written to provide an
extremely flexible, yet fully functional graphics resource.
There are two features which give PLT its great flexibility. First,
PLT is device independent; it can produce the same graph on a variety of
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output devices, including two types of pen-plotters, four types of graphics
terminals, and two types of line printers. The user specifies where and how
to plot by setting a UNIX environment variable called PTERM to the device
type. This allows the user to work at a variety of graphics terminals
without ever having to change the way he uses PLT. In practice, working
graphs are displayed on a graphics terminal and saved using a hard-copy dev-
ice. If the terminal does not have a hard-copy device attached or if a
high-resolution graph is desired, one changes the PTERM to a pen-plotter and
re-runs the same sequence of PLT commands.
The second feature is PLT's ability to accept a varying degree of user
interaction. The minimal specification for PLT is one column (see section
3.4.1) of data, for example
pit data 0.
In this case PLT assumes the column to be a list of y values; a correspond-
ing list of integer x values is automatically provided. If two columns are
specified, for example
plt data 0 1,
the first column is assumed to be x and the second, y. Working with only
this minimal information, PLT finds the range of the numbers and selects
"aesthetically reasonable" lower and upper limits for the axes. The algo-
rithm by which this is done recognizes the fact that humans prefer to see
numbers like 0.30 over 0.27, or 7.5 over 7.1. Axes, tic marks and labels
are automatically generated. A title specifies the source of the data and
the time of plotting. An x axis label specifies the actual range of the
data.
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At the other extreme, the output of PLT can be specified down to the
last detail. The user is allowed complete selective control over any or
all of the axis limits. Text can be put anywhere. Arbitrary geometrical
shapes and figures can be drawn. Many graphs can be plotted simultaneously.
Graphs can be scaled to any size and any number of graphs can be overlayed.
In addition, PLT has a variety of built in graphing modes and pre-defined
windows. When combined with the program MATH (see section 3.4.4), its flex-
ibility is even further increased.t
The PLT program has proven to be resource of general utility and is now
used in several laboratories. All original graphs presented in this thesis
were produced using PLT.
3.4.6 GRID - Testing Two-Dimensional Distributions
The program GRID uses the chi-square test described in section 3.3.2.
GRID serves two functions: First, given two input columns (x,y), it can test
whether the pairs of empirical (x,y) observations are compatible with the
null hypothesis that x and y are independent. Second, given three columns
(x,y,B), where B is a Bernoulli variable, it can test the null hypothesis
that the outcome of B is independent of x and y.
GRID can work entirely without user interaction. The data is divided
up into a square grid. The novel aspect about GRID is the manner in which
it assures adequate bin occupancy. First, GRID sets up the bins; the number
of bins is approximately the square root of the number of (x,y) observa-
tions. Then the bin boundaries are adjusted until the number of observa-
tFurther information on PLT is available form the Biomedical En-
gineering Center, Room 20A-116, MIT, Cambridge, MA 02139.
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tions in any given row or column of the gird is approximately the same. For
the test of (x,y) dependence, the number of degrees of freedom is modified
to reflect the added restrictions.
GRID calculates the chi-square variable for each one of the bins and
outputs a table showing all the individual values. A summary of the total
chi-square sum, the p value for the null hypothesis and the reduction in
variance measure (see section 3.3.1) are also calculated.
3.4.1 SMOOTH - Estimation of One-Dimensional Distributions
The program SMOOTH implements the algorithm developed in section 3.3.5.
SMOOTH takes as its input one or two columns. If one column is specified,
it is assumed to be a list of x observations from an unknown one-dimensional
distribution p(x). SMOOTH estimates the value of the distribution at each
observed value of x. The output is in two columns: the first column is the
original x observations sorted in ascending order; the second column is the
corresponding
If two input columns are specified, SMOOTH assumes that the additional
column is a Bernoulli variable B that is associated with x; B is expected to
have the value 0 or 1. SMOOTH estimates the value of p(B=llx) at all the
observed values of x. The output is in two columns: the first column is the
original x observations sorted in ascending order; the second column is the
corresponding estimate of p(B=llx).
If SMOOTH is run without any options, it functions exactly as described
in section 3.3.5. It is possible, however, to invoke options which influ-
ence the the characteristics of the smoothing function k(x,h) and the number
observations covered by k(x,h). The -k option allows the shape of k(x,h)
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and the maximum value of h to be specified; the -p option allows the nominal
number of observations spanned by k(x,h) to be specified. The specification
for h and for the nominal observation count can be an absolute number or a
scaling factor for the normal default value.
In general, SMOOTH takes as its input the output of BSEQ; the output is
sent to PLT. For example the command line
bseq 200 NNA -o "rrl/sqrt(rr2),v(bO)" I smooth 0 1 I pt 0 1
generates a graph of the distribution p(BO=Vlx=rrl/sqrt(rr2),B3B2Bl=NNN)
(see figure 3.1 and section 3.4.3 for definitions). The probability is
plotted as a function of the measure x=rrl/sqrt(rr2). The program SMOOTH,
in combination with BSEQ and PLT was used to generate all the conditional
distributions shown in this thesis.
3.4.8 Other Programs
There a variety of other utility programs that were written during the
course of the thesis. Some of these program are quickly summarized here:
AVG takes as its input two columns (t,x); t is the time of occurrence
of an event, x is a measure of the event. AVG estimates the value of x
at time t by looking at the events close to time t. In this way it is
similar to SMOOTH (see section 3.4.7). What makes it different is that
AVG outputs either the median value in the window, or the trimmed mean.
The intended application is to a time series with a significant number
of highly noisy observations.
BLITZ is a high speed digitization program written for the LSI 11/23.
The output is written from memory directory onto magnetic tape. BLITZ
has a number of interesting features, the most important of which is
the ability to digitize at over 30KHz without missing data between con-
secutive buffers. This is important for digitizing the 24 hour seg-
ments of ECG data, which is must be digitized at 250 Hz x 2 channels at
60 times real-time. In order to fit a full 24 hours of data onto one
magnetic tape, the program reduces the 16 bit digitized words to 8 bits
calculating the first difference on the fly.
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CALC is a desk-top calculator which is built around the run-time
expression analyzer (see section 3.4.2). CALC can communicate with
MATH using files containing the names and values of variables (see sec-
tion 3.4.4.1).
CORREL calculates auto- and cross-correlations when one or two columns,
respectively are given as input. It is possible to specify a number
which corresponds to a "missing observation." In this way, data points
which are tagged as outliers can be replaced by the missing observation
value and hence be excluded from the calculation.
CSPLINE takes in two columns of data (t,x) which represent a time
series that has the value x at time t. In general, the observations
are unevenly spaced in time. CSPLINE does a third order differential
equation interpolation of x at evenly spaced values of t.
FEVAL is a program which can evaluate a user specified function. The
arguments include a from, to, and step for the variable x and an an
expression which is a function of x. The output is x, f(x).
HIST calculates the bin occupancy statistics for a histogram. It has a
number of options, including the ability to select automatically a rea-
sonable bin size. HIST can generate an output which can be piped
directly into PLT to produce a histogram - with or without error bars.
LFIT performs a linear least squares fit for an arbitrary number of
variables.
POLYFIT performs a least squares polynomial fit.
STATS gives the basic statistics for the columns specified as its
input.
TRANSP outputs the transpose of the matrix that is its input. TRANSP
is often used to adjust the output of one column-oriented program so
that it becomes suitable input for another program.
COVMAT, PC, COEFF, GETEIG, and EIGPLT are a group of programs for
creating, examining, and using principal components. COVMAT takes in
the matrix of observations and creates the covariance matrix. PC cal-
culates the principal components. COEFF calculates the projection of
the original data onto the principal components. GETEIG and EIGPLT
allow the principal components and their corresponding eigenvalues to
be examined and plotted.
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4.0 PVC Generation: Relationship to Preceding Beat Type and Timing
In section 3.1, the probability distribution for the beat type of the
next generated beat, B was modeled as a function of the preceding beat
types ...B3,B 2,B 1 and RR intervals ...RR2,RR1:
p(Bo I ...B3,B2,Bl, ...RR2,RR1). (4.1)
Whenever equation 4.1 differs from the unconditioned distribution p(Bo), it
implies that the previous beats are somehow related to the outcome of Bo.
Equation 4.1 cannot be realized in practice; a compromise approach is
to reduce its dimensionality by significantly reducing the number of condi-
tioning variables. In most of the preliminary studies the analysis was res-
tricted to B3,B 2,B1 and the corresponding RR intervals RR2,RR1 (see figure
4-1). This decision was based on the assumption that the immediately
preceding beats would have the greatest effect on B, and on experimental
evidence that the "memory" time-constant of cardiac tissue is on the order
of a secondt (Heethaar 1973a).
The analysis of a conditional distribution such as 4.1 is in many cases
a straightforward statistical problem. Unfortunately, here it is compli-
cated by the fact that the probability distribution contains both discrete
and continuous variables. In order to simplify matters, the preliminary
investigation was divided into two sets of studies. One study examined the
marginal distribution conditioned on the discrete beat type variables:
tThe "memory" time-constant is defined here as the time required for
the effects of past stimulation-interval history on the AV node to be
reduced to 1/e of the maximum value (see section 2.3.2.2). The AV
node is an appropriate choice because its properties are very similar
to the slow response cardiac tissue which is thought to be a common
substrate for VEA (Masuda 1982).
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Figure 4-1: Definition of a four beat observation. The stream
of annotations data is divided into four beat, overlapping se-
quences. The intervals between the beats are RR2, RR1, and RRO;
the beats are B3, B2, B1, and B. A beat which is normal is re-
ferred to as 'N'; a PVC, as 'V'. The letter 'A' is used to
represent a beat which could be a normal or a PVC. When B is a
V, the interval RRO is referred to as the coupling interval.
p(B I B3 , B2 ,B1 ); (4.2)
the other study examined the marginal distribution conditioned on continuous
RR interval variables:
p(Bo I RR2 RR1). (4.3)
The goal of the preliminary investigation was to demonstrate and quan-
tify relationship between B and the conditioning variables, and to provide
a rational framework for selecting a minimal set of parameters for predict-
ing B0 . Section 4.2 contains the results of studies involving equation 4.2;
section 4.3 deals with equation 4.3. In both sets of studies a reduction
in variance (RIV) metric was used to measure how much of the uncertainty in
p(B O) was eliminated by p(Bol...) (see section 3.3.1); a p value was used to
measure the likelihood that the information was statistically significant.
_ __ ___ __ _ ___ ___
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4.1 The Digital Database
The- investigation was carried out on digital ECG data from the MIT/BIH
and AHA Digital Databases. Each one of the "tapes" is a half-hour excerpt
from a 2-channel long-term ECG recording. All the beats in the half-hour
are labeled as to beat type and time of occurrence. The annotations
represent the consensus of at least two cardiologists and are extremely
reliable.t Accuracy of annotations was felt to be important because annota-
tion errors constitute a source of "noise." Since this was the first inves-
tigation of its kind, it was not known how high an error rate could be
tolerated. (Most automated arrhythmia analysis programs have a 5-15% PVC
error rate when operating on noisy ECG data or data with complicated VEA.)
A total of 66 tapes had sufficient VEA to be useful for study (see
table 4-1). For the purposes of this thesis, all the beats were divided
into two groups: normals and PVCs. Beats which originated above the His-
Purkinje system were considered "normal" in the sense that they all had a
normal ventricular activation sequence; all other beats were considered
PVCs. Fusion beats were grouped with PVCs. All of the selected tapes had
an average of at least one PVC or fusion beat per minute.
tThe annotations for the MIT-BIH database correspond to the major
peak of the filtered QRS complex, while the AHA database annotations
correspond to the onset of the QRS complex. To test whether this
difference was important, several of the AHA tapes were processed to
generate annotations which corresponded to the MIT standard. The
choice of the annotation standard did not significantly change the
results for those AHA tapes.
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N V VV VT F S
2531 41 0
1507 520 96
2078 59 0
2492 38 0
2302 109 2
1543 444 0
1536 47 3
1743 826 49
1635 198 0
2535 444 85
2571 71 6
1588 992 181
2423 195 15
2641 220 3
2004 256 10
3196 164 20
2046 162 0
2082 64 0
2031 396 5
2045 473 34
1688 362 1
2230 831 61
2802 73 0
3472 38 0
1568 59 0
1343 269 0
2989 276 0
2544 308 0
2270 144 0
2457 79 0
2132 26 0
2884 59 0
1914 35 0
0 0 0
1 0 0
0 0 0
0 2 0
0 0 1
0 0 0
3 5 31
6 2 30
0 2 128
21 1 2
6 11 3
0 373 2
3 10 22
1 362 28
2 1 0
2 1 2
0 0 0
0 1 7
2 0 0
7 14 73
0 0 3
6 11 7
0 0 0
0 0 0
0 0 0
0 0 0
0 22 0
0 2 0
0 0 0
0 0 0
0 17 0
0 0 0
0 0 0
TAPE
3004
3006
3007
3008
3009
4001
4002
4003
4004
4005
4006
4007
4009
4010
6001
6002
6003
6004
6005
6006
6007
6008
6009
6010
7001
7002
7003
7004
7005
7006
7007
7008
7Ann
N V VV VT F S
1798 79
3130 113
2297 27
2309 115
2522 62
1491 441
2255 120
2107 474
2147 109
1305 146
1774 156
2827 642
1544 827
2210 684
2454 46
1715 237
2540 157
2114 136
2090 204
2370 360
1580 463
2307 51
1732 750
2875 394
2504 650
1908 219
2356 170
1884 42
2269 168
0 0
0 0
0 0
0 0
0 0
0 0
0 0
0 0
0 0
0 0
0 0
0 0
0 0
0 0
15 0
11 0
10 0
6 0
21 0
53 0
28 0
11 0
34 0
43 0
16 4
3 2
32 20
3 3
12 8
1224 1884 631 222
2245 93 1 1
1522 41 2 2
1257 1638 375 130
Table 4-1: Summary of the 66 database tapes used for the prelim-
inary investigation. For each tape there are 6 specifications
which describe the event counts for the half hour, they are: the
number of normal beats (N), the number of PVCs (V), the number
of couplets (VV), number of runs of ventricular tachycardia
(VT), number of fusion beats (F), and the number of supraven-
tricular premature beats (S). The V total includes all the
beats in VV and VT. In the analysis, the F is considered a V
and the S is considered an N.
TAPE
105
106
107
109
116
119
124
200
201
203
205
208
210
213
214
215
217
219
221
223
228
233
2001
2004
2005
2006
2007
2008
2009
2010
3001
3002
3003
0
2
0
0
0
0
1
0
1
0
16
50
0
12
0
1
1
0
0
52
1
0
18
21
9
0
6
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0 0
2 0
2 0
1 0
================================== :-=================================
I v
- 160 -
4.2 Studies of Beat Tes
The first step was the analysis of the marginal distribution
p(BO I ...B3 ,B2 ,B1 ). Two basic studies were performed in this section: stu-
dies A and B. In study A, the series of normals and PVCs was analyzed as a
time series of zeros and ones. This study was intended to test whether the
PVCs were distributed randomly in time. Study B focused on short-term
dependencies by looking at the extent to which the specific beat types of
the past beats influenced B. In study B the analysis was restricted to a
maximum of three beats preceding Bo.
4.2.1 STUDY A: Temporal Distribution of PVCs
Study A was designed to test whether the ordering of normals and PVCs
showed any cyclic patterns. The null hypothesis (HO) for this study was
that no such patterns existed. To test H, the sequence of beat labels was
first converted to a time series x[k], where x[k] was a one if the kth beat
was a PVC and a zero otherwise. The time series was then normalized to unit
energy and its discrete power spectrum was calculated using an unpadded
discrete Fourier transform. Examples of normalized cumulative power spectra
are shown in figure 4-2.
Under the null hypothesis, each power-spectrum component was expected
to be a chi-square distributed random variable with two degrees of freedom.t
As a result, the normalized cumulative spectrum was expected to be a random
walk between the points (0,0) and (1/2,1). The maximum amount that the
spectrum was expected to stray from the line connecting the points was a
tThe DC component and the component, when it exists (i.e. for N
even), are chi-square distributed with only one degree of freedom.
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TAPE 185
1.8
8.6
0.2
8.8 8.1 8.2 8.3 8.4 8.5
TAPE 200887
8.8 8.1
1.8
0.6
8.2
8.8
8.2 0.3 .4 8.5
TAPE 288
8.8 8.1 0.2 8.3 0.4 0.5
TAPE 7888
0.8 0.1 8.2 8.3 .4 8.5
Figure 4-2: Examples of cumulative power spectra for tapes 105,
200, 2007 and 7008. The power spectrum is evaluated on the time
series representation of the normals and PVCs as zeros and ones.
The x-axis is frequency in cycles per beat; the y-axis is cumu-
lative power normalized to one. A tape which has PVCs distri-
buted randomly in time should have a cumulative spectrum similar
to that of tape 105. Tapes 200, 2007, and 7008 show low fre-
quency power indicative of PVC grouping. In addition, tape 200
shows bigeminy, tape 2007 shows trigeminy, and tape 7008 shows
slight "decageminy" and its associated harmonics.
L.8
0.4
0.2
8.8
1.8
0.8
0.6
0.2
8.8
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function of the number N of discrete frequencies in the spectrum. A
description of the statistical formalism is given in section 3.3.3.1.
The p values of H for all 66 half-hour tapes are shown in table 4-2.
It is clear from the results that only in a minority of the tapes did the
sequence satisfy the requirements for H. Using a p value of 0.005, the
hypothesis was rejected in 85% of the tapes. Looking at table 4-1 one can
see that most of the tapes which satisfied H had relatively few
(+±a=53 ±25) PVCs. One might wonder whether in some of these tapes accep-
tance of H was caused by a low "signal-to-noise" ratio of PVCs to total
beats.
Study A demonstrated that in most tapes the PVCs are not randomly dis-
tributed among normal beats. While it was difficult to quantify the infor-
mation content of plots like the ones shown in figure 4-2, examination of
the spectra by eye quickly revaled information about the predominant period-
icities of the PVCs. For example, tape 200 has a rapid increase in cumula-
tive power around the frequency of 0.5 cycles per beat (see figure 4-2)
indicating the presence of bigeminy.
4.2.2 STUDY B: Analysis of Preceding-Beat Influence on Bo
While the power spectral test is very good for detecting more global
trends in the generation of PVCs, it is poor for detecting short, infrequent
patterns. For example, if a specific beat sequence, e.g. B3B2B1=VNV, is
always followed by a PVC, but the sequence VNV occurs only a small number of
times, it is highly likely that the contribution of that pattern will not be
noticeable in the spectrum. The best way to pick up such a pattern is to
compare the probability p(Bo=VB 3B2Bl=VNV) to p(V). Study B examined the
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TAPE pRS pRB RV1 RV2 RV3
105
106
107
109
116
119
124
200
201
203
205
208
210
213
214
215
217
219
221
223
228
233
2001
2004
2005
2006
2007
2008
2009
2010
3001
3002
3003
.276
.000
.003
.247
.000
.000
.000
.000
.000
.000
.000
.000
.000
.000
.004
.003
.000
.038
.000
.000
.000
.000
.133
.347
.000
.000
.000
.000
.000
.000
.035
.019
.242
.727
.000
.840
.740
.600
.000
.000
.000
.000
.000
.000
.000
.000
.000
.000
.000
.000
.000
.000
.000
.000
.000
.191
.868
.327
.000
.000
.000
.000
.000
.607
.438
.740
0.0
0.8
0.0
0.0
0.0
8.0
33.6
13.1
0.8
2.1
25.9
4.5
0.0
3.4
0.2
0.8
0.0
0.0
2.8
7.7
4.2
6.6
0.0
0.0
0.0
3.6
0.6
1.1
0.0
0.0
0.0
0.0
0.0
0.0
38.2
0.0
0.0
0.0
9.6
44.6
46.7
1.9
2.3
36.9
16.6
3.5
48.5
1.3
0.0
2.3
0.0
6.7
50.4
25.5
7.3
0.0
0.0
0.0
9.3
1.5
2.7
0.0
0.0
0.0
0.0
0.0
0.0
49.8
0.0
0.0
0.0
13.2
47.4
46.5
31.4
2.5
36.7
47.3
4.3
48.4
0.8
0.0
1.3
0.0
7.0
57.3
25.4
15.0
0.0
0.0
0.0
9.5
48.9
3.4
0.0
8.8
0.0
0.0
0.0
TAPE pRS pRB RV1 RV2 RV3
3004
3006
3007
3008
3009
4001
4002
4003
4004
4005
4006
4007
4009
4010
6001
6002
6003
6004
6005
6006
6007
6008
6009
6010
7001
7002
7003
7004
7005
7006
7007
7008
7009
.000
.001
.211
.000
.000
.000
.000
.000
.029
.000
.000
.000
.000
.000
.000
.000
.000
.000
.000
.000
.000
.000
.000
.000
.000
.000
.000
.000
.000
.000
.000
.000
.000
.000
.059
.703
.000
.302
.000
.000
.000
.017
.000
.000
.000
.000
.000
.000
.000
.000
.000
.022
.000
.000
.000
.000
.000
.000
.000
.000
.000
.000
.000
.000
.000
.000
0.0
0.0
0.0
0.0
0.0
8.5
0.0
4.8
0.0
0.5
0.3
5.8
28.6
9.7
9.8
0.3
0.0
0.0
0.0
0.0
4.4
3 .5
13.6
0.0
4.8
0.2
6.2
78.3
0.9
2.8
0.0
6.5
30.9
0.0
0.0
0.0
0.0
0.0
10.5
40.2
5.3
0.0
87.6
0.3
6.5
78.6
13.5
11.9
0.3
3.6
4.7
0.0
0.9
13.0
2.4
13.6
0.4
48.4
1.2
6.2
77.2
3.9
14.5
4.9
14.5
31.6
0.0
0.0
0.0
58.5
0.0
17.9
38.7
9.7
0.0
86.7
0.0
16.0
78.3
18.3
8.9
29.2
2.7
7.3
0.0
1.7
12.7
0.0
27.4
0.1
48.3
1.3
7.4
76.7
3.2
25.2
15.5
11.7
32.6
Table 4-2: Summary of the beat
For each tape, five parameters
sequence test for the 66 tapes.
are given: the p value (pRS) for
the PVC sequence satisfying the criteria for a random series,
the p value (pRB) for the null hypothesis that the beat type
does not influence B, the RIV achieved using only B1 (RV1), the
RIV achieved using B2B1 (RV2), and the RIV achieved using B3B2B1
(RV3).
________________________________________
________________________________________
- 164 -
relationship between the preceding beats and the outcome of Bo.
Total number of observations in the tape: Nt
Total number of Bo=V observations in the tape: nt
Number of bins into which
the observations are divided: Nbins
Total number of observations in ith bin: Ni
Total number of B=V observations in ith bin: ni
p(V) = ntNt
Nip(i) = Ni
Nt
p(Vli) =ni
Ni
= p (Bo=V)
= p(observation is in ith bin)
= P(BO=V I observation is in ith bin)
Figure 4-3: Definition of variables and empirical probabilities
which summarize the observations for a single tape. The vari-
ables Nt and nt represent the total number of observations and
Bo=V observations, respectively. The observations are divided
into bins; the variables Ni and ni represent the number of ob-
servations and Bo=V observations, respectively in the ith bin.
The empirical probabilities p(V), p(i), and p(Vli) are defined
as shown.
The study of the relationship between B and preceding beats was done
separately for a one beat (B1), a two beat (B2B1), and a three beat (B3B2B1)
conditioning sequence. For each of the three cases the observations were
assigned to a bin on the basis of the conditioning sequence. Since each B
variable could have one of two possible values (N or V), the value of Nbins
for B1, B2B1, and B3B2B1 was 2, 4, and 8, respectively. Figure 4-3 shows
the definition of the variables and probabilities. In theory, if no associ-
_ __ _ ____
__ __ _ _ ___ __ _ _ __ ___ __ _ __ ____ __ __
- 165 -
ation existed between the preceding beat(s) and B, the expected value of
the conditional probabilities p(Vii) would be equal to the unconditioned
probability p(V). The chi-square test was used to determine whether the
deviation of the p(Vli) values from p(V) was more than could be accounted
for by chance. The null hypothesis was that the fluctuations were random.
For each of the three sequence types, the test variable was calculated as
shown in section 3.3.2.1:
2 N t binSp(i) [p(Vli)-p(V)]2 (44)Xi=1 var(BOlnt,Nt)
where var(n,N) is given by
var(Boln,N) = (n+l)(N+l-n) (4.5)(N+2)(N+3) 
Under H, X2 was expected to follow a chi-square distribution with Nbins-1
degrees of freedom.
The p value derived from equation 4.4 gave a good measure of the likel-
ihood of the probabilities p(Vli) arising by chance; however, it did not
give a good measure of how much information was contained in the p(Vii)
values. The reduction-in-variance (RIV) measures (see section 3.3.1) for
the p(Vli) were calculated as
Nbins var( nN
RIV = 100 - 100 t p(i) var(B niNi) (4.6)
i=1 var(Bo]nt,Nt)
where var(Boln,N) is as shown in equation 4.5
The RIV measures for the three sequence types are shown in table 4-2.
The p values for the null hypothesis are shown only for the three-beat
sequences. In 79% of the tapes H was rejected using a p=0.005 limit; in
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55% of these tapes the RIV measure was greater than 10%. (The RIV threshold
of 10% is somewhat arbitrary, but it does reflect the approximate value at
which the beat patterns in the tape are visually obvious and usually
recurrent.) The number of PVCs in tapes which met the 10% criterion was
516±465, which is much greater than the 71±45 PVCs of tapes in which Ho
was accepted.
Study B demonstrated VEA non-randomness by showing that the knowledge
of preceding beat types helped predict the outcome of the Bo. The informa-
tion content of each of the three preceding beats varied; in some tapes
three beats were required to get a high RIV, while in others a high RIV was
achieved using only one or two beats before Bo. It is interesting to note
that the tapes in which H was rejected by this test overlap closely with
the tapes rejected by the spectral test of Study A. This seems to imply
that short-term patterns either tend to recur or tend to be accompanied by
longer-term trends.
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4.3 Studies of Beat Timing
This section presents the results of studies on the marginal distribu-
tion p(BOIRR2,RR1). There were two studies, C and D; In study C both RR
intervals were taken as independent variables; in study D the two RR inter-
vals were combined into a single variable.
Part of study C required the use of high-pass filtered RR intervals.
These were obtained by subtracting the low-pass filtered average interval
RR[n] from each RR interval:
RR2 <- RR2 - RRavg[n]
RR1 <-- RR1 - RRavgEn],
where the RRavg[n] was calculated using
RRavg[n] = aRRavg[n-1] + (1-a)RR[n]. (4.7)
Compensating the RR2, RR1 pair with various a values helped determine
whether the VEA structure was influenced more by average RR interval or by
deviations from average RR interval. The values of a used were 0.95, 0.9,
and 0.7. These corresponded to a memory of approximately 14, 6, and 2
beats, respectively.
While the use of two variables (i.e. RR2, RR1) does, in principle,
reveal more information that just one variable, it also has its drawbacks.
When using two dimensions, the events are spread out more sparsely and the
variance of the estimated distributions is increased. By choosing an
"appropriate" single variable, one can often greatly reduce this variance
and at the same time retain much of the information contained in both of the
two variables.
In order to reduce the dimensionality of the data, in Study D the two
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RR intervals were combined into a one-dimensional quantity x,
x = f(RR1,RR2). (4.8)
A number of functional forms of equation 4.8 are considered in section
4.3.2.
4.3.1. STUDY C: Analysis of RR Interval Influence on Bo
Study C compared the distribution p(BIRR2,RR1) ) to p(Bo); the null
hypothesis was that the distributions were the same. For each tape, the
RR2,RR1 plane was divided into a square grid (see section 3.4.6). The vari-
ables and probabilities which describe the grid are shown in figure 4-3.
The number of bins was chosen so that the average number of events per bin
was approximately nt1/2. This led to a total bin count of
Nbins = int(ntl/4 )2. (4.9)
The bin boundaries were placed so that the total number of observations in
each row and column of the grid was approximately the same. Using the pro-
babilities p(V), p(i), and p(Vii) defined in figure 4-3, the p value for Ho
was calculated from the chi-square statistic shown in equation 4.4. The
reduction in variance measure was calculated using equation 4.5. As an
example, table 4-3 shows the grid for tape 200 along with the corresponding
p value and RIV measures. Note that for tape 200 a short-long RR2-RR1 pair
is most frequently associated with PVC generation.
The null hypothesis was tested using four a values for filtering the
RR2,RR1 pairs: 1.0 (no filtering), 0.95, 0.90, and 0.70. For each of the
four cases the p value for H on the grid and three RIV measures were calcu-
lated (see tables 4-4a,b,c,d). The RIV measures were: (1) the RIV achieved
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TAPE 200: OBSERVATIONS: 2598 WITH B=V: 826
0.749 0.503 0.159 0.065 0.102
394/526 263/523 83/522 33/508 53/519
1.322 # =========#=========#=========# 
0.859 1 0.846 1 0.813 1 0.222 1 0.200 1 0.815
I 243/283 1 148/175 1 26/32 1 2/9 1 4/20 1 423/519
1 381.620 I 224.822 1 36.099 1 0.380 1 1.283 I
0.814 #- =======================#=======
0.783 I 0.763 I 0.239 1 0.056 1 0.218 1 0.451
I 123/157 1 71/93 1 22/92 1 7/124 1 12/55 1 235/521
1 156.907 1 85.131 1 2.635 1 39.103 1 2.524 1
0.714 # =========#=========#=========#=========
0.500 1 0.224 1 0.100 1 0.078 1 0.209 1 0.153
18/36 1 19/85 1 23/230 1 9/115 1 9/43 I 78/509
I 5.504 1 3.494 1 50.384 1 30.468 I 2.340 1
0.631 #============= =====#=========#
0.211 1 0.185 1 0.080 1 0.045 1 0.062 1 0.096
4/19 1 22/119 1 9/113 1 5/111 1 10/161 1 50/523
I 1.011 1 9.718 I 29.593 I 38.124 1 48.597 1
0.556 # =========#=========#=========#=========
0.194 1 0.059 1 0.055 1 0.067 1 0.075 1 0.076
6/31 1 3/51 1 3/55 1 10/149 1 18/240 1 40/526
I 2.212 1 15.792 1 17.598 1 43.233 1 65.328 1
0.325 # =========#=========#=========#
0.325 0.556 0.631 0.713 0.814 1.322
Table 4-3: Grid characterizing PVC production as a function of
the RR2 and RR1 values for tape 200. The x-axis shows the RR2
value in seconds; the y-axis shows RR1; Each bin contains three
quantities (top to bottom): (1) the probability that an observa-
tion in the bin is also an event, (2) same as (1) but expressed
as events/observations, and (3) the contribution that the bin
makes to the chi-squared sum. On top of each column and to the
right of each row are numbers identical to (1) and (2), but for
the entire row/column instead of just one bin. For this partic-
ular grid, the p value for H was << 0.005 and the reduction in
variance was 36.6, 32.7, and 48.2 for RR2, RR1, and (RR2,RR1),
respectively.
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TAPE pRND RV2 RV1 RV21 TAPE pRND RV2 RV1 RV21
105
106
107
109
116
119
124
200
201
203
205
208
210
213
214
215
217
219
221
223
228
233
2001
2004
2005
2006
2007
2008
2009
2010
3001
3002
3003
.710
.000
.359
.167
.023
.000
.000
.000
.000
.000
.000
.000
.000
.028
.000
.475
.000
.579
.000
.000
.000
.000
.823
.135
.137
.000
.000
.000
.000
.000
.000
.834
.000
0.0
26.7
0.0
0.0
0.0
5.3
0.0
32.7
15.6
0.7
0.0
25.4
0.3
0.1
0.3
0.0
0.0
0.0
0.6
31.3
16.9
9.3
0.0
0.0
0.0
2.9
14.4
0.0
0.0
0.0
0.0
0.0
0.0
0.0
13.9
0.0
0.0
0.0
7.6
0.0
36.6
14.4
3 .0
0.0
23.0
0.0
0.0
0.1
0.0
0.0
0.0
5.7
13.9
16.0
8.3
0.0
0.0
0.0
0.5
2.9
0.7
0.0
0.0
0.0
0.0
0.0
0.0
40.0
0.0
0.0
0.0
12.3
0.0
48.2
27.0
6.7
0.0
44.8
0.0
0.0
0.0
0.0
0.0
0.0
12.8
39.6
23.6
20.7
0.0
0.0
0.0
5.2
26.0
0.0
0.0
0.0
0.0
0.0
0.0
3004
3006
3007
3008
3009
4001
4002
4003
4004
4005
4006
4007
4009
4010
6001
6002
6003
6004
6005
6006
6007
6008
6009
6010
7001
7002
7003
7004
7005
7006
7007
7008
7009
.000
.004
.108
.000
.002
.000
.000
.000
.007
.000
.000
.000
.000
.000
.020
.000
.000
.000
.000
.000
.000
.000
.000
.000
.000
.000
.001
.000
.028
.000
.000
.002
.000
0.7
0.0
0.0
5.6
0.0
5.8
4.8
3.6
0.0
19.7
2.1
3.8
69.9
12.4
0.0
6.5
0.2
2.4
2.1
0.5
6.3
0.0
7.9
0.9
46.4
0.7
0.0
0.0
0.0
13.4
0.0
0.0
15.2
1.8
0.0
0.0
5.2
0.0
8.0
2.5
12.8
0.0
19.5
2.3
4.8
42.1
19.4
0.0
2.9
0.0
0.0
0.0
0.1
12.4
0.0
11.8
0.0
11.1
0.2
0.0
0.0
0.0
18.0
4.3
0.0
30.4
Table 4-4a: Summary of RR interval tests for the 66 tapes.
0.5
0.0
0.0
2.7
0.0
19.1
39.6
18.9
0.0
82.1
3.0
13.7
75.4
23.6
0.0
11.1
1.9
0.5
2.6
0.6
15.5
0.0
22.6
0.0
48.7
0.0
0.0
0.0
0.0
33.4
6.7
0.0
43.7
The
grids represented in this table were processed using unfiltered
RR intervals (i.e. a=1). For each tape, there are four numbers:
(1) the p value that the grid could have occurred by chance
(pRND), (2) the RIV achieved by using only RR2 (RV2), (3) the
RIV achieved using only RR1 (RV1), and (4) the RIV achieved
using both intervals (RV21).
________________________________________
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TAPE pRND RV2 RV1 RV21
105
106
107
109
116
119
124
200
201
203
205
208
210
213
214
215
217
219
221
223
228
233
2001
2004
2005
2006
2007
2008
2009
2010
3001
3002
3003
.693
.000
.153
.065
.156
.000
.091
.000
.000
.000
.000
.000
.000
.000
.000
.727
.000
.005
.000
.000
.000
.000
.221
.460
.616
.000
.000
.000
.000
.000
.846
.814
.002
0.0
24.7
0.0
0.0
0.0
5.1
0.0
35.4
8.4
0.3
0.0
27.8
0.5
0.3
0.0
0.0
0.0
0.0
1.6
20.2
16.5
7.1
0.0
0.0
0.0
3.2
13.6
0.2
0.3
0.0
0.0
0.0
0.0
0.0
32.2
0.0
0.0
0.0
8.1
0.0
34.8
6.1
3.3
0.0
24.4
0.0
0.2
0.1
0.0
0.0
0.0
5.2
16.7
17.3
9.8
0.0
0.0
0.0
7.0
0.4
1.3
0.1
0.0
0.0
0.0
0.0
0.0
43.0
0.0
0.0
0.0
12.3
0.0
47.4
15.1
5.2
0.0
46.9
0.0
0.6
0.4
0.0
0.0
0.0
11.4
31.7
22.9
17.5
0.0
0.0
0.0
9.7
11.8
0.7
0.0
0.0
0.0
0.0
0.0
TAPE pRND RV2 RV1 RV21
3004
3006
3007
3008
3009
4001
4002
4003
4004
4005
4006
4007
4009
4010
6001
6002
6003
6004
6005
6006
6007
6008
6009
6010
7001
7002
7003
7004
7005
7006
7007
7008
7009
.027
.118
.107
.000
.280
.000
.000
.000
.000
.000
.000
.000
.000
.000
.119
.000
.000
.000
.000
.000
.000
.012
.000
.000
.000
.008
.002
.000
.000
.000
.000
.511
.000
0.0
0.0
0.0
5.6
0.0
4.1
4.6
3.6
0.0
17.4
0.0
4.5
68.8
16.4
0.0
7.5
0.0
0.7
0.5
0.2
5.8
0.0
8.9
0.1
40.9
0.3
0.0
0.0
0.3
11.4
0.0
0.0
15.9
0.0
0.0
0.0
0.0
0.0
9.3
3.8
8.8
0.0
21.3
0.1
4.7
56.5
15.9
0.0
0.5
0.0
0.5
0.0
0.4
11.5
0.0
11.0
0.0
45.5
0.0
0.0
0.0
0.0
14.6
0.0
0.0
28.7
0.0
0.0
0.0
10.9
0.0
17.6
37.1
13.4
0.0
69.1
0.0
13.7
76.1
20.9
0.0
6.7
0.9
0.2
0.1
0.3
14.3
0.0
22.2
0.0
47.0
0.0
0.0
0.0
0.0
26.1
0.0
0.0
38.5
Table 4-4b: Summary of RR interval tests for the 66 tapes. The
grids represented in this table were processed using RR inter-
vals filtered with a=0.95. For each tape, there are four
numbers: (1) the p value that the grid could have occurred by
chance (pRND), (2) the RIV achieved by using only RR2 (RV2), (3)
the RIV achieved using only RR1 (RV1), and (4) the RIV achieved
using both intervals (RV21).
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TAPE pRND
105
106
107
109
116
119
124
200
201
203
205
208
210
213
214
215
217
219
221
223
228
233
2001
2004
2005
2006
2007
2008
2009
2010
3001
3002
3003
.328
.000
.145
.023
.150
.000
.000
.000
.000
.000
.000
.000
.000
.012
.000
.687
.000
.002
.000
.000
.000
.000
.190
.705
.442
.000
.000
.000
.000
.000
.333
.379
.010
RV2 RV1 RV21
0.0
25.0
0.0
0.0
0.0
5.0
0.0
35.1
8.9
0.4
0.0
27.0
0.3
0.2
0.0
0.0
0.0
0.0
1.6
18.8
17.4
7.2
0.0
0.0
0.0
3.4
15.5
0.3
0.0
0.0
0.0
0.0
0.0
0.0
35.5
0.0
0.0
0.0
8.0
0.0
33.8
5.1
3.5
0.0
24.5
0.0
0.0
0.0
0.0
0.0
0.0
4.7
17.8
17.2
11.8
0.0
0.0
0.0
10.3
2.4
1.5
0.0
0.0
0.0
0.0
0.0
0.0
43.6
0.0
0.0
0.0
12.1
0.0
47.2
14.5
5.5
0.0
46.7
0.0
0.1
0.2
0.0
0.0
0.0
10.6
31.3
23.5
17.7
0.0
0.0
0.0
11.4
16.7
0.6
0.0
0.0
0.0
0.0
0.0
TAPE pRND RV2 RV1 RV21
3004
3006
3007
3008
3009
4001
4002
4003
4004
4005
4006
4007
4009
4010
6001
6002
6003
6004
6005
6006
6007
6008
6009
6010
7001
7002
7003
7004
7005
7006
7007
7008
7009
.102
.416
.256
.000
.585
.000
.000
.000
.000
.000
.001
.000
.000
.000
.149
.000
.000
.000
.000
.000
.000
.013
.000
.000
.000
.060
.001
.000
.000
.000
.000
.185
.000
0.0
0.0
0.0
4.9
0.0
3.5
3.5
3.0
0.0
19.1
0.0
4.3
68.3
15.9
0.0
8.9
0.0
0.6
0.5
0.4
5.1
0.0
8.9
0.3
43.7
0.0
0.0
0.0
0.2
11.0
0.0
0.0
16.5
0.0
0.0
0.0
0.0
0.0
10.7
4.7
8.1
0.0
23.1
0.0
4.7
60.9
15.6
0.0
0.6
0.0
0.7
0.0
0.6
11.7
0.0
10.5
0.0
46.2
0.0
0.0
0.0
0.0
15.4
0.0
0.0
29.1
0.0
0.0
0.0
2.2
0.0
16.6
32.7
12.2
0.0
65.3
0.0
13.1
75.6
20.3
0.0
7.9
0.9
0.2
1.5
0.2
14.2
0.0
21.8
0.0
46.9
0.0
0.0
0.0
0.0
26.4
0.0
0.0
39.0
Table 4-4c: Summary of RR interval tests for the 66 tapes. The
grids represented in this table were processed using RR inter-
vals filtered with a=0.9. For each tape, there are four
numbers: (1) the p value that the grid could have occurred by
chance (pRND), (2) the RIV achieved by using only RR2 (RV1), (3)
the RIV achieved using only RR1 (RV1), and (4) the RIV achieved
using both intervals (RV21).
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TAPE pRND RV2 RV1 RV21
105
106
107
109
116
119
124
200
201
203
205
208
210
213
214
215
217
219
221
223
228
233
2001
2004
2005
2006
2007
2008
2009
2010
3001
3002
3003
.761
.000
.172
.099
.602
.000
.001
.000
.000
.000
.000
.000
.000
.000
.000
.182
.000
.006
.000
.000
.000
.000
.727
.235
.853
.000
.000
.000
.000
.000
.275
.627
.153
0.0
25.9
0.0
0.0
0.0
4.9
0.0
34.5
9.4
0.1
0.0
25.9
0.2
0.1
0.0
0.0
0.0
0.0
1.7
18.2
16.2
5.9
0.0
0.0
0.0
2.8
17.6
0.3
1.0
0.0
0.0
0.0
0.0
0.0
37.8
0.0
0.0
0.0
8.0
0.0
31.0
3.8
3.3
0.0
24.9
0.0
0.1
0.5
0.0
0.0
0.0
2.9
18.8
12.8
13.6
0.0
0.0
0.0
9.3
10.8
1.9
0.1
0.0
0.0
0.0
0.0
0.0
44.0
0.0
0.0
0.0
12.9
0.0
47.0
14.4
5.7
0.0
45.7
0.0
0.4
0.3
0.0
0.0
0.0
10.4
32.3
22.8
18.3
0.0
0.0
0.0
9.7
34.9
0.6
0.0
0.0
0.0
0.0
0.0
TAPE pRND RV2 RV1 RV21
3004
3006
3007
3008
3009
4001
4002
4003
4004
4005
4006
4007
4009
4010
6001
6002
6003
6004
6005
6006
6007
6008
6009
6010
7001
7002
7003
7004
7005
7006
7007
7008
7009
.002
.009
.480
.000
.550
.000
.000
.000
.121
.000
.004
.000
.000
.000
.043
.000
.000
.000
.000
.000
.000
.131
.000
.000
.000
.008
.004
.000
.051
.000
.007
.009
.000
0.0
0.0
0.0
7.2
0.0
3.1
3.8
2.5
0.0
18.9
0.0
4.8
68.4
16.5
0.0
7.4
0.0
0.0
1.9
1.5
6.1
0.0
11.1
0.2
45.4
0.0
0.0
0.0
0.0
12.0
0.0
0.0
17.6
0.0
0.0
0.0
4.4
0.0
11.6
6.0
6.9
0.0
21.9
0.0
5.5
61.6
16.2
0.0
5.7
0.0
1.2
0.0
0.0
12.5
0.0
10.6
0.0
44.8
0.0
0.0
0.0
0.0
18.6
0.0
0.0
26.8
Table 4-4d: Summary of RR interval tests for the 66 tapes.
0.0
0.0
0.0
6.6
0.0
14.7
28.8
9.1
0.0
56.9
0.0
11.9
74.5
22.2
0.0
15.4
0.0
0.0
2.0
1.1
15.9
0.0
24.2
0.0
47.2
0.0
0.0
0.0
0.0
35.7
0.0
0.0
43.0
The
grids represented in this table were processed using RR inter-
vals filtered with a=0.7. For each tape, there are four
numbers: (1) the p value that the grid could have occurred by
chance (pRND), (2) the RIV achieved by using only RR2 (RV2), (3)
the RIV achieved using only RR1 (RV1), and (4) the RIV achieved
using both intervals (RV21).
________________________________________
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if only RR2 was used, (2) the RIV achieved if only RR1 was used, and (3) the
RIV achieved if both were used jointly. Using a cutoff of p=0.005, H for
the four different a values was rejected roughly 70% of the time. As in
section 4.2.2 above, only about half of those tapes had an RIV measure
greater than 10%.
Study C demonstrated that the RR intervals between the three beats
preceding B contain about as much information as the beat types of those
three beats. It was found that high-pass filtering the intervals did not
change the results much. Exceptions to this were tapes 219, whose p value
for H became significant, and tape 2006, whose RIV nearly doubled. The use
of both RR intervals yielded considerably more information than either
interval alone.
4.3.2 STUDY D: Analysis of f(RR2,RR1) Influence on B0
Looking at tables 4-4a,b,c,d it can be seen that the use of both RR
intervals was often significantly better than the use either one alone. The
purpose of study D was to determine whether it was possible to reduce the
information contained in both RR intervals into a single variable without a
significant information loss.
In the process of carrying out study C, many grids like the one in
table 4-3 were analyzed. It was noted that in most cases the high-
probability areas were localized to a specific set of contours on the grid.
These observations, along with prior knowledge of PVC production patterns
from cardiac electrophysiology, led to the selection of three functional
forms of x=f(RR2,RR1). These three functions (CQT, NDIFF, and PROD) are
shown in figure 4-4.
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** CQT ***
x= RR1sqrt(RR 2)
.3 .5 .7 .9 1.1 1.3
1.3
**e DIFF *** 1.1
.9
X = RR, - RR1
RR 2 + RR 1
.7
.5
.3
.3 .5 .7 .9 1.1 1.3
1.3
*** PROD ***
1.1
.9x = (RR 2 -1) (RR1 -½)
.7
.5
.3
.3 .5 .7 .9 1.1 1.3
Figure 4-4: Definition of functions for reducing RR2, RR1 to a
one-dimensional measure. On the left side of the figures are
the three functions CQT, NDIFF, and PROD. Next to each function
is a graph showing constant value contours, i.e.
x=f(RR 2,RR1)=const. For each of the graphs the x axis is the
value of RR2 in seconds; the y axis, RR1 in seconds.
1.3
1.1
.9
.7
.3
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The function CQT was based on the clinical finding that in most people,
the length of the QT interval (beginning of QRS complex to the end of the
T-wave) is proportional to the inverse square root of the preceding RR
interval (Surawicz 1984). Therefore, dividing RR1 by sqrt(RR2) provided a
measure of where the beat B1 fell with respect to the normalized QT interval
of B2. There is clinical evidence which suggests that beats which are near
the QT interval may promote PVC formation; the CQT measure was expected to
help identify tapes in which this occurred.
The NDIFF measure, while similar to the CQT measure, differed in two
important ways: it was tuned primarily to the difference between the inter-
vals and it was normalized to reduce the effects of changing heart rate.
The PROD measure was chosen because it covered an entirely different set of
contours than CQT and NDIFF. A number of other f(RR2,RR1) measures were
also considered, but the three presented here were adequate to represent the
information in almost all of the 66 grids.
Study D compared the distributions p(Bolx) to p(Bo); the null
hypothesis was that they were not different. Under H, the cumulative dis-
tribution P(xlN) was expected to be the same as P(xlV) (see section 3.3.3).
The distributions were compared using the Kolmogorov-Smirnov plot. The
observations were processed in order of ascending x=f(RR2,RR1) values. For
every observation that had Bo=N a step of 1/(Nt-nt) was taken along the x
axis; for every observation that had B=V a step of 1/nt was taken along the
y axis (see figure 4-3 for definitions). By design, the plot began at the
point (0,0) and ended at the point (1,1). The delta parameter, D which was
defined as the maximum vertical deviation from the line y=x, was used to
calculate the p value (see section 3.3.3).
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Table 4-5 shows the p values for H. The p value for all three x meas-
ures was calculated, but only the lowest p value is shown. Using a p=0.005,
the null hypothesis was rejected in 76% of the tapes.
The RIV measures were calculated along the lines described in section
4.2.2. The range of x values was divided in to Nbins bins, where
Nbins = int(ntl/2). (4.10)
The bin boundaries were placed so that the number of events in each bin was
roughly the same. Then, for each of the three f(RR2,RR1) measures, the pro-
babilities p(V), p(i), and p(Vii) were calculated as shown in table figure
4-3. Using these probabilities the RIV measure was calculated using equa-
tion 4.6. Table 4-5 shows the RIV values for the CQT, NDIFF, and PROD meas-
ures. In 56% of the tapes in which H was rejected (42% of total tapes),
the RIV was greater than 10%. As was the case in the study of beat type
(Study B), tapes in which H was accepted had a much lower PVC count
(127 ±150) than tapes in which the RIV was greater than 10% (558±456).
Study D demonstrated that RR2 and RR1 could be combined into one of
three functions x=f(RR2,RR1) which, in most cases, yielded as much informa-
tion as the best grid for that tape from study C. There were four tapes in
which the RIV for the two-dimensional grid and x measure were at odds. In
tape 208 the grid had two distinct regions of high-probability - a pattern
which was not easily matched using simple one-dimensional contours. As a
result, the x-based RIV performed less well. In tapes 205, 7003, and 7004
there were a small number of PVCs most of which were contained in a few runs
of ventricular tachycardia. Due to coarse binning, the grid-based RIV meas-
ure failed to represent the information.
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TAPE pRND NAME RVC RVN RVP TAPE pRND NAME RVC RVN RVP
.220 NDIFF 0.0 0.0 0.0
.000 NDIFF 35.5 40.9 19.1
.034 CQT 0.0 0.0 0.0
.228 CQT 0.0 0.0 0.0
.001 PROD 0.0 0.0 0.0
.000 NDIFF 10.0 12.2 7.1
.000 CQT 0.0 0.0 0.0
.000 NDIFF 47.0 48.2 1.6
.000 PROD 20.2 8.4 38.6
.000 CQT 9.1 8.3 0.4
.000 PROD 9.8 1.7 12.9
.000 PROD 17.9 20.5 26.9
.000 PROD 0.0 0.0 0.2
.022 NDIFF 1.0 1.4 0.2
.000 PROD 0.0 0.0 0.3
.066 NDIFF 0.0 0.0 0.0
.001 CQT 1.0 0.4 0.0
.038 CQT 0.0 0.0 0.0
.000 CQT 15.5 12.9 3.0
.000 CQT 38.1 37.2 36.2
.000 CQT 26.4 25.9 2.5
.000 NDIFF 16.7 19.0 15.9
.136 CQT 0.0 0.0 0.0
.208 PROD 0.0 0.0 0.0
.063 CQT 0.0 0.0 0.0
.000 PROD 5.0 4.9 5.5
.000 PROD 23.8 27.9 43.2
.000 CQT 2.4 1.6 1.5
.009 NDIFF 0.0 0.0 0.0
.000 NDIFF 0.8 1.8 0.5
.000 CQT 0.0 0.0 0.0
.906 PROD 0.0 0.0 0.0
.000 PROD 0.0 0.0 0.0
3004
3006
3007
3008
3009
4001
4002
4003
4004
4005
4006
4007
4009
4010
6001
6002
6003
6004
6005
6006
6007
6008
6009
6010
7001
7002
7003
7004
7005
7006
7007
7008
7009
.000
.001
.085
.000
.006
.000
.000
.000
.000
.000
.000
.000
.000
.000
.000
.000
.000
.000
.000
.004
.000
.000
.000
.087
.000
.000
.000
.000
.020
.000
.000
.068
.000
PROD 0.0 0.0 8.4
CQT 0.0 0.0 0.0
PROD 0.0 0.0 0.0
PROD 31.9 36.6 42.7
PROD 0.0 0.0 0.0
CQT 28.5 26.0 12.9
NDIFF 44.6 45.6 7.0
CQT 24.4 13.6 11.5
CQT 0.0 0.0 0.0
CQT 75.2 72.8 33.3
CQT 8.3 0.0 3.9
NDIFF 13.1 14.5 3.0
NDIFF 74.2 74.3 13.0
CQT 30.4 27.1 10.5
CQT 10.5 0.7 6.6
CQT 22.5 18.2 21.1
CQT 2.9 1.1 0.0
NDIFF 7.6 9.7 0.4
NDIFF 0.0 8.6 0.0
CQT 0.9 0.2 0.0
PROD 13.1 10.5 15.5
CQT 0.0 0.0 0.0
CQT 27.7 26.9 15.8
CQT 0.4 0.0 0.0
NDIFF 43.0 47.0 13.9
PROD 0.0 0.0 2.2
CQT 9.7 6.1 4.3
CQT 69.2 4.8 55.0
PROD 0.0 0.0 0.0
NDIFF 24.6 26.5 21.4
CQT 8.7 0.9 0.0
NDIFF 0.0 0.0 0.0
CQT 34.9 33.7 11.9
Table 4-5: Summary of the performance of the x=f(RR2,RR1) meas-
ures. For each tape there are five entries. The first two
entries are the p value (pRND) and the name of the measure
(NAME) which had the highest RIV. The other three columns are
the RIV value for the CQT (RVC), NDIFF (RVN), and PROD (RVP)
measures. For tapes in which all three RIV values are zero the
first two columns represent the x measure with the lowest p
value.
105
106
107
109
116
119
124
200
201
203
205
208
210
213
214
215
217
219
221
223
228
233
2001
2004
2005
2006
2007
2008
2009
2010
3001
3002
3003
_________________________________------
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4.4 Summary of Results
This chapter has developed and tested an approach for answering the
following question: Is the occurrence of a PVC random or can it be partly
predicted using the beat type and timing information of preceding beats?
This approach has been used in a series of four studies (A through D) which
tested the null hypothesis (HO) that PVC generation is random. Study A
investigated whether the ordering of normal beats and PVCs is random; study
B investigated the effect of previous beat types on the generation of PVCs;
studies C and D investigated the effect of the timing of beats without
regard to beat type. A composite summary of the results from the four stu-
dies is shown in table 4-6. On the average, the null hypothesis was
rejected in about 80% of the tapes, indicating that in 4 of 5 tapes PVC gen-
eration is not random.t The rejection of H appeared to be closely associ-
ated with the number of PVCs in a tape which suggested that increasing the
PVC count increases the "signal level" and increases the likelihood of
detecting a pattern. About half the tapes in which H was rejected (i.e.
about 40% of the tapes) had an RIV greater than 10%, which indicated the
presence of a recurrent pattern.
One very important issue which was not addressed in these studies was
that of dependency of the two classes of conditioning variables. In looking
at the summary in table 4-6, it is clear that, for many of the tapes, the
RIV due to beat type is similar to the RIV due to the timing. In most
cases, this can be attributed to the fact that the RR interval between a PVC
and the preceding beat is usually shorter than the normal RR interval. This
tDue to the biased selection of the database of 66 tapes (see section
4.1), one should be cautious in generalizing from these results to the
clinical environment at large.
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TAPE pBT pTIM RVBT RVRR RVX
105
106
107
109
116
119
124
200
201
203
205
208
210
213
214
215
217
219
221
223
228
233
2001
2004
2005
2006
2007
2008
2009
2010
3001
3002
3003
.727
.000
.840
.740
.600
.000
.000
.000
.000
.000
.000
.000
.000
.000
.000
.000
.000
.000
.000
.000
.000
.000
.191
.868
.327
.000
.000
.000
.000
.000
.607
.438
.740
.220
.000
.034
.023
.001
.000
.000
.000
.000
.000
.000
.000
.000
.000
.000
.066
.000
.002
.000
.000
.000
.000
.136
.135
.063
.000
.000
.000
.000
.000
.000
.379
.000
0.0
49.8
0.0
0.0
0.0
13.2
47.4
46.5
31.4
2.5
36.7
47.3
4.3
48.4
0.8
0.0
1.3
0.0
7.0
57.3
25.4
15.0
0.0
0.0
0.0
9.5
48.9
3 .4
0.0
8.8
0.0
0.0
0.0
0.0
44.0
0.0
0.0
0.0
12.9
0.0
48.2
27.0
6.7
0.0
46.9
0.0
0.6
0.4
0.0
0.0
0.0
12.8
39.6
23.6
20.7
0.0
0.0
0.0
11.4
34.9
0.7
0.0
0.0
0.0
0.0
0.0
0.0
40.9
0.0
0.0
0.0
12.2
0.0
48.2
38.6
9.1
12.9
26.9
0.2
1.4
0.3
0.0
1.0
0.0
15.5
38.1
26.4
19.0
0.0
0.0
0.0
5.5
43.2
2.4
0.0
1.8
0.0
0.0
0.0
TAPE pBT pTIM RVBT RVRR RVX
3004
3006
3007
3008
3009
4001
4002
4003
4004
4005
4006
4007
4009
4010
6001
6002
6003
6004
6005
6006
6007
6008
6009
6010
7001
7002
7003
7004
7005
7006
7007
7008
7009
.000
.059
.703
.000
.302
.000
.000
.000
.017
.000
.000
.000
.000
.000
.000
.000
.000
.000
.022
.000
.000
.000
.000
.000
.000
.000
.000
.000
.000
.000
.000
.000
.000
.000
.001
.085
.000
.002
.000
.000
.000
.000
.000
.000
.000
.000
.000
.000
.000
.000
.000
.000
.000
.000
.000
.000
.000
.000
.000
.000
.000
.000
.000
.000
.002
.000
0.0
0.0
0.0
58.5
0.0
17.9
38.7
9.7
0.0
86.7
0.0
16.0
78.3
18.3
8.9
29.2
2.7
7.3
0.0
1.7
12.7
0.0
27.4
0.1
48.3
1.3
7.4
76.7
3.2
25.2
15.5
11.7
32.6
0.5
0.0
0.0
10.9
0.0
19.1
39.6
18.9
0.0
82.1
3.0
13.7
76.1
23.6
0.0
15.4
1.9
0.5
2.6
1.1
15.9
0.0
24.2
0.0
48.7
0.0
0.0
0.0
0.0
35.7
6.7
0.0
43.7
8.4
0.0
0.0
42.7
0.0
28.5
45.6
24.4
0.0
75.2
8.3
14.5
74.3
30.4
10.5
22.5
2.9
9.7
8.6
0.9
15.5
0.0
27.7
0.4
47.0
2.2
9.7
69.2
0.0
26.5
8.7
0.0
34.9
Table 4-6: Overview of results from the preliminary study. For
each tape there are five entries. The first (pBT) is the p
value for the null hypothesis that p(BoIB3B 2B 1) is the same as
P(BO ); the second (pTIM) is the lowest p value from the study of
beat timing (section 5.3). The third (RVBT) is the RIV
corresponding to pBT, while the last two are the best RIVs
achieved with the RR grids (RVRR) and x=f(RR2,RR1 ) (RVX).
-------------------------------------------------------
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dependency, along with other factors such as reproducibility of the beat
type and timing relationships, is considered in more detail in the following
chapters.
The results in this chapter are important, not only because they
disprove the commonly held belief that VEA is unpredictable, but also
because they form a solid foundation for subsequent studies and extensions
of the work.
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5.0 Characterization of VEA: Type I Conditional Distributions
Chapter 4 examined the probability distribution of the next generated
beat, B as a function of the preceding beat types B3,B2 ,B1 and RR intervals
RR2,RR1 (see figure 5.1):
p(B I B3 ,B2 ,B 1 ,RR 2 ,RR 1 ). (5.1)
The two marginal distributions p(BO IB3,B2,B1) and p(BO IRR2,RR1) were
tested independently for the null hypothesis that they were indistinguish-
able from the unconditioned distribution p(Bo). For each of the marginal
distributions the null hypothesis was rejected in about 80% of the tapes.
In approximately half of those tapes, or 40% of the total tapes, the
reduction-in-variance (RIV) measure for the conditional distribution was
judged to reflect an obvious and persistent underlying pattern. It was
found that in most tapes the information content of p(Bo IB3,B2,B1) and
p(BO IRR2,RR1) was comparable, suggesting that the information in the inter-
vals RR2 ,RR1 was correlated with the information in the beat types B3,B2,B1.
These results were unchanged when the timing information RR2,RR1 was
represented by the one-dimensional measure x=f(RR2,RR1).
This chapter is a continuation of that study. While the emphasis in
Chapter 4 was on the quantification of the non-randomness of the conditional
distributions, the emphasis of this chapter is on the actual shape of those
distributions. Having determined that most of the distributions were signi-
ficantly different from p(Bo), the next step was to see what could be
learned from the shapes of those distributions. In order to simplify the
data display and to avoid sparseness-of-data problems due to multiple dimen-
sions, the work was restricted to one-dimensional distributions. After some
experience with the data, the following strategy was adopted: First, the
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rI I
RB R A Bn
I . I
I RR2 RRO II I
Figure 5.1: Definition of variables for the probability distri-
butions. The ECG data is divided up into four beat overlapping
sequences. Each individual four beat sequence is referred to as
an observation; the dotted box encloses one observation. Within
each observation the beat types are given by the B variables (N
for normal or V for PVC); the time in seconds between the beats
is given by the RR variables. A conditional probability distri-
butions p(Bo1...) is estimated from the observations of a sec-
tion of ECG data.
four-beat observations were divided into two separate groups on the basis of
B3B2Bj. Group 1 consisted of all those observations in which B3B2Bj were
all normal; group 2 consisted o the remaining observations. The notation
adopted for the two groups was NNN for the group in which all three beats
were normal, and -NNN for the other group.f
The primary reason for isolating the NNN observations was that they
represented a state in which a PVC had not occurred for at least a few
seconds and, as such, represented the myocardium in a less "perturbed"
tThe -NNN should be read as "not NNN11. The 1-' is used here as the
complement sign. It should not be confused with the equivalence sym-
bol which is frequently used in mathematics texts.
_ __ ____________ ___ __ __ ___ __ _ ___ __
I IR
I
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state. A related reason was the observed correlation between the informa-
tion in B3B2 B1 and RR2,RR1. It was believed that this correlation was
mostly attributable to the shortened RR intervals of PVCs. By isolating the
NNN observations one could gauge whether a PVC in B3B2B1 affected the gen-
eration of B beyond what was expected on the basis of the shorter RR inter-
val.
For each of the two groups the one-dimensional CQT measure given by
sqrt(RR 2 ) (5.2)sqrt( RH2 )
and the NDIFF measure given by
x = RRR- (5.3)
RR2+RR1
(see table 4-4) were both examined to see which was more appropriate to
represent the timing information. Although in some tapes the NDIFF measure
performed better (i.e. had a higher RIV), in the majority of cases the CQT
was as good or better.t Since the simplicity of using one measure was con-
sidered important, the CQT was ultimately chosen as the standard measure for
all the tapes.
The strategy described above yields two, one-dimensional distributions.
The first distribution, p(B=V Ix, B3B2B1=NNN) is represented by the abbre-
viated notation
tThe PROD measure was not seriously considered since it performed
less well than either NDIFF or CQT (see table 4-5). The tapes for
which the PROD measure had a high RIV were examined. With the excep-
tion of tape 208, the CQT or NDIFF measure gave more highly rated
distribution patterns than PROD. As an example of the PROD measure,
the distributions for tape 208 measure are shown in figure 5-4.
These can be compared to the CQT measure distributions which are shown
in figure 5-31.
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p(VIx, NNN) = p(BO=VIx, B3B 2B 1=NNN). (5.4)
The second distribution, P(Bo=V x, B3B2B1=-NNN) is represented by the
abbreviated notation
p(VIx, NNN) = p(Bo=VIx, B3B 2B 1=NNN). (5.5)
These distributions are referred to as the Type I distributions. The Type I
distributions are the characterization of the VEA; they are the "finger-
print" of the PVC-generating mechanism's activity.
The distributions were estimated using the procedure described in sec-
tion 3.4. In addition to the conditional distributions of equations 5.4 and
5.5, the two underlying distributions p(x, NNN) and p(x, -NNN) were
estimated. In order to get an appreciation for the variability inherent in
the estimation of such distributions, it is useful to look at figure 3-5.
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5.1 Assessment of the Type I Distributions
Figures 5-3a through 5-3q show examples of the Type I distributions.
Although only selected CQT distributions are shown, the CQT and NDIFF dis-
tributions for all of the 66 tapes listed in table 4-1 were examined. The
results are shown in table 5-1. For each tape and measure there is a rating
of the pattern (O=no pattern, 5=strong pattern) for p(Vlx,NNN) and
p(Vlx,NNN), along with a rating of the compatibility of the two distribu-
tions.t The results in table 5-1 formed the basis for selecting CQT measure
as the standard timing measure for all the distributions.
The pattern rating is an assessment of the conditional distribution
shape. Low pattern ratings are given to distributions which are similar to
a uniform distribution, e.g. p(Vlx,NNN) in figure 5-3m, or to distributions
which have a complicated shape, e.g. p(Vlx,NNN) in figure 5-3q. Low pat-
tern ratings indicate that PVC generation is independent of timing, or that
it is dependent on timing in a complicated way. High ratings are given to
distributions which have simple, well-defined shapes. These include unimo-
dal distributions, e.g. as in figure 5-3g, and distributions which are
upsloping, e.g. as in figure 5-3a. High pattern ratings indicate that PVC
generation depends on timing in a conceptually simple way. Implicit in the
rating scheme is the belief that a simple distribution shape is more likely
to have captured an essential characteristic of the VEA mechanism. About
half of the tapes were judged to have a good pattern rating in at least one
of the conditional distributions. This suggested that in half the cases the
distributions may be useful for grouping patients on the basis of their
tThe pattern ratings and compatibility ratings are both made on the
basis of visual inspection. The best way to get a feel for the rating
system is to look at the ratings for figures 5-3a through 5-3q.
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CQT
TAPE A B C I RIV
NDIFF
A B C I RIV
CQT
TAPE A B C I RIV
NDIFF
A B C I RIV
o - - I 0.0
0 3 0'135.5
0 0 5 1 0.0
O - - 1 0.0
1 1 5s' 0.0
2 2 2 110o.o
0 4 0 1 0.0
4 5 4 147.0
4 5 4 120.2
4 4 4 1 9.1
0 2 0 1 9.8
3 4 3 117.9
0 3 0 10.0
0 4 4 1.0
1 2 5'1 0.0
0 1 3 1 0.0
1 4 3 11.0
1 2 4 10.0
5 5 4 115.5
2 3 0 138.1
0 3 0'126.4
0 3 0 116.7
O -- I 0.0
O -- I 0.0
1 o 5'1 0.0
1 1 1'I 5.0
0 5 0 123.8
2 11'1 2.4
00o o0l 0.0
0 3 3'1 0.8
O -- I 0.0
- - I 0.0
O -- I 0.0
0--
045
005
0--
004
122
030
454
454
443
020
044
020
040
133
000
020
134
353
230
032
020
0--
0--
103
005
151
201
005
005
0--
0--
0--
I 0.0
140.9
I 0.0
I 0.0
I 0.0
112.2
I 0.0
148.2
1 8.4
1 8.3
11.7
120.5
I 0.0
1 1.4
I 0.0
I 0.0
1 0.4
1 0.0
112.9
137.2
125.9
119.0
I 0.0
I 0.0
I 0.0
1 4.9
127.9
1 1.6
I 0.0
1 1.8
I 0.0
I 0.0
I 0.0
3004
3006
3007
3008
3009
4001
4002
4003
4004
4005
4006
4007
4009
4010
6001
6002
6003
6004
6005
6006
6007
6008
6009
6010
7001
7002
7003
7004
7005
7006
7007
7008
7009
1 2 1'1 0.0
0 0 3'1 0.0
0 0 5'1 0.0
0 3 0'131.9
o - - I 0.0
2 4 3 128.5
3 5 3 144.6
4 5 3'124.4
1 1 s'1 0.0
0 2 5'175.2
3 4 4'1 8.3
3 5 2 113.1
1 3 3 174.2
4 5 3 130.4
0 4 3 110.5
1 4 2 122.5
0 2 5'1 2.9
3 4 4 17.6
1 0 1 0.0
0 2 2 10.9
3 3 2'113.1
0 1 3 1 0.0
2 5 0 127.7
0 0 3 1 0.4
1 3 1 143.0
1 1 0 I 0.0
0 4 3'1 9.7
0 0 5'169.2
1 1 1 I 0.0
0 2 2'124.6
0 1 0 1 8.7
0 2 0 1 0.0
0 2 1 134.9
Table 5-1: Tape-by-tape summary of distribution graphs for CQT
and NDIFF measures. For each tape and measure there are four
pieces of information: Columns A and B are the ratings for the
distributions p(Vlx,NNN) and p(VIx,-NNN), respectively. Column
C is the compatibility assessment for p(Vlx,NNN) and
p(VIx,NNN); a ' following the number indicates that the compa-
tibility was difficult to assess since there was little overlap
in the x measures of the NNN and NNN observations. A dash in
column B or C indicates indicates that p(Vlx,NNN) was zero (see
text for more details). The RIV is the reduction in variance
for the CQT/NDIFF taken from table 4-6. For the CQT measure 18%
of the p(Vlx,NNN) distributions and 52% of the p(Vlx,NNN) dis-
tributions had a rating greater than two; the corresponding per-
centages for the NDIFF measure are 15% and 48%.
105
106
107
109
116
119
124
200
201
203
205
208
210
213
214
215
217
219
221
223
228
233
2001
2004
2005
2006
2007
2008
2009
2010
3001
3002
3003
123
003
005
055
0--
233
343
355
015
025
143
352
033
052
033
132
024
344
300
032
332
011
240
003
035
111
023
000
110
022
010
020
021
1 0.0
I 0.0
I 0.0
136.6
1 0.0
126.0
145.6
113.6
I 0.0
172.8
I 0.0
114.5
174.3
127.1
I 0.7
118.2
1 1.1
19.7
I 8.6
I0.2
110.5
I 0.0
126.9
I 0.0
147.0
I 0.0
1 6.1
1 4.8
I 0.0
126.5
1 0.9
I 0.0
133.7
- - - - - - - - - - - - - - - - - - - - - - - - - - - - _ _ _ _ _ _
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VEA.*
The compatibility rating is an assessment of the similarity of the
p(Vix,NNN) and p(Vlx,NNN) distributions. # A low compatibility rating indi-
cates that the general shapes of the two distributions are quite different -
the patterns are incompatible, e.g. as in figure 5-3j. A high compatibility
rating indicates that the patterns are conceptually similar, e.g. as in fig-
ure 5-3a. The compatibility rating assesses the extent to which the genera-
tion of B depends on preceding beat types. A high compatibility indicates
that a PVC in B3B2B1 has little effect on B beyond what one would expect on
the basis of the PVC's altered timing. One might speculate that in a
patient with a high compatibility rating the VEA might be more predictable
since the PVCs don't have an added unknown effect. About 85% of the tapes
had a poor compatibility rating, indicating that PVCs usually have an effect
not attributable to their timing alone.
A question which arises is whether the pattern rating contains informa-
tion beyond that which is contained in the reduction-in-variance (RIV) meas-
ure (see Chapter 4). After all, the RIV measure is also a measure which
quantifies the VEA pattern. Table 5-1 indicates that the RIV is only
loosely correlated with the pattern rating, with a correlation coefficient
of 0.22 for the NNN ratings and 0.35 for the ~NNN ratings. Figure 5-2 shows
a scatterplot between the pattern rating and the RIV (also shown for
*One could argue that all of the tapes can be grouped on the basis of
the two distribution patterns since the absence of good a pattern can
be considered a group.
#In some tapes the compatibility is hard to gauge due to small over-
lap of the CQT measure (e.g. figure 5-3o). In such tapes the compati-
bility rating is determined by overlaying the two distributions and
judging how well they might fit together. A mark (') is used to indi-
cate such ratings; the ratings should be considered speculative.
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NNN and -NNN Pattern Rating vs.
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Figure 5-2: Top: Scatterplots of the pattern rating for the NNN
and -NNN Type I distributions vs. the CQT reduction in variance
(RIV) measure for the tapes in table 4-1. On the right is the
rating of p(VIx,NNN) is plotted vs. the RIV measure; on the left
the rating of p(VIx,-NNN) vs. the RIV measure. Bottom: The rat-
ings for a tape are plotted vs. the number of PVCs in the tape.
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comparison is the relationship between the pattern rating and the number of
PVCs in the tape). Although most tapes which have strong patterns also have
RIV measures roughly 10% or greater, a number of tapes with a relatively low
RIV (e.g. tapes 203, 213, 6004) have high pattern ratings. On the other
hand, a number of tapes with a high RIV (e.g. tapes 4005, 7006, 7009) have
low pattern ratings. These results indicate that, although both the RIV
measure and the form of the conditional distribution assess the VEA struc-
ture, the two are only loosely related.
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5.2 Subgroups in the TyPe I Distributions
Tapes 200, 203, 4001t, 4002, 4007, and 6004 form an interesting sub-
group in which a B3B2B1 sequence with a large CQT measure has an increased
likelihood of being followed by a PVC (see figures 5-3a to 5-3f). An
inspection of the ECG data corresponding to the high probability areas of
the distributions reveals that the timing pattern for B3B2B1 is a short-long
RR2-RR1 interval pair (see figures 5-5a to 5-5d). This pattern is signifi-
cant for three reasons: (1) The high probability distribution due to the
short-long pattern is the most frequent pattern observed in the tapes. (2)
The opposite pattern, a long-short interval pair, was expected to appear
often, but that pattern is scarcely seen in the distributions.* (3) Tapes
which have the short-long pattern tend to have good compatibility ratings,
meaning that NNN and NNN distributions are similar.
A second, smaller subgroup was composed of tapes in which both distri-
butions were unimodal. Tapes 201, 221, 4006, and 6002 fit this pattern (see
figures 5-3g to 5-3j). An example of ECG data corresponding to the tape
201 is shown in figure 5-5e. A number of other tapes, such as tape 4003,
had patterns in which only the p(V I x, ~NNN) distribution was unimodal (see
figure 5-3k).
tAlthough a casual inspection of the ECG data for tape 4001 suggests
parasystole, a mechanism which lends a simple explanation for the ob-
served phenomenon, the absence of fusion beats in a tape with 1492
normal beats and 441 PVCs (see table 4-1) points strongly against
this. Given the amount of heart rate variability present in the tape,
one would expect to see a number of fusion beats if the mechanism were
parasystole.
* In individuals with a potential reentrant loop a long-short combina-
tion could lead to a PVC as follows: A supraventricular wavefront
which comes after a short interval is more likely to find the slow-
conducting branch of the reentry loop still refractory. As a result
the impulse can propagate down the good branch of the loop and exit
through the slow-conducting branch, thereby generating a PVC.
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5.3 Reproducibility of Type I Distributions over Time
The preliminary examination of the Type I distributions seemed to indi-
cate that they might be useful in separating the 66 tapes into groups on the
basis of the pattern type. This suggested that the distributions might have
utility in grouping patients on the basis of their ECG data. An important
question which needed to be answered before such an application could be
considered was whether the Type I distributions were reproducible over time.
That is, were they in some sense "stationary."
The database of 66 tapes could not be used to answer this question
since each half-hour tape came from a different patient. In order to obtain
longer sections of ECG data, 10 tapes were selected from the Holter Tape
Library of the Beth Israel Hospital. All 10 tapes had frequent PVCs. Ten
hours of ECG data was digitized from each tape and processed using the
arrhythmia analysis program ARISTOTLE (Moody, 1982). The accuracy of ARIS-
TOTLE in annotating the beats was spot-checked to make sure that there were
no gross, systematic errors in beat labeling. However, it is possible that
in any given tape up to 10% or more of the PVCs may have been mislabeled.
Each of the 10 tapes was divided into 20 half-hour sections of ECG
data. The Type I distributions were estimated for each half-hour using the
procedure described above. Of the 10 tapes, 7 had conditional distributions
which were judged to be similar from half-hour to half-hour. The 20 pairs
of conditional distributions for 4 of those tapes are shown in figures 5-6a
to 5-6d; also shown is the PVC rate over the 10 hours. While the amplitudes
of the distributions were modulated with changing PVC rates, their basic
characteristics as a function of the CQT measure did not show dramatic
changes from half-hour to half-hour. This kind of finding supports the
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hypothesis of a stable VEA mechanism. It suggests that the beat timing
relationships most likely to give rise to VEA do not change - the VEA
mechanism stays "tuned" to the same x measures. What seems to change is
some global influence which modulates the overall likelihood of the mechan-
ism successfully generating a PVC.
The 3 tapes in which the distributions were not reproducible with time
did not show patterns which evolved from one stable shape to another.
Rather, the absence of reproducibility was due to the absence of a pattern
or due to marked variability in the pattern from half-hour to half-hour. In
the 3 tapes both the NNN and NNN distributions were unreproducible.
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5.4 Summary of Results
This chapter has developed a means of characterizing VEA with a pair of
one-dimensional conditional distributions referred to as the Type I distri-
butions. Each of the distributions is estimated from a half-hour of ECG
datat and is a function of the CQT timing measure x given by equation 5.2.
One distribution is p(Bo=Vlx,B3B 2Bi=NNN) and the other was
p(Bo=Vx,B 3B2B1=NNN). The distributions were assessed using a subjective
pattern rating designed to measure how well the distributions characterize
the VEA mechanism, and a compatibility rating which measured the similarity
of the NNN and NNN distributions.
The choice of the rating systems was empirical; however, the subgroups
of section 5.2 lend some support to the choice. Tapes in these subgroups
have higher than average pattern and compatibility ratings, and have
recurrent beat sequences which are associated with an increased probability
of a B PVC (see figures 5-5a,b,c,d,e). This is tentative evidence that
simple, compatible distributions are associated with characteristic VEA pat-
terns in the ECG.
Approximately one-fifth of the 66 tapes analyzed had a good pattern
rating for the NNN distributions; one-half had good pattern rating for the
-NNN distributions.* The presence of different distribution patterns and of
tAlthough this length was initially chosen somewhat arbitrarily, ex-
perience showed it to be a reasonable choice. However, shorter records
can sometimes suffice. For example, in tape 200, records as short as
ten minutes can reveal the characteristic pattern of the conditional
distributions (see figure 5-7). The issue of using longer records for
patients with very low VEA levels was not investigated.
*The better performance of the NNN distributions was not entirely
unexpected since they de facto represent rhythms such as bigeminy and
trigeminy. These rhythms have a repetition cycle which fits within
one four-beat observation. If the coupling interval of the PVC is
different from the compensatory pause and from the normal RR inter-
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subgroups suggested that the distributions may be used to separate patients
into groups on the basis of the distribution shape. Under the assumption
that the shape is a reflection of the VEA mechanism's properties, such a
grouping may be useful in making clinical decisions about a patient's VEA.
The finding that in 7 of 10 ten-hour tapes the distributions were
reproducible with time was taken as evidence that the VEA mechanism was
stable. This finding also supported the belief that the distributions were
a "fingerprint" which represented some relevant aspect of the mechanism's
activity.
vals, then the timing measure for observations with B=V will usually
be different from those with B=N. Under such conditions only part of
the range of timing measures is associated with PVC generation. This
range forms the high probability region of the p(Vix,-NNN) distribu-
tion.
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TAPE 200 - SMOOTHED PROBABILITY DISTRIBUTIONS
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Figure 5-3a: Type I distributions for tape 200. The NNN distri-
butions are derived from 854 observations of which 126 have
BO=V; the NNN distributions are derived from 1744 observations
of which 700 have BO=V. The x axis is the CQT measure. The
pattern rating for p(VIx,NNN), pattern rating for p(Vlx,NNN),
and compatibility rating for two distributions are 4, 5, and 4,
respectively (see table 5-1 for details).
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TAPE 203 - SMOOTHED PROBABILITY DISTRIBUTIONS
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Figure 5-3b: Type I distributions for tape 203. The NNN distri-
butions are derived from 1943 observations of which 232 have
B0=V; the NNN distributions are derived from 1036 observations
of which 213 have B=V. The x axis is the CQT measure. The
pattern rating for p(Vlx,NNN), pattern rating for p(Vlx,NNN),
and compatibility rating for two distributions are 4, 4, and 4,
respectively (see table 5-1 for details).
1-
0. 8-
0. 6-
0. 4-
0. 2 -
0 -
1-
0. 8 -
0. -
0. 4-
0. 2-
0- -
i
i
- 198 -
TAPE 4001 - SMOOTHED PROBABILITY DISTRIBUTIONS
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Figure 5-3c: Type I distributions for tape 4001. The NNN dis-
tributions are derived from 691 observations of which 314 have
Bo=V; the -NNN distributions are derived from 1239 observations
of which 126 have B=V. The x axis is the CQT measure. The
pattern rating for p(VIx,NNN), pattern rating for p(Vlx,NNN),
and compatibility rating for two distributions are 2, 4, and 3,
respectively (see table 5-1 for details).
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TAPE 4002 - SMOOTHED PROBABILITY DISTRIBUTIONS
p( V I x.NNN )
· .. o
0 0.5 1 1.5 2 2.5
NORMALIZED p( x.NNN )
i
.. i ....
Ni
I I I I I I
0 0.5 1 1.5 2 2.5
p( V x. NNN )
1-
0. 8-
0.6 -
0.4 -
0. 2-
0*
..
;e
I
I I I
0 0.5 1 1.5
1-
0. 8-
0. 6-
0. 4 
0. 2 
D 
O
I " I
2 2.5
NORMALIZED p( x.-NNN )
I
.i
. A,
V '
\'.
0. 5 1 1.5 2 .
I *. I . I I I. I 
0.5 1 1.5 2 2.5
Figure 5-3d: Type I distributions for tape 4002. The NNN dis-
tributions are derived from 2091 observations of which 41 have
Bo=V; the -NNN distributions are derived from 283 observations
of which 80 have Bo=V. The x axis is the CQT measure. The pat-
tern rating for p(VIx,NNN), pattern rating for p(VIx,-NNN), and
compatibility rating for two distributions are 3, 5, and 3,
respectively (see table 5-1 for details).
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TAPE 4007 - SMOOTHED PROBABILITY DISTRIBUTIONS
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Figure 5-3e: Type I distributions for tape 4007. The NNN dis-
tributions are derived from 1567 observations of which 568 have
B0=V; the NNN distributions are derived from 1950 observations
of which 124 have Bo=V. The x axis is the CQT measure. The
pattern rating for p(VIx,NNN), pattern rating for p(Vlx,-NNN),
and compatibility rating for two distributions are 3, 5, and 2,
respectively (see table 5-1 for details).
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TAPE 6004 - SMOOTHED PROBABILITY DISTRIBUTIONS
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Figure 5-3f: Type I distributions for tape 6004. The NNN dis-
tributions are derived from 1890 observations of which 76 have
BO=V; the NNN distributions are derived from 358 observations
of which 60 have B=V. The x axis is the CQT measure. The pat-
tern rating for p(VIx,NNN), pattern rating for p(VIx,-NNN), and
compatibility rating for two distributions are 3, 4, and 4,
respectively (see table 5-1 for details).
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TAPE 201 - SMOOTHED PROBABILITY DISTRIBUTIONS
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Figure 5-3g: Type I distributions for tape 201. The NNN distri-
butions are derived from 1350 observations of which 77 have
Bo=V; the -NNN distributions are derived from 598 observations
of which 122 have BO=V. The x axis is the CQT measure. The
pattern rating for p(Vlx,NNN), pattern rating for p(Vlx,-NNN),
and compatibility rating for two distributions are 4, 5, and 4,
respectively (see table 5-1 for details).
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TAPE 221 - SMOOTHED PROBABILITY DISTRIBUTIONS
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Figure 5-3h: Type I distributions for tape 221. The NNN distri-
butions are derived from 1260 observations of which 309 have
B0=V; the -NNN distributions are derived from 1164 observations
of which 86 have B=V. The x axis is the CQT measure. The pat-
tern rating for p(VIx,NNN), pattern rating for p(Vlx,-NNN), and
compatibility rating for two distributions are 5, 5, and 4,
respectively (see table 5-1 for details).
1-
0. 8 -
0. 6-
0. 4 -
0. 2 -
n 
U
1-
0. 8-
0. 6 -
0. 4 
0. 2 
O-
a
- - - - - - - -
-
-
-
-
J
---- 
---- 
__ 
-
' " `
I
t
I
I
- 204 -
TAPE 4006 - SMOOTHED PROBABILITY DISTRIBUTIONS
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Figure 5-3i: Type I distributions for tape 4006. The NNN dis-
tributions are derived from 1452 observations of which 146 have
BO=V; the -NNN distributions are derived from 492 observations
of which 26 have BO=V. The x axis is the CQT measure. The pat-
tern rating for p(Vlx,NNN), pattern rating for p(Vlx,-NNN), and
compatibility rating for two distributions are 3, 4, and 4',
respectively (see table 5-1 for details).
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TAPE 6002 - SMOOTHED PROBABILITY DISTRIBUTIONS
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Figure 5-3J: Type I distributions for tape 6002. The NNN dis-
tributions are derived from 1277 observations of which 78 have
Bo=V; the NNN distributions are derived from 674 observations
of which 160 have B=V. The x axis is the CQT measure. The
pattern rating for p(Vlx,NNN), pattern rating for p(Vlx,-NNN),
and compatibility rating for two distributions are 1, 4, and 2,
respectively (see table 5-1 for details).
I _
0. 8 
0. 6 -
0. 4 -
0. 2 -
0 -
0
I
0. 8 -
0. 6 -
0. 4 -
0. 2 -
0 -
. .
. . .
. . .
. .
: I I I I I
I I I I I , . . . . . ., . . I ' ·
- 206 -
TAPE 4003 - SMOOTHED PROBABILITY DISTRIBUTIONS
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Figure 5-3k: Type I distributions for tape 4003. The NNN dis-
tributions are derived from 1293 observations of which 340 have
B0=V; the NNN distributions are derived from 1286 observations
of which 133 have B=V. The x axis is the CQT measure. The
pattern rating for p(VIx,NNN), pattern rating for p(Vlx,NNN),
and compatibility rating for two distributions are 4, 5, and 3',
respectively (see table 5-1 for details).
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TAPE 208 - SMOOTHED PROBABILITY DISTRIBUTIONS
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Figure 5-31: Type I distributions for tape 208. The NNN distri-
butions are derived from 245 observations of which 81 have Bo=V;
the -NNN distributions are derived from 2704 observations of
which 1282 have B=V. The x axis is the CQT measure. The pat-
tern rating for p(VIx,NNN), pattern rating for p(Vix,-NNN), and
compatibility rating for two distributions are 3, 4, and 3,
respectively (see table 5-1 for details).
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TAPE 4009 - SMOOTHED PROBABILITY DISTRIBUTIONS
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Figure 5-3m: Type I distributions for tape 4009. The NNN dis-
tributions are derived from 656 observations of which 58 have
BO=V; the -NNN distributions are derived from 1713 observations
of which 769 have B=V. The x axis is the CQT measure. The
pattern rating for p(VIx,NNN), pattern rating for p(Vlx,NNN),
and compatibility rating for two distributions are 1, 3, and 3,
respectively (see table 5-1 for details). (Note the low rating
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TAPE 7001 - SMOOTHEO PROBABILITY DISTRIBUTIONS
p( V I x, NNN )
'. 
.L
IQ
I I I m I . I 
0.5 1 1.5 2 2.5
NORMALIZED p x.NNN )
ii
.I
·I
ili
I . I I I
0.5 1 1.5 2 2. 5
1-
0. 8-
0. 6-
0. 4-
0. 2-
Ft.
U
.1
0. -
0.6-
0. 4-
0.2-
0 
p ( V x, -NNN )
!.
.1.
' I I I I ' 
0 0.5 1 1.5 2
0
I .
2.5
NORMALI2ED p( x.-NNN )
* IIiII
, N.I ;* ,
I I
i \
I.
1 
r ....
i I I I I
0.5 1 1.5 2 2.5
Figure 5-3n: Type I distributions for tape 7001. The NNN dis-
tributions are derived from 1719 observations of which 146 have
Bo=V; the NNN distributions are derived from 1442 observations
of which 513 have B=V. The x axis is the CQT measure. The
pattern rating for p(Vlx,NNN), pattern rating for p(VIx,-NNN),
and compatibility rating for two distributions are 1, 3, and 1,
respectively (see table 5-1 for details).
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TAPE 7003 - SMOOTHED PROBABILITY DISTRIBUTIONS
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Figure 5-3O: Type I distributions for tape 7003. The NNN dis-
tributions are derived from 2109 observations of which 118 have
Bo=V; the -NNN distributions are derived from 421 observations
of which 58 have B=V. The x axis is the CQT measure. The pat-
tern rating for p(Vlx,NNN), pattern rating for p(Vlx,-NNN), and
compatibility rating for two distributions are 0, 4, and 3',
respectively (see table 5-1 for details).
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TAPE 7005 - SMOOTHED PROBABILITY DISTRIBUTIONS
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Figure 5-3p: Type I distributions for tape 7005. The NNN dis-
tributions are derived from 1993 observations of which 134 have
BO=V; the -NNN distributions are derived from 442 observations
of which 34 have B=V. The x axis is the CQT measure. The pat-
tern rating for p(Vlx,NNN), pattern rating for p(Vlx,NNN), and
compatibility rating for two distributions are 1, 1, and 1,
respectively (see table 5-1 for details).
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TAPE 7006 - SMOOTHED PROBABILITY DISTRIBUTIONS
p( V I x. NNN )
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Figure 5-3q: Type I distributions for tape 7006. The NNN dis-
tributions are derived from 17 observations of which 2 have
Bo=V; the NNN distributions are derived from 3089 observations
of which 1881 have B=V. The x axis is the CQT measure. The
pattern rating for p(VJx,NNN), pattern rating for p(VIx,-NNN),
and compatibility rating for two distributions are 0, 2, and 2',
respectively (see table 5-1 for details).
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TAPE 208 - SMOOTHED PROBABILITY DISTRIBUTIONS
p (VI x, NNN) p (VI x, NNN)
I - · I
0. 8 0.8
0 0.05 0.1 0.15 0.2 0.25 0.3 0 0. 5 0.' 0.15 0.2 0.25 0.3
NORMALIZED p (x, NNN) NORMALIZED p (x, NNN)
11 .11 . iI
0. 8 i 0. 8 
0. 6 0. 
t
0.4 0. 4-
0.2- 0.2 
. . .', . .I I I 0.05 0.I 0. 5 0.2 0. 0.3 
0 0.05 0. 0.]5 0.2 0.25 0.3 0 0. 05 0.!I 0.]5 0.2 0.25 0.3
Figure 5-4: Type I distributions for tape 208. The NNN distri-
butions are derived from 245 observations of which 81 have Bo=V;
the -NNN distributions are derived from 2704 observations of
which 1282 have B=V. The distributions are derived using the
PROD measure instead of the CQT measure used in the preceding
figures. The x axis for all the distribtutions is the PROD
measure as defined in figure 4-4. Tape 208 was the only tape
for which the PROD measure gave a better pattern than either CQT
or NDIFF.
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Figure 5-Sa: Four ECG strips from tape 200 taken at 26.131,
26.928, 28.151, and 29.319 minutes (top to bottom). The bar at
the bottom identifies the four-beat observations whose CQT meas-
ures map to the high probability region of p(Vlx,NNN). Note
that the characteristic feature of these observations is the
rather abrupt shortening-lengthening of the RR2-RR1 intervals.
The BO=V PVC sometimes starts off a run of bigeminy. The bigem-
iny is stable because it too has the short-long interval which
favors PVC generation.
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Figure 5-5b: Four ECG strips from tape 203 taken at 1.010,
4.547, 14.784, and 20.668 minutes (top to bottom). The underly-
ing rhythm is atrial fibrillation. The bar at the bottom iden-
tifies the four-beat observations whose CQT measures map to the
high probability region of p(Vjx,NNN). Note that the charac-
teristic feature of these observations is the rather lengthy
pause after a rapid series of normal beats. The morphology of
the PVC following the conditioning sequence is extremely repro-
ducible. (Note: Tape 203 of the MIT-BIH Database is a difficult
tape, and there was some doubt in the minds of the expert anno-
tators whether the beats labeled PVCs are actually supraventric-
ular beats with aberrated conduction.)
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Figure 5-5c: Four ECG strips from tape 203 taken at 3.667,
6.227, 18.009, and 22.056 minutes (top to bottom). The underly-
ing rhythm is atrial fibrillation. The bar at the bottom iden-
tifies the four-beat observations whose CQT measures map to the
high probability region of p(VIx,NNN). Note that the charac-
teristic feature of these observations is the rather lengthy
pause after a rapid NVV sequence. The normal beat following the
pause is followed by a PVC which appears to be identical to the
B0 PVC in figure 5-5b. This seems to imply that the generation
of that specific PVC is more dependent on the long pause fol-
lowed by the normal beat than on the rapid sequence before it.
(Note: Tape 203 of the MIT-BIH Database is a difficult tape, and
there was some doubt in the minds of the expert annotators
whether the beats labeled PVCs are actually supraventricular
beats with aberrated conduction.)
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Figure 5-Sd: Four ECG strips from tape 4002 taken at 14.594,
31.651, 32.083, and 33.97 minutes (top to bottom). The bar at
the bottom identifies the four-beat observations whose CQT meas-
ures map to the high probability region of p(VIx,NNN). Note
that the characteristic feature of these observations is the
rather abrupt shortening-lengthening of the RR2-RR1 intervals.
The B=V PVC sometimes starts of a run of bigeminy. The bigem-
iny is stable because it too has the short-long interval which
favors PVC generation.
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Figure 5-Se: Six ECG strips from tape 201 taken at 12.618,
12.877, 12.065, 13.145, 13.227, and 13.306 minutes (top to bot-
tom). The right end of the bar at the bottom identifies the
four-beat observations whose CQT measures map to the high proba-
bility region of p(VIx,NNN). The characteristic feature of
these observations is not a sudden transition; it is the mean
heart rate. These ECG strips also show an unexpected finding.
The bottom three strips show a steady PVC-PVC interval, while
the top three do not. In the top three strips an aberrantly
conducted suraventricualr beat is lined up over the PVCs of the
bottom three strips. The aberrantly conducted beats appear to
have the same effect as PVCs in resetting the activity of the
PVC-generating mechanism. Note that the six strips all occur
within one minute of each other.
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HALF-HOUR CONDITIONAL DISTRIBUTIONS FOR 10 HOURS OF TAPE 3665
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Figure 5-6a: Top: Type I conditional distributions for ten hours
of ECG data from tape 3665. The 20 distributions for p(VIx,NNN)
and p(Vlx,NNN) are shown over time. (See text for further
description). Bottom: Average PVC rate for tape 3665 calcu-
lated for each half hour.
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IALF-HOUR CONDITIONAL DISTRIBUTIONS FOR 10 HOURS OF TAPE 7162
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Figure 5-6b: Top: Type I conditional distributions for ten hours
of ECG data from tape 7162. The 20 distributions for p(VlxNNN)
and p(Vlx,NNN) are shown over time. (See text for further
description). Bottom: Average PVC rate for tape 7162 calcu-
lated for each half hour.
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HALF-HOUR CONDITIONAL DISTRIBUTIONS FOR 10 HOURS OF TAPE 7837
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Figure 5-6c: Top: Type I conditional distributions for ten hours
of ECG data from tape 7837. The 20 distributions for p(Vlx,NNN)
and p(Vlx,-NNN) are shown over time. (See text for further
description). Bottom: Average PVC rate for tape 7837 calcu-
lated for each half hour.
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HALF-HOUR CONDITIONAL DISTRIBUTIONS FOR 10 HOURS OF TAPE 9716
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Figure 5-4d: Top: Type I conditional distributions for ten hours
of ECG data from tape 9716a. The 20 distributions for
p(Vlx,NNN) and p(Vlx,-NNN) are shown over time. (See text for
further description). Bottom: Average PVC rate for tape 9716a
calculated for each half hour.
p( V Ix. NNN)
'I
0.3 1.0
x
P
V
C
a
20 -
15-
P
r 10 -
M
i
n
U
t
a
5-
a
- - -
- - -
- - -
- - -
- - -
- - --
r.j
. . . . . . . . . I . . . . . . . . . .
- 223 -
Type I Distributions for 10 Minute Sections of Tape 200
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Figure -7: Type I distributions p(Vlx,NNN) and p(Vlx,~NNN) for
tape 200. Each set of distributions is estimated from 10
minutes of ECG data. From top to bottom, the distributions
represent minutes 0-10, 10-20, and 20-30, respectively. The x
axis is the CQT measure. Note that the characteristic pattern
of increasing probability with increasing CQT measure is present
for each set of 10 minute distributions; however, the specific
details of the distributions evolve with time. The distribu-
tions of p(Vlx,NNN) and p(Vlx,NNN) for the entire half hour of
tape 200 can be seen in figure 5-3a.
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6.0 Characterization of VEA: Type II Conditional Distributions
As seen in Chapter 5, the shape of p(Vlx,NNN) usually differed from
that of p(Vlx,-NNN). The observed difference could not be accounted for by
the intrinsic variability of the estimated distributions.t The compatibil-
ity measure which was introduced in Chapter 5 represented a less stringent
comparison than a formal statistical test. Yet even with the more relaxed
comparison, only 15% of the tapes were considered to have similar p(VIx,NNN)
and p(Vlx,NNN) distributions. The fact that the NNN and -NNN distributions
were different signaled that the VEA mechanism was affected differently by
PVCs than by normal beats.
The low compatibility ratings motivated the development of new condi-
tional distributions referred as the Type II distributions. These distribu-
tions represented how the generation of a PVC was related to the generation
of subsequent PVCs. This chapter documents the reasoning and evolution
which was integral to the development of the Type II distributions. It is
hoped that the Type II distributions, which contain substantially more
detailed information than the Type I distributions of Chapter 5, will be
useful in future investigations into VEA mechanism type.
+In those tapes for which p(VIx,NNN) and p(VIx,NNN) can be meaning-
fully compared, a strict statistical comparison of the null hypothesis
(i.e. that the two distributions are the same, p=0.005) is always re-
jected.
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6.1 Development of the TYpe II Distributions
The approach which lead to the development of the Type II distributions
started with a closer examination of the NNN group. In Chapter 5, the rea-
son for isolating the NNN sequences was to study the effect of timing on a
myocardium "unperturbed" by PVCs. The assumption was that three normal
beats in a row were likely to give the VEA mechanism time to recover from
electrophysiologic changes resulting from the generation of previous PVCs.
A simple way to test the validity of this assumption was to extend the range
of the beat-sequence window to include beats before B3 (see figure 6-1). By
including B4 in the conditioning sequence, the NNN group could be split into
the sub-sequences NNNN and VNNN. Under the assumption that the influence of
a PVC decayed within 3 normal beats, the distributions p(VIx,NNNN) and
p(VIx,VNNN) were expected to be similar.
... B4 B3 B2 B1 B k=1 k=2 k=3 k=4 
I i I I 
0 t1 t2 t3 t4
Figure 6-1: Definition of the generalized paradigm. The four
beat window of figures 4-1 and 5-1 is extended both to the right
and to the left. The beat type variables 'B' and timing vari-
ables 'RR' are extended to the left. To the right, the variable
tk is the time of occurrence of a the kth normal beat with
respect to Bo. In the generation of Type II distributions tk is
the time between a B PVC and a normal beat; k is 1 for the
first normal after a PVC, 2 for the second, etc.
__
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The Type I distributions p(Vlx,NNNN) and p(Vlx,VNNN) for tapes 200,
221, 4003 and 6009 are shown in figures 6-2a to 6-2d. In three of the four
distributions, parts of p(Vlx,VNNN) are systematically higher than in
p(Vlx,NNNN). These differences occur even though the distributions of the
CQT measure for both the NNNN and VNNN sequences are similar. Although a B4
PVC does not change the timing measure of the normal beats, it appears to be
associated with an increased likelihood of a B PVC.
This finding led to a more general question: After how many normal
beats is the effect of a PVC no longer seen? This question was addressed by
increasing the number of Ns and examining the Type I distributions for VNNN,
VNNNN, VNNNNN, and VNNNNNN. Figures 6-3a to 6-3d show these distributions
for the same tapes whose p(Vlx,VNNN) and p(VIx,NNNN) are shown in figures
6-2a to 6-2d. In three of the four distributions it is clear that the dis-
tribution depends on the number of intervening normal beats. Consider the
results of tape 200 (see figure 6-3a). An odd count of normal beats has a
higher probability of being followed by a PVC than does an even count. The
odd-count distributions also show the increasing probability with increasing
CQT measure that is associated with the bigeminy-generating, short-long
transition (see figure 5-5a). The even count distributions are not only
lower in probability, but appear symmetric about their centers. It is
almost as if something in the VEA mechanism changed on an every-other-beat
basis. This kind of alternation in the tissue excitability is common to
damaged cardiac tissues (see sections 2.4.3 and 2.7.5.1).
The dependence of the distribution on the post-PVC normal beat count
was not entirely unexpected: bigeminy or trigeminy with partial concealment
were expected to yield these kinds of patterns.t What was unexpected was
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the prevalence of this finding, especially in tapes which contained no obvi-
ous bigeminy or trigeminy.
It seemed logical to continue increasing the number of Ns and to note
the changes in the distributions; however, most tapes did not have enough
observations to yield meaningful distributions for the sequences with many
Ns. This motivated the reformulation of the problem in a simpler form. In
the process of recasting the problem it seemed reasonable to include the
sequences V, VN, and VNN.
The new conditional distribution was discrete; it was a function of k,
the number of consecutive normal beats since the last PVC (see figure 6-1).
The distribution gave the probability that the beat following a sequence
consisting of a PVC and k normal beats was a PVC. Figures 6-4a to 6-4d show
the distributions for tapes 200, 221, 4003, and 6009. Tapes 200, 4003, and
6009 show distinct alternating patterns, while tape 221 shows a pattern
which slowly decays as a function of k. The majority of tapes with more
than a few PVCs per minute showed some kind of modulated oscillatory pattern
such as that of figure 6-4a. A two beat period of oscillation was the most
common. (It is possible that this finding is related to the phenomenon of
concealed PVCs described in section 2.7.3.)
In developing the discrete distributions all of the timing information
had been excluded. Although the distributions did provide a characteriza-
tion of the changes in PVC generation following a PVC, they were of little
fFor example, if in bigeminy an ectopic impulse has a probability pO
(independent of timing) of propagating through and generating a PVC,
then the distributions will show a pattern in which all the even beat
count distributions are zero, while the odd beat count distributions
are uniform distributions of amplitude po.
- 228 -
assistance in thinking about the VEA mechanism type or about its specific
characteristics. In general the tests of hypotheses about the VEA mechanism
call for information on the beat intervals. Since the Type II distributions
were intended to help give insight into the mechanism type, it was important
to reincorporate some of the timing information.
The turning point came at the speculation/realization that perhaps the
arrival time tk of a beat was as or more important than the beat number k
(see figure 6-1).t This change of perspective motivated the conversion of
the x axis of the discrete distribution from beat number to the arrival time
tk referenced to the occurrence of the most recent PVC.
fIn retrospect this seemed almost self evident, especially in view of
findings such as the short-long RR2-RR1 pair associated with high pro-
bability of PVC generation (see figure 5-5a).
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6.2 Assessment of the Type II Distributions
The Type II distributions were ultimately defined as shown in figures
6-5a and 6-5b. Figure 6-5a is a modification of the discrete distribution
in figure 6-4a. The probability of PVC generation is given by the amplitude
of a triangle placed on a time axis which is referenced (i.e. t=O) to the
last PVC (see figure 6-1). The kth triangle is centered at the mean arrival
time of those kth normal beats which are followed by PVC; its base extends
±1 standard deviation of the arrival time. The arrival times of all kth
normal beats which are not followed by a PVC are also shown. The distribu-
tion in figure 6-5b drops the association of the beat number k with the nor-
mal beat, and shows the probability that a normal beat arriving at time t
will be followed by a PVC. Since the coupling interval is usually of impor-
tance in considering mechanism types, a graph of the coupling interval as
shown in figure 6-Sc is also included with the Type II distributions.
Figures 6-6a to 6-6d show the Type II distributions for tapes 200, 221,
4003, and 6009. Since all three graphs in a figure share a common time
axis, the coupling intervals can be associated with the corresponding proba-
bility of PVC generation.
One of the most interesting features of the Type II distributions is
the phenomenon of "pulling," a phenomenon which is a strongly suggestive of
a simple timing dependence in the VEA mechanism. Pulling refers to a situa-
tion in which the mean arrival time of the kth normal beats which are fol-
lowed by a PVC is "pulled" away from the mean arrival time of those kth nor-
mal beats which are followed by a normal beat. The pulling usually occurs
only for some values of k.
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An example of pulling can be seen for tape 200 in figure 6-6a. The
mean arrival time of the second normals which are followed by a PVC is
"pulled to the right" of the mean arrival time of normals which are not.
The third normals which are followed by a PVC are "pulled to the left." The
arrival times of PVC-related second and third beats are pulled towards a
common point in time: it is as though there is an optimal time for the ven-
tricle to be stimulated by a normal beat in order for the likelihood of a
following PVC to be maximized. Figure 6-6c also shows the phenomenon of
pulling. Beat numbers of the form k=3n and 3n+1, where n is an integer, are
more likely to be followed by a PVC if those beats occur late.
Another interesting feature of the Type II distributions is the
periodic nature of the probabilities as a function of time. This periodi-
city is demonstrated best in figures 6-6c and 6-6d. The finding of periodi-
city, with or without pulling, is at least in principle compatible with sim-
ple reentry or compound reentry,t and with modulated parasystole.* In reen-
try the periodicity is secondary to the periodic stimulation by the normal
beats; the presence and extent of pulling depends on the refractory period
of the loop. In modulated parasystole the periodicity is intrinsic to the
parasystolic focus; the pulling is secondary to the periodicity.
tThe term compound reentry (see section 2.5.1.2) is used here to
refer to the specific kind of reentry which occurs in regions of myo-
cardial infarction. Such regions frequently contain a network of
slowly conducting paths within a bed of more severely depressed non-
conducting tissue (e.g. see figure 6-8) (El-Sherif 1977a,b,c). The
reentrant loop may be formed by one or more of a variety of paths.
*Graphs of the V-to-V intervals are sometimes a useful addition in
trying to decide whether the mechanisms is paraystole. Examples of
such graphs are shown in figures 6-7a and 6-7b.
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6.3 Role of the Type II Distributions in VEA Modeling
The most convincing model of a VEA mechanism is one which can reproduce
an observed sequence of beat types and intervals. This kind of fit of a
theoretical model to clinical data is rarely achieved. The only VEA mechan-
ism model for which such a fit has been demonstrated is that of modulated
parasystole (see section 2.7.4.2), but the number of documented cases is
small.
The problem with attempting a beat-by-beat fit of a model to ECG data
is that physiologic variability often causes sudden shifts from one VEA pat-
tern to another. Sometimes PVCs fail to appear where one would expect them
to be. Since from the perspective of the surface ECG most of the inner
workings of the VEA mechanism are unknown, the shifts in the VEA patterns
must be considered random. This apparent randomness necessitates a statist-
ical approach to model fitting. Instead of doing a beat-by-beat comparison
of the real and simulated data, the comparison is made on statistical sum-
maries of the two data sets. The Type II distributions seem to be a suit-
able statistical summary for this purpose.
As an example of how the Type II distributions may be used in thinking
about models, consider the case of tape 4003. Tape 4003 shows strong
periodicity and pulling (see figure 6-6c). This periodicity is incompatible
with the mechanism of modulated parasystole for the following reasons: (1)
there is low coupling interval variability, especially for PVCs occurring
after four normal beats in a row, (2) the V-to-V intervals are markedly
unperiodic (see figure 6-7b), (3) a PVC often occurs after one normal beat,
but never after two, and (4) there are 474 PVCs but no fusion beats. Simple
reentryt is also incompatible with the observed distributions, primarily
tSimple reentry is defined as a single reentrant loop which has the
- 232 -
because the second normal beat, unlike the other normals, is never followed
by a PVC.
One might be tempted to postulate the presence of multiple mechanisms
for tape 4003; however, the ECG data shows that all of the PVCs have the
same morphology, indicating that they most likely originate in the same
region of the heart. A model which may be suitable for reproducing the
observed pattern is an arborized reentry loop (figure 6-8). Since such a
model has several closely spaced, sometimes intersecting paths, each of
which can have its own conduction and refractoriness characteristics, the
model can account for more complicated patterns of VEA. In the case of tape
4003 there may be one path which conducts to generate PVCs following the
short-long transition of the N-V-N sequences, and another path which exhi-
bits Wenckebach-like periodicity that generates a pattern repeating every
three beats.
The Type II distributions for tape 6009 also show a pattern which is
compatible neither with modulated parasystole nor with simple reentry.* The
striking feature about the distributions is the alternation in the PVC pro-
bability and in the range of coupling interval as a function of the normal
following statistical characterization: each time the loop is excited
it has a probability Po of conducting through and reexciting the ven-
tricles. The conduction time of the loop is a gaussian random vari-
able characterized by CT and CT. After a loop is excited it is re-
fractory for a time given by a gaussian random variable characterized
by RP and Rp.
*The case against parasystole rests on the presence of couplets. The
case against simple reentry rests primarily in the alternating pattern
of coupling intervals as a function of normal beat number. Since tape
6009 has two PVC morphologies (V1 ,v2) one might speculate that these
two morphologies represent different mechanisms. The evidence against
this is that there are couplets of both V1-V2 and of V2-V1. In addi-
tion V1 and V2 can occur after either an even or an odd number of nor-
mal beats.
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beat number. An odd number of Ns is much more likely than an even number of
Ns to be followed by a PVC. In addition, the range of coupling intervals
depends on whether the PVCs occur after an even or odd number of Ns. Again,
one might speculate that a compound reentry model might reproduce the
observed results. In such a model one of the paths conducts with a low pro-
bability after each beat. Its coupling interval is always about 0.45
seconds. The other path undergoes a Wenckebach-like periodicity which gen-
erates PVCs with high probability, but only following an odd number of nor-
mals. The second path is characterized by a greater range of coupling
intervals (which may be the reason that it generates more PVCs).
There are a number of other such examples which can be cited. The work
with the Type II distributions is, however, still in the developmental
stages and the results are mostly anecdotal.
6.4 Summary of Results
One of the questions left unanswered by Chapters 4 and 5 was the fol-
lowing: How does the occurrence of a PVC influence the subsequent genera-
tion of PVCs? This question motivated the development of the Type II dis-
tributions. These distributions revealed a number of surprising and previ-
ously undocumented relationships among PVCs. The richness of the informa-
tion in the Type II distributions suggests that they will be central to
future developments of quantitative electrophysiological models.
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TAPE 200 - SMOOTHED PROBABILITY DISTRIBUTIONS
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Fiure 6-2a: Generalized Type I distributions for tape 200. The
distributions represent the VNNN and NNNN subgroups of the NNN
observations. The beat type conditioning sequence has been
extended from two beats to four. On the left are the VNNN dis-
tributions, on the right are the NNNN distributions. See text
for description.
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TAPE 221 - SMOOTHED PROBABILITY DISTRIBUTIONS
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Figure 6-2b: Generalized Type I distributions for tape 221. The
distributions represent the VNNN and NNNN subgroups of the NNN
observations. The beat type conditioning sequence has been
extended from two beats to four. On the left are the VNNN dis-
tributions, on the right are the NNNN distributions. See text
for description.
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TAPE 4003 - SMOOTHED PROBABILITY DISTRIBUTIONS
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Figure 6-2c: Generalized Type I distributions for tape 4003.
The distributions represent the VNNN and NNNN subgroups of the
NNN observations. The beat type conditioning sequence has been
extended from two beats to four. On the left are the VNNN dis-
tributions, on the right are the NNNN distributions. See text
for description.
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TAPE 60D9 - SMOOTHED PROBABILITY DISTRIBUTIONS
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Figure 6-2d: Generalized Type I distributions for tape 6009.
The distributions represent the VNNN and NNNN subgroups of the
NNN observations. The beat type conditioning sequence has been
extended from two beats to four. On the left are the VNNN dis-
tributions, on the right are the NNNN distributions. See text
for description.
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TAPE 200 - SmoothQd Probability Distributions
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Figure 6-3a: Generalized Type I distributions for tape 200. The
distributions represent the VNNN, VNNNN, VNNNNN, and VNNNNNN
subgroups of the NNN observations. On top are the distributions
for the VNNN and VNNNN conditioning sequences; on the bottom are
the distributions for VNNNNN and VNNNNNN sequences. See text
for description.
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TAPE 221 - Smoothed Probability Distributions
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Figure 6-3b: Generalized Type I distributions for tape 221. The
distributions represent the VNNN, VNNNN, VNNNNN, and VNNNNNN
subgroups of the NNN observations. On top are the distributions
for the VNNN and VNNNN conditioning sequences; on the bottom are
the distributions for VNNNNN and VNNNNNN sequences. See text
for description.
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TAPE 4003 - SmoothQd Probability Distributions
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Figure 6-3c: Generalized Type I distributions for tape 4003.
The distributions represent the VNNN, VNNNN, VNNNNN, and VNNNNNN
subgroups of the NNN observations. On top are the distributions
for the VNNN and VNNNN conditioning sequences; on the bottom are
the distributions for VNNNNN and VNNNNNN sequences. See text
for description.
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TAPE 6009 - Smoothed Probability Distributions
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Figure 6-3d: Generalized Type I distributions for tape 6009.
The distributions represent the VNNN, VNNNN, VNNNNN, and VNNNNNN
subgroups of the NNN observations. On top are the distributions
for the VNNN and VNNNN conditioning sequences; on the bottom are
the distributions for VNNNNN and VNNNNNN sequences. See text
for description.
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TAPE 200: p( V # of N beats since lost V)
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Figure 6-4a: Discrete conditional distribution for tape 200.
The graph gives the conditional probability that a PVC will
occur next given the number of normal beats since the last PVC.
The x axis shows the number of normal beats since the last PVC
(e.g. 0 means a VV sequence, 1 means VNV, etc.). The list of
numbers on the right gives the probabilities corresponding to
the x values of 0 to 12 as fractions. See text for description.
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TAPE 221: p( V # of N beats since lost V)
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Figure 6-4b: Discrete conditional distribution for tape 221.
The graph gives the conditional probability that a PVC will
occur next given the number of normal beats since the last PVC.
The x axis shows the number of normal beats since the last PVC
(e.g. 0 means a VV sequence, 1 means VNV, etc.). The list of
numbers on the right gives the probabilities corresponding to
the x values of 0 to 12 as fractions. See text for description.
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TAPE 4003: p( V I # of N beats since loast V)
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Figure 6-4c: Discrete conditional distribution for tape 4003.
The graph gives the conditional probability that a PVC will
occur next given the number of normal beats since the last PVC.
The x axis shows the number of normal beats since the last PVC
(e.g. 0 means a VV sequence, 1 means VNV, etc.). The list of
numbers on the right gives the probabilities corresponding to
the x values of 0 to 12 as fractions. See text for description.
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TAPE 6009: p( V # of N beats sinceQ last V)
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Figure 6-4d: Discrete conditional distribution for tape 6009.
The graph gives the conditional probability that a PVC will
occur next given the number of normal beats since the last PVC.
The x axis shows the number of normal beats since the last PVC
(e.g. 0 means a VV sequence, means VNV, etc.). The list of
numbers on the right gives the probabilities corresponding to
the x values of 0 to 12 as fractions. See text for description.
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TYPE II Distribution: Tape 288, Conditioning seq V
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Figure 6-Sa: An example of one of the Type II distributions for
tape 200. The triangles represent the arrival times of normal
beats with respect to the most recent PVC. The peak of a trian-
gle is the mean arrival time; the base of the triangle extends
to +/- one standard deviation of the arrival time. The numbers
next to the triangles represents the normal beat number. (Note:
The beat numbers 10, 11, 12, etc. are represented by 0, 1, 2,
etc.) The upright triangles represent the arrival times of
those normal beats which are followed by a PVC. The height of
the upright triangles give the probability that a normal beat of
the given beat number is followed by a PVC. The inverted trian-
gles represent the arrival times of normal beats which are not
followed by a PVC.
P
r
o
b
a
b
i
1
i
t
Y
- 247 -
TYPE II Distribution: Tape 200, Conditioning seq V
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Figure 6-5b: An example of one of the Type II distributions for
tape 200. The graph shows the probability that a normal beat
will be followed by a PVC. The x axis gives the time of
occurrence of the normal beat with respect to the most recent
PVC. The distribution is estimated using a triangular smoothing
kernel whose base is never extended farther than 0.15 seconds
from the point at which the estimate is made.
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Tape 200: Coupling Intervals vs. Time Since Last PVC
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Figure 6-5c: Scatterplot of the NV coupling intervals for tape
200. The y axis gives the coupling interval. The x axis gives
the time of occurrence of the normal beat of the NV pair. The
time of occurrence of the normal beat is in seconds and is
referenced to the most recent PVC preceding it.
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Figure 6-6a: Type II distributions for tape 200. All graphs
share a common x axis of 0 to 12 seconds. Time 0 is the time of
occurrence of a PVC; the PVC forms the time reference for the
subsequent normal beats which follow it. The top two distribu-
tions give the probability of another PVC occurring as a func-
tion of the arrival time of the normal beats (see figures 6-6a
and 6-6b for description). The bottom graph gives the N-V cou-
pling interval of a PVC as a function of the arrival time of the
normal beat (see figure 6-6c for description). See text for
discussion.
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Figure 6-6b: Type II distributions for tape 221. All graphs
share a common x axis of 0 to 12 seconds. Time 0 is the time of
occurrence of a PVC; the PVC forms the time reference for the
subsequent normal beats which follow it. The top two distribu-
tions give the probability of another PVC occurring as a func-
tion of the arrival time of the normal beats (see figures 6-6a
and 6-6b for description). The bottom graph gives the N-V cou-
pling interval of a PVC as a function of the arrival time of the
normal beat (see figure 6-6c for description). See text for
discussion.
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Figure 6-6c: Type II distributions for tape 4003. All graphs
share a common x axis of 0 to 12 seconds. Time 0 is the time of
occurrence of a PVC; the PVC forms the time reference for the
subsequent normal beats which follow it. The top two distribu-
tions give the probability of another PVC occurring as a func-
tion of the arrival time of the normal beats (see figures 6-6a
and 6-6b for description). The bottom graph gives the N-V cou-
pling interval of a PVC as a function of the arrival time of the
normal beat (see figure 6-6c for description). See text for
discussion.
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Figure 6-6d: Type II distributions for tape 6009. All graphs
share a common x axis of 0 to 12 seconds. Time 0 is the time of
occurrence of a PVC; the PVC forms the time reference for the
subsequent normal beats which follow it. The top two distribu-
tions give the probability of another PVC occurring as a func-
tion of the arrival time of the normal beats (see figures 6-6a
and 6-6b for description). The bottom graph gives the N-V cou-
pling interval of a PVC as a function of the arrival time of the
normal beat (see figure 6-6c for description). See text for
discussion.
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TAPE 200: Normalized Distributfon of V-to-V Times
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Figure 6-7a: Probability distributions of the V-to-V intervals
for tapes 200 (top) and 221 (bottom). The distributions are
plotted on a log scale and are normalized to a maximum value of
one. The distributions were generated using a smoothing kernel
which was not adaptive and had a base of 0.2 seconds (see sec-
tion 3.3.4).
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TAPE 4003: Normalized Distribution of V-to-V Times
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TAPE 6009: Normalized Distribution of V-to-V Times
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Figure 6-7b: Probability distributions of the V-to-V intervals
for tapes 4003 (top) and 6009 (bottom). The distributions are
plotted on a log scale and are normalized to a maximum value of
one. The distributions were generated using a smoothing kernel
which was not adaptive and had a base of 0.2 seconds (see sec-
tion 3.3.4).
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Figure 6-8: Schematic representation of complex reentry in tis-
sue overlying an infarct. The tracings from top to bottom
represent a standard ECG lead, a composite electrode recording
(IZeg Comp), and three bipolar recordings (IZeg Bip 1-3). The
composite electrode records activity in the region enclosed by
the dashed rectangle. The numbers 1-3 represent the locations
of the bipolar electrodes. The dark arrows show the propagation
of the wavefront in the damaged tissue. The light arrows show
the exit points of the reentrant impulse into the healthy myo-
cardium. On the left the composite electrode recording demon-
strates the presence of continuous electrical activity between
the normal beat and PVC. On the right the composite electrode
is moved downward. The absence of activity during one section
of the composite recording suggests that the path monitored by
bipolar electrode 2 is part of the reentrant loop. (From El-
Sherif 1977a).
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7.0 Summary and Discussion
This thesis has taken a closer look at the long-term ECG and has
developed a means of representing the dependence of PVC generation on
preceding events. Implicit in the work is the assumption that such a
representation is a characterization of the PVC-generating mechanism.
The underlying hypothesis which formed the basis of this work can be
divided up into two fundamental parts:
(1) The PVC generating mechanism of a patient with chronic VEA
is anatomically stable over time, and manifests similar modes of
activity under similar sets of conditions, and that
(2) The activity of the mechanism depends on physiologic influ-
ences and on the beat-by-beat timing of the ventricular activa-
tions.
Part (1) of the hypothesis leads one to expect that a statistical character-
ization of the activity of the VEA mechanism should be reproducible with
time. Part (2) of the hypothesis suggests the existence of a predictable
relationship between the generation of PVCs and the properties of beats in
the past - especially beats in the immediate past. The goal of this thesis
was to test these predictions by studying long-term ECG data from patients
which chronic VEA. Since simple hourly counts of VEA do not have the
required sensitivity to study subtle patterns in the data, new methodologies
had to be developed.
7.1 A Statistical Methodology for VEA Analysis
Chapter 3 developed a methodology for testing the relationship between
PVCs and the properties of the immediately preceding beats. The ECG was
represented by four-beat overlapping sequences referred to as "observations"
(see figure 4-1). The outcome of the fourth beat of an observation was
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specified by a probability distribution conditioned on the previous three
beat types (B) and intervals (RR):t
p( B I B3B2B1, RR2RR1). (7.1)
The conditional distribution was usually estimated using observations from
one half hour of ECG data.
The use of a conditional distribution to characterize VEA was the main
feature which distinguished this work from previous studies. The principal
advantage of the method was that a conditional distribution can represent
the VEA without being tied to a specific mechanistic model of the underlying
VEA mechanism. This "model-free" approach was chosen because of existing
evidence that simple models of VEA mechanisms fail to represent clinically
observed VEA.
The restriction of the beat type to two possible outcomes (N or V) made
it possible to interpret the sequence of beats as a series of Bernoulli tri-
als. In the Bernoulli representation, beats originating from a supraven-
tricular impulse were called Ns, while beats originating in the ventricles
were called Vs.* Fusion beats were classified as Vs since they represented
an activation of the VEA mechanism. The adoption of a Bernoulli trial
framework was important because it provided a simple model for testing the
tMorphology measures such as the ST segment level, QT interval, or
QRS metrics were not used. Preliminary attempts to use these measures
showed that noise in many of the long-term tapes is so great that re-
liable estimation of the measures was in itself a challenging problem.
* Multiform beats pose a potential problem because they may reflect
the presence of more than one VEA mechanism. However, in the majority
of the tapes with multiform PVCs, there was one predominant PVC type
which was responsible for the characteristics of the conditional dis-
tribution. (The issue of multiple mechanisms was not pursued in this
thesis.)
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randomness of PVC generation and for measuring of the information content of
the conditioning variables.
7.2 Demonstration of the Non-Randomness of VEA
Chapter 4 used a database of 66 half-hour tapes to test whether the
generation of PVCs was random, or whether it was related to the characteris-
tics of the preceding three beats. The null hypothesis (HO) for the studies
was that no such relation existed and that the occurrence of PVCs was ran-
dom. The question was formulated as:
p(Bo=VIB 3B2B 1, RR2RR1) - p(V) (7.2)
where p(V) was the ratio of PVCs to the total number of beats. The null
hypothesis was tested using several different methods. Regardless of the
method, H was rejected (at p=0.005) in approximately 80% of the tapes. H0
was more likely to be rejected in tapes with high VEA levels. This was not
entirely unexpected since a subtle pattern is expected to be more easily
detected if there are many PVCs.
In parallel with the test of H, a reduction in variance (RIV) measure
was calculated. The RIV measured the information content of the condition-
ing variables. Of the 80% tapes in which H was rejected, about half had an
RIV measure approximately 10% or greater. Empirically, a RIV measure of 10%
or greater corresponded to a visually identifiable and persistent VEA pat-
tern.
The studies in Chapter 4 confirmed that there was a predictable rela-
tionship between the generation of PVCs and the immediately preceding beats.
In four-fifths of the tapes the occurrence of a PVC could be predicted with
greater certainty than was expected by chance alone (i.e. by p(V)). The
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results are important one because they set a precedent for demonstrating and
quantifying the non-randomness of VEA.
7.3 The Characterization of VEA
For purposes of visual display, the five-dimensional conditional dis-
tribution given by 7.1 was represented by a pair of one-dimensional distri-
butions. The distributions were both the function of an x variablet given
by
RRx = _R 1 (7.3)
sqrt(RR2) 
One of the distributions was estimated from all the observations which had
B3B2B1=NNN (NNN group). The other distribution was estimated from the
remaining observations (NNN group). The NNN observations were isolated in
order to examine the effect of PVCs on the generation of B. (If the dis-
tributions for the NNN and NNN observations were found to be different it
showed that PVCs had an effect which was not entirely accounted for by their
timing.)
These two conditional distributions, referred to as the Type I distri-
butions, were denoted by
p(Vlx,NNN) and p(Vlx,NNN), (7.4)
respectively. The Type I distributions were examined in detail in Chapter
5, appeared to have two desirable properties. First, the shape of the dis-
tributions was often different for different patients, suggesting that the
distributions might be useful in grouping patients.
tThis timing measure, referred to as the CQT (corrected QT) measure,
performed almost as well as both RR2,RR1. Performance was assessed by
the H rejection and by the RIV measure.
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Another use of the distributions was as a guide to the ECG data. By
looking at the observations which mapped to high probability regions of the
conditional distributions one could identify characteristic beat sequences
which were associated with increased likelihood of PVC generation. This
approach led to the unexpected finding of a small subgroup in which a
short-long RR2-RR1 combination was associated with an increased probability
of a B PVC (see figures 5-5a,b,c,d).
7.4 Reproducibility of the VEA Characterization
Part (1) of the hypothesis in section 7.1 stated that a stable VEA
mechanism should generate reproducible patterns of VEA. If the VEA charac-
terization was indeed a "fingerprint" of the VEA mechanism which captured a
relevant aspect of the VEA, then the it, too, was expected to be be reprodu-
cible with time.
To test this prediction 10 ten-hour long-term recordings were analyzed
in Chapter 5. In order to increase the chance of meaningful results, the
recordings were chosen to have a high overall VEA level. For each half hour
of a tape, the distributions given by equation 7.4 were estimated, and the
20 distributions were then graphed over time (see figures 5-6a,b,c,d).
In 7 of the 10 tapes it was found that, although the amplitude of the
distribution was modulated with changes in average VEA level, the actual
shape of the distribution remained similar from half-hour to half-hour. The
shape of the distribution usually evolved a little with time, but maintained
the same overall shape as a function of the CQT measure. This suggested
that a "gain" which affected the overall probability of PVC generation was
being changed, but that the timing relationships most likely to precede PVC
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generation remained unchanged.
The results of Chapters 4 and 5 form a systematic, three-step effort
which confirmed the two predictions of the underlying hypothesis. The first
step demonstrated that PVC generation is usually not random, and thereby
disproved the commonly held belief that VEA is unpredictable. The second
step built on these results and developed a simple characterization which
related PVC generation to the beat type and timing of preceding beats. This
characterization is considered a "fingerprint" of the VEA mechanism.
Finally, the third step demonstrated that this characterization is often
reproducible with time. The work started with a simple hypothesis about the
properties of the VEA mechanism and developed a potentially valuable charac-
terization of the mechanism's activity.
7.5 Extension of the Four Beat Paradigm
In most tapes the NNN and NNN distributions were different from each
other (similar in only about 15% of the tapes). This suggested that the
effect of a PVC on the generation generation of subsequent beats could not
be accounted for simply by the PVC's altered timing, and raised the
interesting question: how does the occurrence of a PVC influence the subse-
quent generation of PVCs? The process of attempting to answer this question
gave rise to the Type II distributions of Chapter 6.
The Type II distributions were surprising because they demonstrated
that, when referenced to the occurrence of the last PVC, the probability of
PVC generation as a function of time was frequently cyclic with a period of
about 2-4 seconds. This periodicity often persisted for an interval of up
to 10 seconds. This phenomenon was found even in tapes where the available
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evidence seemed to exclude the mechanism of parasystole.
The unexpected finding of rich patterns in the Type II distributions
seemed to invite speculation about models of the VEA mechanism. The experi-
ence with these distributions is at present only anecdotal; however, it is
hoped that these distributions will be of use in future attempts to develop
better mathematical models of clinical VEA mechanisms.
7.6 Future Directions
What directions might one go in following up this work? Two broad
categories are the following: (1) the improvement of the VEA characteriza-
tion and of the criteria for grouping VEA patterns, and (2) the assessment
of the VEA characterization's utility as a clinical tool. Of course, the
two categories are highly interdependent, but it is easier to consider them
one at a time.
The improvement of the VEA characterization can occur on many fronts.
The addition of more conditioning beats to equation 7.1 seems reasonable,
especially in view of the results of Chapter 6. An increase in the number
of variables will, however, require new methods of compressing the beat type
and timing information. Since ultimately the grouping of patients by dis-
tribution type has to be made on the basis of a few simple parameters,
perhaps a parametric approach to representing equation 7.1 should be recon-
sidered. A parametric approach avoids the problem of finding a suitable
one-dimensional projection of the multi-dimensional distribution.
A parametric approach may also be better for dealing with low VEA lev-
els, since the number of data points needed to estimate a few parameters is
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usually smaller than the number of points necessary to generate a distribu-
tion suitable for visual inspection. The ability to deal with lower VEA
levels is important for patients who have low, but potentially dangerous
VEA. It is also important for analyzing multiform PVCs by focus of origin,
since some of the forms will probably occur infrequently. This is espe-
cially important if the infrequent PVCs represent an electrophysiological
process which is more likely to initiate ventricular fibrillation.
The criteria for grouping the distributions can take many forms. For
example the adoption or rejection of the randomness null hypothesis (Chapter
4) can be the basis for classification - so can the presence or absence of
reproducibility of a distribution over time (section 5.3). Parameters
derived from the conditional distributions may be useful both for classify-
ing and, when the distributions are reproducible with time, for marking the
progression or regression of the VEA. Parametric models (section 6.3) may
be the ultimate form of classification. A model would not only be a diag-
nosis, but would provide a convenient means of tracking changes in the
patient's VEA mechanism. The Type II distributions might provide a means of
fitting such models, but such an application is purely speculative at this
point.
There several kinds of clinical studies to which the VEA characteriza-
tion can be applied. One can test its predictive value in choosing the best
therapeutic intervention for a given patient. Or one can test whether the
characterization shows specific changes when the patient's clinical state
improves according to some other gold standard such as electrophysiologic
testing. Alternately one can determine if the characterization itself can
be used as a predictor of survival by correlating it with the likelihood of
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sudden death. Even if the characterization is not used in a predictive
capacity, it can be used to single out specific beat sequences which have a
high association with the initiation of VEA (e.g. figure 5-5a,b,c,d,e).
The methodology developed here can be readily incorporated into most
automated instruments for the analysis of long-term ECGs. Since automated
and semi-automated analysis is becoming increasingly common, the analysis of
long-term ECGs can be modified - without substantial cost or effort - to
include the techniques of VEA analysis described here.
7.7 Final Conclusion
This thesis has started from very basic principles and developed an
entirely new way of looking at VEA in the long-term ECG. The results which
have been obtained using a limited database are promising and invite a full
test of the methodology in the clinical environment.
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Appendix
The results presented in this thesis were preceded by preliminary
investigations motivated by a study which demonstrated that the average PVC
rate and average heart rate often showed a characteristic and reproducible
relationship (Winkle 1982) (see section 2.7.2). The preliminary investiga-
tions followed-up this study and examined the relationship between average
PVC rate and average heart rate calculated from one-minute epochs of the
long-term ECG.
This appendix contains two papers from the preliminary investigations.
The first paper, "Simple Probabilistic Models for Characterization of PVC
Production" (from Proceedings of the Eleventh Annual Northeast Bioengineer-
ing Conference, 1985) describes simple, rule-based models of reentry and
parasystole. These models were used in simulations which generated a simu-
lated stream of beat types and times. The paper describes the relationship
between average PVC rate and average heart rate for the two different
models. The second paper is "A More Sensitive Method for Detecting Changes
in the Level of Ventricular Ectopy in Long-Term ECG Recordings" (from
Proceedings of Computers in Cardiology, 1985). This paper demonstrates how
the relationship between average PVC rate and average heart rate can be used
to detect changes in VEA level with greater sensitivity.
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SIMPLE PROBABILISTIC MODELS FOR CHARACTERIZATION OF PVC PRODUCTION
Paul Albrecht and Roger G. Mark
Massachusetts Institute of Technology, Cambridge, MA
and Beth Israel Hospital, Boston, MA
Abstract: Although chronic ventricular ectopic activity (VEA) is a major clinical problem, pro-
gress towards a truly effective method for quantifying it has been slow. It is common clinical
practice to evaluate VEA with long-term ambulatory recordings; the VEA is usually quantified using
hourly counts of premature ventricular complexes (PVCs). There also exist alternate quantifica-
tion schemes; for example, the Lown ectopy scale. We are attempting to develop better means for
quantifying and detecting changes in VEA. Our approach is based on simple models of the underly-
ing cardiac electrophysiology. The models are used in simulations in which they are run in the
forward direction to produce a stream of RR intervals and beat labels (NORMAL or PVC). The infor-
mation is presented using new kinds of graphs, such as PVC Rate vs. Heart Rate. These graphs sum-
marize the data in a form which allows a better characterization of the ectopic beat generator
(EBG) mechanism. We anticipate that this approach will give us a better understanding of the
relationship between clinically observed ectopy patterns and the EBGs that generate them. Some
results from preliminary simulations are presented in this paper.
Background: Ventricular arrhythmias have been the focus of intense investigation for the past
twenty years because of their association with the problem of sudden death[1]. While chronic VEA
in the normal population is probably benign, its occurrence in patients with heart disease appears
to be correlated with an increased risk of sudden death. Antiarrhythmic drugs are generally used
to suppress VEA in patients who are perceived to be at risk.
Ambulatory ECG recording is the major non-invasive diagnostic technology used to assess VEA and
the effectiveness of therapy[2]. Contemporary scanning systems have become increasingly automated
and supply the user with quantitative counts of PVCs, couplets, and runs. However, the quantifi-
cation has not resulted in increased sensitivity of the diagnostic procedure, nor has it esta-
blished uniform reporting practices for VEA.
Some workers have begun to question the adequacy of the current approach of analyzing long-term
ECG data; they feel that merely counting PVCs in sequential time epochs is not sophisticated
enough to answer important clinical questions[3]. Simple documentation of PVC frequency as a
function of time reveals nothing about the EBG mechanism. In addition, by ignoring possible rela-
tionships of VEA to other physiologic or environmental variables, it inflates the "spontaneous"
variability of hour-to-hour counts.
Recent work has demonstrated the utility of looking at VEA as a function of heart rate[3-5]. This
approach shows ectopy as a function of a physiologic parameter which, unlike the time of day, is
more closely related to the factors that influence the level of EBG activity. The pattern of PVC
Rate vs. Heart Rate becomes an indicator which helps specify the nature of the EBG. Our prelim-
inary experience with clinical long-term ECG data has shown that analyzing PVC production as a
function of heart rate (heart-rate stratification of VEA) not only gives better insight into the
underlying mechanism but also helps remove much of the "spontaneous" variability which degrades
conventional, time-stratified VEA measures.
Figure 1 shows an example of heart rate and PVC data summarized from a 10 hour long-term clinical
ECG record (the procedure used to generate the graphs is described in Methods). In order to
increase our understanding of the relationship between the EBG mechanism and the heart-rate stra-
tified summary graphs of PVC production, we have begun to run simple mathematical models of both
parasystolic and reentrant EBG mechanisms.
Methods: The models used in the simulations are shown in figure 2. In a simulation, the sinoa-
trial (SA) node of a model is driven using a synthesized RR interval sequence. The sequence is
generated using a white-noise-driven autoregressive process whose coefficients are selected to
yield spectral characteristics seen in human data[6]. Each SA node impulse is propagated through
the remaining model elements in a rule-based fashion.
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In the parasystole model (fig. 2a) the SA node impulse is propagated through the time delay ele-
ment towards the ventricle. If it finds the ventricle non-refractory, the model generates a NOR-
MAL beat for that time. The impulse then approaches the probabilistic gate. If the gate con-
ducts, the parasystolic focus is reset.
Throughout all this, the parasystolic focus is active on its own. It generates impulses at inter-
vals drawn from a distribution which has a prespecified mean and variance. Some of the impulses
never make it through the probabilistic gate. If an impulse passes through the gate and finds the
ventricle non-refractory, a PVC annotation is generated. The impulse then enters the conducting
element en route to the SA node. If the conducting element permits bidirectional conduction, the
impulse can reset the SA node. If conduction is unidirectional, or if the impulse encounters one
propagating down from the SA node, the impulse is extinguished.
The reentry model (fig. 2b) follows similar rules but differs in structure. An impulse which
fires the ventricle encounters a probabilistic gate which is connected to a reentrant conducting
loop. If the gate conducts and the loop is not refractory, the impulse propagates through; the
propagation time is chosen from a distribution with a prespecified mean and variance. Impulses
which exit the reentrant loop and find the ventricle non-refractory, generate a PVC annotation.
Like NORMAL beats generated by impulses from the SA node, the PVCs can reenter via the probabilis-
tic gate, thus producing pairs or runs of PVCs under some conditions.
The output of a simulation is an annotation stream of beat labels and their associated times of
occurrence. This stream of annotations is subjected to the same analysis as the stream of annota-
tions from long-term clinical ECG data: The entire range of heart rates is divided into bins; the
number of bins is approximately equal to the number of hours of ECG data. The annotation stream
is divided into one-minute segments, and once the heart rate and PVC rate for a segment are calcu-
lated, the segment is assigned to the appropriate heart rate bin. In the end, the mean PVC rate
is calculated and displayed for each bin. A similar procedure is used to calculate the couplet
rate, the coupling interval, and the coupling interval variability. The final output of this pro-
cedure is in the form of the summary graphs shown in figure 1.
The simulations were run using the parasystole and reentry EBG models. The model parameters were
chosen to be consistent with physiology[7,8]; no time or history dependent properties were incor-
porated into any of the elements. The programs were written in "C" and were executed on a UNIX-
based 11/44 system. The program runs usually simulated about 20 hours of EBG activity.
Results: Figure 3 shows a sample parasystole simulation; figure 4 shows a reentry simulation. All
of the simulations shown in this paper were generated using the same RR interval sequence to drive
the SA node. Any differences between the summary graphs are attributable to actual differences
between the characteristics of the simulated EBGs and, to a much smaller extent, to the proba-
bilistic nature of the model elements.
In looking at the simulation results, there are a few points worth noting. First, the time-
stratified PVC statistics usually show patterns difficult to describe, while the heart-rate stra-
tified graphs show systematic patterns. Second, the heart-rate stratified graphs provide informa-
tion which simplifies discussion about the EBG mechanism: the parasystolic model shows PVC
suppression with increasing heart rate, while the reentry model shows increasing PVC production up
to a critical heart-rate limit (the limit is determined by the characteristics of the reentrant
loop). Finally, the rate-stratified graphs seem to facilitate the detection of change in the
models.
This last feature is of interest because it may provide a more sensitive means of tracking changes
in the EBG. Figure*5 shows four separate simulation summary graphs for the same reentry model.
The four simulations differed only in the chosen variance of the conduction time through the reen-
trant loop. One can observe the progressive change in the rate-stratified graphs of PVC produc-
tion. In a case as simple as these simulations, one might be able to make an a priori prediction
of the general trends with increasing reentry-time variance. However, the quantitative details of
the curves are available only through simulation. With more complex model parameter changes, even
gross trends are hard to predict.
As one views more and more of the kind of simulations that are shown in figure 5, one begins to
develop a feel for how the shape and critical features of the graphs are related to the model and
its parameters. With some experience, one can develop the ability to use the quantitative meas-
ures derived from the graphs to estimate these parameters. In order to obtain precise estimates,
one must resort to some sort of statistical optimization procedure.
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Discussion: Although we have run a number of simulations, our results to date are more "anecdotal"
and less "systematic." In the preliminary phase we are attempting to gauge the utility of this
modeling approach. The models are first order approximations, and it is likely that they will
require further modifications to bring their behavior closer to that observed in clinical data.
Despite their simplicity, the models produce results which are, at times, remarkably similar to
the clinically observed patterns.
The models will be expanded as necessary to incorporate additional features observed in routine
long-term ECGs. It is probable that the structural complexity of the models will not change much;
the individual elements, however, are likely to undergo several phases of revision. We intend to
incorporate a dependence of the conduction properties on the cycle length and on preceding cycle
lengths. We would also like to simulate the effect of the diurnal cycle, chemical or emotional
stress, and perhaps even the effects of therapeutic interventions.
We believe that the models described here will help guide our thinking about VEA. An important
part of this process is looking at the data in new ways, such as the heart-rate stratified graphs.
The models help us develop these graphs and they allow us to determine how these graphs change as
a function of a change in the model parameters. Assuming that our models are reasonable, we can
apply them to the clinical environment. If we can extract the necessary information from long-
term clinical ECG data, and if we can present this information in a form which enables us to get a
better characterization of the EBG, then we are in a good position to improve the evaluation and
therapy of a patient's VEA.
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TAPE: 8200 - Normal : 56661, PVC. 2547, Couplets 283
Figure 1: Summary graphs for 10 hours of
ECG data taken from one of the tapes
(TAPE 8200) of the Beth Israel Hospital
Holter Tape Library. The beats were
annotated for beat type and occurrence
using the program ARISTOTLE[9]. On the
top left is the heart rate and the heart
rate standard deviation in beats per
minute (BPM) vs. the time in minutes.
The bottom left shows the PVC rate per
minute vs. the time in minutes. The top
right shows the number of PVCs (*) and
the number of couplets () per minute
vs. the heart rate in BPM. The bottom
right shows the PVC coupling interval
(8) and coupling interval standard devi-
ation (#) vs. the heart rate in BPM.
All the graphs contain averaged heart-
rate and PVC data.
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Figure 2: Models of parasystole (a) and reentry (b) used in the simulation of the ectopic beat
generating mechanism. The conduction elements are characterized by a conduction time through the
element and by a refractory period. These numbers may be fixed or may be drawn from a probability
distribution. The gates represent probabilistic conduction elements; for a given impulse that
reaches a gate, there is a fixed probability that it will conduct through. Conduction elements
can be specified to have unidirectional or bidirectional conduction. Ectopic foci are specified
in terms of the mean and variance of the interectopic intervals.
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Figure 3: Parasystole simulation.
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Figure 5: Summary graphs for simulations using the reentry model from figure 2. These
simulations demonstrate the change in the ectopy pattern with incremental change in a sin-
gle parameter of the reentrant circuit. In all cases the probability of conduction
through the gate was fixed at p0.10. The conduction time through the reentrant loop was
variable; its mean was fixed at 0.7 seconds, its deviation was 0.1, 0.2, 0.3, and 0.4
seconds in figures a, b, c and d, respectively. Note the gradual change in the heart-rate
stratified PVC and coupling interval graphs. A mean reentry time of 0.7 seconds induces a
phase transition in the heart-rate stratified statistics at at heart rate of approximately
108 BPM.
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A MORE SENSITIVE METHOD FOR DETECTING CHANGES IN THE LEVEL
OF VENTRICULAR ECTOPY IN LONG-TERM ECG RECORDINGS
Paul Albrecht, Wolfram R. Jarisch, Roger G. Mark
Massachusetts Institute of Technology, Cambridge, Mass.,
and Beth Israel Hospital, Boston, Mass. USA
Abstract: The clinical importance of ventricular ec-
topic activity (VEA) stems primarily from its association
with sudden death. It is common clinical practice to
evaluate VEA with long-term ambulatory ECG record-
ings: the VEA is quantified using hourly counts of pre-
mature ventricular complexes (PVCs). Unfortunately,
the assessment of VEA using hourly counts is compli-
cated by a large "spontaneous" variability in the level
of VEA. This variability makes it necessary to obtain an
80-90% reduction in PVC frequency in a 24-hour ECG
record in order to have confidence that the effect is
due to a therapeutic intervention. We present here a
new method of detecting change in the level of VEA.
Our method sorts the PVCs by the heart rate at which
they occur. When the PVCs are grouped by heart rate,
much of the "spontaneous" variability is reduced, so
that a smaller decrease in the level of VEA can be
detected. We have tested our method on a database
of 24 ten-hour ECG records. Our results indicate that
our heart-rate-stratified method is 4 to 5 times more
sensitive than the conventional, time-stratified method
for detecting change in the level of VEA.
Backgqround: Ventricular arrhythmias have been the
focus of intense investigation for the past twenty years.
While chronic VEA in the normal population is probably
benign, its occurrence in patients with heart disease
appears to be correlated with an increased risk of
sudden death [1]. Antiarrhythmic drugs are generally
used to suppress VEA in patients who are perceived
to be at risk. Despite many years of effort, it has yet
to be demonstrated unequivocally that antiarrhythmic
therapy for chronic VEA in most patients with coronary
artery disease offers protection from sudden death.
Ambulatory ECG recording is the major diagnos-
tic technology used to assess VEA and the effective-
ness of therapy [2]. Contemporary scanning systems
have become increasingly automated and supply the
user with quantitative counts of PVCs, couplets, and
runs. However. the quantification has not resulted in
increased sensitivity of the diagnostic procedure, nor
has it established uniform reporting practices for VEA.
One of the significant limitations on the usefulness
of ambulatory monitoring is the apparently large "spon-
taneous" variability of the hourly PVC counts. This
variability complicates the interpretation of the mon-
itoring results and can at times mimic a drug effect
[3]. Using hourly PVC counts, an 80-90% reduction in
the total number of PVCs must be demonstrated in an
individual patient in order to be sure that the effect is
due to a therapeutic intervention [4].
Some workers have begun to question the ade-
quacy of the current method of analyzing long-term
ECG data; they feel that simple counting of PVCs in
sequential time epochs is not sophisticated enough to
answer important clinical questions [5]. After all, the
level of VEA is not a function of the time-of-day, but
rather a function of the state of a patient's physiologic
parameters. (The relationship to time, when it exists,
comes through coupling of the state with the diurnal
cycle.) To compare two different hourly counts is to
make the implicit assumption that the patient's state
was the same during both hours. We feel that it is the
inappropriateness of this assumption that is responsi-
ble for the low diagnostic value of even large changes
in the level of VEA.
A more reasonable approach to the analysis of
VEA is to look at the data as a function of physiologic
parameters which are likely to be correlated with the
activity of the ectopic beat generator (EBG) mecha-
nism. Recent work has demonstrated some utility in
this approach [6,7]; the investigators examined PVC
production as a function of heart rate. Our own work
has yielded similar results. Figure 1 shows the heart
rate and PVC rate from ten hours of Holter tape data;
the graphs demonstrate that, for the given ECG record,
periods of increasing heart rate are associated with in-
creasing PVC rate.
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There are a number of good reasons for stratifying
VEA by heart rate. First, the heart rate is a general
indicator of the systemic state. Significant neurohu-
moral changes which affect the EBG mechanism are
likely to be reflected in the heart rate. In this capacity,
the heart rate is an indirect measure of the factors in-
fluencing the myocardium. Second, the heart rate has
a direct influence on the timing and dynamic function
of the EBG mechanism (e.g. see [8]). For example, ec-
topic beat generation due to parasystole experiences a
different heart-rate effect than a reentrant mechanism.
Finally, the heart rate is a physiologic parameter which
can be easily and reliably determined from the ECG.
We have applied the technique of heart-rate strat-
ification of VEA to the analysis of long-term clinical
ECG data. Our preliminary experience has shown that
analyzing PVC production as a function of heart rate
not only gives a better insight into the structure of the
underlying EBG mechanism, but also helps remove
much of the "spontaneous" variability which degrades
conventional, time-stratified VEA measures. In this pa-
per we focus on this second property. By means of
heart-rate stratification of VEA we have been able to
develop a more sensitive means of detecting change
in the level of VEA.
Figure 1: Results from tape 7162 of the Beth Israel Hospital Holter Tape Library.
The top graph shows heart rate vs. time in minutes; the bottom graph shows the
corresponding number of PVCs per minute vs. time in minutes. Both heart rate and PVC
rate were calculated for one-minute, non-overlapping epochs. The heart rate represents
the sinoatrial node rate; it was calculated using only the normal-to-normal RR intervals in
the epoch. Examining the two graphs one can see that periods of increased PVC activity
tend to correspond to periods of increased heart rate.
TAPE: 7162 -- NORMALS: 33838, PVCS 243S, COUPLETS 28
HEART RATE (BPM) VS. TIME IN MINUTES
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For each ten-hour record we calculated the sen-
sitivity of our method using equation (11). We also
calculated the sensitivity using the standard clinical
approach of calculating the mean and variance of the
hourly PVC counts [9]. The results are shown in Table
2.
In summary, the heart-rate-stratified approach re-
quired a PVC rate decrease of 11.3% ±3.6% for p = 0.05
confidence, while the time-stratified approach required
a 50.4%-21.0% decrease. If the time stratified approach
were to be used on ECG data which yield a p = 0.05 for
the heart-rate stratified approach, it would not achieve
a useful significance (average p = 0.71). Overall, the
method presented here appears to be 4 to 5 times as
sensitive as the conventional method in detecting a
uniform decrease in the level of VEA.
Discussion: The assessment of VEA using long-term
ambulatory recordings often provides equivocal re-
sults. Part of the problem is the commonly-observed
"spontaneous" VEA variability which can mask or mi-
mic a drug effect.
Bin HR Range N Mean
1 < 63
2 64-71
3 72-79
4 80-87
5 88-95
6 96-103
7 104-111
8 112-119
9 120-127
10 128-135
11 136-143
12 144-151
13 >) 151
4 0.00
90 0.23
57 1.13
100 1.43
140 1.20
75 1.01
31 1.06
14 0.72
7 0.60
8 0.20
17 0.18
18 0.04
27 0.07
In this paper we have demonstrated a method
which removes much of the spontaneous VEA variabil-
ity and provides a 4 to 5 fold improvement in the sen-
sitivity of detecting change in VEA level. The method
is based on analyzing the VEA as a function of a phys-
iologic variable rather than as a function of the time-
of-day. In relating the VEA to the heart rate, we have
stratified the PVC production by a parameter which is
correlated to the activity of the EBG mechanism.
Tape PVC HRS 0% p for TS %
Num. Rate (p = .05) TS (p = .05)
3665
4015
4043
4936
5261
6426
6453
6921
7162
7832
7836
7837
7859
8010
8088
8104
8119
8200
8378
8434
8601
9472
9716
9738
Var
0.0000
0.0029
0.0127
0.0067
0.0068
0.0089
0.0259
0.0585
0.1174
0.0405
0.0111
0.0015
0.0022
TABLE 1: Example of the heart-rate-stratified data
summary for a long-term ECG record. The partitioning
algorithm created 13 bins. The table has four entries
for each bin: (1) the heart rate-range (HR) included
in the bin, (2) the number of 1 minute intervals that
fell in the bin, (3) the estimate of the mean of the
log-transformed PVC count , (4) the variance of the
estimated mean.
587.2
77
33.4
166.1
29.3
27.9
64.4
23.8
245.6
92.2
59.5
800
228.8
226.7
86.3
235.8
57.4
256.8
32.6
47.5
73.6
344.4
407
37
10.1
8.3
7.2
13.4
7.9
8.7
11.6
5.8
15.6
10.1
15.7
18.8
11.3
9.9
13.4
18.4.
8.9
14.1
5.5
11.5
8.7
12.4
15.5
8.6
.90 80.6
.84 56.5
.53 20.6
.78 63.9
.51 21.8
.50 23.2
.49 29.3
.80 37.2
.85 82.1
.51 27.3
.65 53.0
.88 93.9
.76 53.2
.83 61.8
.73 55.8
.76 73.4
.73 41.6
.70 53.5
.87 50.2
.69 44.4
.60 28.9
.88 81.9
.64 50.9
.54 25.1
TABLE 2: Summary of the performance of the heart-
rate-stratified (HRS) method vs. the conventional time-
stratified (TS) method. For each of the ten-hour ECG
records there are four entries: (1) the mean hourly PVC
rate; (2) the percentage decrease in the PVC rate that
could be detected by the HRS method with p = 0.05;
(3) the p value that would be obtained using the TS
method on data for which the HRS method performed
with p = 0.0; and (4) the percentage change that the
TS method would require to detect a decrease with
p = 0.05.
- 274 -
Methods:
Pre-processing the Data
The input to our algorithm is an annotation stream
of beat labels and their associated times of occur-
rence. We first segment the input stream into one-
minute epochs and, for each epoch, we calculate the
heart rate and the PVC rate. Then, using the heart
rate as an index, we assign the epochs to bins; each
bin collects epochs that fall within a specific range of
heart rates. The size of the bins is chosen so that the
total number of bins is roughly equal to the number of
hours of available ECG annotations. This last criterion
is somewhat arbitrary, and was chosen so that, in the
end, the resolution of our data would be comparable
to that obtained in current clinical analysis.
Before calculating the mean PVC rate for a bin, we
transform all the PVC rates using the log-transform
y = ln(z + 1).
Comparing VEA in Different ECG Records
To test whether the level of VEA in two different
long-term recordings (recordings A and B) is different,
we use the following procedure. First, using two sets
of identical bins (sets A and B), we calculate the y
and values for each bin for both of the long-term
records. Our null hypothesis is that the level of VEA in
the two records is the same. Based on this hypothesis
we expect that the estimate P, for a bin in set A is the
same as the estimate ¢B for the corresponding bin in
set B. Assuming that .A and yfi are independent and
follow a Gaussian distribution, we then expect the term
YA - YB
Z-= (4)
to follow a Gaussian distribution with unit variance. To
test the null hypothesis, we calculate
(1) (5)2 = ' z2,
bins
Here z is the PVC rate of an epoch and y is the
transformed PVC rate. The log-transform has been
used for similar purposes by previous investigators [9].
This transform offers two principal advantages over
the untransformed variable z: it tends to give a more
Gaussian distribution and it restricts all estimates of
PVC counts derived from y to positive numbers. The
importance of an -appropriate transformation cannot
be overstated; the more Gaussian the distribution of
the transformed data, the more powerful the statistical
tests that are performed on it.
For each bin we calculate an estimate of the mean
PVC rate M and the variance v of that estimate
N
,= Y (2)
i=1
__ 1  - ) (3)V = N~n. - 1) f~ivil)? (3)
Here N is the number of entries (epochs) in the bin.
Note that is the variance of the estimate , not the
variance of y,.
where the sum is taken over all of the heart rate bins.
Under the assumptions stated above, the variable x2
follows a Chi squared distribution with bins degrees of
freedom; it forms the basis for accepting or rejecting
the null hypothesis.
Sensitivity of Detecting Change in VEA
Making some simplifying assumptions, we can esti-
mate the sensitivity of our method even without having
two sets of long-term recordings. First, we assume
that we have a long-term ECG record A and that we
have pre-processed it and calculated , and for
each of the heart-rate bins. Next we ask the question:
If we had another long-term ECG record B which was
the same as A except for a uniform decrease 6 in the
PVC rate at all heart rates. what would be the small-
est decrease 6 that we could detect with confidence
p? (See Figure 2.)
If z is a PVC rate for an epoch in data set A, then
(1 - 6)z is the hypothetical PVC rate for the corre-
sponding epoch in set . Assuming that 6 << 1 or
that z > 1 much of the time, we can approximate the
logarithm in equation (1) by
Ill( - )x -1 l In(xz 1) - ln(l - 6).. (6)
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This approximation allows us to derive a simple rela-
tionship between the statistics of the bins in the data
sets A and B:
YE V YA + In(1 - 5)
the corresponding Chi squared value x for bins de-
grees of freedom, and we calculate the required de-
crease in the PVC rate as
(7)
VUB VA. (8)
Substituting yB and z3n into equation (4), we obtain
- In(1 - )
, = (9)
At this step we have eliminated our dependence on
the hypothetical data set B. Next we substitute z into
equation (5) to obtain
x2 = ln2(1 )Z- (10)
bin A
where the sum is over all of the heart-rate bins. Choos-
ing a desired level of statistical significance p, we find
6 = 1 - exp (-
2 
(11)
Results: We have compared the sensitivity of the
heart-rate-stratified method to the conventional, time-
stratified method of hourly PVC counts. The analysis
was performed using 24 ten-hour ECG records from
patients with a broad range of ectopy (24-800 PVCs per
hour). The ECG data was obtained from the archives
of the Beth Israel Hospital Holter Tape Library; the QRS
complexes were annotated for time of occurrence and
beat type using the ARISTOTLE arrhythmia analysis
program [10].
Table 1 shows a typical example of heart-rate strat-
ified data from one of the ten-hour ECG records. In
the data analysis, bins with less than 5 minutes of data
and bins with zero variance were excluded from the
calculations. The table represents the statistics for the
log-transformed PVC-rate data.
b 1-) -~9
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Figure 2: The procedure for estimating the minimum detectable change, 6 in the level of
ectopy. The graph on the left represents the heart-rate stratified VEA level of the original
set A. Each heart rate bin is shown with its corresponding confidence limits. The graph
on the right represents a theoretical data set B. The VEA level of data set B is the same
as for data set A, except for a uniform decrease, 6 in ectopy at all heart rates. The
smallest 6 which allows the null hypothesis (i.e. that the two graphs are the same) to be
rejected is defined to be the minimum detectable change.
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At present we have only a theoretical basis for
determining the sensitivity of our method. In the future
we will have multiple long term recordings from the
same patients; using these, we will be able to do a
true set A vs. set B comparison for the level of VEA.
In such comparisons, it is likely that we will detect
change not only in the PVC-Rate-vs.-Heart-Rate curve,
but also in its shape. It is implicit in our approach that
such a change, when significant, represents a change
in the activity of the EBG mechanism even when the
overall level of VEA remains unchanged.
Although we can demonstrate the improved sensi-
tivity of our method over conventional techniques, we
can say little about its specificity. When we detect a
change in the VEA level, then we can be confident
that there was a change. Unfortunately, we can say
only that the change was statistically significant; we
cannot say whether it was clinically significant. Some
of our future studies will be directed to help answer
this question.
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