We consider scheduling distributable real-time threads with dependencies (e.g, due to synchronization) in partially synchronous systems in the presence of node failure. We present a distributed real-time scheduling algorithm called DQBUA. The algorithm uses quorum systems to coordinate nodes' activities when constructing a global schedule. DBQUA detects and resolves distributed deadlock in a timely manner and allows threads to access resources in order of their potential utility to the system. Our main contribution is handling resource dependencies using a distributed scheduling algorithm.
Failure Model. The nodes are subject to crash failures. When a process crashes, it loses its state memory -i.e., there is no persistent storage. If a crashed client node recovers at a later time, we consider it a new node since it has already lost all of its former execution context. A client node is correct if it does not crash; it is faulty if it is not correct. In the case of a server crash, it may either recover or be replaced by a new server assuming the same server name (using DNS or DHT -e.g, [6] -technology). We model both cases as server recovery. Since crashes are associated with memory loss, recovered servers start from their initial state. A server is correct if it does not fail; it is faulty if it is not correct. DQBUA tolerates up to N − 1 client failures and up to f s max ≤ n/3 server failures (see [7] ). The actual number of server failures is denoted as f s ≤ f s max and the actual number of client failures is denoted as f ≤ f max where f max ≤ N − 1.
Resource Model Threads can access serially reusable non-CPU resources (e.g., disks, NICs) located at their nodes during their execution. We consider the single resource model where only one instance of each resource exists in the system. Resources can be shared under mutual exclusion constraints. A thread may request multiple resources during its lifetime but can only have one outstanding request at any given instance of time. Threads explicitly release all granted requests before the end of their execution.
All resource request/release pairs are assumed to be confined within one node. Thus, a node cannot lock a resource on one node and release it on another. However, it is possible for a thread to lock a resource on a node and then make a remote invocation to another node (carrying the lock with it). Since resource reqeust/release pairs are confined to one node, the lock is released when the thread's node returns back to the node on which the resource was acquired.
Resources are assumed to access their resources in an arbitrary order -i.e., which resources are needed by which threads is not known a priori. Consequently we employ deadlock detection and resolution methods instead of prevention and avoidance techniques. Deadlock resolution is performed by aborting one of the deadlocked threads by executing its exception handler.
Scheduling Objectives. Our primary objective is to design a thread scheduling algorithm that will maximize the total utility accrued by all threads as much as possible in the presence of dependencies. Further, the algorithm must provide assurances on the satisfaction of thread termination times in the presence of (up to f max ) crash failures. Moreover, the algorithm must bound the time threads remain in deadlock.
Algorithm Rationale
In [7] , we develop QBUA, a scheduling algorithm for distributable real-time threads in partially synchronous systems. In this work, we extend QBUA by adding resource dependencies and precedence constraints handling capabilities, we call the resulting algorithm DQBUA. As in [4] , precedence constraints can be programmed as resource dependencies and are handled the same way.
As in QBUA, when a node detects a distributed scheduling event (the failure of a node, the arrival of a new thread into the system or a resource request) it contacts a quorum system requesting permission to run an instance of DQBUA (in order to construct a global schedule). All other scheduling events, such as resource releases and section completion, are dealt with locally, see Algorithm 1. Once permission is granted, it broadcasts a start of algorithm message to all other nodes requesting their scheduling information. Nodes that receive this message reply by sending their scheduling information. When all nodes have sent their scheduling information to the requesting node, it computes a system-wide schedule, which we call a System Wide Executable Thread Set (or SWETS), and multicasts any updates to nodes whose schedule has been affected.
The purpose of the quorum system is to arbitrate among nodes that detect a distributed scheduling event concurrently. This arbitration reduces thrashing by minimizing the number of instances of DQBUA that are started to handle the same or concurrent scheduling events. Due to space limitations, we do not reproduce the details of the quorum arbitration algorithm, see [7] for details. While computing a system-wide schedule, threads are ordered in non-increasing order of their global Potential Utility Density (PUD) (which we define as the ratio of a thread's utility to its remaining execution time), the threads are then considered for scheduling in that order. Favoring high global PUD threads allows us to select threads for scheduling that result in the most increase in system utility for the least effort. This heuristic attempts to maximize total accrued utility [4] .
Both local and distributed resource dependencies are possible, therefore both local and distributed deadlock can occur. By considering resource requests as distributed scheduling events, DQBUA detects and resolves both local and distributed deadlock in a timely manner. In addition, contention for resources is resolved using their global PUD. 
Algorithm Description
Once the arbitration phase of the algorithm is complete and a node has been granted permission to run an instance of DQBUA, that node runs the algorithm depicted in Algorithm 2. In Algorithm 2, the node first broadcasts a start of algorithm message (line 1) and then waits 2T time units for all nodes in the system to respond by sending their local scheduling information (line 2). After collecting this information, the node computes SWETS (line 3) using Algorithm 5. After computing SWETS, the node contacts affected nodes (i.e. nodes that will have sections added or removed from their schedule).
Algorithm 2: Compute SWETS
Broadcast start of algorithm message, START; 1:
Wait 2T collecting replies from other nodes; 2:
Construct SWETS using information collected; 3:
Multicast change of schedule to affected nodes; 4: return; 5:
Algorithm 5 is used by a client node to compute SWETS once it has received information from all other nodes in the system (line 3 in Algorithm 2). It performs two basic functions, first, it computes a system wide order on threads by computing their global PUD. It then attempts to insert the remaining sections of each thread, in non-increasing order of global PUD, into the scheduling queues of all nodes in the system. After the insertion of each thread, the schedule is checked for feasibility. If it is not feasible, then the thread is removed from SWETS (after scheduling the appropriate exception handler if necessary).
First we need to define the global PUD of a thread. Assume that a thread, T i , has k sections denoted {S i 1 , S i 2 , · · · , S i k }. We define the global remaining execution time, GE i , of the thread to be the sum of the remaining execution times of each of the thread's sections. Let {RE i 1 , RE i 2 , · · · , RE i k } be the set of remaining execution times of T i 's sections, then
Assuming that we are using step-down TUFs, and T i 's TUF is U i (t), then its global PUD can be computed as: T i .P U D = U i (t curr + GE i )/GE i , where U is the utility of the thread and t curr is the current time. Using global PUD, we can establish a system wide order on the threads in non-increasing order of "return on investment". Thus we consider the threads for scheduling in an order that is designed to maximize accrued utility [4] .
In the absence of dependencies, the above computation can be used to represent the utility that would be accrued if a thread where to execute immediately. However, since we consider dependencies, the utility of a thread can only be accrued if all the threads it depends on either complete their execution or are aborted first. Therefore when a section requests a resource, we compute its dependency list by following the chain of resource requests and ownership. Since a resource request is a distributed scheduling event, the node that gets permission to run an instance of DQBUA (after arbitration by the quorum system) will be sent all the information necessary for it to compute the dependency chain. Once the dependency list has been computed, we compute the PUD of the current thread by using a least effort heuristic -i.e., while examining the threads in the dependency list to compute PUD, if it is faster to abort them than to continue execution, then the threads are aborted and vice versa. Thus we compute the PUD of a thread if it is executed as soon as possible. A similar heuristic is used in [4] but for a single processor, in contrast to the distributed system we consider in this work. Note that this heuristic minimizes the amount of time a high utility thread waits for a resource, at the expense of having to possibly re-execute threads that have been aborted (see [4] for details).
Algorithm 3: computePUD
for each Dep(i, k) do 3:
for each S ∈ Dep(i, k) do 4:
if S.ID / ∈ Seen then 5:
Seen ← Seen ∪ S.ID; 6:
//Γ1: sections from S until last visit to j 7:
S.Rem ← Σ k∈Γ 1 RE S.ID k ;
8:
//Γ2: all downstream sections 9:
S.Abort ← Σ k∈Γ 2 S h k .ex; 10:
if S.Abort > S.Rem then 11:
T ime ← T ime + S.Rem; 12:
Ti.P U D = U til/T ime; 17:
return T i .P U D; 18:
Since we are computing the PUD of the whole thread, we need to consider the dependencies of all sections belonging to the thread. Therefore, Algorithm 3 considers the dependency list, Dep(i, k), of each of the k sections of thread T i while computing the PUD. While computing the global PUD of a thread, we take into account the utility of the threads that it depends on. The reason that we do this is that in order to schedule a thread, we need to schedule its dependencies first, so when the thread completes, its dependencies will also have completed thus accruing the utility of both the dependencies and the thread itself. Thus we compute the utility of completing the current thread as the sum of the utility of the current thread and the threads it depends on (lines 13 and 16). We measure the potential utility of a thread and its dependents as the ratio of the utility they can accrue and the time taken for them to accrue this utility (line 17).
We assume that each thread in the system has a globally unique ID, and that each of the thread's sections, S i , store this global ID in the variable, S i .ID. Since a thread has multiple sections, each of these sections may be dependent on a number of different sections. It is possible that two sections of a thread are dependent on two sections of another thread. In this case, we should only consider the utility of the dependent thread once (since the utility of this thread will only be accrued once when it completes execution). Therefore, in line 5, we check whether a section in a dependency chain, Dep(i, k), belongs to a thread that has been handled before (because another of its sections is in the dependency list of a different section belonging to the current thread). Only threads that have not been considered before are used to compute the current thread's global PUD.
Note that when computing the time remaining for a section, S, to release a resource (line 8), we consider the remaining time for sections starting from S until the last section belonging to S's thread arrives at the current node j. The reason for this is that we do not know when the resource will be released by section S, however since we assume that all resource request/release pairs occur on the same node (see Section 2), the latest time at which the resource will be released is when the last section belonging to S's thread to visit node j terminates.
Similarly, when we compute the abort time for section S (line 10), we only consider the abort times of downstream sections. The reason for this is that DQBUA ensures LIFO execution of abort handlers and therefore the current section's abort handler will only execute after the handlers of its downstream sections have terminated. Note that neither the abort time computed in line 10 nor the remaining time to release the resource computed in line 8 are actual times at which those events will occur (interference by other threads ensures that this is not the case), rather the values are merely used as an indication of the amount of work necessary to abort a section to release its resources or to complete a section to release its resources respectively. Since we consider a heuristic of performing the least amount of work, we choose the scenario that takes the least amount of time (line 13).
When computing the global PUD of a section, we need to have up-to-date information about threads that have a section in Dep(i, k). Since resource requests are distributed scheduling events, this information will be received when all nodes in the system send their scheduling information to the node constructing the schedule in response to its broadcast start of algorithm message (lines 1-2 in Algorithm 2).
We now turn our attention to the method used to check schedule feasibility. For a schedule to be feasible, all the sections it contains should complete their execution before their assigned termination time. Since we are considering threads with endto-end termination times, the termination time of each section needs to be derived from its thread's end-to-end termination time. This derivation should ensure that if all the section termination times are met, then the end-to-end termination time of the thread will also be met. For the last section in a thread, we derive its termination time as simply the termination time of the entire thread. The termination time of the other sections is the latest start time of the section's successor minus the communication delay. Thus the section termination times of a thread T i , with k sections, is:
where S i j .tt denotes section S i j 's termination time, T i .tt denotes T i 's termination time, and S i j .ex denotes the estimated execution time of section S i j . The communication delay, which we denote by T above, is a random variable ∆. Therefore, the value of T can only be determined probabilistically. This implies that if each section meets the termination times computed above, the whole thread will meet its termination time with a certain, high, probability. In addition, each section's handler has a relative termination time, S h j .X. However, a handler's absolute termination time is relative to the time it is released, more specifically, the absolute termination time of a handler is equal to the sum of the relative termination time of the handler and the failure time t f (which cannot be known a priori). To overcome this problem, we delay the execution of the handler as much as possible, thus leaving room for more important threads. We compute the handler termination times as follows:
where S h j .tt denotes section handler S h j 's termination time, S h j .X denotes the relative termination time of section handler S h j , S i k .tt is the termination time of thread i's last section, t a is a correction factor corresponding to the execution time of the scheduling algorithm, and T D is the time needed to detect a failure by our QoS FD [2] . From this, we compute latest start times for each handler:
ex denotes the estimated execution time of section handler S h j . Using these derived termination times, we can check whether a schedule is feasible or not. Algorithm 4 shows how this is done in DQBUA. If the estimated completion time, S i .F in, of a section is greater than its derived termination, S i .tt, then the schedule is not feasible (lines [13] [14] . We compute S i .F in as the sum of the start time of a section and its execution time. However, it is important to note that, except for current and previous head nodes, these sections haven't arrived at their nodes yet when Algorithm 4 is invoked. Therefore we need to estimate the start time of these sections when computing the estimated completion time of those sections.
We estimate the start time of a section to be the maximum of the estimated completion time of the section preceding it in the local queue (line 10) and the arrival time of the section on a node (which we estimate as the sum of the completion time of the section's predecessor and the communication delay, S i−1 .F in + T ). We assume that each section's estimated completion time, S i .F in, is set to infinity before algorithm Algorithm 4 is run.
We use this relatively expensive method for checking the feasibility of schedules since alternative methods can be misleading. As mentioned before, when Algorithm 4 is invoked, only the current head section and its predecessors will have started in the system, thus the start time of the remaining sections in a thread need to be estimated. The expedient method, used in some previous work, of using the latest start time of a section (computed as its predecessor's latest termination time plus a communication delay, S i−1 .tt+T ) as an estimated for a section's start time means that a section will have no slack time in the schedule. Therefore, the section cannot tolerate any interference by other sections. This usually leads to pessimistic results with some threads being rejected from an underloaded system. Algorithm 4 handles this by computing a better estimate of the start time of sections that haven't started yet.
Algorithm 4: isFeasible
Input: σi; //Schedule for each node 1:
if Start = ∞ then 11:
if S i .F in > S i .tt then 13:
return f alse; 14:
return true; 16:
Algorithm 5: ConstructSchedule input: Γ; //Set of threads in the system 1:
input: σ p j , H j ← nil; //σ p j : Previous schedule of node j, H j : set of handlers scheduled 2:
for each Ti ∈ Γ do 3:
if for some section S i j ∈ T i , t curr + S i j .ex > S i j .tt then T i .P U D ← 0; 4: else 5:
Compute Dep(i, j), resolving deadlock if necessary; 6:
T i .P U D ← ComputePUD(T i , Dep(i, j)); 7:
for each task el ∈ σ p j do 8:
if el is an exception handler for section S i j then Insert(el, H j , el.tt); 9:
σj ← Hj ; 10:
σtemp ← sortByPUD(Γ); 11:
for each T i ∈ σ temp do 12:
T i .stop ←false; 13:
if do not receive σ j from node hosting S i j ∈ T i then 14:
T i .stop ←true; 15:
if Ti.P U D > 0 and Ti.stop =true then 16:
insertByEDF(Ti, Dep(i, j)); 17:
for each j ∈ N do 18:
if σ j = σ p j then Mark node j as being affected; 19:
In Algorithm 5, each node, j, sends the node running DQBUA its current local schedule σ p j . Using these schedules, the node can determine the set of threads, Γ, that are currently in the system. Both these variables are inputs to the scheduling algorithm (lines 1 and 2 in Algorithm 5). In lines 3-8, the algorithm DQBUA computes the global PUD of each thread in Γ. The global PUD is computed by first checking whether all sections in a thread can complete execution before their termination time if they were executed immediately. If this is not the case, the thread is assigned a PUD of zero since it cannot possibly accrue any utility to the system (lines 4). Otherwise, we compute the dependency chain for the thread's sections and call Algorithm 3 to compute the global PUD of the thread (lines 6-7). In line 6, we check for cycles to detect any deadlock that may exist. If a cycle is found, it is broken by aborting the thread with the least PUD by executing its exception handler.
Before we schedule the threads, we need to ensure that the exception handlers of any thread that has already been accepted into the system can execute to completion before its termination time. We do this by inserting the handlers of sections that were part of each node's previous schedule into that node's current schedule (lines 8-9). Since these handlers were part of σ p j , and DQBUA always maintains the feasibility of a schedule as an algorithm invariant, we are sure that these handlers will meet their termination times.
σ tmp j ← σj ; // make a copy of the schedule 2:
for each remaining section, S i j , belonging to Ti do 3:
if
if S k n is an abortion handler then 10:
Remove all sections belonging to S k n 's thread; 11:
if T T < T T cur then 13:
T Tcur ← T T ; 14:
Continue; 15: else 16:
Remove(S k n , σ tmp n , T T ); 17:
Insert(S k n , σ tmp n , T Tcur); 18:
δ ←T T − T Tcur; 19:
for all predecessors, S x l , of S k n do 20:
//If S k n is an abortion handler, S x l s are also abortion handlers.
21:
//Otherwise, S x l s are normal sections 22: In line 11, we sort the threads in the system in non-increasing order of PUD and consider them for scheduling in that order (lines 12-17). In lines 14-15 we mark as failed any thread that has a section hosted on a node that does not participate in the algorithm. If a thread can contribute non-zero utility to the system and the thread has not been rejected from the system, then we insert its sections, and their dependencies, into the scheduling queue of the node responsible for them in non-decreasing order of termination time by calling Algorithm 6 (lines 16-17).
When Algorithm 6 is invoked, a copy is made of the current schedule so that any changes that result in an infeasible schedule can be undone (line 2). We then consider each of the remaining sections of the thread being considered, if the section does not already belong to the current schedule (because it was part of the dependency chain of a previous thread), the section and its handler are inserted into the current schedule (lines 5-7).
We then consider the dependencies of that section (lines 8-32). Although sections are considered for scheduling in nonincreasing order of global PUD, they are inserted into the schedule in non-decreasing termination time order. Thus during underloads, when no threads are rejected, the resulting schedule is basically a deadline ordered list. So during underloads, our scheduling algorithm defaults to Earliest Deadline First (EDF) scheduling, which is an optimal realtime scheduling algorithm [11] that accrues 100% utility during underloads. Note that if a section, S k n , in the dependency chain, Dep(i, j), needs to be aborted in order to reduce the blocking time of a thread, then all the sections belonging to S k n 's thread need to be aborted as well (lines 10-11).
In order to ensure that the order of the dependencies is maintained, if the termination time of a section is greater than the termination time of a section that depends on it, its termination time is moved up to the termination time of the section that depends on it (lines 17 and 27). In addition, all the predecessors of that current section have their termination time adjusted to reflect this new value (lines 20-27).
Algorithm Properties
We now turn our attention to proving some theoretical results for the algorithm. Below, T is the communication delay, Γ is the set of threads in the system and k is the maximum number of sections in a thread.
Lemma 1. A node determines whether or not it needs to run an instance of DQBUA at most 4T time units after it detects a distributed scheduling event, with high, computable probability, P lock .
Proof. This follows from Lemma 1 in [7] . Proof. Once a node is granted permission to run an instance of DQBUA it executes Algorithm 2. This algorithm has three communication steps, one to broadcast the START message, another to receive the replies from other nodes in the system and one to multicast any changes to affected nodes. Thus the algorithm takes a total of 3T time units for its communication with other nodes. In addition to these communication steps, Algorithm 2 also takes time to actually compute SWETS (line 3). Algorithm 5 is the algorithm that is used to compute SWETS. In this algorithm, lines 3-7 iterate |Γ| times, and the function computePUD, invoked in line 7, takes |Γ|k 2 time in the worst case. Therefore the time complexity of lines 3-7 is |Γ| 2 k 2 . Thus the complexity of the algorithm is O(|Γ| 2 k 2 + |Γ|k + |Γ| log(|Γ|) + |Γ| 2 k 3 log(|Γ|k)), which is asymptotically O(|Γ| 2 k 3 log(|Γ|k)). Adding the communication delay to this computational complexity we get O(|Γ| 2 k 3 log(|Γ|k) + 3T ), which is asymptotically O(|Γ| 2 k 3 log(|Γ|k)+T ). There are three communication rounds in this procedure. However, the first two of these communication rounds depend on timeouts (line 2, Algorithm 2), therefore it is only the third that is probabilistic in nature. Therefore, the probability that SWETS is computed in the time derived above is equal to the probability that the nodes receive the multicast message sent on line 4 of Algorithm 2 within T time units. Since the communication delay has CDF DELAY (t), the probability that T is not violated during runtime, and thus that the time bound above is respected, is P SW ET S = DELAY (T ). Proof. There are three possible distributed scheduling events: 1) the arrival of a new thread into the system, 2) a resource request and 3) the failure of a node.
In case of the arrival of a new thread or a resource request, the head node of the thread immediately attempts to acquire a "lock" on running an instance of DQBUA. By Lemma 1, the node takes 4T time units to acquire a lock and by Lemma 2, it takes the algorithm O(|Γ| 2 k 3 log(|Γ|k) + T ) to compute SWETS. Therefore, in the case of the arrival of a thread or a resource request the event is handled O(|Γ| 2 k 3 log(|Γ|k) + T + 4T )=O(|Γ| 2 k 3 log(|Γ|k) + T ) time units after it occurs. Note
In case of a node failure, some node will detect this failure after T D time units. That node then attempts to acquire a lock from the quorum system to run an instance of DQBUA. By Lemmas 1 and 2, this takes O(|Γ| 2 k 3 log(|Γ|k) + T ) time units. Thus the event is handled O(|Γ| 2 k 3 log(|Γ|k) + T + T D ) time units after it occurs.
In both these cases, the result relies on Lemmas 1 and 2, so the probability that events are handled within the time frame mentioned above is P hand = P SW ET S × P lock .
Lemma 4. If all nodes are underloaded and no nodes fail, then no threads will be suggested for rejection by DQBUA with high, computable, probability p norej .
Proof. Since the nodes are all underloaded and no nodes fail, Algorithm 5 ensures that all sections will be accepted for scheduling in the system. Therefore, the only source of thread rejection is if a node does not receive a suggestion from other nodes during the timeout value, 2T , (see line 2 in Algorithm 2). This can occur due to one of two reasons; 1) the broadcast message (line 1, Algorithm 2), that indicates the start of the algorithm, may not reach some nodes 2) the broadcast message reaches all nodes, but these nodes do not send their suggestions to the node running DQBUA during the timeout value assigned to them.
The probability that a node does not receive a message within the timeout value from one of the other nodes is p = 1 − DELAY (T ). We consider the broadcast message to be a series of unicasts to all other nodes in the system. Therefore, the probability that the broadcast START message reaches all nodes is P tmp = bino(0, N, p) where bino(x, n, p) is the binomial distribution with parameters n and p. If the START message is received, each node sends its schedule to the node that sent the START message. The probability that none of these messages violate the timeout is tmp = bino(0, N, p) . As mentioned before, if none of the nodes miss a message, no threads will be rejected, thus the probability that no threads will be rejected is the product of the probability that the broadcast message reaches all nodes, and the probability that all nodes send their schedule before the timeout expires. Therefore, p norej = tmp × P tmp .
Lemma 5. If each section of a thread meets its derived termination time, then under DQBUA, the entire thread meets its termination time with high, computable probability, p suc .
Proof. Since the termination times derived for sections are a function of communication delay and this communication delay is a random variable with CDF DELAY (t) the fact that all sections meet their termination times implies that the whole thread will meet its global termination time only if none of the communication delays used in the derivation are violated during runtime.
Let T be the communication delay used in the derivation of section termination times. The probability that T is violated during runtime is p = 1 − DELAY (T ). For a thread with k sections, the probability that none of the section to section transitions incur a communication delay above T is p suc = bino(0, k, p) . Therefore, the probability that the thread meets its termination time is also p suc = bino(0, k, p). Theorem 6. If all nodes are underloaded, no nodes fail (i.e. f = 0) and each thread can be delayed O(|Γ| 2 k 3 log(|Γ|k)+T ) time units once and still be schedulable, DQBUA meets all the thread termination times yielding optimal total utility with high, computable, probability, P alg .
Proof. By Lemma 4, no threads will be considered for rejection from a fault free, underloaded system with probability p norej . This means that all sections will be scheduled to meet their derived termination times by Algorithm 5.
By Lemma 5, this implies that each thread, j, will meet its termination time with probability p j suc . Therefore, for a system with X = |Γ| threads, the probability that all threads meet their termination time is P tmp = X j=1 p j suc . Given that the probability that all threads will be accepted is p norej , P alg = P tmp × p norej .
We make the requirement that a thread tolerate a delay of O(|Γ| 2 k 3 log(|Γ|k) + T ) time units and still be schedulable because DQBUA takes O(|Γ| 2 k 3 log(|Γ|k) + T ) time units to reach its decision about the schedulability of a newly arrived thread. Thus if this delay causes any of the thread's sections to miss their deadlines, the thread will not be schedulable. We only require that the thread suffer this delay once because we assume that there is a scheduling coprocessor on each node, thus the delay will only be incurred by the newly arrived thread while other threads continue to execute uninterrupted on the other processor.
Theorem 7.
If N −f nodes do not crash, are underloaded, and all incoming threads can be delayed O(|Γ| 2 k 3 log(|Γ|k)+T ) and still be schedulable, then DQBUA meets the termination time of all threads in its eligible execution thread set, Γ, with high computable probability, P alg .
Proof. As in Lemma 4, no thread in the eligible thread set Γ will be rejected if nodes receive the broadcast START message and respond to that message on time. The probability of these two events is bino (0, N − f, p) where p = 1 − DELAY (T ). Therefore, the probability that none of the threads in Γ are rejected is P norej = bino(0, N − f, p) × bino(0, N − f, p) . This means that all the sections belonging to those threads will be scheduled to meet their derived termination times. By Lemma 5, this implies that each of these threads, T j , will meet their termination times with probability p j suc . Therefore, for a system with an eligible thread set, Γ, the probability that all threads meet their termination times if their sections meet their termination times is P tmp = j∈Γ p j suc . The probability that all the remaining threads are execute to completion is thus P alg = P tmp × p norej . The reason for tolerating O(|Γ| 2 k 3 log(|Γ|k) + T ) delay is the same as in Theorem 6.
Definition 1 (Section Failure). A section, S i j , is said to have failed when one or more of the previous head nodes of S i j 's thread (other than S i j 's node) has crashed.
Lemma 8. If a node hosting a section, S i j , of thread T i fails (per Definition 1) at time t f , every correct node will include handlers for thread T i in its schedule by time t f + T D + t a , where t a is an implementation-specific computed execution bound for DQBUA calculated per the analysis in Theorem 3, with high, computable, probability, P hand Proof. Since the QoS FD we use in this work detects a failed node in T D time units [2] , all nodes in the system will detect the failure of the node at time t f + T D . As a result, the DQBUA algorithm will be triggered and will exclude T i from the system because node j will not send its schedule (lines 14-15 Algorithm 5). Consequently, Algorithm 5 will include the section handlers for this thread in the schedule. Execution of DQBUA completes in time t a and thus all handlers will be included in the schedule by time
Of all these timing terms, only t a is stochastic. From Theorem 3, we know that t a will be obeyed with probability P hand , therefore, the time bound derived above is also obeyed with probability P hand . Lemma 9. If a section S i , where i = k, fails (per Definition 1) at time t f and section S i+1 is correct, then under DQBUA, its handler S h i will be released no earlier than S h i+1 's completion and no later than S h i+1 .tt + T + S h i .X − S h i .ex. Proof. For i = k, a section's exception handler can be released due to one of two events; 1) its start time expires; or 2) an explicit invocation is made by the handler's successor.
In the first case, we know from the analysis in Section 4 that the start time of 
, then the upper bound is satisfied. An interesting thing about the property above is that it is not probabilistic in nature. At first sight, it would seem that the property is stochastic due to the probabilistic communication delay used in the second case mentioned in the proof. One would expect the upper bound in the property to be respected only probabilistically in the second case. However, if the upper bound is not met in the second case (i.e. the stochastic communication delay causes the notification of the completion of handler S h i+1 to arrive after the upper bound in the theorem), then the first case kicks in and starts the handler before the upper bound expires anyway. Therefore this result is deterministic in nature.
Lemma 10. If a section S i fails (per Definition 1), then under DQBUA, its handler S h i will complete no later than S h i .tt (barring S h i 's failure).
Proof. If one or more of the previous head nodes of S i 's thread has crashed, it implies that S i 's thread was present in a system wide schedulable set previously constructed. This implies that S i and its handler were previously determined to be feasible before S i .tt and S h i .tt respectively (lines 5-7 of Algorithm 6). When some previous head node of S i 's thread fails, DQBUA will be triggered and will remove S i from the pending queue. In addition, Algorithm 5 will include S h i in H and construct a feasible schedule containing S h i (lines 8-9 and line 10). Since the schedule is feasible and S h i is inserted to meet S h i .tt (line 7, Algorithm 6), then S h i will complete by time S h i .tt. Note that the termination times mentioned in the proofs above may be modified to reflect dependencies (lines 20-27 in Algorithm 6). We now state DQBUA's bounded clean-up property.
Theorem 11. In the event of a failure of a thread, the thread's handlers will be executed in LIFO (last-in first-out) order. Furthermore, all (correct) handlers will complete in bounded time. For a thread with k sections, handler termination times S h i .X, which fails at time t f , and (distributed) scheduler latency t a , this bound is
Proof. The LIFO property follows from Lemma 9. Since it is guaranteed that each handler, S h i , cannot begin before the termination time of handler S h i+1 (the lower bound in Lemma 9), then we guarantee LIFO execution of the handlers. The fact that all correct handlers complete in bounded time is shown in Lemma 10, where each correct handler is shown to complete before its termination time.
Finally, if a thread fails at time t f , all nodes will include handlers for this thread in their schedule by time t f + T D + t a (Lemma 8) with probability P hand and DQBUA guarantees that all these sections will complete before their termination times (Lemma 10). Due to the LIFO nature of handler executions, the last handler to execute is the first exception handler, S h 1 . The termination time of this handler (from the equations in Section 4) is T i .X + i S h i .X + kT + T D + t a (which is basically the sum of the relative termination times of all the exception handlers, plus the termination time of the last section, which is used as an estimate for the worst case failure time of the threads per the discussion in Section 4, k communication delays T to notify handlers in LIFO order, T D to detect the failure after it occurs and t a for DQBUA to execute).
Since Lemma 10 guarantees that all handlers will finish before their derived termination times, the only stochastic part of the theorem is the probability that DQBUA will include the handlers of all the section in time t f + T D + t a . From Lemma 8, we know this probability is P hand , thus P exep = P hand . Theorem 12. A deadlock is resolved in at most O(|Γ| 2 k 3 log(|Γ|k) + T ) time units by terminating the thread that can contribute the least amount of utility to the system. Proof. A resource request is a distributed scheduling event. Therefore, when the resource request that causes a wait-for cycle to form occurs, it is handled in at most O(|Γ| 2 k 3 log(|Γ|k) + T ) time units (see Theorem 3) . While computing the dependency chain in Algorithm 5, the cycle will be detected and broken by terminating the thread in the cycle with the lowest PUD. The theorem follows.
Theorem 13. Resource contention is resolved in order of thread PUD.
Proof. Threads are ordered according to their PUD in Algorithm 5. Therefore if more than one thread is waiting for a particular resource, threads with higher PUD will be considered before threads with lower PUD.
Theorem 14. DQBUA limits thrashing by reducing the number of instances of DQBUA spawned by concurrent distributed scheduling event.
Proof. This follows from the proof of Theorem 22 of [7] .
Experimental Results
We performed a series of simulation experiments on ns-2 to compare the performance of DQBUA to RTG-DS in terms of Accrued Utility Ratio (AUR) and Deadline Satisfaction Ratio (DSR). We define AUR as the ratio of the accrued utility (the sum of U i for all completed threads) to the utility available (the sum of U i for all available jobs) and DSR as the ratio of the number of threads that meet their termination time to the total number of threads in the system. We considered threads with three segments. Each thread starts at its origin node with its first segment. The second segment is a result of a remote invocation to some node in the system, and the third segment occurs when the thread returns to its origin node to complete its execution. The periods of these threads are fixed, and we vary their execution times to obtain a range of utilization ranging from 0 to 200%. For fair comparison, all algorithms were simulated using a synchronous system model, where communication delay varied according to an exponential distribution with mean and standard deviation 0.02 seconds but could not exceed an upper bound of 0.5 seconds. Our system consisted of fifty client nodes and five servers. In our experiments, the utilization of the system is considered the maximum utilization experienced by any node. We assume that there are two, different, resources on each node in the system. Each section randomly choose which resource, if any, it wishes to acquire. The time spent using a resource is a uniformly distributed random number that represents a proportion of that section's remaining execution time.
DQBUA is a collaborative scheduling algorithm, as such, its strength lies in its ability to give priority to threads that will result in the most system-wide accrued utility even if the sections of those threads do not maximize local utility on the nodes they are hosted. The thread set that highlights this property contains threads that would be given low priority if local scheduling is performed but should be assigned high priority due to the system-wide utility they accrue. Therefore, we chose a thread set that contains high utility threads that have one section with above average execution time (resulting in low PUD for that section) and other sections with below average execution times (resulting in high PUD for those sections). Such thread sets test the ability of the algorithm to take advantage of collaboration to avoid making locally optimal decisions that would compromise global optimality.
As can be seen in Figures 1 and 2 , the performance of DQBUA is better than that of DTG-DS during overloads. This occurs, because DQBUA performs collaborative scheduling thus maximizing, as much as possible, system-wide accrued utility. On the other hand, RTG-DS does not perform collaborative scheduling (but uses gossip to identify the next head node of a thread and to improve the reliability of the communication layer) and therefore performs worse during overloads.
