A Categorical approach to Tannaka Duality by Alsina Oriol, Guillem
M
A
S
TE
R
’S
D
E
G
R
E
E
TH
E
S
IS Master of Science inAdvanced Mathematics and
Mathematical Engineering
Title: A Categorical Approach to Tannaka Duality
Author: Guillem Alsina Oriol
Advisor: Josep Elgueta Monto´
Department: Matema`tica Aplicada II
Academic year: 2015/16
Facultat de Matemàtiques i Estadística
ii
Universitat Polite`cnica de Catalunya
Master’s degree thesis
A Categorical Approach to
Tannaka Duality
Author:
Guillem Alsina Oriol
Advisor:
Dr. Josep Elgueta Monto´
Master’s degree in Advanced Mathematics and Mathematical Engineering
Facultat de Matema`tiques i Estad´ıstica
June 2016
iv
Abstract
Keywords: representation theory, Tannaka duality, Yoneda lemma, enriched category,
symmetric monoidal closed category, reconstruction, monoid.
The aim of this work is to study, in a categorical context, similar results to the Tannaka-
Krein duality theorem. We prove a reconstruction theorem which allows one to recover
a given group G as the monoid of natural endomorphisms of the forgetful functor from
its category of permutation representations to Set. The proof of this result follows as a
consequence of the Yoneda lemma. After introducing some necessary categorical concepts
and results, and introducing the context of enriched category theory and the enriched
version of the Yoneda lemma, we prove the enriched version of the reconstruction theorem
for a general monoid A in a symmetric monoidal closed category V , which is recovered as
the monoid in V of enriched natural endomorphisms of the forgetful V -functor from the
enriched category of representations of A to V .
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Introduction
Generally speaking, Tannaka duality is the theory concerned with the relation between
a group and the category of its representations. Historically, it begins with the soviet
mathematician Lev Pontryagin’s approach to duality, namely Pontryagin duality, with
origin in the foundations of an abstract theory of Fourier transforms. The Pontryagin
duality theorem states that for a commutative locally-compact group G, the double dual
group of G is isomorphic to G, where the dual group is defined as the group of characters
(continuous homomorphisms from G to the group of complex numbers of modulus 1) of G.
There have been attempts to generalize Pontryagin duality to the noncommmutative case.
However, it is yet an open problem to formulate and prove an adequate duality theorem
for noncommmutative locally compact groups such as Lie groups. Restricting the group G
to be compact and not just locally compact, we have the Tannaka-Krein duality theorem,
relating a compact group G to its category of finite dimensional linear representations.
The aim of this work is to study similar results to the Tannaka-Krein duality theorem in
a more categorical approach. As a disclaimer, we do not give generalizations or stronger
versions of these classical results. We first give a similar result, in terms of recovering
a group G from its category of representations, from a completely categorical point of
view. Then, we attempt to generalize this first result for a general monoid in a symmetric
monoidal closed category. To do so, we require a basic introduction to enriched category
theory, with some other categorical preliminaries. This gives us the tools to state and
ultimately proof the final theorem of this work, relating the abstract concepts introduced
with more familiar ones.
This thesis is structured in four chapters.
In the first chapter, we will stablish a relation between a group G and the category of
its permutation representations. This relation consists on a group isomorphism between G
and the group of endomorphisms of the forgetful functor that assigns to each representation
its underlying set. The fact that we talk about a category of representations and a forgetful
functor might hint to the categorical context in which this thesis is developed. However,
the part in which category theory takes the most important role is in the proof of the
result. In particular, we will see that this proof revolves around the Yoneda lemma, and
once a stronger version for monoids of the Yoneda lemma is proved, the proof of the main
result is little more than three lines long. The rest of this thesis revolves around the
generalization of this result in the context of enriched category theory.
The aim of the second chapter is to introduce the concepts and results from category
theory that will be needed in the following chapters. We define concepts such as universal
arrow, adjunction, and internal hom, which are fundamental to define symmetric monoidal
closed categories, an important concept to get good properties on enriched categories. We
also give a brief insight on limits, which are necessary in the definition of an object of
enriched natural transformations, a basic concept in the enriched versions of the Yoneda
lemma and the reconstruction theorem.
1
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In the third chapter we introduce the context of enriched category theory, defining
the enriched versions of elementary categorical concepts. We define the object of enriched
natural transformations, developing the necessary concepts and results for it, and proving
some of its properties. This allows to define an enriched category of enriched functors and
natural transformations between two given enriched categories. We state and proof the
enriched version of the Yoneda lemma, and also its enriched version for monoids, which
are both fundamental for the proof of the enriched reconstruction theorem.
In the fourth and last chapter, we study modules over a monoid. We define an enriched
category of representations for a monoid in a symmetric monoidal category, and show their
relation with modules. Finally, we state and prove the enriched reconstruction theorem, in
a similar way as in chapter 1, using previous results such as the enriched Yoneda lemma,
with its corresponding version for monoids.
The diagrams in this thesis are made with the LATEX package diagrams.sty, developed by Paul Taylor
(see http://www.paultaylor.eu/diagrams/).
Chapter 1
The Yoneda Lemma and Classical
Reconstruction
In this first chapter we discuss a classical Tannaka reconstruction theorem but already us-
ing categorical concepts. Concepts such as category, functor and natural transformation,
among others, are expected to be already known by the reader, while other concepts or
results, such as the Yoneda lemma, will be explained in full detail, for their relevance in
the topic. First of all, we introduce representable functors, which are a key concept in
the statement of the Yoneda lemma, which is presented and proved afterwards. Then, we
present the statement of the main result of this chapter, concerning the fact that a monoid
(a group, for instance) can be recovered from the category of its permutation represen-
tations. Finally, we present a way to generalize the topic in a more heavily categorical
context. The main contents of this chapter can be found in [ML] and [nLab].
1.1 Representable Functors
Consider a category C. Given X,Y objects of C, we have the hom-set C(X,Y ), the set
of morphisms f : X −→ Y with domain X and codomain Y . If Z, T are also objects of
C and we are given morphisms f : T −→ X, g : Y −→ Z (or equivalently, f ∈ C(T,X),
g ∈ C(Y,Z)), we can consider the maps (morphisms in Set)
C(f, Y ) : C(X,Y ) - C(T, Y )
h - h ◦ f,
C(X, g) : C(X,Y ) - C(X,Z)
h - g ◦ h.
Moreover, we can consider the map
C(f, g) : C(X,Y ) −→ C(T,Z)
which maps h : X −→ Y to
g ◦ h ◦ f : T f- X h- Y g- Z.
In particular, the following equalities C(f, Y ) = C(f, idY ), C(X, g) = C(idX , g) and
idC(X,Y ) = C(idX , idY ), are satisfied.
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C(X,Y ) C(X, g)- C(X,Z)
C(T, Y )
C(f, Y )
? C(T, g)- C(T,Z)
C(f, Z)
?
C(f, g)
-
h:X−→Y
C(X, g)- g ◦ h:X−→Z
h ◦ f:T−→Y
C(f, Y )
? C(T, g)- g ◦ h ◦ f:T−→Z
C(f, Z)
?
C(f, g)
-
Diagram 1.1
By associativity of the composition follows the commutativity of diagram 1.1. It
also follows from the associativity of the composition that C(X,−) : C −→ Set and
C(−, Y ) : Cop −→ Set are functors, and that C(−,−) : Cop × C −→ Set is a bifunctor.
Additionally, we can consider the natural transformations C(f,−) : C(X,−) =⇒ C(T,−)
and C(−, g) : C(−, Y ) =⇒ C(−, Z), with components the maps C(f, Y ) and C(X, g),
respectively (the naturality follows from diagram 1.1).
From this, we get yet another two functors
Y : Cop - Cat(C,Set) Y ′ : C - Cat(Cop,Set)
X - C(X,−) Y - C(−, Y )
f - C(f,−) g - C(−, g)
which are called the Yoneda embeddings, where Cat(C,Set) is the category that has
functors C −→ Set as objects and natural transformations as morphisms with the usual
vertical composition (componentwise composition).
Definition 1.1.1. Given categories C,D, a functor F : C −→ D is
• faithful if for every pair of objects C,C ′ ∈ C and for every pair f, g : C −→ C ′ of
morphisms in C the equality Ff = Fg implies f = g;
• full if for every pair of objects C,C ′ ∈ C and for every morphism f : FC −→ FC′ in
D there exists a morphism g : C −→ C ′ with f = Fg;
• fully faithful if F is faithful and full.
It is known, that a functor F : C −→ D gives for every pair of objects C,C ′ ∈ C a map
FC,C′ : C(C,C ′) −→ D(FC , FC′).
Then, the functor F is faithful if, for every pair of objects C,C ′ ∈ C, the map FC,C′ is
injective and F is full if the map FC,C′ is surjective for every pair of objects C,C
′ ∈ C.
Therefore, the functor F is fully faithful if, for every pair of objects C,C ′ ∈ C, the map
FC,C′ is a bijection.
Definition 1.1.2. A representable functor is a functor F : C −→ Set that is naturally
isomorphic to C(X,−) (covariant) or a functor F : Cop −→ Set that is naturally isomor-
phic to C(−, Y ) (contravariant). In this case we say that X (or Y ) is a representing object
for F .
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Example 1.1.3. The forgetful functor U : Grp −→ Set is a representable covariant
functor, with representing object the group Z. That is, we have a natural isomorphism
ϕ : U ∼= Grp(Z,−).
Indeed, given a group G = (G, ·, 1), a morphism f : Z −→ G is uniquely determined by
f(1) ∈ G. Therefore, for every g ∈ G, ϕG(g) is the morphism Z −→ G that sends every
n to gn, and for every morphism f : Z −→ G, ϕ−1G (f) = f(1). Clearly, ϕG and ϕ−1G are
inverses of each other, and the naturality for a morphism f : G −→ H corresponds to the
commutative diagram
UG
ϕG- Grp(Z, G)
UH
Uf
? ϕH- Grp(Z, H)
Grp(Z, f)
?
in which an element g ∈ G = UG is sent by ϕG to the group homomorphism n 7→ gn, and
then to n 7→ f(gn) by Grp(Z, f), and on the other hand, g is sent to f(g), and then to
the group homomorphism n 7→ (f(g))n = f(gn) by ϕH .
Example 1.1.4. Let P : Setop −→ Set be the contravariant functor that sends a set
X to the set of its parts PX = {A ⊆ X} (also writen as 2X). The action on morphisms
f : X −→ Y is given by the inverse image: Pf : PY −→ PX , with Pf (A) = f−1(A) for
A ⊆ Y . It is a functor because f−1(g−1(A)) = (g◦f)−1(A). This functor P is representable
with representing object the set {0, 1}, i.e. there is a natural isomorphism
ϕ : P −→ Set(−, {0, 1}).
Indeed, given a set X, ϕX maps each subset A ⊆ X to its characteristic function χA,
defined by χA(x) = 1 if x ∈ A and χA(x) = 0 if x /∈ A. The inverse ϕ−1X is given by
ϕ−1X (f) = f
−1(1), for f : X −→ {0, 1}. To show the naturality of ϕ, for a map f : X −→ Y
consider a map g : Y −→ {0, 1}. This map g is mapped to g ◦ f by Set(f, id), and then
to (g ◦ f)−1(1) by ϕ−1X . On the other hand, ϕ−1Y maps g to g−1(1), which is mapped to
f−1(g−1(1)) = (g ◦ f)−1(1) by Pf .
1.2 The Yoneda Lemma
Let C,D be two categories, and let F,G : C −→ D be two functors. We denote by
Nat(F,G) the set of all natural transformations from F to G. Also, we can consider
End(F ) = Nat(F, F ), the set of natural endomorphisms of F .
Lemma 1.2.1. Let F,G,H,K : C −→ D be functors, with τ : F ===
∼=⇒ G, σ : H ===
∼=⇒ K
natural isomorphisms between them. Then, this isomorphisms induce a bijection
ϕ : Nat(F,H)
∼=- Nat(G,K).
In particular, if F = H, G = K, τ = σ, we have a monoid isomorphism
ϕ : End(F )
∼=- End(G).
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Proof. Let α ∈ Nat(F,H), and define ϕ(α) = σ ◦ α ◦ τ−1 (where ◦ indicates the usual
vertical composition of natural transformations). This is clearly a bijection, with ϕ−1(β) =
σ−1 ◦ β ◦ τ .
For F = H, G = K, we have Nat(F,H) = End(F ) and Nat(G,K) = End(G), which
have a monoid structure given by vertical composition of natural transformations, since
the domain and codomain functors are the same. Then, for τ = σ,
ϕ(α ◦ β) = τ ◦ α ◦ β ◦ τ−1 = τ ◦ α ◦ τ−1 ◦ τ ◦ β ◦ τ−1 = ϕ(α) ◦ ϕ(β),
and therefore, the bijection ϕ is a monoid homomorphism, and so it is a monoid isomor-
phism.
Theorem 1.2.2. (Yoneda Lemma) Let F : C −→ Set be a functor, and let X be an object
of C. Then, there is a bijection (an isomorphism in Set)
y : Nat(C(X,−), F ) ∼=- FX
which sends a natural transformation α : C(X,−) =⇒ F to αX(idX) (the image of idX
by the X component of α) and is natural in both X and F .
Proof. We define y(α) = αX(idX), and we want to find an inverse to y. Now, given a
natural transformation α : C(X,−) =⇒ F , for any Z ∈ C and any morphism f ∈ C(X,Z)
we have Ff (αX(idX)) = αZ(f). Indeed, by naturality of α, diagram 1.2 commutes, and idX
C(X,X) αX - FX
C(X,Z)
C(X, f)
? αZ - FZ
Ff
?
Diagram 1.2
is mapped to Ff (αX(idX)) on one side, and to αZ(f) on the other, because C(X, f)(idX) =
f ◦ idX = f . Then, the inverse y˜ of y will map an element s ∈ FX to the natural
transformation with components
βZ : C(X,Z) - FZ
f - Ff (s).
Now, (y˜ ◦y)(α) = y˜(αX(idX)), which is a natural transformation β whose components are
given by βZ(f) = Ff (αX(idX)) = αZ(f), and so y˜(y(α)) = α. Also, (y ◦ y˜)(s) = FidX (s) =
idFX (s) = s.
For the proof of the naturality, we define a pair of functors
E,N : C ×Cat(C,Set) −→ Set
such that for every object X of C and every functor F : C −→ Set,
N(X,F ) = Nat(C(X,−), F ), E(X,F ) = FX .
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C(Y,Z) N(f, τ)(α)Z- GZ
C(X,Z)
C(f, Z)
? αZ - FZ
τZ
6
Diagram 1.3
FX
Ff - FY
GX
τX
? Gf - GY
τY
?
E
(f, τ)
-
Diagram 1.4
Nat(C(X,−), F ) yX,F - FX
Nat(C(Y,−), G)
N(f, τ)
? yY,G - GY
E(f, τ)
?
Diagram 1.5
Their action on morphisms (f, τ) : (X,F ) −→ (Y,G), where f ∈ C(X,Y ) is a morphism
and τ : F =⇒ G a natural transformation, is given by the composites in diagrams 1.3
and 1.4. Now, we take a morphism (f, τ) : (X,F ) −→ (Y,G), and a natural transformation
α ∈ Nat(C(X,−), F ) to check that diagram 1.5 commutes. The first composite corresponds
to
α
yX,F- αX(idX)
E(f,τ)- (τY ◦ Ff )(αX(idX)) = τY (αY (f)) = (τY ◦ αY )(f)
and so, maps α to (τY ◦ αY )(f). The other composite, corresponds to
α
N(f,τ)- α˜
yY,G- α˜Y (idY ) = (τY ◦ αY )(C(f, Y )(idY )) = (τY ◦ αY )(f)
where α˜ = N(f, τ)(α) has components α˜Z = τZ ◦ αZ ◦ C(f, Z), and so, α is also mapped
to (τY ◦ αY )(f), which proves the naturality of y.
Corollary 1.2.3. (Contravariant Yoneda lemma) Let F : Cop −→ Set be a functor (a
contravariant functor C −→ Set), and let X be an object of C. Then, there is a bijection
(an isomorphism in Set)
y : Nat(C(−, X), F ) ∼=- FX
which sends a natural transformation α : C(−, X) =⇒ F to αX(idX) (the image of idX
by the X component of α) and is natural in both X and F .
Proof. Replace C by Cop and apply the Yoneda lemma (theorem 1.2.2).
Corollary 1.2.4. Let X,Y be two objects X,Y in a category C. Then, all natural transfor-
mations C(X,−) =⇒ C(Y,−) are of the form C(f,−) for a unique morphism f ∈ C(Y,X).
Proof. Consider the functor F = C(Y,−) and apply the Yoneda lemma. This gives a
bijection
Nat(C(X,−), C(Y,−)) ∼= C(Y,X),
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which maps a natural transformation α : C(X,−) =⇒ C(Y,−) to a morphism f =
αX(idX). We will show that the components of α are αZ = C(f, Z), and therefore, that
α = C(f,−). Recall from the proof of the Yoneda lemma that for every morphism g :
X −→ Z we have αZ(g) = Fg(αX(idX)) = C(Y, g)(f) (it follows from the commutativity
of diagram 1.2). Now, C(Y, g)(f) = g ◦ f = C(f, Z)(g), and therefore, αZ = C(f, Z).
Remark 1.2.5. From this corollary it follows that the Yoneda embeddings are fully
faithful functors (this is the reason they are called embeddings), and so the category C
can be seen as a full subcategory of the category Cat(Cop,Set) of presheaves.
Corollary 1.2.6. Representing objects of isomorphic representable functors are isomor-
phic.
Proof. Let F,G : C −→ Set be representable functors, with representing objects R and S,
respectively. Then, there exists a natural isomorphism σ : C(R,−) ∼=- C(S,−). Consider
the morphisms f = σR(idR) : S −→ R and g = σ−1S (idS) : R −→ S. Then we have
idR = σ
−1
R (f) = C(R, f)(σ−1S (idS)) = C(R, f)(g) = f ◦ g
and
idS = σS(g) = C(S, g)(σR(idR)) = C(S, g)(f) = g ◦ f,
and so we have an isomorphism f : S −→ R with g = f−1.
Now, for the case where X = Y , C(X,X) has a monoid structure given by composition,
i.e. f · g = g ◦ f , since domain and codomain are the same for all morphisms, and
identities exist. Also, if we have a functor F : C −→ D, the set End(F ) = Nat(F, F )
also has a monoid structure, given in the same way, by vertical composition of natural
transformations: α · β = β ◦ α. In particular, we can consider the case F = C(X,−), for
which we have the following useful result.
Proposition 1.2.7. Let X be an object of a category C. The bijection of the Yoneda
lemma (see theorem 1.2.2) for the functor F = C(X,−) is a monoid isomorphism
y = yX : Nat(C(X,−), C(X,−))
∼=- Cop(X,X),
where Cop(X,X) is the same as C(X,X) but with multiplication given by the opposite
composition.
Proof. We know that y is a bijection, so it only remains to see that it is a monoid ho-
momorphism. For that, we will use the naturality in X of y, and the characterization
of corollary 1.2.4. Let α, β : C(X,−) =⇒ C(X,−) be two natural transformations, and
let a = yX(α) = αX(idX), b = yX(β) = βX(idX). Consider diagram 1.5, with Y = X,
F = G = C(X,−), τ = idF and f = b, i.e. diagram 1.6. Now,
α
yX- a
E(b,id)- C(X, b)(a) = b ◦ a = yX(β) ◦ yX(α)
and
α
N(b,id)- α˜
yX- α˜X(idX),
where α˜ has components α˜Z = αZ ◦ C(b, Z), and so yX(β) ◦ yX(α) = α˜X(idX). Therefore,
since composition of natural transformations is componentwise composition,
yX(β)◦yX(α) = (αX◦C(b,X))(idX) = αX(b) = αX(βX(idX)) = (α◦β)X(idX) = yX(α◦β),
and so, yX(α) ◦op yX(β) = yX(α ◦ β), which is the condition for y˜X to be a monoid
homomorphism.
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Nat(C(X,−), C(X,−)) yX,C(X,−)- C(X,X)
Nat(C(X,−), C(X,−))
N(b, id)
? yX,C(X,−)- C(X,X)
E(b, id)
?
Diagram 1.6
Corollary 1.2.8. Let X be an object of a category C. The bijection of the contravari-
ant Yoneda lemma (see corollary 1.2.3) for the functor F = C(−, X) induces a monoid
isomorphism
y˜ : Nat(C(−, X), C(−, X)) ∼=- C(X,X).
Proof. As in corollary 1.2.3, replace C by Cop and apply proposition 1.2.7.
1.3 Classical Reconstruction Theorem
Let G be a group, and denote by G[1] the delooping groupoid of G, that is the groupoid
of one object ∗ and G as the group of automorphisms of ∗, with composition given by
g′ ◦ g = gg′, i.e.
∗ g - ∗ g
′
- ∗ = ∗ gg
′
- ∗.
Now, a permutation representation of G is a functor ρ : G[1] −→ Set. This corresponds
to a set S, the image of ∗ by ρ, together with a map G −→ End(S) that sends every g ∈ G
to a map ρ(g) : S −→ S, with ρ(gg′) = ρ(g′) ◦ ρ(g) and ρ(1) = idS . This corresponds to
a right G-action on S α : S ×G −→ S sending a pair (s, g) to s · g = ρ(g)(s). Therefore,
a representation is nothing but a G-set, a set with a G-action. We define the category
of permutation representations of G as the category of functors from G[1] to Set, with
natural transformations between them as morphisms (this can also be seen as the category
of presheaves of G[1]op):
RepSet(G) = Cat(G[1],Set) = Psh(G[1]
op).
Note that the natural transformations between these representations are just morphisms
in Set, because G[1] has only one object. Also, we have a forgetful functor
U : RepSet(G) −→ Set,
which sends each representation ρ : G[1] −→ Set to its underlying set ρ(∗), with trivial
action on morphisms.
Example 1.3.1. An example of permutation representation is the regular representation
of a group G, which is the functor G[1](∗,−) : G[1] −→ Set that sends the object ∗ to the
underlying set of G. Its action on morphisms is, for every g ∈ G, thought as a morphism
∗ −→ ∗, the permutation of the elements of G
G[1](∗, g) : G[1](∗, ∗) = G −→ G[1](∗, ∗) = G
given by right multiplication by g. That is, for g′ ∈ G, G[1](∗, g)(g′) = g′g.
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Theorem 1.3.2. There is a group isomorphism
Aut(U) = End(U) ∼= G.
Proof. Consider the Yoneda embedding
Y : G[1]op - RepSet(G) = Cat(G[1],Set)
∗ - Y ∗ = G[1](∗,−).
Notice that Y ∗ is the regular representation of G from example 1.3.1. Now, we show that
the forgetful functor U is isomorphic to the functor
Hom(Y ∗,−) = HomRepSet(G)(Y ∗,−) : RepSet(G) −→ Set.
Indeed, for every representation ρ, i.e. an object of RepSet(G), the Yoneda lemma gives
us a family of isomorphisms
τρ : Hom(Y ∗, ρ) = Nat(Y ∗, ρ) = Nat(G[1](∗,−), ρ) ∼= ρ(∗) = Uρ
that is natural in ρ (and in ∗). Therefore, we have a natural isomorphism τ between
functors, with components τρ. Now, we apply lemma 1.2.1 to this isomorphism τ and
apply the version of the Yoneda lemma for endomorphisms (see proposition 1.2.7) twice,
getting the following monoid isomorphisms (in Set):
End(U) ∼= End(Hom(Y ∗,−)) = Nat(Hom(Y ∗,−),Hom(Y ∗,−))
∼= Homop(Y ∗, Y ∗) = Endop(Y ∗) = Natop(G[1](∗,−), G[1](∗,−))
∼= G[1](∗, ∗) = EndG[1](∗) = G.
Since G is a group, all elements of G are invertible, and so all elements of End(U) are
invertible, which means that End(U) = Aut(U).
Remark 1.3.3. Notice that the proof of End(U) ∼= G does not require G to be a group,
just a monoid. Therefore, for a monoid M we could define its delooping, define the category
of permutation representations of M , and the forgetful functor U : RepSet(M) −→ Set,
in the same way we have done for groups. Then, we would have the analogous result
End(U) ∼= M .
Remark 1.3.4. Notice that the functor Hom(Y ∗,−) is the image of the representation
Y ∗ ∈ RepSet(G) by the Yoneda embedding
YRepSet(G) : RepSet(G)
op - Cat(RepSet(G),Set)
Y ∗ - Hom(Y ∗,−).
We have just seen that a group G (or a general monoid) can be recovered from its cat-
egory of permutation representations RepSet(G), via an isomorphism with the endomor-
phisms of the corresponding forgetful functor U . We can also consider linear representa-
tions, by replacing G with the corresponding k-algebra k[G], and the category RepSet(G)
with an adequate category RepV ectk(G) of k-linear representations. Then, we would like
to have a similar result, an isomorphism between k[G] and the endomorphisms of a for-
getful functor from U : RepV ectk(G) −→ V ectk. However, this isomorphism should not
be only a bijection neither a monoid isomorphism, but also a k-linear map, and therefore,
an isomorphism of k-algebras. For that we need, in particular, to have a vector space
structure on this set of endomorphisms of U .
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The aim of the following chapters is to generalize this result, for a category of repre-
sentations of a general monoid in an adequate monoidal category. What we will show is
that we can in fact use the same arguments replacing the category Set (or V ectk) with
other monoidal categories V , using V -enriched versions of the involved structures, results
and arguments, which will be introduced in the following chapters. In this way, we will get
similar results of monoid isomorphisms in these categories V , between some given monoid
and the endomorphisms of the forgetful V -functor of the corresponding V -category of
representations.
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Chapter 2
Further Topics in Category Theory
In this chapter we introduce categorical concepts that were not needed for the state-
ment and proof of theorem 1.3.2, which are needed however, for its generalization in the
enriched context. The most important of these concepts are the ones involved with sym-
metric monoidal closed categories, which give useful structures with nice properties to
the categories enriched over them. This includes monoidal categories, internal homs, and
therefore adjunctions and universal arrows. Also, limits will be of great relevance in the
definition of an object of enriched natural transformations, which is fundamental for the
final theorem of this work. Most of the concepts in this chapter can be found in [ML] and
[B2] and [S].
2.1 Universal Arrows
Definition 2.1.1. Let C,D be categories, F : C −→ D a functor and D ∈ D an object.
A universal arrow from D to F is a pair (R, u), where R ∈ C is an object and u :
D −→ FR is a morphism in D, such that for every morphism f : D −→ FC there exists a
unique morphism f˜ : R −→ C making diagram 2.1 commute.
A universal arrow from F to D is a pair (R, u), where R ∈ C is an object and u :
FR −→ D is a morphism in D, such that for every morphism f : FC −→ D there exists a
unique morphism f˜ : C −→ R making diagram 2.2 commute.
D
u - FR
FC
Ff˜
?
f
-
Diagram 2.1
FC
FR
Ff˜
? u - D
f
-
Diagram 2.2
If we have a universal arrow from an object D to a functor F , then we have a bijection
C(R,C) ∼= D(D,FC)
mapping f˜ to Ff˜ ◦u, which is natural in C. Indeed, if we consider a morphism g : C −→ B
in C, C(R, g) maps f˜ to g ◦ f˜ , which is sent by that bijection to
Fg◦f˜ ◦ u = Fg ◦ Ff˜ ◦ u = Fg ◦ f,
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which is the image of f under the map D(D,Fg). This also means that the functor
D(D,F−) is representable, with representing object R. Similarly, for a universal arrow
from a functor F to an object D we have a bijection
C(C,R) ∼= D(FC , D)
natural in C sending f˜ to u ◦ Ff˜ . Also, the functor D(F−, D) is representable with
representing object R.
Also, a natural isomorphism C(R,−) ∼= D(D,F−) provides a universal arrow u : D −→
FR from D to F , given by the image under this bijection of idR.
2.2 Adjunctions. Adjoint functors.
Definition 2.2.1. Given two categories B, C, an adjunction between B and C is a triple
(F,G, ϕ), where F and G are functors
B
F -ﬀ
G
C,
and ϕ is a family of bijections
ϕB,C : C(FB, C) ∼= B(B,GC)
for every pair of objects B ∈ B, C ∈ C, which is natural in both B and C. In that case,
F is called a left adjoint for G, and G is called a right adjoint for F , written F a G
These natural bijections are in fact natural isomorphisms between the functors
C(F−,−) : Bop × C F×Id- Cop × C hom- Set
and
B(−, G−) : Bop × C Id×G- Bop × B hom- Set,
and the naturality condition corresponds to the commutativity of diagram 2.3 for every
pair of morphisms k : C −→ C ′ in C and h : B′ −→ B in B. This means that if
C(FB, C)
ϕB,C- B(B,GC)
C(FB′ , C ′)
C(Fh, k)
? ϕB′,C′- B(B′, GC′)
B(h,Gk)
?
Diagram 2.3
f : FB −→ C corresponds to f˜ : B −→ GC via these bijections, then the composite
FB′
Fh- FB
f- C
k- C ′ corresponds to B′
h- B
f˜- GC
Gk- GC′ . That is
ϕ(k ◦ f ◦ Fh) = Gk ◦ ϕ(f) ◦ h,
and also
k ◦ ϕ−1(g) ◦ Fh = ϕ−1(Gk ◦ g ◦ h).
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Given an adjunction (F,G, ϕ) : B ⇀ C, there exists a natural transformation η :
IdB −→ G ◦ F , called the unit, with components ηB = ϕ(idFB ). Consider a morphism
h : B −→ B′, the naturality of η follows from the previous formulas:
GFh ◦ ηB = GFh ◦ ϕ(idFB ) = ϕ(Fh ◦ idFB ) = ϕ(idFB′ ◦ Fh) = ϕ(idFB′ ) ◦ h = ηB′ ◦ h.
Also, there exists a natural transformation ε : F ◦ G −→ IdC called the counit of the
adjunction, given componentwise by εC = ϕ
−1(idGC ). Similarly, for a morphism k :
C −→ C ′,
k ◦ εC = ϕ−1(Gk ◦ idGC ) = ϕ−1(idGC′ ◦Gk) = εC′ ◦ FGk
proves the naturality of ε. From these formulas it also follows that
idGC = ϕ(εC) = ϕ(εC ◦ idFGC ) = GεC ◦ ϕ(idFGC ) = GεC ◦ ηGC
and
idFB = ϕ
−1(ηB) = ϕ−1(idGFB ◦ ηB) = ϕ
−1(idGFB ) ◦ FηB = εFB ◦ FηB .
Moreover, each ηB is a universal arrow from B to G, and FB is the representing object of
the representable functor B(B,G−). Similarly, each εC is a universal arrow from F to C,
and GC is the representing object of the representable functor C(F−, C).
Theorem 2.2.2. Every adjunction (F,G, ϕ) : B ⇀ C is completely determined by the
items in any of the following lists:
(i) (by definition) functors F,G and natural bijections ϕB,C : C(FB, C) ∼= B(B,GC);
(ii) functors F,G, and a natural transformation η : IdB −→ G ◦ F such that each ηB :
B −→ GFB is universal from B to G;
(iii) the functor G : C −→ B, and for each B ∈ B an object FB ∈ C and an arrow
ηB : B −→ GFB universal from B to G;
(iv) functors F,G, and a natural transformation ε : F ◦ G −→ IdC such that each εC :
FGC −→ C is universal from F to C;
(v) the functor F : B −→ C, and for each C ∈ C an object GC ∈ B and an arrow
εC : FGC −→ C universal from F to C;
(vi) functors F,G and natural transformations η : IdB −→ G ◦ F and ε : F ◦G −→ IdC
such that both composites
G
ηG- G ◦ F ◦G Gε - G, F Fη- F ◦G ◦ F εF - F
are the identity transformations.
In these situations, ϕ can be obtained from η by
ϕ(f) = Gf ◦ ηB,
for every f : FB −→ C. Also, ϕ−1 can be obtained from ε by
ϕ−1(g) = εC ◦ Fg,
for every g : B −→ GC . The action on morphisms of the functor F is given by ϕ−1 and
η as
Fh = ϕ
−1(ηB′ ◦ h),
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for every h : B −→ B′, and the action on morphisms of the functor G is given by ϕ and
ε as follows:
Gk = ϕ(k ◦ εC),
for every k : C −→ C ′.
Proof. See Theorem 2 in [ML] p. 83.
Corollary 2.2.3. Any two left-adjoints F and F ′ of a functor G are naturally isomorphic.
Similarly, any two right-adjoints G and G′ of a functor F are naturally isomorphic.
Proof. See Corollary 1 in [ML] p. 85.
2.3 Limits
Let J , C be two categories, and let C ∈ C be an object. We can define the constant functor
∆C : J −→ C that maps every object in J to C, and every morphism to the identity of
C. In fact, if we consider a morphism f : B −→ C in C, we can define ∆f as the natural
transformation ∆f : ∆B =⇒ ∆C , that has f as component for every object of J . Since
composition of natural transformations is defined componentwise, we have a functor
∆ : C −→ Cat(J , C).
Definition 2.3.1. Given categories J , C, an object C ∈ C and a functor F : J −→ C, a
cone from C to F is a natural transformation σ : ∆C =⇒ F . Similarly, a cone from F
to C is a natural transformation σ : F =⇒ ∆C .
Notice that cones from C to ∆D (or cones from ∆C to D) are just morphisms C −→
D, since they are just natural transformations ∆C −→ ∆D, and by naturality all their
components have to be the same morphism. More precisely, ∆ : C −→ Cat(J , C) is a
fully faithful functor. We can define a category ConeJ (C) that has functors J −→ C as
objects and cones ∆C −→ F as morphisms.
Definition 2.3.2. Given categories J , C and a functor F : J −→ C, a limit of F consists
on a limit object L and a cone λ : ∆L =⇒ F such that for every other cone σ : ∆C =⇒ F ,
there exists a unique morphism h : C −→ L such that σ = λ ◦∆h. We say that the cone
λ is a universal cone.
Notice that limits are just universal arrows in the category ConeJ (C), which is the
reason for which the cone corresponding to a limit is called universal.
If we think of it componentwise, a limit is an object L, with morphisms λj : L −→ Fj
for every object j ∈ J satisfying λj = Ff ◦ λi for every morphism f : i −→ j in J , such
that for every family of morphisms σj : C −→ Fj , j ∈ J satisfying σj = Ff ◦ σi, we have
a unique morphism h : C −→ L satisfying σj = λj ◦ h for every j ∈ J .
Definition 2.3.3. A category C is complete if a limit exists for every functor J −→ C.
Example 2.3.4. The category Set is complete (cf. [ML] p. 110).
There are some useful examples of limits, depending on what is the category J .
Definition 2.3.5. A product is a limit of a functor F : J −→ C, where J is a discrete
category.
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Therefore, a product consists on a product object P =
∏
j∈J Fj , with projections
pij : P −→ Fj (the components of the universal cone) such that for every set of components
fj : X −→ Fj there exists a unique morphism f : X −→ P with fj = pij ◦ f for every
j ∈ J .
Example 2.3.6. An equalizer is a limit of a functor F : J −→ C, where J is the category
of two objects and two parallel arrows • -- • (and identities).
A functor F : J −→ C with J = • -- • can be described with two objects F0, F1
and two morphisms u, v : F0 −→ F1. Hence, an equalizer consists on an equalizer object
E and an equalizer morphism e : E −→ F0 satisfying u ◦ e = v ◦ e (e′ : E −→ F1 is already
determined by e′ = u ◦ e = v ◦ e) such that for every equalizing morphism f0 : X −→ F0
(f0 equalizing u and v, i.e. with f1 = u ◦ f0 = v ◦ f0), there exists a unique morphism
f : X −→ E with f0 = e ◦ f .
Proposition 2.3.7. Every limit can be build from only products and equalizers, that is, if
every product and every equalizer exists in a given category, all limits exist in this category.
Proof. Let J , C be categories and consider a functor F : J −→ C. Assume all products
and equalizers given in this proof exist. We want to show that there exists a limit to F .
Let J0 be the discrete category (set) of objects of J , and let J1 be the set, seen as a
discrete category, of morphisms of J . Also, for a morphism f : X −→ Y let d(f) = X
and c(f) = Y be the domain and codomain of f . We will show that the limit of F is the
equalizer of the following pair of morphisms:∏
J∈J0
FJ
u -
v
-
∏
f∈J1
Fc(f),
where u and v are defined as follows. Given a morphism f in J , let uf be the projection
uf = pic(f) :
∏
J∈J0
FJ −→ Fc(f).
Now, the universal property of the product
∏
f∈J1 Fc(f) gives us a unique morphism u
that has uf as components. Similarly, we get a unique morphism v with components
vf = Ff ◦ pid(f) :
∏
J∈J0
FJ
pid(f)- Fd(f)
Ff- Fc(f).
Let E be the equalizer object of the pair of arrows u, v. Then, we have the commutative
diagram 2.4 Therefore, there exist morphisms ej : E −→ Fj such that ej = Ff ◦ ei for
every morphism f : i −→ j in J .
Now we need to prove that the cone e : ∆E =⇒ F with components ej is universal.
Consider a cone ∆A −→ F , which corresponds to morphisms αj : A −→ Fj , for j ∈ J ,
such that αc(f) = Ff ◦ αd(f) for every morphism f ∈ J1. Now, this morphisms αj are the
components of a unique morphism
α : A −→
∏
J∈J0
FJ ,
with αj = pij ◦ α, such that for every morphism f ∈ J1,
uf ◦ α = pic(f) ◦ α = αc(f) = Ff ◦ αd(f) = Ff ◦ pid(f) ◦ α = vf ◦ α,
which means that α equalizes u and v. Therefore, by definition of the equalizer, there
exists a unique morphism h : A −→ E with αj = ej ◦ h, for every j ∈ J .
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Fc(f)
E
e-
ec(f
)
-
∏
J∈J0
FJ
u-
v
-
pi c(
f)
-
∏
f∈J1
Fc(f)
pif
6
Fd(f)
pid(f)
? Ff -
e
d(f) -
Fc(f)
pif
?
v
f
-
Diagram 2.4
2.4 Monoidal Categories and Monoids
Definition 2.4.1. A monoidal category is a sextuple V = (V ,⊗, I, a, l, r) where
(a) V is a category,
(b) ⊗ : V ×V −→ V is a functor called multiplication or tensor product (we write A⊗B
for the image under ⊗ of the pair (A,B)),
(c) I is an object of V called unit,
(d) and a, called the associator, and l and r, the left and right unit isomorphisms, are
natural isomorphisms with components
aA,B,C : (A⊗B)⊗ C −→ A⊗ (B ⊗ C),
lA : I ⊗A −→ A,
rA : A⊗ I −→ A,
for all objects A,B,C ∈ V , satisfying the following conditions:
(i) diagram 2.5 commutes for all objects A,B,C,D ∈ V (associativity axiom), and
((A⊗B)⊗ C)⊗D aA⊗B,C,D- (A⊗B)⊗ (C ⊗D) aA,B,C⊗D- A⊗ (B ⊗ (C ⊗D))
(A⊗ (B ⊗ C))⊗D
aA,B,C ⊗ idD
? aA,B⊗C,D - A⊗ ((B ⊗ C)⊗D)
idA ⊗ aB,C,D
6
Diagram 2.5: Associativity axiom for a monoidal category
(ii) diagram 2.6 commutes for every pair of objects A,B ∈ V (unit coherence axiom).
Definition 2.4.2. A symmetric monoidal category is a monoidal category (V ,⊗, I, a, l, r)
together with a family of isomorphisms sA,B : A⊗ B −→ B ⊗ A for every pair of objects
A,B ∈ V , such that
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(A⊗ I)⊗B aA,I,B - A⊗ (I ⊗B)
A⊗B
ﬀ i
dA
⊗ lB
r
A ⊗
id
B -
Diagram 2.6: Unit axiom for a monoidal category
(i) the morphisms sA,B are natural in both A and B,
(ii) sB,A ◦ sA,B = idA⊗B (symmetry axiom),
(iii) diagram 2.7 commutes for all objects A,B,C ∈ V (associativity coherence), and
(iv) diagram 2.8 commutes for every object A ∈ V (unit coherence).
(A⊗B)⊗ C sA,B ⊗ idC- (B ⊗A)⊗ C
A⊗ (B ⊗ C)
aA,B,C
?
B ⊗ (A⊗ C)
aB,A,C
?
(B ⊗ C)⊗A
sA,B⊗C
? aB,C,A- B ⊗ (C ⊗A)
idB ⊗ sA,C
?
Diagram 2.7: Associativity coherence
A⊗ I sA,I - I ⊗A
A
ﬀ lA
r
A -
Diagram 2.8: Unit coherence axiom
Example 2.4.3. The category Set with the cartesian product × and the terminal set
{∗} constitutes a monoidal category, with the canonical associator and unit isomorphisms.
Moreover, the canonical isomorphisms A × B ∼= B × A grant Set the structure of a
symmetric monoidal category.
Proposition 2.4.4. Let V = (V ,⊗, I, a, l, r) be a monoidal category. Then,
(a) lI⊗I = idI ⊗ lI ,
(b) rI⊗I = rI ⊗ idI ,
(c) lI = rI ,
(d) for every pair of objects X,Y ∈ V diagrams 2.9 and 2.10 commute.
Moreover, if V = (V ,⊗, I, a, l, r, s) is a symmetric monoidal category, then sI,I = idI⊗I .
Proof. (a) From the naturality of l we have lI ◦ (idI ⊗ lI) = lI ◦ lI⊗I , and since lI is an
isomorphism, we have idI ⊗ lI = lI⊗I .
(b) Similarly, from the naturality of r we have lI ◦ (rI ⊗ idI) = rI ◦ rI⊗I , and since rI is
an isomorphism, we have idI ⊗ rI = rI⊗I .
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(I ⊗X)⊗ Y aI,X,Y- I ⊗ (X ⊗ Y )
X ⊗ Y
ﬀ lX
⊗Y
lX ⊗
id
Y
-
Diagram 2.9
(X ⊗ Y )⊗ I aX,Y,I- X ⊗ (Y ⊗ I)
X ⊗ Y
ﬀ idX
⊗ r
YrX⊗
Y -
Diagram 2.10
(c) In diagram 2.11, the squares involving aI,I,I commute by naturality of a, the other
ones by the coherence axiom relating the associator and the unitators, i.e. rA⊗ idB =
(idA⊗lB)◦aA,I,B. The composition of arrows in the left is the identity of I⊗((I⊗I)⊗I)
I ⊗ ((I ⊗ I)⊗ I) idI ⊗ (lI ⊗ idI)- I ⊗ (I ⊗ I)
(I ⊗ (I ⊗ I))⊗ I
a−1I,I⊗I,I
? (idI ⊗ lI)⊗ idI- (I ⊗ I)⊗ I
a−1I,I,I
?
((I ⊗ I)⊗ I)⊗ I
a−1I,I,I ⊗ idI
? (rI ⊗ idI)⊗ idI- (I ⊗ I)⊗ I
id(I⊗I)⊗I
?
(I ⊗ I)⊗ (I⊗)I
aI⊗I,I,I
? rI ⊗ idI⊗I - I ⊗ (I ⊗ I)
aI,I,I
?
I ⊗ (I ⊗ (I ⊗ I))
aI,I,I⊗I
? idI ⊗ lI⊗I
= idI ⊗ (idI ⊗ lI)
- I ⊗ (I ⊗ I)
idI⊗(I⊗I)
?
I ⊗ ((I ⊗ I)⊗ I)
idI ⊗ a−1I,I,I
? idI ⊗ (rI ⊗ idI)- I ⊗ (I ⊗ I)
idI⊗(I⊗I)
?
Diagram 2.11
by the coherence axiom of the associator (pentagon axiom), and the composition in
the right is also an identity. Therefore,
idI ⊗ (lI ⊗ idI) = idI ⊗ (rI ⊗ idI),
and so, by naturality of the isomorphisms l and r, we have lI = rI .
(d) We will prove the commutativity of diagram 2.9. The proof for diagram 2.10 is anal-
ogous. Consider diagram 2.12. The result follows from the commutativity of its left
lower triangle by the naturality of r.
Definition 2.4.5. Given two monoidal categories (V ,⊗, I), (W ,⊗, J), a (lax) monoidal
functor or morphism of monoidal categories F = (F, τ, φ) : V −→ W from V to W
consists in
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(X ⊗ Y )⊗ (I ⊗ I) aX,Y,I⊗I - X ⊗ (Y ⊗ (I ⊗ I))
2
((X ⊗ Y )⊗ I)⊗ I rX⊗Y ⊗ idI -
aX⊗Y
,I,I
-
(X ⊗ Y )⊗ I
1 idX⊗Y ⊗ lI
? aX,Y,I - X ⊗ (Y ⊗ I)
ﬀ
idX
⊗ (id
Y
⊗ lI)
3
4
(X ⊗ (Y ⊗ I))⊗ I
5 (idX ⊗ rY )⊗ idI
6
aX,Y⊗I,I -
aX,Y,I ⊗ idI
-
X ⊗ ((Y ⊗ I)⊗ I)
idX ⊗ aY,I,I
6
ﬀ
id
X ⊗ (rY ⊗ id
I )
Diagram 2.12: 1, 3 commute by the coherence axiom relating the associator and the uni-
tators (triangle axiom), 2, 4 by naturality of a, the outer pentagon commutes by the
coherence axiom of the associator, and all arrows are isomorphisms. Therefore 5 com-
mutes.
(a) a functor F : V −→ W ,
(b) a natural transformation τ : F− ⊗ F− −→ F−⊗−, that is, for every pair of objects
A,B ∈ V , a morphism τA,B : FA ⊗ FB −→ FA⊗B in W , natural in A,B,
(c) a morphism φ : J −→ FI in W ,
such that
(i) diagram 2.13 commutes for all objects A,B,C ∈ V (associativity condition),
(FA ⊗ FB)⊗ FC
aFA,FB ,FC- FA ⊗ (FB ⊗ FC)
FA⊗B ⊗ FC
τA,B ⊗ idFC
?
FA ⊗ FB⊗C
idFA ⊗ τB,C
?
F(A⊗B)⊗C
τA⊗B,C
? FaA,B,C - FA⊗(B⊗C)
τA,B⊗C
?
Diagram 2.13: Associativity condition
(ii) diagrams 2.14 and 2.15 commute for every object A ∈ V (unit conditions).
FI ⊗ FA
τI,A- FI⊗A
J ⊗ FA
φ⊗ idFA
6
lFA- FA
FlA
?
Diagram 2.14: Left unit condition
FA ⊗ FI
τA,I- FA⊗I
FA ⊗ J
idFA ⊗ φ
6
rFA- FA
FrA
?
Diagram 2.15: Right unit condition
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FA ⊗ FB
sFA,FB- FB ⊗ FA
FA⊗B
τA,B
? FsA,B- FB⊗A
τBA
?
Diagram 2.16: Symmetry condition
Moreover, if V ,W are actually symmetric monoidal categories, F is a symmetric monoidal
functor or morphism of symmetric monoidal categories if it is a monoidal functor and
diagram 2.16 commutes for every pair of objects A,B ∈ V (symmetry condition).
Example 2.4.6. Consider the symmetric monoidal category Set = (Set,×, {∗}) from
example 2.4.3. For every monoidal category V = (V ,⊗, I), the forgetful functor V (I,−) :
V −→ Set is a monoidal functor. Also, if V is a symmetric monoidal category, this is a
symmetric monoidal functor.
The functor structure has already been defined. Now, for every pair of objects A,B ∈
V we define a map
τA,B : V (I, A)× V (I,B) −→ V (I,A ⊗B)
given, for morphisms a ∈ V (I, A), b ∈ V (I,B), by the composition
τA,B(a, b) : I
a- A
r−1A- A⊗ I idA⊗b- A⊗B.
Also, let φ : {∗} −→ V (I, I) with φ(∗) = idI . It is not difficult to check that the conditions
required are satisfied.
Remark 2.4.7. Usually, one considers (strong) monoidal functors, in which τ : F− ⊗
F− −→ F−⊗− is a natural isomorphism and φ : J −→ FI is also an isomorphism.
Definition 2.4.8. Given two monoidal categories (V ,⊗, I), (W ,⊗, J), and two monoidal
functors F = (F, τ, φ), G = (G, σ, ψ) : V −→ W , a monoidal natural transformation from
F to G is a natural transformation α : F =⇒ G such that diagrams 2.17 and 2.18
commute.
J
φ - FI
GI
αI
?
ψ
-
Diagram 2.17
FA ⊗ FB
τA,B- FA⊗B
GA ⊗GB
αA ⊗ αB
? σA,B- GA⊗B
αA⊗B
?
Diagram 2.18
We know that in Set a monoid is a set M with an associative multiplication with unit.
There is a very natural generalization of this concept for a general monoidal category V .
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Definition 2.4.9. A monoid in a monoidal category V = (V ,⊗, I, a, l, r) is an object
A ∈ V together with two morphisms µ : A ⊗ A −→ A (multiplication) and η : I −→ A
(unit), such that diagrams 2.19 and 2.20 commute. For a symmetric monoidal category, a
(A⊗A)⊗A aA,A,A - A⊗ (A⊗A)
A⊗A
µ⊗ idA
? µ - A ﬀ
µ
A⊗A
idA ⊗ µ
?
Diagram 2.19
I ⊗A η ⊗ idA- A⊗A ﬀidA ⊗ η A⊗ I
A
µ
?ﬀ
rA
lA
-
Diagram 2.20
monoid (A,µ, η) is commutative if the composite
A⊗A sA,A- A⊗A µ- A
is equal to the multiplication µ.
Example 2.4.10. It is easy to check from proposition 2.4.4 that I is a monoid in the
monoidal category (V ,⊗, I, a, l, r), with multiplication given by rI = lI and unit given
by the identity idI . Morover, if V is a symmetric monoidal category, the monoid I is
commutative.
In particular, consider the symmetric monoidal category of abelian groups (Ab,⊗,Z),
whose monoids are the rings. We already know that Z is a commutative ring.
Definition 2.4.11. Given two monoids A = (A,µA, ηA), B = (B,µB, ηB) in a monoidal
category V , a monoid morphism f from A to B is a morphism f : A −→ B in V such
that diagrams 2.21 and 2.22 commute.
A⊗A µA- A
B ⊗B
f ⊗ f
? µB- B
f
?
Diagram 2.21
I
ηA - A
B
f
?
η
B -
Diagram 2.22
Since the composition of two monoid morphisms is trivially a monoid morphism, we
have, for any monoidal category V , a category MonV that has the monoids of V as
objects, with the corresponding monoid morphisms. Notice that since a monoid is an
object with an additional structure, two different monoids could share the same underlying
object, and so we cannot think of MonV as a subcategory of V .
Example 2.4.12. The category Rng of associative unital rings is the category of monoids
of the monoidal category (Ab,⊗,Z). Similarly, the category of k-algebras is the category
of monoids of (V ectk,⊗, k).
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2.5 Symmetric Monoidal Closed Categories
Definition 2.5.1. Let V = (V ,⊗, I, a, l, r) be a symmetric monoidal category, and let
A ∈ V be an object. Consider the functor A⊗− : V −→ V . An internal hom functor is
a functor [A,−] : V −→ V that is a right adjoint for A ⊗ −. If the functor A ⊗ − has a
right adjoint [A,−] for every object A ∈ V , we say that V is a symmetric monoidal closed
category.
Remark 2.5.2. We could also consider the case for a monoidal category that is not
symmetric, but then we should distinguish between right and left internal homs, because
for a general monoidal category, the functors A⊗− and −⊗A need not to be isomorphic.
Using the characterizations for adjunctions seen in section 2.2 we can go deeper in the
study of internal homs. In particular we use the characterization v from theorem 2.2.2. Let
V be a symmetric monoidal closed category and A,C ∈ V any pair of objects. Then, we
have an object [A,C] ∈ V together with an evaluation morphism εA,C : A⊗ [A,C] −→ C
such that for every morphism f : A⊗B −→ C there exists a unique morphism f˜ : B −→
[A,C] that makes the diagram
A⊗B idA ⊗ f˜- A⊗ [A,C]
C
εA,C
?
f
-
commute, i.e. a universal morphism εA,C from A ⊗ − to C. Also, we have the natural
bijections ϕB,C : V (A⊗B,C)
∼=- V (B, [A,C]) given by
ϕ−1B,C : V (B, [A,C])
∼=- V (A⊗B,C)
g - εA,C ◦ (idA ⊗ g),
which in particular, for B = [A,C], sends g = id[A,C] to the evaluation morphism εA,C .
Example 2.5.3. The monoidal category (Set,×, {∗}) is a symmetric monoidal closed
category, taking [A,C] as the set of maps from A to C. The evaluation maps send a pair
(a, f), for an element a ∈ A, and a map f : A −→ C to εA,C(a, f) = f(a). Then, for every
map f : A× B −→ C, we have a unique map f˜ sending every b ∈ B to fb : A→ C, with
fb(a) = f(a, b).
Example 2.5.4. Typical examples of symmetric monoidal closed categories are the cate-
gories of R-modules, for a ring R. The hom sets in the category of R-modules have a canon-
ical R-module structure, and the internal hom [A,C] is nothing but the set HomR(A,C)
equipped with this structure. The evaluation morphism εA,C : A ⊗R [A,C] −→ C is de-
fined similarly as in the previous example. In particular, we have the case where R = k
is a field, where the set of linear maps between two vector spaces has also a vector space
structure.
Example 2.5.5. Let V = (V ,⊗, I) be a discrete monoidal category, that is, the set
of objects is a monoid with the tensor product, and the only morphisms are identities.
Since all morphisms are identities, the commutativity of any diagram is trivial when
the morphisms involved exist. Therefore, V has the structure of a symmetric monoidal
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category if and only if there exists a morphism sA,B : A ⊗ B −→ B ⊗ A for each pair of
objects A,B, i.e. if A⊗B = B⊗A for every A,B ∈ V . Now, V is closed if for every pair of
objects A,C ∈ V there exists an object [A,C] and a universal arrow εA,C : A⊗[A,C] −→ C
from A ⊗ − to C. This means that for every morphism f : A ⊗ B −→ C exists a unique
morphism g : B −→ [A,C] such that f equals the composite
A⊗B idA⊗g- A⊗ [A,C] εA,C- C.
In this discrete case, this means that A⊗B = C if and only if B = [A,C]. This condition
is fulfilled, for example, when the monoid V is a group, in which case we can write
[A,C] = A−1C.
Proposition 2.5.6. For every symmetric monoidal closed category V the internal homs
yield a bifunctor
[−,−] : V op × V −→ V .
Proof. We need to define its action on morphisms. To do so, consider objects T,X, Y, Z ∈
V and the internal homs [X,Y ] and [T,Z], and let f : T −→ X, g : Y −→ Z be morphisms
in V . Consider the composite
T ⊗ [X,Y ] f⊗id[X,Y ]- X ⊗ [X,Y ] εX,Y- Y g- Z. (2.1)
Using the bijection ϕ we can define [f, g] as the unique morphism [X,Y ] −→ [T,Z] that
T ⊗ [X,Y ] idT ⊗ [f, g] - T ⊗ [T,Z]
X ⊗ [X,Y ]
f ⊗ id[X,Y ]
? εX,Y - Y
g - Z
εT,Z
?
Diagram 2.23
makes diagram 2.23 commute. Notice the particular case for g = idY (with Z = Y ) and
the case for f = idX (with T = X), shown in diagrams 2.24 and 2.25, for which we write
[f, Y ] = [f, idY ] and [X, g] = [idX , g]. More particularly, if both f and g are identities, we
get
εX,Y = εX,Y ◦ (idX ⊗ [idX , idY ]),
and from the bijection of the adjunction we deduce that [idX , idY ] = id[X,Y ]. To check
T ⊗ [X,Y ] idT ⊗ [f, Y ]- T ⊗ [T, Y ]
X ⊗ [X,Y ]
f ⊗ id[X,Y ]
? εX,Y - Y
εT,Y
?
Diagram 2.24
X ⊗ [X,Y ] idX ⊗ [X, g]- X ⊗ [X,Z]
Y
εX,Y
? g - Z
εX,Z
?
Diagram 2.25
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S ⊗ [X,Y ] idS ⊗ [f, g]- S ⊗ [T,Z] idS ⊗ [k, h]- S ⊗ [S,W ]
T ⊗ [X,Y ]
k ⊗ id[X,Y ]
? idT ⊗ [f, g]- T ⊗ [T,Z]
k ⊗ id[T,Z]
?
W
εS,W
?
X ⊗ [X,Y ]
f ⊗ id[X,Y ]
? εX,Y - Y
g - Z
h
6εT,Z
-
Diagram 2.26
functoriality, consider the following morphisms between objects of V :
S
k- T
f- X Y
g- Z
h- W.
We want to prove that [f ◦ k, h ◦ g] = [k, h] ◦ [f, g], which follows directly from the com-
mutativity of diagram 2.26. Indeed, in diagram 2.26, the upper composite corresponds to
idS ⊗ ([k, h] ◦ [f, g]). Also, the composite on the left corresponds to (f ◦ k)⊗ id[X,Y ], and
we also have the composition h ◦ g, so that the uper composite is also idS ⊗ [f ◦ k, h ◦ g],
by the definition of the action on morphisms of [−,−] in terms of the adjunction.
Corollary 2.5.7. Each object X ∈ V yields functors [X,−] : V −→ V and [−, X] :
V op −→ V .
We also have a version of diagram 1.1 in section 1.1 for internal homs, which is the
commutative diagram 2.27. Indeed, consider diagrams 2.28 and 2.29, which commute by
the commutativity of diagrams 2.24 and 2.25. The bijection of the adjunction implies that
[f, g] = [T, g] ◦ [f, Y ] = [f, Z] ◦ [X, g] ,
since the three morphisms correspond via adjunction to the composite in eq. (2.1).
[X,Y ]
[X, g]- [X,Z]
[T, Y ]
[f, Y ]
? [T, g]- [T,Z]
[f, Z]
?
[f, g]
-
Diagram 2.27
In the following proposition we will define some morphisms with some interesting
properties that will be useful later on.
Proposition 2.5.8. Let V be a symmetric monoidal closed category. For all objects
A,B,C consider the morphisms
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T ⊗ [X,Y ] idT ⊗ [f, Y ]- T ⊗ [T, Y ] idT ⊗ [T, g]- T ⊗ [T,Z]
X ⊗ [X,Y ]
f ⊗ id[X,Y ]
? εX,Y - Y
εT,Y
? g - Z
εT,Z
?
Diagram 2.28
T ⊗ [X,Y ] idT ⊗ [X, g]- T ⊗ [X,Z] idT ⊗ [f, Z]- T ⊗ [T,Z]
X ⊗ [X,Y ]
f ⊗ id[X,Y ]
? idX ⊗ [X, g]- X ⊗ [X,Z]
f ⊗ id[X,Z]
? εX,Z - Z
εT,Z
?
Y
g
-
εX,Y
-
Diagram 2.29
(a) iA : I −→ [A,A] (identity) corresponding to the isomorphism lA : I ⊗A −→ A,
(b) jA : A −→ [I, A] corresponding to the isomorphism rA : A⊗ I −→ A,
(c) cA,B,C : [A,B]⊗ [B,C] −→ [A,C] (composition) corresponding to the composite
A⊗ ([A,B]⊗ [B,C])
α−1
A,[A,B],[B,C]- (A⊗ [A,B])⊗ [B,C] εA,B⊗id[B,C]- B⊗ [B,C] εA,B- C,
The following properties hold:
(i) the morphisms jA : A −→ [I, A] and εI,A : I ⊗ [I, A] −→ A are isomorphisms,
(ii) the morphisms jA : A −→ [I, A] are natural in A,
(iii) diagram 2.30 commutes for all objects A,B,C,D (associativity of the composition),
(iv) diagram 2.31 commutes for all objects A,B (unit axioms for the composition).
Proof. (i) Consider the composite
fA : [I, A]
l−1
[I,A]- I ⊗ [I, A] εI,A- A.
We will show that fA is the inverse of jA. We have that fA ◦ jA = idA, because the
diagram
A
jA- [I, A]
l−1[I,A]- I ⊗ [I, A] εI,A- A
I ⊗A
lA
-
id I
⊗ jA
-l −1A
-
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([A,B]⊗ [B,C])⊗ [C,D] cA,B,C ⊗ id[C,D]- [A,C]⊗ [C,D]
[A,B]⊗ ([B,C]⊗ [C,D])
α[A,B],[B,C],[C,D]
?
[A,B]⊗ [B,D]
id[A,B] ⊗ cB,C,D
? cA,B,D - [A,D]
cA,C,D
?
Diagram 2.30: associativity of the composition of internal homs
[A,B]⊗ I I ⊗ [A,B]
[A,B]⊗ [B,B]
id[A,B] ⊗ iB
? cA,B,B- [A,B] ﬀ
cA,A,Bﬀ
l [A,
B]
r
[A,B]
-
[A,A]⊗ [A,B]
iA ⊗ id[A,B]
?
Diagram 2.31: unit axioms for the composition of internal homs
commutes by naturality of l and definition of jA. Now, the diagram
I ⊗ [I, A]
idI ⊗ l−1[I,A]
l−1I⊗[I,A]
- I ⊗ (I ⊗ [I, A]) idI ⊗ εI,A- I ⊗A idI ⊗ jA- I ⊗ [I, A]
I ⊗ [I, A]
lI⊗[I,A]
? εI,A -
id
I⊗[I,A] -
A
lA
?ﬀ
εI,A
commutes by naturality of l, definition of jA and the fact that idI ⊗ lX = lI⊗X
(see proposition 2.4.4), and so, we have εI,A ◦ (idI ⊗ (jA ◦ fA)) = εI,A. Then, by
adjunction, jA ◦ fA = id[I,A], and therefore, fA is the inverse of jA. Now, using the
inverse of jA, we can see that the inverse of εI,A is
A
l−1A- I ⊗A idI⊗jA- I ⊗ [I, A] .
(ii) Consider the diagram
I ⊗A
I ⊗B
ﬀ
id I
⊗ f
A
lA
?
ﬀεI,A I ⊗ [I, A]
id
I ⊗
j
A
-
I ⊗B
idI ⊗ jB
? εI,B- B
f
?
ﬀεI,B
lB
-
I ⊗ [I,B]
idI ⊗ [idI , f ]
?
for any morphism f : A −→ B in V , which commutes by definition of j, naturality
of l and the definition of [f, g]. Its commutativity means that
εI,B ◦ (idI ⊗ (jB ◦ f)) = εI,B ◦ (idI ⊗ ([idI , f ] ◦ jA)),
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which implies, via adjunction, that jB ◦ f = [idI , f ] ◦ jA, which is the naturality of j.
(iii) In diagram 2.32 the outer left composite corresponds via adjunction to
cA,C,D ◦ (cA,B,C ⊗ id[C,D])
and the outer right composite corresponds to
cA,B,D ◦ (id[A,B] ⊗ cB,C,D) ◦ a[A,B],[B,C],[C,D].
Since diagram 2.32 commutes, this yields the commutativity of diagram 2.30.
A⊗ [A,D]
1
(A⊗ [A,C])⊗ [C,D]
εA,C ⊗ id
- C ⊗ [C,D]
εC,D
- D
εA,D
-
3 6
A⊗ ([A,C]⊗ [C,D])
id
⊗ cA,
C,
D
-
a−
1
-
2 (A⊗ ([A,B]⊗ [B,C]))⊗ [C,D]
(id⊗ cA,B,C)⊗ id
6
(B ⊗ [B,C])⊗ [C,D]
εB,C ⊗ id
6
B ⊗ [B,D]
εB,D
6
A⊗ (([A,B]⊗ [B,C])⊗ [C,D])
id⊗ (cA,B,C ⊗ id)
6
a−
1
-
4 ((A⊗ [A,B])⊗ [B,C])⊗ [C,D]
a−1 ⊗ id
?
(εA,B
⊗ id)⊗
id -
5 B ⊗ ([B,C]⊗ [C,D])
a−1
6
id⊗ cB
,C,
D
-
7 (A⊗ [A,B])⊗ [B,D]
εA,B ⊗ id
6
9 A⊗ [A,D]
ﬀ
ε
A
,D
(A⊗ [A,B])⊗ ([B,C]⊗ [C,D])
a−1
6
id⊗ cB,C,D
-
εA,B
⊗ id
-
8 A⊗ ([A,B]⊗ [B,D])
a−1
6
id
⊗ cA,
B,
D
-
A⊗ ([A,B]⊗ ([B,C]⊗ [C,D]))
a−1
6
id⊗ a
- id⊗ (id⊗ cB,C
,D)
-
Diagram 2.32: 1, 3, 6 and 9 commute by definition of the composition c; 2, 5 and 8 commute
by naturality of the associator a; 4 commutes by the coherence of the associator (pentagon
axiom) and 7 commutes trivially
(iv) By adjunction, the commutativity of diagram 2.33 implies that
r[A,B] = cA,B,B ◦ (id[A,B] ⊗ iB).
Similarly, the commutativity of diagram 2.34, together with the properties of the
adjunction between tensor product and internal homs, implies that l[A,B] = cA,A,B ◦
(iA ⊗ id[A,B]).
This morphisms will be crucial in the next chapter, because they allow to define a
V -enriched category that has the same objects as V .
Corollary 2.5.9. For a symmetric monoidal closed category V , and an object A ∈ V , the
object [A,A] has a monoid structure, with multiplication and unit given by the composition
and identities defined in proposition 2.5.8.
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A⊗ ([A,B]⊗ I) idA ⊗ r[A,B] - A⊗ [A,B]
1
2
5 (A⊗ [A,B])⊗ I εA,B ⊗ idI -
rA⊗[A,B
]
-
a −1
A,[A,B],I
-
B ⊗ I
4
(A⊗ [A,B])⊗ [B,B]
idA⊗[A,B] ⊗ iB
? εA,B ⊗ id[B,B]- B ⊗ [B,B]
idB ⊗ iB 3
? εB,B - B
εA,B
?
rB
-
6
A⊗ ([A,B]⊗ [B,B])
idA ⊗ (id[A,B] ⊗ iB)
? idA ⊗ cA,B,B -
a
−1
A,[
A,B
],[B
,B]
-
A⊗ [A,B]
εA,B
6
Diagram 2.33: the commutativity of 1 follows from proposition 2.4.4, 2 and 5 commute
by naturality of r and a, 3 and 6 correspond to the definitions of iB and cA,B,B, and 4
commutes trivially.
A⊗ [A,B] εA,B - B
4
A⊗ (I ⊗ [A,B])
a−1A,I,[A,B]
-
idA
⊗ l [A,B
]
-
(A⊗ I)⊗ [A,B]
1 rA ⊗ id[A,B]
6
2
(idA ⊗ iA)⊗ id[A,B]
- (A⊗ [A,A])⊗ [A,B]
ﬀ
εA,A ⊗ id[A,B]
3
A⊗ ([A,A]⊗ [A,B]) idA ⊗ cA,A,B -
a
−1
A,[A
,A],
[A,B
]
-
idA ⊗ (iA ⊗ id
[A,B] )
-
A⊗ [A,B]
εA,B
6
Diagram 2.34: 1 commutes by the triangle coherence axiom, 2 and 4 by the definition of
iA and cA,A,B, and 3 follows from the naturality of a.
Chapter 3
Introduction to Enriched Category
Theory
This chapter is devoted to introducing the context of enriched category theory. Some of
the concepts developed in this chapter are the enriched generalization of basic categorical
concepts, such as enriched category, enriched functor, enriched natural transformation.
Also, we present the enriched version of the representable functors introduced in chap-
ter 2. Then, we introduce the notion of object of enriched natural transformations, which
is fundamental to give an enriched category of functors between two given enriched cate-
gories, and to state and prove an enriched version of the Yoneda lemma. As in chapter 1,
we will also give a version of the (enriched) Yoneda lemma that gives an isomorphism of
monoids. A good reference for the introductory concepts of this chapter is [B2], while a
reader looking for more in depth notions about enriched category should look at [K].
3.1 Basic Concepts from Enriched Category Theory
Definition 3.1.1. Let V = (V ,⊗, I, a, l, r) be a monoidal category. An enriched category
over V , or V -category A consists on:
(i) a set of objects Obj(A ) (or simply written as A ),
(ii) for every pair of objects A,B ∈ A an object A (A,B) ∈ V ,
(iii) for every triple A,B,C ∈ A a composition morphism in V :
cA,B,C : A (A,B)⊗A (B,C) −→ A (A,C),
(iv) for every A ∈ A a unit (or identity) morphism iA : I −→ A (A,A),
such that
(a) given A,B,C,D ∈ A , diagram 3.1 commutes (associativity axiom), and
(b) given A,B ∈ A , diagram 3.2 commutes (unit axioms).
Proposition 3.1.2. For any monoidal category V , any V -category A and any object
A ∈ A , the hom object A (A,A) has a monoid structure, with multiplication and unit
given by the composition and identity of the V -category A .
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(A (A,B)⊗A (B,C))⊗A (C,D) a - A (A,B)⊗ (A (B,C)⊗A (C,D))
A (A,C)⊗A (C,D)
cA,B,C ⊗ idA (C,D)
?
A (A,B)⊗A (B,D)
idA (A,B) ⊗ cB,C,D
?
A (A,D)
ﬀ cA,B
,D
cA,C,D -
Diagram 3.1
A (A,B)⊗ I I ⊗A (A,B)
A (A,B)⊗A (B,B)
idA (A,B) ⊗ iB
? cA,B,B- A (A,B) ﬀ
cA,A,Bﬀ
lA (A
,B)
rA (A,B)
-
A (A,A)⊗A (A,B)
iA ⊗ idA (A,B)
?
Diagram 3.2
Proof. The conditions for A (A,A) to be a monoid follow directly from the axioms of the
V -category.
Definition 3.1.3. Let V be a symmetric monoidal category, and let A be a V -category.
The opposite V -category to A , denoted by A op has the same objects as A , its hom objects
are given by
A op(A,B) = A (B,A),
and composition is given by
copC,B,A : A (B,C)⊗A (A,B)
s- A (A,B)⊗A (B,C) cA,B,C- A (A,C) = A op(C,A),
with the same identities I −→ A (A,A) = A op(A,A).
Example 3.1.4. The ordinary categories are the V -categories for V = (Set,×, {∗}).
Example 3.1.5. Given a ring R, the category of left (or right) R-modules is an enriched
category over the monoidal category (Ab,⊗,Z). Indeed, the hom-sets have an abelian
group structure, with addition given point-wise, i.e. (g + g′)(x) = g(x) + g′(x). Also, the
composition is a group homomorphism, that is, composition distributes with respect to
addition.
Example 3.1.6. Consider V = Cat, the category of (small) categories and functors. A
2-category A is defined as a Cat-enriched category. The objects of A are called objects
or 0-cells, the objects of A (A,B) are called morphisms or 1-cells, and the morphisms of
A (A,B) are called 2-cells.
Definition 3.1.7. Given two V -categories A ,B, a V -functor F : A −→ B is
(i) for every object A ∈ A , an object FA ∈ B, and
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(ii) for every pair of objects A,A′ ∈ A a morphism in V :
FA,A′ : A (A,A
′) −→ B(FA, FA′),
such that
(a) for every triple of objects A,A′, A′′ ∈ A diagram 3.3 commutes (composition axiom),
and
(b) for every object A diagram 3.4 commutes (unit axiom).
A (A,A′)⊗A (A′, A′′) cA,A′,A′′ - A (A,A′′)
B(FA, FA′)⊗B(FA′ , FA′′)
FA,A′ ⊗ FA′,A′′
? cFA,FA′ ,FA′′- B(FA, FA′′)
FA,A′′
?
Diagram 3.3
I
iA- A (A,A)
B(FA, FA)
FA,A
?
iF
A -
Diagram 3.4
Example 3.1.8. Let f : R −→ S be a ring homomorphism, and consider the categories of
rightR-modules and right S-modulesR-Mod, S-Mod, respectively, as enriched categories
over the monoidal category V = Ab = (Ab,⊗,Z). Then, this morphism f induces an
Ab-functor F : S-Mod −→ R-Mod as follows. For every right S-module (M,α), with
action α : M ⊗ S −→M we can define a right R-module F(M,α) = (M,Fα) with
Fα : M ⊗R idM⊗f- M ⊗ S α- M.
Also, for every S-module homomorphism g : (M,α) −→ (N, β), i.e. g : M −→ N a group
homomorphism with g ◦ α = β ◦ (g ⊗ idS), we have g as an R-module homomorphism:
g◦Fα = g◦α◦(idM⊗f) = β◦(g⊗idS)◦(idM⊗f) = β◦(idN⊗f)◦(g⊗idR) = Fβ ◦(g⊗idR).
Notice that given two S-module homomorphisms g, g′ : (M,α) −→ (N, β), their addition
g + g′ is preserved. Therefore, we have a group homomorphism
F(M,α),(N,β) : S-Mod((M,α), (N, β)) −→ R-Mod(F(M,α), F(N,β))
for every pair of right S-modules (M,α), (N, β). In this case it is trivial to check that
identities are mapped to identities (unit axiom) and compositions to compositions.
Definition 3.1.9. Let A ,B be V -categories, for a monoidal category V , and let F,G :
A −→ B be V -functors. A V -natural transformation α : F −→ G (or α : F =⇒ G)
consists in giving, for every object A ∈ A a morphism
αA : I −→ B(FA, GA)
in V such that for every pair of objects A,A′ ∈ A , diagram 3.5 commutes.
Remark 3.1.10. If V is symmetric, diagram 3.5 is equivalent to diagram 3.6, by unit
coherence of the symmetry.
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A (A,A′)
A (A,A′)⊗ I
ﬀ
r
−1
A
(A
,A
′ )
I ⊗A (A,A′)
l −1A
(A,A ′)
-
B(FA, FA′)⊗B(FA′ , GA′)
FA,A′ ⊗ αA′
?
B(FA, GA)⊗B(GA, GA′)
αA ⊗GA,A′
?
B(FA, GA′)
ﬀ cFA
,GA
,GA
′cF
A ,F
A ′ ,G
A ′
-
Diagram 3.5
A (A,A′)⊗ I sA (A,A′),I - I ⊗A (A,A′)
B(FA, FA′)⊗B(FA′ , GA′)
FA,A′ ⊗ αA′
?
B(FA, GA)⊗B(GA, GA′)
αA ⊗GA,A′
?
B(FA, GA′)
ﬀ cFA
,GA
,GA
′cF
A ,F
A ′ ,G
A ′
-
Diagram 3.6
Example 3.1.11. Given two V -categories A ,B and a V -functor F : A −→ B, we have
the identity V -natural transformation from F to itself, which has components iFA : I −→
B(FA, FA).
Definition 3.1.12. Given two V -categories A ,B and two V -functors F,G : A −→ B,
a V -natural transformation σ : F =⇒ G is a V -natural isomorphism if there exists a
V -natural transformation τ : G =⇒ F such that the composites
iFA : I
r−1I- I ⊗ I σA⊗τA- B(FA, GA)⊗B(GA, FA)
cFA,GA,FA- B(FA, FA),
iGA : I
r−1I- I ⊗ I τA⊗σA- B(GA, FA)⊗B(FA, GA)
cGA,FA,GA- B(GA, GA)
are identities. The V -natural transformation τ is called the inverse of σ.
Proposition 3.1.13. Let A be a V -category. There exists an ordinary category C that
has the same objects as A , and for A,B ∈ A ,
C (A,B) = V (I,A (A,B))
is the set of morphisms I −→ A (A,B) in V , with composition given by diagram 3.7 and
identities idA = iA for every object A.
Proof. It is straighforward to check that the axioms of a category are fulfilled from the
axioms of the V -category A .
Definition 3.1.14. The category C from proposition 3.1.13 is called the underlying (or-
dinary) category of the V -category A .
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I
g ◦ f - A (A,C)
I ⊗ I
r−1I
? f ⊗ g- A (A,B)⊗A (B,C)
cA,B,C
6
Diagram 3.7
Proposition 3.1.15. Let V be a symmetric monoidal closed category. Then, there exists
a V -category V (abusing notation) with underlying ordinary category V .
Proof. The objects of V are given, and we choose the internal homs as hom-objects. For
the composition cA,B,C and the identities iA we use the ones defined in proposition 2.5.8,
where we have already proved that they satisfy the associativity and unit axioms. Now,
we need to see that the underlying category U of this V -category is again V . This follows
from the bijection
U (A,B) = V (I, [A,B]) ∼= V (A⊗ I,B) ∼= V (A,B)
given by the adjunction, and the fact that identities and compositions are preserved.
Indeed, any morphism f˜ : A −→ B corresponds to a unique f : I −→ [A,B] given by
A⊗ I idA ⊗ f- A⊗ [A,B]
A
r−1A
6
f˜ - B,
εA,B
?
and so the identity idA : A −→ A corresponds by definition to iA : I −→ [A,A]. Also, the
A⊗ I idA ⊗ r
−1
I- A⊗ (I ⊗ I) idA ⊗ (f ⊗ g)- A⊗ ([A,B]⊗ [B,C]) idA ⊗ cA,B,C- A⊗ [A,C]
(A⊗ I)⊗ I
a−1A,I,I
? (idA ⊗ f)⊗ g-
r −1
A ⊗ idI
-
(A⊗ [A,B])⊗ [B,C]
a−1A,[A,B],[B,C]?
B ⊗ I idB ⊗ g -
˜f ⊗
id
I
-
B ⊗ [B,C]
εA,B ⊗ id[B,C]
?
A
r−1A
6
f˜ - B
r−1B
6
g˜ - C
εA,C
?
εB,C
-
Diagram 3.8
composition g˜ ◦ f˜ corresponds to the composition g ◦f defined by diagram 3.7, as shown in
the commutative diagram 3.8, where the upper composite corresponds to idA⊗(g◦f).
Proposition 3.1.16. Let V be a symmetric monoidal closed category, let A be a V -
category, and let F,G : A −→ V be two V -functors. Then, giving a V -natural transfor-
mation α : F =⇒ G is equivalent to giving a family of morphisms αA : FA −→ GA in V ,
for A ∈ A such that for every pair A,B ∈ A , diagram 3.9 commutes.
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A (A,B)
FA,B - [FA, FB]
[GA, GB]
GA,B
? [αA, idGB ]- [FA, GB]
[idFA , αB]
?
Diagram 3.9
Proof. We will see that each of the composites in diagram 3.9 corresponds to one of the
composites in diagram 3.5. Consider a V -natural transformation α : F =⇒ G given
by αA : I −→ [FA, GA], for A ∈ A . By adjunction, for each A ∈ A we have a unique
morphism
β˜A : FA ⊗ I
idFA⊗αA- FA ⊗ [FA, GA]
εFA,GA- GA,
and composing with r−1FA , we get a family of morphisms βA : FA −→ GA that are in
bijection with the morphisms αA, and are given by
βA : FA
r−1FA- FA ⊗ I
idFA⊗αA- FA ⊗ [FA, GA]
εFA,GA- GA.
Diagrams 3.10 and 3.11 prove, via adjunction, the correspondence between the compos-
ites in diagrams 3.5 and 3.9. Indeed, in the commutative diagram 3.10, the outer left
FA ⊗A (A,B)
r−1FA ⊗ id- (FA ⊗ I)⊗A (A,B)
aFA,I,A (A,B) - FA ⊗ (I ⊗A (A,B))
3 6
FA ⊗ [GA, GB]
id⊗GA,B
? r−1FA ⊗ id- (FA ⊗ I)⊗ [GA, GB]
id⊗GA,B
? aFA,I,[GA,GB ] - FA ⊗ (I ⊗ [GA, GB])
id⊗ (id⊗GA,B) 7
?
2 5
FA ⊗ [FA, GB]
id⊗ [βA, id]
?
1 GA ⊗ [GA, GB] ﬀ
εFA,FB ⊗ id
βA ⊗ id
-
(FA ⊗ [FA, GA])⊗ [GA, GB]
aFA,[FA,GA],[GA,GB ]-
(id⊗ αA)⊗ id
-
FA ⊗ ([FA, GA]⊗ [GA, GB])
id⊗ (α
A ⊗G
A,B )
-
id⊗ (αA ⊗ id)
-
4
GB
εFA,GB
?
ﬀ
εFA,G′Aﬀ
εGA,
GB
FA ⊗ [FA, GA]
id⊗ cFA,GA,GB
?
Diagram 3.10: 1 commutes by definition of [βA, id], 2 by definition of β, 3, 7 commute
trivially, 4 commutes by definition of cFA,GA,GB and 5, 6 by naturality of a.
composite corresponds via adjunction to the composite [βA, idGB ] ◦ GA,B, and the outer
right composite corresponds to cFA,GA,GB ◦ (αA ⊗ GA,B) ◦ l−1A (A,B), by the triangle axiom
idX ⊗ lY = aX,I,Y ◦ (rX ⊗ idY ). In the commutative diagram 3.11, the outer left composite
corresponds via adjunction to the morphism [idFA , βB]◦FA,B and the outer right compos-
ite corresponds to cFA,FB ,GB ◦ (FA,B ⊗ αB) ◦ r−1A (A,B) because rX⊗Y = (idX ⊗ rY ) ◦ aX,Y,I
by proposition 2.4.4, and so aX,Y,I ◦ r−1X⊗Y = idX ⊗ r−1Y .
Proposition 3.1.17. Given two V -categories A ,B there exists a category with objects
the V -functors from A to B and morphisms the V -natural transformations between these
V -functors.
We would like to have an enriched category of V -functors and V -natural transforma-
tions, instead of an ordinary category. That is, we would like the V -natural transforma-
tions between two V -functors to form an object of V , instead of a set. The need for that
is due to the generalization (cf. theorem 4.3.1), for a general symmetric monoidal closed
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FA ⊗ [FA, FB] ﬀ
id⊗ FA,B
FA ⊗A (A,B)
r−1FA⊗A (A,B) - (FA ⊗A (A,B))⊗ I
aFA,A (A,B),I - FA ⊗ (A (A,B)⊗ I)
4 5 6
FA ⊗ [FA, GB]
ﬀ
id
⊗ [i
d,
βB
]
1 FB
εFA,FB
? r−1FB - FB ⊗ I ﬀ
εFA,FB ⊗ id (FA ⊗ [FA, FB])⊗ I
(id⊗ FA,B)⊗ id
? aFA,[FA,FB ],I -
r−1
FA⊗[FA ,FB ]
-
FA ⊗ ([FA, FB]⊗ I)
id⊗ (FA,B ⊗ id)
?
2 3 7
GB
βB
?
ﬀ εFB ,GB
ε
F
A ,G
B -
FB ⊗ [FB, GB]
id⊗ αB
?
ﬀεFA,FB ⊗ id (FA ⊗ [FA, FB])⊗ [FB, GB]
id⊗ αB
? aFA[FA,FB ][FB ,GB ]- FA ⊗ ([FA, FB]⊗ [FB, GB])
id⊗ (id⊗ αB)
?
8
FA ⊗ [FA, GB]
ﬀ
id⊗ cFA,FB,GB
ﬀ
εF
A ,G
B
Diagram 3.11: 1 commutes by definition of [id, βB], 2 by definition of βB, 3 commutes
trivially, 4, 5 commute by naturality of r, 6, 7 by naturality of a, and 8 by definition of
cFA,FB ,GB .
category V instead of Set, of the reconstruction theorem of chapter 1, section 1.3. In the
same way that a set with a monoid structure is isomorphic to the set of natural endo-
morphisms of the forgetful functor of its category of representations, when we generalize
this to a general symmetric monoidal closed category V , we ask for an isomorphism in V
between objects of V , which do not necessarily need to be sets.
3.2 Representable V -Functors
Proposition 3.2.1. Given a symmetric monoidal closed category V , for every V -category
A , we have V -functors
A (X,−) : A −→ V A (−, Y ) : A op −→ V
for all objects X,Y in A , with A (X,−)Y = A (X,Y ) = A (−, Y )X , and actions on
hom-objects
A (X,−)Y,Z : A (Y,Z) −→ [A (X,Y ),A (X,Z)]
and
A (−, Y )T,X : A (T,X) −→ [A (X,Y ),A (T, Y )] ,
defined via adjunction by
cX,Y,Z : A (X,Y )⊗A (Y, Z) - A (X,Z)
and
copT,X,Y : A (X,Y )⊗A (T,X)
sA (X,Y ),A (T,X)- A (T,X)⊗A (X,Y ) cT,X,Y- A (T, Y ),
respectively.
Proof. We have defined both the action on objects and on hom-objects of both A (X,−)
and A (−, Y ), now we need to check that the conditions from diagrams 3.3 and 3.4 are
fulfilled. For the covariant case, this is verified, via adjunction, by the commutativity of
diagrams 3.12 and 3.13. Finally, the naturality of a yields
A (X,−)Y,W ◦ cY,Z,W = cA (X,Y ),A (X,Z),A (X,W ) ◦ (A (X,−)Y,Z ⊗A (X,−)Z,W )
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A (X,Y )⊗ (A (Y, Z)⊗A (Z,W )) id⊗ cY,Z,W - A (X,Y )⊗A (Y,W ) id ⊗A (X,−)Y,W - A (X,Y )⊗ [A (X,Y ),A (X,W )]
2
(A (X,Y )⊗A (Y, Z))⊗A (Z,W )
a−1
? cX,Y,Z ⊗ id - A (X,Z)⊗A (Z,W ) cX,Z,W - A (X,W )
1 ε
?
cX,Y,W
-
(A (X,Y )⊗ [A (X,Y ),A (X,Z)])⊗A (Z,W )
(id ⊗A (X,−)Y,Z)⊗ id 3
?
ε ⊗ id
-
5 A (X,Z)⊗ [A (X,Z),A (X,W )]
id ⊗A (X,−)Z,W 4
?
ε
-
6 A (X,Y )⊗ [A (X,Y ),A (X,W )]
ε
6
(A (X,Y )⊗ [A (X,Y ),A (X,Z)])⊗ [A (X,Z),A (X,W )]
id ⊗A (X,−)Z,W
?
a−1
-
ε ⊗ id
-
A (X,Y )⊗ ([A (X,Y ),A (X,Z)]⊗ [A (X,Z),A (X,W )])
id ⊗ c
6
Diagram 3.12: 1, 3 and 4 commute by definition of A (X,−), 2 commutes by associativity
of the composition c, 5, commutes trivially, and 6 commutes by definition of internal
composition in V .
A (X,Y )⊗ I id ⊗ iY - A (X,Y )⊗A (Y, Y )
A (X,Y )⊗ [A (X,Y ),A (X,Y )]
id ⊗ iA (X,Y ) 3
?
εA (X,Y ),A (X,Y )
- A (X,Y )
2 cX,Y,Y 1
?
ﬀ
εA (X,Y ),A (X,Y )
rA (X,Y )
-
A (X,Y )⊗ [A (X,Y ),A (X,Y )]
idA (X,Y ) ⊗A (X,−)Y,Y
-
Diagram 3.13: 1 commutes by definition of A (X,−), 2 corresponds to the unit axiom for
the composition, and 3 commutes by definition of i
via adjunction. Similarly, the commutativity of diagram 3.13 implies that
A (X,−)Y,Y ◦ iY = iA (X,Y ).
The contravariant case can be proved similarly, replacing the composition morphisms
cA,B,C by the opposite compositions c
op
A,B,C = cA,B,C ◦ sA (B,C),A (A,B) instead.
Remark 3.2.2. Notice how the symmetry sA (X,Y ),A (T,X) in the definition of A (−, Y )T,X
relates to the contravariancy of A (−, Y ).
3.3 The Object of V -Natural Transformations
Definition 3.3.1. Let V be a complete symmetric monoidal closed category. Let A ,B
be two V -categories, and let F,G : A −→ B be two V -functors. The object of V -
natural transformations from F to G, denoted by V -Nat(F,G), is the equalizer object
of diagram 3.14, where the morphisms u, v are defined componentwise via adjunction by
V -Nat(F,G)
n -
∏
A∈A
B(FA, GA)
u-
v
-
∏
B,C∈A
[A (B,C),B(FB, GC)]
Diagram 3.14
each of the composites in diagram 3.15.
Remark 3.3.2. Notice that this definition in terms of an equalizer determines the object
V -Nat(F,G) up to an isomorphism. This will be a recurrent issue when dealing with
objects of V -natural transformations.
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A (B,C)⊗
∏
A∈A
B(FA, GA)
B(GB, GC)⊗B(FB, GB)
GB,C ⊗ piB
?
B(FB, GB)⊗B(GB, GC)
sB(GB ,GC),B(FB ,GB)
?
B(FB, GC)
cFB ,GB ,GC
?
A (B,C)⊗
∏
A∈A
B(FA, GA)
B(FB, FC)⊗B(FC , GC)
FB,C ⊗ piC
?
B(FB, GC)
cFB ,FC ,GC
?
Diagram 3.15
Definition 3.3.3. Given a symmetric monoidal category V , two V -categories A ,B, two
V -functors F,G : A −→ B and an object V ∈ V , a V -natural V -transformation from
F to G is a family of morphisms ϕA : V −→ B(FA, GA) for every object A ∈ A , such
that diagram 3.16 commutes. We denote by V - NatV (F,G) the set of all V -natural V -
transformations from F to G.
V ⊗A (A,B) sV,A (A,B) - A (A,B)⊗ V
B(FA, GA)⊗B(GA, GB)
ϕA ⊗GA,B
?
B(FA, FB)⊗B(FB, GB)
FA,B ⊗ ϕB
?
B(FA, GB)
ﬀ cFA,
FB
,GB
cF
A ,G
A ,G
B
-
Diagram 3.16
Remark 3.3.4. Notice that V -natural I-transformations are the usual V -natural trans-
formations defined in definition 3.1.9 (see remark 3.1.10).
Remark 3.3.5. The mapping sending an object V of V to the set V - NatV (F,G) is
actually a functor V - Nat−(F,G) : V op −→ Set. A morphism u : W −→ V , induces a
map
V - Natu(F,G) : V - NatV (F,G) −→ V - NatW (F,G),
sending a V -natural V -transformation ϕ with components ϕA : V −→ B(FA, GA) to a
V -natural W -transformation ψ with components ψA = ϕA ◦ u:
ψA : W
u- V
ϕA- B(FA, GA).
It is trivial to check that this is well defined and that we indeed get a functor.
Proposition 3.3.6. Let V be a complete symmetric monoidal closed category. Let A ,B
be two V -categories, and let F,G : A −→ B be two V -functors. Then, V - Nat−(F,G) is
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a representable functor with V -Nat(F,G) as representing object, i.e. there is a natural
isomorphism between the two functors
V (−,V -Nat(F,G)) ===
∼=⇒ V - Nat−(F,G) : V op −→ Set.
Proof. Let N = V -Nat(F,G), and let V be an object of V . Consider a morphism
f : V −→ N , and for every object A ∈ A let ϕA = piA ◦ n ◦ f : V −→ B(FA, GA),
where n is the morphism given by the equalizer in definition 3.3.1, and piA is the A
projection of the product
∏
A∈A B(FA, GA). It can be checked, using the properties of
the equalizer that the morphisms ϕA are the components of a V -natural V -transformation
ϕ. Conversely, given such a V -natural V -transformation ϕ, we can obtain a morphism
f˜ : V −→∏A∈A B(FA, GA) by the universal property of the product, which corresponds
to a unique morphism f : V −→ N by the universal property of the equalizer. It can be
shown that this gives us a bijection between
(i) V (V,N), the set of morphisms V −→ N , and
(ii) V - NatV (F,G), the set of V -natural V -transformations F −→ G.
We get such a bijection for every object V , and the naturality in V follows quite directly
from the definitions of the functors involved.
Definition 3.3.7. Let V be a symmetric monoidal closed category, and let F,G : A −→
B be a pair of V -functors between two V -categories A ,B. Let N = V -Nat(F,G) and
consider its identity idN : N −→ N . By the natural bijection from proposition 3.3.6 there
exists a unique V -natural N -transformation with components nA : N −→ B(FA, GA)
corresponding to idN . We say that nA is taking the A component of V -Nat(F,G).
Lemma 3.3.8. Let V be a symmetric monoidal closed category, and let F,G : A −→ B
be a pair of functors between two V -categories A ,B. Let fA : V −→ B(FA, GA) be the
components of a V -natural V -transformation from F to G. Then, there exists a unique
morphism f : V −→ V -Nat(F,G) such that diagram 3.17 commutes.
V
f- V -Nat(F,G)
B(FA, GA)
nA
?
f
A -
Diagram 3.17
Proof. This follows directly from the naturality of the bijection in proposition 3.3.6. The
V -natural V -transformation of components fA corresponds by the bijection to a morphism
f : V −→ N , with N = V -Nat(F,G). Now, we apply the naturality: in one hand, idN
is mapped to the family {nA}A∈A by the bijection, which is mapped to {nA ◦ f}A∈A , by
the action of the functor V - Nat−(F,G). on the other hand, idN is mapped by V (f,N)
to idN ◦ f = f , which is mapped to the family {fA}A∈A by the bijection. Therefore,
fA = nA ◦ f .
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V (N,N)
∼=- V - NatN (F,G)
V (V,N)
V (f,N)
? ∼=- V - NatV (F,G)
V - Natf (F,G)
?
Diagram 3.18
Proposition 3.3.9. Let V be a symmetric monoidal closed category, and let A ,B be
two V -categories. Let F,G,H : A −→ B be V -functors such that the two objects
V -Nat(F,G) and V -Nat(G,H) exist. Then, V -Nat(F,H) also exists, and there is
a composition morphism
cF,G,H : V -Nat(F,G)⊗ V -Nat(G,H) −→ V -Nat(F,H)
such that diagram 3.19 commutes.
V -Nat(F,G)⊗ V -Nat(G,H) cF,G,H- V -Nat(F,H)
B(FA, GA)⊗B(GA, HA)
nA ⊗ nA
? cFA,GA,HA- B(FA, HA)
nA
?
Diagram 3.19
Proof. Consider the composite
ϕA : V -Nat(F,G)⊗V -Nat(G,H) nA⊗nA- B(FA, GA)⊗B(GA, HA)
cFA,GA,HA- B(FA, HA)
and check that it is a V -natural V -transformation, for V = V -Nat(F,G)⊗V -Nat(G,H),
which follows from the properties of nA and the associativity of cFA,GA,HA .
Corollary 3.3.10. For a complete symmetric monoidal closed category V and any pair
of V -categories A ,B, we have a V -category V -Cat(A ,B) of V -functors from A to B
and V -natural transformation objects, whose underlying ordinary category is the category
of V -functors from A to B and V -natural transformations V -Cat(A ,B).
Proof. The identity V -natural transformation of a V -functor F , with components
iFA : I −→ [FA, FA] ,
seen as an I-transformation, produces an identity morphism
iF : I −→ V -Nat(F, F ).
This, together with the composition from proposition 3.3.9 gives the structure of a V -
category. It is routine computation to check that the required axioms are fulfilled. The
underlying category is given by the fact that morphisms I −→ V -Nat(F,G) correspond
to unique V -natural I-transformations from F to G, which are V -natural transformations.
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Corollary 3.3.11. The object V -Nat(F, F ), for a given V -functor F : A −→ B, is
a monoid in V with multiplication and unit given by the above defined composition and
identities.
Proof. In every V -category C , the hom object C (A,A) is a monoid in V for every object
A ∈ C with multiplication and unit given by the composition and identities of the V -
category. Just consider the V -category C = V -Cat(A ,B).
Corollary 3.3.12. The morphism nA : V -Nat(F, F ) −→ B(FA, FA) of taking the A
component is a monoid morphism.
Lemma 3.3.13. Let V be a symmetric monoidal closed category and let A and B be V -
categories. Let F,G,H,K : A −→ B be V -functors, with τ : F ===
∼=⇒ G, σ : H ===
∼=⇒ K
V -natural isomorphisms between them. Then, these isomorphisms induce an isomorphism
in V
V -Nat(F,H)
∼=- V -Nat(G,K).
In particular, if F = H, G = K, τ = σ,
V -Nat(F, F )
∼=- V -Nat(G,G)
is a monoid isomorphism.
Proof. Consider the composites in diagrams 3.20 and 3.21. By lemma 3.3.8 they define
morphisms
f : V -Nat(F,H) −→ V -Nat(G,K),
f−1 : V -Nat(G,K) −→ V -Nat(F,H),
respectively. It only remains to check that
f−1 ◦ f = idV -Nat(F,H), f ◦ f−1 = idV -Nat(G,K).
To do so, rearrange the arrows using functoriality of ⊗ and naturality of the isomorphisms
of V and use the fact that τ, σ are isomorphisms and the associativity of the composition.
V -Nat(F,H)
B(FA, HA)
nA ?
I ⊗B(FA, HA)
l−1
?
I ⊗ (B(FA, HA)⊗ I)
idI ⊗ r−1 ?
B(GA, FA)⊗ (B(FA, HA)⊗B(HA,KA))
τ−1A ⊗ (id ⊗ σA) ?
B(GA, FA)⊗B(FA,KA)
id ⊗ cFA,HA,KA ?
B(GA,KA)
cGA,FA,KA ?
Diagram 3.20
V -Nat(G,K)
B(GA,KA)
nA ?
I ⊗B(GA,KA)
l−1
?
I ⊗ (B(GA,KA)⊗ I)
idI ⊗ r−1 ?
B(FA, GA)⊗ (B(GA,KA)⊗B(KA, HA))
τA ⊗ (id ⊗ σ−1A ) ?
B(FA, GA)⊗B(GA, HA)
id ⊗ cGA,KA,HA ?
B(FA, HA)
cFA,GA,HA ?
Diagram 3.21
For the second part, we need to check that f : V -Nat(F, F ) −→ V -Nat(G,G) is a
monoid morphism. This follows from the naturality of the associator a and unitators r, l,
associativity of the composition c and the facts that τ is a V -natural isomorphism and
nA a monoid morphism, but we will skip the details.
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3.4 The Enriched Yoneda Lemma
This section is devoted to state and proof an enriched version of the Yoneda lemma, and
give related results that will be useful in the rest of this work.
Theorem 3.4.1. (Enriched Yoneda Lemma) Let V be a symmetric monoidal closed
category and let A be a V -category. For every object A ∈ A and every V -functor
F : A −→ V the object of V -natural transformations from A (A,−) to F exists and
there is an isomorphism in V ,
yA,F : V -Nat(A (A,−), F )
∼=- FA,
which is V -natural in both F and A.
Proof. We know from proposition 3.3.6 that V -Nat(F,G) is a representing object for the
representable functor V - Nat−(F,G) : V op −→ Set, and in particular, that
V -Nat(A (A,−), F )
is a representing object for the representable functor
V - Nat−(A (A,−), F ) : V op −→ Set.
We know from corollary 1.2.6 that representing objects of isomorphic representable func-
tors are isomorphic. Therefore, we want to show that FA is also a representing object
for the functor V - Nat−(A (A,−), F ). Hence, we need to establish a bijection Φ, nat-
ural in V ∈ V , between V (V, FA) and the set V - NatV (A (A,−), F ) of V -natural V -
transformations A (A,−) −→ F .
First, for every morphism f : V −→ FA we define a V -natural V -transformation
ϕ = Φ(f) with components ϕB : V −→ [A (A,B), FB] defined via adjunction by the
composite
A (A,B)⊗ V sA (A,B),V- V ⊗A (A,B) f⊗FA,B- FA ⊗ [FA, FB]
εFA,FB- FB.
Indeed, the commutativity of diagram 3.22 implies, via adjunction, the V -naturality of
ϕ, because the left composite corresponds to the symmetry isomorphism, and each of
the outer composites in the diagram corresponds to the composites in the V -naturality
condition of diagram 3.16. Conversely, we define a morphism f = Ψ(ϕ) for every V -natural
V -transformation ϕ:
f : V
ϕA- [A (A,A), FA]
[iA, FA]- [I, FA]
j−1FA - FA,
and we check that Φ and Ψ are inverses of each other. To prove Ψ ◦ Φ = id, setting
ϕ = Φ(f), the left composite of diagram 3.23 equals j−1FA ◦ [iA, FA] ◦ ϕA = Ψ(ϕ) and the
right composite equals f , by naturality of l and r, respectively. Therefore, f = Ψ(Φ(f)).
To prove that Φ ◦ Ψ = id, let f = Ψ(ϕ). The commutativity of diagrams 3.24 and 3.25
shows that ϕB corresponds via adjunction to the composite
εFA,FB ◦ (j−1FA ⊗ id[FA,FB ]) ◦ ([iA, FA]⊗ id[FA,FB ]) ◦ (ϕA ⊗ FA,B).
We still need to check that the bijection Φ is natural in V . We consider the two
functors
V (−, FA),V - Nat−(A (A,−), F ) : V op −→ Set,
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A (A,B)⊗ (A (B,C)⊗ V ) id ⊗ (A (A,−)B,C ⊗ ϕC)- A (A,B)⊗ ([A (A,B),A (A,C)]⊗ [A (A,C), FC ])
2
(A (A,B)⊗A (B,C))⊗ V
a−1
? (id ⊗A (A,−)B,C)⊗ ϕC- (A (A,B)⊗ [A (A,B),A (A,C)])⊗ [A (A,C), FC ]
a−1
?
A (A,B)⊗ [A (A,B), FC ]
id ⊗ c
-
3 1
5 A (A,C)⊗ V id ⊗ ϕC-
c ⊗ id -
A (A,C)⊗ [A (A,C), FC ]
ε ⊗ id
-
4
V ⊗ (A (A,B)⊗A (B,C))
s
? id ⊗ c - V ⊗A (A,C)
s
? f ⊗ FA,C - FA ⊗ [FA, FC ] ε - FC
ε
-
ε
-
6 7
8 FA ⊗ ([FA, FB]⊗ [FB, FC ])
id ⊗ c
-
f ⊗ (FA,B ⊗ FB,C ) -
FB ⊗ [FB, FC ]
ε
-
10
(V ⊗A (A,B))⊗A (B,C)
a−1
? (f ⊗ FA,B)⊗ FB,C - (FA ⊗ [FA, FB])⊗ [FB, FC ]
a−1
?
ε ⊗ id
-
A (A,B)⊗ [A (A,B), FC ]
ε
-
9
(A (A,B)⊗ V )⊗A (B,C)
s ⊗ id
? (id ⊗ ϕB)⊗ FB,C - (A (A,B)⊗ [A (A,B), FB])⊗ [FB, FC ]
ε ⊗ id
-
11
A (A,B)⊗ (V ⊗A (B,C))
a
? id ⊗ (ϕB ⊗ FB,C) - A (A,B)⊗ ([A (A,B), FB]⊗ [FB, FC ])
a
?
id ⊗ c
-
Diagram 3.22: 1, 7, 10 commute by definition of the composition c; 2, 5, 8, 11 by naturality
of a and s; 3 by definition of the V -functor A (A,−); 4, 9 by definition of ϕ; and 6 by
V -functoriality of F .
V
6
I ⊗ V sI,V -ﬀ
l−
1
V
V ⊗ I
r−1
V
-
5
I ⊗ [A (A,A), FA]
idI ⊗ ϕA
?
3 A (A,A)⊗ V sA (A,A).V-
iA ⊗ idV
-
V ⊗A (A,A)
idV ⊗ iA
?
I ⊗ [I, FA]
idI ⊗ [iA, FA] 2
?
A (A,A)⊗ [A (A,A), FA]
idA (A,A) ⊗ ϕA
?
iA ⊗ id
-
4 FA ⊗ [FA, FA]
f ⊗ FA,A 7
?
ﬀidFA ⊗ iFA FA ⊗ I
f ⊗
id
I
-
1
I ⊗ FA
idI ⊗ j−1FA ? lFA - FA
εFA,FA 8
?ﬀ rFA
εA (A,A),FA
-
εI,FA
Diagram 3.23: 1 commutes by definition of j, 2 by definition of [iA, id], 4 by definition of
ϕ as Φ(f), 5 by naturality of s, 6 by proposition 2.4.4, 7 by the V -functoriality of F , and
8 by definition of iFA .
and check the naturality
V (V, FA)
ΦV- V - NatV (A (A,−), F )
V (W,FA)
V (u, FA)
? ΦW- V - NatW (A (A,−), F )
V - Natu(A (A,−), F )
?
for a morphism u : W −→ V . A morphism f : V −→ FA is sent by ΦV to a V -natural
V -transformation with components ϕB : V −→ [A (A,B), FB], which gives, via the map
V - Natu(A (A,−), F ), a V -natural W -transformation with components
ϕ˜B : W
u- V
ϕB- [A (A,B), FB] .
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A (A,B)⊗ V id ⊗ ϕB - A (A,B)⊗ [A (A,B), FB]
1
(I ⊗A (A,B))⊗ V
(iA ⊗A (A,−)A,B)⊗ ϕB
-
l ⊗ ϕB
-l −1⊗
id
-
(A (A,A)⊗ [A (A,A),A (A,B)])⊗ [A (A,B), FB]
2 ε ⊗ id
6
FB
ε
-
7 4 3
V ⊗A (A,B)
s
?
I ⊗ (A (A,B)⊗ V )
5
a
? iA ⊗ (A (A,−)A,B ⊗ ϕB)-
l −
1
-
A (A,A)⊗ ([A (A,A),A (A,B)]⊗ [A (A,B), FB])
a
? id ⊗ c- A (A,A)⊗ [A (A,A), FB]
ε
6
6
I ⊗ (V ⊗A (A,B))
id ⊗ s
? iA ⊗ (ϕA ⊗ FA,B) -
l −1
-
A (A,A)⊗ ([A (A,A), FA]⊗ [FA, FB])
id ⊗ c
-
Diagram 3.24: 1 commutes trivially, 2 commutes by definition of A (B,−) and unit axiom
of A , 3 by definition of c, 4, 7 by naturality of a and l, 5 by proposition 2.4.4 and 6 by
V -naturality of ϕ.
I ⊗ (V ⊗A (A,B)) id ⊗ (ϕA ⊗ FA,B)- I ⊗ ([A (A,A), FA]⊗ [FA, FB]) iA ⊗ id - A (A,A)⊗ ([A (A,A), FA]⊗ [FA, FB]) id ⊗ c- A (A,A)⊗ [A (A,A), FB]
1 3 2
V ⊗A (A,B)
l−1
6
(I ⊗ [A (A,A), FA])⊗ [FA, FB]
4
a−1
? (iA ⊗ id)⊗ id- (A (A,A)⊗ [A (A,A), FA])⊗ [FA, FB]
a−1
?
FB
ε
?
5
[A (A,A), FA]⊗ [FA, FB]
ϕA ⊗ FA,B
?
l−
1
-
l−1 ⊗ id
-
6 (I ⊗ [I, FA])⊗ [FA, FB]
(id ⊗ [iA, id])⊗ id
? ε ⊗ id - FA ⊗ [FA, FB]
ε ⊗ id
?
ε
-
[I, FA]⊗ [FA, FB]
l−1 ⊗ id 7
6
j
−1
FA
⊗ id
-
[iA, id]⊗ id
-
Diagram 3.25: 1, 3, 6 commute by naturality of l and a, 2 by definition of c, 4 by propo-
sition 2.4.4, 5 by definition of [iA, id], and 7 by proposition 2.5.8.
It is easy to see from the corresponding definitions that this ϕ˜ is the image by ΦW of
f ◦ u = V (u, FA)(f).
Now, it only remains to see that the isomorphism y is V -natural in both F and A.
This part of the proof is rather involved, and we will skip it. One should use the ideas
from the proof of the usual Yoneda lemma and the formalism of the enriched context. The
naturality of the isomorphism y corresponds to checking that the isomorphisms yA,F are
the components of a V -natural transformation between a pair of V -functors
N ,E : A ⊗ V -Cat(A ,V ) −→ V .
Lemma 3.4.2. There exists a V -natural A (X,Y )-transformation
ϕ : A (Y,−) −→ A (X,−)
with components
ϕZ = A (−, Z)X,Y : A (X,Y ) −→ [A (Y,−),A (X,−)] .
Proof. We need to prove that diagram 3.26 commutes for every pair Z, T ∈ V of ob-
jects. This follows from the definitions of the involved morphisms, and their most basic
properties. We will skip the details.
Theorem 3.4.3. Let A be an object of a V -category A , for V a symmetric monoidal
closed category. Then, there exists a monoid isomorphism
y : V - Nat(A (A,−),A (A,−)) ∼=- A op(A,A).
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A (X,Y )⊗A (Z, T ) s - A (Z, T )⊗A (X,Y )
[A (Y, Z)⊗A (X,Z)]⊗ [A (X,Z)⊗A (X,T )]
A (−, Z)X,Y ⊗A (X,−)Z,T
?
[A (Y,Z)⊗A (Y, T )]⊗ [A (Y, T )⊗A (X,T )]
A (Y,−)Z,T ⊗A (−, T )X,Y
?
[A (Y,Z),A (X,T )]
ﬀ
cc -
Diagram 3.26
Proof. Recall that A (A,A) and A op(A,A) are the same object with diferent monoid
structure. Consider the V -natural A (A,A)-transformation ϕ from lemma 3.4.2 with
X = Y = A, which has components ϕB = A (−, B)A,A. It defines componentwise a
unique morphism f : A (A,A) −→ V -Nat(A (A,−),A (A,−)) with nB◦f = A (−, B)A,A.
Also, consider the morphism g : V -Nat(A (A,−),A (A,−)) −→ A (A,A) defined by the
composite
V -Nat(A (A,−),A (A,−))
[A (A,A),A (A,A)]
nA ?
I ⊗ [A (A,A),A (A,A)]
l−1
?
A (A,A)⊗ [A (A,A),A (A,A)]
iA ⊗ id ?
A (A,A).
ε
?
Now, we want to show that f and g are inverses of each other, and that they are monoid
morphisms with the monoid structure of A op(A,A) given by composition.
To show that f is a monoid morphism, we want to prove that diagram 3.27 commutes
for every object B, where N = V -Nat(A (A,−),A (A,−)), which implies that
cN ◦ (f ⊗ f) = f ◦ copA (A,A).
The triangles in diagram 3.27 commute by definition of f , and the square commutes
by proposition 3.3.9. The commutativity of the pentagon follows from the definition of
A (−, B), and basic properties of the compositions c and the symmetry and associator.
The proof of the fact that f and g are inverses of each other is quite long, but it follows
from the definitions and basic properties of the morphisms involved.
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A (A,A)⊗A (A,A) f ⊗ f - N ⊗N cN - N
[A (A,B),A (A,B)]⊗ [A (A,B),A (A,B)]
nB ⊗ nB
? c-
A (−, B)A,A ⊗A (−, B)A,A-
[A (A,B),A (A,B)]
nB
?
A (A,A)⊗A (A,A)
s
? cA (A,A) - A (A,A)
f -
A (−, B
)A,A
-
N
nB
6
Diagram 3.27
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Chapter 4
Enriched Reconstruction of a
Monoid
The aim of this chapter is to state and proof the enriched version of the reconstruction
theorem (cf. theorem 1.3.2) from chapter 1. We first develop the topic of modules over
a monoid A in a monoidal category V , to show the relation between them and the V -
category of representations of A. Finally, using the concepts and results developed in
previous chapters we state and proof the enriched version of the reconstruction theorem
in a similar way as the proof of theorem 1.3.2. The main reference for this chapter is [S],
while the idea of the proof of theorem 4.3.1 is from [nLab].
4.1 Modules over a Monoid
Definition 4.1.1. Given a monoid A = (A,µ, η) in a monoidal category V , a right A-
module is a pair (M,α), where M is an object of V and α : M ⊗A −→M is a morphism
in V such that diagrams 4.1 and 4.2 commute.
(M ⊗A)⊗A aM,A,A - M ⊗ (A⊗A)
M ⊗A
α⊗ idA
? α - M ﬀ
α
M ⊗A
idM ⊗ µ
?
Diagram 4.1
M ⊗ I idM ⊗ η- M ⊗A
M
α
?
r
M
-
Diagram 4.2
Example 4.1.2. In the category Ab of abelian groups, the monoids are the rings. For
a ring R this definition corresponds to the usual notion of right R-module. In particular,
k-vector spaces are R-modules when R is the field k.
As usual, we want a notion of morphism between objects.
Definition 4.1.3. Given a monoid A = (A,µ, η) in a monoidal category V , and two right
A-modules M = (M,αM ), N = (N,αM ), a morphism of A-modules from M to N is a
morphism f : M −→ N in V such that diagram 4.3 commutes.
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M ⊗A αM- M
N ⊗A
f ⊗ idA
? αN- N
f
?
Diagram 4.3
Similarly to the case of monoids, the composition of two A-module morphisms is an-
other morphism of A-modules. Hence, we can define, for every monoid A in any monoidal
category V , a category of right A-modules and A-module morphisms ModV (A).
Now, to a monoid A in V we can assign the category ModV (A). We can also assign
a functor ModV (f) : ModV (B) −→ModV (A) to every monoid morphism f : A −→ B.
First of all, given a monoid morphism f : A −→ B, for any B-module (M,β) we have an
A-module (M,α) with
α : M ⊗A idM ⊗ f- M ⊗B β - M.
Moreover, given a B-module morphism g : (M,βM ) −→ (N, βN ), the same morphism
g : M −→ N is an A-module morphism, by the commutativity of diagram 4.4, and this
mapping preserves compositions, and so we indeed have a functor ModV (f). We also
M ⊗A idM ⊗ f- M ⊗B βM- M
N ⊗A
g ⊗ idA
? idN ⊗ f- N ⊗B
g ⊗ idB
? βN- N
g
?
Diagram 4.4
have a functor
F : MonopV −→ Cat
that sends each monoid A in V to its category of A-modules, and sends every monoid
morphism f : A −→ B to the functor ModV (f). Indeed, the functoriality corresponds
to diagram 4.5, which trivially commutes for (M,β) = ModV (g)(M,γ). We can also
M ⊗A idM ⊗ (g ◦ f) - M ⊗ c
M ⊗B β -
idM
⊗ g -id
M ⊗
f -
M
γ
-
Diagram 4.5
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consider, for every monoid A in V , the forgetful functor
UA : ModV (A) −→ V
sending every A-module (M,α) to the object M in V , and every morphism of A-modules
g : (M,αM ) −→ (N,αN ) to the morphism g : M −→ N in V .
Thus, the functor F : MonopV −→ Cat can be naturally thought as a functor
ModV : Mon
op
V −→ Cat/V ,
where Cat/V is the category whose objects are pairs (C, F ), where C is a category and
F : C −→ V is a functor, and a morphism ϕ : (C, F ) −→ (D, G) is a functor ϕ : C −→ D
such that diagram 4.6 commutes, i.e. F = G ◦ϕ. It is indeed a category with composition
given by the composition of functors. This functor ModV sends a monoid A to the pair
C ϕ - D
V
ﬀ
G
F
-
Diagram 4.6
(ModV (A), UA), and a monoid morphism f : A −→ B to the functor
ModV (f) : ModV (B) −→ModV (A).
The condition of diagram 4.6 is fulfilled because a B-module (M,β) and its image (M,α) =
ModV (f)(M,β) share the same underlying object M .
4.2 Modules and Representations
Definition 4.2.1. Let V be a monoidal category, and let A be a monoid in V . We define
A , the delooping V -category of A, as the V -category that has
(a) the singleton set {∗} as set of objects,
(b) the monoid A as the hom object A (∗, ∗),
(c) composition c : A (∗, ∗)⊗A (∗, ∗) −→ A (∗, ∗) equal to µ : A⊗A −→ A, the multipli-
cation in A and
(d) identity i : I −→ A (∗, ∗) equal to the unit η : I −→ A.
The fact that monoids in V can be thought of as V -categories of one object, together
with the fact that the same object of V might have more than one monoid structure, lets
us apreciate that the proper context for monoid morphisms is not in the category V but
in the category of V -categories.
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Definition 4.2.2. For V a monoidal category, A a monoid in V and A the delooping
V -category of A, a V -representation of A is a V -functor F : A −→ V . The V -category
of representations of A is the V -category
RepV (A) = V -Cat(A ,V )
of V -functors and V -natural transformation objects.
From this definition, considering the underlying category of V -Cat(A ,V ), we get also
an ordinary category of V -representations V -Cat(A ,V ). It is worth noting that since
the delooping V -category A has only one object, a V -functor ρ : A −→ V consists of an
object R ∈ V and a morphism α : A −→ [R,R], making diagrams 4.7 and 4.8 commute.
By adjunction, this morphism α corresponds to a morphism γ : R⊗A −→ R, defined by
A⊗A µ - A
[R,R]⊗ [R,R]
α⊗ α
? cR,R,R- [R,R]
α
?
Diagram 4.7
I
η - A
[R,R]
α
?
iR
-
Diagram 4.8
γ : R⊗A idR⊗α- R⊗ [R,R] εR,R- R,
satisfying the condition that the pair (R, γ) is a right A-module. This is because the con-
ditions are equivalent by adjunction, since each composite of the commutative diagram 4.7
corresponds to one of he composites in diagram 4.1, which follows from the commutativity
of diagrams 4.9 and 4.10. Similarly, by adjunction rR corresponds to iR and α ◦ η cor-
responds to γ ◦ (idR ⊗ η), and so the commutativity of diagram 4.8 is equivalent to the
commutativity of diagram 4.2. Therefore, the right A-module (R, γ) corresponds to the
V -representation (R,α) of A.
(R⊗A)⊗A ﬀ a
−1
R⊗ (A⊗A)
(R⊗ [R,R])⊗ [R,R] ﬀa
−1
(idR ⊗ α)⊗ α -
R⊗ ([R,R]⊗ [R,R])
idR ⊗ (α⊗ α)
?
R⊗A
γ ⊗ idA
? idR ⊗ α - R⊗ [R,R]
εR,R ⊗ id
?
R⊗ [R,R]
idR ⊗ cR,R,R
?
R
εR,R
?ﬀ
εR,R
γ
-
Diagram 4.9
R⊗ (A⊗A)
R⊗A
idR ⊗ µ
?
R⊗ [R,R]
idR ⊗ α
? εR,R- R
γ
-
Diagram 4.10
Proposition 4.2.3. There exists a canonical isomorphism of categories
ModV (A)
∼=- V -Cat(A ,V ),
where A is the delooping V -category of the monoid A.
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Proof. We have seen that there is a correspondence between right A-modules and V -
representations of A, i.e. V -functors A −→ V . We need to show a correspondence be-
tween A-module morphisms and V -natural transformations between V -functorsA −→ V ,
and check that it is functorial. Since A has only one object, a V -natural transformation
from (R,α) to (S, β) corresponds to a morphism τ : R −→ S making diagram 4.11 com-
mute, by the characterization of V -natural transformations from proposition 3.1.16. If
(R, γ), (S, δ) are the corresponding right A-modules to these V -representations, the V -
natural transformation τ is actually an A-module morphism. Indeed, every composite
in the diagram diagram 4.11 corresponds via adjunction to one of the composites in the
condition for τ to be an A-module morphism given by diagram 4.3. The functoriality
A
α - [R,R]
[S, S]
β
? [τ, idS ]- [R,S]
[idR, τ ]
?
Diagram 4.11
R⊗A
R⊗ [R,R]
idR ⊗ α
? εR,R- R
γ
-
R⊗ [R,S]
idR ⊗ [idR, τ ]
? εR,S- S
τ
?
Diagram 4.12
R⊗A τ ⊗ idA - S ⊗A
R⊗ [S, S]
idR ⊗ β
? τ ⊗ id- S ⊗ [S, S]
ﬀ
id
S
⊗ β
R⊗ [R,S]
idR ⊗ [τ, idS ]
?
εR,S
- S
δ
?
ε
S,S -
Diagram 4.13
of this bijection follows from the fact that both morphisms of A-modules and V -natural
transformations of V -representations of A are just morphisms in V satisfying some prop-
erties. Indeed, the composition of two module morphisms is a module morphism, which
corresponds via this bijection to the V -natural transformation that is the composition of
the V -natural transformation corresponding to the original two module morphisms.
Therefore, the category ModV (A) of right modules over a monoid A can be thought
of as the underlying category of the V -category RepV (A) of V -representations of A.
Moreover, we also have a forgetful V -functor
U : RepV (A) −→ V ,
for which the image of a V -representation ρ = (R,α) is just R, and for every pair of
V -representations ρ = (R,α), ρ′ = (R′, α′), we have
Uρ,ρ′ : V -Nat(ρ, ρ
′) −→ [R,R′] ,
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the morphism that is taking the ∗ component, which is given by the image of the identity
of V -Nat(ρ, ρ′) under the bijection from proposition 3.3.6 (see definition 3.3.7).
Remark 4.2.4. This forgeful V -functor has an underlying ordinary functor that consists
on giving for any V -representation (R,α) its underlying object R, and for any V -natural
transformation τ : (R,α) −→ (S, β) between V -representations, the underlying morphism
τ : R −→ S. This makes the isomorphism of categories from proposition 4.2.3 into an
isomorphism of pairs
(ModV (A), UA)
∼=- (V -Cat(A ,V ), U).
4.3 Enriched Reconstruction Theorem
In this section we give a generalization of section 1.3, for a general monoid in a general
complete symmetric monoidal closed category V replacing the category Set.
Theorem 4.3.1. There is a monoid isomorphism in V
V -Nat(U,U) ∼= A.
Proof. Consider the Yoneda embedding
Y (A ) : A - RepV (A)
∗ - Y (A )∗ = A (∗,−)
we say that Y (A )∗ is the regular representation of A, as in the classical case, since it
corresponds to the right multiplication of the monoid.
Now, we show that the forgetful V -functor U : RepV (A) −→ V is isomorphic to the
V -functor
V -Nat(Y (A )∗,−) : RepV (A) −→ V .
Indeed, for every representation ρ, i.e. an object of RepV (A), the enriched Yoneda lemma
gives us a family of isomorphisms
τρ : V -Nat(Y (A )∗, ρ) = V -Nat(A (∗,−), ρ) ∼= ρ∗ = Uρ
that is V -natural in ρ (and in ∗). Therefore, we have a V -natural isomorphism τ between
V -functors, with components τρ. Now, we apply lemma 3.3.13 to this isomorphism τ and
apply the version of the enriched Yoneda lemma for endomorphisms (see theorem 3.4.3)
twice, getting the following monoid isomorphisms in V :
V -Nat(U,U) ∼= V -Nat(V -Nat(Y (A )∗,−),V -Nat(Y (A )∗,−))
∼= V -Natop(Y (A )∗, Y (A )∗) = V -Natop(A (∗,−),A (∗,−))
∼= A (∗, ∗) = A.
We have seen in this work some reconstruction theorems of monoids in a monoidal cate-
gory V from their V -category of representations and the corresponding forgeful V -functor.
Another problem of Tannaka duality goes the other way around. Given a V -category C
with a forgeful V -functor U : C −→ V , we can consider the monoid V -Nat(U,U) of
V -natural endomorphisms of U , and consider its V -category of representations. This
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problem, of also high interest, asks for conditions on the pair (C , U) to ensure that the
V -category of representations of the monoid V -Nat(U,U) is equivalent (slightly weaker
notion than isomorphic), preserving the forgetful V -functors, to the pair (C , U).
An important difference between the original theorem of Tannaka, and the result we
have proved, is the fact that the theorem of Tannaka reconstructs the group G from only
the finite dimensional linear representations, not all of them. In the general case, this
corresponds to being able to reconstruct the monoid A ∈ V only from the subcategory of
the so called dualizable objects in the category of representations, and in some cases this is
indeed possible. The category of representations can be provided with a monoidal structure
inherited from the one for V , and dualizable objects in a monoidal category are objects A
that admit a dual object A∗ with morphisms i : I −→ A⊗ A∗, e : A∗ ⊗ A −→ I stisfying
some properties. In the particular case of the category V ectk, the dualizable objects are
finite dimensional vector spaces, and similarly, in the category of linear representations of
G, the dualizable representations are the ones with finite dimensional underlying vector
space.
Another issue regarding the original theorem of Tannaka is the fact that it deals with
reconstruction of compact groups, while in our case we do not consider any topology.
Moreover, the fact that the category of topological spaces is not closed makes the possible
solution of this problem in our categorical context to be nothing close to straightforward.
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