Due to its timed-token medium access control protocol, fibre distributed data interface is suitable for transmitting real-time and non-real-time data. Several protocol parameters should be properly selected to satisfy the time constraints of the synchronous messages and to provide the maximum usage of the asynchronous transmission bandwidth. In this study the effect of asynchronous threshold values on the behaviour of the ring is considered, and two methods are developed to calculate suitable threshold values for different purposes. In the first method the proper asynchronous threshold values are calculated to share out the asynchronous bandwidth between nodes in given proportions. In the second method, asynchronous data transmissions of nodes are limited by using appropriate asynchronous threshold values. In this way the actual target token rotation time can be reduced to facilitate achieving the real-time requirements of synchronous messages.
INTRODUCTION
Because of its suitable features, the fibre distributed data interface (FDDI) [1] is used today as a backbone network for real-time mission management systems in many domains including defence, industrial automation, computer integrated manufacturing and university campuses. Its timed-token medium access control (MAC) protocol has services which are well suited for transmitting real-time and non-realtime data efficiently. Specifically, the timed token protocol provides support for two types of services: synchronous and asynchronous. Synchronous messages, such as sampled/digitized voice and video data, are periodic messages which arrive at regular intervals and have delivery time constraints. Asynchronous messages are non-periodic and may arrive in a random way and have no time constraints. With the timed token protocol each node in the network is guaranteed a certain bandwidth for its synchronous traffic. The remaining bandwidth is dynamically shared by all nodes for asynchronous traffic. If the protocol parameters are selected carefully, synchronous service can be used to guarantee the deadlines of real-time messages and the asynchronous service can be used to transmit non-real-time messages.
At network initialization time all nodes in the FDDI ring negotiate a common value for the target token rotation time (TTRT). As an important protocol parameter, TTRT determines the average frequency of the token visits at a node, i.e. the average time elapsed before a node captures the token to transmit its messages. A fraction of the TTRT is assigned to each node as its synchronous bandwidth (H i ), which is the maximum time the node is allowed to transmit its synchronous messages each time it receives the token. The transmission of asynchronous messages can be initiated when the synchronous bandwidth is elapsed or when the synchronous messages are exhausted. An asynchronous threshold value may be assigned to each node to limit its asynchronous data transmission. The asynchronous transmission time of a node is calculated by subtracting the time elapsed since the previous capture of the token and the asynchronous threshold from the TTRT. Asynchronous messages are transmitted only if the calculated transmission time is positive.
In FDDI networks, MAC protocol parameters should be properly selected to satisfy the time constraints of the synchronous messages and to provide the maximum usage of the asynchronous transmission bandwidth. In the FDDI standard no method is proposed in order to calculate the protocol parameters. Many researchers have studied the determination of the MAC protocol parameters and various results can be found in the literature. These studies have mainly focused on finding the optimal values for the synchronous bandwidths to be allocated to the nodes [2, 3, 4, 5, 6, 7] . Zhang et al. [8] developed an algorithm that can be used to form an optimal test on whether or not a given setting of network parameters can meet the message deadline constraints of synchronous messages. Hassler and Jahn [9] proposed a game theoretic approach 422 A. GENÇ ATA AND F. BUZLUCA for the improvement of the performance of the FDDI ring, by optimization of the protocol parameters. Some earlier works also deal with the transmission of asynchronous messages. Hamdaoui and Ramanathan [10] proposed a scheme for reducing the response time of non-real-time messages. Gençata and Buzluca [11] studied the influence of the asynchronous threshold values on the throughput of synchronous and asynchronous traffic.
In this study, two methods are developed to calculate suitable asynchronous threshold values for different purposes. In the first method the proper asynchronous threshold values are calculated to share out the asynchronous bandwidth between nodes in given proportions. In many cases, the nodes in a network have different message loads, which can also change during the operation. The asynchronous bandwidth allocation (ABA) scheme proposed in this study can be used in the management of networks that use the timed token MAC protocol and that have asymmetric asynchronous load. With this scheme, the dynamic management of the network is possible because the asynchronous threshold values can be modified at any time, without interrupting the data transmission, according to the changing network's asynchronous data load and the nodes' weight.
In the second method, asynchronous data transmissions of nodes are limited by using appropriate asynchronous threshold values.
In this way the actual TTRT and the worst case token rotation time can be reduced to facilitate meeting the real-time requirements of synchronous messages. The TTRT value determined in the ring setup process might become inadequate for satisfying the real-time requirements when the time constraints of the synchronous messages in the network change. The FDDI protocol does not permit any modification on the predetermined TTRT value while the ring is active. The only way to change the TTRT is to interrupt the data transmission, then to start a negotiation process between nodes to determine the new TTRT and then to restart the data transmission. By using the second method proposed in this study the actual TTRT value can be modified dynamically and without interrupting the synchronous data transmission. The second method can also be used to reduce the worst case token rotation time, which is a key value for calculation of the individual synchronous bandwidths of nodes.
SYSTEM CHARACTERISTICS
The network is assumed to consist of N nodes arranged to form a ring and be free from any hardware and software failures. Message transmission is controlled by the timed token protocol. Token walk time τ includes the ring latency, the token transmission time and other protocol/network dependent overheads and thus represents the portion of TTRT that is not available for message transmission.
To ensure stable operation of the timed-token protocol, the total bandwidth allocated to synchronous messages must be less than the available network bandwidth. This protocol constraint is
Under the protocol constraint (1), Sevcik and Johnson's theorem [2] shows that the maximum time that could possibly elapse between any two successive token arrivals to a node is bounded by 2TTRT. Chen and Zhao [3] generalized this theorem and gave an upper bound on the time elapsed between any v consecutive token arrivals. Zhang and Burns [5] derived a tighter upper bound and generalized Sevcik and Johnson's theorem.
Asynchronous messages are transmitted only if the token has rotated sufficiently fast so that the time elapsed between the arrival of two consecutive tokens at a node is less than the TTRT minus the threshold of the node. Less asynchronous message is transmitted if the network load (synchronous and asynchronous) increases. In order to investigate the network's behaviour from the point of view of asynchronous messages, we assume that the network is under heavy load, i.e. each node has enough messages to transmit each time it receives the token. The long-term behaviour of the network is examined to expose how the total asynchronous bandwidth is shared among the nodes.
The nodes in the ring are grouped into two sets:
(a) S is the set of nodes which can transmit asynchronous data even when the network is under heavy load. The number of elements of S is |S| = n, where 0 ≤ n ≤ N. 
ASYNCHRONOUS BANDWIDTH ALLOCATION SCHEME
As the first step in this study, given the threshold values, the amount of asynchronous data which could be transmitted by a node in a determined period when the network is under heavy load is calculated. The relation obtained is used to develop a method providing the calculation of the asynchronous threshold values.
The role of the asynchronous threshold values
If all of the nodes in the ring have enough data to transmit each time they receive the token, the asynchronous transmission times of the nodes have periodic structure. In this case, the asynchronous data transmission time of any node is the same every n + 1 token cycles. By making use of the periodic behaviour of the ring, the total amount of asynchronous data transmitted by a node in n + 1 token cycles can be calculated. This information shows in what proportions the total asynchronous bandwidth is shared amongst the nodes. In this study the total time elapsed by n + 1 token cycles is taken as a 'period'. If H i is the synchronous bandwidth and E i is the asynchronous threshold value of the ith node, the total amount of asynchronous data transmitted by this node in a period is
Negative values of A i show that the ith node cannot transmit asynchronous data when the network is under heavy load. Refer to Appendix A for a proof of Equation (2) .
By writing Equation (2) for all the nodes of set S and summing these n equations side by side we obtain the total amount of asynchronous data transmitted in a period as
Since the total time used for synchronous data transmission in a period is (n+1) j =1,...,N H j , the total time of a period is calculated as
According to Equation (3), the use of asynchronous thresholds causes a reduction on the total asynchronous bandwidth of the network. This equation shows that a time equal to the sum of the asynchronous threshold values of all nodes cannot be used in every n + 1 token cycles. To reduce the loss in the asynchronous bandwidth, and to maximize the asynchronous transmission ratio, the smallest possible threshold values must be chosen. The ratio of the asynchronous bandwidth to the total bandwidth of the network (V ) is defined as
Calculation of the asynchronous threshold values
The ABA scheme developed in this study provides the determination of the asynchronous threshold values which in turn: (1) provides the sharing of the asynchronous bandwidth in given proportions among nodes; and (2) maximizes the asynchronous transmission ratio V .
R i is the proportion of the asynchronous bandwidth used by the ith node and is defined as
where
Rearranging Equation (6) we have
This equation can be written for all nodes to obtain a set of equations. However this set of equations has more than one solution since more than one E = (E 1 , E 2 , . . . , E N ) threshold value sets can be found for a unique R = (R 1 , R 2 , . . . , R N ) asynchronous bandwidth usage ratio set. Among these solutions the threshold value set which maximizes V will be selected. According to Equation (5), to maximize V among the solutions for a given R, the one for which the sum of the thresholds is minimum must be chosen.
The node having the maximum asynchronous bandwidth proportion must have the minimum threshold value. In order to minimize the sum of the thresholds, the threshold value of that node is assigned to be zero. If we use R MAX to denote the maximum asynchronous bandwidth usage ratio on the ring, knowing that the threshold value of the node which has R MAX is zero, (∀i, R i = R MAX ⇒ E i = 0), from Equation (7) we have
Combining Equations (7) and (8), we obtain the equation for the threshold value of the ith node. That is,
The asynchronous threshold values of all the nodes can be calculated by using Equation (9) . The asynchronous bandwidth usage ratio of a node can be assigned to be zero in order to prevent its asynchronous transmission while the network is highly loaded.
When the total asynchronous bandwidth is shared between nodes in given proportions, the asynchronous transmission ratio V is given as
If the asynchronous bandwidth is shared equally between nodes, it follows that R MAX = 1/N and the threshold values 424 A. GENÇ ATA AND F. BUZLUCA of all the nodes are assigned to be zero. In this case the asynchronous transmission ratio V has its maximum value
Examples
In Tables 1 and 2 the desired asynchronous bandwidth ratios (R i ) and the threshold values assigned by the ABA scheme for two different systems are shown. The system shown in Table 1 has four nodes (N = 4, n = 4, m = 0) and we assume that TTRT = 50, τ = 0 and N j =1 H j = 22. The threshold values assigned to the nodes are shown in the fourth column. The last column comprises of the total amount of asynchronous transmission of the nodes in a period. These amounts are obtained from the computer program simulating the ring.
The example shown in Table 2 represents the situation where a node (the fourth node) is not allowed to transmit its asynchronous messages when the network is highly loaded (N = 4, n = 3, m = 1). In this example we assume that TTRT = 50, τ = 0 and N j =1 H j = 20.
CONTROLLING THE TOKEN ROTATION TIME BY USING THE ASYNCHRONOUS THRESHOLD VALUES
The TTRT and the worst case token rotation time are two decisive factors in guaranteeing time-critical messages.
In this section, we show that these values can be modified by using the asynchronous threshold values to provide necessary conditions to ensure that the real-time message deadlines are satisfied.
Updating the TTRT
In an FDDI network, at initialization time all nodes negotiate a common value for the TTRT, which should be chosen small enough to satisfy the most stringent real-time requirements of all nodes. The TTRT value determined in the ring setup process may become inadequate for satisfying the real-time requirements when the synchronous message load in the network changes. The FDDI protocol does not permit any modification on the predetermined TTRT value while the ring is active. The only way to change the TTRT is to interrupt the data transmission, then to start a negotiation process between nodes to determine the new TTRT and then to restart the data transmission. This process is inefficient and has drawbacks. By using the second method proposed in this study the actual TTRT value can be modified dynamically and without interrupting the synchronous data transmission. The asynchronous threshold values of the nodes are used to reduce the asynchronous data transfer in the network, in order to ensure that the token rotates faster.
When each node has the same asynchronous threshold then we can write Equation (4), which represents the total time of a period (n + 1 cycles), as
where ∀i, j , E = E i = E j and n = N and TTRT G = TTRT − E. Here TTRT is the negotiated value for the target token rotation time at the network initialization time.
TTRT G denotes the actual TTRT value in the point of view of synchronous messages. As the expression for the period without threshold values is (12) shows that the initial value for TTRT can be reduced by one asynchronous threshold value (E).
By replacing j ∈S E j in (5) with N(TTRT −TTRT G ) we obtain that
Here V denotes the ratio between the usable asynchronous bandwidth and the total asynchronous bandwidth of the network. Equation (13) shows that if the asynchronous transmission is limited (V gets smaller), then the token rotates faster (TTRT G gets smaller). The ratio V can be changed between 0 and V MAX , as defined in Equation (11) . By selecting V = 0, nodes are not allowed to send any asynchronous data and TTRT G will have the smallest possible value ( N j =1 H j + τ ). In the case when V is selected near to V MAX , asynchronous data transfer in the network is not limited so much and the reduction of the TTRT value is also small. According to changes of data load and real-time requirements in the network, by using the proposed method the TTRT G can be updated dynamically in the range [TTRT,
Reducing the worst case token rotation time
The worst case token rotation time is defined as the situation where a node experiences the longest possible duration for which it has to wait before re-gaining the right (receiving the token) to transmit its synchronous (real-time) messages. Many methods [4, 5, 6] are based on using this value in calculating synchronous bandwidths. If the real-time requirements, which depend on message parameters such as length, period and deadline, are too high, these methods may fail to allocate proper synchronous bandwidths to nodes. In this section we show that, in such cases, the asynchronous threshold values can be used to reduce the worst case token rotation time to allow the allocation of proper synchronous bandwidths.
To determine the worst case token rotation time, Zhang and Burns [5] gave an upper bound on the time elapsed between any v consecutive token arrivals as:
Here t l,i denotes the time when the token makes its lth visit to node i. Taking the asynchronous threshold values into consideration we change the expression to
where ∀i, j, E = E i = E j and n = N and TTRT G = TTRT − E. According to Equation (11), the smallest possible value that TTRT G can be is N j =1 H j + τ . In this case the worst case token rotation time will also have its smallest possible value, that is,
If, under a given setting of network parameters, it is not possible to find proper synchronous bandwidths which can satisfy real-time requirements of a considered synchronous message set, the asynchronous threshold values can be used to reduce the worst case token rotation time as shown in Equation (15). In such cases, using Equation (15) instead of Equation (14) will allow the synchronous allocation schemes to calculate proper synchronous bandwidths.
CONCLUSIONS
In this study, the role of asynchronous threshold values in the timed-token protocol is investigated and two methods to calculate these values are proposed. The first method allows the calculation of proper asynchronous threshold values to share out the available asynchronous bandwidth of the network between nodes in given proportions. If the data load or the priority of a node changes, by using this scheme, asynchronous threshold values can be modified without interrupting the data transmission.
In the second method, asynchronous threshold values are used to limit the asynchronous data transmission in the network in order to reduce the token rotation time. In this way, the actual TTRT value and the worst case token rotation time can be modified dynamically to facilitate meeting real-time requirements of synchronous messages without interrupting the data transmission in the network. Our methods can be applied easily to existing FDDI networks to improve their functionality. 
Replacing (A3) in (A2) we have
E j − (n + 1)E i .
