O , are determined regardless of the chemical evolution model. The ratio of outflow to star formation rate is compared for different populations, in the framework of simple MCBR models. The opposite situation of element abundance variation entirely due to cosmic scatter is also considered under reasonable assumptions. The related differential element abundance distribution fits to the data as well as its counterpart inferred in the opposite limit of instantaneous mixing in presence of chemical evolution, while the latter is preferred for HA subsample.
Introduction
Leaving aside the first three minutes after the birth of the universe, elements heavier than He, or metals, are synthesised within stars and returned to the interstellar medium via supernova (SN) explosions, with the addition of envelope loss from planetary nebulae. There are two main types of SN. SNII progenitors are main-sequence stars, massive (m > ∼ 10m ⊙ ) and short-lived (0.001 < ∼ τ /Gyr < ∼ 0.01), producing a wide variety of nuclides among which are α elements (traditionally, Mg, Si, Ca, Ti, withthe addition of O) and Fe (e.g., Woosley and Weaver 1995; Kobayashi et al. 2011 ). SNIa progenitors are white dwarfs belonging to a binary system, less massive (m < ∼ 1.4m ⊙ ), generally long-living (τ > ∼ 1Gyr), which mainly produce Fe (e.g., Kobayashi et al. 1998 ; Kobayashi and Nomoto 2009) .
Element production within stars has been a major research focus for many years concerning e.g., abundance ratios as a function of the metallicity (Wheeler et al. 1989 ), nucleosynthesis in massive (11 ≤ m/m ⊙ ≤ 40) stars with solar and subsolar metal abundance , chemical evolution of the solar neighbourhhod for elements up to zinc (Timmes et al. 1995) , α element production and comparison with the data from different populations (MacWilliam 1997), stellar evolution including close binaries (Wallerstein et al. 1997) , chemical evolution of Galactic and extra Galactic populations (Venn et al. 2004 ), evolution of the isotope ratios of elemental abundances (from C to Zn) in different Galactic populations (Kobayashi et al. 2011 ).
The fractional logarithmic number abundance or, in short, number abundance, [Q/Fe] , where Q denotes a generic nuclide and, in particular, an α element, has been the subject of several investigations (e.g., Edvardsson et MCBR models; (iii) evaluation of fractional yields and related parameters in the framework of simple MCBR models, including an example of comparison with theoretical counterparts, inferred from SNII progenitor nucleosynthesis under the assumption of power-law stellar initial mass function; (iv) determination of theoretical, differential element abundance distribution in the opposite limit of inhomogeneous mixing due to cosmic scatter obeying a Gaussian distribution where the mean and the variance are evaluated from related subsamples.
Basic informations on the data (NS10; Ra12) are provided in Section 2. 
The data
The data are taken from a sample (N = 67) of solar neighbourhood FGKtype dwarf stars in the metallicity range, −1. For sake of simplicity, low/high-[α/Fe] halo stars shall be quoted in the following as low/high-α halo stars, where "low/high-α" has to be intended with respect to fixed [Fe/H] (e.g., NS10; Conroy 2012).
Results
Oxygen is the most abundant metal in the universe and is mainly synthesised within SNII progenitors. 
. Though OL stars are far from the main sequence only for Na, still a similar trend is shown for the remaining elements too.
The dispersion of the data around a straight line of fixed slope can be evaluated from the width of the main sequence measured on the vertical axis, as the difference between the intercepts of related bounding straight lines, ∆b Q . An inspection of Figs. 1-2 shows the largest dispersion is exhibited by Na, ∆b Na = 0.7 dex, followed by Cr and Fe, ∆b Cr = ∆b Fe = 0.5 dex, and the remaining elements, ∆b Mg = ∆b Si = ∆b Ca = ∆b Ti = ∆b Ni = 0.4 dex.
For each plot, the regression line has been determined for LH, HH, KD subsamples using the bisector method (e.g., Isobe et al. 1990; Caimmi 2011b Caimmi , 2012b ) and the results are listed in Table 1 . The same has been done for the HA = HH + KD subsample (N = 41) for exploiting the possibility of an inner halo-thick disk chemical evolution. An inspection of Table 1 shows the following.
(1) Regression line slope estimators,â Q , for different populations, are consistent within about ∓2σâ Q , with the exception of Fe where they agree within ∓σâ Q .
(2) For a fixed element, regression line slope estimators may be consistent with the unit slope within ∓σâ Q for all populations (Si) or some (Ti) or only one (Na, Mg, Ca, Fe, Ni) or none (Cr). For all elements, regression line slope estimators may be consistent with the unit slope, regardless of the population, within ∓2σâ Q (Mg, Si, Ti) or ∓3σâ Q (Cr, Fe, Ni) or not at all i.e. ∓rσâ Q , r > 3 (Na, Ca). In conclusion, number abundances plotted in Figs. 1-2 show a linear trend The theoretical differential abundance distribution, predicted by simple MCBR models, is a straight line (e.g., Caimmi 2011a, 2012a) expressed as:
with regard to a selected element, Q. Keeping in mind errors in ψ are dominating on errors in φ, as shown in Figs. 3-11, regression lines have been determined using standard least square methods (e.g., Isobe et al. 1990; Caimmi 2011b Caimmi , 2012b , leaving aside points related to bins populated by a single star, where ∆ − ψ → ∞. The regression procedure has been performed on LH, HH, KD, HA subsamples and the results are shown in Table 2 . The main features are listed below.
(1) Regression line slope estimators, −α Q , are systematically lower for HH population with respect to LH and KD population even if, in some cases, they agree within ∓σα Q .
(2) For a fixed element, regression line slope estimators may be consistent within ∓σα Q for two populations at most, among LH, HH, KD. 
where N is the sample population. Related values for each element, Q, and subsample, LH, HH, KD, HA, are listed in Table 3 .
Discussion
While number abundances, [Q 1 /Q 2 ], can be inferred from observations, predictions from chemical evolution models concern mass abundances, Z Q = m Q /m, where m Q is the total mass in the element, Q, and m = m Q is the total mass. The normalized mass abundance, φ Q , and the number abundance, [Q/H], may be related as (e.g., Caimmi 2007):
where X = Z H according to the standard notation. The substitution of Eq. (6) into the linear fit to the data, Eq. (1), yields after some algebra:
which, in terms of mass abundances, via Eq. (7) translates into: where the dependence on X may be neglected for a Q sufficiently close to unity and/or X sufficiently close to X ⊙ . Accordingly, the coefficient,
a Q , may be conceived as a fractional generalized yield. Related values, inferred from the data using recent determinations of solar abundances and isotopic fractions (Asplund et al. 2009 ), are listed in Table 1 . A formal calculation of solar photospheric mass abundances is shown in Appendix A.
The special case, a Q = 1, implies a linear relation between Z Q and Z O . Accordingly, Q and O are simple primary elements. Conversely, a Q different from unity outside (arbitrarily chosen) ∓2σ a Q implies non-simple primary elements (i.e. appreciably synthesised outside SNII progenitors or in absence of universal stellar initial mass function) or secondary elements.
With regard to simple chemical evolution models, the assumption of instantaneous recycling and universal stellar initial mass function implies fiducial predictions for simple primary elements. The special case of simple MCBR models reads (Caimmi 2011a):
where κ is the flow parameter, positive for outflow and negative for inflow, µ is the fractional active (i.e. viable for star formation) gas mass normalized to the initial mass, and the index, i, denotes values at the starting configuration. Accordingly, the fractional yield,p Q /p O , can be expressed as:
which is owing to a further assumtion of MCBR models, that all elements are simple primary i.e. constant ratio,
The substitution of Eq. (13) into (8), the last particularized to the unit slope, produces:p
where the intercepts, b Q , are listed in Table 1 . In conclusion, simple MCBR chemical evolution models imply a Q = 1. Let a generic element, Q = O, be considered as simple primary if the regression line slope estimator, inferred from the empirical [Q/H]-[O/H] relation, is consistent with the unit slope within ∓2σâ Q . With regard to the subsamples studied in the current attempt, an inspection of Table 1 shows the following elements are inferred from the data to be simple primary. LH: Ni within ∓1σâ Q and Na, Mg, Si, Ca, Ti, within ∓2σâ Q , while Cr and Fe are excluded. HH: Mg, Si, Ti, within ∓1σâ Q and Ca within about ∓2σâ Q , while Na, Cr, Fe, Ni, are excluded. KD: Si, Ca, Ti, within ∓1σâ Q and Mg, Fe, Ni, within ∓2σâ Q , while Na and Cr are excluded. Then α elements (Mg, Si, Ca, Ti) together with Na, Ni, for LH stars and Fe, Ni, for KD stars, are inferred from the data to be simple primary elements, which does not hold for Na (HH and KD stars), Cr (LH, HH and KD stars), Fe (LH and HH stars), Ni (HH stars).
Keeping in mind Z Q ≪ 1, an exponent, a Q > 1, appearing in Eq. (9), implies Z Q grows at an increasing rate with respect to Z O , as expected for non-simple primary or secondary elements. In this view, Na, Cr, Fe, Ni, could be conceived as non-simple primary or secondary elements, which implies 
where the values of the coefficients on the right-hand side are listed in Table 1 Unfortunately, the regression line is not expressed therein and the comparison has to be made by eye. Interestingly, outliers specified within the large sample (Carretta 2013) could be related to LH population. An inspection of Table 4 shows a lower slope for LH subsample with respect to the other ones Table 4 : Regression line slope estimator,Â, square root of variance estimator, σÂ, regression line intercept estimator,B, square root of variance estimator, σB, inferred from the data with regard to different subsamples, LH (low-α halo stars), HH (high-α halo stars), KD (low-metallicity thick disk stars), HA (high-α halo + low-metallicity thick disk stars), and the total sample with the exclusion of OL stars, HK = LH+HH+KD. See text for further details. .5625, with the exception of a few Na-overabundant, low-metallicity stars which, to this respect, should be considered as "outliers" instead of Na-deficient, low-metallicity stars.
Turning to the whole set of elements considered in the current attempt, it would be relevant investigating to what extent simple MCBR models fit to the data. With regard to a selected element, Q, the slope of the theoretical differential abundance distribution, expressed by Eq. (3), can be explicitly written as (e.g., Caimmi 2011a, 2012a):
and the ratio of the terms on both sides of Eq. (17) to their counterparts particularized to oxygen, Q = O, after little algebra yields:
to be compared with Eq. (14) . Related rms errors are expressed in Appendix C, Eqs. (36) and (34), respectively. The results are shown in Table 5 for Q = Na, Mg, Si, Ca, Ti, Cr, Fe, Ni, with regard to LH, HH, KD, HA subsamples. An inspection of Table 5 discloses the following. A comparison between the fractional yield,p Q /p O , inferred from the data in the framework of simple MCBR models, and theoretical counterparts deduced from an earlier attempt (Woosley and Weaver 1995) is shown in Figs. 12 and 13 for Q = Na, Mg, Si, Ca, and Q = Ti, Cr, Fe, Ni, respectively, with regard to different subsamples (LH, HH, KD, HA) and different power-law stellar initial mass function exponents.
More specifically, horizontal bars represent fractional yields inferred from Eqs. (14) and (18), top and bottom, respectively, where the semiamplitude equals 2σp Q /p O in each case, as listed in Table 5 An inspection of Figs. 12 and 13 discloses that empirical, inferred from Eqs. (14) and (18), and theoretical fractional yields are consistent (in the sense that horizontal bars related to the former lie between vertical bands related to the latter) for Na, Ca, Ni, and Na, Mg, Ca, Ni, respectively, while the contrary holds for the remaining elements in connection with one population at least. The discrepancy could be due to a number of reasons, for instance (i) subsamples are poorly populated and different regression lines might be related to richer subsamples; (ii) Ti, Cr, Fe, (at least) are appreciably synthesised outside SNII progenitors e.g., SNIa progenitors and AGB stars; (iii) updated models make O production reduced by a factor of about 2 and Ti, Cr, Fe production increased by a comparable factor; (iv) lower empirical fractional yields are expected in presence of significant cosmic scatter provided it is more efficient for light elements with respect to heavy elements.
The substitution of Eq. (18) into (14) produces:
which is the intercept of the straight line, expressed by Eq. (1), inferred from the data in the light of simple MCBR models, implying a Q = 1 via Eq. (2). Values of intercept, b Q , and related rms error, σ b Q ,expressed by Eqs. (19), (38), are listed in Table 5 . The comparison with their counterparts, listed in Table 1 , shows results consistent within ∓2σ b Q or less, for assigned element, Q, and subsample, LH, HH, KD, HA. The straight lines of unit slope and intercept, inferred from Eq. (19) , are plotted in Figs. 14 and 15 for Q = Na, Mg, Si, Ca, and Q = Ti, Cr, Fe, Ni, respectively, and compared to the data. The above mentioned lines are consistent with the main sequences enclosing the data, shown in Figs. 1 and 2, within ∓2σ b Q or less.
The cut parameter (ratio of element abundance within the flowing gas to its counterpart within the pre-existing gas), ζ Q , in the case under discussion is expressed as (Caimmi 2011a (Caimmi , 2012a ):
where Z is the total metal abundance. The substitution of Eq. (17) into (20) after some algebra yields:
in the limit of strong outflow, κ ≫ 1, α Q ≪ −1, which implies ζ Q < ∼ 1, as expected.
With regard to a selected element, Q, the assumption of a universal stellar initial mass function implies constant yield,p Q , for different populations, P1 and P2 say. Accordingly, the following relation is inferred from Eq. (17):
where the ratio on the right-hand side may be conceived as an indicator of the flow parameter ratio between the populations, P1 and P2; Pi = LH, HH, KD, 
LH , for Q = O, Na, Mg, Si, Ca, Ti, Cr, Fe, Ni; P1 = HH, KD, HA; P2 = LH; are listed in Table 6 .
For an assigned population, the flow parameter, κ, must necessarily remain unchanged for different elements. The intersection of assumed validity ranges, (F Q ) XY , is denoted as ∩ Q and related values (mean, semiamplitude, lower and upper limit) are listed for each case in the bottom panel of Table 6 . The last results disclose that, with respect to LH population environment, HH, KD, HA population environments were characterized by an outflow to star formation rate ratio lower than about 30%, 53%, 37%, respectively.
The above considerations hold within the framework of simple MCBR models of chemical evolution, which imply (among others) the assumption of instantaneous mixing. An opposite extreme situation may be the following: chemical enrichment took place before sample stars were formed, then abundance differences are entirely due to cosmic scatter. If cosmic scatter obeys a Gaussian distribution where the mean and the variance can be evaluated from the data, the theoretical differential abundance distribution reads (Caimmi 2013 ):
(ψ) cs = log 1 ln 10 (1) The declining part of the distribution, covering a metallicity range where most data lie, is slightly different from a straight line.
(2) The rising part of the distribution, in principle, offers a natural solution to the FGK-dwarf problem.
(3) The distribution (full curve) fits to the data to a comparable extent with respect to simple MCBR models (dashed straight line) with a slight preference for the last alternative in a few cases, for LH, HH, KD In conclusion, both instantaneous mixing (in the framework of MCBR models) and cosmic scatter offer viable interpretations to the data, provided HH and KD populations underwent distinct chemical evolution, as suggested by a recent investigation (Ishigaki et al. 2013 be related to the contribution from SNIa explosions and subsequent star formation, regardless of the birth place. In both cases, HH population appears to be older than LH population, which implies similar kinematical trends if the above mentioned populations formed in situ, contrary to current data (Ra12).
An interpretation in the framework of the secondary infall scenario could be the following. The environment of HH population is related to the inner and denser region of the proto-Galaxy, which first virialized while the external shells were still expanding. The environment of LH population is related to the outer and less dense region of the proto-Galaxy, which virialized at a later epoch and probably mixed with SNIa ejecta before forming the first star generation. The empirical, differential element abundance distribution has been determined for different populations together with related theoretical counterpart within the framework of simple MCBR models. Fractional yields have been inferred from the data in the framework of simple MCBR models, including an example of comparison with theoretical counterparts deduced from SNII progenitor nucleosynthesis for solar and subsolar metallicity, under the assumption of power-law stellar initial mass function.
Conclusion
Regardless of the chemical evolution model, fractional generalized yields have been determined. The ratio of outflow to star formation rate has been evaluated for a selected population with respect to a reference one.
The theoretical, differential element abundance distribution has been inferred from the data for different populations, in the opposite limit of inhomogeneous mixing due to cosmic scatter obeying a Gaussian distribution whose mean and variance have been evaluated from the related subsample.
The main results may be summarized as follows. (2) Regardless of the population, regression line slope estimators fit to the unit slope within ∓2σâ Q for Mg, Si, Ti; within ∓3σâ Q for Cr, Fe, Ni; within ∓rσâ Q , r > 3, for Ca, Na; where the fit to the unit slope implies related elements are simple primary i.e. synthesised within SNII progenitors in presence of universal stellar initial mass function.
(3) Within the framework of simple MCBR chemical evolution models (Caimmi 2011a; 2012a) , fractional yields are consistent with theoretical results from SNII progenitor nucleosynthesis (Woosley and Weaver 1995) for Na, Mg, Ca, Ni, while the contrary holds for the remaining elements in connection with one subsample at least. In particular, for Ti, Cr, Fe, theoretical values appear to be understimated but the contribution from SNIa progenitors could fill the gap.
(4) Within the framework of simple MCBR models, a ratio of outflow to star formation rate has been inferred, of about 30%, 53%, 37%, for HH, KD, HA population environment, respectively, in comparison with LH population environment.
(5) Theoretical, differential element abundance distributions due to cosmic scatter obeying a Gaussian distribution, fit to the data to a comparable extent with respect to its counterpart within the framework of simple MCBR models, for LH, HH, KD population, while the last alternative is preferred for HA population provided the inner halo and the thick disk underwent common chemical evolution.
where m Q is the mean atomic mass of the element, Q, in units of the proton mass, m p ; Q is an indicator of the fractional number abundance of the element, Q, with respect to hydrogen; P Q k is the fractional abundance of the isotopic species, Q k (Q = H for hydrogen), k P Q k = 1; A Q k is the mass number of the isotopic species, Q k . The result is:
which can be inserted into Eq. (10). The results for the solar photospheric mass abundances, Z Q , Q = O, Na, Mg, Si, Ca, Ti, Cr, Fe, Ni, are listed in 
B Fractional yields in simple MCBR models
With regard to simple MCBR chemical evolution models (Caimmi 2011a; 2012) , the combination of Eqs. (11) and (12) yields:
where, on the other hand, an assumption of the model is
Z global fractional metal mass abundance, c Q and c O constant, (Caimmi 2011a) , which via Eq. (7) is equivalent to:
provided Q and O are simple primary elements.
and following the same way yields:
and the combination of Eqs. (29) and (30) produces:
which implies φ Q /φ O = (φ Q ) i /(φ O ) i , as expected. Finally, the substitution of Eq. (31) into (28) yields Eq. (13).
C Fractional yield, intercept and fractional slope uncertainties
Fractional yield, intercept and fractional slope uncertainties, mentioned in the text, are evaluated using standard formulae of error propagation. Though only quadratic errors have been used in the current attempt, for sake of completeness also absolute errors shall be included in the following. 
where P * ≡ (m , for subsamples, LH (low-α halo stars, full lines), HH (high-α halo stars, dotted lines), KD (lowmetallicity thick disk stars, dashed lines), HA (high-α halo + low-metallicity thick disk stars, dot-dashed lines). Subsample stars are also plotted with same symbols as in Fig. 1 . See text for further details.
