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INSTABILITE´ SPECTRALE SEMICLASSIQUE
D’OPE´RATEURS NON-AUTOADJOINTS II
par
Mildred Hager
Re´sume´. — Dans ce travail, nous conside´rons des ope´rateurs
(pseudo-)diffe´rentiels analytiques ainsi que des perturbations multipli-
catives ale´atoires. Nous montrons pour les ope´rateurs perturbe´s qu’avec
une probabilite´ proche de 1, les valeurs propres dans un sous-ensemble
du pseudospectre se distribuent d’apre`s une loi de Weyl.
Abstract. — In this work, we consider analytic (pseudo-)differential
operators as well as random perturbations. We show for the perturbed
operators that with probability almost 1, the eigenvalues inside a subdo-
main of the pseudospectrum are distributed according to a bidimensional
Weyl law.
1. Introduction
La notion de pseudospectre a e´te´ beaucoup e´tudie´ re´cemment (voir [3],
[15] et les re´fe´rences qui y sont indique´es), ce qui a permis une meilleure
compre´hension des proprie´te´s spectrales d’ope´rateurs non-autoadjoints.
Les pseudospectres sont les re´gions de´limite´es par les courbes de niveau
de la norme de la re´solvante, et sont relie´s aux valeurs spectrales possibles
pour l’ope´rateur perturbe´ par une petite perturbation.
Un des ope´rateurs les plus e´tudie´s dans ce contexte est l’ope´rateur de
Schro¨dinger a` potentiel complexe. En effet, de nombreux travaux sur les
re´sonances ([7], [13], [12] pour n’en citer que quelques uns) traitent les
proble`mes d’estimation de la norme de la re´solvente dans ce cadre. Davies
Classification mathe´matique par sujets (2000). — 34E10, 47G10, 47A75.
Mots clefs. — Pseudospectre, perturbation, ope´rateurs non-autoadjoints.
fait en ’99 une construction de ses quasimodes et analyse ainsi son pseu-
dospectre ([2]), Boulton e´tudie l’oscillateur harmonique non-autoadjoint
([1]), et Zworski e´tudie un conjugue´ non-autoadjoint de l’oscillateur har-
monique intervenant lors de l’e´tude des re´sonances en chimie quantique
([17]). Dans ce dernier travail, il constate aussi lors de calculs nume´riques
une migration des valeurs propres vers le bord du pseudospectre, ce qui
nous a entre autre motive´ d’entreprendre ici une e´tude perturbative des
valeurs propres de l’ope´rateur de Schro¨dinger non-autoadjoint. Dans la
dynamique des fluides, on est conduit dans un certain cadre a` l’ope´rateur
d’Orr-Sommerfeld ([9]) qui, apre`s certaines simplifications, est re´duit
aussi a` un ope´rateur de Schro¨dinger a` potentiel complexe.
Dans un cadre plus ge´ne´ral, Zworski a mis en e´vidence la construc-
tion de Quasimodes pour des ope´rateurs h-pseudodiffe´rentiels avec une
condition de commutateur de Ho¨rmander ([16]). Dencker, Sjo¨strand et
Zworski e´tudient dans ce cadre le pseudospectre semiclassique ([4]), et
mettent en e´vidence une re´gion de´termine´e par des grandeurs classiques
ou` la norme de la re´solvante de l’ope´rateur quantifie´ correspondant sera
≥ CNh−N , ∀N , respectivement exponentiellement grande dans le cas
analytique. Notre approche est fortement base´e sur leur travail.
Nous avons, dans le cas d’un ope´rateur-mode`le perturbe´ par des noyaux
oscillants, trouve´ une asymptotique de Weyl (bidimensionelle) pour le
nombre de valeurs propres (voir [6]). Ceci a e´te´ le point de de´part pour
« ge´ne´raliser » ce re´sultat.
Ici nous allons examiner le comportement spectral d’ope´rateurs
h-pseudodiffe´rentiels a` symbole analytique pair en ξ (notamment
l’ope´rateur de Schro¨dinger a` potentiel analytique) sous des perturba-
tions mulitplicatives « ale´atoires », et nous allons trouver qu’avec une
probabilite´ tre`s proche de 1 le nombre de valeurs propres de l’ope´rateur
perturbe´ dans des domaines a` l’inte´rieur du pseudospectre est donne´ par
une asymptotique de Weyl ; pour ce genre de perturbations il n’y aurait
donc pas force´ment de migration des valeurs propres vers le bord.
Remerciements : Ce travail fait partie de la the`se de l’auteur pre´pare´e
sous la direction de J. Sjo¨strand.
Nous commenc¸ons par pre´ciser les hypothe`ses sur les ope´rateurs non-
autoadjoints que nous conside´rons.
Soit p ∈ S(R2, m) (donc p ∈ C∞ et p ainsi que toutes ses de´rive´es sont
borne´s par la fonction d’ordre m, cf. De´finition 2.3) inde´pendant de h.
Nous de´notons par P = pw son quantifie´ de Weyl, que nous conside´rons
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dans L2(R). Toutes les normes non-indexe´es seront des normes L2, res-
pectivement L(L2).
De´finition 1.1. —
Σ := p(T ∗(R)) . (1.1)
Nous identifions partout T ∗(R) ≡ R2.
De´finition 1.2 (Crochet de Poisson). — Pour f, g ∈ C∞(R2), le
crochet de Poisson est de´fini par
{f, g}(x, ξ) := (fξgx − fxgξ)(x, ξ) . (1.2)
Nous prenons la variable spectrale dans un domaine (c’est a` dire un
ouvert connexe) relativement compact a` l’inte´rieur de Σ :
z ∈ Ω ⊂⊂
◦
Σ . (1.3)
A partir de maintenant nous supposons
Hypothe`se 1.3. — ∀z ∈ Ω nous avons
p−1(z) = {ρj−(z), ρj+(z), j = 1, ..., n}
ou` ± 1
2i
{p, p}(ρ±) = ±Im (pξpx)(ρ±) > 0 . (1.4)
Nous allons souvent poser n = 1 si le cas ge´ne´ral se traite de manie`re
analogue.
Nous introduisons, pour Γ ⊂ Ω un ensemble,
Γ−+(Γ) = {ρj−(z), ρj+(z), j = 1, ..., n, z ∈ Γ} ⊂ (T ∗(R))2n . (1.5)
Si Γ est un domaine, Γ−+(Γ) est symplectique par rapport a` la forme
symplectique
∑
j(dξj ∧ dxj − dηj ∧ dyj), et nous de´notons le volume
correspondant par |Γ−+(Γ)|, qui s’exprime aussi comme
|Γ−+(Γ)| =
∑
j
(vol({ρj−(z), z ∈ Γ}) + vol({ρj+(z), z ∈ Γ})). (1.6)
Hypothe`se 1.4. — Soit m une fonction d’ordre sur R2, m ≥ 1.
Soit Ω˜ ⊂⊂ C un domaine, Ω ⊂ Ω˜. Soit (p−z) ∈ S(R2, m) inde´pendant
de h. Nous supposons que (p − z) est elliptique a` l’infini uniforme´ment
∀z ∈ Ω˜ :
∃C > 0 tel que ∀z ∈ Ω˜, |p(X)− z| > 1
C
m(X), ∀X ∈ R2, |X| > C ,
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et que ∃z0 ∈ Ω˜ tel que p− z0 est elliptique :
∃C > 0 tel que |p(X)− z0| > 1
C
m(X), ∀X ∈ R2 .
La condition m ≥ 1 garantit que (p − z) ∈ S(R2, m) ∀z ∈ Ω. L’ellip-
ticite´ a` l’infini assure que ∃C tel que |ρ±(z)| ≤ C, ∀z ∈ Ω. L’ellipticite´ a`
l’infini et l’ellipticite´ en un point impliquent que pw a, pour h assez petit,
un spectre purement discret dans Ω˜ (cf. Proposition 4.5).
Soit ensuite
Σ∞ := {z ∈ Σ : ∃(xj , ξj) ∈ T ∗(R) t. q. p(xj , ξj)→ z, |(xj, ξj)| → ∞ } .
Alors nous avons pour p ∈ S(R2, m), Ω˜ un domaine,
∃z1 ∈ Ω˜ t. q. (p− z1) est elliptique a` l’infini , z ∈ Ω˜ \ Σ∞
⇒ (p− z) est elliptique a` l’infini.
∃z1 t. q. (p− z1) est elliptique a` l’infini , z ∈ Ω˜ \ Σ
⇒ (p− z) est elliptique.
Pour le re´sultat final, nous avons besoin d’une hypothe`se d’analyticite´ :
Hypothe`se 1.5. — Soit p ∈ S(R2, m) inde´pendant de h comme dans
l’hypothe`se 1.4. Nous supposons que ∃c > 0 tel que p est analytique dans
un voisinage tubulaire de R2
Sc = {X ∈ C2; |ImX| < c} (1.7)
et y remplit |p(X)| ≤ m(ReX).
Hypothe`se 1.6. — Nous supposons que p(x,−ξ) = p(x, ξ) ; ceci im-
plique que 1
2i
{p, p}(x,−ξ) = − 1
2i
{p, p}(x, ξ) et donc on peut prendre
ρj± = (x
j ,±ξj). Nous supposons que xj 6= xk, j 6= k.
Il est connu pour p = ξ2+ V (x) ∈ S(R2, m) (voir [2], [16], [4]) que les
hypothe`ses 1.3, 1.4 impliquent que ∀z ∈ Ω, ∀j,
∃ ej+ = ej+(x, z; h) ∈ S , ‖ej+‖ = 1, ‖(P − z)ej+‖ = O(h∞), (1.8)
ou` ej+ sera « concentre´ pre`s de ρ
j
+ », et
∃ ej− = ej−(x, z; h) ∈ S , ‖ej−‖ = 1, ‖(P ∗ − z)ej−‖ = O(h∞), (1.9)
ou` ej− sera « concentre´ pre`s de ρ
j
− ». Dans la section 2 nous aurons l’oc-
casion de ree´tablir ce re´sultat. Remarquons aussi que dans le cadre de
l’hypothe`se 1.5, nous pouvons remplacer O(h∞) par O(e−
1
Ch ) (voir [4]).
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Ceci implique que dans Ω, la norme de la re´solvante sera ≥ CNh−N , ∀N
(respectivement ≥ e 1Ch pour un C > 0) : Ω est contenu dans le pseudos-
pectre semiclassique.
Finalement, dans le cadre de l’hypothe`se 1.6, nous avons, en e´crivant
Γf(x) := f(x), que
Γ(pw − z)Γ = (p(x,−ξ)− z)w = (p(x, ξ)− z)w = (pw − z)∗ (1.10)
donc (pw − z)∗Γej+ = O(h∞) (car Γ2 = 1) et nous pouvons prendre
ej+ = e
j
−.
Exemple 1.7 (Ope´rateur de Schro¨dinger). — Examinons ces hy-
pothe`ses pour l’ ope´rateur de Schro¨dinger
p(x, ξ) = ξ2 + V (x) ∈ S(R2, m) , m(x, ξ) = ξ2 +mV (x) . (1.11)
On suppose que mV est une fonction d’ordre sur R. Alors m est une
fonction d’ordre sur R2. Nous avons p(x,−ξ) = p(x, ξ), et
1
2i
{p, p}(x, ξ) = −2ξImV ′(x) . (1.12)
Soit, pour U ⊂ C un ensemble, U ±R+ = {w = z ± r ; z ∈ U, r > 0} ;
alors l’hypothe`se 1.3 devient :
Ω ⊂ (V (R) +R+) \ V (R); x ∈ V −1(Ω−R+)⇒ ImV ′(x) 6= 0 , (1.13)
et nous avons ρj± = (x
j ,±ξj), (ξj)2 = Re (z−V (xj)) 6= 0, donc p remplit
bien l’hypothe`se 1.6.
L’hypothe`se 1.4 devient :
mV ≥ 1. ∃C > 0 tel que si |x| > C, alors pour
T = {z ∈ C; |Im z| ≤ − 1
C ′
Re z} , (1.14)
nous avons V (x) /∈ Ω˜ + T et |V (x)− z| ≥ 1
C
mV (x), ∀z ∈ Ω˜. ∃z0 ∈ Ω˜ tel
que (V (R)− z0) ∩ T = ∅ et que V − z0 est elliptique dans S(R;mV ).
En fait, il suffit de conside´rer z0 = 0 en remplac¸ant p par p − z0. Si
ReV (x) ≥ 0, alors |p(x, ξ)| ≥ 1
C
m(x, ξ), car tous le termes sont positifs
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et V est elliptique. Si ReV (x) ≤ 0, alors
|p(x, ξ)|2 ≥ 1
2(C ′)2
(|ξ2|2 − |ReV (x)|2) + |ImV (x)|2
≥ 1
C2
|ξ2|2 + 1
C3
(|ReV (x)|2 + |ImV (x)|2)
≥ 1
C4
m(x, ξ)2 , (1.15)
donc p − z0 est elliptique. L’ellipticite´ a` l’infini se de´montre de manie`re
similaire. Ainsi la condition (1.14) implique l’hypothe`se 1.4, et l’implica-
tion oppose´e se montre facilement avec p(x, 0) = V (x).
Conside´rons finalement le cas V (x) = cx2 ou` Re c, Im c > 0 par sim-
plicite´. Cet « oscillateur harmonique non-autoadjoint » a e´te´ e´tudie´ en
de´tail par Davies [2], Boulton [1]. Nous voyons que
Σ(p) = {z; Im z ≥ 0,Re z ≥ Re c
Im c
Im z} . (1.16)
De plus 1
2i
{p, p} = −4Im cξx ne s’annule pas pour p(x, ξ) a` l’inte´rieur de
Σ. p est elliptique a` l’infini uniforme´ment sur tout compact, donc il est
possible de choisir un domaine Ω ⊂⊂
◦
Σ, et Ω ⊂ Ω˜ avec Ω˜ ∩ Σc 6= ∅ tels
que les hypothe`ses 1.3 et 1.5 soient remplies.
Nous introduisons maintenant les perturbations que nous allons
conside´rer.
Pour les notions probabilistes nous renvoyons a` la section 6.1. Soit
(M,A, P ) un espace de probabilite´. Nous introduisons, pour M ⊂ M,
la probabilite´ infe´rieure de M
P [M ] := sup
A∈A;A⊂M
P [A] (1.17)
ainsi que la probabilite´ supe´rieure de M
P [M ] := inf
A∈A;M⊂A
P [A] , (1.18)
afin d’e´viter les questions de mesurabilite´.
Hypothe`se 1.8. — Soit (M,A, P ) un espace de probabilite´. Soit
σ(h) > 0,
M ∋ ω 7→ qω ∈ S ′(R) (1.19)
une application de´pendant aussi de h > 0.
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Nous supposons que P [qω ∈ L∞] = 1, et qu’il existe M0, D > 0
inde´pendants de h et de σ(h) tels que
P [‖qω‖∞ ≤ 1] ≥ 1−Dh−M0σ(h) . (1.20)
Si qω ∈ L∞, ‖qω‖∞ ≤ 1, nous de´finissons
Qu(x) := qω(x)u(x) , ‖Q‖ ≤ 1 . (1.21)
Pour p ∈ S(R2;m) remplissant les hypothe`ses 1.3, 1.5 et 1.6, soit
ej− comme dans (1.9). Nous e´crivons, pour u ∈ S ′, v ∈ S , 〈u, v〉 :=
〈u, v〉S ′,S (donc si u ∈ L2, nous retrouvons le produit scalaire L2). Nous
supposons qu’il existe κ ∈ R tel que ∀z ∈ Ω, ∀j, ∀t > 0,
P [ |〈qω, (ej−)2(z)〉| ≤ t] ≤
t2
σ2hκ
. (1.22)
Soit finalement δ = δ(h) un parame`tre de perturbation avec
e
− 1
D0h < δ <
1
C0
h
3
2 , (1.23)
ou` C0 > 0 et D0 > 0 sont assez grands.
The´ore`me 1.9. — Soit p ∈ S(R2;m) remplissant les hypothe`ses 1.3,
1.5 et 1.6, et soient q, δ comme dans l’hypothe`se 1.8. Alors pour tout
domaine Γ ⊂⊂ Ω, ∂Γ ∈ C∞, ∃C > 0, ∃D′ > 0 tel que si h est assez
petit, nous avons avec une probabilite´ infe´rieure minore´e par
1−D′ (δ)
2
n
(ln 1
δ
)
1
2σ2h
3
n
+κ+ 1
2
−Dσ(h)h−M0 (1.24)
que
|#(Spec(pw + δQ) ∩ Γ)− 1
2πh
|Γ−+(Γ)|| ≤ C(
ln 1
δ
h
)
1
2 . (1.25)
Ici M0, D et κ sont les constantes de l’hypothe`se 1.8.
Corollaire 1.10. — Soit p ∈ S(R2;m) remplissant les hypothe`ses 1.3,
1.5 et 1.6, et soit Γ ⊂⊂ Ω un domaine, ∂Γ ∈ C∞. Il existe 0 < ǫ0 << 1
tel que pour tout κ˜, ∃C > 0, ∃κ0 > 0 tel que ∀ 0 < ǫ < ǫ0 il existe
h(ǫ, κ˜) > 0 tel que si q, δ = e−
ǫ
h sont comme dans l’hypothe`se 1.8 pour
σ(h) = hκ0, alors avec une probabilite´ infe´rieure minore´e par 1− O(hκ˜)
nous avons
|#(Spec(pw + δQ) ∩ Γ)− 1
2πh
|Γ−+(Γ)|| ≤ C
√
ǫ
h
, (1.26)
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pour h < h(ǫ, κ˜).
Nous ge´ne´ralisons ensuite ce re´sultat a` une famille de domaines. Soit
pour C > 0, C ′ > 0,
F = {G ∈ C∞(Ω); |G|+ |G′|+ |G′′| ≤ C, |G|+ |G′| > 1
C ′
,
|G(z)| > 1
C ′
, z ∈ ∂Ω} , (1.27)
et soit
F˜ := {Γ ⊂ Ω; Γ = {G(z) ≤ 0}, G ∈ F}. (1.28)
The´ore`me 1.11. — Soit p ∈ S(R2;m) remplissant les hypothe`ses 1.3,
1.5 et 1.6, et soient q, δ comme dans l’hypothe`se 1.8. Alors il existe
C > 0, D′ > 0 tels que si h > 0 est assez petit, alors avec une probabilite´
infe´rieure minore´e par
1−D′ (δ)
2
n
(ln 1
δ
)σ2h
3
n
+κ+1
−Dσ(h)h−M0 (1.29)
nous avons (1.25) pour tout domaine Γ ∈ F˜ .
Le corollaire 1.10 s’adapte aussi ici.
Nous examinons ensuite un exemple pour la perturbation.
Hypothe`se 1.12. — Soit m′ une fonction d’ordre sur R2 telle que
m′(x, ξ) ≥ 〈(x, ξ)〉α, ∀(x, ξ) ∈ R2, pour un α > 0. Soit P˜ = p˜w,
p˜ ∈ S(R2, m′) inde´pendant de h, un ope´rateur elliptique autoadjoint,
P˜ ≥ 1, qui admet une base orthonorme´e (dans L2) de fonctions propres
ql :
P˜ ql = Elql , (1.30)
ou` les El forment une suite croissante.
Soit N = N(h) = C
h
, C > 0 assez grand, et soit
q(x) :=
∑
l≤N
αlql(x) , (1.31)
ou` les αl sont des variables ale´atoires complexes inde´pendantes identi-
quement distribue´es selon une loi normale (centre´e en 0) de variance
σ2 = σ2(h).
Soit finalement δ un parame`tre de perturbation comme dans (1.23).
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Remarquons que l’oscillateur harmonique p˜ = ξ2+x2+1 remplit cette
hypothe`se pour α = 2.
Nous ve´rifions dans la section 6.5 que l’hypothe`se 1.12 implique l’hy-
pothe`se 1.8, donc le the´ore`me suivant sera une conse´quence imme´diate
des the´ore`mes 1.9 et 1.11.
The´ore`me 1.13. — Soit p ∈ S(R2;m) remplissant les hypothe`ses 1.3,
1.5 et 1.6. Nous supposons que q, δ sont comme dans l’hypothe`se 1.12
pour N(h) = N(h,Ω). Alors les conclusions des the´ore`mes 1.9 et 1.11
sont valables.
Dans ce travail, nous commenc¸ons par rappeler des re´sultats sur le cal-
cul h-pseudodiffe´rentiel. Ensuite nous allons construire les quasimodes
avec erreur O(h∞) dans (1.8) et (1.9) a` l’aide d’un the´ore`me de fac-
torisation qui re´duira pw microlocalement a` l’ope´rateur mode`le e´tudie´
dans [6]. Ceci nous permettra de poser un proble`me de Grushin, qui
reliera le spectre de pw aux ze´ros d’une fonction. Nous examinons en-
suite le proble`me de Grushin pour l’ope´rateur perturbe´ par une petite
perturbation, et montrons qu’il reste bien-pose´. Nous obtenons aussi un
de´veloppement perturbatif de la fonction dont les ze´ros de´terminent le
spectre de l’ope´rateur perturbe´.
Il s’agira ensuite de re´soudre une e´quation ∂ pour construire une fonc-
tion holomorphe en z ayant les meˆmes ze´ros, pour appliquer un the´ore`me
sur les ze´ros d’une fonction holomorphe borne´e par un poids sousharmo-
nique, et l’atteignant pre`sque en certains points, de´ja` utilise´ dans [6]. Ce
the´ore`me nous permettra de retrouver le volume symplectique interve-
nant dans la loi de Weyl.
Finalement nous devons estimer la probabilite´ de pouvoir appliquer
l’analyse pre´ce´dente a` notre perturbation ale´atoire, ce qui terminera la
preuve du the´ore`me 1.9.
2. Quantification de Weyl, espaces de symboles et de Sobolev
« semiclassiques »
Tous les re´sultats cite´s ici se retrouvent par exemple dans [5], chap.7.
Les normes sans indice se re´fe`reront aux normes L2 (respectivement
L(L2)), et il sera sous-entendu que h ∈ (0, 1]. Nous utilisons la convention
〈u, v〉 =
∫
u(x)v(x)dx , u, v ∈ L2 , (2.1)
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pour le produit scalaire L2. Nous de´notons par C∞b les fonctions lisses
borne´es, ayant toutes les de´rive´es borne´es.
2.1. Quantification dans S . —
De´finition 2.1. — La h-transformation de Fourier est de´finie, pour
u ∈ S , par
(Fhu)(ξ) :=
∫
e−
i
h
ξxu(x)dx . (2.2)
La h-transformation de Fourier inverse est donne´e, pour u ∈ S , par
(F−1h u)(x) :=
1
2πh
∫
e
i
h
ξxu(ξ)dξ . (2.3)
Nous commenc¸ons par conside´rer des symboles dans S .
De´finition 2.2 (Quantification de Weyl). — Pour p ∈ S , le
(h-) quantifie´ de Weyl est de´fini par
pwu(x) :=
1
2πh
∫∫
e
i
h
(x−y)ξp(
x+ y
2
, ξ)u(y)dydξ . (2.4)
C’est une application bien-de´finie, continue S ′ → S ; ceci se voit en
conside´rant le noyau de p donne´ par
K(x, y) =
(
(Fh,2)−1p
)
(
1
2
(x+ y), x− y) ∈ S . (2.5)
ou` la transformation de Fourier agit uniquement sur la deuxie`me variable.
Pour p ∈ S ′ nous pouvons de´finir pw : S → S ′ qui est continu (envoie
toute suite convergente dansS sur une suite faiblement convergente dans
S ′).
Remarquons inverse´ment que si A est un ope´rateur continu S → S ′,
alors son noyau de distribution K ∈ S ′ permet d’introduire le symbole
a(x, η) =
∫
e−
i
h
yηK(x+
1
2
y, x− 1
2
y)dy ∈ S ′ , (2.6)
et nous avons A = aw.
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2.2. Espaces de symboles, quantification, composition, conti-
nuite´. — Nous e´crivons 〈X〉 := (1 + |X|2) 12 .
De´finition 2.3 (Fonction d’ordre et espaces de symboles)
Nous appelons m ∈ C0(Rn, (0,∞)) une fonction d’ordre, si ∃N > 0,
∃C > 0 tels que
m(X) ≤ C〈X − Y 〉Nm(Y ), ∀X, Y ∈ Rn . (2.7)
Nous introduisons l’espace de symboles
S(Rn, m) := {p ∈ C∞(Rn); ∀α ∈ Nn, ∃Cα t.q. (2.8)
|∂αXp(X)| ≤ Cαm(X) , X ∈ Rn } .
Remarquons que sim est une fonction d’ordre, alors 1
m
est une fonction
d’ordre aussi.
S(R2, m) est un espace de Fre´chet.
Lemme 2.4. — S est dense dans S(R2, m) pour la topologie de
S(R2, m〈X〉ǫ), ǫ > 0.
Nous continuons par montrer qu’il existe un m˜ ∈ S(R2, m) tel que
m˜ ∼ m (ce qui veut dire : il existe C > 0 tel que 1
C
m ≤ m˜ ≤ Cm).
Soit Br(x) la boule ouverte de centre x et de rayon r. Conside´rons le
re´gularise´ de m qui, pour χ ∈ C∞c (B1(0); [0,∞)) avec
∫
B1(0)
χ = 1, est
de´fini par
m˜ := χ ∗m ∈ C∞(R2) . (2.9)
Alors ∃C ′0 > 0 tel que
m˜(X) ≤
∫
χ(X − Y )〈X − Y 〉N0dY C0m(X) ≤ C ′0m(X) ,
ainsi que
m˜(X) ≥
∫
χ(X − Y )〈X − Y 〉−N0dY C−10 m(X) ≥ (C ′0)−1m(X) ,
donc m˜ ∼ m et m˜ est une fonction d’ordre aussi.
Ceci implique que S(R2, m˜) = S(R2, m) et nous allons par la suite
uniquement conside´rer des fonctions d’ordre m avec m ∈ S(R2, m).
Proposition 2.5 (Continuite´ dans S ). — Pour h ∈ (0, 1] fixe´, p ∈
S(R2, m), pw est continu S → S et S ′ → S ′.
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De plus, pour toute seminorme nk sur S , il existe des seminormes nj
sur S , n˜l sur S(R
2, m) telles que
nk(p
wu) ≤ Ckn˜l(p)nj(u) ∀p ∈ S(m), u ∈ S . (2.10)
Si p(x, ξ, h) de´pend de h nous disons que p ∈ S(R2, m) si p(., h) est
uniforme´ment borne´ dans S(R2, m) pour h ∈ (0, 1].
Soit Sk(R2, m) := h−kS(R2, m), S−∞(R2, m) =
⋂
Sk(R2, m).
De´finition 2.6 (Equivalence asymptotique). — Pour a, ak ∈
S(R2, m), k ≥ 0 nous e´crivons
a ∼
∑
k≥0
akh
k (2.11)
pour dire que
∀N ∈ N, a(x; h)−
∑
0≤k≤N
ak(x)h
k ∈ S−(N+1)(R2, m) . (2.12)
Lemme 2.7 (Resommation). — Si aj ∈ S(R2, m), j ≥ 0, alors il
existe un a = a(x; h) ∈ S(R2, m) (unique dans S(R2, m)/S−∞(R2, m))
tel que
a ∼
∑
k≥0
akh
k . (2.13)
De´finition 2.8 (Symboles classiques). — Nous appelons symbole
classique un symbole dans S(R2, m) tel qu’il existe une suite (aj)j∈N ,
aj ∈ S(R2, m) inde´pendant de h, telle que
a ∼
∑
j≥0
hjaj dans S(R
2, m) . (2.14)
Nous appelons a0 le symbole principal de a.
Soit Scl(R
2, m) l’ensemble des symboles classiques dans S(R2, m).
De´finition 2.9 (Support). — Pour p ∈ Scl(R2, m) , p ∼
∑
j≥0 h
jpj
soit
Supp(p) :=
⋃
j
supp (pj) . (2.15)
Si p ∈ Scl(R2, m) et Supp(p) est compact nous avons p ∼ χp dans
S(R2, m), si χ ∈ C∞c (R2) est inde´pendant de h avec χ = 1 dans un
voisinage de Supp(p).
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De´finition 2.10 (Composition). — Il est possible de de´finir une ap-
plication biline´aire
S(R2, m1)× S(R2, m2)→ S(R2, m1m2)
(p1, p2) 7→ p1#p2 (2.16)
par prolongement continu de l’application (biline´aire) S ×S → S
(p1#p2)(x, ξ) := e
ih
2
σ(Dx,Dξ;Dy,Dη) (p1(x, ξ)p2(y, η)) |y=x,η=ξ . (2.17)
Nous avons l’e´quivalence asymptotique
(p1#p2)(x, ξ) ∼
∑
k≥0
1
k!
((
ih
2
(DξDy −DxDη))kp1(x, ξ)p2(y, η))|y=x,η=ξ .
(2.18)
The´ore`me 2.11 (Composition). — Pour pj ∈ S(R2, mj), pwj : S →
S ,S ′ → S ′, j = 1, 2, nous avons
pw1 p
w
2 = (p1#p2)
w : S → S ,S ′ → S ′ . (2.19)
Un re´sultat fondamental est le The´ore´me de Caldero´n-Vaillancourt de
la continuite´ L2 :
The´ore`me 2.12. — Si p ∈ S(R2, 1) alors pw est borne´ uniforme´ment
par rapport a` h L2 → L2.
De´finition 2.13 (Ellipticite´). — p ∈ S(R2, m) est elliptique si ∃C >
0 inde´pendant de h tel que
|p(X)| ≥ 1
C
m(X) , ∀X ∈ R2 . (2.20)
Lemme 2.14 (Parametrix). — Si p ∈ S(R2, m) est elliptique, alors
il existe un q ∈ S(R2, 1
m
) tel que
p#q = 1 + r1 ∈ S(R2, 1), r1 ∈ S−∞(R2, 1) ,
q#p = 1 + r2 ∈ S(R2, 1), r2 ∈ S−∞(R2, 1) ,
donc
pwqw = 1 +R1 ∈ L(L2), ‖R1‖ = O(h∞) , (2.21)
qwpw = 1 +R2 ∈ L(L2), ‖R2‖ = O(h∞) ,
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The´ore`me 2.15 (Inverse). — Si p ∈ S(R2, m) est elliptique, alors il
existe un h0 > 0 tel que pour h ∈ (0, h0] il existe un q ∈ S(R2, 1m) tel que
p#q = q#p = 1 dans S(R2, 1) . (2.22)
Ceci implique
pwqw = qwpw = 1L2 . (2.23)
La preuve de ce re´sultat important repose sur le lemme de Beals (voir
par exemple [5]). Pour e´noncer ce lemme, nous devons introduire, pour
A : S → S (et S ′ → S ′), B : S → S ′,la notation
adAB := [A,B] : S → S ′ . (2.24)
Lemme 2.16 (Lemme de Beals). — Soit Ah : S (R)→ S ′(R), h ∈
(0, 1], tel que ∀N ∈ N, pour toute suite l1(x, ξ), ..., lN(x, ξ) de formes
line´aires sur R2 nous avons :
‖adl1(x,hD) ◦ ... ◦ adlN (x,hD)Ah‖L2→L2 = O(hN) . (2.25)
Alors ∃a = a(x, ξ; h) ∈ S(R2, 1) tel que Ah = aw(x, hD; h).
2.3. Espaces locaux. —
De´finition 2.17. — Soit U un ouvert dans R2, et soit m une fonction
d’ordre. Introduisons l’espace « local »
S(U,m) = {p ∈ C∞(U); ∀α ∈ N2, ∀A > 0, ∃Cα,A tel que
|∂αXp|(X) ≤ Cα,Am(X), ∀X ∈ U, dist(X,U c) ≥
1
A
}. (2.26)
Nous pouvons de´finir de manie`re analogue que dans le paragraphe
pre´ce´dent les espaces Sk(U,m), ainsi que l’e´quivalence asymptotique, les
symboles classiques et le support (de´finition 2.9).
Le lemme 2.7 reste valable dans S(U,m).
De plus, avec (2.18), il est possible de de´finir une composition asymp-
totique
S(U,m1)× S(U,m2)→ S(U,m1m2)/S−∞(U,m1m2) .
Remarquons qu’elle est associative.
De´finition 2.18 (Ellipticite´ a` l’infini). — p ∈ S(R2, m) est ellip-
tique a` l’infini si ∃C > 0 inde´pendant de h tel que
|p(X)| ≥ 1
C
m(X) , |X| ≥ C. (2.27)
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Lemme 2.19. — Si p ∈ Scl(R2, m) est elliptique a` l’infini, alors il
existe un q ∈ Scl(R2 \ p−10 (0), 1m) tel que
q#p ∼ p#q ∼ 1 dans S(R2 \ p−10 (0), 1) . (2.28)
De´monstration. — Nous avons, avec 1
p
∈ S(R2 \ p−10 (0), 1m),
p#
1
p
= 1− hr, 1
p
#p = 1− hr˜ dans S(R2 \ p−10 (0), 1) ,
r, r˜ ∈ S(R2 \ p−10 (0), 1). (2.29)
Soit
S(R2 \ p−10 (0),
1
m
) ∋ q ∼ 1
p
#(
∑
k≥0
hkr#
k
) , (2.30)
et
S(R2 \ p−10 (0),
1
m
) ∋ q˜ ∼ (
∑
k≥0
hkr˜#
k
)#
1
p
. (2.31)
Alors p#q ∼ 1, q˜#p ∼ 1 et, par l’associativite´ de la compositon asymp-
totique, nous avons
q˜ ∼ q˜#(p#q) ∼ (q˜#p)#q ∼ q . (2.32)
2.4. Espaces de Sobolev « semiclassiques ». —
De´finition 2.20 (Espace de Sobolev). — Soit hm > 0 tel que n
w =
(mw)−1 existe pour h < hm (the´ore`me 2.15). Pour h < hm, l’espace de
Sobolev (de base L2, correspondant a` m) semiclassique est de´fini par
H(m) := (mw)−1(L2) ⊂ S ′ , (2.33)
que nous munissons de la norme
‖u‖m := ‖mwu‖ , u ∈ H(m) . (2.34)
Proposition 2.21 (Proprie´te´s de H(m)). — (H(m), ‖.‖m) est un
espace de Banach, et S est dense dans H(m).
De´monstration. — Nous choisirons partout h assez petit.
mw est une isome´trie surjective : H(m) → L2, donc H(m) est un
espace de Banach.
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Par densite´ de S dans L2 nous savons que ∀u ∈ L2, ∃uj ∈ S tel
que uj → u dans L2. Soit alors, pour v = (mw)−1u ∈ H(m), u ∈ L2,
vj = (m
w)−1uj ∈ S . Nous avons alors que
‖v − vj‖m = ‖u− uj‖ → 0, j →∞ . (2.35)
Pour des fonctions d’ordre m˜ ∼ m, nous avons, pour h < min{hm, hm˜},
que H(m) est e´gal a` H(m˜) a` une e´quivalence de normes pre`s :
∀u ∈ H(m), 1
C
≤ ‖u‖m‖u‖m˜ ≤ C , (2.36)
ou` C est inde´pendant de h.
Remarquons aussi que m ≥ 1 implique que H(m) ⊂ L2.
The´ore`me 2.22. — Pour p ∈ S(R2, m), pw est continu H(m)→ L2 .
De´monstration. — Observons que p#n ∈ S(R2, 1), donc son quantifie´
de Weyl est continu L2 → L2. v ∈ H(m) s’e´crit v = nwu pour un u ∈ L2
donc
pwv = (p#n)wu (2.37)
ce qui prouve le the´ore`me avec la continuite´ L2.
De manie`re analogue, nous avons aussi :
The´ore`me 2.23. — Soit q une fonction d’ordre. Pour p ∈ S(R2, m),
pw est continu H(q)→ H( q
m
).
Proposition 2.24. — L’espace dual de H(m) est H( 1
m
).
De´monstration. — Montrons d’abord que H( 1
m
) ⊂ H(m)∗.
Pour u ∈ S , w = mwf ∈ H( 1
m
), f ∈ L2 nous avons
〈w, u〉 = 〈f,mwu〉 ≤ C‖f‖‖u‖m (2.38)
donc tout w ∈ H( 1
m
) de´finit une forme line´aire continue (par rapport a`
la norme ‖.‖m) sur S ⊂ H(m). Par densite´, nous pouvons la prolonger
a` H(m) entier de manie`re unique. Avec (2.36), ‖w‖ 1
m
= ‖( 1
m
)ww‖ est
uniforme´ment e´quivalent a` ‖f‖ = ‖(mw)−1w‖, et nous avons
‖w‖H(m)∗ ≤ C‖w‖ 1
m
. (2.39)
Pour montrer l’inclusion inverse soit φ ∈ H(m)∗. Alors pour v =
(mw)−1u ∈ H(m)
φ(v) = φ((mw)−1u) =: φ˜(u) (2.40)
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et φ˜ est une fonctionelle line´aire continue sur L2. Par le lemme de Riesz
il existe un f ∈ L2 tel que
φ˜(u) = 〈u, f〉 (2.41)
avec ‖f‖ = ‖φ‖H(m)∗ , donc
φ(v) = 〈v,mwf〉, mwf ∈ H( 1
m
) . (2.42)
De plus,
‖mwf‖ 1
m
≤ C‖f‖ = C‖φ‖H(m)∗ . (2.43)
2.5. Proprie´te´ Fredholm de pw. — Nous de´notons par R(P ) et
N(P ) l’image et le noyau de l’ope´rateur P .
Proposition 2.25. — Si p ∈ Scl(R2, m), p0 ve´rifiant l’hypothe`se 1.4,
alors, pour h assez petit, (pw − z), z ∈ Ω˜ est une famille d’ope´rateurs de
Fredholm H(m)→ L2 d’indice 0.
De´monstration. — Soit z0 comme dans l’hypothe`se 1.4 : |p0−z0| ≥ 1Cm.
Soit χ ∈ C∞c (R2) tel que χ = 1 dans un voisinage de p−1(Ω˜). Soit
q(z) :=
χ
p0 − z0 +
(1− χ)
p0 − z ∈ S(R
2,
1
m
) . (2.44)
Alors
(p− z)#q(z) = χ p0 − z
p0 − z0 + (1− χ) + hrd = 1−
(z − z0)
p0 − z0 χ + hrd,
q(z)#(p− z) = χ p0 − z
p0 − z0 + (1− χ) + hrg = 1−
(z − z0)
p0 − z0 χ+ hrg ,
ou` rd, rg ∈ Scl(R2, 1). Pour h assez petit, nous pouvons invertir (1+hrwd )
respectivement (1 + hrwg ) en tant qu’ope´rateur L
2 → L2, et le lemme
de Beals (lemme 2.16) nous dit que l’inverse est un ope´rateur pseudo-
diffe´rentiel de symbole a ∈ S(R2, 1), respectivement b ∈ S(R2, 1). Soit
alors qd := q#a et qg := b#q. Ceci donne
(p− z)#qd = 1−
(
(z − z0)
p0 − z0 χ
)
#a , (2.45)
qg#(p− z) = 1− b#
(
(z − z0)
p0 − z0 χ
)
.
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Or
∂α(
(
(z − z0)
p0 − z0 χ
)
#a)→ 0, |(x, ξ)| → ∞, ∀α ∈ N2 , (2.46)
donc son quantifie´ de Weyl est un ope´rateur compact L2 → L2 (voir par
exemple [?]).
De plus, e´tant donne´ que χ ∈ C∞c (R2), b#
(
(z−z0)
p0−z0 χ
)
sera dans
S(R2, m˜) pour tout m˜, donc (rappelons que nw = (mw)−1)
∂α(m#b#
(
(z − z0)
p0 − z0 χ
)
#n)→ 0, |(x, ξ)| → ∞, ∀α ∈ N2 , (2.47)
dont le quantifie´ de Weyl est un ope´rateur compact L2 → L2. Ceci im-
plique que b#
(
(z−z0)
p0−z0 χ
)
est compact H(m)→ H(m).
Nous avons donc que (pw−z)qwd = 1+K1, K1 compact, et qwg (pw−z) =
1 +K2, K1, K2 compacts. Ceci implique que (p
w − z) est Fredholm.
Pour z = z0 comme dans l’hypothe`se 1.4, nous avons aussi que |p−z0| >
1
2C
m, uniforme´ment en h pour h assez petit, donc (pw−z0) est inversible
(d’inverse borne´e). Il en de´coule que ind(pw − z0) = 0. La continuite´ en
norme de
Ω˜ ∋ z → pw − z : H(m)→ L2 (2.48)
donne alors ind(pw − z) = ind(pw − z0) = 0 pour tout z ∈ Ω˜.
3. Factorisation et quasimodes
Soit p ∈ Scl(R2, m), p0 avec les hypothe`ses 1.4 et 1.3. Nous omettons
dans la suite d’e´crire l’indice j.
3.1. The´ore´me de pre´paration de Malgrange. — Nous avons be-
soin du the´ore`me de factorisation locale de Malgrange pour des fonctions
C∞ (qui est l’analogue du the´ore`me de Weierstrass pour des fonctions
analytiques). Notons que la de´composition ne sera pas unique. Pour les
preuves nous renvoyons a` [8], tome 1.
Proposition 3.1. — Soit U un entourage de 0 dans R2. Soit f ∈
C∞(U) avec f(0, 0) = 0 et ∂ξf(0, 0) 6= 0. Alors il existe un ouvert V ,
0 ∈ V ⊂ U tel que dans V nous avons la factorisation
f(x, ξ) = q(x, ξ)(ξ + g(x)), (3.1)
ou` g, q sont des fonctions C∞ avec q(0, 0) 6= 0, g(0) = 0.
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Ceci permettra de´ja` la factorisation des symboles principaux.
The´ore`me 3.2 (The´ore`me de pre´paration de Malgrange)
Soient f et U comme dans la proposition pre´ce´dente. Alors il existe
un ouvert V , 0 ∈ V ⊂ U , tel que ∀f˜ ∈ C∞(U) il existe q ∈ C∞(V ),
a ∈ C∞(πx(V )) avec
f˜(x, ξ) = q(x, ξ)f(x, ξ) + a(x), (x, ξ) ∈ V . (3.2)
Proposition 3.3. — Soit p ∈ Scl(R2, m), p0 remplissant l’hypothe`se
1.3. Soit z0 ∈ Ω, et soit z ∈ Ω dans un voisinage de z0. Soient U± des
entourages de ρ±(z0). Alors il existe un ouvert W (z0) contenant z0, des
ouverts V± ⊂ U± contenant ρ±(z), z ∈W (z0), et des symboles
q± ∼
∑
k≥0
q±,khk ∈ Scl(V±, 1) , g± ∼
∑
k≥0
g±,khk , g±,k ∈ C∞b (πx(V±))
(3.3)
qui de´pendent de manie`re C∞ de z ∈ W (z0) tels que
p(x, ξ; h)− z ∼ q+(x, ξ, z; h)#(ξ + g+(x, z; h)) dans S(V+, m) , (3.4)
p(x, ξ; h)− z ∼ (ξ + g−(x, z; h))#q−(x, ξ, z; h) dans S(V−, m) ,
avec q±,0(ρ±(z), z) 6= 0, g±,0(x±(z), z) = −ξ±(z), z ∈W (z0).
De´monstration. — Afin de simplifier les notations, nous omettons les
indices ±, et nous nous concentrons sur la premie`re partie de (3.4).
Nous commenc¸ons par de´composer le symbole principal.
Avec p0(ρ(z))−z = 0 , (p0)′ξ(ρ(z)) 6= 0 (hypothe`se 1.3), nous obtenons
dans un entourage V ⊂ U de ρ(z0) des fonctions q0 ∈ C∞(V ) et g0 ∈
C∞(πx(V )) telles que, dans V
(p0(x, ξ)− z0) = q0(x, ξ)(ξ + g0(x)) (3.5)
avec q0(x(z0), ξ(z0)) 6= 0, g0(x(z0)) = −ξ(z0). On peut rajouter z aux
variables et nous avons toujours une de´pendance C∞ de z. Les equations
ci-dessus sont alors valables pour z ∈ W (z0).
Ensuite nous regroupons par ordre de h les termes provenant de la
formule de composition asymptotique :
pN(x, ξ) = q0(x, ξ)gN(x) + qN(x, ξ)(ξ + g0(x))
+ G˜N (q0, ..., qN−1, g0, ..., gN−1, x, ξ, z) . (3.6)
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Etant donne´ que q0(x, ξ) 6= 0, nous avons une e´quation de la forme
GN(x, ξ) =
qN(x, ξ)
q0(x, ξ)
(g0(x) + ξ) + gN(x) , (3.7)
ou`GN ne de´pend que des qj , gl pour j, l < N et de pN . Il est donc possible
de de´terminer les qk, gk inductivement, car avec
g0(x(z)) + ξ(z) = 0, ∂ξ(g0(x) + ξ) = 1, (3.8)
le the´ore`me de Malgrange nous prouve l’existence d’un ouvert V conte-
nant ρ(z0), des fonctions C
∞ qN
q0
(ce qui donne qN ) et gN dans C
∞ avec
les proprie´te´s voulues. En prolongeant si ne´cessaire qN et gN a` un ouvert
le´ge`rement plus grand, nous pouvons obtenir le meˆme ouvert V pour
chaque N .
En ite´rant la proce´dure pour chaque ordre de h, nous obtenons les
solutions formelles
q ∼
∑
k≥0
qkh
k , qk ∈ C∞(V ) (3.9)
et
g ∼
∑
k≥0
gkh
k , gj ∈ C∞(πx(V )) . (3.10)
La meˆme proce´dure peut eˆtre applique´e pour obtenir une factorisation
a` gauche, ce qui montre la deuxie`me affirmation.
Nous choisissons un repre´sentant de g± ∈ C∞ et prolongeons g± dans
C∞(R) tel que
g±(y) = ∓ i
C±
(y − x±), |y| ≥ C , C± > 0 , (3.11)
et obtenons ainsi un repre´sentant global.
Pour χ± ∈ C∞c (V±), ceci donne
χ+#(p− z) ∼ (χ+#q+)#(ξ + g+) , (3.12)
(p− z)#χ− ∼ (ξ + g−)#(q−#χ−) ,
les compositions e´tant au sens asymptotique dans les espaces locaux.
3.2. Quasimodes. —
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3.2.1. Quasimode pour P−z. — Nous construisons d’abord une solution
de l’e´quation
(hDx + g+(x, z; h))e+ = 0 (3.13)
de la forme
e+(x, z; h) := a+(x, z; h)e
i
h
ϕ+(x,z) , ‖e+‖ = 1 , (3.14)
avec une phase ϕ+ ∈ C∞ inde´pendante de h, Imϕ+ ≥ 0, et une amplitude
admettant un de´veloppement asymptotique en puissances de h :
a+(x, z; h) ∼
∑
j≥0
a+,j(x, z)h
j dans C∞b (R) , ∀z ∈ Ω . (3.15)
La phase doit remplir l’e´quation eikonale
ϕ′+(x, z) + g+,0(x, z) = 0 . (3.16)
qui admet une solution unique si nous imposons ϕ+(x+, z) = 0. Etant
donne´ que ϕ′+(x+) = ξ+, nous voyons que c’est le signe du crochet de
Poisson qui de´termine le signe de la partie imaginaire de la phase pre`s
de x+ :
Imϕ′′+(x+, z) = −Im g′+,0(x+, z) =
1
2i|q+,0|2{p0, p0}(ρ+) . (3.17)
Pre`s de ρ+, le crochet est positif, donc la partie imaginaire de la phase
est positive ; graˆce au choix du prolongement de g+, ceci restera vrai
globalement :
Imϕ+(x) ∼ 1
C+
(x− x+)2, |x| → ∞ . (3.18)
Ensuite, afin de de´terminer l’amplitude, nous regroupons les termes du
meˆme ordre de h et obtenons une se´rie d’e´quations de transport :
a′+,0 = 0 , −ia′+,l +
∑
0≤j≤l−1
g+,l−ja+,j = 0, l > 0. (3.19)
Celles-ci de´terminent les de´rive´es de a+,k re´cursivement, qui seront a`
support compact, donc a+ sera constant en dehors du support de (g+ −
iIm g+,0). Il est ainsi possible de normaliser e+ dans L
2, ce qui de´termine
les constantes a+,j(x+) par la me´thode de la phase stationnaire.
Remarquons que nous avons aussi
e+(x, z, h) = c(z; h)e
− i
h
R x
x+
g+(y,z,h)dy =: c(z; h)e
i
h
ϕ+,h(y,z,h) , (3.20)
mais nous avons pre´fe´re´ rester proche du formalisme BKW.
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Lemme 3.4. — Il existe e+ ∈ S , ‖e+‖ = 1, tel que
‖(pw − z)e+‖ = O(h∞) . (3.21)
Pour prouver le lemme, nous avons besoin du lemme suivant :
Lemme 3.5. — Pour toute fonction d’ordre m′ (et h < hm′), e+ ∈
H(m′) et pour tout χ ∈ C∞c (R2), χ = 1 pre`s de ρ+,
‖(1− χ)we+‖m′ = O(h∞) . (3.22)
Preuve du lemme 3.4. — Par construction, e+ est normalise´ dans L
2.
Nous avons, avec le lemme 3.5,
(pw − z)e+ = (pw − z)χwe+ +O(h∞)
= χw(pw − z)e+ + [pw, χw]e+ +O(h∞) .
Le premier terme est O(h∞) avec la factorisation par construction. Pour
le terme de commutateur observons que
Supp(p#χ− χ#p) ⊂ suppχ′ , (3.23)
ce qui est disjoint d’un voisinage de ρ+. En appliquant le lemme 3.5, nous
voyons que ce terme sera aussi O(h∞).
Preuve du lemme 3.5. — Nous pre´sentons ici une preuve de J. Sjo¨strand.
Nous avons
hDx + g+ = (ξ + g+)
w, ξ + g+ ∈ S(R2, 〈(ξ, x)〉) . (3.24)
Pour h assez petit, ξ + g+ est elliptique en dehors de ρ+. Puisque
(hDx + g+)e+ = 0, ‖e+‖ = 1 , (3.25)
nous avons
(hDx + g+)(hDx + g+)e+ = 0 . (3.26)
Soit Ψ ∈ C∞c (R2, (0, 1)), Ψ = 1 pre`s de ρ+. Soit
Qw = (hDx + g+)(hDx + g+) + Ψ
w . (3.27)
Alors
Q(x, ξ) = |ξ + g+,0|2 +Ψ+O(h) ∈ S(R2, 〈(ξ, x)〉2) (3.28)
est elliptique, h assez petit, et (avec le lemme 2.16), Qw admet, pour h
assez petit, un inverse borne´ Rw, R ∈ S(R2, 〈(ξ, x)〉−2). De plus, d’apre`s
(3.26),
Qwe+ = Ψ
we+ , (3.29)
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donc pour toute fonction d’ordre m′,
e+ = (R#Ψ)
we+ ∈ H(m′) . (3.30)
Nous choisissons maintenant, pour χ comme dans le lemme 3.5, Ψ ≺ χ
(ce qui veut dire que supp (Ψ) ∩ supp (1 − χ) = ∅). Alors pour toute
fonction d’ordre m′,
(1− χ)#R#Ψ = O(h∞) dans S(R2, 1
m′
) , (3.31)
et ‖(1− χ)we+‖m′ = O(h∞).
3.2.2. Quasimode pour (P − z)∗. — Nous construisons d’abord une so-
lution de l’e´quation
(hDx + g−(x, z; h))∗e− = 0 (3.32)
de la forme
e−(x, z; h) := a−(x, z; h)e
i
h
ϕ−(x,z) , ‖e−‖ = 1 , (3.33)
avec une phase ϕ− ∈ C∞ inde´pendante de h, Imϕ− ≥ 0, et une amplitude
admettant un de´veloppement comme dans (3.15).
La phase doit remplir l’e´quation eikonale
ϕ′−(x, z) + g−,0(x, z) = 0 , (3.34)
qui admet une solution unique si nous imposons ϕ−(x−, z) = 0. Etant
donne´ que ϕ′−(x−) = ξ−, nous voyons que c’est le signe du crochet de
Poisson qui de´termine le signe de la partie imaginaire de la phase pre`s
de x− :
Imϕ′′−(x−, z) = Im g
′
−,0(x−, z) = −
1
2i|q−,0|2{p0, p0}(ρ−) > 0 . (3.35)
Graˆce au choix du prolongement de g−, nous avons :
Imϕ−(x) ∼ 1
C−
(x− x−)2, |x| → ∞ . (3.36)
Ensuite nous pouvons re´soudre les e´quations de transport, et il est pos-
sible de normaliser e− dans L2, ce qui de´termine les constantes a−,j(x−)
par la me´thode de la phase stationnaire.
Lemme 3.6. — Il existe e− ∈ S , ‖e−‖ = 1, tel que
‖(pw − z)∗e−‖ = O(h∞) . (3.37)
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De´monstration. — Nous avons l’analogue du lemme 3.5, et pouvons uti-
liser la factorisation
χw−(p
w − z)∗ = (χ−#q−)w(hDx + g−)∗ +O(h∞) . (3.38)
Lemme 3.7. — Pour toute fonction d’ordre m′ (et h < hm′), et pour
tout χ ∈ C∞c (R2), χ = 1 pre`s de (x−, 2ξ−),
‖(1− χ)w(e−)2‖m′ = O(h∞) . (3.39)
De´monstration. — Nous avons
(hDx + 2g−)(e−)2 = 2
(
(hDx + g−)e−
)
e− = 0 . (3.40)
Donc le lemme 3.5 s’applique aussi ici, et avec
|ξ + 2g−(x−)| ≥ 1
C
(|ξ − 2ξ−|+ |x− x−|) , (3.41)
nous obtenons le lemme.
4. Enonce´ et re´solution asymptotique du proble`me de Grushin
4.1. Proble`me de Grushin. — La question d’inversibilite´ de P − z
peut eˆtre reformule´e graˆce au proble`me de Grushin associe´.
De´finition 4.1. — Soit
P =
(
pw − z R−
R+ 0
)
: H(m)×C→ L2 ×C
ou` p ∈ S(R2, m) remplit les hypothe`ses 1.3 pour n = 1 et 1.4, et ou`
R+u := 〈u, e+〉 ,
R−u− := u−e− .
Proposition 4.2. — Supposons que P admet un inverse de la forme
E =
(
E E+
E− E−+
)
: L2 ×C→ H(m)×C .
Alors pw − z admet un inverse borne´ ssi E−+ : C→ C est inversible.
La preuve se trouve par exemple dans [6].
Explicitons comment on peut ge´ne´raliser cette proposition au cas d’un
nombre n de couples ρ± : pour chaque ρ
j
± nous obtenons une fonction e
j
±
associe´e comme dans les lemmes 3.4, 3.6.
24
De´finition 4.3. — Soit
P =
(
pw − z R−
R+ 0
)
: H(m)×Cn → L2 ×Cn
ou` p ∈ S(R2, m) remplit les hypothe`ses 1.3 et 1.4, et ou`
(R+u)j := 〈u, ej+〉 ,
R−u− :=
∑
k
uk−e
k
− .
Alors la proposition 4.2 reste valable et E−+ sera une matrice n× n :
l’inversiblite´ de pw − z sera donc e´quivalente a` detE−+ 6= 0.
Une fois que l’inverse du proble`me de Grushin est construit, le
proble`me spectral est re´duit a` de´terminer les ze´ros de det(E−+).
Dans notre cas, la construction de l’inverse du proble`me de Grushin
va eˆtre facilite´e graˆce a` la proposition 2.25 et au re´sultat suivant.
Proposition 4.4. — Si (pw − z), pour (p − z) ∈ Scl(R2, m), est une
famille d’ope´rateurs de Fredholm d’indice 0, ∀z ∈ Ω˜, alors P ≡ P(z) est
aussi un ope´rateur de Fredholm d’indice 0, ∀z ∈ Ω˜.
Ainsi l’existence d’un inverse a` droite de P impliqe l’inversibilite´ de P.
De´monstration. — Conside´rons pour t ∈ [0, 1]
P t =
(
P − z tR−
tR+ 0
)
: H(m)×Cn → L2 ×Cn
Pour t = 0 , P0 est un ope´rateur de Fredholm et indP0 = ind(pw−z) = 0.
Etant donne´ que R+ et R− sont des ope´rateurs de rang fini, P t est un
ope´rateur de Fredholm, et ind(P t) est constant pour t ∈ [0, 1], donc
ind(P) = ind(P1) = 0.
Proposition 4.5. — Soit p ∈ Scl(R2, m), p0 remplissant les hypothe`ses
1.3 et 1.4. Alors pw a un spectre purement discret dans Ω˜, consistant de
valeurs propres (isole´es) de multiplicite´ finie.
De´monstration. — Nous suivons [7].
Soit, d’apre`s l’hypothe´se 1.4, z0 ∈ Ω˜ tel que pw − z0 est inversible.
Soit z1 ∈ Ω˜. Nous savons que (pw−z1) est Fredholm, ind(pw−z1) = 0 ;
soit N = dimN(pw − z1) = dimR(pw − z1)⊥. Conside´rons le proble´me
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de Grushin
Pz :=
(
pw − z R−
R+ 0
)
: H(m)×CN → L2 ×CN
ou` R+ et R− sont de rang maximal et
R+|N(pw−z1) est bijectif ,
R(R−) ⊥ R(pw − z1) .
Alors Pz1 est bijectif avec un inverse borne´ E(z1), donc dans un voisinage
V (z1) de z1, Pz aura un inverse borne´ E(z) dont les entre´es de´pendent
holomorphiquement de z. Donc soit detE−+(z) est identiquement nul
∀z ∈ V (z1), soit ses ze´ros dans V (z1) forment un ensemble discret.
Nous pouvons maintenant prolongerE−+(z) le long d’un chemin reliant
z1 a` z0 (en e´crivant le proble`me de Grushin dans un nombre fini de disques
recouvrant ce chemin). Etant donne´ que detE−+(z0) 6= 0 (car pw−z0 est
inversible), detE−+(z) ne peut eˆtre identiquement nul dans aucun des
disques utilise´s lors de la prolongation (par identite´ sur l’intersection des
disques).
Ceci e´tant valable pour tout z1 ∈ Ω˜, les ze´ros de detE−+ (corres-
pondant au spectre de pw) sont isole´s. Pour prouver que l’espace propre
correspondant a` z1 est de dimension finie, nous renvoyons a` [7].
4.2. Re´solution des proble`mes locaux. — Nous posons n = 1, mais
etant donne´ que nous e´nonc¸ons des re´sultats locaux, tout se ge´ne´ralisera
a` n > 1.
4.2.1. Parametrix. — Commenc¸ons par la construction d’une parame-
trix sur R2 \ {ρ+, ρ−}, ou` p est elliptique : les ze´ros de p0 − z se situent
pre´cise´ment en ρ± et p− z est elliptique a` l’infini, z ∈ Ω˜. Il est donc pos-
sible d’appliquer le lemme 2.19 pour obtenir M ∈ S(R2 \ {ρ+, ρ−}, 1m)
tel que
(p− z)#M ∼ 1 dans S(R2 \ {ρ+, ρ−}, 1) . (4.1)
4.2.2. Re´solution pour P = hDx + g+(x). —
Proposition 4.6. — Pour P = hDx + g+(x), v ∈ L2(R) , v+ ∈ C le
proble`me {
Pu = v
R+u = v+
(4.2)
avec
R+u := 〈u, e+〉 (4.3)
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admet une solution unique
u = Fv + F+v+ ∈ Hsc = H(〈(x, ξ)〉) , (4.4)
F+v+ := v+e+, et nous avons
‖F‖L2→Hsc = O(h−
1
2 ) , (4.5)
‖F+‖C→Hsc = O(1) .
De´monstration. — La preuve est similaire a` celle dans [6]. Nous repre-
nons les e´tapes non-techniques.
L’e´quation homoge`ne {
Pu = 0
R+u = v+
(4.6)
admet la solution unique
u = F+v+ , (4.7)
alors que {
Pu = v
R+u = 0
(4.8)
admet la solution
u = Fv := (1− F+R+)F˜ v , (4.9)
avec R+u = 0 et ou` F˜ sera defini par la suite.
En supposant x+ = 0 pour alle´ger les notations, F˜ admet un noyau
inte´gral
k(x, y) =
i
h
e−
i
h
R x
y
g+(x˜)dx˜ 1{x+≤y≤x} −
i
h
e−
i
h
R x
y
g+(x˜)dx˜ 1{x≤y≤x+} ,
et PF˜v = v. Par le lemme de Schur (cf. [8], tome 3) la norme L2 de F˜
est majore´e par(
sup
x
∫
|k(x, y)|dy
)1
2
(
sup
y
∫
|k(x, y)|dx
)1
2
. (4.10)
En utilisant et adaptant les estimations de la preuve dans [6], nous avons,
en utilisant aussi l’identite´ (hDx + g+)F˜w = w ,
‖F˜‖ ≤ C√
h
, ‖xF˜‖ ≤ C
′
√
h
,
‖hDxF˜‖ ≤ ‖1− g+(x)F˜‖ ≤ ‖F˜‖+ C‖xF˜‖ ≤ C
′′
√
h
. (4.11)
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Avec ‖F+R+‖ = O(1), nous avons les meˆmes estimations pour F , ce qui
implique
‖F‖L2→Hsc = ‖F‖+ ‖hDxF‖+ ‖xF‖ ≤
C˜√
h
. (4.12)
Lemme 4.7. — (Non-propagation des supports)
Pour ψ1, ψ2 ∈ S(R2, 1) inde´pendants de h et a` supports disjoints nous
avons
ψw1 Fψ
w
2 = O(h
∞) dans L(L2, Hsc) . (4.13)
Ceci implique que nous avons le meˆme re´sultat pour ψj ∈ Scl(R2, 1)
tels que Suppψ1 ∩ Suppψ2 = ∅, car nous pouvons, en chaque ordre de h,
appliquer le lemme pre´ce´dent.
De´monstration. — Soit P = hDx + g+(x) = p
w.
Soient χ , χ˜ ∈ C∞c (R2), χ ≺ χ˜, χ = 1 pre`s de ρ+. Conside´rons
P χ˜wFχwv = [P, χ˜w]Fχwv + χwv +O(h∞)v , (4.14)
‖R+χ˜wFχwv − R+Fχwv‖ = O(h∞)‖v‖. (4.15)
Supp(p#χ− χ#p) est disjoint de ρ+. Comme dans la preuve du lemme
3.5, nous avons
|ξ + g+,0|2 ≥ 1
C
(
(ξ − ξ+)2 + (x− x+)2
)
, (4.16)
donc il existe q ∈ S(R2\ρ+, 1〈(x,ξ)〉) tel que
p#q ∼ 1 dans S(R2\ρ+, 1) . (4.17)
Soit q#(1− χ) un repre´sentant du compose´ asymptotique, et soit
F ′ := (q#(1− χ))w + χ˜wFχw − (q#(p#χ˜− χ˜#p))wFχw . (4.18)
Alors
PF ′v = v + r1(v) , ‖r1‖ = O(h∞) ,
R+F
′v = r2(v) , ‖r2‖L2→C = O(h∞) . (4.19)
L’unicite´ dans la proposition 4.6 implique alors que
F ′v = Fv + Fr1(v) + F+r2(v) =: Fv −R3v , (4.20)
ou` R3 : L
2 → Hsc, ‖R3‖L2→Hsc = O(h∞).
Nous avons donc, pour ψ1, ψ2 ∈ S(1) a` supports disjoints
ψw2 Fψ
w
1 = ψ
w
2 F
′ψw1 +O(h
∞) (4.21)
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et il suffit de montrer l’affirmation pour F ′.
Le premier terme dans F ′ est un ope´rateur pseudodiffe´rentiel a` symbole
dans S(R2, 1〈(x,ξ)〉), donc
ψw2 (q#(1− χ))wψw1 = O(h∞) : L2 → Hsc (4.22)
Pour les deux termes restants, nous distinguons les cas :
ρ+ /∈ suppψ2 : alors ψw2 χ˜w = O(h∞) et ψw2 [P, χ˜w] = O(h∞) pour χ˜
assez localise´e, donc ψw2 F
′ψw1 = O(h
∞) : L2 → Hsc (car F = O( 1√h) :
L2 → Hsc).
ρ+ /∈ suppψ1 : alors χwψw1 = O(h∞) pour χ assez localise´e, donc
ψw2 F
′ψw1 = O(h
∞) : L2 → Hsc.
4.2.3. Re´solution pour P = hDx + g−(x). — Ici nous avons la situation
analogue pour l’adjoint formel.
Proposition 4.8. — Pour P = hDx + g−(x), v ∈ L2 le proble`me
Pu+R−u− = v , (4.23)
avec
R−u− := u−e− , u− ∈ C ,
admet une solution unique dans Hsc ×C, donne´e par
u = Gv , (4.24)
u− = G−v := 〈v, e−〉 , (4.25)
avec
‖G‖L2→Hsc ≤
C√
h
. (4.26)
De´monstration. — Pour x ≤ x− nous avons la solution a` (hDx+g−)u = v˜
u1(x) =
i
h
∫ x
−∞
e−
i
h
R x
y
(g−(x˜)−z)dx˜v˜(y)dy =: G˜1v˜(x) ,
alors que pour x ≥ x− nous avons
u2(x) =
i
h
∫ x
∞
e−
i
h
R x
y
(g−(x˜)−z)dx˜v˜(y)dy =: G˜2v˜(x) ,
les deux exposants e´tant de´croissants (a` partie re´elle strictement ne´gative
loin de x−) dans le domaine d’inte´gration .
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Afin d’obtenir une solution continue, il faut imposer que
0 = u1(x−)− u2(x−) = i
h
∫ ∞
−∞
e−
i
h
R x−
y
(g−(x˜)−z)dx˜v˜(y)dy ,
=
i
ha−(x−, z; h)
〈v˜, e−〉 (4.27)
donc, avec
u− = G−v ,
on peut prendre v˜ = v −R−u−, car par construction
〈v − R−u−, e−〉 = 0 .
Nous avons alors la solution
u = Gv = G˜(I − R−G−)v ,
u− = G−v ,
ou` G˜ est donne´ par G˜1/2 dans les zones correspondantes.
En observant que G˜ a le noyau inte´gral
k(x, y) =
i
h
e−
i
h
R x
y
g−(x˜)dx˜ 1{y≤x≤x−} −
i
h
e−
i
h
R x
y
g−(x˜)dx˜ 1{x−≤x≤y} ,
qui s’estime de la meˆme manie`re que le noyau inte´gral de F (en remar-
quant que Im g′+(x+) ∼ −Im g′−(x−)) nous pouvons utiliser les estima-
tions du paragraphe pre´ce´dent pour trouver que
‖G˜‖L2→L2 ≤ C√
h
(4.28)
ainsi que
‖G‖L2→Hsc ≤
C√
h
. (4.29)
Lemme 4.9. — (Non-propagation des supports)
Pour ψ1, ψ2 ∈ S(1) inde´pendants de h et a` supports disjoints nous
avons
ψw1 Gψ
w
2 = O(h
∞) dans L(L2, Hsc) . (4.30)
La preuve est analogue a` celle du paragraphe pre´ce´dent.
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4.3. Recollement des morceaux et inverse. — La prochaine e´tape
sera de recoller les solutions afin d’obtenir un inverse a` droite approxi-
matif sur tout l’espace.
Soient U± ⊂ R2 des entourages de ρ± a` adhe´rences disjointes ,
χ± ∈ C∞c (U±) inde´pendantes de h, χ± = 1 pre`s de ρ± , (4.31)
et χ := (1− χ+ − χ−) ∈ S(R2, 1).
Nous de´composons L2 ∋ v ∼ χw+v + χw−v + χwv pour re´soudre le
proble`me de Grushin graˆce aux inverses des paragraphes pre´ce´dants.
Soient χ± ≺ χ˜± ∈ C∞c (U±), χ ≺ χ˜ ∈ S(R2, 1), χ˜ = 0 pre`s de ρ±, et
soient T± ∈ Scl(U±, 1) tels que
Q+#T+ ∼ 1 dans S(U+, 1) , (4.32)
T−#Q− ∼ 1 dans S(U−, 1) . (4.33)
Nous de´signons par
T+#χ+ ∈ C∞c (U+) , (4.34)
χ˜−#T− ∈ C∞c (U−) , (4.35)
des repre´sentants a` support compact des compose´s asymptotiques. Ceci
implique qu’ils seront continus L2 → H(n) pour toute fonction d’ordre
n.
Soit M la parametrix dans la zone elliptique, et soit M#χ un
repre´sentant du compose´ asymptotique dont le support est contenu dans
un entourage du support de χ.
Proposition 4.10. — Soit P comme dans la de´finition 4.1, ou` p rem-
plit les hypothe`ses 1.3 pour n = 1 et 1.4. Soit
E0 :=
(
E0 F+
G− 0
)
, (4.36)
ou`
E0 = (χ˜#M#χ)
w+χ˜w+F (T+#χ+)
w+(χ˜−#T−)wGχw− = O(
1√
h
). (4.37)
Alors
PE0 = 1−K (4.38)
avec K = O(h∞) dans L(L2 ×C, L2 ×C).
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De´monstration. — L’estimation de norme de E0 de´coule directement des
estimations e´tablies pour les proble`mes locaux.
Commenc¸ons par :
(p− z)#χ˜#M#χ = χ˜#(p− z)#M#χ + r = χ+ r′ . (4.39)
Nous avons r ∈ S−∞(1), car
Supp((p− z)#χ˜− χ˜#(p− z)) ⊂ supp χ˜′ (4.40)
est disjoint de supp (M#χ). Ceci implique, avec χ˜#χ ∼ χ dans S(1),
que nous avons aussi r′ ∈ S−∞(1). Il en de´coule que r′w = O(h∞) dans
L(L2).
Ensuite, en utilisant le lemme 4.7 et la remarque d’apre`s,
(P − z)χ˜w+F (T+#χ+)w = [P, χ˜w+]F (T+#χ+)w + χ˜w+(P − z)F (T+#χ+)w
= O(h∞) + (χ˜+#Q+)
w(hDx + g+(x))F (T+#χ+)
w
= χw+ +O(h
∞)
dans L(L2).
Finalement, en utilisant le lemme 4.9 et que G− ∼ G−χ−,
(P − z)(χ˜−#T−)wGχw− +R−G−
= (hDx + g−(x))(Q−#χ˜−#T−)wGχw− +R−G− +O(h
∞)
= (hDx + g−(x))Gχ
w
− +O(h
∞) +R−G−χ
w
−
= χw− +O(h
∞)
dans L(L2).
Au total
(P − z)((χ˜#M#χ)w + χ˜w+F (T+#χ+)w + (χ˜−#T−)wGχw−)+R−G−
= 1 +O(h∞) (4.41)
dans L(L2).
Ensuite, le lemme 3.4 implique
(P − z)F+ = O(h∞) ,
R+F+ = 1 .
Graˆce au lemme 3.5
R+
(
(χ˜#M#χ)w + χ˜w+F (T+#χ+)
w + (χ˜−#T−)wGχw−
)
= R+χ˜
w
+F (T+#χ+)
w +O(h∞)
= R+F (T+#χ+)
w +O(h∞) = O(h∞)
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et la proposition est prouve´e.
Il est possible, pour h assez petit, de trouver un inverse a` droite exact
de P en inversant 1−K avec une se´rie de Neumann :
E := E0
∑
j≥0
(K)j . (4.42)
On trouve alors un inverse a` droite E de P. D’autre part, P est Fredholm
d’indice 0 d’apre`s les propositions 2.25 et 4.4. Donc E est aussi un inverse
a` gauche. On obtient :
Corollaire 4.11. — Il existe
E =
(
O( 1√
h
) O(1)
O(1) O(h∞)
)
: L2 ×C→ H(m)×C
tel que PE = 1L2×C, et EP = 1H(m)×C.
Les estimations de norme de´coulent imme´diatement de la se´rie de Neu-
mann, de la forme de E0 et des estimations e´tablies pour le proble`mes
locaux.
Conside´rons maintenant le cas n > 1 : soient U j± ⊂ R2 des entourages
de ρj± a` adhe´rences disjointes,
χj± ∈ C∞c (U j±) inde´pendantes de h, χj± = 1 pre`s de ρj± , (4.43)
et χ := (1−∑j(χj+ + χj−)) ∈ S(1).
Ceci nous permet de re´soudre les proble`mes « locaux » de manie`re
analogue qu’avant, et nous introduisons T j±, χ˜
j
± et M comme avant.
Nous avons aussi
|〈ej±, ek±〉| ≤ δjk +O(h∞) . (4.44)
The´ore`me 4.12. — Soit P comme dans la de´finition 4.3, ou` p remplit
les hypothe`ses 1.3 et 1.4. Soit
E0 =
(
E0 F+
G− 0
)
, (4.45)
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ou`
E0 = (χ˜#M#χ)
w +
∑
j
(
(χ˜j+)
wF j(T j+#χ
j
+)
w + (χ˜j−#T
j
−)
wGj(χj−)
w
)
,
F+v+ :=
∑
k
vk+e
k
+ ,
(G−v)k := 〈v, ek−〉 . (4.46)
Alors
PE0 = 1−K (4.47)
avec K = O(h∞) dans L(L2 ×Cn, L2 ×Cn).
Nous avons aussi l’analogue du corollaire 4.11.
4.4. Cas analytique. —
Lemme 4.13. — Soit p ∈ S(R2, m) inde´pendant de h avec les hy-
pothe`ses 1.3 et 1.5. Alors ∀j = 1, ..., n il existe ej+ = aj+(x, z; h)e
i
h
ϕj+(x,z) ∈
S , ‖ej+‖ = 1, tel que
‖(pw − z)ej+‖ = O(e−
1
Ch ) . (4.48)
Nous avons de plus que Imϕj+ ∼ (x− xj+)2.
Pour la preuve, nous renvoyons a` [4].
Lemme 4.14. — Soit p ∈ S(R2, m) inde´pendant de h avec les hy-
pothe`ses 1.3 et 1.5. Alors ∀j = 1, ..., n il existe ej− = aj−(x, z; h)e
i
h
ϕj−(x,z) ∈
S , ‖ej−‖ = 1, tel que
‖(pw − z)∗ej−‖ = O(e−
1
Ch ) . (4.49)
Nous avons de plus que Imϕj− ∼ (x− xj−)2.
Nous avons
|〈ej±, ek±〉| ≤ δjk +O(e−
1
Ch ) . (4.50)
Proposition 4.15. — Soit p ∈ S(R2, m) inde´pendant de h, ve´rifiant
les hypothe`ses 1.3 et 1.5, et soit
P =
(
pw − z R−
R+ 0
)
: H(m)×Cn → L2 ×Cn ,
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ou`
(R+u)j := 〈u, ej+〉 ,
R−u− :=
∑
k
uk−e
k
− .
Alors P admet un inverse de la forme
E =
(
E E+
E− E−+
)
=
(
E0 +O(h
∞) F+ +O(e−
1
Ch )
G− +O(e−
1
Ch ) O(e−
1
Ch )
)
, (4.51)
ou` E0 = O(
1√
h
) est comme dans (4.46) et
F+v+ :=
∑
k
vk+e
k
+ ,
(G−v)k := 〈v, ek−〉 . (4.52)
De´monstration. — Nous commenc¸ons par montrer que E−+ = O(e−
1
Ch )
et que E+v+ = F+v+ +O(e
− 1
Ch )|v+|. Nous cherchons (u∗, u∗−) tel que{
(P − z)u∗ +R−u∗− = 0
(R+u
∗)j = δjk
. (4.53)
Alors u∗ = E+ek ou` ek ∈ Cn, (ek)j = δjk et u∗− = [E−+]k ou` [A]k de´signe
la k-ie`me colonne de la matrice A.
Nous avons, en utilisant |〈ej+, ek+〉| ≤ δjk +O(e−
1
Ch ),{
(P − z)ek+ = O(e−
1
Ch )
(R+e
k
+)j = δjk +O(e
− 1
Ch )
. (4.54)
Le corollaire 4.11 nous dit que pour la solution (u, u−) de{
(P − z)u+R−u− = v
R+u = v+
, (4.55)
nous avons √
h‖u‖+ |u−| ≤ C(‖v‖+
√
h|v+|) . (4.56)
Ceci implique que
√
h‖u∗ − ek+‖+ |u∗−| ≤ O(e−
1
Ch ) , (4.57)
donc E+ek = e
k
+ + O(e
− 1
Ch ) et |[E−+]k| = O(e− 1Ch ). En sommant sur k,
nous obtenons donc que E+v+ =
∑
k v
k
+e
k
+ + O(e
− 1
Ch )|v+| et que E−+ =
O(e−
1
Ch ).
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Nous montrons ensuite que (E−v)k = 〈v, ek−〉+O(e−
1
Ch )‖v‖. Pour ceci
soit (u∗, u∗−) la solution de{
(P − z)u∗ +R−u∗− = v
R+u
∗ = 0 , (4.58)
donc u∗− = E−v. Nous avons
〈(P − z)u∗ +R−u∗−, ek−〉 = 〈v, ek−〉 . (4.59)
Donc
〈(P − z)u∗, ek−〉 = 〈u∗, (P − z)∗ek−〉 = O(e−
1
Ch )‖u∗‖ , (4.60)
et graˆce a` |〈ej−, ek−〉| ≤ δjk +O(e−
1
Ch ) nous obtenons
(u∗−)k +O(e
− 1
Ch )(‖u∗‖+ |u∗−|) = 〈v, ek−〉 . (4.61)
En utilisant (4.56), nous avons
(E−v)k = (u∗−)k = 〈v, ek−〉+O(e−
1
Ch )‖v‖ . (4.62)
5. Perturbation
5.1. Proble`me de Grushin perturbe´. — Nous conside´rons p ∈
S(R2, m) avec les hypothe`ses 1.3 et 1.5.
Nous conside´rons une perturbation δQ, ou` Q : L2 → L2 avec ‖Q‖ ≤ 1,
et δ <<
√
h est un parame`tre de perturbation.
Proposition 5.1. — Soit, pour p et δQ comme ci-dessus,
Pδ =
(
pw − z + δQ R−
R+ 0
)
: H(m)×Cn → L2 ×Cn .
Alors il existe E δ de la forme
E δ = E0 +
( ∑
j≥1E(δQE)
j
∑
j≥1(EδQ)
jE+)∑
j≥1E−(δQE)
j
∑
j≥1E−(δQE)
j−1(δQE+)
)
(5.1)
=
(
O( 1√
h
) O(1)
O(1) O(
√
h)
)
tel que PδE δ = 1L2×Cn, E δPδ = 1H(m)×Cn.
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De´monstration. — Nous avons PδE = 1 +K ou`
K =
(
δQE δQE+
0 0
)
, (5.2)
et
‖K‖ < Cδ‖Q‖‖E‖ << 1 . (5.3)
Alors nous obtenons la se´rie de Neumann
E δ = E(1 +K)−1 = E
∞∑
j=0
(−K)j . (5.4)
Nous avons imme´diatement le
Corollaire 5.2. —
E δ − E0 =
(
O( δ
h
) O( δ√
h
)
O( δ√
h
) O(δ)
)
. (5.5)
Nous obtenons aussi un de´veloppement perturbatif de l’hamiltonien
effectif :
Eδ−+ = E
0
−+ + δE
(1)
−+ +O(
δ2√
h
) . (5.6)
De plus, en utilisant aussi la proposition 4.15,
(E
(1)
−+)ij = −Ei−QEj+ = −〈Qej+, ei−〉+O(e−
1
Ch ) . (5.7)
Nous supposons alors que δ
2√
h
> e
− 1
D0h , pourD0 assez grand, ce qui re´sulte
de l’hypothe`se 1.8.
Ceci implique que
detEδ−+ = δ
n
∑
π∈Sn
(
∏
j
〈Qeπ(j)+ , ej−〉(sign(π)) +O(
δn+1√
h
) . (5.8)
En e´crivant ∂z(PE) = 0, nous obtenons
∂zE−+ = −E−+(∂zR+)E+ −E−(∂zR−)E−+ . (5.9)
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Le de´terminant de E−+ n’est pas holomorphe, mais remplit (pour
detE−+ 6= 0) l’e´quation ∂z suivante :
∂z detE−+ = tr
(
(∂zE−+)E−1−+
)
detE−+ (5.10)
= −tr ((∂zR+)E+ + E−(∂zR−)) detE−+
=: −k(z) detE−+ ,
en utilisant la cyclicite´ de la trace. Pour l’ope´rateur non-perturbe´, ceci
implique
∂z detE
0
−+ = −(
∑
j
(〈ej+, ∂zej+〉+ 〈∂zej−, ej−〉) +O(e−
1
Ch )) detE0−+
=: −k0(z) detE0−+(z) . (5.11)
Nous choisissons alors une solution l0 de l’e´quation
1
h
∂zl0 = k0 (5.12)
dans un voisinage de Ω et nous obtenons une fonction holomorphe
e
l0
h E0−+.
Lemme 5.3. — Pour h assez petit, et en de´notant L(dz) = dRe z ∧
dIm z,
(∆Re l0(z) + O(h))L(dz) =
∑
j
(dξj− ∧ dxj− − dξj+ ∧ dxj+) , (5.13)
et Re l0 est strictement sousharmonique :
∆Re l0(z) > 0 . (5.14)
De´monstration. — En utilisant la proposition 4.15 et (5.10), nous avons
1
h
∂zl0 = −
∑
j
(〈ej+, ∂zej+〉+ 〈∂zej−, ej−〉) +O(e−
1
Ch ) . (5.15)
Nous omettons l’indice j. Soit ehol+ tel que ‖(P−z)ehol+ ‖ = O(e−
1
Ch )‖ehol+ ‖,
∂ze
hol
+ = 0, de la forme
ehol+ = a+(x, z; h)e
i
h
ϕ+(x,z) , (5.16)
avec a+, ϕ+ holomorphes en z. Une telle fonction peut se trouver locale-
ment en z. Nous avons p(x, ϕ′+) = z, ce qui implique
ϕ′+(x+) = ξ+, Imϕ
′′
+(x+) > 0, ∂zϕ
′
+(x+) =
1
pξ(x+)
. (5.17)
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Donc x+ est le seul point re´el ou` ϕ
′
+ est re´el, et Imϕ+ y a un point
critique non-de´ge´ne´re´. Soit
Φ+(z) = sup
x∈vois
R
(x+)
(−Imϕ+(x, z)) = −Imϕ+(x+(z), z) . (5.18)
Alors Φ+ est sousharmonique en tant que supremum de fonctions har-
moniques. De plus, graˆce a` (5.17),
κ : (x,−∂xϕ+(x, z))→ (z, ∂zϕ+(x, z)) (5.19)
est une transformation canonique complexe, et
κ(R2) = ΛΦ+ := {(z,
2
i
∂zΦ+(z))} (5.20)
est une sousvarie´te´ IR au sens de [10], donc Φ+ est strictement soushar-
monique. En fait, en utilisant que x+ est un point critique de Imϕ+ et
que ϕ+ est holomorphe,
2
i
∂zΦ+(z) =
2
i
∂z(−Imϕ+(x+(z), z)) = −(2
i
∂zImϕ+)(x+(z), z)
= (∂zϕ+)(x+(z), z) , (5.21)
et κ(x+(z),−ξ+(z)) = (z, 2i∂zΦ+(z)). Ceci implique que
−dξ+ ∧ dx+ = dζ ∧ dz|ΛΦ+ = (
2
i
∂z∂zΦ+)dz ∧ dz
= (4∂z∂zΦ+)
1
2i
dz ∧ dz = ∆Φ+L(dz) , (5.22)
et Φ+ est strictement sousharmonique.
Ensuite nous avons e+ =
ehol+
‖ehol+ ‖
e−
i
h
θ+(z), ou` θ+(z) est re´el. Etant donne´
que
Re ∂z〈e+e ihθ+(z), ∂ze+e ihθ+(z)〉 = Re ∂z〈e+, ∂ze+〉 − Re ( i
h
∂z∂zθ+)
= Re ∂z〈e+, ∂ze+〉 , (5.23)
θ+ ne contribuera pas a` ∆Re l0 et nous pouvons supposer que θ+ = 0.
Donc
〈e+, ∂ze+〉 = 〈 e
hol
+
‖ehol+ ‖
, ∂z(
ehol+
‖ehol+ ‖
)〉 . (5.24)
Or
2(∂z‖ehol+ ‖)‖ehol+ ‖ = ∂z‖ehol+ ‖2 = 〈∂zehol+ , ehol+ 〉 , (5.25)
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donc
∂z
1
‖ehol+ ‖
= −1
2
〈∂zehol+ , ehol+ 〉
‖ehol+ ‖3
. (5.26)
Ceci implique que
〈e+, ∂ze+〉 = 1
2‖ehol+ ‖2
(〈ehol+ , ∂zehol+ 〉) =
1
2
∂z(ln ‖ehol+ ‖2) . (5.27)
En utilisant la me´thode de la phase stationnaire, nous avons que
‖ehol+ ‖2 ∼ A(z; h)e−
2
h
Imϕ+(x+,z) , (5.28)
donc
h〈e+, ∂ze+〉 = h1
2
∂z(−2
h
Imϕ+(x+, z))+lnA) = ∂zΦ+(z)+
h∂zA
2A
. (5.29)
Ceci implique que
4∂zh(〈e+, ∂ze+〉)L(dz) = (4∂z∂zΦ+(z) +O(h))L(dz)
= −dξ+ ∧ dx+ +O(h)L(dz) . (5.30)
Pour 〈∂ze−, e−〉 = −〈e−, ∂ze−〉 nous nous ramenons a` eahol− tel que
‖(P − z)∗eahol− ‖ = O(e−
1
Ch )‖eahol− ‖, avec ∂z(eahol− ) = 0. Nous obtenons le
re´sultat similaire. En rassemblant les termes, nous avons donc que
(∆Re l0(z) +O(h))L(dz) =
∑
j
(dξj− ∧ dxj− − dξj+ ∧ dxj+) , (5.31)
et Re l0(z) est strictement sousharmonique.
Pour l’ope´rateur perturbe´, nous avons
∂z detE
δ
−+ = −tr
(
(∂zR+)E
δ
+ + E
δ
−(∂zR−)
)
detEδ−+ (5.32)
=: −kδ(z) detEδ−+ .
En utilisant le corollaire 5.2 et (5.10), on trouve
|kδ − k0| ≤ O( δ
h
3
2
) . (5.33)
Alors nous pouvons aussi construire une solution lδ = l0 + (lδ − l0) de
l’e´quation 1
h
∂zl
δ = kδ, avec
|lδ − l0| = O( δ√
h
) , (5.34)
et ∂z(e
lδ
h detEδ−+) = 0.
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6. Preuve des the´ore`mes 1.9, 1.13 et 1.11
Nous commenc¸ons par rappeler quelques notions probabilistes.
6.1. Rappels de notions probabilistes. — Soit (M,A, P ) un es-
pace de probabilite´.
Une variable ale´atoire re´elle est une application mesurable
X :M→ Rn . (6.1)
Il est possible de conside´rer une variable ale´atoire complexe en identifiant
C a` R2 (x+ iy ≡ (x, y)). La distribution de X est la mesure PX (l’image
directe de la mesure P par l’application X) ; si elle est absolument conti-
nue par rapport a` la mesure de Lebesgue :
PX = f(x)L(dx) , (6.2)
alors f est appele´e la densite´ de distribution de X (c’est le seul cas que
nous allons conside´rer ici). Si
f(x) =
1
(2πσ2)
n
2
e−
x2
2σ2 , (6.3)
alors nous disons que X est distribue´ selon une loi normale (centre´e en
0, de variance nσ2).
Si X est P -inte´grable, nous de´finissons l’espe´rance
E[X] :=
∫
XdP =
∫
xf(x)L(dx) . (6.4)
Si X est de carre´ sommable, nous de´finissons la variance
σ2(X) := E[(X −E[X])2] . (6.5)
Conside´rons maintenant m variables ale´atoires Xi. Les Xi sont appele´s
inde´pendants si leur distribution jointe se de´compose en produit :
P⊗Xi = PX1 ⊗ ...⊗ PXm . (6.6)
Conside´rons, dans le cas ou` lesXi sont des variables inde´pendantes re´elles
(complexes), leur somme : la distribution sera
PX1+...+Xm = PX1 ∗ ... ∗ PXm . (6.7)
Il en de´coule que si Xi est distribue´ selon une loi normale centre´e en 0
de variance σ2i , ∀i = 1, ..., m, alors la somme des Xi sera distribue´ selon
une loi normale centre´e en 0 de variance
∑
i σ
2
i .
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6.2. Analyse des ze´ros d’une fonction holomorphe. — Pour ter-
miner la preuve du the´ore`me 1.9, nous avons besoin d’une proposition
concernant les ze´ros d’une fonction holomorphe.
Soit f une fonction holomorphe dans une domaine Ω ⊂⊂ C et Γ ⊂⊂ Ω
un domaine de bord γ = ∂Γ ∈ C∞. Si γ n’intersecte pas de ze´ros de f ,
alors le nombre de ze´ros de f dans Γ est donne´ par
N(Γ, f) =
1
2πi
∫
γ
f ′
f
. (6.8)
Proposition 6.1 ([6]). — Soient Γ, γ et Ω comme ci-dessus. Soit
φ ∈ C∞(Ω,R) , (6.9)
soit f une fonction holomorphe dans Ω avec
|f(z; h)| ≤ eφ(z)h , ∀z ∈ Ω , (6.10)
et nous supposons qu’il existe zk ∈ Ω, 0 < rk, ǫk ≪ 1, k ∈ J tels que
B(zk, 3rk) ⊂ Ω et γ ⊂
⋃
k∈J
B(zk, rk) (6.11)
avec
|f(zk; h)| > e 1h (φ(zk)−ǫk) . (6.12)
Alors nous avons
N(Γ, f) =
1
2πh
∫
Γ
∆φL(dz) +
∑
k∈J
O(
r2k + ǫk
h
) . (6.13)
Pour la preuve, voir [6].
6.3. Preuve du the´ore`me 1.9. — A partir de maintenant, nous sup-
posons partout que q ∈ L∞, sans perte sur les estimations de probabi-
lite´s : pour M ⊂M,
P [{q ∈ L∞} ∩M ] = P [M ] . (6.14)
Lemme 6.2. — Soient p, q et δ comme dans le the´ore`me 1.9. Il existe
D˜ > 0 tels que si zk, k ∈ J sont des points dans Ω, alors pour h assez
petit
P
[
‖q‖∞ ≤ 1 et |e l
δ
h detEδ−+(zk)| > e
Re l0(zk)
h δn+1 , ∀k ∈ J
]
≥ 1−Dh−M0σ(h)− (D˜δ
h
3
2
)
2
n
n|J |
σ2hκ
. (6.15)
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De´monstration. — Supposons que ‖q‖∞ ≤ 1. Alors, avec δ‖Q‖ ≤ δ et
(1.23), les re´sultats de la section 5 s’appliquent.
Reprenons (5.8). En utilisant ej+ = e
j
− ∈ S , et en e´tendant le produit
scalaire 〈u, v〉, u ∈ L2, v ∈ S , a` u ∈ S ′, nous avons
det(Eδ−+) = δ
n
∑
π∈Sn
(
∏
j
〈q(x), eπ(j)− ej−〉)sign(π) +O(
δn+1√
h
)
= δn
∏
j
〈q, (ej−)2〉+ δnO(e−
1
Ch ) +O(
δn+1√
h
) , (6.16)
car ei−e
j
− = O(e
− 1
Ch ), i 6= j. Ceci implique, en utilisant aussi (5.34) et
l’hypothe`se 1.8, qu’il existe D˜ tel que
|e l
δ
h detEδ−+| > e
Re l0
h δn(
∏
j
|〈q, (ej−)2〉| −
D˜
2
δ
h
3
2
) . (6.17)
Si
∏
j |〈q, (ej−)2(zk)〉| > D˜δ
h
3
2
, alors |(e lδh detEδ−+)(zk)| ≥ e
Re l0(zk)
h δn+1, donc
(en posant t := ( D˜δ
h
3
2
)
1
n )
P
[
‖q‖∞ ≤ 1 et |e l
δ
h detEδ−+(zk)| > e
Re l0(zk)
h δn+1 , ∀k ∈ J
]
≥ P
[
{‖q‖∞ ≤ 1}
⋂
k∈J
{
∏
j
|〈q, (ej−)2(zk)〉| > tn}
]
≥ P
[
{‖q‖∞ ≤ 1}
⋂
k,j
{|〈q, (ej−)2(zk)〉| > t}
]
≥ P [‖q‖∞ ≤ 1]−
∑
k,j
P
[
|〈q, (ej−)2(zk)〉| ≤ t
]
≥ 1−Dh−M0σ(h)− (D˜δ
h
3
2
)
2
n
n|J |
σ2hκ
, (6.18)
en utilisant l’hypothe`se 1.8 pour la dernie`re ine´galite´.
Preuve du the´ore`me 1.9. — Supposons que ‖q‖∞ ≤ 1. Nous voulons ap-
pliquer la proposition 6.1 a` f := e
lδ
h Eδ−+ qui est holomorphe, ou` φ = Re l0.
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En utilisant (6.16) et en de´veloppant lδ = l0 + O( δ√
h
) nous avons la
majoration (6.10) dans Ω :
|e l
δ
h Eδ−+| ≤ δn|e
l0
h |(1 +O( δ
h
3
2
)) ≤ eRe l0h , (6.19)
car δ < 1
C0
h
3
2 .
Ensuite nous choisissons un ensemble de points zk ∈ Ω, k ∈ J , |J | =
O( 1√
h ln 1
δ
), tel que pour le domaine Γ du the´ore`me 1.9 nous avons
∂Γ ⊂
⋃
k∈J
B(zk,
√
h ln
1
δ
) . (6.20)
Soit ǫk := (n + 1)h ln
1
δ
, ∀k ∈ J (donc e− ǫkh = δn+1). Alors la condition
(6.12) devient
|e l
δ
h detEδ−+(zk)| ≥ e
Re l0(zk)
h δn+1 , ∀k ∈ J . (6.21)
Donc si ‖q‖∞ ≤ 1 et que (6.21) est valable, la proposition 6.1 implique
#
(
Spec(pw + δQ) ∩ Γ) = 1
2πh
∫
∆Re l0(z)L(dz) + |J |O(
h ln 1
δ
h
)
=
1
2πh
(|Γ−+(Γ)|+O(
√
h ln
1
δ
)) , (6.22)
en utilisant (5.13) pour la dernie`re e´galite´. En utilisant le lemme 6.2,
nous pouvons minorer la probabilite´ infe´rieure d’avoir (6.22) par
P
[
‖q‖∞ ≤ 1 et |e l
δ
h detEδ−+(zk)| > e
Re l0(zk)
h δn+1 , ∀k ∈ J
]
≥ 1−Dh−M0σ(h)− (D˜δ
h
3
2
)
2
n
n|J |
2σ2hκ
≥ 1−Dh−M0σ(h)−D′( δ
h
3
2
)
2
n
1√
h ln 1
δ
σ2hκ
. (6.23)
6.4. Preuve du the´ore`me 1.11. —
Preuve du the´ore`me 1.11. — Nous voulons adapter la preuve du
the´ore`me 1.9 a` tous les domaines Γ ∈ F˜ .
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La proposition 6.1 est valable uniforme´ment pour l’ ensemble F˜ : nous
reprenons ici les e´tapes a` ge´ne´raliser dans la preuve de cette proposition
dans [6] (proposition 8.1).
Puisque |G| > 1
C′ sur ∂Ω, nous savons que d(Γ, ∂Ω) > 0. Nous savons
aussi qu’il existe D > 0 tel que L(∂Γ) ≤ D, ∀Γ ∈ F .
Avec ∂Γ = {G(z) = 0}, |G| + |G′| > 1
C′ , et pour r assez petit, z ∈ Ω,
d(z, ∂Γ) ≤ r
2
, nous pouvons parametriser ∂Γ∩B(z, r) soit par x : y = y(x)
avec |y′(x)| ≤ C˜, soit par y : x = x(y) avec |x′(y)| ≤ C˜. Nous obtenons
alors que r
2
≤ L(∂Γ ∩ B(z, r)) ≤ C˜r.
Donc si nous choisissons un re´seau de points zk ∈ Ω de maille r2 tels
que
Ω ⊂
⋃
k∈J
B(zk,
r
2
), |J | ≤ C
r2
, (6.24)
et que si
J˜Γ = {zk; d(zk, ∂Γ) < r
2
} , (6.25)
alors ∃C ′′ > 0 tel que
|J˜Γ| ≤ C ′′1
r
, ∀Γ ∈ F˜ , (6.26)
et ∂Γ ⊂ ⋃k∈J˜Γ B(zk, r).
Nous pouvons alors appliquer les re´sultats locaux dans B(zk, r). Jus-
qu’a` l’e´quation (8.21) dans [6], nous avons travaille´ inde´pendamment de
Γ. Nous utilisons alors que L(∂Γ ∩ B(z, r)) ≤ C˜r, et en utilisant les
parame´trisations ci-dessus, nous voyons que
var arg∂Γ∩B(z,r)(w − w∗) ≤ 2π, ∀Γ ∈ F˜ , w∗ ∈ Ω \ ∂Γ . (6.27)
Le the´ore`me de Stokes s’applique aussi avec un contour C2, donc la
proposition 6.1 est valable ∀Γ ∈ F˜ avec un reste uniforme.
Posons maintenant r =
√
h ln 1
δ
. Il existe C˜ > 0 tel que si ‖q‖∞ ≤ 1 et
que (6.21) est valable ∀k ∈ J , alors ∀Γ ∈ F˜
|#(Spec(pw + δQ) ∩ Γ)− 1
2πh
|Γ−+(Γ)|| ≤ |J˜Γ|C˜
h ln 1
δ
h
≤ C˜C ′′
√
h ln 1
δ
h
. (6.28)
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En utilisant le lemme 6.2, nous avons donc avec une probabilite´
infe´rieure minore´e par
P
[
‖q‖∞ ≤ 1 et |e l
δ
h detEδ−+(zk)| > e
Re l0(zk)
h δn+1 , ∀k ∈ J
]
≥ 1−Dσ(h)h−M0 − (D˜δ
h
3
2
)
2
n
n|J |
2σ2hκ
≥ 1−Dσ(h)h−M0 −D′( δ
h
3
2
)
2
n
1
h ln 1
δ
σ2hκ
(6.29)
que (6.28) est valable ∀Γ ∈ F˜ .
6.5. Preuve du the´ore`me 1.13. — Nous montrons dans ce para-
graphe que l’hypothe`se 1.12 implique l’hypothe`se 1.8.
Commenc¸ons par rappeler que si P˜ est comme dans l’hypothe`se 1.12,
alors le nombre de valeurs propres El de P˜ dans un intervalle [α, β] est
donne´ par
Nh(α, β) =
1
2πh
∫∫
p˜−1([α,β])
dxdξ +O(1) , (6.30)
(The´ore`me 12.3 dans [5]), donc si N(h) = C
h
, alors EN(h) = O(1).
Lemme 6.3. — Soit q comme dans l’hypothe`se 1.12. Alors il existe M0
tel que
P [q ∈ L∞ et ‖q‖∞ ≤ 1] ≥ 1− h−M0
√
πσ2
2
. (6.31)
De´monstration. — Nous avons
‖q‖∞ ≤
∑
l≤N
|αl|‖ql‖∞ , (6.32)
et {∑l≤N |αl|‖ql‖∞ ≤ 1} ∈ A donc
P [‖q‖∞ ≤ 1] ≥ P [{
∑
l≤N
|αl|‖ql‖∞ ≤ 1}] . (6.33)
Ensuite nous avons
P [
∑
l≤N
|αl|‖ql‖∞ ≤ 1] ≥ 1− P [
∑
l≤N
|αl|‖ql‖∞ > 1]
≥ 1− E[
∑
l≤N
|αl|‖ql‖∞] ≥ 1−
∑
l≤N
‖ql‖∞
√
πσ2
2
. (6.34)
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Nous montrons que ∃C ′ > 0 tel que
‖ql‖∞ ≤ C
′
h2
, l ≤ N(h), (6.35)
ce qui termine la preuve avec N(h) = C
h
.
En fait, nous avons pour M assez grand, avec (p˜w)−M = (p−M)w,
p−M ∈ S(R2, 〈(x, ξ)〉−Mα),
1
EMl
‖ql‖∞ ≤ sup
x
|(p˜w)−Mql|
≤ 1
2πh
sup√
hx
|
∫
e
i(x− y√
h
) ξ√
h (p−M(
x
√
h+ y
2
, ξ))ql(y)dydξ|
≤ 1
2π
√
h
sup√
hx
∫ ( ∫ 〈(x√h+ y
2
, ξ
√
h)〉−2Mαdy)12dξ‖ql‖
≤ 1
2πh
1
4
sup√
hx
∫ ( ∫
h−Mα〈(x+ y
2
, ξ)〉−2Mαdy)12dξ
≤ C ′′h−Mα2 − 14 .
Il suffit de choisirM tel queMα ≥ 3, donc pour l ≤ N(h), et en utilisant
la remarque apre`s (6.30),
‖ql‖∞ ≤ C
′′
h2
(EN(h))
3
α ≤ C
′
h2
. (6.36)
Lemme 6.4. — Il existe κ tel que ∀z ∈ Ω, ∀j, t > 0,
P
[
|〈q, (ej−)2(z)〉| ≤ t
]
≤ t
2
2hκσ2
.
De´monstration. — Nous avons
P
[
|〈q, (ej−)2(z)〉| ≤ t
]
= P
[
|
∑
l
αl〈ql, (ej−)2(z)〉| ≤ t
]
.
Soit βl := 〈ql, (ej−)2(z)〉 ; la variable ale´atoire
∑
l αlβl est distribue´e
d’apre`s une loi normale (complexe, centre´e en 0) de variance σ2
∑
l |βl|2,
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donc
P
[
|〈q, (ej−)2(z)〉| ≤ t
]
= 1− exp {− t2
2σ2
∑
l |βl|2
}
≤ t
2
2σ2
∑
l |βl|2
. (6.37)
Nous montrons que ∃κ tel que ∀z ∈ Ω, ∀j, ∑l≤N |βl|2 ≥ hκ, ce qui
terminera la preuve du lemme.
Soit U ⊂⊂ R2 un ouvert tel que⋃
j
{(xj−(z), 2ξj−(z)); z ∈ Ω} ⊂ U , (6.38)
et soit f ∈ C∞c (R; [0, 1]) telle que f = 1 sur p˜(U). Nous fixons (en
utilisant la remarque apre`s (6.30))
N(h) := min{l ; supp (f) ⊂ [0, El]} = O( 1
h
) . (6.39)
Avec le calcul fonctionnel (voir [5], chapitre 8),
f(p˜w) = Fw, F ∈ S(R2, (m′)−k) ∀k , (6.40)
et F (x, ξ) = 1+O(h∞) si (x, ξ) ∈ U . En fait, F (x0, ξ0) ne de´pend que de
p˜ et de ses de´rive´es au point (x0, ξ0) = ρ0 (modulo O(h
∞)). Soient U1, U2
des voisinages de ρ0 ∈ U , U1 ⊂ U2 ⊂⊂ U , et soit χ ∈ C∞c (U2), χ = 1
sur U1. Soit pˆ = p(x, ξ)χ + p(x0, ξ0)(1 − χ). Alors f(pˆw) = 1. De plus,
F (x, ξ) est e´gal au symbole de f(pˆw) pre`s de (x0, ξ0), modulo O(h
∞),
donc F (x0, ξ0) = 1 +O(h
∞).
Ceci et le lemme 3.7 impliquent que ∀z ∈ Ω, ∀j
Fw(ej−)
2(z) = (ej−)
2(z) +O(h∞) dans L2 . (6.41)
Nous avons donc, pour l ≥ N(h),
〈(ej−)2(z), ql〉 = f(El)〈(ej−)2(z), ql〉+O(h∞) = O(h∞) . (6.42)
De plus
〈(ej−)2(z), ql〉 = 〈(p˜w)N(ej−)2(z), (p˜w)−Nql〉 ≤
C
(El)N
√
h
. (6.43)
Observons qu’il existe K tel que
El ≥ (hl) 12K . (6.44)
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En fait, si K est assez grand,∑
l
E−2Kl = ‖(pw)−K‖2HS ∼
1
2πh
∫
|p(x, ξ)|−2Kdxdξ ≤ C
h
, (6.45)
donc (en utilisant que les El forment une suite croissante)
lE−2Kl ≤
∑
k
E−2Kk ≤
C
h
. (6.46)
Ceci implique∑
l≤N
|βl|2 =
∑
l≤N(h)
|〈(ej−)2(z), ql〉|2
= ‖(ej−)2(z)‖2 −
∑
l>N(h)
|〈(ej−)2(z), ql〉|2
≥ 1√
h
−O(h∞) ≥ 1
C
. (6.47)
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