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1
Introduction ge´ne´rale
La ne´cessite´ permanente des entreprises et industries d’assurer des produits
et/ou des services de qualite´ tout en garantissant la disponibilite´ de leurs outils
et survivre face a` la concurrence les ont conduits a` employer de plus en plus
de syste`mes automatise´s et/ou informatise´s. De nos jours, ces syste`mes sont
devenus de plus en plus complexes et difficiles a` ge´rer duˆ au nombre e´norme de
retour de donne´es, d’interaction et d’interconnexion entre les diffe´rents com-
posants.
Un de´re´glage ou un dysfonctionnement dans le comportement nominal de
ces syste`mes peut conduire a` des conse´quences se´rieuses pouvant eˆtre ne´fastes
pour l’humain et l’environnement. De plus, essayer de reme´dier a` ces proble`mes
peut s’ave´rer couˆteux.
Afin d’e´viter ces situations inde´sirables, on s’inte´resse de´sormais a` l’utilisa-
tion de me´thodes de surveillance en imaginant l’inte´reˆt qu’elles peuvent appor-
ter a` leurs utilisateurs en terme de se´curite´, d’augmentation de productivite´ et
de viabilite´ du syste`me. Une me´thode de surveillance a` caracte`re universel n’a
pas encore vu le jour. En effet, surveiller efficacement un syste`me n’est pas une
taˆche aise´e. Ceci de´pend fortement de sa nature et de son domaine mais aussi
de la qualite´, de la quantite´ et du type d’information disponible le concernant.
De fac¸on ge´ne´rale, deux cas de figures peuvent eˆtre distingue´s afin d’e´tablir
une strate´gie de surveillance :
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— la conception d’une me´thode de surveillance pour un syste`me de´ja` exis-
tant, une situation non e´vidente qu’on essaie de rendre de plus en plus
rare de nos jours. Elle ne´cessite un effort d’adaptation afin de pouvoir
surveiller correctement le syste`me.
— la conception d’une me´thode de surveillance pour un syste`me qui est en
cours de conception, une situation favorable a` une surveillance optimale
du syste`me si une e´tude tre`s approfondie est e´tablie (analyse de surete´
de fonctionnement, placement des capteurs, etc.). Toutefois, e´tant don-
ne´s les investissements temporels et financiers qu’elles repre´sentent, ces
e´tudes ne sont pas toujours approfondies suffisamment.
Les me´thodes de surveillances utilise´es ou propose´es dans la litte´rature
peuvent a` leur tour eˆtre de´compose´es en deux familles : les me´thodes a` base
de donne´es et les me´thodes a` base de mode`le. Les me´thodes a` base de mo-
de`le utilisent une repre´sentation analytique du syste`me alors que les me´thodes
a` base de donne´es ne se basent que sur les mesures prises sur le syste`me ou
leurs transforme´es. Ces deux familles de me´thodes n’emploient donc pas des
informations de meˆme type. Ainsi, il serait judicieux de pouvoir associer ces
me´thodes, qu’elles soient ou non de la meˆme famille. Ceci pourrait permettre
d’ame´liorer la surveillance, d’augmenter le nombre de sce´narios pris en compte
et de be´ne´ficier des avantages de chacune. L’objectif de cette the`se est d’ap-
porter des contributions permettant de mode´liser certaines de ces me´thodes,
afin de les associer et de les exploiter simultane´ment en se basant sur un seul
outil : un Re´seau Baye´sien (RB).
Le premier chapitre pre´sente les re´seaux Baye´siens. Dans un premier temps,
nous les de´finissons et pre´sentons quelques-unes de leurs proprie´te´s. Par la
suite, nous pre´sentons les diffe´rents noeuds pouvant composer un re´seau Baye´-
sien et qui seront utilise´s pour la surveillance. Enfin, nous pre´sentons deux
algorithmes d’infe´rence utilise´s pour faire du calcul dans les re´seaux condition-
nels Gaussiens, cas particulier de re´seau Baye´sien.
Le second chapitre est consacre´ a` un e´tat de l’art se voulant non-exhaustif
des me´thodes propose´es dans le contexte de la de´tection et du diagnostic de
fautes. Dans un premier temps, nous pre´sentons la famille des me´thodes a` base
de mode`le et donnons quelques me´thodes propose´es dans la litte´rature pour la
de´tection et l’isolation de fautes. Dans un second temps, nous faisons de meˆme
pour les me´thodes statistiques ou a` base de donne´es.
Les troisie`me et quatrie`me chapitres sont consacre´s aux contributions ap-
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porte´es au domaine de la surveillance des syste`mes par re´seau Baye´sien. Le
chapitre 3 porte sur la de´tection de fautes. Nous commenc¸ons par pre´senter
l’e´tat de l’art de ce concept par re´seau Baye´sien, puis nous pre´sentons nos
propositions suivies par des cas d’applications. Le chapitre 4 pre´sente quant
a` lui diverses contributions pour le diagnostic de fautes et la surveillance des
syste`mes. Tout d’abord, nous exposons les diffe´rents re´seaux Baye´siens pro-
pose´s dans la litte´rature permettant de faire du diagnostic de fautes et de
la surveillance des syste`mes. Ensuite, nous pre´sentons une ge´ne´ralisation des
statistiques quadratiques sous re´seau Baye´sien. Cette ge´ne´ralisation nous per-
met de faire de la de´tection et du diagnostic de fac¸on simultane´e sous re´seaux
Baye´siens tout en tenant compte d’un rejet de distance. Apre`s la pre´senta-
tion de quelques re´seaux Baye´siens pouvant eˆtre utilise´s pour la surveillance
des syste`mes suivies par des cas d’applications, un cadre probabiliste est pro-
pose´ permettant d’unifier des re´seaux Baye´siens de´die´s a` la de´tection ou au
diagnostic de fautes.
Finalement, dans le dernier chapitre, les conclusions et perspectives des
travaux re´alise´s durant cette the`se sont illustre´s.

2
Re´seaux Baye´siens
I Introduction
L’utilisation des probabilite´s peut eˆtre d’un apport conside´rable pour la
prise de de´cision et particulie`rement pour assister l’inge´nieur dans ses choix.
Les probabilite´s peuvent eˆtre vues de deux fac¸ons diffe´rentes (Bishop, 2006).
La premie`re conside`re la probabilite´ comme e´tant le nombre de re´pe´tition d’un
e´ve´nement parmi d’autres (taux, fre´quences). La seconde de´finit la probabilite´
comme une quantification re´visable de l’incertitude (e.g. pour les e´ve´nements
se re´pe´tant rarement et ne pouvant donc pas eˆtre de´finis par un taux). L’utili-
sation de l’interpre´tation Baye´sienne des probabilite´s permet l’emploi des deux
de´finitions.
Prenons un exemple de deux variables continues non-inde´pendantes x et
z, avec z influant sur x. Soit une observation x de x. E´tant donne´e la non-
inde´pendance de ces deux variables x et z, x agit sur z et de ce fait z doit eˆtre
mise a` jour. Cela se traduit, dans le domaine probabiliste, par le calcul de la
probabilite´ a posteriori de z e´tant donne´e l’observation x. Ce calcul peut se
faire en utilisant le the´ore`me de Bayes :
p(z|x = x) = p(x = x|z)p(z)
p(x = x)
(2.1)
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ou` p(x = x|z) est la fonction de vraisemblance fonction de z. Cette fonction
peut eˆtre apprise, si elle n’est pas connue, a` partir d’un ensemble d’apprentis-
sage disponible (historique d’observations de x et z).
L’e´quation (2.1) permettant de calculer la probabilite´ a posteriori de z,
e´tant donne´e une observation de x, peut eˆtre e´crite comme suit sans perte de
ge´ne´ralite´ :
p(z|x = x) ∝ p(x = x|z)p(z) (2.2)
ou` ∝ indique que p(x = x|z)p(z) est proportionnelle a` p(z|x = x). Cette e´cri-
ture peut eˆtre explique´e par le fait que le terme p(x = x) dans l’e´quation (2.1)
repre´sente une constante de normalisation assurant la validite´ de la distribu-
tion a posteriori. En effet, celle-ci doit eˆtre une densite´ de probabilite´ et doit
donc ve´rifier la condition suivante :∫ +∞
−∞
p(z|x = x)dz = 1 (2.3)
Un outil permettant de manipuler et de calculer, selon le the´ore`me de Bayes,
les probabilite´s de diffe´rentes variables e´tant donne´es leurs nouvelles observa-
tions est le re´seau Baye´sien. Sous un re´seau Baye´sien, il est possible de ge´rer
les deux re`gles primordiales pour la manipulation des probabilite´s, la re`gle
des sommes et la re`gle du produit. Ces re`gles sont ne´cessaires pour tout calcul
probabiliste, infe´rence ou apprentissage, impliquant des distributions de proba-
bilite´s. De plus, les re´seaux Baye´siens permettent une repre´sentation graphique
offrant :
— une vue simple de la structure et des proprie´te´s du mode`le probabiliste,
— une illustration visuelle des inde´pendances conditionnelles,
— un cadre pour les distributions discre`tes et continues,
— des manipulations graphiques alternatives aux manipulations complexes
ne´cessaires pour l’infe´rence et l’apprentissage dans des mode`les proba-
bilistes.
Dans ce qui suit, nous allons de´finir ce qu’est un re´seau Baye´sien, ses pro-
prie´te´s et les diffe´rents noeuds pouvant le composer. Ensuite, nous de´taillerons
deux algorithmes d’infe´rence exacte base´s sur l’arbre de jonction et propose´s
dans le cadre des re´seaux Baye´siens hybrides (re´seaux Baye´siens compose´s de
noeuds discrets et/ou Gaussiens).
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II De´finition
Un re´seau Baye´sien est une repre´sentation graphique permettant de mode´li-
ser des relations incertaines entre variables de´crivant l’influence qu’une variable
peut avoir sur une autre. Un re´seau Baye´sien (Jensen and Nielsen, 2007) est
compose´ de ce qui suit :
— un graphe acyclique dirige´ G, G=(V,E), ou` V est l’ensemble des som-
mets de G (noeuds) pouvant eˆtre de´compose´ en deux sous-ensembles :
Υ l’ensemble des noeuds discrets et Γ l’ensemble des noeuds continus.
Ainsi, un noeud repre´sente une variable ale´atoire pouvant eˆtre discre`te
ou continue, univarie´e ou multivarie´e. E correspond a` l’ensemble des
areˆtes (arcs) de G. Un arc lie un noeud ”pe`re” a` un noeud ”enfant”
expliquant ainsi la relation causale (relation de cause a` effet) ou la re´-
gression pouvant exister entre eux deux.
— un espace probabiliste fini (Ω,Z, p), avec Ω un espace non-vide, Z un
sous espace de Ω et, p une mesure de probabilite´ dans Z avec p(Ω) = 1.
Nous utilisons la meˆme notation pour la distribution de probabilite´s
(cas discret) et la fonction de densite´ de probabilite´ (cas continu). Il n’y
aura pas d’ambigu¨ıte´ selon le contexte.
— un ensemble de variables ale´atoires x = x1, . . . ,xm associe´es aux som-
mets du graphe G et de´finies dans (Ω,Z, p), de fac¸on a` capturer la de´-
composition de leur distribution de probabilite´ jointe sous forme d’un
produit de distributions conditionnelles, comme suit :
p(x1,x2, . . . ,xm) =
m∏
i=1
p(xi|pa(xi)) (2.4)
ou` pa(xi) est l’ensemble des noeuds parents de xi dans le graphe G.
Notons qu’un re´seau Baye´sien caracte´rise une et une seule distribution
jointe, alors que cette dernie`re peut eˆtre repre´sente´e par plusieurs re´-
seaux Baye´siens.
— une Table de Probabilite´s Conditionnelles (TPC) associe´e a` chaque
noeud. Une table de probabilite´s conditionnelles de´finit et de´crit pour
chaque variable les relations causales/de´pendances probabilistes que
cette dernie`re peut avoir avec ses noeuds parents. Les probabilite´s ou
distributions de probabilite´ associe´es a` une table de probabilite´s condi-
tionnelles peuvent eˆtre connues (a` l’aide d’experts) ou estime´es selon les
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donne´es disponibles en utilisant des me´thodes statistiques d’e´chantillon-
nage (cas non-supervise´s) ou des me´thodes statistiques supervise´es.
— des calculs nomme´s infe´rence, utilise´s e´tant donne´e la disponibilite´ d’une
ou plusieurs nouvelle(s) observation(s) (e´vidences) concernant une ou
plusieurs variable(s) de G, afin de mettre a` jour le re´seau (e.g. calculer
les probabilite´s a posteriori des noeuds non observe´s e´tant donne´e(s) la
ou les nouvelle(s) information(s) disponible(s)) ainsi que la distribution
de probabilite´ jointe (et celle de chaque variable). Ces calculs sont e´ga-
lement ne´cessaires dans le cas ou` l’on recherche uniquement (sans avoir
d’e´vidence) la distribution d’une seule ou plusieurs variables de G. Ceci
correspond a` ce que l’on appelle une ope´ration de marginalisation. Elle
correspond a` sommer (cas des variables discre`tes) ou inte´grer (cas des
variables continues) sur les variables de G diffe´rentes des variables re-
cherche´es. Par exemple, soit x1, x2 et x3 des variables continues. La
distribution de probabilite´ marginale de x3 revient a` calculer ceci :
p(x3) =
∫
p(x1,x2,x3)d(x1,x2) (2.5)
Parmi les diffe´rentes distributions de probabilite´s continues uni/multivarie´es,
nous nous inte´ressons et concentrons sur l’une des plus importantes et e´gale-
ment la plus utilise´e (Bishop, 2006) : la distribution de probabilite´ normale
uni/multivarie´e. En effet, dans le cadre de la de´tection et du diagnostic de
fautes dans les syste`mes, nous conside´rerons tout au long du manuscrit que les
observations ou mesures prises sur le syste`me suivent une distribution Gaus-
sienne (si ce n’est pas le cas, nous le mentionnerons). Cela est duˆ et se justi-
fie par plusieurs de ses proprie´te´s analytiques (Bishop, 2006; Ahrendt, 2005)
ainsi qu’a` nos perspectives envisage´es. Les proprie´te´s inte´ressantes sont les
suivantes :
— une distribution Gaussienne d’une variable x de dimension m est une
distribution exponentielle syme´trique de´finie comme ci-dessous :
N (x|µ; Σ) = 1
2pi
m
2 |Σ| 12 e
−(x−µ)TΣ−1(x−µ)
2 > 0 (2.6)
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avec, pour tout x : ∫ +∞
−∞
N (x|µ; Σ)dx = 1 (2.7)
ou` la probabilite´ que x appartienne a` un intervalle (−∞, v) est donne´e
par la fonction de distribution cumulative de´finit comme suit :
p(v) =
∫ v
−∞
N (x|µ; Σ)dx (2.8)
— une distribution Gaussienne est gouverne´e, que ce soit une distribution
pour une variable x multivarie´e ou univarie´e, par uniquement deux para-
me`tres inde´pendants (µ : moyenne, Σ : matrice de variance-covariance
(variance σ2 dans le cas univarie´e, ou` σ est son e´cart-type)), corres-
pondant a` ses moments d’ordre 0 et 1. Ces parame`tres peuvent eˆtre
facilement estime´s a` partir d’un nombre suffisamment e´leve´ de N ob-
servations xi inde´pendantes et identiquement distribue´es, en utilisant
par exemple l’estimation par maximum de vraisemblance (voir (Duda
et al., 2001)). Ceci correspond a` calculer la fonction du logarithme de
vraisemblance, donne´e ci-dessous :
ln(p(x1, . . . , xN |µ; Σ)) =
N∑
i=1
ln(N (xi|µ; Σ)) (2.9)
et d’en de´duire les solutions la maximisant, permettant ainsi d’estimer
la moyenne et la matrice de variance-covariance. Deux solutions inde´-
pendantes en de´coulent (dont l’une intervient dans le calcul de l’autre)
pre´sente´es ci-dessous :
µMV =
1
N
N∑
i=1
xi, (2.10)
ΣMV =
1
N
N∑
i=1
(xi − µMV )(xi − µMV )T (2.11)
L’espe´rance de la premie`re donne µ, alors que celle de la deuxie`me donne
lieu a` la matrice de variance-covariance biaise´e, pouvant eˆtre corrige´e
en ajustant ΣMV .
— une distribution Gaussienne peut eˆtre e´crite sous la repre´sentation stan-
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dard fonction de ses moments (moyenne et matrice de variance-covariance)
mais e´galement sous la repre´sentation canonique. Ces deux repre´senta-
tions sont e´quivalentes, a` partir de l’une on peut en de´duire l’autre.
Cependant, comme on le verra par la suite, la transformation d’e´criture
peut engendrer une approximation voire meˆme eˆtre impossible dans
certains cas.
La repre´sentation canonique d’une distribution de probabilite´s Gaus-
sienne p(x) d’une variable x, de parame`tres µ et Σ, peut eˆtre de´finie
comme suit :
p(x) = eg+x
T h− 1
2
xTKx (2.12)
ou`
g = ln(cst)− 1
2
µTΣ−1µ, (2.13)
h = Σ−1µ, (2.14)
K = Σ−1 (2.15)
et cst est la constante de normalisation.
— une distribution Gaussienne peut s’e´crire, e´tant donne´e la matrice de
variance-covariance Σ et sa de´composition en vecteurs propres, comme
le produit de m distributions Gaussiennes univarie´es en projetant x
(variable multivarie´e de m dimensions) dans un nouvel espace z, z =
P T (x− µ) comme ci-dessous :
p(z) =
m∏
j=1
1
2pi(λj)1/2
e
− z
2
j
2λj , (2.16)
Σ = P TΛP, P TP = I (2.17)
ou` λj est la j
e`me valeur propre de Σ, P est la matrice des vecteurs
propres de Σ et I est la matrice identite´.
— la somme de deux variables Gaussiennes inde´pendantes est une variable
Gaussienne. Autrement dit, la convolution de deux Gaussiennes est une
Gaussienne.
— une distribution Gaussienne est associe´e a` une variable lie´e line´airement
a` une autre variable qui suit une loi de distribution Gaussienne.
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Soit z = Ax + e avec x une variable Gaussienne et e un bruit Gaus-
sien, alors p(z) =
∫
x
p(z|x)p(x) suit une distribution Gaussienne. Cette
proprie´te´ peut eˆtre primordiale pour les syste`mes dynamiques line´aires
Gaussiens respectant la proprie´te´ de Markov. Elle leurs permet, e´tant
donne´ l’e´tat initial, de pre´dire et d’estimer les diffe´rents e´tats et sorties
passe´(e)s ou futur(e)s.
— une distribution Gaussienne posse`de une forme ge´ome´trique de´pendant
d’une forme quadratique repre´sentant la distance de Mahalanobis :
T2 = (x− µ)TΣ−1(x− µ) (2.18)
— une distribution Gaussienne jointe de deux ensembles de variables im-
plique que la distribution conditionnelle de l’une conditionne´e par l’autre,
ainsi que leurs distributions marginales, sont e´galement Gaussiennes.
— la multiplication de deux distributions Gaussiennes donne lieu a` une
distribution Gaussienne non normalise´e (une Gaussienne multiplie´e par
un facteur, voir Ahrendt (2005)).
Soit une variable multivarie´e x, ou` pour chaque composante k (k ∈
1, . . . , K), elle suit une distribution Gaussienne :
xk ∼ N (µk,Σk) (2.19)
Le produit de ces Gaussiennes donne lieu a` ceci :
K∏
k=1
N (µk,Σk) = vN (µ,Σ) (2.20)
ou` :
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µ = Σ
( K∑
k=1
Σ−1k µk
)
, (2.21)
Σ =
K∑
k=1
(
Σ−1k
)−1
, (2.22)
v =
1∏K
k=1 2pi|
∑
k |
1
2
∏
i<j
e
1
2
(µi−µj)TΣij(µi−µj), (2.23)
Σij = Σ
−1
i ΣΣ
−1
j (2.24)
— a` partir de la forme quadratique faisant partie du terme de l’exponen-
tielle de la distribution jointe d’une variable Gaussienne x = [x1 x2]
T ,
avec une moyenne :
µ =
(
µ1
µ2
)
(2.25)
et une matrice de variance-covariance, partitionne´e comme-ceci :
Σ =
(
Σ11 Σ12
Σ21 Σ22
)
, Σ12 = Σ
T
21 (2.26)
dont la matrice inverse Λ = Σ−1, nomme´e matrice de pre´cision, corres-
pond a` :
Σ−1 =
(
Λ11 Λ12
Λ21 Λ22
)
(2.27)
avec :
Λ11 = (Σ11 − Σ12Σ−122 Σ21)−1, (2.28)
Λ12 = Λ11Σ12Σ
−1
22 , (2.29)
Λ21 = −Σ−122 Σ21Λ11, (2.30)
Λ22 = Σ
−1
22 + Σ
−1
22 Λ12 (2.31)
il est facile de de´terminer les parame`tres de la distribution conditionnelle
Gaussienne p(x1|x2) de la variable x1 ou bien la distribution marginale
p(x2) de x2 en utilisant une technique dite ”completing the square” utile
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pour la manipulation des distributions Gaussiennes. Elle se base sur la
de´composition suivante du terme quadratique :
−1
2
(x−µ)TΣ−1(x− µ) = −1
2
(x1 − µ1)TΛ11(x1 − µ1)
− 1
2
(x1 − µ1)TΛ12(x2 − µ2)− 1
2
(x2 − µ2)TΛ21(x1 − µ1)
− 1
2
(x2 − µ2)TΛ22(x2 − µ2) (2.32)
et regroupe les termes selon leur ordre comme ceci :
−1
2
(x− µ)TΣ−1(x− µ) = −1
2
xTΣ−1x + xTΣ−1µ+ const (2.33)
ou` const est une constante inde´pendante de x. Ensuite, elle vient consi-
de´rer les termes impliquant une variable z, z ∈ (x1,x2), et les re´e´crire
e´tant donne´e la formule suivante :
−1
2
(zTAz + bTz) = −1
2
(z− A−1b)TA(z− A−1b)− 1
2
bTA−1b (2.34)
ou` A et b sont respectivement une matrice et un vecteur n’incluant pas
la variable z. Ceci afin de pouvoir marginaliser facilement sur z (sachant
les proprie´te´s d’une densite´ de probabilite´) et de´duire ses parame`tres.
— une variable repre´sentant une somme de m autres variables ale´atoires,
e´tant donne´ le the´ore`me central limite, suit une distribution de probabi-
lite´ qui tend vers une distribution Gaussienne. En d’autres termes, plus
le nombre m est grand, plus la distribution de leur somme suit une dis-
tribution Gaussienne. De plus, du fait qu’une seule Gaussienne permet
d’approximer des distributions de probabilite´s, la somme de plusieurs
d’entre elles le permet d’autant plus. En effet, dans le cas de distri-
butions multimodales, l’utilisation d’une Gaussienne pose proble`me car
elle ne contient qu’un seul maximum. Ainsi, l’utilisation de cette somme
de Gaussiennes, dite me´lange ou mixture de Gaussienne, peut eˆtre une
solution a` conside´rer.
— e´tant donne´e sa forme exponentielle et sa souplesse analytique, la dis-
tribution Gaussienne permet, contrairement a` d’autres distributions
continues, de be´ne´ficier d’algorithmes d’infe´rence exacte au sein de re´-
seaux Baye´siens comportant des noeuds Gaussiens (re´seaux condition-
nels Gaussiens).
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III Proprie´te´s des re´seaux Baye´siens
Les re´seaux Baye´siens sont issus de l’hybridation de deux domaines diffe´-
rents : la the´orie des graphes et la the´orie des probabilite´s. Un re´seau Baye´sien
est une repre´sentation graphique d’un mode`le probabiliste exposant les diffe´-
rentes relations que peuvent avoir les variables du mode`le. Sa structure permet
des calculs locaux de probabilite´s en utilisant toute l’information de la distri-
bution jointe. Ne´anmoins, sur un re´seau Baye´sien on ne peut pas exprimer
toutes les relations possibles. Cependant, il reste un cadre ide´al et naturel
pour repre´senter les relations causales et les hypothe`ses d’inde´pendance entre
variables. En d’autres termes, un re´seau Baye´sien exprime et factorise la pro-
babilite´ jointe de m variables en m inde´pendances conditionnelles.
Ces inde´pendances conditionnelles permettent de re´duire les calculs ne´ces-
saires pour l’infe´rence et l’apprentissage d’un mode`le probabiliste en re´duisant
tout simplement sa structure. Par exemple, une probabilite´ jointe de m va-
riables s’e´crivant en utilisant la re`gle de chaˆıne (general product rule) comme
ceci :
p(x1,x2, . . . ,xm) = p(xm|xm−1, . . . ,x1) . . . p(x2|x1)p(x1) (2.35)
Cette e´quation peut eˆtre re´duite en introduisant ou en de´finissant les inde´-
pendances conditionnelles entre ses variables. De plus, en illustrant ces inde´-
pendances sous un re´seau Baye´sien, il suffit de multiplier les distributions de
probabilite´ conditionnelle de chaque variable en fonction de ses parents, pour
re´e´crire la distribution jointe comme ceci :
p(x1,x2, . . . ,xm) =
m∏
i=1
p(xi|pa(xi)) (2.36)
Toutefois, le fait que la distribution conditionnelle de chaque variable dans
cette e´criture soit de´finie en fonction de ses parents ne signifie pas que d’autres
variables n’influent pas sur elle. En d’autres termes, un noeud peut eˆtre in-
fluence´ par d’autres noeuds que ses parents dans le re´seau Baye´sien. Ces noeuds
respectent la condition de Markov qui stipule que chaque variable est isole´e par
un sous-ensemble de variables de l’ensemble V appele´ couverture de Markov.
Une variable est donc conditionnellement inde´pendante des autres variables en
dehors de sa couverture. Celle-ci inclut ses noeuds parents, enfants et les co-
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parents de ses enfants (e.g. ﬁgure 2.1). Ses noeuds, une fois observe´s, bloquent
le noeud en question des autres noeuds hors du pe´rime`tre.
. . .
. . .
Noeuds enfants
Noeuds parents
C
o-
p
a
C
re
n
tss
C
o-p
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tss
Figure 2.1 – La couverture de Markov
Cette notion de noeuds bloquants est une fac¸on de de´crire ou de reconnaitre
dans un re´seau Baye´sien qu’un ensemble de variables est conditionnellement
inde´pendant e´tant donne´e(s) une ou plusieurs autres variables. Cette proprie´te´
qu’oﬀrent les re´seaux Baye´siens est utile et primordiale pour tout calcul d’infe´-
rence, mais de plus elle permet de de´terminer visuellement et imme´diatement
si un ensemble de variables est conditionnellement inde´pendant d’un autre en-
semble de variables (Barber, 2012). Elle permet ainsi d’e´viter le recours a` des
tests re´pe´titifs impliquant la sommation et la multiplication de probabilite´s, et
une perte de temps pour de´terminer la validite´ ou non de la de´composition de
la distribution jointe. Des algorithmes (Nielsen and Jensen, 2009; Jensen and
Nielsen, 2007) se basant sur cette notion de noeuds bloquants et chemins blo-
que´s ont e´te´ mis en place aﬁn de permettre d’interpre´ter directement a` partir
du graphe l’inde´pendance conditionnelle d’une variable sur une ou plusieurs
autres variable(s).
Soit une distribution jointe p(x1,x2,x3) de trois variables x1,x2,x3. Cette
distribution jointe peut eˆtre factorise´e de diﬀe´rentes fac¸ons, donnant ainsi lieu
a` diﬀe´rents graphes acycliques dirige´s. Ces graphes peuvent eˆtre classe´s selon
les directions des ﬂe`ches pre´sentes sur le noeud correspondant a` la variable x3.
Ainsi, on peut distinguer trois re´seaux Baye´siens ayant des chemins diﬀe´rents.
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Le premier est un re´seau Baye´sien avec un chemin contenant un noeud
avec une connexion divergente (noeud queue-a`-queue), comme montre´ dans la
figure 2.2.
x3
x1 x2
Figure 2.2 – Noeud queue-a`-queue : bloquant lorsque x3 est observe´e, et non
bloquant lorsque on marginalise sur celle-ci
La distribution lui correspondant est donne´e ci-dessous :
p(x1,x2,x3) = p(x1|x3)p(x2|x3)p(x3) (2.37)
Lorsque x3 est observe´e, il est facile de constater que les variables x1 et x2
sont conditionnellement inde´pendantes. Cela peut s’e´crire comme ceci :
p(x1,x2|x3) = p(x1|x3)p(x2|x3) (2.38)
Ainsi, on peut dire que x3 bloque le chemin entre x1 et x2. Cependant,
lorsqu’aucune des variables n’est observe´e, la marginalisation de p(x1,x2,x3)
sur x3 , ne permet ge´ne´ralement pas d’obtenir deux termes inde´pendants.
Deux autres re´seaux Baye´siens donnant lieu a` deux distributions e´quiva-
lentes a` celle du premier graphe sont ceux avec un noeud x3 pre´sentant une
connexion en se´rie (teˆte-a`-queue), comme montre´ sur la figure 2.3. Leurs dis-
tributions jointes sont e´quivalentes et peuvent s’e´crire comme ci-dessous :
p(x1,x2,x3) = p(x2)p(x3|x2)p(x1|x3) (2.39)
= p(x1)p(x3|x1)p(x2|x3) (2.40)
Lorsqu’aucune des variables les composant sont observe´es alors les variables
x1 et x2 ne sont pas conditionnellement inde´pendantes e´tant donne´e la variable
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x3, comme on peut le voir ci-dessous :
p(x1,x2) =
∑
x3
p(x1,x2,x3) = p(x2)p(x1|x2) (2.41)
= p(x1)p(x2|x1) (2.42)
x3
x1 x2
x3
x4 x5
(a) (b)
Figure 2.3 – Noeuds teˆte-a`-queue : le noeud x3 est bloquant dans les deux re´-
seaux Baye´siens lorsqu’il est observe´, et il ne l’est plus lorsque l’on marginalise
sur lui sachant qu’il n’est pas observe´.
Finalement, le dernier re´seau Baye´sien donnant lieu a` une autre factorisa-
tion de la distribution jointe inclue un chemin avec un noeud x3 convergeant
(teˆte-a`-teˆte), tel qu’illustre´ sur la figure 2.4.
La distribution jointe lui correspondant est donne´e ci-dessous :
p(x1,x2,x3) = p(x1)p(x2)p(x3|x1,x2) (2.43)
Dans ce cas de figure, lorsqu’aucune des variables n’est observe´e, la margi-
nalisation de la probabilite´ jointe en fonction de x3 permet aux deux variables
x1 et x2 d’eˆtre inde´pendantes, p(x1,x2) = p(x1)p(x2). Cependant, si les va-
riables x1 et x2 sont conditionne´es par x3 (x3 est observe´e) alors elles sont
de´pendantes graphiquement. En d’autres termes, x3 ne bloque pas le chemin
entre x1 et x2 et ne permet donc pas a` x1 et x2 d’eˆtre inde´pendants. Il faut
noter que si le noeud x3 posse`de des noeuds enfants, alors observer ceux-ci
n’induit pas une inde´pendance entre x1 et x2. Toutefois, dans le cas ou` x3
posse`de des noeuds enfants observe´s x1 et x2 se retrouvent conditionnellement
inde´pendants.
Les diffe´rents exemples vus pre´ce´demment nous permettent de voir les effets
engendre´s par une marginalisation ou un conditionnement sur une variable
e´tant donne´e la structure d’un mode`le probabiliste et son e´quivalent en re´seau
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x3
x1 x2
Figure 2.4 – Noeud teˆte-a`-teˆte
Baye´sien. Pour pouvoir ge´ne´raliser ces conclusions sur d’autres structures de
re´seaux Baye´siens plus complexes et en conside´rant cette fois des ensembles de
variables, un concept essentiel est introduit, nomme´ la se´paration directe (D-
separation), permettant de de´terminer les inde´pendances conditionnelles entre
ces ensembles. Ce concept peut eˆtre de´fini comme ceci :
Soit A,B,C trois ensembles de variables faisant partie d’un re´seau Baye´-
sien, A,B,C ⊆ V , de´finis de la sorte
A ∩B = ∅, (2.44)
B ∩ C = ∅, (2.45)
A ∩ C = ∅ (2.46)
On peut dire que les noeuds de A et B sont conditionnellement inde´pen-
dants de C (A est directement se´pare´ de B e´tant donne´ C) uniquement si tous
les chemins possibles d’un noeud de A a` un noeud de B passant par un noeud
de C sont bloquant. Un chemin est dit bloquant si celui-ci comporte un noeud
respectant au moins l’une des deux conditions suivantes :
— un noeud appartenant a` l’ensemble C avec une connexion en se´rie ou
une connexion divergente,
— un noeud ayant une connexion convergente et ne faisant pas parti (ni
lui, ni ses noeuds enfants) de l’ensemble C.
Une autre prorie´te´ inte´ressante des re´seaux Baye´siens est leur capacite´ a`
inte´grer la notion de temps. Cette notion est exprime´e par le biais d’arcs dits
temporels. Ces arcs viennent lier deux noeuds appartenant a` deux couches
successives selon la proprie´te´ de Markov (le futur est conditionnelement inde´-
pendant du passe´ e´tant donne´ le pre´sent). Ces couches repre´sentent chacune
un re´seau Baye´sien. Chaque re´seau repre´sente un instant du temps. L’ensemble
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de ces re´seaux lie´s par des arcs temporels repre´sente un intervalle borne´ dans
le temps. Cet ensemble est dit re´seau Baye´sien dynamique. Plusieurs algo-
rithmes de calculs dans ce type de re´seau ont e´te´ propose´s dans la litte´rature
(voir (Murphy, 2002)).
IV Noeuds, relations et structures
+ Dans le cadre de ces travaux de recherche, nous nous inte´ressons a` des sys-
te`mes impliquant des variables continues. Afin de pouvoir les manipuler dans
le contexte des re´seaux Baye´siens, nous allons utiliser le re´seau Conditionnel
Gaussien (RCG). Le re´seau conditionnel Gaussien est une forme particulie`re
de re´seau Baye´sien. Dans ce type de re´seau, chaque noeud repre´sente une va-
riable ale´atoire pouvant eˆtre discre`te (suivant une loi de probabilite´ discre`te)
ou continue (univarie´e/ multivarie´e, sous l’hypothe`se Gaussienne). Les diffe´-
rents noeuds peuvent eˆtre relie´s entre eux, cependant pour assurer des calculs
exacts (voir (Cowell, 2005; Lauritzen and Jensen, 2001; Lauritzen, 1992)), les
noeuds discrets ne sont pas autorise´s a` avoir des noeuds continus comme pa-
rents. Ainsi, chaque noeud Gaussien, e´tant donne´s ses parents Gaussiens, suit
un mode`le Gaussien de re´gression line´aire (une combinaison line´aire des obser-
vations de ses parents continus) dont les parame`tres de´pendent e´galement de
ses parents discrets. Contrairement aux noeuds discrets, les noeuds Gaussiens
peuvent avoir des noeuds Gaussiens et/ou discrets comme parents. Nous allons
de´tailler plus pre´cise´ment toutes ces relations. Par la suite, les noeuds continus
seront repre´sente´s graphiquement par des cercles, alors que les noeuds discrets
seront repre´sente´s par des carre´s.
IV.1 Relations entre noeuds
Noeud discret avec parents discrets
Conside´rons un noeud discret D avec K valeurs k, k = 1, · · · , K, et d pa-
rents pa(D) ou`, par exemple, chacun d’entre eux prend aussi K valeurs (soit
Kd combinaisons diffe´rentes). Chaque noeud discret, e´tant donne´s ses parents,
suit une loi de distribution ge´ne´ralement repre´sente´e sous une table de probabi-
lite´s conditionnelles. La table de probabilite´s conditionnelles de D est pre´sente´e
dans la figure 2.5, ou` p(k|kpa(D)) est la probabilite´ de la valeur k correspondant
a` la ke`mepa(D) valeur de ses parents. Cette table augmente exponentiellement e´tant
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donne´s le nombre de variables ale´atoires prises en compte et le nombre de leurs
valeurs.
kpa(D) D
1 · · · K
1 p(k = 1|kpa(D) = 1) · · · p(k = K|kpa(D) = 1)
...
...
...
...
K p(k = 1|kpa(D) = K) · · · p(k = K|kpa(D) = K)
...
...
...
Kd p(k = 1|kpa(D) = Kd) · · · p(k = K|kpa(D) = Kd)
Figure 2.5 – La table de probabilite´s conditionnelles de D e´tant donne´s ses
noeuds parents
Noeud Gaussien avec parents discrets
Soit un noeud Gaussien x ayant seulement des noeuds discrets comme
parents, pa(x), ou` nous assumons a` titre d’exemple que chaque parent posse`de
K valeurs. Ce noeud est line´aire et Gaussien pour chaque valeur kpa(x) de ses
d parents pa(x). Sa distribution conditionnelle peut s’e´crire :
p(x|kpa(x)) = N (µkpa(x) ; Σkpa(x)), kpa(x) ∈ Ipa(x) (2.47)
ou` µkpa(x) et Σkpa(x) sont respectivement la moyenne de x et sa matrice de
variance-covariance pour chaque valeur kpa(x) de l’ensemble des configurations
possibles Ipa(x) de ses d parents. Cette distribution pour chaque valeur des
parents de x peut eˆtre repre´sente´e par une table de probabilite´s conditionnelles
comme le montre la figure 2.6.
ipa(x) x
1 x ∼ N (µkpa(x)=1; ΣkPa(x)=1)
...
...
K x ∼ N (µkpa(x)=K ; Σkpa(x)=K)
...
...
Kd x ∼ N (µkpa(x)=Kd ; Σkpa(x)=Kd)
Figure 2.6 – La table de probabilite´s conditionnelles de x e´tant donne´s ses
noeuds parents discrets
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Noeud Gaussien avec parents Gaussiens
Soit un noeud Gaussien x avec c noeuds Gaussiens Φ1, . . . ,Φc comme pa-
rents. Ce type de noeud est appele´ noeud line´aire Gaussien. Sa distribution
conditionnelle est donne´e par :
p(x|Φ1, . . . ,Φc) = N (µx +W1Φ1 + . . . (2.48)
+WcΦc; Σ
x)
ou` µx est un parame`tre qui gouverne la moyenne de x, Σx est la matrice
de variance-covariance de x, et W1, . . . ,Wc sont les coefficients de re´gression.
La distribution de probabilite´ jointe p(x, pa(x)) est aussi Gaussienne. Dans
le cas ou` Σx est nulle alors (2.48) repre´sente une relation line´aire de´terministe
entre x et ses parents.
Noeud Gaussien avec parents Gaussiens et discrets
Soit un noeud Gaussien x avec c noeuds parents Gaussiens Γx = pa(x)∩Γ,
Γx = Φ1, . . . ,Φc, et d autres discrets Υx = pa(x) ∩Υ. Ce type de noeud est
appele´ noeud line´aire conditionnel Gaussien. Sa distribution est donne´e par :
p(x|pa(x)) = N (µxkΥx +W 1kΥx Φ1 + . . . (2.49)
+W ckΥx Φc; Σ
x
kΥx
),
kΥx ∈ [1, . . . , Kd]
ou` kΥx est une configuration parmi les K
d configurations possibles que peuvent
avoir les parents discrets de x. µxkΥx est un parame`tre qui gouverne la moyenne
de x , ΣxkΥx est la matrice de variance-covariance de x, et W
1
kΥx
, . . . ,W ckΥx sont
les coefficients de re´gression.
La distribution de probabilite´ jointe p(x, pa(x)) correspond a` une somme
(mixture) de Gaussiennes et peut s’e´crire comme ceci :
p(x) =
KD∑
kΥx=1
p(kpa(x))p(x,Γx|kΥx) (2.50)
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Noeud discret avec parents Gaussiens
Le noeud discret avec parents Gaussiens est rarement utilise´ dans la litte´-
rature. D’ailleurs, il n’est pas pris en compte par la plupart des algorithmes
d’infe´rence et non imple´mente´ dans la plupart des logiciels et boites a` ou-
tils de´die´s aux re´seaux Baye´siens (e.g. BNT, Hugin, etc.). Par exemple dans
(Lauritzen and Jensen, 2001; Lauritzen, 1992), deux algorithmes fre´quemment
utilise´s pour les calculs dans les re´seaux Baye´siens hybrides, un noeud Gaussien
est assume´ n’avoir que des enfants Gaussiens. Toutefois, ces deux algorithmes
ont e´te´ e´tendus pour tenir compte du fait qu’un noeud Gaussien peut eˆtre
parent d’un noeud discret. Dans (Murphy, 1998), un algorithme non exact
base´ sur un rapprochement variationnel a e´te´ propose´. Quelques anne´es plus
tard, (Lerner et al., 2001) sugge`re un algorithme exact ge´rant ces noeuds dis-
crets (e´galement appele´s noeuds softmax) de´pendant d’un ou plusieurs noeuds
continus.
L’utilisation de ces diffe´rents types de noeuds dans un re´seau Baye´sien
pourrait permettre, par exemple, de mode´liser des techniques statistiques per-
mettant la de´tection et le diagnostic de fautes. Une me´thode classique parmi
ces techniques est l’analyse discriminante, ayant pour but de re´aliser de la
classification supervise´e.
IV.2 Analyse discriminante : le cas ge´ne´ral
Afin de mode´liser ou de pre´dire la nature des donne´es, des outils statistiques
sont utilise´s. Parmi ces outils, on peut distinguer les me´thodes de classifica-
tion. Ces me´thodes peuvent eˆtre discrimine´es de fac¸on ge´ne´rale en deux classes :
les me´thodes supervise´es et les me´thodes non-supervise´es. Les me´thodes non-
supervise´es manipulent un ensemble de donne´es brut sans l’aide d’aucun a
priori. Ces me´thodes, dites me´thodes de clustering, essayent de discriminer cet
ensemble en K classes (non connues a priori). Les me´thodes de classification
supervise´es, contrairement au cas non-supervise´, disposent d’un ensemble d’ap-
prentissage complet, c’est a` dire qu’une classe (parmi les diffe´rentes K classes
connues) est attribue´e a` chaque observation appartenant a` l’ensemble d’ap-
prentissage. Parmi les outils pouvant eˆtre utilise´s pour la classification nous
pouvons citer : KPPV : K-Plus Proche Voisin (Cover and Hart, 1967), RNA :
Re´seaux de Neurones Artificiels (Zhang, 2000), SVM : Se´parateurs a` Vaste
Marge (Byun and Lee, 2002), etc.
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Les re´seaux Baye´siens peuvent eˆtre e´galement utilise´s pour la classifica-
tion supervise´e de donne´es multidimensionnelles. Ces re´seaux sont dits re´seaux
Baye´siens classifieurs (Friedman et al., 1997). L’ensemble de leurs noeuds V in-
clus toujours un noeud discret indexant les diffe´rentes classes. Certaines struc-
tures prises par ces re´seaux donnent lieu a` une Analyse Discriminante (AD)
ou a` une mixture d’analyse discriminante.
L’analyse discriminante (McLachlan, 2004; Fukunaga, 1990) est une tech-
nique statistique supervise´e (un apprentissage supervise´ pour la classification)
utilise´e pour pre´dire la classe d’une nouvelle observation en discriminant entre
m,m > 1, classes ou ensembles (voir (Duda et al., 2001)), ge´ne´ralement distri-
bue´(e)s sous l’hypothe`se de normalite´.
Soit x un nouveau vecteur d’observation inde´pendant et identiquement dis-
tribue´ (i.i.d.) d’une variable continue x ∈ Rm, et un ensemble de donne´es
d’apprentissage ou` chaque observation de x est associe´e a` sa classe d’apparte-
nance (une des valeurs ou e´tats de la variable discre`te D ayant comme valeurs
Ck,k∈1,...,K). Contrairement a` d’autres me´thodes (multi-class logistic re´gression,
SVM, RN, etc.) mode´lisant directement la relation entre les deux variables
d’entre´e (x) et de sortie (la classe d’appartenance), l’analyse discriminante
(Jebara, 2001) calcule la probabilite´ a posteriori (voir e´quation (2.52)) don-
ne´e par p(Ck|x) apre`s avoir de´fini la fonction de densite´ conditionnelle et ses
parame`tres ainsi que la probabilite´ a priori de D, p(D = Ck), de chaque classe.
p(D = Ck|x) ∝ p(D = Ck)p(x|D = Ck) (2.51)
=
p(D = Ck)p(x|D = Ck)
p(x)
, p(x) > 0 (2.52)
ou` p(x) =
∑K
k=1 p(D = Ck)p(x|D = Ck) est un facteur de normalisation
pouvant eˆtre omis comme mentionne´ pre´ce´demment (voir e´quation (2.2)).
Selon l’hypothe`se e´mise (distribution conside´re´e) et la manie`re dont les
donne´es se pre´sentent, la probabilite´ a priori de la classe Ck peut eˆtre de´finie
de plusieurs fac¸ons. Cependant, la manie`re la plus re´pandue et naturelle est de
prendre en compte la proportion de chaque classe dans l’ensemble d’appren-
tissage. Ainsi, on peut e´crire :
p(D = Ck) =
NCk∑K
j=1NCj
(2.53)
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ou` NCk est le nombre d’observations appartenant a` la classe Ck.
La densite´ de probabilite´ Gaussienne multivarie´e de x e´tant donne´e la classe
Ck, sous l’hypothe`se de normalite´, peut eˆtre calcule´e comme ceci :
p(x|D = Ck) = 1
2pi
m
2 |ΣCk |
1
2
e
−(x−µCk )
TΣ−1
Ck
(x−µCk )
2 (2.54)
avec µCk le vecteur de moyennes de la classe Ck, et ΣCk la matrice de
variance-covariance de la classe Ck. Ces deux parame`tres repre´sentent les pa-
rame`tres de la fonction de vraisemblance de la classe Ck et doivent eˆtre estime´s
s’ils ne sont pas de´finis. Pour cela, on pourra utiliser l’estimation par maximum
de vraisemblance (voir e´quations (2.10) et (2.11)).
Une fois les parame`tres estime´s et la probabilite´ a priori de chaque classe
de´finie, l’analyse discriminante affecte x a` la classe Ck ayant la plus grande
probabilite´ a posteriori p(Ck|x) comme ci-dessous :
δ : x ∈ Ck∗ , si k∗ = argmax
k=1,...,K
p(D = Ck)p(x|D = Ck) (2.55)
La re`gle du maximum a posteriori donne´e dans (2.55) repre´sente une Ana-
lyse Discriminante Quadratique (ADQ). Ceci est duˆ au fait que la fonction de
de´cision entre les deux classes est quadratique en x, et de ce fait les limites se´-
parant les classes le sont aussi. A partir de ce cas ge´ne´ral, plusieurs autres re`gles
de discrimination peuvent eˆtre e´labore´es en e´mettant d’autres hypothe`ses sur
la matrice de variance-covariance associe´e a` chaque classe. Par exemple, en
conside´rant une matrice de variance-covariance commune pour les diffe´rentes
classes Ck, la fonction de de´cision entre deux classes devient line´aire en x de´-
crivant alors des frontie`res line´aires entre les classes. Cette re`gle de de´cision
est nomme´e analyse discriminante line´aire.
Une analyse discriminante quadratique peut eˆtre re´alise´e sous un re´seau
conditionnel Gaussien comme celui pre´sente´ dans la figure (2.7). Ce re´seau
conditionnel Gaussien est compose´ d’un noeud racine discret D (repre´sentant
les K classes), et d’un noeud Gaussien multivarie´ x ∈ Rm (prenant en compte
les corre´lations pouvant exister entre les m variables).
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D
D
C1 . . . CK
p(C1) . . . p(CK)
x
D x
C1 x ∼ N (µC1 ; ΣC1)
...
...
CK x ∼ N (µCK ; ΣCK )
x1...
xm

Figure 2.7 – Un re´seau Baye´sien pour l’analyse discriminante (forme multi-
varie´e)
IV.3 Classification Baye´sienne : structures usuelles
Plusieurs structures de re´seaux Baye´siens peuvent eˆtre de´cline´es pour re´-
soudre un proble`me de classification (Nielsen and Jensen, 2009; Friedman et al.,
1997). Nous allons pre´senter un bref aperc¸u de ces diffe´rents structures.
Re´seau Baye´sien Na¨ıf
Une premie`re structure est le Re´seau Baye´sien Na¨ıf (RBN, voir figure 2.8).
Il fait l’hypothe`se, tre`s forte, que les variables observe´es (noeuds enfants du
noeud racine discret de de´cision D) sont conditionnellement inde´pendantes
e´tant donne´e D. En d’autres termes, les noeuds observe´s (descripteurs) ne
sont pas interconnecte´s. Malgre´ cette hypothe`se simpliste, cet algorithme est
tre`s utilise´ : il est performant malgre´ le peu de parame`tres a` estimer. D’ailleurs,
dans le cas ou` toutes les variables observe´es implique´es sont discre`tes, il peut
surpasser certaines me´thodes plus complexes. L’hypothe`se e´mise sur ce re´seau
peut eˆtre partiellement ou comple`tement relaxe´e via le biais des re´seaux Baye´-
siens pre´sente´s par la suite.
Re´seaux Baye´siens Na¨ıfs Augmente´s
D’autres types de structures peuvent eˆtre envisage´es et ont e´te´ propose´es
afin d’alle´ger l’hypothe`se d’inde´pendance des variables observe´es permettant
alors une ame´lioration de la performance du classifieur. Une de ces structures
est le TAN (Tree Augmented Na¨ıve Bayes). Cela correspond a` un re´seau Baye´-
sien na¨ıf dont les noeuds observe´s sont lie´s sous forme d’un arbre. Ces relations
explicites entre noeuds peuvent eˆtre e´tablies par un expert ou apprises a` partir
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D
D
C1 . . . CK
p(C1) . . . p(CK)
x1 x2 xm...
D xi
C1 xi ∼ N (µC1 ;σC1)
...
...
CK xi ∼ N (µCK ;σCK )
Figure 2.8 – Un re´seau Baye´sien classifieur na¨ıf
des donne´es disponibles pour un proble`me donne´.
Re´seau Baye´sien Na¨ıf Semi-Condense´
Les structures de re´seau Baye´sien vues pre´ce´demment peuvent eˆtre ge´ne´-
ralise´es sous un Re´seau Baye´sien Na¨ıf Semi Condense´ (RBNSC). La structure
de ce type de re´seau permet de ge´ne´raliser les relations de de´pendances entre
les diffe´rentes variables (noeuds relie´s entre eux) et ainsi relaxer les hypothe`ses
effectue´es pre´ce´demment. Un Re´seau Baye´sien Na¨ıf Semi Condense´ est carac-
te´rise´ par un noeud joint regroupant les diffe´rentes variables. La matrice de
variance-covariance de ce noeud permet de de´finir les corre´lations entre va-
riables.
Ce type de re´seau offre une structure simple permettant de prendre en
compte les corre´lations pouvant exister dans un groupe de variables (e.g.
une variable jointe x = [x1, . . . , xm]
T au lieu de m variables inde´pendantes
x1, . . . ,xm). On pourra constater que le re´seau Baye´sien correspondant a` une
analyse discriminante quadratique pre´sente´e dans la figure 2.7 correspond a` un
re´seau Baye´sien na¨ıf semi condense´.
IV.4 Classification Baye´sienne : me´lange de Gaussiennes
Les re´seaux Baye´siens classifieurs font l’hypothe`se que leurs variables obser-
ve´es suivent des distributions Gaussiennes. Ces me´thodes restent applicables
en pratique meˆme lorsque cette hypothe`se est non respecte´e, mais engendrent
alors une perte d’efficacite´. Pour reme´dier a` cela, quelques solutions existent.
Parmi elles, une solution consiste a` conside´rer une combinaison line´aire d’un
ensemble fini de densite´s locales Gaussiennes (un me´lange de Gaussiennes),
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permettant de capturer des proprie´te´s de donne´es (Chamroukhi, 2010) telles
que la multimodalite´, l’he´te´roge´ne´ite´ non-identifie´e, etc. Ce me´lange, permet-
tant d’approximer une variable non-Gaussienne, peut s’e´crire comme ceci :
p(x|D = Ck) =
R∑
r=1
p(x|D = Ck,E = Mr)p(E = Mr|D = Ck) (2.56)
ou`
∑R
r=1 p(E = Mr|D = Ck) = 1 et E est une variable discre`te, et r est le
nombre maximal de composantes (modes ou sous-classes) qu’une classe peut
avoir. p(x|D = Ck,E = Mr) est la distribution Gaussienne d’une composante
de la classe Ck et est caracte´rise´e par deux parame`tres µCk.Mr et ΣCk.Mr . Ces
parame`tres caracte´risant chaque densite´ (la fonction de densite´ d’un mode
donne´ d’une classe donne´e) peuvent eˆtre fixe´s inde´pendamment les uns des
autres. Ils sont estime´s, e´tant donne´e la disponibilite´ des donne´es ne´cessaires,
en utilisant des me´thodes comme le maximum de vraisemblance, le maximum
a posteriori ou alors EM (Expectation and Maximisation).
Concernant la de´termination du nombre de Gaussiennes implique´es, plu-
sieurs solutions peuvent eˆtre utilise´es. On peut recourir, par exemple, a` une
validation croise´e pour choisir le mode`le le plus ade´quat. Cependant, bien qu’ef-
ficace cette solution est couˆteuse en temps. Une autre alternative est de com-
parer les vraisemblances biaise´es de chaque mode`le en utilisant par exemple un
crite`re d’information pour la se´lection du mode`le (e.g. AIC (Akaike Informa-
tion Criterion, (Akaike, 1974)), BIC (Bayesian Information Criterion, (Schwarz
et al., 1978)), etc.).
Un me´lange de Gaussiennes se mode´lise facilement sur re´seau Baye´sien.
Il suffit d’utiliser un re´seau conditionnel Gaussien repre´sentant une analyse
discriminante auquel on ajoute un noeud discret repre´sentant les diffe´rentes
composantes du me´lange. Par exemple, le re´seau repre´sentant une analyse dis-
criminante quadratique (voir figure 2.7) peut eˆtre augmente´ par un noeud
discret permettant de ge´rer les observations non-Gaussiennes. Le re´seau cor-
respondant a` cela est donne´ dans la figure 2.9. De la meˆme manie`re, on pourra
venir augmenter les autres structures vues pre´ce´demment (re´seau Baye´sien
na¨ıf, re´seau Baye´sien na¨ıf augmente´, etc.) pour prendre en compte un me´lange
de Gaussiennes.
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D
D
C1 . . . CK
p(C1) . . . p(CK)
E
E
ipa(E) M1 . . . MR
1 θM1|ipa(E) · · · θMR|ipa(E)
...
...
...
...
K θM1|ipa(E) · · · θMR|ipa(E)
x
ipa(x) x
1 x ∼ N (µC1 ; ΣC1)
...
...
K ×R x ∼ N (µCK ; ΣCK )
Figure 2.9 – Un me´lange d’analyse discriminante, ou` θM1|ipa(E) correspond a`
p(M1|ipa(E))
V Infe´rence
Comme nous l’avons mentionne´ pre´ce´demment, nous allons principalement
utiliser des re´seaux Baye´siens et plus pre´cise´ment des re´seaux conditionnels
Gaussiens, et les employer pour la de´tection et le diagnostic de fautes dans
les syste`mes. Nous allons donc avoir besoin de variables repre´sentant l’e´tat
du syste`me (des variables nous permettant la prise de de´cision), mais aussi
d’autres variables permettant de manier et ge´rer les parame`tres, mesures et
observations prises sur le syste`me.
Nous allons utiliser des noeuds discrets pour repre´senter et mode´liser les
e´tats d’un syste`me donne´. Concernant les autres variables de nature continue,
nous choisissons de ne pas les discre´tiser afin d’e´viter toute perte d’information.
En effet, nous allons les traiter comme telles sous l’hypothe`se qu’elles suivent
une loi de distribution Gaussienne et qu’elles ne sont lie´es entre elles qu’avec
des relations de de´pendances linaires. Notons que ces hypothe`ses peuvent e´vo-
luer par l’interme´diaire d’un noeud discret ou d’infe´rence spe´cifique (cas non-
line´aire, non Gaussien).
Une fois la structure du re´seau et ses parame`tres de´finis (a` l’aide d’al-
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gorithmes d’apprentissage et/ou d’experts), afin de calculer les distributions
marginales ainsi que les distributions de probabilite´s de chaque variable apre`s
l’introduction d’une e´vidence, il est impe´ratif d’utiliser des algorithmes de pro-
pagation ade´quats a` la structure choisie. Plusieurs algorithmes d’infe´rence ont
e´te´ propose´s dans la litte´rature dans le cadre des re´seaux conditionnels Gaus-
siens (Cobb et al., 2007). Nous allons de´tailler deux algorithmes base´s sur
l’arbre de jonction (Lauritzen and Jensen, 2001; Lauritzen, 1992). Ces derniers
sont ceux imple´mente´s dans la boite a` outils BNT/Matlab propose´e par Mur-
phy, et dans le logiciel Hugin, puisque ce sont les deux logiciels de re´seaux
Baye´siens utilise´s pour ces travaux de the`se.
Ces algorithmes permettent une infe´rence exacte dans les re´seaux condition-
nels Gaussiens. L’un utilise un sche´ma base´ sur deux repre´sentations distinctes
des distributions de probabilite´s et l’autre sur une repre´sentation unifie´e. Dans
certains cas, duˆ a` l’utilisation de ces deux repre´sentations, le premier est nume´-
riquement instable (inversion de matrices lors du passage d’une repre´sentation
a` une autre).
Dans ce qui suit, en s’inspirant de (Cobb et al., 2007; Jensen and Nielsen,
2007; Kjæ rulff and Madsen, 2005; Deventer, 2004; Barber, 2003; Lauritzen and
Jensen, 2001; Murphy, 1998), nous pre´sentons de fac¸on concise les outils, cal-
culs et me´canismes ne´cessaires au fonctionnement des deux algorithmes. Dans
un premier temps, nous commenc¸ons par l’algorithme propose´ par (Lauritzen,
1992) (imple´mente´ sur la BNT) et puis son alternative propose´e par (Laurit-
zen and Jensen, 2001) (imple´mente´ sur Hugin) par le meˆme premier auteur, au
vu de l’instabilite´ du premier. Notons tout de meˆme que les deux algorithmes
peuvent eˆtre utilise´s pour l’infe´rence dans les re´seaux conditionnels Gaussiens.
V.1 Notions sur la the´orie des graphes
Les deux algorithmes mentionne´s pre´ce´demment s’appuient sur la the´orie
des graphes. En d’autres termes, pour faire de la marginalisation et/ou de
la mise a` jour de la distribution jointe des variables (la propagation des e´vi-
dences), ils se basent sur un formalisme appele´ arbre de jonction. Cet arbre
est le re´sultat de la transformation d’un re´seau Baye´sien en un hypergraphe
compose´ de noeuds qui sont aussi des hypergraphes. Dans ce qui suit, nous
allons voir en quoi consiste cet arbre et comment l’obtenir.
Soit un re´seau Baye´sien compose´ de m variables x1, . . . ,xm, l’hypergraphe
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ou l’arbre de jonction lui correspondant devrait conserver et reformuler la
distribution jointe de ses variables tout en respectant la proprie´te´ suivante :
p(x1, . . . ,xm) =
∏
i φCi∏
j φSj
(2.57)
ou` φ repre´sente un potentiel (une notion de´crite dans ce qui suit). Ci et Sj, sont
les noeuds composant l’hypergraphe. Les noeuds Ci sont appele´s des noeuds
cliques et les Sj sont appele´s des noeuds se´parateurs. Chacun de ces noeuds
est compose´ des noeuds du re´seau Baye´sien d’origine.
(a) (b)
x1
x2
x3
x1,x2
x2
x2,x3
Figure 2.10 – (a) : Re´seau Baye´sien et (b) :L’arbre de jonction lui corres-
pondant
Prenons l’exemple d’un re´seau Baye´sien compose´ de trois noeuds comple`-
tement connecte´s. Deux d’entre eux repre´sentent des variables Gaussiennes,
alors que le troisie`me repre´sente une variable discre`te. Dans la figure 2.10 nous
illustrons ce re´seau Baye´sien et l’arbre de jonction lui correspondant.
Plusieurs e´tapes sont ne´cessaires pour aboutir a` un tel arbre. Dans un
premier temps, le re´seau Baye´sien concerne´ est rendu non dirige´ (suppression
du sens des arcs). Ensuite, les noeuds parents partageant un noeud fils sont lie´s.
Cette ope´ration est appele´e moralisation. Le graphe obtenu apre`s cette e´tape
est appele´ graphe moral. Le graphe moral correspondant au re´seau Baye´sien
pre´ce´dent est donne´ dans la figure 2.11. Une fois le graphe moral obtenu, il est
aussitoˆt triangule´ (e´tape de triangulation (Kjæ rulff, 1990)). Contrairement a`
la moralisation, a` l’issue de la triangulation, le re´sultat obtenu n’est pas unique.
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x1
x2
x3
Figure 2.11 – Graphe moral
En effet, obtenir un graphe triangule´ revient a` re´soudre un proble`me NP
complet ne´cessitant le recours a` des heuristiques dont la solution n’est pas tou-
jours optimale (pour plus de´tails concernant la triangulation, le lecteur peut
consulter (Jensen and Nielsen, 2007; Cobb et al., 2007)). L’objectif de la trian-
gulation est d’augmenter les cycles du graphe moral par un lien associant deux
noeuds non conse´cutifs sous certaines contraintes tout en rajoutant le moins
de liens possibles afin d’e´viter d’augmenter la complexite´ et donc le temps de
calculs. Dans le cas hybride, pour le bon de´roulement de la propagation dans
le graphe triangule´, ce dernier se doit de ne pas avoir un chemin contenant des
noeuds continus entre deux noeuds discrets non-voisins (strong triangulation).
Le re´sultat de ces ope´rations (moralisation et triangulation) aboutit a` la
formation des cliques (des hypergraphes compose´s des noeuds du re´seau Baye´-
sien d’origine) comme celles pre´sente´es dans l’exemple pre´ce´dent, figure 2.12.
Les cliques sont un ensemble maximal de noeuds lie´s deux a` deux. Ces
cliques sont ge´ne´re´es de sorte a` former un hypergraphe, nomme´ arbre joint,
et respectant la contrainte qu’une variable pre´sente dans deux cliques doit
e´galement eˆtre pre´sente dans les cliques les se´parant.
Selon (Leimer, 1988) les cliques d’un graphe de´composable (un graphe de
cliques) peuvent former un hypergraphe dont au moins un de ses noeuds est
une racine forte. Une racine forte est une clique respectant les re`gles suivantes :
A ∩B = Υ, B\A = Γ (2.58)
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ou` A,B et C sont des cliques. Avec A voisin de B et plus proche du noeud
racine que l’est B.
Par ailleurs, il est toujours possible d’obtenir un arbre joint en organi-
sant les cliques d’un graphe triangule´ (Jensen, 2001). Cependant, l’arbre joint
seul n’est pas capable de re´aliser parfaitement la propagation. L’ide´e est alors
d’augmenter l’arbre joint par des noeuds se´parateurs (ensemble de variables
re´sultat de l’intersection des cliques voisines). Le re´sultat est alors appele´ arbre
de jonction.
Une variable du re´seau Baye´sien d’origine de´finit une clique si elle et ses
parents appartiennent a` la meˆme clique. A une variable, discre`te ou continue,
est associe´ un potentiel. Ainsi, chaque clique et chaque se´parateur sont de´finis
par un potentiel. C’est principalement la de´finition et la manipulation des
diffe´rents potentiels qui diffe´rencie les deux algorithmes d’infe´rence choisis dans
le cadre de cette the`se.
x1,x2
x2,x3
Figure 2.12 – Graphe triangule´ dit graphe joint
V.2 Algorithme de Lauritzen : premie`re version
De´finition des potentiels
Dans (Lauritzen, 1992), le potentiel est de´fini comme une fonction non-
ne´gative et une ge´ne´ralisation de la distribution de probabilite´ satisfaisant le
crite`re de normalisation. Un potentiel est caracte´rise´ par son domaine, corres-
pondant aux variables assigne´es au potentiel. Un potentiel, comme une distri-
bution de probabilite´, peut subir des ope´rations telles que la marginalisation,
la multiplication et la division.
Le potentiel, dans le cas discret, est repre´sente´ par une table de probabilite´s
(conditionnelles ou marginales). Ainsi, la multiplication de deux potentiels φ1
et φ2, ayant chacun un domaine respectif : Dom(φ1) = x1 et Dom(φ2) = x2,
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se fait en multipliant leurs entre´es comme ceci :
φ3(x1, x2) = φ1(x1)φ2(x2) (2.59)
ou` x1, x2 font partie respectivement du domaine de x1,x2.
Quant a` la marginalisation, celle-ci est re´alise´e de la meˆme manie`re que les
distributions de probabilite´s, c’est a` dire en sommant le potentiel en fonction
de la variable marginalise´e. Par exemple, la marginalisation du potentiel φ3 en
fonction de la variable x1, φ
↓ x2
3 , s’e´crit comme ceci :
φ↓ x23 =
∑
x1
φ3(x1,x2) (2.60)
D’un autre cote´, le potentiel Gaussien univarie´/multivarie´ est repre´sente´
par une distribution conditionnelle Gaussienne univarie´e/multivarie´e pouvant
eˆtre de´cline´e sous diffe´rentes repre´sentations : une repre´sentation en fonction
des moments ou une repre´sentation canonique.
Comme nous nous inte´ressons au re´seau Baye´sien hybride, il est possible
que des noeuds continus et des noeuds discrets soient assigne´s a` une meˆme
clique faisant partie de son domaine. Ce type de clique est dit clique hybride.
Son potentiel correspond a` une distribution conditionnelle Gaussienne univa-
rie´e/multivarie´e dont les parame`tres de´pendent des diffe´rentes configurations
possibles de ses noeuds parents discrets. Comme toute clique, la clique hybride,
pour des fins de propagation, est sujette a` des ope´rations de marginalisation.
Le re´sultat de la marginalisation sur ce type de potentiel (ou clique) diffe`re
selon la(es) variable(s) implique´e(s) (marginalise´es). Les auteurs dans (Laurit-
zen, 1992), distinguent deux types de marginalisation : la marginalisation forte
(strong) et la marginalisation faible (weak).
La marginalisation forte survient lorsque l’on marginalise un potentiel condi-
tionnel Gaussien, e´tant donne´e la configuration des variables discre`tes de la
clique, en fonction des variables continues. Elle est dite forte car ce qui en
re´sulte est un potentiel de meˆme type que le potentiel marginalise´, c’est a` dire
un potentiel conditionnel Gaussien.
Par exemple, soit un potentiel φ{x,y1,y2}, ayant comme domaine Dom(φ)
deux variables continues y1,y2 et une variable discre`te x. La forme canonique
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correspondant a` ce potentiel peut eˆtre repre´sente´e comme ceci :
φ{x,y1,y2} = (g, h,K) (2.61)
ou` h et K peuvent eˆtre de´compose´s comme ceci :
h = [h1, h2]
T , (2.62)
K =
(
K11 K12
K21 K22
)
(2.63)
La marginalisation de φ{x,y1,y2} par la variable y2 peut ainsi eˆtre de´finie et
e´crite, sous une forme canonique, comme ci-dessous :
φ
↓{x,y1}
{x,y1,y2} = (g
′
, h
′
,K
′
) (2.64)
avec
g
′
(x) = g(x) +
|y1|ln(2pi)− ln(det(K11(x))) + hT1 (x)K11(x)−1h1(x)
2
, (2.65)
h
′
(x) = h2(x)−K21(x)K−111 (x)h1(x), (2.66)
K
′
(x) = K22(x)−K21(x)K−111 (x)K12(x) (2.67)
Un autre type de marginalisation est celui fonction de variable(s) dis-
cre`te(s). Cela conduit de fac¸on ge´ne´rale a` une mixture de Gaussienne (margi-
nalisation faible) sauf dans certains cas (e.g. absence de noeuds continus).
Par exemple, soit un potentiel φ{y,x1,x2} = (g, h,K), ayant comme domaine
Dom(φ) deux variables discre`tes x1,x2 et une variable continue y. La margina-
lisation de ce potentiel par la variable x2 donne lieu au potentiel (repre´sentation
avec moments) suivant :
φ(y,x1,x2)
↓x1,y = (g
′
, h
′
,K
′
) (2.68)
(2.69)
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avec
g
′
(x1) =
∑
x2
g(x1,x2), (2.70)
h
′
(x) =
∑
x2
h(x1,x2)g(x1,x2)
g′(x1)
, (2.71)
K
′
(x) =
∑
x2
K(x1,x2)g(x1,x2)
g′(x1)
+ (2.72)
∑
x2
(h(x1,x2)− h′(x1))T (h(x1,x2)− h′(x1))g(x1,x2)
g′(x1)
(2.73)
Les ope´rations pre´ce´demment employe´es et de´finies sont utilise´es pour le
calcul exact de la distribution des variables discre`tes ainsi que les moyennes et
matrices de variance-covariance des variables continues. Une de´finition com-
ple`te de l’alge`bre utilise´e pour les potentiels est donne´e dans (Jensen, 2001).
Une fois les potentiels de chaque variable de´termine´s, chaque potentiel des
noeuds de l’arbre joint est initialise´ a` 1, puis multiplie´ par les potentiels des
variables lui e´tant assigne´es (sachant ses noeuds parents). Ainsi, le potentiel
d’une clique hybride est associe´ aux potentiels conditionnels Gaussiens de ses
variables Gaussiennes pour chaque valeur de ses noeuds parents discrets.
De meˆme, le potentiel de chaque noeud se´parateur est initialise´ a` 1. Ceci
permet, dans un premier temps, de respecter le fait que le produit de l’ensemble
des potentiels des cliques divise´ par celui des se´parateurs donne la distribution
jointe des variables du re´seau Baye´sien. Cela se traduit par :
p(x1, . . . ,xm) =
∏
i
p(xi|pa(xi)) (2.74)
=
∏
k φCk∏
j φSj
(2.75)
=
∏
k
φCk (2.76)
Cette importante proprie´te´ est assure´e lors de l’initialisation et est maintenue
par la suite.
Une autre proprie´te´ que l’algorithme cherche a` respecter est la consistance
globale. Celle-ci stipule que le potentiel marginal d’un se´parateur entre deux
cliques doit correspondre aux potentiels marginaux de ces dernie`res.
Apre`s l’initialisation, cette proprie´te´ n’est pas ve´rifie´e. Ainsi, pour l’assurer,
48 CHAPITRE 2. RE´SEAUX BAYE´SIENS
les cliques de l’arbre de jonction s’envoient des messages (propagation). L’algo-
rithme propose´ par les auteurs permet, a` la fin des propagations, de repre´senter
les vrais distributions marginales des variables discre`tes (consistance globale)
et dans le cas hybride de s’assurer que la moyenne et la variance d’une clique C
soient e´gales (consistance) a` celles ge´ne´re´es par le marginal du potentiel joint
comme suit :
φC ≈ φ↓Cx1,...,xm (2.77)
Propagations
Une clique rec¸oit ou absorbe l’information de ses cliques voisines par le
biais des noeuds de l’arbre de jonction les se´parant. Par exemple, soit une
clique e´mettrice Ci d’un message vers une clique re´ceptrice Cj, se´pare´s par le
noeud se´parateur Sij. Le message transmis de Ci vers Cj est tout d’abord rec¸u
par le noeud se´parateur. Ceci se traduit formellement par la marginalisation
du potentiel de la clique Ci sachant le domaine du se´parateur comme ceci :
φnouveauSij = φ
↓Sij
Ci
(2.78)
ou` φnouveauSij est le nouveau potentiel du se´parateur Sij. A son tour Sij transmet
le message vers Cj qui l’absorbe. Cela se traduit par une multiplication du
potentiel de la clique re´ceptrice par un coefficient α :
α =
φnouveauSij
φancienSij
(2.79)
ou` φancienSij est l’ancien potentiel du se´parateur Sij avant sa mise a` jour, de telle
sorte que :
φCnouveauj = αφ
↓Sij
Cj
(2.80)
ou` φCnouveauj correspond au potentiel mis-a`-jour de la clique Cj.
Afin de permettre au minimum la proprie´te´ de consistance, les messages
sont envoye´s selon un ordre bien e´tabli. En effet, les messages entre cliques
sont propage´s en deux temps, vers et a` partir du noeud racine. Le choix du
noeud racine de´pend du re´seau Baye´sien utilise´ et de la direction de l’arbre
de´termine´. Dans le cas hybride, une racine forte doit eˆtre choisie comme point
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de de´part.
Dans un premier temps, les messages sont envoye´s des cliques feuilles vers
la clique racine. Une clique est par la suite habilite´e a` envoyer un message
a` ses voisins, une fois qu’elle a fini d’absorber l’information envoye´e par ses
cliques voisines e´loigne´es de la racine. Cette ope´ration s’appelle la collection
des e´vidences. Lors de cette phase, les potentiels Gaussiens des variables sont
repre´sente´s sous forme canonique. Une fois que les messages arrivent a` destina-
tion, le noeud racine est mis a` jour. A la fin de cette e´tape, l’arbre de jonction
n’est toujours pas globalement consistant, car une clique peut ne pas avoir ob-
serve´e tous les messages transmis et peut ainsi ne pas eˆtre cohe´rente vis a vis
des autres cliques. Pour reme´dier a` cela, une autre propagation est ne´cessaire,
celle-ci est nomme´e distribution des e´vidences. Elle consiste a` mettre a` jour les
cliques feuilles a` partir de la clique racine.
En pre´sence d’une e´vidence, le re´seau doit se mettre a` jour, en utilisant
les deux propagations vues pre´ce´demment, afin de maintenir ses proprie´te´s.
L’introduction de l’e´vidence se traduit par la modification des potentiels des
diffe´rents noeuds de l’arbre. Dans le cas d’une e´vidence sur une variable dis-
cre`te, il suffit juste de mettre a` ze´ro les potentiels correspondant aux configura-
tions impossibles. Concernant le cas Gaussien, il faut mettre a` jour le potentiel
des cliques dont les variables observe´es appartiennent a` leurs domaines. Cela
conduit a` de nouveaux potentiels avec de nouveaux domaines plus restreints.
Par exemple, soit une clique compose´e de l variables, dont y , au potentiel
φ = (g, h,K), ou` :
h =
(
hr(x)
hy(x)
)
, (2.81)
K =
(
Krr Kry
Kyr Kyy
)
(2.82)
avec x une configuration des noeuds discrets faisant partie des l variables, et
Krr une matrice de dimension (l − 1) × (l − 1) ou` r repre´sente les l variables
sauf y.
En pre´sence d’une observation y = y, la modification de la clique se fait
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ainsi :
g′(x) = g(x) + hy(x)y − Kyyy
2
2
, (2.83)
h′(x) = hr(x)− yKyr(x), (2.84)
K′(x) = Krr(x) (2.85)
Ainsi, le nouveau potentiel obtenu φ′ = (g′, h′,K′) est calcule´ en e´liminant les
composantes de y.
En re´sume´, l’algorithme propose´ par (Lauritzen, 1992) manipule deux formes
de repre´sentation pour traiter les potentiels conditionnels Gaussiens, notam-
ment d’une clique hybride. La repre´sentation avec les moments est plus natu-
relle et usuelle que la repre´sentation canonique. Cependant, lors de l’initiali-
sation, la forme canonique est pre´fe´re´e a` celle des moments car l’initialisation
d’une variable peut eˆtre assigne´e a` une clique alors que ses parents ne le sont
pas.
Ainsi, il n’est pas concevable de repre´senter la distribution de cette variable
par ses moments, notamment sa moyenne, puisqu’elle de´pend des valeurs de
ses parents Gaussiens. Pour reme´dier a` cela, la repre´sentation sous forme cano-
nique est employe´e, posse´dant e´galement l’avantage d’eˆtre plus pratique pour
les ope´rations de multiplication et division pre´ce´dant l’initialisation. Elle est
e´galement associe´e a` la propagation, collection et distribution des e´vidences.
Cependant, l’e´criture sous forme de moments est plus repre´sentative d’ou` la
transformation de la forme canonique vers celle-ci apre`s la collection des e´vi-
dences. Toutefois, cette transformation est nume´riquement instable. Cette in-
stabilite´ est principalement due aux ope´rations d’inversion de matrices.
Pour reme´dier a` cela, quelques anne´es plus tard, (Lauritzen and Jensen,
2001) pre´sentent un nouvel algorithme e´galement base´ sur l’arbre de jonction.
Cet algorithme propose une solution a` l’instabilite´ nume´rique du pre´ce´dent
et permet, de plus, de ge´rer le cas d’une matrice de variance-covariance nulle
(inte´gration du cas de´terministe).
V.3 Algorithme de Lauritzen : seconde version
Les auteurs dans (Lauritzen and Jensen, 2001) ont pense´ a` une nouvelle re-
pre´sentation des potentiels, alternative a` celles pre´ce´demment utilise´es. Celle-ci
permet une compre´hension directe des quantite´s utilise´es comme les probabi-
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lite´s, moyennes, coefficients de re´gression et matrices de variance-covariance.
Cette nouvelle pre´sentation de´finit deux types de variables, les variables dites
de teˆte (head) et les variables dites de queue (tail). En se basant sur cette
repre´sentation, les auteurs proposent un nouveau sche´ma de propagation per-
mettant, contrairement au pre´ce´dent, de fournir sans effort des distributions
marginales comple`tes. De plus, il permet de ge´rer les matrices de variance-
covariance lorsqu’elles sont nulles ou singulie`res. Ceci repre´sentent des ame´lio-
rations conside´rables par rapport au sche´ma original.
Les deux algorithmes propose´s dans (Lauritzen, 1992) et (Lauritzen and
Jensen, 2001), ont en commun la construction de l’arbre de jonction mais aussi
les e´tapes d’initialisation, de propagation et d’incorporation des e´vidences. Ce-
pendant, ils diffe`rent dans la manie`re dont leurs potentiels sont de´finis et ma-
nipule´s.
De´finition des potentiels
Dans (Lauritzen and Jensen, 2001), que ce soit dans le cas Gaussien ou
discret, un potentiel est repre´sente´ sous un meˆme formalisme. Ce formalisme
de´finit un potentiel d’un ensemble de variables comme e´tant proportionnel a`
la distribution de ses variables teˆte conditionne´es a` ses variables queue. Les
variables teˆte et queue associe´es a` un potentiel correspondent aux variables
Gaussiennes appartenant et de´finissant son domaine.
Soit x une variable discre`te avec k valeurs et y1, y2 des variables continues,
respectivement de dimension m et n, lie´es pour chaque valeur de x par la
re´gression conditionnelle Gaussienne suivante :
p(y1|x = xi,y2 = y2) = N (A(xi) +B(xi)y2, C(xi)) (2.86)
ou` i ∈ 1, . . . , k et A est la table regroupant les diffe´rents vecteurs gouvernant
la moyenne des variables teˆte e´tant donne´e les variables queue pour chaque
configuration xi du noeud discret x. De meˆme, B est une table dont chaque
case correspond a` la matrice de re´gression de dimension m× n associe´e a` une
valeur du noeud discret. C est une autre table regroupant les k matrices de
variance-covariance de x1.
Le potentiel correspondant a` ces variables est de´fini et repre´sente´ comme
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ci-dessous :
φ = [p;A;B;C](T |Q)
ou` p regroupe les probabilite´s correspondant aux diffe´rentes configurations de
x. T et Q de´notent respectivement les variables teˆte et queue repre´sentant
l’ensemble des variables continues appartenant au domaine du potentiel φ.
Ainsi, T repre´sente la variable y1 et Q repre´sente la variable y2. Dans un
re´seau Baye´sien, une variable teˆte est un parent d’une variable queue. Dans
l’arbre de jonction, une variable Gaussienne se pre´sente comme variable teˆte
uniquement dans un seul potentiel d’une clique parmi les cliques auxquelles
elle appartient. Concernant la variable x, x ∈ pa(T ), elle de´finit et appartient
e´galement au domaine de φ.
Un potentiel peut eˆtre augmente´ par des variables discre`tes pour e´tendre
son domaine. Ce dernier peut eˆtre e´galement e´tendu par le rajout de variables
continues a` l’ensemble Q. Ceci se fait bien entendu en rede´finissant la dimen-
sion de B. D’un autre coˆte´, des variables continues peuvent eˆtre retire´es si les
parame`tres leurs correspondant sont e´gaux a` ze´ros. D’ailleurs, les auteurs de´fi-
nissent un potentiel comme e´tant minimal si les colonnes de B sont non nulles.
Dans (Lauritzen and Jensen, 2001) les auteurs ont introduit des ope´rations
permettant de manipuler la nouvelle repre´sentation des potentiels et exploiter
ses proprie´te´s.
De meˆme que l’algorithme pre´ce´dent, une des ope´rations ne´cessaires pour
la transmission des messages est la marginalisation des potentiels. Dans le nou-
veau sche´ma propose´ par les auteurs, on peut distinguer deux cas de figures :
la marginalisation d’un potentiel en fonction de variables continues et celle en
fonction de variables discre`tes. Dans le sche´ma propose´, les auteurs margina-
lisent un potentiel en fonction des variables continues avant celles discre`tes.
Ceci est duˆ au fait que marginaliser un potentiel en fonction de ses variables
teˆte fait e´merger les variables discre`tes (potentiel minimal).
La marginalisation d’un potentiel en fonction de variables continues donne
lieu ge´ne´ralement a` un potentiel de meˆme type que celui du marginalise´. Ce
type de marginalisation est dite forte. Par exemple, soit le potentiel suivant
φ = [p,A,B,C](T1, T2)|Q), son marginal en fonction de T2 est donne´ par :
φ↓T1 = [p,A1, B1, C11](T1|Q) (2.87)
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ou` A1, B1, C11 font parties de A, B et C.
Un autre type de marginalisation est la marginalisation faible. Elle e´merge
lors de la marginalisation en fonction de variables discre`tes.
Soit le potentiel suivant φ = [p,A,−, C](T |−) dont le domaine discret est
compose´ de variables discre`tes d1 et d2 avec respectivement comme valeurs
id1 , id2 et ou` les tirets correspondent a` l’absence de parame`tres. Le re´sultat de
sa marginalisation en fonction de d2 est donne´ par :
φ↓(d1∪T ) = [p˜, A˜,−, C˜(T |−) (2.88)
avec :
p˜(id1) =
∑
id2
p({id1 , id2}), (2.89)
A˜ (id1) =
1
pid1
)
∑
id2
A({id1 , id2})p({id1 , id2}), (2.90)
C˜(id1) =
1
p˜id1
∑
id2
{
C({id1 , id2}) + [A({id1 , id2})− A (id1)]× (2.91)
[A({id1 , id2})− A (id2)]T
}
p({id1 , id2})
Toutefois, la marginalisation en fonction de variables discre`tes peut donner
e´galement, dans certains cas, lieu a` une marginalisation forte. Par exemple,
lorsque le potentiel est compose´ uniquement de variables discre`tes.
En plus de la marginalisation, les auteurs proposent une nouvelle ope´ration
dite combinaison des potentiels. Elle est e´quivalente a` la multiplication dans
l’algorithme pre´ce´dent. Deux types de combinaison peuvent eˆtre distingue´s :
la combinaison directe et la combinaison re´cursive.
La combinaison directe ⊗˙ de deux paires arbitraires de potentiels n’est
possible que lorsque la teˆte de l’une d’entre elles est disjointe du domaine de
l’autre et que les deux potentiels ont une queue minimale ou susceptible de
l’eˆtre apre`s re´duction.
Par exemple, soit le potentiel φ re´sultat de la combinaison direct de deux
potentiels φ1 = [p,A,B,C](T1|Q) et φ2 = [q, E, F,G](T2|Q1∪Q). Ce potentiel,
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en fonction de ces deux derniers, peut s’e´crire comme ci-dessous :
φ = [p,A,B,C](T1|Q) ⊗˙ [q, E, F,G](T2|T1 ∪Q) (2.92)
= [pq, U, V,W ](H|T\H) (2.93)
avec :
T = T1 ∪ T2, (2.94)
U =
(
A
E + F1A
)
, (2.95)
V =
(
B
F2 + F1B
)
, (2.96)
W =
(
C CF T1
F1C G+ F1CF
T
1
)
(2.97)
ou` T2 est disjointe du domaine du potentiel φ2, T2 ∩ (T1, Q1) = ∅ et F est une
matrice partitionne´e en [F1;F2] correspondant aux deux ensembles composant
la variable queue en fonction de la dimension de la teˆte et la queue φ2. T\H
signifie toutes les variables repre´sentant T sauf celles appartenant H.
La combinaison directe de deux potentiels est une ope´ration associative et
commutative. Cette combinaison correspond a` un montage ordinaire de dis-
tributions conditionnelles. Elle peut eˆtre vue comme le re´sultat de la de´com-
position de φ en deux potentiels φ1 et φ2. En effet, en conside´rant l’exemple
pre´ce´dent, dans le cas ou` q = 1 ou T1 = ∅, le potentiel φ2 est e´gale a` φ↓(T1∪Q).
Ceci correspond a` la marginalisation forte de φ. Par conse´quent, le potentiel
φ2 est dit potentiel comple´ment de φ1, note´ φ
|(T1∪Q), et peut se de´duire du
potentiel :
φ = φ↓(T1∪Q) ⊗˙ φ|(T1∪Q) (2.98)
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comme ceci :
q = pq/p, (2.99)
E = U2 −W21W11U1, (2.100)
F = [W21W
+
11 : V2 −W21W11V1], (2.101)
G = W22 −W21W+11W12 (2.102)
avec T = (T1, T2) et (M)
+ est l’inverse ge´ne´ralise´ (pseudo-inverse de Moore-
Penrose, ou` ((M)+)+ = M) d’une matrice (M). Cette de´composition corres-
pond a` celle d’une distribution de probabilite´ en distribution marginale et une
autre conditionnelle.
Lors de la propagation, on est parfois amene´ a` combiner deux potentiels
dont les ensembles teˆte sont disjoints. Dans ce cas la`, on ne peut appliquer une
combinaison directe. Pour reme´dier a` cela, les auteurs proposent une ge´ne´rali-
sation de la combinaison directe de´finie uniquement lorsque les ensembles teˆte
des potentiels combine´s sont disjoints. Cette ge´ne´ralisation est dite combinai-
son re´cursive. Elle correspond a` une combinaison plus ge´ne´rale des potentiels
(utile lors de l’e´tape d’initialisation)
Prenons les potentiels φ1 et φ2 pre´ce´dents. Si leurs ensembles teˆte sont
disjoints, leur combinaison re´cursive ⊗ peut s’e´crire :
φ1 ⊗ φ2 = φ1 ⊗˙ φ2 ou φ1 ⊗ φ2 = φ2 ⊗˙ φ1 (2.103)
Dans le cas ou` aucune des combinaisons directes n’est de´finie, les deux
potentiels sont de´compose´s, jusqu’a` ce que les potentiels obtenus ve´rifient les
de´finitions pre´ce´dentes, comme ceci :
φ1 ⊗ φ2 = φ1⊗˙(φ′2 ⊗ φ
′′
2) (2.104)
avec :
φ2 = φ
′
2⊗˙φ
′′
2 (2.105)
ou` φ′′2 correspond a` la marginalisation forte de φ2 donne´e ci-dessous :
φ′′2 = φ
↓com
2 (2.106)
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ou` com repre´sente les variables que l’ensemble teˆte de φ2 a en commun avec le
domaine de φ1. φ
′′
2 correspond au comple´ment de φ
′
2.
Propagations
Une fois l’arbre de jonction de´fini et sa racine forte de´termine´e, il faut
alors associer a` chaque clique un potentiel. De meˆme que pour l’algorithme
pre´ce´dent, le potentiel de chaque noeud du re´seau Baye´sien d’origine est associe´
a` une clique arbitraire contenant sa famille. Par de´finition, le potentiel de
chaque clique correspond a` la combinaison directe des potentiels des variables
lui e´tant assigne´es. Ceci fait partie de l’initialisation, une e´tape primordiale a`
la propagation. Elle implique l’envoi de messages vers la racine et de la racine
vers les noeuds feuilles. Dans les deux cas, une clique envoie un message a` une
de ses cliques voisines e´tant donne´ le noeud se´parateur qu’ils partagent. Dans
le nouvel algorithme, le contenu des messages et la mise a` jour des diffe´rents
noeuds de l’arbre diffe´rent du premier algorithme propose´.
Par exemple, soit une clique C2 qui envoie un message a` une autre clique
C1 dans le cadre d’une collection de messages. Le potentiel de la clique re´cep-
trice est alors combine´ re´cursivement au re´sultat de la marginalisation forte du
potentiel de la clique e´mettrice, comme ceci :
φnouveauC1 = φC1 ⊗ φ
↓SC2→C1
C2
(2.107)
ou` SC2→C1 est le noeud se´parateur entre les deux cliques.
Dans le cas ou` la clique C1 correspond a` la racine, son potentiel est alors la
distribution marginale correcte de son domaine. Quant a` la clique e´mettrice,
elle conserve uniquement le comple´ment de la marginalisation de son potentiel :
φnouveauC2 = φ
|SC2→C1
C2
(2.108)
Une fois la collection termine´e, la combinaison des potentiels des cliques
d’un arbre donne´ est e´gale a` la distribution jointe φ de toutes les variables du
re´seau Baye´sien, comme ceci :
φ =
⊗
i
φCi (2.109)
avec i le nume´ro de la clique.
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La distribution des messages re´sulte en des noeuds se´parateurs avec des
potentiels correspondants a` la marginalisation du potentiel joint :
φSCj→Ck = (φSCi→Cj ⊗˙ φCj)
↓SCj→Ck (2.110)
= φ↓SCj→Ck (2.111)
avec i le nume´ro de clique la plus proche de la clique racine et SCj→Ck et SCi→Cj
sont les se´parateurs partage´s par les cliques Ci, Cj, Ck.
A la fin des deux propagations, le potentiel de chaque clique correspond
a` celui obtenu lors de la collection des messages. Concernant les noeuds se´-
parateurs, leurs potentiels calcule´s lors de la distribution des e´vidences sont
maintenus.
Une fois l’initialisation effectue´e, il est possible d’e´tablir des requeˆtes (mar-
ginalisation/calcul de probabilite´s apre`s ou avant l’introduction des e´vidences)
sur le re´seau Baye´sien conside´re´. En effet, le sche´ma propose´ par les auteurs
permet de traiter plusieurs types de calculs sur re´seau Baye´siens et notam-
ment re´seaux conditionnels Gaussiens. Celui-ci s’appuie particulie`rement sur
un me´canisme appele´ ”push”. Ce dernier re´arrange l’arbre (rapproche les va-
riables encore plus de la racine tout en modifiant les potentiels sans influencer
le potentiel joint) afin de re´pondre a` une requeˆte donne´e. Ainsi, il permet,
par exemple, de calculer le marginal des variables se trouvant dans des cliques
diffe´rentes. Il est aussi utilise´ lors de l’incorporation des e´vidences. En effet,
contrairement aux e´vidences des noeuds discrets, les nouvelles observations
de noeuds continus sont introduites, une a` la fois, dans les cliques concerne´es
menant parfois a` l’utilisation de ce me´canisme.
VI Conclusion
Dans ce premier chapitre nous avons introduit les re´seaux Baye´siens. Tout
d’abord nous les avons de´fini puis explique´ quelques unes de leurs proprie´te´s.
Suite a` cela, nous avons pre´sente´ les diffe´rents noeuds pouvant composer un
re´seau Baye´sien. Nous avons vu qu’ils permettent de prendre en compte des
variables discre`tes et continues. Dans le contexte de la classification super-
vise´e, plus pre´cise´ment de l’analyse discriminante, nous avons pre´sente´ dans
un premier temps quelques re´seaux Baye´siens classifieurs. Dans la suite de la
the`se nous allons nous appuyer sur cet outil pour faire de la de´tection et du
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diagnostic. Nous conside´rons la de´tection et le diagnostic comme un proble`me
de discrimination entre respectivement deux classes et K classes. Finalement,
nous avons pre´sente´ deux algorithmes d’infe´rence permettant de faire du cal-
cul dans les re´seaux Baye´siens. Ces algorithmes permettent particulie`rement
de faire de l’infe´rence exacte dans les re´seaux conditionnels Gaussiens, un cas
particulier des re´seaux Baye´siens.
3
Surveillance des syste`mes
I Introduction
La course des entreprises et industries a` optimiser le rapport gain/perte
ainsi que la demande croissante pour des produits et/ou services de qualite´ et
conformes aux spe´cifications ont e´norme´ment contribue´ a` l’e´volution et l’uti-
lisation impe´rative de me´thodes de surveillance automatique des syste`mes ra-
rement de´terministes. En effet, ces derniers sont sujets a` plusieurs facteurs les
rendant stochastiques. On distingue deux types de facteurs : ceux non controˆ-
lables et ceux controˆlables. Les facteurs non controˆlables contrairement aux
facteurs controˆlables nuisent au fonctionnement ide´al du syste`me : ils cor-
respondent ge´ne´ralement aux bruits et perturbations pouvant survenir sur le
syste`me. Les facteurs controˆlables correspondent aux diffe´rentes fautes pou-
vant causer des de´centrages et des dispersions de la production. Ces dernie`res
sont la raison pour laquelle la surveillance est employe´e. En effet, le roˆle de la
surveillance est essentiellement de les maˆıtriser. En d’autres termes, elle essaie
d’identifier et de de´celer le plus rapidement possible la pre´sence d’une faute
sur le syste`me, en ve´rifiant la cohe´rence des diverses informations disponibles
sur celui-ci. Ainsi, le re´sultat de la surveillance contribue a` la diminution des
fautes ou dans le cas ide´al a` leur e´limination. Cette dernie`re s’effectuera a` l’aide
d’une entite´ (ope´rateur, inge´nieur, automate) qui e´tudiera l’e´tat de fonction-
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nement anormal cause´ par la faute et prendra une de´cision concernant l’avenir
du syste`me (maintenance, fermeture, adaptation de re´glages sur la commande
du syste`me).
La surveillance se de´compose de fac¸on ge´ne´rale en deux phases extreˆmement
importantes pour le fonctionnement efficace, e´conomique et suˆr d’un syste`me
donne´ : la de´tection et le diagnostic.
La de´tection consiste a` de´terminer le plus rapidement possible si le proces-
sus est toujours en fonctionnement normal ou bien si il est en fonctionnement
anormal, duˆ a` l’apparition d’une ou plusieurs fautes (capteurs, actionneurs et
processus) qu’elle soit soudaine, naissante ou transitoire. La phase de de´tec-
tion est loin d’eˆtre simple (Dubuisson, 2001), et cela pour plusieurs raisons :
une vision et/ou une mode´lisation comple`te de tout le syste`me est rarement
possible (une faute peut ne pas eˆtre observable), il existe des interactions et
interconnexions entre composantes (plusieurs fautes peuvent se compenser et
ne plus eˆtre observables).
Concernant la phase de diagnostic, on peut la de´finir de diffe´rentes fac¸ons
selon la pre´cision a` de´crire la faute survenue sur les actionneurs et/ou cap-
teurs et/ou le syste`me, ainsi que le type de la me´thode de surveillance utilise´e.
Selon (Chiang et al., 2001), on peut distinguer trois de´finitions : Identifica-
tion, Diagnostic et Isolation du syste`me. L’identification permet de de´terminer
parmi les mesures prises, celles qui sont les plus pertinentes pour expliquer la
faute survenue. Ainsi, elle diminue l’espace de recherche. Il est ne´cessaire de
noter que l’identification peut parfois eˆtre une passerelle a` d’autres me´thodes
pour la phase du diagnostic. Le diagnostic consiste a` expliquer les fautes sur-
venues sur le syste`me en exprimant au minimum leur type, leur emplacement,
leur amplitude ainsi que leur dure´e. L’isolation, quant a` elle, se situe entre les
deux de´finitions pre´ce´dentes. En effet, l’isolation fournit plus d’informations
que l’identification et moins que le diagnostic. En d’autres termes, elle permet
de distinguer la mesure responsable de l’e´tat de fonctionnement anormal du
syste`me et ainsi localiser l’emplacement de composantes fautives.
La surveillance, de fac¸on ge´ne´rale, consiste a` expliquer le comportement du
syste`me en se basant sur les observations prises sur celui-ci (entre´es du syste`me,
mesures entre composantes, sorties du syste`me). Il semble donc e´vident que la
qualite´ de la surveillance de´pend fortement de la qualite´ de ces observations.
Ainsi, les me´thodes de surveillance dites a` base de redondance physique ou
mate´rielle sont conside´re´es comme des me´thodes tre`s fiables. D’ailleurs, elles
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repre´sentent une valeur suˆre pour les syste`mes qui emploient des composants
critiques et pour lesquelles une panne ou un dysfonctionnement repre´sente un
risque e´conomique et/ou un risque important pour la se´curite´ des humains et de
l’environnement (usine chimique, base nucle´aire). Elle consiste de fac¸on ge´ne´-
rale a` mesurer une seule grandeur ou composante a` l’aide de plusieurs capteurs.
Cependant, son principe relativement simple la rend couˆteuse e´conomiquement
(couˆt des capteurs et de leurs maintenances) et tre`s encombrante (difficulte´ de
duplication des capteurs). Pour reme´dier a` cela, d’autres me´thodes ont e´te´
de´veloppe´es et ame´liore´es, chacune adapte´e a` des sce´narios diffe´rents (infor-
mations disponibles, fautes a` de´tecter). Ces me´thodes sont, de fac¸on ge´ne´rale,
re´pertorie´es dans deux classes principales : les me´thodes a` base de mode`le et
les me´thodes a` base de donne´es.
II Me´thodes a` base de mode`le
Les contraintes mate´rielles ainsi que les couˆts d’installation instaure´s par
les me´thodes utilisant la redondance physique sont diminue´s de fac¸on conside´-
rable graˆce aux me´thodes a` base de mode`le. Ces me´thodes reposent sur une
connaissance a priori du syste`me. Cette connaissance correspond a` un ensemble
d’e´quations mathe´matiques pre´cises issues des principes premiers (mode`le du
syste`me). Ces e´quations repre´sentent les de´pendances physiques ou temporelles
existantes entre les diffe´rentes variables du syste`me expliquant son comporte-
ment dynamique (Isermann and Balle´, 1997). De plus, elle permet d’extraire
l’information sur les possibles changements du fonctionnement nominal du sys-
te`me.
Le mode`le analytique correspondant a` un syste`me donne´ se doit d’eˆtre re´a-
liste. En effet, il doit inte´grer tous les facteurs influenc¸ant de fac¸on significative
ou non l’e´volution du syste`me. En d’autres termes, il doit pouvoir prendre en
compte les entre´es inconnues (les diffe´rentes perturbations et bruits pouvant
influencer le syste`me) ainsi que les fautes. Toutefois, obtenir un mode`le efficace
et complet pour un syste`me complexe est loin d’eˆtre chose aise´e (incertitudes
sur les parame`tres du mode`le, non line´arite´, etc.) : l’effort et le couˆt demande´
pour le re´aliser sera proportionnel a` la complexite´ du syste`me.
La connaissance du mode`le du syste`me permet assez souvent d’identifier les
diffe´rentes fautes syste`mes, actionneurs ou/et capteurs pouvant le faire de´vier
de son fonctionnement normal. Ainsi, la surveillance avec des me´thodes a` base
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de mode`le consiste dans un premier temps a` de´celer un changement survenu
e´tant donne´es les entre´es, sorties et le mode`le du syste`me. Dans un deuxie`me
temps, si un changement est survenu, elles essaient de l’isoler e´tant donne´e la
connaissance a priori des diffe´rentes fautes.
Ces fautes peuvent eˆtre classe´es selon leur nature en deux cate´gories : addi-
tives et multiplicatives. Les fautes additives sont les fautes venant s’additionner
aux mesures prises sur le syste`me (sorties du mode`le) et concerne la plupart
du temps les fautes capteurs et actionneurs. Les fautes multiplicatives sont
de´crites comme des changements survenues sur les parame`tres du syste`me.
De fac¸on ge´ne´rale, dans les me´thodes a` base de mode`le, le fonctionnement
du syste`me est conside´re´ comme e´tant caracte´rise´ par des grandeurs qui de´-
pendent du temps et non de l’espace (Isermann, 2004; Zwingelstein, 1995).
Ceci dit, deux classes de repre´sentations de´crivant le fonctionnement du sys-
te`me peuvent eˆtre distingue´es : la repre´sentation classique (les e´quations diffe´-
rentielles, les fonctions de transfert) et la repre´sentation d’e´tat (Jaulin, 2005).
La repre´sentation classique, contrairement a` la repre´sentation d’e´tat, ne
permet pas de de´crire le comportement d’un syste`me dans le temps. En effet,
la repre´sentation d’e´tat introduit une notion d’e´tat qui repre´sente une me´moire
minimum du passe´ a` partir d’un instant donne´, permettant de de´terminer l’e´vo-
lution future du syste`me (Fossard and Biannic, 2006). Ainsi, pour repre´senter
l’e´volution dynamique du syste`me, il semble e´vident d’utiliser cette repre´sen-
tation (elle est compose´e de deux e´quations : l’e´quation d’e´tat et l’e´quation
d’observation, un exemple d’une repre´sentation d’e´tat sans bruits d’un sys-
te`me line´aire discret a` temps invariant est donne´ dans (3.1)). D’ailleurs, elle
est la plus utilise´e dans les me´thodes de de´tection et diagnostic de fautes a`
base de mode`le (Ding, 2008; Isermann, 2006; Chiang et al., 2001).{
z(t+ 1) = Az(t) +Bu(t)
y(t) = Cz(t) +Du(t)
(3.1)
ou`, pour un instant donne´ t, z(·) ∈ Rn est le vecteur d’e´tat, y(·) ∈ Rs est
le vecteur des sorties, u(·) ∈ Rl est le vecteur des entre´es. A ∈ Rn×n est la
matrice d’e´volution, B ∈ Rn×l est la matrice de commande, C ∈ Rs×n est la
matrice d’observabilite´ et D ∈ Rs×l est la matrice de transmission directe.
La surveillance a` base d’un mode`le repre´sente´ sous une repre´sentation
d’e´tats peut eˆtre de´compose´e en deux phases : la ge´ne´ration des re´sidus et
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la prise de de´cision. Dans ce qui suit, nous allons voir que, pour chaque phase,
plusieurs me´thodes ont e´te´ propose´es dans la litte´rature.
II.1 Ge´ne´ration des re´sidus
La ge´ne´ration des re´sidus est une e´tape majeure dans la surveillance a` base
de mode`le. Elle consiste a` ge´ne´rer des re´sidus permettant la description de
l’e´tat de fonctionnement du syste`me. En d’autres termes, elle calcule l’e´cart
entre le comportement observe´ et le comportement estime´ du syste`me lorsqu’il
fonctionne correctement dans le but d’une exploitation ulte´rieure.
La ge´ne´ration des re´sidus de´pend fortement du mode`le choisi. En effet, in-
de´pendamment du fait que l’obtention du mode`le peut parfois eˆtre complique´e,
le mode`le choisi peut ne pas prendre en compte certaines relations existantes
entre mesures. Il semble ainsi e´vident qu’un bon ge´ne´rateur est synonyme d’une
bonne de´tection et/ou diagnostic de fautes. Notons aussi qu’un changement du
mode`le (e.g. syste`me ayant plusieurs configurations) et/ou du syste`me de me-
sure (e.g. ajout ou suppression d’un ou plusieurs capteurs) peut impliquer un
changement du mode`le et par conse´quent une reformulation du ge´ne´rateur des
re´sidus (Dubuisson, 2001).
Plusieurs me´thodes existent pour la ge´ne´ration des re´sidus, on distingue
principalement trois me´thodes : ge´ne´rateur de re´sidus a` base d’estimation pa-
rame´trique, ge´ne´rateur de re´sidus a` base de l’espace de parite´ et ge´ne´rateur
de re´sidus a` base d’observateurs/filtres. Toutefois, selon (Ding et al., 2009;
Theilliol, 2003) ces me´thodes peuvent eˆtre e´quivalentes dans certains cas.
Ge´ne´rateur de re´sidus a` base d’estimation parame´trique
Lorsque la structure du mode`le est connue, le ge´ne´rateur de re´sidus, dans
un premier temps, essaye d’estimer les parame`tres du mode`le du syste`me en
se basant sur les mesures prises sur ce dernier. En d’autres termes, il cherche a`
minimiser l’e´cart entre les entre´es et les sorties mesure´es. Dans la litte´rature,
deux me´thodes principales peuvent eˆtre distingue´es pour l’estimation des pa-
rame`tres : minimisation de l’erreur d’e´quation et minimisation de l’erreur de
sortie.
Apre`s avoir de´termine´ pour un instant donne´ les parame`tres dictant le
comportement dynamique du syste`me θˆ(t), une comparaison est effectue´e entre
ces parame`tres et les parame`tres physiques re´els θ(t) du mode`le lors de son
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fonctionnement normal. Le re´sultat de cette comparaison θ(t) − θˆ(t) est dit
re´sidus r(t). Selon (Isermann, 2006), ces re´sidus permettent une compre´hension
profonde de la faute.
Toutefois, il est rare que les parame`tres du mode`le du syste`me corres-
pondent exactement aux coefficients physiques du syste`me. Ceci est vrai lorsque
le mode`le est fide`lement construit a` partir des principes premiers. Cependant,
ceci n’est pas toujours le cas. En effet, un recours a` la simplification des hy-
pothe`ses et au regroupement des parame`tres physiques du mode`le est ge´ne´-
ralement de rigueur. Pour plus d’informations et de de´tails sur ce type de
ge´ne´rateur, le lecteur pourra se re´fe´rer aux travaux d’Isermann des deux der-
nie`res de´cennies. Il est a` noter que ce type de ge´ne´rateur est beaucoup plus
adapte´ aux fautes multiplicatives. En d’autres termes, il est approprie´ lorsque
les conse´quences d’une faute sur le syste`me se re´percutent sur ses parame`tres
physiques.
Ge´ne´rateur de re´sidus a` base de l’espace de parite´
Le ge´ne´rateur de re´sidus par l’espace de parite´ (Ding, 2008; Ding et al.,
1999; Gertler, 1997) est tre`s utilise´ dans la litte´rature, il est simple a` conce-
voir, a` imple´menter et a` utiliser pour des syste`mes statiques ou dynamiques.
Cependant, contrairement au ge´ne´rateur pre´ce´dent, il est de´die´ aux fautes ad-
ditives. Il permet de concevoir des re´sidus de´pendant des relations line´aires
existantes entre les mesures. Ces relations sont appele´es e´quations de parite´.
Soit la repre´sentation d’e´tat d’un syste`me discret a` temps invariant pre´sen-
te´e ci-dessous :{
z(t+ 1) = Az(t) +Bu(t) +Bnn(t) +Bff(t)
y(t) = Cz(t) +Du(t) +Dnn(t) +Dff(t)
(3.2)
ou` les vecteurs f(·) et n(·) correspondent respectivement aux fautes et aux
perturbations (entre´es inconnues). Bn, Bf, Dn et Df sont des matrices associe´es
aux entre´es inconnues et aux fautes.
Les deux e´quations qui composent cette repre´sentation, pour un horizon
d’observation de taille (h+ 1), h > 0, peuvent eˆtre regroupe´es et re´e´crites sous
la forme suivante :
yh(t) = Γz(t− h) +Huuh(t) +Hddh(t) +Hffh(t) (3.3)
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ou`
Γ =

C
CA
...
CAh
 , (3.4)
Hu =

D 0 · · · 0
CB D
. . .
...
...
. . . . . . 0
CAh−1B · · · CB D
 (3.5)
et Hd, Hf sont des matrices ayant la meˆme structure que Hu.
En se basant sur ce type d’e´quations, le principe de la ge´ne´ration des re´sidus
a` partir de l’espace d’e´tat consiste a` de´crire les re´sidus de fac¸on inde´pendante
du vecteur d’e´tat z(t− h). Ceci consiste a` re´soudre l’e´quation suivante :
WΓ = 0 (3.6)
Cela revient a` trouver le comple´ment orthogonal W a` Γ. Ainsi, en multi-
pliant (3.6) par la matrice de parite´ W on obtient :
Wyh(t)−WHuuh(t) = WHddh(t) +WHffh(t) (3.7)
A partir de cette e´quation, les re´sidus peuvent alors eˆtre de´finis en fonction
des mesures prises sur le syste`me (entre´es et sorties) ou alors en fonction des
fautes et des entre´es inconnues (et force´ment du bruit non pris en compte
ici par la repre´sentation d’e´tat pour des raisons de clarte´). Ceci est illustre´
ci-dessous :
rh(t) = Wyh(t)−WHuuh(t) = WHddh(t) +WHffh(t) (3.8)
Par ailleurs, il semble e´vident que la qualite´ des re´sidus ge´ne´re´s et les fautes
prises en compte de´pend fortement du choix de la matrice de parite´.
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Ge´ne´rateur de re´sidus a` base d’observateurs/filtres
Un ge´ne´rateur de re´sidus a` base d’observateurs ou de filtres consiste respec-
tivement a` reconstruire (la reconstruction se fait par un observateur comme
celui de Luenberger lorsque le mode`le est de´terministe) ou a` estimer (l’esti-
mation se fait par un filtre comme celui de Kalman, lorsque le mode`le est
stochastique) le vecteur d’e´tat ou celui de la sortie faisant partie du mode`le du
syste`me (e.g. repre´sentation d’e´tat a` temps discret) mode´lisant respectivement
l’effet de la faute sur les e´tats et les sorties. Dans ce cas, les re´sidus sont obtenus
en comparant ces estimations a` leurs mesures re´elles prises sur le syste`me. En
pratique selon (Dubuisson, 2001), ces ge´ne´rateurs de re´sidus sont conside´re´s
comme une alternative aux ge´ne´rateurs utilisant l’espace de parite´ lorsqu’il est
difficile de se de´faire des vecteurs d’e´tat (une matrice de parite´ conforme est
introuvable).
Soit la repre´sentation d’e´tat donne´e dans (3.2). Celle-ci ne pre´sente pas de
bruits. Dans ce cas, l’utilisation d’un observateur de Luenberger (voir e´quation
(3.9)) pour la ge´ne´ration du vecteur des re´sidus d’e´tats et de sorties semble
plus judicieuse que celle utilisant un filtre de Kalman. De plus, les observateurs
contrairement aux filtres de Kalman conduisent, graˆce a` leur flexibilite´ dans
le choix du gain L, a` une riche varie´te´ de structure pour la de´tection et le
diagnostic de fautes (Ba¨ıkeche, 2007).{
zˆ(t+ 1) = Azˆ(t) +Bu(t)− L(y(t)− yˆ(t))
yˆ(t) = Czˆ(t) +Du(t) +Dnn(t) +Dff(t)
(3.9)
ou` zˆ(·) et yˆ(·) sont respectivement le vecteur d’e´tat et le vecteur de sortie,
estime´s a` un instant t. L est la matrice de gain (se doit de satisfaire les condi-
tions de stabilite´ (A− (L× C)) de l’observateur. Cette dernie`re de´termine la
dynamique de l’observateur et la sensibilite´/robustesse des re´sidus aux fautes
(Chiang et al., 2001). Ci-dessous nous donnons un exemple de re´sidus pouvant
eˆtre ge´ne´re´s en utilisant un simple observateur :
re(t) = z(t)− zˆ(t) = (A− (L× C))re(t− 1) +Bnn(t) +Bff(t)
− L(Dnn(t) +Dff(t)), (3.10)
rs(t) = y(t)− yˆ(t) = Crs(t− 1) +Dnn(t) +Dff(t) (3.11)
ou` re(·), rs(·) sont respectivement les re´sidus d’e´tats et de sorties a` l’instant t.
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Ces re´sidus ge´ne´re´s peuvent eˆtre sujets a` des perturbations, et cela peut eˆtre
handicapant pour les e´tapes succe´dant a` la ge´ne´ration des re´sidus (de´tection
et isolation de fautes). Pour obtenir des re´sidus robustes aux bruits et aux
perturbations, et/ou sensibles aux fautes, plusieurs techniques peuvent eˆtre
utilise´es (Isermann, 2006). Parmi ces techniques, on peut citer : les observateurs
a` entre´es inconnues (Unknown Input Observer) (Simani et al., 2013) et les
fonctions de transformations matricielles (Fellouah, 2007).
D’autres types d’observateurs existent, appele´s reconstructeurs d’entre´es.
Au lieu de mode´liser les effets des fautes sur les e´tats ou les sorties, ils les
mode´lisent sur les entre´es. En d’autres termes, les re´sidus ge´ne´re´s par ces ob-
servateurs sont issus de la comparaison des entre´es du syste`me avec les entre´es
estime´es.
Apre`s avoir choisi un ge´ne´rateur de re´sidus ade´quat, les re´sidus ge´ne´re´s
peuvent eˆtre utilise´s pour prendre une de´cision sur l’e´tat de fonctionnement
du syste`me. La de´cision intervient apre`s la ge´ne´ration d’un vecteur de re´sidus
de qualite´ ayant une sensibilite´ requise aux fautes conside´re´es. Elle consiste a`
de´terminer de fac¸on ge´ne´rale quelle est ou quelles sont les fautes responsables de
l’e´tat de fonctionnement anormal du syste`me. En d’autres termes, il s’agit tout
simplement de surveiller les re´sidus. Et pour cela, deux phases sont ne´cessaires :
la de´tection et l’isolation.
II.2 De´tection
Apre`s la ge´ne´ration des re´sidus, ceux-ci sont e´value´s par un test de cohe´-
rence. Il s’agit de de´terminer si un ou plusieurs re´sidus sont nuls ou non. En
effet, lors du fonctionnement normal, les re´sidus sont cense´s eˆtre nul. Cepen-
dant, ce n’est pas toujours le cas. En effet, les re´sidus ne sont pas sensibles
qu’aux fautes mais e´galement aux bruits de mesures effectue´es sur le syste`me
ainsi qu’aux erreurs de mode´lisation du ge´ne´rateur de re´sidus. A cet effet, les
re´sidus sont conside´re´s comme e´tant statistiquement nuls avec une variation
donne´e lors du fonctionnement normal. Ainsi, lorsque l’on dispose d’informa-
tions a priori sur les proprie´te´s statistiques du bruit, des tests statistiques
s’imposent (Dubuisson, 2001). La prise de de´cision peut e´galement se faire de
fac¸on de´terministe graˆce a` des comparaisons a` des seuils pre´de´finis a` l’aide
d’e´tudes de sensibilite´ (Zwingelstein, 1995).
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II.3 Isolation
L’isolation des fautes consiste a` localiser les fautes responsables d’un e´tat de
fonctionnement anormal du syste`me. L’isolation peut eˆtre e´tendue dans le but
de de´terminer l’amplitude de la faute dans le cas ou` les fautes ne varient pas au
cours du temps (Dubuisson, 2001). L’isolation, contrairement a` la de´tection,
ne´cessite la pre´sence de plusieurs re´sidus (un seul re´sidu permet la de´tection
d’une faute survenue sur le syste`me) sensibles aux fautes. Plusieurs me´thodes
d’isolation ont e´te´ propose´es dans la litte´rature. La me´thode la plus connue
est celle base´e sur les re´sidus renforce´s. Cette me´thode consiste a` donner aux
re´sidus des proprie´te´s spe´ciales leur permettant d’acque´rir une capacite´ d’iso-
lation entre les fautes. On peut distinguer deux types de re´sidus ge´ne´re´s : les
re´sidus directionnels et les re´sidus structure´s (Isermann, 2006).
Les re´sidus structure´s
Les re´sidus structure´s sont construits de fac¸on a` ce qu’ils soient sensibles a`
certaines fautes et non a` d’autres. Dans ce cas, l’isolation consiste a` comparer
les re´sidus e´value´s et les caracte´ristiques de chaque faute (chaque faute est
explique´e par un ensemble de re´sidus). Ces caracte´ristiques sont ge´ne´ralement
assemble´es dans un tableau binaire (matrice d’incidence), expliquant les de´pen-
dances entre les fautes et les re´sidus (traduisant la sensibilite´ ou la robustesse
des re´sidus aux fautes), obtenus pendant l’e´tape d’apprentissage en utilisant,
selon (Theilliol, 2003), des connaissances heuristiques et/ou des connaissances
analytiques du comportement du syste`me.
Pour une meilleure localisation, il semble e´vident que chaque faute doit
eˆtre unique. En d’autres termes, chaque faute est caracte´rise´e par un ensemble
de re´sidus diffe´rents des autres fautes, d’ailleurs plus la diffe´rence est grande,
meilleure est l’isolation. Notons aussi que lorsqu’un seul re´sidu permet d’ex-
pliquer a` lui seul une faute, une localisation des fautes multiples survenues sur
le syste`me, est possible.
Les re´sidus directionnels
Les re´sidus directionnels sont conc¸us de telle fac¸on que de`s qu’un de´faut
apparaˆıt ils prennent une direction particulie`re dans l’espace des re´sidus, ge´ne´-
ralement associe´s aux filtres comme ge´ne´rateur de re´sidus. Ainsi, la signature
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directionnelle de la faute la plus proche de la signature directionnelle des re´-
sidus sera admise comme responsable de l’e´tat de fonctionnement anormal du
syste`me.
III Me´thodes data-driven
Contrairement aux me´thodes ne´cessitant un mode`le mathe´matique repre´-
sentant le syste`me, les me´thodes a` base de donne´es (data-driven methods)
s’appuient uniquement sur les donne´es collecte´es sur le syste`me (Venkatasu-
bramanian et al., 2003). Elles s’en servent efficacement pour expliquer une
nouvelle observation provenant du syste`me.
Ces me´thodes sont conside´re´es comme une alternative aux me´thodes a` base
de mode`le. Elles ont fait l’objet de plusieurs simulations et comparaison sur
plusieurs cas d’applications ou benchmarks : TEP (Downs and Vogel, 1993),
Damadics (Blimes, 2004), Wind turbine (Odgaard et al., 2013), etc. Toute-
fois, dans le cas des syste`mes hyper-dynamiques ainsi que pour des syste`mes
a` boucle ferme´e, cette classe de me´thodes est moins performante que les me´-
thodes a` base de mode`le (Ding, 2012). Cependant, les me´thodes qui se basent
sur un mode`le analytique pre´cis expliquant la dynamique du syste`me ont par-
fois de la difficulte´ a` e´tablir le mode`le. Or, la pre´cision du mode`le est un e´le´ment
crucial pour pre´venir les fausses alarmes et les mauvaises de´cisions. En effet,
pour des syste`mes complexes ou hybrides cela peut eˆtre une mission difficile,
tre`s couˆteuse, longue et meˆme parfois impossible. En d’autres termes, le de´-
veloppement de me´thodes de surveillance a` base de mode`le ne´cessite un effort
conside´rable (Isermann, 2006). Ceci explique l’inte´reˆt porte´ sur les me´thodes
data-driven ces dernie`res anne´es (Ruz-Hernandez et al., 2007; Isermann, 2006;
Kempowski, 2004; Venkatasubramanian et al., 2003; Chiang et al., 2004, 2001).
La surveillance a` base de donne´es peut eˆtre de´compose´e en deux e´tapes : de´tec-
tion et diagnostic. Dans ce qui suit, nous allons pre´senter quelques me´thodes
a` base de donne´es propose´es pour la de´tection de fautes suivies par d’autres
pour le diagnostic.
III.1 De´tection
Plusieurs me´thodes ont e´te´ propose´es pour la de´tection de fautes a` base
de donne´es. Ces me´thodes sont conside´re´es comme des me´thodes statistiques
70 CHAPITRE 3. SURVEILLANCE DES SYSTE`MES
simples mais tre`s puissantes. La majorite´ de ces me´thodes mettent en e´vi-
dence les relations existantes entre les variables du syste`me sans formuler de
fac¸on explicite son mode`le (relations entre les variables d’entre´es et sorties du
syste`me).
Analyse en Composantes Principales
Parmi les me´thodes dites data-driven, l’une des plus utilise´es est l’Ana-
lyse en Composantes Principales (ACP). L’analyse en composantes principale
est une technique statistique line´aire multivarie´e assez rependue (Ding, 2011;
Jackson, 2005; Tipping and Bishop, 1999; Jolliffe, 2005; Hotelling, 1933) em-
ploye´e dans divers domaines pour des usages varie´s. Elle est utilise´e pour la
re´duction de dimension des donne´es (pre´-traitement) ou alors comme un outil
de mode´lisation en exprimant les de´pendances existantes entre les variables
d’un ensemble de donne´es multivarie´es.
Soit X ∈ RN×m, un ensemble normalise´ (pour la de´finition des directions
et l’unification des amplitudes) de N e´chantillons collecte´s sur un ensemble de
variables d’entre´es et sorties x ∈ Rm,x = [x1, . . . ,xm]T suivant une distribu-
tion normale, d’un syste`me donne´. La matrice de variance-covariance Σ de x
est donne´e par :
Σ ≈ 1
N − 1X
TX (3.12)
Ceci correspond a` une estimation sans biais de la matrice de variance-
covariance (ajustement du re´sultat biaise´e obtenu par le maximum de vrai-
semblance, vu dans le chapitre pre´ce´dent).
L’analyse en composantes principales peut eˆtre de´finie formellement de dif-
fe´rentes manie`res. Une premie`re de´finition, la plus re´pandue, consiste a` de´fi-
nir l’analyse en composantes principales comme une technique recherchant les
axes principaux permettant d’expliquer la quasi-totalite´ de la variabilite´ perc¸ue
dans l’ensemble d’observations multivarie´es X. En d’autres termes, l’analyse
en composantes principales cherche a` de´terminer un nombre a d’axes ortho-
gonaux, avec a < m, de sorte a` projeter orthogonalement X dans un espace
line´aire de dimension re´duite maximisant sa variance tout en minimisant l’ef-
fet du bruit. Les axes de´finissant cet espace sont appele´s axes principaux ou
composantes principales. Pour les de´terminer, il suffit de trouver les points
stationnaires re´solvant le proble`me d’optimisation (3.13) et appartenant a` une
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matrice de passage projetant une observation x ∈ Rm dans le nouvel espace
orthogonal.
maxp6=0
pTXTXp
pTp
(3.13)
ou` p ∈ Rm.
Une seconde de´finition de l’analyse en composantes principales la de´crit
comme une projection line´aire dans un sous espace (principal) minimisant la
somme des moindres-carre´s des erreurs de projection. Re´soudre ce proble`me
d’optimisation consiste a` chercher une reconstruction optimale xˆn de xn, un
e´chantillon de l’ensemble X,
min
N∑
n=1
||xn − xˆn||2 (3.14)
en maximisant xˆn, xˆn = Aˆtn + A˜e e´tant donne´ Aˆ, A˜. e et tn qui sont des
parame`tres a` de´finir, avec e est suppose´ constant pour les N observations.
Formellement, que ce soit la premie`re ou la seconde de´finition, les deux
proble`mes d’optimisation convergent vers des solutions communes. L’une des
solutions possibles est de de´composer la matrice de variance-covariance de X
en valeurs propres a` l’aide d’une de´composition en valeurs singulie`res (singular
values decomposition (SVD)) comme suit :
Σ = PΛP T , (3.15)
P = [P1 . . . Pm], Pj ∈ Rm, P T = [BT1 . . . BTm], BTi ∈ Rm, PP T = I, (3.16)
Λ = diag(σ21, . . . , σ
2
m), σ
2
1 ≥ · · · ≥ σ2m > 0 (3.17)
ou` P est la matrice des vecteurs propres, axe ge´ome´trique orthogonal Pj, j =
1, . . . ,m, et Bi, i = 1, . . . ,m sont ses lignes. σ
2
j = λj sont les valeurs re´elles
propres non-ne´gatives correspondant a` la matrice de variance-covariance de X.
A chaque valeur propre correspond un vecteur propre, dont elle explique la va-
riabilite´. La matrice Λ comporte l’ensemble des valeurs propres. Cette matrice
est diagonale ce qui explique l’orthogonalite´ des axes et la non-corre´lation des
variables lui e´tant associe´es.
Une fois les m axes de´termine´s, un autre proble`me re´side en la de´termi-
nation du nombre a, le nombre dominant a des vecteurs propres de Σ dans
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lequel la variance retenue lors de la projection est maximale (les axes princi-
paux Pˆ ⊂ P correspondant aux plus grandes valeurs propres Λˆ classe´es par
ordre de´croissant de l’axe ayant la plus grande variabilite´ (la plus grande valeur
propre) a` l’axe en capturant le moins (la plus petite valeur propre)), comme
ci-dessous :
λ1 > λa > · · · > λm (3.18)
Fixer une valeur pour a peut se faire de multiples fac¸ons, le lecteur, pour
plus de de´tails, pourra consulter (Mnassri, 2012; Bishop, 2006; Valle et al.,
1999). Sa de´termination permet de diviser Λ en deux parties, et notamment
P en deux matrices de passages associe´es a` leur variabilite´, l’une repre´sentant
l’espace re´duit et l’autre l’espace principale, comme ci-dessous :
Λ =
[
Λˆ 0
0 Λ˜
]
, Λ˜ = diag(σ2a+1, . . . , σ
2
m), (3.19)
P = [Pˆ P˜ ] ∈ Rm×m, Pˆ ∈ Rm×a, (3.20)
P T = [BT1 . . . B
T
m], B
T
i = [Bˆ
T
i B˜
T
i ], Bˆ
T
i ∈ Ra (3.21)
Ainsi, l’analyse en composantes principales permet de projetter line´aire-
ment et orthogonalement X, l’espace original dans un autre espace orthogonal
Z, comme ceci :
Z = XP (3.22)
ou` les colonnes orthonormales de P ∈ Rm×m sont ses axes.
Cette projection (rotation orthonormal) permet la se´paration de l’espace
original des observations en deux parties (sous-espaces) X = Xˆ + X˜ : une
partie principale Xˆ = ZˆPˆ T , ou` Pˆ ∈ Rm×a, et une partie re´siduelle X˜ = Z˜P˜ T ,
ou` P˜ ∈ Rm×(m−a). Zˆ et Z˜ pouvant eˆtre de´duites de la sorte :
X = Xˆ + X˜ = ZˆPˆ T + Z˜P˜ T , Z = [Zˆ Z˜], (3.23)
Zˆ = XPˆ = [Z1 . . . Za] = [XP1 . . . XPa], Zˆ ∈ RN×a, (3.24)
Z˜ = XP˜ = [Za+1 . . . Zm] = [XPa+1 . . . XPm], Z˜ ∈ RN×(m−a) (3.25)
ou` Xˆ est le re´sultat de la transformation arrie`re de X, pouvant eˆtre e´galement
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e´crite de la sorte XPˆ Pˆ T , et correspond aux e´chantillons de l’ensemble des
variables d’origine sans bruit.
Une fois les sous-espaces principal et re´siduel identifie´s, l’analyse en compo-
santes principales peut eˆtre utilise´e pour la de´tection de fautes (Daszykowski,
2007). Elle ope`re de manie`re relativement semblable aux me´thodes a` base de
mode`le, en mode´lisant le comportement du syste`me en fonctionnement normal
ou` les fautes sont de´tecte´es en comparant le comportement observe´ et celui
donne´ par le mode`le. En d’autres termes, ceci consiste a` surveiller les deux
espaces ge´ne´re´s par l’analyse en composantes principales. En effet, une faute
peut affecter un des deux. D’ailleurs, un espace peut eˆtre sensible a` des fautes
alors que l’autre ne l’est pas. Pour surveiller ces espaces, plusieurs fac¸ons de
faire existent. Selon Isermann (2006), la de´tection de fautes avec analyse en
composantes principales peut se faire ge´ne´ralement de trois fac¸ons
— de´tection d’un changement dans l’espace principal,
— de´tection d’un changement dans l’espace re´duit,
— de´tection par la comparaison des reconstructions de la variable une fois
projete´ dans l’espace principal et re´duit,
Ceci peut se faire en utilisant des tests statistiques. Selon (Ding, 2011), ces
tests prennent une forme quadratique. Les plus utilise´es sont ceux employant
les statistiques T2 de Hotelling (Tracy et al., 1992) et SPE (Squared Prediction
Errors, Jackson and Mudholkar (1979)). Cependant d’autres statistiques ont
e´te´ propose´es correspondant a` leurs ame´liorations et/ou associations (Mnassri,
2012; Ding, 2011; Qin and Li, 2001).
Ces statistiques, avec les limites de controˆles qui leurs sont associe´es, de´-
tectent diffe´rents types de fautes, et leurs avantages peuvent eˆtre utilise´s en les
employant ensemble tirant ainsi avantage de chacune (Chiang et al., 2001). La
statistique T2 permet de de´tecter les observations e´loigne´es des donne´es alors
que la statistique SPE de´tecte les re´sidus tre`s grands par rapport au mode`le
de l’analyse en composantes principales (Daszykowski, 2007).
La de´tection utilisant ces deux statistiques peut se faire en de´finissant en
premier les limites de controˆle (LC) pour SPE et la statistique T2 pour un
niveau de signification donne´ α, comme ceci :
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SPE : LCSPE = θ1
(
gα
√
2θ2h20
θ1
+ 1 +
θ2h0(h0 − 1)
θ21
) 1
h0
, (3.26)
θi =
m∑
j=a+1
σ2ij , i = 1, 2, 3, h0 = 1−
2θ1θ3
2θ22
ou` gα est la de´viation de la loi normale correspondant au quantile 1− α,
T2 : LCT2 =
a(N2 − 1)
N(N − a)Fα(a,N − a) (3.27)
ou` Fα est la distribution de Fisher. Si N est e´leve´ la limite de T
2 peut eˆtre
approxime´e par la loi du χ2.
Ensuite pour chaque nouvel e´chantillon normalise´, e´tant donne´e la moyenne
et les variances de X, x = [x1, . . . , xm]
T , on calcule les deux statistiques SPE
et T2 comme ci-dessous :
T2 = xT Pˆ Λˆ−1Pˆ Tx = tˆTΛ−1tˆ, tˆ = Pˆ Tx, (3.28)
SPE = xT P˜ P˜ Tx = t˜T t˜, t˜ = P˜ Tx (3.29)
ou` T2 est associe´e aux composantes principales tˆ ∈ Ra, tˆ = Pˆ Tx et SPE aux
dernie`res t˜ ∈ R(m−a), t˜ = P˜ Tx.
Finalement, afin de de´tecter les fautes syste`me, les images de chaque ob-
servation dans les deux espaces sont calcule´es et compare´es a` leurs limites
de controˆle. Ainsi, une de´cision peut eˆtre prise en utilisant la re`gle logique
suivante : si SPE ≤ LCSPE et T2 ≤ LCT2 alors le syste`me est de´clare´ sous
controˆle, sinon le syste`me est en faute.
Toutefois, l’analyse en composantes principales est connue pour eˆtre sen-
sible aux observations aberrantes. En effet, la pre´sence de quelques observations
aberrantes dans un e´chantillon peut influencer conside´rablement le calcul de
sa moyenne et sa matrice de variance-covariance, parame`tres dont elle de´pend.
L’analyse en composantes principales est e´galement limite´e par sa nature li-
ne´aire (ne ge`re pas les relations non-line´aires), de´terministe (l’absence d’une
repre´sentation probabiliste) et statique (conside`re que les donne´es sont inde´-
pendantes et identiquement distribue´es), et l’hypothe`se de normalite´ e´mise sur
les variables faisant parties de son mode`le.
Ces insuffisances preˆte´es a` l’analyse en composantes principales ont inte´-
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resse´ un bon nombre de chercheurs. En effet, dans la litte´rature on peut trouver
un nombre conside´rable de me´thodes proposant des ame´liorations a` l’analyse
en composantes principales. Par exemple, plusieurs me´thodes ont e´te´ propose´s
afin de rendre l’analyse en composantes principales robuste aux observations
aberrantes. Dans (Chen and Sun, 2009), les auteurs discriminent et distinguent
ces me´thodes comme ceci :
— une estimation robuste de la matrice de variance-covariance (e.g. des
poids sont associe´s aux observations).
— une cate´gorie base´e sur la poursuite de projection (une strate´gie de
recherche se´quentielle d’axes de projection maximisant une mesure ro-
buste de variance).
— e´mettre d’autres hypothe`ses sur la distribution des variables. Par exemple,
remplacer la distribution Gaussienne par la distribution de Student (t-
distribution) qui est, e´tant donne´e sa densite´, plus robuste aux obser-
vations aberrantes.
D’autres me´thodes ont e´galement e´te´ propose´es afin de traiter l’absence
d’un mode`le ge´ne´ratif, les donne´es manquantes (e.g. erreurs humaines lors
de la saisie des donne´es, capteurs hors service, impossibilite´ de prendre des
mesures a` un moment donne´, etc.), le cas dynamique, le cas non Gaussien et
multi-modes (e.g. l’e´tat de fonctionnement correspond a` plusieurs modes de
fonctionnement), et le cas non line´aire.
D’autres me´thodes dans le meˆme principe que l’analyse en composantes
principales, peuvent e´galement eˆtre utilise´es (voir e.g. (Tiplica, 2012; Yin et al.,
2012; Ding, 2011; Chiang et al., 2001)).
Me´thodes des sous-espaces
Uniquement a` partir des donne´es, certaines me´thodes peuvent eˆtre utilise´es
pour estimer le mode`le du syste`me Ces me´thodes sont dites de sous-espaces
(Qin, 2006; Favoreel et al., 2000; Ljung, 1998) e´galement connues sous la nota-
tion SMI (Subspace Model Identification) ou encore SIM (Subspace Identifica-
tion Methods). Elles correspondent a` des algorithmes line´aires d’identification,
mis au point pour faire face aux proble`mes de construction d’un mode`le analy-
tique pre´cis pour des syste`mes complexes. Dans (Van Overschee and De Moor,
1996), les auteurs affirment que ces me´thodes de sous-espaces peuvent effec-
tivement approximer un syste`me donne´ par des mode`les suffisamment pre´cis
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(la pre´cision du mode`le est un facteur important pour la performance de tout
syste`me de surveillance afin d’e´viter les fausses alarmes et un diagnostic errone´)
Les SMI sont e´galement conside´re´s comme une alternative aux me´thodes
d’erreur de pre´diction (PEM) (McKelvey, 1995). Ces me´thodes sont plus ra-
pides (n’effectuent aucune recherche non line´aire) mais en pratique elles sont
plutoˆt moins pre´cises que les PEM. Toutefois, les deux me´thodes ne sont pas
conside´re´es comme des opposants mais plutoˆt comme deux me´thodes com-
ple´mentaires. En effet, pour une estimation d’un mode`le, les SMI peuvent se
charger de fournir l’estimation initiale des parame`tres du mode`le, qui sera en-
suite optimise´e graˆce aux PEM. Une comparaison approfondie entre les deux
me´thodes est effectue´e dans (Favoreel et al., 2000).
Les me´thodes des sous-espaces connues pour leur simplicite´ et stabilite´ per-
mettent de mode´liser le syste`me sous une repre´sentation d’e´tat (Wang and Qin,
2002). Cette structure est largement utilise´e pour la surveillance des me´thodes
a` base de mode`le. Elle est e´galement une structure tre`s pratique, soit pour
l’estimation, le filtrage, la pre´vision ou pour le controˆle.
Les me´thodes SMI ge´ne`rent un mode`le utilise´ uniquement pour les re´gions
d’ope´rations correspondant aux donne´es disponibles. De plus, pour garantir un
mode`le suffisamment pre´cis pour des syste`mes dynamiques multivariables, il est
souhaitable que les donne´es choisies pour identifier un mode`le SMI de´coulent,
dans le cas ide´al, des expe´riences conc¸ues, garantissant un niveau ade´quat
d’excitation (Schubert et al., 2011; Van Overschee and De Moor, 1996). Ces
me´thodes sont en ge´ne´ral de´die´es aux syste`mes line´aires discrets dynamiques
invariants au temps. Soit la repre´sentation d’e´tat suivante :
z(t+ 1) = Az(t) +Bu(t) + w(t)
y(t) = Cz(t) +Du(t) + v(t)
E
[
[w(p)v(p)]T [w(q)Tv(q)T ]
]
=
(
Q S
ST R
)
, δpq ≥ 0
(3.30)
ou` v(·) et w(·) sont deux vecteurs non observables correspondant a` des
bruits blancs stationnaires de moyenne nulle et non corre´le´s avec les entre´es
u(·). Les matrices Q et S appartiennent a` la matrice de covariance des deux
vecteurs v(·) et w(·). δpq correspond au symbole de Kronecker qui est e´gale a`
1 si p = q.
Une e´quation d’entre´es et sorties correspondant a` cette repre´sentation d’e´tats
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et de´crivant la relation line´aire existante entre la matrice repre´sentant les sor-
ties futures Yf et les entre´es futures Uf , e´tant donne´e une feneˆtre de temps
h+ 1, est donne´e ci-dessous :
Yf (t) = ΓZh +HuUf +HmMf +Nf (3.31)
ou` Yf ,Uf sont, respectivement, les matrices de Hankel des sorties et entre´es
futures, Γ est la matrice d’observabilite´ e´tendue, Zh est la se´quence d’e´tat a`
estimer, Hu est la matrice de´terministe triangulaire et infe´rieure de Toeplitz
et Hm la matrice stochastique, triangulaire et infe´rieure de Toeplitz, Mf et Nf
de´crivent deux matrices de Hankel repre´sentant respectivement l’impact du
bruit du syste`me et celui des mesures.
Le but des me´thodes SMI est, par exemple, d’utiliser les donne´es collec-
te´es sur le syste`me pour trouver une estimation de la matrice e´tendue Γ et/ou
une estimation de la se´quence d’e´tat Zˆh du mode`le inconnu repre´sentant le
comportement dynamique du syste`me. Cette e´tape est commune a` la plupart
des algorithmes d’identification des sous espaces (Le Rohellec, 1998). Par la
suite, selon l’estimation de l’une ou de l’autre, on peut distinguer deux classes
d’algorithmes : les uns se basent sur la se´quence d’e´tat du mode`le pour esti-
mer les matrices du mode`le A, B, C et D (on peut citer N4SID (Numerical
Algorithms For Subspace state space System Identification, Van Overschee
and De Moor (1996)), CVA (Canonical Variate Aanalysis, Larimore (1990))),
tandis que d’autres se basent sur la matrice d’observabilite´ e´tendue, on peut
citer MOESP (MIMO Output-Error State sPace model identification, (Verhae-
gen and Dewilde, 1992)). Ces deux classes d’algorithmes permettent e´galement
d’estimer l’ordre du mode`le, et les parame`tres statistiques de´crivant les carac-
te´ristiques du bruit du syste`me w(·) et du bruit de mesure v(·).
Les me´thodes d’identification des sous espaces peuvent eˆtre utilise´es pour
la surveillance des syste`mes de diffe´rentes manie`res (Ding, 2014, 2012; Wang
et al., 2011; Lieftucht et al., 2009; Dong and Verhaegen, 2009; Kulcsar et al.,
2009; Huang et al., 2008; Qin and Li, 2001). La fac¸on la plus naturelle est
de les utiliser comme une alternative aux me´thodes a` base de mode`le, pour
faire face a` la difficulte´ de concevoir des mode`les mathe´matiques pour des
syste`mes multi-physiques. Les mode`les sont alors estime´s a` partir des donne´es
d’entre´es et de sorties et seront ainsi utilise´s par des me´thodes de surveillance
a` base de mode`le. Ces me´thodes a` base de mode`le, comme vues pre´ce´demment,
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produisent des re´sidus issus de la comparaison des mesures estime´es lors du
fonctionnement normal du syste`me et celles observe´es. Ensuite, ces re´sidus
(conside´re´s comme inde´pendants) sont e´value´s pour de´cider si le syste`me est
en e´tat de fonctionnement normal ou en e´tat de faute. Pour e´valuer ces re´sidus,
une analyse monovarie´e est utilise´e (des seuils de tole´rance ou des me´thodes
statistiques monovarie´es pour optimiser le compromis entre les fausses alarmes
et les mauvaises de´tections). Cependant, lors de l’utilisation des me´thodes a`
base de mode`le se basant sur le SMI, des de´pendances peuvent avoir lieu entre
les re´sidus. Cela est duˆ aux incertitudes sur les dynamiques non-mode´lise´es
dans le mode`le estime´ par le SMI. Ainsi, avant d’effectuer une localisation,
une analyse multivarie´e de ces re´sidus est conseille´e pour garantir une bonne
de´tection des fautes survenues sur le syste`me. Pour cela, des me´thodes utilisant
la statistique T2 multivarie´e peuvent eˆtre utilise´es (Schubert et al., 2011).
D’autres me´thodes utilisant l’analyse en composantes principales et le SMI
ont e´te´ introduites, contribuant a` l’ame´lioration de la surveillance a` base de
donne´es. On peut notamment citer les travaux de (Treasure et al., 2004) qui
utilise tout d’abord le SMI pour estimer la se´quence d’e´tat de´crivant le com-
portement dynamique du syste`me. Ensuite, l’analyse en composantes princi-
pales est applique´e a` un ensemble de donne´es contenant la se´quence d’e´tat,
les entre´es et les sorties. Ainsi, une re´duction de dimension est effectue´e et par
conse´quent des composantes principales sont de´termine´es dans lesquelles la va-
riation a` la fois du syste`me et des variables d’e´tat sont capture´es permettant
la surveillance en utilisant les statistiques T2 et SPE.
Contrairement aux sche´mas pre´ce´dent, dont les me´thodes de sous espace
sont une e´tape a` part entie`re dans la conception, une nouvelle strate´gie de
surveillance a e´te´ re´cemment propose´e par (Ding, 2014, 2012; Ding et al.,
2009). Les auteurs sugge`rent l’incorporation des me´thodes sous espace dans la
conception des me´thodes a` base de mode`le. En d’autres termes, ceci consiste,
par exemple, a` de´finir un ge´ne´rateur de re´sidus base´ sur les observateurs ou
l’espace de parite´ directement a` partir des donne´es, en s’inspirant de l’e´troite
relation entre les me´thodes sous-espace et l’espace de parite´, et ce dernier et
l’analyse en composantes principales. En s’appuyant sur les e´quations de parite´
ge´ne´re´es a` partir des donne´es on peut de´duire plusieurs types d’observateurs
(a` boucle ouverte ou ferme´e).
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III.2 Diagnostic
Lorsqu’un de´faut est de´tecte´, il est ne´cessaire d’identifier la ou les variables
qui sont en cause ou le type de faute. Pour cela, plusieurs me´thodes a` base de
donne´es ont e´te´ propose´es. Ge´ne´ralement, on les associe aux me´thodes statis-
tiques de de´tection vu pre´ce´demment. Ces me´thodes de diagnostics peuvent
eˆtre distingue´es en trois approches : l’approche par structuration des re´sidus,
l’approche utilisant des bancs de mode`les (e.g. principe de reconstruction) et
l’approche des contributions aux indices de de´tection (exemples d’indices de
de´tection : T2, SPE, etc.).
D’autres me´thodes de diagnostics peuvent e´galement eˆtre utilise´es, comme
celles se basant sur les me´thodes de classification. En effet, le proble`me de
diagnostic peut eˆtre formule´, pour une observation donne´e comme un proble`me
de discrimination entre les diffe´rentes fautes du syste`me. Ce dernier consiste a`
de´finir les frontie`res entre diffe´rentes classes (fautes) de donne´es et ensuite, en
utilisant un classifieur, de´cider a` quelle classe correspond le mieux une nouvelle
observation. La premie`re e´tape de la classification correspond a` l’apprentissage.
La seconde e´tape est la prise de de´cision.
Trois types de proble`mes de de´cisions peuvent eˆtre distingue´s (Chiang et al.,
2004). Les deux premiers : lorsque les classes sont se´pare´es de fac¸on line´aire et
non-line´aire. Ces deux proble`mes sont conside´re´s comme les plus simples car
il est facile de classer correctement la majorite´ des donne´es. Le troisie`me pro-
ble`me de de´cision concerne le cas ou` les classes sense´es repre´senter les donne´es
se chevauchent. Ce dernier cas est loin d’eˆtre simple a` traiter, il complique
la de´cision sur le classifieur a` choisir. En effet, malgre´ le fait que plusieurs
me´thodes de classification (classifieurs) ont e´te´ propose´es dans la litte´rature,
un classifieur optimal permettant de classifier une observation correctement
dans tous les cas de figures possibles n’a pas a` notre connaissance vu le jour.
Ainsi, pour une situation donne´e le choix d’un classifieur de´pend de plusieurs
facteurs (e.g. connaissance de la nature du proble`me a` traiter et/ou des indices
de performance repre´sentatifs des re´sultats de classification lors des essais, etc.)
Aussi, pour assurer une bonne ge´ne´ralisation (des classifieurs souples qui
ge´ne´ralisent leur ensemble d’apprentissage et e´vitent le sur-apprentissage) et
tenir compte du bruit, un choix judicieux de l’espace de repre´sentation doit
eˆtre effectue´. Il est conseille´ d’effectuer un pre´-traitement de donne´es (Chiang
et al., 2001) ainsi que de recourir a` des me´thodes de re´duction de dimensions
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de donne´es. Ces dernie`res permettent l’obtention de re´gions de de´cisions plus
repre´sentatives mais ne garantissant pas toujours une meilleure classification
(Bouveyron, 2013). Une meilleure solution est de se´lectionner des variables
e´tant donne´ le proble`me et le classifieur utilise´. Ceci peut eˆtre utile lorsque
la dimension du proble`me conside´re´ est tre`s grande. D’ailleurs, ceci assure de
meilleurs re´sultats qu’une re´duction de donne´es. Notons, par exemple, que la
me´thode statistique dite d’analyse discriminante de Fisher (et ses diffe´rentes
de´clinaisons) est parfaitement adapte´e a` la classification supervise´e. Elle per-
met de re´duire la dimension du syste`me sous certaines contraintes (Fukunaga,
1990) tout en pre´servant les proprie´te´s discriminantes des donne´es.
Il est important de mentionner que contrairement a` la classification, le
nombre de classes dans le diagnostic (les classes repre´sentant les diffe´rentes
fautes) n’est pas fixe´. En effet, une connaissance exhaustive du syste`me est
parfois impossible (e.g. des modes de fonctionnement inconnues, des modes de
fonctionnement dangereux). Ainsi des me´thodes dites e´volutives (Dubuisson,
2001) inte´grant des notions de rejets doivent remplacer les me´thodes usuelles
de classification pour eˆtre applique´es pour le diagnostic. On distingue deux
notions de rejet :
— le rejet d’ambigu¨ıte´ : il intervient lorsqu’une observation est affecte´e a`
une zone commune a` plusieurs modes de fonctionnement. Ainsi soit un
nouveau mode de fonctionnement est cre´e´ temporairement soit on fait
appel a` un expert pour prendre une de´cision.
— le rejet de distance : il intervient lorsqu’une observation ne correspond
pas aux modes de fonctionnements existants. Ainsi, une de´cision devrait
eˆtre prise concernant la cre´ation d’un nouveau mode de fonctionnement.
III.3 Combinaison des me´thodes a` base de donne´es et
des me´thodes a` base de mode`le
Comme vu pre´ce´demment, plusieurs me´thodes de de´tection et de diag-
nostic ont e´te´ propose´es dans la litte´rature. Chacune posse`de ses avantages
et ses inconve´nients. Ge´ne´ralement, une me´thode fonctionnant bien dans une
circonstance pourrait ne pas bien fonctionner dans une autre lorsque les carac-
te´ristiques du syste`me diffe´rent. Manifestement, il est difficile de concevoir une
me´thode parfaite surveillant efficacement un syste`me dans tous les sce´narios
probables. Ceci dit, il semble e´vident que les me´thodes de surveillance peuvent
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eˆtre plus ou moins comple´mentaires. D’ailleurs, certains chercheurs disent que
la cre´ation d’un cadre utilisant les deux classes de me´thodes de surveillance
permettrais une ame´lioration de la surveillance des syste`mes (Ding et al., 2009;
Venkatasubramanian et al., 2003). En d’autres termes, un cadre de travail se
basant simultane´ment sur les donne´es et le mode`le du syste`me, en utilisant
une combinaison des deux me´thodes permettrait de be´ne´ficier des avantages
des deux me´thodes et de lutter contre les lacunes individuelles de chacune lors-
qu’elles sont utilise´es se´pare´ment. En effet, la capacite´ des me´thodes a` base de
donne´es a` ge´rer un nombre important de donne´es dans les syste`mes complexes,
associe´e a` la capacite´ des me´thodes a` base de mode`les (de´crivant bien le com-
portement dynamique du syste`me et offrant une compre´hension physique du
syste`me) permettrait d’assurer une meilleure surveillance, et de lutter contre
les imperfections de chacune lorsqu’un manque de pre´cision sur les modes de
fonctionnement existe ou un mode`le pre´cis du syste`me est difficile a` obtenir.
Cependant, une combinaison des deux me´thodes, malgre´ le potentiel qu’elle
peut offrir, reste largement inexplore´e. En effet, peu d’articles dans la litte´ra-
ture s’inte´ressent a` ce sujet. La majorite´ des contributions des chercheurs dans
la litte´rature est focalise´e sur le de´veloppement ou l’ame´lioration d’une des
deux me´thodes de surveillance.
Dans (Schubert et al., 2011), un sche´ma de de´tection et d’isolation unifiant
les me´thodes a` base de mode`les et les me´thodes a` base de donne´es et combinant
leurs avantages a e´te´ propose´. En effet, ce sche´ma consiste principalement a`
inte´grer des me´thodes a` base de donne´es dans des me´thodes a` base de mode`le
et cela pour la de´tection et la localisation des fautes capteurs, actionneurs,
ou du syste`me. Dans un premier temps, le mode`le dynamique du syste`me est
identifie´ graˆce a` une me´thode a` base de donne´es (me´thodes des sous espace).
Le mode`le, une fois identifie´, est utilise´ diffe´remment selon les fautes prises en
compte. Concernant les fautes survenues sur les capteurs, un observateur de
type UIO (Unknown Input Observer) est utilise´ pour chaque capteur. Chaque
UIO est sensible a` toutes les fautes excepte´e la faute du capteur qu’elle sur-
veille (une me´thode a` base de mode`le). Les re´sidus ge´ne´re´s sont alors examine´s
a` l’aide d’une statistique SPE. Lors de la pre´sence d’une faute capteur, tous les
re´sidus signalent un fonctionnement anormal du syste`me, sauf un seul. Celui-
ci e´tant conc¸u pour eˆtre robuste a` la faute de´tecte´e, cela permet de localiser
le capteur en e´tat de fonctionnement anormal. Par ailleurs, une me´thode de
reconstruction des entre´es est utilise´e pour prendre en compte les fautes issues
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des actionneurs et du syste`me. Les re´sidus obtenus correspondent a` la diffe´-
rence entre les entre´es reconstruites et les entre´es mesure´es. Apre`s avoir ge´ne´re´
les re´sidus, une carte de controˆle multivarie´ T2 est applique´e sur le vecteur des
re´sidus dans le but de de´celer une e´ventuelle faute survenue sur le syste`me.
Lors de l’apparition d’une faute, les re´sidus s’e´loignent conside´rablement de
leur moyenne. Les re´sidus conc¸us par cette me´thode offrent une capacite´ d’ex-
plication, qui peut eˆtre utile a` l’ope´rateur ou l’inge´nieur pour localiser la cause
de la faute. Le sche´ma propose´ par les auteurs permet ainsi de contourner
les faiblesses des me´thodes a` base de mode`le (difficulte´s de mode´lisation du
syste`me) et celle des me´thodes a` base de donne´es.
Dans (Ghosh et al., 2011), plusieurs me´thodes de surveillance ont e´te´ uti-
lise´es simultane´ment. Une fusion des de´cisions de ces me´thodes est effectue´e.
Dans cet article, une philosophie similaire a` celles des classifieurs multiples en
reconnaissance des formes est utilise´e. L’ide´e est qu’en fusionnant des de´cisions
de diffe´rentes me´thodes de surveillance, s’employant dans des sce´narios diffe´-
rents et ou` la performance de chacune est insuffisante, cela va aboutir a` une
meilleure surveillance. Par exemple, pour la surveillance d’une colonne de dis-
tillation de laboratoire, les auteurs utilisent quatre me´thodes de surveillance :
une me´thode a` base de mode`le et trois me´thodes a` base de donne´es. Un filtre
de Kalman e´tendu comme me´thode a` base de mode`le, SOM pour (Self Orga-
nized Map), un re´seau de neurones artificiels et enfin l’analyse en composantes
principales. Chaque me´thode permet de de´tecter et de diagnostiquer les fautes
survenues sur le syste`me. Ces quatre me´thodes employe´es ont acce`s a` la meˆme
information (les entre´es sont toutes les meˆmes pour chaque me´thode). La sortie
de chaque me´thode correspond a` une assignation a` une classe de faute. Une
strate´gie de fusion est alors applique´e pour prendre la meilleure de´cision issue
des quatre me´thodes. Une autre approche hybride a e´te´ propose´e dans (Luo
et al., 2010). Les auteurs proposent d’utiliser les e´quations de parite´ et un ob-
servateur non-line´aire pour ge´ne´rer les re´sidus. Une fois les re´sidus ge´ne´re´s, des
tests statistiques sont utilise´s pour de´tecter et isoler, avec l’aide de machines a`
vecteurs de support, les diffe´rentes fautes d’un syste`me de freinage antiblocage.
IV Conclusion
Dans ce chapitre, nous avons aborde´ la de´tection et le diagnostic de fautes
dans les syste`mes multivarie´s. Cela nous a permis de pre´senter de fac¸on non-
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exhaustive les diffe´rentes me´thodes utilise´es. Nous avons vu que ces me´thodes
pouvaient eˆtre de´compose´es en deux familles : les me´thodes a` base de don-
ne´es et les me´thodes a` base de mode`le. Les me´thodes a` base de donne´es se
basent, comme l’indique leurs noms uniquement sur les donne´es collecte´es sur
le syste`me tandis que les me´thodes a` base de mode`le s’appuient sur le mo-
de`le analytique, repre´sentation mathe´matique, du syste`me. Chacune d’entre
elles posse`de ses avantages et ses inconve´nients. Ge´ne´ralement, une me´thode
qui fonctionne bien dans une circonstance pourrait ne pas bien fonctionner
dans une autre lorsque les caracte´ristiques du syste`me diffe´rent. Ainsi, comme
de nombreux chercheurs le sugge`rent, combiner ces me´thodes permettrait une
ame´lioration dans la prise de de´cision. En d’autres termes, une combinaison des
deux me´thodes permettrait de be´ne´ficier de leurs avantages et de lutter contre
les lacunes individuelles de chacune lorsqu’elles sont utilise´es se´pare´ment. Nous
avons vu que cet axe de recherche reste inexplore´ malgre´ les travaux promet-
teurs propose´s. En effet, la majorite´ des contributions dans le contexte de la
de´tection et diagnostic de fautes est focalise´e sur le de´veloppement ou l’ame´lio-
ration des me´thodes issues ou faisant partie de ces deux familles de me´thodes.

4
De´tection par re´seau Baye´sien
I Contexte et objectifs
Plusieurs me´thodes ont e´te´ propose´es pour la de´tection de fautes dans les
syste`mes. Ces me´thodes, se basant pour la plupart sur les observations et/ou
les re´sidus (ge´ne´re´s a` partir du mode`le du syste`me ou des donne´es collecte´es et
leurs transformations), sont ge´ne´ralement associe´es a` des statistiques quadra-
tiques leur permettant la prise de de´cision. Nous appellerons cette association
un sche´ma de de´tection. Dans ce qui suit, nous allons proposer un cadre com-
mun a` diffe´rents sche´mas de de´tection. Concre`tement, nous proposons de repre´-
senter ces sche´mas de de´tection sur un seul outil, un re´seau Baye´sien. Le re´seau
Baye´sien est un outil puissant permettant de mode´liser l’incertitude ainsi que
les relations de re´gression et de causes a` effets pouvant exister entre variables.
Il offre un cadre probabiliste et statistique permettant la mode´lisation et la
prise de de´cision. Tout cela a` amene´ certains chercheurs a` s’inte´resser de plus
en plus aux re´seaux Baye´siens et a` tester leurs potentiels que ce soit pour la
de´tection ou le diagnostic de fautes. Dans ce chapitre nous nous inte´ressons
particulie`rement a` la de´tection de fautes.
En effet, aujourd’hui, e´norme´ment de travaux proposent d’utiliser les re´-
seaux Baye´siens pour la de´tection. (Rojas-Guzman and Kramer, 1993) propose
un re´seau Baye´sien pour la de´tection de fautes dans les capteurs. Le re´seau
85
86 CHAPITRE 4. DE´TECTION PAR RE´SEAU BAYE´SIEN
Baye´sien comporte plusieurs noeuds discrets. Ces noeuds mode´lisent la diffe´-
rence entre la valeur vraie d’un parame`tre surveille´ et sa valeur fournie par le
capteur. Une grande diffe´rence entre ses valeurs permet d’accroˆıtre la probabi-
lite´ de pre´sence d’une anomalie dans le capteur. Une extension de ce mode`le est
donne´e dans (Heger and Aradhye, 2002; Aradhye, 1997). Dans (Hood and Ji,
1997), les auteurs emploient les re´seaux Baye´siens pour la de´tection de fautes
(e.g. crash dans un serveur de fichiers) dans les re´seaux informatiques. Ils uti-
lisent un re´seau Baye´sien, un arbre causal compose´ de noeuds discrets, comme
un me´canisme pour combiner des informations issues de diffe´rentes variables
se´lectionne´es, les plus discriminatives, dans le but de de´tecter des anomalies. La
me´thode propose´e n’utilise pas de mode`les de fautes spe´cifiques. La structure
et les tables de probabilite´s conditionnelles du re´seau sont apprises a` partir des
connaissances a priori (les diffe´rentes observations et les connaissances d’ex-
perts) re´sumant le comportement nominal des variables mesurables. Le re´seau
a e´te´ teste´ sur des donne´es re´elles contenant des crashs dans un serveur de
fichier.
Dans (Lerner et al., 2000), les auteurs proposent un re´seau Baye´sien dy-
namique hybride pour la de´tection de fautes. La structure du re´seau propose´
est tout d’abord ge´ne´re´ a` partir d’un graphe causal temporel (TCG, Tempo-
ral Causal Graph). A ce stade-la`, le re´seau ge´ne´re´ permet de mode´liser l’e´tat
de fonctionnement normal du syste`me conside´re´. Les auteurs dans ce travail
se concentrent sur les syste`mes compose´s de plusieurs sous-syste`mes faible-
ment interconnecte´s. Ensuite, ils viennent augmenter le re´seau obtenu par
d’autres noeuds permettant de de´tecter les ruptures par e´clatement, les fautes
de mesures et les variations de parame`tres. Dans (Neil et al., 2001), un re´seau
Baye´sien a e´te´ propose´ pour de´tecter les fautes capteurs. Dans (Schwall and
Gerdes, 2002), les auteurs proposent un re´seau Baye´sien dynamique hybride
pour mode´liser le comportement temporel des fautes conside´re´es, analyser et
e´valuer les re´sidus ge´ne´re´s en pre´sence d’un historique de fautes et d’une ma-
trice d’incidence. Leur re´seau a e´te´ teste´ sur un syste`me de gestion de voitures.
Dans (Matsuura and Yoneyama, 2004), un re´seau Baye´sien pour la de´tection
des fautes capteurs est propose´. Leur re´seau est compose´ de noeuds discrets
repre´sentant les entre´es, les sorties et les variables d’e´tats d’un observateur
Luenberger d’ordre complet du syste`me conside´re´. Les observations et les esti-
mations de ces variables sont sauvegarde´es lors du fonctionnement normal du
syste`me et utilise´es pour apprendre le re´seau. La de´tection de fautes se fait en
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examinant la probabilite´ jointe du re´seau.
Dans (Mehranbod et al., 2005), les auteurs proposent des re´seaux Baye´-
siens pour la de´tection des fautes capteurs. Ces re´seaux correspondent a` une
ame´lioration des travaux effectue´s dans (Heger and Aradhye, 2002; Aradhye,
1997; Rojas-Guzman and Kramer, 1993). La me´thodologie employe´e consiste
en l’utilisation de re´seaux Baye´siens, se basant sur les meˆmes noeuds que ceux
des re´seaux Baye´siens pre´sente´s pre´ce´demment, augmente´s par des indices per-
mettant de de´tecter une de´faillance de capteurs une fois de´passant des seuils
empiriques. Dans (Kawahara et al., 2005), les auteurs proposent une me´thode
pour la de´tection de fautes dans un engin spatial en utilisant un re´seau Baye´-
sien dynamique. La me´thode propose´e s’appuie dans un premier temps sur les
connaissances physiques (e´quations diffe´rentielles) et les connaissances d’ex-
perts (re`gles empiriques) pour construire le re´seau et dans un deuxie`me temps
sur les donne´es re´colte´es pour venir le comple´ter ou le modifier par le biais de
me´thodes d’apprentissages statistiques.
Dans (Roychoudhury et al., 2006), les auteurs proposent une ame´lioration
des travaux de (Lerner et al., 2000) a` partir d’un mode`le d’espace d’e´tats de´duit
d’un graphe causal temporel, re´sultat de la transformation d’un Bond Graph
(BG, voir Samantaray and Bouamama (2008)). Les auteurs, dans un premier
temps, construisent un observateur sous forme de re´seau Baye´sien dynamique
en faisant l’hypothe`se que les donne´es de fonctionnement normal sont dis-
ponibles (notamment pour l’estimation des parame`tres). Puis, pour effectuer
la de´tection, ils s’appuient sur le Z-test applique´ sur la moyenne des re´sidus
calcule´s dans une feneˆtre donne´e. Les re´sidus sont la diffe´rence entre les ob-
servations et les estimations fournies par l’observateur. Dans (Nunnari et al.,
2006), les auteurs proposent un re´seau Baye´sien original pour la de´tection de
fautes. Le re´seau Baye´sien propose´ permet de lier les noeuds correspondants
aux entre´es et sorties aux noeuds correspondants aux fautes (des noeuds soft-
max) par le biais d’une boite noire compose´e de noeuds cache´s. Il est employe´
sur un actionneur hydraulique.
Dans (Huang et al., 2008), les auteurs proposent un cadre probabiliste et
une architecture ge´ne´rale pour la surveillance des syste`mes. Parmi les modules
faisant partie de cette architecture, un module de de´tection de fautes capteur.
Les auteurs, a` partir d’une e´criture line´aire de la valeur fournie par le capteur,
pre´sentent une structure originale de re´seau Baye´sien. Le re´seau est compose´ de
six noeuds dont quatre d’entre eux repre´sentent des noeuds binaires de de´cision.
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Chaque noeud de de´cision repre´sente une faute donne´e (biais, changement de
variance, etc.). Une faute donne´e est donc pre´sente lorsque la probabilite´ a
posteriori de sa pre´sence dans le noeud de de´cision lui correspondant est la
plus grande.
Dans (Verron et al., 2010a), un re´seau Baye´sien pour l’identification des
variables implique´es dans un dysfonctionnement du syste`me a` un instant donne´
a e´te´ propose´. Il est base´ sur la mode´lisation (Verron, 2007) et la de´composition
(Li et al., 2008) de la statistique T2 sous re´seau Baye´sien. Dans (Zhang et al.,
2011), les auteurs proposent un sche´ma de de´tection dont un re´seau Baye´sien
dynamique fait partie parmi d’autres me´thodes de mode´lisation (the´orie de
Bond graphe) et d’analyse de donne´es (analyse en composantes principales
et transforme´e en ondelettes discre`te). Dans (Najafi et al., 2012), les auteurs
proposent une me´thode de de´tection de fautes base´e sur les re´seaux Baye´siens
en pre´sence de donne´es de fautes. Leur me´thode a e´te´ propose´e dans le cadre
des syste`mes de traitement d’air. Les re´seaux propose´s peuvent eˆtre vus comme
des re´seaux Baye´siens classifieurs.
Dans (Gonzalez et al., 2012), les auteurs proposent une me´thode de de´-
tection en ligne base´e sur un re´seau Baye´sien dynamique, a` la manie`re d’un
Switched Kalman Filter, pour la de´tection des fautes grossie`res dans des sys-
te`mes d’extraction de sable pe´trolife`re. Dans (Yu and Rashid, 2013), les auteurs
se basent sur un re´seau Baye´sien dynamique appris par le biais d’un historique
de donne´es collecte´es lors du fonctionnement normal du syste`me, et d’un dia-
gramme de flux. Pour la de´tection, les auteurs ont propose´ un indice appele´
indice de vraisemblance anormale (abnormality likelihood index). Le re´seau
Baye´sien propose´ a e´te´ teste´ sur le Tennessee Eastman Process.
La plupart de ces me´thodes lors de la de´tection ne permettent pas d’assurer
un niveau de signification α lors de leur prise de de´cision en fonction des proba-
bilite´s a posteriori calcule´es. Dans ce chapitre, nous allons nous inte´resser aux
statistiques quadratiques. Nous allons voir comment un re´seau Baye´sien peut
eˆtre un cadre probabiliste permettant de ge´ne´raliser ces statistiques. Ensuite,
nous nous inte´resserons au mode`le line´aire Gaussien. Nous illustrerons que sous
cette e´criture, nous pouvons ge´ne´raliser et unifier e´norme´ment de sche´mas de
de´tection sous des re´seaux Baye´siens capables de donner une de´cision sur l’e´tat
de fonctionnement du syste`me. En d’autres termes, nous proposons un re´seau
Baye´sien permettant de ge´ne´raliser les sche´mas de de´tection se basant sur une
transformation line´aire des observations. Spe´cifiquement, nous mettons l’accent
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sur celui associe´ a` l’analyse en composantes principales.
II De´tection par calculs des limites de sur-
veillance
Pre´ce´demment, nous avons vu que pour de´tecter une faute, e´tant donne´e
une nouvelle observation, il fallait de´cider entre deux hypothe`ses : l’hypothe`se
de fonctionnement normal et l’hypothe`se alternative (traduisant une faute).
Pour cela, il fallait de´finir une limite permettant d’e´tablir un pe´rime`tre de
de´cisions. Cette limite peut eˆtre de´finie empiriquement, mais celle-ci peut ne
pas garantir un risque de fausse alarme fixe´e. Pour cela, des tests statistiques
s’imposent. Dans la plupart des cas, les me´thodes utilise´es pour la de´tection
de fautes sont associe´es a` des tests statistiques se basant sur des indices qua-
dratiques. Vu leur importance et leur ne´cessite´ pour de´cider de l’e´tat de fonc-
tionnement d’un syste`me donne´, nous proposons de les unifier sous un cadre
probabiliste.
Ce cadre que nous allons pre´senter va permettre de ge´rer des indices (sta-
tistiques) quadratiques univarie´es/multivarie´es (e.g. SPE, T2, etc.). Ces sta-
tistiques de formes quadratiques, regroupe´es sous la meˆme notation ∆, sont
largement utilise´es pour la de´tection de fautes et sont e´galement a` la base des
tests statistiques associe´s a` l’analyse en composantes principales (Ding, 2010).
Pour une nouvelle observation x de x, elles sont calcule´es et compare´es a` leurs
seuils pre´de´finis (limite de controˆle (LC∆) permettant de respecter un seuil de
signification α) pour discriminer entre deux e´tats : CFN (Classe de Fonction-
nement Normal) et F (classe repre´sentant les Fautes). Si la statistique ∆ est
supe´rieure a` LC∆ alors le syste`me est de´clare´ hors controˆle (F pour Fautes),
sinon le syste`me est sous controˆle (CFN).
En se basant sur un re´seau conditionnel Gaussien classifieur binaire (dis-
criminant entre deux classes CFN et F , deux e´tats de la variable discre`te ∆)
ayant la meˆme structure que le re´seau pre´sente´ dans la figure 4.1, nous al-
lons chercher une repre´sentation probabiliste a` ces statistiques. Ceci dit, e´tant
donne´ une statistique ∆, nous avons besoin de de´finir les parame`tres du re´seau
lui correspondant ainsi que la limite de controˆle probabiliste ζF∆ qui lui est
associe´e, de sorte a` ce que : si p(∆ = F |x = x) ≥ ζF∆ le syste`me soit de´clare´
sous la classe F , avec p(F |x) la probabilite´ a posteriori de la classe F e´tant
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∆
∆
CFN F
p(CFN) p(F )
x
∆ x
CFN x ∼ N (µCFN ; ΣCFN)
F x ∼ N (µF ; ΣF )
x1...
xm

Figure 4.1 – Un re´seau Baye´sien classifieur pour la de´tection de fautes
donne´ x, et ou` p(∆ = F |x = x) = 1− p(∆ = CFN |x = x). Dans ce qui suit,
nous nous re´fe´rons a` x = x par simplement x.
Les parame`tres de la classe CFN (la distribution Gaussienne multivarie´e
p(x|∆ = CFN)) sont estime´s a` partir des donne´es de fonctionnement normal
disponibles, utilisant par exemple l’estimation par maximum de vraisemblance.
La classe F (la distribution Gaussienne multivarie´e p(x|∆ = F )), est quant
a` elle conside´re´e comme une classe virtuelle repre´sentant l’ensemble des ob-
servations ne pouvant pas eˆtre attribue´es a` la classe sous controˆle CFN . Ses
parame`tres sont de´finis de sorte a` ce que µF = µCFN et que ΣF exprime plus
de variabilite´ que ΣCFN : ΣF = c∆ × ΣCFN , ou` c∆ > 1 (si c∆ = 1, les deux
classes sont identiques, ce qui n’a pas de sens). Pour plus de simplicite´, on note
µ∆ = µCFN et Σ∆ = ΣCFN . Ainsi, le re´seau Baye´sien de´fini pre´ce´demment
peut eˆtre rede´fini comme le montre la figure 4.2.
∆
∆
CFN F
p(CFN) p(F )
x
∆ x
CFN x ∼ N (µ∆; Σ∆)
F x ∼ N (µ∆; c∆ × Σ∆)
x1...
xm

Figure 4.2 – Un exemple d’un re´seau Baye´sien pour la de´tection de fautes
Notons que cette diffe´rence entre les deux classes (le c∆ rendant la variance
de F plus grande que celle de CFN) est tre`s utilise´e dans la litte´rature de
la de´tection de fautes utilisant les re´seaux Baye´siens (comme dans (Verron
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et al., 2008b; Kawahara et al., 2005; Schwall and Gerdes, 2002; Lerner et al.,
2000)), ou` la classe (CFN ou F ) avec la plus grande probabilite´ a posteriori
est choisie. Cependant, la valeur de c∆ est de´termine´e en utilisant les donne´es
de fautes qui sont ge´ne´ralement non disponibles ou alors en nombre insuffisant
pour l’estimer pre´cise´ment et e´viter les fausses alarmes et mauvaises de´tections.
Dans ce qui suit, au lieu de se pre´occuper de la valeur exacte de c∆, on cherche
les limites de controˆle probabilistes ζCFN∆ ou ζ
F
∆, e´tant donne´ un c∆ > 1, de
sorte a` ce que la re`gle de de´cision suivante soit maintenue :
x ∈ CFN : si ∆ ≤ LC∆ (4.1)
sous une de ces re`gles de de´cisions :
x ∈ CFN : si p(∆ = CFN |x) ≥ ζCFN∆ (4.2)
x ∈ CFN : si p(∆ = F |x) < ζF∆ (4.3)
Conside´rons (4.2) pour une observation x donne´e, de sorte a` ce que :
p(∆ = CFN |x) = ζCFN∆ (4.4)
= ζCFN∆ [p(∆ = CFN |x) + p(∆ = F |x)] (4.5)
ou` ζF∆ = 1− ζCFN∆ et p(∆ = CFN |x) + p(∆ = F |x) = 1.
En se basant sur la formule de Bayes, la probabilite´ a posteriori de chaque
classe (CFN ou F ) peut eˆtre e´crite comme ci-dessous :
p(∆|x = x) = p(∆)p(x|∆)
p(x)
,∆ ∈ {CFN,F} (4.6)
A partir de (4.4) et (4.6) nous obtenons :
1
p(x)
p(∆ = CFN)p(x|∆ = CFN) =
ζCFN∆
[
p(∆ = CFN)p(x|∆ = CFN) + p(∆ = F )p(x|∆ = F )
p(x)
]
(4.7)
ζCFN∆ p(∆ = F )p(x|∆ = F ) =
p(∆ = CFN)[p(x|∆ = CFN)− ζCFN∆ p(x|∆ = CFN)] (4.8)
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Soit ω = p(∆=F )
p(∆=CFN)
, alors nous avons :
ζCFN∆ ωp(x|∆ = F ) = p(x|∆ = CFN)− ζCFN∆ p(x|∆ = CFN)
p(x|∆ = CFN) = ζCFN∆ [p(x|∆ = CFN) + ωp(x|∆ = F )]
ζCFN∆ =
p(x|∆ = CFN)
p(x|∆ = CFN) + ωp(x|∆ = F ) (4.9)
Le re´seau Baye´sien classifieur propose´ correspond a` une analyse discrimi-
nante quadratique dont chaque classe suit une distribution Gaussienne. Les
probabilite´s conditionnelles des deux classes, CFN et F , peuvent eˆtre res-
pectivement e´crites sous les e´quations (4.10) et (4.11), ou` p repre´sente une
distribution Gaussienne multivarie´e de dimension m :
p(x|∆ = CFN) = 1
2pi
m
2 |Σ∆| 12
e
−(x−µ∆)TΣ−1∆ (x−µ∆)
2 (4.10)
p(x|∆ = F ) = 1
2pi
m
2 |Σ∆| 12 c
m
2
∆
e
−(x−µ∆)TΣ−1∆ (x−µ∆)
2c∆ (4.11)
Soit LC∆ la forme carre´e de Mahalanobis de x, ou` p(∆ = CFN |x = x) =
ζCFN∆ , avec LC∆ = (x− µ∆)TΣ−1∆ (x− µ∆), alors :
ζCFN∆ =
1
2pi
m
2 |Σ∆|
1
2
e
−LC∆
2
1
2pi
m
2 |Σ∆|
1
2
e
−LC∆
2 + ω
2pi
m
2 |Σ∆|
1
2 c
m
2
∆
e
−LC∆
2c∆
=
c
m
2
∆ e
−LC∆
2
c
m
2
∆ e
−LC∆
2 + ωe
−LC∆
2c∆
=
c
m
2
∆
c
m
2
∆ + ωe
(c∆−1)
2c∆
LC∆
=
1
1 + ω e
(c∆−1)
2c∆
LC∆
c
m
2
∆
(4.12)
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Soit γ = ω
c
m
2
∆
e
(c∆−1)
2c∆
LC∆ , finalement nous obtenons :
ζCFN∆ =
1
1 + γ
et ζF∆ = 1− ζCFN∆ (4.13)
En se basant sur (4.13), avec un c∆ > 1, nous sommes capables de mode´li-
ser sur un re´seau conditionel Gaussien un test base´ sur la statistique quadra-
tique ∆. Dans ce qui suit, nous allons de´velopper une extension de ces tests
statistiques sous re´seau Baye´sien permettant ainsi de ge´ne´raliser et d’unifier
certaines me´thodes pour la de´tection de fautes.
III Sche´mas de de´tection
Afin d’illustrer notre cadre probabiliste sous re´seau Baye´sien pour des me´-
thodes utilise´es pour la de´tection de fautes et associe´es aux statistiques qua-
dratiques (Atoui et al., 2015c, 2014a,b) nous nous concentrons dans un premier
temps sur le sche´ma de de´tection de fautes par analyse en composantes prin-
cipales. Par la suite, nous ge´ne´raliserons notre cadre pour d’autres me´thodes,
qu’elles soient a` base de donne´es ou de mode`le.
III.1 Sche´ma de de´tection par analyse en composantes
principales sous re´seau Baye´sien
En se basant sur un mode`le line´aire Gaussien (mode`le probabiliste et ge´-
ne´ratif), (Tipping and Bishop, 1999) ont propose´ l’analyse en composantes
principales probabiliste. Ceci est un cas spe´cial de l’analyse factorielle statis-
tique et une ge´ne´ralisation de l’analyse en composantes principales (Kim and
Lee, 2003). Sous un tel mode`le (dans le cas Gaussien), les m variables du sys-
te`me (mesures) sont conside´re´es comme une combinaison line´aire de a < m
variables cache´es mutuellement non-corre´le´es plus un bruit additif. La solu-
tion d’un tel mode`le maximisant la vraisemblance correspond naturellement
a` l’analyse en composantes principales. En utilisant les e´tapes suivantes, nous
pouvons obtenir la meˆme partie syste´matique Xˆ de X obtenue par l’analyse
en composantes principales traditionnelle.
e´tape I : conside´rer et utiliser un mode`le probabiliste d’entre´es et sorties
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ou` les distributions conditionnelles et marginales sont Gaussiennes :
x = Aˆtˆ + , x ∈ Rm, Aˆ ∈ Rm×a, tˆ ∈ Ra (4.14)
x|tˆ = N (Aˆtˆ; vI), tˆ ∼ N (0; I),  ∼ N (0; vI), v ≈ 0
ou` I est une matrice d’identite´, v est un scalaire, et tˆ et  sont des variables
ale´atoires inde´pendantes, ou` la variable cache´e tˆ est suppose´e expliquer toute
la variabilite´ syste´matique de x.
Notons que, selon (Bishop, 2006), il n’y a aucune perte de ge´ne´ralite´ en
posant la variable cache´e tˆ avec une moyenne nulle et une matrice de variance-
covariance unite´, car une distribution Gaussienne plus ge´ne´rale donnera lieu a`
un mode`le probabiliste e´quivalent.
e´tape II : e´tant donne´ X avec un vecteur ligne (xn)T = [xn1 , . . . , x
n
m], poser,
par exemple, la matrice de projection Aˆ e´gale a` la matrice Pˆ obtenue pre´ce´-
demment. D’autres me´thodes peuvent eˆtre e´galement utilise´es pour de´terminer
a et Aˆ (voir Bishop (2006)).
e´tape III : en se basant sur (4.14), de´duire tˆn selon la distribution de pro-
babilite´ a posteriori p(tˆ|x = xn) donne´e par :
p(tˆ|x = xn) = p(tˆ|x1 = xn1 , . . . ,xm = xnm)
= N (MAˆT [xn1 , . . . , xnm]T ; vM), M = (vI + AˆT Aˆ)−1 (4.15)
ou` on peut noter que contrairement a` la covariance a posteriori, la moyenne a
posteriori de p(tˆ|x = xn) de´pend de x, ainsi :
tˆn = E[tˆ|x = xn] = MAˆT [xn1 , . . . , xnm]T (4.16)
e´tape IV : e´tant donne´ tˆn, calculer xˆn ∈ XˆT , avec n ∈ 1, . . . , N :
xˆn = E[x|t = tˆn] = [E[x1|t = tˆn] . . .E[xm|t = tˆn]]T
= [Bˆ1tˆ
n, . . . , Bˆmtˆ
n]T = Aˆtˆn (4.17)
Ainsi, l’analyse en composantes principales peut eˆtre repre´sente´e par un
mode`le ge´ne´ratif, ou` toutes les variables sont Gaussiennes, mais peut e´galement
eˆtre repre´sente´e sous un mode`le graphique simple et illustratif : un re´seau
Baye´sien. En effet, a` partir de la de´finition donne´e d’un noeud Gaussien, le
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tˆ
t1...
ta
 ∼ N (0; I)
x
x1...
xm
 ∼ N (Aˆtˆ; vI)
Pˆ
Figure 4.3 – Analyse en composantes principales sur re´seau Baye´sien, projec-
tion de x dans l’espace principal, forme multivarie´e
mode`le ge´ne´ratif repre´sentant l’analyse en composantes principales peut eˆtre
facilement imple´mente´ sous un re´seau conditionnel Gaussien. La figure (4.3)
repre´sente un noeud line´aire Gaussien x et son parent Gaussien tˆ, qui peut
naturellement automatiser et ge´ne´raliser les calculs probabilistes ne´cessaires
au mode`le Gaussien repre´sentant l’analyse en composantes principales. Dans
ce graphe, x comme dans (4.14) correspond a` une variable observe´e de m-
dimension et qui suit une distribution Gaussienne conditionnelle N (Aˆt; vI),
ou` v ≈ 0, et tˆ correspond a` une variable score de a-dimension et Aˆ est la
matrice de re´gression correspondant a` la matrice Pˆ comportant des vecteurs
propres.
tˆ
t1...
ta
 ∼ N (0; I)t˜
ta+1...
tm
 ∼ N (0; I)
x
x1...
xm
 ∼ N (At; vI)
PˆP˜
Figure 4.4 – Analyse en composantes principales sous un re´seau Baye´sien,
projection de x dans l’espace principal et re´siduel, forme multivarie´e
Ce re´seau peut eˆtre utilise´ pour la re´duction de donne´es comme l’analyse
en composantes principales standard mais aussi pour la de´tection de fautes
en surveillant la partie principale. Cependant, il est judicieux de lui associer
e´galement la partie re´siduelle permettant de de´tecter diffe´rents types de fautes.
Pour cela, un autre noeud est ajoute´, un noeud Gaussien t˜ avec la meˆme
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distribution a priori que tˆ, repre´sentant une variable de dimension (m − a).
Ainsi, nous sommes capables de reconstruire entie`rement x et de ge´rer la partie
syste´matique de l’analyse en composantes principales et les dernie`res m − a
composantes t˜ de x rendant ainsi possible la se´paration de l’espace original en
deux sous espaces. La nouvelle structure du re´seau, montre´ par la figure 4.4,
repre´sente un mode`le probabiliste pouvant eˆtre pre´sente´ comme suit :
x = Aˆtˆ + A˜t˜ +  (4.18)
ou` x ∈ Rm, tˆ ∈ Ra, t˜ ∈ Rm−a, Aˆ = Pˆ , A˜ = P˜ ,  ∈ Rm,  ∼ N (0;σ2I), v ≈ 0, tˆ ∼
N (0; I), t˜ ∼ N (0; I),x|tˆ, t˜ ∼ N (Aˆtˆ + A˜t˜; vI), avec t˜ et tˆ inde´pendants.
La distribution marginale p(x) de la variable observe´e x peut eˆtre exprime´e,
graˆce a` des re`gles de probabilite´s (somme et produit), comme ci-dessous :
p(x) =
∫ ∫
p(x, tˆ, t˜)dtˆ dt˜
=
∫
p(tˆ)
∫
p(x|tˆ, t˜)p(t˜)dtˆdt˜ (4.19)
L’e´quation (4.19) correspond a` un mode`le line´aire Gaussien et ainsi p(x)
suit une distribution Gaussienne donne´e par ceci :
p(x) = N (µx; Σx) (4.20)
ou` les parame`tres µx et Σx peuvent eˆtre obtenus en manipulant les distributions
Gaussienne (voir (4.19)) ou alors de´duits directement a` partir de (4.18) comme
ceci :
µx = E[x] = AˆE[tˆ] + A˜E[t˜] + E[],
Σx = cov[x] = AˆE[tˆtˆT ]AˆT + A˜E[t˜t˜T ]A˜T + E[T ]
De plus, la distribution de probabilite´ conditionnelle p(tˆ|x) du noeud cache´
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tˆ peut eˆtre obtenue comme suit :
p(tˆ|x) ∝ p(tˆ)p(x|tˆ) (4.21)
=
p(tˆ)
∫
p(x|tˆ, t˜)p(t˜)dt˜
p(x)
(4.22)
=
p(tˆ)p(x|tˆ)
p(x)
(4.23)
= N (µtˆ|x; Σtˆ|x) (4.24)
avec :
µtˆ|x = E[tˆ|x] = E[tˆ] + ΣtˆxΣ(xx)−1(x− µx),
Σtˆ|x = cov[tˆ|x] = cov[tˆ]− ΣtˆxΣxx−1Σxtˆ
ou` les matrices Σxx,Σxtˆ and Σtˆx appartiennent a` l’inverse de la matrice de
variance-covariance de la variable jointe [tˆ x]T . Ainsi, pour une observation
donne´e xn, tˆn = E[tˆ|x].
De plus, e´tant donne´e l’hypothe`se prise par le mode`le probabiliste (4.18), ou`
les e´le´ments xi, i ∈ 1, . . . ,m de x sont non corre´le´s (les e´le´ments i, i ∈ 1, . . . ,m
de  sont mutuellement inde´pendants), le re´seau propose´ dans la figure 4.5 et
celui pre´sente´ pre´ce´demment dans la figure 4.4 sont exactement les meˆmes,
diffe´rant uniquement dans la repre´sentation de x (figure 4.5 : repre´sentation
univarie´e ; figure 4.4 : repre´sentation multivarie´e). Ainsi, chaque noeud Gaus-
sien xi dans la figure 4.5 repre´sente le mode`le probabiliste suivant :
xi = Bˆitˆ + B˜it˜ + i (4.25)
ou` xi ∈ R, tˆ ∈ Ra, t˜ ∈ Rm−a, i ∈ R, i ∼ N (0; v), v ≈ 0, Bˆi ∈ R1×a, Bˆi ⊂
Pˆ T , i ∈ 1, . . . ,m, tˆ = N (0; I), t˜ = N (0; I),xi|tˆ et t˜ ∼ N (Bˆitˆ + B˜it˜; v)
A partir de la figure 4.4, nous pouvons de´duire la distribution marginale
p(x) de chaque variable observe´e comme suit :
p(xi) =
∫
p(tˆ)
∫
p(t˜)
∫
x\{xi}
m∏
j 6=i
p(xj|tˆ, t˜)d(x\{xi})dt˜dtˆ
=
∫
p(tˆ)
∫
p(t˜)p(xi|tˆ, t˜)dt˜dtˆ (4.26)
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ou`
∫
xj
∏m
j 6=i p(xj|tˆ, t˜) = 1 et x\{xi} signifie toutes les variables x1, . . . ,xm
excepte´ xi.
tˆ
t1...
ta
 ∼ N (0; I)t˜
ta+1...
tm
 ∼ N (0; I)
x2 . . .x1 xm ∼ N (Bmt; v)
Figure 4.5 – Analyse en composantes principales sous un re´seau Baye´sien,
forme univarie´e
La distribution de probabilite´ marginale de chaque variable xi, p(xi), est
une Gaussienne, de la forme :
p(xi) = N (µxi ; Σxi) (4.27)
ou` ces parame`tres peuvent eˆtre de´duits a` partir de (4.25) comme suit :
µxi = E[xi] = BˆiE[tˆ] + B˜iE[t˜] + E[],
Σxi = cov(xi) = BˆiE[tˆtˆ
T
]BˆTi + B˜iE[t˜t˜
T
]B˜Ti + E[T ]
La repre´sentation univarie´e, ou` chaque variable a ses propres noeuds, peut
eˆtre vue comme un exemple du mode`le na¨ıf de Bayes et peut eˆtre un bon choix
quand certaines observations sont manquantes. En effet, de fac¸on naturelle,
il peut ge´rer les variables non-observe´es en conside´rant leurs noeuds comme
cache´s en effectuant l’infe´rence (calculs) e´tant donne´es les observations dispo-
nibles, en marginalisant sur les variables non-observe´es. En se basant sur cette
proprie´te´, nous allons voir dans ce qui suit que l’outil propose´ pour la de´tection
de fautes, dans le cas de l’analyse en composantes principales par exemple, est
capable de re´pondre a` une requeˆte lorsque certaines observations sont man-
quantes, contrairement au sche´ma traditionnel de l’analyse en composantes
principales pour la de´tection de fautes.
Nous avons vu pre´ce´demment comment une analyse en composante prin-
cipale peut eˆtre ge´ne´ralise´e par un mode`le Gaussien ge´ne´ratif. De plus, nous
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avons e´galement vu qu’il est possible de l’inte´grer et la mode´liser sous un re´-
seau Baye´sien, plus exactement un re´seau conditionnel Gaussien. Dans ce qui
suit, nous allons voir comment e´tendre ce dernier afin de pouvoir mode´liser un
sche´ma de de´tection base´ sur l’analyse en composantes principales.
Pour cela, nous proposons d’augmenter le re´seau conditionnel Gaussien
repre´sentant l’analyse en composantes principales par d’autres re´seaux condi-
tionnels Gaussiens permettant de mode´liser les statistiques quadratiques asso-
cie´es a` l’analyse en composantes principales. En d’autres termes, nous allons
rajouter des noeuds discrets a` chaque noeud cache´ conside´re´ (repre´sentation
de l’espace principal et/ou re´siduel) que l’on veut surveiller e´tant donne´e une
nouvelle observation. Toutefois, a` titre d’exemple, nous conside´rons le sche´ma
de de´tection usuellement utilise´, surveillant les deux espaces : principal et re´-
siduel. Ceci donne lieu au deux re´seaux Baye´siens des Figures (4.6), (4.7), ou`
les noeuds T2 et SPE sont des noeuds discrets, chacun associe´ a` deux e´tats
CFN et F . Chacun de ces deux noeuds est associe´ a` une limite probabiliste
permettant de prendre une de´cision e´quivalente au test base´ sur la statistique
de forme quadratique de meˆme nom, e´tant donne´ la probabilite´ a posteriori de
chacun de ses e´tats. Chaque noeud discret de de´cision est parent d’un noeud
latent du re´seau Baye´sien pre´ce´dent.
T2
T2
CFN F
p(CFN) p(F )
SPE
SPE
CFN F
p(CFN) p(F )
tˆ
T2 tˆ
CFN tˆ ∼ N (0; Λˆ)
F tˆ ∼ N (0; cT2 × Λˆ)
t˜
SPE t˜
CFN t˜ ∼ N (0; I)
F t˜ ∼ N (0; cSPE × I)
x
x
pa(x) x ∼ N (At; vI)
Figure 4.6 – Sche´ma de de´tection par analyse en composantes principales
sous re´seau Baye´sien, forme multivarie´e
Ainsi, chaque noeud cache´ posse`de comme parent un noeud discret. Dans
notre exemple, de fac¸on similaire, les noeuds tˆ et t˜, sont chacun descendants
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directs d’un noeud discret respectivement T2 et SPE, et pour chaque valeur
de leurs parents, CFN et F , ils suivent une distribution Gaussienne.
T2
T2
CFN F
p(CFN) p(F )
SPE
SPE
CFN F
p(CFN) p(F )
tˆ
T2 tˆ
CFN tˆ ∼ N (0; Λˆ)
F tˆ ∼ N (0; cT2 × Λˆ)
t˜
SPE t˜
CFN t˜ ∼ N (0; I)
F t˜ ∼ N (0; cSPE × I)
x1
x1
pa(x1) x1 ∼ N (B˜1t˜ + Bˆ1tˆ; v)
x2
x2
pa(x2) x2 ∼ N (B˜2t˜ + Bˆ2tˆ; v)
. . . xm
xm
pa(xm) xm ∼ N (B˜mt˜ + Bˆmtˆ; v)
Figure 4.7 – Sche´ma de de´tection par analyse en composantes principales
sous re´seau Baye´sien : forme univarie´e
Afin de pouvoir atteindre les meˆmes de´cisions prises par les deux statis-
tiques quadratiques T2 et SPE, dans le cas de l’analyse en composantes prin-
cipales, il faut rede´finir les distributions Gaussiennes des noeuds tˆ et t˜. Pre´ce´-
demment, nous avons mode´lise´ les statistiques quadratiques sous re´seau Baye´-
sien sous l’hypothe`se que la classe F est fonction de la classe CFN . De la meˆme
manie`re, nous proposons de rede´finir les parame`tres des distributions de chaque
noeud cache´. Ainsi, la distribution de chaque e´tat dans ces noeuds est de´finie
avec une moyenne nulle commune et des matrices de variance-covariance ex-
primant une variabilite´ plus importante, a` travers le coefficient c∆, par rapport
a` celle associe´e a` l’e´tat CFN . Dans notre exemple, les matrices de variance-
covariance des Gaussiennes correspondantes a` la classe CFN des noeuds T2
et SPE sont de´finies respectivement e´gales a` Λˆ (une matrice diagonale repre´-
sentant les a plus grandes valeurs propres de la matrice de variance-covariance
des observation x) et I (une matrice diagonale, voir le sche´ma de de´tection
par analyse en composantes principales dans le chapitre pre´ce´dent). Nous rap-
pelons que la matrice Λˆ est obtenue en utilisant uniquement les donne´es de
fonctionnement normal.
Concernant les autres noeuds des re´seaux propose´s, les noeuds discrets T2
et SPE (les noeuds de de´cisions avec comme classes CFN , F ) sont de´finis
e´tant donne´es les probabilite´s a priori de leurs valeurs (e.g. le nombre d’obser-
vation par e´tat). Finalement, les noeuds continus restant suivent un mode`le
III. SCHE´MAS DE DE´TECTION 101
Gaussien line´aire de re´gression e´tant donne´s leurs noeuds parents Gaussiens
cache´s tˆ et t˜. Dans les Figures (4.6), (4.7), nous donnons la table de probabilite´
conditionnelle de´finie et associe´e a` chaque noeud.
A chaque instant, en utilisant le mode`le probabiliste graphique propose´,
nous sommes capables de prendre une de´cision concernant l’e´tat d’un syste`me
qui est semblable a` celle prise par le sche´ma traditionnel de de´tection par
analyse en composantes principales. Une fois que les parame`tres de ces noeuds
sont de´finis, il est suffisant de calculer la probabilite´ a posteriori d’une classe de
chaque noeud discret et la comparer a` la limite probabiliste lui e´tant associe´e
(e´quation (4.13)).
Les probabilite´s a posteriori du noeud T2 (de la meˆme fac¸on pour le noeud
SPE) peuvent eˆtre de´duites a` partir du re´seau propose´ dans la figure 4.6 e´tant
donne´e une nouvelle observation x de la variable multivarie´e (noeud) x, comme
ci-dessous :
p(T2 = CFN |x = x) ∝ p(T2 = CFN)p(x|T2 = CFN)
= ηp(T2 = CFN)p(x|T2 = CFN)
= ηp(T2 = CFN)
∑
SPE
p(SPE)p(x|T2 = CFN,SPE)
(4.28)
ou` η = 1∑
T2 p(x|T2)p(T2)
et p(T2 = F |x = x) = 1− p(T2 = CFN |x = x)
Les parame`tres de p(x|T2 = CFN,SPE) pour chaque valeur (CFN , F )
du noeud SPE peuvent eˆtre obtenus comme suit :
p(x|T2 = CFN,SPE = CFN)
=
∫
p(tˆ|T2 = CFN)
∫
p(x|tˆ, t˜)p(t˜|SPE = CFN)dt˜dtˆ
= N (0; vI + A˜A˜T + AˆΛˆAˆT ) (4.29)
De la meˆme manie`re :
p(x|T2 = CFN,SPE = F ) = N (0; vI + A˜(cSPEI)A˜T + AˆΛˆAˆT ) (4.30)
Les re´seaux pre´sente´s dans les Figures (4.6) et (4.7), malgre´ le fait qu’ils
posse`dent deux structures diffe´rentes, donnent des re´sultats identiques. Dans
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ce qui suit, nous donnons les probabilite´s a posteriori de chaque e´tat du noeud
T2 (respectivement SPE), dans la figure 4.7, e´tant donne´e une nouvelle obser-
vation x1, . . . , xm des variables univarie´e (noeuds) x1, . . . ,xm.
p(T2 = CFN |x1 = x1, . . . ,xm = xm)
∝ p(T2 = CFN)
m∏
i=1
p(xi|T2 = CFN)
= ηp(T2 = CFN)
m∏
i=1
p(xi|T2 = CFN)
= ηp(T2 = CFN)
∑
SPE
p(SPE)
m∏
i=1
p(xi|T2 = CFN,SPE)
(4.31)
ou` η = 1∑
T2 p(x1,...,xm|T2)p(T2)
et p(T2 = F |x1 = x1, . . . ,xm = xm) = 1− p(T2 =
CFN |x1 = x1, . . . ,xm = xm) et pour chaque e´tat de SPE, les parame`tres de
p(xi|T2 = CFN,SPE) sont donne´s par :
p(xi|T2 =CFN,SPE = CFN)
=
∫
p(tˆ|T2 = CFN)
∫
p(xi|tˆ, t˜)p(t˜|SPE = CFN)dt˜dtˆ
= N (0; v + B˜iB˜Ti + BˆiΛˆBˆTi ) (4.32)
et
p(xi|T2 = CFN,SPE = F ) = N (0; v + B˜icSPEIB˜Ti + BˆiΛˆBˆTi )
]
(4.33)
Le re´seau conditionnel Gaussien propose´ sous forme univarie´e (voir figure
4.7) contrairement a` l’analyse en composantes principales et la plupart des
me´thodes de de´tection, est capable de donner une re´ponse meˆme si les valeurs
de certaines variables sont manquantes (les noeuds leurs correspondant sont
conside´re´s comme e´tant cache´s) et cela sans de´lai.
Soit x un ensemble de m variables (noeuds). Parmi ces m variables, un
ensemble de variables x+ sont observe´es tandis que d’autres x− ne le sont pas
(elles sont manquantes). A partir des variables observe´es, les probabilite´s a pos-
teriori des e´tats des noeuds discrets peuvent eˆtre calcule´es en marginalisant sur
x−. Ci-dessous, nous donnons un exemple de l’infe´rence de la probabilite´ a pos-
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teriori de l’e´tat CFN de T2 lorsque certaines observations sont manquantes.
Notons que ces calculs sont exe´cute´s automatiquement en utilisant un re´seau
Baye´sien.
p(T2 = CFN |x+ = x+)
∝ p(T2 = CFN)
∑
SPE
∫
p(SPE)p(x+,x−|T2 = CFN,SPE)dx−
= ηp(T2 = CFN)
∑
SPE
p(SPE)
∫
p(x+,x−|T2 = CFN,SPE)dx−
= ηp(T2 = CFN)
∑
SPE
p(SPE)p(x+|T2 = CFN,SPE)
= ηp(T2 = CFN)
∑
SPE
∏
xi∈x+
p(xi|SPE,T2 = CFN) (4.34)
ou`
∫
p(x−|T2 = CFN,SPE)dx− = 1, η = 1∑
T2 p(x
+|T2)p(T2) et p(T
2 = F |x+) =
1− p(T2 = CFN |x+).
III.2 D’autres sche´mas de de´tection sous re´seaux Baye´-
siens
Avant d’illustrer comment d’autres sche´mas de de´tection peuvent eˆtre de´-
cline´s sous re´seaux Baye´siens, nous trouvons ne´cessaire d’illustrer dans un pre-
mier temps, comment une repre´sentation d’e´tat permet de ge´ne´raliser l’analyse
en composantes principales. L’analyse en composantes principales permet de
mode´liser et re´sumer les donne´es en les projetant dans un autre espace de
dimension re´duite. Ainsi, une variable multidimensionnelle x, suppose´e suivre
une loi normale centre´e et/ou re´duite, est projete´e dans un espace re´duit z
comme ceci :
z = P Tx (4.35)
ou` P ∈ Rm×a est la matrice de projection avec P TP = I.
Formellement cette e´criture peut eˆtre repre´sente´e autrement a` l’aide d’un
mode`le Gaussien, comme ceci :
x = Pz + w, z ∼ N (0; Λˆ) (4.36)
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ou` Λˆ est la matrice repre´sentant les premie`res valeurs propres de la matrice de
variance-covariance de x et w est une variable Gaussienne. Cette dernie`re re-
pre´sente un bruit Gaussien avec une moyenne nulle et une matrice de variance-
covariance vI ou` v est conside´re´ comme un nombre re´el tre`s petit, tendant vers
ze´ro.
Nous rappelons que pour mode´liser le sche´ma de de´tection par analyse en
composantes principales, nous avons augmente´ le re´seau Baye´sien se basant
sur ce mode`le Gaussien par d’autres variables discre`tes afin de de´cider d’une
e´ventuelle pre´sence de fautes dans le syste`me.
Le mode`le line´aire Gaussien donne´ dans (4.36) peut eˆtre ge´ne´ralise´ et re´e´crit
comme ceci :
x = Cz + v, z ∼ N (0;Q), v ∼ N (0;R) (4.37)
en posant C = P , R = vI, Q = Λˆ.
L’e´criture (4.37) repre´sente un cas spe´cial, le cas statique avec des va-
riables cache´es continues, de la repre´sentation d’e´tats propose´e par (Roweis
and Ghahramani, 1999). Cette repre´sentation permet de ge´ne´rer et d’unifier
des me´thodes statistiques pouvant eˆtre employe´es pour la de´tection de fautes.
Cette repre´sentation d’e´tats (formalisme re´pandu dans le domaine de l’automa-
tique pour mode´liser un syste`me) de´crite par les auteurs correspond a` l’e´criture
suivante : {
z(t+ 1) = Az(t) + w
x(t) = Cz(t) + v
(4.38)
ou` z(·) ∈ Ra est une variable non observable pouvant eˆtre continue ou discre`te.
Elle correspond a` une projection informative de dimension re´duite ou bien a` un
re´sume´ des observations et e´volue selon une dynamique de Markov. x(·) ∈ Rm
est une variable observe´e dite de sortie, ge´ne´re´e en fonction de z(·). A ∈ Ra×a
est la matrice de transition, C ∈ Rm×a est la matrice d’observations. w ∈ Ra
et v ∈ Rm sont deux sources de bruits blancs (non corre´le´es au temps, mutuel-
lement inde´pendantes et non observe´es), essentielles pour le mode`le (re´gulant
le vecteur d’e´tat et lui permettant d’eˆtre un vecteur cache´), suivant chacune
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une distribution Gaussienne comme ceci :
w ∼ N (0;Q), (4.39)
v ∼ N (0;R) (4.40)
avec Q et R les matrices de variance et covariance de rang plein, par de´finition
syme´trique positive semi-de´finie, de respectivement w et v. Contrairement a` R,
il n’y a aucune perte d’information en permutant la structure de Q (pouvant
eˆtre diagonalise´e e´tant donne´e la de´composition en valeurs propres) dans A ou
C tout en la rendant diagonale ou e´gale a` la matrice d’identite´. Ceci dit, deux
mode`les peuvent eˆtre e´quivalents avec deux matrices Q non similaires. Suivant
ce mode`le nous pouvons ge´ne´rer des donne´es statiques et d’autres dynamiques.
Dans un premier temps, nous conside´rons des mode`les line´aires Gaussiens
a` e´tats continus avec un bruit Gaussien ge´ne´rant des donne´es n’ayant pas de
de´pendances temporelles et dont l’ordre d’apparition n’est pas pris en compte
(tout comme l’analyse en composantes principales). En d’autres termes, nous
conside´rons que les donne´es ge´ne´re´es sont inde´pendantes et identiquement dis-
tribue´es.
z z ∼ N (0;Q)
x
x
pa(x) x ∼ N (Cz;R)
Figure 4.8 – Re´seau Baye´sien Gaussien repre´sentant un mode`le line´aire Gaus-
sien avec un noeud continu cache´ : forme multivarie´e
Selon (Roweis and Ghahramani, 1999), la mode´lisation sous repre´sentation
d’e´tats de ce type de donne´es se fait en conside´rant le vecteur d’e´tat z(·), dans
(4.38), comme une constante pourvue de dynamique corrompue par du bruit
et associe´e a` une matrice A nulle. Ainsi, la repre´sentation d’e´tat donne´e dans
(4.37) peut eˆtre e´crite comme ceci :{
z = w
x = Cz + v
(4.41)
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ou` la distribution marginale de la variable x s’e´crit comme ceci :
p(x) = N (0;CTQC +R) (4.42)
Cette e´criture peut eˆtre repre´sente´e sous un re´seau Baye´sien. Le re´seau
Baye´sien lui correspondant et ge´ne´ralsiant est donne´ dans la figure 4.8.
Plusieurs de´clinaisons de cette repre´sentation sont possibles en e´mettant
des hypothe`ses sur les parame`tres des diffe´rentes variables e´tant donne´e la
de´ge´ne´rescence du mode`le. En effet, sous cette repre´sentation ge´ne´rative, plu-
sieurs me´thodes statistiques pour la mode´lisation des ensembles de donne´es
multidimensionnelles stationnaires (classiquement utilise´es dans le cadre de
la de´tection de fautes) peuvent eˆtre ge´ne´ralise´es. Ces me´thodes peuvent eˆtre
vues comme un re´sultat de l’apprentissage du mode`le sous certaines hypo-
the`ses, mais aussi comme e´tant tout simplement des me´thodes pouvant eˆtre
mode´lise´es sous cette repre´sentation sans pour autant eˆtre un re´sultat d’un
apprentissage (e.g. en s’appuyant entre autres sur un R = vI et un C repre´-
sentant la pseudo-inverse de la matrice de projection/transformation associe´e
a` la me´thode conside´re´e). Parmi ces me´thodes, on peut citer :
— l’Analyse Factorielle (AF), avec Q = I, R=diag(v1, . . . , vm) et vi, C
sont apprises a` partir des donne´es (Tipping and Bishop, 1999).
— l’Analyse en Composantes Principales Sensibles (ACPS), avec Q = I,
R = I,  un scalaire, et , C sont identifie´s a` partir des donne´es (Roweis,
1998).
— Projection dans les Structures Latentes (PLS),Q = I,R = diag(v1I, v2I)
et v1, v2, C a` partir des donne´es (Li et al., 2011).
— etc.
Dans le meˆme esprit, les extensions de ces dernie`res ou d’autres trans-
formations line´aires des observations peuvent eˆtre repre´sente´es sous un re´seau
Baye´sien. Ces me´thodes peuvent eˆtre utilise´es pour la de´tection de fautes en les
associant par exemple a` des statistiques quadratiques. Cependant, ceci serait
non optimal dans le sens ou` l’on passe d’un formalisme probabiliste a` un autre
de´terministe. Nous proposons alors, comme pre´ce´demment pour l’analyse en
composantes principales, de mode´liser leurs sche´mas de de´tection sous re´seaux
Baye´siens. En d’autres termes, nous proposons sur un re´seau Baye´sien de ge´ne´-
raliser les sche´mas de de´tection, se basant sur des statistiques quadratiques ∆,
associe´s a` des me´thodes de projection/transformation line´aire des observations
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dans un seul ou plusieurs espaces. Cette ge´ne´ralisation peut eˆtre traduite par
le re´seau Baye´sien donne´ dans la figure 4.9. Ce re´seau permet de de´tecter une
faute, en surveillant les observations via leurs projections/transformations cor-
respondant a` la me´thode choisie, en comparant la probabilite´ a` posteriori d’un
e´tat de la variable ∆ e´tant donne´e une observation x a` la limite probabiliste
lui correspondant.
∆
∆
CFN F
p(CFN) p(F )
z
∆ z
CFN z ∼ N (0;QCFN)
F z ∼ N (0; c∆ ×QCFN)
x
x
pa(x) x ∼ N (Cz;R)
Figure 4.9 – Sche´ma de de´tection par mode`le line´aire Gaussien sous re´seau
Baye´sien : forme multivarie´e
Le re´seau propose´ dans la figure 4.9 peut eˆtre e´tendu selon la me´thode
line´aire statique utilise´, les variables implique´es et les matrices de variance-
covariance leurs e´tant associe´es. Notons qu’e´tant donne´e la nature divergente
du noeud repre´sentant la variable observe´e x, ce dernier peut eˆtre augmente´
par un noeud discret parent afin d’eˆtre surveille´ a` son tour par une statistique
quadratique. Aussi, les noeuds re´pre´sentant une variable multivarie´e dans le
re´seau peuvent eˆtre de´compose´s en plusieurs noeuds (univarie´s ou plusieurs
noeuds joints) afin de, par exemple, ge´rer les observations manquantes et/ou
surveiller plusieurs sous-espaces.
Nous avons jusqu’a` pre´sent conside´re´ uniquement le cas statique, alors
que d’autres me´thodes dynamiques peuvent eˆtre utilise´es pour la de´tection
de fautes. Parmi ces me´thodes, on peut citer celles se basant sur des mode`les
ARMA (Autoregressive Moving Average Mode, Basseville et al. (1993)). Ces
me´thodes peuvent eˆtre e´galement repre´sente´es par un re´seau Baye´sien dyna-
mique. Par exemple, une me´thode se basant sur de tels mode`les, plus pre´ci-
se´ment sur un mode`le AR (Auto re´gressif), est la carte de controˆle MEWMA
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(Multivariate Exponentially Weighted Moving Average, Lowry et al. (1992)).
Cette statistique permet d’ailleurs de ge´ne´raliser la statistique T2. Elle se base
sur l’e´criture re´cursive suivante :{
z(t) = λx(t) + (I − λ)z(t− 1)
z(0) = µx
(4.43)
ou` µ est la moyenne des observations et λ est une matrice diagonale de pon-
de´ration pouvant eˆtre re´gule´e selon le besoin de de´tecter des sauts de faibles
amplitudes ou des sauts de fortes amplitudes (Testik and Borror, 2004). E´tant
donne´ ceci, la statistique MEWMA permettant de surveiller la variable x a` un
instant t peut s’e´crire comme ceci :
∆ = MEWMA = z(t)TΣz(t)z(t) (4.44)
ou` Σz(t) est la matrice de variance-covariance de z a` un instant t.
Nous proposons de re´e´crire (4.43) de fac¸on probabiliste et ainsi mode´liser
(4.44) sous l’e´criture suivante :{
x(t) = λ+z(t)− λ+(I − λ)z(t− 1) + v
z(0) = µ
(4.45)
avec z(·) ∼ N (0; Σzk), k ∈ {CFN,F}, v ∼ N (0; vI), v ≈ 0, x(t)|z(t), z(t−1) ∼
N (λ+z(t)− λ+(I − λ)z(t− 1); vI). Nous utilisons la pseudo-inverse de Moore-
Penrose λ+ de λ pour ge´rer le cas ou` un e´le´ment dans sa diagonale est nulle
(la matrice λ peut eˆtre de´finie de diverses manie`res selon le besoin affiche´). La
matrice de variance-covariance de z(·) est de´finie comme suit :{
k = CFN : ΣzCFN = I
k = F : ΣzF = c∆I
(4.46)
Le Re´seau Baye´sien Dynamique (RBD) repre´sentant le mode`le donne´ dans
(4.45) est donne´ dans la figure (4.10). Ce re´seau, repre´sentant et mode´lisant
une carte de controˆle MEWMA, peut eˆtre augmente´ par des noeuds discrets
permettant de surveiller les noeuds observe´s (ceci revient a` l’association de
la carte T2 et la carte MEWMA). Toutefois, la structure de ce re´seau pose
proble`me en termes d’infe´rence. En effet, il n’est pas possible d’avoir une infe´-
rence exacte sur ce type de re´seau. Ceci est duˆ au fait que plus on de´roule le
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re´seau Baye´sien plus on se retrouve avec des calculs impliquant des me´langes
d’un nombre croissant de Gaussiennes. Nous verrons par la suite comment mo-
de´liser une carte MEWMA sur un RBD avec une possible infe´rence exacte.
Δ
t-1
Δ
t
z z
x x
Instants :
Figure 4.10 – Un re´seau Baye´sien repre´sentant une carte MEWMA
Nous proposons e´galement de mode´liser d’autres me´thodes dynamiques de
de´tection sous re´seau Baye´sien. Pre´ce´demment dans la section II, nous avons
aborde´ brie`vement l’espace de parite´ qui est une me´thode a` base de mode`le.
Elle ge´ne`re des re´sidus, en se basant sur une e´quation d’entre´es et sorties, e´tant
donne´e une feneˆtre de temps (h+ 1), selon l’e´quation suivante :
rh(t) = W (yh(t)−Huuh(t)),WΓ = 0 (4.47)
ou`
yh(t) =
⎛
⎜⎜⎜⎜⎝
y(t− h)
y(t− h+ 1)
...
y(t)
⎞
⎟⎟⎟⎟⎠ , uh(t) =
⎛
⎜⎜⎜⎜⎝
u(t− h)
u(t− h+ 1)
...
u(t)
⎞
⎟⎟⎟⎟⎠ (4.48)
Les variables u(·) et y(·) correspondent respectivement aux entre´es et sorties
temporelles passe´es du syste`me. W correspond a` une matrice choisie de sorte
a` ce qu’elle soit insensible aux perturbations et a` la variable d’e´tat inconnue,
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et sensible aux fautes.
L’e´quation (4.47) peut eˆtre re´e´crite comme ceci :
rh(t) =
(
W −WHu
)(yh(t)
uh(t)
)
(4.49)
en posant :
xh(t) =
(
yh(t)
uh(t)
)
=

x1
...
xp
 , (4.50)
O =
(
W −WHu
)
(4.51)
ou` p = 2(h+ 1).
alors (4.47) peut s’e´crire comme ceci :
rh(t) = Oxh(t) (4.52)
Les re´sidus ge´ne´re´s peuvent eˆtre utilise´s pour la de´tection de fautes. Des
statistiques quadratiques comme SPE peuvent eˆtre utilise´es pour les surveiller.
En se basant sur (4.52) nous proposons une repre´sentation de ce ge´ne´rateur de
re´sidus, dans le cas ou` les matrices du mode`le sont invariantes dans le temps,
sous re´seau Baye´sien. Pour cela, nous re´e´crivons de fac¸on probabiliste (4.52)
comme ci-dessous :
xh(t) = O
+rh(t) + v (4.53)
ou` O+ est la pseudo-inverse de O et
p(rh(·)) = N (0, I), (4.54)
p(xh(·)|rh(·)) = N (O+rh(·); vI), v ≈ 0, (4.55)
p(rh(·)|xh(·)) = N (M(O+)Txh(·); vM), M ≈ ((O+)TO+)−1 (4.56)
En fonction de cela, nous proposons un re´seau Baye´sien permettant de
mode´liser un sche´ma de de´tection se basant sur un ge´ne´rateur d’espace de
parite´. Le re´seau Baye´sien propose´ est fourni dans la figure 4.11.
Nous pouvons constater que lorsque W existe pour un h = 0, le sche´ma
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∆
∆
CFN F
p(CFN) p(F )
rh(·)
∆ rh(·)
CFN rh(·) ∼ N (0; I)
F rh(·) ∼ N (0; c∆ × I)
xp N (O+p rh(·); vI)x1 . . .
Figure 4.11 – Un re´seau Baye´sien repre´sentant un ge´ne´rateur de re´sidus :
espace de parite´, avec une feneˆtre h donne´e et ou` O+p correspond a` la ligne p
dans la matrice O+
de de´tection se basant sur l’e´criture (4.53) peut eˆtre pre´sente´ par le re´seau
Baye´sien donne´ dans la figure 4.12. De plus, sous un re´seau Baye´sien comme
celui pre´sente´ dans (4.7), nous pouvons associer un sche´ma de de´tection par
analyse en composantes principales et un autre se basant sur l’espace de parite´.
En effet, il s’agit de surveiller le sous espace principal ge´ne´re´ par l’analyse en
composantes principales par une statistique comme celle du T2 et surveiller les
re´sidus ge´ne´re´s par l’espace de parite´ (de meˆme dimension que ceux ge´ne´re´s
par l’ACP en projetant les observations dans l’espace re´siduel) par SPE ou
une autre statistique quadratique. Cela est possible e´tant donne´e l’e´quivalence
prouve´e entre l’espace re´siduel et les re´sidus ge´ne´re´s par l’espace de parite´
(Hagenblad et al., 2004; Gertler et al., 1999). Ceci est inte´ressant, car on vient
associer deux me´thodes de nature diffe´rente sous un meˆme outil. D’ailleurs
cela pourrait eˆtre d’une grande utilite´ pour de´tecter une faute en utilisant a`
la fois les donne´es lorsqu’elles sont disponibles et/ou le mode`le quand il est
pre´sent (permettant, par exemple, de de´terminer le nombre de composantes
principales).
Le re´seau pre´sente´ dans 4.11 pourrait eˆtre e´galement utilise´ pour des fins
d’isolation et du diagnostic de fautes. Il permet d’ailleurs de ge´ne´raliser les
re´seaux propose´s dans (Verron et al., 2010a; Weber et al., 2008; Pernest˚al
et al., 2006; Schwall and Gerdes, 2002) permettant un traitement des re´si-
dus/symptoˆmes a` partir d’une mode´lisation d’une matrice d’incidence. En ef-
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∆
∆
CFN F
p(CFN) p(F )
r(·)
∆ r(·)
CFN r(·) ∼ N (0; I)
F r(·) ∼ N (0; c∆ × I)
x(·) x(·)
pa(x(·)) x(·) ∼ N (O+r(·); vI)
Figure 4.12 – Un re´seau Baye´sien repre´sentant un ge´ne´rateur de re´sidus :
espace de parite´, ou` h = 1
fet, nous pourrions tre`s bien augmenter ce re´seau de sorte a` mode´liser une
me´thode a` base de mode`le entie`re (ge´ne´ration, e´valuation des re´sidus et prise
de de´cision). Pour cela, e´tant donne´e l’hypothe`se e´mise d’inde´pendance des
re´sidus (matrice de variance-covariance diagonale), il suffit d’associer a` chacun
la ou les fautes dont il est sensible selon la matrice d’incidence. De plus, le re´-
seau propose´ dans 4.11 permettant de discriminer entre deux classes peut eˆtre
facilement e´tendu pour discriminer entre K,K > 2 classes, et donc diagnosti-
quer une faute parmi les diffe´rentes fautes pouvant influencer les re´sidus. Plus
encore, les noeuds x1, . . . ,xp sous forme multivarie´es peuvent eˆtre repre´sente´s
par d’autres noeuds univarie´s, ((s× (h + 1)) + (l × (h + 1)) noeuds, ou` s et l
sont respectivement les dimensions des variables y(·) et u(·)), par de´finition,
permettant ainsi de ge´rer les observations manquantes que ce soit lors de la
de´tection, isolation et diagnostic de fautes.
Par ailleurs, d’autres ge´ne´rateurs de re´sidus line´aires invariants dans le
temps (LTI, Linear Time-Invariant) peuvent eˆtre mode´lise´s sous re´seau Baye´-
sien. Ces ge´ne´rateurs peuvent eˆtre ge´ne´ralise´s, selon (Ding, 2012, 2008), par
l’e´criture ci-dessous :
r(z) = R(z)Nˆ(z)y(z)−R(z)Mˆ(z)u(z) (4.57)
De la meˆme manie`re que l’espace de parite´ nous proposons de l’e´crire
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comme ceci :
x(z) = Ogr(z) + v (4.58)
avec Og = [R(z)Nˆ(z) −R(z)Mˆ(z)]+. Bien entendu R(z), Nˆ(z) et Mˆ(z) varient
selon le ge´ne´rateur employe´ et permettent de ge´ne´raliser certains ge´ne´rateurs
de re´sidus pouvant eˆtre repre´sente´s sur un re´seau Baye´sien. Sous cette e´criture,
nous pourrions e´galement tenir compte et inte´grer des re´sultats obtenus par
des me´thodes de sous espaces notamment ceux propose´s par (Ding, 2014; Ding
et al., 2009). Par exemple, dans (Ding, 2014), les auteurs proposent d’identifier
des ge´ne´rateurs de re´sidus comme celui de l’espace de parite´ directement a`
partir des donne´es.
De meˆme, d’autres me´thodes issues du traitement de signal peuvent eˆtre
e´galement repre´sente´es sous re´seau Baye´sien. Par exemple, la de´composition
discre`te en ondelettes (Mallat, 1989) peut l’eˆtre apre`s avoir e´te´ transcrite sous
l’e´criture suivante :
x = Or + v (4.59)
ou` O repre´sente l’inverse de la matrice orthogonale correspondante a` la trans-
forme´e discre`te en ondelettes, r repre´sente les caracte´ristiques de x, des obser-
vations d’une fonction donne´e, sur J e´chelles.
Pour conclure, en se basant sur un re´seau Baye´sien comme celui pre´sente´
dans 4.11, nous pourrions repre´senter des me´thodes a` base de donne´es et des
me´thodes a` base de mode`le a` des fins de de´tection selon le proble`me conside´re´.
IV Applications
Nous proposons de confirmer la validite´ et la faisabilite´ de notre cadre
probabiliste pour la de´tection de fautes. Pour cela, nous comparons un sche´ma
de de´tection par analyse en composantes principales et le re´seau Baye´sien lui
correspondant. Cette comparaison est effectue´e sur les donne´es du Tennessee
Eastman Process (TEP). Ensuite, dans un exemple illustratif, nous illustrons
la faculte´ de ce cadre probabiliste, comparativement aux sche´mas standards de
de´tection, de ge´rer des observations manquantes. Cette faculte´ est valable sur
les re´seaux Baye´siens dont les variables observe´es sont conside´re´es comme e´tant
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inde´pendantes e´tant donne´s les noeuds cache´s, avec une matrice R diagonale.
IV.1 Tennessee Eastman Process
Le TEP est un syste`me chimique industriel existant re´ellement dont la
simulation fournie par la compagnie Eastman Chemical (le code FORTRAN est
disponible sur internet) est largement utilise´e comme un Benchmark pour les
techniques de controˆle ainsi que pour les me´thodes de de´tection et de diagnostic
de fautes. La figure 4.13 de´crit le diagramme de flux du syste`me.
Figure 4.13 – Tennessee Eastman Process
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Comme de´crit dans (Downs and Vogel, 1993), il est compose´ de cinq com-
posantes majeures : un re´acteur, un condenseur, un compresseur, un de´capeur,
un se´parateur. Toutefois, pour des raisons de confidentialite´, il n’est pas la
copie exacte du syste`me re´el. Le TEP se base sur quatre gaz re´actifs et un
autre non re´actif pour ge´ne´rer deux composants liquides ainsi qu’un de´rive´ de
production. Ceci donne lieu a` 8 composants de´note´s A, B, C, D, E, F, G, H.
Bien entendu, le mode`le mathe´matique du TEP n’est pas fourni. On peut dire
que ce Benchemark est de´die´ au test des me´thodes de surveillance a` base de
donne´es.
Dans ce syste`me, 52 variables sont ge´ne´ralement conside´re´es. Parmi elles 41
sont mesurables (observe´es, voir les figures 4.14, 4.15) et 11 autres manipule´es
(variables d’asservissement, voir la figure 4.16). Les 41 variables mesurables ne
sont pas toutes observables en continu. Uniquement 22 variables sont mesu-
rables en continu (les 22 premie`res variables dans la figure 4.14) et les autres
variables sont e´chantillonne´es. Ces dernie`res correspondent aux dernie`res va-
riables de´crites dans la figure 4.15.
Le TEP permet de simuler 21 fautes de nature diffe´rentes. Nous les de´cri-
vons dans la figure 4.17. Dans notre cas d’e´tude, comme dans (Yin et al., 2012),
nous conside´rons uniquement les 22 variables observe´es et les 11 variables mani-
pule´es (m = 33). Bien e´videment, ces variables sont sujettes au bruit et meˆme
parfois a` des dynamiques e´tant donne´e leur sensibilite´/robustesse aux diffe´-
rentes fautes pouvant eˆtre simule´es sur le TEP. Notons que le choix de tester
notre me´thode sur 33 variables n’est pas duˆ a` une contrainte quelconque.
Nous nous appuyons e´galement sur la base de donne´es propose´e par (Chiang
et al., 2001) pour la surveillance et elle est a` disposition sur internet pour des
e´ventuelles comparaisons entre me´thodes de de´tection et de diagnostic. Celle-ci
est divise´e en deux parties : l’ensemble de donne´es d’apprentissage et l’ensemble
des donne´es de test. Ces deux ensembles sont a` leur tour compose´s en 22
sous-parties. Ces sous-parties repre´sentent les 21 classes de fautes, de´crites
dans la figure 4.17, en plus de la classe de fonctionnement normal (CFN).
Ces sous-parties comportent un nombre pre´cis d’observations. Dans l’ensemble
d’apprentissage, chacune de ces sous-parties fait re´fe´rence a` 480 observations
issues de la simulation du TEP pour chacune des fautes sur une pe´riode de
24 heures avec une pe´riode d’e´chantillonnage de 3 minutes commune a` toutes
les variables. En ce qui concerne les 800 observations correspondant aux sous-
parties de l’ensemble de test, elles sont obtenues sur une pe´riode de 40 heures.
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Variable Description Unite´
XMEAS(1) De´bit d’alimentation en A kscmh
XMEAS(2) De´bit d’alimentation en D kg/hr
XMEAS(3) De´bit d’alimentation en E kg/hr
XMEAS(4) De´bit d’alimentation total kscmh
XMEAS(5) De´bit de recyclage kscmh
XMEAS(6) De´bit d’alimentation du re´acteur kscmh
XMEAS(7) Pre´cision du re´acteur kPa
XMEAS(8) Niveau du re´acteur %
XMEAS(9) Tempe´rature du re´acteur C
XMEAS(10) De´bit de purge kscmh
XMEAS(11) Tempe´rature du se´parateur °C
XMEAS(12) Niveau du se´parateur %
XMEAS(13) Pression du se´parateur kPa
XMEAS(14) De´bit du se´parateur m3/hr
XMEAS(15) Niveau du se´parateur %
XMEAS(16) Pression du de´capeur kPa
XMEAS(17) De´bit du de´capeur m3/hr
XMEAS(18) Tempe´rature du se´parateur °C
XMEAS(19) De´bit de gaz au se´parateur kg/hr
XMEAS(20) Puissance du compresseur kW
XMEAS(21) Tempe´rature de ref. liq. en sortie de re´acteur °C
XMEAS(22) Tempa`rature de ref. liq. en sortie de se´parateur °C
Figure 4.14 – La liste des variables mesurables en continu du TEP
Afin de comparer le re´seau Baye´sien propose´ au sche´ma de de´tection par
analyse en composantes principales, nous avons retenu a = 9 composantes
principales en se basant sur la statisitique PRESS (Predicted Residual Sum of
Squares) et l’ensemble d’apprentissage du fonctionnement normal (480 e´chan-
tillons). Les deux approches sont compare´es en utilisant les deux indexes : TFA
(Taux de Fausses Alarmes, voir e´quation 4.61) et TMD (Taux de Mauvaises
De´tections, voir e´quation 4.60) sur 21 classes de donne´es de test, chacune avec
800 e´chantillons (classe 1 repre´sente la classe de fonctionnement normal alors
que les autres 20 classes repre´sentent les 20 premie´res fautes).
TMD = 100× Nbr. d’e´chantillons ∈ Fj conside´re´s comme CFN
Nbr. Tot. d’e´chantillons ∈ Fj (4.60)
TFA = 100× Nbr. Tot. d’e´chantillons ∈ CFN conside´re´s comme F
Nbr. Tot. d’e´chantillons ∈ CFN (4.61)
Dans l’annexe A, nous pre´sentons les re´sultats du traditionnel sche´ma
IV. APPLICATIONS 117
Variable Description Unite´
XMEAS(23) Analyse du de´bit d’alimentation du re´acteur : composant A mol%
XMEAS(24) Analyse du de´bit d’alimentation du re´acteur : composant B mol%
XMEAS(25) Analyse du de´bit d’alimentation du re´acteur : composant C mol%
XMEAS(26) Analyse du de´bit d’alimentation du re´acteur : composant D mol%
XMEAS(27) Analyse du de´bit d’alimentation du re´acteur : composant E mol%
XMEAS(28) Analyse du de´bit d’alimentation du re´acteur : composant F mol%
XMEAS(29) Analyse de la purge du gaz : composant A mol%
XMEAS(30) Analyse de la purge du gaz : composant B mol%
XMEAS(31) Analyse de la purge du gaz : composant C mol%
XMEAS(32) Analyse de la purge du gaz : composant D mol%
XMEAS(33) Analyse de la purge du gaz : composant E mol%
XMEAS(34) Analyse de la purge du gaz : composant F mol%
XMEAS(35) Analyse de la purge du gaz : composant G mol%
XMEAS(36) Analyse de la purge du gaz : composant H mol%
XMEAS(37) Analyse du produit : composant D mol%
XMEAS(38) Analyse du produit : composant E mol%
XMEAS(39) Analyse du produit : composant F mol%
XMEAS(40) Analyse du produit : composant G mol%
XMEAS(41) Analyse du produit : composant H mol%
Figure 4.15 – La liste des variables mesurables e´chantillonne´es du TEP
Variable Description Unite´
XMV(1) De´bit d’alimentation en D kg/hr
XMV(2) De´bit d’alimentation en E kg/hr
XMV(3) De´bit d’alimentation en A kscmh
XMV(4) De´bit d’alimentation en A et C kscmh
XMV(5) Valve de recyclage du compresseur %
XMV(6) Valve de purge %
XMV(7) De´bit d’alimentation du se´parateur m3/hr
XMV(8) De´bit d’alimentation du de´capeur m3/hr
XMV(9) Valve du de´capeur %
XMV(10) De´bit du refroidissement liquide au re´acteur m3/hr
XMV(11) De´bit du refroidissement liquide au condenseur m3/hr
Figure 4.16 – La liste des variables manipule´es du TEP
d’analyse en composantes principales pour la de´tection de fautes en utilisant
les statistiques T2 et SPE, et son e´quivalent sur re´seau Baye´sien sur les 21
classes de donne´es (CFN + 20 fautes). Rappelons que pour les statistiques
T2 et SPE, un de´passement de leurs limites LCT2 et LCSPE signifie qu’une
faute est survenue dans le syste`me. De la meˆme manie`re, concernant le re´seau
Baye´sien propose´, lorsque la probabilite´ a posteriori de l’e´tat F du noeud T2
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Nume´ro Description Nature
F1 Ratio d’alimentation A/C Saut
F2 Composition en B Saut
F3 Tempe´rature d’alimentation en D Saut
F4 Tempe´rature d’entre´e du ref. liq. au re´acteur Saut
F5 Tempe´rature d’entre´e du ref. liq. au condenseur Saut
F6 Baisse d’alimentation Saut
F7 Perte de pression de l’alimentation en C Saut
F8 Composition d’alimentation en A, B et C Variation ale´atoire
F9 Tempe´rature d’alimentation en D Variation ale´atoire
F10 Tempe´rature d’alimentation en C Variation ale´atoire
F11 Tempe´rature d’entre´e du ref. liq. au re´acteur Variation ale´atoire
F12 Tempe´rature d’entre´e du ref. liq. au condenseur Variation ale´atoire
F13 Cine´tiques des re´actions De´rive lente
F14 Valve du ref. liq. au re´acteur Bloque´e
F15 Valve du ref. liq. au condenseur Bloque´e
F16 Inconnue Inconnue
F17 Inconnue Inconnue
F18 Inconnue Inconnue
F19 Inconnue Inconnue
F20 Inconnue Inconnue
F21 Vanne fixe´e dans une position stable Constante
Figure 4.17 – La liste des diffe´rentes fautes implique´es dans le TEP
(resp. SPE) est supe´rieure ou e´gale a` sa limite de controˆle probabiliste ζF
T2
(resp. ζFSPE). Les re´sultats obtenus (les graphiques pre´sente´s dans l’annexe A)
montrent que les deux me´thodes sont identiques, elles fournissent les meˆmes
de´cisions a` chaque instant (ge´ne´rent les meˆmes TFAs et TMDs).
IV.2 Hot Forming Process
L’habilite´e du cadre propose´ a` ge´rer les observations manquantes est illustre´
sur le Hot Forming Process (HFP) pre´sente´ dans la figure 4.19. Il repre´sente une
illustration physique en deux dimensions d’un syste`me de fac¸onnage a` chaud.
Ceci est un simple cas d’e´tude (Li et al., 2008) avec 5 variables illustre´es dans
la figure 4.18.
Ces variables sont causalement lie´es entre elles. Par exemple, la variable
x2 et x3 influent directement sur la variable x5. Les variables x1 et x4 in-
fluent indirectement sur la variable x5. En effet, ces deux variables affectent
respectivement les variables x2 et x3. Ces relations peuvent eˆtre facilement re-
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Variable Description
x1 Variable qualite´
x2 Stress des flux de matie`res
x3 Tension dans la pie´ce
x4 Force du serre flan
x5 Variable qualite´ : la dimension final de la pie`ce
Figure 4.18 – La liste des variables du HFP
pre´sente´es par un mode`le de re´gression ou un re´seau conditionnel Gaussien en
supposant que les 5 variables suivent une distribution Gaussienne. En consi-
de´rant un changement de moyenne avec une amplitude ms dans ces variables,
31 sce´narios sont alors envisageables : 5 fautes simples (concernant une seule
variable) et 26 fautes multiples (correspondant aux diffe´rentes combinaisons
des 5 fautes simples).
Figure 4.19 – Hot Forming Process
Dans le meˆme contexte que pre´ce´demment, nous mettons l’accent sur le
sche´ma de de´tection par analyse en composantes principales. Pour cela, nous
avons simule´ 100 observations de fonctionnement normal pour chaque variable,
a` partir d’elles les axes orthogonaux P et les a principaux sont de´finis.
Nous introduisons une faute avec ms = 5 dans x1. La figure 4.20 pre´sente
le re´seau Baye´sien propose´ repre´sentant un sche´ma de de´tection par analyse en
composantes principales (avec cSPE = cT2 = 2, m=5 et α = 1%) imple´mente´
dans deux situations. Dans la figure 4.20.(a), l’e´chantillon de test est complet
(toutes les variables sont observe´es) et dans la figure 4.20.(b) la valeur de la
variable x2 est manquante (noeud blanc dans le graphe, x
− = x2 et x+ =
[x1,x3,x4,x5]
T ).
Nous montrons que le re´seau Baye´sien propose´ reste toujours ope´rationnel
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Figure 4.20 – Un exemple illustratif lorsque une faute est apparue dans x1
(avec ms=5) avec ζF
T2
= 88.5% et ζFSPE = 47.9%. (a). Sche´ma de de´tection de
fautes par analyse en composantes principales sous un re´seau Baye´sien lorsque
toutes les variables sont disponibles. (b). Sche´ma de de´tection de fautes par
analyse en composantes principales sous un re´seau Baye´sien lorsque la variable
x2 est manquante.
lorsque certaines variables sont non-observe´es et reste capable, de fac¸on na-
turelle, de prendre une de´cision (donnent les probabilite´s de CFN avec F de
chaque noeud discret en marginalisant sur x2) en temps re´el.
V Conclusion
Dans ce chapitre, nous avons propose´ et introduit des re´seaux Baye´siens ori-
ginaux permettant de faire de la de´tection tout en tenant compte d’un niveau
de signification α. Nous nous sommes concentre´s, pour des raisons de clarte´, sur
le sche´ma de de´tection de fautes par analyse en composantes principales. Nous
avons inte´grer l’analyse en composantes principales ainsi que les statistiques
quadratiques qui lui sont associe´s (T2, SPE) sous un seul re´seau Baye´sien.
Le cadre propose´ projette une nouvelle observation dans un nouvel espace,
identique a` l’ACP, et fournit des probabilite´s sur l’e´tat de fonctionnement du
syste`me et cela meˆme dans le cas ou` les donne´es observe´es sont incomple`tes.
Nous avons valide´ l’e´quivalence entre les deux approches sous le Tennessee
Eastman Process (TEP). Pour conclure, nous avons propose´ un cadre proba-
biliste pour les sche´mas de de´tection base´s sur une transformation/projection
line´aire des observations.
5
Diagnostic par re´seau Baye´sien
I Contexte et objectifs
Plusieurs me´thodes ont e´te´ propose´es pour le diagnostic de fautes a` l’aide
de re´seaux Baye´siens. Dans (Heckerman and Shwe, 1993), un e´tat de l’art et
une comparaison des premie`res tentatives de diagnostic avec re´seaux Baye´siens
(les mode`les noisy-or, multimembership Bayes, simple Bayes), majoritairement
de´die´es au diagnostic des maladies dans le domaine me´dical mais toutefois
utilisables dans le cas du diagnostic de fautes dans les syste`mes, est propose´ par
les auteurs. Dans (Santoso et al., 1999), un sche´ma de de´tection a e´te´ propose´
pour une installation nucle´aire. Les auteurs utilisent un RB discret dont la
structure est de´finie par des experts, et les tables de probabilite´s conditionnelles
apprises a` partir des donne´es d’apprentissage disponibles. Une proce´dure de
cre´ation de sche´mas de diagnostic base´e sur des re´seaux Baye´siens discrets est
propose´e dans Przytula and Thompson (2000). Leur strate´gie a e´te´ applique´e
sur des locomotives diesel, des syste`mes de communication satellite et des
e´quipements satellite d’essai.
(Lerner et al., 2000) proposent un re´seau Baye´sien dynamique hybride de´-
duit d’un graphe causal temporel. Ce re´seau repre´sentant le comportement
normal du syste`me est utilise´ comme un observateur. Pour le diagnostic, il
est augmente´ par des noeuds discrets afin de venir prendre une de´cision sur
121
122 CHAPITRE 5. DIAGNOSTIC PAR RE´SEAU BAYE´SIEN
l’e´tat du syste`me. Pour de tels re´seaux Baye´siens, les auteurs introduisent un
algorithme permettant de faire de l’infe´rence en e´vitant une explosion expo-
nentielle duˆt a` la pre´sence de variables discre`tes. Dans (Schwall and Gerdes,
2002) une e´valuation des re´sidus en utilisant un re´seau Baye´sien dynamique,
pre´alablement ge´ne´re´ e´tant donne´ une matrice d’incidence et un historique de
donne´es de fautes, a e´te´ propose´e.
Dans (Chien et al., 2002) un re´seau Baye´sien appris a` partir d’un historique
de donne´es de fonctionnement normal et de fautes en plus des connaissances
d’expert a e´te´ pre´sente´ par les auteurs. Il est utilise´ pour le diagnostic des
fautes dans un re´seau de distribution d’e´lectricite´. (Mehranbod et al., 2005)
propose un re´seau Baye´sien pour l’identification des diffe´rents types de fautes
capteurs. Ces fautes sont repre´sente´es dans le re´seau par des noeuds discrets
de de´cision (compose´s chacun de plusieurs modalite´s). Une de´cision est prise,
pour chaque noeud de de´cision, en surveillant dans le temps les variations des
probabilite´s a posteriori par rapport a` leurs valeurs lors du fonctionnement
normal.
Dans (Dey and Stori, 2005), les auteurs abordent l’identification des causes
racines des variations survenues dans un proce´de´ d’usinage en utilisant une
me´thodologie originale base´e sur les re´seaux Baye´siens. Les auteurs s’appuient
sur l’utilisation de plans d’expe´riences pour e´tablir la structure et les para-
me`tres du re´seau. (Sheppard et al., 2005) proposent un re´seau Baye´sien pour
le diagnostic de fautes. Ce re´seau Baye´sien est compose´ de noeuds discrets et
sur les probabilite´s de mauvaises de´tections et de fausses alarmes estime´es. Un
autre re´seau compose´ de noeuds discrets permettant de de´terminer les cap-
teurs en fautes est propose´ dans (Matsuura et al., 2005). Ce re´seau, comme vu
pre´ce´demment, peut eˆtre utilise´ pour la de´tection des fautes capteurs en exami-
nant sa probabilite´ jointe. En ce qui concerne l’isolation, les auteurs proposent
d’appliquer plusieurs fois la meˆme strate´gie que lors de la de´tection en ignorant
a` chaque fois un capteur donne´. Le re´seau Baye´sien dynamique propose´ par
(Kawahara et al., 2005) et pre´sente´ pre´ce´demment dans la section I peut eˆtre
utilise´ e´galement pour le diagnostic de fautes. Dans ce re´seau, chaque faute
est repre´sente´e par un noeud qui vient surveiller dans le re´seau les variables
concerne´es par cette faute selon les connaissances d’experts.
Dans (Roychoudhury et al., 2006), les auteurs s’appuient sur un Bond
Graph pour de´finir la structure d’un re´seau Baye´sien dynamique mais aussi
pour la prise de de´cision. Ils proposent une isolation qualitative qui vient op-
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timiser une autre quantitative. Le sche´ma propose´ par les auteurs permet de
ge´rer les fautes naissantes et multiples. Il est utilise´ sur le two tank benchmark.
Dans (Pernest˚al et al., 2006) une comparaison de quatre me´thodes d’isolation
de fautes est fournie. Ces quatre me´thodes correspondent a` des re´seaux Baye´-
siens ayant des structures diffe´rentes. Chaque structure repre´sente une matrice
d’incidence mode´lise´e sous re´seau Baye´sien. La comparaison est effectue´e dans
le cadre du diagnostic du flux de gaz dans un moteur diesel.
Dans (Li and Shi, 2007), un re´seau Baye´sien compose´ de noeuds discrets
est propose´. La structure de ce re´seau est apprise, une fois qu’une se´lection de
variables est effectue´e, a` partir d’un historique de donne´es ainsi que de connais-
sances d’experts. Le re´seau permet d’identifier les variables responsables d’une
non-conformite´ observe´e sur la caracte´ristique qualite´ conside´re´e. Les auteurs
donnent un exemple sur un syste`me de laminage de barres. (Riascos et al.,
2007) proposent un re´seau Baye´sien pour le diagnostic de fautes dans une pile
a` combustible. La structure du re´seau a e´te´ apprise graˆce a` des me´thodes proba-
bilistes d’apprentissage sous contraintes en se basant sur une base de donne´es
de fautes ainsi que sur les connaissances d’experts. (Mechraoui et al., 2008)
proposent un re´seau Baye´sien pour le diagnostic de fautes dans les moteurs
e´lectriques. L’identification des variables, leurs modes, les relations causales
et la quantification des probabilite´s sont e´tablis en fonction des connaissances
d’experts. Dans (Huang, 2008) plusieurs autres re´seaux Baye´siens de´die´s au
diagnostic de fautes simples et multiples dans le contexte des ve´hicules ont e´te´
propose´s.
Dans (Weber et al., 2008) les auteurs proposent une architecture originale
de re´seaux Baye´siens permettant l’isolation de fautes. Les auteurs, a` partir
d’une matrice d’incidence, discriminent entre les diffe´rentes fautes sachant les
nouveaux symptoˆmes (re´sultat de l’e´valuation des re´sidus) et la fiabilite´ des
composants. (Pernest˚al, 2009) proposent une nouvelle repre´sentation de la ma-
trice d’incidence pouvant eˆtre apprise automatiquement a` partir des donne´es
et des connaissances d’experts. Dans (Lo et al., 2011, 2003), une proce´dure
ge´ne´rale pour la construction d’un re´seau Baye´sien a` partir d’un Bond graphe
a e´te´ propose´e. Les relations causales entre variables sont ge´ne´re´es a` partir
d’e´quations qualitatives et les tables de probabilite´s conditionnelles sont ap-
prises a` partir des donne´es d’historiques et les connaissances d’experts. Dans
(Zaidi et al., 2012), les auteurs s’appuient sur les relations de redondances ti-
re´es d’un Bond graphe pour aboutir a` des re´sidus qui seront par la suite e´value´s
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par un re´seau Baye´sien dont les de´cisions sont augmente´es par les probabilite´s
de fiabilite´ des composantes. Cette approche ge´ne´ralise celle propose´e par (We-
ber et al., 2008). Les auteurs proposent dans (Yang and Lee, 2012) un re´seau
Baye´sien pour l’identification des causes racines conduisant a` des fautes dans
le cadre de la production de micro-processeurs. Dans (Jiao et al., 2012), un
autre re´seau a e´te´ propose´ dans le cadre des re´seaux analogiques e´tant donne´e
l’hypothe`se qu’un ensemble de donne´es de fautes est disponible. Dans (Yu,
2013), un re´seau Baye´sien dynamique est utilise´. A ce re´seau sont associe´s des
indices permettant d’isoler et d’identifier les variables responsables d’un de´re´-
glage du syste`me ainsi qu’une strate´gie permettant de de´terminer efficacement
les causes racines.
Dans ce qui suit, nous allons exposer une famille de re´seaux Baye´siens
hybrides qui sont, contrairement a` ceux pre´sente´s pre´ce´demment, capable de
re´aliser de fac¸on simultane´e de la de´tection et du diagnostic tout en inte´grant
le rejet de distance. En d’autres termes, nous allons illustrer comment des
me´thodes assez re´pandues pour le diagnostic de fautes peuvent eˆtre mode´lise´es
sur re´seau Baye´sien et comment elles peuvent eˆtre utilise´es en meˆme temps
pour la de´tection de fautes tout en ge´rant le rejet de distance.
II Limites spe´cifiques de surveillance
Une fois une faute de´tecte´e, des me´thodes de classification supervise´e peuvent
eˆtre utilise´es pour le diagnostic. En effet, le diagnostic peut eˆtre vu comme la
solution d’un proble`me de classification entre diffe´rentes classes de fautes. La
taˆche de classification ne´cessite alors un classifieur. Dans la classification super-
vise´e, le nombre de classes et la classe d’appartenance de chaque observation
de l’ensemble d’apprentissage sont connus et utilise´s pour apprendre le clas-
sifieur, permettant alors de classifier une nouvelle observation dans une des
classes connues.
Par exemple, e´tant donne´ un ensemble de donne´es d’apprentissage d’un
syste`me bivarie´ avec deux fautes diffe´rentes connues, comme illustre´ dans la
figure 5.1, nous pouvons facilement utiliser une classification supervise´e pour
classifier une nouvelle observation en faute.
D’autres approches incluent la classe de fonctionnement normal CFN dans
le classifieur. La figure 5.2 repre´sente cette configuration : la classe de fonction-
nement normal (cercles verts). Ces approches sont inte´ressantes car la de´tection
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Figure 5.1 – Classiﬁcation entre les classes de fautes
et le diagnostic de fautes peuvent eˆtre re´alise´s avec seulement un unique outil,
un classiﬁeur, dans une seule phase. Cependant, cette fac¸on d’agir comporte
deux inconve´nients majeurs. Premie`rement, le taux de fausses alarmes peut
ne pas eˆtre assure´ (Chiang et al., 2001). Comme montre´ dans la ﬁgure 5.2, la
zone repre´sentant la classe CFN n’est pas une ellipso¨ıde classique, il de´pend
d’autres classes (classes de fautes). Le second inconve´nient apparait lorsqu’une
observation d’une faute donne´e est classiﬁe´e dans la classe de fonctionnement
normal car elle est la plus proche (statistiquement parlant) de celle-ci. Un
troisie`me inconve´nient, pouvant concerne´ e´galement le diagnostic, est l’appari-
tion d’une nouvelle observation tre´s e´loigne´e des diﬀe´rentes classes, voir ﬁgure
5.3. Dans ce cas, il faut conside´rer le fait que d’autres classes non conside´re´es
peuvent exister ou que de nouvelles classes viennent de faire leurs apparitions.
Ainsi, pour plusieurs cas pratiques, cette approche ne peut pas eˆtre appli-
que´e car elle conduit a` l’arreˆt fre´quent du syste`me (plusieurs fausses alarmes),
ou alors a` ne pas de´tecter des fautes non de´sirables et ainsi les laisser e´voluer
dans le syste`me.
Nous proposons, sur de tels classiﬁeurs, de de´tecter une faute e´tant donne´
un niveau de signiﬁcation α, tout en diagnostiquant les diﬀe´rentes fautes. De
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Figure 5.2 – Classiﬁcation entre les classes de fautes et la classe de fonction-
nement normal : exemple de fausse alarme
plus, l’approche propose´e permet e´galement d’inte´grer le rejet de distance (Ver-
ron et al., 2010b). Pour eﬀectuer cela, une limite probabiliste LP spe´ciﬁque a`
chaque classe va eˆtre de´ﬁnie.
II.1 De´monstration du calcul de LP
Le proble`me du diagnostic de fautes, peut eˆtre vu comme un proble`me de
discrimination entre plusieurs classes. Plusieurs me´thodes pour la classiﬁcation
ont e´te´ propose´es. Ces me´thodes peuvent eˆtre discrimine´es en 3 cate´gories : su-
pervise´e, non-supervise´e, semi-supervise´e. Les re´seaux Baye´siens appartiennent
a` la premie`re cate´gorie, bien que quelques propositions dans la litte´rature les
ont utilise´ pour la classiﬁcation non-supervise´e. Ces mode`les probabilistes ge´-
ne´ralisant l’analyse discriminante peuvent eˆtre utilise´s pour le diagnostic. En
eﬀet, ils peuvent eˆtre utilise´s pour le diagnostic en discriminant entre les dif-
fe´rentes fautes du syste`me. Ainsi, la faute ayant la plus grande probabilite´
d’occurrence est prise en compte. Sachant que chaque faute se voit attribuer
une probabilite´ d’occurrence, elles peuvent eˆtre classe´es de fac¸on de´croissante
permettant ainsi d’aider l’inge´nieur ou l’ope´rateur a` prendre une de´cision.
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Figure 5.3 – Classiﬁcation entre les classes de fautes et la classe de fonction-
nement normal : exemple d’un rejet de distance
Nous pre´sentons dans ce travail comment, sous un re´seau Baye´sien, nous
pouvons prendre une de´cision pour de´tecter et diagnostiquer une faute tout
en prenant en compte le rejet de distance. Pour ce faire, nous allons utiliser
un re´seau Baye´sien discriminant entre les diﬀe´rentes fautes du syste`me tout
en inte´grant la classe de fonctionnement normal aﬁn d’obtenir une me´thode
comple`te pour la de´tection et le diagnostic de fautes. Pour prendre une de´-
cision dans ce type de re´seau, nous pre´sentons une ge´ne´ralisation de la re`gle
de de´cision pre´sente´e pre´ce´demment dans le cadre de la de´tection (voir sous-
section II), mais aussi d’autres re`gles susceptibles d’eˆtre e´galement applique´es
selon les diﬀe´rentes conﬁgurations conside´re´es par la moyenne et la matrice
de variance-covariance de chaque classe. Bien entendu, en plus de la de´cision
prise par les re´seaux Baye´siens que nous allons pre´senter s’ajoute une re`gle de
de´cision permettant de garantir statistiquement un taux de fausse alarme, de
de´tecter et de diagnostiquer les diﬀe´rentes fautes du syste`me tout en prenant
en compte le rejet de distance.
Aﬁn de pouvoir tenir compte de cela sur un re´seau Baye´sien classiﬁeur
comme celui pre´sente´ dans la ﬁgure 5.4, nous allons augmenter la re`gle argmax
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(attribution d’une observation a` la classe avec la plus grande probabilite´ a
posteriori) en une re`gle se basant sur des limites de probabilite´s respectant un
niveau de signification α.
D
D
CFN F1 . . . FK−1
p(CFN) p(F1) . . . p(FK−1)
x
D x
CFN x ∼ N (µCFN ; ΣCFN)
F1 x ∼ N (µF1 ; ΣF1)
. . . . . .
FK−1 x ∼ N (µFK−1 ; ΣFK−1)
x1...
xm

Figure 5.4 – Un exemple d’un re´seau Baye´sien pour la de´tection et le diag-
nostic de fautes (forme multivarie´e)
Bien e´videment, l’application de cette re`gle re´side dans le calcul des limites
probabilistes permettant de de´cider de manie`re statistique pour chaque classe.
Dans ce qui suit nous allons de´montrer, dans le cas ge´ne´ral, la limite de proba-
bilite´ LPCk∆ associe´e a` la probabilite´ a posteriori p(D = Ck|x) d’une classe Ck
sachant une observation donne´e x. Dans un premier temps et pour des raisons
de clarte´, nous allons noter l’e´tat de fonctionnement normal CFN par classe
C1 et les K − 1 fautes respectivement par C2, . . . , CK . Dans un second temps,
dans le but de respecter un niveau de signification α, nous faisons l’analogie
entre un test se basant sur une statistique quadratique donne´e (associe´e a` une
limite statistique) et l’analyse discriminante se basant sur la re`gle de Bayes.
Ainsi, nous proposons de ge´ne´raliser ces statistiques quadratiques ∆ et leurs
limites sous une repre´sentation probabiliste permettant de prendre une de´ci-
sion sur la probabilite´ a posteriori de chaque classe e´tant donne´es les nouvelles
observations.
Rappelons qu’une statistique quadratique permet de prendre une de´cision
en la comparant a` la limite statistique lui e´tant associe´e. Ainsi, un test se
basant sur une statistique ∆, pour une classe donne´e Ck, peut s’e´crire comme
suit :
x ∈ Ck : si ∆Ck ≤ LCCk∆ (5.1)
ou` LCCk∆ est une limite statistique de´finie e´tant donne´ la statistique quadra-
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tique et les parame`tres de la distribution de la classe CFN .
Nous voulons reproduire ou obtenir le meˆme re´sultat que cette re`gle sous
une autre re`gle e´quivalente se basant sur la probabilite´ a posteriori de la classe
en question comme ceci :
x ∈ Ck : si p(D = Ck|x) ≥ LPCk∆ (5.2)
Sous cette re`gle nous sommes en mesure de prendre une de´cision sur le fait
qu’une nouvelle observation x de x appartienne ou non a` la classe Ck e´tant
donne´ la probabilite´ a posteriori de cette dernie`re.
Pour cela, il faut de´finir la limite LPCk∆ correspondant a` la classe D = Ck.
Soit x∗ de x, une observation ve´rifiant l’e´galite´ suivante ∆Ck = LC
Ck
∆ et nous
permettant d’e´crire :
p(D = Ck|x∗) = LPCk∆ (5.3)
= LPCk∆
K∑
j=1
p(D = Cj|x) (5.4)
ou`
∑K
j=1 p(D = Cj|x) = 1 et x est une observation quelconque de x.
Notons que, selon la re`gle de Bayes, la probabilite´ a posteriori de chaque
classe Ck peut eˆtre e´crite :
p(D = Ck|x) = p(D = Ck)p(x|D = Ck)
p(x)
, Ck ∈ {C1, . . . , CK} (5.5)
En remplac¸ant (5.5) dans (5.4) nous obtenons :
LPCk∆
[∑K
k=1 p(D = Ck)p(x|D = Ck)
p(x)
]
=
p(D = Ck)p(x
∗|D = Ck)
p(x∗)
LPCk∆ =
p(x)
p(x∗)
p(D = Ck)p(x
∗|D = Ck)∑K
k=1 p(x|D = Ck)p(D = Ck)
(5.6)
avec p(x) =
∑K
j=1 p(x|D = Cj)p(D = Cj).
En utilisant (5.6) nous pouvons re´e´crire (5.2) comme ceci :
x ∈ Ck, si p(D = Ck|x) ≥ p(x)
p(x∗)
p(D = Ck)p(x
∗|D = Ck)
p(x)
(5.7)
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Toutefois, on peut constater que le terme p(x∗) dans (5.7) n’est pas de´fini.
En effet, p(x∗) est e´gale a`
∑K
j=1 p(D = Cj)p(x
∗|D = Cj) ou` les vraisemblances
des classes Cj sont diffe´rentes de la classe Ck conside´re´e. Ceci est duˆ au fait
que x∗ n’est pas connu. Ainsi, pour ge´rer ce terme p(x∗) dans (5.7) il suffit de
simplifier (5.6) en e´liminant le ratio p(x)
p(x∗) de sorte a` ce que :
x ∈ Ck, si p(D = Ck|x) ≥ p(D = Ck)p(x
∗|D = Ck)
p(x)
, Ck ∈ CFN,F (5.8)
avec p(D = Ck|x) = p(x)−1p(x|D = Ck)p(D = Ck)
La suppression de ce ratio ne modifie pas la prise de de´cision. Afin de
prouver ceci, il suffit de de´montrer que la condition (5.8) est ve´rifie´e pour une
observation x donne´e appartenant a` la classe Ck et ve´rifiant cette condition :
x ∈ Ck, si ∆Ck ≤ LCCk∆ (5.9)
En se basant sur (5.9), nous allons de´montrer, ci-dessous, que nous pouvons
e´crire (5.8) :
x ∈ Ck, si
p(D = Ck|x) ≥ p(x
∗|D = Ck)p(D = Ck)
p(x)
p(x|D = Ck)p(D = Ck)
p(x)
≥ p(x
∗|D = Ck)p(D = Ck)
p(x)
p(x|D = Ck)p(D = Ck) ≥ p(x∗|D = Ck)p(D = Ck)
p(x|D = Ck) ≥ p(x∗|D = Ck)
1
2pi
m
2 |ΣCk |
1
2
e
−(x−µCk )
TΣ−1
Ck
(x−µCk )
2 ≥ 1
2pi
m
2 |ΣCk |
1
2
e
−LCCk
∆
2
e−
∆Ck
2 ≥ e
−LCCk
∆
2
−∆Ck
2
≥ −LC
Ck
∆
2
∆Ck ≤ LCCk∆
ou` ∆Ck = (x− µCk)TΣ−1Ck(x− µCk)
Ainsi, on peut poser LPCk∆ = p(x)
−1p(x∗|D = Ck)p(D = Ck).
Cette limite simplifie´e doit cependant eˆtre calcule´e sous cette forme pour
chaque nouvelle observation x de x introduite dans le re´seau Baye´sien utilise´.
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Cela est duˆ au terme p(x). Ceci peut eˆtre e´vite´, par exemple, dans le cas
d’une analyse discriminante quadratique contrairement aux re´seaux Baye´siens
classifieurs ou` les probabilite´s a posteriori sont automatiquement calcule´es. En
effet, la limite peut alors n’eˆtre de´finie qu’une seule fois, sans avoir besoin d’eˆtre
rede´finie par la suite. Il suffit d’enlever le terme p(x) dans les deux parties de
la re`gle (5.7) et de´cider en fonction de la vraisemblance de chaque observation
au lieu de p(D = Ck|x) comme ceci :
x ∈ Ck, si p(x|D = Ck) ≥ p(x∗|D = Ck) (5.10)
ou` p(x∗|D = Ck) est calcule´ hors ligne.
Comme mentionne´ pre´ce´demment, dans notre contexte de de´tection et diag-
nostic de faute sous re´seaux Baye´siens, Ck repre´sente les diffe´rents e´tats de
fonctionnement du syste`me : CFN , F1, ..., FK−1. Chaque classe est suppo-
se´e suivre une distribution normale avec des parame`tres qui lui sont propres
(connus ou estime´s). E´tant donne´e cela, nous pouvons, par exemple, de´velopper
et e´crire la limite probabiliste LPCFN∆ de la classe CFN comme ceci :
LPCFN∆ =
p(D = CFN)p(x∗|D = CFN)
p(x)
=
p(D = CFN)p(x∗|D = CFN)
p(D = CFN)p(x|D = CFN) + · · ·+ p(x|D = FK−1)p(D = FK−1)
=
e
−LCCFN∆
2
e
−∆CFN
2 + ω1
|ΣCFN |
1
2
|ΣF1 |
1
2
e
−∆F1
2 + · · ·+ ω(K−1) |ΣCFN |
1
2
|ΣFK−1 |
1
2
e
−∆FK−1
2
=
1
e
1
2
∆1
· 1
1 + ω1
|ΣCFN |
1
2
|ΣF1 |
1
2
e−
1
2
∆2 + · · ·+ ω(K−1) |ΣCFN |
1
2
|ΣFK−1 |
1
2
e−
1
2
∆K
(5.11)
avec
∆1 = LC
CFN
∆ −∆CFN , (5.12)
∆j+1 = ∆Fj −∆CFN , (5.13)
ωj =
p(D = Fj)
p(D = CFN)
(5.14)
ou` j = 1, . . . , K − 1 et ∆CFN = (x− µCFN)TΣ−1CFN(x− µCFN).
De la meˆme manie`re, les autres limites LP F1∆ , . . . , LP
FK−1
∆ correspondant
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respectivement aux diffe´rentes fautes F1, . . . , FK−1 peuvent eˆtre de´termine´es.
Notons que les limites des diffe´rentes classes sont e´gales lorsque un niveau de
signification α est fixe´ pour toutes les classes.
II.2 De´tection de fautes
L’e´criture (5.11) permet de ge´ne´raliser la limite propose´e pre´ce´demment
dans le cas de la de´tection de fautes. Elle permet e´galement de proposer une
famille de cas de figures non pre´sente´s ou conside´re´s dans le chapitre pre´ce´dent
(diffe´rentes hypothe`ses e´mises sur les parame`tres de classes).
Conside´rant un re´seau Baye´sien classifieur discriminant entre la classe de
fonctionnement normal CFN et une autre classe repre´sentant tout ce qui ne
fait pas partie du fonctionnement normal, note´e F et dont les parame`tres
restent a` de´finir. Dans ce cadre, la limite LPCFN∆ , selon (5.11), correspond a` :
LPCFN∆ =
p(D = CFN)p(x∗|D = CFN)
p(x)
LPCFN∆ =
p(D = CFN)p(x∗|D = CFN)
p(D = CFN)p(x|D = CFN) + p(x|D = F )p(D = F )
=
1
2pi
m
2 |ΣCFN|
1
2
e
−LCCFN∆
2
1
2pi
m
2 |ΣCFN |
1
2
e
−∆CFN
2 + ω
2pi
m
2 |ΣF |
1
2
e
−∆F
2
(5.15)
ou` ∆CFN = (x− µCFN)TΣ−1CFN(x− µCFN) et ∆F = (x− µF )TΣ−1F (x− µF ).
L’e´quation (5.15) peut eˆtre repre´sente´e sous l’e´criture suivante :
LPCFN∆ =
1
e
LCCFN
∆
2 e
−∆CFN
2
· 1
1 + ω |ΣCFN |
1
2
|ΣF |
1
2
e−
1
2
∆2
= τ · 1
1 + βe−γϕ
(5.16)
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avec γ = 1
2
,
ϕ = ∆2 = ∆F −∆CFN , (5.17)
τ =
1
e(LC
CFN
∆ −∆CFN )
=
1
e
1
2
∆1
, (5.18)
β =
ω
ν2
, (5.19)
ν2 =
|ΣF | 12
|ΣCFN | 12
(5.20)
et ω = p(D=CFN)
p(D=F )
.
Ainsi, nous pouvons constater que LPCFN∆ correspond a` une fonction logis-
tique f(ϕ).
Ceci se justifie par le fait que τ est un re´el positif (un exponentiel est par
de´finition positif), ainsi que β dont le rapport des probabilite´s a priori non
nuls et le rapport des de´terminants (les matrices de variance-covariance sont
par de´finition des matrices syme´triques semi-de´finies positives non de´ge´ne´re´es)
sont positifs.
La courbe repre´sentative de cette fonction logistique (courbe en S) a pour
asymptote LPCFN∆ = 0, LP
CFN
∆ = τ , et centre de syme´trie le point d’inflexion
de cordonne´es suivant :
I =
( ln(β)
γ
,
τ
2
)
=
(
ln(β),
τ
2
)
(5.21)
Il est e´vident que les quatre variables τ, γ, ϕ, β influencent, a` leur manie`re, la
forme et l’e´volution que la courbe de la fonction peut prendre. Ainsi, il serait
judicieux de les e´tudier afin de de´terminer quelles valeurs celles-ci peuvent
prendre et comment elles influencent la limite LPCFN∆ . Pour e´tablir ceci, il est
ne´cessaire d’e´tudier la fonction (5.16). Cette fonction nous permet de de´finir
ou de ge´ne´raliser diffe´rentes configurations permettant de discriminer entre les
deux classes CFN et F .
Pre´ce´demment, nous avons vu que pour de´tecter des fautes sous re´seaux
Baye´siens, il fallait discriminer entre deux classes Gaussiennes de´crivant l’e´tat
de fonctionnement du syste`me : l’une de´crivant son fonctionnement nominal
et l’autre son e´tat de fonctionnement anormal. Toutefois, il est ge´ne´ralement
difficile ou impossible de donner une distribution permettant de de´crire de fa-
c¸on globale les diffe´rentes fautes pouvant survenir dans le syste`me. Dans le
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chapitre pre´ce´dent, nous avons choisi, au lieu de chercher a` faire une approxi-
mation par une distribution Gaussienne donne´e, de l’ajuster de sorte a` ce que
nous puissions prendre une de´cision. En effet, nous l’avons restreint a` une dis-
tribution Gaussienne de´finie avec une moyenne semblable a` celle de la classe de
fonctionnement normal mais avec une plus grande variabilite´. Cette diffe´rence
de variabilite´ est due a` un coefficient c introduit venant augmenter la matrice
de variance-covariance de la classe de fonctionnement normal. En fonction de
l’e´criture donne´e dans (5.16) nous pouvons en de´duire la limite de probabilite´
obtenue dans le chapitre pre´ce´dent.
En effet, en conside´rant que la distribution de la classe F est de´duite a`
partir des parame`tres de la distribution de classe CFN estime´e a` partir des
donne´es, alors p(x∗) dans (5.6) peut eˆtre calcule´e. E´tant donne´ cela, (5.7) s’e´crit
comme ceci :
x ∈ Ck, si p(D = Ck|x) ≥ p(D = Ck)p(x
∗|D = Ck)
p(x∗)
≥ LPCk∆ (5.22)
ou` Ck ∈ {CFN,F}.
Ainsi, en faisant l’hypothe`se que la matrice de variance-covariance de la
classe faute est fonction de celle de la classe de fonctionnement normal, nous
pouvons e´crire le terme quadratique de la distribution de la classe faute en
fonction de celui de la distribution de la classe de fonctionnement normal.
Ainsi, de (5.16), nous pouvons e´crire :
ϕ = ∆F −∆CFN = ν1LCCFN∆ − LCCFN∆
= (ν1 − 1)LCCFN∆ (5.23)
ou` ∆CFN = LC
CFN
∆ pour tout x = x
∗. ∆F est alors une fonction line´aire en
LCCFN∆ (une fois calcule´e, elle est fixe´e), ν1 est un coefficient (un nombre re´el)
diffe´renciant les deux classes de fonctionnement. Notons e´galement que pour
toute observation x∗ on a :
∆1 = ∆CFN − LCCFN∆ = 0 (5.24)
A partir de (5.23) et (5.24), nous obtenons l’e´criture (5.25) donne´e ci-
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dessous de (5.16) :
LPCFN∆ =
1
1 + βe−
1
2
(ν1−1)LCCFN∆
=
1
1 + βe−γ1ϕ1
(5.25)
avec τ = 1 dans (5.18), et
γ1 =
1
2
(ν1 − 1), (5.26)
ϕ1 = LC
CFN
∆ (5.27)
Il est e´vident qu’a` partir de (5.25) nous pouvons en de´duire la limite de
probabilite´ ζCFN∆ (voir (4.13)) en posant ν1 =
1
c
. En conside´rant cela, (5.16)
correspond a` une fonction logistique f(ϕ1) avec comme asymptotes LP
CFN
∆ =
0, LPCFN∆ = 1 et un centre de syme´trie :
I =
(− mc
1− c ln(ωc),
1
2
)
(5.28)
ou` m est la dimension de la variable x.
Cette configuration peut poser des proble`mes nume´riques lie´s a` la statis-
tique quadratique mise en place et sa limite de controˆle LCCFN∆ lui correspon-
dant, nombre de variables, nombre d’e´chantillons disponibles de fonctionne-
ment normal, niveau de signification α, et ainsi que le choix du c.
Ce dernier parame`tre, non lie´ au syste`me, peut eˆtre varie´ a` notre guise, et
influe sur le calcul des probabilite´s a posteriori ainsi que sur la limite proba-
biliste calcule´e. Il peut alors eˆtre pose´ afin de re´guler ces dernie`res. En effet,
il doit eˆtre choisi de sorte a` e´viter que la limite et les probabilite´s a` poste-
riori n’atteignent les asymptotes de la fonction ge´ne´re´e, pouvant conduire a`
des proble`mes nume´riques rendant la prise de´cision peu pre´cise. En d’autres
termes, la configuration de la classe de fautes doit tenir compte des diffe´rents
parame`tres pour e´viter tout proble`me nume´rique. Par exemple, on peut poser
la limite probabiliste LPCFN∆ et rechercher le c lui correspondant.
Toutefois, d’autres hypothe`ses peuvent eˆtre e´mises afin de de´velopper des
limites nous permettant e´galement de re´aliser la de´tection. En effet, en de´ve-
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loppant le terme ϕ dans (5.16), nous pouvons le re´e´crire comme ceci :
ϕ = ∆F −∆CFN = f(x)− a (5.29)
On peut voir qu’il correspond a` une fonction quadratique en x, ou` :
f(x) = xTΣx+ 2xTh, (5.30)
a = µTCFNΣCFNµCFN − µTFΣFµF (5.31)
avec
Σ = Σ−1F − Σ−1CFN , (5.32)
h = Σ−1CFNµCFN − Σ−1F µF (5.33)
En fonction de (5.30), on peut e´crire (5.16) comme ceci :
LPCFN∆ = τ ·
1
1 + ω
ν2
e−
1
2
(f(x)−a)
= τ · 1
1 + ω
ν2
e
1
2
ae−
1
2
f(x)
= τ · 1
1 + β2e
− 1
2
ϕ2
(5.34)
avec
ϕ2 = f(x), (5.35)
β2 = e
lnβ+ 1
2
a (5.36)
Cette fonction logistique a pour asymptotes LPCFN∆ = 0, LP
CFN
∆ = τ , et
un centre de syme´trie : le point d’inflexion avec comme cordonne´es :
I =
(
ln(β) +
1
2
a,
τ
2
)
(5.37)
A` partir de (5.34) plusieurs configurations possibles peuvent eˆtre envisage´es
pour de´finir les parame`tres ΣF et µF , et ainsi que les limites de probabilite´s
nous permettant de faire de la de´tection. Notons qu’en fonction des parame`tres
choisis, les termes dans f(x) non de´pendants de x sont amene´s vers a tout en
faisant e´voluer f(x). Ceci conduit a` diffe´rentes fonctions logistiques ayant les
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meˆmes asymptotes.
Par ailleurs, l’e´criture (5.34) de LPCFN∆ peut nous permettre d’utiliser un
autre type de re´seau Baye´sien pour la de´tection de fautes. Pour voir cela, nous
posons ΣCFN = ΣF . Ainsi, la matrice Σ devient nulle et f(x) line´aire en x.
L’e´quation (5.34) peut alors s’e´crire :
LPCFN∆ = τ ·
1
1 + ω
ν2
e
1
2
ae−xT h
= τ · 1
1 + β2e−ϕ3
(5.38)
ou`
ϕ3 = x
Th = xTΣ−1CFN(µCFN − µF ) (5.39)
Sous cette configuration, une prise de de´cision peut eˆtre e´tablie en com-
parant la limite LPCFN∆ , e´tant donne´e une observation x, a` la probabilite´ a
posteriori p(D = CFN |x) ou` D prend les meˆme valeurs, CFN , F , que la
variable D utilise´e pre´ce´demment. p(D = CFN |x) peut s’e´crire comme ci-
dessous :
p(D = CFN |x) = p(D = CFN)p(x|D = CFN)
p(D = CFN)p(x|D = CFN) + p(D = F )p(x|D = F )
=
1
1 + e−xTΣµ+ln(β2)
(5.40)
Cette e´criture de p(D = CFN |x) peut eˆtre vue comme une fonction soft-
max pouvant s’e´crire comme ceci :
p(D = CFN |x) = σCFN(x) = e
w1xT+b1
ew1x+b1 + ew2x+b2
(5.41)
ou` w1 et b1 sont nulles et
w2 = −(Σ−1CFN(µCFN − µF ))T , (5.42)
b2 = ln(β2) (5.43)
avec
p(D = F |x) = σF (x) = 1− σCFN(x) (5.44)
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Figure 5.5 – De´tection dans un re´seau Baye´sien ayant un noeud softmax
Ainsi, sur un re´seau comme celui pre´sente´ dans la ﬁgure (5.5), une de´ci-
sion peut eˆtre prise sur la pre´sense d’une faute, e´tant donne´e une nouvelle
observation, selon la re´gle suivante :
x ∈ Ck, si p(D = Ck|x) ≥ LPCkΔ , Ck ∈ CFN,F (5.45)
Δ
t-1
Δ
t
z z
x x
Δ Δ
Instants :
Figure 5.6 – Un re´seau Baye´sien combinant une carte MEWMA et d’autres
statistiques quadratiques
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Le re´seau Baye´sien propose´ dans la figure (5.5) pour la de´tection de fautes
est compose´ d’un noeud discret softmax D et un noeud continu ayant la parti-
cularite´ d’eˆtre non cache´ (x, toujours observe´). Ce noeud discret softmax peut
eˆtre une solution au proble`me pre´sente´ pre´ce´demment dans le cas de la carte
MEWMA (voir section III.2). En effet, en remplac¸ant les noeuds de de´cision
par ces noeuds dans le re´seau Baye´sien dynamique propose´ pre´ce´demment,
nous pourrions e´viter donc d’avoir des me´langes de Gaussiennes et donc obte-
nir une infe´rence exacte. Aussi, dans ce sens, nous pourrions tenter e´galement,
par exemple, la combinaison sur un seul re´seau d’une carte MEWMA et, par
exemple, la statistique T2. Le re´seau Baye´sien dynamique correspondant a` de
tels combinaisons de statistiques quadratiques est donne´ dans la figure 5.6.
II.3 De´tection et diagnostic simultane´s de fautes
De fac¸on ge´ne´rale, sous l’e´criture (5.11), nous proposons une limite de pro-
babilite´ nous permettant de faire de la de´tection et du diagnostic sous un re´seau
Baye´sien (Atoui et al., 2015b) comme celui pre´sente´ dans la figure 5.4. Afin
de montrer les avantages de la me´thode propose´e, nous l’illustrons dans un
exemple de simulation d’un syste`me bivarie´e, avec trois classes : une classe re-
pre´sentant l’e´tat de fonctionnement normal CFN , et deux autres classes pour
deux fautes syste`mes : F1 et F2. Les parame`tres de chaque classe obtenus apre`s
apprentissage sont de´finis de la sorte :
µCFN =
(
12
5
)
, ΣCFN =
(
1 0.2
0.2 2
)
,
µF1 =
(
5
5
)
, ΣF1 =
(
1 0.5
0.5 2
)
,
µF2 =
(
19
5
)
, ΣF2 =
(
2 0.3
0.3 0.5
)
Dans cet exemple, nous conside´rons la statistique quadratique de Hotelling
T2. La limite statistique lui correspondant est e´gale a` χ2α lorsque un nombre
suffisant de donne´es est disponible. A partir des donne´es CFN , et un niveau
de signification (α = 1%) choisi, LPCFN
T2
peut eˆtre de´duite.
Ainsi, pour une observation x de x, nous proposons de faire de la de´-
tection et du diagnostic sous un seul re´seau Baye´sien suivant cette re`gle :
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Figure 5.7 – De´tection et diagnostic classique
si p(D = CFN |x) ≥ LPCFN∆ alors x appartient a` la classe CFN , sinon parmi
les autres classes, la classe avec la probabilite´ a posteriori maximale est prise
en conside´ration.
La figure 5.7 repre´sente la de´cision du classifieur n’inte´grant pas la limite
LPCFN∆ dans la classe CFN . La figure 5.8 illustre les limites de de´cisions
contournant chaque classe de´finie par le classifieur pre´ce´dent augmente´ par
la re´gle propose´e. Dans cette dernie`re figure 5.8, nous pouvons observer la
de´cision du classifieur propose´ avec les limites probabilistes. Nous remarquons
clairement que la classe CFN est maintenant repre´sente´e par une ellipse. La
taille de cette ellipse de´pend de la valeur de α. Ainsi, nous pouvons voir que
la limite LPCFN∆ permet de respecter un taux de fausse alarme fixe´, et au
classifieur de faire de la de´tection et du diagnostic.
Afin de tester les performances de la me´thode en termes de diagnostic, nous
proposons de la tester sur un syste`me complexe : le Tennessee Eastman Process
(TEP). Nous avons pris en compte 3 types de fautes : les fautes 2, 10 et 14
(voir la figure 5.9). E´videmment, la classe de fonctionnement normal (CFN)
est aussi prise en compte. Comme indique´ dans la figure 5.9, chaque classe
est associe´e a` deux ensembles de donne´es : un ensemble d’apprentissage et un
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Figure 5.8 – De´tection et diagnostic de fautes inte´grant la limite probabiliste
de CFN
ensemble de test, comportant chacun respectivement 480 et 800 observations.
Classe Type de faute
Donne´es
d’apprentis-
sage
Donne´es
de test
CFN
classe de fonctionne-
ment normal
480 800
F2
saut dans la composi-
tion en B
480 800
F10
variation ale´atoire
dans la tempe´rature
d’alimentation en C
480 800
F14
blocage de la valve du
liquide de refroidisse-
ment du re´acteur
480 800
Figure 5.9 – Description de l’ensemble de donne´es
Premie`rement, nous avons applique´ le re´seau Baye´sien classifieur classique
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sans les limites probabilistes. Dans ce cas, les re´sultats de classification des
3200 observations de test sont pre´sente´s dans la matrice de confusion de la
figure 5.10.
La figure 5.10 nous donne la possibilite´ de voir comment la discrimination
entre les diffe´rentes fautes est re´alise´e. Chaque colonne de la matrice repre´sente
les observations dans la classe pre´dite, alors que chaque ligne repre´sente les ob-
servations dans la classe actuelle. Par exemple, pour 800 observations de test
de la faute 2, la proce´dure de diagnostic donne 7 observations comme apparte-
nant a` la classe CFN , et 3 observations comme appartenant a` la faute 10, ainsi
1.25% (10/800) d’observations mal classe´es en faute 2. Concernant les quatre
classes, le taux de mauvaise classification est de 9.28% (188+71+7+3+18+10
3200
).
Classe CFN F2 F10 F14 Total
CFN 541 0 188 71 800
F2 7 790 3 0 800
F10 18 0 772 10 800
F14 0 0 0 800 800
Total 566 790 963 881 3200
Figure 5.10 – Matrice de confusion du re´seau Baye´sien classifieur
Dans ce cas, le taux de fausse alarme peut ne pas eˆtre pris en compte. En
effet, on peut voir que 259 (188 + 71) observations de CFN ont e´te´ classe´es
comme des observations en faute par le re´seau Baye´sien, et cela avec un taux de
fausse alarme de 32.37%. Un tel taux de fausse alarme n’est pas acceptable en
pratique, car il me`ne a` stopper le syste`me chaque 3 observations (en moyenne).
Dans un second temps, nous associons notre limite probabiliste de´veloppe´e
a` la probabilite´ a posteriori de la classe de fonctionnement normal. Le taux
de fausse alarme the´orique a e´te´ fixe´ a` α = 1%. La figure 5.11 repre´sente
la matrice de confusion de ce cas. Pre´ce´demment, nous avons montre´ que la
limite probabiliste associe´e a` la classe CFN permet d’augmenter la pre´cision de
la classification. Maintenant, nous allons e´tudier si la meˆme conclusion peut
eˆtre obtenue pour d’autres combinaisons des trois fautes. Afin de comparer
correctement les deux approches, nous allons calculer le taux de d’erreurs de
classification pour la CFN additionne´e a` chaque combinaison possible de 3
fautes parmi les 15 fautes connues du TEP, comme pre´sente´ dans la figure
5.12.
Nous obtenons 455 erreurs pour le re´seau Baye´sien classifieur, et 455 pour
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Deux re´sultats significatifs ne´cessitent d’eˆtre remarque´s. Premie`rement, le
taux de mauvaise classification a diminue´ : 3.63% (au lieu de 9.28%
pre´ce´demment). Ainsi, globalement, les de´cisions donne´es par le classifieur
ont e´te´ ame´liore´es. Deuxie`mement, dans ce cas, nous remarquons clairement
que la classe CFN a e´te´ controˆle´e. Nous avons re´duis conside´rablement le
taux de fausses alarmes de 32.37 % a` 6.38%. En effet, avec notre me´thode
seulement 51 observations (au lieu de 259 observations dans le cas pre´ce´dent)
ont e´te´ classe´es comme e´tant des observations en fautes (42 comme faute 10
et 9 comme faute 14).
Classe CFN F2 F10 F14 Total
CFN 749 0 42 9 800
F2 9 790 1 0 800
F10 75 0 724 1 800
F14 0 0 0 800 800
Total 833 790 767 810 3200
Figure 5.11 – Matrice de confusion de re´seau Baye´sien classifieur avec une
limite probabiliste
Error Classe 1 Classe 2 Classe 3 Classe 4 RB RB avec LP
1 CFN F1 F2 F3 0,2119 0,2469
2 CFN F1 F2 F4 0,0038 0,0194
...
...
...
...
...
...
...
454 CFN F12 F13 F15 0,2969 0,2778
453 CFN F12 F14 F15 0,2722 0,2406
455 CFN F13 F14 F15 0,2794 0,2478
Figure 5.12 – Erreurs de classification pour les diffe´rentes combinaisons du
CFN + 3 fautes
le re´seau Baye´sien classifieur inte´grant la limite probabiliste a` la classe CFN .
Les re´sultats sont donne´s dans la figure 5.13.
La figure 5.13 donne la moyenne et l’e´cart-type de l’erreur des deux classi-
fieurs, un re´seau Baye´sien classifieur classique et un re´seau Baye´sien classique
avec une limite probabiliste (LP ), calcule´es pour 455 combinaisons de 3 fautes.
Nous pouvons voir que l’erreur est moindre avec le re´seau Baye´sien inte´grant
la limite probabiliste a` la classe CFN .
Classifieur Moyenne des erreurs E´cart-type des erreurs
RB 0.1841 0.1464
RB avec LP 0.1782 0.1452
Figure 5.13 – Moyennes et e´cart-types des erreurs du classifieur
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Afin de confirmer ce re´sultat, nous appliquons un test d’hypothe`se compa-
rant les deux populations d’erreurs (comparaison des deux moyennes). Nous
avons utilise´ le test de Wilcoxon a` rang signe´. Pour ce test, e´tant donne´ l’hypo-
the`se nulle que les moyennes des 2 populations sont conside´re´es comme e´gales,
nous avons trouve´ une p-value de 7.23E−09. Nous concluons que la diffe´rence
de performance entre les deux me´thodes est significative. En moyenne, la dif-
fe´rence est de 0.59%. Ainsi, nous pouvons dire que pour l’application TEP,
inte´grer la limite probabiliste permet de prendre de meilleurs de´cisions.
Ainsi, nous avons pre´sente´ le calcul d’une limite probabiliste (pour garantir
un certain taux de fausses alarmes) qui peut eˆtre utilise´ dans un re´seau Baye´-
sien classifieur inte´grant les diffe´rentes fautes du syste`me, mais aussi la classe
CFN . L’inte´reˆt de la limite probabiliste est de rendre le re´seau Baye´sien classi-
fieur capable de ge´rer un test base´ sur une statistique ∆. Les re´sultats obtenus
sur le TEP montrent toute l’importance et la plus-value d’utiliser l’approche
propose´e.
II.4 Diagnostic de fautes augmente´ par un rejet de dis-
tance
Nous avons vu qu’avec un re´seau Baye´sien classifieur, nous sommes capables
de faire de la de´tection ou du diagnostic de fautes ou les deux simultane´ment.
Cependant, en pratique, les diffe´rentes classes de fautes peuvent ne pas de´crire
tous les e´tats possibles de dysfonctionnement qu’un syste`me donne´ peut avoir.
De plus, dans certain cas, il n’est pas possible d’obtenir des donne´es sur un
e´tat de fonctionnement car il est rare ou bien cet e´tat ne s’est jamais produit
auparavant.
De meˆme, il n’est pas toujours possible d’identifier le nombre exact de
de´faillances possibles pouvant alte´rer l’e´tat de fonctionnement du syste`me a`
un moment donne´. Ainsi, selon (Dubuisson, 2001) cela justifie le fait de devoir
de´cider, dans le contexte de la reconnaissance de formes, sans avoir une vue
exhaustive du nombre d’e´tats. Ainsi, nous pouvons prendre une de´cision et
dire que l’origine ou la cause d’une nouvelle observation est due a` une classe
de faute alors qu’il se peut que cette observation ne lui appartienne pas.
Il serait inte´ressant dans de tels classifieurs Baye´siens de pouvoir de´cider
lorsqu’une observation (pouvant eˆtre aberrante) n’appartient pas vraiment a`
la classe ayant la plus grande probabilite´ a posteriori. Pour reme´dier a` cela,
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nous augmentons le classifieur par une nouvelle classe de fautes repre´sentant les
diffe´rentes fautes inconnues ou non classe´es (nouveau type de fautes survenu).
Nous nommerons une telle classe : classe de Fautes Non Connues FNC.
Ainsi sur un re´seau Baye´sien de´die´ au diagnostic, comme celui pre´sente´ dans
la figure 5.4, nous proposons une nouvelle re`gle de de´cision afin de tenir compte
de cela. En d’autres termes, nous voudrions diviser l’espace de de´cision de sorte
a` avoir un sous espace supple´mentaire a` ceux consacre´s aux diffe´rentes classes
de´finies dans le re´seau Baye´sien classifieur. Ce nouvel espace est consacre´ a` la
classe FNC. Ainsi, tout ce qui n’appartient pas aux diffe´rentes classes de´finies
appartient a` celui-ci. Une observation donne´e appartiendra a` la classe FNC si
elle est e´loigne´e ou n’appartient pas aux zones de de´cisions de´die´es aux autres
classes obtenues lors de l’apprentissage. Pour avoir une ide´e encore plus pre´cise
du rejet de distance, conside´rons une classe de faute de´finie e´tant donne´ un
ensemble de donne´es d’apprentissage lui correspondant. En construisant une
carte de controˆle a` partir de cet ensemble, nous de´cidons comme ceci pour
une observation donne´e : si la statistique ou l’indice est infe´rieur a` la limite
de controˆle, alors l’observation appartient a` la faute sinon elle appartient a`
l’hypothe`se alternative car elle est e´loigne´e statistiquement de la zone de´finie
pour la classe de faute. La dernie`re de´cision menant a` l’hypothe`se alternative
peut eˆtre vue comme un rejet de distance.
Rappelons que sous ce type de re´seau Baye´sien, nous pouvons mode´liser
l’analyse discriminante comme on peut de´finir des cartes de controˆle (test sta-
tistique) sur chaque classe. Ainsi, nous disposons des probabilite´s a posteriori
de chaque classe apre`s classification ainsi que deux re`gles de de´cision permet-
tant de diffe´rencier la classification et le test statistique. En fonction de cela,
nous allons voir comment tenir compte du rejet de distance sur ce type de
re´seau.
Dans un premier temps, pour une nouvelle observation, nous calculons la
probabilite´ a posteriori correspondant a` chaque classe. Ensuite, nous calculons
pour chaque classe la limite probabiliste lui correspondant, ainsi qu’au test
statistique e´tabli avec un niveau de signification α. Nous de´cidons, e´tant donne´e
une nouvelle observation, suivant les re`gles mentionne´es ci-dessous :
— de´tection : si la probabilite´ a posteriori de la classe CFN respecte la
limite lui correspondant alors l’observation de´crit un fonctionnement
normal.
— diagnostic : sinon,
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— si l’observation respecte la limite associe´e a` la classe de fautes ayant
la plus grande probabilite´ a posteriori alors l’observation de´crit un
fonctionnement anormal et appartient a` cette classe.
— sinon , l’observation est conside´re´e comme faisant partie d’une nou-
velle classe non de´finie CND.
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Figure 5.14 – De´tection et diagnostic de fautes augmente´s par le rejet de
distance
Ainsi, en inte´grant le rejet de distance, nous pouvons constater le chan-
gement des limites de de´cisions discriminantes entre les diffe´rentes classes.
Chaque classe est isole´e statistiquement des autres classes e´tant donne´ son
ensemble d’apprentissage. Sous l’hypothe`se de normalite´ les observations de
chaque classe appartiennent a` une ellipso¨ıde, voir la Figure 5.14.
III Propositions de structures de re´seau Baye´-
sien
Dans cette section nous allons pre´senter une famille de re´seaux Baye´siens
pouvant eˆtre utilise´s pour la de´tection et le diagnostic de fautes. Ensuite, nous
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allons de´velopper un cadre probabiliste permettant de les associer.
III.1 Mode`les Gaussiens pour le diagnostic de fautes
Certains re´seaux Baye´siens peuvent eˆtre utilise´s pour la classification mais
aussi pour la de´tection et le diagnostic de fautes (avec ou sans rejet de dis-
tance). Ces re´seaux Baye´siens sont vus comme une repre´sentation graphique
de me´thodes de classification a` base de mode`le probabiliste.
Parmi ces re´seaux, l’un des plus intuitif est le re´seau Baye´sien na¨ıf semi
condense´ (voir figure 5.4). Ce re´seau donne la probabilite´ a posteriori de l’ap-
partenance d’une nouvelle observation de la variable examine´e a` une des classes
connues conside´re´es. Rappelons que ce re´seau Baye´sien correspond a` l’analyse
discriminante quadratique et peut eˆtre utilise´ pour la de´tection et le diagnostic
de fautes dans les syste`mes.
Cependant, ce genre de re´seau peut poser des proble`mes par exemple lors
de la pre´sence d’un ensemble de donne´es de grande dimension, d’un nombre
limite´ de donne´es par classe, etc. En effet, cela est duˆ en grande partie aux
proble`mes lie´es a` l’inversion des matrices de variance-covariance pouvant eˆtre
singulie`res ou mal estime´s. Pour e´viter ces proble`mes un bon nombre de me´-
thodes ont e´te´ adopte´es. La plupart portent sur la modification des matrices
de variance-covariance (e.g. re´e´criture, pe´nalisation, l’utilisation de la pseudo
inverse de Moore-Penrose, etc.). Ces me´thodes sont dites techniques de re´gu-
larisation (Bouveyron, 2013; Thomaz et al., 2004; Mkhadri et al., 1997). Bien
e´videment, le re´sultat de l’application de ces me´thodes peut eˆtre repre´sente´
sous un re´seau Baye´sien comme celui pre´sente´ dans 5.4. Ce re´seau Baye´sien
peut eˆtre couteux en termes de nombre de parame`tres a` estimer. Cela conduit
parfois a` son sur-apprentissage. Pour reme´dier a` cela, on peut s’appuyer sur
les diffe´rentes approches alternatives propose´es dans le cadre de l’analyse dis-
criminante quadratique. Comparativement a` celle-ci, ces approches sont bien
e´videment moins couˆteuses en terme de nombre de parame`tres a` estimer mais
elles sont, dans la plupart des cas, moins performantes. Toutefois, ge´ne´rale-
ment, elles proposent un compromis entre couˆt et efficacite´. Ces approches
e´mettent des hypothe`ses (des contraintes, par exemple l’e´galite´ des matrices
de variance-covariance (voir e.g. l’e´quation (5.46)), donnant lieu a` une Analyse
Discriminante Line´aire, afin d’estimer le moins de parame`tres possibles) sur
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les parame`tres des classes (Bouveyron et al., 2007).
Σ =
(N1 − 1)Σ1 + · · ·+ (NK − 1)ΣK
N −K (5.46)
ou` N1, NK sont respectivement le nombre d’e´chantillons dans la classe C1 et
CK , avec N = N1 + · · ·+NK .
Ces solutions peuvent eˆtre re´e´crites et ge´ne´ralise´es a` partir de la de´com-
position en valeurs propres des matrices de variance-covariance (Celeux and
Govaert, 1995), correspondant a` chaque classe Ck d’un re´seau Baye´sien na¨ıf
semi condense´, donne´e ci-dessous :
ΣCk = λCkDCkACkD
T
Ck
(5.47)
ou` DCk correspond a` la matrice des vecteurs propres, ACk est une matrice
diagonale proportionnelle aux valeurs propres et λCk correspond a` un scalaire.
Dans le meˆme contexte que ces approches, nous pouvons utiliser les re´seaux
Baye´siens pre´sente´s dans le chapitre 2, ou` on vient intervenir sur la structure
du re´seau en terme de relations d’inde´pendances conditionnelles (un re´seaux
Baye´siens na¨ıf ou d’autres augmente´s (Nielsen and Jensen, 2009)) pour re´duire
le nombre de parame`tres a` estimer.
Les re´seaux Baye´siens pre´sente´s jusqu’a` pre´sent correspondent a` des diffe´-
rentes de´clinaisons du re´seau fourni dans la figure 5.4 que ce soit en termes
de parame`tres ou de structures. Tous traitent directement les observations
sans re´duire leurs dimensions ou les transformer, c’est a` dire sans avoir re-
cours a` une autre repre´sentation des donne´es observe´es. Toutefois, ces re´seaux
peuvent eˆtre utilise´s pour la de´tection et le diagnostic de fautes (avec ou sans
rejet de distance). Pour cela, il suffit de comparer les probabilite´s a poste-
riori des diffe´rentes classes, entre elles et/ou avec les limites probabilistes leurs
correspondants de´duites de (5.11).
D’autres solutions peuvent eˆtre utilise´es afin de re´duire le nombre de para-
me`tres a` estimer. Ces solutions correspondent a` des me´thodes de classification
augmente´es par d’autres me´thodes de re´duction de dimensions. Ces dernie`res
essayent de trouver un espace de dimension re´duit, conservant les informa-
tions capitales de l’espace original, sur lequel la discrimination est effectue´e.
Certaines de ces solutions peuvent eˆtre traduites et exprime´es sous le mode`le
line´aire, ge´ne´rant des observations inde´pendantes et identiquement distribue´es,
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donne´ ci-dessous :
xCk = ACkz + µCk + , (5.48)
 ∼ N (0; ΨCk), (5.49)
z ∼ N (0; I), (5.50)
x|z,D = Ck ∼ N (ACkz + µCk ; ΨCk) (5.51)
ou` ACk est la matrice de projection correspondant a` chaque classe Ck et z est
une variable cache´e repre´sentant les projections de x dans un nouvel espace
de dimension a.  est un bruit Gaussien centre´ avec une matrice de variance-
covariance diagonale ΨCk associe´e a` chaque classe. La densite´ marginale de x
peut eˆtre donne´e et de´duite a` partir de l’e´quation suivante :
p(x) =
∫ K∑
k=1
p(Ck)p(z|D = Ck)p(x|z,D = Ck)dz (5.52)
En posant ACk comme l’ensemble des a, a < m, vecteurs propres associe´s
a` chaque classe Ck, et ΨCk = Ψ, ou` Ψ est une matrice diagonale commune a`
toutes les classes, le mode`le donne´ dans (5.48) correspond a` une mixture d’ana-
lyse factorielle (Ghahramani et al., 1996). Cette mixture attribue un mode`le
d’analyse factorielle a` chaque classe Ck. Une mixture d’analyse en composantes
principales peut eˆtre obtenue en conside´rant Ψ = vI, avec v ≈ 0. D’autres
mixtures, me´lange de mode`les de projection line´aire, peuvent eˆtre e´galement
de´cline´s en rede´finissant les matrices ACk et ΨCk ou en contraignant et para-
me´trant leurs structures (Bouveyron, 2013; Montanari and Viroli, 2010; Baek
et al., 2010; Mcnicholas and Murphy, 2008; Bouveyron et al., 2007; Yoshida
et al., 2006, 2004).
Le mode`le fournie dans (5.48) correspond au re´seau Baye´sien pre´sente´ dans
la figure (5.15). Ce re´seau peut eˆtre utilise´ pour la de´tection et le diagnostic
simultane´s de fautes (avec ou sans rejet de distance). Pour cela, il faut de´ter-
miner la limite probabiliste LPCk∆ correspondant a` la statistique quadratique
∆ surveillant x sachant la classe Ck. Cette dernie`re peut eˆtre de´veloppe´e et de´-
duite a` partir de l’e´criture suivante de la meˆme manie`re que l’e´quation (5.11) :
LPCFN∆ =
p(D = CFN)p(z)p(x∗|z,D = CFN)
p(x)
(5.53)
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Ainsi, pour de´terminer l’appartenance statistique d’une nouvelle observation
x a` une classe Ck on proce`de comme ceci :
si p(D = Ck|x) ≥ LPCk∆ Alors : x ∈ Ck sinon x /∈ Ck (5.54)
ou` p(D = Ck|x) ∝ p(D = Ck)
∫
p(z)(p(x|z,D = Ck)dz.
D
D
CFN F1 . . . FK−1
p(CFN) p(F1) . . . p(FK−1)
z z ∼ N (µz; Σz)
x
D x
CFN zCFN ∼ N (µxCFN ; ΣxCFN)
...
...
F1 zF1 ∼ N (µxF1 ; ΣxF1)
...
...
FK−1 xFK−1 ∼ N (µxFK−1 ; ΣxFK−1)
Figure 5.15 – Un re´seau Baye´sien classifieur conside´rant le noeud observe´ x
comme e´tant fonction d’une variable Gaussienne cache´e z, et un bruit Gaussien
 pour chaque classe Ck
La classification supervise´e avec ce type de re´seau et de mode`le augmente´
par une me´thode de re´duction de donne´es peut ne pas eˆtre efficace. En effet,
il se peut que les informations conserve´es (le nouvel espace de discrimination)
ne soit pas toujours convenables, cohe´rentes et optimales pour la me´thode de
classification utilise´e (Bouveyron, 2013). En effet, re´duire la dimension de l’es-
pace des observations peut parfois engendrer une perte d’informations pouvant
eˆtre utile pour la classification et donc pour le diagnostic.
Une alternative aux me´thodes de re´duction de donne´es est l’utilisation de
me´thodes de se´lection de variables (Verron et al., 2008a). Ces me´thodes re´-
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duisent la dimension de l’espace original en maintenant les variables les plus
discriminatoires sachant le classifieur utilise´ (Dash and Liu, 1997; Kohavi and
John, 1997).
D’autres substitutions aux me´thodes de re´duction de donne´es peuvent eˆtre
e´galement utilise´es. Parmi ces me´thodes, les me´thodes dites de sous espace
pour la classification. Ces me´thodes de´finissent un sous espace de discrimina-
tion de petite dimension comparativement a` l’espace original sans pour autant
re´duire la dimension de de´part. En d’autres termes, ils utilisent le sous es-
pace et l’espace original pour faire de la classification. Parmi ces me´thodes,
l’analyse discriminante de Fisher (Duda et al., 2001). Dans (Bouveyron and
Brunet, 2012), les auteurs proposent une repre´sentation probabiliste de cette
dernie`re. Le mode`le propose´, contrairement aux mode`les vues pre´ce´demment,
repre´sente l’espace original de chaque classe comme une fonction line´aire d’un
espace cache´ commun a` toutes les classes. Cette espace de dimension d est as-
sume´ comme e´tant le plus discriminatoire contrairement, par exemple, a` celui
de l’analyse en composantes principales maximisant la variance projete´e. Le
mode`le lui correspondant peut eˆtre de´fini comme ceci, lorsque K < m :
xCk = UzCk +  (5.55)
ou` z ∈ E, E ⊂ Rm, E est un sous-espace conside´re´ comme le plus discrimi-
nant de dimension d ≤ K − 1 et U est une matrice orthogonale commune
aux diffe´rentes classes conside´re´es.  suit la distribution normale N (0; ΓCk) et
mode´lise l’information non discriminante contrairement a` z qui suit lui aussi
une distribution Gaussienne pour chaque valeur de ses parents :
z|D = Ck ∼ N (µzCk ,ΣzCk) (5.56)
Ainsi, la distribution marginale de x, e´tant donne´e la classe Ck, p(x|D = Ck),
correspond a` une Gaussienne avec comme moyenne :
mCk = Uµ
z
Ck
(5.57)
et matrice de variance-covariance :
SCk = UΣ
z
Ck
UT + ΓCK (5.58)
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ou`
x|z,D = Ck ∼ N (µxCk ,ΣxCk), (5.59)
µxCk = Uz, (5.60)
ΣxCk = ΓCK (5.61)
Ce mode`le propose´ par les auteurs est de´fini de sorte a` ce que UΓCKU
T = 0
et V ΓCKV
T = βCkI ou` V est le comple´ment orthogonal de U et W = [U, V ].
Ceci donne lieu a` ∆Ck = W
TSCkW , un bloc diagonal pouvant eˆtre e´crit comme
ceci :
δCk = diag(Σ
z
Ck
, βCkI) (5.62)
ou` I est de dimension Rm−d×m−d. Ceci signifie que les sous-espaces, discrimi-
nant et non-discriminant, sont orthogonaux.
A partir de ce mode`le, plusieurs autres mode`les peuvent eˆtre de´duits en re-
laxant ou ajoutant des contraintes a` ces parame`tres (e.g. relaxer βCk , contraindre
ΣCk , etc.). Ce mode`le peut eˆtre repre´sente´ sous un re´seau Baye´sien comme celui
pre´sente´ dans la figure 5.16.
Ce re´seau Baye´sien peut eˆtre a` son tour eˆtre utilise´ pour la de´tection et le
diagnostic simultane´s de fautes (avec ou sans rejet de distance). De la meˆme
manie`re que les re´seaux pre´ce´dents, pour de´cider statistiquement sur l’appar-
tenance d’une nouvelle observation x a` une classe Ck il est ne´cessaire de de´finir
la limite probabiliste lui correspondant comme ceci :
LPCk∆ =
p(D = Ck)p(z|D = Ck)p(x∗|z,D = Ck)
p(x)
(5.63)
Cette limite correspond a` une statistique quadratique ∆ surveillant la va-
riable x. A partir de LPCFN∆ une de´cision est prise suivant la re`gle ci-dessous :
si p(D = Ck|x) ≥ LPCk∆ Alors : x ∈ Ck sinon x /∈ Ck (5.64)
ou` p(D = Ck|x) ∝ p(D = Ck)p(x|D = Ck).
Le re´seau donne´ dans 5.16 permet de ge´ne´raliser d’autres me´thodes de pro-
jection/transformation line´aire de donne´es en modifiant les matrices composant
le re´seau ou contraindre leurs structures. Par exemple, le mode`le d’analyse en
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D
D
CFN F1 . . . FK
p(CFN) p(F1) . . . p(FK−1)
z
D z
CFN z ∼ N (µzCFN ; ΣzCFN)
F1 z ∼ N (µzF1 ; ΣzF1)
... . . .
FK−1 z ∼ N (µzFK−1 ; ΣzFK−1)
x
D x
CFN xCFN ∼ N (µxCFN ; ΣxCFN)
F1 xF1 ∼ N (µxF1 ; ΣxF1)
...
...
FK−1 xFK−1 ∼ N (µxFK−1 ; ΣxFK−1)
Figure 5.16 – Un re´seau Baye´sien classifieur traitant le noeud observe´ x et le
noeud z
composantes principales utilise´ dans (Chiang et al., 2001) pour le diagnostic
de fautes (PCA1) peut eˆtre mode´lise´ par ce re´seau en posant U = A, ou` A est
la matrice de vecteurs propres estime´s a` partir de toutes les donne´es de fautes,
Γ = vI et ΣzCk = A
T
Ck
ΣCkACk .
Sous ce re´seau, des me´thodes a` base de mode`le de´die´s a` la surveillance des
syste`mes peuvent eˆtre utilise´e. Prenons, le cas des re´sidus structure´s. Ces re´si-
dus se basent une une matrice d’incidence. Cette matrice peut eˆtre repre´sente´e
par un re´seau Baye´sien (Atoui et al., 2015a; Verron et al., 2010a; Pernest˚al,
2009; Weber et al., 2008; Schwall and Gerdes, 2002). Le re´seau Baye´sien lui
correspondant exprime les relations de cause a` effet entre fautes et re´sidus.
Nous proposons de l’e´tendre afin de tenir compte de l’e´tape de ge´ne´ration des
re´sidus. Ceci correspond a` regrouper les re´sidus ainsi que les fautes dans de
noeuds joints leurs correspondant. Le re´seau pre´sente´ dans la figure 5.16 per-
met de mode´liser entie`rement une me´thode a` base de mode`le (ge´ne´ration des
re´sidus + e´valuation + isolation).
D’autre strate´gies a` base de mode`le pour l’isolation de fautes se basent
sur l’utilisation d’un banc de ge´ne´rateurs de re´sidus (Isermann, 2006). Ainsi,
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nous pouvons faire de meˆme avec un banc constitue´ de re´seaux Baye´siens
mode´lisant chacun un ge´ne´rateur de re´sidu(s) (des ge´ne´rateurs de meˆme ou
de nature diffe´rente) sensible, selon la strate´gie employe´e, a` une faute ou un
ensemble de fautes. Des bancs de re´seaux Baye´siens repre´sentant chacun une
me´thode a` base de donne´es de´die´e a` la de´tection d’une faute donne´e, peuvent
eˆtre e´galement utilise´s pour le diagnostic de fautes.
III.2 Combinaison de me´thodes pour le diagnostic de
fautes sous re´seau Baye´sien
Les diffe´rentes me´thodes, que ce soit dans le cadre de la de´tection ou du
diagnostic, mode´lise´es sous des re´seaux Baye´siens peuvent eˆtre facilement com-
bine´es. Dans ce but, nous proposons de les lier a` un noeud discret de de´cision.
En d’autres termes, en se basant sur la re`gle de Bayes on vient fusionner les dif-
fe´rentes probabilite´s obtenues par chaque me´thode ou leurs discre´tisation (e.g.
en les comparant a` des seuils ou limites de controˆles) Nous pouvons constater
la facilite´ de la manoeuvre e´tant donne´ le fait que les me´thodes associe´es sont
de meˆme nature. De plus, un re´seau Baye´sien est un outil naturel de fusion.
Le cadre propose´ peut eˆtre vu comme un re´seau Baye´sien hie´rarchique
a` deux couches. Chaque couche est caracte´rise´e par des entre´es et sorties.
Les sorties de la premie`re couche sont les entre´es de la seconde. Une couche
correspond a` un ou plusieurs re´seaux Baye´siens dans lequel on fera l’infe´rence.
En d’autres termes, dans notre cadre nous sommes amene´s a` faire de l’infe´rence
en deux temps :
— premie`re infe´rence : entre´es (observations), sorties (probabilite´s a pos-
teriori de chaque classe donne´es par chaque me´thode ou leurs transfor-
me´es).
— seconde infe´rence : entre´es (probabilite´s a posteriori de chaque classe ou
leurs transforme´es (la comparaison des probabilite´s a posteriori a` des
seuils), sorties (probabilite´s a posteriori de chaque classe).
Il est e´vident que la premie`re infe´rence est e´tablie dans chaque re´seau Baye´-
sien correspondant a` une me´thode de diagnostic donne´e. La seconde infe´rence
peut eˆtre faite dans un re´seau Baye´sien na¨ıf ou` les noeuds discrets observe´s
sont suppose´s eˆtre inde´pendants e´tant donne´ le noeud de de´cision (le noeud ra-
cine discret). Nous proposons ainsi de fusionner les de´cisions d’un nombre b de
me´thodes sous un re´seau Baye´sien classifieur compose´ uniquement de noeuds
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discrets de meˆme dimension. La table de probabilite´ conditionnelle d’un noeud
enfant du noeud racine peut eˆtre simplement, par exemple, configure´ suivant
la re`gle suivante :
— si la valeur du noeud racine correspond a` celle du noeud enfant, alors
la probabilite´ conditionnelle du noeud enfant sachant le noeud racine
est 1
— sinon 0
L’hypothe`se d’inde´pendance entre les me´thodes combine´es peut eˆtre relaxe´e
si certaines de ces me´thodes sont identifie´es ou assume´es comme e´tant non
conditionnellement inde´pendantes. Dans la figure 5.17 nous donnons un sche´ma
illustratif du cadre propose´. Toutefois, il faut noter que fusionner plusieurs
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Figure 5.17 – Cadre propose´ pour la surveillance des syste`mes
me´thodes ne permet pas force´ment d’ame´liorer la de´cision. En effet, avant de
fusionner ou combiner b me´thodes il faut s’assurer de leurs he´te´roge´ne´ite´s et
comple´mentarite´s, et e´tudier l’inte´reˆt de leur association pour plus de pre´cision
et de performance.
Par ailleurs, ce cadre probabiliste dans le cadre de la surveillance pourrait
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nous permettre de be´ne´ficier du maximum d’information disponible (donne´es
et mode`le du syste`me) sur le syste`me. Pre´ce´demment, nous avons vu qu’un bon
nombre de me´thodes a` base de donne´es ou a` base de mode`le peuvent eˆtre mo-
de´lise´es sous des re´seaux Baye´siens. Certaines d’entre elles peuvent meˆme eˆtre
utilise´es lorsque certaines observations sont manquantes (e´tant donne´ l’aspect
probabiliste des re´seaux Baye´siens). Sous ce cadre, nous pourrions associer ces
re´seaux Baye´siens, fusionner leurs de´cisions et be´ne´ficier donc de l’avantage de
chacun.
Afin d’illustrer ceci nous prenons en exemple une combinaison d’une me´-
thode a` base de donne´es, une analyse discriminante line´aire, et l’autre repre´sen-
tant une me´thode a` base de mode`le, une multitude de tests statistiques (pour
l’e´valuation des re´sidus ge´ne´re´ a` partir d’un ge´ne´rateur de re´sidus adapte´ et
ade´quat au mode`le du syste`me traite´) arrange´s e´tant donne´e une matrice d’in-
cidence. Cette association peut eˆtre justifie´e par la simple raison que les deux
me´thodes sont issues de deux classes de me´thodes employant des informations
de type diffe´rent.
La structure de la premie`re me´thode est pre´sente´e dans la figure 5.18. Il
s’agit d’un re´seau Baye´sien classifieur discriminant entre les fautes et l’e´tat
CFN (e´tat de fonctionnement normal). Le re´seau propose´ est alors compose´
d’un noeud discret Sm avec K e´tats et un noeud x joignant les m variables
du syste`me. Pour chaque e´tat Smj=1,...,K ∈ (CFN,F1, F2, . . . , FK−1), x suit une
distribution normale multivarie´e avec une moyenne µSmj et une matrice de
variance-covariance ΣSmj . Ses parame`tres sont estime´s e´tant donne´e l’hypo-
the`se de disponibilite´ d’un ensemble d’apprentissage. Comme le re´seau Baye´-
sien classifieur correspond a` une analyse discriminante line´aire, une matrice
de variance-covariance commune est de´finie pour l’ensemble des classes (voir
(5.46)).
Sm
x
Figure 5.18 – Le re´seau Baye´sien a` base de donne´es pour le diagnostic de
fautes
III. PROPOSITIONS DE STRUCTURES DE RE´SEAU BAYE´SIEN 157
Les probabilite´s a priori des e´tats du noeud Sm sont suppose´es e´quipro-
bables. Ceci est justifie´ par le fait que les donne´es de fautes sont collecte´es
une fois imple´mente´s. Ainsi, la probabilite´ a priori d’un e´tat donne´ ne peut
eˆtre exactement de´finie. Une fois le re´seau mis a` jour, e´tant donne´e une nou-
velle observation, les probabilite´s a posteriori correspondant a` chaque e´tat sont
de´termine´es. Une de´cision peut eˆtre, par exemple, prise en conside´rant l’e´tat
ayant la plus grande probabilite´ a posteriori comme ceci :
δ : x ∈ S∗mj , si j∗ = argmax
j=1,...,K
p(Smj)p(x = x|Smj)
p(x = x)
(5.65)
ou` p(Smj |x = x) est la probabilite´ a posteriori de la classe Smj e´tant donne´ x,
p(x) est la fonction de densite´ de x, p(x|Mj) est la vraisemblance et p(Smj)
est la probabilite´ a priori de Smj .
Sm
CFN F1 . . . FK−1
p(CFN) p(F1) . . . p(FK−1)
Figure 5.19 – La table de probabilite´s conditionnelles de Sm
Sm x
CFN x ∼ N (µCFN ; ΣCFN)
F1 x ∼ N (µF1 ; ΣF1)
...
...
FK−1 x ∼ N (µFK−1 ; ΣFK−1)
Figure 5.20 – La table de probabilite´s conditionnelles du noeud x
Afin d’assister le re´seau Baye´sien donne´ pre´ce´demment, une autre strate´gie
de diagnostic est conside´re´e. Au lieu d’utiliser les donne´es du syste`me, elle se
base sur un mode`le analytique a priori disponible du syste`me (une me´thode a`
base de mode`le). Le re´seau Baye´sien propose´ lui correspondant est constitue´ de
noeuds discrets F1, . . . ,FK−1, repre´sentant les diffe´rentes fautes et comportant
chacun deux e´tats (pre´sence (Oui) et non pre´sence (Non)), et de noeuds conti-
nus (des re´sidus sensibles a` Fj avec j = 1, . . . , K − 1) repre´sentant chacun une
variable Gaussienne univarie´e. Chaque arc connectant ses noeuds correspond
a` un lien entre une faute Fj et un re´sidu ri de´crit par un ”1” dans la matrice
d’incidence correspondant au syste`me traite´. Un exemple d’une matrice d’in-
cidence est donne´ par 5.21. La structure du re´seau Baye´sien lui correspondant
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est donne´e dans la figure 5.22.
CFN F1 F2 . . . FK−1
r1 0 1 0 . . . 0
r2 0 0 1 . . . 0
...
...
...
...
...
...
rn 0 0 1 . . . 1
Figure 5.21 – Un exemple d’une matrice d’incidence
F1 F2 . . . FK−1
r1 r2 . . . rn
Figure 5.22 – Le re´seau Baye´sien a` base de mode`le pour le diagnostic de
fautes
A chaque instant, ce re´seau e´value les sorties d’un ge´ne´rateur de re´sidus
(espace de parite´, observateurs, etc.) avec un niveau de signification α associe´
a` chaque classe, donnant la probabilite´ d’occurrence de chaque faute (la valeur
d’e´tat de chaque noeud Fj). En fonction de ces probabilite´s a posteriori, nous
pouvons de´tecter et isoler les diffe´rentes fautes de´crites dans la matrice d’inci-
dence (Verron et al., 2010a). Nous conside´rons uniquement les fautes simples,
les fautes multiples ne sont pas prises en compte (pour des raisons de com-
patibilite´ avec la me´thode a` base de donne´es conside´re´e dans cet exemple).
Par ailleurs, notons que comme l’e´tat de fonctionnement normal est associe´ a`
un vecteur caracte´ristique nul [0, . . . , 0]T dans n’importe quelle matrice d’in-
cidence (voir la figure 5.21), le noeud CFN n’est lie´ a` aucun autre noeud
dans le re´seau Baye´sien. Le syste`me est de´clare´ implicitement sous controˆle
(cas sans fautes) si et uniquement si aucune faute Fj n’est de´tecte´e. Nous pro-
posons d’e´tendre ce re´seau Baye´sien afin qu’il puisse exprimer explicitement
les probabilite´s d’appartenance a` une des K − 1 fautes en plus de celle de
la classe de fonctionnement normal (CFN). Pour cela, nous proposons d’in-
troduire (voir figure 5.27) un nouveau noeud discret parent Sr avec K e´tats
(CFN,F1, . . . , FK−1), connectant les K − 1 noeuds de fautes.
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Les tables de probabilite´s conditionnelles du noeud Sr et ses noeuds fils
Fj, j ∈ {1, . . . , K − 1} sont donne´es dans les figures 5.23 et 5.24.
Sr
CFN F1 . . . FK−1
p(CFN) p(F1) . . . p(FK−1)
Figure 5.23 – La table de probabilite´s conditionnelles du noeud Sr
Fj
Sr Oui Non
CFN 0 1
F1 0.5 0.5
...
...
...
Fj 1 0
...
...
...
FK−1 0.5 0.5
Figure 5.24 – La table de probabilite´s conditionnelles des noeuds Fj
La table de probabilite´s conditionnelles de chaque noeud Fj est configure´e
avec les re`gles intuitives suivantes :
— si Sr = Fj, alors il est certain (p(Fj = Oui|Sr = Fj) = 1) que l’obser-
vation appartienne a` la faute Fj ;
— si Sr = CFN , alors il est certain (p(Fj = Oui|Sr = CFN) = 0) que
l’observation se diffe´rencie de la faute Fj ;
— si Sr = Fo(o6=j) , alors aucune connaissance n’est apprise a` propos de
l’appartenance de la faute Fj, nous fixons p(Fj = Oui|Sr = Fo(o6=j)) =
p(Fj = Non|Sr = Fo(o6=j)) = 0.5, cette valeur peut eˆtre de´finie afin
d’avantager certaines fautes.
Sous le cadre probabiliste propose´, nous allons voir comment associer ces
deux me´thodes issues de deux domaines diffe´rents et ge´rer a` la fois les diffe´-
rentes variables implique´es (variables et re´sidus). Pour des raisons de clarte´ et
de ge´ne´ralite´ nous avons pre´fe´re´ utiliser directement les re´sidus ge´ne´re´s, sous
l’hypothe`se qu’ils sont issus d’un ge´ne´rateur ade´quat au proble`me formule´.
Les deux me´thodes probabilistes pre´sente´es pre´ce´demment utilisent deux
diffe´rents types d’informations. Nous pouvons imaginer que leur association
permettra aux deux me´thodes probabilistes de be´ne´ficier des avantages de
chacune et limitera a` un certain point leurs inconve´nients (e.g. lorsque les
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parame`tres ne sont pas bien estime´s, le mode`le est peu pre´cis et les re´sidus
peu fiables). Dans (Atoui et al., 2015a), cela a e´te´ teste´ sur un exemple d’une
simulation d’un chauffe-eau (Weber et al., 2008) ou` nous avons pu constater
une ame´lioration concernant la prise de de´cision.
Le chauffe-eau se compose d’un re´servoir e´quipe´ de deux re´sistances R1 et
R2. Les entre´es sont le de´bit de flux d’eau Qi, la tempe´rature de l’eau Ti et la
puissance e´lectrique de chauffage P. Les sorties sont le taux de flux d’eau Q0 et
la tempe´rature T re´gule´e autour d’un point de fonctionnement. La tempe´rature
de l’eau entrante Ti est suppose´e constante.
Figure 5.25 – Heating water system
L’objectif du syste`me est de fournir un certain de´bit d’eau a` une tempe´-
rature donne´e. Dans cette analyse, seule les fautes capteurs et composantes
sont prises en compte (K = 4) : F1 : niveau du liquide, F2 : tempe´rature sor-
tante, F3 : de´bit d’eau sortant. Le mode`le mathe´matique de´taille´ du syste`me
de chauffe-eau est pre´sente´ dans (Weber et al., 2008). En s’appuyant sur ce
dernier trois re´sidus sont ge´ne´re´s et une matrice d’incidence est e´tabli (voir
figure 5.26).
Afin d’associer les deux me´thodes, nous allons de´finir les deux couches com-
posant le cadre probabiliste. La premie`re couche contient les deux re´seaux et
permet d’obtenir, sachant de nouvelles observations, les probabilite´s a poste-
riori pour chaque valeur de chaque noeud discret de de´cision, notamment Sm
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CFN F1 F2 F3
r1 0 1 0 0
r2 0 0 1 0
r3 0 0 1 1
Figure 5.26 – Matrice d’incidence du chauffe-eau
et F1,F2,F3. Ces diffe´rentes probabilite´s obtenues sont ensuite injecte´es dans
la seconde couche sous forme d’e´vidence. Nous avons choisi d’utiliser les diffe´-
rentes probabilite´s a posteriori de chaque classe comme observations (e´vidence
virtuelle) dans le re´seau Baye´sien concerne´ par la seconde infe´rence. Rappe-
lons que le re´seau correspondant a` cette couche n’est compose´ que de noeuds
discrets. Ces noeuds discrets, dans notre exemple, repre´sentent une copie des
noeuds de sorties de la premie`re couche (noeuds de de´cision du re´seau Baye´-
sien) dont certains F1,F2,F3 sont relie´s a` un noeud Sr explicitant les diffe´rents
e´tats de fonctionnement du syste`me. En plus de ces noeuds, un nouveau noeud
discret Sr&m est rajoute´. Ce noeud permet de prendre une de´cision e´tant don-
ne´es les deux me´thodes. Il vient lier na¨ıvement les deux noeuds Sr et Sm. Dans
cet exemple, il repre´sente une variable discre`te qui a les meˆmes valeurs, K
e´tats (CFN,F1, F2, F3), que les noeuds discrets Sr et Sm.
La probabilite´ a posteriori de chaque e´tat K du noeud Sr&m, e´tant donne´
une nouvelle e´vidence virtuelle (ve) : eF = (eF 1 , eF 2 , eF3), eSm respectivement
les probabilite´s a posteriori des e´tats des noeuds F = (F1,F2,F3), Sr e´tant
donne´s les re´sidus et les observations des variables du syste`me, peut eˆtre infe´re´
comme suit (voir (Blimes, 2004; Pearl, 1986), pour plus de de´tails a` propos des
e´vidences virtuelles dans les re´seaux Baye´siens) :
p(Sr&mj = |ve)
∑
Sr
∑
F
p(Sr&mj ,Sr,Sm,F)
p(Sm,F|ve)
p(Sm,F)
=
p(Sr&mj)
∑
Sm
p(Sm|Sr&mj)eSm
∑
Sr
p(Sr|Sr&mj)
∑
F p(F|Sr)eF∑
Sm
∑
F p(Sm,F)eSmeF
(5.66)
Ainsi, une combinaison de probabilite´s est re´alise´e sous l’hypothe`se que
la me´thode a` base de mode`le et la me´thode a` base de donne´es sont condi-
tionnellement inde´pendantes sachant le noeud rajoute´. La table de probabilite´
conditionnelle du noeud rajoute´ est donne´e par la figure 5.28.
Une fois les re´seaux construits, le cadre probabiliste (les deux couches fu-
sionnant les de´cisions prises par les deux me´thodes (voir la figure 5.27)), on
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Figure 5.27 – Les diﬀe´rentes couches d’infe´rence pour la combinaison de deux
me´thodes pour l’isolation de fautes
Sr&m
CFN F1 F2 F3
p(CFN) p(F1) p(F2) p(F3)
Figure 5.28 – La table de probabilite´s conditionnelles du noeud Sr&m
vient introduire dans chaque couche l’e´vidence lui correpondant. Nous avons si-
mule´ le syste`me selon les sce´narios de´crits dans la ﬁgure 5.29. A la ﬁn de chaque
infe´rence dans la deuxie´me couche, le noeud Sr&m indique, pour chaque classe,
la probabilite´ de son occurrence. Parmi d’autres crite`res, nous choisissons celui
du maximum a posteriori. Ainsi, pour chaque instant, la classe avec la plus
grande probabilite´ a posteriori est choisie, comme ceci :
δ : ve ∈ S∗r&mj = argmax
j=1,...,K
p(Sr&mj)p(ve|Sr&mj)
p(ve)
(5.67)
Les re´sultats obtenus en testant notre me´thode sous les diﬀe´rents sce´na-
rios sont propose´s dans la table de confusion pre´sente´e dans la ﬁgure 5.30.
Nous pouvons remarquer que les deux me´thodes combine´es donnent un taux
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E´chantillons 1-30 31-60 61-90 91-120
Sce´narios CFN F1 F2 F3
Figure 5.29 – Sce´narios simule´s
de mauvaise erreurs infe´rieur a` celui obtenu par les deux me´thodes utilise´es
se´pare´ment. Le fait que les taux d’erreurs soient faibles se justifie par le fait
que les re´sidus et les donne´es issues du syste`me ne sont pas difficile a` isoler.
Toutefois, a` travers cette simple et illustratrive combinaison, nous pouvons voir
le potentiel du re´seau Baye´sien a` mode´liser et combiner de fac¸on naturelle des
approches de nature diffe´rente.
Me´thode a` base de donne´es
State CFN F1 F2 F3 Total
CFN 30 0 0 0 30
F1 1 29 0 0 30
F2 1 0 29 0 30
F3 0 0 0 30 30
Total 32 29 29 30 120
(a)
Me´thode a` base de mode`le
State CFN F1 F2 F3 Total
CFN 29 1 0 0 30
F1 0 30 0 0 30
F2 0 0 30 0 30
F3 0 0 0 30 30
Total 29 31 30 30 120
(b)
Combinaison
State CFN F1 F2 F3 Total
CFN 30 0 0 0 30
F1 0 30 0 0 30
F2 0 0 30 0 30
F3 0 0 0 30 30
Total 30 30 30 30 120
(c)
Figure 5.30 – Matrices de confusion pour chaque approche propose´e sur les
donne´es simule´es a` titre d’exemple
Pour conclure, nous avons propose´ de mode´liser et de repre´senter des me´-
thodes de de´tection et de diagnostic de fautes a` base de re´seaux Baye´siens. La
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sortie de ces re´seaux Baye´siens correspond aux probabilite´s a posteriori des
diffe´rents e´tats de fonctionnement conside´re´es. Ces sorties peuvent eˆtre consi-
de´re´es comme telles (e´vidences softs ou virtuelles) ou transforme´es (discre´tise´es
apre`s comparaison a` des seuils ou limites probabilistes). En tant qu’e´vidence,
elles sont par la suite combine´es en utilisant la re`gle de Bayes. Le cadre pro-
pose´ ainsi que les re´seaux Baye´siens pris individuellement, graˆce a` leurs aspects
probabilistes, peuvent eˆtre un moyen efficace pour assister les inge´nieurs dans
leur prise de de´cision a` propos de l’e´tat de fonctionnement du syste`me sur-
veille´ (e.g. ordonner et/ou de´cider sur les diffe´rents e´tats du syste`me selon
leurs probabilite´s a posteriori d’occurrence).
IV Conclusion
Ce chapitre nous a permis de pre´senter nos contributions en termes de
de´tection et diagnostic de fautes sous re´seaux Baye´siens. Ces contributions
portent sur plusieurs points. Nous avons dans un premier temps ge´ne´raliser les
statistiques quadratiques et leurs limites probabilistes sur re´seaux Baye´siens.
Cette ge´ne´ralisation nous a permis de faire de la de´tection et du diagnostic de
fac¸on simultane´ tout en inte´grant la notion de rejet de distance. Nous avons
pre´sente´ et identifie´ une famille de re´seaux Baye´siens classifieurs inte´grant cela.
Finalement, nous avons propose´ un cadre probabiliste permettant d’unifier et
combiner des me´thodes de´die´es a` la de´tection et d’autres au diagnostic.
Conclusion ge´ne´rale
De nos jours, les entreprises, cherchant a` optimiser le rapport gain/perte
d’un coˆte´ et le rapport qualite´/prix d’un autre, sont de plus en plus amener
a` utiliser des moyens permettant de de´tecter rapidement la pre´sence d’une
faute (un de´re´glage, une anomalie, etc.) et de bien l’identifier par la suite. Ces
moyens sont ne´cessaires pour maintenir une production conforme aux attentes
et e´viter de lourdes conse´quences humaines, mate´rielles et environnementales.
Dans ce cadre, nous avons propose´ une approche probabiliste pour la de´tection
et le diagnostic de fautes. Plus pre´cise´ment, nous avons utilise´ un re´seau Baye´-
sien, un outil permettant la mode´lisation de plusieurs sche´mas de de´tection
et de diagnostic base´s sur une transformation line´aire des observations avec la
possibilite´ d’inte´grer un rejet de distance.
Dans le premier chapitre, nous avons commence´ par introduire les re´seaux
Baye´siens. Nous avons e´galement mentionne´ l’inte´reˆt e´manant de l’utilisation
de variables Gaussiennes. Par la suite, nous avons de´crit certaines proprie´-
te´s principales propres aux re´seaux Baye´siens. Apre`s la de´finition de quelques
noeuds pouvant compose´s un re´seau Baye´sien, nous avons pre´sente´ quelques
structures de re´seaux Baye´siens pouvant faire de la classification supervise´e.
Suite a` cette pre´sentation, nous avons de´crit brie`vement deux algorithmes po-
pulaires d’infe´rence dans les re´seaux Baye´siens et utilise´es dans le cadre de
cette the`se.
Le second chapitre a fait l’objet d’un e´tat de l’art se voulant non-exhaustif
des me´thodes propose´es dans la litte´rature dans le contexte de la de´tection
et du diagnostic de fautes. Une pre´sentation de la famille des me´thodes a`
base de mode`le a e´te´ fournie suivie par celles des me´thodes a` base de don-
ne´es (statistiques). Le troisie`me et quatrie`me chapitres ont e´te´ consacre´s aux
contributions apporte´es au domaine de la de´tection et du diagnostic de fautes
dans les syste`mes par re´seaux Baye´siens.
Dans le troisie`me chapitre, nous avons mis l’accent sur la de´tection de
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fautes. Les diffe´rentes me´thodes propose´es dans la litte´rature utilisant les re´-
seaux Baye´siens pour la de´tection de fautes ont e´te´ illustre´es suivies par nos
contributions dans le meˆme contexte. Dans un premier temps, nous avons
mis l’accent sur l’analyse en composantes principales e´tant donne´ sa popula-
rite´. Nous avons propose´ l’e´quivalent de son sche´ma de de´tection sous re´seau
Baye´sien. Dans un second temps, nous avons pre´sente´ un cadre permettant de
mode´liser les sche´mas de de´tection se basant sur une transforme´ line´aire des
observations.
Dans le quatrie`me chapitre, nous nous sommes place´s spe´cialement dans
le contexte du diagnostic de fautes. Apre`s avoir pre´sente´ un e´tat de l’art de
re´seaux Baye´siens propose´s dans ce contexte, nous avons expose´ nos travaux.
Nous avons propose´ une famille de re´seaux Baye´siens permettant de faire de
la de´tection et du diagnostic de fac¸on simultane´e, tout en tenant compte d’un
rejet de distance. A la fin de ce chapitre un cadre probabiliste permettant
d’unifier diffe´rents re´seaux Baye´siens de´die´es a` la de´tection et au diagnostic de
fautes a e´te´ pre´sente´.
Les perspectives de ces travaux sont nombreuses. Concernant les re´seaux
Baye´siens propose´s pour la de´tection et le diagnostic de fautes, il serait in-
te´ressant d’e´tudier leurs extensions que ce soit dans le cas non-gaussien ou
non-line´aire. Aussi, nous avons vu que certains des re´seaux Baye´siens propo-
se´s permettent de ge´rer les observations manquantes. Une comparaison plus
approfondie de ces re´seaux vis-a`-vis d’autres me´thodes ge´rant les observations
manquantes (avec imputations ou sans imputations) serait d’un grand inte´reˆt.
De meˆme, cette proprie´te´ caracte´risant la plupart des re´seaux Baye´siens pro-
pose´s devrait eˆtre encore plus e´tudie´. Nous pouvons par exemple s’en servir en
ignorant a` chaque fois une variable de sorte a` identifier les variables respon-
sables de la pre´sence de fautes. Il serait e´galement inte´ressant de comparer le
rendu de ces me´thodes par rapport a` d’autres me´thodes d’identification lie´es
ou non a` la me´thode mode´lise´e.
Une autre voie inte´ressante serait d’augmenter et d’inte´grer a` des re´seaux
Baye´siens mode´lisant les diffe´rentes relations entre les diffe´rentes variables du
syste`me (Kawahara et al., 2005; Schwall and Gerdes, 2002; Lerner et al., 2000)
les re´seaux Baye´siens propose´s. Ceci permettra, par exemple, de surveiller les
diffe´rents variables du mode`le que ce soit de fac¸on individuelle (une variable
multivarie´e) ou de fac¸on collective (plusieurs variables univarie´es). Nous avons
vu dans ces travaux qu’il est the´oriquement possible d’inte´grer comple`tement
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une carte MEWMA sur un re´seau Baye´sien dynamique. Pour cela, nous avons
propose´ l’utilisation de noeuds softmax. Ces noeuds pourraient eˆtre une solu-
tion lors de l’extension des re´seaux propose´s dans le cas dynamique. Enfin, une
autre perspective serait d’augmenter les me´thodes mode´lise´es, comme l’ana-
lyse en composantes principales, par des re´seaux Baye´siens prenant en compte
d’autres informations, par exemple la fiabilite´ des composants (Zaidi et al.,
2012; Weber et al., 2008). De meˆme, ces me´thodes peuvent eˆtre combine´es
par le cadre probabiliste propose´. Ce cadre nous a permis jusqu’a` pre´sent de
combiner des me´thodes a` base de donne´es et/ou d’autres a` base de mode`le.
Il serait inte´ressant d’inclure a` ce cadre d’autres me´thodes a` base de connais-
sances d’experts. Par ailleurs, on peut voir chaque me´thode comme e´tant a`
part entie`re. Ainsi, nous pourrions cre´er une bibliothe`que avec tous les re´seaux
Baye´siens pouvant eˆtre utilise´s pour la de´tection et le diagnostic de fautes.
Une e´tude de leur compatibilite´ serait inte´ressante. Nous pouvons e´galement
utiliser les re´seaux Baye´siens oriente´s objet (Koller and Pfeffer, 1997) afin de
cre´er une hie´rarchie de re´seaux et/ou des modules pouvant eˆtre combine´s a`
notre guise.

A
Comparaison des re´sultats
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Figure A.1 – Comparaison entre le sche´ma de de´tection par ACP et le re´seau
Baye´sien propose´ par rapport a` la classe CFN (avec cΔ = 10) : repre´sentation
graphique + TFAs
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Figure A.2 – Comparaison entre le sche´ma de de´tection par ACP et le re´seau
Baye´sien propose´ par rapport a` la classe F1 (avec cΔ = 10) : repre´sentation
graphique + TMDs
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Figure A.3 – Comparaison entre le sche´ma de de´tection par ACP et le re´seau
Baye´sien propose´ par rapport a` la classe F2 (avec cΔ = 10) : repre´sentation
graphique + TMDs
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Figure A.4 – Comparaison entre le sche´ma de de´tection par ACP et le re´seau
Baye´sien propose´ par rapport a` la classe F3 (avec cΔ = 10) : repre´sentation
graphique + TMDs
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Figure A.5 – Comparaison entre le sche´ma de de´tection par ACP et le re´seau
Baye´sien propose´ par rapport a` la classe F4 (avec cΔ = 10) : repre´sentation
graphique + TMDs
175
?
??
?
??
?
??
?
??
?
?
??
?
??
?
??
?
?
?
?
??
??
?
??
??
??
??
?
?
?
??
?
??
?
??
?
??
?
?????
?
??
?
?
?
?
??
??
?
?
??
??
??
??
???
?
??
?
??
?
??
?
??
?
?
??
?
??
?
??
?
??
??
??
??
??
??
??
??
??
?
??
??
??
??
???????
?
??
?
??
?
??
?
??
?
?
??
?
??
?
??
?
??
??
??
??
??
??
??
??
??
?
??
??
??
??
???????
ζ ????
ζ ?
?
?
???
? ?
?
?
?
? ?
?
ACP (T2) RB (T2) ACP (SPE) RB (SPE)
72.75% 72.75% 72.625% 72.625%
Figure A.6 – Comparaison entre le sche´ma de de´tection par ACP et le re´seau
Baye´sien propose´ par rapport a` la classe F5 (avec cΔ = 10) : repre´sentation
graphique + TMDs
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Figure A.7 – Comparaison entre le sche´ma de de´tection par ACP et le re´seau
Baye´sien propose´ par rapport a` la classe F6 (avec cΔ = 10) : repre´sentation
graphique + TMDs
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Contributions à la détection et au diagnostic de fautes dans les systèmes par
réseaux Bayésiens
Contributions to fault detection and diagnosis in systems by Bayesian
networks
Résumé
Les fautes systèmes peuvent conduire à des conséquences
sérieuses pour l’humain, l’environnement et le matériel. Or, y
remédier peut s’avérer coûteux voire même dangereux. Ainsi, afin
d’éviter ces situations, il est devenu essentiel pour les systèmes
complexes modernes de détecter et d’identifier tout changement
dans leur fonctionnement nominal avant que cela ne devienne
critique. De ce fait, plusieurs méthodes de détection et de
diagnostic ont été proposées ou améliorées durant les dernières
décennies. Parmi ces méthodes, celles présentant un fort intérêt se
basent sur un outil statistique et probabiliste nommé réseau
Bayésien. Toutefois, la majorité d’entre elles ne tiennent pas compte
du risque de fausse alarme dans leur prise de décision. L’intérêt de
cette thèse est alors d’introduire sous réseau Bayésien des limites
probabilistes permettant le respect d’un niveau de signification
considéré. Plus exactement, nous proposons une modélisation des
statistiques quadratiques et les limites leurs correspondant sur
réseau Bayésien. Ceci nous permet de généraliser sous réseau
Bayésien des schémas de détection de fautes comme par exemple
ceux basés sur l’analyse en composantes principale. Cette
modélisation nous permet également de proposer une famille de
réseaux Bayésiens permettant de faire de la détection et du
diagnostic de façon simultanée, tout en tenant compte d’un rejet de
distance. Enfin, nous proposons un cadre probabiliste permettant
d’unifier les différents réseaux Bayésiens pouvant être utilisés pour
la détection ou le diagnostic de fautes.
Abstract
Systems failures can potentially lead to serious consequences for
human, environment and material, and sometimes fixing them could
be expensive and even dangerous. Thus, in order to avoid these
undesirable situations, it becomes very important and essential for
modern complex systems to detect and identify any changes in their
nominal operations before they become critical. To do so, several
detection and diagnosis methods have been proposed or enhanced
during the last decades. Among these methods, those with a great
interest are based on a statistical and probabilistic tool named
Bayesian network. However, the majority of these methods do not
handle the risk of false alarm in their decision-making. The interest
of this thesis is to introduce, under Bayesian network, probabilistic
limits able to respect a given significance level. More precisely, we
propose to model the quadratic statistics and their limits in Bayesian
network. This allows us to generalize under Bayesian network fault
detection schemes as those associated to the principal component
analysis. This modeling allows us also to propose a family of
Bayesian networks that can make detection and diagnosis
simultaneously, while taking into account the distance rejection.
Finally, we propose a probabilistic framework able to unify different
BNs dedicated to the detection or diagnosis of systems faults.
Mots clés
détection et diagnostic de fautes, réseaux
Bayésiens, réseaux conditionnels Gaussiens,
statistiques, classification supervisée
Key Words
faults detection and diagnosis, Bayesian
networks, conditional Gaussian networks,
statistics, supervised classification
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