In this paper, we establish the Carleman estimates for forward and backward stochastic fourth order Schrödinger equations, on basis of which, we can obtain the observability, unique continuation property and the exact controllability for the forward and backward stochastic fourth order Schrödinger equations.
Introduction
The fourth order Schrödinger equation reads as iy t + y xxxx = 0.
This equation arises in quantum mechanics, nonlinear optics, and plasma physics, and its general nonlinear form iy t + 1 2 y xx + y xxxx + |y| 2p y = 0 has been introduced in [13, 14] to take into account the role of small fourth order dispersion terms in the propagation of intense laser beams in a bulk medium with Kerr nonlinearity, where p ≥ 1 is an integer number. The existence and uniqueness of the solution have been studied intensively from the mathematical perspective; see [11, 12, 22, 23] and the references therein. Similar to its deterministic counterpart, the stochastic fourth order Schrödinger equation plays an important role in quantum mechanics. The main purpose of this paper is to estiablish Carleman estimates for forward and backward stochastic fourth order Schrödinger equations. Carleman estimate is an L 2 -weighted estimate with large parameter for a solution to a partial differential equation (PDE). Carleman estimate was first established by Carleman [5] for a two-dimensional elliptic equation. It is an important tool for the study of unique continuation property, stabilization, controllability and inverse problems for PDEs. Although there are numerous results for the Carleman estimate for deterministic PDEs, very little is known about the corresponding stochastic situation. The Carleman estimates for stochastic heat equation, stochastic wave equation, stochastic Korteweg-de Vries equation, stochastic Kuramoto-Sivashinsky equation, stochastic Kawahara equation and stochastic second order Schrödinger equation were completed (see, for instance, [18, 29, 19, 1, 7, 8, 9, 26] ). But nothing is known for stochastic fourth order Schrödinger equation. To the knowledge of the authors, the Carleman estimates in this paper are new, it is the first attempt for forward and backward stochastic fourth order Schrödinger equation. The Carleman estimate for deterministic fourth order Schrödinger equation has been estiablished in [30] .
Through this paper, we make the following assumptions: (H1) Let T > 0, I = (0, 1) and I 0 be a nonempty open subset of I. Set Q = I × (0, T ) and Q I0 = I 0 × (0, T ).
(H2) Let (Ω, F , {F t } t≥0 , P ) be a complete filtered probability space on which a one-dimensional standard Brownian motion {w(t)} t≥0 is defined such that {F t } t≥0 is the natural filtration generated by w(·), augmented by all the P -null sets in F . Let H be a Banach space, and let C([0 , l = λ a,
2 + δ 0 , where δ 0 is a positive constant such that ψ ≥ 3 4 ψ L ∞ (I) and x 0 > 1. For any given positive constants λ and µ, we set a(x, t) =
, l = λ a, θ = e l and ϕ(x, t) = e µ ψ(x) t(T −t) , ∀(x, t) ∈ Q. (H5) Unless otherwise stated, C stands for a generic positive constant whose value can change from line to line. Whenever necessary, the dependence of a constant C on some parameters, say " · " , will be written by C(·).
(H6) a, b ∈ L ∞ F (0, T ; W 4,∞ (I)).
Carleman estimates for a forward stochastic fourth order Schrödinger equation and their applications
In this section, we consider the following system
(1.1)
First, we establish the following global Carleman estimate.
F (0, T ; X 3 ) be given. There exist λ 0 , µ 0 and C such that for any λ ≥ λ 0 , µ ≥ µ 0 and any solution y of (1.1), it holds that
We give some applications of Theorem 1.1. First, we can obtain the following observability inequality.
F (0, T ; X 3 ) and y be the solution of
we have
where C = C(a, b, T ).
Remark 1.1. Note that the observability inequality (1.4) can be applied to the state observation problems for semilinear stochastic fourth order Schrödinger equation. This is similar to Section 6 in [17] .
Also, we can obtain the following unique continuation property.
(1.5)
we have y ≡ 0 in Q, P -a.s.
Remark 1.2. The classical Holmgren Uniqueness Theorem does not work for stochastic PDEs.
Next, we establish another type of global Carleman estimate.
(1.6) Remark 1.3. It follows from hidden regularity property (Proposition 2.3) that y xx (0, ·),
, thus the right-hand side of (1.6) makes sense.
Now, we give two applications of Theorem 1.2.
F (0, T ; X 3 ) and y be the solution of (1.3), we have
Corollary 1.4. Let y 0 ∈ X 3 and y be the solution of (1.5). If
we have y ≡ 0 in Q, P − a.s.
Carleman estimate for a backward stochastic fourth order Schrödinger equation and its applications
In this section, we first consider the backward stochastic fourth order Schrödinger equation
(1.8)
By the same method in Proof of Theorem 1.2, we can obtain and every
3 ) such that the solution of the system (1.9) satisfies that y(
. In order to establish the exactly controllability of (1.9), we introduce the dual system of (1.9)
(1.10)
By the same method in Proof of Corollary 1.3, we can obtain
By means of Corollary 1.5 and the duality argument, we can obtain the following exact controllability result for the system (1.9). Theorem 1.4. System (1.9) is exactly controllable at any time T > 0.
The controllability problems for linear and nonlinear deterministic fourth order Schrödinger equations are well studied in the literature (see [27, 28] and the rich references cited therein). In contrast, to the authors knowledge there is no published paper that addresses the controllability of stochastic fourth order Schrödinger equations. This paper is organized as follows. Section 2 is devoted to the well-posedness results. Section 3 establishes a crucial identity for a stochastic fourth order Schrödinger operator. In Section 4, we give the proofs of Theorem 1.1, Corollary 1.1 and Corollary 1.2. Section 5 is devoted to proving Theorem 1.2, Corollary 1.3 and Corollary 1.4. In Section 4, we establish the exact controllability of (1.9).
Well-posedness
In this section we prove the well-posedness results we need along this paper.
2.1 Well-posedness of forward and backward stochastic fourth order Schrödinger equations with homogeneous boundary value contidion Definition 2.1. A stochastic process y is said to be a solution of (
y(0) = y 0 in I, P − a.s. 
holds for all t ∈ [0, T ] and all v ∈ C ∞ 0 (I), for almost all ω ∈ Ω. Consider the one-dimensional fourth order elliptic operator Λ on L 2 (I) as follows Lemma 2.1. For 0 ≤ α < β and 0 < s < 1. We have the following results:
Proposition 2.1. The well-posedness of (1.3) is given in the following:
Moreover, it holds that
i) Inspired by [15] , we use the Galerkin method. It follows from the classical theory of stochastic differential equations (adapted for the complex case) that the following system
admits a unique solution c m k (t), where
Let us write
for almost all ω ∈ Ω. It follows from (2.9) that y m satisfies the following equations
where
We take sums from 1 to m about k in (2.11) to obtain
Next, we fix m ≥ 1 and any positive integer L, and define a stopping time
By the Burkholder-Davis-Gundy inequality and Cauchy inequality, we have
for ∀t ∈ [0, T ] and ∀ε > 0, here and below C(ε) denote positive constants independent of m. Thus, it
holds that
By passing L → ∞ in the above equation, we arrive at
Applying the Gronwall inequality, we can obtain
By the same argument, we also have, for m ≥ n ≥ 1,
where C denotes a positive contant independent of m, n. Next we observe that the right-hand side of (2.14) converges to zero as n, m → ∞. Hence, it follows that {y m } ∞ m=1 is a Cauchy sequence that converges strongly in L 2 F (Ω; C([0, T ]; X 0 )). Let y be the limit. It is apparent that y satisfies the initial in (1.1), and y(t) is F t −adapted for each t ∈ [0, T ]. Also, it follows from (2.10) that (2.1) holds. Furthermore, by passing m → ∞ in (2.13), we arrive at (2.3).
For the uniqueness of the solution, we suppose that y 1 and y 2 are two solutions of (1.3). Let y = y 1 −y 2 . Then
It follows from (2.12) that
By taking expectation in above equality, we can obtain
Taking now the limit m → ∞ in (2.16), we can obtain (2.4). ii) Inspired by [10] , we multiply (2.11) by λ 2 k and take sums from 1 to m about k to obtain
Using integration by parts, we get that
Namely,
for ∀t ∈ [0, T ] and ∀ε > 0, here and below C(ε) denote positive constants independent of m. Thus, if we take ε small enough, we have
By passing L → ∞, we arrive at
It follows from (2.13) that
for all t ∈ [0, T ]. Now summing up (2.13) and (2.18) yields
where C denotes a positive contant independent of m, n. Next we observe that the right-hand side of (2.20) converges to zero as n, m → ∞. Hence, it follows that {y m } ∞ m=1 is a Cauchy sequence that converges strongly in L 2 F (Ω; C([0, T ]; X 4 )). Let y 1 be the limit. It is easy to know that y 1 = y, namely, we have
By passing m → ∞ in (2.19), we arrive at (2.5).
It follows from (2.17)
Now summing up (2.15) and (2.21) yields
Taking now the limit m → ∞ in (2.22), we can obtain (2.6).
iii) The main idea here comes from [4, Lemma 3.3] and [25, Theorem 2.9]. The cases s = 0 and s = 4 have been proved in i) and ii). The cases of 0 < s < 4 follows by the interpolation theory in [6, 3] and Lemma 2.2, thus we can obtain iii).
The proof of Proposition 2.1 is completed.
By the same argument as in Proposition 2.1, we have Proposition 2.2. The well-posedness of (2.2) is given in the following:
Next, we establish the regularity of the solutions to (1.3) and (2.2).
F (0, T ; X 3 ) and y be the solution to (1.3), then y xx (0, t), y xx (1, t),
Further, it holds that
24)
where C = C(a, b, T ) is a constant independent of y 0 , f and g.
In order to prove Proposition 2.3, we first establish the following pointwise identity by some direct computations.
Lemma 2.2. Let A ∈ C 3 (I, R) and y be an H 4 (R)-valued {F t } t≥0 -adapted semi-martingale. Then for a.e. x ∈ R and P-a.s. ω ∈ Ω, it holds that
and Ay xxx (idy + y xxxx dt) + Ay xxx (−idy + y xxxx dt)
Proof of Proposition 2.3. According to Lemma 2.2 and the boundary value conditions of (1.3), we can obtain
Ay xxx (−idy + y xxxx dt)dx
Summing up (2.25) and (2.26), taking A(x) = −4x 3 + 6x 2 − 1 and using the Cauchy inequality, we can obtain
According to (2.7) with s = 3, this implies (2.24).
By the same method as in Proposition 2.3, we have
F (0, T ; X 3 ) and (z, Z) be the solution to (2.2), then
where C = C(a, b, T ) is a constant independent of z T and h.
Well-posedness of forward stochastic fourth order Schrödinger equation with nonhomogeneous boundary value contidion
Now, refering to [17, 28, 2, 20, 21] for the transposition method, we can give a meaning to (1.9).
) is said to be a solution of (1.9) if for every
where (z, Z) is the solution to (1.10) with terminal state z τ .
Proof. The main idea in this part comes from [17, 28, 2] . Let us define a linear functional F on L 2 (Ω, F τ , P ; X 3 ) as
Applying Proposition 2.2 iii) with s = 3, h = 0 and Proposition 2.4 with h = 0 to (1.10), we can obtain that the solution (z, Z) for (1.10) satisfies
Hence, we get that F is bounded linear functional on L 2 (Ω, F τ , P ; X 3 ). By the Riesz Representation Theorem, we know that there exists a unique y τ ∈ L 2 (Ω, F τ , P ; X ′ 3 ) such that
for any z τ ∈ L 2 (Ω, F τ , P ; X 3 ) and
Define a process y(·) by
. Consider the following forward random Schrödinger equation
with δ > 0 satisfying that τ + δ < T.
It is easy to see that
Further, since {F t } t≥0 is the natural filtration of {w(t)} t≥0 , we have
Thus we have
It follows from (2.29), Proposition 2.2 and Proposition 2.4 that
By the uniqueness of the solution to (2.28) and (1.10), we have
From the definition of y(τ ), we have
This, together with (2.30) and (2.31), implies that
for any ξ ∈ L 2 (Ω, F T , P ; X 3 ). Similarly, we can show that for any τ ∈ (0, T ],
3 An identity for a stochastic fourth order Schrödinger operator
In this section, we obtain an identity for a stochastic fourth order Schrödinger operator, which plays a key role in the proof of Theorem 1.1, Theorem 1.2 and Theorem 1.3.
Theorem 3.1. Let l ∈ C ∞ (R × R, R) and θ = e l . Assume that y is a continuous H 4 (R)-valued {F t } t≥0 -adapted semi-martingale. Put Ly = idy + y xxxx dt, u = θy, θLy = θ(idy + y xxxx dt) = I 2 + I 1 dt,
where the coefficients B 0 , B 1 , B 2 , C 0 , C 1 , C 2 , C 3 are real value functions and D 0 is a complex value function. Then for a.e. x ∈ R and P-a.s. ω ∈ Ω, it holds that
Remark 3.1. The similar identity for stochastic second order Schrödinger-like operator has been established in [18] .
Proof. From the definitions of I 1 and I 2 , we know
According to θ(Ly
we need to compute
First, we consider
Each term in (3.2) can be computed as follows:
Simarly, we consider C 1 u x I 2 + C 1 u x I 2 , B 2 u xx I 2 + B 2 u xx I 2 and C 3 u xxx I 2 + C 3 u xxx I 2 . By a similar argument, calculating each term in C 1 u x I 2 +C 1 u x I 2 , B 2 u xx I 2 +B 2 u xx I 2 and C 3 u xxx I 2 + C 3 u xxx I 2 , we obtain
Taking into account the above equations, we obtain the following equation
this implies (3.1).
Direct computation shows that
We have the following corollary.
Corollary 3.1. Let
We have the following inequality Proof. It follows from (3.1) and the fact
we can obtain (3.4). Step 1. We shall prove the following estimate
Indeed, applying Corollary 3.1 with l = l, then we have θ = θ, u = u = θy and
It holds that for any ε > 0, if we choose λ ≥ µC(ε, ψ)(T + T 2 ) with C(ε, ψ) large enough, then
Note that ψ x (1) < 0, ψ x (0) > 0, if we choose ε small sufficiently and λ ≥ µC(ε, ψ)(T + T 2 ), then there exist positive constants N 1 , N 2 , K 1 , K 2 such that
Thus, 
Proof of Corollary 1.2
Taking f = g = 0 in (1.4) and considering y ≡ 0 in Q I0 P -a.s., we have y 0 X3 ≤ 0, thus, y 0 ≡ 0 in I P -a.s., this implies y ≡ 0 in Q P -a.s. 
Proof of Corollary 1.4
Taking f = g = 0 in (1.7) and considering y xx (0, t) = y xxx (0, t) ≡ 0 in (0, T ), P − a.s., we have y 0 X3 ≤ 0, thus, y 0 ≡ 0 in I P -a.s., this implies y ≡ 0 in Q P -a.s.
Proof of Theorem 1.4
The main idea in this part comes from [17] . Since system (1.9) is linear, we only need to show that the attainable set at time T > 0 with initial datum y 0 = 0 is L 2 (Ω, F T , P ; X ′ 3 ), that is, for any y 1 ∈ L 2 (Ω, F T , P ; X ′ 3 ), we can find controls
such that the solution to the system (1.9) with y 0 = 0 satisfies that y(T ) = y 1 . We achieve this goal by duality argument. Let us set W = {(z xx (0, t), z xxx (0, t), Z) | (z, Z) solves (1.8) with some z T ∈ L 2 (Ω, F T , P ; X 3 )}.
Clearly, W is a linear subspace of From (1.11) and Proposition 2.2 iii) with s = 3, h = 0, we see that L is a bounded linear functional on W. By means of the Hahn-Banach Theorem, L can be extended to be a bounded linear functional on
