We locate the zeros of the modular forms E
Introduction and Statement of results

Let
Let k be an even integer. For k ≥ 2, the classical (normalized) Eisenstein series of weight k for Γ is defined by
The location of the zeros of Eisenstein series has been studied since 1960s.
Wohlfahrt [1] showed in 1963 that for 4 ≤ k ≤ 26, all zeros in the fundamental domain F of E k (τ ) lie on the unit circle |τ | = 1 and conjectured that this holds for k ≥ 4. The range of k was extended to 4 ≤ k ≤ 34, and k = 38 by R.A. Rankin in [2] . Eventually, Wohlfahrt's conjecture was proved by R.A.
Rankin's daughter, F. K. C. Rankin, together with Swinnerton-Dyer in their famous paper [3] .
The argument of F. K. C. Rankin and Swinnerton-Dyer has been generalized to Eisenstein series for different groups [4, 5, 6, 7] , other modular forms [8, 9] , and certain weakly holomorphic modular forms [10, 11, 12] .
Recently, Reitzes, Vulakh and Young [13] showed that for k ≥ l ≥ 14, all zeros in the fundamental domain F of the cusp form E k (τ )E l (τ ) − E k+l (τ ) are either located on the lower boundary or on the left side boundary {τ ∈ F :
Re(τ ) = −1/2} of the standard fundamental domain.
The aim of this paper is to generalize the approach of F.K.C. Rankin and Swinnerton-Dyer in [3] as well as techniques Reitzes et al. used in [13] to show that for n = 2, 3, all zeros in the fundamental domain F of the modular forms of weight nk defined by E n k (z) + E nk (z), and all zeros in the fundamental domain F of the modular form of weight k + l defined by
lie on the lower bound boundary. Let us now state our results. 
Work of F.K.C. Rankin and Swinnerton-Dyer
In this section, we brieftly discuss the argument of F.K.C. Rankin and Swinnerton-Dyer on the zeros of the Eisenstein series E k (τ ) for the modular group Γ. In [3] , F.K.C. Rankin and Swinnerton-Dyer use the elementary tools from calculus such as approximations of trigonometric functions, the intermediate value theorem, and the valence formula from the theory of modular forms to prove the following theorem.
F are located on the arc
Proof Sketch. Note that any nonzero modular form f (τ ) of weight k for Γ satisfies the valence formula
where ρ = e 2πi/3 and ν τ (f ) is the order of vanishing of f at τ ∈ F . With the
where ν ∞ (E k ) = 0 since E k (τ ) is holomorphic at ∞ and the constant term in its q-expansion equals 1. Also, by considering all possible values of s ∈ {0, 4, 6, 8, 10, 14}, we find that s/12 determines the order of zeros at τ = i, ρ.
Then to show that all zeros of E k (τ ) are located on the lower arc A, it suffices to show that a function E k (e iθ ) has at least n zeros on (π/2, 2π/3).
F.K.C. Rankin and Swinnerton-Dyer consider the function By the definition of E k (τ ) given in (1.1), we can write
Let M k (θ) denote the sum in the series with c
in the series with (c, d) = ±(1, 1) and denote the remainder of the series R k (θ).
Then and
By the triangle inequality, approximation on trigonometric functions, and the integral test, they prove that for k ≥ 12, |R k (θ)| is monotonically decreasing as a function in k and bounded above by
Hence, (2.5), and the fact that . We see that for each choice of s there are n + 1 integers in this interval. Thus, the function E k (e iθ ) has at least n zeros in (π/2, 2π/3) and this completes the proof of Theorem 2.1.
Locating the zeros of E
For even k ≥ 4 and n = 2, 3, we write
where l n ∈ Z and s n ∈ {0, 2, . . . , (12/n) − 2}. The valence formula (2.1) guarantees that the modular form E n k (τ ) + E nk (τ ) has zeros of order at least ns n /12 at z = i, ρ and has l n zeros in F \{i, ρ} (counting multiplicities).
This argument and Proposition 2.1 of [8] imply that to prove that all zeros of E n k (τ ) + E nk (τ ) lie on the arc A, it suffices to prove that the real-valued function
has at least l n zeros in the open interval (π/2, 2π/3).
Extraction of the main and error terms
Similar to the method of F.K.C. Rankin and Swinnerton-Dyer reviewed in Section 2, we begin with writing the function F n,k (θ) as a sum of main and remainder terms and then give an upper bound of the remainder term.
Proposition 3.1. For even k ≥ 4, for n = 2, 3 and for θ ∈ [π/2, 2π/3], we have
where
with M k (θ) and N k (θ) are defined in (2.4) and Proof. We can write
Expanding the right hand side using (2.3), we derive
Let M n,k (θ) and R n,k (θ) be the main and remainder terms of F n,k (θ) obtained from the first and second line of (3.5) respectively. Since
, the triangle inequality gives us
Recall that |R k (θ)| is monotonically decreasing as a function in k so the term |R n,k (θ)| is also. Evaluating the upper bound of |R k (θ)| in (2.5) at k = 10 (and k = 16), we easily obtain the upper bound for |R n,k (θ)| in (3.4).
Sample points
Let k ≥ 10 be an even integer and let n ∈ {2, 3}. We define
where m ranges over integers so that θ nk (m) ∈ [π/2, 2π/3]. Observe that
Our goal for the rest of this section is to show that the function F n,k (θ m ) is strictly positive or negative according to the parity of m ∈ [nk/4, nk/3]. Since
by Proposition 3.1, we show that for all integers m ∈ [nk/4, nk/3], a lower bound of (−1) m M n,k (θ nk (m)) is greater than the upper bound of |R n,k (θ)| given in Proposition 3.1.
Bounding the main term
We first give a lower bound on (−1)
Proposition 3.2. For even k ≥ 10 and θ 2k (m) ∈ [π/2, 2π/3], we have
Proof. We observe that
Substituting θ 2k (m) into (3.3), we obtain
We note that for even k, and for n = 2, 3, it is straightforward to check that the derivative of
is positive for m ∈ [nk/4, nk/3] and therefore N nk (θ nk (m)) is positive and monotonically decreasing as a function of m in that interval. From this and (3.6),
where m odd is the largest odd integer in [k/2, 2k/3]. Considering k (mod 6),
where k ≡ r (mod 6) with r ∈ {0, ±2}. Substituting (3.9) into (3.8), we obtain
. By Lemma 2.2 of [13] and the identity cos(θ) = sin(π/2 − θ), the right hand side is monotonically increasing as a function in k. Hence, for k ≡ 0 (mod 6) and k ≥ 12, Applying this argument to the cases k ≡ −2, 2 (mod 6), we obtain that for k ≡ −2 (mod 6) and k ≥ 10,
By (3.10), (3.11), and (3.12), we have proved Proposition 3.2.
Next, we give a lower bound of (−1)
The proof is based on the concept of the proof of Proposition 3.2. 
Substituting θ 3k (m) into (3.3), we obtain
Assuming m ∈ [3k/4, k] is even. Then M k (θ 3k (m)) = 2 cos(mπ/3) = −1, 2 and
By (3.7), for k ≥ 16 and for even m ∈ [3k/4, k],
By (3.7), the right hand side is monotonically increasing as a function of odd number m ∈ [3k/4, k]. Plugging m = k − 1 in (3.14), we obtain
. 
Therefore, by (3.13), and (3.16), the proof is completed.
Proof of Theorem 1.1
Proof. Recall that the function (E n k + E nk ) (e iθ ) and the real-valued function
have the same zero set on [π/2, 2π/3] where F n,k (θ) can be extracted as
where Propositions 3.1, 3.2 and 3.3, showed that for n = 2, 3, Using the parametrization k = (12/n)l n +s n where s n ∈ {0, 2, . . . , s n −2}, the number of θ nk (m) in [π/2, 2π/3] equals the number of integers in [nk/4, nk/3] = [3l n + ns n /4, 4l n + ns n /3]. For n = 2 or 3, it can be shown easily that there are l n + 1 integers in that interval. Hence, we conclude that (E n k + E nk )(e iθ ) has at least l n zeros on (π/2, 2π/3) As E n k (τ ) + E nk (τ ) can have at most l n nontrivial zeros in F \{i, ρ} as described at the beginning of Section 3 and the above argument shows that there are at least l n zeros on the arc A, we finish the proof of Theorem 1.1.
Higher values of n
Computational evidence shows that the result in Theorem 1.1 does not extend to n ≥ 4. When n = 4, 5 and 6, the remainder term R n,k (θ) is getting bigger than the main term M n,k (θ nk (m)) as the values of θ get closer and closer 2π/3. It would be very interesting to see what result holds for higher n. We leave this an open problem.
Locating the zeros of
Let k > l ≥ 10 be even integers and consider
By symmetry, we assume that k > l (the case k = l is discussed in Section 3).
This modular form of weight k + l is defined analogously to the cusp form
which appeared in the work of Reitzes et al. in [13] . In their paper, they prove that if k and l are sufficiently large, then all zeros of E k (τ )E l (τ ) − E k+l (τ ) lie on the arc A = {e iθ : π/2 ≤ θ ≤ 2π/3] or on the left side boundary {τ ∈ F :
Re(τ ) = −1/2}.
In contrast to their result, we prove that all zeros of
are located on the arc A.
We begin by writting k + l = 12n + s with n ≥ 1 and s ∈ {0, 4, 6, 8, 10, 14}
and considering the related function
This function is real on [π/2, 2π/3] by the Proposition 2.1 of [8] . Also, the zeros of G k,l (θ) on [π2, 2π/3] corresponds bijectively to the zeros of E k (τ )E l (τ ) + E k+l (τ ) on the arc A.
Similar to the method of F.K.C. Rankin and Swinnerton-Dyer reviewed in Section 2, we will show that G k,l (θ) has at least n zeros on (π/2, 2π/3).
Extraction of the main and error terms
Proposition 4.1. For even k > l ≥ 10 and for θ ∈ [π/2, 2π/3], we have
Proof. By (4.1) and (2.2), we can write
Plugging in (2.3) into (4.2), we obtain 
With the upper bound of |R k (θ)| given in (2.5), it is easy to see that |R k,l (θ)| is also monotonically decreasing in both k, l. Evaluating the bound in (4.4) at k = 12 and l = 10, we get the upper bound for |R k,l (θ)| in Proposition 4.1. This completes the proof.
Sample points
Let k > l ≥ 10 be even integers, and define
where m ranges over integers so that θ m ∈ [π/2, 2π/3]. We observe that
With the definition of M k (θ) given in (2.4),
m and the sum and difference trigonometric identities give us
Inserting these in the main term M k,l (θ) in Proposition 4.1, we find that
given by
and 
Lower bound of
let us first begin by giving a lower bound for P k,l (θ m ).
Proposition 4.2. For even integers k > l ≥ 10, and for θ m ∈ [π/2, 2π/3],
Proof. Let k > l ≥ 10 be even integers. By (4.5), P k,l (θ m ) is given by
Applying the same argument discussed in (3.7) from the proof of Theorem
is positive and also monotonically increasing as a function of
. This implies that
where m odd denotes the largest odd number in [(k + l)/4, (k + l)/3]. Using the notation k+l = 6q+r with q ∈ N and r ∈ {−2, 0, 2}, a simple calculation reveals that m odd = (k + l)/3 − (3 + r)/3. Inserting this value into (4.7) to obtain
By Lemma 2.2 of [13] and the identity cos(θ) = sin(π/2 − θ), the right hand side is monotonically increasing as a function in k + l. Hence, for k + l ≡ 0 (mod 6), and k + l ≥ 24,
By a similar argument, we have that for k + l ≡ 2 (mod 6), and k + l ≥ 26, 9) and for k + l ≡ −2 (mod 6), and k + l ≥ 22,
By (4.8), (4.9) and (4.10), we finish the proof.
We now turn to bounding Q k,l (θ m ). Proof. Let k > l ≥ 10 be even integers. By (4.6), Q k,l (θ m ) is given by For the rest of the proof, we may assume that θ m ∈ [π/2, 2π/3] for which
, and N l (θ m ) is monotonically increasing by (3.7), we obtain
where θ * denotes the largest θ value in [π/2, 2π/3] satisfying M l (θ) ≤ 0. By the aid of Mathematica, we find that
Inserting this into the right hand side of (4.11), we have that
By Lemma 2.2 in [13] and the identity cos(θ) = sin(π/2 − θ), the right hand side is monotonically increasing in l. In this case, we find that for l ≡ 0 (mod 6) and l ≥ 12,
Next, we suppose l ≡ 2 (mod 6) and first consider θ m ∈ [π/2, 2π/3 − π/3l].
In this case, Q k,l (θ m ) is bounded above the same way as the previous case of l ≡ 0 (mod 6). In fact, we find that
where θ * now denotes the largest θ value in [π/2, 2π/3−π/3l] satisfying M l (θ) ≤ 0. By the aid of Mathematica,
Combining this with (4.12), we find that for l ≡ 2 (mod 6) and l ≥ 14,
We finish the case l ≡ 2 (mod 6) by considering the θ m values such that
. In this case, the negative value of M l (θ m ) and the fact that the term in curly brackets of (4.6) lies in (0, 2] yield
Considering the right hand side as a function in θ ∈ (2π/3 − π/3l, 2π/3], it is straightforward to check that its derivative is negative and thus it is decreasing on that interval and hence takes a minimal value at θ = 2π/3. Thus, in this case
Finally, assume that l ≡ 4 (mod 6). We start with considering all θ m values that are away from 2π/3, say θ m ∈ [π/2, 2π/3 − 2π/3l]. Analysis similar to that in the proof of the previous case shows that for l ≡ 4 (mod 6) and l ≥ 10, We finish the proof of Proposition 4.3.
Proof of Theorem 1.2
Proof. By Proposition 4.1, the function G k,l (θ) = e i(k+l)θ/2 (E k E l + E k+l )(e iθ )
can be written as Since E k (τ )E l (τ )+E k+l (τ ) has at most n zeros by the valence formula (2.1), and the above argument shows that there are at least n zeros on the arc A, we have located all zeros of E k (τ )E l (τ ) + E k+l (τ ) in the fundamental domain lie on the arc A = {e iθ : π/2 ≤ θ ≤ 2π/3}.
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