I,ntroduotlon
We consider the boundary value problem (BVP) of the form (1) x< n > = f(t,x,x( 1 >,..., x ( n -1 >), The objeot of this paper Is to present a unified approaoh for treating the exlstenoe, uniqueness, error estimation and stability of the solutions of (1), (2) by reduoing it into an equivalent integral equation and by using the general method of suooessive approximations based on the idea of Wa£ewski [18] (see, also [7] , [10] }. An interesting feature of our approaoh to the problem is that the proofs of our main results are muoa simpler and oan be extended to the different types of boundary value problems treated before by using various methods (see [l] - [3] , [12] , [13] , [15] , [16]).
Statement of results
We say that x is a solution of (1), (2) if xec' n '(I,R) and satisfies (1), (2) on I. The set of all suah solutions will be denoted by C*(I). For xeC*(I), the equation = = y(t) with boundary oonditions (2) is equivalent to the integral equation (see [15] , p.538)
where w(t) is the unique solution of the problem = 0, (2) and G(t,s) is the Green function of this problem. By (3), we obtain b i (4) x (i, (t) = w (3, (t) + ( ^ G(t,s)y(s)ds, J-lf...tn-1. J at 3 a Prom (1), (3), (4) we see that the function y fulfils the equation b b (5) y(t) = f(t,w(t) + j G(t,s)y(s)dB,w (l, (t)+ j ^ G(t,s;)y(s)ds,... a a b n_1 ...,w (n -1, (t) + f G(t,s)y(s)ds) . a Conversely, if y eC(I,R) fulfils (5), then x eC*(I) defined by (3) is a solution of (1), (2) . By substituting in (5) F(t,r0,r1,...,rn_1) := := f(t,w(t) + ro,w (l) (t)+ r., w (n " 1, (t) + rn_.,),
we get an integral equation of the form
On Waiewski a mathod
We make the following hypotheses used throughout this paper. (A 4 ) In the class of functions satisfying the condition 0 $ u(t) $ u(t), t el, the function u, u(t) = 0 for t =1, is the only measurable solution of the equation (9) u(t) = Mu( t), tel.
Define now the sequence {ym} by the relations (10) y0(t) = 0, 7m+1(t) -Tym(t), tcl, n-0,1,2
To prove the oonvergenoe of the sequenoe {ym} to the solution y of (6), we define the sequenoe {i^} by the relations Jn order to establish a theorem on the stability of the solution of (6), we consider the equation
with H e C(I*R n ,E). Theorem 3.
Assume that the hypotheses (A^, (Ag) hold and (i) y and z are solutions of equations (6) and (15)» respectively} (ii) the sequence {vm( t , tel, defined by the relations
where Theorems 1-3 can be very easily extended to the more general equation
with the boundary conditions (2) under some suitable assumptions on the functions involved in (19). In [11] Morohaio has obtained some results on the existence and uniqueness of the solutions of (19), (2) with deviating arguments by using the Banaoh fixed point theorem (see also [14] ). Here, our approaoh to the problem is different. We note that Theorems 1-3 oan also be extended to (1), (2) and (19), (2) with deviating argumente as in [8] , [9] , [11] with suitable modifications. Pro of. The relation (20) follows by induction. Sinoe the sequenae of continuous functions um is nonincreasing and bounded below, it is convergent to a certain measurable function p such that 0$p(t)$u(t) for t e I. By the Lebesgue theorem and the continuity of g, it follows that the function p satisfies equation (9) and, by assumption (A^), we have p(t) = 0, tel. The uniform oonvergenoe of {t^} in I follows from the Dini theorem. This completes the proof of Lemma 1.
Proof of Theorem 1. We first prove that the sequence (10) (22) gives (12) and the estimation (13) is Implied by (21). It is obvious that y is a solution of (6), To prove the uniqueness of the solution y of (6), let us suppose that there exists another solution y of (6) suoh that y(t) ^ y(t) and |y(t)| $ u(t) for tel. By induotion we get |y(t)-y m (t)| ^ u^it), t eI, m= 0,1,2,..., and henoe it follows that y(t) = y(t), tel. This contradiction proves the uniqueness of y in the class of functions satisfying (13) . This completes the proof of Theorem 1.
Proof of Theorem 2. Let us suppose that there exist two solutions y and y of equation (6) in I, y(t) #y(t), tel. Now, by hypotheses (A^) v (A 2 ), we have
Putting r(t) = | y(t) -y(t) | , t e I, in (23), we infer from (14) that r(t) = 0 for t eI, i.e. y(t) = y(t), t e I. This contradiction completes the proof of Theorem 2. Proof of Theorem 3. Letting From (24)» (25) we deduae
Bow, by induction, we get where o^j, fry are real constants and pj eC(I,R). We notice that in recent papers [15] , [lb] V. Seda has studied the existenoe and uniqueness of the solutions of (28), (29) by using oertain fixed point theorems. For a function xcC°(I,R) we define y(t) = Lx(t), then (28), (29) 
