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Contents 1
These are partial lecture notes from the fifteen Esse´n Lectures for grad-
uate students at Uppsala University given (in four days!) in June 2013.

Chapter 1
Day One
1.1. Group representation theory
We begin with a general review of group representation theory.
Fix a ground field F , which in these lectures will usually be the field of
complex numbers C. Fix also for the moment an arbitrary group G.
There are several equivalent ways to think about representations of G
over F . Let V be an F -vector space. A representation of G in V is a
homomorphism ρ : G→ GL(V ). A representation of G (over F ) is a repre-
sentation of G in some F -vector space V .
Given a representation ρ : G→ GL(V ) we can define an action of G on V
via gv = ρ(g)(v). Thus we get a notion of a G-module over F . Extending by
linearity we get a structure of an FG-module on V , where FG is the group
algebra. In this way, the notion of an F -representation of G is the same
as the notion of an FG-module, and everything in Exercise 5.1.1 applies to
this situation. In particular we can speak of matrix representations of finite
groups which are just group homomorphisms ρ : G→ GLn(F ).
Comments on why to do representation theory.
A left FG-module V is called simple or irreducible if V 6= 0 and V has
no submodules different from 0 and V . The main problem of representation
theory is to classify irreducible modules.
In these lectures we will be mainly concerned with representations of
finite groups over C. From some very general point of view, this is a triv-
ial subject. Indeed, CG is a finite dimensional algebra over an algebraically
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closed field. Moreover, by Maschke’s Theorem, every CG-module is semisim-
ple, i.e. the algebra CG is semisimple in the sense of Wedderburn. By the
classical Wedderburn-Artin Theorem, we now must have
(1.1.1) CG ∼=Mn1(C)⊕ · · · ⊕Mnr(C).
We know that each matrix algebra Mni(C) has a unique irreducible
module up to isomorphism, namely Cni with the natural action of Mni(C)
on the column vectors of Cni . Moreover, the irreducible module Cni lifts to
an irreducible module over the direct sum Mn1(C)⊕ · · · ⊕Mnr(C) with the
“wrong” Wedderburn components Mnj(C) for j 6= i acting trivially and the
“correct” Wedderburn component Mni(C) acting as before. In this way, we
get all non-isomorphic irreducible modules over the algebra Mn1(C)⊕ · · · ⊕
Mnr(C) up to isomorphism. (Check this!)
Thus, r is the number of isomorphism classes of irreducible CG-modules
and n1, . . . , nr are their dimensions. Denote the corresponding irreducible
CG-modules by
(1.1.2) L1, . . . , Lr.
Going backwards, if we know the irreducible representations L1, . . . , Lr of
CG, then picking linear bases in them, gives a decomposition
CG ∼=MdimL1(C)⊕ · · · ⊕MdimLr(C).
Let ei := (0, · · · , 0, Ini , 0, · · · , 0) be the identity matrix of the ith matrix
algebra. Then
(1.1.3) e1, . . . , er ∈ CG
are mutually orthogonal central idempotents summing to the identity. Since
the center of a matrix algebra is one dimensional, spanned by the identity
matrix, {e1, . . . , er} is a basis of Z(CG). Moreover, it is clear that Z(CG)
is a commutative semisimple algebra isomorphic to C⊕ · · · ⊕ C (r copies).
Note that ei acts on the jth irreducible module Lj as δi,j . Considering
dimension of each side of (1.1.1) as a C-vector space we conclude:
|G| = (n1)
2 + · · ·+ (nr)
2.
The number r has a convenient group theoretic interpretation:
Lemma 1.1.1. The number r in (1.1.1) is equal to the number of conjugacy
classes in the group G.
Proof. Let us compute dimZ(CG) in two different ways. First, we already
know that dimZ(CG) = r. On the other hand, if
∑
g∈G agg ∈ CG is central
then conjugating by h ∈ G you see that ag = ahgh−1 for all h ∈ G. Hence
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the coefficients ag are constant on conjugacy classes. So if C1, . . . , Cs are the
conjugacy classes of G, the elements zi =
∑
g∈Ci
g form a basis {z1, . . . , zs}
for Z(CG). Hence r = dimZ(CG) = s. 
The elements z1, . . . , zr ∈ Z(CG) introduced in the proof of the lemma
are referred to as class sums. We saw that they form a basis of Z(CG).
The connection between this basis and the basis {e1, . . . , er} can be clarified
using character theory.
By the way, from the Wedderburn decomposition it is also to see the so
called Schur’s lemma:
Lemma 1.1.2. (Schur’s Lemma) Let V andW be irreducible CG-modules.
(i) If V 6∼=W , then HomG(V,W ) = 0.
(ii) EndG(V ) = C · idV .
Example 1.1.3. Let G be abelian. Then there are r = |G| conjugacy
classes, and n21+ · · ·+n
2
r = r hence each ni = 1. So there are r isomorphism
classes of irreducible CG-module, all of which are one-dimensional. To con-
struct the irreducible CG-modules explicitly let us switch to the language
of matrix representations, so we have to classify the group homomorphisms
ρ : G → C×. By the Fundamental Theorem of Abelian Groups we can de-
compose G = Ca1 × · · · ×Cam as a product of cyclic groups with generators
x1, . . . , xm, respectively. Let εi ∈ C be a primitive aith root of 1, and note
that ρ(xi) = ε
li
i for some 0 ≤ li < ai, i = 1, . . . ,m. Note that the choice of
l1, . . . , lm determines ρ explicitly, and there are |G| possible choices, so we
have obtained all possible homomorphisms.
Example 1.1.4. For any group G, there is always the trivial CG-module 1G
equal to C as a vector space with every g ∈ G acting as 1. This corresponds
to the trivial representation, namely, the homomorphism mapping every
g ∈ G to 1 ∈ GL1(C). Let us always choose L1 in (1.1.2) to be the trivial
module.
Example 1.1.5. Let G = S3. There are three conjugacy classes. Hence
r = 3, i.e. there are three isomorphism classes of irreducible CS3-modules.
Moreover n21 + n
2
2 + n
2
3 = 6 so the dimensions of irreducible modules can
only be 1, 1 and 2.
Example 1.1.6. There is a group homomorphism sgn : Sn → {±1} ⊆ C
×.
One can view this as a 1-dimensional representation, the sign representation.
The corresponding module is not isomorphic to the trivial module (providing
n > 1). Recall Example 1.1.5. Now we have constructed both of the 1-
dimensional CS3-modules: one is trivial, the other is sign. What about the
2-dimensional irreducible CS3-module?
6 1. Day One
Example 1.1.7. Let X = {x1, . . . , xn} be a finite G-set and CX be the
corresponding permutation CG-module. This defines a representation ρ :
G→ GL(CX). Note the ij-entry of the matrix of ρ(g) in the natural basis
of CX is 1 if gxj = xi and it is zero otherwise. This means that the matrix
ρ(g) is a permutation matrix: all its entries are zeros and ones, and there
is just one non-zero entry in every row and column. So amongst all matrix
representations of G, the ones coming from permutation representations are
in a sense very easy... On the other hand, CX is not irreducible unless n = 1
(why?).
If V and W are two finite dimensional CG-modules then so is V ⊕W .
Pick bases of V and W , to view V as a matrix representation ρ : G →
GLn(C) and W as a matrix representation σ : G→ GLm(C). With respect
to the basis for V ⊕W obtained by concatenating the two bases, the matrix
representation ρ⊕ σ : G→ GLm+n(C) corresponding to the module V ⊕W
has all g mapping to block diagonal matrices diag(ρ(g), σ(g)). This is how
one could think of direct sums of CG-modules in terms of matrices.
Example 1.1.8. Let us go back to S3 again. It acts on X = {1, 2, 3} and
so has a permutation representation CX. For instance, the image of the
3-cycle (1 2 3) with respect to the standard basis v1, v2, v3 of CX labelled by
the elements of the set X is the matrix
 0 0 11 0 0
0 1 0

 .
Note that the vector v1 + v2 + v3 is fixed by G, so it spans a 1-dimensional
submodule, isomorphic to the trivial module. By Maschke’s Theorem that
had better have a complement. For instance, the set of all vectors a1v1 +
a2v2 + a3v3 with a1 + a2 + a3 = 0, which is span(v1 − v2, v2 − v3), is a
complement. Let us write down matrices with respect to the new basis
v1 + v2 + v3, v1 − v2, v2 − v3 instead:
ρ(1) =

 1 0 00 1 0
0 0 1

 , ρ((1 2)) =

 1 0 00 −1 1
0 0 1

 ,
ρ((2 3)) =

 1 0 00 1 0
0 1 −1

 , ρ((1 3)) =

 1 0 00 0 −1
0 −1 0

 ,
ρ((1 2 3)) =

 1 0 00 0 −1
0 1 −1

 , ρ((1 3 2)) =

 1 0 00 −1 1
0 −1 0

 .
Note all these matrices are block diagonal. The top 1 × 1 block is the
trivial representation of G on V1 = C(v1 + v2 + v3), the bottom 2× 2 block
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is a 2-dimensional representation of G on V2 = span(v1 − v2, v2 − v3). It
is easy to check that V2 is irreducible. The decomposition V = V1 ⊕ V2
of V into irreducibles corresponds in matrix language to choosing a basis
so that each ρ(g) is block diagonal, and since the blocks are irreducible
representations you cannot do any better. Note, by the way, that we have
found the “missing” irreducible CS3-module of dimension 2.
Recall from Exercise 5.1.3 that CG is a co-commutative Hopf algebra
and so there is a natural structure of CG-module on the tensor product of
two CG-modules as well as on a dual of a CG-module. To be more precise,
let V andW be CG-modules. Then V ⊗W (which means V ⊗CW ) is a CG-
module with the action g(v⊗w) = gv⊗ gw for all g ∈ G and v ∈ V,w ∈W .
Also, V ∗ is a CG-module with the action gf(v) = f(g−1v) for all g ∈ G,
f ∈ V ∗, and v ∈ V . These operations satisfy all the natural properties
discussed in Exercise 5.1.3.
The tensor product discussed above should not be confused with the
outer tensor product which arises as follows. Given two groups G and H, a
CG-module V and CH-module W , their outer tensor product V ⊠W is the
vector space V ⊗W considered as a C[G ×H]-module via (g, h)(v ⊗ w) =
gv ⊗ gw for all g ∈ G,h ∈ H, v ∈ V,w ∈ W . In view of Exercise 5.2.16,
this is a special case of the outer tensor product construction for associative
algebras studied in Exercises 5.2.18, 5.2.19, and 5.2.20.
Powerful tools to build new representations from old ones are provided
by restriction and induction. Let H be a subgroup of a finite group G. De-
note the category of finite dimensional CG-modules (and usual CG-module
homomorphisms) by CG-mod. We have the restriction and induction func-
tors
resGH : CG-mod→ CH-mod, ind
G
H : CH-mod→ CG-mod .
As a special case of a general fact, indGH is left adjoint to res
G
H .
Let g1, . . . , gm be the left coset representatives of H in G. Then CG is
a free right CH-module with basis {g1, . . . , gm}. By Exercise 5.1.6, we have
a vector space decomposition:
indGHV = g1 ⊗ V ⊕ · · · ⊕ gm ⊗ V.
So:
Lemma 1.1.9. Let G be a finite group, H ≤ G, and V be a finite dimen-
sional CH-module.
(i) dim indGHV = [G : H] dimV .
(ii) If {v1, . . . , vn} is a basis of V then {gi⊗ vj | 1 ≤ i ≤ m, 1 ≤ j ≤ n}
is a basis of indGHV .
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A representation ρ : G→ GLn(C) associates to every element g ∈ G an
n× n matrix. The set of matrices {ρ(g) | g ∈ G} is a “lot of data” to carry.
Miraculously, it turns out that a representation is determined uniquely up
to isomorphism by its character:
Definition 1.1.10. Let V be a finite dimensional CG-module and (V, ρ) be
the corresponding representation of G. The character of V is the function
χV : G→ C with χV (g) equal to the trace of the endomorphism ρ(g).
It is clear that if V ∼= W then χV = χW . The miracle is that the
converse is also true! Clearly χV (1) = dimV . It is also easy to check that
χV⊕W = χV + χW and χV⊗W = χV χW .
A class function on G is a function f : G → C that is constant on
conjugacy classes. For example, the character χV of any finite dimensional
CG-module is a class function, since
tr(ρ(hgh−1)) = tr(ρ(h)ρ(g)ρ(h)−1) = tr(ρ(g)) (g, h ∈ G).
Let C(G) denote the vector space of all class functions on G, and let
(1.1.4) C1, . . . , Cr
be the conjugacy classes of G. We will always choose C1 to be the trivial
conjugacy class: C1 = {1}. Let δi : G → C be the function with δi(g) = 1
if g ∈ Ci, 0 otherwise. Then {δ1, . . . , δr} is clearly a basis of C(G). There
is a much less obvious (and often more important!) basis for C(G), coming
from irreducible characters.
The characters of the irreducible modules L1, . . . , Lr are called the irre-
ducible characters of G. They will be denoted, respectively, by
(1.1.5) χ1, . . . , χr.
Theorem 1.1.11. χ1, . . . , χr is a basis for C(G).
Proof. By definition, χi(ej) = δi,jnj. This proves that χ1, . . . , χr are lin-
early independent. Hence they form a basis by dimensions. 
Corollary 1.1.12. Two finite dimensional CG-modules V and W are iso-
morphic if and only if χV = χW , i.e. they have the same characters.
Proof. By Maschke’s Theorem, V ∼=
⊕r
i=1 L
⊕ai
i and W
∼=
⊕r
i=1 L
⊕bi
i . By
the Jordan-Ho¨lder Theorem, V ∼= W if and only if ai = bi for all i. But
χV =
∑r
i=1 aiχi and χW =
∑r
i=1 biχi. So χV = χW if and only if ai = bi
for all i by the linear independence of irreducible characters. 
Lemma 1.1.13. For each i = 1, . . . , r we have ei =
∑
g∈G
niχi(g−1)
|G| g.
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Proof. Let us write ei =
∑
g∈G a
(i)
g g, let ψ be the character of the regular
CG-module and g ∈ G. We compute ψ(eig
−1) in two different ways. On the
one hand,
eig
−1 =
∑
h
a
(i)
h hg
−1.
So, since ψ(1) = |G| and ψ is zero on all other group elements, we have
ψ(eig
−1) = a(i)g |G|.
On the other hand, ψ =
∑r
j=1 njχj . So
ψ(eig
−1) =
∑
j
njχj(eig
−1).
But ei acts as zero on all Lj for j 6= i, and it acts as 1 on Li. So we get that
ψ(eig
−1) = niχi(g
−1).
Comparing the two formulas proves the lemma. 
Recall that in (1.1.4) we have denoted the conjugacy classes of G by
C1, . . . , Cr. Let ci = |Ci| be the size of the ith conjugacy class, so e.g.
c1 = 1. Also, pick once and for all a representative gi in each conjugacy
class Ci.
Definition 1.1.14. The character table of G is the r × r matrix with the
(i, j)-entry equal to χi(gj).
It is convenient to think of the rows of the character table of G as being
labeled by the irreducible characters of G and the columns being labelled
by the conjugacy classes of G. The character table is independent of the
particular representative gj of Cj chosen because χi is a class function.
We now introduce a Hermitian form on the complex vector space C(G)
by defining the pairing of two class functions χ and ψ as follows:
(1.1.6) (χ,ψ) =
1
|G|
∑
g∈G
χ(g)ψ(g) (χ,ψ ∈ C(G)),
where “¯” is the complex conjugation. Note that (χ, χ) = 1|G|
∑
g∈G |χ(g)|
2
which is a positive real number if and only if χ 6= 0. So we have a positive
definite Hermitian form or an inner product.
Theorem 1.1.15. (Character Orthogonality Relations)
(i) With respect to the inner product just defined, χ1, . . . , χr are or-
thonormal. In particular for any character χ, we have
χ =
r∑
i=1
(χ, χi)χi.
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(ii) (Row Orthogonality Relations) With our usual notation for
the character table, we have for any 1 ≤ i, j ≤ r that
r∑
k=1
ckχi(gk)χj(gk) =
{
0 if i 6= j,
|G| if i = j.
(iii) (Column Orthogonality Relations) For any 1 ≤ i, j ≤ r we
have
r∑
i=1
χi(gj)χi(gk) =
{
0 if j 6= k,
|G|/cj if j = k.
Proof. (i) Clearly χi(ej) = δi,jnj. On the other hand, by Lemma 1.1.13,
we have ej =
1
|G|
∑
g njχj(g
−1)g. Hence
δi,jnj =
1
|G|
∑
g
njχj(g
−1)χi(g).
It is easy to see that χj(g
−1) = χj(g). Hence the right hand side is nj(χi, χj).
(ii) This is just a restatement of (i) using the fact that characters are
class functions.
(iii) Let A be the character table, and B be the matrix with ij-entry
ciχj(gi)/|G|. The ij-entry of the matrix AB is
1
|G|
r∑
k=1
ckχi(gk)χj(gk) = δi,j .
So AB = I. Hence BA = I. Now, computing the ij-entry of BA, we get
1
|G|
∑
k
ciχk(gi)χk(gj) = δi,j .
We are done. 
Finally, we mention one important corollary of character theory without
proof: the dimension of any irreducible CG module divides the order of the
group G.
1.2. Gelfand-Zetlin subalgebras and Gelfand-Zetlin bases
We now begin to study representation theory of the symmetric groups Sn in
more detail. Our first approach will be the one suggested by Okounkov and
Vershik, but it relies on many classical ideas going back at least to Young.
We are going to exploit the following three vague general ideas:
• We want to understand the Wedderburn decomposition more ex-
plicitly in terms of the data of the symmetric group.
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• There is more than one symmetric group, in fact we have a nice
nested family S1 ⊂ S2 ⊂ S3 ⊂ . . . .
• The symmetric group algebra CSn has a well-known large commu-
tative subalgebra, using which we can try to “play Lie theory” as
if this subalgebra was a maximal toral subalgebra.
We now expand on the last point.
Define the kth Jucys-Murphy element (JM-element for short) Lk ∈ CSn
as follows:
(1.2.1) Lk :=
∑
1≤m<k
(m,k).
Note that L1 = 0 and Lk commutes with Sk−1. As Lk ∈ CSk, it follows
that the JM-elements commute. Here and below, if m < n, the default
embedding of Sm into Sn is with respect to the first m letters. A copy of
Sm embedded with respect to the last m letters is denoted by S
′
m.
Denote by Zn the center of the group algebra CSn. Also let
Zn,m := (CSn+m)
Sn
be the centralizer of CSn in CSn+m. It is clear that Zn,m has basis consisting
of the class sums corresponding to the Sn-conjugacy classes in Sn+m. These
conjugacy classes can be thought of as cycle shapes with ‘fixed positions’
for n+1, n+2, . . . , n+m—we call them marked cycle shapes. For example,
the symbol
(1.2.2) (∗, ∗, ∗, ∗, ∗)(∗, ∗)(∗)(∗)(12, ∗, 13, 14, ∗)(15)
corresponds to the S11-conjugacy class in S15 which consists of all permu-
tations whose cycle presentation is obtained by inserting the numbers 1
through 11 instead of asterisks. We denote by
[(∗, ∗, ∗, ∗, ∗)(∗, ∗)(∗)(∗)(12, ∗, 13, 14, ∗)(15)] ∈ Z11,4
the corresponding class sum.
Let Zn,m[i] denote the span of the class sums which consists of permu-
tations fixing exactly n + m − i elements (equivalently, moving exactly i
elements), and
Zin,m := Zn,m[0] + Zn,m[1] + · · ·+ Zn,m[i].
Then we have a vector space decomposition
Zn,m =
⊕
i≥0
Zn,m[i],
and the algebra filtration
C · 1 = Z0n,m = Z
1
n,m ⊆ Z
2
n,m ⊆ . . . .
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Lemma 1.2.1. Let x be a marked cycle shape which corresponds to the
Sn-conjugacy class in Sn+m, consisting of permutations moving exactly i
elements, i.e. x ∈ Zin,m \Z
i−1
n,m. Then, modulo Z
i−1
n,m, the class sum [x] can be
written as a product of an element of Zn ⊆ Zn,m and elements of the form
[(∗, k)] and (k′, k′′) for some k, k′, k′′ > n.
Proof. First of all, note that the problem reduces to the case where x is
just one cycle, involving some k > n, i.e. where x is of the form
x = (∗, . . . , ∗︸ ︷︷ ︸
rt
, kt, ∗, . . . , ∗︸ ︷︷ ︸
rt−1
, . . . , k2, ∗, . . . , ∗︸ ︷︷ ︸
r1
, k1).
Now, observe that
[x] ≡ [(∗, kt)]
rt(kt, kt−1) . . . [(∗, k2)]
r2(k2, k1)[(∗, k1)]
r1 (mod Zi−1n,m),
using the fact that Zn,m is an algebra. 
Proposition 1.2.2. (Olshanskii’s Lemma) The algebra Zn,m is generated
by S′m, Zn, and Ln+1, . . . , Ln+m.
Proof. It is clear that S′m, Zn, and Ln+1, . . . , Ln+m are contained in Zn,m,
so they generate a subalgebra A ⊆ Zn,m. Conversely, we prove by induction
on i = 0, 1, . . . that Zin,m ⊆ A. For i = 0 and 1, we have Z
i
n,m = F · 1 ⊆ A.
Note that for any k > n, we have
[(∗, k)] = Lk − (n + 1, k) − · · · − (k − 1, k) ∈ A.
So it follows from Lemma 1.2.1 that, modulo Zi−1n,m, we can write any class
sum [x] ∈ Zin,m as a product of elements in A. But Z
i−1
n,m ⊆ A by the
inductive assumption, and we are done. 
Let B be a subalgebra of an F -algebra A and C be the centralizer of
B in A. If V is an A-module and W is a B-module then HomB(W, res BV )
is naturally a C-module with respect to the action (cf)(w) = cf(w) for
w ∈W,f ∈ HomB(W, res BV ), c ∈ C.
Lemma 1.2.3. Let B ⊆ A be semisimple finite dimensional F -algebras. If
V is irreducible over A and W is irreducible over B then
HomB(W, res BV )
is irreducible over C.
Proof. By Wedderburn-Artin, we may assume that A = End (V ). De-
compose resBV = W
⊕k ⊕ X, where W is not a composition factor of X.
Then the algebra EndB(W
⊕k), naturally contained in C, acts on the space
HomB(W, res BV ) as the full endomorphism algebra. 
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Theorem 1.2.4. Let V be an irreducible CSn-module. Then the restriction
res Sn−1V is multiplicity-free.
Proof. It follows from Proposition 1.2.2 that the centralizer of CSn−1 in
CSn is commutative. So the theorem comes from Lemma 1.2.3 (why?). 
We now define the branching graph B whose vertices are isomorphism
classes of irreducible CSn-modules for all n ≥ 0 (by convention CS0 = C);
we have a directed edge W → V from (an isoclass of) an irreducible CSn-
module W to (an isoclass of) an irreducible CSn+1-module V if and only if
W appears as a composition factor of res SnV ; there are no other edges.
Our main goal is to find an explicit combinatorial description of the
branching graph. This will give us a good understanding of irreducible CSn-
modules for all n. This will also yield the so-called branching rule, i.e. the
rule that describes a restriction of an irreducible complex Sn-representation
to Sn−1. To achieve this goal we will actually do more.
Let V be an irreducible CSn-module. Theorem 1.2.4 and Exercise 5.1.8
imply that the decomposition
res Sn−1V =
⊕
W→V
W
is canonical. Decomposing each W on restriction to Sn−2, and continuing
inductively all the way to S0, we get a canonical decomposition
V =
⊕
T
VT
into irreducible CS0-modules, that is 1-dimensional subspaces VT , where T
runs over all paths W0 →W1 → . . .→Wn = V in B.
Let T = (W0 →W1 → . . .→Wn). Note that for all 0 ≤ k ≤ n we have
(1.2.3) CSk · VT =Wk, and WT = eW0eW1 . . . eWnV.
Choosing a vector vT ∈ VT , we get a basis {vT } of V called Gelfand-
Zetlin basis (or GZ-basis). Vectors of GZ-basis are defined uniquely up to
scalars. Moreover, if ϕ : V → V ′ is an isomorphism of irreducible modules
then ϕ moves a GZ-basis of V to a GZ-basis of V ′.
Using Exercise 5.1.5, pick an Sn-invariant inner product (·, ·) on V . Note,
for example using (1.2.3), that a GZ-basis is orthogonal with respect to (·, ·).
Choice of aGZ-basis in each irreducible module V yields byWeddreburn-
Artin, a decomposition
(1.2.4) CSn =
⊕
V
MdimV (C).
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Define the GZ-subalgebra An ⊆ CSn as the subalgebra which consists of
all elements of CSn which are diagonal with respect to a GZ-basis in every
irreducible CSn-module. In terms of the decomposition (1.2.4), An consists
of all diagonal matrices. In particular,
Lemma 1.2.5. An is a maximal commutative subalgebra of CSn. Also, An
is a semisimple algebra.
We now give two more explicit descriptions of the GZ-subalgebra.
Lemma 1.2.6. We have
(i) An is generated by the subalgebras Z0, Z1, . . . , Zn ⊆ CSn.
(ii) An is generated by the JM-elements L1, L2, . . . , Ln.
Proof. (i) Let eV ∈ Zn be the central idempotent of CSn which acts as
identity on V and as zero on any irreducible CSn-module V
′ 6∼= V . If T =
W0 →W1 → . . .→Wn = V is a path in B then
eW0eW1 . . . eWn ∈ Z0Z1 . . . Zn
acts as the projection to VT along ⊕S 6=TVS and as zero on any irreducible
CSn-module V
′ 6∼= V . So the subalgebra generated by Z0, Z1, . . . , Zn con-
tains An. As this subalgebra is commutative and An is a maximal commu-
tative subalgebra of CSn, the two must coincide.
(ii) Note that Lk is the sum of all transpositions in Sk minus the sum
of all transpositions in Sk−1, that is Lk is a difference of a central element
in Sk and a central element in Sk−1. So by (i), the JM-elements do belong
to An. To prove that they generate An, proceed by induction on n, the
inductive base being trivial. By (i), An is generated by An−1 and Zn. In
view of the inductive assumption, it suffices to prove that An−1 and Ln
generate Zn. But this follows from the obvious embedding Zn ⊆ Zn−1,1 and
Proposition 1.2.2, as Zn−1 ⊆ An−1. 
Now, we will try to have the GZ-subalgebra play a role of a Cartan
subalgebra in Lie theory. As An is semisimple we can decompose every
irreducible CSn-module V as a direct sum of simultaneous eigenspaces for
the elements L1, . . . , Ln. If i = (i1, . . . , in) ∈ C
n and Vi is the simultaneous
eigenspace for the L1, . . . , Ln corresponding to the eigenvalues i1, . . . , in,
respectively, then we say that i is a weight of V and Vi is the i-weight space
of V .
By definition, vectors of a GZ-basis are weight vectors. Also, since in
terms of (1.2.4), An consists of all diagonal matrices, each weight space is 1-
dimensional. Thus the weight spaces are precisely the spans of the elements
of a GZ-basis. It also follows that if i is a weight of an irreducible module
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V , then it is not a weight of an irreducible module V ′ 6∼= V . Thus, via GZ-
bases, we get a one-to-one correspondence between all possible weights (for
all symmetric groups) and all paths in B. The weight corresponding to a
path T will be denoted iT and a path corresponding to a weight i will be
denoted Ti. We will also write vi for vTi .
A path T ends at a vertex V if and only if the corresponding weight iT
is a weight of V . It is clear now that in order to understand B it suffices to
describe the sets
(1.2.5) W (n) = {i ∈ Cn | i is a weight of a CSn-module} (n ≥ 0)
and the equivalence relation
(1.2.6) i ≈ j ⇔ i, j are weights of the same irreducible CSn-module
on W (n). Indeed, note that
B =
⊔
n≥0
(W (n)/ ≈)
and for equivalence classes [i] ∈ W (n − 1)/ ≈, [j] ∈ W (n)/ ≈, we have
[i]→ [j] if and only if i = (k1, . . . , kn−1) for some k ≈ j.
Remark 1.2.7. For those of you who are spoiled by knowing what the final
answer should be: yes, the elements of the set W (n)/ ≈ will be labeled by
the partitions λ of n, and the elements of the set W (n) will be labeled by
the standard λ-tableaux for all such λ, with two tableaux being equivalent
if and only if they have the same shape λ. To be more precise, if T is
a standard λ-tableaux, then the corresponding weight iT = (i1, . . . , in) is
obtained as follows: ir is the content of the box in λ which is occupied by r
in the λ-tableaux T (1 ≤ r ≤ n).
The following notation will be convenient: if i = (i1, . . . , in) ∈ W (n),
we write V (i) for an irreducible CSn-module which has i as its weight.
The weight i determines V (i) uniquely up to isomorphism, but V (i) ∼=
V (j) if and only if i ≈ j. Now, (1.2.3) can now be restated as follows:
(1.2.7) CSk · vi = V (i1, . . . , ik) (0 ≤ k ≤ n).

Chapter 2
Day Two
2.1. Description of weights
We have basic transpositions
sk := (k, k + 1) ∈ Sn, (1 ≤ k < n).
Note important relations
(2.1.1) skLk = Lk+1sk − 1, skLm = Lmsk (m 6= k, k + 1).
The second relation immediately implies
Lemma 2.1.1. Let i = (i1, . . . , in) ∈W (n), and 1 ≤ k < n. Then skvi is a
linear combination of vectors vj such that jm = im for m 6= k, k + 1.
While the role of a Cartan subalgebra is played by An, the role of sl2-
subalgebras will be played by the subalgebras
Bk := 〈Lk, Lk+1, sk〉 (1 ≤ k < n).
In view of (2.1.1), every Bk is a quotient of the rank two degenerate affine
Hecke algebra:
H2 := 〈s, x, y | xy = yx, s
2 = 1, sx = ys− 1〉.
Instead of representation theory of sl2 we develop equally easy represen-
tation theory of H2. We first construct some explicit H2-modules. Fix a
pair of numbers a, b ∈ C. If b = a+ 1, let L(a, b) = C · v be a 1-dimensional
vector space with the action of the generators
xv = av, yv = bv, sv = v.
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Clearly, the relations are satisfied, so we have a well-defined action of H2.
Similarly, if b = a − 1, we have L(a, b) = C · v be a 1-dimensional vector
space with
xv = av, yv = bv, sv = −v.
Finally, assume that a 6= b± 1. Let L(a, b) be a 2-dimensional vector space
C · v1 ⊕ C · v2 with the action of the generators x, y, s, given, respectively,
by the matrices
(2.1.2)
(
a −1
0 b
)
,
(
b 1
0 a
)
,
(
0 1
1 0
)
.
Note that if a = b, then x and y do not act on L(a, b) semisimply, while if
a 6= b, b ± 1, then we can simultaneously diagonalize x and y, so that the
matrices of x, y, s are
(2.1.3)
(
a 0
0 b
)
,
(
b 0
0 a
)
,
(
(b− a)−1 1− (b− a)−2
1 (a− b)−1
)
.
To achieve this, change basis from {v1, v2} to {v1, v2−(b−a)
−1v1}. If instead
we change to
(2.1.4) {v1, (1 − (b− a)
−2)−1/2(v2 − (b− a)
−1v1)},
the matrix of s becomes orthogonal:
(2.1.5)
(
(b− a)−1
√
1− (b− a)−2√
1− (b− a)−2 (a− b)−1
)
.
It is clear that the H2-modules L(a, b) we have just constructed are ir-
reducible. One can prove that every irreducible H2-module is finite dimen-
sional, so the finite dimensionality assumption in the following proposition
is unnecessary.
Proposition 2.1.2. We have:
(i) Every (finite dimensional) irreducible H2-module is isomorphic to
some L(a, b).
(ii) If a 6= b±1, then L(a, b) ∼= L(b, a) , and there are no other isomor-
phic pairs among {L(a, b) | a, b ∈ C}.
Proof. (i) Let V be a finite dimensional irreducible H2-module. There
exists v ∈ V which is a simultaneous eigenvector for x and y. So xv = av,
yv = bv for some a, b ∈ C. If sv is proportional to v, then V = Cv, and we
must have sv = ±v, as s2 = 1. This immediately leads to b = a ± 1 and
V = L(a, b). If sv is not proportional to v, then {v, sv} must be a basis
of V , which leads to the formulas (2.1.2), but these formulas determine an
irreducible module only if a 6= b± 1.
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(ii) That no other pairs are isomorphic is clear, because if L(a, b) and
L(c, d) are isomorphic, then their restrictions to subalgebras 〈x, y〉, gener-
ated by x and y, are isomorphic. Finally, if a 6= b, b ± 1, it is easy to write
down an explicit isomorphism between L(a, b) and L(b, a) using the formulas
(2.1.5). 
Corollary 2.1.3. Let i ∈W (n), V = V (i), 1 ≤ k < n, and
j := ski = (i1, . . . , ik−1, ik+1, ik, ik+2, . . . , in).
Then:
(i) ik 6= ik+1.
(ii) If ik+1 = ik ± 1 then skvi = ±vi and j is not a weight of V .
(iii) Let ik+1 6= ik ± 1. Then j is a weight of V . Moreover, the vector
w := (si − (ik+1 − ik)
−1)vi is a non-zero vector of weight j, the
elements Lk, Lk+1, sk leave X := span(vi, w) invariant, and act in
the basis {vi, w} of X with matrices (2.1.3), respectively.
Proof. By (1.2.7), CSk+1 · vi ∼= V (i1, . . . , ik+1). Consider
M := HomSk−1(V (i1, . . . , ik−1), V (i1, . . . , ik+1))
as a module over Zk−1,2 = 〈Bk, Zk−1〉, see Proposition 1.2.2. This module
is irreducible by Lemma 1.2.3. By Schur’s Lemma, Zk−1 acts on M with
scalars, so M is irreducible even as a Bk-module. Note that the Bk-module
M is isomorphic to the Bk-submodule
N := Bk · vi ⊆ V.
Inflating along the surjection H2 → Bk, makes N into an irreducible H2-
module, with ik and ik+1 appearing as eigenvalues of x and y, respectively.
Hence N ∼= L(ik, ik+1), see Proposition 2.1.2. Now the result follows from
the classification of irreducible H2-modules obtained above, noting for (i)
that x and y do not act semisimply of L(a, a), so this case is impossible. 
Corollary 2.1.4. Let i = (i1, . . . , in) ∈ C
n. If ik = ik+2 = ik+1 ± 1 for
some k, then i 6∈W (n).
Proof. Otherwise, Corollary 2.1.3(ii) gives skvi = ±vi and sk+1vi = ∓vi,
which contradicts the braid relation sksk+1sk = sk+1sksk+1. 
Lemma 2.1.5. Let i ∈W (n). Then
(i) i1 = 0.
(ii) {ik − 1, ik + 1} ∩ {i1, . . . , ik−1} 6= ∅ for all 1 < k ≤ n.
(iii) If ik = im = a for some k < m then
{a− 1, a+ 1} ⊆ {ik+1, . . . , im−1}.
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Proof. (i) is clear as L1 = 0.
If (ii) fails, apply Corollary 2.1.3(iii) repeatedly to swap ik with ik−1,
then with ik−2, etc., all the way to the second position. Now, if ik = 0, we
get a weight which starts with two 0’s, which contradicts Corollary 2.1.3(i).
Otherwise, again by Corollary 2.1.3(iii), we can move ik to the first position,
which contradicts (i).
If (iii) fails, let us pick k,m with the minimal m − k for which this
happens. By Corollaries 2.1.3(i),(iii) and 2.1.4, we have
i = (. . . , a, a± 1, . . . , a± 1, a, . . . ),
which contradicts the minimality of m− k. 
For any n ≥ 0, let λ = (λ1, λ2, . . . ) be a partition of n, i.e. a weakly
decreasing sequence of non-negative integers summing to n. Let P(n) denote
the set of all partitions of n. Set
P :=
⋃
n≥0
P(n).
We identify a partition λ with its Young diagram
λ = {(r, s) ∈ Z>0 × Z>0 | s ≤ λr}.
Elements (r, s) ∈ Z>0 × Z>0 are called nodes or boxes. We label the nodes
of λ with contents, which are elements of Z. By definition, the content of
the node (r, s) is s− r. The content of the node A is denoted cont A.
Let i ∈ Z. A node A = (r, s) ∈ λ is called i-removable (resp. i-addable)
for λ if cont A = i and λA := λ \ {A} (resp. λ
A := λ ∪ {A}) is a Young
diagram of a partition. A node is called removable (resp. addable) if it is
i-removable (resp. i-addable) for some i. Thus, for example, a removable
node is always of the form (m,λm) with λm > λm+1.
Let λ be a partition of λ. An allocation of numbers 1, . . . , n into the
boxes of λ (one number into one box) is called a λ-tableau. A λ-tableau
is called standard if the numbers increase from top to bottom along the
columns of λ and from left to right along the rows.
For any λ-tableau T , let Tk be the box occupied by k in T , and
iT := (cont T1, . . . , cont Tn) ∈ Z
n.
The symmetric group Sn acts on the set of all λ-tableaux by acting on the
entries of the tableaux. Recall that it also acts on n-tuples of numbers by
place permutations. Then we have:
wiT = iwT (w ∈ Sn).
Define the Young graph Y as a directed graph with the set P of all
partitions as its set of vertices; moreover, for λ, µ ∈ P we have µ→ λ if and
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only if µ = λA for some removable node A for λ. A path in Y ending in
λ will be referred to as a λ-path. Thus a λ-path T can be thought of as a
sequence of nodes T1, . . . , Tn of λ such that Tn is removable for λ, Tn−1 is
removable for λTn , etc. If, for all 1 ≤ k ≤ n, we place the number k into
the box Tk, we get a standard λ-tableau. In this way we get a one-to-one
correspondence between λ-paths in Y and standard λ-tableaux. We will not
distinguish between the two.
Example 2.1.6. If λ = (4, 2, 1), an example of a standard λ-tableau is given
by
T =
1 2 4 5
3 7
6
In this case iT = (0, 1,−1, 2, 3,−2, 0).
Set
(2.1.6) W ′(n) := {iT | T is a standard λ-tableau for some λ ∈ P(n)}.
Note that the shape λ of T can be recovered from the tuple iT : the amount
of a’s among the ik is the amount of nodes on the ath diagonal of the Young
diagram λ. So the n-tuples i, j ∈W ′(n) come from standard tableaux of the
same shape if and only if i can be obtained from j by a place permutation,
in which case we write i ∼ j.
Lemma 2.1.7. The set W ′(n) is precisely the set of all n-tuples i ∈ Cn
which satisfy the properties (i)-(iii) of Lemma 2.1.5. In particular, W (n) ⊆
W ′(n).
Proof. Easy combinatorial exercise, see Exercise 5.1.11. 
If i = (i1, . . . , in) ∈ C
n, and ik 6= ik+1 ± 1, then a place permutation
which swaps ik and ik+1 will be called an admissible transposition. If i =
iT for a standard tableau T , then an admissible transposition amounts to
swapping k and k + 1 that do not lie on adjacent diagonals in T . It is clear
that such a swap always transforms a standard λ-tableaux to a standard
λ-tableaux.
Let λ = (λ1 ≥ λ2 ≥ · · · ≥ λk) ∈ P(n). We define the corresponding
canonical λ-tableau T (λ) to be the λ-tableau obtained by filling in the num-
bers 1, 2, . . . , n from left to right along the rows, starting from the first row
and going down.
Lemma 2.1.8. Let λ ∈ P(n). If T is a standard λ-tableau, then there
is a series of admissible transpositions which moves T to T (λ). Moreover,
these transpositions sk1 , sk2 , . . . , skℓ can be chosen in such a way that ℓ =
ℓ(sk1sk2 . . . skℓ).
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Proof. Let A be the last box of the last row of λ. In T (λ), the box A is
occupied by n. In T , the box A is occupied by some number k. Note also
that in T , the numbers k+ 1 and k do not lie on adjacent diagonals. So we
can apply an admissible transposition to swap k and k + 1, then to swap
k+ 1 and k+2, etc. As a result, we get a new standard λ-tableau in which
A is occupied by n. Next, remove A together with n, and apply induction.
Finally, note that this procedure yields a reduced word. 
Lemma 2.1.9. If i ∈ W ′(n) and i ∼ j for some j ∈ W (n), then i ∈ W (n)
and i ≈ j.
Proof. By definition, i = iT for some standard tableau T . By Lemma 2.1.7,
j = iS. As i ∼ j, the tableaux S and T have the same shape. In view of
Corollary 2.1.3(iii), it suffices to show that we can go from iS to iT by a
chain of admissible transpositions. But this follows from Lemma 2.1.8. 
Theorem 2.1.10. We have W (n) =W ′(n). Moreover, iT ≈ iS if and only
if iT ∼ iS. In particular, the branching graph B is isomorphic to the Young
graph Y.
Proof. By Lemma 2.1.7, W (n) ⊆ W ′(n). The number of isomorphism
classes of irreducible CSn-modules equals the number of conjugacy classes
of Sn, which are labelled by partitions of n, see Exercise 5.1.9. So we have
(2.1.7) |W (n)/ ≈ | = |P(n)| = |W ′(n)/ ∼ |.
Now, let i ∈ W ′(n). In view of Lemma 2.1.9, the ∼-equivalence class of i
either contains no elements of W (n) or is a subset of a ≈-equivalence class
of W (n). In view of (2.1.7), this now implies W (n) = W ′(n) and ∼ is
equivalent to ≈. 
Now to every irreducible CSn-module V we can associate a partition
λ ∈ P(n). Indeed, if i ∈ W (n) is a weight of V then i = iT for some
standard tableaux T , and we associate to V the shape λ of T , which is well-
defined by the theorem. We will write V = V λ. This notation is better than
V (i), because we have a one-to-one correspondence between the isoclasses of
irreducible CSn-modules and partitions of n. The weights of V
λ are precisely
{iT | T is a standard λ-tableau}.
Example 2.1.11. (i) If λ = (n), the only standard λ-tableau is · · ·1 2 3 n .
So V (n) is 1-dimensional, and its only weight is (0, 1, . . . , n − 1). Similarly,
V (1
n) is 1-dimensional with the only weight (0,−1, . . . ,−n). It is clear from
this information that V (n) is the trivial and V (1
n) is the sign modules over
Sn.
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(ii) Let λ = (n − 1, 1). Then the standard λ-tableaux are T (k) :=
· · ·1 2 n
k for 2 ≤ k ≤ n, and the corresponding weights are
i(k) := (0, 1, . . . , k − 2,−1, k − 1, . . . , n − 2) (2 ≤ k ≤ n).
Note what we have done so far. We have started from a nested family of
algebras CS0 ⊂ CS1 ⊂ . . . , proved the multiplicity-freeness of the branching
rule from scratch, defined the branching graph B, and tried to learn enough
facts about B, so that we could identify it with some known graph. This have
lead to a classification of irreducible CSn-modules for all n and a description
of the branching rule at the same time. On the way we have obtained other
useful results about irreducible modules.
2.2. Formulas of Young and Murnaghan-Nakayama
Formulas of Young describe explicitly the matrices of simple transpositions
sk with respect to a nice choice of a GZ-basis. The formulas come more
or less from (2.1.3) and (2.1.5). We just need to scale the elements of a
GZ-basis in a consistent way.
In order to do this, fix λ ∈ P(n). Pick a basis vector vT (λ) ∈ V
λ
T (λ)
corresponding to the canonical λ-tableau. Let T be an arbitrary standard
λ-tableau. Write T = w · T (λ) for w ∈ Sn. Define ℓ(T ) to be ℓ(w). Denote
by πT the projection to the one-dimensional subspace V
λ
T along ⊕S 6=TV
λ
S ,
and set
(2.2.1) vT = πT (wvT (λ)).
By Lemma 2.1.8, there is a reduced decomposition w = sk1 . . . skℓ with all
simple transpositions being admissible. So Corollary 2.1.3(iii) implies
(2.2.2) wvT (λ) = vT +
∑
S: ℓ(S)<ℓ(T )
cSvS,
and vT 6= 0.
Theorem 2.2.1. (Young’s Seminormal Form) Let λ ∈ P(n), {vT } be
the GZ-basis of V λ defined in (2.2.1), and 1 ≤ k < n. Then the action of
the simple transposition sk ∈ Sn is given as follows
(i) If cont Tk+1 = cont Tk ± 1, then skvT = ±vT .
(ii) Let ρ := (cont Tk+1 − cont Tk)
−1 6= ±1 and set S = skT . Then
skvT =
{
ρvT + vS , if ℓ(S) > ℓ(T ),
−ρvT + (1− ρ
2)vS , if ℓ(S) < ℓ(T ).
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Proof. If cont Tk+1 = cont Tk±1, the result follows from Corollary 2.1.3(ii).
Otherwise sk is an admissible transposition for T . We may assume that
ℓ(S) > ℓ(T ). As weight spaces of V λ are 1-dimensional, Corollary 2.1.3(iii)
implies that vS equals skvT −ρvT up to a scalar multiple, and, using (2.2.2),
we see that the scalar is 1. 
Corollary 2.2.2. Irreducible representations of Sn are defined over Q and
are self-dual.
Theorem 2.2.3. (Young’s Orthogonal Form) Let λ ∈ P(n). There
exists a GZ-basis {wT } of V
λ such that the action of an arbitrary simple
transposition sk ∈ Sn is given by
(2.2.3) skwT = ρwT +
√
1− ρ2wskT ,
where ρ := (cont Tk+1 − cont Tk)
−1 (note that when ρ = ±1, the coefficient
of wskT is zero, so this term should be omitted).
Proof. Let {vT } be the basis of Theorem 2.2.1, and set
wT = vT /
√
(vT , vT ).
Let S = skT . We may assume that sk is an admissible transposition. More-
over, note that the formula (2.2.3) for skwT implies the corresponding for-
mula for skwS and conversely, so we may assume that ℓ(S) > ℓ(T ).
As sk preserves (·, ·), the formulas of Theorem 2.2.1(ii) imply
(vS , vS) = (sivT − ρvT , sivT − ρvT )
= (vT , vT ) + ρ
2(vT , vT )− ρ(sivT , vT )− ρ(vT , sivT )
= (vT , vT ) + ρ
2(vT , vT )− ρ(ρvT + vS , vT )− ρ(vT , ρvT + vS)
= (1− ρ2)(vT , vT ).
Hence
wS = vS/(vS , vS) = vS/(
√
(vT , vT )
√
1− ρ2).
Now, the result follows from (2.1.4) and (2.1.5). 
Example 2.2.4. Let λ = (n−1, n). Using the notation of Example 2.1.11(ii)
and writing vj for vT (j), 2 ≤ j ≤ n, the formulas of Young’s orthogonal form
become:
(2.2.4) sivj =


vj , if j 6= i, i + 1,
1
i vi +
√
1− 1i2 vi+1, if j = i,√
1− 1
i2
vi −
1
i vi+1, if j = i+ 1.
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Let M be the natural permutation CSn-module with basis e1, . . . , en. It has
the irreducible submodule N = {
∑
i aiei ∈M |
∑
i ai = 0}. Set
vj :=
1√
j(j − 1)
(e1 + · · ·+ ej−1 − (j − 1)ej) (2 ≤ j ≤ n).
Then {v2, v3, . . . , vn} is a basis of N with respect to which the simple per-
mutations act by formulas (2.2.4).
Let λ ∈ P(n) and µ ∈ P(n − k). Set
V λ/µ := HomSn−k(V
µ, res Sn−kV
λ).
It is clear from the branching rule that V λ/µ 6= 0 if and only if the Young
diagram µ is contained in the Young diagram λ, in which case we denote
the complement by λ/µ. A set of nodes of this form will be called a skew
shape. The number of nodes in λ/µ will be denoted |λ/µ|. The number of
rows occupied by λ/µ minus 1 will be denoted by L(λ/µ). A skew shape
is called a skew hook if it is connected and does not have two boxes on the
same diagonal (equivalently, if the contents of the nodes of the shape form
a segment of integers).
By Lemma 1.2.3, we know that V λ/µ is an irreducible Zn−k,k-module.
On restriction to S′k ⊂ Zn−k,k it becomes a (not necessarily irreducible) CSk-
module. Let χλ/µ be the character of this CSk-module. If µ = ∅ we get the
character χλ of V λ. The results on GZ-bases and Young’s canonical forms
can be easily generalized to skew shapes. For example, define a λ/µ-path
to be any path which connects µ with λ. We will not distinguish between
λ/µ-paths and standard λ/µ-tableaux (defined in the obvious way). Then
Theorem 2.2.3 implies
Proposition 2.2.5. (Young’s Orthogonal Form for Skew Shapes) Let
λ/µ be a skew shape with |λ/µ| = k, |µ| = n− k. There exists a basis
{wT | T is a standard λ/µ-tableau}
of V λ/µ such that the action of an arbitrary simple transposition sr ∈ Sk is
given by
srwT = ρwT +
√
1− ρ2wsrT
where ρ := (cont Tr+1 − cont Tr)
−1 (note that when ρ = ±1, the coefficient
of wsrT is zero, so this term should be omitted). Moreover, each vector wT
is a simultaneous eigenvector for Ln−k+1, . . . , Ln ∈ Zn−k,k with eigenvalues
cont T1, . . . , cont Tk, respectively.
Lemma 2.2.6. Let λ/µ be a skew shape with |λ/µ| = k, and T be a standard
λ/µ-tableau. Then CSk · wT = V
λ/µ.
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Proof. As V λ/µ is irreducible over Zn−k,k, we have Zn−k,k ·wT = V
λ/µ. On
the other hand, in view of Olshanskii’s Lemma and (2.1.1), every element
of Zn−k,k can be written as gxz, where g ∈ CSk, x ∈ 〈Ln−k+1, . . . , Ln〉,
z ∈ Zn−k. As x and z act on wT by multiplication with scalars, the result
follows. 
Lemma 2.2.7. Let λ/µ = γ∪δ where γ and δ are skew shapes disconnected
from each other. Let c := |γ| and d := |δ|. Then, as Sc+d-modules,
V λ/µ ∼= ind
Sc+d
Sc×Sd
(V γ ⊠ V δ).
Proof. There exists a standard λ/µ-tableau T such that T1, . . . , Tc ∈ γ and
Tc+1, . . . , Tk ∈ δ. By Proposition 2.2.5, the subspace of V
λ/µ, spanned by
vectors wT for all such tableaux T , is invariant with respect to Sc×Sd < Sk,
and, as a C[Sc × Sd]-module, it is isomorphic to V
γ
⊠ V δ. By Lemma 2.2.6
and Frobenius reciprocity, we get a surjective homomorphism
ind
Sc+d
Sc×Sd
(V γ ⊠ V δ)→ V λ/µ.
But, using Proposition 2.2.5, we see that the dimensions of both modules
are equal to
(
k
c
)
dimV γ dimV δ. So V λ/µ ∼= ind
Sc+d
Sc×Sd
(V γ ⊠ V δ). 
The final main result of this section is
Theorem 2.2.8. Let λ/µ be a skew shape with |λ/µ| = k. Then
χλ/µ
(
(1, 2, . . . , k)
)
=
{
(−1)L(λ/µ), if λ/µ is a skew hook,
0, otherwise.
Before proving Theorem 2.2.8, we note the following corollary, which
provides us with a very effective way to evaluate an irreducible character on
a given element.
Corollary 2.2.9. (Murnaghan-Nakayama Rule) Let λ/µ be a skew
shape with |λ/µ| = k, and c be an element of Sk whose cycle shape is
ρ = (ρ1, . . . , ρl). Then
χλ/µ(c) =
∑
H
(−1)L(H),
where the sum is over all sequences H of partitions
µ = λ(0) ⊂ λ(1) ⊂ · · · ⊂ λ(l) = λ
such that λ(i)/λ(i − 1) is a skew hook with |λ(i)/λ(i − 1)| = ρi for all
1 ≤ i ≤ l, and L(H) =
∑l
i=1 L(λ(i)/λ(i − 1)).
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Proof. By the branching rule, for m < k we have
res Sm×Sk−mV
λ/µ = ⊕νV
ν/µ
⊠ V λ/ν ,
where the sum is over all partitions ν with µ ⊂ ν ⊂ λ such that |ν/µ| = m.
More generally,
res Sρ1×···×SρlV
λ/µ =
⊕
µ=λ(0)⊂λ(1)⊂···⊂λ(l)=λ
V λ(1)/λ(0) ⊠ · · ·⊠ V λ(l)/λ(l−1),
Now the result follows from Theorem 2.2.8. 
We proceed to prove Theorem 2.2.8. Fix a skew shape λ/µ with |λ/µ| =
k.
Lemma 2.2.10. Theorem 2.2.8 is true for µ = ∅.
Proof. It is easy to see that L2L3 . . . Lk is the sum of all k-cycles in Sk.
If v ∈ V λ is a weight vector of weight i, then L2L3 . . . Lkv = i2i3 . . . inv,
which is zero unless λ is a hook, see Theorem 2.1.10. On the other hand,
if λ = (k − b, 1b) is a hook with L(λ) = b, then, again by Theorem 2.1.10,
we have i2 . . . in = (−1)
bb!(k − b− 1)! and dimV λ =
(k−1
b
)
. Now the result
follows from the fact that there are (k − 1)! k-cycles in Sk. 
Lemma 2.2.11. If λ/µ is not connected, then χλ/µ
(
(1, 2, . . . , k)
)
= 0.
Proof. Let λ/µ = γ ∪ δ where γ and δ are skew shapes disconnected from
each other. Let c := |γ| and d := |δ|. By Lemma 2.2.7, we have V λ/µ ∼=
ind
Sc+d
Sc×Sd
(V γ ⊠ V δ). Now the lemma follows from the following standard
general fact: if H is a subgroup of a finite group G, g ∈ G is not conjugate
to an element of H, and V is a CG-module induced from H, then the
character of V on g is zero, cf. Exercise 5.1.7 
Lemma 2.2.12. If λ/µ has two nodes on the same diagonal, and ν =
(a, 1k−a) be an aritrary hook with k-boxes, then V ν is not a composition
factor of V λ/µ. In particular, χλ/µ
(
(1, 2, . . . , k)
)
= 0.
Proof. The second statement follows from the first by Lemma 2.2.10. By
assumption a 2 × 2 square is contained in λ/µ. It follows from Propo-
sition 2.2.5 that V (2,2) is an S4-submodule of V
λ/µ (for S4 embedded not
necessarily with respect to the first 4 letters, but such S4 is conjugate to the
canonical one anyway). By Frobenius reciprocity and Lemma 2.2.6, there
is a surjection ind SkS4V
(2,2) → V λ/µ, and the result now follows from the
branching rule. 
Lemma 2.2.13. Let λ/µ be a skew hook, and ν = (k − b, 1b). Then V ν
appears as a composition factor of V λ/µ if and only if b = L(λ/µ), in which
case its multiplicity is one.
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Proof. It follows from Proposition 2.2.5 that translation of λ/µ does not
change the corresponding Sk-module. So we may assume that λ and µ are
minimal possible, as in the picture
µ
Now, if b 6= L(λ/µ) then ν 6⊆ λ, so by the branching rule, V ν does not appear
as a composition factor of res SkV
λ, hence it does not appear in V λ/µ either.
Let b = L(λ/µ). Note that λ/ν has shape µ. So it follows from
Proposition 2.2.5 that V λ/ν and V µ are isomorphic as CSn−k-modules. So
[res Sk×Sn−kV
λ : V ν ⊠ V µ] = 1. Then [res Sn−k×SkV
λ : V µ ⊠ V ν ] = 1. It
remains to note that [V λ/µ : V ν ] = [res Sn−k×SkV
λ : V µ ⊠ V ν ]. 
Theorem 2.2.8 follows from Lemmas 2.2.10 and 2.2.11-2.2.13.
Remark 2.2.14. We sketch another interpretation of the graph Y. Let
g = gl∞(C) be the Lie algebra of all Z×Z-matrices over C with only finitely
many non-zero entries. Thus, the matrix units {Eij | i, j ∈ Z} form a basis
of g. The Lie algebra g acts on the fermionic Fock space F , which is the
complex vector space, whose basis consists of the formal semi-infinite wedges
vi0 ∧ vi1 ∧ vi2 ∧ · · · such that i0 > i1 > . . . and ik = −k for k ≫ 0. To write
down the action we follow the usual rules for the action of Lie algebra on a
wedge power of a module. For example,
E2,−1 · v0 ∧ v−1 ∧ v−2 ∧ · · · = v0 ∧ v2 ∧ v−2 ∧ · · · = −v2 ∧ v0 ∧ v−2 ∧ · · · .
In fact, more than just g acts on F . Let Λk =
∑
j−i=k Ei,j be the kth
diagonal. Even though Λk is not an element of g, we can still extend the
action of g to it, at least if k 6= 0. For example,
Λ−2 · v0 ∧ v−1 ∧ v−2 ∧ · · · = v2 ∧ v−1 ∧ v−2 ∧ · · · − v1 ∧ v0 ∧ v−2 ∧ · · · .
It is convenient to label semi-infinite wedges by partitions: to a partition
λ = (λ1 ≥ λ2 ≥ . . . ) we associate the vector vλ := vλ1 ∧ vλ2−1 ∧ vλ3−2 ∧ · · · .
For example, v∅ = v0 ∧ v−1 ∧ v−2 ∧ · · · . Then {vλ | λ ∈ P} is a basis of F ,
and we have in some sense recovered the vertices of Y. For the edges, note
that Ei,i+1vλ = vµ where µ is obtained from λ by removing a removable
node of content i, if it exists, and otherwise vµ is interpreted as 0. Similarly,
Ei+1,ivλ = vν where ν is obtained from λ by adding an addable node of
content i, if it exists, and otherwise vν is interpreted as 0. Thus the action
of the Chevalley generators of g on the basis vectors {vλ} recovers the edges
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of Y. Is it possible to explain this remarkable coincidence of two graphs, one
coming from representation theory of Sn and the other from (completely
different) representation theory of gl∞(C)? ...
We make one more observation along these lines. It is easy to see that
for i < j we have Ei,jvλ = εvµ, where µ is obtained from λ by removing a
skew hook of length j− i, starting at the node of content i and ending at the
node of content j − 1; if no such hook exists, interpret vµ as 0. Moreover,
ε = (−1)L(λ/µ). It follows that for k > 0 we have
Λkvλ =
∑
(−1)L(λ/µ)vµ
where the sum is over all µ such that λ/µ is a skew hook with |λ/µ| = k.
So the Murnaghan-Nakayama rule can be interpreted as follows: the value
χλ(cρ) of the irreducible character χ
λ on an element cρ with cycle-shape
(ρ1, ρ2, . . . , ρl) is equal to the coefficient of v∅ in Λρ1Λρ2 . . .Λρlvλ. Or better
yet:
(2.2.5) χλ(cρ) = (vλ , Λ−ρ1Λ−ρ2 . . .Λ−ρlv∅),
where (·, ·) is the contravariant form on F normalized so that (v∅, v∅) = 1.
In fact, the form (·, ·) is determined from
(vλ, vµ) = δλ,µ (λ, µ ∈ P).

Chapter 3
Day Three
3.1. Heisenberg algebra and Boson-Fermion correspondence
Recall the operators
Λk =
∑
i∈Z
Ei,i+k (k ∈ Z).
These are linear operators on the infinite dimensional vector space
V :=
⊕
i∈Z
C · vi.
It is clear that these linear operators commute. So we can consider V as a
representation of the ‘silly Lie algebra’
a =
⊕
k∈Z
C · ak,
with commutation relations [ak, am] = 0 for all k,m ∈ Z. In this represen-
tation, we map ak 7→ Λk.
We have noticed that the Λk also act on the Fock space F when k 6=
0. On the other hand the action of Λ0 is not well defined—it leads to a
computation of an infinite sum. So we will force a0 to act on F as zero. But
now there is another problem: on F the operators Λk do not quite commute:
Lemma 3.1.1. For any m,n ∈ Z, we have
[Λn,Λk] = nδn,−k id .
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Proof. If n 6= −k, then
[Λn,Λk] = (
∑
i∈Z
Ei,i+n)(
∑
j∈Z
Ej,j+k)− (
∑
j∈Z
Ej,j+k)(
∑
i∈Z
Ei,i+n)
=
∑
i,j∈Z
[Ei,i+n, Ej,j+k]
=
∑
i∈Z
Ei,i+n+k −
∑
j∈Z
Ej,j+k+n = Λn+k − Λn+k = 0.
To deal with the commutator [Λk,Λ−k], we first observe that
(3.1.1) [Ei,j ,Λk] = Ei,j
∑
n∈Z
En,n+k −
∑
n∈Z
En,n+kEi,j = Ei,j+k −Ei−k,j.
Now, by Leibnitz formula, we have
[Ei,j, [Λk,Λ−k]]
=[[Ei,j ,Λk],Λ−k] + [Λk, [Ei,j ,Λ−k]]
=[Ei,j+k − Ei−k,j,Λ−k] + [Λk, Ei,j−k − Ei+k,j]
=Ei,j − Ei+k,j+k −Ei−k,j−k + Ei,j − Ei,j + Ei−k,j−k +Ei+k,j+k − Ei,j = 0.
Thus [Λk,Λ−k] commutes with all Ei,j . Since we can obtain any basis vector
vλ from v∅ by an application of several Ei,j , it follows that it suffices to prove
that
[Λk,Λ−k]v∅ = kv∅.
Wemay assume that k > 0. Then Λkv∅ = 0, and so [Λk,Λ−k]v∅ = ΛkΛ−kv∅.
Now, Λ−k =
∑
±vχ, where the sum is over all hooks χ of size k. Since there
are exactly k such hooks and Λk ‘undoes’ the hooks, the result follows. 
It follows from the lemma that the fermionic Fock space F can actually
be considered as a representation of the Heisenberg algebra:
H =
⊕
k∈Z
C · ak ⊕ C · z
with commutation relations
[z, ak] = 0, [an, ak] = nδn,−kz.
There is another important representation of H, which is called the
bosonic Fock space B. As a vector space,
B = C[x1, x2, . . . ],
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the space of polynomials in infinitely many variables x1, x2, . . . . Given α, ζ ∈
C, define the representation B(α, ζ) of H on B:
an = ∂/∂xn (n ∈ Z>0);
a−n = ζnxn (n ∈ Z>0);
a0 = α id;
z = ζ id .
Lemma 3.1.2. If ζ 6= 0, then the representation B(α, ζ) is irreducible.
Proof. Any polynomial in B can be reduced to a multiple of 1 by successive
application of the an with n > 0. Then successive application of the an with
n < 0 can give any monomial in B. 
The constant polynomial v := 1 is a highest weight vector of weight (α, ζ)
in B, which means
a0v = αv, zv = ζv, anv = 0 (n ∈ Z>0).
Note that highest weight vector v of weight (α, ζ) spans a 1-dimensional
H+-submodule Cα,ζ , where
H+ := span(z, an | n ≥ 0).
In view of the PBW Theorem, it is then clear that
B(α, ζ) = ind
U(H)
U(H+)
Cα,ζ .
Lemma 3.1.3. Let V be a representation of H, which admits a nonzero
highest weight vector v of weight (α, ζ) with ζ 6= 0. Then there is a unique
H-module homomorphism ϕ from B(α, ζ) to V such that ϕ(1) = v. This
homomorphism is injective, and the vectors of the form ak1−1 . . . a
kn
−nv are lin-
early independent. If these vectors span V , then V is isomorphic to B(α, ζ).
In particular, this is the case if V is irreducible.
Proof. By the adjointness of tensor and Hom (Frobenius reciprocity), we
have an H-module homomorphism ϕ from B(α, ζ) to V defined by
ϕ(f(. . . , xn, . . . )) = f(. . . ,
1
ζn
a−n, . . . )v.
Since B(α, ζ) is irreducible, we have kerϕ = 0. 
Define a grading on B by setting
deg(xk) = k.
Then the dimension of the jth graded component Bj is equal to the number
of partitions of j, which we denote by p(j):
dimBj = p(j).
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Let us now return to the fermionic Fock space F . As a module over H,
it has a highest weight vector v∅ of weight (0, 1).
Theorem 3.1.4. (Boson-Fermion Correspondence) There is a unique
isomorphism
σ : F → B = B(1, 0)
of H-modules, which maps v∅ 7→ 1. In particular, F is irreducible as an
H-module.
Proof. By the previous lemma, we have a unique homomorphism ϕ : B → F
which maps 1 to v, and ϕ is necessarily injective. Note also that ϕ is
homogeneous with respect to the gradings of B and F . By comparing the
dimensions of the graded components of B and F , we conclude that ϕ is an
isomorphism. 
3.2. Schur polynomials
We want to determine the polynomials in B which correspond to the natural
basis elements vλ of F under the boson-fermion correspondence.
The elementary Schur polynomials Sk(x) ∈ B are defined by the gener-
ating function
(3.2.1)
∑
k∈Z
Sk(x)z
k = exp
∑
n∈Z>0
xnz
n.
An easy exercise with multinomial coefficients shows that
Sk(x) =


0 if k < 0;
1 if k = 0;∑
k1+2k2+···=k
xk11
k1!
xk22
k2!
. . . if k > 0.
For example,
S1(x) = x1,
S2(x) =
x21
2
+ x2,
S3(x) =
x31
6
+ x1x2 + x3,
S4(x) =
x41
24
+
x22
2
+
x21x2
2
+ x1x3 + x4.
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Now, to each λ = (λ1, . . . , λn) ∈ P, we define
Sλ(x) := det(Sλi+j−i(x))1≤i,j≤n
=
∣∣∣∣∣∣∣∣∣
Sλ1 Sλ1+1 Sλ1+2 . . . Sλ1+n−1
Sλ2−1 Sλ2 Sλ2+1 . . . Sλ2+n−2
...
...
...
...
...
Sλn+1−n Sλn+2−n Sλn+3−n . . . Sλn
∣∣∣∣∣∣∣∣∣
.
(3.2.2)
For example
S(1,1)(x) =
∣∣∣∣S1 S2S0 S1
∣∣∣∣ =
∣∣∣∣S1 S21 S1
∣∣∣∣ = S21 − S2 = x212 − x2,
S(2,1)(x) =
∣∣∣∣S2 S3S0 S1
∣∣∣∣ = S2S1 − S3 = x313 − x3,
S(2,2)(x) =
∣∣∣∣S2 S3S1 S2
∣∣∣∣ = S22 − S1S3 = x4112 − x1x3 + x2.
It is easy to see that with respect to our grading on B, we have
deg(Sλ(x)) = |λ|.
Remark 3.2.1. For those who know something about the ring of symmetric
functions, here is what is going on: we identify B with the ring Λ of sym-
metric functions so that xk corresponds to the kth power sum symmetric
function divided by k:
B ↔ Λ, xk ↔
pk
k
(k ∈ Z≥0).
Then ∑
k∈Z
Skz
k = exp
∑
k∈Z>0
pk
k
zk.
This is a well-known expression which defines the elementary symmetric
functions hk, see [Ma, proof of (2.14)], so we identify Sk ↔ hk. Then
the Schur polynomial corresponds to the corresponding Schur’s symmetric
function: Sλ ↔ sλ, thanks to the Jacobi-Trudi formula, see [Ma, (3.4)].
Recall the boson-fermion correspondence σ : F →˜B.
Theorem 3.2.2. For all λ ∈ P, we have
σ(vλ) = Sλ.
Proof. Fix a partition λ. Under the boson-fermion correspondence, we have
(3.2.3) σ
(
exp(y1Λ1 + y2Λ2 + . . . )(vλ)
)
= exp(y1a1 + y2a2 + . . . )σ(vλ).
We want to compare the “y-coefficients” of the highest weight vector in the
right and in the left. Let σ(vλ) =: P (x) ∈ B.
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In the right hand side of (3.2.3), we have a bosonic picture, and so the
elements ak for k > 0 are represented by the operators ∂/∂xk:
exp(y1a1 + y2a2 + . . . ) = exp
∑
j≥1
yj
∂
∂xj
.
Denote by F (y) the coefficient of 1 when this operator is applied to P (x).
Then, using multivariable Taylor series decomposition, we get
F (y) =
(
exp
∑
j≥1
yj
∂
∂xj
)
P (x)|x=0 = P (y).
Let us turn to the left hand side of (3.2.3), which is a fermionic picture.
We note that that the element Λk can be thought of as the Z × Z matrix
with 1’s on the kth diagonal and 0’s elsewhere, in other words
Λk =
∑
n∈Z
En,n+k.
Note that the product of matrices ΛkΛm makes sense, and
ΛkΛm = Λk + Λm (k,m ∈ Z).
In particular, Λj1 = Λj for j positive. (This is not an equality of operators
on F , but rather equality of matrices in a ring of infinite matrices with
certain finiteness conditions, for example we might require that all matrices
are upper triangular.)
We can now consider the matrix exp(y1Λ1 + y2Λ2 + . . . ) as an element
of the group U(C[y1, y2, . . . ]) of upper unitriangular Z × Z matrices with
coefficients polynomials in y1, y2, . . . . Moreover,
exp(
∑
j≥1
yjΛj) = exp(
∑
j≥1
yjΛ
j
1) =
∑
k≥0
Sk(y)Λk,
where we have used the definition (3.2.1) of the Schur polynomials Sk for
the last equality. In other words, exp(
∑
j≥1 yjΛj) ∈ U(C[y1, y2, . . . ]) is the
matrix, where all entries on the kth diagonal are equal to Sk(y).
We can ‘integrate’ the fermionic Fock space F to make it also a module
over the upper unitraiangular group U(C), so that the action of the matrix
g ∈ U(C) is defined as usual:
g(vi0 ∧ vi−1 ∧ . . . ) = g(vi0) ∧ g(vi−1) ∧ . . . .
Now, by linear algebra, if A ∈ U(C), then the vj0 ∧ vj−1 ∧ . . . -coefficient
of A(vi0) ∧A(vi−1) ∧ . . . is equal to the minor
detA(j0, j−1, . . . ; i0, i−1, . . . ),
where A(j0, j−1, . . . ; i0, i−1, . . . ) is the submatrix of A obtained by taking
the entries that lie in the rows j0, j−1, . . . and the columns i0, i−1, . . . .
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The highest weight vector v∅ = v0 ∧ v−1 ∧ . . . . So the v∅-coefficient of
A(vi0 ∧ vi−1 ∧ . . . ) is the minor
detA(0,−1,−2, . . . ; i0, i−1, i−2, . . . ).
For the matrix A = exp(
∑
j≥1 yjΛj) with all entries on the kth diagonal
being equal to Sk(y), this boils down to the determinant of the Z≥0 × Z≥0
matrix with (r, s) entry equal to Sir+s(y) = Sir+r+s−r(y). Recall that vλ =
vλ1 ∧ vλ2−1 ∧ . . . . Comparing to (3.2.2), the v∅-coefficient of vλ is Sλ(y).
The theorem follows since σ(v∅) = 1. 
Now, recall that we have a non-degenerate symmetric contravariant form
(·, ·) on F with respect to which the basis {vλ | λ ∈ P} is orthonormal. Let
ω be a linear operator on H defined as follows:
ω : H → H, an 7→ a−n, z 7→ z.
Note that ω is an involute antiautomorphism of the Lie algebra H. Then
using the fact that F is irreducible as an H-module, we see that (·, ·) is
uniquely characterized as a bilinear form on F such that
(1, 1) = 1 and (hv,w) = (v, ω(h)w) for all h ∈ H and v,w ∈ F .
Using boson-fermion correspondence, we may transfer (·, ·) to a form on B,
which we again denote (·, ·). Then the Schur polynomials form an orthonor-
mal basis of B with respect to the contravariant form (·, ·).
We have observed in the end of Section 2.2, using the Murnaghan-
Nakayama Rule, that the character value χλ(cρ) for a partition ρ = (ρ1, . . . , ρl)
can be found as follows:
χλ(cρ) = (vλ,Λ−ρ1 . . .Λ−ρlv∅).
We can now transfer this to bosons as follows:
(3.2.4) χλ(cρ) = (Sλ, a−ρ1 . . . a−ρl1) = (Sλ, ρ1xρ1 . . . ρlxρl)
Denote Pj = jxj , and Pρ := Pρ1 . . . Pρl . Then the above expression becomes
χλ(cρ) = (Sλ, Pρ).
Hence the character values are the change of basis matrix defined from
(3.2.5) Pρ =
∑
λ
χλ(cρ)Sλ.
If we push this back to the ring of symmetric functions using Remark 3.2.1,
we get the famous Frobenius formula:
pρ =
∑
λ
χλ(cρ)sλ.
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This was historically the first description of the characters of the symmetric
group (obtained in 1899 by Frobenius), see [Cu]. It is not difficult to invert
(3.2.5). Setting
xλ := xλ1 . . . xλl = x
l1
1 x
l2
2 . . .
for a partition
λ = (λ1, . . . , λl) = (1
l1 , 2l2 , . . . ),
we note that
{xλ | λ ∈ P}
is an orthogonal basis. In fact, we have
(xλ, xµ) = δλ,µl1!l2! . . . .
This is proved by induction, see Exercise 5.1.13. Denote Zλ := l1!l2!. Then
(3.2.4) implies
Sλ =
∑
ρ
1
Zρ
χλ(cρ)x
ρ.
So after harmless normalization the coefficients of the polynomial Sλ are
simply character values.
I might handwave some exciting connection to soliton equations here ...
details can be found in [KR].
Chapter 4
Day Four
We’ll see how much time we have left. At the moment I plan to tell you some-
thing fun about Khovanov-Lauda-Rouquier algebras and their relevance for
symmetric groups, various Hecke algebras, and other areas.
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Chapter 5
Exercises
5.1. Exercises used in the lectures
Exercise 5.1.1. (Representations vs. Modules) Let A be an algebra over
a field F .
(a) A representation of A means a pair (V, ρ) where V is a vector space and
ρ : A → End F (V ) is an algebra homomorphism. A morphism f : (V, ρ) → (W,σ)
between two representations of A means a linear map f : V → W such that f ◦
ρ(a) = σ(a)◦ f for all a ∈ A. This defines the category RepA of all representations
of A. Prove that the category RepA is isomorphic to the category A-Mod.
(b) A matrix representation of A means a ring homomorphism ρ : A→Mn(F )
for some n ≥ 0. Morphisms of matrix representations are defined similarly to
(i). This defines the category MatRep(A) of matrix representations of A. Prove
that the category MatRep(A) is equivalent to the category of all finite dimensional
A-modules. Could we replace the word “equivalent” with “isomorphic” here?
Exercise 5.1.2. (Maschke’s Theorem) Let G be a finite group and F be a
field of characteristic p ≥ 0. Then every FG-module is semisimple if and only if p
does not divide the order of the group |G|.
Prove this in steps as follows:
(i) If p divides |G|, consider the 1-dimensional submodule of the left regular
module FGFG spanned by the element x :=
∑
g∈G g, and show that this submodule
is not a direct summand of the regular module.
(ii) Let p 6 | |G|, and W ⊆ V be left FG-modules. We need to show that there
is a submodule X ⊆ V with V = W ⊕ X . Let Y be an F -subspace of V with
V = W ⊕ Y . The projection π : V → W along Y is a linear transformation. We
define a map ϕ : V → V by the formula
ϕ(v) =
1
|G|
∑
g∈G
g−1π(gv) (v ∈ V ).
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Check that ϕ is an FG-module homomorphism. Check that imϕ = W , and so
V =W ⊕ kerϕ as modules.
Exercise 5.1.3. (Inner Tensor Product of Modules and Hopf Algebras)
Let A be an associative F -algebra with multiplication map m : A ⊗ A → A, and
let ι : F → A, c 7→ c1A.
(a) If there is a homomorphism of algebras ∆ : A → A⊗ A (called comultipli-
cation) we can define the structure of an A-module on V ⊗W via ax = ∆(a)x for
all a ∈ A and x ∈ V ⊗W .
(b) Comultiplication is coassociative if (idA⊗∆) ◦ ∆ = (∆ ⊗ idA) ◦ ∆. If
comultiplication is coassociative then for any A-modules X,U, V , the isomorphism
of vector spaces
(X ⊗ U)⊗ V →˜X ⊗ (U ⊗ V ), (x⊗ u)⊗ v 7→ x⊗ (u⊗ v)
is an isomorphism of A-modules.
(c) An F -algebra homomorphism ε : A→ F defines a structure of an A-module
on F . The homomorphism ε is a counit if (ε⊗¯ idA)◦∆ = idA = (idA ⊗¯ε)◦∆, where
⊗¯ means that one should use the natural isomorphisms F ⊗A →˜A and A⊗F →˜A.
If ε is a counit then the natural isomorphisms of vector spaces F ⊗V ∼= V ∼= V ⊗F
are isomorphisms of A-modules.
(d) An F -algebra antiautomorphism σ : A→ A is an antipode if
m ◦ (idA⊗σ) ◦∆ = ι ◦ ε = m ◦ (σ ⊗ idA) ◦∆.
Given an A-module V , we can use σ to define the structure of an A-module on the
dual vector space V ∗ as follows: (af)(v) := f(σ(a)v) for all a ∈ A, f ∈ V ∗, v ∈ V .
Use the assumption that σ is an anti-homomorphism to verify that this makes V ∗
into an A-module. Use the assumption that σ is an antipode to verify that the
natural maps
V ∗ ⊗ V → F, f ⊗ v 7→ f(v), V ⊗ V ∗ → F, v ⊗ f 7→ f(v)
are A-module homomorphisms.
(e) An associative algebraA with coassociative comultiplication ∆, counit ε and
antipode σ is called a Hopf algebra. A Hopf algebra is cocommutative if σ ◦∆ = ∆
where σ is the linear map A ⊗ A 7→ A ⊗ A, a ⊗ b 7→ b ⊗ a. If A is cocommutative
then the natural isomorphism V ⊗W →˜W ⊗ V, v ⊗w 7→ w⊗ v is an isomorphism
of A-modules.
(f) If G is a group, define linear maps ∆ : g 7→ g⊗g, ε : g 7→ 1, and σ : g 7→ g−1
via their action on the group elements and extending to FG. These yield a structure
of a cocommutative Hopf algebra on the group algebra FG.
Exercise 5.1.4. (Character of a Dual Module) χV ∗ = χV (Hint: diag-
onalize g ∈ G on V , note that diagonal entries are roots of unity, and use that
ε−1 = ε¯ for a root of unity ε to conclude that χ(g−1) = χ(g) ).
Exercise 5.1.5. (Existence of Invariant Inner Products) Let G be a
finite group, and V be a CG-module.
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(i) Prove that there exists a (non-degenerate) G-invariant inner product on V .
(Hint: for the proof of existence start with any inner product and use “averaging
over G”.)
(ii) Prove that if V is irreducible, then the inner product is unique up to scalar.
(iii) If (·, ·) is a G-invariant inner product on V , then (eiv, w) = (v, eiw), where
e1, . . . , er are the idempotents defined in (1.1.3).
(iv) If W1 6∼= W2 are two non-isomorphic irreducible submodules of V , then
W1 ⊥W2 with respect to any G-invariant inner product on V .
Exercise 5.1.6. Let V be a free right R-module with basis {vi | i ∈ I} and W be
a left R-module. For each i ∈ I, denote by vi⊗W the abelian subgroup of V ⊗RW
consisting of all pure tensors of the form vi ⊗ w with w ∈ W .
(a) For each i ∈ I, there is an isomorphism of abelian groups
W → vi ⊗W, w 7→ vi ⊗ w.
(b) V ⊗R W =
⊕
i∈I vi ⊗W as abelian groups.
Exercise 5.1.7. If H is a subgroup of a finite group G, g ∈ G is not conjugate
to an element of H , and V is a CG-module induced from H , then the character of
V on g is zero
Exercise 5.1.8. (Uniqueness of isotypic components) Let A be an
algebra and V be an A-module. Let V = L1 ⊕ · · · ⊕ Lr be a module decom-
position with L1, . . . , Lr being pairwise non-isomorphic simple A-modules. As-
sume that V = L′1 ⊕ · · · ⊕ L
′
r is another module decomposition of V such that
L′1
∼= L1, . . . , L
′
r
∼= Lr. Then L
′
1 = L1, . . . , L
′
r
∼= Lr.
Exercise 5.1.9. Describe conjugacy classes of Sn. Show that the number of these
conjugacy classes is equal to the number of partitions of n.
Exercise 5.1.10. (Olshanskii’s Lemma) Fill in details in the proof of Ol-
shanskii’s Lemma.
Exercise 5.1.11. (Gelfand-Zetlin Spectrum and Standard Tableaux)
Prove Lemma 2.1.7.
Exercise 5.1.12. (Length Function on symmetric group) A simple
transposition is a transposition of the form (m,m + 1). For w ∈ Sn, define the
length of w, written ℓ(w) to be the minimal number r such that w can be written
as a product of r simple transpositions. Then ℓ(w) is equal to the number of
inversions in the sequence (w(1), . . . , w(n)), i.e.
ℓ(w) = {(i, j) | 1 ≤ i < j ≤ n and w(i) > w(j)}.
Exercise 5.1.13. (Orthogonality of Monomial Basis in Bosonic Fock
Space) Let (·, ·) be the contravariant form on the bosonic Fock space B with
respect to the action of the Heisenberg algebra normalized so that (1, 1) = 1. For
a partition
λ = (1l1 , 2l2 , . . . ),
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set xλ := xl11 x
l2
2 . . . . Use induction to show that (xλ, xµ) = δλ,µl1!l2! . . . .
Exercise 5.1.14. (Hook Formula and Standard Tableaux) Compute
the dimension of the irreducible representation corresponding to the partition λ =
(5, 3, 3, 1) by two methods:
(i) using Hook Formula;
(ii) by writing a program which counts the number of standard λ-tableaux.
Exercise 5.1.15. (Basic Symmetric Functions) Let Λ be the ring of sym-
metric functions in infinitely many variables x1, x2, . . . ; this is the inverse limit of
the rings Λn of the symmetric functions in n variables with respect to the maps
Λm → Λm−1 which put the last variable xm to zero.
For a composition α = (α1, . . . , αn) ∈ Z
n
≥0 define x
α := xα11 . . . x
αn
n . The
monomials xα and xβ are equivalent if they can be obtained from each other by
permuting variables.
For a partition λ = (λ1, λ2, . . . , λl), monomial symmetric function
mλ :=
∑
xα,
where the sum is over all distinct monomials xα equivalent to xλ. For example,
m(2,1) = x
2
1x2 + x1x
2
2 + x
2
1x3 + x3x
2
1 + x
2
2x3 + x3x
2
2 + . . .
(i) Prove that {mλ | λ ∈ P} is a basis of Λ.
(ii) For r ≥ 0, define elementary symmetric functions
er := m(1r) =
∑
i1<···<ir
xi1 . . . xir ,
and set E(t) :=
∑
r≥0 ert
r. Prove that E(t) =
∏
i≥1(1 + xit).
(iii) For r ≥ 0, define complete symmetric functions hr :=
∑
|λ|=rmλ, and set
H(t) :=
∑
r≥0 hrt
r. Prove that H(t) =
∏
i≥1(1 − xit)
−1.
(iv) For r ≥ 1, define power sum symmetric functions pr := m(r) = x
r
1+x
r
2+. . . ,
and set P (t) :=
∑
r≥1 prt
r−1. Prove that P (t) = ddt logH(t) = H
′(t)/H(t).
(v) Working with n variables x1, . . . , xn, for 1 ≤ k ≤ n, define
e(k)r := er(x1, . . . , xk−1, xk+1, . . . , xn).
Note that
E(l)(t) :=
n−1∑
r=0
e(k)r t
r =
∏
i6=k
(1 + xit).
Deduce that H(t)E(k)(−t) = (1−xkt)
−1. By comparing ta coefficient on both sides
conclude that
n∑
j=1
ha−n+j · (−1)
n−je
(k)
n−j = x
a
k (a ∈ Z≥0).
Deduce for any composition α = (α1, . . . , αn) that Aα = HαM , where Aα :=
(xαij )1≤i,j≤n, Hα := (hαi−n+j)1≤i,j≤n, and M :=
(
(−1)n−ie
(k)
n−i
)
1≤k,i≤n
.
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Exercise 5.1.16. (Schur Functions) Let us first work with a finite number
of variables x1, . . . , xn. For a partition µ = (µ1, . . . , µn) with at most n parts,
define the polynomial aµ = det(x
µj
i )1≤i,j≤n. Consider the special partition δ :=
(n− 1, n− 2, . . . , 1, 0) and the polynomial aλ+δ.
(i) Prove that aλ+δ is non-zero and skew-symmetric, i.e. a permutation of xi
and xj for i 6= j yields the polynomial equal to the negative of aλ+δ. Deduce that
aλ+δ is divisible by all xi−xj for i 6= j in the polynomial ring. Deduce that aλ+δ is
divisible by
∏
1≤i<j≤j(xi − xj) = aδ in the polynomial ring. Define the polynomial
sλ = sλ(x1, . . . , xn) :=
aλ+δ
aδ
.
Prove that sλ is symmetric.
(ii) Prove that sλ(x1, . . . , xm, 0) = sλ(x1, . . . , xn), and deduce that there is a
well-defined Schur’s function in infinitely many variables obtained as the inverse
limit of the Schur’s functions in finitely many elements.
(iii) (Jacobi-Trudi Formula) Let λ = (λ1, . . . , λn) be a partition with at most
n non-zero parts. Apply determinants to the both sides of the equation Aα = HαM
obtained in Exercise 5.1.15 for the case where α = λ+ δ and interpret the equality
as sλ = det(hλi−i+j)1≤i,j≤n.
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Exercise 5.2.1. For the left regular module CGCG of the group algebra we have
CGCG ∼= L
⊕n1
1 ⊕ · · · ⊕ L
⊕nr
r .
Exercise 5.2.2. Let Vn = C{1, 2, . . . , n} be the natural n-dimensional permuta-
tion module over Sn. Prove that Vn ∼= ind
Sn
Sn−1
1Sn−1 and res
Sn
Sn−1
Vn ∼= Vn−1⊕1Sn−1.
Exercise 5.2.3. True or false? There exists a finite group G with precisely four
inequivalent irreducible representations of dimensions 1, 2, 3 and 4.
Exercise 5.2.4. A CG-module V is irreducible if and only if V ∗ is irreducible as
a CG-module.
Exercise 5.2.5. Let V and W be finite dimensional CG-modules. Define a CG-
module structure on HomC(V,W ) so that HomC(V,W ) ∼= V
∗ ⊗W as CG-modules
and HomCG(V,W ) = HomC(V,W )
G, the subspace of G-invariants.
Exercise 5.2.6. It is known from Feit-Thompson’s theorem that a non-abelian
simple group has an even order. Use this fact to prove that no simple group has an
irreducible complex representation of degree 2. (Hint: Use det : GL2(C) → C
× to
show that the image of the simple group is contained in SL2(C). Then think about
image of an element of order 2.)
Exercise 5.2.7. True or false? A non-abelian group of order 55 has exactly five
one-dimensional complex representations up to isomorphism.
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Exercise 5.2.8. Let G be a finite group such that every irreducible CG-module
is one-dimensional. Then G is abelian.
Exercise 5.2.9. (Irreducible representations of dihedral groups) LetD2n =
〈a, b | an = b2 = 1, bab−1 = a−1〉 be the dihedral group, ε := e2pii/n, and set
B :=
(
0 1
1 0
)
, Aj :=
(
εj 0
0 ε−j
)
(1 ≤ j < n).
(a) Show that for 1 ≤ j < n there is a matrix representation ρj : D2n → GL2(C)
such that ρ(a) = Aj and ρ(b) = B.
(b) Use Schur’s Lemma to prove that ρ1, . . . , ρn−1 are irreducible unless n is
even and j = n/2.
(c) Use Schur’s Lemma to prove that the representations ρ1, . . . , ρ⌊(n−1)/2⌋ are
pairwise non-isomorphic.
(d) If n = 2k is even, then D2n has four non-isomorphic one-dimensional rep-
resentations, which together with ρ1, . . . , ρk−1 give a complete and irredundant list
of irreducible CD2n-modules up to isomorphism.
(e) If n = 2k + 1 is odd, then D2n has two non-isomorphic one-dimensional
representations, which together with ρ1, . . . , ρk give a complete and irredundant
list of irreducible CD2n-modules up to isomorphism.
Exercise 5.2.10. Let G be a finite group and H ≤ G be a subgroup. Define the
functor coindGH : CH-mod→ CG-mod using the HomH -functor instead of the ⊗CH
functor.
(a) Let g1, . . . , gm be the left coset representatives of H in G and V be a CH-
module. Define the map
αV : HomCH(CG, V ) = coind
G
HV → ind
G
HV = CG⊗CH V, ϕ 7→
m∑
i=1
gi ⊗ ϕ(g
−1
i ).
Then αV is independent of the choice of the left coset representatives.
(b) αV is a isomorphism of CG-modules.
(c) αV defines an isomorphism of the functors ind
G
H
∼= coindGH .
(d) indGH is both left and right adjoint to res
G
H .
(e) indGH is exact, i.e. maps short exact sequences to short exact sequences.
Exercise 5.2.11. (a) The functor indGH is additive.
(b) If K ≤ H ≤ G then indGH ◦ ind
H
K
∼= ind
G
K .
(c) indGH(V
∗) ∼= (ind
G
HV )
∗ for any V ∈ CH-mod.
Exercise 5.2.12. (Tensor Identity) Let G be a finite group, H ≤ G, V ∈
CH-mod andW ∈ CG-mod. Then there is a functorial isomorphism of CG-modules
(indGHV )⊗W
∼= ind
G
H(V ⊗ res
G
HW ).
Exercise 5.2.13. If G acts transitively on a set X with a point stabilizer H ,
then the permutation module CX is isomorphic to the induced module indGH1H .
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Exercise 5.2.14. Let G be a finite group, H ≤ G, and V ⊆ CHCH be a sub-
module of the regular module for H . As CH is naturally embedded into CG, we
can consider V as a subspace of CG. Then the submodule of CGCG generated by
V is isomorphic to indGHV .
Exercise 5.2.15. Let G be a finite group and H ≤ G. Then each irreducible
irreducible CG-module is a summand of a module induced from an irreducible
CH-module.
Exercise 5.2.16. If G and H are two groups then we have the following isomor-
phism of group algebras: F [G×H ] ∼= FG⊗ FH .
Exercise 5.2.17. Mn(F )⊗Mm(F ) ∼=Mmn(F ).
Exercise 5.2.18. (Outer tensor product of modules) Let A and B be F -
algebras, V be an A-module and W be a B-module, then V ⊗W has a structure
of a module over the algebra A⊗B such that (a⊗ b)(v ⊗ w) = (av) ⊗ (bw) for all
a ∈ A, b ∈ B, v ∈ V,w ∈ W . This tensor product is sometimes referred to as the
outer tensor product and denoted V ⊠W .
Exercise 5.2.19. Let A and B be associative algebras over a field F , V, V ′ be
finite dimensional A-modules, and W,W ′ be finite dimensional B-modules. Then
HomA⊗B(V ⊠W,V
′
⊠W ′) ∼= HomA(V, V
′)⊗HomB(W,W
′).
For the proof proceed in steps as follows:
(i) Show that there is an embedding
HomA(V, V
′)⊗HomB(W,W
′)→֒HomA⊗B(V ⊠W,V
′
⊠W ′)
which maps pure tensor f ⊗ g on the left to the map f ⊗ g
(ii) Note that every element ϕ of the tensor product in the left hand side can
be written as a finite sum
∑
i αi ⊗ βi for some linear maps αi : V → V
′ and some
linearly independent linear maps βi : W → W
′. Using linear independence of the
βi, conclude that each αi must belong to HomA(V, V
′). Now, we can rewrite our
expression for ϕ as
∑
j γj⊗δj where γj ∈ HomA(V, V
′) are linearly independent and
δj :W →W
′ are some linear maps. Now shows that all δj are B-homomorphisms.
Exercise 5.2.20. Let A and B be finite dimensional associative algebras over an
algebraically closed field F .
(i) If V is an irreducible A-module and W is an irreducible B-module then
V ⊠W is an irreducible A⊗B-module.
(ii) Every irreducible A⊗B-module is of the form V ⊠W for some irreducible
A-module V and some irreducible B-module W .
Prove (i) as follows: let J(A) denote the Jacobson radical of A. The module
V ⊠W factors through to give a module over the quotient A ⊗ B/(A ⊗ J(B) +
J(A)⊗B), which is semisimple. So it suffices to prove that EndA⊗B(V ⊠W ) = F ,
which follows from Exercise 5.2.19 and Schur’s Lemma.
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Prove (ii) as follows: we may assume that A and B are semisimple. Now the
result follows from (i) and Exercise 5.2.17 by counting irreducibles.
Exercise 5.2.21. For any symmetric polynomial f in n variables, the element
f(x1, . . . , xn) is central in the group algebra Rn.
To prove this, proceed in steps as follows:
(i) It suffices to check that f(x1, . . . , xn) commutes with an arbitrary sa. Write
f(x1, . . . , xn) as a linear combination of terms of the form g(xa, xa+1)M , where M
is a monomial not involving xa and xa+1 and g is a symmetric polynomial in two
variables. Check that sa commutes withM , so it suffices to check that sr commutes
with g(xa, xa+1).
(ii) Observe that g(xa, xa+1) is a polynomial in xa + xa+1 and xaxa+1, and
then check that sa commutes with these.
Exercise 5.2.22. Let G be a finite group, X be a G-set, and χ be the character
of the permutation module CX .
(a) (χ, 1) is the number of orbits of G on X . In particular, if G is transitive, CX
can be decomposed as 1G⊕V where V does not contain the trivial representation.
(b) If Y is a G-set then G acts on X × Y via g(x, y) = (gx, gy) for g ∈ G, x ∈
X, y ∈ Y . Show that C[X×Y ] ∼= CX⊗CY . Deduce that the character of C[X×X ]
is χ2.
(c) (2-transitivity Criterion) The following are equivalent:
(i) G is 2-transitive on X ;
(ii) G has exactly two orbits on X ×X ;
(iii) (χ2, 1) = 2;
(iv) V is irreducible.
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