Crochemore and Perrin discovered an elegant linear-time constant-space string matching algorithm that makes at most 2n ?m symbol comparison. This paper shows how to modify their algorithm to use fewer comparisons.
Introduction
String matching is the problem of nding all occurrences of a short string P 1::m] that is called a pattern in a longer string T 1::n] that is called a text. In this paper we study the exact comparison complexity of the string matching problem. We usually assume that the only access the algorithms have to the input strings is by pairwise symbol comparisons that result in equal or unequal answers and sometimes allow access by order comparisons that result in less-than, equal-to and greater-than answers.
and Galil 5] and most recently by Cole and Hariharan 8] who show that the string matching problem can be solved using at most n + 8 3m (n ? m) symbol comparisons 1 The computation model considered in this paper consists of random-access read-only input registers, random-access write-only output registers and a limited number of auxiliary random-access read-write data registers. The number of bits per data register is bounded by some constant times the logarithm of n + m. The term space in this model refers to the number of auxiliary data registers used. Namely, a constant-space algorithm can use only a constant number of auxiliary registers.
The algorithms mentioned above use O(m) auxiliary memory registers. However, the naive approach to string matching can nd all occurrences of the pattern in the text in O(nm) time using only constant auxiliary space. Galil and Seiferas 21] were the rst to discover a linear-time constant-space string matching algorithm, disproving conjectures about a timespace tradeo 3, 20] . They also showed that their algorithm can be implemented even on a six-head two-way nite automaton in linear time and conjectured that a multi-head one-way nite automaton can not solve the string matching problem 22, 26, 27] . This conjectured was very recently settled by Jiang and Li 24] .
Crochemore and Perrin 14] discovered a simple linear-time constant-space string matching algorithm that makes at most 2n ? m comparisons. Crochemore and Rytter 15] show how to reduce the number of comparisons made by the Galil-Seiferas 21] algorithm by a better choice of parameters. Crochemore 12] gives another constant-space string matching algorithm. The comparison bounds achieved by Galil and Seiferas 21], Crochemore and
Rytter 15] and by Crochemore 12] are larger than 2n ? m.
This paper focuses on the number of comparisons required by constant-space string matching algorithms. It is shown that for any xed > 0, there exists a linear-time constant-space string matching algorithm that makes at most n + b 1+ 2 (n ? m)c symbol comparisons.
Our results are developed in three steps:
1. The Crochemore-Perrin string matching algorithm is modi ed to use the periodicity structure of the pattern in order to record some pattern su xes that occur in the text. This establishes that there exist linear-time constant-space string matching algorithms that make fewer than 2n ? m comparisons.
The pattern preprocessing step of the new algorithms can be implemented in linear time using a constant number of auxiliary memory registers except the registers that store the portion of the periodicity structure of the pattern which is used in the text processing step. Similarly to the Crochemore-Perrin algorithm, the pattern preprocessing step requires the use of order comparisons.
We proceed with the de nitions of periods and their basic properties in Section 2. Section 3 overviews the original Crochemore-Perrin algorithm and Section 4 presents the modi ed algorithm. Section 5 gives more properties of periods which are used in Section 6 to save space. The pattern preprocessing step is discussed in Section 7. We conclude with a list of open problems in Section 8.
Properties of Strings
This sections gives some basic de nitions and properties of strings.
De nition 2.1 A string S 1::k] has a period of length if S i] = S i+ ], for i = 1; ; k?
. We de ne the set S 1::k] = f S i j0 = S 0 < S 1 < < S p = kg to be the set of all periods of a string S 1::k]. S 1 , the smallest non-zero period of S 1::k] is called the period of S. We use the terms period and period length synonymously. The superscript P will be ommited when we refer to periods of the pattern P 1::m].
A substring or a factor of a string S 1::k] is a contiguous block of symbols S i::j]. A factorization of S 1::k] is a way to break S into a number of factors. We only consider factorizations of a string into two factors: a pre x S 1::l] and a su x S l + 1::k]. Such a factorization is said to be non-trivial if neither of the two factors is equal to the empty string. Note that a factorization can be represented by a single integer which is the position at which the string is partitioned.
De nition 2.2 Given a factorization (S 1::l]; S l + 1::k]), a local period of the factorization is de ned as a non-empty string that is consistent with both sides of the factorization.
Namely, a string that matches the pre x S 1::l] aligned at its end and also matches su x S l + 1::k] aligned at its start. The shortest local period of a factorization is called the local period. See Figure 1 for an example. The following theorem states that critical factorizations always exist. It is the basis for the Crochemore-Perrin string matching algorithm. Notice that in the trivial case where S 1 = 1 every factorization is a critical factorization. In this case there exists an obvious string-matching algorithm that requires only n comparisons. We thus ignore this case in the rest of the paper and assume that S 1 2.
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3 The Crochemore-Perrin Algorithm Crochemore and Perrin 14] used the Critical Factorization Theorem to obtain a simple and elegant linear-time constant-space string matching algorithm. The pattern preprocessing step of their algorithm, which is discussed in Section 7, also takes linear time and uses constant space. In the rest of this section we assume that the period length of the pattern and a critical factorization (P 1:: ], P +1::m]) of the pattern, such that < P 1 , are given. We describe a somewhat simpli ed version of the Crochemore-Perrin algorithm.
The Crochemore-Perrin string matching algorithm tries to match the pattern aligned starting at a certain text position. It compares symbols starting from the middle of the pattern and tries rst to match the pattern su x P + 1::m]. Only then, after this su x was discovered in the text, the algorithm tries to match the pattern pre x P 1:: ] that was skipped. 
Saving Comparisons
The Crochemore-Perrin algorithm is oblivious in the sense that it sometimes \forgets" comparisons that it made and repeats them later. In this section we show how to avoid some of the repeated comparisons. The obvious implementation of the suggested algorithm uses O(m) memory registers to store the periods of the pattern. Section 6 shows how to reduce the space requirements. In addition to the invariant T + :: Note that su x-pre x overlaps correspond to periods since P + 1::m] = P 1::m ? ] if and only if 2 P . The second invariant is clearly maintained after the pattern su x P + 1::m] is discovered in the text and the pattern is shifted ahead by 1 positions.
The algorithm makes sure that this invariant is maintained each time that a mismatch is encountered by shifting the pattern further ahead until it is maintained, if necessary.
The correctness of the algorithm follows similarly to Theorem 3. It remains to show that the algorithm takes linear time. The only part which might take longer is the search for the smallest period length of the pattern which is larger than or equal to ? +m when < . It is possible to precompute a table in the preprocessing step that would provide this information in a single step. In Theorem 6.1 we show how this step can be implemented without precomputing such a table. 2 
The Periodicity Structure
The following is a well known fact about periods. space while the periods are given in an increasing order, and it is also possible to generate the periods from this representation in an increasing order in time that is linear in the number of generated periods and using constant space.
Proof: We rst show how to construct the economic representation^ S 1 ; ;^ S c , of the periods. The construction takes linear time and uses constant space in addition to the c memory registers that store the representation. The main idea is to generate larger period lengths from small ones. Periods which can be generated from smaller periods do not need to be stored.
Initially , in an increasing order, in time that is linear in the number of periods generated and using constant space. Sometimes, it is possible to continue and generate larger periods, but periods which are not speci ed by the representation might be skipped.
The bounds we obtained above for the representation are tight for in nitely many strings as we show next. De ne the sequence of strings ! l as:
These strings are closely related to the Fibonacci strings which are de ned as f 0 =`b', f 1 =`a' and f l = f l?1 f l?2 and are used in other pathological examples of string properties.
The length of ! l is j! l j = F l+1 + F l+3 ? 2.
It is easy to verify that the representation generated for the string S = ! c+1 satis es periodicity structures of a string of length k and showed that there are k (log k) such structures, independent of the alphabet size. Thus, any encoding of the periodicity structure requires (log 2 k) bits and our representation can not be uniformly improved by more than a constant multiplicative factor.
Saving Space
This section shows how to use the economic representation of the periodicity structure of the pattern in the modi ed Chrochemore-Perrin algorithm that was given in Section 4. Proof: The algorithm uses constant space except for storing of the periods of the pattern.
By Corollary 5.6, the periods can be represented in O(log m) memory registers. By Lemma 5.5, the periods can be generated from this representation in an increasing order, in time that is linear in the number of periods generated and using constant space.
The periods are used only in one place in the algorithm where the smallest period of the pattern that is larger than or equal to ? + m is needed. But only increases during the execution of the algorithm, so as long that is xed, the periods that are needed also increase and can be found by scanning the periods in an increasing order. The time is clearly bounded by the amount of increase of , and therefore is linear.
However, increases each time an occurrence of the pattern su x P +1::m] is discovered in the text. In this case the algorithm returns to generate the periods in an increasing order starting from the smallest period. Note, that in this case = + m ? 1 , the algorithm will need only periods that are larger than 1 , and the time to generate the periods will be bounded by the amount of increase of . Thus, the algorithm still takes linear time. 2
If only constant space is available, then a part of the periodicity structure of the pattern can still be stored. The resulting algorithm is a hybrid between the Crochemore-Perrin algorithm given in Section 3 and the modi ed algorithm from Section 4. 2 
The Pattern Preprocessing
The pattern preprocessing step of the Crochemore-Perrin algorithm takes linear time, uses constant space and make at most 5m symbol comparisons. However, it uses order comparisons that may result in less-than, equal-to, or greater-than answers. This preprocessing is not su cient for our purpose since it does not nd all the periods of the pattern. In fact, if the period of the pattern is longer than half of the pattern length, then the Crochemore-Perrin pattern preprocessing step does not compute it at all. Proof: The preprocessing consists of two parts:
1. A critical factorization of the pattern is computed by Crochemore and Perrin's pattern preprocessing algorithm. This computation uses an algorithm that nds the maximal su x of the pattern, and therefore requires the existence of an arbitrary total order on the input alphabet, so that comparisons result in less-than, equal-to or greater-than answers. 2. Galil and Seiferas 21] and Crochemore and Rytter 15] show that their linear-time constant-space string matching algorithms can nd all overhanging occurrences of the pattern in the text and therefore nd all period lengths of the pattern. These algorithms nd the periods in an increasing order of their length as required in Lemma 5.5. The construction of the economic representation of the periods proceeds as the periods are found and does not require any additional symbol comparisons. It takes linear time and uses constant space, except for the registers which are used to store the representation.
The number of comparisons made is linear with a constant that is not very large. 2 14 
Open Problems
There are several remaining open problems about the exact comparison complexity of string matching and of related string problems. Many of the problems listed in Breslauer and Galil's paper 5] can also be asked in the context of constant space algorithms. Two problems which are directly related to this work are:
1. What is the exact number of comparisons required by constant-space string matching algorithms? 2. Is it necessary to use order comparisons in order to nd a critical factorization of a string in linear time?
