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-Abstract 
Context-free grammars (CFG) are the most popular method for th
e 
definition of syntactic specifications of programming langu
ages. This is due in 
part to their ability to closely express the syntax of program
ming languages in a 
notation easily understood by humans and primarily bec
ause it is possible to 
construct efficient parsers from a context-free gramm
atical defmition of a 
programming language. However, a context-free gram
mar may 
possess characteristics which introduce various parsin
g problems. As a 
consequence of this, a language designer may have to spen
d valuable time and 
effort attempting to transform a grammar into a favorabl
e form. Fortunately, 
there are several methods to transform a context-free gram
mar to an equivalent 
variant subclass free from certain undesired features. 
In some cases the 
transformed CFG may result in a faster or more efficient pa
rser. 
The Context-Free Grammar Manipulation System (CFGMSystem) is a
n 
interactive software package intended primarily to facil
itate the removal of 
some undesired syntactic features in a context-free gramma
r. Through the user-
friendly interface, a language designer can easily create, e
dit, manipulate, and 
save gram.mar files. A selected set of operations can be 
used to transform a 
grammar into an acceptable form with little time and eff
ort expended. These 
include the elimination of inaccessible symbols, usel
ess symbols, single 
productions, and left recursions, in addition to conversion
 to £-free grammar, 
Chomsky Normal Form, and Greibach Normal Form. 
1 
Chapter 1 
Introduction 
1.1 Overview of Prograntming Languages 
Programming languages were created ·for the principal pu
rpose of human 
communications with digital computers. Complex 
algorithms can be 
represented in the form of programs and then commun
icated to a computer 
which in turn carries out the given tasks. In ord
er to appreciate the 
developments in programming language, one must conside
r the various levels of 
languages used to interact with computers. Based on
 decreasing machine 
dependence, programming languages have the following hi
erarchy: 
• machine languages 
• assembly languages 
• high-level languages 
• problem-oriented languages 
1.1.1 Machine Languages 
A machine language of a specific computer is the set of ins
tructions that 
can be directly interpreted and performed by the hardw
are. Common to the 
design of most computers, this set of instructions is ac
tually binary and the 
hardware is able to execute it directly once it is stored into
 the appropriate parts 
of the machine. For example, the following sequence of bin
ary digits 
00000101 0000000 00001011 
is an Intel 8086 machine instruction which causes the h
ardware to place the 
2 
sum of the constant 11 and the contents of the ge
neral register AX in AX. 
It is essential to recognize that each compu
ter has its own unique 
instruction set. Thus, the above instruction mi
ght have different meaning on 
another computer even if they both have t~e same
 size instructions . 
. 
. ,. 
In the dawn of computing, the early computer pr
ogrammers had no choice 
but to resort to representing their algorithms in
 machine language. Machines 
0 
lacked the simplest tools and programmers in 
most cases had to create and 
shape their own. Although some programmers 
possess an exceptional talent in 
machine language programming, most users d
eemed it to be an impractical 
method for the representation of their probl
ems and solutions. Machine 
language was considered by most people as a 
barrier between them and the 
machine they wanted to utilize. 
1.1.2 Assembly Languages 
Clearly, representing algorithms in machine 
language instructions is 
intolerably impractical and it has led to th
e development of a symbolic 
representation of machine instructions referred 
to as assembly language. In 
this form, instructions are represented by mnem
onic codes and the remaining 
portion can be symbolic address references or o
perands represented in binary, 
decimal, or hexadecimal. Hence, the following st
ring 
ADDAX,11 
is an assembly language representation of th
e previous machine language 
instruction. 
Assembly language usually has a simple struc
ture and a well defined 
format. Before executing an assembly langua
ge program, it must first be 
translated into machine language. During tran
slation, each line of assembly 
language normally yields one machine language i
nstruction. 
3 
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• 
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1.1.3 High-Level Languages 
.. 
In spite of the obvious advantages over machine language, the use of 
' 
t assembly language to represent algorithms was not sufficient to meet the 
growing demands of programmers. Most crucial were the needs for a better and 
more natural way to express algorithms, and the capability of combining 
segments of code to produce a program. This led to the development of the so-
called high-level languages. 
The development of high-level languages had a great impact on the 
computer field. Programs now can be written without knowledge of the physical 
computer or its machine code; a programmer need only learn a particular 
programming language, unless he intend to achieve maximum efficiency or 
utilize features specific to that machine. As a result of their significant machine 
independence, programs written in a high-level language have the feature of 
being portable; i.e. a program written on one machine has the potential of 
running on another with almost no modifications. 
Generally, these languages have notations somewhat close to the problem 
being solved. Most high-level programming languages offer a rich set of 
features including procedures, looping structures, nested structures and 
complex control constructs. During translation into machine language, each 
high-level instruction normally yield several machine instructions. 
In the last four decades, hundreds of high-level languages have been 
developed and implemented on various computers. Jean E. Sammet [12] 
represented this by the now famous programming languages Tower of Babel. 
More than half of these are specialized languages, and only a handful of these 
languages have gained broad acceptance and are still in wide spread use today. 
Most high-level program.ming languages were d~veloped for a specific 
class of applications. FORTRAN and ALGOL for mathematical applications, 
4 
• 
COBOL for electronic data processing, SNOBOL for processing string data, and. 
SIMULA for simulation purposes. PL/I was designed as a general-purpose 
language suitable for a variety of applications. In addition to its facilities, it 
embodied concepts borrowed from FORTRAN, COBOL and ALGOL60 and ~as 
intended as a replacement for FORTRAN and COBOL. Niklaus Wirth who Was 
dissatisfied with ALGOL, designed Pascal for teaching Computer Science while 
maintaining the capability of efficient implementation on most computers . •• 
• 
Several new languages have emerged, most importantly Ada, a language 
sponsored by the United States Department of Defense for the purpose of 
reducing software development and maintenance costs. Ada is considered a 
general-purpose language, and with the powerful backing of the Department of 
Defense, it is expected to gain wide acceptance. High-level programming 
languages have liberated programmers from the tedious task of programming in 
assembly language or worse in machine language. 
1.1.4 Problem-Oriented Languages 
In highly specialized problem areas, a problem-oriented language 
facilitates efficient expression of algorithms. A . language in this category 
focuses on a fairly narrow application area and usually embodies nQtation and 
facilities used mainly in that area. Three examples of problem-oriented 
languages are, the language COGO (COordinate GeOmetry) used for surveying 
in civil engineering, the language APT (Automatically Programmed Tools) used 
for machine tool control and SEQUEL (Structured English QUEry Language) a 
language used for database manipulations. The classifications of languages 
sometimes is difficult since a language may include characteristics belonging to 
several categories at the same time. 
5 
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1.2 Translators 
A. translator is a program which accepts as input a source program 
written in a source language and produce as output an object program 
written in an object language. If the source program was written in assembly 
language and is transformed into a machine language object program, then the 
translator is called an assembler. A translator which accepts as inpu
t a source 
,, 
program written in a high-level language and-produces an assembly 
language or 
machine language object program is called a compiler. 
At compile time the compiler translates the high-level source prog
ram 
into object program which in turn is then executed at run time. Due to the 
complexity of the compilation process, it is conventionally partitio
ned into five 
phases as indicated below: 
1. Lexical analysis: the source program is processed by the lexical 
analyzer or scanner which breaks the input stream into symbols 
such as keywords, identifiers, operator symbols and punctuation 
characters. 
2. Syntax analysis: the output of the scanner is further processed by 
the syntax analyzer or parser to form sequences of syntactic 
structures. 
3. Intermediate code generation: the output of the parser is used 
by the intermediate code generator to produce an internal 
structure composed of simple instructions referred to as 
intermediate code. 
4. Code optQJlization: the intermediate code is further refmed by 
the code optimizer to produce improved intermediate code. This 
phase is optional, but most compilers include it because it attempt 
6 
to produce an object program which executes ra·pidly and occupies 
less space. 
5. Code generation: the intermediate code is converted into an a 
sequence of machine instructions referred to as object program. 
Some code generators attempt to produce efficient object code. 
In the first two phases, the compiler keeps track of the data objects used 
in the source program and records essential information about each in the 
symbol table. This information is maintained and utilized during the 
compilation process, and if a flaw in the source program is encountered, the 
error handler is invoked to issue a diagnostic [2]. 
An interpreter is a translator which accepts a source program, converts 
it into some form of intermediate code, and then directly executes the operations 
implied by it. Unlike a compiler, an interpreter does not produce object code; it 
processes the intermediate code form of a source program and data at run time. 
S9me interpreters use a different approach. Instead of translating the program 
to intermediate code, they analyze each source statement every time it is to be 
executed. However, this technique is inefficient and seldom used. 
Although interpreters are generally smaller in size, the execution time of 
an interpreted program is slower than that of the corresponding object program. 
This overhead is due to the fact that every time the intermediate code is 
executed, it must be virtually translated by the interpreter into machine code. 
However, with the advent of microcomputers, interpreters have become popular. 
They can be made user friendly, and can speed program development, 
debugging and testing. 
Another kind of translator, called a prepr.ocessor, accepts a program 
written in one high-level language and converts it mto an equivalent program in 
7 
• 
Q. 
·another high-level language. Many existing high-level languages lack fac
ilities 
for describing algorithms for some application. In this predicament, a sup
erset 
of a well established high-level language is developed with the exten
sions 
necessary for the particular application. 
The use of preprocessors simplifies cpde generation; since the source and 
target language have many statements in common. In general, each s
ource 
language statement normally translates into one or more statements i
n the 
target language [13]. One such preprocessor is for RATFOR, a rational 
FORTRAN language which supplements FORTRAN with numerous co
ntrol 
structures. To execute a RATFOR program, first it must be translated int
o an 
equivalent FORTRAN program by the RATFOR preprocessor. Then,
 the 
~ 
' 
resultant FORTRAN program is compiled by the FORTRAN compiler w
hich 
generates an executable object program equivalent to the original RATFOR 
program. 
1.3 Syntax, Sentantics and Pragmatics 
Every language, natural or artificial,_ is composed of symbols from which 
sentences in a language can be constructed. Furthermore, a language posse
sses 
two fundamental properties, the structure of sentences in a language and 
their 
associated meanings. The structure of sentences in a language is gene
rally 
known as its syntax. The syntax is the set of rules defining the grammati
cally 
correct sequences of symbols from which sentences in a language ca
n be 
composed. Two aspects of meaning can be associated with every syntactic
ally 
correct sentence in a language; the meaning as intended by the originator o
f the 
sentence, semantics, and the meaning as perceive by the receive
r, 
pragmatics. Thus, the semantics of a language is the set of rules that defm
es 
the meanings for each syntactically correct sentence in a language 
while 
8 
pragmatics are all other aspects of meaning. In natural languages it is not 
unusual to encounter a syntactically legal sentence that possesses more than 
one meaning. In fact, the English language is notorious for having several 
meanings associated with a single syntactically correct sentence. This attribute 
gives rise to ambiguities and cause confusion. 
In relation to programming languages, a language contains a set of 
symbols consisting of sequences of characters. A sentence of the language is a 
program. A program has a structure and meaning. Syntax is the set of rules 
specifying the legal sequences of symbols in the language. Semantics is the set 
of rules that define the meaning of the legal sequences of symbols in the 
language. Thus, the semantics indicate the meaning of a program in relation to 
the compiler. Pragmatics is the meaning in relation to the user of the language. 
Semantic and pragmatic ambiguities are still possible and there must be 
agreement between the programmer's intended use of a legal sequence of 
symbols and the compiler's !!Ctual semantic interpretation. 
There are numerous problems involved in the definition of a programming 
language. A complete precise language definition must entail rigorous 
statement of the syntax, semantic and pragmatic rules. Substantial efforts have 
been made to solve the problem of syntax definition, and there have been 
tremendous breakthroughs. Unfortunately, insufficient work have been done in 
the realm of semantics, as well as pragmatics. 
This manuscript is concerned primarily with the study of syntax. After 
introducing the relevant material we will discuss ·problems encountered in 
grammars. Thereafter we will introduce a system capable of grammar 
manipulation to remove most of the problems discussed. The remaining part of 
the paper presents several examples· of gram.mar manipulations .. 
,-
' 
Chapter2 
Formal· Syntax 
2.1 Basic Concepts 
In order to study the formal syntax of pro
gramming languages, it is 
necessary at this point to review some langua
ge theory definitions and concepts 
and agree on a terminology convention. 
A symbol (or token) is an indivisible atomic entity
. It may be a 
character or a sequence of characters such as
 keywords and reserved words in 
prograniming languages. For example, th
e programming language Pascal 
includes the symbols 'begin', 'end', 'if, 'then', '+
', '·', ':=', and 'div'. 
An alphabet (or vocabulary) Vis a nonempty finite set o
f symbols. For 
example the octal alphabet is composed of th
e symbols 'O' 'l' '2' '3' '4' '5' ''6' 
' 
''' '''
 
and '7' and we represent this by the octal alph
abet set~= {O, 1, 2, 3, 4, 5, 6, 7}. 
In relation to programming languages such
 as Pascal, the alphabet is often 
represented by letters, digits, a blank, special c
haracters and distinct symbols. 
A string (or word) is a sequence of symbols drawn from
 an alphabet. 
Thus, if V = {x, y, z} is an alphabet, then some strings o
ver the alphabet V are 
'x', 'xx', 'x:.yz', 'yx:yz', and 'zxzyxzyyyz'. It shou
ld be noted that the order of the 
symbols within a string is very significant. T
herefore, the strings 'xy' and 'yx' 
are different even though they are composed fr
om the symbols 'x' and 'y'. 
The length of ? string is the number of symb
ols in the string. If a is a 
string, then I a I denotes the length of the stri
ng a; i.e. the number of symbols 
contained in it. Therefore, if V = {a, be, d} is an alphab
et and 'a', 'ad', 'abed', 
' 
'bcada' are some strings over the alphabet V, 
then the lengths of these strings 
10 
are as follows: 
I 'a' I = 1, 
I 'ad' I = 2, 
1 'abcd' I = 3, 
I 'bcada' I = 4. 
The empty string (or null· string), denoted by E, is the s
tring containing 
no symbols. Thus, the length of the empty s
tring is zero and this is written as 
IE I = 0. Some authors use A or "A instead of E to
 denote the empty string. 
In general, a string can be represented by a=
 a1 ••• am, where m ~ 0, ai E V 
for 1 ~ i ~ m. The empty string E can be ob
tained when m = 0. The set of 
strings of length 1 or more over the alphabet V
is denoted v+. The set of strings 
of length O or more over the alphabet Vis desi
gnated v* = v+ u {E}. 
,l 
' 
• 
Throughout this paper we will often b
e concerned with various 
fundamental operations on strings, one of whi
ch is clearly e~titled to the utmost 
attention. The concatenation of two string
s a and ~ can be constructed by 
-
following the symbols of a by the symbols of 
~- The result of the operation can 
be written as the new string a~. In general, 
if a= a1 ••• am and~ = b1 ••. bn are two 
strings over some alphabet V, then a~ = a1 ••• 
amb1 ••• bn and ~a = b1 ••• b0 a 1 ••• an. We
 
will denote concatenation by simple juxtaposition. 
We summarize the basic properties of conca
tenation below. If V is an 
alphabet, 
1. Concatenation is an associative operation, 
i.e., for any strings a, ~' 
re v*, (a~)y = a(~y) = cx~y. 
2. The empty string £ is a two-sided id
entity with regard to 
· concatenation, i.e, given a. e v*, CX£ =£ex= a
., for all a e v*. 
" 3. v· is closed under concatenation, i.e.., gi
ven ~y. arbitrary strings 
a,~ E v*, a.~ E v*. 
11 
" 
'• 
4. For any strings a., ~ E ~, I a.~ I = I a. I + I ~ I. 
5. v* has left and right cancellation. For each a., ~. y E v*, a.~ = a.y 
implies~= y, and a~= ,,P implies a= y. 
The reverse of a string a. = a1 ... am is the string a.R = am ... a1, where 
a. E v* and m :2: 0, a. E V for 1 :s; i s:; m. It should be observed that ER = E where 
l 
,, 
m = 0. For example, if V = {a, be, d, e} is an alphabet, and a. = 'abcde', 
and ~ = 'ad' are strings over V, then a.R = 'edbca', ~R = 'da' and ' 
(cx.~)R = ~R(a)R = ~ Ra.R = 'daedbca'. 
If y = a.~ and a., ~, y E v*, then a. is called the prefix ( or head) of y. If ~ is 
> not the empty string, then a. is called the proper prefix (or proper head) of y. 
Similarly, ~ is called the suffix (or tail)of y. If a. is not the empty string, then ~ 
is called the proper suffix ( or proper tail) of y. If ro = a.~y and a., ~, y, co E v*, 
then~ is called a substring of co. Moreover, any prefix or suffix of a string co is 
also a substring of co. 
2.2 Representation of Languages 
A language L over an alphabet V is a set of strings over V. Therefore, a 
\ 
language L is simply an arbitrary subset of v* and no consideration is given 
here to the meaning associated with its members. 
Several methods have been devised to specify the definition of a language. 
When the language is finite, it consists of a finite number of strings and it is 
possible to list all member strings by exhaustive enumeration. For example, if 
V = {O, 1, 2, 3, 4, 5, 6, 7} is an alphabet, then the language L over the alphabet V j 
consisting of two symbol strings is as follows: 
L = {00, 01, 02), 03, 04, 05, 06, 07, 
10,11, 12, 13, 14, 15, 16, 17, 
20,21,22,23,24,25,26,27, 
12 
30,31,32,33,34,35,36,37, 
40,41,42,43,44,45,46,47, 
50,51, 52,53,54,55,56,57, 
60,61,62,63,64,65,66,67, 
70, 71, 72, 73, 74, 75, 76, 77}. 
However, this method is useless for specifying infinite languages and may 
prove to be impractical when the language being defmed is large or complex [1]. 
In practice, two other techniques are usually employed for the purpose of finite. 
and concise language definitions. These techniques are suitable not only for the 
specification of finite and complex language definitions, but also for the ~ 
definition of infinite languages. One technique is to specify a recognizer, a 
highly stylized procedure that is capable of accepting or rejecting a given string 
as part of a language. The other technique is to use a generator, which is a 
grammatical system whose production rules facilitates the derivation of strings 
in the language. The language being defined in this case is the set of strings 
generated by the production rules of the grammar. 
The remainder of this chapter will be devoted to the discussion of 
generators. 
2.3 Generative GraDlDlars 
A grammar is a generative system which provides a mathematical 
definition of a language consisting of a finite and concise set of structural rules. 
The rules of the grammar indicate how valid strings in the language can be 
generated. 1) 
If Vis an alphabet and V = VT u VN, then a generative grammar is a 
quadruple G = (VN, Vr, S, P), where: 
• VN is a finite nonempty set of nonterminal symbols called the 
nonterminal alphabet; 
13 
q 
... 
• VT is a finite nonempty set . of terminal symbols called the 
terminal alphabet and VT n VN = 0; 
., • S is a distinguished element of V N called the start symbol; 
• P is a finite nonempty set of rules known as production rules 
whose elements are ordered pairs of the form (a, P) where 
a e v*v N v* and ~ e v*. In general, a production rule is normally 
written a ~ ~ where a is the left-hand side of the production and B 
is the right-hand side. 
In the above grammar, the left-hand side of each production rule must 
consist of at least one nonterminal symbol while the right-hand side can be any 
string including the empty string. Such a grammar is also known as phrase 
structure grammar. 
To generate a string in the language L(G), one must start with the 
designated starting symbol S of the grammar G and apply a sequence C>f 
substitutions for S or any other nonterminal symbols in the string derived 
from S. In each production rule, the right-hand side specify the permitted 
substitution for the left-hand side. The string generation is complete when the 
resultant string is made up entirely of terminal symbols. 
Example 2.1: 
Consider the grammar G 1 = (V N' VT, S, P), where: 
VN = {A, S}; 
VT= {a, d}; 
P = { 1. S ~ AS 
2. S ~ d 
3.A ~ SA 
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4.A ~ a 
} 
. Starting with the distinguished symbol S we can generate (or derive) a 
string in the language L(G1) by searching for rules which have S on the left-
hand side and then substituting the right-hand side for S. Thereafter, we 
examine the resultant string for nonterminal symbols and continue the 
) 
replacementprocess until we end up with a string composed of terminal symbols 
in its entirety. The generation process of the string 'dad' is illustrated below: 
s 
AS 
SAS 
dAS 
dAd 
dad 
applying rule 1 
applying rule 3 
applying rule 2 
applying rule 4 
applying rule 2 
no more rules to be applied. D 
When considering a grammar, it is not unusual to encounter several 
productions in P with the same left-hand side as shown below: 
••• 
where y
1
, y
2
, ••• , 'Yn are the alternates for A. Where ever it is convenient, we may 
use a notational shorthand to rewrite the above productions as follows: 
/ 
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where 'I' can be read as 'or'. Therefore, the productions of grammar G1 can be 
abbreviated to the following form: 
P= s~ASld 
A~ SA I a. 
Given a phrase structure grammar G = (V N' VT' S, P) and two strings 
I'-; 
uexro, u~ro e v*, and the production rules Yo ~ yl' "(1 ~ "(2, ••• , Yk-l ~ Yk in P, 
then: 
• if ex = y
0 
and ~ = Y; where i = 1, we say that the string u~ro is 
generated from the string uexro in one derivation step. We 
' 
denote this by uexro => u~ro, where the symbol => denotes one 
derivation step. 
• if ex = y
0 
and ~ = Y; where i ~ 1, we say that the string 'U~ro is 
0 
generated from the string uexro in one or more derivation 
steps. We denote this by 1.)(X.(J) =>+ u~ro, where the symbol 
=> + denotes one or more derivation steps. 
• if ex = Yo and ~ = y
1 
where i ~ 0, we say that the string u~ro is 
generated from the string 1.)(X.(J) in zero or more derivation 
steps. We denote this by 1.)(X.(J) => * u~ro, where the symbol => * 
denotes zero or more derivation steps. 
Using the terminology introduced above, the derivation of the string 'dad' 
by the grammar G1 can therefore be rewritten as follows: 
S=>AS 
=>SAS 
=>dAS 
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=>dAd 
=> dad. 
If G = (VN, VT, S, P) is a phrase structured grammar, then t
he designated 
starting symbol S or any string derived from it i
s called a sentential form. 
A sentential form consisting entirely of terminal 
symbols is called a sentence 
generated by the grammar G. Therefore, the lan
guage L(G), can be defined 
~ 
as the set of sentences generated by 
the grammar G, 
• 1.e., 
L(G) = {a I S ==>*a, where a E v;1. 
Beginning with the designated starting symbol, we
 can derive a sentence 
in the language. In each derivation step a nonte
rminal symbol is chosen for 
substitution. This choice can be made arbitrarily
 or according to one of two 
conventions. If at each derivation step the left
most nonterminal is always 
selected for replacement, then we have a leftmost d
erivation. Analogously, if 
at each derivation step the rightmost nonterminal 
symbol is always selected for 
replacement, then we have a rightmost derivation
. 
Three derivations of the sentence 'dad' are show
n below. A leftmost 
derivation appears in the leftmost column, a righ
tmost derivation appears on 
the rightmost column, and an arbitrary derivation a
ppears in the center column. 
S=> AS 
==> SAS 
==> dAS 
==> daS 
==> dad. 
S=> AS 
=> SAS 
=> SaS 
=>daS 
=> dad. 
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S=) AS 
=> Ad 
=> SAd 
==> Sad 
==> dad. 
'" 
; . 
2.4 The Chomsky Hierarchy of Gramntars 
The main purpose of this section is to presen
t a class of grammars known 
as the Chomsky hierarchy (see Figure 2-1). Based on
 the restrictions on the 
form of rules, Noam Chomsky classified gra
m.mars as unrestricted (Type-0), 
context-sensitive (Type-1), context-free (Type-2), and 
regular (Type-3). The 
phrase structure grammars introduced in S
ection 2.3 are equivalent to the 
Type-0 grammars. The latter are the mo
st general and can be extremely 
complex in comparison to the higher numb
ered grammar types. Of all the 
classes in the Chomsky hierarchy, Type-3 g
rammars are the most restrictive 
and the simplest in form [1, 4, 11]. 
Let GType-i represent the class of grammars of 
Type-i, where O ~ i ~ 3, then 
the restriction imposed on the form of allowa
ble production rules increases as 
the the value of i increases from Oto 3. Each 
class of grammars in the Chomsky 
hierarchy contains all the grammars of the 
higher numbered types. Thus, we 
have the following: 
Type-i grammars can generate languages of T
ype-i or higher. That is, for 
i = 0, 1, 2, the class of Type-i gram.mars can
 specify the definition of of all the 
languages which can be defmed by grammars
 of Type-i and Type-i+l. It should 
be noted that the converse does not hold, tha
t is, there are languages of Type-i 
which are not of Type-i+l (1, 5, 6, 15]. Accordingly, if L(G
Type_i) denotes the class 
of languages generated by GType-i class of gramm
ars, then we have: 
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For the remainder of this paper, unles
s otherwise stated, the following 
common notation will be assumed: 
• A, B, C, ... represent nonterminal symbols
 e VN. 
• a, b, c, ... , t represent terminal symbols 
e VT. 
• u, v, w, ... , z represent strings of termin
al symbols e v;. 
• a, ~' y,... represent strings of termin
al or nonterminal 
symbols e v*. 
:•::::::::i:::11::::11:::::::J\¥@1:*#:(:):::11 ::t:1:::::1:::1:::•:. 
t\::\t//:/~i~f })/Ui//:it:t::: . . ........ ' ...... . 
. ·.·.· .. ·.·.·.·.
·.·.·,·.·.·.· ... ·.·.·.·.· .. ·. 
Figure 2-1: The Chomsky hierarchy of gra
mmars 
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2.4.1 Unrestricted Grammars (Type-0) 
A phrase structure grammar G = (VN, VT, S, P) is said to be of Type-0 if 
and only if each produc~ion rule is of the form: 
aA~ ~ 'Y 
Each production rule in a Type-0 grammar must consist of at lea
st one 
nonterminal symbol on the left-hand side, while the right-hand side
 can be any 
string including the empty string. Such a grammar is very gen
eral and is 
appropriately called 11nrestricted grammar since it require no restric
tions . 
2.4.2 Context-sensitive Grammars (Type-1) 
A phrase structure grammar G = (VN, VT, S, P) is said to be of Type-1 if 
and only if each production rule is of any of the two forms: 
where"{ E v+; 
or 
2. S ~ E 
such that S does not appear in the right-hand side of any 
production in P. 
In Type-1 grammars, both sides of each production rule may con
sist of 
one or more symbols, however, the left-hand side must contain a
t least one 
nonterminal symbol. A production of the form aA~ -? ayf3 connotes that
 A may 
be replaced by y only if it occurs in the context between ex and ~' wh
ere y ¢. e. 
Furthermore, the occurrence of the production S ~ E implies that S m
ay not 
occur on the right-hand side of any production rule in P. For the
se reasons, 
Type-1 grammars are commonly known as context-sensitive gramma
rs. 
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Example 2.2: 
Consider the context-sensitive grammar G 2 = (VN, VT, A,.P), where: 
VN = {A, B, C}; 
VT= {a, b, c}; 
P = { A~ aABC 
A~abC 
CB~BC 
bB ~ bb 
bC ~ be 
cC ~ cc 
}. 
The grammar G2 generates the famous infinite contex
t-sensitive language 
L(G2) = { anbncn I n ~ l}. D 
Context-sensitive (Type-1) grammars are well suited for the definition
 of 
most programming languages. However, it is usually
 difficult to construct 
efficient recognizers for context-sensitive languages. 
2.4.3 Context-free Grammars (Type-2) 
A phrase structure grammar G = (V N' VT' S, P) is said to be of Ty
pe-2 if 
and only if each production rule is of the form: 
A~ a. 
Each production rule in a Type-2 grammar must con
sist of a single 
nonterminal symbol on the left-hand side, while the right
-hand side can be any 
string consisting of terminal or nonterminal symbols inclu
ding the empty string. 
Thus the production A -+ e is permitted in Type-2 gramm
ars. In the general 
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case,, a production of the form A ~ a. connotes that A may De replaced by a 
regardless of the context in which it appears. For this reason, Type-2 grammars 
are usually referred to as context-free grammars. 
Example 2.3: 
Consider the context-free grammar G8 = (VN, VT, E, P), where: 
VN = {E, F, T}; 
VT={+,-,*,/,(,), a}; 
P={ E~E+TIE-TIT 
T~T*FIT/FIF 
F~al(E) 
}. 
Obviously this grammar specifies the definition of the set of arithmetic 
expressions involving the identifier 'a', parenthesis, and the binary operators for 
addition'+', subtraction'-', multiplication'*', and division'/'. D 
2.4.4 Regular Grammars (Type-3) 
A phrase structure grammar G = (VN, VT, S, P) is said to be of Type-3 if 
and only if all production rule satisfy one of the following: 
1. A~ Ba 
A~a 
and the grammar is referred to as left regular. 
2. A~ aB 
and the grammar is ref erred to as right regular. 
Type-3 ( or regular) grammars may be either left regular or right regular 
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but not both. The left-hand side of each produ
ction must be a single 
nonterminal symbol. The right-hand side in a left re
gular grammar can be a 
! 
terminal symbol optionally followed by a nontermina
l. Similarly, in a right 
regular grammar the right-hand side can be a ter
minal symbol optionally 
preceded by a nonterminal. The following are examp
les of fmite and infmite 
regular languages. 
Example 2.4: 
Consider the regular grammar G4 = (VN, VT, S, P), where: 
VN = {S, A}; 
VT = {O, 1, 2, 3, 4, 5, 6, 7}; 
P={ s~MIUIMIMl~IMIMla 
A~O 11121314151617 
} . 
The left regular grammar G4 generates a finjte language consisting
 of 
sentences containing two octal digits. This language
 was presented earlier in 
Section 2.2. D 
Example 2.5: 
Consider the regular grammar G5 = (VN, VT, S, P), where: 
V - {S}· 
N - ' 
VT= {O, 1, 2, 3, 4, 5, 6, 7}; 
P = { S ~ SO I Sl I S2 I S3 I S4 I S5 I S6 I S7 
S~Ol 1121314151617 
}. 
The right regular grammar G5 generates the infinite 
language consi$ting 
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of sentences containing one or more octal digits. D 
2.5 Derivation Trees 
In a compiler, the syntactic analyzer _(or parser) determines whether or 
not a given input string is a sentence in the language. If it is a sentence, the 
derivation sequence for the string is also constructed internally. In Section 2.3 
the string 'dad' was generated by four different derivations. Obviously a given 
sentence can usually be derived in several different ways although the same 
productions are applied in the same positions but in different orders. This is 
usually irrelevant since the derivations impose the same grammatical structure. 
For a context-free grammar G = (V N' VT, S, P), a derivation can be 
graphically represented by a derivation tree ( or parse tree). A derivation 
tree for a sentence in the language can be drawn in the following manner: 
Each node of the tree is labeled with a symbol from V. The root node of 
the tree is labeled with the designated starting symbol S. Direct descendants of 
a nonterminal node are written from left to right below it. Branches connect the 
nonterminal node with its direct descendant. This signify the replacement of a 
nonterminal symbol by the right-hand side of some applicable production. 
Example 2.6: 
Consider the context-free grammar G1 which was introduced in Example 
2.1. The leftmost derivation of the sentence 'dad' is as follows: 
S ~ AS =} SAS =} dAS => daS ~ dad. 
By following the method outlined above, we can draw the derivation tree · 
for the sentence 'dad'. The resulting derivation tree is depicted in Figure 2-2. D 
The derivation tree is a structural representation of the generation 
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process. In general, an internal node A represents a string genera
ted by the 
subtree whose root is node A. In Figure 2-2 the frontier of the tree is 
the string 
obtained by the concatenation of the labels of leaves of the tree from l
eft to right. 
s 
A S 
s A d 
d a 
Figure 2-2: Derivation tree for the string 'dad' 
2.6 Antbiguous GraD1D1ars 
A context-free grammar G = (VN, VT, S, P) is said to be ambiguous if and 
only if it generates at least one sentence for which there exist mo
re than one 
rightmost or leftmost derivations. Similarly, a conteit-ftee gramma
r is said to 
, I.ft' 
··~f ·-.. 
__ j 
unambiguous if and only if for every sentence it generates there exis
t only one 
distinct rightmost or leftmost derivation. 
A context-free language L can usually be generated by many diff
erent 
context-free grammars. A context-free language L is said to unam
biguous if 
there exist an unambiguous context-free grammar that generates i
t. A CFG 
language L is said to be inherently ambiguous if there does not 
exist any 
unambiguous grammar that generates it. Accordingly, inherently 
ambiguous 
context-free languages can only b~,/generated by ambiguous gramm
ars, while 
unambiguous context-free languages can be generated by un
ambiguous 
grammars and possibly ambiguous grammars. Example 2. 7 is i
ntended to 
illustrate the ambiguity issue and its association to derivation trees. 
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Example 2.7: 
Consider the context-free grammar G6 = (V N' VT, E, P), where: 
V - {E}· N- ' 
VT={+,-,*,/,(,), a}; 
P={ E~E+EI E-EI 
E*EI E/El(E)la 
}. 
E 
E + E 
a E • E 
·a a 
E 
E • E 
E + E a 
a a 
Figure 2-3: Two derivation trees for the string 'a+ a* a' 
This grammar is ambiguous because there exist a sentence which can be 
derived by two distinct leftmost or rightmost derivations. As an example, the 
sentence 'a+ a* a' can be derived by two distinct leftmost derivations as shown 
below: 
E::::}E+E 
::::}a+E*E 
=>a+a*E 
=>a+a*a 
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=> E+E*E 
=> a+E*E 
=> a+a*E 
=> a+ a* a. 
This can be clearly observed in the corr
esponding derivation· trees of 
Figure 2-3. In fact, a context-free gramm
ar G is said to be ambiguous if and 
only if it generates at least one sentence 
for which there exist more than one 
derivation tree. Similarly, a context-free 
grammar is said to unambiguous if 
and only if for every sentence it generates t
here exist only one unique derivation 
tree. 
Luckily, grammar G6 can be rewritten in 
such a way that ambiguity is 
removed. The resulting unambiguous gra
mmar is Gunambiguous = (VN, VT, E, P), 
where: 
VT= {+, -, *, /, (, ), a}; 
P={ E~E+TIE-TIT 
T~T*FIT/FIF 
F~al(E) 
}. 
Close inspection of G bi reveals that i
t is none other than G8• Using 
unam guous 
this grammar, the string 'a + a * a' can b
e generated by exactly one leftmost 
derivation and there exist exactly one
 corresponding derivation tree as 
illustrated in Figure 2-4. D 
As has been set forth previously, ambig
uity can arise in context-free 
grammars if the production rules allow th
e generation of some string of the 
language in two or more distinct ways. 
In general, there are two kinds of 
ambiguity that occur in context-free gramm
ars. A context-free grammar is said 
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E 
E + T 
T T * F 
F F a 
a a 
Figure 2-4: Derivation tree for the string 'a+ a* a' _; 
to exhibit structural ambiguity if it generates some sentence which has two 
structurally different derivation trees. A context-free grammar is said to posses 
labeling ambiguity if it generates some sentence which has two structurally 
similar derivation trees with their interior nodes labeled differently [5]. The 
c' 
following examples serve to illustrate the two types of ambiguity. 
Example 2.8: 
Consider the context-free grammar G6 of example 2.7. This grammar 
demonstrates structural ambiguity as depicted in Figure 2-3. This ambiguity is 
caused by Simultaneous lef't and right recursion in the production rules. 0 
Example 2.9: 
Consider the context-free grammar G7 = (V N' VT, E, P), where: 
VN = {A, E, F, T}; 
VT={+,-,*,/,(,), a}; 
P={ E~E+AIE+TIE-TIT 
A~A*FIA/FIF j 
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}. 
T~T*FIT/FIF 
F~al(E) 
Clearly grammar G7 is afflicted with labeling ambiguity; the
 sentence 'a + a * a' 
has two structurally similar derivation. trees with differ
ent labeling of their 
interior nodes as illustrated in Figure 2-5. This labeling am
biguity is attributed 
to the existence of redundancies in the production rules of t
he grammar. D 
E E 
E + T E + 
A 
T T • F 
T A * F 
F F a F F 
a 
a a 
a a .. 
Figure 2-5: Labeling ambiguity 
Ordinarily, ambiguity in context-free grammars can affec
t the semantics 
specified by sentences in the language. This is usually 
the case when some 
semantics are expressed by the corresponding syntactic stru
cture. For example, 
the sentence 'a + a * a' generated by G6 may h.ave the effect
ive meaning '(a + a) * 
a' or 'a + (a * a)' depending on which derivation tree is used (refer to Figu
re 2-3). 
Most importantly, a derivation tree essentially expre
sses the underlying 
syntactic structure of a given sentence. Therefore, an unam
biguous context-free 
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grammar is often pref erred, because most parsing algorithms require a 
grammar to be unambiguous. Unfortunately, there is no algorithm in existence 
that can determine in some finite time whether a given context-free gram.mar is 
ambiguous or not. This is due to the unsolvability of the ambiguity problem in 
context-free grammars [1, 5, 11]. 
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Chapter3. 
Operations On Context-Free Grammars 
. 
The previous chapter introduced the Chomsky hierarchy o
f grammars. Of 
the four classes discussed, context-free grammars are the 
most important. They 
are capable of specifying most of the syntactic structu
res of programming 
languages. Moreover, this method provides a simple and 
a precise definition of 
programming languages in a notation easily understood by
 humans. 
Context-free grammars are the most widespread tec
hnique for the 
specification of the syntactic definitions of programming la
nguages. This is due 
partly to the naturalness of their expressions and primaril
y to the availability of 
various parsing algorithms suitable for the recognition 
of a number of CFG 
subclasses. However, context-free grammars lack the capa
bility to express some 
important programming language concepts. Example
s of these perplexing 
problems have been discussed widely in the literature [2, 4, 8, 11]. 
Some context-free grammars possess peculiarities 
that introduce 
difficulties in syntax analysis. Fortunately, there are seve
ral proven algorithms .. -
which can be used to overcome most of these unde
sirable problems [1]. 
Applying these algorithms, we can transform a gramm
ar to a more favorable 
form by eliminating undesirable features. 
The purpose of the CFGMSystem is to enable the user to
 inspect a given 
context-free grammar for the existence or absence of som
e particular property 
and, if possible, transform · it into an equivalent gramm
ar possessing some 
specific desirable feature. The consequence of inspecting 
a grammar is to gain 
more knowledge and understanding of its properties. On t
he other hand, a 
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transformation alters the grammar physically to remove or add some property 
to it. In this case the resultant grammar is equivalent to the original one since
 
both grammars generate the same language. 
The remainder of this chapter is devoted to the introduction of some of the 
significant operations on context-free grammars. As stated earlier, these fall 
into two categories: inquiries and transformations~ The discussion includes 
brief descriptions of the methods used to accomplish the various operations and 
examples to clarify some of the important concepts. 
3.1 Inquiries On Context-Free Gramn1ars 
The following operations are used to inquire about the existence or 
absence of a specific characteristic in a given context-free grammar. These 
operations will not alter the grammar in any way, although the grammar will be 
inspected and, consequently, an answer will be returned. 
3.1.1 Emptiness Property Verification 
Given a context-free grammar G, we would like to determine whether or 
not L(G) is nonempty. In other words, we would like to inquire about the ability 
of the grammar to generate some terminal strings. The algorithm to accomplish
 
this task appears in [1,p. 144]. 
3.1.2 FIRSTAnd FOLLOW Sets Computation 
Two sets are usually computed to assist in a variety of tasks related to 
parsing. The FIRST and FOLLOW sets can be particularly useful in the 
construction of predictive parsing tables and panic-mode error recovery (1, 2]. 
In addition, the LL(l) inquiry which is discussed in Section 3.1.3 can only be 
fulfilled by using FIRST and FOLLOW sets [3, 15]. 
Given a context-free grammar G, and a e v*, define FIRST(a.) as the set 
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of terminal symbols that begins the strings generated from a. Further
more, if 
a => * £, then£ is also in FIRST(a). Therefore, 
FIRST(a) = { a I a=>* a ... , where a e V: and a e v*}. 
Given a context-free grammar G, and A e VN, defme FOLLOW(A) as the 
set of terminal symbols that appears immediately following A in some sen
tential 
form. If A appears as the rightmost symbol in some sentential form, 
then € is 
also in FOLLOW(A) set. Therefore, if a e VT and S, A e V N' then 
FOLLOW(A) = {a I S ~+ ... Aa ... } u (if S => * ... A then {€} otherwise 0). 
The discussion of the algorithms to compute FIRST and FOLLOW s
ets 
appear in [2, p. 188-189]. 
Example 3.1: 
Consider the context-free grammar G8 = (VN, VT, E, P), where: 
VN = {A, B, E, F, T}; 
VT= {a,+,·-,*,/,(,)}; 
P={ E~TA 
}. 
A~+TAI-TAIE 
T~FB 
B~*FB1/FBI£ 
F~(E)la 
Computing the FIRST and FOLLOW sets for all the nonterminal symbols 
of G 8, we obtain the following: 
FIRST(E) = FIRST(T) = FIRST(F) = {(, a} 
FIRST(A) = { +, -, e} 
FIRST(B) = { *, /, e} 
FOLLOW(E) = FOLLOW(A) = {), $} 
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FOLLOW(T) = FOLLOW(B) = {+, -, ), $} 
FOLLOW(F) = {+, -, *, /, $} 
Notice that we added $ after the start symbol E to signify the input ri
ght 
endmarker. 
3.1.3 LL(l) Condition Verification 
A context-free grammar G = (VN, VT, S, P) is said to be LL(l) if and
 only if 
for each A e V N with the productions A --+ a.1 I a2 I . . .
 I a.n the following is true: 
1. FIRST(a.) n FIRST(a..) = 0, such that i -:;: J .. 1 J 
* 2. If a. --+ £, then, FIRST(a..) n FOLLOW(A) = 0 J J 
for 1 =:; j S: n such that at most one a. can generate E. J 
LL(l) grammars are very desirable, since they can alway
s be parsed 
without backtracking. By examining the next symb
ol in the input stream, it is 
possible to determine which rule to apply next am
ongst a set of alternative 
rules. This improves execution time greatly and re
duces it to a linear function 
of the length of the string being parsed. 
Unfortunately, not every context-free language ca
n be generated by an 
LL(l) grammar and there is no algorithm in existence whic
h can determine 
whether an arbitrary context-free language can 
be generated by an LL(l) 
grammar. However, most real programming langu
ages can either be specified 
by LL(l) grammars or be approximated to them [10]. 
Given a context-free grammar G, we would like to 
determine whether or 
not it is LL(l). In other words, we would like to ascertain t
hat the grammar 
satisfies the LL(l) condition as stated above. This task can be
 accomplished by 
initially computing the FIRST and FOLLOW sets fo
r all nonterminal symbols of 
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the grammar and then applying the test described by the
 algorithm appearing 
in [1, p. 357]. 
Example 3.2: 
Consider the context-free grammar G9 = (VN, VT, S, P), where: 
VN = {S, A, B}; 
VT= {a, b, c, d, e}; 
P={ S~aAlb 
} . 
A~bBlcBld 
B ~e 
This grammar is LL(l) as it satisfies the LL(l) condition test. D 
Example 3.3: 
Consider the context-free grammar G8 of example 3.1 of
 Section 3.1.2. 
Clearly grammar GB is LL(l) as can be verified by the LL(l) conditio
n test. It 
should be noted that grammar GB is equivalent to grammar 
G6 except it is LL(l). 
In general LL(l) grammars are always unambiguous. D 
3.1.4 Regular Grammar Verification 
Given a context-free grammar G, we would like to determ
ine whether or 
not it is regular. If the grammar is regular, we would like d
etermine whether it 
is right regular or left regular. 
The task of determining that a context-free grammar is r
ight regular or 
left regular is rather easy. Given a context-free grammar,
 we inspect all right-
hand side alternatives to verify that e does not appear in a
ny of the productions 
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and that the rules satisfy the requirements for either left regular or right
 
regular grammars and not both forms. 
3.1.5 CNF Grammar Verification 
Given a context-free grammar G, we would like to determine whether or 
not its productions comply with the Chomsky Normal Form conditions as
 
outlined in Section 3.2.6. 
3.1.6 GNF Grammar Verification 
Given a context-free grammar G, we would like to determine whether or 
not its productions conform to the Greibach Normal Form conditions as outlined
 
in Section 3.2. 7. 
3.2 Transformations on Context-Free Granunars 
Given a context-free grammar, the user may wish to transform it into 
some other form if possible bur without altering the language it generates. 
Manual transformations are usually tedious and may introduce erroneous
 
results. Automating these transformations will usually save time and effort. 
3.2.1 Removal Of Inaccessible Symbols 
Given a context-free grammar G = (VN, VT, S, P), a symbol X e Vis said 
to be inaccessible if S ~ * ex X ~ is impossible, where ex and ~ e v*. 
It is desirable to remove all inaccessible symbols from a grammar since 
they never participate in the derivation of sentences in the language. The
 
algorithm used for the removal of inaccessible symbols was adopted from [1, p. 
146]. 
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3.2.2 Elimination Of Useless Symbols 
.. -
Given a context-free gram.mar G = (VN, VT, S, P), a symbol X E Vis said 
to be useless if S -? * w X y -? * w x y is impossible, where w, x, and y
 E v*. 
Example 3.4: 
Consider the context-free grammar G10 = (VN, VT, S, P), where: 
VN = {S, A}; 
VT= {0, 1}; 
P={ S~l 
A~O 
} . 
It is clear that it is impossible for the nonterminal A and the termi
nal 'O' 
to appear in any sentential forms. Therefore, the two symbols can
 be removed 
since they are irrelevant. D 
The algorithm adopted for useless symbol removal appears in [1, p. 146]. 
The initial step is to determine whether a nonterminal can ge
nerate any 
terminal strings. If not, then those terminal symbols must be rem
oved. The 
second step would then remove all symbols which are inaccessible. 
3.2.3 Conversion To Epsilon-Free Grammar 
Given a context-free grammar G = (VN, VT, S, P) and A e VN, then a 
production of the form A ~ e is called an e-production. 
A context-free grammar G = (VN, VT, S, P) is said to be £-free if either of 
the following: 
1. No productions of the form A~ e are in P; 
or 
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2. If S ~ Eis in P, then S does not appear on the right-hand 
side of any production. 
Certain parsing techniques can only be applied to a context-free grammar 
that is £-free. Therefore, it is extremely desirable to eliminate £-productions and 
transform a grammar to its £-free equivalent [1, 9]. £-productions are usually 
used in grammars to terminate recursion. Obviously, the elimination of such 
productions are impossible if the empty string is part of the language. In 
general, it is always feasible to convert a context-free grammar G with 
£-productions to its equivalent £-free grammar provided that L(G) does not 
contain the empty string. 
Example 3.5: 
Consider the £-free CFG gram.mar G11 = (V N' VT, S, P), where: 
V - {S}· 
N - ' 
VT= {0, 1}; 
P={ s~os1s11SOSIE 
} . 
After applying the Conversion to an £-free Grammar algorithm [1, p. 
148] we obtain the following grammar: G12 = (VN, VT, Z, P), where: 
VN = {S, Z}; 
VT= {0, 1}; 
P={ z~SIE 
P={ S ~ OS1S I 1SOS 
I OS1 I 01S I 011 lSO I 10S 110 
}. 
38 
t 
Since grammar G11 generates E as part of L(G11 ), it is impossible to 
completely eliminate E from the converted grammar. Nevertheles
s, grammar 
G12 is considered £-free. D 
3.2.4 Single Productions Removal 
Given a context-free grammar G = (VN, VT, S, P) and A, B e VN, then a 
production of the form A ~ B is called a single production. 
Single productions often occur in the definition of expression operat
ors to 
emphasize precedence. In general, there are usually as many single 
productions 
as there are precedence hierarchy levels. In many instances, these 
productions 
have no associated semantics; therefore, their removal does no
t alter the 
language. Instead, a grammar produced by this transformation can
 frequently 
result in a faster parser which is more space efficient [1, 15, 3]. 
The algorithm utilized in the removal of single productions from an
 £-free 
CFG grammar is described in [1, p. 149]. 
Example 3.6: 
Consider the £-free CFG grammar G3 = (VN, VT, E, P), where: 
VN = {E, F, T}; 
VT= {+, -, *, /, (, ), a}; 
P={ E~E+TIE-TIT 
T~T*FIT/FIF 
F~al(E) 
}. 
This gram.mar specifies the definition of the set of arithmetic expres
sions 
involving the identifier 'a', parenthesis, and the binary operators for 
addition'+', 
subtraction '-', multiplication '*', and division 'f. Close inspectio
n of the 
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grammar's productions reveals the presence of the following two single 
productions: 
E~T 
T ~ F. 
Using the above grammar, the derivation of the string 'a * (a - a)' can be carried 
out in eleven derivation steps as shown below: 
E ==>T~T*F=>F*F==>a*F 
=> a * (E) => a * (E - T) => a * (T - T) => a * (F - T) 
=> a * (a - T) => a * (a - F) => a * (a - a). 
After applying the single production reduction transformation on Gs we 
obtain the equivalent gram.mar GnewS = (VN, VT, E, pnewS), which has no single 
productions, where: 
VN = {E, F, T}; 
VT={+,-,*,/,(,), a}; 
pnewS: { E ..-+ E + T ( E -T ( 
T*FIT/FI al(E) 
T-+T*FIT/FI al(E) 
F~al(E) 
}. 
Although the removal of the two single productions of Gs has resulted in a 
larger grammar, the derivation of the string 'a* (a - a)' using the new grammar 
Gnews can be achieved in only six derivation steps as follows: 
E => T * F => a * F ==> a * {E) 
==> a * (E - T) => a * (a - T) => a* (a - a). o 
This can be readily observed by studying the two derivation trees depicted 
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E E 
T T • 
F 
T * F 
a ( E ) 
F ( E ) E -
T 
a E - T 
a a 
T F 
a a 
(a) Derivation tree using G3 (b) Derivation tree using G new3 
Figure 3-1: Derivation trees for the string 'a* (a - a)' 
in figure 3-1. Essentially, the additional deri
vation steps involving the 
replacement of a nonterminal symbol by anoth
er have been eliminated. 
Accordingly, it would be advantageous to remove si
ngle productions since in 
most cases parsing will take fewer steps, thereby sav
ing time and space . 
. ~ 3.2.5 Elimination Of Left Recursions 
A context-free grammar G = (VN, VT, S, P) is said to be left recur
sive if it 
includes at least one symbol A e V N such that A => * 
Aa, where a e v*. 
Left recursion in context-free grammar introduces p
roblems in top-down 
parsing. For example, the presence of left recursiv
e rules can cause recursive 
• 
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descent parsers to get stuck into an· inf
inite loop. Therefore, the elimination o
f 
left recursion is of great importance for
 such parsers [1, 2, 7]. 
A context-free grammar G = (V N' VT, S, P
) is said to be cycle-free if, for 
each A e V N' A => * A is impossible .. 
The algorithm used to remove left recur
sion appears in [1, p. 155-156]. To 
work properly, this algorithm requires
 that the grammar be proper, that is, 
G 
must be £-free, cycle-free, and must not
 have any useless symbols. 
Example 3.7: 
Consider the proper context-free gramm
ar G13 = (V N' VT, A, P) where: 
V - {A}· 
N - ' 
VT= {a, b, c, d, e}; 
P = {A ~ Aa I Ab I Ac I d I e 
} 
This grammar is obviously left-recursi
ve. The result of eliminating left 
recursion is G14 = (VN, VT, A, P) where: 
VN = {A, B}; 
VT= {a, b, c, d, e}; 
P={ A~dleldBleB 
B~alblclaBlbBlcB 
} 
Although the two gram.mars look di
fferent, they generate the same 
language. However, this transformatio
n affects the way derivation trees look
. 
For example, Figure 3-2 illustrates th
e derivation trees for the string 'dcba
' 
using both grammars. D 
In general, rules of the form: 42 
d 
A A 
A a d B 
A b C 
A C 
b B 
(a) Derivation tree using G13 
(b) Derivation tree using G14 
Figure 3-2: Two derivation trees f
or the string 'dcba' 
A ~ Aa1 I Aa2 I . .. I Aam I ~1 I ~2 I .
.. I ~n 
can be rewritten as follows: 
A ~ ~1 I ~2 f ••• I ~n I ~1 B I ~2 B I ... I ~n B
 
B ~ 0:1 I 0:2 I ... I am I a 1 B I a2 
B I ... I am B · 
a 
where a., ~ e V, B is a new nonterm
inal which is not part of the left re
cursive 
grammar, and no ~i starts with A. 
3.2.6 Conversion To Chomsky No
rmal Form 
A context-free gram.mar G = (VN, VT, 
S, P) is said to be in Chomsky 
Normal Form (CNF) if each production ru
le is of any of the forms: 
l.A ~ BC 
2.A ~ a 
or 
3. S ~ £ 
Furthermore, if production 3 is in P
, then S does not appear 
on the right-hand side of any produc
tion. 
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Example 3.8: 
Consider the context .. free grammar G15 = (VN, VT, S, P), where: 
VN = {F, S}; 
VT= {a, b, c}; 
P={ S~FbF 
F~FaFlca 
}. 
This grammar is clearly not in Chomsky Normal Form. Howev
er, for 
every context .. free grammar there exists an equivalent CNF gr
ammar that 
generates the same language. 
After applying the Conversion to Chomsky Normal Form [1, p. 152] we 
obtain the grammar GcNF = (V N' VT, S, P), where: 
VN = {A, B, C, E, F, S}; 
VT= {a, b, c}; 
P = { S --?' FD 
}. 
F ~CAI FE 
D~BF 
E~AF 
A~a 
B ~b 
C ~c 
This grammar is clearly in Chomsky Normal Form. D 
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3.2. 7 Conversion To Greibach Normal Form 
A context-free grammar G = (VN, VT, S, P) is said to be in Grei
bach 
Normal Form (GNF) if G is £-free and each production rule is of the f
orms: 
A~ aa 
where a E V:. 
Every context-free language can be generated by a co
ntext-free grammar 
in Greibach Normal Form. As stated above, left-recur
sion is not permitted since 
the right-hand side of every production must be at
 least a terminal symbol 
optionally followed by a string of nonterminal symbols
. This fact indicates that 
the derivation of a terminal string of n-symbols 
requires at most n + 1 
derivation steps. 
Example 3.9: 
Consider the context-free grammar G16 = (VN, VT, S, P), where: 
VN = {A, B, S}; 
VT= {a, b}; 
P={ S~AB 
A~ BS I b 
B~SAla 
}. 
Close inspection of this grammar reveals that it is 
not in Greibach Normal 
Form. However, this grammar can be converted in
to GNF by applying the 
Conversion to Greibach Normal Form algorithm [1, p. 158]. 
The following 
gram.mar is the result of applying this algorithm to gr
ammar G16: 
G0NF = (VN, VT, S, P), where: 
VN = {A, B, C, S}; 
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I. 
VT= {a, b}; 
P = { S --, bBACSB I bBASB I aCSB 
} . 
I aSB I bB 
A--, bBACS I bBAS I aCS I aS I b. 
B ~ bBAC I bBA I aC I a 
C ~ bBACSBBAC I bBACSBBA I aCSBBAC 
I aCSBBA I bBBAC I bBBA I bBASBBAC 
I bBASBBA I aSBBAC I aSBBA 
This grammar can be verified to be in Greibach Normal Form. 
D 
It should be noted that the algorithm requires that the input c
ontext-free 
grammar be proper and free of left recursion. One undes
irable aspect of 
conversion to GNF is the introduction of a large number of new 
productions . 
.\ 
46 
Chapter4 
Context-Free Grammar Manipulation 
··System 
The Context-Free Grammar Manipulation System (CFGMSystem) 
is a Turbo Pascal software package intended for the manipulation of context-
free grammars. The software package em.ploys a user-friendly interface with 
menus, pop-up windows, and complete on-line help to minimize required 
learning time and promote ease of use. 
Through the system's built in editor, the user is able to create, modify, 
and save grammar files. Various transformation functions can also be 
performed on a gram.mar to produce one with more favorable characteristics. 
The later can then be saved to disk for future use. Whenever there is doubt, 
complete on-line help is available at a touch of a key. 
In this chapter, we will describe in full detail the various components of 
CFGMSystem's environment and explain how to maneuver around the various 
functions. Since it is beyond the scope of this manuscript to demonstrate the 
development of a full-screen editor with a complete pull-down menu user 
interface and on-line help, CFGMSystem's functions have been embedded in a 
heavily modified version of Borland's Turbo Pascal Editor Toolbox, specifically, 
their MicroStar editor program. With the exception of the CFGMSystem menu, 
1 
r·{ 
the following description of CFGMSystem's environment was derived from those 
found in the Turbo Pascal Editor Toolbox manual [14]. 
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4.1 Starting the CFGMSystem Software 
The software is designed to operate on IB
M Personal Computers and 
compatibles running Microsoft Disk Operati
ng System (MS-DOS) version 3.0 or 
higher. The computer should be equipped wi
th a minimum of 256K RAM and a 
standard display adapter such as the IB
M CGA, MCGA, EGA, VGA or 
monochrome. 
The CFGMSystem consists of the following fi
les: 
README.DOC Contains any last minute 
modifications and a list of all 
files in the CFGMSystem software package. 
CFGMSYS.EXE The Context-Free Gram
mar Manipulation System 
program. 
CFGMSYS.HLP Supplies the on line help fo
r CFGMSystem. 
CFGMSYS.MAC The default set of keyboard
 macros for CFGMSystem. 
Prior to using the CFGMSystem, the progra
m and all optional supporting 
files must be copied to a working floppy d
isk or hard disk subdirectory. In 
actuality only CFGMSYS.EXE is needed, bu
t without CFGMSYS.HLP on-line 
help will not be available . 
In order to start the CFGMSystem, the user 
must establish the location of 
the program and its optional files as the defau
lt directory. Then at the DOS 
system prompt, the user types the following: 
CFGMSYS [filel] [file2J [file3J Enter 
As indicated above, up to three ftle names ma
y be entered at the command 
line. The CFGMSystem will load each ftle i
n a separate edit window. If a file 
does not exist, a new file will be created. I
n any case, the active· edit window 
~ 
will be the rightmost entered command line p
arameter. 
If no comm.and line parameters were en
tered, the CFGMSYS.EXE 
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program will run and the main menu screen appe
ars. Then the user will be 
prompted for a file name to load into the edit window
. The user can enter either 
a ftle name or specify a file mask which will cause t
he CFGMSystem to display a 
file list matching the entered file mask. Using the
 I UpArrow I and I DnArrow I 
keys, the user can then select a file from the sorte
d list of file names. This file 
will be loaded into the edit screen. 
The user may use the Options menu to cust
omize CFGMSystem's 
environment. Most importantly, it would be advan
tageous to save the current 
configuration so that the CFGMSystem will alway
s remember the location of 
CFGMSYS.EXE and it's optional supporting files. 
Please refer to the Section 
entitled "The Options Menu" for further details. 
4.2 CFGMsystem Environment 
The top most line in the main screen is called the p
rompt line. When the 
j 
user presses the first key of a command assign
ed to two keystrokes, the 
keystroke is echoed at the left edge of the pr
ompt line. Messages and 
instructions are usually displayed here. 
4.3 The Edit Window 
In CFGMSystem there may be up to six 
edit windows open 
simultaneously. The top line of any edit window is
 called the status line and it 
provides the following information: 
>Z< Indicates that the window has b
een zoomed to ftll the 
entire screen. 
FUENAME.EXT . 
Shows the name and exten,sion of the itle being ed
ited. 
The drive and path name will not be displayed on
 the 
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xxx% 
Linen 
Coln 
Insert 
Over 
status line, even though CFGMSystem supports, 
complete path designations. 
Reveals the position of the cursor relative to the last 
character in the file. 
Indicates the number of the line containing the cursor, 
counting from the begging of the file. 
Shows the number of the column containing the cursor. 
Indicates that Insert mode is currently in effect. I Ins I or 
I Ctrl-V j toggles between insert and overwrite· modes. 
Indicates that Overwrite mode is currently in effect. 
I Ins I or I Ctrl-V I toggles between overwrite and insert 
modes. 
Indent Indicates that Autoindent mode is currently in effect. 
I Ctrl-Q j Ctrl-I toggles autoindent ON and OFF. 
Wrap Indicates that Wordwrap is currently in effect. I Ctrl-0 I 
I Ctrl-W I toggles wordwrap ON and OFF. 
Marg Release Indicates that margin release is currently ON to 
temporarily override the left and, right margin while 
wordwrap is also ON. Margin release remains in effect 
until the cursor moves to another line. j Ctrl-0 I Ctrl-X 
>R< 
toggles margin release ON and OFF. 
Indicates that macro recording is ON. Ctrl-J Ctrl-T 
toggles ON and OFF macro recording. 
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>P< Indicates that a print job is in progress. 
Another line called the tab line can also be made visible just below the 
status line in an edit window as depicted in Figure 4-1. I Ctrl-0 11 Ctrl-T I toggles 
ON and OFF the tab line. When displayed, it shows the location of the current 
tab stops and the left and right margins. 
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/* A context-free grammar to produce odd-length palindroms */ 
/* made up of the tenninal symbols "a", ''b", and "c" with*/ 
/* center marker "c". */ 
S ::= "a" S "a"; 
s ::= "b" s ''b"; 
S ··- "c" .. .. 
Figure 4-1: The Edit Window 
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4.4 The Prompt Editor 
When CFGMSystem asks the user to enter a response, a prom
pt appears 
at the top most line on the screen and a prompt box is displayed
. The user then 
enters the required answer via the prompt editor. In general, a
 default answer 
is displayed and the user can press Enter to accept it or I Esc I to cancel the 
operation. The user may also edit the response or enter a new
 response. The 
prompt editor is actually a line editor with the following comma
nds: 
Accept entry Enter or I Ctrl-M I 
Abort 
Character left I LeftArrow I or Ctrl-S 
Character right I RightArrow j or I Ctrl-D j 
Word left I Ctrl-LeftArrow j or I Ctrl-A I 
Word right I Ctrl-RightArrow j or j Ctrl-F I 
Beginning of line Home or j Ctrl-B I 
End of line. . j End j or j Ctrl-E j 
Delete current character j Del j or j Ctrl-G I 
Delete character left 
Delete to end of line 
Delete line 
Restore line 
j Backspace I or j Ctrl-H j 
I Ctrl-End j or j Ctrl-Y j 
I Ctrl-Home I or I Ctrl-X j 
I Ctrl-R I 
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Toggle insert/overwrite I Ins I or I Ctrl-V I 
Insert control character Ctrl-P 
Help j Fl j or Ctrl-J 
4.5 The Main Menu 
When the CFGMSystem program is first executed, the main menu screen 
appears. The screen consists of three parts: the prompt line, the main menu, an
d 
the edit window. 
The prompt line is located at the topmost line of the screen and it is 
reserved for displaying CFGMSystem's instructions and messages. More
over, 
whenever the user presses the first key of a command assigned to 
two 
keystrokes, the keystroke is echoed at the left edge of the prompt line. 
The main menu facilit.ates access to most CFGMSystem's commands. To 
select a main menu command, the user may either type the highlighted ca
pital 
letter or simply use the I RightArrow j and I LeftA.rrow j keys to move the 
highlighted bar to the desired item and then press the Enter key. 
When a main menu command is selected, a pull-down menu will appear. 
An item may be selected from the pull-down menu by either pressing
 the 
highlighted capital letter of the desired item or by using the I UpArrow j and 
j DnArrow I keys to move the highlight bar to the desired item and then pressing 
the Enter key. It is also possible to move from one pull-down menu to ano
ther 
by using the I ~ghtArrow I and I LeMrrow j keys. ' ) 
Some option names on the pull-down menus end with two periods. 
Selecting such an item causes the CFGMSystem to display either a prompt
 box 
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requesting additional user input or another pull-down submenu or pop-up m
enu 
of additional choices. If the user wishes to exit from the current pull-d
own 
submenu or pop-up prompt he/she may press the j Esc I key. Pressing j Fl j causes 
the help information to be displayed. 
When in the main menu, the user can return to the current edit window 
by Pressing the j Esc j key. Pressing j FlO j when the user is in the current edit 
window will cause the main menu to appear. The main menu consists o
f the 
fallowing six commands: 
File 
Window 
Misc. edit 
CFGMSystem 
Option 
Utilities 
Provides file handling operations and directory 
manipulation functions. 
Facilitates movement between the open edit windows 
and allows the user to zoom or resize the windows to 
his/her liking. 
Allows the user to perform various miscellaneous edit 
commands including find/replace, block, text, cursor 
movement, and set marker operations. 
Enables the user to load a grammar into 
CFGMSystem's work space and perform 
manipulations on it. 
• 
various 
Enables the user to customize CFGMSystem settings 
and display options. 
Facilitates the use of macros, the operating system, the 
help system, file printing, and provides a variety of 
information about the file being edited in the current 
edit window. 
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4.6 The File Menu 
To select the File menu from CFGMSystem
's main menu, the user may 
either press [!] key or user the J RightArrow j and j LeftArrow j keys to position 
the highlighted selection bar at the File co
mmand and then press the Enter 
~ 
key. The file menu will appear and the
 user may select the desired file 
operation as illustrated in Figure 4-2. 
Window 
Open .. 
Close 
Save 
Write to .. 
Directory .. 
Active directory .. 
Quit 
Misc. edit CFGMSys Options 
Figure 4-2: The File Menu 
4.6.1 Open .. 
J Ctrl-0 JI Ctrl-Ajorj Shift-F3 I 
Utilities 
Opens a new edit window and reads the spec
ified file into it. The user will 
be prompted for a ftle name to edit. The c
ursor will then be positioned in the 
new edit window. If there is already a file b
eing edited, the current edit window 
will be split in half, the specified file will be
 read into the new edit window, and 
it will become the current edit window. 
When prompted for a file name, the user _
may specify the name of a file 
which is already being edited. This will allo
w the user to edit different regions 
of the same file. Therefore, any modification
 made to the content of one window 
will affect the contents of all other windows 
sharing the same file. 
If the user specifies DOS wildcards or th
e name of another drive or 
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subdirectory, a listing of matching files will be disp
layed in a window. The user 
can then utilize the cursor keypad or the first lette
r of the a ftle name to select 
the desired ftle from this list. 
If the user does not specify a ftle name (by entering an empty
 line at the 
file name prompt), a "NONAME" file will be created. The user
 can edit this file 
as usual and later save it as a named file with j Ctrl-K
 11 Ctrl-S ~ the Save file 
·'d\ comman . ,. . > 
CFGMSystem allows the user to open at most six
 edit windows. If the 
user attempts to to open too many windows, an erro
r message will appear. 
4.6.2 Close 
Closes the current edit window. If the file in the w
indow being closed has 
been modified since the last save or open operatio
n, the user will be given an 
ample opportunity to save it prior to closing the 
edit window. If the window 
being closed is the only open edit window, the CFG
MSystem main menu will be 
invoked and the user will be prompted for a new file
 name. 
4.6.3 Save 
j Ctrl-K j Ctrl-S or j F2 j 
Saves the contents of the current edit window to di
sk using the file name 
appearing on the status line. If the file has not bee
n given a name, the user will 
be prompted to supply a new file name. If the file 
being saved already exists, a 
backup copy will be made before overwriting the ex
isting version. After saving 
the file to disk, the cursor will remain at the same lo
cation. 
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4.6.4 Write To .. 
j Ctrl-K II Ctrl-N I 
Writes the contents of the current edit window to the 
file whose name is 
supplied by the user. This command causes the user 
to be prompted for a file 
name. The contents of the current edit window will b
e written to the specified ,· 
file. The status line of all edit windows sharing the tex
t stream will be updated 
to reflect the new name. 
4.6.5 Directory .. 
Displays a sorted directory listing. When prompted f
or a file mask, the 
user may either use the standard DOS pathname a
nd wildcard notation to 
specify a ftle mask, or press the Enter key. If a ftle m
ask was entered, a sorted 
file directory matching the mask will be displayed in
 a pop-up window. The 
default directory will be assumed in cases where the 
drive, pathname, or file 
mask is not specified. 
For large directory listings, the user may scroll throu
gh the file list by 
using the fallowing keys: 
• I UpArrow I and I DnArrow I to scroll through the file list one item at 
a time. 
• PgUp and PgDn to scroll through the ftle list one
 screenful at a 
time. 
• Home and I End I to scroll to the first file in the list and the last file 
in the list respectively. 
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4.6.6 Active directory .. 
Ctrl-J I Ctrl-D I 
. 
.. 
Allows the user to change the active drive or directory. Selecting this 
command, the user will be prompted for a new drive and/or pathname, or a file 
mask. If the user enters a file mask, a sorted directory listing pop-up window 
! 
will appear. In this case the user can choose a new path by moving the 
highlighted bar to the desired item and then pressing the Enter key. 
If the directory listing is too large to fit in the pop-up window, the user 
may utilize the following keys to choose a new path: 
• I UpArrow I and I DnArrow j to move the highlighted bar, one entry at 
a time, upward or downward respectively. 
• PgUp and PgDn to move the highlighted bar, one screenful at a 
time, backward or forward respectively. 
• Home and I End j to move the highlighted bar to the first directory 
item or last directory item respectively. 
• The first character of a directory name to move the highlighted bar 
to the first item that starts with that letter; if none of the names 
start with that character, the highlighted bar is moved to the closest 
match. 
I , 
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4.6.7 Quit 
I Ctrl-K II Ctrl-Q I 
Ends the execution of the CFGMSystem and returns con
trol to DOS. If 
any edit windows have been modified, prompt boxes wil
l appear and the user 
will be given the opportunity to save each :rp.odified file. 
Pressing the j Esc J key 
at any of the prompt boxes, interrupts the File/Quit command and the user
 will 
be returned to the current edit window. 
4. 7 The Window Menu 
The user can access the Window menu from the main m
enu be pressing 
j W I or positioning the selection bar over the Window command. Once selected, 
the Window menu will appear as shown in Figure 4-3 an
d the user may select 
the desired operation. 
Since it is possible to have up to six windows open at the
 same time, the 
CFGMSystem provides the Window menu to facilitates t
he movement between 
the windows. Moreover, the user can zoom or resize a win
dow. 
File 
f .................... ·1 
·_·w··.··.·.·.·d·· .. ·.·.·.·.·.·.·.·.·.·.·. m···o.··w···.·.·.·.-.·.·. . .     . . ::: .. :-.:: ... ·.·:·.·<<·.·.:;:::;:::::::: 
·,· ...... ·.· .. ·.· ' .. ·.·. ·, 
Go to .. 
Zoom OFF 
Previous 
Next 
Resize 
Misc. edit CFGMSys Options 
Figure 4-3: The Window Menu 
59 
Utilities 
• 
r' 
4.7.1 Go To .. 
Ctrl-J j Ctrl-W I 
This command provides the ability to move directly to a desire
d window. 
If more than one window is open a menu will appear, show
ing a list of the 
available windows and their associated ftles. The user may se
lect any of these 
by moving the selection bar or by pressing the number of the 
desired window. 
The system displays an error message if the user selects the
 Window/Go to .. 
command and only one window is open. 
4. 7.2 Zoom On/Off 
J Ctrl-0 I Ctrl-Z or J F5 I 
This command causes the current edit window to fill the entire s
creen. All 
,. 
other windows will be hidden from view but are still kept in mem
ory. The ">Z<" 
· ~ flag will appear in the top left corner of the status line to sign
ify that zoom is 
now active. To cause all hidden windows to appear, the user 
must toggle the 
zoom command again. 
4. 7.3 Previous 
J Ctrl-011 Ctrl-P I or J Shift-F6 j 
This command is used to move the cursor to the current posi
tion in the 
next window up the screen. If the current window is the topmo
st on the screen, 
then the cursor is moved to the current position in the bottom m
ost window. 
··1 
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4.7.4 Next 
I Ctrl-0 II Ctrl-N I or I Fs 1 
This command causes the cursor to move to the current position in the 
next window down the screen. If the current window is the bottom most on the 
screen, then the cursor is moved to the current position in the topmost window. 
4.7.5 Resize 
I Ctrl-0 I Ctrl-S 
This command allows the user to change the height of the current edit 
window. By Pressing the I UpArrow j and I DnArrow I keys the user can move the 
window dividing lines upward or downward respectively. To accept the new 
settings, the user presses either the Enter or I Esc I key. 
4.8 The Misc. Edit Menu 
The user can access the Misc. edit menu from the main menu be pressing 
I M j or positioning the selection bar over the Misc. edit command. Once selected, 
the Misc. edit menu will appear and the user may select the desired operation 
as can be seen in Figure 4-4. 
4.8.1 Find/replace .. 
When selected, this command causes a menu to appear. The commands 
contained in this menu allow the user to fmd a string pattern, fmd and replace a 
string pattern with another string, fmd a string pattern and apply a macro to it, 
or repeat the previous fmd operation. The Find/replace menu consists of the 
following comm.ands: 
Find .. 
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File Window 
f ·:·· .· ..... ·.·-:.if ·. .·.· 1 :it.a:i~/~w.t<< : 
"o':·:·1·. ':',. ''., ... ' '.';' I 
Find/replace .. 
Block .. 
Goto .. 
Text.. 
CFGMSys Options Utilities 
I 
,--------~:;et marker .. 
Find .. 
Replace .. 
Use macro .. 
Again 
.-Markers 
-
0 Available 
1 Available 
2 Available 
3 Available 
4 Available 
5 Available 
6 Available 
7 Available 
8 Available 
9 Available 
Temporary margin 
Margin release 
Restore line 
Undelete 
Line number .. 
Column number .. 
Top of file 
Bottom of file 
Marker .. 
Start of block 
End of block 
Figure 4-4: The Misc. Edit Menu 
I Ctrl-Q 11 Ctrl-F I 
Begin 
End 
Hide 
Copy 
Move 
Delete 
Write .. 
Read .. 
Searches the text for a string of up to 67 characters. If a 
matching pattern is found, it will be highlighted and the 
cursor will be positioned just beyond it. 
This command causes a prompt box to appear, the user is 
asked to enter a search string. The last entered search 
string is displayed and the user may accept it, edit it, or 
specify a new search string. After pressing Enter , the 
user is asked to enter the search options. The last entered 
search options argument is displayed and the user may 
accept it, edit it, or enter a new argument. Pressing 
Enter again performs the Find co~and. Pressing I Esc I 
or I Ctrl-U I at any time cancels a search command. The 
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Replace .. 
following search option can be used to control the behavior 
of the search: 
B Search backwards: searches for the search string 
from the current cursor position toward the 
beginning of the file. 
G Search globally: searches the entire file for the 
search string regardless of the current position of 
the cursor. Normally the search starts at the 
beginning of the file forward to the end of the file, 
unless searching backwards was specified. In the 
later case, searching starts at the end of the file 
backwards to the begjnning of the file. 
L Search locally: searches locally the currently marked 
block for the search string. 
n Search for the nth occurrence: searches for the nth 
occurrence of the search string (n is an integer). 
U Ignore case distinction: upper-case and lower-case 
alphabetical characters distinction is ignored. 
W Search for whole words: searches for whole words 
which are 
substrings embedded in words. 
Ctrl-Q Ctrl-A 
Searches the text for a string, if a matching pattern is 
found it will be replaced with the specified replacement 
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· Use macro .. 
string. Both strings may be up to 67 characters and the 
specified search options control the behavior of the search. 
This command causes a prompt box to appear, the user is 
asked to enter the search string, the replacement string, 
and the search options. In each case, the last entered 
argument will be displayed and the user can accept, edit, 
or specify a new argument. Each of the three arguments 
must be selected by pressing the Enter key. I Esc I or 
I Ctrl-U I can be used to cancel a search and replace 
command. 
An additional search option is available when performing 
a search and replace operation. The N option, replace 
without asking option, can be used to perform the 
operation while suppressing the Replace (YIN I A IQ)? 
prompt. If the N option is not specified, a prompt will 
occur each time the search string is matched. The prompt 
will provide the user with the following options: 
Y . Yes: replace this text and continue searching. 
N No: do not replace this text, but continue searching. 
A All: replace this text and replace all other matching 
patterns without prompting. 
Q Quit: do not replace, and quit searching. 
I Ctrl-Q 11 Ctrl-M I 
Searches the text for a string of up to 67 characters. If a 
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matching pattern is found, the specified macro will be 
applied to it. 
This command causes a prompt box to appear, the user is 
asked to enter the search string, macro to be applied, and 
the search options. When prompted for the search 
argument, the last entered search st.ring is displayed and 
the user may accept it, edit it, or specify a new search 
string. After entering the search string, the user is 
presented with a menu containing macro names and the 
user can move the selection bar to choose a macro to apply. 
Finally, the user is asked to enter the search options. The 
last entered search options argument is displayed and the 
user may accept it, edit it, or enter a new argument. 
Pressing the Enter key at this point will cause the Use 
macro command to be carried out. While being prompted, 
the user may abort the operation by pressing the I Esc J 
key. To abort the operation while it is being carried out, 
the user presses the I Ctrl-U J key. 
Ctrl-L 
Repeats the last find, find and replace, or fmd and apply 
macro operation using the arguments already given. 
l 
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4.8.2 Block .. 
Selecting this command causes a pop-up menu to appear. This menu 
allows access to commands that define boundaries of a text block and 
manipulate marked text blocks. A marked text block is any contiguous 
characters surrounded by the begin-block and end-block markers. During any 
execution session, there can be only one marked block whose size may be as 
small as one character or as big as the entire file. 
Once marked, a block will appear visibly highlighted, and it can be copied, 
moved, deleted, or written to a file. It can also be hidden (appear in normal text 
, 
color) or highlighted with the Hide block command. Although, a hidden block 
cannot be copied, moved, deleted, or written to a file. 
Begin 
End 
Hide 
I Ctrl-K 11 Ctrl-B j or j F7 I 
Places an invisible begin block marker at the cursor 
location. The block will not be visibly highlighted unless 
both the begin-block and end-block markers are set. 
I Ctrl-K 11 Ctrl-K I or I F8 I 
Places an invisible end of block marker at the cursor 
location. The block will not be visibly highlighted unless 
both the begin-block and end-block markers are set. 
I Ctrl-K 11 Ctrl-H I 
Toggles ON and OFF the the visual highlighting of a 
marked block. Most block-related commands will not work 
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Copy 
Move 
Delete 
Write .. 
when the marked block is hidden. 
j Ctrl-K II Ctrl-C I 
Inserts a copy of the marked and visibly highlighted block 
at the current cursor position. The markers surround the 
new copy of the original block. This command will not 
work when the marked block is hidden. 
j Ctrl-K II Ctrl-V I 
Moves a marked and visibly highlighted block to the 
current cursor position. The markers surround the block 
at its new position. This command will not work when the 
marked block is hidden. 
j Ctrl-K II Ctrl-Y I 
Deletes a marked and visibly highlighted block. This 
command will not work when the marked block is hidden. 
It should be noted that there is no command to 
successfully restore a deleted block in its entirety. 
I Ctrl-K II Ctrl-W I 
Writes a marked and visibly highlighted block to a file. 
Upon issuing this command, the user will be prompted for 
a ftle name. If the ftle already exists, the user will be 
. 
. 
asked if he/she wants to overwrite or append the ftle. If 
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Read .. 
4.8.3 Goto .. 
the file does not exi.St, it will be created and the marked 
block will be written to it. This command will not work 
when the marked block is hidden. 
\ Ctrl-K 11 Ctrl-R j 
Reads a file and inserts its content at the current cursor 
location. Upon issuing this command, the user will be 
prompted for a file name. The newly read text is marked 
as a block. 
Selecting this command causes a pop-up menu of extended cursor 
movement commands to appear. Available menu choices are presented below: 
Line number .. 
Ctrl-J Ctrl-L 
Prompts the user for a line number and then moves the 
cursor to the specified line. A valid line number is any 
value in the range 1 through 32,767. To move the cursor 
relative to the current line number the entered value is 
proceeded by a plus ( +) or minus (-) sign. The value is then 
calculated relative to the current line and the cursor is 
moved accordingly. 
Column number .. 
Ctrl-J Ctrl-C 
Prompts the user for a column number and then moves the 
cursor to the specified column on the current line. A 
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Top of file 
Bottom of file 
Marker .. 
Start of block 
column number is any any value in the range 1 through 
255. To move the cursor relative to the current column 
number the entered value is proceeded by a plus ( +) or 
minus (-) sign. The value is then calculated relative to the 
current column and the cursor is moved accordingly. 
I Ctrl-PgUp I or I Ctrl-Q 11 Ctrl-R I 
Moves the cursor to the beginning of the file; i.e. the 
position of the first character in the file being edited. 
I Ctrl-PgDn lorl Ctrl-Q II Ctrl-C I 
Moves the cursor to the end of file; i.e. one character 
position beyond the last character in the ftle being edited. 
I Ctrl-Q j@J ... ,, Ctrl-Q l@J 
Moves the cursor to the position of the specified marker. 
Up to t.en marker can be created by issuing the j Ctrl-K I 
G command where n is in the range 0 .. 9. Therefore 
I Ctrl-Q j@J moves the cursor to the position of marker 0, 
I Ctrl-Q j [D moves the cursor to the position of marker 1, 
and so on. An error message will be displayed if the 
specified marker has not yet been set. 
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End of block 
4.8.4 Text .. 
Ctrl-Q Ctrl-B 
Moves the cursor to the position of the begin-block marker. 
This command works even if the block is hidden or the 
end-block marker is not yet set. If begin-block marker has 
not yet been set with the Ctrl-K Ctrl-B command, an 
error message will be displayed. 
Ctrl-Q Ctrl-K 
Moves the cursor to the position of the end-block marker. 
This command works even if the block is hidden or the 
begin-block marker is not yet set. If end-block marker has 
not yet been set with the Ctrl-K I Ctrl-K I command, an 
error message will be displayed. 
Selecting this command causes a pop-up menu of additional choices to 
appear. This menu permits the user to access commands for setting margins, 
adjusting case, restoring line contents, and undeleting previously deleted lines. 
The fallowing is a listing of available commands: 
Temporary margin 
Margin release 
Ctrl-0 Ctrl-G 
Temporarily sets the left margin to the current position of 
the cursor. A right pointing arrow will appear on the tab 
line to indicate the position of the temporary margin. 
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Restore line 
Undelete 
I Ctrl-0 I Ctrl-X 
Permits text insertion beyond the left or right margins 
when wordwrap is in ON. Margin release is deactivated 
when the cursor leaves the current line. 
I Ctrl-Q I Ctrl-L 
Restores the original contents of the current line as it were 
when the cursor entered the line. The cursor will also be 
positioned at the column at which the line was originally 
entered. This command has no affect if the cursor has 
already left the line or if the line was deleted. 
I Ctrl-Q II Ctrl-U I 
Restores whole lines most recently deleted with I Ctrl-Y I 
the delete line command or I Ctrl-K 11 Ctrl-Y I the delete 
block command. Only complete lines of text can be 
undeleted, and not characters or words. By default, up to 
20 recently deleted lines are saved to the undo buff er for 
latter possible undeletion. The size of the undo buffer can 
be adjusted with the Set undo limit command. 
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4.8.5 Set marker .. 
Selecting this command allows the user to set a text marke
r at the current 
cursor position. A menu will appear and the user select o
ne of the ten labeled 
markers .. This will stores a record of the current cursor po
sition. Redefining an 
already set marker will resets the previously stored po
sition to the current 
cursor position. Redefining a marker at the same curso
r position where it is 
located has the effect of erasing it. 
This command has the same affect as the Set marker 0
, ... ,9 except the 
later provides shortcut keystrokes for setting text marke
rs without the use of 
menus. 
4.9 The CFGMSys Menu 
To select the CFGMSys, the user may either press ~ or use the 
j RightArrow I and j LeftArrow j keys to position the highlighted bar at the 
CFGMSystem command and then press the Enter key
. The CFGMSystem 
menu will appear and the user may select Load gramma
r, View, Manipulate, 
Inquire, or Save grammar as illustrated in Figure 4-5. 
The CFGMSys command provides access to the following fi
ve commands: 
Load grammar Loads a grammar into CFGMSystem's w
ork space from 
the current edit window. 
Append Permits the user to append to the current
 edit window 
either the grammar currently represented 
• 
m 
CFGMSystem's work space or its first and follow sets. 
Manipulate Allows the user to perform a number of tran
sformations on 
the grammar already loaded into CFGMSystem's work
 
72 
,I 
Inquire 
space. 
Permit the user to investigate various features of the 
grammar already loaded into CFGMSystem's work space. 
Save grammar Saves the contents of CFGMSystem's work space to a ftle. 
File Window Misc. edit 
rCF:-·· .·.GM:--:-··.·> ·s··-:-:·:·.-:-:-:-:1 .. ' .. ys· .. :·. 
. . 
. ... 
. . . ' .
 . ' .. 
<· .......... · .... ;;+>>>> 
Load grammar 
Append .. 
Manipulate .. 
Options 
----
----
Inquire .. 
LL( I) grammar? 
Regular grammar? 
Nonempty L(G)? 
CNF grammar? 
GNP grammar? 
Save grammar 
Inaccessible symbols removal 
Useless symbols removal 
Remove single productions 
Eliminate left recursion 
Transform to e-free grammar 
CNF conversion 
GNP conversion 
Figure 4-5: The CFGMSys menu 
4.9.1 Load Grammar .. 
Utilities 
Grammar 
First & Follow 
This command is used to clear CFGMSystem's work space and ta.lien to 
load it with the gram.mar defmed in the current edit window. This grammar 
must conform to the syntax in Appendix A. Otherwise, an error message will 
appear and the cursor will point to the position of the detected error. 
73 
4.9.2 Append .. 
This command will cause a two selection menu to appear. The user may 
then select to append to the current edit window the grammar represented in 
CFGMSystem's work space or its first and follow sets. 
4.~.3 Manipulate .. 
This command is used to manipulate the grammar currently represented 
in CFGMSystem's work space. The user may transform the grammar into a 
form free of some undesired characteristics, the resultant grammar 
representation replaces the previous representation in CFGMSystem's work 
space. The user can select the following operations: 
Inaccessible symbol removal 
Examine the current context-free grammar and remove 
all inaccessible symbols. The resultant equivalent 
context-free grammar replaces the current context-free 
grammar. 
Useless symbol removal 
Inspects the current context-free grammar and removes 
all useless symbols. The current grammar is then 
replaced by the resultant grammar. 
Transform to £-Free grammar 
Replaces the currently loaded context-free grammar 
· with its £-free equivalent. 
Remove single productions 
Inspects the current context-free grammar and removes 
all existing single productions if any detected. The 
resultant grammar replaces the current grammar in 
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CFGMSystems work space. 
Eliminate left recursions 
Examines the current context-free grammar for left 
recursive production rules. Removes all such 
productions and replaces the current gram.mar with the 
resultant gram.mar. 
CNF conversion Replaces the current context-free gram.mar with its 
equivalent Chomsky Normal Form counterpart. 
GNF conversion Replaces the current context-free gram.mar with its 
equivalent Greibach Normal Form counterpart. 
4.9.4 Inq11ire .. 
This command is used to inquire about the grammar currently 
represented in CFGMSystem's work space. There are five possible choices as 
follows: 
LL(l) Gram.mar? Inspects the grammar for the LL(l) condition. The user 
will be informed whether the condition was satisfied or 
not. 
Regular Grammar? 
Examines the grammar and informs the user of whether 
it is regular or not. If the grammar is regular, the user 
will also be told whether the it is right or left regular. 
Nonempty L(G)? Inspects the grammar and reports to the user of 
whether the grammar generates nonempty language or 
not. 
CNF Grammar? Examines the grammar and displays a message 
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indicating whether it is in Chomsky Normal Form or 
not. 
GNF Grammar? Inspects the grammar and displays a messa
ge informing 
the user of whether the grammar is in Greibach Normal 
Form or not. 
4.9.5 Save Grammar 
This command is used to save the grammar currently
 loaded in 
CFGMSystem's work space. The user will be prompted for a 
file name to which 
the grammar will be saved. 
4.10 The Options Menu 
The user can access the Options menu from the main menu b
y positioning 
the selection bar over the Options command or pressing the
 ~ key. Once 
selected, the Options menu will appear and the user may 
select the desired 
operation as illustrated in Figure 4-6. Through this menu it is
 possible to access 
a number of menus which can be used to customiz
e CFGMSystem's 
environment. 
4.10.1 Margins .. 
This command is used to access a menu which enables the us
er to specify 
new settings for the page margins and page length. 
4.10.2 Format Options .. 
The selection of this command causes a pop-up menu to a
ppear. This 
menu contains toggles that affect the way text is entered an
d formated on the 
screen .. There are three possible toggles that can be set ON or
 OFF as follows: 
Word wrap 
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File Window Misc. edit CFGMSys 
I .:: ........ ···1 U&li$.~:.?/H 
~············· 
Margins .. 
Format options .. 
Tabs .. 
Utilities 
--------------------+1 ... ad file options .. 
~------------+1 isplay options .. 
--------t-1 olors .. 
Save setup 
Colors 
Normal Text 
Marked Block 
Window Status 
Prompt Line 
Snow control ON Block Cursor Left 1 
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Figure 4-6: The Options menu 
I Ctrl-0 II Ctrl-W I 
Turns ON or OFF Wordwrap. When wordwrap is 
activated and the user attempts to enter text beyond the 
right margin, a line break will automatically be inserted 
just before the text being typed and the overflowing text is 
moved to the new line. Otherwise, text may be inserted 
beyond the right margin up to the maximum line length. 
I Ctrl-Q I Ctrl-1 
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Insert mode 
Toggles Autoindent mode ON or OFF. When it is 
activated, a new line command causes the cursor to be 
positioned on the newly entered line and at the same 
column as the position of the first nonblank character on 
the previous line. When autoindent is OFF, a new line 
command causes the cursor to be positioned at column 1 of 
the newly inserted line. 
I Ins I or I Ctrl-V j 
Toggles between insert and overwrite modes. When insert 
mode is activated, entering a character causes the text to 
the right of the cursor to be move one position to the right. 
When Overwrite mode is activated, newly entered text 
overwrites the text under the cursor. 
In insert mode, a line break will be inserted at the cursor's 
position and the cursor is moved to column 1 on the newly 
inserted line. When autoindent mode is also in effect, the 
cursor is moved to the newly inserted line and is 
positioned at the same column as the first nonblank 
character in the previous line. 
In overwrite mode, the cursor moves to column 1 of the 
next line without inserting a new line. When the cursor is 
at the last line of the file being edited; a new line will be 
inserted. 
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4.10.3 Tabs .. 
The selection of this command will cause a pop-up menu to appear with a 
list of tabulation controlling commands. The CFGMSystem supports fixed tabs 
and smart tabs. Fixed tabs are similar to the familiar tab stops found on 
typewriters; the user sets them once and they remain in effect until changed. 
Smart tabs on the other hand, change with every line entered; the first letter of 
each word on the previous line is considered a tab stop. The following list of 
commands controls tabulation: 
Set Tabs Clears the previous tab settings and causes tab stops to be set 
based on the position of the first letter of each word on the 
current line. 
Restore Tabs 
Clears the previous tab settings and restores evenly spaced 
tab stops as indicated by the current default tab size. 
Edit Tabs Enables the user to interactively edit the tab line of the 
current window. The I Tab I key as well as the cursor keys 
facilitate the movement along the tab line. To remove or 
insert a tab stop at the cursor position the user presses the 
Space bar. 
Display Tabs 
Fixed 
Turns ON or OFF the Display Tabs toggle. When it is on, the 
tab line appears in the current edit window. The tab line 
reveals the current tab stops as well as the left and right 
• margins. 
Turns ON or OFF the Fixed tabs toggle. When it is on, tab 
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stops start at column 9 and occur every 8 columns unless the 
tab size was set to a value other than default size of 8. 
Tab Size The default tab size is 8 and tab stops occur after every eight 
columns. This command changes the tab size of frxed tabs to a 
new value. If the Expand Tabs toggle is ON, the tab size will 
be also used to expand tabs to spaces. 
4.10.4 Load File Options .. 
The selection of this command causes a pop-up menu of further commands 
to appear. Through this pop-up menu the user can customize the CFGMSystem 
to fit his/her particular requirements to take full advantage of the computer 
hardware being used. Changes to the configuration information are temporary 
but can be made permanent by using the Save setup command. 
Home directorySets CFGMSystem's home directory to the specified new 
drive or path name. This is the location where all support 
files are expected to reside. 
File extension Sets the def a ult file extension to the specified three 
character value. The default extension will be used 
whenever the user omits it from a response to a file name 
prompt. This is very helpful when ~he user is editing 
many files with the same file extension, such as .GRM. 
CFGMSystem will automatically consume the default 
extension if it was left out. 
Expand tabs Toggles expand tabs ON or OFF. When expand tabs is in 
effect, any tabs encountered while reading from a ftle will 
be converted into spaces based on a tab spacing specified 
with the Set tab size command. When it is deactivated, 
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Write tabs 
Undo limit 
tabs are left intact. · 
Toggles write tabs ON or OFF. When activated, 
CFGMSystem will convert sequences of spaces to tabs 
when a file is being written to disk. This is done primarily 
to conserve disk space. 
Sets the size of the undo buff er. Whenever lines are 
deleted with I Ctrl-Y I or I Ctrl-K 11 Ctrl-Y I commands, they 
are saved in the undo buffer for future undelete 
operations. 
4.10.5 Display Options .. 
Accesses a pop-up menu of command which can affect the way
 the screen 
is managed. These are actually toggles that can be set ON 
or OFF to take 
advantage of hardware display features available on the 
users computer 
equipment. A list of available commands follows: 
Snow control Some color adapters suffer from an annoyi
ng screen 
interference known as snow. To avoid this problem, Snow 
control must be activated. If the system does not exhibit 
this symptom, then the user can improve performance by 
disabling Snow control. This command has no effect if the 
system is equipped with a monochrome adapter. , 
Block cursor Activating this command will replace the
 blinking 
hardware cursor on the screen with a nonblinking block 
cursor. The user can change the color of the block cursor 
via the Options/Colors command. 
43/50 line Allows the user to select screen sizes. Th
is depends 
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Key help 
Zoom state 
4.10.6 Colors .. 
primarily on the hardware; 43-line mode is sup
ported on a 
system equipped with EGA, 50-line mode is sup
ported on a 
system equipped with VGA, and 25-line mode 
is available 
on all systems. 
When activated, the primary commands corr
esponding to 
each menu selection is displayed on the prom
pt line while 
the user is navigating through the menu syst
em. This can 
help in learning the shortcut commands ass
ociated with 
menu items. 
Toggles initial zoom state ON or OFF. If 
set, multiple 
windows will be zoomed automatically. 
The colors used in the CFGMSystem can be c
ustomized to the user's taste 
and then saved permanently in CFGMSYS.EX
E. The user is permitted to alter 
. the color settings for normal text, block mar
ked text, window status lines, the 
prompt line at the top of the screen, the block
 cursor, text in menus and prompt 
boxes, menu frame, the currently selected ite
m, and the highlighted character 
by which each menu item may be selected. 
After selecting the Colors .. command, the use
r will be shown a menu with 
a list of items displayed in their current color 
settings. To change the setting of 
an item, the user must use the I RightArrow I and I LeftArrow I keys to position 
the highlighted bar at the desired item and 
then press the Enter key. The 
color choices available will be displayed with
 the current setting marked with 
the snowflake character. The user can alter t
he color setting by using the arrow 
keys to move the snowflake character to th
e new desired color. This action 
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causes the selected item to be displayed immediately in the new color marked by 
the snowflake character. To accept the new color setting, the user presses the 
Enter key, to restore the original color setting, the user presses the j Esc-j key. 
To permanently save the new setting in CFGMSYS.EXE, the user must execute 
the Options/Save setup command. 
4.10. 7 Save setup 
The execution of this command causes the current configuration settings 
to be saved as CFGMSystem's defaults. Specifically, all toggles, settings, colors 
and options discussed earlier. Since the executions of this command will modify 
the ftle CFGMSYS.EXE, it must be present in the current directory or home 
directory. Otherwise, an error message will appear. 
4.11 The Utilities Menu 
The user can access the Utilities menu from the main menu by positionjng 
the selection bar over the Utilities command or pressing the I U I key. This 
command is the last item on the CFGMSystem main menu and it enables access 
to commands for making use of macros, Print, Get info, Operating system, and 
Help system (refer to Figure 4-7). 
4.11.1 Macros .. 
Sometimes the user performs repetitive operations that require the entry 
. ' 
of many keystrokes. To circumvent this tediousness, the CFGMSystem 
facilitate the replacement of several keystrokes with a single command or 
keystroke by the use of macros. 
Selecting this command allows the user to record, playback, edit, store to 
disk, and load from disk macros. Each macro file consists of ten macro 
definitions stored in a special binary format used by the CFGMSystem. A macro 
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can contain up to 255 keystrokes. Althou
gh the user may have as many macro 
files on disk as it can contain, only one m
acro ftle of ten macros can be loaded in 
memory at a time. When the CFGMSy
stem is first started, it automatically 
loads the file "CFGMSYS.MAC" if found
. Available commands are described 
below: 
Load macros Allows the user to load fro
m disk into memory a previously 
recorded and stored macro ftle. An error
 will be displayed 
if the specified macro ftle is not found. 
Store macros Saves the current set 
of ten CFGMSystem keyboard 
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Playback 
Record 
Edit 
macros to a disk file. The user will be prompted to specify 
• 
the file name. 
The user is prompted to choose a desired macro from a 
menu containing the current set of CFGMSystem 
keyboard macros. The selected macro is then played back. 
Ctrl-J Ctrl-T 
Toggles macro recording ON or OFF. Once recording is 
toggled ON, all following keystrokes are recorded until 
macro recording is toggled OFF. The user will then be · 
asked to select a slot and a descriptive name for the newly 
recorded macro. 
Allows the user to edit a previously recorded macro 
through the special built-in macro editor. Selecting this 
command causes a prompt box to appear and the user is 
\ asked to choose a macro for editing and optionally to 
provide a new name for it. Another window will appear 
containing the current macro keystrokes. The user can 
then edit the macro on a character by character basis 
using the j Del ~ j Backspace ~ and cursor keys. The [ Esc I 
key can be used to undo all modifications made make to 
the macro. The Enter key ends the macro editing 
secession. The I Ctrl-Backspace I delete.s the macro. The 
j Scroll Lock \ toggles ON or OFF the literal mode so that 
special keys such as Enter can. be inserted into the body 
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of a macro. 
4.11.2 Print .. 
I Ctrl-K 11 Ctrl-P I 
Any text ftle can be printed from within CFGMSystem environment. 
Selecting this command causes the Print Setup pop-up window to appear. The 
user can specify the name of the file to be printed and the device to which the 
output to be routed. To start printing, the user highlights Print file now and 
presses the Enter key. When a print job is started, it is treated as a 
background task. However, if the system is inactive at the keyboard, the print 
job will be treated as a foreground task as long as the there are no activities at 
the keyboard. If ,for any reason, the a print job need to aborted, the user must 
issue the Print command and pressing ''Y'. 
When the Print command is issued, a pop-up menu appears with the 
following options: 
Print ftle now Starts a print job using the specified file name and device. 
Name of ftle Allows the user to specify the name of the file to be 
printed. If a ftle mask is entered, the user can use the 
selection bar to choose the file from a directory listing. 
Device Indicates the destination of the output. This can be FILE, 
LPTl, or LPT2. 
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4.11.3 Get info 
Ctrl-J I Ctrl-V J 
Displays various statistics about the current file being edited in the 
current edit window, as well as certain system information. 
4.11.4 Operating system 
Ctrl-J I Ctrl-0.;J 
Allows access to DOS commands and the execution of other programs 
from within the CFGMSystem's environment. A prompt box will appear and the 
user is asked to enter the name of a DOS command or the name of a program to 
execute. If the user wishes to run several commands, the DOS shell can be 
invoked by entering an empty line at the prompt box. To return back to 
CFGMSystem after invoking the DOS shell, the user types exit at the DOS 
prompt. 
The user must insure that there is enough memory available to execute 
the desired commands or programs in DOS. In addition, a copy of 
COMMAND.COM must exist on the same drive and directory DOS was loaded 
from initially. To avoid unpredictability, the user must not execute any 
program that becomes memory resident while within the DOS Shell. 
4.11.5 Help 
~ 
CFGMSystem help may be accessed in two ways: while editing by 
pressing the J Fl J key, or from the main menu by selecting the Utility command 
and then the Help item on the utility menu. This will cause a menu of available 
help topics to appear. The user selects the desired topic by moving the selection 
" 
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bar and pressing the Enter key. 
Wh~n an entry is selected, CFGMSystem will display general help for the 
selected item. If the help for an item spans several screens, the user may use 
PgUp and PgDn to view the data. The j Esc j key will return the user to the 
available help topics menu. In addition, context sensitive help can also be 
accessed when the user is using the CFGMSystem menu system or when the 
user is responding to a prompt by pressing the I Fl j key. 
4.12 Using The Editor 
The CFGMSystem's provides a powerful built-in full screen editor offering 
the familiar Turbo Pascal Editor features with minor improvements. There can 
be up to six edit windows open simultaneously. The user may choose to edit six 
different files, multiple views of the same file, or any imaginable combination. 
It is possible to zoom an edit window to fill the entire screen or change the sizes 
of the edit windows to obtain the desired prospective. 
The user uses the keyboard to enter or edit text--in a manner similar to 
using a typewriter. The cursor on the screen indicates the position at which 
new text can be entered. The cursor may be moved around by using the cursor 
movement commands. Correction and modifications are facilitated by the insert· 
and delete commands. A Marked block of text can be copied, moved, deleted, 
written to a file by the block commands. 
There are cursor movement commands, insertion and deletion commands, 
block commands, and miscellaneous commands. 
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4.12.1 Cursor Movement Commands 
The subsequent commands are :used to move the cursor within the edit . . 
window but without altering the text. AB can be observed, the cursor can
 be 
moved usually by using the cursor pad keys or with the control characters. 
Character left 
I LeftArrow I or Ctrl-S 
Moves the cursor to the left one character position. If the 
cursor reaches the beginning of the line (column one), 
nothing happens. This command does not facilitate 
movement across line breaks. 
Character right 
Word left 
I RightArrow I or I Ctrl-D I 
Moves the cursor to the right one character position. If the 
cursor reaches the right-hand edge of the edit window, the 
text scrolls horizontally until the extreme right edge of the 
line is reached (column 255). This command does not 
facilitate movement across line breaks. 
I Ctrl-LeftArrow lorl Ctrl-A I 
Moves the cursor to the beginning of the word to the left. 
This command works across line breaks. Therefore, if the 
cursor is already at the beginning of a line it will be 
positioned at the beginning of the rightmost word on the 
previo1,1s line if any; otherwise it will be moved to the 
beginning of the previous line. If the cursor is already at 
89 
Word right 
Lineup 
Line down 
Scroll up 
the beginning of the edit buff er nothing happens. 
j Ctrl-RightArrow \ or Ctrl-F 
Moves the cursor to the beginning of the word to the right. 
This command works across line breaks. Therefore, if the 
cursor is already at the end of a line it will be positioned at 
the beginning of the leftmost word on the next line if any; 
otherwise it will be moved to the beginning of the next 
line. If the cursor is already at the end of the buffer 
nothing happens. 
\ UpArrow \ or Ctrl-E 
Moves the cursor one line upward. If the cursor is already 
at the top of the edit window, the entire window scrolls 
downward one line. If the cursor is already at the first 
line of the edit buffer, nothing happens. 
j DownArrow \ or Ctrl-X 
Moves the cursor one line downward. If the cursor is 
already at the bottom of the edit window, the entire 
window scrolls upward one line. If the cursor is already at 
the last line of the edit buffer, nothing happens. 
I Ctrl-W I 
Scrolls up one line at a time toward the beginning of the 
90 
Scroll down 
Page up 
Page down 
edit buffer. The cursor remains on its line until it reaches 
the bottom of the edit window. In other words, the entire 
text in the edit window scrolls down one line at a time. 
Ctrl-Z 
Scrolls downward one line at a time toward the end of the 
edit buff er. The cursor remains on its line until it reaches 
the top of the edit window. Therefore, the entire text in the 
edit window scrolls up one line at a time. 
PgUp or Ctrl-R 
Moves the cursor one page upward with an overlap of one 
line. The height of an edit window is considered a page. ' 
PgDn or Ctrl-C 
Moves the cursor one page downward with an overlap of 
one line. The height of an edit windoW is considered a 
page. 
Beginning of line 
End of line 
Home or Ctrl-Q Ctrl-S 
Moves the cursor to the beginning of the current line 
(column 1). 
\ End \ or Ctrl-Q Ctrl-D 
Moves the cursor to the end of the current line, i.e. the 
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Tab 
positio.n following the last non blank character on the line. 
I Tab I or Ctrl-I 
Moves the cursor to the next tab stop on the current line. 
In insert mode, any text to the right of the cursor is moved 
along with it; in overwrite mode, only the curso:r is moved. 
Backward tab 
Top of screen 
I Shift-Tab I 
When fixed tabs are ON the cursor moves to the previous 
tab stop on the current line. The text is left intact since 
movement involve only the cursor. This command does 
nothing if the fixed tabs are OFF. 
I Ctrl-Home jorl Ctrl-Q II Ctrl-E I 
Moves the cursor to the first line displayed in the active 
edit window while preserving the column position. 
Bottom of screen 
I Ctrl-End I or I Ctrl-Q II Ctrl-X I 
Moves the cursor to the last line displayed in the active 
edit window while preserving the column position. 
Beginning of file 
I Ctrl-PgUp I or I Ctrl-Q 11 Ctrl-R I 
Moves the cursor to the beginning of the file; i.e. the 
position of the first character in the file being edited. 
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End of file 
j Ctrl-PgDn j or j Ctrl-Q 11 Ctrl-C I 
Moves the cursor to the end of ftle; i.e. one 
character 
position beyond the last character in the ftle ·bein
g edited. 
Beginning of block 
End of block 
I Ctrl-Q 11 Ctrl-B I 
Moves the cursor to the position of the begin-bloc
k marker. 
This command works even if the block is hidd
en or the 
end-block marker is not yet set. If begin-block m
arker has 
not yet been set with the I Ctrl-K 11 Ctrl-B I command, an 
error message will be displayed. 
I Ctrl-Q II Ctrl-K I 
Moves the cursor to the position of the end-bloc
k marker. 
This command works even if the block is hidd
en or the 
begin-block marker is not yet set. If end-block m
arker has 
not yet been set with the I Ctrl-K 11 Ctrl-K I command, an 
error message will be displayed. 
J11mp to marker 0, ... ,9 
I Ctrl-Q j@J .... 1 Ctrl-Q I~ 
Moves the cursor to the position of the specifie
d marker. 
Up to ten marker can be created by issuing the
 I Ctrl-K I 
0 command where n is in the range 0 .. 9 .. Therefore 
I Ctrl-Q l@J moves the cursor to the position of marker 0, 
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I Ctrl-Q j [D moves the cursor to the position of marker 1, 
and so on. An error message will be displayed if the 
specified marker was not yet set. 
Previous cursor position 
I Ctrl-Q jl Ctrl-P I 
Moves the cursor to the previous cursor position. 
Up to equal indent 
Ctrl-J I Ctrl-B I 
Moves the cursor to the first nonblank character on the 
closest line toward the beginnjng of the file with with 
equal indentation level as the current line. If there are no 
remaining lines with the same indentation level, the 
I c· 
cursor is positioned at the first line in the file being edited. 
Down to equal indent 
Line n11mber 
Ctrl-J I Ctrl-E I 
Moves the cursor to the first nonblank character on the 
closest line toward the end of the file with equal 
indentation level as the current line. If there are no 
remaining lines with the same indentation level, the 
cursor is positioned at the last line in the file being edited. 
Ctrl-J Ctrl-L 
Prompts the user for a line number and then moves the 
cursor to the specified line. A valid line number is any 
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value in the range 1 through 32,767. To move t
he cursor 
relative to the current line number the entered
 value is 
proceeded by a plus ( +) or minus (-) sign. The value is then 
calculated relative to the current line and the
 cursor is 
moved accordingly. 
Column number 
Ctrl-J I Ctrl-C I 
Prompts the user for a column number and then 
moves the 
cursor to the specified column on the curren
t line. A 
column number is any any value in the range 
1 through 
255. To move the cursor relative to the curren
t column 
number the entered value is proceeded by a p
lus (+) or 
minus (-) sign. The value is then calculated relative to the 
current column and the cursor is moved according
ly. 
4.12.2 Insertion And Deletion Commands 
The subsequent commands are used to make in
sertions and deletions to 
the text within the current edit window: 
Newline 
Enter or j Ctrl-M I 
In insert mode, a line break will be inserted at th
e cursor's 
position and the cursor is moved to column 1 on 
the newly 
inserted line. When autoindent mode is also in 
effect, the 
cursor is moved to the newly inserted line
 and is 
positioned at the same column as the first 
nonblank 
character in the previous line. 
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Insert line 
In overwrite mode, the cursor moves to column 1 of the 
next line without inserting a new line. When the cursor is 
at the last line of the file being edited; a new line will be 
inserted. 
Ctrl-N 
Inserts a line brake (end-of-line marker) at the cursor's 
position. The cursor does not move. 
t 
Delete current character 
\ Del \ or \ Ctrl-G \ 
Deletes the character at the cursor's position and moves 
any remaining characters on the line and to the right of 
the cursor one position to the left. This command does not 
work across line breaks; therefore if the cursor is at the 
end .. of .. line mark nothing happens. 
Delete character left 
Delete word 
I Backspace\ or\ Ctrl-H j 
Deletes the character to the right of the cursor and moves 
any remaining characters on the line and to the right of 
the cursor one position to the left. This command works 
across line brakes; therefore when the cursor is at column 
1 the invisible end-of-line marker for the previous line is 
deleted and the two lines are joined. 
Ctrl-T 
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Deletes the word to the right of the cursor. This command 
works across line breaks and thus can be used to delete 
the invisible end-of-line markers. 
Delete to end of line 
Delete line 
I Ctrl-Q II Ctrl-Y I 
Deletes all character from the position of the cursor to the 
end of line~ 
I Ctrl-Y I 
Deletes all characters on the current line including the 
end-of-line marker. Then moves any lines below the 
deleted line up one line and positions the cursor in column 
1 of the next line. The deleted line will be saved to the 
undo buff er for possible undeletion. 
4.12.3 Block Commands 
There are several command to define the boundaries of a text block and to 
manipulate it. A text block is any contiguous characters surrounded by the 
begin-block and end-block markers. At any time, there can be only one marked 
block, its size can be as small as one character or as big as the entire file. 
Once marked, a block will appear visibly highlighted, and it can be copied, 
moved, deleted, or written to a file. It can also be hidden (appear in normal text 
color) or highlighted with the Hide block command. Although, a hidden block 
cannot be copied, moved, deleted, or written to a ftle. 
Begin block 
I Ctrl-K 11 Ctrl-B I or I F7 j 
Places an invisible begin block marker at the cursor 
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End block 
Hide block 
Copy block 
Move block 
location. The block will not be visibly highlighted unless 
both the begin-block and end-block markers are set. 
) 
I F8 I Ctrl-K II Ctrl-K I or I F8 I 
Places an invisible end of block marker at the cursor 
location. The block will not be visibly highlighted unless 
both the begin-block and end-block markers are set. 
Ctrl-K I Ctrl-H I 
Toggles ON and OFF the the visual highlighting of a 
marked block. Most block-related commands will not work 
when the marked block is hidden. 
Ctrl-K Ctrl-C 
Inserts a copy of the marked and visibly highlighted block 
at the current cursor position. The markers surround the 
new copy of the original block. This command will not 
work ·when the marked block is hidden. 
Ctrl-K I Ctrl-V I 
Moves a marked and visibly highlighted block to the 
current cursor position. . The markers surround the block 
at its new position. This command will not work when the 
marked block is hidden. 
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Delete block 
Ctrl-K Ctrl-Y 
Deletes a marked and visibly highlighted block. This 
command will not work when the marked block is hidden. 
It should be noted that there is no command to 
successfully restore a deleted block in its entirety. 
Write block to a file 
Ctrl-K I Ctrl-W J 
Writes a marked and visibly highlighted block to a file. 
Upon issuing this command, the user will be prompted for 
a file name. If the file already exists, the user will be 
asked if he/she wants to overwrite or append the file. If 
the file does not exist, it will be created and the marked 
block will be written to it. This command will not work 
when the marked block is hidden. 
Read block from a file 
Ctrl-K Ctrl-R 
Reads a file and inserts its content at the current cursor 
location. Upon issuing this command, the user will be 
prompted for a file name. The newly read text is marked 
as a block. 
' . 
Mark single word 
I Ctrl-K I Ctrl-T 
Marks a smgle word as a block. If the cursor is within a 
word, that word will be marked. If the cursor is not within 
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a word, then the word to the right of the cur
sor is marked. 
if there is no word to the right of the cursor,
 then the word 
on the left will be marked. 
4.12.4 Miscellaneous Commands 
The subsequent miscellaneous command
s provide additional useful 
features. Some of these commands can be 
accessed .through the menu system 
and were described previously, others ca
n not be selected from ·the menu 
system. The later provide features that hav
e not been introduced earlier. The 
list of miscellaneous commands is as follows:
 
Activate menus 
I FlO I 
Causes the main menu of CFGMSystem t
o appear. For 
further information ref er to the discussion
 of The Main 
Menu. 
Abort command 
Find 
I Ctrl-U I 
Halts the operation in progress and emptie
s the keyboard 
buffer. 
I Ctrl-Q j Ctrl-F 
Searches the text for a string of up to 67 ch
aracters. If a 
matching pattern is found, it will be highli
ghted and the 
cursor will be positioned just beyond it. 
This command causes a prompt box to appe
ar, the user is 
asked to enter a search string. The last e
ntered search 
100 
string is displayed and the user may accept it, edit it, or 
specify a new search string. After pressing Enter I the 
user is asked to enter the search options. The last entered 
search options argument is displayed and the user may 
accept it, edit it, or enter a new argument. Pressing 
Enter again performs the Find command. Pressing I Esc I 
or I Ctrl-U I at any time cancels a search command. The 
following search option can be used to control the behavior 
of the search: 
B Search backwards: searches for the search string 
from the current cursor position toward the 
beginning of the file. 
G Search globally: searches the entire ftle for the 
search string regardless of the current position of 
the cursor. Normally the search starts at the 
beginning of the file forwards to the end of the file, 
unless searching backwards was specified. In the 
later case, searching starts at the end of the file · 
backwards to the beginning of the file. 
L Search locally: searches locally the currently marked 
block for the search string. 
n Search for the nth occurrence: searches for the nth 
occurrence of the search string (n is an integer). 
U Ignore case distinction: upper-case and lower-case 
alphabetical characters distinction is ignored. 
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W Search for whole · words: searches for whole words 
only; ignores all matching patterns which are 
substrings embedded in words. 
Find and replace 
I Ctrl-Q 11 Ctrl-A I 
Searches the text for a string, if a matching pattern is 
found it will be replaced with the specified replacement 
string. Both strings may be up to 67 characters and the 
specified search options control the behavior of the search. 
This command causes a prompt box to appear, the user is 
asked to enter the search string, the replacement string, 
and the search options. In each case, the last entered 
argument will be displayed and the user can accept, edit, 
or specify a new argument. Each of the three arguments 
must be selected by pressing the Enter key. I Esc I or 
I Ctrl-U I can be used to cancel a search and replace 
command. 
An additional search option is available when performing 
a search and replace operation. The N option, replace 
without asking option, can be used to perform the 
operation while suppressing the Replace (YIN I A IQ)? 
prompt. If the N option is not specified, a prompt will 
occur each time the search string is matched. The prompt 
will provide the user with the following options: 
Y Yes: replace this text and continue searching. 
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N No: do not replace this text, but continue searching. 
A All: replace this text and replace all other matching 
patterns without prompting. 
·· Q Quit: do not replace, and quit searching. 
Repeat last find 
Toggle case 
Lowercase 
Upper Case 
I Ctrl-L I 
Repeats the last search or search and replace operation 
using the arguments already given. 
I Ctrl-0 11 Ctrl-0 I 
Toggles the case of the character at the cursor. If the 
cursor is within a marked a:p.d visibly highlighted block, 
all characters in the block will be affected. Upper-case 
characters will be converted to their lower-case 
equivalents and vice versa). 
I Ctrl-0 II Ctrl-V I 
Converts the character at the cursor to its lower-case 
equivalent. If the cursor is within a marked and visibly 
highlighted block, all characters in the block will be 
changed to their lower-case equivalents. 
I Ctrl-0 II Ctrl-U I 
Converts the character at the cursor to its upper-case 
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equivalent. · If the cursor is within a marked and visibly 
highlighted block, all characters in the block will be 
changed to their upper-case equivalents. 
Insert 11ndo buffer 
I Ctrl-Q 11 Ctrl-V j 
Inserts the entire contents of the undo buff er into the 
current ftle being edited just prior to the current line. 
Flush undo buffer 
I Ctrl-Q j Ctrl-J 
Empties the entire contents of the undo buffer. This 
command can facilitate simple moves of multiple lines 
without using block commands. First, I Ctrl-Q j Ctrl-J 
flushes the undo buffer. Using I Ctrl-Y I the user can then 
deletes some lines. Finally, the user postilions the cursor 
at a desired location and presses I Ctrl-Q 11 Ctrl-V I to 
inserts the undo buff er just prior to the current line. 
Consequently, the undo buffer is used as a scratch pad and 
without this command it would be uncertain whether or 
not the buffer contained extraneous text. 
Set marker 0, ... ,9 
I Ctrl-K l@J ... , I Ctrl-K I~ 
Sets the specified text marker at the current position of 
the cursor. CFGMSystem supports up to ten markers, 
which are numbered O through 9. I Ctrl-K l@J sets text 
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marker 0, I Ctrl-K j I] sets text marker 1, and so on .. 
Toggle marker display 
Restore line 
I Ctrl-K 11 Ctrl-M j 
Toggles ON or OFF the display of text markers. Marker 
display is automatically turned ON when a new text 
marker is set. 
I Ctrl-Q II Ctrl-L I 
Restores the original contents of the current line as it were 
when the cursor entered the line. The cursor will also be 
positioned at the column at which the line was originally 
entered. This command has no affect if the cursor has 
already left the line or if the line was deleted. 
Undo last deletion 
I Ctrl-Q 11 Ctrl-U I 
Restores whole lines most recently deleted with I Ctrl-Y j 
the delete line command or j Ctrl-K 11 Ctrl-Y I the delete 
block command. Only complete lines of text can be 
undeleted, and not characters or words. By default, up to 
20 recently deleted lines are saved to the undo buffer for 
latter possible undeletion. The size of the undo buffer can 
be adjusted with the Options/Load ftle options/Undo limit 
command. 
Delete line (no undo) 
ft 
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I Ctrl-Q II Ctrl-T I 
Deletes a line of text without saving it to the undo buffer. 
This is most useful when using the undo buff er to 
temporarily save for a later move. 
Set temporary margin to cursor 
I Ctrl-0 II Ctrl-H I or j F4 I 
Temporarily sets the left margin to the current position of 
the cursor. A right pointing arrow will appear on the tab 
line to indicate the position of the temporary margin. 
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Appendix A 
CFGMSystem Input 
The notational convention introduced in Chapter 2 _ is use
d in this 
manuscript to specify formal definitions of grammars. For 
implementation 
.. 
purposes we must adopt some well defmed conventions for the 
the specification 
of context-free grammar inputs. The purpose of this Appendix i
s to describe the 
format of the input context-free grammar accepted and rec
ognized by the 
CFGMSystem. 
Although not required, the input file should ordinarily have the
 extension 
"GRM". Following this convention will make it easier
 to recognize 
CFGMSystem input files by just glancing at the file extension part of a file 
name. 
CFGMSystem-Input 
---,-----=i-----..c Production i---------t
lOol 
Production 
--..... 1 Lcft-Hand-Sidcl .._.. _ ___.,... 91------e.4• I Right-Hand-Side Ii----• 
Figure A-1: Syntax Graphs For CFGMSystem-Input 
Many language designers prefer to use a pictorial represen
tation to 
describe the structure of the language being designed. This 
method usually 
conveys a great deal about the language in a clear and concise m
anner. For this 
reason we utilize syntax graphs to describe the structural form
at of input files 
accepted and recognized by the CFGMSystem. 
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Left-Hand-Side 
--.... 1 Nontenninal-Namc -
Nonterminal-Name 
--...... Letteri---~-------------.--~ 
Letter 
Digit 
Figure A-2: Syntax Graph For ~ft-Hand-Side 
According to the syntax graphs of Figures A-1 through A ... 5, the 
CFGMSystem-lnput is composed of one or more Production rules. Each 
Production rule is separated from another by the symbol ';' which acts as a 
production rule separator. However, the last Production of the inputcontext-free 
grammar must be followed by the grammar termination symbol'.' as illustrated 
in Figure A-1. 
Letter 
••• 
. .. 
Digit 
Figure A-3: Syntax Graphs For Forming Letter and Digit 
A Production rule is composed of a Left-Hand-Side separated from the 
Right-Hand-Side by the symbol'::=' as depicted in Figure A-1. The Left-Hand-
Side is a Nonterminal-Name which is formed according to the graphs in Figures. 
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A-2 and A .. 3. Specifically, a Nonterminal-Name must start with a letter and is optionally followed by other letters and digits with hyphens possible embedded between them. The Right .. Hand .. Side consists of one or more Alternative parts separated by the symbol 'I'. An Alternative may consist of either E or some combination of Terminal-String and Nonterminal-Name components as depicted 
- \ 
in Figure A-4. 
Right-Hand-Side 
Alternative 
Nonterminal-Name 
Terminal-String -
Terminal-String 
~-_.. Terminal-Character ,___....._....,. 
Figure A-4: Syntax Graph For Right .. ffand-Side 
A Terminal-String must be composed of one or more Terminal-Characters surrounded on the left and right by a double quote character as depicted in Figures A-4 and A .. 5. For practical reasons, some restrictions must be imposed on Terminal-String and Nonterminal-Name representations. The total length of a Nonterminal-Name or a Terminal-String (including the two enclosing double quote characters). must not exceed 32 characters. In addition, Terminal-Strings and Nonterminal-Names may not extend over line breaks and may not contain blank spaces or tabs. 
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Terminal-Character 
Letter Digit 
Figure A-5: Syntax Graph For Termina
l-Character 
We can abridge selective syntax graph
s from Figures A-1 through A-5 to 
produce a summarized descriptive CF
GMSystem-lnput. The resulting synt
ax 
graph can provide a quick reference wh
en editing a context-free grammar as ca
n 
be seen in Figure A-6. 
For the sake of simplicity, the syntax
 graphs of Figures A-1 through A-6 
do not include a provision for Separato
rs such as new line, tab blank, and spa
ce 
characters. However, such Separator
s may be inserted before, between an
d 
after Terminal-String, Nonterminal-Na
me, '::=', '£', 'I', ';', and'.'. The symbol'
€' 
can be obtained by holding down the I Alt I key and simultaneously typing 23
8 
using the numerical key pad and then r
eleasing the I Alt I key. 
For users who wish to include a rema
rk in the grammar file, the syntax 
graph of Figure A-8 shows the method 
for constructing a comment. Specificall
y, 
a_ comment may be constructed by inc
luding Any .. Characters in '/*' and '*f. A 
comment is treated as a Separator; it
 may be placed before, between, or aft
er 
110 
{ 
CFGMSystem-Input 
___ __:..._...i Nonterminal-Nrune ~ 
Nontenninal-Nrune 
Terminal-String 
Multiple-Separators 
---'";:a,-----.-t Separator 
Separator 
Comment 
Figure A-7: Syntax Graph For Multiple .. Separators
 
Comment 
Any-Character 
Terminal-Character 
Figure A-8: Syntax Graph For Comment Constructi
on 
any symbols in the grammar file and it may span sev
eral lines. 
Example A.1: 
Consider the context .. free grammar G1 introdu
ced in Section 2.3. 
Rewriting this grammar in the CFGMSystem inpu
t file format, we obtain the 
following: 
S ··-AS· 
.. - ' 
S ··- "d"· 
.. - ' 
A ··- SA· 
.. - ' 
··-A " " ...... a . 
/* rule 1 */ 
/* rule 2 */ 
/* rule 3 */ 
/* rule 4 */ 
' 
It should be noted that the above grammar CC?ntai
ns comments on each 
line. The starting symbol of the grammar is the f
irst Left-Hand-Side symbol 
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appearing. in the file. In this case S will be cons
idered as the starting symbol of 
the grammar. Figures A-9shows the data structu
re representation for grammar 
G1 as created by CFGMSystem. D
 
Example A.2: 
Consider the context-free grammar G8 introduced
 in Chapter 2. Rewriting 
this grammar in the CFGMSystem input file form
at, we obtain the following: 
E ::= E "+" T I E "-" T I T; /* starting symbol is E
 */ 
T ::= T "*" F I T "/" F I F; 
F ::= ·"a" I "(" E ")". 
This grammar can also be rewritten in the fallow
ing manner: 
E E " "T ::= + ; /* starting symbol is E
 */ 
E ::= E "-" T 
I T· 
' 
T · ·- T "*" F· 
.. -
' 
T ::= T "/' F; 
T ··-F· 
.. - ' 
F " " ··- a . 
.. - ' 
F ::= "(" E ")". 
These two grammars are equivalent althou
gh the rules have been 
textually expressed differently. The CFGMSys
tem will create identical data 
structures for both representations as illustrated
 in Figure A-10. D 
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AppendixB 
Grammar Data Structures 
The CFGMSystem stores the input context-free grammar in its work 
space using the data structures shown in Figure B-1. The empty symbol 'e', 
terminal symbols, and nonterminal symbols are collected from the input 
grammar text representation and are stored in a table composed of 
SymbolTableRec items. For each unique symbol encountered, a new 
SymbolTableRec item is created and appropriate fields are updated. The 
attribute of the Kind field may be empty, terminal, or nonterminal. All these 
records form a linked list which collectively represent the SymbolTable. 
The grammar is represented in the work space by complex data 
structures. Unique left hand side symbols are linked together by doubly linked 
pointers. Each LhsNode item contains a pointer to the appropriate 
SymbolTableRec item. The RhsAltPtr field points to all the corresponding right 
hand side alternatives represented by RhsAltNode items. The Prev and Next 
pointers link LhsN odes to each other to form the doubly linked list. 
Each RhsAltNode is linked to the next one by its Next· field. The 
SymbolPtr field of RhsAltNode points to a list of SymbolNode items. Each 
SymbolNode item represent a symbol occurring in a right hand side part of a 
production rule. 
Unique string representations for 'e', terminal, and nonterminal symbols 
are stored in the SymbolTable. The grammar data structure does not actually 
! 
contain string representations, instead, it contains pointers to SymbolTableRec 
items. The later contain string representations and Kind attributes. This 
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method works well for set operations; the CFGMSystem in effect deals with sets 
of pointers for the representing members ofVN·, VT, FIRST, and FOLLOW sets. 
SymbolTableRec 
Str Kind Next 
LhsNode 
SymbolRecPtr RhsAltPtr 
Prev Next 
RhsAltNode 
SymbolPtr Next 
SymbolNode 
SymbolRecPtr Next 
FsetNode 
SymbolRecPtr SymbolPtr Next 
Figure B-1: Grammar Data Structures 
FIRST and FOLLOW sets are represented by similar data structures. 
The FIRST and FOLLOW sets are represented by a linked list of FsetNodes. 
Each FsetNode contain SymbolRecPtr representing FIRST or FOLLOW set for 
' 
some unjque grammar symbol. 
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The following listing is the data structures of Figure B-1 expressed as 
Pascal declarations: 
CONST 
MaxStringLength = 32; 
TYPE 
Symbo1String = STRING[MaxStringLength]; 
SymbollCind = (empty, terminal, nonterminal); 
SymbolTab1eRecPtr = ASymbo1TableRec; 
SymbolTab1eRec = RECORD 
Str 
Kind 
Next 
: Symbo1String; 
: Symbo1Ki.nd; 
: Symbo1TablePtr; 
END; 
LhsNodePtr = ALhsNode; 
RhsA1tNodePtr = ARhsA1tNode; 
SymbolNodePtr = ASymbolNode; 
FsetNodePtr = AFsetNode; 
LhsNode = RECORD 
SymbolRecPtr : SymbolTableRecPtr; 
RhsA1tPtr : RhsA1tNodePtr; 
Prev, 
Next 
END; 
: LhsNodePtr; 
RhsA1tNode = RECORD 
Symbo1Ptr: SymbolNodePtr; 
Next : RhsA1 tNodePtr; 
END; 
Symbo1Roda = RECORD 
l'satHode 
Symbo1Ptr: SymbolNodePtr; 
Next : SymbolNodePtr; 
END; 
= BBCORD 
Symbol.RacPtr: SymbolTablaRacPtr; 
Symbo1Ptr : SymbolNoclePtr; 
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VAR. 
Gra,amar 
SymbolTable 
FirstSet, 
Follows et 
Next 
END; 
: i'setNodePtr; 
: LhsNodePtr; 
: SymbolTableRecPtr; 
: FsetNodePtr; 
Tei:mina1Set, 
Nontei:u,i na1Set : Symbo1NodePtr; 
In the above declarations, Nonterminal and Terminal variables point to 
the records in the symbol table. The start symbol of the grammar is alway
s the 
nonterminal symbol pointed to by the SymbolRecPtr field of the first LhsN
 ode 
item in the grammar. 
It should be noted that this implementation expresses the grammar as 
dynamic data structures. This allows the user to load large grammars into
 the 
CFGMSystem work space. The size of the grammar can be as large as avail
able 
free memory. For complete examples of data structures representatio
n of 
grammars, please consult Figures A-9 and A-10 in Appendix A. 
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