We introduce a family of weight matrices W of the form T (t)T * (t), T (t) = e At e Dt 2 , where A is a certain nilpotent matrix and D is a diagonal matrix with negative real entries. The weight matrices W have arbitrary size N × N and depend on N parameters. The orthogonal polynomials with respect to this family of weight matrices satisfy a second-order differential equation with differential coefficients that are matrix polynomials F 2 , F 1 and F 0 (independent of n) of degrees not bigger than 2, 1 and 0, respectively. For size 2 × 2, we find an explicit expression for a sequence of orthonormal polynomials with respect to W . In particular, we show that one of the recurrence coefficients for this sequence of orthonormal polynomials does not asymptotically behave as a scalar multiple of the identity, as it happens in the examples studied up to now in the literature.
Introduction
In the last few years, a large class of families of N × N weight matrices W having symmetric second-order differential operators of the form
has been introduced [3, 5, 6, 8, [10] [11] [12] 14, 17, 18, 21] . The differential coefficients F 2 , F 1 and F 0 are matrix polynomials (which do not depend on n) of degrees less than or equal to 2, 1 and 0, respectively. As usual, the symmetry of an operator D with respect to the weight matrix W is defined by D(P) dWQwhere A n , n ≥ 1, are non-singular and B n , n ≥ 0, Hermitian. If (P n ) n is a sequence of orthonormal matrix polynomials with respect to W , the symmetry of the second-order differential operator (1.1) is equivalent to the second-order differential equation P n (t)F 2 (t) + P n (t)F 1 (t) + P n (t)F 0 (t) = n P n (t), (1.3) where n are Hermitian matrices (see Lemma 4 of [4] ).
The theory of matrix-valued orthogonal polynomials was started by Krein in 1949 [19, 20] (see also [2] or [1] ), but more than 50 years have been necessary to see the first examples of orthogonal matrix polynomials, satisfying that kind of differential equations [8, 14, 17] . These examples will likely play, in the case of matrix orthogonality, the role of the classical families of Hermite, Laguerre and Jacobi in the case of scalar orthogonality.
As their scalar relatives, these families of orthogonal matrix polynomials also satisfy many formal properties, relationships and structural formulas [7, 9, 13] . These structural formulas have been very useful to compute explicitly the orthonormal polynomials related to several of these families, and, in particular, their recurrence coefficients (1.2). The recurrence coefficients of these examples asymptotically behave as scalar multiples of the identity. More precisely, either lim n A n = aI and lim n B n = bI [13, 15] , or lim n A n /a n = aI, a = 0, and lim n B n /b n = bI, for certain divergent sequences (a n ) n , (b n ) n of positive real numbers [7, 9, 13] .
The purpose of this paper is to introduce a new family of weight matrices having orthonormal polynomials satisfying second-order differential equations and whose recurrence coefficients do not asymptotically behave as scalar multiples of the identity.
Our example is the family of weight matrices of arbitrary size N × N constructed from the N − 1 non-null complex parameters a 1 , . . . , a N−1 and the positive real parameter b (b = 1) as follows. Consider the nilpotent matrix A and the diagonal matrices J and defined by
Let the diagonal matrix D and the upper triangular nilpotent matrix A be defined by
where
Our weight matrix W is then defined by
(1.8)
Since A is nilpotent of order N, e At is always a polynomial of degree N − 1. For b = 1 (considering α 0 = 1), we recover Example 5.1 of [8] . For the benefit of the reader, we display here our weight matrix for size 2 × 2. For N = 2, we have The content of this paper is the following. In Section 3, we prove that our weight matrix W always has a symmetric second-order differential operator like (1.1): For N = 2, these differential coefficients are
The rest of the sections are devoted to study in depth the orthogonal polynomials with respect to our weight matrix for size 2 × 2. The study of the orthogonal polynomials for higher size N, N ≥ 3, remains a challenge.
In Section 4, we construct the following Rodrigues' formula for a sequence of orthogonal polynomials with respect to the weight matrix W (1.9): Theorem 1.2 Let the function P n , n ≥ 1, be defined by 
Moreover, defining P 0 = 1 0 0 2 , (P n ) n is a sequence of orthogonal polynomials with respect to W .
This Rodrigues' formula allows us to find an explicit expression for the polynomials (P n ) n in terms of the Hermite polynomials.
where H n is the nth Hermite polynomial defined by H n (t) = (−1)
In Section 5, using again the Rodrigues' formula (1.13), we find the following three-term recurrence relation for a sequence (P n ) n of orthonormal polynomials with respect to W .
Theorem 1.4
The sequence of matrix polynomials defined by P −1 = 0,
are orthonormal with respect to W (1.9) (where the sequence (γ n ) n is defined by (1.14) ).
This gives for the recurrence coefficients (A n ) n the asymptotic behaviour
This limit shows that the recurrence coefficients (A n ) n do not asymptotically behave as a scalar multiple of the identity, as it happens in the examples studied up to now in the literature.
Preliminaries
A weight matrix W is an N × N matrix of measures supported in the real line satisfying that (1) W (A) is positive semi-definite for any Borel set A ∈ R, (2) W has finite moments t n dW (t) of every order and (3) P(t) dW (t)P * (t) is non-singular if the leading coefficient of the matrix polynomial P is non-singular (all the matrices considered in this paper are square matrices of size N × N). When all the entries of the matrix W have a smooth density with respect to the Lebesgue measure, we will write W (t) for the matrix whose entries are these densities. Condition (3) above is necessary and sufficient to guarantee the existence of a sequence (P n ) n of orthogonal matrix polynomials with respect to W . Condition (3) above is fulfilled, in particular, when W (t) is positive definite in an interval of the real line. This is the case of the weight matrix (1.8) introduced in this paper.
The key concept to study orthogonal matrix polynomials (P n ) n satisfying second-order differential equations of the form
where the differential coefficients F 2 , F 1 and F 0 are matrix polynomials (which do not depend on n) of degrees less than or equal to 2, 1 and 0, respectively, is that of the symmetry of a differential operator with respect to a weight matrix. Indeed, if we write
then D is symmetric with respect to W if and only if the orthonormal matrix polynomials (P n ) n with respect to W satisfy (2.1), where n , n ≥ 0, are Hermitian matrices [4] . If n are not Hermitian, then the operator D can be decomposed as D = D 1 + iD 2 , where D 1 and D 2 are second-order differential operators of the form (1.1) symmetric with respect to W [16] . The symmetry of a second-order differential operator as (1.1) with respect to a weight matrix can be guaranteed by a set of differential equations (which is the matrix analogous to the Pearson equation (f 2 w) = f 1 w of the scalar case): 
under the boundary conditions
(see [8] or [17] 
and (2.6)
we have
(1) The weight matrix W satisfies the first-order differential equation
(2) For a given matrix F 0 , the second-order differential equation
holds if and only if the matrix function
is Hermitian at each point of .
Theorem 2.2 is a particular case of Theorem 2.3 of [6] (the special case when F 2 is a scalar function is Theorem 4.1 of [8] ).
We will need the following theorem [7] to find the Rodrigues'formula displayed in Theorem 1.2 for the orthogonal polynomials with respect to the weight matrix W (1.9). (2.3) . Define the functions P n , n ≥ 1, by
If for a matrix n , the function R n satisfies
10)
then the function P n satisfies
We will also make use of the following well-known formula: for any matrices X, Y ∈ C N×N :
where we use the standard notation
and in general, ad
Symmetric differential operator
In this section, we prove Theorem 1.1, that is, the second-order differential operator with coefficients given by (1.10)-(1.12) is symmetric with respect to the weight matrix W (1.8).
We now list some technical relations which we will need in the proof of Theorem 1.1 (they will be proved later). the function F 2 and the matrices A, A, , D and J be defined by (1.10), (1.4),  (1.5), (1.6) and (1.7) , respectively. Then,
2)
3)
We are now ready to prove Theorem 1.1. 
Since W = TT * , we get that
we use the first part of Theorem 2.2 with = R. Hence, we have to prove that T satisfies
T (t) = F(t)T (t), where F is a solution of the matrix equation F 1 (t) = F 2 (t)F(t) + F(t)F 2 (t) + F 2 (t).
(3.7)
Taking into account that T = e At e Dt 2 , a direct computation gives that
The definition of F 2 (1.10) and (3.8) give
Using the definition of (1.5), (3.3) and (3.4) of Lemma 3.1, we get
Formula (3.7) now follows easily taking into account the definitions of F 2 (1.10), F 1 (1.11) and (1.5).
Step (2) of Theorem 2.2, this is equivalent to prove that the matrix
is Hermitian. We actually will prove that the matrix function χ defined by (3.9) is diagonal with real entries.
Taking into account that T (t) = e At e
Dt 2 , and D is diagonal, it is enough to prove that the matrix function
is diagonal. We first compute e −At (FF 2 F)e At .
Taking into account the expression for F(t) in (3.8), that A and e
At commute and using (3.2), one has after straightforward computations
The definition of D (1.6) and (1.5) now give
We now compute e −At (FF 2 ) e At . Using again the definition of F (3.8) and (3.2) of Lemma 3.1, we have that
The definition of D (1.6) and F 2 (1.10) give 
The definition of (1.5) gives
We now substitute (3.11), (3.12) and (3.13) in the definition of ξ (3.10) obtaining It remains to prove Lemma 3.1.
Proof of Lemma 3.1 First step. Proof of (3.1): using induction on k, we easily find that [A k , J] = kA, k ≥ 1. This shows that ad n A J = 0, n ≥ 2. The definition of A (1.7) gives now (3.1). Second step. Proof of (3.2)-(3.4): first of all, the definition of (1.5) gives
The definition of A (1.7) and (3.1) show that the matrices A, [A, J] and e At commute (they are linear combination of powers of A). We then have 
The definition of (1.5) and F 2 (1.10) give now (3.2).
In a similar way, we have
Using now the definition of D (1.6), (3.14) and (3.16), we have
This proves (3.3). The proof of (3.4) is similar. Third step. Proof of (3.5): using the definition of A in (1.7) and (3.1), we have to prove the following identity:
This is equivalent to prove
Taking into account that A is nilpotent 18) and writing k = j + s, we find
We now use Abel's binomial identity (see, for instance [22, p. 18] 
Using (3.18), one has
.
Thus,
This proves (3.17) and then (3.5) as well. Fourth step. Proof of (3.6): taking into account (3.1) and (3.5), we have to prove the following identity:
Using (3.18) once again, we have
Writing k = s + j, and taking into account that A is nilpotent of order N, we get for the right-hand side of Equation (3.21) the expression
Abel's binomial identity (3.20) now gives
From where one can easily deduce (3.21) . This proves (3.6).
The proof of the lemma is now complete.
Rodrigues formula
In this section, we will prove Theorem 1.2 which provides a Rodrigues' formula for a sequence of orthogonal polynomials with respect to the weight matrix W for size 2 × 2 (1.9). Write R n for the functions n W −1 . First of all, we explain how one can use Theorem 2.3 to find these functions R n , n ≥ 1. Indeed, Theorem 1.1 for size 2 × 2 gives for the weight matrix W the following symmetric second-order differential operator
Since the operator D is symmetric with respect to W , the nth monic orthogonal polynomialP n with respect to W satisfies the differential equation 
Take now a solution R n of this differential equation, which can be found by looking carefully to the 4 × 4 system of differential equations resulting from (4.3), and write Y n = R n W −1 is also a matrix polynomial of degree n with a non-singular leading coefficient. This is the procedure we have used to find the functions R n given by (4.1).
We now prove Theorem 1.2, which establishes that actually the functions R 
These identities give, after straightforward computations, using the three-term recurrence relation for the Hermite polynomials tH n = H n+1 /2 + nH n−1 [23, Chapter 5] : 
This shows that R (n)
n (t)W −1 is a polynomial of degree n (note that the entry (1, 2) of this matrix is actually a polynomial of degree n − 1) with a non-singular leading coefficient equal to n (1.14).
The orthogonality of P n and t k I, 0 ≤ k ≤ n − 1, with respect to W follows taking into account that
and performing a careful integration by parts.
Three-term recurrence relation
In order to find the recurrence coefficients (1.17) in the three-term recurrence relation of Theorem 1.4, we have followed the strategy of [9] or [13] .
Proof of Theorem 1. 4 We first compute the L 2 norm of the monic orthogonal polynomialsP n with respect to W . Using Rodrigues' formula (1.13), we have
where n are the leading coefficients of P n (1.14). An integration by parts and the formulas for R n and n (see Theorem 1.2) then give the polynomials P n = nPn are then orthonormal with respect to W . We now prove that they satisfy the three-term recurrence relation (1.16) . This is just a matter of computation. Indeed, the coefficient A n+1 in (1.17) is then
The formula (5.2) for n gives now the formula for A n in (1.17).
On the other hand, we have for the recurrence coefficient B n in (1.16) the expression B n = nBn −1 n , whereB n = coeff. of t n−1 inP n − coeff. of t n inP n+1 .
From (1.15), we get thatB
and the formula for B n in (1.17) follows easily.
The three-term recurrence relation for the polynomials (P n ) n (1.13) can now easily be computed. Indeed, taking into account the expression for the leading coefficient n (1.14) of P n and n (5.2) of P n , we find that P n = G n P n , where
In particular, this gives
If we write tP n (t) =Ã n+1 P n+1 (t) +B n P n (t) +C n P n−1 (t), n ≥ 0, (5 
Integral Transforms and Special Functions

699
The L 2 norm of the polynomials P n follows easily from the formula (5.4) for the matrices G n :
In a similar way, the three-term recurrence relation for the monic orthogonal polynomials (P n ) n can be deduced: tP n (t) =P n+1 (t) +B nPn (t) +Ĉ nPn−1 (t), n ≥ 0, whereB n is the one in ( 
