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within﻿a﻿simulator﻿environment,﻿used﻿ the﻿ information﻿gathered﻿during﻿ the﻿ initial﻿ investigation﻿ to﻿
explore﻿how﻿an﻿AR﻿lead﻿vehicle,﻿presented﻿on﻿a﻿HUD,﻿could﻿be﻿used﻿as﻿an﻿element﻿within﻿a﻿vehicle﻿
navigation﻿system.
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Secondly,﻿SMI﻿ eye-tracking﻿glasses﻿monitored﻿participant﻿ eye-movements,﻿which﻿were﻿ analysed﻿
according﻿to﻿number﻿of﻿glances﻿and﻿glance﻿duration﻿to﻿areas﻿of﻿interest.
Participants





Figure 1. Stages of the driver’s navigation task (Burnett, 1998)
Table 1. A summary of the four conditions
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vehicle,﻿which﻿contained﻿ the﻿dashboard﻿camera,﻿were﻿driven﻿by﻿ researchers﻿ from﻿ the﻿University﻿











were﻿ asked﻿ to﻿verbalise﻿ their﻿ internal﻿ thoughts﻿ on﻿ any﻿hazards﻿ (anything﻿ that﻿ could﻿be﻿ a﻿ risk﻿ to﻿
themselves﻿or﻿others)﻿they﻿were﻿encountering.﻿This﻿focus﻿was﻿different﻿to﻿the﻿focus﻿of﻿the﻿main﻿task﻿
Figure 2. A screen capture from the main video, condition LV
Figure 3. An example of the visual satellite navigation system approaching a roundabout junction (movements through junctions 
were indicated by white arrows on this system)
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I’d like to know kind of how far we need to go ‘cause I’m just waiting for that moment when it’s 
indicating- the front car. (Participant 1, minute 6, condition 1)
These﻿issues﻿are﻿largely﻿evident﻿in﻿participants﻿speculating﻿about﻿potential﻿routes:
I wonder whether we are going onto the A45-6 or 453, I wonder whether we take that. I don’t know. 






International Journal of Mobile Human Computer Interaction







OK, and he’s gone into the 3rd lane now. That confirms that we’re going right but he’s, oh yes we 
are indicating so through there. (Participant 12, minute 3, condition 2)
Yep this is guy signalling off. (Participant 29, minute 3, condition 4)
The﻿reverse﻿was﻿also﻿evident.﻿If﻿the﻿lead﻿car﻿was﻿first﻿to﻿indicate﻿an﻿upcoming﻿manoeuvre﻿it﻿
fulfilled﻿the﻿Identity﻿stage﻿whilst﻿the﻿navigation﻿system﻿was﻿used﻿to﻿confirm:






…here I feel like… they’re a better reference of where to go. (Participant 26, minute 8, condition 4)
Typically,﻿participants﻿referred﻿to﻿the﻿complexity﻿of﻿the﻿route,﻿or﻿hazards﻿in﻿the﻿area﻿as﻿a﻿reason﻿
for﻿this﻿preference:
Table 2. The coding system from the verbal protocols
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It’s a bit of a, it’s a bit hard to keep looking at the sat nav at the moment because the roads quite 
um, quite narrow, speed bumps, parked cars so, and as there’s a guy in front who’s leading the way 
it seems to make sense to follow him rather than pay so much attention to the sat nav. (Participant 
12, minute 8, condition 2)
Ok this part is a bit complicated, so I’m just following the blue car. (Participant 27, minute 12, 
condition 4)
looking at what the car in front of me is assigning cause it’s too fast that I can’t look at the navigation 







Still following the blue car, they’re not making any indication to do anything. (Participant 2, condition 
L)






Feels like we have, like, done a circle, made a circle around the square. (Participant 8, condition L)
I actually think that we’re a little lost as well. (Participant 8, condition L)
I feel like I’m going in a circle. (Participant 24, condition LA)






Looks like a more likely area for a pub to be compared to the dual carriage way but I still don’t know. 
(Participant 5, condition L)
Ok the pub, yeah, it sounds like it would be in a more residential area. It seems like we’re getting 
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about﻿ the﻿whole﻿ journey﻿was﻿used﻿ instead.﻿For﻿example,﻿participants﻿were﻿reliant﻿on﻿ the﻿general﻿
environment﻿they﻿were﻿in﻿(whether﻿they﻿were﻿on﻿a﻿major﻿road,﻿or﻿in﻿a﻿residential﻿area)﻿to﻿determine﻿


























M SD M SD M SD M SD M SD
L 736.67 311.67 329.78 191.354 264.89 49.592 30.78 15.802 105.67 27.987
LV 859.63 353.86 214.50 185.260 241.63 74.780 26.00 10.690 75.25 27.932
LA 1160.13 216.78 233.00 80.278 331.25 55.224 32.88 7.376 106.38 31.744
F 896.25 223.43 149.25 67.646 298.75 54.316 19.00 9.695 96.88 30.442
M: Mean
SD: Standard Deviation
International Journal of Mobile Human Computer Interaction







































Figure 4. Heat maps of participant glance behaviours across conditions
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﻿◦ Speed of decision:﻿Indication﻿location;
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﻿◦ Steering reversal rate:﻿Number﻿of﻿specified﻿changes﻿in﻿the﻿steering﻿angle﻿per﻿minute﻿(related﻿
to﻿task﻿difficulty,﻿e.g.﻿higher﻿speeds,﻿de﻿Groot﻿et﻿al.,﻿2011,﻿Theeuwes﻿et﻿al.,﻿2002);
•﻿ Navigation﻿performance:
﻿◦ Accuracy of decision:﻿Correct﻿turns;









﻿◦ Mean fixation duration:﻿Mean﻿duration﻿of﻿all﻿fixations﻿in﻿a﻿drive﻿-﻿represents﻿task﻿difficulty﻿
and﻿degree﻿of﻿information﻿processing;
﻿◦ Glances towards the HMI,﻿in﻿number﻿and﻿duration;
﻿◦ Spread of search:﻿Standard﻿deviation﻿of﻿horizontal﻿coordinates﻿of﻿the﻿fixations﻿in﻿a﻿drive﻿
[in﻿pixels﻿(px)];






and﻿were﻿ familiar﻿with﻿ navigational﻿ systems.﻿The﻿22﻿participants﻿were﻿ aged﻿22﻿ to﻿ 57﻿years﻿ and﻿
consisted﻿of﻿14﻿males﻿(mean﻿age﻿31.3﻿years,﻿SD﻿=﻿10.9﻿years)﻿and﻿8﻿females﻿(mean﻿age﻿30.3﻿years,﻿
SD﻿=﻿10.4﻿years).﻿As﻿compensation﻿for﻿their﻿time,﻿participants﻿were﻿given﻿a﻿£15﻿Amazon﻿voucher.
Figure 5. A stylised depiction of what the participant could see in the virtual car conditions (DC and SC)
Figure 6. A stylised depiction of what the participants could see in the SA condition
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Figure 7. Driving Simulator at The University of Nottingham showing the car entering the roundabout with one exit visible
Figure 8. Internal view of the HUD and virtual car imagery demonstrated
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Figure 9. Location of indication and steering reversal rate
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M SD M SD M SD M SD M SD
DC 30.4 5.90 9.59 3.69 6.29 1.45 880 484 11.0 3.3
SC 29.5 6.45 9.37 3.73 6.73 1.36 465 261 6.95 2.1
SA 31.3 6.68 9.05 3.78 6.53 1.28 472 150 7.35 2.3








c err M SD M SD M SD M SD
DC 104 5 4.01 1.19 631 166 57 26 49.2 24.3
SC 102 5 3.76 1.27 605 139 48 25 60.1 26.1
SA 107 2 4.24 1.08 582 121 61 19 48.5 21.7
Figure 10. Confidence ratings and NASA-TLX scores
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performance﻿was﻿good﻿in﻿all﻿conditions.﻿However,﻿stated﻿confidence﻿ levels﻿were﻿ lowest﻿with﻿ the﻿






































M SD M SD M SD M SD M SD M SD
DC 240 63.0 267 76.6 78.4 31.8 291 99.2 54.5 11.5 180 33.1
SC 228 64.8 288 102 36.7 25.7 127 72.2 25.5 11.2 233 33.6
SA 212 58.7 211 66.4 17.2 14.5 72.2 51.5 36.0 10.5 200 33.2
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Figure 11. Heat maps across conditions from study 2
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