I. INTRODUCTION
Face recognition as one of the biometrics recognition has been used widely in the industry field and our daily life. It also has been one of the most popular research direction in the computer vision and a classification problem in machine learning. Face recognition has many advantages like nonecontact, more friendly, real-time and more acceptable compare to other biometrics recognition like Fingerprint, Iris recognition and gait recognition [1] . Recently, with the advent of the era of artificial intelligence, intelligent service robot development is particularly rapid. As one of the most important parts of intelligent service robot, face recognition has become a new research hotspot. As shows in Fig. 1 ,a complete face recognition system includes three parts: face detection, face alignment and face recognition. The performance of face recognition algorithm plays an important role in face recognition system. Face recognition has developed for a long time. One is the study based on holistic face, like eigenface [2] , SVD [3] , Hidden Markov algorithm [4] and so on. The other algorithms are based on feature points analyzing [5] . Accordingly, there is a trend to combine these two methods. Lanitis proposed a method [6] using the active model to identify faces and encode. Popular recognition algorithms include principal component analysis using eigenfaces, linear discriminant analysis, elastic bunch graph matching using the Fisherface algorithm, the hidden Markov model, the multilinear subspace learning using tensor representation, and the neuronal motivated dynamic link matching. However, the traditional face recognition algorithm in the training phase can take advantage of the limited data samples, the trained model is not particularly good generalization ability. The feature extraction and classification algorithm can be understood as a shallow learning model, it can play a powerful expressive ability in a certain scale of the data set, but when the amount of data increases, these models will be in a state of under fitting. As an objective thing, the representation of human face is very complicated. One of the most important advantages of deep learning algorithm is to have a strong ability to express the complex objective things. Therefore, it is of great theoretical and practical significance to apply the depth learning algorithm to face recognition. Deep convolutional neural network models often contain a deeper hierarchy. The high level abstraction features are extracted by the combination of low-level simple features. So it can fully express the complex face model. Compared with the traditional technology, the facial features extracted by deep learning can better represent the correlation between the faces, and can significantly improve the recognition rate of the algorithm. At present, there are a lot of well-known face recognition algorithms are based on deep convolution neural network, such as DeepID [7] , FaceNet [8] , DeepFace [9] .
In the world of face recognition , however, large scale public datasets have been lacking and , largely due to this factor, most of the recent advances in the community remain restricted to Internet giants such as Facebook and Google etc. On the other hand, the problem of data distribution caused by different face data acquisition and application environment will greatly affect the accuracy of face recognition. For example, it is very difficult to apply the training model of face data set collected from the Internet to the intelligent service robot.
In this paper, firstly, we construct a small face database in the practical application. Then it is used to fine tune the improved VGG-Face [10] model, and finally, the principal component analysis is used to reduce the dimension of the model output. Model fine-tuning can not only improve the training data set is too small and the problem of data distribution and through the part of the existing model parameters as the initial parameters of the new model, greatly accelerated the convergence rate of the model training. Principal component analysis can remove redundant features, reduce the complexity of the features, and improve the face recognition rate.
II. RELATED WORK

A. VGG-Face
VGG-Face makes two contributions: first, it shows how a very large scale dataset (2.6M images, over 2.6K people) can be assembled by a combination of automation and human in the loop, and discuss the trade off between data purity and time; second, it traverse through the complexities of deep network training and face recognition to present methods and procedures to achieve comparable state of the art results on the standard LFW and YTF face benchmarks. VGG-Face is trained on the VGG [11] classification model by using the above face data.
In our paper, we improve the fully connected layer of VGG-Face and use the rest of the parameters as the initialization parameters of our model. Finally, the final classification model is obtained by careful parameter tuning. The so-called fine tune is to use a good training model, coupled with our own data, to train a new model. Fine tune is equivalent to using the first few layers of other models to extract the shallow features, and then fall into our own classification. The advantage of fine tune is that it doesn't need to re-train the model completely, so it can improve the efficiency. Because the accuracy of the new training model will gradually rise from a very low value, but fine tune allows us to get a better effect after a few iterations. In the case of a small amount of data, fine tune will be a good choice. But if you want to define your own network structure, you need to start from scratch.
B. Face Detection and Face Alignment
Face detection and alignment is an essential part of a complete face recognition system. Therefore, before entering the face recognition network, the input data should be processed by face detection, alignment and cropping. In recent years, face detection and alignment algorithms have developed rapidly. Popular face detection algorithms include AdaBoost, CascadeCNN [12] , Faceness Net [13] , etc.. In this paper, firstly, face detection and facial feature point localization are performed by using the open source machine learning algorithm library DLIB. Then, according to the 68 facial feature points, the face is aligned by affine transformation. Finally, the image containing only the face part is clipped to the network input size.
C. Face Recognition Based on PCA
PCA is a method of analyzing data used in multivariate statistical analysis, it is describing the samples with characteristics of a small number of methods to reduce the dimension of the feature space, which is the essence of K-L transformation in fact. The basic principle is: by the high dimensional image space after K-L transform to obtain a new set of orthogonal basis, for certain choices on these basis, some of them are reserved to generate a low dimensional face space, namely the feature subspace. The test image is projected into the space, and a set of projection coefficients is obtained. Then, the face recognition is completed by comparing with each face image. This method makes the mean square error before and after compression is minimal, and the transformed low dimensional space has a good recognition ability. The famous Eigenface face recognition algorithm is the use of PCA algorithm, with a low dimensional subspace to describe the face image, while preserving the information needed to identify.
However, the traditional face recognition algorithm based on PCA still needs to construct complex manual design features and the recognition accuracy is not high when the amount of data increases. A face recognition algorithm based on deep learning can automatically extract the optimal face feature and avoiding manual design characteristics of complex process in the traditional algorithm. However, the facial features of the model output still contain noise and redundant features, which affect the accuracy of face recognition to a certain extent.
III. DESCRIPTION OF THE PROPOSED METHOD
In this section, after a statement of the basic problem, we will first give a compendious algorithmic summary of the proposed approach, and then a detailed description and discussion of each significant step. Our proposed framework consists of three major components: the dataset preparation step in which we do face detection, alignment and cropping preprocessing for dataset, the model tuning and training step in which we improve the structure of the model and adjust the training model, the third step of principal component analysis in which we reduce the feature dimension of model output.
A. Dataset Preparation
All the faces in images and their landmarks are detected by using the open source machine learning algorithm library DLIB mentioned above. We use 68 landmarks for similarity transformation. When the detection fails, we simply discard the image if it is in training set, but use the provided landmarks if it is a testing image. The faces are cropped to 128 × 128 RGB images. Following a previous convention, each pixel (in [0,255]) in RGB images is normalized by subtracting 127.5 then dividing by 128. Finally, we construct the face dataset containing ten thousand images of one hundred thousand individuals. All the collected images are as close as possible to our actual application environment. This ensures that the training data and the actual application data are generally kept in the same data distribution state. In the process of model training, we first use some parameters of the VGG-Face model as the initial parameters of the new model. In this way, we can make full use of the face feature extraction method from general data. Then we use our dataset to optimize the training, so that the model to adapt to our actual application scenarios. As shows in Fig. 3 , in our training data, each person contains ten sample images including complex scenes such as illumination, age, pose, occlusion and so on. As shows in Fig.  4 , in our test data, each of the two images forms a pair. These two pictures may be for the same person or for different people. The similarity score is given by our algorithm. 
B. Model Tuning and Training
This section describes the CNNs used in our experiments and their training. Our deep convolutional neural network is based on the VGG-Face model. It includes convolution layer, fully connected layer, RELU layer and Dropout layer, Pool layer and softmax loss layer. The RELU layer and the Dropout layer can effectively solve the problem of gradient fading and improve the generalization ability of the model. At the same time, we modify the number of output nodes of the last fully connected layer of the network to ten thousand to adapt to the number of individuals in our face dataset.
In our normal researches, it's very hard for us to spend more time in data collection. How can we enhance the exiting dataset and make it suit for deep face recognition is a challenge. In order to further increase the training data, we take a series of data augmentation strategy such as image mirror, rotation and cropping transforms. For image cropping, firstly, we resize the image to 256×256. Then the image is cropped to the 224×224 by the random clipping algorithm. As shows in Fig. 5 , we take the VGG-Face model as the initialization parameter C θ of the new model in addition to the parameters of the last fully connected layer. At the same time, the Gaussian method is used to initialize the last fully connected layer of the new model. Initially, the deep architectures φ are bootstrapped by considering the problem of recognising n = 10000 unique individuals, setup as a nways classification problem. After learning, the classifier layer (W,b) can be removed and the score vectors ( ) i x φ can be used for face identity verification using the cosine distance to compare them. In this paper, the softmax loss is used as the monitoring signal of the training process. The softmax loss function is presented as follows. In the model training stage, we use the step learning rate setting method as shown in the Fig. 6 . The model training method uses the improved standard SGD algorithm as follows. 
Algorithm 1 The Model training algorithm
C. Principal Component Analysis
Application of PCA method is the most famous feature extraction and dimensionality reduction in face recognition, we know that the input face image size of 200*200, only to extract his gray value as the original features, the original feature will reach forty thousand dimension, to the processing behind the classifier will bring great difficulty.In this paper, for the facial features extracted by the deep learning method ,we use principal component analysis to further remove redundant features, reduce the complexity of the features, and improve the face recognition rate.
Dimensionality reduction with PCA is mainly based on the following three points: (1) compression function, the comparison of images in low dimensional space will improve the computational efficiency; (2) the distribution of face samples is approximately normal distribution, and the dimension of large variance may be related to the useful signal, while the small variance dimension may correspond to the noise. Therefore, the removal of small variance of the corresponding dimension will help to improve the accuracy of identification; (3) because each image is subtracted from the mean and is reduced to a unit vector, the correlation between the two images is inversely proportional to the distance between the projections in the feature space. Therefore, the nearest neighbor matching in feature space is an effective approximation of image correlation.
First, we use the method of face recognition based on deep learning to automatically extract the optimal face feature representation. This can not only avoid the complex process of manual design features, but also can significantly improve the ability of feature representation, even in the case of large amount of data. Then the parameters are extracted from the training data to get the optimal dimension and the orthogonal coefficient. For each face image in the test data, the feature is extracted by a trained depth model, and then projected to a low dimensional space determined by PCA. Finally, the face recognition is performed by measuring the cosine distance of the face feature. The principal component analysis of the deep face recognition model is used to remove the noise and redundant features in the feature vector, which improves the representation of facial features and improves the accuracy of face recognition.
IV. EXPERIMENT AND RESULTS
Our implementation is based on the Caffe [14] linked against the NVIDIA CuDNN libraries to accelerate training. All our experiments were carried on NVIDIA Tesla K80 GPUs with 24GB of onboard memory, using two GPUs together. This is important due to the very significant memory footprint (and high complexity) of the very deep networks.
In this paper, we have proposed a simple and effective deep face recognition method that have described before. In our experiments, we divide the training dataset previously introduced into training set and validation set. The training set contains ninety thousand images of ten thousand people. Validation set is a picture of each person to take a total of ten thousand pictures. Our base learning rate is set to 0.001 and is attenuated by a step approach every 7000 iterations with an attenuation factor of 0.1. The softmax loss is used as the monitoring signal of the training process. The maximum number of iterations is set to thirty thousand.
In the training process, the model is verified at fixed intervals. In this way, we can quickly judge the effect of the model by the performance of the model on the validation set. As shows in Fig. 7 , with the increase of training batch size, on the one hand, the convergence speed of the model is accelerated and the convergence process is more stable. On the other hand, the accuracy of the model is gradually increased within a certain range. As shows in Fig. 8 , the training loss value eventually converges to 0, indicating that our model has been trained successfully. For each input image, we will resize it and send it to the deep net to extract the feature vector for recognition. At last, we will compare the feature vector with the feature dataset that was built formerly. The methods that can measure the similarity of two feature vectors we often use have Euclidean distance and angle cosine method [15] . In this paper we will use the angle cosine to measure the similarity of two feature vectors. Assume x and y are tow vectors, using angle cosine value function as shows in (2). We will regard two faces as the same person if the similarity of their feature vectors is higher than the threshold. 
In order to prove the validity of our method, we do a number of contrast experiments on our test dataset that contains 1000 pairs of faces. First, we use the VGG-Face model to extract the feature vectors directly. Second, we finetune the VGG-Face model in our own dataset and extract the features of the model by PCA. Finally, we use cosine distance to measure the face similarity and draw the ROC curve to calculate the AUC value. Through the ROC curve, we can observe that the confidence level of our model is higher. The ROC curve shows in Fig. 9. and Fig. 10 ., respectively. As we can see from table TABLE I, the performance of our model is better than the original VGG-Face model and the performance of the model is improved with the increase of the batch size. PCA help to further remove redundant features, reduce the complexity of the features, and improve the face recognition rate. 
V. CONCLUSION AND OUTLOOK
In this paper , a simple and effective deep face recognition method based on model fine-tuning and principal component analysis is proposed. We have carried out experiments to verify the algorithm, and experimental results proved its high accuracy. We use our own face dataset to fine tune the improved VGG-Face model. This not only improves the convergence speed of the model training but also effectively solves the problem of data shortage and data distribution. PCA help to further remove redundant features, reduce the complexity of the features, and improve the face recognition rate.
However, we only use softmax loss as the monitoring signal of the training process. In order to enhance the discriminative power of the deeply learned features, we can explore the center loss with strong discriminative ability as the monitoring signal, in the future. In order to apply the algorithm to the intelligent service robot, we will try to deploy it on the high performance embedded board NVIDIA TX1. We believe that, with the development of hardware and improving algorithm, closing the gap between the human and machine is not a dream.
