We consider eigenvalues of elliptic boundary value problems, written in variational form, when the leading coefficients are perturbed by terms which are small in some integral sense. We obtain asymptotic formulae. The main specific of these formulae is that the leading term is different from that in the corresponding formulae when the perturbation is small in L ∞ -norm.
Introduction
Here we consider eigenvalues of boundary value problems for elliptic partial differential equations in variational form with measurable coefficients. The main goal is to describe asymptotics of eigenvalues under small perturbations of coefficients. A specific of the problem is that we suppose that perturbations are small only in some integral sense. Such class of perturbations is quite natural in applications. For example, if coefficients take different values on different parts of the domain and we will study what happened if boundaries between these parts are changed slightly, then we have smallness of the perturbations in L q -norm with q < ∞ but not in L ∞ -norm and we cannot apply in this situation well-known classical results of perturbation theory, see Kato [5] , [4, Chapter 8] .
Moreover, it appears that even the main term in the asymptotic formula for an eigenvalue is different from the classical one. In order to explain the difference, let us consider the following eigenvalue problem for a symmetric matrix:
2 Asymptotics of eigenvalues to an eigenvalue μ located near λ is given by λ + ν, where ν is an eigenvalue to the matrix B. Another possibility is to write (1.1) as two equations and then solve the second one with respect to v and insert this in the first equation. We obtain the eigenvalue problem λI + B − C(A + D − μ) −1 C * )u = μu with respect to μ, which nonlinearly depends on μ. Now, as an approximation to the eigenvalue μ located near λ, we can take λ + ν , where ν is an eigenvalue of
Usually ν − ν gives a higher-order approximation to the eigenvalue μ. But, it appears that in the class of problems under consideration, ν and ν − ν may have the same order.
In Section 2, we present an abstract version of our asymptotic result. We consider two closed, positively definite forms a and b in a Hilbert space H with domains H a and H b with H b densely imbedded in H a . The main assumptions on the forms a and b are H a is compactly imbedded into H, all eigenvectors corresponding to a belong to H b , and that
Then under a certain smallness assumption on b − a, see (2.9), we obtain the asymptotic formula (2.18) for all eigenvalues of the form b which are located near a fixed eigenvalue λ m of the form a. The asymptotic parameters in this asymptotic formula are numbers ρ m and σ m defined by (2.16) and (2.17). We obtain also an asymptotic formula for corresponding eigenvectors.
In Section 3, we present our main application of the above asymptotic formula. We consider an elliptic quadratic form
where Ω is a bounded domain in R n . The only assumptions on the coefficients A αβ and the domain Ω are the ellipticity condition (3.1) and that the eigenfunctions corresponding to these forms belong to (W m,q (Ω)) d with some q ≥ 2. Certainly, the last assumption is true for q = 2. If m = d = 1 and Ω is sufficiently smooth, then, as it follows from [1, 2] (for n = 2) and from [9] (for arbitrary n), the eigenfunctions belong always to W 1,q (Ω) with a certain q > 2 depending only on the ellipticity constants.
Other cases of validity of the above property for operators with discontinuous coefficients are discussed in Remarks 3.1 and 3.2. Parallel to (1.3), we consider the form
The main assumptions on the form b are the ellipticity condition (3.3) and the smallness of the constant
Under these conditions, we show that the asymptotic formula (3.16) is valid for eigenvalues of the form b located near a fixed eigenvalue λ m of the form a.
We also consider the case when the coefficients B αβ are bounded. Under some natural assumption on solutions to the problem b(u,v) = ( f ,v), we simplify the general asymptotic formula for eigenvalues. At the end of Section 3, we give an example demonstrating that the leading term in the formulae (2.18) and (3.16), which differs from the classical one for L ∞ -perturbations, is proper for such class of problems.
An abstract version of asymptotic formula for eigenvalues
Let H be a Hilbert space with the inner product (·,·) and the norm · and let a(·,·) be a sesquilinear, positive definite, closed form with the domain H a , which is supposed to be dense and compactly imbedded in H. Consider the eigenvalue problem 
Our main concern is the following spectral problem:
Clearly, the spectrum of this problem consists of isolated eigenvalues of finite multiplicity. Let us fix an index m. Our goal is to describe eigenvalues of problem (2. 
with ε < ε m , then the interval
3). Moreover, these eigenvalues lie in the interval
, it follows from (2.9) and from the definition (2.6) that
This together with (2.2) and (2.4) gives
which gives (2.10) provided ε ≤ ε 0 , where
This implies that the interval (0,(
and by (2.9),
14) 
Clearly, ρ m ≤ ε and σ m ≤ ε, where ε is the constant in (2.9). 
Theorem 2.2. Let (2.9) be satisfied with ε < ε m . Then the following assertions are valid. (i) There exists a positive constant c depending only on the form such that the interval
where
This solution satisfies the estimate
(ii) Let the numbers ν m1 ,...,ν mJm be different and 
(2.24)
Proof. We represent a solution to problem (2.3) in the form
and split (2.3) into two equations
(1) Let us show that the equation 
Consider first the equation 
for w 1 ∈ X and for w 2 ∈ ᐅ N , respectively. Therefore, problem (2.27) has a unique solution and using (2.39), we obtain 
Therefore, the eigenvalues μ m j , j = 1,...,J m , satisfy (2.18). (3) Let us prove (ii). Let μ m j be an eigenvalue of (2.3) satisfying (2.18) and let Ψ m j be a corresponding eigenfunction subject to Ψ m j = 1. We represent it as 
(2.50)
Since Ψ m j = 1, we get that 
for all complex numbers ξ α and for all x ∈ Ω. By this assumption, the form a(u,v) defines an equivalent inner product on H a . Consider the eigenvalues of the problem
We suppose that Ω satisfies the following condition: the embedding operator from H a into L 2 (Ω) N is compact. This guarantees that the spectrum of problem (3.2) consists of isolated eigenvalues of finite multiplicities with the only limit point at infinity. Let us denote by 0 < λ 1 < λ 2 < ··· eigenvalues of the problem (3.2) and by J k the multiplicity of λ k , and by X k the eigenspace corresponding to λ k . We assume that all eigenfunctions belong to (W m,q (Ω)) d with some 2 ≤ q ≤ ∞.
Remark 3.1. Certainly, if ∂Ω is smooth and the coefficients A αβ are smooth in Ω, then eigenfunctions are smooth also and we can take q = ∞. For second-order scalar elliptic operators with discontinuous coefficients, it is known that eigenfunctions belong to W 1,2+ε (Ω) with a certain ε > 0, see [1, 2, 9] . From [10] , see also [3, 6, 11] , it follows that the same is true for higher-order systems, provided the boundary has some smoothness.
We introduce also the form (1.4), where B αβ are measurable d × d-matrices on Ω and B αβ = B βα . We assume that
for all complex numbers ξ α and for all x ∈ Ω. We will consider the form b as a small perturbation of a in the following sense. Let
if s ∈ [1,∞) and
Then we assume that the quantity
is small. 
Since the embedding operator from H b into (L 2 (Ω)) d is also compact, the spectrum of this problem consists of isolated eigenvalues of finite multiplicities with the only limit point at infinity. By (3.1) and (3.3),
with c 0 = C 1 /C 2 . Our goal is to describe the eigenvalues of problem (3.7) situated near λ m . We chose N according to (2.4) and put
Since for almost every x ∈ Ω,
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we have that
for all u ∈ ᐄ N and v ∈ H b , where κ is introduced by (3.6) . This implies that
(3.14)
Since we have assumed that the number κ q is small enough, it follows from Proposition 2. where ν m j are eigenvalues of the form (2.19).
(2) Bounded perturbations. Let us consider the same b under the additional assumption
Here and in (3.1), C 1 and C 2 are fixed constants. In this case, H b = H a = (W m,2 (Ω)) d and the corresponding norms are equivalent. The main assumption now is the following. Let u ∈ H a be the solution of the equation
where f ∈ (W m,2 (Ω)) d . Then there exists q > 2 depending only on the ellipticity constants C 1 and C 2 such that u ∈ (W m,q (Ω)) d and 
is invertible for some θ = θ 0 ∈ (0,1), then there exists ε > 0 depending on the norms of T and the inversion to (3.20) for θ = θ 0 , and on θ 0 such that the operator (3.20) is invertible for all θ ∈ [θ 0 − ε,θ 0 + ε]. This theorem is due to Shneiberg [10] , various generalizations can be found in [3, 6, 11] (see also references therein). Using this result, one can obtain that the solution of the problem (3.18) even with f ∈ (W −m,q (Ω)) d belongs to (W m,q (Ω)) d with a certain q > 2 depending on the ellipticity constants C 1 and C 2 , provided the boundary ∂Ω has some smoothness, in order to apply interpolation results for W m,p -spaces.
Certainly, the above regularity property should be valid for the form a because it also satisfies the estimates (3.1). Clearly, all eigenfuctions of (3.2) belong to (W m,q (Ω)) d and we can apply previous result on asymptotics of eigenvalues of (3.7). But in this case, we can construct a simpler approximation to W m = W m (V ). Indeed, we represent it as Taking in the last relation w = Φ and using orthogonality of Φ to Y m with respect to the inner products (·,·) and
where κ is given by (3.6). Therefore, where ν m j are eigenvalues of the form
where w m solves (3.22). We note that in order to get an asymptotic approximation of ν m j , it suffices to obtain an asymptotic representation for solution w m to problem (3.22) . For this goal, one can use various asymptotic methods, see, for example, [7, 8] . is supposed to be small. Let λ be the first eigenvalue of (3.2). This eigenvalue is positive and simple and the corresponding eigenfunction Φ is positive (up to a constant factor) in Ω. We suppose that Φ L 2 (0,1) = 1. Equation (3.22) for the function w takes the form which shows that the first and the second terms in the right-hand side of (3.42) have the same order ε. This example shows also that the form b in the left-hand side of (2.20) or (3.22) cannot be replaced by the form a in general case.
