We prove an Itô's formula for Walsh's Brownian motion in the plane with angles according to a probability measure µ on [0, 2π [. This extends Freidlin-Sheu formula which corresponds to the case where µ has finite support. We also give some applications.
Itô's formula for Walsh's Brownian motion
Let E = R 2 ; we will use polar co-ordinates (r, α) to denote points in E. We denote by C(E) the space of all continuous functions on E. For f ∈ C(E), we define f α (r) = f (r, α), r > 0, α ∈ [0, 2π [. Throughout this paper we fix µ a probability measure on [0, 2π [, also we define f (r) =  2π 0 f (r, α) µ(dα), r > 0.
Let (P + t ) t≥0 be the semigroup of a reflecting Brownian motion on [0, ∞[ and let (P 0 t ) t≥0 be the semigroup of a Brownian motion on [0, ∞[ killed at 0. Then for t ≥ 0, define P t to act on f ∈ C 0 (E) as follows: P t f (0, α) = P + t f (0), P t f (r, α) = P + t f (r) + P 0 t (f α − f )(r) for r > 0 and α ∈ [0, 2π [. We recall the following Theorem 1.1 (Barlow et al., 1989) . (P t ) t≥0 is a Feller semigroup on C 0 (E), the associated process is by definition the Walsh's Brownian motion (Z t ) t≥0 (with angles distributed as µ).
We can write Z t = (R t , Θ t ) where the radial part R t = |Z t | is a reflected Brownian motion and (Θ t ) t≥0 is called the angular process of Z . To well define Θ t , when Z t = 0, we set by convention Θ t = 0.
We denote by E µ , the state space of Walsh's Brownian motion, i.e. E µ = {(r, α) : r ≥ 0, α ∈ supp(µ)}. We define the tree-metric ρ on R 2 as follows:
Note that the sample paths of Walsh's Brownian motion are continuous with respect to the tree-topology, since the process cannot jump from one ray to another one without passing through the origin. These paths are also continuous with respect to the relative topology induced by the Euclidean metric on R 2 .
Now denote by D the set of all functions f : E µ → R such that (i) f is continuous for the tree-topology.
(
From now on, we will extend any function g :
Now define
where L t (R) stands for the symmetric local time at zero of R, i.e. L t (R) = lim ϵ→0 1 2ϵ 
When supp(µ) is finite this formula is due to Freidlin and Sheu (2000) (see also Hajri (2011) for another proof based on the skew Brownian motion). Our proof is based on standard approximations and Riemann-Stieltjes integration.
Proof. Note that H s
) is progressively measurable with respect to the filtration (F Z t ) and is locally bounded by the assumption (iii) on f , i.e. a.s. ∀t ≥ 0, sup s≤t |H s | < ∞. Thus the stochastic integral with respect to B Z is well defined. Again by (iii) , the integral
First, we will consider the case z = 0. Take f ∈ D, t > 0 and for ε > 0, define τ ε 0 = 0 and for n ≥ 0 σ
We will prove our formula first for g. We have
We will first identify lim ε→0 D ε t . We need the following
Proof.
Thus by conditioning with respect to F Z σ ε n , it will be sufficient to prove that a Walsh's Brownian motion Y started from a fixed y ̸ = 0 satisfies (2) with
′ , our claim holds by a simple application of Itô's formula for |Y | using the function f arg(y) .
Applying the previous lemma, we get
where we have used dominated convergence for stochastic integrals (see Revuz and Yor (1999) page 142) in the last line.
Using dominated convergence again we see that as ε → 0, D ε t converges in probability to
is independent of F R and in particular σ ε n and θ n are independent. Therefore we
] as ε → 0 and for ε < 1, we have
Note that a.s.
We will identify C t following Prokaj (2009) . Put 
As ε → 0, we have Y 
Let N(t, ε) be the number of upcrossings of the interval [0, t] by R. So
) j≥0 is a sequence of independent random variables having the same law µ, the Bernoulli law of large numbers (4), we obtain 
Now for z = 0, our formula follows from (3). The case z ̸ = 0 holds by discussing t ≤ τ and t > τ where τ is the first hitting time of 0 by Z and using the Itô's formula satisfied by Z ·+τ which is a Walsh's Brownian motion started from 0.
Some applications

Walsh's Brownian motion on graphs
The result of this section can be deduced from Hajri and Raimond (in press) but it has not been announced in that paper. Our purpose is to give an Itô's formula for Walsh's Brownian motion with the more general state space of a graph. This diffusion is defined by means of its infinitesimal generator in Freidlin and Sheu (2000) (see also Chapter 4 in Jehring (2009)). Along an edge it is like a Brownian motion and around a vertex it behaves like a Walsh's Brownian motion.
Let G be a metric graph equipped with the shortest path distance, denote by V , the set of its vertices, and by {E i ; i ∈ I} the set of its edges where I is a finite or countable set. To each edge E i , we associate an isometry e i :
We assume that Card I v < ∞ for all v and that inf i∈I L i > 0. To each v ∈ V and i ∈ I v , we associate a parameter p 
′′ (r) and take the following conventions for all v ∈ V , f ′ (v) = f ′′ (v) = 0. Let Z be a Walsh's Brownian motion on G associated to the family p and started from z, i.e. if E i is an adjacent edge to v, then from v, Z ''jumps'' to E i with probability p 
Proof. We take z = v a vertex point. We will define W until Z hits another vertex v ′ . The definition of W should be clear then using the strong Markov property and the successive hitting times of V by Z . Thus we can also assume that G is a star graph (has only one vertex and eventually an infinite number of edges) which we embed in the complex plane just to simplify notations. Let G
Now our result holds by applying Theorem 1.2 and taking care of the definition of the derivative of f in the proposition.
Harmonic functions on Walsh's Brownian motion
In Jehring (2009) Note that when m h is bounded our formula gives an explicit expression of this martingale:
Proof. By Theorem 1.2, using the function h
Thus for all s ≤ t,
Letting N → ∞ and using dominated convergence (note that
Stochastic flows in the plane
Let Z be a Walsh's Brownian motion started from 0 and define W = B Z . Then, we have R t = W t − min 0≤u≤t W u by Skorokhod Lemma (see Revuz and Yor (1999) page 239), σ (R) = σ (W ) and Θ t is independent of W for all t > 0. This situation is close to Tanaka's equation: if X satisfies
then σ (|X|) = σ (W ) and sgn(X t ) is independent of W for all t > 0. Theorem 2 allows thus to define the analogue of Tanaka's equation in the plane. This problem has been considered from the stochastic flows view point in Hajri (2011) for supp(µ) finite.
We say that (ϕ s,t (z)) 0≤s≤t,z∈E is a stochastic flow of mappings (SFM) on E as soon as ϕ s,t is measurable with respect to (z, ω), ϕ s,t and ϕ 0,t−s are equal in law, for any sequence {[s i , t i ], 1 ≤ i ≤ n} of non-overlapping intervals the mappings ϕ s i ,t i are independent, and we have the flow property: for all s ≤ t ≤ u and z ∈ E, a.s. ϕ s,u (z) = ϕ t,u • ϕ s,t (z). 
Following Le Jan and Raimond (2006) 
