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Abstract. A special structure of the two level orthogonal array of order 12
is given. By using this structure and the method of constructing mixed-level
orthogonal arrays presented by Zhang, Lu and Pang (1999), a lot of mixed-
level orthogonal arrays of run size 108 are obtained. Especially, we obtain an
orthogonal array of size 108 with 11 6-level columns.
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§1. Introduction
An n×m matrix A, having ki columns with pi levels, i = 1, 2, . . . , r, m =
r∑
i=1
ki,
pi = pj for i = j, is called an orthogonal array(OA) of strength d and size n
if each n× d submatrix of A contains all possible 1× d row vectors with the
same frequency. Unless stated otherwise, we use the notation Ln(pk11 · · · pkrr )
for an OA of strength 2. An orthogonal array is said to have mixed-levels
if r ≥ 2. Orthogonal arrays have been used extensively in statistical design
of experiments, computer science and cryptography. Constructions of mixed-
level OA’s have been studied in the literature. But our knowledge about
the existence and nonexistence of arrays is rather limited. Hedayat, Sloane
and Stufken (1999) stated that orthogonal arrays L72(67) and L288(611) exist.
How many 6-level columns can an orthogonal array of size 108 have? This
paper presents a special structure of orthogonal array L12(211). By using
this structure and the method of constructing mixed-level orthogonal arrays
presented by Zhang, Lu and Pang (1999), a lot of mixed-level orthogonal
arrays of 108 are obtained. Especially, we obtain an orthogonal array of size
108 with 11 6-level columns.
1
2 S. PANG AND Y. ZHANG
§2. Construction method
The following deﬁnitions, notations and results are needed in the sequel.
Let (r) = (0, . . . , r − 1)T , 1r be the r × 1 vector of 1’s and Ir the identity
of order r. Pr = 1r1r1
T
r and τr = Ir − Pr. Let ei(r) = (0 · · · 0
i
1 0 · · · 0)T1×r be a
base vector of Rr (r-dim vector space),
Nr = e1(r)eT2 (r) + · · · + er−1(r)eTr (r) + er(r)eT1 (r)
and
K(p, q) =
p∑
i=1
q∑
j=1
ei(p)eTj (q) ⊗ ej(q)eTi (p),
where ⊗ is the usual Kronecker product in the theory of matrices. Sometimes,
it is necessary and easy to use the following properties of those permutation
matrices Nr and K(p, q) to obtain the orthogonal arrays needed:
Nr · (r) = 1r + (r), mod r
K(p, q)(1q ⊗ (p)) = (p)⊗ 1q ,K(p, q)((q) ⊗ (p)) = (p)⊗ (q).
and
K(p, q)(Pq ⊗ τp)KT (p, q) = τp ⊗ Pq,K(p, q)(τq ⊗ τp)KT (p, q) = τp ⊗ τq.
Definition 1. Let A be an OA of strength 1, i.e.,
A = (a1, . . . , am) = (S1(1r1 ⊗ (p1)), . . . , Sm(1rm ⊗ (pm))),
where rjpj = n and Si is a permutation matrix, for i = 1, . . . ,m. Then the
projection matrix Sj(Prj ⊗ τpj )STj is called the matrix image (MI) of the jth
column aj of A, denoted by m(aj). The MI of a subarray of A is deﬁned as
the sum of the MI’s of all its columns. In particular, we denote the MI of A
by m(A).
From the deﬁnition of matrix image, we have
m(1r) = Pr,m((r)) = τr.
Definition 2. Suppose that Ln is an OA with entries from a ﬁnite addi-
tive group G, and that a and b are two columns of Ln. i.e., a = Ln(p) =
(a1, . . . , an)T and b = Ln(q) = (b1, . . . , bn)T . The generalized Hadamard
product of a and b, denoted a b, is deﬁned as
a b = (h(a1, b1), . . . , h(an, bn))T = (a1q + b1, . . . , anq + bn)T = Ln(t),
where t = pq and h(ai, bi) = aiq + bi for i = 1, . . . , n.
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Deﬁnitions 1 and 2 can be found in Zhang, et al (2001).
Lemma 1. For any permutation matrix S and any array L , m(S(L⊗1r)) =
S(m(L)⊗ Pr)ST , and m(S(1r ⊗ L)) = S(Pr ⊗m(L))ST .
Lemma 2. Let A be an orthogonal array of strength 1, i.e.,
A = (a1, . . . , am) = (S1(1r1 ⊗ (p1)), . . . , Sm(1rm ⊗ (pm))),
where rjpj = n and Si is a permutation matrix, for i = 1, . . . ,m. The follow-
ing statements are equivalent.
(1) A is an orthogonal array of strength 2.
(2) m(A) is a projection matrix.
(3) m(ai)m(aj) = 0 (i = j).
(4) The projection matrix τn can be decomposed as τn = m(a1)+ · · ·+m(am)+
∆, where rk(∆) = n− 1−
m∑
j=1
(pj − 1) is the rank of the matrix .
Lemma 3. Suppose τn1 =
∑
j SjAS
T
j and τn2 =
∑
j TjBT
T
j are orthogonal
decompositions of τn1 and τn2, respectively, where the Sj ’s and Tj’s are per-
mutation matrices and n = n1n2. Then τn1n2 can be orthogonally decomposed
into
τn1n2 =
∑
j
(Sj ⊗ Tj)(A⊗ Pn2 + In1 ⊗ B)(STj ⊗ T Tj ).
If there exists an orthogonal array H such that m(H) ≤ In1 ⊗ B + A ⊗ Pn2,
then
L = ((S1 ⊗ T1)H, (S2 ⊗ T2)H, . . . )
is also an orthogonal array.
Lemmas 1,2 and 3 can be found in Zhang, Lu and Pang (1999).
§3. A special structure of orthogonal array L12(211)
Consider the following orthogonal array L12(211)
L12(211) = [a1, . . . , a11] =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
00000000111
00000111000
00111000000
01011011110
01101101101
01110110011
10110011101
10101110110
10011101011
11100001010
11010100100
11001010001
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
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Let A1 = (a3, a4, a5), A2 = (a6, a7, a8) and A3 = (a9, a10, a11). It is easy
to see that A2 = TA1 and A3 = QA1, where T = diag(T1, T2, T3, T4), Q =
diag(Q1, Q2, Q3, Q4),
T1 =
⎛
⎝
1 0 0
0 0 1
0 1 0
⎞
⎠ , T2 = I3, T3 = T4 =
⎛
⎝
0 0 1
1 0 0
0 1 0
⎞
⎠
and
Q1 = Q2 =
⎛
⎝
0 0 1
0 1 0
1 0 0
⎞
⎠ , Q3 = Q4 =
⎛
⎝
0 1 0
1 0 0
0 0 1
⎞
⎠ .
From the deﬁnition of orthogonal array, there exists a permutation matrix S
such that
S(a3, a4) = (16 ⊗ (2),13 ⊗ ((2)⊕ (2)))
where (2) ⊕ (2) = (0, 1, 1, 0)T , where ⊕ is the usual Kronecker sum in the
theory of matrix. Let
S =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
100000000000
001000000000
000000000010
000010000000
010000000000
000001000000
000000001000
000000010000
000000000001
000000100000
000100000000
000000000100
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
and L112(2
11) = S(a1, a2, . . . , a11) = (b1, b2, . . . , b11), then we have b1 =
(001000111101)T , b2 = (001101001011)T , b3 = 16 ⊗ (2), b4 = 13 ⊗ ((2) ⊕ (2))
and b5 = (010100111010)T . Let B1 = (b3, b4, b5), B2 = (b6, b7, b8) and
B3 = (b9, b10, b11), then B2 = STS−1B1 and B3 = SQS−1B1. It follows that
L112(2
11) = (M1B1,M2B1,M3B1, b1, b2), where M1 = I12,M2 = STS−1,M3 =
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SQS−1. If set
M4 =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
100000000000
000010000000
010000000000
001000000000
000000001000
000000100000
000100000000
000000010000
000001000000
000000000001
000000000010
000000000100
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,
then
L112(2
11) = (M1B1,M2B1,M3B1,M4(b3, b4)).
L112(2
9) = (b5,M2B1,M3B1,M4(b3, b4)).
L112(2
8) = (M2B1,M3B1,M4(b3, b4)).
The structure of orthogonal array L12(211) is useful for construction of
other arrays.
We ﬁrst give some smaller orthogonal arrays and their matrix images which
will be used.
Theorem 1. There exist orthogonal arrays L36(63) and L36(6234) such that
m(L36(63)) ≤ I12⊗ τ3 +m(B1)⊗P3 and m(L36(6234)) ≤ I12⊗ τ3 + (P6⊗ τ2 +
P3 ⊗ τ2 ⊗ τ2)⊗ P3.
Proof. An orthogonal array L36(63 ·28) can be obtained by Zhang, et al (2001)
from the following formula:
L36(63 · 28) = [13 ⊗ L12(28), (((3) ⊕ (3))⊗ 14) (118 ⊗ (2)),
(((3)⊕ (3)+2) ⊗ 14) (19 ⊗ ((2)⊕ (2))), ((3) ⊕ a) (13 ⊗ b)],
where the operation is deﬁned in Deﬁnition 2 and OA L12(28) satisﬁes the
condition:
L112(2
11) = [16 ⊗ (2),13 ⊗ ((2)⊕ (2)), b5, L12(28)] = [B1, L12(28)].
Let L136(6
3 · 28) = K(12,3)L36(63 · 28), then L136(63 · 28) contains a subarray
L12(28)⊗ 13. On the other hand, we have
m(L136(6
3 ·28)) ≤ τ36 = I12⊗τ3+τ12⊗P3 = I12⊗τ3+(m(B1)+m(L12(28)))⊗P3.
Deleting L12(28)⊗ 13 from L136(63 · 28), we get an OA L36(63) satisfying
m(L36(63)) ≤ I12 ⊗ τ3 + m(B1)⊗ P3.
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Similarly and from the OA L36(62 ·34 ·29) in Zhang et al(2001), one can obtain
an OA L36(6234) such that m(L36(6234)) ≤ I12⊗τ3+(P6⊗τ2+P3⊗τ2⊗τ2)⊗P3.
This completes the proof.
Corollary 1. There are orthogonal arrays L36(31219), L36(32212), L36(3325),
L36 (6131210), L36(613223), L36(623121), L36(613822), L36(623421) and
L36(31223) whose matrix images are less than or equal to I12⊗τ3+m(B1)⊗P3.
There exist orthogonal arrays L36(31219), L36(32211), L36(3324), L36(613129),
L36(613222), L36(613821) and L36(31222) whose matrix images are less than or
equal to I12 ⊗ τ3 + (P6 ⊗ τ2 + P3 ⊗ τ2 ⊗ τ2)⊗ P3.
Proof. The proof is similar to that of Theorem 1. Using those orthogonal
arrays in Zhang, et al (1999) and Zhang, et al (2001), we can obtain the
orthogonal arrays we needed.
Now we illustrate construction of orthogonal array L108(61134).
Theorem 2. There exist orthogonal arrays L108(61134), L108(6103821), etc.
Proof. There exists Sj (j = 1, 2, 3, 4) such that
τ9 =
4∑
j=1
Sj(τ3 ⊗ P3)STj ,
where S1 = I9, S2 = K(3, 3), S3 = K(3, 3)diag(I3, N3, N23 )K(3, 3)
T , and
S4 = K(3, 3) diag(I3, N23 , N3) K(3, 3)
T . And from the OA L112(2
11), we have
the following decomposition of the projection matrix τ12:
τ12 =
3∑
j=1
(Mjm(B1)MTj ) + M4(P6 ⊗ τ2 + P3 ⊗ τ2 ⊗ τ2)MT4 .
Hence projection matrix τ108 can be orthogonally decomposed as
τ108 = I12 ⊗ τ9 + τ12 ⊗ P9
=
3∑
j=1
(Mj ⊗ Sj)(I12 ⊗ τ3 ⊗ P3 + m(B1)⊗ P9)(Mj ⊗ Sj)T
+ (M4 ⊗ S4)(I12 ⊗ τ3 ⊗ P3 + (P6 ⊗ τ2 + P3 ⊗ τ2 ⊗ τ2) ⊗ P9)(M4 ⊗ S4)T .
From Lemma 3, we obtain an orthogonal array L108(61134) as follows(see Table
1):
L108(61134) = [(M1 ⊗ S1)(L36(63)⊗ 13),
(M2 ⊗S2)(L36(63)⊗ 13), (M3 ⊗ S3)(L36(63)⊗ 13), (M4 ⊗ S4)(L36(6234)⊗ 13)].
Using the arrays in Corollary 1 to replace the arrays L36(63) and L36(6234)
in L108(61134) respectively, we can construct 1760 (220× 8) orthogonal arrays
such as L108(6103821), L108(6103222), L108(6103129), etc.
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Table 1. The orthogonal array L108(61134) = s1 − s11, t1 − t4
No. s1 s2 s3 s4 s5 s6 s7 s8 s9 s10 s11 t1 − t4
1 0 0 2 0 0 2 1 1 3 0 0 1122
2 0 0 2 2 2 4 3 3 5 4 4 0011
3 0 0 2 4 4 0 5 5 1 2 2 2200
4 2 2 4 0 0 2 3 3 5 2 2 2200
5 2 2 4 2 2 4 5 5 1 0 0 1122
6 2 2 4 4 4 0 1 1 3 4 4 0011
7 4 4 0 0 0 2 5 5 1 4 4 0011
8 4 4 0 2 2 4 1 1 3 2 2 2200
9 4 4 0 4 4 0 3 3 5 0 0 1122
10 1 1 3 2 4 2 0 0 2 2 4 1212
11 1 1 3 4 0 4 2 2 4 0 2 0101
12 1 1 3 0 2 0 4 4 0 4 0 2020
13 3 3 5 2 4 2 2 2 4 4 0 2020
14 3 3 5 4 0 4 4 4 0 2 4 1212
15 3 3 5 0 2 0 0 0 2 0 2 0101
16 5 5 1 2 4 2 4 4 0 0 2 0101
17 5 5 1 4 0 4 0 0 2 4 0 2020
18 5 5 1 0 2 0 2 2 4 2 4 1212
19 0 1 4 5 2 2 5 2 2 1 1 1122
20 0 1 4 1 4 4 1 4 4 5 5 0011
21 0 1 4 3 0 0 3 0 0 3 3 2200
22 2 3 0 5 2 2 1 4 4 3 3 2200
23 2 3 0 1 4 4 3 0 0 1 1 1122
24 2 3 0 3 0 0 5 2 2 5 5 0011
25 4 5 2 5 2 2 3 0 0 5 5 0011
26 4 5 2 1 4 4 5 2 2 3 3 2200
27 4 5 2 3 0 0 1 4 4 1 1 1122
28 1 0 1 1 0 1 1 0 1 0 1 2211
29 1 0 1 3 2 3 3 2 3 4 5 1100
30 1 0 1 5 4 5 5 4 5 2 3 0022
31 3 2 3 1 0 1 3 2 3 2 3 0022
32 3 2 3 3 2 3 5 4 5 0 1 2211
33 3 2 3 5 4 5 1 0 1 4 5 1100
34 5 4 5 1 0 1 5 4 5 4 5 1100
35 5 4 5 3 2 3 1 0 1 2 3 0022
36 5 4 5 5 4 5 3 2 3 0 1 2211
37 2 4 2 1 1 3 2 4 2 4 2 1221
38 2 4 2 3 3 5 4 0 4 2 0 0110
39 2 4 2 5 5 1 0 2 0 0 4 2002
40 4 0 4 1 1 3 4 0 4 0 4 2002
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41 4 0 4 3 3 5 0 2 0 4 2 1221
42 4 0 4 5 5 1 2 4 2 2 0 0110
43 0 2 0 1 1 3 0 2 0 2 0 0110
44 0 2 0 3 3 5 2 4 2 0 4 2002
45 0 2 0 5 5 1 4 0 4 4 2 1221
46 3 5 4 3 5 4 4 3 3 2 5 2121
47 3 5 4 5 1 0 0 5 5 0 3 1010
48 3 5 4 1 3 2 2 1 1 4 1 0202
49 5 1 0 3 5 4 0 5 5 4 1 0202
50 5 1 0 5 1 0 2 1 1 2 5 2121
51 5 1 0 1 3 2 4 3 3 0 3 1010
52 1 3 2 3 5 4 2 1 1 0 3 1010
53 1 3 2 5 1 0 4 3 3 4 1 0202
54 1 3 2 1 3 2 0 5 5 2 5 2121
55 2 5 3 3 4 1 2 5 3 1 0 2211
56 2 5 3 5 0 3 4 1 5 5 4 1100
57 2 5 3 1 2 5 0 3 1 3 2 0022
58 4 1 5 3 4 1 4 1 5 3 2 0022
59 4 1 5 5 0 3 0 3 1 1 0 2211
60 4 1 5 1 2 5 2 5 3 5 4 1100
61 0 3 1 3 4 1 0 3 1 5 4 1100
62 0 3 1 5 0 3 2 5 3 3 2 0022
63 0 3 1 1 2 5 4 1 5 1 0 2211
64 3 4 1 5 3 4 5 3 4 3 4 2121
65 3 4 1 1 5 0 1 5 0 1 2 1010
66 3 4 1 3 1 2 3 1 2 5 0 0202
67 5 0 3 5 3 4 1 5 0 5 0 0202
68 5 0 3 1 5 0 3 1 2 3 4 2121
69 5 0 3 3 1 2 5 3 4 1 2 1010
70 1 2 5 5 3 4 3 1 2 1 2 1010
71 1 2 5 1 5 0 5 3 4 5 0 0202
72 1 2 5 3 1 2 1 5 0 3 4 2121
73 4 2 1 0 1 4 4 2 1 3 5 1212
74 4 2 1 2 3 0 0 4 3 1 3 0101
75 4 2 1 4 5 2 2 0 5 5 1 2020
76 0 4 3 0 1 4 0 4 3 5 1 2020
77 0 4 3 2 3 0 2 0 5 3 5 1212
78 0 4 3 4 5 2 4 2 1 1 3 0101
79 2 0 5 0 1 4 2 0 5 1 3 0101
80 2 0 5 2 3 0 4 2 1 5 1 2020
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81 2 0 5 4 5 2 0 4 3 3 5 1212
82 5 3 4 2 5 3 3 4 1 5 2 2112
83 5 3 4 4 1 5 5 0 3 3 0 1001
84 5 3 4 0 3 1 1 2 5 1 4 0220
85 1 5 0 2 5 3 5 0 3 1 4 0220
86 1 5 0 4 1 5 1 2 5 5 2 2112
87 1 5 0 0 3 1 3 4 1 3 0 1001
88 3 1 2 2 5 3 1 2 5 3 0 1001
89 3 1 2 4 1 5 3 4 1 1 4 0220
90 3 1 2 0 3 1 5 0 3 5 2 2112
91 4 3 3 4 3 3 3 5 4 4 3 2112
92 4 3 3 0 5 5 5 1 0 2 1 1001
93 4 3 3 2 1 1 1 3 2 0 5 0220
94 0 5 5 4 3 3 5 1 0 0 5 0220
95 0 5 5 0 5 5 1 3 2 4 3 2112
96 0 5 5 2 1 1 3 5 4 2 1 1001
97 2 1 1 4 3 3 1 3 2 2 1 1001
98 2 1 1 0 5 5 3 5 4 0 5 0220
99 2 1 1 2 1 1 5 1 0 4 3 2112
100 5 2 2 4 2 1 0 1 4 5 3 1221
101 5 2 2 0 4 3 2 3 0 3 1 0110
102 5 2 2 2 0 5 4 5 2 1 5 2002
103 1 4 4 4 2 1 2 3 0 1 5 2002
104 1 4 4 0 4 3 4 5 2 5 3 1221
105 1 4 4 2 0 5 0 1 4 3 1 0110
106 3 0 0 4 2 1 4 5 2 3 1 0110
107 3 0 0 0 4 3 0 1 4 1 5 2002
108 3 0 0 2 0 5 2 3 0 5 3 1221
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