We analyze manifestations of so-called information entropy production and the role of information dynamics in the Schrödinger picture quantum evolution. Except for a brief notice in Ref. [13] , no attention has been paid to the full-fledged Schrödinger quantum evolution and to the fact that a central role in the formalism is in fact played not by the Fisher information, but by the (formally related) concept of (configurational) information entropy production, which appears to be inseparably tied with the dynamics of quantum probability densities and the persistence of steady (stationary) states.
mation entropy production: in dynamical systems subject to weak noise and nonequilibrium stochastic processes, [15] - [17] .
Let us specify the probabilistic framework. We consider spatial Markov diffusion processes with a diffusion coefficient (constant or time-dependent) D and admit them to drive space-time inhomogeneous probability densities ρ. The density gradient is introduced through so-called osmotic velocity
[24]), and throughout the paper we adopt D =h/2m .
Let us consider the function Q = Q( − → x , t), which is entirely composed in terms of − → u :
whose negative −Q is the familiar quantum potential [25] .
Since probability densities vanish at spatial infinities (otherwise at the finite spatial volume boundaries), we have:
dimensionally representing energy per unit of mass.
Remark 1:
In case of densities in one space dimension, an expression
has a functional form of the classic Fisher information [2, 5, 11, 12] encoded in the probability density ρ which quantifies its "gradient content" (basically its sharpness/localization/disorder properties). An important property of the Fisher information (normally devoid of any time dependence), stemming from the Cramer-Rao inequality in the statistical inference theory [6] , is that F −1 sets the lower bound for the variance of the random variable X(t) with values in R 1 , distributed according to ρ(x, t): X 2 − X 2 ≥ F −1 . In higher dimensions that generalizes to the matrix in-
ij where F −1 denotes the inverse of the Fisher information matrix F = (F ij )
and
It is the trace of F which appears explicitly in the right-hand-side
The Schrödinger equation gives rise to (suitable normalization being implicit) |ψ| 2 . = ρ. With a given probability density ρ( − → x , t), we can associate an information entropy S(t) (actually, configurational information entropy):
which is typically not a conserved quantity.
The rate of change in time of the information entropy S can be readily found by exploiting the continuity equation:
where
is a current velocity field.
Remark 2: Departing for a while from the pure quantum discussion, let us notice that a formal substitution of − → v = − − → u in Eq. (5) implies the standard free Brownian motion outcome: [20] . The high rate of the information entropy production corresponds to a rapid spreading (flattening down) of the probability density which directly depends on the "sharpness" of density gradients. This delocalization feature is concomitant with the decay in time property quantifying the time rate at which the far from equilibrium system approaches its stationary state of equilibrium:
Coming back to the quantum context, we admit general forms of the current velocity − → v ( − → x , t). We 
Boundary restrictions upon ρ, − → v ρ and − → b ρ to vanish at spatial infinities (or at finite spatial volume boundaries) yield the general entropy balance equation:
which can be rewritten as follows:
The first term in the entropy balance equation (7) is not positive definite and can be interpreted ([15] - [17] , see also [11] ) as an entropy flux while the second term refers to the entropy production proper. Concerning the "flux " term, it represents the mean value of the drift field divergence − → ∇ · − → b which by itself is a local measure of the flux incoming to (sink), or outgoing from (source) an infinitesimal surrounding of a spatial location − → x at time instant t.
If locally (
− → ∇ · − → b )( − → x , t) > 0, on an infinitesimal time-scale we would have encountered a local entropy increase in the system ("import of entropy" i. e. increasing disorder), while in case of In view of the strict positivity of the entropy production contribution (which may approach zero only asymptotically), we realize that both stationary and non-stationary steady states are admissible when the information entropy (4) remains constant in time.
That occurs only, if the mean divergence of the vector field − → b ( − → x , t) is negative and the resultant information entropy loss (due to drift field divergence) counterbalances the overall entropy production (e.g. gain) in the system:
entropy production at all.
Remark 3:
The latter property can be given a simple realization in terms of classical statistical mechanics (of Brownian particles) equilibrium conditions:
For a particular choice of so-called Smoluchowski process we
would have e.g.
where β is the (large) friction coefficient, m denotes the particle mass and − → F stands for an external (conservative) force. The classic equilibrium identity would read 
By means of the Schwarz inequality we get here:
which tells us that a necessary (albeit still insufficient) condition for dS dt = 0 is that both − → v 2 and − → u 2 are nonvanishing.
On the other hand, a sufficient condition for
the vanishing information entropy production implies dS dt = 0. The vanishing diffusion current does the same job.
The previous discussion may be nicely visualized in terms of simple quantum mechanical examples. We denote ψ = ρ 1/2 exp(iS) and v = ∇S, while the Schrödinger equation appears in the form
Case 1: Steady state, non-stationary dynamics in the harmonic potential.
Let us choose the probability density in the form:
where the classical harmonic dynamics with particle mass m and frequency ω is involved such that q(t) = q 0 cos(ωt) + (p 0 /mω) sin(ωt) and p(t) = p 0 cos(ωt) − mωq 0 sin(ωt). The forward drift is chosen in the form:
and additionally we take
as the phase exponent in the definition of the Schrödinger wave function ψ (the current velocity field v = ∇S derives directly once S(x, t) is given), compare e.g. Section 6 in Ref. [26] .
By inspection we can evaluate the rate of change of the information entropy. In view of
we readily get dS/dt = 0, as should be in case of the steady state.
Notice that the information entropy is conserved owing to the fact that an overall entropy production (at a constant rate ω) is compensated by the dynamical action of a sink located at the spatial origin 0.
Case 2: Dynamics of information entropy in case of free Schrödinger evolution
We shall consider the Gaussian wave-packet dynamics. To analyze the respective information entropy production, let us take advantage of so-called information-theoretic inequalities, whose derivation involves the previously mentioned Fisher information, [8, 9, 6] .
Let us consider a general one dimensional diffusion process with a nonvanishing forward drift b and a time-dependent diffusion coefficient D(t), in the course of which the mean value of the position (random) variable may differ from 0: X = 0.
The product of variances ( X 2 − X 2 ) · u 2 is known [9] to have a minimum whose exact value is D 2 (t). A necessary and sufficient condition for the probability density ρ = ρ(x, t) to yield that minimum, is that it has a Gaussian form:
For less specific, non-Gaussian probability densities, an inequality
holds true instead of the equality.
All that is a consequence of a classic observation, [6] , that for a one-parameter family ρ α (x) of probability densities (no explicit time dependence in the original argument !) with the first moment x · ρ(x)dx = f (α) and finite second moment, for which there exist both partial derivatives
∂α , we have fulfilled the inequality:
which is a prototype for (17), e.g. set ρ α (x) . = ρ(x − α). We stress that the relationship (17) appears to be purely kinematical and does not involve any detailed information about the dynamics of the system.
In view of (16)- (18) we can consider the wave packet, [27] , where:
Clearly, we have:
however, instead of a direct exploitation of Eq. (9), we first observe that (15), (16) can be efficiently utilized. Indeed, we have X = 0 and
. In view of eq. (17), where the equality holds true, we obtain
and consequently the information entropy time rate reads:
where the first term stands for the information entropy "flux" which takes negative values for times t < α 2 /2D, while the second term is the information entropy production with the monotonic decay property (c.f. Remark 2).
In the present case, we may easily evaluate the information entropy: S(t) = 1 2 ln eπ X 2 (t) and directly check all previous observations pertaining to the continual growth of the information entropy with time.
Case 3: Peculiarities of the free evolution: non-monotonic decay of the information entropy production
In the previous example, the entropy production time rate was negative for all times t > 0, hence the entropy production was a decreasing (decaying) positive function of time. This behavior is regarded to be generic in non-equilibrium statistical physics, [?] . However, the monotonic decay of the entropy production time rate is not a universal feature in the quantum context.
Namely, let us consider so-called "contractive" quantal probability densities, [28, 29] .
Let µ, ν be two complex numbers constrained by |µ| 2 − |ν| 2 = 1. We denote ξ = Im(µ * ν) where
Im stands for an imaginary part of a complex number. The contractive density at an initial time instant is determined by:
The function S 0 (x) which sets v 0 = 2D∇S 0 as the initial current velocity field for (6) and via b 0 = v 0 − u 0 also the initial forward drift for the Fokker-Planck dynamics (9), reads
It is a classic observation [28, 9] that the free (V = 0) Schrödinger evolution of so determined ψ propagates the related ρ 0 (x) into ρ(x, t) whose first moment is
while the variance exhibits somewhat unexpected property of first contracting, and only asymptotically spreading out according to text-book expectations
The choice of ξ > 0 (which in principle may be arbitrarily large) induces a narrowing of the initially given probability distribution with the time t > 0 flow. Only beginning from the critical time instant
the width of the probability distribution becomes to grow again after the contraction period, thus only asymptotically the monotonic disorder growth shows up, as manifested in the continual flattening of the probability density.
In view of the trivial translational dynamics of the probability density mean value (maximum), Eq. (26), and the arbitrariness of the initial choice of x 0 , we are allowed to consider a one-parameter family ρ α (x, t) = ρ(x − α, t) of space and time-dependent probability densities for each time instant t separately. That allows to mimic the statistical inference procedure described in Ref. [6] , which in fact has motivated the derivation of the inequality (18) .
By adopting x α = xρ α dxf (α) = α and next defining the variance (∆x)
to coincide with the right-hand-side of Eq. (27), we can exploit (18) . At each time instant t there holds:
Clearly, in the period of time [0, t cr ), the variance monotonically decreases (the probability density width is "shrinking"). Only beginning from t cr = D|µ − ν| 2 /ω the situation turns to "normal" when the variance begins to grow again. Hence, the entropy production does not necessarily display a monotonic decay in time, unless asymptotically.
The last topic, we wish to address is the dynamical role of the information entropy production in the quantum Schrödinger evolution. We refer to variational extremum principles, [25, 13, 31] , known to underly the Hamilton-Jacobi type reformulation of quantum theory.
By considering (−ρ)( − → x , t) and S( − → x , t) (such that − → v = − → ∇S, we incorporate dimensional constants into the definition of S) as canonically conjugate fields, we can derive the continuity (and thus FokkerPlanck) equation, together with the Hamilton-Jacobi type equation:
where Ω . = (1/2D)V , via the extremal (with fixed end-point variations) action principle involving the Lagrangian , [25, 31] :
The related Hamiltonian (actually mean energy of the system per unit of mass) reads
and in addition to the kinetic and the volume potential terms, involves a specific contribution to the energy H of the system which is directly proportional to the information entropy production (with a proportionality factor D/2, see Eqs. (7), (11)). Thus, the mean energy of the system gets increased by the information entropy production.
Let us notice that the total (mean value) energy of the system:
is a conserved finite quantity, provided Ω does not depend explicitly on time. This property follows directly from the Schrödinger equation and is valid in case of the free evolution as well.
The conservation of energy clearly demonstrates that, in the present case, the information entropy production and the kinetic energy of the system vary in time, while staying in a competition. In the previous Case 2 this amounts to a continual growth of the kinetic term at the expense of the deteriorating "entropic" (proportional to the entropy production) term. Those kinetic and entropic contributions may eventually "equilibrate" in the steady state (Case 1) when both must become time-independent. None of them can vanish as a consequence of the inequality (10).
The dynamical role of the information entropy production can be further elucidated by disregarding the entropy production term in Eq. (30) . We get (taking into account the continuity equation) at "wave equations" of classical mechanics, [25] . We shall also drop the potential term, so arriving at the standard (no Q) Hamilton-Jacobi equation ∂ t S + It is clear that a distinctive feature of quantum dynamics, if compared with the classical one, is that the information entropy production generates an additional amount of energy in the system. Moreover, this "entropic" energy contribution either stays in dynamical balance with the kinetic term, or may become entirely transformed into kinetic energy in the course of the system evolution in time.
Let us summarize our considerations. The main point of the paper is a detailed description a various manifestations of the information entropy production in the quantum Schrödinger dynamics.
Its central role in the probabilistic reformulation of the quantum dynamics has been established.
We have also given a sufficient condition for the information entropy to be a constant of motion:
that holds true if either the diffusion current or the entropy production, or simultaneously both vanish. Hence, typically the information entropy varies in time. The dynamical role of the information entropy production has come through variational arguments and amounts to its manifest presence as a distinguished contribution in the mean energy of the pertinent system. The conservation of mean energy explicitly indicates a possibility of metamorphoses of various forms of mean energy among themselves (like e.g. this of the "entropic" into kinetic contribution).
