Abstract. Let f : R m → R be a smooth function such that f (0) = 0. We give a condition on f when for arbitrary preserving orientation diffeomorphism φ : R → R such that φ(0) = 0 the function φ • f is right equivalent to f , i.e. there exists a diffeomorphism h :
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Abstract. Let f : R m → R be a smooth function such that f (0) = 0. We give a condition on f when for arbitrary preserving orientation diffeomorphism φ : R → R such that φ(0) = 0 the function φ • f is right equivalent to f , i.e. there exists a diffeomorphism h : R m → R m such that φ • f = f • h at 0 ∈ R m . The requirement is that f belongs to its Jacobi ideal. This property is rather general: it is invariant with respect to the stable equivalence of singularities, and holds for non-degenerated critical points, simple singularities and many others.
We also globalize this result as follows. Let M be a smooth compact manifold, f : M → [0, 1] a surjective smooth function, D M the group of diffeomorphisms of M , and D 
Introduction
Let M be a smooth (C ∞ ) connected compact m-dimensional manifold, P either the real line R or the circle S 1 , and D M and D P the groups of diffeomorphisms of M and P respectively. There are natural left actions of the groups D M and D M × D P on C ∞ (M, P ) defined by the following formulas: if f ∈ C ∞ (M, P ), h ∈ D M , and φ ∈ D P , then
These actions are often called right and left-right respectively. They were studied by many authors, see e.g. [1, 3] for references.
For f ∈ C ∞ (M, In fact, we obtain precise relationships between the topological (not just homotopy) types of these spaces.
1.1. Conditions on f . In order to formulate our main results (Theorems 1.3 and 1.5) we introduce the following conditions (V) and (J). Say that f ∈ C ∞ (M, P ) satisfies the condition (V) if (V) f is constant at every connected component of ∂M and has only finitely many critical values. For each point z ∈ M let C ∞ z (M ) be the algebra of germs of smooth functions at z. If f ∈ C ∞ z (M ), then the Jacobi ideal ∆(f, z) of f at z is the ideal in C ∞ z (M ) generated by partial derivatives of f at z. Evidently, it does not depend on a particular choice of local coordinates at z.
We will say that a mapping f ∈ C ∞ (M, P ) satisfies the condition (J) if the following holds true.
(J) Let z be a critical point of f and f : R m → R a local representation of f at z such that f (z) = 0. Then the germ of a function f at z belongs to the Jacobi ideal ∆(f, z). This means that there are smooth functions H 1 , . . . , H m such that
Moreover, if we define a vector field H near z by H = (H 1 , . . . , H m ), then (1.3) can also be written in the following form:
where H.f is a derivative of f along H. Notice, that conditions (V) and (J) are invariant with respect to left-right action.
1.1.1. Suppose that a function f ∈ C ∞ (M, P ) satisfies (V). Then the set of critical points of f may be infinite. Moreover, there may be critical points on ∂M .
The values of f on the connected components of ∂M will be called boundary ones. All critical and boundary values of f will be called exceptional and the inverse images of these exceptional values under f will be called exceptional levelsets. Since M is assumed compact, it follows that the set of exceptional values is finite.
Let n be the total number of exceptional values of f . If n = 0, then M is closed, P = S 1 , and f : M → S 1 is a locally trivial fibration. Otherwise, n ≥ 1. If P = S 1 , then we shall always regard S 1 as the group of reals modulo n: S 1 ≡ R/nZ, not R/Z as usual! Therefore in both cases of P we can assume that 1, . . . , n are all of the exceptional values of f . But for P = S 1 , they are taken modulo n, and in particular we have that n ≡ 0.
Let us define the following groups.
be the subgroup of D R consisting of diffeomorphisms that preserve orientation of R, have compact support, and leave the image [1, n] of f invariant;
• D e R be the subgroup of D
consisting of diffeomorphisms that also fix every exceptional value 1, . . . , n of f ; is a cyclic group Z n of order n;
, and O MP (f ) be respectively the stabilizers and the orbits of f under these actions. Evidently,
and
Finally, we endow the spaces D M , D P , and C ∞ (M, P ) with the corresponding C ∞ Whitney topologies. These topologies yield certain topologies on D MP and on the corresponding stabilizers and orbits of f .
Stabilizers. Let us say that a diffeomorphism
Thus applying φ to f (acting from the left) we remain in the right orbit O M (f ) of f . This explains the term "left-trivial". Let p : D M × D P → D P be the standard projection. Evidently, p is a homomorphism. Consider the restriction of p to S MP (f ), then its kernel coincides with S M (f ), and the image p(S MP (f )) ⊂ D P consists of all L-trivial for f diffeomorphisms. 
In the cases (1) and (2) p admits a continuous section
They always split in the cases (1) and (2) , and in the case (3) 
Notice that the existence of splittings in the cases (1) and (2) is rather natural, since p is a principal S M (f )-fibration and D e R and D e S 1 for n ≥ 1 are contractible, see Lemma 6.0.1.
Thus in the case (1) we obtain a homeomorphism S MR (f ) ∼ = S M (f )×D e R , whence the embedding S M (f ) ⊂ S MR (f ) is a homotopy equivalence.
In the case (2) we have that
Moreover, suppose that Z c is non-trivial, i.e. c > 1. Then there exists (h, φ) ∈ S MS 1 (f ), i.e. φ • f = f • h, such that φ cyclically shifts exceptional values 1, . . . , n of f and h cyclically shifts the corresponding exceptional level-sets of f :
where L k = f −1 (k) and each sum is taken modulo n. Thus the level-sets 
be the corresponding fiber. Choose some connection on M . Then for each smooth path ω : I → B there exists a smooth isotopy (consisting even of linear isomorphisms)
It follows that, if φ t : B → B is an isotopy and φ 0 = id B , then there is an isotopy h t : M → M such that h 0 = id M and the following diagram is commutative:
In other words, (h t , φ t ) belongs to the stabilizer of f under the left-right action of the group
Notice that the vector-bundle projection f is a smooth mapping without critical points. If we replace f with an arbitrary smooth mapping between arbitrary smooth manifolds, and try to construct such a "holonomy homomorphism", then we should put some restrictions on f and G. In particular, G must preserve the image of f and its "exceptional" values. Theorem 1.3 gives rather general conditions when such a homomorphism exists for the case dim B = 1.
1.4.
Orbits. We will now describe the relationships between the orbits. Definition 1.4.1. A critical point z of f ∈ C ∞ (M, P ) is essential, if for every neighborhood U of z there is a neighborhood U of f in C ∞ (M, P ) with C ∞ -topology such that each g ∈ U has a critical point in U .
2 and g(x) = x 3 . Then 0 ∈ R is an essential critical point for f but not for g. 
If n is even and n/c is odd, then
where S 1× R n−1 is the total space of a unique non-trivial
1.6. Structure of the paper. In Section 2 for each germs of "admissible" smooth functions α : R → R at 0 ∈ R (see Definition 2.0.1) we introduce and study a certain group L(α) of germs of diffeomorphisms R → R at 0. In Section 3 we consider the local left-right action of the groups of germs of diffeomorphisms of R m and R on the germs of smooth functions f : R m → R such that f (0) = 0. We give a sufficient condition J(α) on f when L(α) consists of L-trivial for f diffeomorphisms (Theorem 3.2). The most complete result (Theorem 3.3) which is also a local variant of Theorem 1.3 is obtained for f satisfying condition J(id) being a local analogue of (J). Section 4. We show that the condition (J) holds for a very large class of singularities and is invariant with respect to a stable equivalence of singularities (Lemma 4.0.5). On the other hand, there are singularities that do not satisfy this condition (Claim 4.0.9).
In Section 5 we prove Theorem 1.3. Section 6. The finite-dimensional spaces of adjacent classes of D Section 7. We give a sufficient condition for the continuity of the mapping k corresponding to each g ∈ O MP (f ) the ordered set of exceptional values of g (Lemma 7.0.1). We also show that without this condition k may loose continuity.
Finally in Section 8 we prove Theorem 1.5.
Groups L(α)
Let C ∞ 0 (R) be the algebra of germs of smooth functions at 0 ∈ R. For each µ ∈ C ∞ 0 (R) we will denote by
is equal either 0 or 1, and (2) there is a neighborhood U of 0 ∈ R such that the intersection α −1 (0) ∩ U is nowhere dense in U , thus α in not constant on open intervals near 0.
For each admissible α ∈ C ∞ 0 (R) we will now define a certain group L(α) of germs of diffeomorphisms of R at 0. They are analogous to the groups
Our situation is simpler since we consider diffeomorphisms of R, on the other hand dimension 1 allows to prove more. The proximity to the identity id R for diffeomorphisms of L(α) is defined not just up to order d but up to the admissible function α which can be flat. Moreover, our approach to L(α) differs from [2, §5] . We study this group using its characterization as the set of smooth shifts along trajectories of the vector field α(s) d ds on R, see Theorem 2.3. The formulas for shift-functions will play a key role in the proof of Theorem 1.3 and its local variant Theorem 3.2.
Definition of L(α).
Let α ∈ C ∞ 0 (R) be an admissible function. Then we define L(α) to be the the subset of D 0 (R) consisting of preserving orientation diffeomorphisms φ of the following form:
. In other words, φ − id R ∈ I α . Consider two cases. a) Suppose that α(0) = 0 and α
Remark 2.1.2. Condition (2) of Definition 2.0.1 implies that β φ is uniquely determined near 0 by φ. Indeed, if this condition is violated, then there is a sequence of mutually disjoint closed intervals A k converging to 0 and such that α| A k ≡ 0. Then varying β φ on A k we do not change φ.
Another description of L(α).
We show that L(α) coincides with the set of smooth shifts along trajectories of the vector field α(s) 
Moreover β φ = σ φ ω, where ω ∈ C ∞ 0 (R) and ω(0) = 1. Hence β φ (0) = σ φ (0). We will call σ φ a shift-function of φ with respect to F . Before proving this theorem let us deduce some corollaries.
Hence, again by Theorem 2.
Then the following conditions are equivalent:
Thus the group L(αµ) consists of all smooth shifts along trajectories of F whose shift-functions are proportional to µ, i.e. belong to the ideal I µ .
Proof. The equivalence (2)⇔(3) holds by Theorem 2.3, since
. By (2.1) and Remark 2.1.2 this condition is equivalent to the following
Proof. From (2.2) we get
Then it follows from Hadamard lemma and Theorem 2.3 that
Proof. It suffices to show that σ • φ ∈ I s k for every σ ∈ I s k and φ ∈ L(id). Indeed, we have that σ(s) = s kσ and
. Then it follows from (2.2) that τ α is a surjective homomorphism whose kernel is L(sα).
Thus for every admissible α we obtain a sequence of normal subgroups
2.4. Proof of Theorem 2.3. It suffices to establish the following proposition that describes formulas for F .
There is a smooth function γ on V × I such that
First we deduce Theorem 2.3.
Consider the function δ(s, t) = tγ(s, t). Notice that δ ′ t (s, 0) = γ(s, 0) = 1, whence there exists a smooth function q(s, t) such that t = δ(s, q(s, t)). Therefore, we put
2.5. Proof of Proposition 2.4.1. For simplicity we will sometimes omit the dependence on s and (s, t). Recall that F ′ t (s, 0) = α(s), whence the Taylor expansion of F (s, t) in t at (s, 0) has the following form:
This function is defined only for those (s, t) for which tα(s) = 0. Nevertheless, since F (s, 0) = s, it follows that (F (s, t) − s)/t is smooth. Moreover, for t = 0 we have that α(s) = 0 iff F (s, t) = s.
Lemma 2.5.1. γ(s, t) satisfies the following differential equation:
where µ is a certain smooth function on U × I. Whence
where c(t) is a smooth function such that c(0) = 1. Thus γ is smooth on U × (−ε, ε) for sufficiently small ε > 0 and Differentiating both sides of this equality in s we get
Claim 2.5.2. The first term of the numerator in (2.6) is equal to
,
where µ(s, t) is a certain smooth function. Hence (2.6) can be rewritten in the following form:
which gives us (2.5). Notice that γ(s, 0) = 1 c(0) , whence γ(s, t) = 1 c(0) + tβ(s, t) for some smooth function β(s, t). Therefore
Comparing this with (2.4) we obtain that c(0) = 1. Lemma 2.5.1 and Proposition 2.4.1 are proved. .2) respectively. We will call these actions local right and local left-right respectively.
We also say that f, g ∈ C ∞ 0 (R m ) are left-right (right) equivalent iff they belong to the same orbit with respect to a local left-right (right) action.
For f ∈ m(R m ) let
be the stabilizer of f with respect to this action.
3.1. Property J(α). Notice that each f ∈ m(R m ) yields a homomorphism of algebras:
Equivalently, there exists a vector field H at 0 ∈ R m such that
For instance, if α = id R , then J(id) means that f ∈ ∆(f, 0), which is precisely the condition (J). More generally, if (2) Property J(s k ) is invariant with respect to local left-right equivalence. (2) is that
This property may not hold in general. For example, let does not extend to a smooth function near 0.
3.1.4. The following theorem establishes the relationships between the group L(α), the condition J(α) for f , and the stabilizer S R m ,R (f ).
Moreover, let H be a flow generated by H. Then θ is defined by the following formula:
is a shiftfunction of φ with respect to the flow generated by the vector field
As a particular case of this theorem we obtain the following local variant of Theorem 1.3. 
The converse statement is evident.
We shall prove Theorem 3.2 in Section 3.5.
Characterization of property J(α)
. Let H be a vector field on R m and H : U × I → R m a local flow generated by H, where U is a neighborhood of 0 ∈ R m and I is an open interval containing 0 ∈ R. Let α : R → R be a smooth function,
ds a vector field on R, and F : V × I → R a local flow generated by F , where V is a neighborhood of 0 ∈ R. Notice that F is a section of a (trivial) tangent bundle T R defined by
Lemma 3.4.1. Suppose that f : R m → R is a smooth function such that f (0) = 0. Then the following conditions on H, F , H, F , and α are equivalent:
(1) The following diagram is commutative:
which is precisely condition J(α).
(2) For each t ∈ I the following diagram is commutative:
(3) For each smooth function σ : V → I define two mappings
Then the following diagram is commutative:
In this case h σ is an embedding iff φ σ is. (4) There exist smooth isotopies
(2)⇔(3) Statement (3) can be obtained by substituting into (2) the function σ • f (x) instead of t. Conversely, (2) is a particular case of (3) for the constant function σ(s) = t.
It remains to prove that h σ is an embedding iff φ σ is. By [4, Theorem 19] h σ (resp. φ σ ) is an embedding that preserves orientations of trajectories of F iff H.(σ • f ) > −1 (resp. F.σ > −1). But under assumption (1) these expressions coincide:
(2)⇒(4) It suffices to setF = F andH = H, where F and H are the corresponding flows. Then condition (3.2) simply means that F and H are generated by F and H respectively.
(4)⇒(1) Let H t (x) =H ′ t (x, t) be the one parametric family of vector fields on U corresponding to the isotopyH t . Differentiating f •H(x, t) =F (f (x), t) in t we obtain
Let us mention one particular case of Lemma 3.4.1 which will play a crucial role in the proof of Theorem 1.3. For the convenience of the reader we formulate this statement explicitely. 
It remains to show that θ is a homomorphism. Let φ i (s) = F (s, σ i (s)) and
),
3.6. Problems. By Theorem 3.2 we know that if f satisfies J(α), then L(α) in cluded in the group p(S R m ,R (f )) of all L-trivial diffeomorphisms for f . In the next section we will prove that a very large class of functions f satisfies the "maximal" condition J(id) which is the same as (J). The property (J) appears typical since it holds for non-degenerate critical points, all simple singularities A k , D k , E 6 , E 7 , E 8 , and even for formal series. Thus for these functions by Theorem 3.2 we have that
. Moreover, we also show that (J) is invariant with respect to the stable equivalence of singularities (Definition 4.0.6).
On the other hand, there are singularities that do not satisfy (J), see Claim 4.0.9. This yields the following problems whose solutions would probably give new invariants of pathological singularities and in particular of flat functions. Recall that f has property J(id) at 0 ∈ R m provided f ∈ ∆(f, 0). Moreover, by (2) of Lemma 3. 
Then f also has property J(id), i.e. f ∈ ∆(g, 0).
Proof. We will show that in all the cases βH.f = f for some β ∈ C ∞ 0 (R).
(2) It is well known that the following function ψ(x) = e
Suppose that in some local coordinates at 0 the function f satisfies one of the following conditions:
, which is equivalent to the assumption that 0 is a regular point of f ; 
(v) Let s ≥ 1 be the first number for which f (s) (0) = 0. Then f is right equivalent to x n , and our statement follows from (ii). 
, where x = (x 1 , . . . , x m ) ∈ R m and y = (y 1 , . . . , y n ) ∈ R n . Then f and g have property J(id) iff h has.
Proof. Suppose that f (x) = F.f (x) and g(y) = G.g(y) for certain vector fields F and G defined on R m and R n respectively. We can regard these vector fields as components of the following vector field H(x, y) = (F (x), G(y)) on R m+n . Then G.f = F.g = 0, whence
Conversely, suppose that h(x, y) = H.h(x, y), where H(x, y) = (F (x, y), G(x, y)) is a certain vector field on R m+n . Notice that
where F = (F 1 , . . . , F m ) and G = (G 1 , . . . , G n ).
LetF (x) = F (x, 0) andḠ(y) = G(0, y) be vector fields on R m and R n respectively. By (i) of Lemma 4.0.3 we can assume that 0 ∈ R m and 0 ∈ R n are critical points for f and g respectively. Then f 
and similarly g(y) =Ḡ.g(y). 
such that m 1 + n 1 = m 2 + n 2 and functions f 1 + g 1 and f 2 + g 2 defined on R Proof. We should find formal series
This relation gives a system of linear equations on the coefficients of H i such that the solution can be found recurrently. The details are left to the reader. This statement gives a hope, that J(id) holds for analytical functions, and in particular for polynomials (as usual, we have to seek for converging series H i ), but I do not know is it true. On the other hand, the following statement shows that J(id) can fail in the non-analytical case. Proof. Suppose that f = H.f for some smooth vector field H. Since z i is a critical point, we have df (z i ) = 0 for all i, whence H.f (z i ) = 0. On the other hand f (z i ) = 0 by the assumption. Hence the equality f (z i ) = H.f (z i ) is impossible.
Proof of Theorem 1.3
Lemma 5.0.1. Suppose that f ∈ C ∞ (M, P ) satisfies the condition (V). Let also p : D M × D P → D P be the projection onto the second multiple. Then
. We claim that φ preserves the set E f = {1, . . . , n} of exceptional values of f . Indeed, h interchanges level-sets of f in same manner as φ interchanges values of f . Denote by Σ f the set of critical points of f . Since h is a diffeomorphism, it preserves the sets f −1 (f (Σ f )) and f −1 (f (∂M )). Therefore, φ preserves f (Σ f ) ∪ f (∂M ) = E f . This proves our lemma for the case P = S 1 as by the definition D E S 1 consists of preserving orientation diffeomorphisms that also preserves E f . If P = R, then φ also preserves the ordering of the finite set E f and therefore fixes it point-wise, i.e. φ ∈ D For i = 1, . . . , n let
3 ) respectively lower and upper part of U i .
Thus the restrictions of f to U i and to V i can be regarded as functions
Lemma 5.1.1. In some neighborhood of L i there is a vector field G i such that
Proof. Notice that for each point z ∈ L i there is a neighborhood U z ⊂ U i and a vector field G z defined on U z such that such that G z .f = f − i. For critical points of f this follows from the condition (J) and for the regular ones from (1) 
Notice, that f has no critical points in V i , whence there is a vector field H i on V i such that H i .f > 0. We can assume that H i generates a global flow H i :
Moreover, not violating condition (5.1) we can also suppose that
Then
Schematically vector fields G i and H i can be represented by the behavior of f along their trajectories, see Figures 1a ) and 2a). Thus f increases along H i and along "upper" part of G i and decreases along "lower" part of G i . A bold point on the arrow means that G i is tangent to the i-th level-set of f .
Suppose that either P = R or P = S 1 but n is even. Then vector fields H i and G i give a global vector field F on M . To construct F we should just change signs of all H 2i and G 2i (having even indices), see Figures 1b) and 2b) . In Figure 1c ) such a vector field is shown for a height function on 2-torus. The critical points of f are in bold. Together with white points they constitute the set of singular points of F . Existence of F would simplify the proof. But we shall not use this approach since for the case P = S 1 and n is odd such a vector field F does not exist, see Figure 2c ).
... Figure 2 .
Moreover, all these diffeomorphisms will coincide at common points of their ranges and therefore define a self-diffeomorphism h of M satisfying the statement of our lemma.
Step 1. Definition of σ i and h i . For each x ∈ V i let ω x ⊂ V i be the trajectory of x with respect to H i . Notice that f maps ω x diffeomorphically onto the open interval (i, i + 1) and ω x transversely intersects level-sets of f . Let y be a unique intersection point of ω x with the level-set f −1 (φ • f (x)) of f , see Figure 3 . Set
Let also σ i (x) be the time along ω x with respect to H i from x to y. Then y = h i (x) = H i (x, σ i (x)). Let us show that σ i is smooth. This will imply a smoothness of h i . Let z ∈ V i . Then H i (z) = 0, whence we can assume that in some local coordinates (x 1 , . . . , x m ) at z we have H i (x) = (1, 0, . . . , 0). For simplicity designate x = (x 2 , . . . , x m ) and x = (x 1 , . . . , x m ) = (x 1 , x).
It follows that H i (x, t) = (x 1 + t, x). Suppose that a point y belongs to the trajectory γ x of a point x = (x 1 , x). Then y = (y 1 , x) . Moreover, the time between x and y on γ x is equal to y 1 − x 1 .
Since H i .f = f ′ x1 = 0, it follows that there exists a unique smooth function q(x) such that x 1 = q(f (x), x). Then from the definition of σ i we get that
whence σ i and h i are smooth. Let us verify that h i is a diffeomorphism at each point z ∈ V i . By [4, Theorem 19 ], this is true if and only if the following relation holds true for all z ∈ V i :
Notice that
and q ′ x1 have same signs. Therefore H i .σ i + 1 > 0.
Step 2. Definition of ρ i and g i . Suppose that z ∈ L i . Recall that we wish to define g i by (5.2). For simplicity assume that f (z) = 0. Then φ(0) = 0 and by the Hadamard lemma φ(s) = s ·φ(s) for some smooth functionφ(s) such that
whence we set
It follows that ρ i and g i are smooth on some neighborhood
Since f (z) = 0, we get G i .ρ i (z) = 0 > −1. Hence g i is a diffeomorphism near z.
Step 3. Coherency of h i and g i . We have to show that g i = h i on U + i and
Notice that f is monotone along trajectories of H i and those trajectories of
Thus the correspondence φ → h is a mapping θ : D e P → D M such that (θ(φ), φ) ∈ S MP (f ). It remains to prove the following two statements.
Thusθ ∈ S M (f ) and therefore it preserves each level-set of f . Let z ∈ V i and γ z be the trajectory of z with respect to H i . By the construction each θ k preserves γ z for k = 0, 1, 2, whence so doesθ. Thereforeθ also preserves the intersection Proof. This follows from formulas (5.2), (5.3), and (5.5). We leave the details to the reader.
Proof of Proposition
To construct σ, notice that there exists an isotopy φ t : S 1 → S 1 such that φ 0 = id S 1 and φ 1 = φ. Let x ∈ M , and γ : [0, 1] → S 1 be the path of the point f (x) under φ t , i.e. γ(t) = φ t (f (x)). Since f is a locally trivial fibration, we see that there exists a unique lifting ω : [0, 1] → M of γ to M that starts at x and lies in the trajectory of x with respect to H. Thus ω(0) = x, f (ω(x)) = γ(t) = φ t (f (x)), and ω[0, 1] is a part of H-trajectory of x.
Let σ(x) be the time along ω with respect to H and h(x) = H(x, σ(x)). Then similarly to Step 2 of Lemma 5.1.3 it can be shown that σ and H are smooth.
Notice that the definition of σ and h depends on the isotopy φ t . Since D + S 1 is not contractible, it follows that in general we can not choose h to continuously depend on φ.
Suppose f is a trivial fibration, i.e. M = N × S 1 and f :
Conversely, suppose that there exists a continuous mapping θ :
be the "rotation" isotopy of S 1 : φ t (s) = s+t mod 1. This isotopy yields an isotopy h t = θ(φ t ) of M (h t isà priori just continuous, but this is enough for the proof of triviality of f ). Since φ 0 = φ 1 = id P , we also have that h 0 = θ(φ 0 ) = θ(φ 1 ) = h 1 .
Denote N = f −1 (0). Then h t yields a continuous map q :
It is easy to verify that q is a homeomorphism. Moreover, the
i.e. it coincides with the projection N × S 1 → S 1 . Hence f is a trivial fibration.
6. Factor spaces D Proof. For each of these groups its contracting H can be defined by the standard formula: H(φ, t)(x) = (1 − t)x + tφ(x).
Theorem 6.1. There are homeomorphisms
/D e R be the natural projection. Consider the following subset of R n−2 :
Evidently, ∆ n−2 is open and convex subset of R n−2 , whence it is diffeomorphic with R n−2 . We shall show that D . This mapping evidently factors to a unique bijection c : D
Our aim is to prove that c is a homeomorphism for all C r -topologies. It is easy to see that e is continuous in C 0 -topology (C 0 -continuous). Hence it is so in all C r -topologies for r = 1, . . . , ∞. Then from the definition of the factor-topology on D
, we obtain that c is also C r -continuous for r = 0, . . . , ∞.
We will now show that e admits a section s :
which is C rcontinuous for every r = 0, . . . , ∞. It follows that so is c −1 = e • s, whence c is a C r -homeomorphism. Consider another subset of R n :
Then ∆ n−2 can be identified with the subset {1} × ∆ n−2 × {n} of ∆ n .
Lemma 6.1.1. There exists a smooth function u : ∆ n × R → R with the following properties: (x 1 , . . . , x n , t) = t for t ≤ 0 and t ≥ n + 1; (3) u (x 1 , . . . , x n , k) = x k for k = 1, 2, . . . , n. (4) u (1, 2, . . . , n, t) = t for t ∈ R.
It follows from this lemma that u yields a section s :
defined by the following formula:
s(x 2 , . . . , x n−1 )(t) = u(1, x 2 , . . . , x n−1 , n, t).
Notice that by (2) all diffeomorphisms s(x 2 , . . . , x n−1 ) are fixed outside [0, n+ 1]. This implies that u is uniformly continuous, whence s is continuous in all C rtopologies.
Indeed, let x = (x 2 , . . . , x n−1 ) ∈ ∆ n−2 , ε : M → (0, ∞) be a strictly positive continuous function, and B ε be a base neighborhood of φ in some C r -topology
By uniform continuity of u there is a neighborhood V of x in ∆ n such that
, whence s is continuous in C r -topology for all r < ∞. Therefore it is also continuous in C ∞ -topology. This proves case R of our theorem modulo Lemma 6.1.1.
Proof of Lemma 6.1.
. . , x n , t) = 1, for t ∈ (0, n + 1); Thus it suffices to construct a function v satisfying the conditions (1 ′ )-(4 ′ ). Then (1)-(4) will be satisfied.
For every pair a < b ∈ R we will now define a smooth function q a,b (t, s) ≥ 0 such that (2 ′′ ) q a,b (t, s) = 0 for t ∈ (a, b) and s ∈ R, and
It follows from (3 ′′ ) and the condition q a,b (t, s) ≥ 0 that
Then v can be defined as follows:
Indeed, v > 0. Further, (2 ′ ) and (4 ′ ) follows from (2 ′′ ) and (4 ′′ ) respectively. Finally, let us verify (3 ′ ). If k = 0, . . . , n, then we have
Thus it remains to construct q a,b ≥ 0 satisfying (2 ′′ ) and (3 ′′ ). Consider the following C ∞ -functions 
Thus γ is a diffeomorphism of R onto −(b − a), +∞ . Let γ −1 : −(b − a), ∞ → R be a diffeomorphism inverse to γ. Then the following function satisfies (2 ′′ ) and (3 ′′ ):
Indeed, (2 ′′ ) is obvious. Let us verify (3 ′′ ):
Proof. Case P = S 1 . Recall that the n-th configuration space of S 1 is the following subset
be the connected component of F n (S 1 ) containing the point (1, . . . , n). Denote also
is an open and convex subset of R n−1 , whence it is diffeomorphic with R n−1 .
Proof. Recall that we regard S 1 as R/nZ. Consider the following mapping ξ :
where the differences are taken modulo n, and [x] means x mod n. Since x a = x a ′ for a = a ′ , it follows that ξ is well defined. Notice also that ξ(1, . . . , n − 1, n) = (1, . . . , n − 1, [n]). Evidently, ξ is smooth and admits a smooth right inverse s :
. . , t n−1 + x, x). Since ∆ n−1 × S 1 is connected, it follows that ξ yields a diffeomorphism of the connected component of F n (S 1 ) containing the point (1, . . . , n), i.e. where q is a factor-mapping. Thus in order to show that e is a homeomorphism it suffices to prove that ξ • e :
Consider the composition:
As in the previous case it suffices to find a continuous section s :
Let u : ∆ n−1 × R → R be the function constructed in Lemma 6.1.1 but for n − 1. Then u maps the set ∆ n−1 × [0, n] onto [0, n] so that u(x, 0) = 0 and u(x, n) = n for all x ∈ ∆ n−1 . Hence u yields a continuous mapping ω : ∆ n−1 × S 1 → S 1 defined by factorization of [0, n] onto S 1 by gluing the ends 0 and n.
t (x, n) = 0 for s ≥ 2 and x ∈ ∆ n−1 . Hence, ω is in fact C ∞ . Then it is easy to verify that the following mapping s :
s(x 1 , . . . , x n−1 , t)(τ ) = ω(x 1 , . . . , x n−1 , τ ) + t mod n is a continuous section of E. Theorem 6.1 is completed.
6.2. Cyclic actions on F n (S 1 ). Consider the action of the group Z n on F n (S 1 ) by cyclic shift ν : F n (S 1 ) → F n (S 1 ) of coordinates:
Evidently, this action is free and ν(F n (S 1 )) = F n (S 1 ). Moreover, ν preserves orientation of F n (S 1 ) iff and only if n is odd. Suppose that n = cd and let Z c be a cyclic subgroup of order c of Z n generated by ν d .
Lemma 6.2.1. Suppose that n is even and d = n/c is odd, then
Proof. The proof is direct and based on the remark that ν d reverses orientation if and only if n is even and d is odd.
Exceptional values
Suppose that f ∈ C ∞ (M, P ) satisfies the condition (V). To each g ∈ O MP (f ) we will now correspond the set of its exceptional values and give the condition on f when this correspondence is continuous. If P = R, then for every g ∈ O MR (f ) the ordered (by increasing) set of its exceptional values represents a point in
since the minimal and maximal values 1 and n are fixed with respect to D MR . Hence we have a well-defined mapping
Suppose that P = S 1 . Then the exceptional values of f are ordered only cyclically. Therefore the set of exceptional values of g ∈ O MS 1 (f ) is a point [g] in the factor space F n (S 1 )/Z n . Moreover, since we act by the connected group D + S 1 , we see that [g] belongs to the connected component of F n (S 1 )/Z n containing the class of a set 1, . . . , n of exceptional values of f . This connected component is F n (S 1 )/Z n , whence we get the following mapping:
if n is odd and S 1 ×∆ n−1 for even n. We will now give a sufficient conditions for continuity of k and show that without this condition k can loose continuity even in C ∞ -topology of O MP (f ). Proof. It suffices to prove continuity of k at f . Choose some ε ∈ (0, 1/3) and let
(i−ε, i+ε) be a neighborhood of the set of exceptional values of f . We have
be the set of critical points belonging to the i-th exceptional level-set of f . Evidently, C i ∩ C j = ∅ for i = j. Also C i = ∅, iff i is a boundary but not a critical value of f .
We will assume that M is given with some Riemannian metric. Then for every g ∈ C ∞ (M, P ) the norm dg(x) of the differential of g at every x ∈ M is well defined. Notice that df = 0 on C i . Hence there is a δ > 0 and for every i = 1, . . . , n a compact neighborhood V i of C i such that
V i , and
Let Λ be the set of critical values of f that are not boundary ones. If i ∈ Λ, then by the assumptions there is an essential critical point z i ∈ C i ⊂ V i . Hence for a neighborhood V i we can find a neighborhood U i of f in C ∞ (M, P ) such that every g ∈ U i has a critical point in V i .
Let also U 0 be a C 1 -neighborhood of f in C ∞ (M, P ) consisting of smooth functions g such that (i) dg > δ on M \ V , and (ii) |f − g| < ε.
Indeed, suppose that g ∈ U ∩O MP (f ). We have to show that the i-th exceptional value of g differs from i less than ε. Since g has precisely n exceptional values, it suffices to prove that every interval of the form (i − ε, i + ε) for i = 1, . . . , n contains an exceptional value of g.
It follows from (i) that g may have critical points only in V . If i ∈ Λ, then g has a critical point in V i by the construction of U i .
Moreover, by (ii) the boundary values of g on the connected components of ∂M differ from the corresponding values of f less than ε. Thus every interval (i−ε, i+ε) for i = 1, . . . , n contains an exceptional value of g. Lemma is proved. Let U a and U b be two disjoint ε-neighborhoods of a and b for some ε > 0, U be a neighborhood of [a, b], and 0 < δ <
It is easy to see that V contains a function
The construction of g is illustrated on the right diagram of Figure 4 . The idea is that a critical point a can be eliminated by arbitrary small perturbation of f in any C r -topology. On the other hand, we can "create" a critical point equivalent to a in arbitrary small neighborhood of b. All this can be produced by conjugating f so that g − f r U < δ.
Thus both critical values
Since this holds for arbitrary small δ, we obtain that k is not continuous in C r -topology for arbitrary r ≥ 0, whence it is not continuous in C ∞ -topology.
Proof of Theorem 1.5
Suppose that f ∈ C ∞ (M, P ) satisfies the conditions (J) and (V), and every critical level-set of f either has an essential critical point or includes a connected component of ∂M . By Lemma 7.0.1 the latter assumption implies that the mapping k corresponding to each g ∈ O MP (f ) its ordered set of exceptional values is continuous.
8.1. Case R. Notice that we have the following commutative diagram:
in which c is a homeomorphism and the other right horizontal arrows are continuous bijections. Moreover, every upper vertical arrow is an embedding and every lower vertical one is a mapping onto.
The following lemma implies Theorem 1.5 for the case P = R. • g = sk(g)
Now it is easy to see that the following two mappings are continuous and mutually inverse:
where g ∈ O MR (f ), ψ ∈ O M (f ) and z ∈ ∆ n−2 . Suppose that (g, {x a }) ∈ O MS 1 (f ), i.e. g = φ • f • h −1 and φ(a) = x a for a = 1, . . . , n. We have to show that ν d · (g, {x a }) = (g, {x a+d }) also belongs to
Moreover, φ •φ(a) = φ(d + a) = x d+a . Thus puttingφ = φ •φ andĥ = h •h we see that τ (ĥ,φ) = (g, {x d+a }), i.e. (g, {x d+a }) belongs to the image O MS 1 (f ) of τ . Thus O MS 1 (f ) is invariant under Z c .
Since Z c is finite and its action is free and p 1 -equivariant, it follows that the factor mapping O MS 1 (f ) → O MS 1 (f )/Z c is a c-sheet covering. Moreover, since p 1 is onto, we obtain that p 1 yields a continuous bijection µ : O MS 1 (f )/Z c → O MS 1 (f ).
Finally, suppose that k is continuous. We will show that p 1 is a local homeomorphism. This will imply that so is µ, whence µ is in fact a homeomorphism. It suffices to prove that p 1 admits continuous local sections, i.e. for every (g, x) ∈ O MS 1 (f ) there exists a neighborhood U g of g in O MS 1 (f ) and a continuous mapping G : U g → F n (S 1 ) such that (g ′ , G(g ′ )) ∈ O MS 1 (f ) and G(g) = x. Notice that we have the following maps:
Let (g, x) ∈ O MS 1 (f ) and [x] = ν(x) be the class of x in F n (S 1 )/Z n . Then k(g) = [x]. Since ν is a covering, there is a neighborhood U x of x in F n (S 1 ) and a neighborhood V [x] of [x] in F n (S 1 )/Z n such that ν homeomorphically maps U x onto V [x] . Let U g = k −1 (V [x] ). Since k is continuous, we obtain that U g is an open neighborhood of g. Then the mapping ν −1 • k : U g → U x is a local section of p 1 .
Consider now the projection k 2 : O MS 1 (f ) ⊂ O MS 1 (f ) × F n (S 1 ) → F n (S 1 ). Since the composition
is given by (h, φ) → φ(1), . . . , φ(n−1) , we get the following commutative diagram: 
Then it remains to apply Lemma 6.2.1. Theorem 1.5 is completed.
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