We show that a generic quasiperiodically forced circle homeomorphism is mode-locked: the rotation number in the fibres is rationally related to the rotation number in the base and it is stable under small perturbations of the system. As a consequence, this implies that for a generic parameter family of quasiperiodically forced circle homeomorphisms satisfying a twist condition, the graph of the rotation number as a function of the parameter is a devil's staircase.
Introduction
One of the cornerstones of low-dimensional dynamics is Poincaré's rotation theory on the circle. Given an orientation-preserving circle homeomorphism f : T 1 → T 1 , where T 1 = R/Z, and a lift F : R → R, the rotation number of F is defined as ρ(F ) = limn→∞(F n (x) − x)/n. This limit always exists and is independent of x (e.g. [1, 2] ). In this context, mode-locking means that the rotation number of f is constant under small C 0 -perturbations. This can only happen if ρ(f ) is rational and occurs, for example, if f has a stable fixed or periodic point. More generally, f is mode-locked if and only if there exists a non-empty interval I T 1 and some p ∈ N such that f p maps I strictly inside itself (that is f p I ⊆ int(I)). This is true for an open and dense set of orientation-preserving circle homeomorphisms, so that in this setting mode-locking is generic in a topological sense. Further, one may consider parameter families of circle homeomorphisms (fτ ) τ ∈T 1 which satisfy a twist condition, that is, for all x ∈ T 1 the mapping τ → fτ (x) is strictly order-preserving (that is, an orientation-preserving circle homeomorphism as well). Then as a consequence of the above, one obtains that in the topologically generic case the map τ → ρ(fτ ) is locally constant on an open and dense set of parameters, so that its graph is a devil's staircase.
Our aim is to study the analogous phenomenon in the context of quasiperiodically forced (qpf ) circle homeomorphisms. These are homeomorphisms of the two-dimensional torus, homotopic to the identity, with skew product structure
, f (θ, x) = (θ + ω, f θ (x)) .
Usually ω ∈ T 1 is supposed to be irrational -hence quasiperiodic forcing. However, for our purposes it will be convenient to include the rational case and to speak of periodically forced circle homeomorphisms in this case. The circle homeomorphisms f θ : T 1 → T 1 are called fibre maps.
There is one particular case that has to be mentioned in this context, which are quasiperiodic SL(2, R)-cocycles. Via their projective action, these induce maps of the form (1.1) (e.g. [3] ). For the special case of Schrödinger cocycles with potential V (θ) = λ cos(2πθ), the existence of a devil's staircase for the respective parameter families is equivalent to Cantor spectrum of the so called almost-Mathieu operator, which has been established in [4, 5, 6, 7] . For more general potentials V , Simon conjectured that the corresponding one-dimensional quasiperiodic Schrödinger operator generically has Cantor spectrum [8] . We recall that one dimensional quasiperiodic Schrödinger operator is (1.2) (Hu)n = un+1 + un−1 + V (θ + nω)un with frequency ω ∈ T d (d ∈ N), and potential function V ∈ C k (T d , R), (k ∈ N, ∞, ω). A number of results have been obtained on this problem, with the most studied case being the analytic one. Eliasson proved that for any fixed Diophantine frequency ω ∈ T d , the quasiperiodic Schrödinger operator with generic small analytic potential has Cantor spectrum [9] . Then, still in the analytic topology with d = 1, Goldstein and Schlag proved that for generic ω ∈ R\Q, in the region of positive Lyapunov exponents (that is, for V sufficiently large), the spectrum is again a Cantor set [10] . In the C 0 -topology, AvilaBochi-Damanik proved Cantor spectrum for any fixed totally irrational vector ω ∈ T d and generic V ∈ C 0 (T d , R) [11, 12] . In the case of C k -topology (1 ≤ k ≤ ∞ or even in analytic category), Simon's conjecture is true for d = 1: one can prove that for generic ω ∈ R\Q and generic v ∈ C k (T, R), the spectrum of (1.2) is a Cantor set. 1 Results on the continuous-time case can be found in [9, 13] .
Yet, for all these results the respective proofs depend strongly on the particular linear structure of SL(2, R)-cocycles and can usually not be carried over directly to a more general nonlinear setting. A genuinely non-linear approach that is based on multiscale analysis and parameter exclusion in the spirit of Benedicks and Carleson [14] has been developed in [15, 16, 17] and applied to the problem of mode-locking both in the linear and the non-linear case [18, 19, 20] . This allows to provide effective criteria for the existence of a devil's staircase in explicit parameter families, although up to date only partial results are available for non-linear systems [20] . In particular, there exist no explicit examples of non-linear systems for which a complete devil's staircase has been established.
Here, we take a different route and study the problem from the viewpoint of topological genericity, analogous to the results on generic Schrödinger operators mentioned above. We denote the class of maps of the form (1.1) by F and equip them with the metric
, where d C 0 denotes the canonical C 0 -distance. Note that thus F becomes a complete metric space, and hence a Baire space. The fibred rotation number is given by
where F :
• F θ for the fibre maps of the iterates. Again, the limit in (1.3) always exists and is independent of x ∈ R. Moreover, if ω is irrational, then it is also independent of θ (and will simply be denoted by ρ(F )) and the convergence is uniform on T 2 [21, 22] . The mechanism for mode-locking in qpf circle homeomorphisms in this situation is essentially the same as in the unforced case.
Theorem 1.1 ([23]).
A qpf circle homeomorphism f is mode-locked if and only if there exists a topological annulus A ⊆ T 2 and some p ∈ N such that f p maps A strictly inside itself. Remark 1.2. It can be shown that the annulus A is necessarily non-trivial in homotopy, so it 'wraps aroud the torus' in some direction. Moreover, in the terminology of [23] , the intersection n∈N f np (A) is a p-periodic strip, and its existence forces the rotation numbers ω and ρ(f ) to be rationally related (that is, the equation rω + sρ(f ) + t = 0 has a non-zero integer solution (r,ŝ,t)). We refer to [23] for details.
One advantage of this equivalent characterisation of mode-locking is that it can directly be extended to periodically forced circle homeomorphisms -where mode-locking is more difficult to define otherwise due to the independence of the fibres over disjoint orbits -and that it is obviously an open condition. It is thus perfectly adapted to address questions of genericity. We therefore make the following definition. Definition 1.3. We say f ∈ F is mode-locked, if there exist a topological annulus A ⊆ T 2 and an integer p such that f p maps A strictly inside itself.
Our main result is the following.
Theorem 1.4.
There exists an open and dense set F ML ⊆ F such that all f ∈ F ML are mode-locked.
To the best knowledge of the authors, this result establishes the first nonlinear analogue to the Cantor spectrum results discussed above. It is important to note here that we work with the whole space F, which allows to change the rotation number and use rational approximations for the proof. However, this also means that we obtain a statement mainly about Liouvillean rotation numbers in the base (which are topologically generic), and nothing can be said in this way about the Diophantine case (which is topologically meager). This becomes evident through the following statement. Given ω ∈ T 1 , we let Fω = {f ∈ F | f has rotation number ω in the base } and equip this space with the induced C 0 -topology. Recall that a subset of a Baire space is called residual if it is a countable intersection of open and dense sets. such that all f ∈ F ML ω are mode-locked.
As a residual set, Ω will contain a residual subset of Liouvillean rotation numbers (since intersections of residual sets are residual), but does not necessarily contain any Diophantine numbers.
As in the one-dimensional case, we then turn to consider parameter families (fτ ) τ ∈T 1 with a twist condition, by which we mean that for all (θ, x) ∈ T 2 the mapping τ → f τ,θ (x) is strictly orientation-preserving. We denote the space of such families with fixed rotation number ω in the base by Pω, let P = ω∈T 1 Pω and equip both sets with the respective C 0 -topology.
(a) There exists a residual set P DS ⊆ P such that for all (fτ ) τ ∈T 1 ∈ P DS the graph of the function τ → ρ(fτ ) is a devil's staircase.
(b) There exists a residual set Ω ⊆ T 1 with the property that for all ω ∈ Ω there is a residual set P DS ω such that for all (fτ ) τ ∈T 1 ∈ P DS ω the graph of the function τ → ρ(fτ ) is a devil's staircase.
Notation and preliminaries
Given x, y ∈ T 1 , we denote by [x, y] the positively oriented closed interval from x to y, and use similar notation for open and half-open intervals. Maps defined on tori will usually be denoted by small letters (greek or latin) and their lifts by the respective captital letters. If f : T 2 → T 2 is a qpf circle homeomorphism, then we usually consider lifts
to the open annulus (and only occasionally lifts to the plane). It will be convenient to introduce the following alternative notation for qpf circle homeomorphisms. Suppose ϕ : T 2 → T 1 is a continuous function such that for all θ ∈ T 1 the mapping x → x + ϕ(θ, x) defines an orientation-preserving circle homeomorphism. When ϕ is differentiable, the latter means that ∂xϕ(θ, x) ≥ −1 for all x and the set {x ∈ T 1 | ∂xϕ(θ, x) = −1} is nowhere dense. Here, we use ∂ ϑ to denote the derivative with respect to the variable ϑ.
Given ω ∈ T 1 , we can then define a map (ω, ϕ) of the form (1.1) by
We denote the space of functions ϕ : T 2 → T 1 with the above properties by Ξ. Note that Ξ is 'convex' in the following sense: If ϕ,φ ∈ Ξ and Φ,Φ : T 2 → R are lifts, then any convex combination of Φ andΦ is again a lift of a function in Ξ. Thus, it is always possible to interpolate between two elements of Ξ in a continuous way. In general, the path obtained by this interpolation depends on the choice of the lifts Φ,Φ, which are only well-defined modulo additive integer constants. However, we will often have thatφ is a small C 0 -perturbation of ϕ, that is, ε = d C 0 (ϕ,φ) ≪ 1. In this case, there is a natural way to interpolate between ϕ toφ within the ε-neighbourhood of the two functions, which is simply to chose lifts Φ,Φ with d C 0 (Φ,Φ) = d C 0 (ϕ,φ) = ε for the convex combinations.
In this situation, we will slightly abuse notation and write tϕ + (1 − t)φ without further explanation.
We will further need the following notation and conventions. Given a qpf circle homeomorphism f with rotation number ω on the base, we let ϕ f (θ, x) = f θ (x) − x, so that (ω, ϕ f ) = f . Further, given ϕ ∈ Ξ, we let ϕ −1 = ϕ (ω,ϕ) −1 denote the respective translation function of the inverse of (ω, ϕ), so that (−ω, ϕ −1 ) = (ω, ϕ) −1 . More generally, we denote by ϕ q the translation function associated to f q , that is, f q = (qω, ϕ q ). If (ω, ϕ) ∈ F and Φ : T 2 → R is a lift of ϕ, then (ω, Φ) :
) is a lift of (ω, ϕ). Thus, the rotation numbers ρ(ω, Φ, θ) (or simply ρ(ω, Φ) in the quasiperiodic case) are defined by (1.3) . Note that if ω = p/q is rational, with p, q coprime integers, then ρ(ω, Φ, θ) is equal to 1/q times the rotation number of F q θ , where F = (ω, Φ). Further, we will need two basic statements concerning the behaviour of rotation numbers. Since both are folklore and follow from standard arguments, the proofs are omitted. The first statement concerns the continuity of the boundary of Arnold tongues.
Lemma 2.1. Suppose A is a compact topological space and (gα,τ ) α∈A,τ ∈R is a twoparameter family of circle homeomorphisms (that is, (α, τ, x) → gα,τ (x) is continuous) with lifts Gα,τ such that (α, τ, x) → Gα,τ (x) is continuous and strictly monotone in τ for each α, x (twist condition).
Then for any ρ ∈ R there exist continuous functions τ
The analogue statement even holds in the qpf case, see [23] . The second lemma concerns the uniform convergence of the fibred rotation number in parameter families. Lemma 2.2. Suppose that T is a compact topological space, ω ∈ T 1 is irrational, (fτ = (ω, ϕτ )) τ ∈T ⊆ F is a continuous family of qpf circle homeomorphisms with lifts (Fτ )τ∈T , (fn,τ = (ωn, ϕn,τ )) τ ∈T ,n∈N is a sequence of such parameter families with lifts (Fn,τ ) τ ∈T ,n∈N and limn→∞ Fn,τ = Fτ for all τ ∈ T . Then for all ε > 0 there exist m0, n0 ∈ N such that for m ≥ m0 and n ≥ n0 and all τ ∈ T , θ ∈ T 1 we have
In particular, ρ(Fn,τ , θ) → ρ(Fτ ) uniformly on T 1 × T as n → ∞.
Strategy of the proof
Our key result, which entails the others rather easily (as explained in Section 5), is Theorem 1.4. For its proof, we only have to show that mode-locked qpf circle homeomorphisms (ω, ϕ) are dense in F, since the openness is obvious from Definition 1.3. In order to do so, we fix an initial map f = (ω, ϕ) ∈ F and perturb it in several steps to obtain the existence of an annulus that is mapped strictly inside itself by some iterate. This will be done in four main steps.
Step 1 First, we replace the rotation number ω in the base by some rational numer p/q to obtain a periodically forced circle homeomorphism. By doing so, we may lose the uniqueness of the rotation number. However, by continuity ( see Lemma 2.2), the rotation numbers ρ(p/q, Φ, θ) are still close to the original ρ(ω, Φ). We then show that by means of a small modification of ϕ we can ensure that the rotation numbers on the fibres are all the same and take a rational value. This is done by an indirect argument: we assume that no system in a neighbourhood of (ω, ϕ) is mode-locked (so that mode-locking is not dense) and build the required perturbation only under this assumption (since otherwise there is nothing to prove anyway).
Step 2 Once this is achieved, it follows from the standard theory of orientation-preserving circle homeomorphisms that all the fibre maps f q θ have a fixed point. We then proceed to show that ϕ can be perturbed in such a way that all the fibre maps f 
In this case, the boundary of any homotopically non-trivial annulus A ⊆ T 2 has to intersect B, and can therefore not be mapped into its own interior by any iterate of f (since points of B are fixed under f q .
What we obtain so far, though, is the fact that the sets
Step 3 We then perturb ϕ to ensure that both B − and B + consist of only finitely many connected components with positive distance to each other, and have some further good properties.
Step 4 The final step consists in showing that, in the situation obtained in Step 3, there exists a small neighbourhood Bε(p/q) such that for every ω ′ ∈ Bε(p/q) \ {p/q} the system (ω ′ , ϕ) is mode-locked in the sense of Definition 1.3.
While the arguments in Steps 1-3 are rather standard, it is the last step which contains the main new geometric idea of our proof and depends crucially on the topological characterisation of mode-locking in Definition 1.3. It is also this part in which the difference to the linear-projective case of quasiperiodic SL(2, R)-cocycles becomes most apparent.
What happens is that we have to deal with the fact that the desired annulus A may be of any homotopy type, whereas in the linear case the corresponding forward invariant annuli (which correspond to invariant cone fields for the cocycle) can only have homotopy types of the form (1, k) with k ∈ Z (that is, they wrap around the torus exactly once in the horizontal direction).
Proof of Theorem 1.4
As mentioned, we fix f = (ω, ϕ) ∈ F with lift F = (ω, Φ) and show that there exists an arbitrarily small perturbation of f in F that exhibits mode-locking, following the steps outlined in the previous section. The following proposition corresponds to Step 1.
Proposition 4.1. Suppose that (ω, ϕ) ∈ F and there exists a neighbourhood Bη(ω, ϕ) in F such that no f ∈ Bη(ω, ϕ) is mode-locked. Then there exists (ω,φ) ∈ F such that
• (ω,φ) is an arbitrarily small perturbation of (ω, ϕ);
•ω = p/q, where p, q are coprime integers;
• there exists m0 ∈ N such that ρ(ω,Φ, θ) = m0/q for all θ ∈ T 1 .
Proof. Fix 0 < ε < 1. We may assume that ω is irrational, so that (ω, Φ) has a unique rotation number. (Otherwise, we just replace ω by some nearby irrational number). Moreover, since systems in a neighbourhood of (ω, ϕ) are not mode-locked, there exists δ > 0 such that
We now replace ω byω = p/q with 1/q < δ/2. Then Lemma 2.2 implies that ifω is chosen sufficiently close to ω, then
In order to see this, apply Lemma 2.1 with
• Rτ • f θ and ρ = m0 and note that since the maps g τ,θ and g τ,θ+ip/q are conjugate for all i = 1, . . . , q−1, the resulting functions τ ± = τ 
definition, we also have
and likewise ρ(G −ε,θ ) < m0 for all θ ∈ T 1 . In conclusion, since ε > 0 was arbitrary, we obtain the required perturbation (ω,φ) = (p/q, ϕ + τ + ).
As in Section 3, if ω = p/q is rational with p, q coprime and (ω, ϕ) satisfies the assertions of Proposition 4.1, we let
Then the following proposition takes care of Step 2.
Proposition 4.2. Suppose (ω, ϕ) ∈ F and there exists a neighborhood Bη(ω, ϕ) in F such that no f ∈ Bη(ω, ϕ) is mode-locked. Then there existsf = (ω,φ) ∈ F such that
• (ω,φ) satisfies the assertions of Proposition 4.1;
Note that the last property means that all the fibre mapsf q θ off q are mode-locked (as maps of the circle).
For the proof, we need two auxiliary lemmas that address the following technical issue: If we perturb the map f to obtain certain qualitative properties of the fibre maps f Proof. Since p, q are coprime, there exist unique s, k ∈ N, such that sp − kq = 1, which means that for any j = 1, 2, . . . , q − 1, we have
Together with the fact that f θ+n = f θ for all n ∈ N, this implies that f q θ+
The next lemma allows to restrict to an interval [θ, θ + 1/q) when perturbing (p/q, ϕ).
Lemma 4.4. Let ω = p/q be rational with p, q ∈ N coprime, and I ⊆ T 1 be a half open interval with |I| ≤ 1/q. Suppose ψ ∈ Ξ and ψ(θ, ·) = ϕ q (θ, ·) for θ ∈ ∂I. Then there exists (ω,φ) ∈ F such that for any θ ∈ I, we haveφ q (θ, ·) = ψ(θ, ·). Moreover, (ω,φ) can be chosen as an arbitrary small perturbation of (ω, ϕ) provided that ψ(θ, ·) is sufficiently close to ϕ q (θ, ·) for all θ ∈ I.
Proof. Let f = (ω, ϕ) and g = (ω, ψ) and definẽ
Thenψ ∈ Ξ and henceg = (ω,ψ) ∈ F. For (θ, x) ∈ T 2 , we letφ(θ, x) = ϕf (θ, x) with
. Thenf = (ω,φ) ∈ F and we obtain
Due to the fact that for any θ ∈ I, l = 1, 2, . . . , q − 1, we have θ + l p q (mod 1) / ∈ I, we obtainf
and henceφ q (θ, ·) = ψ(θ, ·) for any θ ∈ I as required.
Moreover, by (4.3), for θ ∈ I, we havef θ −f θ = f
, which implies thatf is arbitrarily close to f if ψ(θ, ·) is sufficiently close to ϕ q (θ, ·) for all θ ∈ I.
Proof of Proposition 4.2. Fix ε > 0. Without loss of generality, we may assume that (ω, ϕ) satisfies the assertions of Proposition 4.1. For θ ∈ T 1 , we let
Note that this also implies A(θ, Φ) = ∅ for all θ ∈ T 1 by continuity. We proceed in two steps and start by showing that there existsφ ∈ B ε/2 (ϕ)∩Ξ such that A(θ,Φ) is neither empty nor equal to T 1 for all θ ∈ T 1 , which implies that
Secondly, we show thatφ can be modified further and there existsφ ∈ B ε/2 (φ) ∩ Ξ such that
We may assume that there is some open interval of θ ∈ T 1 for which A(θ, Φ) = T 1 , that is, f q θ = Id T 1 . Otherwise, using Lemma 4.4, we can perturb (ω, ϕ) in a small interval on the base such that A(θ, Φ) = T 1 for θ in the interior of this interval and the perturbed map still satisfies the assertions of Proposition 4.1. Without loss of generality, we assume that θ = 0 lies in this interval and hence A(θ, Φ) = T 1 for θ = 0. Then by Lemma 4.3,
Then, since Θ is compact and does not contain 0 and 1/q, we have that for any δ > 0 there exist finite number of disjoint closed intervals J1, . . . , JM and disjoint open intervals U1, . . . , UM , such that Ji ⊆ Ui
Ji, and for all θ ∈ ∪ M i=1 cl(Ui) and x ∈ T 1 , we have |ϕ q (θ, x)| < δ. Then for each Ui, (i = 1, . . . , M ), there exists a continuous function ηi : cl(Ui) × T 1 → T 1 which is differentiable with respect to x and satisfies
• for any θ ∈ Ui, there exist x1, x2 ∈ T 1 such that ηi(θ, x1) = 0 and ηi(θ, x2) = 0;
Then ψ1 ∈ Ξ, and for all (θ,
Due to the choice of ηi, this implies that A(θ,Φ) is neither empty nor T 1 for θ ∈ [0, 1/q). Then by Lemma 4.3, this holds for all θ ∈ T 1 . Moreover, by Lemma 4.4, if we choose δ small enough we can ensure thatf = (ω,φ) ∈ B ε/2 (ω, ϕ). This completes the first part of the proof. Now, let J, J ′ be two closed intervals of T 1 with |J|, |J ′ | < 1/q and (4.4)
q (θ, x), and γ
Then there exists C > 0 such that for any θ ∈ T 1 , we have
where the last inequality follows from the fact that π1(B − (φ)) ∪ π1(B + (φ)) = T
and apply Lemma 4.4 with ψ = ψ2, I =J and ϕ =φ. Then there existsφ ∈ Ξ, such thatφ q (θ, x) = ψ2(θ, x) for θ ∈J , x ∈ T 1 . Therefore, for θ ∈ J, we obtain that
In the same way, we obtain γ
As for J ′ ,J ′ , similarly as before, we let
where 0 <ζ < 1/2,λ :
Applying Lemma 4.4 once more, with ψ = ψ3, I =J ′ , ϕ =φ, we obtain aφ ∈ Ξ such thatφ
It remains to show that (4.5) now holds for all θ ∈ T 1 . To
In the same way, we get γ
Hence, we have that 
(θ)} < ∞, Lemma 4.4 implies that ifζ is small enough, then we have d C 0 (φ,φ) < ε/4. This completes the proof.
As mentioned before, even if f = (ω, ϕ) ∈ F satisfies the assertions of Proposition 4.2 and all the fibre maps f q θ are mode-locked, this does not imply the existence of some topological annulus A that is mapped inside itself by f q . The reason is that possibly neither of B + (ϕ) or B − (ϕ) is essential (meaning that B(ϕ) is doubly essential). As explained in the preceeding section, this is an obstruction to the existence of an annulus A that is mapped strictly inside itself by some iterate. Hence, we will perturb ϕ to ensure that both B + and B − consist of finitely many connected components and the distance between each two components of B + (resp. B − ) is positive. This implies immediately that at least one of the two sets is essential. The existence of such a perturbation is established in the following proposition, which corresponds to Step 3. In order to state it, we need to introduce some further notions.
Suppose thatB := B(φ) = {(θ, x) ∈ T 2 |Φ q (θ, x) = 0} consists of a finite number of line segments. Call the endpoints of these line segments vertices and further assume that each vertex is the endpoint of exactly two line segments. Then the connected components ofB are compact one-dimensional topological manifolds, and thus topological circles. We say a vertex v = (θ, x) is critical, if there exists ε > 0 such that π1(Bε(v)∩B) is a half-sided interval with θ as one endpoint. We say v is a left critical vertex if θ is the left endpoint of that interval, and a right critical vertex if θ is the right endpoint. Moreover, we use the same notions for vertices of the lift B ofB to R 2 . Similar to before, we letB Note that due to (ii), the connected components ofB are topological circles. As a consequence, connected components ofB − andB + are either topological disks or annuli, or punctured topological disks or annuli.
Proof. Fix ε > 0. Without loss of generality, we may assume that (ω, ϕ) satisfies the assertions of Proposition 4.2. In particular ω = p/q is rational. We will not change the rotation number in the base and thus setω = ω.
In order to find the desired approximationφ, we work on the level of lifts and construct an approximationΦ of Φ, where Φ : T 2 → R is a lift of ϕ. To that end, we first fix a triangularisation ∆ = {Di | i = 1, . . . , m} of T 2 such that i )) < δ for all i = 1, . . . , m, j = 1, 2, 3 and some sufficiently small δ, then by uniform continuityΦ will be ε-close to Φ. In all of the following, we assume that this is the case, which is to say that we choose the triangularisation sufficiently fine and pick all of the a be the common refinement of the partitionsf −n (∆) (slightly abusing standard terminology, we allow intersections between the partition elements on their boundaries). Then, sinceΦ is piecewise affine, Pφ consists of polygons and #Pφ is a finite number that is bounded by some number only depending on m and q. Denote by Vert(Pφ) the set of vertices of polygons in Pφ. We now show how the a j i can be adjusted to ensure (ii) and (iii), whereas (iv) follows by construction and (v) can be achieved by some extra modification.
(ii) We claim that the a j i can be chosen such that (4.7)Φ q (v) = 0 for all v ∈ Vert(Pφ) .
If this holds, then for all P ∈ Pφ the graph ofΦ q |P , which is the restriction of a hyperplane to the region above P , cannot be contained in R 2 × {0}. Moreover, the intersection of the hyperplane with R 2 × {0}, which is either empty or a straight line, cannot contain any face or vertex of the polygon. Hence, the intersection of the graph ofΦ q |P with R 2 × {0}, which projects toB ∩ P , consists of at most finitely many line segments (note that P may not be convex, so that multiple line segments are possible). Further, the relative interiors of these line segments are contained in the interior of P , and their endpoints are contained in the relative interior of two faces of P . Since each of these faces belong to exactly one other polygon, each endpoint of a line segments inB ∩ P is contained in exactly one further line segment inB that lies in the adjacent polygon. Since the total number of vertices in Vert(Pφ) is bounded by some N ∈ N depending only on m and q, condition (4.7) can be ensured by a successive application of the following claim. Proof of the claim. We first note that ifφ is obtained fromφ by a sufficiently small modification of one of the a j i , then for all vertices v ∈ M (Pφ) there will be a vertexv ∈ M (Pφ) arbitrarily close to v that still satisfiesΦ q (v) = 0. Thus, #M (Pφ) ≥ #M (Pφ) and it suffices to show that if Vert(Pφ) \ M (Pφ) is nonempty, we may choose v * ∈ Vert(Pφ) \ M (Pφ) and a perturbationφ obtained fromφ by an arbitrarily small modification of one of the a
In order to do so, fix v * = (θ * , x * ) ∈ Vert(Pφ) \ M (Pφ). Note that by definition of Pφ we must have v * ∈f −k (∂Dr) for some Dr ∈ ∆ and k ∈ {0, . . . , q − 1}.
. . , m} and suppose thatφ is obtained fromφ by modifying a j i at some vertex v j i of Di. Then, due to (4.6) and ω = p/q, we do not modifyφ(θ, x) for any θ in one of the intervals Bη(θ * ) + nω with η = min q−1 k=1 d(0, kω)/2, n = 0, . . . , q − 2. However, this means that none of the mapsf , . . . ,f q−1 is modified in a neighbourhood of v * , and by definition of Pφ and Pφ, respectively, this means that v * ∈ Vert(Pφ). Moreover, we have that
. The latter depends monotonically on the values a j i , and for at least one j ∈ {1, 2, 3} this dependence is strictly monotone (recall thatF is affine on Di, so thatF |D i is determined by the choice of the a Proof of the claim. As in the previous claim, ifφ is sufficiently close toφ, then the polygons in V (Pφ) will persists (possibly in slightly perturbed form) and still belong to V (Pφ). Hence, we choose some P ∈ Pφ \ V (Pφ). Thenf q−1 (P ) is contained in some Di ∈ ∆. As before, if we modify a of Di, then we will not alterf on any of the polygons P,f (P ), . . . ,f q−2 (P ) (note that the horizontal extent of these polygons is always the same and smaller than that of Di). Hence, P remains unchanged, and the slope ofΦ q in the x-direction on P depends strictly monotonically on at least one of the values a (iv) By construction, whenever we cross a line segment inB, the sign ofΦ q changes. Hence, two different connected components ofB − , respectivelyB + , cannot lie directly next to each other, so there is a minimal distance between two connected components of the same set. It remains to show that any (ω,φ) ∈ F satisfying the assertions of Proposition 4.5 is either mode-locked, or we can find some perturbation of it that is mode-locked. This is the content of the following proposition, which corresponds to Step 4 in Section 3 and completes the proof of Theorem 1.4.
Before we turn to the precise statement and proof, we briefly comment on the strategy. We assume that a perturbationf = (ω,φ) of our original system satisfies the assertions of Proposition 4.5. Then, in the simplest case, both setsB − andB + may be essential and contain two homotopically non-trivial closed curves γ − and γ + , respectively. In this situation, γ − is disjoint from its image and mapped in the clockwise direction byf q , whereas γ + is mapped in the counterclockwise direction. As a consequence, the annulus which is bounded below by γ + and above by γ − is mapped strictly inside itself, so thatf is mode-locked. The main problem in the general case is that one of the two setsB ± , saỹ B − , may not be essential. In this case, the boundary of any homotopically non-trivial annulus A has to intersectB. As points inB are fixed byf q , this means A cannot be mapped strictly inside itself.
The idea is now to construct a homotopically non-trivial closed curve γ − which contains some vertical segments, and while γ − is allowed to intersectB and alsoB + , this happens only inside these segments. Hence, all the non-vertical parts of γ − will be contained inB − and therefore be mapped in the clockwise direction. Then the vertical segments will still intersect their images, but they can be rendered disjoint from their images by slightly changing the rotation numberω in the base. If the vertical and nonvertical parts of γ − are then arranged in the right way, one can ensure that the whole curve γ − is disjoint from its image and mapped in the clockwise direction. This will then also remain true for a small modification of γ − in which the vertical segments are slightly tilted, so that locally γ − can be represented as the graph of a function over the base T 1 . The construction of γ + works in an analoguous way, and in fact, both curves have to be constructed simultaneously in order to ensure that the homotopy types coincide. Proposition 4.8. Letf = (ω,φ) ∈ F satisfy the assertions of Proposition 4.5. Then eitherf is mode-locked, or there exists s > 0 such that for any other rotation number ω ′ ∈ (ω,ω + s) the map (ω ′ ,φ) ∈ F is mode-locked.
Before we turn to the proof, we first need to introduce some further notation. Let B, B ± be the lifts ofB,B ± in R 2 . We denote by VP the set of vertices of B, and by CV and RCV the sets of critical vertices and right critical vertices, respectively. For any triple (θ,x,ŷ) ∈ R 3 , we say (θ,ŷ) is in the shadow of (θ,x) (or (θ,x) shadows (θ,ŷ)) if y <x, (θ,x) ∈ B − , (θ,ŷ) ∈ B + , and there is exactly oneξ ∈ (ŷ,x) ⊆ R with (θ,ξ) ∈ B. Then, by the assertions of Proposition 4.5, if ({θ} × R 1 ) ∩ CV = ∅ and (θ,x) ∈ B − there always exists some (θ,ŷ) ∈ B + in the shadow of (θ,x). We define
is in the shadow of (θ,x) .
Further, we letθ
Obviouslyθ * (θ,x,ŷ) ≥θ. Moreover, the following statement holds.
Lemma 4.9. Let (θ,x,ŷ) ∈ S. Thenθ * =θ * (θ,x,ŷ) >θ. Furthermore,
• ifθ * = ∞, then there exist closed curves γ ± ⊆B ± and they are in the same homotopy class. Moreover, the lifts Γ ± of γ ± in R 2 are both simple curves;
• otherwise, the set CS(θ,x,ŷ,θ * ) is non-empty and there existsx * ∈ R with (θ * ,x * ) ∈ RCV such that for any ( − is open and contains the whole vertical line segment between these two points, it is possible to modify Λ − in a neighbourhood ofθ + j in order to obtain Λ − (θ + j) =x + k without leaving B − . Moreover, by the definition of shadow points, we know that at the same time Λ + (θ + j) andŷ + k belong to the same component of B + ∩ {θ + j} × R, and we can modify Λ + such that Λ + (θ + j) =ŷ + k without leaving B + . Then the projections γ ± of Λ ± in T 2 are closed curves in the same homotopy class with γ ± ⊆B ± as required.
Now we consider the case whenθ * < ∞ and let θ * = π(θ * ). Further, we define CVθ * = ({θ * } × R) ∩ CV and RCVθ * = ({θ * } × R) ∩ RCV and denote by LSθ * the set of line segments σ of B withθ * ∈ π1(σ). Due to #π(VP) < ∞, there exists η0 > 0 such that
Then for any σ ∈ LSθ * , each endpoint of σ either belongs to {θ * } × R or is outside
Bη 0 (θ * ) × R. Due to choice ofŷ in the shadow ofx, this makes it easy to see thatθ * >θ. 
. Then, due to (4.8), there exist σ1, σ2, σ3 ∈ LSθ * such that σ3(θ ′ ) <ŷ ′ < σ2(θ ′ ) <x ′ < σ1(θ ′ ) and except σ2 there is no other line segment of B between σ3 and σ1 over the interval (θ * − η * ,θ * ). Now, we show that CVθ * = ∅ ifθ * < ∞. Suppose this is not the case. Then for the above chosen σ1, σ2, σ3 ∈ LSθ * , we have σ1(θ * ) = σ2(θ * ) = σ3(θ * ). Otherwise, the point (θ * , σ2(θ * )) is a critical vertex, which is a contradiction to CVθ * = ∅. Then for ι = 1, 2, 3, ifθ * ∈ int(π1(σι)), we let σι+3 = σι. Otherwise, there exists another βι ∈ LSθ * with βι(θ * ) = σι(θ * ) and such thatθ * is the left endpoint of π1(βι), and in this case we let σι+3 = βι. Then by (4.8), except for σ5 there is no other line segment of B between σ6 and σ4 over the interval (θ * ,θ * + η * ). Therefore, we can extend Λ ± continuously for ϑ ∈ [θ * − η * /2,θ * + η * /2] with (Λ − , Λ + ) ∈ CS(θ,x,ŷ,θ * + η * /2) (see Figure 4.1 (a) ). This contradicts the definition ofθ * .
Hence, we have CVθ * = ∅. By Proposition 4.5, there exists exactly one critical vertex ofB on the fibre {θ * } × T 1 , so there is exactly one critical vertex (θ * ,x * ) of B in the line segment {θ * } × [σ3(θ * ), σ3(θ * ) + 1). We denote by α1 and α2 the two line segments of B containing (θ * ,x * ). Ifx * / ∈ {σι(θ * ) | ι = 1, 2, 3}, then we can extend Λ ± continuously on the interval [θ * −η * /2,θ * +η * /2] in the same way as in the situation with CVθ * = ∅, which is a contradiction. Therefore, we havex * ∈ {σι(θ * ) | ι = 1, 2, 3} and (θ * ,x * ) ∈ RCVθ * (note that (θ * ,x * ) cannot be a left critical vertex, since the line segments σι with ι = 1, 2, 3 extend to the left ofθ * ). Furthermore, ifx * = σ2(θ * ), then σ2 / ∈ {α1, α2} and σ1(θ
For the casex * = σ3(θ * ), let σ4, σ5 be as before. Since (θ * ,x * ) ∈ RCVθ * , there is ρ ∈ LSθ * with ρ(θ * ) < σ3(θ * ), and except σ5 there is no other line segment of B between ρ and σ4 over the interval (θ * ,θ * +η * ) (see Figure 4.1 (b) ). Thus, it is easy to see that we can extend Λ ± continuously to the interval [θ * − η * /2,θ * + η * /2] such that (Λ − , Λ + ) ∈ CS(θ,x,ŷ,θ * + η * /2), contradicting the definition ofθ * . The case wherex * = σ1(θ * ) can be treated similarly. Therefore, we can assume thatx * = σ2(θ * ) and σ2 ∈ {α1, α2}. Without loss of generality, we assume that α2(θ) < α1(θ) forθ ∈ (θ * − η * ,θ * ). Now we distinguish two cases. If σ2 = α1, then by the selection of σ1, σ2, σ3, we have σ3 = α2 because there is no other line segment of B between α2 and α1 over (θ * − η * ,θ * ). By the definition of shadowing, for any (Λ − , Λ + ) ∈ CS(θ,x,ŷ,θ * ) we have that α2(θ) < Λ + (θ) < α1(θ) for allθ ∈ (θ * − η * ,θ * ). Together with α1(θ * ) = α2(θ * ) =x * (see Figure 4 .1 (c)), we obtain
If σ2 = α2, then we have σ1 = α1 and similar to the above we conclude that
This completes the proof.
For (θ,x,ŷ) ∈ S, ifθ * =θ * (θ,x,ŷ) < ∞, we say the point (θ * ,x * ) ∈ RCV obtained in Lemma 4.9 is the target point of (θ,x,ŷ). Moreover, we denote by ℓ * the maximal slope of a line segment in B and note that since B contains no vertical segments we have ℓ * < ∞. Now we are ready to prove Proposition 4.8.
Proof of Proposition 4.8. Recall that by Definition 1.3, in order to prove that a map in F is mode-locked, we need to find a closed topological annulus A that is mapped strictly into itself by some iterate of the map. Supposef = (ω,φ) ∈ F satisfies the assertions of Proposition 4.5. Note that if we havê θ * (θ,x,ŷ) = ∞ for some (θ,x,ŷ) ∈ S, then Lemma 4.9 implies that there exist closed curves γ ± ⊆B ± in the same homotopy class. Let A be the annulus that is bounded by these curves and lies between γ + and γ − in the counterclockwise direction. Then, since the lifts Γ + and Γ − , which are the graphs of continuous functions from R to R, are mapped above, respectively below themselves by the lift off q , the annulus A is mapped strictly inside itself byf q . Hence, we only need to address the case whereθ * (θ,x,ŷ) < ∞ for all (θ,x,ŷ) ∈ S.
Due to Proposition 4.5, we have that ǫ = min{d(ϑ
− ,x + ) ∈ S such that for any (θ,ξ) ∈ CV we have d(θ,θ) ≥ ǫ/2. We claim that for any N ∈ N there exist continuous curves
such that for all i = 0, . . . , N we have . Further, we define Λ
.
It is now easy to check that Λ (θι, c)
Case ( 
As a consequence, the curves
project to closed curves γ ± in the torus. Note that due to the modification of Λ ± j , the projections of these curves end exactly in the starting points of the projection of Λ ± 1 or S ± 1 , respectively. We denote by Γ ± the periodic extensions of the curvesΓ ± to all of R, that is, the Γ ± are lifts of γ ± to R 2 .
Finally, we want to see that the existence of the curves Γ ± constructed above implies that for any ω ′ in a right neighbourhood ofω the systemf = (ω ′ ,φ) is mode-locked. This follows if we can show that a suitable liftF q off q maps the 'infinite strip'
strictly inside itself. This forces the fibred rotation number off to be equal to m kq , and since this situation is persistent under perturbations ofφ it implies thatf is mode-locked (compare [23] ).
In order to do so, we chooseF q to be a suitable lift off q to R 2 which has rotation number zero in the base, and for ω ′ slightly to the right ofω we chooseF q as the lift of f q whose rotation number is close to zero. (Note here that we chooseF q directly as a lift off q , and it is not necessarily the iterate of a liftF off , similar toF q .) Note that forF q itself, the vertical parts of the curves Γ ± contain fixed points (since they intersect both B − and B + ), so that A cannot be mapped strictly inside itself. However, if ω ′ is slightly larger thanω thenF q shifts these vertical segments slightly to the right, so that they become disjoint from their images. It remains to show that the whole curves Γ ± are also disjoint from their images underF q . The fact that Γ − is mapped below and Γ + is mapped above themselves then follows easily from the fact that this is true for the non-vertical parts of these curves under the mapF q .
We give the argument for Γ − , while the proof for Γ + is analogous. Suppose that ω ′ ∈ (ω,ω + s), where s > 0 is small (to be specified below). In order to prove that F q (Γ − ) ∩ Γ − = ∅, we need to show that In the same way, Theorem 1.6(b) follows from Theorem 1.6(a). Hence, we only need to prove Theorem 1.6(a).
Proof of Theorem 1.6(a) : We fix an arbitrary dense sequence {τn} n∈N ⊆ T 1 and let Pn = {(fτ ) τ ∈T 1 ∈ P | fτ n is mode-locked } .
If all
Pn are open and dense in P, then P DS = ∩nPn is residual and satisfies the assertion. Here, it suffices to show that Pn is dense, openness being obvious.
To that end, we fix (fτ ) τ ∈T 1 ∈ P, and ε > 0. Choosef ∈ B ε/3 (fτ n ) so thatf is mode-locked. We writef = (ω,φ), fτ = (ω, ϕτ ). Then we fix an interval I = [a, b] with τn ∈ int(I), such that fτ ∈ B ε/3 (fτ n ), ∀τ ∈ I. We definẽ where the convex combinations should be interpreted as discussed in Section 2. Then (fτ ) τ ∈T 1 is ε-close to (fτ ) τ ∈T 1 andfτ n =f is mode-locked. This completes the proof.
