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New work suggests that feedback inhibition of
neurons in the hippocampus is mediated by two dis-
tinct microcircuits. Interneurons targeting a neuron’s
soma are triggered by onset of activity, while those
targeting distal dendrites are recruited by sustained
activity. These circuits may thus convey information
about the timing and rate of activity, respectively.
Inhibition in cortical circuits is mediated by interneu-
rons using the neurotransmitter γ-aminobutyric acid
(GABA). These interneurons exhibit far more morpho-
logical diversity than excitatory neurons [1,2]. Anatom-
ical studies have revealed that interneurons target
distinct subcellular domains on principal neurons, such
that specific populations of interneurons selectively
target the axon, perisomatic region and distal den-
drites. These interneurons thus form intricate microcir-
cuits, counteracting different sets of excitatory
synapses. Such microcircuits may therefore define
postsynaptic computational domains, where process-
ing is regulated by the temporal and spatial activation
of excitatory and inhibitory synapses as well as the
integrative properties of the postsynaptic neurons.
It is not well understood how different inhibitory
circuits are engaged by different patterns of activity in
the brain. Functionally, activity-dependent inhibition
has been divided into two different types: feedforward
inhibition and feedback inhibition. Feedforward inhibi-
tion is provided by excitatory inputs that activate both
pyramidal cells and inhibitory interneurons [3,4]. This
disynaptic inhibition arrives at the postsynaptic
neuron with a brief delay, and thus feedforward inhibi-
tion shortens the duration of excitatory postsynaptic
potentials (EPSPs), limiting the time window for sum-
mation of EPSPs. Furthermore, spikes triggered by
these EPSPs can only occur in the narrow time
window of the shortened excitation, thus increasing
the temporal precision of pyramidal cell output in
response to excitatory input. Feedback inhibition is
triggered by recurrent collaterals of the pyramidal
cells, which therefore activate interneurons only when
an output spike is generated [5]. Feedforward and
feedback inhibition thus provide complementary con-
trols of excitability: feedforward inhibition is regulated
by the level of excitatory input, while feedback inhibi-
tion is proportional to the rate of output.
How do these different types of functional inhibition
map onto the different anatomical classes of
interneurons? Feedforward inhibition has been shown
to activate interneurons that primarily target the peri-
somatic regions [4]. An elegant new study by Pouille
and Scanziani [6] has now shown that, in the hip-
pocampal CA1 region, feedback inhibition engages
two distinct subtypes of interneuron, depending on
the pattern of activity. The authors tracked the spa-
tiotemporal distribution of recurrent inhibition by
making simultaneous somatic and dendritic record-
ings from pyramidal neurons, while activating feed-
back inhibition by stimulating the axons of other
pyramidal neurons in the alveus. With a single stimu-
lus, recurrent inhibition was more prominent at the
soma than at the dendrite; during a train of stimuli,
however, the inhibition shifted from the soma into the
dendritic tree. By using a clever combination of
voltage and current clamp recordings, the authors
confirmed that this shift of inhibition is due to sequen-
tial activation of inhibitory synaptic conductances
onto the soma and dendrite of the pyramidal neurons.
How is this shift from somatic to dendritic feedback
inhibition orchestrated by the network? Previous
studies showed that interneurons receiving synapses
that depress with repetitive pyramidal cell input tend
to project to proximal regions [7], and those that
display facilitating inputs project to distal dendrites
[8]. This suggests that one possible explanation for
the somatic-to-dendritic shift is differential recruitment
of these two interneuron populations. To resolve this
issue, Pouille and Scanziani [6] recorded from
interneurons in the stratum oriens during stimulation
of the alveus. They found that the interneurons can
indeed be divided into two types on the basis of their
differing responses to trains of stimuli: ‘onset-
transient’ interneurons fire a single spike at the
beginning of a stimulus train, while ‘late-persistent’
interneurons rarely fire early in the train, but increase
firing probability later in the train.
As predicted, these interneuron types also have
very different axonal domains. The axons of late-per-
sistent neurons target the most distal dendrites in the
stratum lacunosum-moleculare, and thus these
neurons seem to represent the classical oriens-
lacunosum moleculare (OLM) interneurons [1]. The
axons of onset-transient interneurons, on the other
hand, terminate predominantly around the somatic
region, the stratum pyramidale. It is more difficult to
assign a specific identity to these neurons, which may
be a heterogeneous population. Immunohistochemi-
cal staining with molecular biological techniques
should help to resolve this issue.
Remarkably, these differences in axonal targeting
are matched by striking differences in the physiolog-
ical properties of the two interneuron types (Table 1).
The kinetics of pyramidal cell EPSCs in onset-tran-
sient interneurons are much faster than in late-per-
sistent interneurons, and with a train of stimuli the
EPSCs depress in the former and facilitate in the
latter. These differences in EPSC properties are
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matched by differences in passive properties of the
neurons, with the membrane time constant being
twice as fast in onset-transient interneurons com-
pared with late-persistent neurons. As a conse-
quence, EPSPs are faster, and — together with EPSC
depression — fail to summate effectively in onset-
transient neurons, while summation is very effective
in late-persistent interneurons. 
Finally, in addition to these intrinsic differences
between the two classes, onset-transient interneurons
also receive feedforward inhibition from an unidentified
source. This shortens the first EPSP in a train, giving a
high temporal precision of spikes in these neurons
when activated by the pyramidal cells. From the second
stimulus onward, feedforward inhibition is by far the
strongest contributor to the reduction in EPSP ampli-
tudes. The picture is different for late-persistent cells,
where feedforward inhibition has a similarly large effect
early in the train but quickly becomes unimportant. This
synergy of different synaptic and membrane properties
generates the striking difference in the spike response
between the two different types of interneuron.
The shift of inhibition from soma to dendrite can thus
be explained by two distinct inhibitory loops (Figure 1).
One contains onset-transient interneurons that inhibit
the soma; late-persistent interneurons form a second
loop inhibiting the dendrite late in a train. The sequen-
tial action of these loops is governed by synaptic prop-
erties of pyramidal cell-to-interneuron connections, as
well as feedforward inhibition onto these interneurons.
One aspect of the loop that remains relatively unex-
plored is the dynamic properties of synapses between
interneurons and pyramidal cells, and those of the feed-
forward interneuron-to-interneuron synapse. Neverthe-
less, the fact that so many different physiological
parameters in each microcircuit are tuned to produce a
specific pattern of activation suggests that these multi-
ple parameters may be coregulated. It will be of great
interest to determine the mechanisms by which these
individual features are regulated in concert.
What could be the function of the two inhibitory
loops? The authors suggest that each loop is tuned to
extract different temporal features from the spike
pattern of the pyramidal cells to ‘route’ them to differ-
ent zones of the postsynaptic neuron: the perisomatic
region and the dendrites. That different temporal fea-
tures differentially recruit each loop has been shown.
But what function the ‘routing’ of inhibition to the den-
drite might serve is difficult to answer. If the only aim
of recurrent inhibition is to prevent pyramidal cells
from generating excessive axonal output, two loops
seem like an unnecessarily complicated implementa-
tion. More likely, another function is served by the
shift of inhibition to the dendrite.
One possibility is that a major function of distal
inhibition is to regulate dendritic calcium spikes. High-
frequency firing activates late persistent interneurons
but is also an effective way of triggering calcium spikes
in distal dendrites [9,10]. Although somatic inhibition
alone can prevent axonal spikes and shape their timing
[4,11], it would have little influence on dendritic calcium
spikes. Dendritic inhibition, however, can potently block
the initiation of dendritic calcium spikes [11–13]. The
shift from somatic to dendritic inhibition might be
important for the induction of synaptic plasticity, which
depends on backpropagation of spike trains [14] or acti-
vation of distal calcium spikes [15]. Interestingly, the
same spikes that backpropagate to trigger plasticity
and/or calcium spikes are also those that trigger the
recurrent inhibition via the axon. So there might be a
‘race’ between the calcium spikes associated with a
backpropagating action potential train and the recurrent
dendritic inhibition. The stronger the synaptic input, the
earlier in the train dendritic calcium spikes occur, similar
to the situation in late-persistent interneurons, where
strong inputs trigger spikes earlier in the train than
weaker inputs. This scenario may thus create an input-
dependent window of opportunity for synaptic plastic-
ity to occur before calcium spikes are terminated by
arrival of recurrent inhibition. Differential regulation of
these two inhibitory loops, for example by modulatory
neurotransmitters [16], may therefore allow independent
tuning of the dynamic range of the pyramidal cell for
axonal spike rates and synaptic plasticity in dendrites.
How are these two interneuron microcircuits engaged
during behavior? In the hippocampus, two types of
oscillation are often observed in the behaving animal:
slow (4–8 Hz) theta oscillations and fast (120–200 Hz)
sharp wave-associated ripples. Pyramidal cell firing at
low firing frequencies during theta oscillations would
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Table 1. Differences between two types of feedback interneurons differentially engaged during trains of activity in CA1 pyramidal neurons.
Onset-transient Late-persistent
Location of soma stratum oriens stratum oriens
Axon targets pyramidal cell soma pyramidal cell distal dendrite
Morphological classification ? oriens-lacunosum moleculare
Pyramidal cell to interneuron synapse depression facilitation
EPSC decay time constant 1.8 ms 4.1 ms
Membrane time constant 19 ms 35 ms
Feed-forward inhibition in train strong throughout initially strong
Spiking in response to train one spike, after first stimulus several spikes later in train
Precision of spikes (S.D. of jitter) 0.5 ms 2.1 ms
Interneuron to pyramidal cell synapse ? ?
certainly activate somatic recurrent inhibition, but would
not favor activation of late-persistent interneurons.
During sharp waves, the spike frequency of pyramidal
cells can increase dramatically [17], although usually
only a few spikes are fired during a sharp wave burst
[18]. In a study linking oscillations with firing patterns of
different types of hippocampal interneuron in vivo,
Klausberger and colleagues [19] found that both types
of interneuron display phase-locked activity during
theta oscillations, with OLM interneurons (late-persis-
tent type) spiking in the trough of the sine wave like
pyramidal cells, while the other interneurons fire at the
peak of the oscillation. During sharp waves, however,
OLM interneurons do not fire, in contrast to other
interneurons that spike during or just before the onset
of sharp waves. These findings are surprising, as one
might expect activation of the late-persistent loop
during sharp waves. This may be because the short
train of pyramidal cell spikes fails to sufficiently facilitate
the inputs to the interneurons to trigger their activation.
OLM interneurons might also be silenced by engage-
ment of other inhibitory mechanisms. A situation where
the shift to dendritic inhibition might occur is when an
animal enters a place field represented by a particular
set of hippocampal pyramidal cells [20]. It remains to be
tested whether the high-frequency bursts resulting from
this physiological activation leads to discharges in late-
persistent interneurons consistent with a shift of inhibi-
tion to the dendrite.
The study by Pouille and Scanziani [6] thus shows
that recurrent inhibition in the hippocampus is an
exquisite example of how inhibitory circuits are tuned to
their function in the network. Further work is required to
determine the molecular identity of the interneurons,
identify whether other functional microcircuits in the
network involve activation of the same interneurons,
determine if analogous microcircuits are present in
other brain areas, and understand how these microcir-
cuits are engaged in the behaving animal. Such experi-
ments will take us many steps forward in understanding
the contribution different types of interneuron make to
information processing in the brain.
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Figure 1. Two circuits for feedback inhibi-
tion in the hippocampus.
Simplified representation of the feedback
network, showing the major cell types
involved. The first pyramidal cell spike in
a train selectively activates the onset-
transient interneuron, providing feedback
inhibition to the soma of the pyramidal
cell. During the train, the excitation of
onset-transient interneurons depresses
while that of the late-persistent interneu-
rons facilitates, thus selectively recruiting
dendritic feedback inhibition onto the
pyramidal cell.
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