Abstract. We consider a nonlocal problem involving the fractional laplacian and the Hardy potential, in bounded smooth domains. Exploiting the moving plane method and some weak and strong comparison principles, we deduce symmetry and monotonicity properties of positive solutions under zero Dirichlet boundary conditions.
Introduction
In recent years, considerable attention has been given to equations involving general integrodifferential operators, especially, those with the fractional Laplacian operator. This motivation coming from the fact that these nonlocal structures has connection with many real world phenomena. Indeed, non local operators naturally appear in elasticity problems [45] , thin obstacle problem [15] , phase transition [2, 13, 44] , flames propagation [20] crystal dislocation [29, 49] , stratified materials [40] , quasi-geostrophic flows [21] and others. Since these operators are also related to Lévy processes and have a lot of applications to mathematical finance, they have been also studied from a probabilistic point of view (see for example [7, 11, 32, 33, 50] ). We refer the readers to, for instance, [3, 4, 5, 6, 10, 16, 17, 18, 19, 24, 38, 41, 42, 43] where existence of solutions and/or regularity of solutions are studied for some nonlocal problems.
In this paper we focus our attention in the following problem (1.1)
where Ω is a bounded smooth domain, N > 2s and the equation is understood in the weak energy sense (see Definition 2.2) and (−∆) s is the fractional Laplacian operator defined, up to a normalization factor by the Riesz potential as
where 0 < s < 1 is a fix parameter (see [48, Chapter 5] or [24, 46] for further details). We assume that 0 ∈ Ω and also that the nonlinearities f (x, t) : Ω × [0, ∞) → R and g(t) : [0, ∞) → R, fulfill the following assumptions:
(H 1 ) f (x, t) is a Carathéodory function which is locally Lipschitz continuous with respect to the second variable. Namely, for any M > 0 given, it follows
Furthermore g(t) is locally Lipschitz continuous namely, for any M > 0 given, it follows
As a leading example we can consider f (x, s) = a(x)f (s) with a(·) bounded and measurable and f locally Lipschitz continuous and g(t) = ϑt q with ϑ 0 an q 1.We note here that, adapting to the nonlocal framework the ideas done in [12, Theorem 1.2], if f ≥ 0 and g(u) ≥ u q , q > 1 it can be proved that the problem has not solution even in a more weaker sense than the one considered in Definition 2.2.
In some of our results we will consider the stronger assumption: (H 2 ) f (x, t) is Holder continuous with respect to the x-variable, namely, for any M > 0 and r > 0 given, for some γ ∈ (0, 1) it follows that
The aim of this work is to prove symmetry and monotonicity properties of the solutions exploiting the moving plane method. The moving plane method was brought to the attention of the PDE community by J. Serrin ([39] ) and a clever use of it goes back to the celebrated paper [30] . The technique was refined in [9] and this is the approach that we use here. This will also allows us to consider convex (not necessarily strictly convex domains). The general statement is the following:
If the domain is convex and symmetric, then the solution inherits the symmetry of the domain and also exhibits monotonicity properties.
When performing the moving planes technique in problems that involves local partial differential equations, the local properties of the differential operators are used in a crucial way. This causes that, in the context of nonlocal operators, many difficulties arise, for example, because of the lack of general weak and strong comparison principles. Previous contribution devoted to symmetry results for equations involving the fractional Laplacian in R N that use the moving plane method can be found, for instance, in [22, 23, 26, 28, 37] . Other woks, in the nonlocal framework, that study the symmetry of solutions using another techniques are for example [25, 14, 44] .
The analysis in our context is also more involved because of the presence of the Hardy Leray potential. In particular this causes that the solutions are not bounded (and not smooth) near the origin. Nevertheless, the case g(u) = 0 is also admissible in our results and in this case our effort is to carry out the moving plane procedure exploiting the weak formulation of the equation. This allows to consider issues where solutions are not smooth, namely not of class C 1 . Our main result is the following:
) be a weak solution to (1.1) and let Ω be convex with respect to the x 1 -direction and symmetric w.r.t. The fact that we need to assume some monotonicity and symmetry properties of the nonlinearity is natural. In fact it is easy to see that, if the right hand side in our problem is not symmetric, then the solution cannot inherit the symmetry of the domain since we know that, for instance, (−∆) s |x| −β = C(N, s, β)|x| −β−2s , β > 0. Furthermore, also the monotonicity in variable x is necessary. In the local framework, this can be deduced considering e.g. the Henön equation for which non-radial solutions do exist.
A particular but relevant example for which Theorem 1.1 applies is the following
with f locally Lipschitz continuous with critical or sub-critical growth. It is easy to check that all our assumptions are fulfilled in this case. Furthermore, the case g(·) = 0 is also admissible in our result and we have in this case the following:
and let Ω be convex with respect to the x 1 -direction and symmetric w.r.t.
Let us also assume that either (a) or (b) are fulfilled, where:
(a) (H 1 ) holds (with g = 0) and f (x, t) is nondecreasing with respect to the variable t for any x ∈ Ω; (b) (H 1 ) and (H 2 ) hold (with g = 0). [9, 30] , that hold in the local case. Even in this case, namely when the Hardy potential is not considered, our results and their proofs are new. In fact, we perform the technique exploiting only the weak formulation of the equation. This allows to consider the case when the solution is merely continuous.
The proof of Theorem 1.1 will be carried out via the moving plane method. To do this we need to exploit weak and strong comparison principles. The weak comparison principle cannot hold in general and in fact we will prove and exploit a weak comparison principle in small domains in Theorem 3.1. This is because, under the assumption (a) a lack of regularity of the solutions, force us to use a careful analysis. Moreover we need to have a precise control of the parameters involved in the weak comparison principle in small domains so that the latter could be of use when performing the moving plane procedure. In particular we have to take into account the fact that solutions are unbounded at the origin.
The other important tool is the strong comparison principle. When f (x, t) and g(t) are nondecreasing w.r.t. the t-variable, we succeed in exploiting earlier results in [46] as slightly improved in [26] . If this is not the case, namely considering (b) in Theorem 4.1, we argue in a different way and write the equation pointwise far from the origin. To do this we need some regularity information more, that will be deduced by the assumption (H 2 ) (see Proposition 2.4).
The paper is organized as follows: in Section 2, an introduction of the necessary functional framework is presented, as well as the type of solution we will work with and an interior regularity result. Section 3 is devoted to prove the weak and strong comparison principle. These results are the fundamental key to apply, in Section 4, the moving plane method to obtain the symmetry of the solutions.
Notations and Preliminary Results
Let us recall that, given a function u in the Schwartz's class S(R N ) we define for 0 < s < 1, the fractional Laplacian as
It is well known (see [34, 48, 50] ) that this operator can be also represented, for suitable functions, as a principal value of the form
is a normalizing constant chosen to guarantee that (2.1) is satisfied (see [24, 46, 50] ). From (2.2) one can check that
This motivates the introduction of the space
endowed with the natural norm
and φ ∈ S(R N ), using (2.4), we can formally define the duality product (−∆) s u, φ in the distributional sense as
Along this work we will consider the Hilbert space
endowed with the norm
Here c N,s is the normalizing constant given in (2.3). In the following we will exploit the following well known Sobolev-type embedding Theorem 
where
is the Sobolev critical exponent.
Now we are in position to give the following:
where c N,s has been defined in (2.3) and
Remark 2.3. We point out that, using the fractional Hardy-Sobolev inequality (see [8, 27, 31] ), it follows that 
Ω). Therefore it is possible in this case to consider also unbounded test functions in the weak formulation of the equation. Furthermore, by the Sobolev embedding, the case when f has critical or sub-critical growth is also admissible even without the bounded condition in the family of test functions.
Relating to some properties of the fractional Laplacian operator we present here a regularity result that will be needed later. 
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(x 0 ) for some 0 < α < 2s, α / ∈ Z and α + 2s / ∈ Z, and, in fact,
, where c is a positive constant that only depends on N, s and α.
Proof. First of all we observe that, since u ∈ L ∞ (B r (x 0 )), by hypothesis (H 1 ), we obtain that
Then, by Theorem 2.1 and by the fact that Ω is a bounded domain, we get that
Therefore by [38, Corollary 2, 5] it follows that, for every 0 < β < 2s,
where c is a positive constant that only depends on N, s and β. Since, by (H 1 ) and (H 2 ), we know that h ∈ C α B r 4 (x 0 ) , with α = min{β, γ}, where γ was given in (H 2 ), by (2.8) and (2.9), we obtain that (2.6) follows by applying [38 
To finish this section we introduce some notation that we will need to state the principal results of the work. If ν is a direction in R N , i.e. ν ∈ R N and |ν| = 1, and λ is a real number we set T ν λ := {x ∈ R N : x · ν = λ}.
Moreover, let us denote Notation. Generic fixed and numerical constants will be denoted by C (with subscript in some case) and they will be allowed to vary within a single line or formula. By |A| we will denote the Lebesgue measure of a measurable set A.
Comparison principles
Now we prove a weak comparison theorem in small domain, namely we have the following u L ∞ (Ω ν λ ) and then we can consider w as a test function in (3.1) and (3.2) obtaining that
where D := supp w ⊆ D. Subtracting the two previous inequalities we get that 1 2 c N,s
In the following it will be crucial the following remark:
for some positive constantC. Taking into account that λ < 0, there exists a constant C(λ) such that |x| ≥ C in Ω ν λ . Then from (3.5) we get
where we have used (3.6), (H 1 ) and the fact that (u − v)w = w 2 . On the other hand we have
Now, we prove that (3.9)
For that we will descompose the space as follows
Since u − v is odd with respect to T ν λ by assumption, we get that
elsewhere .
Therefore,we immediately get that (3.10)
A(x, y) |x − y| N +2s dx dy ≥ 0.
Moreover for (x, y) ∈ D × CD, using again the fact that u − v is odd with respect to T ν λ it follows that
Therefore, since |x − y| ≤ |x − y λ | and A(x, y) ≥ 0 when (x, y) ∈ D × CD, by (3.11) we get that
Similarly, one can prove that
Then, by (3.10), (3.12) and (3.13), (3.9) follows. Hence by (3.7), (3.8) and (3.9), we get that
Moreover, using Hölder inequality and Theorem 2.1, we get that
Then we obtain that w = 0 in R N , so, in particular u ≤ v in D. This clearly implies that u ≤ v in D and, moreover, in Σ ν λ . We state now the following strong comparison principle as follows Proof. The proof follows repeating verbatim the one in [26] 
Symmetry of Solutions
The main result of this section, that will be a consequence of more general monotonicity results, see Proposition 4.3 and Proposition 4.4 below, is stated in the following 
and let us suppose that are fulfilled the following natural symmetry and monotonicity properties on f (x, t): (2.11) . Assume that (H 1 ) is fulfilled and assume that f (x, t) is nondecreasing with respect to the variable t, for all x ∈ Ω, as well as g(t) is nondecreasing with respect to the variable t. Assume also that
Proof. In the proof we will fix the direction ν = e 1 := (1, 0, . . . , 0) . The proof can be carried out for general directions with trivial modifications. In this case we have
When λ > a, since Ω λ is nonempty, we set
We also denote in this case λ 1 = sup{λ : (Ω λ ) ′ ⊂ Ω} and
. By (4.1) and the fact that |x λ | ≤ |x| for λ < 0, we deduce that
We are now in position to exploit the weak comparison principle in small domains. In fact, for λ − a small, we can apply Theorem 3.1 with D = Ω λ and v = u λ . To control the behavior of the constants in Theorem 3.1, we fix a <λ < 0 so that
This allows us to take λ − a small enough to guarantee that |Ω λ | δ where δ was given in (3.3). Therefore by Theorem 3.1 we get that u u λ in Ω λ for λ < 0 such that 0 < λ − a is small enough.
We start now the moving plane procedure setting (4.9) Λ := {a < λ < λ 0 1 | u u µ in Ω µ ∀ a < µ λ}. In fact, as we already proved, we have that Λ = ∅ so we can set λ := sup Λ .
The proof of the theorem will be done if we show thatλ = λ 0 1 . To prove this we argue by contradiction and we assume thatλ < λ 0 1 . By continuity we deduce that (4.10) u uλ in Ωλ \ {0λ} .
Let us show that, in fact, (4.11) u < uλ in Ωλ \ {0λ} forλ < λ 0 1 . To prove this note that, since by assumption f (x, t) and g(t) are nondecreasing with respect to the variable t, then it follows that
. From this and recalling (4.8), setting
it easy follows that
For any B r (x) ⊂⊂ Ωλ such that 0λ / ∈ B r (x), since we have that u and uλ are continuous in B r (x) ⊂⊂ Ωλ, we can apply the strong comparison principle, given in Proposition 3.2, to deduce that u < uλ in B r (x) unless u ≡ uλ in B r (x).
If now u < uλ in Ωλ \ {0λ} our claim holds true. If this is not the case, by (4.10), then there exists at least a pointx ∈ Ωλ \ {0λ} such that u(x) = uλ(x) and we can consider σ > 0 such thatx / ∈ B σ (0λ). Since u and uλ are continuous in the closure of Ωλ \ B σ (0λ), exploiting the strong comparison principle as here above, it follows that the set {u = uλ} is not empty, open and closed in Ωλ \ B σ (0λ). This imply that u = uλ in the closure of Ωλ \ B σ (0λ). Since this is not possible by the Dirichlet condition, then we have u < uλ in Ωλ \ {0λ} , that is, (4.11) follows.
Let us now fixε > 0 such thatλ +ε < λ
From this we will conclude that there existsδ > 0, not depending on ε, such that the Theorem 3.1 can be applied with some
v = uλ +ε , λ =λ + ε and 0 ε ε. In fact, in order to apply Theorem 3.1 we first consider ε > 0 such thatε <ε and and we consider a compact set K so that
Since u is continuous in the interior of Ω \ {0}, it follows that there exists ρ = ρ(K) > 0 such that wλ ρ, in K . We assume now, without loss of generality, thatε < τ , thus obtaining 0λ +ε ⊂ B τ (0λ), for all 0 ε <ε .
This allows us to exploit the fact that u is uniformly continuous in Ω \ {B 2τ (0)} to deduce that, eventually reducingε, we have . This implies that
and we have done.
Now we prove a similar result, but under a different set of assumptions. Namely we have the following Proposition 4.4. Let u ∈ C 0 (Ω \ {0}) be a weak solution to (1.1) and assume that (H 1 ) and (H 2 ) hold. Set λ 0 1 (ν) := min{0 , λ 1 (ν)}, where λ 1 (ν) is defined in (2.11) . Assume also that
Proof. As in the proof of Proposition 4.3, we will fix the direction ν = (1, 0, . . . , 0) without loss of generality. We refer also to the same notations in such proof, in particular see equations (4.2), (4.3), (4.4), (4.5) and (4.6). When λ > a, since Ω λ is nonempty, as in (4.7), we define
and λ 0 1 := min{0 , λ 1 } . The first part of the proof relies on the proof of Proposition 4.3 that is, for λ − a small, we will apply Theorem 3.1. We fix a <λ < 0 so that
This allows us to take λ <λ with λ − a small enough such that |Ω λ | δ where δ was given in (3.3). Therefore, applying Theorem 3.1 with D = Ω λ and v = u λ , we get that u u λ in Ω λ .
We start now the moving plane procedure settinḡ
where Λ = ∅, was given in (4.9). The proof of the theorem will be done if we show that λ = λ 0 1 . As in the proof of Proposition 4.3 we argue by contradiction so we suppose that λ < λ 0 1 . By continuity we deduce that u uλ in Ωλ \ {0λ}. Let us show that (4.19) u < uλ in Ωλ \ {0λ}.
We point out that the case u ≡ uλ in Ωλ \ {0λ} is not possible by the Dirichlet condition. Therefore, to prove (4.19), we assume by contradiction that there exists a pointx in Ωλ \ {0λ} where
We fix now r > 0 such that 0 / ∈ B r (x) and 0 λ / ∈ B r (x). Then using Proposition 2.4 we have that there exists 0 < α < 2s such that
As consequence, see Remark 2.5, we can write the pointwise formulation of the problem (1.1) for both u and u λ in the point x =x. Therefore It is worth noticing that, if g ≡ 0, using also (4.18), (4.20) and the fact that |x λ | < |x| for λ < 0, from (4.21) it follows that Since |x − y| ≤ |x − y λ | for x, y ∈ Σ λ and u ≡ u λ , u ≤ u λ , from (4.24), by continuity, we have Finally, if Ω is a ball, repeating this argument along any direction, it follows that u is radially symmetric, i.e. u = u(r) and strictly decreasing w.r.t r.
Proof of Theorem 1.1. The proof of Theorem 1.1 follows by Theorem 4.1 considering there the case ν = (1, 0, · · · , 0).
