Sparse and redundant signal representations for x-ray computed
  tomography by Karimi, Davood
Sparse and redundant signal representations for
x-ray computed tomography
Davood Karimi
December 10, 2019
1 A brief history of x-ray computed tomography
Computed tomography (CT) refers to creating images of the cross sections of
an object using transmission or reflection data. These data are usually referred
to as the projections of the object. For the projection data to be sufficient, the
object needs to be illuminated from many different directions. The problem of
reconstructing the image of an object from its projections has various applica-
tions, from reconstructing the structure of molecules from data collected with
electron microscopes to reconstructing maps of radio emissions of celestial ob-
jects from data collected with radio telescopes [1]. However, the most important
applications of CT have been in the field of medicine, where the impact of CT
has been nothing short of revolutionary. Today, physicians and surgeons are
able to view the internal organs of their patients with a precision and safety
that was impossible to imagine before the advent of CT.
Most of the medical imaging modalities including ultrasound, magnetic reso-
nance imaging (MRI), and positron emission tomography (PET) can be consid-
ered as examples of CT. The fundamental difference between these modalities
is the property of the material (i.e., tissue) that they image. X-ray CT, which
is our focusn, is based on the tissue’s ability to attenuate x-ray photons. X-rays
had been discovered by the German physicist Wilhelm Rontgen in 1895. Ront-
gen, who won the first Nobel Prize in Physics for this discovery, realized that
x-rays could reveal the skeletal structure of the body parts because bones and
soft tissue had different x-ray attenuation properties. However, the first com-
mercial CT scanners appeared in the early 1970s, finally winning the 1979 Nobel
Prize in Medicine for Allan Cormack and Godfrey Hounsfield for independently
inventing CT.
Today, x-ray CT is an indispensable tool in medicine. In fact, the words
CT and computed tomography are used to refer to x-ray CT with no confusion.
Since its commercial introduction more than 40 years ago, diagnostic and ther-
apeutic applications of CT have continued to grow. In the past two decades,
especially, great advancements have been made in CT scanner technology and
the available computational resources. Moreover, new scanning methods such
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as dual-source and dual-energy CT have become commercially available. To-
day, very fast scanning of large volumes has become possible. This has led to a
dramatic increase in CT usage in clinical settings. It is estimated that globally
more than 50,000 dual-energy x-ray CT scanners are in operation [2]. In the
USA alone, the number of CT scans made annually increased from 19 million
to 62 million between 1993 and 2006 [3].
2 Imaging model
Cone-beam computed tomography (CBCT) is a relatively new scan geometry
that has found applications as diverse as image-guided radiation therapy, den-
tistry, breast CT, and microtomography [4–7]. Figure 1 shows a schematic
representation of CBCT. Divergent x-rays penetrate the object and become at-
tenuated before being detected by an array of detectors. The equation relating
the detected photon number to the line integral of the attenuation coefficient is
[8]:
N id
N i0
= exp
(
−
∫
i
µds
)
(1)
whereN i0 andN
i
d denote, respectively, the emitted and detected photon numbers
for the ray from the x-ray source to the detector bin i and
∫
i
µds is the line
integral of the attenuation coefficient along that ray. By discretizing the imaged
object, the following approximation to (1) can be made:
log
(
N i0
N id
)
=
K∑
k=1
wikxk (2)
where xk is the value of the unknown image at voxel k and w
i
k is the length of
intersection of ray i with this voxel. The equations for all measurements can be
combined and conveniently written in matrix form as:
y = Ax+ w (3)
where y represents the vector of measurements (also known as the sinogram),
x is the unknown image, A represents the projection matrix, and w is the
measurement noise.
The discretization approach mentioned above has several shortcomings. For
example, it does not consider the finite size of the x-ray source and the detector
area. Furthermore, exact computation of the intersection lengths of rays with
voxels is computationally very costly for large-scale 3D CT. Therefore, several
efficient implementations of the system matrix A have been proposed [9–12].
For large-scale 3D CT, matrix A it too large to be saved in computer mem-
ory. Instead, these algorithms implement multiplication with matrix A and its
transpose by computing the matrix elements on-the-fly.
Even though in theory Nd follows a Poisson distribution, due to many com-
plicating factors including the polychromatic nature of the x-ray source and
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Figure 1: A schematic representation of cone-beam CT geometry.
the electronic noise, an accurate model of the raw data takes the form of a
compound Poisson, shifted Poisson, or Poisson+Gaussian distribution [13]. For
many practical applications, an adequate noise model is obtained by adding a
Gaussian noise (to simulate the electronic noise) to the theoretical values of Nd.
More realistic modeling, especially in low-dose CT, is much more complex and
will need to take into account very subtle phenomena, which are the subject of
much research [14–16]. An alternative approach is to consider the ratio of the
photon counts after the logarithm transformation. Even though N i0 and N
i
d are
Poisson distributed, the noise in the sinogram (i.e., after the logarithm transfor-
mation) can be modeled as a Gaussian-distributed random variable with zero
mean and a variance that follows [17–19]:
σ2i =
exp(y¯i)
N i0
(4)
In this equation, y¯i is the expected value of the sinogram datum at detector i.
In general, a system-specific constant η is needed to fit the measurements [18]:
σ2i = fi exp
(
y¯i
η
)
(5)
where fi, similar to 1/N
i
0 in (4), mainly accounts for the effect of bowtie filtra-
tion.
3 Image reconstruction algorithms in CT
A central component in every CT system is the suite of image reconstruction and
processing algorithms, whose task it to reconstruct the image of the object from
its projection measurements. These algorithms have also continually evolved
over time. The first CT scanners relied on simple iterative algorithms that aimed
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at recovering the unknown image as a solution of a system of linear equations.
Many of these basic iterative methods had been developed by mathematicians
like Kaczmarz well before the advent of CT. As the size of CT images grew,
analytical filtered-backprojection (FBP) methods became more common and
they are still widely used in practice [20]. For CBCT, the well-known Feldkamp-
Davis-Kress (FDK) filtered-backprojetion algorithm is still widely used [21–23].
These methods, which are based on the Fourier slice theorem, require a large
number of projections to produce a high-quality image, but they are much faster
than iterative methods.
The speed advantage of FBP methods has become less significant in recent
years as the power of personal computers has increased and new hardware op-
tions such as graphical processing units (GPUs) have become available. On the
other hand, with a consistent growth in medical CT usage, many studies have
shown that the radiation dose levels used in CT may be harmful to the patients
[24, 25]. Reducing the radiation dose can be accomplished by reducing the
number of projection measurements and/or by reducing the radiation dose for
each projection. However, the images reconstructed from such under-sampled or
noisy measurements with FBP methods will have a poor diagnostic quality. As
a result of these developments, there has been a renewal of interest in statistical
and iterative image reconstruction methods because they have the potential to
produce high-quality images from low-dose scans [26, 27]. Furthermore, even
though in the beginning most of the algorithms used in CT were image re-
construction algorithms, gradually image processing algorithms were used for
denoising, restoration, or otherwise improving the projection measurements and
the reconstructed images. Many of these algorithms are borrowed from the re-
search on image processing for natural images. Even today, algorithms that
have been developed for processing of natural images are often applied in CT
with little or no modifications.
4 Patch-based methods
In patch-based image processing, the units of operation are small image patches,
which in the case of 3D images are also referred to as blocks. In the great
majority of applications square patches or cubic blocks are used, even though
other patch shapes can also be employed. For simplicity of presentation, we
will use the term “patch” unless when talking explicitly about 3D images. The
number of pixels/voxels in a patch in patch-based image processing methods is
usually on the order of tens or a few hundreds. A typical patch size would be
8× 8 pixels for 2D images or 8× 8× 8 voxels for 3D images.
Broadly speaking, in patch-based methods the image is first divided into
small patches. Then, each patch is processed either separately on its own or
jointly with patches that are very similar to it. The final output image is
then formed by assembling the processed patches. In patch-based denoising,
for instance, one can divide the image into small overlapping patches, denoise
each patch independently, and then build the final denoised image using an
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averaging of the denoised patches. There are many reasons for focusing on
small patches rather than on the whole image. First, because of the curse of
dimensionality, it is much easier and more reliable to learn a model for small
image patches than for very large patches or for the whole image. Secondly,
for many models, computations are significantly reduced if they are applied
on small patches rather than on the whole image. In addition, research in
the past decade has shown that working with small patches can result in very
effective algorithms that outperform competing methods in a wide range of
image processing tasks. For example, as we will explain later in this chapter,
patch-based denoising methods are currently considered to be the state of the
art, achieving close-to-optimal denoising performance.
Patch-based methods have been among the most heavily researched methods
in the field of image processing in recent years and they have produced state-of-
the-art results in many tasks including denoising, restoration, super-resolution,
inpainting, and reconstruction. However, these methods have received very little
attention in CT. Even though there has been limited effort in using patch-based
methods in CT, the results of the published works have been very promising.
Given the great success of patch-based methods in various image-processing ap-
plications, they seem to have the potential to substantially improve the current
state of the art algorithms in CT.
The word “patch-based” may be ambiguous because it can potentially refer
to any image model or algorithm that works with small patches. For instance,
image compression algorithms such as JPEG work on small image patches. How-
ever, the word patch-based has recently been used to refer to certain classes of
methods. In order to explain the central concepts of these methods, we will first
describe the two main frameworks in patch-based image processing: (1) sparse
representation of image patches in learned overcomplete dictionaries, (2) mod-
els based on nonlocal patch similarities. These two frameworks do not cover all
patch-based image processing methods. However, most of these methods have
their roots in one or both of these two frameworks.
5 Image processing with learned overcomplete
dictionaries
5.1 Sparse representation in analytical dictionaries
A signal x ∈ Rm is said to have a sparse representation in a dictionaryD ∈ Rm×n
if it can be accurately approximated by a linear combination of a small number
of its columns. Mathematically, this means that there exists a vector γ such
that x ∼= Dγ and ‖γ‖0  n. Here, ‖γ‖0 denotes the the number of nonzero
entries of γ and is usually referred to as the `0-norm of γ, although it is not a
true norm. This means that only a small number of columns of D are sufficient
for accurate representation of the signal x. The ability to represent a high-
dimensional signal as a linear combination of a small number of building blocks
is a very powerful concept and it is at the center of many of the most widely
5
used algorithms in signal and image processing. Columns of the dictionary D
are commonly referred to as atoms. If these atoms comprise a set of linearly
independent vectors and if they span the whole space of Rm, then they are
called basis vectors and D is called a basis. Moreover, if the basis vectors are
mutually orthogonal, D is called an orthogonal basis.
Bases, and orthogonal bases in particular, have interesting analytical prop-
erties that makes them easy to analyze. Moreover, for many of the orthogonal
bases that are commonly used in signal and image processing, very fast compu-
tational algorithms have been developed. This computational advantage made
these bases very appealing when the computational resources were limited. Over
the past two decades, and especially in the past decade, there has been a sig-
nificant shift of interest towards dictionaries that are adapted to a given class
of signals using a learning strategy. The dictionaries obtained in this way lack
the analytical and computational advantages of orthogonal bases, but they have
much higher representational power. Therefore, they usually lead to superior re-
sults for many image processing tasks. Before we explain these dictionaries, we
briefly review the history of sparsity-inducing transforms in image processing.
More detailed treatment of this background can be found in [28, 29].
Sparsity-based models are as old as digital signal processing itself. Starting
in the 1960s, the Fourier transform was used in signal processing because it
could diagonalize the linear time-invariant filters, which were widespread in sig-
nal processing. Adoption of the Fourier transform was significantly accelerated
by the invention of the Fast Fourier Transform in 1965 [30]. Fourier transform
represents a signal as a sum of sinusoids of different frequencies. Suppressing
the high-frequency components of this representation, for instance, is a simple
denoising method. This is, however, not a good model for natural images be-
cause Fourier basis functions are not efficient for representing sharp edges. In
fact, a single edge results in a large number of non-zero Fourier coefficients.
Therefore, denoising using Fourier filtering leads to blurred images. An effi-
cient representation of localized features needed bases that included elements
with concentrated support. This gave rise to the Short-Time Fourier Transform
(STFT) [31, 32] and, more importantly, the wavelet transform [33, 34]. The
wavelet transform was the major manifestation of a revolution in signal pro-
cessing that is referred to as multi-scale or multi-resolution signal processing.
The main idea in this paradigm is that many signals, and in particular natural
images, contain relevant features on many different scales. Both the Fourier
transform and the wavelet transform can be interpreted as the representation of
a signal in a dictionary. For the Fourier transform, for example, the dictionary
atoms include sinusoids of different frequencies.
Despite its tremendous success, the wavelet transform suffers from important
shortcomings for analyzing higher-dimensional signals such as natural images.
Even though wavelet transform possesses important optimality properties for
one-dimensional signals, it is much less effective for higher-dimensional signals.
This is because in higher dimensions, wavelet transform is a separable extension
of the one-dimensional transform along different dimensions. As a result, for
example the 2D wavelet transform is suitable for representing points but it is not
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effective for representing edges. This is a major shortcoming because the main
features in natural images are composed of edges. Therefore, there was a need
for sparsity-inducing transforms or dictionaries that could efficiently represent
these types of features. Consequenbtly, great research effort was devoted to de-
signing transforms/dictionaries especially suitable for natural images. Among
the proposed transforms, some of them that have been more successful for image
processing applications include the complex wavelet transform [35], the curvelet
transform [36, 37], the contourlet transform [38] and its extension to 3D im-
ages known as surfacelet [39], the shearlt transform [40, 41], and the bandlet
transform [42].
The transforms mentioned above have had a great impact on the field of im-
age processing and they are still used in practice. They have also been used in
CT [e.g., 36, 43–45]. However, learned overcomplete dictionaries achieve much
better results in practice by breaking some of the restrictions that are naturally
imposed by these analytical dictionaries. The restriction of orthogonality, for
instance, requires the number of atoms in the dictionary to be no more than the
dimensionality of the signal. The consequences of these limitations had already
been realized by researchers working on wavelets. This realization led to devel-
opments such as stationary wavelet transform, steerable wavelet transform, and
wavelet packets, which greatly improved upon the orthogonal wavelet transform
[46–48]. However, these transforms are still based on fixed constructions and
do not have the freedom and adaptability of learned dictionaries that we will
explain below.
5.2 Learned overcomplete dictionaries
The basic idea of adapting the dictionary to the signal is not completely new.
One can argue that the Principal Component Analysis (PCA) method [49],
which is also known as the Karhunen–Love Transform (KLT) in signal process-
ing, is an example of learning a dictionary from the training data. However, this
transform too is limited in terms of the dictionary structure and the number of
atoms in the dictionary. Specifically, the atoms in a PCA dictionary are neces-
sarily orthogonal and their number is at most equal to the signal dimensionality.
The modern story of dictionary learning begins with a paper by Olshausen
and Field [50]. The question posed in that paper was: if we assume that small
patches of natural images have a sparse representation in a dictionary D and try
to learn this dictionary from a set of training patches, what would the learned
dictionary atoms look like? They found that the learned dictionary consisted
of atoms that were spatially localized, oriented, and bandpass. This was a
remarkable discovery because these are exactly the characteristics of simple-
cell receptive fields in the mammalian visual cortex. Although similar patterns
existed in Gabor filters [51, 52], Olshausen and Field had been able to show
that these structures can be explained using only one assumption: sparsity.
Suppose that we are given a set of training signals and would like to learn
a dictionary for sparse representation of these signals. We stack these training
signals as columns of a matrix, which we denote with X. Each column of X
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is a referred to as a training signal. In image processing applications, each
training signal is a patch (for 2D images) or block (in the case of 3D images)
that is vectorized to form a column of X. Using the matrix of training signals,
a dictionary can be learned through the following optimization problem.
minimize
D∈D,Γ
‖X −DΓ‖2F + λ‖Γ‖1 (6)
In the above equation, X denotes the matrix of training data, Γ is the matrix
of representation coefficients of the training signals in D, and D is the set of
matrices whose columns have a unit Euclidean norm. The ith column of Γ is
the vector of representation coefficients of the ith column of X (i.e., the ith
training signal) in D. The notations ‖.‖F and ‖.‖1 denote, respectively, the
Frobenius norm and the `1 norm. The constraint D ∈ D is necessary to avoid
scale ambiguity because without this constraint the objective function can be
made smaller by decreasing Γ by an arbitrary factor and increasing D by the
same factor. The first term in the objective function requires that the training
signals be accurately represented by the columns of D and the second terms
promotes sparsity, encouraging that a small number of columns of D are used
in the representation of each training signal.
There are many possible variations of the optimization problem presented
in Equation (6), some of which we will explain in this chapter. For example
the `1 penalty on Γ is sometimes replaced with an `0 penalty. In fact, it can
be shown that variations of this problem include problems as diverse as PCA,
clustering or vector quantization, independent component analysis, archetypal
analysis, and non-negative matrix factorization (see for example [53, 54]). The
most important fact about the optimization problem in (6) is that it is not
jointly convex with respect to D and Γ. Therefore, only a stationary point can
be hoped for and the global optimum is not guaranteed. However, this problem
is convex with respect to D and Γ individually. Therefore, many dictionary
learning problems adopt an alternating minimization approach. In other words,
the objective function is minimized with respect to one of the two variables
while keeping the other fixed. The first such method was the method of optimal
directions (MOD) [55]. In each iteration of MOD, the objective function is first
minimized with respect to Γ by solving a separate sparse coding problem for
each training signal:
Γk+1i = argmin
γ
‖Xi −Dkγ‖22 subject to: ‖γ‖0 ≤ K (7)
In the above equation, and in the rest of this chapter, we use subscripts on
matrices to index their columns. Therefore, Xi indicates the i
th column of X,
which is the ith training signal and Γi is the i
th column of Γ, which is the vector
of representation coefficients of Xi in D. We will use superscripts to indicate
iteration number. Once all columns of Γ are updated, Γ is kept fixed and the
dictionary is updated. This update is in the form of a least-squares problem
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that has a closed-form solution:
Dk+1 = X(Γk+1i )
† (8)
where † denotes the Moore-Penrose pseudo-inverse.
Before moving on, we need to say two brief words about the optimization
problem in (7). This optimization problem is one formulation of the sparse
coding problem that is a central part of any image processing method that
makes use of learned overcomplete dictionaries. Because of their ubiquity, there
has been a very large body of research on the properties of these problems and
solution methods. We will only mention or describe the relevant algorithms
where necessary. A recent review of these methods can be found in [53]. In
MOD, this step is solved using the orthogonal matching pursuit (OMP) [56] or
the focal underdetermined system solver (FOCUSS) [57].
Another dictionary-learning algorithm that has shown to be more efficient
than MOD is the K-SVD algorithm [58]. K-SVD is arguably the most widely
used dictionary learning algorithm today. Similar to MOD, each iteration of
the K-SVD algorithm updates each column of Γ by solving a sparse coding
problem similar to (7). However, unlike the MOD that updates all dictionary
atoms at once, K-SVD updates each dictionary atom (i.e., each column of D)
sequentially. Assuming all dictionary atoms are fixed except for the ith atom,
the cost function in (6) can be written as:
‖X −DΓ‖2F =
∥∥∥∥∥∥X −
N∑
j=1
DjΓ
T
j
∥∥∥∥∥∥
2
F
=
∥∥∥∥∥∥X −
N∑
j=1,j 6=i
DjΓ
T
j −DiΓTi
∥∥∥∥∥∥
2
F
= ‖Ei −DiΓTi ‖2F
(9)
In the K-SVD algorithm this is minimized using an SVD decomposition of the
matrix Ei after restricting it to the training signals that are using Di in their
representation. The reason behind this restriction is that it will preserve the
sparsity of the representation coefficients. Let us denote the restricted version
of Ei with E
R
i and assume that the SVD decomposition of E
R
i is E
R
i = U∆V
T .
Then, U1 and ∆(1, 1)V1 provide the updates of Di and Γ
T
i , where U1 and V1
denote the first columns of U and V , respectively, and ∆(1, 1) is the largest
singular value of ERi .
A major problem with methods like MOD and K-SVD is that they are
computationally intensive. Even though efficient implementations of these al-
gorithms have been developed [59], computations become very excessive when
the number of training signals and the signal dimensionality grow. Therefore,
a number of studies have proposed algorithms that are particularly designed
for learning dictionaries from huge datasets in reasonable time [60, 61]. The
algorithm proposed in [60, 62], for instance, is based on stochastic optimiza-
tion algorithms that are particularly suitable for large-scale problems. Instead
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of solving the optimization problem by considering the whole training data, it
randomly picks one training signal (i.e., one column of X) and approximately
minimizes the objective function using that one training signal. Convincing
theoretical and empirical evidence regarding the convergence of this dictionary
learning approach have been presented in [60].
Another important class of dictionary learning algorithms are maximum-
likelihood algorithms, which are in fact among the first methods suggested for
learning dictionaries from data [63–65]. These methods assume that each train-
ing signal is produced by a model of the form:
Xi = DΓi + wi (10)
where wi is a Gaussian-distributed white noise. To encourage sparsity of the rep-
resentation coefficients (Γi), these methods assume a sparsity-promoting prior
such as a Cauchy or Laplace distribution for entries of Γ. Additionally, these
approaches assume that the entries of Γ are independent and identically dis-
tributed and that each signal Xi is drawn independently. A dictionary can then
be learned by maximizing the data likelihood p(X|D) or the posterior p(D|X).
Quite often, the resulting likelihood function is very difficult to maximize and
it is further simplified before applying the optimization algorithm.
It can be argued that the maximum-likelihood methods explained above are
not truly Bayesian methods because they yield a point estimate rather than the
full posterior distribution [54]. As a result, in recent years several fully-Bayesian
dictionary learning methods have been proposed [66–68]. In these algorithms,
priors are placed on all model parameters, i.e., not only the dictionary atoms
Di and sparse representation vectors Γi, but also on all other model parameters
such as the number of dictionary atoms and the noise variance for each training
signal. The most important priors assumed in these models are usually Gaussian
priors with Gamma hyper-priors for the dictionary atoms (Di) and representa-
tion coefficients (Γi), and a Beta-Bernoulli process for the support of Γi [66, 68].
Full posterior density of the model parameters and hyper-parameters are itera-
tively estimated via Gibbs sampling. Compared to all other dictionary learning
methods described above, these fully-Bayesian methods are significantly more
computationally demanding. On the other hand, their robustness with respect
to poor initialization and their ability to learn some important parameters such
as the noise variance makes them potentially very useful for certain applications
[69, 70].
There are many variations and enhancements of dictionary learning that we
cannot describe in detail due to space limitations. However, we briefly mention
three important variations. The first is the structured dictionary learning. The
main idea here is not only to learn the dictionary atoms but also the interac-
tion between the learned dictionary atoms. For example, a common structure
that is assumed between the atoms is a tree structure, where each atom is the
descendant/parent of some other atoms [71, 72]. During the dictionary usage,
then, an atom will participate in the sparse code of a signal if and only if its
parent atom does so. Obviously, the basic `0 and `1 norms are not capable of
10
modelling these interactions between dictionary atoms. The success of struc-
tured dictionary learning, therefore, has been made possible by algorithms for
structured sparse coding [73, 74]. Another common structure is the grid struc-
ture that enforces a neighborhood relation between atoms [61, 75]. The second
variation that is of great importance is multi-scale dictionary learning. Extend-
ing the basic dictionary learning scheme to consider different patch sizes has
been shown to significantly improve the performance of the dictionary-based
image processing [76, 77]. Moreover, this extension to multiple scales has been
suggested as an approach to addressing some of the theoretical flaws in the
dictionary-based image processing [78]. The third important variation that we
mention here includes dictionaries that have a fast application. As we mentioned
above, learned dictionaries do not possess such desired structural properties as
orthogonality. As a result, they are much more costly to apply than analytical
dictionaries. Therefore, several dictionary structures have been proposed with
the goal of reducing the computational cost during dictionary usage [79, 80].
These dictionaries can be particularly useful for processing of large 3D images.
As final remarks on dictionary learning, we should first mention that there is
no strong theoretical justification behind most dictionary learning algorithms.
In particular, there is no theoretical guarantee that these algorithms are ro-
bust or that the learned dictionary should work well in practical applications.
In practice, learning of a good dictionary certainly requires sufficient amount
of training data and the minimum amount of data needed grows at least lin-
early with the number of dictionary atoms [79, 81]. Uniqueness of the learned
dictionary, however, is only guaranteed for an exponential number of training
signals [82]. In fact, the theory of dictionary learning is considered to be one
of the major open problems in the field of sparse representation [83]. Secondly,
pre-processing of training image patches has proved to significantly influence
the types of structures that emerge in the learned dictionary and the perfor-
mance of the learned dictionary in practice. Three of the most commonly used
pre-processing operations include: (i) removing of the patch mean, also known
as centering [84], (ii) variance normalization which is preceded with centering
[85, 86], and (iii) de-correlating the pixel values within a patch, referred to as
whitening [87, 88]. The overall effect of all these three operations is to amplify
the high-frequency structure such as edges, resulting in more high-frequency
patterns in the learned dictionary [54].
5.3 Applications of learned dictionaries
Learned overcomplete dictionaries have been employed in various image process-
ing and computer vision applications in the past ten years. There are mono-
graphs that review and explain these applications in detail [54, 89]. Because of
space limitations, we describe the basic formulations for image denoising, image
inpainting, and image scale-up. Not only these three tasks are among the most
successful applications of learned dictionaries in image processing, they are also
very instructive in terms of how these dictionaries can be used to accomplish
various image processing tasks.
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Image denoising
Suppose that we have measured a noisy image x = x0 + w, where x0 is
the true underlying image and w is the additive noise that is assumed to
be white Gaussian. The prior assumption in denoising using a dictionary
D is that every patch in the image has a sparse representation in D. If
we denote a typical patch with p, this would mean that there exists a
sparse vector γ such that ||p −Dγ||22 < , where  is proportional to the
noise variance [84, 90]. Using this prior on every patch in the image, the
maximum a posteriori (MAP) estimation of the true image can be found
as the solution of the following problem [89]:
{
x̂0, {γ̂i}Ni=1
}
= argmin
z,{γi}Ni=1
λ‖z − x‖22 +
N∑
i=1
(‖Riz −Dγi‖22 + ‖γi‖0) (11)
where Ri represents a binary matrix that extracts and vectorizes the i
th
patch from the image. This is a very common notation. N is the total
number of extracted patches. It is common to use overlapping patches
to avoid discontinuity artifacts at the patch boundaries. In fact, unless
the computational time is a concern, it is recommended that maximum
overlap is used such that adjacent extracted patches are shifted by only
one pixel in each direction. This means extracting all possible patches
from the image.
The objective function in Equation (11) is easy to understand. The first
term requires the denoised image to be close to the measurement, x,
and the second term requires that every patch extracted from this im-
age to have a sparse representation in the dictionary D. The common
approach to solving this optimization problem is an approximate block-
coordinate minimization. First, we initialize z to the noisy measurement
(z = x). Keeping z fixed, the objective function is minimized with re-
spect to {γi}Ni=1. This step is simplified because it is equivalent to N
independent problems, one for each patch, that can be solved using sparse
coding algorithms. Then {γi}Ni=1 are kept fixed and the objective func-
tion is minimized with respect to z. This minimization has a closed-form
solution:
x̂0 =
(
λI +
N∑
i=1
RTi Ri
)−1(
λx+
N∑
i=1
RTi Dγˆi
)
(12)
There is no need to form and invert a matrix to solve this equation. It is
basically equivalent to returning the denoised patches to their right place
on the image canvas and performing a weighted averaging. The weighted
averaging simply takes into account the overlapping of the patches and a
weighted averaging with the noisy image x (with weight λ).
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The minimization with respect to {γi}Ni=1 and z can be performed itera-
tively by using x̂0 obtained from (12) as the new estimate of the image.
However, this will run into difficulties because the noise distribution in x̂0
is unknown and it is certainly not white Gaussian. Therefore, x̂0 obtained
from (12) is usually used as the estimate of the underlying image x0.
Image inpainting
Let us denote the true underlying image with x0 and assume that the
observed image x not only contains noise, but also some pixels are not
observed or are corrupted to the extent that the measurements of those
pixels should be ignored. The model used for this scenario is x = Mx0 +w
where w is the additive noise and M is a mask matrix, which is a binary
matrix that removes the unobserved/corrupted pixels. The goal is to
recover x0 from x. Similar to the denoising problem above, we use the
prior assumptions that patches of x0 have a sparse representation in a
dictionary D. The MAP estimate of x0 can be found as a solution of the
following problem [89]:{
x̂0, {γ̂i}Ni=1
}
= argmin
z,{γi}Ni=1
λ‖Mz − x‖22
+
N∑
i=1
(‖Riz −Dγi‖22 + ‖γi‖0) (13)
An approximate solution can be found using an approach rather similar
to that described above for the denoising problem. Specifically, we start
with an initialization z = MTx. Then, assuming that z is fixed, we solve
N independent sparse coding problems to find estimates of {γi}Ni=1. The
only issue here is that this initial z will be corrupted at the locations of
unobserved pixels. Therefore, the estimation of {γi}Ni=1 needs to take this
into account by introducing a local mask matrix for each patch:
γˆi = argmin
γ
‖Mi(Riz −Dγ)‖22 subject to: ‖γ‖0 ≤ K (14)
Once {γi}Ni=1 are estimated, an approximation to the underlying full image
is found as:
xˆ0 =
(
λMTM +
N∑
i=1
RTi Ri
)−1(
λMTx+
N∑
i=1
RTi Dγˆi
)
(15)
which has a simple interpretation similar to (12). The method described
above has been shown to be very effective in many studies [76, 90, 91].
Image scale-up (super-resolution)
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As we saw above, the applications of learned dictionaries for image denois-
ing and inpainting can be quite straightforward. Nevertheless, application
of learned dictionaries for image processing may involve much more elab-
orate approaches, even for the simple tasks such as denoising. As an
example of a slightly more complex task, in this section we explain the
image scale-up. Image scale-up can serve as a good example of more elab-
orate applications of learned dictionaries in image processing. Moreover,
it has been one of the most successful applications of learned dictionaries
to date [92].
Suppose xh is a high-resolution image. A blurred low-resolution version of
this image can be modeled as xl = SHxh, where H and S denote the blur
and down-sampling operators. Given the measured low-resolution image,
which can also include additive noise (i.e., xl = SHxh +w), the goal is to
recover the high-resolution image. This problem is usually called the image
scale-up problem, and it is also referred to as image super-resolution.
The first image scale-up algorithm that used learned dictionaries was sug-
gested in [92]. This algorithm is based on learning two dictionaries, one for
sparse representation of the patches of the high-resolution image and one
for sparse representation of the patches of the low-resolution image. Let
us denote these dictionaries with Dh and Dl, respectively. The basic as-
sumption in this algorithm is that sparse representation of a low-resolution
patch in Dl is identical to the sparse representation of its corresponding
high-resolution patch in Dh. Therefore, given a low-resolution image xl,
one can divide it into patches and use each low-resolution patch to esti-
mate its corresponding high-resolution patch. Let us denote the ith patch
extracted from xl with X
l
i and its corresponding high-resolution patch
with Xhi . One first finds the sparse representation of X
l
i in Dl using any
sparse coding algorithm such that X li
∼= Dγi. Then, by assumption, γi is
also the sparse representation of Xhi in Dh. Therefore, the estimate of X
h
i
will be: X̂hi
∼= Dhγi. These estimated high-resolution patches are then
placed on the canvas of the high-resolution image and the high-resolution
image is formed via a weighted averaging similar to that in the denoising
application above. The procedure that we explained here for estimat-
ing the high-resolution patches from their low-resolution counterparts is
the simplest approach. In practice, this procedure is applied with slight
modifications that significantly improve the results [89, 92, 93].
The main assumption in the above algorithm was that the sparse codes of
the low-resolution and high-resolution patches were identical. This is an
assumption that has to be enforced during dictionary learning. In other
words, the dictionaries Dh and Dl are learned such that this condition is
satisfied. The dictionary learning approach suggested in [92] is:
minimize
Dh,Dl,Γ
1
mh
‖Xh −DhΓ‖2F +
1
ml
‖X l −DlΓ‖2F + λ‖Γ‖1 (16)
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where Xh and X l represent the matrices of training signals. The ith
column of Xh is the vectorized version of a patch extracted from a high-
resolution image and the ith column of X l is the vectorized version of
the corresponding low-resolution patch. mh and ml are the lengths of
the high-resolution and low-resolution training signals and are included in
the objective function to properly balance the two terms. The important
choice in the objective function in (16) is to use the same Γ in the first and
the second terms of the objective function. It is easy to understand how
this choice forces the learned dictionaries Dh and Dl to be such that the
corresponding high-resolution and low-resolution patches have the same
sparse representation.
The above algorithm achieved surprisingly good results [92]. However,
it was soon realized that the assumption of this algorithm on the sparse
representations was too restrictive and that better results could be ob-
tained by relaxing those assumptions. For instance, one study suggested
a linear relation between the sparse representations of low-resolution and
high-resolution patches and obtained better results [94]. The dictionary
learning formulation for this algorithm had the following form:
minimize
{Dh,Γh,Dl,Γl,W}
(
||Xh −DhΓh||2F + ||X l −DlΓl||2F
+ λh||Γh||1 + λl||Γl||1
+ λW ||Γl −WΓh||2F + α||W ||2F
) (17)
It is easy to see that here the assumption is not that the sparse repre-
sentation of high-resolution patches (Γh) is the same as the sparse rep-
resentation of the low-resolution patches (Γl), but that there is a linear
relationship between them. This linear relation is represented by the ma-
trix W . This results in a much more general and more flexible model.
On the other hand, this is also a more difficult model to learn because it
requires learning of the matrix W , in addition to the two dictionaries. In
[94], a block-coordinate optimization algorithm was suggested for solving
this problem and it was shown to produce very good results.
There have also been other approaches to relaxing the relationship be-
tween the sparse codes of high-resolution and low-resolution patches. For
instance, one study suggested a bilinear relation involving two matrices
[95]. Another study suggested a statistical inference technique to predict
the sparse code of the high-resolution patches from low-resolution ones
[96]. Both of these approaches reported very good results. In general, im-
age scale-up with the help of learned dictionaries has shown to outperform
other competing methods and it is a good example of the power of learned
dictionaries in modeling natural images.
Other applications
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In the above, we explained three applications of learned dictionaries. How-
ever, these dictionaries have proved highly effective in many other applica-
tions as well. Some of these other applications include image demosaicking
[90, 97], deblurring [98, 99], compressed sensing [100–102], morphological
component analysis [89], compression [103, 104], classification [105, 106],
cross-domain image synthesis [107] and removal of various types of arti-
facts from the image [108, 109].
For many image processing tasks, such as denoising and compression, ap-
plication of the dictionary is relatively straightforward. However, there
are also more complex tasks for which learning and application of over-
complete dictionaries is much more complex. It has been suggested in
[54, 110] that many of these applications can be considered as instances of
classification or regression problems. The authors of [110] coin the term
“task-driven dictionary learning” to describe these applications and sug-
gest that a general optimization formulation for these problems if of this
form:
minimize
D∈D,W∈W
L(Y,W, Γˆ) + λ‖W‖2F (18)
In the above equation, Γˆ is the matrix of representation coefficients of
the training signals, obtained by solving a problem such as (7). The cost
function L quantifies the error in the prediction of the target variables
Y from the sparse codes Γˆ, and W denotes the model parameters. For
a classification problem Y represents the labels of the training signals,
whereas in a regression setting Y represents real-valued vectors. For in-
stance, the image scale-up problem that we presented above is an example
of the regression setting where Y represents the vectors of pixel values of
the high-resolution patches. The second term in the above objective func-
tion is a regularization term on model parameters that is meant to avoid
overfitting and numerical instability.
Therefore, in task-driven dictionary learning the goal is to learn the dic-
tionary not only for sparse representation of the signal, but also so that
it can be employed for accurate prediction of the target variables, Y . The
general optimization problem in (18) is very difficult to solve. In addition
to the fact that the objective function is non-convex, the dependence of
L on D is through Γˆ, which is in turn obtained by solving (7). In the
asymptotic case when the amount of training data is very large, it has
been shown that this general optimization problem is differentiable and
can be effectively solved using stochastic gradient descent [110]. It has
been shown that this approach can lead to very good results in a range of
classification and regression tasks such as compressed sensing, handwrit-
ten digit classification, and inverse halftoning [110].
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6 Non-local patch-based image processing
Natural images contain abundant self-similarities. Speaking in terms of patches,
this means that for every patch in a natural image we can probably find many
similar patches in the same image. The main idea in non-local patch-based
image processing is to exploit this self-similarity by finding/collecting similar
patches and processing them jointly. The idea of exploiting patch similarities
and the notion of nonlocal filtering are not very new [111–115]. However, it was
the non-local means (NLM) denoising algorithm proposed in [116] that started
the new wave of research in this field. Even though the basic idea behind NLM
denoising is very simple and intuitive, it achieves remarkable denoising results
and it has created a great deal of interest in the image processing community.
Let us denote the noisy image with x = x0 +w, where, as before, x0 denotes
the true image. We also denote the ith pixel of x with x(i) and a patch/block
centered on x(i) with x[i]. The NLM algorithm considers overlapping patches,
each patch centered on one pixel. The value of the ith pixel in the underlying
image, x0(i), is estimated as a weighted average of the center pixels of all the
patches as follows:
x̂0(i) =
N∑
j=1
Ga(x[j]− x[i])∑N
j=1Ga(x[j]− x[i])
x(j) (19)
whereGa denotes a Gaussian kernel with bandwidth a andN is the total number
of patches. The intuition behind this algorithm is very simple: similar patches
are likely to have similar pixels at their centers. Therefore, in order to estimate
the true value of the ith pixel, the algorithm performs a weighted averaging of
the values of all pixels, with the weight being related to the similarity of each
patch with the patch centered on the ith pixel. Although in theory all patches
can be included in the denoising of the ith pixel, as shown in (19), in practice
only patches from a small neighborhood around this pixel are included. In fact,
many of the methods that are based on NLM denoising first find several patches
that are similar to x[i]. Only those patches that are similar enough to x[i] are
used in computing x̂0(i). Therefore, a practical implementation of the NLM
denoising will be:
x̂0(i) =
∑
j∈Si
Ga(x[j]− x[i])∑
j∈Si Ga(x[j]− x[i])
x(j)
where: Si = {j| j ∈ Ni & ‖x[j]− x[i]‖2 ≤ }
(20)
where Ni is a small neighborhood around the ith pixel and  is a noise-dependent
threshold.
The idea behind the NLM has proved to be an extremely powerful model for
natural images. For the denoising task, NLM filtering and its extensions have
led to the best denoising results [117, 118]. Some studies have shown that the
current state-of-the-art algorithms are approaching the theoretical performance
limits of denoising [119, 120]. Some of the recent extensions of the basic NLM
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denoising include Bayeian/probabilistic extensions of the method [121, 122],
spatially adaptive selection of the algorithm parameters [123, 124], combining
NLM denoising with TV denoising [125], and the use of non-square patches that
has been shown to improve the results around edges and high-contrast features
[126]. Some of the most productive extensions of the NLM scheme involve
exploiting the power of learned dictionaries. We will discuss these methods in
the next section.
Nonlocal patch-based methods are very computationally demanding. There-
fore, a large number of research papers have focused on speedup strategies. A
very effective strategy was proposed in [127]. This strategy is based on building
a temporary image that holds the discrete integration of the squared differences
of the noisy image for all patch translations. This integral image is used for
fast computation of the patch differences (x[j] − x[i]), which is the main com-
putational burden in nonlocal patch-based methods. A large number of paper
have focused on reducing the computational cost of NLM denoising by classi-
fying/clustering the image patches before the start of the denoising [128–130].
The justification behind this approach is that the computational bottleneck of
NLM denoising is the search for similar patches. Therefore, these methods aim
at clustering the patches so that the search for similar patches becomes less
computationally demanding. Most of these methods compute a few features
from each patch to obtain a concise representation of the patches. Typical fea-
tures include average gray value and gradient orientation. During denoising, for
each patch a set of similar patches is found using the clustered patches. One
study compared various tree structures for fast finding of similar patches in an
image and found that vantage point trees are superior to other tree structures
[131]. Another class of highly efficient algorithms for finding similar patches are
stochastic in nature. These methods can be much faster than the deterministic
techniques we mentioned above, but they are less accurate. Perhaps the most
widely used algorithm in this category is the PatchMatch algorithm and its
extensions [132, 133].
The NLM algorithm and its extensions that we will explain in the next sec-
tion have been recognized as the state-of-the-art methods for image denoising.
However, the idea of exploiting the patch similarities has been used for many
other image processing tasks. For instance, it has been shown that nonlocal
patch similarities can be used to develop highly effective regularizations for in-
verse problems and iterative image reconstruction algorithms [134–138]. Below,
we briefly explain two of these algorithms.
Let us consider the inverse problem of estimating an unknown image x from
the measurements y = Ax + w, where w is the additive noise. The matrix A
represents the known forward model that can be, for example, a blur matrix
(in image deblurring) or the projection matrix (in tomography). In [135], it is
suggested to recover x by solving this optimization problem:
xˆ = argmin
x
‖y −Ax‖22 + λ
∑
i
∑
j
√
wi,j |(x(i)− x(j)| (21)
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where wi,j are the nonlocal patch-based weights that are computed similar to
NLM denoising:
wi,j =
1
Z
exp
(
− ‖x[i]− x[j]‖
2σ2
)
(22)
where Z is a normalizing factor. Therefore, the regularization term in (21)
is a non-local total variation on a graph where the graph weights are based
on nonlocal patch similarities. The difficulty with solving this optimization
problem is that the weights themselves depend on the unknown image, x. The
algorithm suggested in [135] iteratively estimates the weights from the latest
image estimate and then updates the image based on the new weights using a
proximal gradient method. In summary, given the image estimate at the kth
iteration, xˆk, the weights are estimated from this image. Then, the image is
updated using a proximal gradient iteration [139, 140] :
xˆk+1 =ProxµλJ
(
xˆk + µAT
(
y −Axˆk))
ProxJ(x) = argmin
z
1
2
‖x− z‖22 + J(z)
(23)
where J is the regularization term in (21) and µ is the step size. Having com-
puted the new estimate xˆk+1, the patch-based weights are re-computed and the
algorithm continues. This algorithm showed very good results on three types of
inverse problems including compressed sensing, inpainting, and image scale-up
[91].
In [141], the following optimization problem was suggested for recovering the
unknown image x.
xˆ = argmin
x
‖y −Ax‖22 + λ
∑
i
∑
j∈Ni
‖x[i]− x[j]‖p (24)
where p ≤ 1 and Ni is a neighborhood around the ith pixel. An iterative
majorization-minimization algorithm is suggested for solving (24). Majorization
of the regularization term will lead to the following quadratic surrogate problem:
xˆ = argmin
x
‖y −Ax‖22 + λxTSx (25)
where S is a sparse matrix representing the patch similarities. The algorithm
alternates between minimization of (25) using a conjugate gradient descent
method and update of the matrix S from the new image estimate.
As we mentioned above, nonlocal patch similarities have been shown to be
very useful for many image processing tasks. Because of space limitations, in
this section we focused on image denoising and inverse problems, which are
more relevant to CT. However, we should mention that in recent years, the
idea of exploiting nonlocal patch similarities has been applied to many image
processing tasks and this is currently a very active area of research. Some
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examples of these applications include image enhancements [142], deblurring
[143], inpainting [144], and super-resolution [145].
7 Other patch-based methods
The large number and diversity of patch-based image processing algorithms
that have been developed in the past ten years makes it impossible to review
all of them here. Nonetheless, most of these algorithms are based on sparse
representation of patches in learned dictionaries (Section 5) and/or exploiting
nonlocal patch similarities (Section 6). In this section, we try to provide a
broad overview of some of the extensions of these ideas and other patch-based
methods.
To begin with, it is natural to combine the two ideas of learned dictionaries
and non-local filtering to enjoy the benefits of both methods. Research in this
direction has proven to be very fruitful. The first algorithm to explicitly follow
this approach was “the non-local sparse model” proposed in [146]. This method
collects similar patches of the image, as in NLM denoising. However, unlike
NLM that performs a weighted averaging, the non-local sparse model uses sparse
coding of similar patches in a learned dictionary. The basic assumption in the
non-local sparse model is that similar patches should use similar dictionary
atoms in their representation. Therefore, simultaneous sparse coding techniques
(e.g., [147, 148]) are applied on groups of similar patches.
The idea of combining the benefits of non-local patch similarities and of
learned dictionaries has been explored by many studies in the recent years
[99, 149–153]. Most of these methods have reported state-of-the-art results.
Although the details of these algorithms are different, the main ideas can be
simply explained in terms of the non-local patch similarities and sparse repre-
sentation in learned dictionaries. The K-LLD algorithm [149], for instance, uses
steering kernel regression method to find structurally similar patches and then
uses PCA to learn a suitable dictionary for each set of similar patches. The
Adaptive Sparse Domain Selection (ASDS) algorithm [99], on the other hand,
clusters the training patches and learns a sub-dictionary for each cluster using
PCA. For a new patch, then, ASDS selects the most relevant sub-dictionary for
sparse coding of that patch. The idea of using PCA for building the dictionaries
in these methods has received great attention because the learned dictionaries
will be orthonogonal. In [151], global, local, and hierarchical implementations of
PCA dictionaries were studied. It was found the local-PCA (i.e., PCA applied
on patches selected from a sliding window) led to the best results.
A very successful patch-based image denoising algorithm, that has similari-
ties with the non-local sparse model, is the BM3D algorithm [154]. Even though
BM3D was proposed in 2007, it is still regarded as the state-of-the-art image de-
noising algorithm. Similar to the non-local sparse model, BM3D collects similar
patches and filters them jointly. However, unlike the non-local sparse model, it
uses orthogonal DCT dictionaries instead of learned overcomplete dictionaries.
Moreover, BM3D works in two steps. First, patch-matching and filtering is per-
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formed on the original noisy image to obtain an intermediate denoised image.
Then, a new round of denoising is performed. This time, the intermediate image
is used for finding similar patches. The algorithm includes other components
such as Wiener filtering and weighted averaging [154]. Further improvements to
the original BM3D algorithm and an extension to 3D images (called the BM4D
algorithm) have also been proposed [155, 156].
8 Patch-based methods for Poisson noise
In this section, we focus on the patch-based methods for the case when the noise
follows a Poisson distribution. The reason for devoting a section to this topic
is that, as we explained in Section 2, the noise in CT projection measurements
has a complex distribution that can be best approximated as a Poisson noise or,
after log-transformationm, as a Gaussian noise with signal-dependent variance
[17, 18]. In any case, application of the patch-based image processing methods to
the projection measurements in CT requires careful consideration of the complex
noise distribution. Unfortunately, most of the patch-based image processing
methods, including all algorithms that we have described so far in this chapter,
have been proposed for Gaussian noise. Moreover, most of these algorithms
(with the exception of fully-Bayesian methods described in Section 5.2) assume
that the Gaussian noise has a uniform variance. Comparatively, the research
on patch-based methods for the case of Poisson noise has been very limited and
most of these limited works have been published very recently.
An important first obstacle facing the application of patch-based methods
to the case of Poisson noise is the choice of an appropriate patch similarity mea-
sure. Methods that depend on nonlocal patch similarities need a patch similarity
measure to find similar patches. Likewise, when we use sparse representation
of the patches in a learned dictionary we often need a patch similarity mea-
sure. This is needed, for example, for finding the sparse representation of the
patch in the dictionary using greedy methods. When the noise has a Gaussian
distribution, the standard choice is the Euclidean distance, which has a sound
theoretical justification and is easy to use.
For the non-Gaussian noise distributions, one straight-forward approach is
to apply a so-called variance-stabilization transform so that the noise becomes
close to Gaussian and then use the Euclidean distance. For the Poisson noise,
the commonly-used transforms include the Anscombe transform [157] and the
Haar-Fisz transform [158]. If one wants to avoid these transforms and work
with the original patches that are contaminated with Poisson noise, the proper
choice of patch similarity measure is less obvious. Over the years, many criteria
have been suggested for measuring the similarity between patches contaminated
with Poisson noise [159]. For the case of low-count Poisson measurements, one
study has suggested that the earth mover’s distance (EMD) is a good measure
of distance between patches [160]. It has been suggested that EMD can be ap-
proximated by passing the patches with Poisson noise through a Gaussian filter
and then applying the Euclidean distance [160]. One study compared several
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different patch distance measures for Poisson noise through extensive numerical
experiments [161]. It was found that the generalized likelihood ratio (GLR) was
the best similarity criterion in terms of the trade-off between the probability of
detection and false alarm [161]. GLR has many desirable theoretical properties
that make it very appealing as a patch distance measure [162]. For the Poisson
noise, this ratio is given by the following Equation:
LG(x1, x2) = (x1 + x2)
x1+x2
2x1+x2xx11 x
x2
2
(26)
Given two noisy patches x1[i] and x2[i], where i ∈ ω, and assuming that
the noise in pixels is independent, this gives the following similarity measure
between the two patches:
S(x1, x2) =
∑
i∈ω
(x1[i] + x2[i]) log(x1[i] + x2[i])
− (x1[i]) log(x1[i])− (x2[i]) log(x2[i])
− (x1[i] + x2[i]) log 2
(27)
In [162], the GLR-based patch similarity criterion was also compared with
six other criteria for non-local patch-based denoising of images with Poisson
noise. It was found that using GLR led to the best denoising result when the
noise is strong [162]. When the noise was not strong, the results showed that it
was better to use a variance-stabilization transform to convert the Poisson noise
into Gaussian noise and then to use the Euclidean distance. The algorithm used
in [162] for non-local filtering is as follows:
x̂0(i) =
N∑
j=1
LG(x[j]− x[i])1/h∑N
j=1 LG(x[j]− x[i])1/h
x(j) (28)
This algorithm includes the parameter h instead of the kernel bandwidth a in
Equation (19).
Another nonlocal patch-based denoising algorithm for Poisson noise was sug-
gested in [163]. A main feature of this algorithm is that the patch similarity
weights are computed from the original noisy image as well as from a pre-filtered
image:
x̂0(i) =
N∑
j=1
wi,j∑N
j=1 wi,j
x(j) where: wi,j = exp
(
− ui,j
α
− vi,j
β
)
(29)
where ui,j are computed from the noisy image using a likelihood ratio principle
and vi,j are computed from a pre-estimate of the true image using the sym-
metric Kullback-Leibler divergence. It is shown that the optimal values for the
parameters α and β can be computed and that this algorithm can achieve state
of the art denoising results.
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The patch-similarity measure in (27) was used to develop a k-medoids de-
noising algorithm in [164]. The k-medoids algorithm is similar to k-means algo-
rithms. They are different in that k-means uses the centroid of each cluster as
the representative of that cluster, whereas the k-medoids algorithm uses data
points (i.e., examples) as the representative of the cluster. Moreover, k-medoids
can work with any distance measure, not necessarily the Euclidean distance. It
was shown in [164] that the k-medoids algorithm achieved very good Poisson
denoising results, outperforming the nonlocal Poisson denoising method of [162]
in some tests. The k-medoids algorithm is in fact a special case of the dictionary
learning approach. The difference with the dictionary-learning approach is that
in the k-medoids algorithm only one atom participates in the representation of
each patch.
The reason why the study in [164] limited itself to using only one atom
for representation of each patch was the difficulties in sparse coding under the
Poisson noise. Suppose that x0[i] is the i
th patch of the true underlying image
and x[i] is the measured patch under Poisson noise. If we wish to recover x0[i]
from x[i] via sparse representation in a dictionary D, we need to solve a problem
that has the following form [165]:
γ̂i = argmin
γ s.t. ‖γ‖0≤T
1TDγi − x[i]T log(Dγi) subject to: Dγi > 0 (30)
Having found γ̂i, we will have: x̂0[i] = Dγ̂i. The difficulties of solving this
problem have been discussed in [160, 165] and greedy sparse coding algorithms
have been proposed for solving this problem. The author of [165] then apply
their proposed algorithm for denoising of images with Poisson noise. Even
though they use a wavelet basis for D, they achieve impressive results.
A true dictionary learning-based denoising algorithm for images with Pois-
son noise was suggested in [160]. In that study, a global dictionary is learned
from a set of training data. Then, for a given noisy image to be denoised, the
algorithm first clusters similar patches. All patches in a cluster are denoised
together via simultaneous sparse representation in D. This means that patches
that are clustered together are forced to share similar dictionary atoms in their
representation. Experiments showed that this method was comparable with or
better than competing methods. A slightly similar approach that also combines
the ideas of learned dictionaries and non-local filtering is proposed in [166, 167].
In this approach, k-means clustering is used to group similar image patches.
A dictionary is learned for each cluster of similar patches using the Poisson-
PCA algorithm [168, 169]. For solving the Poisson-PCA problem, which is also
known as exponential-PCA, the authors use the Newton’s method. This algo-
rithm showed good performance under low-count Poisson noise.
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9 Total variation (TV)
Total variation (TV), which was fist proposed in [170] for image denoising and
reconstruction, has become one of the most widely used regularization functions
in image processing. For an image x(u) defined on Ω ⊂ R2 it is defined as [171]:
J(x) = sup
{∫
Ω
x(u)divΦ(u)du :
Φ ∈ C1c (Ω,R2), |Φ(u)| ≤ 1 ∀u ∈ Ω
} (31)
For a smooth image x ∈ C1(Ω) it takes the form:
J(x) =
∫
Ω
|∇x|du (32)
Many different discretizations have been proposed. Suppose x ∈ RN×N is a
2D image. A common discretization is [139]:
J(x) =
∑
1≤i,j≤N
|(∇x)i,j | (33)
where
(∇x)i,j =
(
(∇x)1i,j , (∇x)2i,j
)
(∇x)1i,j =
{
xi+1,j − xi,j if i < N
0 if i = N
(∇x)2i,j =
{
xi,j+1 − xi,j if j < N
0 if j = N
(34)
and for z = (z1, z2) ∈ R2, |z| =
√
z21 + z
2
2 .
Suppose that we obtain measurements y = Ax + w, where, as before, A is
some operation or transformation such as blurring, sampling, or forward pro-
jection in CT and w is additive Gaussian noise with uniform variance. The
maximum a posteriori estimate of x with a total variation prior P (x) ∼ e−J(x)
is obtained as:
xMAP = argmin
x
‖Ax− y‖22 + J(x) (35)
A special case of this problem is the denoising problem shown below, which
corresponds to the case where A is the identity matrix.
xMAP = argmin
x
‖x− y‖22 +
∫
Ω
|∇x|du (36)
which is usually referred to as the Rudin-Osher-Fatemi (ROF) model for image
denoising.
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The main properties of TV include convexity, lower semi-continuity, and ho-
mogeneity [171]. Many different algorithms have been suggested for solving this
problem. Examples of the optimization approaches that are used to solve this
problem include primal-dual methods [172, 173], second-order cone program-
ming [174], dual formulations [139, 175], split Bregman methods [176, 177], and
accelerated proximal gradient methods [178, 179].
In general, TV is a good model for recovering blocky images, i.e., images
that consist of piecewise-constant features with sharp edges [173]. Many studies
have used TV to successfully accomplish various image processing tasks, in-
cluding denoising [139], deblurring [180], inpainting [181], restoration [182], and
reconstruction [183]. However, on images with fine texture and ramp-like fea-
tures, this model usually performs poorly [184]. Therefore, many studies have
tried to improve or modify this model so that it can be useful for more compli-
cated images. Some of the research directions include employing higher-order
differentials [185–187], locally adaptive formulations that try to identify the
type of local image features and adjust the action of the algorithm accordingly
[188–191], and combining TV with other regularizations in order to improve its
performance [192, 193].
10 Published research on sparsity-based meth-
ods in CT
This section reviews some of the published research on the application of the
sparsity-based models and algorithms described so far in this chapter in CT.
We divide these applications into three categories: 1) pre-processing methods,
which aim at restoring or denoising of the projection measurements, 2) itera-
tive reconstruction methods, and 3) post-processing methods, whose goal it to
enhance, restore, denoise, or otherwise improve the quality of the reconstructed
image.
10.1 Pre-processing methods
Compared with iterative reconstruction methods and post-processing methods,
pre-processing methods account for a much smaller share of the published stud-
ies on sparsity-based algorithms for CT [194–196]. There are two main reasons
behind this. The first reason is that the pre-processing methods for CT, in
general, face certain difficulties. For example, it is well-known that sharp im-
age features are smoothed in the projection domain. Therefore, preservation of
sharp image features and fine details is more challenging when working in the
projection domain. Moreover, many commercial scanners do not allow access
to the raw projection data. Therefore, it is more difficult to validate the pre-
processing algorithms and apply them in clinical settings. The second reason is
that the great majority of the sparsity-based image processing algorithms have
been proposed with the assumption of additive Gaussian noise with uniform
variance. As we described in Section 8, research on patch-based methods for
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the case of Poisson noise has been much more limited in extent and the algo-
rithms that have been proposed for Poisson noise are very recent and have not
yet been absorbed by researchers working on CT.
A patch-based sinogram denoising algorithm was proposed in [197]. A fixed
DCT dictionary was used for representation of the sinogram patches. How-
ever, the shrinkage rule used for denoising was learned from training data. The
denoised projections were then used to reconstruct the image using an FBP
method. A patch-based processing using learned shrinkage functions is then
applied on the reconstructed image. The results of the study showed that this
rather simple algorithm outperformed some of the well-known iterative CT re-
construction algorithms.
Use of learned dictionaries for inpainting (i.e., upsampling) of the CT projec-
tion measurements has also been proposed [198]. The goal of sinogram upsam-
pling is to reduce the x-ray dose used for imaging by measuring only a fraction
of the projections directly and estimating the unobserved projections with up-
sampling. The assumption used in this algorithm was that patches extracted
from the projections admit a sparse representation in a dictionary that could be
learned from a set of training sinograms. The approach followed by this study
was very similar to the general inpaining approach that we explained in Section
5.3. The results of the study showed that dictionary-based upsampling of the
projections substantially improved the quality of the images reconstructed with
FBP, outperforming more traditional sinogram interpolation methods based on
splines.
As we mentioned above, a challenge for all sinogram denoising/restoration
algorithms is preservation of fine image detail. The algorithm presented in [199]
has proposed an interesting idea to address this issue. In fact, this study contains
several interesting ideas. One of these ideas is that in learning a dictionary
for sparse representation of sinogram patches, not only the sinogram-domain
error but also the error in the image domain is considered. Specifically, first a
dictionary (D1) is learned considering only the error in the sinogram domain.
Let us denote the CT image and its sinogram with x and y, respectively. Then
D1 is found by solving:
{D1, Γˆ} = argmin
D,Γ
‖Γ‖0 subject to: ‖DΓi −Riy‖22 ≤ Cσi ∀ i (37)
This optimization to find D1 is carried out using the K-SVD algorithm that
we described in Section 5. The only difference here is that signal-dependent
nature of noise, σi, should be taken into account in the sparse coding step (C is
a tuning parameter). This dictionary is then further optimized by minimizing
the reconstruction error in the image domain:
D2 = argmin
D
∥∥∥∥∥FBP
(∑
i
(RTi Ri)
−1∑
i
RTi DΓˆ
)
− x
∥∥∥∥∥
2
Q,2
(38)
where we have used FBP to denote the CT reconstruction algorithm (here,
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filtered back-projection). Note that the Γˆ in the above optimization problem is
that found by solving (37). In other words, for finding D2 we keep the sparse
representations fixed and find a dictionary that leads to a better reconstruction
of the image, x. The notation ‖.‖Q,2 denotes a weighted `2 norm. It is suggested
that the weights Q are chosen such that more weight is given to low-contrast
features [199].
The x and y in the above equations denote the “training data”, which in-
cludes a set of high-quality images and their projections. In fact, instead of
only one image, a large number of images can be used for better training. Now,
suppose that we are given noisy projections of a new object/patient, which we
denote with ynoisy. It is suggested to denoise ynoisy in two steps. First, sparse
representations of patches of ynoisy in D1 are obtained. Denoting this with Γˆ,
the final denoised sinogram is obtained as the solution of the following problem
which uses D2:
ydenoised = argmin
y
λ‖y − ynoisy‖2W +
∑
i
‖D2Γˆi −Riy‖ (39)
where W are weights to account for the signal-dependent nature of the noise.
This problem has a simple solution similar to Equation (12). Experimental re-
sults for 2D CT have shown promising results [199]. Finally, TV-based sinogram
denoising algorithms were propsoed in [200, 201].
10.2 Iterative reconstruction methods
In recent years, several iterative image reconstruction algorithms involving reg-
ularizations in terms of image patches have been proposed for CT. In general,
these algorithms have reported very promising results. However, a convincing
comparison of these algorithms with other classes of iterative reconstruction
algorithms such as those based on TV or other edge-preserving regularizations
[202–205] is still lacking. In this section, we review some of the iterative CT
reconstruction algorithms that use patch-based or TV regularization.
A typical example of dictionary-based CT reconstruction algorithms is the
algorithm proposed in [206]. That paper suggested recovering the image as a
solution of the following optimization problem:
minimize
x,D,Γ
∑
i
wi([Ax]i − yi))2 + λ
(∑
k
||Rkx−DΓk||22 + νk||Γk||0
)
(40)
In the above problem, A is the projection matrix [207] and wis are noise-
dependent weights. The first term in the objective function encourages mea-
surement consistency. The remaining terms constitute the regularization, which
are very similar to the terms in the formulation of the basic dictionary learning
problem in (6). In (40), the dictionary is learned from the image itself. The
authors of [206] solved this problem by alternating minimization with respect
to the three variables. Minimization with respect to x is carried out using the
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separable paraboloid surrogate method suggested in [208]. The problem with
this approach, however, is that it requires access to the individual elements of
the projection matrix. Although this is a simple requirement for 2D CT, for
large 3D CT, this can be a major problem because with efficient implementa-
tions of forward and back-projection operations it is not convenient to access
individual matrix elements [9, 207, 209]. Minimization with respect to D and Γ
is performed using the K-SVD and OMP algorithms, respectively. Alternatively,
the dictionary can be learned in advance from a set of training images. This
will remove D from the list of the optimization variables in (40), substantially
simplifying the problem. Both approaches are indeed presented in [206]. Exper-
iments showed that both of these approaches led to very good reconstructions,
outperforming a TV-based algorithm.
Formulations very similar to the one described above were shown to be su-
perior to TV-based reconstruction and other standard iterative reconstruction
algorithms in electron tomography [210, 211]. Another study first learned a
dictionary from training images, but for image reconstruction step did not in-
clude the sparsity term in the objective function [212]. In other words, only the
first two terms in the objective function in Equation (40) were considered. A
gradient descent approach was used to solve the problem. That study found
superior reconstructions with learned dictionaries compared with a DCT basis.
One study used an optimization approach similar to the one described above,
but used box-splines for image representation [213]. In other words, instead
of native pixel representation of the image, box spline were used as the basis
functions in the image domain. The unknown image x will have a representation
of the form x =
∑
i ciφi, where φi is the box spline centered on the i
th pixel and
ci is the value of attenuation coefficient for that pixel. The resulting optimization
problem will have the following form:
minimize
c,Γ
‖Hc− y‖2W + λ
(∑
k
||Rkc−DΓk||22 + νk||Γk||0
)
(41)
In the above problem, H is the forward model relating the image representation
coefficients to the sinogram measurements, y. In other words, H is simply the
equivalent of the projection matrix A. The rest of the objective function is the
same as that in Equation (40). Once the representation coefficients, c, are found
by solving (41), the image is reconstructed simply as x =
∑
i ciφi. The results
of the study showed that this dictionary-based algorithm achieved much better
reconstructions than a wavelet-based reconstruction algorithm.
The dual-dictionary methods proposed in [214, 215] rely on two dictionaries.
One of the dictionaries (Dl) is composed of patches from CT images recon-
structed from a small number of projection views, while the second dictionary
(Dh) contains the corresponding patches from a high-quality image. The atoms
of the two dictionaries are in one-to-one correspondence. The strategy here is
to first find the sparse code of the patches of the image to be reconstructed in
Dl and then to recover a good estimate of the patch by multiplying this sparse
code with Dh. The dictionaries are not learned here, but they are built by
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sampling a large number of patches from few-view and high-quality training im-
ages. This approach has been reported to achieve better results than TV-based
reconstruction algorithms [214].
A different dictionary-based reconstruction algorithm was suggested in [216].
In this algorithm, first a dictionary (D) is learned by solving a problem of the
following form:
minimize
D,Γ
‖X −DΓ‖2F + λ‖Γ‖1 subject to: D ∈ D & Γ ∈ R+ (42)
where D can be an `2 ball and R+ is the non-negative orthant of the proper
size. The above problem is solved using the Alternating Direction Method of
Multipliers (ADMM) to find the dictionary. It is reported that learning the
dictionary with ADMM is computationally very efficient and largely indepen-
dent of the initialization. The learned dictionary is then used to regularize
the reconstruction algorithm by requiring that the patches of the reconstructed
image have a sparse representation in the dictionary. However, unlike most
other dictionary-based algorithms, overlapping patches are not used. Instead,
a novel regularization term is introduced to avoid the blocking artifacts at the
patch borders. Specifically, the optimization problem to recover the image from
projection measurements y has this form:
minimize
xΓ
‖AxΓ − y‖22 + λ‖Γ‖1 + µ‖LxΓ‖22 (43)
where, to simplify the notation, we have used xΓ to emphasize that the recon-
structed image depends on the sparse representation matrix, Γ. The matrix L is
a matrix that computes the directional derivatives across the patch boundaries.
Therefore, the role of the last term in the objective function is to penalize large
jumps at the patch boundaries, thereby suppressing blocking artifacts that arise
when non-overlapping patches are used. Comparison with TV-based reconstruc-
tion showed that this dictionary-based reconstruction algorithm reconstructed
mush better images, preserving fine textural detail that are smeared by TV-
based reconstruction. Overall, the algorithm proposed in that paper contains
several interesting ideas that can be useful for designing dictionary-based re-
construction algorithms for CT. A later paper studied the sensitivity of this
algorithm to such factors as the scale and rotation of features in the training
data [217].
An iterative reconstruction algorithm that combines sparse representation
of image patches with sinogram smoothing was proposed in [218]. The image is
reconstructed as a solution of the following optimization problem:
minimize
x,y,Γ
‖y − y¯‖+ α yTWy + β‖Ax− y‖22
+ λ
(∑
k
||Rkx−DΓk||22 + νk||Γk||0
)
(44)
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The first two terms, where y¯ is the measured noisy sinogram, represent
the sinogram Markov random field model [219, 220]. The remaining terms are
similar to those we encountered above. As usual, the above problem is suggested
to be solved using a block-coordinate minimization, where the minimization with
respect to the image x is suggested to be carried out using a conjugate gradients
method. That study also suggests interesting variations of the objective function
in (44), but the experimental evaluations that are presented are very limited.
As the last example of dictionary-based iterative reconstruction algorithms,
we should also mention the method based on sparsifying transforms that was
proposed in [221, 222]. Sparsifying transforms are variations of the analysis
model for sparsity [223, 224]. In the analysis model, instead of the relation
x = Dγ that we have discussed so far in this chapter, we have Dx = γ. In other
words, D acts as an operator on the signal (e.g., the image patch) to find the
representation coefficients, γ. In [221, 222], it is suggested that the unknown
CT image be recovered as the solution of the following optimization problem:
minimize
x,D,Γ
∑
i
‖DRix− Γi‖22 + λ‖Γ‖1 + αH(D)
subject to: ‖Ax− y‖2W ≤ 
(45)
where H(D) is a regularization on the dictionary D, and W represents the
weights introduced to account for the signal-dependent noise variance. The
results of that study showed that this approach led to results that were com-
parable with iterative reconstruction with synthesis formulation and TV-based
regularization, while also being slightly faster.
In recent years, there has also been a growing attention to the potential of
regularization in terms of non-local patch priors for iterative CT reconstruction.
In [137], it was suggested to recover the CT image as a solution of the following
optimization problem:
xˆ = argmin
x
‖y −Ax‖22 + λJNL(x) (46)
where JNL(x) is the regularization in terms of patch similarities. Two different
forms were suggested for JNL(x):
JNL/TV(x) =
∑
i
∑
j∈Ni
‖√wi,j(x(i)− x(j))‖2
JNL/H1(x) =
∑
i
∑
j∈Ni
wi,j‖x(i)− x(j)‖22
(47)
where wi,j are the patch-based similarity weights. For the i
th pixel, they are
computed from all pixels j in a window around i using:
wi,j = exp
(
− ‖x[i]− x[j]‖
h2
)
(48)
It is suggested that these weights be computed from a FBP-reconstructed image
and that the filter parameter h be chosen based on the local estimate of noise
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variance. The local noise variance is estimated from the wavelet coefficients of
the finest wavelet subband (vi) according to [225]:
h =
median(|vi|)
0.6745
(49)
The authors of [137] solved the problem (46) with either of the regularization
functions in (47) using a simple gradient descent and found that the recovered
CT image had a better visual and objective quality than a standard TV-based
iterative reconstruction algorithm.
As simple iterative algorithm that alternates between projections onto con-
vex sets (POCS) to improve measurements consistency and an NLM-type restora-
tion has been proposed in [226] . That algorithm was shown to perform better
than a TV-based algorithm but no comparison with the state of the art meth-
ods was performed. Another study developed a NLM-type regularization for
perfusion CT that relies on a high-quality prior image [227]. The proposed reg-
ularization function, shown in the following equation, is in terms of the similarity
between patches of the unknown image to be reconstructed from a low-dose scan
(x) and the patches of the prior image (xp).
J(x) = ‖x− x¯‖qq where x¯(i) =
∑
j∈Ni
wi,jxp(j) (50)
The authors suggest q = 1.2. A steepest-descent approach is used to approxi-
mately solve this problem. A similar, but more general, algorithm that does not
require a prior image was proposed in [228]. The formulation is the same as the
above, the main difference being that the weights in the NLM formulation are
computed from the image itself. A Gauss-Seidel approach is used to solve the
resulting problem. Both of the above NLM-type regularization methods are re-
ported to result in better reconstructions than more conventional regularizations
such as Gaussian Markov random field.
Non-local patch-based regularization was also used for the new technique of
equally-sloped tomography (EST, [229]) and was shown to improve the quality
of the reconstructed image both from small or large number of projections [230].
Nonlocal patch-based regularization substantially improved the CNR, SNR, and
spatial resolution of the images reconstructed from 60, 90, and 360 projections
in that study.
Patch-based iterative reconstruction algorithms have also been proposed for
dynamic CT. In dynamic CT, several successive images of the the same patient
are reconstructed. Therefore, there is abundant temporal correlation (i.e., cor-
relation between successive images) in addition to the spatial correlation within
each of the images in the sequence. There have been several studies in recent
years that have aimed at exploiting these correlations in terms of patch/block
similarities. In general, these studies have reported very promising results.
A reconstruction algorithm with nonlocal patch-based regularization was
proposed for dynamic CT in [231]. The proposed regularizer for the kth frame
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of the image is as follows:
J(xk) =
∑
i
∑
j∈Ni
Ga(xk[i]− xk[j])|xk(i)− xk(j)|2
+
∑
i
∑
l∈{1,2,...,K}\k
∑
j∈∆i
Ga(xl[i]− xl[j])|xl(i)− xl(j)|2
(51)
where, as before, x(i) and x[i] denote the ith image pixel and the patch centered
on that pixel, respectively. Ga(.) is a Gaussian kernel as in the standard NLM
denoising. The first term is a spatial regularization in terms of the patches of the
current image frame, xk. In this term, Ni is a simple rectangular neighborhood
around the ith pixel. The second term, where K is the total number of frames,
is a temporal patch-based regularization that involves patches from all other
frames in the image sequence. In this term, ∆i is a neighborhood whose spatial
size if pre-fixed but whose temporal extension is found for each pixel such that
the probability of finding patches with similar structural features (e.g., edges)
is increased. This is done by dividing the temporal neighborhood into blocks
and estimating the structural similarity of these blocks with the patch centered
on the ith pixel. Only a small fraction of blocks that are most similar to x[i]
are included in ∆i. A similar approach was proposed in [232] for the case when
a high-quality prior image is available. This high-quality prior image does not
have to be a CT image and can be acquired in other imaging modalities. The
results of experiments with simulated and real data show that this algorithm
achieves very good reconstructions.
Temporal non-local-means (TNLM) algorithms were proposed in [233, 234].
These algorithms suggest recovering a set of successive CT images {xk| k ∈ 1 :
K} by minimizing an optimization problem that includes (in addition to the
measurement fidelity term) the following regularization:
J
({xk}) = K∑
k=1
∑
i
∑
j
wi,j
(
xk(i)− xk+1(j)
)2
(52)
where, as usual, the weights are computed based on patch similarities:
wi,j =
1
Z
exp
(
− ‖x[i]− x[j]‖
2
2h2
)
(53)
An important choice in this algorithm is that only inter-image patch simi-
larities are taken into account and not the intra-image patch similarities. The
justification is that the proposed algorithm is for the case when each of the im-
ages in the sequence is reconstructed from a small number of projections and,
hence, contains much streak artifacts. Therefore, using patches from the same
image will amplify the streak artifacts, while using patches from neighboring
images will suppress the artifacts. In addition to the iterative reconstruction
algorithm, in [234] another very similar algorithm has been suggested that can
also be classified as a post-processing algorithm. In this alternative scheme, each
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of the images in the sequence are first reconstructed from their correponding
projections, and then they are post-processed using an optimization algorithm
that includes the very same regularization function in (52).
A tensor-based iterative reconstruction algorithm was proposed for dynamic
CT in [235]. Tensor-based dictionaries are a relatively new type of dictionary
that are gaining more popularity. As we have mentioned above, in image pro-
cessing applications, image patches/blocks are vectorized and used as train-
ing/test signals. Tensor-based methods treat the image patches or blocks in
their original form, i.e., without vectorizing them [236, 237]. Therefore, they
are expected to better exploit the correlation between adjacent pixels. In [235],
a tensor-based algorithm was compared with a standard dictionary for dynamic
CT reconstruction and it was found that the tensor-based dictionaries result in
a slight improvement in the quality of the reconstructed image.
Compared with the reconstruction algorithms that are based on learned dic-
tionaries or nonlocal patch similarities, many more algorithms have used TV
regularization terms. This is partly because TV-regularized cost functions are
easier to handle using standard optimization algorithms, especially for large-
scale 3D image reconstruction. Moreover, the CT community is more familiar
with TV-based regularization because it has been used for CT reconstruction for
a longer time. Many studies have formulated the reconstruction problem as a
regularized least-squares minimization similar to (35). Some of the optimization
techniques that have been suggested for solving this problem include accelerated
first-order methods [238–240], alternating direction method of multipliers [241],
and forward-backward splitting algorithm [242]. Another very commonly used
formulation for CT reconstruction is the constrained optimization formulation,
where the image TV is minimized under measurement consistency constraints
[243–245]. Most published studies use an alternating algorithm for solving this
problem, whereby at each iteration the image TV is reduced followed by a step
that enforces the measurement consistency constraint. A simple (and probably
inefficient [171]) method that has been adopted in many studies uses a steep-
est descent for TV minimization followed by projection onto convex sets for
measurement consistency [246].
Several studies have combined the TV regularization with regularization
in terms of a prior high-quality image in applications such as dynamic CT
[247, 248], perfusion imaging [249], and respiratory-gated CT [250, 251]. In gen-
eral, the existence of a high-quality prior image reduces the number of projection
measurements required for reconstructing high-quality images from subsequent
scans. Other variations of the standard TV regularization that have been suc-
cessfully applied for CT reconstruction include non-convex TV [252, 253] and
higher-order TV [254].
In general, TV-based reconstruction methods have proven to be much bet-
ter than traditional CT reconstruction algorithms, particularly in reconstruc-
tion from few-view and noisy projection data. Therefore, many studies have
concluded that TV-based reconstruction methods have a great potential for
dose reduction in a wide range of CT applications [255–258]. However, there
has been no satisfying comparison between TV and other edge-preserving or
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smoothness-promoting regularization functions that are very widely used in CT
[259–262].
10.3 Post-processing methods
Many of the sparsity-based algorithms that have been proposed for CT fall
into the category of post-processing methods [263, 264]. This is partly because
most of the sparsity-based algorithms that have been developed for CT are
directly based on the sparsity-based methods that have been proposed for natu-
ral images. Because general sparsity-based image processing algorithms mostly
include denoising and restoration algorithms, they are more easily extended as
post-processing methods for CT. Moreover, some of the sparsity-based methods,
particularly patch-based image processing methods, are very computationally
expensive. Therefore, especially for large-scale 3D CT, it is easier to deploy
them as one-shot post-processing algorithms than as part of an iterative recon-
struction algorithm.
A large number of dictionary-based algorithms have been proposed for CT
denoising. The basic denoising algorithm that we described in Section 5.3 was
used for denoising of abdomen CT images in [265, 266], and head CT images
in [267] and showed promising results in all of these studies. Straightforward
representation of image patches in a learned dictionary followed by weighted
averaging resulted in effective suppression of noise and artifacts and a marked
improvement in the visual and objective image quality.
Non-local means methods have also been applied for CT image denoising.
An early example is [268]. In that study, the authors investigated the effect of
different parameters such as the patch size, smoothing strength, and the size
of the search window around the current pixel to find similar patches. Among
the findings of that study with lung and abdomen CT images was that one can
choose the size of the search window for finding similar patches to be as small
as 25 × 25 pixels and still achieve very impressive denoising results. However,
this required careful tuning of the denoising parameter (a in Equation (20)).
Moreover, choosing a small search window also required reducing the patch size
to ensure that for every pixel a sufficient number of similar patches are found in
the search window. Otherwise, in certain areas such as around the edges, very
little denoising is accomplished. Another study found that with a basic NLM
denoising, the tube current setting can be reduced to one fifth of that in routine
abdominal CT imaging without jeopardizing the image quality [269].
An algorithm specially tailored to image-guided radiotherapy was proposed
in [270]. Since in this scenario a patient is scanned multiple times, it was
suggested that the first scan be performed with standard dose and later scans
with much reduced dose. An NLM-type algorithm was suggested to reduce the
noise in the low-dose images. The proposed algorithm denoised the low-dose
images by finding similar patches in the image reconstructed from the standard-
dose scan. Similarly, in CT perfusion imaging and angiography the same patient
is scanned multiple times. A modified NLM algorithm was suggested for these
imaging scenarios in [271]. The algorithm proposed in that study registers a
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standard-dose prior image to the low-does image at hand. The low-dose image
is then denoised using a NLM algorithm where patches are extracted from the
registered standard-dose image.
One study suggested adapting the strength of the NLM denoising based on
the estimated local noise level [272]. That paper proposed a fast method for
approximating the noise level in the reconstructed image and suggested choosing
the bandwidth of the Gaussian kernel in the NLM denoising to be proportional
to the estimated standard deviation of the noise. Evaluations showed that
this algorithm effectively suppressed the noise without degrading the spatial
resolution. Using speed-up techniques such as those in [127], this algorithm was
able to process large 3D images in a few minutes when implemented on GPU.
Applying the nonlocal patch-based denoising methods in a spatially adaptive
fashion has been proposed by many studies on natural images [273, 274]. For
CT images, it is well known that the noise variance in the reconstructed image
can vary significantly across the image. Therefore, estimating the local noise
variance may improve the performance of the patch-based denoising methods.
Another approach for estimating the local noise variance in the CT image was
propose in [275]. In this approach, which is much simpler than the method
proposed in [272], even and odd-numbered projections are used to reconstruct
two images. Then, assuming the noise in the projections are uncorrelated, the
local noise variance is estimated from the difference of the two images.
So far in this section, we have talked about algorithms that have been sug-
gested primarily for removing the noise. However, CT images can also be marred
by various types of artifacts that can significantly reduce their diagnostic value
[276]. Recently, a few patch-based algorithms have been proposed specifically
for suppressing these artifacts. A dictionary-based algorithm for suppressing
streak artifacts in CT images is proposed in [277]. The artifact-full image is
first decomposed into its high-frequency bands in the horizontal, vertical, and
diagonal directions. Sparse representation of patches of each of these bands are
found in a set of three “discriminative” dictionaries that include atoms specif-
ically learned to represent artifacts and genuine image features. Artifacts are
suppressed by simply setting to zero the large coefficients that correspond to
the artifact atoms. The results of this study on artifact-full CT images are
impressive.
A nonlocal patch-based artifact reduction method was suggested in [278].
This method is tailored for suppressing the streak artifacts that arise when the
number of projections used for image reconstruction is small and it relies on the
existence of a high-quality prior image. The few-view image that is marred by
artifacts is first registered to the high-quality reference image using a registration
algorithm that uses the SIFT features [279]. The registered reference image is
then used to simulate an artifact-full few-view image. To remove the streak
artifacts from the current image, its patches are matched with the simulated
artifact-full image, but then the corresponding high-quality patches from the
reference image are used to build the target image. This algorithm is further
extended in [280] to be used when a prior scan from the same patient is not
available but a rich database of scans from a large number of patients exists.
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The results of both of these studies on real CT images of human head and lung
are very good. Both of the methods substantially reduced the streaking artifacts
in images reconstructed from less than 100 projections.
A major challenge facing the application of patch-based algorithms for large
3D CT images is the issue of the computational time. Although we discuss
this challenge here under the post-processing methods, they apply equally to
pre-processing methods and are indeed even more relevant to iterative recon-
struction algorithms. Of course, one obvious approach to reducing the computa-
tional load is to work with 2D patches, instead of 3D blocks. However, this will
likely hurt the algorithm performance because the voxel correlations in the 3rd
dimension are not exploited. Three studies have reported that compared with
2D denoising, 3D denoising of CT images leads to an improvement in PSNR
of approximately 1 to 4 dB [79, 281, 282]. Another study used 2D patches to
denoise the slices in 3D CT images but they used patches from neighboring
slices in addition to patches from the same slice [268]. They found that this
approach increased the PSNR by more than 4 dB. Another obvious solution is
to use faster hardware such as GPU. This option has been explored in many
studies. For instance, implementation of an NLM-type algorithm on GPU re-
duced the computational time by a factor of 35 in one study [272]. Iterative
reconstruction algorithms with non-local patch-based regularization terms have
also been implemented on GPU [233, 234]. Another remarkable example was
shown in [275], where the authors implemented the K-SVD algorithm for CT
denoising on Cell Broadband Engine Architecture and achieved speedup factors
between 16 and 225 compared with implementation on CPU.
There have also been many algorithmic approaches to reducing the computa-
tional time. An ingenious and highly efficient method to address this challenge
was proposed in [79]. This method, which is named “double sparsity” is based
on the observation that the learned dictionary atoms, themselves, have a sparse
representation in a standard basis, such as DCT. The authors suggest a dic-
tionary structure of the form D = ΦA, where Φ is a basis with fast implicit
implementation and A is a sparse matrix. They show that this dictionary can
be efficiently learned using an algorithm similar to the K-SVD algorithm. De-
noising of 3D CT images with this dictionary structure leads to speed-up factors
of around 30, while also improving the denoising performance. A relatively sim-
ilar idea is the separable dictionary proposed in [283], where the dictionary to
be learned from data is assumed to be the Kronecker product of two smaller
dictionaries. By reducing the complexity of sparse coding from O(n) to O(√n),
this dictionary model allows much larger patch/block sizes to be used, or al-
ternatively, it results in significant speedups for equal patch size. A two-level
dictionary structure was proposed in [281]. In this method, the learned dic-
tionary atoms are clustered using a k-means algorithm using the coherence as
the distance measure. For sparse coding of a test patch, a greedy algorithm is
used to select the most likely atoms which are then used to obtain the sparse
representation of the patch. Another study used the coherence of the dictionary
atoms in learning a dictionary on a graph and reported very good results in 3D
CT denoising [284].
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For dictionary-based methods, the most computationally demanding part of
the algorithm during both dictionary learning and usage is the sparse coding
step. As we mentioned above, the image is usually divided into overlapping
patches/blocks and the sparse representation of each patch/block in the dic-
tionary has to be computed at least once (more than once if the algorithm
is iterative). If the dictionary has no structure, which is the general case for
overcomplete learned dictionaries, the sparse coding of each patch will require
solving a small optimization problem. This will be computationally demanding,
especially when the number and size of these patches/blocks is large such as in
3D CT. In recent years, many algorithms have been suggested for sparse coding
of large signals in unstructured dictionaries. Some of these algorithms are ba-
sically faster implementations of traditional sparse coding algorithms [59, 285],
while others are based on more novel ideas [286–289]. Some of these methods
have achieved several orders of magnitude speedups [287, 289]. A description of
these algorithms is beyond the scope of this manuscript, but the computational
edge that they offer makes patch-based methods more appealing for large-scale
CT imaging.
For the NLM algorithms, the major computational bottleneck is the search
for similar patches. We described some of the state-of-the-art methods for re-
ducing the computational load of patch search in Section 6. There has been
little published research on how these techniques may work on CT images. One
study applied the method of integral image [127] on CT images. The same
study reported that if the smoothing strength is properly adjusted, a very small
search window and a very small patch size can be used, leading to significant
savings in computation.
11 Conclusions
Sparsity-based models have long been used in digital image processing. Re-
cently, learned overcomplete dictionaries have been shown to lead to better
results than analytical dictionaries such as wavelets in almost all image process-
ing tasks. Nonlocal patch similarities have also been proven to be extremely
useful in many image processing applications. Algorithms based on nonlocal
patch similarities are considered to be the state of the art in important ap-
plications such as denoising. The practical utility of patch-based models has
been demonstrated by hundreds of studies in recent years, many of which have
been conducted on medical images. Use of learned overcomplete dictionaries for
sparse representation of image patches and use of nonlocal patch similarities are
at the core of much of the ongoing research in the field of image processing.
The published studies on the application of these methods for reconstruction
and processing of CT images have reported very good results. However, the
amount of research on the application of these methods in CT has been far less
than that on natural images. Any reader who is familiar with the challenges
of reconstruction and processing of CT images will acknowledge that there is
an immense potential for these methods to improve the current state of the art
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algorithms in CT.
In terms of the pre-processing algorithms, there has been only a couple of
published papers on patch-based algorithms. This is partly due to the fact that
most of the patch-based models and algorithms have been originally proposed
for uniform Gaussian noise. For instance, greedy sparse coding algorithms that
are a central component of methods that use learned overcomplete dictionaries
have been proposed for the case of Gaussian noise. As we mentioned in Section
8, only recently similar methods for the case of Poisson noise have started to
appear. Nonetheless, even with the current tools, patch-based models can serve
as very useful tools for developing powerful pre-processing algorithms for CT.
Some of the patch-based methods that we have reviewed in Section 8 have been
applied on very noisy images (i.e., very low-count Poisson noise) and they have
achieved impressive results. This might be extremely useful for low-dose CT
that is of especial interest in clinical settings.
Iterative CT reconstruction algorithms that have used TV or patch-based
regularization terms have reported very promising results. One can say that the
published works have already demonstrated the usefulness of patch-based meth-
ods for CT reconstruction. However, many of the proposed algorithms have been
applied on 2D images and in some cases it is not clear if the proposed algorithm
can be applied to large 3D reconstruction where efficient implementations of for-
ward and back-projection operations limit the type of iterative algorithm that
can be employed. Moreover, little is known about the robustness of these algo-
rithms in terms of the trained dictionary. As we mentioned in Section 5.2, the
dictionary learning problem is non-convex and, hence, the dictionary learning
algorithms are not supported by strong theoretical guarantees.
Post-processing accounts for the largest share of the published papers on
the application of patch-based methods in CT. Both denoising and restoration
(e.g., artifact removal) algorithms have been proposed. Even though most of
these papers have reported good results, many of them have used algorithms
that have been originally proposed for natural images with little modification.
Therefore, it is likely that much better results could be achieved by designing
dedicated algorithms for CT. In fact, CT images, especially those reconstructed
from low-dose scans, present unique challenges. Specifically, these images are
contaminated by very strong noise with a non-uniform and unknown distri-
bution. Moreover, they are also marred by various types of artifacts. This
situation calls for carefully-devised algorithms that are tailored for CT images.
Although this can be challenging, the success of patch-based methods on natu-
ral images can be taken as a strong indication of their potential to tackle these
challenges. Patch-based methods have led to the best available denoising al-
gorithms. Moreover, they have been successfully used for suppressing various
types of artifacts and anomalies in natural images and videos. Therefore, they
are likely to achieve state of the art denoising and restoration results in CT.
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