Abstract
Introduction
The task of automatic speaker identification consists of labeling an unknown voice sample as one of a set of known voices samples. Speaker identification methods can be divided into text-dependent and text-independent methods. For text dependent methods, the test utterance is known while for text independent methods, it is not known [9] . In this study, we performed experiments for text independent tasks in phone quality speech.
In general, speaker identification system is considered as comprised two major units namely enrollment (modeling) and identification (matching) as shown in (Figure 1 ). In enrollment phase, all samples from speakers are trained and stored in a database. The goal of enrollment is to construct a model for each speaker based on the features extracted from his/her speech samples. The identification is a process of computing a matching score between the input speech feature vector and a model of the speaker's voice. Success in speaker identification tasks depends on these two phases. Nowadays, and in order to improve the identification performance, attention has turned to the applicability of fusing different systems at different levels.
This technique can be divided in two main categories: systems based on features diversity [18] and systems based on classifiers diversity [19] . Hence, searchers are looking for the best set of features and the best set of classifiers.
In this paper, we study these two categories. It consists on comparing the use of individual classifiers and combined classifiers, applied in individual data and in combined data. This task is of a high interest in vocal applications through the telephone network. We use for our experiments the NTIMIT database [12] . This database represents a challenge due to the unpredictable channel noises.
The remainder of the paper is organized as follows. Section 2 reviews the basic of the gaussian mixture speaker model. Section 3 defines the structure of the used classifiers. Section 4 describes the application of the data fusion for text independent speaker identification. Section 5 describes the experimental conditions and presents the experimental results. Conclusion is drawn in the final section. 
Speaker Modeling
The feature vectors extracted from training data are used to create a set of speaker models. The modeling of a speaker may be implemented according to various techniques. The widely used one is the Gaussian Mixture Model (GMM).
A GMM aims to approximate a complex nonlinear distribution using a mixture of simple gaussian models. A GMM is a weighted sum of M component Gaussian densities as given by (1):
Where x is a d-dimensional vector, bi (x) are the component densities, pi are the mixture weights. Each component density is a d-variant Gaussian function having the form:
With mean vector µi and covariance matrix ∑i, the mixture weights satisfy the constraint that:
In this approach, a universal background model (UBM) learns the acoustic feature space. A standard approach in estimating the parameters of GMM-UBM aims to learn the mean vector, covariance matrix and the weight through expectation-maximization (EM) algorithm [13] from a background dataset.
Each speaker is then modeled and referred by adapting only the mean vectors of UBM using maximum a posteriori (MAP) criteria [5] , while the weights and covariance matrix were set to the corresponding parameters of the UBM. All gaussian means vectors are pooled together to get one GMM supervector [3] . We produced GMM supervector on a per sequence. The GMM supervector can be thought of as a mapping between an utterance and a highdimensional vector.
Classifiers
This section gives below a brief description of two supervised learning methods used to classify the GMM speaker models, namely NB and SVM.
Naïve Bayes (NB)
The naive bayes classification model is a simple classification technique based on Bayes' theorem. This classifier assumes that the effect of an attribute value on a given class label is independent of the values of the other attributes. This assumption is called class conditional independence. This classifier simply computes the conditional probabilities of the different classes given the values of attributes and then selects the class with the highest conditional probability.
If an instance is described with n attributes a i (i=1…n), then the class that instance is classified to a class c from set of possible classes C according to a Maximum a Posteriori (MAP) Naive Bayes classifier is:
Despite its simplicity, Naive Bayes can often outperform more sophisticated classification methods. For speaker recognition, NB algorithm is largely used, such in [8] .
In our work, we propose the combination of both methods GMM and NB. We present the NB classifier in the supervector GMM space. This method is a novel approach substantially different from existing techniques.
Support Vector Machines (SVM)
Support vector machines are a new technique of the statistical learning theory proposed by Vapnick in 1995 [6] and are based on the structural risk minimization principle [11] from computational learning theory. SVMs are a new kernel method suitable for binary classification tasks that makes its decisions by constructing a hyperplane that optimally separates two classes.
In order to tackle non-linear classification problems, the input feature space is typically transformed to a higher dimensional space via a kernel function, where it is possible to define a hyperplane to separate both classes with maximum margin.
For speaker recognition, the first approach in using SVM classifier was implemented by Schmidt where SVM were trained directly on the acoustic space [6] . Another approach became recently more popular; consist of using an hybrid GMM-SVM [1, 2] in a way that the robustness advantage of generative models of GMM is combined with the discriminative power of SVM.
Multi Level Data Fusion
Data fusion techniques encompass any area which deals with applying a combination of different sources of information. The essential idea is to more accurately estimate the classification results via fusing the final outcomes of different experts (features, classifiers…) in an efficient way. Then the output of such combinations can be superior to all the individual experts. 
Feature Level

Figure 2. Scheme of vector concatenation
In general, vector concatenation is termed as classifier input fusion [10] .
GMM Supervectors Level Fusion:
We propose another multi input fusion by concatenating the GMM supervectors from features. In this case, we concatenate the outputs of modeling stage as summarized in (Figure 3) .
Figure 3. Scheme of supervector fusion
The multi-supervector is then presented to the speaker-independent classifier for scoring.
Scores Level Fusion
Researches in recent years show that fusion can be done in different levels and the score level fusion is the best in sense of simplicity and amount of information which supposed to be combined. The basic idea behind classifier combination is that when making a decision, one should not rely only on a single classifier, but rather classifiers need to participate in decision making by combining their individual scores.
In our case, each data is treated separately and each classifier independently makes its decisions as shown in (Figure 4) . 
Experiments and Results
Corpus Description
The NTIMIT database is made of TIMIT utterances which are transmitted over a variety of telephone lines conditions. Each sentence of a speaker is transmitted over a different telephone line in order to have realistic conditions. All the utterances are different across speakers except utterance 'SA1' and 'SA2', which are common. We performed experiments on the dialect DR1 (New England dialect) for 28 speaker (14 female and 14 males). Each speaker spoke ten utterances, eight utterances are selected for training and two utterances are selected for the identification test. The data was digitized using 16 kHz sampling frequency with 16 bits per sample.
Feature Extraction
The speech feature extraction (front-end) is a key focus in robust speech recognition which significantly affects the recognition performance.
Each feature vector was extracted from pre-emphasized speech at 8ms intervals using a 16 ms window. A Hamming window was then applied to the speech frame.
In this study, we utilize mel-scale frequency cepstral coefficient (MFCC), these coefficients have been used as a standard acoustic feature set for identification system. Actually MFCC coefficients are the less vulnerable coefficient to noise perturbation [15] .
We also use relative spectral perceptual linear predictive (RASTA-PLP) coefficients, this choice is emphasized by the fact that these coefficients are proved to be more robust for noisy environment [4] and have shown good recognition performance in a previous study [16] .
We furthermore added the dynamic cepstrum parameters due to their popularity in automatic speaker recognition systems [17] .
In our work, we construct 5 features data: 
Baseline System
Our baseline system consists of a 128 component GMM-UBM built using the training utterances of all the 28 speakers. Individual speaker models are MAP-adapted; only mean vectors, with a relevance factor of 16.
After modeling speaker according to each feature data, we use individually the SVM and the NB for scoring and as a final step; we combine for each feature these two classifiers.
We construct three systems:
 System 2: NB classifier.
 System 3: combination of SVM and NB classifiers.
To train SVM, we use a new learning algorithm called sequential Minimal Optimization (SMO) [14] . SVM algorithm was evaluated using linear kernel given by (5).
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Where x is the input data and vi are the support vectors.
To handle with the SVM multi class, we are considered the one versus one approach. The SVM algorithm is implemented using the library LIBSVM [7] .
Only for SVM, data were scaled to [0, 1] before the classification process.
The performance is measured as the identification rate (IR). (%) . Number of correct assignments IR Number of total assignments
Results
The results of the individual features are shown in (Table 1) for the three systems. Table 1 shows that the Identification rate is varied between (50%) and (75%). We note that Feature 2 (RASTA-PLP) outperform Feature1 (MFCC) for the three systems. We also note that System1 (SVM) performs better than System2 (NB). The table shows also that the maximum IR is generated by combined classifiers for the two sets of feature.
The results of the combined features are shown in (Table 2) for the three systems. Table 2 shows that the Identification rate is varied between (50%) and (71, 42%). For Feature 3, results prove that SVM classifier (System 1) performs better (60, 71%) than NB classifier (System 2) (53, 57%). For Feature 4, results prove that SVM classifier (System 1) performs better (57, 14%) than NB classifier (System 2) (50%). As observed, fusion score in System 3 improves accuracy, it provides the best IR equal to (71, 42%) for the two features data.
The performance of fusing supervectors for the three tested systems is evaluated in (Table  3) . Table 3 shows that the Identification rate is varied between (60, 71%) and (85, 71%). It is noted that for the three systems, Feature 5 improve accuracy, the highest recognition accuracy is obtained using the System3 (85, 71%). The combination of the two feature type GMM supervectors shows a promising result.
Conclusion
In this paper, we have proposed several methods for text speaker identification which is very difficult through the telephone network, by fusing different feature extraction methods and different classifiers in order to improve the recognition accuracy.
The best recognition results are obtained from the concatenation of GMM supervectors from Rasta-PLP features and MFCC features with the use of combined classifiers.
In further work, we will try to study the performance of the proposed systems on the whole NTIMIT corpus.
