We obtain two sided estimates for the Bures volume of an arbitrary subset of the set of N × N density matrices, in terms of the Hilbert-Schmidt volume of that subset. For general subsets, our results are essentially optimal (for large N ). As applications, we derive in particular nontrivial lower and upper bounds for the 
algorithm (see e.g. [24] ), are entangled quantum states, i.e., those states which can not be represented as a mixture of tensor products of states on subsystems. Following [43] , states that can be so represented are called separable states. Since determining whether a state is entangled or separable is in general a difficult problem [11] , sufficient and/or necessary conditions for separability are very important in quantum computation and quantum information theory, and have been studied extensively in the literature (see e.g. [14, 15, 16, 17, 18, 19, 25] ). One well-known tool is the Peres' positive partial transpose (PPT) criterion [25] , that is, if a state on H = C D 1 ⊗ C D 2 · · · ⊗ C Dn is separable then its partial transpose must be positive. Equivalently, if a state on H does not have positive partial transpose, it must be entangled. This criterion works perfectly, namely, the set of separable states S = S(H) equals to the set of states with positive partial transpose PPT = PPT (H) for H = C 2 ⊗ C 2 (two-qubits), H = C 2 ⊗ C 3 (qubit-qutrit), and H = C 3 ⊗ C 2 (qutrit-qubit) [14, 37, 44] . However, entangled states with positive partial transpose appear in the composite Hilbert space H = C 2 ⊗ C 4 and H = C 3 ⊗ C 3 [15] (and of course in all "larger" composite spaces; see also [4] discussing the three-qubit case).
One striking result is that, by some measures, the positive partial transpose criterion becomes less and less precise as N = n i=1 D i grows to infinity [2, 38] . This is inferred by comparing the Hilbert-Schmidt volumes of S and PPT , the estimates which rely on the special geometric properties of the Hilbert-Schmidt metric and were obtained by using tools of classical convexity, high dimensional probability, and geometry of Banach spaces.
The same method can also be employed to derive tight estimates for the Hilbert-Schmidt volume of D = D(H) (the set of all states on H). However, a closed expression for the exact value of this volume is known; it was found in [45] via the random matrix theory and calculating some nontrivial multivariate integrals.
Compared with the Hilbert-Schmidt metric, the Bures metric on D [5, 42] is, in some measures, more natural and has attracted considerable attention (see e.g. [7, 8, 9, 20, 21, 39, 40, 41] ). The Bures metric is Riemannian but not flat. It is monotone [26] , i.e., it does not increase under the action of any completely positive, trace preserving maps. It induces the Bures measure [3, 12, 36] , which has singularities on the boundary of D. The Bures volume of D has been calculated exactly in [36] and happens to be equal to the volume of an (N 2 −1)-dimensional hemisphere of radius 1 2 [3, 36] . (This mysterious fact does not seem to have a satisfactory explanation.) On the other hand, the precise Bures (or Hilbert-Schmidt) volumes of S and PPT are rather difficult to calculate since the geometry of these sets is not very well understood and the relevant integrals seem quite intractable. These quantities can be used to measure the priori Bures probabilities of separability and of positive partial transpose within the set of all quantum states.
(Here priori means that the state is selected randomly according to the Bures measure and no further information about it is available.) For small N, e.g., N = 2 × 2 and N = 2 × 3, the Bures volume of S (hence of PPT ) has been extensively studied by numerical methods in [30, 31, 32, 33, 34, 35] . For large N, the asymptotic behavior of the Hilbert-Schmidt volume of S and PPT was successfully studied in [2, 38] . Based on that work, we shall derive in this paper qualitatively similar "large N" results for the Bures volume. In summary, our results state that the relative size of S within D is extremely small for large N (see Corollaries 1 and 2 for detail). On the other hand, the corresponding relative size for PPT within D is, in the Bures volume radius sense (see section 2 for a precise definition), bounded from below by a universal (independent of N)
positive constant (see Corollary 3). The conclusion is that when N is large, the priori Bures probability of finding a separable state within PPT is exceedingly small. In other words, we have shown that, as a tool to detect separability, the positive partial transpose criterion for large N is not precise in the priori Bures probability sense. Its effectiveness to detect entanglement is less clear (see the comments following Corollary 3).
This paper is organized as follows. In section 2, we review some necessary mathematical background, particularly the background for the Hilbert-Schmidt volume and the Bures volume. Precise statements of our main results can be found in section 3. Section 4 explains why our estimates are essentially optimal for general subsets of quantum states. Section 5 contains conclusions, comments and final remarks.
Notation and Mathematical Preliminaries 2.1 Mathematical framework
We now introduce the mathematical framework and some notation. Let H be the
Here we always assume n ≥ 2 and D i ≥ 2 for all i = 1, 2, · · · , n. Recall that D i = 2 for all i corresponds to n-qubits, and D i = 3 for all i corresponds to n-qutrits. n = 2 corresponds to bipartite quantum systems and n > 2 corresponds to multipartite quantum systems. 
A state in D is said to be separable if it is a convex combination of tensor products of n states (otherwise, it is called entangled). Denote the set of separable states by S, then
Both D and S are convex subsets of
Indent: The notation S(H) is in principle ambiguous: separability of a state on B(H)
is not an intrinsic property of the Hilbert space H nor of the algebra B(H); it depends on the particular decomposition of H as a tensor product of (smaller) Hilbert spaces.
However, this will not be an issue here since our study focuses on fixed decompositions.
Hilbert-Schmidt and Bures Measures on D
Any quantum state on H can be represented as a density matrix, i.e., the N × N positive (semi) definite matrix whose diagonal elements sum up to 1. Therefore, any quantum state ρ ∈ D has eigenvalue decomposition ρ = UΛU † for some unitary matrix U ∈ U(N) and some diagonal matrix
Hereafter, Id N is the N × N identity matrix and U ∈ U(N) means that U is an N × N matrix with
We denote by ∆ the regular simplex in R N , i.e.,
The Weyl chamber of ∆ defined by the constraint λ 1 ≥ · · · ≥ λ N is denoted by ∆ 1 .
Clearly, for any ρ = UΛU † as above and for any diagonal matrix B ∈ U(N), we [3, 13] for more on this and for the background on the discussion that follows). The unique (up to a multiplicative constant) invariant measure γ on F N is induced by the Haar measure on the unitary group U(N) and has the form
where U ∈ U(N) and dU is the variation of U such that U + dU ∈ U(N). The total γ measure of F N is known to be (see [45] )
Here Γ(x) = ∞ 0 t x−1 e −t dt is the Gamma function.
The Hilbert-Schmidt measure V HS (·) on D, induced by the Hilbert-Schmidt metric, may be expressed as [45] 
where
(This is just a different name for the canonical d-dimensional
Lebesgue measure on D.) Therefore, to obtain the Hilbert-Schmidt volume of D, one has to calculate the following integral [45] :
We define vrad HS (K), the Hilbert-Schmidt volume radius of K ⊂ D, to be the radius of d-dimensional Euclidean ball which has the same volume as the Hilbert-Schmidt volume of K. In other words,
. It amounts to comparing the Hilbert-Schmidt volume radii of K and L.
It is known that vrad HS
by Stirling approximation
Stirling approximation (4) also implies that (
Here
An arguably more important measure in the present context is the Bures measure (or Bures volume) V B (·), which can be written as [36] dV B = 2
The Bures measure has singularities (with respect to the Hilbert-Schmidt measure)
on the boundary of D.
(The boundary corresponds to at least one of the λ i 's being 0, and if two or more of them are 0, then some denominators in (6) vanish.) Thanks to the work of Sommers and Zyczkowski [36] , we know the precise value of the Bures volume of
As mentioned earlier, this value happens to be the d-dimensional volume of the ddimensional hemisphere with radius . We define vrad B (K), the Bures volume radius
While comparing the Bures volume of K with the Hilbert-Schmidt volume of the Euclidean ball does not have immediate geometric meaning, we find this way of describing the size of K in the Bures volume sense convenient in our calculations.
By formulas (4) and (7), one has vrad
and hence
For later convenience, we also define the (relative) Bures volume radii ratio of K to L as
. This can be used as a measure of the relative size of K to L in the Bures volume sense, and clearly does have geometric meaning.
We refer the reader to the references [3, 12, 13, 36, 45] for more detailed background and for motivation. In the following sections, we are interested in the (asymptotical)
behavior of VR B (K, D) in terms of its relative VR HS (K, D).
Main Results
In this section, K will be an arbitrary (Borel) subset of D. We will estimate the Bures volume of K, in terms of the Hilbert-Schmidt volume of K, both from below and from above. The following lemma is our main tool to study the asymptotical behavior of
. We point out that these estimates are independent of the possible tensor product structure of H.
Lemma 1 For any subset K in D and any p > 1, one has
where I(p) is defined as
Remark. I(p) can be defined for all p / ∈ [ , 1] whose exact locations depend on N.) In particular,
The quantity E(N) was defined in (1).
Proof. First of all, we estimate V B (K) from below. To that end, define h : ∆ → R as
Lagrange multiplier method implies that (1/N, · · · , 1/N) is the only critical point of 
By formula (6), the Bures volume of K equals to K dV B , i.e.,
Considering inequality (10) and formula (2), one gets
Next, we will derive the upper bound, which is more involved (and more important for our results). The subset ∂∆, the boundary of ∆, consists of sequences for which some λ i = 0 and has zero N − 1 dimensional measure. Thus, without loss of generality, we can assume λ i > 0 for all i = 1, · · · , N and, in particular,
where, to reduce the clutter, we denoted
For any p > 1 2 (so that 2p > 1), we employ the Hölder inequality to (11) and get
Substituting f into the first integral of (12) and by (2), one has
. (13) Substituting g into the second integral of (12) leads to
the inequality following just from K ⊂ D. By (1) and the Fubini's theorem, the last integral in (14) equals to (2π)
Under the condition
> 0 (i.e., p > 1 or p < 1/2), one has (see e.g. [22, 45] )
Taking into account that ∆ consists of N! Weyl chambers, we conclude that the expression in (15) is then equal to I(p). In other words, we have shown that
Combining this with (12), (13) , and (14), we conclude that if p > 1, then
which is the upper estimate from Lemma 1.
Theorem 1 There is a universal computable constant c 1 > 0, such that for any Hilbert space H and any subset K ⊂ D,
From the lower bound of Lemma 1, one has
Dividing both sides by
Formulas (5) and (8) Therefore, there is a (computable) universal constant c 1 > 0, such that, for any N,
Together with (16) , this shows that for any K ⊂ D and for any N,
Remark. If N is relatively large, the optimal constant c 1 = c 1 (N) is close to e Theorem 2 There is a universal computable constant C 1 > 0 such that, for any Hilbert space H and any K ⊂ D,
where α = VR HS (K, D).
. Replacing V HS (D) and I(p) by formula (3) and formula (9), one has
.
Clearly [E(N)]
Since xΓ(x) = Γ(x + 1), it is easy to see that for all x ∈ (0, 1) the upper estimate of Γ(x) is , where ϑ ≈ 1.12917 [6] . That is
Pick p = p(N, α) := ≤ ϑ, for all j = 1, 2, · · · N.
Consequently, again by inequality (18) , and N ≥ 4,
Combining inequality (17) with inequalities (19) and (20), one has
Equivalently, taking d-th root from both sides, 
It is easy to verify that
Therefore,
Also, we can verify that
Stirling approximation formula (4) implies that
Together with inequalities (21), (22), (23), and (24), there exists a universal (independent of N, α) constant
Remark.
A slightly more precise calculation shows that
The calculation yields explicit (not necessarily optimal) values of C 1 in the theorem.
For small dimensions, our proof yields C 1 (4) ≈ 2.5164 if N = 4, C 1 (6) ≈ 2.2137, and
0478. As the dimension N becomes large, the value of C 1 given by the argument tends to √ 2 ≈ 1.4142. On the other hand, the Legendre duplication formula (see [1] ) says that
By taking z = N 2 /2, one can rewrite the expression in (25) as
Gamma function is log-convex [23] , and hence
which is greater than √ π iff N > √ 2π + 1 ≈ 2.7. Together with formula (26) , this shows that the asymptotic relation (25) is in fact an upper bound for all N ≥ 3. It follows that C 1 ≈ 2.5164 works for all N ≥ 4, C 1 ≈ 2.2137 works for all N ≥ 6, etc.
Remark. In most cases of interest α is such that the factor exp ln ln(e/α) 2N
is bounded by a universal numerical constant. For instance, if ln(1/α) ≤ a 1 e a 2 N for some constants
While our argument doesn't give similar estimates for general α, other ways of writing the estimates in more transparent ways are possible. For example, for any fixed p > 1 there is a constant C p > 0 depending on p (but independent of N and α), such that
In the cases of S and PPT , Remark. We point out that there is a lot of flexibility in the choice of β = , and proves Theorem 2 with different (larger) constants. However, formula (23) does suggest that the factor ln(e/α) in β is essentially optimal in general.
As applications of Theorems 1 and 2, and the estimates for VR HS (S, D) implicit in [2] , one immediately has the following corollaries.
Corollary 1 (Large number of small subsystems) For system H = (C D ) ⊗n , there exist universal computable constants c 2 , C 2 > 0, such that for all D, n ≥ 2,
Corollary 2 (Small number of large subsystems) For system H = (C D ) ⊗n , there exist universal computable constants c 3 , C 3 > 0, such that for all D, n ≥ 2, and C 3 = C 2 . We refer the readers to [2] for the constants in terms of the Hilbert-Schmidt volume.
In the rest of this section, we will discuss the Bures volume of PPT . For a bipartite
α=1 are the canonical bases of C D 1 and C D 2 respectively. Define the partial transpose T (ρ) with respect to the first subsystem as
We write PPT for the set of states ρ such that T (ρ) is also positive. (Note that PPT is basis-independent because eigenvalues do not depend on a basis [25] .) The Peres criterion asserts: every separable state has a positive partial transpose [25] . That is, S ⊂ PPT ⊂ D. For qubit-qubit system C 2 ⊗ C 2 and qubit-qutrit (or qutrit-qubit) 
. The upper bound decreases to 0 as D → ∞. In other word, the conditional priori Bures probability of separability given positive partial transpose condition is exceedingly small. Hence, for large N, the PPT criterion is not precise as a tool to detect separability.
Optimality of the bounds
In this section, we will prove that, in general, the bounds in Theorems 
Optimality of the lower bound
For 0 < t < 1, let K t = tD + (1 − t)ρ max , i.e.,
Let Z N be as in (1) .
We now estimate V B (K t ) from above. By formula (6),
where the equality follows the formula (2). By Lemma 1, one gets
. On the other hand, VR HS (K t , D) = t holds trivially because of the homogeneity of the Hilbert-Schmidt measure. We have proved 
Optimality of the upper bound
For 0 < t < 1, we consider K t as
Recall ∆ 1 is the chamber of ∆ with order λ 1 ≥ · · · ≥ λ N .
The Hilbert-Schmidt volume of K t can be calculated by the following integral
By Stirling approximation (4), VR
N+1 holds for some universal
N+1 is bounded from above, e.g., t > e c 4 (−1−N ) for some constant
holds for a new universal constant C 5 > 0.
Next, we estimate the Bures volume of K t from below. By formula (6),
where the inequality is because of 0 ≤ tλ 1 + 1 − t ≤ 1, 0 ≤ tλ 1 + tλ k + 1 − t ≤ 1 and
The last integral can be computed as in (27) and leads to 2
Employing the Stirling approximation (4) one gets VR
. Together with (28), we have thus proved
for some universal constantc 5 > 0, if t < 4 5 and t > e c 4 (−1−N ) . Theorem 2 guarantees that VR B (K t , D) ≤ C 1 VR HS (K t , D). Therefore, the upper bound in Theorem 2 can also be achieved, and is optimal in general.
Conclusion and Comments
In summary, we proved that if K is a Borel subset of D, then the priori Bures probability of K can be estimated from above and from below in terms of the priori Hilbert-Schmidt As is well known, for sets in a Euclidean space (in particular, for sets of matrices endowed with the Hilbert-Schmidt metric) the volumetric information is roughly equivalent to the metric entropy information such as covering and packing numbers (see, e.g., [27] ). However, for the Bures geometry the parallels are not so immediate.
Consequently, further work is required to answer (even approximately) questions of the 
