Abstract-Large penetration of electric vehicles (EVs) can have a negative impact on the power grid, e.g., increased peak load and losses, that can be largely mitigated using coordinated charging strategies. In addition to shifting the charging process to the night valley when the electricity price is lower, this paper explicitly considers the EV owner convenience that can be mainly characterized by a desired state of charge at the departure time. To this end, the EV charging procedure is defined as an uninterruptible process that happens at a given discrete charging rate and the coordinated charging is formulated as a scheduling problem. The scalable real-time greedy (S-RTG) algorithm is proposed to schedule a large population of EVs in a decentralized fashion, explicitly considering the EV owner criteria. Unlike the majority of existing approaches, the S-RTG algorithm does not rely on iterative procedures and does not require heavy computations, broadcast messages, or extensive bi-directional communications. Instead, the proposed algorithm schedules one EV at a time with simple computations, only once (i.e., at the time the EV connects to the grid), and only requires low-speed communication capability making it suitable for real-time implementation. Numerical simulations with significant EVs penetration and comparative analysis with scheduling policies demonstrate the effectiveness of the proposed algorithm.
NOMENCLATURE n
Number of electric vehicles (EVs) to be scheduled. T Number of time slots during a scheduling horizon. P base Base (nonEV) load profile.
P i
Power profile for ith EV charging. P
[τ ] i
Power profile for ith EV charging defined at time τ . P aggr Aggregated (base plus EVs) load profile. P [τ ] Set of EVs connected to the grid during time interval [τ, τ + δ], with δ being the interval length.
I. INTRODUCTION
E LECTRIC vehicles (EVs) are becoming an integral part of a sustainable solution to achieve energy efficiency in the transportation sector, minimize the dependency on fossil fuels, and reduce the greenhouse gas emissions [1] , [2] . Interaction of EVs with the electric power grid provides opportunities for ancillary services (e.g., support for frequency and voltage regulation), load balancing, reactive power support, and addressing intermittency of renewable energy sources [3] . However, an uncontrolled EVs integration (i.e., adoption of charging procedures without any restrictions) poses several challenges [4] , e.g., an increased peak load demand, increased power losses, and a decreased voltage and load factor [5] - [7] .
Coordinated charging strategies can largely mitigate the undesired impacts of EVs on the electric grid [8] - [10] . The charging profiles are defined by a negotiation process between the EV owners and the grid operator. On the one hand, the EV owner is interested to have the battery with a desired state-of-charge (SoC) at the departure time [11] . On the other hand, the grid operator aims to minimize power losses and voltage deviations [5] , load variance [12] , and operational and emission costs [13] , that result in shifting the EVs charging to fill the valley of the base load profile [8] - [10] .
The valley-filling behavior is related to the minimization of the electricity generation costs, since the electricity price is lower during the night hours [14] , [15] . An illustrative example is shown in Fig. 1 , where the base load profile is a typical residential profile for 10 000 households in the service area of the Southern California Edison, during July 15-16, 2013 [16] . The base load shows minimum value around 4:00 A.M., an uncontrolled profile increases the peak load, and a valleyfilling profile schedules the EVs during the night hours. Thus, without violating the EV owners requirements, there is a certain flexibility to schedule the EVs charging and obtain the desired valley-filling behavior.
A. Related Works
The majority of coordinated strategies in the literature (e.g., [8] - [10] , [17] - [19] ) consider the charging rate as a continuous variable between zero and a maximum value; this is referred to as continuous charging. However, the EVs can be mainly charged at a certain fixed rate imposed by the current charger technology [20] , [21] ; this is referred to as discrete charging. The continuous charging algorithms cannot be seamlessly adapted for the discrete charging scenarios. While continuous charging approaches find the charging rates for each time instant the EVs are connected to the grid, discrete charging strategies should be formulated as a scheduling problem to find the time instant when each EV should start charging with a given constant rate.
Very few works have addressed the EVs discrete charging. A centralized approach for load scheduling and dispatch of EVs aggregators in [22] considers EVs to be charged with either zero or the maximum charging rate. The centralized approach in [23] assumes a finite set of available rates between zero and the maximum value. Although a centralized controller can collect full information from all EVs and generation units to solve a complex problem, it requires broadcast messages, extensive bi-directional communications, and heavy computations. On the other hand, a decentralized controller can be more scalable, flexible, and resilient to parametric and topological uncertainties.
Among the decentralized approaches, the algorithms in [20] and [24] accommodate the discrete charging. They rely on the information flow pattern usually adopted for the continuous charging, as shown in Fig. 2 , where P [k] i denotes the power profile for ith EV charging defined at time k. Assuming discretized time slots, an aggregator performs the following set of operations at each time slot: 1) it receives the charging profiles locally evaluated by all EVs; 2) performs a certain computation based on the data collected from all EVs; and 3) sends a control signal back to all EVs to modify the charging profiles. As such, this pattern suffers from the same drawbacks of a centralized approach, i.e., heavy computations and extensive bi-directional communications. Moreover, in [20] it is proven that a deterministic algorithm cannot flatten the charging profile in the case of uninterruptible discrete charging procedure, thus they propose a stochastic charging protocol to account for the discrete charging. The myopic algorithm in [24] performs an iterative procedure at each time slot using the current system states, without prior knowledge of future system dynamics. However, both [20] and [24] suffer from the iterative pattern drawbacks that undermine the main advantages of a fully decentralized approach.
B. Summary of Technical Contributions
Our main focus is to schedule a large population of EVs in a decentralized fashion, considering the discrete charging scenario. The coordinated charging is formulated as a scheduling problem, where the charging is considered as an uninterruptible procedure that happens at a fixed charging rate. The main contributions of this paper can be summarized as follows.
1) The coordinated strategy for the discrete charging is formulated as a scheduling problem that simultaneously considers several practical aspects (e.g., plug-in and plug-off time) that are sometimes disregarded in the literature. For example, the simultaneous connection of all EVs to the grid is assumed in other works, while it is relevant to consider realistic plug-in and plug-off times since they affect the algorithms performance. 2) The problem formulation is focused on the EV owner convenience, which is characterized by charging time and desired SoC at the departure time. Indeed, the EV owner can impose the desired charging profile and be guaranteed about the SoC at the departure time. Moreover, at the same time, the grid operator benefits from an aggregated valley-filling profile.
3) The scalable real-time greedy (S-RTG) algorithm is proposed for the large-scale EV deployment in a distributed fashion. It does not rely on classical iterative procedures, and does not require message broadcasting, extensive bi-directional communications, or heavy computations.
II. PROBLEM FORMULATION
In this section, the uninterrupted discrete-rate charging procedure is presented first. Then, the coordinated charging of a large population of EVs is described in terms of a scheduling problem.
A. Uninterrupted Discrete-Rate Charging Profile
A charging profile without interruptions that happens at a fixed charging rate is shown in Fig. 3 . The plug-in time, t plug−in i , is the time instant the ith EV is connected to the grid, while the plug-off time, t plug−off i , is the time instant the ith EV is disconnected from the grid. Thus, the ith EV can be charged in the time interval between t plug−in i and t plug−off i . The charging rate used to supply the EV is the fixed value P max i . Depending on the SoC at the plug-in time, the desired SoC at the plug-off time, and the charging rate, the ith EV has to be charged for a time interval equal to l i . The problem is feasible if the charging length is smaller or equal to the time interval the EV is connected to the grid. If feasible, a scheduling algorithm should decide when the EV has to start charging, i.e., the initial charging time, t initial i . Using t initial i and l i , the EV has to stop charging at the time instant, t final i .
B. Problem Statement
In order to formulate the charging problem, let us consider a scheduling horizon divided into a number T of time slots, e.g., 24 h can be divided into 96 slots of 15 min. The number of EVs to schedule is denoted by n. The base (nonEV) load for each time k is denoted by P base (k) and assumed known based on historical data. The power required to charge the ith EV at time k is denoted by P i (k).
The uninterrupted discrete-rate charging procedure can be formally stated as follows:
subject to
The objective function in (1) is composed of two terms. The first one is the variance of the aggregated load profile, where μ is the mean value of the aggregated load profile, as defined in (7). The second term in (1) is the peak of the aggregated load profile. Minimizing variance aims to flatten the aggregated load profile and achieve a valley-filling behavior. Minimizing peak aims to ensure that the current generation capacity can still accommodate EVs. Since the variance and peak load minimization have different numerical ranges, the peak load is weighted by the coefficient α. Such a coefficient should be chosen to give a higher priority to minimize the peak than the variance. A solution with a smaller peak is always preferred. Moreover, among different solutions with an identical peak value, the solution with the minimum variance is preferred.
The feasibility of the problem and the satisfaction of the EV owners requirements are expressed by the constraints (2)-(6). Constraints (2) and (3) . Constraint (4) states that the charging period has to be equal to the required charging interval l i . Constraint (5) states that the charging procedure has to start at a feasible time to provide the required SoC by the plug-off time. Finally, constraint (6) states that the required charging interval cannot be larger than the time the EV is connected to the power grid.
Remark 1: This problem formulation assumes to know the plug-off time. In practice, at the connection time, the EV owner has to provide an expected plug-off time. The EV owner can then be guaranteed to have the battery charged at the desired SoC if he disconnects the vehicle not earlier than the expected plug-off time, otherwise no guarantees can be provided.
III. S-RTG ALGORITHM
In this section, the basic real-time greedy (RTG) and the enhanced S-RTG algorithms are described. Their main features are highlighted by comparison with the previous literature.
A. Scheduling Procedure for Single EV
Consider the scheduling horizon divided into a number T of time slots, i.e., 24 h divided into 96 slots of 15 min. Assume that the aggregated load profile during the scheduling horizon, including both the base load and the EVs, is known and denoted by P aggr . Consider a single EV, say i, to be scheduled. Then, the optimal schedule for EV i can be determined as the solution of the following problem:
The objective function in (8) is to minimize both the variance and the peak of the aggregated load profile, P aggr , plus the profile to charge the ith EV, P i . The constraints (9)- (13) have the same meaning as those in (2)- (6), considering only one EV to schedule.
The solution to (8)- (14) does not necessarily require an extensive/sophisticated optimization technique. Instead, it can be simply found using a few computations described in the following. One can note that the decision variable t initial i can assume values in the range specified in (12), i.e., a finite set with a few elements. Thus, a custom solution to (8)- (14) can perform the following two steps.
1) Compute the objective function in (8) for all the admissible values of t initial i . 2) Determine the solution minimizing the objective function. This custom procedure requires some basic operations that can be executed in a few milliseconds (as described in Section V) and performed by a simple microcontroller. It is the key element of both the RTG and S-RTG algorithms described in the next sections.
B. RTG Algorithm
Assume that the grid operator knows the base load profile, P base , for the scheduling horizon. In practice, this means that the grid operator has an estimation of the base load based on historical data. The RTG algorithm performs the following operations each time an EV connects to the grid.
1) The EV i connects to the grid at time t plug−in i = τ , and receives from the grid operator the aggregated load profile during the scheduling horizon estimated at time τ , P [τ ] aggr , i.e., the base load plus the power required to charge the EVs already scheduled by the time τ , if any.
2) The EV i locally solves the problem (8)- (14) to find the solution t initial i using the custom procedure described in Section III-A.
3) The EV i sends back to the grid operator its schedule, P i , defined by the time instants to start and stop charging, aggr and P i . The RTG algorithm is decentralized since the charging profiles are locally defined by each EV using local information and a control signal from the grid operator (i.e., the current load profile at the plug-in time of each EV). The control signal is required to coordinate EVs, while each EV can autonomously choose its charging profile according to its own characteristics. One advantage of the RTG algorithm is that different EVs (i.e., characterized by different battery capacities and charging rates) can be handled automatically. This means that the RTG algorithm can potentially accommodate future EVs with heterogeneous profiles.
The RTG algorithm is greedy in the sense that it determines the scheduling of one EV at a time, only once (i.e., at the time the EV connects to the power grid). There are no complex optimization problems to solve, and it performs very effectively on large-scale systems, as shown in Section V. Moreover, the RTG algorithm schedules the EVs in a noniterative way, as also illustrated by its information flow pattern in Fig. 4 . It does not rely on the iterative pattern that requires extensive bi-directional communications to exchange information among all EVs (which could potentially reach thousands or even millions in near future) and a single node, at every time step, to solve a complex problem. Finally, the RTG algorithm is suitable for an effective real-time implementation since it only requires a limited message passing and simple computations.
C. S-RTG Algorithm
The S-RTG algorithm is the enhanced version of the basic RTG algorithm. The S-RTG algorithm exhibits a better scalability property compared to the RTG algorithm, while preserving its main advantages (decentralization, real-time, noniterative).
The difference between the RTG and S-RTG algorithms is the way the grid operator updates the aggregated power profile, P aggr . With the RTG algorithm, the grid operator has to send the current aggregated load profile and wait for the EV response to update such information. In other words, this mechanism serves all the EVs in a sequential way. In case of high penetration of EVs, it is likely that many vehicles can be connected to the power grid at the same time. Thus, a possible drawback of the RTG algorithm could be a waiting period for the EVs that are connected simultaneously.
To overcome this, the S-RTG algorithm defines a new updating procedure for the aggregated profile performed by the grid operator. Let us first denote the set of EVs that connect to the grid during a certain time interval [τ, τ + δ] by S [τ ] . The S-RTG algorithm requires that the grid operator should send the aggregated load profile estimated at time τ , P [τ ] aggr , to all EVs in S [τ ] . Thus, these EVs will use the same aggregated power profile to find their schedules and will send such information back to the grid operator, as illustrated in Fig. 5 . At the end of each time interval, the grid operator will update the aggregated load profile with all the EV profiles received during that interval. The S-RTG algorithm can exhibit an improved scalability property compared to the RTG algorithm since the EVs are not required to be served in a sequential way. Moreover, it can be noted that the length of the time interval, δ, for the S-RTG algorithm can be chosen arbitrarily small. In practice, the grid operator can send its current estimation of the aggregated load profile when an EV connects to the grid, while it can update such information as soon as it receives a new profile from an EV.
IV. SCHEDULING ALGORITHMS
Scheduling strategies based on classical heuristic policies are proposed in this section as benchmarking tools for the S-RTG algorithm, since no algorithm presented in the related literature can be directly applied to the proposed formulation. Indeed, similar heuristic policies have been widely adopted to deal with the combinatorial nature of similar problems in many fields such as computer science, industrial engineering, and operations research [25] .
A. Scheduling Policies
A scheduling system dynamically makes decisions about matching users requests and available resources. Classical scheduling policies have been widely adopted to deal with combinatorial problems [25] . Given a set of ready requests from the users, the rationale of these heuristic policies is to define the order in which such requests have to be served according to the available resources. Applied to the EVs coordinated charging problem, an algorithm can sort the EVs requests using a specific policy and, then, it can serve the requests according to the defined order. Some heuristic policies are first introduced. Possible scheduling algorithms exploiting such policies are presented in the next sections.
The earliest deadline first (EDF) policy [26] assigns first the EV with the earliest plug-off time j = argmin i∈S t plug−off i (15) where S is the set of available EVs to schedule.
The least slack time (LST) policy [27] considers the slack time (16) that is, the difference between the grid-connection interval and the charging interval. Thus, the LST policy assigns first the EV with the smallest slack time
The shortest job first (SJF) policy [28] assigns first the EV with the smallest charging time
The lottery policy [29] chooses the EV randomly. The simplest version assigns only one ticket to each EV
In general, ticket assignments to the EVs can be nonuniform to select some EVs with higher chances.
B. Non-Causal Scheduling Algorithms
A noncausal strategy for EVs coordinated charging that exploits the scheduling policies presented in the previous section is now proposed.
Assume that the perfect knowledge of all values in problem (1)- (7) is available, i.e., plug-in time, plug-off time, required charging interval, and charging rate of all the EVs to schedule during the given time horizon. Then, a noncausal algorithm based on such day-ahead information can perform the following operations.
1) The grid operator sorts the EVs charging requests according to one of the policies previously presented (i.e., EDF, LST, EDF, or lottery). 2) The grid operator sequentially schedules each EV by solving the problem (8)- (14) as described in Section III-A. This strategy is not suitable for the real-time implementation since it requires perfect knowledge of the day-ahead EV requests. However, such an approach is based on heuristics scheduling policies that are effectively used in other contexts [25] and uses global information to find a solution to the EVs charging problem. They are suggested in this paper as a benchmark to evaluate the effectiveness of the proposed decentralized RTG and S-RTG algorithms.
C. Causal Scheduling Algorithms
In this section, a causal strategy based on heuristic policies is proposed. Compared to the noncausal approach in the previous section, there are no assumptions about a priori knowledge here. This approach provides a real-time tool that can be used as a benchmark for RTG and S-RTG algorithms.
A causal approach exploiting classical scheduling policies can perform the following operations.
1) Once connected to the grid, each EV sends its local information (i.e., plug-in time, plug-off time, required charging interval, and charging rate) to the grid operator.
2) The grid operator collects the information of a certain number of EVs during a predefined time interval and schedules these EVs with the same approach of the noncausal strategy (i.e., the EVs are first sorted and then scheduled accordingly by solving (8)- (14) in a sequential way). This strategy requires both centralized data collection and centralized computations for implementation in real time. The length of the time interval to collect information from the EVs is a parameter that can affect the algorithm behavior. On the one hand, a smaller time interval lets the grid operator to collect information from fewer EVs and can undermine the efficiency of the scheduling policy. On the other hand, a larger time slot may lead to a longer waiting period to schedule EVs, since each EV can be scheduled only at the end of the time interval.
V. SIMULATION RESULTS
Case studies with high EVs penetration level (i.e., 50%) and different base load residential profiles (i.e., typical summer and winter curves) are used to discuss different scheduling policies and show the effectiveness of the proposed S-RTG algorithm.
A. Simulation Settings 1) Base Load:
The case studies consider a residential scenario composed of 10 000 households, where the base load profile for each household is the average load in the service area of the Southern California Edison [30] . Since the base load profile can be quite different during summer and winter (e.g., due to the use of ac systems) both summer [16] and winter [31] base load profiles are considered.
2) EVs Specifications: The number of registered vehicles per household is assumed to be 1.86 according to the National Household Travel Survey [32] . Then, the number of EVs for the case of 50% penetration level is 9300. The charging rate is assumed to be 3.3 kW for a residential scenario [33] . The set of EVs is assumed to be composed of 40% sedan, 40% compact, and 20% roadster, with different required times for a full charge; sedan, compact, and roadster EVs each require 3, 8, and 12 h for a full charge [33] , respectively. The SoC at the plug-in time is assumed Gaussian with a mean of 0.5 and a standard deviation of 0.1 [8] . The required SoC at the plugoff time is assumed to be 80% of the total capacity to avoid premature aging [34] . The charging interval for each EV is determined according to the charging rate, both the initial and final SoC, and the required time for the full charge.
3) Plug-In and Plug-Off Times: The plug-in and plug-off times are assumed to be Gaussian [8] , [24] . The vehicles leave home at 7:00 A.M. with standard deviation of 1 h, and they come back home at 5:00 P.M. with a standard deviation of 2 h [24] . The vehicles are assumed to be charged only at home (e.g., not a work).
4) Algorithms Setting:
All the algorithms use α = 1000 to balance minimizing the variance and peak in (8) . The causal scheduling algorithms assume a time interval of 15 min to collect the EV information. The S-RTG algorithm assumes to update the aggregated profile every 10 s. Fig. 6 shows the aggregated load profile that the S-RTG algorithm determines at different hours during the real-time algorithm execution, where the base load is a typical summer profile in the service area of the Southern California Edison. Fig. 6(a)-(c) shows the aggregated profiles defined by the S-RTG algorithm at 14:00, 18:00, and 22:00, respectively. The total number of EVs accommodated at these time instants is 655, 6465, and 9242, respectively, according to the plug-in time distribution. Fig. 6 shows that the S-RTG algorithm can achieve a good valley-filling behavior. As soon as the EVs are connected to the grid, the algorithm schedules them during the night hours to minimize the aggregated profile variance, without increasing the peak load demand. It is interesting to observe that the aggregated profile is characterized by a small valley around 11:00 A.M. after the night. This behavior depends on the plug-off times, whose average value is 5:00 P.M. with a standard deviation of 2 h, as reported in Section V-A. Thus, the EVs are disconnected from the grid before 11:00 A.M. after the night and, as a consequence, no algorithms can schedule any EV during that time. Fig. 7 shows the behavior of the charging strategies with 50% penetration level with a summer base load profile. Fig. 7(a) shows that the noncausal scheduling strategies do not perform as good as expected. The only noncausal scheduling algorithm that achieves a valley-filling profile is the lottery policy. The noncausal EDF scheduling algorithms determine an overshoot before 8:00 A.M. after the night hours. The noncausal SJF algorithm cannot perfectly flatten the profile. Thus, this behavior suggests that, even under the assumption of a noncausal setting, EV scheduling according to a predefined order is not an adequate strategy. In fact, the lottery policy chooses randomly the EVs to be scheduled and exhibits a superior performance. Fig. 7(b) and (c) shows that both the causal scheduling strategies and the RTG and S-RTG algorithms can achieve a valley-filling behavior. However, the aggregated profile shows a small valley around 11:00 A.M. after the night hours due to the plug-off times, as previously explained in Section V-B. To summarize, the S-RTG algorithm performs as well as the RTG and causal scheduling strategies, while featuring an improved scalability.
B. S-RTG Algorithm Behavior

C. Case Study 1: Summer Base Load Profile
D. Case Study 2: Winter Base Load Profile
The behavior of charging strategies with 50% penetration level for 9300 EVs and a winter base load profile is illustrated in Fig. 8 . In this case study, the algorithms behavior is slightly different than the case with the summer base load profile. In fact, the EV charging leads to an inevitable increase of the peak load. Fig. 8(a) shows that the noncausal scheduling strategies can flatten the aggregated load despite their poor performance in the case with a summer base load. The causal scheduling strategies in Fig. 8(b) and the RTG and S-RTG algorithms in Fig. 8(c) shows some limitations compared to the noncausal algorithms. In fact, the noncausal algorithms can schedule the EVs with an earlier arrival time before the peak of the base load profile. The causal and greedy algorithms cannot anticipate the EV schedules with earlier arrival time since they are driven only by the criteria in (8) , thus the aggregated load profile cannot be as flat as that for the noncausal strategies. However, it is important to note that noncausal strategies are not suitable for real-time implementation, while the S-RTG algorithm is explicitly designed for real-time implementation with high penetration levels. Moreover, one can observe that the most critical scenario for the grid is during the summer due to the biggest peak value for the aggregated profile. The S-RTG algorithm does not increase such a peak value in any scenario. Thus, its performance can be considered very satisfactory in case of high penetration levels and different base load profiles. Table I presents a complete comparative analysis of the charging algorithms. The variance and peak load are average values among 100 trials with different randomly generated EV requests (i.e., plug-in times, plug-off times, and charging lengths). Considering the case study 1 with a summer base load, except for the uncontrolled charging, all the strategies do not increase the peak value. Note that the variance given by the noncausal EDF (5 264 233 MW 2 ) and SJF (5 241 106 MW 2 ) scheduling strategies is greater than those given by all other algorithms (about 5 119 000 MW 2 ). Considering the case study 2 with a winter base load, one can note that the noncausal algorithms can achieve a lower variance and peak with respect to the other algorithms, while the causal strategies and RTG and S-RTG algorithms have similar performance. Indeed, in this case, there is an inevitable peak load increment since the power to charge all connected EVs is greater than the power that the valley can accommodate. Thus, a noncasual strategy which relies on the knowledge of the day ahead information can achieve a better performance. However, it is important to note that the peak value given by the S-RTG algorithm (10 709 MW) is quite less than the peak of the base profile for the summer load (16 327 MW). Thus, this case study is less relevant than the previous one since there is no peak increment during a year.
E. Comparative Analysis
In Table I , the computational times for all the considered strategies are also reported. In details, the sorting time is the time required by the causal and noncausal strategies to sort the EVs, while the scheduling time is the time to solve the problem (8)- (14) , except for the uncontrolled strategy where it is only the time to add the required charging profile to the base load. These times are the worst-case values among 100 trials evaluated by implementing the algorithms in MATLAB, and on a computer with Intel Core2 Quad CPU 3 GHz and 4 GB RAM. Note that the scheduling time does not depend on the algorithm type and that the sorting time does not represent a critical aspect for the causal and noncausal strategies. The main difference between the S-RTG algorithm and both the causal and noncausal strategies is synthesized in the last two columns of Table I and relates to their decision-making architectures. Indeed, unlike the S-RTG algorithm, the noncausal strategies cannot be performed in real time since they rely on the unrealistic assumption of dayahead knowledge of all EV requests, while the causal strategies require centralized data collection and computation (i.e., collection of EV requests, sorting, and scheduling). Thus, the S-RTG algorithm can be considered an efficient and effective strategy for real-time coordinated charging of a large EVs population.
F. Future Work
Future work extends the proposed approach to the EVs charging process in municipal or business parking lots during the daytime. Moreover, voltage and/or frequency constraints will be included in the problem formulation to accommodate ancillary services. Finally, vehicle-to-vehicle charging in case of additional constraints for the grid operator can be considered for the future work.
VI. CONCLUSION
The coordinated charging problem of a large population of EVs has been considered in this paper. The charging profile of each EV has been designed to be at a given charging rate without any interruption. Many practical aspects have been included in the problem formulation, such as plug-in time, plug-off time, charging rate, and desired SoC at the departure time. The S-RTG algorithm has been proposed to schedule the EVs in a distributed fashion. It is a decentralized user-oriented approach designed to satisfy the EV owner, while minimizing the variance and peak of the aggregated load profile as desired by the grid operator. Unlike the related literature, the proposed algorithm is noniterative and does not require extensive bi-directional communications, message broadcasting, or heavy computations. It is scalable and suitable for the realtime implementation. Its effectiveness has been demonstrated by comparison with classical scheduling approaches in case of high penetration level and different base load profiles.
