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ABSTRAK
Model Hidden Markov (HMM) merupakan sebuah model stokastik yang
diasumsikan menjadi sebuah proses markov dengan parameter yang tidak diketahui.
Penelitian ini menggunakan rangkaian kodon (AAA,AAC,AAG,AAT, dll) sebagai
hidden state dan asam amino sebagai observable state. HMM dibentuk setelah
didapatkan matriks transisi dari hidden state. Matriks transisi merupakan proba-
bilitas perpindahan masing-masing kodon. Sehingga didapat sebuah matriks transisi
berukuran A = [64× 64]. Probabilitas antara asam amino dan kodon dibuat dalam
sebuah matriksB disebut sebagai matriks emisi. Algoritma Viterbi digunakan untuk
mendapatkan peluang terbaik dari masing-masing state. Data yang sudah diprediksi
kemudian akan disejajarkan dengan data yang sebenarnya menggunakan sequens
alignment. Hal ini dimaksudkan untuk mendapatkan akurasi dari algoritma viterbi.
Hasil pensejajaran global pada kelompok satu (7000 − 12000) sekuens, kelompok
dua (15000− 18000) sekuens, kelompok tiga (25000− 30000) sekuens, kelompok
empat (50000 − 70000) sekuens serta kelompok lima (100000 − 120000)sekuens
masing-masing memiliki rata-rata 34%, 52%, 71%, 78% dan 78% pada setiap
identitiesnya.
Kata kunci: Kodon, Asam Amino, Model Hidden Markov, Sequence alignment,
Algoritma Viterbi
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ABSTRACT
Hidden Markov Models (HMMs) is a stoccastic model of a system that is
assumed to be a markov process with unknown parameters. This research uses
codons sequences (AAA,AAC,AAG,AAT, etc) as hidden state and amino acid as
observable state. Hidden Markov Models created with a transition matrix from
hidden states. Transition matrix obtained by count alteration codon sequens from
t = 0 to t = N − 1. Then we have a matrix A = [64 × 64] that every elemen of
matrix A is probability of each codons. Probability between amino acid and codons
notated as B emission matrix. This research uses Viterbi algorithm to find the best
path from each state. The data that has been previously predicted then would be
in alignment with the existing database used sequence alignment . It is intended to
determine the accurate of DNA predicted earlier. The result for global alignment is
34%, 54%, 71%,78% and 78% for each category.
Keywords: Codons , Amino Acids, Hidden Markov Models, Sequence
Alignment, Vitebi algorithm
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BAB I
PENDAHULUAN
1.1 Latar Belakang
Bioinformatika merupakan disiplin ilmu baru dengan fokus pada penggunaan
database dan algoritma komputer untuk menganalisis protein, gen dan kumpulan
DNA (deoxyribonucleid acid) pada makhluk hidup. Tantangan utama dalam
biologi yaitu memahami sejumlah data sekuens yang cukup besar dan struktur
data yang diperoleh dari proyek-proyek sekuensing genom, proteomic dan upaya
biologi molekuler lainnya dalam skala besar. Perangkat bioinformatika mencakup
program komputer yang membantu mengungkap mekanisme dasar berdasarkan
permasalahan biologi tentang struktur dan fungsi makromolekul, biokimia, proses
penyakit dan evolusi (Irawan, 2011).
Bioinformatika memiliki manfaat yang sangat banyak. Diantaranya sebagai
bioteknologi dalam bidang klinis. Bioinformatika dalam bidang klinis atau sering
disebut sebagai informatika klinis(clinical informatics). Aplikasi dari informatika
klinis ini berbentuk manajemen data-data klinis dari pasien melalui Electrical
Medical Record (EMR). Kegunaan selanjutnya adalah untuk mendeteksi agent
penyakit baru dan juga mendeteksi penyakit baru. Sedangkan kegunaan yang paling
vital adalah untuk penemuan obat-obatan. Cara untuk menemukan obat biasanya
dilakukan dengan menemukan senyawa (ligand) yang dapat menekan perkembang-
biakan suatu agent penyebab penyakit.
Ekspresi gen adalah serangkaian proses penerjemahan informasi genetik dalam
bentuk urutan basa pada DNA atau RNA menjadi protein (fenotipe). Informasi yang
dibawa bahan genetik tidak bermakna apa pun bagi suatu organisme apabila tidak
diekspresikan menjadi fenotipe (Helen Causton dkk, 2003).
Sejak ditemukan pada tahun 1940 hingga sekarang telah banyak dilakukan
penelitian terhadap expresi gen. Diantaranya prediksi binding site protein-ligan,
karakterisasi expresi gen, clustering expresi gen dan lain sebagainya. Penelitian
yang dilakukan oleh Yu-Nong Gong (2011) yang mengkarakterisasi ekspresi gen
dari hemagglutinin virus influenza A dengan menggunakan Hidden Markov Model.
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Influenza yang lebih dikenal dengan sebutan flu, merupakan penyakit menular
yang disebabkan oleh virus RNA dari familia Orthomyxoviridae (virus influenza),
yang menyerang unggas dan mamalia. Biasanya, influenza ditularkan melalui udara
lewat batuk atau bersin, yang akan menimbulkan aerosol yang mengandung virus.
Influenza juga dapat ditularkan melalui kontak langsung dengan tinja burung atau
ingus, atau melalui kontak dengan permukaan yang telah terkontaminasi (Donald,
2003).
Menurut Mahmoud ElHefnawi (2013) bahwa virus dapat dikelompokkan
menjadi tiga genera dalam family Oethomyxoviridae, diantaranya Virus Influenza
A, Virus Influenza B dan Virus Influenza C. Virus tipe A merupakan patogen
manusia paling virulen di antara ke-3 tipe influenza dan menimbulkan penyakit
yang paling berat. Virus influenza tipe B hampir secara eksklusif hanya menyerang
manusia dan lebih jarang dibandingkan dengan influenza tipe A. Jenis influenza ini
mengalami mutasi 2-3 kali lebih lambat dibandingkan tipe A dan oleh karenanya
keragaman genetiknya lebih sedikit. Virus influenza tipe C yang menginfeksi
manusia, anjing, dan babi, kadangkala menimbulkan penyakit yang berat dan
epidemi lokal. Influenza ini juga jarang terjadi dibandingkan jenis lain.
Pada penelitian ini akan dilakukan prediksi terhadap sekuens DNA. Dari
sekuens DNA yang telah ada kemudian dilakukan prediksi dengan menggu-
nakan Hidden Markov Model untuk mendapatkan bentuk selanjutnya dari sekuens
tersebut. Penelitian ini dimaksud untuk mengetahui sekuens DNA keseluruhan dari
sebuah sekuens apabila sekuens tersebut sudah terpotong atau hilang sebagian. Hal
ini dimaksudkan karena pada permasalahan real, permasalahan seperti ini sangat
sering terjadi dan ditemukan. Setelah proses prediksi telah dilakukan, selanjutnya
akan dilakukan pensejajaran antara hasil prediksi dengan sekuens yang sebenarnya.
Proses prediksi ini dilakukan dengan Hidden Markov Model dengan algoritma
Viterbi.
1.2 Rumusan Masalah
Berdasarkan uraian latar belakang yang ada, permasalahan yang akan dibahas
dalam penelitian ini adalah
1. Bagaimana implementasi Hidden Markov Model untuk prediksi sekuens
DNA.
2. Bagaimana performa dan akurasi dari penerapan algoritma Viterbi dalam
prediksi sekuens DNA.
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1.3 Batasan Masalah
Permasalahan yang akan dibahas dalam penelitian ini dibatasi sebagai berikut:
1. Dataset yang digunakan adalah data protein data bank dari National Center
for Biotechnology Information Search database (NCBI).
2. Jenis DNA yang akan diprediksi adalah DNA dari berbagai jenis virus.
3. Implementasi program dengan menggunakan software Matlab.
1.4 Tujuan Penelitian
Dari perumusan masalah yang ada, maka tujuan dari penelitian ini adalah
1. Mengimplementasikan Hidden Markov Model untuk prediksi DNA.
2. Menganalisa dan mengetahui akurasi algoritma Viterbi dalam prediksi DNA.
1.5 Manfaat Penelitian
Manfaat yang diharapkan dari penelitian ini adalah mengetahui performa
Hidden Markov Model sebagai proses stokastik dalam proses prediksi sekuens DNA
yang sudah terpotong atau hilang serta pengembangan ilmu bioinformatika dalam
bidang ekspresi gen.
3
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BAB II
KAJIAN PUSTAKA DAN DASAR TEORI
2.1 Penelitian Terdahulu
Penelitian tentang ekspresi gen telah banyak dilakukan oleh peneliti-peneliti
terdahulu. Hampir semua penelitian tentang bioinformatika menggunakan ekspresi
gen. Seperti prediksi binding-site, klasifikasi, clustering, docking dan lain
sebagainya. Penelitian yang dilakukan oleh Mahmoud ElHefnawi dkk (2013)
dengan judul ”Accurate Classification and Hemagglutinin Amino Acid Signatures
for Influenza A Virus Host-origin Association and Subtyping”. Dalam penelitian
tersebut virus influenza A diselidiki berdasarkan protein hemagglutinin untuk
mendapatkan inang dari penyebar virus tersebut. Pengklasifikasian inang penyebar
virus tersebut memeperoleh akurasi antara 91,2% hingga 100% dengan menggu-
nakan Hidden Markov decision tree setelah terlebih dahulu dilakukan seleksi data.
Penelitian selanjutnya dilakukan oleh Feng Liu dkk (2015) yang berjudul
”Characterizing Activity Sequences using Profile Hidden Markov Model” yang
melakukan karakterisasi ekspresi gen dengan menggunakan Hidden Markov Model.
Aktivitas sekuens dianalisa dan di cluster berdasarkan komposisi dan pengurutan
aktivitas dengan menggunakan metode Sequence Alignment. Untuk melakukan
multiple sequence alignment dilakukan dengan HMMs. Proses nya terdiri dari
beberapa bagian. Pertama, aktivitas sekuens di kluster berdasarkan skema yang
sudah didefenisikan sebelumnya. Selanjutnya sekuens diurutkan kemudian diiden-
tifikasi pada masing-masing kluster. Selanjutnya dilakukan multiple sequence
alignment dengan menentukan penskoran yang spesifik.
Yu-Nong Gong dkk (2011) melakukan penelitian yang berjudul ”Character-
ization of Subtypes of the Influenza A Hemagglutinin (HA) Gene using Profile
Hidden Markov Model”. Pada penelitian ini dilakukan karakterisasi terhadap
16 jenis hemagglutinin Influenza A yang diklasifikasikan dengan menggunakan
Hidden Markov Model. Dari penelitian ini diperoleh bahwa jenis hemagglutinin
yang paling berbeda adalah HA1. Pada penelitian ini juga diperoleh bahwa HA1
meliputi setengah dari HA sehingga secara statistik tidak dapat dipisahkan.
Neelam Goel dkk (2015) melakukan penelitian yang berjudul An Improved
Method for Splice Site Prediction in DNA Sequences Using Support Vector
Machines. Prediksi pada DNA sekuen dilakukan dengan metode Support Vector
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Machinens. Pada peneltian ini didapatkan bahwa metode yang diusulkan memiliki
keakuratan yang lebih tinggi dibanding dengan metode yang lain. Tetapi pada
penelitian ini data yang digunakan merupakan sekuens DNA yang kecil belum
dilakukan untuk data yang besar.
Anders Krogh dkk (2001) mengemukakan sebuah penelitian untuk memprediksi
topologi membrane sebuah protein. Penelitian ini berjudul Predicting Transmem-
brane Protein Topology with a Hidden Markov Model: Application to Complete
Genomes. Mereka menamakan metodenya dengan Transmembrane Hidden Markov
Model (TMHMM). Dalam prediksi topologi protein yang dilakukan pada penelitian
tersebut didapatkan akurasi prediksi sebesar 97%-98%. Metode ini juga dapat
membedakan antara protein yang larut dengan membrane dengan sensivitas lebih
dari 99%.
Kemudian selanjutnya Lingyun Zou dkk (2010) melakukan penelitian untuk
melakukan prediksi transmembrane β-barrels topologi protein. Penelitian yang
berjudul Combined Prediction of Transmembrane Topology and Signal Peptide of
β-barrel Proteins: using a Hidden Markov Model and Genetic Algorithms tersebut
dilakukan dengan menggabungkan antara Hidden Markov Model (HMM) dengan
Algoritma Genetika. Penelitian ini menunjukkan bahwa akurasi dari metode yang
digunakan memiliki hasil yang lebih tinggi dibandingkan dengan metode yang lain.
Penelitian ini dilakukan terhadap sekuens singel peptide (SP).
2.2 Struktur dan Fungsi Protein
Protein merupakan senyawa organik kompleks berbobot molekul tinggi dan
merupakan polimer dari monomer-monomer asam amino yang terhubung satu sama
lain dengan ikatan peptida. Molekul protein tersebut memiliki kandungan hidrogen,
karbon, oksigen, nitrogen, sulfur, dan fosfor. Ini adalah komponen utama dari
semua sel hidup yang mencakup banyak zat seperti hormon, enzim, serta antibodi
yang dibutuhkan untuk fungsi organisme. Zat ini sangat penting karena digunakan
untuk perbaikan jaringan dan pertumbuhan (Jean Michel dkk, 2007).
2.2.1 Fungsi Protein
Protein pada umumnya berfungsi sebagai zat pembangun tubuh dan juga
pelindung tubuh, pendorong metabolisme serta penyokong organ tubuh dalam
berbagai aktivitas. Menurut Clarence (1991) fungsi protein dapat dituliskan sebagai
berikut:
1. Dapat membantu serta juga mendorong pertumbuhan dan dapat memelihara
susunan juga struktur tubuh dari sel, jaringan hingga sampai ke dalam organ-
organ tubuh
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2. Sebagai sumber energi / karbohidrat
3. Dapat memelihara serta juga menjaga keseimbangan asam basa serta cairan
tubuh dikarenakan protein tersebut juga berfungsi ialah sebagai buffer
(penahan).
4. Pengatur keseimbangan kadar asam basa dalam sel
5. Protein adalah bahan dalam sintesis substansi yang sangat penting seperti
halnya suatu hormon, enzim, antibodi dan juga kromosom.
2.2.2 Struktur Protein
Struktur protein terdiri dari empat bagian besar, yaitu struktur primer (tingkat
satu), sekunder (tingkat dua), tersier (tingkat tiga), dan kuartener (tingkat
empat)(Clarence, 1991). Struktur protein tersebut dapat dilihat pada Gambar 2.1.
1. Struktur primer merupakan struktur yang sederhana dengan urutan-urutan
asam amino yang tersusun secara linear yang mirip seperti tatanan huruf
dalam sebuah kata dan tidak terjadi percabangan rantai. Struktur primer
terbentuk melalui ikatan antara gugus amino dengan gugus karboksil. Ikatan
tersebut dinamakan ikatan peptida atau ikatan amida . Struktur ini dapat
menentukan urutan suatu asam amino dari suatu polipeptida.
2. Struktur sekunder merupakan kombinasi antara struktur primer yang linear
distabilkan oleh ikatan hidrogen antara gugus =CO dan =NH di sepanjang
tulang belakang polipeptida. Berbagai bentuk struktur sekunder adalah:
alpha helix (α-helix, ”puntiran-alfa”), berupa pilinan rantai asam-asam
amino berbentuk seperti spiral, beta-sheet (β-sheet, ”lempeng-beta”), berupa
lembaran-lembaran lebar yang tersusun dari sejumlah rantai asam amino yang
saling terikat melalui ikatan hidrogen atau ikatan tiol (S-H) beserta beta-turn,
(β-turn, ”lekukan-beta”)
3. Struktur tersier yang merupakan gabungan dari aneka ragam dari struktur
sekunder. Struktur tersier biasanya berupa gumpalan. Beberapa molekul
protein dapat berinteraksi secara fisik tanpa ikatan kovalen membentuk
oligomer yang stabil.
4. Struktur kuarterner adalah gambaran dari pengaturan sub-unit atau promoter
protein dalam ruang. Struktur ini memiliki dua atau lebih dari sub-unit
protein dengan struktur tersier yang akan membentuk protein kompleks yang
fungsional.
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Gambar 2.1: Struktur empat jenis protein.
(Sumber: www.slideshare.net)
2.2.3 Asam Amino
Asam amino sering disebut blok bangunan kehidupan. Semua proses kehidupan
tergantung pada protein yang berperan penting dalam tubuh sebagai struktur,
pengirim pesan, enzim, dan hormon (Jean Michel dkk, 2007). Dua puluh jenis asam
amino alami adalah blok bangunan protein, yang terhubung satu sama lain dalam
bangunan rantai. Rantai asam amino akan membentuk protein. Terdapat delapan
dari dua puluh asam amino tersebut yang disebut asam amino esensial artinya tidak
dapat disintesis dalam sel-sel manusia dan harus dikonsumsi. Dua belas yang tersisa
adalah asam amino nonesensial. Perhatikan Tabel 2.1 untuk melihat jenis-jenis
asam amino.
2.3 Expression Gene Data
Gen adalah bagian dari kromosom atau salah satu kesatuan kimia (DNA)
dalam kromosom yaitu dalam lokus yang mengendalikan ciri-ciri genetis dari
suatu makhluk hidup. Gen diturunkan atau diwariskan oleh satu individu kepada
keturunannya, yaitu melalui suatu proses reproduksi. Exon adalah daerah pada
gen yang diterjemahkan digunakan untuk mengkode pembentukan protein. Intron
adalah bagian dari gen yang tidak dipergunakan untuk menterjemahkan kode
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Tabel 2.1: 20 Jenis Asam Amino dan Kodenya
No Nama Kode 3 huruf Kode
1 Alanine Ala A
2 Arginine Arg R
3 Asparagine Asn N
4 Aspartic Acid Asp D
5 Cysteine Cys C
6 Glutamine Gln Q
7 Glutamic Acid Glc E
8 Glycine Gly G
9 Histidine His H
10 Isoleucine Ile I
11 Leucine Leu L
12 Lysine Lys K
13 Methionine Met M
14 Phenilalanine Phe F
15 Proline Pro P
16 Serine Ser S
17 Threonine Thr T
18 Tryptophan Trp W
19 Tyrosine Tyr Y
20 Valine Val V
protein tertentu. Bagian intron akan dihilangkan pada waktu pemrosesan RNA
(Terry Speed, 2003). Struktur gen dapat dilihat seperti Gambar 2.2.
Dogma sentral adalah proses ekspresi gen yang mengikuti tahapan-tahapan
dalam info genetik yang terdiri proses dasar replikasi DNA, transkripsi DNA
menjadi RNA, dan translasi RNA menjadi protein atau polipeptida. Perhatikan
Gambar 2.3. Asam nukleat adalah polinukleotida yang terdiri dari unit-unit
mononukleotida, jika unit-unit pembangunnya dioksinukleotida maka asam nukleat
itu disebut dioksiribonukleat (DNA) dan jika terdiri dari unit-unit mononukleotida
disebut asam ribonukleat (RNA) (Hellen dkk, 2003).
DNA (deoxyribonucleic acid) adalah asam nukleat yang merupakan biomolekul
penyusun organisme yang terdapat dalam sel, umumnya pada inti sel (nukleus)
yang berperan sebagai materi genetik, yang terdiri dari gugus fosfat, gula
deoksiribosa,dan basa nitrogen, yang terdiri dari Adenin (A), Guanin (G), Sitosin
(C) dan Timin (T) (Hellen, 2003).
RNA (Ribonucleic acid) adalah bagian yang berperan sebagai pembawa bahan
genetik dan memainkan peran utama dalam ekspresi genetik. Dalam genetika
molekular, RNA menjadi perantara antara informasi yang dibawa DNA dan ekspresi
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Gambar 2.2: Sel, Kromosom, Histones dan DNA.
(Sumber: http://isite.lps.org/sputnam/Biology/U3Cell/chromosome.png)
fenotipik yang diwujudkan dalam bentuk protein. Basa nitrogen pada RNA sama
dengan DNA, kecuali basa Timin pada DNA diganti dengan Urasil pada RNA. Jadi
tetap ada empat pilihan: Adenin, Guanin, Sitosin, atau Urasil untuk suatu nukleotida
(Terry Speed, 2003). Perhatikan Tabel 2.2 untuk lebih jelasnya.
Ekspresi gen adalah serangkaian proses penerjemahan informasi genetik dalam
bentuk urutan basa pada DNA atau RNA menjadi protein (fenotipe). Informasi yang
dibawa bahan genetik tidak bermakna apa pun bagi suatu organisme apabila tidak
diekspresikan menjadi fenotipe. Proses ekspresi genetik mengikuti tahapan yang
sama untuk semua bentuk kehidupan, dan disebut dogma inti (central dogma) dalam
genetika. Ada tiga proses dasar yang tercakup dalam dogma inti: replikasi DNA,
transkripsi DNA menjadi RNA, dan translasi RNA menjadi protein atau polipeptida
(Hellen dkk, 2003). Seperti yang terlihat pada Gambar 2.3.
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Gambar 2.3: Proses Ekspresi Gen
(Sumber: http://biosocialmethods.isr.umich.edu/wp-
content/uploads/2014/09/central-dogma-enhanced.png)
Tabel 2.2: Kode DNA dan RNA
DNA Kode RNA Kode
Adenin A Adenin A
Citosin C Citosisn C
Guanin G Guanin G
Timin T Urasil U
2.3.1 Struktur DNA
DNA memiliki beberapa fungsi di antaranya membawa informasi genetik,
membentuk RNA, dan mengontrol aktivitas sel baik secara langsung maupun tidak
langsung. DNA juga berperan penting dalam proses sintesis protein.
Struktur DNA adalah heliks ganda yang tersusun atas dua utas polinukleotida
yang saling terhubung oleh ikatan hidrogen yang lemah. Ikatan hidrogen tersebut
terbentuk antara dua basa nitrogen, purin dan pirimidin, yang saling berpasangan.
Adenin (basa purin) berpasangan dengan Timin (basa pirimidin) yang terhubung
dengan ikatan rangkap dua, sementara Guanin (basa purin) berpasangan dengan
Sitosin (basa pirimidin) yang terhubung dengan ikatan rangkap tiga (Hellen, 2003).
Basa nitrogen tersebut terhubung ke suatu gula deoksiribosa pada rantai
punggung DNA. Pada rantai punggung DNA (DNA backbone), gula deoksiribosa
kemudian terhubung dengan suatu gugus fosfat, tepatnya pada atom karbon nomor
5 dari gula deoksiribosa. Ketiga komponen tersebut, yaitu basa nitrogen, gula
deoksiribosa dan gugus fosfat membentuk suatu molekul yang kemudian disebut
dengan Nukleotida. Gabungan dari berbagai nukleotida akan membentuk suatu
polimer yang disebut dengan polinukleotida (Hellen, 2003).
Dua Polinukleotida yang berbeda arah kemudian saling bergabung dan
terhubung dengan ikatan hidrogen (yang lemah) antara dua basa nitrogen dimana
basa purin berpasangan dengan basa pirimidin untuk membentuk suatu struktur
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Gambar 2.4: Struktur helix DNA
(Sumber: https://jokowarino.id/wp-content/uploads/2015/12/fia-51.png)
Gambar 2.5: Struktur helix RNA
heliks ganda yang disebut struktur heliks DNA.
2.3.2 Struktur RNA
Molekul RNA mempunyai bentuk yang berbeda dengan DNA. RNA memiliki
bentuk pita tunggal dan tidak berpilin. Tiap pita RNA merupakan polinukleotida
yang tersusun atas banyak ribonukleotida. Tiap ribonukleotida tersusun atas gula
ribosa, basa nitrogen, dan asam fosfat. Basa nitrogen RNA juga dibedakan menjadi
basa purin dan basa pirimidin. Basa purinnya sama dengan DNA tersusun atas
adenin (A) dan guanin (G), sedangkan basa pirimidinnya berbeda dengan DNA
yaitu tersusun atas sitosin (C) dan urasil (U). Tulang punggung RNA tersusun atas
deretan ribosa dan fosfat. Ribonukleotida RNA terdapat secara bebas dalam nukleo-
plasma dalam bentuk nukleosida trifosfat, seperti adenosin trifosfat (ATP), guanosin
trifosfat (GTP), sistidin trifosfat (CTP), dan uridin trifosfat (UTP). RNA disintesis
oleh DNA di dalam inti sel dengan menggunakan DNA sebagai cetakannya (Hellen,
2003).
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2.4 Markov Chain dan Hidden Markov Model
2.4.1 Markov Chain
Markov chain merupakan bentuk khusus dari model probabilistic yang lebih
umum dan dikenal sebagai proses stokastik (stochastic process). Analisis
Markov adalah suatu bentuk metode kuantitatif yang digunakan untuk menghitung
probabilitas perubahan-perubahan yang terjadi berdasarkan probabilitas perubahan
selama periode waktu tertentu. Berdasarkan teori ini, maka probabilitas suatu
sistem yang mempunyai kondisi tertentu sesudah waktu tertentu akan tergantung
pada kondisi sat ini. Seperti yang terlihat pada Gambar 2.6, terlihat bahwa setiap
bagian terhubung dengan nilai-nilai yang lain (Isaev, 2006). Pada dasarnya nilai ke
i pada markov chain hanya bergantung pada nilai ke i− 1 atau nilai sebelumnya.
Proses markov memiliki beberapa sifat umum. Sifat umum dari proses Markov
adalah f(Xn|Xn−1, ..., X1) = f(Xn|Xn−1). Bila keadaan sekarang diketahui, masa
lalu independen dengan masa akan datang, bila k < m < nmaka f(Xn, Xk|Xm) =
f(Xn|Xm)f(Xk|Xm). Rantai markov juga memilik beberapa asumsi yang harus
diketahui. Diantaranya bahwa jumlah probabilitas transisi keadaan adalah 1, proba-
bilitas transisi akan selalu bernilai tetap beserta beserta probabilitas transisi hanya
tergantung pada status sekarang, bukan pada periode sebelumnya..
Gambar 2.6: Markov chain saling terhubung antar bagian
Contoh:
Suatu survei dilakukan di sebuah wilayah di kota Jakarta. Diketahui bahwa
wilayah tersebut terdiri dari 1000 keluarga. Dari survei tersebut, diperoleh data
bahwa 600 keluarga merupakan pelanggan toko X dan 400 keluarga merupakan
pelanggan toko Y. Pada bulan itu, diketahui bahwa:
a. Dari 600 keluarga pelanggan toko X diperoleh data bahwa 400 keluarga tetap
berbelanja di toko X dan 200 lainnya berbelanja di toko Y.
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b. Dari 400 keluarga pelanggan toko Y dinyatakan bahwa 150 keluarga tetap
berbelanja di toko Y. Sedang 250 lainnya berbelanja di toko X
Dari contoh markov chain tersebut dapat dihitung matriks transisi dan probabilitas
untuk toko X dan Y pada bulan ketiga apabila pada bulan pertama keluarga tersebut
memilih untuk berbelanja di toko X.
Penyelesaian:
Langkah pertama yang perlu dilakukan untuk menyelesaikan seluruh pertanyaan di
atas adalah dengan menentukan matriks transisi untuk menghitung nilai probabilitas
masing-masing toko.
• Probabilitas bulan pertama X dan bulan kedua X = 400/600 = 0.667
• Probabilitas bulan pertama X dan bulan kedua Y = 200/600 = 0.333
• Probabilitas bulan pertama Y dan bulan kedua X = 250/400 = 0.625
• Probabilitas bulan pertama Y dan bulan kedua Y = 150/400 = 0.375
Sehingga matriks transisinya adalah:
[
0.667 0.333
0.625 0.375
]
Permasalahan berikutnya adalah apabila pada bulan pertama, keluarga tersebut
memilih untuk berbelanja di toko X artinya keluarga tersebut pasti memilih untuk
berbelanja di toko X, jadi probabilitas keluarga tersebut datang ke toserba X adalah
1, dan probabilitas keluarga tersebut datang ke toserba Y adalah 0. Sehingga matriks
probabilitas untuk bulan pertama adalah [1 0].
Apabila dilakukan perkalian antara matriks probabilitas pada bulan pertama dengan
matriks transisi pada kasus ini maka akan diperoleh data:
Probabilitas pada bulan kedua yang diperoleh memiliki nilai yang sama dengan
matriks transisi pada baris pertama. Tentu saja demikian, karena perhitungan yang
dilakukan adalah matriks pada bulan pertama dengan matriks transisi yang dibentuk
dari data probabilitas pada bulan kedua. Kemudian, untuk menghitung probabilitas
pada bulan ketiga adalah dengan mengoperasikan perkalian matriks antara matriks
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probabilitas bulan kedua dengan matriks transisinya. Sehingga diperoleh: Jadi
diperoleh probabilitas bulan ketiga, apabila pada bulan pertama memilih di toko
X, untuk toko X adalah 0.653, dan toko Y adalah 0.347.
2.4.2 Hidden Markov Model
Sebuah HMM menggabungkan dua atau lebih rantai Markov dengan hanya satu
rantai yang terdiri dari state yang dapat diobservasi dan rantai lainnya membentuk
state yang tidak dapat diobservasi (hidden), yang mempengaruhi hasil dari state
yang dapat diobservasi. Probabilitas dari satu state ke state lainnya dinamakan
transition probability. Setiap state mungkin dibentuk oleh sejumlah elemen
atau simbol. Untuk sequence nukleotida (sequence gen), terdapat empat buah
kemungkinan simbol yaitu A, T, G, dan C dalam setiap state. Untuk sequence asam
amino, terdapat dua puluh buah simbol. Nilai probabilitas yang berasosiasi dengan
setiap simbol dalam setiap state disebut emission probability. Untuk menghitung
probabilitas total dari suatu jalur dalam model, baik transition probability maupun
emission probability yang menghubungkan semua hidden state dan state yang dapat
diobservasi harus dimasukkan dalam perhitungan. Sebuah Hidden Markov Model
dikarakteristikkan dengan parameter berikut:
1. N, jumlah state dalam model.
2. M, jumlah simbol pengamatan yang dimiliki setiap state.
3. A = {aij}, aij = P (qt+1 = Sj|qt = Si), himpunan distribusi kemungkinan
perpindahan state (transition probability)
4. B = {bj(k)}, bj(k) = P (vk pada t|qt = Sj) himpunan distribusi
kemungkinan simbol pengamatan pada state j (emission probability)
5. pi = {pii}, pii = P (q1 = Si), himpunan distribusi kemungkinan state awal.
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Bentuk ringkas dari Hidden Markov Model adalah:
λ = (A,B, pi) (2.1)
2.4.3 Masalah Dasar Hidden Markov Model
Agar HMM dapat diaplikasikan ke berbagai masalah nyata, ada tiga masalah
mendasar dalam HMM yang harus diselesaikan, yaitu:
a. Evaluation Problem
Pada bagian ini akan dicari peluang dari bagian observasi (P (O|λ)). Secara
induktif P (O|λ) dapat dihitung sebagai berikut:
• Inisialisasi α1(i) = piibi(O1) dengan 1 ≤ i ≤ N
• Induksi
αt+1(j) =
[
N∑
i=1
αt(i)aij
]
bj(Ot+1)
• Akhir
P (O|λ) =
N∑
i=1
αT (i)
b. Decoding Problem
Akan dicari state yang optimal Q∗ jika sudah didapatkan barisan pengamatan
sebelumnya. Barisan yang terbaik yang ditentukan berupa lintasan tunggal
yang terhubung pada setiap state di tiap masing-masing waktu pengamatan.
State yang terdapat pada pengamatan kali ini ada empat, yaitu A, C, G dan
T. Ada begitu banyak lintasan yang mungkin yang menghubungkan masing-
masing state pada setiap waktu t. Sehingga akan dipilih satu lintasan tunggal
yang memiliki peluang tertinggi diantara semua lintasan yang mungkin. Untuk
menyelesaikan decoding problem ini digunakan algoritma Viterbi. Langkah-
langkah dalam algoritma Viterbi untuk menentukan barisan state terbaik yaitu:
(a) Inisialisasi
δi(i) = pii.bi(O1) dengan 1 ≤ i ≤ N
ψi(i) = 0
(b) Rekursi
δt(j) = max
1≤i≤N
[δt−1(i)aij] .bj(Ot) dengan 2 ≤ t ≤ T , 1 ≤ j ≤ N .
ψt(j) = arg max
1≤i≤N
[δt−1(i)aij] dengan 2 ≤ t ≤ T , 1 ≤ j ≤ N .
(c) State Terbaik pada waktu T (QT )
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P ∗ = max
1≤i≤N
[δT (i)]
Q∗ = arg max
1≤i≤N
[δT (i)]
(d) Barisan state terbaik pada setiap t
Q∗t = ψt+1(Q
∗
t+1), dimana t = T − 1, T − 2, ..., 1
dengan:
δt(j) = rangkaian terbaik dengan kemungkinan terbesar
t = waktu perhitungan pengamatan t pertama dan berakhir pada status i.
q = state
o = observasi
ψ = path terbaik pada saat sampai state ke i
P = Peluang
a = Matriks Transisi
b = Matriks emisi
c. Learning Problem
Jika diberikan sebuah HMM, dan barisan observasi O = O1, O2, ..., OT
bagaimana mengatur parameter model λ = (A,B, pi) agar P (O|λ) maksimum.
Untuk menyelesaikan masalah ini digunakan Algoritma Baum-Welch. Dalam
algoritma Baum-Welch, didefinisikan empat variabel, yaitu: variabel forward,
variabel backward, variabel ξt(i, j) dan variabel γt(i). Variabel forward dan
variabel backward akan digunakan dalam perhitungan variabel ξt(i, j) dan
variabel γt(i).
2.5 Algortima Viterbi
Algoritma Viterbi adalah algoritma dynamic programming untuk menemukan
kemungkinan rangkaian state yang tersembunyi (biasa disebut Viterbi path) yang
dihasilkan pada rangkaian pengamatan kejadian. Algoritma Viterbi merupakan
salah satu jenis dari berbagai algoritma yang dapat digunakan untuk menyelesaikan
permasalahan Hidden Markov Model. Pada algortima Viterbi, setiap nilai proba-
bilitas pada saat t + 1 dipengaruhi oleh probabilitas pada saat t. Karena Viterbi
merupakan salah satu algoritma dari Hidden Markov Model, maka semua unsur-
unsur Hidden Markov Model yang telah dibahas sebelumnya juga harus dimiliki
oleh algoritma Viterbi.
Misalkan diberikan Hidden Markov Model (HMM) yang memiliki himpunan
keadaan X = G1, ..., GN , keadaan akhir dan probabilitas transisi p0j, pij, pj0,
dimana i, j = 1, ..., N . Diberikan sekuen x = x1...xL dari huruf-huruf dari
alfabet Q dan didefinisikan vk(1) = p0kqk(x1) untuk k = 1, ..., N dan untuk semua
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i = 1, ..., L− 1 dan k = 1, ..., N didefinisikan vk(i+ 1) = qk(xi+1) max
l=1...N
(v(i)plk).
Oleh karena itu, vk(i) untuk i = 2, ..., L dan k = 1, ..., N dapat dihitung dari
kondisi awal dan relasi rekursif. Pada setiap langkah rekursif kita membentuk suatu
himpunan Vk(i) yang terdiri dari semua bilangan bulat m yang mana vm(i)pmk =
maxl=1,...,N(vl(i)plk), i = 1, ..., L− 1, k = 1, ..., N.
1. Matriks Transisi
Matriks transisi adalah perubahan dari suatu state ke state lainnya pada
periode berikutnya dalam sebuah hidden state. Keadaan transisi ini
merupakan suatu proses random dan dinyatakan dalam bentuk probabilitas.
Probabilitas ini dikenal sebagai probabilitas transisi. Probabilitas ini dapat
digunakan untuk menentukan probabilitas keadaan atau periode berikutnya.
Matriks transisi memiliki ukuran matriks sebesar banyaknya hidden state.
Misalkan hidden state mimiliki jumlah state sebanyak n, maka matriks
transisi memiliki ukuran n× n.
2. Matriks Emisi
Matriks emisi merupakan matriks yang elemen-elemen nya merupakan
probabilitas munculnya hidden state berdasarkan sebuah state yang dapat
diamati. Andaikan X, Y dan Z adalah himpunan yang dapat diamati
(observable state) dan a, b, dan c adalah himpunan yang tidak dapat diamati
secara langsung (hidden state). Maka matriks emisi merupakan sebuah
matriks yang elemen-elemennya merupakan probabilitas munculnya hidden
state berdasarkan pengamatan dari observable state. Himpunan observable
state andaikan memiliki state sebanyak m dan himpunan hidden state
sebanyak n, maka matriks emisi memiliki ukuran n×m.
3. Matriks Awal
Matriks awal merupakan sebuah matriks yang setiap elemen-elemennya
adalah probabilitas munculnya setiap hidden state sebagai state awal atau
munculnya sebuah hidden state pada saat t + 1. Andaikan data training
tersebut di training hingga pada saat t, maka berdasarkan data training
tersebut dapat dibuat sebuah matriks baris dimana elemen-elemennya adalah
peluang munculnya setiap hidden state.
2.6 Sekuens Alignment
Analisis sekuens marupakan cara untuk mengenali DNA, RNA dan protein
dengan menggunakan suatu metode analisis untuk memahami bentuk, fungsi,
struktur atau evolusi. Topik terkait dengan analisis sekuen dalam biologi molekuler
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mencakup topik yang cukup luas seperti tranlasi, analisis protein, pensejajaran
sekuen, submit dan pengambilan data. Dasar analisis pada pensejajaran sekuen
yaitu untuk mengetahui hubungan dua sekuen. Proses ini dilakukan dengan cara
mensejajarkan kedua sekuen kemudian menentukan bahwa dari hasil penseja-
jaran keduanya mempunyai keterkaitan atau tidak. Beberapa permasalahan dalam
analisis sekuen yaitu pemilihan tipe pensejajaran, penentuan sistem scoring dan
penentuan algoritma yang tepat untuk memperoleh hasil scoring pensejajaran yang
optimal (Irawan, 2011).
Sequence Alignment merupakan metode dasar dalam analisis sekuens. Metode
ini digunakan untuk mempelajari evolusi sekuens-sekuens dari leluhur yang sama
(common ancestor). Ketidakcocokan (mismatch) dalam alignment diasosiasikan
dengan proses mutasi, sedangkan kesenjangan (gap, tanda ”-”) diasosiasikan
dengan proses insersi atau delesi. Selain itu, sequence alignment juga digunakan
untuk mencari sekuens yang mirip atau sama dalam basis data sekuens. BLAST
adalah salah satu metode alignment yang sering digunakan dalam pensejajaran basis
data sekuens ( Isaev, 2006).
Beberapa metode alignment lain yang merupakan pendahulu BLAST adalah
metode ”Needleman-Wunsch” dan ”Smith-Waterman”. Metode Needleman-
Wunsch digunakan untuk menyusun alignment global di antara dua atau lebih
sekuens, yaitu alignment atas keseluruhan panjang sekuens tersebut. Metode
Smith-Waterman menghasilkan alignment lokal, yaitu alignment atas bagian-
bagian dalam sekuens. Kedua metode tersebut menerapkan pemrograman dinamik
(dynamic programming) dan hanya efektif untuk alignment dua sekuens (pairwise
alignment) (Isaev, 2006).
Berikut ini akan dijelaskan secara singkat jenis-jenis penjejajaran dua buah
sekuens (pairwise alignment) beserta langkah-langkah untuk membentuk pensese-
jaran tersebut.
2.6.1 Pensejajaran Global (Global Alignment)
Pensejajaran ini digunakan untuk mencari hasil dari pensejajaran global
secara optimal. Pensejajaran global disebut sebagai metode Needleman-Wunsch.
Andaikan dua buah sekuens memiliki masing-masing panjang adalah m dan n.
Metode ini dilakukan dengan cara membentuk matriks F (i, j) = (n+1) ∗ (m+1).
Elemen dari matriks F (i, j) untuk i = 1, 2, ..., n dan j = 1, 2, ...,m adalah
masksimal skor yang diperoleh dari dua buah sekuens tersebut. Sehingga elemen
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matriks F (i, j) dapat dihitung dengan cara berikut:
F (i, j) = max

F (i− 1, j − 1) + s(xi, ji)
F (i− 1, j)− d
F (i, j − 1)− d
(2.2)
dimana d adalah sebuah nilai distance yang diberikan bersama dengan sebuah nilai
apabila kedua sekuens match dan miss. Sehingga ketika matriks F (i, j) sudah terisi
penuh maka akan dibuat sebuah path yang merupakan niali traceback dari masing-
masing nilai untuk mendapatkan pensejajarannya (Isaev, 2006).
Contoh:
Misalkan terdapat 2 buah sekuens yang akan disejajarkan, yaitu: x= CTTAGA dan
y = GTAA. Apabila kedua sekuens match maka diberikan nilai 1, dan jika miss
akan diberikan nilai -1. Sedangkan nilai distance= -2. Maka matriks F yang akan
tebentuk adalah seperti yang terlihat pada Gambar 2.7.
Gambar 2.7: Matriks F dari dua sekuens x dan y
Selanjutnya adalah menentukan traceback atau menentukan jalur mundur dari
matriks tersebut. Seperti yang sudah terlihat pada gambar, bahwa arah panah
menunjukkan arah elemen matriks tersebut diperoleh. Jika arah panah menuju ke
arah atas, artinya pada sekuens kedua akan diberikan sebuah gap atau pinalti. Hal
yang sama juga berlaku bila arah panah menuju ke arah kiri, hal itu menunjukkan
bahwa pada sekuens pertama akan diberikan sebuah gap.
Sehingga dari contoh diatas didapat hasil pensejajaran sebagai berikut:
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x : C T T A G A
y : G - T A - A
x : C T T A G A
y : G T - A - A
x : C T T A G A
y : - G T A - A
2.6.2 Pensejajaran Lokal (Local Alignment)
Pensejajaran lokal sering disebut sebagai metode Smith-Waterman. Metode ini
hampir sama dengan metode sebelumnya. Perbedaannya hanya terletak pada nilai
matriks F (i, j) yang dibangun. Jika metode sebelumnya memungkinkan mendapat
elemen bernilai negatif, maka pada metode ini tidak akan didapatkan nilai negatif.
Elemen matriks F (i, j) dapat dihitung dengan cara berikut (Isaev, 2006)
F (i, j) = max

0
F (i− 1, j − 1) + s(xi, ji)
F (i− 1, j)− d
F (i, j − 1)− d
(2.3)
Contoh:
Misalkan terdapat 2 buah sekuens yang akan disejajarkan, yaitu: x= CTTAGA dan
y = GTAA. Apabila kedua sekuens match maka diberikan nilai 1, dan jika miss akan
diberikan nilai -1. Sedangkan nilai distance= -2. Berdasarkan penghitungan elemen
matriks F , maka akan akan didapatkan matriks F seperti pada Gambar 2.8.
Dari matriks tersbeut terlihat bahwa nilai yang paling kecil adalah 0. Langkah
selanjutnya adalah menentukan traceback dari matriks tersebut. Berbeda dengan
matriks pada pensejajaran global yang selalu memulai traceback dari baris terakhir
dan kolom terakhir, pada pensejajaran lokal matriks traceback selalu dimulai dari
elemen matriks yang paling maksimal. Sehingga hal ini mengakibatkan hasil pense-
jajaran lokal dua buah sekuens selalu lebih pendek tetapi memiliki skor yang lebih
maksimal.
Terlihat dari matriks F bahwa pensejajarannya dimulai dari elemen matriks 2.
Maka hasilnya adalah sebagai berikut
x: T A
y: T A
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Gambar 2.8: Matriks F lokal dari dua sekuens x dan y
2.7 Virus
Virus adalah parasit mikroskopik yang menginfeksi sel organisme biologis.
Virus bersifat parasit obligat, hal tersebut disebabkan karena virus hanya dapat
bereproduksi di dalam material hidup dengan menginvasi dan memanfaatkan sel
makhluk hidup karena virus tidak memiliki perlengkapan seluler untuk berepro-
duksi sendiri. Biasanya virus mengandung sejumlah kecil asam nukleat (DNA
atau RNA, tetapi tidak kombinasi keduanya) yang diselubungi semacam bahan
pelindung yang terdiri atas protein, lipid, glikoprotein, atau kombinasi ketiganya.
Genom virus akan diekspresikan menjadi baik protein yang digunakan untuk
memuat bahan genetik maupun protein yang dibutuhkan dalam daur hidupnya.
Istilah virus biasanya merujuk pada partikel-partikel yang menginfeksi sel-sel
eukariota (organisme multisel dan banyak jenis organisme sel tunggal), sementara
istilah bakteriofag atau fag digunakan untuk jenis yang menyerang jenis-jenis sel
prokariota (bakteri dan organisme lain yang tidak berinti sel).
Virus sering diperdebatkan statusnya sebagai makhluk hidup karena ia tidak
dapat menjalankan fungsi biologisnya secara bebas jika tidak berada dalam sel
inang. Karena karakteristik khasnya ini virus selalu terasosiasi dengan penyakit
tertentu, baik pada manusia (misalnya virus influenza dan HIV), hewan (misalnya
virus flu burung), atau tanaman (misalnya virus mosaik tembakau/TMV) (Wagner,
2009).
2.7.1 Replikasi genom dan ekspresi gen
Strategi replikasi dari beberapa virus tergantung pada material genetik alami
dari virus tersebut. Dalam hal ini, virus dibagi dalam 7 kelompok seperti pengelom-
pokan David Baltimore. Proses ekspresi gen akan menentukan semua proses infeksi
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virus (kronis, persisten, atau laten)(Wagner, 2009) .
• Kelas I: DNA utas ganda
• Kelas II: DNA utas tunggal
• Kelas III: RNA utas ganda
Virusnya memiliki genom yang tersegmentasi. masing-masing segmennya
ditranskripsi secara terpisah untuk menghasilkan monosistronik mRNA
individual. Contoh: Reoviridae
• Kelas IV: RNA utas tunggal (+)
Virus dengan polisistronik mRNA di mana kelas ini genom RNA membentuk
mRNA yang ditranslasikan untuk membentuk suatu polyprotein yang dipecah
membentuk protein matang. Contoh: Picornaviridae[24]
• Kelas V: RNA utas tunggal (-)
• Kelas VI: RNA utas tunggal (+) dengan DNA Intermediat
Genom Retrovirus RNA utas tunggal (+) bersifat diploid dan tidak dipakai
secara langsung sebagai mRNA tetapi sebagi template untuk reverse
transkriptase menjadi DNA.
• Kelas VII: DNA utas ganda dengan RNA Intermediat
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BAB III
METODE PENELITIAN
Bab ini menjelaskan tahapan, tempat penelitian serta jadwal pelaksanaan
yang dilakukan untuk menyelesaikan permasalahan prediksi sekuens DNA dengan
menggunakan Model Hidden Markov. Adapun tahapan penelitian dan diagram alur
pelaksanaan yang digunakan adalah sebagai berikut.
3.1 Tahapan Penelitian
Langkah-langkah yang digunakan untuk menyelesaikan permasalahan pada
rumusan masalah adalah sebagai berikut:
3.1.1 Studi Literatur.
Studi literatur dilakukan untuk mencari riset-riset yang pernah dilakukan yang
terkait dengan bidang penelitian yang akan dilakukan. Dari riset yang telah
dilakukan, penggunaan Hidden Markov Model (HMM) telah banyak digunakan
untuk memprediksi struktur sekunder protein. Selanjutnya mencari referensi yang
menunjang penelitian. Referensi yang digunakan adalah paper, jurnal, dan buku-
buku yang menunjang penelitian
3.1.2 Pengambilan dan Pengumpulan Data.
Data virus influenza A yang akan diprediksi terlebih dahulu diunduh dari Protein
Data Bank (PDB). Dalam hal ini data dikumpulkan dari National Center for
Biotechnology Information (NCBI). Data virus Influenza A yang akan digunakan
sebagai data latih dan data uji terlebih dahulu dikelompokkan menjadi tiga
kelompok. Kelompok pertama memiliki panjang sekuens sekitar 7000 − 11000
bp linear. Kelompok kedua memiliki ukuran 15000 − 20000 bp linear. Sedangkan
kelompok ketiga memiliki ukuran ≥ 25000 bp linear. Data tersebut dapat dilihat
pada Tabel 4.1, Tabel 4.2, Tabel 4.3 Tabel 4.5 dan Tabel 4.6.
3.1.3 Praproses.
Pada tahapan ini akan dilakukan pemotongan (splite) terhadap data yang akan
diprediksi selanjutnya. Data akan dipotong pada bagian 10% terakhir. Sehingga
data tersebut merupakan 90% sebagai data latih dan 10% sebagai data uji. Data
latih yang dimaksud adalah 90% bagian awal dari sekuens dan 10% bagian terakhir
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sebagai data uji. Selanjutnya data yang dipotong tersebut akan diprediksi dengan
menggunakan algoritma Viterbi.
3.1.4 Pembuatan Hidden Markov Model
Hidden Markov Model menggabungkan dua atau lebih rantai Markov dengan
hanya satu rantai yang terdiri dari state yang dapat diobservasi dan rantai lainnya
membentuk state yang tidak dapat diobservasi (hidden), yang mempengaruhi hasil
dari state yang dapat diobservasi. Protein pada hasil sintesis pada sel berawal dari
sebuah rantai DNA. Rantai DNA terlebih dahulu ditranslasi menjadi rantai RNA.
Kemudian selanjutnya dari rantai RNA di sintesis menjadi ikatan asam amino.
Sehingga pada penelitian ini bagian yang menjadi observable state adalah rantai
asam amino yang sudah terbentuk. Sedangkan bagian yang menjadi bagian yang
tersembunyi (hidden state) adalah kodon pembentuk asam amino.
Kodon adalah rangkaian dari tiga buah rantai RNA yang akan disintesis menjadi
sebuah asam amino. Setiap asam amino dapat disintesis dari dua atau lebih kodon
yang sama. Sehingga hal tersebut memungkinkan dijadikan sebagai bagian dari
observable state. Setiap rantai DNA/RNA terdiri dari kombinasi 4 asam (2 asam
purin dan 2 asam pirimidin). Sehingga banyaknya kodon yang terbentuk dari empat
asam RNA adalah 64 kodon. Sementara jumlah asam amino yang terbentuk hanya
20 jenis. Sehingga terdapat suatu asam amino disintesis oleh beberapa kodon yang
berbeda. Perhatikan Gambar 3.1.
Gambar 3.1: Kodon pembentuk asam amino
Selanjutnya adalah membentuk matriks transisi, emisi dan matriks awal.
Matriks transisi adalah matriks peluang perpindahan antar hidden state pada saat
t ke t + 1. Sehingga pada permasalahan ini matriks transisi memiliki ukuran
matriks 64 × 64. Matriks emisi adalah matriks peluang munculnya sebuah hidden
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state berdasarkan sebuah observable state. Misalkan sebuah asam amino X dapat
dibentuk oleh lima buah kodon yang berbeda, maka matriks emisi adalah martriks
peluang munculnya masing-masing kodon jika yang muncul sebagai observable
state adalah asam amino X . Sehingga matrik emisi ini memiliki ukuran 64 × 21.
Sedangkan matriks awal adalah peluang awal dari sebuah Hidden Markov Model
menuju sebuah hidden state tertentu.
3.1.5 Pelatihan (Training) dan Pengujian Testing
Proses training dan testing dilakukan dengan menggunakan algoritma Viterbi.
Algoritma ini memiliki beberapa langkah. Seperti yang sudah dijelaskan pada
bagian sebelumnya, Algoritma Viterbi memiliki komponen-komponen yang harus
dilengkapi. Seperti observable state, hidden state, matriks transisi, matriks emisi
dan matriks awal. Komponen-komponen tersebut diperlukan untuk menentukan
hasil yang optimal. Testing dilakukan terhadap data yang sudah terpotong pada
langkah sebelumnya. Testing tersebut dimaksudkan untuk mendapatkan sekuens
yang sudah terpotong pada langkah sebelumnya.
3.1.6 Menghitung performa dan Akurasi
Hasil dari prediksi struktur DNA selanjutnya akan dianalisa apakah sesuai
dengan hasil yang diharapakan. Pada tahapan ini hasil yang diperoleh tentu sangat
bergantung dari proses sebelumnya. Pada tahapan ini juga dilakukan penseja-
jaran terhadap database yang sudah ditentukan sehingga dapat diketahui skor antar
sekuens.
Pada tahapan ini juga dilakukan penghitungan performa dan akurasi dari Model
Hidden Markov yang telah dibuat sebelumnya. Penghitungan ini dilakukan dengan
cara pensejajaran sekuens. Pensejajaran ini bertujuan untuk mengetahui kemiripan
antara data yang sebenarnya dengan data hasil prediksi. Pensejajaran sekuens terdiri
dari dua bagian, yaitu: pensejajaran global (global alignment) dan pensejajaran
lokal (local alignment).
1. Pensejajaran Global (Global Alignment)
Pensejajaran ini digunakan untuk mencari hasil dari pensejajaran global
secara optimal. Pensejajaran global disebut sebagai metode Needleman-
Wunsch. Andaikan dua buah sekuens memiliki masing-masing panjang
adalah m dan n. Metode ini dilakukan dengan cara membentuk matriks
F (i, j) = (n+1) ∗ (m+1). Elemen dari matriks F (i, j) untuk i = 1, 2, ..., n
dan j = 1, 2, ...,m adalah masksimal skor yang diperoleh dari dua buah
sekuens tersebut. Sehingga elemen matriks F (i, j) dapat dihitung dengan
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cara berikut:
F (i, j) = max

F (i− 1, j − 1) + s(xi, ji)
F (i− 1, j)− d
F (i, j − 1)− d
(3.1)
dimana d adalah sebuah nilai distance yang diberikan bersama dengan sebuah
nilai apabila kedua sekuens match dan miss. Sehingga ketika matriks
F (i, j) sudah terisi penuh maka akan dibuat sebuah path yang merupakan
niali traceback dari masing-masing nilai untuk mendapatkan pensejajarannya
(Isaev, 2006).
2. Pensejajaran Lokal (Lokal Alignment)
Pensejajaran lokal sering disebut sebagai metode Smith-Waterman. Metode
ini hampir sama dengan metode sebelumnya. Perbedaannya hanya terletak
pada nilai matriks F (i, j) yang dibangun. Jika metode sebelumnya
memungkinkan mendapat elemen bernilai negatif, maka pada metode ini
tidak akan didapatkan nilai negatif. Elemen matriks F (i, j) dapat dihitung
dengan cara berikut (Isaev, 2006)
F (i, j) = max

0
F (i− 1, j − 1) + s(xi, ji)
F (i− 1, j)− d
F (i, j − 1)− d
(3.2)
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3.2 Diagram Alur Penelitian
Gambar 3.2: Diagram Alur Penelitian
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BAB IV
HASIL DAN PEMBAHASAN
Pada penelitian ini teradapat dua bagian penelitian, yaitu prediksi sekuens DNA
menggunakan algoritma Viterbi dan penghitungan skor hasil prediksi menggunakan
sekuens alignment.
4.1 Data yang digunakan
Data yang digunakan pada penelitian ini merupakan data DNA dari berbagai
macam jenis virus. Data yang dipilih juga memiliki panjang sekuens yang
bervariasi. Hal ini dimaksudkan untuk mengetahui performa dari Hidden Markov
Model dalam penanganan permasalahan prediksi dengan data training yang
berbeda-beda. Pada penelitian ini diambil 50 lebih jenis sekuens DNA dari
berbagai virus yang berbeda-beda. Data yang digunakan dikelompokkan menjadi
beberapa bagian, diantaranya kelompok pertama memiliki panjang sekuens sekitar
7000 − 11000 bp linear. Kelompok kedua memiliki ukuran 15000 − 18000 bp
linear. Kelompok ketiga memiliki ukuran 25000 − 30000 bp linear. Kelompok
keempat memiliki ukuran 50000− 70000 bp linear dan kelompok kelima memiliki
ukuran 100000− 120000 bp linear.
Data yang digunakan semuanya diperoleh dari National Center for Biotech-
nology Information Search database (NCBI). Ada berbagai jenis format data DNA
yang bisa digunakan, diantaranya FASTA, GENBANK atau format txt. Tetapi pada
penelitian ini data yang diambil memiliki format txt. Sehingga lebih mudah untuk
diseleksi dan dinormalisasi dengan Hidden Markov Model. Selanjutnya, data yang
sudah diambil dari database kemudian di normalisasi untuk menghilangkan data-
data yang tidak diperlukan. Detail data yang digunakan dapat dilihat pada Tabel
4.1 dan Tabel 4.2, Tabel 4.3, Tabel 4.5 dan Tabel 4.6. Tabel tersebut merupakan
data-data dari sekuens yang berisi dari kodel lokus sekuens dalam database beserta
panjang sekuensnya.
4.2 Pembentukan Hidden Markov Model
Hidden Markov Model menggabungkan dua atau lebih rantai Markov dengan
hanya satu rantai yang terdiri dari state yang dapat diobservasi dan rantai lainnya
membentuk state yang tidak dapat diobservasi (hidden), yang mempengaruhi hasil
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Tabel 4.1: Data kelompok satu untuk training HMM
Nomor Kode Lokus Panjang Organisme Wilayah
1 DQ875932.2 7072 Rhinovirus C New York
2 EU920829.1 10724 Dengue virus 2 French Guiana
3 EU920831.1 10694 Dengue virus 2 French Guiana
4 KP406804.1 10712 Dengue virus 2 South Korea
5 EU920837.1 10717 Dengue virus 2 Martinique
6 KT187557.1 10723 Dengue virus 2 China: Guangdong
7 EU920842.1 10726 Dengue virus 2 Suriname
8 EU920843.1 10647 Dengue virus 2 Martinique
9 LC111438.1 10678 Dengue virus 2 East Timor
10 KM204118.1 10723 Dengue virus 2 Papua New Guinea
11 HQ541799.1 10508 Dengue virus 2 USA: California
12 KC964093.1 10723 Dengue virus 2 China: Jiangmen
13 EU920849.1 10690 Dengue virus 2 Guadeloupe
14 KJ701507.1 10656 Dengue virus 2 Pakistan
Tabel 4.2: Data kelompok dua untuk training HMM
Nomor Kode Lokus Panjang Organisme Wilayah
1 AB524405.1 15196 Disease Virus Alaska
2 AB524406.1 15196 Disease Virus Newcastle
3 DI439844.1 15182 Disease Virus
4 FJ619036.1 15342 Avian paramyxovirus 8 USA
5 JC213636.1 15184 Disease Virus
6 KC333050.1 15312 Avian paramyxovirus 12 Italy
7 KC731482.1 15230 Human respiratory syncytial virus India
8 KC731483.1 15175 Human respiratory syncytial virus India
9 KF878965.2 17090 Human parainfluenza virus 4a Australia
10 KF908238.1 17160 Human parainfluenza virus 4b Australia
11 NC 025363.1 15312 Avian paramyxovirus 12 Italy
12 NC 025374.1 15340 Avian paramyxovirus 8 USA
Tabel 4.3: Data kelompok tiga untuk training HMM
Nomor Kode Lokus Panjang Organisme Wilayah
1 KT368892.1 27389 Camel Alphacoronavirus Saudi Arabia: Jeddah
2 KT368894.1 27387 Camel Coronavirus Saudi Arabia: Jeddah
3 KT368895.1 27391 Camel Coronavirus Saudi Arabia
4 KT368896.1 27397 Camel Coronavirus Saudi Arabia
5 KT368898.1 27396 Camel Coronavirus Jeddah
6 KT368900.1 27389 Camel Coronavirus Jeddah
7 KT368903.1 27384 Camel Alphacoronavirus Saudi Arabia
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Tabel 4.4: Lanjutan data kelompok ketiga
8 KT368905.1 27389 Camel Alphacoronavirus Saudi Arabia
9 KT368907.1 27387 Camel Alphacoronavirus Riyadh
10 KT368909.1 27391 Camel Coronavirus Jeddah
11 KT368910.1 27397 Camel Coronavirus Jeddah
12 KT368911.1 27396 Camel Alphacoronavirus Saudi Arabia
13 KT368912.1 27389 Camel Coronavirus Saudi Arabia
14 KT368913.1 27384 Camel Alphacoronavirus Taif
15 KT368914.1 27389 Camel Alphacoronavirus Taif
16 KT368915.1 27387 Camel Coronavirus Taif
17 KT368916.1 27391 Camel Alphacoronavirus Taif
18 KU740200.1 27397 Respiratory Syndrome Coronavirus Egypt
19 NC 028752.1 27396 Camel Alphacoronavirus Riyadh
Tabel 4.5: Data kelompok empat untuk training HMM
Nomor Kode Lokus Panjang Organisme Wilayah
1 AB711120.1 50861 Bacillus phage PM1 Japan
2 JN699017.1 68839 Mycobacterium phage Kikipoo USA: Elmhurst
3 KM363597.1 69271 Mycobacterium phage Zonia USA: St. Louis
4 KP027209.1 68311 Mycobacterium phage Sigman USA: Pittsburgh
5 KR781349.1 68227 Mycobacterium phage Apizium Puerto Rico
6 KR997967.1 68367 Mycobacterium phage Pops Brazil
7 NC 020883.1 50861 Bacillus phage PM1 Japan
8 NC 028681.1 68367 Mycobacterium phage Pops Brazil
9 NC 028907.1 68839 Mycobacterium phage Kikipoo USA: Elmhurst
Tabel 4.6: Data kelompok lima untuk training HMM
Nomor Kode Lokus Panjang Organisme Wilayah
1 AB104413.1 112415 Red Seabream Iridovirus (RSIV) Japan: Ehime
2 AF270937.1 100999 Plutella xylostella granulovirus Japan
3 AF503408.1 101660 Enterobacteria phage P7
4 AJ410493.1 113027 Saimiriine herpesvirus 2 Germany
5 AY548484.1 105903 Frog virus 3 USA: Michigan
6 KJ175144.1 105070 Frog virus 3 USA
7 KP136799.1 117176 Harp seal herpesvirus Canada
8 KR422353.1 103737 Escherichia phage APCE c03
9 NC 002593.1 100999 Plutella xylostella granulovirus Japan
10 NC 005946.1 105903 Frog virus 3 USA
dari state yang dapat diobservasi. Pada penelitian ini bagian yang digunakan sebagai
observable state adalah rantaian asam amino hasil sintesis dari RNA. Seperti yang
dijelaskan sebelumnya bahwa asam amino disintesis dari RNA yang sebelumnya
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ditranslasi dari rantaian DNA.
Gambar 4.1: Kodon pembentuk asam amino
Asam amino disintesis dari dari tiga rangkaian asam dari RNA (3 huruf).
Rangkaian tiga huruf tersebut sering disebut sebagai kodon. Ada beberapa asam
amino yang disintesis dari beberapa kodon yang berbeda. Dengan kata lain kodon
yang berbeda dapat menghasilkan asam amino yang sama. Sehingga pada penelitian
ini, rangkaian kodon dari RNA tersebut dijadikan sebagai hidden state(bagian
tersembunyi). Pada Hidden Markov Model, bagian yang menjadi observable state
dijadikan acuan untuk menentukan peluang terbesar dalam hidden state.
Gambar 4.2: Bentuk Hidden Markov Model
4.2.1 Observable State
Observable state merupakan bagian dari Hidden Markov Model yang digunakan
sebagai bagian untuk mengamati. Artinya state ini akan secara terus menerus akan
terlihat dan dapat diamati. Pada penelitian ini, observable state dinyatakan oleh
himpunan asam amino yang disintesis dari RNA yang sebelumnya ditranslasi dari
DNA. Perhatikan Gambar 4.1. Himpunan observable state tersebut diantaranya:
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Alanin (A), Arginin (R), Asparagin (N), Asam Aspartat (D), Sistein (C), Asam
Glutamat (E), Glutaminin (Q), Glisin (G), Histidin (H), Isoleusin (I), Leusin
(L), Lisin (K), Metionin (M), Fenilalanin (F), Prolin (P), Serin (S), Treonin (T),
Triptopan (W), Tirosin (Y) dan Valin (V). Pada state ini juga terdapat rangkaian
3 huruf dari RNA yang tidak disintesis menjadi protein, melainkan kode untuk
menyatakan berhentinya sintesis protein. Pada penelitian ini kodon tersebut
dimisalkan menjadi sebuah state baru dan dinamakan state X. Sehingga terdapat
21 state yang dijadikan sebagai observable state.
4.2.2 Hidden State
Hidden state merupakan bagian dari Hidden Markov Model yang dijadikan
sebagai state yang tersembunyi. Artinya state yang tidak dapat diamati secara
langsung. Sehingga untuk mengamati state ini digunakan state yang lain yaitu
observable state. Pada penelitian ini bagian yang digunakan sebagai hidden state
adalah rantaian sekuens RNA. Rantaian tersebut merupakan kombinasi 3 huruf dari
A, C, G, dan U. Rangkaian dari tiga buah rantai RNA yang akan disintesis menjadi
sebuah asam amino sering disebut sebagai kodon. Sehingga ada 61 kodon yang
akan disintesis menjadi asam amino dan tiga buah kodon yang menyatakan proses
sintesis berhenti. Sehingga pada hidden state terdapat 64 state yang akan dijadikan
sebagai hidden state (state tersembunyi). Perhatikan Gambar 4.1. Dari gambar
tersebut dapat dilihat kodon-kodon yang membentuk asam amino.
4.2.3 Matriks Transisi
Matriks transisi adalah perubahan dari suatu state ke state lainnya pada periode
berikutnya dalam sebuah hidden state. Keadaan transisi ini merupakan suatu
proses random dan dinyatakan dalam bentuk probabilitas. Probabilitas ini dikenal
sebagai probabilitas transisi. Probabilitas ini dapat digunakan untuk menentukan
probabilitas keadaan atau periode berikutnya. Matriks transisi memiliki ukuran
matriks sebesar banyaknya hidden state. Misalkan hidden state mimiliki jumlah
state sebanyak n, maka matriks transisi memiliki ukuran n× n.
Matriks transisi adalah matriks perpindahan sebuah state ke state lainnya
dalam hidden state. Sehingga dari matriks tersebut dapat dihitung probabilitas
perpindahan antar kodon. Matriks transisi memiliki syarat bahwa jumlah dari setiap
barisnya harus ≤ 1. Pada kasus ini karena hidden state memiliki state sebanyak
64, maka matriks transisinya juga memiliki ukuran 64 × 64. Pada kasus ini untuk
mempermudah penghitungan kodon dalam RNA, kodon-kodon tersebut dapat
diubah kedalam sebuha index bilangan antara 1 hingga 64. Rangkaian kombinasi
tiga buah huruf dari A, C, G dan U.
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Matriks Transisi yang di bentuk pada penelitian memiliki ukuran sebesar
64 × 64. Setiap baris pada matriks tersebut adalah elemen-elemen dari kodon
setiap DNA. Kodon tersebut adalah himpunan yang anggotanya: aaa, aac, aag, aau
sampai uuu. Total banyakanya anggota himpunan tersebut adalah 64 buah. Setiap
kolom dari matriks transisi juga memiliki hal yang saya dengan barisnya. Sehingga
elemen dari matriks transisi adalah probabilitas perpindahan antar kodonnya.
ke:
gca gcc gcg · · · gug guu uaa uag uga
gca gca→ gca gca→ gcc · · · · · · · · · · · · · · · · · · gca→ uga
gcc
... . . .
...
dari: gcg
... . . .
...
...
... . . .
...
guu
... . . .
...
uaa
... . . .
...
uag
... . . .
...
uga uga→ gca uga→ gcc · · · · · · · · · · · · · · · · · · uga→ uga
Misalkan nilai dari A=0, C=1, G=2 dan U=3, maka dapat dibuat serangkaian
kodon tersebut dapat diubah menjadi sebuah angka index. Misalkan rangkaian
kodon AAA, AAC, AAG, AAU, UUG dan UUU masing-masing memiliki nilai
0, 1, 2, 3, 4, 62 dan 63. Nilai tersebut didapatkan dari pengurutan rangkaian
kombinasi tiga buah huruf dalam RNA. Sehingga dari penjelasan tersebut dapat
dituliskan x.A+ y.A+ z.A = 0, x.A+ y.A+ z.C = 1, x.A+ y.A+ z.G = 2 dan
x.U + y.U + z.U = 63. Sehingga dari beberapa persamaan tersebut didapatkan
masing-masing nilai untuk x, y dan z adalah 1, 4 dan 16.
Matriks transisi yang telah dibuat sebelumnya dapat ditulis kembali dengan
mengubah setiap kodon menjadi sebuah index. Jika pada matriks sebelumnya
elemen setiap matriks diisi oleh probablilitas perpindahan antar state, hal yang
sama juga diterapkan pada matriks transisi selanjutnya. Namun yang membedakan
adalah bahwa kodon-kodon pembentuk asam amino tersebut diubah menjadi
sebuah index yang baru. Hal ini dimaksudkan agar memudahkan dalam penulisan
dan mengimplementasikannya dalam Matlab.
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ke:
36 37 38 · · · 46 47 48 50 56
36
37
dari: 38
...
47
48
50
56
Angka 36, 37, 38 dan seterusnya menunjukkan kode index dari masing-masing
kodon yang sudah diubah ke dalam angka. Setiap sekuens DNA yang akan
diujicoba memiliki matriks tranisi yang berbeda-beda pula. Hal ini dikarenakan
setiap data memiliki sekuens yang berbeda, hal tersebut juga akan menunjukkan
bahwa kodon-kodon yang terkandung juga berbeda. Hal ini menyebabkan matriks
nya juga berbeda. Elemen pada matriks transisi didapatkan dari banyaknyan kodon
baris menuju kolom dibagi dengan total jumlah kodon baris tersebut. Sehingga
matriks transisi memiliki syarat bahwa jumlah dari setiap barisnya harus ≤ 1.
4.2.4 Matriks Emisi
Matriks emisi merupakan matriks yang elemen-elemen nya merupakan proba-
bilitas munculnya hidden state berdasarkan sebuah state yang dapat diamati.
Andaikan X, Y dan Z adalah himpunan yang dapat diamati (observable state)
dan a, b, dan c adalah himpunan yang tidak dapat diamati secara langsung (hidden
state). Maka matriks emisi merupakan sebuah matriks yang elemen-elemennya
merupakan probabilitas munculnya hidden state berdasarkan pengamatan dari
observable state.
Himpunan observable state andaikan memiliki state sebanyak m dan himpunan
hidden state sebanyak n, maka matriks emisi memiliki ukuran n × m. Dalam
penelitian ini karena observable state memiliki jumlah sebanyak 21 state, dan
hidden state sebanyak 64 state, maka matriks emisinya memiliki ukuran 64 × 21.
Sehingga pada penelitian ini matriks emisinya adalah sebagai berikut. Untuk
observable yang ke 21 yang merupakan bukan sebuah asam amino, melainkan
sebuah kode kodon untuk menyatakan proses berhentinya sintesis protein,
dinyatakan dalam sebuah state baru yaitu state X .
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Emisi =

A R D N · · · W Y V X
gca
gcc
gcg
...
guu
uaa
uag
uga

Setiap elemen dari matriks tersebut merupakan probabilitas munculnya hidden
state (himpunan kodon) berdasarkan munculnya himpunan observable state
(himpunan asam amino). Dikarenakan setiap asam amino dibentuk oleh kodon
yang sudah pasti, maka dapat dikatakan bahwa jumlah elemen matriks kolom pada
matriks emisi tersebut adalah 1. Hal lain ditunjukkan juga bahwa elemen matriks
emisi pada setiap kolomnya memiliki nilai yang dominan bernilai 0.
4.2.5 Matriks Awal
Matriks awal merupakan sebuah matriks yang setiap elemen-elemennya adalah
probabilitas munculnya setiap hidden state sebagai state awal atau munculnya
sebuah hidden state pada saat t + 1. Andaikan data training tersebut di-training
hingga pada saat t, maka berdasarkan data training tersebut dapat dibuat sebuah
matriks baris dimana elemen-elemennya adalah peluang munculnya setiap hidden
state. Pada penelitian ini matriks awal memiliki ukuran 1× 64.
4.3 Prediksi Sekuens DNA menggunakan Algoritma Viterbi
Algoritma Viterbi adalah algoritma dynamic programming untuk menemukan
kemungkinan rangkaian state yang tersembunyi (biasa disebut viterbi path) yang
dihasilkan pada rangkaian pengamatan kejadian. Algoritma Viterbi merupakan
salah satu jenis dari berbagai algoritma yang dapat digunakan untuk menyele-
saikan permasalahan Hidden Markov Model. Pada algortima Viterbi, setiap nilai
probabilitas pada saat t + 1 dipengaruhi oleh probabilitas pada saat t. Karena
Viterbi merupakan salah satu algoritma dari Hidden Markov Model, maka semua
unsur-unsur Hidden Markov Model yang telah dibahas sebelumnya juga harus
dimiliki oleh algoritma Viterbi.
Misalkan diberikan Hidden Markov Model (HMM) yang memiliki himpunan
keadaan X = G1, ..., GN , keadaan akhir dan probabilitas transisi p0j, pij, pj0,
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dimana i, j = 1, ..., N . Diberikan sekuen x = x1...xL dari huruf-huruf dari alfabet
Q dan didefinisikan vk(1) = p0kqk(x1) untuk k = 1, ..., N dan untuk semua
i = 1, ..., L− 1 dan k = 1, ..., N didefinisikan vk(i+ 1) = qk(xi+1) max
l=1...N
(v(i)plk).
Oleh karena itu, vk(i) untuk i = 2, ..., L dan k = 1, ..., N dapat dihitung dari
kondisi awal dan relasi rekursif. Pada setiap langkah rekursif kita membentuk
suatu himpunan Vk(i) yang terdiri dari semua bilangan bulat m yang mana
vm(i)pmk = maxl=1,...,N(vl(i)plk), i = 1, ..., L− 1, k = 1, ..., N.
Contoh:
Diberikan sebuah HMM dan Q = {A,B}. Rantai Markov ditunjukkan pada
Gambar 4.3. dengan emisinya dinyatakan sebagai berikut:
A B
g1 0.5 0.5
g2 0.1 0.9
g3 0.9 0.1
Gambar 4.3: Contoh rantai markov dalam HMM
Andaikan data tersebut diperoleh dari hasil training sebuah sekuens. Jika pada
state berikutnya state dari observable state yang telihat adalahBAB, maka tentukan
kemungkinan munculnya hidden state pada masing-masing state tersebut?
Penyelesaian:
Untuk mendapatkan hasil tersebut, maka diperlukan perhitungan seperti yang sudah
dijelaskan sebelumnya. Untuk lebih jelasnya dapat dilihat pada tabel perhitungan
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Tabel 4.7: Hasil Perhitungan Contoh dengan Algoritma Viterbi
B A B
g1 0.5× 0.2 = 0.1 0.5×max
 0.1× 0.30.27× 0
0.05× 0
 = 0.015 0.5×max
 0.015× 0.30.0108× 0
0.0972× 0
 = 0.00225
g2 0.9× 0.3 = 0.27 0.1×max
 0.1× 0.30.27× 0.4
0.05× 0.3
 = 0.0108 0.9×max
 0.015× 0.30.0108× 0.4
0.0972× 0.3
 = 0.026244
g3 0.1× 0.5 = 0.05 0.9×max
 0.1× 0.30.27× 0.4
0.05× 0.3
 = 0.0972 0.1×max
 0.015× 0.30.0108× 0.4
0.0972× 0.3
 = 0.002916
berikut.
Dari hasil yang ditampilkan pada penghitungan sebelumnya dapat diketahui
maksimal probabilitas dari setiap state pada setiap satuan waktu (t). Hasil penghi-
tungan pada saat t+1 bergantung pada saat t. Maka pada Tabel 4.7 didapatkan hasil
saat t = 1 atau pada saat observable state-nya B diperoleh hasil yang maksimal
adalah hidden state yang kedua (g2). Saat t = 2 atau observable state-nya A akan
dicari probabilitas tertinggi juga menggunakan probabilitas pada state sebelumnya.
Hasil probabilitas didapat dari perkalian matriks emisi (A) terhadap semua hidden
state terhadap maksimal dari probabilitas setiap state sebelumnya dikali dengan
probabilitas transisi terhadap masing-masing hidden state. Maka pada saat t = 2
diperoleh probabilitas tertinggi adalah 0.0972. Pada saat t = 3 diperoleh proba-
bilitas tertinggi adalah 0.026244. Sehingga dari hasil tersebut dapat dilihat bahwa
hidden state yang mungkin muncul karena memiliki probabilitas tertinggi pada saat
observable statenya BAB adalah g2g3g2.
4.3.1 Prediksi dari Sekuens AB524405
Sekuens AB524405 merupakan salah satu data yang digunakan dalam
penelitian ini. Data tersebut didapatkan dari database Genbank NCBI.
Sekuens tersebut diteliti sebelumnya Tsunekuni, dkk (2010) yang didefenisikan
sebagai Newcastle disease virus genomic RNA, complete genome, isolate:
Goose/Alaska/415/91. Sekuens tersebut memiliki panjang sekuens 15198 bp linear.
Seperti yang sudah dijelaskan sebelumnya pada saat sintesis protein, sekuens DNA
terlebih dahulu menjadi sekuens RNA. Artinya terdapat satu asam pirimidin T
dari DNA yang berubah menjadi U pada RNA. Maka sekuens DNA AB524405
ditranskripsi menjadi sekuens RNA.
Selanjutnya setelah data tersebut ditranskripsi menjadi sekuens RNA, maka
langkah selanjutnya adalah melakukan splite data pada 10% terakhir. Artinya
dari sekuens AB524405 90% data bagian awal dijadikan sebagai data training,
sedangkan 10% terakhir sebagai data uji. 90% dari panjang sekuens AB524405
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adalah sekitar 13678.2. Karena hasil tersebut berupa bilangan desimal, maka
dilakukan ceiling terhadap hasil tersebut, sehingga hasil pemotongan panjang
sekuens akan berupa bilangan bulat. Hasil perkalian tersebut selanjutnya diperiksa,
apakah merupakan sebuah kelipatan kodon atau tidak. Artinya jika hasil tersebut
dimodulokan terhadap 3 tetapi hasilnya tidak 0, maka hasil tersebut ditambah
sebanyak hasil modulonya. Hal ini dimaksudkan untuk mengantisipasi data yang
tidak berbentuk kodon. Apabila hasil pembagian data tersebut dimodulo 3 hasilnya
1 atau 2, maka ada sekuens sebanyak hasil modulo tersebut yang tesisa. Tetapi
hasil tersebut tidak dapat didefenisikan sebagai sebuah kodon.
Sekuens AB524405 memiliki data sekuens:
ACCAAACAGAGAATCTGTAAGGTACGATATAAGGCGATGGAGCAATTGAAATCGC
ACGGGTAGAAGGTGTGAATCTCGAGTGCGAGCCCGAAGCTCAAGCTCGAGAGTAC
CTTCTGCCAAGATGTCCTCCGTATTCGATGAATACGAGCAACTCCTTGCTGCTCA
GACACGCCCTAATGGATCTCATGGGGGGGGAGAGAAGGGTAGTACCCTCAAAGTG
GAAGTGCCAGTCTTCACACTCAACAGTGATGACCCGGAGGACAGGTGGAACTTTG
CAGTCTTCTGCCTTCGGATTGCAGTCAGTGAGGATGCAAACAAGCCTCTGAGGCA
AGGA..........AACTTAAATCTGTCAAACTTAGGCCTCGAATCCGCAACCGA
GTCATAGTGTCAAGAATAATACAAAACGTAACAGTTTGTCACATTATTCTGATAT
TCACCAAATCTTTGTTTGGT
Sekuens AB524405 memiliki panjang sekuens 15196. Sehingga ketika
dilakukan splite data, maka 0.9 × 15196 = 13676.1. Kemudian data tersebut
dilakukan pembulatan menjadi 13677. Selanjutnya akan diperiksa apakah hasil
tersebut jika dimodulokan dengan 3 = 0. 13677 mod 3 = 0, sehingga tidak perlu
dilakukan penambahan sekuens data training. Maka sekuens AB524405 memiliki
data training sebesar 13677 atau 4559 buah kodon. Kemudian dari data training
tersebut selanjutnya akan dibentuk matriks-matriks yang diperlukan untuk proses
testing.
Matriks transisi, matriks awal dan matriks emisi dapat diperoleh dari data
training tersebut. Matriks awal merupakan sebuah matriks yang setiap elemen-
elemennya adalah probabilitas munculnya setiap hidden state sebagai state awal
atau munculnya sebuah hidden state pada saat t + 1. Untuk mendapatkan matriks
awal diperoleh dari banyaknya jumlah masing-masing kodon dan dibagi dengan
total jumlah kodon. Sehingga untuk AB524405 diperoleh matriks awal sebagai
berikut:
Kodon=
[
AAA AAC AAG AAU ACA · · · UUC UUG UUU
]
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Jumlah Kodon=[
80 54 115 77 118 · · · 50 76 41
]
Karena jumlah kodon keseluruhan adalah 4559, maka dapat diperoleh nilai
matriks awal:
Matriks Awal=[
0.017547 0.0118447 0.025224 0.016889 0.0258828 · · · 0.010967 0.016670 0.00899
]
Matriks awal merupakan probabilitas munculnya setiap hidden state pada
saat t = 1. Sehingga matriks awal memiliki ukuran 1 × 64 dan jumlah setiap
elemennya ≤ 1. Matriks ini juga sering disebut sebagai matriks begin. Selanjutnya
adalah membentuk matriks transisi, matriks ini memiliki ukuran 64 × 64 karena
himpunan hidden state memiliki jumlah 64 state. Matriks transisinya adalah
sebagai berikut:
Transisi=

0.025 0 0.05 · · · 0.0375 0.0125 0.0125
0 0.03703 0.07407 · · · 0.01851 0.05555 0
0.02608
. . . 0.008695
... . . .
...
0.04
. . . 0.06
0.02631
. . . 0
0 0 0 · · · 0.07317 0.02439 0

Kemudian matriks emisi dapat juga diperoleh dengan membagikan jumlah
kodon dari setiap hidden state berbanding jumlah asam amino yang disintesis
oleh kodon tersebut. Seperti yang diketahui bahwa sebuah asam amino dapat
disintesis oleh beberapa kodon yang berbeda. Misalkan kodon aaa, aac, aag, aau
membentuk asam amino yang sama X . Maka elemen matriks emisi adalah proba-
bilitas munculnya salah satu kodon tersebut jika yang terlihat adalah asam amino
X . Dari data training elemen matriks tersebut dapat diperoleh dengan memba-
gaikan jumlah kodon yang muncul dengan jumlah asam amino yang muncul. Pada
sekuens AB524405 didapat matriks emisinya adalah sebagai berikut:
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Emisi=

0 0 0 0 · · · 0 0 0
0 0 0 0.412213 · · · 0 0 0
0
. . . 0
... . . .
...
0
. . . 0
0
. . . 0
0 0 0 0 · · · 0 0 0

Matriks emisi memiliki ukuran 64 × 21. Karena terdapat 64 buah hidden state
dan 21 buah observable state. Karena setiap state pada observable state bersifat
diskrit, maka matriks emisi memiliki nilai yang dominan elemenya bernilai 0. Hal
ini dikarenakan setiap kodon hanya bisa mempengaruhi sebuah asam amino saja.
Sehingga jumlah setiap kolom dari matriks emisi adalah ≤ 1.
Dengan menggunakan algoritma Viterbi seperti yang sudah dicontohkan
sebelumnya, maka akan dilakukan penghitungan probabilitas setiap hidden state
pada setiap waktu t berdasarkan data observable state yang sudah diberikan. Proba-
bilitas tertinggi pada saat t tersebut merupakan kodon prediksi dari algoritma
Viterbi, sehingga berdasarkan probabilitas tertinggi pada setiap t maka didapatkan
hidden state yang menjadi sekuens prediksi pada sekuens AB524405 yang terlihat
pada Tabel 4.8.
Tabel 4.8: Tabel hasil prediksi sekuens AB524405
Kode Locus Panjang Sekuens DNA Sekuens Prediksi
AB524405 1519 TCCCGGAAATCAGGTGTGCCAG
GCACGGCAATTCTCTGTATCTC
GCTGAAGGAAGCGGGGCTATCA
TGAGCTTATTGGAGTTGCATAT
ACCGCACGAGACGATATATTAC
AATACACTCTTCTCCAATGAAAT
GAACCCGCCACAGCGGCACTT
CGGTCCTACGCCGACACAGTT
CCTCAACTCCGTGGTGTATAG
......................
GTAACAGTTTGTCACATTATTC
TGATATTCACCAAATCTTTGTT
TCAAGGAAGAGCGGGGTGCCA
GGAACAGCAATACTGTGCATT
TCTCTCAAAGAGGCTGGACTA
AGCTGAGCGTATTGGTCCTGC
ATTTACAGAACAAGGAGGTAT
ATCACAATCCACTCTTCACCC
ATGAAGTGAACAAGACAT...
.....................
............AAAAAAAAA
AAAAAAAAAAAAAAAAAAAAA
AAAAAAAAAAAAAAAAAA
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4.3.2 Tabel hasil prediksi berbagai sekuens
Berikut ini akan ditunjukkan hasil prediksi dari berbagai jenis sekuens DNA
berdasarkan data yang sudah diperoleh dari NCBI sebelumnya. Keseluruhan
sekuens tersebut merupakan sekuens dari berbagai jenis virus. Data tersebut
merupakan percobaan yang dilakukan kepada dua kelompok data. Kelompok
pertama memiliki sekuens antara 7000−12000 bp linear, kelompok kedua memiliki
panjang sekuens 15000 − 18000 bp linear, kelompok ketiga memiliki ukuran
25000−30000 bp linear, kelompok data keempat memiliki ukuran sekuens 50000−
70000 bp linear dan kelompok kelima memiliki ukuran sekuens 100000−120000 bp
linear. Perhatikan Tabel 4.9. Sekuens prediksi tersebut didapatkan dari probabilitas
tertinggi pada setiap waktu t yang dihitung menggunakan algoritma Viterbi. Setiap
hidden state yang memiliki probabilitas tertinggi tersebut akan diambil menjadi
sebuah sekuens prediksi.
Data pada Tabel 4.9 dibagi menjadi dua bagian yaitu sekuens DNA dan sekuens
prediksi. Sekuens DNA merupakan data yang sebenarnya yang diperoleh dari data
bank NCBI. Keseluruhan data pada tabel Tabel 4.9 merupakan data dari sekuens
pada 10% terakhir. Sedangkan panjang merupakan banyaknya sekuens yang akan
diprediksi. Panjang dari masing-masing sekuens memiliki panjang yang berbeda-
beda tergantung dari panjangnya sekuens sebelumnya.
Hasil pemotongan data pada bagian praproses data kemudian akan disimpan
dalam sebuah variabel tesDNA, hal ini dimaksudkan untuk di gunakan kembali
pada saat alignment atau ujicoba pada langkah berikutnya. Sedangkan hasil prediksi
yang didapat dari probabilitas tertinggi pada setiap state pada masing-masing waktu
t akan disimpan pada sebuah variabel resultDNA. Pada saat alignment kemudian
akan disejajarkan secara global antara tesDNA dengan resultDNA.
Jumlah sekuens yang diprediksi juga tidak ditulis secara keseluruhan, hanya
beberapa sekuens dari beberapa kelompok data. Jika panjang sekuens yang akan
diprediksi memiliki panjang ±1500bp linear maka data tersebut merupakan data
dari kelompok data kedua. Sedangkan jika panjang sekuens yang akan didapatkan
hidden state nya memiliki panjang±1700−±1900bp linear maka sekuens tersebut
merupakan sekuens dari kelompok data ketiga.
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Tabel 4.9: Tabel hasil prediksi berbagai sekuens DNA
Kode Locus Panjang Sekuens DNA Sekuens Prediksi
AB524406 1519 TCCCGGAAATCAGGTGTG
CCAGGCACGGCAATTCT
CTGTATCTCGCTGAAGG
AAGCGGGGCTATCATGA
GCTTATTGGAGTTGCAT
ATACCGCA....
TCAAGGAAGTCAGGGGT
GCCAGGAACAGCAATCC
TGTGCATATCTCTCAAG
GAGGCAGGCCTATCATG
AGCATATTGGTCCTGCA
TATACAGA....
DI439844 1517 TACCCGAGGTAAGATGT
GCAAGACACGGGAACTC
CTTATACTTAGCTGAAG
GGAGCGGAGCCATCATG
AGTCTTCTCGAACTGCA
TGTACCAC.......
TATCCCAGATGAGATGT
GCAAGATACTGGAACAC
CATATACATAATTAAAG
GGCGCCGAGCCGTCATG
AGTGTTCTCAAACTGCA
TGTACCAT.......
KC731482 1523 AAGACACTGAGTGACTA
TTGTATAGGTAAAAATG
TTGACTCAATAATGTTA
CCATCGTTATCTAATAA
GAAGCTTATTAAATCGT
CTACAATGATTAG...
AAAACATTAAGTGATTA
TTGTATAGGTAAAAATG
TAGATAGTATAATGTTA
CCATCATTAAGTAATAAA
AAATTAATAAAATCAAG
TACAATGATAAGAA...
KC731483 1516 AGGTAAAAATGTTGACT
CAATAATGTTACCATCG
TTATCTAATAAGAAGCT
TATTAAATCGTCTACAA
TGATTAGAACCAATTAC
AGCAGACAAGATTTGTA
TAATT......
AGATAAAAATGCTAATT
AAATAATGTCACAATTG
TTATATAATAAGAAGCA
TATTAAATTGTTTACAAT
GATTAAAATCAACTTCAA
CAAACCAGATTTGTTTA
ATTTA......
KF878965 1709 CTGTACATCATATACTT
AGGCCATTAGGCTTGAC
ATCTACTTCATGGTATA
AATCATTAAGTATAGTT
AAATTCTTAGAAATGAC
CCAAATACCCGAT...
TTATACATCATTTATCT
AGGACATTAAGCATAGC
ATTTATTACATGGAATT
AATCATTAAGTGTAGTT
AAATTCATAAAAGTAAC
CCAAATACCCAAT....
KF908238.1 1716 AAGGCAGTGGTGCTTCT
ATGACATTGATTGAAAA
CTTTTATCCTGGAAGAA
AGATATATTATAATAGC
TATTACTCGAGTGAGTTA
AACCCACCCCAGAGGAA
TTT...........
AAAGCAGTTGTATTATT
GTAACATTAATTAAAAACA
TTTATTTTGGAAGAAAGG
TATATAATTATAGCAAT
CACAAGAGTGTCATAAA
CACACCCAAGAGGAATA
TTGA........
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Tabel 4.10: Lanjutan tabel prediksi DNA.
KT368907 2738 AAAGGTTGATCTTTATA
CGGTGAATGTGTATAC
TTTTTTTGTGAACACCC
AGCTGTCGGAATAGTTA
ATACAGATTT...
AAAGGTTGAAGTTTGTA
AAGATGAATGTGTATTT
TGTTTCTTTGAACTCCA
AGTTGTAGAAATTCTTA
ATATAGA....
NC 028752 2736 AGGTTGATCTTTATAAC
GGTGAATGTGTATACTT
TTTTTGTGAACACCCAG
CTGTCGGAATAGTTAAT
ACAGATTTTAAATTGGA
ATTTGAAGAT....
AGATTGATTTTTATTAC
TGTTAATGTTTATACTT
TTTTTGTTAATACTCAA
TTATCTGAATGATTGATT
CAAATTTTGAATTGGAA
TTTGAAAATGT....
KU740200.1 2992 TCAGAACTATGGTTCTC
TATTTCCTTGTTTTGTA
TAACTTTTTATTAGCCA
TTGTACTAGTCAATGGT
GTACATTATCCAACTGG
AAGTTGCCTGATAGCCT
TCTTAGTTATCCTCA
TA........
TCTGAACTATGGTTTTC
TATATCTTTGTTTTGTA
TAACATTTTACTGACCA
CTTTATTAAAGTATGGT
TTATATTATTCAATTAG
AAGTTGCTTAATAACCA
TCT........
KT368916.1 2739 TCTAGAAAGGTTGATCT
TTATAACGGTGAATGTG
TATACTTTTTTTGTGAA
CACCCAGCTGTCGGAAT
AGTTAATACAGATTTTA
AATTGGAATTTGAAGAT
GTTTC.......
AGTAGAAAAGTTGATTT
GTATAATGGTGAATGTG
TTTATTTTTTCTGTGAA
CATCCTGCTGTTGGTAT
TGTTAACACTGATTTTA
AATTGGAGTTTGAAGAC
GTTAGTGAAGCTA...
NC 028752.1 2736 AGGTTGATCTTTATAAC
GGTGAATGTGTATACTTT
TTTTGTGAACACCCAGC
TGTCGGAATAGTTAATA
CAGATTTTAAATTGGAA
TTTGAAGATGTTTCTGA
...........
AGATTGATTTTTATTACT
GTTAATGTTTATACTTT
TTTTGTTAATACTCAAT
TATCTGAATGATTGATT
CAAATTTTGAATTGGAA
TTTGAAAATGTTTT..
4.4 Akurasi Algortima Viterbi untuk Prediksi Sekuens DNA
Sekuens DNA yang sudah diprediksi pada bagian sebelumnya, selanjutnya
akan dilakukakan pensejajaran terhadap sekuens yang sebenarnya. Hal ini dimak-
sudkan untuk mendapatkan skor kemiripan antar kedua sekuens tersebut. Pada
penelitian ini pensejajaran dilakukan dengan pensejajaran global (global alignment)
dan pensejajaran lokal (local alignment). Setiap pensejajaran global maupun lokal,
masing-masing dilakukan pensejajaran sekuens DNA dan pensejajaran kodon.
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Pensejajaran kodon dimaksudkan untuk mengetahui seberapa tepat algoritma
Viterbi mendapatkan dalam menentukan prediksi sebuah sekuens.
4.4.1 Pensejajaran Global (Global Alignment)
Global Alignment merupakan pensejajaran yang digunakan untuk mencari hasil
dari pensejajaran global secara optimal. Pensejajaran global disebut sebagai metode
Needleman-Wunsch. Pada pembahasan kali ini akan ditunjukkan hasil pensejajaran
berbagai sekuens dengan berbagai ukuran. Hasil pensejajaran dari berbagai sekuens
dapat dilihat pada tabel berikut ini.
Tabel 4.11: Hasil pensejajaran global pada kelompok data pertama
No Kode Panjang
Global Alignement
Identities Positives Global Kodon
1 DQ875932 706 246/706 = 35% 578/706 = 82% 12/235 = 6%
2 EU920829 1072 378/1072 = 35% 835/1072 = 78% 25/357 = 7%
3 EU920831 1047 348/1047 = 33% 823/1047 = 77% 18/349 = 6%
4 KP406804 1072 377/1072 = 35% 835/1072 = 78% 25/357 = 7%
5 EU920837 1069 341/1069 = 32% 824/1069 = 77% 13/356 = 4%
6 KT187557 1067 345/1067 = 32% 828/1067 = 78% 16/355 = 6%
7 EU920842 1072 363/1072 = 34% 838/1072 = 78% 24/357 = 7%
8 EU920843 1062 372/1062 = 35% 829/1062 = 78% 22/354 = 6%
9 LC111438 1066 352/1066 = 33% 830/1066 = 78% 21/355 = 7%
10 KM204118 1066 344/1066 = 32% 827/1066 = 78% 14/355 = 4%
11 HQ541799 1050 361/1062 = 34% 832/1062 = 78% 20/354 = 5%
12 KC964093 1070 360/1070 = 34% 835/1070 = 78% 23/356 = 7%
13 EU920849 1068 361/1068 = 34% 824/1068 = 77% 20/356 = 6%
14 KJ701507 1061 387/1061 = 36% 838/1061 = 79% 30/354 = 8%
Rata-Rata 34% 78% 6.2%
Dari tabel tersebut dapat terlihat bahwa hasil pensejajaran global antara sekuens
DNA dan sekuens prediski memiliki hasil yang berbeda-beda pada setiap kelom-
poknya. Panjang merupakan panjang dari DNA yang akan di prediksi. Kelompok
pertama sekuens DNA yang akan diprediksi memiliki ukuruan sekitar 1000 bp
linear. Hasil prediksi kelompok pertama menunjukkan identities rata-rata sebesar
34% dan positives sebesar 78%. Kelompok kedua yang akan diprediksi memiliki
panjang sekitar 1500 bp linear dan hasil memiliki rata-rata identities sebesar 52%
dan positives sebesar 85%. Sedangkan data kelompok ketiga memiliki rata-rata
identities sebesar 70% dan positives 85%.
Identities merupakan banyaknya sekuens hasil pensejajaran sekuens yang
memiliki hasil yang benar-benar sama. Artinya sekuens pada data pertama
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Tabel 4.12: Hasil pensejajaran global pada kelompok data kedua
No Kode Panjang
Global Alignment
Identities Positives Global Kodon
1 AB524405 1524 737/1524 = 48% 1237/1524 = 81% 75/508 = 15%
2 AB524406 1522 986/1522 = 65% 1284/1522 = 84% 150/507 = 30%
3 DI439844 1527 913/1527 = 60% 1268/1527 = 83% 128/509 = 25%
4 FJ619036 1533 503/1533 = 33% 1276/1533 = 83% 22/511 = 5%
5 JC213636 1517 722/1517 = 48% 1253/1517 = 83% 90/505 = 17%
6 KC333050 1530 485/1530 = 32% 1253/1530 = 82% 15/510 = 4%
7 KC731482 1524 675/1524 = 44% 1332/1524 = 87% 71/508 = 14%
8 KC731483 1518 865/1518 = 57% 1338/1518 = 88% 124/505 = 25%
9 KF878965 1709 814/1709 = 48% 1483/1709 = 87% 86/569 = 15%
10 KF908238 1716 851/1716 = 50% 1486/1716 = 87% 94/372 = 17%
11 NC 025363 1530 485/1530 = 32% 1253/1530 = 82% 15/510 = 4%
12 NC 025374 1543 1174/1543 = 76% 1360/1543 = 88% 210/514 = 41%
Rata-Rata 52% 85% 18%
Tabel 4.13: Hasil pensejajaran global pada kelompok data ketiga
No Kode Panjang
Global Alignment
Identities Positives Global Kodon
1 KT368892 2746 2103/2746 = 77% 2380/2746 = 87% 405/915 = 44%
2 KT368894 2746 1820/2746 = 66% 2382/2746 = 87% 331/915 = 36%
3 KT368895 2748 2103/2748 = 77% 2383/2748 = 87% 407/916 = 45%
4 KT368896 2742 2056/2742 = 75% 2371/2742 = 86% 361/913 = 39%
5 KT368898 2737 850/2737 = 31% 2200/2737 = 80% 46/911 = 5%
6 KT368900 2742 1572/2742 = 57% 2309/2742 = 84% 248/913 = 27%
7 KT368903 2744 2100/2744 = 77% 2382/2744 = 87% 402/914 = 44%
8 KT368905 2746 2106/2746 = 77% 2379/2746 = 87% 406/915 = 45%
9 KT368907 2747 2120/2747 = 77% 2394/2747 = 87% 401/916 = 44%
10 KT368909 2746 2102/2746 = 77% 2377/2746 = 87% 405/915 = 45%
11 KT368910 2744 2106/2744 = 77% 2380/2744 = 87% 407/914 = 45%
12 KT368911 2737 954/2737 = 35% 2211/2737 = 81% 79/911 = 9%
13 KT368912 2746 2104/2746 = 77% 2378/2746 = 87% 406/915 = 45%
14 KT368913 2745 2104/2745 = 77% 2379/2745 = 87% 406/915 = 45%
15 KT368914 2743 2168/2743 = 79% 2427/2743 = 88% 433/913 = 47%
16 KT368915 2746 2098/2746 = 76% 2378/2746 = 87% 401/915 = 44%
17 KT368916 2751 2106/2751 = 77% 2381/2751 = 87% 405/917 = 44%
18 KU740200 2999 1372/2999 = 46% 2381/2999 = 81% 149/999 = 15%
19 NC 028752 2741 1376/2741 = 63% 2300/2741 = 84% 267/912 = 29%
Rata-Rata 71% 85% 37%
48
Tabel 4.14: Hasil pensejajaran global pada kelompok data keempat
No Kode Panjang
Global Alignment
Identities Positives Global Kodon
1 AB711120.1 5084 4035/5125 = 79% 4528/5125 = 88% 801/1964 = 41%
2 JN699017.1 6883 5825/6964 = 76% 5797/6964 = 83% 866/2294 = 38%
3 KM363597.1 6925 5600/7005 = 80% 5898/7005 = 84% 1060/2308 = 46%
4 KP027209.1 6829 5363/6896 = 78% 5775/6896 = 84% 965/2276 = 43%
5 KR781349.1 6820 5457/6903 = 79% 5751/6903 = 83% 1026/2273 = 45%
6 KR997967.1 6834 5304/6888 = 77% 5780/6888 = 84% 930/2278 = 41%
7 NC 020883.1 5084 4035/5125 = 79% 4528/5125 = 88% 801/1694 = 47%
8 NC 028681.1 6834 5303/6888 = 77% 5780/6888 = 84% 930/2278 = 41%
9 NC 028907.1 6883 5285/6964 = 76% 5797/6964 = 83% 866/2294 = 38%
Rata-Rata 78% 85% 42%
Tabel 4.15: Hasil pensejajaran global pada kelompok data kelima
No Kode Panjang
Global Alignment
Identities Positives Global Kodon
1 AB104413.1 11240 8833/11312 = 78% 9672/11312 = 86% 1553/3746 = 42%
2 AF270937.1 10099 8081/10126 = 80% 9116/10126 = 90% 1596/3366 = 48%
3 AF503408.1 10166 7789/10263 = 76% 8694/10263 = 85% 1347/3388 = 40%
4 AJ410493.1 11300 8635/11379 = 76% 9810/11379 = 86% 1592/3766 = 42%
5 AY548484.1 10590 8425/10635 = 79% 9016/10635 = 85% 1608/3530 = 45%
6 KJ175144.1 10507 8044/10563 = 76% 8827/10563 = 84% 1382/3502 = 40%
7 KP136799.1 11717 9039/11792 = 77% 10316/11792 = 87% 1642/3905 = 42%
8 KR422353.1 10371 8055/10424 = 77% 9234/10424 = 89% 1460/3457 = 42%
9 NC 002593.1 10099 8081/10126 = 80% 9116/10126 = 90% 1596/3366 = 48%
10 NC 005946.1 10590 8425/10635 = 79% 9016/10635 = 83% 1608/3530 = 45%
Rata-Rata 78% 87% 44%
memiliki hasil yang sama dengan sekuens data kedua. Sedangkan positives
merupakan banyaknya jumlah identities dijumlahkan dengan banyaknya sekuens
yang similar. Similar artinya kedua sekuens tersebut memiliki sifat asam yang
berbeda. Pada DNA terdapat dua buah asam yaitu asam purin (A,C) dan asam
pirimidin (G,T). Sehingga jika hasil pensejajaran memiliki hasil (A-G), maka hasil
tersebut dinamakan similar.
Hasil pensejajaran dari beberapa sekuens yang diprediksi sebelumnya dapat
terlihat pada beberapa gambar berikut.
Dari hasil pensejajaran pada Gambar 4.4, Gambar 4.5 dan Gambar 4.6 dapat
dilihat hasil identities dan hasil positives nya. Jumalah skor hasil pensejajaran yang
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Gambar 4.4: Hasil pensejajaran global pada KT368892
Gambar 4.5: Hasil pensejajaran global pada KT368914
ditunjukkan dengan warna merah merupakan hasil dari identities. Sedangkan warna
merah muda menunjukkan hasil pensejajaran yang similar. Sehingga jumlah hasil
positives merupakan penjumlahan dari identities dengan positives. Sedangkan hasil
yang memiliki warna hitam menunjukkan asam yang sama. Sehingga hal tersebut
tidak terhitung dalam penskoran.
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Gambar 4.6: Hasil pensejajaran global pada KT368916
4.4.2 Pensejajaran Lokal (Local Alignment)
Pensejajaran lokal sering disebut sebagai metode Smith-Waterman. Metode ini
hampir sama dengan metode sebelumnya. Perbedaannya hanya terletak pada nilai
matriks F (i, j) yang dibangun. Jika metode sebelumnya memungkinkan mendapat
elemen bernilai negatif, maka pada metode ini tidak akan didapatkan nilai negatif.
Hasil pensejajaran lokal yang dihasilkan memiliki hasil yang hampir sama dengan
pensejajaran global. Baik pada kelompok data pertama, kelompok kedua maupun
ketiga semuanya memiliki hasil yang hampir sama.
4.5 Performa Algoritma Viterbi dalam Prediksi Sekuens DNA
Performa yang dimaksud pada pembahasan ini adalah CPU time. CPU time
merupakan waktu yang dibutuhkan untuk melakukan training dan testing data.
CPU time pada pembahasan ini terhitung sejak data di-training menggunakan
Hidden Markov Model hingga mendapatkan hasil prediksi. Penghitungan tidak
dilakukan hingga pensejajaran, karena pensejajaran sekuens memiliki algoritma
tersendiri dan tidak tergabung dalam algoritma Viterbi. Hasil yang menjadi
objek pembahasan adalah waktu komputasi dari algoritma Viterbi, sehingga akan
dicari waktu komputasi dari berbagai ukuran sekuens. Hasil penghitungan waktu
komputasi masing-masing sekuens dapat terlihat pada tabel-tabel berikut. Masing-
masing sekuens akan dilakukan ujicoba sebanyak tiga kali dan akan dicari rata-rata
dari waktu komputasi sekuens tersebut.
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Tabel 4.16: Performa Algoritma Viterbi data kelompok pertama
No Kode Lokus Panjang
Running Time (s)
Rata-rata (s)
Uji ke 1 Uji ke 2 Uji ke 3
1 DQ875932.2 7072 1.087823 1.044684 1.067959 1.066822
2 EU920829.1 10724 1.672241 1.357269 1.464927 1.49813
3 EU920831.1 10694 1.473079 1.564528 1.445527 1.48184
4 EU920835.1 10724 1.433733 1.417219 1.407985 1.41964
5 EU920837.1 10717 1.442321 1.422321 1.387533 1.41739
6 EU920840.1 10688 1.507279 1.559300 1.389920 1.48549
7 EU920842.1 10726 1.441130 1.556262 1.379328 1.45890
8 EU920843.1 10647 1.389198 1.440810 1.445308 1.42510
9 EU920845.1 10666 1.396598 1.486323 1.525444 1.46945
10 EU920846.1 10687 1.436877 1.449528 1.364197 1.41686
11 EU920847.1 10644 1.534324 1.425642 1.391185 1.4503
12 EU920848.1 10724 1.377586 1.359705 1.363411 1.3669
13 EU920849.1 10690 1.433865 1.469889 1.381666 1.4284
14 EU920850.1 10613 1.324806 1.528491 1.423414 1.4255
Tabel 4.17: Performa Algoritma Viterbi data kelompok kedua
No Kode Lokus Panjang
Running Time (s)
Rata-rata (s)
Uji ke 1 Uji ke 2 Uji ke 3
1 AB524405.1 15196 1.536053 2.239804 1.908220 1.8946
2 AB524406.1 15196 1.893869 1.790115 1.754027 1.8126
3 DI439844.1 15182 1.816325 1.831633 1.921134 1.8563
4 FJ619036.1 15342 2.096254 2.689892 2.211852 2.3326
5 JC213636.1 15184 1.954180 2.098413 1.848781 1.9671
6 KC333050.1 15312 1.944462 2.030524 2.146244 2.0404
7 KC731482.1 15230 1.795614 1.776708 1.832843 1.8017
8 KC731483.1 15175 1.924934 1.985291 1.867602 1.9259
9 KF878965.2 17090 2.061190 1.998930 2.111671 2.0572
10 KF908238.1 17160 1.973586 2.050941 2.012491 2.0123
11 NC 025363.1 15312 2.027460 1.990103 1.967638 1.995
12 NC 025374.1 15340 2.509254 1.915928 2.046520 2.1572
4.6 Pembahasan
Hasil global alignment terlihat memiliki hasil yang berbeda pada setiap
sekuensnya, hal ini dikarenakan karena pada setiap training berlangsung maka
matriks emisi, transisi maupun matriks awal yang dimiliki berbeda. Hal ini mengak-
ibatkan bahwa hasil prediksinya juga akan berbeda. Pada pensejajaran global,
setiap sekuens yang diprediksi cenderung memiliki hasil yang sama pada bagian
akhir, yaitu hasil A yang berulang secara terus menerus. Andaikan pada saat t + k
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Tabel 4.18: Performa Algoritma Viterbi data kelompok ketiga
No Kode Lokus Panjang
Running Time (s)
Rata-rata (s)
Uji ke 1 Uji ke 2 Uji ke 3
1 KT368892.1 27389 3.072790 3.089621 2.984007 3.0488
2 KT368894.1 27387 3.146407 3.044768 3.105754 3.0989
3 KT368895.1 27391 3.102883 3.034134 3.018199 3.0517
4 KT368896.1 27397 3.043506 3.037582 2.967917 3.0163
5 KT368898.1 27396 3.042845 3.012087 2.992529 3.0158
6 KT368900.1 27389 3.054797 3.052191 2.991396 3.0327
7 KT368903.1 27384 3.235723 2.949264 2.967220 3.0507
8 KT368905.1 27389 3.898381 3.044265 3.334332 3.4256
9 KT368907.1 27387 3.071145 3.000920 3.024393 3.0321
10 KT368909.1 27391 3.279965 3.251334 3.014129 3.1818
11 KT368910.1 27397 3.306323 3.293393 3.225965 3.2752
12 KT368911.1 27396 3.224640 3.197082 3.820088 3.413
13 KT368912.1 27389 3.328462 3.211529 3.804994 3.448
14 KT368913.1 27384 3.042517 3.060238 3.299229 3.133
15 KT368914.1 27389 2.961964 2.980418 2.990556 2.977
16 KT368915.1 27387 3.147887 2.991160 3.834273 3.324
17 KT368916.1 27391 3.073156 3.004648 2.943913 3.007
18 KU740200.1 27397 3.295128 3.217022 3.278021 3.263
19 NC 028752.1 27396 4.061750 3.814542 3.645363 3.84
Tabel 4.19: Performa Algoritma Viterbi data kelompok empat
No Kode Lokus Panjang
Running Time (s)
Rata-rata (s)
Uji ke 1 Uji ke 2 Uji ke 3
1 AB711120.1 50861 5.561025 5.415190 6.414011 5.796
2 JN699017.1 68839 8.148495 7.576042 7.947596 7.89
3 KM363597.1 69271 7.587960 7.011747 7.237475 7.279
4 KP027209.1 68311 7.387618 7.331548 7.724556 7.481
5 KR781349.1 68227 7.657024 7.311451 7.161398 7.376
6 KR997967.1 68367 7.162043 7.014351 7.233235 7.136
7 NC 020883.1 50861 5.380793 5.265427 5.431373 5.359
8 NC 028681.1 68367 7.258868 7.058318 7.121004 7.146
9 NC 028907.1 68839 7.363614 7.140471 7.229899 7.244
hasil prediksi hidden state masih memiliki sebuah nilai probabilitas. Tetapi tidak
menutup kemungkinan pada saat t + k + 1 nilai matriks transisi antar hidden state
atau nilai matriks emisinya selalu memiliki nilai. Hal ini mengakibatkan pada saat
t + k + 1 hasil penghitungan probabilitas kemungkinan akan bernilai 0. Karena
semua hidden state pada waktu t+ k+1 bernilai 0 maka akan diambil sebuah nilai
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Tabel 4.20: Performa Algoritma Viterbi data kelompok lima
No Kode Lokus Panjang
Running Time (s)
Rata-rata (s)
Uji ke 1 Uji ke 2 Uji ke 3
1 AB104413.1 112415 16.031261 15.181497 16.054793 15.755
2 AF270937.1 100999 10.829993 16.829029 10.819041 12.826
3 AF503408.1 101660 14.526425 11.121295 16.741715 14.129
4 AJ410493.1 113027 12.732068 11.704426 13.209667 12.548
5 AY548484.1 105903 11.305487 11.244370 11.378217 11.309
6 KJ175144.1 105070 11.127634 11.772549 12.233235 11.711
7 KP136799.1 117176 13.039518 16.985762 13.740096 14.588
8 KR422353.1 103737 11.850890 19.662099 19.163884 16.892
9 NC 002593.1 100999 18.943425 16.782289 13.823895 16.516
10 NC 005946.1 105903 10.761842 14.141190 13.760448 12.887
yang paling atas, yaitu hidden state dari AAA. Sehingga hal ini akan terus berulang
hingga state terakhir.
Dari hasil pensejajaran global dapat dilihat hasil identities dan positivesnya.
Dari hasil tersebut dapat dilihat bahwa semakin besar data training yang digunakan
maka hasil prediksi cenderung akan lebih baik. Hal itu dimungkinkan karena saat
training matriks emisi maupun matriks transisi lebih memiliki kemungkinan akan
bernilai 0. Jika tidak ada path antara sebuah hidden state terhadap hidden state
yang lain, maka matriks transisinya akan bernilai 0. Hal ini akan menghasilkan
probabilitas yang bernilai 0 juga ketika dilakukan training terhadap data tersebut.
Hal yang sama juga berlaku pada matriks emisi. Matriks emisi merupakan matriks
berukuran 64× 21 yang setiap elemen-elemennnya kebanyakan bernilai 0. Namun
jumlah setiap kolom pada matriks emisi pastilah bernilai 1.
Pada saat melakukan testing atau pencarian path pada algoritma Viterbi, pada
saat waktu awal (t) didapatkan dari perkalian dari masing-masing elemen matriks
awal dengan matriks emisi dari hidden state terhadap observable state-nya. Karena
matriks emisi adalah matriks yang matriks yang memiliki nilai pada setiap kolom,
maka kemungkinan hasil probabilitas pada saat t akan banyak menghasilkan nilai 0
meskipun matriks awalnya tidak ada yang bernilai 0.
Demikian juga selanjutnya untuk t + 1, t + 2, ..., t + k. Karena algortima
Viterbi bersifat rekursif, maka hasil pada saat t dipengaruhi oleh hasil proba-
bilitas pada saat t − 1. Hal ini mengakibatkan tidak menutup kemungkinan pada
saat waktu tertentu, semua hasil probabilitas akan bernilai 0. Jika hal ini terjadi
maka akan diambil hasil dari hidden state yang paling atas yaitu AAA. Maka hasil
prediksi yang memiliki hasil AAA pada setiap akhir sekuens sangat mungkin. Tetapi
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tidak menutup kemungkinan juga akan berakhir dengan AAA, karena pada sekuens
tertentu hasil tersebut tidak ditemukan.
Skor pensejajaran global dapat dilihat hasil identities dan positivesnya. Dari
hasil tersebut dapat dilihat bahwa semakin besar data training yang digunakan maka
hasil prediksi cenderung akan lebih baik. Sehingga untuk mendapatkan hasil yang
maksimal sebaiknya menggunakan sekuens yang lebih panjang.
4.6.1 Hasil Pensejajaran Global
Pensejajaran global merupakan pensejajaran antara dua buah sekuens maupun
lebih yang dilakukan untuk mendapatkan kemiripan antar sekuensnya. Hasil pense-
jajaran dapat dilihat dari hasil identities dan positivesnya. Identities merupakan
hasil pensejajaran dimana nilai yang dihitung adalah sekuens yang benar-benar
memiliki hasil yang sama. Positives merupakan penjumlahan dari skor sekuens
yang identitites dengan skor yang similar. Similar merupakan skor pada sequens
alignment dimana hasil antar dua buah sekuens yang disejajarkan memiliki sifat
asam yang berbeda. Artinya sekuens asam A memiliki sifat asam yang berbeda
dengan sekuens G dan T dan memiliki sifat asam yang sama dengan C. Tetapi pada
rantai ganda DNA, sekuens asam A selalu berpasangan dengan sekuens T. Tetapi
pasangan asam A dengan G boleh dikatakan sebagai pasangan yang similar karena
memiliki sifat asam yang berbeda tetapi tidak berpasangan.
Setiap identities dan positives pada setiap kelompok data selanjutnya akan dicari
nilai rata-rata dari masing-masing data. Hal ini dimaksudkan untuk mengetahui
hasil akurasi pada setiap kelompok data. Perhatikan Tabel 4.21. Dari hasil tersebut
terlihat bahwa jika data training yang digunakan untuk prediksi lebih panjang maka
hasil prediksi cenderung akan lebih baik. Berbeda dengan hasil positivesnya yang
terlihat hanya mengalami sedikit perubahan pada setiap kelompok data. Bahkan
kelompok data dua hingga kelompok data empat memiliki hasil yang sama.
Tabel 4.21: Hasil identities dan positives setiap kelompok data
Kelompok Data Panjang sekuens Identities Positives
1 7000− 12000 34% 78%
2 15000− 18000 52% 85%
3 25000− 28000 71% 85%
4 50000− 70000 78% 85%
5 100000− 120000 78% 87%
Hasil dari Tabel 4.21 dapat dibuat dalam sebuah bentuk grafik yang seperti
terlihat pada Gambar 4.7 dan Gambar 4.8. Grafik tersebut menunjukkan hasil yang
cenderung akan naik pada setiap kelompok datanya.
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Gambar 4.7: Grafik Identities masing-masing kelompok data
Gambar 4.8: Grafik Positives masing-masing kelompok data
4.6.2 Running Time
Running time yang dimaksud pada pembahasan ini adalah CPU time. CPU
time merupakan waktu yang dibutuhkan untuk melakukan training dan testing
data. CPU time pada pembahasan ini terhitung sejak data di-training menggunakan
Hidden Markov Model hingga mendapatkan hasil prediksi. Penghitungan tidak
dilakukan hingga pensejajaran, karena pensejajaran sekuens memiliki algoritma
tersendiri dan tidak tergabung dalam algoritma Viterbi. Running time ini didap-
atkan dari hasil rata-rata dari setiap data pada setiap kelompok data. Artinya data
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yang sama akan diujicoba sebanyak tiga kali. Dari data tersebut kemudian diambil
hasil rata-rata running time setiap sekuensnya.
Rata-rata yang didapatkan dari masing-masing sekuens tersebut selanjutnya
akan dirata-ratakan kembali untuk mendapatkan rata-rata running time pada setiap
kelompok datanya. Hal ini bertujuan untuk mengetahui rata-rata waktu komputasi
yang dibutuhkan untuk melakukan training dan testing pada setiap kelompok data.
Spesifikasi komputer yang digunakan untuk running time adalah Processor: AMD
Athlon(tm) II P320 Dual-Core Processor 2.10 Ghz dengan 3.00GB RAM dan 32-bit
operating system.
Tabel 4.22: Hasil running time setiap kelompok data
Kelompok Data Panjang sekuens Running time (s)
1 7000− 12000 1.415
2 15000− 18000 1.987
3 25000− 28000 3.191
4 50000− 70000 6.967
5 100000− 120000 13.916
Hasil dari Tabel 4.22 dapat dibuat dalam sebuah bentuk grafik yang seperti
terlihat pada Gambar 4.9. Grafik tersebut menunjukkan waktu komputasi yang
cenderung akan naik pada setiap kelompok datanya.
Gambar 4.9: Grafik running time masing-masing kelompok data
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LAMPIRAN
64
LAMPIRAN A
Listing Program
function [result,tesDna, tesKodon, resKodon ]= HiddenMarkov(input)
dna = input;
size(dna);
nDna = size(dna);
for i=1:nDna(2);
if (dna(i)==’T’)
dna(i)=’U’;
end
end
dna;
dataTr =0.9;
trDna = ceil (dataTr*nDna(2));
LtrDna=mod(trDna,3);
if LtrDna ˜= 0
trDna=trDna+(3-LtrDna);
end
jumlah = zeros(64, 64);
trans = zeros(64, 64);
codon = zeros(1, 64);
begin = zeros(1,64);
jumlahAsam = zeros(1, 21);
emisi = zeros(64, 21);
for i=1:3:trDna-2
codon(encode(dna(i:i+2))) = codon(encode(dna(i:i+2))) + 1;
jumlahAsam(def(encode(dna(i:i+2)))) = jumlahAsam(def(encode(dna(i:i+2)))) + 1;
end
codon;
sum(codon);
name = ’matriks\begin.xlsx’;
begin = codon/sum(codon);
A = begin;
xlswrite(name,A)
for i=1:3:trDna-5
jumlah(encode(dna(i:i+2)) , encode(dna(i+3:i+5)))
= jumlah(encode(dna(i:i+2)) , encode(dna(i+3:i+5))) + 1 ;
end
for i=1:64
jumlahBaris = sum(jumlah(i,:));
for j=1:64
if (jumlahBaris ˜= 0 )
trans(i, j) = jumlah(i, j) / jumlahBaris;
else
trans(i, j) = jumlah(i, j);
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end
end
end
name = ’matriks\trans.xlsx’;
begin = codon/sum(codon);
B = trans;
xlswrite(name,B)
for i=1:64
for j=1:21
if (def(i) == j)
emisi(i,j) = codon(i) / jumlahAsam(j);
else
emisi(i,j) = 0;
end
end
end
name = ’matriks\emisi.xlsx’;
%begin = codon/sum(codon);
C = emisi;
xlswrite(name,C)
j=1;
for i=trDna+1:3:nDna(2)-2
tesAsam(j) = def(encode(dna(i:i+2)));
tesKodon(j) = encode(dna(i:i+2));
j=j+1;
end
tesKodon;
tesAsam;
j=1;
for i=trDna+1:nDna(2)
tesDna(j)=dna(i);
j=j+1;
end
tesDna;
viter(:,1) = emisi(:,tesAsam(1)) .* transpose(begin);
sizeCol = size(tesAsam);
sizeCol(2);
for i = 2:sizeCol(2)
for j = 1:64
maks(j,i) = (max(viter(:,i-1).*trans(:,j)));
viter(j,i) = emisi(j,tesAsam(i)) * maks(j,i) *100;
end
[M, I] = max(viter(:,i));
result((i-1)*3+1 : (i-1)*3+3) = decode(I);
end
[M, I] = max(viter(:,1));
result(1:3) = decode(I);
result;
j=1;
sizeresult = size(result);
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sizedna = size(tesDna);
for i=1:3:sizeresult(2)-2
resKodon(j) = encoderes(result(i:i+2));
j=j+1;
end
resKodon;
end
function [res] = decode(index)
index = index - 1;
one = floor(index/16);
two = floor((index-(one*16))/4);
three = floor(index-(one*16)-(two*4));
res1 = getValueDecode(one);
res2 = getValueDecode(two);
res3 = getValueDecode(three);
res = [res1 res2 res3];
end
function [res] = getValueDecode(no)
if (no == 0)
res = ’A’;
elseif (no == 1)
res = ’C’;
elseif (no == 2)
res = ’G’;
elseif (no == 3)
res = ’U’;
end
end
function [res] = encode(dna)
res = 16 * getValue(dna(1:1)) + 4 * getValue(dna(2:2)) + getValue(dna(3:3)) + 1;
end
function [res] = encoderes(result)
res = 16 * getValue(result(1:1)) + 4 * getValue(result(2:2)) + getValue(result(3:3)) + 1;
end
function [res] = getValue(string)
if (string == ’A’)
res = 0;
elseif (string == ’C’)
res = 1;
elseif (string == ’G’)
res = 2;
elseif (string == ’U’)
res = 3;
end
end
function [res] = def(no)
no = no - 1;
if (no == 36 || no == 37 || no == 38 || no == 39)
res = 1;
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elseif ( no == 8 || no == 10 || no == 24 || no == 25 || no == 26 || no == 27)
res = 2;
elseif ( no == 33 || no == 35 )
res = 3;
elseif ( no == 1 || no == 3 )
res = 4;
elseif ( no == 57 || no == 59 )
res = 5;
elseif ( no == 32 || no == 34 )
res = 6;
elseif ( no == 16 || no == 18 )
res = 7;
elseif (no == 40 || no == 41 || no == 42 || no == 43)
res = 8;
elseif ( no == 17 || no == 19 )
res = 9;
elseif ( no == 12 || no == 13 || no == 15 )
res = 10;
elseif ( no == 60 || no == 62 || no == 28 || no == 29 || no == 30 || no == 31)
res = 11;
elseif ( no == 0 || no == 2 )
res = 12;
elseif ( no == 14 )
res = 13;
elseif ( no == 61 || no == 63 )
res = 14;
elseif (no == 20 || no == 21 || no == 22 || no == 23)
res = 15;
elseif ( no == 9 || no == 11 || no == 52 || no == 53 || no == 54 || no == 55)
res = 16;
elseif (no == 4 || no == 5 || no == 6 || no == 7)
res = 17;
elseif ( no == 58 )
res = 18;
elseif ( no == 49 || no == 51 )
res = 19;
elseif (no == 44 || no == 45 || no == 46 || no == 47)
res = 20;
elseif ( no == 48 || no == 50 || no == 56 )
res = 21;
end
end
function [res] = amino(no)
asam = ’ARDNCEQGHILKMFPSTWYVX’;
res = asam(no:no);
end
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BAB V
KESIMPULAN DAN SARAN
5.1 Kesimpulan
Dari penelitian yang telah dilakukan, maka dapat disimpulkan bahwa:
1. Hidden Markov Model dengan menggunakan algortima Viterbi dapat
digunakan untuk memprediksi sekuens DNA berdasarkan asam amino
sebagai observable state dan rangkaian kodon sebagai hidden state.
2. Hasil pensejajaran global dari sekuens DNA kelompok satu (7000 − 12000
bp linear), sekuens kelompok dua(15000 − 18000 bp linear), kelompok tiga
(25000− 28000 bp linear), kelompok empat (50000− 70000 bp linear) serta
kelompok lima (100000 − 120000 bp linear) antara hasil prediksi dengan
data yang sebenarnya memiliki identities masing-masing sebesar 34%, 52%,
71%,78% dan 78% serta memiliki positives masing-masing sebesar 78%,
85%, 85%, 85% dan 87%
3. CPU time dari sekuens DNA kelompok satu (7000−11000 bp linear), sekuens
kelompok dua(15000 − 18000 bp linear), kelompok tiga (25000 − 28000 bp
linear), kelompok empat (50000 − 70000 bp linear) serta kelompok lima
(100000 − 120000 bp linear) memiliki nilai rata-rata sebesar 1.415 , 1.987,
3.191, 6.967 dan 13.196 sekon.
4. Semakin besar data training yang digunakan, maka hasil prediksi sekuens
cenderung semakin baik.
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5.2 Saran
Penelitian ini masih perlu banyak lagi perbaikan untuk meningkatkan performa
prediksi sekuens. Beberapa saran dari penulis untuk pembaca dan peneliti adalah
sebagai berikut:
1. Untuk meningkatkan hasil akurasi prediksi,maka perlu pengkajian lebih
dalam statenya. State yang digunakan mungkin bisa berupa struktur helix
protein sebagai observable state-nya.
2. Dalam penelitian selanjutnya mungkin bisa digunakan dengan metode
forecasting lainnya.
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