Wishart ensemble is a useful and important random matrix model used in diverse fields. By realizing induced random mixed quantum states as Wishart ensemble with the fixed-trace one, using matrix integral technique we give a fast track to the average coherence for random mixed quantum states induced via partial-tracing of the Haar-distributed bipartite pure states. As a direct consequence of this result, we get a compact formula of the average subentropy of random mixed states. These obtained compact formulae extend our previous work.
Introduction
Quantum coherence, due to the superposition rule, is an important ingredient in quantum information processing and plays a pivotal role in diverse fields such as quantum thermodynamics [2, 30] and quantum biology [18, 19, 28] . Quantum coherence is the basis of single particle interferometry, and it gives coherence the status of a resource and makes necessary to develop a solid framework allowing to asses and quantify this property [1] . Quantum entanglement, due to the tensor product structure of composite quantum systems, is also another fundamental feature of quantum mechanics. It is also necessary resource in many quantum information processing tasks such as superdense coding, quantum teleportation etc. [36] .
Recently researchers contributes much effort to connect quantum coherence with entanglement and quantum discord, a kind of quantum correlation containing entanglement as a proper subset. Streltsov et. al [35] have connected quantum coherence with entanglement, and have shown that any degree of coherence with respect to some reference basis can be converted to entanglement via incoherent operations. Ma et. al [20] have proven that the creation of quantum discord with multipartite incoherent operations is bounded by the amount of quantum coherence consumed in its subsystems during the process.
In the last years, many efforts have been made towards the research of quantum correlations of random quantum states [9, 38] . In quantum information theory, many quantities such as the quantum entanglement and the diagonal entropy of a density matrix [7] has been proved very useful. In particular, typicality of some quantity can reduce computational complexity of it [10] . For example, the typicality entanglement of pure bipartite states sampled randomly according to the uniform Haar measure provides an explanation to the equal a priori postulate of the statistical physics [8] . To the knowledge of the author, the distribution of entanglement among two subsystem of a large quantum system has been a subject of interest among physicists and mathematicians for a long time, and many interesting results have been obtained, but however, similar consideration for quantum coherence is still missing. In the present work, we are concerned with the statistical behavior of coherence of a subsystem of a large quantum system. Specifically, although the authors [41] make an attempt to calculating the average coherence of induced random mixed state ensemble [42] by brute force, the calculation is very complicated and also tedious.
This motivates me to find a more compact approach to the typicality of quantum coherence. Luckily, we find a simple approach to get a compact formula for the average coherence quickly. Although the topic of the present paper was already investigated and some results was obtained [41] , the method used in the paper is new and very different from that of [41] . The authors of [41] by calculating the average subentropy firstly and then deriving the average coherence by using the obtained formula for the average subentropy.
In obtaining the final compact forms for the average subentropy and the average coherence, they have shown some ingenious combinatorial identities (we can see this from the very recent published version).
But, however, what is the difference is that we calculate directly the average coherence (more simpler than the method in [41] ) and get a compact form for the average subentropy as a by-product. Based on this elegant formula for the average subentropy, we get the fact that as the dimension of the system to be considered increases, the average subentropy of random mixed states approaches to the maximum value of the subentropy which is attained for the maximally mixed state.
Let us fix some notations before proceeding. For a given density matrix ρ (i.e. nonnegative square matrix of or m with unit trace), its von Neumann entropy is defined as S(ρ) := − Tr (ρ ln ρ), where ln ρ is in the sense of the functional calculus of ρ. In fact, S(ρ) = − ∑ j λ j (ρ) ln λ j (ρ), where λ j (ρ) stands for the eigenvalues of ρ. Quantum relative entropy of coherence (in short quantum coherence in the present paper) in a state ρ is given by [1] : C (ρ) = S(ρ diag ) − S(ρ). In this paper, we will calculate exactly the average coherence C for random mixed quantum states. Then the typicality of coherence is obtained immediately.
The paper is organized as follows. In Sect. 2, We recall the Dirac delta function and its extension to matrix delta function. Then, We derive the distribution of diagonal part of Wishart ensemble, as the marginal distribution of matrix elements of Wishart ensemble in Sect. 3, and by realizing the induced random mixed quantum states as Wishart ensemble with fixed-trace one, we obtain the distribution of diagonal part of induced random mixed quantum states. In this section, we also calculate the average entropy of diagonal part of random mixed quantum states. We present our main results (i.e., Theorems 4.1, 4.3, and 4.6) in Sect. 4. In Sect. 5, we discuss the average coherence of the mixing of random mixed quantum states. Finally, we give concluding remarks in Sect. 6.
Matrix delta function
Although the matrix delta function has already been used in the literatures, but there is no formal and rigorous treatment, to my best knowledge. For reader's convenience, we will give a complete detail along this line. We recall that Dirac delta function δ(x) [12] is defined by
The Fourier integral representation of Dirac delta function
cab be extended to the matrix case. 
From the above definition, we see that the matrix delta function of a complex matrix is equal to the product of one-dimensional delta functions over the independent real and imaginary parts of this complex matrix. The following proposition is very important in this paper. 
Proof. Indeed, we know that
implying that
Therefore we get the desired identity.
Remark 2.3. Indeed, since
Tr
From the above discussion, we see that (2.5) can be separated into two identities below:
Wishart ensemble
We use the notation x ∼ N(µ, σ 2 ) to indicate a Gaussian random real variable x with mean µ and variance σ 2 . Let Z denote an m × n(m n) complex random matrix [11, 22] . These elements are independent complex random variables subject to
2 ) with Gaussian densities: Definition 3.1 (Wishart matrices, [13] ). With m × n random matrices Z specified as above, define complex Wishart ensemble as consisting of matrices W = ZZ † . The matrices W = ZZ † are referred to as (uncorrelated) Wishart matrices.
As chosen previously, m n for definiteness. The probability distribution followed by Z is
. The probability distribution of Z is just the joint distribution of all matrix elements z ij of Z. Thus
Thus, we have
Then the distribution of Wishart matrices W is given by
where
With the matrix delta function, we can rewrite the expression (3.4) as [6] : 
The distribution of diagonal part of Wishart ensemble
Note that, in the third equality, we use the fact that
Now we have obtained that
Next, we calculate the integral in (3.7). To this end, denote
and we follow the approach taken by Janik [14] , partition T m as 2 × 2 block matrix:
By employing Schur determinant formula [40] , we get that
Apparently,
Now (3.8) can be transformed into the following form:
Using the following complex integral formula: 
where we used the fact that
That is,
By this, we finally get
In summary, we have the distribution of diagonal part of Wishart ensemble, which can be presented as the following proposition.
Proposition 3.2 (The distribution of diagonal part of Wishart ensemble). The distribution of diagonal part of
Wishart ensemble is given by the following formula:
Remark 3.3. In the above process, we calculate from first principle the joint distribution of diagonal part of Wishart matrices. What we emphasize here is that the distribution of diagonal part of Wishart matrices is the marginal distribution of the distribution of Wishart matrices. Of course, we can derive directly this result from the definition of Wishart matrices.
Wishart ensemble and random mixed quantum states
For the mathematical treatment of a quantum system, one usually associates with it a Hilbert space whose vectors describe the states of that system. In our situation, we associate with A and B two complex Hilbert spaces H A and H B with respective dimensions m and n, which are assumed here to be such that m n.
In these settings, the vectors of the spaces H A and H B describe the states of the systems A and B. Those of the tensorial product H A ⊗ H B (of dimension mn) then describe the states of the combined system AB.
It will be helpful throughout this paper to make :
The distribution of random mixed quantum states is given by the following:
That is [42] ,
In view of this, we get Proposition 3.4. The distribution of diagonal part ρ diag of random mixed quantum states is given by the following:
We check it directly. A random reduced quantum state ρ, obtained by partial tracing a Haar-distributed bipartite state |Z ∈ C m ⊗ C n (m n), can be expressed via a Wishart matrix as follows:
where W = ZZ † for Z = [z ij ] is an m × n matrix with independent Gaussian complex entries, and That is
Furthermore, 
Finally we get 
Taking the integration with respect to t gives rise to the marginal distribution-the distribution of the diagonal elements which is the symmetric Dirichlet distribution [21] :
The following result, although beyond our goal in the present paper, we still record it here for independent interests, dealt with the exact analytical relationship between the joint distributions of diagonal entries and eigenvalues of the same invariant ensemble.
Proposition 3.5 (Derivative principle, [23]). Let Z be a random matrix drawn from a unitarily invariant random matrix ensemble, ̺ Z the joint eigenvalue distribution for Z and p Z the joint distribution of the diagonal elements of Z. Then
Average entropy of the diagonal entries of random density matrices
In what follows, we calculate the average entropy of the diagonal part of random density matrices under the distribution of random density matrices subject to (3.28) . Specifically, we will calculate the following integral: (3.32) where 
is the k-th harmonic number for positive integer number k.
Proof. According the distribution of diagonal part of random mixed quantum states, we have
Then it can be rewritten as
Now denote
Then via y j = sρ j+1,j+1 , where j = 1, . . . , m − 1, performing Laplace transform (t → s) to F(t) [37] , we get
. This implies
and
where ψ(n + 1) = H n − γ Euler for Euler's constant γ Euler ≈ 0.57722 [39] . That is,
We are done.
Note that similar integrals like the one in (3.32) are considered recently for the motivation from machine-learning, see [24] . This result is very interesting, compared with Page's formula [5] , stating the average entropy of a subsystem given by
With this result, we can
give the average relative entropy of coherence for random mixed quantum states, obtained recently in the paper [41] , in the following section.
Main results
In this section, we will present our main result about quantum coherence, stating the average relative entropy of coherence for random mixed quantum states can be given by the following compact formula (see also in [41] ). Note that what we emphasize here is the method used for deriving this elegant formula. 
Under this distribution, we calculate the average relative entropy of coherence as follows:
Note here that we used the fact that
which is called Page's average entropy formula, conjectured in [27] , and proven in [5, 31, 32] .
Remark 4.2.
For m = n, we see that the average coherence is given by
2m , which is approaching to 1 2 when m → ∞. The asymptotic value 1 2 of the average coherence is confirmed by Puchała et. al using tools from free probability theory [29] .
We have already known that the distribution of random mixed quantum states is given by
By the spectral decomposition of ρ, we have ρ = UΛU † with Λ = diag(λ 1 , . . . , λ m ), where λ i = λ j for distinct indices i and j. Since this distribution P(ρ) is unitary-invariant, noting that
it follows that the joint distribution of the eigenvalues of random mixed quantum states is given by [42] 
In what follows, we reconsider the calculation of the average coherence of random mixed quantum states:
Earlier in the study of upper bounds and lower bounds of classical accessible information, one obtains that the average diagonal entropy of isospectral quantum state with a fixed spectrum Λ = {λ 1 , . . . , λ m } is given by [15, 16] :
which is called subentropy [4, 16] . From this, we see that the average relative entropy of coherence of isospectral quantum states of fixed spectrum Λ = {λ 1 , . . . , λ m } is obtained easily
By using Page's formula for the average von Neumann entropy:
If we denote (4.12) then using the result of the average relative entropy of coherence for random mixed quantum states, we get the following result which may be of independent interest later in the investigation of quantum information theory. 
(4.14)
In our notation here,
The above compact form of the average subentropy of random mixed quantum states can be rewritten as Here we have given an analytical proof about the fact that the subentropy is a nonlinear function of random mixed quantum states, in higher dimensional space, the average subentropy approaches the maximal value of the subentropy where it is taken at only maximally mixed state. This amounts to say, in higher dimensional space the following identity holds approximately
Remark 4.5. We make remark here about approximations of S m,n and Q m,n . We know that S max = ln m and [16] . Then
Thus for the ratio m n fixed, S max − S m,n approaches a nonzero constant, whereas Q max − Q m,n approaches zero. However, this might not be too surprising, since S max = ln m grows indefinitely with m, whereas Q max is a constant. Thus the relative errors of S max and of Q max as approximations for the mean values S m,n and Q m,n both tend to zero for large m:
For fixed m, both of these go to zero inversely with n when n is taken to infinity. However, for fixed ratio m n , the relative error of S max goes to zero slower (as the inverse of the logarithm of m or n) than the relative error of Q max (as the inverse of m or n), so in that sense for large m and fixed m n , Q max is a relatively better approximation for Q m,n than S max is for S m,n .
The typicality of coherence is already established in [41] without the closed-form of the average coherence. For completeness, we include it here. Then for all positive scalars ε > 0, the coherence C m,n (ρ) of ρ satisfies the following inequality:
(4.22)
From the above result, we can see that the entropy difference S(ρ diag ) − S(ρ) is centered around the fraction m−1 2n except a set of exponential small probability whenever the dimension of system under consideration is large enough. This explains quantitatively why the diagonal part of random mixed quantum states being more disorder than the eigenvalue. Denote by E 1 the random mixed quantum state ensemble obtained by partial tracing over the second system space C n of Haar-distributed bipartite pure states; E 2 arbitrary probabilistic mixing of two random chosen quantum states;...;E k arbitrary probabilistic mixing of k random chosen quantum states, where k is an arbitrary positive integer. Let C m,n (E k ) be the average coherence of ensemble E k over C m ⊗ C n . With these notations, we see that random state σ is from ensemble E 2 , thus Therefore we can summarize our main results in the present paper as:
Note that (4.1) is just here C m,n (E 1 ), a special case where k = 1 of (5.4). We see that mixing of random states changes the way of distribution of diagonal parts and eigenvalues as well, respectively. An interpretation of (5.4) maybe is: For fixed m, n, when mixing times k is larger, the average coherence is less. This suggest one also that if one would like to enhance quantum coherence of quantum states, then one need distill coherent part by dropping the incoherent part of quantum states.
We also see that (5.4) confirms in the probabilistic sense that the convexity requirement for coherence monotone is reasonable. That is, mixing of quantum states decreases coherence.
Concluding remarks
In this paper we have analyzed the properties of the reduced density matrices obtained from a suitable ensemble of pure states, we spend very few pages to extends our results concerning the statistical behavior of quantum coherence and subentropy that are obtained by much effort in [41] . The main contributions of this paper are that we give a new approach to get the compact formulae for the average coherence and the average subentropy. In the future research, we will study the distribution function of quantum coherence in order to get more elaborate results on coherence via the method used in [25, 26] . We hope that the methods and results in this paper can provide new light over the related problems in quantum information theory.
