INTRODUCTION
Blind source separation (BSS), as a useful preprocessing stage for many application areas, such as hearing aids, teleconferencing, multichannel audios, and acoustical surveillance, is to obtain the interference-free versions of simultaneously active sound sources without any information about their number and positions, or the acoustic environment.. Nowadays, there are three kinds of techniques, including stochastic, adaptive, and deterministic.
Stochastic techniques, such as independent component analysis (ICA) [1] [2] , are based on a separation assumption that the source signals are statistically independent, and their separation quality can be improved by the properties of the signals themselves. Since, several iterations are required for the computation of the demixing filters, stochastic methods are usually computationally expensive. Furthermore, ICA-based techniques in the frequency domain can't avoid the scaling and permutation problems resulted from the independent application of the separation algorithms in each frequency domain [3] [4] .
Adaptive techniques, such as adaptive beamforming (ABF) [5] [6] , optimize a multichannel filter structure according to the properties of the signals and the source geometry, so they utilize spatial selectivity to suppress the interferences and improve the capture of the target source. These adaptive algorithms are similar to stochastic methods in the sense they both depend on the properties of the signals to reach a solution, but the ABF algorithms need the geometry of the microphone array. The most obvious disadvantage of the ABF algorithms is that its solution adaption may stop at a suboptimal position. In addition, the null beamforming applied for the interference signal is not very effective under reverberant conditions due to the reflections, so an upper bound for the performance of the BSS techniques exists [7] .
Different from them, deterministic techniques are solely based on the deterministic aspects of the problem such as the source directions and the multipath characteristics of the reverberant environment [8] [9] [10] , rather than any assumptions about the source signals themselves. In 2008, a deterministic technique that is based on intensity vector direction exploitation (IVDE) for acoustic source separation has previously been proposed to provide a nearly closed-form solution for the separation of convolutive mixtures captured by a compact, coincident microphone array [11] . However, the formulation of this solution requires the prior knowledge of the source directions and produced as many channels as the number of sources, and a preprocessing stage, such as multiple signal classification (MUSIC), is needed before the separation algorithm starts. So it isn't a BSS in the strict sense. To achieve a true BSS method, in [12] , the dimension of the matrix formed by the signals for each direction is reduced by singular value decomposition (SVD), and the local maxima of the signal energies are selected as the target source channels. But, selection of the maximal root-mean-square (RMS) energy is mostly based on a closed-form energy comparison, the preprocessing stage, such as SVD and the highest singular value searching, is necessary. So the computational burden is still huge, especially when the separated signal is long in time. Furthermore, logically the direction of a time-block is related with those of its neighbor time-blocks, and the relationship is the result of source motion. However, now all existing deterministic methods rarely consider the motion properties of an acoustic source when the directions of a series of timeblocks are calculated, and each time-block signal is *This work is supported by the Natural Science Foundation of China #61305025 and the Fundamental Research Funds for the Central Universities #130504011.
independently processed, which is not only partial of time, but also time consuming. Besides, their performance is more likely influenced by instant noise without self-correction ability. Therefore, a deterministic method that can combine source direction calculation and source motion estimation together is necessary for achieving an accurate real-time blind source separation.
In this paper, a dynamic source direction prediction and track method based on Kalman filter and intensity vector statistics is proposed for real-time blind source separation. Since, it uses Kalman filter to estimate the motion velocity of each time-block and predict the source direction of the next time-block, the repeated searching process in a circle for blind source localization is omitted. Besides, combined with local energy peak searching for source direction, our proposed method has self-correction ability after direction prediction of each time-block, so it is a promising source separation method in a real-time application.
II. SOURCE SEPARATION WITH INTENSITY VECTOR STATISTICS
The mixture sounds are recorded by M omnidirectional microphones positioned arbitrary on a plane as shown in Fig.1 , where p i denotes the pressure signal recorded by the ith omnidirectional microphone; d m denotes the distance between the mth microphone and the center of microphones array; m denotes the angle of the mth microphone respect to the center of the array, n is the direction of the nth source respect to the center of the array; d m cos( m -n ) denotes the wave path difference between the ith microphone and the center of the microphones array. In the time domain, the pressure signal recorded by the mth microphone for N sources can be written as,
where h mn (t) is the time representation of the transfer function from the nth source signal to the mth microphone pressure signal; s n (t) is the time representation of the nth original source.
Assuming the pressure at the center of the array due to this plane wave is p 0 (t), then,
where k=2 / , is the wavelength, j is the imaginary unit.
Define: The pressure signal of microphone array is p w (t), the horizontal pressure gradients of microphone array is p x (t) and the vertical pressure gradients of microphone array is p y (t). Their representations are shown as,
The frequency representation of p w (t), p x (t), and p y (t) is p w (w), p x (w), and p y (w), respectively. Then we can get the direction of the intensity vector in the frequency domain as,
where Re{.} denotes taking the real part of the argument, "*" denotes conjugation.
The reverberant estimation of the nth source n is obtained by beamforming in the source direction with a directivity function J n ( ; w), so that,
where n is the nth separated source.
The directivity function J n ( ; w) used for the nth source is a function of only in the analyzed frequency bin. It is determined by the local statistics of the calculated intensity vector directions (w) . It is suggested that these directions can be estimated with von Mises distribution [13] . The probability density function of von Mises distribution is given as,
for a circular random variable where 0< <2 , 0< <2 is the mean direction, corresponding to the source directions in this paper, k>0 is the concentration parameter, and I 0 (k) is the modified Bessel function of order zero. Fig.2 shows the probability density functions of the intensity vector directions and three von Mises distributional filters when the pointing directions is 50°, 200° and 300°. In Fig.2 , the line with "*" is the result of von Mises distribution and the line with nothing is the intensity vector direction line.
Therefore, through this directional filtering technique, the frequency samples of p w (w) are emphasized if the intensity vectors for these samples are on or around the look direction ; otherwise, they are suppressed. For source separation, N directional filters are used with look directions varied by 2 /N intervals. Then, the spatial filtering yields a row vector s of size N for each frequently component, This method implies block-based processing. For each block, searching the peaks of f i (w) means to pick out the directions at which the probability density of the desired sources is locally maximal. In real applications, normally RMS energy is used instead to pick out the directions of a source mixture, as shown in Fig.3 , where the positions of the three highest energy peaks are the source directions of 50°, 200°, and 300°. However, no matter the probability density function or the RMS energy is used, in order to localize a source, searching for the accurate look direction in a circle is necessary. But, it is time consuming, especially when the object source signal is long or the speaker keeps moving while speaking.
III. DIRECTION PREDICTION WITH KALMAN FILTER
Kalman filter has been proved to be a well-known and effective filtrating method which is optimal in the sense minimizing the estimated error covariance when some presumed conditions are met [14] , and it is composed of 'time update' (also called predict) step and 'measurement update' (also called correct) step. Therefore, in this paper, we use Kalman filter to predict and track the source directions for a time-block sequence.
Based on the Kalman filter theory, the estimated state can be denoted as follows,
where, x k is the state vector at the kth step; y k is the measurement vector at the kth step; A, H are all systematic matrixes with proper dimension; w k and v k which are mutually independent are the process noise and measurement noise respectively. Besides, w k and v k of different k are also independent.
Assume a source direction follows an ARMA model actuated by noise, so it can be denoted as,
where s is frequency sign, is source direction, w is noise, a 0 , …, a n-1 are ARMA model parameters.
Through simplifying, it can proved that when the sample time is very short, the property of Kalman filter can't be influenced by a 0 , … , a n-1 , so a full integration model actuated by noise can be attained as,
If n=1,
where o k and ö k are the position and velocity at time k, respectively.
Therefore, the system model can be transformed into state space and discrete to get the corresponding state matrixes of the system as, 
where x k is the true value at step k.
Then, the priori estimate error covariance and the posteriori estimate error are shown as,
Finally, the ongoing discrete Kalman filter cycle is shown in Fig. 4 . (4) if it has some deviation resulted from noise, we return to Step (3) to search the peaks of RMS around the Kalman filter results, rather than a circle. In our experiment, the searing range around the predicted direction was fixed from -10° to 10°.
(6) Calculate the desired signals with the source mixture in (10) and the result of Step (5), then, the inverse FFT of each separated signal is calculated to obtain the separated signals in the time domain.
If it isn't the last time-block, return to Step (2) . Otherwise, sum all the separated signals of the same source in chronological order.
IV. EXPERIMENTS
In order to validate the algorithm in this paper, two experiments were conducted. The microphone array used in our experiments is consisted of 4 microphones positioned as shown in Fig.5 . In the first experiment, the algorithm was tested with 3-source mixtures of 3.3 second long sound signals consisting of three female speeches in English. The length of each block window was 0.31 second and the overlap was 0.15 second. The first source direction was varied from 50° to 86° with 2° intervals each 0.31 second, the second source direction was varied from 200° to 210° with a sin function and the third source direction was fixed at 300°. In the second experiment, the algorithm was tested with 3-source mixtures of 1.3 second long sound signals consisting of three female speeches in Chinese, captured from CCTV's national news program "Xinwen Lianbo". The first source direction was varied from 50° to 70° with 2° intervals each 0.31 second, the second source direction was varied from 200° to 210° with a sin function and the third source direction was fixed at 300°. Figure 6 is the direction prediction result with Kalman filter, where "*" are the predicted directions and "o" are the actual directions. From Fig.6 we can see that when the source directions has a nonlinear variation, the average prediction error of our prediction method is -0.41°, -0.52° and -0.31°. While when the direction is fixed, the maximal prediction error is less than 1.7°. Fig.7 and Fig.8 are the original source signals and the separated source signals attained by our BSS algorithm with direction prediction, respectively.
In order to quantify the quality of the separated signals, the signal-to-distortion ratios (SDR) and the signal-to-interference ratios (SIR) for each separated source were calculated. 
where N is the total number of acoustic sources, i |s i is the estimated source i s when only source i s is active, j |s j is the estimated source i when only source s j is active, and E is the expectation operator. [15] , and this comparison based SDR calculation penalizes dereverberation or other suppression of reflections. For each window block, if a circle search for three RMS peaks with an interval of 1° is conducted, the running time is 0.177 second, while with Kalman filter, the running time is 0.0018 second. Therefore, with our separation method based on Kalman filter direction prediction and track, the running time can be reduced by more than 90%.
Secondly, we tested the prediction result when the speech is in formal Chinese and the direction variation is nonlinear. Fig.9 is the direction prediction result with Kalman filter, where "*" are the predicted directions and "o" are the actual directions. From Fig.9 we can see that when the speech is in Chinese, our prediction method can accurately predict and track directions for each time-block, and the average prediction error for linear motion, nonlinear motion and stationary state is -0.17°, 0.10° and 0.20°, respectively. Fig.10 and Fig.11 are the original source signals and the separated source signals attained by our BSS algorithm with direction prediction, respectively. In this paper, a real-time source direction prediction method for convolutive mixture separation based on Kalman filter is proposed. Our primary contribution is to formulate the convolutive mixture signals captured by the coincident array geometry and introduce the basic principle of the acoustic source separation based on intensity vector statistics. The second contribution is proposing a real-time source direction prediction method for blind source separation based on Kalman filter to predict and track the directions of a time sequential signal, combined with local direction searching for RMS energy peak, our proposed method has self-correction ability. Finally, extensive experiments are performed with 3-source convolutive mixtures of speech in English and Chinese whose direction varies in a linear and non linear motion, and good separations have been achieved.
