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In this paper we develop a new approach for detecting if specific
D-optimal designs exist embedded in Sylvester–Hadamardmatrices.
Specifically, we investigate the existence of theD-optimal designs of
orders 5, 6, 7 and 8. The problem is motivated to explaining why
specific values appear as pivot elements when Gaussian elimination
with complete pivoting is applied to Hadamard matrices. Using this
method and a complete search algorithm we explain, for the first
time, the appearance of concrete pivot values for equivalence classes
of Hadamard matrices of orders n = 12, 16 and 20.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
An n × n matrix H with entries +1’s and −1’s is called a Hadamard matrix if HHT = nIn.
A Hadamard matrix is said to be normalized if it has its first row and column all 1’s. If not we can
normalize the Hadamard matrix by multiplying rows and columns by −1 where is needed. In these
matrices, n is necessarily 2 or a multiple of 4. Two Hadamard matrices H1 and H2 are called equiva-
lent (or Hadamard equivalent, or H-equivalent) if one can be obtained from the other by a sequence
of H-equivalent operations involving the interchange of any pairs of rows and/or columns and the
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multiplication of any rows and/or columns by−1. For further information on Hadamardmatrices and
their applications, the reader can refer to [8].
The origin of Hadamard matrices can be traced to the classical work of Sylvester in 1867 [15].
Sylvester had noted that if one took a±1matrix S of order p, whose rows aremutually orthogonal then⎡
⎣ S S
S −S
⎤
⎦ (1)
was an orthogonal±1matrix of order 2p. Matrices of this form are called Sylvester–Hadamard. Below
are given Sylvester–Hadamard matrices of orders 2, 4 and 8
⎡
⎣ 1 1
1 −
⎤
⎦
⎡
⎢⎢⎢⎢⎢⎢⎣
1 1 1 1
1 − 1 −
1 1 − −
1 − − 1
⎤
⎥⎥⎥⎥⎥⎥⎦
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 1 1 1 1 1 1 1
1 − 1 − 1 − 1 −
1 1 − − 1 1 − −
1 − − 1 1 − − 1
1 1 1 1 − − − −
1 − 1 − − 1 − 1
1 1 − − − − 1 1
1 − − 1 − 1 1 −
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
It is a convention to denote the +1 and −1 entries by 1 or + and −, respectively.
The Hadamard matrices have an interesting growth factor property. Traditionally, backward error
analysis for Gaussian Elimination (GE), see e.g. [2,3], in a matrix A =
(
a
(1)
ij
)
is expressed in terms of
the growth factor
g(n, A) = maxi,j,k
∣∣∣a(k)ij
∣∣∣
maxi,j
∣∣∣a(1)ij
∣∣∣
,
which involves all the elements a
(k)
ij , k = 1, 2, . . . , n, that occur during the elimination. Matrices
with the property that no row and column exchanges are needed during GE with complete pivoting
are called completely pivoted (CP) or feasible. In otherwords, at each step of the elimination the element
of largest magnitude (the “pivot", denoted by pk) is located at the top left position of every appearing
submatrix during the process. For a CP matrix Awe have
g(n, A) = max{p1, p2, . . . , pn}∣∣∣a(1)11
∣∣∣
,
It is important to emphasize that the CP property is not a limitation since if a matrix is not initially CP,
by applying row and column operations with complete pivoting we can always bring it in CP form.
In 1968, Cryer [1] conjectured that themaximum growth at each stage of Gaussian Eliminationwas
less than or equal to the order of the matrix and equalled the order only if the matrix was Hadamard.
Conjecture [Cryer]. The growth of an Hadamard matrix is its order.
The following lemma gives a useful relation between pivots and minors and is a characteristic
property for CP matrices, which is essential for the ideas developed in this work.
Lemma 1 ([5, p. 26], [1]). Let A be a CP matrix.
(i) The magnitude of the pivots appearing after application of GE operations on A is given by
pj = A(j)
A(j − 1) , j = 1, 2, . . . , n, A(0) = 1. (2)
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where A(j) denotes the j × j principal minor.
(ii) The maximum j × j leading principal minor of A, when the first j − 1 rows and columns are fixed,
is A(j).
From the above Lemma we see that the calculation of minors is important in order to study pivot
structures. Moreover, the maximum j × j minor appears in the upper left j × j corner of A. So, if the
existence of a matrix with maximal determinant is proved for a CP matrix A, we can indeed assume
that it always appears in the upper left corner.
In this paper, we study the connection between principal minors and pivot values for CP Hadamard
matrices and try to investigate the relationbetween thevaluesof theappearingpivots and theexistence
of specific submatrices with concrete determinants that may exist embedded in a Hadamard matrix.
If these determinants attain the maximum possible value we search for D-optimal designs.
A D-optimal design of order n is an n × n matrix with entries ±1 having maximum determinant.
If the first row and the first column of the D-optimal design consists of all 1’s is supposed to be in
normalized form.
It is well known that Hadamard matrices of order n have absolute value of determinant nn/2 and
thus for n ≡ 0 (mod 4) are D-optimal designs. The following result specifies the existence of the
D-optimal design of order 4 with determinant 16 in every Hadamard matrix.
Theorem 1 ([3,14]). Every Hadamard matrix of order 4 contains a submatrix equivalent to⎡
⎢⎢⎢⎢⎢⎢⎣
1 1 1 1
1 − 1 −
1 1 − −
1 − − 1
⎤
⎥⎥⎥⎥⎥⎥⎦
(3)
The following corollary immediately follows from Theorem 1 and Lemma 1.
Corollary 1. For a CP Hadamard matrix of order n it holds that
A(4) = 16
In order to prove or disprove Cryer’s Conjecture, researchwas focussed on the pivot patterns of specific
Hadamardmatrices. In [4] theuniquepivot patternof CPHadamardmatrix of order 12wasdetermined.
In [13] 34 different, up to H-equivalence, pivot patterns of CP Hadamard matrix of order 16 (the pivot
pattern is not invariant under H-equivalent operations), were discovered. The next open case is the
specification of the growth factor of CP Hadamard matrix of order 20.
In this paper we are interested for embedding (−1, 1) matrices of orders m = 5, 6, 7 and 8 in
Hadamard matrices of order n. We recall that the D-optimal designs of these orders are [10]
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 1 1 1 1
1 − 1 − −
1 1 − − −
1 − − 1 −
1 − − − 1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 1 1 1 1 1
1 1 − − − 1
1 − 1 − − 1
1 − − − 1 1
1 − − 1 − −
1 1 1 − 1 −
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 1 1 1 1 1 1
1 1 − − 1 1 −
1 − 1 − 1 1 −
1 − − 1 − 1 1
1 − − 1 1 − 1
1 1 1 − − − 1
1 1 1 1 − − −
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 1 1 1 1 1 1 1
1 1 1 − 1 − − −
1 1 − 1 − 1 − −
1 1 − − − − 1 1
1 − 1 1 − − 1 −
1 − 1 − − 1 − 1
1 − − 1 1 − − 1
1 − − − 1 1 1 −
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
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The absolute values of their determinants are 48, 160, 576 and 4096 respectively.
In Section 2, a general method to identify D-optimal designs of order m embedded in Sylvester–
Hadamard matrices will be developed. In this section it will be studied which of the above D-optimal
designs exist embedded in Hadamard matrices of orders 12, 16 and 20. In Section 3 we investigate
which submatrices of orders 5, 6, 7 and 8 with specified determinants, other than the optimal, exist
embedded inHadamardmatrices of orders 12, 16 and20. Finally, in Section4,we connect the existence
of specific matrices embedded in Hadamard matrices with the values of pivots that appear when we
perform Gaussian Elimination with complete pivoting on them.
2. D-optimal designs embedded in Hadamard matrices
2.1. Sylvester–Hadamard matrices
Next, we will see how we can define a basis B for the Sylvester–Hadamard matrix.
Definition1. ThebasisBor basedesignof a Sylvester–Hadamardmatrix of order 2p×2p canbedefined
via the binary systemof enumeration. In particular,wewrite the consecutive numbers 0, 1, . . . , 2p−1
in binary using p digits. The resulting 2p × p array in the reverse order, after replacing 0’s with 1’s and
1’s with -1’s, is the set of p basis vectors of B.
Example 1. For p = 2, we write the numbers 0, 1, 2, 3 in binary. This gives the following two basis
vectors.
0 = 0 0
1 = 0 1
2 = 1 0
3 = 1 1
From the above we derive that the basis for the 22 × 22 Sylvester–Hadamard matrix consists of the
following two basis vectors.
A B
+ +
− +
+ −
− −
Theorem 2. The Sylvester–Hadamard matrix of order 2p can always be constructed using a column of all
1’s, the base design and by augmenting this base designwith columns corresponding to all the element wise
products of its vectors.
Proof. First consider p = 2. So the base design consists of the following two basis vectors.
A B
+ +
− +
+ −
− −
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and then add two more columns as follows
I A B AB
+ + + +
+ − + −
+ + − −
+ − − +
This forms a Sylvester–Hadamard matrix of order 22.
Suppose that the 2p Sylvester–Hadamardmatrix satisfies the theorem. Thismatrixwill have p basis
vectors, 2p − p columns from the element wise products and a column of all 1’s. Let S be the matrix
with p basis vectors, the column of 1’s and the 2p − (p + 1) columns arising from the element wise
products. Set S∗ =
⎡
⎣ S S
S −S
⎤
⎦. Since the column of all 1’s was in S, the column with 2p 1’s and then
2p −1’s will be in
⎡
⎣ S
−S
⎤
⎦.
But this is just the basis column vector we need to extend the basis from p to p + 1 vectors. The
other p basis vectors for 2p were in S so the basis vectors for 2p+1 are in
⎡
⎣ S
S
⎤
⎦ andwe have the theorem
by induction. 
Let D be a normalized D-optimal design of order m and let also H be a normalized Sylvester–
Hadamard matrix of order n, where n = 2p.
Proposition 1. If D is embedded in a Sylvester–Hadamard matrix H of order n = 2p, then D is also
embedded in a Sylvester–Hadamard matrix Hk of order n = 2p+k, k = 1, 2, . . . ,
Proof. For k = 1, matrix H1 of order n = 2p+1 is constructed from H of order n = 2p by relation (1)
and thus D will be embedded in it. Let us suppose that D exists embedded to Hk of order n = 2p+k .
Then since Hk+1 will be constructed from Hk by (1), D will be embedded in Hk+1 and we have the
result by induction. 
Theorem 3. If p > m − 2 then the D-optimal design of order m is always embedded in the Sylvester–
Hadamard matrix of order n = 2p.
Proof. Since p > m − 2, there are at least m − 1 distinct row vectors in the basis of the Sylvester–
Hadamard matrix of order 2p. Since the D-optimal design of order m is normalized, if we remove the
first column of 1’s, then there will existm− 1 distinct row vectors, which will clearly form a subset of
row vectors of a basis of H. 
Theorem 4. If p < m − 1 then the D-optimal design of order m can be embedded in the Sylvester–
Hadamard matrix of order n = 2p, if m − p − 1 columns of D different from the column of 1’s can be
constructed as element wise products of some (or all) of the remaining p columns of D different from the
column of 1’s.
Proof. Since the p columns of D form a subset of the base design of H, if the otherm− p− 1 columns
of D are element wise products of them, then the D-optimal design is a part of the base of H and thus
is embedded in it. 
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Lemma 2. If the D-optimal design of order m is embedded in the Sylvester–Hadamard matrix H of order
n = 2p then it is also embedded in every Hadamard matrix that is H-equivalent to H.
Proof. Since the absolute value of the determinant is invariant to the permutation of rows or/and
columns and to sign changes of rows or/and columns, we have the result. 
2.2. Applications
From the above, we can derive the following results.
Lemma 3. The D-optimal design of order m = 5 is embedded in all Sylvester–Hadamardmatrices of order
n = 2p, p  4.
Proof. We have m = 5 and for p  4 always it holds p > m − 2. The result comes by applying
Theorem 3. 
Corollary 2. For a CP Sylvester–Hadamard matrix of order 16, it holds that A(5) can take the value 48.
Lemma 4. The D-optimal design of order m = 6 is not embedded in the Sylvester–Hadamard matrix of
order n = 16.
Proof. We have m = 6 and p = 4. Since p < m − 1 we can apply Theorem 4. We need to find
m − p − 1 = 1 column that is a product of some or all of the remaining p = 4 columns of the
D-optimal design of orderm = 6 given in the Introduction. This matrix can be written as
Base subset Column E
I A B C D E = none
+ + + + + +
+ + − − − +
+ − + − − +
+ − − − + +
+ − − + − −
+ + + − + −
We see that its first column consists of all 1’s and then the columns denoted by A, B, C,D contain a
subset of 6 basis vectors of the base B of the Sylvester–Hadamard matrix of order 24. There are 11
possible element wise products of columns A, B, C, D but none of them produce the last column of the
matrix denoted above by E.
If we consider other H-equivalent D-optimal designs of order 6, again one column will not be
produced from the basis vectors. Thus, the D-optimal design of order m = 6 is not embedded in the
Sylvester–Hadamard matrix of order n = 16. 
Corollary 3. For a CP Sylvester–Hadamard matrix of order 16, it holds that A(6) can not take the value
160.
Lemma 5. The D-optimal design of order m = 6 is embedded in all Sylvester–Hadamardmatrices of order
n = 2p, p  5.
Proof. Whenm = 6 and p  5 it holds that p > m − 2. The result then follows from Theorem 3. 
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Corollary 4. For CP Sylvester–Hadamard matrices of order n = 2p, p  5, it holds that A(6) can take the
value 160.
Lemma 6. The D-optimal design of order m = 7 is not embedded in the Sylvester–Hadamard matrix of
order n = 16.
Proof. We have m = 7 and p = 4. Since p < m − 1 we can apply Theorem 4. We need to find
m − p − 1 = 2 columns that is a product of some or all of the remaining p = 4 columns of the
D-optimal design of orderm = 7 given in the Introduction. This matrix can be written as
I Base subset Column E Column F
A B C D E = none F = none
+ + + + + + +
+ + − − + + −
+ − + − + + −
+ − − + − + +
+ − − + + − +
+ + + − − − +
+ + + + − − −
We see that its first column consists of all 1’s and then the columns denoted by A, B, C,D contain a
subset of 7 basis vectors of the base B of the Sylvester–Hadamard matrix of order 24. There are 11
possible element wise products of columns A, B, C, D but none of them produce the two last columns
of the matrix denoted above by E and F .
If we consider other H-equivalent D-optimal designs of order 6, again one column will not be
produced from the basis vectors. Thus, the D-optimal design of order m = 7 is not embedded in the
Sylvester–Hadamard matrix of order n = 16. 
Corollary 5. For a CP Sylvester–Hadamard matrix of order 16, it holds that A(7) can not take the value
576.
Lemma 7. The D-optimal design of order m = 7 is embedded in all Sylvester–Hadamardmatrices of order
n = 2p, p  6.
Proof. We havem = 7 and for p  6 we have p > m − 2. The result comes from Theorem 3. 
Corollary 6. For CP Sylvester–Hadamard matrices of order n = 2p, p  6, it holds that A(7) can take the
value 576.
Lemma 8. The D-optimal design of order m = 8, known as the Hadamard matrix of order 8, is embedded
in all Sylvester–Hadamard matrices of order n = 2p, p > 2.
Proof. The proof follows from Proposition 1 and the fact that the Hadamard matrix H of order 8 is of
Sylvester type. 
Corollary 7. For CP Sylvester–Hadamard matrices of order n = 2p, p > 2, it holds that
A(8) = 4096
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Table 1
Number of Hadamard matri-
ces that have embedded the
D-optimal design of orderm.
m n
12 16 20
5 1 5 3
6 1 4 3
7 1 3 3
8 0 5 3
2.3. Other Hadamard matrices
In this section we search for D-optimal designs of order m = 5, 6, 7 and 8 embedded in other
classes of Hadamard matrices. By selecting m rows and columns of the tested Hadamard matrices,
we seek if the determinants of them × m submatrices equal to the determinant of the corresponding
D-optimal design of orderm.More specifically,we searched the full list of Hadamardmatrices of orders
n = 12, 16 and 20 for this purpose. There are exactly 1, 5 [6] and 3 [7] inequivalent Hadamardmatrices
respectively, in every order. Our findings are summarized in Table 1.
By examining the figures one notices that
• The D-optimal design of order 5 is embedded in all Hadamard matrices of orders 12, 16 and 20.
• The D-optimal design of order 6 is not embedded in one Hadamard matrix of order 16, from the
1st equivalence class which contains the Sylvester–Hadamard matrices.
• The D-optimal design of order 7 is not embedded in two Hadamard matrices of order 16, from
the 1st (Sylvester–Hadamard matrices) and the 2nd equivalence classes.
• The D-optimal design of order 8 (i.e. the Hadamard matrix of order 8) is embedded in all
Hadamard matrices of orders 16 and 20 except for the Hadamard matrix of order 12.
Corollary 8. For the CP Hadamard matrix of order 12, it holds that A(5), A(6) and A(7) can respectively
take the values 48, 160, 576, whereas A(8) cannot take the value 4096.
3. Other determinants embedded in Hadamard matrices
If we consider matrices with elements ±1, it is interesting to specify all possible values of their
determinants. The following Proposition describes the possible range of values.
Proposition 2 ([3]). Let B be an n × n matrix with elements ±1. Then
(i) det B is an integer and 2n−1 divides det B;
(ii) when n  6, the only possible values for det B are the following, and they do all occur:
Table 2
Possible determinant values for n × n ±1 matrices.
n 1 2 3 4 5 6
detB 1 0,2 0,4 0,8,16 0,16,32,48 0,32,64,96,128,160
In [12], the results of Table 2were extended to the 7×7 case. Specifically, the following proposition
was proved.
Proposition 3. The possible values for the determinant of a 7 × 7 matrix with elements ±1 are the
following and they do all occur: 0, 64, 128, 192, 256, 320, 384, 448, 512, 576.
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Table 3
Possible values of determinants ofm × m {± 1} matrices, other than optimal.
m Possible values of a determinant (other than optimal)
5 0 16 32
6 0 32 64 96 128
7 0 64 128 192 256 320 384 448 512
8 0 128 256 384 512 640 768 896 1024 1152 1280
1408 1536 1664 1792 1920 2048 2176 2304 2560 3072
In [9], the spectrum of the determinant function of ±1 matrices has been obtained. For orders
higher than 8, gaps appear in the range of values. Specifically the determinant of an 8 × 8 matrix
with elements ±1 can take the values 0 or p · 27, for p = 1, 2, 3, . . . , 32. The integer p cannot
be 19, 21 − 23, 25 − 31. Recently, in [16] it was theoretically shown that p cannot take the values
28, 29, 30, 31.
Next we investigate if submatrices of order m having determinants with values other than the
optimal one, are embedded in the inequivalent Hadamard matrices of orders n = 12, 16 and 20. To be
more specific, we have searched in the inequivalent Hadamard matrices of orders n = 12, 16 and 20
for all possible determinants of±1matrices of orderm = 5, 6, 7 and 8, with values written in Table 3.
We have found the following results
• Form = 5 all possible values have been found in every Hadamard matrix we study.
• For m = 6, all values appear in Hadamard matrices of orders n = 12 and 20, while for n = 16,
only the Sylvester–Hadamard matrix do not provide all the possible values. 6 × 6 submatrices
with determinants 32 and 96 do not appear in this special type.
• The case when m = 7 is more complicated. The values found in the unique Hadamard ma-
trix of order n = 12 are 0, 192 and 384 while when n = 16, Hadamard matrices from
3rd, 4th and 5th equivalence classes provide all values. The Sylvester–Hadamard matrix of
the 1st equivalence class provides only the values 0, 256 and 512, while matrices from the
2nd equivalence class provides submatrices with determinants equal to 0, 128, 256, 384 and
512.
• For m = 8, all values can be found for matrices embedded in all Hadamard matrices of or-
der n = 20. When n = 12, we only obtained values equal to 0, 1152 and 2304, while when
n = 16, there are two Hadamard matrices, from the 4th and 5th equivalent classes that
provide all possible values. The Sylvester–Hadamard matrix of order n = 16 provides val-
ues equal to 0, 1024, 2048 and 3072 while matrices from the 2nd equivalence class provides
values equal to 0, 512, 1024, 1536, 2048, 2560 and 3072. Matrices from the 3rd equivalence
class provides values equal to 0, 256, 512, 768, 1024, 1280, 1536, 1792, 2048, 2304, 2560 and
3072.
4. Justification of pivot values of Hadamard matrices
If Gaussian elimination is applied to CP Hadamard matrices and their H-equivalent forms, their
pivot patterns can be produced. The results of the previous sections can help us in explaining the
appearance of specific pivot values in them.
4.1. Pivot structure of Hadamard matrix of order 12
Combining Lemma 1, the results of Tables 1 and 3 and Corollary 8, we notice the following.
• Since the 5×5D-optimal designwith determinant 48 exists embedded in theHadamardmatrix
of order 12, the fifth pivot is expected to take the value p5 = A(5)A(4) = 4816 = 3.
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Table 4
The 34 pivot patterns of Hadamard matrix of order 16.
Pivot 1st Class (Sylvester–Hadamard) 2nd Class 3rd Class 4th Class
1 1 1 1 1
2 2 2 2 2
3 2 2 2 2
4 4 4 4 4
5 2,3 2,3 2,3 2,3
6 4, 8
3
4, 10
3
4, 8
3
, 10
3
4, 10
3
7 2,4 4, 8
10/3
, 16
5
4, 18
5
4, 18
5
8 4,6,8 4,5,6,8 4, 9
2
,5,6,8 4,5,6,8
9 2,4, 8
3
2,4, 8
3
, 16
3
, 16
5
2,4, 9
2
, 8
3
16
5
2,4, 9
2
, 8
3
16
5
10 4,8 4,5 4,5, 16
18/5
4,5, 16
18/5
11 4,6,8 4,6, 16
10/3
4,6, 16
10/3
4,6, 16
10/3
12 8, 16
3
8, 16
3
8, 16
3
8, 16
3
13 4,8 4 4 4
14 8 8 8 8
15 8 8 8 8
16 16 16 16 16
• Since the 6 × 6 D-optimal design with determinant 160 exists embedded in the Hadamard
matrix of order 12, the sixth pivot is expected to take the value p6 = A(6)A(5) = 16048 = 103 .• Since the 7 × 7 D-optimal design with determinant 576 exists embedded in the Hadamard
matrix of order 12, the seventh pivot is expected to take the value p7 = A(7)A(6) = 576160 = 185 .• Since the largest determinant of an 8× 8 matrix that exists embedded in the Hadamard matrix
of order 12 is 2304, the eighth pivot is expected to take the value p8 = A(8)A(7) = 2304576 = 4.
Indeed, the following unique pivot pattern was obtained in [4].
1 2 2 4 3 10
3
18
5
4 3 6 6 12
4.2. Pivot structure of Hadamard matrix of order 16
• Since the6×6D-optimaldesignwithdeterminant160doesnot exist embedded in theSylvester–
Hadamard matrix of order 16, the sixth pivot cannot take the value p6 = A(6)A(5) = 16048 = 103 .• Since the7×7D-optimaldesignwithdeterminant576doesnot exist embedded in theSylvester–
Hadamard matrix of order 16, the seventh pivot cannot take the value p7 = A(7)A(6) = 576160 = 185 .
The same holds and for the 2nd equivalence class.
• Since H8 exists embedded in the Sylvester–Hadamard matrix of order 16 and the largest deter-
minant for a 7 × 7 matrix that exists embedded in the Sylvester–Hadamard matrix of order 16
is 512, the eighth pivot can take the value p8 = A(8)A(7) = 4096512 = 8. The same holds and for the
2nd equivalence class.
The above results are confirmed in the following 34 pivot patterns given in Table 4, which were
obtained in [13].
In Table 4 it is now clear why the values 10
3
and 18
5
do not appear as sixth and seventh pivots in the
first equivalence class, which is the class of the Sylvester–Hadamard matrices. This was posed as an
open problem in [13].
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Table 5
The first seven pivots of Hadamard matrices of order 20.
Pivot 1 2 3 4 5 6 7
Values 1 2 2 4 2,3 4, 10
3
4, 18
5
, 16
5
Table 6
The last seven pivots of Hadamard matrices of order 20.
Pivot 14 15 16 17 18 19 20
Values 20
4
, 20
18/5
, 20
16/5
20
4
, 20
10/3
, 20
8/3
20
3
, 20
2
20
4
20
2
20
2
20
4.3. Pivot structure of Hadamard matrix of order 20
• Since the 5×5D-optimal designwith determinant 48 exists embedded in theHadamardmatrix
of order 20, the fifth pivot can take the value p5 = A(5)A(4) = 4816 = 3.• Since the 6× 6 D-optimal design with determinant 160 does exist embedded in the Hadamard
matrix of order 20, the sixth pivot can take the value p6 = A(6)A(5) = 16048 = 103 .• Since the 7× 7 D-optimal design with determinant 576 does exist embedded in the Hadamard
matrix of order 20, the seventh pivot can take the value p7 = A(7)A(6) = 576160 = 185 .
In a recent search thatwehave performed,we appliedGaussian eliminationwith complete pivoting
to 30,000,000 H-equivalent Hadamard matrices of order 20 from the three equivalence classes. We
obtained at least 1089 different pivot patterns, more than the 1024 ones that were first obtained in
[11]. From them, 91 appear only in the 1st class, 119 only in the 2nd class and 398 only in the 3rd. In
Tables 5 and 6, the first seven and the last seven values of the pivots are given. These results confirm
the pivot values that were predicted before.
The pivot pattern (1, 2, 2, 4, 2, 4, 4) for the first seven pivots, appears 217 times only in the 3rd
class. Interestingly it is seen from our search that a great majority of the specified 1089 pivot patterns
comes from the 3rd equivalence class. This is connected with the fact that in the 3rd class must exist
embedded a richer variety of matrices.
5. Conclusions
In this paperwe have studied the existence ofD-optimal designs embedded in Sylvester–Hadamard
matrices. Our study explains, for the first time,why certain specific pivot values appearwhenGaussian
elimination with complete pivoting is applied to Hadamard matrices. We believe that further study
of this type will help explain in other related open questions such as, when the fourth from the end
pivot of Hadamard matrices of order 16 takes the value n
2
= 8 and this happens only in the case of
Sylvester–Hadamard matrices.
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