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Abstract
Quantum Monte Carlo methods are powerful techniques for studying strongly interacting Fermi
systems. However, implementing these methods on computers with finite-precision arithmetic re-
quires careful attention to numerical stability. In the auxiliary-field Monte Carlo (AFMC) method,
low-temperature or large-model-space calculations require numerically stabilized matrix multipli-
cation. When adapting methods used in the grand-canonical ensemble to the canonical ensemble of
fixed particle number, the numerical stabilization increases the number of required floating-point
operations for computing observables by a factor of the size of the single-particle model space,
and thus can greatly limit the systems that can be studied. We describe an improved method
for stabilizing canonical-ensemble calculations in AFMC that exhibits better scaling, and present
numerical tests that demonstrate the accuracy and improved performance of the method.
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I. INTRODUCTION
The auxiliary-field quantum Monte Carlo (AFMC) method is a widely used approach for
calculating ground-state and finite-temperature properties of interacting quantum many-
fermion systems. These include nuclei [1], condensed matter systems [2, 3], atoms and
molecules [4, 5], quark matter [6], and cold atomic Fermi gases [7–10]. It is one of the few
general numerical methods for such systems that takes into account all two-body correlations
of the particles, and is exact up to a statistical error introduced by the Monte Carlo sampling.
In general, fermionic systems can suffer from a so-called sign problem that leads to large
statistical errors. However, for a significant class of systems, namely those with “good sign”
interactions, the statistical errors are reasonable, and AFMC is one of the most robust and
accurate techniques available.
Implementing AFMC at low temperatures and/or with large single-particle model spaces
can be numerically challenging. In this method, the thermal propagator Uˆ = e−βHˆ , where
Hˆ is the Hamiltonian of the system and β = 1/T is the inverse temperature, is expressed
as a functional integral of a non-interacting propagator Uˆ(σ) parameterized by imaginary-
time-dependent fields σ. The time dependence of these auxiliary fields requires that Uˆ(σ)
be represented as a long chain of matrix multiplications, with each matrix representing the
propagator for a short time slice ∆β. At low temperatures (i.e., large β), or for large single-
particle spaces, the repeated matrix multiplications give rise to widely varying numerical
scales, in which the intermediate and smaller scales are hidden in the differences between
much larger numbers. In finite-precision arithmetic, these physically important intermediate
and smaller scales become unrecoverable, leading to uncontrolled numerical errors.
In the grand-canonical ensemble, this problem has a well-known solution [3] in which the
matrix representation of Uˆ(σ) in the single-particle model space is decomposed into a form
that displays the scales explicitly. However, when this stabilization method is applied in
a straightforward manner to the canonical ensemble [11], in which exact particle-number
projection is used, it increases the computational effort required for computing observables
from O(N3s ) to O(N
4
s ), thus limiting the sizes of systems which can be studied.
Here we describe an improved method for numerically stabilized AFMC calculations
in the canonical ensemble. This method scales as O(N3s ) and therefore makes canonical-
ensemble calculations competitive with grand-canonical calculations. In practice it allows
2
canonical-ensemble calculations in spaces much larger than were previously possible. We
recently applied this method to compute signatures of the superfluid phase transition in a
finite-size cold atomic trapped Fermi gas [10]. Here we describe the method in more detail
and provide evidence for its numerical stability. The method is general and is applicable to
other AFMC calculations where the canonical ensemble is important, such as finite nuclei.
This paper is organized as follows. In Sec. II, we briefly review the AFMC method and
discuss the calculation of observables within the canonical ensemble. In Sec. III, we present
the problem of stabilizing matrix multiplication within AFMC and describe its standard
solution. In Sec. IV, we discuss the calculation of observables from the stabilized propagator,
the principal subject of this work. We first review the usual method used for the grand-
canonical ensemble and then discuss our new method for the canonical ensemble. In Sec. V,
we discuss the numerical stability and accuracy of the new method. Finally, in Sec. VI we
present our conclusion.
II. AUXILIARY-FIELD MONTE CARLO (AFMC) METHOD
The AFMC method employs a Hubbard-Stratonovich (HS) transformation [12, 13] to
rewrite the thermal propagator e−βHˆ of a many-particle system as a functional integral of
a non-interacting propagator Uˆ(σ) for particles moving in imaginary-time-dependent fields
σ. Here Hˆ is the Hamiltonian, β = 1/T is the inverse temperature, and the auxiliary fields
σ = σ(τ) are functions of the imaginary time τ (0 ≤ τ ≤ β). Explicitly,
e−βHˆ =
∫
D[σ]G(σ)Uˆ(σ), (1)
where D[σ] is the integration measure, G(σ) is a Gaussian weight, and Uˆ(σ) is the thermal
propagator for a non-interacting system parameterized by the auxiliary fields σ(τ).
The Hamiltonian Hˆ on the left-hand-side of Eq. (1) is defined in a many-particle fermionic
Fock space. This is typically generated from a finite basis of Ns single-particle orbitals by
constructing all possible Slater determinants in which a subset of these orbitals are occupied.
The resulting space has very large dimension, e.g.,
(
Ns
N
)
forN fermions of a single species. On
the other hand, the propagator Uˆ(σ) in the integrand of Eq. (1) describes a non-interacting
system, and its properties can be determined by matrix algebra in the space of single-particle
states, which has much lower dimension Ns.
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Observables in the AFMC method are computed by sampling their thermal expectation
values in this noninteracting system at different values of the external fields σ. For an
observable Oˆ, the HS transformation implies
〈Oˆ〉 =
Tr(Oˆe−βHˆ)
Tr(e−βHˆ)
=
∫
D[σ]G(σ)Tr[OˆUˆ(σ)]∫
D[σ]G(σ)Tr[Uˆ(σ)]
. (2)
The traces in Eq. (2) can be computed in various subspaces of Fock space, including the
grand-canonical ensemble (where a suitable chemical potential must also be included), and
the canonical ensemble. Traces at given values of good quantum numbers, such as spin and
parity, can also be calculated by using suitable projection operators [14–16].
In the grand-canonical (GC) ensemble, the many-particle traces can be easily computed
from the matrix representation U(σ) of the propagator Uˆ(σ) in the single-particle space.
The corresponding partition function is
ζ(σ) = TrGC[Uˆ(σ)] = det[1 + U(σ)], (3)
while the expectation of a one-body operator a†iaj is
〈a†iaj〉σ =
TrGC[a
†
iajUˆ(σ)]
TrGC[Uˆ(σ)]
=
[
1
1 + U(σ)−1
]
j,i
. (4)
To compute these quantities in an N -particle canonical ensemble, one can apply a discrete
Fourier sum to grand-canonical quantities [17]. This yields[18]
ζN(σ) =
1
Ns
Ns∑
m=1
e−iϕmN det[1 + eiϕmU(σ)], (5)
and
〈a†iaj〉N,σ =
1
ζN(σ)Ns
Ns∑
m=1
e−iϕmN
[
1
1 + e−iϕmU(σ)−1
]
ji
det[1 + eiϕmU(σ)], (6)
where ϕm ≡ 2pim/Ns. As we will see in the next section, the presence of the Fourier
sum increases the number of floating-point operations required for numerically stabilized
calculations from O(N3s ) to O(N
4
s ) when the standard method from the grand-canonical
ensemble is used.
For more details of the AFMC method and its practical applications, see Refs. [1, 3, 7,
10, 11, 14–16, 19–22].
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III. NUMERICAL STABILIZATION
In numerical AFMC calculations, the interval [0, β] is divided into Nt intervals of equal
length ∆β = β/Nt. The Ns × Ns matrix U ≡ U(σ) in Eqs. (3-6) is then a time-ordered
product
U = UNτ · · ·U1 (7)
of Nt factors, where Uk ≡ U(σ(τk)) is the matrix representation in the single-particle space
of the many-particle propagator Uˆ(σ(τk)) for the k-th time slice. Each matrix Uk has the
form Uk = e
−∆βhk , where hk is a complex, generally non-hermitian matrix generated from
the stochastically selected fields σ(τk). In AFMC calculations, the product (7) is explicitly
computed to obtain U .
At low temperature (i.e., large β), the number of factors in the product (7) becomes large.
As the number of factors grows, the range of numerical scales represented in the product
U diverges, and the matrix U becomes ill-conditioned, i.e., has large condition number[23]
κ(U) ≡ ‖U‖‖U−1‖. This can make it impossible to extract information via (5) and (6)
about states in the interior of the single-particle spectrum, as the relevant energy scales are
represented in U only implicitly as the differences of much larger numbers [3, 21].
The known solution to this problem is to compute a decomposed form of U , such as a
singular-value decomposition (SVD) or a QR decomposition [3, 24, 25]. These decompo-
sitions allow an accurate floating-point representation of U by keeping the widely varying
numerical scales in a separate diagonal matrix. Such a decomposition takes the form
U = ADB =


x x x
x x x
x x x




X
X
X




x x x
x x x
x x x

 , (8)
where A and B well-conditioned matrices (i.e., have condition numbers close to 1), and D is
diagonal with positive entries that represent the divergent scales contained in U . In Eq. (8)
the size of the symbols indicates the respective magnitude of the matrix elements. In the
SVD, we decompose U = ADB, where A and B are both unitary and the entries of D are
the singular values of U . To use a QR decomposition, we decompose U = QR, where Q
is unitary and R is upper triangular. We then set A = Q and separate out the diagonal
matrix D from R by scaling the rows of R such that R is either unit upper triangular [3]
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or has rows with unit norm [25]. We thus obtain U = ADB, where A is unitary, D is
diagonal with positive entries, and B is upper triangular. Note that for both the SVD and
QR decompositions, if we were to multiply out explicitly the factors on the r.h.s. of Eq. (8),
all resulting elements will be of the largest magnitude, indicating that the smaller scales
cannot be recovered except as differences of much larger numbers.
To stably compute the decomposition of U , one first decomposes the propagator of the
first time slice, U1 = A1D1B1, which is well-conditioned, then updates the decomposition as
the propagator for each successive time slice is multiplied into the product (7) [3]. A careful
stability analysis for this process has been performed in Ref. [25].
IV. STABILIZING CANONICAL-ENSEMBLE CALCULATIONS
Once the multiplication in (7) is carried out stably and U is available in a decomposed
form U = ADB (for a particular set of fields σ), it is necessary compute the partition func-
tion and the one-body densities. Canonical-ensemble calculations accomplish this using the
Fourier sums (5) for the partition function and (6) for one-body observables. In this section,
we first describe in Sec. IVA the method adapted from the grand-canonical calculations to
canonical calculations [11], and then in Sec. IVB, we describe our improved method, which
is the main subject of this paper.
A. Standard method
The grand-canonical partition function for a particular set of fields σ is given by the
determinant det(1 + U) in Eq. (3). Similar quantities appear in the canonical partition
function (5) as det(1 + eiϕmU), which must be computed for each value of m = 1, . . . , Ns.
To compute these determinants from the decomposition U = ADB, one may factorize
1 + eiϕmADB = A(A−1B−1 + eiϕmD)B. (9)
As discussed in Ref. [3], the addition of eiϕmD, which has widely diverging scales, to A−1B−1
does not introduce significant errors into the observables [26]. The quantity in parentheses
can then be decomposed for each m as A−1B−1 + eiϕmD = AmDmBm, so that
det(1 + eiϕmADB) = detA detAm detDm detBm detB . (10)
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The matrix decomposition is an O(N3s ) operation. Thus, the computation of the canonical
partition (5) with this method is an O(N4s ) operation, since a matrix decomposition must
be performed for each value of m in the Fourier sum.
B. Improved method
If U could be diagonalized by a similarity transformation, i.e., U = PΛP−1, where P is
invertible and Λi,j = δi,jλi is diagonal, then the eigenvalues λi may be used to compute the
determinant in O(Ns) operations:
det(1 + eiϕmPΛP−1) = det(1 + eiϕmΛ) =
Ns∏
k=1
(1 + eiϕmλk). (11)
The calculation of the Fourier sum therefore becomes an O(N2s ) operation, requiring, how-
ever, a matrix diagonalization [O(N3s )] beforehand. Thus such a method would overall
requires O(N3s ) operations. A similar estimate applies to the calculation of the one-body
densities.
However, the decomposition U = ADB cannot simply be multiplied out to diagonalize
U , as this would destroy information contained in all but the largest numerical scales in D.
Instead, we can apply a simple transformation to stably diagonalize U . The equation we
have to solve for an eigenvalue λ of U is
ADBx = λx. (12)
Multiplying both sides by A−1 and defining y = A−1x, we obtain
DBAy = λy, (13)
where DBA is a row-stratified matrix, i.e., a well-conditioned matrix BA multiplied on the
left by a diagonal matrix D whose entries vary widely in scale
DBA =


X X X
X X X
X X X

 . (14)
The matrix DBA, although highly ill-conditioned, can be stably diagonalized by first bal-
ancing the matrix and then using the QR algorithm, as is done, e.g., in LAPACK [27]. We
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present numerical evidence of this in the next section. We can then stably determine the
eigenvalues and eigenvectors of U . The eigenvalues of U are exactly those of DBA, while the
eigenvectors xi of U can be obtained from the eigenvectors yi of DBA by the transformation
xi = Ayi.
The Fourier sums (5) and (6) can easily be expressed in terms of the eigenvalues and
eigenvectors of U , allowing one to stably compute observables from the decomposition U =
ADB using O(N3s ) operations. For the partition function, we have
ζN(σ) =
1
Ns
Ns∑
m=1
e−iϕmN
Ns∏
k=1
(1 + eiϕmλk), (15)
while for the one-body densities, we compute
γk ≡
1
ζN(σ)Ns
Ns∑
m=1
e−iϕmN
(
1
1 + λ−1k e
−iϕm
) Ns∏
k=1
(1 + eiϕmλk), (16)
so that (here the j-th column of the matrix P is the eigenvector xj)
〈a†iaj〉N,σ =
∑
k
PjkγkP
−1
ki . (17)
We have compared the efficiency of the standard method and our improved method
in the context of a particular many-body system that is of interest to cold atom physics.
We consider two species of fermionic atoms (10 atoms of each type), moving in an isotropic
three-dimensional harmonic trap and interacting with a contact interaction of zero range and
infinite scattering length (known as the unitary limit) [10]. The single-particle basis (for a
given species) consists of all eigenfunctions of the three-dimensional harmonic oscillator with
at most Nmax oscillator quanta. The number of single-particle states for this basis is given by
Ns = (Nmax+1)(Nmax+2)(Nmax+3)/6. In Fig. 1 we show the time to compute one sample
in AFMC versus Ns (the dimension of the matrices) for the standard method (open circles)
and our improved method (solid circles). We observe that the new method yields a dramatic
improvement in efficiency over the standard method. Many of our calculations in Ref. [10]
were done for Nmax = 11 oscillator quanta, for which the number of single-particle states is
Ns = 364. In the standard method, these calculations would have been too time-consuming
and thus impractical to carry out on current computers.
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Figure 1. Comparing the timing of the standard and new methods for calculating observables from
the stabilized propagator of Eq. (8). The time required to calculate one sample for a 20-atom cold
Fermi gas at a temperature of T = 0.1~ω (ω is the trap frequency) and ∆β = 1/32 [10] is shown
versus the number of single-particle states. Open circles describe the standard method of Eqs. (9)
and (10), while solid circles correspond to the new method using stabilized matrix diagonalization.
Convergence for the condensate fraction in Ref. [10] was reached at Nmax = 11 (Ns = 364), which
would be impractical to compute using the standard method.
V. STABILITY AND ACCURACY
It is not obvious that the computation of the eigenvalues of the row-stratified matrix
DBA in Eq. (13) is numerically stable. In fact, the standard error analysis of the QR
algorithm obtains a bound for the backward error which is proportional to the Frobenius
norm of the matrix [28]. For our problem, this bound is many orders of magnitude larger
than the relevant eigenvalues. This backward error also ignores the row-stratified structure
of the original matrix.
The eigenvector problem of stratified (also known as graded) matrices has been explored
previously; see, in particular, Ref. [29]. However, to our knowledge, no proof of the stability
of the QR algorithm for stratified matrices is currently known.
This section has two parts. In Sec. VA, we first study the sensitivity of the eigenvalues
and eigenvectors of the row-stratified matrix DBA to small relative perturbations in its
matrix elements. We find, using a modification of standard perturbation theory, that the
problem is well-conditioned under essentially the same circumstances as for a matrix with a
9
condition number close to 1.
In Sec. VB, we test numerically the diagonalization of row-stratified matrices using
LAPACK. We find, when the matrix is balanced beforehand, that the method is perfectly
stable for matrices of the type considered here. We also demonstrate the accuracy of AFMC
calculations with the improved method.
A. Eigenvalue and eigenvector sensitivity
Let M be a row-stratified matrix
M = DC =


X X X
X X X
X X X

 ,
where C is invertible and of unit scale (i.e., has eigenvalues of order 1) andD = diag{d1, . . . , dn},
where d1 > d2 > · · · > dn > 0. (Here M represents the matrix DBA and C represents the
product BA of Sec. IVB.) Suppose also that λ is a simple eigenvalue of M , and that y and
z satisfy My = λy and z†M = λz†.
Standard perturbation theory [24] is concerned with the absolute sensitivity of λ with
respect to small perturbations in the entries of M . In particular, let δM = εE be a small
perturbation of M representing roundoff error in the entries of M . Here ε is on the order of
the machine precision and we may take ‖E‖2 = ‖M‖2 (where ‖M‖2 = maxx∈CNs‖Mx‖2/‖x‖2
is the matrix 2-norm). Then the standard sensitivity analysis [24] gives
|λ˙(0)| 6
‖M‖2
s(λ)
, (18)
where λ˙(0) ≡ (dλ/dε)|ε=0 and s(λ) ≡ |z
†y| is the condition of the eigenvalue λ. However, this
result is not particularly useful for row-stratified matrices, since for the smaller eigenvalues,
‖M‖2 may be much larger than λ.
Fortunately, we can determine a bound for the relative error on λ that exploits the
structure of M . In particular, we find (see Appendix VI)
|λ˙(0)/λ| 6
‖C−1‖2
s(λ)
, (19)
which shows that the relative sensitivity of λ does not depend on the condition number of
M , but only on the condition of the matrix C (which is of unit scale) and on the condition
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s(λ) of the eigenvalue λ. We also note that, in the calculations described in this paper, M is
the product of matrix exponentials and therefore all of its eigenvalues are strictly nonzero,
assuming a sufficient range in the floating-point representation.
In the SVD, C is unitary, so ‖C−1‖2 in Eq. (19) becomes 1, and |λ˙(0)/λ| 6 1/s(λ). On
the other hand, in the QR decomposition, M = DRQ, where Q is unitary and R is upper
triangular. In this case C = RQ and Eq. (19) becomes |λ˙(0)/λ| 6 ‖R−1‖2/s(λ). In practice,
the matrix R is well-conditioned.
Thus, we conclude that the nonzero eigenvalues of the highly ill-conditioned but row-
stratified matrix M = DC are insensitive to roundoff error inM when s(λ) is not too small.
This is similar to the situation for matrices with condition number close to 1, except that
we have replaced the traditional analysis of the absolute error [24] with an analysis of the
relative error.
A similar result can also be obtained for the eigenvector sensitivity. We find
‖y˙k(0)‖2 6 ‖C
−1‖2
N∑
i=1,i 6=k
|λk|
|λk − λi|
1
s(λi)
, (20)
where yk is the k-th eigenvector and y˙k(0) ≡ (dyk/dε)|ε=0. Thus, the sensitivity of the k-th
eigenvector depends on the fractional separation |λk − λi|/|λk| of each eigenvalue from the
target eigenvalue, as well as on the condition s(λi) of each eigenvalue. Again, this result is
similar to the usual result [24] a for well-conditioned matrix M , except that the absolute
difference |λk−λi| is replaced with the relative difference |λk−λi|/|λk| multiplied by ‖C
−1‖2.
We see that the eigenvector sensitivity depends only on the condition of the base matrix C
and of the individual eigenvalues, and not on the condition of M itself.
B. Numerical verification
To test the stability of diagonalizing DBA, we computed the eigenvalues of a Ns × Ns
complex matrix U generated from a product of Nt matrix exponentials
U = e−∆βh · · · e−∆βh (Nt times) , (21)
where h is a randomly generated matrix (identical in each factor). The matrix U is ill-
conditioned and its calculation requires stabilized matrix multiplication. However, its eigen-
values and eigenvectors can be determined accurately from a single factor e−∆βh, which is
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well-conditioned. Hence, such a matrix provides a convenient test for the diagonalization of
matrices of the type that occur in AFMC.
For this test we chose the entries hij to be complex numbers whose real and imaginary
parts are randomly drawn from a uniform distribution on (0, 1). This type of matrix sim-
ulates the kind that occurs in the AFMC method. We computed U in two different ways:
(i) using unstabilized matrix multiplication (with the BLAS routine ZGEMM [30]), and (ii)
using matrix multiplication stabilized with a QR decomposition. We then compared the
eigenvalues and eigenvectors obtained by diagonalizing U with those obtained by diagonal-
izing a single factor e−∆βh. In exact arithmetic, the eigenvectors of U should be identical to
those of e−∆βh, while the eigenvalues should be the Nt-th power of those of e
−∆βh.
We show in Fig. 2 the numerical relative error in the eigenvalues and eigenvectors of U as
a function of the condition number [31] of U , which grows monotonically with the number Nt
of factors. As the figure shows, the QR stabilization method together with diagonalization
of DBA is perfectly stable for products of the form (21).
To illustrate the accuracy of the AFMC calculations performed with the new stabilization
method, we used again the example of the cold atom Fermi gas with contact interaction in a
harmonic trap (for 20 particles). In Table I we show a comparison of the expectation values
〈Hˆ〉 of the Hamiltonian using the standard and new stabilization methods, averaged over
two samples. We also list the times required to compute these samples. The temperature
used here (T = 0.1~ω) is well within the region where stabilization is necessary. The results
in Table I demonstrate that the two methods are numerically identical to a large number of
digits.
VI. CONCLUSION
Numerically stabilized calculations of observables for a non-interacting propagator Uˆ are
critical to performing AFMC calculations at low temperature and/or in large single-particle
model spaces. We have described an improved method for computing the particle-number-
projected partition function and the expectation values of observables from a stabilized
matrix decomposition U = ADB of the propagator. The method works by employing a
stabilized matrix diagonalization method for U and computing the partition function and
observables from the eigenvalues and eigenvectors of U . This new method reduces the O(N4s )
12
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Figure 2. Relative errors in the eigenvalues and eigenvectors of a row-stratified, ill-conditioned
matrix U generated from a long product of matrix exponentials (21). The horizontal axis shows
the approximate condition number of U (computed as the magnitude of the ratio of the largest
to smallest eigenvalues). On the vertical axis are the relative errors |λ − λexact|/|λexact| and ‖v −
vexact‖/‖vexact‖ of the eigenvalues and eigenvectors of U , respectively. Open triangles: eigenvalue
errors from unstabilized matrix multiplication (using ZGEMM) and diagonalization; solid triangles:
eigenvector errors from the same method. Solid circles: eigenvector errors from QR-stabilized
matrix multiplication and diagonalization of DRQ; open circles: eigenvalue errors from the same
method. We observe that for these matrices the QR stabilization method is perfectly stable up to
condition numbers of 10300.
scaling of the standard method (when applied to the canonical ensemble) to O(N3s ) (where
Ns is the number of single-particle states). We have demonstrated that the new method can
dramatically reduce the computational time of canonical AFMC calculations in the context
of a trapped cold atom Fermi system. The method is also applicable to other physical
systems such as nuclei, and can enable the study of systems in the canonical ensemble which
previously could not be practically studied using AFMC.
The method relies on the stable diagonalization of an ill-conditioned but row-stratified
matrix that arises as a product of matrix exponentials. We studied the perturbation theory
for this problem and found that it is well-conditioned (i.e., insensitive to roundoff in the
input matrix) under the same circumstances as for a well-conditioned matrix. Moreover, we
demonstrated in numerical tests that the QR algorithm (as employed by LAPACK, in which
13
Standard method New method
Nmax Ns 〈Hˆ〉 (~ω) time (s) 〈Hˆ〉 (~ω) time (s)
3 20 47.14058966 8.6 47.14058966 2.1
4 35 47.38511486 48.3 47.38511486 7.4
5 56 44.25256873 212.5 44.25256873 22.0
6 84 46.36694696 836.2 46.36694696 69.4
7 120 45.31182132 2941.4 45.31182132 184.3
8 165 45.80579528 9386.9 45.80579528 575.0
9 220 37.97768943 26973.2 37.97768943 1300.4
Table I. Energies and timings for two samples of a Monte Carlo simulation of a 20-atom, three-
dimensional isotropically trapped cold atomic Fermi gas at T = 0.1~ω. The atoms interact strongly
with a contact interaction in the unitary limit of infinite scattering length. In the first and second
columns (from the left) we list the maximal number Nmax of oscillator quanta and the corre-
sponding number Ns of single-particle states. The third and fourth columns are, respectively, the
expectation 〈Hˆ〉 of the Hamiltonian averaged over two samples, and the time required to compute
these two samples using the standard stabilization method. The fifth and sixth columns are the
same quantities but using the new stabilization method. The numbers for 〈Hˆ〉 shown here are not
physical (as they are calculated from only two samples), but they clearly demonstrate that the two
methods give numerically identical results. The times per sample for both methods are also shown
in Fig. 1.
it is preceded by matrix balancing) is numerically stable for this problem. This method may
also apply to other calculations where information must be extracted from a dense, highly
stratified matrix.
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APPENDIX A
To determine the relative sensitivity of the eigenvalues to roundoff error in the entries
of M , we consider a perturbation of the form δM = εDF , where ‖F‖2 = 1 (here ‖F‖2 ≡
maxx 6=0‖Fx‖2/‖x‖2) and ε is small (on the order of the machine precision). Following
Ref. [24], there exist differentiable x(ε) and λ(ε) in a neighborhood of ε = 0 such that
(M + εDF )x(ε) = λ(ε)x(ε).
To determine the sensitivity of λ with respect to the perturbation, we differentiate both
sides with respect to ε and set ε = 0. It is easy then to see that
|λ˙(0)| =
|y†DFx|
|y†x|
=
|y†DFx|
s(λ)
, (22)
where λ˙(0) ≡ (dλ/dε)|ε=0 and s(λ) ≡ |y
†x| is the condition of the eigenvalue λ. It then
follows that
|λ˙(0)| =
|y†DCC−1Fx|
s(λ)
=
|λ||y†C−1Fx|
s(λ)
.
Using the fact that ‖y2‖ = ‖x‖2 = 1 and ‖F‖2 = 1, we obtain
|λ˙(0)/λ| 6
‖C−1‖2
s(λ)
. (23)
To obtain Eq. (20) we follow a similar procedure based on the analysis of Ref. [24].
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