Abstract-We introduce a rate-adaptive system in which the receiver demodulates only those bits that have a high probability of being correct, treating nondemodulated bits as erasures. Several sets of decision regions, derived using composite hypothesis testing, are proposed for 16-QAM and 16-phase-shift keying, which allow for the simple implementation of this demodulation strategy. We demonstrate that pre-encoding the data with a Raptor code allows for simple reconstruction of the message, regardless of the erasure pattern introduced from the nondemodulated bits. We prove the optimality of the proposed decision regions in selecting the most likely subset of bits from any received symbol in moderate-to-high signal-to-noise ratios, and we analyze the performance of demodulating with these decision regions over an additive white Gaussian noise channel. Also demonstrated is the strong performance of 16-QAM for this application, compared with other power-efficient constellations and the near-optimality of using Gray mapping, even under the proposed alternate sets of decision regions.
I. INTRODUCTION
R ATE-ADAPTIVE systems provide an elegant solution to the problem of transmitting data over a time-varying channel. Two popular rate-adaptive systems are adaptive modulation and incremental redundancy (IR). In an adaptive modulation system, the transmitter dynamically adjusts the modulation level used according to the (presumably) slow variations in the channel, as in [1] and [2] . The modulation scheme used at any instant is chosen such that a target bit-error rate (BER) is maintained for the duration of the transmission-clearly, over poor channel instants, a low order of modulation would be selected, while a higher order of modulation would be used during favorable channel instants. In contrast to adaptive modulation systems, IR schemes (first introduced in [3] ) achieve rate adaptation by encoding data packets using a low-rate "mother code" and transmitting subpackets one by one using an automatic repeat request (ARQ) algorithm, until the receiver successfully decodes the original packet.
These systems are in contrast to typical nonrate-adaptive systems where the modulation, coding, and power level are fixed ahead of time to achieve a desired level of performance; in the case of a time-varying channel, these systems are designed for the worst-case channel conditions with a fixed power margin or coding gain applied in order to ensure acceptable average performance over the entire channel range. Despite the obvious advantages of adaptive modulation and IR, both schemes present some difficulties, as well. Most current adaptive modulation schemes work with the assumption that the transmitter has relatively accurate knowledge of the channel [i.e., to make a modulation choice, the transmitter needs to know the received signal-to-noise ratio (SNR)]. Typically, the transmitter obtains knowledge of the channel state from the receiver by means of a feedback path, which may consume a significant amount of overhead, especially if the channel information changes rapidly relative to the symbol rate. Furthermore, inaccuracies in the estimate of the channel state at the transmitter can lead to degradation in performance (e.g., [4] ). IR schemes (specifically type-II hybrid ARQ schemes) avoid the requirement for channel feedback to the transmitter, but require instead a second-layer ARQ protocol scheme to operate. An additional complication of IR is that the decoding procedure is repeated after each subpacket is received to check for successful transmission (essentially wasting resources each time the decoding scheme fails). A final concern is the potentially large buffer in such a scheme, which must be designed for the worst-case scenario and may be severely under-utilized under typical channel conditions.
Here, we present a novel adaptive demodulation (ADM) scheme, which preserves the advantageous properties of traditional rate-adaptive schemes, while avoiding some of their pitfalls. Essentially, in the proposed ADM scheme, the transmitter would send a fixed modulated and coded data stream, and the receiver would demodulate the symbols at a nonfixed rate, where the demodulation rate at any instant would be determined by the observed channel state at the receiver. Thus, the receiver would demodulate only those bits which have a high degree of certainty, and would treat as erasures any bits which have an increased chance of being in error. For certain two-dimensional (2-D) signal constellations and symbol mappings, this selective demodulation can be accomplished very easily using a remarkably simple set of decision regions. To send a -bit message using such a system, a particularly straightforward way to do so is to first encode the message using a rateless erasure code, such as a Raptor code [5] . If such a code is used, then to decode, the receiver must simply accumulate bits (where is small and depends on the design of the code), all of which are highly reliable due to our ADM scheme.
During a favorable channel instant, the ADM scheme would introduce no erasures, and full-rate communication would be 0090-6778/$20.00 © 2006 IEEE preserved (note that the rate would be slightly reduced by due to the outer code). Under poor channel conditions, the appropriate decision regions would be chosen such that only those bits most likely to be correct would be collected, thus decreasing the error rate (at the cost of a reduced data rate). This effectively achieves the results of a regular adaptive modulation scheme without requiring any channel-state information feedback to the transmitter. The scheme also overcomes the limitations of IR schemes: a traditional ARQ protocol is not needed, the buffer size is limited to , and the receiver needs to decode only once.
The fact that particular bits in a signal constellation have a higher degree of certainty than others has been used previously in the study of codes with unequal error protection [6] , [7] . Also of interest are nonuniform phase-shift keying (PSK) and quadrature amplitude modulation (QAM) constellations (sometimes called hierarchical modulation) discussed in, for example, [8] and [9] for the broadcast channel in which certain "base bits" are transmitted with a high probability of being correct, while additional "refinement bits" can be observed only by users in high-SNR regions. These systems focus on ensuring a base bit stream is available to all users (with refinements available when possible); in contrast, our system does not specify any base bits or refinement bits a priori in a symbol, but focuses on demodulating whichever bits are more likely at the receiver. In the system we consider, we do not classify certain bits as more important or higher priority, since under the rateless code construction, all bits are of equal importance. Our system focuses on a rate-adaptive method for complete packet delivery, as opposed to a constant low-rate bit stream with enhancements available for certain users.
The remainder of the paper is organized as follows. Section II contains an overview of rateless erasure codes, along with a description of the system model. The question of how to determine the optimal decision regions (for the reduced rates) for a given signal constellation is addressed in detail in Section III, which includes a derivation of the optimal set of adaptive decision regions for Gray-coded 16-QAM and 16-PSK using estimates of the log-likelihood ratio (LLR) of each bit in the modulated symbol. The section also includes an analysis of the BER performance of these decision regions. In Section IV, we discuss the optimality of using the Gray mapping for 16-QAM and 16-PSK in the ADM scheme; we also discuss other signal constellations and their respective performance in the ADM scheme. Results of simulations of the ADM scheme using Gray-coded 16-QAM and precoded with a Raptor code are given in Section V. Finally, Section VI provides a brief summary of the paper and comments on future directions.
II. BACKGROUND AND SYSTEM MODEL

A. Rateless Erasure Codes
Though the focus of this paper is on the decision regions, signal constellations, and symbol mappings involved in implementing an ADM scheme, a brief discussion of the outer code is provided here to facilitate an overall appreciation for the system; further details of rateless erasure codes are provided in Appendix I as well as [5] , [10] , and [11] .
The Luby Transform (LT) code, proposed by Luby [10] , is an important erasure-correcting code which implements the so-called "digital fountain" concept of erasure correction introduced in [12] . Such a code allows the encoder to produce a potentially limitless number of code symbols from a source packet of symbols. Ideally, a receiver would be able to decode the source packet as soon as it has received any set of (or slightly more than ) code symbols, assuming all received code symbols are correct (as they would be in an erasure-channel setting). These codes can be considered "rateless," since regardless of the loss pattern of the erasure channel, the transmitter stops generating and sending code symbols as soon as the receiver receives any symbols, and the number of code symbols to be generated is not constrained ahead of time. The Raptor code extends these ideas to reduce encoding and decoding complexity.
Although LT and Raptor codes were originally designed for use with erasure channels, their performance over other channels, specifically the binary symmetric channel (BSC) and the additive white Gaussian noise (AWGN) channel, has been considered in [13] . There, it is found that the Raptor code can, in fact, correct errors (with an increase in required as the noise increases), while the LT code exhibits an error floor. The performance of Raptor codes on symmetric channels is further investigated in [14] , where it is shown that the degree distributions of the code can be tailored to suit the given channel in order to achieve optimal performance. Of particular interest is that on the erasure channel, there are known to exist so-called universal degree distributions, which provide optimal (capacity-achieving) performance for any loss probability . On the BSC, however, no such universal distributions exist; thus, as the bit-flip probability changes, so too does the optimal degree distribution.
B. System Model
Our system is described as follows. To transmit a -bit message , we first encode it using a Raptor code, which produces a continuous bit stream of unspecified length (the code terminates when a single acknowledgment is received). The bit stream is modulated using a standard modulation method (with symbol alphabet ) to produce a symbol stream which is sent over the channel. For the moment, we consider a simple AWGN channel where the noise process has a two-sided power spectral density (PSD) of . At the receiver, the observed signal representing a train of symbols is given by (1) where is the th symbol (and is complex), is the received pulse shape, is the symbol period, and is the white noise process.
At the receiver, is passed through a filter matched to the received pulse shape, , and is sampled at the symbol rate to produce the vector , where , assuming the energy of the received pulse shape is normalized to one, and is a complex noise sample with variance in each dimension. At the same time, an estimator The distance between nearest neighbors is 2c.
is used to determine the received SNR over each symbol (or each block of symbols). Of course, in a true AWGN channel, the noise variance would be fixed, and continuously performing estimates would be redundant; the estimator truly belongs in a time-varying channel implementation.
Based on the estimate of the received SNR and the desired maximum allowable BER, the receiver chooses which set of decision regions it will use to determine the constituent bits in each symbol (and which bit positions, if any, will be ignored). Using the appropriate decision regions, bits are accumulated in a buffer until we have bits. Once the buffer is full, the packet is decoded (using belief propagation (BP) here) to produce the original bits, .
III. ADAPTIVE DECISION REGIONS FOR 16-QAM AND 16-PSK WITH GRAY MAPPING
A. Gray-Mapped 16-QAM
We consider first an ADM system that uses a 16-QAM signal constellation where the bits are mapped to the symbols using Gray mapping, as in Fig. 1 . We would like to modify the standard decision regions to provide alternate sets of regions which specify, for a given , a subset of the four bits in the symbol that excludes the least reliable bit(s). The construction of such decision regions is not necessarily intuitively obvious. For instance, initially, one might be tempted to recover two bits per symbol by simply drawing decision region boundaries along the real and imaginary axes and decoding the two bits in common in each quadrant (e.g., a received vector in the upper right quadrant would be decoded as ). This method works well in nonuniform QAM constellations, but not so well here, as we will see. Immediately, we notice that the error rate we would experience on the two recovered bits will not be dramatically smaller than the regular 16-QAM error rate, since the signal points next to the axes are still a distance of (in at least one direction) from a boundary, where nearest neighbors are separated by a distance of . Thus, a systematic method to construct decision regions is required.
We require decision regions that select the most reliable subset of bits in a symbol (or, equivalently, ignore the least reliable subset). Let a -decision region set ( -DRS) be a set of decision regions that recover bits per symbol. Thus, a -DRS must determine the most reliable bits for any received . The decision for the value of a particular bit of (where ), can be formulated as a binary composite hypothesis test, similar to the method used in [15] . Let represent the set of constellation points for which bit is 1, where there are constellation points with a 1 in bit position ; similarly, let be the set of points where bit is 0, and where there are constellation points with a 0 in bit position . Thus, our hypothesis testing problem for is to decide between (2) If we assume that it is equally likely that a 0 or 1 was transmitted in position (so that ), then the optimal detector for simply evaluates the sign of the LLR given by (3) where to obtain the second line requires the additional assumption that all symbols are equally likely.
To obtain the most reliable bits in , we then must choose the strongest hypotheses among all , or equivalently, we must identify the LLRs with the largest magnitudes. The magnitudes of the LLRs indicate the most reliable bit positions for a given , and the signs of the LLRs indicate the most likely values of the bits in those positions.
Analytically comparing the magnitudes of for is not an easy task. Instead, we develop a good approximation for (3) to simplify our analysis. For high SNR, the sum of exponentials in the numerator and denominator of (3) are well represented by a single dominant exponential term. Now the that maximizes is the one that minimizes the Euclidean distance . Similarly, the closest to (in Euclidean distance) produces the dominant exponential term in the denominator. Thus, letting and represent the closest symbol points to from and , respectively, we can write (4) where and represent the energy of symbol points and .
Careful evaluation of (4) over results in the following approximations for the magnitude of the LLRs (assuming once again that the energy of the shaping pulse is normalized to 1 and that is the distance between nearest neighbors in Fig. 1 ):
(5) (6) (7) (8) where represents the real part of , and represents its imaginary part.
These approximations are very close to the true LLRs for high-to-moderate SNR values. In fact, for as low as 3 dB (where is the average energy per bit), we find that the approximation is very good when we compare (5)- (8) to a numerical evaluation of (3) over a wide range of . 1 Using the approximations for the magnitudes of the LLRs of each bit, it is a relatively simple (although somewhat laborious) task to rank the magnitudes from largest to smallest for all possible values of . Using these rankings, one can then create decision regions to choose the most probable bits for any received , with the boundaries of the decision regions given by simple analytical linear equations. It turns out that the -DRSs we obtain for Gray-mapped 16-QAM using this method (based on the approximate LLRs) are independent of (assuming it is at least moderate to large), and are remarkably simple to implement. In Fig. 2 , we show the 3-DRS and 2-DRS for Gray-mapped 16-QAM; the symmetry and simplicity of both DRSs is immediately apparent. For the 2-DRS, the dotted lines in Fig. 2 indicate the decision regions obtained using the approximate LLRs, while the solid lines indicate a simplification that produces a checkerboard pattern for the decision regions. The simplification proves to be an attractive alternative, since its performance is nearly identical to the set of decision regions specified by the dotted lines, but is simpler to implement. The near-equivalent performance results from the fact that the sloped boundaries of the 2-DRS do not play a major role in calculations for the dominant term of the BER expression.
As the decision regions shown in Fig. 2 were derived using approximate LLRs, we would expect them to be valid for moderate-to-large SNR. To verify that this is indeed true, we evaluated the exact LLRs of (3) for each bit (using MATLAB 2 ) for a 2-D array of values and generated contour plots of the appropriate DRSs over a range of SNR values. We found that for ln(3 (r )) and ln(3 (r )), but their approximations for ln(3 (r )) and ln(3 (r )) are less accurate for larger r and r . Additionally, in a recent paper [17] , Simon and Annavajjala developed a set of exact expressions for the LLRs; these, however, are complicated nonlinear expressions not suited for the analysis we propose below. 2 The MathWorks Inc., 2002. the decision regions derived using the approximation correspond precisely to the ones produced by our simulation for as low as 0 dB. Thus, for practical SNR values, the approximate decision regions are certainly valid (and are much simpler to implement than numerically evaluating (3) for every given received ).
B. Gray-Mapped 16-PSK
We choose Gray-mapped 16-PSK (Fig. 3) as another candidate on which we apply our analysis to determine its reduced DRSs. Though not as popular as 16-QAM, the symmetry of 16-PSK makes it conducive to analysis, and provides a good Determining the -DRSs for Gray-mapped 16-PSK once again requires evaluating (3) for each bit over all , and then choosing the largest LLRs. Of course, the sets and are modified appropriately to reflect the 16-PSK constellation points. As before, it is possible to approximate the LLRs of the bits in 16-PSK at high SNR by choosing the dominant term in the sum of exponentials. Since the energy of all constellation points is constant for 16-PSK, the approximation resembles (4) without the energy terms (9) where, once again, and represent the closest symbol points to from and , respectively. It turns out that (9) is a little more complicated to evaluate than (4) . Writing in polar form as and making use of some trigonometric identities, we can show that (10) where is the angle of the symbol closest to (i.e., is the angle of , and is the angle of ) and is the distance of each symbol point from the origin.
Armed with (10), it is now possible (although computationally tedious) to analytically determine the -DRSs for 16-PSK. By examining (10) , it is obvious that our decision regions will not be dependent upon SNR, since all LLRs share a common factor of . In fact, it turns out that the boundaries between decision regions will comprise pie-shaped sections, exactly as in regular 16-PSK. Additionally, due to the symmetry of the constellation, the boundaries for 3-DRS and 2-DRS always appear on or exactly in between two signal points. The complete 3-DRS and 2-DRS for 16-PSK are shown in Fig. 4 .
Similar to the 16-QAM case, these DRSs are robust across a large range of SNRs. Indeed, when the exact LLRs of (3) are used to numerically compute the DRSs over a 2-D array of , we find that our approximation is valid, at least down to as low as 0 dB.
C. Bit-Error Probability
To complete our analysis of the DRSs for Gray-mapped 16-QAM and 16-PSK, we would like to compute the BER for 3-DRS and 2-DRS. The computation is similar to the method followed in [18, pp. 187-194] for computing the BER of -QAM and -PSK using standard decision regions. The BER curves we generate indicate the probability of error of the demodulated bits, not of the erasures (note that the erasures do not result in errors, as their positions are known).
We begin by computing the probability of symbol error for the 3-DRS of 16-QAM (decision regions shown in Fig. 2) . We say that a "symbol error" occurs if any of the three bits on which we make a decision are incorrect. This is unlike standard demodulation, in that we are not making a decision on precisely which symbol was transmitted; instead, we are choosing the three most likely bits (which, in this case, amounts to making a decision that the transmitted symbol was a member of a set of the two most likely symbols).
To compute the symbol error, we begin by considering the four inner points of the constellation (located at , , , ); by symmetry, all of these points have the same symbol error, and we need consider only one of them, e.g., (see Fig. 1 ), as having been transmitted. Inspection of the 3-DRS in Fig. 2 shows that if an inner point is transmitted, the decision on three bits will be correct if lands in any of the four decision regions surrounding that point. As the noise is assumed to be circularly symmetric, we define and as independent Gaussian random variables with variance , where is the noise along the rad component, and is the noise along the rad component. Thus, we can write correct It is then straightforward to show that error where is the energy per bit, and is the area under the tail of the Gaussian distribution; specifically, . It is interesting to note here that for an error to occur, the noise must have a value larger than , in contrast to regular 16-QAM demodulation, where the noise must only exceed ; thus, we indeed observe an improvement in the distance properties of these decision regions. In computing the above, we must be careful to remember that since each symbol now only conveys three bits, then where (as opposed to regular 16-QAM, where ). The symbol error for the eight points on the sides and the four points in the corners of the 16-QAM constellation can be computed using a similar technique to the above. As some of the boundaries for these points are not rectangular, a simple estimation technique in [18, p. 190 ] is used for these cases. Putting all this together, we find that the symbol error for the 3-DRS is given by (11) This analysis is repeated for the simplified (i.e., solid-line boundaries) 2-DRS case of Fig. 2 . Here we find that the noise must exceed in order to cause an error, thus further improving our distance properties; this time, however, we must use in our calculations. Since all decision boundaries in this case are rectangular, our calculation is exact, and we find (12) It turns out that for this constellation and mapping (for both 3-DRS and 2-DRS) when symbol errors do occur, the most likely symbol errors are ones which result in only one bit error (since the nearest surrounding decision regions differ by only one bit, and possibly one erasure position). Thus, we can approximate the bit error for 3-DRS and 2-DRS using and . These estimates for BER are very tight, as can be seen in Fig. 5 , where the estimates are plotted alongside simulated results for 3-DRS and 2-DRS. The error rate for regular 16-QAM shown in the figure is as per [18, p. 193] .
For 3-DRS, we see a gain of 1.76 dB over 16-QAM, and for 2-DRS, we see a gain of 3 dB. In fact, these gains are slightly misleading. If the intent of our ADM system is for the transmitter to always maintain the same format, then the transmitter would keep its power fixed, hence would be constant. In this case, were our receiver to switch from demodulating 16-QAM to demodulating using 3-DRS, our BER would be determined using the 3-DRS curve, and using an value of instead of . Thus, when we plot our BER versus as in Fig. 6 , we find that the curves are spaced further apart than in Fig. 5 , indicating a wider range of operation.
Finally, we examine the BER for the reduced DRSs for 16-PSK. These results are derived following similar steps to the derivation of the BER for regular 16-PSK as in [18, p. 190] , and are stated below These curves are plotted in Fig. 5 . We see that, as one might expect, the performance of 16-PSK is inferior to 16-QAM in the reduced-decision-region case. We note that for the 16-PSK system, the spacing between the curves is larger (with a gain of 4.7 dB for the 3-DRS and a gain of 6.1 dB for the 2-DRS) than for 16-QAM.
IV. ADAPTIVE DECISION REGIONS FOR ALTERNATE MAPPINGS AND CONSTELLATIONS
The shape of adaptive decision regions and their BER performance are determined by two factors: the mapping of bits to symbols and the choice of constellation. In this section, we will examine the choice of constellation and mapping and how this affects both the shape and BER performance of a set of decision regions.
A. Mapping Choice
In Section III, we derived the BER of the adaptive decision regions for Gray-mapped 16-QAM and 16-PSK. Here we present some heuristic arguments, indicating that Gray mapping is indeed an optimal or near-optimal choice for these constellations in the ADM scheme. The arguments presented assume we are operating at moderate-to-high SNR.
We consider first an arbitrary mapping for 16-QAM; we wish to determine an approximation for the best achievable BER when we recover three bits per symbol. Let us consider point , one of the four inner points in the 16-QAM constellation with a labeling of . There are exactly four symbols which are a Hamming distance of one from , specifically, , ,
, and , where represents the binary opposite of . Now, has four nearest neighbors of distance and four diagonal neighbors of distance . Thus, at least four of the neighbors of (either nearest neighbors or diagonal neighbors) must be labeled with symbols having Hamming distance greater than one. Now, if any neighbor of is labeled with a symbol having Hamming distance greater than one, then a boundary would be required between and this neighbor, since the two symbol points would not share three bits in common (and thus, could not mutually agree on three bits). To minimize our BER (for ), we need to ensure that the boundaries are as far as possible from ; thus, we assign to the nearest neighbors the symbols with Hamming distance of one. The diagonal neighbors will cause to be surrounded by four boundaries, each
away. An error occurs if the noise exceeds in either of two dimensions, resulting in a symbol-error probability (SEP) of approximately best SE,3DRS inner point . We consider next the four corner points. These each have two nearest neighbors and one diagonal neighbor. For the reasons discussed above, we let the nearest neighbors be labeled with symbols of Hamming distance one from the corner point. For the diagonal neighbor, we could label it with a symbol having Hamming distance one (since there are four of these available); however, when we do this, we find that the diagonal neighbor and the two nearest neighbors are now separated by a Hamming distance of two, which will significantly reduce the overall performance of the constellation. A better result is obtained if we allow the diagonal neighbor to be a distance of two from the corner point and one from the nearest neighbors. This results in a single boundary a distance of away and gives a SEP of approximately best SE,3DRS corner point . Similar arguments can be used to show that under optimal mapping, the side points have SEP of best SE,3DRS side point . Using this result and the results above, we can say that for an arbitrary mapping (for recovering three bits per symbol), the best achievable SEP is approximately best SE,3DRS
. Using (11) and (for 3-DRS), we can write the SEP for the 3-DRS of Gray coded 16-QAM as
SE,3DRS
Comparing this with the approximation for best achievable symbol error, we conclude that Gray mapping provides one possible configuration of near-optimal mapping for recovering three bits per symbol in 16-QAM at moderate-to-high SNR.
An argument similar to the one above can also be used to show that Gray mapping is a near-optimal mapping to recover three bits per symbol in 16-PSK. Appendix II contains additional arguments regarding the best symbol mapping for 16-QAM and 16-PSK when recovering two bits per symbol; it turns out that Gray mapping is once again near-optimal.
B. Constellation Choice
In examining constellation choice, we study several popular constellations. We do not prove that any one constellation is "optimum," but instead evaluate the relative simplicity (or complexity) of the reduced decision regions, as compared with QAM and PSK, and compare the respective BER performance. We choose to examine three additional 16-ary constellations: (1,5,10) ring, (5,11) ring, and optimum hexagonal. These constellations, shown in Fig. 7 , are chosen since they (along with 16-QAM) are among the most power-efficient in AWGN, as indicated in [19] . The ring ratios are chosen to be for (1, 5, 10) and for (5,11) to achieve optimal BER performance, as shown in [20] .
Because the three additional constellations under consideration do not possess the same degree of symmetry as 16-QAM and 16-PSK, analytically determining the DRSs is not feasible. Instead, to determine the shape of the reduced decision regions for these constellations, we numerically evaluated (3) over a 2-D array of possible values using MATLAB. Our simulation showed that neither the 3-DRS nor the 2-DRS is particularly simple or easy to implement, as both contain amorphous, nonsymmetrical, nonlinear boundaries (figures not shown).
The BER performance of these constellations under the reduced decision regions is shown in Figs. 8 and 9 . The performance curves for all three constellations reveal an initially sur- prising result: at high SNR, we find that the BER for every constellation using the 3-DRS is actually worse than the BER of the equivalent system when demodulating all four bits. In fact, for the (1,5,10) ring and optimum hexagonal constellations, even the 2-DRS performs worse than the standard system at high SNR.
To explain the poor performance of the 3-DRS for all three constellations, we observe that for each of these constellations, we can identify pairs of nearest neighbors with Hamming distance of two or greater (e.g., for the (1,5,10) ring, we have 0100 neighboring 1001, for optimum hexagonal, we have 1110 neighboring 1011, and for the (5,11) ring, we have 1111 neighboring 1100). Since these neighboring points do not share three bits in common, any implementation of a 3-DRS (recovering the three most likely bits) must have a boundary between these nearest neighbors. Consequently, the distance properties of the constellation (for those particular points) are not improved by using the 3-DRS, and this effect will tend to dominate the error at high SNR. This suggests that at high SNR, the 3-DRS symbol error expressed as a function of will share a dominant term (up to a scaling factor) with the symbol error of the standard demodulator, since both will have decision boundaries between some nearest-neighbor pairs. When we consider bit error as a function of , we use for 3-DRS (instead of when demodulating four bits), which results in 3-DRS actually performing worse than the standard demodulation case (as a function of ). Since the gain experienced by neglecting the least probable bit is minimal (due to the deficient 3-DRS distance properties), this gain is outweighed by the effective additional power allocated to each bit when we demodulate fewer than four bits per symbol. If we were to plot the BER versus , we would observe that 3-DRS does indeed offer an improvement in performance for a fixed carrier strength, although only a slight one.
For the (1, 5, 10) ring and optimum hexagonal constellations, the poor performance of the 2-DRS is explained in a similar fashion. For these constellations, we note that there exist certain pairs of neighboring points that have a Hamming distance of three (e.g., 0100 and 1001 for the (1,5,10 ) ring, and 1111 and 0100 for optimum hexagonal). As explained above for 3-DRS, this will result in deficient distance properties for the 2-DRS, since the 2-DRS will require a boundary between these nearest neighbors. We note that the (5,11) ring constellation does not have any nearest-neighbor pairs having a Hamming distance of three; this results in a marked improvement of the 2-DRS for the (5,11) ring.
As a final note, we observe that none of the three additional constellations considered performs nearly as well as 16-QAM in the reduced-decision-region case.
Motivated by some of the deficiencies observed in the ring and optimum hexagonal constellations, we now propose two properties of "good" constellations to use with reduced decision regions.
Property 1: No symbol point in an -ary constellation should have more than minimum-distance-nearest-neighbors (so in our 16-ary constellations, no symbol point should have more than four nearest neighbors).
Proof: For any -ary symbol, , there exists at most other -ary symbols of Hamming distance one from (since to achieve a Hamming distance of one, we can flip at most one bit at a time in , and has bits). Thus, any symbol with more than minimum-distance-nearest-neighbors must have a nearest neighbor with Hamming distance two or greater. The -DRS recovers the most likely bits in a symbol; if there exists a symbol with a nearest neighbor having Hamming distance of two or more, then the -DRS must have a boundary between these neighbors, since they do not share bits in common. To avoid errors on such a symbol point, the noise on that received symbol point (in at least one dimension) would need to be smaller than (where is the distance between nearest neighbors); at high SNR, this degenerate case will dominate the error of the -DRS, resulting in no significant gains in performance over the standard case.
Property 2: No three points in an -ary constellation should be mutual-minimum-distance-nearest-neighbors 3 (i.e., the constellation should not contain equilateral triangles).
Proof: Any set of three mutual-minimum-distancenearest-neighbors will contain at least one point which is a Hamming distance of two or greater from at least one other point. This can be seen by considering the -ary symbol ; a second symbol has Hamming distance of one from if and only if a single bit of is flipped (call this bit ). A third symbol of Hamming distance one from can be constructed by flipping of (where ). The Hamming distance between and cannot be one, since they differ in both and . For the same reasons discussed in the proof of Property 1, if we have nearest neighbors differing by a Hamming distance of two (or greater), the -DRS will have a boundary between these neighbors, resulting in no significant gain in distance properties and -DRS performance.
When we consider the (1,5,10) ring, the (5,11) ring, and the optimum hexagonal constellations in light of these properties, we observe that each one of them violates one or both of the properties above. In fact, these properties allow us to eliminate other candidate constellations by inspection. The dense packing of the power-efficient constellations results in no significant additional distance properties when we consider reduced decision regions. Thus, we see that 16-QAM outperforms these constellations in the 3-DRS and 2-DRS cases (and note that 16-QAM does not violate either property).
Bearing in mind the two properties above, we consider a final constellation: the (8, 8) ring (see Fig. 7 ) with a ring ratio of 1.765 (chosen to make the distance between the inner and outer rings equal to the distance between points on the inner ring). Though the (8,8) ring does not perform particularly well when recovering four bits per symbol, we observe the interesting property that the performance of 3-DRS and 2-DRS are nearly equal to the performance of 3-DRS and 2-DRS for 16-QAM, as the BER curves in Fig. 9 show. In addition, the 3-DRS and 2-DRS for the (8, 8) ring (not shown) are symmetrical and simpler to implement than the 3-DRS and 2-DRS for optimum hexagonal, (5,11) ring, and (1,5,10) ring.
We conclude this section with the comment that Graymapped 16-QAM appears to be a very attractive candidate for use in an ADM system. The constellation provides reduced decision regions that are very simple to implement, and which have significantly improved performance, compared with the considered alternatives. 16-PSK also provides simple regions and, although its performance is worse than 16-QAM, its simplicity and constant signal envelope make it attractive, as well.
V. NUMERICAL RESULTS
Finally, we wish to simulate the performance of the entire system. Based on our results in Sections III and IV, we chose Gray-mapped 16-QAM for our system with the appropriate decision regions as given in Fig. 2 . In choosing the code, we used a Raptor code with degree distribution , and . The degree distribution is one proposed in [5] (for the erasure channel), which was shown to correct errors over a BSC in [13] . The outer code used was a rate-0.95 right regular low-density parity-check (LDPC) code, as described in [11] . It must be noted that in practice, one can design a Raptor code degree distribution (using a linear programming technique) optimized for the error pattern one might expect from the channel, though this is beyond the scope of this paper. Decoding was accomplished using the standard BP algorithm [21] for sparse-graph codes, which was used in [13] and [14] to successfully decode Raptor codes containing transmission errors. Demodulated bits (that were not erased by the reduced decision regions) were each assigned the same likelihood (as if they had emerged from a BSC), in order to provide a reasonable starting point for the decoder after the hard-decision demodulation. The simulation shows the performance of Raptor-encoded 16-QAM using standard decision regions, 16-QAM using 3-DRS, and 16-QAM using 2-DRS. The results of the simulation are shown in Fig. 10 .
Initially, the primary reason to use a rateless erasure code for the system was that it would allow recovery of the message even when an unspecified number of bits were dropped (due to our reduced decision regions). As can be seen from Fig. 10 , however, an additional benefit is that it also provides a significant coding gain. When examining Fig. 10 , one must again remember that were we to plot the performance against , we would observe an even greater separation between the curves shown, as discussed in Section III. Additionally, were the code optimized for our particular application, we would expect to achieve greater coding gains than the ones shown here.
The simulation results show that using reduced decision regions in concert with a rateless erasure code allows for a feasible implementation of a rate-adaptive system. To implement an ADM system in practice, we could use a set of BER curves such as those in Fig. 10 to determine which set of decision regions the receiver should use to achieve a certain level of performance for any given received SNR.
Of interest is the throughput of the ADM system compared with a fixed-rate system. We provide a simple (nonoptimized) example to show the power of ADM. We consider a memoryless Rayleigh fading channel where the instantaneous received SNR of each symbol is given by , where is Rayleigh-distributed with probability density function (pdf)
, with . The instantaneous SNR per symbol is defined as ; it is chi-square distributed with two degrees of freedom (due to the ). We define the average received SNR per symbol as . Consider a fixed-rate binary (B)PSK system (that achieves a throughput of 1 bit per symbol). The BER of BPSK over a Rayleigh fading channel is given by as per [18, p. 542] . So to achieve a BER of , we need dB. Now, consider an ADM system operating over the same Rayleigh fading channel with dB, and at the same BER as the BPSK system. A simple (and nonoptimal) way of choosing the regions of operation for the ADM system (for operation at a BER of or better) is to determine the instantaneous received SNR (per bit) required for each DRS to have BER . Reading off of Fig. 10 , we see that we need dB for 2-DRS, dB for 3-DRS, and dB for all four bits. This allows us to calculate the required instantaneous received SNR per symbol, leading to 8.02 dB, 10.57 dB, and 13.57 dB, where , and are the switching thresholds for 2-DRS, 3-DRS, and full 16-QAM, respectively. Using these (nonoptimal) switching thresholds, the throughput of the ADM system is calculated to be bits per symbol, where , and the leading term before the integral represents the reduction in rate due to the outer LDPC code and the Raptor code with . Clearly, even for this nonoptimal example, the ADM system results in a large increase in throughput over the fixed-rate scheme.
VI. CONCLUSION
We have introduced a novel rate-adaptive system that uses adaptive decision regions at the receiver and a rateless erasure code. The importance of our system is that it avoids some of the problems inherent in adaptive modulation or IR systems (channel feedback, large buffers, or multiple decodings).
By developing simple estimates for the LLR of each bit in Gray-mapped 16-QAM and 16-PSK, we showed that their optimum adaptive decision regions have a simple shape, and are robust over a large range of SNRs. To demonstrate the gain in performance offered by the reduced decision regions, we developed tight estimates of the BER for these regions for 16-QAM and 16-PSK. We argued as well that Gray mapping is among the optimal or near-optimal mappings to use to achieve good performance under reduced decision regions for both 16-QAM and 16-PSK. Additionally, we considered three competing powerefficient constellations, and showed that 16-QAM is preferable to these for our application. Finally, we presented simulation results of the performance of the reduced decision regions of Gray-mapped 16-QAM precoded with a rateless erasure code to demonstrate the feasibility of the system.
We are currently working to extend the results to encompass fading channels and to optimize the Raptor code for our application.
APPENDIX I LT AND RAPTOR CODES
An LT code takes a set of input symbols and can generate a limitless stream of output symbols using the following three steps. 1) Randomly choose the degree of the output symbol according to a predetermined distribution.
2) Select of the input data symbols at random using a uniform distribution.
3) The output symbol is the XOR of the input data symbols selected in Step 2. This can be repeated as many times as is necessary to produce a sufficient number of output symbols.
To decode an LT code, the receiver waits until it has accumulated code symbols and then constructs a (sparse) bipartite graph, with the observed output code symbols on one side and the unknown source symbols on the other. A BP algorithm is then applied to the graph to recover the unknown source symbols. In the case of an erasure channel, the BP algorithm simplifies considerably. Of note is that the receiver needs to know the randomly generated degree sequence in order to construct the graph; methods to ensure this are discussed in [10] . A single acknowledgment is sent once the required number of symbols are collected and decoded (for large , this represents negligible overhead).
The performance and ultimate success or failure of the code depends upon the selection of the degree distribution (used in
Step 1 of the code generation). For LT codes, the degree distribution selected is the robust Soliton distribution, derived in [10] . The focus of the derivation is to ensure that the code will decode to completion with high probability, while at the same time ensuring that the average degree is small and the graph remains sparse.
Raptor codes were introduced in [5] to improve on the encoding and decoding complexity of LT codes. A Raptor code can be implemented using a two-step encoding process, whereby a message is first precoded using a standard error-correcting code, and then is further encoded using an LT code (with a potentially modified degree distribution). Shokrollahi shows in [5] that more flexibility is gained by reducing the requirement of the LT code to recover all of the source symbols. In fact, from any received code symbols, it is possible to recover a fixed fraction of the source symbols from the LT code using a modified degree distribution which has fixed average degree (i.e., the degree is independent of , unlike an LT code which uses the robust Soliton distribution). The precode for a Raptor code is chosen in such a manner as to allow recovery of the fraction of erasures remaining after the LT code is decoded. Since the degree distribution is independent of , it allows for linear time encoding and decoding (assuming judicious choice of the precode). Maymounkov independently proposed the idea of using a two-step coding process to reduce the coding complexity and called the resulting codes online codes in [11] .
APPENDIX II DISCUSSION OF OPTIMAL MAPPING FOR 2-DRS
We consider the best mapping to use with 16-QAM when recovering two bits per symbol. Suppose a point is received (symbol plus noise) that falls somewhere in the square defined by the points , and (see Fig. 1 ). The transmitted symbol most likely corresponds to one of the four symbols nearest the received point, i.e., the corners of the square. Now, it is possible to show that a maximum of four symbols can share the same two bit values and positions in common. Thus, if a mapping were chosen such that , and shared two bits in common, it could be considered optimal (or near-optimal) from the point of view that the four most likely symbols (for any point received in the square) all agree on two bits. Thus the square defined by these symbol points would comprise a decision region for two bits. If the mapping of the entire constellation were chosen using this method, then each by square would comprise a decision region uniquely identifying two bits; no two decision regions would identify the same two bits. This leads to a DRS similar to the simplified (i.e., solid-line) one proposed for Gray mapping in Fig. 2 . In this case, if the noise exceeds in either of two dimensions, an error occurs. Though this argument is heuristic, it strongly suggests that Gray mapping is one possible configuration to achieve optimal (or near-optimal) mapping to recover two bits per symbol at moderate-to-high SNR.
Finally, we want to consider the best mapping to use to recover two bits per symbol from 16-PSK. The following lemma will be useful in our discussion.
Lemma 1: Consider a 16-ary constellation where each symbol represents four bits, and let us construct decision regions such that each region specifies two bits per symbol (i.e., a 2-DRS). Then, a maximum of two symbol points can simultaneously satisfy both sides of a boundary between regions.
Proof: Let be a boundary between two regions. Consider the case where the region on one side of is , and on the other side is . In this case, clearly only one point can satisfy both regions:
. Consider a second case, where the region on one side of is , and on the other side is . Here, only two points can satisfy both regions: and . Finally, consider a third case, where we have on one side and on the other. In this case, no point can satisfy both regions. All other cases can readily be seen to conform to these examples, and our proof is complete. Now let us consider a particular boundary somewhere between consecutive points and in the 16-PSK constellation. From Lemma 1, a maximum of two points can satisfy both sides of the boundary . To achieve the best distance properties, let points and satisfy both sides of the boundary. Now, the points on either side of and (i.e., points and ) will not satisfy both sides of . Thus, an error will occur if noise causes either one of them to fall on the wrong side of . To minimize the probability of error, then, we let fall in the middle between and . Thus, the "best case" error boundary is found at an angular distance of rad, which is precisely the boundaries given by Gray coding.
