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Abstract. A previously developed hybrid particle-continuum method [J. B. Bell, A. Garcia, and
S. A. Williams, Multiscale Model. Simul., 6 (2008), pp. 1256–1280] is generalized to dense ﬂuids and
two- and three-dimensional ﬂows. The scheme couples an explicit ﬂuctuating compressible Navier–
Stokes solver with the isotropic direct simulation Monte Carlo (DSMC) particle method [A. Donev,
A. L. Garcia, and B. J. Alder, J. Stat. Mech. Theory Exp., 2009 (2009), article P11008]. To achieve bidirectional dynamic coupling between the particle (microscale) and continuum (macroscale) regions,
the continuum solver provides state-based boundary conditions to the particle subdomain, while the
particle solver provides ﬂux-based boundary conditions for the continuum subdomain. This type of
coupling ensures both state and ﬂux continuity across the particle-continuum interface analogous to
coupling approaches for deterministic parabolic partial diﬀerential equations; here, when ﬂuctuations
are included, a small (< 1%) mismatch is expected and observed in the mean density and temperature across the interface. By calculating the dynamic structure factor for both a “bulk” (periodic)
and a ﬁnite system, it is veriﬁed that the hybrid algorithm accurately captures the propagation of
spontaneous thermal ﬂuctuations across the particle-continuum interface. The equilibrium diﬀusive
(Brownian) motion of a large spherical bead suspended in a particle ﬂuid is examined, demonstrating
that the hybrid method correctly reproduces the velocity autocorrelation function of the bead but
only if thermal ﬂuctuations are included in the continuum solver. Finally, the hybrid is applied to the
well-known adiabatic piston problem, and it is found that the hybrid correctly reproduces the slow
nonequilibrium relaxation of the piston toward thermodynamic equilibrium but, again, only if the
continuum solver includes stochastic (white-noise) ﬂux terms. These examples clearly demonstrate
the need to include ﬂuctuations in continuum solvers employed in hybrid multiscale methods.
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1. Introduction. With the increased interest in nano- and microﬂuidics, it has
become necessary to develop tools for hydrodynamic calculations at the atomistic
scale [1, 2, 3]. While the Navier–Stokes–Fourier continuum equations have been surprisingly successful in modeling microscopic ﬂows [4], there are several issues present
in microscopic ﬂows that are diﬃcult to account for in models relying on a purely
PDE approximation. For example, it is well known that the Navier–Stokes equations
fail to describe ﬂows in the kinetic regions (large Knudsen number ﬂows) that appear in small-scale gas ﬂows [5]. It is also not a priori obvious how to account for
the bidirectional coupling between the ﬂow and embedded microgeometry or complex
boundaries. Furthermore, it is not trivial to include thermal ﬂuctuations in Navier–
Stokes solvers [6, 7, 8, 9], and, in fact, most of the time the ﬂuctuations are omitted
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even though they can be important at instabilities [10] or in driving polymer dynamics [11, 12]. An alternative is to use particle-based methods, which are explicit and
unconditionally stable, robust, and simple to implement. The ﬂuid particles can be
directly coupled to the microgeometry; for example, they can directly interact with
the beads of a polymer chain. Fluctuations are naturally present and can be tuned
to have the correct spatio-temporal correlations.
Several particle methods have been described in the literature, such as molecular
dynamics (MD) [13], direct simulation Monte Carlo (DSMC) [14], dissipative particle
dynamics (DPD) [15], and multiparticle collision dynamics (MPCD) [16, 17]. Here we
use the isotropic DSMC (I-DSMC) stochastic particle method described in [18]. In the
I-DSMC method, deterministic interactions between the particles are replaced with
stochastic momentum exchange (collisions) between nearby particles. The I-DSMC
method preserves the essential hydrodynamic properties of expensive MD: local momentum conservation, linear momentum exchange on length scales comparable to the
particle size, and a similar ﬂuctuation spectrum. At the same time, the I-DSMC ﬂuid
is ideal and structureless, and as such is much simpler to couple to a continuum solver.
However, even particle methods with coarse-grained dynamics, such as I-DSMC,
lack the eﬃciency necessary to study realistic problems because of the very large numbers of particles needed to ﬁll the required computational domain. Most of the computational eﬀort in such a particle method would, however, be expended on particles
far away from the region of interest, where a description based on the Navier–Stokes
equations is likely to be adequate.

Fig. 1. A two-dimensional illustration of the use of the MAR hybrid to study a polymer chain
(larger red circles) suspended in an I-DSMC particle ﬂuid. The region around the chain is ﬁlled with
particles (smaller green circles), while the remainder is handled using a ﬂuctuating hydrodynamic
solver. The continuum (macro) solver grid is shown (thick blue lines), along with the (micro) grid
used by the particle method (thin blue lines). The ﬂuctuating velocities in the continuum region
are shown as vectors originating from the center of the corresponding cell (purple). The interface
between the particle and continuum regions is highlighted (thicker red line). (Color ﬁgures available
in electronic version of article.)

Hybrid methods are a natural candidate to combine the best features of the particle and continuum descriptions [19, 20]. A particle method can be used in regions
where the continuum description fails or is diﬃcult to implement, and a more eﬃcient continuum description can be used around the particle domain, as illustrated
in Figure 1. For example, a continuum description fails or is inaccurate in regions of
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extreme gradients such as shocks [21], in rareﬁed regions [5], near singularities such
as corners [22], and contact lines [23]. Unlike particle methods, continuum solvers
require special and often diﬃcult-to-implement techniques in order to handle ﬂow
near suspended structures or complex boundaries [12], or to handle sharp interfaces
in ﬂuid mixing [24, 25].
This type of hybrid algorithm ﬁts in the multialgorithm reﬁnement (MAR) simulation approach to the modeling and simulation of multiscale problems [26, 27]. In
this approach the problem is represented at various levels of reﬁnement, and, in addition to reﬁning the spatio-temporal resolution at successive levels, potentially diﬀerent
algorithms are used at the diﬀerent levels, as appropriate for the particular level of
resolution. The general idea is to perform detailed calculations using an accurate
but expensive (e.g., particle) algorithm in a small region, and couple this computation to a simpler, less expensive (e.g., continuum) method applied to the rest. The
challenge is to ensure that the numerical coupling between the diﬀerent levels of the
algorithm hierarchy, and especially the coupling of the particle and continuum computations, is self-consistent, stable, and, most importantly, does not adversely impact
the underlying physics.
Many hybrid methods coupling a particle subdomain with a continuum domain
have been described in the literature; however, it is important to point out that the
vast majority are meant for a diﬀerent class of problems from our own. We will not
attempt to review this large ﬁeld but rather focus on the main diﬀerences between
our method and those developed by other groups. The most important distinction
to keep in mind is whether the system under consideration is a gas [26, 28, 29, 30],
liquid [19, 20, 31], or solid [27]. The method we describe aims to bridge the region
between gas and liquid ﬂows, which we refer to as dense ﬂuid ﬂows. We are able
to use a relatively simple coupling methodology because we neglect the structure of
the particle ﬂuid by virtue of using the I-DSMC particle method instead of the more
commonly used (and expensive) MD. For a recent review of various methods for
coupling MD with continuum methods for dense ﬂuid ﬂows, see [20, 31].
Another important classiﬁcation is between static or quasi-static coupling, which
is appropriate for ﬁnding steady-state solutions or time-dependent solutions when
there is a large separation between the time scales of the macroscopic deformation
and the microscopic dynamics, and dynamic coupling, which is capable of representing
fast macroscopic processes such as the propagation of small-wavelength sound waves
across a particle-continuum interface [32, 33]. Our method is one of a few coupling
methods for ﬂuid ﬂows that belongs to the second category. A further distinction to
keep in mind is based on the type of continuum model that is used (elliptic, parabolic,
hyperbolic conservation law, or mixture thereof), and also what range of physical phenomena present in the particle dynamics is kept in the description. For example, the
majority of methods for ﬂuid ﬂows use an incompressible approximation for the ﬂuid
equations, which is suitable only under an assumption of large separation of scales.
Methods that do include density ﬂuctuations often make an isothermal approximation
and do not include heat transfer (i.e., the energy equation). The method we present
here is dynamic and includes the complete compressible Navier–Stokes system in the
continuum model, as was also done in [34].
Furthermore, there are diﬀerent ways in which the continuum and particle subdomains can exchange information at their common interface. This important issue is
discussed further in section 2.3.1, but for a more complete review the reader is referred
to [20]. Broadly speaking, an important distinction is whether state or flux information is used to ensure continuity at the particle-continuum interface (for a historical
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review, see [20]). Flux-based coupling between MD and a Navier–Stokes solver has
been developed in a series of works by a group of collaborators starting with [35], further developed to include heat transfer [34] and also some state exchange to improve
the stability for unsteady ﬂows [34]. Our algorithm is unique in combining ﬂux and
state coupling to ensure continuity of both ﬂuxes and state at the interface.
A crucial feature of our hybrid algorithm is that the continuum solver includes
thermal ﬂuctuations in the hydrodynamic equations consistent with the particle dynamics, as previously investigated in one dimension in [36] for DSMC and in [2, 37, 38]
for MD. Thermal ﬂuctuations are likely to play an important role in describing the
state of the ﬂuid at microscopic and mesoscopic scales, especially when investigating
systems where the microscopic ﬂuctuations drive a macroscopic phenomenon such as
the evolution of instabilities, or where the thermal ﬂuctuations drive the motion of suspended microscopic objects in complex ﬂuids. Some examples in which spontaneous
ﬂuctuations may signiﬁcantly aﬀect the dynamics include the breakup of droplets in
jets [39, 40, 41], Brownian molecular motors [42], Rayleigh–Bernard convection [43],
Kolmogorov ﬂows [44, 45], Rayleigh–Taylor mixing [10], and combustion and explosive detonation [46]. In our algorithm, the continuum solver is a recently developed
three-stage Runge–Kutta integration scheme for the Landau–Lifshitz Navier–Stokes
(LLNS) equations of ﬂuctuating hydrodynamics in three dimensions [9], although
other ﬁnite-volume explicit schemes can trivially be substituted.
As summarized in section 2, the proposed hybrid algorithm is based on a fully
dynamic bidirectional state-ﬂux coupling between the particle and continuum regions.
In this coupling scheme the continuum method provides state-based boundary conditions to the particle subdomain through reservoir particles inserted at the boundary
of the particle region at every particle time step. During each continuum time step a
certain number of particle time steps are taken and the total particle ﬂux through the
particle-continuum interface is recorded. This ﬂux is then imposed as a ﬂux-based
boundary condition on the continuum solver, ensuring strict conservation [26, 36]. Section 3 describes the technical details of the hybrid algorithm, focusing on components
that are distinct from those described in [26, 36]. Notably, the use of the I-DSMC
particle method instead of the traditional DSMC method requires accounting for the
interactions among particles that are in diﬀerent continuum cells.
In section 4 we thoroughly test the hybrid scheme in both equilibrium and nonequilibrium situations, and in both two and three dimensions. In section 4.1 we study
the continuity of density and temperature across the particle-continuum interface and
identify a small mismatch of order 1/N0 , where N0 is the number of particles per continuum cell, that can be attributed to the use of ﬂuctuating values instead of means.
In section 4.2 we compute dynamic structure factors in periodic (“bulk”) and ﬁnite
quasi two- and one-dimensional systems and ﬁnd that the hybrid method seamlessly
propagates thermal ﬂuctuations across the particle-continuum interface.
In section 4.3 we study the diﬀusive motion of a large spherical buoyant bead
suspended in a bead of I-DSMC particles in three dimensions by placing a mobile
particle region around the suspended bead. This example is of fundamental importance in complex ﬂuids and microﬂuidics, where the motion of suspended objects such
as colloidal particles or polymer chains has to be simulated. Fluctuations play a critical role since they are responsible for the diﬀusive motion of the bead. The velocityautocorrelation function (VACF) of a diﬀusing bead has a well-known power law tail of
hydrodynamic origin, and its integral determines the diﬀusion coeﬃcient. Therefore,
computing the VACF is an excellent test for the ability of the hybrid method to capture the inﬂuence of hydrodynamics on the macroscopic properties of complex ﬂuids.
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Finally, in section 4.4 we study the slow relaxation toward thermal equilibrium
of an adiabatic piston with the particle region localized around the piston. In the
formulation that we consider, the system is bounded by adiabatic walls on each end
and is divided into two chambers by a mobile and thermally insulating piston that can
move without friction. We focus on the case when the initial state of the system is in
mechanical equilibrium but not thermodynamic equilibrium: the pressures on the two
sides are equal but the temperatures are not. Here we study the slow equilibration of
the piston towards the state of thermodynamic equilibrium, which happens because
asymmetric ﬂuctuations on the two sides of the piston slowly transfer energy from the
hotter to the colder chamber.
We assess the performance of the hybrid by comparing it to purely particle simulations, which are assumed to be “correct.” Unlike in particle methods, in continuum
methods we can trivially turn oﬀ ﬂuctuations by not including stochastic ﬂuxes in the
Navier–Stokes equations. By turning oﬀ ﬂuctuations in the continuum region we obtain a deterministic hybrid scheme, to be contrasted with the stochastic hybrid scheme
in which ﬂuctuations in the continuum region are consistent with those in the particle
region. By comparing results between the deterministic and stochastic hybrid we are
able to assess the importance of ﬂuctuations. We ﬁnd that the deterministic hybrid
gives the wrong long-time behavior for both the diﬀusing spherical bead and the adiabatic piston, while the stochastic hybrid correctly reproduces the purely particle runs
at a fraction of the computational cost. These examples demonstrate the need to
include thermal ﬂuctuations in the continuum solvers in hybrid particle-continuum
methods.
2. Brief overview of the hybrid method. In this section we brieﬂy introduce
the basic concepts behind the hybrid method, relegating further technical details to
later sections. Our scheme is based on an adaptive mesh and algorithm reﬁnement
(AMAR) methodology developed over the last decade in a series of works in which a
DSMC particle ﬂuid was ﬁrst coupled to a deterministic compressible Navier–Stokes
solver in three dimensions [26, 47], and then to a stochastic (ﬂuctuating) continuum
solver in one dimension [36]. This section presents the additional modiﬁcations to
the previous algorithms necessary to replace the traditional DSMC particle method
with the I-DSMC method [18], and a full three-dimensional dynamic coupling of a
complex particle ﬂuid [48] with a robust ﬂuctuating hydrodynamic solver [9]. These
novel techniques are discussed further in section 3.
Next, we brieﬂy describe the two components of the hybrid, namely, the particle microscopic model and the continuum macroscopic solver, and then outline the
domain decomposition used to couple the two, including a comparison with other
proposed schemes. Both the particle algorithm and the macroscopic solver have already been described in detail in the literature, and, furthermore, both can easily be
replaced by other methods. Speciﬁcally, any variant of DSMC and MPCD can be
used as a particle algorithm, and any explicit ﬁnite-volume method can be used as a
continuum solver. For this reason, in this paper we focus on the coupling algorithm.
2.1. Particle model. The particle method that we employ is the isotropic
DSMC (I-DSMC) method, a dense fluid 1 generalization of the direct simulation Monte
Carlo (DSMC) algorithm for rareﬁed gas ﬂows [14]. The I-DSMC method is described
in detail in [18], and here we only brieﬂy summarize it. It is important to note that,
1 Note that by a dense ﬂuid we mean a ﬂuid where the mean free path is small compared to the
typical ﬂuid interatomic distance.
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like the traditional DSMC ﬂuid, the I-DSMC ﬂuid is an ideal ﬂuid, that is, it has
the equation of state (EOS) and structure of an ideal gas; it can be thought of as a
viscous ideal gas. As we will see shortly, the lack of structure in the I-DSMC ﬂuid
signiﬁcantly simpliﬁes coupling to a continuum solver while retaining many of the
salient features of a dense ﬂuid.
In the I-DSMC method, the eﬀect of interatomic forces is replaced by stochastic collisions between nearby particles. The interaction range is controlled via the
collision diameter D or, equivalently, the density (hard-sphere volume fraction) φ =
πN D3 /(6V ), where N is the total number of particles in the simulation volume V .
The strength of the interaction is controlled through the dimensionless cross-section
prefactor χ, which is on the order of unity [18]. Stochastic collisions are processed
at the end of every particle time step of duration ΔtP , and between collisions each
particle i is streamed advectively with constant velocity υ i = ṙ i . The spatial domain
of the simulation, typically a rectangular region, is divided into micro cells of length
Lc  D, which are used to eﬃciently identify all particles that are within distance Lc
of a given particle by searching among the particles in neighboring cells (each cell has
3d neighboring cells, counting itself, where d is the spatial dimension). At each time
step, conservative collisions occur between randomly chosen pairs of particles that
are closer than a distance D apart; speciﬁcally, a random amount of momentum and
energy is exchanged between the two particles with the probabilities of the collision
outcomes obeying detailed balance. The I-DSMC algorithm can be viewed as a stochastic alternative to deterministic hard-sphere molecular dynamics (MD) [49], where
hard spheres of diameter D collide when they touch.
In addition to the ﬂuid (I-DSMC) particles there may be a number of additional
spherical particles, which we refer to as beads, suspended in the I-DSMC ﬂuid. The
beads interact with each other and the ﬂuid particles either deterministically, as hard
spheres impermeable to and colliding with touching particles, or stochastically, as
permeable spheres colliding stochastically with overlapping particles. Note that the
sphere radii used for determining the ﬂuid-ﬂuid, ﬂuid-bead, and bead-bead interaction
distances may, in general, be diﬀerent. Combining deterministic hard-sphere collisions
with stochastic collisions requires a mixed time-driven and event-driven treatment, as
in the stochastic event-driven MD (SEDMD) algorithm developed in [48]. We will use
the SEDMD algorithm in the examples presented in this paper.
We have also developed an alternative purely time-driven ﬂuid-bead coupling in
which the ﬂuid is allowed to permeate the beads and all of the particle interactions are
stochastic. This leads to a much simpler algorithm that can also easily be parallelized.
This distinction between hard and permeable spheres has analogues in other methods
for complex ﬂuids. For example, in lattice-Boltzmann simulations [50], beads can be
modeled either as hard spheres (using a bounce-back collision rule at the lattice sites
on the surface of the bead) or, more eﬃciently and commonly, as permeable spheres
that let the ﬂuid pass through them but experience a frictional force due to the ﬂuid
motion (exerting the opposite force back on the lattice sites with which they overlap).
2.2. Continuum model. At length scales and time scales larger than the molecular ones, the dynamics of the particle ﬂuid can be coarse grained [51, 52] to obtain
evolution equations for the slow macroscopic variables. Speciﬁcally, we consider the
continuum conserved ﬁelds
(1)
⎡
⎤
⎡
⎤
⎡
⎤
1
ρ

 mi
 (r, t) =
⎣ pi ⎦ δ [r − ri (t)] =
⎣ υ i ⎦ mi δ [r − r i (t)] ,
U (r, t) = ⎣ j ⎦ ∼
=U
i
i
ei
υi2 /2
e
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where the conserved variables, namely, the densities of mass ρ, momentum j = ρv, and
energy e = (ρ, T ) + 12 ρv 2 , can be expressed in terms of the primitive variables, mass
density ρ, velocity v, and temperature T ; here  is the internal energy density. Here
the symbol ∼
= means that we consider a stochastic ﬁeld U (r, t) that approximates
 (r, t) over long length and time
the behavior of the true atomistic conﬁguration U
scales (compared to atomistic scales) in a certain integral average sense; notably, for
suﬃciently large cells the integral of U (r, t) over the cell corresponds to the total
particle mass, momentum, and kinetic energy contained inside the cell.
The evolution of the ﬁeld U (r, t) is modeled with the Landau–Lifshitz Navier–
Stokes (LLNS) system of stochastic partial diﬀerential equations (SPDEs) in d dimensions, given in conservative form by
(2)

∂t U = −∇ · [F (U ) − Z(U , r, t)] ,

where the deterministic ﬂux is taken from the traditional compressible Navier–Stokes–
Fourier equations,
⎤
⎡
ρv
⎦,
ρvv T + P I − σ
F (U ) = ⎣
(e + P )v − (σ · v + ξ)

where P = P (ρ, T ) is the pressure, the viscous stress tensor is σ = 2η 12 (∇v+∇v T )−
(∇·v)
d I (we have assumed zero bulk viscosity), and the heat ﬂux is ξ = μ∇T . As
postulated by Landau and Lifshitz [52, 53], the stochastic flux
⎡
⎤
0
⎦
Σ
Z =⎣
Σ·v+Ξ
is composed of the stochastic stress tensor Σ and stochastic heat ﬂux vector Ξ, assumed to be mutually uncorrelated random Gaussian ﬁelds with a covariance
Σ(r, t)Σ (r  , t ) = C Σ δ(t − t )δ(r − r  ),
(Σ)

where Cij,kl = 2η̄kB T
(3)

2
δik δjl + δil δjk − δij δkl ,
d

Ξ(r, t)Ξ (r  , t ) = C Ξ δ(t − t )δ(r − r  ), where Ci,j = 2μ̄kB T δij ,
(Ξ)

where overbars denote mean values.
As discussed in [9], the LLNS equations do not quite make sense written as a
system of nonlinear SPDEs; however, they can be linearized to obtain a well-deﬁned
linear system whose equilibrium solutions are Gaussian ﬁelds with known covariances.
We use a finite-volume discretization, in which space is discretized into Nc identical
macro cells Vj of volume Vc , and the value U j stored in cell 1 ≤ j ≤ Nc is the average
of the corresponding variable over the cell
(4)

U j (t) =

1
Vc

Vj

U (r, t)dr =

1
Vc

Vj

 (r, t)dr,
U

 is deﬁned in (1). Time is discretized with a time step ΔtC , approximating
where U

U (r, t) pointwise in time with U n = U n1 , . . . , U nNc ,
U nj ≈ U j (nΔtC ),
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where n ≥ 0 enumerates the macroscopic time steps. While not strictly necessary, we
will assume that each macro cell consists of an integer number of micro cells (along
each dimension of the grid), and similarly each macro time step consists of an integer
number nex of micro time steps, ΔtC = nex ΔtP .
In addition to the cell averages U nj , the continuum solver needs to store the
continuum normal ﬂux F nj,j  through each interface I = Vj ∩ Vj  between touching
macro cells j and j  during a given time step,
(5)

U n+1
= U nj −
j

Δt 
Sj,j  F nj,j  ,
Vc 
j

where Sj,j  is the surface area of the interface, and F nj,j  = −F nj ,j . Here we will
absorb the various prefactors into a total transport (surface and time integrated ﬂux)
through a given macro cell interface I, ΦnI = Vc−1 ΔtSI F nI , which simply measures
the total mass, momentum, and energy transported through the surface I during the
time interval from time t to time t + Δt. We arbitrarily assign one of the two possible
orientations (direction of the normal vector) for each cell-cell interface. How the
(integrated) ﬂuxes ΦnI are calculated from U nj does not formally matter; all that the
hybrid method uses to advance the solution for one macro time step are U nj , U n+1
,
j
and ΦnI . Therefore, any explicit conservative ﬁnite-volume method can be substituted
trivially. Given this generality, we do not describe in any detail the numerical method
used to integrate the LLNS equations; readers can consult [9] for further information.
2.3. Coupling between particle and continuum subdomains. The hybrid
method we use is based on domain decomposition and is inspired by adaptive mesh
reﬁnement (AMR) methodology for conservation laws [54, 55]. Our coupling scheme
closely follows previously developed methodology for coupling a traditional DSMC
gas to a continuum ﬂuid, ﬁrst proposed in the deterministic setting in [26] and then
extended to a ﬂuctuating continuum method in [36]. The key new ingredient is the
special handling of the collisional momentum and energy transport across cell interfaces, not found in traditional DSMC. For completeness, we describe the coupling
algorithm in detail, including components already described in the literature.
We split the whole computational domain into particle and continuum subdomains, which communicate with each other through information near the particlecontinuum interface I, assumed here to be oriented such that the ﬂux ΦI measures
the transport of conserved quantities from the particle to the continuum regions. In
AMR implementations, subdomains are usually logically rectangular patches; in our
implementation, we simply label each macro cell as either a particle cell or a continuum cell based on whatever criterion is appropriate, without any further restrictions
on the shape or number of the resulting subdomains. For complex ﬂuids applications,
macro cells near beads (suspended solute) and sometimes near complex boundaries
will be labeled as particle cells. The continuum solver is completely oblivious to what
happens inside the particle subdomain, and thus it need not know how to deal with
complex moving boundaries and suspended objects. Instead, the continuum solution
feels the inﬂuence of boundaries and beads through its coupling with the particle
subdomains.
The dynamic coupling between particle and continuum subdomains is best viewed
as a mutual exchange of boundary conditions between the two regions. Broadly
speaking, domain-decomposition coupling schemes can be categorized based on the
type of boundary conditions each subdomain speciﬁes for the other [56]. Our scheme
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is closest to a state-flux coupling scheme based on the classiﬁcation proposed in [56]
for incompressible solvers (the term “velocity-ﬂux” is used there since velocity is the
only state variable). A state-flux coupling scheme is one in which the continuum solver
provides to the particle solver the conserved variables U in the continuum reservoir
macro cells near the particle-continuum interface I; that is, the continuum state is
imposed as a boundary condition on the particle region. The particle solver provides
to the continuum solver the ﬂux ΦI through the interface I; that is, the particle
ﬂux is imposed as a boundary condition on the continuum subdomain. This aims to
achieve continuity of both state variables and ﬂuxes across the interface and ensures
strict conservation, thus making the coupling rather robust. Note that state/ﬂux
information is only exchanged between the continuum and particle subdomains every
nex particle (micro) time steps, at the beginning/end of a macro time step. A more
detailed description of the algorithm is given in section 3.
2.3.1. Comparison with other coupling schemes. There are several hybrid
methods in the literature coupling a particle method, and in particular, MD, with
a continuum ﬂuid solver [19, 20]. There are two main types of applications of such
hybrids [57]. The ﬁrst type is problems where the particle description is localized to a
region of space where the continuum description fails, such as, for example, a complex
boundary, ﬂow near a corner, a contact line, a drop pinchoﬀ region, etc. The second
type is problems where the continuum method needs some transport coeﬃcients, e.g.,
stress-strain relations, that are not known a priori and are obtained via localized MD
computations. In the majority of existing methods a stationary solution is sought [30],
and a deterministic incompressible or isothermal formulation of the Navier–Stokes
equations is used in the continuum [57, 58]. By contrast, we are interested in a fully
dynamic bidirectional coupling capable of capturing the full range of hydrodynamic
eﬀects, including sound and energy transport. We also wish to minimize the size of the
particle regions and only localize the particle computations near suspended objects,
making it important to minimize the artifacts at the interface. As we will demonstrate
in this work, including thermal ﬂuctuations in the continuum formulation is necessary
to obtain a proper coupling under these demanding constraints.
The only other work we are aware of that develops a coupling between a ﬂuctuating compressible continuum solver and a particle method, speciﬁcally MD, is a
coupling scheme developed over the last several years by Coveney, Flekkoy, de Fabritiis, Delgado-Buscallioni, and collaborators [2, 37, 38], as reviewed in [20]. There
are two important diﬀerences between their method and our algorithm. First, their
method is (primarily, but not entirely) a ﬂux-ﬂux coupling scheme, unlike our stateﬂux coupling. Second, we do not use MD but rather I-DSMC, which, as discussed
below, signiﬁcantly simpliﬁes the handling of the continuum-particle interface.
It is not diﬃcult to impose boundary conditions for the continuum subdomain
based on the particle data, and any consistent boundary condition for the PDE being
solved can in principle be imposed. When the continuum solver is deterministic the
ﬂuctuations (often inappropriately referred to as “noise”) in the particle data need to
be ﬁltered using some sort of spatial and temporal averaging [30], or the continuum
solver needs to be robust [26, 47].
The diﬃcult part in coupling schemes is the handling of the boundary conditions
for the particle subdomain. It is very diﬃcult to truncate a ﬂuid particle region
without introducing artifacts in the structure of the particle ﬂuid, and the transport
coeﬃcients of the particle ﬂuid (e.g., the pressure and viscosity) critically depend on
the ﬂuid structure. In most molecular simulations periodic boundary conditions are
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used to avoid such artifacts; however, this is not possible in our case. In order to
minimize artifacts at the boundary of the particle subdomain, most coupling schemes
add an overlap region in addition to the reservoir region that we described above.
In the overlap region, particles are simulated even though the region belongs to the
continuum subdomain. The structure of the ﬂuid in the overlap region is left to adjust
to that in the particle subdomain, thus minimizing the artifacts. At the same time,
the dynamics of the particles in the overlap region is somehow constrained to match
the underlying continuum subdomain dynamics using, for example, various forms of
constrained Langevin-type thermostats or (nonholonomic) constrained MD [58, 59].
To prevent particles from ﬂying outside of the particle subdomain, various artiﬁcial
constraining forces are added in the reservoir region, and typically some particle insertion/deletion scheme is used as well. The details can be very diﬀerent and tricky,
and we are not aware of any detailed comparison or even rudimentary mathematical
analysis of the diﬀerent types of coupling other than the stability analysis of four
idealized coupling schemes presented in [56].
We do not use an overlap region in the coupling scheme we present here. First,
and most importantly, because the I-DSMC ﬂuid is structureless, an overlap region
and the associated algorithmic complications are simply not required. The addition of
an overlap region (added ﬂuid mass) almost always introduces some delay and errors
in the coupling, and it is usually assumed that this surface eﬀect is negligible when
the size of the overlap region is small compared to the particle region and when the
hydro time steps are much larger than the particle time step. These are assumptions
that we do not wish to make as we try to minimize the size of the particle subdomain.
The simple and direct coupling scheme we have presented, however, does not
work if a structured stochastic particle ﬂuid is used, such as, for example, a structured
stochastic ﬂuid like the stochastic hard-sphere dynamics (SHSD) ﬂuid [18]. The SHSD
ﬂuid is weakly structured, so that at least particle insertion/deletion in the reservoir
region is not a problem. However, an overlap region is necessary to smoothly match
the ﬂuid structure at the particle-continuum interface. Constraining the dynamics
in the overlap region can be done in I-DSMC by introducing additional one-particle
collisions (dissipation) that scatter the particle velocities so that their mean equals
the continuum ﬁeld values. However, it is not clear how to do this consistently when
ﬂuctuations are included in the continuum solver, and in this paper we restrict our
focus on structureless (ideal) stochastic ﬂuids.
3. Details of the coupling algorithm. The basic ideas behind the state-ﬂux
coupling were already described in section 2.3. In this section we describe in detail the
two components of the particle-continuum coupling method, namely, the imposition
of the continuum state as a boundary condition for the particle subdomain and the
imposition of the particle ﬂux as a boundary condition for the continuum subdomain.
At the same time, we will make clear that our coupling is not purely of the state-ﬂux
form. The handling of the continuum subdomain is essentially unchanged from the
pure continuum case, with the only diﬀerence being the inclusion of a reﬂuxing step.
The handling of the particle subdomain is more complex and explained in greater
detail, including pseudocodes for several steps involved in taking a micro time step,
as well as insertion of reservoir particles and the tracking of the particle ﬂuxes.
3.1. State exchange. We ﬁrst explain how the state in the reservoir macro cells
(B)
bordering the particle subdomain, denoted by U H , is used by the particle algorithm.
The micro cells that are inside the reservoir macro cells and are suﬃciently close to
the particle subdomain to aﬀect it during a time interval ΔtP are labeled as reservoir
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micro cells. For I-DSMC ﬂuids, assuming the length of the micro cells along each
dimension is Lc  D, the micro cells immediately bordering the particle subdomain
as well as all of their neighboring micro cells need to be included in the reservoir region.
An illustration of the particle and reservoir regions is given in Figures 1 and 2.

Fig. 2. Illustration of a hybrid simulation of two-dimensional plug ﬂow around a permeable
stationary disk (red). The macroscopic grid is shown (dark blue lines), with each macro cell composed
of 6 × 6 micro cells (not shown). The particle subdomain surrounds the disk, and the particlecontinuum interface is shown (red). A snapshot of the I-DSMC particles is also shown (green),
including the reservoir particles outside of the particle subdomain. The time-averaged velocity in
each continuum cell is shown, revealing the familiar plug ﬂow velocity ﬁeld that is smooth across
the interface. This example clearly demonstrates that the continuum solver feels the stationary
disk through the particle subdomain even though the continuum solver is completely oblivious to the
existence of the disk.

At the beginning of each particle time step, reservoir particles are inserted randomly into the reservoir micro cells. The number of particles inserted is based on the
target density in the corresponding reservoir macro cell. The velocities of the particles
are chosen from a Maxwell–Boltzmann or Chapman–Enskog [60] distribution (see discussion in section 3.4.2) with mean velocity and temperature, and also their gradients
if the Chapman–Enskog distribution is used, chosen to match the momentum and
energy densities in the corresponding macro cell. The positions of the reservoir particles are chosen randomly uniformly (i.e., sampled from a Poisson spatial distribution)
inside the reservoir cells, which does not introduce any artifacts in the ﬂuid structure
next to the interface because the I-DSMC ﬂuid is ideal and structureless. This is a
major advantage of ideal ﬂuids over more realistic structured nonideal ﬂuids. Note
that in [48] we used a particle reservoir to implement open boundary conditions in
purely particle simulations; the diﬀerence here is that the state in the reservoir cells
comes from a continuum solver instead of a prespeciﬁed stationary ﬂow solution.
The reservoir particles are treated just like the rest of the particles for the duration of a particle time step. First they are advectively propagated (streamed) along
with all the other particles, and the total mass, momentum, and energy transported
(I)
by particles advectively through the particle-continuum interface, ΦP , is recorded.
Particles that, at the end of the time step, are not in either a reservoir micro cell or
in the particle subdomain are discarded, and then stochastic collisions are processed
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between the remaining particles. In the traditional DSMC algorithm, collisions occur only between particles inside the same micro cell, and thus all of the particles
outside the particle subdomain can be discarded [26, 36]. However, in the I-DSMC
algorithm particles in neighboring cells may also collide, and thus the reservoir particles must be kept until the end of the time step. Collisions between a particle in
the particle subdomain and a particle in a reservoir cell lead to collisional exchange
of momentum and energy through the interface as well, and this contribution must
(I)
also be included in ΦP . Note that the reservoir particles at the very edge of the
reservoir region do not have an isotropic particle environment, and thus there are
artifacts in the collisions which they experience; however, this does not matter since
it is only essential that the particles in the particle subdomain not feel the presence
of the interface.
3.2. Flux exchange. After the particle subdomain is advanced for nex (micro)
(I)
time steps, the particle ﬂux ΦP is imposed as a boundary condition in the continuum
solver so that it can complete its (macro) time step. This ﬂux exchange ensures strict
conservation, which is essential for long-time stability. Assume that the continuum
solver is a one-step explicit method that uses only stencils of width one, that is,
calculating the ﬂux for a given macro cell-cell interface only uses the values in the
adjacent cells. Under such a scenario, the continuum solver only needs to calculate
ﬂuxes for the cell-cell interfaces between continuum cells, and once the particle ﬂux
(I)
ΦP is known, the continuum time step (5) can be completed. It is obvious that
in this simpliﬁed scenario the coupling is purely of the state-ﬂux form. However, in
practice we use a method that combines pieces of state and ﬂux exchange between
the particle and continuum regions.
First, the particle state is partly used to advance the continuum solver to the next
time step. Our continuum solver is a multistage method and uses stencils of width two
in each stage, thus using an eﬀective stencil that can be signiﬁcantly larger than one
cell wide [9]. While one can imagine modifying the continuum solver to use specialized
boundary stencils near the particle-continuum interface (e.g., one-sided diﬀerencing or
extrapolation), this is not only more complex to implement but it is also less accurate.
Instead, the continuum method solves for the ﬁelds over the whole computational domain (continuum patch in AMAR terminology) and uses hydrodynamic values for the
particle subdomain (particle patch) obtained from the particle solver. These values
(I)
are then used to calculate provisional ﬂuxes ΦH and take a provisional time step, as
if there were no particle subdomain. This makes the implementation of the continuum
solver essentially oblivious to the existence of the particle regions; however, it does
require the particle solver to provide reasonable conserved values for all of the macro
particle cells. This may not be possible for cells where the continuum hydrodynamic
description itself breaks down, for example, cells that overlap with or are completely
covered by impermeable beads or features of a complex boundary. In such empty cells
the best that can be done is to provide reasonable hydrodynamic values, for example,
values based on the steady state compatible with the speciﬁed macroscopic boundary
conditions. For partially empty cells, that is, macro cells that are only partially obscured, one can use the uncovered fraction of the hydro cell to estimate hydrodynamic
values for the whole cell. In practice, we have found that as long as empty cells are
suﬃciently far from the particle-continuum interface (in particular, empty cells must
not border the continuum subdomain) the exact improvised hydrodynamic values do
not matter much. Note that for permeable beads there is no problem with empty
cells since the ﬂuid covers the whole domain.
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Second, the provisional continuum ﬂuxes are partly used to advance the particle
subdomain to the same point in time as the continuum solver. Speciﬁcally, a linear
interpolation between the current continuum state and the provisional state is used
as a boundary condition for the reservoir particles. This temporal interpolation is
expected to improve the temporal accuracy of the coupling, although we are not
aware of any detailed analysis. Note that if nex = 1, this interpolation makes no
diﬀerence and the provisional continuum ﬂuxes are never actually used.
(I)
Once the particle solver advances nex time steps, a particle ﬂux ΦP is available, and it is imposed in the continuum solver to ﬁnalize the provisional time step.
Speciﬁcally, hydrodynamic values in the particle macro cells are overwritten based on
the actual particle state, ignoring the provisional prediction. In order to correct the
(B)
provisional ﬂuxes, a refluxing procedure is used in which the state U H in each of the
continuum cells that border the particle-continuum interface are changed to reﬂect
(I)
(I)
the particle ΦP rather than the provisional ﬂux ΦH ,
(B)

(B)

(I)

(I)

U H ← U H − ΦH + ΦP .
This reﬂuxing step ensures strict conservation and ensures continuity of the ﬂuxes
across the interface, in addition to continuity of the state.
3.3. Taking a macro time step. Algorithm 1 summarizes the hybrid algorithm
and the steps involved in advancing both the simulation time by one macro time
step ΔtC = nex ΔtP . Note that at the beginning of the simulation, we initialize the
hydrodynamic values for the continuum solver, consistent with the particle data in the
particle subdomain and generated randomly from the known (Gaussian) equilibrium
distributions in the continuum subdomain.
Algorithm 1. Take a macro time step by updating the continuum state U H
from time t to time t + ΔtC .
1. Provisionally advance the continuum solver : Compute a provisional macro solution
at time t + ΔtC everywhere, including the particle subdomain, with an estiU next
H
(I)
mated (integrated) provisional ﬂux ΦH through the particle-continuum interface.
(I)
Reset the particle ﬂux ΦP ← 0.
2. Advance the particle solver : Take nex micro time steps (see Algorithm 2):
(a) At the beginning of each particle time step reservoir particles are inserted at
the boundary of the particle subdomain with positions and velocities based
(see Algorithm 4). This is
on a linear interpolation between U H and U next
H
how the continuum state is imposed as a boundary condition on the particle
subdomain.
(b) All particles are propagated advectively by ΔtP , and stochastic collisions are
(I)
processed, accumulating a particle ﬂux ΦP (see Algorithm 3).
3. Synchronize the continuum and particle solutions:
.
(a) Advance: Accept the provisional macro state, U H ← U next
H
(P )
(b) Correct: The continuum solution in the particle subdomain U H is replaced
with cell averages of the particle state at time t+ΔtC , thus forming a composite
state over the whole domain.
(B)
(c) Reflux : The continuum solution U H in the macro cells bordering the particle
(B)
(B)
(I)
(I)
subdomain is corrected based on the particle ﬂux, U H ← U H − ΦH + ΦP .
This eﬀectively imposes the particle ﬂux as a boundary condition on the continuum and ensures conservation in the hybrid update.
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(d) Update the partitioning between particle and continuum cells if necessary.
Note that this step may convert a continuum cell into an unfilled (devoid of
particles) particle cell.

3.4. Taking a micro time step. Taking a micro time step is described in
Algorithm 2, and the remaining subsections give further details on the two most
important procedures used. The initial particle conﬁguration can most easily be
generated by marking all macro cells in the particle domain as unﬁlled.
Algorithm 2. Take an I-DSMC time step. We do not include details about
the handling of the non-DSMC (solute) particles here. Note that the micro time step
counter nP should be reinitialized to zero after every nex time steps.
1. Visit all macro cells that overlap the reservoir region or are unﬁlled (i.e., recently
converted from continuum to particle) one by one, and insert trial particles in each
of them based on the continuum state U H , as described in Algorithm 4.
2. Update the clock t ← t + ΔtP and advance the particle subdomain step counter
nP ← nP + 1. Note that when an event-driven algorithm is used this may involve
processing any number of events that occur over the time interval ΔtP [48].
3. Move all I-DSMC particles to the present time, updating the total kinetic mass,
(I)
momentum, and energy ﬂux through the coupling interface F P whenever a particle
crosses from the particle into the continuum subdomain or vice versa, as detailed
in Algorithm 3.
4. Perform stochastic collisions between ﬂuid particles, including the particles in the
reservoir region. Keep track of the total collisional momentum and energy ﬂux
through the coupling interface by accounting for the amount of momentum Δpij =
mΔυ ij and kinetic energy Δeij transferred from a regular particle i (in the par(I)
ticle subdomain) to a reservoir particle j (in the continuum subdomain), ΦP ←


(I)
ΦP + 0, Δpij , Δeij .
5. Remove all particles from the continuum subdomain.
6. Linearly interpolate the continuum state to the present time,
UH ←

(nex − nP ) U H + U next
H
.
nex − nP + 1

3.4.1. Particle ﬂux tracking. As particles are advected during a particle time
step, they may cross from a particle to a continuum cell and vice versa, and we need
to keep track of the resulting ﬂuxes. Note that a particle may cross up to d cell
interfaces near corners, where d is the spatial dimension, and may even recross the
same interface twice near hard-wall boundaries. Therefore, ray tracing is the most
simple and reliable way to account for all particle ﬂuxes correctly. For the majority of
the particles in the interior, far from corners and hard walls, the usual quick DSMC
update will, however, be suﬃcient.
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Algorithm 3. Move the ﬂuid particle i from time t to time t+ΔtP and determine
whether it crosses the coupling interface. We will assume that during a particle time
step no particle can move more than one macro cell length along each dimension (in
practice particles typically move only a fraction of a micro cell).
1. Store information on the macro cell cold to which the particle belongs, and then
tentatively update the position of the particle r i ← ri + υ i ΔtP , and ﬁnd the
tentative macro cell ci and micro cell bi to which the particle moves, taking into
account periodic boundary conditions.
2. If cold and ci are near a boundary, go to step 3. If cold ≡ ci , or if cold and ci are
both continuum or are both particle cells and at least one of them is not at a corner,
accept the new particle position and go to step 4.
3. Undo the tentative particle update, ri ← r i − υ i ΔtP , and then ray trace the path
of the particle during this time step from one macro cell-cell interface Ic to the next,
accounting for boundary conditions (e.g., wrapping around periodic boundaries and
colliding the particle with any hard walls it encounters [48]). Every time the particle
crosses from a particle to a continuum cell, update the particle ﬂux at the cell


(I )
(I )
interface Ic , ΦP c ← ΦP c + m, mυ i , mυi2 /2 , and similarly if the particle crosses


(I )
(I )
from a continuum to a particle cell, ΦP c ← ΦP c − m, mυ i , mυi2 /2 .
4. If the new particle micro cell bi is neither in the particle subdomain nor in the
reservoir region, remove the particle from the system.

3.4.2. Inserting reservoir particles. At every particle time step, reservoir
particles need to be inserted into the reservoir region or unﬁlled continuum cells.
These particles may later enter the particle subdomain or they may be discarded,
while the trial particles in unﬁlled cells will be retained unless they leave the particle
subdomain (see Algorithm 3). When inserting particles in an unﬁlled macro cell, it is
important to maintain strict momentum and energy conservation by ensuring that the
inserted particles have exactly the same total momentum and energy as the previous
continuum values. This avoids global drifts of momentum and energy, which will be
important in several of the examples we present in section 4. It is not possible to
ensure strict mass conservation because of quantization eﬀects, but by using smart
(randomized) rounding one can avoid any spurious drifts in the mass.
The velocity distribution for the trial particles should, at ﬁrst approximation,
be chosen from a Maxwell–Boltzmann distribution. However, it is well known from
kinetic theory that the presence of shear and temperature gradients skews the distribution, speciﬁcally, to ﬁrst order in the gradients the Chapman–Enskog distribution
is obtained [60, 61]. It is important to note that only the kinetic contribution to
the viscosity enters into the Chapman–Enskog distribution and not the full viscosity, which also includes a collisional viscosity for dense gases [60]. Previous work
on deterministic DSMC hybrids has, as expected, found that using the Chapman–
Enskog distribution improves the accuracy of the hybrids [26, 30]. However, in the
presence of transient ﬂuctuations and the associated transient gradients, it becomes
less clear what the appropriate distribution to use is, as we observe numerically in
section 4.1.
Certainly at pure equilibrium we know that the Maxwell–Boltzmann distribution
is correct despite the presence of ﬂuctuating gradients. At the same time, we know
that the CE distribution ought to be used in the presence of constant macroscopic
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gradients, as is required in order to obtain the correct kinetic contribution to the
viscous stress tensor [62]. The inability to estimate time-dependent mean gradients
from just a single ﬂuctuating realization forces the use of instantaneous gradients,
which are unreliable due to the statistical uncertainty and can become unphysically
large when N0 is small (say, N0 < 50). In some cases the background macroscopic
gradients may be known a priori (for example, Couette or Fourier ﬂows) and they
can be used without trying to numerically estimate them; otherwise, they can be
assumed to be zero or numerically estimated by performing some spatio-temporal
averaging [36]. Note that here we assume that the particles are uniformly distributed
(Poisson spatial distribution) as in an ideal gas, and we do not try to take the density
gradient into account (but see the procedure described in the appendix of [36]).
Algorithm 4. Insert trial particles into the reservoir or unﬁlled macro cell c with
centroid r c , taking into account the target density ρc , velocity v c , and temperature Tc
in cell c, calculated from the conserved cell state U c . If using the Chapman–Enskog
distribution, also take into account the estimated local shear rate ∇c v and local
temperature gradient ∇c T .
1. Build a list Lrc of the Nrc micro cells contained in the macro cell c that need to be
ﬁlled with particles. This typically excludes micro cells that are partially covered
by impermeable beads or boundaries so as to avoid generating overlaps.
2. Determine the total number Np of trial particles to insert into the reservoir portion
of c by sampling from the binomial distribution


N̄p
P (Np ) =
pNp (1 − p)N̄p −Np ,
Np
where N̄p = ρc Vc /m is the total expected number of particles in c, Vc is the volume
of c, and p = Nrc /Nsc , where Nsc is the number of micro subcells per macro cell.
For suﬃciently large N̄p this can be well approximated by a Gaussian distribution,
which can be sampled more quickly.
3. For each of the Np trial particles to be inserted, do:
(a) Choose a micro cell b uniformly from the Nrc micro cells in the list Lrc .
(b) Generate a random particle position r i ← rc + r rel uniformly inside micro
cell b.
(c) Generate a random relative velocity for the particle v rel from the Maxwell–
Boltzmann or Chapman–Enskog distribution [61], and set the particle velocity
by taking into account the desired continuum state in cell c and, if available,
its estimated gradient, υ i ← v c + (∇c v) r rel + v rel .
(d) If the cell c is an unfilled macro cell, keep track of the total momentum P and
energy E of the Np trial particles, to be adjusted in step 4 for conservation.
4. If cell c was unﬁlled and Np > 1, then correct the particle velocities to match the
desired total momentum P c = pc Vc and energy Ec = Vc ec inside macro cell c, thus
ensuring exact conservation:
(a) Calculate the scaling factor
α2 =

Ec − Pc2 /(2mNp )
E − P 2 /(2mNp )

and velocity shift Δυ = (P − P c ) / (αmNp ).
(b) Scale and shift the velocity for every trial particle i, υ i ← α (υ i − Δυ).
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4. Results. In this section we provide extensive tests of the hybrid scheme, in
both equilibrium and nonequilibrium situations, and in both two and three dimensions. Our goal is to access how well the hybrid method can reproduce results obtained
with a purely particle method, which we consider as a baseline for comparison with
hybrid runs.
We have implemented our hybrid method in a code that can handle both two- and
three-dimensional systems. Of course, one can study one- and two-dimensional ﬂows
with the three-dimensional code by using periodic boundaries along the remaining dimensions. We refer to this as quasi one- or two-dimensional simulations. At the same
time, both (I-)DSMC and the LLNS equations have a truly two-dimensional formulation, which we have also implemented for testing purposes. Transport coeﬃcients
for two-dimensional particle models formally diverge in the inﬁnite-time limit (see the
discussion in [63]), and it is not obvious that the Navier–Stokes equations are a proper
coarse-graining of the microscopic dynamics. However, this divergence is very slow
(logarithmic) and will be molliﬁed (bounded) by ﬁnite system size, and we will therefore not need to concern ourselves with these issues. In the ﬁrst three examples, we
use the three-dimensional particle and continuum codes, and use the two-dimensional
code only for the adiabatic piston example for computational reasons.
We have also implemented continuum solvers for both the full nonlinear and
the linearized LLNS equations. As discussed in more detail in [9], the nonlinear
LLNS equations are mathematically ill-deﬁned and this can lead to breakdown in the
numerical solution such as negative densities or temperatures. At the same time,
the linearized equations are not able to describe a wide range of physical phenomena
such as the eﬀect of ﬂuctuations on the mean ﬂow; they also omit a number of terms
of order N0−1 , where N0 is the average number of particles per continuum cell (e.g.,
the center-of-mass kinetic energy). If the number of particles per continuum cell is
suﬃciently large (in our experience, N0 > 75) the ﬂuctuations are small and the
diﬀerence between the linear and nonlinear hydrodynamic solvers is very small, and
we prefer to use the nonlinear solver. We will use N0 ∼ 100 in our hybrid simulations.
In our implementation, the continuum solver can be either the more accurate
third-order Runge–Kutta (RK3) temporal integrator developed in [9] or a more classical stochastic MacCormack integrator [6]. The analysis in [9] shows that obtaining
reasonably accurate equilibrium ﬂuctuations with predictor-corrector methods for the
diﬀusive ﬂuxes, as used in the MacCormack scheme, requires using a continuum time
step ΔtC that is a fraction of the CFL stability limit ΔtCF L . In the simulations we
present here we have typically used a time step Δt ≈ 0.2ΔtCF L , which is typically
still about 5 times larger than the particle time step ΔtP , and we have found little
impact of the exact value of ΔtC .
The hybrid method requires estimates of the transport coeﬃcients of the particle ﬂuid, notably the viscosity and the thermal conductivity. For traditional DSMC
at low densities there are rather accurate theoretical estimates of the viscosity and
thermal conductivity [64, 65]; however, it is nontrivial to obtain reasonably accurate
theoretical values at the higher densities we use in I-DSMC because of the importance of multiparticle correlations. We therefore estimate the transport coeﬃcients
numerically. For this purpose we simulate a system with periodic boundaries along
two of the directions and isothermal stick wall boundaries along the other direction.
To estimate the viscosity we apply a shear ﬂow by moving one of the wall boundaries
at constant speed, inducing a Couette ﬂow with an approximately constant shear
¯ = 1 (∇v + ∇v T ). We then calculate the steady-state stress tensor σ
gradient ∇v
2
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by averaging over all particles i and colliding pairs of particles ij over a long-time
interval Δt,


r ij ⊗ Δpij c
,
σ = σ k + σ c = m υ i ⊗ υ i  +
Δt
¯ is the kinetic contribution giving the kinetic viscosity ηk ,
where σ k = P I + 2ηk ∇v
¯
and σ c = 2ηc ∇v is the collisional contribution giving the collisional viscosity ηc ,
η = ηk +ηc . We exclude particles that are close to the wall boundaries when calculating
these averages to minimize ﬁnite-size eﬀects. Similarly, for the thermal conductivity
we apply a small constant temperature gradient ∇T by setting the two walls at
diﬀerent temperatures, and we also impose the required density gradient to maintain
mechanical equilibrium (constant pressure). We then calculate the steady-state heat
ﬂux vector ξ = μ∇T ,
 2 
(Δeij ) r ij c
υi
υi +
,
ξ = ξk + ξc = m
2
Δt
from which we obtain the kinetic and collisional contributions to the thermal conductivity. There are alternative methods that one can use to calculate the transport
coeﬃcients, using both equilibrium and nonequilibrium settings; however, we have
found the above method to be most accurate for a given computational eﬀort if only
moderate accuracy is desired. Results from diﬀerent nonequilibrium methods are
found to be within 5–10% of each other.
4.1. Mismatch at the interface. Previous work has studied a hybrid scheme
very similar to the one described here for several quasi one-dimensional situations [36].
Reference [36] ﬁrst studied a pure equilibrium situation in which one part of a periodic domain was covered by a particle subdomain, and found that the stochastic
hybrid scheme was able to reproduce the spatio-temporal correlations in equilibrium
ﬂuctuations very well, although some mismatch at the particle/continuum interface
was found. Here we explore this mismatch more carefully by studying a quasi onedimensional periodic system where the middle portion of the domain is ﬁlled with
particles and the rest is continuum. In each macro cell, we compute the average
density, temperature, and velocity and their variances with high accuracy.
We ﬁrst calculate the mean conserved quantities (mean density, momentum density, and energy density) in each macro cell, and then calculate the mean velocity
and temperature from those, for example, v = j / ρ instead of averaging the
instantaneous velocities, v = j/ρ. As shown in [66], the approach we use leads to
an unbiased estimate of the mean, while the latter has a bias when there are correlations between the ﬂuctuations of the diﬀerent hydrodynamic
variables.

 The variances
 
are estimated from the instantaneous values, e.g., δv 2 = (j/ρ)2 − j/ρ2 . It is
possible to construct unbiased estimates for the variances as well [66]; however, this
is somewhat more involved and the bias is rather small compared to the artifacts we
are focusing on.
In Figure 3 we show the means and variances along the length of the system, normalized by the expected values [6]. For velocity, the mean is zero to within statistical
uncertainty in both the particle and continuum subdomains, and we do not show it
in the ﬁgure. However, a small mismatch is clearly seen in Figure 3(a) between the
density and temperature in the particle and continuum subdomains. The mismatch
is such that the pressure p = ρ R T  is constant across the interface; that is,
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Fig. 3. Normalized means and variances of the hydrodynamic variables in each of the 46 macroscopic cells of a quasi one-dimensional periodic system where the middle portion ( 20 continuum cells,
between dashed vertical lines) is the particle subdomain. The velocities of the reservoir particles are
either samples from a Maxwell–Boltzmann (MB, lines only) or a Chapman–Enskog (CE, lines and
symbols) distribution. (a) Unbiased [66] estimates of the mean density and temperature (we averaged about 2.5 · 106 samples taken every macro step) for two diﬀerent sizes of the continuum cells,
ones containing N0 = 120 particles on average, and ones containing N0 = 480 particles. Only the
Maxwell–Boltzmann results are shown for the larger cells for clarity, with similar results observed
for Chapman–Enskog. (b) Estimates of the variances of the hydrodynamic variables for N0 = 120
particles per continuum cell (also an average over 2.5 · 106 samples).

the particle and continuum subdomains are in mechanical equilibrium but not in true
thermodynamic equilibrium. In Appendix A we show that this kind of mismatch is expected because the average particle ﬂuxes coming from the reservoir particles inserted
into the continuum subdomains have a bias of order N0−1 , where N0 is the average
number of particles per macroscopic cell. Because our coupling matches both the
state and the ﬂuxes across the interface, this bias makes it impossible for the particle
and continuum to reach true thermodynamic equilibrium. The theory in Appendix A
suggests that the size of the mismatch is of order N0−1 , consistent with the results in
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Figure 3(a); however, the crude theoretical estimates do not actually give the steady
state since they assume equilibrium to begin with. That the cells near the interface
are not in equilibrium is reﬂected in the variances of the hydrodynamic variables,
which have a spike near the particle-continuum interface, as shown in Figure 3(b).
We have observed that the relative magnitude of this spike does not depend on N0 .
The cause of the mismatch is the fact that we use the instantaneous values of
the local density, velocity, and temperature when generating the velocities for the
reservoir particles. This is necessary because we cannot in general obtain estimates
of the time-dependent mean values from running a single realization and are forced
to use the instantaneous values. One can use some sort of spatio-temporal averaging
to obtain estimates of the local means; however, this introduces additional time and
length scales into the algorithm that do not have an obvious physical interpretation.
For steady-state problems it may be possible to use running means to avoid the
mismatch we observe, but this is not possible in a general dynamic context. Deeper
theoretical understanding of the connection between the microscopic dynamics and
the LLNS equations is necessary to design a more consistent approach.
Another complex issue that arises in the ﬂuctuating hybrid is whether to use
the Maxwell–Boltzmann or the Chapman–Enskog distribution when generating the
velocities of the reservoir particles (see discussion in section 3.4.2). In Figure 3(a)
we compare the size of the mismatch at the interface when the Maxwell–Boltzmann
and Chapman–Enskog distributions are used. For the Chapman–Enskog distribution
we obtained a local estimate of the gradient using simple centered diﬀerences of the
instantaneous hydrodynamic variables. As seen in the ﬁgure, there is a greater discrepancy when the Chapman–Enskog distribution is used, especially for the variances.
We will therefore adopt a compromise in which we use the Maxwell–Boltzmann distribution for all calculations reported here. In cases when there is a macroscopic
background gradient that is speciﬁed a priori (e.g., shear ﬂows) we can use that gradient in the Chapman–Enskog distribution.
Note that we have performed numerous additional quasi one-dimensional tests
of the coupling that we do not describe here for the sake of brevity. For example,
we have tested the matching of the shear stress tensor in a shear ﬂow parallel to
the particle-continuum interface by verifying that a linear velocity proﬁle is obtained
without any slope discontinuity at the interface (see Appendix D.2 in [37]). We have
also reproduced the results reported in [36], such as the presence of unphysical longrange correlations in the ﬂuctuations in the particle region when the deterministic
instead of the stochastic hybrid is used.
4.2. Dynamic structure factors. The hydrodynamics of the spontaneous
thermal ﬂuctuations in the I-DSMC ﬂuid is expected to be described by the LLNS
equations for the ﬂuctuating ﬁeld U = (ρ0 + δρ, δv, T0 + δT ) linearized around a
reference equilibrium state U 0 = (ρ0 , v 0 = 0, T0 ) [9, 53, 67]. By solving these equa (k, ω) = (δρ,
 
)
tions in the Fourier wavevector-frequency (k, ω) domain for U
δv, δT
and performing an ensemble average over the ﬂuctuating stresses, we can obtain the
equilibrium (stationary) spatio-temporal correlations (covariance) of the ﬂuctuating
ﬁelds. We express these correlations in terms of the 3 × 3 symmetric positive-deﬁnite


U
  [9], which is essentially
hydrodynamic structure factor matrix S H (k, ω) = U
the spatio-temporal spectrum of the ﬂuctuating ﬁelds. Integrating S H (k, ω) over frequencies gives the hydrostatic structure factor matrix S H (k), which turns out to be
diagonal since in any given snapshot the hydrodynamic variables are uncorrelated at
equilibrium.
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We nondimensionalize S H (k, ω) so that S H (k) is the identity matrix. For example, the density-density correlations are given by the dimensionless structure factor
−1

ρ̂(k, ω)ρ̂ (k, ω) ,
Sρ (k, ω) = ρ0 c−2
0 kB T0
and we express the spatio-temporal cross-correlation between density and velocity
through the dimensionless structure factor

− 12  −1
− 1
Sρ,v (k, ω) = ρ0 c−2
ρ0 kB T0 2 ρ̂(k, ω)v̂  (k, ω) ,
0 kB T0
where c20 = kB T0 /m is the isothermal speed of sound. Reference [36] demonstrated
that a hybrid method very similar to the one we described here correctly reproduces the density-density time-correlation function Sρ (k, t) for large wavelengths in a
quasi one-dimensional periodic system. The density-density dynamic structure factor
Sρ (k, ω) is often the only one considered because it is accessible experimentally via
light scattering measurements and thus most familiar [67]. The full dynamic structure
factor matrix S H (k, ω) is a more complete measure of the spatio-temporal evolution
of the thermal ﬂuctuations and includes both sound (hyperbolic) and dissipative (diffusive) eﬀects. It is therefore important to show that the hybrid scheme correctly
reproduces S H (k, ω) as compared to a purely particle simulation and demonstrate
that the hybrid is capable of capturing the propagation of spontaneous thermal ﬂuctuations across the particle-continuum interface.
4.2.1. Bulk dynamic structure factor. For a bulk ﬂuid, i.e., for periodic
boundary conditions, it is well known [67] that the density-density component Sρ (k, ω)
and the temperature-temperature component ST (k, ω) of S H (k, ω) exhibit three
peaks for a given wavevector k. There is one central Rayleigh peak at ω = 0 which
comes from entropic ﬂuctuations. There are also two symmetric Brillouin peaks at
ω ≈ cs k, where cs is the adiabatic speed of sound, which come from the isoentropic
propagation of sound waves induced by the ﬂuctuations. For the components of the
velocity parallel to the wavevector the dynamic structure factors Sv (k, ω) exhibit all
three peaks, while for the component perpendicular to the wavevector Sv⊥ (k, ω) lacks
the central peak.
Figure 4 shows selected dynamic structure factors for a quasi two-dimensional
system with periodic boundary conditions. The simulation box is composed of 10 ×
10 × 1 macro cells, each cell containing about 120 particles. Finite-volume averages of
the hydrodynamic conserved variables and the corresponding spatial discrete Fourier
transforms (DFTs) were then calculated for each cell every 10 macro time steps, and
a temporal DFT was used to obtain discrete dynamic structure factors [9] for several
wavenumbers. In the ﬁrst set of particle runs, the whole domain was ﬁlled with
particles and the macro cells were used only to sample hydrodynamic ﬁelds. In the
second set of hybrid runs, the central portion of the simulation box was split along
the x axes and designated as a particle subdomain, and the remaining two-thirds of
the domain were continuum.
In Figure 4 we show the results for a wavevector k that is neither parallel nor
perpendicular to the particle-continuum interface so as to test the propagation of both
perpendicular and tangential ﬂuctuations across the interface. The results show very
little discrepancy between the pure particle and the hybrid runs, and they also conform
to the theoretical predictions based on the LLNS equations. Perfect agreement is not
expected because the theory is for the spectrum of the continuum ﬁeld while the
numerical results are discrete spectra of cell averages of the ﬁeld, a distinction that
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Fig. 4. Discrete dynamic structure factors for waveindices qx = kx Lx /(2π) = 1, qy = 2,
and qz = 0 for a quasi two-dimensional system with lengths Lx = Ly = 2, Lz = 0.2, split into a
grid of 10 × 10 × 1 macro cells. Each macro cell contains about 120 I-DSMC particles of diameter
D = 0.04 (density φ = 0.5 and collision frequency χ = 0.62). An average over 5 runs each containing
104 temporal snapshots is employed. We perform pure particle runs and also hybrid runs in which
only a strip of 4 macro cells along the x axes was ﬁlled with particles and the rest handled with
a continuum solver. The diﬀerent hydrodynamic pairs of variables are shown with diﬀerent colors,
using a solid line for the result from the hybrid runs, symbols for the results of the pure particle runs,
and a dashed line for the theoretical predictions based on the linearized LLNS equations (solved using
the computer algebra system Maple). (Top) The diagonal components Sρ (k, ω), Svx (k, ω), Svy (k, ω),
and ST (k, ω). (Bottom) The oﬀ-diagonal components (cross-correlations) Sρ,vx (k, ω), Svx ,vy (k, ω),
Sρ,T (k, ω), and Svx ,T (k, ω).

becomes important when the wavelength is comparable to the cell size. Additionally,
even purely continuum calculations do not reproduce the theory exactly because of
spatio-temporal discretization artifacts.
4.2.2. Dynamic structure factors for ﬁnite systems. The previous section
discussed the “bulk” dynamic structure factors, as obtained by using periodic boundary conditions. For nonperiodic (i.e., ﬁnite) systems, equilibrium statistical mechanics
requires that the static structure factor be oblivious to the presence of walls. However, the dynamic structure factors exhibit additional peaks due to the reﬂections of
sound waves from the boundaries. At a hard-wall boundary surface ∂Ω with normal
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vector n either Dirichlet or von Neumann boundary conditions need to be imposed
on the components of the velocity and the temperature (the boundary condition for
density follows from these two). The following are two particularly common types of
boundaries:
• Thermal walls, for which a stick condition is imposed on the velocity, v ∂Ω = 0,
and the temperature is ﬁxed, T∂Ω = T0 .
• Adiabatic walls, for which a slip condition is imposed on the velocity, n·∇v  =
0 and v⊥ = 0, and there is no heat conduction through the wall, n · ∇T = 0.
In particle simulations, these boundary conditions are imposed by employing standard
rules for particle reﬂection at the boundaries [48]. We describe the corresponding
handling in continuum simulations in Appendix C. In Appendix B we derive the form
of the additional peaks in the dynamic structure factor for adiabatic walls by solving
the linearized LLNS equations with the appropriate conditions.
In Figure 5 we show dynamic structure factors for a quasi one-dimensional system
bounded by adiabatic walls. As for the bulk (periodic) case in the previous section, we
perform both purely particle runs and also hybrid runs in which the middle third of the
domain is designated as a particle subdomain. Additional peaks due to the reﬂections
of sound waves from the boundaries are clearly visible and correctly predicted by
the LLNS equations and also accurately reproduced by both the purely continuum
solution (not shown) and the hybrid. Similar agreement (not shown) is obtained
among the particle, the continuum, and the hybrid runs for thermal walls. These
results show that the hybrid is capable of capturing the dynamics of the ﬂuctuations
even in the presence of boundaries. Note that when the deterministic hybrid scheme
is used, one obtains essentially the correct shape of the peaks in the structure factor
(not shown); however, the magnitude is smaller (by a factor of 2.5 for the example in
Figure 5) than the correct value due to the reduced level of ﬂuctuations.
4.3. Bead VACF. As an illustration of the correct hydrodynamic behavior of
the hybrid algorithm, we study the velocity autocorrelation function (VACF) C(t) =
vx (0)vx (t) for a large neutrally buoyant impermeable bead of mass M and radius R
diﬀusing through a dense Maxwell I-DSMC stochastic ﬂuid [18] of particles with
mass m
M , collision diameter D
R, and density (volume fraction) φ (mass
density ρ = 6mφ/(πD3 )). The VACF problem is relevant to the modeling of polymer
chains or (nano)colloids in solution (i.e., complex fluids), in particular, the integral
of the VACF determines the diﬀusion coeﬃcient, which is an important macroscopic
quantity. Furthermore, the very ﬁrst MD studies of the VACF for ﬂuid molecules
led to the discovery of a long power-law tail in C(t) [68] which has since become a
standard test for hydrodynamic behavior of methods for complex ﬂuids [69, 70, 71,
72, 73, 74, 75].
The ﬂuctuation-dissipation principle [76] points out that C(t) is exactly the
decaying speed of a bead that initially has a unit speed, if only viscous dissipation is present
without ﬂuctuations, and the equipartition principle tells us that

C(0) = vx2 = kT /2M . Using these two observations and assuming that the dissipation is well described by a continuum approximation with stick boundary conditions
on a sphere of radius RH , C(t) has been calculated from the linearized (compressible) Navier–Stokes equations [77, 78]. The results are analytically complex even in
the Laplace domain; however, at short times an inviscid compressible approximation
applies. At large times the compressibility does not play a role and the incompressible Navier–Stokes equations can be used to predict the long-time tail [78, 79]. At
short times, t < tc = 2RH /cs , the major eﬀect of compressibility is that sound waves
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Fig. 5. Discrete dynamic structure factors for a quasi one-dimensional system with length
L = 7.2 (corresponding to 36 continuum cells) bounded by adiabatic walls, for waveindex q = 2 and
wavevector k = 2πq/L ≈ 1.75. The I-DSMC ﬂuid parameters are as in Figure 4. We perform purely
particle runs and also hybrid runs in which the middle third of the domain is ﬁlled with particles
and the rest handled with a continuum solver. The results from purely particle runs are shown with
symbols, while the results from the hybrid are shown with a solid line. The theoretical predictions
based on the linearized LLNS equations and the equations in Appendix B (solved using the computer
algebra system Maple) are shown with a dashed line for adiabatic boundaries and a dotted line for
periodic boundaries. Since the magnitude of the Brillouin peaks shrinks to one-half the bulk value
in the presence of adiabatic walls, we also show the result with periodic boundaries scaled by 1/2
(dashed-dotted line). (Top) Dynamic structure factor for density, Sρ (k, ω), showing the Rayleigh
peak and the multiple Brillouin peaks. (Bottom) Dynamic structure factor for the component of
velocity perpendicular to the wall, Sv⊥ (k, ω), which lacks the Rayleigh peak. The corresponding
correlations for either of the parallel velocity components, Sv (k, ω), have only a Rayleigh peak,
shown in the inset on a log-log scale.

generated by the motion of the suspended particle carry away a fraction of the momentum with the sound speed cs , so that the VACF quickly decays from its initial
value C(0) = kB T /M to C(tc ) ≈ kB T /Mef f , where Mef f = M + 2πR3 ρ/3 [78]. At
2
long times, t > t√
visc = 4ρRH /3η, the VACF decays as with an asymptotic power-law
−1
tail (kB T /M )(8 3π) (t/tvisc )−3/2 , in disagreement with predictions based on the
Langevin equation (Brownian dynamics), C(t) = (kB T /M ) exp (−6πRH ηt/M ).
We performed purely particle simulations of a diﬀusing bead in various I-DSMC
ﬂuids in [18, 75]. In purely particle methods the length of the runs necessary to achieve
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suﬃcient accuracy in the region of the hydrodynamic tail is often prohibitively large
for beads much larger than the ﬂuid particles themselves. It is necessary to use hybrid
methods and limit the particle region to the vicinity of the bead in order to achieve
a suﬃcient separation of the molecular, sonic, viscous, and diﬀusive time scales and
study suﬃciently large box sizes over suﬃciently long times. In the results we report
here we have used an impermeable hard bead for easier comparison with existing
theory; similar results are obtained using permeable beads. The interaction between
the I-DSMC ﬂuid particles and the bead is treated as if the ﬂuid particles are hard
spheres of diameter Ds , chosen to be somewhat smaller than their interaction diameter
with other ﬂuid particles (speciﬁcally, we use Ds = D/4) for computational eﬃciency
reasons, using an event-driven algorithm [48]. Upon collision with the bead, the
relative velocity of the ﬂuid particle is reversed in order to provide a no-slip condition
at the surface of the suspended sphere [48, 72] (slip boundaries give qualitatively
identical results). We have estimated the eﬀective (hydrodynamic) colloid radius RH
from numerical measurements of the Stokes friction force F = −6πRH ηv and found
it to be somewhat larger than the hard-core collision radius R + Ds /2, but for the
calculations below we use RH = R+Ds /2. Since we used periodic boundary conditions
with a box of length L, there are artifacts in C(t) after about the time at which sound
waves generated by its periodic images reach the particle, tL = L/cs . The averaging
procedure that we used in order to eliminate some of the noise from the tail does not
properly resolve these sound eﬀects,2 even though they are visible in the results shown
below. Furthermore, there are strong ﬁnite-size eﬀects that manifest themselves as a
rapid decay of the VACF for times longer than the viscous time scale ρL2 /η [73].
For the hybrid calculations, we localize the particle subdomain to the continuum
cells that overlap or are close to the moving bead. The location of the particle subdomain is updated periodically as the bead moves. The algorithm that we use tries to ﬁt
the particle subdomain as closely around the bead but ensuring that there is a certain
number of micro cells between the surface of the bead and the particle-continuum
interface. The exact shape of the particle subdomain thus changes as the bead moves
and the number of particles employed by the hybrid ﬂuctuates, especially when the
bead is small compared to the continuum cells. Obtaining reasonably accurate results
for the VACF at long times requires very long runs. We found that it is crucial to
strictly conserve momentum in the hybrid when unﬁlled continuum cells are transformed into particle cells. Otherwise very slow drifts in the momentum of the system
appear due to the use of periodic boundary conditions, and this drift changes the tail
of C(t), especially for massive beads where the typical bead speed is already small
compared to the typical ﬂuid particle speed. We used the MacCormack solver and the
linearized formulation of the LLNS equations for these simulations; however, similar
results are obtained with the nonlinear Runge–Kutta solver as long as the macro cells
are suﬃciently large. As discussed earlier, the use of the linearized formulation makes
it possible to reduce the size of the continuum cells without introducing numerical
problems due to the nonlinearity of the equations.
In the calculations reported in Figure 6, the I-DSMC ﬂuid has a density (volume
2 To calculate the VACF, we ﬁrst calculated the average mean-square displacement Δr(t) by
averaging over a long run and numerically diﬀerentiated this to obtain a time-dependent diﬀusion
coeﬃcient D(t). We then smoothed D(t) by ﬁtting a quadratic polynomial over short-time intervals
spaced on a logarithmic scale (so that more points were averaged over in the tail), and obtained the
VACF by diﬀerentiating the smoothed D(t). This procedure produces well-resolved tails; however, it
obscures features over short time scales compared to the smoothing interval. A more direct velocity
autocorrelation calculation was used at very short times.
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Fig. 6. Normalized VACF C(t)/ (kB T /M ) for a neutrally buoyant hard spherical bead of mass
M suspended in a ﬂuid of I-DSMC particles of diameter D, for two diﬀerent bead sizes, a small
bead of radius R = 1.25D (a) and a large bead of radius R = 6.25D (b). A log-log scale is used to
emphasize the long-time power law tail, and the time is normalized by the viscous time tvisc , so that
the results should be approximately independent of the actual bead radius. The inset shows the initial
decay of the VACF on a semi-log scale, where the time is normalized by the sonic time scale tc .
Periodic boundary conditions with a cubic cell of length L are employed, and the sound crossing
time tL is indicated. Results from purely particle simulations are shown with a dashed-dotted line,
and the incompressible hydrodynamic theory is shown in with a dotted line. Results from hybrid
runs are also shown with a solid line for the stochastic hybrid and dashed line for the deterministic
hybrid, for both the same box size as the particle runs (red) and a larger simulation box (green).

fraction) φ = 
0.5 and collision frequency prefactor χ =
√ 0.62. The adiabatic sound
−2
speed is cs = 5kB T / (3m) and viscosity is η = η̃D
mkB T , where we measured
η̃ ≈ 0.75. Note that in atomistic time units t0 = D m/kB T the viscous time scale
is tvisc /t0 ≈ 6φ(RH /D)2 /(3π η̃) ≈ 0.4(RH /D)2 .
As a ﬁrst test case, in Figure 6(a) we compare against the particle data from [75],
for which the size of the bead is R = 1.25D, M = 7.81m, and the simulation box is
L = 1 = 25D, which corresponds to 243 micro cells and about N ≈ 1.5 · 104 particles.
The hybrid runs used macro cells each composed of 43 micro cells, which corresponds
to about N0 = 80 particles per cell, and the size of the particle subdomain ﬂuctuated
between about 3 ·103 and 6 ·103 particles due to the change of the location of the bead
relative to the continuum grid. The particle result in Figure 6(a) is the average over
10 runs, each of length T /tvisc ≈ 2 · 105 , while the hybrid results are from a single run
of length T /tvisc ≈ 7.5 · 105 . It is seen in the ﬁgure that both the deterministic and
the ﬂuctuating hybrids reproduce the particle results closely, with a small but visible
diﬀerence at long times where the deterministic hybrid underpredicts the magnitude
of the tail in the VACF. We also show results from a hybrid run with a twice larger
simulation box, L = 2, which marginally increases the computational eﬀort in the
hybrid runs, but would increase the length of purely particle runs by an order of
magnitude. The hydrodynamic tail becomes pronounced and closer to the theoretical
prediction for an inﬁnite system, as expected. We have observed (not shown) that
using small continuum cells composed of only 33 micro cells, which corresponds to
about N0 = 35 particles per cell, leads to an overprediction of the magnitude of the
VACF at short times, that is, to an excess kinetic energy for the bead by as much
as 20%, depending on the exact parameters used.
As a second, more diﬃcult test, in Figure 6(b) we report results from particle
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simulations for a much larger bead, R = 6.25D, M = 976m, and the simulation box
is L = 2 = 50D, which corresponds to N ≈ 1.2 · 105 particles. We have performed a
variety of hybrid runs, and in Figure 6(b) we report results from runs with macro cells
each composed of 33 micro cells, as well as results for a larger simulation box, L = 3,
and macro cells each composed of 43 micro cells. The particle results are the average
over 5 runs each of length T /tvisc ≈ 2.5 · 103, while the hybrid results are from a single
run of length T /tvisc ≈ 7.5·103. The hybrid runs had a particle subdomain containing
about 2 · 104 particles. We observed little impact of the size of the continuum cell
size or the size of the particle subdomain. The results in Figure 6(b) show that
the stochastic hybrid correctly reproduces the tail in the VACF, while it slightly
overestimates the VACF at short times. The deterministic hybrid, on the other hand,
strongly underestimates the magnitude of C(t) at both short and long times. It is
particularly striking that the deterministic hybrid fails to reproduce the magnitude
of the long-time tail (and thus the diﬀusion coeﬃcient), vividly demonstrating the
importance of including ﬂuctuations in the continuum domain.
Computing the VACF for a diﬀusing bead has become a standard test for microand nanoscale ﬂuid-structure coupling methods and has been performed for a suspended bead in a wide range of particle and (semi)continuum compressible and incompressible ﬂuids [68, 69, 70, 71, 72, 73, 74, 75]. However, these tests often do
not correctly test for all of the components necessary to match the VACF over all
relevant time scales: equipartition, a ﬂuctuation-dissipation relation, and hydrodynamics. Purely continuum ﬂuid methods allow for using a much larger time step than
particle (and thus hybrid) methods, especially if an incompressible formulation is directly coupled to the equations of motion of the suspended bead [71, 73, 74]. When
ﬂuctuations are not included in continuum methods, the VACF is often obtained by
considering the deterministic decay of the velocity of a bead. This, however, assumes
a priori that proper thermodynamic equilibrium exists with the correct ﬂuctuationdissipation relation, without actually testing this explicitly. Alternatively, coupling
methods between a continuum ﬂuid and a suspended particle often have some arbitrary coupling parameters that are tuned to reproduce the desired diﬀusion coeﬃcient
without producing a physically consistent VACF, especially at short times [80]. In
particular, incompressible formulations cannot reproduce the initial value or the decay
of the VACF and should instead aim to produce an average kinetic energy of the bead
of kB T rather than the statistical mechanics result of 3kB T /2 [79]. It is therefore
important to more carefully access the ability of other methods in the literature to
correctly reproduce the full VACF for a true equilibrium simulation with a large bead.
4.4. Adiabatic piston. The problem of how thermodynamic equilibrium is established has a long history in statistical mechanics [81]. The adiabatic piston problem
is one of the examples used to study the ﬂuctuation-driven relaxation toward equilibrium [82, 83, 84, 85] that is simple enough to be amenable to theoretical analysis but
also suﬃciently realistic to be relevant to important problems in nanoscience such as
Brownian motors [42, 86]. We study the following formulation of the adiabatic piston
problem. A long quasi one-dimensional box with adiabatic walls is divided into two
halves with a thermally insulating piston of mass M
m that can move along the
length of the box without friction. Each of the two halves of the box is ﬁlled with
a ﬂuid that is, initially, at a diﬀerent temperature T and density ρ, here assumed to
follow the ideal EOS P = ρkB T /m. If the macroscopic pressures in the two halves
are diﬀerent, ρL TL = ρR TR , then the pressure diﬀerence will push the piston to perform macroscopic oscillations with a period that can be estimated by assuming that
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each half undergoes an adiabatic transformation (P V γ = const.). These oscillations
are damped by viscous friction and lead to the piston essentially coming to rest in
a state of mechanical equilibrium, ρL TL = ρR TR . This stage of the relaxation from
nonequilibrium to mechanical equilibrium has been shown to be well described by
deterministic hydrodynamics [84].
The state of mechanical equilibrium is not, however, a state of true thermodynamic equilibrium, which also requires equality of the temperatures on the two sides
of the piston. Reaching full equilibrium requires heat transfer through the piston, but
the piston is adiabatic and does not conduct heat. In classical deterministic hydrodynamics the piston would just stand still and never reach full equilibrium. It has
been realized long ago that heat is slowly transferred through the mechanical asymmetric ﬂuctuations of the piston due to its thermal motion, until the temperatures
on both sides of the piston equilibrate and the ﬂuctuations become symmetric. This
equilibration takes place through a single degree of freedom (the piston position) coupling the two large reservoirs, and it would be astronomically slow in a laboratory
setting. While various Langevin or kinetic theories have been developed for the effective heat conduction of the adiabatic piston (see [82, 83, 84, 85] and the references
therein), there is no complete theoretical understanding of the eﬀective heat conductivity, especially in dense ﬂuids. Molecular dynamic simulations have been performed
in the past [82, 83, 84] using hard-disk ﬂuids, but the very long runs required to reach
thermodynamic equilibrium for massive pistons have limited the size of the systems
that could be studied. Furthermore, there have been no studies applying ﬂuctuating
hydrodynamics to this problem.
Here we apply our hybrid method to the adiabatic piston problem in two dimensions, using a nonlinear two-dimensional implementation of the Runge–Kutta
integrator described in [9] as the continuum solver. The choice of two dimensions is
for purely computational reasons. First, the number of particles required to ﬁll a box
of suﬃcient size is much smaller, thus allowing for long particle simulations. Second,
in order to implement the piston in our particle scheme we reused the same mixed
event-driven/time-driven handling [48] as we used for the VACF computations in section 4.3. Namely, we made a piston out of Nb small impermeable beads, connected
together to form a barrier between the two box halves, as illustrated in Figure 7.
In two dimensions, by ensuring that two piston beads never separate by more than
a given distance we can ensure that two I-DSMC particles on opposite sides of the
piston cannot possibly collide, and thus the piston will be insulating. We have studied two diﬀerent types of pistons, a flexible piston where the the beads are tethered
together to form a chain [48] that is stretched but where each individual bead can still
move independently of the others, and a rigid piston that is obtained with a slight
modiﬁcation of the event loop to move all of the piston beads in unison. While at the
macroscopic level the exact shape of the piston should not make a big diﬀerence, we
have found that increasing the number of degrees of freedom of the piston from one
to Nb makes a signiﬁcant diﬀerence in the thermal conductivity of the piston, and
therefore we will focus here on rigid pistons as in the traditional formulation. We use
specular collisions of the ﬂuid particles with the piston beads, although qualitatively
identical (but not quantitatively identical) results are obtained using bounce-back
collisions as well.
The hybrid method setup for the adiabatic piston is illustrated in Figure 7. We
use a two-dimensional Maxwell I-DSMC particle ﬂuid (φ = 1, χ = 1) with collision diameter D = 0.1 (hard-sphere diameter Ds = D/2) and a piston composed of
Nb = 40 beads of diameter Db = 0.0955. The particle subdomain is limited to a few
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Fig. 7. An illustration of the computational setup used for the adiabatic piston computations.
Only the central portion of the box of aspect ratio 6 × 1 is shown. Left of the piston the gas is
cold and dense; to the right it is hot and dilute. The piston beads (centered column of red disks)
separate the box into two halves, and are surrounded on each side by a ﬂuid of I-DSMC particles
(smaller green disks), which is twice denser but also twice cooler in the left half than in the right
half. The microscopic grid is shown with thinner light lines and the hydrodynamic grid is shown
with thicker dark blue lines. The interface between the particle and continuum regions is highlighted
with a thick red line. A snapshot of the values of the hydrodynamic variables in each continuum cell
is shown using a larger purple disk whose size is proportional to the density and whose opaqueness
is proportional to the temperature, with an arrow for the ﬂuctuating velocities.

continuum cells around the piston, which we keep at about two or more continuum
cells on each side of the piston, so that the unreasonable hydrodynamic values in the
cells that overlap the piston do not aﬀect the continuum solver appreciably. Periodic
boundary conditions are applied along the y dimension (parallel to the piston) with
the width of the domain Ly = 4 being 40 microscopic cells, while adiabatic walls were
placed at the ends of the box whose total length Lx = 24 was 240 microscopic cells.
We have studied various sizes for the macroscopic cells and report results for a quasi
one-dimensional continuum grid in which each macro cell contains 4 × 40 micro cells,
corresponding to about 200 particles per continuum cell. We also present results for
a two-dimensional continuum grid where each macro cell contains 8 × 10 micro cells.
We have performed hybrid runs with both the deterministic and stochastic hybrids. In Figure 8 we show the position of a massive piston of mass M = 4000m
that started at a position x = 8 that is not in mechanical equilibrium and thus performs rapid damped oscillations until it reaches a state of mechanical equilibrium at
x ≈ 7, from which it slowly relaxes toward true equilibrium. The results in the ﬁgure
show that the stochastic hybrid reproduces the correct relaxation toward equilibrium,
while the deterministic hybrid severely underpredicted the rate of equilibration (effective heat conductivity), even though the initial mechanical stage of the relaxation
is correctly captured by both hybrids, as expected. We have observed that the deterministic hybrid fails to give the correct answer whenever a rigid massive piston is used,
M > 250m. For ﬂexible pistons, we ﬁnd that even for a large bead mass Mb (overall
piston mass M = Nb Mb ) both the deterministic and stochastic hybrids reproduce the
purely particle results for the slow relaxation toward equilibrium.
A more detailed comparison of the particle and hybrid results for a piston of mass
M = 1000m that is initially in mechanical equilibrium at position x = 8 = Lx /3 is
shown in Figure 9. The initial conditions were kB TL = 2/3, ρL = 2/3 and kB TR =
4/3, ρL = 1/3, so that there is an equal mass on each side of the piston. At the true
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Fig. 8. Relaxation of a massive rigid piston (M/m = 4000) from a position x = 8 that is not in
mechanical equilibrium. Through rapid damped oscillations, mechanical equilibrium is established at
position x ≈ 7, after which a slow relaxation to true equilibrium is seen. The stochastic hybrid is able
to match the particle data very well, to within the expected statistical diﬀerence from realization to
realization. The deterministic hybrid, on the other hand, clearly underpredicts the rate of relaxation.
The inset highlights the initial oscillations and shows that in the regime where ﬂuctuations do not
matter the deterministic and stochastic hybrids do not diﬀer appreciably.
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Fig. 9. Relaxation of a rigid piston of mass M/m = 1000 from an initial state of mechanical
equilibrium (x = 8) to a state of thermodynamic equilibrium (x = 12). The inset emphasizes the
initial exponential decay on a semi-log scale. The hybrid runs used a particle subdomain of width
wP = 2 on each side of the piston and continuum cells that were composed of either 4 × 40 or 8 × 10
microscopic cells. For the deterministic hybrid the macro cell size makes little diﬀerence so we only
show the 4 × 40 case.
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Fig. 10. The VACF for a rigid piston of mass M/m = 1000 at thermal equilibrium at kB T = 1
(thus, the expected initial value is C(0) = 10−3 ) and macro cells of size 4 × 40 micro cells. The
deterministic hybrid gives much smaller eﬀective temperature Teﬀ of the piston and a negative dip
in C(t) at short times, but when magniﬁed by an order of magnitude it reveals the correct shape at
longer times. The inset focuses on the initial decay of the VACF and shows that even increasing the
width of the particle region to wP = 8 (the whole box has a length of wL = 60 continuum cells) does
not help the deterministic hybrid much, whereas the stochastic hybrid gives the correct initial decay.

equilibrium state the piston remains close to the middle of the box, xeq = L/2 = 12,
with equal density on each side. The results shown are averages over 10 samples,
but it should be emphasized that each run exhibits thermal oscillations of the piston3
position that are diminished by direct averaging because they have diﬀerent (random)
phases. Figure 9 shows that the stochastic hybrid is able to correctly reproduce
the rate of exponential relaxation of the piston toward equilibrium with many fewer
particles than the purely particle runs, while the deterministic hybrid fails. We have
observed a slight dependence on the exact details of the hybrid calculations such as
cell size or the width of the particle subdomain; however, in general, the stochastic
hybrid has shown to be remarkably robust and successful. At the same time, the
importance of including thermal ﬂuctuations in the continuum subdomain is revealed
as for the VACF computations in section 4.3.
The relation to the equilibrium VACF computations in section 4.3 is emphasized
by computing the VACF C(t) = vx (t)vx (0) for the piston in its state of true equilibrium,4 kB T = 1. The VACF is rather complex due to the interplay of short-time
kinetic eﬀects, dissipation, and sound reﬂections from the walls; however, our focus
here is to simply compare it against the purely particle simulations and not to understand all the features in the VACF. The results, shown in Figure 10, reveal that the
3 At thermodynamic equilibrium with a common temperature T , the frequency of the thermally
driven oscillations can be estimated using a quasi-adiabatic harmonic approximation to be ω 2 ≈
N kB T / [M x(Lx −x)] (see also an alternative derivation in [83]), and the amplitude of the oscillations
can be estimated to be on the order of Δx2 ≈ x(Lx − x)/N , where N is the number of ﬂuid particles
per chamber.
4 In [83] the autocorrelation function for the piston bead position is used to extract the rate of
exponential rate toward true equilibrium; however, a direct nonequilibrium calculation such as we
perform in Figure 9 is more eﬃcient and illustrative for our purpose.
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piston does not equilibrate at the correct eﬀective temperature Teﬀ = M C(0)/kB in
the deterministic hybrid calculations. Notably, just as we found for the massive bead
in section 4.3, the piston has a kinetic energy that is markedly lower (half) than the
correct value C(0) = kB T /M = 10−3 when ﬂuctuations are not consistently included
in the continuum region. Since the quasi-equilibrium temperature of the piston5 plays
a crucial role in all of the kinetic theories [82, 83, 85] for the eﬀective heat transfer,
it is not surprising that the deterministic hybrid gives the wrong answer. What is
even more striking is that increasing the width of the particle subdomain wP on each
side of the piston, as measured in units of continuum cells (Figure 7 shows the case
wP = 2), barely improves the accuracy of the VACF at short times, showing that the
whole spectrum of ﬂuctuations aﬀects the initial rate of decay of the piston. At the
same time, the deterministic hybrid does give the correct shape of the VACF at longer
times, as revealed by magnifying the VACF for wP = 4 by an arbitrary factor of 10 to
bring it in close agreement with the particle result at longer times.6 This is also not
unexpected since the VACF at longer times is dominated by mechanical vibrations
and dissipation, and is analogous to what we ﬁnd for the dynamic structure factor
when it is calculated by a deterministic hybrid scheme.
5. Conclusions. We have described a hybrid particle-continuum algorithm for
simulating complex ﬂows and applied it to several nontrivial problems. The algorithm
couples an ideal stochastic particle ﬂuid algorithm with a ﬂuctuating hydrodynamic
continuum solver using a direct dynamic coupling where the continuum solver supplies
Dirichlet-like (state) boundary conditions for the particle region, while the particle
region supplies von Neumann-like (ﬂux) boundary conditions to the continuum solver.
The continuum solver computes a provisional solution over the whole domain that
then gets replaced with the particle data in the particle region and also gets corrected
(reﬂuxed) in the cells bordering the particle subdomain. We described the components
necessary to extend previous variants of this rather general coupling methodology
[26, 36, 47] to use a recently developed variant of the DSMC particle method suitable
for dense ﬂuids [18, 75], as well as an explicit conservative compressible ﬂuid solver
that accurately accounts for thermal ﬂuctuations in the Navier–Stokes equations [9].
By turning the ﬂuctuating ﬂuxes oﬀ in the continuum solver we can trivially transform
our stochastic hybrid method to a deterministic hybrid method closer to commonly
used hybrid schemes.
In section 4 we applied our stochastic hybrid method to several challenging problems and demonstrated that it could obtain the correct answer with signiﬁcantly fewer
particles and thus signiﬁcantly less computational eﬀort than a purely particle simulation. We used purely particle runs as a baseline standard against which we judge
the accuracy of the hybrid method, consistent with using the hybrid method for situations in which a purely continuum description is unable to capture the full physics
and a particle method is necessary in some portion of the physical domain. For example, particle methods such as DSMC are essential to correctly resolve the ﬂow at
a high Mach number shock [36], or in kinetic ﬂow regions such as the wake behind a
fast-moving body [26] or small channels in a microelectromechanical device [5].
In section 4.1 we showed that there is a small mismatch between the density and
5 It is predicted that the piston equilibrates at a temperature that is approximately the geometric
mean of the left and right temperatures [87].
6 The magniﬁcation factor required to bring the long-time VACF for the deterministic hybrid in
agreement with the correct result decreases with increasing wP ; for example, it is ∼ 20 for wP = 2
and ∼ 4 for wP = 8.
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temperature in the particle and continuum regions, caused by using instantaneous
ﬂuctuating values of the hydrodynamic variables when generating velocities for the
reservoir particles, and that the eﬀect is of order N0−1 , where N0 is the average
number of particles in one cell. In Appendix A we demonstrated that this is an
artifact not of the method but rather of an inherent diﬃculty in stochastic methods
where instantaneous values are used to estimate means. In section 4.2 we calculated
the dynamic structure factor using the hybrid method for a quasi two-dimensional
situation and a large wavevector k that is obliquely incident to the particle-continuum
interface, and we conﬁrmed that spontaneous sound and entropic ﬂuctuations are
transmitted correctly through the interface. We also calculated the dynamic structure
factor for a ﬁnite system bounded by two adiabatic walls and observed excellent
agreement with theoretical calculations given in Appendix B.
In section 4.3 we studied the diﬀusive motion of a large spherical neutrally buoyant bead suspended in a ﬂuid of I-DSMC particles in three dimensions by placing a
mobile particle subdomain around the suspended bead. We computed the velocity
autocorrelation function (VACF) for two bead sizes using the stochastic and deterministic hybrids as well as purely particle simulations. We found that the stochastic
hybrid correctly reproduces the VACF over all time scales, while the deterministic
hybrid underestimates both the kinetic energy of the bead and the magnitude of the
tail of the VACF for suﬃciently large beads. Finally, in section 4.4 we applied the
hybrid scheme to a nonequilibrium quasi one-dimensional version of the adiabatic
piston problem [81, 82], a classic example of the importance of ﬂuctuations in establishing global thermal equilibrium. The two-dimensional particle region was placed
around the piston and an event-driven algorithm was used to handle the interaction
of the ﬂuid with the piston. We again found that the stochastic hybrid was able to
reproduce the purely particle results correctly, while the deterministic calculations
underestimated the relaxation substantially for suﬃciently massive rigid pistons.
Our results for both the VACF and the adiabatic piston clearly demonstrated
that a large massive suspended body cannot equilibrate at the correct Boltzmann
distribution unless thermal ﬂuctuations are consistently included in the full domain,
including the continuum region in hybrid methods, even if a large particle subdomain
is used. This points to an increased importance of the long-wavelength—and thus
slowly decaying—hydrodynamic ﬂuctuations. Massive and large suspended bodies
have longer relaxation times, and thus it is not surprising that slower-decaying ﬂuctuations play a more prominent role for them than for smaller suspended particles.
However, a better theoretical understanding of these observations is necessary in order to establish the importance of hydrodynamic ﬂuctuations in general. At the same
time, our results make it clear that ﬂuctuations should be included in the continuum
region in hybrid methods, consistent with the particle dynamics, rather than treating
the ﬂuctuations as “noise” from which the continuum solver ought to be shielded.
Fluctuating hydrodynamics has successfully accounted for thermal ﬂuctuations
in a variety of problems. At the same time, however, the nonlinear stochastic partial
diﬀerential Landau–Lifshitz Navier–Stokes (LLNS) equations are mathematically illdeﬁned and require a cutoﬀ length and/or time scale to be interpreted in a reasonable
sense. The linearized equations can be given a well-deﬁned interpretation; however,
they are physically unsatisfactory in that they require a base state to linearize around,
which may itself be time-dependent and unknown or even be aﬀected by ﬂuctuations,
as in the adiabatic piston or diﬀusing shock problems [6, 88]. We have numerically
observed that using small continuum cells leads to worse results even if the linearized
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LLNS equations are used, thus formally avoiding the diﬃculties with the increased
relative magnitude of the ﬂuctuations. This is consistent with the expectation that a
continuum description is applicable only on length scales and time scales suﬃciently
larger than the molecular size and molecular collision time. In our experience using
more than O(102 ) particles per cell leads to a good match between the hybrid and
particle runs; however, a better theoretical understanding of the proper inclusion of
ﬂuctuations in hydrodynamics is a necessary future development.
An important and challenging task for future research is to understand the tradeoﬀ between accuracy and computational cost in hybrid algorithms. This is a nontrivial
task because there are multiple sources of inaccuracy that are diﬃcult to separate.
First, assuming that the particle description is suﬃciently accurate that it can be
taken as the “correct” solution, the continuum description itself is an approximation
whose region of applicability is only intuitively known. Even assuming that the continuum description is suﬃciently accurate, the numerical scheme used to discretize
the continuum model has its own spatio-temporal discretization errors. Furthermore,
assuming that the discrete continuum model suﬃciently matches the particle model
in the region near the particle-continuum interface, there is some error associated
with the coupling between the two descriptions. Finally, for any given problem it is
nontrivial to deﬁne what is meant by “accuracy,” and the very notion depends on
what quantity is of physical interest and how it is being measured, especially when
ﬂuctuations are taken into account. Even if one properly deﬁnes an error estimate,
actually measuring the error is often computationally very expensive due to the long
runs required to eliminate statistical noise (for example, to obtain the long-time tail
in the VACF), especially in runs that use larger particle subdomains. In this work,
we have not attempted to properly quantify the accuracy of the hybrid. Rather, we
have used the smallest particle subdomains possible in order to make our implementation of the hybrid algorithm function. Even with such small particle domains we
see very good agreement (close to or within statistical accuracy) between the hybrid
and purely particle runs for the quantities of physical interest, at least for the VACF
and adiabatic piston problems that we studied.
Typically, even for the rather simpliﬁed particle model employed in the I-DSMC
algorithm, the cost in a hybrid run is dominated by the particle calculations. For the
piston problem and runs with diﬀerent sizes of the particle subdomain shown in the
inset of Figure 10, a rough estimate of the total computational cost per particle time
step (which is assumed to be kept constant) is
wL
+ coupling and other costs,
cost ≈ cP N0 (2wP + 1) + cH
nex
where cP is the cost of updating one particle for one particle time step while cH is
the cost of updating a continuum cell for one time step, N0 is the average number
of particles per continuum cell, wP is the width (in continuum cells) of the particle
subdomain on a given side of the piston (we have added one as an estimate of the
width of the reservoir region), nex is the number of particle time steps per continuum
step, and wL is the length (in continuum cells) of the full simulation domain. For
our implementation and the parameters used to obtain the results in Figure 10, we
empirically estimated cH /cP ≈ 5. This means that cH /nex ≈ cP , that is, the cost of
updating a hydro cell is close to the cost of updating a single particle, and therefore
the speedup obtained by switching to a continuum description is on the order of the
number of particles per cell.
Our implementation is at present serial and our runs are therefore limited by the

Copyright © by SIAM. Unauthorized reproduction of this article is prohibited.

HYBRID PARTICLE-CONTINUUM METHOD

905

CPU-intensive collision procedure in the I-DSMC particle algorithm. Some of the
examples we presented utilized the mixed event- and time-driven particle algorithm
developed in [48]. The event-driven component of this algorithm is notoriously difﬁcult to parallelize. However, a purely time-driven particle algorithm can easily be
parallelized, as can the purely continuum solver. We plan to implement a parallel
hybrid scheme in the future in order to enable the study of realistic system sizes. At
the same time, however, reaching long time scales will necessarily require time steps
beyond the small ones required by particle methods and explicit continuum schemes.
Appendix A. Finite-size mismatch between particle and continuum
descriptions. Consider a simple particle/continuum hybrid consisting of a onedimensional system with an ideal particle ﬂuid on one side and a ﬂuctuating continuum solver on the other. At equilibrium the mean density and temperature are ρ0
and T0 , respectively; the mean ﬂuid velocity is taken as zero. The problem we want to
consider is whether the one-sided ﬂuxes of mass, momentum, and energy due to the
reservoir particles that enter the continuum subdomain are correct, assuming that the
means and variances of the hydrodynamic variables in the reservoir cells are correct.
In the continuum calculation, instantaneous density and temperature, ρ and T ,
are computed and used to generate particles for injection. The one-sided ﬂuxes of
mass, momentum, and energy are known from kinetic theory to be

k
ρT 1/2 ,
Fρ (ρ, T ) =
2πm
k
Fj (ρ, T ) =
ρT,
2m

4k 3
FE (ρ, T ) =
ρT 3/2 .
m3 π
The correct mean equilibrium mass ﬂux is Fρ (ρ0 , T0 ); however, the mean value of the
particle ﬂux does not equal this correct value since
ρT 1/2  = ρT 1/2  = ρT 1/2 ;
note that density and temperature are instantaneously uncorrelated. Similarly, the
mean energy ﬂux is also incorrect; interestingly the momentum ﬂux is correct since it
has a linear dependence on temperature.
To ﬁnd the errors in the ﬂuxes, we write T = T0 + δT , and for a given power
exponent a we have




δT 2 
1
a(a − 1)(γ − 1)
a
a
a
a
a
T  = T0 (1+δT /T0)  ≈ T0  1+ a(a − 1) 2 = T0  1+
,
2
T0
2N0
where N0 = ρ0 Vc /m is the number of particles in a continuum cell (of volume Vc ).
From this we have that, for a monatomic gas (γ = 5/3),
Fρ (ρ, T ) = Fρ (ρ0 , T0 ) 1 −

1
12N0

,

FJ (ρ, T ) = FJ (ρ0 , T0 ),
FE (ρ, T ) = FE (ρ0 , T0 ) 1 +

1
4N0

.
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This result shows that there is no way for all three mean ﬂuxes to be correct when the
particles are generated from the Maxwell–Boltzmann distribution using instantaneous,
ﬂuctuating values of density and temperature. The mismatch is of the order N0−1 ,
where N0 is the number of particles per macro cell, and therefore the mismatch gets
worse as the macroscopic cells become smaller and the (relative) ﬂuctuations become
larger. As our numerical results show, because of this mismatch between the particle
and hydrodynamic descriptions it will be impossible for the particle and continuum
regions to reach a common equilibrium state.
Appendix B. Dynamic structure factor with adiabatic walls. Dynamic
structure factors are easily calculated in the bulk by using the spatio-temporal Fourier
transform of the linearized LLNS equations [67]. For ﬁnite domains, such as slab
geometries, there are results in the literature, but they are often restricted to some
simpliﬁed models or complex nonequilibrium situations [89, 90]. We therefore derive
here the equilibrium dynamic structure factors for a ﬂuid between two adiabatic hard
walls by solving the LLNS equations with the appropriate boundary conditions.
Boundary conditions change the Hilbert space in which a solution is to be sought
and the corresponding basis functions (eigenfunctions of the generator with the speciﬁed boundary conditions). For the LLNS equations with adiabatic boundaries (i.e.,
slip insulating walls) along the x axes, the appropriate basis functions are cos(kx)
for density and temperature, where k = pπ/L is the wavevector enumerated by the
waveindex p ∈ Z+ , and sin(kx) for the velocities [89, 90], as compared to the ones for
“bulk” conditions (periodic boundaries), exp(2qπx/L), with k = 2qπ/L and waveindex q ∈ Z [9, 67]. For thermal walls (constant-temperature stick boundaries) there
does not appear to be a simple basis.
White noise has a trivial expansion in either the sine or cosine basis sets, namely,
all of the coeﬃcients are independently and identically distributed Gaussian random
variables with mean zero and variance 2. The generator of the Navier–Stokes equations separates wavevectors/frequencies into the same (k, ω) equations as for “bulk”
(periodic BCs), and therefore the dynamic structure factor, if expressed in the given
basis set, has the same familiar form [89, 90]. In particular,
ρ(x, t) = ρ0 +

∞


ρp (t) cos(pπx/L) = ρ0 +

p=1

∞


∞

p=1

−∞

dωe−iωt ρp,ω cos(pπx/L),

where the diﬀerent p’s and ω’s are uncorrelated,


ρp,ω ρp ,ω = 2S̃p,ω δp,p δ (ω − ω  ) ,
where S̃p,ω = S̃k=pπ/L,ω denotes the usual bulk dynamic structure factor.
Now, we need to convert this result to the more usual Fourier basis, exp(2qπx/L),
since this is how dynamic structure factors are deﬁned. From the Fourier inversion
formula, and the orthogonality of the cosine basis functions, we have
ρq =

1
L

L

dxρ(x, t)e−2qπx/L =

0

∞
1
i 
ρp=2q −
ρp
2
L p=1

L

dx cos(pπx/L) sin(2qπx/L).
0

By performing the integration explicitly we get
ρq =

ρp
1
4iq 
ρp=2q +
,
2
π
p2 − 4q 2
p odd
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giving the dynamic structure factor
(B1)

(ρ)

 1 (ρ) 32q 2 
S̃p,ω
(ρ)
(ρ)
Sq,ω
≡ Sk=2πq/L,ω = ρq,ω ρq,ω = S̃k,ω + 2
2.
2
π
(p2 − 4q 2 )
p odd

Each of the terms under the sum gives an additional peak at ω = ck = pcπ/L, where
p is odd, which arises physically because of the standing waves that appear due to
reﬂections of the sound waves from the walls. Only the ﬁrst few terms need to be
kept to get most of the power (the total integral over ω is one), and it can be shown
(by simple numerical comparison or explicit summation) that the above is equivalent
to the more opaque equation (12) in [90] (set γ = 0 for no shear).
Equations identical to (B1) hold for temperature and the velocity components
parallel to the wall. For the perpendicular velocity (vx ) a sine basis is more appropriate, and a similar calculation gives the dynamic structure factor for the ﬁnite system
in terms of the bulk one,
(v )

⊥
Sk=2πq/L,ω
=

(v )
1 (v⊥ )
8  p2 S̃p,ω⊥
S̃k,ω + 2
.
2
π
(p2 − 4q 2 )2
p odd

Appendix C. Handling of adiabatic and thermal walls in the continuum solver. Solving the LLNS equations with nonperiodic boundaries requires
some special handling of the stochastic ﬂuxes at the boundaries, which are assumed
to coincide with faces of the continuum grid. As discussed in [9, 91], the numerical
discretization of the Laplacian operator L, the divergence operator D, and the gradient operator G should satisfy a discrete ﬂuctuation-dissipation balance condition
L = DCG = −DCD∗ , where C is a dimensionless covariance matrix for the stochastic ﬂuxes that are generated using a random number generator on each face of the
grid. For one dimension with periodic boundaries it is well known that the standard
face-to-cell divergence, cell-to-face gradient, and three-point Laplacian second-order
stencils satisfy L = DG, and thus C = I (the identity matrix) works and it is in fact
trivial to implement algorithmically [9, 91]. When boundaries are present, the stencils
near the boundaries are modiﬁed to take into account the boundary conditions.
Algorithmically, ghost cells extending beyond the boundaries are used to implement modiﬁed ﬁnite-diﬀerence stencils near the boundaries. The numerical scheme
continues to use standard divergence D (face-to-cell) and gradient (cell-to-face) G =
−D stencils but implements a modiﬁed Laplacian operator due to special handling
of the ghost cells. If a Dirichlet condition is imposed on a given variable (e.g., a ﬁxed
wall temperature), then the ghost cell value is obtained by a linear extrapolation of
the value in the neighboring interior cell (inverse reﬂection). If a von Neumann condition is imposed, on the other hand, then the ghost cell value is set equal to the
value in the neighboring interior cell (reﬂection). This gives discrete operators that
can be represented by the following banded matrices near the left corner (ﬁrst cell) of
a one-dimensional domain:
⎡
⎤
⎡
⎤
−1 1
0 ···
−(2 − α) 1
0 ···
⎢ 0 −1 1 · · · ⎥
⎢
1
−2 1 · · · ⎥
⎢
⎥
⎢
⎥
D=⎢ 0
,
L
=
,
⎥
⎢
0 −1 · · · ⎦
0
1 −2 · · · ⎥
⎣
⎣
⎦
..
..
..
.
.
.
..
..
..
..
..
.
.
.
.
.
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where α = −1 for a Dirichlet condition
is easy to verify that L = −DCD∗ is
matrix:
⎡
β
⎢ 0
⎢
C =⎢ 0
⎣
..
.

and α = 1 for a von Neumann condition. It
satisﬁed with the following diagonal scaling
0
1
0
..
.

⎤
0 ···
0 ··· ⎥
⎥
,
1 ··· ⎥
⎦
.. . .
.
.

where β = 1 − α.
This direct computation shows that in order to satisfy the discrete ﬂuctuationdissipation balance condition the diagonal element of C corresponding to the cell
face that touches the boundary ought to be set to 2 for a Dirichlet and to 0 for
a von Neumann condition. This means that the corresponding component of the
stochastic ﬂux needs to be generated using a random normal variate of variance 2 for
Dirichlet, and set to zero for a von Neumann condition.
Finally, for density, the ghost cell values are generated so that the pressure in the
ghost cells is equal to the pressure in the neighboring interior cell, which ensures that
there is no unphysical pressure gradient in the momentum equation across the interface. There is also no stochastic mass ﬂux through faces on the boundary independent
of the type of boundary condition at the wall.
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