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Abstract— Mental health is an important aspect in realizing 
overall health and  important to be considered as physical 
health. Mental disorders are classified as difficult to diagnose 
due to the similarity of symptoms that can occur. In addition, 
information about mental disorders is inadequate so that it can 
be difficult for experts to provide a diagnosis of the disorders 
experienced by patients. The difficulty of experts in diagnosing 
is usually caused by the similarity of symptoms in mental 
disorders, such as in schizophrenia and bipolar disorder. Based 
on these problems, this research would like to conduct an early 
detection study of bipolar disorder by using screening 
questionnaire data from 300 respondents and serve as a 
knowledge base to be processed using the backpropagation 
algorithm. Based on all the results of testing the 
backpropagation algorithm that has been done to find out the 
results obtained accuracy and the highest results of training, 
the highest results obtained with the total test data correct or 
suitable is 249 and the wrong data is 1 of 250 test data. If it is 
calculated by a formula, the resulting accuracy rate is 99.6%. 
And it can be concluded broadly that the greatest influence of 
the accuracy of the backpropagation algorithm is based on 
momentum. Because in testing momentum the highest 
accuracy can be produced compared to the results of other 
analyzes.
Keywords— mental disorders, bipolar disorder, early 
detection of bipolar disorder, backpropagation
I. INTRODUCTION 
Mental health is an important aspect in realizing overall 
health and important to be considered as physical health. 
There is no health without mental health, as the healthy 
definition stated by the World Health Organization (WHO) 
that "Health as a state of complete physical, mental and 
social well-being and not merely the absence of disease or 
infirmity." [1] . The results of the Basic Health Research
show the prevalence of national severe mental disorders as 
much as 1.7 per mile, which means that 1-2 people from 
1000 Indonesian population experience mental disorders. 
The prevalence of population experiencing mental emotional 
disorders nationally in 2013 was 6% (37,728 people from the 
subjects analyzed). The highest prevalence is in the age 
group of more than 75 years compared to other age groups, 
female groups than men, and non-school groups [2].
The main symptoms that are most prominent in mental 
disorders are found in the mental element, but the main 
causes may be formed (somatogenic), in the social 
environment (sociogenic), or psychological (psychogenic). 
Usually there is no single cause, but several causes at the 
same time from various elements that affect each other or 
coincidentally occur together, then arises body disorders or 
mental disorders [3].
Mental disorders are classified as difficult to diagnose 
because some things like the similarity of symptoms that can 
occur, are reluctant to consult with psychiatric experts, the 
condition of patients who experience mental disorders is not 
supportive for questioning. In addition, information about 
mental disorders is inadequate so that it can be difficult for 
experts to provide a diagnosis of the disorders experienced 
by patients. The difficulty of experts in diagnosing is usually 
caused by the similarity of symptoms in mental disorders, 
such as in schizophrenia and bipolar disorder [4].
In this study the mental disorders that will be discussed 
are Bipolar Disorder. Bipolar comes from two words, namely 
bi means two and polar means polar, so bipolar is a 
contradictory feeling with two poles [5]. The two poles in 
question are depression and manic. Depression is defined as 
an emotional state that is characterized by extreme sadness, 
feelings of insignificance and guilt, withdrawing from others, 
and losing interest in activities that are usually carried out. 
Manic is defined as an emotional state with excessive 
reluctance, irritability, hyperactivity, talking more than usual, 
and easily distracted thoughts and concerns [6]. People with 
bipolar disorder will experience these two phases of feeling 
in their lives [12].
Individuals with bipolar disorder have the highest risk 
associated with mortality and morbidity to commit suicide. 
About 25% to 50% of the total individuals with bipolar 
disorder will commit suicide attempts. Suicide risk in 
individuals with bipolar disorder is highest during depressive 
episodes, followed by mixed and manic episodes. Current 
bipolar patients in Indonesia still lack attention, much of 
which people and health workers do not realize when manic 
episodes or depression. The condition of patients with 
bipolar disorder is considered as something that still 
naturally occurs in society or sometimes misdiagnosed with 
other psychiatric disorders [7].
This condition prompted the writer to be interested in 
making a journal entitled "Application of Early Detection of 
Bipolar Disorder Using Backpropagation Algorithm" which 
is an application that can detect early from bipolar disorder. 
The backpropagation method is one method used in learning 
from artificial neural network algorithms [8]. Artificial 
neural networks are able to recognize past-based activities. 
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Past data will be studied by artificial neural networks so that 
they have the ability to make decisions about data that have 
never been studied [9]. This application is intended for 
people who feel they have bipolar disorder but feel unsure 
and afraid to tell their family or closest people. Although the 
results of this early detection cannot be said to be a final 
form of diagnosis, it is hoped that the results can make users 
who fill out this application can check their mental health 
into psychology if they are said to have characteristics or 
suffer from bipolar disorder.
This system will be built into two, namely the website 
and android application. The website of this system is 
intended for admin and android applications intended for 
users. This website contains an admin panel that functions so 
that the admin can monitor the results or records of early 
detection carried out by the user on an android application. In 
addition there is an explanation of this screening, namely 19 
statements used for screening, an explanation of 5 categories 
or labels from the results of screening, all raw data in the 
database, backpropagation training, and backpropagation 
testing. The android application contains definitions of 
bipolar disorder, types of bipolar disorder, symptoms of 
bipolar disorder, screening for bipolar disorder, and an 
explanation of the source of the statement for screening for 
bipolar disorder.
II. LITERATURE STUDY
A. Artificial Neural Network
Artificial neural networks are information processing 
systems that have characteristics similar to biological neural 
networks. Artificial Neural Network (ANN) methods are 
useful in several uses including detection, identification, and 
control. Artificial Neural Networks are designed to solve a 
problem with learning techniques [11].
B. Backpropagation Algorithm
Backpropagation is a supervised learning algorithm and 
is usually used by perceptrons with many layers to change 
the weights connected to neurons in the hidden layer. 
Basically the backpropagation training algorithm consists of 
three stages, namely [10]:
1. Input the value of training data so that the output value is 
obtained.
2. Back propagation of the error value obtained.
3. Connection weight adjustments to minimize error values.
The three stages are repeated continuously until they get 
the desired error value. After the training is complete, only 
the first stage is needed to utilize the artificial neural 
network. Then, testing of the network that has been trained is 
carried out. The learning of artificial neural network 
algorithms requires advanced propagation and is followed by 
reverse propagation. Both are done for all training patterns 
[10].
III. RESEARCH METODOLOGY
The research methodology contains stages or steps taken 
in this study. The stages are carried out starting from the 
literature study stage to the documentation and produce an 
early detection application of bipolar disorder. An 
explanation of each step will be explained as follows :
Fig. 1. Flow Chart of Research Methodology
a. Study of literature
At this stage the author collects reference material and 
data from books, theses, journals, articles and other 
sources related to the topic of this thesis, namely the 
application of early detection of bipolar disorder using 
the backpropagation algorithm.
b. Data Collection
At this stage the author uses primary data obtained 
through interviews and questionnaires.
c. System Analysis and Design
At this stage the problem will be analyzed and identified 
needs related to the problem boundaries described earlier. 
After that the author makes a Unified Modeling 
Language (UML) such as use case diagrams, activity 
diagrams, sequence diagrams, and class diagrams. In 
addition, the author also made the interface design.
d. System Implementation
At this stage the author implements a system based on 
system design and interface design that has been made 
before.
e. System Testing
At this stage the author tests the system that has been 
built to get the accuracy and accuracy of the system that 
has been made.
f. Documentation
At this stage the author makes a report based on 
analysis, design, implementation, and testing that has 
been done.
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IV. RESULT AND DISCUSSION
A. Backpropagation Algorithm Architecture
The description of backpropagation architecture used in
this study is as shown below 
Fig. 2. Backpropagation Algorithm Architecture
An explanation of the image of the backpropagation 
algorithm architecture used is as follows :
a) 19 input layer
This input layer contains 19 statements used for early
detection of bipolar psychiatric disorders.
b) 6 hidden layer
This hidden layer is determined based on the formula :
(1)
Information :
Ni = number of input layers
No = number of output layers
Ns = amount of training data
α = arbitrary scaling factors are usually 2-10.
c) 5 output layer
The output of this layer is based on the label used to
determine the category of the results of early detection of 
bipolar disorder. 5 outputs are as follows :
1. Low Level Experience Related to Bipolar Disorder
2. But with mitigation Factors
3. With a Depressive Phase and a Balanced Mania
4. With the Depressive Phase Higher Than the Mania Phase
5. With the Mania Phase Higher Than the Depressive Phase
The training of the backpropagation algorithm includes 3
stages, namely the advanced stage, backward propagation, 
and weight changes. Training algorithms for networks with 
one hidden layer (with binary sigmoid activation functions) 
are as follows [13]:
Step 0 : Initialize all weights with small random numbers 
and the determination of the maximum epoch and 
the maximum error.
Step 1 : If the termination has not been fulfilled, do step 2.
Step 2 : For each pair of training data, do steps 3-8.
Stage I: Advanced Propagation
Step 3 : Each input unit receives a signal and passes it to 
the hidden unit above it
Step 4 : Calculate all output in hidden units zj (j = 1, 2, , p)
(2)
(3)
Step 5 : Calculate all network output in the unit yk
(k = 1, 2, … , m)
(4)
(5)
Stage II: Propagation backwards
Step 6 : Calculate the output unit factor based on an error 
in each output unit yk (k = 1, 2, … , m)
(6)
δk is an error unit that will be used to change the weight of 
the layer below it (step 7).
Calculate the wkj weight change rate (which will be used 
later to change the wkj weight) with the acceleration rate α
(7)
Step 7 : Calculate hidden unit factors based on errors in 
each hidden unit zj (j = 1, 2, .. , p).
(8)
Factor δ hidden unit :
(9)
Calculate the weight change rate vji (which will be used later 
to change the weight vji).
(10)
Stage III: Change in weight
Step 8 : Calculate all weight changes, change the weight 
of the line leading to the output unit :
(11)
Change the line weight to the hidden unit :
(12)
After the training is complete, the network can be used for 
pattern recognition. In this case, only advanced propagation 
(steps 4 and 5) is used to determine the network output.
Step 9 : Test stop condition (end of iteration).
B. Result
The description of backpropagation architecture used in
this study is like the results of the tests that have been carried 
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out, the total number of data tested is 250 data, the accuracy 
of the highest test stated accordingly is 249 data. If 
calculated by a formula, the accuracy of the resulting method 
is 99.6% for the Backpropagation method. This final result is 
obtained based on several tests that have been carried out by 
the author. The following is the comparison and influence of 
epoch, max error, momentum, and learning rate in getting the 
highest level of accuracy from this backpropagation network.
a) Epoch
TABLE I. EPOCH ANALYSIS
Corre.
amou
nt
Accuracy Epoch Max 
Error
Momentum LR False
245 98 250 0,01 0,5 0,2 5
246 98,4 500 4
247 98,8 750 3
248 99,2 1000 2
246 98,4 1250 4
Based on the results of the epoch analysis as shown in 
Table I, it can be concluded that the higher the epoch value 
is determined, the longer the iteration runs and the higher 
the accuracy obtained. From the 5 tests that were carried out 
the highest accuracy was obtained when using epoch as 
big as 1000 with an accuracy of 99.2%.
b) Max Error
TABLE II. MAX ERROR ANALYSIS
Corre.
amou
nt
Accuracy Epoch Max Error Momentum LR False
245 98
1000
0,01
0,5 0,2
5
248 99,2 0,02 2
246 98,4 0,03 4
242 96,8 0,04 8
246 98,4 1250 4
Based on the results of the max error analysis (Table 
II), it can be concluded that the higher the max error value 
is determined, the longer the iteration runs and the 
higher the accuracy obtained. From the 5 tests, the 
highest accuracy was obtained when using max error of 0.02 
with an accuracy of 99.2%.
c) Momentum
TABLE III. MOMENTUM ANALYSIS
Corre.
amou
nt
Accuracy Epoch Max Error Momentum LR False
248 99,2
1000 0,01
0,1
0,2
2
247 98,8 0,2 3
249 99,6 0,3 1
247 98,8 0,4 3
248 99,2 0,5 2
Based on the results of the momentum analysis in 
Table III, it can be concluded that the higher the 
momentum value determined, the longer the iteration 
runs and the higher the accuracy obtained as when 
momentum is 0.3, namely 99.6%. However, when using 
0.4 momentum, the accuracy of this network fell and 
rose again at 0.5 momentum.
d) Learning Rate
TABLE IV. LEARNING RATE
Corre.
amou
nt
Accuracy Epoch Max Error Momentum LR False
245 98
1000 0,01 0,5
0,1 5
248 99,2 0,2 2
247 98,8 0,3 3
244 97,6 0,4 6
242 96,8 0,5 8
Based on the results of the learning rate analysis in Table 
IV, it can be concluded that the higher the learning rate 
value is determined, the longer the iteration runs and the 
higher the accuracy obtained. Of the 5 tests that 
performed the highest accuracy obtained when using the 
learning rate 0.2 with an accuracy of 99.2%.
Figure 3 shows the results of the implementation of the 
application for the early detection of bipolar disorder that 
has been made.
Fig. 3. Application of Early Detection Bipolar Disorder
V. CONCLUSION
Based on the results of the Application of Early 
Detection of Bipolar Disorder, several conclusions were 
obtained as follows, namely :
1. From the 300 questionnaire data obtained divided into 2,
namely for training data of 250 data and testing using 50
data. After that the training data is divided using K-Fold
Validation with K of 10.
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2. The results of the epoch analysis that have been done get
the highest accuracy results with a max epoch of 1000
with an accuracy of 99.2%.
3. The max error analysis results that have been done get
the highest accuracy results with a max error of 0.02 with
an accuracy of 99.2%.
4. The results of the momentum analysis have obtained the
highest accuracy results with momentum of 0.3 with
99.6% accuracy.
5. The results of the learning rate analysis that has been
done get the highest accuracy results with a learning rate
of 0.2 with an accuracy of 99.2%.
6. From all of these analyzes, it can be concluded broadly
that the greatest influence on the level of accuracy is
based on momentum. Because in testing momentum the
highest accuracy can be produced compared to the results
of other analyzes.
7. Irregular changes in all results of this analysis are caused
by the initial weight randomly entered.
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