Introduction.
In this paper we shall study equations of polynomialexponential type defined over the algebraic numbers. These are equations of the form (1.1) 
We begin with some basic notation. Set Λ = {1, . . . , k}. When P is a partition of Λ, we will write λ ∈ P to mean that λ is one of the subsets of Λ appearing in P. We then consider the system of equations Denote by S(P) the set of solutions of (1.1) P which do not satisfy (1.1) Q for any proper refinement Q of P (notice that every solution of (1.1) lies in S(P) for some partition P). Then let G(P) be the subgroup of Z n consisting of x such that α x l = α x m whenever l and m lie in the same set λ of P. Let d be the degree of the field K, and for l ∈ Λ let δ l be the total degree of the polynomial P l . Set 1991 Mathematics Subject Classification: Primary 11D61.
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A is the potential number of non-zero coefficients of the polynomials P 1 , . . . . . . , P k , and B = A unless all of these polynomials are constant, in which case B = max(n, k). Recently, Schlickewei and Schmidt [7] have proved the following Theorem 1.1 [7, Theorem 1] . If G(P) = {0} then
This improves (both with respect to the size and to the dependence on certain parameters) the bound which the same authors obtained in [6] .
The object in this paper is to study the case when the group G(P) is non-trivial. Let | · | be the euclidean norm on R n and, for positive z, define log + z = max(log z, 1). Let r be the rank of G(P) and let H be the r-dimensional subspace of R n spanned by G(P) Let G be the group of transformations of R n of the form
where Θ ∈ GL(n, Z) fixes H pointwise, and u ∈ Z n . Our main result is Theorem
With notation as above, we have

S(P) ⊆ φ∈Φ φ(S),
where Φ ⊂ G and |Φ| ≤ 2
Previously, Laurent [3] (see also [4] ) had obtained qualitative versions of Theorems 1.1 and 1.2. It should be noted that the map φ → φ(S) is not one-to-one. To be precise, write φ 1 ∼ φ 2 if φ i x = Θ i x + u i (i = 1, 2), where u 1 = u 2 and Θ 1 , Θ 2 induce the same map on R n /H. Then φ 1 (S) = φ 2 (S) whenever φ 1 ∼ φ 2 .
Absolute values and heights.
We briefly describe some facts about heights which will be used throughout. When K is a number field, let V = V (K) denote the set of places of K. For v ∈ V (K) let | · | v be the associated absolute value, normalized to extend the usual, or a p-adic absolute value of Q, and let
where α v = max( α 1 v , . . . , α n v ). Then define the absolute logarithmic height h(α) = log H(α). Both heights are defined on P n−1 (A), where A is the field of algebraic numbers.
As pointed out in [6] , it is a consequence of Dobrowolski's work [2] that if α has degree d and is neither zero nor a root of unity, then
3. The first step. The proof of Theorem 1.2 generalizes the method developed by Schlickewei and Schmidt in [7] . In the next two sections, we shall accomplish two separate goals. In the present section we give a theorem of Schlickewei and Schmidt which lies at the heart of the method, and in the following, we use an induction argument to reduce the proof of Theorem 1.2 to that of a certain Theorem 4.1. The task for the remainder of the paper, then, will be to prove Theorem 4.1; in Section 5 we shall pause again to give an overview of its proof.
A fundamental step will be to consider (1.1) as a linear equation in a large-dimensional space over the field K. To develop this idea requires some notation. In (1.1), let M l be the set of monomials of total degree ≤ δ l . We may then write
Then (1.1) may be written as
and let η(x) be the vector with components
This asserts that η(x) lies in a certain subspace T of K a of codimension 1. Let h M (x) be the logarithmic height of the vector with components M (x) (M ∈ M 1 ∪ . . . ∪ M k ), and let h E (x) be the height of the vector with components a lM α x l ((l, M ) ∈ A). We shall require the following result of Schlickewei and Schmidt.
Theorem 3.1 [7, Proposition B] . Suppose that a ≥ 3. Then as x ranges over solutions of (3.2) with
, the vector η(x) will be contained in the union of not more than
proper subspaces of T .
This theorem will be the basic tool in the proof of Theorem 1.2. A priori, since h M involves monomials and h E involves exponentials, it would seem that (3.3) should be easy to achieve. However, at the outset we have no control over the size of the coefficients a lM in h M , and it is essential that our bounds are independent of these coefficients. Hence much work will be required to produce the inequality (3.3); this is the subject of Sections 8 through 11. 
When T is a subspace of K A and Q is a partition of Λ, let T (Q) be the subspace of T defined by
For each l ∈ Λ, let P l be a polynomial of total degree ≤ δ l . We may write
be the vector with components
Then to say that x satisfies (1.1) P is the same as to say that ξ(x) satisfies the system (4.1)
The equations (4.1) define a certain subspace, say
for any proper refinement Q of Q. With S(P) as defined in Section 1, we have S(P) = X(W, P), where W is defined by (4.1). Notice that if P = {{1}, . . . , {k}} then G(P) = Z n and Theorem 1.2 holds trivially. Therefore we shall always suppose that P is not this partition into singletons. The next result is an analogue of Proposition C of [7] .
In the remainder of this section we show that Theorem 4.1 implies Theorem 1.2; we begin with a lemma. 
P r o o f. This is proved by induction on t. When t = 0, X(T, P) is empty (notice that ξ(x) = 0 is impossible since when M = 1, we have
be the cover given by Theorem 4.1. Suppose that P ≺ T i fails to hold for some index i. Then there is a proper refinement Q of P with
has empty intersection with X(T, P).
Suppose on the other hand that
for a proper refinement Q of P, so that x ∈ X(T i , P). In this case, we obtain
In light of this discussion, we may rewrite (4.2) as
By the induction hypothesis, each set X(T i , P) is contained in the union of not more than (2C)
sets φ(S). Therefore (4.3) shows that X(T, P) is contained in the union of not more than (2C) t such sets. Theorem 1.2 follows easily from this lemma. Recall that S(P) = X(W, P), where W is the subspace defined in (4.1). Notice that dim W ≤ A ≤ B. If P ≺ W fails to hold, then, as above, S(P) = X(W, P) is empty. If, however, P ≺ W , then the lemma shows that S(P) is contained in the union of not more than (2C)
, and the theorem is proved. Our only remaining task is to prove Theorem 4.1.
The plan of attack.
It will be useful at this point to give a vague outline of the method which we shall employ to prove Theorem 4.1. We begin in the next section by showing that in order to prove our theorem, we may first apply a transformation φ ∈ G to the variable vector x. Then, given a subspace T as in the theorem, we shall require an assortment {L} of suitable linear forms which vanish on T (a suitable form, among other things, must behave appropriately under the action of the aforementioned transformations). The method of constructing such forms was developed in [7] , and will be outlined in Section 9.
When x ∈ X(T, P) and L vanishes on T we have L(ξ(x)) = 0. This is an equation of the form (3.2), and our plan will be to apply Theorem 3.1, which assumes a certain inequality (3.3) involving heights. In an attempt to produce this inequality we will apply two transformations φ ∈ G to x; this is the subject of Sections 8 and 10. As it turns out, every x for which we cannot produce (3.3) will lie in S. When x does have (3.3), Theorem 3.1 will show that ξ(x) lies in one of finitely many proper subspaces T i of T , from which we will obtain an assertion of the form given in Theorem 4.1. To achieve this reduction of dimension it will be essential that our linear forms L are minimal; that is, roughly speaking, that they have the smallest possible set of non-zero coefficients.
Transformations.
Recall the definition of the group G given in the introduction. In this section we show that in order to prove Theorem 4.1, we may first apply a transformation φ ∈ G to the variable vector x. Write φx = Θx + u as in the introduction. Define
where e 1 , . . . , e n are the standard basis vectors, and let β l = (β l1 , . . . , β ln ) (l ∈ Λ). Then for each l we have α Θx l = β x l . Recall that ξ(x) was defined in terms of the α l ; to indicate this write ξ(x) = ξ α (x). Then let ξ β (x) be the vector with components
In [6, §7] it is shown that φ induces an invertible linear map φ on K A with the property that
, and X β (T, P) as before, but with respect to the β l . For any partition P and subspace T of K A the following properties were derived in [6] :
From (6.6) and the definition of the group G, we see that in fact,
so that the subspace H is preserved by such a transformation. Suppose now that we have established the assertion in Theorem 4.1 after applying the transformation φ ∈ G to x (this involves replacing the α l by β l as above). In other words, suppose that we have proved the following assertion:
Whenever T is a subspace with T ≺ P, there exist ψ ∈ G and proper subspaces T i of T (i = 1, . . . , C) with T i (P) = T i and such that
Our goal is to show that this implies the same assertion with β replaced by α. Define W = φT and W i = φT i . If we use (6.2) and (6.3), (6.8) becomes
which is the same as
By (6.4), we have W ≺ P ⇔ T ≺ P, and by (6.5) we have
Therefore our goal is achieved; after this discussion, we reach the following conclusion:
In order to prove Theorem 4.1, we may first apply a transformation φ ∈ G to the variable vector x.
Linear forms.
We collect further notation from [7] which we shall require. Any linear form L on K A may be written
where
Let T be the subspace of K A given in Theorem 4.1, and let L(T ) be the space of linear forms vanishing on T . Then
We introduce a lexicographical ordering of monomials:
. . , i n = j n for some s. We also introduce a symbol such that M > for every monomial M . Let L be a form, written as in (7.1 
With every form L we associate k-tuples of leading monomials, leading coefficients, and leading terms:
8. The first transformation. In this section we shall make the first step towards producing the inequality (3.3). Recall that this inequality required that the height of a vector with components a lM α x l be large. We begin here by considering certain vectors with components α x l , and we show that after an appropriate transformation the height of such vectors can be controlled.
Let α, β ∈ (K × ) n have components α j , β j , respectively. We define α/β = (α 1 /β 1 , . . . , α n /β n ). Now, given α 1 , . . . , α k as in Section 1, define α
Then v γ lm jv = 0 by the product formula (here, and below, a sum over v will mean a sum over v ∈ V (K)).
this fact will be needed in the next section.
Recall that we write l P ∼ m to mean that l and m lie in the same set λ of P. For v ∈ V (K) define
This shows that when l 
If D is a common denominator for all of the α ij , then we see that for each j we have
It follows that π(Z
is discrete, and the lemma is proved. Now let P be a partition as in Theorem 4.1. Define the function
Since P is fixed, we will write ω = ω P for simplicity. For any ξ, the discussion above shows that
is not a root of unity. Using (8.6), (8.4), and Dobrowolski's estimate (2.1), we see that 
From (8.3) we infer the properties
as required.
Let {b
and {a
be the bases of Γ given by Lemmas 8.2 and 8.3.
Then, using Lemmas 8.2 and 8.3 along with (i), we obtain
. . , c n } be a basis for the lattice of integer points on H. We claim that a 1 , . . . , a s , c s+1 , . . . , c n form a basis of Z , b 1 , . . . , b s , c s+1 , . . . , c n form a basis of Z n , and we may define a transformation Θ ∈ GL(n, Z) by
n).
It is clear that Θ fixes H pointwise. Using (8.7), we see that for ξ ∈ R n , we have
By the discussion in Section 6, we may apply the transformation Θ. Recall that this entails replacing the vectors α l with vectors β l satisfying
The function ω = ω α was defined in terms of the α l . Similarly, define ω β in terms of the β l . Then for ξ ∈ R n , we have
We may therefore assume from this point forward that
Construction of linear forms.
Recall that L(T ) denotes the space of linear forms vanishing on T . As mentioned in Section 5, the plan is to apply Theorem 3.1 to equations of the form (3.2) defined by certain minimal forms L ∈ L(T ). Since we must apply transformations to the vector x, we require forms with certain special properties. Here we outline the construction of such forms developed in Section 16 of [7] and quote several results proved in that work.
Suppose that P is not the partition into singletons, and that
Now let λ ∈ P with |λ| > 1 be given. For simplicity, suppose that λ = {1, . . . , r}. We will construct a partition of λ, λ = t j=1 µ j , into nonempty subsets µ j , as well as forms
There are 1-stable forms; if there were not then every form in L λ (T ) would be a sum of forms whose sets B have cardinality one, so that if Q were obtained from P by breaking λ into the singletons {1}, . . . , {r} we would have T (Q) = T , against (9.1). We may therefore choose a set µ 1 ⊆ λ with minimal cardinality such that there is a 1-stable form L with B(L) = µ 1 . Notice that |µ 1 | > 1.
Suppose that j > 1 and that subsets µ 1 , . . . , µ j−1 of λ have been constructed. Set
If ν j−1 = λ we set t = j − 1, and our construction is finished. Otherwise let ν j−1 be the complement of
Then if Q is obtained from P by dividing λ into ν j−1 and ν j−1 , we would have T (Q) = T , contradicting (9.1).
We may therefore choose µ j ⊆ ν j−1 of minimal cardinality such that there is a j-stable form L with
It is clear that µ j = ∅. Continuing in this manner, we obtain sets µ 1 , . . . , µ t which partition λ. Now renumber the elements of λ so that
with 0 = r 0 < r 1 < . . . < r t = r. Recall the definition (given in Section 7) of the leading monomials
for some s (this should not be confused with our earlier ordering of monomials). By the construction, for every j, 1 ≤ j ≤ t, there exist j-stable forms L j satisfying (9.2), where we define
is minimal with respect to < among all j-stable forms with (9.2). Since the ordering < depends only on the leading monomials, j-proper forms may not be uniquely determined. If, however, both L j and L j are j-proper, then
We shall require several results from [7] . Now let P be a partition as in Theorem 4.1, and for every λ ∈ P with |λ| > 1 construct j-proper forms L λj , j = 1, . . . , t, with t = t(λ) ≤ |λ|, as above. This set of forms will be fixed for the remainder. (1) ), and m ∈ B(L λj(q) ), and such that
To ease notation, we write Max to denote the maximum over all pairs l, m with l, m ∈ B(L λj ) for some λ, j. Recall the definition (8.3) of the functions ψ lm , and for ξ ∈ R n define (9.4) X P (ξ) = Max ψ lm (ξ).
We shall require the next lemma in Section 10.
Lemma 9.3. For ξ ∈ R n , we have
. By (8.6) and (8.9), ψ lm (ξ) ≥ c 1 |ξ
. . , L λj(q) be the chain of forms given by Lemma 9.2, and let l(i) lie in the set (9.3). Then, using (8.5), we have
The lemma follows since c 2 = c 1 /k and q ≤ k.
Preparing for the second transformation.
Recall that we have fixed a set of forms L λj . In this section we use a translation x → x − u in order to control the height of the coefficients of these forms. Since P is fixed, we will simplify our notation by writing X = X
. Now X is a non-negative function which satisfies
In view of Lemma 9.3, we may conclude that the set X ⊂ H ⊥ defined by
is a convex, symmetric, compact set which contains 0 in its interior (see, for example, Chapter 4 of [1] ). We will now consider points (ξ, ζ) ∈ R 
. Also notice that for any ξ ∈ R n we have X (ξ, 0) = X (ξ) and
X enjoys properties analogous to those in (10.1); therefore X is convex, symmetric, closed, and has (0, 0) in its interior. However, X may be unbounded. We extract the following from the proof of Lemma 15.1 of [7] .
Lemma 10.1. There exists a fixed
Since X is bounded, we must have ζ 0 = 0; by homogeneity we may choose (ξ
, 1) ∈ X, but this holds also when X is bounded, since |ζ| ≤ ζ 0 in that case. Taking the difference, we see that (ξ ⊥ − ζξ
The lemma follows upon setting ζ = 1. Now let ξ 1 be as in Lemma 10.1, choose u ∈ Z n such that |u + ξ 1 | ≤ √ n/2, and set µ = ξ 1 + u. Then Lemmas 9.3 and 10.1 show that for x ∈ Z n we have
In view of (10.2) we have proved the following
11. Applying the second transformation. Let u ∈ Z n be the point given in Lemma 10.2, and apply the transformation φx = x − u to the variable vector x. As in Section 6, this induces an invertible linear transformation φ on K A , which, by (6.1), satisfies
(Notice that such a transformation does not involve replacing the exponential bases If
We now replace the forms
T ) whose sets A( L λj ) are as small as possible. By Lemma 9.1, each form L λj is minimal, and has leading coefficients which are proportional to those of L λj . Therefore (11.2) still holds when we replace L λj with L λj .
For any form L with coefficients b lM as in (7.1), let h LE (x) denote the height of the vector with components
It is clear that we have
To ease notation we shall write L λj for L λj . In view of (11.2) and (11.3) we have proved the following 
Proof of Theorem 4.1.
Recall the definition of X(T, P) given in Section 4. Using Lemma 11.1, we may divide solutions x ∈ X(T, P) into classes C λj with x ∈ C λj if . Now, since L is minimal, we must have L ∈ L(T ). Therefore, whenever ξ L (x) ∈ U , we may conclude that ξ(x) lies in a certain proper subspace T of T . Since B(L ) ⊆ B(L) ⊆ λ for some λ ∈ P, we have T (P) = T . Therefore, using the estimate (12.9), we see that points x ∈ C satisfying (12.2) and (12.8) lie in a union so that x ∈ S by Lemma 12.1. When a = 2, we have shown that our chosen class C is contained in S. When a ≥ 3, we have shown that C is contained in a set of the form S ∪ C i=1 X(T i ). Theorem 4.1 follows easily, since there are at most B possible classes.
