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Conventional step excitation Low-and high-gain excitation
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Left: Model fit to conventional step excitation.
Right: Prediction of low-and highgain responses. Experiments (-), model outputs (···).
Left: Model fit to low-and high-gain excitation. Right: Prediction of conventional step responses. Experiments (-), model outputs (···).
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ADCHEM 2006 5
Left: Single-model fit ⇒ bias due to nonlinearity Right: Multi-model fit ⇒ separation of noise and "difficult" dynamics Residual of single-model fit (below) and multi-model fit (above). 
In addition, a nominal model 0 ( ) G s may be known. ♦ We want to derive an uncertainty model
-which can reproduce all known data for some allowed k Δ = Δ -as "tightly" as possible -subject to various structural (or other) constraints ♦ The work presented here allows -only unstructured uncertainty, i.e., Δ is unstructured -additive as well as multiplicative input and output uncertainty -arbitrarily structured weights 1 W and 2 W ; calculation of an optimal 0 G ♦ As techniques to guarantee "data reproduction" we consider both
♦ As measures of uncertainty (to be minimized) we consider both
σ Δ ≤ , for the worst-case input u, 2 1 u ≤ ♦ All calculation are done "frequency-by-frequency"; transfer functions are not determined in this work
T T T h h h e e e R R R e e e g g g i i i o o o n n n o o o f f f U U U n n n c c c e e e r r r t t t a a a i i i n n n t t t y y y
-For an arbitrary input u, the uncertainty of the output y Gu = is given by the deviation
x W u ≤ -When x varies over its range of possible values, the deviation
covers an n-dimensional ellipsoidal region.
-For the worst-case input u, the "volume" of this region is proportional to
can be arbitrarily fixed. Thus, the volume of the uncertainty region can the be minimized by minimizing
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A convex objective function -Unfortunately,
is not a convex function.
-A standard way of "convexifying" a determinant is to use the logarithm of the determinant. However,
is not convex, either.
-On the other hand, 
D D D a a a t t t a a a M M M a a a t t t c c c h h h i i i n n n g g g Model matching
It is required that et al., 1994; Chen and Gu, 2000) 1 1 Y ∈ Y , X ∈ X and ( ) Z ∈ Z subject to (A) and (B) for ω ∀ ∈ Ω and k ∀ .
D D D a a a t t t a a a M M M a a a t t t c c c h h h i i i n n n g g g
Input-output matching
It is required that 
A A A p p p p p p l l l i i i c c c a a a t t t i i i o o o n n n t t t o o o D D D i i i s s s t t t i i i l l l l l l a a a t t t i i i o o o n n n M M M o o o d d d e e e l l l i i i n n n g g g
G − ⎡ ⎤ = ⎢ ⎥ − ⎣ ⎦A A p p p p p p l l l i i i c c c a a a t t
t i i i o o o n n n t t t o o o D D D i i i s s s t t t i i i l l l l l l a a a t t t i i i o o o n n n
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Above: Experimental outputs (•) and region covered by original nominal model (--).
Right: Deviation between experimental and nominal model outputs (•); uncertainty regions with smallest area (-), smallest norm (--) and best scalar weight (-⋅ -) for a multiplicative output uncertainty model 
c a a a t t t i i i o o o n n n t t t o o o D D D i i i s s s t t t i i i l l l l l l a a a t t t i i i o o o n n n
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Result with optimized nominal model Above: Uncertainty region with smallest area.
Right: Uncertainty region with smallest norm (--) and best scalar weight (-⋅ -). 
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Another view
Experimental outputs (•), region covered by nominal model (--) and uncertainty regions with smallest area (-) at experimental points using original nominal model.
Ditto with optimized nominal model.
To improve the visualization the data have been transformed to reduce the condition number of the nominal model. ♦ A procedure based on convex optimization and LMIs for deriving norm-bounded uncertainty models for MIMO systems from experimental data has been described. ♦ Data may be available as (i) sets of input-output data or (ii) a set of models.
-Generally input-output data gives a less conservative model.
♦ By employing data-matching techniques it can be ensured that the uncertainty model can reproduce known data in the frequency domain. ♦ The output region covered by the uncertainty model for the worst-case input can be minimized by minimizing (i) the n-dimensional volume or (ii) the largest distance of the region.
-Results indicate that the volume should be minimized. ♦ The procedure as presented here -applies to unstructured uncertainty -allows arbitrary structures of uncertainty weight matrices -does not require a nominal model to be known initially -can handle additive as well as multiplicative input and output uncertainty (in principle, any type of LFT uncertainty)
♦ An application to distillation modeling was presented -A clear improvement of the uncertainty model was obtained by optimizing the nominal model.
