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This thesis is motivated by the stylized fact that the asymmetry in dependence usually 
exists in returns of financial data series. Owing to political and monetary reasons, this 
phenomenon may be present in daily changes of exchange rates. In this thesis, we study the 
relationships between five currencies in Asia around the period of Asian Financial Crisis in 
1997. They include the Singapore Dollar, Japanese Yen, South Korea Won, Thailand Baht 
and Indonesia Rupiah. We employ various time-varying copula models to examine the 
possible structural breaks. We detect that significant changes at the dependence level, tail 
behavior and asymmetry structures between returns of all permuted pairs from the five 
currencies before and after the crisis. Other methods for identifying structure changes are 
explored. This is to compare and contrast findings using copular models with others. On 
balance, the copular approach seems to have more explanatory power than that of existing 
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Around July of year 1997, Asian financial crisis was originated from Thailand as Thailand 
government decided to float the Thai Baht against USD. The burst of bubble in real estate 
market and heavy burden of foreign debt made Thailand effectively bankrupt while the 
slumping currency induced chain effects on currencies of neighbouring countries. Thailand 
government faced a dilemma of adopting a high interest rate which the government 
managed to maintain for decades or a low interest rate. The low interest increased the 
difficulty of the government to defend its currency while a high interest may increase the 
burden of the debt so as to worsen the crisis. As this crisis spread, Thailand, Indonesia and 
South Korea were greatly affected and other Asian countries also suffered from different 
levels of currency depreciation and stock market devaluation. Although, most of the Asian 
countries carried out sound fiscal interventions during the crisis, IMF still initiated $40 
billion funding in order to stabilize the currency in Thailand, Indonesia and South Korea. It 
is believed that the crisis was a call for a new, stable and cooperative connection between 
Asian countries. The dependant relations between those Asian countries are expected to 
have a dramatic change during this period. The possible explanation is from the asymmetry 
property observed in the dependence structure of financial returns. After the crisis, many 
developing countries became more critical to global institutions rather they prefer more in 
bilateral trade agreement. This has motivated us to study the structural changes of several 
Asian currencies in terms of the dependence before and after the crisis. Before us, 
intensive research have been done relating to this crisis, such as Radelet and Sachs (1998), 
they argues that the crisis was caused by the shits of market expectations and confidence. 
Allan and Gale (1999) reviewed a number of possible hypotheses about the process of 
financial contagion and related them to this crisis. Baig and Goldfajn (1999) looked at the 
change in correlation in currencies and equity markets in several Asian countries during 
the crisis where VARs were deployed. And dummy variables were used to identify the 
trigger event of the contagion. Some more recent literatures like Van Horen et al. (2006) 
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managed to measure the contagion effects while controlling other external shocks through 
regression analysis. Baharumshah (2007) estimated the volatility before and after the crisis 
by using Exponential GARCH model (EGARCH) model. And the contagious effects were 
detected in terms of the volatility. Khalid and Rajaguru (2007) constructed Multivariate 
GARCH model and applied causality tests to study the inter-linkages among Asian foreign 
exchange markets. In this thesis, we attempt to study this crisis in terms of the dependence 
structure of exchange rates of currencies in Asia by some relatively new approaches.  
The asymmetric structure of dependence between two financial returns has been 
documented in many literatures. In terms of dependence structure, there are many 
examples which provide evidence of multivariate distribution between financial returns 
differing from normal distribution in recent researches. For example, Erb et al. (1994), 
Longin and Solnik (2001), and Ang and Chen (2002) showed that the financial returns turn 
to have a higher dependence when the economy is at downturn than at the upturn. One 
suggestion provided by Ribeiro and Veronesi (2002) is that the higher correlation between 
financial returns at bad time comes from the lack of confidence of the investors to the 
future economy trend.  As a result, asymmetric property of the dependence would increase 
the cost of global diversification of the investment at bad times, and thus the analysis is 
valuable to risk control and portfolio management. In literatures like Patton (2006), the 
asymmetric dependence structure of different exchange rates is studied and the author 
proposed logic link between the government policies and the asymmetry in dependence. 
One objective of ours in this thesis will be to testify the asymmetric property of the 
currencies which are strongly affected in the financial crisis.   
Inspired by some pioneer researches, we will apply copula models to measure the 
imbalanced dependence structure and possible shifts of regimes of exchange rates. Copula 
was first introduced in Sklar (1959) and the same idea appeared in Schweizer and Sklar’s 
paper in 1974 which was written in English. The copula had been used to study the 
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dependence between random variables for the first time in Schweizer and Wolff (1981). 
Only around the end of 1990s, more and more researches on risk management in financial 
market with copula begun to appear in academic journals. There are a few perspectives of 
copula that have attracted us when we studied the multivariate dependence structures. First, 
economists always started from the study of the marginal distributions before the joint 
distribution and copula is a great tool to connect margins and joint densities. Second, the 
measures of dependence provided by the copula models give a better description of the 
bivariate dependence when linear correlation doesn’t work (i.e. nonlinear dependence). 
Thirdly, copula offers a flexible approach to model the joint distribution and dependence 
structures, such as parametric (both marginal distribution and copula used are parametric), 
semi-parametric (either marginal distribution or copula used are parametric) and 
nonparametric approaches (both marginal distribution and copula used are nonparametric). 
Flexibility of copula also is embodied in the way that marginal distributions need not come 
from the same family. Once we provide a suitable copula to marginal distributions from 
different families, we can still obtain a meaningful estimate of the joint distributions. 
Finally, the estimations copula models can be based on standard maximum likelihood 
which can be handled by some desktop software. In monographs like Joe (1997) and 
Nelson (2006), details about applications and extensions of copula models can be found.   
Contagious effect during financial crisis is a special case of asymmetry 
dependence between financial returns. The financial returns seem to have a stronger 
connection when the economy is at bad time. Many studies on contagion are based on 
structure changes in correlations, for example, Baig and Goldfajn (1999) showed structural 
shifts in linear correlation for several Asian markets and currencies during the Asian crisis. 
Some other approaches also are used to address the issue, like Longin and Solnik (2001) 
applied extreme value theory to model the dependence structure on tails; Ang & Bekaert 
(2002) estimate a Gaussian Markov switching model for international returns with two 
regimes (low-return-high-volatility and high-return-low-volatility) identified. Some 
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researchers applied copula approach to analyze the financial contagion in equity markets, 
for example, Rodriguez (2007) is working on applying Markov switching models to copula 
parameters to analyse the financial breakdown in Mexico and Asia, he found evidence of 
increased correlation and asymmetry at the time of turmoil; Chollete (2008) applied 
Markov switching on copula functional models to study the G5 countries and Latin 
American regions. He studied the relation between VaR and various copula models used. 
Comparing to a great deal of studies on international equity market returns, study 
of the dependence property on exchange rates has attracted less attention. One of the recent 
studies was Patton (2006) in which, he studied the asymmetric dependence between 
Japanese Yen and German Mark before and after the day of introduction of Euro. Evidence 
has been provided using the time varying copula approach with structure break identified. 
He suggested that the possible reason that asymmetry exists in the dependence between the 
two currencies comes from the imbalance of the two considerations. First consideration is 
that a government turns to depreciate the home currency in match with depreciation in the 
currency of the competing country. This is due to the consideration to maintain the 
competitiveness of the home currency in the global market. On the other hand, a country 
may want to appreciate the home currency when there is an appreciation of competing 
currency. This policy is meant to stabilize the domestic price level.  
To check the possible asymmetry property between currencies in Asia, in this 
thesis we will mainly follow Patton (2006). We will use copula models with time varying 
parameters to study the five currencies in Asia during the period of the Asian financial 
crisis. Five countries including Singapore, Thailand, Japan, South Korea and Indonesia 
were affected severely during the crisis. All countries are dependent on labour intensive 
exports which form an important part in contributing to their GDP growth. Therefore we 
shall investigate the effects that financial crisis brought to those countries and look for a 
sign of asymmetry in exchange rates returns. In addition, we will study the difference in 
the dominating tails which is implied by the time varying tail dependence and search for 
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possible dynamic changes in dependence. We expect to see obvious changes in both tail 
dependence and conditional linear correlation during the financial crisis.  
There are a few approaches to study the structure break. For example, Nakatsuma 
(2000) looked into the persistence of the volatility using Markov-Switching methods in 
order to identify the structure break; Carmela et al. (2000) studied the constancy of the 
fatness of the tails to find structure breaks. In this thesis, we also adopted two other 
methods in identifying the structure break to verify the results which are Bai and Perron 
(2003) multi-break test and Andrews and Ploberger (1994) single break test.  
The rest of the thesis is organized in the following manner. In the next section 
methodology, various models of copula are introduced, to be followed by discussions of 
different measures of dependence based on copula. In the third section, the data and the 
empirical results will be presented. In the last section, conclusion will be made.  
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II Methodology  
Copulas are very useful in modeling joint distributions among different data sets with 
various distributions. It is a better measure of the dependence structure than linear 
correlation as it takes the marginal property of random variables of interest into account, 
even when those margins are from different distribution families. Some existing copula 
models are capable of capturing asymmetric property that exchange rate and financial data 
often exhibit. By studying the time varying copula models, we can also observe the 
possible structure change where the dependence structure of two currencies changes 
dramatically due to political or economical turnovers.  
2.1 Definition of Copula 
2.1.1 Sklar’s Theorem 
The definition of copula was first stated in Sklar’s paper in 1959. They are functions that 
join multivariate distribution functions to their one-dimensional marginal distributions.  
Sklar’s theorem is the foundation of many recent empirical researches on two dimensional 
copulas. In Nelson (1999), it states that an n-dimensional copula is a multi-dimensional 
joint distribution function of margins with uniform distribution on [0,1]. Therefore, C is 
actually a mapping from n-cube [0,1]n to [0,1], satisfying the following conditions, 
(1) C(1…1,am,1…1) = am for nm ≤  and am in [0,1]. 
(2) C(a1... an) = 0 if am =0 for any nm ≤ . 
(3) C is n-increasing.                                                                                                 (2.1) 
Property (1) shows that if the realizations for n-1 random variables are known each with 
marginal probability 1, the joint density of these n margins is just equal to the marginal 
probability of the remaining random variable. Property (2) states that if marginal 
probability is zero for one variable, then the joint probability of these n variables will be 
just zero. This property also refers to the grounded property of copula. Property (3) says 
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∂ ≥∂ ∂ ∂L . This is a general property for a multivariate cdf. 
For example, if we consider the case of multivariate cdf )...,( 21 nyyyF with all 
marginal densities being )( 11 yF … )( nn yF  and the inverse functions of those margins are 
1
1
−F … 1−nF . Then we have )( 1
1
11 uFy
−= … )(11 nn uFy −= where 1u … nu are uniformly 
distributed on (0, 1) referring to probability transformation stated in the next section.  





121 nnnnnn uuCuUuUuFuFFyyyF =<<== −− . 
Copula is especially useful when we only have knowledge in marginal distributions as it 
can connect all those margins to find a reasonable fit for their joint distribution. In practice, 
sometimes the n-dimensional multivariate distribution F can be associated with copula 
function C as follows, given ]1,0[]1,0[: →nC  ,  
));()...(()...,( 1121 θnnn yFyFCyyyF = , 
where parameter θ is a measure of dependence between margins which can be a vector. If 
all margins are continuous functions, then the copula function of interest is unique. This is 
a starting point of applications of copula. 
2.1.2 Probability Integral Transformation 
For any random variables, given the cumulative distribution function, we can convert them 
into random variables that are uniformly distributed. Suppose X is a random variable with 
continuous cumulative function F, then a new random variable Y = F(X) will have uniform 
distribution. This transformation is used to obtain uniformly distributed variables required 
by copula. Besides, this method can be used to generate random data from specified 
distribution which is also called inverse transform sampling.    
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2.2 Marginal density models  
It is necessary to specify the two “true” univariate marginal densities first. Data required 
by copula models has to be uniformly distributed. If we misspecify marginal distributions 
for the data, probability integral transformation will not produce uniform distributed 
variables, and thereby leading to a misspecification in copula modelling. A test of fitness is 
then critical when we study the copula functions. A method proposed in Diebold et al. 
(1998) to test the goodness of fit of the marginal density model is often applied. We are 
suggested to test the independence of the transformed sequence tU  and tV through a 
regression of kt uu )( −  and kt vv )( −  on 20 lags of both kt uu )( − and kt vv )( − , for k=1, 2, 
3, 4. Then the Kolmogorov-Smirnov test is used to test the hypothesis that tU and tV are 
uniformly distributed on (0, 1).  
As proposed in many researches papers, two main approaches of handling the 
marginal series are stated below.  
(1) General ARMA-GARCH models with normal or generalized error distributed 
innovations are suggested to be used. Here we consider five margins of interest, 
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where t jε −  is white noise error, ttt κδη = and tη is i.i.d t distributed or generalized 
error distributed. GED can be used to capture the fatness of the tail distribution 
which is often observed in financial time series data. The random variable tu  
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where γ is a positive parameter governing the behavior on tails. When 1=γ , the 
PDF becomes the PDF for double exponential distribution. When 2=γ , GED 
reduces to standard normal distribution. The distribution shows a thicker tail 
comparing to normal distribution when 2<γ   while a thinner tail when 2>γ . 
(2) Alternatively, we can compute the empirical cdf of the margins by using the 












, for n=1, 2…d,                                                           (2.4) 




+T in order to keep cdf always less than 1. It is a semi-parametric 
approach by applying this empirical cdf to copula models.  
One good thing about this method is that the specification of copula models will be 
independent from the specification of marginal models which will save us some 
calculation time comparing to the first method when we want to estimate all parameters 
together using MLE. The data obtained after probability integral transformation will be 
truly uniformly distributed on [0.1] which can be tested using Kolmogorov-Smirnov 
method.  We will use this method for simplicity in the latter part. 
2.3 Unconditional Copula models 
Nine popular Archimedean copula models are listed in this thesis, and all of which are 
unconditional models with either symmetric or asymmetric properties. Maximum 
likelihood can be used to estimate the parameters of copula models and margins. Two 
approaches of estimation processes by maximum likelihood will be presented here. First, 
we can estimate all the parameters using the full maximum likelihood according to the log-
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likelihood function of copula, defined as follows, given n-copula ]1,0[]1,0[: →nC and n-
dimensional multivariate distribution function F,  
)),;(,,),;(( );(            
));(,,),;((
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1 .  








111 );(ln));;()...;((ln)( θθθθθ .                                            (2.6) 
The other method adopts a two-step estimation process in which the marginal 
distributions are estimated in the first step and dependence parameter will be estimated 
after we substitute in the marginal distribution found. The 2-step maximum likelihood 
method exhibits an attractive property, as the estimate of dependence parameter is 
independent of marginal distributions chosen. We will use the 2-step method. After we 
adopt the empirical CDF and apply probability integral transformation, the uniformly 
distributed data nuu ,,,1  will be obtained and then the parameters of copula density will be 







1 );...(ln)( θθ . 
Among the 9 copula models, we choose the best fit among these non-nested copula 
models by applying maximum likelihood based method either Akaike or Bayesian 
information criterion. Akaike information is defined to be AIC=-2K-ln(L) while Bayesian 
information criterion (BIC) takes the form of -2ln(L)+Kln(N) where ln(L) is the maximum 
of log-likelihood of copula likelihood and K is the number of parameters and N is the 
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number of observations in both cases. BIC which gives the smallest value indicates a better 
fit.  






























∫ ∫− −Φ∞− Φ∞−
−−
                              (2.7) 
where Φ is the cdf of the standard normal distribution, and parameter θ is a 
measure of correlation between two variables which is defined on (-1,1). The 
normal copula model is generated in Lee (1983). 
2. Clayton copula  
The Clayton copula was first introduced in Clayton (1978). It takes the form,  
θθθθ /12121 )1();,( −−− −+= uuuuC ,                                                                     (2.8) 
whereθ is a dependence parameter defined on ),0( +∞ . 
Clayton copula was widely used when modelling the case where two variables 
have strong correlations on the left tails. 
3. Rotated Clayton copula 
It is an extension of Clayton copula which means to capture the strong correlations 
on the right tail and the functional form is, 
θθθθ /1212121 )1)1()1((1);,( −−− −−+−+−+= uuuuuuCRC ,                         (2.9) 
where }0{\),1[ +∞−∈θ . 





212121 uuuuuuuuC −−+−+−+++−= θθθθθθ
 where }1{\),0[ +∞∈θ .                                                                                    (2.10) 
5. Frank copula  




















,                                          (2.11)  
where ),( +∞−∞∈θ and it represents independent case when 0=θ . Frank copula 
allows negative relation between two marginal densities, and it is able to model 
symmetric property of joint distribution on both right and left tails. However, 
comparing to Normal copula, it is more suitable to model the structure with weak 
tail dependence as stated in Trivedi (2007). 
6. Gumbel copula 
Gumbel copula has the form, 
)))(log)((logexp();,( /12121
θθθθ uuuuC +−= ,                                             (2.12) 
where ),1[ +∞∈θ and it captures the independent case when 1=θ . Gumbel copula 
doesn’t allow negative correlation, and it is a good choice when two densities 
exhibit high correlation at right tails.  
7. Rotated Gumbel copula 
It takes the form, 
))))1(log())1((log(exp(1);,( /1212121
θθθθ uuuuuuC −+−−+−+= ,        (2.13) 
where ),1[ +∞∈θ .  
This model works for joint densities which show strong correlations on the left 
tails.  
8. Student t’s copula 
Some copula models may contain two or more dependence parameters, and 
Student t’s copula is quite popular in application. When the bivariate t distribution 
































θt denotes the inverse distribution of student t’s distribution with 1θ degree 
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of freedom. 1θ and 2θ here are two dependence parameters in which 1θ controls the 
heaviness of the tails. 
9. Symmetrised Joe-Clayton copula 
It is derived from Laplace transformation of previous Clayton’s copula, the so 
called Joe-Clayton copula of Joe (1997) is constructed with special attention on 


























.                                                                (2.15) 
The two parameters LU ττ , inside the function are measures of upper tail 
dependence and lower tail dependence respectively. The definitions of these two 
parameters are as following, 
                                                                                                                           (2.16) 
If Lτ exists and ]1,0(∈Lτ , the copula model will be able to capture the tail 
dependence of the joint density at the lower tail while no lower tail dependence 
if 0=Lτ . Similarly, if the limit to calculate Uτ exists and ]1,0(∈Uτ , the copula 
model exhibits upper tail dependence. The tail dependence exhibits the 
dependence relations between two events when they move together to extreme big 
or small values. However, the drawback is that when UL ττ = , the model will still 
show some asymmetry as its structure shows. To overcome the problem, 
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).1),|1,1(),|,((5.0),|,( 21212121 −++−−+⋅= uuuuCuuCuuC LUJCLUJCLUSJC ττττττ
                                                                                                                                         (2.17) 
This new model nests the original Joe-Clayton copula as a special case. 
2.4 Conditional copula models 
The extension of copula models on conditioning variables is very important when there is a 
need of modeling time series data. In this article, only bivariate case will be discussed. 
Following the notation in Patton (2006), here we suppose that two time series random 
variables of interest are X and Y, and given that the conditioning variable is W which is 
most likely to be defined as the collection of the lag terms of two random variables.  
We denote the joint distribution of X, Y, W is XYWF , and the joint distribution of (X, Y) 
conditioning on W is WXYF | . Let marginal density of X and Y conditioning on W to be 
WXF | and WYF | respectively. From the property of conditioning distribution, we have 
)|,()|( || wxFwxF WXYWX ∞= and )|,()|( || wyFwyF WXYWY ∞= . 
Now we can focus on the modification of the conditional distributions. The conditional 




∂⋅= − ),,()()|,( 1|  for Ω∈w  where  wf is the 
unconditional density of W, and Ω is the support of W. As indicate in Patton (2006), given 
the marginal density of W, we can derive the conditional copula from unconditional copula 
of (X, Y, W).  The definition of conditional copula mentioned in Patton (2006) is 
reproduced as follows, 
Definition 1, the conditional copula, C[(X, Y) |W=w], given 
)|(~| | wFwWX WX •= represents the conditional CDF of X  
)|(~| | wFwWY WY •=  represents the conditional CDF of Y, is the conditional joint 
distribution function of )|(| wXFU WX≡ and )|(| wXFV WX≡ given W=w. The variables 
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U and V are obtained from conditional probability integral transform of X and Y condition 
on W=w. From Diebold (1998), variables U and V here should be uniformly distributed on 
(0, 1) regardless of the distributions of X and Y. The extension of Sklar’s theorem on 
conditional copula presented in Patton (2006) is as below,   
Theorem 1, Let )|(| wF WX • be the conditional distribution of X conditioning on W, 
)|(| wF WY • be the conditional distribution ofY conditioning on W, andΩ be the support of 
W. Assume that )|(| wF WX • and )|(| wF WY • are continuous in X and Y and for all Ω∈w . 
Then there exists a unique conditional copula )|( wC • , such that 
RRyxwyFwxFCwyxF WYWXWXY ×∈∀= ),()),|(),|(()|,( |||                                (2.18) 
for each Ω∈w . 
Conversely, if we let )|(| wF WX • be the conditional distribution of X , 
)|(| wF WY • be the conditional distribution ofY , and )}|({ wC • be a family of conditional 
copulas that is measurable in w , then the function )|(| wF WXY • defined above is a 
conditional bivariate distribution function of with conditional marginal 
distributions )|(| wF WX • and )|(| wF WY • . This theorem implies that for any two 
conditional marginal distributions, we can always link them with a valid copula function to 
get a valid conditional joint distribution. The application of this extended Sklar’s theorem 
gives us more choices of selection of copula models as we can extract a copula function 
from any given multivariate distributions and use it independently of the original 
distribution. 
However, there is one restriction when we apply this extended Sklar’s theorem, 
which requires the conditioning set W of the two marginal distributions and copula 
function has to be the same. It is not difficult to prove that when we have different 
conditional variables, the equation (2.18) is not true as shown in Patton (2006). One 
situation that (2.18) can hold is when the condition variables of X and Y are independent 
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and it is the case when the lag terms of one variable do not affect the conditional marginal 

































                                                                                                                                         (2.20) 
Some literatures have reported that unconditional copula models are not able to capture the 
asymmetric property of exchange returns, thus two conditional copula models are 
presented here, namely, the time varying normal and time varying symmetrised Joe-
Clayton copula.  
1. Time varying normal copula 
In order to capture the possible change in time variation and dependence level of 
the conditional copula, we have two main approaches. One is by allowing 
switching of regimes in function forms of copula, as in Rodriguez (2007) and 
Chollete (2008).  And the alternative is to allow time variation in parameters of 
certain copula forms as in Patton (2006). Here we follow the time varying model 
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which is a similar form to ARMA(1.10) process. The modified logistic 
transformation function which follows   
)1)(1(
1)(~ xx ee
x −− +−=Λ                                                                              (2.22) 
is used to keep tθ lies between [-1, 1] all the time. 
2. Time varying SJC copula 
Using SJC model, we relate the dependence relation to upper and lower tail 
dependence which are denoted as Uτ and Lτ respectively. If we allow them to be 
time varying, it may capture the possible change in the tail dependence over time. 









































1)(                                                                                                  (2.23) 
is the logistic transformation function which can keep Utτ and Ltτ within interval 
(0,1) at all time.  
2.5 Dependence measurement 
Asymmetric dependence of financial data is very important and often observed, thus we 
will also look into some dependence measures such as Exceedance Correlation, Quantile 
dependence and tail dependence which can help us find evidence of the asymmetric 
property of dependence on exchange rates data. Under financial context, more attention 
has been directed at the extreme events, i.e. the correlation between extreme values in 
distributions. Exceedance correlation, proposed by Longin & Solnik (2001), Ang & Chen 
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(2002), is able to capture the quality of the dependence of two random variables at extreme 
values. The lower exceedance correlation is defined as  
),|,( βα << yxyxCorr , 
It captures the dependence when two variables of x and y are below some threshold values. 
Quantile dependence, which is also used to measure the dependence on extreme values, is 
defined using the form as followed, given two random variables X and Y with CDF FX and 
FY,  
))(|)(( 11 ∂<∂< −− XY FXFYP . 
Whenever this probability is greater than zero, we can find the quantile dependence for 
different quantile thresholds ∂ . Tail dependence is defined based on the definition of 
quantile dependence and it represents the correlation between two series to the extreme of 





















The tail dependence is referred to the probability that two currencies of interest move 
upward (depreciation) or downward (appreciation) at the same time, as we are using direct 
quote (home currency/USD) for the exchange rates here. 
2.5.1 Structural change test 
By using conditional copula models, we want to capture the asymmetric dependence 
structure amongst those exchange rates data. For the sake of verification and comparison, 
we will also apply the structural change tests proposed by Andrew & Ploberger (1994), and 
Bai and Perron (2003). Andrew and Ploberger’s test is a single break test while Bai and 
Perron’s test is a multi break tests. Both methods track the changes in the parameters of 
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regression models. The asymptotic P-value which is presented in Hansen (1997) of 
Andrew & Ploberger method will be reported in the later chapter. The null hypothesis that 
there is no structural change in the parameters will be tested. In the Bai and Perron test, the 
sequential procedure to identify the location of breaks, Dmax test on hypothesis that no 
breaks against unknown number of breaks and Ft(m+/m) test on the existence of m+1 




III Empirical Results 
3.1 Data 
In order to identify the possible change of dependence structure during Asian financial 
crisis around year 1997, the data sample is confined to the period from 3rd Jan 1994 to 31st 
Dec 2004. The data set is downloaded from DATASTREAM, containing 2870 daily 
exchange rates of five currencies against US dollars, i.e. SGD-USD, JPY-USD, KRW-
USD, THB-USD, and IDR-USD. Those countries are identified to be most severely 
affected by the crisis.  
Figure 1, log difference of exchanges to USD (1994 ~2004) 
 
The log difference of the daily exchange rates is expressed in percentage. Figure 1 is a plot 
of 5 sets of data. It shows obvious deviations from a normal level since the Asian financial 
crisis begun in July 1997. Before 1997, Thai Baht was pegged to USD which explains the 
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low volatility of data. In the same period, some empirical researches suggest that Indonesia 
central bank also controlled rupiah against USD to maintain the competitiveness. In Japan, 
after the huge appreciation period against USD from early 80s to early 90s, Yen came 
through a relative quiet period before the Asian Financial Crisis. However, for Singapore 
and South Korea case, there is no obvious change after the crisis in mean and variance 
relative to other countries. We use Augmented Dickey-Fuller methods to test for the 
existence of unit roots of five time series data, and all five P-values are almost zero, 
thereby rejecting the null hypothesis that there exists a unit root. Thus all the 5 series are 
weak stationary series and this is a necessary condition for applying the structural change 
test by Andrews and Ploberger (1994) to identify the date that structural change occurs.  
Table 1 shows key descriptive statistics of the data. Jarque-Bera test strongly 
rejects the normality of the data and all five series exhibit excess kurtosis. In order to have 
a clearer view of what has been changed before and after crisis, the data will be cut into 
two sub samples with a reasonable expansion of data in each to get a larger group of 
observations. The pre-crisis data of 1400 observations ranges from 2nd Sep 1991 to 10th Jan 
1997 and the post crisis data contains 1400 observations from 14th Oct 1998 to 24th Feb 
2004. This partition is presumed by fitting the data into copula models by which location 
of the break is roughly known. We will discuss more in the later parts. Tables 2 and 3 
present the descriptive statistics of these two data series.  
Table 1, statistics of the whole data set 
 SGD JPY KRW THB IDR 
 Mean  0.000282  0.003746 -0.001277  0.006384  0.022466 
 Median  0.000000  0.000000  0.000000  0.000000  0.000000 
 Maximum  1.480000  5.920000  1.720000  7.410000  13.70000 
 Minimum -1.720000 -8.760000 -3.340000 -2.680000 -10.30000 
 Std. Dev.  0.165779  0.425882  0.315054  0.327796  0.927596 




Table 2, statistics of the pre-crisis period 
Table 2 SGD JPY SKW THB IDR 
 Mean -0.006248  0.004513 -0.005095 -9.67E-05  0.005770 
 Median  0.000000  0.000000  0.000000  0.000000  0.000000 
 Maximum  0.589584  1.950852  1.797625  0.379751  0.639419 
 Minimum -0.977211 -1.711598 -2.355228 -0.568389 -0.338769 
 Std. Dev.  0.105525  0.125175  0.293003  0.050343  0.055325 
 Skewness -0.574818  1.482744 -0.700633 -0.393715  3.090625 
 Kurtosis  12.56803  83.04216  11.59123  23.81487  39.51802 
 Jarque-Bera  5417.355  374240.0  4420.083  25309.59  80020.11 
 Probability  0.000000  0.000000  0.000000  0.000000  0.000000 
 Sum -8.747321  6.317676 -7.132873 -0.135347  8.078585 
 Sum Sq. Dev.  15.57859  21.92066  120.1053  3.545621  4.282198 
 Observations  1400  1400  1400  1400  1400 
 
Table 3, statistics of the post-crisis period 
 SGD JPY SKW THB IDR 
 Mean  0.001147 -0.004287 -0.002930  0.000797 -0.001963 
 Median  0.000000 -0.001887 -0.004048  0.000000  0.000000 
 Maximum  0.768405  1.882332  1.717245  1.397850  3.420768 
 Kurtosis  19.62365  109.7226  11.95405  108.4277  70.65689 
 Jarque-Bera  33249.04  1362785.  10008.30  1335654.  550186.8 
 Probability  0.000000  0.000000  0.000000  0.000000  0.000000 
 Sum  0.809713  10.75111 -3.665970  18.32196  64.47739 
 Sum Sq. Dev.  78.84802  520.3654  284.7745  308.2748  2468.587 
 Observations  2870  2870  2870  2870  2870 
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 Minimum -0.807977 -1.769776 -1.237526 -1.447327 -3.901245 
 Std. Dev.  0.125029  0.236423  0.287067  0.193913  0.560325 
 Skewness -0.062406  0.247429  0.018834  0.179232 -0.178023 
 Kurtosis  7.344254  12.66043  5.641693  16.28776  12.45391 
 Jarque-Bera  1101.807  5458.177  407.1645  10307.10  5221.016 
 Probability  0.000000  0.000000  0.000000  0.000000  0.000000 
 Sum  1.606374 -6.002180 -4.101678  1.116443 -2.748864 
 Sum Sq. Dev.  21.86954  78.19801  115.2883  52.60531  439.2352 
 Observations  1400  1400  1400  1400  1400 
 
Table 4, pair wise correlations among 5 currencies 
  PreCrisis period  
(2nd Sep 1991 to 10th Jan 1997) 
PostCrisis period  
(14th Oct 1998 to 24th Feb 2004) 
SGD JPY SKW THB IDR SGD JPY SKW THB IDR 
SGD 1.00 0.04 0.46 0.28 0.08 1.00 0.21 0.46 0.42 0.20 
JPY 0.04 1.00 0.05 0.03 0.04 0.21 1.00 0.20 0.30 0.11 
SKW 0.46 0.05 1.00 0.31 0.00 0.46 0.20 1.00 0.25 0.06 
THB 0.28 0.03 0.31 1.00 0.12 0.42 0.30 0.25 1.00 0.24 
IDR 0.08 0.04 0.00 0.12 1.00 0.20 0.11 0.06 0.24 1.00 
 
Table 4 presents the pair wise correlation coefficient between any combinations of the five 
exchange rates. There is an obvious rise in every correlation after the crisis, which is 
consistent with our intuition that there is a rise in dependence between different currency 
exchange rates when the economy becomes worse.  
We are applying empirical CDF mentioned in the chapter of methodology. After 
probability integral transformation, uniformly distributed data are obtained for each 
exchange rate series. The famous Kolmogorov-Smirnov test is applied to test the similarity 
of density specification of U and V (data after integral probability transformation) to 
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standardized uniform distribution. The test statistics show a p-value of almost 1in each 
case which strongly supports the null hypothesis that the data set after being transformed 
has a uniform distribution on (0,1). 
3.2 Results of unconditional copula modelling 
Once we manage to transfer the data required for copula, we are ready to estimate the 
proper model for each pair of margins as we are only considering the bivariate copula 
models here. In this case, we will examine a total of 10 combinations from the currencies 
data. Among eight stated unconditional copula models, we ranked them for each case 
according to the magnitude of the copula likelihood. The tables below summarizing the 
results from exceedance correlation, quantile distribution and parameter estimations for all 
copula models of interest will be presented as followed.  
3.2.1 SGD-USD & JPY-USD 
Here presents the exceedance correlation, and quantile dependence between data series 
before transformation. As one of the largest economies in the world, Japan’s Yen is one of 
the most important currencies in global trade transactions. Dependent relation between 
Singapore dollar and Yen is supposedly strong and therefore a greater attention would be 
paid when there is a drop in Yen valuation to a Singapore policy maker. Thus, we would 
not be surprised if the asymmetry is strong. 
A symmetric test proposed in Hong et al. (2003) with the null hypothesis that exceedance 
correlation plot is symmetric is applied and it gives a p-value 0.0054. Thus we reject the 
null hypothesis that the plot is symmetric within 1% and it suggests unbalance dependence 
when the market moves up and down. The calibration of copula model is somewhat 
inconsistent to our observation, as shown below, according to either AIC or BIC criteria, 
student T copula which is a symmetric model should be a best fit. By using a two-step 
maximum likelihood method, we separate the estimation of margins from the copula 
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parameters. We only present the estimates of parameters and the standard errors are in 
parenthesis. 
Figure 2, exceedance correlation and quantile dependence (SGD and JPY) 

























Table 5, log likelihood and AIC, BIC criterions (SGD and JPY) 
Models  Log likelihood  Number of 
parameter 
AIC BIC Estimated 
parameters (s.e.) 
Normal 42.81 1 -83.63 -77.66 0.1714 
Clayton 44.24 1 -86.49 -80.52 0.2158 (0.0262) 
Rotated Clayton 53.85 1 -105.69 -99.73 0.2356 (0.0261) 
Plackett  59.21 1 -116.43 -110.46 2.0087 (0.1245) 
Gumbel 73.11 1 -144.21 -138.25 1.1478 (0.0151) 
Rotated Gumbel 69.77 1 -137.55 -131.59 1.1458 (0.0154) 




74.91 2 -145.82 -133.89 0.0833 (0.0236) 
0.2261 (0.0228) 
 
3.2.2 SGD-USD & SKW-USD 
The test for symmetry of exceedance correlation plot gives a p value of 0.3864 and we 
therefore cannot reject the null hypothesis that the graph is symmetric. Results of copula 
calibration still support the student T model as the best fit which is consistent with 





Figure 3, exceedance correlation and quantile dependence (SGD and SKW) 

























Table 6, log likelihood and AIC, BIC criterions (SGD and SKW) 




AIC BIC Estimated  
parameters (s.e.) 
Normal 371.02 1 -740.03 -734.07 0.4773 
Clayton 315.96 1 -629.93 -623.96 0.7055 (0.0332)
Rotated 
Clayton 
294.52 1 -587.04 -581.08 0.6708 (0.0326)
Plackett  408.10 1 -814.20 -808.23 5.1901 (0.2652)
Gumbel 366.57 1 -731.13 -725.17 1.4464 (0.021)
Rotated 
Gumbel 
385.80 1 -769.61 -763.65 1.14555 (0.0212)








3.2.3 SGD-USD & THB-USD 
In this case, there is a period around the median quantile where the exceedance correlation 
exhibits a sudden drop in level of dependence which also shows the asymmetric property 
of this relation, which is also supported by the test that gives a p value almost zero in 
favour to a rejection of the null hypothesis. 
The AIC and BIC support the student T model regardless of asymmetric property 




Figure 4, exceedance correlation and quantile dependence (SGD and THB) 
























Table 7, log likelihood and AIC, BIC criterions (SGD and THB) 
Models  Loglikelihood Number of 
parameter 
AIC BIC Estimated 
parameters (s.e.)
Normal 347.18 1 -692.35 -686.39 0.4636
Clayton 306.95 1 -611.91 -605.94 0.6958 (0.0333)
Rotated Clayton 306.27 1 -610.54 -604.58 0.6954 (0.0334)
Plackett  380.29 1 -758.58 -752.62 5.1162 (0.2675)
Gumbel 381.71 1 -761.42 -755.46 1.4486 (0.0212)
Rotated Gumbel 382.33 1 -762.67 -756.71 1.4474 (0.0212)
Student T 461.26 2 -918.51 -906.59 0.4724 (0.0178)
3.2425(0.2863)




As the covariance matrix is singular in calculating the inverse, we are unable to get the test 
result in p value. Solely from the graph, we cannot tell the difference. It appears that before 
financial crisis in 1997, Indonesia Rupiah was loosely controlled by the central bank of 
Indonesia to peg to USD and thus the dependent link, even existed, would be very weak 
around that period. After 1997, as Rupiah became floated to USD, a closer link between 
SGD and IDR was formed. Student T is the best fit according to both SIC and BIC scores.  
Table 8, log likelihood and AIC, BIC criterions (SGD and IDR) 
Models  Loglikelihood Number of 
 parameter 




Normal 127.44 1 -252.88 -246.92 0.2915
Clayton 117.33 1 -232.66 -226.70 0.3732 (0.0286)
Rotated Clayton 135.63 1 -269.26 -263.30 0.3988 (0.0285)
Plackett  130.96 1 -259.92 -253.96 2.7599 (0.1658)
Gumbel 166.56 1 -331.12 -325.16 1.2426 (0.017)
Rotated Gumbel 160.33 1 -318.65 -312.69 1.2379 (0.0171)




188.39 2 -372.77 -360.85 0.1766 (0.0233)
0.1466 (0.0243)
 
Figure 5, exceedance correlation and quantile dependence (SGD and IDR) 




























3.2.5 JPY-USD & SKW-USD 
Two neighbouring countries have a great deal of trade transactions all the time and 
intuitively they would strongly depend on each other’s currency, thus the monetary policy 
might be affected more by the policy made by the other country. The test gives a p value of 
0.0243, which rejects the null hypothesis that the exceedance correlation plot is symmetric 
at 5% confidence interval. The AIC score is again in favour of student T copula.  However, 
this time from BIC score, it favours the Plackett copula as the better fit. Both copula 
models exhibit symmetry when capturing the tail dependences. 
Table 9, log likelihood and AIC, BIC criterions (JPY and SKW) 
Models  Loglikelihood Number of 
parameter 




Normal 34.33 1 -66.66 -60.70 0.1538
Clayton 28.09 1 -54.18 -48.22 0.1683 (0.0248)
Rotated Clayton 27.70 1 -53.39 -47.43 0.166 (0.0246)
Plackett  42.67 1 -83.33 -77.37 1.7316 (0.102)
Gumbel 34.24 1 -66.48 -60.52 1.1034 (0.0142)
Rotated Gumbel 34.86 1 -67.72 -61.76 1.1047 (0.0142)




37.25 2 -70.50 -58.57 0.0269 (0.0195)
0.0318 (0.0191)
 
Figure 6, exceedance correlation and quantile dependence (JPY and SKW) 
























3.2.6 JPY-USD & THB-USD 
Figure 7, exceedance correlation and quantile dependence (JPY and THB) 























Table 10, log likelihood and AIC, BIC criterions (JPY and THB) 
 
 
3.2.7 JPY-USD & IDR-USD 
Figure 8, exceedance correlation and quantile dependence (JPY and IDR) 

























Strong symmetry is suggested by the significant test which shows a p value of 0.7961. The 
correlation between IDR and JPY seems to be low for the whole time. Changes in 
dependence at a very low level may not be sensible and thus symmetry of exceedance 
correlation is relatively strong. Without any surprise, student T copula is the best candidate. 
Table 11, log likelihood and AIC, BIC criterions (JPY and IDR) 
Models (JPY and IDR) Loglikelihood Number of
parameter 
AIC BIC Estimated 
parameter 
(s.e.) 
Normal 29.20 1 -56.40 -50.43 0.1419
Clayton 36.07 1 -70.13 -64.17 0.1876 (0.0253)
Models  Loglikelihood number of 
parameter
AIC BIC Estimated  
parameter (s.e.)
Normal 87.72 1 -173.43 -167.47 0.2435
Clayton 80.76 1 -159.53 -153.57 0.3153 (0.0286)
Rotated Clayton 109.74 1 -217.48 -211.52 0.3662 (0.0289)
Plackett  126.69 1 -251.37 -245.41 1.807 (0.172)
Gumbel 144.81 1 -287.62 -281.66 1.2252 (0.0171)
Rotated Gumbel 124.85 1 -247.69 -241.73 1.2168 (0.017)
Student T 256.06 2 -508.11 -496.19 0.2808(0.0213)
2.4604(0.1637)




Rotated Clayton 44.27 1 -86.54 -80.58 0.2046 (0.0251)
Plackett  40.54 1 -79.08 -73.12 1.8263 (0.1194)
Gumbel 62.80 1 -123.60 -117.64 1.1287 (0.0147)
Rotated Gumbel 62.42 1 -122.84 -116.88 1.1301 (0.0149)




65.15 2 -126.29 -114.37 0.0663 (0.0234)
0.0536 (0.0215)
 
3.2.8 SKW-USD & THB-USD 
Figure 9, exceedance correlation and quantile dependence (SKW and THB) 



























The symmetry test of the plot generates a p value of 0.0306 and thus we reject the null 
hypothesis at 5% level. AIC and BIC scores show preference of different models. Student t 
is preferred according to AIC while Plackett is chosen through BIC scores. 
Table 12, log likelihood and AIC, BIC criterions (SKW and THB) 
Models  Loglikelihood Number of 
parameters
AIC BIC Estimated  
parameter 
(s.e.) 
Normal 130.75 1 -259.51 -253.55 0.2951 
Clayton 108.62 1 -215.23 -209.27 0.3601 (0.0279) 
Rotated Clayton 101.23 1 -200.46 -194.50 0.3485 (0.0278) 
Plackett  150.50 1 -298.99 -293.03 2.7713 (0.1526) 
Gumbel 123.90 1 -245.79 -239.83 1.2236 (0.0169) 
Rotated Gumbel 131.13 1 -260.26 -254.30 1.2258 (0.0169) 






136.30 2 -268.61 -256.68 0.1199 (0.0272) 
0.1382 (0.0257) 
 
3.2.9 SKW-USD & IDR-USD 
The test of symmetry gives a p value of 0.6160. Student t is the best calibration according 
to AIC and BIC scores.  
Figure 10, exceedance correlation and quantile dependence (SKW and IDR) 























Table 13, log likelihood and AIC, BIC criterions (SKW and IDR) 
Models (SKW and IDR) Loglikelihood Number of  
parameter 
AIC BIC Estimated  
parameter 
(s.e.) 
Normal 16.06 1 -30.13 -24.17 0.1055 
Clayton 16.31 1 -30.62 -24.66 0.118 (0.0228) 
Rotated Clayton 17.01 1 -32.01 -26.05 0.1199 (0.0226) 
Plackett  14.88 1 -27.76 -21.80 1.388 (0.0811) 
Gumbel 16.64 1 -31.28 -25.32 1.1(0.0226) 
Rotated Gumbel 19.02 1 -36.03 -30.07 1.1 (0.0226) 




22.99 2 -41.98 -30.06 0.009 (0.0136) 
0.0136 (0.015) 
 




Figure 11, exceedance correlation and quantile dependence (THB and IDR) 

















The test statistics generates a p value of zero, which allows us to reject the null hypothesis.  
The student t is again the one we choose for this pair of currencies. 
Table 14, log likelihood and AIC, BIC criterions (THB and IDR) 





Normal 174.46 1 -346.92 -340.95 0.3383
Clayton 150.62 1 -299.23 -293.27 0.4449 (0.0301)
Rotated Clayton 194.34 1 -386.67 -380.71 0.5167 (0.0311)
Plackett  226.22 1 -450.44 -444.48 4.0754 (0.2448)
Gumbel 244.83 1 -487.66 -481.70 1.3229(0.0189)
Rotated Gumbel 213.07 1 -424.14 -418.18 1.3021 (0.0187)




255.37 2 -506.74 -494.82 0.2598 (0.0222)
0.1696 (0.0261)
 
For all 10 cases, student t copula is dominating unconditional copula models 
according to AIC and BIC scores except for two cases where Plackett copula is more 
preferred according to BIC scores. Although, the exceedance correlation shows some level 
of asymmetry in some cases between lower and higher quantile dependence, student t 
copula as a symmetric mode still beats the asymmetric models that we expect to perform 
better like Clayton, Rotated Clayton, and Symmetrised Joe-Clayton copula models. 
Actually our calibration result is not totally a surprise. Some studies on student t 
distribution show it is a reasonable fit to conditional daily exchange rates, as in Bollerslev 
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(1987). Thus, it seems that the multivariate student t distribution would be a good 
candidate to model the bivariate exchange rates data. However, the difficulty in applying 
the bivariate student t distribution is that both exchange rates need to have the same degree 
of freedom which is not always the case in empirical research. Student t copula obtained 
from multivariate student t distribution, on the other hand, has weak restrictions on 
marginal densities with which we can join any two marginal densities together with student 
t copula to find a reasonable estimation of multivariate distribution.  
As observed by Breymann et al. (2003), for the empirical fit of financial data, 
student T model does a better job than Gaussian copula or normal copula, as it can capture 
the property of dependence at the extreme values which is considered very important for 
the analysis of financial data. Also fatness of tails can be calibrated by using the student t 
copula.  
3.3 Structure break at Asian Financial Crisis 
 However, there is time when unconditional model is not perfect to describe the data. For 
example, to investigate the property of data during a crisis, it is necessary to check for 
possible structure breaks first and unconditional models are not good choices including 
student t model. As showed in Patton (2006), this is when conditional models have their 
appearance, to identify the point of time where changes of dependence structure, the 
dependence level and structure dynamics take place.  
Meantime, by using conditional models, we can capture the phenomenon of 
asymmetric dependence which has been reported in other literatures by looking at the tail 
dependence at the two periods. As stated in Potton (2006), exchange rates of Japanese Yen 
and Deutsche Mark experienced a structure break at the introduction of Euro not only in 
dependence level but also at tails. 
In order to capture the possible change in dependence level, we firstly apply time-
varying normal copula. It is a standard model often used in researches meant for 
comparison with other models. Apart from that, the dependence parameter is made time 
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varying which enables us to depict the changing path of the dependence level more easily 
comparing to other models like student t copula model. All the graphs below are generated 
using MATLAB.  
The y axis of the graphs represents the conditional dependence parameters 
estimated by time varying normal copula.  
 
Figure 12, conditional correlation generated from time varying normal copula 
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All the graphs show obvious spikes around year 1997 and 1998 (roughly between 
1000 and 1300 observations). As we know, the crisis begun in Thailand. It took time to 
spread to other countries. Therefore, structure changes may not happen overnight, but 
rather over a period of transition period. The findings support what we suggested. In five 
out of ten combinations, an obvious lower dependence level in exchange rate is observed 
during the crisis which relates to the time lag in reaction of different counties to this crisis.  
Combinations between IDR and other currencies except SGD show a vague 
pattern but the variations are much greater than before. In IDR and THB cases, only an 
upward spike in correlation is observed, which is consistent with the pattern before the 
crisis, as both countries controlled their currency against USD exchange rate. Peg system 
reduced the correlation between the currencies of two countries, as the main concern was 
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the relation with USD at that time. Therefore, after the both currencies were floated, the 
dependence became stronger due to political considerations. 
Although Thailand and Indonesia have pegged their currencies to USD before the 
crisis, some patterns still can be observed in some cases. By using peg system, the 
frequency of the change in exchange rate is surely reduced and the currency is more stable 
to certain foreign currency. On the other hand, the peg system does not totally ignore the 
need of the currency in global market, i.e. countries adopting a peg system may change the 
peg rate from time to time due to considerations of maintaining competitiveness of the 
currency or price stableness.  
For all cases, the time varying dependence parameters are always greater than zero 
which suggests the crisis was dragging down the Asian economies and no country among 
these five could survive at that time. The table here presents the maximum likelihood 
estimator of three parameters and standard errors in parenthesis. 
Table 15, estimated parameters from time varying normal copula 
Time varying normal 
Copula  
Constant  α β Loglikelihood  
SGD and JPY 0.0575 -0.0192 1.7234 43.8869
 (0.001) (0.0003) (0.0054)  
SGD and SKW -0.0435 -0.0205 2.3043 383.0047
 (0.2292) (0.0373) (0.9685)  
SGD and THB 0.3466 -0.0667 1.5524 358.7756
 (0.0038) (0.0006) (0.0072)  
SGD and IDR 0.6622 -0.0283 -0.1294 127.6949
 (0.0056) (0.0007) (0.0185)  
JPY and SKW 0.4852 0.2765 -1.4217 37.5035
 (0.0024) (0.0022) (0.0151)  
JPY and THB 0.4367 -0.0599 0.3798 88.7508
 (0.0098) (0.0014) (0.0375)  
JPY and IDR 0.2408 -0.0179 0.3692 29.315
 (0.0072) (0.0009) (0.0491)  
SKW and THB 0.1748 -0.0392 1.528 132.1248
 (0.0028) (0.0005) (0.009)  
SKW and IDR 0.3459 0.1661 -1.6239 17.483
 (0.002) (0.0017) (0.0167)  
THB and IDR 0.0816 -0.017 1.8916 179.0109
 (0.0012) (0.0002) (0.0031)  
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*It shows all of our estimators are significant in 5% confidence interval. 
3.3.1 Andrews and Ploberger test on structure changes 
To further convince ourselves, we apply a structure change test proposed by Andrews and 
Ploberger (1994) to locate the date of structure change by looking at the change of 
parameters in a regression. One drawback of this method is at most one break can be 
identified. The following table shows the estimate results from the test, 
Table 16, statistics from the Andrews and Ploberger test 
Andrews&Ploberger exponentially-








SGD and JPY 1040 0.0000 0.0000
SGD and SKW 1165 0.0942 0.0960
SGD and THB 1066 0.0005 0.0010
SGD and IDR 1045 0.0000 0.0000
JPY and SKW 1033 0.0000 0.0000
JPY and THB 1034 0.0000 0.0000
JPY and IDR 1034 0.0000 0.0000
SKW and THB 301 0.2056 0.1670
SKW and IDR 1235 0.0315 0.0270
THB and IDR 906 0.0000 0.0000
*null hypothesis is that there exists no structure change  
From the p value proposed by Andrews and bootstrap p value proposed by Hansen, we 
observe that in nine cases out of ten, the null hypothesis that there is no sign of structure 
change can be rejected at 10% level. Only in the combination between South Korea Won 
and Thailand Baht, we are unable to reject the null hypothesis. The dates of estimated 
structure change are different among different models but mostly are within 1000 to 1300 
daily intervals which are consistent to our expectation. By this method, only one specific 
date can be found even the actual period may be more accurate to describe the structure 
change for this financial crisis. But it provides evidence of the structure break during the 
Asian financial crisis. 
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3.3.2 Bai and Perron test on structure changes 
Another method introduced in Bai and Perron (2003) on the other hand is capable of 
identifying multiple breaks. We apply this method to hope for finding a sign of the break 
which could last for a period but not just one day, which means that we should be able to 
identify two points in time which contains this crisis. Up to 3 breaks are allowed in this test. 
As Bai and Perron proposed, sequential procedure tests on the possible date of breaks, 
Dmax test on the existence of no breaks against unknown number of breaks and 
SubFt(m+1/m) test on significance of existence of m+1 breaks against m breaks performed 
better than some other information statistics. Thus the statistics mentioned is presented in 
the table below,  
Table 17, statistics from the Bai and Perron test 
Bai and Perron Test Sequential procedure 





SGD and JPY two breaks: 1040, 2206 16.18(>11.16) SubFt(2/1):  
16.37(>10.98) 
SGD and SKW one break: 1001 23.16(>11.16) SubFt(2/1):  
2.65(<10.98) 
SGD and THB one break: 993 66.86(>11.16) SubFt(2/1): 
5.31(<10.98) 
SGD and IDR two breaks: 1029, 2228 19.48(>11.16) SubFt(2/1): 
28.63(>10.98) 
JPY and SKW one break: 1754 61.42(>11.16) SubFt(2/1):  
8.38(<10.98) 
JPY and THB two breaks: 1014, 2237 50.18(>11.16) SubFt(2/1): 
13.84(>10.98) 
JPY and IDR two breaks: 1040, 2231 18.63(>11.16) SubFt(2/1):  
20.35(>10.98) 
SKW and THB one break: 878 45.26(>11.16) SubFt(2/1):  
6.39(<10.98) 
SKW and IDR one break: 2229 16.44(>11.16) SubFt(2/1):  
2.06(<10.98) 
THB and IDR one break: 1037 44.27(>11.16) SubFt(2/1):  
7.14(<10.98) 
 
3.4 Pre and Post crisis analysis 
Once we have a rough idea of the location of the structure break, in order to take a closer 
look to the change of dependence structure, we would like to further elaborate our results 
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by separating the original data set into pre-crisis and post-crisis periods. We take out the 
observations within the “crisis period” indicated by time-varying normal copula model and 
at the same time some data points are added to both periods to get a relative large number 
of observations.  Pre-crisis period as mentioned includes 1400 observations starting from 
2nd Sep 1991 to 10th Jan 1997 while post-crisis period contains 1400 observations ranged 
from 14th Oct 1998 to 24th Feb 2004.  
Apart from the time varying normal copula, the time varying symmetrised Joe-
Clayton copula proposed by Patton is used to capture the change on both tails. In this 
model, the upper and lower tail dependence variables are made time varying and this 
enables the analysis of possible asymmetric change at extreme values.  
For the each of our 10 combinations, the parameters are estimated using maximum 
likelihood separately for pre-crisis and post crisis data series and the standard error is 
presented in the parentheses. The red dotted line in time varying normal and time varying 
SJC models represents the level obtained from constant normal and constant SJC models. 
Specifically by time varying SJC model, we look at both difference of upper and lower 
dependence which is defined as ( Lu λλ − ) and the average of the two tail dependences 
defined as (
2
Lu λλ + ). The difference of the two tail dependence parameters would be 
always zero if the data of both currencies exhibits symmetric dependence and to compare 
the second value in two periods, we will know how the structure change affects the tail 
dependence.     
 
 
3.4.1 SGD-USD & JPY-USD 
 












Constant:  0.0804 (0.018) 
α:              0.2697 (0.0037) 
β:              -0.1922 (0.0256) 
Constant:  0.1067 (0.0051) 
α:              0.0891 (0.0022) 








Constant(U): -18.1878 (0.1059) 
α(U):             -17.0307 (0.1783) 
β(U):             -0.0028 (0.0267) 
Constant(L): -1.1217 (0.0281) 
α(L):             -25 (0.2784) 
β(L):              3.1767 (0.0325) 
Constant(U): 0.4539 (0.0285) 
α(U):             -7.1674 (0.1073) 
β(U):             -6.25 (0.0714) 
Constant(L): 1.1723 (0.0211) 
α(L):             -17.2974 (0.0997) 








































































All parameters in the two time varying models are estimated with obvious difference 
before and after the crisis. Constant dependence level changes from 0.05 before crisis to 
0.23 after crisis. Dependence parameters generated using the time varying normal model 
show obvious jump in levels for two periods. The average of the tail dependence has 
increased from nearly 0 to 0.08 in constant level and this can be from the time varying 
model. The increase in average value shows the correlation of the two currencies becomes 
stronger after the crisis. Difference of the time varying upper and lower dependence moves 
to a higher level after the crisis, which suggests the upper dependence relative to lower 
dependence, has a greater increase. The upper dependence here represents the correlation 
on dates that both currencies depreciate against the USD. The result suggests that both 
countries become more sensitive after the crisis that they tend to be concerned more when 

















































































dependence parameter is found to be less than lower tail dependence at each day in the pre-
crisis period. However, this relation reversed in the post-crisis period during which, in 
1239 out of 1400 days (88.5%) a higher upper tail dependence can be observed. 
 
 
3.4.2 SGD-USD & SKW-USD 
 
 
Table 19, comparison of main results between pre and post crisis (SGD and SKW) 




Constant:  1.6075 (0.0115)
α:              0.3209 (0.0028) 
β:              -1.7284 (0.0284)
Constant:  1.0614 (0.0116) 
α:              -0.0284 (0.0027) 





Constant(U):  0.5476 (0.0149)
α(U):             -4.0504 (0.0578) 
β(U):             -1.3488 (0.0079) 
Constant(L):  1.9512 (0.0099) 
α(L):              -9.2531 (0.0324) 
β(L):              -5.897 (0.0131) 
Constant(U): -1.7038 (0.0035)
α(U):             -1.9089 (0.022) 
β(U):              3.9872 (0.0032) 
Constant(L): -0.7447 (0.0302) 
α(L):             -3.4509 (0.0615) 





































All parameters in the two time varying models are estimated with obvious difference 
before and after the crisis. From the graph of the time varying normal model, constant 
dependence level changes from 0.45 before crisis to 0.47 after crisis. Time varying 












































Ave. of upper 
and lower tail 
































Diff. of upper 
and lower tail 




























average of the tail dependence has increased from nearly 0.26 to 0.29 in constant level and 
from the time varying model the difference looks quite unclear. Difference of the time 
varying upper and lower dependence moves from a negative value to a higher level after 
the crisis which suggests the upper dependence relative to lower dependence has a greater 
increase. However, a nearly zero level in difference of tail dependence shows the 
dependence of these two currencies changes from weak asymmetric to almost symmetric 
after the crisis. In the pre-crisis period, for 1324 days out of 1400 days (94.5%), we can 
observe a higher upper tail dependence parameter while in 1133 days out of 1400 days 
(80.9%) in the post-crisis period, lower tail dependence parameter is found to be higher 
than upper tail dependence parameter. 
 
 
3.4.3 SGD-USD & THB-USD 
 
Table 20, comparison of main results between pre and post crisis (SGD and THB) 




Constant:  0.0066 (0.0005)
α:              0.0383 (0.0007) 
β:              1.9731 (0.0027)
Constant:  1.9591 (0.0061) 
α:              0.2099 (0.0038) 




Constant(U):  2.1264 (0.0395)
α(U):             -18.2277 (0.1731) 
β(U):             -1.2263 (0.0504) 
Constant(L):   0.6078 (0.0092) 
α(L):              -5.0483 (0.0185) 
β(L):              -8.8117 (0.0365) 
Constant(U):  1.997 (0.0216)
α(U):             -7.9233 (0.0844) 
β(U):             -3.6317 (0.0227) 
Constant(L):  1.6904 (0.0398) 
α(L):              -9.9857 (0.1267) 











































































Ave. of upper 
and lower tail 


































Constant dependence level elevates from 0.24 before crisis to 0.48 after crisis. Dependence 
parameters generated using time varying normal model show obvious jump in level for two 
periods. The average of the tail dependence has increased from 0.08 to 0.28 in constant 
level and from the time varying model the trend is also obvious. The increase in average 
value shows that the correlation of the two currencies at extreme values becomes stronger 
after the crisis. Difference of the time varying upper and lower dependence moves to a 
lower constant level after the crisis, which suggests the lower dependence relative to the 
upper dependence, has a greater increase.  In the pre-crisis period, in 1218 days out of 
1400 days (87%), the upper tail dependence parameter is less than the lower dependence 
parameter. The upper tail dependence, however, is found to be greater than lower 
dependence parameter in 931 days out of 1400 days (66.5%) in the post-crisis period. 
 
3.4.4 SGD-USD & IDR-USD 
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and lower tail 






























Constant:  0.0222 (0.0014)
α:              0.1398 (0.0031) 
β:              0.4522 (0.0297)
Constant:  0.8579 (0.0027) 
α:              0.3683 (0.0029) 







α(U):               -0.0026 (0.0267) 
β(U):                0 (0.0267) 
Constant(L):   -13.879(0.0267) 
α(L):                -0.0001 (0.0267) 
β(L):                 0 (0.0267) 
Constant(U):  1.2753 (0.0304)
α(U):             -10.1248 (0.0938) 
β(U):             -3.7824 (0.1023) 
Constant(L):  1.7766 (0.0238) 
α(L):              -17.854 (0.1428) 







































































Ave. of upper 
and lower tail 

































All parameters in the two time varying models are estimated with obvious difference 
before and after the crisis. Constant dependence level increases from 0.02 before crisis to 
0.24 after crisis. Dependence parameters generated using time varying normal model show 
obvious jump in level for two periods. The average of the tail dependence has increased 
from almost 0 to 0.08 in constant level and from the time varying model the structure 
change is also obvious. The increase in average value shows the correlation of the two 
currencies at extreme values becomes stronger after the crisis. Difference of the time 
varying upper and lower dependence moves to a lower constant level after the crisis which 
suggests the lower dependence relative to upper dependence has a greater increase. Before 
crisis, it might be due to the control of Rupiah by the Indonesia central bank, the upper and 
lower dependence parameters are found to be almost zero. After crisis, the situation varies 
dramatically as the dependence structure changes from very symmetric to strongly 
asymmetric. In 1398 days out of 1400 (99.8%) observations, the upper tail parameter is 
found to be greater than the lower tail parameter.  
3.4.5 JPY-USD & SKW-USD 
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and lower tail 






























Constant:  0.233 (0.002)
α:               0.4175 (0.0044) 
β:              -1.4982 (0.0166)
Constant:  0.7383 (0.0029) 
α:              0.6498 (0.0048) 




Constant(U):  -11.9003 (0.0269)
α(U):               -0.1155 (0.0268) 
β(U):               -0.0003 (0.0267) 
Constant(L):   1.8634 (0.0555) 
α(L):                -21.2111 (0.2648) 
β(L):                -3.6676 (0.1431) 
Constant(U):  -0.8441 (0.0573)
α(U):               -6.7139 (0.2394) 
β(U):                0.0065 (0.0279) 
Constant(L):   -2.1942 (0.031) 
α(L):                -2.3706 (0.0811) 









































































Ave. of upper 
and lower tail 




































All parameters in the two time varying models are estimated with obvious difference 
before and after the crisis. Constant dependence level increases from 0.08 before crisis to 
0.22 after crisis. Dependence parameters generated using time varying normal model show 
obvious difference in pattern in level for two periods. The average of the tail dependence 
has increased from almost 0.01 to 0.06 in constant level and from the time varying model 
the variation in the post-crisis period seems much greater. The increase in average value 
shows the correlation of the two currencies at extreme values becomes stronger after the 
crisis. Difference of the time varying upper and lower dependence moves to a lower 
constant level after the crisis which suggests the lower dependence relative to upper 
dependence has a greater increase. The Upper tail dependence parameter is found to be 
smaller than lower tail dependence parameter each day before the crisis but it becomes 
larger than lower tail parameter in 894 days with the 1400 days (63.9%) after the crisis. 
 
 3.4.6 JPY-USD & THB-USD 
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and lower tail 





























JPY and THB Pre-crisis period Post-crisis period 





α:               0.1059 (0.0044)
β:              -0.6739 (0.0812)
α:               -0.0222 (0.0026)




Constant(U):  -0.1743 (0.0434)
α(U):               -8.6711 (0.1903) 
β(U):               -11.7674 (0.2207) 
Constant(L):   -2.9235 (0.1051) 
α(L):                -7.2795 (0.4438) 
β(L):                -0.8242 (0.1004) 
Constant(U):   2.3646 (0.0573)
α(U):               -11.3666 (0.0837) 
β(U):               -3.7275 (0.02) 
Constant(L):   -1.9196 (0.0258) 
α(L):                -1.0914 (0.1339) 






































































Ave. of upper 
and lower tail 































All parameters in the two time varying models are estimated with obvious difference 
before and after the crisis. Constant dependence level increases from 0.08 before crisis to 
0.32 after crisis. Dependence parameters generated using time varying normal model show 
obvious difference in pattern in level for two periods. The average of the tail dependence 
has increased from almost 0.02 to 0.15 in constant level and from the time varying model 
the variation in the post-crisis period seems much greater. The increase in average value 
shows the correlation of the two currencies at extreme values becomes stronger after the 
crisis. Difference of the time varying upper and lower dependence moves to a slightly 
lower constant level after the crisis which suggests the lower dependence relative to upper 
dependence has a greater increase.  The time varying tail difference shows that for each 
day in the pre-crisis period, the upper tail parameter is higher than lower tail dependence 
and this relation continues even after the crisis with 1361 days (97.2%) in which upper 
dependence parameter is bigger. 
 
3.4.7 JPY-USD & IDR-USD 
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and lower tail 


































Constant:  0.0774 (0.0018)
α:              -0.019 (0.0032) 
β:              -0.0044 (0.0267)
Constant:    0.1534 (0.0123)
α:               -0.066 (0.0045) 




Constant(U):  -0.5538 (0.03)
α(U):               -9.7492 (0.1349) 
β(U):                0.217 (0.0286) 
Constant(L):   -24.9999 (0.0267) 
α(L):                0 (0.0267) 
β(L):                0 (0.0267) 
Constant(U):   -1.3756 (0.0121)
α(U):                -8.9627 (0.1178) 
β(U):                 4.5918 (0.0152) 
Constant(L):     0.2756 (0.0271) 
α(L):                 -13.6538 (0.1423) 
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and lower tail 


































All parameters in the two time varying models are estimated with obvious difference 
before and after the crisis. Constant dependence level increases from 0.04 before crisis to 
0.17 after crisis. Dependence parameters generated using time varying normal model show 
obvious difference in pattern in level for two periods. The average of the tail dependence 
has no obvious change in constant level in two periods but the variation in post-crisis 
period looks more volatile. Difference of the time varying upper and lower dependence 
moves to a slightly higher constant level after the crisis which suggests the upper tail 
dependence increases some bit while lower tail dependence decreases given the average of 
the two does not have obvious change. Those two countries after the crisis become more 
careful when there is a drop in the other currency while appreciation in currency attracts 
less attention of the other country. Within pre-crisis period, the upper tail dependence 
parameter is greater than the lower tail dependence parameter in each day. However, in the 
post-crisis period, 1060 observations out of 1400 (75.7%) are found to have a greater lower 




Table 25, comparison of main results between pre and post crisis (SKW and THB) 
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and lower tail 
































Constant:  0.8913 (0.0026)
α:              0.7796 (0.0032) 
β:              -1.8731 (0.0057)
Constant:    0.2209 (0.0061)
α:               -0.048 (0.0015) 





Constant(U):   1.8318 (0.0453)
α(U):               -13.7815 (0.1534) 
β(U):               -0.3077 (0.0541) 
Constant(L):    0.9023 (0.0273) 
α(L):                -11.3056 (0.079) 
β(L):                -0.1391 (0.0548) 
Constant(U):    -0.9469 (0.0162)
α(U):                -4.9868 (0.0679) 
β(U):                 3.3612 (0.0154) 
Constant(L):     -1.9436 (0.0139) 
α(L):                 -1.7242 (0.0352) 








































































All parameters in the two time varying models are estimated with obvious difference 
before and after the crisis. Constant dependence level does not have obvious change before 
and after the crisis. However, time varying dependence parameter shows different patterns. 
There might be something happened in pre-crisis period where the graph shows a possible 
sigh of structure change around year 1995. The average of the tail dependence has dropped 
a little in constant level and from the time varying model the variation in the pre-crisis 
period seems much greater. The drop in average value shows the correlation of the two 
currencies at extreme values becomes weaker after the crisis. Difference of the time 
varying upper and lower dependence moves to higher constant level after the crisis which 
suggests the upper tail dependence relative to lower tail dependence has a greater increase. 








Ave. of upper 
and lower tail 
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pre-crisis period, upper dependence parameter is bigger in 1264 days (90.2%) and it 
follows with 1287 days (91.9%) in the post-crisis period that the upper dependence 
parameter is bigger than the lower tail dependence. 
3.4.9 SKW-USD & IDR-USD 
 
Table 26, comparison of main results between pre and post crisis (SKW and IDR) 




Constant:  0.0329 (0.0005)
α:              -0.3946 (0.005) 
β:              -1.9324 (0.0019)
Constant:    0.1437 (0.0025)
α:                0.029 (0.0026) 




Constant(U):  -13.8633 (0.0267)
α(U):               -0.0001 (0.0267) 
β(U):                0 (0.0267) 
Constant(L):   -13.8636 (0.0267) 
α(L):                -0.0002 (0.0267) 
β(L):                0 (0.0267) 
Constant(U):   -14.6796 (0.1178)
α(U):                -8.7335 (0.1406) 
β(U):                -0.0096 (0.0267) 
Constant(L):     2.5945 (0.0839) 
α(L):                -24.0506 (0.3946) 






































































All parameters in the two time varying models are estimated with obvious difference 
before and after the crisis. Constant dependence level increases from 0 before crisis to 0.08 
after crisis. Dependence parameters generated using time varying normal model show 
obvious difference in pattern in level for two periods. The average of the tail dependence 
has no obvious change in constant level and from the time varying model the variation in 
the post-crisis period seems much greater. Difference of the time varying upper and lower 
tail dependence has a similar level in constant but the variation in the second period looks 
much greater. The time varying tail dependence parameters show super symmetry structure 
before the crisis and strong asymmetry after the crisis during which the lower dependence 
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3.4.10 THB-USD & IDR-USD 
 
Table 27, comparison of main results between pre and post crisis (THB and IDR) 




Constant:  0.0329 (0.0005)
α:              -0.3946 (0.005) 
β:              -1.9324 (0.0019)
Constant:    0.1437 (0.0025)
α:                0.029 (0.0026) 




Constant(U):  -13.8633 (0.0267)
α(U):               -0.0001 (0.0267) 
β(U):                0 (0.0267) 
Constant(L):   -13.8636 (0.0267) 
α(L):                -0.0002 (0.0267) 
β(L):                0 (0.0267) 
Constant(U):   -14.6796 (0.1178)
α(U):                -8.7335 (0.1406) 
β(U):                -0.0096 (0.0267) 
Constant(L):     2.5945 (0.0839) 
α(L):                -24.0506 (0.3946) 

































































All parameters in the two time varying models are estimated with obvious difference 
before and after the crisis. Constant dependence level increases from 0.24 before crisis to 
0.30 after crisis. Dependence parameters generated using time varying normal model show 
obvious difference in pattern in level for two periods and the first period shows a more 
volatile dependence structure. The average of the tail dependence has decreased a little. 
The drop in average value shows the correlation of the two currencies at extreme values 
becomes slightly weaker after the crisis. Difference of the time varying upper and lower 
dependence moves to a higher constant level after the crisis which suggests the upper 
dependence relative to lower dependence has a smaller decrease. The dependence structure 
is obviously asymmetric in this case as the upper dependence parameter is always greater 
than lower dependence parameter in both pre and post crisis periods.  
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3.5 Dominating tails 
With the help of time varying SJC models, we are able to depict the difference of upper 
and lower tail dependence. This difference is zero when the exchange rates exhibit 
symmetric structure and nonzero when the dependence structure is asymmetric. In the 
following table, we show the result of conditional difference of the tail dependence, <0 
means the lower dependence is dominating the upper tail dependence with frequency 
which represents the percentage of the total days in each period. This shows that the 
government at this point of time tends to pay more attention to price stabilization. >0 
shows upper dependence is the dominating tail, and the government tends to focus on the 
policy to maintain price competitiveness. With this comparison between pre-crisis and 
post-crisis periods, we can analyse the possible structure break from the government policy 
side.  
Table 28, change of dominating tails of pre and post crisis periods 







SGD and JPY  <0  100%  >0  85%  
SGD and SKW  >0  94.50%  <0  80.90%  
SGD and THB  <0  87%  >0  66.50%  
SGD and IDR  ≈0  100%  >0  99.80%  
JPY and SKW  <0  100%  >0  63.90%  
JPY and THB  >0  100%  >0  97.20%  
JPY and IDR  >0  100%  <0  75.70%  
SKW and THB  >0  90.20%  >0  91.90%  
SKW and IDR  ≈0  100%  <0  100%  






The parameters of the two models have significant changes in both time varying models 
we used which represent dynamic changes in the dependence structure. In 9 out of 10 cases, 
the dependence level suggested by the constant normal which is equivalent to linear 
correlation increased and the conditional correlation from time varying normal model also 
increased. In 7 out of 10 cases, the average value of tail dependence increases after the 
crisis. 
Through the time varying tail dependence parameters, we find that 5 out of 10 
cases that in both periods, more days are found to have an asymmetric returns than 
symmetric returns. Apart from that, the obvious change in the structure also observed by 
means of changing in as the dominating tail is different in the two periods. For another 3 
cases, although the tail dependence parameter would show asymmetry in the most days, 
there is no change in the dominating tail. In the rest 2 cases, the dependence structure 
changes from symmetric before the crisis to asymmetric after the crisis. Thus this can be 





IV Conclusion  
In this thesis, we have studied different copula models using time series data of exchange 
rates from five Asian countries during the financial crisis in 1997. We obtained the most 
appropriately fitted unconditional copula models in terms of SIC and BIC. Under the 
category of unconditional copula models, the student-t distribution was found to be 
adequate for most pairs and our results are consistent with earlier findings. In order to 
study the dynamics of both nonlinear and linear dependence structures between pair of the 
five currencies, we adopted the time-varying normal and symmetrised Joe-Clayton copulas 
to capture the conditional linear correlation and conditional tail dependence. The results 
showed a higher level of dependence after the crisis in most of the pairs for both 
conditional linear correlation and conditional tail dependence. This is consistent with 
findings in other literatures. And parameters of fitted models changed for each period in all 
of the 10 pairs. The structure break is thus identified by the change of the dependence 
structure indicating the period of crisis. The structural break periods identified by copula 
models match with those structural break points identified using Andrews & Ploberger and 
Bai & Perron tests.  
In addition, we find that the average of the two tail dependence changed to a 
higher level. This shows that governments of the five countries of interest became more 
sensitive and alert to changes of other currencies at extreme events after the crisis. From 
the difference of the upper tail and lower tail dependence, the dominating tails changed for 
most pairs of currencies. This shows a change of policies after the crisis. A greater upper 
tail indicates more attention on achieving the international competitiveness of the currency 
while a greater lower tail indicates more emphasis on maintaining price stability.  
We have also used other two methods to detect the structure breaks. Indeed, copula 
models are able to specify periods of breaks rather than a single break point. They are more 
valuable in identifying structure breaks in nonlinear dependence structures. However, our 
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findings are confined to bivariate models. Future research should extend the study to 
multidimensional copula models, thereby incorporating co-movements of exchange rates 
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