ABSTRACT. The classical Lebedev index transform (1967), involving squares and products of the Legendre functions is generalized on the associated Legendre functions of an arbitrary order. Mapping properties are investigated in the Lebesgue spaces. Inversion formulas are proved. As an interesting application, a solution to the boundary value problem for a third order partial differential equation is obtained.
INTRODUCTION AND PRELIMINARY RESULTS
In 1967 N.N. Lebedev proved (cf. [8] ) that the antiderivative of an arbitrary function f defined on the interval (1, ∞) and satisfying integrability conditions f ∈ L 1 ((1, a); (x − 1) −1/2 dx), f ∈ L 1 ((a, ∞); log x dx) for some a > 1 can be expanded in terms of the following repeated integral for x ∈ (1, ∞) where P ν (z), Q ν (z) are Legendre functions of the first and second kind, respectively, (see [4] , Vol. I, [3] ). This expansion generates a pair of the direct and inverse index transforms [2] , namely, for all τ > 0,
for almost all x > 0. The main goal of the present paper is to extend Lebedev's transforms (1.2), (1.3), considering Lebedev-like kernels, which involve products of the associated Legendre functions of the first and second kind of an arbitrary complex order µ, correspondingly, P µ ν (z), Q µ ν (z) [3] . We will study them mapping properties, prove inversion theorems and apply to solve the boundary value problem for a higher order PDE. Precisely, we will consider the following operator of the index transform 4) and its adjoint one
g(τ)dτ, x ∈ R + , (1.5)
where Γ(z) is Euler's gamma-function µ ∈ C, i is the imaginary unit and the integration in (1.5) is realized with respect to the lower index of the associated Legendre function of the first kind. We note that the kernel P µ −1/2+iτ (x), x > 1 corresponds to the well-known generalized Mehler-Fock transform [2] . Denoting the kernel of (1.4), (1.5) by 6) we will find for further use its representation in terms of Fourier cosine transform [7] and deduce an ordinary differential equation with polynomial coefficients, whose solution is Φ τ (x), employing the so-called method of the Mellin-Barnes integrals, which is already being successfully applied by the author for other index transforms. In fact, appealing to relation (8.4.41.47) in [5] , Vol. III, we find the following Mellin-Barnes integral representation for the kernel (1.6), namely
where γ is taken from the interval (−1/2, −Reµ). The absolute convergence of the integral (1.7) follows immediately from the Stirling asymptotic formula for the gamma-function [4] , Vol. I, because for all τ ∈ R Γ(s
Moreover, it can be differentiated under the integral sign any number of times due to the absolute and uniform convergence by x ≥ x 0 > 0. We have Lemma 1. Let x ≥ 1, τ ∈ R, Reµ < 1/2. Then the kernel (1.6) has the following representation in terms of Fourier cosine transform of the second kind Legendre function, namely
Proof. In fact, appealing to the reciprocal formulae via the Fourier cosine transform (cf. formula (1.104) in [2] )
we replace the gamma-product Γ (s + 1/2 + iτ)Γ (s + 1/2 − iτ) in the integral (1.9) by its integral representation (1.11) and change the order of integration via Fubini's theorem. Then, employing the duplication formula for the gamma-function [4] , Vol. I, we derive
where the inner integral with respect to s is calculated via Slater's theorem as a sum of residues at simple right-hand side poles of the gamma-function Γ(−µ − s) and relation (7.3.1.71) in [5] , Vol. III. Lemma 1 is proved.
Lemma 2.
For each τ ∈ R the function Φ τ (x) given by formula (1.6) is a fundamental solution of the following third order differential equation with polynomial coefficients
Proof. As it was mentioned above, the asymptotic behavior (1.8) of the integrand in (1.7) permits a differentiation under the integral sign any number of times. Hence employing the reduction formula for the gammafunction [4] , Vol. I , we derive
Meanwhile, with a simple change of variable
Therefore, moving the contour of two latter integrals to the left via Cauchy's theorem, dividing by √ x, differentiating again and using (1.13), we obtain
This is equivalent to the following operator equation
which drives to (1.12), fulfilling simple differentiation. Lemma 2 is proved.
BOUNDEDNESS AND INVERSION PROPERTIES FOR THE INDEX TRANSFORM (1.4)
In this section we will investigate the mapping properties of the index transform (1.4), involving the Mellin transform technique developed in [6] . Precisely, the Mellin transform is defined, for instance, in L ν,p (R + ), 1 ≤ p ≤ 2 (see details in [7] ) by the integral
being convergent in mean with respect to the norm in
The inverse Mellin transform is given accordingly
where the integral converges in mean with respect to the norm in L ν,p (R + )
In particular, letting ν = 1/p we get the usual space L 1 (R + ). Further, denoting by C b (R + ) the space of bounded continuous functions, we establish Theorem 1. Let Reµ < 1/2. The index transform (1.4) is well-defined as a bounded operator F µ :
, ν ∈ (−1/2, −Reµ) and the following norm inequality takes place
where
and B(a, b) is the Euler beta-function
and integrals (2.7), (2.8) converge absolutely.
Proof. Indeed, following ideas elaborated in the proof of Lemma 1 and calculating an elementary integral with the hyperbolic function (see relation (2.4.4.4) in [5] , Vol. I), we have
This proves (2.5). Furthermore, Fubini's theorem and definition of the Mellin transform (2.1) allow us to write the composition representation for index transform (1.4) in terms of the Fourier cosine transform, namely,
Hence it tends to zero, when |τ| → ∞ via the Riemann-Lebesgue lemma. On the other hand, returning to the Mellin-Barnes representation (1.7), appealing to the Parseval equality (2.2) and making a simple substitution, we deduce the formula
Meanwhile, taking the Mellin-Barnes representation for the product of modified Bessel functions of the third kind (cf. relation (8.4 .23.24) in [5] 
where 1/2 < γ < 1 and using again the Parseval equality (2.2), we find that (2.10) becomes the Lebedev index transform with the product of the modified Bessel functions [8] given by formula (2.7), where ϕ(x) is defined by integral (2.8). Its convergence for each x > 0 is absolute due to the estimate with the aid of Hölder's inequality
The convergence of the latter integral by s is justified, recalling the Stirling formula for the asymptotic behavior of the gamma-function, which gives
and ν is chosen from the interval (−1/(2q), min(0, −Reµ)). Moreover, we find that ϕ(x) = O(x −ν−1/2 ), x > 0. This asymptotic behavior is used to establish the absolute convergence of the integral (2.7). In fact, employing the asymptotic formulae for the modified Bessel functions [4] , Vol. 2 for fixed τ ∈ R
we derive via elementary substitution
Theorem 1 is proved.
Writing (2.7) in the form
11)
we will appeal to the Lebedev expansion theorem in [8] , which implies the following representation of the antiderivative
By straightforward substitutions we see that this condition is equivalent to (cf. (2.4)) ϕ ∈ L 1/4,1 (1, ∞) ∩ L −1/4,1 (0, 1). On the other hand, letting in (2.12) 1/ √ x instead of x and changing the variable in its left-hand side, we obtain
Then, appealing to relation (8.4.23.28) in [5] , Vol. III and differentiating two sides of the latter equality with respect to x, we find
Our goal now is to motivate the differentiation under integral sign in the right-hand side of (2.13). To do this we use (1.11) to get the uniform estimate of the product of gamma-functions
Consequently, assuming the integrability condition F µ ∈ L 1 (R; |τ|e 2π|τ| dτ), the repeated integral in (2.13) can be estimated as follows
where C > 0 is an absolute constant. A similar estimate holds for the repeated integral for the derivative with respect to x, and the differentiation under the integral sign of the inner integral by s is possible via the Stirling asymptotic formula for the gamma-function. Thus the differentiation in (2.13) is permitted as well as the change of the order of integration, owing to the absolute and uniform convergence by x ≥ x 0 > 0, and with the use of the reduction formula for the gamma-function we obtain
Returning to integral representation (2.8) for ϕ(x), we find that if the function f * (3/2 − s)/s is analytic in the open strip γ < Res < ν + 1/2 and (1 + |s|) 1−2Res f * (3/2 − s)/s is absolutely integrable over any vertical line of the closure of this strip, then via Cauchy's theorem we can move the contour to the left, integrating in (2.8) over (γ − i∞, γ + i∞), γ < 0. Therefore under conditions of Theorem 1 and via the above estimates we observe that both sides of (2.14) are inverse Mellin transforms of absolutely integrable functions. Hence the uniqueness theorem can be applied for the Mellin transform in L 1 [7] , and we derive
After the simple change of variable the latter equality becomes
where Re s = γ 0 = 3/2 − γ. Hence, under condition f ∈ L 1/2−γ,1 (R + ) we take the inverse Mellin transform of both sides of the latter equality and change the order of integration in the right-hand side of the obtained equality. Thus we deduce, finally, the inversion formula for the index transform (1.4), which can be written (with the use of the reduction formula for the gamma-function and differentiation under the integral sign ) in the form
16)
This kernel can be calculated in terms of the derivative of the product of the first and second kind associated Legendre functions. We will do it with the aid of relation (8.4.42.34) in [5] , Vol. III. In fact, employing the reflection formula for the gamma-function [4] , Vol. 1, we obtain
Hence owing to the identity [4] , Vol. 1
we end up with the following value of the kernel (2.17)
We summarize the results of this section as the following integral theorem. 
Theorem 2. Let conditions of Theorem 1 hold and
ϕ ∈ L −1/4,1 (0, 1) ∩ L 1/4,1 (1, ∞), F µ ∈ L 1 (R; |τ| ×e 2π|τ| dτ) . Let∞ x y 1/2 f (y)dy = − 2e iµπ π √ x ∞ 0 τ sinh(πτ)Γ 1 2 + iτ − µ Γ 1 2 − iτ − µ P µ −1/2+iτ 1 + x x × Q −µ −1/2+iτ 1 + x x + Q −µ −1/2−iτ 1 + x x ∞ 0 P µ −1/2+iτ 1 + y y 2 f (y)dy dτ,(2.x 1 h(y)dy = 2(x 2 − 1) 1/2 ∞ 0 τ tanh(πτ)P −1/2+iτ (x) Q −1/2+iτ (x) + Q −1/2−iτ (x) × ∞ 1 (y 2 − 1) 1/2 P −1/2+iτ (y) 2 h(y)dydτ, where h(y) = 2y f (y 2 − 1) −1 (y 2 − 1) −5/2 .
Remark 2. By the same technique one can establish the generalized Lebedev expansion (1.1) in the form
leading to the reciprocal formulas (1.2), (1.3) when µ = 0. We leave details to the reader.
INDEX TRANSFORM (1.5)
The boundedness of the adjoint operator (1.5) and inversion formula for this transformation will be established below. We begin with Theorem 3. Let Reµ < 1/2. The index transform (1.5) is well-defined as a bounded operator G µ :
where C µ,ν is defined by (2.6).
Proof. The norm inequality (3.1) is a direct consequence of the estimates (2.9). Indeed, since the kernel (1.6) has a bound
where C µ,ν is defined by (2.6), we have
and (3.1) follows. Now, taking the Mellin transform (2.1) of both sides of (1.5), we change the order of integration by Fubini's theorem and take into account (1.7) to obtain the equality 
, then for all x ∈ R the inversion formula holds for the index transform (1.5) 
Proof. Indeed, recalling (3.2), we multiply its both sides by e −y/2 K ix (y/2) y ε−3/2 for some positive ε ∈ (0, 1) and integrate with respect to y over (0, ∞). Hence changing the order of integration in the left-hand side of the obtained equality due to the absolute convergence of the iterated integral, we appeal to relation (8.4.23.3) in [5] , Vol. III to find 1 2πi
In the meantime, the right-hand side of (3.5) can be treated, using the evenness of g and the representation of the modified Bessel function K z (y) in terms of the modified Bessel function of the first kind I z (y) [4] , Vol. II. Hence with a simple substitution we find
On the other hand, according to our assumption g(z/i) is analytic in the vertical strip 0 ≤ Rez < α < 1/2, g(0) = g ′ (0) = 0 and integrable in the closure of the strip. Hence, appealing to the inequality for the modified Bessel function of the first kind (see [6] , p. 93)
one can move the contour to the right in the latter integral in (3.6). Then
Now Rez > 0, and it is possible to pass to the limit under the integral sign when ε → 0 and to change the order of integration due to the absolute and uniform convergence. Therefore the value of the integral (see relation (2.16.28.3) in [5] , Vol. II)
Hence conditions of the theorem allow to apply the Cauchy formula in the right-hand side of the latter equality in (3.7). Thus
On the other hand, appealing to the Parseval identity (2.2), the left-hand side of (3.5) can be rewritten in the form 1 2πi
(3.10) However, due to the properties of the integrand in (3.10) as an analytic and absolutely integrable function in some strip, one can move the contour to the right within the strip max(1, 3/2 − ε) < Res < min(2, 2 − Reµ). This circumstance allows to calculate the limit when ε → 0+ in (3.10), passing under the integral sign. Hence, comparing with (2.17), we find
Further, the passage to the limit under integral sign when ε → 0+ in the right-hand side of (3.9) is possible, appealing to the dominated convergence theorem. In fact, due to the estimate with the use of the definition of Euler's beta-function and the duplication formula for the gamma-function, we have
where C > 0 is an absolute constant, 3/2 < Res = γ < min(2, 2 − Reµ). Together with the condition (G µ g)(y) ∈ L 1−γ,1 (R + ) it gives the desired property. Finally, combining with (3.8), (3.5), we establish the inversion formula (3.4). Theorem 4 is proved.
BOUNDARY VALUE PROBLEM
In this section the index transform (1.5) is employed to investigate the solvability of the boundary value problem for the following third order partial differential equation Proof. The proof is straightforward by substitution (4.3) into (4.2) and the use of (1.12). The necessary differentiation with respect to r and θ under the integral sign is allowed via the absolute and uniform convergence, which can be verified, appealing to the integrability condition g ∈ L 1 R; e β |τ| dτ , β ∈ (0, π) and estimates of the derivatives of the kernel (1.6) with respect to r. In fact, it is based on bounds of the corresponding integral of type (1.7) with the use of equalities (1.10), (1.11). Finally, the condition u(r, θ ) → 0, r → ∞ is due to the asymptotic behavior of the associated Legendre function of the first kind near unity in the case Re µ < 0 (see [4] , Vol. I.)
Finally we will formulate the boundary value problem for equation (4.2) and give its solution. 
