Periodic distributed approximating functionals are proposed and used to obtain a coordinate representation for the adiabatically adjusting principal axis hyperspherical coordinate kinetic energy operator. The approach is tested and accurate results for adiabatic surface functions for the reaction FϩH 2 →HFϩH are calculated and compared to those of some existing methods.
I. INTRODUCTION
As is well known, [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] there has been tremendous progress in recent years in accurate quantum calculations on exchange ͑rearrangement͒ reactions of the form AϩBC ͭ ABϩC ACϩB rearrangement reactions, ͑1͒
and these now include cases in which four atoms 12 are present ͑i.e., where C is replaced by CD in the above reactions͒ as well as the above three-atom reaction. Many of these methods use hyperspherical coordinates and are efficient; however, the accurate solution of the quantum Schrö-dinger equation continues to be computationally intensive. Hence, there is a real need to make the codes more efficient and accurate, especially if one is interested in collisions involving multiple electronic states or collision-induced dissociation.
In the hyperspherical coordinate formulation of triatomic reactive scattering, composed of a hyper-radius and five angular coordinates, the total wave function is expanded in a complete set of products of Wigner D functions for the three Euler angles ''external angles'' describing the spatial orientation of the three-particle plane, times basis functions or surface functions which depend on the remaining two ''internal'' hyperspherical angles. The dependence of the expansion coefficients on the hyper-radius, which is a measure of the size of the three-particle system, is then determined by propagating the solution of a set of coupled-channel ͑CC͒ differential equations from a small hyper-radius, where the solutions must be regular because the atoms coalesce, to a large hyper-radius where the wave function is projected onto the arrangement channels and analytic boundary conditions are used to determine the scattering matrix. In the methods using hyper-spherical coordinates that treat all particles symmetrically, 8 -10,13-17 one numerically obtains ''surface functions,'' the basis functions of the two hyper-angles, by numerically solving a two-dimensional ͑2D͒ Schrödinger equation. This Schrödinger equation, which is discussed in more detail later in this paper ͑see Sec. III͒, depends parametrically on the hyper-radius and must be solved at many values of the hyper-radius. In addition, a large number of surface functions must be obtained at each hyper-radius, and hence efficient computational procedures for numerically solving this 2D Schrödinger equation are essential.
The first accurate fully three-dimensional ͑3D͒ reactive scattering calculations employing hyper-spherical coordinates used finite element methods ͑FEMs͒ [9] [10] [11] 14, [17] [18] [19] to solve for the surface functions. Although these FEMs give fairly accurate results, they are inefficient and not robust. Another commonly used method involves the use of the discrete variable representation ͑DVR͒, 14, 15, [20] [21] [22] which is most efficient at small hyper-radii where the surface functions are delocalized. At larger values of the hyper-radius, where the surface functions are highly localized, the DVR points cover the whole space, making the method much less efficient. In a few cases the DVR is even more expensive than the FEM because of the need for many grid points in a small, localized region. Other methods such as the finite basis representation ͑FBR͒ 8, 13, 16 of Launay and LeDourneuf, and the method of Wolniewicz and Hinze 23 are also efficient only at large hyper-radii. The analytic basis method ͑ABM͒ uses primitive rovibrational basis functions centered in the arrangement channels, and provides a very compact representation and thus is quite efficient at large hyper-radii, but is inefficient a͒ Electronic mail: parker@phyast.nhn.ou.edu and the basis is overcomplete at small hyper-radii. 24 In this paper, we present the periodic distributed approximating functional ͑PDAF͒ method, an approach that is efficient at both small and large values of the hyper-radius. The PDAF method is similar to the symmetry-adaptedHermite distributed approximating functional ͑SA-HDAF͒ approach of Iyengar et al., 25 but differs importantly by involving only real symmetric matrices. In addition, in the present approach only the surface functions are obtained, while in the SA-HDAF approach 25 the full 3D wave function was obtained directly, by using an iterative procedure. The symmetry adaptation of the PDAF is carried out here in a similar, but simpler, fashion than in Ref. 25 . Here we employ the distributed approximating functional ͑DAF͒ concept, but the PDAF differs from all previous DAFs. However, like other DAFs it is both accurate and efficient as a computational tool. A more detailed exposition of the connections between the PDAF and the Christoffel-Darbeaux formula for DAFs based on orthogonal polynomials will follow. 26 The sequential diagonalization-truncation technique 27, 28 is employed to project the large-size Hamiltonian matrix into a smaller matrix using a projection matrix which is obtained by solving a one-dimensional eigensystem, thus significantly reducing the memory requirements and the computation time.
This paper is organized as follows: In Sec. II we introduce the PDAFs and derive their formulas. In Sec. III the rovibrational triatomic Hamiltonian in the adiabatically adjusting principal axis hyperspherical ͑APH͒ coordinates system is presented and the symmetrization and reductions of the Hamiltonian are illustrated. The PDAF approach is then tested in Sec. IV. Surface functions for the FH 2 scattering system are computed, and the eigenenergies and the matrix elements are calculated and compared to those of existing methods ͑FEM, ABM, and DVR͒ in Sec. V. In Sec. VI we present our conclusions.
II. PERIODIC DISTRIBUTED APPROXIMATING FUNCTIONAL "PDAF…
Consider any continuous periodic function, f p (x), for convenience scaled to have period 2. From the definition of the Dirac delta function, we know that
where we have expressed the integration range as an infinite sum of segments of length 2. Interchanging the integral and sum, and using the periodicity of f p (x), we have
is the periodic delta function. Since ␦(x) is an even function, it's easy to see that ␦ p (x) is even and is also periodic with a period of 2. The kth derivative of f p (x) is then given by
Expanding ␦ p (xϪxЈ) in a Fourier series, we obtain
for the periodic delta function. We define the partial sum of the periodic delta function to be the continuous periodic distributed approximating function ͑PDAF͒
͑7͒
which is the basic result used in this work. The last expression is obtained by noting that ␦ p,M (xϪxЈ) is the real part of a sum of exponentials which can be written as a geometric sum and thus done analytically. By definition, as M increases, the PDAF approaches the periodic delta function,
One may obtain the fully discretized PDAF by approximating the integral over xЈ in Eq. ͑5͒ using a trapezoidal quadrature
where N is the number of grid points, ⌬xϭ 2/N, and x j ϭ( jϪ 1 2 )⌬x. This choice of quadrature points is particularly useful if we are solving differential equations with singular points at the two ends (xϭ0 and xϭ2). As the grid points are fixed, ␦ p,M (k) (x) acts like the discretized kth derivative operator. One can also discretize x using the same grid points as used in the numerical quadrature. If we treat the discretized f p,M (x) and its derivatives as a column vector, e.g.,
where
is the kth derivative operator in matrix form. The differential operators, D (k) , are periodic Toeplitz matrices which depend on only one parameter, M . As M increases, the PDAF gives an increasingly accurate representation of the Dirac delta function. However, it is for small M that the integrand of Eq. ͑5͒ is smoothest and the trapezoidal rule is most accurate. Hence, we seek an optimal compromise value of M . Since the integrand involves a Fourier function, the theory of Gaussian quadrature suggests a relation of M ϭN/2. Through numerical experimentation ͑see Sec. IV͒ we verify that this value gives the most accurate results. In this paper, we will use D (0) , D (1) , and D (2) ; consequently, we need ␦ p,M
,
, and ␦ p,M (2) . They can be obtained simply by differentiating Eq. ͑7͒.
(1) (x), and
(x), which are the ones used in this paper, are shown in Fig. 1 . In both panels of Fig. 1 Nϭ20, in the left panel M ϭ5, and in the right panel M ϭN/2ϭ10. One can readily see the symmetry of each PDAF. Comparing the left and right panels in Fig. 1 , we see that increasing M makes the PDAFs in the right panel sharply peaked and a better approximate representation of the periodic Dirac delta function and its derivatives.
The equations obtained in this section for the PDAF, namely Eq. ͑7͒ and Eq. ͑10͒ may be compared with those obtained using the SA-HDAF 25 for functions with periodic symmetry, namely Eq. ͑5͒ and associated expressions in Ref.
25. It is clear that both representations are Toeplitz; however, the expression in Ref. 25 has the additional characteristic of being banded, which is not the case in the present formulation. However, as we will see later in this paper, this does not present any problems in the current implementation and in fact helps to enhance the accuracy of the procedure introduced here.
III. SYMMETRIZATION AND REDUCTIONS OF THE TRIATOMIC HAMILTONIAN IN APH COORDINATES

A. APH Hamiltonian
The detailed reactive scattering theory formulated in adiabatically adjusting principle axis hyper-spherical ͑APH͒ coordinates has been presented previously, 9 and we repeat only the essentials here. In this approach, one needs sector adiabatic basis functions ⌽ ⌳ p of the APH hyper-angles, and in this work we choose surface functions, ⌽ ⌳ p , defined by the equation
where H is a portion of the full Hamiltonian omitting parts of the orbital angular momentum. Thus, we take
The first term in the Hamiltonian H is the ''hyper-spherical'' part of the kinetic energy operator, and Cϭ1/͓ 2 (1 Ϫsin )͔ is part of the centrifugal potential. The potential energy V used here is the complete potential energy surface ͑PES͒ of Brown et al., 29 and the E ,⌳ p ( ) are the eigenenergies of H at the hyper-radius . The variable is the APH bending angle; its range is 0рр/2, with /2 describing linear configurations and 0 describing triangular symmetric top configurations. The variable is the APH kinematic angle measured from the ''incident'' arrangement channel; it measures motion between arrangement channels, and its range is Ϫрр. The angles and cover the upper half of the surface of an internal coordinate sphere which we loosely call the ''hypersphere.'' ͑More precisely, the surface of the hyper-sphere is the 5D space covered by , , and the three Euler angles which describe the orientation of the principal axes in space. In fact, the hyper-sphere may be decomposed into two commuting subgroups, O (2) and O (3) , and this aspect has been exploited in computing surface functions with fixed total angular momentum. 9 ͒ As one can see from Eq. ͑11͒ the surface functions ⌽ ,⌳ p and eigenenergies E ,⌳ p depend parametrically on the hyper-radius . They are needed at a set of values ͕ ͖, ϭ1,2, . . . ,n , and are used as adiabatic basis functions for expanding the full wave function in each sector where ( ϩ Ϫ1 )/2рр( ϩ1 ϩ )/2 for sector . As shown elsewhere, 9 this diabatic-bysector ͑or sector-adiabatic͒ expansion of the wave function gives rise to a set of coupled second-order differential equations. The three quantum numbers (⌳,p,) labeling E ,⌳ p and ⌽ ,⌳ along the APH body-frame ͑BF͒ z axis ͑the axis of least inertia of the three-body system͒, p is the parity quantum number with pϭ0 or 1, the parity of ⌽ ,⌳ p under the parity transformation →Ϯ is (Ϫ1) p , and ϭ1,2, . . . ,n ⌽ , which indexes the solutions in order of increasing energy. These coupled-channel ͑CC͒ equations must be numerically integrated from a small value of the hyper-radius where the full wave function is zero to a large value of the hyper-radius where asymptotic boundary conditions are applied. The quantity is the three-body reduced mass of the system arising from using mass-scaled coordinates.
Equation Eq. ͑12͒ differs from Eq. ͑164͒ of Ref. 9 slightly because it omits a rotational term of the form 1 2 (A ϩB)ប 2 ͓J(Jϩ1)Ϫ⌳ 2 ͔ as mentioned above. As pointed out by Launay and LeDourneuf, 8 this gives surface functions ⌽ ,⌳ p which are independent of the total angular momentum J, so many fewer surface functions must be calculated. The omitted term is easily included in the CC equations along with the remaining Coriolis and asymmetric top terms. This surface function basis is expected to produce rapid convergence of the CC expansion to the exact solution provided triangular symmetric top (ϭ0) configurations are unimportant, which is the case for many reactions.
The full wave function must be continuous and regular everywhere. This requires that ⌽ ,⌳ p must also be a continuous function of at Ϫ and and regular everywhere. For systems with two or three identical atoms, the surface functions have other symmetries in addition to the parity, p, already defined and these symmetries will be exploited. The surface functions are real and normalized according to
͑13͒
The surface function Hamiltonian, Eq. ͑12͒ is
where H , H , and H V are obviously defined by comparing Eq. ͑12͒ with Eq. ͑14͒ The discretized Hamiltonian is a matrix operator. In the rest of this paper, we use the term Hamiltonian to refer to this matrix.
B. Symmetrization of APH Hamiltonian
The Hamiltonian H in Eq. ͑14͒ is real but it is not symmetric, because H is not symmetric. Therefore, if we use this form, we have to solve a nonsymmetric matrix eigensystem requiring a large amount of memory and CPU time. It is therefore critical in the computation of APH surface functions to symmetrize H. The matrix H is the nonsymmetric part of H, and it is not periodic. We first extend H to a periodic form and symmetrize it. Then, the result is extended to symmetrize H.
Although H is defined initially on 0рр /2, we note that it is invariant under the transformation →Ϫ, and hence we can expand the domain of ͑͒, the eigenfunction of H , to the full real space by defining, ()ϭ(Ϫ), ͓/2рр͔ (ϩk)ϭ(), ͓0рр͔ for any integer value k. Now, () is a periodic function with a periodicity of . Note that H ()ϭH(Ϫ), and H (ϩk) ϭH(). One can see that the extended ͑͒ satisfies H ()ϭ() for any , i.e., the domain of H is also extended to the full real space although it keeps its original form.
We comment that similar expressions for H were obtained in Ref. 25 by using a symmetry adaptation procedure, wherein H was projected on the right side onto a function belonging to the A 1 irreducible representation of the point group C 2v , and on the left side onto a function belonging to the A 2 irreducible representation of the point group C 2v . The choice of the A 1 irreducible representation conforms with the periodic symmetry requirements. The A 2 irreducible representation was chosen due to the fact that the first derivative of an A 1 function is an A 2 function in C 2v . The resultant representation for H in Ref. 25 is, however, not symmetric.
To obtain a symmetric representation for H , we transform it in two steps. First, we introduce a continuous mapping function, (␥)ϭ /4 ͓1Ϫcos(␥ϩ2k)͔Ϫk, kϭ0,Ϯ1, Ϯ2,... . We note that the first derivative of this mapping is also continuous, but its second derivative is discontinuous at ϭk/2. This problem is handled by the mapping function itself: if we use a uniform grid for ␥, it is equivalent to using a nonuniform grid for which is dense near the singularities (ϭk/2) and sparse otherwise, as shown in Fig. 2 . Since more grid points are used in the ϭk/2 region, high accuracy can be obtained despite the discontinuity.
Substituting with ␥ in H , we obtain
H (␥) is very similar to H () except that it has a periodicity of 2. Applying T † ϭT to H ()ϭ() and inserting the identity T Ϫ1 T between H and ͑͒, we obtain
Grid mapping function (␥). The uniform grid in corresponds to the nonuniform grid for which is dense near the singularities (ϭk/2) and sparse otherwise.
is a symmetric Hamiltonian. Note that the singularities in T Ϫ1 are avoided by our choice of quadrature ͑see Sec. II͒.
The eigenfunction of H ␥ is (␥)ϭT(␥)((␥)), which is always zero at ␥ϭ0,, or 2. It is not hard to see that extending ͑͒ from 0рр/2 to 0рр introduces undesired degenerate eigenvalues. If we reduce matrix H ␥ from 0рр2 to range 0рр using the symmetry of , we can eliminate those undesired degenerate eigenvalues. We use a grid similar to the one used for PDAF; ␥ j ϭ( j Ϫ 1 2 )⌬␥, with 1р jр2N ␥ where 2N ␥ is the number of grid points, and ⌬␥ϭ/N ␥ is the distance between two consecutive grid points. For simplicity, we use a subscript j to denote a term evaluated at ␥ j , and we also define the following terms, t j ϭ1/ͱsin 2(␥ j )sin ␥ j and s j ϭsin 2(␥ j )/sin ␥ j . Applying the derivative operator D (1) in Eq. ͑10͒ ͑substituting x with ␥͒, the eigenequation Eq. ͑16͒ can be written as
In the above derivation, j ϭ 2NϪ jϩ1 , t j ϭt 2NϪ jϩ1 , s j ϭs 2NϪ jϩ1 , and the periodicity of D (1) is employed. One should note that in Eq. ͑18͒ 1рiрN ␥ and 1р jрN ␥ , which means 0р␥р, so H ␥ r is reduced to the original domain. H ␥ r is the desired symmetric matrix form for H . It is, however, interesting to note that the bracketed quantity (D k j (1) ϩD k 2NϪ jϩ1 (1) ) in Eq. ͑19͒ is not an antisymmetric matrix, in contrast to Ref. 25 . The full H ␥ r presented in Eq. ͑19͒ is symmetric by construction.
Similarly, we can transform and discretize H to obtain its symmetric form. Using Eq. ͑14͒, the Schrödinger equation
We multiply by T † from the left on both sides of the above equation, and insert the identity T Ϫ1 T, to obtain
where 
C. Reduction of the H using point group symmetry
If the Hamiltonian H s of a system commutes with a point group G, i.e., the potential H V is symmetric under the operations of G, we can reduce the size of the Hamiltonian matrix by transforming the Hamiltonian into the irreducible representations of G.
Let Gϭ͕R͖, where ͕R͖ is a set of symmetry operations such as rotations and reflections. The order of G is h, i.e, G contains h symmetry operations, R. Suppose H satisfies the following eigenequation:
where [z,] transform according the th column of the zth irreducible representation of G, i.e., [z,] is the th basis function for the zth irreducible representation, and is the corresponding eigenvalue. We will discretize Eq. ͑23͒ using a uniform grid
where hN is the number of grid points, ⌬ϭ 2/hN is the spacing between consecutive grid points, and clearly N is the number of grid points in the interval ͓0,2/h͔. Then, Eq. ͑23͒ can be written as
where l z is the dimension of the zth irreducible representation. The full range of can be generated by applying each symmetry operation R on the range ͓1,N͔. We can then write Eq. ͑25͒ as
͑26͒
From the well-known relations,
where ⌫ Ј , [z] (R) is the (Ј,)-th element of the zth irreducible representation matrix of R, we have
͑28͒
The following obvious properties of ⌫ Ј , [z] (R) are used in the
The expression Eq. ͑29͒ is a set of coupled equations which can be written concisely in matrix form. For triatomic reactions, the relevant irreducible representations are either onedimensional or two-dimensional. For the one-dimensional case, ϭЈϭ1, so we simply omit them. Hence, we have
is the reduced H in a one-dimensional irreducible representation.
For the two-dimensional case, we have
is the reduced H in a two-dimensional irreducible representation. It has the same form as in the one-dimensional case, but it is a 2ϫ2 matrix. H r is symmetric if the associated irreducible representation matrices are real ͑see Appendix A͒. There are three types of triatomic interactions: The first type occurs when all atoms are distinct, ͓ABC͔. The point group corresponding to this type is GϭC 2 . The second type occurs when two atoms are identical,͓AAB͔. The point group corresponding to this type is GϭC 2v . The third type occurs when all atoms are identical, ͓AAA͔. The point group corresponding to this type is GϭC 6v . For all the above groups, G, in each type the irreducible representation matrices are all real, so H r is symmetric. We provide the representation matrices in Appendix B for convenience.
One should note that if we confine to ͓0,2/͓G͔͔, where ͓G͔ is the order of the group, G, H r is a N ϫN matrix in a one-dimensional irreducible representation and a 2N ϫ2N matrix in a two-dimensional irreducible representation. When the eigensystem of Eq. ͑30͒ or Eq. ͑32͒ is solved, eigenfunctions in the range ͓0,2/͓G͔͔ are obtained. One can employ Eq. ͑27͒ to compute the eigenfunctions on the full range of .
One can see that using H r instead of H doesn't affect the symmetrization of H in Sec. III B. Hence, we shall use the following definition of H s in the rest of this paper:
͑34͒
The derivation presented here may be contrasted with the symmetry-adaptation procedure provided in Ref. 25 In Ref. 25 the symmetry adaptation was carried out by projection of the Hamiltonian ͑or the derivative operator͒ onto two different sets of projectors, one on each side of the Hamiltonian matrix. This is useful for cases where the Hamiltonian ͑or the derivative operator͒ changes the symmetry of the function it acts on ͑for example, as in the case of the d/dx operator͒. In the present case, the symmetry adaptation introduced in this section is only used to adapt the part of the Hamiltonian, which is totally symmetric and hence does not change the symmetry of the functions it acts on ͑unlike the operator corresponding to the part͒.
D. Reduction of the Hamiltonian using projection
Suppose we discretize H s using N grid points in coordinate and N ␥ in ␥. The size of the Hamiltonian matrix (N ␥ N ϫN ␥ N ) to be diagonalized is very large for systems of physical interest when highly accurate eigenvalues and eigenfunctions are needed. Since we wish to obtain only a few of the lowest eigenstates to high accuracy, we consider here a projection technique to reduce the size of the Hamiltonian matrix, which leads to a reduction in the CPU time and memory requirements. First, we find a nearly complete basis for the desired lowest eigenvectors, and then we project the Hamiltonian matrix onto this subspace:
where P is the projection matrix and P is the transpose of P. 
where ( jϭ1,N ␥ ) and N ␥ is the number of the grid points used in ␥ and ( k ␥ j ,␣ k ␥ j ) is the kth eigenpair for the given ␥ j .
Then, we discard the eigenvectors with large eigenvalues. The rest of the eigenvectors consist of a nearly complete basis for the lowest eigenvectors of H s . In our implementation, we sort all the eigenvectors obtained above in ascending order of eigenvalues, and choose only a number of the eigenvectors corresponding to the smallest eigenvalues. After normalization we construct the block-diagonal projection matrix, 
IV. NUMERICAL TESTS
Numerical tests are carried out to study three aspects of the approach. First, we test the behavior with respect to parameter M in the PDAF ␦ p,M (k) . Next, we examine the H r using different irreducible representations of various groups. Finally, the accuracy of H ␥ r is tested.
A. Test of PDAFs
We tested PDAFs using different periodic functions, all of them showing similar results. Here, we present only the test for the eigenvalues of H . Using the PDAF matrix defined in Eq. ͑10͒ we obtain the discrete representation of H
where N is the number of grid points used in (0,2), ⌬ ϭ2/N and j ϭ( jϪ 1 2 )⌬. We know that the correct eigenvalues of H should be 0,1,1,4,4,...,k 2 ,k 2 ,..., so it's easy to check the difference between the computed eigenvalues and the exact ones. We set the criterion of 10 Ϫ6 as the maximum tolerable error and then count how many good eigenvalues can be obtained. A typical result is shown in Fig. 3 , in which we set N ϭ32 and various M from 1 to 35. One can see that when M ϭN /2, almost all eigenvalues are good. This suggests the optimal choice of M .
B. Test of H r
Tests of H r were done for all the aforementioned irreducible representations of the relevant point groups. All of them give good results. Here, we present only one typical result computed using the C 2v group, since only C 2v is involved in the FH 2 reaction calculation. We chose the F ϩH 2 system, since we have published detailed convergence studies using the DVR and the ABM methods.
Similar to H , we can obtain the PDAF representation of H r . Note that C 2v has only one-dimensional irreducible representations, so we use Eq. ͑31͒ for H r . We obtain the discrete representation of H r as
Note that the grid scheme is defined in Eq. ͑24͒. We set N ϭ8, and the eigenvalues k for each of the irreducible representations are computed, and the ͱ k are shown in Table I for easy comparison. One can see that if we combine the results from all the irreducible representations, we will obtain the ͑approximate͒ eigenvalues 0,1,1,4,4,...,k 2 ,k 2 ,..., which are obtained from H . We also note that the degenerate eigenvalues in H are no longer degenerate in H r . .000 000 000 000 00 7.000 000 000 000 00 5 7.999 999 999 999 99 10.000 000 000 000 0 9.000 000 000 000 01 9.000 000 000 000 01 6 10.000 000 000 000 0 12.000 000 000 000 0 11.000 000 000 000 0 11.000 000 000 000 0 7
12.000 000 000 000 0 14.000 000 000 000 0 13.000 000 000 000 0 13.000 000 000 000 0 8
14.000 000 000 000 0 ϩ1). To evaluate the accuracy of the computed eigenvalue, we define S l ( l ) as, S l ( l )ϭϪlg͉͓ l Ϫ8l(lϩ1)͔/͓8l(l ϩ1)͔͉, where l is the lth computed eigenvalue, and S l ( l ) gives the approximate number of significant digits. Figure 4 shows the results when we set N ␥ ϭ16,32,48, and 64. One can see that for each N ␥ there are about N ␥ /3 eigenvalues of high accuracy. This is accurate enough for the FH 2 calculation, because typically the order of the Hamiltonian matrix is about 1000, but we require less than 300 eigenvalues.
It is worth mentioning that we also tested the nonsymmetric form, H , using the PDAF presentation. Although we can get as highly accurate results from either H or H r , we still choose the symmetric form, because the nonsymmetric matrix costs more time and memory to diagonalize. Moreover, when we add the potential, the accuracy of the nonsymmetric form will decrease to the accuracy of the symmetric H ␥ r .
V. CALCULATIONS FOR THE FH 2 SYSTEM
In this section we report the results of PDAF calculations of surface functions and the matrix elements, and compare them with the results of the DVR and ABM methods. The system chosen as a nontrivial example is the FϩH 2 →HFϩH reaction; its treatment requires generation of a large basis of surface functions. The potential energy surface ͑PES͒ used is that of Brown et al. 29 commonly called the T5A surface, and we choose the zero of energy to be at the bottom of the asymptotic HF potential wells. This PES has been used in many calculations 8 The calculations are for ⌳ϭ0 and even parity (pϭ0) and include all functions connecting to the even j rotational states of the FϩH 2 arrangement. Because of the symmetry due to the identical H atoms, this only requires including in the PDAF calculations the A 1 irreducible representation, in which the surface functions are even under reflection about ϭ0.
A. Grid size and mapping
The grid sizes ͑the number of grid points͒, N , N ␥ , and N cut are determined by the convergence test. We present only the results here. To attain five significant digits in the lowest 100 eigenvalues for any , we use N ␥ ϭ 25. , and N ϭ 4 max(N ␥ ) /͓G͔, where ͓G͔ is the order of the associated symmetry group. To get N , we use the maximum of N ␥ because it makes N identical for all , thus making it easy to compute the overlap matrices. Also, using the maximum N ␥ doesn't significantly increase the computation time, because we reduce the matrix size according to N cut , as discussed in Sec. III D. Although N is chosen to be the same for all , N ␥ is different. Hence, before we compute the overlap matrix, we have to map the wave functions to a uniform grid, to reduce the computation time for the overlap matrix.
Let N ␥ u be the number of uniform grid points in ␥; N ␥ is the original number of grid points. Applying Eq. ͑8͒ to the wave function where ⌬␥ϭ/N ␥ , and ␥ j , ␥ k represent the coordinates in the above two grid schemes, respectively, ␥ j ϭ( jϪ 
B. Eigenvalues
The atomic masses used are mass of F ϭ18.998 403 2 a.u., and mass of Hϭ1.007 825 03 a.u. The calculations were performed at five representative values ranging from the smallest to the largest values that were needed in our reactive scattering calculations. 14, 20 The precise values of chosen have no particular significance, and some were chosen simply because the convergence of the DVR method had already been studied at these values. 14, 24 The results are given in Tables II-VI for the five values of chosen. In each table, the energy eigenvalues of the highest ten important or open surface function states are given in eV. The omitted lower eigenvalues always agree to more significant figures than those shown. Also shown is Ē(n), the average of the first n eigenvalues. This gives a convenient measure of the overall agreement of the methods.
C. Matrix elements
The APH surface functions ⌽ ⌳ p (␥,; ) are ''sector adiabatic'' or ''diabatic-by-sector;'' that is, they change from sector to sector, but are independent of within a sector.
Thus, when the APH wave function is substituted into the Schrödinger equation, the resulting exact coupled channel or close-coupling equations are of the form
The matrix elements are obtained in Ref. 9 as
where denotes the th hyper-radius sampled from the interval ͓ min , max ͔. The are given by ϭ͓ min ϩ( Ϫ1)⌬ 1 ͔(1ϩ⌬ 2 ) Ϫ1 . This algorithm spaces the sector centers logarithmically. Given a sector with sector center , we evaluate matrix elements at the three rho values given by 1 ϭ( Ϫ1 ϩ )/2, 2 ϭ , and 3 ϭ( ϩ ϩ1 )/2. All the matrix elements in Eq. ͑43͒ are independent of E, so that they can be calculated once, stored, and used at many scattering energies. The wave functions ⌽ ,⌳ p (␥,; ) should be normalized before computation of the matrix elements. The normalization factor N can be calculated in the desired irreducible representation easily according to Eq. ͑13͒ as shown below
) is normalized, we compute the matrix elements. The first term on the right-hand side of Eq. ͑43͒ is just a local internal energy which, together with the E term on the left-hand side of Eq. ͑42͒, determines a local wave number.
The second term of Eq. ͑42͒ is often called a potential matrix element. It is small on the sector and can be evaluated with the same quadratures used in getting the surface functions. Similar to the evaluation of the normalization factor, we obtain for the potential matrix elements
The Coriolis term can be simplified as
where Ϯ (J,⌳)ϭͱ͓(JϮ⌳ϩ1)(Jϯ⌳)͔ and
͑47͒
It should be noted that the last term in the bracket in Eq. ͑47͒ is nonzero only when ⌳ϭ0 or 1, and also that because the dependence of the operator factors out, the matrix elements over the ⌽ ⌳ p (␥,; ) only need to be evaluated once on each sector. They are readily evaluated using the PDAF ⌽ ⌳ p (␥,; ) at the quadrature points since the PDAF code generates the derivatives of ⌽ ⌳ p (␥,; ) directly. The asymmetric top terms of Eq. ͑43͒ can be explicitly written as
where Aϭ1/ 2 (1ϩsin 2 ), Bϭ1/2 2 sin 2 , and
The third term in the bracket in Eq. ͑43͒ is always zero if ͉⌳Ϫ⌳Ј͉Ͼ2, and the dependence of AϪB again factors out, giving the same simplifications and allowing the evaluation of the integrals by the same methods as for the Coriolis terms.
At the boundaries between sectors, the R matrix is transformed by an orthogonal transformation, which requires calculation of the overlap matrix elements. The formula for the overlap matrix elements is given by
D. Comparison of methods
We compare the computational efficiency of the PDAF, DVR, ABM, and FEM methods on the same computer ͑PIII 866 MHz͒, by computing eigenvalues, potential matrix elements, and overlap matrices at 100 's. starts from 2.0 a 0 and ends at 9.0 a 0 and is evenly spaced in between. The computation times ͑CPU time͒ are shown in Fig. 5 .
The FEM method takes much more time than the others; thus, we do not include it in Fig. 5 . We see that the PDAF method is much faster than the DVR over most of the range of . If is very small ͑less than 2.2 a 0 ), the DVR is the most efficient method. Although the ABM works slightly faster than the PDAF method, it turns out that the ABM diverges when is small. We have also made comparisons of the three methods for different systems, namely H 2 O, HeH 2 , LiFH, H 3 , HO 2 , and e ϩ ϩH. In all cases we see results similar to Fig. 5 . The distances where the PDAF is computationally faster than the DVR or ABM method vary considerably from system to system. For the LiFH system the PDAF is more than an order of magnitude faster than the ABM method for distances less than 6.0 a 0 . The DVR method is generally faster than the PDAF at relatively short hyper-radii where the wave functions become highly delocalized and the PDAF becomes more efficient at larger hyperradii. However, for the LiFH system the PDAF method is much faster than the DVR at all hyper-radii. For the e ϩ ϩH system ͑which has an attractive singularity͒ the FEM and ABM methods should be used to ensure correct behavior of the surface functions near the singularities. The DVR is an excellent method and should not be discounted. There are situations where the DVR method is definitely faster and more accurate. We used a Legendre DVR and it is possible that a Fourier DVR 34 would be more efficient. It should be noted that DVRs and DAFs are intrinsically different. The DVR uses a basis and transforms the basis to a grid which is closely related to that basis. The DAF is an approximating functional and is not as likely to ring. Studies are being conducted on simple one-dimensional potentials to determine the circumstances for which each method excels.
We compare only the potential matrix elements and the overlap matrix elements here, computed using the ABM, DVR, and PDAF. The comparison of the potential matrix elements is shown in Fig. 6 and one can see that all three methods agree with each other very well when Ͼ3.3a 0 . However, when Ͻ3.3, the ABM result diverges from the PDAF and DVR significantly. The comparison of the overlap matrix elements is shown in Fig. 7 . One can see clearly from the figure that the PDAF gives results very close to the DVR at small (rhoϽ3.4a 0 ), and it also agrees with the ABM very well at large (rhoϾ4.4a 0 ). The ABM gives very different results from the PDAF and DVR at small , and DVR gives very different results from PDAF and ABM at large . We know that the ABM is very accurate at large and the DVR at small , and thus the comparisons show that the PDAF is accurate both for small and large .
VI. CONCLUSION
In this paper we have presented a periodic distributed approximating functional ͑PDAF͒ method for calculating the surface function basis needed in hyper-spherical formulations of reactive scattering theory. PDAF functions are intro- duced and shown to be capable of providing an accurate, efficient representation of the derivative operators. The PDAF is efficient for all values of small and large.
Test calculations on the FϩH 2 system with the T5A PES, comparing the PDAF, ABM, DVR, and FEM methods showed that the FEM is always the least efficient of the four, and the ABM is the most efficient method for large but is not accurate at small . On the other hand, the DVR is the most efficient method for small but is not accurate for large . 
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͑A3͒
We know that H is symmetric, so 
Because H ( i , j ) (DAF (2) ( i Ϫ j )) depends on ͉ i Ϫ j ͉, and R is a length-preserving operation, we have
͑A5͒
Combining Eq. ͑A4͒ and Eq. ͑A5͒ gives
Therefore, if ⌫ [z] is real, Eq. ͑A2͒ is true, and H r is symmetric.
APPENDIX B: IRREDUCIBLE REPRESENTATIONS OF GROUP C 2 , C 2v AND C 6v
The irreducible representation matrices for some point groups frequently used in APH surface function computations are given in Tables VII, VIII, and IX. The first column in each table gives the names of the irreducible representations. The second row gives the transformation when a symmetry operation R acts on . The parity p is also given in each table.
