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BI-SOBOLEV SOLUTIONS TO THE PRESCRIBED JACOBIAN
INEQUALITY IN THE PLANE WITH Lp DATA
JULIAN FISCHER AND OLIVIER KNEUSS
Abstract. We construct planar bi-Sobolev mappings whose local volume dis-
tortion is bounded from below by a given function f ∈ Lp with p > 1, i. e.
bi-Sobolev solutions for the prescribed Jacobian inequality in the plane for
right-hand sides f ∈ Lp. More precisely, for any 1 < q < (p + 1)/2 we con-
struct a solution which belongs to W 1,q and which preserves the boundary
pointwise. For bounded right-hand sides f ∈ L∞, we provide bi-Lipschitz so-
lutions. The basic building block of our construction are Lipschitz maps which
stretch a given compact subset of the unit square by a given factor while pre-
serving the boundary. The construction of these stretching maps relies on a
slight strengthening of the covering result of Alberti, Cso¨rnyei, and Preiss for
measurable planar sets in the case of compact sets.
1. Introduction
The prescribed Jacobian equation
det∇φ = f in Ω,(1a)
φ = id on ∂Ω,(1b)
(here for bounded connected domains Ω ⊂ Rd, positive right-hand sides f : Ω →
(0,∞), and maps φ : Ω → Rd) is an important subject of studies in geometric
analysis. By the change of variables formula, the equation amounts to prescribing
the volume distortion of the mapping φ.
Clearly, the prescribed Jacobian equation (1a) is underdetermined, as it is invari-
ant under composition of φ with an arbitrary volume-preserving map. Therefore,
one has neither uniqueness of solutions nor a regularity theory for solutions: Even
for smooth right-hand sides f , there exist infinitely many solutions with rather low
regularity. On the other hand, the regularity of the right-hand side f may obviously
restrict the regularity of solutions φ: For right-hand sides f that fail to belong to
the Ho¨lder space Ck,α, the solutions φ cannot belong to the Ho¨lder space Ck+1,α.
Similarly, for right-hand sides f that lack Lp-integrability, solutions φ cannot belong
to the Sobolev space W 1,dp.
Beyond these trivial restrictions on the regularity of solutions φ, a notable result
of Burago and Kleiner [5] and McMullen [15] establishes the existence of bounded
right-hand sides f ∈ L∞ for which the prescribed Jacobian equation (1a) does not
admit bi-Lipschitz solutions. In fact, these right-hand sides f may even be taken
as continuous and arbitrarily close to 1.
For Ho¨lder-regular right-hand sides f ∈ Ck,α(Ω) (with k ∈ N0, 0 < α < 1)
and sufficiently regular connected domains Ω, an existence theory with optimal
regularity has been developed for the prescribed Jacobian equation with identity
boundary conditions (1): Provided that the trivial necessary condition
´
Ω f dx = |Ω|
1
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for the solvability of (1) is satisfied, the existence of a solution φ ∈ Ck+1,α(Ω;Ω)
has been shown by Dacorogna and Moser [9]. Later, alternative proofs were given
by Rivie`re and Ye [16], Avinyo et. al. [2], and Carlier and Dacorogna [6]. Note
also that Ye [17] proved that for right-hand sides f satisfying the above necessary
condition and belonging to Wm,p(Ω), where m ∈ N and 1 < p < ∞ are such that
Wm,p(Ω) is an algebra, there exists a solution to (1) in Wm+1,p(Ω;Ω). An overview
of the available theory for the prescribed Jacobian equation may be found in [7].
While the existence theory for the prescribed Jacobian equation is well-developed
in the case of Ho¨lder spaces, in the regime of less regular right-hand sides the
situation changes drastically. In the case of merely Lp-integrable right-hand sides
f , it is an open question for all p ≤ ∞ whether in general a weak solution of the
prescribed Jacobian equation (1) exists in some Sobolev spaceW 1,q(Ω;Rd) for some
q ≥ 1. The only existence result in this regime is due to Rivie`re and Ye [16] and
ensures the existence of Ho¨lder-continuous solutions φ ∈ C0,α for right-hand sides
f ∈ L∞ or f ∈ BMO. Here, “solution” is to be understood in the distributional
sense, as defined by the change of variables formula.
In the present work, in the planar case (i. e. for Ω ⊂ R2) we establish existence
results in Sobolev spaces W 1,q(Ω;Rd) for the prescribed Jacobian inequality
det∇φ ≥ f in Ω,(2a)
φ = id on ∂Ω,(2b)
assuming just appropriate integrability of the right-hand side f . More precisely, for
nonnegative right-hand sides f ≥ 0 satisfying ´Ω f dx < |Ω|, we construct solutions
with the following properties:
• Given f ∈ Lp(Ω) for some p > 1, we show in Theorem 1 that for every
1 < q < (p + 1)/2 there exists a homeomorphism φ : Ω → Ω which solves
the prescribed Jacobian inequality (2) and for which both φ and its inverse
φ−1 belong to the Sobolev space W 1,q(Ω;Ω).
• For bounded right-hand sides f ∈ L∞(Ω), the prescribed Jacobian inequal-
ity (2) admits a bi-Lipschitz solution φ : Ω → Ω, see Theorem 3. The
bi-Lipschitz regularity is in general sharp. Recall that this existence result
is in strong contrast to the case of the prescribed Jacobian equation (1a),
for which the existence of bi-Lipschitz solutions for bounded right-hand
sides fails in general, as mentioned above [5, 15].
Note that the condition on the right-hand side
´
Ω
f dx < |Ω| is indeed a necessary
condition for the problem of the prescribed Jacobian inequality to be meaningful:
In the case
´
Ω
f dx > |Ω|, the change of variables formula excludes the existence
of (weak) solutions; in the equality case
´
Ω
f dx = |Ω|, by the change of variables
formula the prescribed Jacobian inequality (2) reduces to the more “rigid” case of
the prescribed Jacobian equation (1a).
To the best of our knowledge, Theorem 1 is the first existence result giving a so-
lution (of an equation involving the Jacobian) whose gradient has some integrability
when the right-hand side f is merely in Lp(Ω).
For maps φ ∈ W 1,q(Ω;Rd) with q ≥ d, the Jacobian determinant det∇φ is
naturally defined in the pointwise sense. In the case d− 1 < q < d, in the present
work the Jacobian will be understood in the distributional sense (see e. g. [11, 10, 8]),
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namely
Jφ[η] := −1
d
ˆ
Ω
〈adj∇φ · φ,∇η〉 dx for every test function η ∈ C∞cpt(Ω).
In the supercritical case q > d and the critical case q = d, the pointwise notion
of the Jacobian determinant coincides with the distributional determinant, i. e. it
holds that
Jφ[η] =
ˆ
Ω
η det∇φ dx.
In the subcritical case q < d, the two notions differ in general: A simple example
is provided by the map
φ(x) =
x
|x| .
In fact, in the subcritical case the Jacobian determinant defined in the pointwise
sense experiences a certain loss of rigidity and is no longer associated with the
change of variables formula. This has in particular been exploited by Koumatos,
Rindler, and Wiedemann [12] to construct solutions to the prescribed Jacobian
equation in the pointwise sense with right-hand sides f ∈ Lp(Ω), p < d, Ω ⊂ Rd,
by employing convex integration techniques.
Before stating our main results, let us comment on the strategy for the proof
of our results. We shall reduce both existence results for the prescribed Jacobian
inequality (2a) Theorem 1 and Theorem 3 (i. e. both the case of right-hand sides
in Lp and the case of right-hand sides in L∞) to the existence of bi-Lipschitz maps
which stretch a given measurable subset of the plane. This stretching result is pro-
vided in Theorem 5 and is at the heart of our paper. In the case of right-hand sides
f ∈ Lp, the reduction to Theorem 5 is facilitated by iterative stretching of appro-
priate superlevel sets of f ; see the proof of Proposition 7. In the case of bounded
right-hand sides f ∈ L∞, the reduction to Theorem 5 is quite straightforward and
relies on the classical existence results for the prescribed Jacobian equation in the
smooth case.
In Theorem 5, we consider a bounded open set Ω in R2 with C1,1 boundary,
let τ > 0, and consider any measurable set M ⊂ Ω with small measure. Then
we are able to construct a bi-Lipschitz mapping φ = φτ,M (with φ : Ω → Ω)
preserving the boundary pointwise, stretching M by a factor of at least 1 + τ , and
compressing in a controlled way outside M in the sense det∇φ ≥ 1 + τ a. e. on
M and det∇φ ≥ 1 − C|M |1/2τ a. e. in Ω, together with uniform W 1,p estimates
for 1 ≤ p ≤ ∞. Our proof of Theorem 5 is constructive and is based on a slight
strengthening of a covering result for planar measurable sets by Alberti, Cso¨rnyei,
and Preiss [1]. As the covering result is restricted to two dimensions, the same is
true for our construction (see Remark 13).
The covering result of Alberti, Cso¨rnyei, and Preiss [1] states that any compact
subset K of the unit square may be covered (for δ > 0 small enough) by a collection
of horizontal and vertical 1-Lipschitz strips with height (respectively width) 2δ, the
number of strips being bounded by 2δ−1
√|K|. Here, a horizontal (respectively
vertical) 1-Lipschitz strip is defined to be the graph of a 1-Lipschitz function over
the horizontal (respectively vertical) axis thickened by δ in the vertical (respectively
horizontal) direction. In fact, the strips may be chosen in such a way that the
horizontal strips have pairwise disjoint interior and such that the same is true for
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the vertical strips (see Lemma 15). This has first been observed by Marchese [14];
the authors of the present paper have established a similar result independently in
an earlier version of the present work. See the picture in the center of Figure 2 for
an example of such a covering by strips.
By stretching the horizontal strips in the vertical direction and the vertical strips
in the horizontal direction (see the bottom pictures in Figure 2), in Proposition 11
we obtain a mapping which stretches a given compact subset K of the unit square.
Here, the fact that the strips may be chosen in such a way that the number of strips
that may cover a single point is bounded seems to be crucial for our construction,
as otherwise the uniform Lipschitz bound for our maps would be lost. Next, by an
explicit construction based on an interpolation on a boundary layer between the
identity boundary conditions and the boundary values provided by Proposition 11,
we obtain a map that additionally preserves the boundary pointwise (see Lemma
10 and, in particular, Figure 1). Using inner regularity of the Lebesgue measure
and weak continuity of the determinant, our result immediately extends to general
measurable sets (see Lemma 9). Finally we extend the result – which by now has
only been proven for the unit square – to domains in the plane with boundary of
class C1,1; see Lemma 8.
Notation. Throughout the paper, we use the following notation:
• We denote the Lebesgue measure of a measurable set M ⊂ Rd by |M |.
• For M ⊂ Rd, χM denotes the usual characteristic function of M :
χM =
{
1 in M
0 in M c.
• The notation ♯P refers to the number of elements of the set P .
• A function g : R→ R is said to be 1-Lipschitz if it is Lipschitz with |g′| ≤ 1
almost everywhere.
• By C we denote a generic constant whose value may change from appear-
ance to appearance.
• By id we denote the identity map, while by Id we denote the unit matrix.
• For a matrix A ∈ R2 we denote by adjA the adjugate matrix of A. For
example when d = 2 we have
adjA =
(
A22 −A12
−A21 A11
)
where A =
(
A11 A
1
2
A21 A
2
2
)
.
• Throughout the paper, we use standard notation for Sobolev and Ho¨lder
spaces. For example, by C1,α(Ω) we denote the space of functions on Ω
whose first derivative is Ho¨lder continuous with exponent α; byW 1,p(Ω;Rd),
we denote the space of functions f ∈ Lp(Ω) whose distributional derivative
satisfies ∇f ∈ Lp(Ω;Rd). By Diff∞(A;B) we denote the class of smooth
diffeomorphisms from A to B.
2. Main results
We now state our main results.
Theorem 1. Let Ω ⊂ R2 be a bounded connected domain with boundary of class
C1,1. Let f ∈ Lp(Ω), p > 1, be nonnegative withˆ
Ω
f dx < |Ω|.
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Then for every q with 1 < q < (p + 1)/2 there exists a homeomorphism φ : Ω →
Ω with the bi-Sobolev property φ, φ−1 ∈ W 1,q(Ω;Ω) which solves the prescribed
Jacobian inequality with identity boundary conditions
det∇φ ≥ f in Ω,(3a)
φ = id on ∂Ω.(3b)
Here, the inequality (3a) holds almost everywhere in the case q ≥ 2; in contrast, in
the case q < 2 it is to be understood in the weak sense
Jφ[η] = −1
2
ˆ
Ω
〈adj∇φ · φ,∇η〉 dx ≥
ˆ
Ω
fη dx for every η ∈ C∞cpt(Ω; [0,∞)).
Recall that by the change of variables formula, the condition
´
Ω det∇φ dx ≤ |Ω|
is necessary for the solvability of (3). This assertion is also true for q < 2 when
interpreting the prescribed Jacobian inequality (3a) in the distributional sense.
Recall also that for
´
Ω f = |Ω| the prescribed Jacobian inequality (3) actually
reduces to the prescribed Jacobian equation (1a).
Remark 2. Note that the best possible regularity for a solution of (3a) (recall that
we are working in two dimensions) would be φ ∈ W 1,2p (i.e. q = 2p). However it
seems that the asymptotic ratio of 1/2 between q and p in our main result cannot
be improved with our approach.
For p = +∞, the following limiting version of the previous theorem holds.
Theorem 3. Let Ω ⊂ R2 be a bounded domain with boundary of class C1,1. Let
f ∈ L∞(Ω) be a nonnegative function with ´Ω f dx < |Ω|. Then there exists a
bi-Lipschitz map φ : Ω→ Ω satisfying
det∇φ ≥ f a. e. in Ω,(4a)
φ = id on ∂Ω.(4b)
Moreover the regularity of φ is sharp in general: There exists an f for which there
is no C1 solution φ to (4).
Remark 4. Recall that for f ∈ C0(Ω) with f ≥ 0 and ´Ω f dx = |Ω|, in general
the prescribed Jacobian (1a) does not admit a bi-Lipschitz solution [5, 15]. As in
the case
´
Ω
f = |Ω| the prescribed Jacobian inequality (4) reduces to the case of the
prescribed Jacobian equation (1a), we see that the assumption
´
Ω
f < |Ω| is sharp
in general.
All the above results strongly rely on the following result which essentially states
that for any τ > 0 and any measurable setM ⊂ Ω ⊂ R2 with small enough measure,
we can construct a bi-Lipschitz map mapping Ω to itself which
• stretches the set M by a factor of at least 1 + τ,
• compresses Ω \M by no more than a factor of 1− C√|M |τ,
• has good uniform estimates for its difference from the identity,
• preserves the boundary pointwise.
Theorem 5. Let Ω ⊂ R2 be a bounded domain with boundary of class C1,1. Then
there exist constants C, c > 0 depending only on Ω with the following property: For
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any τ > 0 and for any measurable set M ⊂ Ω with max{|M |,√|M |τ} ≤ c there
exists a bi-Lipschitz mapping φ = φτ,M : Ω→ Ω satisfying
φ = id on ∂Ω,(5)
‖φ− id ‖W 1,p(Ω) ≤ C|M |1/(2p)τ for every 1 ≤ p ≤ ∞,(6)
‖φ− id ‖L∞(Ω) ≤ C|M |1/2τ,(7)
|∇φ| ≤ C det∇φ a. e. in Ω,(8)
det∇φ ≥ 1 + τ a. e. on M,(9)
det∇φ ≥ 1− C|M |1/2τ a. e. in Ω.(10)
Remark 6. (i) We would like to emphasize that the constant C only depends on
Ω. In particular (6) with p =∞ gives the uniform Lipschitz estimate
‖φ− id ‖W 1,∞(Ω) ≤ Cτ.
(ii) Since, from the changes of variables formula, we always have
´
Ω det∇φ = |Ω|
we deduce that a smallness assumption on |M | (depending on τ) is needed for (9)
to hold true.
A consequence of the results of the present work is a certain generalization of
results on functionals in nonlinear elasticity, at least in the planar case. In elasticity,
a natural requirement for functionals F [u] that associate an elastic energy to a given
deformation u : Ω ⊂ Rd → Rd is that they should penalize compression of matter
to zero volume by infinite energy. A mathematical model case of such functionals
is the functional
F [u] :=
ˆ
Ω
|∇u|2 + h(det∇u) dx,(11)
where h : (0,∞) → [0,∞) is a convex function that blows up at 0. In particular,
for power-law blowup h(s) := s−p, one has
F [u] :=
ˆ
Ω
|∇u|2 + 1
(det∇u)p+
dx.(12)
For minimizers of such functionals, the concept of equilibrium equations has been
developed by Ball [3] as a substitute for the Euler-Lagrange equations, as it is not
known whether in general the Euler-Lagrange equations are satisfied by minimiz-
ers of such functionals. In contrast to the Euler-Lagrange equations, which for a
minimizer u are derived by passing to the limit τ ց 0 for some smooth compactly
supported test vector field ξ in the relation
F [u+ τξ] −F [u]
τ
≥ 0,(13)
the equilibrium equations are obtained by passing to the limit τ ց 0 in the relations
F [u ◦ (id+τξ)] −F [u]
τ
≥ 0 or F [(id+τξ) ◦ u]−F [u]
τ
≥ 0.(14)
In the ansatz for the Euler-Lagrange equation (13), one cannot exclude that the
competitor deformation u + τξ may have infinite energy for all τ > 0, thereby
obstructing the derivation of the Euler-Lagrange equations: In general, one cannot
exclude that det∇(u+ τξ) becomes negative on a set of positive measure for every
τ > 0.
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It turns out that for functionals with power-law blowup for det∇uց 0 like (12),
the direct ansatz for the derivation of the equilibrium equations (14) is successful
[3]: In particular, one directly sees that for minimizers u with finite energy F [u], the
competitor deformations u ◦ (id+τξ) and (id+τξ) ◦ u have finite energy for τ > 0
small enough. However, in the case of superpolynomial blowup of h for det∇uց 0
– or if blowup already occurs when det∇u drops below some positive threshold
δ > 0 – , the direct ansatz (14) for the derivation of the equilibrium equations fails,
as one again cannot exclude that the competitor maps u ◦ (id+τξ) and (id+τξ) ◦u
may have infinite energy for all τ > 0.
In the planar case, the stretching maps provided by Theorem 5 enable us to
establish the equilibrium equations also for functionals (11) with a convex differen-
tiable function h(s) which blows up superpolynomially for s → 0 or even already
at a positive threshold δ > 0. The details will be provided in a forthcoming work.
3. The prescribed Jacobian inequality in the Lp case
In this section we prove the existence of solutions to the prescribed Jacobian
inequality for right-hand sides of class Lp (i. e. Theorem 1). We shall reduce Theo-
rem 1 to Proposition 7 below, using classical existence theorems for the prescribed
Jacobian equation in the smooth case. Besides some extra estimates, the statement
of Proposition 7 corresponds to Theorem 1 with the additional assumption that
‖f‖Lp is sufficiently small.
The idea for the proof of Proposition 7 – which corresponds to the main step
of the proof of Theorem 1 – is to inductively use Theorem 5 to obtain mappings
which stretch well-chosen sets (defined in terms of the superlevel sets of f) and to
show that the (infinite) composition of these mappings converges to a solution.
Proposition 7. Let Ω ⊂ R2 be a bounded domain with boundary of class C1,1. Let
p > 1 and 1 < q < (p + 1)/2. Then there exists two constants c˜ and C˜ depending
only on p, q and Ω with the following property: For any f ∈ Lp(Ω) with
f ≥ 0 and ‖f‖Lp ≤ c˜,
there exists a homeomorphism φ : Ω→ Ω with φ, φ−1 ∈W 1,q(Ω;Ω) satisfying
det∇φ ≥ f in Ω,(15a)
φ = id on ∂Ω,(15b)
together with the estimates
(16) det∇φ ≥ 1− C˜‖f‖p/2Lp in Ω
and
(17) ‖φ− id ‖W 1,q ≤ C˜‖f‖p/(2q)Lp .
Here, the inequalities (15a) and (16) are understood in the pointwise a. e. sense for
q ≥ 2 and in the distributional sense for q < 2.
Proof. Step 1 (stretching the superlevel sets of f). We choose 0 < λ < 1 small
enough so that
2(1 + λ)(q − 1) < p− 1.(18)
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Let C be the constant (depending only on Ω) appearing in the statement of Theorem
5. Fix τ0 ≥ 1 large enough so that
C1/(q−1)(1 + Cτ0) ≤ (1 + τ0)1+λ.(19)
Proceeding by induction, we claim that, taking ‖f‖Lp ≤ c˜ (where c˜ will be chosen
small enough and will only depend on p, q and Ω), we can construct, for every j ≥ 1,
a bi-Lipschitz map φj : Ω→ Ω such that
φj = id on ∂Ω,(20)
‖φj − id ‖W 1,t(Ω) ≤ Cτ0|Mj|1/(2t) for every 1 ≤ t ≤ ∞,(21)
‖φj − id ‖L∞ ≤ Cτ0|Mj|1/2,(22)
|∇φj | ≤ C det∇φj a. e. in Ω,(23)
det∇φj ≥ 1 + τ0 a. e. in Mj,(24)
det∇φj ≥ 1− Cτ0|Mj|1/2 a. e. in Ω,(25)
where
Mj := φj−1 ◦ · · · ◦ φ1

⋂
0≤k≤j−1
{
f
det∇(φk ◦ . . . ◦ φ1) ≥
1
2
}
︸ ︷︷ ︸
=:Aj
(26)
with the convention that M1 = {f ≥ 1/2} and A1 = {f ≥ 12} and where C = C(Ω)
is as before the constant in the statement of Theorem 5.
Step 1.1 (start of induction). First, since obviously
|{f ≥ 1/2}| → 0 as ‖f‖Lp → 0,
taking ‖f‖Lp small enough, we can apply Theorem 5 with τ = τ0 and M = {f ≥
1/2} to get φ1.
Step 1.2 (induction step). Assume that φ1, · · · , φi−1 have been constructed. We
now show how to obtain φi. Again the existence of φi will be a direct consequence
of Theorem 5 once we have shown that the measure of Mi is small enough so that
max{|Mi|,
√|Mi|τ} ≤ c is satisfied. To see that, let us define
Ii :=
ˆ
Ai
fp
(det∇(φi−1 ◦ . . . ◦ φ1))p−1
dx.
Hence, as by the definition of Ai (see (26)) we obviously have Ai ⊂ Ai−1, using
(24) with j = i− 1 we deduce
Ii =
ˆ
Ai
1
(det∇φi−1(φi−2 ◦ . . . ◦ φ1))p−1 ·
fp
(det∇(φi−2 ◦ . . . ◦ φ1))p−1
dx
≤
ˆ
Ai−1
1
(det∇φi−1(φi−2 ◦ . . . ◦ φ1))p−1 ·
fp
(det∇(φi−2 ◦ . . . ◦ φ1))p−1
dx
≤ 1
(1 + τ0)p−1
ˆ
Ai−1
fp
(det∇(φi−2 ◦ . . . ◦ φ1))p−1
dx
=
1
(1 + τ0)p−1
Ii−1.
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Thus
Ii ≤ 1
(1 + τ0)(p−1)(i−1)
ˆ
Ω
fp dx.
Moreover
|Mi| =|φi−1 ◦ · · · ◦ φ1(Ai)| = 2p
ˆ
Ai
(1/2)p det∇(φi−1 ◦ · · · ◦ φ1) dx
≤2p
ˆ
Ai
fp
(det∇(φi−1 ◦ . . . ◦ φ1))p det∇(φi−1 ◦ · · · ◦ φ1) dx
=2pIi
and thus
|Mi| ≤ ‖2f‖
p
Lp
(1 + τ0)(p−1)(i−1)
≤ ‖2f‖pLp.(27)
Choosing the upper bound c˜ for ‖f‖Lp in the assumptions of the proposition small
enough (independently of i), we therefore can apply Theorem 5 to τ = τ0 and
M = Mi to get φi.
Step 1.3 (additional estimates). By (27) we deduce that
∞∑
i=1
|Mi|1/2 ≤
∞∑
i=1
‖2f‖p/2Lp
(1 + τ0)(p−1)(i−1)/2
=
‖2f‖p/2Lp
1− (1 + τ0)−(p−1)/2 .(28)
Next, using (25) and (28), we have for every m ≥ i ≥ 1
det∇(φm ◦ · · · ◦ φi) = det∇φm(φm−1 ◦ . . . φi) · . . . · det∇φi+1(φi) · det∇φi
≥
m∏
k=i
(1− Cτ0|Mk|1/2) ≥ 1− Cτ0
m∑
k=i
|Mk|1/2
≥1− Cτ0 ‖2f‖
p/2
Lp
1− (1 + τ0)−(p−1)/2 .(29)
In particular, choosing the upper bound c˜ for ‖f‖Lp smaller if necessary, we deduce
from the previous inequality that for every m ≥ i ≥ 1
det∇(φm ◦ · · · ◦ φi) ≥ 1/2 a.e in Ω.(30)
Finally, taking again c˜ smaller if necessary (note that this smallness will only depend
on p, q and Ω), we get using (25), (27), and (28)
m∏
k=1
∥∥∥∥ 1det∇φk
∥∥∥∥
L∞
≤
m∏
k=1
1
1− Cτ0|Mk|1/2 =
m∏
k=1
(
1 +
Cτ0|Mk|1/2
1− Cτ0|Mk|1/2
)
≤
m∏
k=1
(
1 + 2Cτ0|Mk|1/2
)
≤ exp
(
m∑
k=1
2Cτ0|Mk|1/2
)
≤ 2.(31)
Step 2 (properties of the limiting mapping). In the remaining steps we will show
that
φ := lim
m→∞
φm ◦ · · · ◦ φ1
is well-defined and has all the desired properties, namely that φ : Ω → Ω is a
homeomorphism with φ, φ−1 ∈ W 1,q(Ω;Ω) for which (15), (16), and (17) hold.
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Step 2.1. We first prove that {∇(φm ◦ · · · ◦φ1)}m∈N is a Cauchy sequence in Lq.
First for every integer n,
‖∇(φn+1 ◦ . . . ◦ φ1)−∇(φn ◦ . . . ◦ φ1)‖qLq
≤
ˆ
Ω
|∇φn+1(φn ◦ . . . ◦ φ1)− Id|q |∇(φn ◦ . . . ◦ φ1)|q dx
≤
ˆ
Ω
|∇φn+1(φn ◦ . . . ◦ φ1)− Id|q
n∏
k=1
|∇φk(φk−1 ◦ . . . ◦ φ1)|q dx
=
ˆ
Ω
|∇φn+1(φn ◦ . . . ◦ φ1)− Id|q
(
n∏
k=1
|∇φk(φk−1 ◦ . . . ◦ φ1)|q
det∇φk(φk−1 ◦ . . . ◦ φ1)
)
det∇(φn ◦ . . . ◦ φ1) dx
(23),(21)
≤
ˆ
Ω
|∇φn+1(φn ◦ . . . ◦ φ1)− Id|q
(
n∏
k=1
C(1 + Cτ0)
q−1
)
det∇(φn ◦ . . . ◦ φ1) dx
=
ˆ
Ω
|∇φn+1 − Id|q Cn(1 + Cτ0)n(q−1) dx
(21)
≤ (Cτ0)q|Mn+1|1/2Cn(1 + Cτ0)n(q−1)
(19)
≤ (Cτ0)q|Mn+1|1/2(1 + τ0)n(1+λ)(q−1)
(27)
≤ (Cτ0)q‖2f‖p/2Lp (1 + τ0)n[(1+λ)(q−1)−(p−1)/2].
Taking the q-th root in the previous inequality we get that, for any m ≥ n+ 1,
‖∇(φm ◦ . . . ◦ φ1)−∇(φn ◦ . . . ◦ φ1)‖Lq
≤
m−1∑
k=n
‖∇(φk+1 ◦ . . . ◦ φ1)−∇(φk ◦ . . . ◦ φ1)‖Lq
≤Cτ0‖2f‖p/(2q)Lp
m−1∑
k=n
(1 + τ0)
k[(1+λ)(q−1)−(p−1)/2]/q(32)
which proves that {∇(φm ◦ · · · ◦ φ1)}m∈N is a Cauchy sequence in Lq since by (18)
we know that
(1 + λ)(q − 1)− (p− 1)/2 < 0.
Step 2.2. Since φk = id on ∂Ω for every k, we deduce from the Poincare´ inequality
and from (32) that (φm ◦ · · · ◦ φ1)m∈N is a Cauchy sequence in W 1,q(Ω). Hence
φm ◦ · · · ◦ φ1 converges to some φ in W 1,q as m → ∞. Using (32) with n = 0
and again the Poincare´ inequality, we directly get (17). By (22), we have for every
m ≥ n+ 1
‖φm ◦ . . . ◦ φ1 − φn ◦ . . . ◦ φ1‖L∞ ≤
m−1∑
k=n
‖φk+1 − id ‖L∞ ≤
m−1∑
k=n
Cτ0|Mk+1|1/2.
Using (28), this implies that (φm ◦ . . . ◦ φ1)m is a Cauchy sequence in L∞. Thus,
φm ◦ . . . ◦ φ1 converges to φ uniformly and we have φ ∈ C0(Ω).
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Step 2.3 (existence and integrability of φ−1). First, for every m ∈ N, we have
(recall that we are working in 2 dimensions)
||∇[(φm ◦ . . . ◦ φ1)−1]||Lq = ||(∇(φm ◦ . . . ◦ φ1))−1((φm ◦ · · · ◦ φ1)−1)||Lq
=
(ˆ
Ω
∣∣∣∣adj(∇(φm ◦ . . . ◦ φ1))det∇(φm ◦ . . . ◦ φ1)
∣∣∣∣q ((φm ◦ · · · ◦ φ1)−1) dx)1/q
=
(ˆ
Ω
∣∣∣∣ ∇(φm ◦ . . . ◦ φ1)det∇(φm ◦ . . . ◦ φ1)
∣∣∣∣q ((φm ◦ · · · ◦ φ1)−1) dx)1/q
=
(ˆ
Ω
|∇(φm ◦ . . . ◦ φ1)|q
| det∇(φm ◦ . . . ◦ φ1)|q−1 dx
)1/q
≤||∇(φm ◦ . . . ◦ φ1)||Lq
(
m∏
i=1
∥∥∥∥ 1det∇φi
∥∥∥∥
L∞
)(q−1)/q
.
Using (31) we directly deduce from the previous inequality that the sequence ((φm◦
. . . ◦ φ1)−1)m∈N is bounded in W 1,q (uniformly in m) and hence converges weakly
(up to a subsequence) to some ξ ∈W 1,q. Moreover since trivially
‖φ−1j − id ‖L∞ = ‖φj − id ‖L∞
proceeding exactly as Step 2.2 we know that ξ ∈ C0(Ω) and
‖(φm ◦ . . . ◦ φ1)−1 − ξ‖L∞ → 0 as m→∞.
Moreover from the uniform convergence we get that, for every x ∈ Ω,
x = lim
m→∞
(φm ◦ . . . ◦ φ1) ◦ (φm ◦ . . . ◦ φ1)−1(x) = (φ ◦ ξ)(x)
and similarly x = (ξ ◦ φ)(x). Hence ξ = φ−1 and φ : Ω→ Ω is an homeomorphism.
Finally, since for every m we have φm ◦ . . . ◦ φ1 = id on ∂Ω, passing to the limit we
get
φ = id on ∂Ω.
Step 2.4 (proving the assertions about det∇φ). We now show that det∇φ ≥ f
in Ω together with (16), where, as always, the inequalities are understood in the
weak sense for q < 2 and in the pointwise a. e. sense for q ≥ 2. We first claim that
we have a. e. in Ω
det∇(φm ◦ · · · ◦ φ1) ≥ fχΩ\Am(33)
where we recall that
Am =
⋂
0≤k≤m−1
{
f
det∇(φk ◦ . . . ◦ φ1) ≥
1
2
}
with the convention that A1 = {f ≥ 1/2} and A0 = Ω. Indeed noticing that, by
the very definition of the sets Am,
det∇(φi−1 ◦ · · · ◦ φ1) > 2f on Ai−1 \Ai,
and using (30), we get that, a. e. in Ω, and for every 1 ≤ i ≤ m,
det∇(φm ◦ · · · ◦ φ1) = det∇(φm ◦ · · · ◦ φi)(φi−1 ◦ · · · ◦ φ1) · det∇(φi−1 ◦ · · ·φ1)
≥ det∇(φm ◦ · · · ◦ φi)(φi−1 ◦ · · · ◦ φ1) · 2fχAi−1\Ai
≥ fχAi−1\Ai ,
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from which (33) directly follows. Moreover, using (26), (27) and (31), we obtain
|Ai| = |φ−11 ◦ · · · ◦ φ−1i−1(Mi)| ≤ 2|Mi| → 0 as i→∞.(34)
On one hand, recalling that φm ◦ · · · ◦ φ1 converges strongly to φ both in W 1,q and
L∞ we get that, for every η ∈ C∞cpt(Ω),ˆ
Ω
det[∇(φm ◦ · · · ◦ φ1)]η dx = −1
2
ˆ
Ω
〈adj∇(φm ◦ · · · ◦ φ1) · φm ◦ · · · ◦ φ1),∇η〉 dx
→ −1
2
ˆ
Ω
〈adj∇φ · φ,∇η〉 dx as m→∞
or, equivalently, using our notation,
Jφm◦···◦φ1 [η]→ Jφ[η] as m→∞.
On the other hand, using (33) and (34) we obtain for every nonnegative η ∈ C∞cpt(Ω),ˆ
Ω
det[∇(φm ◦ · · · ◦ φ1)]η ≥
ˆ
Ω
fχΩ\Amη dx→
ˆ
Ω
fη dx.
Combining the two previous equations we get that (in the sense of the distribution
for q < 2 and in the a. e. pointwise sense for q ≥ 2)
det∇φ ≥ f.
Finally (16) is a direct consequence of (29). This concludes the proof. 
With the help of the previous result we now establish Theorem 1.
Proof of Theorem 1. Step 1 (preliminaries). Fix δ > 0 small enough so that (recall
that by assumption
´
Ω f < |Ω|)
(1 + δ)
ˆ
Ω
f dx < |Ω|(1− δ)(35)
and let (extending f by 0 outside Ω)
fǫ := (1 + δ)ρǫ ∗ f + lǫ
where ρǫ is the usual convolution kernel and where lǫ ∈ R is chosen so thatˆ
Ω
fǫ dx = |Ω|.(36)
Note that by (35) we have
lǫ ≥ δ.(37)
Hence, since fǫ ∈ C∞(Ω), since fǫ ≥ lǫ ≥ δ > 0 and since the boundary of Ω is
C1,1, by (36) there exists (see Theorem 5 in [9]) a map ψǫ ∈ Diff1,1(Ω;Ω) satisfying
det∇ψǫ = fǫ in Ω,(38a)
ψǫ = id on ∂Ω.(38b)
Define the measurable set Aǫ ⊂ Ω by
Aǫ := {x ∈ Ω : fǫ(x) ≤ (1 + δ)f(x)}.
Using (37) and the definition of fǫ we deduce that
|Aǫ| → 0 as ǫ→ 0.(39)
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Step 2. We claim that, for every ǫ > 0 small enough, we can find a homeomor-
phism ϕǫ : Ω→ Ω with ϕǫ, ϕ−1ǫ ∈ W 1,q(Ω;Ω) satisfying
det∇ϕǫ ≥ f(ψ
−1
ǫ )
fǫ(ψ
−1
ǫ )
χAǫ(ψ
−1
ǫ ) in Ω,(40a)
ϕǫ = id on ∂Ω,(40b)
and
det∇ϕǫ ≥ 1
1 + δ
in Ω,(41)
where both inequalities are understood in the pointwise a. e. sense for q ≥ 2 and in
the weak sense for q < 2. Indeed using ψǫ as a change of variables, recalling that
fǫ ≥ δ in Ω and using (39) we get
ˆ
Ω
∣∣∣∣ f(ψ−1ǫ )fǫ(ψ−1ǫ )χAǫ(ψ−1ǫ )
∣∣∣∣p dx = ˆ
Aǫ
|f |p
|fǫ|p−1 dx
≤ 1
δp−1
‖f‖pLp(Aǫ) → 0 as ǫ→ 0.
Hence we can use Proposition 7 (with the right-hand side equal to
f(ψ−1ǫ )
fǫ(ψ
−1
ǫ )
χAǫ(ψ
−1
ǫ ))
and get the claim. Note that in particular (41) follows directly from (16) and (39).
Step 3 (conclusion). We claim that, for ǫ small enough,
φ = ϕǫ ◦ ψǫ
satisfies all the wished properties. First, φ : Ω → Ω is an homeomorphism, is
identically the identity on ∂Ω and φ, φ−1 ∈W 1,q(Ω;Ω). It remains to show
det∇φ ≥ f in Ω,(42)
where the inequality is required to hold pointwise almost everywhere for q ≥ 2 and
where the inequality is understood in the weak sense for q < 2.
We first prove (42) when q ≥ 2 (in order to expose the idea more clearly). On
one hand, using (38) and (40), we get a. e. in Ω
det∇φ = det∇ϕǫ(ψǫ) det∇ψǫ ≥ fχAǫ
On the other hand, by definition of Aǫ and by (41) we get a. e. in Ω
det∇φ = det∇ϕǫ(ψǫ) det∇ψǫ ≥ fǫ
1 + δ
≥ fχΩ\Aǫ .
The combination of the previous two inequalities gives (42).
We finally prove (42) when q < 2, namely
Jφ[η] = −1
2
ˆ
Ω
〈adj∇φ · φ,∇η〉 dx ≥
ˆ
Ω
fη dx for every η ∈ C∞cpt(Ω; [0,∞)).
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By classical properties of adj and changing the variables we getˆ
Ω
〈adj∇φ · φ,∇η〉 dx
=
ˆ
Ω
〈adj [∇ϕǫ(ψǫ) · ∇ψǫ] · ϕǫ(ψǫ),∇η〉 dx
=
ˆ
Ω
〈adj [∇ϕǫ · ∇ψǫ(ψ−1ǫ )] · ϕǫ,∇η(ψ−1ǫ )〉
det∇ψǫ(ψ−1ǫ )
dx
=
ˆ
Ω
〈adj [∇ψǫ(ψ−1ǫ )] · adj [∇ϕǫ] · ϕǫ,∇η(ψ−1ǫ )〉
det∇ψǫ(ψ−1ǫ )
dx
=
ˆ
Ω
〈adj [∇ψǫ(ψ−1ǫ )] · adj [∇ϕǫ] · ϕǫ, (∇ψǫ)t(ψ−1ǫ ) · ∇[η ◦ ψ−1ǫ ])〉
det∇ψǫ(ψ−1ǫ )
dx
=
ˆ
Ω
〈adj [∇ϕǫ·] · ϕǫ, adj
[∇ψǫ(ψ−1ǫ )]t · (∇ψǫ)t(ψ−1ǫ ) · ∇[η ◦ ψ−1ǫ ])〉
det∇ψǫ(ψ−1ǫ )
dx
=
ˆ
Ω
〈adj [∇ϕǫ] · ϕǫ,∇[η ◦ ψ−1ǫ ]〉 dx.
Then, for every ρ ∈ C∞(Ω; [0, 1]) we get, using (40) and (41) in the weak sense and
then changing the variables,
− 1
2
ˆ
Ω
〈adj [∇ϕǫ] · ϕǫ,∇[η ◦ ψ−1ǫ ]〉 dx
=− 1
2
ˆ
Ω
〈adj [∇ϕǫ] · ϕǫ,∇[(ρη) ◦ ψ−1ǫ ]〉 dx−
1
2
ˆ
Ω
〈adj [∇ϕǫ] · ϕǫ,∇[((1 − ρ)η) ◦ ψ−1ǫ ]〉 dx
≥
ˆ
Ω
(
f
det∇ψǫ ρηχAǫ
)
◦ ψ−1ǫ dx+
ˆ
Ω
1
1 + δ
((1− ρ)η) ◦ ψ−1ǫ dx
=
ˆ
Ω
fρηχAǫ dx+
ˆ
Ω
fǫ
1 + δ
(1− ρ)η dx
By approximation, the above equation is valid for ρ = χAǫ . Hence, by definition of
Aǫ we get combining the last two equations,
− 1
2
ˆ
Ω
〈adj∇ϕ · ϕ,∇η〉 dx ≥
ˆ
Ω
fχAǫη dx+
ˆ
Ω
fǫ
1 + δ
χΩ\Aǫη dx
≥
ˆ
Ω
fχAǫη dx+
ˆ
Ω
fχΩ\Aǫη dx =
ˆ
Ω
fη dx,
which proves (42) and ends the proof.

4. The prescribed Jacobian in the L∞ case
In this section we prove Theorem 3. This idea is the following: First, by con-
volution and classical results for the prescribed Jacobian equation in the smooth
case, we obtain a smooth map ϕ such that ϕ = id on ∂Ω and det∇ϕ > f outside a
set M of small measure. Postcomposing ϕ with the stretching map (from Theorem
5) φτ,ϕ(M) for some well-chosen τ then yields the desired solution to the prescribed
Jacobian inequality.
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Proof of Theorem 3.
Step 1 (sharp regularity). A very simple example shows that there exists a
nonnegative function f ∈ L∞(Ω) with ´
Ω
f < |Ω| such that no solution to (4) can
be of class C1: Let M ⊂ Ω be an open dense (in Ω) set with |M | < |Ω|/2 and let
f = 2χM .We argue by contradiction and assume that there exists a solution φ ∈ C1
of (4). Then we would have det∇φ ≥ 2 a. e. in M . By continuity of det∇φ and
the fact that M is open and dense, the previous inequality would imply det∇φ ≥ 2
everywhere in Ω, which contradicts
´
Ω
det∇φdx = |Ω|.
Let us now turn to the existence part of our theorem.
Step 2 (preliminaries). Define
β :=
|Ω| − ´
Ω
f dx
|Ω| ∈ (0, 1].
Take τ0 big enough so that
(43)
(1 + τ0)β
2
≥ ‖f‖L∞.
Next choose ǫ0 > 0 small enough so that
(44)
(
1− Cτ0
√
(‖f‖L∞ + 1)ǫ0
)(β
2
+ y
)
≥ y for every y ∈ [0, ‖f‖L∞];
taking ǫ0 even smaller we can moreover assume that
(45) (‖f‖L∞ + 1)ǫ0,
√
(‖f‖L∞ + 1)ǫ0τ0 ≤ c,
where C, c > 0 are the constants (depending only on Ω) in the statement of Theo-
rem 5.
Step 3 (approximation). Extending f by 1 outside of Ω, mollifying the result-
ing function, and adding an appropriate constant, it is elementary to construct a
sequence fν ∈ C∞(Ω), ν ∈ N, such that
´
Ω fν dx = |Ω|,
(46) β/2 ≤ fν ≤ ‖f‖L∞ + 1 in Ω,
and
fν(x)→ f(x) + β for a. e. x ∈ Ω.
The last formula implying convergence in measure, there exist ν0 and a measurable
set A ⊂ Ω such that |A| ≤ ǫ0 and
(47) fν0 ≥
β
2
+ f a. e. in Ω \A.
Step 4 (conclusion). By a classical result for the prescribed Jacobian equation
(see Theorem 5 in [9]; recall that the boundary of Ω is of class C1,1 and that´
Ω
fν0 dx = |Ω|) there exists ϕ ∈ Diff1,1(Ω;Ω) so that
det∇ϕ = fν0 in Ω and ϕ = id on ∂Ω.
Using (46), we have
(48) |ϕ(A)| =
ˆ
A
det∇ϕdx ≤ (‖f‖L∞ + 1)|A| ≤ (‖f‖L∞ + 1)ǫ0.
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Hence, from the previous inequality and (45), we can apply Theorem 5 with M =
ϕ(A) and τ = τ0 and get a bi-Lipschitz mapping ψ : Ω → Ω such that ψ = id on
∂Ω and
det∇ψ ≥ 1 + τ0 a. e. in ϕ(A),(49)
det∇ψ ≥ 1− C|ϕ(A)|1/2τ0 a. e. in Ω.(50)
We claim that φ := ψ ◦ ϕ has all the desired properties. First we obviously have
φ = id on ∂Ω. It remains to show that
det∇φ = det∇ψ(ϕ) · fν0 ≥ f a.e in Ω.
First, using (49), (46) and (43), we obtain that a. e. in A
det∇ψ(ϕ) · fν0 ≥ (1 + τ0)fν0 ≥ (1 + τ0)
β
2
≥ ‖f‖L∞.
Finally, using (50), (48), (47), and (44), we get that a. e. in Ω \A
det∇ψ(ϕ) · fν0 ≥ (1− Cτ0
√
|ϕ(A)|)fν0 ≥ (1− Cτ0
√
(‖f‖L∞ + 1)ǫ0)fν0
≥ (1− Cτ0
√
(‖f‖L∞ + 1)ǫ0)
(
β
2
+ f
)
≥ f,
which ends the proof. 
5. Bi-Lipschitz stretching of a given set with small measure
In this section we establish Theorem 5. The proof will consists of two main
parts. In the first part, contained in the Sections 5.1, 5.2, and 5.3, we reduce the
problem to the case Ω = (0, 1)2 (see Lemma 8) with a compact subset M ⊂ Ω (see
Lemma 9); furthermore, we drop the requirement of identity boundary conditions,
replacing it by a global preservation of the boundary (see Lemma 10). This way we
will only be left with proving the simplified version of the existence of stretching
maps that is stated in Proposition 11 below.
In the second part – see the Sections 5.4 and 5.5 – , we prove Proposition 11.
To this end we first establish a covering result (see Lemma 15) based on results by
Alberti, Cso¨rnyei, and Preiss [1]: Any compact set K ⊂ (0, 1)2 can be covered by
a finite number a strips generated by 1-Lipschitz functions in both axis directions
with the two following properties:
• The total width of the strips do not exceed 2√|K|;
• The x-strips have pointwise disjoint interior and similarly for the y-strips.
With the help of this covering result we finally prove Proposition 11 with an explicit
formula for the stretching map.
5.1. Simplification of the domain Ω.
Lemma 8. Theorem 5 in the case of a general planar domain Ω ⊂ R2 is a conse-
quence of Theorem 5 for the special case of the unit square Ω = (0, 1)2.
Proof. The proof is based on two main ingredients, namely
• the fact that (5)-(10) behave well under fixed C1,1-diffeomorphisms, and
• the fact that any C1,1-domain Ω may be decomposed into finitely many
subdomains Ωi, each of which may be mapped onto the unit square (0, 1)
2
by a C1,1-diffeomorphism.
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So we assume that Theorem 5 has been proven for Ω = (0, 1)2 and show how to
deduce it for any bounded open set Ω ⊂ R2 with C1,1 boundary. To this end we
recall that any bi-Lipschitz mapping in the plane ψ satisfies
(51)
1
L2
|M | ≤ |ψ(M)| ≤ L2|M |
whenever |x− y|/L ≤ |ψ(x)− ψ(y)| ≤ L|x− y| holds for every x, y.
Step 1. We assume first that there exists a bijection ψ : [0, 1]2 → Ω such that
ψ ∈ C1,1([0, 1]2; Ω) and ψ−1 ∈ C1,1(Ω; [0, 1]2) hold. We call such a set Ω C1,1-
equivalent to the unit square.
Let τ > 0 andM ⊂ Ω with |M | and√|M |τ small enough, which trivially implies
(by (51)) that |ψ−1(M)| and √|ψ−1(M)|τ are also small. Hence, by hypothesis
applied to 2τ in place of τ , there exists a bi-Lipschitz map φ˜ : [0, 1]2 → [0, 1]2
stretching the set ψ−1(M) ⊂ (0, 1)2, such that
φ˜ = id on ∂[0, 1]2,(52)
‖φ˜− id ‖W 1,p([0,1]2) ≤ 2Cτ |ψ−1(M)|1/(2p) for all 1 ≤ p ≤ ∞,(53)
‖φ˜− id ‖L∞([0,1]2) ≤ 2Cτ |ψ−1(M)|1/2,(54)
|∇φ˜| ≤ C det∇φ˜ a. e. in (0, 1)2,(55)
det∇φ˜ ≥ 1 + 2τ a. e. in ψ−1(M),(56)
det∇φ˜ ≥ 1− 2Cτ |ψ−1(M)|1/2 a. e. in (0, 1)2.(57)
We claim that
φ := ψ ◦ φ˜ ◦ ψ−1
satisfies (5)-(10). Indeed first (5) follows trivially from (52). In what follows Cψ
will denote a generic constant depending only on ‖ψ‖C1,1 and ‖ψ−1‖C1,1 (and hence
only on Ω) which may change from appearance to appearance. Using (51) and (54)
we get
‖φ− id ‖L∞(Ω) ≤ Cψ‖φ˜ ◦ ψ−1 − ψ−1‖L∞(Ω) ≤ Cψ |M |1/2τ,
which proves (7). Next note that
∇φ − Id = ∇(ψ ◦ φ˜ ◦ ψ−1)− Id =∇ψ(φ˜ ◦ ψ−1) · (∇φ˜(ψ−1)− Id) · ∇ψ−1
+ (∇ψ(φ˜ ◦ ψ−1)−∇ψ(ψ−1)) · ∇ψ−1
which yields, using (51), (53), and (54),
‖∇φ− Id ‖Lp(Ω) ≤ Cψ‖∇φ˜− Id ‖Lp([0,1]2) + Cψ‖φ˜− id ‖L∞([0,1]2)
≤ Cψ |M |1/(2p)τ,
proving (6). Next, using (55), we deduce, a. e. in Ω,
|∇φ| ≤ Cψ |∇φ˜(ψ−1)| ≤ Cψ det∇φ˜(ψ−1) ≤ Cψ det∇φ,
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which proves (8). Then
det∇(ψ ◦ φ˜ ◦ ψ−1) = det∇ψ(φ˜ ◦ ψ−1) det∇φ˜(ψ−1) det∇ψ−1
=
(
det∇ψ(φ˜ ◦ ψ−1)− det∇ψ(ψ−1)
)
det∇φ˜(ψ−1) det∇ψ−1 + det∇φ˜(ψ−1)
≥− Cψ |φ˜ ◦ ψ−1 − ψ−1|+ det∇φ˜(ψ−1)
≥− Cψ |M |1/2τ + det∇φ˜(ψ−1),
where we have used (54) for the last inequality. Hence using (56) and (57) we get
from the last inequality
det∇φ ≥
{
1 + τ(2 − Cψ |M |1/2) a. e. in M
1− Cψ |M |1/2τ a. e. in Ω \M.
Taking |M | small enough so that Cψ|M |1/2 ≤ 1 gives (9) and (10).
Step 2. We now prove the lemma in the general case.
Step 2.1. Let τ > 0 and M ⊂ Ω with |M | and √|M |τ small enough. Using
Lemma 16 there exist N open sets Ω1, . . . ,ΩN every one of which is C
1,1-equivalent
to the unit square and such that
Ω =
N⋃
i=1
Ωi and Ωi ∩Ωj = ∅ for every 1 ≤ i < j ≤ N.
Using Step 1, for any 1 ≤ i ≤ N there exists a bi-Lipschitz mapping φi from Ωi to
Ωi satisfying (5)-(10) for
Mi := M ∩ Ωi.
We extend the φi by the identity outside Ωi which obviously implies that (6)-(10)
are satisfied on Ω (and not only on Ωi). Summarizing we have for every 1 ≤ i ≤ N
φi = id on Ω \ Ωi and φi(Ωi) = Ωi,(58)
‖φi − id ‖W 1,p(Ω) ≤ C|Mi|1/(2p)τ for every 1 ≤ p ≤ ∞,(59)
‖φi − id ‖L∞(Ω) ≤ C|Mi|1/2τ,(60)
|∇φi| ≤ C det∇φi a. e. in Ω,(61)
det∇φi ≥ 1 + τ a. e. in Mi,(62)
det∇φi ≥ 1− C|Mi|1/2τ a. e. in Ω.(63)
Step 2.2 (conclusion). We claim that
φ := φN ◦ . . . ◦ φ1
satisfies all the properties stated in Theorem 5. First we obviously have that φ is
a bi-Lipschitz mapping from Ω to Ω with φ = id on ∂Ω. For every 1 ≤ i ≤ N , we
have
φ = φi in Ωi
and hence for every 1 ≤ i ≤ N
∇φ = ∇φi and det∇φ = det∇φi a. e. in Ωi.
Therefore, since that |Mi| ≤ |M | and since |Ω \ ∪Ni=1Ωi| = 0 we get directly get
(6)-(10) from (59)-(63). This ends the proof. 
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5.2. Simplification of the set M on which we stretch.
Lemma 9. In order to prove Theorem 5 for some domain Ω ⊂ R2, it is enough to
prove it for compact subsets M = K ⊂ Ω.
Proof. The proof utilizes the inner regularity of the Lebesgue measure, the weak
lower semicontinuity of the norms ‖ · ‖W 1,p , and the weak continuity of the deter-
minant.
Let τ > 0 and M ⊂ Ω be a measurable set with |M | and √|M |τ small enough.
We assume that Theorem 5 has been proven in the case when the set M that is
to be stretched is a compact subset K ⊂ Ω. By a limiting process, we show that
Theorem 5 then holds for any measurable set M ⊂ Ω. Recall that the constant C
appearing in (6), (7), (8), and (10) is independent of K (and of τ).
Step 1. By inner regularity of the Lebesgue measure, we may choose an increasing
sequence of compact sets Kν ⊂ M with limν→∞ |Kν | = |M |. For any Kν we have
by assumption a bi-Lipschitz map φν = (φν )τ,Kν : Ω→ Ω satisfying
φν = id on ∂Ω,(64)
‖φν − id ‖W 1,p(Ω) ≤ C|Kν |1/(2p)τ for every 1 ≤ p ≤ ∞,(65)
‖φ− id ‖L∞(Ω) ≤ C|Kν |1/2τ,(66)
|∇φν | ≤ C det∇φν a. e. in Ω,(67)
det∇φν ≥ 1 + τ a. e. in Kν ,(68)
det∇φν ≥ 1− C|Kν |1/2τ a. e. in Ω.(69)
Taking the upper bound c on
√|M |τ in the assumptions of Theorem 5 smaller if
necessary, we deduce from (69) that
det∇φν ≥ 1/2 a. e. in Ω.
Step 2. By (65) with p = ∞ and the last inequality, the maps φν , φ−1ν are
uniformly bounded in W 1,∞(Ω), namely
(70) ‖φν − id ‖W 1,∞(Ω) ≤ Cτ
and
sup
ν
‖φ−1ν ‖W 1,∞ <∞.
Hence, up to a subsequence we know that
φν
∗
⇀ φ in W 1,∞(Ω) as ν →∞
holds for some bi-Lipschitz map φ from Ω to Ω. By compactness of the embedding
of W 1,∞ in C0, we see that φν converges to φ also in C
0(Ω). Hence, using (64) we
get (5), namely
φ = id on ∂Ω.
Note also that by the weak lower semicontinuity we have
(71) ‖φ− id ‖W 1,p(Ω) ≤ lim inf
ν→∞
‖φν − id ‖W 1,p(Ω) for every 1 ≤ p ≤ ∞.
Hence, from (65), (71), and the fact that |Kν | ≤ |M | holds we get (6), namely
‖φ− id ‖W 1,p(Ω) ≤ C|M |1/(2p)τ for every 1 ≤ p ≤ ∞.
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Furthermore, from
‖φν − id ‖L∞(Ω) ≤ C
√
|Kν |τ ≤ C
√
|M |τ
we deduce (7), namely
‖φ− id ‖L∞(Ω) ≤ C
√
|M |τ.
Step 3. It remains to prove the three assertions involving the determinant,
namely (8)-(10). By weak continuity of the determinant, we have for any f ∈ L∞(Ω)
(72) lim
ν→∞
ˆ
Ω
f det∇φν dx =
ˆ
Ω
f det∇φ dx.
By sequential lower semicontinuity of the norm ||∇φν ||L1(A) for any open set A ⊂ Ω,
we deduce from (67) and (72) thatˆ
Ω
|∇φ|χA dx ≤ lim inf
ν→∞
||∇φν ||L1(A) = lim inf
ν→∞
ˆ
Ω
|∇φν |χA dx
≤ C lim
ν→∞
ˆ
Ω
det∇φνχA dx = C
ˆ
Ω
det∇φχA dx,
which proves (8) since the open set A is arbitrary. Recalling that (see (68))
det∇φν ≥ 1 + τ a. e. on Kν and that Kν ⊂ Kν+1, we obviously have for any
measurable subset A ⊂ Kνˆ
Ω
χA det∇φν+k dx ≥
ˆ
Ω
(1 + τ)χA dx ∀k ≥ 0,
which implies (by (72))ˆ
Ω
χA det∇φ dx ≥
ˆ
Ω
(1 + τ)χA dx.
By arbitrariness of A ⊂ Kν , we obtain det∇φ ≥ 1 + τ a. e. on Kν for all ν. Since
|M \ (∪ν≥1Kν)| = 0, we deduce
det∇φ ≥ 1 + τ a. e. in M.
Similarly, using (69) and (72) we get for any measurable subset A ⊂ Ωˆ
Ω
χA det∇φ dx = lim
ν→∞
ˆ
Ω
χA det∇φν dx
≥ lim
ν→∞
ˆ
Ω
(1 − C
√
|Kν |τ)χA dx =
ˆ
Ω
(1 − C
√
|M |τ)χA dx,
which, again by arbitrariness of A, implies
det∇φ ≥ 1− C
√
|M |τ a. e. in Ω.
This ends the proof. 
5.3. Simplification of the boundary values. We finally notice that it is enough
to prove Theorem 5 when Ω = (0, 1)2, when M ⊂ Ω is compact and without
assuming the bi-Lipschitz mapping to preserve the boundary pointwise.
Lemma 10. Theorem 5 is implied by Proposition 11 below.
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Ql Qr
Qu
Qd
Figure 1. A sketch of the construction for the correction of the
boundary values. In the inner square, the construction from the
proof of Proposition 11 is depicted.
Proposition 11. There exist universal constants C, c > 0 with the following prop-
erty: for any τ > 0 and any compact set K ⊂ (0, 1)2 with max{|K|,√|K|τ} ≤ c
there exists a bi-Lipschitz mapping φ = φτ,K : [0, 1]
2 → [0, 1]2 satisfying
‖φ− id ‖W 1,p([0,1]2) ≤ C|K|1/(2p)τ for all 1 ≤ p ≤ ∞,(73)
‖φ− id ‖L∞([0,1]2) ≤ C
√
|K|τ(74)
|∇φ| ≤ C det∇φ a. e. in [0, 1]2,(75)
det∇φ ≥ 1 + τ a. e. on K,(76)
det∇φ ≥ 1− C
√
|K|τ a. e. on [0, 1]2.(77)
Moreover the following properties concerning the boundary values hold true:
φ1(0, s) = φ2(s, 0) = 0 for every s ∈ [0, 1],(78)
φ1(1, s) = φ2(s, 1) = 1 for every s ∈ [0, 1],(79)
∂xφ1(x, y) ≥ 1− C|K|1/2τ for every (x, y) ∈ [0, 1]× {0, 1},(80)
∂yφ2(x, y) ≥ 1− C|K|1/2τ for every (x, y) ∈ {0, 1} × [0, 1].(81)
Proof of Lemma 10. First by Lemmas 8 and 9 we know that it is enough to prove
Theorem 5 when Ω = (0, 1)2 (or equivalently when Ω = (−1, 1)2 – due to certain
symmetries in our construction below, it will be convenient to work on (−1, 1)2)
and when M (the set that will be stretched) is compact. It hence remains to prove
that Proposition 11 implies Theorem 5 in the case of Ω = (−1, 1)2 and compact
sets M ⊂ (−1, 1)2. We basically have to show how to change the stretching map φ
so that it satisfies φ = id on the boundary (while preserving the other properties).
The idea of the proof goes as follows:
We consider the subsquare (−1+|M |1/2, 1−|M |1/2)2 ⊂ (−1, 1)2 (i.e. we allow for
a boundary layer of thickness |M |1/2) and use Proposition 11 to obtain a stretch-
ing map on the subsquare. On the boundary layer, we interpolate between the
boundary values of our stretching map on the subsquare and the identity boundary
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conditions on the original square. Furthermore, we stretch the full boundary layer,
which means that we have to compress the subsquare in the interior slightly. Due to
the size |M |1/2 of the boundary layer, this will not destroy the stretching property
on M in the subsquare.
Step 1. We consider the subsquare S := (−1 + |M |1/2, 1 − |M |1/2)2 and apply
(the rescaled version of) Lemma 11 to the set M ∩ S with 2τ in place of τ . This
yields a bi-Lipschitz map φ˜ : S → S with the properties (where we abbreviate IM :=
(−1 + |M |1/2, 1− |M |1/2) and use the fact that we may assume that |M |1/2 ≤ 12 )
‖φ˜− id ‖W 1,p(S) ≤ C|M |1/(2p)τ for every 1 ≤ p ≤ ∞,(82a)
‖φ˜− id ‖L∞(S) ≤ C|M |1/2τ,(82b)
|∇φ˜| ≤ C det∇φ˜ a. e. in S,(82c)
det∇φ˜ ≥ 1 + 2τ a. e. on M ∩ S,(82d)
det∇φ˜ ≥ 1− C|M |1/2τ a. e. in S,(82e)
φ˜2(s,−1 + |M |1/2) = φ˜1(−1 + |M |1/2, s) = −1 + |M |1/2 for s ∈ IM ,(82f)
φ˜2(s, 1− |M |1/2) = φ˜1(1− |M |1/2, s) = 1− |M |1/2 for s ∈ IM ,(82g)
∂xφ˜1(x, y) ≥ 1− C|M |1/2τ for every (x, y) ∈ [0, 1]× {0, 1},(82h)
∂yφ˜2(x, y) ≥ 1− C|M |1/2τ for every (x, y) ∈ {0, 1} × [0, 1].(82i)
Step 2. We now define our map φ : [−1, 1]2 → [−1, 1]2; a sketch of our construc-
tion is provided in Figure 1. On the subsquare S, we set
φ(x, y) :=
1− |M |1/2(1 + 2τ)
1− |M |1/2 φ˜(x, y).(83)
It remains to define φ in [−1, 1]2 \ S which we divide into four quadrilaterals
Ql, Qu, Qd and Qr (see Figure 1). In the left quadrilateral Ql, we define φ by
setting
φ(x, y) :=
( −1 + (1 + 2τ)(1 + x)
1−|M|1/2+x
x|M|1/2
y + 1+x
|M|1/2
φ2
(
−1 + |M |1/2, −1+|M|1/2x y
))
.(84)
In the other three quadrilaterals, we define φ by an analogous construction. We
claim that the φ constructed by this procedure has all the desired properties. This
will be done in the remaining two steps.
Step 3. First, we easily see that φ = id on ∂[−1, 1]2, i.e. that (5) holds. We claim
that φ is Lipschitz in [−1, 1]2. Since φ˜ is Lipschitz in S and thus, by definition, φ
is Lipschitz in S, Ql, Qr, Qu, and Qd, it is enough to prove that φ is continuous on
{(±(1− θ),±(1− θ)), θ ∈ [0,
√
|M |]} ∪ ∂S.
The continuity of φ on the first above set (i. e. the four diagonal segments) is a
direct consequence of the definition of φ: For example, on the lower left diagonal
we have φ(−1+ θ,−1+ θ) = (−1+(1+2τ)θ,−1+(1+2τ)θ) for θ ∈ [0, |M |1/2]. To
prove the continuity on ∂S, by symmetry of our construction it is enough to prove
it on left vertical segment of S, i.e. on
{−1 + |M |1/2} × IM .
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First, by (82f) and (83) we have
φ1(−(1− |M |1/2), y) = −1 + |M |1/2(1 + 2τ). for y ∈ IM .(85)
Using (84), (83), and (85), we have, for any y ∈ IM ,
lim
xր−1+|M|1/2
φ(x, y) =
(−1 + (1 + 2τ)|M |1/2
φ2(−1 + |M |1/2, y)
)
= φ(−1 + |M |1/2, y),
proving the claim.
Step 4. In this step we verify the assertions (6) through (10). It is sufficient to
check these assertions separately on S,Ql, Qr, Qu and Qd. In the central square S,
these properties are a straightforward consequence (taking |M | and τ |M |1/2 smaller
if necessary) of the properties (82) and our definition (83), since the prefactor in
(83) may be rewritten as
1− 2τ |M |
1/2
1− |M |1/2 .
It is therefore sufficient to check (6) through (10) on the left quadrilateral Ql, as
the construction of φ in the three other quadrilaterals is analogous.
Step 4.1. In Ql, we have
∂xφ(x, y) =
(
1 + 2τ
−1+|M|1/2
x2|M|1/2
y[1− (1 + x)∂yφ2(. . .)] + 1|M|1/2φ2(. . .)
)
(86)
and
∂yφ(x, y) =
(
0
1−|M|1/2+x
x|M|1/2
+ (1+x)(−1+|M|
1/2)
x|M|1/2
∂yφ2(. . .)
)
(87)
where ”(. . .)” stands (and will stand) for(
−1 + |M |1/2, −1 + |M |
1/2
x
y
)
.
From (82i) and (83) we deduce
∂yφ2(. . .) ≥ 1− Cτ |M |1/2.(88)
From (86), (87) and (88) we deduce that, for (x, y) ∈ Ql,
det∇φ(x, y) = (1 + 2τ)
(
1− |M |1/2 + x
x|M |1/2 +
(1 + x)(−1 + |M |1/2)
x|M |1/2 ∂yφ2(. . .)
)
≥ (1 + 2τ)
(
1− |M |1/2 + x
x|M |1/2 +
(1 + x)(−1 + |M |1/2)
x|M |1/2 (1− Cτ |M |
1/2)
)
= (1 + 2τ)
(
1− Cτ |M |1/2 (1 + x)(−1 + |M |
1/2)
x|M |1/2
)
≥ 1 + τ,(89)
where in the last inequality we have used the fact that we have |1 + x| ≤ |M |1/2
in Ql (as well as the smallness condition on |M | and |M |1/2τ). Therefore (9) and
(10) are established.
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Step 4.2. From (82a) for p = ∞, (82b), and (83) we deduce (see also the
beginning of Step 4) that
|∂yφ2(. . .)− 1| ≤ Cτ and
∣∣∣∣φ2(. . .)− y−1 + |M |1/2x
∣∣∣∣ ≤ Cτ |M |1/2.(90)
By (86) and (90) we have for (x, y) ∈ Ql∣∣∣∂xφ(x, y)− (10
) ∣∣∣ ≤Cτ + ∣∣∣∣−1 + |M |1/2x2|M |1/2 y(1 + x)(∂yφ2(. . .)− 1)
∣∣∣∣
+
1
|M |1/2
∣∣∣∣φ2(. . .)− y−1 + |M |1/2x
∣∣∣∣
≤Cτ + Cτ + 1|M |1/2C|M |
1/2τ
=Cτ,(91)
where in the last inequality we have used the fact that |1 + x| ≤ |M |1/2 holds in
the left quadrilateral Ql.
Similarly, we have by (87) and (90) for (x, y) ∈ Ql∣∣∣∂yφ(x, y) − (01
) ∣∣∣ ≤ ∣∣∣∣(1 + x)(1 − |M |1/2)−x|M |1/2 (∂yφ2(. . .)− 1)
∣∣∣∣ ≤ Cτ,(92)
where in the last inequality we have used the fact that |1 + x| ≤ |M |1/2 holds in
the left quadrilateral.
Step 4.3. As the area of the left quadrilateral Ql is bounded by |M |1/2, (91)
and (92) establish the bound (6). Next from (89), (91) and (92) we directly get
(8). It remains to show (7). This however is an easy consequence of the bound (6)
for p = ∞, the fact that on the left edge of our left quadrilateral we have φ = id,
as well as the fact that any point in the left quadrilateral has distance of at most
|M |1/2 to the left edge of the quadrilateral.
Step 5. Since φ = id on ∂Ω, since φ is Lipschitz and since from (10), up to taking
τ |M |1/2 smaller if necessary,
det∇φ ≥ 1/2,
classical degree theory results show that φ is bi-Lipschitz (see e. g. Theorem 2 in
[4]). This concludes the proof. 
5.4. Covering by strips. The following lemma is a consequence of the (combina-
torial) Erdo˝s-Szekeres theorem, see Theorem 2.1 in Alberti, Cso¨rnyei, and Preiss
[1].
Lemma 12. Let S ⊂ R2 be a set containing a finite number of points. Then there
exist N functions fi : R → R and M functions gj : R → R with the following
properties:
• We have the estimate N ≤ √♯S and M ≤ √♯S.
• The functions fi and gj are Lipschitz continuous with Lipschitz constant of
at most 1.
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• The set S is contained in the union of the graphs of the fi (considered as
functions of x) and the graphs of the gj (considered as functions of y), i.e.
we have
S ⊂
⋃
1≤i≤N
{(x, fi(x)) : x ∈ R} ∪
⋃
1≤j≤M
{(gj(y), y) : y ∈ R}.
Remark 13. The previous lemma is no longer true in higher dimensions (see
Question 8.2 in [1]).
Lemma 12 has the following consequence, as observed by Alberti, Cso¨rnyei, and
Preiss [1].
Theorem 14 (Alberti, Cso¨rnyei, Preiss [1]). Let K ⊂ [0, 1]2 be a compact set and
let ǫ > 0. For any δ > 0 small enough (depending on ǫ and K), there exist N
functions fi : [0, 1]→ [0, 1] as well as M functions gj : [0, 1] → [0, 1] such that the
following holds true:
• We have the estimates δN ≤√|K|+ ǫ and δM ≤√|K|+ ǫ.
• The functions fi and gj are Lipschitz continuous with Lipschitz constant
no larger than 1.
• Considering the horizontal strips Hi := {(x, y) : x ∈ [0, 1], |y − fi(x)| ≤ δ}
and the vertical strips Vj := {(x, y) : y ∈ [0, 1], |x− gj(y)| ≤ δ}, the set K
is covered by these strips, i.e. we have
K ⊂
N⋃
i=1
Hi ∪
M⋃
j=1
Vj .
For the reader’s convenience, we also state the proof of the result.
Proof. Step 1. Fix ǫ > 0. We set δ := 2−l and subdivide the unit square [0, 1]2 into
2l × 2l squares. By compactness of K, for l ∈ N large enough the total area of the
subsquares that have nonempty intersection with K is bounded by |K| + ǫ2 (one
easily sees that by monotone convergence of the sequence χKl towards χK , where
Kl denotes the set containing all subsquares of size 2
−l × 2−l that have nonempty
intersection with K).
Step 2. Applying Lemma 12 to the set of centers of the subsquares contained
in Kl – note that by the previous considerations, the number of such squares is
bounded by 22l(|K| + ǫ2) – , we obtain N functions fi : R → R and M functions
gj : R → R whose graphs cover the centers of our squares. Furthermore, we have
N ≤
√
22l(|K|+ ǫ2) and M ≤
√
22l(|K|+ ǫ2), which implies the desired estimates
δN ≤ √|K| + ǫ and δM ≤ √|K| + ǫ. We restrict the functions fi and gj to
the interval [0, 1] and replace them by min{max{fi, 0}, 1} and min{max{gj, 0}, 1}.
This obviously preserves the 1-Lipschitz property; furthermore, the centers of the
subsquares are still covered by the graphs of the modified fi and gj .
Step 3. It is easy to see that the union of the strips associated with the (modified)
fi and gj provides a covering ofK: A strip Hi must cover a full subsquare whenever
the graph fi covers the center of the subsquare, as the fi are 1-Lipschitz functions.
For the Vj and gj , the analogous assertion holds. 
We now provide a slightly stronger version of Lemma 14 which states that
• one may actually choose the interior of the horizontal strips Hi to be mu-
tually disjoint and similarly for the vertical strips Vj , and
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• the strips Hi and Vj can be chosen to be contained in the unit square.
This fact has first been observed by Marchese [14] and later, independently, by the
authors of the present paper in an earlier version of the paper.
Lemma 15. The following slightly strengthened version of Lemma 14 holds: We
may additionally enforce in Lemma 14 that we have fi+1 ≤ fi−2δ and gj+1 ≤ gj−2δ
or, equivalently,
N∑
i=1
χ{(x,y):x∈[0,1],|y−fi(x)|<δ} ≤ 1 and
M∑
j=1
χ{(x,y):y∈[0,1],|x−gj(y)|<δ} ≤ 1.
Furthermore, we may enforce δ ≤ fi ≤ 1− δ and δ ≤ gj ≤ 1− δ, or, equivalently,
N⋃
i=1
Hi ∪
M⋃
j=1
Vj ⊂ [0, 1]2.
Proof. Step 1. Let f˜i, g˜j be the family of functions obtained by applying Lemma 14.
Then define f1 as
f1(x) := min
{
max{f˜1(x), . . . , f˜N (x), (1 + 2(N − 1))δ}, 1− δ
}
.
Inductively, define for 2 ≤ i ≤ N
fi(x) := min
{
max
{
maxi{f˜1(x), . . . , f˜N (x)}, (1 + 2(N − i))δ
}
, fi−1 − 2δ
}
where maxi denotes the i-th largest number of the set (i.e. in particular max1 S =
maxS and, e. g. max2{1, 3, 3} = 3). We define the gj analogously. We claim that
the fi and gj have all the wished properties. This will be shown in the remaining
three steps.
Step 2. First we trivially have that
fi+1 ≤ fi − 2δ, and fi ≤ 1− δ
and similarly for the gj .Moreover a direct induction shows that fi ≥ (1+2(N−i))δ
which in particular implies that
fi ≥ δ
and similarly for gj . The Lipschitz estimate on the f˜i from Lemma 14 easily carries
over to the fi (same for gj). It only remains to prove (see Step 3) the covering
property of the modified strips, i.e.
K ⊂
N⋃
i=1
{(x, y) : x ∈ [0, 1], |y − fi(x)| ≤ δ} ∪
M⋃
j=1
{(x, y) : y ∈ [0, 1], |x− gj(y)| ≤ δ}.
(93)
Step 3. Since by construction (93) is fulfilled with fi and gj replaced by f˜i and
g˜j and since K ⊂ [0, 1]2 it is enough to show that, for every x ∈ [0, 1],
[0, 1] ∩
N⋃
i=1
[f˜i(x) − δ, f˜i(x) + δ] ⊂
N⋃
i=1
[fi − δ, fi + δ](94)
and similarly for g˜j and gj to show (94). We only prove the assertion for the fi
(the other one being the same) and proceed in three substeps.
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Step 3.1. Defining the family of functions f i by
f i(x) := maxi{f˜1(x), . . . , f˜N (x)
}
,
we claim that
N⋃
i=1
[f˜i(x) − δ, f˜i(x) + δ] =
N⋃
i=1
[f i(x)− δ, f i(x) + δ].
Indeed this directly follows since the tuple (f1(x), · · · , fN(x)) is just a reordering
of the tuple (f˜1(x), · · · , f˜N(x)).
Step 3.2. Define another family fˆi by
fˆi(x) := max
{
f i(x), (1 + 2(N − i))δ
}
.
We claim that
[0, 1] ∩
N⋃
i=1
[f i(x)− δ, f i(x) + δ] ⊂
N⋃
i=1
[fˆi(x)− δ, fˆi(x) + δ].
Assume that, for some i, fˆi(x) 6= f i(x) (otherwise the claim is trivial), and thus,
by definition,
fˆi(x) = (1 + 2(N − i))δ > f i(x).
If fˆi+1(x) ≤ f i(x) we deduce, by definition, that
(1 + 2(N − i− 1))δ ≤ fˆi+1(x) ≤ f i(x) < fˆi(x) = (1 + 2(N − i))δ
which directly implies that
[f i(x)− δ, f i(x) + δ] ⊂ [fˆi(x) − δ, fˆi(x) + δ] ∪ [fˆi+1(x)− δ, fˆi+1(x) + δ]
and we are done. If fˆi+1(x) > f i(x) we deduce, by definition of fˆi+1(x) and since
f i(x) ≥ f i+1(x), that
fˆi+1(x) = (1 + 2(N − i− 1))δ.
Hence, proceeding by induction we end up with one of the two following cases:
• there exists i < l < N such that
(1 + 2(N − l − 1))δ ≤ fˆl+1(x) ≤ f i(x) ≤ fˆl(x) = (1 + 2(N − l))δ,
and we are done as before.
• If such a l does not exist we have δ = fˆN(x) > f i(x) in which case we
trivially have
[0, 1] ∩ [f i − δ, f i + δ] ⊂ [fˆN(x) − δ, fˆN(x) + δ],
showing the claim.
Step 3.3. Recalling that the family fi is defined as
f1(x) = min
{
fˆ1(x), 1 − δ
}
.
and, for 2 ≤ i ≤ N,
fi(x) = min
{
fˆi(x), fi−1 − 2δ
}
,
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it is enough, in view of Steps 3.1 and 3.2, to prove that
[0, 1] ∩
N⋃
i=1
[fˆi(x)− δ, fˆi(x) + δ] ⊂
N⋃
i=1
[fi(x)− δ, fi(x) + δ],
in order to show (94) and prove the lemma.
First we trivially have
[0, 1] ∩ [fˆ1(x) − δ, fˆ1(x) + δ] ⊂ [f1(x) − δ, f1(x) + δ]
Finally, suppose that for some i ≥ 2 we have fi(x) 6= fˆi(x) (otherwise the claim is
trivial) and thus, by definition,
fˆi(x) > fi(x) = fi−1 − 2δ.
If fˆi(x) ∈ [fi(x), fi−1(x)] then the previous equality directly implies that
[fˆi(x)− δ, fˆi(x) + δ] ⊂ [fi(x)− δ, fi(x) + δ] ∪ [fi−1(x)− δ, fi−1(x) + δ]
and we are done. If fˆi(x) > fi−1(x) = min{fˆi−1(x), fi−2 − 2δ} we deduce that,
since fˆi−1(x) ≥ fˆi(x),
fi−1(x) = fi−2 − 2δ.
Hence proceeding by induction we deduce that one of the cases below occur:
• there exists some i > l ≥ 2 such that fˆi(x) ∈ [fl(x), fl−1(x)] and fl(x) =
fl−1(x) − 2δ and we done as above.
• If such a l does not exist we have fˆi(x) > f1(x) = 1 − δ in which case we
trivially have
[0, 1] ∩ [fˆi(x)− δ, fˆi(x) + δ] ⊂ [f1(x) − δ, f1(x) + δ],
proving the claim.

5.5. The simplified model case. We now prove Proposition 11 giving an explicit
formula for the stretching map φ.
In the accompanying figure, the strategy of the proof of the proposition is illus-
trated.
Explanation of Figure 2. In the two pictures at the top, we provide an
illustration of the proof of Theorem 14 due to Alberti, Cso¨rnyei, and Preiss, which
reduces the covering assertion to the combinatorial result in Lemma 12. The unit
square is divided into 22l squares of size 1/2l (the division is sketched by gray lines).
The compact set K corresponds to the gray regions. The black points in these
pictures represent the centers of all grid squares which have nonempty intersection
with K. The blue and red lines in the second picture at the top represent the
graphs of the 1-Lipschitz maps fi and gj which cover the black points, as provided
by Lemma 12.
In the picture at the center and the two pictures at the bottom, we illustrate the
construction of the stretching map of Proposition 11 (using a different example). In
these pictures, the covering of the set K by strips – as provided by Lemma 15 – is
indicated by the framed colored regions, each strip being assigned a separate color.
In the picture in the center, the compact set K is also depicted: It corresponds
to the gray regions in the background of the strips. The pictures at the bottom
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Figure 2. The above pictures illustrate the proofs of Theorem 14
and Proposition 11. For an explanation of the pictures, see the
accompanying text.
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illustrate the construction of our stretching map φ = (φ1, φ2) in Proposition 11: To
define the second component φ2 of our map φ, we stretch all the horizontal strips
by a factor of 1 + 2τ (see the penultimate picture); similarly, to define the first
component φ1 we stretch all the vertical strips by a factor of 1 + 2τ (see the last
picture).
Proof of Proposition 11. First note that for |K| = 0 the identity map φ = id triv-
ially has all the properties stated in the proposition. Hence we can assume that
|K| > 0.
Step 1 (preliminaries). Applying Lemma 15 to K and ǫ = |K|1/2, there exist
δ = 1/2l > 0 (for some l large enough), N,M ∈ N and 1-Lipschitz functions
fi, gj : [0, 1]→ [0, 1], 1 ≤ i ≤ N, 1 ≤ j ≤M such that
(95) δN ≤ 2
√
|K| and δM ≤ 2
√
|K|,
(96) K ⊂ ( N⋃
i=1
{|fi(x)− y| ≤ δ}
) ∪ ( M⋃
j=1
{|gj(y)− x| ≤ δ}
) ⊂ [0, 1]2,
(97)
N∑
i=1
χ{|fi(x)−y|<δ} ≤ 1 and
M∑
j=1
χ{|gj(y)−x|<δ} ≤ 1,
where {|fi(x) − y| ≤ δ} is a short notation for {(x, y) : x ∈ [0, 1], |fi(x) − y| ≤ δ}
and similarly for the gj.
Step 2 (definition of φ). Define our map φ = (φ1, φ2) by
φ2(x, y) = (1− 4δNτ)y + 2τ
N∑
i=1
(
min (2δ, y − fi(x) + δ)−min (0, y − fi(x) + δ)
)
= (1− 4δNτ)y + 2τ
N∑
i=1

2δ if y ≥ fi(x) + δ
y − fi(x) + δ if fi(x)− δ ≤ y ≤ fi(x) + δ
0 if y ≤ fi(x) − δ
and, symmetrically,
φ1(x, y) = (1− 4δMτ)x+ 2τ
M∑
j=1
(
min (2δ, x− gj(y) + δ)−min (0, x− gj(y) + δ)
)
= (1− 4δMτ)x+ 2τ
M∑
j=1

2δ if x ≥ gj(y) + δ
x− gj(y) + δ if gj(y)− δ ≤ x ≤ gj(y) + δ
0 if x ≤ gj(y)− δ.
Step 3 (properties of φ2). First from (95) we get that, for every (x, y) ∈ [0, 1]2,
(98) |φ2(x, y)− y| ≤ 4τδNy + 4τδN ≤ 16τ
√
|K|.
Together with the corresponding estimate for φ1, this shows (74). Moreover, since
all the strips are contained in [0, 1]2 (see the second inclusion in (96)) we get that
for 1 ≤ i ≤ N and x ∈ [0, 1]
0 ≤ fi(x) − δ ≤ fi(x) + δ ≤ 1
which directly implies
(99) φ2(x, 0) = 0 and φ2(x, 1) = 1 for all x ∈ [0, 1]
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We now turn to the properties of the derivatives of φ2. It is elementary to see that
φ2 is Lipschitz and that for a. e. (x, y) ∈ [0, 1]2 we have
∂xφ2(x, y) = −2τ
N∑
i=1
f ′i(x)χ{|fi(x)−y|<δ},
∂yφ2(x, y) = 1− 4δNτ + 2τ
N∑
i=1
χ{|fi(x)−y|<δ}.
We first deal with ∂xφ2. From the fact that |f ′i | ≤ 1 and (97), we immediately
obtain
∂xφ2 = 0 a. e. outside
N⋃
i=1
{|fi(x)− y| < δ},
|∂xφ2| ≤ 2τ a. e. in
N⋃
i=1
{|fi(x)− y| < δ}.
Since (95) yields
| ∪Ni=1 {|fi(x)− y| < δ}| ≤ 2δN ≤ 4
√
|K|,
we directly obtainˆ
[0,1]2
|∂xφ2|p dx =
ˆ
∪Ni=1{|fi(x)−y|<δ}
|∂xφ2|p dx ≤ 4
√
|K|(2τ)p
holds, which implies for every 1 ≤ p ≤ ∞
(100) ‖∂xφ2‖Lp([0,1]2) ≤ 8τ |K|1/(2p).
We now deal with ∂yφ2. We first notice that we have
∂yφ2(x, y) = 1− 4τδN for (x, y) ∈ [0, 1]2 \ ∪Ni=1{(x, y) ∈ [0, 1]2 : |fi(x) − y| ≤ δ}.
(101)
and
∂yφ2(x, y) = 1− 4τδN + 2τ for (x, y) ∈ ∪Ni=1{(x, y) ∈ [0, 1]2 : |fi(x)− y| ≤ δ}.
(102)
This directly yields the lower bound (81). The bound (80) is obtained by analogous
estimates for φ1. Using (101) and (102) and noticing as before that
|{(x, y) ∈ [0, 1]2 : |fi(x) − y| ≤ δ for some i}| ≤ 2δN ≤ 4
√
|K|,
we get for every fixed x ∈ [0, 1]ˆ
[0,1]2
|∂yφ2(x, y)− 1|pdx
=
ˆ
{(x,y)∈[0,1]2:|fi(x)−y|>δ ∀i}
|∂yφ2(x, y)− 1|p dx
+
ˆ
{(x,y)∈[0,1]2:|fi(x)−y|≤δ for some i}
|∂yφ2(x, y)− 1|p dx
≤ (Cτ)p
√
|K|.
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Thus, for every x ∈ [0, 1] and every 1 ≤ p ≤ ∞ we have
(103) ‖∂yφ2 − 1‖Lp([0,1]2) ≤ Cτ |K|1/(2p).
In connection with the analogous estimates for φ1, (100) and (103) imply (73).
Step 4. In this step we prove the three assertions involving the determinant,
namely (75)-(77). For a. e. (x, y) ∈ [0, 1]2 we have
∇φ(x, y) =
(
1− 4τδM + 2τ∑Mj=1 χ{|gj(y)−x|<δ} −2τ∑Mj=1 g′j(y)χ{|gj(y)−x|<δ}
−2τ∑Ni=1 f ′i(x)χ{|fi(x)−y|<δ} 1− 4τδN + 2τ∑Ni=1 χ{|fi(x)−y|<δ}
)
.
Denote by S the union of the interior of all the strips, i.e.
S :=
( ∪Ni=1 {|fi(x)− y| < δ}) ∪ ( ∪Mj=1 {|gj(y)− x| < δ}).
Then, obviously, a. e. outside S we have
∇φ =
(
1− 4δMτ 0
0 1− 4δNτ
)
.
Thus, recalling that Mδ,Nδ ≤ 2√|K| (see (95)),
(104) det∇φ = 1−4τ(δM+δN)+16δ2MNτ2 ≥ 1−16τ
√
|K| a. e. in [0, 1]2 \ S.
Furthermore, assuming τ |K|1/2 ≤ 1/32, we have
(105) |∇φ| ≤ 2 det∇φ a. e. in [0, 1]2 \ S.
Trivially for all (x, y) ∈ S we have
1 ≤
N∑
i=1
χ{|fi(x)−y|<δ} +
M∑
j=1
χ{|gj(y)−x|<δ}.
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Thus we get for a. e. (x, y) ∈ S, recalling that |f ′i |, |g′j | ≤ 1 and using (97),
det∇φ(x, y) =
1− 4τδM + 2τ M∑
j=1
χ{|gj(y)−x|<δ}
[1− 4τδN + 2τ N∑
i=1
χ{|fi(x)−y|<δ}
]
− 4τ2
 M∑
j=1
g′j(y)χ{|gj(y)−x|<δ}
[ N∑
i=1
f ′i(x)χ{|fi(x)−y|<δ}
]
= 1 + 2τ
 M∑
j=1
χ{|gj(y)−x|<δ} +
N∑
i=1
χ{|fi(x)−y|<δ}
− 2δ(M +N)

+ 4τ2
( M∑
j=1
χ{|gj(y)−x|<δ}
[ N∑
i=1
χ{|fi(x)−y|<δ}
]
−
 M∑
j=1
g′j(y)χ{|gj(y)−x|≤δ}
[ N∑
i=1
f ′i(x)χ{|fi(x)−y|<δ}
]
+ 4δMδN − 2δN
M∑
j=1
χ{|gj(y)−x|<δ} − 2δM
N∑
i=1
χ{|fi(x)−y|<δ}
)
≥ 1 + 2τ [1− 2δ(M +N)]− 8τ2δ(M +N)
= 1 + 2τ [1− 2δ(M +N)− 8τδ(M +N)].
Recalling (95), we may choose the upper bound c for |K| and √|K|τ in the as-
sumptions of the proposition small enough so that
1 + 2τ [1− 2δ(M +N)− 8τδ(M +N)] ≥ 1 + τ.
Combining the last two estimates gives
(106) det∇φ ≥ 1 + τ a. e. in S.
Since K ⊂ S (see (96)), the last inequality obviously holds true a. e. in K. Combin-
ing (104) and the last estimate gives
det∇φ ≥ 1− 16
√
|K|τ a. e. on [0, 1]2.
Taking into account the bound |∇φ − Id | ≤ Cτ , we also obtain
|∇φ| ≤ det∇φ a. e. in S.
Step 5. We finally prove that φ is bi-Lipschitz from [0, 1]2 to [0, 1]2. Taking
τ
√|K| ≤ 1/32, the last inequality implies
det∇φ ≥ 1/2 > 0 a. e. in Ω.
By (99), (73) for p =∞, (81), and the analogous estimates for φ1, we deduce that
φ|∂(0,1)2 : ∂(0, 1)2 → ∂(0, 1)2 is bi-Lipschitz.
Hence, classical results based on the degree theory show that φ : [0, 1]2 → [0, 1]2 is
also bi-Lipschitz (see e. g. Theorem 2 in the work of Ball [4]; note that φ|∂(0,1)2 can
be easily extended to a homeomorphism from [0, 1]2 to [0, 1]2). 
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Appendix A. Decomposition of C1,1-domains into subdomains that are
C1,1-equivalent to the unit square
The following lemma has been used in Section 5.1.
Lemma 16. Let Ω ⊂ R2 be a bounded domain with boundary of class C1,1. Then
there exists a finite number of open sets Ai ⊂ Ω such that:
• For every Ai there exists a C1,1-diffeomorphism which maps Ai to the unit
square [0, 1]2.
• The sets Ai are pairwise disjoint.
• We have Ω = ⋃iAi.
Proof. We first summarize the proof.
• First we reduce the problem to the case of a polygon: We approximate
Ω from inside by a polygon whose boundary follows closely the boundary
∂Ω (in a sense to be made explicit below). The outer part may then be
decomposed as shown in Figure 3. The outer quadrilaterals (which have
one curved side) are easily mapped by a C1,1-diffeomorphism to the unit
square. It then just remains to treat the case of the (inner) polygon (which
possibly contains holes).
• Any polygon (including polygons with holes) may be decomposed into a
finite number of triangles, so the problem is reduced to the case of a triangle.
Since every triangle may be mapped by an affine map to the reference
triangle with corners (0, 0), (1, 0), and (0, 1), we only need to consider the
case of the reference triangle.
• The reference triangle may be covered by three convex quadrilaterals as
shown in Figure 4. Applying Lemma 18, each of these quadrilaterals can
be mapped by a (bi-linear) C∞-diffeomorphism to the unit square.
It only remains to make explicit the first point. We split its proof into three steps.
Step 1. We can find (see e. g. Theorem 1.2.6 in [13]) a function F : R2 → R with
the following properties:
• F is of class C1,1,
• we have {F = 0} = ∂Ω and {F > 0} = Ω,
• ∇F is nonzero on ∂Ω.
Take δ > 0 small enough and construct a closed polygon P whose boundary is
contained in the set {δ/2 < F < 2δ}, whose vertices lie on the curve {F = δ}, and
whose edges have length of order δ. Note that for δ small enough, such a polygon
exists. Connect every vertex of P to the boundary of ∂Ω with a line segment
pointing in direction −∇F (the green line segments in Figure 3). Let us denote
the open regions which are bounded by the polygon P on one side and these line
segments and ∂Ω on the other sides as Bi (see Figure 3). We will show in the
remaining two steps that every Bi is C
1,1-diffeomorphic to the unit square [0, 1]2.
Step 2. Fix some i and let z1, z2, w1, w2 be the four ”vertices” of Bi with z1, z2 ∈
{F = δ} and w1, w2 ∈ ∂Ω ordered such that
[z1, z2] ∪ [z1, w1] ∪ [z2, w2]
is the ”non-curved” boundary of Bi (see Figure 3). Moreover, for δ > 0 small
enough, the ”curved” boundary of Bi is (up to a rotation) the graph of some C
1,1
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z2
w2
z4
z3
B1
Bi
Pi
Figure 3. Reduction to the case of a polygon.
function. Since F (z1)− F (z2) = 0 we have
∇F (z) · (F (z1)− F (z2)) = 0
for some z ∈ [F (z1), F (z2)]. Hence since F ∈ C1,1 we deduce that, for j = 1, 2,
|∇F (zj) · (z1 − z2)| = |∇(F (zj)−∇F (z)) · (z1 − z2)| ≤ C(F )|z1 − z2|2.
Since |z1− z2| is of order δ and |∇F (zj)| is of order 1 (since ∇F 6= 0 on ∂Ω) we get
that the cosine of the angle between z1− z2 and z1−w1 as well as between z1− z2
and z1 − w1 is of order δ. This implies in particular that the two lines
l1(s) := z1 + s(w1 − z1)/|w1 − z1| and l2(t) := z2 + t(w2 − z2)/|w2 − z2|
can only intersect at a point at distance at least of order 1 from the segment
[z1, z2]. Recalling that the ”curved” boundary of Bi is at distance of order δ from
the segment [z1, z2], we can therefore find some s > |w1− z1| and t > |w2− z2| such
the convex hull of the points
{z1, z2, z3 := l2(t), z4 := l1(s)},
which we denote by Pi (see Figure 3), is a convex quadrilateral containing Bi and
whose boundary consists of
[z1, z2] ∪ [z2, z3] ∪ [z3, z4] ∪ [z4, z1].
Step 3. Using Lemma 18 there exists a (bi-linear) C∞- differomorphism ϕi
mapping Pi to [0, 1]
2. Up to a rotation we have that ϕi(Bi) is the region delimited
by
[(0, 0), (1, 0)] ∪ [(0, 0), (0, hi(0))] ∪ [(1, 0), (1, hi(1))] ∪ {(x, hi(x)) : x ∈ [0, 1]}
for some hi ∈ C1,1([0, 1], (0,∞)). Finally the map
(x, y)→ (x, hi(x)y)
is trivially seen to be a C1,1- diffeomorphism from [0, 1]2 to ϕi(Bi) which concludes
the proof.

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Figure 4. Covering of a triangle by three convex quadrilaterals.
Definition 17. A map ϕ : R2 → R2 is called bi-linear if for every x, y ∈ R the
functions ϕ(x, ·) and ϕ(·, y) are affine. Equivalently a map ϕ is bi-linear if there
exist eight constants a1, a2, a3, a4, b1, b2, b3, b4 ∈ R such that
ϕ(x, y) = (a1xy + a2x+ a3y + a4, b1xy + b2x+ b3y + b4), for (x, y) ∈ R2.
In the previous proof we used the following elementary lemma.
Lemma 18. For any closed convex quadrilateral P ⊂ R2 there exists a bi-linear
map ϕ ∈ Diff∞([0, 1]2;P ).
Proof. Denote by z1, z2, z3, z4 the vertices of P ordered so that ∂P = [z1, z2] ∪
[z2, z3] ∪ [z3, z4] ∪ [z4, z1]. With no loss of generality, using an affine map (which
preserves the convexity; note that the composition of a bi-linear map with an affine
map is still bi-linear), one can assume that
z1 = (0, 0), z2 = (1, 0) and z4 = (0, 1).
Let us denote z3 = (α, β). Since P is convex we easily deduce that
(107) α > 0, β > 0 and α+ β > 1.
We claim that the map
ϕ(x, y) = ((α− 1)xy + x, (β − 1)xy + y)
has all the wished properties. First using (107), one easily deduces that ϕ is one-
to-one in [0, 1]2 and that det∇ϕ > 0 in [0, 1]2. Thus ϕ ∈ Diff∞([0, 1]2;ϕ([0, 1]2)).
Finally since
ϕ(0, 0) = z1, ϕ(1, 0) = z2, ϕ(1, 1) = z3 and ϕ(0, 1) = z4,
we have ϕ(∂[0, 1]2) = ∂P and hence by degree theory ϕ([0, 1]2) = P , proving the
lemma. 
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