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An energy decay rate is obtained for solutions of wave type equations in a 
bounded region in R” whose boundary consists partly of a nontrapping reflecting 
surface and partly of an energy absorbing surface. 
1. INTRODUCTION AND STATEMENT OF RESULTS 
Let S2 be a bounded, open, connected set in R” (n > 2) having a boundary 
T which is of class C2 and which consists of two parts, I-,, and T,, with 
Tr # 0 and relatively open in lY r, is assumed to be either empty or to have 
a nonempty interior. We wish to consider the question of energy decay of 
solutions of wave type equations within Q when r, is a reflecting surface and 
Fl an energy absorbing surface. A specific example of the sort of problem to 
be considered is 
22tv 
--d~w=o 
at2 
in R X (0, co). (1.1) 
IV(X, t) = 0 on r, X [O, oo), (l.zp 
g+a(l)!g=o on rr x [0, co). (1.3) 
where v is the unit normal of r pointing towards the exterior of 52, and 
aECL(~I)witha(x)>a,>OonT’,. We shah also treat variable coefficient 
situations analogous to (l.l)-( 1.3). 
A decaq’ rate for (l.lF(1.3) is a function f(r) satisfying f(t) 4 0 as 
f--+00 and 
E(w, t) <./-f(t) E(w 01, t>o, 
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where E(w, t) is the energy of the solution at time t: 
E(w, t) = + j [Iwt(x, t)12 + \Vw(x, t)l’] dx. 
0 
The main purpose of this paper is to show that there is an exponential decay 
rate if r,, and r, are subject to certain restrictions. 
THEOREM 1. Assume there is a vector field e(x) = (E,(x),..., C,(x)) of 
class C*(fi) such that 
(i) E - v < 0 a.e. on r, ; 
(ii) e - v > y > 0 a.e. on rl ; 
(iii) (Zi/f3Xj + atj/% i) Y is uniformly positive definite on 6. Then there 
are positive constants C, 6, such that 
E(w, t) < CeC”E(w, 0), t> 0, 
for every solution of (1.1~(1.3) for which E(w, 0) < +a~. 
(1.4) 
The condition E(w, 0) < +co means that w(., Oj E W(a), 
w~(-, 0) E L’(B), and W(X, 0) = 0 on r, if f, # 0. It should be noted that 
conditions (i) and (ii), together with the previous requirement that X2 be of 
class C2. force 
Thus Theorem 1 cannot apply to simply connected regions B unless r,, = 0. 
If this is the case, the smoothness condition on LX2 may be replaced by: B is 
convex. For the remainder of this paper, (*) will ba assumed to hold. (See 
the Remark below and also Section 4 for additional comments on this point). 
The key to the proof of Theorem 1 is the following result which may be of 
independent interest. This is the analog for the problem (1.1~(1.3) of a 
result of W. Strauss [ 131 concerning solutions of the Dirichlet problem in a 
region exterior to a bounded obstacle. 
THEOREM 2. For every E > 0 there is a number C, such that for every 
P > 0, 
cc 
li 
eCzot(w - I(w,))* dx dt 
0 0 
< C,E(w, 0) + E joa jQ ePzorw: dx dt, (1.5) 
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for euery sol&ion of (l.lk(1.3)for which E(w, 0) < +a, where 
I(lV,) = 0, J-0 # 03 
1 . 
= meas 1 
w(x, 0) dx, I-, = 0~ 
h 
Another consequence of Theorem 2 is a simple and direct proof of energy 
decay in the absence of restrictions on LX?. 
COROLLARY 1. lf w is a solution of (1. l)-( 1.3) with E(w: 0) < $03, then 
E(w, co) G lim E(ro, t) = 0. 
r’s, 
This result was first obtained in [8] using a compactness argument and 
the Holmgren uniqueness theorem. Our proof is based on the following 
stronger consequence of Theorem 2. 
COROLLARY 2. For every E > 0 there is a comtmt C, such that for eveg 
P > 0, 
rcc 
1 e-‘“‘E(w, t) dt < C,[E(w, 0) + E(w,, O)] 
-0 
e -2nrw;t dx dt, (1.6) 
for ecerq’ solution of (l.l)-(1.3) with E(w,, 0) < Sm. 
The condition E(w,, 0) < SOC) means w(., 0) E H*(Q), w~(., 0) E H’(R), 
W(X, Oj = IO& 0) = 0 on I-,, and w,(x, 0) + a(x) w~(,Y, 0) = 0 on r,. 
Conditions (i) and (ii) of Theorem I comprise a nontrapping hypothesis 
on the reflecting surface To and form the vector Jield condition (V) of W. 
Strauss [ 131 (cf. [5]) adapted to a bounded region. Clearly some hypothesis 
of this sort is necessary if there is to be any hope of obtaining a decay rate 
for (l.lb(1.3). Condition (ii) is an assumption about the rate of energy 
absorption in ri in the directions f(x), x E rr . It has been conjectured [ 10, 
p. 6961 that a decay rate obtains in the absence of any such restriction, but 
we are unable to verify this. In this regard, Quinn and Russell [S] hay 
proved that if (i) holds with C(x) = x -x0 for some x0 in the exterior of a, 
then E(w, t) = O(t-‘) as t + +co, provided E(w,, 0) < +a. G. Chen [2] 
subsequently proved (1.4) if in addition (ii) holds for this special form of 
E(x). In the general case, Chen (31 obtained (1.4) assuming that E E C’(n) 
satisfies (i), (ii), and the following two additional conditions: 
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(iii)’ (tij + .eji - S,) is uniformly positive definite on fi, and 
(iv) there is an q > 0 sufftciently small (depending on 52 and the 
greatest lower bound for the matrix in (iii)‘) such that 
Ipiijjl G rl on fi, 
lEiijvjI G V a.e. on r,. 
In (iii)’ and (iv), the additional subscripts denote differentiations of the 
vector field P, e.g., eij = ati/axj, and summation convention has been 
assumed. 
Condition (iv) is clearly very restrictive and unnatural. It was the desire to 
remove this restraint which led to the present work. 
An example of a region for which there is a vector field r satisfying 
(ik(iii) but not one of the form t(x) =x -x0 for any x0 in the exterior of J? 
is suggested by an example in [7, p. 4481. Let B be the body that remains 
when a corkscrew is drilled part way through a ball with a standard 
corkscrew having a slightly rounded tip. Take for n the region exterior to B 
and interior to a sphere concentric to the first ball and of larger radius. 
Remark. The results of Quinn and Russell [8] and Chen [2, 31 cited 
above are claimed to hold in regions with less smoothness than those 
considered here. In particular, r is assumed only piecewise smooth and 
condition (*) above is not imposed, hence simply connected, star-shaped 
polyhedra are allowed. However, the proofs concerning decay of solutions of 
(l.lb( 1.3) given in each of those papers are open to question unless r is 
required to satisfy (*) and either the smoothness condition stated in the 
opening paragraph or a convexity condition. The difficulty is related to the 
lack of regularity of solutions of (l.lt(1.3) in the absence of such 
conditions. In particular, solutions of (1.1~(1.3) may not have square 
summable second derivatives in a for fixed t > 0, no matter how smooth the 
solution is initially, in disagreement with what is claimed in [2, 3, 81. We 
shall return to this matter in Section 4. 
There is a duality between the existence of a decay rate for (1. l)-( 1.3) and 
the following problem of exact controllability of solutions of (1.1): Given 
arbitrary functions 1~~ E H,(D), ~7~ E L*(Q), with w0 = 0 on r,, and given a 
sufficiently large time T independent of (w,, w,), find a control function 
fE Jwl x (02 T)> such that the solution of (l.l), (1.2) with data 
wqx, 0) = w&), $(x, 0) = wl(x) in a, 
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satisfies E(w, T) = 0. That is, given any finite energy initial state find a 
control f which drives this state to the zero energy state in time T. It turns 
out that the the existence of a solution to this control problem which depends 
continuously on the energy of the initial state is equivalent to the existence of 
a decay rate for (1.1~(1.3). We shall not pursue the controllability problem 
here, but refer to [lo] for details of this duality. 
Both Theorem 1, and Theorem 2 and its corollaries, extend to the 
generalized wave process 
azlv 
P(X) &? - - v . (A(x) VW) + q(x)w = 0 in D X (0, co), (1.7) 
w(x, t) = 0 on To X [0, coo)? (1.8’) 
r 
v * (A(x) VW) + u(x) $ = 0 on rr X [O, co), (1.9) 
if one assumes that the real-valued coefficients of (1.7) satisfy the foilowing: 
p, q are C’(a) and p(x) >p, > 0, q(x) > 0 in S; A(X) = (Aij(X)): is 
symmetric, its entries have Lipschitz continuous second derivatives, and 
r * A(x)r>A, 1<12, vy E R”, 
for some constant A, > 0. In this case the energy functional is defined as 
E(w, t) = + [ [pw; + VW ’ (AVIV) + qd] dxl,, (1.10) 
-n 
and one has 
for every solution of (1.7j41.9). With E defined by (l.lO), Theorem 2 and 
its corollaries carry over verbatim. The conclusion of Theorem 1 likewise 
remains valid if one postulates the existence of a vector field & = (t, ,..., f,J of 
class C*(a) which satisfies 
(a) & . v < 0 a.e. on r, ; 
(b) &.v>y>Oa.e. onr,; 
(c) P.Vp>czpinQforsomeu>-1; 
(d) the matrix [2Aik((alj/8xXk) - Sj,) - (GA,/ax,) e,] > aA in R. 
The proofs given below carry over to this more general situation with only 
minor modifications which we will describe in the last section of this paper. 
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Theorem 1 is proved in the next section, and Theorem 2 and its corollaries 
in Section 3. For related results on decay of solutions of hyperbolic problems 
in bounded regions with boundary dissipation see [9, 121 in addition to the 
references cited above. 
2. PROOF OF THEOREM 1 
We first prove Theorem 1 under the assumption r, # 0. The modifications 
necessary to handle the case I-,, = 0 will be discussed at the end of the proof. 
For k a positive integer let Hk(Q) be the Sobolev space of real valued 
functions with L’(Q) derivatives to order <k. We define HF0(J2) = L *(.R), 
H~$2) = {u E Hk(f2) 1 24 = 0 on r,}, k = 1, 2,..., 
GY’ = H;o(.Q) x L *(i-2), 
and 
zk = 
I 
(24, u> E HF$2) X 17:; ‘(f2) $ + au = 0 on r, I 
I’ 
k = 2, 3,... . 
Zk is given the usual product norm. For u E HFO(Q) with k > 1 Poincare’s 
inequality is valid, 
so that the norm on A@ is equivalent to the energy norm 
II(~, U)~~E = [ jQ (1 vu 12 + 21 dy] I’*. 
Suppose now that (w(-, 0), w,(., 0)) EZ’, that is E(w, 0) < +co. It is 
proved in [8] that (1.1~(1.3) has a unique solution with 
(w wr> E C([O, ~0);~‘). The map (WC., 01, wt(., 0)) -, (~(a, t), w,(-, t>) 
therefore defines a strongly continuous semigroup of linear contractions on 
2’ with respect to ]I - ]IE. When r, n FI = 0, its generator is the dissipative 
operator 
d= 0 I ( 1 A, 0 ’ 
with domain D(d) = A?*. (This is not true when F0 f7 FL # 0, in which case 
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D(d) $Z* in general. See Sect. 4.) We shall assume that 
(k4.3 O), WtC.7 0)) E z2, which is sufficient to ensure that 
(w, w,) E C([O, a+P)n C’([O, m);Z’). 
The general case E(w, 0) < fco is then handled by a simple limiting process. 
If w is a solution of (1.1) with initial data as described above, the 
following identity is readily verified: 
n 
$ [t(w; + pwI*) + 2w,(E . VW) + (fii - 1) ww,] 
= div[2tup,Vw + 2(t: . VW) Vlzi 
+ w;e + (eii - l)Pc’VkV - ]v,v/*t] 
+ (6, - “ij) Wi W) - fiij ~O~j) 
where ki’i = ,%//a~~, E, = %,/ax,, etc., and summation convention is assumed. 
As in [3], we define 
Q(l)=$i (kvi+IVw12)dx+j (2w,((.V~V)+(Ei,-l)ww,l~ 
R R 
and suppose ~1 is a solution of (1. l)-( 1.3). Then from the above identity 
By multiplying e by a sufficiently large positive constant, we may assume 
that 6, - ;(a, + tji) is negative definite in a. Since also V~J = (aru/av)v on 
r,, it follows that 
lb/* E . v dg. 
I 
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Let E > 0 be fixed. We have the following estimates: 
+ Cfj w2 dx, 
R 
where A E,..., D,, E are constants depending on R and, where indicated, on E. 
Substitution into the last inequality for 0 gives 
+ (C, + D,) 1 w2 dx + j (E -e . v) IVw/’ do 
+ (-;+i:+Bc+$;jr, ($)‘do, 
where a, is an upper bound for a(x) on Ti. If we choose E’ > 0 sufficiently 
small and then choose t suffkiently large we obtain 
for some constants C and t, > 0. 
Let /? > 0 be fixed. Multiply the last inequality by e-24t and integrate from 
t, to +co. Since 1 Q(t)] < (const.)(t + 1) E(w, 0) (using Poincare’s inequality) 
we obtain after an integration by parts, 
2p jtm,e-2B’Q(t)dt ++ j” j e-24’(w:+ )Vw12)dxdt 
0 fo fLJ 
< C,E(W, 0) + c, jfr I, ec2%v2 d-x dt, 
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where C,, C, are independent of /3. Since Q(t) > 0 for t sufficiently large, it 
follows that 
c.0 . 
I 1 
e-Zi3t(wf + ICwI’)d-udt< C,E(w,O) + C2!r 1 emzBrw’dxdt, (2.1) 
0 “R -n 
with constants C,, Cz independent of ,LI. We now invoke Theorem 2 and 
conclude that 
.,xl 
1 I e-‘D’(w: + IOw/‘) dx clt ,< CE(w, 0), (2.2.) -0 f? 
with C independent of /3. This last estimate has been obtained for solutions 
for which (w(., 0), ulr(., 0)) E R’, but clearly extends to data in .GY’ since 
the former space is dense in the latter with respect to the energy norm. 
Letting ,!I 1 0, we obtain 
.cJz 
! E(w, t) dt ,< CE(w. 0), 0 
and from this follows that for any E > 0 there is a time T, E (0, C/E) (T, may 
also depend on IV) such that 
E(w, T,) < EE(w, 0). (2.3) 
Let t > 0 be fixed and set E = C/r. Since E(Iv, r) is nonincreasing it follows 
from (2.3) that 
E(w, t) < (C/t) E(w, O), t > 0. (2.4) 
The estimate (1.4) now follows in a standard way from (2.4) and the 
semigroup property of the map (w(., 0), I%‘~(., 0)) - (,Iv(., t), M?~(., t)). This 
completes the proof if I’, f 0. 
If To =0 the above proof breaks down when we try to bound Q(t,) in 
terms of E(bo, 0), since that estimate made use of Poincar?s inequality. Let IV 
be a solution of (l-l), (1.3) with E(w!, 0) < +oo, and set U; = IV - I(Iv,). 
Then G satisfies (1. I), (1.3), E(G, t) = E(w, t), and 
! 6(x, 0) dx = 0, -R 
hence Poincart’s inequality is valid for G(x, 0). From this fact and 
G(x, t) = M;(x, 0) + j-’ 6,(x, s) ds, 
0 
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i 
I G(x, t)l* dx < C(t) E(G, 0). n 
If we now define Q as above but with I+’ replaced by 17, then 
QGo> < C@,> EC% 0) = C(to> E(w 01, 
and we again obtain the estimate (2.1) but with Eli replaced by ii; in the 
integral on the right. Theorem 2 now applies once again to give (2.2) for 
every solution with E(w, 0) < +co. The remainder of the proof proceeds as 
above. 
3. PROOF OF THEOREM 2 
For the present we shall assume r,, # 0 and then remove this restriction at 
the end of the proof. 
Let T > 0 be fixed and d E V’(R) satisfy d(0) = 4’(O) = 0, 4(t) = 1 for 
t > T. Let u = $w, so that u satisfies 
u,, - A, u = 24, IV, + $rtw t g in S X (0, co), 
u(x, 0) = u,(x, 0) = 0 in 0, 
u=o on r. X [O, 00)~ 
au 
%+ a~=ap,w-h onT,X [O,oo). 
We see that gE C([O, co);L2(0)), h E C([O, ~0); H”‘(r,)) and, since 
g = h = 0 for t > T, 
-co . 
I ! 
= - g*dwx dt < C 
0 n ii 
(,v; + w’) dx dt < CE(w, 0), (3.1) 
0 R 
by Poincare’s inequality. (Throughout this section, C will denote various 
numbers which do not depend on E or t.) 
We also note that the function 
h”=h on r,X [O,co), 
=o on roX [O,oo), 
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belongs to C( [0, co); H’/‘(r)), since g is just a(x) times the restriction to r 
of 4, w. We may therefore assume that h is of class C([O, co); H;:(r)). 
Let w be a complex parameter with Im w < 0 and U be the Fourier 
transform of zf: 
U(x, co) = j-X e piwfu(x. I) dt. 
-0 
The integral clearly converges, and U satisfies 
A,lJ+wiU=G in Qn, 
u=o on To, 
g+iamU=H , on r,, 
(3.3) 
(3.4) 
(3.5) 
where G E L’(R), H (Z HFiz(r) denote the Fourier transforms of g and h, 
respectively. Equation (3.3~(3.5) is to be understood in the variational 
sense: U E HbO(Q) and 
b,(U, V)= \ HYdo- 1 GVdx 
-r, JO 
for every VE HiO(Q), where 
(Here HbO(B) is the closed subspace of the complex space H’(Q) defined as 
in Section 2.) 
We now consider the problem (3.3~(3.5) for general complex values of ti 
and arbitrary G E L’(Q), HE HyO’((r). Theorem 2 will be deduced from the 
following result. 
LEMMA 1. For euery coo > 0 there is a number 6(0,) > 0 such that if 
IRe 01 < w. and Jim ~1 < 6(0,), then (3.3)-(3.5) has a unique solution, and 
II Ull Lo G C(~o)[llGll,w, + IIHIIww,,l~ 
ProoJ: We consider b,(U, V) as a sesquilinear form in L2(Q) with dense 
domain D(b,) = Hi0(.f2). Then b, is a holomorphic family of type (a) [5, 
p. 3951 in some neighborhood of the real axis in the complex o-plane. This 
means that (i) each b,, is sectorial and closed with constant dense domain, 
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and (ii) b,( V, v> is holomorphic in w for each V E D(b,). That (ii) holds is 
obvious. To check (i), write cc) = (x + ip. Then 
Im b,(V, V) = -2@lQ I Vj’dx + a [ a / VI2 do. 
-rl 
Since 
if I/3 is sufficiently small one has 
Re b,K v> + a2 II W~cn, Z C II Gl,Q, 
for some positive C, and 
(3.8) 
IIm b,(K VII < C(a)[Re b,(K v> + 2 II vllL,,,,,l. (3.9) 
From (3.8) and (3.9) it follows that 6, is sectorial (the values of b,(V, V) lie 
in the sector 1 arg(c + a’)1 < 19, where 0 < 8 < n/2 is given by tan 0 = C(a)), 
and (3.8) implies that 6, is closed, since b, is continuous as a form on 
H;,(Q). 
Associated with 6, is an m-sectorial operator B, in L’(R) such that 
for every UE D(B,) and VE Hkocn,. In fact, B, = -(d + w’) with 
Since b, is hqlomorphic of type (a) in a neighborhood -4’” of the real axis, 
B, is a holomorphic family of closed operators in &” [5, Theorem 4.2, 
p. 3951. Clearly each B, has compact resolvent and consequently either zero 
is an eigenvalue of each B, or B; r exists as a bounded operator on L’(Q) 
for all w E J?” with the possible exception of a finite number of values in 
each compact subset of J’ [S, Theorem 1.10, p. 3711. We now show that 
zero cannot be an eigenvalue of B, if o is real. From this it will follow that 
B;’ exists for all w in ] Re o ] < c+, I Im LL) 1 < 6(0,) for some suitably small 
&w,)- 
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Thus suppose w is real and that U E HkO(Q) satisfies 
b&L v) = 0, v v E H;@). 
If cc) = 0 then (3.6) implies that U = 0, since r, # 0. If w f 0 then, from 
(3.7), Im b,(U, U) = 0 implies that U= 0 on rl, so that U satisfies 
u E fG(Q>, 
’ 
! ( 
VU. Vv-w’Undx=O, v v E H;&Q). (3. IO) 
D 
Let x0 E r, and S, be a ball centered at x0. Choose p so small that S, 
contains no point of r,. Extend U into 0, L Q L1 S, by setting U = 0 in 
0, - fi. Then U E H’(8,) ( since U= 0 on r,) and is a solution of 
A, U + ozU = 0 in Q,, since if V E Cp(Q,) its restriction to Q is in Nb0(f2), 
and from (3.10) 
! ( UA,~+w2~)dd.u=0. . op 
U is therefore analytic in Q,, and hence U = 0 there since U vanishes on the 
open subset ~2, - 5. 
We now know that B;l exists as a bounded operator on L’(R) if 
/Rewl<q,, j Im 01< 6(w,) for 6 > 0 sufficiently small. This is in fact the 
conclusion of the lemma if H = 0. Suppose that HE WY”(T) is not iden- 
tically zero. By the Trace Theorem there is a function FP’E H’(B) such that, 
on r, W = 0, (? W/&j = H, and 
Is7 therefore satisfies (3.4) and (3.5). Let Z be the unique solution in D(B,j 
of (3.3)-(3.5) with H= 0 and G replaced by G - (A, W+ w’W). It is then 
obvious that U= Z + W satisfies (3.3)-(3.5) and 
Remark. We see that the solution U E H:,(Q) and therefore satisfies 
(3.3)-(3.5) in the pointwise sense. Moreover, lIUljLznni may be replaced by 
II ~llHw2, in the lemma. 
LEMMA 2. For every E > 0 there is a number C, such that ,for eueq 
P > a 
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ProoJ It suffices to establish (3.11) for 0 < p < p, for some p, > 0, since 
for p > p, the left-hand side does not exceed CE(w, 0)/2/3,. 
Write w = CL - i/l for ,f3 > 0 and small. Then 
e-%(x, t) = &jy e’“‘U(,u, o) da, 
cc 
e-“ut(x, t) = &jy eiai(io) U(x, W) da. 
‘xl 
By Parseval’s equality, 
.co I 
J ! 
1 -cm I 
e-2”tU2dxdt=- 
0 0 I J 27c --oo R 
( U(x, o)l’ dx da, 
1 co U(x, u)I 2 dx da. 
Let A >0 be so large that A-‘<&. For lal<A and l,!l<S(A) we obtain 
from Lemma 1 
( j lU12dxda<C(A) [lym ~~lG12dxda+~~~ilHll~I!,I~,,da]. (3.12) 
-A 0 J 
We also have 
j, ,,A)V2dxdaGj 
cl Ial >A 
$j IU12dxda 
0 
GE ! J 
rm . IwU)2dxda 
-m 0 
a, I 
< 271E I I e- 24’u: d.u dt. (3.13) 0 -.a 
Adding (3.12) and (3.13) gives 
co - 
2X J ! e-%.12 dx dt 0 0 
<C(A) 
[ 
Jm J jG12 dxda + Jm IlfU~~,~~~,~d~] 
-03 R -m 
.cc 
+ 2X& 
1 1 
e -?-%: dx dt 
0 n 
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“co 
+ 2ne 
J I 
ee2”‘ui dx dt, 
0 0 
as long as 0 < p < 6(A). The Lemma now follows from (3.1) and (3.2). 
The proof of Theorem 2 in the case To f 0 is now completed as follows. 
Recall that 12: = u for t > T. Therefore, 
Since z.+ = +vt + #tw and #1 = 0 for t > T, 
.m ,. 
I I 
.T I 
[j J 
-cc ^ 
e - i5r~; dx dt < C w2 dx dt + e-%f dx dt 
-0 -0 0 0 ! I -0 “R 
The estimate of Theorem 2 now follows immediately. 
If To = 0, the above proof breaks down at places where Poincari’s 
inequality is used, namely, in (3.2) and in estimating 11 w/I~~(~~. However, 
these difficulties are easily avoided by working with the solution 
G = w - 1(w,) rather than W, and by setting u = 4;. The above proof then 
leads to the estimate of Theorem 2. In solving (3.3), (3.5) in this case, one 
must impose the requirement 
I U(x, 0) d,u = 0 n 
to ensure that (3.3), (3.5) has no nontrivial solution when LL) = 0. 
Proof of Corollary 1. It suffices to assume E(tv,, 0) < +coo. Since 
$E(w,t)=--j 
l-1 
a-’ ($)‘do<O, 
we have 
E(w, t) = E(w, co) + F(w, t) (3.14) 
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with F(w, t) > 0. Substituting (3.14) into (1.6) gives 
< c,[E(w, 0) + E(wt, O)] + $E(% 0). 
Multiply through by 2/I and then let /I 1 0. There results 
E(w, co) < cE(wI, 0), ‘JE > 0. 
Proof of Corollary 2. Suppose r, # 0. From Theorem 2 we have 
.a,  ^
J ! 
Lx’ . 
e-“wf dx dt < CEE(wI, 0) + E e-2Brw:t dx dt. (3.15) 
0 -a I 1 0 R 
Also 
.a3 
J I eesBt JVW\’ dx dt 0 0 
-cm 
=I e 0 
(-wdw)dx+j 
r1 
wgdo] dt 
PO0 
J 
1 
=- e aa(w dt 
0 
wwtt dx + T 
1 r, at I 
-2m 
=-Le j R 
+Jomjl, $ (e-2Bfw) w,dxdt ---p!oiai, ae-‘“‘w’du dt 
< CE(w, 0) + low jo e-2Bf(wf + w’) dx dt. 
Equation (1.6) now follows from (1..5), (3.15). 
The case To = 0 can be handled with minor modifications as above, since 
the estimate (3.15) continues to hold in this case provided E(w, 0) is added 
to E(w,, 0) on the right. In the last estimate, w must be replaced by 
G = w - I(w,) in the integrals on the right. 
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4. ADDITIONAL COMMENTS 
The requirements placed on Z2 in the opening section of this paper are 
very restrictive and exclude such simple regions as rectangles, unless r, = 0. 
They are needed. however, to ensure that solutions of (1.1)-( 1.3) can be 
described by a contraction semigroup on _P’ whose generator in the 
dissipative operator 
,d= O I’ ( ) An 0 
with domain D(d) =.X2. This same property is also utilized extensively in 
[2,3,8]. When this obtains &’ - 22’ (-Y the identity on A?‘) must map 2’ 
one-to-one onto P’ whenever Re A > 0, hence (&’ - ,kY)) ’ is a compact 
operator on -A?‘. Since A = 0 i s not an eigenvalue of &’ when F, f 0, it 
follows that A’ itself must map X2 one-to-one onto A?‘. It is not difficult to 
see that this is equivalent to the following regularity statement: If G & L’(Q), 
HE H::(T), and if U E Hho(Q) is a solution in the variational sense (cf. 
Section 3) to the problem 
A,U=G in Q, (4. I) 
u=o on r,, (4.2) 
au 
--=H 
2V 
on r,, (4.3) 
then U E H’(Q). 
When TO f? Fr = 0, the square summability of the second derivatives of 
solutions of (4.1~(4.3) in B follows from standard elliptic regularity theory, 
But in general U will not have this property if i;, f? p, # 0, even if r, and r, 
meet on a smooth part of cYR, as the following example shows. 
EXAMPLE. Let a be the semicircle 
a = {(x, y) j x2 + 4’* < 1,4’ > ()), 
Let 
r,= {(x,Y)14’=0, --I <x<OJ, 
and let r,, be the remainder of a&?. Let H = 0 in (4.3) and 
G=-A, (#sin$); k>2, 
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in (4.1), where (r, 6) are polar coordinates in R. Since Az(r”’ sin e/2) = 0 in 
y > 0, the solution of (4.1)-(4.3) with this choice of G, H is 
U = i-l” sin + - rk sin ;, 
and it is easy to see that U E Hbo(Q) but UX, & L I(Q), no matter how 
smooth G is, i.e., no matter how large k is. Note, however, that U,, E LP(Q) 
for p < 4/3. From the results of E. Shamir [ 1 I] we know that in general this 
i? the-most regularity that one can expect for solutions of (4.1)-(4.3) when 
r, n r, # 0. Similarly, the presence of nonconvex corners in 3~2 will also 
prevent solutions from having the required regularity (see, e.g., M. S. Hanna 
and IS. T. Smith [4]). 
With Q, r,,, ri as in the last example, a solution of (1.1 t(1.3) (with 
a(x) = 0) for which (a(., 0), u,(., 0)) ER’ but (u(., t), u,(., t)) &X2 for 
almost all t > 0 is provided by 
u(x, t) = r-l’? sin 7cr sin 7ct sin 912. 
5. GENERALIZATION 
In this section we detail the modifications of the proofs given above 
needed to treat the generalized wave process (1.7)-(1.9). Here I is a vector 
field satisfying the conditions (ak(d) listed in the same paragraph as 
(1.7~(1.9). 
In the proof of Theorem 1, the functional denoted by Q(t) should be 
defined as (when r, # 0) 
Q(t) = (a + 1) tE(w, t) + \ [2pw,(t . VW) + (Eji - 1) pwtv,] d-x, 
‘R 
with E(w, t) defined by (1.10). The calculation of o(t) is now based on the 
identity 
-g [2E(w, t) + 2pw,(! * VW’) + (Pii - 1) pww,] 
= div[2tw,Aijwi + 2(1 . Vw)Aijwi 
+ (tii - 1) wAjkwk + pw;t’ - qw?’ 
- (AijwiwJ&] - (E . VP) wf + (P . Vq) WI’ 
+ 2qw’ - (tiiiAkjw,)tu 
- [2Aik(~jk-~jjk)-Aijk&k] Wi~Vj, 
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valid for sufficiently smooth solutions of (1.7). Using hypotheses (a)-(d) of 
Section 1 and noting that on r,, one has Y e @VW) = (Aij v,pj) Bw/&, one can 
show as before that 
for some positive constants 6, C, and t,. The remainder of the proof of 
Theorem 1 for the general case proceeds as before. 
In the proof of Theorem 2, the result of taking the Fourier transform of 
u = #w is the boundary value problem 
v . (A(x) VU) + dp(x)U- q(x)U= G in Q, (5.1) 
u= 0 on r,, (5.2 j 
v . @VU) + iawU = N on r, t5.31 
rather than (3.3~(3.5). The corresponding bilinear form b,(U, V) on L’(Q) 
with domain D(b,) = HbO(Q) is now given by 
Lemma 1, which is the key step in the proof of Theorem 2, is proved as 
before, with one change. In verifying that (5.1 t(5.3) with G = H = 0 has no 
real eigenvalues, we can no longer appeal to analyticity of solutions of (5.1) 
to conclude that US 0 from the fact that U = 0 in the open set Q,, - R. 
Instead, we invoke the unique continuation theorem of N. Aronszajn [ 11, 
which is valid under the conditions on the coefficients in (5.1) stated in 
Section 1. The remainder of the proof of Theorem 2 is unchanged. 
Corollaries 1 and 2 are proved as before except for obvious substitutions, 
e.g., V . (AC) for d. 
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