One must sometimes follow the evolution of several individuals that cannot be distinguished. The author proposes a graphical estimator of individual evolution that can be used in such cases. She shows that this estimator is consistent and asymptotically normal.
INTRODUCTION
Suppose that m individuals are held in captivity in order to study the evolution of a quantitative variable such as their length. The variable is expressed as a function of time, with f (1) , . . . , f (m) describing the evolution of the individuals. Assume also that marking the individuals is not feasible or possible, because the stress due to marking would affect our variable of interest. Without distinguishing individuals, we can measure them periodically, moving each one to another place after measuring them, or photographing them if they are microscopic. In this way, we obtain at each instant a set of m values. Our aim is to estimate the graph of the m functions f (1) , . . . , f (m) by nonparametric regression techniques. This problem, known as the problem of nonparametric regression with fixed effects, has been studied by several authors; cf., e.g., Rosenblatt (1971) , Priestley & Chao (1972) , Benedetti (1977) , Clark (1977) , and Gasser & Müller (1979) , among others.
We proceed as follows. First, we construct an estimator of the functional values at any fixed instant t. Then, applying this estimator on a grid, we reconstruct the graph of all the functions. For notational simplicity, we suppose that the domain of the f (i) (t)'s is the interval [0, 1] , and that f (1) (t) ≤ · · · ≤ f (m) (t), where t is the point where the values of f are estimated. When the functions cross, each f (i) does not estimate necessarily one of the functions, but a part of their graph. For instance, f
(1) estimates their minimum. In any case, we are able to reconstruct the join graph of the m functions. In order to study the asymptotic properties of the proposed estimates, we assume that the observations form a triangular array, i.e., we have a grid t n1 , . . . , t nn in [0, 1] , where measurements are taken. For simplicity, we also assume that the design points are taken equally spaced, i.e., t ni = i/(n + 1), for i = 1, . . . , n. Then, the observations will be a triangular array of random vectors Y ni , i = 1, . . . , n, where 
Also assume that the variables ε (h) ni can be expressed as
. . , n, n ∈ IN are random variables with zero mean and variance 1. In Section 2, we propose an estimator of f (t) = (f (1) (t), . . . , f (m) (t)). In Section 3, we study the asymptotic properties of this estimator: it is consistent under mild assumptions, and asymptotically normally distributed under some regularity conditions on the regression functions. In Section 4, we present a simulation study, and in Section 5 we illustrate the method with a real data example. The proofs are given in the appendix.
The important problem of the selection of an "optimal" bandwidth will not be considered in this paper. However, this issue has been studied by several authors (cf., e.g., Woodroofe 1970 , Wong 1983 , Bowman 1984 , Rice 1984 , Härdle, Hall & Marron 1988 , Chiu 1990 , Cao, Cuevas & González Manteiga 1994 , and most solutions can be used in our framework without difficulty.
DEFINITION OF THE ESTIMATOR AND AN EXAMPLE

Definition of the Estimator.
We begin by considering the case where m = 2. Our sample consists of n sets {Y
ni }, i = 1, . . . , n. The idea is that an estimate of the set {f (1) (t), f (2) (t)} can be obtained from estimators of the sum and the product of these values. Therefore, we consider the functions s(t) = f (1) (t) + f (2) (t) and p(t) = f (1) (t) · f (2) (t). These functions are estimated by weighted sums of the products and sums of the Y (h) ni , h = 1, 2, viz.
where the weights w (j) ni , j = 1, 2, are nonnegative numbers that add up to 1. Observe that this procedure does not require us to distinguish between Y ni . This is because the functions s(t) and p(t) are invariant under permutations of
) (t)} can be obtained by finding the roots {f (1) (t),f (2) (t)} of the second degree polynomial
and taking { f (1) (t), f (2) (t)} as the set defined by the real parts off (1) (t) and f (2) (t). Since we have assumed f (1) ≤ f (2) , we can take
In order to consider the general case m ∈ IN , instead of the sum and the product, we call on the elementary symmetric functions. Let ψ :
, where
We now define a left inverse of ψ. 
Then, the coefficients of this polynomial satisfy
and therefore,
We 
and
An Artificial Example.
To illustrate our method, we present an example, where observations are Gaussian variables whose means are f (1) (t) = 4t + 6, f (2) (t) = 12 + 4t 4 , and the standard deviations are σ 1 (t) = 2t + 1, σ 2 (t) = t 2 + 1. The sample size is 50. First we ignore the origin of the data, i.e, which come from f (1) and which from f (2) , and estimate our functions by blind nonparametric regression. In a second analysis, we estimate the two functions separately by classical nonparametric regression and compare results. Of course, the second estimators will be better, but they are only used as a reference point, since our method has been created for the case where they cannot be used. In both cases, we use the plug-in bandwidth selector proposed in Ruppert, Sheather & Wand (1995) . Figure 1: 1a) the sample; 1b) the sample and the functions f
and the blind nonparametric estimators; 1d) the functions
and the classical nonparametric estimators.
Comparison of the JISE (defined in 2) for blind and classical nonparametric regression in a study of 500 replications. and f (2) in a study of 500 replications, defined by
where n is the sample size. In 18.6% of the replications, the error of the blind estimator is lower than the classical; in 37.8% of the replications, the quotient of the errors is lower than 1.2, and in 73.8% of the replications, that quotient is lower than 2.
PROPERTIES OF THE ESTIMATOR
In this section, we study the asymptotic behaviour of the estimator. The main hypotheses concern the smoothness of the functions f (j) , finite moments, independence of the errors, and continuity of their variances. An exhaustive list of assumptions together with the proofs are given in the appendix. Theorem 1. Under conditions (f1), (f2), ( 1), ( 2), ( 3), (w1), (w2), (w3) and (w4), the estimator f (t) converges in probability to f (t).
Theorem 2. Under assumptions (f1), (f2), ( 1), ( 2), ( 3), ( 4), (w1), (w2), (w3), (w5) and (w6), the estimator f (t) converges almost surely to f (t) as n → ∞.
In order to study the asymptotic distribution, we also assume that the we are using kernel based weight functions, i.e.,
where K is a symmetric, non-negative function, satisfying a Lipschitz condition, with compact support. The bandwidths satisfy h j /h 1 = c j for constants c j , j = 2, . . . , m, h 1 → 0 and nh
Theorem 3. Under assumptions (f3), (f4), ( 1), ( 2), ( 5), ( 6), (w7) and (M),
where µ and Σ are the vector and the matrix defined in Lemma 5, in the appendix, and Q is the differential of
Remark 1. In order to provide an asymptotic confidence interval for f (j) (t) − f (k) (t) (or equivalently, an asymptotic test of hypothesis for f (j) (t) = f (k) (t)), we need to estimate the matrix Σ. To this end, it suffices to estimate the matrix M (t) defined in assumption (M), as shown in Lemma 5. This can be done using estimates of the form:
where the values p ni are kernel based weight functions, viz.
where the function K 1 is symmetric, with compact support, and the bandwidth k verifies k → 0, nk → ∞ as n → ∞. The estimator presented in equation (3) is a local version of an estimate proposed in Rice (1984) . A detailed development of this subject goes beyond the scope of this work and will be considered in a forthcoming paper.
SIMULATION STUDY
In the first example, we analyze the behaviour of blind nonparametric regression estimates when the functions are two parallel straight lines, at different distances. The functions are f (1) (t) = t and f (2) (t) = t + d, where d varies in the set {0.5, 1, 1.5, 2, 2.5, 3, 3.5, 4}. The errors have normal distribution, with 0 mean and variance 1; the sample size is 50. The bandwidth selector used is that proposed by Ruppert et al. (1995) . In Figure 3 , we present a realization for each case, which contributes to understanding the behaviour of the estimators. In Table 1 , we present the results obtained in a study of 1000 replications. For each replication, we calculate the JISE of both estimators, (defined in equation (2)) and we take the mean, standard deviation, median and MAD; more precisely, if we let JISE k denote the JISE of replication number k, for each of both estimation methods we call:
. . , 1000 . When the distance is greater (and the estimation is easier), the blind estimation becomes similar to the classical estimation. In the case d = 0.5, we obtained a value lower than in other cases, because the lines are so close (compared with the variance of the errors) that the error of blind regression is reduced. Note that in the blind case, the problem is more difficult because there is less information, but also the estimation of the product is more difficult because we have to estimate a hyperbola (instead of two straight lines) and the model becomes heteroscedastic. These facts make the bandwidth selection more difficult. (In the classical case, the local optimal bandwidth is the same at every point).
Our second example is motivated by the problem of tracking the evolution of weight or length of two individuals. We choose non-decreasing functions with different derivatives. In addition, we consider a sine function, to study the behaviour of the estimate in a different setting. Table 2 shows the results. 
A REAL DATA EXAMPLE
This example is concerned with electric fish. Our long term objective is to test if blind nonparametric regression could separate the electric discharges of free swimming males and females in their natural environment. However, we first apply our method to data with "tagged" fish. The experiment was performed in the Department of Neurophysiology, at the Instituto Clemente Estable, Universidad de la República, Montevideo, Uruguay, under the guidance of A. Silva.
American freshwater electric fish constitute a group of rather specialized fish that belong to the Order Gymnotiformes. They possess electric organs (EOs) that generate electric discharges (EODs) and they also have electroreceptors to detect these currents. This sensory modality has two major functions: electrolocation and electrocommunication. Brachyhypopomus pinnicaudatus is a pulse-type electric fish widely distributed in America. Its large EO lies along the ventral portion of the body from the gills to the tip of the tail. When recorded from electrodes located close to the head and tail, respectively, the EO generates a biphasic discharge, first a positive charge (P1) and then a negative charge (P2). In Uruguay (36-37 o S) this species breeds during spring-summer time (November-January). During breeding, B. pinnicaudatus exhibits morphological and electrophysiological dimorphism, being P2 duration longer in males than in females. There are important daily changes in water temperature (18) (19) (20) (21) (22) (23) (24) (25) (26) (27) (28) (29) (30) (31) (32) (33) o C) in the natural breeding habitat, which affect EOD duration, amplitude and rate. Two individuals of B. pinnicaudatus (13 cm and 20 cm long) were used in this study. The smaller fish was subcutaneously implanted with testosterone (100µgr/gr) in order to simulate the male-like EOD. Both fish were placed in a plastic cylinder that restricted their movements; this cylinder was located in a 35 × 45 × 10 cm tank. Temperature changes were imposed gradually (from 13 to 33 o C) and simul-taneous head-to-tail EOD recordings were obtained from both electric fish at each temperature. P2 duration was measured. According to the design, each fish could be identified at any moment. Measurements obtained are shown in Table 3 and in Figure 4 . P2 duration behaved differently if temperature increased or decreased; we therefore added an x variable (taking into account the missing values at 21 o C and at 25 o C). It will be used as independent variable in regressions, labeled with the corresponding value of temperature. We can see that data corresponding to both fish are not separated enough to allow us to identify to which fish each datum belongs. In Figure 5 , we show the estimates obtained by blind nonparametric regression, while both estimates, obtained by blind and classical nonparametric regression are shown in Figure 6 .
We conclude that our method could be applied to identify EODs of free swimming couples either in the field or in laboratory settings, taking into account their natural electrophysiological dimorphism.
APPENDIX
We start by giving some notation which will be used throughout the appendix. Given m ∈ IN , for j = 1, . . . , m, consider the sets
(j) will be an index set, in the following sense: given
where by α ∩ β = ∅ we mean that there are no common indices between α and β. With this notation, the elementary symmetric functions can be written as
and, evaluated at the observations,
A.1 Assumptions.
Consider the following conditions, for fixed t. (Note that some hypotheses are redundant; this is because for some results, only the weaker one is needed.) (f1) The functions f (1) , . . . , f (m) are bounded on [0, 1] and continuous at t.
(f3) The functions f (1) , . . . , f (m) are twice differentiable with continuous second derivative in a neighbourhood of t.
( 1) For each (n, i), the random variables Z
are independent, with zero mean and variance 1.
( 2) The random vectors Z ni , i = 1, . . . , n, are independent for each n. ( 4) There exist δ > 0 and C > 0 such that E|Z Then by hypothesis ( 1), the variance of ψ (j) (Y ni ) can be expressed as ρ(t ni ), where
Taking an upper bound C ρ of ρ, we see that
and the right-hand side tends to 0 by (w4). Therefore, each coordinate ψ
of ψ • f (t) converges in probability to ψ (j) • f (t), which concludes the proof.
Remark 2. If we assume that for each d > 0 the sums
for all n sufficiently large, then the function f does not need to be bounded, and assumption ( 3) can be replaced by the requirement that the functions σ (h) , h = 1, . . . , m are continuous at t.
Proof of Theorem 2.
It is enough to prove that, for each j,
. Lemma 1 implies that it suffices to show that
converges almost surely to 0. Define
We showed in Theorem 1 that there exists a constant C ρ such that V (U ni ) ≤ C ρ for all n, i. Similarly, using condition (ε4), we may see that E|U ni | 2+δ ≤ M for some constant M . Now we truncate the variables U ni in order to apply an exponential inequality. Let
The proof will be complete if we show that the series
Bernstein's inequality implies that
Let −b n be the exponent in expression (5). Since assumption (w5) implies that (log n)/b n tends to 0, we have that P {|S * n | > ε/2} < ∞. On the other hand, by
ii) B n → ∅ as n → ∞, where ∅ stands for the empty set.
Thus, defining B n as
We will prove that E{η n (Z)Á Bn (Z)} tends to 0, where Z is a random variable with the same distribution as the Z ni 's. By Lemma 4, for each x ∈ IR, η n (x) → η(x) with
Then, we have that Proof of Theorem 3. First note that the hypotheses imply the conditions in Remark 2, and then we have that ψ • f(t) converges in probability to ψ • f (t). By assumption (f4), there exists a neighbourhood U t of ψ • f (t) where ψ −1 is C ∞ . Given y ∈ U t , we have
with lim ||v||→0 H(a, v) = 0. Let us consider the following variables:
and the set A n = {ω ∈ Ω | ψ • f (t) ∈ U t }.
Since P (A n ) → 1 and ξ n Á An is equal to ζ n Á An , it is enough to prove that ζ n converges in law to N (Qµ, QΣQ ). But this follows from Slutzky's theorem, taking into account Remark 2 and Theorem 4.
