INTRODUCTION
This paper discusses the existence of one and multiple solutions to singular higher order boundary value problems. Our nonlinear term f (t, y) may be singular at y=0, t=0, andÂor t=1. We will restrict our attention, in this paper, to conjugate, focal, and (n, p) higher order problems. The technique we present is new and is based on Krasnoselski's fixed point theorem in a cone, which we state here for the convenience of the reader. Usually in the literature to establish the existence of a solution to a singular problem we first discuss an appropriate family (one appropriate problem for each n # [1, 2, ...]) of nonsingular problems. The idea is to establish the existence of a solution y n (for each n # [1, 2, ...]) to the nonsingular problem, and then a solution to the singular problem is obtained by letting n Ä in N (here N is some subsequence of [1, 2, ...]). In [2] we used the above strategy together with Krasnoselskii's fixed point theorem (applied to each member of the family of nonsingular problems) to establish the existence of twin solutions to (n, p) and focal problems. The approach of this paper is much simpler. Moreover for the first time we are able to present multiplicity results for singular conjugate problems. In particular we will use Theorem 1.1 to examine the singular problem directly. Notice in Theorem 1.1 we need only show A: K & (0 2 "0 1 ) Ä K is continuous and completely continuous. This important point seems to have been neglected since for nonsingular problems usually A: K Ä K is continuous and completely continuous. However, for singular problems working with K & (0 2 "0 1 ) is essential and advantageous. Moreover using this technique we are able to extend and improve the results in the literature [1 4, 6 8] .
We now introduce the problems we will discuss in this paper. Also appropriate results from the literature will be given here for the convenience of the reader. In Section 2 we discuss the conjugate boundary value problem
where n 2 and 1 p n&1. Let G 1 (t, s) be the Green's function (see [5] for an explicit representation) for
It is well known [5] that [5, 7] guarantees that y(t) has one extreme point, say at t 0 # (0, 1). If we define
then from [5, 7] we have
In [1] we proved the following existence result for the singular problem (1.1). Theorem 1.3. Suppose the following conditions are satisfied:
with ,>0 on (0, 1) (1.4) 
for all a 0, b 0 (1. 
with y>0 on (0, 1) and | y| 0 <r.
In Section 3 we discuss the (n, p) boundary value problem
where n 2 and 1 p n&1 is fixed. Let G 2 (t, s) (see [5] for an explicit representation) be the Green's function for
It is well known [5] that
In [4] we proved the following lower type inequality.
(1.14)
Also the following existence result for the (n, p) singular problem (1.12) was established in [2] . Theorem 1.5. Suppose (1.4) (1.6), (1.8), and (1.9) hold. In addition assume the following conditions are satisfied:
and _r>0 with r g(r)+h(r) >b 0 K 0 ; (1.16)
In Section 4 we discuss the focal boundary value problem
where n 2 and 1 p n&1. Let G 3 (t, s) be the Green's function (see [5] for an explicit representation) for
In [3] we proved the following lower type inequality.
Also the following existence result for the focal singular problem was established in [3] . Theorem 1.7. Suppose (1.4) (1.6), (1.8), and (1.9) hold. In addition assume the following conditions are satisfied:
and _r>0 with r g(r)+h(r) >c 0 K 0 ; (1.22)
with y>0 on (0, 1] and | y| 0 <r.
CONJUGATE SINGULAR PROBLEMS
In Theorem 1.3 notice that the solution y to (1.1) we constructed satisfied | y| 0 <r. Our first theorem in this section guarantees that there exists a solution y 2 to (1.1) with | y 2 | 0 >r. We will use Theorem 1.1 to achieve this. 
and there exists R>r with 
Clearly K is a cone of E. Let
This inequality together with (1.7) guarantees that A:
and so Theorem 1.2 implies Au(t) t
n& p r and so
, and
Notice also that
and
Now these together with the Lebesgue dominated convergence theorem guarantes that |Ay n &Ay| 0 sup 
Now the Arzela Ascoli Theorem guarantees that
We now show
To see this let y # K & 0 1 . Then | y| 0 =r and
using (1.6), (1.8), and (1.10). Consequently |Ay| 0 | y| 0 so (2.5) is true. Next we show particular (with a as in (2.1)) ,
With _ as defined in (2.3) we have using (2.1) and (2.2),
Thus |Ay| 0 | y| 0 so (2.6) holds. Now Theorem 1.1 implies A has a fixed point 
Combining Theorem 1.3 and Theorem 2.1 gives us the following multiple solution result.
Theorem 2.2. Suppose (1.4) (1.10), (2.1), and (2.2) hold. Then (1.1) has two solutions y 1 ,
It is worth remarking that if we combine Theorem 2.1 with Remark 2.2 we have the following result. 
where _ is as in (2.3). Then (1.1) has two solutions y 1 ,
It is easy to use Theorem 2.1 and Remark 2.2 to write theorems which guarantee the existence of more than two solutions to (1.1). For completeness we state and prove one such result. 
In addition suppose for each i=1, ...., m that
hold. Then (1.1) has solutions y 1 , ...,
) with y j >0 on (0, 1) for j=1, ..., 2m and
Proof To see this we will apply Theorem 2.2 with n=2, p=1, a= Finally since (note ;>1), 
holding; here 0 _ 1 is such that 
