Typical risk classification procedure in insurance is consists of a priori risk classification determined by observable risk characteristics, and a posteriori risk classification where the premium is adjusted to reflect the policyholder's claim history. While using the full claim history data is optimal in a posteriori risk classification procedure, i.e. giving premium estimators with the minimal variances, some insurance sectors, however, only use partial information of the claim history for determining the appropriate premium to charge. Classical examples include that auto insurances premium are determined by the claim frequency data and workers' compensation insurances are based on the aggregate severity. The motivation for such practice is to have a simplified and efficient posteriori risk classification procedure which is customized to the involved insurance policy. This paper compares the relative efficiency of the two simplified posteriori risk classifications, i.e. based on frequency versus severity, and provides the mathematical framework to assist practitioners in choosing the most appropriate practice.
Introduction
Determination of the premiums is a major and interesting problem in Actuarial science. Fair insurance premiums are established via risk classification procedures, which involve the grouping of risks into various classes that share a homogeneous set of characteristics allowing the actuary to reasonably price discriminated. This paper examines the statistical properties of the Collective Risk Model(CRM) for the application in risk classification procedures. The CRM [Klugman et al., 2012] is, defined as the random sum, S, of claim severities,
where an independence assumption is made between the frequency, N , and individual severities, Y j 's. Due to the mathematical elegance and relative robustness of the model, such independence assumption is widely applied by the insurance industry for modeling the aggregate claim experience of their portfolios over a fixed time horizon in pricing and reserving exercises. However, in empirical studies such as [Gschlößl and Czado, 2007] , the number and the size of claims are significantly dependent. Extending from is its original form, there are various dependence structured studied to better capture the stochastic nature of the insurance portfolio.
Generally speaking, there are two ways of describing CRM. The first method is the two-part approach where the frequency and the severity part are described separately, and then their joint distribution is described statistically via random effects [Hernández-Bastida et al., 2009 , Baumgartner et al., 2015 , Lu, 2016 , Oh et al., 2019b , copula specifications [Czado et al., 2012 , Krämer et al., 2013 , Frees et al., 2016b , Cossette et al., 2019 , Oh et al., 2019a , hierarchical structures [Shi et al., 2015 , Garrido et al., 2016 , Park et al., 2018 , Jeong et al., 2019 or the dependence specification between the inter-arrival time and the severity [Albrecher and Teugels, 2006 , Boudreault et al., 2006 , Cheung et al., 2010 . Alternatively, the direct approach models the distribution of aggregate severity, S, directly. The most frequently used distribution for the aggregate severity in the insurance literature is the Tweedie distribution [Tweedie, 1984] . To reflect the skewness and the heavy tails of the loss, [McDonald, 2008] introduced the generalized beta distribution of the second kind for the modeling of the aggregate severity.
In this paper, we address the problem of risk classification procedure in predicting the mean of aggregate severity, S, based on a set of information. Usually, it involves first classifying risks based on a priori risk classification procedure involving a priori risk characteristics, i.e. risk characteristics of each policyholder at the moment of contract. It forms the basis for premium settings when a policyholder is new and insufficient information may be available. After a priori risk classification, the policyholder is further classified based on the claim history of each policyholder. This secondary classification is called a posteriori risk classification. In effect, the resulting a posteriori premium allows one to correct and adjust the previous a priori premium making the price discrimination even fairer and more reasonable.
While full information which consists of claim history of frequency and severities is guaranteed to give the best posteriori prediction, we are mainly interested in comparison of two simpler versions of the posteriori risk classification methods
• one based on the historical frequency information only,
• one based on the historical aggregate severity information only, under the general dependence structure in frequencies and severities. Such simplified a posteriori risk classification is common, and the type of a posteriori risk classification depends on the characteristics of insurance to facilitate efficient communication with the policyholder while keeping the reasonable efficiency of a posteriori risk classification. For example, auto insurance prefers to use the former type while the workers' compensation insurance generally adapts the latter.
For the fair comparison of two a posteriori risk classification methods, we need a CRM which can accommodate both a posteriori risk classification methods. Since the historical frequency information cannot be used in the direct approach, we use two-part approaches where both a posteriori classification methods are possible. In particular, we use the two-step frequency-severity model in Jeong et al. [2019] where the analytical comparison between two posteriori risk classifications is possible.
The actuarial credibility theory is designed for a posteriori rating system that takes into account the history of claims as it emerges. We construct and compare the quality of two simplified posteriori classification methods, i.e. by conditioning on the aggregate claim history and the claim frequency history respectively, via the Bühlmann estimators [Bühlmann and Gisler, 2006] , i.e. a linear version of a posteriori mean. Bühlmann estimators of premium based on the history of frequency as well as severity are first considered in Hewitt [1970] and further studied in Frees [2003] and Goulet et al. [2006] . While those studies assumed independence between the frequency and the severity, we develop Bühlmann premiums based on the historical frequency information as well as Bühlmann premiums based on the historical aggregate severity information claim frequency under the dependence assumption between the frequency and the severity. Furthermore, we derive the Mean square errors (MSE) of the Bühlmann premiums, which facilities the analysis and comparison of the quality of two premiums. Our, non-technical, yet equally important contribution to the insurance society is that, with such analytical tools and related numerical study, we are the first to provide a practical guideline for choosing the appropriate posteriori risk classification method.
In the numerical study, we compare the quality of two Bühlmann premiums under various scenarios, which hopefully provide the practical guideline about the choice of premium method between the historical frequency information and the historical aggregate severity information. In general, Bühlmann premiums based on the historical aggregate severity information have a tendency to outperform Bühlmann premiums based on the historical frequency information when there is a strong dependence among individual severities, and vice versa. Yet, the preferable method also dynamically changes over time as the number of observations increases. Hence, there is no simple rule-of-thumb in deciding the appropriate information set, but to make cases by case analysis.
We apply our analysis to a practical application with real data obtained from the auto insurance of the Wisconsin Local Government Property Insurance Fund (LGPIF) as in Frees et al. [2016a] . First, the comparison of two Bühlmann premiums via numerical procedure indicates relatively stronger dependence among severities, which in turn recommends the prediction based on the historical aggregate severity information rather than the prediction based on the historical frequency information. We confirm that the historical aggregate severity information has more predictive power in this particular example via out-of-sample validation.
The rest of the paper is organised as follows. In Section 2, we fix the notations and the model for our analysis, as well as present a motivating problem. Section 3 contains the derivation of the two Bühlmann premiums. In Section 4, we study the criteria for choosing appropriate models for premium settings. An application to the auto insurance of the Wisconsin Local Government Property Insurance Fund is presented in Section 5.
Problem Formulation

Notations
We consider a portfolio of policyholders in the context of short-term insurance, where a policyholder could decide whether or not to renew the policy at the end of each policy year and the insurer can adjust the premium at the beginning of each policy year based on the policyholder's claim experience. We denote N, N 0 , R, and R + by the set of natural numbers, the set of non-negative integers, the set of real numbers, and the set of positive real numbers, respectively. We consider a set of discrete-time stochastic processes that the associated data is collected over time t = 1, 2, ... that
denotes the natural filtration generated by N t ,
• Y t,j ∈ R + denote the size of the ith claim and
denote the vector of claim sizes observed at time t,
• F
denotes the natural filtration generated by N t and Y t , i.e. the information of the full claim history denotes the natural filtration generated by S t ,
denotes the average claim amount at time t.
We use lower case letters to denotes the realisation of these random variables. The actuarial science literature often refers to N t as the frequency, Y t as the individual severity, and M t as the average severity of the insurance claims. We emphasize that our proposed method requires only information on the average severity, and imposes no constraints on individual severity. In the following text, we refer to the model for (N t , M t ) as the frequency-severity model.
In the risk classification, premiums are determined by a set of risk characteristics. Let X [1] , X [2] and R [1] , R [2] denote, respectively, the observed and unobserved risk characteristics, and the superscripts [1] and [2] are indices for the frequency and the severity components, respectively. For convenience, we call the observed risk characteristics X [1] , X [2] as a priori risk characteristics. Note that X [1] , X [2] , and R [1] , R [2] do not have the subscript t, as we assume that they are constant in time. The marginal distributions of the residual effect characteristics are given by R [1] ∼ G 1 and R [2] ∼ G 2 , respectively, for the proper distribution functions G 1 and G 2 . We use g 1 and g 2 to denote the density version of G 1 and G 2 , respectively. Furthermore, denote
and R := R [1] , R [2] where Z is called as the risk characteristics.
The Motivating problem
Predictions of S t+1 can be made based on different information sets, i.e.
By definition, all three predictors are unbiased estimators of the premium, and it is obvious that the quality of the predictor in Equation (1) In the comparison of the quality of two predictors in Equation (2) and (3), the statement that Equation (3) is superior in the sense
does not hold in general. The main focus of this paper is to compare these two approaches of setting premiums and set out guidelines in choosing the appropriate when in practice.
Model Assumption on Dependent Collective Risk Models
To model the frequency and the severity of insurance claims, we follow De Jong et al. [2008] and use generalized linear models (GLMs). Specifically, we consider the exponential dispersion family (EDF) in McCullagh and Nelder [1989] . Now we are ready to present the collective risk model equipped with various dependence structures.
Model 1. [Jeong et al., 2019] Suppose the insurer predetermines K risk classes based on the policyholders' risk characteristics. Let X
define the a priori risk characteristics of the κ-th risk class, and w κ be the weight of the risk class:
as the a priori premium for the given policyholder, which is determined by the observed risks characteristics as follows:
where η [1] (·) and η [2] (·) are link functions, and β [1] and β [2] are parameters to be estimated. We also assume that R [1] , R [2] and X [1] , X [2] are independent. For the easiness of the analysis, we assume that priori risk characteristics are fixed across time t. Assume that N t and Y t,j 's are independent conditional on the risk characteristics Z.
• The frequency is specified using a count regression model conditioning on the risk characteristics
for t = 1, 2, ... where the distribution F 1 has the mean Λ [1] R [1] and the dispersion parameter ψ [1] .
• The individual severity Y t,j is specified using a regression model conditioning on the risk characteristics, and the frequency
where the distribution F 2 has the mean U
0 N t and the dispersion parameter ψ [2] .
For the brevity of the notation, we only use log-link function for η [2] such that
To further simplify the analysis in the later sections, we shall assume the following parametric model.
Model 2 (Parametric Model). Assume the settings in Model 1 with the following parametric assumptions:
1. For the frequency, assume that
2. For the individual severity, assume that
3. For the random effect, assume that
We provide the mean, variance and covariance formulae for the statistics of Model 2 in Proposition 5 (see Appendix). It is often the case that using the individual severity in (6) is inconvenient for estimation purposes, yet insurance literature often provides the distributional assumption for the average severity [Shi et al., 2015] . The following corollary provides the equivalence of two representations based on the individual severity and the average severity in the case of gamma distributional assumption. The same result for EDF distribution can be found in Lemma 1 (see Appendix).
Corollary 1. Consider the settings in Model 1, then the individual severity assumption in (6) is
for N t > 0, and
Proof. The proof is an immediate result of Lemma 1.
Finally, for the brevity of the paper, define the following symbols under the settings in Model 2.
Definition 1. Under the settings in Model 2, define
For the brevity of the paper, we also abuse symbols Λ [1] , Λ [2] , and Λ = (Λ [1] , Λ [2] ) as follows in a clear context. Under the settings in Model 2, we use Λ [1] , Λ [2] , and Λ to stand for X [1] , X [2] , and X, respectively, in a clear context. For example, we have the following two expressions are equivalent
Two Bühlmann Premiums in Dependent CRM
With the introduction of more complicated and dynamic insurance products, a major challenge of the actuarial profession can be found in the measurement and construction of a fair insurance premium. Pricing risks based upon certain specific characteristics has a long history in actuarial science. In light of the heterogeneity within an insurance portfolio, an insurance company should not apply the same premium for its policyholders, but group the risks in the portfolio so that people with similar risk profiles pay the same reasonable premium rate. To reflect the various risk profiles in a portfolio within a statistically sound basis, the standard technique that actuaries use is a regression-based approach. The standard GLM type structure as in Equation (4) gives a natural candidate for the a priori risk classification.
Based on such a priori risk classification, this section considers two different type of premiums under the dependent assumption between frequency and severity. The first premium is a classical method where the historical aggregate severity information is used to predict the aggregate severity in the future. The second premium that we are proposing is a non-traditional approach in that the historical frequency information is used to predict the aggregate severity in the future. For the analytical of comparison of two methods, we consider Bühlmann premiums rather using the exact posteriori mean of the aggregate severity as a posteriori premiums. Note that Bühlmann premiums can deal with both approaches as long as one can calculate the covariance matrix of the observations and premium [Hewitt, 1970] .
Bühlmann Premiums based on the Historical Aggregate Severity
Information Under Model 2, our goal in this subsection is to find the Bühlmann premium based on the historical aggregate severity.
Definition 2. The Bühlmann premium based on the historical aggregate severity information is
For the known random effect R and a priori rate Λ, the conditional mean E[S t+1 |R, Λ] can be obtained as follow.
Proposition 1. Under Model 2, for the known random effect R and a priori rate Λ, we have
Proof.
where the last equality comes from Lemma 2 in Appendix.
Note that the Bühlmann premium in (2) can be regarded as the best linear unbiased estimator (BLUE) of the conditional mean E S t+1 |F
[agg] t , Λ . By the classical procedure in Bühlmann and Gisler [2006] , one can easily show that
where Bühlmann factor is given by
The following result provides the analytical expression of premium in (2).
Proposition 2. Under Model 2, the conditional mean E [S t |Λ] and Bühlmann factor, Z 1 (Λ), can be expressed as
Proof. Proof of u 1 and v 1 immediately follow from Lemma 4. Proof of a 1 is from
The statistics in Proposition 2 can be further explicitly calculated based on the formulas for the moment generating function of random effect R [1] in Lemma 3 in Appendix. Hence, we have
where Bühlmann factors Z 1 (Λ) are described in Proposition 2 and 3.
Bühlmann Premiums based on the Historical Frequency Information
Similar to the previous subsection, our goal in this subsection is to derive the Bühlmann premium based on claim frequencies. The followings
are the Bühlmann observation, that are functions of the historical frequency and priori characteristics, are used as if they are observations in the determination of the Bühlmann premiums, and we shall denote
In Model 2, the statistics in (9) can be analytically expressed as follows.
Proposition 3. Under the settings in Model 2, the Bühlmann observation
Based on the law of total expectation, we have
Definition 3. The Bühlmann premium based on the historical frequency information is defined as
Similar to Bühlmann type premium in (2), the classical procedure in Bühlmann and Gisler [2006] shows that
where the Bühlmann factor is
The following result provides the analytical expression of premium in (3).
Proposition 4. Under Model 2, the conditional mean E S t (N t , Λ) |Λ and Bühlmann factor,
Proof. Proofs of u 2 and v 2 immediately follow from Lemma 5. Proof of a 2 is from
Note that the statistics in Proposition 4 can be further explicitly calculated based on the expression for the moment generating function of R [1] in Lemma 3. Hence, we have
where Bühlmann factor Z 2 (Λ) is described in Proposition 2 and 3.
Linkage with Bühlmann Premium for the Frequency
This section assumes the independence between frequency and individual severities by assuming β
[2] 0 = 0 in Model 2. From the assumption β
[2] 0 = 0 in Model 2, we have the following intuitive interpretation about the Bühlmann observation and Bühlmann premium based on the historical frequency information
and
where Note that the expression
in (12) coincides with the Bühlmann premium of frequency defined by
where ( α 0 , · · · , α t ) := arg min
Numerical comparisons of the two Bühlmann premiums
The aggregate claim amount is the key element for an insurer's balance sheet, as it represents the amount of money paid on claims, hence they must understand the dynamics of the aggregate claim overtime. Yet, depending on features of contracts as well as policyholder behaviour and risk mitigation practices, some insurance products use only partial information on the claim history for the posteriori risk classification, i.e. the frequency of claims or the aggregate claim amounts, but not both. We conduct a numerical study to investigate the effect of various dependence structures in Model 2 on the two proposed Bühlmann premiums, Prem 1 (Λ) and Prem 2 (Λ) in Section 3 that based on the frequency and the aggregate claim respectively. The following analysis forms the basis of choosing the appropriate pricing and risk mitigation practices for standard general insurance portfolios.
Numerical Set-up
We assume only one priori risk class for the simplicity of the analysis and the following parametric assumption for the unobserved heterogeneities
where IG is inverse Gaussian distribution. In particular, we set 0 ) varies in 27 scenarios that different dependence structure is considered. Note here, β [2] 0 controls the dependence between the frequency and severity whereas b [1] and b [2] controls the correlation among the frequencies and severities over time, respectively. For each scenario with the combination of parameters 
Specific formulas in (14) can be found in Proposition 6 (see the Appendix).
The Case of Independent between frequency and individual severities
First, we consider an independence between the frequency and individual severities, i.e. β
[2] 0 = 0, while b [1] and b [2] is allowed to vary in nine scenarios that different correlations are implied among the frequencies and the individual severities, respectively. The comparison of MSEs is in Figure 1 . Theoretically, when there is a relatively weak dependence among individual severities b [2] ≈ 0 while a relatively strong dependence among frequencies, b [1] >> 0, we expect that the claim history of frequency has the most predictive power for the premium, while the additional information on the severities provides little benefit. Especially, in the the extreme case of b [2] 
is the only valid information for predicting premiums, the prediction E S t+1 |F
[agg] t , Λ suffers from the loss of information. This is demonstrated by the following comparison of premiums
where the equalities in both of expressions are from the assumption b [2] = 0. Together with
if Bühlmann premiums are not very different from posteriori mean of the aggregate severity. As shown in Figure 1 , for the case where (b [1] , b [2] ) = (3, 0.01) , Prem 2 (Λ) outperforms Prem 1 (Λ) consistently over time while the absolute values of HMSEs increase as the variance of R [1] increases. On the other hand, when there is a relatively strong dependence among individual severities b [2] > 0 while relatively weak dependences among frequencies b [1] = 0, we expect, in theory, that only the historical aggregate severity information provides meaningful information in the prediction of premium. Especially in the extreme case b [2] >> 00 and b [1] 
does not provide any information for the prediction of premium, while F
[agg] t can provide some information for the prediction. Such a difference can be explained by the fact that the equations
together with the inequality
if Bühlmann premiums are not very different from posteriori mean of the aggregate severity. Indeed as shown in Figure 1 , for the cases (b [1] , b [2] ) = (0.5, 0.4), Prem 1 (Λ) outperforms Prem 2 (Λ) consistently over time.
Another interesting point is the asymptotic behaviour of HMSE 1 (Λ, t) and HMSE 2 (Λ, t) for larger t as seen in Figure 2 . First, HMSE 1 (Λ, t) converges to zero as t increases. Such a convergence is an expected result because of the convergence of t k=1 S k t → E[S t |R, Λ] in (8). On the other hand, the convergence of HMSE 2 (Λ, t) to zero is not guaranteed. This is also expected as the convergence of
which further implies the convergence of the Bühlmann premium Prem 2 (Λ) in (12) to
as the number of observations, t, increases. Hence, HMSE 2 (Λ, t) in such case can be written as
where the equality holds if P R [2] = 1 = 1. [2] 0 = 0 that while a relatively weak dependence among individual severities is combined with a relatively strong dependence among frequencies, the historical frequency information has the most predictive power for the premium, and vice versa.
Specific results for HMSE are summarized in Table 1 . In conclusion, we construct the following guidelines for practitioners in choosing the appropriate posteriori risk classification approach 1. choose Prem 1 (Λ) when there is a stronger dependence among individual severities than that among frequencies 2. choose Prem 2 (Λ) when there is a stronger dependence among individual frequencies than that among individual severities 3. the choice needs to be made dynamically over time as HMSE 1 (Λ, t) → 0 and HMSE 2 (Λ, t) → C > 0.
Application to Auto Insurance in Wisconsin Local Government Property Insurance Fund
We illustrate our approach using data from the Wisconsin Local Government Property Insurance Fund as in Frees et al. [2016a] . This fund offers insurance protection for (i) property; (ii) motor vehicle; and (iii) contractors' equipment claims. Detailed information on the project is available on the LGPIF project website. The LGPIF provides property insurance for various governmental entities, including counties, cities, towns, villages, school districts, fire departments, and other miscellaneous entities. Collision coverage provides coverage for the impact of a vehicle with an object, the impact of a vehicle with an attached vehicle, or the overturn of a vehicle.
Empirical Specification
For the training sample data, we have used the longitudinal data from 1,234 local government entities cover from 2006 to 2010. We also have hold-out sample data with 1098 observations from 379 local government entities in the year of 2011. We removed the observations for policyholders whose new collision coverage and old collision coverage are zero. Hence, we use longitudinal data from 497 governmental entities in our data analysis. 1 We have two categorical variables: Under the settings in Model 2, we further assume
Estimation via Bayesian MCMC
Our model specification in Section 2.3 is in the form of multivariate nonlinear time-series with random effects, that its estimation can be problematic in practice. Bayesian Econometric methods (Koop [2003] ) have made its popularity over the last decade for its theoretical novelty and empirical performance, especially for its application in economics and finance. The application to the Actuarial research community has flourished over the last decades (see Klugman [2013] and Makov et al. [1996] ) due to its intrinsic compatibility with Actuarial credibility theory. To estimate the model under the Bayesian framework, we assume multivariate Gaussian priors for the regression coefficients, i.e.
and assume conjugate prior structure for
are the prior hyper-parameters. Note that IGAM(α, σ) is inverse gamma distribution with shape parameter α and scale parameter σ.
Due to the relatively complicated hierarchical structure, the posterior distribution of the model parameters is not analytically feasible. We reply to Markov Chain Monte-Carlo(MCMC) methods for obtaining empirical estimates of the posterior statistics. The conjugate prior specification gives known conditional likelihood that a simple Gibbs sampler is used for estimating the parameters, β
[2] 0 , ψ [2] , b [1] and b [2] , and a Metropolis-Hasting with random walk proposal is used for estimating the coefficients. A more realistic prior structure can be assumed, yet it implies a more computationally intensive MCMC algorithm and possibly poor mixing. Hence, we alleviate this from the current analysis. For running MCMC, we use a software, JAGS [Plummer et al., 2003] , that is a program for analysis of Bayesian hierarchical models using MCMC. We have run 30,000 MCMC iterations saving every 5th sample after burn-in of 20,000 iterations. Multiple parallel MCMC chains are run to cross-validate the convergence of the results.
Summary statistics of the posterior samples for the parameters in Model 2 using the Bayesian approach are presented in Table 4 in 6. The table includes the posterior median (EST), the posterior standard deviation (Std.dev), and the 95% highest posterior density Bayesian credible interval (95% CI). Note that a * sign indicates the parameters whose 95 CI does not contain zero. Figure 5 shows the comparison of the HMSE's of two Bühlmann premiums, Prem 1 (Λ) and Prem 2 (Λ) in Section 3. The results are also summarized in Table 2 . In terms of HMSE, Bühlmann premium Prem 1 (Λ) outperforms Bühlmann premium Prem 2 (Λ) regardless of the number of observations, while their gap becomes larger as the number of observations increases. Moreover, while the HMSE of Bühlmann premium Prem 1 (Λ) asymptotically converges to zero, the HMSE of Bühlmann premium Prem 2 (Λ) converges to a non-zero constant. In conclusion, it is recommended to use aggregate severity in the posteriori risk classification rather than using the frequency. outof-sample validation results in Table 3 show that Prem 1 (Λ) outperforms Prem 2 (Λ) consistently. 40 195.27 192.89 196.74 6 Remark on the Statistical Modelling of Collective Risk
Model
As briefly discussed in introduction, there are two ways of describing the CRM, i.e. the twopart model and the direct model, discussed in this paper. While the latter demonstrate robust prediction of the mean regardless of the parametric distribution used, however, the use of the partial information on aggregate severity can be insufficient in the estimation procedure and predictive analysis. On the other hand, the two-part model is sensitive to the model specification meaning that its prediction ability is not guaranteed under the model misspecification. Yet, when the model assumption is appropriate, it shows better performance in the prediction of aggregate severity compared to the direct model since it uses the full information on both the historical frequency and severities. As we have shown in Section 4, using the historical aggregate severity information can damage the prediction especially when the dependence among individual severities is not so significant. Hence, our general suggestion for the use of the direct approach is only for cases where there is a relatively strong dependence among individual severities assuming no non-statistical preferences.
Appendix A: Important Lemmas Lemma 1. Consider the settings in Model 1, and let the conditional distribution of a random variable M t be given by
for N t = 0 based on the same EDF in (5). Then, we have the distributional assumption on Y t,j in (5) and the distribution assumption on M t in (15) are equivalent if the index set of the exponential dispersion family in (5) is Λ = R + .
Proof. First, note that the members of the model are infinitely divisible if and only if the index set Λ = R + [Jorgensen, 1997] . Then, the proof follows from the reproductive property of EDF and the infinitely divisible property of EDF.
Lemma 2. Under the settings in Model 2, we have the moment generating function of N t is given by
Furthermore, we have
Proof. The proof of (16) is the moment generating function of the Poisson distribution, and the other results follows by differentiating (16) with respect to z.
Lemma 3. Under the settings in Model 2, if we assume that
we have the moment generating function of R [1] is given by
Furthermore, we also have
Proof. The proof of (17) is the moment generating function of Inverse Gaussian distribution, and the other results follows by differentiating (17) with respect to z.
Here, we show how to derive Bühlmann premiums in Proposition 2 and 4. First, we define
Similarly, define Analytical expression of
, v 2 (Λ) , and a 2 (Λ) can be derived from Lemma 4 and 5 below.
Lemma 4. Under the settings in Model 2, we have
Proof. The first equation is the result in Proposition 1. For the proof of the second equation, we have
which finishes the proof with Lemma 2.
Lemma 5. Under the settings in Model 2, we have
Proof. The first equation is from
where the second equality is from Lemma 2 in Appendix. For the proof of the second equation,
where the third equality is from Lemma 2 in Appendix.
Then, following the procedure in Bühlmann premium, under Model 2, we have the conditional mean E[S t |Λ] and the Bühlmann factor, Z 1 (Λ), can be expressed as
.
Similarly, the conditional mean E[E[S t |N t , Λ]|R, Λ] and Bühlmann factor can be expressed as
Appendix B: Auxiliary Results for the numerical illustration In the following proposition, we provide the analytical expressions of useful statistics in Model 2. Note that the conditional expressions are of primary interest to insurers because a priori information is usually available at the time of the contract. First, we provide the auxiliary lemma which is necessary for Proposition 5 and the calculation of MSE. Lemma 6. Consider the settings in Model 2. Then, we have
For t 1 = t 2 , we have 1) . 
where the second equality is from Lemma 2. For the second equation, we have
where the second equality is from Lemma 2. Finally, for t 1 = t 2 , we have
where the second equation is the conditional independence between N t 1 and N t 2 , and the third equality is from Lemma 2.
Finally, for the proof of the last part, we have
where the second equality is from Lemma 2.
Proposition 5. Under Model 2, we have the following conditional expressions.
1. The mean and variance of the aggregate severity are
2. The covariance of aggregate severities is
3. The covariance among the frequencies is
for t 1 = t 2 .
4. The variance of the individual severities is
5. The covariances among the individual severities are
6. The covariances among the individual severities are
and, for t 1 = t 2 ,
Proof. Assume Model 2 and use conditional expectation, covariance, and variance. Then, the mean and variance of the aggregate severity conditional on the priori premium are calculated as
where the second equality comes from Proposition 1, and 
where the second last equality comes from Lemma 6, respectively.
The covariance of aggregate severities conditional on the priori premium for t 1 = t 2 is
where the second last equality comes from Lemma 6. The covariance among the frequencies conditional on the priori premium for t 1 = t 2 is
Note that the all last equalities of following proofs comes from Lemma 6. The variance of the individual severities conditional on the priori premium is
The covariances among the individual severities conditional on the priori premium are
Finally, we provide the MSE formulas for two Bühlmann methods in Section 3.
Proposition 6. Under the settings in Model 2, we have
and MSE 2 (Λ, t) 0.222 0.049 0.129 0.320 *
