We present here the details of a phase retrieval technique that provides access to multidimensional modalities that are not currently available using existing interferometric techniques. The development of multidimensional optical spectroscopy has facilitated significant insights into electronic processes in physics, chemistry, and biology. The versatility and number of available techniques are, however, significantly limited by the requirement that the detection be interferometric. Many of these techniques are closely related to the vast range of multidimensional NMR spectroscopies, which revolutionized analytical chemistry more than 30 years ago. We focus here on the specific case of two-color multidimensional spectroscopy (analogous to heteronuclear NMR) and discuss the details of an iterative algorithm that recovers the relative phase relationships required to perform the Fourier transformation and find the unique solution for the 2D spectrum. A detailed guide is provided that describes the practical implementation of such algorithms. The effectiveness and accuracy of the phase retrieval process are assessed for simulated one-and two-color experiments. It is also compared with one-color experimental data for which the target phase information has been obtained independently by interferometry. In all the cases, the present algorithm yields results that compare well with the solutions obtained by other means. There are, however, some limitations and potential pitfalls that are identified and discussed. We conclude with a discussion of the potential applications and further advances that may be possible by adopting iterative phase retrieval algorithms of the type discussed here.
I. INTRODUCTION
Two-dimensional (2D) optical spectroscopy 1 has recently been shown to be a powerful tool for elucidating electron dynamics and coupling in a wide range of condensed phase systems, including semiconductor nanostructures, 2-4 biological light-harvesting complexes, [5] [6] [7] and conjugated polymers. 8, 9 These experiments typically require interferometric detection of a nonlinear signal generated by three ultrashort laser pulses in order to perform an effective Fourier transformation of the data from the time domain to obtain the excitation frequencies. Obtaining interferometric stability between the pulses, while challenging, is achievable under certain conditions. There remain, however, many cases where interferometry is so challenging that the complete elucidation of the dynamics is impractical. Examination of the analogous techniques of 2D nuclear magnetic resonance (NMR) spectroscopy, 10, 11 which preceded optical and infrared 12, 13 2D spectroscopy by more than 20 years, reveals an enormous range of experimental configurations used to provide detailed and specific information. Many of these techniques are now standard and important analytical techniques in NMR, such as heteronuclear 2D NMR, which provides selective excitation of specific a) Author to whom correspondence should be addressed. Electronic mail:
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off-diagonal peaks to clearly identify coupling strength. Most of them, however, are yet to be adapted for optical 2D spectroscopy. The optical analog of the heteronuclear NMR is a two-color experiment such as that presented by Lee et al., 14 in which the first two pulses have different wavelengths. While much information has been obtained from experiments of this type, the inability to obtain the relative phase relationships prevents the generation of 2D spectra. If this phase information were available, two-color experiments of this type would provide detailed information about the corresponding off-diagonal peaks, 15, 16 as is the case in the heteronuclear NMR. 10 This type of narrow-bandwidth 2D spectroscopy also has great potential to clarify the contribution of different pathways that may be overlapped in more traditional broadbandwidth 2D spectroscopy. By performing a series of experiments with different combinations of pulse wavelengths and pulse orderings, it has been shown that it may be possible to quantitatively reconstruct the complete evolution of the system under investigation through microscopic parameters, such as intermolecular coupling and transition dipole orientation. 17 Many of the required combinations, however, are difficult to achieve with standard interferometric 2D spectroscopy. Twocolor 2D spectroscopy, where the first two pulses are of the same frequency and the third is of a different frequency, has been achieved interferometrically, 18 since phase stability is required only between pulses of the same energy. In this case, however, any information regarding coherences between different states remains inaccessible, thereby limiting the versatility of these experiments. Two-color 2D spectroscopy in which the first two pulses are of different energies is achievable, in principle. It requires, however, phase stability between all the pulses as well as a consistent phase relationship between the pulses of different colors. In practice, this means that either they must come from the same transform-limited source or the distinct sources must be carrier envelope phase stabilized. This experiment has not yet been realized and becomes increasingly challenging as the energy separation is increased.
We present here an approach that overcomes these problems, allowing the iterative retrieval of the relative phase information in experiments where interferometry is difficult or impractical. This type of phase retrieval algorithm requires measurement only of the intensity of the emission from the third-order polarization as a function of frequency and delay, equivalent to a standard spectrally resolved four-wave mixing (FWM) experiment. The relative phase, which is required to perform the Fourier transform and obtain the 2D spectrum, is determined using a phase retrieval algorithm that draws on techniques used in frequency resolved optical gating (FROG) for ultrashort pulse measurement 19, 20 and coherent diffractive imaging for image recovery. 21, 22 In this paper, we report the experimental requirements and details of the basic phase retrieval algorithm, together with several enhancements that improve the quality, reliability, and reproducibility of the results. 15 We also discuss some of the limitations and pitfalls that may be overcome with the careful interpretation and alterations to the algorithm. In order to assess the reliability of these techniques, we apply the phase retrieval algorithm to the simulated data as well as to the experimental data for which the phase has been obtained interferometrically.
We limit our discussion and comparisons to the absolute value 2D spectra rather than the purely absorptive spectra that are increasingly used for the analysis. In order to separate the absorptive and dispersive parts, a phase rotation of the interferometrically obtained complex signal is typically applied so that the projection of the real part corresponds to the purely absorptive pump-probe spectrum. This process is commonly referred to as "phasing" the data, and while we are working on means to make this process easier and more reliable using procedures based on those described here, this is not the subject of the current paper. Rather, we focus on retrieving the relative phase information from intensity measurements and rely on standard comparisons to pump-probe data to "phase" the 2D spectra.
II. FORMALISM
Multidimensional optical spectroscopy measures a transient four-wave mixing signal generated by three ultrafast laser pulses incident on the sample in a standard four-wave mixing configuration. The signal emitted in a direction that conserves momentum is typically measured as a function of wavelength (or frequency) and two delay times: τ between the first two pulses and T between the second and third pulses. 23, 24 In the case of heterodyne detection and interferometric stability between all the pulses, the electric field E(τ, T, ω t ) is measured, allowing Fourier transforms with respect to τ , T , and/or ω t to be obtained. Where heterodyne detection is difficult or impossible and only the intensity, I (τ, T, ω t ) = |E(τ, T, ω t )| 2 , can be measured reliably, the phase of the electric field is lost in the process of measurement, preventing the unique determination of the Fourier transform relationship between time domain and frequency domain information.
The procedure we describe here allows the determination of the phase information from the measured intensity without employing interferometry.
In most experimental realizations of multidimensional optical spectroscopy, the complex values of E T (τ, ω t ) are determined for fixed values of T . In this section we will discuss the problem of obtaining the phase information for E T (τ, ω t ) from I (τ, T, ω t ), though we note that similar procedures may be applied to determine the phase evolution in T .
This formulation of the phase retrieval problem makes use of the inverse relationship between time and frequency and is of the kind used for ultrashort pulse characterization (FROG) and diffractive imaging. All the phase retrieval problems require intensity measurements in one domain and some form of a priori information in the conjugate Fourier domain. In the case of FROG, the a priori information takes the form of the known response function of the system, which in the present case is precisely the information that is to be determined. Instead, we adapt a technique from the coherent diffractive imaging, where a spatial support, based on the known details of the object, is imposed to restrict the effective domain for the object to be reconstructed. In the present case, a support is imposed in both the (τ, t) and (ω τ , ω t ) domains.
These iterative phase retrieval procedures are all algorithms derived from generalizations of those devised by Gerchberg and Saxton 25 and Fienup. 26 These approaches have been shown to be mathematically soluble, provided that the data are properly sampled 21, 26 and that sufficient additional a priori information is provided, typically in the form of a support constraint. Rather than repeating the feasibility arguments for such algorithms here, we instead refer the reader to a recent review of phase retrieval techniques 27 and limit our discussion to providing a detailed guide to the practical application of phase retrieval for the specific problem of multidimensional spectroscopy.
The structure of the phase retrieval algorithm employed here is shown in Fig. 1 . The procedure is initialized by assigning complex values to E T (τ, t), the choice of which will be discussed later in this section. Fourier transforms (and inverse Fourier transforms) with respect to τ and ω t are applied to propagate the information between the (τ, ω t ), (ω τ , ω t ), and (τ, t) domains. At each of these steps, some form of constraint on the data is applied. In the (τ, ω t ) domain, the amplitudes are constrained to reproduce the measured data, while in the (ω τ , ω t ) and (τ, t) domains, support constraints, defined by and T , respectively, are applied.
The error metric used to assess the quality of a solution is defined by the mean-square difference between the measured intensity, I T (τ, ω t ), and the calculated solution,
The most critical aspect of the phase retrieval process is the definition of the support constraints. Beginning with the temporal support, causality arguments are used to impose the constraint that
where L is the laser pulse duration. This imposes the causality constraint that the signal cannot appear before all pulses have arrived at the sample. The evolution of the signal with respect to τ is measured, furnishing information that can be used to place constraints on the evolution of the signal in both τ and t. Specifically, from the evolution in τ , an upper limit can be placed on the decoherence time, T 2 , since the electric field decays as e −τ/T 2 or e −2τ /T 2 , respectively, for a homogeneously or inhomogeneously broadened sample. This can be used to place an upper limit on the allowed values of t, since the electric field of the signal will evolve either as e −t/T 2 , in the case of homogeneous broadening and a free induction decay, or as a Gaussian function centered at t = τ in the case of inhomogeneous broadening and a photon echo. This then allows the specification of the constraint,
Further consideration of the origin of this signal reveals other constraints that may be applied to the electric field in the temporal domain. In an ideal system, with no detector or noise limits, the signal decays exponentially. The imposition of a fixed support, therefore, has the potential to introduce a spurious discontinuity. The function obtained from the Fourier transform exhibits signal scattering leading to artifacts in the conjugate Fourier domain and a failure of the phase retrieval algorithm to converge. To overcome this, the amplitude of E T (τ, t) outside T is required to decay exponentially in t. The rate of decay may be incorporated in the phase retrieval algorithm as a free variable that is optimized to give the smallest fitting error. The evolution outside T in the τ direction is forced to follow the measured signal √ I (τ, ω t ), integrated over ω t . The use of the integrated four-wave mixing signal is equivalent to the use of measured marginals such as spectrum and autocorrelation in the FROG algorithm to improve the retrieval.
In the frequency domain, the support is initially defined to mirror the measured spectral response in ω t , meaning that represents a square domain with the range in ω τ matching the range in ω t . In some cases, however, this may not be sufficient. Such a situation arises, for example, if the excitation pulse width is broader than the extent of the signal in ω t , in which case there may be values of ω τ outside this range for which there is signal. In this circumstance, the laser spectrum is combined with the detected spectra to determine the allowed range for ω τ . If the linear absorption spectrum identifies peaks outside this range, then it can be further expanded to include these values, although this may not always be necessary. Similar to the temporal domain, the evolution of the signal outside the frequency support constraint must not go abruptly to zero, and so we force it to decay exponentially at a rate that is optimized within the iterative algorithm.
The introduction of an exponentially decaying signal outside the specified temporal supports greatly improves the quality of phase retrieval results, as can be seen in Sec. III. This algorithm, however, can still fall into solutions that represent local minima. In order to "kick" the solution out of a local minimum, several iterations of an alternative algorithm, known as the hybrid input-output (HIO) method, 26 may be applied. Rather than setting the regions outside the support T to zero (or to decay exponentially), the HIO algorithm involves a relaxation parameter that combines the existing solution and the previous solution to determine the guess for the next iteration. This process can be represented as
where β is a parameter and E n (τ, t) and E n (τ, t) represent the value of E following the nth iteration, before and after, respectively, the application of the support constraint, T . In this way, the region inside the support is unchanged, and the region outside the support is changed by an amount that depends on the difference between the previous "guess" before and after the application of the support constraint, scaled by the factor β which is usually set to ∼ 0.8−0.9. The explicit assumption of exponential evolution outside the support regions T and also allows the support region to be tightened to such an extent that the amplitude of the signal outside the support decays exponentially without fluctuation. This allows the inclusion of a "shrink-wrap" loop every N iterations. This type of procedure was developed by Marchesini et al. 28 for the phase retrieval problem in diffractive imaging, and we follow an analogous procedure here. The shrink-wrap loop redefines the supports T and based on the amplitudes of E T (τ, t) and E T (ω τ , ω t ), respectively. The signal amplitude is smoothed in both directions over a fixed number of points, and the new support is then determined based on some predefined threshold, where every point below the threshold is outside the support and every point above is inside the support. The threshold is typically determined to be less than 5% of the maximum, but is dependent on the signal-to-noise ratio. The effect of this process is to localize the recovered signal. This procedure works well in some cases and can dramatically improve the quality of the reconstruction. It does, however, need to be applied with care, particularly in cases in which there are regions with real amplitudes significantly smaller than the peak values, as it may lead to a loss of accuracy in determining the effective extent of the support and the elimination of real signal.
Part of the reason that shrink-wrap is effective in the present case, under certain conditions, is that weak isolated regions of signal can be the result of scatter from discontinuities in the conjugate Fourier domain. By forcing these parts of the signal to appear on top of the main peaks, it effectively smoothens the discontinuities and enhances the quality of the reconstruction.
This suggests the use of further a priori information: the evolution of the electric field in both temporal and frequency domains must be both smooth and continuous on physical grounds. The application of the shrink-wrap algorithm assists in imposing this requirement, but proves not to be the most effective method. Introducing a smoothing step every N iterations can also help, but this does not always effectively remove vortices and discontinuities from the data. The most effective method to ensure that the solution is smooth and continuous is to choose a starting guess that is smooth and continuous. The subsequent introduction of discontinuities is avoided by requiring that the signal decays smoothly outside the supports. We can take this a step further by using starting guesses for E T (τ, t) that are based entirely or in part on the information available from the experimental data and/or excitation conditions. Some of the starting guesses commonly used for E T (t, τ ) are 1. The cross-correlation of the laser pulses; 2. The cross-correlation of the laser pulses in the t direction and the integrated evolution of the detected signal in the τ direction; 3. The autocorrelation of the measured signal (i.e., the Fourier transform of √ I (τ, T, ω t ) with respect to ω t ); 4. Same as 3. But with a linear phase shift to force all signal on to the diagonal in the 2D spectrum; 5. A linear combination of 3 and 4; 6. Simulated solutions that are known to be good approximations to the target solution.
These are the most commonly used initial guesses. They range from using very little initial information, as in 1, where the signal starts with a single peak at the origin in E T (ω t , ω τ ), to as much information as possible, as in case 3.
It was mentioned previously that the data need to be sampled properly. The range of the data is determined to be sufficient so long as at least half of the data lie outside the defined support constraints in both the (τ, t) and (ω τ , ω t ) domains. The definition of a "sufficient" sampling rate is specified by the Nyquist frequency, which at optical energies is of the order of a femtosecond. In these experiments we are only sensitive to frequency differences, the magnitudes of which are limited by the laser bandwidth. As a result, any beating is measurable and no information is lost provided that the data are sampled at the rate of the laser bandwidth and the experiment conforms to these stability requirements. For the phase retrieval process, this means that there is no definite coordinate origin along the ω τ axis. The coordinate origin is determined based on the energies of the laser pulses and the system is treated in a frame of reference rotating at that frequency. Changing the frame of reference is equivalent to a translation in the (ω τ , ω t ) domain, which does not alter the amplitudes in (τ, t) or (τ, ω t ), as the amplitude distribution in one Fourier domain is unaffected by a translation in the conjugate Fourier domain. This process is similar to aliasing interferometric data, as is sometimes used in traditional 2D optical spectroscopy, but without knowing the precise duration of the aliasing period. In one-color experiments, the origin of the ω τ axis is usually set at the center of the laser spectrum. In two-color experiments, the origin is set at the center of the spectrum of the first pulse. For twocolor experiments where the Fourier transform is performed with respect to T rather than τ , the origin is set to the difference in energy of the first two pulses, as is discussed in more detail in Sec. III B. In the (τ, t) domain, this is not a problem, as the origin is fixed at τ = t = 0, which is close to where the strongest signal is expected.
In addition to the processes discussed above, there are other considerations regarding the experimental design that need to be taken into account. Some of these may seem obvious, but are important nonetheless and are listed here:
(i) The Fourier transforms are performed on the electric field, whereas the measurements are usually of intensities. In the normalization step it is important that the measured and calculated data are both in the form of intensities or amplitudes for the comparison. (ii) Most experimental configurations produce spectrally resolved data in which samples are obtained on a grid that is linear in wavelength rather than frequency. These types of data need to be interpolated so that the data points are spaced linearly in frequency to conform with numerical implementations of the discrete Fourier transform algorithm. (iii) Many experimental configurations change the identity of the delay that is varied when τ goes from positive to negative values. This can have a severe impact on the success of the phase retrieval algorithm, as it can effectively introduce a phase shift of π at τ = 0. Provided this information is known, however, it can be incorporated as a constraint on the data. (iv) All the procedures described here assume a transformlimited pulse; if this is not the case and there is a significant amount of chirp, this can be incorporated as an additional step in the algorithm to deconvolve the chirped laser pulse from the rest of the signal.
III. ASSESSMENT OF PHASE RETRIEVAL ALGORITHM
To assess the reliability of the algorithm described above and the effect of some of the improvements relative to the basic algorithm, 15 we present results for simulated and
FIG. 2.
The simulated results for a three-level system, as described in the text is shown in part (a). The phase information was discarded and the phase retrieval algorithm was iterated using the data in the (τ, ω t ) domain as pseudoexperimental data. The retrieved 2D data using just the basic error-reduction algorithm (b) reproduce the general features, but there are clearly problems with this recovery. Part (c) shows significant improvement in the recovered 2D spectrum with exponential decay outside the support and smooth initial guesses used. By incorporating several iterations of HIO every 100 iterations, the further improved 2D spectrum, shown in part (d), was recovered.
experimental data. In the case of simulated data, the assessment is based on a comparison of the amplitudes of the recovered absolute value 2D spectrum with the known values, while in the case of experimental data the assessment is based on the 2D spectrum obtained by interferometry. We take this approach to assessing the quality of a solution rather than directly comparing the phase information because the physical significance and interpretation are based on the 2D spectra and these quantities represent unique determinations of the Fourier transform relationship to within a constant phase rotation. Determination of the required phase rotation to obtain the purely absorptive or dispersive parts of the spectrum can be determined by comparison to pump-probe data, but this is not discussed in detail here.
A. One-color simulations
For these simulations, a three-level system was used, 15, 29 with the energies for the two excited states set to 1.44 and 1.40 eV with 20 meV of correlated inhomogeneous broadening. Transform-limited Gaussian laser pulses of 50 fs duration, centered at 1.42 eV, were used for each excitation. The calculated 2D spectrum is shown in Fig. 2(a) . From the calculated data, a signal in the (τ, ω t ) domain was determined, from which the intensity was calculated and the phase information was discarded. The simulated intensities were then used as the pseudoexperimental data, which are used to derive an amplitude constraint, √ I T (τ, ω t ), in the phase retrieval algorithm. The spectrum recovered using the basic error-reduction algorithm 15 depicted in Fig. 1 , without any of the improvements described above, is shown in Fig. 2(b) . This approach is able to recover the main features, such as the two peaks on the diagonals at 1.40 and 1.36 eV and two peaks on the corresponding off-diagonals. There are, however, many artifacts that do not represent a physically meaningful signal but, rather, spurious scatter from the edges of the support constraints.
The inclusion of a support constraint that forces the signal to decay exponentially outside T and reduces the problems of scatter from the edges, and together with the choice of an initial starting guess that is smooth and continuous, greatly assists accurate retrieval of the phase information and the 2D spectrum. The result of implementing these two changes is shown in Fig. 2(c) , where a significantly improved recovery is obtained. The spectrum exhibits no obvious scatter points and the solution is smooth and continuous, as required. The reconstruction is not perfect, however, as can be seen by the significant differences in the shapes of the peaks, particularly J
100 error-reduction iterations, followed by another 297 iterations of the error-reduction algorithm. The dash-dot blue line shows the error following 400 iterations, with three HIO iterations after the first and second 100 error-reduction iterations. The dotted black curve shows the error for 400 iterations, with three iterations of HIO every 100 iterations of error reduction. It can be seen that the first two applications of HIO lead to a lower error, but the final HIO application leads to a solution with a slightly higher error.
at the extrema in the ω t direction. The reason that this solution has been able to propagate is because of the existence of two nearly homometric solutions (see Sec. V) that arise due to the high level of symmetry in this artificial problem. The inclusion of three iterations of the HIO algorithm every 100 iterations does, however, give the solution a kick that leads it out of this local minimum and allows it to find the global minimum solution, as shown in Fig. 2(d) . For each of these successive improvements, not only does the answer obtained more closely resemble the known correct solution but the calculated error is also lower.
The effect of the HIO iterations is shown in Fig. 3 , which presents the error as a function of iteration number as the algorithm proceeds, for different applications of HIO. In each case the algorithm is propagated for a total of 400 iterations, most of which involve the error reduction algorithm. 25, 26 The occasional inclusion of three iterations of HIO is evident from the large increase in the error every 100 iterations. For the first two implementations of HIO, the error returns to a lower value than if the algorithm had continued with just error reduction. This clearly shows the effectiveness of HIO to kick the procedure out of a local minimum and toward a new solution with a lower error metric. The final iteration of HIO shows that this process does not always lead to a better solution, with the error returning to a higher value than before the HIO iterations. This highlights the important point that all of these techniques need to be used judiciously and a number of combinations need to be sampled before determining that the answer obtained is both the correct solution and the global minimum. The time taken to find the solution with a reasonable level of confidence varies from tens of minutes to weeks, depending on the complexity and size of the data and the amount of additional information, with every 100 iterations typically taking less than 1 min of central processing unit time.
B. Two-color simulations
As discussed in Sec. I, the utility of this technique is of particular significance for two-color experiments, where heterodyne detection is experimentally challenging. It is, therefore, important to demonstrate the applicability of the algorithm for such cases. We show in Fig. 5 that we are able to reproduce simulated data accurately for the Fourier transforms with respect to both τ and T , with and without inhomogeneous broadening. We also discuss the interpretation of these types of data and some of the extra information that can be obtained from 2D spectra for two-color experiments. In these simulations, pulse 2 was set to an energy of 1.46 eV, resonant with the |1 → |3 transition, and pulses 1 and 3 were set to 1.40 eV, resonant with the |1 → |2 transition, as depicted in Fig. 4 . Each was a transform-limited Gaussian pulse of 50 fs duration. For Figs. 5(b) and 5(d), 20 meV of correlated inhomogeneous broadening was introduced for each transition, leaving the energy spacing between states |2 and |3 unchanged.
For each simulation, the data were calculated entirely in the temporal domain and Fourier transformed to give the 2D spectrum and pseudoexperimental data, |E(τ, ω t )|, from which the phase information was discarded. The retrieved 2D spectra are shown in Fig. 5 below the corresponding calculated spectra. In each case, the starting guess was the autocorrelation of the pseudoexperimental data. The 2D spectrum in each case is well-recovered, including the shapes of the peaks. The interpretation of these and similar two-color data is somewhat different to traditional 2D spectroscopy and the absolute placement of the data in ω τ is determined slightly differently. In this case, where the pulses are of different wavelengths and the Fourier transform is performed with respect to the delay τ , the origin of the ω τ axis is set to the energy of the first pulse. In Figs. 5(a) and 5(b) , this is at 1.40 eV. In Figs. 5(c) and 5(d) , where the Fourier transform was performed with respect to the delay T , the origin of the ω T axis was set to be the difference between the energy of pulse 2 and pulse 1, 1.46 − 1.40 = 0.06 eV.
In Figs. 5(a) and 5(b) , where the Fourier transform was performed with respect to the delay τ , with T = 0, the data appear as they would in a conventional 2D spectrum. With this selection of pulse wavelengths, the pathway involving the coherence between states |1 and |2 is enhanced, leading to a 2D spectrum where the dominant signal is the off-diagonal peak at (ω τ , ω t ) = (1.40, 1.46) . In addition to this strong off-diagonal peak, there is also some signal on the diagonal at (1.40, 1.40), corresponding to nonresonant excitation of state |2 by pulse 2. Where inhomogeneous broadening is incorporated, Fig. 5(b) , the peaks are elongated along the diagonal as expected, with the elongation of the cross-peak indicative of the correlated nature of the inhomogeneous broadening. Importantly, this diagonal elongation was reproduced by the phase retrieval algorithm with no a priori information included to enforce this outcome. It was determined purely from the spectral evolution with τ and standard support constraints.
The data shown in Figs. 5(c) and 5(d), where the Fourier transform was performed with respect to the delay T with τ = 0, reveal the dominant peak centered at ω T = −ω 1 + ω 2 = 0.06 eV, as expected from this system and the selected laser pulse energies. The additional peak at (ω T , ω t ) = (0, 1.40) is again due to nonresonant excitation of state |2 by pulse 2 and the very weak signal at (ω T , ω t ) = (0, 1.46) is due to nonresonant excitation of state |3 by pulses 1 and 3. Without inhomogeneous broadening, Fig. 5(c) , both the main peaks are sharp and well-localized. When inhomogeneous broadening is introduced, the peaks are elongated along the ω t direction. This elongation is due to the rapid dephasing of the third-order signal in the t domain and represents the inhomogeneous widths of the two transitions. That the peaks remain narrow in the ω T direction is due to the correlated nature of the inhomogeneous broadening and the fact that the 2|3 coherence remains coherent for 300 fs. In both the cases, the recovered 2D spectra again accurately reproduce the calculated spectra, with peaks in the correct locations and very similar line shapes.
These simulation data form a representative selection of the possible types of signal and information that can be obtained from such experiments and corresponding 2D spectra. The ability of the phase retrieval algorithm to accurately reproduce these 2D spectra demonstrates the capability of this process to handle data obtained from two-color experiments.
C. Limiting cases and the use of additional information
In general, the factors that limit the accuracy of the phase retrieval algorithm are the support constraints, particularly their validity and compactness, the sampling rate, the sample size, and the choice of starting "guess" for the solution. There are, however, some circumstances where different solutions that are indistinguishable with respect to the error metric may be generated. Such homometric solutions are prone to occur when isolated peaks are present within the support constraints, defined by .
The problem stems from the translational invariance of the Fourier transform relationships with respect to the amplitude distributions. In effect, this means that a signal E T (ω τ , ω t ) can be shifted to E T (ω τ + φ, ω t ) with no effect on the amplitude of the signal in the conjugate Fourier domain, E T (τ, t), provided that it remains within . In general, the position of the peaks along the ω t axis is fixed by the measurement of I (τ, ω t ) and along the ω τ axis by the support constraints and T . Where there are multiple peaks at a given value of ω t , as indicated by A and B in Fig. 6 , their relative positions in ω τ are determined by their interference in I (τ, ω t ). Where there is a peak that is isolated from all other peaks along the ω t axis, as indicated by peak C in Fig. 6 , the relative position in ω τ is not determined uniquely because there is no interference with any other part of the signal.
As a result, the two solutions presented in Fig. 6 (b) satisfy all the support constraints in both and T and reproduce I (τ, ω t ) equally well, making it nearly impossible to determine which is the correct solution in the absence of further a priori information.
In practice, however, the different peaks in the 2D spectrum will rarely be completely isolated, and there will be some FIG. 6 . These two 2D spectra represent nearly homometric solutions for simulated data where it is nearly impossible to arbitrarily determine which solution is the correct one, as both satisfy the support constraints and give equally good fits to the measured intensities. In this case, knowledge about the system acquired from other complementary experiments may be able to assist in the determination of the correct solution. (The vertically elongated peaks seen here correspond to a nonresonant final interaction, as in Raman scattering, and reflect the pulse bandwidth.) overlap in the exponentially decaying tails that may allow the correct solution to be distinguished from other nearly equivalent solutions. This is the case in the simulated data presented in Fig. 6 , where peak C extends to and overlaps the peaks at A. The computational challenge, however, lies in forcing the phase retrieval algorithm to recover the correct solution in favor of all others. The approach we take is based on the analysis of the response function that identifies the solution as a sum of different pathways.
Where we recover a solution with a peak or peaks isolated in ω t , we separate this part of the signal from the rest of the solution and propagate each component separately. 30 This allows the phase evolution and, hence, the absolute value of ω τ to be varied for each component independently. By propagating the separated electric fields independently and determining the error metric for different initial peak positions that still satisfy the support constraints, it may become possible to identify the correct solution while still satisfying the support constraints. The ability to use this technique to identify the correct solution from other effectively homometric solutions depends on the extent of the overlap in the tails of the isolated peaks and the signal-to-noise ratio. In some cases, even after applying these procedures, the two solutions may remain inseparable. In such cases, the use of additional information may assist in determining the correct solution. In the example shown in Fig. 6 , the projection of the data onto the ω t axis would give significantly different spectra. These may be compared qualitatively to the linear absorption spectrum to determine which is the more likely solution.
This type of problem is far more common in simulations, where peak widths can be intentionally limited, but are less common in the physical systems studied to date because of the significant broadening caused by environment induced fluctuations and correlations in real systems.
One further potential trap is that mirror images of all or part of the correct solution may also appear as viable solutions. Such solutions may often be ruled out by support constraints or additional information based on the expected properties of the sample, but in the case that they cannot, the extension of the phase retrieval algorithm into the third dimension, by including data for different values of T or ω T , may help resolve this ambiguity.
IV. COMPARISON TO EXPERIMENTAL DATA
In order to further evaluate the reliability and accuracy of our phase retrieval technique, we apply it to experimental data and compare the outcomes with the 2D spectrum obtained from the interferometric detection of the signal. The 2D spectrum obtained using a standard heterodyne detection scheme, as described previously, 5 is shown in Fig. 7(d) . 31 The sample in this case is the light harvesting complex II (LHCII) complex extracted from Arabidopsis thaliana, with the laser spectrum shown in Fig. 7(a) . For this dataset, the waiting time was set to 340 fs, and the coherence time, τ , was varied in 5.5 fs steps from −588.5 to 594 fs. 32 The linear spectrum of the LHCII complex is also shown in Fig. 7 (b) and shows three main peaks which are represented on the diagonal of the 2D spectrum.
The experimental intensity data, measured as a function of delay, τ , and emission energy,¯ω t , were passed through a Fourier filter to remove the effects of interference with the local oscillator and any direct measure of the phase. These adjusted experimental data, as shown in Fig. 7(c) , and the support constraints were then used as the only inputs for the phase retrieval algorithm. The resultant 2D spectrum is shown in Fig. 7(e) . The starting guess for this recovery was the autocorrelation of the experimental data forced onto the diagonal in the 2D spectrum. For a system with large inhomogeneous broadening, the signal at negative values of τ is expected to occur within the pulse duration, 25 fs, of FIG. 7 . The laser spectrum, (a), and linear absorption spectrum, (b), for the carotenoid in LHCII used for the 2D experiments. Part (c) shows the spectrally resolved intensity acquired as a function of τ , with the phase information discarded, as used as the input for the phase retrieval algorithm. The 2D spectrum determined from interferometry (see Ref. 31 ), (d), compares well with the 2D spectrum determined using phase retrieval algorithm, with no prior knowledge of the phase information (e). t = 0, and for positive values of τ , a photon echo is expected, with the signal peaked at t = τ . The starting guess was thus modified to force the signal for τ < 0 to reflect the temporal profile of the laser pulse, centered at t = 0. For positive values of τ , the signal was allowed to vary from t = −20 fs to t = 620 fs, and the presence of a photon echo was used as a further check of the validity of the recovery. For the recovered 2D spectrum shown in Fig. 7(e) , a clear photon echo was obtained in the (τ, t) domain (not shown).
As mentioned previously, the delay being scanned in this type of experiment changes as τ goes from positive to negative, which introduces a π phase shift at τ = 0. The inclusion of this phase shift in the phase retrieval algorithm is important, primarily for the accurate retrieval of the intensity spectrum but also for determining the purely absorptive component of the signal from the comparison with pumpprobe data (which is not discussed in detail in this paper). The reason for this is linked to the way the rephasing and nonrephasing terms add in the combined 2D spectrum. Without this phase shift, the stronger rephasing part dominates and "pushes" the nonrephasing part toward a solution that fits with the rephasing solution. As a result the combined 2D spectrum becomes more similar to the rephasing spectrum than the combined 2D data.
The recovered 2D spectrum presented in Fig. 7 (e) is a good, though not perfect, match to the 2D spectrum obtained from the interferometrically measured data in Fig. 7(d) . It does, however, reproduce all of the main features, with spectral shapes that closely replicate those from the experimental data. This recovery was determined to be the best solution based on the error and the support constraint used. Based on these comparisons, it is clear that given sufficient information, the phase retrieval algorithm presented provides a reliable means to recover the phase information and 2D spectra from intensity measurements. The weaker off-diagonal peaks that appear differently in the interferometric spectrum and the phase retrieval spectrum may provide some cause for concern, given that there have been several reports based on the analysis of cross peaks of similar strength. To prevent misinterpretation of such signals, a statistical approach can be used to assess the probability of a given peak being a genuine signal. The nature of the phase retrieval algorithm allows such analysis based on the different solutions obtained with different initial conditions and the reproducibility of different features within that dataset. This approach can also be used to validate the analysis of weak signals in interferometrically obtained data.
V. APPLICATIONS AND FURTHER ENHANCEMENTS
To date, we have concentrated on the application of the iterative phase retrieval technique to narrow bandwidth twocolor experiments where specific quantum mechanical pathways can be accessed and congested broadband 2D spectra simplified. 17 There are, however, other potential applications for the procedures discussed.
Most 2D experiments take data for different fixed values of T and compare the changes to the 2D spectra for these different delays. In these cases, phase stability is not required over the delay T , which greatly simplifies the experimental setup, but prevents a Fourier transform with respect to T . In many cases, this is not a problem, as the system exists in a population state over this period. It is, however, possible that the system exists in a coherence between excited (or ground) electronic states, in which case the phase of the system oscillates at the frequency of the energy difference. This Raman-like coherence has been observed in semiconductors with the phase information intact [33] [34] [35] and by the presence of beats in the absolute value spectrum in the light-harvesting systems, 6, 7, 31 where phase information was missing. In the latter cases, where coupling between two states was identified by quantum beats in the data, 6, 7, 9 the analysis is limited to determining energy differences. This was done by either fitting the temporal evolution with components oscillating at different frequencies 7 or by calculating the power spectra. 6, 31 Regardless, the absolute value of the energy differences is missing, making it difficult to fully identify the energy landscape. The absolute energy structure was, however, determined by making use of additional information and modeling. The ability to perform a unique Fourier transform would provide extra information, as has been shown for semiconductors. 34 The phase retrieval techniques described above can easily be extended to allow determination of the phase evolution in T . There are two possible approaches: (i) the problem can be recast as a two-dimensional phase retrieval problem with respect to T and either τ or ω t , with all the same requirements and processes applicable or (ii) the problem can be recast as a three-dimensional phase retrieval problem.
Extending the algorithm to three dimensions, or even simply comparing 2D spectra separated by small values of T , is also expected to assist the determination of the "absolute phase." This absolute phase refers to the phase rotation required to make the arbitrarily rotated signal representative of the full complex susceptibility. Once this rotation of the data is made, the real component, now corresponding purely to the absorptive part of the susceptibility, is frequently presented and used in the analysis. The determination of the absolute phase has become an important part of 2D spectroscopy, providing further details of the processes responsible for generating the signal, including many-body effects 4 and the specific nature of peaks. Furthermore, removal of the dispersive component can help to resolve closely spaced peaks, enabling clearer state and energy transfer attribution in complex systems.
In most experiments, the absolute phase is determined by comparison to pump-probe experiments performed under identical conditions, which corresponds to a self-heterodyned signal that represents only the real part of the third-order response. This approach can be used equally well for data, where the phase is recovered by the phase retrieval techniques described here. In many cases, however, there can be difficulties in obtaining the pump-probe data and in matching it to the 2D data. An alternative method requires an exact knowledge of the relative phases of each of the beams at the detector plane in the absence of the sample, thereby allowing the change to the phase induced by the sample to be measured. This requires phase stability between all pulses, making it experimentally challenging; in some cases, such as with twocolor excitation, it is impossible and the real part of the 2D spectrum remains unknown.
With the phase retrieval technique described here and the judicious application of a priori information, it is possible, in principle, to determine the absolute phase under these conditions. The problems of properly fixing the zero in t and chirp in the laser pulses, which are frequently encountered in comparisons to the pump-probe data, are removed, as these quantities are fixed and included as part of the constraints in the algorithm. It is then possible to set the absolute phase by comparison with the linear absorption spectrum, as peaks which appear in linear absorption will also appear as positive peaks on the diagonal in the real part of the 2D spectrum. This a priori information then allows a rotation of the phase to ensure that the relevant peaks have positive real components. Some uncertainty remains in this process, however, as there may be a range of phase angles where the diagonal peaks are all real. While some information can be obtained from the linear absorption, it is not possible to match the peak shapes as it is in the pump probe, because linear absorption is a linear process, compared to the third-order processes responsible for generating the 2D and pump-probe spectra.
It is expected that the extension of the phase retrieval to three dimensions will also enhance the reliability of this "phasing" process, as the added constraints will significantly reduce the number of allowed solutions. The two-dimensional problem can also be assisted by having data at multiple values of T . Once the complete phase information has been obtained for one 2D spectrum, it can be used as the input for the next set of data. Provided that the system evolves slowly in T compared to the step size, the algorithm should converge rapidly to the correct solution.
The phase retrieval procedures described here could also be used to retrieve the phase information required for double coherence measurements. The stability requirements are even more stringent in these experiments, because phase stability must be maintained between all four pulses and the frequency of the double coherence is roughly twice the optical frequency. Successful implementations of these experiments with interferometric detection have recently been reported. 2, [36] [37] [38] Application of the phase retrieval algorithm discussed here would, however, make these and higher order experiments 38 far simpler and more accessible.
VI. CONCLUSIONS
We have presented a phase retrieval algorithm for recovering phase information from ultrafast nonlinear experiments and demonstrated its validity through comparisons to simulated and experimental data. The comparison with experimental data was made for experiments where the required phase information can be obtained by interferometry and good agreement was found. The greater significance of this technique, however, is to be found in experiments for which interferometry is not feasible or experimentally prohibitive and the phase information would otherwise be lost. In addition to the basic algorithm, we have presented in detail the adjustments and practical requirements necessary to make the phase retrieval converge reliably to the correct solution. Finally, we point out that the processes described here are not a panacea, with different processes applicable to some cases, and not others. With the judicious use of all a priori information, however, the processes described provide additional analysis tools that allow greater insight into data acquired under various different conditions.
