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Hecke correspondences for smooth moduli spaces of sheaves
ANDREI NEGUT,
Abstract. We define functors on the derived category of the moduli spaceM
of stable sheaves on a smooth projective surface (under Assumptions A and S
below), and prove that these functors satisfy certain relations. These relations
allow us to prove that the given functors induce an action of the elliptic Hall
algebra on the K–theory of the moduli spaceM, thus generalizing the action
studied by Nakajima, Grojnowski and Baranovsky in cohomology.
Lunei, pentru cinci luni minunate
1. Introduction
Consider a smooth projective surface S with an ample divisor H , and also fix
(r, c1) ∈ N ×H
2(S,Z). Consider the moduli space M of H–stable sheaves on the
surface S with the numerical invariants r, c1 and any c2. We make the following:
Assumption A: gcd(r, c1 ·H) = 1, and(1.1)
Assumption S: either
{
KS ∼= OS or
c1(KS) ·H < 0
(1.2)
Assumption A implies that M is representable, i.e. there exists a universal sheaf
U on M× S. Assumption S implies that M is smooth, which allows us to define:
DM = D(Coh(M)) = D(Perf(M))
the bounded derived category of coherent sheaves on M. Denoting by F the co-
herent sheaves on S that are parametrized by the moduli space M, then we recall
the following moduli spaces of flags of sheaves that we studied in [19] and [20]:
Z1 =
{
(F0 ⊂x F1)
}
Z•2 =
{
(F0 ⊂x F1 ⊂x F2)
}
where F ′ ⊂x F means that F ′ ⊂ F and F/F ′ ∼= Cx, the length 1 skyscraper sheaf
at the closed point x ∈ S. We recall the scheme structures of Z1 and Z
•
2 in Section
2, and note the fact that they are smooth. This implies that the natural maps:
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induce direct and inverse image functors between the derived categories DM, DZ1 ,
DZ•2 . We may combine these spaces into more complicated diagrams of the form:
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where the number of spaces Z1 contained in the middle row will be denoted by n.
Then for an arbitrary sequence d1, ..., dn ∈ Z, we consider the functor:
(1.3) e˜(d1,...,dn) : DM → DM×S
given by the composition:
DZ1
(p+×pS)∗

DZ1
⊗Ld1oo DZ1
π+∗π
∗
−oo DZ1 . . . DZ1
⊗Ld2oo DZ1
π+∗π
∗
−oo DZ1
⊗Ldnoo
DM×S DM
p∗−
OO
where the line bundle L on Z1 has fibers equal to F1,x/F0,x. Our main result is:
Theorem 1.1. For any n ∈ N and any d1, ..., dn, k ∈ Z, consider the functors:
(1.4) e˜(d1,...,dn) ◦ e˜k and e˜k ◦ e˜(d1,...,dn) : DM → DM×S×S
where e˜k = e˜(k). There exist explicit functors g0, ..., gn : DM → DM×S×S such that:
• g0 = e˜(d1,...,dn) ◦ e˜k and gn = e˜k ◦ e˜(d1,...,dn)
• for all i ∈ {1, ..., n}, there exist natural transformations:
(1.5)

gi−1 → gi if di > k
gi−1 ← gi if di < k
gi−1 ∼= gi if di = k
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• for all i ∈ {1, ..., n}, the cone of the natural transformation in the previous
bullet has a filtration with associated graded object:
di−1⊕
a=k
∆∗(e˜(d1,...,di−1,a,di+k−a,di+1...,dn)) if di > k
k−1⊕
a=di
∆∗(e˜(d1,...,di−1,a,di+k−a,di+1...,dn)) if di < k
where ∆ : S → S × S is the diagonal embedding.
When n = 1, the operators e˜k precisely correspond to using simple Nakajima cor-
respondences to yield functors on the derived category of M, but our construction
for n > 1 is new. We note that the relations between the functors (1.4) provided by
Theorem 1.1 are sufficient to establish the quadratic and cubic relations between
simple Nakajima correspondences. To give more insight on the meaning of these
relations, let us consider the maps induced by (1.3) at the level of K–theory groups:
(1.6) e(d1,...,dn) : KM → KM×S
The three bullets in Theorem 1.1 imply the fact that these maps satisfy the relations:
[e(d1,...,dn), ek] = ∆∗
n∑
i=1

−
∑
k≤a<di
e(d1,...,di−1,a,di+k−a,di+1,...dn) if di > k
∑
di≤a<k
e(d1,...,di−1,a,di+k−a,di+1,...dn) if di < k
We show in Section 4 that these relations are sufficient to show that the maps
(1.6) induce an action of the elliptic Hall algebra A (see [4], [22], and Section 4
for a recapitulation) on the K–theory groups of the moduli spacesM, thus yielding:
Corollary 1.2. There exists an action Ay KM, in the sense of Definition 4.13.
We prove the Corollary only upon tensoring KM with Q, but we expect it remains
true over Z. The parameters q1, q2 of the elliptic Hall algebra A are identified with:
q1 + q2 = [Ω
1
S ]
q = q1q2 = [KS ]
as elements of KS. Therefore, the ring KS becomes the ground ring of our algebra.
Since A contains a copy of the Heisenberg algebra, it follows that the maps:
e(0,...,0)︸ ︷︷ ︸
n zeroes
: KM → KM×S
satisfy the relations of the Heisenberg algebra, thus lifting the results of [2], [11],
[15] to the K–theory of the moduli space of stable sheaves (strictly speaking, the
operators above only give half of the Heisenberg algebra, with the other half
provided by the transposed correspondences). It is natural to propose the following:
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Conjecture 1.3. For any n,m ∈ N, we have:
e(0,...,0)︸ ︷︷ ︸
n zeroes
◦ e(0,...,0)︸ ︷︷ ︸
m zeroes
∼= e(0,...,0)︸ ︷︷ ︸
m zeroes
◦ e(0,...,0)︸ ︷︷ ︸
n zeroes
as functors DM → DM×S×S.
Theorem 1.1 proves the m = 1 case of Conjecture 1.3, for arbitrary n. Let us note
that a categorification of the Heisenberg algebra relations using Hilbert schemes of
points on ADE type surfaces was given in [7], but their construction is of a different
nature from ours. In spirit, our categorification is inspired by the K-theoretic Hall
algebra studied by [23], [24], who also used the elliptic Hall algebra to prove a
result equivalent to Corollary 1.2 (by different means) when the surface is S = A2
and K–theory is replaced by C∗ × C∗ equivariant K–theory. One can generalize
Conjecture 1.3 by recalling that the elliptic Hall algebra A contains generators:
en,k = q
gcd(n,k)−1e(d1,...,dn) where di =
⌈
ki
n
⌉
−
⌈
ki
n
⌉
+ δni − δ
1
i
∀(n, k) ∈ N × Z. It follows from Corollary 1.2 that the commutators [en,k, en′,k′ ]
match the expressions predicted by the elliptic Hall algebra (see (4.7) and (4.8)),
but we do not know how to prove an analogous result at the level of the functors
between derived categories. Even stating the appropriate relations between
functors e˜n,k, e˜n′,k′ : DM → DM×S for general (n, k), (n′, k′) would require a fuller
understanding of the categorification of the elliptic Hall algebra, which we do not
have at the present moment. The relations provided in Theorem 1.1 are only a
part of such a categorification, and we hope to explore the full story in the future.
The construction of the functors (1.3) was given in terms of derived schemes in
[20], and Corollary 1.2 was conjectured therein. In the present paper, we show
that Assumption S implies that many of the spaces featured in loc. cit. are local
complete intersections. Therefore, one can work in classical algebraic geometry
rather than derived algebraic geometry. Among the consequences of our Corollary
1.2, we mention the identification of the Carlsson-Okounkov operator KM → KM
with a W–algebra intertwiner, which was done in [21]. When the surface is S = A2
(andK–theory is understood equivariantly), this is enough to prove a mathematical
incarnation of the AGT correspondence for U(r) gauge theory with matter, see [18].
We observe that Theorem 1.1 also holds when the moduli space of stable sheaves is
replaced by the Hilbert scheme of points on an arbitrary smooth projective surface.
The modifications required to make the argument work are minimal, and we leave
the details to the interested reader. When the surface S is K3, we will revisit some
of the methods in the present paper in [13] in order to prove that the map:
(1.7) A∗taut(Hilb(K3))→ H
∗(Hilb(K3))
is injective, where A∗taut denotes the subring of the Chow ring of the Hilbert scheme
of arbitrarily many points on S that is generated by tautological classes. This
result is a version of the Beauville-Voisin conjecture ([26]) for hyperkahler manifolds.
I would like to thank Eugene Gorsky, Sergei Gukov, Tamas Hausel, Davesh Maulik,
Alexander Minets, Georg Oberdieck, Andrei Okounkov, Francesco Sala, Olivier
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Schiffmann, Richard Thomas and Alexander Tsymbaliuk for many interesting
discussions on the subject, and for all their help in understanding moduli
spaces of sheaves on surfaces. I would like to thank MSRI, Berkeley, for their
hospitality while this paper was being written in the Spring semester of 2018. I
gratefully acknowledge the support of NSF grants DMS-1600375 and DMS-1440140.
2. The moduli space of sheaves
2.1. We begin by reviewing terminology. All our schemes will be projective over
an algebraically closed field of characteristic 0, henceforth denoted by C. A scheme
will be called smooth if all of its local rings are regular. A closed embedding Z →֒ X
is called regular if (locally) the ideal of Z in X is generated by a regular sequence.
In the present paper, we will often encounter closed embeddings which arise as zero
loci of sections:
σ : OX −→W
where W is a locally free sheaf on the scheme X . We will often abuse notation and
refer to either σ and σ∨ : W∨ → OX as “the section”, with the latter having the
advantage that the zero locus is defined as the scheme:
(2.1) Z(σ) = SpecX
(
OX
Im W∨
σ∨
−−→ OX
)
If X is a Cohen-Macaulay scheme, we have the well-known inequality:
(2.2) dimZ(σ) ≥ dimX − rank W
Since all schemes in the present paper will be Cohen-Macaulay, we make:
Definition 2.2. The section σ is called regular if equality holds in (2.2).
Indeed, the usual definition of regularity (that the coordinates of σ in any local
trivialization of W form a regular sequence) is equivalent to that of Definition 2.2
over Cohen-Macaulay schemes. In this case, we have a quasi-isomorphism:
OZ(σ) =
OX
Im σ∨
q.i.s.
∼=
[
... −→ ∧2W∨
σ∨
−−→W∨
σ∨
−−→ OX
]
and we call Z(σ) →֒ X a complete intersection.
2.3. Given a map of schemes η : X ′ → X , we may form the fiber square:
(2.3) Z(η∗(σ))

  // X ′
η

Z(σ) 
 // X
where:
(2.4) η∗(W∨)
η∗(σ∨)
−−−−→ OX′
is the pull-back of the section σ. However, we note the very important fact that:
σ regular 6⇒ η∗(σ) regular
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in general, because regular sequences are not preserved under pull-back.
Definition 2.4. If the sections σ and η∗(σ) are both regular, then we call (2.3) a
derived fiber square.
If σ is a regular section and X , X ′ are Cohen-Macaulay schemes, then (2.2) implies
that η∗(σ) is regular if and only if:
(2.5) dimZ(η∗(σ)) − dimX ′ = dimZ(σ)− dimX
If η∗(σ) fails to be regular, it may still be true that it factors through a quotient:
(2.6) η∗(W∨)։
η∗(W∨)
L
σ′∨
−−→ OX′
We will only deal with the situation above when L and:
W ′
∨
=
η∗(W∨)
L
are locally free. If σ′ of (2.6) is regular, then we call L the excess bundle of
the diagram (2.3). Its rank is precisely the difference between the two sides of (2.5).
2.5. Given a locally free sheaf V on a scheme X , consider the projective bundle:
PX(V ) = Proj (S
•
X(V ))
Projective bundles are among the easiest examples of moduli spaces in algebraic
geometry, in the sense that they represent the functor of line bundle quotients of the
vector bundle V . More specifically, this means that there is a natural identification:
(2.7) Maps(T,PX(V ))
1-to-1
←−−→{
T
φ
−→ X, line bundle L on T, surjection φ∗(V )։ L
}
Assume we have a map W → V of locally free sheaves on X . In the present paper,
we will encounter local complete intersection morphisms of the form:
(2.8) Z(σ)
ι
→֒ PX(V )
ρ
։ X
where the map ι is cut out by the following section:
σ : ρ∗(W ) −→ ρ∗(V )
taut
−−→ O(1)
and the map denoted by taut is the tautological morphism on PX(V ). Since the
map ρ in (2.8) is flat, the considerations of the preceding Subsection apply to the
composition Z(σ)→ X . More specifically, given an arbitrary map η : X ′ → X , the
fiber product (2.3) is derived if and only if the sections σ and η∗(σ) are regular.
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2.6. Consider a smooth projective surface S and an ample divisor H ⊂ S. The
Hilbert polynomial of a coherent sheaf F on S is given by:
PF (n) := χ(S,F ⊗O(nH)) = an
2 + bn+ c
where a, b, c are rational numbers that one can compute from the Grothendieck-
Hirzebruch-Riemann-Roch theorem. One can find formulas for these numbers in
the Appendix to [19], but the only thing we will need in the present paper is that
they can be expressed in terms of S,H and the rank and Chern classes r, c1, c2 of
F . The reduced Hilbert polynomial is defined as:
pF (n) =
PF(n)
a
A rank r > 0 coherent sheaf F on S is called stable if for all proper G ⊂ F :
pG(n) < pF (n)
whenever n ≫ 0. Since the reduced Hilbert polynomials are monic and quadratic,
stability is determined by checking certain inequalities for the linear term and
constant term coefficients. Note that stability depends on the ample divisor H ,
but we will fix a choice throughout this paper.
Definition 2.7. (see [12]): Let M(r,c1,c2) denote the quasiprojective variety which
corepresents the moduli functor of stable sheaves on S with the invariants r, c1, c2.
We will denote the moduli space by M when the particular invariants will not
be worth mentioning. It is straightforward to compute the tangent spaces to the
moduli space M, and the interested reader can refer to Subsection 5.26 in the
Appendix. A simple consequence is the following well-known fact:
Proposition 2.8. Under Assumption S, the scheme M is smooth of dimension:
(2.9) const + 2rc2
where const only depends on S,H, r, c1 (the specific formula can be found in [19])
and c2 ∈ Z is the locally-constant function on the disconnected scheme M that
keeps track of the second Chern classes of our stable sheaves.
2.9. Recall Assumption A of (1.1), which states that gcd(r, c1 · H) = 1. An
important consequence of this assumption is the existence of a universal sheaf:
(2.10) U

M× S
which is flat over M, and its fiber over any closed point {F} × S is isomorphic to
F as a coherent sheaf over S. This leads to the following fact (see [12]):
Proposition 2.10. Under Assumption A, M(r,c1,c2) is a projective variety, which
represents the moduli functor of stable sheaves on S with the invariants r, c1, c2.
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By definition, the moduli functor description of M is that for any scheme T :
(2.11) Maps(T,M)
1-to-1
←−−→
{
stable coherent sheaves F on T × S, flat over T
}
In more detail, F in (2.11) is a coherent sheaf such that for any closed point t of a
connected scheme T , the fiber Ft is a stable coherent sheaf on S whose invariants
do not depend on t. If these invariants are (r, c1, c2), then the corresponding map
T →M lands in the connected componentM(r,c1,c2) ⊂M. The word “represents”
in Proposition 2.10 means that the 1-to-1 correspondence (2.11) is given by:{
T
φ
−→M
}
 
{
F = (φ× IdS)
∗(U)
}
Because the universal sheaf U is flat overM, it inherits certain properties from the
stable sheaves it parametrizes, such as having homological dimension 1 (indeed,
any stable sheaf of rank r > 0 is torsion free, and any torsion free sheaf on a
smooth projective surface has homological dimension 1, see Example 1.1.16 of [12]):
Proposition 2.11. ([19]) There exists a short exact sequence:
(2.12) 0→W → V → U → 0
with W and V locally free sheaves on M× S. In fact, we can take:
(2.13) V = π∗1
[
π1∗
(
U ⊗ π∗2(O(nH))
)]
⊗ π∗2(O(−nH))
for n≫ 0, where π1, π2 :M× S →M, S are the standard projections.
2.12. A set partition is an equivalence relation on a finite ordered set. We
will represent set partitions suggestively, for example (x, y, z) will refer to
the partition of a 3-element set into distinct 1-element subsets, while (x, y, x)
(respectively (x, x, x)) refers to the equivalence relation which sets the first and
the last element (respectively all elements) equivalent to each other. The size of a
partition λ, which is denoted by |λ|, is the number of elements of the underlying set.
Definition 2.13. For a set partition λ of size n, we will consider the scheme:
(2.14) Zλ =
{
(F0 ⊂x1 F1 ⊂x2 ... ⊂xn Fn) stable coherent sheaves
for some x1, ..., xn ∈ S such that xi = xj if i ∼ j in λ
}
where F ′ ⊂x F means that F ′ ⊂ F and F/F ′ ∼= Cx. If n = 0, we write Z∅ =M.
We will often write:
Zn = Z(x1,....,xn) and Z
•
n = Z(x,...,x)
Definition 2.13 should be read as “the scheme Zλ represents the functor”:
(2.15) Maps(T,Zλ)
1-to-1
←−−→
{
(F0 ⊂ F1 ⊂ ... ⊂ Fn) coherent sheaves on T × S
}
which are flat over T , with stable fibers over closed points of T , together with:
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• maps x1, ..., xn : T → S such that xi = xj if i ∼ j in λ, and
• line bundles L1, ...,Ln on T such that Fi/Fi−1 ∼= Γi∗(Li)
where Γi : T →֒ T × S denotes the graph of the map xi : T → S. We will show
that this functor is representable, which implies the existence of the scheme
stipulated in Definition 2.13. However, to keep our notation simple, we will de-
note points of this scheme as (2.14) instead of the more complicated notation (2.15).
2.14. If λ is a partition on an n element ordered set, then we will use the notation:
|λ and λ|
for the partition on the n − 1 element ordered set obtained by dropping the first
(respectively last) element of λ. Then we may consider the maps:
(2.16) Zλ
π−

Z|λ × S
#
and Zλ
π+

Zλ| × S
#
given by forgetting the first (respectively last) sheaf in the flag (2.14). The number
# is 0 or 1 depending on whether the first (respectively last) element of λ is or
is not equivalent to some other element of λ. Therefore, the map π− (resp. π+)
remembers the point x1 ∈ S (resp. xn ∈ S) if and only if # = 1. For example:
Z(x,y,x,z)
π−

Z(y,x,z)
but Z(y,x,x,z)
π−

Z(x,x,z) × S
As is clear from the example above, in the case of the arrow on the left, there
is no reason to remember the point x ∈ S “forgotten” from the set partition
λ = (x, y, x, z), since it can be recovered from the remaining partition |λ = (y, x, z).
2.15. There exists a natural map pi : Zλ →Mi which only remembers the sheaf
Fi in the flag (2.14). We will write Ui = (pi × IdS)∗(U), and note that Proposition
2.11 implies that there exists an exact sequence:
(2.17) 0→Wi → Vi → Ui → 0
on Zλ × S, where Wi and Vi are locally free. While the map pi is not flat, (2.17) is
short exact because all three of the coherent sheaves in question are flat over Mi.
In the following Proposition, we consider any set partition λ of size n, and
let Zλ denote the moduli space (2.14) whose points will be denoted by F0 ⊂ ... ⊂ Fn.
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Proposition 2.16. The map π− of (2.16) can be realized as the diagonal arrow:
Zλ
π−
$$■
■■
■■
■■
■■
■
  // PZ|λ×S(V1)
ρ

Z|λ × S
if # = 1, and(2.18)
Zλ
π−
%%❑❑
❑❑
❑❑
❑❑
❑❑
❑❑
  // PZ|λ(Γ
x∗(V1))
ρ

Z|λ
if # = 0(2.19)
(in the latter case, Γx : Z|λ → Z|λ× S is the graph of the function Z|λ → S that re-
members the support point we forget when going from λ to |λ) where →֒ is the closed
embedding cut out by the following map of vector bundles on the projectivization:
(2.20) ρ∗(W1)→ ρ
∗(V1)
taut
։ O(1)
The line bundle L1 on Zλ is the restriction of O(1) from the projectivization.
Similarly, the map π+ of (2.16) can be realized as the diagonal arrow:
Zλ
π+
&&◆◆
◆◆
◆◆
◆◆
◆◆
◆◆
◆
  // PZλ|×S(W
∨
n ⊗KS)
ρ

Zλ| × S
if # = 1, and(2.21)
Zλ
π+
''❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
❖
  // PZλ|(Γ
x∗(W∨n ⊗KS))
ρ

Zλ|
if # = 0(2.22)
(we write KS for the canonical line bundle on S, and its various pullbacks) where
→֒ denotes the closed embedding cut out by the following map of vector bundles:
(2.23) O(−1)
taut∨
−֒−−→ Wn ⊗K
−1
S → Vn ⊗K
−1
S
The line bundle Ln on Zλ is the restriction of O(−1) from the projectivization.
Proof. When λ has size 1, the Proposition was proved in [19], and the general
case will follow the same logic. We will prove the statements pertaining to π−,
and leave those pertaining to π+ as exercises to the interested reader. Moreover,
we will only prove the case # = 1, as # = 0 is analogous. We interpret the
Proposition as follows: having constructed Z|λ which represents the functor (2.15)
for the partition |λ, then we must show that the scheme Zλ defined as the closed
embedding (2.18) represents the functor (2.15) for the partition λ.
Recall that a map ρ : T → Z|λ × S consists of a flag of coherent sheaves on T × S:
(2.24) F1 ⊂ F2 ⊂ ... ⊂ Fn
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which are flat over T , together with maps x1, x2, ..., xn : T → S and line bundles
L2, ...,Ln on T such that Fi/Fi−1 ∼= Γi∗(Li), where Γ
i : T →֒ T × S denotes the
graph of xi. We write x1 for the map T → S arising from the second factor of
Z|λ × S and Γ
1 for the graph of x1. Therefore, we may write:
ρ = (ρ¯× IdS) ◦ Γ
1
where ρ¯ : T → Z|λ represents the flag (2.24). Then a map:
T → PZ|λ×S(V1)
consists of the data of ρ¯ and x1 as above, together with a line bundle L1 on T and
a surjective homomorphism:
φ : ρ∗(V1)։ L1
Finally, a map from T to the subscheme Zλ of (2.18) consists of ρ¯, x1, L1 and φ as
above, such that the following composition vanishes:
ρ∗(W1)→ ρ
∗(V1)
φ
։ L1
Since pull-back is right-exact, this is equivalent to a surjective map:
ρ∗(U1)։ L1 ⇔ Γ
1∗ ◦ ρ¯∗(U1)։ L1 ⇔ Γ
1∗(F1)։ L1
By adjunction, this datum is equivalent to a surjection F1 ։ Γ1∗(L1) on T × S.
Letting F0 be the kernel of this surjection, this precisely completes the flag (2.24)
to the flag (2.15). By Proposition 5.5 of [19], F0 is stable if and only if F1 is stable.

2.17. Consider an arbitrary set partition λ of size n and the scheme Zλ parametriz-
ing flags F0 ⊂ ... ⊂ Fn. Let π1, π2 : Zλ×S → Zλ, S denote the standard projections.
For each i ∈ {1, ..., n}, we have the universal short exact sequence on Zλ × S:
(2.25) 0→ Ui−1 → Ui → Ai ⊗OΓi → 0
where Ai = π∗1(Li), and Γ
i ⊂ Zλ × S denotes the graph of the map
piS : Zλ → S
that remembers the i–th support point xi. If i and j are equivalent elements of the
set partition λ, then Γi = Γj . We may upgrade (2.25) to a commutative diagram
of sheaves on Zλ × S with all rows and columns exact:
(2.26) 0 0 0
0 // Ui−1
OO
// Ui
OO
// Bi ⊗OΓi
OO
// 0
0 // Vi−1
OO
// Vi
OO
// Bi
OO
// 0
0 // Wi−1
OO
// Wi
OO
// Bi ⊗ IΓi
OO
// 0
0
OO
0
OO
0
OO
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where IΓi denotes the ideal of the graph Γi inside Zλ × S, and the line bundle:
(2.27) Bi = π
∗
1(Li)⊗ (p
i
S ◦ π1)
∗(O(nH))⊗ π∗2(O(−nH))
is isomorphic to the quotient Vi/Vi−1 due to (2.13). Note that Bi|Γi ∼= Ai|Γi ∼= Li.
In the Proposition below, we will restrict the diagram (2.26) to Γ1 and Γn.
Proposition 2.18. Let λ be a set partition of size n. Then the natural maps
W0|Γ1 → V0|Γ1 and (Vn|Γn)
∨ → (Wn|Γn)∨ induced by (2.17) factor through maps:
(2.28)
W0|Γ1
L1 ⊗ p1∗S (KS)
−→ V0|Γ1 if p
1
S is flat
(2.29)
(Vn|Γn)∨
L−1n
−→ (Wn|Γn)
∨ if pnS is flat
In both formulas, the sheaf on the left is locally free. Note that the morphisms piS
are shown to be flat in Proposition 5.24 for n ≤ 3, but we expect it to hold in general.
Proof. Upon restricting (2.26) to Γ1 : Zλ →֒ Zλ×S, we obtain the following diagram
of Tor groups with exact rows and columns:
(2.30)
U0|Γ1 // U1|Γ1 // // B1|Γ1
V0|Γ1
  //
OOOO
V1|Γ1 // //
OOOO
B1|Γ1
B1 ⊗ Tor1(IΓ1 ,OΓ1)
  // W0|Γ1
OO
// W1|Γ1
OO
// // B1 ⊗ IΓ1 |Γ1
0
OO
B1 ⊗ Tor2(OΓ1 ,OΓ1)
  // Tor1(U0,OΓ1)
?
OO
// Tor1(U1,OΓ1)
?
OO
// B1 ⊗ Tor1(OΓ1 ,OΓ1)
The various injectivities, surjectivities and bijectivities of the maps above are due
to the fact that W0,W1,V0,V1,B1 are locally free (also, the injectivity of the hori-
zontal map in the bottom left corner follows from the fact that U1 has homological
dimension 1, see (2.17)). We have a fiber diagram:
Zλ
  Γ1 //
p1S

Zλ × S
p1S×Id

S
∆ // S × S
The assumption that p1S is a flat morphism implies that:
Tor2(OΓ1 ,OΓ1) = p
1∗
S (Tor2(O∆,O∆)) = p
1∗
S (KS)
on Zλ. The latter equality in the equation above is a standard and straightforward
exercise, which follows from the fact that S →֒ S × S is a smooth embedding of
codimension 2. If we recall the fact that B1|Γ1 ∼= L1, then we conclude:
(2.31) B1 ⊗ Tor2(OΓ1 ,OΓ1) ∼= L1 ⊗ p
1∗
S (KS)
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Since the space Tor2 injects into the kernel of W0|Γ1 → V0|Γ1 (as can be seen from
the diagram of Tors above), the map (2.28) is constructed. The fact that the sheaf:
W0|Γ1
L1 ⊗ p1∗S (KS)
= Ker
(
W1|Γ1 ։ B1 ⊗ IΓ1 |Γ1
)
is locally free follows from the facts that W1 is locally free, and IΓ1 |Γ1 has
homological dimension 1 (since it is the pull-back of the defining ideal of the
codimension 2 subvariety ∆ : S →֒ S × S under the flat morphism p1∗S ).
In order to prove (2.29), let us restrict (2.26) to Γn and then dualize:
(2.32) (Vn−1|Γn)
∨

(Vn|Γn)
∨oooo

(Bn|Γn)
∨? _oo

(Wn−1|Γn)∨ (Wn|Γn)∨oo (Bn ⊗ (IΓn |Γn))∨oo
The top-most row is exact, due to the fact that restriction and dualization preserves
short exact sequences of locally free sheaves. Because pnS : Zλ → S is flat, we have:
IΓn |Γn ∼= p
n∗
S (Ω
1
S) ⇒ (IΓn |Γn)
∨ ∼= pn∗S (T
1
S )
and the right-most vertical map in (2.32) is zero. Therefore, the rank 1 sub-bundle
(Bn|Γn)∨ ∼= L−1n embeds in the kernel of (Vn|Γn)
∨ → (Wn|Γn)∨, thus giving (2.29).
Moreover, the left-most sheaf in (2.29) is locally free because it is simply (Vn−1|Γn)∨.

2.19. The following result will be proved in the Appendix:
Proposition 2.20. The scheme Z(x,y,x) is Cohen-Macaulay of dimension:
const + r(c2(F0) + c2(F3)) + 2
where (F0 ⊂x F1 ⊂y F2 ⊂x F3) are the flags of sheaves parametrized by Z(x,y,x).
Note that the above is the weakest form of regularity among the schemes Zλ with
|λ| ≤ 3. The schemes Z(x) and Z(x,x) were shown to be smooth in [19] and [20],
respectively (we recall the argument in Subsection 5.27) and the schemes Z(x,y),
Z(x,x,x), Z(x,x,y), Z(y,x,x), Z(x,y,z) will be shown to be l.c.i. by the following result.
Proposition 2.21. The following fiber squares are derived, as in Definition 2.4:
Z(x,y) //

Z(y)

Z(x) //M
F0 ⊂x F1 ⊂y F2 //

F1 ⊂y F2

F0 ⊂x F1 // F1
Z(x,x,x) //

Z(x,x)

Z(x,x) // Z(x)
F0 ⊂x F1 ⊂x F2 ⊂x F3 //

F1 ⊂x F2 ⊂x F3

F0 ⊂x F1 ⊂x F2 // F1 ⊂x F2
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Z(x,x,y) //

Z(y)

Z(x,x) //M
F0 ⊂x F1 ⊂x F2 ⊂y F3 //

F2 ⊂y F3

F0 ⊂x F1 ⊂x F2 // (F2, x, y)
Z(y,x,x) //

Z(x,x)

Z(y) //M
F0 ⊂y F1 ⊂x F2 ⊂x F3 //

F1 ⊂x F2 ⊂x F3

F0 ⊂y F1 // (F1, x, y)
Z(x,y,z) //

Z(y,z)

Z(x,y) // Z(y)
F0 ⊂x F1 ⊂y F2 ⊂z F3 //

F1 ⊂y F2 ⊂z F3

F0 ⊂x F1 ⊂y F2 // F1 ⊂y F2
Z(x,x,x,x) //

Z(x,x,x)

Z(x,x) // Z(x)
F0 ⊂x F1 ⊂x F2 ⊂x F3 ⊂x F4 //

F1 ⊂x F2 ⊂x F3 ⊂x F4

F0 ⊂x F1 ⊂x F2 // F1 ⊂x F2
Z(x,x,y,x) //

Z(x,y,x)

Z(x,x) // Z(x)
F0 ⊂x F1 ⊂x F2 ⊂y F3 ⊂x F4 //

F1 ⊂x F2 ⊂y F3 ⊂x F4

F0 ⊂x F1 ⊂x F2 // F1 ⊂x F2
Z(x,y,x,x) //

Z(x,x)

Z(x,y,x) // Z(x)
F0 ⊂x F1 ⊂y F2 ⊂x F3 ⊂x F4 //

F2 ⊂x F3 ⊂x F4

F0 ⊂x F1 ⊂y F2 ⊂x F3 // F2 ⊂x F3
Proof. We will only prove the required assertion for the first, second and last square
(the third, fourth and fifth squares are analogous to the first one, the sixth square
is analogous to the second one, while the next-to-last square is analogous to the
last one). Relation 5.21 implies that:
dimZ(y) − dim(M× S) = −1− r(2.33)
dimZ(x,y) − dim(Z(x) × S) ≤ −1− r(2.34)
(we have equality in the first equation because Z(y) was shown to be smooth in
[19]). Note that Proposition 2.16 realizes Z(y) (resp. Z(x,y)) as the zero subscheme
of the section σ of (2.23) in the projective bundle (2.21) over M× S (resp. over
Z(x) × S). Since rank V − rank W = rank U = r, relations (2.33) and (2.34)
imply that the aforementioned sections are regular, hence the first square is derived.
Let us prove the required assertions about the second square. Relation 5.21 implies:
dimZ(x,x) − dimZ(x) = −r(2.35)
dimZ(x,x,x) − dimZ(x,x) ≤ −r(2.36)
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(we have equality in the first equation because Z(x,x) was shown to be smooth
in [20]). Note that Proposition 2.16 realizes Z(x,x) (resp. Z(x,x,x)) as the zero
subscheme of a section σ′ in the projective bundle (2.22) over Z(x) (resp. over
Z(x,x)). Because of Proposition 2.18, the section σ
′ actually takes values in a
vector bundle of rank 1 less than prescribed by Proposition 2.16, which explains
why the right-hand sides of (2.35)–(2.36) are 1 more than the right-hand
sides of (2.33)–(2.34). Because equality holds in all these relations, we con-
clude that the section σ′ is regular in both cases, hence the second square is derived.
The required assertion about the last square is proved similarly with the previous
case. Compare (2.35) with the formula:
dimZ(x,y,x,x) − dimZ(x,y,x) ≤ −r
which follows by combining Proposition 2.20 with relation 5.21. Since Propositions
2.16 and 2.18 imply that Z(x,y,x,x) is the zero scheme of a section σ
′′ in a projective
bundle over Z(x,y,x), and this zero scheme and projective bundle are precisely those
that cut out Z(x,x) over Z(x). Therefore, we have a special case of equality in (2.2).
Coupled with the fact that Z(x,y,x) is Cohen-Macaulay, this implies that the section
σ′′ is regular, and the last square is derived.

2.22. We will now give an example of a fiber square which is not derived, and we
will quantify how far it is from being so.
Proposition 2.23. The following fiber square is not derived:
Z(x,x)
π− //
π+

Z(x)

Z(x) //M× S
F0 ⊂x F1 ⊂x F2 //

F1 ⊂x F2

F0 ⊂x F1 // (F1, x)
and in fact, the excess bundle is L2 ⊗ L
−1
1 ⊗ p
∗
S(KS), where pS : Z(x,x) → S is the
map that records the support point x.
Proof. Proposition 2.16 implies that we have the following fiber squares:
Z(x,x)
π−

  ι′ // PZ(x)(Γ
∗(V1))

ρ′ // // Z(x)

Z(x)
  ι // PM×S(V1)
ρ // //M× S
where Γ : Z(x) → Z(x)×S is the graph of the map pS : Z(x) → S. The square on the
right is already derived, because the maps ρ and ρ′ are flat. However, the square
on the left is not derived. To see this, recall from Proposition 2.16 that ι is cut out
by the regular section:
ρ∗(W1) →֒ ρ
∗(V1)։ O(1)
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hence is a complete intersection of codimension equal to the rank of W . However,
the map ι′ cannot be a complete intersection, because (2.33) and (2.35) imply:
(2.37) relative dim ι′ = relative dim ι+ 1
Explicitly, the map ι′ is cut out by the section:
W1|Γ → V1|Γ ։ O(1) = L1
and we have shown in Proposition 2.18 that this section factors through a map:
(2.38)
W1|Γ
L2 ⊗ p∗S(KS)
−→ O(1) = L1
where L1,L2 are the line bundles that parametrize the one-dimensional quotients
F1/F0, F2/F1, respectively. Since the domain of the section (2.38) is a locally
free sheaf of rank 1 less than W1, then (2.37) implies that this section is actually
regular. Therefore, we are in the situation at the end of Subsection 2.3, where the
excess bundle is L = L2 ⊗ L
−1
1 ⊗ p
∗
S(KS).

2.24. Let us consider the spaces Y, Y−, Y+, Y−+ which parametrize diagrams:
(2.39) F1  p
y
  ❇
❇❇
❇❇
❇❇
❇
F0
.

x
>>⑤⑤⑤⑤⑤⑤⑤⑤
 p
y
  ❆
❆❆
❆❆
❆❆
❆
F2
F ′1
.
 x
>>⑥⑥⑥⑥⑥⑥⑥⑥
(2.40) F1  p
y
  ❇
❇❇
❇❇
❇❇
❇
F0
.

x
>>⑤⑤⑤⑤⑤⑤⑤⑤
 p
y
  ❆
❆❆
❆❆
❆❆
❆
F2
  x // F3
F ′1
.
 x
>>⑥⑥⑥⑥⑥⑥⑥⑥
(2.41) F2  p
y
  ❇
❇❇
❇❇
❇❇
❇
F0
  x // F1
.

x
>>⑤⑤⑤⑤⑤⑤⑤⑤
 p
y
  ❆
❆❆
❆❆
❆❆
❆
F3
F ′2
.
 x
>>⑥⑥⑥⑥⑥⑥⑥⑥
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(2.42) F2  p
y
  ❇
❇❇
❇❇
❇❇
❇
F0
  x // F1
.

x
>>⑤⑤⑤⑤⑤⑤⑤⑤
 p
y
  ❆
❆❆
❆❆
❆❆
❆
F3
  x // F4
F ′2
.
 x
>>⑥⑥⑥⑥⑥⑥⑥⑥
respectively, of stable coherent sheaves where each successive inclusion is colength
1 and supported at the point indicated on the diagram. Strictly speaking, Y, Y−,
Y+, Y−+ are functors which associate to a scheme T diagrams of flat families of
stable coherent sheaves (2.39), (2.40), (2.41), (2.42) on T × S, satisfying all the
standard properties. On these schemes, we have the line bundles with fibers:
Li = Γ(S,Fi/Fi−1)
and where the notation is applicable, line bundles:
L′i = Γ(S,F
′
i/Fi−1) or L
′
i = Γ(S,Fi/F
′
i−1)
Note that:
L1L2 = L
′
1L
′
2 ∈ Pic(Y),Pic(Y−)(2.43)
L2L3 = L
′
2L
′
3 ∈ Pic(Y+),Pic(Y−+)(2.44)
2.25. Consider the maps:
(2.45) Y
π↑

Z(x,y)
Y−
π↑

Z(x,y,x)
Y+
π↑

Z(x,x,y)
Y−+
π↑

Z(x,x,y,x)
obtained by remembering only the top part of the square in (2.39)–(2.42), and:
(2.46) Y
π↓

Z(y,x)
Y−
π↓

Z(y,x,x)
Y+
π↓

Z(x,y,x)
Y−+
π↓

Z(x,y,x,x)
obtained by remembering only the bottom part of the square in (2.39)–(2.42). In
Proposition 2.26 we will show that the maps (2.45) and (2.46) are representable,
which together with Proposition 2.16, shows that the functors Y, Y−,Y+, Y−+
are themselves representable. Let us first introduce some notation, and we will do
so in the case of Y (the same argument works for the other three spaces, with only
minimal modifications in notation). The short exact sequence:
0 −→ U1/U0 = Γ
x
∗(L1) −→ U2/U0 −→ U2/U1 = Γ
y
∗(L2) −→ 0
consists of coherent sheaves on Z2 × S which are flat over Z2. Here and in the
sequel, Γx and Γy denote the graphs of the maps:
pxS , p
y
S : Z2 → S
which record the points x and y, respectively. Let us write:
Z2 × S
pr
−→ Z2
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for the standard projection. Then the short exact sequence:
(2.47) 0 −→ L1 −→ E := pr∗(U2/U0) −→ L2 −→ 0
consists of locally free sheaves of ranks 1, 2, 1, respectively, on Z2. The composition:
pr∗(E)⊗ IΓy →֒ pr
∗(E) −→ U2/U0 −→ Γ
y
∗(L2)
vanishes, and therefore induces a map:
pr∗(E)⊗ IΓy −→ U1/U0 = Γ
x
∗(L1)
By adjunction, this gives rise to a map:
Γx∗(pr∗(E)) ⊗ Γx∗(IΓy ) −→ L1
which can be rewritten as:
(2.48) E ⊗ (pxS × p
y
S)
∗(I∆) −→ L1
where I∆ is the ideal of he diagonal ∆ : S →֒ S × S. Indeed, the identification
Γx∗(IΓy ) ∼= (pxS × p
y
S)
∗(I∆) stems from the fiber square:
Z2
  Γy //
py
S

Z2 × S
py
S
×Id

S
  ∆ // S × S
Proposition 5.24 asserts that the vertical maps are flat, hence IΓy = (p
y
S×Id)
∗(I∆).
Proposition 2.26. With the notation above, we have:
(2.49) Y
π↑ or π↓ %%❏
❏❏
❏❏
❏❏
❏❏
❏❏
  ι
↑ or ι↓ // PZ2(E)
ρ

Z2
where ι↑ and ι↓ are cut out by the following section:
σ : H⊗ ρ∗ ((pxS × p
y
S)
∗(I∆)) −→ ρ
∗ (E ⊗ (pxS × p
y
S)
∗(I∆))
(2.48)
−−−−→ ρ∗(L1)
where H = Ker ρ∗(E) ։ O(1). The same formulas hold for the spaces Y−, Y+,
Y−+ instead of Y, but replacing Z2 by the corresponding spaces in (2.45) and (2.46).
Proof. We will only prove the statement above for Y, as the cases of Y−, Y+, Y−+
are analogous. Also, we will only prove the case of the map π↑, as the situation
is symmetric by replacing (↑, x, y,L1,L2) with (↓, y, x,L′1,L
′
2). If we define the
scheme Y by (2.49), then maps T → Y are in one-to-one correspondence with:
• a map ρ : T → Z2, i.e. flat families of stable coherent sheaves
(F0 ⊂ F1 ⊂ F2) on T × S, together with line bundles L1, L2 on T and
points x, y : T → S such that F1/F0 ∼= Γx∗(L1) and F2/F1 ∼= Γ
y
∗(L2).
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• a line bundle O(1) on T and a surjective homomorphism:
(2.50) E ։ O(1)
where E = pr∗(F2/F0) with pr : T × S → T the standard projection. If we
let H denote the kernel of (2.50), then one requires that the composition:
(2.51) H ⊗ (x× y)∗(m∆)→ L1
is 0, where x× y : T → S ×S is the product of the maps in the first bullet.
We must show that any datum as in the two bullets above gives rise to a square
(2.39). The first bullet yields a commutative diagram with exact rows and column:
pr∗(L1)⊗ IΓx _


0 // pr∗(L1) //

pr∗(E) //

pr∗(L2) //

0
0 // Γx∗(L1)
ι // F2/F0
π // Γy∗(L2) // 0
on T × S. The second bullet gives rise to a sub line bundle H ⊂ E, and the
question is when Γy∗(H) is a subsheaf of F2/F0 (this subsheaf would be F
′
1/F0, and
this would complete the square (2.39) by constructing the bottom sheaf). Looking
at the diagram above, this happens precisely when the composed map:
pr∗(H)⊗ IΓy
ν
−→ F2/F0
(drawn as a dotted arrow on the previous diagram) vanishes. Since the composition
π ◦ ν vanishes, the image ν lands in Γx∗(L1), so the question is when the map:
pr∗(H)⊗ IΓy → Γ
x
∗(L1)
vanishes. By adjunction, this happens when:
(2.52) H ⊗ Γx∗(IΓy )→ L1
vanishes. Since (x×y)∗(I∆) = Γx∗(IΓy ) (as a consequence of Γy being the graph of
the flat morphism pyS , see Proposition 5.24 and the sentence before the statement
of Proposition 2.26), the vanishing of (2.52) is equivalent to the vanishing of (2.51).

2.27. Now that we have defined the schemes Y, Y−, Y+, Y−+, let us consider
their basic properties. An important fact is the following geometric observation:
Proposition 2.28. The natural composition F1/F0 →֒ F2/F0 ։ F2/F
′
1 (see the
notation in (2.39)) induces the following map of line bundles on Y:
(2.53) L1 → L
′
2
If we interpret this map as a section of L′2 ⊗ L
−1
1 , then its zero locus consists of:{
(F1, x) = (F
′
1, y)
}
→֒ Y,
and is isomorphic to the scheme Z(x,x).
20 ANDREI NEGUT,
Proof. By the functor-of-points description, a map from a scheme T into the zero
locus of (2.53) consists of a square (2.39) (of coherent sheaves on T × S, flat over
T ) such that the corresponding induced map:
(2.54) pr∗(F1/F0) −→ pr∗(F2/F
′
1)
vanishes, where pr : T ×S → T denotes the projection (here we have used the facts
that F1/F0 ∼= Γx∗(L1) and F2/F
′
1
∼= Γx∗(L
′
2) and pr ◦Γ
x = Id). Because the sheaves
F1/F0, and F2/F ′1 are flat of length 1 over T , the map pr∗ is an isomorphism on
local sections, hence the induced map F1/F0 → F2/F ′1 vanishes. This implies that
F1 ⊂ F ′1 as subsheaves of F2, hence we obtain two natural short exact sequence:
0→ F1/F0 → F
′
1/F0 → F
′
1/F1 → 0
0→ F ′1/F1 → F2/F1 → F2/F
′
1 → 0
Firstly, either of the exact sequences above implies the existence of an injection
Γx∗(L1) → Γ
y
∗(L′1), which implies that x = y as maps T → S (the statement
is local on both S and T ). Secondly, since Γx is a closed embedding, Γx∗ is an
exact functor and so we obtain maps of line bundles L1 →֒ L′1 and L2 ։ L
′
2
on T . Since L1L2 ∼= L′1L
′
2
∼= det E with E = pr∗(F2/F0), this is only possible
if the aforementioned maps of line bundles are isomorphisms. Locally, the latter
statement uses the fact that if ab is a unit in a certain ring, then both a and b are
units. Therefore, we must have L1 = L′1 as subsheaves of E , hence F1 = F
′
1 as
subsheaves of F2, which is precisely the same datum as a point of Z(x,x).

2.29. Finally, the Proposition below will allow us to use the varieties Y, Y−, Y+,
Y−+ to study the correspondences Zλ with |λ| ∈ {2, 3, 4}.
Proposition 2.30. The map π↑ : Y→ Z2 = Z(x,y) has the property that:
(2.55) Riπ↑∗(OY) =
{
OZ2 if i = 0
0 if i > 0
The analogous properties hold for π↓. Moreover, the analogous properties hold
with the scheme Y replaced by the schemes Y−, Y+, Y−+ of (2.45) and (2.46).
Proof. Recall from Proposition 2.26 that π↑ = ρ ◦ ι, where ι is a closed embedding
and ρ : PZ2(E)։ Z2 is a P
1–bundle. Therefore, we have a short exact sequence:
(2.56) 0→ Kernel→ OPZ2(E) → ι∗(OY)→ 0
of coherent sheaves on PZ2(E). Because PZ2(E) is a P
1–bundle over Z2, we have:
Riρ∗(OPZ2(E)) = 0 ∀ i ≥ 1
Riρ∗(Kernel) = 0 ∀ i ≥ 2
where the latter equality would hold for any coherent sheaf on PZ2(E). Therefore,
in the long exact sequence in cohomology associated to (2.56):
...→ Riρ∗(OPZ2 (E))→ R
iρ∗ ◦ ι∗(OY)→ R
i+1ρ∗(Kernel)→ ...
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the spaces on the left and on the right are 0 for any i ≥ 1. This implies (2.55)
for i ≥ 1. As for the case i = 0, it follows from Stein factorization and the facts that:
• Z2 is normal (Proposition 5.25)
• Y is reduced (Proposition 5.32)
• the map π↑ is proper (Proposition 2.26) and all its fibers are either a point or P1
Indeed, it is easy to observe that the fiber of π↑ above a closed point:
(F0 ⊂x F1 ⊂y F2)
is P1 if x = y and F2/F0 ∼= C⊕2x , and is a point in all other cases.

3. Derived categories
3.1. Recall that all our schemes are projective over C. Consider the following:
D(Coh(X)) = the bounded derived category of coherent sheaves on X
D(Perf(X)) = the derived category of perfect complexes on X
We recall that a complex is perfect if it is quasi-isomorphic to a finite complex of
locally free sheaves on X (this notion is usually called “strictly perfect”, although
it is equivalent with the more general notion of “perfect” on projective varieties).
The natural inclusion functor:
(3.1) D(Perf(X)) →֒ D(Coh(X))
is fully faithful, and is an equivalence if the scheme X is smooth. We will write:
DX = D(Perf(X)) = D(Coh(X)) if X is smooth
The functors between derived categories associated to a morphism f : X → Y are:
• D(Coh(X))
f∗
−→ D(Coh(Y )) if f is proper
• D(Perf(X))
f∗
−→ D(Perf(Y )) if f is proper and l.c.i.
• D(Coh(Y ))
f∗
−→ D(Coh(X)) if f has finite Tor dimension
• D(Perf(Y ))
f∗
−→ D(Perf(X)) if f is arbitrary
The second property is non-trivial, and we refer the reader to [25] for an overview.
As for the third property, we note that we always have a left derived functor:
D−(Coh(Y ))
f∗
−→ D−(Coh(X))
on the derived categories of bounded above complexes of coherent sheaves over
projective schemes. However, in order to ensure that the functor f∗ takes
bounded complexes to bounded complexes, one needs a strong assumption, such
as f having finite Tor dimension, i.e. TorOY −modi (OX ,−) = 0 for all i large enough.
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Proposition 3.2. Consider a derived fiber square as in Definition 2.4:
(3.2) Z ′ 
 ι′ //
η′

X ′
η

Z
  ι // X
where η is proper. Suppose that Z →֒ X and Z ′ →֒ X ′ are closed embeddings cut out
by regular sections σ and η∗(σ) of locally free sheaves W and η∗(W ), respectively.
Then we have equivalences:
(3.3) η∗ι∗ ∼= ι
′
∗η
′∗ : D(Perf(Z))→ D(Perf(X ′))
(3.4) ι∗η∗ ∼= η
′
∗ι
′∗ : D(Coh(X ′))→ D(Coh(Z))
The same equivalences hold if the regular embeddings ι and ι′ are replaced by
smooth morphisms such as the projectivization of a locally free sheaf coming from X.
Proof. The equivalences (3.3) and (3.4) are well-known to hold in the derived cat-
egory of unbounded complexes, as long as the maps η and ι are Tor independent:
(3.5) Tor
OX,x−mod
i (OZ,z ,OX′,x′) = 0 ∀ i ≥ 1
for all points z ∈ Z and x′ ∈ X ′ which map to the same point x ∈ X . Since ι is
a regular embedding, we may replace OZ,z by the Koszul complex of the section
σ :W∨x → OX,x, and so (3.5) is equivalent to the complex:[
... −→ ∧2(W∨x )⊗OX,x OX′,x′
σ∨
−−→W∨x ⊗OX,x OX′,x′
σ∨
−−→ OX′,x′
]
being exact everywhere except at the right-most place. However, the above is none
other than the Koszul complex of the section η∗(σ) of the locally free sheaf η∗(W ),
and its exactness follows from our assumption that the section η∗(σ) is regular.
Having established (3.3) and (3.4) at the level of unbounded complexes, the desired
conclusion follows from the fact that Perf and Coh are full subcategories of the
derived category of unbounded complexes, together with the fact that the pull-
back and push-forward functors associated to ι, ι′, η, η′ are well-defined on these
subcategories due to the four bullets in the preceding Subsection.

3.3. Associated to a scheme X , we have the K–theory groups:
K(Coh(X)) = Grothendieck group of D(Coh(X))
K(Perf(X)) = Grothendieck group of D(Perf(X))
If X is smooth, these groups are isomorphic and we will write:
KX = K(Perf(X)) = K(Coh(X)) if X is smooth
Associated to a morphism f : X → Y , we have group homomorphisms f∗, f∗
between the various K–theory groups, as in the four bullets in Subsection 3.1.
Moreover, (3.3) and (3.4) yield equalities of maps between K–theory groups, under
the assumptions in Proposition 3.2. However, the following only holds in K–theory.
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Proposition 3.4. Consider a fiber square as in Definition 2.4, where the section
σ is regular, but η∗(σ) factors through an excess bundle as in (2.6). Then:
(3.6) η∗ι∗ = ι
′
∗
(
∧•(L) · η′
∗)
: K(Perf(Z))→ K(Perf(X ′))
where ∧•(L) =
∑rank L
i=0 (−1)
i[∧i(L)] for the locally free sheaf L.
Equality (3.6) is called the “excess intersection formula”, and it does not lift to
the derived category. The reason is that formula (2.6) does not naturally give
rise to a map s : L → O whose Koszul complex categorifies ∧•(L). The case
when (3.6) lifts to the derived category with the section being s = 0, is treated
in [1] and linked with the relation between Z ′ and the derived fiber product Z×LXX
′.
3.5. Let us recall the schemes Z1 and Z
•
2 ⊂ Z2 of Subsection 2.12. It was shown
in [19] and [20] that these schemes are smooth. Moreover, there exist maps:
Z1
p+
~~⑤⑤
⑤⑤
⑤⑤
⑤
pS

p−
  ❇
❇❇
❇❇
❇❇
M S M
F0 ⊂x F1
zz✉✉✉
✉✉
✉✉
✉✉
✉
 $$■
■■
■■
■■
■■
■
F0 x F1
Z•2
π+
~~⑦⑦
⑦⑦
⑦⑦
⑦ π−
  ❅
❅❅
❅❅
❅❅
Z1 Z1
F0 ⊂x F1 ⊂x F2
vv♠♠♠
♠♠
♠♠
♠♠
♠♠
♠
((◗◗
◗◗
◗◗
◗◗
◗◗
◗◗
F0 ⊂x F1 F1 ⊂x F2
More generally, we will combine the maps above to yield diagrams:
Z•2
π+
{{①①
①①
①①
①①
①
π−
  ❅
❅❅
❅❅
❅❅
. . .
π+
~~⑥⑥
⑥⑥
⑥⑥
⑥⑥ π−
  ❆
❆❆
❆❆
❆❆
❆ Z
•
2
π+
~~⑦⑦
⑦⑦
⑦⑦
⑦ π−
  ❆
❆❆
❆❆
❆❆
Z1
p+×pS

Z1 Z1 Z1
p−

M× S M
where the number of spaces Z1 contained in the middle row will be denoted by n.
Then for an arbitrary sequence d1, ..., dn ∈ Z, we consider the functor:
(3.7) e˜(d1,...,dn) : DM → DM×S
given by the composition:
DZ1
(p+×pS)∗

DZ1
⊗Ld1oo DZ1
π+∗π
∗
−oo DZ1 . . . DZ1
⊗Ld2oo DZ1
π+∗π
∗
−oo DZ1
⊗Ldnoo
DM×S DM
p∗−
OO
where L denotes the tautological line bundle on Z1.
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Remark 3.6. Analogously, one can define the transposed operator:
(3.8) f˜(d1,...,dn) : DM → DM×S
by the composition going the other way (left-to-right):
DZ1
⊗Ld1+r// DZ1
π−∗π
∗
+ // DZ1
⊗Ld2+r// DZ1 . . . DZ1
π−∗π
∗
+ // DZ1
⊗Ldn+r // DZ1
(p−×pS)∗

DM
p∗+
OO
DM×S
followed by tensoring with detU and shifting complexes by r.
3.7. In the subsequent Section, we will show that the functors e˜(d1,...,dn) categorify
the elliptic Hall algebra introduced in [4]. Our main tool is the commutation relation
between the functors (3.7) that we stipulated in Theorem 1.1. To set up the relation,
let us consider the compositions (we will often write e˜k = e˜(k)):
DM
e˜k−→ DM×S2
e˜(d1,...,dn)×IdS2−−−−−−−−−−−→ DM×S1×S2
DM
e˜(d1 ,...,dn)−−−−−−−→ DM×S1
e˜k×IdS1−−−−−→ DM×S1×S2
and denote them by e˜(d1,...,dn) ◦ e˜k and e˜k ◦ e˜(d1,...,dn), respectively. In the formulas
above, we have S1 = S2 = S, but we use different notations just to emphasize
the fact the functor e˜(d1,...,dn) takes values in the first factor of S × S, while the
functor e˜k takes values in the second factor.
Proof. of Theorem 1.1: We will begin with the case n = 1, then n = 2 and
finally general n. The fact that the first fiber square in Proposition 2.21 is derived,
combined with Proposition 3.2, implies that the compositions e˜d ◦ e˜k and e˜k ◦ e˜d
are given by the following correspondences, respectively:
Ld1L
k
2

Z(x,y)
p−
""❊
❊❊
❊❊
❊❊
❊
p+×p
x
S×p
y
S
xxrrr
rr
rr
rr
r
M× S × S M
Lk1L
d
2

Z(y,x)
p−
""❊
❊❊
❊❊
❊❊
❊
p+×p
x
S×p
y
S
xxrrr
rr
rr
rr
r
M× S × S M
Above, we write pxS , p
y
S for the maps Z2 → S that remember the points x, y, respec-
tively. The way to interpret a diagram above as a functor is the following: start from
DM, pull-back to DZ2 , tensor by the line bundle on top, and then push-forward to
DM×S×S. For example, in the case of the first diagram, e˜d ◦ e˜k equals:
DM×S×S
(p+×p
x
S×p
y
S
)∗
←−−−−−−−−− D(Coh(Z(x,y)))
⊗Ld1L
k
2←−−−−− D(Perf(Z(x,y)))
p∗−
←−− DM
Note that the middle arrow consists of tensoring with a line bundle, followed by the
fully faithful map (3.1). This aspect is a necessary technicality, because the scheme
Z2 is not smooth (in the case at hand, we could have gotten away with only using
the category D(Coh) since the map p− is an l.c.i. morphism, but we will apply the
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notation above in situations where the morphism which plays the role of p− will
not be l.c.i.). Consider the scheme Y, together with the maps (2.45), (2.46):
Y
π↑
}}③③
③③
③③
③③
π↓
!!❉
❉❉
❉❉
❉❉
❉
Z(x,y) Z(y,x)
Because of Proposition 2.30, we have π↑∗(OY) = OZ(x,y) and π
↓
∗(OY) = OZ(y,x) in
the derived category. Therefore, the compositions e˜d ◦ e˜k and e˜k ◦ e˜d can be given
instead by the following correspondences:
Ld1L
k
2

Y
""❊
❊❊
❊❊
❊❊
❊❊
xxqqq
qq
qq
qq
qq
M× S × S M
L′1
kL′2
d

Y
##❍
❍❍
❍❍
❍❍
❍❍
xx♣♣♣
♣♣
♣♣
♣♣
♣♣
♣
M× S × S M
(the map that points left, respectively right, remembers the sheaf F0, respectively
F2 in the notation of (2.39)). Recall from (2.43) the identity L1L2 = L′1L
′
2 on Y.
The map of line bundles L1 → L′2 of (2.53) gives rise to maps:
(3.9)

Ld1L
k
2 → L
′
1
kL′2
d
if d > k
Ld1L
k
2 ← L
′
1
kL′2
d
if d < k
Ld1L
k
2
∼= L′1
kL′2
d
if d = k
which induces a natural transformation between the functors e˜d ◦ e˜k and e˜k ◦ e˜d,
as required in the second bullet of Theorem 1.1. To understand the cone of this
natural transformation, observe that the cone of the maps denoted by → and ← in
(3.9) has a filtration by:
(
La+1−k1 L
′
2
d−a−1 → La−k1 L
′
2
d−a
)
⊗ (L1L2)k with a ∈ {k, ..., d− 1} if d > k(
L′1
a−dLk−a2 ← L
′
1
a−d+1Lk−a−12
)
⊗ (L1L2)
d with a ∈ {d, ..., k − 1} if d < k
By Proposition 2.28, the cone of the maps denoted by → and ← is precisely the
line bundle La1L
d+k−a
2 on the scheme Z(x,x), where a goes over the indexing sets
featured in either of the two situations above. The correspondence:
La1L
d+k−a
2

Z(x,x)
p−
$$❏
❏❏
❏❏
❏❏
❏❏p+×p
x
S
xxqqq
qq
qq
qq
q
M× S × S M× S? _
∆oo M
is precisely ∆∗(e˜(a,d+k−a)), and this implies the third bullet in Theorem 1.1. The
proof of Theorem 1.1 in the case n = 1 is now complete.
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Let us now deal with the case n = 2. The fact that the third and fourth fiber
squares in Proposition 2.21 are derived, combined with Proposition 3.2, implies
that the compositions g0 = e˜(d1,d2) ◦ e˜k and g2 = e˜k ◦ e˜(d1,d2) are given by the
following correspondences:
Ld11 L
d2
2 L
k
3

Z(x,x,y)
p−
$$■
■■
■■
■■
■■p+×p
x
S×p
y
S
ww♦♦♦
♦♦
♦♦
♦♦
♦
M× S × S M
Lk1L
d1
2 L
d2
3

Z(y,x,x)
p−
$$■
■■
■■
■■
■■p+×p
x
S×p
y
S
ww♦♦♦
♦♦
♦♦
♦♦
♦
M× S × S M
respectively. The maps denoted by p+ and p− only remember the sheaves F0 and
F3, respectively, of points (F0 ⊂ ... ⊂ F3) of either Z(x,x,y) or Z(y,x,x). We will also
consider the functor g1 : DM → DM×S×S given by the following correspondence:
Ld11 L
k
2L
d2
3

Z(x,y,x)
p−
$$■
■■
■■
■■
■■p+×p
x
S×p
y
S
ww♦♦♦
♦♦
♦♦
♦♦
♦
M× S × S M
Because of Proposition 2.30, the functors g0 and g1 are given by the following
diagrams, respectively:
Ld11 L
d2
2 L
k
3

Y+
ww♦♦♦
♦♦
♦♦
♦♦
♦♦
♦

M× S × S M
and Ld11 L
′
2
kL′3
d2

Y+
 %%❑
❑❑
❑❑
❑❑
❑❑
❑
M× S × S M
while the functors g1 and g2 are given by the following diagrams, respectively:
Ld11 L
k
2L
d2
3

Y−
ww♦♦♦
♦♦
♦♦
♦♦
♦♦
♦

M× S × S M
and L′1
kL′2
d1Ld23

Y−
 %%❑❑
❑❑
❑❑
❑❑
❑❑
M× S × S M
Depending on whether d2 > k or d2 < k or d2 = k, we obtain natural transforma-
tions g0 → g1 or g0 ← g1 or g0 ∼= g1 by using the map (2.53) on the space Y+.
Similarly, depending on whether d1 > k or d1 < k or d1 = k, we obtain natural
transformations g1 → g2 or g1 ← g2 or g1 ∼= g2 by using the map (2.53) on the
HECKE CORRESPONDENCES FOR SMOOTH MODULI SPACES OF SHEAVES 27
space Y−. This establishes the second bullet of Theorem 1.1. To prove the third
bullet, one needs to proceed as in the n = 1 case, and we will present the detailed
argument for the natural transformation g0 → g1 in the case d2 > k. The cone of
this natural transformation arises from the cone of the map of line bundles:
Ld11 ⊗
(
Ld22 L
k
3 → L
′
2
k
L′3
d2
)
on Y+, which in turn has a filtration in terms of the cones:
(3.10) Ld11 L
a
2L
k
3L
′
3
d2−a ⊗
(
L2
L′3
→ O
)
as a ∈ {k, ..., d2 − 1}
The analogue of Proposition 2.28 for Y+ instead of Y implies that the cone of the
map (3.10) is the structure sheaf of the subscheme Z(x,x,x) →֒ Y+ given by the
condition x = y and F2 = F ′2. Therefore, the cone in (3.10) is the correspondence
Ld11 L
a
2L
d+k−a
3 on Z(x,x,x). Since the second fiber square in Proposition 2.21
is derived, the functor DM → DM×S×S induced by this correspondence is
∆∗(e˜(d1,a,d2+k−a)), precisely as stipulated by the third bullet of Theorem 1.1.
Now that we have established Theorem 1.1 for n = 1 and n = 2, let us tackle the
case of general n. Consider the functors g0 = e˜(d1,...,dn) ◦ e˜k and gn = e˜k ◦ e˜(d1,...,dn).
For any i ∈ {1, ..., n− 1} let gi denote the following composition:
DM
p∗−

DZ1
ρ∗−
xx♣♣♣
♣♣
♣♣
♣♣
♣♣
DZ1 . . . DZ1
⊗Ldi+1oo DZ1
π+∗π
∗
−oo DZ1
⊗Ldnoo
D(Perf(Z(x,y,x)))
⊗Lkmid
--❩❩❩❩❩❩❩
❩❩❩❩❩❩
❩❩❩❩❩❩
❩❩❩❩❩❩
❩❩❩❩❩❩
❩❩❩❩❩❩
❩❩❩❩❩
D(Coh(Z(x,y,x)))
ρ+∗
xx♣♣♣
♣♣
♣♣
♣♣
♣♣
DZ1
(p+×pS)∗

DZ1
⊗Ld1oo DZ1 . . . DZ1
π+∗π
∗
−oo DZ1
⊗Ldioo
DM×S
where we consider the maps ρ± and the line bundle Lmid as in the following diagram:
Lmid

Z(x,y,x)
ρ+
{{①①
①①
①①
①① ρ−
##❋
❋❋
❋❋
❋❋
❋
Z1 Z1
RΓ(S,F2/F1)

F0 ⊂x F1 ⊂y F2 ⊂x F3
uu❦❦❦
❦❦❦
❦❦❦
❦❦❦
❦
))❙❙
❙❙❙
❙❙❙
❙❙❙
❙❙
F0 ⊂x F1 F2 ⊂x F3
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The required statements about the natural transformations g0 ↔ g1 and gn−1 ↔ gn
are proved just like in the case n = 2 in the previous paragraph. Similarly, the
required statements about the natural transformations gi−1 ↔ gi are all proved
just like in the case n = 3 and i = 2, which we will now explain. According to the
diagram above, g1 is given by the correspondence:
Lkmid

Ld1

Z(x,y,x)
ρ+
xxqqq
qq
qq
qq
qq ρ−
##●
●●
●●
●●
●●
Ld2

Z(x,x)
π+
||②②
②②
②②
②② π−
""❊
❊❊
❊❊
❊❊
❊
Ld3

Z1
p+×p
x
S×p
y
S

Z1 Z1
p−

M× S × S M
One should read the diagram above as inducing a functor DM → DM×S×S by
composing the pull-back and push-forward functors corresponding to the solid ar-
rows, read right-to-left, all the while at every step tensoring by the line bundle
which is displayed with a dotted line above every space. Similarly, g2 is given by
the correspondence:
Lkmid

Ld1

Z(x,x)
π+
yyrrr
rr
rr
rr
rr π−
""❊
❊❊
❊❊
❊❊
❊
Ld2

Z(x,y,x)
ρ+
{{✇✇
✇✇
✇✇
✇✇
✇ ρ−
##●
●●
●●
●●
●●
Ld3

Z1
p+×p
x
S×p
y
S

Z1 Z1
p−

M× S × S M
Because the last two squares in Proposition 2.21 are derived, we may invoke Propo-
sition 3.2 in order to conclude that g1 and g2 are given by the following correspon-
dences:
Ld11 L
k
2L
d2
3 L
d3
4

Z(x,y,x,x)
vv♥♥♥
♥♥
♥♥
♥♥
♥♥

M× S × S M
and Ld11 L
d2
2 L
′k
3 L
d3
4

Z(x,x,y,x)
 &&▲▲
▲▲
▲▲
▲▲
▲▲
M× S × S M
respectively. However, Proposition 2.30 applied toY−+ implies that we may replace
the line bundles above on Z(x,y,x,x) and Z(x,x,y,x) by their pullbacks to Y−+ with-
out changing the correspondences. Therefore, the required natural transformation
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between g1 and g2 is induced by a map of line bundles:
Ld11 L
k
2L
d2
3 L
d3
4 and L
d1
1 L
′
2
d2L′3
k
Ld34
on Y−+. The construction of this map, as well as showing that its cone has the
properties stipulated in the third bullet of Theorem 1.1, uses the map (2.53) in the
same way as we have already seen in the cases n = 1 and n = 2.

3.8. At the level of K–theory, the functors (3.7) and (3.8) give rise to maps:
(3.11) e(d1,...,dn) : KM → KM×S
(3.12) f(d1,...,dn) : KM → KM×S
for all d1, ..., dn ∈ Z. We also consider the maps:
(3.13) h±(z) =
∞∑
k=0
h±k : KM → KM×S [[z
∓1]]
given by the composition:
KM
pull-back
−−−−−−→ KM×S
multiplication by ∧•(U(q−1)/z)
−−−−−−−−−−−−−−−−−−−−→ KM×S
Here, we recall that U is the universal sheaf on M× S, and q = [KS ] ∈ KS (we
abuse notation and use the symbol q also for the pull-back of the canonical line
bundle to KM×S). The meaning of the wedge power is the following. Proposition
2.11 allows one to write [U ] = [V ]− [W ] ∈ KM×S, where V and W are locally free
sheaves. Since the total exterior power is supposed to be multiplicative, we define:
∧•
(
U(q − 1)
z
)
=
∧•(Vq/z) ∧• (W/z)
∧•(V/z) ∧• (Wq/z)
∈ KM×S(z), where ∧
•
(
V
z
)
=
rank V∑
i=0
[∧iV ]
zi
We showed in [19] that the operators (3.11), (3.12), (3.13) satisfy the relations:
(3.14) ∧•
(
−
w
z
· O∆
)( ∞∑
k=−∞
ek
zk
)
h±(w) = ∧•
(
−
z
w
· O∆
)
h±(w)
(
∞∑
k=−∞
ek
zk
)
(3.15) ∧•
(
−
z
w
· O∆
)( ∞∑
k=−∞
fk
zk
)
h±(w) = ∧•
(
−
w
z
· O∆
)
h±(w)
(
∞∑
k=−∞
fk
zk
)
(3.16)
[
∞∑
k=−∞
ek
zk
,
∞∑
l=−∞
fl
wl
]
=
(
∞∑
k=−∞
zk
wk
)
∆∗
(
h+(z)− h−(w)
1− q
)
where O∆ is the K–theory class of the diagonal inside S × S. The way to turn
the bi-infinite series above into concrete equalities satisfied by the operators (3.11),
(3.12), (3.13) is explained in loc. cit. As a consequence of Theorem 1.1, we conclude
that these operators also satisfy the following relations:
(3.17)
[e(d1,...,dn), ek] = ∆∗
n∑
i=1

−
∑
k≤a<di
e(d1,...,di−1,a,di+k−a,di+1,...dn) if di > k
∑
di≤a<k
e(d1,...,di−1,a,di+k−a,di+1,...dn) if di < k
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and the opposite Lie bracket relations for the commutator of f(d1,...,dn) with fk.
4. The A action
4.1. We will now recall the algebraic structure that governs the composition of
the operators (3.11), (3.12), (3.13). Our presentation will be an adaptation of [4]
and [16]. Consider two formal parameters q1 and q2, let q = q1q2 and define:
[n] = 1 + q−1 + ...+ q−n+1
Throughout this paper, we will often encounter the ring:
(4.1) K = Z[q±11 , q
±1
2 ]
Sym
([1],[2],[3],...)
where Sym refers to Laurent polynomials which are symmetric in q1 and q2.
Definition 4.2. ([22]) Consider the K–algebra A with generators:
{Ek, Fk, H
±
l }k∈Z,l∈N
modulo the following relations:
(4.2) (z − wq1)(z − wq2)
(
z −
w
q
)
E(z)E(w) =
=
(
z −
w
q1
)(
z −
w
q2
)
(z − wq)E(w)E(z)
(4.3) (z − wq1)(z − wq2)
(
z −
w
q
)
E(z)H±(w) =
=
(
z −
w
q1
)(
z −
w
q2
)
(z − wq)H±(w)E(z)
(4.4) [[Ek+1, Ek−1], Ek] = 0 ∀ k ∈ Z
together with the opposite relations for F (z) instead of E(z), as well as:
(4.5) [E(z), F (w)] = δ
( z
w
)
(1− q1)(1 − q2)
(
H+(z)−H−(w)
1− q
)
where:
E(z) =
∑
k∈Z
Ek
zk
, F (z) =
∑
k∈Z
Fk
zk
, H±(z) =
∑
l∈N∪{0}
H±l
zl
We will set H+0 = c and H
−
0 = 1, and note that c is a central element of A.
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4.3. The algebra A is known by many names, including the Ding-Iohara-Miki
algebra ([8], [14]), the double shuffle algebra ([9]), the stable limit of trigonometric
DAHA ([5]), and many other incarnations in representation theory and mathemat-
ical physics. However, the main description we will be concerned with is that of
the elliptic Hall algebra of [4]. Specifically, the following is the main Theorem of [22]:
Theorem 4.4. The algebra A is isomorphic to the elliptic Hall algebra of [4], i.e.
there exist elements En,k ∈ A for all vectors (n, k) ∈ Z2\(0, 0) determined by:
E−1,k = Ek, E1,k = Fk
for all k ∈ Z, and:
(4.6)
1 +
∑∞
l=1
E0,±l
(−zq)±l
1 +
∑∞
l=1
E0,±l
(−z)±l
= H±(z)
The ideal of relations among the En,k’s is generated by the following relations:
(4.7) [En,k, En′,k′ ] = (1− q1)(1 − q2) t≥1,∑ni=n+n′,∑ ki=k+k′∑
(n,k)y(n1,k1)y...y(nt,kt)y(n′,k′)
En1,k1 ...Ent,kt · coeff

for any lattice points (n, k)y(n′, k′) (the notation y means that we can obtain the
vector (n′, k′) from (n, k) by rotating clockwise without crossing the negative y axis).
We will not need to know the exact coefficients ∈ K which appear in the right-hand
side of (4.7), and refer the reader to [18], [19], [20] for our conventions, which are
somewhat different from those of [4]. We note that relations (4.7) are almost SL2(Z)
invariant, which was one of the key features of [4], where they were introduced. If
the triangle with vertices (0, 0), (n, k), (n + n′, k + k′) has no lattice points inside
and on any of the edges, then (4.7) takes the following simple form:
(4.8) [En,k, En′,k′ ] = (1− q1)(1 − q2)En+n′,k+k′
Formula (4.8) shows how any En,k can be obtained from successive commutators
of E±1,k, at least when gcd(n, k) = 1 (there is a similar formula in [4] which deals
with the non coprime case, see [20] for our conventions).
Remark 4.5. Another important case of (4.7) is when (n, k) and (n′, k′) are
collinear. In order to state the relation, let us set for any coprime integers n, k:
exp
(
−
∞∑
s=1
Pns,ks
sxs
)
= 1 +
∞∑
s=1
Ens,ks
(−x)s
Then the elements Pn,k ∈ A defined by the formula above are multiples of the
generators considered in [4] (see [18] for a formula of the precise multiple). In
terms of the Pn,k’s, formula (4.7) when (n, k) and (n
′, k′) are proportional reads:
(4.9) [Pn,k, Pn′,k′ ] = δ
0
k+k′(1 − q
s
1)(1 − q
s
2) ·
s(−sign k)(1 − c−|k|)
1− q−s
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where s = gcd(n, k). In all representations considered in the present paper, we will
set c = qr for a natural number r (called the “level” of the representation) and
therefore the fraction in (4.9) is an element of K. As a consequence of this fact, we
conclude that the algebra A contains a deformed Heisenberg algebra for any slope kn .
4.6. In [16], we defined elements (albeit denoted differently):
(4.10)
{
E(d1,...,dn)
}
d1,...,dn∈Z
∈ A
for all d1, ..., dn ∈ Z, completely determined by the following properties:
(4.11) E(d1,...,dn)E(d′1,...,d′n′)
= E(d1,...,dn,d′1,...,d′n′)
− q ·E(d1,...,dn−1,d′1+1,...,d′n′)
as well as:
(4.12) E−n,k = q
gcd(n,k)−1E(d1,...,dn) where di =
⌈
ki
n
⌉
−
⌈
k(i− 1)
n
⌉
+ δni − δ
1
i
One can also define elements F(d1,...,dn) instead of E(d1,...,dn) by replacing E−n,k
with En,k in (4.12), but the definition is completely analogous. The elements
(4.10) are natural to consider from the point of view of the isomorphism between A
and a double shuffle algebra (see loc. cit.), and this allows us to prove the following:
Proposition 4.7. For any d1, ..., dn, k ∈ Z, we have (note that E(k) = Ek):
(4.13) [E(d1,...,dn), Ek] = (1− q1)(1 − q2)
n∑
i=1

∑
di≤a<k
E(d1,...,di−1,a,di+k−a,di+1,...dn) if di < k
−
∑
k≤a<di
E(d1,...,di−1,a,di+k−a,di+1,...dn) if di > k
There is no summand corresponding to any i such that di = k.
Proposition 4.7 may be proved by embedding the negative half of A (i.e. the
subalgebra generated by {Ek}k∈Z) in the algebra Aq,t of [6] via the last formula
of loc. cit. Alternatively, we recall that that the elliptic Hall algebra A acts on
the K–theory of the moduli space of rank r framed sheaves on C2 ([10], [23], see
[17] for our conventions). This statement may be interpreted as an equivariant
version of the results in the present paper, and our proof carries through in the
equivariant case. Therefore, (3.17) implies that relation (4.13) holds in the level r
representation of A. Since any non-zero element of A acts non-trivially in some
level r representation for r large enough, this implies that relations (4.13) hold in A.
Proposition 4.8. Relations (4.2) and (4.4) both follow from (4.13).
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Proof. Taking the coefficient of z−mw−n in relation (4.2) shows it is equivalent to:(
Em+3En −
Em+2En+1
q
)
− (q1 + q2)
(
Em+2En+1 −
Em+1En+2
q
)
+
+ (qEm+1En+2 − EmEn+3) = (EnEm+3 − qEn+1Em+2)−
− (q1 + q2)
(
En+1Em+2
q
− En+2Em+1
)
+
(
En+2Em+1
q
− En+3Em
)
for all m,n ∈ Z. We may rewrite the relation above as:[
Em+3En − Em+2En+1
(
1
q
+ 1 + q
)
+ Em+1En+2
(
1
q
+ 1 + q
)
− EmEn+3
]
−
−
[
EnEm+3 − En+1Em+2
(
1
q
+ 1 + q
)
+ En+2Em+1
(
1
q
+ 1 + q
)
− En+3Em
]
=
= (1− q1)(1 − q2)
(
En+1Em+2
q
− En+2Em+1 − Em+2En+1 +
Em+1En+2
q
)
In the right-hand side, we may convert every EmEn into E(m,n)−qE(m−1,n+1) using
relation (4.11), and so the formula above becomes equivalent to:
[Em+3, En]−
(
1
q
+ 1 + q
)
[Em+2, En+1]+
(
1
q
+ 1 + q
)
[Em+1, En+2]−[Em, En+3] =
= (1 − q1)(1 − q2)·[
(E(n+1,m+2) + E(m+1,n+2))
(
1
q
+ q
)
− E(n,m+3) − E(n+2,m+1) − E(m+2,n+1) − E(m,n+3)
]
It is easy to check that the formula above follows by applying (4.13) to the four Lie
brackets in the left-hand side. As for (4.4), it follows from the fact that:
[Ek−1, Ek+1] = E(k−1,k+1) + E(k,k)
together with:
[E(k−1,k+1)+E(k,k), Ek] = [E(k−1,k+1), Ek]+[E(k,k), Ek] = E(k−1,k,k+1)−E(k−1,k,k+1) = 0
both of which are special cases of (4.13).

4.9. We would like to compare the abstract algebra elements E(d1,...,dn) ∈ A of
the previous Subsections with the explicit maps e(d1,...,dn) : KM → KM×S from
Subsection 3.8. The goal would be to say that we have an action of the algebra A
on KM, but this statement requires care: taken literally, having an action means
that any element of A gives rise to a homomorphism KM → KM. In formula
(3.11), we see that this is not quite the case, so we must adapt the notion of “action”:
Definition 4.10. For any group homomorphisms x, y : KM → KM×S, define:
xy|∆ =
{
KM
y
−→ KM×S
x×IdS−−−−→ KM×S×S
IdM×∆
∗
−−−−−−→ KM×S
}
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where ∆ : S →֒ S × S is the diagonal embedding. Also define:
[x, y] =
{
KM
y
−→ KM×S2
x×IdS2−−−−−→ KM×S1×S2
}
−
−
{
KM
x
−→ KM×S1
y×IdS1−−−−−→ KM×S1×S2
}
where S1 = S2 = S, but we use different labels in order to emphasize the fact that
x always acts in the first factor of S and y always acts in the second factor.
The notions in Definition 4.10 satisfy associativity, in the sense that:
(4.14) (xy|∆)z|∆ = x(yz|∆)|∆
as homomorphisms KM → KM×S . Therefore, we will unambiguously use the
notation xyz|∆. We also have the following version of the Jacobi identity:
(4.15) [[x, y], z] + [[y, z], x] + [[z, x], y] = 0
as homomorphisms KM → KM×S×S×S.
Definition 4.11. If two homomorphisms x, y : KM → KM×S satisfy
(4.16) [x, y] = ∆∗(z)
for some homomorphism z : KM → KM×S, we will write:
(4.17) [x, y]red = z
Note that formula (4.17) is unambiguous, since ∆∗ : KS → KS×S is injective (as it
has a left inverse given by projection to the first factor), and so z in (4.16) is unique.
We have the following version of the Leibniz rule:
(4.18) [x, yz|∆]red = [x, y]redz|∆ + y[x, z]red|∆
which is an equality of homomorphisms KM → KM×S . Formula (4.18) follows
from base change in the derived fiber square:
S _
∆

  ∆ // S × S _
∆×IdS

S × S 
IdS×∆// S × S × S
(IdS ×∆)
∗ ◦ (∆× IdS)∗ = ∆∗ ◦∆
∗
and we leave the details to the interested reader. Similarly, (4.15) implies:
(4.19) [[x, y]red, z]red + [[y, z]red, x]red + [[z, x]red, y]red = 0
as homomorphisms KM → KM×S.
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4.12. For the remainder of the paper, the parameters q1, q2 over which the algebra
A is defined will be specialized to:
q1 + q2 = [Ω
1
S ], q = q1q2 = [KS ]
in the ring KS. Hence all symmetric polynomials in q1, q2 are elements of KS,
which gives rise to a ring homomorphism:
K→ KS
where K is the ring (4.1). In order for the ring homomorphism above to be well-
defined, we need the quantity 1+ q−1 + ...+ q−n+1 to be invertible in KS, and the
solution to achieving this is to work with K-theory with Q coefficients (indeed, q
is unipotent in KS , so 1 + q
−1 + ...+ q−n+1 is equal to n times a unit). Define:
[x, y]red =
[x, y]
(1− q1)(1 − q2)
for all x, y ∈ A, and note that the right-hand side is well-defined due to the
fact that all commutators in the algebra A are multiples of (1−q1)(1−q2), see (4.7).
Definition 4.13. An action Ay KM is an abelian group homomorphism:
(4.20) A
Φ
−→ Hom(KM,KM×S)
such that for all x, y ∈ A, we have:
(4.21) Φ(xy) = Φ(x)Φ(y)|∆
(4.22) [Φ(x),Φ(y)]red = Φ([x, y]red)
The compatibility of relations (4.21) and (4.22) is visible when restricting the latter
formula to the diagonal ∆ : S →֒ S × S:
Φ(x)Φ(y)|∆ − Φ(y)Φ(x)|∆ = ∆
∗∆∗
[
Φ
(
xy − yx
(1− q1)(1 − q2)
)]
=
(4.23) = Φ
(
xy − yx
(1 − q1)(1− q2)
)
· ∧•(N∨∆→֒S×S) = Φ(xy − yx)
because the normal bundle N∆→֒S×S is isomorphic to the tangent bundle to S,
hence the exterior algebra of its dual equals (1− q1)(1 − q2) = [∧•(Ω1S)].
Theorem 4.14. There exists an action Ay KM as in Definition 4.13, where:
Φ(E(d1,...,dn)) = e(d1,...,dn) and Φ(F(d1,...,dn)) = f(d1,...,dn)
Moreover, the series H±(z) ∈ A of (4.6) act by (3.13).
Proof. Recall from [4] that a K-basis of A is given by:
(4.24) Ev = En1,k1 ...Ent,kt
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as v = {(n1, k1), ..., (nt, kt)} goes over all convex paths of lattice points, i.e. such
that the slopes ki/ni are ordered clockwise starting from the negative y axis (for-
mula (4.9) implies that it doesn’t matter how we order En,k’s with the same slope).
Therefore, we define the action Φ : A → End(KM,KM×S) by:
Φ(E−n,k) = q
gcd(n,k)−1e(d1,...,dn) of (3.11)
Φ(En,k) = q
gcd(n,k)−1f(d1,...,dn) of (3.12)
for any n > 0, k ∈ Z, where di =
⌈
ki
n
⌉
−
⌈
k(i−1)
n
⌉
+ δni − δ
1
i . Moreover:
Φ(E0,k) = multiplication by ∧
k (U)
Then requirement (4.21) forces us to choose:
Φ(Ev) = Φ(En1,k1)...Φ(Ent,kt)
∣∣∣
∆
Together with K-linearity, this completely determines Φ.
Claim 4.15. It suffices to prove that, for any (n, k)y(n′, k′), we have:
(4.25) [Φ(En,k),Φ(En′,k′)]red =
=
t≥1,
∑
ni=n+n
′,
∑
ki=k+k
′∑
(n,k)y(n1,k1)y...y(nt,kt)y(n′,k′)
Φ(En1,k1)...Φ(Ent,kt)|∆ · coeff
where the coefficients in the right-hand side are the same ones as in (4.7).
Indeed, let us show that (4.25) implies that Φ satisfies properties (4.21), by using
the “straightening” argument of [4]. One may define the elements (4.24) of A for
an arbitrary path v of lattice points. The convexification of v is the path consisting
of the same collection of lattice points, but ordered in clockwise order of slope,
starting from the negative y axis. The area of a path, denoted by a(v), is defined as
the area between the path v and its convexification. Therefore, we will show that:
(4.26) Φ(Ev) = Φ(En1,k1)...Φ(Ent,kt)|∆
holds for an arbitrary path v, by induction on a(v) (this claim will establish (4.21)).
The base case is when a(v) = 0, i.e. v is already convex, in which case (4.26) is
simply the definition of Φ(Ev). A non-convex path v may be written as:
v =
{
..., (ni, ki), (ni+1, ki+1), ...
}
for some i such that ki/ni < ki+1/ni+1. Let v
′ denote the path obtained from v
by switching the lattice points (ni, ki) and (ni+1, ki+1). It is elementary to observe
that a(v′) < a(v), and moreover the straightening argument of [4] shows that:
(4.27) Ev = Ev′ + (1− q1)(1 − q2)
∑
v′′
Ev′′ · coeff
where the sum goes over paths with a(v′′) < a(v), and the coefficients are induced
by (4.7). Because of (4.25) and the induction hypothesis, we have:
...Φ(Eni,ki)Φ(Eni+1,ki+1)...|∆ = Φ(Ev′) + ∧
•(N∨∆→֒S×S)
∑
v′′
Φ(Ev′′ ) · coeff
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where the coefficients in the right-hand side are the same ones as in (4.27) (indeed,
the two computations take as inputs (4.7) and (4.25), respectively). The two
displays above prove the induction step in (4.26). One proves that (4.22) by an
analogous straightening argument, and we leave the details to the interested reader.
To prove Claim 4.15, we will follow the argument of [22], who showed explicitly
how to obtain the commutation relations (4.7) from relations (4.2)–(4.5). The
fact that the latter relations hold at the level of the operators KM → KM×S
is a consequence of (3.14)–(3.16) (which were proved in [19]) and (3.17) (in-
deed, the proof of Proposition 4.8 shows how relations (3.17) imply (4.2) and (4.4)).
One proves (4.25) by induction on the area of the non-convex path {(n′, k′), (n, k)}.
To this end, the strategy of [22] is to find a triangle of minimal area with (n′, k′)
as a base, denote the other two edges of this triangle by (n1, k1) and (n2, k2), and
then the induction hypothesis shows that the LHS of (4.25) may be represented as:
(4.28) [[Φ(En1,k1),Φ(En2,k2)]red,Φ(En,k)]red
By the Jacobi identity (4.19), one may rearrange the double Lie bracket as a sum
of two other double Lie brackets, and [22] shows that the corresponding paths
have smaller area. Therefore, one may compute them via the induction hypothesis
of (4.25), and this establishes the induction step.
Presenting the details behind the argument in the previous paragraph would simply
require us to restate much of the main theorem of [22], which consists of quite
intricate combinatorics. Since our repeating the argument of loc. cit. would not
add any value, we will instead illustrate the process in a particular case in which the
formulas can be written explicitly, namely (n, k) = (−2, 1) and (n′, k′) = (−3, 1):
(4.29) [Φ(E−3,1),Φ(E−2,1)]red = Φ(E−5,2)
Let us prove (4.29) by using only relations (3.17). Recall that Φ(E−3,1) = e(0,0,1)
and Φ(E−2,1) = e(0,1) = [e0, e1]red, where the latter equality can be seen either as
a special case of (3.17) or as (4.25) for pairs of lattice points of smaller size than
(−2, 1) and (−3, 1). Therefore, the left-hand side of (4.29) equals:
[e(0,0,1), [e0, e1]red]red
(4.19)
= −[e0, [e1, e(0,0,1)]red]red − [e1, [e(0,0,1), e0]red]red
(3.17)
=
(3.17)
= [e0, e(0,1,0,1)]red + [e0, e(0,0,1,1)]red + [e1, e(0,0,0,1)]red
(3.17)
= e(0,0,1,0,1)+
+e(0,1,0,0,1) + e(0,0,0,1,1) + e(0,0,1,0,1) − e(0,1,0,0,1) − e(0,0,1,0,1) − e(0,0,0,1,1)
After simplification, the above equals e(0,0,1,0,1) = Φ(E−5,2). This precisely matches
the right-hand side of (4.25), since the precise coefficients are governed by (4.8).

5. Appendix
5.1. Any stable sheaf F of rank r > 0 on a smooth surface is torsion-free, hence it
injects into its double dual F →֒ F∨∨. The double dual is a reflexive sheaf, hence
locally free (over a smooth surface). Therefore, we have an injection:
(5.1) F →֒ V
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with V locally free. Assumption A implies that F is stable iff V is stable (see
Proposition 5.5 of [19]), and since stable sheaves over an algebraically closed field
are simple, this implies that the inclusion (5.1) is unique up to constant multiple.
The quotient V/F is supported at finitely many closed points x1, ..., xk ∈ S, hence:
(5.2) V/F ∼= Q1 ⊕ ...⊕Qk
where Qi is a finite length sheaf supported at the closed point xi ∈ S. The length
di of the sheaf Qi is called the defect of F at the point xi, since it measures how
far F is from being locally free in the vicinity of xi.
Definition 5.2. Let Quotd denote the moduli space of quotients of a rank r locally
free sheaf V, which have length d and are supported at a single closed point x ∈ S.
As the notation suggests, the variety Quotd does not depend (up to isomorphism)
on the choices of V , x, S, as long as the latter is a smooth surface.
Theorem 5.3. ([2]) If d > 0, Quotd is irreducible of dimension rd− 1.
In order to produce a stable sheaf F with prescribed defects at finitely many points
of S, one must start from a locally free sheaf V and modify it according to a point
in the irreducible algebraic variety Quotd1 × ...×Quotdk . If we let:
(5.3) (M× Sk)def d1,...,dk ⊂M× Sk
denote the locally closed subscheme of sheaves with defects d1, ..., dk at given
distinct points x1, ..., xk, then the inclusion (5.3) has codimension r(d1+...+dk)+k.
5.4. We will now prove several technical results about the schemes:
(5.4) Zλ =
{
(F0 ⊂x1 F1 ⊂x2 ... ⊂xn Fn) such that xi = xj if i ∼ j in λ
}
where λ is a set partition of size n. Assume that the set partition λ consists of k
different parts with multiplicities n1, ..., nk, and we will use the notation x1, ..., xk
for the points of S corresponding to the distinct parts of λ. All the sheaves in a
flag (5.4) have isomorphic double duals, hence they are all contained in one and
the same locally free sheaf V . Therefore, we let:
Z
def d1,...,dk
λ ⊂ Zλ
be the locally closed subscheme where the support points x1, ..., xk ∈ S of the flag
(5.4) are all distinct, and the sheaf Fn has defect di at the point xi for all i.
Definition 5.5. Let Quotd,...,d+n denote the moduli space of quotients:
V ։ Qd+n ։ ...։ Qd
where V is locally free, and the sheaves Qd+n, ...,Qd have lengths d + n, ..., d,
respectively, and are supported at one and the same closed point x ∈ S.
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We will give an explicit construction for Quotd,...,d+n in the next Subsection, as
well as some dimension estimates when n is small (as opposed from the scheme
in Definition 5.2, their dimensions grow wildly for large n, and they are far from
being irreducible). The construction will not depend on V , x, S, and it will be
clear that the same principle as in the previous Subsection applies:
• to construct a flag (5.4), one starts from a locally free sheaf V
• one chooses distinct x1, ..., xk ∈ S, and then picks a point in the variety:
Quotd1,...,d1+n1 × ...×Quotdk,...,dk+nk
As a consequence of the principle above, we obtain the following:
Corollary 5.6. For any sequence of defects d1, ..., dk ∈ N⊔{0} and any set partition
λ whose parts have multiplicities n1, ..., nk ∈ N, we have:
(5.5) dimZdef d1,...,dkλ ≤ const + r(c
first
2 + c
last
2 ) + k+
+
k∑
i=1
(
dimQuotdi,...,di+ni + 1− 2rdi − rni
)
where cfirst2 , c
last
2 are the second Chern classes of the sheaves labeled F0 and Fn in
(5.4), and const denotes the same constant that appears in (2.9).
Proof. Because the second Chern class of the locally free sheaf V is:
c2 = c
last
2 −
k∑
i=1
di = c
first
2 −
k∑
i=1
(di + ni)
the dimension of the moduli space parametrizing the locally free sheaf V is:
const + r(cfirst2 + c
last
2 )− r
k∑
i=1
(2di + ni)
The choice of the support points x1, ..., xk adds 2k dimensions, and the choice of
points in the flag adds
∑k
i=1 dimQuotdi,...,di+ni dimensions to our estimate, as
explained in the sequence of bullets right before the statement of the Corollary.

5.7. Let us now describe the schemes Quotd and Quotd,...,d+n explicitly. Since
these do not depend on the choice of locally free sheaf, or of a closed point on a
smooth surface, we may as well consider S = A2 and x = (0, 0). Therefore:
Quotd =
{
O⊕r
A2
։ Q, length Q = d, supp Q = (0, 0)
}
Quotd,...,d+n =
{
O⊕r
A2
։ Qd+n ։ ...։ Qd, length Qi = i, supp Qi = (0, 0)
}
As a vector space, we may consider isomorphisms Qi ∼= Ci, and the OA2 = C[x, y]
module structure on Ci can be packaged by providing two nilpotent commuting
endomorphisms X,Y ∈ End(Ci). A surjective homomorphism O⊕r
A2
։ Qi is the
same datum as r vectors v1, ..., vr ∈ C
i which are cyclic. Recall that cyclicity means
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that the vector space Ci is generated by polynomials in X and Y acting on linear
combinations of v1, ..., vr. We will often package this datum as a single i×r matrix:
v = (v1, ..., vi) ∈ Hom(C
r,Ci)
Let End0(C
i) denote the vector space of nilpotent endomorphisms of Ci. Then:
Quotd =
{
(X,Y, v) ∈ End0(C
d)×
× End0(C
d)×Hom(Cr,Cd) s.t. [X,Y ] = 0, v cyclic
}
/G
where we quotient by the G = GLd action in order to factor out the ambiguity of
the chosen isomorphism Qi ∼= Ci. Explicitly, g ∈ G acts by:
(X,Y, v) (gXg−1, gY g−1, gv)
and the cyclicity of v implies that the G action is free. The quotient by G is
geometric, because the fact that we restrict to the open subscheme of cyclic triples
(X,Y, v) is precisely equivalent to restricting to the locus of stable points (as in
geometric invariant theory) with respect to the determinant character. Similarly:
Quotd,...,d+n =
{
(X,Y, v) ∈ End0(C
d+n
։ ...։ Cd)×
× End0(C
d+n
։ ...։ Cd)×Hom(Cr,Cd+n) s.t. [X,Y ] = 0, v cyclic
}
/P
where End0(C
d+n
։ ...։ Cd) denotes the vector space of endomorphisms of Cd+n
which preserve a fixed flag of quotients (and similarly, P ⊂ GLd+n denotes the
subgroup of automorphisms with the same property) and induce the zero action on
the 1-dimensional subspaces (Ker Ci+1 ։ Ci). If one is apprehensive about taking
the quotient of a quasiprojective algebraic variety by the parabolic group P , then
one must employ the following trick. Instead of fixing a flag of quotients, let it vary
and replace the datum (X,Y, v) by:
(X,Y, v,Cd+n ։ Vd+n−1 ։ ...։ Vd)
where dimVi = i and the maps X and Y are required to preserve the flag
{Vi}d≤i<d+n. Then the P quotient should be replaced by a GLd+n quotient. We
will refrain from making this modification, so as to keep the presentation clear.
5.8. We fix a basis of Ci so that the endomorphism X takes the form:
(5.6)

∗ ∗ 0 0 0
∗ ∗ 0 0 0
∗ ∗ 0 0 0
∗ ∗ ∗ 0 0
∗ ∗ ∗ ∗ 0
 =
(
X0 0
x X ′
)
where the block in the top left is an d× d matrix, and the lower triangular block in
the bottom right is n× n. We will use the notations X0, x,X ′ for the three blocks,
as pictured above, and employ the analogous notations for Y . By analogy with the
constructions in Subsection 5.7, we define the algebraic variety:
Commn =
{
(X,Y ) ∈ End0(C
n
։ ...։ C1)×End0(C
n
։ ...։ C1) s.t. [X,Y ] = 0
}
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and the stack:
Stackn = Commn/B
where B ⊂ GLn denotes the Borel subgroup of lower triangular matrices. The
variety Commn has been studied in the literature, and we refer the reader to [3] for
a survey, where the author proves that the dimension and number of irreducible
components of Commn grow wildly as n increases. However, we are interested only
in the particular cases n ∈ {1, 2, 3, 4}, when this variety is behaved rather mildly:
Proposition 5.9. When n ≤ 3, the variety Commn is irreducible of dimension:
n(n+ 1)
2
− 1 = dimB − 1
When n = 4, it has the dimension above, but consists of two irreducible components.
For example, we have:
Comm3 = Spec C[x21, x31, x32, y21, y31, y32]/(x21y32 − x32y21)
the intuition being that {xij , yij}3≥i>j≥1 are the entries of the matrices X and Y ,
and the expression x21y32 − x32y21 is the only non-zero entry of the commutator
[X,Y ]. Similarly, Comm4 is a subvariety of affine space with 12 coordinates
{xij , yij}4≥i>j≥1, cut out by 3 equations. Its irreducible components are given by:
• the subvariety Z1 ⊂ Comm4 cut out by x32 = y32 = 0. Note that 2 of the
3 sub-diagonal coefficients of [X,Y ] vanish identically on Z1, thus:
dimZ1 = 10− 1 = 9
• the subvariety Z2 ⊂ Comm4 is the closure of the locus (x32, y32) 6= (0, 0),
and it is not hard to observe that:
dimZ2 = 12− 3 = 9
It is straightforward to prove that Comm4 is generically reduced. Its singular
locus is precisely the intersection Z1 ∩ Z2, which is codimension 1 in Comm4.
5.10. Consider the natural map (notation as in (5.6)):
(5.7) Quotd,...,d+n
ζ

Quotd × Stackn
(X,Y, v) (X0, Y0, v0)× (X
′, Y ′)
where v0 ∈ Hom(Cr,Cd) is the projection of the cyclic vector v ∈ Hom(Cr,Cd+n)
onto the quotient Cd+n ։ Cd (it is easy to see that projection preserves cyclicity).
Proposition 5.11. We have the following dimension estimate:
(5.8) dimQuotd,...,d+n ≤ dimQuotd + dimStackn + r(d + n)
for any d ≥ 0 and n ∈ {1, 2, 3, 4}.
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Combining Theorem 5.3 with Propositions 5.9 and 5.11, we conclude that:
dimQuotd,...,d+n ≤ 2rd+ rn− 2 + δ
0
d
for all n ≤ 4. This leads to the following improvement of Corollary 5.6:
Corollary 5.12. For any sequence of defects d1, ..., dk ∈ N ⊔ {0} and any set
partition λ whose parts all have multiplicity ≤ 4, we have:
(5.9) dimZdef d1,...,dkλ ≤ const + r(c
first
2 + c
last
2 ) + k
and equality holds if and only if d1 = ... = dk = 0. If all the parts of λ have
multiplicity ≤ 3, there is a single irreducible component of top dimension (5.9).
For every part of λ of multiplicity 4, there are two irreducible components of
top dimension, one for each of the two irreducible components Z1 and Z2 of Comm4.
The statement about irreducible components should be interpreted relative over
the moduli spaceM parametrizing the sheaf Fn in (5.4), as follows. Take the map:
Z
def 0,...,0
λ −→M× S
k, (F0 ⊂ ... ⊂ Fn) (Fn, x1, ..., xk)
whose fibers are ∼= Quot0,...,n1 × ... × Quot0,...nk . The latter product of Quot
schemes is an open subset of an affine space bundle over Stackn1 × ... × Stacknk ,
and the latter stacks are irreducible for n1, ..., nk ≤ 3 (according to Proposition
5.9). Then over every connected component ofM× Sk, Corollary 5.12 claims that
there exists a single irreducible component of top dimension of Zdef 0,...,0λ . The
analogous argument applies to when λ has parts of multiplicity 4.
Proof. of Proposition 5.11: Consider the locally closed subset:
(5.10) Sn,d,r,i =
{
dim ζ−1
(
(X0, Y0, v0)× (X
′, Y ′)
)
= i
}
⊂ Quotd × Stackn
To prove the Proposition, it suffices to show that:
(5.11) codim Sn,d,r,i ≥ i− r(d+ n)
for all n, d, r, i. The fiber of ζ over a point:
(5.12) (X0, Y0, v0)× (X
′, Y ′) ∈ Quotd × Stackn
consists of d × n blocks x, y as in (5.6), together with rn extra coordinates that
upgrade the vector v0 ∈ Hom(C
r,Cd) to v ∈ Hom(Cr,Cd+n) (the datum so far
consists of 2dn+ rn affine coordinates) which satisfy the equations:
(5.13) x · Y0 +X
′ · y = y ·X0 + Y
′ · x
Moreover, the quotient by the parabolic group P subtracts dn extra dimensions,
on account of the P action being free. After accounting for all the generators and
relations above, we see that:
(5.14) dim ζ−1(point (5.12)) = n(r+d)−#(of independent equations in (5.13))
Therefore, formula (5.11) is trivial unless:
(5.15) n > r
Given that we fixed X0, Y0, X
′, Y ′, one may think of (5.13) as a linear map:
Hom(Cd,Cn)⊕Hom(Cd,Cn)
µ
−→ Hom(Cd,Cn)
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(5.16) µ(x, y) = (x · Y0 − Y
′ · x) − (y ·X0 −X
′ · y)
The number of independent equations in (5.14) is equal to dim Im µ. It is an
elementary exercise (which uses the fact thatX ′ and Y ′ are strictly lower triangular)
to show that:
(5.17) dim Im µ ≥ n · dim(Im X0 + Im Y0)
Since the commuting matrices X0 and Y0 can also be made simultaneously strictly
lower triangular by a suitable change of basis, the same logic implies:
(5.18) dim Im µ ≥ d · dim(Im X ′ + Im Y ′)
so we obtain the estimate:
# (of independent equations in (5.14)) ≥
≥ max(n · dim(Im X0 + Im Y0), d · dim(Im X
′ + Im Y ′))
Therefore, (5.11) boils down to the following:
Claim 5.13. The locus of points (5.12) such that:
max(n · dim(Im X0 + Im Y0), d · dim(Im X
′ + Im Y ′)) = j ∈ N
has codimension ≥ d(n− r)− j in Quotd × Stackn.
Let us now prove Claim 5.13 (we may assume d > 0, since the d = 0 case is trivial).
Because the matrices X0 and Y0 have a cyclic vector v0 ∈ Hom(Cr,Cd), then:
dim(Im X0 + Im Y0) ≥ d− r
Indeed, the existence of a proper subspace of Cd that contains Im X0, Im Y0 and
the r columns of v0 contradicts the cyclicity of v0. The fact that n(d−r) ≥ d(n−r)
establishes Claim 5.13 when n ≤ d. Therefore, we are left to deal with the case:
(5.19) n > d
Taken together with the inequality in the box (5.15), as well as the fact that
we only consider n ∈ {1, 2, 3, 4}, this means that we are left with finitely many cases.
Claim 5.14. The locally closed substack Ln,λ ⊂ Stackn consisting of (X ′, Y ′) with
the property that dim(Im X ′ + Im Y ′) = λ has codimension:
codim L2,λ =
{
2 if λ = 0
0 if λ = 1
, codim L3,λ =

5 if λ = 0
1 if λ = 1
0 if λ = 2
, codim L4,λ =

9 if λ = 0
3 if λ = 1
1 if λ = 2
0 if λ = 3
Claim 5.15. The locally closed subscheme Md,µ ⊂ Quotd consisting of (X0, Y0, v0)
such that dim(Im X0+Im Y0) = µ is empty unless µ ∈ {d− r, ..., d− 1}. Moreover:
codim M1,µ ≥
{
0 if µ = 0 , codim M2,µ ≥
{
3 if µ = 0
0 if µ = 1
, codim M3,µ ≥

8 if µ = 0
2 if µ = 1
0 if µ = 2
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The proof of Claims 5.14 and 5.15 are straightforward exercises, which we leave to
the interested reader. For example, we note that the µ = 0 case of Claim 5.15 holds
because the subscheme {X0 = Y0 = 0} ⊂ Quotd has codimension d
2 − 1. Indeed,
this subscheme is nothing but the Grassmannian of d dimensional quotients of r
dimensional space, so it has dimension d(r−d), whereas Quotd has dimension rd−1.
To see how Claims 5.14 and 5.15 allow us to complete the proof, we note that they
reduce Claim 5.13 to the following inequality:
(5.20) codim Ln,λ + codim Md,µ ≥ d(n− r)−max(dλ, nµ)
We leave it to the interested reader to check that the inequality above holds for all
4 ≥ n > d, r ≥ 1 and λ ≥ 0, µ ≥ max(0, d − r), with one notable exception: the
inequality fails for n = 4, d = 2, r = 1, λ = 2, µ = 1, and in fact, in this case
the difference between LHS and RHS is equal to −1. The way to fix the issue is to
note that the failure is due to an irreducible component (X0, Y0, v0) × (X ′, Y ′) ∈
Quot2 × Stack4 with generic X0, Y0 but with Im X
′ + Im Y ′ of dimension 2. After
a change of basis, matrices in this component take the form:
X =

0 0
s 0
0 0 0 0
x1 0 0 0
x2 0 0 0
x3 x4 x5 0
 Y =

0 0
t 0
0 0 0 0
y1 0 0 0
y2 0 0 0
y3 y4 y5 0

with (s, t) 6= (0, 0) and y1x2 = x1y2, y1x4 + y2x5 = x1y4 + x2y5. The reason why
Claim 5.13 fails to help us in this case is that it only uses the fact that the image
of the map (5.16) has dimension ≥ 4. However, it is easy to see that for a generic
pair of matrices as above, one can ensure the dimension of (5.16) to be ≥ 5 (for
example, take x1 = ... = x5 = y1 = ... = y5 = 1 and use lower semicontinuity of
rank) and this gains us the extra 1 that we need in order to fix inequality (5.20).

5.16. Since the locally closed subsets Zdef d1,...,dkλ give rise to a stratification of the
scheme Zλ, inequality (5.9) implies that:
(5.21) dimZλ = const + r(c
first
2 + c
last
2 ) + k
where k denotes the number of distinct parts of λ, as long as all parts of λ have
multiplicity ≤ 4. However, one can say more. The variety:
Z1 = Z(x)
was shown in [19] to be smooth. Similarly:
Z•2 = Z(x,x)
was shown in [20] to be smooth. As for:
Z2 = Z(x,y)
we showed in loc. cit. that it is a local complete intersection over the moduli space
M parametrizing either the sheaf F0 or F2, and its singular locus is given by:
(5.22) Zsplit2 =
{
(F0 ⊂x F1 ⊂y F2) s.t. x = y and F2/F0 is split
}
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where split means that the length 2 sheaf F2/F0 supported at x is isomorphic to
C⊕2x . In the language of the previous subsections, a triple (5.22) where F2 has
defect d corresponds to a point in Quotd,d+1,d+2 whose image in Stack2 under the
map (5.7) lands in the closed substack:
(5.23)
{
X ′ = Y ′ = 0
}
⊂ Stack2
Since the closed substack (5.23) has codimension 2, the proof of Proposition 5.11
shows that:
dimZsplit2 = dimZ
•
2 − 2
(while straightforward, this statement is non-trivial, and requires one to use
Claims 5.14 and 5.15 in order to obtain a version of (5.20) when Stack2 is replaced
by the closed substack (5.23)), which in turn has dimension 1 less than Z2. So the
singular locus of Z2 has codimension at least 3. Because Z2 is a local complete
intersection over a regular variety, then it is Cohen-Macaulay, so we obtain:
Corollary 5.17. The scheme Z2 is normal.
The fact that the split locus of Z2 has codimension ≥ 3 also implies the following:
Proposition 5.18. The scheme Y has dimension equal to that of Z2, namely:
(5.24) const + r(cfirst2 + c
last
2 ) + 2
and has a single irreducible component of top dimension.
Similarly, Y− and Y+ have the same dimensions as Z(y,x,x) and Z(x,x,y), namely
(5.24), and there exists a single irreducible component of top dimension.
Finally, Y−+ has the same dimension as the scheme Z(x,x,y,x), also given by
formula (5.24), and there are two irreducible components of top dimension.
Recall that when we say that Y (or any of the other 3 schemes) has a single
irreducible component of top dimension, what we actually mean is that it has a
single such irreducible component over each component of the moduli space M.
Proof. The map π↑ : Y→ Z2 is surjective. Over a closed point (F0 ⊂x F1 ⊂y F2)
∈ Z2, the fiber of this map is either a single point, or an copy of P1. The latter
happens if and only if x = y and F2/F0 is split, so we conclude that the only points
where the fibers jump are those of Zsplit2 . Since the locus Z
split
2 has codimension
≥ 3, and the dimensions of the fibers above such points are all 1, this implies that
Y will have the same dimension as Z2. In Subsection 5.27, we will show that Y is
actually smooth, so the map π↑ can be thought of as the blow-up of the singular
locus of Z2. The statement about Y having a single irreducible component of top
dimension is clear, since Z2 already has this property.
The proof for the schemes Y−, Y+, Y−+ is analogous. For example, the fibers of:
π↑ : Y−+ −→ Z(x,x,y,x)
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consist of a single point or a copy of P1, with the latter situation only happening
over closed points:
(F0 ⊂x F1 ⊂x F2 ⊂y F3 ⊂x F4) ∈ Z(x,x,y,x) s.t. x = y and F3/F1 is split
Since the locus of such points is contained in Z(x,x,x,x), which has dimension 1 less
than Z(x,x,y,x) by (5.21), the dimension of Y−+ is the same as that of Z(x,x,y,x). As
for the irreducible components of top dimension in Y−+, we note that one of them
is the closure of the locus x 6= y. But recall that:
Z(x,x,x,x) = V1 ∪ V2 ∪ {lower dimension}
where V1 and V2 lie above the irreducible components Z1 and Z2 of Stack4 (see the
two bullets in Subsection 5.8). The map π↑ has inverse image a single point over
the generic point of V2. However, over any point of V1 we have F3/F1 split, and so
there exists a whole P1 in Y−+ above points of V1. As dimV1 = dimZ(x,x,x,x) =
dimY−+ − 1, this contributes an irreducible component of top dimension to Y−+.

5.19. Let us list certain geometric results about certain schemes Zλ with |λ| ≤ 4.
In each of the cases below, we write cfirst2 and c
last
2 for the Chern classes of the first
and last sheaf in a flag (F0 ⊂ ... ⊂ Fn) ∈ Zλ, respectively:
• Z(x), Z(x,x) are smooth of dimension const + r(c
first
2 + c
last
2 ) + 1 ([19], [20])
• Z(x,x,x) is l.c.i. of dimension const + r(c
first
2 + c
last
2 ) + 1 (Proposition 2.21)
• Z(x,y), Z(x,x,y), Z(y,x,x) are l.c.i. of dimension:
const + r(cfirst2 + c
last
2 ) + 2
(Proposition 2.21)
• Z(x,y,x), Z(x,x,y,x), Z(x,y,x,x) are Cohen-Macaulay of dimension:
const + r(cfirst2 + c
last
2 ) + 2
(Propositions 2.20 and 2.21)
Since all irreducible components of a Cohen-Macaulay scheme have the same
dimension, then Corollary 5.12 implies that all the schemes above are irreducible
above every component of M. All that remains to prove the classification result
above is the fact that Z(x,y,x) is Cohen-Macaulay.
Proof. of Proposition 2.20: We will first prove that Z(x,y) is l.c.i., not only because
the computation will serve as valuable illustration, but we will actually need some
precise results. Therefore, consider the smooth scheme Z(x) × S and take the map:
Z(x,y)
π+

Z(x) × S
(F0 ⊂x F1 ⊂y F2)

(F0 ⊂x F1, y)
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A particular case of Proposition 2.16 says that this map can be realized as:
(5.25) Z(x,y)
''❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
  ι // PZ(x)×S(W
∨
1 ⊗KS)

Z(x) × S
where the closed embedding ι is cut out by the section:
(5.26) σ : O(−1)→W1 ⊗K
−1
S → V1 ⊗K
−1
S
and O(1) denotes the tautological line bundle in the projective bundle in (5.25).
Above and beyond, we abuse notation by writing W1 for the vector bundle on
Z(x) × S, as well as for its pull-back to PZ(x)×S . The dimension of Z(x) × S equals:
const + r(c2(F0) + c2(F1)) + 3
and therefore the dimension of the projective bundle (5.25) equals:
const + r(c2(F0) + c2(F1)) + 2 + rank W1
To obtain the closed embedding ι in (5.25), we impose as many equations as the
number of coordinates of the section (5.26), so the expected dimension of Z(x,y) is:
const+r(c2(F0)+c2(F1))+2+rank W1− rank V1 = const+r(c2(F0)+c2(F2))+2
Since this is equal to the actual dimension of Z(x,y) by (5.21), we conclude that the
coordinates of the section σ form a regular sequence:
(5.27) Σ =
{
regular sequence formed by the coordinates of σ
}
Recall that the vector bundle V1 is given by (2.13): from now on we will assume
that n = 0 in (2.13), in order to keep our formulas clear (otherwise, one would have
to often tensor our formulas by line bundles coming from S, but this has no effect
on our argument). We have a map of locally free sheaves φ : V1 → L1 on Z(x) that
is a particular case of the middle row of diagram (2.26) when i = 1. Putting all of
these constructions together, we may consider the map of line bundles:
(5.28) φ ◦ σ : O2(−1)
taut
−−→W1 ⊗K
−1
S → V1 ⊗K
−1
S
φ
−→ L1 ⊗K
−1
S
which exists on Z(x). Since the kernel of φ is locally free (it is isomorphic to V0), the
map of line bundles φ◦σ may be thought of as one of the coordinates of the section σ
in any local trivialization. Therefore, it is one of the entries of the regular sequence
Σ, so let us compute it explicitly on a closed point of the projective bundle (5.25).
We may work locally, so we assume that x and y are points of A2 = Spec C[s1, s2]
(alternatively, we need to take generators of the maximal ideals at the closed points
x and y, but the explanation is analogous) given by coordinates (x1, x2) and (y1, y2),
respectively. As we have seen in the proof of Proposition 2.18, the map taut in (5.28)
is identified with:
Γ(S,F2/F1)⊗ Tor2(OΓy ,OΓy )→ Tor0(W1,OΓy )
where Γy : PZ(x)×S(W
∨
1 ⊗ KS) →֒ PZ(x)×S(W
∨
1 ⊗ KS) × S is the graph of the map
that remembers the point y. The Tor groups above may be computed using the
following length 2 resolution of OΓy :[
O
s2−y2,y1−s1
−−−−−−−−→ O ⊕O
s1−y1,s2−y2
−−−−−−−−→ O
] q.i.s.
∼= OΓy
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Therefore, the map denoted taut in (5.28) takes a generator f of the 1 dimensional
space Γ(S,F2/F1) to the section (s1 − y1)τ1 + (s2 − y2)τ2, where τ1, τ2 ∈ Γ(S,F1)
which evaluate to s2− y2 and y1− s1, respectively (recall that global sections exist
due to our assumption that n = 0 in (2.13), otherwise we would need to tensor F1
by a very ample line bundle). Therefore, the entire composition (5.28) takes the
generator f to:
(s1 − y1)τ1 + (s2 − y2)τ2 ∈ Γ(S,F1/F0)
In coordinates, if we identify the rank 2 bundle Γ(S,F2/F0) with C2, then the
OS = C[s1, s2]-module structure on this 2-dimensional space is given by matrices:
(5.29) s1 =
(
y1 0
a1 x1
)
s2 =
(
y2 0
a2 x2
)
and so the assignment (5.28) takes:(
1
0
)
 
(
0
a1(y2 − x2)− a2(y1 − x1)
)
Therefore, we conclude that:
(5.30) a1(y2 − x2)− a2(y1 − x1)
is one of the element of the regular sequence (5.27). Since over local Noetherian
rings, one may permute the order of elements of a regular sequence, we will assume
(5.30) to be the last element of the regular sequence.
Claim 5.20. Before imposing the equation (5.30), the other elements of the
regular sequence were cutting out a regular local ring. In more mathematical terms,
the local rings of Z(x,y) are regular local rings modulo the single equation (5.30).
Indeed, the Claim follows from the fact (proved in [20]) that the tangent spaces
to Z(x,y) have expected dimension, except at a closed point such that x = y and
F2/F0 is split, where the dimension of the tangent space jumps by 1. In the local
coordinates (5.30), this corresponds to a1 = a2 = x1 − y1 = x2 − y2 = 0: therefore,
equation (5.30) fails to cut down the dimension of the tangent spaces on the split
locus. Since Z(x) is smooth, this means that all other elements in the regular
sequence do cut out regular subschemes, and regularity is broken precisely by (5.30).
Armed with the discussion above, we are ready to analyze the scheme Z(x,y,x):
Z(x,y,x)
π+

Z(x,y)
(F0 ⊂x F1 ⊂y F2 ⊂x F3)

(F0 ⊂x F1 ⊂y F2)
A particular case of Proposition 2.16 says that this map can be realized as:
(5.31) Z(x,y,x)
((◗◗
◗◗
◗◗
◗◗
◗◗
◗◗
◗◗
  ι // PZ(x,y)(Γ
x∗(W∨2 ⊗KS))

Z(x,y)
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where Γx : Z(x,y) → S is the map that remembers the point x, and the closed
embedding ι is cut out by the section:
(5.32) σ : O(−1)→ Γx∗(W2 ⊗K
−1
S )→ Γ
x∗(V2 ⊗K
−1
S )
and O(1) denotes the tautological line bundle in the projective bundle in (5.31).
The dimension of Z(x,y) equals:
const + r(c2(F0) + c2(F2)) + 2
and therefore the dimension of the projective bundle (5.31) equals:
const + r(c2(F0) + c2(F2)) + 1 + rank W2
To obtain the closed embedding ι in (5.31), we impose as many equations as the
number of coordinates of (5.32), so the expected dimension of Z(x,y,x) is:
const+r(c2(F0)+c2(F2))+1+rank W2− rank V2 = const+r(c2(F0)+c2(F3))+1
However, according to (5.21), the actual dimension of Z(x,y,x) is 1 bigger than the
above expected dimension. Therefore, Z(x,y,x) is an almost complete intersection,
i.e. cut out by one more equation than its dimension. We have the following
criterion for when such schemes are Cohen-Macaulay:
Claim 5.21. Consider a Cohen-Macaulay local ring R and a collection of
elements f0, ..., fn ∈ R such that the quotient ring R/(f0, ..., fn) has codimension
n in R. If R/(f0, ..., fi) is Cohen-Macaulay of codimension i in R for some i ≥ 0,
then R/(f0, ..., fn) is Cohen-Macaulay.
The claim is proved by induction and the well-known fact that if an element f in a
Cohen-Macaulay local ring R has the property that dimR/(f) = dimR − 1, then
f is a non-zero divisor and R/(f) is Cohen-Macaulay. We will apply Claim 5.21 to
our situation by constructing a map of locally free sheaves:
(5.33) φ : Γx∗(V2 ⊗K
−1
S )։ N
such that N has rank 2 and the scheme:
(5.34) PZ(x,y)(W
∨
2 ⊗KS)
/
(φ ◦ σ = 0)
is Cohen-Macaulay of codimension 1 inside the projective bundle (5.31).
Indeed, then the claim that Z(x,y,x) is Cohen-Macaulay of the expected dimen-
sion follows, on each of the local rings of Z(x,y,x), by applying Claim 5.21 with i = 1.
To construct the map (5.33), we go back to diagram (2.26) for i = 2. From this
diagram, we have the short exact sequence:
0→ V1 → V2 → L2 → 0
(recall that we assumed n = 0 in (2.13), for notational convenience). A short
exact sequence of locally free sheaves remains short exact when restricted to Γx.
Therefore, the push-out of the restricted short exact sequence with respect to the
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map V1 ։ L1 that exists on Z(x,y) yields:
0 // Γx∗(V2)

// Γx∗(V2)
φ

// L2 // 0
0 // L1 // N2 ⊗ Γx∗(KS) // L2 // 0
where N2 is defined by the short exact sequence on the bottom row. This defines
the map (5.33). We will now write out the entries of the map φ explicitly in
coordinates, just as we did in the discussion immediately preceding Claim 5.20.
We still work locally, so assume that x and y are points of A2 = Spec C[s1, s2]
given by coordinates (x1, x2) and (y1, y2), respectively. Then we identify the rank
3 bundle Γ(S,F3/F0) with C3, and then the OS = C[s1, s2]-module structure on
this 3-dimensional space is given by matrices:
(5.35) s1 =
x1 0 0b1 y1 0
c1 a1 x1
 s2 =
x2 0 0b2 y2 0
c2 a2 x2

The matrices (5.29) are precisely the bottom 2× 2 blocks of (5.35). Therefore, the
composition φ ◦ σ : O(−1)→ N is given explicitly in coordinates by:10
0
 
 0b1(x2 − y2)− b2(x1 − y1)
b1a2 − a1b2

Therefore, we conclude that the subscheme (5.34) is obtained by imposing
the equations b1(x2 − y2) = b2(x1 − y1) and b1a2 = a1b2 to the local rings of
a projective bundle over the scheme Z(x,y). As we have seen in Claim 5.20,
the local rings of the scheme Z(x,y) were obtained by imposing the equation
a1(y2 − x2) = a2(y1 − x1) of (5.30) onto a regular local ring. Therefore, we are in
a particular case of the following general situation.
Claim 5.22. Suppose R is a regular ring with given elements a1, b1, a2, b2, d1, d2,
and let I = (a1d2 − a2d1, b1d2 − b2d1, a1b2 − b1a2). Then R/I is Cohen-Macaulay
of codimension 2 if:
• a1b2 − b1a2 is not a zero-divisor in R/(d1, d2)
• R/(a1d2 − a2d1, b1d2 − b2d1) is codimension 2 in R
We must show that the hypotheses of Claim 5.22 hold in the local rings of (5.34)
with a1, b1, a2, b2 as in (5.35) and d1 = x1 − y1, d2 = x2 − y2. For the first bullet,
we observe that imposing d1 = d2 = 0 has the effect of setting the support points
x, y equal to each other. If a1b2 = a2b1 were a zero-divisor in R/(d1, d2), then we
would obtain:
dimZ(x,x,x) ≥ dim projectivization in (5.31)− 2−
−
(
number of equations cutting out Z(x,y,x) − 3
)
= dimZ(x,y,x)
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which we know is impossible by (5.21). As for the second bullet, we must show
that b1d2 − b2d1 is not a zero-divisor in the local rings of Z(x,y). This is the case
because b1, b2 are linear coordinates in a projective bundle over Z(x,y), so the
only way b1d2 − b2d1 could be a zero divisor is if d1 and d2 were zero-divisors. If
this were the case, then the subvariety of (5.31) given by x = y (which is simply
Z(x,x,x)) would have the same dimension as Z(x,y,x), which we know is not the case.
Proof. of Claim 5.22: By the Auslander-Buchsbaum formula, it is enough to show
that the ring R/I has projective dimension 2 as an R–module. In fact, we claim
that a projective resolution is given by:
0 −→ R2


b1 b2
−a1 −a2
d1 d2


−−−−−−−−−−→ R3
(
d1a2 − a1d2 d1b2 − b1d2 a1b2 − a2b1
)
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→ R −→ R/I −→ 0
The injectivity of the first matrix follows from the first bullet. Exactness at R
and R/I is obvious, so it remains to prove exactness at R3. Assume that we have
(x, y, z) ∈ R3 such that:
(d1a2 − a1d2)x+ (d1b2 − b1d2)y + (a1b2 − a2b1)z = 0
Clearly, (a1b2 − a2b1)z ∈ (d1, d2), so the first bullet implies z = d1m+ d2n. There-
fore, we may rewrite the relation above as:
(d1a2−a1d2)(b1m+b2n+x
′)+(d1b2−b1d2)(−a1m−a2n+y
′)+(a1b2−a2b1)(d1m+d2n) = 0
where x′ = x− b1m− b2n and y′ = y + a1m+ a2n. The relation above reduces to:
(d1a2 − a1d2)x
′ + (d1b2 − b1d2)y
′ = 0
and then the second bullet implies that we have x′ = (d1b2 − b1d2)u and y
′ =
−(d1a2 − a1d2)u for some u. Therefore, we have:xy
z
 =
x′ + b1m+ b2ny′ − a1m− a2n
d1m+ d2n
 =
 b1(m− d2u) + b2(n+ d1u)−a1(m− d2u)− a2(n+ d1u)
d1(m− d2u) + d2(n+ d1u)

which shows that the triple (x, y, z) came from the image of the 3× 2 matrix.


5.23. Armed with the classification in the four bullets at the start of Subsection
5.19, we now prove some more geometric results pertaining to the schemes Zλ.
Proposition 5.24. For every scheme Zλ with |λ| ≤ 3, the map Zλ → S which
remembers any one of the support points is a flat morphism.
Proof. Since S is smooth and the schemes Zλ with |λ| ≤ 3 are Cohen-Macaulay, the
Miracle Flatness Theorem asserts that all we need to show is that the fibers of the
morphism Zλ → S all have dimension = dimZλ − 2. By upper semicontinuity, it
suffices to show that all the fibers have dimension ≤ dimZλ − 2. This is proved in
the same way as Corollary 5.12, since whether or not a single one of the k support
points of the flag (5.4) is specified has no effect on the dimension estimates within.
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The only thing that would make fiber dimension jump is if two support points
collided, but this is not the case when studying the fibers of a single map Zλ → S.

We expect that Proposition 5.24 holds for arbitrary λ, since all points on a
smooth projective surface behave “the same” with respect to defect, and the
failure of flatness in moduli spaces of flags of sheaves is due to defect points colliding.
Note that while the proof of Proposition 2.18 uses Proposition 5.24, and
Proposition 5.24 uses the results of Section 2, the argument is not cyclical.
Instead, one proves everything by induction on the size of λ: once the results of
Section 2 are proved for the schemes Z|λ and Zλ| (i.e. the fact that they are local
complete intersections of the expected dimension), Proposition 5.24 proves that
the morphisms Z|λ,Zλ| → S are flat. This is precisely the input that one needs
in order to prove Proposition 2.18 and hence Proposition 2.21 for the set partition λ.
Proposition 5.25. The scheme Zλ is normal for any:
(5.36) λ ∈
{
(x, y), (x, x, y), (x, y, x), (y, x, x), (x, x, y, x), (x, y, x, x)
}
Proof. Since all the schemes in question are Cohen-Macaulay, it suffices to show that
they are singular in codimension ≥ 2. We will only prove the case λ = (x, x, y, x),
as the analysis in the other cases is analogous (and no more difficult). In the bullets
below, we will list certain locally closed subsets of:
(5.37) Z(x,x,y,x) =
{
(F0 ⊂x F1 ⊂x F2 ⊂y F3 ⊂x F4)
}
which form a stratification Z(x,x,y,x). To show normality, one may ignore all strata
of codimension 2 and higher:
• when x = y and F4 has defect at x, Corollary 5.12 shows that the corresponding
locally closed subset of (5.37) has codimension ≥ 2, hence can be ignored
• when x = y and F4 is locally free near x, the scheme Z(x,x,y,x) is locally isomorphic
to M× Σ, where:
Σ =
{
(O⊕r
A2
։ Q4 ։ Q3 ։ Q2 ։ Q1), supp Q4 = {x, x, y, x},
supp Q3 = {x, y, x}, supp Q2 = {y, x}, supp Q1 = {x}
}
Compare Σ with the scheme Quot0,1,2,3,4 of Definition 5.5. We must prove that Σ
is normal. Since we may work locally, we assume that the base surface is S = A2,
and we will normalize x = (0, 0) and y = (a, b). By analogy with Subsection 5.7,
the scheme Σ parametrizes triples (X,Y, v) where:
X =

0 0 0 0
x21 a 0 0
x31 x32 0 0
x41 x42 x43 0
 , Y =

0 0 0 0
y21 b 0 0
y31 y32 0 0
y41 y42 y43 0

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such that [X,Y ] = 0, and v ∈ Hom(Cr,C4) is cyclic for X,Y . Therefore,
Σ is cut out by certain quadratic equations in the affine space with coordi-
nates {xij , yij , a, b}4≥i>j≥1. It is easy to explicitly write down the quadratic
equations and to prove that Σ is smooth outside codimension 4, hence it is normal
• when x 6= y and F4 has defect at both x and y, Corollary 5.12 shows that the
corresponding locally closed subset has codimension ≥ 2, hence can be ignored
• when x 6= y and F4 is locally free near x, the scheme Zλ is locally isomorphic to
Z1×Quot0,1,2,3, and thus normal (indeed, Quot0,1,2,3 is open in an affine bundle
over Stack3, and the latter is normal)
• when x 6= y and F4 is locally free near y, the scheme Zλ is locally isomorphic
to Z(x,x,x) × Quot1, so it suffices to show that Z(x,x,x) is normal. To this end,
consider the stratification:
Z(x,x,x) =
∞⊔
d=0
Zdef d(x,x,x)
in terms of the defect of the sheaf F4 at the point x. As shown in Corollary 5.12,
Zdef 0(x,x,x) is dense and locally isomorphic toM×Quot0,1,2,3, hence normal. Tracing
through the proof of Corollary 5.12 shows that other strata can have codimension
1 only if r = 1 and d = 1, in which the moduli space of stable sheaves may be
replaced with the Hilbert scheme of points on S. Therefore, it suffices to show
that the scheme Σ′ parametrizing flags of ideals (I0 ⊂x I1 ⊂x I2 ⊂x I3) is normal
near any ideal I3 of defect precisely 1 at x. Since the problem is local, we may
assume S = A2 and x = (0, 0), in which case Σ′ may be described by analogy
with Subsection 5.7 as the space of triples (X,Y, v) such that:
X =

a 0 0 0
x21 0 0 0
x31 x32 0 0
x41 x42 x43 0
 , Y =

b 0 0 0
y21 0 0 0
y31 y32 0 0
y41 y42 y43 0

such that [X,Y ] = 0, and v ∈ C4 is cyclic for X,Y . As before, one may ex-
plicitly write down the quadratic equations among the {xij , yij , a, b}4≥i>j≥1 and
conclude that Σ′ is normal. We leave the details to the interested reader.

5.26. In the next Subsection, we will prove that the scheme Y is smooth. To do
so, we will explicitly describe the tangent space to a closed point (2.39) of Y and
compute its dimension. Let us recall that the tangent space to the moduli space
M at a point F ∈ Coh(S) is given by:
(5.38) TanFM = Ext
1(F ,F)
Indeed, the functor-of-points description (2.11) implies that a tangent vector at F
∈M is a coherent sheaf on S × Spec C[ε]/(ε2) which is flat over the second factor
and restricts to F when one sets ε = 0. In other words, a tangent vector is a
coherent sheaf G on S with an morphism ε : G → G that squares to 0, such that:
G/Im ε ∼= F
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The flatness condition on G implies that Tor
C[ε]/(ε2)
1 (C[ε]/(ε),G) = 0, and so:
(5.39) 0 −→ G/Im ε
·ε
−→ G −→ G/Im ε −→ 0
is a short exact sequence, which precisely gives rise to an element of Ext1(F ,F).
The moduli spaceM is smooth precisely when the dimensions of the tangent spaces
(5.38) are locally constant in F (for a more rigorous presentation of the smoothness
of the moduli space via obstruction theory, we refer the reader to [12]). We have:
(5.40) dimHom(F ,F)− dimExt1(F ,F) + dimExt2(F ,F) = χ(F ,F)
Since stable sheaves are simple (see [12]), we have:
dimHom(F ,F) = 1 because Hom(F ,F) ∼= C(5.41)
dimExt2(F ,F) = ε because Ext2(F ,F) ∼= Hom(F ,F ⊗KS)
∨(5.42)
where the latter isomorphism is Serre duality, and ε is 1 or 0 depending on which
situation of Assumption S we are in (ε = 1 for KS ∼= OS and ε = 0 for c1(KS) ·H <
0). Therefore, we conclude:
(5.43) dimExt1(F ,F) = 1 + ε+ γ + 2rc2
where χ(F ,F) = γ + 2rc2 can be computed via Hirzebruch-Riemann-Roch, and
the constant γ only depends on S,H, r, c1.
5.27. Following [19], the tangent space to Z1 at a closed point (F0 ⊂x F1) is the
vector space of pairs of the form:
(5.44) (w0, w1) ∈ Ker
[
Ext1(F0,F0)⊕ Ext
1(F1,F1)
ψ
−→ Ext1(F0,F1)
]
where the arrow is the difference of the two natural maps induced by the inclusion
F0 ⊂ F1, as in the diagram below with exact rows and columns:
(5.45) Ext1(F1,F0)

// Ext1(F0,F0)

// // Ext2(Cx,F0)

Ext1(F1,F1) //

Ext1(F0,F1) //
 ''
Ext2(C1,F1)

Ext1(F1,Cx) // Ext
1(F0,Cx) // // Ext
2(Cx,Cx)
where we write F1/F0 = Cx for the skyscraper sheaf at the closed point x ∈ S.
The dimensions of the Ext spaces in the diagram above may be computed as in the
previous Subsection:
dimExt1(F0,F0) = 1 + ε+ γ + 2rc
first
2
dimExt1(F1,F1) = 1 + ε+ γ + 2rc
last
2
dimExt1(F0,F1) = 1 + γ + r(c
first
2 + c
last
2 )
dimExt1(F1,F0) = ε+ γ + r(c
first
2 + c
last
2 )
where cfirst2 and c
last
2 are the second Chern classes of the sheaves denoted by F0
and F1, respectively. The fact that the kernel of ψ in (5.44) has the expected
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dimension 1+ε+γ+r(cfirst2 +c
last
2 )+1 then follows from the elementary facts below:
(1) the image of ψ coincides with the kernel of the dotted arrow
(2) the target Ext2(Cx,Cx) of the dotted arrow is 1 dimensional
(3) the dotted arrow is non-zero if and only if ε = 0
These facts were proved in [19]. As shown in loc. cit., a pair as in (5.44) contains
precisely the same information as a commutative diagram with exact rows:
(5.46) 0 // F1 // G1 // F1 // 0
0 // F0 //
?
OO
G0 //
?
OO
F0 //
?
OO
0
In this language, the differential of the map pS : Z1 → S is given by:
(5.47) diagram (5.46)
dpS
−−→ (
0→ F1/F0 → G1/G0 → F1/F0 → 0
)
∈ TanxS
where we use the fact that F1/F0 ∼= Cx and the fact that there exists a canonical
isomorphism TanxS = Ext
1(Cx,Cx). A diagram in the kernel of dpS is one in which
the extension G1/G0 splits, which precisely means that the diagram (5.46) allows
one to insert an extra row:
0 // F1 // G1 // F1 // 0
0 // F0 //
?
OO
H //
?
OO
F1 // 0
0 // F0 // G0 //
?
OO
F0 //
?
OO
0
The ability to insert the middle row into the diagram above is equivalent to saying
that the pair (5.44) comes from one and the same element in the vector space
Ext1(F1,F0) situated in the top left corner of diagram (5.45). We conclude that:
(5.48) Ext1(F1,F0)։ Ker dpS
is a surjective map. Since the dimension of Ext1(F1,F0) space is 2 less than that
of the tangent space to Z1, this implies that the map dpS is surjective.
Proposition 5.28. The scheme Y is smooth.
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Proof. By analogy with the discussion above, we showed in [20] that the tangent
space to Z2 at a closed point (F0 ⊂x F1 ⊂y F2) consists of triples of the form:
(5.49) (w0, w1, w2) ∈ Ker
[
Ext1(F0,F0)⊕ Ext
1(F1,F1)⊕ Ext
1(F2,F2)
−→ Ext1(F0,F1)⊕ Ext
1(F1,F2)
]
where the arrow is the alternating sum of the four natural maps induced by the
inclusions F0 ⊂ F1 ⊂ F2. In loc. cit., we also showed that:
dim space of triples (5.49) = 1 + ε+ γ + r(cfirst2 + c
last
2 ) + 2 + δ
split
F2/F0
where cfirst2 and c
last
2 are the second Chern classes of the sheaves denoted by F0
and F2, respectively. We conclude that the dimensions of the tangent spaces to Z2
jump by 1 precisely at those points (F0 ⊂x F1 ⊂y F2) such that x = y and F2/F0
is a split length 2 coherent sheaf. The differential of the map:
(5.50) Z2
p1S×p
2
S−−−−→ S × S, (F0 ⊂x F1 ⊂y F2) (x, y)
admits a presentation analogous to (5.47). It was shown in [20] that the differential
dp1S × dp
2
S is surjective if and only if either x 6= y or x = y and F2/F0 is split.
By combining the discussion above with the moduli functor presentation of the
scheme Y, we see that Tan(F0⊂F1,F ′1⊂F2)Y is the space of quadruples:
(w0, w1, w
′
1, w2) ∈ Ext
1(F0,F0)⊕ Ext
1(F1,F1)⊕ Ext
1(F ′1,F
′
1)⊕ Ext
1(F2,F2)
which satisfy the four bullets below:
• w0 and w1 (or w′1) map to the same element of Ext
1(F0,F1) (or Ext
1(F0,F ′1))
• w1 (or w′1) and w2 map to the same element of Ext
1(F1,F2) (or Ext
1(F ′1,F2))
• dpS(w0, w1) = dpS(w
′
1, w2) ∈ Ext
1(Cx,Cx)
• dpS(w0, w′1) = dpS(w1, w2) ∈ Ext
1(Cy ,Cy)
By analogy with (5.44) and (5.45), consider the vector space:
(5.51) A = Ker
[
Ext1(F0,F0)⊕ Ext
1(F2,F2)
ψ′
−→ Ext1(F0,F2)
]
where the arrow is the difference of the two natural maps in the diagram below
with exact rows and columns:
(5.52) Ext1(F2,F0)

// Ext1(F0,F0)

// // Ext2(Q,F0)

Ext1(F2,F2) //

Ext1(F0,F2) //
 ''
Ext2(Q,F2)

Ext1(F2,Q) // Ext
1(F0,Q) // // Ext
2(Q,Q)
HECKE CORRESPONDENCES FOR SMOOTH MODULI SPACES OF SHEAVES 57
(here F2/F0 = Q is a length 2 sheaf which is filtered by Cx and Cy). By analogy
with our analysis of (5.45), it is easy to show that the image of the map ψ′ in (5.51)
coincides with the kernel of the dotted arrow, and so:
(5.53) dimA = 1 + ε+ γ + r(cfirst2 + c
last
2 ) + dimExt
2(Q,Q)
The dimension of Ext2(Q,Q) is 4 if x = y and Q is split, and 2 otherwise. The 4
bullets above imply that we have a commutative diagram of vector spaces:
(5.54) Tan(F0⊂F1,F ′1⊂F2)Y
a′ //
b′

Tan(F0⊂yF ′1⊂xF2)Z2
b

Tan(F0⊂xF1⊂yF2)Z2
a // A
where the arrows each forget one of w1 or w
′
1. The above becomes a Cartesian
diagram if we replace A by A× TanxS × TanyS, and the bottom and right arrows
are upgraded to also include the information of the differentials of the maps (5.50).
Claim 5.29. The map a is injective, unless x = y in which case Ker a is one-
dimensional and spanned by (0, w1, 0), where w1 represents the following extension:
(5.55) 0 −→ F1
(inclusion,0)
−−−−−−−−→ F2 ⊕Cx F1
(0,projection)
−−−−−−−−−→ F1 −→ 0
(the middle space requires fixing isomorphisms F2/F1 ∼= F1/F0 ∼= Cx). The image
of the entension (5.55) under dp1S × dp
2
S is equal to (v, v) ∈ TanxS⊕TanxS, where
v ∈ Ext1(Cx,Cx) is the class of the extension 0→ F1/F0 → F2/F0 → F2/F1 → 0.
We will first show how Claim 5.29 allows us to prove that the vector space in the
top-left corner of (5.54) has dimension ≤ than the expected dimension, which is:
1 + ε+ γ + r(cfirst2 + c
last
2 ) + 2 = dimY
and then prove the Claim at the end.
• when x 6= y, the Claim implies that the dimension of the tangent space to Y is
≤ the dimension of the tangent space to Z2. Because of Proposition 5.18 and
the fact that x 6= y implies we are at a smooth point of Z2, the dimensions of
the two tangent spaces must be equal
• when x = y and F2/F0 is not split, then the Cartesian product of the maps a
and b in (5.54) has dimension 1 bigger than expected. The tangent space to
Y is the subspace of the Cartesian product given by the condition that two
maps to TanxS × TanxS coincide. Since Ker a maps to a non-zero element of
TanxS × TanxS, the aforementioned condition is non-trivial, implying that the
tangent space to Y is at least a codimension 1 subspace of the Cartesian product
• when x = y, F2/F0 is split and F1 = F ′1, then the Cartesian product of the
maps a and b in (5.54) has dimension 2 bigger than expected. The tangent
space to Y is the subspace of the Cartesian product given by the condition that
two maps to TanxS × TanxS coincide. Since these linear maps are surjective
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([20]), the tangent space to Y has codimension at least 2 in the Cartesian product
• when x = y, F2/F0 is split and F1 6= F ′1, then the Cartesian product of the maps
a and b in (5.54) has dimension 2 bigger than expected. By (5.53), the spaces
in the bottom left and top right of diagram (5.54) have dimension 2 less than A.
Therefore, we will prove that the tangent space to Y has expected dimension by
showing that the image of a and the image of b are transversal codimension 2
subspaces of A. Consider a point of A given by a pair of extensions:
(5.56) 0 // F2 // G2 // F2 // 0
0 // F0 //
?
OO
G0 //
?
OO
F0 //
?
OO
0
which induce an extension at the level of quotients:
(5.57) 0→ Q→ H → Q→ 0
where Q = F2/F0 and H = G2/G0. The pair of extensions (5.56) lies in Im a iff:
(5.58) H has a length 2 subscheme compatible with F1/F0 ⊂ Q
(and similarly for Im b, if we replace F1 by F ′1). Fix a vector space isomorphism:
F2/F0 ∼= C
2
with respect to which F1/F0 is the first coordinate line and F ′1/F0 is the sec-
ond coordinate line. The rank 4 coherent sheaf H is determined on the local
neighborhood of x ∈ S by two commuting 4 × 4 matrices X and Y , whose only
non-zero entries are allowed to be in the bottom left 2× 2 block, as below:
X =

0 0 0 0
0 0 0 0
x1 x2 0 0
x3 x4 0 0
 and Y =

0 0 0 0
0 0 0 0
y1 y2 0 0
y3 y4 0 0

Condition (5.58) is equivalent to x3 = y3 = 0, while the analogous condition with
F1 replaced by F
′
1 is equivalent to x2 = y2 = 0. Taken together, this shows the
desired fact that the images of a and b are transverse codimension two subspaces
of A, as soon as we prove the fact that the map:
A
α
−→ Ext1(Q,Q) (5.56) (5.57)
is surjective. To this end, note that A has dimension (5.53) and dimExt2(Q,Q) =
4, while Ext1(Q,Q) has dimension 8. Therefore, it suffices to show that:
dimKer α ≤ 1 + ε+ γ + r(cfirst2 + c
last
2 )− 4
By analogy with (5.48), we have a surjective map:
Ext1(F2,F0)
β
։ Ker α
A simple application of Hirzebruch-Riemann-Roch shows that dimExt1(F2,F0)
= ε+γ+r(cfirst2 +c
last
2 ). Therefore, it suffices to show that the kernel of the map β
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has dimension ≥ 3. To this end, consider the following piece of the Ext long exact
sequence corresponding to the short exact sequence 0→ F0 → F2 → Q→ 0:
Hom(F2,F2) // Hom(F2,Q)
ρ //

Ext1(F2,F0) //

Ext1(F2,F2)
Hom(F0,Q) // Ext
1(F0,F0)
Consider the 4-dimensional subspace V ⊂ Hom(F2,Q) which consists of a fixed
homomorphism with kernel F0, composed with an arbitrary endomorphism of
Q ∼= C2x. Any element of V maps to 0 in both Ext
1(F0,F0) and Ext
1(F2,F2), so
ρ(V ) lies inside the kernel of β. However, the map ρ has a 1-dimensional kernel
since Hom(F2,F2) = C, so we conclude that Ker β has dimension at least 3.
Proof. of Claim 5.29: It is enough to show that any quadruple (0, w1, 0) satisfying:
0 and w1 map to the same element in Ext
1(F0,F1)
0 and w1 map to the same element in Ext
1(F1,F2)
must have w1 equal to a multiple of the extension (5.55). Indeed, the natural long
exact sequences imply that it suffices to show that any w1 ∈ Ext
1(F1,F1) which lies
in the intersection of the images of Ext1(Cx,F1) and Hom(F1,Cy) is a multiple of
(5.55), where Cx = F1/F0 and Cy = F2/F1. In other words, if we have a diagram:
0 // F1 // F2
taut // Cy // 0
0 // F1 // G //
OO

F1 //
α
OO
taut

0
0 // F1 // H
β // Cx // 0
(the maps denoted “taut” are the projection maps F1 ։ Cx and F2 ։ Cy that
give rise to the flag F0 ⊂ F1 ⊂ F2) where the middle short exact sequence is the
pull-back of both the the top and the bottom short exact sequences, we must show
that the middle short exact sequence is a multiple of (5.55). Indeed, the sheaves
F0,F1,F2,H all have the same reflexive hull, and since the reflexive hull is stable,
we may regard F0,F1,F2,H as subsheaves of the same vector bundle V . Then:
F1 ⊕Ker α ⊂ G ⊂ F2 ⊕F1 ⊂ V ⊕ V ,
and F1 ⊕F0 ⊂ G
′ ⊂ H⊕F1 ⊂ V ⊕ V
with all inclusions of finite colength and G ∼= G′. We claim that this isomorphism
is a multiple of the identity, hence G = G′ as subsheaves of V ⊕ V (an argument
for this claim is the following: any injection G →֒ G′ gives rise to an injection
F1 ⊕ F0 →֒ V ⊕ V ; since any map from a stable sheaf on a smooth surface to its
reflexive hull is a constant multiple of the standard inclusion, the injection in
question must be a multiple of the identity). Therefore, there are two cases:
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• H 6= F2 as subsheaves of V . In this case, their intersection is at least
colength 1 in each of them, so we must have H ∩ F2 = F1 and therefore
G = F1 ⊕F1. This implies that α = 0 in the diagram, hence G is split
• H = F2 as subsheaves of V , which implies that x = y. In this case, note
that the maps (taut, α) and (β, taut) from F2 ⊕ F1 to Cx have the same
kernel if and only if α and β are equal to constant multiples of the maps
denoted by taut. This implies that G is a multiple of (5.55).


5.30. Let us now consider the schemes Y−, Y+, Y−+ in relation to Y:
Proposition 5.31. The following fiber squares are derived, as in Definition 2.4:
Y+ //

Z(x,x)

Y // Z(x)
Y− //

Z(x,x)

Y // Z(x)
and:
Y−+ //

Z(x,x)

Y− // Z(x)
Y−+ //

Z(x,x)

Y+ // Z(x)
In all cases above, the arrow on the left is the only map one can write
which forgets a single sheaf (in the notation of (2.39)–(2.42)), while the arrow
on the right is the unique map which forgets the same sheaf as the arrow on the left.
Proof. We will only prove that the first square is derived, since all other cases are
analogous. Consider the map on the left of the square:
(5.59) Y+ −→ Y
With the notation in (2.39) and (2.41), we note that the fibers of this map consist
of all ways to append a sheaf F−1 ⊂x F0 to diagram (2.39). Just like in Proposition
2.16, one sees that the map (5.59) factors as:
Y−
%%▲▲
▲▲
▲▲
▲▲
▲▲
▲
  ι // PY(Γx∗(V0))

Y
where Γx : Y→ Y × S is the graph of the map pxS that records the support point
x ∈ S. The closed embedding ι is cut out by the following composed section:
σ : Γx∗(W0) −→ Γ
x∗(V0) −→ O(1)
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and just like in Proposition 2.18, one may show that the section σ factors through
a locally free sheaf of rank 1 less:
σ : Γx∗(W0)։
Γx∗(W0)
L1 ⊗ px∗S (KS)
σ′
−→ O(1)
(note that the argument requires the fact that the morphismY→ S that remembers
the point x is flat, which is proved by estimating the dimensions of its fibers, akin
to the proof of Proposition 5.24). Because of (2.2), we obtain:
dimY+ − dimY ≥ r
However, Proposition 5.28 shows that Y is smooth, while Proposition 5.18 implies
that dimY+ = dimY + r. Therefore, we actually have equality in the inequality
above. This is a particular case of Definition 2.2, hence the section σ′ is regular.
However, this is precisely the same section that describes the map Z(x,x) → Z(x).
By Definition 2.4, this precisely says that the first fiber square is derived.

Proposition 5.31 implies that Y−, Y+, Y−+ are local complete intersections over
the smooth scheme Y. Combined with Proposition 5.18, this implies that they are
equidimensional of dimension:
const + r(cfirst2 + c
last
2 ) + 2
The schemes Y− and Y+ are irreducible, while Y−+ has two irreducible
components over any connected component of the moduli space of sheavesM.
Proposition 5.32. The schemes Y, Y−, Y+, Y−+ are reduced.
Proof. The statement for the scheme Y is a consequence of it being smooth. As for
the other schemes, they are local complete intersections, so it suffices to prove that
their generic points are reduced. In the case of Y− and Y+, they are irreducible,
and the generic point corresponds to a diagram (2.40)–(2.41) with x 6= y. Near
such a point, Y− and Y+ are isomorphic to Z(y,x,x) and Z(x,x,y), respectively.
Since the latter schemes are normal (due to Proposition 5.25), reducedness follows.
The same argument applies to the irreducible component of Y−+ which is the
closure of the locus of diagrams (2.42) with x 6= y. As for the other irreducible
component, we recall that it corresponds to diagrams (2.42) with x = y and F3/F1
a split length 2 sheaf. Therefore, the second component is locally isomorphic to:
V1 × P
1
where V1 ⊂ Z(x,x,x,x) is the irreducible component consisting of:
(F0 ⊂x F1 ⊂x F2 ⊂x F3 ⊂x F4)
such that F3/F1 is a split length 2 sheaf. It suffices to show that V1 is generically
reduced. As a consequence of Corollary 5.12, the generic point of V1 corresponds
to F4 locally free. Near such a point, V1 is locally isomorphic to the smooth
moduli space M4 = {F4} times the component Z1/B ⊂ Comm4/B that we stud-
ied in Subsection 5.8. As we noted therein, Z1 is generically reduced, so we are done.

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