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Abstract
This paper investigates the anti-jamming performance of a cognitive radar under a partially observ-
able Markov decision process (POMDP) model. First, we obtain an explicit expression for uncertainty of
jammer dynamics, which paves the way for illuminating the performance metric of probability of being
jammed for the radar beyond a conventional signal-to-noise ratio (SNR) based analysis. Considering
two frequency hopping strategies developed in the framework of reinforcement learning (RL), this
performance metric is analyzed with deep Q-network (DQN) and long short term memory (LSTM)
networks under various uncertainty values. Finally, the requirement of the target network in the RL
algorithm for both network architectures is replaced with a softmax operator. Simulation results show
that this operator improves upon the performance of the traditional target network.
I. INTRODUCTION
The number of data-hungry wireless devices such as smart phones, tablets, laptops and
M2M has been dramatically increasing, recently [1]. It is known that in particular weather
or military-radars in the C-band may interfere with commercial communication devices, such
as WLAN-routers [2]. Co-channel interference between radar and communication devices or
intentional jamming can be mitigated by dynamic frequency selection [3]. A cognitive radar [4],
[5] envisioned as an intelligent radar can optimize its operational parameters with respect to data
gathered through a feedback loop as a result of the interaction with the surrounding environment.
For a cognitive radar, it would hence be desirable to sense and avoid frequency bands used or
intentionally jammed by other RF-transmitters.
Deep reinforcement learning (DRL) has recently become one of machine learning paradigms
crowning achievements [6]. It has recently been used for developing frequency hopping strategies.
Han et al. [7] considered a DQN based anti-jamming communication to improve SINR. Kang et
al. [8] utilized Q-learning and DQN to learn jammer’s dynamics and in turn used it to avoid the
jammer. Yue et al. [9] considered a multi-user environment where the double DQN algorithm
with frequency hopping strategy is used against RF jamming attack. We utilize the machinery of
2DRL in order to develop strategies for intelligent frequency hopping, which will in turn reduce
probability of being jammed.
In this paper, we focus on the probability of being jammed performance of a radar under two
different strategies based on RL algorithm, named as KARAA strategy and LARA strategy. Our
results provide new insights into this performance, i.e., it depends on both the extent of random
nature of the jammer and SNR value prior to the detection process of the noisy received signal.
To the best of our knowledge, this paper is the first for shedding light on this fact. Utilizing
Bellman’s optimality in DRL, we show that proposed strategies are considerably better than a
purely random hopping strategy in terms of probability of being jammed. A DQN and LSTM,
taking the detection process for a variety of SNR values as input, are separately considered
to compute the optimal policy for each strategy, where both of them effectively utilize two
significant tricks proposed by Google DeepMind for Deep Q-learning [6]: experience replay
and using a target network. The last but not the least, we replace the target network with a
softmax operator proposed in [10]. This operator eliminates the need for extra memory in the
system required for weight matrices and bias coefficients of the target network, and it also
facilitates computations of a target value in the DRL algorithm. Our simulation results show
that the performance of a neural network using the softmax operator is at least as good as the
performance of a neural network using the target network as the uncertainty of jammer dynamics
increases.
We use calligraphic letters to denote sets. 1{.} denotes the indicator function. |.| notation is
used to denote the cardinality of a set while ‖.‖2 denotes the Euclidean norm of a (complex)
number.
II. SYSTEM MODEL
In this section, we introduce the details of the studied anti-jamming model. We consider
a jammer and radar both of which operate in the same set of N channels, where N is a
positive number. Dynamics of the jammer are generated by a Markovian mechanism studied in
Section III-A. In each time slot, the radar desires to intelligently select an unoccupied channel to
successfully transmit. To this end, the radar employs and trains a neural network with imperfect
observations of all the channels in order to learn this mechanism, and in turn it exploits this
information intelligently for avoiding the jammer in every time slot.
3The signal model of the system is comprised of two phases: the training phase and the
implementation phase. In the training phase, the radar doesn’t transmit any signal but observes
the all channels to collect data, which will be used to train the employed neural network in
Section III-C via the state-action value function. Formally, we model the detection problem of
observation as choosing between the hypothesis of the absence of the jammer in channel k with
H0 and the hypothesis of the presence of the jammer in channel k with H1. Thus, the received
signal in channel k in each time slot at the radar can be written as
yk =

 wk under H0gkxk + wk under H1 (1)
where k ∈ {1, . . . , N}, xk ∈ C is the received signal from the jammer in channel k, gk ∈ C
is the gain of channel k and wk is independent and identically distributed Gaussian random
variable, i.e., wk ∼ CN (0,N0). For the sake of simplicity, we assume that gk is unity in the rest
of the paper.
The implementation phase consists of two steps, i.e., the initial step and the operation step,
respectively. The former step is taken once in the beginning of this phase, and it is used to
determine the channel occupied by the jammer in time slot t and in turn the radar employs one
of the proposed strategies in Section IV in which it utilizes this information to take an action
in the next time slot. In the latter step, according to the chosen strategy, the radar transmits in
time slot t + 1 and in all future time slots. In this step, we assume that the jammer and radar
transmit simultaneously at the beginning of each time slot.
III. PROBLEM FORMULATION
In this section, we will introduce the details of the uncertainty of jammer dynamics, the studied
signal model as a partially observable Markov decision process (POMDP) and the learning
algorithm which we will leverage to propose two strategies for avoiding a jammer in Section
IV .
A. Uncertainty of Jammer Dynamics
We start our discussion with uncertainty of jammer dynamics. The study of uncertainty, which
may seem a bit of artificial on first impression, will set the stage for us to shed light on the
probability of being jammed performance of the radar under a specific strategy.
4The distribution of jammer dynamics is modeled as a Markov chain with the state space
S, which is statistically independent of the Gaussian random variable in (1). A measure of
predictability of sequences generated by a Markov source, which is also called entropy, was
studied in Shannon’s groundbreaking paper [11]
Hi (pi1, . . . , piN) = −
N∑
j=1
pijlog2pij, 0 ≤ pij ≤ 1 (2)
where Hi is the uncertainty of state i, pij is the transition probability from state i to state j
and i, j ∈ {1, . . . , N}. In a similar fashion, the predictability of jammer dynamics, i.e. hopping
sequences, may be calculated. However, it’s often difficult to obtain uncertainty of a Markov
source unless we have the unifilar property [11], [12]. We will make use of two assumptions to
utilize this property. The following assumption ensures that we have an ergodic Markov chain.
Assumption 1: For each state si ∈ S, sj ∈ S can be reached in one step from si, i.e. pij > 0
and i, j ∈ {1, . . . , N}.
We will make the following assumption in order to establish the unifilar property in the Markov
chain.
Assumption 2: Each state sk ∈ S is associated with a distinct label.
We will consider orthogonal channels, i.e., frequency bands, as labels to fulfill Assumption
2, e.g., the label of kth state sk is channel k. According to Shannon [11], the uncertainty of
sequences X of a unifilar Markov chain is summation of state uncertainties each of which is
weighted by an associated steady-state probability
H {X} =
∑N
i=1
ψiHi (3)
where ψi is the steady-state probability of state i. Note that the convergence of the steady-state
probability is independent of the initial state due to Assumption 1. Depending on the size of
the transition matrix, the largest H value may also be different. To circumvent this problem, we
introduce the normalized uncertainty equation, which is defined as
H˜
∆
=
H {X}
log2λmax
(4)
where λmax is the largest eigenvalue of the connection matrix, a simple transformation of the
transition matrix [12], and log2λmax corresponds to the maximum uncertainty [11].
5Pϑ,ρ =


. . .
κϑρ + ε · · · κϑ+ ε κ+ ε κϑ+ ε · · · κϑρ + ε
· · · κϑρ + ε · · · κϑ+ ε κ+ ε κϑ+ ε · · ·
. . .


(5)
B. Partially Observable Markov Decision Process
We model the received signal in (1) as a discounted POMDP defined by the tuple (S,O,A, R, P, γ).
The true state of the system in channel k in time slot t is denoted by sk (t) ∈ S, which is
defined as
sk (t)
∆
= 1{‖xk‖2>0}
. (6)
The noisy observation in channel k in time slot t is denoted by ok (t) ∈ O, which is defined
as
ok (t) = {yk} . (7)
The action of the radar in time slot t denoted by at ∈ A, where A = {1, ..., N}, is taken
to predict the occupied channel in the training phase or to transmit in a certain channel in the
implementation phase.
The reward function rt ∈ R, where R = {0, 1}, is defined as
rt
∆
= 1{at=ζt} (8)
where ζt = k1{sk(t)=1} corresponds to the hypothesis H1 for channel k.
Without loss of generality, we consider a NxN circulant probability transition matrix with an
exponential decay given by (5), where ϑ ∈ [0, 1), ǫ is a small positive real number to preserve
Assumption 1 as ϑ tends to zero and ρ is (N − 1)/2 where N is an odd number. Sum of each
row of Pϑ,ρ is one, from which κ should be obtained. However, note that any stochastic matrix
satisfying Assumption 1 may be used. When the jammer is in operation, it will employ a random
permutation of rows of Pϑ,ρ during a certain period of time slots, which is assumed to be much
larger than the duration of the training phase. The discount parameter denoted by γ ∈ (0, 1) is
used to put weights on future rewards. For the sake of brevity, we may use st and ot, or sk and
ok instead of sk (t) and ok (t) respectively in the rest of the paper when the content is obvious.
6C. Reinforcement Learning Algorithm
We assume that jammer dynamics are obtained by a policy π : s˜t → A, where s˜t is the
detected channel in time slot t, and it is defined as
s˜t
∆
= argmax
k
{
1{ξk,t=1}
∣∣∣ ξk,t : ok (t) → {0, 1} , k ∈ {1, . . . , N} , t ∈ Z+} (9)
where ξk,t is the function performing detection for channel k in time slot t. Note that s˜t has
a single value since there is only one jammer in our system set-up. In the training phase, the
radar collects the sample (s˜t, at, rt, s˜t+1) in each time slot from the environment and stores them
into the replay memory M. The state-action value function Qpi : S × A → R is defined as the
aggregate discounted reward obtained by when policy π is used to take actions, that is,
Qpi (st, at) = E
[∑∞
m=t
γmrm
∣∣∣ st, at] (10)
where E is the expectation operator. The objective of reinforcement learning algorithm is to find
the optimal policy π∗, which obtains the largest aggregate discounted reward, that is,
π∗ (st) = sup
pi
Qpi (st, at) (11)
where the supremum operator takes all policies into account. However, if the state space is
large, there are two approaches to deal with this issue. The first solution is to use a neural
network including a target network with parameter θ and a minibatch of independent samples
(s˜t, at, rt, s˜t+1) from the replay memory M as in [6] and in turn to minimize the following loss
function
L (θ) = E
[
(ςt −Q (st, at; θ))
2]
(12)
where
ςt = rt + γmax
a˜∈A
Q (st+1, a˜; θ) (13)
is the target value. In the second solution, the maximum operator in (13) is replaced by a softmax
operator, Mellowmax as proposed in [10]. One intriguing property of this operator is that it works
in online RL fashion.
IV. STRATEGIES FOR AVOIDING JAMMER
In this section, we will propose two strategies which may be employed by the radar for
avoiding the jammer: (i) knowledge-based random access agent (KARAA) strategy and (ii) least
aggregate reward agent (LARA) strategy.
7A. KARAA Strategy
Our discussion begins with KARAA strategy. The KARAA strategy denoted by πK (s) is
essentially two-fold: (i) the radar searches for the most frequent hopping sequence of the jammer
by the RL algorithm, and (ii) it avoids this sequence in a random fashion; thus, it may reduce
probability of being jammed, effectively.
Formally, given the reward function in (8), the most frequent hopping sequence of the jammer
corresponds to the optimal policy π∗ given in (11) under Bellmans optimality, which yields the
largest aggregate discounted reward.
As is defined in Section III-C, the characteristic of actions taken in the first step is deterministic.
In the following step, the radar generates a random sequence of actions πK (s), which is defined
as
πK (s)
∆
=
{
(a˜s1, . . . , a˜sN )| a˜si 6= a
∗
si
, a˜si ∈ A, a
∗
sj
∈ A, i, j ∈ {1, . . . , N}
}
(14)
where each action a˜si
∆
= πK (si), in contrast to the first step, is taken with probability P (a˜si) =
1
|A|−1
, provided that a∗si 6= a
∗
sj
, i 6= j, i, j ∈ {1, . . . , N} due to the unifilar property. Note that
the inequality a˜si 6= a
∗
si
in (14) indicates that the selected action a˜si in state si is different from
a∗si belonging to π
∗ (si) for the same state. Also note that it is not necessary to satisfy unifilar
property in the second step since the uncertainty of the jammer’s Markov source is independent
of πK (s).
B. LARA Strategy
Now, we introduce the LARA strategy denoted by πL (s). The intuition behind this strategy
is to exploit the fact that there is at least one hopping sequence of the jammer, which yields the
smallest aggregate discounted reward under Bellmans optimality.
Formally, given the reward function in (8), the least frequent hopping sequence of the jammer
corresponds to the optimal policy πL (s) given in (15) under Bellmans optimality, which yields
the smallest aggregate discounted reward, and it is defined as
πL (s) = inf
pi
E
[
∞∑
m=t
γmrm
∣∣∣∣∣ st, at
]
= inf
pi
Qpi (st, at) (15)
where the infimum operator takes all policies into account. The radar may directly employ πL (s)
in the implementation phase when it hops to a frequency band in each time slot. In comparison to
the KARAA strategy, the LARA strategy has two advantages: (i) In the case of full observation,
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Fig. 1. Computed pi∗ elements in error for normalized uncertainty of values 0.85 and 0.9 in the lefthand side and righthandside
figures, respectively.
i.e. yk without noise in (1), it yields the optimum result for the probability of being jammer
performance under the Bellman’s optimality. (ii) Taking actions in a random fashion is not
necessary. In fact, this would lead to a suboptimal result as is shown in the following section.
V. SIMULATION RESULTS
For the DQN architecture, we consider a fully connected neural network with three hidden
layers. Each hidden layer has 32 neurons. Adam algorithm [13] is used for the stochastic
optimization of the loss function of DQN in (12) on a minibatch of independent samples. The
double DQN (DDQN) is utilized to train the DQN since the maximum operator in (13) uses the
same values for both selecting and evaluating an action, which may lead to overoptimistic value
calculations. Separately, we also consider a single LSTM with 32 hidden units. As is suggested
in [6], both architectures make use of a target Q-learning network and ǫ-greedy algorithm for
selecting actions. We take 16 samples for training and finish the training in 300,000 time slots.
In the backward propagation, the learning rate is fixed at 0.00007 and 0.13 for DQN and LSTM,
respectively while LSTM has a single output layer whose learning rate is fixed at 0.01. γ is set
to 0.95 and 0.1 for DQN and LSTM, respectively. The Mellowmax coefficient for both DQN
and LSTM is set to 15 and 45 in the cases of 5-channel and 9-channel, respectively.
We assume that SNR at the radar varies between 5dB and 10dB in the training phase. Input of
both networks is the signal obtained after a detection process, for which we use a simple energy
detector since signal xk in (1) is completely unknown to the radar. Accordingly, detection error
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Fig. 2. Average probability of being jammed for a variety of values of normalized uncertainty. In the training, SNR ranges
between 5dB and 10dB.
may slow down the training of the networks. In order to successfully implement the introduced
strategies in Section IV, π∗ (st) given in (11) needs to be computed as accurately as possible in
the training phase.
In Fig. 1, the performance of each type of network is investigated for 9 channels in terms of
number of computed π∗ (st) elements in error in the cases of normalized uncertainty of values
0.85 and 0.9. Here, LSTM and DQN may use either a target Q-learning network in the loss
function (12) or Mellowmax operator. In the case of normalized uncertainty of value 0.85, in
the lefthand side figure, LSTM using Mellowmax network perfectly computes elements of π∗,
LSTM using a target network exhibits a very few errors, and DDQN network’s performance
appears inferior to DQN using Mellowmax. Now, in the case of normalized uncertainty of value
0.9, in the righthand side figure, DQN with Mellowmax operator outperforms DDQN, however,
both types of LSTM network exhibit the same performance, but they are more robust to the
increase in uncertainty in comparison to their DQN competitors. This is not surprising because
LSTM has memory which can extract more information about the past trace of the true state
despite the enhanced challenge of uncertainty.
In Fig. 2, we demonstrate the average probability of being jammed as a function of normalized
uncertainty H˜ given in (4), where we employ a LSTM using Mellowmax operator to compute
(14) and (15). Except the purely random access strategy, we first observe a downward trend in
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this probability as a function of decreasing values of the H˜, which is an anticipated result since
the smaller value of H˜, the more predictability of hopping sequences of the jammer, which is
in accordance with the discussion in Section III-A.
We note that both KARAA and LARA exhibit exciting performance even in high H˜ values,
especially, LARA provides a great deal of performance improvements. Another interesting
observation is that there is a threshold H˜ value, that is approximately 0.77, below which the
performance of KARAA for 5-channel turns out to be superior to the random strategy for 9-
channel.
Perhaps it’s not surprising to see that the performance of KARAA is suboptimal in comparison
to LARA since the optimal policy π∗, according to Bellmans optimality, indicates the state with
the largest aggregate reward where the jammer will be most probably in the next time slot, but
it does not provide any information about |S| − 1 number of other states. As a result of this,
selecting one of them in a uniformly random fashion leads to a suboptimal solution.
VI. CONCLUSIONS
In this paper, we have studied the probability of being jammed performance of a radar under a
POMDP model. To this end, we utilized DQN and LSTM networks trained under a range of SNR
values to compute the optimal policy. Inspired by Shannon’s landmark paper [11], we proposed a
novel approach to analyze the probability of being jammed in terms of the extent of uncertainty of
jammer dynamics under two specific strategies - KARAA strategy and LARA strategy. Beyond
a traditional SNR based analysis approach, the proposed analysis is of the prime importance
for shedding light on the performance achievable by general strategies. Simulation results have
confirmed the potential and success of the proposed strategies. LSTM using Mellowmax operator
has appeared more robust to uncertainty than the other networks in simulations.
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