Abstract. We define in an axiomatic fashion a Coxeter datum for an arbitrary Coxeter group W . Such Coxeter datum will specify a pair of reflection representations of W which are not assumed to be embeddings of W into the orthogonal group of any real vector space. These non-orthogonal representations then give rise to a pair of inter-related root systems that generalize the usual orthogonal root systems of Coxeter groups. We obtain comparison results between these non-orthogonal root systems and the standard (orthogonal) root systems. Further, we study cones analogous to the Tits cones.
Introduction
For an arbitrary Coxeter system (W, R) in the sense of [13] or [17] , it is well known that W can be embedded into the orthogonal group of a certain bilinear form ( , ) on a vector space V over the real field R. The root system of W in V is a certain W -stable subset of V whose elements correspond to the reflections in W . If the bilinear form ( , ) is non-degenerate then (of course) V is W -isomorphic to its algebraic dual Hom(V, R), but since the form is not always non-degenerate it is sometimes useful to study both the representation of W on V and the contragredient representation of W on Hom(V, R). This motivates the approach taken in this paper, in which we consider a pair of real vector spaces V 1 and V 2 linked by a W -equivariant bilinear pairing satisfying a few extra conditions (which are guaranteed to hold in the case that V 1 = V and V 2 = Hom(V, R)). We show that in this situation W embeds (faithfully) in the general linear groups of each of V 1 and V 2 , with both images being generated by involutions. The classical theory of (orthogonal) geometric realizations can be recovered from this construction as a special case. We define and study generalized root systems arising from such non-orthogonal geometric realizations of Coxeter systems, and compare them with the root systems arising from the standard geometric realizations. It turns out that it is natural to consider root systems in both V 1 and V 2 simultaneously; these are in W -equivariant bijective correspondence with each other, and are also closely related to the classical root system of W in the sense of [2] and [17] .
Paired reflection representations
Let S be an arbitrary set in which each unordered pair {s, t} of elements is assigned an m st ∈ Z ∪ {∞}, subject to the conditions that m ss = 1 (for all s in S), and m st ≥ 2 (for all distinct s, t in S). Suppose that V 1 and V 2 are vector spaces over the real field R, and suppose that there exists a bilinear map , : V 1 × V 2 → R and sets Π 1 = { α s | s ∈ S } ⊆ V 1 and Π 2 = { β s | s ∈ S } ⊆ V 2 such that the following conditions hold:
(C1) α s , β s = 1, for all s ∈ S; (C2) α s , β t ≤ 0, for all distinct s, t ∈ S; (C3) for all s, t ∈ S, α s , β t α t , β s = cos 2 (π/m st ) if m st = ∞, γ 2 , for some γ ≥ 1 if m st = ∞;
(C4) α s , β t = 0 if and only if α t , β s = 0, for all s, t ∈ S; (C5) s∈S λ s α s = 0 with λ s ≥ 0 for all s implies λ s = 0 for all s, and s∈S λ s β s = 0 with λ s ≥ 0 for all s implies λ s = 0 for all s. Note that (C3) and (C4) together imply that α s , β t and α t , β s are zero if and only if m st = 2. We can also express (C5) more compactly as 0 / ∈ PLC(Π 1 ) and 0 / ∈ PLC(Π 2 ), where PLC(A) (the positive linear combinations of A) of any set A is defined to be { a∈A λ a a | λ a ≥ 0 for all a ∈ A, and λ a ′ > 0 for some a ′ ∈ A }.
Definition 2.1. In the above situation, if conditions (C1) to (C5) are satisfied then we call C = (S, V 1 , V 2 , Π 1 , Π 2 , , ) a Coxeter datum. The m st (s, t ∈ S) are called the Coxeter parameters of C .
Following [6] , we call C free if both Π 1 and Π 2 are linearly independent. Throughout this paper, C = (S, V 1 , V 2 , Π 1 , Π 2 , , ) will be a fixed Coxeter datum with Coxeter parameters m st , unless otherwise stated. We stress that, in general, C is not required to be free. Remark 2.2. In a Coxeter datum C , if we take V 2 = Hom(V 1 , R) and take , to be the natural pairing on V 1 × Hom(V 1 , R), then the conditions (RB1), (RB2) and (RB3) required in the definition of the root data of [6] are automatically satisfied in C (though, here we have scaled each element of Π 1 and Π 2 by a factor of 1 √ 2 ). Thus the root data in the sense of [6] are special cases of Coxeter datum defined here. Further, if we assume that C is free then we recover a set of root data as given in [12] , whereas if we assume that α s , β t ∈ Z for all s, t ∈ S then we recover a set of root data as given in [21] . Definition 2.3. Given a Coxeter datum C = (S, V 1 , V 2 , Π 1 , Π 2 , , ), for each s ∈ S, let ρ V 1 (s) and ρ V 2 (s) be the linear transformations on V 1 and V 2 defined by ρ V 1 (s)(x) = x − 2 x, β s α s for all x ∈ V 1 , and ρ V 2 (s)(y) = y − 2 α s , y β s for all y ∈ V 2 . For each i ∈ {1, 2} let R i (C ) = { ρ V i (s) | s ∈ S }, and let W i (C ) be the subgroup of GL(V i ) generated by R i .
For each s ∈ S, it is readily checked that ρ V 1 (s) and ρ V 2 (s) are involutions with ρ V 1 (s)(α s ) = −α s and ρ V 2 (s)(β s ) = −β s . Further, we have:
Though C lacks freeness in general, nevertheless, conditions (C1), (C2) and (C5) of the definition of a Coxeter datum together yield that: Lemma 2.5. For each s ∈ S we have α s / ∈ PLC(Π 1 \ {α s }), and β s / ∈ PLC(Π 2 \ {β s }). In particular, for distinct s, t ∈ S, the set {α s , α t } is linearly independent, and so is {β s , β t }.
For each i ∈ {1, 2}, the above lemma yields that ρ V i (s) = ρ V i (t) whenever s, t ∈ S are distinct. The following lemma, readily obtained from direct calculations, summarizes a few useful results: Lemma 2.6. (i) Suppose that s, t ∈ S such that m st / ∈ {1, ∞}, and let θ = π/m st . If m st = 2 then for each n ∈ N,
While if m st = 2 then for each n ∈ N,
(ii) Suppose that s, t ∈ S such that m st = ∞. Define θ = cosh −1 (γ), where γ = α s , β t α t , β s . Then for each n ∈ N,
Indeed, in the subspace with basis {α s , α t } the following m st elements
are all distinct, and the same holds in the subspace with basis {β s , β t }.
(ii) In a similar way as the above, it follows from Lemma 2.
The above observations naturally lead to the following:
Proposition 2.8. Suppose that s, t ∈ S. Then for each i ∈ {1, 2},
Proof. We give a proof that ρ V 1 (s)ρ V 1 (t) has order m st in GL(V 1 ) below, and we stress that the same argument will hold for ρ V 2 (s)ρ V 2 (t) in GL(V 2 ). Observe that we only need to consider the cases when m st / ∈ {1, ∞}, for the statement of the proposition follows readily from Remark 2.7 (ii) and the fact that each ρ V 1 (s), for all s ∈ S, is an involution. Next let α ∈ V 1 be arbitrary. Then
If m st = 2, then (2.1) yields that
so that ρ V 1 (s) and ρ V 1 (t) commute. Hence ord(ρ V 1 (s)ρ V 1 (t)) = 2 when m st = 2, and it remains to check the case when m st > 2. Observe that if α = α s and α = α t , then (2.1) yields that
Therefore the action of ρ V 1 (s)ρ V 1 (t) on R{α s , α t , α} may be represented by the following matrix M:
It is readily checked that M has distinct eigenvalues e i 2π
mst , e −i 2π mst and 1. Hence M has order m st , and so (ρ
Remark 2.9. Given a Coxeter datum C = ( S, V 1 , V 2 , Π 1 , Π 2 , , ) with Coxeter parameters m st (where s, t ∈ S), let (W, R) be a Coxeter system in the sense of [13] or [17] with R = { r s | s ∈ S } being a set of involutions generating W subject only to the condition that the order of the product r s r t is m st whenever s, t are in S with m st = ∞. Then Proposition 2.8 yields that there are group homomorphisms
The principal result of this section is the following: Theorem 2.10. Let (W, R), f 1 and f 2 be as the above. Then f 1 and f 2 are isomorphisms; that is, (W 1 (C ), R 1 (C )) and (W 2 (C ), R 2 (C )) are both Coxeter systems isomorphic to (W, R).
For each i ∈ {1, 2}, since W i (C ) is generated by the elements of R i (C ), it follows readily that each f i is surjective. Thus only the injectivity of f i needs to be checked. Before we can do so, a few elementary results are needed. First we have a result easily obtained from the formulas in Lemma 2.6: Lemma 2.11. Suppose that s, t ∈ S, and let n be an integer such that 0 ≤ n < m st . Write
Then all four constants λ n , µ n , λ ′ n and µ ′ n are non-negative. Remark 2.12. The same argument applies equally well if we replace in the above lemma, respectively, ρ V 1 (s), ρ V 1 (t), α s and α t by ρ V 2 (s), ρ V 2 (t), β s and β t .
Let W , f 1 and f 2 be as in Remark 2.9. Then f 1 and f 2 give rise to W -actions on V 1 and V 2 in the following way: wx = (f 1 (w))(x) for all w ∈ W and x ∈ V 1 , and wy = (f 2 (w))(y) for all w ∈ W and y ∈ V 2 . Let ℓ : W → N be the length function of W with respect to R. For w ∈ W we say that an expression of the form w = r s 1 · · · r s l (where s 1 , . . . s l ∈ S) reduced if ℓ(w) = l. For any w ∈ W , an easy induction on ℓ(w) yields the following extension to Proposition 2.4:
, and let W be as in in Remark 2.9. Then x, y = wx, wy for all w ∈ W , x ∈ V 1 , and y ∈ V 2 .
Using the same argument as in [15] , we may deduce: Proposition 2.14. ([15, Theorem, Lecture 1]) Let W be as the above, and let w ∈ W and s ∈ S. If ℓ(wr s ) ≥ ℓ(w) then wα s ∈ PLC(Π 1 ). Now we are ready to complete the proof of Theorem 2.10:
Proof of Theorem 2.10. Suppose, for a contradiction, that the kernel of f 1 is nontrivial, and choose w in the kernel of f 1 with w = 1. Then ℓ(w) > 0, and we may write w = w ′ r s for some s ∈ S and w ′ ∈ W with ℓ(w
and hence 0 = α s + w ′ α s ∈ PLC(Π 1 ), contradicting condition (C5) of a Coxeter datum. In an entirely similar way it can be shown that the kernel of f 2 is trivial.
Let W and R be as in Remark 2.9. We call W the abstract Coxeter group determined by the Coxeter parameters of the Coxeter datum C , and we call (W, R) the abstract Coxeter system associated with C . Observe that Theorem 2.10 yields that the W -actions on V 1 and V 2 induced by the isomorphisms f 1 and f 2 are faithful.
Root Systems and Canonical Coefficients
) is a Coxeter datum, and suppose that (W, R) is the associated abstract Coxeter system. (i) Define Φ 1 (C ) = W Π 1 = { wα s | w ∈ W, s ∈ S }, and similarly define Φ 2 (C ) = W Π 2 = { wβ s | w ∈ W, s ∈ S }. For each i ∈ {1, 2}, we call Φ i (C ) the root system of W in V i , and its elements the roots of W in V i . We call Π i the set of simple roots in Φ i (C ), and we say that Π i forms a root basis for Φ i (C ). 
(r r r s )α r = r r (α r + 1 2
(r t r r r s )α r = r t (
(r s r t r r r s )α r = r s (
(r r r s r t r r r s )α r = r r (
(r t r r r s r t r r r s )α r = r t (
α r . In particular, we notice from the above that it is possible for a nontrivial positive scalar multiple of a root to also be a root, lying in the same W -orbit as the root itself. Clearly if wα = λα where α ∈ Φ 1 (C ) then w n α = λ n α for all n ∈ N. Since it is quite possible that λ = ±1, it follows that there could well be infinitely many non-trivial scalar multiples of α in Φ 1 (C ). Further, all roots in the W -orbit of α will possess this same property. Of course, the same situation could arise in Φ 2 (C ) as well. This is one of the features setting Φ 1 (C ) and Φ 2 (C ) apart from the classical root systems studied in [2] , [13] or [17] .
Similar to [17] , Proposition 2.14 yields the following
is a Coxeter datum, and suppose that (W, R) is the associated abstract Coxeter system Since C is not assumed to be free, although we know from Lemma 3.2 (i) that each root in Φ i (C ) (for each i ∈ {1, 2}) is expressible as a linear combination of simple roots from Π i with coefficients all being of the same sign, that expression needs not be unique. Thus the concept of the coefficient of a simple root in a given root is potentially ambiguous. To obtain a canonical way of expressing roots in terms of simple roots, we employ a construction similar as those of [11] , [16] and [21] . We define a free Coxeter datum C ′ on the same set of Coxeter parameters as those of C . Then both C and the free Coxeter datum C ′ correspond to the same abstract Coxeter system (W, R). It turns out that for each i ∈ {1, 2}, there exists a canonical
which maps simple roots to simple roots. Since each Φ i (C ′ ) is free, there is no ambiguity of the coefficient of a simple root in any given root of Φ(C ′ ), and this will provide a canonical expression of roots in Φ i (C ) in terms of Π i via π i . However, since C lacks the integrality condition assumed in [21] , the proof used in [21] will not apply here. Further, since it is no longer true that there exists a bijection between Φ i (C ) + (i = 1, 2) and the reflections in W , the proofs used in [11] and [16] will not apply either. 
for all λ s , µ s ∈ R, and define a bilinear map ,
is a free Coxeter datum with the same parameters as C , and therefore is associated to the same abstract Coxeter system (W, R). Applying Theorems 2.10 to C ′ then yields isomorphisms f
Note that for each i ∈ {1, 2} and each s ∈ S, it follows from the above definitions that f
, and this in turn yields that
where f 1 and f 2 are as in Theorem 2.10. Since W is generated by { r s | s ∈ S }, it follows that π i f ′ i (w) = f i (w)π i for all w ∈ W and i ∈ {1, 2}. Summing up, one has that
and hence each π i is a W -module homomorphism.
Proposition 3.5. For each i ∈ {1, 2}, the restriction of π i defines a
To prove Proposition 3.5, we need a few elementary results and some further notations. Definition 3.6. For each i ∈ {1, 2}, define an equivalence relation ∼ i on Φ i (C ) as follows: if z 1 and z 2 ∈ Φ i (C ), then z 1 ∼ i z 2 if and only if z 1 and z 2 are (nonzero) scalar multiples of each other. For each z ∈ Φ i (C ), write z for the equivalence class containing z, and set
Observe that the action of W on Φ i (C ) (for i = 1, 2) gives rise to a well-defined action of W on Φ i (C ) satisfying w z = wz for all w ∈ W , and all z ∈ Φ i (C ).
Definition 3.7. For i ∈ {1, 2}, and for each w ∈ W , define 
If w 1 , w 2 ∈ W with ℓ(w 1 w 2 ) = ℓ(w 1 ) + ℓ(w 2 ) then we call w 2 a right hand segment of w 1 w 2 . If w = r s 1 r s 2 · · · r s l (where w ∈ W and s 1 , · · · , s l ∈ S) with ℓ(w) = l, then the above lemma yields that
Essentially the same argument as in [15, Lemma, Lecture 3] yields the following: Lemma 3.9. W is finite if and only if Φ i (C ) is finite ( for i = 1, 2). Remark 3.10. Let K ⊆ S. If we define V 1K to be the subspace of V 1 spanned by Π 1K = { α s | s ∈ K } and V 2K to be the subspace of V 2 spanned by Π 2K = { β s | s ∈ K }, and let , K be the restriction of
the corresponding abstract Coxeter group, and let η : W K → W be the homomorphism defined by r ′ s → r s for all s ∈ K. It follows immediately from the formulas for the actions of W on V 1 and W K on V 1K that r ′ s v = r s v for all s ∈ K and v ∈ V 1K , and therefore wv = η(w)v for all w ∈ W K and v ∈ V 1K . Since the action of W K on V 1K is faithful, it follows that η is injective. Thus W K can be identified with the standard parabolic subgroup of W generated by the set { r s | s ∈ K }. Definition 3.11. Given K ⊆ S, define Φ 1K (⊆ V 1K ) and Φ 2K (⊆ V 2K ) to be the root systems for W K corresponding to C K , and Φ + 1K , Φ + 2K to be the corresponding sets of positive roots.
In other words, we have Φ 1K = { wα r | w ∈ W K and r ∈ K }, and Φ 
For present purposes we require this only in the special case when K has cardinality 2.
Notation 3.14. For r, s ∈ S, if m rs < ∞ then {r r , r s } is finite, and its longest element, denoted by w {r,s} , is r r r s r r · · · = r s r r r s · · · , where there are m rs alternating factors on each side. Lemma 3.15. Suppose that s, t ∈ S and w ∈ W such that wα s = λα t for some positive constant λ. Let r ∈ S be such that ℓ(wr r ) < ℓ(w).
Thus it can be checked that wr s α r ∈ Φ − 1 (C ). Now the fact that both wr s α r and wr s α s are negative implies that wr s (λ ′ α r +µ ′ α s ) is a negative linear combination of Π 1 whenever λ ′ , µ ′ ≥ 0. This says precisely that Φ 1{ r, s } ⊆ N 1 (wr s ). Since N 1 (wr s ) is a finite set of size ℓ(wr s ) by Lemma 3.8 (ii), it follows from Remark 3.12 above that {r r , r s } must be finite.
(ii) First, w {r,s} exists by part (i). Next let µα r + να s ∈ Φ + 1 (C ) (where µ, ν ≥ 0) be arbitrary. Then it follows from Remark 3.13 that w {r,s} r s (µα r + να s ) ∈ Φ 
Now we are ready to prove Proposition 3.5:
Proof of Proposition 3.5. Since Φ 1 (C ′ ) = { wα ′ s | w ∈ W and s ∈ S }, to prove that the restriction of π 1 to Φ 1 (C ′ ) is bijective it suffices to show that if π 1 (wα
Observe that π 1 (wα ′ s ) = wα s , and π 1 (vα ′ t ) = vα t . Hence it suffices to prove the following statement: if wα s = λα t for some w ∈ W , s, t ∈ S, and λ = 0, then wα
We assume that wα s = λα t , and proceed by an induction on ℓ(w). The case ℓ(w) = 0 reduces to the statement: if α s = λα t for some s, t ∈ S then α ′ s = λα ′ t . Given α s = λα t , Lemma 2.5 and the requirement that 0 / ∈ PLC(Π 1 ) together yield that λ = 1 and s = t, and we are done. Thus we may assume that ℓ(w) > 0, and choose r ∈ S such that ℓ(wr r ) < ℓ(w). Lemma 3.15 yields that {r r , r s } is a finite dihedral group (hence m rs is finite), and ℓ(w(w {r,s} r s ) −1 ) = ℓ(w) −ℓ(w {r,s} r s ). We treat separately the cases m rs even and m rs odd.
If m rs = 2k is even, then w {r,s} = (r r r s ) k = (r s r r ) k , and then the formulas in Lemma 2.6 (i) yield
and by exactly the same calculation in V ′ 1 we have:
Observe that (3.4) yields that
Now since ℓ(w(w {r,s} r s ) −1 ) < ℓ(w), the inductive hypothesis combined with (3.6) give us α
Then it follows from (3.5) and (3.7) that (3.8) and by exactly the same calculation in V ′ 1 we have:
Observe that (3.8) yields that
(3.10) Since ℓ(w(w {r,s} r s ) −1 ) < ℓ(w), combining (3.10) and the inductive hypothesis yield that
Finally it follows from (3.9) and (3.11) that
= α ′ t , completing the proof that π 1 restricts to a bijection Φ 1 (C ′ ) ↔ Φ 1 (C ). Exactly the same reasoning also yields that π 2 restricts to a bijection
Under the freeness condition of (ii) Let β ∈ Φ 2 (C ) be arbitrary. For each s ∈ S, define the canonical coefficient of β s in the root β, written coeff s (β), by requiring that coeff s (β) = coeff s (π −1 2 (β)), where π 2 is as in Proposition 3.5. The support of the root β, written supp(β), is the set { β s | coeff s (β) = 0 }.
A similar proof as that of Proposition 3.5 establishes the following: Proposition 3.17. Suppose that s, t ∈ S. If wα s = λα t for some w ∈ W and some non-zero constant λ, then wβ s = 1 λ β t .
In particular, Proposition 3.17 implies the following: if w 1 α s = w 2 α t for some s, t ∈ S and w 1 , w 2 ∈ W , then w 1 β s = w 2 β t . Thus there exists a well-defined map Φ 1 (C ) → Φ 2 (C ) satisfying the requirement that wα s → wβ s for all s ∈ S and w ∈ W . This is clearly the unique W -equivariant map Φ 1 (C ) → Φ 2 (C ) satisfying α s → β s for all s ∈ S. Furthermore, by going through a similar reasoning as in the proof of Proposition 3.5, we may conclude that this map is a bijection. Note that Proposition 3.17 can be generalized to the following: Lemma 3.20. Suppose that α ∈ Φ 1 (C ), and suppose that λ is a nonzero constant such that λα ∈ Φ 1 (C ). Then φ(λα) = 1 λ φ(α).
Proof. Write α = wα s for some w ∈ W and s ∈ S. The fact that λα ∈ Φ 1 (C ) implies that w −1 (λα) = λw −1 α = λα s ∈ Φ 1 (C ). Then φ(λα s ) = 1 λ φ(α s ) by Proposition 3.17. Now it follows from the Wequivariance of φ that
For each i ∈ {1, 2} and each z ∈ Φ + i (C ), define the depth of z (written dp C ,i (z) ) to be dp C ,i (z) = min{ ℓ(w) | w ∈ W and wz ∈ Φ − i (C ) }.
(ii) For each i ∈ {1, 2} and z 1 , z 2 ∈ Φ + i (C ), write z 1 i z 2 if there exists w ∈ W such that z 2 = wz 1 , and dp C ,i (z 2 ) = dp C ,i (z 1 ) + ℓ(w). Furthermore, we write
A mild generalization of Lemma 1.7 of [3] yields the following:
is a Coxeter datum. Let s ∈ S, α ∈ Φ + 1 (C ) \ R{α s }, and β ∈ Φ + 2 (C ) \ R{β s }. Then dp C ,1 (r s α) =      dp C ,1 (α) − 1 if α, β s > 0, dp C ,1 (α) if α, β s = 0, dp C ,1 (α) + 1 if α, β s < 0; and dp C ,2 (r s β) =      dp C ,2 (β) − 1 if α s , β > 0, dp C ,2 (β) if α s , β = 0, dp C ,2 (β) + 1 if α s , β < 0.
is a Coxeter datum, and α ∈ Φ + 1 (C ). Then dp C ,1 (α) = dp C ,2 (φ(α)). Proof. Let w ∈ W be such that wα ∈ Φ − 1 (C ) and dp C ,1 (α) = ℓ(w). Then Corollary 3.19 yields that φ(wα) ∈ Φ − 2 (C ), and it follows from the W -equivariance of φ that, w(φ(α)) ∈ Φ − 2 (C ). Hence dp C ,2 (φ(α)) ≤ ℓ(w) = dp C ,1 (α). By symmetry, dp C ,1 (α) ≤ dp C ,2 (φ(α)), whence equality. Proof. Combine Lemma 3.22 and Lemma 3.23, then the desired result follows.
In fact, the above gives rise to a more general result:
is a Coxeter datum, and α 1 , α 2 ∈ Φ 1 (C ). Then Proof. Write α 2 = wα s for some w ∈ W and s ∈ S. Given the Winvariance of , and the W -equivariance of φ, we have
It then follows from Lemma 3.24 that w −1 α 1 , β s > 0 precisely when
The rest of the desired result follows in a similar way.
Comparison with the Standard Geometric Realization of Coxeter Groups
In this section we recover the root systems of Coxeter groups in the sense of [13] or [17] as special cases of root systems arising from a Coxeter datum. Subsequently we give comparison results between such special cases and the more general root systems arising from a Coxeter datum. These comparisons will provide useful reduction of the nonorthogonal representations studied in the previous sections into those of [13] or [17] .
Fix a Coxeter datum C = ( S, V 1 , V 2 , Π 1 , Π 2 , , ), and let V be a vector space over R with a basis Π = { γ s | s ∈ S } in bijective correspondence with S. Suppose that ( , ) : V × V → R is a symmetric bilinear form satisfying the following conditions:
Then C ′′ = ( S, V, V, Π, Π, ( , ) ) is a free Coxeter datum with the same Coxeter parameters m st , (s, t ∈ S) as those of C , and hence C and C ′′ are associated to the same abstract Coxeter system (W, R). It is easily checked that Φ 1 (C ′′ ) = Φ 2 (C ′′ ), allowing us to write Φ in places of Φ 1 (C ′′ ) and Φ 2 (C ′′ ). Furthermore, we write Φ + and Φ − for the corresponding set of positive roots and negative roots respectively. It is also readily checked that W can be faithfully embedded into the orthogonal group of the bilinear form ( , ) on V . This recovers the orthogonal representation of W as defined in [2] , [13] and [17] . We refer to such V as the standard geometric realization (Tits representation) of W or simply the standard Tits representation of W .
It follows from Lemma 2.13 that ( , ) is W -invariant. It is wellknown (and can be readily checked) that if x and λx are both in Φ for some constant λ, then λ = ±1. Since C ′′ is free, it follows that each γ ∈ Φ can be written uniquely in the form γ = s∈S λ s γ s . We say that λ s is the coefficient of γ s in γ, and denote it by coeff s (γ). Finally, to simplify notation, for any γ ∈ Φ we write dp(γ) in place of dp C ′′ ,1 (γ)(= dp C ′′ ,2 (γ)), and for γ 1 , γ 2 ∈ Φ we simply write γ 1 γ 2 when γ 1 1 γ 2 (and γ 1 2 γ 2 ).
Similar arguments as for Proposition 3.5 gives us the following:
Proposition 4.1. There are W -equivariant maps φ 1 : Φ 1 (C ) → Φ, and
Remark 4.2. We stress that unlike π 1 , π 2 of Proposition 3.5 and φ of Definition 3.18, the new maps φ 1 and φ 2 are not injective in general, and we shall see more on this fact in Lemma 4.8 (ii) below.
Proof. We may write α = wα r , for suitable w ∈ W and r ∈ S. If α ∈ Φ + 1 (C ), then Lemma 3.2 (ii) yields that ℓ(wr r ) = ℓ(w) + 1, in which case Lemma 3.2 (ii) applied to the Coxeter datum C ′′ yields that φ 1 (α) = φ 1 (wα r ) = wφ 1 (α r ) = wγ r ∈ Φ + . Likewise we see that
Using the same argument as in Lemma 3.23 we have:
. Then dp C ,1 (α) = dp(φ 1 (α)). Next we have a well-known result on Coxeter groups (a proof can be found in [5] , in the discussion immediately before Lemma 2.1) which we shall use repeatedly in later calculations. Lemma 4.6. Suppose that I ⊆ S and w ∈ W . Let W I denote the standard parabolic subgroup in W corresponding to I, as defined in Remark 3.10. Choose w ′ ∈ wW I to be of minimal length in the left coset of
Proof. Replace α by −α if needed, we may assume that α ∈ Φ + 1 (C ), and we may write α = wα s , where w ∈ W and s ∈ S. The proof is based on an induction on ℓ(w). If ℓ(w) = 0 then the result clearly holds with an equality. Thus we may assume that ℓ(w) ≥ 1, and choose t ∈ S such that ℓ(wr t ) = ℓ(w) − 1. Observe that w = w 1 w 2 , where w 1 is of minimal length in the coset w {r s , r t } , and w 2 is an alternating product of r s and r t , ending in r t . Then Lemma 4.6 yields that ℓ(w) = ℓ(w 1 )+ℓ(w 2 ), ℓ(w 1 r s ) = ℓ(w 1 )+1, and ℓ(w 1 r t ) = ℓ(w 1 )+1. Consequently w 1 α s ∈ Φ + 1 (C ) and w 1 α t ∈ Φ + 1 (C ) by Lemma 3.2 (ii).
The formulas in Lemma 2.6 yield that w 2 α s = pα s + λqα t , where λ is a positive constant and pq ≥ 0. If p and q are both negative, then α = wα s = w 1 w 2 α s = w 1 (pα s + λqα t ) = pw 1 α s + λqw 1 α t ∈ Φ − 1 (C ), contradicting the assumption that α ∈ Φ + 1 (C ). Therefore p, q ≥ 0. By Lemma 2.5, {α s , α t } is linearly independent, hence coeff s (w 2 α s ) = p, and coeff t (w 2 α s ) = λq. Similar calculations as in Lemma 2.6 yield that w 2 γ s = pγ s + qγ t , and w 2 β s = pβ s +
and
Since ℓ(w 1 ) < ℓ(w), it follows from the inductive hypothesis that
and so the first two summands in the last line of (4.1) are nonnegative. Next apply the geometric mean and arithmetic mean inequality to the terms 1 λ yz ′ and λy ′ z , and we can conclude that
But the inductive hypothesis yields that yy
showing that the third summand in the last line of(4.1) is also nonnegative, whence xx ′ − x ′′2 ≥ 0, and the desired result follows by induction.
(ii) The situation φ 1 (α) = ±γ s (s ∈ S) arises if and only if α = λα s , for some nonzero constant λ.
Proof. (i) Lemma 3.2 (i) applied to the Coxeter datum C ′′ yields that Φ = Φ + ⊎ Φ − . Hence we only need to verify that coeff t (α) = 0 if and only if coeff t (φ 1 (α)) = 0, for the rest of (i) follows readily from Lemma 4.3. By Proposition 4.7 we only need to show that the condition coeff t (φ 1 (α)) = 0 implies that coeff t (α) = 0. Replacing α by −α if needs be, we may assume that α ∈ Φ + 1 (C ), and write α = wα r for some w ∈ W and r ∈ S. If ℓ(w) = 0 then there is nothing to prove. Thus we may assume that ℓ(w) ≥ 1 and proceed by an induction on ℓ(w). Choose s ∈ S such that ℓ(wr s ) = ℓ(w)
By Lemma 4.6 and Lemma 3.2 (ii) (applied to the Coxeter datum C ′′ ), w 1 γ r and w 1 γ s are both positive, and hence it follows from the above that p coeff t (w 1 γ r ) = q coeff t (w 1 γ s ) = 0.
Then the inductive hypothesis yields that p coeff t (w 1 α r ) = q coeff t (w 1 α s ) = 0, and therefore coeff t (α) = coeff t (wα r ) = p coeff t (w 1 α r ) + λq coeff t (w 1 α s ) = 0 as required, and (i) follows by induction.
(ii) Follows readily from part (i) above. ), where r 1 , r 2 ∈ S with 4 ≤ m r 1 r 2 < ∞.
Combining the results in Proposition 4.7 to Lemma 4.10 (inclusive) and an argument similar to the one used in the proof of Proposition 4.7, we may deduce the following: Proposition 4.11. Let α ∈ Φ 1 (C ) and t ∈ S be arbitrary. Then coeff t (α) > 0 if and only if coeff t (φ(α)) > 0, and in this case coeff t (α) coeff t (φ(α)) ≥ 1. In particular, φ(supp(α)) = supp(φ(α)).
Furthermore, suppose that 1 ≤ coeff t (α) coeff t (φ(α)) < 4. Then either
where m = m r 1 r 2 , for some r 1 , r 2 ∈ S with 4 ≤ m < ∞. In particular, if α ∈ Φ + 1 (C ) then coeff t (α) coeff t (φ(α)) = 1 if and only if coeff t (φ 1 (α)) = 1.
Proof. Since both , and ( , ) are W -invariant, and φ, φ 1 are Wequivariant, we may replace α 1 and α 2 by uα 1 and uα 2 for a suitable u ∈ W so that α 2 = α s for some s ∈ S. Furthermore, replace α 1 by −α 1 if needs be, we may assume that α 1 ∈ Φ + 1 (C ). We proceed with an induction on the depth of α 1 .
If dp C ,1 (α 1 ) = 1, then α 1 = λα r , for some positive constant λ and some r ∈ S. It follows from Lemma 4.8 (ii) that φ 1 (α 1 ) = γ r . Furthermore, Lemma 3.20 yields that φ(α 1 ) = 1 λ β r , and hence
Thus we may assume that dp C ,1 (α 1 ) > 1. First, if α 1 , β s > 0 then Lemma 3.22 yields that r s α 1 ≺ 1 α 1 , and hence
(by the inductive hypothesis)
as required. Thus we may further assume that α 1 , β s ≤ 0. Next let t ∈ S be such that r t α 1 ≺ 1 α 1 . Then Lemma 3.22 yields that α 1 , β t > 0, and, in particular, s = t. Now let w ∈ W be a maximal length alternating product of r s and r t ending in r t such that dp C ,1 (wα 1 ) = dp C ,1 (α 1 ) − ℓ(w). In particular, w = 1. Thus dp C ,1 (wα 1 ) dp C ,1 (α 1 ), and so the inductive hypothesis yields that 
where
It follows from (4.2) and (4.3) that A and B are both nonnegative. It follows from the geometric mean and arithmetic mean inequality that 1 λ wα 1 , β t α s , φ(wα 1 ) + λ wα 1 , β s α t , φ(wα 1 )
(by (4.2) and (4.3)), that is, C ≥ 0 as well. Therefore α 1 , β s α s , φ(α 1 ) ≥ (γ s , φ 1 (α 1 )) 2 , and the desired result follows by induction.
Tits cones and a non-positivity result
Let C = ( S, V 1 , V 2 , Π 1 , Π 2 , , ) be a fixed Coxeter datum, and let (W, R) be the corresponding Coxeter system. In this section we study a class of cones associated to C that are analogous to the Tits cones in the classical setting (as defined in [22] or [17] ). Furthermore, we investigate certain W -invariant sets in V 1 and V 2 that are closely related to these cones. The key result of this section is a generalization to Proposition 1.2 of [20] and Proposition 3.4 of [16] . For this section we impose one additional condition on C , namely:
(C6) V 1 = span(Π 1 ) and V 2 = span(Π 2 ), and we retain all other conventions and notations of earlier sections. Notation 5.1. For each i ∈ {1, 2} and I ⊆ S, recall the notations Π iI and V iI introduced in Remark 3.10, and set P iI = PLC(Π iI ) ∪ {0}. When I = S we write P i in place of P iS .
For each i ∈ {1, 2} and subset I of S recall the notation W I (introduced in Remark 3.10) of the standard parabolic subgroup of W corresponding to I, it is clear that W I acts (faithfully) on V iI . This allows us to specify a W I -action on Hom(V iI , R) as follows: if w ∈ W I and g ∈ Hom(V iI , R) then wg ∈ Hom(V iI , R) is given by (wg)v = g(w −1 v) for all v ∈ V iI . Naturally, when I = S the Coxeter group W acts on Hom(V i , R) in a similar way.
Notation 5.2. For each i ∈ {1, 2} and subset I of S we set P
We call a (convex) subset of a real vector space a cone if it is closed under addition and multiplication by positive scalars. It is clear that P iI , P 
Proof. It is enough to prove the U 1 case. Let f ∈ U 1 be arbitrary. Then f = wg for some w ∈ W and g ∈ P
Thus we may assume that | Neg(f )| > 0, and proceed with an induction. Observe that if | Neg(f )| > 0 then there exists some s ∈ S such that f (α s ) < 0. It is then readily checked that | Neg(r s f )| = | Neg(f )| − 1, and hence it follows from our inductive hypothesis that r s f ∈ U 1 . Since U 1 is clearly W -invariant, it follows that f ∈ U 1 , and therefore {f ∈ Hom(V 1 , R) | | Neg(f )| < ∞} ⊆ U 1 , as required.
The above lemma yields that U 1 and U 2 are cones. In fact, for each I ⊆ S we can show that U 1I and U 2I are cones. These cones generalize the notion of the Tits cones as defined, for example, in [17, 5.13 ].
Definition 5.4. We call U 1 and U 2 the Tits cones of the Coxeter datum C ; and for each I ⊆ S we call U 1I and U 2I the Tits cones of the the Coxeter datum C I = ( I, V 1I , V 2I , Π 1I , Π 2I , , I ) (where , I is the restriction of , to V 1I × V 2I ).
For each i ∈ {1, 2} observe that:
and similarly,
The following is a well-known result (a proof can be found in [15, Notes (b) and (c), Lecture 1]).
Lemma 5.5. Let I ⊆ S be finite. For each i ∈ {1, 2}, the condition 0 / ∈ PLC(Π iI ) is equivalent to the existence of an f i ∈ Hom(V iI , R) such that f i (x) > 0 for all x ∈ Π iI . Furthermore, P ## iI = P iI .
Lemma 5.6. For each subset I of S and for each i ∈ {1, 2} we have
Proof. For each i ∈ {1, 2} write V i = V iI ⊕ V ), and hence it follows that v ∈ P ## iI , as required. Let x i ∈ V i (i = 1, 2) be arbitrary. Given condition (C6) of C , it follows that x i ∈ V iI for some finite subset I of S. From this fact we may prove the following:
Lemma 5.7. Suppose that x i ∈ U # i (for each i ∈ {1, 2}). Let I be a subset of S such that x i ∈ V iI . Then x i ∈ U # iI . Furthermore, if I is finite then x i ∈ P iI . Proof. Observe that for each i ∈ {1, 2},
(by Lemma 5.6).
Finally, it follows from Lemma 5.5 that x i ∈ w∈W I wP iI ⊆ P iI whenever I is finite. . Since K is finite, it follows from Lemma 5.5 that there are linear functionals f 1 ∈ Hom(V 1K , R) and f 2 ∈ Hom(V 2K , R) such that f 1 (α) > 1 for all α ∈ Π 1K , and f 2 (β) > 1 for all β ∈ Π 2K . Now set A = { x ∈ U # 2K | f 2 (x) ≤ f 2 (v 2 ) and z, x ≥ 1 for some z ∈ U # 1K with f 1 (z) ≤ f 1 (v 1 ) }. Observe that A = ∅, since v 2 ∈ A .
Next, put ǫ = 2 |K|f 1 (v 1 )
. We claim that for any given x ∈ A , there exists y ∈ A with f 2 (y) ≤ f 2 (x) − ǫ. If we could prove this claim, then starting with x = v 2 , a finite repetition of this process will produce some y ∈ A ⊆ U # 2K ⊆ P 2K with f 2 (y) being negative, contradicting the fact that f 2 (y) ∈ f 2 (P 2K ) ⊆ (0, ∞). Thus all that remains to do is to prove the above claim. Given arbitrary x ∈ A , let z = α∈Π 1K λ α α ∈ U # 1K be such that z, x ≥ 1, f 1 (z) ≤ f 1 (v 1 ), and λ α ≥ 0 for all α ∈ Π 1K . Note that these conditions imply that α∈Π 1K λ α α, x ≥ 1, which in turn implies that λ αs 0 α s 0 , x ≥ 1 |K| for some s 0 ∈ K. Then
since λ αs 0 ≤ f 1 (z) ≤ f 1 (v 1 ). Set y = r s 0 x. Observe that (5.2) indicates that U # 2K is W K -invariant, and given that r s 0 ∈ W K , we have y ∈ U # 2K . Moreover, f 2 (y) = f 2 (x) − 2 α s 0 , x f 2 (β s 0 ) < f 2 (x) − ǫ < f 2 (v 2 ).
Thus to establish our claim, we only need to show that y ∈ A , and this in turn amounts to finding some t ∈ U # 1K such that t, y ≥ 1, and f 1 (t) ≤ f 1 (v 1 ). First, suppose that z, β s 0 ≥ 0. Put t = r s 0 z. Since U # 1K is W K -invariant and z ∈ U # 1K , it follows that t ∈ U # 1K . Moreover, t, y = r s 0 z, r s 0 x = z, x ≥ 1 and f 1 (t) = f 1 (z) − 2 z, β s 0 f 1 (α s 0 ) ≤ f 1 (z) ≤ f 1 (v 1 ), thus proving y ∈ A in the case z, β s 0 ≥ 0. Next, suppose that z, β s 0 < 0. Then t = z will do, indeed, z, y = z, x − 2 α s 0 , x β s 0 = z, x − 2 α s 0 , x z, β s 0 ≥ z, x ≥ 1, and by our construction, z ∈ U # 1K and f 1 (z) ≤ f 1 (v 1 ), thus proving y ∈ A in the case z, β s 0 < 0 too. This completes the proof of the claim, and hence the theorem follows.
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