INTRODUCTION
The study of nonlinear wave phenomena is one of the relevant topics in fluid mechanics, and even though this field of research has a very long both theoretical and experimental tradition (e.g., [1, 2] provides a detailed report on the application and developments of the method revisited under the denomination generalized collocation method. This method discretizes the original continuous model (and problem) into a discrete (in space) model, with a finite number of degrees of freedom, while the initial-boundary value problem is transformed into an initial-value problem for ordinary differential equations. A relevant feature of the above-mentioned developments consists of replacing the classical Lagrange interpolation, which may not be useful to deal with problems in unbounded domains and with solutions that are oscillating with high frequency in the space variables, by a suitable use of'Sinc functions, which are characterized by spectral approximation properties. This method will be summarized in the sections which follow with reference to the above-cited review paper [16] . Further analysis can be recovered in [17] , where the treatment of nonlinear boundary conditions is developed and the software Mathematics is applied to optimize the treatment of stiff systems of ordinary differential equations.
The analysis of nonlinear waves proposed in this paper needs a proper development of methods to deal with multiple boundary conditions (Dirichlet and Neumann) related to the statement of evolution problems for equations with high-order space derivatives, although we cannot naively claim that other methods for the treatment of hydrodynamical and transport equations [18-201 do not efficiently work. Nevertheless, the treatment of some interesting test cases shows that the present method, as we shall see, provides careful solutions to various initial value problems.
After a description of the method in the next section, some exemplary cases are subsequently discussed. These concern three classical nonlinear wave equations: the generalized third-and fifth-order Korteweg-deVries equations and the sine-Gordon equation. The importance of these models, the complexity of the waves that they describe, and the possibility of comparison with other methods have dictated this choice. Moreover, when possible, comparisons with analytical results are shown. Finally, some comments on the computation efficiency and numerical stability of the method are proposed. is given.
The numerical simulation of the above initial-boundary value problem can be developed through the following three steps. where Sij is the Kronecker delta function. In this way, the spatial behavior and the time evolution of the solution are decoupled: the Sine functions describe the spatial behavior of the solution based on the time evolution of the dependent variable in the nodal points. Technical calculations provide the relationships for the derivative coefficients that can be computed by the following recurrence formulas:
for even coefficients, where r = 1,2,. . , and
for odd ones. (2.14)
To show how the Neumann boundary conditions can be introduced, the case g (t, u) = 0 is used. By considering interpolation (2.7), this condition can be rewritten according to equation (2.9), that is, g (4 21) = 2 a$j(t) = 0, j=l which, with (2.14), yields n-1 apuu,(t) = -c a$Lj(t), (2.16) j=3 and so (2.17)
The same passages can be followed for boundary conditions involving higher spatial derivatives, CT) considering the correspondent coefficients aji .
System (2.13) coupled to the conditions (2.14) and to those of type (2.17) has to be linked to the initial condition Finally, some considerations are necessary referring to (2.7). The convergence of the series un to u with a decrease in step h, that is, with an increase of n, is assured under two conditions [13]:
(1) the function u must belong to the functional Paley-Wiener space, and (2) u must be defined on the whole real line; that is, 'a and b must tend to infinity.
The first condition is practically always verified in the simulation of waves phenomena. On the contrary, the possibility to simulate only a finite number of nodes prevents the second condition from being satisfied. One possible solution is to introduce a change of variable (e.g., by means of a logarithmic transformation of the spatial variable CC) and to project the limited spatial domain [a, b] into the whole real axes ] -co, oo[. However, it is necessary to note that, in numerical investigation of the dynamics of waves, this approach is very often not necessary. As already mentioned, it is almost always assumed that the dependent variable u decays to zero to the extrema of the spatial domain. In this case, the summary presented in (2.7) coincides with that involving the whole real axes. Thus, the second condition for the convergence results to be practically of no influence on the application dealt with here.
TEST CASES
The generalized collocation-interpolation method based on the use of the Sine function allows us to simulate waves equations with different types of nonlinearities. In this paper, some classical models are investigated to demonstrate the capability of the numerical scheme. A soliton solution for the generalized third-order Korteweg-de Vries (hereafter KdV) equation, fifth-order KdV equation, variable-coefficient KdV equation, and sine-Gordon equation are considered and in all cases the dependent variable is assumed to decay to zero at the simulation domain boundary. These equations are chosen primary because they involve different types of nonlinearities and numerical difficulties; moreover, as in some cases the analytical solution of the problem is known, useful comparisons with numerical results are possible. Finally, these models are often used as test cases to check numerical methods, and therefore, become reference cases in the numerical community. Ut + Zlrn% + p%zz = 0, In particular, the conserved densities 11,. 12, and 1s refer to the mass, momentum, and energy conservation, respectively. Substituting (3.2) in (3.3) yields 11 = 7.200, 1s = 2.592, 1s = 4.666, 14 = 23.131, and 15 = 102.792. Table 1 shows the value of L, of the invariant quantities compared with the analytical values, at the start, middle, and end values of the time interval of simulation. Note that the I4 and 15 invariants involve second and third derivatives; both are difficult to reconstruct numerically, and in this sense the evaluation of invariants is a difficult task for the simulation. Table 1 . Invariant values (absolute value). EXAMPLE 1.2. INTERACTION BETWEEN SOLITONS. The interaction between two or more solitons is numerically important. Higher solitons move with greater velocity than lower ones, so when a higher soliton reaches a lower one, it overtakes it and remains unchanged after the interaction. This is not due to a linear superposition principle, as, after the overtaking, the two waves are phase-shifted and they are not in the position, after the interaction, which would be anticipated if each moved at a constant speed throughout the collision. In this example, we show a two-soliton interaction for m = 2. According to Djidjeli et al. 2, x1 = -2, and 52 = 3. The CPU time in this case is 42.5s. The higher soliton reaches the smaller and slower one and, after interaction, it emerges with the same shape. In this case, the exact solution is not known, and therefore, we are not able to predict the exact value of the conserved densities; nevertheless, a numerical check shows that the invariant quantities 11 and 1s remain unchanged during the simulation within an interval of less than f10m3 with respect to the value oft = 0. Table 2 , and testify how they remain unchanged with a good precision. We use the sum of two solitons such as (3.6) with Xr = 0.3, X2 = 0.1, x1 = -7, and 22 = 12 as the initial condition.
The space and time domains are [-20,601 and [0,120] , respectively.
The number of nodes is n = 60 while At = 0.005. The CPU time is 18.0s. The results are plotted in Figure 4 and, even in this case, the invariant quantities remain practically unchanged. The problem of the propagation of nonlinear dispersive waves over variable depths is a question that arises in many practical situations, and it has received a great deal of attention (e.g., The sine-Gordon equation is a useful example to show how solitons arise with another type of nonlinearity [1, 26] . The use of this equation also shows how the proposed method is able to simulate a second time derivative or a system of equations. The mathematical model utt-u,Z+sinu=O (3.8)
can in fact be written as the system Ut = 21, ut = u,, -smu.
(3.9) 
COMMENTS AND CONCLUSIONS
The examples reported in the previous section show how the generalized collocation-interpolation method based on the use of the Sine function works well with such problems as the numerical simulation of the generalized KdV equation or the sine-Gordon equation. These are severe test cases; the nonlinearities and the presence of high order spatial derivatives or time derivatives make the numerical simulation of these models difficult. The figures shown in the previous section testify to the good behavior of the solutions in the zones of the solution where there are both high and low gradients. The former occur, in particular, near the peak of the solitary waves; the latter occur near the boundary. The figures have been drawn up without any graphical interpolation and indicate good agreement near the peak and stable behavior of the solution in the flat zones. The errors are always very low, in spite of the fact that the examples are conducted-deliberately, to show the quality of the method-with a coarse grid. Furthermore, the tests on the high level invariants have also shown how the numerical calculation of the derivatives is precise and reliable. Due to the lack of space, only a few examples for each equation have been described here. However, extended numerical experimentation has shown that the method is particularly stable and the errors monotonically decrease with an increase in the number of nodes. The CPU time is always very low, and the proposed method is therefore very competitive compared to other methods, while the method itself is not limited, like other methods, by the choice of the number of nodes (like spectral methods that often require a number of nodes equal to 2"). The proposed method can therefore be easily extended to other equations or systems of equations.
In conclusion, the generalized collocation-interpolation method based on the use of the Sine function seems able to simulate nonlinear equations typical of the waves problems very well.
