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摘 要: 针对传统的基于启发式搜索的多标记特征选择算法时间复杂度高的问题，提出一种简单快速的多标记
特征选择( EF-MLFS) 方法。首先使用互信息( MI) 衡量每个维度的特征与每一维标记之间的相关性，然后将所得相关
性相加并排序，最后按照总的相关性大小进行特征选择。将所提方法与六种现有的比较有代表性的多标记特征选择
方法作对比，如最大依赖性最小冗余性( MDMＲ) 算法和基于朴素贝叶斯的多标记特征选择( MLNB) 方法等。实验结
果表明，EF-MLFS 方法进行特征选择并分类的结果在平均准确率、覆盖率、海明损失等常见的多标记分类评价指标上
均达最优; 该方法无需进行全局搜索，因此时间复杂度相较于 MDMＲ、对偶多标记应用( PMU) 等方法也有明显降低。
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Fast feature selection method based on mutual information in multi-label learning
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Abstract: Concerning the high time complexity of traditional heuristic search-based multi-label feature selection
algorithm，an Easy and Fast Multi-Label Feature Selection ( EF-MLFS) method was proposed． Firstly，Mutual Information
( MI) was used to measure the features and the correlations between the labels of each dimension; then，the obtained
correlations were added up and ranked; finally，feature selection was performed according to the total correlation． The
proposed method was compared to six existing representative multi-label feature selection methods such as Max-Dependency
and Min-Ｒedundancy ( MDMＲ) algorithm，Multi-Label Naive Bayes ( MLNB) method． Experimental results show that the
average precision，coverage，Hamming Loss and other common multi-label classification indicators are optimal after feature
selection and classificationby using EF-MLFS method． In addition，global search is not required in the method，so the time
complexity is significantly reduced compared with MDMＲ and Pairwise Mutli-label Utility ( PMU) ．
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出了一种简单快速的多标记特征选择( Easy and Fast Multi-







将特征选择方法分为封装( wrapper) 方法［7］、过滤( filter) 方
法［8］和嵌入( embedded) 方法［9］; 第二种分类方法从标记利用
角度出发，将特征选择方法分为有监督( supervised) ［7］、无监
督( unsupervised) ［10］和半监督( semi-supervised) ［11］ 特征选择
方法。
本文主要利用互信息( Mutual Information，MI) 和标记相
关性( Label Correlation) 进行特征选择。在利用信息论进行特
征选择的众多方法中，最经典的两种方法被称为互信息特征
选择( MI Feature Selection，MIFS) ［11］和 最大相关最小冗余性
( maximum Ｒelevance Minimum Ｒedundancy，mＲMＲ) ［12］。在
MIFS 方法中利用互信息估计某一维特征的信息量，并利用
“贪心”搜索方法选择最优特征子集; 在 mＲMＲ 方法中选择出
的特征子集具有“最大相关性，最小冗余性”的特点。除此之
外，还有许多学者利用信息论进行特征选择的优秀工作，例如
Lin 等［13］提出最大独立性最小冗余性( Max-Dependency and
Min-Ｒedundancy，MDMＲ) 算法; Lee 等［14］利用多元互信息提













2． 1 互信息与最大相关最小冗余性( mＲMＲ)
信息论［23］已经被广泛应用于诸多领域。作为信息理论
的重要组成部分，互信息是一种衡量相关性的有效手段，描述
了两组变量之间信息共享的程度。例如，两组随机变量 A 和 B
之间的互信息可以定义如下:




p( a，b) lg( p( a，b)p( a) p( b) )
其中: p( a，b) 为 A、B 的联合概率分布。
mＲMＲ作为特征选择的经典算法，已经演变出许多变种。




max Φ( D，Ｒ) = D － Ｒ
其 中: D 和 Ｒ 分 别 代 表 独 立 性 ( Dependence) 和 冗 余 性
( Ｒedundancy) 。D 和 Ｒ 的计算公式如下:
D( S，c) = 1| S |∑xi∈SI( xi ; c)
Ｒ( S) = 1
S 2∑xi，xj I( xi ; xj )
其中: S 为选择的特征子集; c 为对应的标记。
2． 2 评价指标
考虑与 其 他 方 法 的 比 较，本 文 中 选 取 了 海 明 损 失、
One-Error、覆盖率、排序损失和平均准确率作为评价指标。本
文将统一使用 yi∈ L表示真实标记，y' i 表示对特征向量 xi 的
预测标签，N 表示样本数量，m 表示标记维度。




y' i  yi
m
其中: 为异或运算。该指标计算的是在所有N* m个预测标
记中犯错的比例，其值在 0 ～ 1，指标值越小越好。






f( xi，yi ) )  y' i］
该指标计算预测结果中最可能的标记预测错误的比例，
其值在 0 ～ 1，指标值越小越好。


















( λ1，λ2 ) | λ1 ≤ λ2，( λ1，λ2 ) ∈ yi × 珋yi
其中: yi 和 珋yi 分别表示 xi 的相关标记集和无关标记集，该指
标计算相关与无关标记对出现错误的比例，指标值越小越好。
5) 平均准确率( Average Precision，AP) :

































Tab． 1 Detail information of multi-label datasets
数据集 样本数量 特征数量 分类数量 训练集 测试集 数据类型
Arts 5 000 462 26 2 000 3 000 Text
Business 5 000 438 30 2 000 3 000 Text
Education 5 000 550 33 2 000 3 000 Text
Health 5 000 612 32 2 000 3 000 Text
Science 5 000 743 40 3 000 2 000 Text




Ｒi，j = I( fi ; l j )
其中: Ｒi，j 为相关性矩阵的每一个元素; fi 表示第 i 维特征向
量; l j 表示第 j 维标记向量。假设所选数据集中有 N 维特征向















为了评测 EF-MLFS 算法的性能，本文将在 6 个真实数据
集上与其他 6 种特征选择算法进行对比实验。实验采用多标
记最近邻( Multi-Label K Nearest Neighbors，ML-KNN) ［24］作为
分类算法对特征选择后的数据集进行评估，并将近邻数量 k
设置为 15。对比算法的参数设置依照原论文给出的推荐参
数进行设置。ML-KNN 相关代码可以在 LAMDA 实验室主页
进行下载( http: / / lamda． nju． edu． cn /CH． MainPage． ashx) 。
4． 1 实验数据及设置
本实验数据主要来自于公开多标记数据集网站 MULAN
( http: / /mulan． sourceforge． net ) ， 其 中 Arts、Business、
Education、Health、Science 五个网页数据集属于 Yahoo 数据
集，每个数据集含 5 000 个样本，提取的特征表示不同的词在
文本中的频率，标记表示文本的类别信息; Yeast 为生物数据
集，包含 2 417 个样本，其特征维度是 103。表 1 列出了所使
用数据集的详细信息。同时，为比较 EF-MlFS 算法的性能，实
验将与基于朴素贝叶斯的多标记特征选择( Multi-Label Naive
Bayes， MLNB ) ［25］、 PMU［14］、 MDDMspc ( Mutli-label
Dimensionality Ｒeduction via Dependecnce Maximization with
Uncorrelated Feature Constraint ) ［26］、MDDMproj ( Multi-label
Dimension Ｒeduction via Dependence Maximization with
Uncorrelated Projection Constraint ) ［26］、MDMＲ［13］ 以 及 COMI
( Convex Optimization and MI) ［27］6 种多标记特征选择算法在
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4． 2 实验结果与分析
为对比各算法所能达到的最好分类效果，本文实验将最
优特征子 集 维 度 从 1 调 整 至 最 大 并 绘 制 得 分 曲 线，虽 然
MLNB 算法最大特征数量与其他算法不同，但仍具有可比性。
图 1 不同方法在平均准确率指标上的实验结果对比
Fig． 1 Experimental result comparison of different methods on Average Precision
图 2 不同方法在覆盖率指标上的实验结果对比
Fig． 2 Experimental result comparison of different methods on Coverage









2 ) EF-MLFS 方 法 在 Arts、Business、Education、Health、
Science、Yeast 共 6 个数据集上的 5 种评价指标均可以达到最
优的效果，同时在 Arts 与 Health 等文本数据集上效果也非常
显著，说明本文方法泛化效果与选择结果均优于其他方法。




















Fig． 3 Experimental result comparison of different methods on Hamming loss
图 4 不同方法在 One-Error 指标上的实验结果对比
Fig． 4 Experimental result comparison of different methods on One-Error
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图 5 不同方法在排序损失指标上的实验结果对比
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