Abstract. In this paper we show how the properties of integral operators and their approximations are re ected in the performance of the GMRES iteration and how these properties can be used to smooth the GMRES iterates, thereby strengthening the norm in which convergence takes place. The smoothed iteration has very similar properties to Broyden's method and we present some comparisons of the two methods with the standard (unsmoothed) implementation of GMRES.
1. Introduction. In this paper we consider the performance of the GMRES 15] iteration for linear equations of the form Au = u ? Ku where k is continuous.
Our setting is that of 7] where issues similar to those raised in this paper were considered in the context of Broyden's method 1] for linear and nonlinear equations. Broyden's method has also been considered as a linear equation solver in 2], 5], 6], and 10]. Let H be a separable real Hilbert space and let X H be a Banach space such that the inner product ( ; ) in H is continuous from X X ! R. This implies that there is C X such that kuk H C X kuk X (1.3) for all u 2 X. Let K 2 COM(H; X) the space of compact operators from H to X. Of course, we may also regard K as an element of COM(H) the space of compact operators on H. In the context of the integral operator (1.2) with continuous k, H = L 2 0; 1], X = C 0; 1], and C X = 1. Algorithms such as GMRES and Broyden's method, which depend upon notions of orthogonality could use the Hilbert space inner product of H to solve equations in which the right hand side f 2 X. However, a convergence theory based entirely on a Hilbert space formulation would show that the resulting sequence is convergent in the topology of H but not necessarily in that of the Banach space X in which the problem may have been originally posed. Hence, we face an apparent con ict between the topology in which the problem was posed and the inner product (and (1.4) where the sequence of real numbers f k g converges to zero and is independent of the right hand side f of (1.1).
Rates of convergence of the form (1.4) can be derived from resolvent integration In the case of normal or diagonalizable (similar to normal) compact operators a q-superlinearly convergent sequence f k g can be directly related to spectral properties of K in a very simple way. In 9] orthogonal polynomials and assumptions on the rate of decay of the spectrum were used for this. In order to illustrate how the smoothing properties of K might in uence the convergence rate, we present a slight extension of the result in 9] below. While this result follows from the general theory in 12], we believe that its direct and brief proof is worth inclusion. 
This completes the proof.
Since i ! 1, the sequence
is q-superlinearly convergent. If, say, K is normal (so S = I) and the eigenfunctions of K are smooth, then the rate of convergence of i to one re ects both the smoothness of the kernel k and the convergence rate of the sequence f k g. 2. Convergence in a Stronger Norm. In this section we show how, given a rate estimate like (1.4) for the sequence of residuals, the GMRES iteration can be modi ed to produce a sequence that converges with the same rate in the norm of X. continuity of K as a map from H to X implies that
This completes the proof. Note that u k is as easy to compute as u k upon exit from the main loop in GMRES. An algorithmic description of GMRES is: Algorithm 2.1. Algorithm gmres(u; f; A; ) which can simply replace the computation of u k in step 3 of gmres. We will refer to the resulting algorithm as smoothed GMRES. Note that smoothed GMRES di ers from GMRES only in the nal output, where (2.3) is used to compute the nal result.
As We performed three sets of computations, one for each m = 100; 200; 400. We constructed f so that the solution u agreed with cos(10x) at the nodal points. We used the initial iterate u 0 = 0 and solved the equation with GMRES, smoothed GMRES, and Broyden's method. We terminated the iteration when the discrete L The tables were created with MATLAB version 4.0a on a Sun SPARC 1+ workstation running SUN OS 4.1. 
