We consider a class of pure jump Markov processes in R d whose jump kernels are comparable to those of symmetric stable processes. We prove a support theorem, a lower bound on the occupation times of sets, and show that we can approximate resolvents using smooth functions.
Introduction
In this paper, we will consider pure jump Markov processes in R d whose jump structures are comparable to those of a symmetric stable process of index α. In recent years there has been increased interest in jump processes, since they appear to better model certain physical and financial phenomena. Here, we prove that a support theorem holds, that there is a lower bound on occupation times of sets, and that we can approximate resolvents using smooth functions.
We will consider processes associated to the operator
We use the notion of the martingale problem to associate a process X t to L . Then n(x, h) gives us the intensity of the number of jumps from x to x + h. If we set n(x, h) = c 1 |h| d+α , X t would be a symmetric stable process of index α. Here, we allow n(x, h) to depend on location in R d as well as the size of the jumps.
A support theorem is a result which states that there will be some positive probability that the processes we are considering will not stray too far from the image of any given continuous map ϕ : [0,t] → R d . That is, if we fix ε > 0, and let ϕ(0) = x 0 , then there exists c 1 > 0 depending on ϕ, ε, and t 0 such that
Support theorems proven in other contexts have been useful tools in further proofs. Bass and Chen [7] showed that a support theorem holds for a different class of jump processes which are only allowed to jump in finitely many different directions, while the processes we are considering can jump in any direction. Bass and Levin [8] showed that a Harnack inequality holds for the processes we are considering. As part of this proof, they demonstrated that these processes will hit sets of positive Lebesgue measure with positive probability. With the additional assumption of some continuity in the jump kernel, we are able to extend this result in Theorem 4.7, by showing that such processes will be expected to spend a positive amount of time in sets of positive Lebesgue measure. In particular, we define the occupation time of a set B to be
where τ is the first time we leave some ball in R d containing the set B and |B| is the Lebesgue measure of B. We show that there exists a nondecreasing function ϕ : (0, 1) → (0, 1) such that if x ∈ Q(0, 1/2) and B ⊆ Q(0, 1), then
Here Q(0, r) denotes the cube centered at 0 with side length r. Finally, we will use these results in order to show that we can approximate resolvents using smooth functions, a result similar to one known for the continuous processes associated to nondivergence form operators [3] . We suppose that n ε (x, h) is in C ∞ with respect to x for any fixed h, and we define
We will prove that there exist n ε (x, h) ∈ C ∞ such that if P x ε is the solution to the martingale problem for L ε started at x and
for h bounded, then
whenever f is continuous. We also will show that the n ε (x, h) will converge to n(x, h) almost everywhere.
Section 2 contains some preliminaries and states some useful results from [8] , section 3 contains the proof of the support theorem, section 4 is the proof of the lower bound on occupation times, and in section 5 we consider the approximation of resolvents by smooth functions.
The material in this paper is part of a Ph.D. dissertation under the advisement of Dr. Richard F. Bass.
Preliminaries
We define
where f ∈ C 2 such that f and its first and second partial derivatives are bounded. We will assume throughout this paper that (P x , X t ) is a strong Markov process with state space R d which has the property that for every x the probability measure P x is a solution to the martingale problem for L started at x, that is, that (a) P(X 0 = x) = 1 (b) for each f ∈ C 2 which is bounded with bounded first and second partial derivatives,
We also make the following assumption, which is identical to the one made in [8] .
Assumption 2.1 (a) For all x and h we have n(x, −h) = n(x, h). (b)
There exist constants κ ∈ (0, 1) and α ∈ (0, 2) such that for all x and h we have
We will assume throughout this paper that such a process is given. Existence is known however, due to [5] and [11] , provided an additional smoothness assumption on n(x, h) is given. Throughout this paper, we denote by B(x, r) the ball of radius r centered at x, and by Q(x, r) the cube of side length r centered at x. |A| will denote the Lebesgue measure of A. We denote the hitting and exit times of set A respectively, by
We write X t− = lim s↑t X s , and
The letter c with subscripts will denote various positive constants with unimportant values. These constants will usually depend on α, κ, and d along with other dependences which will be explicitly mentioned in our results.
Many results regarding processes satisfying Assumption 2.1 can be found in [8] . As tools for proving a Harnack inequality, the authors showed that a scaling property holds, and proved some other useful results, which we list below and will reference throughout this paper. 
Support Theorem
In this section, we will prove a support theorem for X. This proof is similar to the one given by Bass and Chen [7] . However, our proof will require some different techniques, since the processes we are considering are allowed to jump in any direction, while the processes considered in [7] can only jump in finitely many different directions. We begin by proving some lemmas. 
Proof Let β = . We define a new operator
and we let X be the strong Markov process associated to L β , so that X has no jumps having size larger than β . We consider the function f (x) = |x − x 0 | 2 , and we let τ = τ B(x 0 ,δ ) . Since P x 0 solves the martingale problem for L β started at x 0 ,
is a martingale. Therefore, by applying optional stopping, we obtain that
Since f (x 0 ) = 0, we obtain
We further observe that
On the other hand, we have that
Therefore, by combining this with (3.3), (3.4), and (3.5), we have that
Thus if t ≤ t 0 , we will have that
We now will use a construction of Meyer to add some large jumps to the process X t , in order to create a process X t which will be associated to our operator L . A reference for this process is Remark 3.4 of [1] . Let t ≤ t 0 be fixed, let U 1 and U 2 be the times of the first two jumps we add to X, and define
Let S 1 and S 2 be independent exponential random variables of parameter 1, which also independent of X. We note that for any
(3.7)
and
so by the independence of S 1 and S 2 , P x (F) ≥ c 5 . Furthermore, the event F was chosen to be independent of E, so we have
Per Meyer's construction, we will introduce an additional jump to X at the first time U 1 such that C U 1 exceeds S 1 , restart the process, and then introduce a second jump when C U 2 exceeds S 2 . It follows from (3.7) that if F holds, we will add exactly one jump to X before time t, so that if
Suppose now that G holds. The location of the jump at time U 1 of size larger than β will be determined by the distribution
a constant which depends only on γ and |y|. This bound does not depend on X U 1 , so we have that
We now note that on D ∩ E,
and sup 
Proof Let D 1 be the event that there is a stopping time
. By Lemma 3.1, there exists t 0 = t 1 /n for some n and c 2 > 0 such that
We now note that on D 1 , by definition,
If s < T , since r < ε/4, we have that
Similarly, if T ≤ s ≤ t 0 , we obtain that
If t 0 = t 1 , we are done. If not, then let D k be the event that there is a stopping time
and similarly, when
Therefore, this lemma follows after applying the Markov property n times.
There exists c 1 > 0 depending on ϕ, ε, and t 0 such that
Proof We may approximate ϕ to within ε/2 by a polygonal path, so by changing ε to ε/2, we may assume that ϕ is polygonal, without loss of generality. We now choose n large and subdivide the interval [0,t 0 ] into n subintervals so that for every 0 ≤ k ≤ n − 1, so that over each subinterval [kt 0 /n, (k + 1)t 0 /n] the image of ϕ is a line segment whose length is smaller than ε/4. By Lemma 3.2, there exists c 2 > 0, such that on each time interval
Now by applying the Markov property n times, we obtain our support theorem. ⊓ ⊔
Occupation Times
In this section, we show a lower bound on the occupation time of a set. For the remainder of this paper, we will require some continuity in x of n(x, h). We take η > 0, and set
and we taken(x, h) = n(x, h)ψ η (|h|).
The following assumption, which we now combine with Assumption 2.1, will require more continuity in x the smaller that h is. Before we discuss occupation times, we will need some facts regarding resolvents. We fix x 0 ∈ R d , and define
when f ∈ C 2 b . Let R λ be the resolvent for the Lévy process X t whose infinitesimal generator is L 0 .
Let η > 0 and let ψ η be as in (4.1). We make an additional temporary assumption here.
Assumption 4.2
There exists ζ such that
We adopt the notation that B = L − L 0 .
Lemma 4.3 Suppose that p
Proof We have that
Now by scaling, we have for each t > 0,
and so
which implies that 
Proof By [10] , Corollary 4.5, we have under Assumption 4.2 that
Choosing λ 0 sufficiently large, then, we have that
In addition, by Lemma 4.3, for p 0 < ∞ large enough,
It is well known that for f ∈ C 2 b ,
(For a proof of this, see [6] , Proposition 6.1.) Therefore,
We will show that this implies our result for general λ > 0. We observe
Here, c 2 depends on λ 0 .
⊓ ⊔
We note now that in the following arguments, we will always we dealing with points in small balls (or cubes), so in fact our temporary Assumption 4.2 is implied by Assumption 4.1.
We now progress to one of the chief goals of this paper, which is to show that we can expect the processes discussed here to spend some positive amount of time in a set having positive Lebesgue measure. To do this, we essentially mimic the analogous proof in the nondivergence case given in [3] . First we show this result in the case where B is almost the entire cube Q(0, 1).
Proposition 4.5 There exist c 1 and ε such that if B
Proof Let us denote τ Q(0,1) by τ. By Lemma 2.2, there exists c 2 such that E x τ ≥ c 2 , and by Lemma 2.3, we have that sup x E x τ ≤ c 3 , so that E x τ 2 ≤ c 4 .
we are able to choose t 0 large enough to ensure that E x (τ − (τ ∧ t 0 )) ≤ c 2 /4. Therefore, 
Then there exists ξ (δ ) depending on δ and r such that
Proof Let S be the cube in Q(0, r) with the same center as W but side length r ∧ 2 1/d as long. Let
and similarly this equation also holds if we replace W by V . Thus we need to show that there exists a ξ (δ ) such that
We observe that the proportion of S made up of W is
, a quantity which does not depend the size of W , so by Proposition 2.4 there exists c 1 only depending on r such that
So if w ∈ W , the strong Markov property implies that
By Lemma 2.2 and scaling,
Taking ξ (δ ) = c 1 c 2 δ completes the proof. Note that the way which c 1 and c 2 were chosen implies that neither constant can be greater than one, so we have that ξ (δ ) ≤ δ . ⊓ ⊔
Theorem 4.7 There exists a nondecreasing function
Proof Let
By Proposition 4.5 and scaling, we obtain that ϕ(ε) > 0 for ε sufficiently close to 1. Our goal, then, is to show that ϕ(ε) > 0 for all positive ε. Let q 0 be the infimum of the ε for which ϕ(ε) > 0. We will argue by contradiction, and will suppose that q 0 > 0. Since q 0 < 1, there exists a q > q 0 such that (q + q 2 )/2 < q 0 . Set γ = (q − q 2 )/2. Let β be a number of the form 2 −n with
Since ξ (δ ) ≤ δ and ϕ is an increasing function, there exist
where ξ is defined in Lemma 4.6. Without loss of generality, we can suppose z 0 = 0 and R = 1, so that
and by our choice of β , q > |B| > q − γ.
As in the Harnack inequality proof given by Krylov and Safonov [12] , we construct D consisting of the union of cubes R i , such that
and such that |B ∪ R i | > q|R i | for all i. We also have that the R i have pairwise disjoint interiors, where R i is the cube with the same center as R i and one-third the side length. (For a proof of this, see Chapter 5, Section 7 of [3] .) Let D = D ∩ Q(0, 1). Then we see that
and therefore
.
. We want to show for each i,
Once we have (4.5), we sum and obtain
which is our desired contradiction. We now prove (4.5). Fix i. By our definition of β , if V i is not empty, then V i is contained in a cube W i which is itself a subset of
i be the cube with the same center as R i but side length half as long. By the definition of ϕ,
We can now deduce (4.5) from Lemma 4.6 and scaling. ⊓ ⊔
Equicontinuity and Approximation
We recall that the convolution of two functions is defined by f * g(x) = f (y)g(x −y) dy. Let ϕ be a nonnegative radially symmetric function with compact support such that R d ϕ = 1 and ϕ > 0 on B(0, r) for some r. Let ϕ ε (x) = ε −d ϕ(x/ε).
Theorem 5.1 Let λ > 0. There exist n ε (x, h) in C ∞ (x) with the following properties: 
whenever f is continuous.
Proof Define a measure µ by
We claim that for each y ∈ R d and r > 0, there is some positive probability that X t starting at 
It follows from our assumptions on ϕ that the denominator is nonzero. It is clear that (i) holds. Suppose u is a bounded C 2 function. By Ito's product formula,
Suppose X 0 = x 0 . We take expectations and let t → ∞, to obtain
We now let v be a bounded, C 2 function, and we apply (5.6) to u = v * ϕ ε . On the lefthand side we have v(x 0 − y)ϕ ε (y) dy. We now observe that
where p i is the projection onto the ith coordinate. Furthermore, by definition,
However, by (5.5),
Thus, combining (5.6), (5.7). and (5.8),
Suppose that f is smooth, and let v(x) = S ε λ f (x). It follows from results of [4] that v is C 2 , and from Proposition 4.4, we have that v is bounded. We further claim that (λ − L ε )v = f . To see this, let P ε t be the transition semigroup associated to X. We observe that we can write
Therefore, we can substitute in (5.9), to obtain
= f * ϕ ε (y)µ(dy).
By a limit argument, we have (5.10) when f is continuous. Since f is continuous, f * ϕ ε is bounded and converges uniformly to f . Therefore,
⊓ ⊔
We now use Proposition 4.4 to extend this result further.
Theorem 5.2 Under the assumptions of Theorem 5.1,
Proof In the proof of Theorem 5.1, we have that (5.10) holds when f is continuous, and by a limit argument, we have that (5.10) holds for f bounded. Therefore, it suffices to show that the right-hand side of (5.10) converges to f (y)µ(dy). It is known that since f is bounded, f * ϕ ε converges to f almost everywhere and boundedly. By Proposition 4.4 and (5.4), µ is absolutely continuous with respect to Lebesgue measure. Then by dominated convergence, ⊓ ⊔ Our lower bound on the occupation times of sets can now be used to show that the n ε (x, h) defined above converge almost everywhere to n(x, h). Proof Let Q be a unit cube such that |Q ∩ B| > 0. Let Q * be the cube having the same center as Q does, but with side length half as long. for almost every x. Since m > 0 almost everywhere, the ratio, which is n ε (x, h), converges to n(x, h) almost everywhere. ⊓ ⊔
