In this paper, we implement a multi-variate extension of Dybvig (1988) Payoff Distribution Model that can be used to replicate not only the marginal distribution of most hedge fund returns but also their dependence with other asset classes. In addition to proposing ways to overcome the hedging and compatibility inconsistencies in Kat and Palaro (2005), we extend the results of Schweizer (1995) and adapt American options pricing techniques to evaluate the model and also derive an optimal dynamic trading (hedging) strategy. The proposed methodology can be used as a benchmark for evaluating fund performance, as well as to replicate hedge funds or generate synthetic funds.
Introduction
The impressive growth of the hedge fund industry has naturally led to an increased scrutiny of the fund managers and of their investment strategies. Given the often exorbitant management and performance fees charged by hedge fund managers, it is not surprising that investors are starting to question what they are actually getting for their money. Shrewd investors and institutional fund of funds are becoming increasingly careful about paying alpha fees for beta returns. The challenge that investors and researchers are therefore confronted with is how to reliably separate the funds that are generating alpha returns from the ones that are simply repackaging beta.
The approach that has generally been favored by academics and practitioners in order to extract information about hedge fund returns is the factor model approach. The underlying idea is to try and separate the returns that are due to systematic exposure to risk factors (beta returns) from those that are due to managerial skill (alpha returns). Once the relevant risk factors have been identified, one can evaluate whether the funds exhibit abnormal returns based the intercept of a linear regression of the fund returns against the factor returns. A further advantage of this methodology is that if the linear model is wellspecified, one can attempt to replicate the returns of the hedge fund by investing in the appropriate portfolio of factors. A recent paper by Hasanhodzic and Lo (2007) provides some evidence that linear replication can be successful for certain strategies whilst offering certain advantages to hedge fund investing. These include more transparency, increased liquidity and fewer capacity constraints. However the authors warn that the heterogeneous risk profile of hedge funds and the non-linear risk exposures greatly reduce the ability of these models to consistently replicate hedge fund returns. Over the last few months, several banks including Goldman Sachs, JP Morgan and Merril Lynch have launched linear replication funds.
Certain generic hedge fund characteristics help explain some of the difficulty in identifying a well specified linear model. The use of financial derivatives, the use of dynamic leverage, the use of dynamic trading strategies and the asymmetric performance fee structures are some of the most obvious sources of non-linearities in hedge fund returns. Several recent papers, such as Mitchell and Pulvino (2001) , Fung and Hsieh (2001) , Agarwal and Naik (2004) , and Chen and Liang (2006) have dealt with the inclusion of risk premia that attempt to account for these non-linearities. The inclusion of the above option-based factors significantly improves the explanatory power of factor models, however, most of these factors are not tradable and therefore cannot be used to construct a replicating portfolio.
In order to circumvent the issue of identifying tradable risk factors, an interesting alternative approach was proposed by Amin and Kat (2003) and more recently extended by Kat and Palaro (2005) . Based on earlier work by Dybvig (1988) , the authors evaluate hedge fund performance not by identifying the return generating betas, but rather by attempting to replicate the distribution of the hedge fund returns. The underlying idea is based on the hypothesis that much of the trading activity undertaken by hedge funds is not creating value, just altering the timing of the returns available from traditional assets. In effect, many hedge funds are simply distorting readily available asset distributions. So the real challenge is whether or not we can find a more efficient method to distort these distributions than by investing in hedge funds. Armed with their new efficiency measure, Kat and Palaro (2005) show that hedge fund returns are by no means exceptional and that for the majority of funds an alternative dynamic strategy would have provided investors with superior returns. This methodology not only provides a model free benchmark for evaluating hedge funds, it can also be used to create synthetic funds with predetermined distributional properties.
The efficiency measure as presented by Kat and Palaro (2005) is however subject to several shortcomings and inconsistencies. The most significant of these relates to the way that the daily trading strategies are derived from the distribution of monthly returns. The properties of the estimated monthly distributions and copula functions proposed by the authors are not infinitely divisible and therefore the true properties of the daily returns are not known. As a result, the replicating strategy will not be precise. A further weakness pertains to the fact that although the hedge fund returns and traded assets are clearly nonnormal, the efficiency measure is calculated within the confines of the Black-Scholes-Merton world, hence ignoring the higher moments of the distributions.
In this paper, we will implement a multi-variate extension of Dybvig (1988) Payoff Distribution Model that can be used to replicate not only the marginal distribution of most hedge fund returns but also their dependence with other asset classes. In addition to proposing ways to overcome the hedging and compatibility inconsistencies in previous papers, we extend the results of Schweizer (1995) and adapt American options pricing techniques to evaluate the model and also derive an optimal dynamic trading (hedging) strategy. The proposed methodology can be used as a benchmark for evaluating fund performance, as well as to replicate hedge funds or generate synthetic funds.
The rest of the paper will be structured as follows. Section 2 will explain the intuition behind our multi-variate extension of Dybvig's Payoff Distribution model. Section 3 presents the technical details relating to the modeling and estimation of the distributions. Section 4 presents the payoff function. Section 5 presents the replication issues and presents the optimal dynamic trading strategy. Section 6 presents some numerical results. Section 7 concludes.
The Multivariate Payoff Distribution Model
In Kat and Palaro (2005) , the authors show that given two risky assets S
(1) and S (2) , it is possible to "reproduce" the statistical properties of the joint return distribution of asset S
(1) and a third asset S (3) . Let's assume asset S (1) is the investor portfolio, asset S (2) is a tradable security and asset S (3) is a hedge fund, this result implies that we can generate the distribution of the hedge fund and its dependence with the investor portfolio, by only investing in the tradable security S (2) and the investor portfolio S (1) . Note that we do not replicate the month by month returns of the hedge fund, but instead we replicate its distributional properties (i.e. expectation, volatility, skewness and kurtosis) as well as dependence measures with respect to the returns of the investor portfolio (i.e. Pearson, Spearman correlations...).
Essentially, there exist a payoff function that will allow us to transform the joint distribution of assets S
(1) and S (2) into the bivariate distributions of S (1) and S (3) . This payoff function is easily shown to be calculable using the marginal distribution functions F 1 , F 2 and F 3 of S (1)
T , and the copulas C 1,2 and C 1,3 associated respectively with the joints returns R The challenge that we are confronted with is how to best evaluate this function, and this is by no means a trivial problem. The problem can however be broken down into three separate components. The first part relates to the proper modeling of the distributions and copula functions. The second part consists in calculating the payoff function. The third part consists in selecting an approach that will allow us to generate a dynamic trading strategy that provides us with the best possible approximation of the payoff function.
Modeling the returns
In order to provide a robust solution in this framework, we propose the following steps. First, we will model the joint daily distribution of S (1) and S (2) using bivariate Gaussian mixtures. Since we will be trading these assets on a daily basis, it is imperative that the distribution of the monthly returns for both the investor portfolio and the reserve asset are consistent with the distribution of the daily returns. We need to be sure that by dynamically trading the assets based on the joint daily distributions we will be able to generate the desired monthly properties. We will therefore estimate the parameters of the bivariate Gaussian mixtures of R t , (investor portfolio and reserve asset) using the historical daily returns of S
(1) and S (2) . We can then solve for the law of the monthly returns that is compatible with the law of daily returns. Furthermore, the daily dependence which is modeled with the bivariate mixtures will allow us to obtain the desired monthly dependence. This would not have been possible if we used univariate laws to model the marginal distributions and a copula to model the dependence structure. Although copula provide us with much flexibility in terms of modeling the dependence, there is however no proof to this day that the statistical properties of copula functions are divisible. Finally, we need to estimate the monthly distribution of the hedge fund returns as well as the dependence between the hedge fund and the investor portfolio.
There are no particular restrictions regarding the choice of the distribution of S (3) and the copula C 1,3 . We have developed statistical tests that allow us to select the most appropriate marginal distribution and copula function. We now consider each of these steps in detail.
Mixtures of Gaussian distributions
The choice of Gaussian mixtures to model the bivariate distribution of investor portfolio and the reserve asset is due to both the flexibility of the mixtures in capturing high levels of skewness as well as the fact that the bivariate distribution is infinitely divisible. In this section, we will first provide a brief description of bivariate Gaussian mixtures and discuss their statistical properties. Finally we will present a goodness-of-fit test that we developed in order to estimate the mixtures and select the optimal number of regimes.
Definition of mixtures of Gaussian bivariate vectors
A bivariate random vector X is a Gaussian mixture with m regimes and parameters (π k )
, if its density is given by
is the density of a bivariate Gaussian vector with mean vector µ = (µ 1 , µ 2 ) and covariance matrix A = σ 2 1
where Φ 2 (·, ·; ρ) is the bivariate standard Gaussian distribution function with correlation ρ.
Some properties of mixtures of bivariate Gaussian variables
One property that is quite important in our setting is the fact that a sum of independent Gaussian mixtures is still a Gaussian mixture. In fact, if X 1 , . . . , X n are independent and identically Gaussian mixtures with parameter θ, then X = X 1 + · · · + X n is also a Gaussian mixture. To describe the associated parameters, let regimes. The parameters of the mixture are (π α ) α∈A , (µ α ) α∈A , (A α ) α∈A , where for each α ∈ A, π α is the multinomial probability
and the mean vectors µ α and covariances A α are respectively given by
Remark 3.1 If n is moderately large, then m n is huge and it is computationally impossible to calculate the new parameters. In fact, most probabilities could be very small so in fact, the sum could be a mixture of fewer terms. Therefore, one has to estimate again the joint law of R
by a Gaussian mixture, using the monthly returns this time. As a result, the marginal distributions F 1 and F 2 are (univariate) Gaussian mixtures and C 1,2 is the copula deduced from the bivariate Gaussian mixture.
Finally, consider the conditional distribution of a bivariate Gaussian mixture X = (
Then it is easy to check that the conditional distribution of X (2) given X (1) = x 1 is a Gaussian mixture with parameters
Estimation and goodness-of-fit
In order to choose the optimal number of regimes, we need to first estimate the parameters of the model, and then provide a goodness-of-fit test to evaluate whether a greater number of regimes is required. The estimation method is based on the EM algorithm of (Dempster et al., 1977) . It is presented in Appendix A.1 for the bivariate case.
A new goodness-of-fit test, described in Appendix A.4, can be performed to assess the suitability as well as to select the number of mixture regimes m. The proposed test, based on the work in Genest et al. (2007) , uses the Rosenblatt's transform.
For the selection of the number m of regimes, the following two steps procedure is suggested:
(a) Find the first m 0 for which the P -value of the tests described in A.4 is larger than 5%. 3.2 Choice/estimation of the marginal distribution F 3
There are no restrictions on the choice of F 3 , which is the distribution of the hedge fund that we seek to replicate (or the desired distribution in the case of a synthetic fund). Unlike the reserve asset and investor portfolio that require divisible laws, we are only interested in monthly return distribution and hence can introduce any distribution. In the case of the replication of an existing hedge fund, goodness-of-fit is important and therefore we test using a Durbin type test, as described in Appendix A.3.
3.3 Choice/estimation of the copula C 1,3
Again, there are no restrictions on the choice of copula function C 1,3 , between the monthly returns of the hedge fund and the investor portfolio. Suppose that we have historical monthly returns (Y 1 , Z 1 ), . . . , (Y n , Z n ) belong to a copula family C θ . To estimate θ, one often uses the so-called IFM method. However, we do not recommend it as the parameters of the copula function rely on the estimated marginal distributions. Any mis-specification of the marginal distributions will bias the choice of copula. For reasons of robustness, it is therefore preferable to use normalized ranks, i.e. if R i1 represents the rank of Y i among Y 1 , . . . , Y n and if R i2 represents the rank of Z i among Z 1 , . . . , Z n , with R ij = 1 for the smallest observations, then set
To estimate θ one could try to maximize the pseudo-log-likelihood
as suggested in Genest et al. (1995) . For example, if the copula is the Gaussian copula with correlation ρ, the pseudo-likelihood estimator for ρ yields the famous van der Waerden coefficient defined to be the correlation between the pairs {Φ −1 (U i ), Φ −1 (V i ); i = 1, . . . , n}. For other families that can be indexed by Kentall's tau, e.g., Clayton, Frank and Gumbel families, one could estimate the parameter by inversion of the sample Kendall's tau. See, e.g., Genest et al. (2006) . Finally, to test for goodness-of-fit, one can use Cramér-von Mises type statistics for the empirical copula or for the Rosenblatt's transform. The latter could be the best choice given that ∂ ∂u C 1,3 (u, v) needed to be calculated for the evaluation of the payoff function. These tests are described in Genest et al. (2007) and in view of their results, we recommend to use the test statistic S (B) n .
The payoff function
Having estimated the necessary distributions and copula function, one must now calculate the payoff's return function g. As deduced by Kat and Palaro (2005) , its formula is given by
where Q(x, α) is the order α quantile of the conditional law of R
Using properties of copulas, e.g. Nelsen (1999) , the conditional distributions can be expressed in terms of the margins and the associated copulas.
.
Note that
In our methodology, since the monthly returns R , the conditional distributions can be expressed as follows
2 are given by formulas (1) and (2).
Dynamic replication
Having solved for g, we need to find an optimal dynamic trading strategy that will replicate the payoff function. We do so by selecting the portfolio (V 0 , ϕ) such as to minimize the expected square hedging error
where β T is the discount factor.
In order to achieve this, we develop extensions of the results of Schweizer (1995) . Note that there is no "risk-neutral" evaluation involved in our approach and that all calculations are carried out under the objective probability measure.
Optimal hedging
Suppose that (Ω, P, F) is a probability space with filtration F = {F 0 , . . . , F T }, under which the stochastic processes are defined. For the moment, assume that the price process
. In the next section, one will come back with the
Before defining what is meant by a dynamic replicating strategy, let β t denote the discount factor, i.e. β t is the value at period 0 to be invested in the non risky asset so that it has a value of 1$ at period t. By definition, β 0 = 1. It is assumed that the process β is predictable, i.e. β t is F t−1 -measurable for all t = 1, . . . , T .
A dynamic replicating strategy can be described by a (deterministic) initial value V 0 and a sequence of random weight vectors ϕ = (ϕ t ) T t=0 , where for any j = 1, . . . , d, ϕ
t denotes the number of parts of assets S (j) invested during period (t − 1, t]. Because ϕ t may depend only on the values values S 0 , . . . , S t−1 , the stochastic process ϕ t is assumed to be predictable. Initially, ϕ 0 = ϕ 1 , and the portfolio initial value is V 0 . It follows that the amount initially invested in the non risky asset is
Since the hedging strategy must be self-financing, it follows that for all t = 1, . . . , T ,
Using the self-financing condition (3), it follows that
The replication strategy problem for a given payoff C is thus equivalent to finding the strategy (V 0 , ϕ) so that the hedging error
is as small as possible. In this paper, we choose the expected square hedging error as a measure of quality of replication. It is therefore natural to suppose that the prices S (j) t have finite second moments. We further assume that the hedging strategy ϕ satisfies a similar property, namely that for any t = 1, . . . , T , ϕ t (β t S t − β t−1 S t−1 ) have finite second moments. Note that these two technical conditions were also made by Schweizer (1995) .
For simplicity, set
Under the above moment conditions, the conditional covariance matrix Σ t of ∆ t exists and is given by
In Schweizer (1995) , the author treats the case d = 1 and assumes a restrictive boundedness condition. Here, in contrast, we treat the general d-dimensional case and we only suppose that Σ t is invertible for all t = 1, . . . , T . This was implicitly part of the boundedness condition of Schweizer (1995) .
If Σ t is not invertible for some t, there would exists a ϕ t ∈ F t−1 such that ϕ t S t = ϕ t E(S t |F t−1 ), that is, ϕ t S t is predictable. Our assumption can be interpreted as saying that the genuine dimension of the assets is d. One may now state the main result whose proof is given in Appendix D.1.
Theorem 1 Suppose that Σ t is invertible for all t = 1, . . . , T . Then the risk E{G 2 (V 0 , ϕ)} is minimized by choosing recursively ϕ T , . . . , ϕ 1 satisfying
where C T , . . . , C 0 are defined recursively by setting C T = C and
for t = T, . . . , 1.
Moreover the optimal value of V 0 is C 0 , and
where
Having found the optimal hedging strategy, according to the mean square error criterion, one might ask what the link is between the price given by C 0 , as in Theorem 1, and the price suggested by the martingale measure method. The answer is given by the following result proven in Appendix D.2.
Corollary 1 For any t = 1 . . . , T , set
Further set M 0 = 1 and
is a (not necessarily positive) martingale and
In particular βC t M t is a martingale and 
The Markovian case
If the price process S is Markovian, i.e., the law of S t given F t−1 is ν t (S t−1 , dx), and if the terminal payoff C T = C only depends on the terminal prices, that is C = f T (S T ), then the Markov property, together with Theorem 1, yield that C t = f t (S t ) and ϕ t = ψ t (S t−1 ), where
Note that E(S t |F t−1 ) = L 1t (S t−1 ) and Σ t = A t (S t−1 ). Explicit calculations can be done when the returns are assumed to be a finite Markov chain. In most models, one can write S t = ω t (S t−1 , ξ t ) where ξ t is independent of F t−1 and has law P t . When µ t has an infinite support, there are ways to approximate ψ t and f t .
The importance of Theorem 1 to the replication problem of hedge funds is obvious, particularly under the Markovian setting. All that is needed is a way to calculate or approximate the value of f 0 and of the deterministic functions ψ t (s), f t (s), t = 1, . . .. In particular V 0 = f 0 and ϕ t = ψ t (s) gives the optimal hedging strategy when S t−1 = s.
The dynamic trading strategy
In the Markovian case, one can use the methodology developed by Del Moral et al. (2006) to calculate both the ϕ t 's and the C t 's. The algorithm for implementing the dynamic trading strategy, based on Monte Carlo simulations and linear interpolation, is described in more details in Appendix B.
A comparison between optimal hedging and hedging under Black-Scholes setting
To compare the two methods, simply take T = 1 and r = 0 and d = 1. In this case, the solution for optimal hedging yields ϕ = Cov{∆S 1 , C(S 1 )}/Var(∆S 1 ), where ∆S 1 = S 1 − S 0 , and
For the Black-Scholes setting, we have
and ϕ BS = E e σZ−σ 2 /2 C S 0 e σZ−σ 2 /2 , with σ 2 = Var {log(S 1 /S 0 )}, where Z ∼ N (0, 1), provided C is differentiable. See, e.g., Broadie and Glasserman (1996) . In general, ϕ = ϕ BS and V 0 = V BS 0 , so
For an analysis of the (discrete) hedging error in a Black-Scholes setting, see, e.g., Wilmott (2006) . To illustrate the difference in an hedge funds context, we performed a numerical experiment in which we tried (10 000 times) to reproduce a synthetic fund with centered Gaussian distribution with volatility 12%, independent of the portfolio. The distribution of the daily returns of the (portfolio, reserve) pair are modeled by a a mixture of 4 regimes for the daily returns distribution with parameters given in Table 1 . With this choice of parameters, it turns out that the associated monthly returns are best modeled by a bivariate Gaussian with parameters are given in Table 2 . As said previously, we simulated 10 000 values of g R
0,T , log(V T /100) (under optimal hedging) and log(V BS T /100) (under delta hedging). Some sample characteristics of these three variables are given in Table 3 , together with the corresponding true values, while for each dynamic trading method, the estimated mean hedging error and square root mean square error are given in Table 4 .
By construction, optimal hedging always produces an hedging error with zero mean. However, this is not the case in general for delta hedging. Note how far the delta hedging method is off the goal of a zero mean of the replicating portfolio, while the optimal hedging error is much smaller.
As our proposed method is optimal for minimizing the square hedging error, it is not surprising that it dominates delta hedging. However, since the theoretical setting is very close to the Black-Scholes setting, all monthly returns being Gaussian, it is worth noting that the square root Mean Square Error of the optimal hedging is 150% less than the one of the delta hedging.
Finally, the distribution of the respective hedging errors is illustrated in Figure 1 . From that graph, it appears that the values of the replication portfolio with the methodology proposed in Kat and Palaro (2005) are almost always smaller than the target values. 
Replication of hedge funds
In this section we will provide some empirical evidence regarding the ability of the model to replicate hedge fund returns. For the sake of parsimony, we will present results for the (in-sample) replication of the EDHEC indices and HFR indices. We will look at the models ability to replicate the statistical properties of the monthly returns of the different indices over the ten year 
Portfolio and Reserve assets
The first step is top select the assets that will make up the investor portfolio, S (1) , and the reserve asset, S (2) . Because these two portfolios are dynamically traded on a daily basis, we seek very liquid instruments with low transaction costs. We therefore restrict the components of these two assets to be either Futures contracts or Exchange Traded Funds (ETF).
All futures data comes from CRB Trader database. The cash rate is the BBA Libor 1 month rate. Log-returns on futures are calculated from the reinvestment of a rolling strategy in the front contract. The front contract is the nearest to maturity, on the March/June/-September/December schedule and is rolled on the first business day of the maturity month at previous close prices. Each future contract is fully collateralized, so that, the total return is the sum the rolling strategy's return and the cash rate. The ETF data is obtained from Bloomberg.
The investor portfolio, which is meant to be a proxy for a typical institutional portfolio, will be an equal-weighted portfolio of S&P500 futures contracts and 30 year US Treasury Bond futures contracts. In order to illustrate the sensitivity of the methodology to the choice of reserve asset, we will perform the study using two very different reserve assets. The first asset (Reserve 1) is made up of 50% PowerShares Dynamic Small Cap Value Portfolio, 25% iShares Lehman 20 Year Treasury Bond Fund and 25% Citigroup Treasury 10 Year Bond Fund. The second asset (Reserve 2) is an equally weighted portfolio Two Year Treasury Notes, Ten Year Treasury Notes, S&P500, and Goldman Sachs Commodity Index future contracts. Table 5 presents some of the statistical properties of our investor portfolio and the two reserve assets for the entire ten year period and the two sub-periods. We report the mean, standard deviation, skewness, robust skewness 2 , kurtosis, robust kurtosis As explained in Section 3.1, we have chosen to model the daily returns of the pairs (portfolio, reserve) by bivariate Gaussian mixtures with m regimes, denoted by BGM(m).
In Table 6 , the distributions of the daily and monthly returns for the (portfolio, reserve) pairs are given, over the three time periods. These results were obtained by using the estimation and goodness-of-it procedures described in Section 3.1.3.
It may seems odd at first that the model for the joint monthly returns is a (bivariate) Gaussian mixture with fewer regimes than for the daily returns. However, as explained in Remark 3.1, it is quite normal. In fact, in view of the central limit theorem, the number of regimes would possibly be 1 if we were to consider returns over a two months period.
Hedge fund indices
For the sake of comparison, we chose to replicate the 13 EDHEC indices and the 22 HFRI indices. According to the procedures described in Sections 3.2 and 3.3, the marginal distribution F 3 and the copula C 1,3 were estimated for each hedge fund index.
For the marginal distributions, we considered (univariate) Gaussian mixtures with m regimes, denoted GM(m) and Johnson distribution. For the copula families, we selected the Gaussian, Student, Clayton, Frank and Gumbel. In each case, we estimated Kendall's tau, which measures the dependence between the hedge fund returns and the portfolio returns. 
Except for the Student copula, which is dependent on two parameters, the other families only depend on one parameter.
The best fitting models are displayed in Tables 8-10 .
Performance of the replication
There are two important issues that need to be addressed when analyzing the models ability to replicate hedge fund returns. The first issue concerns the models ability to effectively replicate hedge fund indices. The second issue pertains to the choice of the reserve asset and it's impact on the models performance.
To study the effectiveness of the replication strategies, there are two main factors to consider: the initial investment V 0 that is required to replicate each index as well as the actual quality of the replication. In order to obtain the payoff distribution of the hedge fund indices, we follow the approach used by Kat and Palaro (2005)-we calculate the monthly returns assuming an investment of 100 at the beginning of each month. Therefore, if the value V 0 of the replicating strategy is below 100, this would lead us to conclude that the replicating strategy offers a cheaper alternative to the hedge fund index, and therefore is the better investment choice. This analysis can however be misleading if we do not also examine the precision of the replication strategy. Before dismissing the hedge fund indices as poor-performers, we need to properly evaluate whether the properties of the replication strategies and hedge fund indices are truly the same. A proper examination of both the cost and the precision of the replication strategy is fundamental before any strong conclusion can be drawn about the model's ability to replicate hedge fund indices.
Then arises the question of the reserve asset. Does the reserve asset impact the performance of the model, and if so does it affect only V 0 or also the ability of the model to replicate the statistical properties of the hedge fund indices? In other words, does the choice of reserve asset impact the performance measure and/or for the quality of the replication? Tables 11-13 present the values of V 0 for the HFRI and EDHEC hedge fund indices. It is quite clear that even without correcting for the well documented biases in hedge fund indices, the replicating strategies still out-perform a large number of the hedge fund indices over the entire period as well as over the two sub-periods. In order to show that the replication strategies are effectively reproducing the statistical properties of the hedge fund indices, Figures 2-6 present the target mean, volatility, Kendall's tau, skewness and kurtosis of the indices as well as those for the replication strategies. It is quite clear that independently of the period that is considered, the volatility and Kendall's tau are reproduced with great precision. It is important to note that the only moment that is sensitive to the choice of reserve asset is the return of the replication strategy -the other moments as well as the dependence coefficient appear to be insensitive to the choice of reserve asset. Our results clearly indicate that the reserve asset plays a role in the measure of performance, V 0 , but it has almost no effect on the quality of the replication. In order to further examine the model's ability to replicate the statistical properties of the hedge fund indices, Table 7 presents the results obtained by regressing the statistical properties of the replication portfolios against the estimated parameters of both EDHEC and HFRI indices for the three samples periods. If the replications were perfect, the slope would then be 1 and the intercept would be 0. As one can see, the fit is very impressive for both reserve assets. The volatility and dependence measures (Kendal's tau and Spearman's Rho) are perfectly replicated, and the regression coefficients for the higher moments, although not perfect, support the model's ability to replicate the statistical properties of hedge fund returns.
The final stage of the analysis consists of breaking down the costs and other potential sources of error associated with the dynamic replicating strategy. We quantify three potential costs/errors associated with our methodology. The first is the transaction costs related to the dynamic trading; the second is the rounding error that results from not being able to trade fractions of futures contracts; the third, and most significant, is the profit/loss that is due to the hedging error of the discrete hedging strategy.
The transaction costs are assumed to be 1 basis point for the sale/purchase of all futures contracts. Obviously, the amount of trading required to replicate the different indices can vary substantially. In table 14 we present the average monthly transaction costs (in terms of basis points) incurred for each replicating portfolio over the whole sample period. Note that the average monthly transaction costs for the replication strategies is approximately 5 basis points.
The rounding error that results from the inability to buy or sell fractions of futures contracts depends very much on the size of the replication portfolio and this error tends to zero as the portfolio increases in size. For a replicating strategy with $100 Million invested, the average monthly rounding error is approximately 1 basis point. 
Conclusion
In this paper, we implement a multi-variate extension of Dybvig (1988) Payoff Distribution Model that can be used to replicate not only the marginal distribution of hedge fund returns but also their dependence with other asset classes. In addition to proposing ways to overcome the hedging and compatibility inconsistencies in Kat and Palaro (2005) we extend the results of Schweizer (1995) and adapt American options pricing techniques to evaluate the model and also derive an optimal dynamic trading (hedging) strategy. In section 5.2 we demonstrate the superiority of the hedging algorithm that is used to generate the dynamic replicating strategy. We successfully replicate the statistical properties of the HFRI and EDHEC indices over the period from 1997-2006, as well as for two 60 month sub-periods. Even without correcting for the well-documented biases in hedge fund index returns, the indices can be readily replicated using this methodology. The volatility and the dependence coefficients are replicated with great precision; the skewness and kurtosis are also captured by the model, however with slightly less accuracy.
Contrary to the conclusions put forth by recent studies at EDHEC and Northwater (2007) , the choice of reserve asset does not impact the model's ability to replicate the statistical properties of the indices. The choice of reserve asset only impacts the initial cost of investing in the replicating portfolio (and hence only impacts the return of the replicating strategy). This is not to say that the return generated by the model is not important, however it is not a measure of the model's success. One must dissociate the technical issues of the replicating methodology (i.e how to best model the returns and solve for the optimal trading strategy) from the choice of the reserve asset. Our contribution is to provide a robust framework for the replication methodology, and address the technical shortcomings of the much publicized research of Kat and Palaro. As is the case with any investment strategy, the returns depend on the choice of assets. The results in this paper indicate, however, that it is not necessary to select the best performing assets over the sample period in order to replicate and outperform the hedge fund indices. In fact, we show that by using run-of-the-mill exposures in our reserve asset we can nonetheless outperform the majority of hedge fund indices. We purposely selected two reserve assets that have exposures to different yet common market premia over the sample period, and we find that both reserve assets outperform a large percentage of the indices. (reserve 1 being the better of the two). We also find that the EDHEC indices, which are subject to less significant biases, are more easy to replicate that the HFRI indices. It is important to remember that we are comparing an investable trading strategy to non-investable indices-the actual return we would anticipate from investing in a hedge fund index would be considerably lower than the "non-investable" index returns used in this study. Our results reinforce the notion that on aggregate, hedge funds are on aggregate simply repackaging beta returns.
A Estimation and goodness-of-fit
In this section, we describe the estimation procedure and the goodness-of-fit tests.
A.1 EM algorithm for bivariate Gaussian mixtures
Let y 1 , . . . , y n be a random sample from a bivariate Gaussian mixture with parameters
and define the new estimator
As increases, the numbers {π k y i , θ ( ) ; k = 1, . . . , i = 1, . . . , n} stabilize and the estimators converge.
A.2 Tests of goodness-of-fit
Testing goodness-of-fit is an essential step for modelling data. There are many tests available but to our knowledge, the best ones are based on empirical processes Rémillard, 2005, Genest et al., 2007) . Here, we only consider two tests based on the so-called Rosenblatt's transform. The first one is due to Durbin (1973) but the calculation of P -values is recent (Stute et al., 1993) . For the second test designed for testing goodness-of-fit for bivariate data, the validity of the algorithm for calculating P -values follows from Genest and Rémillard (2005) .
A.3 Tests of goodness-of-fit for a univariate parametric distribution
Let X 1 , . . . , X n be a sample of size n from a (continuous) distribution F on R. Suppose that the hypotheses to be tested are
For example, the parametric family F could be the family of univariate Gaussian mixtures with m regimes.
The proposed test statistic is based on Durbin (1973) . Let θ n = T n (X 1 , . . . , X n ) be a regular estimator of θ, in the sense of Genest and Rémillard (2005) and set
where 
Since the U i 's are "almost uniformly distributed on [0, 1]" under the null hypothesis, large values of S n should lead to rejection of the null hypothesis. However, in general the limiting distribution of S n depend on the unknown parameter θ. To calculate the P -value of S n , one can use a parametric bootstrap approach as described below. a) Calculate θ n and S n . b) For some large integer N (say 1000), repeat the following steps for every k ∈ {1, . . . , N }:
(ii) Calculate
An approximate P -value for the test based on the Cramér-von Mises statistic S n is then given by 1 N
A.4 Tests of goodness-of-fit for a bivariate parametric distribution Let (X 1 , Y 1 ) . . . , (X n , Y n ) be a sample of size n from a (continuous) distribution F on R 2 . Suppose that the hypotheses to be tested are
For example, the parametric family F could be the family of bivariate Gaussian mixtures with m regimes. Denote by G θ the distribution function of X i and let H θ be the conditional distribution function of
The proposed test statistic is based on Durbin (1973) and the Rosenblatt's transform (Rosenblatt, 1952) .
Suppose that θ n = T n (X 1 , Y 1 , . . . , X n , Y n ) is a regular estimator of θ, in the sense of Genest and Rémillard (2005) and set
Since the pairs (U i , V i )'s are "almost uniformly distributed on [0, 1] 2 " under the null hypothesis, large values of S n should lead to rejection of the null hypothesis. However, in general the limiting distribution of S n depend on the unknown parameter θ. To calculate the P -value of S n , one can use a parametric bootstrap approach as described below. a) Calculate θ n and S n . b) For some large integer N (say 1000), repeat the following steps for every k ∈ {1, . . . , N }:
B Implementation of the dynamic trading strategy
Before describing the algorithm, it is important to define what is meant by a partition. Here we assume that S t = ω t (S t−1 , ξ t ), ξ t ∼ µ t being independent of F t−1 , t = 1, . . . , T .
Definition B.1 A partition P of a compact convex set K, is any finite set P = {S 1 , . . . , S m } of simplexes with disjoint non empty interiors, so that K = m j=1 S j . The set of vertices of the partition P is denoted by V(P).
Note that K is then the convex hull generated by V(P).
The algorithm is based on Monte Carlo simulations, combined with a sequence of approximations on compact sets K 0 , . . . , K T −1 , determined by partitions P 0 , . . . , P T −1 . The idea behind the algorithm is quite simple: Given approximationsf t , of f t , one first get L 1t ,L 2t ,Â t ,∆ t ,Û t andf t−1 , by estimating these functions at every vertices x ∈ V(P t−1 ), using Monte Carlo simulations, and then, one uses a linear interpolation to extend them at any point x ∈ K t−1 . More precisely, one may proceed through the following steps.
B.1 Algorithm
• Setf T = f T ;
• For each t = T, . . . , 1 -Generate ξ 1,t , . . . , ξ Nt,t according to µ t ; -For every s ∈ V(P t−1 ), calculatê
-Interpolate linearly∆ t andf t−1 over K t−1 and extend it to all of X.
A detailed description of the linear interpolation implementation techniques is given below, but first, the following result adapted from Del Moral et al. (2006) , confirms that the algorithm produces good approximations.
Theorem 2 Suppose that f T is continuous and that for all 1 ≤ t ≤ T , ω t (·, ξ) are continuous for a fixed ξ. Let K 0 be a given compact convex subset of X. Let > 0 be given. Then one can find compact convex sets K 1 , . . . , K n−1 ⊂ X, partitions P 0 , . . . P n−1 generating respectively K 0 , . . . , K n−1 , and integers N 10 , . . . , N n0 , so that for the simple interpolation method, max 1≤k≤n ψ t −ψ t K t−1 < , and max
whenever N 1 ≥ N 10 , . . . , N n ≥ N n0 .
B.2 Linear interpolations
Definition B.2 Given a function h and a partition P of K, a linear interpolation of h over P is the (unique) functiong defined in the following way:
If S ∈ P is a simplex with vertices x 1 , . . . , x d+1 , then set
where the barycenters {λ 1 , . . . , λ d+1 } are the unique solution of
If x ∈ K, let x K be the (unique) closest point to x that belongs to K, and seth(x) =h(x K ). Uniqueness follows from the convexity of K and the strict convexity of the Euclidean norm.
Remark B.1 Note that since each x i is extreme in S, the unique solution of
Moreover,g is affine on each simplex, justifying the term "linear interpolation". 
Then the linear interpolation of g over K is given bỹ
If h is monotone, the slopes ∆ i all have the same sign, soh has the same monotonicity. If h is convex, the slopes ∆ i are non decreasing, soh is also convex.
Suppose that h is known at points (0, 0), (0, 1), (1, 0) and (1, 1). If one wants to linearly interpolate h, as in Definition B.2, a convenient choice for the partition P of [0, 1] 2 is P = {S 1 , S 2 } where
Any x ∈ S 1 can be uniquely written as
with λ 2 = x 1 , λ 1 = x 2 − x 1 , and λ 3 = 1 − x 2 , so one can definẽ
Similarly, for any x ∈ S 2 , one obtains
2 through the mapping
Outside K,h is defined as follows:
C Auxiliary results
Throughout this appendix, L 2 = L 2 (Ω, F, P ) is the set of all random variables on (Ω, F) which are square integrable.
Proposition 1 Suppose that X is non negative random variable on (Ω, F, P ) such that E(X) < ∞. Suppose G is a sub σ-algebra of F and let Z = E(X|G) ≥ 0, P almost surely. Then for any non negative G-measurable random variable ξ, the following equality holds
Proof In the case of bounded random variable ξ, the result follows from the very definition of the conditional expectation. In particular it is true for ξ n = min(n, ξ) ≥ 0, for any n ≥ 1. Since ξ n ↑ ξ, it follows from Beppo-Levy theorem that
Proposition 2 Suppose that ξ ∈ R d and η ∈ R are L 2 random variables in (Ω, F) and suppose that A = E(ξξ |G) is invertible, where G is a sub σ-algebra of F.
2 } over all ϕ ∈ G such that ϕ ξ ∈ L 2 if and only if ϕ = A −1 b, where b = E(ξη|G). In particular ϕ ξ is square integrable.
, note that it follows from Proposition 1 that
Since A is symmetric and positive definite, there exist a
by hypothesis, and
from Cauchy-Schwarz inequality. Hence
Next, let ψ be any random vector in G such that ψ ξ ∈ L 2 . Then
and it is easy to check that
Hence the result.
D Proof of the main results
In this section, we will prove the two main results, using the propositions proved in Appendix C.
D.1 Proof of Theorem 1
Recall that the process ϕ = (ϕ t ) T t=0 is predictable. For any 1 ≤ t ≤ T , set ∆ t = S t − E(S t |F t−1 ) and
where C T = C and
It follows from equations (9)-(10) that
Note that the G t ∈ F t and E(G t |F t−1 ) = 0, for all 1 ≤ t ≤ T . Moreover, using (4)-(5) and (11), one gets
and E(G) = E(G|F 0 ) = C 0 − V 0 , since E(G t |F t−1 ) = 0 for all t = 1, . . . , T . It also follows from well known properties of conditional expectations that
Because G t depends only on ϕ t , . . . , ϕ T through C t , to minimize E(G 2 ), it suffices to find ϕ T minimizing E (G 2 T |F 0 ), then to find ϕ T −1 minimizing E G 2 T −1 |F 0 and so on. Doing so, we will find the minimum since each term is non negative. Having found the optimal ϕ, one obtains that the optimal choice for V 0 is C 0 .
First, note that G T = ξ T ϕ T − η T , where ξ T = ∆ T = S T − E(S T |F T −1 ) and η T = C − E(C|F T −1 ) = C T − E(C T |F T −1 ).
Using Proposition 2, one can conclude that
minimizes E(G 2 T |F 0 ). Having found the optimal ϕ T , one can define C T −1 as in (10). Suppose now that ϕ T , . . . , ϕ t have been defined and define G t−1 and C t−1 according to (9) and (10). Then one can use again Proposition (2) to conclude ϕ t−1 given by (6) minimizes E(G 2 t−1 |F 0 ). Therefore the risk E(G 2 |F 0 ) is minimized by choosing the ϕ t 's according to (6). Finally, using (12), the optimal value of V 0 is C 0 . This completes the proof.
D.2 Proof of Corollary 1
The proof of the representation C t−1 = E(C t U t |F t−1 ) follows directly from Theorem 1. In fact, using equations (6) and (7), one obtains β t−1 C t−1 = E(β t C t |F t−1 ) − ϕ t E(β t S t − β t−1 S t−1 |F t−1 ) = E(β t C t |F t−1 ) −E C t ∆ t (Σ t ) −1 E(β t S t − β t−1 S t−1 |F t−1 ) F t−1 = E(C t U t |F t−1 ), where U t is defined by (8). One can easily see that E(U t |F t−1 ) = 1, so (M t ) T t=0 is a martingale. It only remains to prove that β t S t M t is a martingale. All is needed is to prove that E(β t S t U t |F t−1 ) = β t−1 S t−1 . To this end, let t ∈ {1, . . . , T } be given and set ξ t = β t S t U t = β t S t − {∆ t + E(S t |F t−1 )} ∆ t (Σ t ) −1 ξ t .
Next, since E(∆ t |F t−1 ) = 0, one has E(β t S t U t |F t−1 ) = E(β t S t |F t−1 ) − E(∆ t ∆ t |F t−1 ) (Σ t ) −1 ξ t −E(S t |F t−1 )E(∆ t |F t−1 ) (Σ t ) −1 ξ t = E(β t S t |F t−1 ) − Σ t (Σ t ) −1 ξ t − 0 = E(β t S t |F t−1 ) − ξ t = β t−1 S t−1 .
Hence the result. 
