Aerial photography of shallow water areas can provide useful quantitative information on water depth. The accuracy of bathymetric data read directly from aerial photographs is dependent on the environmental conditions and the use of an appropriate model. This paper proposes a method for determining water depth using measurements of the light intensity emitted from the water in aerial photographs captured by photogrammetric cameras. Presented results of research are addressed to practical usage in tasks related to ecology, recreation, and coastal management. The developed model is trained using field measurements of bathymetry. Unlike previously proposed methods, this method does not require the use of hyperspectral cameras. In this study, field experiments are combined with mathematical descriptions of coastal areas, and an analysis of the uncertainty of the results is presented. Using the proposed solution to calculate depths should enable rapid execution of bathymetry over a large area with a relatively small outlay of funds. This method was tested in practice at the Baltic coastal resort of Rowy, in which the bathymetry was set at a depth of 1.2 m.
Introduction
Coastal basins are very sensitive to depth changes. Safety of recreation and leisure of people depends on the speed of detection of this changes. Presented solution is innovative because it gives the possibility to rapid depth estimation on large areas with neglectable costs. The critical aspect is a synergetic connection of remote sensing with the geographic information system (GIS). This connection provides the automatic creation of the bathymetric map from data collected by photogrammetric cameras. These maps are interesting for people responsible for recreation and building of coastal infrastructure. The first group is interested in actual bathymetric data second is also concerned with trends of depth changes. The presented method is suitable for both groups requirements. Because of the high speed of and low cost, the measurements can be frequent. The result is the up-to-dateness of bathymetric Krzysztof Pyrchla krzpyrch@student.pg.gda.pl 1 Gdansk University of Technology, Gabriela Narutowicza 11/12, 80-233 Gdańsk, Poland data and accurate prediction of changes in depth of coastal basins.
Studies examining the optical properties of oceans and seas have been underway for almost two centuries (Maffione 2001) . During this time, significant efforts have been made by scientists and engineers to use available technology properly. Past research efforts have led to the development of specific techniques for determining coefficients that describe the environmental conditions based on aerial photographs (Polcyn et al. 1970; Wezernak and Lyzenga 1975; Lyzenga 1978) . Such studies primarily concern water measurements performed in open waters and involve the determination of the light attenuation in marine waters (Hakvoort et al. 2000; Dera and Sagan 1990) . The designation of these factors is essential for studying optical properties of deep-water reservoirs such as the Baltic Sea (Levin et al. 2013) . However, these studies focus on analyzing optical data at an angle to determine the water depth (Polcyn and Lyzenga 1973; Lyzenga and Thomson 1976; Lyzenga 1978) .
In these areas, the values of the light attenuation coefficients in the water are determined by many factors that are difficult to specify precisely. Both scattering and absorption processes lead to a decrease in light intensity; the effect of their actions is known as the attenuation of light. The value of the light attenuation coefficient "c" is the sum of the absorption coefficient "a" and the scattering "b" (Ficek 2013; Mobley et al. 2009 ). To describe these processes, an equation of radiative energy transfer is used. This equation describes the dependence of the decrease in the initial amount of radiation (L) to the thickness of the water layer (dh) relative to the product of the initial value of the radiation (L) and the light attenuation coefficient in the water (c). An additional factor considered in the description of this process is the amount by which the light beam is increased by randomly distributed light rays originating from other directions (L * , function load). This study also includes the source function (L n ), which is additional radiation originating from internal light sources such as microorganisms and Raman scattering. Assuming that the radiation does not change over time, this equation can be written as
This equation has no general solution; therefore, a solution can be found only for a particular case. The method presented here is characterized by a series of assumptions that are based on a theoretical analysis of the phenomena occurring in the water. The cases presented in this article are related to a water depth of 1.5 m, which is a notably thin layer compared with the depth of 90 m used in the analysis of light propagation. This paper describes research investigating the shallow and very clear waters of a coastal area. Given this, processes of additional radiation originating from internal light sources such as microorganisms and Raman scattering have no impact we can skip the source function (L n ). The hypothesis is that it is possible to measure depths in areas of shallow water bodies by measuring the intensity of the upwelling spectral radiance from the water. The coefficients for the described method are determined from a summary of data collected by cameras with direct measurements of the depth. The proposed method assumes that at such small depths (from 0 to 1.5 m), light scattering and backscattering (except the scattering in the original direction) can be ignored. Related research will be presented for discussion (Gilabert et al. 1995) .
Materials and methods
The assumption of a relatively small thickness for the water layer suggests that given such a small travel distance in water, the scattered light rays will have minimal influence on the other light rays traveling in the original direction (Gilabert et al. 1995) . The radiation is scattered primarily in its original "forward" direction. For such assumptions, we can say that scattering will only increase the effect of attenuation caused by absorption.
The present method assumes that measurements are performed in local climatic conditions during early spring or late autumn. These periods are characterized by water that is not significantly polluted concerning algae and microorganisms. If we apply Eq. 1 as a simplified mathematical description of the passage of rays through a layer of water, the factors L * and L n will be approximately equal to zero. Therefore, Eq. 1 reduces to the form of Eq. 2.
It was assumed that the beam of light is parallel. In such a case, Eq. 2 is following the Bouguer law, which takes the form
In this equation, I a , the intensity of the light penetrating the water, is referenced to I b , the intensity of light after passing through a layer of water with thickness h and a light attenuation coefficient α. However, the previously mentioned conditions do not determine all of the parameters required for the proper use of Eq. 3. They do not adequately describe the features of light incident on the water's surface because they do not consider the type of beam or the angle of incidence. This equation assumes that the incident beam is monochromatic, which does not occur in practice because the sea surface is illuminated by solar radiation (approximately white light). According to research conducted by Clarke and James, the coefficient α is dependent on the frequency of the radiation beam. In that study, the dependence is manifested primarily at both ends of the visible light range. In the present study, the relationship was taken as a constant in the middle of the visible light range. Another phenomenon that occurs with the passage of light through water is the reflection. A reflection occurs when the light beam reaches the bottom of the water body; reflection also occurs at the surface. Electromagnetic wave reflection is described by the reflectance coefficient (R), which is defined as the ratio of the reflected wave intensity from the surface (I ) to the intensity of the wave falling on a given surface (I ) (4).
If we accept again that the surface is illuminated by parallel rays with incidence perpendicular to the surface, we can assume that the reflectance of the opaque material is a characteristic property. However, the situation is different when the reflection occurs at the border of two environments with different transparent indices of refraction: n 1 , the refractive index of the first environment, and n 2 , the refractive index of the second environment. In this case, the reflection coefficient depends only on the relative refractive indices of the environment (5).
When the above assumptions are adopted, we can create a mathematical model describing the propagation of light in the water. Let us consider parallel light rays with incidence perpendicular to a smooth surface. In accordance with the assumptions regarding the value of the light intensities of reflections entering the water layer (4 and 5) and those reflecting from the surface, we can describe this phenomena with Eqs. 6 and 7, where n 1 is the water's refractive index, and n 2 is the air's refractive index:
The light beam with initial intensity I a traveling across the water layer is attenuated ( Fig. 1 ). This attenuation is described according to the first assumption (3). In effect, we obtain the formula of illumination of the bottom of the water body (8).
Part of the light beam reaching the bottom part of the water is absorbed, and part is returned to the surface. Using the assumption concerning the reflectance (4), we obtain the relationship between the intensity of light reaching the bottom and the intensity reflected from the bottom (I c ) (Fig. 1b) in the form of Eq. 9.
A beam of light reflected from the bottom (R d , the bottom reflectance coefficient) is attenuated when it is moving through the water layer again according to Eq. 3. As a result of this phenomenon, light with intensity I d returns to the surface, as described by Eq. 10.
However, considering the re-reflection from the boundaries of the different environments, the intensity of light emitted from the water (I e ) is described by Eq. 11. The distribution of these intensities is presented in Fig. 1b .
Note that the intensity of light that would be registered by a detector placed above the surface of the water (and facing downward) is composed of intensity I and I e . We can further assume that the intensities of individual light beams are combined additively. We define I z as the sum of the intensity of the light beam directed from the water surface upwards, and we generate formula (12) and the resulting formula (13). 
The above equation can be simplified to a function of one variable by introducing the dimensionless parameter N.
Additionally, we can demonstrate that the solution to this equation does not depend on the unit in which the variables I and I z are expressed. Parameter N is defined by Eq. 14.
We can then write our equation as
Formula (15) can be expressed as
where h is a function of N. The value of the introduced N parameter for the points on the water surface was calculated according to the formula for albedo (4). As indicated in each photo, the reference surface was the beach (R p ), in which the sand albedo was assumed to be 0.3 (Chadyšiene and Girgždys 2008) . I pl denotes the average value of color brightness in the entire area of visible dry beach in the image. It should be noted, that color brightness is determined as an average brightness of all used band. With these assumptions, the parameter N for the presented orthophotograph is shown in Eq. 17.
The parameter N enables the elimination of inconsistency in the units. The usage of the proposed model to estimate depth requires knowledge about two parameters: attenuation of radiation intensity in the water and the bottom reflection. Thus the inconstancy of these parameters on the vast areas of seacoast is essential to provide actual information. We could achieve required parameters using a small group of points in which depth is known from direct measurements. This measurement points will be called reference points.
The dimensionless value of the parameter N (defined by Eq. 14) was read from an orthophotograph of the experimental area for each reference point. The intensities of the beams reflected from various surfaces were read from the images as average values of the color brightness in these areas. I z denotes the average value of color brightness within a circular area of radius 0.5 m centered at the measurement point. The radius of this area is determining the resolution of the final map. From because of that it should be chosen as a compromise between better accuracy of the color brightness value and size of the area within depth will be estimated as a constant. We can see that final quality of produced map depends on the resolution of used orthophotomap. To provide both good accuracies of estimated depth and density of bathymetric points, the pixel size of orthophotomap must be reduced by order of magnitude than the size of the pixel of the bathymetric map. In presented case the pixel size of used images corresponded to 0.01 m 2 . The next step in preparing the data is to produce a dispersion graph of the parameter N in relation to the depth (Fig. 3) . The refractive index of water used was n 1 = 1.33, and the refractive index of air was 1.0. Based on the data from the measurements in Rowy, we used the program Mathematica to fit a function with an offset argument of the form
which has the same form as Eq. 16. This function gives us a system of two equations with two unknowns,
from which the following coefficients can be determined: attenuation of radiation intensity in the water α and the bottom reflection R d . This analysis describes a method for formally estimating the depth of water in coastal areas. The presented mathematical descriptions of the phenomena are reasonable, and the assumptions used are described at the beginning of the theoretical considerations. The presented model is the starting point for described research, which includes verification under actual conditions.
For the experiments, the direct measurements of depth were performed using a Leica Viva CS15 Real Time Kinematic (RTK) mobile receiver with a built-in Global System for Mobile communications (GSM) to connect with the network of reference stations. During the measurements, the ASG-EUPOS reference station network was used. The accuracy of the height measurements used for the model was 20 mm. The GS15 model was mounted on a pole receiver and communicated wirelessly to the controller via Bluetooth, and the data were recorded in the internal memory of the receiver. The logged data can be postprocessed directly in the controller or using a computer after recording the data; the team employed the second option. When the unit was connected to the reference network, it was necessary to register the receiver positions with the altitude of the individual measurement points. The parameters were automatically converted and saved, and the height measurement was referenced to the local quasigeoid.
All used aero photographic were made using the UltraCam Eagle-digital photogrammetric camera systems, equipped with 260 megapixels frame size (the largest image resolution -20010 x 13080 pixels). The photogrammetric design concept of the UltraCam Sensor Family is based on four camera heads for the sizeable panchromatic frame and four additional camera heads for multispectral sensing (red, green, blue and near-infrared). During the data processing only RGB bands were used.
The geospatial nature of collected data describing the seashore indicates that the GIS environment was selected for their analysis. The advantages of this environment for the analyses of other issues in the coastal area were noticed by other teams researching the seashore (Pais-Barbosa et al. 2012). A created GIS database was used to store data and incorporate them into interdisciplinary analyses. The proposed solution will facilitate the comparative study of physicochemical parameters in coastal geomorphology (Tibbetts and van Proosdij 2013; Kumar et al. 2014; Kasyk et al. 2016; Janowski et al. 2015) .
Results
The assumptions used to perform the experiments considered the topography of the nearest area. First, the measurements should be performed in a coastal area where the topography of the coast provides easy access to water. Second, the preliminary analysis should be conducted at locations in which the bottom is composed of sand. Third, it is recommended that the material on the shore and in the water be the same. This assumption is fundamental from an optical perspective and will facilitate the analysis of images from which the depth will be estimated.
Measurements were taken in April, through two years (2013) (2014) . After a preliminary analysis, the seashore in Rowy was selected. Photographs taken by MGGP Aero were used to perform the study on locations on the Polish coast. Direct depth measurements were performed precisely at the day when the aero photographic were taken. A disadvantage of this region is that a rapid change in depth occurs close to shore on isobaths above 0.8 m. The locations of the measurements were indicated on the map Fig. 2 by using Arc GIS program 10.0. Figure 2 presents an example of an aerial photograph, i.e., an orthophotograph, used to read the necessary data for depth estimation.
The example of the direct measurements of depth results are presented in Table 1 ; this data represents only part of the data registered by an RTK mobile receiver. The data presented are the geodetic positions of measurements and the registered depth.
Group of points presented in Table 1 was used as reference points. According to the described method the essential graph was made, and function was fitted to it. The resulting fit obtained was
According to formula (19), in the present area, the values of essential parameters were α = 0.449 and R d = 0.529. The values of the coefficients were used to estimate the depth at the measurement points identified in Table 2 with attachments from s1 to s5. This procedure was designed to check the effectiveness of the method in the field. The results are presented in Table 2 , which compares the estimated depth to the values of the measured depth.
Determination of the uncertainty in the presented method was performed by examining the results. The primary concern was to determine the standard deviation of the regression coefficients. As part of the solution, we produced a linearisation graph of the measured depth "h" and a defined factor "N" (Fig. 4) . After introducing the Fresnel reflection coefficient,
to Eq. 16, it takes on the form of
Introducing a variable,
to Eq. 22, gives the linear relationship
These considerations enable conversion of the logarithmic regression curve presented in Fig. 3 to a linear model described by Eq. 24, as shown in Fig. 4 . After the linearisation regression was conducted, the results were investigated using the Statistica program. The first step in this study was to test the hypothesis that the distribution of the variables is close to normal. To verify The next step was to verify the correlation between the measured depth "h" and the variable x (23). We tested the null hypothesis that there is no correlation between the studied variables. An alternative hypothesis assumes that there is a correlation between the studied variables. Verification of these hypotheses was done using Student's t-test. The results, r xy = −0, 915977, r 2 = 0.839014, and t = −7.57158 with the confidence level p = 0.000011, enable rejection of the null hypothesis and acceptance of the alternative hypothesis.
The test results hold that standard deviation of the linear regression coefficients determined by S a , S b is needed.
The following results were obtained: S a = 0.0745 and S b = 0.0978. Considering the linear regression in Eq. 24 and the calculated standard deviations of the parameters, it is possible to set two extreme regression curves where k is the number of standard deviations:
The distance between the extreme regression curves is interpreted as twice the value of the depth uncertainty "σ h ":
Substituting Eqs. (27) and (28) in Eq. 29 gives
It should be noted that this formula is correct only for the analysed case. A different correlation curve would force a change in the number of characters in Eqs. 27 and 28.
Equation 30 gives the uncertainty in the respective depths using the presented method adopted in the check points. Table 3 shows the depth of the actual measurements, the estimated depth, and the uncertainty estimation (Δh).
To recapitulate, the research results emphasize the practical dimensions of the obtained results and indicate the need for further study of the presented issues. Research can also be conducted by applying bathymetry for data analysis of computational intelligence (Łubczonek and Stateczny 2003; Stateczny and Wlodarczyk-Sielicka 2014; Stateczny 2000) . This study's method assumed that the estimation of depth is based on experimentally determined coefficients. The broad diversity of materials covering the bottom demonstrates the need for further study. Estimation of depth using such a small number of measurements is not accurate. Analysis of the results obtained here led to the development of a function describing the relationship between depth and the parameter N. Studies examining this function should be continued. The possibility of determining the parameter N using calibrated measurements could enable depth estimations in other areas of water. An example of the bathymetry of a coastal area determined using the proposed method is shown in Fig. 5 . It is clear that the proposed method enables the determination of local depressions, which are highly dangerous for swimmers.
The initial hypothesis was that it is possible to estimate water depth in shallow areas using the intensity of light emitted from the water. Our research confirms this initial hypothesis. The results obtained during the testing of this method confirm the possibility of its practical application. . 4 Correlation graph of the function described by Eq. 24, giving the dependence between x and the calibration measurements of depth in the Rowy area
Discussion
In this paper, the proper method for addressing bathymetric measurements in coastal area waters is demonstrated to be the estimation of the depth using aerial photographs with a coordinate system adjustment for the proper cartographic projection. After calibration using direct measurements, the data obtained enable determination of the actual bathymetry of the area. By using the developed method for estimating the water depth, this type of data can be obtained for large areas and can frequently be updated.
The calculated uncertainty in the depth estimation for the test points indicates an error of 0.2 m. It should be noted that the measurements relate to depths of 1.5 m, which is very shallow. The depth estimation accuracy in such areas determined by lidar is about 0.5 m (Earlie et al. 2014) , which is suitable for coastal areas where calibration measurements are not possible.
Although there are some restrictions on the environmental conditions, calibration can largely eliminate the influence of inhomogeneity in the lighting and optical characteristics of the basin (Carbonneau et al. 2006 ). Environ- mental conditions determine the maximum depth at which the method can be applied. When the brightness of the bottom is insignificant relative to the clarity of the water column, depth estimation is impossible. Suitable examples of such conditions include water with a high concentration of optical pollution and water with a high dimming coefficient. The most favorable conditions are those in which the surface of the sea is smooth, and the water has high transparency. Additional restrictions on the applicability of the method result from the nature of the data used in the depth estimates. The method relates the depth to a pre-defined parameter N. The values cannot be unrestricted because they are limited by the contrast (dynamic range) of the analyzed images. However, this limitation does not play a significant role when the method is applied to shallow coastal waters, which is the model's original purpose. Numerous studies of the optical classification of marine waters have been performed from optical, hydrological, and bio-optical parameters. These classifications use the absorption-scattering characteristics of water (Jerlov 1976) or the attenuation of the downward irradiance by the chlorophyll a concentration. Currently, the most widely used classification of water divides water bodies into two types: WC1, which is open ocean water, and WC2, which is water in coastal areas and enclosed seas. By using this research to estimate the depths of shallow water areas, it appears reasonable to develop a water classification for such a method. An example might be included in the classification previously reported (Reinart et al. 2003) .
Future research should examine the possibility of applying this method to seawater supplied by rivers, which contains a variety of organic and inorganic matter. Considering that modeling of water's additional optical To summarise, the results presented in a broader context may be useful for research into submerged archaeological structures (Doneus et al. 2013 ) and safety management in coastal zones. In this context, critical areas of application for the proposed method are cases where a quick determination of bathymetric data or its determination in large areas is required. These data are essential for the modeling and determination of rip currents in coastal zones (Scott et al. 2014; Shaw et al. 2014 ). The method of building an environmental database is also widely applicable for Rapid Environmental Assessment (Eiman et al. 2013; Arnous and Green 2011) and education (Hejmanowska et al. 2015) . The proposed method also allows tourism to be improved at the sea coast.
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