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Abstract
In this paper, we study the rational covariance extension problem when the chosen pseu-
dopolynomial of degree at most n has zeros on the boundary of the unit circle. In particular,
we derive a necessary and sufficient condition for a solution to be of degree n or of degree less
than n. Furthermore, we propose a new computational procedure for this special case of zeros
of pseudopolynomials on the boundary and illustrate it by means of two examples.
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1 Introduction
Recent years have seen significant advances in the theory of analytic interpolation on the open
unit disc of the complex plane. Some major results are the parametrization of all positive real
rational functions interpolating a certain positive partial covariance sequence co, c1, . . . , cn, in terms
of desirable “spectral zeros” and the introduction of a convex optimization based approach to
compute the solution [1, 2, 3, 4]. However, that particular approach is only theoretically known to
be applicable to the case where none of the spectral zeros lie on the unit circle. The remaining case
where there are spectral zeros on the unit circle is important not only for the sake of completeness,
but also due to the fact that placing or forcing a zero on the unit circle is desirable in the design
of some filters. In this paper, we derive theoretical results for this special case based on the convex
optimization approach. In particular, we show a necessary and sufficient condition for a choice of
spectral zeros to result in an interpolator of degree n or of degree less than n, illustrate how to
arrive at a solution by working out two examples, and propose a general technique for approaching
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the problem. For an alternative approach to the problem, see [5]. Our method is an extension
of the method of [3, 4], but this enables us to show a remarkable property of the associated dual
functional which turns out to be a crucial factor in determining the degree of a solution.
The organization of this paper is as follows: In Section 2 we introduce the notation and basic
definitions that are used throughout the paper. In Section 3 we give the formal definitions of
certain problems and recall relevant results from the literature. In Section 4 we use a convex
optimization approach to derive new results on the rational covariance extension problem when
there are spectral zeros on the unit circle. Based on those results, we introduce a computational
procedure for obtaining a solution. Finally, in Section 5 we offer some concluding remarks.
2 Notation and Definitions
• R, C and D denotes the the set of real numbers, complex numbers, and the open unit disc=
{z ∈ C : |z| < 1}, respectively.
• For any z ∈ C, z¯ denotes its complex conjugate.
• col(a1, . . . , an) denotes a column vector with elements a1, . . . , an.
• A, int(A), ∂A,Ac denotes the closure, open interior, boundary and complement of a set A,
respectively.
• H(D) denotes the set of functions holomorphic in D.
• For any f ∈ H(D), f∗ denotes the element of H(D) obtained from f by replacing each
coefficient of the Laurent series of f about 0 by its conjugate.
• For any f ∈ H(D), f∗ is defined by f∗(z) = f∗
(
z−1
)
.
• H∞(D) denotes the (Hardy) space of functions in H(D) which are measurable and essentially
bounded on ∂D. This space is topologized by the essential supremum norm and is a Banach
space.
• C denotes the Carathe`odory class= {f ∈ H(D) : Re {f(z)} ≥ 0 ∀z ∈ D} and C+ denotes the
subset {f ∈ H(D) : inf
z∈D
Re {f(z)} > 0} of C.
• The degree of a proper rational function f ∈ C is its McMillan degree, i.e. the dimension of
a minimal state-space realization of f(z).
• By a pseudopolynomial we mean any complex function f of the form f(z) =
n∑
i=−m
aiz
i, where
0 ≤ m,n <∞, and ai ∈ C for i = −m,−m+ 1, . . . , n, and by a symmetric pseudopolynomial
we mean a pseudopolynomial of the form
f(z) = a0 +
n∑
i=1
(
aiz
−i + aizi
)
where 0 ≤ n <∞, an = 0, and (a0, a1, . . . , an) ∈ R× Cn. We say that n is the order or degree
of the symmetric pseudopolynomial f (the order is zero if f is a constant function).
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• A point z ∈ ∂D is said to be a D-boundary zero (or, in the context of this paper, simply a
boundary zero) for a symmetric pseudopolynomial f if f(z) = 0.
• For any set A ⊆ C, Q (n,A) denotes the set of all symmetric pseudopolynomials of order n
with (a0, a1, . . . , an) ∈ R×An.
• For any set A ⊆ C, Q+ (n,A) denotes the set of all symmetric pseudopolynomials in Q (n,A)
which are positive (> 0) on ∂D, i.e. f (z) > 0 ∀z ∈ ∂D. On this set we associate the topology
induced by the maximum norm:
‖f‖∞ = max
z∈∂D
|f(z)| ∀f ∈ Q+ (n,A)
• For any set A ⊆ C, Q+(n,A) =
n⋃
k=0
Q+ (k,A). We also associate the topology induced by the
‖·‖∞ norm on this set.
Remark 1 One should take care not to confuse Q+ (n,A) with Q+(n,A).
3 Mathematical Preliminaries
3.1 The Rational Interpolation and Rational Covariance Extension Problem
Before formally defining the rational interpolation problem (RIP) and the rational covariance ex-
tension problem (RCEP) we state a few definitions:
Definition 2 (n + 1-interpolation data) Let Zn+1 = {zk, k = 0, 1, . . . , n} be an indexed set of
n+1 points in D (not necessarily distinct) and let Wn+1 = {wk, k = 0, 1, . . . , n} be an indexed set of
n+1 points in C. We always assume that the indexing for points in Zn+1 is such that non-distinct
points are ordered consecutively. If the Pick matrix P (Zn+1,Wn+1) =
[
wk+wl
1−zkzl
]n
k,l=0
is nonnegative
definite then (Zn+1,Wn+1) is said to be an n + 1-interpolation data.
Definition 3 A sequence of complex numbers c0, c1, . . . , cn is said to be a positive partial sequence
(or more explicitly, a positive partial covariance sequence) if the Toeplitz matrix:


c0+c0
2 c1 c2 . . . cn
c1
c0+c0
2 c1
. . .
...
c2 c1
c0+c0
2
. . . c2
...
. . . . . . . . . c1
cn . . . c2 c1
c0+c0
2


is positive definite.
Definition 4 A function f ∈ H(D) is said to be real or a real function if all the coefficients of its
Laurent series expansion about 0 are real, i.e. if f∗ = f .
Definition 5 A complex polynomial is said to be stable if all its roots are in D and is said to be
Schur (or strictly stable) if all its roots are in D.
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We are now in a position to state the RIP and RCEP problem:
Problem 6 (RIP) Given an n + 1-interpolation data (Zn+1,Wn+1) with P (Zn+1,Wn+1) > 0,
find all proper rational functions f ∈ C of degree less than or equal to n such that:
f(zk) = wk
if zk has multiplicity 1 (i.e. zk only appears once in Zn+1) and
1
l!
f (l)(zk+l) = wk+l, l = 0, 1, . . . ,m− 1
if zk = zk+1 = . . . = zk+m−1.
Problem 7 (RCEP/Carathe`odory problem) Given a positive partial sequence co, c1, . . . , cn
(n ≥ 1), find all proper rational functions f ∈ C of degree less than or equal to n such that the first
n + 1 coefficients of the Taylor series expansion of f about 0 is 12co, c1, . . . , cn.
Remark 8 Note that the RCEP is really a special case of RIP. The RIP becomes RCEP when
z0 = z1 = . . . = zn = 0, w0 = 12c0 and wk = ck for k = 1, 2, . . . , n. Thus solving the RIP means
solving the RCEP.
3.2 Results on the RIP, RCEP and Generalized Interpolation on H∞ (D)
In a series of papers [1][6][2], it was finally established that given an n + 1-interpolation data, one
may associate to each pseudopolynomial d ∈ Q+ (n,C) a unique pair (π, χ) of polynomials of degree
≤ n depending only on the data and d such that f(·) = π(·)χ(·) satisfies the requirements of the RIP.
We state a pertinent result:
Theorem 9 ([2, Theorem 2]) For any given n + 1-interpolation data (Zn+1,Wn+1) with
P (Zn+1,Wn+1) > 0 and any polynomial η = 0 of degree ≤ n with roots in D and normalized by
η (0) = 1, there is a unique pair of polynomials (π, χ) of degree ≤ n such that π + χ has all its
roots in D, the pair satisfies the relation
πχ∗ + χπ∗ = κ2ηη∗ (1)
for a fixed choice of κ > 0, and f = πχ satisfies the requirements of the RIP. Furthermore, any
root of π + χ on ∂D is common to all three polynomials π, χ and η, in which case f is an
interpolating function of degree < n.
Thus we may parametrize all solutions of the RIP in terms of the set of stable polynomials η
normalized at zero and a constant κ > 0 or, equivalently, in terms of elements d ∈ Q+ (n,C) where
d = κ2ηη∗. We are now in a position to formulate the following two more specific problems:
1. The particular rational interpolation problem (PRIP).
2. The particular rational covariance extension problem (PRCEP).
Problem 10 (PRIP) Given an n + 1-interpolation data (Zn+1,Wn+1) with P (Zn+1,Wn+1) > 0
and a symmetric pseudopolynomial Ψ ∈ Q+ (n,C)\ {0}, find the proper rational function f = ab ∈ C
of degree ≤ n such that:
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1. If zk has multiplicity 1 (i.e. zk only appears once in Zn+1) then
f(zk) = wk (2)
and if zk = zk+1 = . . . = zk+m−1 then
1
l!
f (l)(zk+l) = wk+l, l = 0, 1, . . . ,m− 1 (3)
2. ab∗ + ba∗ = Ψ.
Problem 11 (PRCEP) Given a positive partial sequence co, c1, . . . , cn (n ≥ 1) and a pseudopoly-
nomial Ψ ∈ Q+ (n,C)\ {0}, find the proper rational function f = ab ∈ C of degree ≤ n such that the
first n+1 coefficients of the Taylor series expansion of f about 0 is 12co, c1, . . . , cn and ab∗+ba∗ = Ψ.
Remark 12 Although we have treated both the RIP and RCEP, our concern in this paper is the
RCEP. The discussion on the PRIP has been provided for completeness.
Remark 13 In practice one usually only deals with real polynomials and real pseudopolynomials.
However, to ensure that that (π, χ) will be real polynomials when d is real, an additional constraint
has to be imposed on the interpolation data. In the case of the PRCEP, the constraint is that
c0, c1, . . . , cn is a real sequence.
A convex optimization based method to compute the solution of the PRCEP for any given real
valued positive partial sequence c0, c1, . . . , cn and symmetric pseudopolynomial Ψ ∈ Q+(n,R) (i.e.
Ψ cannot have roots on ∂D) was first introduced in [3], reappeared in [4], and was adapted to
solve the Nevanlinna-Pick interpolation problem with degree constraint in [7]. Recently, ideas from
[3, 4, 7] were generalized to a general setting of interpolation on H∞ (D) with a so-called complexity
constraint [8] which includes the PRIP and PRCEP as special cases. Thus it is more convenient to
consider interpolants in C ∩ H∞ (D) = C+ ∩H∞ (D) instead of in the larger set C. We shall do so
in this paper.
However, one specialized aspect of the theory which has received relatively less attention is the
case of solving the PRCEP when the given symmetric pseudopolynomial has zeros on the boundary
(a recent work which does address it is [5]). We derive new results for this case which, to the best
of our knowledge, have not been reported previously.
4 Complete Real-Valued Solutions of the RCEP
As we had mentioned in the last section, a method to compute the solution of the PRCEP for Ψ ∈
Q+(n,R) has been given in [4, 3]. However, looking back at the particular approach that was taken,
it seems very plausible to extend it to the case where the prescribed symmetric pseudopolynomial
has boundary zeros, i.e. Ψ ∈ ∂Q+(n,R)\ {0}. By a more detailed analysis, we show in the
following that this is in fact the case. Then we illustrate how the solution can be computed for any
Ψ ∈ ∂Q+(n,R)\ {0}. The main results are Corollary 40, Theorem 39, and Corollary 41.
Notation 14 CR+ denotes the set of real functions in C+.
The set CR+ has been introduced because we are only interested in real solutions of the RCEP.
Therefore, we always take the given positive partial sequence and symmetric pseudopolynomials to
be real.
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Definition 15 Φ(f) = f + f∗ ∀f ∈ H (D).
Definition 16 The mapping Q : Rn+1 →
n⋃
k=0
Q(k,R) is defined by:
Q(q0,q1, q2, ..., qn)(z) = q0 +
n∑
i=1
1
2
qi
(
z−i + zi
)
(4)
Remark 17 Clearly Q is a bijection.
Remark 18 Since it will often be used, one should make note of the mapping Q that has been
defined in (4).
Definition 19 Let X be a convex set and let F : X → R∪{−∞} be a concave functional on X.
Then the effective domain of F , denoted by De(F ), is defined as:
De(F ) = {x ∈ X : F (x) > −∞}
where De(F ) is again a convex set.
Remark 20 Maximizing a concave functional F : X → R∪{−∞} over X is equivalent to maxi-
mizing F |De(F ) : De(F )→ R over De(F ) (see [9]).
Remark 21 For shorthand we shall often write
π∫
−π
f
(
eiθ
)
g
(
eiθ
)
dθ as
π∫
−π
fg
In our approach, we will consider the set CR+∩H∞ (D), following the setting of [8], and its closure
CR+ ∩H∞ (D). The motivation for this is that by Theorem 9, a solution of the PRCEP always lies
in H∞ (D).
Lemma 22 CR+ ∩H∞ (D) is a convex set while CR+ ∩H∞ (D) is a closed, convex set.
Definition 23 Given a linear space X and a subset Y of X, an element g ∈ X is said to be a
feasible direction relative to Y for an element f ∈ Y if ∃σ > 0 such that f + hg ∈ Y for all
0 < h ≤ σ.
Definition 24 The functional IΨ: CR+ ∩H∞ (D)→ R∪{−∞} is defined as:
IΨ(f) =
1
2π
π∫
−π
Ψ
(
eiθ
)
log Φ (f)
(
eiθ
)
dθ
Following [3, 4], we wish to maximize IΨ over all functions f in CR+ ∩H∞ (D) satisfying the
interpolation constraints
1
2π
π∫
−π
Φ(f)eik· = ck for k = 0, 1, . . . , n. (5)
However, in this paper we allow Ψ to have boundary zeros (i.e. Ψ can be in ∂Q+(n,R)\ {0}). First,
we state a useful lemma:
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Lemma 25 For any Ψ ∈ Q+(n,R)\ {0}, the functional IΨ is strictly concave on De (IΨ).
Proof. Note that for each f ∈ CR+ ∩H∞ (D), IΨ (f) <∞ since f ∈ H∞ (D). The strict concavity of
IΨ on CR+∩H∞ (D) ⊂ De (IΨ) follows from the strict concavity of the log function under the integral.
Showing strict concavity on De (IΨ) ∩ ∂
(CR+ ∩H∞ (D)) is also not difficult, we will do this for two
cases. However, before continuing, keep in mind that for any f ∈ De (IΨ) ∩ ∂
(CR+ ∩H∞ (D)), the
set {
θ ∈ [−π, π] : Φ(f)
(
eiθ
)
= 0
}
has Lebesque measure zero, for otherwise the logarithmic integral will blow up to −∞. Proceeding
with our proof, let 0 < a1, a2 < 1, a1 + a2 = 1.
Case I: Let f1 ∈ De (IΨ) ∩ ∂
(CR+ ∩H∞ (D)), f2 ∈ CR+ ∩ H∞ (D) and f3 = a1f1 + a2f2. Then
Φ(f3) has no root on ∂D. For eiθ which is not a root of Φ(f1) we have:
log Φ(f3) = log [a1Φ(f1) + a2Φ(f2)]
< a1 log Φ(f1) + a2 log Φ(f2) a.e. on [−π, π] (6)
because the set
{
θ ∈ [−π, π] : Φ(f1)
(
eiθ
)
= 0
}
has measure zero. Therefore we immediately have:
π∫
−π
Ψ logΦ(f3) < a1
π∫
−π
Ψ logΦ(f1) + a2
π∫
−π
Ψ logΦ(f2) (7)
Case II: Let f1, f2 ∈ De (IΨ)∩ ∂
(CR+ ∩H∞ (D)) and f3 = a1f1 + a2f2. Then the roots of Φ(f3) on
∂D are precisely the common roots of Φ(f1) and Φ(f2) on ∂D. It again follows that (6) holds since
the union
{
θ ∈ [−π, π] : Φ(f1)
(
eiθ
)
= 0
}∪{θ ∈ [−π, π] : Φ(f2) (eiθ) = 0} has measure zero. Hence
also (7) is valid once again.
From Cases I and II we conclude that IΨ is strictly concave on De (IΨ).
Corollary 26 For a fixed q ∈ Q−1 (Q+(n,R)) and Ψ ∈ Q+(n,R)\ {0}, the Lagrangian Lq :
CR+ ∩H∞ (D)→ R∪{±∞} defined by:
Lq(f) = IΨ (f) +
n∑
k=0
qk

ck − 12π
π∫
−π
eikθΦ(f)
(
eiθ
)
dθ


is bounded from above on CR+ ∩H∞ (D) and is strictly concave on De (Lq). Furthermore, De(Lq)=De(IΨ).
Proof. We write the Lagrangian as
Lq(f) =
1
2π
π∫
−π
Ψ logΦ(f) + cq − 1
2π
π∫
−π
Q (q) Φ(f)
where c=col (c0, c1, . . . , cn) and q=col (q0, q1, . . . , qn). Since Q (q)∈Q+(n,R), we know that
= min
θ∈[−π,π]
Q (q)
(
eiθ
)
> 0. Also M= max
θ∈[−π,π]
Ψ
(
eiθ
)
<∞. Hence:
Lq(f) ≤ 12πM
π∫
−π
log Φ(f) + cq − 1
2π

π∫
−π
Φ(f) (8)
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Clearly, since the term
π∫
−π
Φ(f) is nonnegative, the right hand side of (8) approaches ∞ only if
π∫
−π
log Φ(f)→∞. Now, for any sequence {fn} ⊆ CR+ ∩H∞ (D) such that
π∫
−π
log Φ(fn)
n→∞→ ∞
it is trivial that
π∫
−π
Φ(fn)
n→∞→ ∞
and it is not difficult to check that
πR
−π
log Φ(fn)
πR
−π
Φ(fn)
n→∞→ 0. This implies that the right hand side of (8)
is bounded from above, hence so is Lq. Furthermore, since Lq (f) = −∞ if and only IΨ (f) = −∞
we also have that De (Lq) = De (IΨ). The strict concavity of Lq on De (Lq) then follows from the
preceding lemma on the strict concavity of IΨ on De (Lq) and from the linearity of 12π
π∫
−π
Q (q) Φ (·).
Since Lq is a bounded from above and is a strictly concave functional on the convex set De (Lq),
if follows that if Lq has a maximizer in De (Lq) ⊂ CR+ ∩H∞ (D) then it is unique:
Lemma 27 If the functional Lq has a maximizer in De (Lq) ⊂ CR+ ∩H∞ (D) then it is unique.
The next theorem guarantees that a maximizer for Lq always exists when q ∈ Q−1 (Q+(n,R)):
Theorem 28 For any q ∈ Q−1 (Q+(n,R)), the maximum value of Lq is attained at the rational
element g ∈ CR+ ∩H∞ (D) given by: g = ab where a, b are polynomials, bb∗ = Q (q) and ab∗+a∗b = Ψ.
In particular, g is the point at which the directional derivatives of Lq vanish in any feasible direction
relative to De(Lq).
Proof. First note that g ∈ De (Lq). Secondly, if there exists a point in De (Lq) at which the
directional derivative vanishes in any feasible direction relative to De(Lq), then Lq must achieve its
maximum at that point. We show that g is precisely that point.
Define for any f0 ∈ De(Lq):
∆q,h (g; f0) = Lq (g + h (f0 − g))− Lq (g)
for 0 ≤ h ≤ 1. Observe that by definition Φ(g) = ΨQ(q) and
∆q,h (g; f0) =
1
2π
π∫
−π
Ψ
(
log
[
Ψ
Q (q)
+ h
(
Φ(f0)− Ψ
Q (q)
)]
− log Ψ
Q (q)
)
− h
2π
π∫
−π
Q (q)
(
Φ(f0)− Ψ
Q (q)
)
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If we define
Kq,f0,h =
Ψ
Q (q)
+ h
(
Φ(f0)− Ψ
Q (q)
)
Pq,f0,h = Kq,f0,h logKq,f0,h
∆Pq,f0,h = Pq,f0,h − Pq,f0,0
then ∆q,h (g; f0) may be written compactly as:
∆q,h (g; f0)
1
2π
π∫
−π
Q (q) (∆Pq,f0,h)−
h
2π
π∫
−π
[
Q (q)
(
Φ(f0)− Ψ
Q (q)
)
(1 + logKq,f0,h)
]
The directional derivative of Lq at f in the direction f0− f , denoted by Df0−fLq(f), is defined
as:
Df0−fLq(f) = lim
h↓0
∆q,h (f ; f0)
h
We will show that Df0−fLq(g) = 0. Towards this goal, we first establish that
lim
h↓0
∆Pq,f0,h
h
=
(
Φ(f0)− Ψ
Q (q)
)(
1 + log
Ψ
Q (q)
)
(9)
a.e. on [−π, π]. To do this, we have to consider two scenarios separately:
Scenario I: Suppose that for f0 ∈ De(Lq) we have that g + h(fo − g) ∈ int(De(Lq)) for all
0 < h < 1 (note: int(De(Lq)) = CR+ ∩ H∞(D)). Hence we may assume, without loss of generality,
that f0 ∈ int(De(Lq)). Also, since g is rational there can be at most a finite number of points
θ ∈ [−π, π] for which Kq,f0,0 = ΨQ(q) is zero, i.e. at the roots of Ψ on ∂D. Furthermore, the term
Φ(f0)− ΨQ(q) cannot have the same roots as Ψ on ∂D since f0 ∈ CR+. If eiθ is not a root of Φ(f0)− ΨQ(q)
and not a root of Ψ on ∂D then it is easily verified that (9) holds. On the other hand, if eiθ is a
root of Φ(f0)− ΨQ(q) on ∂D and thus not a root of ΨQ(q) (recall that they cannot share roots) then
Kq,f0,h(e
iθ) logKq,f0,h(e
iθ)−Kq,f0,0(eiθ) logKq,f0,0(eiθ) = 0
and the equality of (9) is valid since Φ(f0)(eiθ)− Ψ(e
iθ)
Q(q)(eiθ)
= 0 and 1+log
Ψ(eiθ)
Q(q)(eiθ)
> −∞. Therefore
we conclude that (9) holds a.e. on [−π, π] with the exceptional points being the roots of Ψ on ∂D
(if any).
Scenario II: Suppose for f0 ∈ De(Lq)∩∂
(CR+ ∩H∞(D)) we have that g+h(f0−g) ∈ De(Lq)∩
∂
(CR+ ∩H∞(D)) for all 0 < h < 1. Clearly this can only happen if f0 and g share at least one
root on D. If all the roots in common are in D then clearly (9) holds for all θ ∈ [−π, π]. On the
other hand, if f0 and g have common roots on ∂D then there can only be a finite number of them.
Furthermore, these common roots will also be common roots of Φ (f0) and Φ (g) on ∂D. Then
following the same lines of argument as for Scenario I, we again have that (9) holds a.e. on [−π, π]
with the exceptional points being the roots of Ψ on ∂D.
Next, since
∂
∂h
Pq,f0,h =
(
Φ(f0)− Ψ
Q(q)
)(
1 + log
(
(1− h) Ψ
Q(q)
+ hΦ(f0)
))
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a.e., by the mean value theorem of calculus, we then have: ∆Pq,f0,hh =
∂
∂hPq,f0,h′ a.e. for some function
h′(ei·):[−π, π]→[0, h]. Define log+(x) = max{0, log(x)} and log−(x) = max{0,− log(x)}. Taking
advantage of the convexity of the log− function, one can show with relative ease that:
∣∣∣∣log
(
(1− h′) Ψ
Q(q)
+ h′Φ(f0)
)∣∣∣∣ ≤ log+
(
‖ Ψ
Q(q)
‖∞ + ‖Φ(f0)‖∞
)
+log−
(
Ψ
Q(q)
)
+log− (Φ(f0))
a.e. ∀h′. Since the right hand side of the last inequality is integrable, applying the Lebesque
dominated convergence theorem and the monotone convergence theorem to the first and second
integral term in the definition of ∆q,h(g,f0)h , respectively, and taking the limit as h ↓ 0 gives:
Df0−fLq(g) =
1
2π
π∫
−π
Q (q)
[
lim
h↓0
∆Pq,f0,h
h
]
− 1
2π
π∫
−π
[
Q (q)
(
Φ(f0)− Ψ
Q (q)
)
lim
h↓0
(1 + logKq,f0,h)
]
= 0
for any feasible direction f0 − f relative to De (Lq). Thus g is a stationary point, hence it is also
the unique maximizer of Lq.
Corollary 29 For any Ψ ∈ Q+(n,R)\ {0}, the dual functional JΨ : Q−1 (Q+(n,R)) → R defined
by:
JΨ (q)= sup
f∈CR+∩H∞(D)
Lq(f)
has the form:
JΨ (q) = cq − 12π
π∫
−π
logQ (q)
(
eiθ
)
Ψ
(
eiθ
)
dθ + K (10)
where c = col (c0, c1, . . . , cn), q = col (q0, q1, . . . , qn) and K = 12π
π∫
−π
Ψ
(
eiθ
)
logΨ
(
eiθ
)
dθ is a con-
stant independent of q.
Proof. We have from the previous theorem that JΨ (q)= sup
f∈CR+∩H∞(D)
Lq(f)= max
f∈CR+∩H∞(D)
Lq(f) =
Lq(g). All that remains is to plug in Φ (g) = ΨQ(q) in the definition of Lq (g).
Note how the form of dual JΨ is the same for all Ψ ∈ Q+(n,R)\ {0} and that JΨ−K has exactly
the same form as the functional ϕ that was given in [3, (4.8)] for the case where Ψ ∈ Q+(n,R).
It then follows by close inspection that many results in [3] that are based on ϕ having the form
(10) modulo the constant K actually holds true ∀Ψ ∈ Q+(n,R)\ {0}. In particular we have the
following (with JΨ replacing ϕ):
Lemma 30 [3, Lemma 4.1] The functional JΨ is finite and continuous at any q ∈ Q−1 (Q+(n,R)),
except at zero. The functional is infinite, but continuous, at q = 0. Morever, JΨ is a C∞ function
in Q−1 (Q+(n,R)).
Remark 31 As a consequence of the previous lemma, we may extend the domain of definition of
JΨ from Q−1 (Q+(n,R)) to Q−1 (Q+(n,R)) and its range from R to R∪{∞}. From this point on,
we take the extended domain and range as the actual domain and range of JΨ.
10
Lemma 32 [3, Lemma 4.2]The functional JΨ is strictly convex and defined on a closed, convex
domain.
As a corollary to the two preceding lemmas, we have:
Corollary 33 The functional JΨ has a unique minimum on Q−1 (Q+(n,R)).
Theorem 34 If qmin ∈ Q−1 (Q+(n,R)) is a minimum for JΨ then the solution of the PRCEP is:
f = ab where b has degree n, bb
∗ = Q (qmin) and ab∗ + ba∗ = Ψ. Conversely, suppose that f = ab is
the solution to the PRCEP with b being a Schur polynomial of degree n and ab∗ + ba∗ = Ψ. Then
qmin = Q−1 (bb∗) is a unique minimum for JΨ.
Proof. See the proofs of Theorems 4.7 and 4.8 in [4] and notice that by Theorem 28 and Corollary
29 of this paper, the arguments in the proofs are also valid if the polynomial σ defined in [4] is not
Schur but merely stable. The main point is that it may be possible for the minimizer of JΨ to be
an interior point even when Ψ = σσ∗ ∈ ∂Q+ (n,R) \ {0}.
Corollary 35 The PRCEP has a solution of degree exactly n if and only if the unique minimum
of JΨ lies in Q−1 (Q+(n,R)).
Proof. This is a direct consequence of Theorem 34.
A straightforward approach to find or come close to the point which minimizes JΨ is to use a
Newton gradient descent type algorithm which has been outlined in [3, 4, 7].
Remark 36 It should be noted that when the minimum of JΨ is close to the boundary, numerical
problems may arise in the computation of the gradient and Hessian of JΨ when one applies a Newton
gradient descent method. However, we will not be discussing this issue since it is outside the scope
of this paper.
Example 37 Let the given partial covariance sequence be {0.2115, 0.0728,−0.0396}. We choose
the pseudopolynomial Ψ(z) = z+2+z−1 which has two zeros on the unit circle, i.e. both at z = −1
and we are seek a solution of the RCEP of degree 2. By using a Newton gradient descent algorithm
we obtain the following value for qmin :
qmin = col (8.6250, 3.5000, 2.0000)
It can be checked that qmin is in the interior of Q−1 (Q+ (n,R)) and
Ψ(z)
Q(qmin)(z)
=
z + 2 + z−1
8.625 + 1.75(z + 1z )− (z2 + 1z2 )
satisfies
π∫
−π
Ψ
Q(qmin)
eik· = ck for k = 0, 1, 2. Finally, the associated solution of the PRCEP is
f(z) =
1√
8
0.27935 + 0.31427z + 0.034919z2
1 + 0.25z − 0.125z2
.
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The remaining question is how do we compute the solution of a PRCEP if the minimum of JΨ
lies on ∂Q−1 (Q+(n,R))? We suggest that the approach of [4] should still be applicable in this case.
In particular, we assert that if Q (qmin) ∈ ∂Q+(n,R) then all the roots of Q (qmin) on ∂D will also
be the roots of Ψ on ∂D. The following example suggests the validity of the above assertion and
provides us with insight into the behavior of the solution.
Example 38 Consider the Carathe`odory function
f(z) =
1
2
1 + z2
1− z2
(11)
The positive covariance sequence associated with the spectral density Φ(f) is {1, 12 , 14 , . . .}. We
choose the pseudopolynomial Ψ(z) = z+2+ z−1 which has two zeros on the unit circle, i.e. both at
z = −1, and we seek to find the solution of the RCEP of order ≤2 corresponding to Ψ. By using a
Newton gradient descent algorithm we obtain the following approximation for qmin :
qˆmin = col(2.0, 0.66749,−1.3324)
Examining Q (qˆmin) , then we find that its roots are: {2.0013,−1.0061,−0.99396, 0.49967}. Note
how two of the roots of Q (qˆmin) are very close to z = −1. Our claim is that if it were not for
numerical discrepancies, these two roots would be exactly −1 and cancel the two corresponding
roots of Ψ. Assuming that this is true, we find:
Ψ(z)
Q (qˆmin) (z)
=
1.5001
2.5010− (z + 1z )
which is the power spectral density of the Carathe`odory function fˆ(z) = 0.49948 1+0.4997z1−0.49967z . It can
be seen that fˆ is close to the true function f given in (11). Furthermore, by direct computation,
the first three terms of the covariance sequence associated with Ψ(·)Q(qˆmin)(·) are:
c0 = 0.99889, c1 = 0.49911, c2 = 0.24939
which is a reasonable approximation to the desired partial covariance sequence
{
1, 12 ,
1
4
}
. This
example suggests that we may cancel out zeros of Q (qˆmin) and boundary zeros of Ψ which are very
close to each other. If we do this, we obtain a solution which is close to the exact solution.
A much better way of computation is according to the following. Since we assume that both
roots of Ψ are cancelled, we remove these roots from Ψ to obtain the pseudopolynomial Ψ˜ = 1 (of
degree zero). We now seek a solution of degree 2-1=1 since the same roots will also be cancelled
in Q(qmin). Taking only the terms c0 = 1, c1 = 12 and disregarding the rest, we may easily solve
the PRCEP for Ψ˜ = 1 since we know there will be no cancellation. Hence the minimizer of JΨ
will be in the interior and the solution will be of degree 1. By applying a Newton gradient descent
algorithm we find
qmin = col(1.6667,−1.3333)
and the solution f˜ = 0.499961+0.49996z1−0.49998z is close to the true solution given by (11). Later on we
provide a general description of this second approach.
As it turns out, the generality of the above observation can be formally proven. It is precisely
the content of the next theorem:
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Theorem 39 Let Ψ ∈ ∂Q+ (n,R). If the solution of the PRCEP is of degree less than n then
there is a point q on the boundary ∂Q−1(Q+(n,R)) such that all the roots of Q(q) on ∂D are also
roots of Ψ and q is a stationary point of JΨ (i.e. the directional derivative in all feasible directions
from q relative to the domain of JΨ vanish). Conversely, if there is point q on the boundary
∂Q−1(Q+(n,R)) such that all the roots of Q(q) on ∂D are also roots of Ψ and q is a stationary
point of JΨ then the PRCEP has a solution of degree less than n.
Proof. We first prove sufficiency. Let us write Ψ = κ2ηη∗, where κ > 0 and η is a real polynomial
of degree n with η (0) = 1. Since the PRCEP has a solution of degree less than n, by Theorem 9
it has the form f = πχ where all the roots of χ on ∂D on are also the roots of π and η on on ∂D.
Hence the roots of χχ∗ on ∂D are also the roots of Ψ on ∂D. To this end, we write χ = χ˜χ0 and
Ψ = Ψ˜χ0χ0∗ where χ0 is a polynomial whose roots are all the roots of χ on ∂D, χ˜ is a polynomial
with roots in D while Ψ˜ is a symmetric pseudopolynomial of degree < n defined by Ψ˜ = Ψχ0χ0∗ . It
then follows that:
Φ (f) =
κ2ηη∗
χχ∗
=
Ψ
χχ∗
=
Ψ˜
χ˜χ˜∗
Let q be such that Q(q) ∈ ∂Q−1(Q+(n,R)) and such that all the roots of Q(q) on ∂D are also the
roots of Ψ on ∂D. Let the set of all q ∈ Rn+1 satisfying the previous two conditions be denoted
by Mn,ψ. We show that for any q ∈ Mn,ψ, the directional derivatives of JΨ exist in all feasible
directions. To this end, ∆q ∈ Rn+1 is said to be a feasible direction for q ∈ Mn,ψ if ∃σ > 0 such
that
q + h∆q ∈ Q−1 (Q+(n,R)) ∀0 < h ≤ σ
We also define:
∇u (q) = lim
h→0
JΨ (q + hu)− JΨ(q)
h
for any feasible direction u. By following the same line of arguments used in the proof of Theorem
28, we may show that for any q = col (q0, . . . , qn) ∈ Mn,ψ and any q0 = col (q00, . . . , q0n) ∈ Rn+1
such that q0 − q is a feasible direction:
∇q0−q (q) = c (q0 − q)−
n∑
k=0
q0k − qk
2π
π∫
−π
Ψ
Q(q)
eik·
=
n∑
k=0

ck − 12π
π∫
−π
Ψ
Q(q)
eik·

 (q0k − qk)
Now, for q such that Q(q) = χχ∗, we get that:
∇q0−q (q) =
n∑
k=0

ck − 12π
π∫
−π
Ψ
χχ∗
eik·

 (q0k − qk)
=
n∑
k=0

ck − 12π
π∫
−π
Ψ˜
χ˜χ˜∗
eik·

 (q0k − qk)
= 0
Hence for this particular choice of q we have that ∇q0−q (q) = 0 for every feasible direction
q0 − q. Hence q is a stationary point of JΨ.
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Now we will prove necessity. As before, let q ∈ Mn,ψ and q0 ∈ Rn+1 be such that q0 − q is a
feasible direction from q. Furthermore, let q be stationary by letting ∇q0−q (q) = 0. Then we have,
as before:
n∑
k=0

ck − 12π
π∫
−π
Ψ
Q(q)
eik·dθ

 (q0k − qk) = 0 (12)
For any q ∈ Mn,ψ we may write Q(q) = Q+(q)Q0 (q) where Q0(q) is a real symmetric pseu-
dopolynomial with all its roots on ∂D while Q+(q) is a real symmetric pseudopolynomial which does
not have roots on the boundary. Because all the roots of Q(q) on the boundary are also roots of
Ψ by hypothesis, we may write Ψ = Ψ˜(q)Q0(q), where Ψ˜(q) is a real symmetric pseudopolynomial
defined by Ψ˜(q) = ΨQ0(q) . After inserting the two identities into (12), we obtain:
n∑
k=0

ck − 12π
π∫
−π
Ψ˜(q)
Q+(q)
eik·

 (q0k − qk) = 0 (13)
However, equation (13) holds for all feasible directions q0 − q. Therefore we must have:
ck − 12π
π∫
−π
Ψ˜(q)
Q+(q)
eik· = 0⇐⇒ 1
2π
π∫
−π
Ψ˜(q)
Q+(q)
eik· = ck
for k = 0, 1, . . . , n. Hence the unique Carathe`odory function f such that Φ (f) = Ψ˜(q)Q+(q) is rational,
satisfies the interpolation constraints and has degree less than n. This proves the necessity.
The next two important corollaries are a consequence of the previous theorem:
Corollary 40 The PRCEP has a solution of degree less than n if and only if Ψ ∈ ∂Q+(n,R) and
the unique minimum of JΨ lies in ∂Q−1 (Q+(n,R)) (the minimum of the dual lies at the boundary).
Proof. This result is essentially a restatement of some of the contents of Theorem 39, but by
recalling that qmin cannot be a boundary point if Ψ ∈ Q+(n,R) (see Lemma 4.9 of [4]).
Corollary 41 If Q (qmin) ∈ ∂Q+(n,R) then every root of Q (qmin) on ∂D will also be a root of Ψ
on ∂D. Furthermore, if
1. Q+ (qmin) ∈ Q+(n,R) denotes the symmetric polynomial that is left behind after all factors(
z±1 − eiφ) corresponding to the roots of Q (qmin) on ∂D have been removed from Q (qmin).
2. Ψ+ denotes the symmetric polynomial that is left behind after all factors
(
z±1 − eiφ) corre-
sponding to the roots of Q (qmin) on ∂D have been removed from Ψ.
Then the solution of the PRCEP is given by: f = ab where bb∗ = Q+ (qmin) and ab∗ + b∗a = Ψ+.
Proof. Follows from the proof of the theorem.
Based on Corollary 41 and a convergence theorem given below, we shall propose a computational
procedure for solving the PRCEP given a positive partial covariance sequence c0, c1, . . . , cn and a
pseudopolynomial Ψ ∈ ∂Q+(m,R) with 0 < m ≤ n.
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Theorem 42 Let Ψ ∈ Q+ (n,R) and
qmin = argmin
q∈Q−1(Q+(n,R))
JΨ (q)
qmin,k = argmin
q∈Q−1(Q+(n,R))
JΨk (q)
where {Ψk}k≥1 ⊂ Q+ (n,R) is a sequence such that lim
k→∞
‖Ψ−Ψk‖∞ = 0. Then lim
k→∞
‖qmin − qmin,k‖ =
0 and lim
k→∞
‖Q (qmin)−Q (qmin,k)‖∞ = 0.
Proof. For r > 0, define the compact sets Br(qmin) =
{
q ∈ Rn+1 : ‖q − qmin‖ ≤ r
}
and Sr(qmin) =
∂Br (qmin). Then also define the compact sets Xr(qmin) = Br(qmin)∩Q−1 (Q+ (n,R)) and Yr(qmin) =
∂Xr(qmin). We prove that given any  > 0 small enough such that 0 /∈ X(qmin), there is a K () ≥ 1
such that
qmin,k ∈ B(qmin) ∀k > K ()
To this end, we consider two separate cases:
Case I: qmin ∈ int
(
Q−1 (Q+(n,R))
)
Observe that since Y(qmin) is compact and JΨ is continuous, it follows that:
r = argmin
q∈Y(qmin)
JΨ(q)
exists. Furthermore,
|JΨ(q)− JΨk(q)| =
π∫
−π
∣∣∣Ψ(eiθ)−Ψk
(
eiθ
)∣∣∣ ∣∣∣logQ (q)(eiθ)∣∣∣ dθ
≤ ‖Ψ−Ψk‖∞
π∫
−π
∣∣∣logQ (q)(eiθ)∣∣∣ dθ if q = 0
and if we define
D = max
q∈X(qmin)
π∫
−π
∣∣∣logQ (q)(eiθ)∣∣∣ dθ
we have that ∀q ∈ X(qmin):
|JΨ(q)− JΨk(q)| ≤ D ‖Ψ−Ψk‖∞
or more explicitly,
JΨ(q)−D ‖Ψ−Ψk‖∞ ≤ JΨk(q) ≤ JΨ(q) + D ‖Ψ−Ψk‖∞ (14)
Since qmin is the unique minimum of JΨ and r = qmin, clearly JΨ(r) > JΨ(qmin) and we may define
δ = JΨ(r)− JΨ(qmin) > 0. Since lim
k→∞
‖Ψ−Ψk‖∞ = 0, we may choose K () large enough such
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that for all k > K (), ‖Ψ−Ψk‖∞ < δ3D . As a consequence we find
JΨk(qmin) ≤ JΨ(qmin) +
1
3
δ
= JΨ(r)− δ + 13δ
= JΨ(r)− 23δ,
while from the relation JΨk(q) ≥ JΨ(q)− 13δ, and the definition of r, we find that ∀q ∈ Y (qmin):
JΨk(q) ≥ JΨ(r)−
1
3
δ
Thus we conclude
JΨk(qmin) ≤ JΨ(r)−
2
3
δ < JΨ(r)− 13δ ≤ JΨk(q) ∀q ∈ Y (qmin)
From the strict convexity of JΨk it follows that qmin,k must lie in the interior of X (qmin) for all
k > K ().
Case II: qmin ∈ ∂Q−1 (Q+(n,R))\{0}
Choose any  > 0 such that 0 /∈ X(qmin). For any r > 0, define
Zr(qmin) = Sr(qmin) ∩Q−1(Q+(n,R)). Notice that Zr(qmin) is a compact set and it can be
interpreted as an n + 1-dimensional closed “circular arc” in Q−1(Q+(n,R)). Next, for any
q = qmin define the unit vector uq = q−qmin‖q−qmin‖ , and for any q ∈ Z(qmin) and any 0 < d <  define:
L1(q, d) = JΨ(q)− JΨ(qmin + duq)
and
L2(q, d) = JΨ(qmin + duq)− JΨ(qmin)
Clearly, L1(·, d) and L2(·, d) are continuous, positive-valued (> 0) functions on Z(qmin).
Furthermore, define:
δi(d) = min
q∈Z(qmin)
Li(q, d) for i = 1, 2
Observe that δi(d) > 0 for i = 1, 2, for if it is not then ∃q ∈ Z(qmin) such that L1(q, d) = 0 and/or
L2(q, d) = 0, contradicting the fact that they are positive-valued on Z(qmin). Let us now choose a
fixed d ∈ (0, ). If we define the quantity D as for Case I and choose Kd () (note the dependence
on d) large enough such that ‖Ψ−Ψk‖∞ < min{δ1(d),δ2(d)}3D for all k > Kd (), then using (14) one
may easily show, following steps similar to Case I, that for any q ∈ Z(qmin):
JΨk(qmin) < JΨk(qmin + duq) < JΨk(q) ∀k > Kd () (15)
It then follows that qmin,k cannot lie in (X (qmin)
c ∪ Z (qmin)) ∩Q−1 (Q+ (n,R)) since (15) and
the strict convexity of JΨk imply that for all d1 ≥  and for all unit vectors u ∈ Rn+1 such that
qmin + d1u ∈ (X (qmin)c ∪ Z (qmin)) ∩Q−1 (Q+ (n,R)), ∃0 < d2 <  such that
JΨk(qmin + d2u) < JΨk(qmin + d1u). Hence qmin,k ∈ X(qmin)\Z (qmin) for all k > Kd ().
Summarizing, for both Case I and Case II we have shown that for every  > 0 such that
0 /∈ X 
2
(qmin) , ∃K
(

2
)
such that for all k > K
(

2
)
,
qmin,k ∈ X 
2
(qmin) ⊂ int (B(qmin))
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or in other words,
lim
k→∞
‖qmin − qmin,k‖ = 0
From the last result, it easily follows that
lim
k→∞
‖Q (qmin)−Q (qmin,k)‖∞ = 0
This concludes the proof.
Computational procedure:
1. Choose a sequence {Ψk}k≥1 ⊂ Q+ (m,R) converging strongly to Ψ ∈ ∂Q+(m,R) (note: no
term in the sequence is at the boundary) where 0 < m ≤ n. This is easy to do in practice.
2. Observe if there are roots of Ψ on ∂D being approached by a sequence of roots of {Q(qk)}k≥1 ⊂
Q+ (n,R) as k is increased.
3. Remove all boundary roots of Ψ which are being approached (if any) and let the reduced order
symmetric pseudopolynomial obtained from Ψ after the removal of those roots be denoted by
Ψ˜.
4. Count the number of roots removed, including multiplicities and with each conjugate pair
being counted as one root. If the number is r (r = 0 if there are no roots removed), use only
the first n-r+1 terms c0, . . . , cn−r of the covariance sequence and ignore the rest.
5. Solve the PRCEP with Ψ˜ as the chosen pseudopolynomial to get a solution of order n− r.
We have shown part of the above procedure in action at the end of Example 38.
5 Conclusions
Our main contribution in this paper is solving the PRCEP for any given Ψ ∈ ∂Q+(n,R), i.e. the
case where the chosen symmetric polynomial is real and has zeros on the boundary. In particular,
we have shown the following facts:
1. If Ψ ∈ ∂Q+(n,R)\ {0} then it cannot be guaranteed that qmin will lie in Q−1 (Q+(n,R)).
However, if indeed Q (qmin) ∈ Q+(n,R) then f ∈ ∂
(CR+ ∩H∞ (D)) and the solution will be of
degree n.
2. The dual functional JΨ has the remarkable property that its minimizer is always a stationary
point, even when it lies on the boundary of Q−1(Q+(n,R)).
3. The location of the minimum of JΨ on the set Q−1(Q+(n,R)) completely determines the
degree of the solution of the PRCEP. If the minimum is in the interior then the solution will
be of degree precisely n, if it is at the boundary then the solution is of degree less than n.
Furthermore, we have proposed a systematic method for arriving at a solution of the PRCEP
when Ψ has zeros on the boundary and provide two practical examples for illustration.
Although we have only treated the PRCEP, it is most likely that the results here should also
hold for the Nevanlinna-Pick interpolation with degree constraint as described in [7] or even for
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the PRIP itself once a computational procedure is introduced, however we leave these possible
generalizations, among others, for future work. Finally, we mention that the rational covariance
extension framework seems suitable for developing a theory of rational approximations of power
spectral density functions. Development of this idea is currently under way.
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