














Abstract: A new probability distribution to study  lifetime data  in reliability  is  introduced  in this 















The  study of  reliability  is  an  essential  tool at  the  industry, mostly when products are 
made of a high number of different components. These probability distributions are as‐
sumed  to be  fully known, and  the  corresponding properties are analysed  in depth. A 
specific statistical inference is carried out to estimate the parameters of the distribution 
from a process data. In this context, maximum likelihood is one of the most considered 
methodologies used  thanks  to  the good  asymptotic properties of  the  estimators. Care 




sent  parametric  probability  distributions  in  detail,  see,  e.g.,  [4,5].  Some  of  the most 
commonly used parametric probability distributions  are  the  exponential, Weibull  and 
log‐normal distribution. Ref.  [6] proposed a new approach based on different Weibull 
distributions  for modelling  the  lifetime data  in  systems whose  components  randomly 
fail. Recently, in [7] is introduced a new lifetime distribution by considering a series sys‐
tem  such  that  the  components  are  log‐normal  and Weibull  distributed.  This  lifetime 
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One of  the main problems when PH distributions are considered  to be  fitted  to a 
data set  is the number of parameters. The number of phases of the PH distribution  in‐
creases as  the data set variability rises, and  then,  the number of parameters  to be esti‐
mated could be very high [13]. Another consideration is when the empirical distribution 
has multiple modes or  the  tail  is heavy. Again,  the number of phases  is high  in  these 
situations. As models for heavy tailed distributions, a new class of infinite‐dimensional 
PH distributions with  finitely many parameters was proposed  in  [14], meanwhile  [15] 
provided a new solution by  introducing  time‐inhomogeneity  in the Markov  jump pro‐
cess underlying the construction of the PH distribution. The authors transform PH dis‐
tributions  into heavy‐tailed ones, but  rather  than  transforming  the PH distribution di‐
rectly,  they  transform  the  time  scales of each  state of  the underlying Markov process. 
They  introduce  the matrix‐Pareto distribution and they  fit  this one  to a real dataset by 
considering an Erlang PH structure. A different option is to consider simpler structures 
that are more attractive both  for  fitting and  simulation.  In  this  line, multiple analyses 
have being developed by using specific structures for the PH distribution such as Coxian 
or Erlang distributions  [16,17], whose number of parameters  to be  estimated  is  lower 










ber of states  is only 15, but as  it  is displayed  in Figure 1,  the empirical and  theoretical 
hazard rates show a non‐accurate  fitting. Note  that  the empirical hazard rate has been 
obtained by means of a “muhaz” package available  in R‐cran. By default,  this  function 
estimates the hazard function using the Epanechnikov kernel and the  local method for 
bandwidth  functions,  in which  the optimal one  is worked out at a grid point by mini‐
mizing the local mean squared error [20]. 
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industry  [21]  due  to  their  potential  in  applications  related  to  non‐volatile memories, 
neuromorphic computing and hardware cryptography [21,22]; they are used in entropy 
sources  for  the  implementation of physical unclonable  functions  and  random number 
generators [22]. The operation of most of these devices is filamentary, as it consists of the 
formation and destruction of a conductive  filament  that changes  the device  resistance. 

























where  the matrix T,  order  n  x  n,  contains  the  transition  intensities  between  transient 
states and  the column vector T0, order n × 1,  the  transition  intensities  from a  transient 
state up to the absorbing event. Matrix T is a non‐singular matrix given by the embedded 
Markov structure. Throughout the paper, given a matrix A, the column vector A0 is given 
by  A0  =  Ae,  being  e  a  column  vector  of  ones  with  appropriate  order.  If  A  is  a 
non‐singular matrix then  1 0  A A e   and  2 0 1  A A A e . 
Then, it is well‐known that the time up to the absorption, X, when the initial distri‐
bution for the transient states is the row vector , is PH distributed with representation 
 ,α T . The reliability function of a PH distribution with representation  ,α T is given by 
    xR x P X x e   Tα e . It can be interpreted as follows. The element (i, j) of the matrix 
























and it follows a phase type distribution with representation   1,α T   in this period of 
time. Then, 
      11 xR x P X x P X x e     Tα e . 
 The variable X2, remaining time up to the event from a, follows a phase type distri‐
bution with representation   1 2,aeTα T . Then, if the event occurs after a, that is, x > a, 
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distribution with representation   1 2, , ,a α T T if its probability density function is given by 
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and therefore the reliability function is 
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The  characteristic  function  provides  an  alternative way  for  describing  a  random 
variable. It is defined as     itX itxX t E e e f x dx


     . From the one cut‐point density 
function, the characteristic function has the following matrix‐algorithmic expression for t 
in a neighbourhood of zero, 
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Following a similar reasoning, the moment‐generating function is worked out 
   
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Since  𝑖 𝐸 𝑋 , the first two moments have been worked out. Thus, for 
the mean we have 
       
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The matrix expressions for the moments are 
   11 1 11 1 2aE X e       TαT e α T T e , 
   12 2 1 1 1 11 2 2 1 12 2 aE X e a a              TαT e α T I T T I T e . 
3.2. Parameter Estimation 
Parameter  estimation of one  cut‐point PH distributions  refers  to  finding  a  repre‐
sentation   1 2, , ,a α T T of order n from a sample size equal to m, {x1, x2, ..., xm}. The sample 
points is a realization of {X1, X2, ..., Xm}, independent and identically distributed random 
variables. We will  estimate  the parameters  by  considering  the well‐known maximum 
likelihood method. 
Each observation of  the sample, xi, contributes  to  the  likelihood  function with  the 
probability density function, that is, 
 If xi is less or equal than the cut‐point a, then the contribution is 
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   21 02ix aaif x e e  TTα T . 
Then, the likelihood function is given by 
          21 10 01 2 1 2, , , x ax a ii ii II x ax a
i
L a e e e
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where I{} is the indicator function. 
Therefore, the log‐likelihood function is given by 
      21 10 01 2 1 2log , , , log logi
i i
x ax a
x a x a
L a e e e 
 
   TT Tα T T α T α T . 







temperature  in  a  random manner  [23]. The  ions  form  clusters  that  finally  configure a 
percolation  path  that  constitutes  the  CF.  Since  the  generation  of  the  ions  and  their 
movement is random, the whole CF evolution is therefore inherently random. This leads 
to the known cycle‐to‐cycle (C2C) variability [12], i.e., a variability that reflects that the 





trodes  [24], see  the  inset  in Figure 3a. The different current–voltage curves  (Figure 3a) 
have been measured using low slope voltages ramps with time. The set and reset volt‐
ages and currents  (Figure 3b) have been determined  for a  long series of 1000  resistive 
switching cycles. Figure 3c,d are typical plots that show C2C variability. 
 








terize  a RRAM  technology  are  the  set  and  reset voltages  and  currents,  see Figure  3b. 
These RSP identify the voltage and current levels that should be used in circuits, in which 





Different  complex approaches have been  introduced  to model  these data using a uni‐
modal statistical distribution [11,25]. While it is true that these complex models get better 

















































ages.  To  simplify  the  model,  a  one  cut‐point  PH  distribution  with  representation 
 1 2, , ,a α T T , where T1 and T2 have Erlang internal structure, has been assumed. In total, 
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with  1 216.74531 an 4d 1 26 .6184   . Vector  continues being   1,0,...,0α . 
Figure 4 shows the cumulative hazard rate and the probability density function for 















Empirical  0.6091  0.0158       
PH model  0.6091  0.0431  200   = 164.1767  0.000 














A  cut‐point PH distribution has been  fitted  for  the  reset  current  and  it has been 
compared with a PH adjustment. This analysis has been carried out from the sample we 
are employing, whose size is equal to 1000. Analogously to the reset voltage, the internal 
structure  for  the PH and one cut‐point PH distribution  is Erlang.  In  this case,  the esti‐
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Empirical  0.0077  0.0004       
PH model  0.0077  0.0004  353   = 45888.49  0.003 



























Empirical  0.4147  0.0445       
PH model  0.4147  0.0440  89   = 214.6181  0.0147 
































Empirical  0.0004  0.0004       
PH model  0.0004  0.0004  1   = 2560.425  0.0001 
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suitable  candidate  to model  experimental data  in  the  field of  reliability. Among other 
features, PH enables the  interpretation of the results  in a simple way thanks to  its ma‐
trix‐algebraic form and moreover, they generalize a large number of known distributions 
such as Exponential, Erlang or Coxian distribution. In addition, a reason why this class is 








one cut‐point PH distributions,  is  introduced  in  the current work  in order  to solve  the 
problems  aforementioned.  This  distribution,  which  is  a  first  approach  to 
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