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Abstract 
After the period of financial liberalization, the activities of firms can create signals for financial and macroeconomic environment 
and the relationship between financial and macroeconomic variables can be captured by firm-based empirical evidence. From this 
point of, we employ panel least squares method to investigate the interactions between the balance sheets accounts of US firms in 
biotechnology, telecommunications and transportation sectors. Our results expose that the technology level is not sufficient to 
promote the activity of firms and their liquidity. It is also revealed that the number of employee positively affects the cash 
account whereas the property account does not have a significant impact on cash. According to our estimations, we suggest that 
an optimal empirical framework should be derived to capture the microeconomic origins of macroeconomic developments in 
terms of effects of total productivity shocks in those sectors. 
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1. Introduction 
With respect to the financial markets, USA displays an important example, which has developed money and 
capital markets. Accordingly, it can be asserted that interactions between stock market indices not only reflect the 
relationship between the sectors of the economy but also their consequences on economic performance in the USA. 
In this respect, NASDAQ biotechnology, telecommunications and transportation indices are three of the most 
developing sector indices in the last decade due to globalization and increasing accessibility to the technology. 
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Moreover, biotechnology, telecommunications and transportation sectors are important cases to be examined since it 
is recognized that they are both essential in terms of maintaining the well-functioning of the market economy and 
promote the volume of domestic and foreign trade. 
In the USA, the level of economic interactions among telecommunications and transportation sectors is also high 
like other developed economies; thence the main aim of this research is to analyze the relationships between the 
balance sheets accounts of the firms in these sectors. Since the stocks in NASDAQ biotechnology, 
telecommunications and transportation indices are major examples also reflecting the industrial activity, our study 
indirectly attempts to expose the interaction between industrial companies and analyze the dynamics of industrial 
activity. Within biotechnology, telecommunications and transportation sectors; we used a sample consisting of 10 
firms with the highest assets, whereupon we investigated the financial and economic consequences in a plausible 
econometric methodology. In this study, we used panel least squares modeling since balance sheets accounts of 
firms in biotechnology, telecommunications and transportation sectors can be treated as simultaneous, that is, one or 
more of the explanatory variables can be jointly determined with the dependent variable. The main hypothesis of this 
research is to test whether balance sheets accounts of firms in biotechnology, telecommunications and transportation 
sectors have significant effects on each other. 
The rest of the paper is organized as follows. Section 2 reviews the previous literature analyzing the dynamics of 
financial variables. In Section 3, the empirical data and methodology is presented. Section 4 shows empirical results. 
Finally, Section 5 concludes and discusses some implications for further researches. 
2. Literature Review 
Gries et al. (2009) work on the linkages between financial deepening, trade openness and economic development 
by using unit root and cointegration tests and then by implying a Hsiao-Granger causality method. The paper also 
involves vector error correction models (VECMs) and vector autoregressive (VAR). The application of these 
methods on 16 sub-Saharan African countries shows that there is only limited support for the hypothesis of finance-
driven growth. Financial deepening and economic development has a very small effect and the investigated sub-
Saharan countries could not take the advantage of financial deepening. In conclusion, the theory that development 
strategies can be prioritized by financial or trade sector development can not be supported. 
Christopoulos and Tsionas (2004) analyze the long-run relationship between financial depth and economic 
growth by using panel unit root tests and panel cointegration analysis. Additionally, they use threshold cointegration 
tests and dynamic panel data analysis for a panel-based vector error correction model. A fully modified OLS model 
was used to estimate the long run relationship between the factors. The results state that for 10 developing countries 
there is a single equilibrium relation between growth, financial depth and auxiliary variables; however the only 
cointegration relation is a unidirectional causality from financial depth to growth. 
Panel cointegration is a widely used method in many papers from different fields. Bhattacharya and Narayan 
(2015) utilize panel cointegration for finding the relationship between output and labour productivity in organized 
manufacturing of India. The paper investigates the long-run relationship between output, labour productivity and real 
wages by using panel data from seventeen manufacturing industries over a period of nearly thirty years. Panel unit 
root and cointegration tests are employed for cross-sectional dependence to incorporate heterogeneity across 
industries. According to the results, long-run elasticities are low for labour productivity compared to real wages. 
Another outcome is that the effects of labour market on the manufacturing market differ across industries.  
Apergis and Payne (2013) propose a panel threshold cointegration model to analyse the impact of the firm size 
effect on stock returns for the panel of G7 countries over the period from 1991 to 2012. The model is based on the 
nonlinear cointegration framework using the asymmetric ARDL cointegration methodology. Its main advantage is 
the flexibility of the dynamic adjustment process toward equilibrium compared to the classical linear modal. The 
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results state that there is an asymmetric adjustment around a unique long-run equilibrium.  Another conclusion is the 
asymmetric effects between stock returns and the size effect, while controlling for the B/M ratio and the P/E ratio. 
Tsagnakos and Siriopoulos (2015) investigate the relationship between stock prices and industrial production for 
two different areas, south and north of Euro-zone during the period 2004-2013. The paper used the Threshold 
cointegration approach to identify the additional price interaction and dynamics by investigating the asymmetric 
adjustment behaviour combined with long-run relationships. This method also takes shock into account. The results 
reveal that there is a symmetric adjustment process for the North, however an asymmetric one for the South; when 
stock prices and industrial production adjust to have their long-run equilibria. Consequently, the main cause of this 
asymmetry is the difference in structural competitiveness between South and North, which is weaker in the former 
one. 
Santoro and Gaffeo (2009) use panel data on Italian regions to test to controversial theories of long-run 
productivity dynamics: the opportunity-cost model and the risk-aversion model. Opportunity-cost model states that 
productivity-enhancing activities are relatively advantageous during recessions. According to risk-aversion model, 
there is a negative relationship between transitory disturbances and productivity growth. Panel ECM estimates 
indicate that macroeconomic risk factors reinforce the business failures on the same direction in both short- and 
long-run and the adjustment to the steady-state relationship is reasonably low. Therefore, finding support the risk-
aversion theory of productivity growth. 
Gregoriou (2010) investigates the long-run relationship between dividends and corporate valuation by using panel 
unit root tests and panel cointegration analysis. The long run relationship of a panel of 479 companies quoted in 
London Stock Exchange was estimated by a modified OLS over the time period 1984-2007. Results strongly 
indicate that there is a single equilibrium relation between market value, book value, earnings and dividends.  
Another important outcome is that dividends have a positive impact on corporate valuation. 
De Jong (2007) analyses the relationship between capital investment and R&D spending by using a panel 
cointegration analysis. The author re-examines the relationship between capital investment in property, plant and 
equity and R&D spending, because there are some contradictory findings in previous research. The study works on a 
panel of 36 pharmaceutical companies and uses short- and long- run causality methods to capture the connection 
between both variables. According to results, there is no short-run causality between capital investment and R&D, 
however long-run causality test shows that R&D and capital investment are cointegrated and causality runs in both 
directions. 
Ahlgren et al. (2009) apply a panel cointegration test on Chinese A and B shares. By using panel data methods 
authors test for the unit root in the price premium of domestic investors’ A shares and foreign investors’ B shares. 
The paper also examines the cointegration between A and B share prices on Shanghai and Shenzen stock exchanges. 
Before the allowance of trading B shares by domestic investors, A-share premia were non-stationary and the share 
groups were not cointegrated; but after the allowance, A-share premia become stationary and share groups become 
cointegrated. Another result indicates that A- and B- shares are cointegrated for most of the firms. Consequently, 
relaxation of the restrictions allowed a decreasing segmentation between A- and B-share markets. 
Hatemi-J and Irandoust (2006) examine the long-run relationship between employment and exchange rate shocks 
at the industry level for France. French industries respond sensitively to exchange rate changes according to panel 
unit root tests and panel cointegration analysis. Long-run elasticities also reveal that exchange rates influence 
industry employment, which means that real appreciations are linked to the decline in manufacturing for all 
industries. 
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3. Data and Empirical Methodology 
3.1. Panel Unit Root Analysis 
In order to determine the appropriate type of panel data model, it is firstly needed to specify the unit root 
properties of variables. In this study, we employed Im-Pesaran-Shin panel unit root test, and Table 1 indicates that 
all variables have unit roots in first level. Thus, first difference transformation is applied to the variables. More 
precisely, Im-Pesaran-Shin test reveals that all variables are stationary in first differences. In this respect, possibility 
of cointegration relationship may well exist. By employing Westerlund panel cointegration test (2005), we explored 
long-run relationship among these variables and whereupon we aimed to expose the dynamic linkages among cash 
account, property account and number of employee. Moreover, long-run relationship among financial and economic 
variables for the cases of telecommunication, transportation and biotechnology sector is intended to be analyzed.  
         Table 1. Im-Pesaran-Shin Test for Unit Root in Panels for the full sample 
Levels First Differences 
 Constant Constant 
Variable Wt-bar statistic p-value Wt-bar statistic p-value 
Cash  3.5283 0.9998 -2.9401 0.0016 
Property  5.1397 1.0000 -1.4413 0.0748 
Employee  4.4087 1.0000 -2.1455 0.0160 
Levels First Differences 
 Constant Constant and Trend 
Variable Wt-bar statistic p-value Wt-bar statistic p-value 
Cash  -0.5780 0.2816 0.4381 0.6694 
Property  1.0798 0.8599 -0.5286 0.2985 
Employee  -0.9284 0.1766 0.7738 0.7805 
3.2. Panel Cointegration Analysis 
Different panel cointegration techniques can be adapted to test the possibility of long-run relationships among 
integrated variables with both a time-series dimension, T, and a crosssectional dimension, N. Among all these tests, 
the test depending on Error Correction Models (ECM) proposed by Westerlund (2007) has been widely used. In this 
respect, Westerlund (2007) uses four panel cointegration test statistics; tG , aG , tP , aP , respectively†. 
            Table 2. Results of the Westerlund-based Panel Cointegration tests 
Model with constant but no trend 
Cash Test Value p-value 
 Gt -2.043 0.482 
 Ga -2.348 1.000 
 Pt -8.263 0.861 
 Pa -2.904 0.998 
Property Test Value p-value 
 Gt -1.361 1.000 
 Ga -2.583 1.000 
 Pt -2.355 1.000 
 Pa -1.243 1.000 
Employee Test Value p-value 
 Gt -2.002 0.577 
 Ga -2.710 1.000 
 Pt -4.524 1.000 
 Pa -1.293 1.000 
                                                 
† For the derivation of the test, see Westerlund (2007). 
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In According to Table 2, no cointegration relationship between cash, property and number of employee are found 
by considering alternative specifications. By changing the dependent variables, the robustness of our findings is 
verified. As shown in Table 2, results obtained from the model with a constant but no trend suggests that there is no 
cointegration relationship between cash, property and number of employee. The Pt and Pa statistics reflect that the 
null hypothesis of no cointegration for cash, property and number of employee cannot be rejected at the P<0.05 
level. Therefore, there does not exist any long-run dynamics among these three variables. In contrast to our findings, 
it is expected that there exists a relationship between cash and property accounts in the long-run. The reason of an 
unexpected result may be that the telecommunication, transportation and biotechnology sectors are not interrelated 
to each other. In this respect, we can infer that the change of the cash and property accounts of the firms in one of 
the sectors does not have any significant impact on the change of the same account in other sectors, vice versa. More 
precisely, it can be stated that there does not exist any strong economic and financial linkages that can lead to a 
cointegration relationship. Thus, economic policies in terms of boosting any of these sectors cannot trigger the 
growth of other sectors. Likewise, deterioration of the economic activity does not have the potential to affect other 
sectors in a negative way permanently. It can also be asserted that the level of financial contagion among these 
sectors could be very low. Furthermore, the transmission mechanism among the labor factor in these sectors cannot 
be enough to absorb the possible unemployment in one sector by the others. 
 
Since no cointegration relationship among the variables exist, we intent to perform panel least squares estimation 
with random or fixed effects. Thereby, we estimate the coefficients of our model and expose the possible effects of 
employment and property on cash account.   
3.3. Panel Least Squares Model 
The point of departure of panel data analysis depends on the linear panel data regression model expressed as 
below; 
it it itY XD E H                    (1) 
where the dependent and independent variables of the model are represented by itY  and itX , respectively. itY  
and itX are both with i and t  subscripts, referring to 1,2,...,i N  sections and 1,2,...,t T  time periods. The 
coefficients of the model (D and E ) specified in (1) are without subscripts since they will be the same for all unit 
and samples. Finally, itH  refers to the error term of the panel data model in (2). Assuming that there are no 
differences among the data matrices of the cross-sectional dimension N , the model (1) can be estimated by pooled 
OLS method with a common constant for all cross-sections (Asteriou and Hall, 2007:345). 
The error term of panel data model in (1) is critical since it determines whether the panel data model can be 
estimated with fixed effects or random effects. In a fixed effects model, it is assumed that the error term varies non-
stochastically over i and t . On the other hand, the error term is assumed to be varying stochastically in random 
effects model. Therefore, types of models as in (2) can be estimated using a pool object. 
'
it it it i t itY XD E G J H                    (2) 
where itY  is the dependent variable, itX is a vector of k regressors, and itH are the error terms for cross-sectional 
units, 1,2,...,t T . In model (2); the constant term is denoted byD , while the cross-section or period specific 
effects (random or fixed) are represented by iG and tJ . Within this framework, we can place restrictions on E
coefficients [common (across cross-section and periods), cross-section specific, and period specific regressor 
parameters] to identify the panel data model (E-Views 7 User’s Guide, 2010:601). For instance, M cross-sectional 
equations each with T observations stacked on top of one another can be expressed as below. 
'
it T it it i T T t tY I X I ID E G J H      for 1,2,...,i M             (3) 
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In model (3), TI is the T  element identity matrix and the vector ' 1 2( , ,..., )TyJ J J includes all the period 
effects (E-Views 7 User’s Guide, 2010:602). Similarly, we can specify as a set of T period specific equations, each 
with M observations stacked on top of one another as in (4); 
'
it T t it M i t M tY I X I ID E G J H      for 1,2,...,i M             (4) 
In model (4), MI  refer to the M  element identity matrix and all of the cross-section effects 
 are included in the vector G . 
4. Empirical Results 
In order to find the appropriate type of panel least squares model, we firstly employed random-effects GLS 
estimation. Hence, Breusch and Pagan (1980) Lagrangian multiplier test is applied whether random effect model is 
appropriate or not.  
       Table 3. Panel least squares estimation results  
coefficient standard error p-value 
cash 0.0215239 0.0388241 0.579 
property 0.0721681 0.0151936 0.000 
employee 950.486 833.8793 0.254 
constant 0.0215239 0.0388241 0.579 
 
Table 3 shows that employment variable has a positive and statistically significant impact on cash account, 
implying that increasing the number of employees may promote the growth of transportation, telecommunication 
and biotechnology sectors which in turn increases the financial structure of firms in those sectors. More precisely, it 
can be asserted that increasing the number of employees also raises firms’ total factor productivity and may sustain 
the sectorial growth in the long-run. Our findings reveal that firms’ growth may be labour-augmenting. 
Nevertheless, it is critically important to determine the relationship between labor, physical equity capital and 
technology in terms of revealing the possible effects of total productivity on output.  
On the other hand, it has been found that the property account is statistically insignificant which means that it 
does not have a significant impact on cash account. This may be the fact that fixed assets, such as property, could 
not contribute to firms’ liquidity in those sectors. It can be inferred that the investment in fixed assets does not have 
a financially effect on firms’ liquidity. Moreover, we can imply that fixed assets, as physical capital elements, do not 
have a total factor productivity triggering effect on these firms. 
                    Table 4. Breusch and Pagan Lagrangian multiplier test results 
Var sd = sqrt(Var) 
cash 3.64e+07 6033.427 
e 1.16e+07 3404.383 
u 1.87e+07 4319.955 
Test: var(u) = 0 chibar2 (01) 951.43 
Prob > chibar2 0.0000 
 
As shown in Table 4, it is verified that random-effect model is appropriate for panel least squares estimation 
according to Breusch and Pagan Lagrangian multiplier test. 
5. Conclusion 
In this study, we employed panel least squares estimation using yearly data from 2000 to 2013 to determine the 
possible relationship between balance sheet accounts. More precisely, the effects of property account and number of 
employee on cash account have been analyzed among US biotechnology, transportation and telecommunication 
'
1 2( , ,..., )TG G G G 
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sectors. Within this empirical framework, we found that the number of employee positively affects the cash account 
whereas the property account does not have a significant impact on cash. Our results highlight the importance of 
human capital for the above-mentioned sectors. Additionally, we found that the technology level is not sufficient to 
promote the activity of firms and their liquidity. It can also be inferred that investments, gross fixed capital 
formation and output in these sectors can be highly dependent on the level of money capital which is an important 
issue of further studies. Indeed, it is critically important for the firms in these sectors to maximize their output under 
the financing constraint.  
 
References 
 
Ahlgren, N., Sjö, B., & Zhang, J. (2009). Panel cointegration of Chinese A and B shares, Applied Financial Economics, 19(23), 1859–1871. 
http://doi.org/10.1080/09603100903122182 
Apergis, N., & Payne, J. E. (2014). Resurrecting the size effect: Evidence from a panel nonlinear cointegration model for the G7 stock markets, 
Review of Financial Economics, 23(1), 46–53. 
Asteriou, D., & Hall, S. J. (2007). Applied Econometrics: A Modern Approach Using Eviews and Microfit Revised Edition. New York: Palgrave 
MacMillan.  
Bhattacharya, M., & Narayan, P. (2015). Output and labor productivity in organized manufacturing: A panel cointegration analysis for India, 
International Journal of Production Economics, 170, 171–177.  
Breusch, T. S. & Pagan, A.R. (1980). The Lagrange Multiplier Test and Its Applications to Model Specification in Econometrics, Review of 
Economic Studies, 47(1), 239-253. 
Christopoulos, D. K., & Tsionas, E. G. (2004). Financial development and economic growth: evidence from panel unit root and cointegration 
tests, Journal of Development Economics, 73(1), 55–74. 
de Jong, P. J. (2007). The relationship between capital investment and R&D spending: a panel cointegration analysis, Applied Financial 
Economics, 17(11), 871–880. 
Gregoriou, A. (2010). Corporate valuation and dividends: UK evidence from panel unit root and cointegration tests, Atlantic Economic Journal, 
38(1), 15–22. 
Gries, T., Kraft, M., & Meierrieks, D. (2009). Linkages Between Financial Deepening, Trade Openness, and Economic Development: Causality 
Evidence from Sub-Saharan Africa, World Development, 37(12), 1849–1860. 
Hatemi-J, A., & Irandoust, M. (2006). The response of industry employment to exchange rate shocks: evidence from panel cointegration, Applied 
Economics, 38(4), 415–421. 
Santoro, E., & Gaffeo, E. (2009). Business failures, macroeconomic risk and the effect of recessions on long-run growth: A panel cointegration 
approach, Journal of Economics and Business, 61(6), 435–452. 
Tsagkanos, A., & Siriopoulos, C. (2015). Stock markets and industrial production in north and south of Euro-zone: Asymmetric effects via 
threshold cointegration approach, The Journal of Economic Asymmetries, 12(2), 162–172. 
Westerlund, J. (2005). A Panel CUSUM Test of the Null of Cointegration, Oxford Bulletin of Economics and Statistics, 67(2), 231–262. 
Westerlund, J. (2007). Testing for Error Correction in Panel Data, Oxford Bulletin of Economics and Statistics, 69(6), 709–748. 
 
 
 
 
 
 
 
 
 
