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Re´sume´. Nous de´gageons dans ce travail des conditions abstraites
portant sur un espace fonctionnel E qui assurent l’existence globale
pour toute donne´e initiale suffisamment petite dans E, ou l’exis-
tence locale sans condition de taille, de solutions pour une classe
d’e´quations paraboliques semi-line´aires, dont le syste`me de Navier-
Stokes incompressibles dans l’espace constitue un exemple fonda-
mental. Nous donnons e´galement un crite`re abstrait de re´gularite´
des solutions obtenues. Ces conditions sont simples a` ve´rifier dans
tous les cas connus: espaces de Lebesgue, de Lorentz, de Besov, de
Morrey, et caetera. Elles s’adaptent au cas d’espaces E non invari-
ants par translation : nous de´taillons l’exemple de certains espaces
2-microlocaux.
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Introduction
Les e´quations e´tudie´es ici sont des e´quations paraboliques semi-line´-
aires, e´crites sous la forme inte´grale
(1) u = Su0 +B(u, u),
dont l’inconnue, note´e u, est une distribution tempe´re´e de´finie sur
]0,∞[×R3. On de´signe par u0 une distribution donne´e de S ′(R3), et par
Su0 l’image de u0 sous l’action du semi-groupe de la chaleur : Su0(t) =
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et∆u0, t > 0. Enfin, B est une application biline´aire syme´trique, formelle-
ment de´finie par
(2) B(u, v)(t) =
∫ t
0
e(t−τ)∆P (D){u(τ)v(τ)}dτ,
ou` P (D) est un ope´rateur pseudo-diffe´rentiel homoge`ne de degre´ 1,
dont le symbole P (ξ) est suppose´ non nul et C∞ en-dehors de 0.
Bien que nous restreignant au cas scalaire, nous pourrions sans dif-
ficulte´ conside´rer le cas vectoriel : le syste`me de Navier-Stokes incom-
pressible est alors un exemple fondamental, d’ailleurs a` l’origine de ce
travail, dans lequel u et u0 ont trois composantes scalaires et sont a`
divergence nulle, le terme biline´aire s’e´crivant
B(u, v)(t) = −1
2
∫ t
0
e(t−τ)∆ P∇ . (u(τ)⊗ v(τ) + v(τ)⊗ u(τ)) dτ,
ou` P est le projecteur de Leray dans R3.
Reprenant dans [K] un sche´ma formalise´ par Weissler ([W]), Kato
re´soud (1)1 pour toute donne´e u0 ∈ L3(R3) suffisament petite, et ob-
tient des solutions dans C([0,∞[;L3(R3)) 2, alors que l’application B
n’est pas continue sur cet espace (voir Oru [O]). Sa me´thode repose sur
la de´finition d’un espace de Banach F , inclus dans C([0,∞[;L3(R3)),
tel que
i) Su0 ∈ F si u0 ∈ L3(R3),
ii) B soit continue de F ×F dans F .
Il ne lui reste plus qu’a` utiliser les ite´rations successives de Picard pour
re´soudre (1), et c’est de cette dernie`re e´tape que provient la condition
de taille sur u0.
La meˆme me´thode lui a e´galement permis d’obtenir des solutions
locales pour toute donne´e u0, a` partir d’un espace FT inclus dans
C([0, T [;L3(R3)) ve´rifiant les analogues de i) et ii). Dans ce cas, la
condition de taille porte sur T = T (u0).
Cette me´thode, que nous appellerons dore´navant me´thode KW, a
e´te´ relue et de´veloppe´e par Giga et Miyakawa ([G,M]), Taylor ([T]),
Kozono et Yamazaki ([Ko,Y]), Cannone ([C]), Meyer ([M]), Planchon
([P]), Barraza ([B]), et d’autres auteurs. De nouvelles solutions de (1)
ont e´te´ obtenues (notamment des solutions autosimilaires ou asympto-
tiquement autosimilaires) en remplac¸ant L3(R3) par d’autres espaces
E bien choisis : l’espace de Lorentz L3,∞ (Barraza, Meyer), les espaces
1Plus exactement, Kato re´soud le syste`me de Navier-Stokes incompressible.
Mais, une fois le formalisme mis en place, la condition d’incompressibilite´ ne joue
plus aucun roˆle, et il est plus simple de ne conside´rer que le cas scalaire ge´ne´ral.
2Dans tout l’article, l’espace C(I;E) des fonctions continues de I a` valeurs dans
E est muni implicitement de la norme supt∈I ‖u(t)‖E.
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de Besov B˙
−1+ 3
p
,∞
p , p < ∞ (Cannone, Planchon), les espaces de Mor-
rey (Giga et Miyakawa, Taylor, Cannone, Lemarie´), certains espaces
de Besov place´s au-dessus d’espaces de Morrey (Kozono et Yamazaki).
Dans chaque cas, la construction suit la de´marche de Kato, et devient
spe´cifique dans le choix de F et la preuve de la continuite´ de B.
La question principalement e´tudie´e ici est la suivante : quels sont les
espaces E pour lesquels la me´thode KW fonctionne?
Autrement dit : peut-on caracte´riser les espaces E pour lesquels on
peut trouver un espace F de fonctions continues du temps a` valeurs
banachiques satisfaisant aux condition i) et ii), conduisant ainsi a`
l’existence d’une solution de (1) pour toute donne´e u0 ∈ E assez petite?
Cela ne´cessite de pre´ciser la formalisation de la me´thode KW : tel
est l’objet de la premie`re partie.
La seconde partie aborde le coeur du proble`me. On commence par
de´limiter la classe des espaces E conside´re´s, d’abord en se restreignant
aux espaces, dits invariants, sur lesquels le groupe affine ax+ b agit en
accord avec les proprie´te´s d’invariance de l’ensemble des solutions de
(1). On de´finit ensuite la notion de compatibilite´ avec la non-line´arite´
contenue dans B. Celle-ci exprime que chaque bloc de la de´composition
de Littlewood-Paley d’un produit fg appartient a` E, lorsque f, g ∈ E et
sont soumis a` des conditions spectrales. Plus pre´cise´ment, on suppose
l’existence d’une suite (ηn)n∈Z telle que, si Supp f̂ ⊂ Γk = {ξ; 2k−1 ≤
|ξ| ≤ 2k+1} et Supp ĝ ⊂ Γl, k, l ∈ Z, alors on a pour tout j ∈ Z
‖∆j(fg)‖E ≤ ηmax(k−j,l−j) 2k+l−j‖f‖E‖g‖E.
(On renvoie a` la section 2.1 pour les notations et les e´nonce´s pre´cis.)
Cette hypothe`se n’est pas contraignante, dans la mesure ou` tous les
espaces invariants connus la ve´rifient. Il faut d’ailleurs souligner que
cette condition ne suppose pas que l’appartenance a` E soit caracte´rise´e
par une proprie´te´ de la de´composition de Littlewood-Paley.
C’est le comportement de la suite (ηn) qui discrimine les espaces,
ainsi que le montrent les trois principaux re´sultats de ce travail, qui
peuvent eˆtre re´sume´s de la fac¸on suivante (rapide, mais impre´cise).
The´ore`me A. La me´thode KW fonctionne pour l’espace E de`s que∑
n≥0
ηn < +∞.
Cela signifie qu’on peut trouver F (respectivement FT ) ve´rifiant i)
et ii). En revanche, l’inclusion de F dans C([0,∞[;E) (respectivement
FT dans C([0, T [;E)) n’est pas a priori satisfaite.
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The´ore`me B. Si de plus
∑
n≥0
nηn < +∞, on peut faire en sorte que F
(resp. FT ) soit inclus dans C([0,∞[;E) (resp. FT dans C([0, T [;E)) si
E est se´parable.
Il existe aussi un re´sultat de re´gularite´ analogue si E est le dual non
se´parable d’un espace de Banach se´parable.
La de´monstration de ces deux re´sultats est constructive.
The´ore`me C. Si (ηn) est de´croissante, (2
3n/2ηn) croissante a` partir
d’un certain rang et
∑
n≥0
η2n = +∞, alors il existe un espace E invari-
ant et compatible, associe´ a` (ηn), pour lequel il est impossible de faire
fonctionner la me´thode KW : cela signifie qu’il n’existe pas d’espace de
fonctions continues du temps F ou FT ve´rifiant i) et ii).
Les contre-exemples de ce dernier the´ore`me comprennent l’espace
de Besov B˙−1,∞∞ . Voir la section 2.2 pour une condition plus ge´ne´rale
impose´e a` (ηn).
Les the´ore`mes A et B sont de´montre´s dans cette meˆme partie, le
the´ore`me C dans la quatrie`me partie. Auparavant, on montre dans la
troisie`me partie que tous les exemples connus rele`vent des the´ore`mes
A et B.
Enfin, dans la cinquie`me et dernie`re partie, on de´crit en de´tail de
nouveaux exemples, inspire´s directement des espaces 2-microlocaux de
Bony. La motivation est ici de construire des solutions de (1) pour des
donne´es initiales u0 les plus singulie`res possibles. On est amene´ a` de´finir
des espaces de distributions singulie`res sur un ferme´ de R3, pour lequel
on suppose qu’une sorte de densite´ locale, appele´e fonction de densite´,
obe´it a` la condition de Dini. On montre alors que de tels espaces
entrent dans le cadre du the´ore`me A (convenablement ge´ne´ralise´ au
cas d’espaces non invariants) et permettent donc de faire fonctionner
la me´thode KW. En particulier, on obtient ainsi de nouvelles solutions
autosimilaires.
Afin de simplifier l’exposition, nous ne conside´rons que l’existence et
la re´gularite´ globales de solutions de (1), sauf dans la section 2.6, qui
de´crit les modifications a` apporter pour obtenir les re´sultats locaux3.
Les me´thodes de´crites dans ce travail ne sont pas spe´cifiques a` la
dimension 3, et s’adaptent en toute dimension.
3Ces re´sultats re´pondent a` une question qui nous a e´te´ pose´e par J.-Y. Chemin.
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1. Formalisation abstraite
On se donne une fois pour toutes un ope´rateur biline´aire B de la
forme (2). Le but de cette partie est de de´crire de fac¸on abstraite la
me´thode KW. Celle-ci permet d’obtenir des re´sultats du type “il existe
α > 0 tel que, pour toute donne´e u0 ∈ E ve´rifiant ‖u0‖E < α, il existe
u ∈ F solution de (1) et telle que u(t) tende vers u0 en un certain sens,
lorsque t tend vers 0”.
1.1. Proprie´te´ d’invariance.
L’homoge´ne´¨ıte´ de l’ope´rateur P (D) implique que, si u(t, x) est une
solution de (1) pour la donne´e u0(x), alors quels que soient x0 ∈ R3 et
λ > 0, λu(λ2t, λx − x0) est e´galement solution de 1, pour la donne´e
λu0(λx− x0). Par conse´quent, il est raisonnable de se restreindre aux
espaces E et F tels que
(3) ∀x0 ∈ R3 ∀λ > 0 ‖λu0(λ · −x0)‖E = ‖u0‖E,
(4) ∀x0 ∈ R3 ∀λ > 0 ‖λu(λ2·, λ · −x0)‖F = ‖u‖F .
Par exemple, si on cherche E parmi les espaces de Lebesgue Lp(R3),
alors la valeur p = 3 est naturelle. En effet, si la me´thode de Kato
fonctionnait pour Lp(R3) avec p 6= 3, la condition de taille sur u0
pourrait eˆtre supprime´e : en choisissant bien λ, on aurait ‖v0‖Lp < α,
ou` v0(x) = λu0(λx), ce qui donnerait une solution globale u(t, x) =
1
λ
v
(
t
λ2
, x
λ
)
associe´e a` u0, quelle que soit u0. On ne sait pas si un tel
re´sultat est vrai ou faux.
Definition 1. On dit que E est invariant s’il ve´rifie (3).
1.2. Couples admissibles.
La me´thode KW fonctionne avec deux espaces de Banach E et F
ayant les proprie´te´s (P1), (P2) et (P3) suivantes.
Proprie´te´ (P1)
a) E s’injecte continuˆment dans S ′,
b) E est invariant.
Proprie´te´ (P2)
a) F s’injecte continuˆment dans S ′,
b) la norme de F est invariante par translation, et f(λ·) ∈ F si et
seulement si f ∈ F , pour tout λ > 0,
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c) sur tout compact de ]0,∞[, les normes
‖f‖t,F =
√
t‖f(√t ·)‖F
sont uniforme´ment e´quivalentes entre elles, 4
d) l’ope´rateur e∆ est continu de E dans F .
Proprie´te´ (P3)
Si F de´signe l’ensemble des fonctions continues de ]0,∞[ a` valeurs dans
F , note´es u ou u(t), t > 0, telles que
‖u‖F = sup
t>0
‖u(t)‖t,F < +∞,
alors
a) B est continue de F × F dans F ,
b) lim
t→0
B(u, v)(t) = 0 dans S ′, pour tous u, v ∈ F .
On note ‖B‖ la plus petite des constantes C telles que
(5) ∀u, v ∈ F ‖B(u, v)‖F ≤ C‖u‖F‖v‖F .
Definition 2. Lorsque les proprie´te´s ci-dessus sont satisfaites, le cou-
ple (E, F ) est dit admissible.
De tels espaces fournissent des solutions a` (1) en vertu du re´sultat
abstrait suivant.
The´ore`me 3. Soit F un espace de Banach et B un ope´rateur biline´aire
continu de F×F dans F . Alors, pour tout a ∈ F tel que ‖a‖F ≤ 14‖B‖ ,
il existe u ∈ F solution de l’e´quation
(6) u = a+B(u, u).
De plus, il existe des ope´rateurs Tk, k ≥ 1, tels que :
i) chaque Tk est la restriction a` la diagonale de Fk d’un ope´rateur
k-line´aire continu de Fk dans F ;
ii) il existe une constante absolue C telle que, pour tous k ≥ 1 et
a ∈ F
‖Tk(a)‖F ≤ C‖B‖k
−3/2(4 ‖B‖ ‖a‖F)k;
iii) si ‖a‖F ≤ 14‖B‖ , alors
(7) u =
∞∑
k=1
Tk(a).
Enfin, on a toujours ‖u‖F ≤ 12‖B‖ , et u est l’unique solution de (6)
dans la boule ferme´e BF (0, 12‖B‖).
4Cette proprie´te´ est ve´rifie´e de`s que lim
λ→1
f(λ ·) = f pour tout f ∈ F .
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L’existence de u est bien connue sous la condition ‖a‖F < 14‖B‖ : voir
par exemple Cannone ([C], p.37), qui utilise le the´ore`me des contrac-
tions de Picard pour l’obtenir. L’approche par de´veloppement multi-
line´aire de la solution qui est choisie ici est un peu plus pre´cise.
Preuve. On de´finit les ope´rateurs Tk de proche en proche par les re-
lations
(8) T1(a) = a,
(9) Tk(a) =
k−1∑
l=1
B(Tl(a), Tk−l(a)), k ≥ 2.
Par construction et d’apre`s (P3), les Tk sont la restriction a` la diagonale
de Fk d’ope´rateurs k-line´aires, et il existe des constantes ak telles que
‖Tk(a)‖F ≤ ak‖a‖kF
pour tout a ∈ F .
Pour estimer les ak on part de l’ine´galite´ de re´currence
ak ≤ ‖B‖
k−1∑
l=1
al ak−l,
avec la condition initiale a1 = 1. On en de´duit que, pour tout k ≥ 1
(10) ak ≤ ‖B‖k−1 ck,
ou` les coefficients ck sont tels que
c1 = 1
ck =
k−1∑
l=1
clck−l, k ≥ 2.
Ce sont les nombres de Catalan (voir par exemple Comtet, tome 1
[Co]), donne´s par la formule
ck =
(2k − 2)!
k!(k − 1)! .
Leur se´rie ge´ne´ratrice se calcule aise´ment :
(11)
∞∑
k=1
ckz
k =
1−√1− 4z
2
,
et lorsque k tend vers ∞, on a
ck ∼ 1
4
√
pi
k−3/24k.
Cela de´montre les points i) et ii) pour les ope´rateurs Tk de´finis en (8)
et (9).
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Si ‖a‖F ≤ 14‖B‖ , on pose u =
∞∑
k=1
Tk(a) : cette se´rie est normalement
convergente dans F . On calcule
B(u, u) =
∞∑
l=1
∞∑
m=1
B(Tl(a), Tm(a))
=
∞∑
k=2
k−1∑
l=1
B(Tl(a), Tk−l(a))
= u− a
d’apre`s (8 - 9), ce qui montre que u est une solution de (6). De plus, il
re´sulte de (10 - 11) que
(12) ‖u‖F ≤ 1−
√
1− 4‖B‖‖a‖F
2‖B‖ .
En particulier, ‖u‖F ≤ 12‖B‖ .
Il reste a` obtenir l’unicite´ de u dans la boule ferme´e BF
(
0, 1
2‖B‖
)
.
Elle est facile a` de´montrer lorsque ‖u‖F < 12‖B‖ : si v est une solution
de (6), ‖v‖F ≤ 12‖B‖ , on a
u− v = B(u+ v, u− v),
d’ou` u = v, puisque ‖B‖ ‖u + v‖F < 1. Dans le cas ge´ne´ral, ou` il est
possible d’avoir ‖u‖F = 12‖B‖ , on de´finit pour tout N ≥ 1 l’e´le´ment vN
de F par
(13) v = T1(a) + · · ·+ TN(a) + vN ,
et on prouve que
(14) ‖vN‖F ≤ 1‖B‖
∞∑
k=N+1
ck 4
−k.
Faisant tendre N vers ∞, il vient v = u.
L’ine´galite´ (14) est vraie si N = 1, car d’une part v1 = B(v, v), donc
‖v1‖F ≤ ‖B‖ ‖v‖2F ≤ 14‖B‖ , et d’autre part
∞∑
k=2
ck 4
−k =
1
4
d’apre`s
(11).
Supposant (14) prouve´e au rang N , on injecte (13) dans l’e´quation
(6), et on trouve
vN+1 =
∑
l+m≥N+2
1≤l , m≤N
B(Tl(a), Tm(a))
+ 2 B(vN , T1(a) + · · ·+ TN(a)) +B(vN , vN).
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Puisqu’on sait que ‖Tk(a)‖F ≤ 1‖B‖ck4−k pour tout k ≥ 1, on obtient
en utilisant l’hypothe`se de re´currence
‖vN+1‖F ≤ 1‖B‖
{ ∑
l+m≥N+2
1≤l ,m≤N
cl cm 4
−l−m
+ 2
( N∑
k=1
ck 4
−k
)( ∞∑
k=N+1
ck 4
−k
)
+
( ∞∑
k=N+1
ck 4
−k
)2}
≤ 1‖B‖
∑
k≥N+2
( k−1∑
l=1
cl ck−l
)
4−k
≤ 1‖B‖
∑
k≥N+2
ck 4
−k.
Ainsi, (14) est prouve´e pour tout N , et la de´monstration est acheve´e.

Ce the´ore`me s’interpre`te comme un re´sultat d’analyticite´ au voisi-
nage de 0 : u = 0 est e´videmment une solution de (6) lorsque a = 0,
et les solutions u construites lorsque a est petit sont obtenues par per-
turbation et de´veloppement en se´rie autour de 0. Elles de´pendent
analytiquement de a, pour la topologie forte de F . Enfin, par un
phe´nome`ne analogue au prolongement continu jusqu’au bord des se´ries
entie`res a` coefficients positifs, on peut re´soudre (6) sous la condition
limite ‖a‖F = 14‖B‖ . Le re´sultat est optimal, comme le montre l’exemple
e´le´mentaire F = R et B(u, u) = u2.
Revenant a` l’e´quation (1), on obtient le corollaire suivant.
Proposition 4. Si (E, F ) est un couple admissible, il existe α > 0
tel que, pour tout u0 ∈ E avec ‖u0‖E ≤ α, l’e´quation (1) admet une
solution u ∈ F telle que
(15) lim
t→0
u(t) = u0
dans S ′. De plus, u s’e´crit
u =
∞∑
k=1
Tk(Su0),
ou` les ope´rateurs Tk sont donne´s par le the´ore`me 3. Enfin, ‖u‖F ≤
1
2‖B‖ , et u est l’unique solution de (1) dans la boule ferme´e BF(0,
1
2‖B‖).
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Preuve. Soit (E, F ) un couple admissible et u0 ∈ E. La continuite´ de
e∆ de E vers F et la de´finition de F impliquent et∆u0 ∈ F pour tout
t > 0, avec
‖et∆u0‖t,F ≤ ‖e∆‖F,E‖u0‖E.
Ecrivant ∆e∆ = ∆e∆/2e∆/2, on obtient de meˆme ∆et∆u0 ∈ F , avec
‖∆et∆u0‖t,F ≤ c
t
‖u0‖E .
Puisque les normes ‖.‖t,F sont uniforme´ment e´quivalentes sur tout com-
pact de ]0,∞[, ceci implique la de´rivabilite´ de t 7−→ et∆u0, de ]0,∞[
dans F , et a fortiori la continuite´. On a donc Su0 ∈ F , et
‖Su0‖F ≤ ‖e∆‖F,E‖u0‖E .
Appliquant le the´ore`me 3 avec a = Su0, on peut re´soudre (1) de`s que
4‖B‖ ‖e∆‖F,E‖u0‖E ≤ 1. La relation (15) provient de (P3b) et du fait
que E s’injecte continuˆment dans S ′. Le reste de´coule directement du
the´ore`me 3. 
On peut maintenant formuler pre´cise´ment la question centrale de ce
travail : quels sont les espaces E pour lesquels on peut construire un
espace F formant avec E un couple (E, F ) admissible ?
On y re´pond dans la partie suivante, avant de donner divers exem-
ples.
2. Les bons espaces de Banach
2.1. Espaces fonctionnels compatibles avec la non-line´arite´.
On de´crit dans ce paragraphe les hypothe`ses faites a priori sur les
espaces conside´re´s. Celle-ci ont pour but de permettre l’utilisation de
la de´composition de Littlewood-Paley, et de l’algorithme associe´ pour
calculer un produit, qu’on rappelle maintenant brie`vement.
On se donne une fonction ϕ0 de classe C∞ sur R+, avec ϕ0 = 1 sur
[0, 1
4
] et Suppϕ0 ⊂ [0, 1], et on pose ψ0 = ϕ0( ·
4
)−ϕ0. Si j ∈ Z, on note
Bj la boule ferme´e B(0, 2
j) dans R3, Γj la couronne
Γj = {ξ ∈ R3 ; 2j−1 ≤ |ξ| ≤ 2j+1},
et Sj,∆j les ope´rateurs ϕ
0(−4−j∆), ψ0(−4−j∆) ou` ∆ est le Laplacien
sur R3. On emploiera aussi les ope´rateurs ∆˜j = ∆j−2 + ∆j−1 + ∆j +
∆j+1 +∆j+2, qui ve´rifient l’identite´ utile
(16) ∆˜j ∆j = ∆j,
et on e´crira Γ˜j pour Γj−2 ∪ Γj−1 ∪ Γj ∪ Γj+1 ∪ Γj+2.
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On a alors ∆j = Sj+1 − Sj et lim
j→+∞
Sj = I dans S ′, d’ou` il re´sulte
que
(17) f =
∑
j∈Z
∆jf
pour toute distribution tempe´re´e f telle que lim
j→−∞
Sjf = 0.
En s’inspirant de Meyer ([M]), on adopte la terminologie suivante.
Definition 5. On appelle espace fonctionnel (sous-entendu : adapte´ a`
la de´composition de Littlewood-Paley) tout espace de Banach E tel que
a) S ⊂ E ⊂ S ′, les injections e´tant continues;
b) deux cas sont possibles : dans le cas 1, S est dense dans E, et
dans le cas 2, S est dense dans un espace de Banach dont E
est le dual;
c) si f ∈ E, lim
j→−∞
Sjf = 0 dans S ′.
Si f ∈ E, on a lim
j→+∞
Sjf = f et de meˆme lim
t→0
et∆f = f pour la
topologie forte de E dans le cas 1 et pour la topologie faible ∗ dans le
cas 2. Ceci induira la proprie´te´ analogue sur les solutions de (1) dans
les espaces favorables.
Remarquer qu’un espace fonctionnel n’est pas ne´cessairement car-
acte´rise´ par la de´composition de Littlewood-Paley. Par exemple, tous
les espaces Lp, 1 ≤ p ≤ ∞, sont des espaces fonctionnels au sens de la
de´finition pre´ce´dente.
Si f et g sont deux distributions tempe´re´es ve´rifiant (17) et telles
que le produit fg ait un sens, on a formellement
(18) fg =
∑
k,l∈Z
|k−l|≤2
∆kf ∆lg +
∑
k,l∈Z
|k−l|≥3
∆kf ∆lg.
Si |k− l| ≥ 3, la transforme´e de Fourier de ∆kf∆lg est supporte´e dans
la couronne Γj−1∪Γj ∪Γj+1, ou` j = max(k, l), et si |k− l| ≤ 2, elle est
supporte´e dans la boule Bj+2. La formule (18) isole ainsi les produits
dont le spectre contient 0 (chevauchement spectral) des autres dont le
spectre ne contient pas 0 (se´paration spectrale).
Definition 6. Un espace fonctionnel E est dit compatible (sous-enten-
du : avec la non-line´arite´ de l’e´quation (1)) lorsque :
a) E est invariant,
b) il existe une suite η = (ηn)n∈Z telle que, si f, g ∈ E avec
Supp f̂ ⊂ Γk, Supp ĝ ⊂ Γl, k, l ∈ Z, et si j ∈ Z, alors ∆j(fg) ∈
E, et
(19) ‖∆j(fg)‖E ≤ ηmax(k−j,l−j) 2k+l−j ‖f‖E‖g‖E.
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La proprie´te´ b) et l’ine´galite´ (19) appellent plusieurs remarques.
D’abord le fait que le produit fg est bien de´fini sous les hypothe`ses
e´nonce´es, qui entraˆınent f = Sk+1f et g = Sl+1g, ce qui montre que
f et g sont des fonctions de classe C∞. Elles sont de plus borne´es, en
vertu de l’injection de E dans S ′ et de l’invariance par translation de
E (voir la Proposition 13 pour un e´nonce´ plus pre´cis). Par conse´quent,
∆j(fg) est e´galement bien de´fini.
Ensuite, il convient de distinguer les deux meˆmes cas que dans la
formule (18). Si |k − l| ≥ 3 (se´paration spectrale), on a ∆j(fg) = 0
de`s que |max(k, l)− j| ≥ 3. Compte tenu de la forme particulie`rement
simple que prend alors (18), on voit que (19) se rame`ne a`
(20) ‖fg‖E ≤ C 2min(k,l) ‖f‖E‖g‖E,
pour une constante C inde´pendante de f, g, k, l.
Le cas sensible est celui ou` |k − l| ≤ 2 (chevauchement spectral) :
(19) se simplifie en
(21) ‖∆j(fg)‖E ≤ C ηk−j 4k 2−j ‖f‖E‖g‖E,
quitte a` modifier la suite η, avec C constante ne de´pendant pas de
f, g, j, k. Il n’y a en revanche aucune raison de supposer fg ∈ E (voir
section 3.3 pour des exemples). Noter toutefois que ∆j(fg) = 0 de`s
que j ≥ k + 5 : on posera presque toujours ηn = 0 pour n ≤ −5.
La constante C de (21), et surtout la suite η, de´pendent du choix
de la fonction ϕ0 de´finissant les ope´rateurs ∆j. Mais leur existence ne
de´pend que de l’espace E, et si ϕ˜0 est une autre fonction de´finissant
d’autres ope´rateurs ∆˜j , l’ine´galite´ correspondant a` (21) reste vraie,
avec une suite η˜ = (η˜n)n∈Z qui ve´rifie η˜n ≤ C(ηn−2 + · · ·+ ηn+2) pour
une certaine constante C.
Enfin, il faut souligner que la forme de l’ine´galite´ (19) est presque
entie`rement dicte´e par l’invariance de E. Si, en effet, on suppose seule-
ment l’existence, pour tous j, k, l ∈ Z, d’une constante C(j, k, l) telle
que
‖∆j(fg)‖E ≤ C(j, k, l)‖f‖E‖g‖E
quand Supp f̂ ⊂ Γk et Supp ĝ ⊂ Γl, alors on de´duit de l’invariance de
E l’existence de constantes D(m,n), m, n ∈ Z, ve´rifiant l’e´galite´
C(j, k, l) = D(k − j, l − j)2k+l−j.
L’hypothe`se supple´mentaire implicite dans (19) est donc seulement que
les constantes D(m,n) ne de´pendent que de max(m,n). Cette hy-
pothe`se n’intervient d’ailleurs que dans le cas “facile” ou` |k − l| ≥ 3,
c’est-a`-dire dans l’ine´galite´ (20).
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2.2. The´ore`mes d’existence, de re´gularite´, et contre-exemples.
Definition 7. On appelle bon espace tout espace fonctionnel compatible
tel que η ∈ l1(Z).
Il re´sulte de ce qui pre´ce`de que la proprie´te´ “η ∈ l1(Z)” ne de´pend pas
d’un choix particulier des ope´rateurs ∆j .
The´ore`me 8. Si E est un bon espace, il existe un espace de Banach
F formant avec lui un couple admissible.
On en de´duit, en appliquant la Proposition 4, l’existence d’une so-
lution de l’e´quation (1) dans l’espace F construit a` partir de F , pour
toute donne´e u0 ∈ E assez petite.
On peut obtenir une version plus pre´cise de ce the´ore`me, en ren-
forc¸ant un peu l’hypothe`se.
The´ore`me 9. Soit E un bon espace tel que
∑
n≥0
nηn < +∞.
Alors il existe un espace de Banach G ⊂ E formant avec E un couple
admissible. De plus, si u ∈ G est une solution de (1) pour une donne´e
initiale u0 ∈ E quelconque, alors
- u ∈ C([0,∞[;E) si S est dense dans E (cas 1, De´finition 5),
- u ∈ C(]0,∞[;E) et lim
t→0
u(t) = u0 pour la topologie ∗ faible si S est
dense dans le pre´dual de E (cas 2).
Ce re´sultat est celui qui ge´ne´ralise le plus directement la construction
de Kato, dans la mesure ou` il donne des solutions de (1) re´gulie`res. Il
est apparente´ a` une conjecture e´nonce´e par Meyer dans [M], qu’on
peut re´sumer en “si E est un espace de Banach invariant qui s’injecte
continuˆment dans l’espace de Morrey M32 (voir section 3.4), alors on
peut re´soudre (1) dans C([0,∞[;E) (cas 1) pour toute donne´e u0 ∈ E
assez petite (modifier comme ci-dessus dans le cas 2)”. Cette conjecture
pose un proble`me de re´gularite´, puisque l’existence d’une solution de
(1) pour toute donne´e assez petite dans E est garantie par l’inclusion de
E dans M32 , qui est un bon espace (voir Proposition 23). Le the´ore`me
9 donne un re´sultat positif dans la direction de cette conjecture.
La question de l’optimalite´ du the´ore`me 8 motive le dernier the´ore`me
de cette section. On a besoin de la notion suivante.
Definition 10. Une suite positive (ηn)n∈Z est re´gulie`re s’il existe une
constante C > 0 telle que
1
C
ηn+1 ≤ ηn ≤ C ηn+1
pour tout n ∈ Z ve´rifiant ηn > 0.
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The´ore`me 11. Soit η = (ηn)n∈Z une suite de´croissante re´gulie`re telle
que ∑
n≥0
2−3n inf
k≥n
23k η2k = +∞.
Alors, il existe un espace fonctionnel E, compatible et associe´ a` η
via (19), tel que, e´tant donne´ un espace de Banach F ve´rifiant (P2),
l’ine´galite´ (5) est en de´faut.
En d’autres termes, il n’y a pas d’espace F formant avec E un couple
admissible; cela ne signifie pas pour autant qu’il n’y ait pas de solutions
de (1) dans l’un de nos espaces F .
L’hypothe`se pre´ce´dente implique
∑
n≥0
η2n = +∞, et, re´ciproquement,
est ve´rifie´e de`s que η /∈ l2(N) et que la suite (23n/2 ηn)n∈N est croissante
a` partir d’un certain rang.
On voit qu’il subsiste une lacune a` combler entre l’hypothe`se l1 don-
nant le the´ore`me 8 et l’hypothe`se du type non-l2 donnant les contre-
exemples.
Il faut e´galement prendre garde au fait que cette discussion de l’opti-
malite´ porte sur des classes d’espaces de Banach, et non pas sur les
espaces conside´re´s se´pare´ment. En effet, il existe aussi, pour toute suite
η /∈ l2, un espace de Banach E˜, compatible et associe´ a` η, pour lequel
on peut trouver un espace F formant avec E˜ un couple admissible.
Il suffit de prendre E˜ = E ∩ L3(R3), ou` E est n’importe quel espace
ve´rifiant (21) avec η : la construction originelle de Kato convient a` E˜.
Les contre-exemples du the´ore`me 11 sont toutefois suffisamment na-
turels pour inclure l’espace de Besov B˙−1,∞∞ , comme on le verra dans
la quatrie`me partie (voir e´galement la Proposition 22).
Corollaire 12. Il est impossible de faire fonctionner la me´thode KW
a` partir de E = B˙−1,∞∞ (R
3).
L’importance de ce re´sultat provient de la maximalite´ de B˙−1,∞∞ , ob-
serve´e par Meyer [M].
Proposition 13. Tout espace de Banach invariant et qui s’injecte con-
tinuˆment dans S ′ est inclus dans B˙−1,∞∞ , avec injection continue e´gale-
ment. Plus pre´cise´ment, il existe une constante C ≥ 0 telle que pour
toute f ∈ E et tout j ∈ Z,
‖∆jf‖∞ ≤ C 2j ‖f‖E.
Preuve. Soit k(x) = e−
1
4
|x|2. Si E est un espace de Banach inclus dans
S ′, il existe une constante C telle que
|(f, k)| ≤ C‖f‖E
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pour tout f ∈ E. Puisque E est invariant par translation cela signifie
‖e∆f‖L∞ ≤ C‖f‖E.
Comme E ve´rifie (3), on en de´duit par changement d’e´chelle
‖et∆f‖L∞ ≤ Ct−1/2 ‖f‖E
pour tout t > 0.
Or, sup
t>0
√
t ‖et∆f‖L∞ est une norme e´quivalente a` la norme de B˙−1,∞∞
(voir par exemple Cannone [C] pour une de´monstration), d’ou` la propo-
sition. 
La preuve des deux re´sultats positifs (the´ore`mes 8 et 9) est donne´e a`
la suite de ces lignes : l’espace F est un espace de type Besov construit
au-dessus de E. Le the´ore`me 11 est de de´monstration plus de´licate : la
quatrie`me partie lui est consacre´e, apre`s que dans la troisie`me on mon-
tre comment on peut retrouver l’ensemble des re´sultats pre´alablement
connus.
2.3. Existence : preuve du the´ore`me 8.
Soit E un bon espace, et N un re´el > 0, pour le moment quelconque.
L’espace F sera l’un des espaces note´s CN,∞E : par de´finition, f ∈ CN,∞E
signifie que
f =
∑
j∈Z
∆jf
dans S ′, que ∆jf ∈ E pour tout j, et que
‖f‖CN,∞E = supj∈Z (1 + 2
j)N ‖∆jf‖E < +∞.
Cet espace est bien complet.
Puisque, d’apre`s la Proposition 13, on a
‖∆jf‖L∞ ≤ C 2j ‖∆jf‖E,
l’espace CN,∞E est inclus dans L
∞ quand N > 1. En particulier, le
produit de deux e´le´ments de CN,∞E est de´fini dans ce cas. Il n’y a en
revanche aucune raison pour que CN,∞E soit inclus dans E, quel que soit
N .
On choisit maintenant et pour toute la suite le parame`tre N parmi
les entiers pairs ≥ 4, et on note F = CN,∞E . Il s’agit de de´montrer que
le couple (E, F ) est admissible.
La proprie´te´ (P1) est vraie par hypothe`se sur E.
La proprie´te´ (P2) re´sulte d’une se´rie de remarques simples.
Tout d’abord, l’injection de F dans L∞ implique celle de F dans S ′
(continuˆment). Pour ve´rifier que la classe S s’injecte dans F , on utilise
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l’existence d’une fonction ψN ∈ C∞(R+), SuppψN = [1
4
, 4], telle que,
pour tout j ∈ Z
(22) 2jN∆j = ∆j,N(−∆)N/2,
ou` ∆j,N = ψ
N(−4−j∆). Si f ∈ S ⊂ E, alors (−∆)N/2f ∈ S. En vertu
de l’invariance par translation de E, L1 est un module de convolution
sur E, donc il existe une constante C telle que
‖2jN∆jf‖E ≤ C
pour tout j. Ceci implique f ∈ F . On ve´rifie sans peine la continuite´
de l’injection.
Ensuite la norme F est invariante par translation parce que E est
invariant, et pour la meˆme raison, F est stable par homothe´tie de
rapport λ, λ > 0. Si t > 0, f ∈ F , alors ‖f‖t,F est e´quivalente a`
sup
j∈Z
(
1 + 2j
√
t
)N ‖∆jf‖E,
et ce uniforme´ment par rapport a` t. On identifie dans la suite ces deux
normes. Il devient e´vident que les ‖.‖t,F , ou` t appartient a` un compact
de ]0,∞[, sont uniforme´ment e´quivalentes entre elles.
Enfin, si f ∈ E alors e∆f ∈ E ce qui implique
sup
j∈Z
‖∆je∆f‖E < +∞.
On a de meˆme (−∆)N/2 e∆f ∈ E, donc d’apre`s (22)
sup
j∈Z
2jN ‖∆je∆f‖E < +∞.
Ceci montre que e∆ est continu de E dans F , et ache`ve de prouver que
(P2) est vraie.
On note la formule utile
(23) ∆j e
t∆ = (2j
√
t)−N (−t∆)N/2 et∆ ∆j,N .
Il reste a` ve´rifier (P3). Soient u, v ∈ F , qu’on suppose pour simplifier
un peu de norme 1 tous les deux : ‖u‖F = ‖v‖F = 1. On doit d’abord
montrer l’existence d’une constante C telle que
(24) ‖∆jB(u, v)(t)‖E ≤ C
(
1 + 2j
√
t
)−N
pour tous j ∈ Z, t > 0, ou`B(u, v)(t) est la distribution tempe´re´e de´finie
par
B(u, v)(t) =
∫ t
0
e(t−τ)∆ P (D)u(τ)v(τ)dτ.
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Cette formule est a` interpre´ter comme la se´rie
B(u, v)(t) =
∑
j∈Z
∫ t
0
∆j{e(t−τ)∆ P (D)u(τ)v(τ)}dτ,
dont la convergence dans S ′ est une conse´quence de (24). En effet, la
Proposition 13 entraˆıne
‖∆jB(u, v)(t)‖L∞ ≤ C2j ,
ce qui implique que B(u, v)(t) ∈ B˙−1,∞∞ et que, ∆jB(u, v)(t) e´tant le
terme ge´ne´ral, la se´rie converge pour la topologie faible ∗ de B˙−1,∞∞ .
Le point de de´part est l’ine´galite´ e´le´mentaire
‖∆jB(u, v)(t)‖E ≤
∫ t
0
‖∆je(t−τ)∆ P (D)u(τ)v(τ)‖E dτ.
Lemme 14. Il existe pour tout p > 0 une constante C, ne de´pendant
que de p, telle que
‖∆je(t−τ)∆ P (D)u(τ)v(τ)‖E ≤ C
(
1 + 2j
√
t− τ)−p2j ‖∆ju(τ)v(τ)‖E.
Preuve. On part de (16) pour e´crire ∆˜2j∆j = ∆j . L’ope´rateur P (D)
e´tant “a` coefficients constants”, on en de´duit
‖∆je(t−τ)∆ P (D)u(τ)v(τ)‖E ≤ ‖∆˜je(t−τ)∆‖ ‖∆˜jP (D)‖ ‖∆ju(τ)v(τ)‖E.
L’action de L1 sur E par convolution implique ‖∆˜je(t−τ)∆‖ ≤ C, et de
plus, si 2j
√
t− τ > 1, la formule (23) s’applique (quitte a` choisir a` la
place de N un autre entier pair supe´rieur a` p) et donne
‖∆˜je(t−τ)∆‖ ≤ C
(
2j
√
t− τ)−p.
D’autre part, il existe ψ♯ ∈ C∞(R+) a` support dans ]0,+∞[ telle que
∆˜jP (D) = 2
jψ♯(−4−j∆).
Ceci implique
‖∆˜jP (D)‖ ≤ C2j.
Le lemme en re´sulte directement. 
On est ainsi ramene´, pour prouver (24), a` estimer la quantite´
Bj(t) = 2
j
∫ t
0
(
1 + 2j
√
t− τ)−p ‖∆j(u(τ)v(τ))‖E dτ,
ou` p est un re´el > 0 qu’on choisira plus tard.
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On utilise la formule (18), sous une forme modifie´e obtenue apre`s
regroupement de termes s’e´crivant
(25) ∆j(fg) = ∆j(∆jf Sj−2g) + ∆j(Sj−2f ∆jg)
+ ∆j
( ∑
k≥j−4
∆kf ∆˜kg
)
.
Il suffit d’indiquer comment s’estiment les deux termes suivants :
Rj(t) = 2
j
∫ t
0
(
1 + 2j
√
t− τ)−p ‖∆ju(τ)Sj−2v(τ)‖E dτ,
Cj(t) = 2
j
∫ t
0
(
1 + 2j
√
t− τ)−p∥∥∥∥∆j( ∑
k≥j−4
∆ku(τ)∆˜kv(τ)
)∥∥∥∥
E
dτ.
Si v(τ) ∈ F , alors Sj−2v(τ) =
∑
j′≤j−3
∆j′v(τ) dans S ′. L’ine´galite´
(20) donne alors
‖∆ju(τ)Sj−2v(τ)‖E ≤
∑
j′≤j−3
‖∆ju(τ)∆j′v(τ)‖E
≤ C 2j ‖∆ju(τ)‖ sup
j′
‖∆j′v(τ)‖E
≤ C 2j (1 + 2j√τ)−N .
On obtient pour le terme rectangle
Rj(t) ≤ C
∫ t
0
(
1 + 2j
√
t− τ)−p(1 + 2j√τ)−N4jdτ
≤ C
∫ 4jt
0
(1 + 4jt− s)−p/2(1 + s)−N/2ds.
En choisissant p ≥ N , il vient
(26) Rj(t) ≤ C min(1, 4jt)
(
1 + 2j
√
t
)−N
.
Pour le terme carre´, on utilise l’ine´galite´ (21), ce qui donne
Cj(t) ≤ C
∫ t
0
(
1 + 2j
√
t− τ)−p ∑
k≥j−4
ηk−j
(
1 + 2k
√
τ
)−2N
4kdτ.
Si 2j
√
t ≥ 1, il vient
Cj(t) ≤ C
∑
k≥j−4
ηk−j
∫ 4kt
0
(1 + 4jt− 4j−ks)−p/2(1 + s)−Nds.
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En choisissant p ≥ 2N on obtient
Cj(t) ≤ C
∑
k≥j−4
ηk−j(1 + 4jt)−N ,
c’est-a`-dire
(27) Cj(t) ≤ C
(
1 + 2j
√
t
)−2N
.
Lorsque 2j
√
t < 1, un calcul analogue donne
Cj(t) ≤ C
∑
k≥j−4
ηk−j min(1, 4kt),
soit
(28) Cj(t) ≤ Cε(4jt),
ou` ε est la fonction de´finie sur R+ par la formule
ε(s) =
∑
n≥−4
ηn min(1, 4
ns).
C’est une fonction positive, croissante, borne´e, et surtout ve´rifiant
lim
s→0
ε(s) = 0.
Les ine´galite´s (26 - 27 - 28) donnent finalement une version plus forte
de (24), qui s’e´crit
(29) ‖∆jB(u, v)(t)‖E ≤ C ε(4jt)(1 + 2j
√
t)−N .
La fonction ε permet de prouver que B(u, v)(t) tend vers 0 dans S ′
quand t tend vers 0. En effet, si f ∈ S, on a
(B(u, v)(t), f) =
∑
j∈Z
(∆jB(u, v)(t), ∆˜jf)
La Proposition 13 et l’ine´galite´ (29) entraˆınent
‖∆jB(u, v)(t)‖L∞ ≤ C ε(2jt)2j ,
ce qui implique
|(B(u, v)(t), f)| ≤ C
∑
j∈Z
ε(2jt) 2j ‖∆˜jf‖L1.
L’espace des distributions tempe´re´es f telles que∑
j∈Z
2j‖∆˜jf‖L1 < +∞
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et lim
j→−∞
Sjf = 0 est l’espace de Besov homoge`ne B˙
1,1
1 (R
3) ; c’est le
pre´dual de B˙−1,∞∞ (voir Triebel [Tr]). Par convergence domine´e, on
obtient donc
lim
t→0
B(u, v)(t) = 0
pour la topologie faible ∗ et de meˆme, pour tout t > 0 fixe´
lim
j→−∞
SjB(u, v)(t) = 0
pour cette topologie, et par conse´quent dans S ′. Ainsi B(u, v)(t) ∈ F
pour tout t, et sup
t>0
‖B(u, v)(t)‖t,F < +∞.
Il reste a` montrer que B(u, v)(t) de´pend continuˆment de t > 0 pour
la topologie de F .
Soient t > 0 et h > 0, h ≤ t
4
. Si α ∈]0, t
4
], on a
B(u, v)(t+ h)− B(u, v)(t) =
∫ α+h
0
e(t+h−τ)∆ P (D)u(τ)v(τ)dτ
−
∫ α
0
e(t−τ)∆ P (D)u(τ)v(τ)dτ
+
∫ t
α
e(t−τ)∆ P (D)[u(τ + h)v(τ + h)− u(τ)v(τ)]dτ.
En reprenant les calculs qui ont conduit a` (29), on prouve
(30) ‖B(u, v)(t+ h)−B(u, v)(t)‖t,F
≤ C sup
j∈Z
ε(4jα + 4jh)
(
1 + 2j
√
t
)−1
+ C sup
j∈Z
ε(4jα)
(
1 + 2j
√
t
)−1
+ C sup
τ∈[α,t]
{‖u(τ + h)− u(τ)‖τ,F + ‖v(τ + h)− v(τ)‖τ,F}.
Par de´finition de F , on a pour tout α > 0 fixe´
lim
h→0
sup
τ∈[α,t]
{‖u(τ + h)− u(τ)‖τ,F + ‖v(τ + h)− v(τ)‖τ,F} = 0.
On a aussi pour tout t > 0
lim
α→0
sup
j∈Z
ε(4jα)
(
1 + 2j
√
t
)−1
= 0,
d’ou` il re´sulte que ‖B(u, v)(t + h) − B(u, v)(t)‖t,F tend vers 0 avec
h > 0.
Le cas h < 0, tout a` fait analogue, est laisse´ au lecteur. Le the´ore`me
8 est ainsi comple`tement de´montre´.
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2.4. Re´gularite´ : preuve du the´ore`me 9.
L’espace associe´ a` E est, lorsque
∑
n≥0
nηn < +∞, diffe´rent de l’espace
F pre´ce´dent ; on le note G. C’est l’espace de Besov inhomoge`ne BN,∞E
construit au-dessus de E, de´fini par les conditions S0f ∈ E et ∆jf ∈ E
pour tout j ≥ 0, avec
‖f‖G = ‖S0f‖E + sup
j≥0
2jN‖∆jf‖E < +∞.
L’entier N est choisi comme a` la section pre´ce´dente.
Si t > 0, la norme ‖.‖t,G est e´quivalente a`
‖Sj(t)f‖E + sup
j≥j(t)
(
2j
√
t
)N ‖∆jf‖E,
ou` j(t) est de´fini par les ine´galite´s 2−j(t) ≤ √t < 2−j(t)+1, et ce uni-
forme´ment par rapport a` t. On identifie donc les deux normes. Enfin,
on note G au lieu de F l’espace des u telles que
‖u‖G = sup
t>0
‖u(t)‖t,G < +∞
qui de´pendent continuˆment de t.
La preuve du the´ore`me 9 est paralle`le a` celle du the´ore`me 8, et
presque comple`tement laisse´e au lecteur. Deux points me´ritent d’eˆtre
de´taille´s, qui expliquent l’introduction de l’hypothe`se
∑
n≥0
nηn < +∞.
Le premier est la de´monstration de l’ine´galite´
‖Sj(t)B(u, v)(t)‖E ≤ C ‖u‖G ‖v‖G.
On part de
‖Sj(t)B(u, v)(t)‖E ≤
∑
j<j(t)
‖∆jB(u, v)(t)‖E,
et, de´montrant que (29) est encore vrai, on obtient si ‖u‖G = ‖v‖G = 1,
‖Sj(t)B(u, v)(t)‖E ≤ C
∑
j<j(t)
∑
n≥−4
ηnmin(1, 4
n+jt)
≤ C
∑
n≥−4
(5 + n) ηn.
Le deuxie`me est la de´monstration de
lim
h→0
‖Sj(t){B(u, v)(t+ h)−B(u, v)(t)}‖E = 0.
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L’argument est semblable a` celui utilise´ pour (30), a` condition de rem-
placer ε(4jα) par
ε˜(t, 4jα) =
∑
j<j(t)
∑
n≥−4
ηnmin(1, 4
n+jα),
et de meˆme pour ε(4jα + 4jh). Comme on a bien, pour tout t > 0
lim
α→0
ε˜(t, 4jα) = 0,
le raisonnement est inchange´.
2.5. Autres re´sultats de re´gularite´.
Le the´ore`me 9 est en fait valable sous une condition le´ge`rement plus
faible, qui sera utilise´e dans la prochaine partie.
Proposition 15. Soit E un espace fonctionnel invariant tel que
a) si f, g ∈ E avec Supp f̂ ⊂ Γj et Supp ĝ ⊂ Bj−2, j ∈ Z, alors fg ∈ E
et
‖fg‖E ≤ C 2j ‖f‖E ‖g‖E,
ou` C est une constante ne de´pendant que de E,
b) il existe une suite (ηn)n∈Z telle que
∑
n≥0
nηn < +∞ et, si f, g ∈ E
avec Supp f̂ ⊂ Γk, Supp ĝ ⊂ Γ˜k, alors ∆j(fg) ∈ E pour tout j ∈ Z, et
‖∆j(fg)‖E ≤ ηk−j 4k 2−j ‖f‖E ‖g‖E.
Alors, il existe un espace de Banach G ⊂ E tel que le couple (E,G)
soit admissible. De plus, si u ∈ G est une solution de (1) pour une
donne´e initiale u0 ∈ E quelconque, alors
- u ∈ C ([0,∞[;E) si S est dense dans E,
- u ∈ C (]0,∞[;E) et lim
t→0
u(t) = u0 pour la topologie faible ∗ si S est
dense dans le pre´dual de E.
Preuve. On conside`re le meˆme espace G que dans le the´ore`me 9. Le
seule diffe´rence avec les preuves pre´ce´dentes est dans le traitement des
produits du type ∆ju(τ)Sj−2v(τ), ou` u, v ∈ G. L’hypothe`se a) donne
‖∆ju(τ)Sj−2v(τ)‖E ≤ C 2j ‖∆ju(τ)‖E ‖Sj−2v(τ)‖E .
Si j−2 ≤ j(τ), alors ‖Sj−2v(τ)‖E ≤ C ‖v(τ)‖τ,G, tandis que si j−2 >
j(τ), alors
‖Sj−2v(τ)‖E ≤ ‖Sj(τ)v(τ)‖E +
j−1∑
k=j(τ)+1
‖∆kv(τ)‖E
≤ C ‖v(τ)‖τ,G.
On en de´duit
‖∆ju(τ) Sj−2v(τ)‖E ≤ C 2j
(
1 + 2j
√
τ
)−N ‖u‖G‖v‖G,
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puis l’ine´galite´ (26). On termine la preuve comme pour le the´ore`me
9. 
Enfin, la re´gularite´ de la solution peut encore eˆtre ame´liore´e si l’hypo-
the`se a) de la proposition pre´ce´dente est renforce´e.
Proposition 16. Soit E un espace ve´rifiant toutes les hypothe`ses pre´-
ce´dentes, a` l’exception de a), remplace´e par :
a’) si f, g ∈ E avec Supp f̂ ⊂ Γj et Supp ĝ ⊂ Bj−2, j ∈ Z, alors fg ∈ E
et
‖fg‖E ≤ C ‖f‖E ‖g‖L∞,
ou` C est une constante ne de´pendant que de E. Alors, toute solution
u ∈ G de l’e´quation (1) est de classe C∞ sur ]0,∞[×R3. De plus, pour
tout entier n et tout multi-indice α, il existe une constante Cn et une
constante Cα telles que
(31)
∣∣∣∣ ∂n∂tn u(t, x)
∣∣∣∣ ≤ Cntn+1/2
et
(32) |Dαx u(t, x)| ≤
Cα
t(|α|+1)/2
,
pour tout t > 0, x ∈ R3.
Preuve. La cle´ est dans la modification suivante de (26) :
(33) Rj(t) ≤ C min(1, 4jt)
(
1 + 2j
√
t
)−N−1
,
valable lorsque u, v ∈ G. Pour le voir, on e´crit si j − 2 > j(τ)
Sj−2v(τ) =
∑
j(τ)≤j′≤j−3
∆j′v(τ) + Sj(τ)v(τ)
et on utilise la Proposition 13. On obtient, puisque N > 1,
‖Sj−2v(τ)‖L∞ ≤ C
∑
j(τ)≤j′≤j−3
2j
′
(
2j
′√
τ
)−N‖v‖G + C 2j(τ)‖v‖G
≤ C√
τ
‖v‖G.
On en de´duit que
‖Sj−2v(τ)‖L∞ ≤ C 2
j
1 + 2j
√
τ
‖v‖G
pour tout j ∈ Z. L’ine´galite´ (33) en de´coule en utilisant a’) pour
f = ∆ju(τ) et g = Sj−2v(τ).
Si on note momentane´ment GN au lieu de G, afin de rendre apparent
le parame`tre N , les ine´galite´s (27) et (33) montrent que B envoie GN ×
GN dans GN+1 :
‖B(u, v)‖GN+1 ≤ CN‖u‖GN‖v‖GN .
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Comme Su0 ∈ GN pour tout N quand u0 ∈ E, un argument de “boot-
strap” classique donne u ∈ GN pour tout N e´galement. On en de´duit
(32) par des calculs semblables aux pre´ce´dents dont le de´tail est laisse´
au lecteur. Cela implique ensuite (31). 
2.6. Existence et re´gularite´ locales.
Pour re´soudre localement l’e´quation (1) sans condition de taille sur
la donne´e initiale, on pose a priori u = Su0+v, ce qui donne l’e´quation
suivante d’inconnue v :
(34) v = B(Su0, Su0) + 2B(Su0, v) +B(v, v).
Si T > 0 est, pour le moment, quelconque, on de´signe par FT l’espace
des fonctions continues v de ]0, T [ a` valeurs dans F , telles que
‖v‖FT = sup
t>0
‖v(t)‖t,F < +∞.
L’espace F est l’espace CN,∞E utilise´ pour prouver le the´ore`me 8. On
de´finit de la meˆme manie`re l’espace GT .
Soit L l’ope´rateur line´aire de´fini par
Lv = 2B(Su0, v).
sur FT ou GT . Bien qu’on ait ainsi de´fini plusieurs ope´rateurs, on les
de´signera de la meˆme fac¸on dans la suite.
Il re´sulte des preuves des the´ore`mes 8 et 9 que, sous leurs hypothe`ses,
L est continu sur FT et sur GT , uniforme´ment en T , et pour tout u0 ∈ E.
Les re´sultats locaux seront une conse´quence de l’observation suivante.
Lemme 17. Si lim
j→+∞
‖∆ju0‖E = 0, alors les normes de L sur FT (si∑
n≥0
ηn < +∞) et sur GT (si
∑
n≥0
nηn < +∞) tendent vers 0 avec T .
Admettons-le un moment. Si T est assez petit, l’ope´rateur I −L est
inversible sur FT ou GT , et l’e´quation (34) est e´quivalente a`
(35) v = (I − L)−1 B(Su0, Su0) + (I − L)−1B(v, v).
Le the´ore`me 3 peut donc s’appliquer. Comme (I−L)−1 B(Su0, Su0) =
1
2
(I − L)−1L(Su0), le lemme 17 implique aussi
lim
T→0
‖(I − L)−1 B(Su0, Su0)‖FT = 0
si
∑
n≥0
ηn < +∞, et de meˆme dans GT si
∑
n≥0
nηn < +∞.
On peut donc re´soudre (35).
Ecrivons les re´sultats obtenus.
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The´ore`me 18. Soit E un bon espace et u0 ∈ E tel que
lim
j→+∞
‖∆ju0‖E = 0.
Alors il existe T > 0 tel que l’e´quation (1) admette une solution u dans
FT . De plus, si
∑
n≥0
nηn < +∞, alors u ∈ GT et donc
- u ∈ C([0, T [;E) si S est dense dans E,
- u ∈ C(]0, T [;E) et lim
t→0
u(t) = u0 pour la topologie faible ∗ si S est
dense dans le pre´dual de E.
Le reste de ce paragraphe est consacre´ a` la preuve du lemme 17.
On se place d’abord dans FT : soit v = (v(t))0<t<T tel que
‖∆jv(t)‖E ≤
(
1 + 2j
√
t
)−N
pour tous j ∈ Z et t ∈]0, T [. Reprenant la preuve du the´ore`me 8, on
se rame`ne a` estimer les trois termes suivants :
R′j(t) = 2
j
∫ t
0
(
1 + 2j
√
t− τ)−p ‖∆jSu0(τ)Sj−2v(τ)‖E dτ,
R′′j (t) = 2
j
∫ t
0
(
1 + 2j
√
t− τ)−p ‖Sj−2Su0(τ)∆jv(τ)‖E dτ,
Cj(t) = 2
j
∫ t
0
(
1 + 2j
√
t− τ)−p ∥∥∥∥∆j( ∑
k≥j−4
∆kSu0(τ) ∆˜kv(τ)
)∥∥∥∥
E
dτ.
Chacun de ces termes est estime´ comme dans les ine´galite´s (25-26-27),
en suivant soigneusement la de´pendance par rapport a` u0. On utilise
toujours l’ine´galite´
‖∆jSu0(τ)‖E ≤ C
(
1 + 2j
√
τ
)−N ‖∆ju0‖E ,
qui se de´montre comme le lemme 14.
On obtient ainsi pour le premier terme rectangle :
R′j(t) ≤ C min(1, 4jt) ‖∆ju0‖E
(
1 + 2j
√
t
)−N
,
de la meˆme fac¸on qu’on a obtenu (25). Pour le second, on e´crit
‖Sj−2Su0(τ) ∆jv(τ)‖E ≤ C
∑
j′≤j−3
2j
′ ‖∆j′Su0(τ)‖E ‖∆jv(τ)‖E
≤ C 2j(1 + 2j√τ)−N ∑
j′≤j−3
2j
′−j ‖∆j′u0‖E.
On en de´duit la majoration
R′′j (t) ≤ C min(1, 4jt)
∑
j′≤j−3
2j
′−j ‖∆j′u0‖E
(
1 + 2j
√
t
)−N
.
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Enfin, on a pour le terme carre´
Cj(t) ≤ C
∫ t
0
(
1+2j
√
t− τ)−p ∑
k≥j−4
ηk−j ‖∆ku0‖E
(
1+2k
√
τ
)−2N
4kdτ.
Comme pour (26-27), on obtient
Cj(t) ≤ C
∑
k≥j−4
ηk−j ‖∆ku0‖E min(1, 4kt)
(
1 + 2j
√
t
)−2N
.
L’ensemble de ces estimations donne
(36)
(
1 + 2j
√
t
)N ‖∆jB(Su0, v)(t)‖E ≤
C{min(1, 4jt)
∑
j′≤j
2j
′−j‖∆j′u0‖E +
∑
k≥j−4
ηk−j‖∆ku0‖E min(1, 4kt)}.
Il est e´le´mentaire de ve´rifier que le terme entre accolades tend vers 0
avec t, uniforme´ment par rapport a` j, si lim
l→+∞
‖∆lu0‖E = 0.
Cela prouve que la norme de L sur FT tend vers 0 avec T .
Lorsque
∑
n≥0
nηn < +∞, l’extension a` GT repose encore une fois sur
l’ine´galite´
‖Sj(t)B(Su0, v)(t)‖E ≤
∑
j<j(t)
‖∆jB(Su0, v)(t)‖E.
On injecte l’ine´galite´ (36), et on conclut : les de´tails sont laisse´s au
lecteur.
3. Liens avec les re´sultats ante´rieurs
3.1. L’espace L3(R3).
C’est sur cet espace que Kato a construit des solutions de (1) suivant
la me´thode de la premie`re partie.
Proposition 19. L3(R3) est un bon espace.
Preuve. L3(R3) est un espace fonctionnel invariant. L’ine´galite´ (20)
re´sulte de la Proposition 13 et de ce que toute fonction borne´e est un
multiplicateur de L3.
Soient f, g ∈ L3, Supp f̂ ⊂ Γk, Supp ĝ ⊂ Γ˜k, et j ≤ k + 4. Puisque
fg ∈ L3/2, l’ine´galite´ d’Young donne
‖∆j(fg)‖L3 ≤ C 2j ‖fg‖L3/2 ≤ C 2j ‖f‖L3 ‖g‖L3.
Ceci montre (21) avec ηn = 4
−n, et conclut la preuve. 
Kato a employe´ dans [K] un espace F diffe´rent de celui utilise´ dans la
preuve du the´ore`me 8 (ou du the´ore`me 9, qui s’applique) : les re´sultats
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d’unicite´ de Furioli-Lemarie´-Terraneo montrent que ce sont les meˆmes
solutions qui sont obtenues ([F,LR,Te]).
3.2. Espaces de Lorentz.
Meyer a montre´ comment faire fonctionner la me´thode KW dans
L(3,∞) ([M]). On a en fait la
Proposition 20. Si 1 ≤ q ≤ ∞, l’espace L(3,q) est un bon espace.
Preuve. On rappelle que, si 1 ≤ p, q ≤ ∞, une fonction mesurable f
appartient a` L(p,q) lorsque
‖f‖L(p,q) =
(
q
p
∫ +∞
0
[t1/pf ∗(t)]q
dt
t
)1/q
< +∞,
et si 1 ≤ p ≤ ∞ et q =∞, lorsque
‖f‖L(p,∞) = sup
t>0
t1/pf ∗(t) < +∞.
On a note´ f ∗ le re´arrangement de´croissant de f :
f ∗(t) = inf{s ≥ 0; |{|f | > s}| ≤ t}, t ≥ 0.
Si p > 1, il existe une norme sur L(p,q), e´quivalente a` ‖ ·‖L(p,q) (qui n’est
pas une norme), et qui rend L(p,q) complet (Stein-Weiss [S,W], chapitre
V). Enfin, L(p,p) n’est autre que Lp.
Parmi tous les espaces de Lorentz, ce sont les L(3,q) qui sont invari-
ants.
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On a bien suˆr S ⊂ L(3,q), et l’inclusion L3,q ⊂ Lp1 +Lp2, ou` 1 < p1 <
3 < p2, montre que L
(3,q) ⊂ S ′ et que lim
j→−∞
Sjf = 0 si f ∈ L(3,q). Les
L(3,q) sont donc des espaces fonctionnels invariants. Pour montrer qu’ils
sont compatibles, on note d’abord que les fonctions borne´es sont des
multiplicateurs de ces espaces, ce qui donne (19) (avec la Proposition
13). D’autre part, on a
(37) ‖fg‖
L(
3
2 ,q)
≤ C ‖f‖L(3,q) ‖g‖L(3,q)
et
(38) ‖h ∗ F‖L(3,q) ≤ C ‖h‖L 32 ‖F‖L( 32 ,q) .
Si on admet ces deux ine´galite´s, alors on montre que (21) est ve´rifie´e
avec ηn = 4
−n, exactement comme dans le cas de l’espace L3.
Il suffit de de´montrer (37) dans le cas ou` f = g. L’identite´ (f 2)∗(t) =
f ∗(t)2 implique l’ine´galite´
‖f 2‖
L(
3
2 ,q)
≤ C ‖f‖L(3,∞) ‖f‖L(3,q),
et on conclut avec l’inclusion L(3,q) ⊂ L(3,∞).
Pour obtenir (38), on part de
‖h ∗ F‖Lr ≤ ‖h‖L 32 ‖f‖Lp
chaque fois que 1 ≤ p ≤ 3 et 1
r
= 1
p
− 1
3
. Le the´ore`me d’interpolation
de Hunt ([S,W], p.197) fournit
‖h ∗ F‖L(r,q) ≤ C ‖h‖L 32 ‖f‖L(p,q)
pour tous p ∈]1, 3[ et q ∈ [1,∞]. On en de´duit (38). 
3.3. Espaces de Besov et de Triebel-Lizorkin.
Les espaces B˙
3
p
−1,∞
p ont e´te´ e´tudie´s par Cannone dans sa the`se, no-
tamment pour 3 < p ≤ 6, et lui ont permis de construire des solutions
auto-similaires des e´quations de Navier-Stokes ([C]).
Proposition 21. Les espaces B˙
3
p
−1,q
p , 1 ≤ q ≤ ∞ et 1 ≤ p <∞, sont
de bons espaces. Il en est de meˆme des espaces F˙
3
p
−1,q
p , 1 ≤ p, q <∞.
Preuve. Le parame`tre de re´gularite´ 3
p
− 1 est ajuste´ pour que ces
espaces soient invariants. Ce sont des espaces fonctionnels : voir [Tr].
Ici, E de´signe indiffe´remment l’un des B˙
3
p
−1,q
p ou des F˙
3
p
−1,q
p , 1 ≤
p <∞ fixe´, 1 ≤ q ≤ ∞ (Besov) ou 1 ≤ q < ∞ (Triebel-Lizorkin). On
utilisera la remarque importante que pour tout k ∈ Z et f ∈ E avec
Supp f̂ ⊂ Γk on a ‖f‖E ∼ 2k(
3
p
−1)‖f‖Lp uniforme´ment pour k ∈ Z.
Noter que l’indice q n’apparaˆıt pas. Cela re´sulte de l’e´quivalence des
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normes sur E obtenues en partant de deux analyses de Littlewood-
Paley diffe´rentes.
Soient f, g ∈ E, Supp f̂ ⊂ Γk, Supp ĝ ⊂ Γl, k, l ∈ Z et j ∈ Z.
Si |k − l| ≥ 3, et par exemple l ≤ k − 3, alors fg = ∆˜k(fg), donc
‖fg‖E ≤ C 2k(
3
p
−1) ‖fg‖Lp
≤ C 2k( 3p−1) ‖f‖Lp ‖g‖L∞
≤ C 2l ‖f‖E ‖g‖E,
d’apre`s la Proprosition 13 une fois encore.
Si |k − l| ≤ 2, on utilise a` nouveau l’ine´galite´ d’Young. Si p ≥ 2, on
a
‖∆j(fg)‖E ≤ C 2j(
3
p
−1) ‖∆j(fg)‖Lp
≤ C 2j( 6p−1) ‖fg‖Lp/2
≤ C 2j( 6p−1) ‖f‖Lp ‖g‖Lp
≤ C 2(j−k)( 6p−1) 2k‖f‖E ‖g‖E.
Cela prouve (20) et (21) avec ηn = 2
− 6n
p .
Si 1 ≤ p < 2, et toujours lorsque |k − l| ≤ 2, on e´crit
‖∆j(fg)‖E ≤ C 2j(
3
p
−1) ‖∆j(fg)‖Lp
≤ C 22j ‖fg‖L1
≤ C 22j ‖f‖Lp ‖g‖Lp′
≤ C 22j−k ‖f‖E ‖g‖E
ce qui prouve (19) et (20) avec ηn = 2
−3n. 
Remarque : si p > 6, fg /∈ E en ge´ne´ral, meˆme sous les hypothe`ses
de (21).
Dans ces exemples, p =∞ apparaˆıt comme valeur critique. On a en
effet le re´sultat suivant.
Proposition 22. Les espaces B˙−1,q∞ , 1 ≤ q ≤ ∞, ne sont pas de bons
espaces. Ils sont compatibles et ve´rifient (19) avec ηn = C pour une
certaine constante C, et ce choix de la suite η est le meilleur possible.
Preuve. La compatibilite´ de ces espaces se de´montre comme dans le
cas p <∞, et on trouve ηn = C.
Soit φ ∈ S telle que Supp φ̂ ⊂ B0. Si x1 de´signe la premie`re coor-
donne´e de x ∈ R3 et si k ∈ N, on pose
f(x) = 2k e−i2
kx1 φ(x),
g(x) = 2k ei2
kx1 φ(x).
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Alors f, g ∈ B˙−1,q∞ pour tout q, de normes ‖φ‖L∞ , avec Supp f̂ ⊂ Γk et
de meˆme pour g. On a
∆0(fg) = 4
k ∆0(φ
2),
donc
‖∆0(fg)‖B˙−1,q∞ = 4k ‖∆0(φ2)‖L∞.
Ceci prouve que si η est une suite pour laquelle (19) est vraie dans
B˙−1,q∞ , alors
ηn ≥ sup
φ
‖∆0(φ2)‖L∞
‖φ‖2L∞
,
pour tout n ≥ 0. La proposition est de´montre´e. 
Le corollaire 12 e´nonce bien entendu une proprie´te´ beaucoup plus
forte de l’espace B˙−1,∞∞ .
3.4. Espaces de Morrey.
Si 1 < q ≤ p <∞, une fonction f ∈ Lqloc est dans l’espace de Morrey
Mpq lorsque
sup R
3
p
(
−
∫
B(x0,R)
|f |q
)1/q
< +∞,
ou` la borne supe´rieure est prise sur tous les x0 ∈ R3 et les R > 0, et
ou` −
∫
B
de´signe 1|B|
∫
B
.
Les espaces Mp1 sont des espaces de mesures : on dit qu’une mesure
de Radon ν appartient a` Mp1 lorsque
sup
x0,R
R
3
p
|ν|(B(x0, R))
|B(x0, R)| < +∞.
Les espaces de Morrey invariants sont les M3q , 1 ≤ q ≤ 3.
Proposition 23. Les espaces M3q , 1 ≤ q ≤ 3, sont de bons espaces.
Preuve. Que ces espaces soient des espaces fonctionnels (de´finition 5)
n’est pas e´vident, mais cependant de´ja` connu : voir par exemple [M].
L’ine´galite´ (20) s’obtient avec l’argument utilise´ a` plusieurs reprises,
selon lequel toute fonction borne´e est un multiplicateur des espaces de
Morrey.
Soient maintenant f, g ∈ M3q , 1 ≤ q ≤ 3, qu’on suppose de normes
1 pour simplifier, telles que Supp f̂ ⊂ Γk, Supp ĝ ⊂ Γ˜k, k ∈ Z, et soit
j ∈ Z, j ≤ k + 4. Il s’agit d’estimer
Ij = R
(
−
∫
B(x0,R)
|∆j(fg)|q
)1/q
uniforme´ment par rapport a` x0, R.
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On commence par de´montrer l’existence d’une constante C telle que
(39) ‖∆j(fg)‖L∞ ≤
{
C 4j, si q ≥ 2,
C 4k(1−q/2) 4jq/2, si q < 2.
Pour le voir, on e´crit, en choisissant N assez grand :
|∆j(fg)(x)| ≤ C 23j
∫
(1 + 2j|x− y|)−N |f(y)g(y)|dy
≤ C 23j
∫
B(x,2−j)
|f(y)g(y)|dy
+ C
∑
n≥0
23j 2−nN
∫
B(x,2n+1−j )\B(x,2n−j )
|f(y)g(y)|dy
≤ C
∑
n≥0
2−n(N−3) −
∫
B(x,2n−j )
|f(y)g(y)|dy.
Si q ≥ 2, on applique la de´finition de M3q directement :
|∆j(fg)(x)| ≤ C
∑
n≥0
2−n(N−3)
(
−
∫
B(x,2n−j )
|fg|q/2
)2/q
≤ C
∑
n≥0
2−n(N−3) 4j−n
≤ C 4j.
pourvu que N > 1.
Si q < 2, on utilise la Proposition 13, qui implique ici ‖f‖L∞ ≤ C 2k
et de meˆme pour g, en e´crivant
|∆j(fg)(x)| ≤ C ‖fg‖1−q/2L∞
∑
n≥0
2−n(N−3) −
∫
B(x,2n−j)
|fg|q/2.
Des calculs analogues aux pre´ce´dents donnent le re´sultat de`s que N >
3− q/2.
Revenons a` Ij . Dans le cas ou` R ≤ 2−j, (39) donne
Ij ≤ ‖∆j(fg)‖L∞2−j ≤
{
C 4j−k 4k 2−j si q ≥ 2,
C 4(j−k)q/2 4k 2−j si q < 2.
28 P. AUSCHER ET PH. TCHAMITCHIAN
Dans le cas ou` R > 2−j et q ≥ 2, on commence par estimer
|∆j(fg)(x)|q/2 ≤
{
C
∫
23j(1 + 2j|x− y|)−N |f(y)g(y)|dy
}q/2
≤ C
∫
23j(1 + 2j |x− y|)−N |f(y)g(y)|q/2dy
≤ C
∫
|x−y|≤R
23j(1 + 2j|x− y|)−N |f(y)g(y)|q/2dy
+ C
∑
n≥0
∫
2nR≤|x−y|≤2n+1R
23j(2j+nR)−N |f(y)g(y)|q/2dy
d’ou` l’on de´duit, si N > 3, que
−
∫
B(x0,R)
|∆j(fg)|q/2 ≤ C
∑
n≥0
(2j+nR)−(N−3) −
∫
B(0,2n+2R)
|fg|q/2
≤ C (1 + 2jR)−N+3 R−q
≤ C R−q.
On interpole ensuite cette ine´galite´ avec (39), pour obtenir
Ij ≤ R ‖∆j(fg)‖1/2L∞
(
−
∫
B(x0,R)
|∆j(fg)|q/2
)1/q
≤ C 2j
= C 4j−k 4k 2−j.
Dans le cas ou` R > 2−j et q < 2, on commence par observer comme
ci-dessus que
−
∫
B(x0,R)
|∆j(fg)| ≤ C
∑
n≥0
(2j+nR)−N+3 −
∫
B(x0,2n+2R)
|fg|.
Ecrivant ensuite
|f(y)g(y)| ≤ ‖fg‖1−q/2L∞ |f(y)g(y)|q/2,
on obtient
−
∫
B(x0,R)
|∆j(fg)| ≤ C 4k(1−q/2)R−q.
Enfin, on interpole avec (39) :
Ij ≤ R ‖∆j(fg)‖1−1/qL∞
(
−
∫
B(x0,R)
|∆j(fg)|
)1/q
≤ C 4k(1−q/2) 2j(q−1)
= C 2(j−k)q 4k 2−j.
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Au total, on a prouve´ (21), avec ηn = 4
−n si q ≥ 2 et ηn = 2−qn si
q < 2, ce qui cloˆt la de´monstration. 
Le meˆme type de calculs sera utilise´ dans la partie suivante, ou`
l’espace de Morrey M32 joue implicitement un roˆle.
3.5. Espaces de Konozo et Yamazaki.
Il s’agit d’espaces de Besov au-dessus d’espaces de Morrey, note´s ici
B˙s,r
Mpq
, s ∈ R, 1 ≤ q ≤ p < ∞ et 1 ≤ r ≤ ∞ (N sp,q,r dans [Ko,Y]). La
norme se calcule par ∥∥(2js‖∆˜jf‖Mpq )j‖ℓr .
Ceux d’entre eux qui sont invariants sont caracte´rise´s par s = 3
p
− 1.
Proposition 24. Pour 1 ≤ q ≤ p < ∞ et 1 ≤ r ≤ ∞, les espaces
B˙
3
p
−1,r
Mpq
sont de bons espaces.
La preuve est une adaptation des calculs des deux sections pre´ce´dentes
en utilisant que si E = B˙
3
p
−1,r
Mpq
, f ∈ E et k ∈ Z,
‖∆kf‖E = 2k(
3
p
−1)‖∆kf‖Mpq .
On trouve
ηn =
{
4−
3n
p , q ≥ 2,
4−
3nq
2p , q ≤ 2.
Les de´tails sont laisse´s au lecteur.
3.6. Espaces de´finis par des conditions sur la transforme´e de
Fourier.
Le Jan et Sznitman ont re´solu l’e´quation (1) avec donne´e initiale dans
l’espace des distributions tempe´re´es f telles que |ξ|2 f̂(ξ) soit borne´ sur
R
3 ([Le,Sz]). Cet espace est caracte´rise´ par la condition
sup
j∈Z
4j ‖∆̂jf‖L∞ < +∞.
L’ine´galite´
‖∆̂jf‖Lq ≤ C 23j/q ‖∆̂jf‖L∞
sugge`re une ge´ne´ralisation. Si 1 ≤ q ≤ ∞, on note Fq l’espace des
distributions tempe´re´es f telles que
‖f‖Fq = sup
j∈Z
2j(2−3/q) ‖∆̂jf‖Lq < +∞.
Remarquer que F2 = B˙
1/2,∞
2 , et que F1 est l’espace de Besov B˙
−1,∞
A
construit au-dessus de l’alge`bre de Wiener A.
Proposition 25. Les espaces Fq sont de bons espaces pour 1 < q ≤ ∞.
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Preuve. On laisse au lecteur le soin de ve´rifier que ce sont des espaces
fonctionnels invariants.
Soient f, g ∈ Fq, Supp f̂ ⊂ Γk, Supp ĝ ⊂ Γl, k, l ∈ Z, et soit j ∈ Z.
Si |k−l| ≥ 3, et par exemple l ≤ k−3, on e´crit, puisque fg = ∆˜k(fg),
‖fg‖Fq ≤ C 2k(2−3/q) ‖f̂ ∗ ĝ‖Lq
≤ C 2k(2−3/q) ‖f̂ ‖Lq ‖ĝ‖L1
≤ C ‖f‖Fq 23l/q
′ ‖ĝ‖Lq
≤ C 2l ‖f‖Fq ‖g‖Fq ,
ce qui de´montre (20).
Si |k − l| ≤ 2, on a
‖∆j(fg)‖Fq ≤ C 2j(2−3/q) ‖f̂ ∗ ĝ‖Lq
≤ C 2j(2−3/q) ‖f̂ ‖L1 ‖ĝ‖Lq
≤ C 2k(2−3/q) 23k/q′‖f̂ ‖Lq ‖ĝ‖Lq
≤ C 2(j−k)3/q′ 4k 2−j ‖f‖Fq ‖g‖Fq .
Cela signifie que (21) est vraie, avec ηn = 2
−3n/q′, et termine la preuve.

Remarque : on voit que (21) est vraie dans F1, avec ηn = 1. Le contre-
exemple de la Proposition 19 permet e´galement de montrer qu’il n’y a
pas de meilleur choix de η possible, et par conse´quent que F1 n’est pas
un bon espace.
3.7. Discussion de quelques conditions abstraites.
Plusieurs auteurs ont donne´ des conditions abstraites que doit ou
peut posse´der un espace E pour qu’il soit possible de re´soudre (1)
par la me´thode KW, spe´cialise´e par un choix particulier de l’espace F
(ge´ne´ralement E lui-meˆme ou un sous-espace de E).
Si par exemple on cherche a` prouver la continuite´ de l’application B
sur C([0,∞[;E), alors il est ne´cessaire d’avoir
(40) ‖(−∆)−1/2fg‖E ≤ C ‖f‖E ‖g‖E
pour tous f, g ∈ E (voir [M]). Mais cela n’est pas suffisant, comme l’a
montre´ Oru ([O]) avec E = L3. Noter que (40) est plus forte qu’une
condition propose´e par Cannone a` la fin de sa the`se ([C]), s’e´crivant
(41) ‖∆j(fg)‖E ≤ C 2j ‖f‖E ‖g‖E.
En la modifiant convenablement, Furioli, Lemarie´ et Terraneo ont toute-
fois obtenu la continuite´ de B sur C([0,∞[; B˙0,∞E ) ([F,LR,Te]). Leur
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condition est la suivante
(42) ‖∆j(fg)‖E ≤ C 2j sup
j′
‖∆j′f‖E sup
j′
‖∆j′g‖E.
C’est (41) dans l’espace B˙0,∞E , et aussi (40).
Meyer et Muschietti d’une part, Furioli, Lemarie´ et Terraneo d’autre
part, ont donne´ d’autres conditions permettant de re´soudre (1) par la
me´thode de Kato :
(43) ‖fg‖E ≤ C (‖f‖L∞ + ‖(−∆)1/2f‖E) ‖g‖E
est e´tudie´e dans [M],
(44) ‖∆j(fg)‖E ≤ C (‖f‖E ‖g‖L∞ + ‖f‖L∞ ‖g‖E)
a e´te´ propose´e dans [F,LR,Te], ainsi que la forme le´ge`rement plus
pre´cise
(45) ‖∆j(fg)‖E ≤ C ‖f‖E ‖g‖L∞ + C 2j(1−α)‖f‖1−αE ‖f‖αL∞ ‖g‖E ,
ou` α ∈]0, 1[.
Proposition 26. Tout espace fonctionnel invariant ve´rifiant l’une des
proprie´te´s (40) a` (45) est un bon espace, au sens de la variante de la
Proposition 15.
Preuve. Soient d’abord f, g ∈ E, Supp f̂ ⊂ Γk et Supp ĝ ⊂ Bk−2,
k ∈ Z. On a alors fg = ∆˜k(fg), et d’apre`s (22),
fg = 2k ∆˜k,−1 ((−∆)−1/2fg),
(−∆)1/2f = 2k ∆˜k,−1(f).
Ces identite´s injecte´es dans (40 - 45) donnent
‖fg‖E ≤ C 2k ‖f‖E ‖g‖E,
e´ventuellement en utilisant aussi la Proposition 13 (c’est-a`-dire ‖f‖L∞ ≤
C 2k ‖f‖E).
Si ensuite l’hypothe`se sur g est change´e en Supp ĝ ⊂ Γ˜k, et si j ∈ Z,
alors on obtient (21) par des conside´rations analogues, avec ηn = 4
−n
sous les conditions (40 - 41 - 42), et ηn = 2
−n sous (43 - 44 - 45). Les
de´tails sont laisse´s au lecteur. 
Remarque : tout espace fonctionnel invariant ve´rifiant (43) est e´ga-
lement un bon espace au sens de la De´finition 7, puisque (20) est vraie
dans ce cas.
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4. Les espaces M(η) et les contre-exemples
Le but principal de cette partie est de de´montrer le the´ore`me 11. Les
espaces E qui vont fournir les contre-exemples de´sire´s appartiennent a`
une meˆme classe, celle des espaces M(η).
4.1. Les espaces M(η).
Definition 27. Soit η = (ηn)n∈Z une suite positive, de´croissante et
re´gulie`re. L’espace M(η) est l’ensemble des distributions tempe´re´es
f telles que lim
j→−∞
Sjf = 0 dans S ′, et pour lesquelles il existe une
constante C ve´rifiant pour tous x0 ∈ R3, j, j′ ∈ Z avec j ≥ j′
(46) −
∫
B(x0,2−j
′ )
|∆jf |2 ≤ C2 η2j−j′ 4j ,
ou` −
∫
B
de´signe
1
|B|
∫
B
. La norme dans M(η) est la plus petite constante
C possible.
La re´gularite´ de la suite η implique que M(η) ne de´pend pas d’un
choix particulier des ope´rateurs ∆j . Des ine´galite´s (46) avec j
′ = j et
de (16), on de´duit que M(η) s’injecte dans B˙−1,∞∞ . Il s’ensuit que les
valeurs de η pour les entiers n ≤ 0 n’ont pas d’importance : on suppose
dore´navant ηn = η0 si n ≤ 0, de sorte que (46) est vraie quels que soient
j et j′.
Si lim inf 23n η2n = 0, alors M(η) est re´duit a` {0}, de sorte qu’on
suppose e´galement lim inf 23n η2n > 0.
Lorsque ηn = 2
−nα, n ≥ 0, pour un certain α ∈ [0, 3/2], M(η) est
l’espace de Besov homoge`ne B˙α−1,∞
M
3/α
2
(voir section 3.5). En particulier,
il co¨ıncide avec B˙
1/2,∞
2 pour α = 3/2, et avec B˙
−1,∞
∞ pour α = 0.
Dans le cas ou` η est quelconque, on a toujours
B˙
1/2,∞
2 ⊂M(η) ⊂ B˙−1,∞∞ ,
avec injections continues. Si la suite η est telle que
∑
n≥0
η2n < +∞,
alors M(η) s’injecte continuˆment dans F˙−1,∞2 , l’espace des de´rive´es des
fonctions de BMO.
Proposition 28. Les espaces M(η) sont invariants, et ve´rifient (19)
avec la suite Cη = (Cηn)n∈Z, pour une certaine constante absolue C.
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Preuve. L’invariance desM(η) est aise´e a` montrer et laisse´e au lecteur.
Ve´rifions (19).
Soient f, g ∈M(η), Supp f̂ ⊂ Γk, Supp ĝ ⊂ Γl, k, l ∈ Z.
Si |k − l| ≥ 3, et par exemple l ≤ k − 3, alors fg = ∆˜k(fg). Soient
j′ ≤ k et x0 ∈ R3. On a pour tout n ≥ 0
(47) −
∫
B(x0,2−j
′+n)
|fg|2 ≤ C η2j+n−j′ ‖f‖2M(η) ‖g‖2L∞.
Si x ∈ R3 est momentane´ment fixe´, et en choisissant p > 3, on a
|∆k(fg)(x)| ≤ C 23k
∫
(1 + 2k|x− y|)−p |f(y)g(y)| dy,
d’ou`
|∆k(fg)(x)|2 ≤ C 23k
∫
(1 + 2k|x− y|)−p |f(y)g(y)|2dy
≤ C 23k
∫
B(x,2−j′ )
(1 + 2k|x− y|)−p |f(y)g(y)|2dy
+ C
∑
n≥0
2(3−p)(k−j
′+n) −
∫
B(x,2−j′+n+1)
|fg|2.
On utilise (47) et la de´croissance de η :
|∆k(fg)(x)|2 ≤ C 23k
∫
B(x,2−j′ )
(1 + 2k|x− y|)−p |f(y)g(y)|2dy
+ C η2k−j′ ‖f‖2M(η) ‖g‖2L∞.
On applique cette ine´galite´ a` tout x ∈ B(x0, 2−j′) et on utilise a` nou-
veau (47) :
−
∫
B(x0,2−j
′ )
|∆k(fg)(x)|2dx ≤ C η2k−j′ ‖f‖2M(η) ‖g‖2L∞.
On obtient de meˆme l’ine´galite´ analogue pour ∆k−1(fg) et ∆k+1(fg).
Compte tenu de la Proposition 13, ceci de´montre (20).
On suppose maintenant |k− l| ≤ 2, et on se donne j ∈ Z, j ≤ k+4.
Si x ∈ R3, on a
|∆j(fg)(x)| ≤ C 23j
∫
B(x,2−j)
|fg|+ C
∑
n≥0
2(3−p)n −
∫
B(x,2−j+n+1)
|fg|,
ou` on a choisi p > 3 comme plus haut. La de´finition de M(η) et la
de´croissance de η impliquent
(48) |∆j(fg)(x)| ≤ C η2k−j 4k ‖f‖M(η) ‖g‖M(η).
Par ailleurs, si x0 ∈ R3 et j′ ≤ j sont fixe´s
|∆j(fg)(x)| ≤ C
∫
23j (1 + 2j |x− y|)−p |f(y)g(y)|dydx
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d’ou`
−
∫
B(x0,2−j
′ )
|∆j(fg)(x)|dx ≤ C 23j′
∫
(1 + 2j
′|x0 − y|)−p |f(y)g(y)|dy.
La meˆme technique de de´coupage du domaine d’inte´gration, en utilisant
cette fois les boules B(x0, 2
−j′+n), n ≥ 0, donne
−
∫
B(x0,2−j
′)
|∆j(fg)| ≤ C η2k−j′ 4k ‖f‖M(η) ‖g‖M(η).
Avec (48), ceci implique
−
∫
B(x0,2−j
′ )
|∆j(fg)|2 ≤ C η2k−j η2k−j′ 42k ‖f‖2M(η) ‖g‖2M(η).
Puisque ηk−j′ ≤ ηj−j′, on obtient ∆j(fg) ∈M(η), et
‖∆j(fg)‖M(η) ≤ C ηk−j 4k 2−j ‖f‖M(η) ‖g‖M(η).
La preuve est termine´e. 
Remarque : on pose, pour tout n ≥ −4
εn = sup
m≥0
ηn+m
ηm
.
Les calculs pre´ce´dents montrent qu’on a l’ine´galite´ plus forte
‖∆j(fg)‖M(η) ≤ C ηk−j εk−j 4k 2−j ‖f‖M(η) ‖g‖M(η).
L’ame´lioration est sensible dans certains cas, par exemple pour ηn =
2−nα. Mais pour les suites η /∈ l2(N) qui vont fournir les contre-
exemples, l’ine´galite´ εn ≤ C est la seule raisonnable.
4.2. Construction des contre-exemples.
Soit η une suite positive de´croissante et re´gulie`re telle que∑
n≥0
2−3n inf
k≥n
23k η2k = +∞.
La preuve du the´ore`me 11 se fait par l’absurde en conside´rant l’espace
fonctionnel compatible M0(η), fermeture de S dans M(η), et en sup-
posant qu’il peut eˆtre assorti d’un espace F rendant le couple (M0(η), F )
admissible.
La contradiction re´sultera des deux lemmes suivants.
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Lemme 29. On peut trouver m0 ∈ S, ψ ∈ S, x ∈ R3 et Λ ⊂ Z3−{0}
tels que, si
u(1, ·) =
∑
l∈Λ
dl m(· − l),
ou` m = e∆m0 et (dl)l∈Λ est une famille quelconque de coefficients
presque tous nuls, si
u(t, ·) = 1√
t
u
(
1,
·√
t
)
, t > 0,
alors il existe pour tout l un coefficient εl ∈ {−1,+1} tel que, en posant
v(1, ·) =
∑
l∈Λ
dl εl m(· − l),
v(t, ·) = 1√
t
v
(
1,
·√
t
)
, t > 0,
on ait
(49)
∑
l∈Λ
|dl|2
|l|3 ≤ C |ψ ∗B(u, v)(1)(x)|+ C ‖dl‖
2
l∞ ,
pour une certaine constante C inde´pendante de la famille (dl)l∈Λ. De
plus, on peut choisir |x| aussi grand qu’on veut.
Lemme 30. Avec les notations pre´ce´dentes, et si |x| est assez grand,
alors de`s que
∑
n≥0
2−3n inf
k≥n
23k η2k = +∞, on peut trouver une famille
(cl)l∈Λ dans l∞(Λ) telle que
(50)
∑
l∈Λ
|cl|2
|l|3 = +∞,
(51) pour toute famille (εl)l∈Λ ∈ {−1, 1}Λ, on a
∑
l∈Λ
εlcl m0(· − l)
∈ M(η), ou` m0 est la fonction du lemme 29, et ce uniforme´ment par
rapport a` (εl)l∈Λ.
Admettant pour le moment ces deux re´sultats, on revient au the´ore`me
11 ou` l’on a suppose´ le couple (M0(η), F ) admissible. Soit (cl)l∈Λ la
famille donne´e par le lemme 30, ou` Λ est l’ensemble donne´ par le lemme
29. Pour toutN entier positif, on pose dl = cl si l ∈ Λ et |l| ≤ N, dl = 0
sinon. Ensuite, on de´finit les fonctions u0 et v0 (de´pendant de N) par
u0(y) =
∑
l
dl m0(y − l) , v0(y) =
∑
l
dl εl m0(y − l).
Il re´sulte du lemme 30 que u0, v0 ∈M0(η) uniforme´ment par rapport
a` N .
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Soient alors u et v de´finies comme au lemme 29. Puisque u(1, ·) =
e∆u0, et de meˆme pour v(1, ·), on a u(1, ·), v(1, ·) ∈ F , ce qui im-
plique u, v ∈ F . La continuite´ de B sur F entraˆıne en particulier
que B(u, v)(1) ∈ S ′. Plus pre´cise´ment, il existe une constante C ne
de´pendant pas de N telle que
|ψ ∗B(u, v)(1)(x)| ≤ C ‖B(u, v)(1)‖F
≤ C ‖B‖ ‖u‖F ‖v‖F
≤ C ‖B‖ ‖u(1, ·)‖F ‖v(1, ·)‖F
≤ C ‖B‖ ‖e∆‖2F,M(η) ‖u0‖M(η) ‖v0‖M(η),
ou` x est le point donne´ par le lemme 29.
On de´duit alors de (49) et de ce qui pre´ce`de l’existence d’une con-
stante M inde´pendante de N telle que∑
l∈Λ,|l|≤N
|cl|2
|l|3 ≤ M.
Ceci est contradictoire avec (50), et rame`ne la preuve du the´ore`me 11
a` celle des lemmes 29 et 30.
Remarque : Puisque la suite (cl)l∈Λ est borne´e, on a toujours u0, v0 ∈
B˙−1,∞∞ , uniforme´ment par rapport a` N . Ceci de´montre le corollaire 12.
Par ailleurs, il re´sulte du lemme 29 qu’on a e´galement u0, v0 ∈ F˙−1,2∞ ,
uniforme´ment par rapport a` N : on ne peut donc pas faire fonctionner
la me´thode KW a` partir de l’espace F˙−1,2∞ des de´rive´es des fonctions de
BMO5 .
4.3. Preuve du lemme 29.
Quitte a` changer de repe`re, on suppose que le symbole P (ξ) de
l’ope´rateur P (D) n’est jamais nul dans un coˆne ouvert de sommet 0
et d’axe le demi-axe 0z des cotes positives. L’ensemble Λ sera contenu
dans un coˆne, image du pre´ce´dent par une rotation d’angle pi/2.
On commence par construire m0.
Lemme 31. Il existe m0 ∈ S, paire et a` valeurs re´elles, dont la trans-
forme´e de Fourier est supporte´e par une couronne compacte ne con-
tenant pas 0, telle que les fonctions m(· − l), l ∈ Z3, forment une
famille orthonorme´e de L2(R3), ou` m = e∆m0.
5Alors que cet article e´tait en fin de re´daction, nous avons appris que dans un
travail intitule´ “Well posedness for the Navier-Stokes equations” (preprint, North-
western University) Koch et Tataru ont de´montre´ l’existence de solutions, pour
petite donne´e initiale dans F˙−1,2
∞
, dans un espace de fonctions localement de carre´
inte´grable en temps et espace pour lequel ils obtiennent la bicontinuite´ de B. Cet
espace ne se compare pas au noˆtre et il n’y a donc pas de contradiction.
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Preuve. On part de h ∈ S, paire et a` valeurs re´elles, telle que ĥ soit
supporte´e dans {2pi ≤ |ξ| ≤ 8pi} par exemple, avec∑
l∈Z3
|ĥ(ξ + 2pil)|2 ≥ δ > 0.
On pose
σ(ξ) =
∑
l∈Z3
e−2|ξ+2πl|
2 |ĥ(ξ + 2pil)|2,
et m̂0(ξ) = σ(ξ)
−1/2 ĥ(ξ). Par construction, on a∑
l∈Z3
|m̂(ξ + 2pil)|2 = 1,
d’ou` on de´duit le lemme par la formule de Poisson. 
On pose a priori
f(x) = u(1, x) =
∑
l
dl m(x− l),
g(x) = v(1, x) =
∑
l
el m(x− l),
ou` (dl) et (el) sont deux suites a` support fini. Si t > 0, on pose ensuite
u(t, x) =
1√
t
u
(
1,
x√
t
)
,
v(t, x) =
1√
t
v
(
1,
x√
t
)
.
On note enfin
ψ ∗B(u, v)(1) = L(fg),
ou` ψ ∈ S est pour le moment quelconque, et L(x, y) le “noyau” de L,
au sens ou`
L(fg)(x) =
∫
L(x, y) f(y) g(y) dy.
Lemme 32.
L(x, y) =
∫ 1
0
θ1−τ (x−
√
τy)
√
τ dτ,
ou` les fonctions θ1−τ sont de´finies par
(52) θ̂1−τ (ξ) = ψ̂(ξ) P (ξ) e−(1−τ) |ξ|
2
.
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Preuve. On part de B(u, v)(1) =
∫ 1
0
b(τ) dτ ou`
b(τ) = e(1−τ)∆ P (D)
1
τ
f
( ·√
τ
)
g
( ·√
τ
)
.
Soit h0 de´finie par ĥ0(ξ) = P (ξ) e
−|ξ|2. On a
b(τ)(z) =
∫
1
(1− τ)2 h0
(
z − y√
1− τ
)
1
τ
f
(
y√
τ
)
g
(
y√
τ
)
dy
=
∫ √
τ
(1− τ)2 h0
(
z −√τy√
1− τ
)
f(y) g(y) dy.
On en de´duit
L(x, y) =
∫ 1
0
∫
ψ(x− z)
√
τ
(1− τ)2 h0
(
z −√τy√
1− τ
)
dz dτ
=
∫ 1
0
θ1−τ (x−
√
τy)
√
τ dτ,
ou`
θ1−τ (x) =
∫
ψ(x− z) 1
(1− τ)2 h0
(
z −√τy√
1− τ
)
dz.
On a bien (52), et le lemme est de´montre´. 
On de´finit maintenant θ par
θ̂(ξ) = ψ̂(ξ) P (ξ) e−|ξ|
2
,
et le noyau L0 par
L0(x, y) =
∫ 1
0
θ(x−√τy) √τ dτ.
Lemme 33.
L(fg) = L0(fg) + w0,
ou` w0 est une fonction borne´e ve´rifiant
‖w0‖L∞ ≤ C ‖dl‖l∞ ‖el‖l∞ .
Preuve. On de´finit les fonctions σ1−τ par la formule
θ1−τ = θ + τ σ1−τ ,
autrement dit
σ̂1−τ (ξ) = ψ̂(ξ) P (ξ)
e−(1−τ)|ξ|
2 − e−|ξ|2
τ
= ψ̂(ξ) P (ξ) |ξ|2 1
τ
∫ 1
1−τ
e−s|ξ|
2
ds.
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Si s ∈ [0, 1], alors la fonction dont la transforme´e de Fourier est
ψ̂(ξ) P (ξ) |ξ|2 e−s|ξ|2 est dans L1(R3), uniforme´ment par rapport a`
s. Il en re´sulte
(53) ‖σ1−τ‖L1 ≤ C
pour tout τ .
La fonction w0 s’e´crit
w0(x) =
∫
L′0(x, y) f(y) g(y) dy,
ou`
L′0(x, y) =
∫ 1
0
σ1−τ (x−
√
τy) τ 3/2 dτ.
On de´duit de (53) que
sup
x
∫
|L′0(x, y)| dy ≤ C,
ce qui implique
‖w0‖L∞ ≤ C ‖fg‖L∞ ≤ C ‖dl‖l∞ ‖el‖l∞ .

Lemme 34.
L0(fg)(x) = 2
∑
l∈Z3
dlel
∫ 1
0
θ(x− τl)τ 2dτ + w1,
ou` w1 est borne´e, avec ‖w1‖L∞ ≤ C ‖dl‖l∞ ‖el‖l∞.
Preuve. Partant de
L0(fg)(x) =
∫ 1
0
∫
θ(x−√τy) f(y) g(y) √τ dy dτ
= 2
∫ 1
0
∫
θ(x− τy) f(y) g(y) τ 2 dy dτ,
on de´veloppe le produit f(y) g(y). Ceci permet de calculer w1 sous la
forme w1 = w2 + w3, ou`
w2 = 2
∑
l∈R3
dlel
∫ 1
0
∫
τ 2{θ(x− τy)− θ(x− τl)}m2(y − l)dydτ,
et
w3 = 2
∑
l∈R3
l 6=l′
dlel′
∫ 1
0
∫
θ(x− τy)m(y − l)m(y − l′)τ 2dydτ.
On majore |w2(x)| par
2‖dl‖∞‖el‖∞
∫ 1
0
∑
l
∫
τ 2|θ(x− τy)− θ(x− τl)||m(y − l)|2dydτ.
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Puisque m, θ et ∇θ sont a` de´croissance rapide (en choisissant conven-
ablement ψ, par exemple de sorte que 0 /∈ Supp ψ̂), on a pour tout p
assez grand et x, y fixe´s∑
l
|θ(x− τy)− θ(x− τl)| |m(y − l)|2
≤ Cτ
∑
l,|y−l|≤ 1
τ
|y − l| |m(y − l)|2 (1 + |x− τy|)−p
+ C
∑
l,|y−l|> 1
τ
|m(y − l)|2 {(1 + |x− τy|)−p + (1 + |x− τl|)−p}
≤ Cτ(1 + |x− τy|)−p
+ C
∑
l,|y−l|> 1
τ
τ 4 (1 + |y − l|)−p (1 + |x− τl|)−p
≤ Cτ(1 + |x− τy|)−p.
Il en re´sulte que ‖w2‖L∞ ≤ C ‖dl‖L∞ ‖el‖L∞ .
Pour traiter w3, on utilise l’orthogonalite´ des fonctions m(. − l) et
m(· − l′) lorsque l 6= l′ (lemme 31) pour e´crire
w3(x) = 2
∑
l,l′∈Z3
l 6=l′
dlel′
∫ 1
0
∫
{θ(x−τy)−θ(x−τl)}τ 2m(y−l)m(y−l′)dydτ.
Comme
∑
l′ |m(· − l′)| est une fonction borne´e, on a
|w3(x)| ≤ C‖dl‖l∞‖el‖l∞
∑
l
∫ 1
0
∫
|θ(x−τy)−θ(x−τl)|τ 2|m(y−l)|dydτ,
et on conclut comme pour w2. Le lemme est de´montre´. 
Les lemmes 33 et 34 montrent qu’il existe une constante C telle que,
pour tout x∣∣∣∣∑
l
dlel
∫ 1
0
θ(x− τl) τ 2dτ
∣∣∣∣ ≤ 12 |ψ ∗B(u, v)(1)(x)|+ C‖dl‖l∞ ‖el‖l∞ .
On pose, si n est fixe´
(54) εl(x) = sgn
∫ 1
0
θ(x− τl) τ 2 dτ.
Alors, si el = dl εl(x), on obtient l’ine´galite´
(55)
∑
l
|dl|2
∣∣∣∣ ∫ 1
0
θ(x− τl) τ 2dτ
∣∣∣∣ ≤ 12 |ψ ∗B(u, v)(1)(x)|+ C‖dl‖2l∞ .
Il s’agit maintenant d’en de´duire (49). Pour cela, on choisit θ de
manie`re approprie´e.
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On rappelle que θ̂(ξ) = ψ̂(ξ) P (ξ) e−|ξ|
2
, ou` ψ ∈ S et 0 /∈ Supp ψ̂,
et que P (ξ) 6= 0 pour tout ξ tel que
√
ξ21 + ξ
2
2 ≤ δ ξ3, pour un certain
δ > 0. Si x ∈ R3, x = (x1, x2, x3), on note x′ = (x2, x3) et x = (x1, x′).
On peut alors choisir ψ de sorte que
θ(x) = ϕ(x1) ψ
′(x′),
ou` ϕ ∈ S(R) est a` valeurs re´elles, ϕ(0) > 0 et
∫
R
ϕ = 1, et ou` ψ′ ∈
S(R2), ψ′(0) re´el > 0.
Lemme 35. Il existe A ≥ 0, α, β > 0 tels que si x = (x1, 0) et
l = (l1, l
′) ve´rifient les conditions x1 ≥ A, l1 ≥ 4x1 et d(x, [0, l]) ≤ α,
alors ∣∣∣∣ ∫ 1
0
θ(x− τl) τ 2 dτ
∣∣∣∣ ≥ β x21l31 .
Preuve. Soient x = (x1, 0), x1 > 0, et l ∈ Z3 tels que d(x, [0, l]) ≤ α,
ou` α > 0 est a` choisir. Soit τ0l, 0 ≤ τ0 ≤ 1, le point de [0, l] en lequel
d(x, [0, l]) est atteinte, et γ l’angle entre (0, x) et (0, l). On a
(x1 − τ0l1)2 + |τ0l′|2 ≤ α2,
et sin γ ≤ α
x1
. Si x1 ≥ A ≥ 2α, alors 0 ≤ γ ≤ π6 , d’ou` τ0 l1x1 = cos2 γ ≥ 34 ,
c’est-a`-dire
x1 − 2τ0l1 ≤ −x1
2
.
Enfin, on a τ0 ≤ 14 de`s que l1 ≥ 4x1.
On part alors de la de´composition∫ 1
0
θ(x− τl) τ 2 dτ =
∫ 2τ0
0
. . .+
∫ 1
2τ0
. . . .
On a d’une part∣∣∣∣ ∫ 2τ0
0
θ(x− τl)τ 2dτ
∣∣∣∣ ≥ |ψ′(0)|∣∣∣∣ ∫ 2τ0
0
ϕ(x1 − τl1)τ 2dτ
∣∣∣∣
− 2α‖∇ψ′‖L∞
∫ 2τ0
0
|ϕ(x1 − τl1)|τ 2dτ,
et d’autre part∣∣∣∣ ∫ 1
2τ0
θ(x− τl)τ 2dτ
∣∣∣∣ ≤ ‖ψ′‖L∞ ∫ 1
2τ0
|ϕ(x1 − τl1)|τ 2dτ.
On calcule les trois inte´grales qui apparaissent dans ces ine´galite´s :∫ 2τ0
0
ϕ(x1 − τl1)τ 2dτ = 1
l31
∫ x1
x1−2τ0l1
(x1 − v)2 ϕ(v) dv,
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de meˆme si ϕ est remplace´ par |ϕ|, et enfin∫ 1
2τ0
|ϕ(x1 − τl1)|τ 2dτ = 1
l31
∫ x1−2τ0l1
x1−l1
(x1 − v)2 |ϕ(v)| dv.
Puisque x1 − 2τ0l1 ≤ −x12 , on a∫ x1
x1−2τ0l1
ϕ(v) dv ≥ 1
2
de`s que x1 est assez grand. On en de´duit∣∣∣∣ ∫ 2τ0
0
ϕ(x1 − τl1) τ 2 dτ
∣∣∣∣ ≥ 12 x21l31 − C 1 + x1l31
pour une certaine constante C ne de´pendant que de ϕ. On a e´galement∫ 2τ0
0
|ϕ(x1 − τl1)| τ 2 dτ ≤ C 1 + x1 + x
2
1
l31
,
et ∫ 1
2τ0
|ϕ(x1 − τl1)| τ 2 dτ ≤ C
l31
∫ −x1/2
−∞
v2 |ϕ(v)| dv.
Rassemblant les diverses ine´galite´s obtenues, il vient∣∣∣∣∫ 1
0
θ(x− τl)τ 2dτ
∣∣∣∣ ≥ 12 |ψ′(0)|x21l31
− C
l31
(
1 + x1 + αx
2
1 +
∫ −x1/2
−∞
v2|ϕ(v)|dv
)
,
si x1 est assez grand. Le lemme en re´sulte. 
L’ensemble des lemmes pre´ce´dents, avec les ine´galite´s (54 - 55),
de´montre le lemme 29. On rele`ve que n’importe quel x = (x1, 0) assez
grand convient (a` un e´ventuel changement de repe`re pre`s), et que Λ
est l’ensemble des l = (l1, l
′) tels que l1 ≥ 4x1 et d(x, [0, l]) ≤ α, c’est-
a`-dire des points de Z3 se trouvant a` l’inte´rieur d’un certain tronc de
coˆne. Noter que |l| ≤ C l1, pour tout l ∈ Λ.
4.4. Preuve du lemme 30.
On fixe maintenant un tel x et l’ensemble Λ associe´. Sans perdre de
ge´ne´ralite´, on suppose α ≤ 1, et x1 > 4(α+1). Enfin, on se place dans
l’hypothe`se ou`
∑
n≥0
2−3n inf
k≥n
23k η2k = +∞.
Si j ≥ 4 et l = (l1, l′) ∈ Z3 est tel que |l′| ≤ α√2 2j et l1 ∈ 2j x1 +[
− α√
2
2j, α√
2
2j
]
, on pose a priori cl = δj, pour un certain δj > 0. On
note Λj l’ensemble de ces points l : les Λj sont deux a` deux disjoints
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et inclus dans Λ. Si l ∈ Λ et l /∈
⋃
j≥4
Λj, on pose cl = 0. Dans ces
conditions, les se´ries
∑
l∈Λ
|cl|2
|l|3 et
∑
j≥4
δ2j sont de meˆme nature.
Si n ≥ 0, soit σn = inf
k≥n
23k η2k. On choisit δ
2
4 = 2
−12 σ4 et, si
j ≥ 5, δ2j = 2−3j (σj − σj−1). On a alors par construction les deux
proprie´te´s suivantes :
(56)
∑
j≥4
δ2j = +∞,
(57)
∑
j≥n
23(j−n) δ2j ≤ η2n pour tout n ≥ 4.
Comme on a de´ja` remarque´ que
∑
j≥4
δ2j et
∑
l∈Λ
|cl|2
|l|3 sont de meˆme
nature, (56) montre que (50) est vrai.
Il reste a` prouver (51) : on pose
a(y) =
∑
l∈Λ
εl cl m0(y − l),
ou` εl ∈ {−1, 1} pour tout l.
D’apre`s le lemme 31, la transforme´e de Fourier de a est supporte´e
par une couronne compacte ne contenant pas 0. L’appartenance de a
a` M(η) est donc e´quivalente a` l’existence d’une constante C telle que
pour tous y0 ∈ R3 et k ≥ 0
(58) −
∫
B(y0,2k)
|a|2 ≤ C η2k.
Soient y0 ∈ R3 et k ≥ 0. Trois cas sont a` conside´rer, le premier e´tant
celui ou` il existe j ≥ k + 1 et l0 ∈ Λj tels que l0 ∈ B(y0, 2k+1).
On ve´rifie d’abord, dans ce cas, que
Λj′ ∩ B(y0, 2k+1) = ∅
si j′ 6= j. En effet, on sait que |l0− y0| ≤ 2k+1 et |l0−2jx| ≤ α 2j, d’ou`
|y0 − 2jx| ≤ (α + 1)2j. S’il existait j′ 6= j et l ∈ Λj′ ∩ B(y0, 2k+1), on
aurait de meˆme
|y0 − 2j′x| ≤ (α+ 1) 2max(j′,k+1),
d’ou`
|2j − 2j′| |x| ≤ (α + 1) (2j + 2max(j′,k+1)),
puis |x| ≤ 4(α + 1), ce qui est faux.
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On e´crit alors
a(y) =
∑
l∈Λj
εl cl m0(y − l) +
∑
l /∈Λj
εl cl m0(y − l).
La premie`re somme donne
−
∫
B(y0,2k)
∣∣∣∣∑
l∈Λj
εlclm0(y − l)
∣∣∣∣2dy ≤ δ2j −∫
B(y0,2k)
(∑
l∈Λj
|m0(y − l)|
)2
dy
≤ C δ2j
≤ C η2k
d’apre`s la de´finition de δj et la de´croissance de η. Pour traiter la
deuxie`me somme, on utilise la de´croissance rapide de m0. Si j
′ 6= j, on
a
|y0 − 2j′x| ≥ |(α+ 1)2j − (2j − 2j′)x| ≥ Cmax(2j , 2j′).
On en de´duit que |y− l| ≥ C2j si y ∈ B(y0, 2k) et l ∈
⋃
j′ 6=j
Λj′, puis que
∣∣∣∣∑
l /∈Λj
εlclm0(y − l)
∣∣∣∣ ≤ C∑
l /∈Λj
|m0(y − l)| ≤ CN2−Nj
pour tout N ≥ 0.
La re´gularite´ de la suite η implique l’existence de N ≥ 0 tel que
η02
−Nj ≤ ηj pour tout j. On a donc finalement
(59) −
∫
B(y0,2k)
∣∣∣∣∑
l /∈Λj
εlclm0(y − l)
∣∣∣∣2dy ≤≤ Cη2j ≤ Cη2k,
d’ou` l’ine´galite´ (58) dans le premier cas.
On suppose maintenant qu’il existe j0 ≤ k et l0 ∈ Λj0 tels que
l0 ∈ B(y0, 2k+1). On de´compose alors a en
a(y) =
∑
l∈Λj
j≤k
εlclm0(y − l) +
∑
l∈Λj
j≥k+1
εlclm0(y − l).
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Pour la premie`re somme on e´crit
−
∫
B(y0,2k)
∣∣∣∣∑
l∈Λj
j≤k
εlclm0(y − l)
∣∣∣∣2dy ≤ C 2−3k ∫
R3
∣∣∣∣∑
l∈Λj
j≤k
εlclm0(y − l)
∣∣∣∣2dy
≤ C 2−3k
∑
l∈Λj ,
j≤k
|cl|2
≤ C 2−3k
∑
j≤k
23j δ2j
≤ C η2k
d’apre`s (57) et le lemme 31. Pour la deuxie`me somme, on proce`de
comme au premier cas : si y ∈ B(y0, 2k) et l ∈ Λj , j ≥ k + 1, alors
|y − l| ≥ C 2k, et on conclut comme pour (59). Au total, on a obtenu
(58).
Le troisie`me et dernier cas est celui ou` aucun Λj n’intersecte B(y0, 2
k+1).
On a donc |y − l| ≥ 2k pour tous l ∈
⋃
j≥4
Λj et y ∈ B(y0, 2k). On
raisonne une fois encore comme pour (59).
On a ainsi prouve´ (58) dans tous les cas, ce qui implique (51) : le
lemme 30 est entie`rement prouve´, et la de´monstration du the´ore`me 11
est comple`te.
5. Un cas non invariant : espaces 2-microlocaux
Si l’invariance de l’espace E, dans les the´ore`mes 8 et 9, est une
hypothe`se naturelle, elle n’est pas pour autant ne´cessaire. Il est par
exemple possible de re´soudre (1) par la me´thode KW lorsque u0 est
une distribution de norme assez petite dans un espace 2-microlocal
C˙−1,s
′
(x0), x0 fixe´. Caracte´rise´s par la condition
|∆jf(x)| ≤ C 2j(1 + 2j |x− x0|)−s′,
pour tous x ∈ R3 et j ∈ Z, ces espaces ne sont invariants ni par
translation ni par homothe´tie de centre autre que x0. Ce re´sultat, et sa
ge´ne´ralisation a` un cadre ge´ome´trique plus vaste, font l’objet de cette
section.
5.1. Bons espaces non invariants.
Il faut d’abord e´tendre convenablement les the´ore`mes 8 et 9. On
observe pour cela que l’hypothe`se d’invariance de E est utilise´e, tout
au long des preuves de ces the´ore`mes, de deux fac¸ons. En premier
lieu, la Proposition 13 est fre´quemment invoque´e : il suffit, si E n’est
pas invariant, de supposer qu’il est inclus dans B˙−1,∞∞ . En second
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lieu, l’invariance par translation de E entraˆıne que tout ope´rateur de
convolution par une fonction inte´grable agit continuˆment sur E, et cela
est applique´ par exemple aux ope´rateurs ∆j et Sj. Un examen attentif
des preuves montre cependant que l’hypothe`se suivante est suffisante :
(60) pour toute fonction φ ∈ S(R3), il existe une constante C telle
que, pour tous t > 0 et f ∈ E, f ∗ φt ∈ E, ou` φt = t−3 φ
( ·
t
)
, avec
‖f ∗ φt‖E ≤ C ‖f‖E.
On est donc amene´ a` e´tendre la de´finition des bons espaces.
Definition 36. Si E est un espace fonctionnel non invariant, on dit
que c’est un bon espace non invariant lorsque
a) E ve´rifie (60),
b) E s’injecte continuˆment dans B˙−1,∞∞ ,
c) E ve´rifie (19) avec une suite η ∈ l1(Z).
Il faut e´galement ge´ne´raliser la notion de couple admissible, c’est-a`-
dire e´tendre au cadre non invariant les proprie´te´s (P1), (P2) et (P3)
du paragraphe 1.2.
Si E est un espace fonctionnel non invariant ayant les proprie´te´s a)
et b) de la de´finition pre´ce´dente, on dira que le couple (E, F ), ou` F
est un espace de Banach, est admissible lorsque les proprie´te´s (P2’) et
(P3’) suivantes sont satisfaites.
Proprie´te´ (P2’)
a) F s’injecte continuˆment dans S ′,
b) F ve´rifie (60),
c) pour tout t > 0, il existe une norme sur F , note´e ‖ · ‖t,F ,
e´quivalente a` la norme ‖ · ‖F , uniforme´ment sur tout compact
de ]0,∞[, et il existe une constante C > 0 telle que
‖et∆u0‖t,F ≤ C‖u0‖E
pour tout u0 ∈ E.
Proprie´te´ (P3’)
Si F de´signe l’ensemble des fonctions u, de´finies sur ]0,∞[ et con-
tinues a` valeurs dans F , telles que
‖u‖F = sup
t>0
‖u(t)‖t,F <∞,
alors
a) B est continue de F × F dans F ,
b) lim
t→0
B(u, v)(t) = 0 dans S ′, pour tous u, v ∈ F .
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Le re´sultat suivant est l’extension a` ce cadre des the´ore`mes 8 et 9,
et se de´montre de la meˆme fac¸on. On se contente de l’e´noncer.
The´ore`me 37. Si E est un bon espace non invariant, il existe un
espace de Banach F formant avec lui un couple admissible. Si de plus∑
n≥0
nηn < +∞, on peut choisir F ⊂ E, et toute solution u ∈ F de (1)
est re´gulie`re, au sens du the´ore`me 9.
5.2. Espaces 2-microlocaux ge´ne´ralise´s.
Afin d’autoriser des distributions aussi singulie`res que possible, on
ge´ne´ralise la de´finition des C˙−1,s
′
(x0) en remplac¸ant le singleton {x0}
par un ensemble S, pour le moment un ferme´ quelconque de R3.
Definition 38. Une distribution tempe´re´e f appartient a` C˙−1,s
′
S , s
′ >
0, si lim
j→−∞
Sjf = 0 dans S ′, et s’il existe une constante C telle que,
pour tous x ∈ R3 et j ∈ Z, on ait
|∆jf(x)| ≤ C 2j (1 + 2jdS(x))−s′,
ou` dS(x) de´signe la distance de x a` l’ensemble S.
Il n’est pas imme´diat que cette de´finition ne de´pende pas du choix
des ope´rateurs ∆j . Cela provient du lemme suivant, qu’on utilisera a`
plusieurs reprises.
Lemme 39. Pour tout N > 3+ s′, il existe une constante C telle que,
pour tous x ∈ R3 et j ∈ Z∫
23j(1 + 2j|x− y|)−N (1 + 2j dS(y))−s′dy ≤ C (1 + 2jdS(x))−s′.
Preuve. Puisque N > 3, on a∫
dS(y)≥ 12dS(x)
23j(1 + 2j|x− y|)−N (1 + 2jdS(y))−s′dy
≤ C (1 + 2jdS(x))−s′
∫
dS(y)≥ 12dS(x)
23j(1 + 2j|x− y|)−Ndy
≤ C (1 + 2jdS(x))−s′.
D’autre part, si dS(y) ≤ 12 dS(x), alors |x− y| ≥ 12dS(x). Cette obser-
vation de´coule de l’ine´galite´ e´le´mentaire
(61) ∀ x, y ∈ R3 dS(x) ≤ |x− y|+ dS(y).
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On a donc∫
dS(y)≤ 12dS(x)
23j(1 + 2j|x− y|)−N (1 + 2jdS(y))−s′dy
≤ C (1 + 2jdS(x))−s′
∫
dS(y)≤ 12dS(x)
23j(1 + 2j|x− y|)−N+s′dy
≤ C (1 + 2jdS(x))−s′,
puisque N − s′ > 3. Le lemme est de´montre´. 
Proposition 40. Pour tout s′ > 0, C˙−1,s
′
S est un espace fonctionnel
qui s’injecte continuˆment dans B˙−1,∞∞ et qui ve´rifie (60).
Preuve. L’injection continue de C˙−1,s
′
S dans S ′ ou dans B˙−1,∞∞ est
e´vidente.
L’injection continue de S dans C˙−1,s′S est une conse´quence du lemme
suivant.
Lemme 41. Pour tous x0 ∈ R3, N, p ≥ 0 et f ∈ S, il existe une
constante C telle que
|∆jf(x)| ≤ C 23j (1 + 2j |x− x0|)−N , j < 0,
|∆jf(x)| ≤ C 2−jp (1 + 2j |x− x0|)−N , j ≥ 0.
Ce lemme se de´montre directement dans le cas j < 0, et en utilisant
(22) dans le cas j ≥ 0. Choisissant x0 ∈ S, il implique S ⊂ C˙−1,s′S , quel
que soit s′ > 0, puisque |x− x0| ≥ dS(x) pour tout x. La continuite´ de
l’injection est laisse´e au lecteur.
Soit E l’espace des distributions tempe´re´es f telles que lim
j→−∞
Sjf = 0
dans S ′ et
‖f‖E =
∑
j∈Z
2j
∫
|∆jf(x)| (1 + 2jdS(x))−s′ dx < +∞.
On ve´rifie que l’espace E est complet, et que S est dense dans E . Soit
λ une forme line´aire continue sur E et ψ ∈ S telle que Supp ψ̂ ⊂ Γ0.
On a pour tout x
|(λ, 23jψ(2jx− 2j ·))| ≤ C ‖23jψ(2jx− 2j.)‖E
≤ C 24j
∫
|ψ(2jx− 2jy)|(1 + 2jdS(y))−s′ dy
≤ C 2j(1 + 2jdS(x))−s′,
d’apre`s le lemme 39. On en de´duit que le dual de E est C˙−1,s′S , et que
ce dernier est un espace fonctionnel.
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Il reste a` prouver (60). Si φ ∈ S et t > 0, on a |∆j φ(x)| ≤ CN 23j(1+
2j|x|)−N pour tout N ≥ 0, d’apre`s le lemme 41, et par conse´quent
|∆jφt(x)| ≤ CN 23j(1 + 2j|x|)−N
uniforme´ment par rapport a` t > 0.
Si f ∈ C˙−1,s′S et j ∈ Z, il re´sulte de (16) que
∆j(φt ∗ f) = ∆˜jφt ∗∆jf,
puis que
|∆j(φt ∗ f)(x)|
≤ C ‖f‖
C˙−1,s
′
S
∫
23j(1 + 2j|x− y|)−N 2j(1 + 2jdS(y))−s′dy
≤ C ‖f‖
C˙−1,s
′
S
2j(1 + 2jdS(x))
−s′ ,
en utilisant une nouvelle fois le lemme 39. Ceci prouve que
‖φt ∗ f‖C˙−1,s′S ≤ C ‖f‖C˙−1,s′S ,
uniforme´ment par rapport a` t. La Proposition 40 est de´montre´e. 
Exemples : notant x1, x2, x3 les coordonne´es de x ∈ R3, les distribu-
tions v.p. 1
x1
et 1
(x21+x
2
2)
1/2 appartiennent respectivement a` C˙
−1,s′
P , P =
{x ∈ R3 ; x1 = 0} et C˙−1,s′D , D = {x ∈ R3 ; x1 = x2 = 0}, pour tout
s′ > 0.
5.3. Fonction de densite´ et bons espaces 2-microlocaux.
Pour e´tudier la validite´ de (19) dans les espaces C˙−1,s
′
S , on introduit
ce qu’on appelle la fonction de densite´ de S.
Definition 42. Si S est un ferme´ de R3, sa fonction de densite´ est la
fonction εS, de´finie sur [0, 1] par
εS(δ) = sup
1
|B(x, r)| |{y ∈ B(x, r) ; dS(y) ≤ δr}| ,
ou` le supremum est pris sur tous les x ∈ R3 et r > 0.
Noter que εS est croissante.
Proposition 43. Pour tout s′ > 0 et tout ferme´ S de R3, l’espace
C˙−1,s
′
S ve´rifie (19) avec, si n ≥ 0,
ηn = C
n∑
m=0
2−2s
′(n−m) εS(2−m)
pour une certaine constante C.
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Preuve. Soient f, g ∈ C˙−1,s′S , Supp f̂ ⊂ Γk, Supp ĝ ⊂ Γl, k, l ∈ Z.
Si |k − l| ≥ 3 et par exemple l ≤ k − 3, on a
|f(y) g(y)| ≤ 2l 2k (1 + 2kdS(y))−s′ ‖f‖C˙−1,s′S ‖g‖C˙−1,s′S
pour tout y. Le lemme 39 montre alors que, si |k − j| ≤ 2,
|∆j(fg)(x)| ≤ C 2l 2j (1 + 2jdS(y))−s′ ‖f‖C˙−1,s′S ‖g‖C˙−1,s′S .
Ceci implique (20).
Si |k − l| ≤ 2 et si on se donne j ≤ k + 4, alors
|f(y) g(y)| ≤ 4k (1 + 2kdS(y))−2s′ ‖f‖C˙−1,s′S ‖g‖C˙−1,s′S ,
d’ou`
|∆j(fg)(x)| ≤ C Ij,k(x) 4k ‖f‖C˙−1,s′S ‖g‖C˙−1,s′S ,
avec
Ij,k(x) =
∫
23j (1 + 2j |x− y|)−N (1 + 2kdS(y))−2s′ dy,
N de´signant un parame`tre a` choisir. La Proposition 43 re´sulte directe-
ment de l’ine´galite´
(62) Ij,k(x) ≤ C
k−j∑
m=0
2−2s
′(k−j−m) εS(2−m) (1 + 2jdS(x))−2s
′
,
valable lorsque j ≤ k et sous la condition N > 3 + 2s′ (si k + 1 ≤ j ≤
k + 4, le lemme 39 s’applique).
On aura besoin du re´sultat suivant.
Lemme 44. Pour tout N > 3 il existe une constante C telle que, pour
tous x ∈ R3, j ∈ Z et δ ∈ [0, 1], on ait∫
dS(y)≤δ2−j
23j (1 + 2j |x− y|)−N dy ≤ C εS(δ).
Preuve. Il suffit de de´couper l’inte´grale de manie`re approprie´e :∫
dS(y)≤δ2−j
23j (1 + 2j |x− y|)−N dy
≤
∫
dS(y)≤δ2−j ,|x−y|≤2−j
. . .+
∑
m≥1
∫
dS(y)≤δ2−j ,2m−j−1≤|x−y|≤2m−j
. . .
≤ C
∑
m≥0
23j2−mN |{y ∈ B(x, 2m−j); dS(y) ≤ δ2−j}|
≤ C
∑
m≥0
2−m(N−3) εS(2−m δ)
≤ C εS(δ).

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Revenant a` la preuve de (62), on distingue les cas dS(x) ≥ 2−j+1 et
dS(x) < 2
−j+1.
Si dS(x) < 2
−j+1, on de´coupe Ij,k(x) selon
Ij,k(x) =
∫
dS(y)≥2−j
+
∫
dS(y)≤2−j
.
De`s que N > 3 la premie`re inte´grale est majore´e par C 2−2s
′(k−j). Pour
la seconde, on utilise le lemme 44 :∫
dS(y)≤2−j
23j(1 + 2j|x− y|)−N(1 + 2kdS(y))−2s′ dy
=
k−j−1∑
m=0
∫
2−m−j−1≤dS(y)≤2−m−j
. . .+
∫
dS(y)≤2−k
. . .
≤ C
k−j−1∑
m=0
2−2s
′(k−j−m)
∫
dS(y)≤2−m−j
23j(1 + 2j |x− y|)−N dy
+
∫
dS(y)≤2−k
23j(1 + 2j|x− y|)−N dy
≤ C
k−j−1∑
m=0
2−2s
′(k−j−m)εS(2−m) + CεS(2j−k).
Au total, on obtient bien (62) dans ce cas.
Lorsque dS(x) ≥ 2−j+1, on part du de´coupage
Ij,k(x) =
∫
dS(y)≥ 12dS(x)
+
∫
2−j≤dS(y)≤ 12dS(x)
+
∫
dS(y)≤2−j
= I + II + III.
Quand dS(y) ≥ 12dS(x), on a
(1 + 2kdS(y))
−2s′ ≤ C(1 + 2kdS(x))−2s′
≤ C2−2s′(k−j)(1 + 2jdS(x))−2s′,
puisque k ≥ j. Cela donne (de`s que N > 3)
(63) I ≤ C 2−2s′(k−j) (1 + 2jdS(x))−2s′.
Quand dS(y) ≤ 12dS(x), on a |x− y| ≥ 12dS(x), en vertu de (61) d’ou`
(1 + 2j|x− y|)−N ≤ (1 + 2jdS(x))−2s′(1 + 2j|x− y|)−N+2s′.
Si de plus dS(y) ≥ 2−j, alors on peut majorer (1 + 2kdS(y))−2s′ par
2−2s
′(k−j), ce qui permet d’obtenir
(64) II ≤ C 2−2s′(k−j) (1 + 2jdS(x))−2s′ .
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Enfin, on majore III par
C (1+2jdS(x))
−2s′
∫
dS(y)≤2−j
23j(1+2j|x−y|)−N+2s′(1+2kdS(y))−2s′dy.
On estime alors l’inte´grale du membre de droite comme au premier cas,
ce qui donne
III ≤ C
k−j∑
m=0
2−2s
′(k−j−m) εS(2−m) (1 + 2jdS(x))−2s
′
.
Avec (63 - 64), cela prouve (62) dans le deuxie`me cas e´galement, et
ache`ve la de´monstration de la Proposition 43. 
Des Propositions 40 et 43 de´coule le re´sultat suivant.
The´ore`me 45. Si S est un ferme´ de R3 dont la fonction de densite´
εS ve´rifie la condition de Dini
∫ 1
0
εS(δ)
dδ
δ
< +∞, alors C˙−1,s′S est un
bon espace non invariant, pour tout s′ > 0.
Preuve. Il suffit de ve´rifier que la suite ηn donne´e par la Proposition
43 est sommable. 
5.4. Re´gularite´ des solutions.
Appliquant le the´ore`me 37, on peut re´soudre (1) pour toute donne´e
u0 assez petite dans C˙
−1,s′
S , s
′ > 0, de`s que εS ve´rifie la condition de
Dini, ce qu’on suppose dans ce paragraphe.
On fixe s′ > 0 et, notant E = C˙−1,s
′
S , on choisit N de sorte que le
couple (E, F ) soit admissible, avec F = CN,∞E (voir la de´monstration
du the´ore`me 8). Soit u ∈ F une solution de (1), associe´e a` u0 ∈ E. Le
but de ce paragraphe est l’e´tude de la re´gularite´ de u.
L’appartenance de u a` F signifie exactement que
(65) |∆ju(t, x)| ≤ C 2j (1 + 2j
√
t)−N (1 + 2jdS(x))
−s′,
pour tout t > 0, x ∈ R3 et j ∈ Z. On voit que, comme pour l’e´quation
de la chaleur, la solution est instantane´ment re´gularise´e. En particulier,
u(t) est, pour chaque t > 0, une fonction borne´e.
Proposition 46. On a
a) |u(t, x)| ≤ C√
t+dS(x)
si s′ > 1,
b) |u(t, x)| ≤ C√
t+dS(x)
ln
(
10 + dS(x)√
t
)
si s′ = 1,
c) |u(t, x)| ≤ C 1
(
√
t)1−s′
C√
t+dS(x)
si 0 < s′ < 1.
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Preuve. Il suffit d’injecter (65) dans
u(t, x) =
∑
j∈Z
∆ju(t, x).
Les calculs sont laisse´s au lecteur. 
Dans le cas le plus re´gulier, c’est-a`-dire quand s′ > 1, on a aussi
|u0(x)| ≤ CdS(x) . Ainsi, a` chaque instant t > 0, la solution u est borne´e
par C√
t
dans un voisinage de S d’e´paisseur
√
t, et retrouve le comporte-
ment en 1
dS
de la donne´e initiale en-dehors de ce voisinage.
On peut aller un peu plus loin en remarquant qu’on a
‖fg‖
C˙−1,s
′
S
≤ ‖f‖
C˙−1,s
′
S
‖g‖L∞
si f, g ∈ C˙−1,s′S , Supp f̂ ⊂ Γk, Supp ĝ ⊂ Γl, et l ≤ k − 3 (reprendre
le de´but de la preuve de la Proposition 43). Si, par une de´marche
semblable a` celle de la Proposition 16, on note momentane´ment FN au
lieu de F l’espace des u ve´rifiant (65), on montre alors que l’application
B est continue de FN × FN dans FN+1, pour tout N assez grand.
Autrement dit, la solution u ve´rifie (65) pour tout N . Elle est donc
de classe C∞ sur ]0,∞[×R3, et ses de´rive´es satisfont des estimations
ponctuelles analogues a` celle de la Proposition 46. Par exemple, on a
dans le cas s′ > 1 :∣∣∣∣ ∂n∂tn u(t, x)
∣∣∣∣ + |Dαx u(t, x)| ≤ C (√t+ dS(x))−1−2n
si |α| = 2n < s′ − 1, et∣∣∣∣ ∂n∂tn u(t, x)
∣∣∣∣+ |Dαx u(t, x)| ≤ C (√t + dS(x))−s′ (√t)−1−2n+s′
si |α| = 2n > s′ − 1.
Remarque : c’est parce que l’espace E = C˙−1,s
′
S est lui-meˆme de type
Besov l∞, c’est-a`-dire coinc¨ıde avec B˙0,∞E , que la condition
∑
n≥0
nηn <
+∞ n’apparaˆıt pas, bien que la solution u soit re´gulie`re. Dans un
tel cas, les espaces F et G utilise´s respectivement aux the´ore`mes 8
et 9 coinc¨ıdent, et il n’y a donc pas lieu de renforcer la condition de
sommabilite´ de la suite η.
Exemples : les solutions de (1) obtenues a` partir de u0(x) = ε v.p.
1
x1
,
ou de v0(x) = ε
1√
x21+x
2
2
, pour ε assez petit, sont de classe C∞ sur
]0,∞[×R3 et ve´rifient toutes les estimations pre´ce´dentes. Ces solutions
sont auto-similaires, en vertu de l’homoge´ne´¨ıte´ de u0, v0. Voir aussi
([Ko,Y]), ou` ce type de donne´es initiales est conside´re´.
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5.5. Comparaison du terme line´aire et du terme biline´aire.
On reste sous les hypothe`ses de la section 5.4, et on conside`re u
solution de (1) associe´e a` u0 ∈ C˙−1,s′S .
Le terme line´aire Su0 satisfait aux estimations (65) pour tout N ,
mais sans qu’il soit possible a priori d’ame´liorer l’exposant s′. De ce
point de vue, le terme biline´aire B(u, u) est plus re´gulier.
Lemme 47. En posant w = B(u, u), on a
(66) |∆jw(t, x)| ≤ CN 2j(1 + 2j
√
t)−N (1 + 2jdS(x))
−σ L(2jdS(x))
pour tout N , ou` σ = min(2s′, s′ + 1), et L(r) = 1 si s′ 6= 1, L(r) =
ln(10 + r) si s′ = 1.
Preuve. On note E♯ l’espace C˙−1,σS si s
′ 6= 1, et si s′ = 1, l’espace des
distributions tempe´re´es f telles que lim
j→−∞
Sjf = 0 dans S ′ et ve´rifient
|∆jf(x)| ≤ C 2j(1 + 2jdS(x))−2 ln(10 + 2jdS(x))
pour tous j ∈ Z, x ∈ R3. La norme de f dans E♯ est la meilleure
constante C possible.
Soit, pour tout N, F ♯N = C
N,∞
E♯
l’espace construit au-dessus de E♯, et
F ♯N l’espace de distributions de´finies sur ]0,∞[×R3 qui lui est associe´.
On sait que u ∈ FN pour tout N (section 5.4), de sorte que le lemme
47 de´coule de l’ine´galite´
(67) ‖B(u, v)‖F♯N ≤ CN ‖u‖FN ‖v‖FN .
Celle-ci se de´montre en revenant a` la preuve du the´ore`me 8. Si
u, v ∈ FN , on estime les deux termes
Rj(t)
♯ = 2j
∫ t
0
(
1 + 2j
√
t− τ)−p‖∆ju(τ) Sj−2 v(τ)‖E♯dτ,
Cj(t)
♯ = 2j
∫ t
0
(
1 + 2j
√
t− τ)−p∥∥∥∥∆j( ∑
k≥j−4
∆ku(τ) ∆˜kv(τ)
)∥∥∥∥
E♯
dτ,
pour tout t > 0 et pour p assez grand.
Le terme rectangle se traite en partant de
Sj−2v(τ, y) =
∑
j′≤j−3
∆j′v(τ, y),
d’ou`
|Sj−2 v(τ, y)| ≤
∑
j′≤j−3
2j
′
(1 + 2j
′
dS(y))
−s′
≤ C2j(1 + 2jdS(y))−ν L(2jdS(y)),
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ou` ν = min(s′, 1). On en de´duit
|∆ju(τ, y)Sj−2 v(τ, y)| ≤ C 4j(1+2jdS(y))−σ L(2jdS(y))
(
1+2j
√
τ
)−N
,
puis
‖∆ju(τ)Sj−2 v(τ)‖E♯ ≤ C 2j
(
1 + 2j
√
τ
)−N
en utilisant le lemme 39, convenablement modifie´ si s′ = 1. On en
de´duit que Rj(t)
♯ ve´rifie (26), tout comme Rj(t).
Pour le terme carre´, on remarque que l’ine´galite´ (62) implique
‖∆j(∆k u(τ)∆˜k v(τ))‖E♯ ≤ ηk−j 4k 2−j
(
1 + 2k
√
τ
)−2N
,
d’ou` on de´duit que Cj(t)
♯ ve´rifie (27 - 28) comme au the´ore`me 8.
L’ine´galite´ (67) en re´sulte, ce qui prouve le lemme. 
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En re´sume´, on a obtenu le
The´ore`me 48. Soit S un ferme´ de R3 dont la fonction de densite´
obe´it a` la condition de Dini. Pour tout s′ > 0 il existe α > 0 tel
que, si u0 ∈ C˙−1,s′S est de norme au plus α, alors l’e´quation (1) admet
une solution u. Celle-ci ve´rifie (65) pour tout N , est de classe C∞
sur ]0,∞[×R3, et converge vers u0 dans C˙−1,s′S quand t → 0 pour la
topologie faible ∗. De plus, dans la de´composition u = Su0 + B(u, u),
le terme B(u, u) ve´rifie (66) pour tout N .
Remerciements. Merci a` Mireille Berg pour sa frappe efficace de ce
long manuscrit.
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