Conservative Anosov diffeomorphisms of the two torus without an
  absolutely continuous invariant measure by Kosloff, Zemer
CONSERVATIVE ANOSOV DIFFEOMORPHISMS OF T2 WITHOUT AN
ABSOLUTELY CONTINUOUS INVARIANT MEASURE.
ZEMER KOSLOFF
Abstract. We construct examples of C1 Anosov diffeomorphisms on T2 which are
of Krieger type III1 with respect to Lebesgue measure. This shows that the Gurevic
Oseledec phenomena that conservative C1+α Anosov diffeomorphisms have a smooth
invariant measure does not hold true in the C1 setting.
1. Introduction
This paper provides the first examples of Anosov diffeomorphisms of T2 which are con-
servative and ergodic yet there is no Lebesgue absolutely continuous invariant measure.
Let M be a compact, boundaryless smooth manifold and f : M → M be a diffeo-
morphism. A natural question which arises is whether f preserves a measure which is
absolutely continuous with respect to the volume measure on M . In order to avoid confu-
sion in what follows, we would like to stress out that in this paper, the term conservative
means the definition from ergodic theory which is non existence of wandering sets of pos-
itive measure. That is f is conservative if and only for every W ⊂ M so that {fnW}n∈Z
are disjoint (modulo the volume measure), vol(W ) = 0.
It follows from [LS] that for a generic C2 Anosov diffeomorphism there exists no ab-
solutely continuous invariant measure (a.c.i.m.), [B, p. 72, Corollary 4.15.]. Following
this result Sinai asked whether a generic Anosov diffeomorphism will satisfy Poincare re-
currence. This question was answered by Gurevic and Oseledec [GO] who proved that
the set of conservative (Poincare recurrent) C2 Anosov diffeomorphism is meagre in the
C2 topology (restricted to the open set of Anosov diffeomorphisms). Indeed, they have
proved that if f is a conservative C2 Anosov (hyperbolic) diffeomorphism, then f preserves
a probability measure in the measure class of the volume measure which combined with
the result of Livsic and Sinai proves the non-genericity result. The proof in [GO] uses
the absolute continuity of the foliations and existence of SRB measures to show that if the
SRB measure for f is not equal to the SRB measure for f−1 then there exists a continuous
function g : M → R and a set A ⊂M of positive volume so that,
lim
n→∞
1
n
n−1∑
k=0
g
(
fk(x)
)
6= lim
n→∞
1
n
n−1∑
k=0
g
(
f−k(x)
)
, ∀x ∈ A.
It is then a straightforward argument to construct a set B ⊂ A of positive volume measure
so that for almost every x ∈ B, the set {k ∈ N : fkx ∈ B} is finite, in contradiction with
Halmos Recurrence Theorem [Aar1].
This result remains true for C1+α, α > 0 Anosov diffeomorphisms. However, since there
exists C1 Anosov diffeomorphisms whose stable and unstable foliations are not absolutely
continuous [RY], this proof can not be generalized for the C1 setting. This paper is
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concerned with the question whether every conservative C1- Anosov diffeomorphism has
an absolutely continuous invariant measure?
An easier version of this question was studied before in the context of smooth expanding
maps. Every C2 expanding map of a manifold has an absolutely continuous invariant
measure [Krz]. In contrast to the higher regularity case, Avila and Bochi [AB2, AB1],
extending previous results of Campbell and Quas [CQ], have shown that a generic C1
expanding map has no a.c.i.m and a generic C1 expanding map of the circle is not recurrent
[CQ]. It seems natural to argue that these generic statements for expanding maps can be
transferred to Anosov diffeormorphisms via the natural extension. However there are
several problems with this approach which could be summarised into roughly two parts:
• The natural extension construction is an abstract theorem and in many cases it is
not clear if it has an Anosov model. See [VYa] for constructions of smooth natural
extensions.
• In order that the natural extension will be conservative, the expanding map has to
be recurrent [ST, Th. 4.4] and a generic C1 expanding map is not recurrent.
Another natural approach in finding C1 examples with a certain property is to prove that
the property is generic in the C1 topology, see for example [BCW, AB1, AB2]. However
since by the result of Sinai and Livsic, a generic C1 Anosov map is dissipative, it is not
clear to us how to use this approach to find a conservative example without an a.c.i.m.
Nonetheless we prove the following.
Theorem 1. There exists a C1- Anosov diffeomorphism of the two torus T2 which is
ergodic, conservative and there exists no σ-finite invariant measure which is absolutely
continuous with respect to the Lebesgue measure on T2.
In fact, the ergodic type III transformations ( a transformation without an a.c.i.m.) can
be further decomposed into the Krieger Araki-Woods classes IIIλ, 0 ≤ λ ≤ 1 [Kri] , see
Section 2, and our examples are of type III1.
The examples are constructed by modifying a linear Anosov diffeomorphism to obtain a
change of coordinates which takes the Lebesgue measure to a measure which is equivalent to
a type III Markovian measure (on a Markov partition of the linear diffeomorphism). These
examples are greatly inspired by the ideas of Bruin and Hawkins [BH] where they modify
the map f(x) = 2xmod1 using the push forward (with respect to the dyadic representation)
of a Hamachi product measure on {0, 1}N to the circle. Since by embedding a horseshoe
in a linear transformation one loses explicit formula for the Radon Nykodym derivatives
of the modified transformations we couldn’t use measures on a full shift space but rather
measures supported on topological Markov shifts. The measures which play the role of
the Hamachi measures in our construction are the type III1 (for the shift) inhomogeneous
Markov measures.
This paper is organized as follows. In Section 2 we start by introducing the definitions
and background material from nonsingular ergodic theory and smooth dynamics which
are used in this paper. We end this section with a discussion on the method of the
construction. Section 3 presents the inductive construction of the type III1 Markov shift
examples. In Section 4 we show how to use the one sided Markov measures from the
previous section to obtain a modification of the golden mean shift. In section 5 we show
how to embed and modify the one dimensional perturbations of the previous sections to
obtain homeomorphisms of the two torus, which when applied as conjugation to a certain
total automorphism (the natural extension of the golden mean shift) are examples of type
2
III1 Anosov diffeomorphisms. Finally in the appendix we prove that these Markovian
measures satisfy the aforementioned properties (ergodic, conservative and type III1).
2. Preliminary definitions and a discussion on the method of construction
2.1. Basics of nonsingular ergodic theory. This subsection is a very short introduction
to nonsingular ergodic theory. For more details and explanations please see [Aar1].
Let (X,B, µ) be a standard probability space. In what follows equalities (and inclusions)
of sets are modulo the measure µ on the space. A measurable map T : X → X is
nonsingular if T∗µ := µ◦T−1 is equivalent to µ meaning that they have the same collection
of negligible sets. If T is invertible one has the Radon Nykodym derivatives
(Tn)′ (x) :=
dµ ◦ Tn
dµ
(x) : X → R+,
A set W ⊂ X is wandering if {TnW}n∈Z are pairwise disjoint and as was stated before
we say that T is conservative if there exists no wandering set of positive measure. By
the Halmos’ Recurrence Theorem a transformation is conservative if and only if it satisfies
Poincare recurrence, that is given a set of positive measure A ∈ B, almost every x ∈ A
returns to itself infinitely often. A transformation T is ergodic if there are no non trivial
T invariant sets. That is T−1A = A implies A ∈ {∅, X}.
We end this subsection with the definition of the Krieger ratio set R(T ). We say that
r ≥ 0 is in R(T ) if for every A ∈ B of positive µ measure and for every  > 0 there exists
an n ∈ Z such that
µ
(
A ∩ T−nA ∩ {x ∈ X : ∣∣(Tn)′ (x)− r∣∣ < }) > 0.
The ratio set of an ergodic measure preserving transformation is a closed multiplicative
subgroup of [0,∞) and hence it is of the form {0}, {1}, {0, 1}, {0} ∪ {λn : n ∈ Z} for 0 <
λ < 1 or [0,∞). Several ergodic theoretic properties can be seen from the ratio set. One of
them is that 0 ∈ R(T ) if and only if there exists no σ-finite T -invariant µ- a.c.i.m. Another
interesting relation is that 1 ∈ R(T ) if and only if T is conservative (Maharams Theorem).
If R(T ) = [0,∞) we say that T is of type III1.
2.2. Anosov diffeomorphisms and topological Markov shifts. Smooth dynamics
deals with the case whereM is a Riemannian manifold and f : M →M is a diffeomorphism
on M . In this paper we would only talk about the class of Anosov (uniformly hyperbolic)
automorphisms. A diffeomorphism f is Anosov if for every x ∈M there is a decomposition
of the tangent bundle at x, TxM = Esx ⊕ Eux , such that
• The decomposition is Df - equivariant, here Df denotes the differential of f . That
is (Df )x (E
s
x) = E
s
f(x) and (Df )x (E
u
x) = E
u
f(x).
• There exists 0 < λ < 1 and C > 0 so that∥∥(Dfn)x v∥∥ ≤ Cλn ‖v‖ , for every v ∈ Esx, n ≥ 0
and ∥∥(Df−n)x u∥∥ ≤ Cλn‖u‖, for every u ∈ Eux , n ≥ 0.
A topological Markov shift (TMS) on S is the shift on a shift invariant subset Σ ⊂ SZ of
the form
ΣA :=
{
x ∈ SZ : Axi,xi+1 = 1
}
,
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where A = {As,t}s,t∈S is a {0, 1} valued matrix on S. A TMS is mixing if there exists
n ∈ N such that Ans,t > 0 for every s, t ∈ S.
Markov partitions of the manifoldM as in [AW, Si, B, Adl] are an important tool in the
study of C1+α Anosov diffeomorphisms. They provide a semiconjugacy between a TMS
and the Anosov transformation f . One of the important contributions of this paper is that
it uses a connection between inhomogeneous Markov chains supported on a TMS to the
Anosov diffeomorphism with the push forward of the Markov measure.
Example 2. Consider f : T2 → T2 the Toral automorphism defined by
f(x, y) = ({x+ y}, x) =
(
1 1
1 0
)(
x
y
)
mod 1,
where {t} is the fractional part of t. Since
∣∣∣∣det( 1 11 0
)∣∣∣∣ = 1, f preserves the Lebesgue
measure on T2. In addition for every z ∈ T2, the tangent space can be decomposed as
span {vs} ⊕ span {vu} where vu = (1, 1/ϕ) and vs = (1,−ϕ) . Here and throughout the
paper ϕ denotes the golden mean (ϕ := 1+
√
5
2 ).
For every w ∈ Vu := span {vu} and z ∈ T2
Df (z)w =
(
1 1
1 0
)
w = ϕw,
For every u ∈ Vs := span {vs} and z ∈ T2, Df (z)u =
(
− 1ϕ
)
u. These facts can be used
[Adl, AW] to construct the Markov partition for f with three elements {R1, R2, R3}, see
figure 2.1.
vs
vu
R1
R2
R3
Figure 2.1. The construction of the Markov partition
The adjacency Matrix of the Markov partition is then defined by Ai,j = 1 if and only if
intRi ∩ f−1 (intRj) 6= ∅. Here the adjacency Matrix is
A =
 1 0 11 0 1
0 1 0
 .
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Let Φ : ΣA → T2 be the map defined by Φ(x) :=
⋂∞
n=−∞ f−nRxn . Note that by the Baire
Category Theorem since
{
∩Nn=−Nf−nRxn
}∞
N=1
is a decreasing sequence of compact sets,
Φ(x) is well defined. The map Φ : ΣA → T2 is continuous, finite to one, and for every
x ∈ ΣA,
Φ ◦ T (x) = f ◦ Φ(x).
In other words, Φ is a semi-conjugacy (topological factor map) between (ΣA, T ) to
(
T2, f
)
.
In addition, for every x ∈ T2\ ∪n∈Z ∪3i=1f−n (∂Ri) there exists a unique w ∈ ΣA so that
Φ(w) = x . The Lebesgue measure mT2 on T2 is invariant under f . One can check
that mT2
(∪3i=1∂Ri) = 0 and thus Φ−1 defines an isomorphism between (T2,mT2 , f) and(
ΣA, µpiQ,Q, T
)
where µpiQ,Q is the stationary Markov measure with
(2.1) Pj ≡ Q :=
 ϕ1+ϕ 0 11+ϕϕ
1+ϕ 0
1
1+ϕ
0 1 0

and
(2.2) pij = piQ :=
(
1/
√
5, 1/ϕ
√
5, 1/ϕ
√
5
)
= (mT2 (R1) ,mT2 (R2) ,mT2 (R3)) .
2.2.1. Nonsingular Markov shifts: Let {Pn}∞n=−∞ ⊂MS×S be a sequence of aperiodic and
irreducible stochastic matrices on S. In addition let {pin}∞n=−∞ be a sequence of probability
distributions on S so that for every s ∈ S and n ∈ Z,
(2.3)
∑
t∈S
pin−1(t) · Pn (t, s) = pin(s).
Then one can define a measure on the collection of cylinder sets,
[b]lk :=
{
x ∈ SZ : xj = bj ∀j ∈ [k, l] ∩ Z
}
by
µ
(
[b]lk
)
:= pik (bk)
l−1∏
j=k
Pj (bj , bj+1) .
Since the equation (2.3) is satisfied, µ satisfies the consistency condition and therefore by
Kolmogorov’s extension theorem µ defines a measure on SZ. In this case we say that µ is
the Markov measure generated by {pin, Pn}n∈Z and denote µ = M {pin, Pn : n ∈ Z}. By
M {pi, P} we mean the measure generated by Pn ≡ P and pin ≡ pi. We say that µ is
nonsingular for the shift T on SZ if T∗µ ∼ µ.
2.3. Local absolute continuity. Let (X,B) be a measure space and Fn ⊂ B be a
filtration of X. That is an increasing sequence of σ-algebras such that Fn ↑ B. The
method in [KBL, Shi] uses ideas from Martingale theory in order to determine whether
two Borel probability measures µ, ν are absolutely continuous.
Definition 3. Given a filtration {Fn}, we say that ν loc µ (ν is locally absolutely
continuous with respect to µ) if for every n ∈ N, νn  µn where νn = ν|Fn .
Suppose that ν loc µ w.r.t {Fn}, set zn := dνndµn . The sequence zn is a nonnegative
martingale with respect to Fn and thus by the martingale convergence theorem there
exists a [0,∞] valued random variable z∞ such that limn→∞ zn = z∞ a.s. It follows that
if ν loc µ then ν  µ if and only if zn −−−→
n→∞ z∞ in L
1 (µ). The latter holds if and only if
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the sequence {zn}∞n=1 is uniformly integrable meaning that for all  > 0 there existsM > 0
such that for all n ∈ N, ´ zn1[zn>M ]dµ < .
2.4. Sections Overview and explanation of the method of construction. The idea
is as follows, let f(x, y) = (x + y, x)mod1, {R1, R2, R3} be the corresponding Markov
partition for f , ΣA the resulting topological Markov shift and Φ : ΣA → T2 the topological
semiconjugacy with the shift. In addition Q will always denote the transition matrix
corresponding to the Lebesgue measure.
• In Section 3 we present an inductive construction which produces a family of
nonatomic inhomogeneous Markov measures which are fully supported on ΣA ⊂
{1, 2, 3}Z and are of type III1.
• Let µ be such a Markov measure generated by {pik, Pk : k ∈ Z}. Since µ is con-
servative Φ∗µ gives zero measure to the images of the boundaries of the rectangles
of the Markov partition. The latter property implies that Φ is an isomorphism
of
(
T2,Φ∗µ, f
)
and (ΣA, µ, Shift) and thus
(
T2,Φ∗µ, f
)
is a type III1 dynamical
system.
The type III1, inhomogeneous Markov measures for the shift on ΣA have the additional
property that for every k ≤ 0 the transition matrices of µ at k are the same as the ones
arising from the Lebesgue measure (∀k ≤ 0, Pk = Q). This implies that (after a rotation
of the coordinates to the vu, vs coordinates) with Φ : ΣA → T being the semiconjugacy
map arising from the Markov partition we have
dΦ∗µ(x, y) = dν+(x)dy.
Here ν+ is the image by the push forward on the stable manifold of the Markov measure
on {1, 2, 3}N given by {pik, Pk}∞k=1. This property will be used (see Subsection 2.5) to
show that there exists an homeomorphism G of T2 such that mT2 ◦ G = Φ∗µ and the
transformation G ◦ f ◦ G−1 : (T2,mT2) → (T2,mT2) is measure theoretically isomorphic
to
(
T2,Φ∗µ, f
)1, hence a type III1 system.
The harder part in the proof of this theorem is to construct a homeomorphism H : T2 →
T2 so that
(1) m ◦ H ∼ Φ∗µ = m ◦ G. Consequently the system
(
T2,BT2 ,mT2 , H ◦ f ◦H−1
)
is
of type III1 because it is measure theoretically isomorphic to
(
T2,BT2 ,mT2 ◦H, f
)
and the fact that the type III1 property is invariant upon changing the measure to
an equivalent measure.
(2) H ◦ f ◦H−1 is C1 and Anosov.
In order to obtain this goal and to explain the definition of G it is easier for us to build f
as the natural extension of (the non invertible) golden mean shift Sx = ϕxmod1.
2.5. The map f as the natural extension of the golden mean shift. The parti-
tion
{
J1 = [0, 1/ϕ
2], J2 = [1/ϕ, 1], J3 =
[
1/ϕ2, 1/ϕ
]}
is a Markov partition for the golden
mean shift with A (the same matrix as the one for f) as its adjacency matrix. See figure
2.2.
Denote by σ the one sided shift on Σ+A. It can be verified that
(
Σ+A, νpiQ,Q, σ
)
is iso-
morphic to (T,mT, S) where mT is the Lebesgue measure on T. The natural extension
1The isomorphism
(
T2,mT2 ◦G = Φ∗µ, f
) pi−→ (T2,mT2 , G ◦ f ◦G−1) is clearly pi = G. Indeed G is a
homeomorphism hence measurable and inverible (and G−1 is measurable), G ◦ f = (GfG−1) ◦ G and
(mT2 ◦G) ◦G−1 = mT2 .
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ϕ
1
ϕ2
1
I1 I2I3
1
ϕ2
1
ϕ
1
Figure 2.2. The Markov partition of ϕx mod 1
of
(
Σ+A, νpiQ,Q, σ
)
is (ΣA,M {piQ,Q} , σ) which is isomorphic to
(
T2,mLeb, f
)
. This shows
that f is indeed the natural extension of the Golden mean shift. To see the geometric
picture of how S and f are related one can look at the Markov partitions and move to the
Vu, Vs coordinates. On those coordinates f acts almost as
(u, v) 7→ (ϕu mod 1,−ϕ−1v) = (Su,−ϕ−1v) ,
where the mistake is in the second coordinate. To make it precise let M = [0, 1/ϕ] ×[−ϕ/ (ϕ+ 2) , ϕ2/ (ϕ+ 2)]⋃ [1/ϕ, 1]× [−ϕ/ (ϕ+ 2) , 1/ (ϕ+ 2)]. Define f˜ :M→M by
f˜(x, y) =
{(
ϕx,−ϕ−1y) , 0 ≤ x ≤ 1/ϕ(
ϕx− 1,−ϕ−1
(
y − ϕ2ϕ+2
))
, 1/ϕ ≤ x ≤ 1 .
See Figure 2.3 for the way f˜ maps its 3 rectangles, as can be seen by this picture the action
of f˜ is the same as how f acts on its Markov partition.
Figure 2.3. Action of f˜ on it’s (soon to be) Markov partition
In order that f˜ will be the same as f , we identify by orientation preserving piecewise
translations the following intervals (for a geometric understanding one can see that this
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identification comes from the way the Markov partition of f tiles the plane):
{0} × [0, ϕ2/ (ϕ+ 2)] ' {1} × [−ϕ/ (ϕ+ 2) , 1/ (ϕ+ 2)]
{0} × [−ϕ/ (ϕ+ 2) , 0] ' {1/ϕ} × [1/ (ϕ+ 2) , ϕ2/ (ϕ+ 2)][
0, 1/ϕ3
]× {ϕ2/ (ϕ+ 2)} ' [1/ϕ2, 1/ϕ]× {−ϕ/ (ϕ+ 2)}[
1/ϕ3, 1/ϕ
]× {ϕ2/ (ϕ+ 2)} ' [1/ϕ, 1]× {−ϕ/ (ϕ+ 2)}[
0, 1/ϕ2
]× {−ϕ/ (ϕ+ 2)} ' [1/ϕ, 1]× {1/ (ϕ+ 2)} .
The resulting Manifold (which is T2) will be denoted by M∼ in order to remind the reader
of this change of coordinates and the geometric relation between f and S.
In M∼, dΦ∗µ(x, y) = dν+(x)dy where ν+ is a non atomic measure on T. This means
that the circle homeomorphism h(x) = ν+[0, x] takes the Lebesgue measure on T to
ν+ and h (1/ϕ) = µ (x1 6= 2) = 1ϕ . The homeomorphism of M∼ defined by G(x, y) =
(h(x), y) takes Lebesgue measure of M∼ to Φ∗µ. The perturbed homeomorphism H :
M∼ → M∼ which will be constructed is of the form H(x, y) = (hy(x), y), where for y ∈[−ϕ/ (ϕ+ 2) , ϕ2/ (ϕ+ 2)], hy : T→ T is a circle homeomorphism such thatmT◦hy ∼ ν+.
This construction is carried out by the following steps:
• the first step is to work on the action of f on the unstable manifold which is the
Golden mean shift and to construct a circle homeomorphism h˜ such that h˜◦S ◦ h˜−1
is C1 expanding and mT ◦ h˜ ∼ ν+. A further important property of the homeo-
morphisms which we construct is that h˜ (Ji) = Ji for all elements of the Markov
partition of S. This will imply for example that
(
h˜(x), y
)
is an homeomorphism
of M∼. This step involves adding another parameter for the inductive construction
of the measure µ = M {Pk, pik : k ∈ Z} and is carried out in Section 4.
• in Section 5 we modify construction of these homeomorphisms h˜ in order to con-
struct the functions hy in the definition of H. A major challenge in this step is to
ensure that ∂H◦f˜◦H
−1
∂y is defined and continuous.
3. The type III1 Markov shifts supported on ΣA
Here we present the inductive construction of the inhomogeneous Markov measures.
3.1. Markov Chains.
3.1.1. Basics of Stationary (homogenous) Chains. Let S be a finite set which we regard as
the state space of the chain, pi = {pi(s)}s∈S a probability vector on S and P = (Ps,t)s,t∈S
a stochastic matrix. The vector pi and P define a Markov chain {Xn} on S by
∀n ∈ Z, Ppi (Xn = t)pi(t) and P (Xn = s |X1, .., Xn−1 ) := PXn−1,s.
P is irreducible if for every s, t ∈ S, there exists n ∈ N such that Pns,t > 0 and P is aperiodic
if for every s ∈ S, gcd{n : Pns,s > 0} = 1. Given an irreducible and aperiodic P, there
exists a unique stationary probability piP (that is piPP = piP ). In addition for every s, t ∈ S,
Pns,t −−−→n→∞ piP (t). Since S is a finite state space, it follows that for any initial distribution
pi on S,
Ppi (Xn = t) =
∑
s∈S
pi(s)Pns,t −−−→n→∞ piP (t).
8
An important fact which will be used in the sequel is that the stationary distribution is
continuous with respect to the stochastic matrix. That is if {Pn}∞n=1 is a sequence of
irreducible and aperiodic stochastic matrices such that
‖Pn − P‖∞ := max
s,t∈S
∣∣∣(Pn)s,t − Ps,t∣∣∣ −−−→n→∞ 0
and P is irreducible and aperiodic then ‖piPn − piP‖∞ → 0.
3.2. Type III1 Markov Shifts. In this subsection, let Ω := ΣA, B := BΣA and T is the
two sided shift on Ω. For two integers k < l, write F (k, l) for the algebra of sets generated
by cylinders of the form [b]lk, b ∈ {1, 2, 3}l−k. That is the smallest σ-algebra which makes
the coordinate mappings {wi(x) := xi : i ∈ [k, l]} measurable.
3.2.1. Idea of the construction of the type III Markov measure. The construction uses the
ideas in [Kos]. For every j ≤ 0
Pj ≡ Q and pij ≡ piQ,
where Q and piQ are as in (2.1) and (2.2) respectively. On the positive axis one defines on
larger and larger chunks the stochastic matrices which depend on a distortion parameter
λk ≥ 1 where 1 means no distortion. Now a cylinder set [b]n−n fixes the values of the first n
terms in the product form of the Radon Nykodym derivatives. We would like to be able to
correct the values in order that we can enforce a given number to be in the ratio set. This
corresponds to a lattice condition on λk which is less straightforward then the one in [Kos].
However this is not enough for a Markov measure, since the states are not independent,
this forces us to utilize both the convergence to the stationary distribution and the mixing
property for stationary chains.
Another difficulty is that the measure of the set [b]n−n ∩ T−N [b]n−n ∩
{(
TN
)′ ≈ a} could
be of very small measure with respect to µ
(
[b]n−n
)
. To remedy this problem, and enable
approximation of general sets, we look for many approximately independent such events
so that their union covers at least a fixed proportion of [b]n−n.
More specifically the construction goes as follows. We define inductively 5 sequences
{λj}, {mj}, {nj}, {Nj} and {Mj} where
M0 = 1
Nj := Nj−1 + nj
Mj := Nj +mj .
This defines a partition of N into segments {[Mj−1, Nj) , [Nj ,Mj)}∞j=1. The sequence {Pn}
equalsQ on the [Nj ,Mj) segments while on the [Mj−1, Nj) segments we have Pn ≡ Qλj , the
λj perturbed stochastic matrix. The Q segments facilitate the form of some of the Radon
Nykodym derivatives while the perturbed segments come to ensure that µ ⊥ M {piQ,Q}
and that the ratio set condition is satisfied for cylinder sets.
Notation: By x = a± b we mean a− b ≤ x ≤ a+ b.
3.2.2. The construction. For λ ≥ 1 let
Qλ :=
 ϕλ1+ϕλ 0 11+ϕλϕ
1+ϕ 0
1
1+ϕ
0 1 0
 .
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Choice of the base of induction: Let M0 = 1, λ1 > 1, n1 = 2, N1 = 3 and Q1 := Qλ1
be the λ1 perturbed matrix. Set P1 = P2 = Q1 and pi0 = piQ. The measures pi1, pi2
are then defined by equation (2.3). Let m1 = 3 and thus M1 = 6. Set Pj = Q for
j ∈ [N1,M1) = [3, 6) and pi3, pi4, pi5 be defined by equation (2.3).
Assume that {λj ,mj , nj , Nj ,Mj}l−1j=1 have been chosen.
Choice of λl: Notice that the function f(x) := x 1+ϕ1+ϕx is monotone increasing and
continuous in the segment [1,∞). Therefore we can choose λl > 1 which satisfies the
following three conditions:
(1) Finite approximation of the Radon-Nykodym derivatives condition:
(3.1) (λl)2ml−1 < e
1
2l .
This condition ensures an approximation of the derivatives by a finite product.
(2) Lattice condition:
(3.2) λl−1 · 1 + ϕ
1 + ϕλl−1
∈
(
λl · 1 + ϕ
1 + ϕλl
)N
,
where aN := {an : n ∈ N}.
(3) Let Ql := Qλl and piQl be its unique stationary probability. Notice that when λl
is close to 1, then Ql is close to Q in the L∞ sense. Therefore by continuity of the
stationary distribution we can demand that
(3.3) ‖piQ − piQl‖∞ <
1
2l
.
Choice of nl: It follows from the Lattice condition, equation (3.2), that for each k ≤ l−1,(
λk · 1 + ϕ
1 + ϕλk
)
∈
(
λl · 1 + ϕ
1 + ϕλl
)N
.
Choose nl large enough so that for every k ≤ l − 1 (notice that the demand on k = 1 is
enough) there exists N 3 p = p(k, l) ≤ nl20 so that
(3.4)
(
λl · 1 + ϕ
1 + ϕλl
)p
=
(
λk · 1 + ϕ
1 + ϕλk
)
.
Till now we have defined {Pj , pij}Ml−1j=−∞. By the mean ergodic theorem for Markov chains
[LPW, Th. 4.16] and (3.3), one can demand by enlarging nl if necessary that in addition
(3.5) νpiMl−1 ,Ql
x : 1
nl
nl∑
j=1
1[xj=1] =
1√
5
± 2−l
 > 1− 1
l
,
and
(3.6) νpiMl−1 ,Ql
x : 1
nl
nl∑
j=1
1[xj=2,xj+1=3] >
1
15
 > 1− 1
l
,
where ν is the Markov measure on {1, 2, 3}N defined by and Ql and piMt−1 . The numbers
inside the set were chosen so that∣∣∣piQl(1)− 1/√5∣∣∣ < 2−l,
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and similarly for l large enoughˆ
1[x0=2,x1=3](x)dνpiQl ,Ql = piQl(2) (Ql)2,3 =
(
1
ϕ
√
5
± 1
2l
)
1
ϕ+ 1
>
1
15
.
Choice of Nl: Let Nl := Ml−1 + nl. Now set for all j ∈ [Ml−1, Nl),
Pj = Ql
and {pij}Nlj=Ml−1+1 be defined by equation (2.3).
Choice of ml: Let kl be the
(
1± (13)3Nl) mixing time of Q. That is for every n > kl,
j ∈ N, A ∈ F (0, j), B ∈ F (j + n,∞) and initial distribution p˜i,
(3.7) νp˜i,Q (A ∩B) =
(
1± 3−3Nl) νp˜i,Q (A) νpiQ,Q (Tn+lB) .
Demand in addition that kl > Nl. Let ml be large enough so that
(3.8)
(
1− 9−3Nl)ml/4kl ≤ 1
l
,
and
(3.9) (ml −Nl)λ−2Nl1 ≥ 1.
To summarize the construction. We have defined inductively sequences {nl} , {Nl} , {ml} , {Ml}
of integers which satisfy
Ml < Nl+1 = Ml + nl < Ml+1 = Nl+1 +ml+1.
In addition we have defined a monotone decreasing sequence {λl} which decreases to 1 and
using that sequence we defined new stochastic matrices {Ql}. Now we set
(3.10) Pj :=

Q, j ≤ 0
Ql, Ml−1 ≤ j < Nl
Q, Nl ≤ j < Ml
,
and pij = piP for j ≤ 0. The rest of the pij ’s are defined by the consistency condition, equa-
tion (2.3). Finally let µ be the Markovian measure on {1, 2, 3}Z defined by {pij , Pj}∞j=−∞.
Notice that for all j ∈ N, suppPj ≡ suppA = suppQ.
Theorem 4. The shift
(
{1, 2, 3}Z , µ, T
)
is nonsingular,conservative, ergodic and of type
III1.
The proof of Theorem 4 is given in the appendix.
4. Type III perturbation of the Golden Mean Shift arising from
Markovian measures
4.1. A perturbation of the golden mean shift: Let ν = M {pik,Pk}∞k=−∞ be the type
III1 (for the shift on {1, 2, 3}Z) Markov measure from Section 3 for the two sided shift. It
follows from [ST, Thm. 4.4.] that the one sided Markov measure ν+ = M {pik,Pk}∞k=1 on
{1, 2, 3}N is a type III measure for the (one sided) shift.
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Let Sx = ϕx mod 1 and J1 :=
(
0, 1/ϕ2
)
, J2 := (1/ϕ, 1) and J3 :=
(
1/ϕ2, 1/ϕ
)
be a
Markov partition for S. Denote by
Bd (S) :=
∞⋃
n=0
3⋃
i=1
∂
(
S−nJi
)
.
The map Θ : Σ+A → [0, 1], Θ (w) =
⋂∞
n=0 S
−nJwn is a semiconjugacy of
(
Σ+A, σ
)
and (T, S)
and for each x /∈ Bd (S), Θ−1(x) consists of one point (point of uniqueness for the Θ
representation). Since the support of ν+ is contained in G (σ) := Θ−1 (T\Bd (S)), the
map Θ is a metric isomorphism between
(
Σ+A, ν
+, σ
)
and (T,Θ∗ (ν+) , S) and therefore the
measure µ+ := Θ∗ (ν+) is a type III measure for S. Since µ+ is a continuous measure,
its cumulative distribution function h(x) = µ+ ([0, x]) is a homeomorphism of T such that
µ+◦h−1 is Lebesgue measure on T. It follows that the map (T,mT, h ◦ S ◦ h−1) is a type III
transformation, where mT denotes the Lebesgue measure. The problem is that h ◦ S ◦ h−1
is not necessarily smooth, so we construct h, as in the idea of the examples of Bruin and
Hawkins, close to h in the C0 norm such that
• h ◦ S ◦ h−1 is C1 and uniformly expanding.
• mT ◦ h ∼ µ+.
• We will have in addition that hJi = Ji for every i ∈ {1, 2, 3}, this extra property
is crucial for the extension to two dimensions.
Before we go through the construction we would like the reader to recall that the Lebesgue
measure on T is the measure arising from M {pi,Q}. The main idea is to approximate the
change of measure between Lebesgue measure and µ+ on the semi algebras
R(n) :=
{
C[w]n1 :=
n−1⋂
k=0
S−kJwk : x ∈ ΣA
}
= {Cw : w ∈ ΣA(n)} .
The construction goes as follows: We first assume that we are given a type III Markovian
measure defined by {λk,Mk, Nk}∞k=1. Then we would like to choose inductively, mostly by
continuity arguments a sequence  = {k} that will give us the perturbation. However
in the end we arrive at a problem that we need that the size of Mk is relatively large
with respect to 1/k−1. This problem will be solved by modifying the induction process
of Section 3 and adding the choice of the sequence  to the induction. The new induction
will be explained in Subsection 4.2.2.
Remark 5. Before we continue with the construction we would like to remind the reader
that at each stage in the inductive construction of the Markovian measure in Section 3 we
can take λt to be as close to 1 as we like and nt, Mt/Nt to be as large as we want. This
is because the conditions on λt ((3.1), (3.2) and (3.3)) are that λt is small enough whilst
the conditions on nt ((3.4), (3.5) and (3.6)) and Mt/nt ∼ mt/nt ((3.8) and (3.9)) are to
be large enough.
Special interpolation functions: Given α > 0 we would like to define a Lipschitz function
gα so that gα(0) = 0, g′α(0) = 1, gα(1) =
´ 1
0 g
′
α(x)dx = α and g′α(1) = α. We will use the
functions gα : [0, 1]→ [0, α] defined by gα(0) = 0 and
g′α(x) =

1 + 3x · 5α−54 0 ≤ x ≤ 13
5α−1
4 ,
1
3 ≤ x ≤ 23
5α−1
4 − (3x− 2)α−14 , 23 ≤ x ≤ 1
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which have the additional property that if α > 1 then
1 = inf
x∈[0,1]
g′α(x) < sup
x∈[0,1]
g′α(x) =
5α− 1
4
< α2
and if 14 ≤ α < 1 then
α2 ≤ 5α− 1
4
= inf
x∈[0,1]
g′α(x) < sup
x∈[0,1]
g′α(x) = 1.
Remark 6. For all α,  > 0,ˆ 
0
g
′
α
(x

)
dx = 
ˆ 1
0
g′α(x)dx = α
and for all u > , ˆ u
u−
g
′
α
(
u− x

)
dx = α
4.2. Realization of the homeomorphism of change of measures. For 0 <  < 1ϕ
and λ > 1, let ψ,λ : [0, 1] 	 be the function defined by ψ,λ(0) = 0 and
ψ
′
,λ(x) :=

g′(
λϕ2
1+λϕ
) (x

)
, 0 ≤ x ≤ 
λϕ2
1+λϕ ,  < x ≤ 1ϕ − 
g′(
λϕ2
1+λϕ
) (1/ϕ−x

)
, 1ϕ −  < x ≤ 1ϕ
g′(
ϕ2
1+λϕ
) (x−1/ϕ

)
, 1ϕ ≤ x ≤ 1ϕ + 
ϕ2
1+λϕ ,
1
ϕ +  < x ≤ 1− 
g′(
ϕ2
1+λϕ
) (1−x

)
, 1−  < x ≤ 1.
.
1
ϕ
1
  
Figure 4.1. The graph of ψ′,λ
If  = 0 then by a rescaling procedure one can use these functions to define the cumulative
distribution function of Θ∗
(
νpiQλ ,Qλ
)
. The function ψ,λ is basically an interpolation of a
piecewise constant function in order to make it continuous and that the following properties
hold:
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(1) ψ′,λ(0) = ψ
′
,λ(1) = 1. This is needed in order to glue ψ,λ with the identity function
and still have a C1 function.
(2) For every , λ, by Remark 6,
ψ,λ
(
1
ϕ
)
=
[ˆ 
0
g′( λϕ2
1+λϕ
) (x

)
dx+
λϕ2
1 + λϕ
(
1
ϕ
− 2
)
+
ˆ 1
ϕ
1
ϕ
−
g′( λϕ2
1+λϕ
)(1/ϕ− x

)
dx
]
=
λϕ
1 + λϕ
.
Similarly ψ,λ(1) = ψ,λ
(
1
ϕ
)
+
(
ψ,λ (1)− ψ,λ
(
1
ϕ
))
= 1.
(3) By Remark 6, ψ,λ() = λϕ
2
1+λϕ · . Thus for every  < x < 1ϕ − ,
ψ,λ(x) = (ψ,λ(x)− ψ,λ()) + ψ,λ() = λϕ
2
1 + λϕ
x,
and
ψ,λ(x)
ψ,λ(1/ϕ)
= ϕx.
Similarly, ψ,λ
(
1
ϕ + 
)
− ψ,λ
(
1
ϕ
)
= ϕ
2
1+λϕ, thus for every
1
ϕ +  < x < 1− ,
ψ,λ(x)− ψ,λ(1/ϕ)
ψ,λ(1)− ψ,λ(1/ϕ) = ϕ
2 (x− 1/ϕ) = x− 1/ϕ
1− 1/ϕ .
(4) ψ′,λ is Lipschitz with Lipschitz constant of the order 1/ when → 0 and for every
x ∈ T,
(4.1) λ−2 ≤ ψ′,λ(x) < λ2.
Given two sequences k ≥ 0 and λk ≥ 1, denote by ψk = ψλk,k .
Define an order on Σ+A in the following way. For w, z ∈ Σ+A, let
j(w, z) := inf {n ∈ N : wn 6= zn} .
Then w ≺ z if either wj(w,z) = 1 or wj(w,z) = 3 and zj(w,z) = 2 (notice that in the latter
case j(w, z) = 1). This order has the following property. If [w]n1 6= [y]n1 for some n ∈ N,
then C[w]n1 is to the left of C[y]n1 if and only if w ≺ y.
In addition for n ∈ N we write x¯n, xn : ΣA → T to be defined by
C[w]n1 := [xn(w), x¯n(w)) .
For n ∈ N, denote by ΣA(n) the collection of words w = w1w2 · · ·wn with [w]n1 ⊂ ΣA.
We will define inductively a sequence {hn}∞n=1 of diffeomorphisms of T. Since T =⋃
w∈ΣA(n)C[w]n1 and each hk, k < n is onto T,
T =
⋃
w∈ΣA(n)
Hn−1
(
C[w]n1
)
,
where Hn−1 := hn−1 ◦ hn−2 ◦ · · · ◦ h1.
• If Nt < n < Mt for some t ∈ N, then hn is the identity.
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• If Mt−1 < n ≤ Nt for some t ∈ N, then hn is made from #ΣA(n) scalings of ψt
or the identity. Let w(n, 1), .., w(n,#ΣA(n)) be an enumeration of ΣA(n) with
respect to ≺. Set hn(0) = 0. Assume we have defined hn on
⋃l−1
k=1Hn−1
(
Cw(n,k)
)
,
we will now define hn on Hn−1
(
Cw(n,l)
)
.
– If w(n, l)n = 1, we define for z ∈ Hn−1
(
Cw(n,l)
)
,
hn(z) := Hn−1 (xn(w)) + l(n,w)ψt
(
z −Hn−1 (xn(w))
l(n,w)
)
,
where w = w(n, l) and
l(n,w) := mT (Hn−1 (w)) = Hn−1 (x¯n(w))−Hn−1 (xn(w)) .
– If w(n, l)n 6= 1 then for all z ∈ Hn−1
(
Cw(n,l)
)
,
hn(z) = z.
• Note that since ψt(1) = 1 for all t ∈ N, it follows that hn
(
Hn−1
(
Cw(n,l)
))
=
Hn−1
(
Cw(n,l)
)
for all n and l. Consequently, hn is continuous. The differentiability
of hn at points {Hn−1 (xn(w)) : w ∈ ΣA(n)} follows from ψ′t(0) = ψ′t(1) = 1.
We need to define hn for all n ∈ {Mt}∞t=1. Here we apply a statistical correction procedure
which we will now proceed to describe. In what follows we assume that 1 is small enough
so that
mT
(
ψ1
(
C
[w]
N1
1
))
= mT
(
ψ1
(
C[w]21
))
mT
(
C
[w]
N1
3
∣∣∣C[w]21) .
The first equality follows from property 3 of ψt provided that 1 is small enough so that for
every w ∈ Σ+A, the end points of C[w]N11 are in
[
1, ϕ
−1 − 1
]∪[ϕ−1 + 1, 1− 1]∪{0, ϕ−1, 1}.
The equality then follows from ψ1(1/ϕ) = λ1ϕ1+λ1ϕ . This relation gives for example that
mT
(
HN1
(
C
[w]
N1
1
))
= µ+
(
C
[w]
N1
1
)
,
and we have good knowledge of where the point in 1ϕ proportion in Hn−1
(
C[w]n1
)
travels.
However, since Mt is generally much larger then Nt we loose this control and the useful
equality
(4.2) mT
(
HMt
(
C
[w]
Nt+1
1
))
= mT
(
HMt
(
C
[w]
Mt
1
))
mT
(
C
[w]
Nt+1
Mt+1
∣∣∣∣C[w]Mt1
)
need no longer hold true. The role of hMt is to take care that equality (4.2) holds true.
The functionH ′Nt being a product of bounded Lipschitz functions, is a bounded Lipschitz
function. Therefore if Mt is large enough with respect to Nt, then (here we use the fact
that hn = Id for Nt < n < Mt) H ′Nt = H
′
Mt−1 is almost constant on HMt−1
(
C
[w]
Mt
1
)
.
That means that for every 0 6= x ∈ HMt−1
(
C
[w]
Mt
1
)
in the interior of HMt−1
(
C
[w]
Mt
1
)
,∣∣∣∣∣∣∣
mT
(
C
[w]
Mt
1
)
´
C
[w]
Mt
1
H ′Mt−1(s)ds
·H ′Mt−1(x)− 1
∣∣∣∣∣∣∣ 1.
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By using a similar idea as in the construction of ψ with the gα we define hMt restricted to
HMt−1
(
C
[w]
Mt
1
)
so that equality (4.2) holds. This is done as follows: For α1, α2 ∈ R, let
Gα1,α2 : [0, 1]→ [0, α2] be defined by Gα1,α2(0) = 0 and
(4.3) G′α1,α2(x) :=

α1 +
15(α2−α1)
4 x, 0 ≤ x ≤ 1/3
5α2−α1
4 , 1/3 ≤ x ≤ 2/3
5α2−α1
4 +
α2−α1
4 (3x− 1) 2/3 ≤ x ≤ 1
.
This function is a C1 function which satisfies G′α1,α2(0) = α1 and G
′
α1,α2(1) = Gα1,α2(1) =
α2.
Define α : N× ΣA → (0,∞) by
α(t, w) :=
1
mT
(
C
[w]
Mt
1
) ˆ
C
[w]
Mt
1
H ′Mt−1(s)ds =
mT
(
HMt−1
(
C
[w]
Mt
1
))
mT
(
C
[w]
Mt
1
) .
In addition for a finite word w ∈ ΣA (Mt) we denote by w− the predecessor of w with
respect to ≺ restricted on ΣA (Mt). We define h′Mt ◦HMt−1(x) on C[w]Mt1 to be equal to
α(t,w)
H′Mt−1(x)
off an t+1mLeb
(
C
[w]
Mt
1
)
neighborhood of the left endpoint of the segment C
[w]
Mt
1
,
α(t,w−)
H′Mt−1 (x)
on the left endpoint (which is in the boundary of C
[w]
Mt
1
) and an interpolation
in between by using Gα1,α2 for an appropriately chosen α1, α2. Here t+1 has to be small
enough so that the end points of
{
HMt−1
(
C
[w]
Nt+1
1
)
: [w]
Nt+1
1 ∈ ΣA (Nt+1)
}
are not in an
t+1 neighborhood of the left end point of HMt−1
(
C
[w]
Mt
1
)
. Formally hMt ◦HMt−1|C
[w]
Mt
1
is defined by hMt ◦HMt−1
(
xMt(w)
)
= HMt−1
(
xMt(w)
)
and
h′Mt◦HMt−1(x) =
1
H ′Mt−1(x)
·

G′α(t,w−),α(t,w)
 x−xMt (w)
t+1 mT
(
C
[w]
Mt
1
)
 , xMt(w) ≤ x < xˆMt(w)
α(t, w), xˆMt(w) ≤ x < x¯Mt(w)
.
where xˆMt(w) = xMt(w) + t+1mT
(
C
[w]
Mt
1
)
. It follows from the chain rule that for x ∈
C
[w]
Mt
1
,
H
′
Mt(x) =

G′α(t,w−),α(t,w)
 x−xMt (w)
t+1 mT
(
C
[w]
Mt
1
)
 , xMt(w) ≤ x < xˆMt(w)
α(t, w), xˆMt(w) ≤ x < x¯Mt(w)
.
Claim 7. There exists δt+1 such that if t+1 < δt+1 then:
(a) for all w ∈ ΣA and Mt ≤ n ≤ Nt+1
HMt
(
C
[w]
Mt
1
)
= HMt−1
(
C
[w]
Mt
1
)
= HNt
(
C
[w]
Mt
1
)
.
(b) Equation (4.2) holds.
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α (t, w−)
α (t, w)
Figure 4.2. The graph of H ′Mt restricted to C[w]Mt1 when α(t, w) > α (t, w
−)
Proof. Let δt+1 be small enough so that the end points of{
HMt−1
(
C
[w]
Nt+1
1
)
: [w]
Nt+1
1 ∈ ΣA (Nt+1)
}
are not in a δt+1 neighborhood of
{
HMt−1
(
xMt (w˜)
)
: w˜ ∈ ΣA (Mt)
}
. As a consequence
H ′Mt(x) = α(t, w) for all w ∈ ΣA and x ∈
{
xNt+1(w), x¯Nt+1(w)
}
.
Fix w ∈ ΣA and t+1 ≤ δt+1, we first prove (a). Write for convenience x = xMt(w),
x¯ = x¯Mt(w) and xˆ = x + t+1 (x¯− x) = xMt(w) + t+1mT
(
C
[w]
Mt
1
)
. In this notation
xˆ− x = t+1mT
(
C
[w]
Mt
1
)
and 2 we have
HMt−1
(
C
[w]
Mt
1
)
= (HMt−1 (x) , HMt−1 (x¯)) = HMt−1 (x) + (0, HMt−1 (x¯)−HMt−1 (x)) .
In addition, since hMt ◦HMt−1 (x) = HMt−1 (x), then
HMt
(
C
[w]
Mt
1
)
= HMt (x) + (0, HMt (x¯)−HMt (x))
= HMt−1 (x) + (0, HMt (x¯)−HMt (x)) .
This shows that (a) is equivalent to showing that
HMt (x¯)−HMt (x) = HMt−1 (x¯)−HMt−1 (x) .
Now
HMt (x¯)−HMt (x) =
ˆ x¯
x
H ′Mt(s)ds
=
ˆ xˆ
x
G′α(t,w−),α(t,w)
(
s− x
xˆ− x
)
ds+ α(t, w) (x¯− xˆ)
=
ˆ xˆ−x
0
G′α(t,w−),α(t,w)
(
s
xˆ− x
)
ds+ α(t, w) (x¯− xˆ) .
For all α1, α2, δ > 0,
´ δ
0 G
′
α1,α2
(
x
δ
)
dx = δα2. Whence
HMt (x¯)−HMt (x) = α(t, w) (xˆ− x) + α(t, w) (x¯− xˆ)
= α(t, w)mT
(
C
[w]
Mt
1
)
= HMt−1 (x¯)−HMt−1 (x) ,
we have finished the proof of part (a).
2For an interval I and a point x, x+ I = {x+ y : y ∈ I} .
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To see part (b) notice if x /∈ C
[w]
Nt+1
1
then HMt restricted to C[w]Nt+11
is linear with slope
α(t, w). This shows that
mT
(
HMt
(
C
[w]
Mt
1
))
= α(t, w)mT
(
C
[w]
Nt+1
1
)
= mT
(
HMt
(
C
[w]
Mt
1
)) mT(C[w]Nt+11
)
mT
(
C
[w]
Mt
1
)
= mT
(
HMt
(
C
[w]
Mt
1
))
mT
(
C
[w]
Nt+1
Mt+1
⌊
C
[w]
Mt
1
)
,
as required. If x ∈ C
[w]
Nt+1
1
then C
[w]
Nt+1
1
=
[
x, xNt+1(w)
)
and thus as in the proof of part
(a)
mT
(
HMt
(
C
[w]
Nt+1
1
))
= HMt
(
x¯Nt+1(w)
)−HMt (x)
=
ˆ xˆ−x
0
G′α(t,w−),α(t,w)
(
s
xˆ− x
)
ds+ α(t, w)
(
x¯Nt+1(w)− xˆ
)
= α(t, w)
(
x¯Nt+1(w) − x
)
= α(t, w)mT
(
C
[w]
Nt+1
1
)
.
Continuing as in the case x /∈ C
[w]
Nt+1
1
one arrives at the conclusion. 
Remark 8. An important feature of this construction that will be used in the extension to
two dimensions is that for any 1 ≤ l ≤ #ΣA(n),
(4.4) hn
(
Hn−1
(
Cw(n,l)
))
= Hn−1
(
Cw(n,l)
)
.
This in turn implies that for every n ∈ N, Hn(x, y) := (Hn(x), y) is a diffeomorphism of
M∼ and the Markov partition {R1, R2, R3} for f˜ defined by
Ri :=
Ji ×
[
− ϕϕ+2 , ϕ
2
ϕ+2
]
, i ∈ {1, 3}
J2 ×
[
− ϕϕ+2 , 1ϕ+2
]
, i = 2
.
is preserved by Hn.
Theorem 9. There exists a choice of λk ↓ 1, {nk,mk, Nk,Mk}k∈N ⊂ N and  = {k}k∈N
so that:
(i). The Markov measure from the construction of Section 3 is a type III1 measure for
the shift on ΣA.
(ii). The function h is a circle homeomorphism and mT ◦ h ∼ µ+ where µ+ =
Θ∗M {Pk, pik}∞k=1.
(iii) The function g = h ◦ S ◦ h−1 is C1, and for every x ∈ T,
1.6 ≤ g′(x) ≤ 1.7.
The proof of this Theorem is by showing that we can realise smoothly a the inductive
construction of Section 3 (with three extra conditions) and include a new sequence {k} in
it so that the following properties hold:
(1) h := limn→∞Hn is a homeomorphism of T.
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(2) {gn} is a convergent subsequence in the C1 topology, here gn := Hn ◦ S ◦H−1n .
(3) The limit function g = limn→∞ gn = h ◦ S ◦ h−1 satisfies 1.6 ≤ g′(x) ≤ 1.7.
(4) mT ◦ h ∼ µ+.
4.2.1. The inductive choice of {l}∞l=1. Before we continue we would like to set up some
notation which will be used.
• Given  = {k}tk=1 and n ≤ Nt we denote by h,n the function in the construction
with the sequence  at level n.
• For j ≤ Nt, H,j := h,j ◦ h,j−1 ◦ · · · ◦ h,1. The function H,j only depends on
{s}ts=1 with j ≤ Nt.
• H0,j will denote the function with  = 0.
Lemma 10. Assume that {s}ts=1 were chosen so that for all s < t and x ∈ T, h
′
,Ms
(x) =
e±2−Ns . If Mt is sufficiently large with respect to Nt and t+1 is small enough then the
following two properties hold:
(i) For all x ∈ T,
h′,Mt(x) = e
±2−Nt .
(ii) Let w ∈ ΣA and Mt < n ≤ Nt+1. Denote by ξ(n,w) = xn(w) + 1ϕ (xn(w)− xn(w))
the point in 1ϕ proportion in C[w]n1 . Then
H,n−1 (ξn (w))−H,n−1 (xn(w))
H,n−1 (x¯n (w))−H,n−1 (xn(w))
=
1
ϕ
.
That is the (reference) point in 1ϕ proportion in C[w]n1 travels under H,n−1 to the reference
point in H,n−1
(
C[w]n1
)
.
Proof. In the course of the proof we write for n ≤ Nt+1, hn = h,n and H,n = Hn. Let
δ > 0. Since hn is the identity for Nt < n < Mt, then HMt−1 = HNt . The function H
′
Nt
is a product of Nt bounded Lipschitz functions and inft∈[0,1]H ′Nt(x) > 0. Therefore there
exists K(t) > 1, which depends only on {λs, Ns,Ms, s}t−1s=1 and {Nt, λt, t}, such that for
every x, y ∈ T,∣∣H ′Mt−1(x)−H ′Mt−1(y)∣∣ = ∣∣H ′Nt(x)−H ′Nt(y)∣∣ ≤ K(t)|x− y|
and for every x ∈ T,
(4.5) K(t)−1 ≤ ∣∣H ′Mt−1(x)∣∣ < K(t).
By uniform expansion of S, if Mt is sufficiently large then
sup
w∈ΣA
mT
(
HMt−1
(
C
[w]
Mt
1
))
≤ ϕ−(Mt−1)K(t) < δ
K(t)2
.
This implies that for every w ∈ ΣA and x, y ∈ HMt−1
(
C
[w]
Mt
1
)
,
∣∣H ′Mt−1(x)−H ′Mt−1(y)∣∣ ≤ K(t)|x− y| ≤ K(t)mT (HMt−1 (C[w]Mt1 )) < δ/K(t).
19
Averaging this inequality over all y ∈ HMt−1
(
C
[w]
Mt
1
)
, for every x ∈ HMt−1
(
C
[w]
Mt
1
)
,
∣∣H ′Mt−1(x)− α(t, w)∣∣ =
∣∣∣∣∣∣H ′Mt−1(x)− 1mT (C[w]Mt1 )
ˆ
C
[w]
Mt
1
H ′Mt−1(y)dy
∣∣∣∣∣∣
≤ K(t)−1δ.
If follows from this and the lower bound in (4.5) that for every x ∈ C
[w]
Mt
1
,∣∣∣∣∣ α(t, w)H ′Mt−1(x) − 1
∣∣∣∣∣ < δ,
A consequence of the latter inequality which is proved by fixing x(w) = xMt(w) =
xMt (w
−) once on w and once on w−, is that
∀w ∈ ΣA (Mt) ,
∣∣∣∣∣ α(t, w)H ′Mt−1 (x(w)) − α (t, w
−)
H ′Mt−1 (x(w))
∣∣∣∣∣ < 2δ.
Part (i) follows by choosing an appropriate δ and the definition of hMt .
(ii) By the definition of hMt , if t+1 is small enough then equation (4.2) holds. Using
property 3 of ψt,λt , a proof by induction shows that that for all Mt < n < J ≤ Nt+1,
(4.6) mT
(
Hn
(
C[w]J1
))
= mT
(
Hn
(
C[w]n+11
))
mT
(
C[w]Jn+1
∣∣∣C[w]n+11 ) .
The conclusion follows since if wn+1 ∈ {1, 2} then C[w1]n+21 =
[
xn+1(w), ξn+1(w)
)
Hn (ξn+1(w))−Hn
(
xn+1(w)
)
Hn (xn+1(w))−Hn
(
xn+1(w)
) = mT
(
Hn
(
C[w1]n+21
))
mT
(
Hn
(
C[w]n+11
))
= mT
(
C[w1]n+2n+2
∣∣∣C[w]n+11 )
= mT (w2 = 1|w1 = 1) = 1
ϕ
.
If wn+1 = 3 then C[w21]n+31 =
[
xn+1(w), ξn+1(w)
)
and then
Hn (ξn+1(w))−Hn
(
xn+1(w)
)
Hn (xn+1(w))−Hn
(
xn+1(w)
) = mT (w2 = 2, w3 = 1|w1 = 3) = 1
ϕ
.

By part (i) of the previous Lemma we can choose sequences {λt, nt, Nt,Mt, t}t∈N so that
supx∈T h′,Mt(x) ≤ e2
−Nt for all t ∈ N.
Proposition 11. Assume ϕ/λ21 > 1.6, assume that for all t ∈ N, supx∈T h′,Mt(x) ≤ e2
−Nt ,
then
sup
n∈N
∣∣h,n(x)− x∣∣ ≤ e(1.6)−n
and consequently limn→∞H,n(x) = h(x) is a homeomorphism of T.
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Proof. If for some τ ≤ T + 1, Mτ < k < Mτ+1 then,
(4.7) sup
x∈T
h
′
,k(x) = sup
s∈T
|ψk(s)|
(4.1)
≤ λ2τ ≤ λ21.
Therefore for every n ≤MT+1,
mT
(
H,n−1
(
C[w]n1
))
≤
(
T∏
k=1
sup
x∈T
∣∣h′,Mk(x)∣∣
)
λ2n1 mT
(
C[x]n1
)
≤ exp
(
T∑
k=1
2−Nk
)(
λ1
ϕ
)n
≤ e(1.6)−n.
The invariance of H,n−1
(
C[w]n1
)
under h,n implies that
sup
x∈T
∣∣h,n(x)− x∣∣ ≤ sup
w∈ΣA
mT
(
H,n−1
(
C[w]n1
))
≤ e(1.6)−n.
Consequently for every n < m,
∣∣H,m(z)−H,n(z)∣∣ ≤ m∑
k=n
∣∣H,k+1(z)−H,k(z)∣∣
=
m∑
k=n
∣∣h,k+1 (H,k(z))−H,k(z)∣∣
≤ e
m∑
k=n
sup
z∈T
∣∣h,k+1(z)− z∣∣ ≤ e m∑
k=n
(1.6)−k.
This shows that
{
H,m
}∞
m=1
is a Cauchy sequence in C(T), it’s limit being a continuous
and strictly increasing function is a homeomorphism of T. 
Lemma 12. Assume {k}tk=1 are already chosen so that for all s < t and x ∈ T, h
′
,Ms
(x) =
e±2−Ns . If Mt is large enough with respect to Nt then there exists δ˜t+1 > 0 so that for all
t+1 < δ˜t+1
(4.8) g′Nt+1(x) = λ
±Mt
t+1 e
±2−Nt+2g′Nt(x)
Here gNt = H,Nt ◦ S ◦H−1,Nt .
Proof. Assume first that t+1 = 0 and since we are not going to vary  we write Hn and
hn to denote H,n and h,n. Since t+1 = 0, by Lemma 10 if Mt is large enough then
h′Mt(x) = e
±2−Nt for all x ∈ T. We assume that Mt is large enough for this to hold.
Let z ∈ T, there exists a unique y = y(z) such that z = HNt+1(y). By the chain and
differentiation of inverse functions, if gNt+1 is differentiable at z,
g′Nt+1(z) = ϕ
H ′Nt+1 (Sy)
H ′Nt+1(y)
.
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Therefore since hk = id. for all Nt < k < Mt, HNt = HMt−1 and
g′Nt+1(z)
g′Nt(z)
=
H ′Nt+1 (Sy)
H ′Nt(Sy)
· H
′
Nt
(y)
H ′Nt+1(y)
=
Nt+1∏
k=Mt
h′k (Hk−1 (Sy))
Nt+1∏
k=Mt
h′k (Hk−1 (y))
−1
Fix j ∈ [Mt, Nt+1). Notice that Hj−1(y) ∈ Hj−1
(
C
[w]j1
)
if and only if
Hj−2 (Sy) ∈ Hj−2
(
C[w2···wj ]
)
,
and that by Lemma 10.(ii), Hj−1(y) and Hj−2 (Sy) are to the right of ξ
(
C
[w]j1
)
and
ξ
(
C[w2···wj ]
)
respectively if and only if y is to the right of the reference point in C
[w]j1
.
Thus under the assumption that t+1 = 0 for all j ∈ (Mt + 1, Nt+1],
h′j−1 (Hj−2 (Sy))
h′j (Hj−1(y))
= 1.
The last equality together with Lemma 10(i) implies that if Mt is large enough then,
g′Nt+1(z)
g′Nt(z)
=
h′Mt (HMt−1 (Sy))
h′Mt (HMt−1(y))
h′Nt+1
(
HNt+1−1(Sy)
)
h′Mt+1 (HMt(y))
Nt+1∏
j=Mt+2
h′j−1 (Hj−2 (Sy))
h′j (Hj−1(y))︸ ︷︷ ︸
=1
=
(
λ8t+1e
2−Nt+1
)±1
The last inequality makes use of the fact that for l ∈ {Mt + 1, Nt+1} and z ∈ T, |h′l(z)| =
λ±2t+1.
In [BH] they argue that the estimate on the derivative is continuous (uniformly) with
respect to t+1 since ψ
′
,λt+1
converges pointwise to ψ′0,λt+1 when  → 0. However this
convergence is not uniform (and it can’t be as it converges to a step function) and therefore
their argument is not sufficient for convergence in the C1 norm.
We proceed as follows. For n ∈ (Mt, Nt+1] and w ∈ ΣA with wn = 1 denote by BS(n,w),
the Bad Set at stage n for w, to be the following set{
y ∈ C[w]n1 : ∀δ > 0, ∃z ∈ (y − δ, y + δ), h′n ◦Hn−1(z) /∈
{
λt+1ϕ
2
1 + λt+1ϕ
,
ϕ2
1 + λt+1ϕ
}}
This set, which is a union of four small intervals, is the set of all y ∈ C[w]n1 where the
derivative of h′n ◦Hn−1 is not constant on a neighborhood of y.
First we demand that δt+1 is small enough so that the conclusion of Lemma 10 and
equation (4.6) hold for all t+1 < δt+1.
Secondly we demand that δt+1 is small enough so that for Mt < n < m ≤ Nt+1, if
BS(m,w) ∩ BS (n,w) 6= ∅ then one of the end points of Hm−1
(
C[w]m1
)
is either an end
point of Hn−1
(
C[w]n1
)
or the point in 1ϕ proportion in Hn−1
(
C[w]n1
)
.
22
xn(w) ξn(w)
x¯n(w)
The small intervals demonstrate the possibilities of locations of BS(m,w).
To understand why we choose these points, notice that in those marked endpoints
h′n(x) = 1.
This can be done if for example3
mT
(
H,m−1
(
C[w]m1
))
mT
(
H,n−1
(
C[w]n1
)) ≥ ( 1
ϕ2λ2t+1
)n−m
≥ 1
5−nt+1
 δt+1,
Indeed, if t+1 ≤ δt+1, then BS(n,w) is union 4 subintervals ofH,n−1
(
C[w]n1
)
considerably
smaller length then H,m−1
(
C[w]m1
)
and thus their bad sets can only intersect in a unique
interval if either x¯m(w) ∈ {x¯n(w), ξn(w)} or xm(w) ∈ {xm(w), ξn(w)}.
In fact with such a choice of δt+1 one has that for all w ∈ ΣA and Mt < n < m ≤ Nt+1,
BS(n,w) ∩ BS(m,w) is always one interval for which one of its end points satisfies
(4.9) h′n(Hn−1(x)) = 1.
In addition,
mT (BS(n,w) ∩ BS(m,w))
mT (BS(n,w))
≤ sup
x∈T
(
h−1n ◦ · · ·h−1m
)′
(x)
mT
(
C[w]m1
)
mT
(
C[w]n1
)(4.10)
≤
(
λ21
ϕ
)n−m
≤ (1.6)n−m.
By the definition of h,n, h′,n ◦Hn−1 is a Lipschitz function with a Lipschitz constant of
order Const./mT (BS(n,w)).
It follows from (4.9) and (4.10) that there exists a constant B > 0 such that for all
y ∈ BS(n,w) ∩ BS(m,w),
h′n(Hn(y)) = e
±B(1.6)n−m .
The final argument is as follows: Given x ∈ T there is a unique y ∈ T such that
x = HNt+1(y). Let w be such that y ∈ C[w]Nt+11 . If y /∈ ∪
Nt+1
n=Mt+1
BS(n,w) then a similar
analysis as in the case t+1 = 0 yields the conclusion. Otherwise there exists a maximal
Mt < J = J(y) ≤ Nt+1 such that y ∈ BS(J, w). A similar argument as in the case t+1 = 0
yields
(4.11) g′Nt+1(z) =
Nt+1∏
k=J
hk (Hk−1 (Sy))
hk (Hk−1(y))
= λ±4t+1g
′
J ◦HJ−1(y).
For Mt + 2 ≤ n < J−Mt/4, either y /∈ BS(k,w) for all k ≤ n and then we proceed as in
the case t+1 = 0 or y ∈ BS(n,w) ∩ BS (J, w) and then,
h′n ◦Hn−1(y) = e±B(1.6)
n−J
.
3Here notice that supn≤k≤Nt+1,x∈T
1
h′
,k
(x)
≤ λ−2t+1 irrespectible of the choice of .
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In addition, S (BS(n,w) ∩ BS (J, w)) is an interval of size ϕmT (BS(n,w) ∩ BS(J, w)) with
one point x for which4 h′n ◦Hn−1(x) = 1. Therefore as before,
h′n ◦Hn−1(Sy) = e±ϕB(1.6)
m−J.
Thus, using that for all Mt ≤ k ≤ Nt+1, h
′
k(Hk−1(Sy))
h′j(Hk−1(y))
≤ λ4t+1
g′J ◦HJ−1(y) ≤ g′Nt (HMt−1(y))
h′Mt (HMt−1 (Sy))
h′Mt (HMt−1(y))
J−Mt/4∏
n=Mt+1
e3B(1.6)
n−J
J∏
k=J−Mt/4
h′k (Hk−1(Sy))
h′j (Hk−1(y))
≤
(
g′Nt (z) e
2−Nt+2
)
eC(1.6)
−Mt/4
λMtt+1.
The upper bound follows from the last equation together with (4.11) since Mt/4  Nt.
The lower bound is similar. 
A consequence Lemma 12 is that we can choose  = {k}∞k=1 so that gNt and DgNt
converge uniformly to a map g with
(4.12) Dg(x) = ϕ ·
(∏
t∈N
λ
±Mt−1
t
)
· e
∑∞
t=1 2
−Nt+4,.
By taking care that for each t ∈ N, λMt−1t is small enough and the Nt are large enough,
1.6 ≤ ϕ ·
(∏
t∈N
λ
±Mt−1
t
)
· exp
( ∞∑
t=1
2−Nt+4
)
≤ 1.7,
thus the limiting transformation g is uniformly expanding. What remains to be shown
before we can explain the modified inductive construction of {λk,Mk, Nk, k}∞k=1 is that
we can choose  so that mT ◦ h ∼ µ+.
Lemma 13. Assume that µ+ is a push forward via Θ of the Markovian type III1 measure
for the shift defined by {λk,mk, nk,Mk, Nk}∞k=1 . Then there exists a sequence ε = {εk}∞k=1
such that for every  = {k}∞k=1 which satisfies ∀k ∈ N, k ≤ εk, the function h defined
previously satisfies
mT ◦ h ∼ µ+.
Proof. The proof of the Lemma will be done by applying the theory of local absolute
continuity of Shiryaev with Ft the sigma algebra generated by
{
C
[w]
Nt
1
: w ∈ ΣA
}
. For
 = {k}∞k=1, we will use the notation %,n(x) := h′,n
(
H,n−1(x)
)
.
Given  = {k}tk=1, (
mT ◦ h
)
t
:= mT ◦ h
∣∣
Ft = mT ◦H,Nt ,
and (
µ+
)
t
:= µ|Ft = mT ◦H0,Nt .
A calculation shows that
zt(x) :=
d
(
mT ◦ h
)
t
d (µ+)t
(x) =
H
′
,Nt(x)
H ′0,Nt(x)
.
4x is either an end point or the point in 1
ϕ
proportion in C[w2,...,wn+1]
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Writing H˜,k,t for the function Hδ(,k),Nt with
δ (, k)j :=
{
j , 1 ≤ j ≤ k
0, j > k
,
and noticing that H˜δ(,0),Nt = H0,Nt we get
(4.13) zt(x) =
t∏
k=1
H˜ ′,k,t(x)
H˜ ′,k−1,t(x)
.
By [Shi, p. 527 remark 2] it remains to show that we can choose ε such that if for all k ∈ N,
k < εk, then {zt}∞t=1 is uniformly integrable with respect to µ. We proceed to show how
to choose ε. Let x ∈ T\Bd (S).
Fix k ∈ N. By the chain rule and the fact that Hδ(,k),Mk−1 = Hδ(,k−1),Mk−1 one sees
that
H˜ ′,k,t(x)
H˜ ′,k−1,t(x)
=
 Nk∏
l=Mk−1+1
ρδ(,k),l(x)
ρδ(,k−1),l(x)
 ·
 Nt∏
l=Nk
ρδ(,k),l(x)
ρδ(,k−1),l(x)
 .
First we will want to prove that if k is small enough, then
(4.14)
Nt∏
l=Nk
ρδ(,k),l(x)
ρδ(,k−1),l(x)
≤ e3(1.6)−Nk .
To see (4.14), first notice that since for every s ≥ k and Ns < n < Ms,
hδ(,k),n = hδ(,k−1),n = id,
then for all k ≤ s ≤ t− 1,
Ms−1∏
l=Ns
ρδ(,k),l(x)
ρδ(,k−1),l(x)
= 1.
Secondly, for s ≥ k andMs < n ≤ Ns+1 there exists w ∈ ΣA such that x ∈ C[w]n1 . If wn 6= 1
then ρδ(,k),l(x) = ρδ(,k),l(x) = 1. Otherwise notice that for η ∈ {δ (, k) , δ (, k − 1)},
ηs+1 = 0 and Hη,n−1(x) is to the right of the point in 1ϕ proportion in Hη,n−1
(
C[w]n1
)
if and only if x is to the right of the point in 1ϕ in C[w]n1 . Therefore for all s ≥ k and
Ms < l ≤ Ns+1, ρδ(,k),l(x) = ρδ(,k−1),l(x) and by Lemma 10.(i),
t−1∏
s=k
Ns+1∏
l=Ms
ρδ(,k),l(x)
ρδ(,k−1),l(x)
=
t−1∏
s=k
ρδ(,k),Ms(x)
ρδ(,k−1),Ms(x)
≤
t−1∏
s=k
e(1.6)
−Nt
e−(1.6)−Nt
≤ e3(1.6)−Nk (4.14)
We remark here that similarly one can get that
t−1∏
s=k
Ns+1∏
l=Ms
ρδ(,k),l(x)
ρδ(,k−1),l(x)
≥ e−3(1.6)−Nk ,
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which in turn shows that there exists c > 1 such that
(4.15) zt(x) = c±1
t∏
k=1
Nk∏
l=Mk−1
ρδ(,k),l(x)
ρδ(,k−1),l(x)
,
If for every t < k, we have chosen Mt to be large enough so that Lemma 10.(i) holds then
there exists c > 0 such that
zt(x) = c
±1
t∏
k=1
Nk∏
l=Mk−1+1
ρδ(,k),l(x)
ρδ(,k−1),l(x)
.
As k → 0,
ψ′k(x) := ψ
′
k,λk
(x) −→ ψ′0,λk(x) µ a.e. x,
It follows that
Nk∏
l=Mk−1+1
ρδ(,k),l(x)
ρδ(,k−1),l(x)
−−−→
k→0
1 µ a.e. x.
By Egorov’s Theorem there exists Ak ∈ BT, with µ (Ak) > 1− 12k∏kr=1(λr)4nr such that
Nk∏
l=Mk−1+1
ρδ(,k),l(x)
ρδ(,k−1),l(x)
−−−→
k→0
1, uniformly in x ∈ Ak.
The lower bound on the measure of Ak is chosen because for every k > 0
(4.16) max
x,y∈T
Nk∏
l=Mk−1+1
ρδ(,k),l(x)
ρδ(,k−1),l(y)
/
(
max
x,y∈T
ψ′k,λk(x)
ψ′0,λk(y)
)nk
= (λk)
4nk .
Now we are finally in a position to define the sequence ε. Let εk be small enough so that
for every  with k < εk and x ∈ Ak,
1− 1
k2
≤
Nk∏
l=Mk−1+1
ρδ(,k),l(x)
ρδ(,k−1),l(x)
≤ 1 + 1
k2
.
Let  which satisfies for every k ∈ N, k < εk. For large M , if for some n ∈ N and x ∈ T,
zn(x) > M , then there exists q = q(M) ≤ n such that x ∈ ∪nr=qAcr. Therefore by (4.15)
and decomposing the set [zn > M ] by the last r ≤ n for which x ∈ Acr,
ˆ
[zn>M ]
zn(x)dµ(x) ≤ c
ˆ
[zn>M ]
 n∏
k=1
Nk∏
l=Mk−1+1
ρδ(,k),l(x)
ρδ(,k−1),l(x)
 dµ(x)
≤ c
n∑
r=q(M)
ˆ
[Acr∩(∩nj=r+1Aj)]
 n∏
k=1
Nk∏
l=Mk−1+1
ρδ(,k),l(x)
ρδ(,k−1),l(x)
 dµ(x).
26
Since for x ∈ Aj ,
∏Nj
l=Mj−1+1
ρδ(,k),l(x)
ρδ(,k−1),l(x)
≤ 1 + 1
j2
,
n∑
r=q(M)
ˆ
[Acr∩(∩nj=r+1Aj)]
 n∏
k=1
Nk∏
l=Mk−1+1
ρδ(,k),l(x)
ρδ(,k−1),l(x)
 dµ(x) ≤
n∑
r=q(M)
n∏
j=r+1
(
1 +
1
j2
) ˆ
Acr
 r∏
k=1
Nk∏
l=Mk−1+1
ρδ(,k),l(x)
ρδ(,k−1),l(x)
 dµ (x) ≤
 ∞∏
j=1
(
1 +
1
j2
) n∑
r=q(M)
µ (Acr) max
x∈T
 r∏
k=1
Nk∏
l=Mk−1+1
ρδ(,k),l(x)
ρδ(,k−1),l(x)
 / by (4.16)
 ∞∏
j=1
(
1 +
1
j2
) n∑
r=q(M)
1
2r
/ 2−q(M)
∞∏
j=1
(
1 +
1
j2
)
.
When M →∞ then q(M)→∞ and therefore
sup
n∈N
ˆ
[zn>M ]
zn(x)dµ(x) / 2−q(M)
∞∏
j=1
(
1 +
1
j2
)
→ 0 as M →∞.
This shows that {zn} is uniformly integrable and hence mT ◦ h ∼ µ+. 
4.2.2. The modified induction process for choosing {λk, Nk,Mk, nk,mk, k} and the proof
of Theorem 9. In the course of the construction here we arrived at two conditions on {k}
and two extra conditions on {λk,Mk}. In order to show the existence of these sequences
one has to modify the induction process of Section 3 as follows and insert the choice of
{t} in the induction.
In the proof of the previous Lemmas we have an extra condition on the size of Mt (or
mt = Mt −Nt) which is determined by {Ns, λs,Ms−1, s}ts=1.
The choice of εt+1 in Lemma 13, δ˜t+1 in Lemma 12 and t+1 in Proposition 10 is
determined by {Ns, λs,Ms−1, s}ts=1 and {Nt+1,Mt}. We also need to take care that
1.6 ≤ ϕ ·
(∏
t∈N
λ
±2Mt−1
t
)
· exp
(
±
∞∑
t=1
2−Nt+4
)
≤ 1.7.
This shows now that the order of choice in the induction is as follows
{λs, ns, Ns,ms,Ms, s}ts=1 ⇒ λt+1 ⇒ {nt+1, Nt+1} ⇒ t+1 ⇒ {mt+1,Mt+1} .
The modifications needed to be done in the inductive construction are: First change the
condition (3.1) on λt+1 with the condition
λ2Mtt+1 ≤ exp
(
2−Nt
)
,
as this involves making λt+1 smaller this choice is valid. This gives that
ϕ ·
(∏
t∈N
λ
±2Mt−1
t
)
· exp
(
±
∞∑
t=1
2−Nt+4
)
= ϕ · exp
(
±
∞∑
t=1
2−Nt+5
)
.
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By demanding now that N1 > 20, we get
ϕ ·
(∏
t∈N
λ
±2Mt−1
t
)
· exp
(
±
∞∑
t=1
2−Nt+4
)
= ϕ · exp
(
±
∞∑
t=1
2−Nt+5
)
∈ (1.6, 1.7)
as we required. There is no further change in the inductive choice of λt, nt, Nt as they will
not depend on .
Given {λs, ns, Ns,ms,Ms, s}ts=1 and Nt+1 we choose t+1 to be small enough so that
the conclusions of Lemma 10.(ii), Lemma 12 and Lemma 13 hold true.
Then we choose mt+1 based on the original constraints from Section 3 together with
the restriction that Mt+1 = mt+1 +Nt+1 is large enough so that the conclusion of Lemma
10.(i) is true. Since this involves perhaps enlarging mt+1 it is consistent with the other
constraints of the induction.
Proof of Theorem 9. Choose {λk, Nk,Mk, nk,mk, k}∞k=1 as in the inductive construction.
Build the Markovian measure η = M {Pk, pik : k ∈ Z} determined by {λk, Nk,Mk, nk,mk}∞k=1,
µ := Φ∗ (η) and µ+ = Θ∗ (M {Pk, pik : k ∈ N}).
Part (i) follows from Theorem 4 since {λk, Nk,Mk, nk,mk}∞k=1 satisfy the constraints of
the inductive construction in Section 3 hence it is a type III1 measure for the shift.
(ii) and (iii): Since we chose  = {k} so that the conclusion of Lemma 13 holds, it
follows that mT ◦ h ∼ µ+. As we chose the sequences so that the conditions of Lemma 12
hold, for all t ∈ N and x ∈ T,
g
′
Nt+1(x) = exp
(±2−Nt+4)λ±2Mtt+1 g′Nt(x).
Therefore
{
g′Nt
}∞
t=1
is a Cauchy sequence in C (T), it’s limit function satisfies
1.6 ≤ g′(x) = ϕ ·
(∏
t∈N
λ
±2Mt−1
t
)
· exp
(
±
∞∑
t=1
2−Nt+4
)
≤ 1.7.

5. Type III1 Anosov Diffeomorphisms
Let {λk,mk, nk,Mk, Nk}∞k=1 and  = {k}∞k=1 as in Theorem 9 and let h be the resulting
function. Set H(x, y) := (h(x), y) and
G(x, y) := H ◦ f˜ ◦ H−1 (x, y) =
{(
g (x) ,−ϕ−1y) , 0 ≤ x ≤ 1/ϕ(
g (x) ,−ϕ−1
(
y − ϕ2ϕ+2
))
, 1/ϕ ≤ x ≤ 1
In the construction of Section 3, Pk = Q for all k < 0. Writing mM for the Lebesgue
measure on M∼ one then has
dmM ◦ H0(x, y) = dµ+(x)dy = dµ(x, y),
or in other words mM ◦ H0 = Φ∗M {Pk, pik : k ∈ Z}. Therefore since mT ◦ h ∼ µ+,
µ := Φ∗M {Pk, pik : k ∈ Z} ∼mM ◦ H.
Consequently (M∼,BM∼ ,mM,G) is a type III1 transformation. This is because (M∼,B∼,mM,G)
is measure theoretically equivalent to
(
M∼,B∼,mM ◦ H, f˜
)
which is orbit equivalent to(
M∼,B∼, µ, f˜
)
.
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By Remark 8, G is one to one and onto. In addition, for every (x, y) /∈ ∂M, G is
differentiable in a neighborhood of (x, y) as all the partial derivatives are continuous in
M\∂M, and
DG(x, y) =
(
g′ (x) 0
0 −ϕ−1
)
.
The problem is that G when viewed as a transformation of M∼ is not even continuous on
the horizontal lines of ∂M.
We define a sequence of functions rn(x, y) : T ×
[−ϕ/(ϕ+ 2), ϕ2/(ϕ+ 2)] → T, n ∈ N
using the construction of the previous section. This defines a sequence hn,y(·) := rn (·, y) :
(T or [0, 1/ϕ])→ T and
hy(x) := lim
n→∞hn,y ◦ hn−1,y ◦ · · ·h1,y(x),
where we will take care that the limit exists. The new examples will then be of the form
Z(x, y) :=
{(
h−y/ϕ ◦ S ◦ h−1y (x),−y/ϕ
)
, x ≤ 1/ϕ(
h−y/ϕ+ ϕ
ϕ+2
◦ S ◦ h−1y (x),−y/ϕ+ ϕϕ+2
)
, 1/ϕ ≤ x ≤ 1 : M∼ →M∼.
Particular care in the definition of hy is taken in order to ensure that if (x, y) ∼ (xˆ, yˆ)
then hy(x) = hyˆ (xˆ) as this is needed for the continuity of Z on ∂M.
5.1. Definition of the coupling time on the horizontal boundary of M. Denote by
U1 : =
(
[0, 1/ϕ]×
(
ϕ2
ϕ+ 2
− 1
ϕ10
,
ϕ2
ϕ+ 2
])⋃(
[1/ϕ, 1]×
[
− ϕ
ϕ+ 2
,− ϕ
ϕ+ 2
+
1
ϕ10
))
,
U2 :=
(
(1/ϕ, 1)×
(
1
ϕ+ 2
− 1
ϕ10
,
1
ϕ+ 2
])⋃(
[1/ϕ, 1]×
[
− ϕ
ϕ+ 2
,− ϕ
ϕ+ 2
+
1
ϕ10
))
and M\U := U1 ∪ U2. Then M\U is a neighborhood of the horizontal lines of ∂M.
1
ϕ10
1
ϕ10
1
ϕ10
Figure 5.1. The bands are M\U
In our construction for any (x, y) ∈ U ,
rn(x, y) = hn(x),
with hn the functions in the one dimensional example in Section 4. This means that for
any (x, y) ∈ U,
hy(x) = h(x).
We now will proceed to specify the construction of hy(x) for (x, y) ∈M\U .
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The first step is to do a coupling on the horizontal lines which roughly tells us where is
the break that the problem that although (x, y) is the same point in M∼ as (xˆ, yˆ),(
h(x), y
) 6= (h (xˆ) , yˆ) .
For example consider the case x = 1/ϕ3, y = ϕ
2
ϕ+2 and xˆ = 1/ϕ, yˆ = − ϕϕ+2 . The point 1ϕ
is a fixed point for h meaning h (1/ϕ) = 1/ϕ. Since h
(
1/ϕ3
)
= λ1ϕ(1+λ1ϕ) 6= 1ϕ3 we get(
h(x), y
) 6= (h (xˆ) , yˆ) = (xˆ, yˆ) .
However if we took care that 1
ϕ3
is a fixed point for hy then we will have the desired equality.
It turns out that the correct way to do this will be by setting h1,y|[0,1/ϕ3) = h2,y|[0,1/ϕ3) =
Id|[0,1/ϕ3) and to start perturbing (similarly as in the definition of hn from the previous
Section) from n ≥ 3. In general we will have a decomposition of the horizontal lines of ∂M
to {Vi}∞i=1 and we will start perturbing at Vi from n ≥ i+ 1.
To be more precise the Horizontal boundary consists of the lines [0, 1/ϕ)×{ϕ2/ (ϕ+ 2)},
[1/ϕ, 1) × {1/ (ϕ+ 2)} and T × {−ϕ/ (ϕ+ 2)}. We look at a countable partition of the
horizontal lines ∂M which are identified by ∼ and couple them in a time T ∈ N such that
in the symbolic space on T, the move w(T )T → 1 is possible for both pieces identified.
5.1.1. The horizontal subsegments of ∂M and their coupling time:
(1) V1 :=
[
0, 1/ϕ2
)× {− ϕϕ+2} ∼ [1/ϕ, 1)× { 1ϕ+2}. In this case [0, 1/ϕ2) = C[1]11 and
[1/ϕ, 1) = C[2]11 and T (V1) = 2.
(2) V2 :=
[
0, 1/ϕ3
) × { ϕ2ϕ+2} ∼ [1/ϕ2, 1/ϕ) × {− ϕϕ+2}. Here [0, 1/ϕ3) = C[11]21 and[
1/ϕ2, 1/ϕ
)
= C[32]21 and T (V2) = 3.
(3) V3 :=
[
1/ϕ3, 1/ϕ2
)× { ϕ2ϕ+2} ∼ [1/ϕ, 1/ϕ+ 1/ϕ4)× {− ϕϕ+2}. Here [1/ϕ, 1/ϕ2) =
C[132]31 and
[
1/ϕ, 1/ϕ+ 1/ϕ4
)
= C[211]31 and T (V3) = 4.
(4) V4 :=
[
1/ϕ2, 1/ϕ2 + 1/ϕ5
)×{ ϕ2ϕ+2} ∼ [1/ϕ+ 1/ϕ4, 1/ϕ+ 1/ϕ3)×{− ϕϕ+2}. Here
C[3211] =
[
1/ϕ2, 1/ϕ2 + 1/ϕ5
)
and C[2132] =
[
1/ϕ+ 1/ϕ4, 1/ϕ+ 1/ϕ3
)
.
(5) For general j > 4, Vj := C[w(j)]j1 ×
{
ϕ2
ϕ+2
}
∼ C
[w˜(j)]j1
×
{
− ϕϕ+2
}
where w(j), w˜(j)
are the following words of length j,
w(j) =
{
32 · · · 32132 j odd
32 · · · 3211, j even
w˜(j) =
{
23 · · · 23211, j odd
23 · · · 232132 j even.
As is expected for all j ≥ 2, T (Vj) = j − 1. The following is immediate from the
definition.
Claim 14. For any j ≥ 2,
f˜ (Vj) = Vj−1,
and
f˜ (V1) = [0, 1/ϕ)× { 1
ϕ+ 2
} ⊂ U.
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5.1.2. Definition of the perturbation maps hn,y: For w ∈ ΣA and n ∈ N, we write again
C[w]n1 := [xn(w), x¯n(w)). Let
u(x, y) :=
min
{
ϕ2
ϕ+2 − y, y + ϕϕ+2
}
, 0 ≤ x ≤ 1ϕ
min
{
1
ϕ+2 − y, y + ϕϕ+2
}
1
ϕ ≤ x ≤ 1
be the minimal distance of (x, y) to the horizontal lines of ∂M. In addition we will write
y(x, y) : M→
{
− ϕϕ+2 , 1ϕ+2 , ϕ
2
ϕ+2
}
to be the value so that
u(x, y) = |y(x, y)− y| .
Under that notation (x,y(x, y)) is the closest point to (x, y) in the horizontal boundary.
Let (x, y) ∈M∼.
Case 1 (x, y) ∈ U : we do the regular construction as in Section 4. That is for any
Nt < n < Mt, hn is the identity. For any Mt < n ≤ Nt, if wn = 1 then hn|Hn−1
(
C[w]n1
)
is a rescaling of ψt to the interval Hn−1
(
C[w]n1
)
and if wn 6= 1 then hn|Hn−1
(
C[w]n1
) is
the identity. If for some t, n = Mt then hMt ◦HMt−1|C
[w]
Mt
1
is the distribution correction
function in the construction. Finally we set
rn(x, y) = hn,y(x) := hn(x)
and
Kn,y(x) := hn,y ◦ hn−1,y ◦ · · · ◦ h1,y(x) = Hn(x).
Case 2, (x, y) /∈ U : In this case u (x, y) < 1
ϕ10
. Let (x,y(x, y)) ∈ ∂M be the closest
point on the horizontal lines of ∂M to (x, y). Let j(x, y) ∈ N be the integer so that
(x,y(x, y)) ∈ Vj(x,y).
This means that either x ∈ C
[w(j)]j1
(if x ≤ 1/ϕ) or x ∈ C
[w˜(j)]j1
(1/ϕ ≤ x < 1). We will
define the construction for x ∈ C
[w(j)]j1
, the other case being similar. First we define for
any x ∈ C
[w(j)]j1
,
Kj(x,y),y(x,y)(x) = x.
Then for any (x, y) ∈M\U such that x ∈ C
[w(j)]j1
we set
Kj,y(x) := (HJ(x)− x)
[
3ϕ20 (u(x, y))2 − 2ϕ30u(x, y)3
]
+ x
For n > j(x, y), assume we have defined for all j < k < n, hk,y := rk (·, y) and x ∈ C[w]n1 ⊂
C
[w(j)]j1
. We set
Kn−1,y|C[w]n1 = hn−1,y ◦ · · ·hj+1,y ◦Kj,y(x),
and
ln(y, w) := mT
(
Kn−1,y
(
C[w]n1
))
= Kn−1,y (x¯n (w)))−Kn−1,y (xn (w))) .
If wn 6= 1 or Nt < n < Mt for some t ∈ N, then for all x ∈ Kn−1,y
(
C[w]n1
)
, rn(x, y) := x.
If wn = 1 and Mt < n ≤ Nt and j < n then
rn(x, y) := Kn−1,y (xn(w)) + ln(y, w)ψt
(
x−Kn−1,y (xn(w))
ln(y, w)
)
.
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Finally if j ≤ Mt = n then rMt,y is the distribution correction function with HMt−1
replaced by KMt−1,y.
Remark 15. The 2 variable function
qJ(x,u) := (HJ(x)− x)
[
3ϕ20u2 − 2ϕ30u3]+ x
was chosen because of it’s following properties:
(1) qJ
(
x, ϕ−10
)
= HJ (x) and qJ(x, 0) = x. This means that for y ∈ ∂M, rn(x, y) = x
and therefore Kj,y interpolates between the identity map and HJ|C
[w(j)]
j
1
.
(2) A consequence of the previous property is that ∂qj∂x (x, 0) = 1 and
∂qJ
∂x
(
x, ϕ−10
)
=
∂HJ
∂x (x). This is needed in order that
∂KJ,y
∂x will be continuous in y.
(3) ∂qJ∂u (x, 0) =
∂qJ
∂u
(
x, ϕ−10
)
= 0 which is necessary for continuity of ∂Kj,y∂y .
(4) sup0≤z≤ϕ−10
∣∣∣∂qj∂u (x, z)∣∣∣ = 32ϕ10 |Hj(x)− x|. We will show that the right hand side
is uniformly exponentially small when j→∞. The control of the derivatives in the
y direction is to our opinion the hardest part in this section.
The idea behind this construction can be summarized as follows: For a fixed (x, y) which is
close enough to the horizontal segment on the boundary we first look at the coupling time
of the interval which contains the point closest to (x, y) on the boundary. On the boundary
we start to apply the rescaling after the coupling time to ensure that the resulting map
will be a map of M∼ (respects the equivalence relation). Inside U we just start perturbing
from the start and in what remains we do an interpolation using qJ, of the map on the
boundary and the map on U .
5.1.3. Definition of ZN and the new examples of Anosov diffeomorphisms: Define ZN :
M∼ →M∼,
ZN (x, y) =

(
KN,−y/ϕ ◦ S ◦K−1N,y(x),−y/ϕ
)
, (x, y) ∈ R1 ∪R3(
KN,−y/ϕ+ ϕ
ϕ+2
◦ S ◦K−1N,y(x),−y/ϕ+ ϕϕ+2
)
, (x, y) ∈ R2
.
Remark 16. In the construction of the previous subsection for every n ∈ N, x ∈ {0, 1/ϕ2, 1/ϕ}
are fixed points for h,n (Remark 8). This remains true for rn in the sense that for all y
and x ∈ {0, 1/ϕ2, 1/ϕ} , rn (x, y) = rˆn(x, y) = x. This shows that ZN is continuous. In
addition if x is an endpoint of the segment Kn,y
(
C[w]n1
)
for some w ∈ ΣA and y, then
∂rn
∂x (x, y) = 1. This gives that ZN is C
1. The invariance of the Markov partition {J1, J2, J3}
of S under Ky,n gives that ZN is one to one and onto and
Z−1n (x, y) =

(
Kn,−ϕy ◦
(
S|J1∪J3
)−1 ◦K−1n,y(x),−ϕy) , − ϕϕ+2 ≤ y ≤ 1ϕ+2(
Kn,−ϕy+ϕ2/(ϕ+2) ◦
(
S|J2
)−1 ◦K−1n,y(x),−ϕy + ϕ2ϕ+2) , 1ϕ+2 < y ≤ ϕ2ϕ+2 .
Here (S|J1∪J3)−1 (x) := xϕ : [0, 1] → [1, 1/ϕ] is the inverse branch of S to the segment
[0, 1/ϕ] and
(
S|J2
)−1
(x) = x+1ϕ : [0, 1/ϕ] → [1/ϕ, 1] is the inverse branch of S to the
segment [1/ϕ, 1]. Since Z−1n is C1, Zn is a diffeomorphism.
Theorem 17. The sequence ZNt converges in the C1 topology to a type III1 Anosov dif-
feomorphism.
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The proof of this Theorem of this paper is by a series of Lemma’s. The first step is to
show that KNt,y(x) converges uniformly in M as t→∞.
Lemma 18. If x ∈ C[w(J)]J1 ∪ C[w˜(J)]J1 and J ∈ [Mt−1, Nt),
|HJ(x)− x| ≤ mT
(
C[w(x)]J−31
)
≤ ϕ−(J−3),
where w(x) ∈ {w(J), w˜(J)} is such that x ∈ C[w(x)]J1 .
Proof. By the form of w(J) and w˜(J) one has that for all l ≤ J − 3, w(x)l ∈ {2, 3}, hence
HJ−3(x)|C
[w(x)]J−31
= x.
Since xJ−3(w(x)), x¯J−3(w(x)) are fixed points of hj−2, hj−1 and hj , HJ
(
C[w(x)]J−31
)
=
C[w(x)]J−31
, the lemma follows. 
Corollary 19. The limit
lim
n→∞Kn,y(x) =: hy(x)
exists uniformly in M and is a continuous function and the function H(x, y) = (hy(x), y)
is a homeomorphism of M∼.
Proof. The proof is similar to the proof of Lemma 11. First we claim that for every n ∈ N,
(5.1) sup
(x,y)∈M∼
|rn(x, y)− x| ≤ (1.5)−n .
This is true since for every w ∈ ΣA,
rn
(
Kn−1,y
(
C[w]n1
)
, y
)
= Kn−1,y
(
C[w]n1
)
,
and consequently
|rn(x, y)− x| ≤ mT
(
Kn−1,y
(
C[w]n1
))
≤
(
λ21
ϕ
)−n
.  (5.1)
The last inequality follows since
∣∣∣∂ψl∂x (x)∣∣∣ ≤ λ21 for every l ∈ N and thus ∣∣∣∂rk∂x ∣∣∣∞ ≤ λ21.
Proceeding as in Lemma 11, it follows that for every y, {Kn,y(x)}∞n=1 is a Cauchy sequence
in the uniform topology. Thus, hy(x) is a continuous function in M as it is a uniform
limit of continuous functions. Notice that hy is a homeomorphism of the circle for y ∈
[−ϕ/ (ϕ+ 2) , 1/(ϕ+ 2)] or of [0, 1/ϕ] if y ∈ [1/ (ϕ+ 2) , ϕ2/ (ϕ+ 2)].
It remains to show that if (x, y) ∼ (xˆ, yˆ) (for points on ∂M) then (hy(x), y) ∼ (hyˆ (xˆ) , yˆ).
Let (x, y) , (xˆ, yˆ) ∈ ∂M with (x, y) ∼ (xˆ, yˆ). There exists j(x, y) ∈ N such that (x, y) , (xˆ, yˆ) ∈
Vj. Since (x, y) ∼ (xˆ, yˆ), it follows that for every n > j and a word w ∈ ΣA(n),
x ∈ C
[w(j)w]n+j1
⇔ xˆ ∈ C
[w˜(j)w]n+j1
.
Since for all n ≤ j, rn|VJ = IdT, this property and the definition of rn(·, ·) yields that for
all n ∈ N,
(Kn,y(x), y) ∼ (Kn,yˆ (xˆ) , yˆ) .
The Lemma follows by taking n→∞. 
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Denote the function of the first coordinate by zn(x, y). Our goal is to prove that the
limit
z(x, y) := lim
t→∞ zNt(x, y)
exists for all (x, y) and z is a C1 (M∼) function with
1.6 ≤ ∂z
∂x
(x, y) ≤ 1.7.
The conclusion of hyperbolicity of Z will follow from a standard Lemma in the theory of
Lyapunov exponents.
Lemma 20. If in addition
1.6 ≤ ϕ · λ61
(∏
t∈N
λ
±2Mt−1
t
)
· exp
(
±
∞∑
t=1
2−Nt+4
)
≤ 1.7
then ∂z∂x is a continuous function in M∼ and
1.6 ≤ ∂z
∂x
(x, y) ≤ 1.7.
Remark. The extra condition in this Lemma can easily be inserted into the inductive
construction of the sequence {λk,Mk, Nk,mk, nk, k}∞k=1.
Proof. Let (x, y) ∈ M∼. For convenience to the reader, we will first show that ∂zNt∂x (x, y)
converges pointwise and 1.6 ≤ ∂z∂x(x, y) ≤ 1.7 and then argue that the convergence is in
fact uniform.
Let t ∈ N and (x, y) ∈ M∼ be fixed. There exists a w = w(x) ∈ ΣA such that for all
t ∈ N, x ∈ KNt,y
(
C
[w]
Nt
1
)
. As in the proof of Lemma 12, we write zy(x) to be the unique
point in C
[w]
Nt
1
such that x = KNt,y (zy(x)). Recall that
zNt(x, y) =
KNt,−y/ϕ
(
ϕK−1Nt,y(x)
)
, 0 ≤ x ≤ 1/ϕ
KNt,−y/ϕ+ϕ/ϕ+2
(
ϕK−1Nt,y(x)− 1
)
, 1/ϕ ≤ x ≤ 1
=
{
KNt,−y/ϕ (Szy(x)) , 0 ≤ x ≤ 1/ϕ
KNt,−y/ϕ+ϕ/ϕ+2 (Szy(x)) , 1/ϕ ≤ x ≤ 1
.
By the chain rule, the Lemma will follow once we show that uniformly in (x, y) ∈M∼ with
0 ≤ x ≤ 1/ϕ,
lim
t→∞
(
∂KNt,−y/ϕ
∂x
(Szy(x))
)
·
(
∂KNt,y
∂x
(zy(x))
)−1
∈
(
1.6
ϕ
,
1.7
ϕ
)
,(5.2)
and for every (x, y) ∈M∼ with 1/ϕ ≤ x ≤ 1,
lim
t→∞
(
∂KNt,−y/ϕ+ϕ/ϕ+2
∂x
(Szy(x))
)
·
(
∂KNt,y
∂x
(zy(x))
)
∈
(
1.6
ϕ
,
1.7
ϕ
)
.
We will separate the proof for three cases: We assume that (x, y) ∈ R1 ∪ R3, equiva-
lently 0 ≤ x ≤ 1/ϕ, the proof when (x, y) ∈ R2 is similar and just involves changing the
appearance of −y/ϕ by −y/ϕ+ ϕ/(ϕ+ 2).
Case 1: (x, y) ∈ U ∩ Z−1U . In this case
zNt(x, y) = HNt ◦ S ◦H−1Nt (x),
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and the conclusion is true by Lemma 12.
Case 2: (x, y) ∈ U∩Z−1U c. Firstly since (x, y) ∈ U thenKn,y(x) = Hn(x). In addition,
because Z(x, y) /∈ U there exists J ∈ N such that
[w2, ..., wJ+1]
J
1 = [w(J)]
J
1 or [w˜(J)]
J
1 ,
and consequently wn 6= 1 for all 2 ≤ l < J−2. This shows that Kn,y|C[w]n1 = hn◦· · ·hJ−2◦h1
and writing zy(x) ∈ T for the point such that KNt,y (zy(x)) = x,
∂KNt,y
∂x
(zy(x)) =
∂h1
∂x
(zy(x)) ·
Nt∏
k=J−2
∂hl
∂x
(Hl−1 (zy(x))) .
By the definition of the construction
∂KNt,−y/ϕ
∂x
(Szy(x)) =
Nt∏
l=J
∂hl,−y/ϕ
∂x
(
Kl−1,−y/ϕ(Szy(x))
)
,
and, here λt(J) = λk if Nk−1 < J ≤ Nk or 1 otherwise,(
∂KNt,−y/ϕ
∂x
(Szy(x))
)
·
(
∂KNt,y
∂x
(zy(x))
)−1
= λ±6t(J)
(
∂h1
∂x
(zy(x))
)−1
·I,
Where
I :=
(
Nt∏
l=J
∂hl,−y/ϕ
∂x
(
Kl−1,−y/ϕ (Szy(x))
)) ·( Nt∏
l=J
∂hl,y
∂x
(Hl (zy(x)))
)−1
.
As in the proof of Lemma 12, assuming that  ≡ 0, one has that for l ≥ J + 1,
Kl−1,−y/ϕ (Szy(x)) is to the right of the point in 1/ϕ proportion in Kl−1,−y/ϕ
(
C[w2,...,wl+1]
)
if and only ifKl−1,y (zy(x)) is to the right of the point in 1/ϕ proportion inKl,−y/ϕ
(
C[w]l+11
)
.
This means that in the case  = 0,(
∂hl−1,−y/ϕ
∂x
(
Kl−2,−y/ϕ(Szy(x))
)) · (∂hl,y
∂x
(Kl−1,y(zy(x)))
)−1
= 1.
By proceeding with the analysis of the the bad sets as in Lemma 12 one proves that
I =
 t∏
k=t(J)
λ
±2Mk−1
k
 exp
± t∑
k=t(J)
2−Nk+4
 ,
and thus(
∂KNt,−y/ϕ
∂x
(Szy(x))
)
·
(
∂KNt,y
∂x
(zy(x))
)−1
=
(∂h1
∂x
(zy(x)))
)−1 t∏
k=t(J)
λ
±2Mk−1
k

· exp
± t∑
k=t(J)
2−Nk+4
 .
This shows (5.2). In fact, because
lim
s→∞
( ∞∏
k=s
λ
±2Mk−1
k
)
exp
(
±
∞∑
k=s
2−Nk+4
)
= 1,
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the convergence is uniform as t→∞.
Case 3: (x, y) ∈ U c. In this case let J˜ ∈ N be such that the closest point to (x, y) on
the Horizontal segments of ∂M is in VJ˜. If J˜ = 1 then (Szy(x),−y/ϕ) ∈ U . Otherwise
(Szy(x),−y/ϕ) is in U c and the closest point to it on the Horizontal segments of ∂M is in
VJ˜−1. Consequently(
∂KNt,−y/ϕ
∂x
(Szy(x))
)
·
(
∂KNt,y
∂x
(zy(x))
)−1
=
 Nt∏
l=J˜−1
∂hl,−y/ϕ
∂x
(
Kl−1,−y/ϕ (Szy(x))
)
·
 Nt∏
l=J˜
∂hl,y
∂x
(Kl−1,y (zy(x)))
−1 .
Similarly as in case 2, one has(
∂KNt,−y/ϕ
∂x
(Szy(x))
)
·
(
∂KNt,y
∂x
(zy(x))
)−1
= λ±2
t(J˜)
 t∏
k=t(J˜)
λ
±2Mk−1
k
 exp
± t∑
k=t(J˜)
2−Nk+4

and the convergence is uniform. 
5.1.4. Proving differentiability in the y-direction. Again we will prove differentiability in
the y direction for (x, y) ∈ R1 ∪R3. The idea of the proof here is as follows. If (x, y) ∈ U
thenKn,y˜(x) = H,n(x) for all y˜ in a neighborhood of (x, y), hence
∂Kn,y
∂y (·) ≡ 0. Otherwise,
for (x, y) ∈ M\U , Kj(x,y)−2,y˜(x) = x and the first (major) change between Kn,y(x) and
Kn,y˜(x) appears at time n = j(x, y). We will show that for our construction the y derivative
of Kn,y(x) can be bounded above by a (bounded) constant times
∂Kj(x,y),y(x)
∂y , the uniform
convergence of ∂zn/∂y will follow from the chain rule and simple arithmetic.
The following notation will be used in this subsection. Usually we will consider x ∈
[0, 1/ϕ] and work constantly with a fixed w ∈ ΣA such that x ∈ C[w]n1 for all n ∈ N. If
that is the case we will write [xn, x¯n) to denote C[w]n1 .
For − ϕϕ+2 ≤ y ≤ ϕ
2
ϕ+2 and n ≥ N(y), let BS(n,w, y) ⊂ C[w]n1 to be the bad set as in the
proof of Lemma 12 with h′n ◦Hn replaced by
(
∂rn,y
∂x
)
◦Kn−1,y.
For an w ∈ ΣA we denote by wn1 = w1w2 · · ·wn the finite word derived by w up to
time n. Given a finite word wn1 , [wn1 ] denotes the n-periodic word defined by wn1 . Finally
given two words w and w˜ (in which case w is a finite word), the word ww˜ denotes the
concatenation of w and w˜.
Recall the definition of Kj(x,y),y(x) = rj(x,y) (x, y) which is defined by
rj(x,y)(x, y) :=
(
Hj(x,y)(x)− x
)
P(x, y) + x,
where
P(x, y) =
[
3ϕ20 (u(x, y))2 − 2ϕ30u(x, y)3
]
.
In the following proof if j(x, y) = J we will need a different definition of the bad set for
n = J. Let
BS (J) :=
{
BS (J− 2,w (J)) , J odd
BS (J− 1,w (J)) ∪ BS (J,w (J)) J even
if (x, y) ∈ R1 ∪R3 (For (x, y) ∈ R2 change the odd to even and even to odd).
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Lemma 21. Assume that Mt ≤ j ≤ Nt+1, and x ∈ C
[w]
Nt+1
1
. If x /∈ BS (J), for every
j <n ≤ Nt+1, there exists 0 ≤ βn(x) ≤ ϕ such that for every (x, y) with j (x, y) = j,
Kn,y(x) = Kn,y (xn) + βn(x)ln (y, w) ,
in addition βNt+1(x) is continuous in x.
Proof. Let (x, y) ∈ (M\U) ∪ (R1 ∪R3) so that j(x, y) = j (the case (x, y) ∈ R2 is similar).
The proof is by induction on n. Since x /∈ BS (J), xJ+1 ∈
{
xJ, xJ + ϕ
−1 (x¯J − xJ)
}
and
w (J) =
{
32 · · · 32132, J odd
32 · · · 3211, J even ,
it follows that if J is even then by property (3) of ψt,
HJ (x)−HJ
(
xJ+1(w)
)
=
{
(ϕψt+1(1/ϕ))
2 (x− xJ+1) , wJ+1 = 1
(ϕψt+1(1/ϕ))
(
ϕ2 (1− ψt+1 (1/ϕ))
) (
x− xJ+1
)
, wN+1 = 3
=
PJ−1 (wJ−1, wJ)
Q (wJ, wJ+1)
PJ (wJ, wJ+1)
Q (wJ, wJ+1)
(
x− xJ+1
)
:= b
(
x− xJ+1
)
.
and if J is odd then
HJ (x)−HJ
(
xJ+1
)
= ϕ2 (1− ψt+1 (1/ϕ))
(
x− xJ+1
)
=
PJ−2 (wJ−2, wJ−1)
Q (wJ−2, wJ−1)
(
x− xJ+1
)
:= b
(
x− xJ+1
)
.
It then follows that
KJ,y(x)−KJ,y
(
xJ+1
)
: = rJ (x, y)− rJ
(
xJ+1, y
)
=
(
x− xJ+1
)
[(b− 1)P(x, y) + 1] ,
and
lj+1(y, w) := Kj,y (x¯J+1)−Kj,y
(
xj+1
)
=
(
x¯j+1 − xJ+1
)
[(b− 1)P(x, y) + 1] .
This implies that
(5.3)
KJ,y (x)−KJ,y
(
xJ+1
)
lJ+1(y, w)
=
x− xJ+1
x¯J+1 − xJ+1
.
Therefore
KJ+1,y(x) = KJ+1,y
(
xJ+1
)
+ ψt+1
(
x− xj+1
x¯J+1 − xj+1
)
︸ ︷︷ ︸
:=βj(x)
lJ+1 (y, w)
and the base of induction is proved.
For the inductive step notice that if the conclusion of the Lemma is true for n ∈ N, then
Kn,y(x)−Kn,y
(
xn+1
)
ln+1(y, w)
=
βn(x)− βn
(
xn+1
)
βn (x¯n+1)− βn
(
xn+1
)
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does not depend on y. The conclusion then follows for n+ 1 with
βn+1(x) := ψt+1
(
βn(x)− βn
(
xn+1
)
βn (x¯n+1)− βn
(
xn+1
))
and the continuity of βn+1 follows from the continuity of βn and ψt+1. 
The last lemma shows the importance of knowing how ∂ln∂y decays when N(y) < n ≤
Nt+1. We will now show that it is exponential in n.
Lemma 22. Let Mt ≤ j < n ≤ Nt+1, a w ∈ ΣA with wj1 = w(j) and − ϕϕ+2 ≤ y ≤ ϕ
2
ϕ+2 ,
then ∣∣∣∣∂ln∂y (y, w)
∣∣∣∣ ≤ (1.6)j−n ∣∣∣∣∂lj∂y (y, w)
∣∣∣∣
and ∣∣∣∣∂lj+1∂y (y, w)
∣∣∣∣ . (1.6)−j.
Proof. We assume
(
xNt+1 , y
)
/∈ ∂U , the proof for the case
(
xNt+1 , y
)
∈ ∂U is similar. In
this case for small |h|,
(
xNt+1 , y + h
)
∈ U c.
Since x¯Nt+1(w) is not in the bad set BS (j(x, y)), it follows from (5.3) that for small |h|,
mT
(
Kj,y+h
(
C
[w]
Nt+1
1
))
mT
(
Kj,y+h
(
C
[w]j+11
)) : = Kj,y+h (x¯Nt+1)−Kj,y+h
(
xNt+1
)
Kj,y+h (x¯j+1)−Kj,y+h
(
xj+1
)
=
x¯Nt+1 − xNt+1
x¯j+1 − xj+1
=
mT
(
C
[w]
Nt+1
1
)
mT
(
C
[w]j+11
) .
It then follows by definition of hn,y for n > j that for |h| small,
lNt+1(y + h,w) = lj+1(y + h,w)
Nt+1∏
k=j+1
Pk (wk, wk+1) ,
hence
lNt+1(y + h,w)
lNt+1(y, w)
=
lj+1(y + h,w)
lj+1(y, w)
.
This yields that
lNt+1(y + h,w)− lNt+1(y, w) =
lNt+1(y, w)
lj(x,y)+1(y, w)
[
lj(x,y)+1(y + h,w)− lj(x,y)+1(y, w)
]
,
dividing by h and taking limit h→ 0 we get∣∣∣∣∂lNt+1(y, w)∂y
∣∣∣∣ = lNt+1(y, w)lj+1(y, w)
∣∣∣∣∂lj+1(y, w)∂y
∣∣∣∣ ≤ (1.6)j−Nt+1 ∣∣∣∣∂lj+1(y, w)∂y
∣∣∣∣ .
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The last inequality follows from, for all Nt ≤ j < n ≤ Nt+1,
n−1∏
k=j
Pk (wk, wk+1) ≤
(
λt+1ϕ
1 + λt+1ϕ
)j−n
≤
(
λt+1
ϕ
)j−n
< (1.6)j−n.
For the proof of the second part notice that for x ∈ {xj, x¯j},∣∣∣∣∂Kj,y∂y (x)
∣∣∣∣ = ∣∣∣∣∂rj∂y (x, y)
∣∣∣∣(5.4)
≤
∣∣∣∣∂P∂y (x, y)
∣∣∣∣ ∣∣H,j(x)− x∣∣
≤ 3
2
ϕ10
∣∣∣m(C[w]j−21 )∣∣∣ ≤ 32ϕ12ϕ−j ≤ 12(1.62)−j,
for all large j. Thus (recall lj+1(y, w) = rj(x,y) (x¯j+1)− rj
(
xj+1
)
)∣∣∣∣∂lj+1∂y (y, w)
∣∣∣∣ ≤ (1.6)−j, for all large j.

Lemma 21 shows that if x ∈ C[w(j)]n1 is not in x ∈ BS (j) then the y- derivative of
KNt+1,y(x) (here t is the number such that Nt < j < Nt+1) is controlled by the derivative
on a finite collection of points plus the evolution of the lengths of the intervals. We
would like to point out that there is actually no bad set if Nt < j ≤ Mt because then
Kj,y|C
[w(j)]
j
1
= idT. This idea will be reiterated with a slight modification for the derivatives
∂Kn,y/∂y for Ms < n < Ns where Ms > j(x, y).
For points in the bad set we will apply a correction point procedure which we call the
x-delta method. Assume that x ∈ BS (j). For ∆-small (so that (x, y ± ∆) ∈ U c)) there
exists a unique x (∆) such that
(5.5)
Kj(x,y),y+∆(x (∆))−Kj(x,y),y+∆
(
xj(x,y)+1
)
lj(x,y)+1(y + ∆, w)
=
Kj(x,y),y(x)−Kj(x,y),y
(
xj(x,y)+1
)
lj(x,y)+1(y, w)
.
We will use Lemma 22 to obtain a first order approximation for x (∆) when ∆ is small.
In the next Lemma, if Mt < j + 1 < Nt+1 βj+1(x) := ψt+1
(
Kj,y(x)−Kj,y(xj+1)
lj+1(y,w)
)
and for
Mt < j+ 1 < n ≤ Nt+1
βn+1(x) := ψt+1
(
βn(x)− βn
(
xn+1
)
βn (x¯n+1)− βn
(
xn+1
)) .
Lemma 23. Assume thatMt ≤ j ≤ Nt+1, and x ∈ C
[w]
Nt+1
1
with wj1 = w (j). The following
holds:
(i) For every y so that j (x, y) = j and ∆ so that (x, y ±∆) ∈M\U ,
KNt+1,y+∆ (x (∆)) = KNt+1,y+∆
(
xNt+1
)
+ βNt+1(x)lNt+1 (y + ∆, w) ,
(ii) |x (∆)− x| ≤ 4(1.6)−Nt+1∆ + o (∆) as ∆→ 0.
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Proof. (i) This is the same as the proof of Lemma 21 by using (5.5) as the starting point.
(ii) If x /∈ BS (j) ∩ C
[w]
Nt
1
then by Lemma 21, x (∆) = x. Since xNt+1 /∈ BS (j),
Kj,y+∆
(
xNt+1
)
−Kj,y+∆
(
xj(x,y)+1
)
lj+1(y + ∆, w)
=
xNt+1 − xj(x,y)+1
xj+1 − xj+1
=
Kj,y
(
xNt+1
)
−Kj,y
(
xj+1
)
lj+1(y, w)
.
Therefore by adding and subtracting Kj,y+∆
(
xNt+1
)
/lj+1(y+∆, w) on the right hand side
and Kj,y
(
xNt+1
)
/lj+1(y, w) in the left hand side of equation 5.5, if follows that equation
(5.5) is equivalent to
(5.6) Kj,y+∆(x (∆))−Kj,y+∆
(
xNt+1
)
=
lj+1(y + ∆, w)
lj+1(y, w)
(
Kj,y(x)−Kj,y
(
xNt+1
))
.
For the ease of notation we will write X := xNt+1 and Hj(z) := H.j (z). Since by Lemma
22,
lj+1(y + ∆, w) = lj+1(y, w)± (1.6)−J∆ + o(∆)
we have
lj+1(y + ∆, w)
lj+1(y, w)
(Kj,y(x)−Kj,y (x)) =
[
1± (1.6)
−j∆
lj+1(y, w)
]
(Kj,y(x)−Kj,y (X)) + o (∆) .
In addition for all |∆| small ,
Kj,y+∆(x (∆))−Kj,y+∆ (X) = (Hj(x(∆))−Hj (X)− (x(∆)−X))P(x, y+∆)+(x(∆)−X)
By Taylor expansion
P(x, y + ∆) =P(x, y) + ∆
∂P
∂y
(x, y) + o (∆) .
Using this one can show that (5.6) yields,
(x (∆)− x) + (Hj(x(∆))−Hj (x)− (x(∆)− x))P(x, y) = ∆ (I+ II) + o (∆)
where
|I| :=
∣∣∣∣ (1.6)−jlj+1(y, w) (Kj,y(x)−Kj,y (X))
∣∣∣∣ ≤ (1.6)−j ϕ−Nt+1+j
and
|II| : =
∣∣∣∣(Hj(x(∆))−Hj (X)− (x(∆)−X)) ∂P∂y (x, y)
∣∣∣∣
≤ ∣∣λ4t+1 − 1∣∣ max
(x,y)∈Uc
∣∣∣∣∂P∂y (x, y)
∣∣∣∣ |x(∆)−X|
≤ ∣∣λ4t+1 − 1∣∣ (32ϕ10
)
ϕ−Nt+1
≤ ϕ−Nt+1 .
For both inequalities we used the fact that
max
{∣∣∣x (∆)− xNt+1∣∣∣ , ∣∣∣x− xNt+1∣∣∣} ≤ ϕ−Nt+1 .
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Since
|(Hj(x(∆))−Hj (x)− (x(∆)− x))P(x, y)| ≤
∣∣λ4t+1 − 1∣∣ |x (∆)− x|
we get by the triangle inequality that
|x (∆)− x| (1− ∣∣λ4t+1 − 1∣∣) ≤ |x (∆)− x+ (Hj(x(∆))−Hj (x)− (x(∆)− x))P(x, y)|
≤ ∆ (|I|+ |II|) + o (∆)
≤ 2∆(1.6)−Nt+1 + o (∆) .
As 1− |λt+1 − 1| ≥ 12 the conclusion of part (ii) follows. 
From now on we work under the assumption that (1.62)/λ21 ≥ 1.6. As λ1 can be made
arbitrarily small this is compatible with the inductive procedure.
Corollary 24. For every (x, y) ∈ R1 ∪R3, if Nt < j(x, y) ≤ Nt+1 then
(i)
∣∣∣∣∂KNt+1,y(x)∂y
∣∣∣∣ ≤ 6(1.6)−j(x,y).
In addition if (x, y) ∈ ∂U c ∪ ∂M then
∂KNt+1,y(x)
∂y
= 0.
(ii) Assume that {Nk,Mk−1, k, λk}sk=1 are chosen, there exists a choice ofMs, λs+1, Ns+1 and s+1
(compatible with the inductive procedure) such that∣∣∣∣∂lMt+1∂y (y, w)
∣∣∣∣ ≤ 3(1.6)−Nt+1 .
Proof. (i) First we claim that for all w ∈ ΣA such that [w]j(x,y)1 = w (j(x, y)),
(5.7)
∂KNt+1,y
(
xNt+1
)
∂y
= ±4(1.6)−j(x,y).
This is true because of the following argument. For each j(x, y) < n ≤ Nt+1, either
xn−1 = xn and then
Kn,y (xn) = Kn−1,y
(
xn−1
)
or xn = xn−1 + ϕ−1
(
x¯n−1 − xn−1
)
and then
Kn,y (xn) = Kn−1,y (xn) = Kn−1,y
(
xn−1
)
+
λt+1ϕ
1 + λt+1ϕ
ln(y, w).
This equality remains true in a neighborhood of y. Therefore for all j(x, y) < n ≤ Nt+1,∣∣∣∣∂Kn,y (xn(w))∂y
∣∣∣∣ ≤
∣∣∣∣∣∂Kn−1,y
(
xn−1(w)
)
∂y
∣∣∣∣∣+ 23 max[w]Nt+11 ⊂[w(j(x,y))]
∣∣∣∣∂ln∂y (y, w)
∣∣∣∣
Lem. 22≤
∣∣∣∣∣∂Kn−1,y
(
xn−1(w)
)
∂y
∣∣∣∣∣+ 23(1.6)−n
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and so ∣∣∣∣∣∣
∂KNt+1,y
(
xNt+1(w)
)
∂y
∣∣∣∣∣∣ ≤
∣∣∣∣∣∣
∂Kj(x,y),y
(
xj(x,y)
)
∂y
∣∣∣∣∣∣+ 23
Nt+1∑
n=j(x,y)+1
(1.6)−n
(5.4)
≤ 4(1.6)−j(x,y). 2(5.7)
Now for a general 0 ≤ x ≤ 1/ϕ,
∂KNt+1,y(x)
∂y
= lim
∆→0
KNt+1,y+∆(x)−KNt+1,y(x)
∆
= lim
∆→0
KNt+1,y+∆ (x (∆))−KNt+1,y(x)
∆
+ lim
∆→0
KNt+1,y+∆ (x (∆))−KNt+1,y+∆(x)
∆
.
As ∣∣∣∣∂KNt+1,y+∆(x)∂x
∣∣∣∣ ≤ λ2(Nt+1−j(x,y))t+1 ,
it follows that
lim
∆→0
∣∣∣∣KNt+1,y+∆ (x (∆))−KNt+1,y+∆(x)∆
∣∣∣∣ ≤ λ2Nt+1t+1 lim∆→0
∣∣∣∣x (∆)− x∆
∣∣∣∣(5.8)
Lem 23≤
(
1.62
λ21
)−Nt+1
.
By Lemma 23.(i) if x ∈ C
[w]
Nt+1
1
then,
lim
∆→0
∣∣∣∣KNt+1,y+∆ (x (∆))−KNt+1,y(x)∆
∣∣∣∣ ≤ lim∆→0
∣∣∣∣∣∣
KNt+1,y+∆
(
xNt+1(w)
)
−KNt+1,y
(
xNt+1(w)
)
∆
∣∣∣∣∣∣
+βn(x) lim
∆→0
∣∣∣∣ lNt+1(y + ∆, w)− lNt+1(y, w)∆
∣∣∣∣
≤
∣∣∣∣∣∣
∂KNt+1,y
(
xNt+1
)
∂y
∣∣∣∣∣∣+
∣∣∣∣∂lNt+1∂y (y, w)
∣∣∣∣
≤ 4(1.6)−j(x,y) + (1.6)−Nt+1 .
and the conclusion follows.
The second of part (i) in the Corollary is true since if (x, y) ∈ ∂U c∪∂M, then ∂P∂y (x, y) =
0. Therefore ∂lj(x,y)+1∂y (y, w) = 0 and x (∆) = x+ o(∆).
(ii) Let w ∈ ΣA (Mt+1). As for all y,
{
KNt+1,y
(
xMt+1
)
,KNt+1,y
(
x¯Mt+1
)
: w ∈ ΣA (Mt+1)
}
are fixed points for hMt+1,y it follows that for all ∆,
lMt+1(y + ∆, w) = KMt+1−1,y+∆
(
x¯Mt+1
)−KMt+1−1,y+∆ (xMt+1)
= KNt+1,y+∆
(
x¯Mt+1
)−KNt+1,y+∆ (xMt+1) .
The last line follows from hn,y+∆ = idT for Nt+1 < n < Mt+1. Writing x(∆) (respectively
x¯ (∆)) for the x-delta point of xMt+1(w) (respectively x¯Mt+1(w)). By Lemma 23, for |∆|
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small,
KNt+1,y+∆ (x (∆)) = KNt+1,y+∆
(
xNt+1
)
+ βNt+1
(
xMt+1
)
lNt+1(y + ∆, w),
and
KNt+1,y+∆ (x¯ (∆)) = KNt+1,y+∆
(
xNt+1
)
+ βNt+1
(
x¯Mt+1
)
lNt+1(y + ∆, w).
It then follows that for |∆| small,
lMt+1(y + ∆, w) =
{
βNt+1
(
x¯Mt+1
)− βNt+1 (xMt+1)} lNt+1(y + ∆, w) + I∆ + I∆.
where by (5.8),∣∣I∆∣∣ := ∣∣KNt+1,y+∆ (x¯ (∆))−KNt+1,y+∆ (x¯Mt+1)∣∣ ≤ (1.1) ∆(1.59)−Nt+1
and
|I∆| :=
∣∣∣KNt+1,y+∆ (x (∆))−KNt+1,y+∆ (xMt+1)∣∣∣ ≤ (1.1) ∆(1.59)−Nt+1 .
It then follows that∣∣∣∣∂lMt+1∂y (y, w)
∣∣∣∣ ≤ {βNt+1 (x¯Mt+1)− βNt+1 (xMt+1)}︸ ︷︷ ︸
1
∣∣∣∣∂lNt+1∂y (y, w)
∣∣∣∣+ lim∆→0
∣∣I∆∣∣+ |I∆|
∆
. 3(1.6)−Nt+1 as Mt+1 →∞.

So far we have managed to show to control
∂KNt+1,y(x)
∂y by a constant times the derivative
at level j(x, y) where t = t(y) = min {t ∈ N : Nt+1 ≥ j(x, y)}. The next step is for s > t(y),
to obtain a relation between ∂Ks+1,y(x)∂y and
∂KNs,y
∂y .
Definition 25. For Ms < n ≤ Ns+1, x ∈ C
[w]
Ns+1
1
and |∆| small we define xs (∆) to be
the unique point such that
KMs,y+∆ (xs (∆))−KMs,y+∆
(
xMs+1
)
lMs+1 (y + ∆, w)
=
KMs,y (x)−KMs,y
(
xMs+1
)
lMs+1 (y, w)
.
Setting similarly to before for 0 ≤ x ≤ 1/ϕ and y such that j(x, y) < Ms,
βMs+1(x) := ψs+1
(
KMs,y (x)−KMs,y
(
xMs+1
)
lMs+1 (y, w)
)
and for Ms + 1 < n ≤ Ns+1,
βn(x) := ψs+1
(
βn−1(x)− βn−1 (xn)
βn−1 (x¯n)− βn−1 (xn)
)
.
Lemma 26. For all (x, y) ∈ R1 ∪R3 with j(x, y) < Ns the following holds:
1. for every |∆| small,
KNs+1,y+∆ (xs (∆)) = KNs+1,y+∆
(
xNs+1
)
+ βNs+1(x)lNs+1 (y + ∆, w) .
2. (i) For every Ms < n ≤ Ns+1,∣∣∣∣∂ln∂y (y, w)
∣∣∣∣ ≤ (1.6)Ms−n ∣∣∣∣∂lMs∂y (y, w)
∣∣∣∣ .
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(ii)
∣∣∣∂lMs∂y (y, w)∣∣∣ ≤ (1.6)−ns .
(iii) Assume that {Nk,Mk−1, k, λk}sk=1 are chosen, there exists a choice ofMs, λs+1, Ns+1 and s+1
(compatible with the inductive procedure) such that
|xs (∆)− x| ≤ ϕ−Ns+1∆ + o (∆)
as ∆→ 0.
Proof. This is done by induction on s. The base of induction is the first s ∈ N such that
Ns > j(x, y).
1. This is similar to the proof of Lemma 21 and Lemma 23.(i).
2. (i) Let w ∈ ΣA. The starting point is that by the definition of hMt,y (as a distribution
correcting function), equation 4.2 holds for KMt,y. Therefore for all w ∈ ΣA and h > 0
small,
mT
(
KMs,y+h
(
C
[w]
Ns+1
1
))
= lMs(y + h,w)
mT
(
C
[w]
Ns+1
1
)
mT
(
C
[w]Ms1
) .
The rest is similar to the proof of the first part of Lemma 22 with j(x, y) replaced by Ms.
2.(ii) Since for all y,
{
KNs,y
(
xMs(w)
)
,KNs,y (x¯Ms(w)) : w ∈ ΣA (Ms)
}
are fixed points
for hMs,y it follows that (here xMs = xMs(w))
lMs(y + ∆, w) = KNs,y+∆ (x¯Ms)−KNs,y+∆
(
xMs
)
.
The base of induction is Corollary 24.(ii).
The proof of the inductive step is the same as the proof of the base of induction where
we use the induction hypothesis that∣∣∣∣∂lNs∂y (y, w)
∣∣∣∣ ≤ (1.6)Ms−1−Ns ∣∣∣∣∂lMs−1∂y (y, w)
∣∣∣∣ ≤ (1.6)−Ns−1−ns ,
and
|xs (∆)− x| ≤ ϕ−Ns+1∆ + o (∆) .
Therefore, ∣∣I∆(s)∣∣ := ∣∣KNt+1,y+∆ (x¯s (∆))−KNt+1,y+∆ (x¯Ms)∣∣ ≤ ∆(1.6)−Ns+1
and
|I∆| :=
∣∣KNt+1,y+∆ (xs (∆))−KNt+1,y+∆ (xMs)∣∣ ≤ ∆(1.6)−Ns+1 .
It then follows that∣∣∣∣∂lMs∂y (y, w)
∣∣∣∣ ≤ {βNs (x¯Ms)− βNs (xMs)}︸ ︷︷ ︸
1
∣∣∣∣∂lNs∂y (y, w)
∣∣∣∣+ lim∆→0
∣∣I∆(s)∣∣+ |I∆(s)|
∆
. (1.6)−Ns−1(1.6)−ns + 2(1.6)−Ns+1
≤ (1.6)−ns .
(iii) We first recall the definition of KMs,y. Define α : N×ΣA×
[−ϕ/ (ϕ+ 2) , ϕ2/ (ϕ+ 2)]
by
α(s, w, y) :=
´
C
[w]
Ms
1
∂KMs−1,y
∂x (x)dx
mT
(
C
[w]Ms1
) = lMs (y, w)
mT
(
C
[w]Ms1
) .
44
It follows that for s ∈ N such that Ns > j(x, y), the definition of KMs,y restricted to C[w]Ms1
is the function defined by KMs,y
(
xMs
)
= KNs,y
(
xMs
)
and x-derivative
∂KMs,y
∂x
(x) :=

∂Gα(s,w−,y),α(s,w,y)
∂x
 x−xMs
t+1mT
(
C
[w]
Ms
1
)
 0 ≤ x− xMs ≤ s+1mT (C[w]Ms1 )
α(s, w, y) x− xMs ≥ s+1mT
(
C
[w]Ms1
) ,
where w− is the predecessor of w in ΣA (Mt) and Gα1,α2 : [0, 1] → [0, 1] is the function
defined by (4.3).
Therefore the function
Kt,y(x) :=
KMs,y(x)−KMs,y
(
xMs
)
lMs (y, w)
=
(
mT
(
C
[w]Ms1
))−1 [KMs,y(x)−KMs,y (xMs)
α (s, y, w)
]
satisfies Kt,y
(
xMt(w)
)
= 0 and
∂Kt,y
∂x
(x) := mT
(
C
[w]Ms1
)−1·

∂GΥ(s,w,y),1
∂x
 x−xMs
s+1mT
(
C
[w]
Ms
1
)
 , 0 ≤ x− xMs ≤ s+1mT (C[w]Ms1 )
1 x− xMs ≥ s+1mT
(
C
[w]Ms1
) ,
where Υ(s, w, y) = α(s,w
−,y)
α(s,w,y) . The function Ks,y is important since the definition of xs(∆)
is as the unique point so that
Ks,y+∆ (xt(∆)) = Kt,y (x) .
Since for all 0 < a,
´ 1
0 G
′
a,1(x)dx = 1, it follows that if x − xMs ≥ s+1mT
(
C
[w]Ms1
)
then
writing xˆ = xMs + mT
(
C
[w]Ms1
)
Ks,y+∆(x) =
ˆ x
xMs
∂Ks,y+∆
∂x
(x)
=
(
mT
(
C
[w]Ms1
))−1ˆ xˆ
xMs
∂GΥ(s,w,y+∆),1
∂x
 x− xMs
s+1mT
(
C
[w]Ms1
)
 dx+ (x− xˆ)

=
x− xMs
mT
(
C
[w]Ms1
) = Ks,y(x) by a similar reasonning.
If x−xMs ≤ s+1m
(
C
[w]Ms1
)
then using the fact that for all 0 ≤ x ≤ 1, |Ga,1(x)−Gb,1(x)| ≤
x |b− a|,
Ks,y+∆(x) = Ks,y(x)± |Υ(s, w, y + ∆)−Υ(s, w, y)| ·
(
x− xMs(w)
)
= Ks,y(x)± s+1 |Υ(s, w, y + ∆)−Υ(s, w, y)| .
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|Υ(s, w, y + ∆)−Υ(s, w, y)| =
m
(
C
[w]Ms1
)
m
(
C
[w−]Ms1
) ∣∣∣∣ lMs (y + ∆, w−)lMs (y + ∆, w) − lMs (y, w
−)
lMs (y, w)
∣∣∣∣
≤ ∆
ϕ
(∣∣∣∂lMs∂y (y, w)∣∣∣+ ∣∣∣∂lMs∂y (y, w−)∣∣∣)
min (lMs(y, w), lMs (y, w
−))
+ o(∆).
Thus if s+1 is sufficiently small (this choice depends on {Nt,Mt, λt : t ≤ t } and Ns+1)
then
Ks,y+∆(x) = Ks,y(x)± 1
2
∆ϕ−Ns+1−Ms + o(∆),
and for all ∆ sufficiently small
Ks,y (x) = Ks,y+∆ (xs(∆))
= Ks,y (xs(∆))± 1
2
∆ϕ−Ns+1 + o(∆).
Since
∂Ks,y
∂x
(x) ≥
(
2mT
(
C
[w]
Mt
1
))−1 ≥ ϕ−Ms
2
,
it follows that
|x− xs(∆)| ≤ 2ϕMs |Ks,y (x)−Ks,y (xt(∆))|
≤ ∆ϕ−Ns+1 + o(∆)
as required. 
The next corollary is the final ingredient for the proof of Theorem 17.
Corollary 27. There exists a choice of {λt, nt, Nt,mt,Mt, t}t∈N such that:
(i) For all (x, y) ∈M∼ and for all t ∈ N such that j(x, y) < Nt,∣∣∣∣∂KNt+1,y(x)∂y
∣∣∣∣ ≤
∣∣∣∣∣∂KNt,y
(
xMt (w)
)
∂y
∣∣∣∣∣+ 2(1.6)−nt .
(ii)
∂KNt+1,y(x)
∂y converges uniformly in R1∪R3 as t→∞. For every (x, y) ∈ ∂ (R1 ∪R3)
or (x, y) ∈ U ,
lim
t→∞
∣∣∣∣∂KNt+1,y(x)∂y
∣∣∣∣ = 0
Proof. We assume that {λt, nt, Nt,mt,Mt, t} are chosen so that Lemma 26 holds.
(i) Similarly as in the proof of Corollary 24.(i) one can use the facts that∣∣∣∣∣∣
∂KNt+1,y
(
xNt+1 (w)
)
∂y
∣∣∣∣∣∣ ≤
∣∣∣∣∣∂KMt,y
(
xMt (w)
)
∂y
∣∣∣∣∣+
Nt+1∑
n=Mt+1
∣∣∣∣∂ln∂y (y, w)
∣∣∣∣ ,
and
KMt,y
(
xMt (w)
)
= KNt,y
(
xMt (w)
)
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to show that∣∣∣∣∣∣
∂KNt+1,y
(
xNt+1
)
∂y
∣∣∣∣∣∣ Lem.26.2.i≤
∣∣∣∣∣∂KNt,y
(
xMt
)
∂y
∣∣∣∣∣+
Nt+1∑
n=Mt+1
(1.6)Mt−n
∣∣∣∣∂lMt∂y (y, w)
∣∣∣∣
Lem.26.2.ii≤
∣∣∣∣∣∂KNt,y
(
xMt
)
∂y
∣∣∣∣∣+ (1.6)−nt
Nt∑
n=Mt+1
(1.6)Mt−n
≤
∣∣∣∣∣∂KNt,y
(
xMt
)
∂y
∣∣∣∣∣+ 53(1.6)−nt .
Therefore by Lemma 26,
lim
∆→0
∣∣∣∣KNt+1,y+∆ (xt (∆))−KNt+1,y (x)∆
∣∣∣∣ ≤
(∣∣∣∣∣∂KNt,y
(
xMt
)
∂y
∣∣∣∣∣+ 53(1.6)−nt
)
+ βn(x)
∂lNt+1
∂y
(y, w)
≤
(∣∣∣∣∣∂KNt,y
(
xMt
)
∂y
∣∣∣∣∣+ 53(1.6)−nt
)
+ βn(x) (1.6)
−nt+1
and by Lemma 26.2.(iii),∣∣∣∣KNt+1,y+∆ (xt (∆))−KNt+1,y+∆ (x)∆
∣∣∣∣ ≤
(
sup
(x,y)∈M∼
∣∣∣∣∂KNt+1,y+∆ (x)∂x
∣∣∣∣
)( |xt (∆)− x|
∆
)
≤ λ2Nt+11 ϕ−Nt+1 + o(∆) ≤ (1.6)−Nt + o(∆).
A combination of the previous two inequalities and nt = o(Nt), Nt = o (nt+1) shows that∣∣∣∣∂KNt+1,y (x))∂y
∣∣∣∣ ≤
∣∣∣∣∣∂KNt,y
(
xMt (w)
)
∂y
∣∣∣∣∣+ 2(1.6)−nt .
(ii) Let t ∈ N, and (x, y) ∈ R1 ∪ R3 By applying part (i) of this corollary repeatedly
one has that with t(x, y) = min {t : Nt > j(x, y)}. For t > t(x, y) + 1 and w such that
x ∈ C
[w]
Nt+1
1
, by the first part of the corollary
∣∣∣∣∣∂KNt,y
(
xMt
)
∂y
∣∣∣∣∣ ≤
∣∣∣∣∣∣
∂KNt−1,y
(
xMt−1
)
∂y
∣∣∣∣∣∣+ 2 (1.6)−nt
For t = t(x, y) by Corollary 24∣∣∣∣∣∣
∂KNt(x,y),y
(
xMt(x,y)
)
∂y
∣∣∣∣∣∣ ≤ (1.6)−j(x,y).
A combination of these two observations shows that for t > t(x, y)∣∣∣∣∂KNt,y(x)∂y
∣∣∣∣ ≤
∣∣∣∣∣∣
∂KNt(x,y),y
(
xMt(x,y)
)
∂y
∣∣∣∣∣∣+ 2
t∑
k=t(x,y)
(1.6)−nk .
≤ (1.6)−j(x,y) + 2(1.6)−nt(x,y) .
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This is enough to show that
{
∂KNs+1,y(x)
∂y
}∞
s=1
is a Cauchy sequence in the uniform topology.
Indeed if s, t > t(x, y), then∣∣∣∣∂KNt,y(x)∂y − ∂KNs,y(x)∂y
∣∣∣∣ ≤ s∑
k=t
(1.6)−nk ≤ 2(1.6)−nt .
If Nt < j(x, y)− 3 ≤ Ns+1 then KNt+1,y(x) = x in a neighborhood of y and hence∣∣∣∣∂KNt+1,y(x)∂y − ∂KNs+1,y(x)∂y
∣∣∣∣ = ∣∣∣∣∂KNs+1,y(x)∂y
∣∣∣∣
≤ (1.6)−j(x,y) + 2(1.6)−nt
≤ 3(1.6)−nt
We leave the bound on the easier cases t = t(x, y) − 1 < s, s, t < t(x, y) − 1 to the
reader. 
Remark 28. The latter corollary shows that limt→∞
∂KNt,y
∂y is uniformly continuous in x as
a uniform limit of continuous functions. As a consequence, since for all x ∈ [0, 1/ϕ], the
sequence K−1Nt,y(x) converges uniformly to h
−1
y (x) and h−1y is a homeomorphism of [0, 1/ϕ]
then for all x ∈ [0, 1/ϕ],
∂KNt,y
(
K−1Nt,y(x)
)
∂y
−−−→
t→∞ limt→∞
∂KNt,y
(
h−1y (x)
)
∂y
and the convergence is uniform in t ∈ N.
Proof of Theorem 17. Lemma 20 shows that ∂z∂x = limt→∞
∂zNt
∂x (x, y) exists and is a con-
tinuous function of M∼. It remains to show that ∂z∂y = limt→∞
∂zNt
∂y (x, y) exists and is a
continuous function of M∼. To this end, write
BN (x, y) =
(
∂KN,y(x)
∂x
∂KN,y(x)
∂y
0 1
)
for the differential of the map (x, y) 7→ (KN,y(x), y). By the chain rule
DZNt (x, y) = BNt
(
SK−1Nt,y(x),−y/ϕ)
)(
ϕ 0
0 −1/ϕ
)
B−1Nt
(
K−1Nt,y(x), y
)
.
This yields that
∂zNt
∂y
(x, y) = ϕ
∂KNt,−y/ϕ(SK
−1
Nt,y
(x))
∂x
·
−
∂KNt,−y/ϕ
(
K−1Nt,y(x)
)
∂x
−1∂KNt,y
(
K−1Nt,y(x)
)
∂y


− 1
ϕ
∂KNt,−y/ϕ
(
SK−1Nt,y(x)
)
∂y
= −∂zNt
∂x
(x, y) ·
∂KNt,y
(
K−1Nt,y(x)
)
∂y
− 1
ϕ
∂KNt,−y/ϕ
(
SK−1Nt,y(x)
)
∂y
.
Since all the terms on the right hand side converge uniformly as t → ∞, the Theorem is
proved.
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5.2. Proof of the Anosov property for Z. So far we have shown that ZNt converges
uniformly to Z and estimated the derivatives. We are going to use the following well known
Lemma, it’s proof can be found in [Vi]. A function A : M∼×Z→ SL(2,R) is linear cocycle
over a homeomorphism f :M∼ →M∼ if for any m.n ∈ Z and x ∈ T2,
Am+n(x) = Am ◦ fn(x)An(x).
We say that the cocycle is Hyperbolic if there are σ > 1 and C > 0 so that for every
x ∈M∼ there exists transverse lines Esx and Eux in R2 such that
1. A (x)Esx = Esf(x) and A (x)E
u
x = E
u
f(x).
2. |An(x)vs| ≤ Cσn |vs| and |A−n(x)vu| ≤ Cσn |vu| for every vs ∈ Esx, vu ∈ Eux and
n ≥ 1.
Proposition. [Vi, Prop. 2.1 ]Let A : M∼ × Z → SL(2,R) be a linear cocycle over a
homeomorphism f :M∼ →M∼. If there exists v ∈ R2, constants c > 0 and σ > 1 such that
|An(x)v| ≥ cσn then A is hyperbolic. The transverse lines Esx, Eux, in R2 satisfy that for
any σ0 < σ, there exists C > 0 so that for any vs ∈ Esx, vu ∈ Eux and n ≥ 1,
|An(x)vs| ≤ Cσn0 |vs| and |A−n(x)vu| ≤ Cσn0 |vu| .
Proof that Z is Anosov. Define A : M∼ × Z→ SL (2,R) by
A(x) = 1
det (DZ(x, y))
DZ(x, y).
Since DZ is of the form (
∂z
∂x(x, y) ∗
0 −1/ϕ
)
and
1.6 ≤ ∂z
∂y
(x, y) ≤ 1.7
one has that for all (x, y) ∈M∼,
1.6
ϕ
≤ |det (DZ(x, y))| ≤ 1.7
ϕ
.
and ∣∣∣∣DZn(x, y)( 10
)∣∣∣∣ = ∣∣∣∣( ∏n−1k=0 ∂z∂x ◦ Zk(x, y)0
)∣∣∣∣ ≥ (1.6)n ∣∣∣∣( 10
)∣∣∣∣ .
It then follows that with v = (1, 0)tr
|An(x, y)v| = (det (DZn(x, y)))−1 |DZn(x, y)v| ≥
(
ϕ · 1.6
1.7
)n
|v| ≥ (1.52)n|v|
there exists transverse lines Esx and Eux in R2 ' TxM∼ and C > 0 so that for any vu ∈ Eux ,
|An(x)vu| ≥ (1.5)n |vu| .
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It follows that
|DZn(x, y)vu| = |An(x)vu|
n−1∏
k=0
∣∣∣det(DZ (Zk(x, y)))∣∣∣
≥ C(1.5)n
(
1.6
ϕ
)n
|vu|
≥ C(1.48)n |vu| .
Similarly one has for every vs ∈ Esx,
|DZn(x, y)vs| ≤ C(1.5)−n
(
1.7
ϕ
)n
|vs|
≤ C (0.7)n
and so Z :M∼ →M∼ is Anosov.

5.3. Proof of the type III1 property for Z. For − ϕϕ+2 < y < 1ϕ+2 let,
Ky(x) := lim
n→∞Kn,y(x) : T→ T
and for 1ϕ+2 ≤ y ≤ ϕ
2
ϕ+2 ,
Ky(x) := lim
n→∞Kn,y(x) : [0, 1/ϕ]→ [0, 1/ϕ].
In both cases it is an orientation preserving homeomorphism.
We will show that the measuresmLeb(T)◦Ky andmLeb([0,1/ϕ])◦Ky are equivalent measures
to µ+, the measure on T arising from {λk,mk.Mk, nk.Nk} in the previous section.
In addition the Radon Nykodym derivatives
dηy
dµ+
(x) : M→ [0,∞)
defined by
dηy
dµ+
(x) :=
dmT ◦ Ky
dµ+
(x),
is a (M∼,B (M∼) , µ) measurable function. This means that the measure η on M∼ defined
by ˆ
M∼
u(x, y)dη =
ˆ
M∼
u(x, y)dηy(x)dy
=
ˆ
M∼
u(x, y)
dηy
dµ+
(x)dµ+(x)dy
is equivalent to µ = mM ◦ H0 = µ+ ⊗ dy.
Since
(
M∼,BM, µ, f˜
)
is a type III1 transformation and µ ∼ η,
(
M,BM, η, f˜
)
is a type
III1 transformations. Thus (M,BM,mM,Z) is a type III1 transformation since pi(x, y) :=
(Ky(x), y) : (M,BM,mM,Z) →
(
M,BM, η, f˜
)
is an isomorphism. Therefore what is left to
prove is the following.
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Lemma 29. (i) For all − ϕϕ+2 < y < 1ϕ+2 ,
(
K−1y
)
∗mT is an equivalent measure to µ
+ (the
measure on T arising from {λk,mk.Mk, nk.Nk, k} in the previous section).
(ii) For all 1ϕ+2 < y <
ϕ2
ϕ+2 , (Ky)∗ mT|[0,1/ϕ] is an equivalent measure to µ+|[0,1/ϕ].
(iii) The Radon Nykodym derivatives dηy
dµ+
(x) : M→ [0,∞) are measurable in (M∼,BM∼ , µ).
Proof. Fix − ϕϕ+2 < y < 1ϕ+2 . The proof is the same as in Lemma 13 by using the theory of
local absolute continuity of Shiryaev with Ft :=
{
C
[w]
Nt
1
: w ∈ ΣA
}
. By the construction
(mT ◦ Ky)t := mT ◦ Ky|Ft = mT ◦KNt,y,
and (
µ+
)
= mT ◦H0,Nt .
Therefore,
Zt,y(x) :=
d (mT ◦ Ky)t
d (µ+)t
(x) =
(
∂KNt,y
∂x
)
(
∂H0,Nt
∂x
)(x).
The rest of the proof that Zt,y(x) is uniformly integrable and hence converges a.s. as
t→∞ is the same as in Lemma 13. This proves (i) and (ii).
To see (iii), notice that the function
(x, y) 7→ dηy
dµ+
(x) = lim
t→∞Zt,y(x)
is almost surely a limit of continuous functions, hence measurable. 
6. Appendix: Proof of Theorem 4
Assume that {λk, nk, Nk,mk,Mk}k≥1 andM0 are chosen via the inductive construction,
{pik, Pk}k∈Z are defined by (3.10) and µ = M {pik, Pk : k ∈ Z} .Again T denotes the shift
on ΣA. The proof of non-singularity, the K-property of the shift with respect to µ and
that
T ′(x) =
dµ ◦ T
dµ
(x) =
∞∏
k=1
Pk−1 (xk, xk+1)
Pk (xk, xk+1)
appears in [Kos2, Thm. 6]. In order to show the other properties of the Markov Shift, we
will need a more concrete expression of the Radon Nykodym derivatives. The measure µ,
or more concretely it’s transition matrices, differs from the stationary {piQ,Q} measure
only when one moves inside state 1 in the segments [Mj , Nj+1). Denote by
Lj(x) := # {k ∈ [Mj−1, Nj) : xk = 1}
and
Vj(x) = # {k ∈ [Mj−1, Nj) : xk = xk+1 = 1} .
Lemma 30. For every  > 0, there exists t0 ∈ N s.t for every t > t0, Nt ≤ n < mt and
x ∈ {1, 2, 3}Z,
(Tn)′ (x) = (1± )
t∏
k=1
[(
1 + ϕ
1 + ϕλk
)Lk◦Tn(x)−Lk(x)
· λVk◦Tn(x)−Vk(x)k
]
.
51
Proof. Let  > 0, t ∈ N and Nt ≤ n < mt. Canceling out all the k′s such that Pk−n = Pk
one can see that
(Tn)′ (x) = It · I˜t
where (notice in the definition of It that n > Nt)
It =
t∏
u=1
 Nu∏
k=Mu−1
Pk−n (xk, xk+1)
Pk (xk, xk+1)
 ·
 Nu+n−1∏
k=Mu−1+n
Pk−n (xk, xk+1)
Pk (xk, xk+1)

and (here notice that Mt > Nt +mt > Nt + n)
I˜t =
∞∏
u=t+1
Mu−1+n−1∏
k=Mu−1
Pk−n (xk, xk+1)
Pk (xk, xk+1)
 ·
Nu+n−1∏
k=Nu
Pk−n (xk, xk+1)
Pk (xk, xk+1)
 .
We will analyze the two terms separately. Since for everyMu−1 ≤ k < Mu−1 +n, Pk = Qu
and Pk−n = Q,
Pk−n (xk, xk+1)
Pk (xk, xk+1)
≤ Q1,3
(Qu)1,3
=
1 + ϕλu
1 + ϕ
≤ λu.
Similarly for Nu ≤ k < Nu + n, P (k) = Q and Pk−n = Qu . Therefore
Pk−n (xk, xk+1)
Pk (xk, xk+1)
≤ (Qu)1,1
Q1,1
≤ λu.
and
λ−2nu ≤
Mu−1+n−1∏
k=Mu−1
Pk−n (xk, xk+1)
Pk (xk, xk+1)
 ·
Nu+n−1∏
k=Nu
Pk−n (xk, xk+1)
Pk (xk, xk+1)
 ≤ λ2nu ,
here the lower bound is achieved by a similar analysis. This gives
I˜t =
∞∏
u=t+1
[
λ±2nu
]
=
∞∏
u=t+1
[
λ±2mu−1u
]
(since ∀u > t, n < mt < mu)
(3.1)
= e±
∑∞
n=t+1
1
2n −−−→
t→∞ 1.
Consequently there exists t0 ∈ N so that for all x ∈ ΣA, t > t0 and Nt ≤ n ≤ mt,
(Tn)′ (x) = (1± )It.
By noticing that for k ∈ ⋃tj=1 ([Mj−1, Nj) ∪ [Mj−1 + n,Nj + n)) ,
Pk−n (xk, xk+1) 6= Pk (xk, xk+1)
if and only if xk = 1 one can check that
It =
t∏
k=1
[(
1 + ϕ
1 + ϕλk
)Lk◦Tn(x)−Lk(x)
λ
Vk◦Tn(x)−Vk(x)
k
]
.

Corollary 31. The shift
({1, 2, 3}Z, µ, T ) is conservative and ergodic.
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Proof. Since the shift is a K-automorphism it is enough to prove conservativity.
For every j ∈ N, 0 ≤ Lk(x), Dk(x) ≤ nk. Whence(
1 + ϕ
1 + ϕλk
)Lk◦Tn(x)−Lk(x)
λ
Vk◦Tn(x)−Vk(x)
k ≥
(
1 + ϕ
1 + ϕλk
)Lk◦Tn(x)
λ
−Vk(x)
k
≥ λ−2nkk ≥ λ−2nk1 ,
and for every t ∈ N,
t∏
k=1
[(
1 + ϕ
1 + ϕλk
)Lk◦Tn(x)−Lk(x)
λ
Vk◦Tn(x)−Vk(x)
k
]
≥ λ−2
∑t
k=1 nk
1 ≥ λ−2Nt1 .
By Lemma 30 there exists t0 ∈ N such that for all t ≥ t0, Nt ≤ n ≤ mt and x ∈ ΣA,
(Tn)′ (x) ≥ λ
−2Nt
1
2 . Therefore for all x ∈ ΣA,
∞∑
n=1
(Tn)′ (x) ≥
∞∑
t=1
mt∑
n=Nt
(Tn)′ (x) ≥
∞∑
t=t0
1
2
(mt −Nt)λ−2Nt1
(3.9)
= ∞.
By Hopfs criteria the shift is conservative. 
6.0.1. Proof of the type III1 property. In order to prove that the ratio set is [0,∞) we are
going to use the following principle: since R(T ) is a multiplicative subset it is enough to
show that there exists yn ∈ R(T )\{1} with yn → 1 as n→∞.
Theorem 32. Let µ be the Markov measure constructed in Subsection 3.2.2. For every
n ∈ N, λn · 1+ϕ1+ϕλn ∈ R(T ) and therefore the shift is type III1.
Fix n ∈ N. The first stage in proving that λn · 1+ϕ1+ϕλn ∈ R(T ) is to show that the ratio
set condition is satisfied for all cylinders with a positive proportion of the measure of the
cylinder set. Then for a general A ∈ B+, we use the density of cylinder sets in B.
Given t ∈ N, denote by C(t) the collection of all [c]Nt0 cylinder sets such that
(6.1) Lt(c) =
Nt−1∑
k=Mt−1
1[ck=1] ∈
(nt
4
,
nt
2
)
and
Nt−1∑
k=Mt−1
1[ck=2,ck+1=3] ≥
nt
15
.
Since
µ
(
[c]NtMt−1
)
= νpiMt−1 ,Qt ([c]
nt
0 ) ,
it follows from (3.5) and (3.6) that for all t large enough,
µ
 ⋃
C∈C(t)
C
 ≥ 1− 1
2t
.
In order to shorten the notation, given M, j ∈ N, B ∈ B and  > 0, let
RSC (M,B, j, ) := B ∩ T−MB ∩
[(
TM
)′
= λj · 1 + ϕ
1 + ϕλj
· (1± )
]
,
and for M ∈ N,
ΣA (M) := {1, 2, 3}M ∩ ΣA.
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Lemma 33. For every [b]n−n cylinder set,  > 0 and j ∈ N, there exists a t0 ∈ N so that
for all t > t0 the following holds:
For every C = [c]Nt−10 ∈ C(t) there exists d = d(b, C) ∈ ΣA (Nt + n) such that for every
N 3 l ≤ mt/kt,
(6.2) C ∩ [d]lkt+Nt−1lkt−n ⊂ T−lkt [b]n−n ∩
[(
T lkt
)′
= λj · 1 + ϕ
1 + ϕλj
· (1± )
]
.
Recall that kt > Nt is defined as a
(
1± 3−3Nt) mixing time for Q.
Proof. Let [b]n−n,  > 0 and j ∈ N be given. By Lemma 30 there exists τ such that for
every t ≥ τ and 1 ≤ l ≤ mt/kt (here lkt ∈ [Nt,mt)),(
T lkt
)′
(x) = (1± )
t∏
k=1
[(
1 + ϕ
1 + ϕλk
)Lk◦T lkt (x)−Lk(x)
· λVk◦T lkt (x)−Vk(x)k
]
.
Choose t0 to be any integer which satisfies t0 > max (τ, j) and Mt0 > n.
Let t > t0 and choose a cylinder set [c]Nt0 ∈ C(t) which intersects [b]n−n. That is ci = bi
for i ∈ [0, n]. We need now to choose d ∈ ΣA (Nt + n) which satisfies (6.2). Notice that
for x ∈ [d]lkt+Ntlkt−n ∩ [c]Nt0 ,
t∏
k=1
[(
1 + ϕ
1 + ϕλk
)Lk◦T lkt (x)−Lk(x)
· λVk◦T lkt (x)−Vk(x)k
]
=
t∏
k=1
[(
1 + ϕ
1 + ϕλk
)Lk(d)−Lk(c)
· λVk(d)−Vk(c)k
]
,
in this representation we look at [d]Nt−n. For all k ∈ [0,Mt−1], let
dk = ck
and for all k ∈ [−n, 0),
dk = bk.
Notice that this means that for k ∈ [−n, n], dk = bk and thus
[d]lkt+Ntlkt−n ⊂ T−lkt [b]n−n.
Let p(j, t) ≤ nt20 be the integer (condition (3.4)) such that(
λt · 1 + ϕ
1 + ϕλt
)p(j,t)
= λj · 1 + ϕ
1 + ϕλj
.
Set dk = 1 for all k ∈ [Mt−1,Mt−1 + Vt(c) + p(j, t)] and then continue repeatedly with the
sequence ”321” Lt(c)− Vt(c) times. Since c satisfies (6.1), this construction is well defined
(e.g. we have not reached yet k = Nt − 1). Continue with sequences of 32 till k = Nt − 1.
Thus we have defined d in such a way so that
Lt(d)− Lt(c) = p(j, t)
and
Vt(d)− Vt(c) = p(j, t).
54
In addition for all 0 ≤ k < t, Lk(d) = Lk(c) and Vk(c) = Vk(d). Thus for all x ∈
[d]lkt+Ntlkt−n ∩ [c]Nt0 ,(
T lkt
)′
(x) = (1± )
t∏
k=1
[(
1 + ϕ
1 + ϕλk
)Lk(d)−Lk(c)
· λVk(d)−Vk(c)k
]
= (1± )
(
λt · 1 + ϕ
1 + ϕλt
)p(j,t)
= (1± )
(
λj
1 + ϕ
1 + ϕλj
)
.
This proves the lemma. 
In the course of the proof one sees that the event(
[b]n−n ∩ [c]Nt0
)
∩
(
T−lkt [b]n−n ∩
{(
T lkt
)′
= λj · 1 + ϕ
1 + ϕλj
· (1± )
})c
is F (lkt − n, lkt +Nt) measurable and does not depend on F (lkt +Nt, lkt + 2Nt).
Remark 34. Given [c]Nt0 ∈ Ct we have defined d = d(c) ∈ ΣA (Nt + n). The definition of
d is not necessarily one to one. This is because if [c˜]Mt−10 = [c]
Mt−1
0 , Vt(c) = Vt (c˜) and
Lt(c) = Lt (c˜) then d(c) = d (c˜). In order to make it one to one we will use
[d(c), c]lkt+2Ntlkt−n
instead of [d(c)]lkt+Ntlkt where by [a, b]
l+length(a)+length(b)
l we mean the concatenation of a and
b. This can be thought of as putting a Marker on d(c). In order that the concatenation
will be in ΣA we need that
Q (d(c)Nt−1, c0) > 0.
This can be done by possibly changing the last two coordinates of d(c). This will change
the value of
(
T lkt
)′ by at most a factor of λ±4t , which is close enough to one. We will
denote by d(c) := (d˜(c), c). We still have
[d(c)]lkt+2Ntlkt−n ⊂ T−lkt [b]n−n ∩
[(
T lkt
)′
= λj · 1 + ϕ
1 + ϕλj
· (1± )
]
,
but now the map c 7→ d(c) is one to one.
In the proof of the next lemma we will make use of the fact that for every cylinder set(
[a]lm
)c is F(m, l) measurable.
Lemma 35. For every [b]n−n cylinder set,  > 0 and j ∈ N there exists t0 ∈ N such that
for all t > t0,
µ
mt/4kt⋃
l=1
RSC
(
4lkt, [b]
n
−n, j, 
) ≥ 0.8µ ([b]n−n) .
Proof. Let [b]n−n be a cylinder set and t0 be as in Lemma 33. For all t ≥ t0, [c]Nt0 ∈ C(t)
which intersects [b]n−n and 1 ≤ l ≤ mt/4kt,(
[c]Nt0 ∩ [b]n−n
)
∩ (RSC (4lkt, [b]n−n, j, ))c ⊂ [c]NT0 ∩ [b]n−n ∩ ([d(c)]4lkt+Nt4lkt−n )c
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As Q1,3 = min {Qi,j : 1 ≤ i, j ≤ 3},
νpiQ,Q
(
[d(c)]4lkt+Nt4lkt−n
)
≥ piQ (3)Q2Nt+n−11,3 &
1
33Nt
.
Therefore, one has by repeated applications of (3.7) (mixing time condition),
µ
([b]n−n ∩ [c]Nt0 ) ∩
mt/4kt⋃
l=1
RSC
(
lkt, [b]
n
−n, j, 
)c
≤ µ
([b]n−n ∩ [c]Nt0 ) ∩

mt/4kt⋂
l=1
(
[dc]
4lkt+Nt
4lkt−n
)c

≤ µ
((
[b]n−n ∩ [c]Nt0
))mt/4kt∏
1=1
[(
1 + 3−3Nt
) (
1− νpiQ,Q
(
[d(c)]4lkt+Nt4lkt
))]
≤ µ
((
[b]n−n ∩ [c]Nt0
)) [(
1 + 3−3Nt
) (
1− 3−3Nt)]mt/4kt
(3.8)
≤ 1
t
µ
((
[b]n−n ∩ [c]Nt0
))
.
Notice that in the application of the mixing time condition we used that
(4 (l + 1) kt − n)− (4lkt +Nt) > (4l + 3)kt − (4l + 1) kt = 2kt.
If t is large enough then
µ
ΣA\ ⋃
C∈C(t)
C
 < 0.1µ ([b]n−n) ,
and for all [c]Nt0 = C ∈ C(t),
µ
[b]n−n ∩ [c]Nt0 ∩
mt/4kt⋃
l=1
RSC
(
lkt, [b]
n
−n, j, 
) > (1− 1
t
)
µ
(
[b]n−n ∩ [c]Nt0
)
≥ 0.9µ
(
[b]n−n ∩ [c]Nt0
)
.
The Lemma follows from
µ
mt/4kt⋃
l=1
RSC
(
lkt, [b]
n
−n, j, 
)
≥ µ
unionmulti
[c]
Nt
0 ∈C(t)
[b]n−n ∩ [c]Nt0 ∩
mt/4kt⋃
l=1
RSC
(
lkt, [b]
n
−n, j, 
)
≥ 0.9
∑
[c]
NT
0 ∈C(t)
µ
(
[b]n−n ∩ [c]Nt0
)
≥ 0.8µ ([b]n−n)

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Proof of Theorem 32. This is a standard approximation technique. Let j ∈ N, A ∈ B,
µ(A) > 0 and  > 0. Since the ratio set condition on the derivative is monotone with
respect to  and
1 < λj · 1 + ϕ
1 + ϕλj
< 2,
we can assume that
(6.3) 1 ≤ λj · 1 + ϕ
1 + ϕλj
(1± ) ≤ 2.
Since F(−n, n) ↑ B as n→∞, there exists a cylinder set b = [b]n−n such that
µ (A ∩ b) > 0.99µ (b) .
By Lemma 35 there exists t ∈ N for which
µ
b∩

mt/4kt⋃
l=1
T−4lktb ∩
[(
T 4lkt
)′
= λj · 1 + ϕ
1 + ϕλj
· (1± )
]
 > 0.8µ(b).
Denote by
B = b∩

mt/4kt⋃
l=1
T−4lktb ∩
[(
T 4lkt
)′
= λj · 1 + ϕ
1 + ϕλj
· (1± )
] .
We can assume that for x ∈ B, there exists C(x) = [c]Nt0 ∈ Ct so that x ∈ C(x). Then by the
proof of Lemma 33 there exists d(C(x)) ∈ ΣA (2Nt + n) such that if x ∈ [d(C(x))]4lkt+2Nt4lkt−n ,
then
(6.4)
(
T 4lkt
)′
(x) = λj · 1 + ϕ
1 + ϕλj
· (1± ) and x ∈ T−4lktb.
Define φ : B → N
φ(x) := inf
{
l ≤ mt/4kt : [x]4lkt+2Nt4lkt−n = [d(C(x))]4lkt+2Nt4lkt−n
}
and S = T φ : B → S(B) ⊂ b. We claim that S is one to one. Indeed, since the map
[c]Nt0 7→ d(c) is one to one, for every x, y ∈ B such that C(x) 6= C(y),
[Sy]2Nt−n = [d(C(y))]
2Nt−n 6= [d(C(x))]2Nt−n = [Sx]2Nt−n ,
consequently Sx 6= Sy. In addition, by the definition of φ, if x 6= y and C(x) = C(y) then
Sx 6= Sy.
It follows from (6.4) and (6.3), that for all x ∈ B,
S′(x) :=
dµ ◦ S
dµ
(x) = λj · 1 + ϕ
1 + ϕλj
· (1± ) ∈ [1, 2] .
Therefore dµ◦S
−1
dµ (y) ≥ 12 for all y ∈ S(B). A calculation shows that
µ(S(B) ∩A) > µ(S(B))− µ(b\A)
> µ(B)− µ(b\A)
= 0.79µ (b) ,
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and
µ
(
S−1 (S(B) ∩A)) > µ (S(B) ∩A)
2
> 0.39µ(b).
So
mt/4lkt∑
l=1
µ
(
A ∩
{
T−4lktA ∩
[(
T 4lkt
)′
= λj · 1 + ϕ
1 + ϕλj
· (1± )
]}
∩ [φ = 4lkt]
)
≥ µ ((B ∩A) ∩ S−1 (S(B) ∩A)) {Notice that B, S(B) ⊂ b}
≥ µ (B ∩A)− µ (b\S−1 (S(B) ∩A))
≥ 0.18µ (b) ,
and thus there exists l ∈ N such that
µ
(
A ∩ T−4lktA ∩
[(
T 4lkt
)′
= λj · 1 + ϕ
1 + ϕλj
· (1± )
])
> 0.
This proves the Theorem.

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