This article introduces a new notion of stability for internal autonomous system descriptions that is referred to as 'strong stability' and characterises the case of avoiding overshoots for all initial conditions within a given sphere. This is a stronger notion of stability compared with alternative definitions (asymptotic, Lyapunov), which allows the analysis and design of control systems described by natural coordinates to have no overshooting response for arbitrary initial conditions. For the case of linear time-invariant systems necessary and sufficient conditions for strong stability are established in terms of the negative definiteness of the symmetric part of the state matrix. The invariance of strong stability under orthogonal transformations is established and this enables the characterisation of the property in terms of the invariants of the Schur form of the state matrix. Some interesting relations between strong stability and special forms of coordinate frames are examined and links between the skewness of the eigenframe and the violation of strong stability are derived. The characterisation of properties of strong stability given here provides the basis for the development of feedback theory for strong stabilisation.
Introduction
Stability is a crucial system property that has been extensively studied from many aspects (Marcus and Minc 1964; Barnett 1971; Horn and Johnson 1980; Khalil 1992; Hershkowitz 1998; Hinrichsen and Pritchard 2005) . Here we examine a refined form of stability of internal (state-space) autonomous system descriptions that depends on the selection of the state coordinate frame and which is important for system descriptions where the states are physical variables and are referred to as physical system representations. The importance of such descriptions is that we are interested in the behaviour of the physical states. Asymptotic (or Lyapunov) stability is clearly necessary for boundness in some sense of these variables but does not guarantee that such physical variables do not overshoot. We define as overshooting the case where for some initial state vector the corresponding physical variable exceeds its initial value. Non-overshooting behaviour is a desirable property in certain applications and can be considered as a special case of constrained control. In many practical applications, classical notions of stability (such as asymptotic or Lyapunov stability) may be too weak for characterising satisfactorily operation of systems under feedback control. The new notion of strong stability introduced here is relevant to many real-time applications where a human operator may interpret overshoots as early indications of instability and this may result in actions that can be wrong for the process and may have catastrophic consequences. A non-overshooting response separates stable and unstable behaviours, if we base their diagnosis on the finite time early observation of time responses.
This article introduces the concept of 'strong stability' for autonomous internal linear time-invariant (LTI) system descriptions. This is a stronger version of stability compared with the standard definitions of asymptotic and Lyapunov stability and characterises the special case where there is no overshooting transient response for all arbitrary initial conditions taken from a given sphere. A fundamental assumption behind this work is that the system model is characterised by physical variables and thus imposing constraints on the states makes sense. This new notion of stability is relevant to nonlinear system descriptions having physical state variables. In this article we restrict ourselves to the LTI autonomous case and necessary and sufficient conditions are established in terms of the negative definiteness (semi-definiteness) of the symmetric part of the state matrix. The dependence of the strong stability property on general coordinate transformations is noted and the existence of special coordinate systems for which we cannot have strong stability is established. It is shown that the property is invariant under orthogonal transformations and this leads to the use of the Schur canonical form, established under orthogonal transformations, as the basis for investigating further the parametrisation of strongly stable state matrices. A number of interesting properties for the family of strongly stable matrices are derived and criteria establishing this property based on the model parameters are obtained. Finally, we examine the role of the skewness of the eigenframe on the violation of the strong stability property and bounds on the eigenframe skewness that lead to the presence of overshoots are established. The latter property indicates that there is a link between loss of strong stability due to eigenframe skewness and reduced robustness of stability to parameter variations. A short version of the paper has appeared in Karcanias, Halikias, and Papageorgiou (2007) .
Stability is of course one of the most important system properties. Apart from the classical notions (e.g. stability in the sense of Lyapunov, asymptotic stability, global vs. local stability) many alternative definitions have been proposed in the literature (e.g. see Bhatia and Szego (1970) , Barnett (1971) , Khalil (1992) and Hinrichsen and Pritchard (2005) ) with specific relevance to linear, nonlinear, time-varying or stochastic systems. In the LTI case considered in this work, refined stability notions which have been proposed include qualitative (sign) stability, D-stability, total stability and R-stability (see Barnett (1971) and Logofet (2005) for a survey of these notions and their inter-relations). The definition of 'strong stability' introduced here (in its three variants) is particularly relevant to issues related to the transient response of a system (e.g. its overshooting behaviour or its transient energy) (Hinrichsen and Pritchard 2005; von Elmar Plischke 2005) and could also prove useful for analysing stability properties of systems under switching regimes (Mason and Shorten 2006) . This article is organised as follows: Section 2 introduces the problem, provides links to standard stability notions and introduces the required definitions. In Section 3 we establish the necessary and sufficient conditions for different types of strong stability. Section 4 deals with a range of properties of strongly stable matrices. The invariance of strong stability under orthogonal transformations is established in Section 5, where the Schur form is used for defining parameter dependent conditions for strong stability. Finally, the link of skewness of the eigenframe to the violation of strong stability is derived in Section 6.
This new notion is directly related to the absence of state-space overshoots for systems described by physical variables and can be applied, if required, to limit the exponential growth of the system's response Pritchard 2000, 2005; von Elmar Plischke 2005) or its transient energy and to address objectives related to energy dissipation (Whidborne, McKernan, and Papadakis 2008) . Such designs may be relevant to applications involving the human operator as an overall controller, who can intervene in real time and take actions on the basis of responses over an initial time horizon. Such actions may have catastrophic consequences for the overall performance. Applications where this concept is relevant include cases involving the human operator, such as processcontrol, economic operations, etc. This new notion has some additional benefits when it is used for studying stabilisation problems under state or output feedback. Early results in the area of strong stabilisation (Halikias, Karcanias, and Papageorgiou 2009 ) suggest that problems of this type are easily solvable via convex programming techniques and, further, that closed-form parametrisations of the optimal solution sets can be obtained.
The notation used in this article is standard and is summarised here for convenience. R and C denote the fields of real and complex numbers, respectively. The set of complex numbers with negative real part is denoted by C À and is referred to as the open left-half plane (OLHP). The set of complex numbers with nonpositive real part is denoted by " C À and is referred to as the closed left-half plane (CLHP). R mÂn (C mÂn ) denotes the space of all m Â n real (complex) matrices. For a real or complex matrix A, A 0 denotes the transpose of A and A* the complex conjugate transpose of A. For a square invertible matrix A, A À1 is the inverse of A and A À0 ¼ (A À1 ) 0 ¼ (A 0 ) À1 . If A is a square matrix, then (A) denotes the spectrum of A, i.e. the set of its eigenvalues, jAj is the determinant of A and (A) is the spectral radius of A. If x 2 R n or x 2 C n , then kxk denotes the Euclidian norm of x. For a real or complex matrix A, kAk is the induced 2-norm (largest singular value). For a Hermitian or symmetric matrix A, max (A) denotes the largest eigenvalue of A and min (A) the smallest eigenvalue of A. For a real square matrix A, the symmetric part of A, 1 2 ðA þ A 0 Þ, is denoted by " A. A positive definite matrix A (positive semi-definite, negative definite, negative semi-definite) is denoted as A50 (A ! 0, A50, A 0, respectively). Finally, the kernel (null-space) of A is denoted as Ker(A).
Problem statement and basic results
We consider the LTI autonomous system:
where we assume that A has the eigenvalue-eigenvector decomposition A ¼ UJV where J is in Jordan form of A and U, V are the generalised right-and left-eigenvector matrices, respectively. The basic notions of asymptotic and Lyapunov stability for such a system are well established and the eigenvalues of A provide a simple characterisation of such properties, whereas the properties of the eigenframe have no influence. Within this framework of stability we consider some refined aspects of dynamic response linked to the existence of 'overshoots' in the free and stable motion as shown by the following example.
Example 2.1: Consider the matrices:
Both A 1 and A 2 are clearly asymptotically stable. Figure 1 (a) and 1(b) shows the trajectories of the corresponding systems for various initial conditions. Note the existence of overshooting trajectories for the first system (corresponding to A 1 ) and the absence of overshooting trajectories for the second system (corresponding to A 2 ). Note that overshooting trajectories are denoted by deviations from the unit disc. oe
This simple example demonstrates that we may have state overshoots in the free response of a system. For the case of systems having physical state variables such overshoots may lead to values of the state which exceed permissible limits. It is not difficult to infer from the above example that coordinate transformations that diagonalise a stable matrix A having real eigenvalues lead to a form where there are no overshoots for any initial condition. This suggests that the study of overshoots is significant for physical system descriptions, where it makes sense to have constraints on the permissible values of the state. Finding out the reasons behind overshoots in internal stable behaviours may help to illuminate the role of other structural features, such as the role of eigenstructure, in shaping the fine features of internal system behaviours. Designing systems to avoid overshoots is clearly a sufficient (but conservative) approach to constrained internal control. Another motivation for studying systems with no state overshoots comes from applications, where stability properties may only be inferred by finite time observation of the state trajectory. For such cases it may be difficult to distinguish between a stable overshooting trajectory and an unstable behaviour and hence no-overshoot conditions are sufficient for predicting stability on the basis of finite time observation.
This research is driven by the following question: assuming the system is stable (asymptotically, or in the sense of Lyapunov), is it possible to have overshoots in the state-free response even for a single initial condition? If yes, then characterise the type of state matrices A for which such property holds true and relate this non-overshooting property to other system properties. This study requires a proper definition of state-space overshoots as shown below:
Definition 2.1: The system S(A) exhibits state-space overshoots, if for at least one initial condition in the sphere Sp (0, r) (centred at the origin and with radius r), the resulting trajectory x(t) satisfies kxðtÞk 4 r for some interval [t 0 , t 1 ] where kÁk denotes the Euclidean norm. oe
The property of avoiding overshoots for all possible initial conditions introduces stronger notions of stability, the strong asymptotic and strong Lyapunov stability properties defined below. We start by quoting the classical notions of stability (e.g. see Khalil (1992) ).
Definition 2.2: For a linear system S(A) we define:
(1) S(A) is Lyapunov stable iff for each 40 there exists ()40 such that kx(t 0 )k5() implies that kx(t)k5 for all t ! t 0 .
(2) S(A) is asymptotically stable iff it is Lyapunov stable and () in part (1) of the definition can be selected so that kx(t)k ! 0 as t ! 1. oe Remark 2.1: For LTI systems S(A), a necessary and sufficient condition for asymptotic stability is that the spectrum of A is contained in the OLHP (all eigenvalues have negative real parts); a necessary and sufficient condition for Lyapunov stability is that the spectrum of A lies in the CLHP (Re(s) 0) and, in addition, any eigenvalue on the imaginary axis has simple structure (i.e. equal algebraic and geometric multiplicity) (Khalil 1992) . Note that asymptotic stability is here taken to mean that the origin is the unique equilibrium point and that it is asymptotically stable (in the sense of Definition 2.2 part 2).
Three definitions of strong stability related to the absence of overshoots are stated below.
Definition 2.3: For the LTI system S(A) we define:
(1) The system S(A) is strongly Lyapunov stable iff kx(t)k kx(t 0 )k, 8t4t 0 and 8x(t 0 ) 2 R n . (2) The system S(A) is strongly asymptotically stable w.s. (in the wide sense), iff kx(t)k5 kx(t 0 )k, 8t4t 0 and 8x(t 0 ) 6 ¼ 0. (1). Strong asymptotic stability (in either the wide or strict sense) implies asymptotic stability: Since (from time invariance) kx(t)k is a strictly decreasing function when S(A) is strongly asymptotically stable, kx(t)k must converge as t ! 1 (since the norm is bounded from below by zero). Thus, if the limit is not zero, the trajectory x(t) must converge to an equilibrium point x e (t) 6 ¼ 0 or to a limit cycle (which for LTI systems is always an oscillatory trajectory associated with a pair of conjugate imaginary axis eigenvalues of A). This, however, violates the definition of strong asymptotic stability, since choosing as initial condition x(t 0 ) ¼ x e or a point on the limit cycle implies that the norm of the ensuing trajectory is not strictly decreasing (i.e. stays constant). Note also that for LTI systems asymptotic stability (of the origin) is always global. oe
Example 2.2: The requirement in Definition 2.3 part (2), that kx(t)k kx(t 0 )k for every initial condition x(t 0 ) 6 ¼ 0, is crucial. Consider the system:
and an initial state:
The trajectory of the system if given as x 1 (t) ¼ cos t, x 2 (t) ¼ sin t and x 3 (t) ¼ e Àt . Thus kxðtÞk ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi 1 þ e À2t p is monotonically decreasing and converges to lim t!1 kx(t)k ¼ 1. However, the system is not strongly asymptotically stable (in fact not even asymptotically stable) since releasing it from any initial condition x(t 0 ) on the (x 1 , x 2 ) plane results in a constant-norm trajectory kx(t)k ¼ kx(t 0 )k, t ! t 0 . oe Remark 2.3: The three definitions of strong stability introduced above make precise the notion of nonovershooting responses. Thus, strong Lyapunov stability does not allow state trajectories to exit (at any time) the (closed) hyper-sphere with centre the origin and radius the norm of the initial state vector r 0 ¼ kx(t 0 )k (although motion on the boundary of the sphere kx(t)k ¼ r 0 is allowed, e.g. an oscillator's trajectory). Strong asymptotic stability (strict sense) requires that all state trajectories enter each hypersphere kx(t)k ¼ r r 0 from a non-tangential direction, whereas for systems which are strongly asymptotically stable (wide-sense), tangential entry is allowed. Clearly strong asymptotic stability in the strict sense implies strong asymptotic stability in the wide sense which in turn implies strong Lyapunov stability. oe Example 2.3: A simple example of strong asymptotic stability (s.s.) is provided by the system _ xðtÞ ¼ ÀxðtÞ. Next we present an example of a system which is strongly asymptotically stable (w.s.) but not strongly asymptotically stable (s.s.). Let
Clearly, the system is asymptotically stable and its trajectory is described by:
x 1 ðtÞ x 2 ðtÞ ¼ e Àt 0 x 1 ð0Þ þ 2 ffiffi ffi 2 p ðe Àt À e À2t Þ e À2t ! x 2 ð0Þ: Further,
ffiffi ffi 2 p ðe À2t À e À3t Þ 8e À2t À 16e À3t þ 9e À4t ! :
Thus,
It can be easily seen (after some algebra) that Â 11 (t) ¼ 1 À e À2t 40 for all t40 and jÂðtÞj ¼ ðe Àt À 1Þ 4 ðe À2t þ 4e Àt þ 1Þ 4 0 for all t 6 ¼ 0. Thus Â(t)40 for all t40 and hence kx(t)k kx(0)k for all t40, x(0) 6 ¼ 0, which implies strong asymptotic stability (w.s.). However the system is not strongly asymptotically stable (s.s.): evaluating
which is equal to zero if the initial state is selected in the direction xð0Þ ¼ ð ffiffi ffi 2 p 1Þ 0 . Note that this example was constructed to violate the condition given in Definition 2.3 at t ¼ t 0 ¼ 0. Due to time-invariance, the example can easily be modified to violate this condition at an arbitrary t 1 4t 0 ¼ 0, e.g. by propagating the dynamics backwards in time up to t ¼ Àt 1 and then shifting the time axis by t 1 .
oe
The characterisation of the properties of LTI systems for which we may have, or can avoid, overshoots is a property dependent entirely on the matrix A and it is the subject considered next. The definitions given for the system are also used for the corresponding matrices. We first note:
Remark 2.4: A system that exhibits no overshoots in the sense of Definition 2.1 is (at least) Lyapunov stable, but not vice versa. Instability also implies the existence of overshoots in the sense of Definition 2.1. Furthermore, for linear systems the radius of the sphere Sp(0, r) does not affect the overshooting property and we can always assume r ¼ 1.
oe Necessary and sufficient conditions for strong asymptotic stability (in the three senses of Definition 2.3) are derived in Theorem 2.1. Before stating and proving this theorem we note the following standard result:
Lemma 2.1: The quadratic x 0 Ax is generated by the symmetric part of A, where "
A has all its eigenvalues negative (non-positive). oe Theorem 2.1: For the system S(A), the following properties hold true: Proof:
is strongly asymptotically stable (w.s.). Asymptotic stability of A then follows immediately (see Remark 2.2). Further, d kxðtÞk dt 0 for all t ! t 0 and all x(t 0 ) 2 R n . Since
Conversely, suppose that A is asymptotically stable and A þ A 0 0. Suppose for contradiction that for some t 1 4t 0 we have kx(t 1 )k ! kx(t 0 )k. Since the condition A þ A 0 0 implies that kx(t)k is non-increasing for all t4t 0 , we conclude that kx(t)k ¼ kx(t 0 )k for all t 2 [t 0 , t 1 ]. An analytic continuation argument may now be used to show that this implies that kx(t)k ¼ kx(t 0 )k for every t ! t 0 . This, however, contradicts asymptotic stability. (iii) The equivalence of the two conditions follows immediately on noting that kx(t)k is nonincreasing along any trajectory and initial condition x(t 0 ) if and only if A þ A 0 0. oe Remark 2.5: It follows from Theorem 2.1 part (iii) that if A þ A 0 0 then A is Lyapunov stable, i.e. all its eigenvalues are contained in the CLHP and any eigenvalue on the imaginary axis has simple structure (equal algebraic and geometric multiplicity). We next establish this fact via a direct linear-algebraic argument which is independent of Lyapunov stability theory. We first need the following two lemmas:
Proof: It is first shown that C ¼ A þ B cannot have an eigenvalue on the imaginary axis. For suppose that j! was such an eigenvalue with x 6 ¼ 0 the corresponding eigenvector. Then Cx ¼ j!x which implies that x*C 0 ¼ Àj!x*. Pre-multiplying the first equation by x* and post-multiplying the second equation by x gives x*Cx ¼ j!kxk 2 and x*C 0 x ¼ Àj!kxk 2 , respectively; adding these two equations gives x*Ax ¼ 0 which implies that x ¼ 0, a contradiction. 
x is an eigenvector of A þ B corresponding to an imaginary axis eigenvalue, then x 2 Ker(A).
By a similar argument as in the proof of Lemma 2.2 it follows that x*Ax ¼ kxk 2 . The left-hand side of this equality is non-positive while the righthand side is non-negative. Thus both terms are zero, so that ¼ 0 and
Then for any skew-symmetric matrix B, ðA þ BÞ " C À and A þ B has simple structure on the imaginary axis, so that A þ B is Lyapunov stable.
Proof: The fact that ðA þ BÞ " C À follows from Lemma 2.3. To show that A þ B has simple structure on the imaginary axis (and is hence Lyapunov stable),
Since B is skew-symmetric (and therefore normal), j! has equal algebraic and geometric multiplicity. Repeating the argument for every imaginary eigenvalue of A þ B axis shows that A þ B has a simple structure on the imaginary axis. oe
The following proposition shows that an alternative equivalent condition of strong asymptotic stability
Proof: (i) Sufficiency: Suppose for contradiction that the pair (A, A þ A 0 ) is unobservable. Then there exists 2 C and x 6 ¼ 0 such that:
which is a contradiction since and À cannot be simultaneously eigenvalues of A if A is asymptotically stable. (ii) Necessity: Here we suppose that the pair (A, A þ A 0 ) is observable and need to show that A is asymptotically stable. Since A þ A 0 0, we know from Lemma 2.3 that A has all its eigenvalues in the CLHP; 
! introduced in Example 2.3 above. Since A þ A 0 0 and singular, A is not strongly asymptotically stable (s.s.). However, since A is asymptotically stable it is also strongly asymptotically stable (w.s.). Equivalently, the
In the last part of this section we explore the observability condition of Corollary 2.2 by stating and proving the following result.
A formal inductive argument on k may now be used to establish parts (i) and (ii) (details are omitted). To show (iii) note that there exists an x 2 R n ,
Remark 2.7: (i) The above proposition shows that if A þ A 0 0, the norm of x(t) along any trajectory is non-increasing. According to Definition 2.3(i) this says that the system is strongly Lyapunov stable and according to Theorem 2.1(i). (ii) If A þ A 0 0 and the pair (A, A þ A 0 ) is observable, then (according to Proposition 2.1) A is asymptotically stable and (from Theorem 2.1) the system is strongly asymptotically stable (w.s.), i.e. the norm of x is strictly decreasing along any trajectory (unless the initial condition is the origin). Now, for any given
According to the proposition, this condition occurs if:
Thus the function is locally strictly decreasing unless A k x 2 Ker(A þ A 0 ), k ! 0, which implies the unobservability of the pair (A, A þ A 0 ). Thus strong asymptotic stability is lost when (A, A þ A 0 ) is unobservable. oe
In the remaining part of this article we refer to 'strong asymptotic stability in the strict sense (s.s.)' as simply 'strong stability'.
Strong stability: basic results
A question that naturally arises is the characterisation of the matrix A which guarantees the statements of Theorem 2.1, in particular the properties of A which guarantee or violate the negative-definiteness of the symmetric part of A, "
A. We first state the following result.
Proposition 3.1: For the matrix A the following properties hold true:
A is either sign indefinite or positive definite.
(ii) Necessary conditions for "
A to be negative definite is that A is stable.
Proof: If A is unstable, then there exist initial conditions for which x(t) ¼ e At x(0) leaves the sphere Sp(0, r), i.e. the cosine of the angle of h _
x, rVðxÞi is positive for some x(0) on the sphere and thus the quadratic x 0 Ax is positive in some regions at least, which proves the result. Part (ii) follows immediately from Lemma 2.2. oe
Next, we consider the family of (asymptotically) stable matrices A and investigate the special conditions which guarantee negative definiteness of "
A, or lead to violation of this property. The following example demonstrates the simple fact that not every stable matrix A 2 R nÂn has a symmetric part that is negative definite.
Example 3.1: Consider the stable matrix:
The eigenvalues of A are 1 ¼ À1, 2 ¼ À3 and its symmetric part is sign-indefinite. Similarly for the matrices of Example 2.1 we have:
. In the first case:
and spectrum ð " AÞ ¼ fÀ2 À ffiffiffiffiffi 10 p , À 2 þ ffiffiffiffiffi 10 p g; then A is not strongly stable. . In the second case:
Conditions which guarantee the negativedefiniteness of a matrix may be derived by using Sylvester's theorem (Horn and Johnson 1980) and this will be illustrated by the following example:
Example 3.2: Consider the 2 Â 2 case first:
For the matrix " A the Sylvester theorem conditions lead to a set of nonlinear inequalities, i.e. 11 5 0, 11 12 12 22 4 0 or a 11 5 0, ða 12 þ a 21 Þ 2 4 4a 11 a 22 : ð4Þ
The above example demonstrates that a natural way to parametrise the family of strongly stable matrices is to use Sylvester conditions on " A, which, however, become complicated for dimensions higher than two.
An interesting question that arises is whether there exist special forms of stable matrices which cannot satisfy strong stability, or satisfy strong stability under simple conditions. We consider first the case of companion type matrices and then the case of Jordan canonical descriptions, as two representatives.
Example 3.3: Consider a matrix A in companion form, i.e. say
The Sylvester conditions give the leading minors as
The example demonstrates that for certain types of matrices strong stability is not possible. In fact, we can state the following proposition.
Proposition 3.2: If A 2 R nÂn is in companion form, then it cannot be strongly stable.
Proof: Consider for the sake of simplicity the case where n ¼ 4. Then, if
where a 0 , a 1 , a 2 , a 3 40,
and thus D 1 ¼ 0, D 2 ¼ À1 and D 3 ¼ 0 and no matter what the value of D 4 is, the negative definiteness (or semi-definiteness) conditions are violated. In the general n Â n case, it is easy to see that any matrix B generated by selecting the {i 1 , i 2 , . . . , i m } rows and columns of a strongly stable matrix A must also be strongly stable
Hence, by noting that the first n À 1 minors of 2 " A oscillate between the values D 2iÀ1 ¼ 0 and D 2i ¼ À1, it follows that no matrix in companion form can be strongly stable. oe
In the sequel, we investigate the strong stability property when A is in Jordan canonical description. Note that any square matrix A can be transformed via similarity transformations to a matrix in Jordan form:
where { 1 , 2 , . . . , k } denote the non-repeated eigenvalues of A. The size of each block J i ( i ) is equal to the algebraic multiplicity of i and, in general, has the form:
where J ij ( i ) has the general form:
and r i is the geometric multiplicity of i . In the following we examine the necessary and sufficient conditions for a matrix in Jordan form to be strongly stable. To establish the main result we need the following lemma.
Lemma 3.1: Consider the n Â n tridiagonal matrix of special form:
The eigenvalues of R n are given as k ðR n Þ ¼ 2 cos k nþ1 , k ¼ 1, 2, . . . , n. Proof:
(i) Expanding D n along its first row (or column) gives:
Note that in the above expression the first matrix inside the determinant has dimension n and the second has dimension n À 1. Thus
resulting in the -dependent difference equation:
D n ðÞ À D nÀ1 ðÞ þ D nÀ2 ðÞ ¼ 0 with initial conditions:
(ii) First note that R n can be expressed as the sum of two matrices J n and J 0 n with J n being the zero matrix except for entries equal to one above the main diagonal. Thus, denoting by (Á) the spectral radius of a matrix,
Moreover it can be easily be shown that À2, 2 = 2 (R n ) and hence À25 k (R n )52 for all k ¼ 1, 2, . . . , n. We will define a parametric expansion of D n () for all real in the interval À2552. Calculating the roots of this expression will then produce all eigenvalues of R n , since R n is symmetric and all its eigenvalues lie in this interval. Consider the parametric quadratic equation:
. This has the solutions:
Since z 1 () 6 ¼ z 2 () for all 2 (À2, 2), the general solution to the parametric difference equation (7) is of the form: D n ðÞ ¼ AðÞz n 1 ðÞ þ BðÞz n 2 ðÞ or equivalently as: D n ðÞ ¼ AðÞe jn cos À1 ð=2Þ þ BðÞe Àjn cos À1 ð=2Þ :
For a real valued solution we must have AðÞ ¼ BðÞ and hence D n () can be written in real form as:
D n ðÞ ¼ÂðÞ cos n cos À1 ð=2Þ À Á þBðÞ sin n cos À1 ð=2Þ À Á where Â () andBðÞ are now real valued functions. To determine Â () andBðÞ, we use the following two initial conditions:
Solving simultaneously gives:
Setting ¼ cos À1 (/2) then gives:
sin½cos À1 ð=2Þ :
Note that sin[cos À1 (/2)] 6 ¼ 0 for 2 (À2, 2). Thus the eigenvalues of R n are given by the roots of D n () ¼ 0, i.e. (n þ 1)cos À1 (/2) ¼ k, k 6 ¼ 0, so that,
Any square matrix A can be transformed via similarity transformations to its Jordan form:
and r i is the geometric multiplicity of i . The following proposition gives necessary and sufficient conditions for a matrix in Jordan form to be strongly stable. for all j ¼ 1, 2, . . . , r i . Let the size of J ij ( i ) be m ij . Then, using the notation of Lemma 3.1,
and thus its eigenvalues are:
Further, since for any two positive integers m and n with m4n we have that:
Repeating the argument for all i ¼ 1, 2, . . . , k and requiring that J i ð i Þ þ J 0 i ð i Þ 5 0 establishes the condition stated in the proposition. oe
Remark 3.1: If m i ¼ 1 for all i ¼ 1, 2, . . . , k and hence J(A) is diagonal, we recover the condition that J(A) is strongly stable if and only if it is asymptotically stable.
The above result on Jordan forms will be used later on to investigate the role of eigenframes on strong stability.
Invariance and properties of strong stability under orthogonal transformations and the Schur form
The problem of overshoots which is considered here makes sense only when the state variables which are considered are natural and thus it makes sense to impose constraints on their behaviour. Thus, carrying out arbitrary coordinate transformations and then studying strong stability is a problem that does not make sense. It is thus clear that strong stability is a property of the original coordinate frame and thus the specific description of matrix A. Here we investigate the existence of special coordinate transformations, such that the strong stability property is invariant. If such transformations exist, we aim to define a canonical form that may simplify the parametrisation of matrices with the strong stability property. Consider A 2 R nÂn and the quadratic form x 0 Ax. If Q 2 R nÂn and Q is orthogonal, i.e. Q 0 Q ¼ I n , we can define the coordinate transformation x ¼ Qx. We note first the following property:
Lemma 4.1: Let A 2 R nÂn and Q 2 R nÂn , Q 0 Q ¼ I n be a coordinate transformation such that A ! Aˆ¼ Q 0 AQ. If "
A, "Â are the symmetric parts of A, Aˆ, respectively,
Proof: Under the coordinate transformation the quadratic V(x) becomes:
This lemma together with the properties of congruence provides the means in establishing one of the central results here, that is the invariance of strong stability under orthogonal transformations. We first define some basic results on congruence: if A, B 2 R nÂn and P 2 R nÂn , jPj 6 ¼ 0 such that B ¼ P 0 AP then A, B are called congruent over R. In general P is arbitrary and not necessarily orthogonal. Note that if A is symmetric, i.e. A ¼ A 0 , then
and thus symmetry is preserved under congruence.
Definition 4.1: Let A 2 C nÂn and Hermitian, then we define as the inertia of matrix A the triple of nonnegative integers I n ðAÞ ¼ fi þ ðAÞ, i À ðAÞ, i 0 ðAÞg where i þ (A), i À (A), i 0 (A) are, respectively, the number of eigenvalues of A, counted with their algebraic multiplicities, which have real part positive, negative and zero correspondingly. Notice that rank
Inertia is an important concept because the behaviour of systems of linear differential equations (instability, periodicity, etc.) depends on the distribution in the complex plane of the eigenvalues of the coefficient matrix. In the subsequent analysis we will use the following standard result. The above result establishes the important property that for Hermitian matrices the inertia defines a complete invariance under congruence. Obviously this result also applies to real symmetric matrices under real congruence and can be expressed as: With these preliminary results we may return to the problem of strong stability and will examine this property under orthogonal equivalence. First, if A 2 R nÂn , then we define the orthogonal equivalence on A byÂ ¼ Q 0 AQ, Q 2 R nÂn , Q 0 Q ¼ I n and the set of all such matrices Aˆwill be denoted by E or (A) and referred to as the orthogonal orbit of A. We examine next the property of strong stability under E or equivalence. We first note:
if all eigenvalues of "
A are negative and thus "
A is negative definite. oe
The set I n ( "
} may be also referred to as the inertia characteristic of A and denoted by I c (A) (i.e. I c (A) ¼ I n ( " A)). We examine next the property of strong stability under E or equivalence.
Theorem 4.1: Let A 2 R nÂn and E or (A) denote the orthogonal equivalence orbit of A. Then:
Proof: By Lemma 4.1 it follows that if AE or Aˆ, i.e. Aˆ¼ Q 0 AQ, Q 2 R nÂn , Q 0 Q ¼ I n , then also for the symmetric parts we have
By Lemma 4.3 it follows that " AE or "Â (they are also congruent) and thus I n ð " AÞ ¼ I n ð "Â Þ; however, by definition I c (A) ¼ I n ( " A) and I c ðÂÞ ¼ I n ð "Â Þ and the latter implies I c (A) ¼ I c (Aˆ) which proves part (i). (ii) Clearly if A is strongly stable, then I c (A) ¼ {0, n, 0}. By part (i) I c (Aˆ) ¼ I c (A) ¼ {0, n, 0} and this establishes the invariance of strong stability. oe
The above result suggests that the property of strong stability, or the lack of strong stability, may be studied using elements of E or (A) orbit. We first note the following standard result. There always exists a real orthogonal matrix Q 2 R nÂn ,
where each A i is a real 1 Â 1 matrix or a real 2 Â 2 matrix with a non-real pair of complex conjugate eigenvalues. oe
The above result is the version of Schur's theorem for real matrices. If the complex eigenvalues of A are i AE j! i , then the corresponding 2 Â 2 block in the above decomposition is of the type
The above decomposition is not necessarily unique but in the special case of distinct real eigenvalues we have (Marcus and Minc 1964) :
Lemma 4.5: If A 2 C nÂn has distinct eigenvalues and their order along their main diagonal is prescribed, i.e.
where U is the unitary matrix that reduces A to the Schur form, then U is determined uniquely to within post-multiplication by a diagonal unitary matrix and the triangular matrix T is determined uniquely to within unitary similarity by a diagonal unitary matrix. oe Remark 4.2: If A 2 R nÂn has distinct real eigenvalues there exists a unique orthogonal matrix Q 2 R nÂn , Q 0 Q ¼ I n such that the matrix A is reduced to a unique upper-triangular form T, i.e.
which is referred to as the real Schur form. oe
The advantage of triangulation is that it permits the study of strong stability on the set of fewer parameters of T, as well as it allows the establishment of links between the eigenframe properties of T and the property of strong stability. This is demonstrated by an example. The eigenvalues appear on the diagonal while the eigenvector frame may be explicitly defined by the parameters of the matrix U ¼ 1 À a 12 a 11 À a 22 a 12 a 23 À a 13 a 22 þ a 13 a 33 ða 11 À a 33 Þða 22 À a 33 Þ 0 1 À a 23 a 22 À a 33 0 0 1
after some algebra. The symmetric part of A is defined by:
"
A ¼ 2a 11 a 12 a 13 a 12 2a 22 a 23 a 13 a 23 2a 33 0 B @ 1 C A and the conditions for negative definiteness are: D 1 ¼ a 11 5 0, D 2 ¼ 4a 11 a 22 À a 2 12 4 0 and D 3 ¼ 4a 11 a 22 a 33 À a 11 a 2 23 À a 22 a 2 13 À a 33 a 2 12 þ a 12 a 23 a 13 5 0: h
The above suggests that the Schur form provides the means to connect strong stability conditions with the properties of the eigenframe in an explicit way. Thus, derivation of a general formula for the eigenframe of a Schur matrix in parametric form as indicated above is crucial for linking the properties of the eigenframe of the Schur triangular matrix and for establishing conditions that lead to lack of strong stability. The development of the structure of eigenframe of upper triangular matrices requires some appropriate definitions.
Definition 4.2: Consider the n Â n Schur canonical matrix described as:
A ¼ a 11 a 12 Á Á Á a 1,nÀ1 a 1,n 0 a 22 Á Á Á a 2,nÀ1 a 2,n . .
(a) Let i 2 n and consider the set of integers I i ¼ fi, i þ 1, . . . , ; ng. Any ordered pair of indices from I i ð j 1 , j 2 Þ : j 1 5 j 2 will be called an arc and any set of arcs with elements such that ! i :¼ fði, j 1 Þ, ð j 1 , j 2 Þ, . . . , ð j , Þ : i 5 j 1 5 Á Á Á 5 j 5 g will be called a -length path and will be denoted in short as ! i, :¼ ½i, j 1 , j 2 , . . . , j , . The set of all -length paths of I i will be denoted by h! i, i and the set of all paths of all possible length will be denoted by
(b) For every arc (j 1 , j 2 ) of I i we define as its trace in A the number t j 1 ,j 2 ¼ a j 1 ,j 2 /(a j 1 ,j 1 À a , ) and for the ! i, -length path we define its trace in A by t½! i, ¼ ðÀ1Þ t i,j 1 t j 1 ,j 2 . . . t j , : If P tð! i, Þ denotes the sum corresponding to all terms in the set h! i, i, then we define as the I i -value of A: and thus the value of I 5 1 is defined as:
þ tð1, 4, 5Þ þ tð1, 2, 3, 5Þ þ tð1, 2, 4, 5Þ þ tð1, 3, 4, 5Þ þ tð1, 2, 3, 4, 5Þ: h
An issue that emerges is the generation of the set i, for any set I i . This is done following the procedure described below.
Algorithm for generating : i, set: Given the set I i ¼ fi, i þ 1, . . . , À 1, g we define byÎ i the subsetÎ i ¼ fi þ 1, . . . , À 1g with À i À 1 elements. The set i, is defined as:
. . , À 1g with À i À 1 elements define the set of all lexicographically ordered sequences of elements, ¼ 1, 2, . . . , À i À 1 and denote this set aŝ
The set h! þ1 i, i is then defined as: 4, 5, 8, ½3, 4, 6, 8, ½3, 4, 7, 8, ½3, 5, 6, 8, ½3, 5, 7, 8, ½3, 6, 7, 8g h! 4 3,8 i ¼ f½3, 4, 5, 6, 8, ½3, 4, 5, 7, 8, ½3, 4, 6, 7, 8, ½3, 5, 6, 7, 8g h! 5 3,8 i ¼ f½3, 4, 5, 6, 7, 8g: h
The notation and examples introduced above allow us to express the eigenstructure of the Schur matrix and this is established below.
Theorem 4.2: Consider the n-order Schur canonical matrix described above. The eigenvalues of A are {a 11 , a 22 , . . . , a nn } and the eigenvector matrix may be expressed as
where the elements u ij are I j i -values of A as given in Definition 4.2.
Proof: The proof of the above result follows by developing a simple example. A straightforward inductive argument can then be used to generalise the result. Consider the case of the 4 Â 4 Schur matrix:
A ¼ a 11 a 12 a 13 a 14 0 a 22 a 23 a 24 0 0 a 33 a 34
The eigenvalues appear on the diagonal and the eigenvector matrix has the form
The elements of U can be derived as follows:
u 12 ¼ À a 12 a 11 À a 22 , u 23 ¼ À a 23 a 22 À a 33 , u 34 ¼ À a 34 a 33 À a 44 , u 13 ¼ À a 13 a 11 À a 33 þ a 12 a 23 ða 11 À a 33 Þða 22 À a 33 Þ , A key problem we have to consider here is the derivation of the conditions under which asymptotic stability implies strong stability. This problem is considered first for a special type of matrices, the set of normal matrices.
Lemma 4.6 (Marcus and Minc 1964) : Let A 2 R nÂn be normal AA 0 ¼ A 0 A. If r 1 , . . . , r k are the real eigenvalues and AE j! i are the complex eigenvalues of A, then there exists a real orthogonal matrix U such that
Using the above result we may state:
Theorem 4.3: If A 2 R nÂn is asymptotically stable and normal, then it is also strongly stable.
Proof: Note that:
& '
and thus
or U 0 " AU ¼ block-diagfr 1 , . . . , r k ; . . . , i , i , . . .g and from asymptotic stability r i 50, i 50 and this establishes the negative-definiteness of " A. oe
The above result establishes a sufficient condition for strong stability in terms of the property of normality.
Remark 4.4: If A is symmetric (A ¼ A 0 ) or orthogonal (A 0 ¼ A À1 ) then it is also normal; thus if A is asymptotically stable it is also strongly stable. oe
The condition of normality for A implies that asymptotic stability also yields strong stability. Using the Schur canonical form we may also establish conditions under which matrices which are not normal also have the property that asymptotic stability implies strong stability. We first note the following useful result.
Proposition 4.2: Let A 2 R nÂn , Q 2 R nÂn , Q 0 Q ¼ I n , be such that A is reduced to the real Schur form, i.e.
where A i is a real 1 Â 1 matrix or a real 2 Â 2 matrix with i AE j! i pair of complex conjugate eigenvalues, where:
The strong stability properties of A may now be studied using the matrixT which is obtained from T by substituting every block A i corresponding the AE j! i pair the block of the form:
while retaining all other parameters as in T.
Proof: Strong stability is invariant under orthogonal transformations and thus its study can be based on T instead of A. Consider the symmetric part of T,
then:
It is clear from the above analysis that the conclusions about strong stability are not affected if the offdiagonal elements the A k blocks are set to zero. The matrixT defined by the above procedure is referred to as the extended Schur form of A. 
The extended Schur form is obtained from T by zeroing the elements corresponding to the ! 1 , ! 2 elements, i.e.
T ¼ a 11 a 12 a 13 a 14 a 15 a 16 0 a 22 a 23 a 24 a 25 a 26 0 0 1 0 a 35 a 36 0 0 0 1 a 45 a 46 0 0 0 0 2 0
It is clear thatT is obtained from the real Schur form T by setting all elements ! i appearing in the 2 Â 2 blocks to zero. This procedure leads to a matrixT which is upper-triangular. oe
Remark 4.5: For a matrix with distinct eigenvalues the extended Schur form is uniquely defined. The strong stability properties of A are independent of the imaginary parts of the eigenvalues and depend only on the real parts and the remaining elements of the real Schur form. oe
In the following we shall investigate sufficient for strong stability under the assumption of asymptotic stability for the original matrix. We shall consider the matrix A expressed in the extended Schur form and denoted as: 
where if a ii ¼ a iþ1,iþ1 ¼ i is the real part of a complex conjugate eigenvalue of A, then a i,iþ1 ¼ 0. Clearly if A has real distinct eigenvalues, thenT ¼ T. A sufficient condition for strong stability using the Gershgorin theorem and the extended Schur matrix is defined by the following result.
Theorem 4.4: Let A 2 R nÂn be asymptotically stable and with an extended Schur form as shown in Remark 4.5. Then A is strongly stable if the following conditions are satisfied:
2ja ii j À ja i1 j À Á Á Á À ja i,iÀ1 j À ja i,iþ1 j À Á Á Á À ja i,n j 4 0 for all i ¼ 1, 2, . . . , n.
Proof: By Proposition 4.2, the study of strong stability of A may be reduced to the equivalent problem on the extended Schur matrixT, which has as elements on the diagonal a ii , i 2 n, the real parts of the eigenvalues of A which are all on the negative real axis, due to the asymptotic stability assumption. The symmetric part of T andT is the same (from last proposition) and can be expressed as: 
Clearly A is strongly stable if 2 " T is asymptotically stable. If 2 "
T ¼ ½ ij , then applying Geshgorin's Theorem (Horn and Johnson 1980) shows that the eigenvalues lie in the union of the discs defined by
where ii ¼ 2a ii and ij are defined by the structure of 2 " T. Given that all these discs have their centres on the negative real axis, then if the Geshgorin conditions (8) are satisfied, each disc lies entirely in the open left half of the complex plane, since for every i, 2ja ii j À r i 40, and thus also their union. Now 2 "
T has real eigenvalues (being symmetric) which thus lie entirely on the negative real axis and " T, as well as " A, is asymptotically stable, and thus "
A is negative-definite. This establishes the result. oe Note that the above conditions express an important property of matrices known as strict diagonal dominance which is formally defined below (Horn and Johnson 1980) .
The matrix A is said to be strictly diagonally dominant, if ja ij j4 X n j¼1,j6 ¼i ja ij j ¼ R i for all i ¼ 1, 2, . . . , n:
The above property and Theorem 4.4 lead to:
Corollary 4.1: Let A 2 R nÂn be asymptotically stable and with an extended Schur formT. Then A is strongly stable ifT is strictly diagonally dominant. oe
Note that due to the symmetry property of " T, the result stated above cannot be improved by using the column version of the theorem, neither the more general form provided by the Ostrowski theorem (Marcus and Minc 1964) . We conclude the section by stating further general properties related to the notion of strong stability.
Proposition 4.3: If A is strongly stable then AP is asymptotically stable for every symmetric positivedefinite matrix P.
Proof: We invoke the well-known Lyapunov stability theorem which states that a matrix A is asymptotically stable if and only if there exists a P ¼ P 0 40 such that PA þ A 0 P50 (Horn and Johnson 1980) . Now suppose that A is strongly stable, so that A þ A 0 50. For every symmetric positive definite P we can then write P(A þ A 0 )P50, or equivalently P(AP) þ (AP) 0 P50 and hence AP is asymptotically stable. oe
The above result provides a direct proof of the fact that strong stability implies asymptotic stability which does not rely on the use of Lyapunov functions. This is stated in Corollary 4.2, whose proof follows immediately from Proposition 4.3 by setting P ¼ I.
Corollary 4.2:
If A is strongly stable then A is asymptotically stable.
We conclude this section by establishing some general properties of the set of all strongly stable matrices (of a fixed dimension) by showing that they form a convex invertible cone (cic) (Cohen and Lewkowicz 1997; Hershkowitz 1998; Lewkowicz 1999) . (i) If A is strongly stable then A À1 exists and is also strongly stable. (ii) If A 1 and A 2 are strongly stable, then A 1 þ (1 À )A 2 is also strongly stable for any 0 1. (iii) If A is strongly stable then so is A for any 40. (iv) If A is strongly stable then so is A 0 .
Proof:
(i) If A is strongly stable it is also asymptotically stable and hence invertible. Now A þ A 0 50 implies that A À1 (A þ A 0 )A À0 50 since the inertia of a matrix is invariant under congruent transformations (Sylvester's law of inertia) and hence A À1 þ A À0 50, or A À1 is strongly stable. (ii) Since A 1 and A 2 are strongly stable A 1 þ A 0 1 5 0 and A 2 þ A 0 2 5 0 form which it follows that
] 0 50 for every 2 [0, 1] and hence A 1 þ (1 À )A 2 ) is strongly stable. Part (iii) follows similarly to (ii) while (iv) follows directly from the definition. oe
Deviation from normality and skewness of eigenframe
An interesting question that arises is to investigate the degree of divergence from normality that allows preservation of strong stability, or the degree of skewness of the eigenframe that leads to violation of strong stability. These issues are addressed in this section of this article. Conditions related to the violation of the strong stability property are also important since they may provide indicators for characteristics which need to be avoided. The violation of strong stability is demonstrated first by examples which reveal the role of skewness of the eigenvectors of A on the structure of the matrix A. The results in the previous section suggest that for a given matrix A the study of the effect of skewness of the eigenframe can be reduced to the study of orthogonality of the eigenframe of the Schur matrix, which is parametrically explicitly expressed in terms of the Schur invariants.
Example 5.1: Continue with Example 4.1 and consider conditions for skewness of the eigenframe of the matrix expressed in the Schur form. Then the eigenframe is:
a 12 a 23 À a 13 a 22 þ a 13 a 33 ða 11 À a 33 Þða 22 À a 33 Þ 0 1 À a 23 a 22 À a 33 0 0 1
Assume that ¼ a 12 a 11 À a 22 ) 1 ) a 2 12 ) ða 11 À a 22 Þ 2 and consider values: (i) a 12 ¼ 3, a 11 ¼ À1.011, a 22 ¼ À1.010. Then ¼ 3 Â 10 3 . Clearly the first two eigenvectors:
are nearly dependent. Then condition D 2 40 is violated since D 2 ¼ 4a 11 a 22 À a 2 12 ¼ 4 Â 1:01 Â 1:010 À 9
¼ 4:084 À 9 5 0 and thus we must have overshoots for certain initial conditions. (ii) Take a 12 ¼ 8, a 11 ¼ À1, a 22 ¼ À2. Then: À a 12 a 11 À a 22 ¼ À8 À1 þ 2 ¼ À8 and ¼ 8:
Clearly the angle between the first two eigenvectors is small, since
With this set of values we have D 2 ¼ 4a 11 a 22 À a 2 12 ¼ 4 Â ðÀ1ÞðÀ2Þ À 8 2 ¼ 8 À 64 ¼ À56 5 0 and the strong stability condition is violated, i.e. we have overshoots. oe
The natural question that arises is the investigation of the effect of skewness of the eigenframe, as this may be estimated by a measure of the angle of the frame, on the preservation or violation of the strong stability property.
Remark 5.1: Expression (9) is valid for the 3 Â 3 Schur matrix; however, for the general n Â n case the matrix U n always has the form
i.e. it can be extended by augmentation and it is also upper triangular. oe
Example 5.1 suggests an interesting case of skewness where two eigenvectors are very close to each other. Consider the vectors u 1 , u 2 of U n which are expressed as
If we denote by 12 ¼ a 12 a 11 À a 22 and 12 ) 1, then clearly the overall frame becomes skewed since the angle of the two vectors is
The value of cos(u 1 , u 2 ) defines the degree of skewness of the {u 1 , u 2 } vectors and if cos(u 1 , u 2 ) ¼ 1 the vectors are linearly dependent. If 12 ) 1 then cos(u 1 , u 2 ) % 1 and the angle S(u 1 , u 2 ) is very small. The question that now arises is to determine the minimum value of 12 , or degree of skewness, for which D 2 50 and thus the strong stability property is violated. This is defined by the following result.
Proposition 5.1: For the eigenframe in the standard form (9), for all values of 12 for which 12 4 2 ffiffiffiffiffiffiffiffiffiffiffiffi a 11 a 22 p ja 11 À a 22 j the eigenframe is skewed and the skewness of {u 1 , u 2 } implies violation of the strong stability property.
Proof: Note that D 2 ¼ 4a 11 a 22 À a 2 12 . By the definition of 12 2 12 ¼ a 2 12 ða 11 À a 22 Þ 2 ) a 2 12 ¼ 2 12 ða 11 À a 22 Þ 2 and thus Àa 2 12 ¼ À 2 12 ða 11 À a 22 Þ 2 , D 2 ¼ 4a 11 a 22 À 2 12 ða 11 À a 22 Þ 2 :
For D 2 50 we must have:
4a 11 a 22 À 2 12 ða 11 À a 22 Þ 2 5 0, or 2 12 4 4a 11 a 22 ða 11 À a 22 Þ 2 :
Clearly, for all 12 satisfying the latter condition, strong stability is violated and this defines the minimum value of required degree of skewness. oe A convenient measure of skewness of the eigenframe is provided by the Grammian of U n in terms of the elements of u ij and thus eventually in terms of the elements of the Schur matrix. We first note:
Proposition 5.2: Let U n be the eigenframe of the n-dimensional Schur matrix of A and let D n ¼ U 0 n U n . Then jD n j ¼ 1.
Proof:
jD n j ¼ jU 0 n U n j ¼ jU 0 n j jU n j ¼ jU n j 2 ¼ 1 since U n is upper triangular with diagonal elements equal to 1. oe
The eigenframe U n of the Schur matrix may be normalised (unit length vectors) and the normalised eigenframe is denoted bỹ
U˜n will be called the canonical Schur eigenframe. For this frame we have the following result.
Theorem 5.1: If U n is the Schur eigenframe, i ¼1/ku i k, i 2 n, and U˜n is the canonical Schur eigenframe, then its Grammian has the value GðŨ n Þ ¼ jŨ 0 nŨ n j ¼ 2 1 2 2 . . . 2 n ¼ and satisfies the Haddamard inequality 0 G(U˜n) 1.
Proof: Note that since U˜n ¼ U n D, theñ U 0 nŨ n ¼ DU 0 n U n D and thus GðŨ n Þ ¼ jŨ 0 nŨ n j ¼ jDU 0 n U n Dj ¼ jDj 2 jU 0 n U n j ¼ jDj 2 since by Proposition 5.1 jD n j ¼ jU 0 n U n j ¼ 1. oe
Example 5.2: For the case n ¼ 3 we have: oe A 'coordinate free' necessary condition for strong stability for the special class of matrices with distinct eigenvalues is provided by the following theorem:
Theorem 5.2: Let A 2 R nÂn be strongly stable and have a distinct set of eigenvalues { 1 , 2 , . . . , n } and a corresponding set of eigenvectors {w 1 , w 2 , . . . , w n }, assumed normalised so that kw i k ¼ 1 for all i ¼ 1, 2, . . . , n. Then for every pair (i, j ) with 1 i, j n, i 6 ¼ j we have:
where cos ij ¼ jhw i , w j ij ¼ jw Ã i w j j. Proof: Since A is strongly stable, it is also asymptotically stable and hence Re( i )50 for all i ¼ 1, 2, . . . , n.
Since by assumption A has distinct eigenvalues, it is diagonalisable and hence
since A is strongly stable. Since congruent transformations do not affect the inertia of a matrix we have that i,j) denote the sub-matrix of B formed by selecting its (i, j ) rows and columns. Then
To prove the last inequality set i ¼ i þ j! i and j ¼ j þ j! j and note that
Remark 5.2: The inequalities (10) define necessary conditions for strong stability and they may be interpreted as follows: these conditions may be used to show that an asymptotically stable matrix A with distinct eigenvalues cannot be strongly stable if any eigenvector pair violates the inequality stated in the theorem. Clearly if the eigenvectors of A are mutually orthogonal we have that cos ij ¼ 0 for every pair (i, j ) with i 6 ¼ j, and so this inequality is trivially satisfied. In general, the strong stability property guarantees that the 'skewness' of the eigenframe cannot exceed a certain maximum level, which depends on the distribution of the eigenvalues. oe Remark 5.3: Conditions (10) provide necessary conditions based on the eigenvalue pattern in the form of inequalities, which the angles of the eigenvectors of an asymptotically stable matrix with distinct eigenvalues must satisfy to guarantee strong stability. For the asymptotically stable matrix A 2 R nÂn with distinct set of eigenvalues { 1 , 2 , . . . , n } the cosines cos ij , 8(i, j) 1 i, j n, i 6 ¼ j, have as upper bounds the numbers
Violation of at least one of such upper bounds by a pair of eigenvectors clearly implies violation of strong stability. oe
Remark 5.4: Consider an asymptotically stable 2 Â 2 matrix A with distinct eigenvalues and normalised eigenvectors (w 1 , w 2 ). Then, in the notation of Theorem 5.2, strong stability of A is equivalent to:
Now, since A is assumed asymptotically stable, the diagonal elements of B are negative and thus negativedefiniteness of B is equivalent to the condition: jBj 4 0 , jhw 1 , w 2 ij ¼ cos 12
Thus in the 2 Â 2 case the conditions of Theorem 5.2 are both necessary and sufficient. oe
The following example illustrates this result for a simple 2 Â 2 example.
Example 5.3: Consider the 2 Â 2 matrix A with eigenvalue-eigenvector decomposition:
in which is a real parameter in the interval À1551. This parameter controls the skewness of the eigenframe of A ; in fact it can be easily seen that jj ¼ cos( 12 ), the cosine of the angle of the two eigenvectors of A . Now, A is strongly stable if and only if:
or, equivalently iff:
in agreement with Theorem 5.2 and Remark 5.4. Figure 2 illustrates one overshooting trajectory of the system with state matrix A when ¼ 0.954*. Two non-overshooting trajectories of the (strongly stable) system corresponding to ¼ 0.805* are also shown for comparison in Figure 3 . Note that the straight lines in the two figures correspond to the eigenvector directions. oe
Remark 5.5: Consider a 2 Â 2 asymptotically stable matrix A with a complex conjugate eigenvalue pair ¼ AE j!, where 50 and !40. In this case, the condition of Theorem 5.2 (which is actually necessary and sufficient -see Remark 5.4) can be written as:
5 1:
Thus the system is strongly stable if and only if:
1 þ ! 2 5 sec 2 ð 12 Þ , ! 5 j tanð 12 Þj:
Consider the (constant damping) line in the s-plane passing through the origin and the eigenvalue þ j!.
Let '(!, ) be the angle formed by this line and the negative real axis (Re(s) 0). Then for strong stability we require '(!, )5 12 . Equivalently, A is strongly stable if and only if the eigenvalues of A have a damping factor which exceeds cos 12 . oe
The following example considers a concrete example with complex eigenvalues.
Example 5.4: Consider the 2 Â 2 matrix 
Here E m i denotes the m i Â m i zero matrix except from elements of one above the main diagonal. Using the two expressions for max (ÀJ À J*) and kJ k gives the estimate 1 for strong stability stated above. oe
Clearly, ¼ kW*W À Ik provides a measure of departure of the eigenframe from normality. The above result provides criteria based on the eigenvalues and Jordan pattern of the matrix that indicate acceptable departures from normality for which we can retain the strong asymptotic stability property of the matrix.
Remark 5.6: Theorem 5.3 shows that 'small' perturbations of the (generalised) eigenvector matrix from normality do not destroy the strong stability property of the matrix, provided that its Jordan form is strongly stable.
Remark 5.7: Note that all the techniques of this article rely on standard linear algebraic techniques and are therefore easily implementable. A full numerical analysis of the strong stability notion will be undertaken in future work, together with explicit results on distance measures of arbitrary matrices to the (convex invertible) cone of strongly stable matrices.
Conclusions
This article has introduced a new notion of internal stability, strong stability, which characterises the absence of overshoots in the free system response. This problem makes sense for state-space descriptions expressed in terms of physical variables and strong stability is a property associated with the given coordinate frame and in general changes under general coordinate transformations. We have focused here on the linear systems case, but the problem has a more general character and can also be considered for the nonlinear case. Three precise notions of strong stability have been introduced and necessary and sufficient conditions have been derived for each in terms of the negative definiteness or semi-definiteness of the symmetric part of the state matrix A and two additional system properties (asymptotic stability, observability). Although the strong stability property changes under general coordinate transformations, it remains invariant under orthogonal transformations and this allows the use of the Schur form as a natural vehicle for studying strong stability.
The association of strong stability to specific types of coordinate frames motivates the study of this property for two distinct classes of asymptotically stable matrices, the companion type matrices and the general Jordan form. It has been shown first that no companion matrix can be strongly stable, whereas for the Jordan case, necessary and sufficient conditions for strong stability have been obtained in terms of the spread of the eigenvalues and the Segre characteristics of its Jordan structure. The latter results provide new tests for characterising the quality of Jordan forms in terms of strong stability properties.
The use of Schur's form analysis simplifies the initial structure of the problem. It has been shown that the strong stability properties are independent from the properties of the imaginary parts of the eigenvalues and depend only on the real parts and the remaining elements of the real Schur form. A simple sufficient condition of strong stability (for an asymptotically stable matrix A) is that the extended Schur form of A is strictly diagonally dominant. The structure of the Schur matrix allows the derivation of explicit formulae for the eigenvectors and this allows us to establish links between the degree of skewness of the eigenframe and conditions indicating the violation of the strong stability property. For the case of asymptotically stable matrices with distinct eigenvalues, necessary conditions for strong stability have been derived in terms of properties of the eigenframe. These conditions provide new tests for characterising the spread of eigenvalues that can pre-condition strong stability. Finally, for a general matrix having a strongly stable Jordan form, measures of departure of an eigenframe from normality have been defined which guarantee that the strong stability property is retained. Note that the derived conditions are only necessary and sufficient for the 2 Â 2 case. Tighter bounds for general n Â n matrices (or for special classes of matrices) may well be possible, as issue which we will explore in future work, along with the effects of different eigenvalue distributions in the complex plane.
The notion of strong stability presented in this work has numerous applications in Systems and Control. In many practical applications, classical notions of stability (such as asymptotic or Lyapunov stability) may be too weak for characterising satisfactorily operation of systems under feedback control. This is especially true for many real-time process-control and economic applications, where a non-overshooting response is often desirable. The notion of strong stability introduced here is directly related to the absence of state-space overshoots for systems described by physical variables and can be applied, if required, to limit the exponential growth of the system's response (Hinrichsen and Pritchard 2000; Hinrichsen and Pritchard 2005; von Elmar Plischke 2005) or its transient energy and to address objectives related to energy dissipation (Whidborne et al. 2008) . A second area of applications involves the solution of stabilisation problems under state or output feedback. Our recent work in the area of strong stabilisation (which we plan to report in a future publication) suggests that problems of this type are easily solvable via convex programming techniques and, further, that closed-form parametrisations of the optimal solution sets can be obtained. Note that this is in contrast to the standard output feedback stabilisation problem which to this day remains essentially unsolved. Further work in this area may prove useful for the solution of this problem, and could also help to establish a conceptual framework for tackling other related problems in this area, such as partial eigenvalue/eigenvector assignment. One possible approach in this case is to employ the link between the notion of 'strong stability' and eigenframe skewness of the state matrix (along the lines developed in this work), combined with a distanceto-strong stability optimisation framework; solution techniques for the latter class of problems are already in place and will be reported elsewhere. Finally, other areas of application of the notion of strong stability include the control of switched linear systems, common Lyapunov function methods and related techniques.
Further research in this area aims to characterise the strong stability properties of special types of matrices, which may provide qualitative results for different types of coordinate systems. The link of strong stability to measures of skewness of eigenframes and the link of eigenframe skewness to robustness (Wilkinson 1965; Golub and van Loan 1996) suggests that there may be some links between strong stability and robustness of stability. In future work, this link will be investigated in the context of partial eigenvalue/ eigenvector assignment under state feedback. Finally, the results of this work establish the basis for addressing the problem of feedback design for strong stabilisation using state feedback, output injection and output feedback. These, together with extensions of the work to discrete-time, time-varying and nonlinear cases are also issues for future work.
