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The spread of a graph is deﬁned to be the difference between the
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of the graph. In this paper we determine the unique graph with
minimum least eigenvalue among all connected bicyclic graphs of
ordern. Also,wedetermine theuniquegraphwithmaximumspread
in this class for each n 28.
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1. Introduction
Let G = (V , E) be a simple graph with n vertices, and A(G) be the (0, 1)-adjacency matrix of G.
Since A(G) is symmetric, its eigenvalues are real. Without loss of generality, we can write them as
λ1(G) λ2(G) · · · λn(G) and call them the eigenvalues of G. The characteristic polynomial of G
is just det(λI − A(G)), denoted by φ(G, λ). The greatest eigenvalue ρ = λ1(G) is called the index (or
spectral radius) of G. If G is connected, then A(G) is irreducible and so it is well-known that λ1(G)
has multiplicity one and there exists a unique positive unit eigenvector corresponding to λ1(G) by the
Perron–Frobenius theory of nonnegative matrices. We shall refer to such an eigenvector as the Perron
vector of G. The spread of the graph G is deﬁned as
s(G) = λ1(G) − λn(G).
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In [10], Petrovic´ determines all connected graphs with spread at most 4 and all connected graphs
with spread greater than 4 that are minimal in the sense that their proper induced subgraphs all have
spread at most 4. In [8], Gregory et al. present some lower and upper bounds for the spread of a graph.
They show that a path is the unique graphwithminimum spread among the connected graphs of given
order. However, the graph(s) with maximum spread is still unknown. Characterizing such graph(s) of
ﬁxed order is difﬁcult. However, the problem is still interesting if we restrict the discussion to some
special classes of graphs. In fact we may solve this problem for some classes of connected graphs of
prescribed order and size (the number of edges). For trees, it is obvious that the star and the path have
the maximum spread and the minimum spread among all trees with given order, respectively. In [8]
the following conjecture is given.
Conjecture 1. Among all graphs with n vertices and m <
⌊
n2
4
⌋
edges, if G is one with maximum spread,
then G must be bipartite.
For example, by Theorem 1.5 in [8], the disconnected graph consisting of the bicyclic graph K2,3
together with an isolated vertex is the graphwithmaximum spread among all graphs withm = n = 6.
A connected graphwith n vertices andm edges is unicyclic ifm = n and bicyclic ifm = n + 1. In [7], Fan
et al. determine the unique graph with maximum spread in the set of connected unicyclic graphs of
order n.
In this paperwe determine the unique graphwithmaximum spread in the set of connected bicyclic
graphs of order n 28.
The maximum spread problem is in close relationship with the maximum index problem and the
minimum least eigenvalue problem in a given class of graphs.
There are many results in the literature concerning the index of simple graphs; see, e.g. [5] or [6].
Much less is known about the least eigenvalue. In [1], Bell et al. study connected graphs whose least
eigenvalue isminimum among graphs of prescribed order and size. They state the following structural
result.
Theorem 1. Let G be a connected graph whose least eigenvalue λn(G) is minimum among the connected
graphs of order n and size m
(
0 < m <
(
n
2
))
. Then G is either
(i) bipartite graph, or
(ii) a complete product of two nested split graphs (not both totally disconnected).
Here a graph G is called a nested split graph if its vertices can be ordered so that jq ∈ E(G) implies
ip ∈ E(G) whenever i  j and p q.
In [7], Fan et al. determine the unique graph with minimum least eigenvalue among all connected
unicyclic graphs of order n.
In this paper we determine the unique graph with minimum least eigenvalue among all connected
bicyclic graphs of order n.
2. Bicyclic graphs with minimum least eigenvalue
Denote by Cn and Pn the cycle and the path, respectively, each on n vertices. Let G − x or G − xy
denote the graph that arises from G by deleting the vertex x ∈ V(G) or the edge xy ∈ E(G). Similarly,
G + xy is a graph that arises from G by adding an edge xy /∈ E(G), where x, y ∈ V(G).
In order to complete the proof of our main result, we need the following lemmas. For v ∈ V(G), d(v)
denotes the degree of vertex v and N(v) denotes the set of all neighbors of the vertex v in G.
Lemma 1 [13]. Let G be a connected graph and let λ1(G) be the spectral radius of A(G). Let u, v be two
vertices of G and let d(v) be the degree of vertex v. Suppose v1, v2, . . . , vs ∈ N(v) \ N(u) (1 s  d(v)) and
x = (x1, x2, . . . , xn)T is the Perron vector of A(G), where xi corresponds to the vertex vi (1 i  n). Let G∗
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Fig. 1. The graphW4 in Lemma 2.
A B
Fig. 2. The graphs A and B in Lemma 3.
be the graph obtained from G by deleting the edges vvi and adding the edges uvi (1 i  s). If xu  xv,
then λ1(G
∗) > λ1(G).
Lemma 1 was ﬁrst given by Wu et al. [13] and it is a stronger version of a similar lemma in [12].
Let G be connected graph and let uv ∈ E(G). The graph Gu,v is obtained from G by subdividing the
edge uv, i.e. adding a new vertexw and edgeswu,wv in G − uv. Hoffman and Smith deﬁne an internal
path ofG as awalk v0v1 . . . vs (s  1) such that the vertices v0, v1, . . . , vs are distinct, d(v0) > 2, d(vs) > 2
and d(vi) = 2, whenever 0 < i < s. Here s is the length of the internal path. An internal path is closed
if v0 = vs. They prove the following result.
Lemma 2 [9]. Let uv be an edge of the connected graph G on n vertices.
10 If uv does not belong to an internal path of G, and G /= Cn, then λ1(Gu,v) > λ1(G).
20 If uv belongs to an internal path of G, andG /= Wn,whereWn is shown in Fig.1, thenλ1(Gu,v) < λ1(G).
Lemma 3 [12]. Let H be any connected graph with at least two vertices. If A and B are the graphs as in Fig.
2, then φ(A, λ) > φ(B, λ) for λ λ1(A). In particular, λ1(A) < λ1(B).
The following result is often used to calculate the characteristic polynomials of graphs.
Lemma 4 [11]. Let v be a vertex of G andC(v) be the set of all cycles of G that contain v. Then
φ(G, λ) = λφ(G − v, λ) −
∑
(u,v)∈E(G)
φ(G − u − v, λ) − 2
∑
Z∈C(v)
φ(G − V(Z), λ),
where G − V(Z) is the graph obtained by removing from G the vertices belonging to Z.
Lemma 5 [3, p. 19]. Let λ1  λ2  · · · λn be the eigenvalues of a graph G and μ1  μ2  · · · μm
eigenvalues of an induced subgraph H. Then the inequalities
λn−m+i  μi  λi (i = 1, . . . ,m)
hold.
Denote by G∗
1
, G∗
2
, G∗
3
and G∗
4
, the connected bicyclic graphs of order n presented in Fig. 3.
Lemma 6. If n 7 then λ1(G∗2) > λ1(G∗1) and λ1(G∗2) > λ1(G∗3).
Proof. By applying Lemma 4 to the vertex v of G∗
1
we obtain
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Fig. 3. The connected bicyclic graphs G∗
1
,G∗
2
,G∗
3
and G∗
4
of order n.
φ(G∗1, λ) = λn−6(λ2 − 2)(λ4 − (n − 1)λ2 + 2n − 14).
In the analogous manner we obtain
φ(G∗2, λ)=λn−4(λ4 − (n + 1)λ2 + 3n − 15),
φ(G∗3, λ)=λn−6(λ2 − 1)(λ4 − nλ2 + 3n − 17).
It is easy to see that for n = 7 the graph G∗
1
has exactly two positive eigenvalues: λ1 ∈ (2,+∞),
λ2 =
√
2 and for n > 7 it has exactly three positive eigenvalues: λ1 ∈ (2,+∞), λ2 =
√
2, λ3 ∈ (0,
√
2).
Also, the graph G∗
2
has exactly two positive eigenvalues: λ1 ∈ (2,+∞), λ2 ∈ (0, 2) and the graph G∗3 has
exactly three positive eigenvalues: λ1 ∈ (2,+∞), λ2 = 1, λ3 ∈ (0, 1) for n = 7, λ1 ∈ (2,+∞), λ2 = λ3 = 1
for n = 8 and λ1 ∈ (2,+∞), λ2 ∈ (1, 2), λ3 = 1 for n > 8.
Now we get λ1(G
∗
1
) =
√
n−1+
√
(n−5)2+32
2
, λ1(G
∗
3
) =
√
n+
√
(n−6)2+32
2
. Let f (λ) = λ4 − (n + 1)λ2 + 3n −
15. Then f (λ) has the same nonzero roots as φ(G∗
2
, λ) and
f (λ1(G
∗
1))=−
1
2
(
1+
√
(n − 5)2 + 32
)
< 0,
f (λ1(G
∗
3))=−
1
2
(
n − 4+
√
(n − 6)2 + 32
)
< 0.
Because limλ→+∞ f (λ) = +∞, we conclude that λ1(G∗2) > λ1(G∗1) and λ1(G∗2) > λ1(G∗3). 
Lemma 7
10 If 5 n 27, then λn(G∗2) < λn(G∗4).
20 If n 28, then λn(G∗4) < λn(G∗2).
Proof. It is easy to see from tables of eigenvalues of connected graphs on 5 and 6 vertices [3,4] that
lemma holds for n = 5 and n = 6. Now suppose that n 7.
By Lemma 4 we get
φ(G∗2, λ)=λn−4(λ4 − (n + 1)λ2 + 3n − 15),
φ(G∗4, λ)=λn−4(λ4 − (n + 1)λ2 − 4λ + 2n − 8).
The graph G∗
2
has exactly two negative eigenvalues: λn ∈ (−∞,−2), λn−1 ∈ (−2, 0) and the graph G∗4
also has exactly two negative eigenvalues: λn ∈ (−∞,−2), λn−1 ∈ (−2, 0).
Obviously, λn(G
∗
2
) = −
√
n+1+
√
(n−5)2+36
2
. Let f (λ) = λ4 − (n + 1)λ2 − 4λ + 2n − 8. Then f (λ) has the
same nonzero roots as φ(G∗
4
, λ) and
f (λn(G
∗
2)) = −n + 7+ 4
√
n + 1+
√
(n − 5)2 + 36
2
.
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Because limλ→−∞ f (λ) = +∞, we conclude that the following implications hold:
10 f (λn(G
∗
2)) > 0 ⇒ λn(G∗2) < λn(G∗4),
20 f (λn(G
∗
2)) < 0 ⇒ λn(G∗4) < λn(G∗2).
Now, we solve the inequality
−n + 7+ 4
√
n + 1+
√
(n − 5)2 + 36
2
> 0,
i.e. the inequality
4
√
n + 1+
√
(n − 5)2 + 36
2
> n − 7 0.
After squaring and reordering we get the equivalent inequality
8
√
(n − 5)2 + 36 > (n − 11)2 − 80.
Obviously, this inequality is satisﬁed for 7 n 19. For n 20 after to square and to put in order
we get the equivalent inequality
(n − 11)4 − 224(n − 11)2 − 768(n − 11) + 1792 < 0. (1)
Let g(x) = x4 − 224x2 − 768x + 1792. This function has exactly two positive roots: x1 ∈ (0, 2), x2 ∈
(16, 17). Because, g(0) = 1792 > 0 and limx→+∞ g(x) = +∞, we conclude that for x  0 the inequality
g(x) < 0 holds if and only if x1 < x < x2.
So, the inequality (1)which is equivalent to the starting inequality forn 20 is satisﬁed forn − 11
16, i.e. 20 n 27. 
Having in mind the Theorem 1 we will solve minimum least eigenvalue problem in the class of
bicyclic connected bipartite graphs and in the class of non-bipartite connected bicyclic graphs which
are complete products of two nested split graphs.
Bipartite graphs
LetB(n,n + 1) denote the set of all connected bipartite bicyclic graphs.
Since the spectrum of bipartite graphs is symmetric, the minimal least eigenvalue problem in the
classB(n,n + 1) is equivalent to the maximal index problem in this class.
Theorem 2. Let G be a connected bipartite bicyclic graph of order n (n 5). Then λ1(G) λ1(G∗2) and the
equality holds if and only if G = G∗
2
.
Proof. It is easy to see from tables of eigenvalues of connected graphs on 5 and 6 vertices [3,4] that
theorem holds for n = 5 and n = 6.
Now suppose that n 7. Chose G ∈B(n,n + 1) such that the spectral radius of G is as large as
possible. Denote the vertex set of G by {v1, v2, . . . , vn} and the Perron vector of G by x = (x1, x2, . . . , xn),
where xi corresponds to the vertex vi (1 i  n).
We ﬁrst prove that each two cycles Cp and Cq of G have at least one common vertex. Assume, on
the contrary, that it is not true. Then there exists a path v1, v2, . . . , vl which joins cycles Cp and Cq
(v1 ∈ V(Cp), vl ∈ V(Cq), l  2). Without loss of generality, we may assume that x1  xl . Denote by vl+1
and vl+2 vertices of Cq which are adjacent to the vertex vl . Then the vertices vl+1 and vl+2 are not
adjacent to the vertex v1 (in the opposite case G is not bicyclic graph, a contradiction). Let
G∗ = G − {vlvl+1, vlvl+2} + {v1vl+1, v1vl+2}.
Then G∗ ∈B(n,n + 1). By Lemma 1, we have λ1(G∗) > λ1(G), a contradiction.
Now, we distinguish the following two cases:
Case 1. Two cycles Cp and Cq of G have exactly one common vertex.
M. Petrovic et al. / Linear Algebra and its Applications 430 (2009) 1328–1335 1333
Fig. 4. The graph G0
1
in Theorem 2.
Fig. 5. The graph G0
2
in Theorem 2.
Case 2. There exist two cycles of G which have more then one common vertex.
In the ﬁrst case the graph G contains the graph G0
1
as an induced subgraph (Fig. 4). Let us denote
by v1 the common vertex of the cycles Cp and Cq in G
0
1
. The graph G0
1
is function of the corresponding
parameters p and q, i.e. G0
1
= G0
1
(p, q). The parameters p and q are lengths of corresponding cycles of
the graph G0
1
and they are even positive integers.
In the second case there exists an induced subgraph G0
2
of G which contains three vertex disjoint
paths P1, P2 and P3 and at most one of them is of length 1 (Fig. 5). Denote by v1 and v2 the common
vertices of the paths P1, P2 and P3. The vertices v1 and v2 are of degree 3 in G
0
2
, and other vertices in G0
2
are of degree 2. The graphG0
2
is function of the corresponding parameters p, q and r, i.e.G0
2
= G0
2
(p, q, r).
Here the parameters p, q and r are lengths of the corresponding paths of the graph G0
2
and they are
either all even positive integers or all odd positive integers.
Consequently, the graph G contains one of the graphs G0
1
and G0
2
as an induced subgraph. Denote
byB1(n,n + 1) ⊆B(n,n + 1) the set of all bicyclic graphs which contain the graph G01 as an induced
subgraph, by B2(n,n + 1) ⊆B(n,n + 1) the set of all bicyclic graphs which contain the graph G02 as
an induced subgraph (the parameters p, q and r are even positive integers) and by B3(n,n + 1) ⊆
B(n,n + 1) the set of all bicyclic graphs which contain the graph G0
2
as an induced subgraph (the
parameters p, q and r are odd positive integers). ThenBi(n,n + 1) ∩Bj(n,n + 1) = ∅ (i, j = 1, 2, 3; i /= j)
and G ∈ ∪3
i=1Bi(n,n + 1).
Suppose that G lies in B1(n,n + 1). It is obviously that G = G∗1 (Fig. 3) for n = 7. Now suppose
that n > 7. Then n > p + q − 1 (in the opposite case G = G0
1
(p, q) (p q) and there exists the graph
H ∈B1(n,n + 1) (Fig. 6) such that by Lemmas 2 and 5 λ1(G01) < λ1(H), a contradiction). We prove that
G consists of G0
1
with a tree attached at v1. Assume, on the contrary, that there exists a vertex vi of G
0
1
such that vi /= v1 and there exists a tree T attached to vi. If x1  xi, let z1, . . . , zs (s  1) be the vertices
of T which are adjacent to the vertex vi and
G∗ = G − {viz1, . . . , vizs} + {v1z1, . . . , v1zs}.
Now, let x1 < xi and N(v1) = {w1,w2, . . . ,wt} (t  4) (Fig. 4). If vi is a vertex of Cp, let
G∗ = G − {v1w3, . . . , v1wt} + {viw3, . . . , viwt}.
In both cases G∗ ∈B1(n,n + 1). By Lemma 1, we have λ1(G∗) > λ1(G), a contradiction. Hence G is
formed by attaching a tree to the vertex v1 of G
0
1
.
By the definition of G0
1
, we have that p and q are even positive integers. We claim that p = q = 4.
Assume, on the contrary that p > 4. Then p 6. Denote by v1, v2, . . . , vp the vertices of the cycle Cp,
and by u a vertex of degree one of attached tree T to the vertex v1 of G
0
1
. Obviously, G /= Cn, G /= Wn,
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Fig. 6. The graph H in Theorem 2.
v1, v2, . . . , vp, v1 is a closed internal path and the vertex u belongs to the path which is not internal
path. Let
G∗ = G − {v1vp, vp−1vp−2} + {v1vp−2,uvp}.
Then G∗ ∈B1(n,n + 1). A graph isomorphic to G may be obtained from G∗ by subdividing the edge
v1vp−2 of G∗ by two new vertices and then deleting the vertices vp and vp−1. Thus, by Lemmas 2 and
5, λ1(G
∗) > λ1(G), a contradiction. Hence, p = 4. Similarly, we can verify that q = 4.
Finally,weprove that that the tree T attached to the vertex v1 ofG
0
1
contains only vertices at distance
one from its root v1. In the opposite case there exists a vertex of T whose distance from v1 is greater
than one. Let vj ∈ T be a vertex furthest from the root v1. Then, d(v1, vj) 2 and there exists a path
v1 . . . vj−2vj−1vj joining v1 and vj of length 2. Now, if we take the vertex vj−2 as the root r of the graph
A from Fig. 2 and apply Lemma 3 we will get a graph G∗ ∈B1(n,n + 1), such that λ1(G∗) > λ1(G), a
contradiction. Thus, G = G∗
1
(Fig. 3).
Similarly to the previous proof, we can verify that if G ∈B2(n,n + 1) then G = G∗2 and if G ∈
B3(n,n + 1) then G = G∗3 (Fig. 3).
By Lemma 6 we conclude that G = G∗
2
. 
Corollary 1. Let G be a connected bipartite bicyclic graph of order n (n 5). Then λn(G) λn(G∗2) and the
equality holds if and only if G = G∗
2
.
Complete products of two nested split graphs
Theorem 3. Let G be a connected non-bipartite bicyclic graph of order n (n 5) which is the complete
product of two nested split graphs. Then λn(G) λn(G∗4) and the equality holds if and only if G = G∗4.
Proof. It is easy to see from the table of eigenvalues of connected graphs on 5 vertices [3] that theorem
holds for n = 5.
Now, let G be a connected non-bipartite bicyclic graph of order n (n > 5) and G = H1∇H2, whereH1
and H2 are nested split graphs. Let |H1| = k, |H2| = n − k (1 k  n − 2). Then k = 1, because in the
opposite case
|E(G)| = |E(H1∇H2)| > k(n − k) > n + 1,
when n > 5 and 2 k  n − 2, a contradiction. So, |H1| = 1, |H2| = n − 1 and G is the graph G∗4 from
Fig. 3. 
Having in mind Theorems 1 and 3, Corollary 1 and Lemma 7 we get the main result.
Theorem 4. Let G be a connected bicyclic graph of order n.
10 If 5 n 27, then λn(G) λn(G∗2) and equality holds if and only if G = G∗2.
20 If n 28, then λn(G) λn(G∗4) and equality holds if and only if G = G∗4.
The maximum index problem in the set of connected bicyclic graphs is solved in the paper [2].
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Theorem 5. Let G be a connected bicyclic graph of order n. Then λ1(G) λ1(G∗4) and equality holds if and
only if G = G∗
4
.
By Theorems 4 and 5 we have the following result.
Theorem 6. Let G be a connected bicyclic graph of order n (n 28). Then s(G) s(G∗
4
) and equality holds
if and only if G = G∗
4
.
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