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This thesis is composed of three essays on the modeling and forecasting of return volatility.   
The first chapter investigates a new nonstationary nonparametric volatility model, in 
which the conditional variance of time series is modeled as a nonparametric function of an 
integrated or near-integrated covariate. This model can generate the long memory property in 
volatility and allow the nonstationarity in return series. We establish the asymptotic distribution 
theory for this model and show that it performs reasonably well in the empirical application. 
The second chapter proposes a semiparametric volatility model which combines the 
nonparametric ARCH function with a persistent covariate. This new model applies the 
GARCH-X structure under the semiparametric framework, it can produce long-memory in 
volatility given the persistent property in the covariate. We show that it provides a better 
explanation of volatility in the empirical analysis.  
The last chapter suggests a parametric volatility model and mainly focuses on the multi-
step forecasting of volatility. We introduce a long-term dynamic component to the HEAVY 
models to capture the long-memory in volatility. We apply the high-frequency database to our 
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Nonstationary Nonparametric Volatility Model
1.Introduction
ARCH type models have been widely used to model the volatility of economic and nan-
cial time series since the seminal work by Engle (1982) and the extension made by Bollerslev
(1986). Recently there has been active research on nonparametric or semiparametric volatil-
ity models. See Linton (2009) for an excellent review. The nonparametric ARCH literature
begins with Pagan and Schwert (1990a) and Pagan and Hong (1991). In the nonparamet-




of a martingale di¤erence
sequence (yt) is given as
2t = m (yt 1) ; (1)
where m () is a smooth but unknown function, and the multilag version is
2t = m (yt 1; yt 2;    ; yt d) :
They proposed these models to allow for a general shape to the news impact curve and their
models can nest all the parametric ARCH processes. However, their models cannot capture
adequately the time series properties of many actual nancial time series, in particular
volatility persistence, and the statistical properties of the estimators can be poor, due to
curse of dimensionality. See Masry and Tjstheim (1995), Härdle and Tsybakov (1997) for
the related literature.
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To overcome these problems, additive models have been proposed as a exible but
parsimonious alternative to nonparametric models. See Engle and Ng (1993), Yang, Härdle
and Nielsen (1999), Kim and Linton (2004), Linton and Mammen (2005) and Yang (2006)
for the related literature. To capture volatility persistence, some proposed models are
intended to nest the GARCH(1,1) model. Among many nonparametric or semiparametric
ARCH models, only the models proposed by Audrino and Bühlmann (2001), Linton and
Mammen (2005) and Yang (2006) can nest the GARCH(1,1) model.
However, it is well known that even the GARCH(1,1) model is inadequate to capture
volatility persistence observed in many nancial time series. While the autocorrelation of
squared series of the GARCH(1,1) process decays exponentially and converges to zero very
quickly, stock return or exchange rate return series commonly exhibit the long memory
property in volatility; the autocorrelation of squared return series decays very slowly. Ding
et al. (1993) found earlier that it is possible to characterize the power transformation of
stock return series to be long memory.
In the literature of parametric ARCH type models, there has been active research on
this issue and several models have been proposed to capture the long memory property
in volatility.1 These models accommodate fractional integration, structural changes or a
persistent covariate in ARCH type models. For the related literature on the long memory
property in volatility, see Baillie et al. (1996), Ding and Granger (1996), Bollerslev and
Mikkelsen (1996) (fractionality of the order of integration), Engle and Lee (1999) (two
1This is also an important issue in the literature of stochastic volatility models. See Hurvich and Soulier
(2009) for stochastic volatility models with long memory property. But we do not consider stochastic volatil-
ity models. We focus only on ARCH type models that are parametric, nonparametric or semiparametric.
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components), Diebold and Inoue (2001) (switching regime), Mikosch and Starica (2004)
(structural change), Granger and Hyung (2004) (occasional break) and Park (2002) and
Han and Park (2008) (persistent covariate).
On the other hand, there has been less attention on the long memory property in
volatility in the literature of nonparametric or semiparametric ARCH models. Even if it
has been an important issue for nonparametric or semiparametric ARCH models to capture
adequately volatility persistence, there has been no attempt to explain the long memory
property in volatility in the framework of nonparametric or semiparametric ARCH models.
This is the rst limitation of existing nonparametric or semiparametric ARCH models that
we focus on.
Moreover, most nonparametric or semiparametric ARCH models assume the covariance
stationarity of (yt) : Hence, these models are valid only for stationary time series, which
is the second limitation of existing models that we focus on. Among nonparametric or
semiparametric ARCH models, the only exception without this limitation is the spline-
GARCH model proposed by Engle and Rangel (2008) that allows the unconditional variance
of (yt) to be time-varying. If we model the volatility of nancial return series, it is quite
restrictive to assume that the unconditional variance of nancial return series is constant
for a long time span, in particular, considering that fundamental features of the nancial
markets are continuously and signicantly changing.2
The aim of this paper is to develop and investigate a new nonparametric volatility model
2Starica and Granger (2005) investigated a nonstationary unconditional variance model of stock return
series. They discovered that most of the dynamics of stock return series are concentrated in shifts of the
unconditional variance.
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that could overcome the current limitations of most nonparametric or semiparametric ARCH
models. We consider the following nonparametric volatility model, dened as
2t = m(xt 1) (2)
where m () is a smooth but unknown function and (xt) is an integrated or near-integrated
covariate. We observe fyt; xtg at time t: We refer to this model as the nonstationary
nonparametric volatility model. The model can generate the long memory property in
volatility if the unknown function belongs to the function classes considered by Park (2002),
and moreover the model allows that the unconditional variance of (yt) is time-varying.
We derive the asymptotic distribution of the kernel estimator of our model. We show
that the kernel estimator of the model is consistent and the limit distribution is mixed
normal, giving straightforward asymptotics that are usable in practical work. For our theory,
we use the technical results by Wang and Phillips (2009a, 2009b) on the nonparametric
cointegrating regression. We also provide a simulation study, which supports our asymptotic
theory.
For an empirical application of the model, we consider the return series of the daily
S&P 500 index for the period from 3 January 1996 to 27 February 2009 (3260 trading
days). Several tests of covariance stationarity by Loretan and Phillips (1994) indicate that
the stock return series is not covariance stationary for the period. As the covariate (xt); we
use the VIX index, which can be modeled as a near-integrated process. We investigate the
within-sample and out-of-sample predictive power of our model. The forecast evaluations
4
are based on the QLIKE loss function. The QLIKE loss function is not only robust to noise
in the volatility proxy, but also has the highest power amongst the loss functions that are
robust to noise in the proxy according to the study by Patton and Sheppard (2009). We use
the realized kernel, introduced by Barndor¤-Nielsen et al. (2008), as the proxy for actual
volatility because it has some robustness to the e¤ect of market microstructure e¤ects. Our
model performs reasonably well exhibiting the smallest QLIKE loss both in within-sample
and out-of-sample forecasts.
The rest of the paper is organized as follows. Section 2 introduces the model with
required assumptions. Section 3 provides the asymptotic distribution theory of the kernel
estimate of the model, and a simulation experiment is conducted in Section 4. Section 5
provides an empirical application of the model, which includes data description, evaluation
criterion, and within-sample and out-of sample forecast evaluation results of the model.
Section 6 concludes the paper, and Appendix contains mathematical proof for the technical
result in the paper.
2. The Model
Our new nonparametric volatility model is introduced in the following assumptions. We
write the time series (yt) to be modeled as
yt = t"t




(a) ("t) is iid (0,1) and adapted to (Ft),
(b)
2t = m(xt 1) (3)
for a smooth but unknown function m () such that m(x) > 0 for all x 2 R.
Under Assumption 2.1, we have
E(ytjFt 1) = 0 and E(y2t jFt 1) = 2t :
The time series (yt) has conditional mean zero with respect to the ltration (Ft), and there-
fore, (yt;Ft) is a martingale di¤erence sequence. However, it is conditionally heteroskedastic










where c  0,
(b) (vt) is generated by




where '0 = 1, '(1) 6= 0 with
P1
k=0 kj'kj <1, and (t) are iid random variables with mean
zero and Ejtjp <1 for some p > 2.
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Assumption 2.2 denes (xt) as an integrated or near-integrated process driven by a
general linear process. Throughout the paper, we set the long-run variance of (vt) to be
unity because it has only an unimportant scaling e¤ect on our analysis. Note that we do not
assume that (vt) is independent of ("t) : As explained in the next section, it is unnecessary
to assume that (xt) is independent of ("t) for the kernel estimation of our model:
Assumptions 2.1 and 2.2 dene the nonstationary nonparametric volatility model. The
parametric counterpart to this model is the nonstationary nonlinear heteroskedasticity
(NNH) model by Park (2002) given as
2t = f(xt 1); (4)
where f () is a parametric nonlinear function and (xt) is a unit root process. The parametric
nonlinear function f () can be either integrable (f 2 I) or asymptotically homogeneous
(f 2 H).3
In our model, 2t is a function of an exogenous covariate xt 1 instead of the past values of
yt: This feature makes our model be qualitatively di¤erent from most existing nonparametric
or semiparametric volatility models in which 2t is a function of the past values of yt: As
the covariate xt 1 in our model; we can use an economic or nancial indicator that contains
useful information on the volatility of time series. If the chosen covariate xt 1 contains
3The reader is referred to Park and Phillips (1999, 2001) for more details on these function classes. The
classes I and H include a wide class, if not all, of transformations dened on R. The bounded functions
with compact supports and more generally all bounded integrable functions with fast enough decaying rates,
for instance, belong to the class I. On the other hand, power functions a jxjb with b  0 belong to the
class H having asymptotic order ab and jxtjb as limit homogeneous functions. Moreover, logistic function
ex=(1 + ex) and all the other distribution function-like functions are also the elements of the class H with
asymptotic order 1 and limit homogeneous function 1fx  0g.
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more useful information on volatility than the past values of yt; it is possible that our
model performs better than other models using the past values of yt: This is the rationale
behind the specication of our model. Moreover, the covariate in our model could provide
information on an economic source of volatility, which cannot be done with most existing
nonparametric or semiparametric volatility models.
If we consider time series properties of our model, it is interesting to note that our
model, depending on the unknown function m (), could overcome some limitations of most
nonparametric or semiparametric ARCH models that were described in the introduction.
First, our model can generate the long memory property in volatility as long as the unknown
function m () belongs to the function classes of f () considered by Park (2002) in (4). Park
(2002) shows that the autocorrelation of the squared process of the NNH model vanishes
only very slowly, or do not even vanish at all, in the limit. This means that the NNH
model can explain the long memory property in volatility. Since the function classes I and
H considered by Park (2002) include a wide class of transformations dened on R; it is
possible that the unknown function m () in our model belongs to these function classes.
And in this case our model also generates the long memory property in volatility. For
example if m(x) = a jxjb for some b > 0 in (3); our model belongs to the NNH model with
an asymptotically homogeneous function (f 2 H), which implies that the long memory
property in volatility can be generated as shown in Park (2002).
Second, the nonstationarity of (yt) is allowed in our model. The unconditional variance
of (yt) could be time-varying due to the nonstationary covariate (xt), depending on the
unknown function m () :
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It is important to note that these properties of our model are allowed because the
covariate (xt) is nonstationary. If (xt) is stationary, the long memory property in volatility
and the nonstationary of (yt) will not be allowed. It is already noted by Park (2002) that
the nonstationary covariate (xt) plays a crucial role in generating volatility persistence. He
showed that a nonlinear function of a stationary process, on the other hand, cannot generate
the long memory property in volatility.
3. Asymptotic Distribution Theory
We establish the asymptotic distribution theory for the kernel estimate of our model.
The nonstationary nonparametric volatility model in (3) can be rearranged as
y2t = m(xt 1) + ut (5)




: The error term (ut) in this model is a martingale di¤erence
















tKh (xt 1   x)Pn
t=1Kh (xt 1   x)
where Kh (s) = h 1K(s=h): This section investigates the limit behavior of m^(x):
It should be noted that the kernel estimation of m(x) in the above model (5) is non-
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standard in the following two aspects; the covariate (xt 1) is nonstationary and, not only
in the mean equation, the nonstationary covariate is also included in the conditional vari-
ance of the error term (ut) : Recently, Wang and Phillips (2009a, 2009b) investigated the
nonparametric cointegrating regression
yt = m(xt) + ut;
where (xt) is an integrated or fractionally integrated process. The model (5) is as an
extended case of the nonparametric cointegrating regression by Wang and Phillips (2009a,
2009b) because the conditional variance of the error term contains m2(xt 1). We use their
technical results for our theory.
Assumption 3.1
The kernel K satises that
R1
 1K (s) ds = 1 and supsK (s) <1:
Assumption 3.2
(a) For given x; there exists a real function m1 (s; x) and is 0 <   1 such that, when h
su¢ ciently small, jm (hy + x) m(x)j  hm1 (y; x) for all y 2 R and
R1





2 (s)m1 (s; x) ds <1 and
R1
 1K
2 (s)m21 (s; x) ds <1:
Assumption 3.3
sup1tnE (j"tjq jFt 1) <1 a.s. for some q > 4:
Assumptions 3.1 and 3.2(a) are the same as Assumptions 3.1 and 3.2 in Wang and
Phillips (2009a). As mentioned in Wang and Phillips (2009a), the conditions in Assumption
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3.1 and 3.2(a) are quite weak and simply veried for various kernels K(x) and functions
m(x). Assumption 3.2(b) is additional, but its marginal restriction is not substantial. For
instance, if K(x) is a standard normal kernel or has a compact support as in Karlsen et al.





some  > 0 satisfy Assumption 3.2 (a) and (b) with  = min f; 1g : We refer to Wang and
Phillips (2009a) for detailed remarks on these assumptions. Regarding the value of  in
Assumption 3.2(a);  = 1 is the most common case according to Wang and Phillips (2009a,
2009b). Assumption 3.3 is corresponding to Assumption 3.3 in Wang and Phillips (2009a).
For sup1tnE(jutjq1 jFt 1) <1 a.s. for some q1 > 2 (Assumption 3.3 in Wang and Phillips










Under Assumptions 2.1 and 2.2 in the previous section, Assumptions 3.4 and 3.5 in Wang
and Phillips (2009a) are simply veried for our model (5) if we let dn =
p
n: Under the
conditions imposed on (vt) in Assumption 2.2(b), the time series (xt) included in the model
becomes an integrated or near-integrated process satisfying the usual invariance principle.
For r 2 [0; 1];
n 1=2x[nr] !d Vc =
Z r
0
exp ( c(r   s)) dV0(s)
where [z] denotes the integer part of z and V0 is the standard Brownian motion. The local
time of Vc is dened as






1 fjVc(r)  sj < "g dr:
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Hence, a continuous Gaussian process G and its local time LG in Wang and Phillips (2009a)
are the Ornstein-Uhlenbeck process Vc and its local time Lc in our case.
The limit theory for the kernel estimate of the nonstationary nonparametric volatility
model is as follows.
Theorem 1
Suppose Assumptions 2.1-2.2 and 3.1-3.3 hold. Then, for any h satisfying nh2 ! 1
and h! 0;
m^(x)!p m(x): (6)




















The result (6) implies that m^(x) is a consistent estimate of m(x): As shown in the proof












where  is dened in Assumption 3.2 and an diverges to innity as slowly as required. This
leads to the following argument on bandwidth. In the most common case where  = 1, a
possible optimal bandwidth is suggested to be h s an 1=6; so that h = o(n 1=6) ensures
undersmoothing. See Wang and Phillips (2009a, 2009b) for detailed remarks.
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The result (7) shows that the asymptotic distribution of m^(x) is mixed normal. The
mixing variate in the limit distribution depends on the local time Lc (1; 0) : Explicitly, in








by (12) in Appendix. The convergence rate is
 
nh2
1=4, which requires that nh2 ! 1:
Wang and Phillips (2009a, 2009b) provide detailed explanations on the convergence rate in
the nonstationary case.
The limiting variance of the (randomly normalized) kernel estimator in (7) contains the
square of the volatility function m2(x): This is because the estimation is based on the model
(5) in which the error term contains the volatility function. Similarly, in the semiparametric
GARCH model by Yang (2006), the limiting variance of the estimator also contains the
square of the volatility function. If one adopts an alternative estimation method that is not
based on a rearranged model using y2t as (5), the limiting variance of an estimator may not
include the square of the volatility function.
As an alternative estimation method, one can consider the local maximum likelihood
estimation as in Avramidis (2002). See also Fan and Yao (1998). However, we need a
new technical tool for the asymptotic theory of such an alternative estimator because the
covariate in our model is nonstationary. We leave it as future work.
It should be noted that it is unnecessary to assume that (xt) is independent of ("t) for
the asymptotic theory. Our asymptotic theory holds for (xt) that is generally dependent
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on ("t). A detailed explanation is given in the proof of Theorem 1 (below (16)) in the
Appendix.
4. Simulation
This section reports the result of a simulation experiment investigating the nite sample
performance of the kernel estimator of the model. The generating mechanism is
yt = t"t








and we consider the following function;
m(x) = 0:01 + 0:1x2:
Note that the specied m(x) is an asymptotically homogeneous function (f 2 H) and the
model belongs to the NNH model in Park (2002). Park (2002) showed that this model can
generate the long memory property in volatility. Our estimate explained in the previous
section provides a nonparametric estimate of the NNH model.
We let ("t) be iid N(0; 1) and (vt) be iid N(0; 0:01): The initial values are set x1 = 0 and
21 = 0:01: We let (vt) be independent of ("t) to consider the case where (xt) and ("t) are
independent. As shown in the previous section, our theory holds regardless that (xt) and
14
("t) are independent or dependent. We also tried a case where (xt) and ("t) are dependent
by letting vt+1 = 0:1"t and, as expected, the simulation results are similar to the case where
(xt) and ("t) are independent. To save the space, we report only the independent case.
Figure 1 shows the results for the Monte Carlo approximations to E (m^(x)) with 95%
condence bands for sample sizes n = 2500 and n = 5000. The mean simulated kernel
estimate is computed on the grid of values fx =  1 + 0:02k; k = 0; 1;    ; 100g based on
10; 000 replications. The sample sizes we consider are not excessive considering that it is
common in the literature to use a large sample size for volatilities of nancial return series.
In our empirical application in the next section, the sample size is more than 3; 000: Figure
1 graphs the function m(x) (solid line), the mean simulated kernel estimate (broken line)
and 95% condence bands (dotted line) over the intervals [ 1; 1]. The bands contain 95%
of the 10; 000 simulated values of m^(x) for a given x:
We use the Gaussian kernel and the Silvermans bandwidth ^xn 1=5 where ^x is the
sample standard deviation of (xt). We use the cross validation bandwidth for the empirical
application in the next section, and it is shown that, for our data, the result using the
Silvermans bandwidth is very similar to the one using the cross validation bandwidth. We
also tried ^xn 1=6 that is a possible optimal bandwidth suggested in the previous section,
and the simulation results are still similar.
The plots in Figure 1 show that the condence bands become much narrower as the
sample size increases. Figure 1 obviously shows that the mean squared error becomes
smaller when the sample size is larger. The simulation results conrm what our asymptotic
theory implies. The estimated m^(x) converges to the true function m(x) as the sample size
15
increases. Figure 1 also shows that the condence bands become relatively wide for a larger
value of jxj. This is because the variance of m^(x) contains m2(x) as shown in our theory.
5. Empirical Application
5.1 The Data, Models and Estimation Methods
We consider the daily S&P 500 index returns from 3 January 1996 to 27 February 2009
(3260 trading days). We demean the return series by subtracting its sample mean which
is close to zero. We use the demeaned return series as (yt) : We conducted formal tests by
Pagan and Schwert (1990b) and Loretan and Phillips (1994) for the covariance stationarity
of the series (yt). In general the null hypothesis of covariance stationarity is rejected for
the series.4 The unconditional variance of the series seems to be time-varying. Since
most nonparametric or semiparametric ARCH models assume the covariance stationarity
of (yt), these models are not suitable for the stock return series we consider. However, our
nonstationary nonparametric volatility model allows the unconditional variance of (yt) to
be time-varying and, therefore, it could be better to use our model for the stock return
series.
As the covariate (xt) for our nonstationary nonparametric volatility model, we use the
VIX index by the Chicago Board Options Exchange. The VIX index is the implied volatility
calculated from options on the S&P 500 index.5 It is not a new idea to use implied volatilities
from options to forecast volatility. See Latane and Rendleman (1976), Chiras and Manaster
(1978), Christensen and Prabhala (1998), Fleming (1998), Blair et al. (2001) and Giot
4The test results are not given to save the space. They will be available from the authors upon request.
5See www.cboe.com/VIX for more details of the VIX index. The VIX index is also available at the
website.
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(2003). In particular, Fleming (1998), Blair et al. (2001) and Giot (2003) show that the
models based on implied volatilities provide better volatility forecasts of returns on stock
indices, which motivates us to use the VIX index as our covariate (xt) :
Table 1 shows the results of unit root tests for the VIX index, which indicate that
the VIX index can be modeled as a near-integrated process. We consider two alternative
autoregressive specications for the series: with and without a linear deterministic trend.
In both cases, the estimated autoregressive coe¢ cient is very close to unity (0:984). While
the ADF (Augmented Dickey-Fuller) test rejects the null hypothesis of a unit root when
a linear deterministic trend is excluded, it cannot reject the null hypothesis when a linear
deterministic trend is included. And the KPSS test rejects the null hypothesis of stationarity
in both cases, which suggests that there exists an evidence in favor of the nonstationary
alternative. Considering the results of the KPSS test and the fact that the estimated
autoregressive coe¢ cients are close to unity, we conclude that there exists a near unit root
for the VIX index.
For the empirical application of our model, we estimate the following models and com-
pare their within-sample and out-of-sample predictive ability;





2t = m(yt 1) nonparametric ARCH model
2t = m(xt 1) nonstationary nonparametric volatility model
where (yt) and (xt) are the demeaned stock return series and the VIX index, respectively.
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The rst two benchmark models are the GARCH(1,1) model and a nonparametric ARCH
model by Pagan and Schwert (1990a). We also considered another nonparametric ARCH
model
 
2t = m(yt 1; yt 2)

by Pagan and Schwert (1990a).6 However, we decide not to
report the result for this model because it performs very poorly in both within-sample and
out-of-sample forecasts.
For the GARCH(1,1) model, we use the quasi-maximum likelihood estimation method,
which is the standard estimation method for parametric ARCH type models.7 For two
nonparametric volatility models, we use the Nadaraya-Watson kernel estimation method as
explained in Section 3. In particular, we adopt the leave-one-outestimator as in Pagan
and Schwert (1990a) to reduce the e¤ect of outliers. The Gaussian kernel is used throughout
the paper. We also tried other kernels but estimation results are a¤ected only negligibly,
which is common in the literature of nonparametric econometrics.
For the nonparametric models, we use the cross-validation bandwidth selection method
that is designed to minimize the QLIKE loss function. For the nonparametric model 2t =
m(zt 1) where (zt 1) is either (yt 1) or (xt 1), we choose the bandwidth to minimize the
















where m^(zt 1) is the leave-one-outestimator. The realized kernel is used as the proxy for
6For the nonparametric ARCH model 2t = m(yt 1; yt 2);besides the Nadaraya-Watson kernel estimation
method, we also tried local linear estimation method and marginal integration estimation method, the results
are very similar.
7For the consistency and asymptotic distribution of the quasi-maximum likelihood estimator (QMLE) of
the GARCH(1,1), see Jensen and Rahbek (2004) and reference therein.
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actual volatility 2t : The descriptions of the QLIKE and the realized kernel are given in the
next subsection.
5.2 Evaluation Criterion
To evaluate the performance of nonparametric ARCH models, Pagan and Schwert
(1990a) compared the within-sample and out-of-sample predictive power of volatility models
using R2 of the Mincer-Zarnowitz regression











is the within-sample or out-of-sample
forecast. Since actual volatility is unobservable, we need to use a proxy for actual volatility.




as the volatility proxy:
Following Pagan and Schwert (1990a), we will also evaluate the performance of our
model by comparing predictive power of volatility models. However, since there have been
recent developments in the literature of volatility forecast evaluation, we will consider these
developments.
First, as the proxy for actual volatility, we use a realized measure of volatility based
on high frequency data instead of squared return series. It is well known that squared
return series is very noisy and realized measures are better estimates of actual volatility.
See Barndor¤-Nielsen and Shephard (2002) and Andersen et al. (2003). Moreover, Hansen
and Lunde (2006) showed in an empirical application that using realized volatility leads
to a more informative comparison with a tighter condence intervals than using squared
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return. These works support the use of realized measure as the proxy for actual volatility
and imply that the evaluation based on realized measure could be more reliable.
More specically, as the proxy for actual volatility, we will use the realized kernel,
introduced by Barndor¤-Nielsen et al. (2008), because it has some robustness to the e¤ect














where K () is the Parzen kernel function and rj;t is the jth high frequency return on the
tth day. For the bandwidth choice of H and other details, we refer to Barndor¤-Nielsen et
al. (2009) and Heber et al. (2009). The realized kernel is computed in tick time using every
available data point, after cleaning. See the appendix of Shephard and Sheppard (2010) for
data cleaning. The realized kernel of the daily S&P 500 index return series is available at
the database Oxford-Man Institutes realised libraryproduced by Heber et al. (2009).8
Second, we use the QLIKE loss function described below, instead of R2 of the Mincer-
Zarnowitz regression. Even if realized measures are known to be better measures, they
are imperfect and noisy proxies for actual volatility. Therefore, it is possible, due to noisy
proxies, that the evaluation based on some loss functions may identify an inferior volatility
model as the best and the inferior model may spuriously be found to be signicantly
better than all other models. Hence, there has been research on loss functions that are
8See http://realized.oxford-man.ox.ac.uk/.
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robust to the use of a noisy volatility proxy. See Hansen and Lunde (2006), Patton (2010)
and Patton and Sheppard (2009).
Patton (2010) provides necessary and su¢ cient conditions on the functional form of the
loss function to ensure the ranking of various forecasts is preserved when using a noisy
volatility proxy, and he shows that the MSE and QLIKE are robust. In particular, Patton
and Sheppard (2009) shows in their simulation study that the QLIKE loss function has the











As the simulation results by Patton and Sheppard (2009) points to the QLIKE as the
preferred choice amongst the loss functions that are robust to noise in the proxy, we use
the QLIKE as the loss function.
The signicance of any di¤erence in the QLIKE loss is tested via a Diebold-Mariano
and West (henceforth DMW) test (see Diebold-Mariano(1995) and West (1996). A DMW













where dT is the sample mean of dt and T is the number of forecasts. The asymptotic variance







5.3 Estimation and Forecast Evaluation Results
We estimate three volatility models given in subsection 5.1 and evaluate their within-
sample and out-of-sample predictive abilities. The estimation result of the GARCH(1,1)
model is following (standard errors are in parentheses):






The ARCH e¤ects are close to unity (^+^ = 0:9938); which is a typical estimation result for
the GARCH(1,1) model. This is why Engle and Bollerslev (1986) introduced the IGARCH
model, where +  = 1:
The estimated volatility function for our nonparametric model is plotted in Figure 2.
The VIX index, used as (xt); is ranged from 9:98 to 80:86 in our sample. Figure 2 displays
the mapping of ^2t = m^(x 1) into the grid of values fxt 1 = 10 + k; k = 0; 1;    ; 70g.
The usual boundary e¤ect appears in m^(x) for x > 80, and therefore, we consider only
the interval of 10  x  80: For smaller values of the VIX index, the shape of m^(xt 1) is
somewhat linear. However, for larger values of the VIX index, the shape of m^(x 1) is clearly
nonlinear. Moreover, it is not a monotonic increasing function. The volatility reaches its
rst peak when the VIX index is between 50 and 60 and takes a dip when the VIX index
is between 60 and 70. After that, the volatility increases again and becomes much higher
than the rst peak when the VIX index is more than 70.
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Within-sample forecast comparison
Table 2 contains the within-sample forecast evaluation result based on the QLIKE loss
function. See Figure 3 for plots of the tted values of the volatility models for the entire




in (9) denotes the tted values of the three volatility
models for the entire sample period and T = 3259 in (10). It should be noted that our
model does not encompass the other two models, and as a consequence, there is no reason
to expect our model to perform better than the other two models even for the within-sample
forecast.
Our nonparametric model shows the smallest QLIKE of 0:2981 while the QLIKE of the
GARCH(1,1) model is 0:3316. The nonparametric ARCH model performs very poorly with
the largest QLIKE of 0:6185. We test the null hypothesis of equal loss by the DMW test
procedure, and the test results show that the null hypotheses of equal loss between our
model and the rest models are all rejected at 1% signicance level. This means that, in
terms of the within-sample tting, our nonparametric model provides a better explanation
of the stock return volatility than the rest models.9
Out-of-sample forecast comparison
To check the possibility of over-tting, we follow Pagan and Schwert (1990a) and evaluate
the out-of-sample forecasts. If over-tting is a serious problem, the QLIKE statistics for
the out-of-sample forecasts should be much larger than the QLIKEs for the within-sample
9We also estimated our model using the Silvermans bandwidth ^xn 1=5 where ^x is the sample standard
deviation of (xt). For our data, this Silvermans bandwidth is almost two times of the cross validation
bandwidth. Using the Silvermans bandwidth, the QLIKE of our model is 0:3023; which is similar to the
result obtained by the cross validation bandwidth.
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forecasts. We adopt the rolling window forecast procedure with moving windows of eight
years (2016 trading days). This means that we obtain one-step ahead forecasts of the





now denotes one-period ahead volatility forecasts at time t   1 and T = 1243 in (10): For
our model, we use the cross validation bandwidth chosen in the within-sample case. Table
3 reports QLIKEs of the models and the DMW test statistics. Figure 4 provides plots of
the out-of-sample forecasts of the models.
Similarly as the previous within-sample case, our nonstationary nonparametric volatility
model shows the smallest QLIKE of 0:2507 while the QLIKE of the GARCH(1,1) model is
0:3307: The nonparametric ARCH model still has a poor performance with the QLIKE of
0:8817. According to the DMW test, the null hypotheses of equal loss between our model
and the rest models are all rejected at 1% signicance level.
Table 3 shows that over-tting is not a serious problem for our model because the
outof-sample QLIKE is even smaller than the within-sample counterpart. But, for the
nonparametric ARCH model, the outof-sample QLIKE is larger than the within-sample
counterpart, which indicates the possibility of over-tting. For the GARCH(1,1) model, the
outof-sample QLIKE is similar to the within-sample counterpart.
Finally, we discuss multi-step ahead forecasting procedures for our model. We denote
by ^2t+kjt a k-step ahead forecast at time t for k  2: To obtain ^2t+kjt; one way is to use
a forecast of xt+k 1 such that ^2t+kjt = m^(x^t+k 1) where m^(x) is the estimate described in
Section 3. In this case, there is an issue of how to obtain a forecast of xt+k 1: For example,
we can use a dynamic forecast of xt+k 1 based on an AR model. Alternatively, we can
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adopt the directforecasting method, which uses an estimate from
y2t+k 1 = m(xt 1) + ut+k 1:
See Chen et al. (2004) and references therein.
6. Conclusion
In the paper we propose and investigate a new nonstationary nonparametric volatility
model. The model can generate the long memory property in volatility and allow the
unconditional variance of time series to be time-varying. These properties cannot be derived
from most existing nonparametric or semiparametric volatility models. We establish the
asymptotic distribution theory of the kernel estimate of our model, which shows that the
kernel estimate is consistent and the limit distribution is mixed normal. We also provide a
simulation study to demonstrate the practical relevance of our asymptotic theory.
For the daily return series of the S&P 500 index for the period from 3 January 1996
to 27 February 2009 (3260 trading days), we evaluate the within-sample tting and the
out-of-sample forecast of the model. We use the VIX index as the covariate. Considering
unit root test results and the fact that the estimated autoregressive coe¢ cients are very
close to unity, we can conclude that there exists a near unit root for the VIX index. It is
shown that our model performs reasonably well both in the within-sample tting and the
out-of-sample forecast.
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Table 1. Unit root test results for the VIX index
With intercept With intercept and trend
AR Coe¢ cient 0:984 0:984
ADF Test  3:369  3:365
KPSS Test 0:468 0:462
Notes: The critical values for the ADF (Augmented Dickey-Fuller) test are -2.862 (5%) and
-3.432 (1%) with intercept, and -3.411 (5%) and -3.961 (1%) with intercept and linear time
trend. The critical values for the KPSS test are 0.463 (5%) and 0.739 (1%) with intercept,
and 0.146 (5%) and 0.216 (1%) with intercept and linear time trend. In the table  and 
signify that H0 is rejected by 5% and 1% tests, respectively.
Table 2. Comparison of within-sample predictive power for the stock return volatility
(1996.01.04-2009.02.27)
models QLIKE DMW
GARCH(1,1) ! + y2t 1 + 2t 1 0:3316 3:2341
nonpara-ARCH m(yt 1) 0:6185 9:4616
our model m(xt 1) 0:2981
Notes: The QLIKE loss is dened in (9) and the DMW test statistic is dened in (10). 
and  signify rejecting the null hypothesis of equal loss for 5% and 1% tests, respectively.
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Table 3. Comparison of out-of-sample predictive power for the stock return volatility
(2004.03.18-2009.02.27)
models QLIKE DMW
GARCH(1,1) ! + y2t 1 + 2t 1 0:3307 3:9938
nonpara-ARCH m(yt 1) 0:8817 7:6575
our model m(xt 1) 0:2507
Notes: The QLIKE loss is dened in (9) and the DMW test statistic is dened in (10). 
and  signify rejecting the null hypothesis of equal loss for 5% and 1% tests, respectively.
27














Figure 1. Graphs over the interval [-1,1] of m(x) (solid line), the Monte Carlo estimates of
E (m^(x)) (broken line) and 95% condence bands (dotted line).
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Figure 2. Estimate of 2 = m(xt 1) for the daily S&P 500 index returns from 3 Jan. 1996
to 27 Feb. 2009.
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Figure 3. Within-sample tted values of volatility models for 3 Jan. 1996 - 27 Feb. 2009
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Figure 4. Out-of-sample forecasts of volatility models for 18 Mar. 2004 - 27 Feb. 2009
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Chapter 2
Semiparametric ARCH Model for the Long Memory in Volatility
1. Introduction
Volatility modeling has been one of the most critical determinants in asset pricing and
nancial risk management. We model the return volatility using the nonparametric struc-
ture with a nonstationary covariate in Chapter 1. However, including additional explanatory
variable in the univariate nonparametric model makes it di¢ cult to understand the esti-
mated regression surface. Hence we investigate a semiparametric structure for modeling
volatility in this chapter. This semiparametric structure combines a one-dimension non-
parametric part with a linear parametric component, so that it is easy to interpret the
economic meaning for di¤erent variables.
In the eld of parametric volatility models, most ARCH type models are mainly based
on the information set of past values of return, this may be a restrictive assumption on
describing the dynamics in return volatility. Much literature was developed concerning in-
cluding an additional explanatory variable as covariate in the GARCH conditional variance
equation. Brenner et al. (1996) dened this structure as GARCH-X model and applied
this framework to model interest rate volatility. The conditional variance equation in the
GARCH-X model can be expressed as




t 1 + xt 1 (1)
where xt refers to the covariate. With the restriction  = 0, equation (1) is called ARCH-X
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model. The GARCH-X model is popular in empirical work and the covariates are mainly
chosen as economic variables, such as interest rate levels, interest rate spreads, forward-spot
spreads and contemporaneous trading volume. (see Fleming et al. (2008) for review.) How-
ever, due to the availability of high-frequency nancial data, recently the realized measures
constructed using high-frequency data have been an alternative to the choice of covariates.
Andersen et al. (2001) introduced the realized volatility as a volatility statistic. The realized
volatility is an unbiased estimator of return volatility under some conditions. Barndor¤-
Nielsen and Shephard (2004) suggested bi-power variation as a robust volatility measure in
the presence of infrequent jumps. The realized kernel proposed by Barndor¤-Nielsen (2008)
is not only a consistent estimator but also robust to microstructure noise. Compared to
squared return series, all these volatility statistics are able to provide more e¢ cient infor-
mation about the current level of volatility. Thus, it is natural that researchers use the
realized measures as covariates in the GARCH-X structure.
The literature of applications of realized measures in the GARCH-X model begins with
Engle (2002). Engle (2002) proposed a Multiplicative Error Model (MEM) under the frame-
work of GARCH-X model, in which the realized volatility worked as the covariate. The
performance of this model shows that the realized volatility has explanatory power beyond
past squared returns for modeling volatility. Hansen et al. (2010) suggested a RealGARCH
model to jointly model return volatility and the realized measures. They used realized
kernel as the covariate in the volatility specication equation. The HEAVY model (High
frEquency bAsed VolatilitY model) by Shephard and Sheppard (2010) also applied realized
kernel as the covariate.
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Compared to the GARCH (1,1) model, the GARCH-X model produces better perfor-
mance because of the additional covariate. And the time series property of the GARCH-X
process also depends on the characteristics of the covariate. Han (2010) investigated the
time series properties of the GARCH-X process with a fractionally integrated covariate.
He showed that the GARCH-X model could generate the long-memory property in return
volatility, if the covariate is persistent. And the persistence in the time series of realized
measures has been proved in some literature. Andersen et al. (2003) indicated that the
long-run dynamics in the daily logarithmic realized volatility can be approximated by a
fractionally-integrated long-memory process. Given the persistent property in the realized
measures, the GARCH-X models using realized measures as covariate will produce the
long-memory property exhibited in return volatility time series.
So far there is no related existing research considering the application of realized mea-
sures in nonparametric or semiparametric volatility models. The contribution of this paper
is that we focus on the performance of the GARCH-X structure with a persistent covariate
in the framework of semiparametric model. And we use realized measure as the covariate.
Thus we investigate a new semiparametric ARCH model1 as
2t = m(yt 1) + xt 1
Given the exible functional structure and the time series property of the covariate xt, this
semiparametric ARCH model can provide a better explanation of long-memory in return
1We also investigate another semiparametric ARCH type model like 2t = m(xt 1)+y
2
t 1, however, the
coe¢ cient  is insignicant.
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volatility.
The rest of this paper is arranged as follows. Section 2 introduces our semiparametric
ARCH model and the estimation method. We try di¤erent bandwidths for our model and
show that our model is robust to di¤erent bandwidth choices. In Section 3 we t our model
to daily FTSE UK index data and we use the daily realized kernel as our covariate. We
indicate that this covariate is persistent. We make comparisons between our model and
other benchmark models. We show that our model produces a better performance in both
within-sample tting and out-of-sample forecasting. Section 4 draws some conclusions.
2. Models and Estimation Method
2.1 The Model
Our semiparametric ARCH model can be introduced in the following assumptions. We
write the time series (yt) to be modeled as
yt = t"t
and let (Ft) be a ltration with Ft for each t denoting information available at time t.
Assumption 2.1 Assume that
(a) ("t) is iid (0; 1) and adapted to (Ft),
(b)
2t = m(yt 1) + xt 1 (2)
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for a smooth but unknown function m(:) such that m(y) > 0 for all y 2 R.
Under Assumption 2.1, we have
E(ytjFt 1) = 0 and E(y2t jFt 1) = 2t :
The time series (yt) has conditional mean zero with respect to the ltration (Ft), and there-
fore, (yt;Ft) is a martingale di¤erence sequence. However, it is conditionally heteroskedastic
with conditional variance (2t ).
(c) (xt) is a positive long-memory covariate. The covariate xt in our paper is chosen as
realized kernel.
The assumptions above dene our semiparametric ARCH model. For the specication
of the conditional variance 2t ; m(yt 1) is an unknown but smooth function of demeaned
return, which is the nonparametric part of our model while the covariate xt forms the
parametric linear part. Thus our semiparametric ARCH model combines a nonparametric
ARCH component m(yt 1) with a persistent covariate xt that is fractionally integrated.
Our model can be considered as a semiparametric counterpart of the parametric ARCH-X
model. The nonparametric ARCH component m(yt 1) explains the short-term movement
of volatility. Besides, this component is the nonparametric ARCH model introduced by
Pagan and Schwert (1990a) and it can capture the leverage e¤ect. The other component, the
parametric linear function of the covariate xt explains the long-term movement of volatility
because xt is persistent. Therefore, the estimation result of the model is very easy to
interpret.
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Note that our model is a semiparametric partial linear counterpart of the ARCH-X
model. Han (2010) investigated the asymptotic properties of GARCH-X process with a
fractionally integrated covariate. He also considered the case of ARCH-X structure. The
ARCH-X structure with a persistent covariate is able to produce the long memory property
in volatility. The nonparametric ARCH component m(yt 1) in our model possess more
exible functional form compared to the parametric ARCH component in the ARCH-X
model. It is possible that m(yt 1) covers the parametric functions of y2t 1 in most ARCH
type models, which implies that the long memory property in volatility can be generated
from our semiparametric ARCH model.
2.2 Estimation Method
The empirical application and forecast evaluation of our model are given in Section 3.
We use the following two-step estimation method for our model. Note that we can arrange
the model as
y2t = m(yt 1) + xt 1 + ut
where ut = 2t ("
2












xt 1   bE (xt 1jyt 1)y2t   bE  y2t jyt 1Pn
t=1

xt 1   bE (xt 1jyt 1)2 (3)
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In the second step, the nonparametric component m (yt 1) can be estimated from
y2t   ^xt 1 = m (yt 1) + ut: (4)
However, we have to guarantee the positivity of the nonparametric component m (yt 1).
Thus we do not apply the local constant method of Nadaraya-Watson kernel estimator in





negative, which could result in some negative values in the estimators for m (yt 1) if we
use the general Nadaraya-Watson kernel method. This actually happens in our empirical
applications in Section 3. Thus we rst choose the local exponential method in the second
step to overcome the negativity problem. Ziegelmann(2002) proposed the local exponential
method by introducing an exponential functional estimator. This method can ensure the
nonnegativity of the estimator for the volatility. To obtain the local exponential estimator,










  exp (1 + 1 (zt   z))	2Kh (zt   z) (5)
where (zt) is (yt 1) ;Kh (:) is the kernel function that assigns weights to the data points zt.
Then the local exponential estimator of m (z) in (4) is
m^ (z)E = exp (^1) ; (6)
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which leads to the estimate for our nonparametric component m (yt 1).
Another alternative choice is the local maximum log-likelihood estimation method of Fan
and Yao (1998). Following the structure of our model, we can use a linear form (based on
Taylor expansion) to approximate the nonparametric partm(yt 1) in the volatility equation,
then the weighted conditional local log-likelihood function is
nX
t=1
L f2 + 2(zt   z) + bxt 1; ytgKh (zt   z) (7)
where the conditional local log-likelihood function L is
L(A;B) = logA+A 1B2
maximizing this conditional local log-likelihood function will give us
m^ (z)L = b2 (8)
However, when solving the optimization problem described above, it is possible that we get
negative results due to the linear approximation. Thus we take exponential of the linear
form to approximate the unknown component m(yt 1). The conditional local log-likelihood
















The applications of these two estimation methods and the comparison between them are
given in Section 3.
3. Empirical Application
3.1 The Data, Models and Estimation Methods
We use the daily FTSE UK 100 index from 21 October 1997 to 27 February 2009 (2844
trading days). The FTSE UK 100 index comprises the 100 most highly capitalized blue
chip companies, representing approximately 81% of the UK market. We use the demeaned
return series as (yt). We demean the return series by subtracting its sample mean which
is close to zero. As the covariate (xt) in our semiparametric ARCH model, we choose the
realized kernel. To estiamte the fractionally integrated order d for realized kernel, we use
the Ox program with the maximum likelihood method. The estimation result for d is 0:399,
indicating that it is a persistent covariate.
For the empirical application of our model, we estimate the following benchmark models
and compare their within-sample and out-of-sample predictive abilities with our semipara-
metric ARCH model:
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2t = ! + y
2
t 1 + 2t 1 GARCH (1,1) model
2t = ! + (+ Nt 1)y2t 1 + 2t 1; GJR-GARCH (1,1) model
2t = m(xt 1; yt 1) Nonparametric Volatility model
2t = ! + y
2
t 1 + xt 1 ARCH-X model
2t = ! + (+ Nt 1)y2t 1 + xt 1 GJR-ARCH-X model
2t = ! + 
2
t 1 + xt 1 HEAVY-r model
where yt and xt are the demeaned stock return series and the realized kernel, respec-
tively. The rst benchmark model is the GARCH(1,1) model. The second one is a GJR-
GARCH(1,1) model with a dummy variable Nt 1, Nt 1 = 1 if yt 1 < 0;otherwise Nt 1 =
0. The third benchmark model is a two-dimensional nonparametric volatility model, which
includes the same information set as our model. Since the ARCH-X model is the parametric
counterpart of our model, we also choose the ARCH-X model and the GJR-ARCH-X model.
The last benchmark model is the HEAVY-r model of Shephard and Sheppard (2010). How-
ever, the information set for the HEAVY-r model is di¤erent from that of our model. We
should note that the information set for the HEAVY-r model also includes the lagged term
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of xt from di¤erent periods, such as xt 2, xt 3:::; x1:Thus the performance of this model is
only used for reference.
For the parametric ARCH type models, we use the quasi-maximum likelihood estima-
tion method. For the nonparametric ARCH model, we use the Nadaraya-Watson kernel
estimation method and the Gaussian kernel is used throughout the paper.
For the estimation of our model, we rst apply the local exponential method described
in Section 2. However, the problem with this method is that the estimators for the non-
parametric component, m^ (z)E (equation (6)), are very close to zero. This result shows
that there is less e¤ect from yt 1 in modeling volatility. (see gure 1). Therefore we adopt
the local maximum log-likelihood estimation method. The estimator for the nonparametric
component is now equation (9), m^
0
(z)L. Figure 2 shows the estimation result for m^ (yt 1)
using the local maximum log-likelihood estimation method. The nonparametric compo-
nent m^ (yt 1) is now more signicant compared to those obtained from local exponential
method.
For the bandwidth selection, we obtain the cross-validation bandwidth from the follow-
ing iterating procedure. Given an initial value for bandwidth h (we use the Silvermans
bandwidth as the initial value), we rst obtain the OLS estimator ^ in equation (3) and the
nonparametric estimators m^
0
(z)L in equation (9). Then we choose to minimize a weighted














y2tbm(zt) + bxt 1 + log(bm(zt) + bxt 1)

(10)
where zt is yt 1 and bm(z) is the local maximum log-likelihood estimator m^0 (z)L in equation
(9). Next, we use this hcv as a new initial bandwidth and repeat the same procedure. This
procedure is repeated until the convergence of bandwidth is reached. For our data, we need
only a few iterations for the convergence.
Besides the cross-validaiton bandwidth, we also estimated our model using the Silver-
mans bandwidth ^yn 1=5, where ^y is the sample standard deviation of (yt) : Table 1
summarizes the within-sample estimation results for our model using di¤erent bandwidths.
With the Silvermans bandwidth, the QLIKE of our model is 0:2558, which is similar to
the result obtained by the cross-validation bandwidth. Our model even gives us the similiar
value for QLIKE for the cases of 2Silvermans bandwidth and 0:5Silvermans bandwidth.
Thus we conclude that our semiparametric ARCH mode is robust to the bandwidth selec-
tion.
3.2 Evaluation Criterion
To evaluate the predictive power, we compare the QLIKE value as loss function for
di¤erent models. Patton and Sheppard (2009) show that the QLIKE loss function is robust
to the "noise" in the volatility proxy. Besides, it has the greatest power among all the












where ^2t is the estimation or forecast value from di¤erent models. 
2
t refers to the volatility
proxy which is realized kernel in our paper. To test the signicance of any di¤erence in the
QLIKE loss, we apply the Diebold-Mariano and West test. The DMW test is implemented













where dT = 1T
PT
t=1 dt and [avar(
p
T dT ) is the asymptotic variance of
p
T dT . We use a






3.3 Estimation and Forecast Evaluation Results
We estimate our model and the other benchmark volatility models described above. We
evaluate their within-sample and out-of-sample predictive abilities in this section. Table 2
displays the within-sample estimation result for di¤erent models. For the GARCH (1,1)
model, the GARCH e¤ects are close to unity (^ + ^ = 0:997); which is a typical estima-
tion result for the GARCH(1,1) model. For the GJR-GARCH(1,1) model, the signicant
coe¢ cient for the dummy variable shows that this model captures the leverage e¤ect. The
44
estimated coe¢ cients for covairate xt are all signicant for the ARCH-X model, the GJR-
ARCH-X model and the HEAVY-r model, indicating that the covariate xt plays role in
explaining volatility dynamics. However, the coe¢ cients for y2t 1 and Nt 1y2t 1 are all in-
signicant for both the ARCH-X model and the GJR-ARCH-X model, showing that they
cannot capture the dynamics in volatility. These insignicant estimated coe¢ cients cannot
satisfy the assumption of most ARCH type models. Since most ARCH type models assume
2t is a function of the past values of yt. While our semiparametric ARCH model has the
following estimation result
^2t = m(yt 1) + 1:2676xt 1
(0:0568)
Di¤erent from the estimation results for the ARCH-X model and the GJR-ARCH-X model,
the coe¢ cient for covariate xt is still signicant but with a smaller value. This indicates
that some dynamics in volatility is captured by the nonparametric ARCH component in
our model. This is the benet of using a more exible functional form of yt 1 in our model.
The estimated nonparametric part bm(yt 1) in our semiparametric model is plotted in
Figure 3. The series {yt 1} is ranged from  0:1 to 0:1 in our sample. Figure 3 displays
the mapping of the nonparametric component bm(yt 1) into the grid of values {yt 1 =
 0:1+0:002  k; k = 0; 1; 2; :::100}. For the negative stock return value, it is shown that we
obtain a larger estimator for bm(yt 1):And it is clear that the shape of bm(yt 1) is nonlinear.
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Within-sample forecast comparison
Table 3 contains the within-sample forecast evaluation result based on the QLIKE loss
function. In this case, ^2t in (11) denotes the tted values of the seven volatility models
for the entire sample period and T=2843 in (12). Our model shows the smallest QLIKE
value of 0:2573 compared to the other benchmark models with the same information set.
The two-dimensional nonparametric volatility model performs very poorly with the largest
QLIKE of 0:7192. The DMW test results show that the null hypotheses of equal loss
between our model and these ve benchmark models (GARCH(1,1), GJR-GARCH(1,1),
ARCH-X, GJR-ARCH-X and the two-dimensional nonparametric model) are all rejected at
1% signicance level.
However, it is interesting that our semiparametric ARCH model has almost the same
small QLIKE value as the HEAVY-r model, even though they have di¤erent information
sets. The QLIKE value of our model is 0:2573 while the QLIKE value of HEAVY-r model
is 0:2572. We test the null hypothesis of equal loss by the DMW test procedure, and the
test results show that the null hypothese of equal loss between our model and the HEAVY-
r model is not rejected. This means that our semiparametric ARCH model provides a
explanation of the stock return volatility as good as the HEAVY-r model in within-sample
tting.
Out-of-sample forecast comparison
We also check the possibility of over-tting, if over-tting is a serious problem, the
QLIKE value for the out-of-sample forecasts should be much larger than the QLIKEs for
the within-sample forecasts. For our model, the QLIKE value for the out-of-sample is even
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smaller than that for the within-sample, hence we conclude that the over-tting is not a
problem for our model.
We adopt the rolling window forecast procedure with moving windows of eight years
(2016 trading days). This means that we obtain one-step ahead forecasts of the models for
the period from 21 November 2005 to 27 February 2009. In the out-of-sample forecasting,
^2t in (11) now denotes one-period ahead volatility forecasts at time t-1 and T = 827 in
(12). For our model, we use the cross validation bandwidth chosen in the within-sample
case. Table 4 reports QLIKEs of the seven models and the DMW test statistics.
For the ranking of QLIKEs values in the out-of-sample case, our semiparametric ARCH
model has the smallest QLIKE of 0:2361 while the range of QLIKE values for the other
parametric benchmark models is between 0:2476 and 0:3603. The nonparametric volatility
model still has a poor performance with the largest QLIKE of 0:7383. According to the
DMW test result, the null hypotheses of equal loss is rejected for most benchmark models,
except for the GJR-GARCH (1,1) model and the HEAVY-r model.
4. Conclusion
In this paper we propose a new semiparametric ARCH model. This model apply the
GARCH-X type structure in the semiparametric framework with a long memory covariate.
Hence, our model can generate the long memory property in return volatility. For the daily
FTSE UK 100 index for the period from 21 October 1997 to 27 February 2009 (2844 trading
days), we evaluate the within-sample tting and the out-of-sample forecast performance of
the model. We use the daily realized kernel as the covariate in our model. For both the
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within-sample and out-of-sample, our model provides a better explanation of the dynamics
in volatility compared to the other benchmark models.
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Figure 1. Estimation result for the nonparametric ARCH component m(yt 1) using
the local exponential method, from the period of 21 Oct 1997 to 27 Feb 2009, y2t   bxt 1 is
plotted using dotted line and the estimator for m(yt 1) is plotted using solid line (they are
all very close to zero).






Figure 2. Estimation result for the nonparametric ARCH component m(yt 1) using
the local log-likelihood method, from the period of 21 Oct 1997 to 27 Feb 2009, y2t   bxt 1
is plotted using dotted line and the estimator for m(yt 1) is plotted using solid line.
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Figure 3: plot for yt 1 and bm(yt 1)
Table 1: bandwidth selection
semi ARCH bandwidth QLIKE b
silverman0s bandwidth 0:0027 0:2558 1:2676
cross  validation bandwidth 0:0132 0:2573 1:1867
0:5  silverman0s bandwidth 0:0014 0:2566 1:3220
2  silverman0s bandwidth 0:0054 0:2621 1:2289
Note: 1. The rst column is the bandwidth value choosing from di¤erent methods. 2. QLIKE is the
value of QLIKE loss function for our model using di¤erent bandwidths for the daily FTSE UK 100 index (21
October 1997 to 27 February 2009). 3. b is the estimated coe¢ cient for the covariate in our model using
di¤erent bandwidths.
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Table 2: Within-sample estimation result for parametric models
(1997.10.21-2009.02.27)
   
GARCH (1,1) ! + y2t 1 + 2t 1 0:105 0:892
GJR-GARCH (1,1) ! + (+ Nt 1)y2t 1 + 2t 1 0:011 0:917 0:126
ARCH-X ! + y2t 1 + xt 1 0:020 1:727
GJR-ARCH-X ! + (+ Nt 1)y2t 1 + xt 1 0:000 0:000 1:740
HEAVY-r ! + 2t 1 + xt 1 0:667 0:557
Note: * and ** signify the signicance of coe¢ cient for 5% and 1% respectively.
Table 3: Comparison of within-sample predictive power for the stock return volatility
(1997.10.21-2009.02.27)
QLIKE DMW
GARCH(1; 1) 0:2943 3:5201
GJR GARCH 0:2785 2:0067
semi ARCH 0:2573
m(xt 1; yt 1) 0:7192 13:3806
ARCH + xt 1 0:2920 5:6119
GJR ARCH + xt 1 0:2875 6:1278
HEAV Y   r 0:2572  0:0157
Note: The QLIKE loss is dened in (11) and the DMW test statistic is dened in (12). * and ** signify
rejecting the null hypothesis of equal loss for 5% and 1% tests, respectively.
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Table 4: Comparison of outof-sample predictive power for the stock return volatility
(2005.11.21-2009.02.27)
QLIKE DMW
GARCH(1; 1) 0:2814 2:4843
GJR GARCH 0:2476 0:6075
semi ARCH 0:2361
m(xt 1; yt 1) 0:7383 6:0394
ARCH + xt 1 0:3603 1:8627
GJR ARCH + xt 1 0:3002 5:2603
HEAV Y   r 0:2597 1:5425
Note: The QLIKE loss is dened in (11) and the DMW test statistic is dened in (12). * and ** signify
rejecting the null hypothesis of equal loss for 5% and 1% tests, respectively.
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Chapter 3
Multi-step Forecasting of Realized Volatility Measure
1. Introduction
Accurate volatility forecast in asset return series has been one of the most important is-
sues in nancial econometrics. Since Engle (1982) introduced the ARCH model for volatility
modeling, there has been a large number of research investigating the dynamic features of
return volatility. The GARCH model is the most popular model applied widely in empirical
works. However, it is well known that the GARCH model is inadequate to capture some
stylized facts of nancial time series, such as the persistence observed in return volatil-
ity. The autocorrelation of squared series of the GARCH process decays exponentially and
converges to zero very quickly. The failure of the GARCH type structure in producing styl-
ized features of nancial time series has inspired the development of alternative volatility
specications. However, most of them use the daily return (typically squared returns) as
information set for volatility forecasting. As a low-frequency information set, the squared
return is a biased estimator to the current level of volatility.
Since the high-frequency nancial data are widely available recently, there is a rapid
growth in the development of realized volatility measures. Realized measures are con-
structed using high-frequency data, thus they provide more e¢ cient information about the
current level of volatility compared to daily squared returns. Andersen, Bollerslev, Diebold,
and Labys (2001) showed that realized volatility is an unbiased estimator of return volatility
under some conditions. Barndor¤-Nielsen and Shephard (2004) suggested bi-power varia-
tion as a robust volatility measure in the presence of infrequent jumps. Barndor¤-Nielsen
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et al. (2008) introduced realized kernel estimator, which is robust to some microstructure
noise. Given that realized measures are unbiased estimators of return volatility, the latent
volatility process can now be considered as observable variable. This makes it reasonable
and natural to model realized measures as the volatility proxy directly.
Some literature has been developed concerning modeling realized measures directly.
Corsi (2009) introduced the Heterogeneous Autoregressive model of realized volatility (HAR-
RV model) to forecast the daily realized volatility. This HAR-RV model aggregates volatil-
ities realized over di¤erent time horizons and is able to generate the long memory property.
Hillebrand and Medeiros (2009) extended the HAR-RV model by including dummy variables
for weekdays and macroeconomic announcements. McAleer and Medeiros (2010) provided
a nonlinear HAR model based on neural networks. Recently Shephard and Sheppard
(2010) proposed HEAVY models (High frEquency bAsed VolitilitY models) to forecast re-
alized measure directly in the GARCH-X framework. The HEAVY models possess of the
property of mean reversion and momentum. Moreover, the predictive performance of the
HEAVY system is shown to exceed the traditional GARCH volatility model, especially for
the multi-step ahead forecasts.
The contribution of this paper is that we focus on the prediction of realized measures,
especially the multi-step ahead forecasting. Di¤erent from the nonparametric and semi-
parametric volatility models, instead of modeling the latent volatility, we are modeling the
realized measures directly in this paper. Note that the specication structure for realized
measure in the HEAVY system only corporates short-term component. Thus the HEAVY
models cannot produce the long memory property. Hence, to overcome this weakness, we in-
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troduce the long-term dynamic component in HAR-RV model to the framework of HEAVY
models. We apply our model to the "OMIs realized measure library" and investigate both
the within-sample and out-of-sample predictive power of our model. Compared to the other
benchmark models, our model is preferred according to the comparison result. This is not
surprising due to the inclusion of the long-term dynamic component.
The paper is organized as follows. Section 2 introduces our new model as an extension
to HEAVY models. We mainly focus on improving the predictive performance of the linear
HEAVY system by incorporating di¤erent frequency components. In Section 3 we t our
model to the data in "OMIs realized measure library" and make comparisons between our
model and the other benchmark models. Section 4 draws some conclusions.
2. Models
We denote the daily asset return series by frtg ; t = 1; : : : n: Suppose that the daily
return ri;t is M equally spaced (rt =
PM









Andersen et al. (2001) showed that this realized volatility converges to the latent volatil-
ity as the sampling frequency increases. This property of realized volatility makes it an
unbiased proxy to return volatility. Corsi (2009) considered volatilities realized over di¤er-
ent time horizons in his additive Heterogeneous Autoregressive model of realized volatility
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Corsi showed that this HAR-RV model performs similarly to the ARFIMA model, but with
a simple AR-type structure. The medium-term weekly realized volatility RV (w)t and the
long-term monthly realized volatility RV (m)t have important e¤ects in reproducing the long
memory property.
Shephard and Sheppard (2010) studied a system of models using another realized mea-
sure, the realized kernel. This system consists of two equations and is applied to predict
conditional volatility and realized kernel at the same time. Their linear "HEAVY" (High
frEquency bAsed VolatilitY) models can be written as
V ar(rt j FHFt 1 ) = ht = !H r+H rRMt 1+H rht 1; !H r; H r  0; H r 2 [0; 1] (2)
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E(RMt j FHFt 1 ) = t = !H RM + H RMRMt 1 + H RMt 1 (3)
!H RM ; H RM ; H RM  0; H RM + H RM 2 [0; 1]
where RMt is realized kernel and FHFt 1 is the high frequency dataset for rt and RMt.
Equation (2) is called "HEAVY-r" model and is used for modeling return volatility. Equa-
tion (3) is the "HEAVY-RM" model for realized measure forecasting. In this study the
HEAVY-RM model is employed because we are forecasting realized measures. Shephard
and Sheppard (2010) indicated that the HEAVY system performs better than traditional
GARCH model in multi-step ahead forecasting because of the dynamics in the HEAVY-RM
model. However, the HEAVY models only include information from short-term daily real-
ized measures. Hence, they suggested that one can try to replace the short-term dynamic
with a long-term component, in which case the HAR-RV could be a appropriate choice. Fol-
lowing this idea, we introduce our model by allowing for a long-term dynamic component
in the HEAVY-RM model
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refer to weekly realized kernel and monthly realized kernel respectively. This structure
can be called "HEAVY-HAR" model. With more information from di¤erent frequency
components, we hope this model could produce a better prediction of realized measure than
HEAVY-RM model.
3. Empirical Analysis
3.1 Data, Models and Estimation Methods
We use the database Oxford-Man Institutes realized library version 0.1 which has
been produced by Heber et al. (2009). Shephard and Sheppard (2010) considered the same
database in their study of the HEAVY models. It consists of 34 di¤erent assets.1
For the realized measure, we use the realized kernel introduced by Barndor¤-Nielsen
et al. (2008) because it has some robustness to the e¤ect of market microstructure. The













1Shephard and Sheppard (2010) provided a detailed statistics summary of this database.
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where K(:) is the Parzen kernel function and rj;t is the jth high frequency return on the
tth day. For other details such as the bandwidth choice of H, we refer to Barndor¤-Nielson
et al. (2009)
To estimate our model we use the standard quasi maximum likelihood estimation method.



































For performance evaluation, we compare realized measure forecasts from our model with
other benchmark models. We choose the following models as our benchmark models
















t 1 + ut (7)
E(RM
(d)
t j FHFt 1 ) = t = !H RM + H RMRM (d)t 1 + H RMt 1 (8)
The rst benchmark model is the ARFIMA model, where (L) is the AR polynomial
of the model and (L) is the MA polynomial. Traditionally, the ARFIMA model has been
employed to capture the long-memory in realized measure. Thus we choose the ARFIMA
model for comparison with our approximate long memory model. In this paper, the esti-
mation and forecast of the ARFIMA model are carried out with the Ox program, which
applies the maximum likelihood estimation method. The second model is the HAR-RV
model. It is estimated using standard OLS regression following Corsi (2009). The last
one is the HEAVY-RM model, following Shephard and Sheppard (2010), we estimate the
HEAVY-RM model with quasi maximum likelihood estimation method.
3.2 Out-of-sample Forecasting Methodology
For the out-of-sample realized kernel forecasting, we adopt the rolling window forecast
procedure with moving windows of four years (1008 trading days). We conduct both it-
erated and direct forecasting and obtain both the one-step ahead forecast and multi-step
ahead forecasts (N=10 and N=22) for all the models except the ARFIMA model. For
ARFIMA model we only conduct the iterative forecast procedure since the direct forecast-
ing for ARFIMA is very complicated. Let E(RMT+h j FHFT ) = bT+h be the h-step ahead
(pointwise) forecast, and the N -step ahead cumulative forecast is dened as
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E(RMT+1 +RMT+2 +   +RMT+N j FHFT ) =
NP
h=1
bT+h; N = 10; 22
where T is the last day of the moving window and FHFT contains all available information
at time T .
3.2.1 Iterated Forecasting
For our HEAVY-HAR model (4) and the other three benchmark models, the multi-step
ahead forecasting follows the general iterated multiperiod forecast procedure. For example,
for the HEAVY-HAR model, following equation (5), the model is rst estimated using data
through period T to get the one-step ahead forecast. Then the model is used to make a
forecast for T + 2 period given the data through time T and the forecast value for period
T +1. Thus the one-step ahead forecast is used as an intermediate step to make the 2-step
ahead forecast. This process repeats until the forecast is made for the desired forecast
horizon h.
3.2.2 Direct Forecasting
Di¤erent from the above iterated forecasting, direct forecasting is carried out using a
specic regression without iterating. The dependent variable in this single regression is the
multi-step ahead variable to be forecasted and the regressors are the predictor variables.
At di¤erent forecast horizon, the parameters are chosen with di¤erent dependent variables
and regressors. Thus, the parameters in direct forecasting is changing as forecast horizon
changes.
For our HEAVY-HAR model, to obtain the direct multi-step ahead forecast T+hjT , we
need to maximize the following log-likelihood function of the entire sample through time T
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'H RM = (!H RM ; H RM ; H RM )
0
3.3 Evaluation Criterion
To evaluate the predictive power, we use the QLIKE value as loss function for di¤erent
models. Patton and Sheppard (2009) show that the QLIKE loss function is robust to the
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noise in the volatility proxy. Moreover, it has the greatest power among all the robust loss
functions. The QLIKE loss function is dened as
L(dRM t; RMt) = RMtdRM t   log RMtdRM t   1 (9)
where dRM t is the estimation or forecast value from each model, RMt refers to the volatility
proxy which is realized kernel in this paper. Then we calculate the di¤erence of the QLIKE
value between our HEAVY-HAR model and the other benchmark models as dt
dt = L(dRM t;H HAR; RMt)  L(dRM t;benchmark; RMt)
If dt is negative, it indicates that our model outperforms the model compared since it has
a smaller QLIKE value. To test the signicance of any di¤erence in the QLIKE loss, we
apply the Diebold-Mariano and West (DMW) test. The DMW test is implemented using a








where dT = 1T
PT
t=1 dt and [avar(
p
TdT ) is the asymptotic variance of
p
TdT . We use a






3.3.1 Estimation and Forecast Evaluation Results
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Table 1 reports the estimation results of the ARFIMA, HAR-RV, and HEAVY-HAR
models using full sample period. We estimate an ARFIMA(p; d; q), p; q = 0; 1; 2 for all assets
and choose the best model based on the AIC. All coe¢ cients of considered ARFIMA models
are signicant. The fractional di¤erence parameter, d, is less than 0.5 for all assets which
implies that the realized measure of each asset is stationary. For the HEAVY-HAR model,
the parameter H HAR , which makes the di¤erence between our HEAVY-HAR and the
HAR-RV model, typically ranges from 0:1 to 0:3 through all assets except that ve of them
are below 0:1. Moreover, for more than half the series H HAR is statistically signicant.
Typically, the parameter (d)H HAR is in the region of 0:35 to 0:45: The parameters 
(w)
H HAR





statistically signicant for all asset return series. For the parameter (w)H HAR, there is one
exception (MSCI South Korea), and all the rest are all signicant.
The similar pattern of this is also found in the results of the HARRV model. As Corsi
(2009) pointed out, the importance of the market component could decrease as the horizon
of the aggregation increases. However, we estimate insignicant coe¢ cients of the long-
term (monthly) component for the HAR-RV model from ten series, while there are four
insignicant coe¢ cients for medium-term (weekly) term and two cases for daily term. The
Ljung-Box Q test scores based on the residuals are signicant for six series. Our estimation
results of the HEAVY-RM models for all series are very similar to those of Shephard and
Sheppard (2010), and the persistence parameter, H RM + H RM , is close to one.
Within-sample forecast comparison
The statistic of the DMW test based on the di¤erence in QLIKE loss function from
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di¤erent models is shown in Table 2. As we mentioned in section 3.3, the negative DMW
test statistic indicates a preference for our HEAVY-HAR model. According to the result
of the DMW test statistic, it is clear that our HEAVY-HAR model outperforms the other
three benchmark models through all series. Compared to the HAR-RV model, we reject the
null hypotheses of equal loss between our model and the HAR-RV model for all series except
for one asset, MSCI Brazil. Since the HEAVY-RM model is a short memory model, it is not
surprising that the HEAVY-HAR model which is a simple approximate long memory model
outperforms the HEAVY-RM model signicantly across all series except for one asset, MSCI
Australia. In particular, the HEAVY-HAR model has superior within-sample performance
than the ARFIMA model for 28 series out of the total 34 series. We conclude that our
HEAVY-HAR model dominates the other three benchmark models in within-sample tting.
Out-of-sample forecast comparison
For the out-ofsample forecasts, all estimations are conducted with a moving window
for four years (1008 trading days) and volatility forecasts are produced for 1 through 22
steps ahead. We conduct both cumulative and pointwise comparisons. Table 3 reports
the statistic of the DMW test based on the QLIKE loss function between our model and
the other benchmark models using the iterated forecasts. Recall that the negative DMW
statistic indicates a preference for the HEAVY-HAR model.
In general, the HEAVY-HAR model outperforms the other benchmark models through
all series from one-step ahead to the multi-step ahead (10 and 22) forecasts in both point-
wise and cumulative comparisons. In detail, the HEAVY-HAR model is performed well
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compared to the HAR-RV model and the HEAVY-RM model as the time horizon increases
in most cases. For the comparison with the ARFIMA model, the performance of our model
is typically better for the one-step ahead forecast. As the time horizon increases, our model
still performs better than ARFIMA model for most series. The HEAVY-HAR model usu-
ally produces smaller QLIKE value than that of the ARFIMA model, but many of these
di¤erences are statistically insignicant. Since the long memory becomes important for
the long time horizon, it is not surprising that the ARFIMA model is performed well for
multi-step forecasts. But this also implies that the HEAVY-HAR model is performed well
at the long time horizon. For the exchange rate series, the comparison result is still mixed
and it is di¢ cult to nd the signicant DMW test scores between models in both pointwise
and cumulative cases.
The comparison results of direct forecasting are presented in Table 4. Note that the
comparison result for the ARFIMA model is not included in Table 4. This is because
applying the direct forecasting procedure to the ARFIMA model is very complicated. We
found the similar patterns revealed in the iterative forecasts comparison. It is clear that
the HEAVY-HAR model has better out-of-sample performance than the HAR-RV and the
HEAVY-RM models in both pointwise and cumulative cases. In particular, the HEAVY-
HAR model outperforms the HAR-RV model through all series for the pointwise case. The
same result is found for the cumulative case except for two series. It conrms that the
importance of the parameter, H HAR becomes manifest.
Additionally, we also compare the MSE losses from di¤erent models for out-of-sample
forecasting. Table 5 shows the MSE losses of di¤erent models for all series using the direct
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forecasting method. Since most DMW test statistics of the di¤erences between our model
and other models are insignicant, instead of the statistic of the DMW test, we only report
the MSE value in Table 5. The insignicant statistic implies that the MSE loss function
is less powerful compared to the QLIKE loss function. For one-step ahead forecasts, the
HEAVY-HAR model has the smallest MSE loss for most series. Even for the multi-step fore-
casts, the HEAVY-HAR model is preferred by smaller MSE losses for most series, especially
the cumulative case.
4. Conclusion
In this paper we focus on the forecast of realized volatility measures, especially the
multi-step forecasting. We investigate a new model which introduces additional dynamic
long-term component to the framework of HEAVY-RM model. For the data in the "OMIs
realized measure library", we evaluate the within-sample tting and the out-of-sample fore-
casting performance of this new model. We show that our model provides a better explana-
tion of the realized volatility measure for both within-sample and out-of-sample forecasting.
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Table 1(Part 1:Estimation results for benchmark models):
Asset ARFIMA HAR-RV







Dow Jones Industrials  :686 :480 :527 :180 :587 :137 :664
CAC 40  :775 :409 :800 :104 :349 :357 :185 :115
FTSE 100  1:236  :602 :423 1:224 :691 :337 :353 :200 :033
Spanish IBEX  1:194  :482 :396 1:250 :613 :357 :320 :211 :253
Nasdaq 100  :620 :362 :668 :120 :333 :287 :277 :383
Italian MIBTEL  :892 :399 :947 :122 :355 :362 :164 :241
S&P 400 Midcap  :680 :458 :712 :218 :316 :512 :117 :106
S&P 500  :651 :440 :614 :099 :280 :457 :180 :289
Nikkei 250 :345 :405  :341 :121 :411 :251 :211 :003
Russell 3000  :671 :442 :625 :108 :247 :524 :142 :430
Russell 1000  :672 :441 :626 :103 :250 :516 :146 :437
Russell 2000  :683 :437 :641 :136 :235 :546 :146 :180
Milan MIB 30  1:142  :423 :417 1:095 :461 :266 :446 :160 :106
German DAX :073 :924 :422  :110  :890 :341 :276 :266 :331
S&P TSE  :889  :097 :496 :900 :377 :452 :092 :556
MSCI Australia  1:389  :677 :449 1:399 :614 :329 :363 :248 :750
MSCI Belgium :377 :117 :426 :196 :279 :658
MSCI Brazil :476 :364 :422 :134 :484
MSCI Canada :392  :902 :497  :483 :900 :276 :606 :035 :286
MSCI Switzerland  :798 :065 :443 :803 :365 :383 :148 :316
MSCI Germany  :643  :804 :405 :735 :872 :406 :256 :239 :325
MSCI Spain  :852 :369 :963 :178 :378 :300 :217 :486
MSCI France  :822 :398 :872 :126 :371 :313 :205 :133
MSCI UK  :813 :455 :722 :314 :361 :217 :043
MSCI Italy  :887 :417 :908 :090 :348 :361 :182 :148
MSCI Japan :494 :539 :141 :224 :066
MSCI South Korea :408 :401  :431 :175 :339 :421 :118 :061
MSCI Mexico  :647 :456 :581 :238 :240 :566 :076 :043
MSCI Netherlands :459 :401 :346 :157 :713
MSCI World  :821 :487 :682 :237 :504 :172 :281
USD/British Pound :984 :457  :884  :073 :565 :161 :244 :034
USD/Euro :989 :211  :837  :105 :321 :191 :418 :618
USD/Swiss Franc :996 :363  :987 :355 :225 :334 :621
USD/Japanese Yen :507 :358  :362 :497 :094 :309 :009
Note: 1.For both the ARFIMA model and the HAR-RV model, we use the Newey-West HAC consistent covariance.
2. For the ARFIMA model, all the coe¢ cients are signicant. While for the HAR-RV model, * and ** signify the
signicance of coe¢ cient for 10% and 5% respectively.
3.For HAR-RV model, P is the p-value of AR(1) Ljung-Box statistics for the residuals.
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Dow Jones Industrials :449 :257 :119 :136
CAC 40 :400 :293 :142 :143
FTSE 100 :433 :346 :157 :045
Spanish IBEX :421 :278 :140 :149
Nasdaq 100 :460 :251 :154 :114
Italian MIBTEL :440 :200 :115 :228
S&P 400 Midcap :419 :208 :139 :224
S&P 500 :455 :238 :132 :149
Nikkei 250 :364 :188 :198 :232
Russell 3000 :450 :234 :144 :137
Russell 1000 :451 :234 :145 :138
Russell 2000 :423 :199 :162 :230
Milan MIB 30 :445 :190 :124 :237
German DAX :456 :339 :112 :076
S&P TSE :373 :365 :127 :123
MSCI Australia :331 :304 :155 :195
MSCI Belgium :370 :298 :166 :172
MSCI Brazil :452 :307 :134 :050
MSCI Canada :335 :443 :133 :058
MSCI Switzerland :437 :307 :077 :134
MSCI Germany :400 :320 :148 :108
MSCI Spain :352 :336 :183 :102
MSCI France :389 :322 :152 :113
MSCI UK :406 :360 :130 :087
MSCI Italy :451 :203 :151 :175
MSCI Japan :479 :187 :205 :124
MSCI South Korea :440 :086 :117 :349
MSCI Mexico :346 :321 :149 :154
MSCI Netherlands :387 :368 :109 :119
MSCI World :265 :437 :112 :156
USD/British Pound :303 :268 :217 :168
USD/Euro :278 :212 :290 :196
USD/Swiss Franc :222 :272 :292 :165
USD/Japanese Yen :388 :183 :216 :131
Note: 1.We use the Newey-West HAC consistent covariance for the model estimation.
2. * and ** signify the signicance of coe¢ cient for 10% and 5% respectively.
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Table 2: DMW statistic based on QLIKE for within-sample forecasts
Within-sample
Asset ARFIMA HAR-RV HEAVY-RM
Dow Jones Industrials  3:427  4:193  2:723
CAC 40  3:288  3:248  3:264
FTSE 100  3:400  2:606  3:813
Spanish IBEX  5:728  3:778  3:181
Nasdaq 100  5:231  6:811  3:052
Italian MIBTEL  1:392  3:387  2:320
S&P 400 Midcap  2:162  4:492  14:144
S&P 500  2:776  4:664  2:972
Nikkei 250  2:475  2:540  3:145
Russell 3000  2:772  5:283  2:996
Russell 1000  2:857  5:237  3:039
Russell 2000  3:577  6:300  2:189
Milan MIB 30  2:134  4:682  2:850
German DAX  3:206  5:992  3:101
S&P TSE  3:622  4:379  2:537
MSCI Australia  2:328  2:626  1:547
MSCI Belgium  5:410  5:413  2:129
MSCI Brazil  0:706  1:478  2:679
MSCI Canada  3:382  4:168  2:142
MSCI Switzerland  2:075  2:353  2:210
MSCI Germany  4:925  4:259  2:859
MSCI Spain  1:302  2:333  2:993
MSCI France  4:046  3:269  2:879
MSCI UK  2:319  3:071  2:704
MSCI Italy  2:927  3:540  3:147
MSCI Japan  0:013  2:459  4:344
MSCI South Korea  2:711  3:898  3:195
MSCI Mexico  3:227  4:443  2:169
MSCI Netherlands  2:980  4:105  2:544
MSCI World  2:594  4:424  1:912
USD/British Pound  4:282  4:647  3:080
USD/Euro  0:178  2:041  2:938
USD/Swiss Franc  1:668  2:533  2:903
USD/Japanese Yen  0:786  1:977  3:640


























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Appendix for Chapter 1
Throughout the paper, we let 2t = m(xt 1); where (xt) is adapted to (Ft). Instead,
in the following proof, we let 2t = m(xt); where (xt) is adapted to (Ft 1). This is for
notational convenience.
Proof of Theorem 1
The proof follows the same structure as the proof of Theorem 3.1 in Wang and Phillips
(2009a, henceforth WP). We let dn =
p
n and xt;n = xt=
p
n: As explained in Section 3,
Assumptions 3.4 and 3.5 in WP are simply veried for our case because dn =
p
n and
(xt) is integrated or near-integrated. Note that the term A denote constants that may be
di¤erent at each appearance. We rst prove (8). The consistency result (6) will then follow












Kh (xt   x)Pn
t=1Kh (xt   x)
+
Pn
t=1 [m(xt) m(x)]Kh (xt   x)Pn
t=1Kh (xt   x)
: (11)















K (s) ds; (12)
for any   1 and h satisfying h ! 0 and nh=dn ! 1: Recall that a continuous Gaussian
process G and its local time LG in WP are the Ornstein-Uhlenbeck process Vc and its local
time Lc in our case. Since the result (12) implies that, for any an diverging to innity as
slowly as required, 1=
Pn


















[m(xt) m(x)]Kh (xt   x) = Op (nh=dn) : (14)
We need to prove only (13) because (14) is already proven in WP.























































































Since xt;n satises Assumption 2.3 in WP, xt;n=dt;0;n has a density ht;0;n following the
80














































































by Assumption 3.2. Since m () is positive, m(hy+x)  m(x)+hm1(y; x): The fourth line
follows from this. This completes the proof of (8).




































































































by (11) and (15).
As in WP, (dnh=n)


















for any h satisfying nh=dn ! 1 and nh1+2=dn ! 0; as in WP. (16) corresponds to the
equation (5.21) in WP. They assume that (xt) is independent of the error term (ut) so that
utZnt becomes a martingale di¤erence sequence. However, note that we do not require the






martingale di¤erence sequence because (xt) is adapted to (Ft 1) and, therefore, (16) holds.
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