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Resumo
Este trabalho analisa as depend^encias de controle em arquiteturas Super
Escalares. Neste contexto, este trabalho avalia as limitac~oes fundamentais do
desempenho de processadores pipeline e superescalares dando ^enfase as de-
pend^encias de controle. Por este motivo, as principais tecnicas empregadas
na reduc~ao do custo de desvios s~ao discutidas e os resultados esperados, as-
sim como os problemas envolvidos em cada uma das tecnicas, s~ao analisados.
Por m, apresentamos sugestoes e tendencias na arquitetura de processadores
paralelos a nvel de instruc~ao.
Abstract
This work analizes the superscalar processors control dependency. In this
context, this work analizes the fundamental limitations in the performance of
pipelined and superscalar processors foccusing the control dependency. Thus,
the basic schemes used to reduce the branch penalties are discussed and the
expected results and problems are analized. Finally, suggestions and trends in
the instruction-level parallel processors architecture are discussed.
1 Introduc~ao
O paralelismo a nvel de instruc~ao (Instruction-Level Parallelism - ILP) e o meca-
nismo adotado por varios processadores da atualidade para alcancar nveis mais altos
de desempenho. O uso de tecnicas de pipeline e um exemplo tpico desta tend^encia.
Com os avancos na tecnologia de integrac~ao e com a necessidade de maior de-
sempenho, requerido por aplicac~oes cada vez mais complexas, processadores com
varias unidades funcionais t^em sido construdos. Recentemente, algumas arquitetu-
ras pipeline capazes de despachar multiplas instruc~oes foram projetadas e lancadas
no mercado [CHA 94].
Em arquiteturas pipeline escalares, a execuc~ao de uma instruc~ao por ciclo e um
limite ou patamar, portanto, tecnicas alternativas ou adicionais precisam ser explo-
radas para melhorar o desempenho [WAL 93].
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Nos ultimos anos, houve um crescente interesse no projeto de processadores ba-
seados na noc~ao de paralelismo a nvel de instruc~ao (ILP), ou paralelismo de baixo
nvel. Existem diferentes formas de explorac~ao do ILP. Uma alternativa usa escalona-
mento em tempo de execuc~ao para avaliar as depend^encias entre as instruc~oes e para
executa-las concorrentemente. Um processador baseado nesta tecnica e chamado su-
perescalar. Outra forma, comumentemente conhecida como Very Large Instruction
Word - VLIW e estritamente baseada na analise em tempo de compilac~ao para a
extrac~ao do paralelismo.
Arquiteturas superescalares e arquiteturas VLIW aumentam o desempenho do
processador atraves da reduc~ao do numero de ciclos por instruc~ao (CPI). Estas arqui-
teturas exploram o paralelismo a nvel de instruc~ao atraves do despacho de multiplas
instruc~oes por ciclo. Processadores VLIW requerem sosticados compiladores para
extrair o paralelismo a nvel de instruc~ao, antes da execuc~ao, o que resulta em ex-
pans~ao de codigo. Arquiteturas superescalares, utilizam escalonamento din^amico
para extrair o paralelismo em tempo de execuc~ao, em contraste ao escalonamento
estatico. Esta vantagem, entretanto, e acompanhada de um aumento signicante da
complexidade do hardware subjacente.
Um pipeline de instruc~ao de n estagios executa n instruc~oes simultaneamente.
Desta forma, um processador pipeline teoricamente possibilita um aumento de per-
formance diretamente proporcional ao numero de estagios se comparado a um pro-
cessador convencional. No entanto, este desempenho e raramente alcancado devido
a presenca de problemas resultantes das depend^encias entre instruc~oes no pipeline, e
que s~ao expostas por sua execuc~ao paralela. Tr^es tipos de problemas podem limitar
o desempenho em um pipeline de instruc~ao: conito de recursos, depend^encia de
dados e depend^encia de controle
Conito de recursos resultam de processadores que possuem um numero insu-
ciente de recursos disponveis, enquanto depend^encias de dados resultam de de-
pend^encias entre resultados e operandos de instruc~oes separadas. Depend^encias de
controle resultam de transfer^encias no uxo de controle causadas por instruc~oes de
desvio no uxo de instruc~oes.
Conito de recursos podem ser removidos atraves do acrescimo do numero de
unidades funcionais ou por particionar unidades funcionais existentes em diversos
estagios (pipelining). Depend^encias de dados s~ao prontamente eliminadas atraves de
esquemas como renomeac~ao de registradores ou atraves do escalonamento destas ins-
truc~oes. O escalonamento consiste em reordenar as instruc~oes, de forma a antecipar
a execuc~ao de instruc~oes independentes enquanto instruc~oes com depend^encias n~ao
podem ser executadas.
As tecnicas desenvolvidas para tratar as depend^encias de controle procuram re-
duzir o custo de execuc~ao das instruc~oes de desvio. O custo de uma instruc~ao de
desvio e a soma de duas componentes: a primeira e o tempo necessario para que o
resultado do desvio seja determinado; a segunda, e o tempo para que a instruc~ao
alvo do desvio seja acessada.
As atuais arquiteturas paralelas de processadores apresentam duas deci^encias.
Primeiro, o modelo de execuc~ao de instruc~oes adotado limita a disponibilidade de
instruc~oes independentes que podem ser executadas em paralelo. Segundo, os me-
canismos de tratamento das depend^encias entre instruc~oes ainda n~ao s~ao capazes de
anular totalmente o custo destas depend^encias. Isto e particularmente crtico nos
mecanismos dedicados ao tratamento das depend^encias de controle.
Neste trabalho, estudamos os tipos de instruc~oes de desvio e o efeito que causam
no desempenho de processadores superescalares. Tecnicas basicas empregadas na
reduc~ao do custo de desvios s~ao discutidas e os resultados esperados s~ao analisados.
2 Limitac~oes Fundamentais em Arquiteturas Su-
per Escalares
Processadores superescalares s~ao conceitualmente simples, mas existe muito mais do
que alargar o pipeline de um processador pata obter mais performance. O simples
fato de se alargar o pipeline permite que mais de uma instruc~ao seja executada por
ciclo, mas n~ao existe garantia de que qualquer sequ^encia de instruc~oes possa tirar
proveito desta capacidade [JOH 91]. As instruc~oes n~ao s~ao independentes umas das
outras, porem est~ao interrelacionadas. Estas interrelac~oes impossibilitam o algumas
instruc~oes de ocuparem os mesmos estagio no pipeline.
Uma sequ^encia de instruc~oes pode possuir tr^es caractersticas que limitam o de-
sempenho de um processador superescalar:
 Conito de Recursos;
 Depend^encias de Dados, e;
 Depend^encias de Controle ou Procedurais.
2.1 Depend^encias de Controle
Uma depend^encia de controle existe de um comando Ci para Cj se o comando Cj
deve ser executado somente se o comando Ci produzir certo valor. Este tipo de
depend^encia ocorre, por exemplo, quando o comando Ci e um comando condicional
e Cj e executado somente se a condic~ao avaliada por Ci for verdadeira.
Um dos maiores problemas no projeto de pipelines e garantir o uxo contnuo de
instruc~oes atraves do pipeline permitindo desta forma aproximac~ao ao desempenho
maximo teorico. O uxo de instruc~oes pode ser interrompido por dois motivos.
Primeiro, o tempo de acesso a memoria para buscar uma instruc~ao e t~ao longo que
uma requisic~ao, feita pelo estagio de busca, por outra instruc~ao, n~ao sera satisfeita
no tempo de estagio do pipeline. Segundo, a troca no uxo esperado de instruc~oes,
devido a um desvio por exemplo, faz com que parte do conteudo do pipeline seja
descartado, e o pipeline seja recarregado.
Nas sec~oes anteriores apresentamos caractersticas de dois fatores que limitam a
performance de um pipeline. Conitos de recurso s~ao limitac~oes fsicas da arquitetura
e podem ser solucionados atraves do re-balanceamento da arquitetura. Depend^encias
de dados ocorrem quando ha conito entre operandos ou resultados de dois ou mais
comandos em um programa e, podem ser resolvidos atraves do escalonamento de
instruc~oes.
Nesta sec~ao apresentamos as caractersticas de desvios que causam depend^encias
de controle em programas de aplicac~ao e salientamos os problemas envolvidos que
causam penalidades no desempenho de processadores pipeline.
2.1.1 Tipos de Desvios
Segundo [LIL 88] os tr^es tipos basicos de desvios em processadores tradicionais s~ao:
incondicional, condicional e controle de loops (controle de loops s~ao talvez um caso
especial de desvios condicionais otimizados pela regularidade das estruturas de loop).
Um desvio incondicional sempre altera o uxo de controle do programa. O en-
dereco alvo faz parte da propria instruc~ao e e conhecido durante a compilac~ao ou
durante a carga do programa. Consequentemente, o processador pode tratar um
desvio incondicional como um uxo sequencial de programa, exceto que o contador
de programa (PC) e carregado com um novo endereco ao inves de ser simplesmente
incrementado. Desvios incondicionais "saltam" atraves de blocos de dados, para o
incio de programas, para subrotinas, etc.
Em um desvio condicional o processador deve fazer algumas avaliac~oes antes de
poder determinar o caminho de execuc~ao correto. A decis~ao normalmente deriva de
um codigo de condic~ao (como um teste binario sobre o resultado da ultima operac~ao)
e resulta na selec~ao ou da instruc~ao que esta no endereco destino ou na proxima
instruc~ao sequencial. O endereco alvo tipicamente e conhecido durante o tempo de
compilac~ao. Um exemplo de desvio condicional e o construtor if-then.
A Figura 1, mostra um exemplo tpico de desvio condicional, onde:
 i -1 e o comando de desvio condicional;
 i e a instruc~ao adjacente;
 j e a instruc~ao alvejada;
 not-Taken e o caminho seguido caso a condic~ao seja falsa; e,
 Taken e o caminho seguido caso a condic~ao seja verdadeira.
O desvio em um comando de controle de loops e usualmente tomado e o endereco
alvo e conhecido quando o programa e compilado ou carregado. O desvio na maioria
das vezes transfere o controle de volta ao incio do loop e e executado um numero
xo de vezes ou depende de alguma condic~ao variavel.
i - 1
i j
i + 1 j + 1
Taken
Not-Taken
Figura 1 Exemplo de Fluxo de Instruc~oes com Desvio Condicional
2.1.2 Comportamento de Desvios
Desvios podem afetar dramaticamente o desempenho de um pipeline. Para conse-
guir algum resultado na atenuac~ao do efeito causado pelos desvios existentes em
programas devemos observar como os desvios se comportam.
Um desvio e tomado (taken) sempre que o uxo de controle e desviado para o
destino especicado como endereco alvo do desvio (target address). Desvios n~ao-
tomados (not-taken ou untake) s~ao desvios que n~ao transferem o uxo de controle
para o endereco alvo e portanto prosseguem a execuc~ao atraves da instruc~ao adjacente
a instruc~ao de desvio. Tipicamente, desvios condicionais ou de controle de loops
podem ser tomados ou n~ao. Desvios incondicionais s~ao sempre tomados.
[HEN 90] apresenta um estudo do comportamento de desvios e classica as trocas
no uxo de controle em quatro tipos:
 Conditional Branches (desvios condicionais);
 Jumps (desvios incondicionais);
 Procedure calls (chamada a procedimentos), e;
 Procedure returns (retorno de procedimentos).

E conveniente conhecer a frequ^encia relativa destes eventos, como cada evento
e diferente, ent~ao podem usar diferentes instruc~oes, e podem ter diferentes compor-
tamentos. Para tr^es benchmarks (TeX, Spice, GCC), [HEN 90] obteve as seguintes
frequ^encias para diferentes tipos de instruc~oes de uxo de controle.
A Figura 2 mostra a frequ^encia para os tr^es tipos de desvios. Cada coluna mostra
um dos tipos de desvios para cada um dos programas benchmark.
Atraves dos dados mostrados no graco da Figura 2, considerando que as de-
pend^encias de controle afetam drasticamente o desempenho de processadores pipe-
line, e que o desvios condicionais s~ao os que melhor representam este efeito negativo,
este trabalho concetra-se no estudo de depend^encias de controle e tecnicas para
reduc~ao do custo de desvios.
Figura 2 Graco de Frequ^encia da Ocorr^encia de Desvios
2.1.3 Penalidade de Desvios
Para analizar o efeito das instruc~oes de desvio na performance de processadores
pipeline considere o pipeline da Figura 3.
Busca Decodifica Executa Armazena Resultado
Figura 3 Exemplo de Processador Pipeline
O primeiro estagio do pipeline busca a proxima instruc~ao da memoria. O proximo
estagio decodica a instruc~ao e o terceiro estagio a executa. O quarto estagio ar-
mazena o resultado da operac~ao executada. Se a instruc~ao e um desvio condicional,
somente no estagio de execuc~ao o processador sabera se o desvio sera tomado.
A Figura 4 mostra a penalidade causada por uma instruc~ao de desvio condicional
B em um pipeline escalar. Somente apos saber o resultado do desvio B o primeiro







Figura 4 Efeito das Depend^encias de Controle em Pipelines Escalares
A Figura 5 corresponde a um pipeline superescalar onde duas instruc~oes podem
ser processadas em cada estagio. Em ambas as Figuras ( 4 e 5) B e uma instruc~ao de
desvio que transfere o controle para a instruc~ao d. As partes hachuradas representam
estagios vazios.
No ciclo em que a instruc~ao de desvio e decodicada, o endereco da instruc~ao
destino ainda n~ao e conhecido. Se o pipeline continuar operando normalmente, as
instruc~oes sequenciais ser~ao acessadas e processadas. No entanto, se o desvio n~ao
foi tomado (not-Taken), estas instruc~oes n~ao deveriam ter sido executadas. Para
eliminar este risco, a soluc~ao mais simples consiste em suspender a busca de novas
instruc~oes ate que a instruc~ao de desvio seja executada e o endereco alvo seja conhe-
cido, esta tecnica e conhecida como Pipeline Stall After Branch [TAL 95]. Somente
apos executar a instruc~ao de desvio o processador pode denir em que endereco esta














Figura 5 Efeito das Depend^encias de Controle em Pipelines Superescalares
O retardo de desvio e denido como o intervalo de tempo entre a decodicac~ao
da instruc~ao de desvio e a decodicac~ao da instruc~ao destino, enquanto a penalidade
de desvio e o numero de instruc~oes que deixam de ser executadas durante o retardo
de desvio [LIL 88]. No exemplo da Figuras 4 o retardo de desvio e igual a dois ciclos
tanto no pipeline escalar quanto no superescalar. No entanto, no pipeline escalar a
penalidade de desvio e duas instruc~oes, enquanto no pipeline superescalar e de quatro.
Este exemplo mostra que a capacidade da arquitetura superescalar de processar
varias instruc~oes simultaneamente acaba por multiplicar os efeitos negativos das
depend^encias de controle. Isto acontece porque uma eventual paralisac~ao do pipeline
impede que um maior numero de instruc~oes sejam executadas. Este efeito e tanto
mais severo quanto maior for o grau de paralelismo da arquitetura.
Uma instruc~ao de desvio exige que o processador determine dois tipos de in-
formac~ao antes de executar a instruc~ao:
1. o resultado do desvio, e;
2. o endereco alvo do desvio.
2.1.4 Computando o Resultado do Desvio
O resultado de um desvio e baseado na comparac~ao de dois valores distintos ou no
resultado de uma operac~ao aritmetica. Esta computac~ao pode ser uma computac~ao
explcita atraves de uma instruc~ao de comparac~ao, ou pode estar combinada com
a propria instruc~ao de desvio [TAL 95]. Se o resultado do desvio e computado por
uma instruc~ao separada, e necessario destinar recursos do sistema para armazenar o
resultado intermediario ate que a instruc~ao de desvio seja executada. Neste caso, o
resultado pode ser armazenado em registradores de proposito geral ocupando recursos
do sistema que poderiam ser utilizados por outras instruc~oes. Alguns processadores
incorporam registradores de condic~ao, ags, para registrar o resultado destas com-
parac~oes. Alguns processadores tambem inclueme conjuntos de codigos de condic~ao
permitindo que o resultado de mais de um desvio pendente seja armazenado simul-
taneamente.
A computac~ao separada do resultado de um desvio permite que desvios, cujos
resultados s~ao computados sucientemente antes do desvio, sejam resolvidos antes
do desvio ser encontrado.
Enquanto existem alguns benefcios no emprego de instruc~oes separadas de com-
parac~ao e desvio, elas podem trazer algum custo. O fato de que a separac~ao da
computac~ao, do resultado de um desvio da instruc~ao de desvio propriamente dita,
requer um registrador separado para armazenar o resultado da comparac~ao, resulta
em um aumento na logica de controle de depend^encias do processador, uma vez que o
processador deve vericar a depend^encia de dados com relac~ao a este registrador. O
tamanho do codigo e aumentado, ja que cada desvio requer duas instruc~oes. Devido
a estes fatores, muitos processadores utilizam instruc~oes combinadas de comparac~ao
e desvio. Esta tecnica reduz a quantidade de hardware em relac~ao ao requerido para
a computac~ao separada do resultado de um desvio mas, faz com que todos os desvios
causem penalidades no desempenho a menos que sejam manipulados por alguma das
tecnicas discutidas no Captulo 3.
2.1.5 Computando o Endereco Alvo do Desvio
Se um desvio condicional e tomado, ou seja, sua condic~ao e verdadeira, o processador
deve conhecer o endereco alvo do desvio para poder fazer a transfer^encia de controle.
O metodo mais simples e codicar o deslocamento (oset) entre o desvio condicional
e o endereco alvejado na propria instruc~ao de desvio. Estas instruc~oes de desvio s~ao
chamadas de Desvio Relativo ao PC. Esta tecnica n~ao exige nenhum recurso adicio-
nal para armazenar o endereco de desvio, no entanto, arquiteturas que empregam
instruc~oes de tamanho xo, limitam a dist^ancia entre o desvio e o endereco alvo ao
tamanho do campo de oset.
Outra alternativa e utilizar instruc~oes separadas para armazenar o endereco alvo
em um registradore especco para que posteriormente seja utilizado pela instruc~ao de
desvio. Neste caso, n~ao ha limitac~ao de dist^ancia entre o desvio e o endereco destino
a n~ao ser pelo tamanho do registrador. Alem disto, permite que o endereco alvo seja
calculado antes mesmo de o desvio ser encontrado, o que diminui a propabilidade de
causar penalidade na execuc~ao do desvio.
Quando o endereco alvo do desvio e computado por uma instruc~ao separada, ele
deve ser armazenado em um registrador ate que a instruc~ao de desvio esteja pronta
para utiliza-lo. Algumas arquiteturas denem registradores especiais para armazenar
o endereco alvo de desvios como e o caso das arquiteturas POWER e PowerPC da
IBM [TAL 95].
3 Tecnicas para Reduc~ao do Custo de Desvios
Depend^encias de controle s~ao o maior obstaculo para ativar o aumento no throughput
teorico de instruc~oes possvel com um pipeline de n estagios [TAL 95]. Este captulo
discute algumas das tecnicas utilizadas para reduzir o numero de desvios que causam
alguma penalidade no desempenho de processadores pipeline. Primeiro, soluc~oes mais
basicas s~ao apresentadas, enquanto s~ao faceis de implementar, n~ao apresentam t~ao
boa eci^encia. Estas s~ao seguidas por mais avancados esquemas, mais complicados,
mas que permitem porem uma reduc~ao drastica no numero de desvios que causam
esta penalidade.
3.1 Pipeline Stall After Branch
O mais basico esquema para manipular desvios condicionais e simplesmente bloquear
a busca de instruc~oes no pipeline quando um desvio e encontrado. Instruc~oes ante-
riores ao desvio podem seguir atraves do pipeline ate completarem a execuc~ao. Uma
vez que o resultado e o destino do desvio tenham sido determinados, a instruc~oes
que logicamente seguem o desvio podem ent~ao entrar no pipeline.
Este esquema permite que um numero inaceitavel de ciclos sejam desperdicados
enquanto o processador esta esperando para que o endereco destino do desvio seja
resolvido. A utilizac~ao do pipeline e ainda menor se considerarmos processadores mais
avancados como os superescalares ou superpipelines. Como resultado, este esquema
e raramente utilizado.
3.2 Delayed Branch
A Figura 6 mostra como as instruc~oes de um programa podem ser reorganizadas de
modo a reduzir o custo do processamento de comandos de desvio num processador
que emprega a tecnica Delayed Branch.
O compilador tenta movimentar as instruc~oes do programa de aplicac~ao,
alocando-as apos o comando de desvio condicional. Para fazer estas movimentac~oes,
A := B + C
if D = E then 
if D = E then 
A := B + C
Figura 6 Reorganizac~ao de Instruc~oes Segundo a Tecnica Delayed Branch
o compilador deve levar em considerac~ao as relac~oes de depend^encia entre as ins-
truc~oes, de maneira que a equival^encia sem^antica do prograna seja preservada. Os
ret^angulos da Figura 6 representam um trecho de programa antes e depois da reor-
ganizac~ao. Na parte superior da gura, uma instruc~ao do tipo NOP e precedida pelo
comando de desvio condicional. Apos a reorganizac~ao, ret^angulo inferior da Figura 6,
o comando de atribuic~ao foi movimentado, passando a ocupar a posic~ao alocada an-
teriormente ao comando NOP. Esta reorganizac~ao no codigo objeto reduz o custo de
execuc~ao dos comandos de desvio, resultando num tempo de processamento menor.
Este esquema delega ao compilador a tarefa de preencher os delay slots (ret^angulos
menores na Figura 6) depois de cada instruc~ao de desvio. A tend^encia a medida em
que o pipeline se torna mais profundo e que o numero de delay slots cresca tornando
mais difcil a tarefa do compilador em preencher aqueles slots com instruc~oes validas.
Infelizmente, este mecanismo n~ao apresenta uma boa escalabilidade, limitando sua
ecacia em arquiteturas superescalares. Em uma arquitetura escalar, onde o pipeline
acessa apenas uma instruc~ao por ciclo, a instruc~ao de desvio e as instruc~oes nas
posic~oes de atraso (delay slots) s~ao acessadas em ciclos diferentes. Ao contrario, em
um pipeline superescalar, multiplas instruc~oes s~ao acessadas em um mesmo ciclo. As
instruc~oes nas posic~oes de atraso, que antes eram acessadas em ciclos distintos, s~ao
agora acessadas juntamente com a instruc~ao de desvio, e assim deixam de mascarar
o retardo do desvio. Torna-se necessario aumentar o numero de posic~oes de atraso,
chegando ate d x l posic~oes adicionais, onde d e o retardo do desvio e l e o numero
de instruc~oes acessadas. Este aumento no numero de posic~oes de atraso diculta o
preenchimento com instruc~oes uteis, aumenta o uso de instruc~oes NOP que consomem
ciclos e n~ao contribuem para a execuc~ao do programa [CHA 94].
3.3 Processadores Multistreamed
Processadores Multistreamed, ou Processadores Multiuxo, s~ao capazes de despachar
simultaneamente instruc~oes de diferentes threads [TAL 95]. Enquanto instruc~oes per-
tencentes ao mesmo uxo de instruc~oes preenchem as posic~oes de atraso, na tecnica
Delayed Branch, os processadores multistreamed preenchem estas posic~oes com ins-
truc~oes pertencentes a outros uxos de instruc~oes. Processadores multistreamed po-
dem preencher as posic~oes de atraso dinamicamente, enquanto com a tecnica Delayed
Branch, as posic~oes de atraso s~ao preenchidas estaticamente (isto e, em tempo de
compilac~ao).
Esta tecnica mascara o custo de um desvio preenchendo as posic~oes de atraso
com instruc~oes provenientes de diferentes uxos de instruc~oes. Logo, o processador
esta constantemente executando instruc~oes validas de outros uxos, o que aumenta
a chance de manter as unidades funcionais ocupadas com instruc~oes validas.
3.4 Fetch Taken and Not-Taken Paths
Assumindo que o endereco destino de um desvio esta disponvel, o processador pode
buscar instruc~oes de ambos os possveis caminhos de um desvio enquanto esta es-
perando pela resoluc~ao da instruc~ao de desvio propriamente dita. Desta forma, as
instruc~oes pertencentes ao uxo correto estar~ao prontas no momento em que o desvio
for executado.
A desvantagem de buscar instruc~oes de ambos os uxos esta no aumento de
carga na cache de instruc~oes. O unico benefcio de ter buscado instruc~oes de ambos
os caminhos e simplesmente que o sucessor logico do desvio ja passou atraves do
estagio de busca do pipeline, mas ainda deve passar pelos estagios restantes. Um
possvel benefcio e que a instruc~ao que sera executada apos o desvio ja esta na
cache de instruc~oes, mas muitos processadores que implementam este esquema n~ao
manipulam uma falha (miss) causada por buscar um caminho alternativo do desvio.
Isto porque o caminho que causou a falha pode ser o caminho incorreto e, neste
caso, n~ao e necessario preencher a cache com linhas possivelmente desnecessarias que
poderiam sobrepor instruc~oes correntemente presentes na cache que ser~ao executadas
num futuro proximo.
Uma variac~ao mais agressiva desta tecnica e buscar e executar ambos os caminhos
de um desvio, alterando o estado do processador somente com os resultados do
caminho correto no momento em que resultado do desvio for conhecido. Este esquema
e raramente empregado uma vez que requer duplicac~ao de maior parte do pipeline
de instruc~ao e por isto e completamente dispendioso. Entretanto, como o custo do
hardware continua a decair, e possvel que este esquema venha a ser considerado no
futuro [TAL 95].
3.5 Branch Folding
Algumas arquiteturas, no seu conjunto de instruc~oes, incluem instruc~oes especcas
para congurar as condic~oes de desvio (ags de condic~ao) e trocar o uxo de controle.
Condic~oes de desvio s~ao tipicamente setadas com o resultado de uma comparac~ao
especca entre dois registradores, ou como o resultado de uma operac~ao aritmetica.
Neste caso, e possvel que a instruc~ao que computa a condic~ao em que o desvio
esta baseado tenha completado sua execuc~ao e o resultado do desvio seja conhecido
quando o desvio e encontrado. Este "desvio resolvido" pode ser removido do uxo
de instruc~oes e substitudo pelo seu sucessor logico. Com a tecnica branch folding
e alcancado o efeito de um desvio de ciclo zero (zero-cycle branch). Esta tecnica e
usada pelo IBM RISC System 6000 e pelo PowerPC 601.
3.6 Previs~ao de desvios
Os comandos de desvio incondicional e condicional s~ao as instruc~oes de ramicac~ao
mais frequentemente executadas. Instruc~oes de desvio incondicional sempre alteram
o uxo de controle sequencial do programa. Estas instruc~oes, geralmente possuem um
campo que armazena o endereco logico alvo da ramicac~ao. Neste caso, o endereco
efetivo pode ser obtido durante a compilac~ao ou no momento em que o programa
e carregado na memoria para execuc~ao. Tendo em vista que o endereco da ins-
truc~ao sucessora de uma instruc~ao de desvio incondicional e unico, ent~ao ela pode
ser manipulada da mesma forma como se fosse uma instruc~ao que altera o uxo de
controle.
O mesmo n~ao ocorre com instruc~oes de desvio condicional. Quando uma ins-
truc~ao deste tipo e executada a unidade de controle precisa decidir qual das duas
ramicac~oes no uxo de controle sera usada. Por esta raz~ao, o aproveitamento dos
recursos pode ser afetado, pois a janela de instruc~oes pode n~ao conter o trecho de
instruc~oes que sera executado apos a avaliac~ao de um comando de desvio condicional.
"Avaliar antecipadamente o endereco alvo e uma estrategia vantajosa". T~ao
logo o endereco da instruc~ao alvo esteja disponvel, a unidade de controle podera
busca-la antecipadamente, armazenando-a num dos registradores do processador. A
avaliac~ao do endereco alvejado e a busca antecipada da instruc~ao correspondente,
s~ao atividades que podem ser levadas a cabo em paralelo com a execuc~ao de outras
instruc~oes que precedem o comando de ramicac~ao condicional.
Se a condic~ao associada ao desvio for verdadeira, ent~ao a instruc~ao sucessora
(que ja esta no interior do processador, por exemplo na janela de instruc~oes) pode ser
iniciada imediatamente, o que reduz a penalidade usualmente imposta por comandos
de desvio condicional. Se a condic~ao for falsa, a instruc~ao alvo podera ser descartada.
Em uma situac~ao extrema, as depend^encias de controle interrompem a busca
de novas instruc~oes ate que a instruc~ao de desvio condicional seja executada. Isto
reduz a taxa de busca de instruc~oes afetando o balanceamento da arquitetura. O
potencial das arquiteturas superescalares e efetivamente explorado somente quando o
fornecimento de instruc~oes e suciente para manter as unidades funcionais ocupadas.
Se a taxa de busca for menor que a taxa de execuc~ao potencial, o desempenho ca
limitado pelo acesso as instruc~oes [CHA 94].
Para reduzir os efeitos das depend^encias de controle, e necessario permitir que a
busca de instruc~oes continue na presenca de desvios. Para um desvio condicional,
o uxo de controle prossegue atraves da instruc~ao sequencial quando o desvio e
n~ao-tomado, ou a partir de alguma outra instruc~ao quando o desvio e tomado. A
interrupc~ao da busca acontece porque n~ao e possvel saber, a priori, atraves de
qual destes possveis ramos o uxo de controle prosseguira. No entanto, ao inves de
simplesmente suspender a busca, pode ser mais vantajoso prever o resultado do desvio
e continuar acessando as instruc~oes atraves do caminho previsto. Se eventualmente a
previs~ao estiver errada, as instruc~oes acessadas indevidamente devem ser descartadas
e a busca deve ser redirecionada para o destino correto. Neste caso, o desvio continua
a introduzir um custo. No entanto, se a previs~ao for correta, a busca pode prosseguir
normalmente e o custo do desvio tera sido efetivamente anulado. A ecacia deste
metodo depende, basicamente, da frequ^encia de acerto das previs~oes.
3.6.1 Previs~ao Din^amica De Desvios
A previs~ao din^amica de desvios ocorre em tempo de execuc~ao, sendo realizada apenas
a nvel de hardware. Ao contrario do caso estatico, onde a previs~ao de um desvio e
xa em todas as suas execuc~oes, agora a previs~ao e feita com base no historico de
execuc~oes anteriores do desvio, podendo ser modicada nas execuc~oes futuras.
As tecnicas din^amicas vericam o que ocorreu anteriormente, durante as ultimas
execuc~oes do comando de desvio, e usando estas informac~oes tentam reproduzir o
comportamento dominante do comando.
As informac~oes indicando o que ocorreu recentemente quando da execuc~ao de
alguns comandos de desvio, cam armazenadas numa pequena tabela localizada no
interior do processador. Esta tabela e denominada Tabela de Historia (Branch His-
tory Table). Por exemplo, o processador pode incluir uma pequena tabela para
armazenar informac~oes relacionadas com as mais recentes execuc~oes dos comandos
de desvio. Os campos de cada entrada poderiam conter:
(a) O endereco do desvio e o endereco da instruc~ao sucessora; ou,
(b) O endereco do desvio e a instruc~ao sucessora;
No primeiro caso, a tabela armazena em um dos campos o endereco de alguns dos
comandos de desvio recentemente executados. Em outro campo armazena o endereco
da instruc~ao alvejada por cada comando quando da ultima execuc~ao. Com isto, t~ao
logo uma instruc~ao tenha sido buscada, o mecanismo de previs~ao de desvios, pode
iniciar a busca da instruc~ao sucessora. O endereco da instruc~ao e usado como chave
para acesso a tabela. Se a instruc~ao estiver armazenada no campo de endereco do
desvio isto signica que o endereco no campo endereco da sucessora sera usado para
buscar a proxima instruc~ao. Observe que esta tecnica prediz que o desvio ocorrera
desde que o endereco do desvio esteja contido na tabela. Se ao contrario, o endereco
de um desvio n~ao estiver contido na tabela, o mecanismo prediz que o uxo sequencial
de busca n~ao sera interrompido.
Apos a busca do comando de desvio, o campo endereco da sucessora da entrada
correspondente e usado para acessar a memoria principal ou a cache de instruc~oes, e
a busca da instruc~ao sucessora pode ser iniciada imediatamente. Neste caso, torna-se
desnecessario aguardar pela decodicac~ao do comando de desvio; pela avaliac~ao do
endereco efetivo por ele alvejado; e pelo resultado do comando de desvio. Em outras
palavras, as fases de execuc~ao de um comando de desvio podem ser realizadas em
paralelo com a busca da instruc~ao alvo.
No segundo caso, ao inves de armazenar, no segundo campo, o endereco da ins-
truc~ao sucessora ao comando de desvio, a tabela guarda a propria instruc~ao su-
cessora. Nesta tabela, o segundo campo chama-se instruc~ao sucessora. Com este
artifcio, alem das vantagens do esquema anterior, elimina-se a busca antecipada, ja
que a instruc~ao ja se encontra na tabela.
Esta tabela e manipulada da mesma forma que no primeiro caso, dispensando
porem a busca antecipada. Por esta raz~ao, alem de ser usada pelo mecanismo de
previs~ao de desvios, a tabela tambem desempenha o papel de uma janela alternativa
de instruc~oes, i.e., uma segunda janela contendo comandos provenientes do uxo de
controle que sera executado se o desvio ocorrer.
Num processador superescalar, as instruc~oes contidas nesta janela alternativa po-
deriam ser despachadas e executadas imediatamente, mesmo antes de sabermos se
a previs~ao foi correta. Nesta caso, para que a equival^encia sem^antica do programa
original seja mantida, o hardware deve prover facilidades de cancelar a instruc~ao e re-
cuperar as modicac~oes feitas. Alternativamente, o compilador poderia gerar codigo
para neutralizar o efeito provocado pela execuc~ao indevida da instruc~ao sucessora.
Com o objetivo de reduzir o tempo de acesso as informac~oes da tabela, podemos
usar memoria associativa na implementac~ao fsica da tabela. Assim, o conteudo
do PC e comparado simultaneamente com o campo endereco do desvio de todas as
entradas da tabela. Se um dos enderecos na tabela for igual ao conteudo do contador
de programa, a correspondente instruc~ao sucessora pode ser obtida imediatamente.
Devido ao custo, estas tabelas possuem um numero limitado de entradas, o que
faz com que nem todos os comandos de desvio de um programa qualquer possam
ser armazenados ao mesmo tempo. Algoritmos de substituic~ao, semelhantes aos usa-
dos pelos Sistemas Operacionais na implementac~ao de memoria virtual (paginac~ao,
segmentac~ao etc.), podem ser empregados no gerenciamento das entradas da tabela.
3.6.2 Previs~ao Din^amica Baseada na Historia
Nas tecnicas de previs~ao din^amica, o processador usa informac~oes (historia) so-
bre desvios que ja executou anteriormente para prever o destino destes quando da
proxima execuc~ao. Por exemplo, o processador pode manter uma pequena tabela
para instruc~oes de desvio recentemente executadas com varios bits em cada entrada.
O processador usa os bits de historia, armazenados na tabela, para fazer uma previs~ao
de acordo com alguma heurstica.
Um mecanismo bem simples de previs~ao din^amica e aquele que usa uma tabela
de historia de desvios, ou BHT (Branch History Table). Esta tabela e implementada
sob a forma de uma pequena memoria (normalmente integrada com o processador
em um unico dispositivo), onde cada entrada armazena um ou mais bits usados para
registrar a historia dos desvios.
Quando uma instruc~ao e acessada, ela e pre-decodicada para que seja determi-
nado se aquele e uma instruc~ao de desvio. Se for o caso, os bits menos signicativos
do endereco da instruc~ao s~ao usados para indexar a BHT. O bit na entrada sele-
cionada fornece a previs~ao do desvio: por exemplo, 0 (zero) indica que o desvio
deve ser previsto como tomado, enquanto um bit 1 indicaria previs~ao de desvio n~ao-
tomado. A instruc~ao a ser acessada no proximo ciclo e determinada de acordo com
esta indicac~ao.
No estagio de execuc~ao, o estado do bit na BHT e comparado com o resultado
do desvio, para vericar se a previs~ao foi correta. Caso isto aconteca, a execuc~ao
prossegue normalmente, caso contrario, as instruc~oes buscadas antecipadamente s~ao
descartadas e a busca e redirecionada para o destino correto.
No caso mais simples, cada entrada na BHT possui um unico bit, o que permite
o registro de apenas dois estados: N, indica que o desvio foi n~ao-tomado em sua
ultima execuc~ao e que a previs~ao sera n~ao-tomado na execuc~ao corrente; T, indica
que o desvio foi tomado na execuc~ao anterior e que sera previsto como tomado na
execuc~ao corrente.
A Figura 7 mostra o aut^omato utilizado para previs~ao com 1 bit de historia. O
nome de cada estado indica a previs~ao (T para tomado e N para n~ao-tomado). O
rotulo em cada arco indica o resultado de um desvio. Logo, a partir de um estado
e um resultado o aut^omato fornece um novo estado, ou seja, previs~ao baseada na





Figura 7 Aut^omato para Previs~ao com 1 bit de Historia
O principal problema na previs~ao din^amica com BHT e a ocorr^encia de co-
lis~oes [CHA 94]. Considere duas instruc~oes de desvio em enderecos diferentes, mas
cujos bits menos signicativos coincidem. Estes dois desvios selecionam a mesma
entrada na BHT, e assim a informac~ao de previs~ao de um desvio e usada na previs~ao
do outro desvio, reduzindo a taxa de acerto na previs~ao de ambos os desvios.
Uma alternativa e fazer com que cada entrada na BHT possua o endereco de uma
instruc~ao de desvio, juntamente com os bits de previs~ao. Na busca da instruc~ao,
o endereco completo da instruc~ao acessada e comparado associativamente com os
enderecos armazenados na BHT. Caso ocorra um hit, s~ao usados os bits de previs~ao
na entrada onde esta o endereco coincidente. Se no acesso a BHT ocorre um miss, e
feita uma previs~ao estatica do desvio para determinar qual instruc~ao sera acessada no
proximo ciclo. Se apos a decodicac~ao for vericado que a instruc~ao que ocasionou o
miss e um desvio, o seu endereco e o resultado da execuc~ao ser~ao inseridos na BHT.
Um aperfeicoamento deste mecanismo consiste em armazenar em cada entrada o
endereco da instruc~ao destino obtido na ultima execuc~ao de um desvio. Com isto,
o hardware necessario para determinar o endereco destino de um desvio e includo
apenas no estagio de execuc~ao do pipeline. Este dispositivo modicado e chamado
de tabela de destinos de desvios, ou BTB (Branch Target Buer).
3.6.3 Branch Target Buer
A Branch Target Buer, Figura 8, e uma memoria cache especial associada com
o estagio de busca do pipeline. Cada entrada na BTB consiste de tr^es campos: o











Figura 8 Organizac~ao da Branch Target Buer
A ideia basica de todos os esquemas de previs~ao de desvios e que, sob cir-
cunst^ancias similares, existe uma grande probabilidade de que o desvio tenha o
mesmo comportamento que teve quando fora executado pela ultima vez [TAL 95].
Portanto, mais importante do que a hit ratio da tabela, o algoritmo de previs~ao deve
ser capaz de mapear as ultimas ocorr^encias de um desvio e fornecer uma previs~ao
condizente com o que, na maioria das vezes, aconteceu com aquele desvio.
O numero de bits de historia (previs~ao) e um fator de extrema relev^ancia na
escolha do algoritmo de previs~ao. Na gura 7 mostramos um aut^omato para previs~ao
com 1 bit de historia. O maior problema em se usar esta tecnica e quando se faz
necessario prever o destino de desvios de controle de lacos, e o laco e executado mais
de uma vez (loops aninhados). Para n iterac~oes de um loop, as primeiras n-1 iterac~oes
s~ao tomadas e o desvio ao nal do loop e previsto corretamente. Entretanto, ao nal
da ultima iterac~ao o desvio e n~ao-tomado e a previs~ao e incorreta, uma vez que,
durante a ultima execuc~ao o desvio foi tomado.
A proxima vez que o loop e executado, o desvio de controle e tomado e mais
uma vez o algoritmo erra a previs~ao (mispredict) pois da ultima vez o desvio fora
n~ao-tomado. Usando-se 1 bit de historia e necessario uma previs~ao errada para que o
algoritmo passe a prever a situac~ao inversa. Se a previs~ao inicial e T e o resultado do
desvio e n~ao-tomado, o algoritmo passa a prever n~ao-tomado na proxima execuc~ao.
Em um mecanismo de previs~ao com 2 bits de historia, e possvel registrar o
resultado das duas ultimas execuc~oes, e a proxima previs~ao e midicada apenas se
as duas ultimas previ~oes foram incorretas.
A gura 9 mostra o aut^omato utilizado para a previs~ao com 2 bits. Nos estados
onde os dois bits coincidem, a previs~ao segue o resultado indicado por ambos. Nos
estados onde os dois bits diferem, a previs~ao segue a indicac~ao do bit que registra
o estado mais antigo. Estudos realizados por [LEE 84] mostram que, com dois bits
de previs~ao, e possvel alcancar uma taxa media de acerto individual de 90%. Com
uma taxa nedia de hit de 95% na tabela de previs~ao, isto signica uma taxa media










Figura 9 Aut^omato de Previs~ao com 2 Bits de Historia
A BTB funciona da seguinte maneira: o estagio de busca compara o endereco
da instruc~ao que esta buscando com os enderecos que est~ao na BTB. Se o endereco
esta presente na BTB ent~ao uma previs~ao e feita em func~ao dos bits de historia
correspondentes. Se a previs~ao diz que o desvio sera tomado, ent~ao o endereco no
campo de destino sera usado para acessar a proxima instruc~ao. Quando o desvio e
resolvido, no estagio de execuc~ao, a BTB pode ser corrigida com a informac~ao correta
sobre o que aconteceu com o desvio, caso a previs~ao feita anteriormente tenha sido
incorreta.
O funcionamento e semelhante ao do mecanismo com BHT associativa, com ape-
nas algumas diferencas. No caso de miss, o endereco destino tambem e inserido na
entrada juntamente com o endereco do desvio. Quando acontece uma previs~ao in-
correta, o endereco destino e atualizado para reetir o destino correto do desvio. A
Figura 10 mostra o diagrama para a previs~ao com BTB.
Para que a tecnica de previs~ao de desvios seja realmente ecaz, e necessario que
a maioria das previs~oes sejam corretas. Em uma BHT associativa ou em uma BTB,
a taxa de acertos depende de dois fatores:
Compare contador de programa
com enderecos de instrucao no BTB
endereco encontrado ?
instrucao de desvio ?
execucao normal
Insira endereco da instrucao




Redirecione busca para destino correto










Figura 10 Operac~ao de uma Branch Target Buer
 frequ^encia com que as informac~oes de previs~ao s~ao encontradas na tabela (hit
ratio), e;
 frequ^encia de acertos na previs~ao de cada desvio.
Logo, a taxa de acerto e dada por:
TA = HitRatio  FA (1)
A formula 1 produz a taxa de acerto da previs~ao de desvios. Onde, a variavel
HitRatio e frequ^encia com que as informac~oes s~ao encontradas na tabela de previs~ao
e, a variavel FA e a frequ^encia de acerto na previs~ao de desvios.
O primeiro fator depende da congurac~ao da tabela de previs~ao, i.e., do numero
de entradas. A taxa de acerto individual depende em parte do numero de bits de
previs~ao. Com um numero maior de bits e possvel registrar a historia dos desvios a
partir de um passado mais distante.
4 Conclus~ao
Processadores como o IBM System RS/6000, Motorola 88110, PowerPC 601, 604 e
620, Pentium e Pentium Pro, DEC Alpha 21064 e 21164, SuperSPARC e SuperS-
PARC 2, s~ao exemplos de processadores superescalares comercialmente utilizados que
t^em a capacidade de despachar mais de uma instruc~ao por ciclo de maquina para as
diversas unidades funcionais existentes internamente. Caracterstica esta que per-
mite a explorac~ao do paralelismo a nvel de instruc~ao ou, a execuc~ao de multiplas
instruc~oes por ciclo.
Ao longo deste trabalho procuramos dar ^enfase as depend^encias de controle que
limitam o paralelismo em processadores pipeline e superescalares. N~ao s~ao recentes
os estudos nesta area, mas somente nos ultimos anos tem sido viavel a utilizac~ao de
mecanismos mais agressivos de explorac~ao do paralelismo, principalmente a nvel de
processador, em func~ao do baixo custo do hardware e do aumento da densidade de
integrac~ao dos circuitos, fator que tende a estagnar, impondo um limite fsico.
O impacto causado pelas instruc~oes de desvio no desempenho de processado-
res superescalares pode ser amenizado atraves do emprego de tecnicas de previs~ao
de desvios associadas a execuc~ao especulativa de instruc~oes. No entanto, n~ao e
possvel armar que tais tecnicas possam oferecer garantias de que os efeitos negati-
vos, causados pela exist^encia de instruc~oes de desvio, ser~ao eliminados. A precis~ao
do mecanismo de previs~ao de desvios e essencial para que a execuc~ao especulativa de
instruc~oes possa beneciar o grau de paralelismo alcancado ao longo da execuc~ao de
um programa.
A previs~ao de desvios nada mais e do que uma tentativa, baseada nas ocorr^encias
anteriores, de acertar o uxo de controle por onde o programa passara. O uxo
previsto pode ser executado especulativamente de maneira que a penalidade causada
pela instruc~ao de desvio seja anulada. No entanto, se a previs~ao estiver incorreta, a
execuc~ao especulativa n~ao proporciona o ganho esperado ja que o uxo que deveria
ser executado, preservando a sequ^encia original do programa, deve ser buscado e
executado. Logo, o desempenho ca limitado aquela instruc~ao de desvio.

E necessaria a exist^encia de mecanismos que possibilitem a extrac~ao de mais
paralelismo do codigo, assim como a obtenc~ao de mais paralelismo de maquina.
Em geral, arquiteturas VLIW e superescalares buscam mais de uma instruc~ao em
cada acesso a memoria. Apesar disto, nestas arquiteturas, as instruc~oes buscadas
em cada acesso fazem parte de um unico uxo logico de instruc~oes. Nota-se que
a exist^encia de depend^encias, entre as instruc~oes pertencentes ao uxo em quest~ao,
pode afetar drasticamente o escalonamento destas instruc~oes, uma vez que o escalo-
nador n~ao tem alternativas para contornar este problema.
[SOH 95] prop~oe um modelo de execuc~ao denominado "multi-escalar". Neste
modelo e gerado o graco de uxo de controle (CFG) do codigo do programa que
posteriormente e dividido em tarefas. Cada tarefa pode englobar um ou mais blo-
cos basicos do programa original. Assim, uma tarefa contem um conjunto de ins-
truc~oes que podem escalonadas e executadas pelas unidades de processamento. Em
resumo, cada unidade de processamento recebe uma das tarefas do CFG e escalona
instruc~oes pertencentes aquela tarefa. O objetivo deste modelo e estabelecer uma
janela de instruc~oes ampla e precisa de onde instruc~oes independentes podem extrai-
das e despachadas para execuc~ao paralela. Deve-se observar que o fato de existirem
varias tarefas em execuc~ao simultaneamente aumenta a possibilidade de manter-se
ocupados todos os recursos do processador. Porem, s~ao necessarios mecanismos de
comunicac~ao e sincronismo entre a tarefas ja que pode haver depend^encia entre estas.
Enquanto os processadores incluem mais unidades funcionais para fornecer um
maior nvel de paralelismo, um signicante limite para o grau de paralelismo e en-
contrado devido ao tamanho do bloco basico. Uma alternativa para a previs~ao de
desvios e executar especulativamente ambas as ramicac~oes do desvio, ao inves de
prever se o desvio e tomado ou n~ao-tomado, e anular a ramicac~ao incorreta t~ao
logo o resultado do desvio seja conhecido. Desta forma, a penalidade do desvio e
eliminada, embora sejam necessarios mais recursos computacionais. Com o aumento
da densidade de integrac~ao e o barateamento do hardware esta alternativa comp~oe
uma forte tend^encia. O conito de recursos e as depend^encias de dados, ora des-
considerados, podem se tornar relevantes ja que s~ao necessarios mais recursos para a
execuc~ao dos possveis uxos de um desvio assim como podem existir depend^encias
entre os dados pertencentes aos diferentes uxos.
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