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Abstrakt 
Cílem práce je teoretická analýza, návrh a implementace metody pro provoz autonomního robota 
s pomocí kamery a senzorů, jenž by umožňoval účast v soutěži Robotour 2012. Klíčové problémy 
jsou: počítačové vidění, nejistota robotické snímání a lokalizační problém. Za prvé, extrakce cesty je 
dosažena pomoci metody segmentace barev. Za druhé, pro kombinaci informací různých nejistých 
zdrojů se navrhuje Kalmanův filtr. Konečně, snímky získané z kamery slouží k budování mapy 






The aim of this article is the theoretical analysis, proposal and implementation of a method for the 
operation of an autonomous robot for Robotour 2012 with the help of camera and sensor usage.  
Key issues to be faced are the computer vision, robot sensing uncertainty and the localization 
problem. Firstly, road extraction is achieved by using colour segmentation. Secondly, for the 
combination of information of different uncertain sources, Kalman Filter is proposed. Finally, the 
information received by the camera which serves for the building of an occupancy grid map corrected 
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Robots that move freely in the world have the same problems as humans do, when walking through 
the world. If they move around not paying attention where their actions take them, they will get off 
the road and they can suffer accidents because of the imperfections in their moving mechanisms  
and the environment. Like humans, using their eyes or other sensors, using a map or other localization 
devices, robots get a better idea of what is surrounding them and where they are as well. 
This Thesis addresses the problem of robots navigating through unknown or partly unknown 
terrain and proposes a solution of an operating mechanism for an autonomous robot for Robotour 
20121. This problem arises in many great robot applications, such as planetary exploration  
or autonomous guided vehicles. Powerful and flexible robotic systems exhibiting higher degrees  
of autonomy are able to sense, plan and operate even in unstructured environments. In order  
to achieve that, the robot must be able to interact coherently with its world. It has to both recover 
spatial descriptions of its surroundings using sensory information and information provided by  
the camera and nonetheless it has to be able to efficiently utilize these descriptions in appropriate 
short-term and long-term path planning and decision-making. This level of abilities would take up  
a lot of computing power and the implementation of such complex system would consume plenty  
of time. Taking these facts into consideration, it proposes a simpler solution which would still, despite  
the limitations, be able to successfully participate on the Robotour 2012 contest. 
The Thesis introduces the Robotour contest for autonomous mobile robots and discusses  
the rules the robot has to comply with in the chapter 2. The next chapter contains the description  
of the initial architecture and includes a basic introduction about the sensors used by the chosen 
mobile robot. Chapter 4 addresses the main issues in achieving any autonomous robot. These issues 
are the localization problem, computer vision, sensor data fusion with the usage of Kalman Filter and 
the issue how each system state can work together. Many different solutions exist to solve each 
previously mentioned problem however this Thesis describes only a few of them in the chapter 4.1.  
The 5th chapter describes the implementation of the proposed solution which uses colour 
segmentation for path detection, discrete Kalman Filter as sensor data fusion technique and a local 
occupation grid map to internally represent the environment the robot is operating in.  
Albeit, the process of creating autonomous robots includes many different and very complex 
technical areas and methods, the chapter 4.7 contains options for possible future improvements. 
                                                     
1 Robotour is and annual contest for autonomous mobile robots described in detail in chapter 2. 
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1.1 History of autonomous robots 
The first autonomous was developed in 1961 called the Stanford Cart which was rebuilt in 1979  
by Hans Moravec. It was called Shakey and was equipped with stereo vision. A television camera, 
mounted on a rail on the top of the cart, took pictures from several different angles and relayed them 
to a computer [1]. The computer gauged the distance between the cart and obstacles in its path.  
In 1977 another great achievement showed up, Japan’s Mechanical Engineering Lab developed  
a vehicle which was able to follow roads for up to 50 meters at up to 30 km/h. In the 1980’s Ernst 
Dickmanns and his group Univ. Bundeswehr Munich (UniBW) built the world’s first real robot cars, 
using saccadic vision, probabilistic approaches such as Kalman filters, and parallel computers. From 
1987 to 1995 the largest robot car project, the Prometheus project helped in the development  
of autonomous robotic vehicles (with the assistance of UniBW and many others). The biggest 
achievement by Prometheus project was achieved in the year 1995 when UniBW Munich’s fast 
Mercedes robot did 1000 autonomous miles on the highway, in traffic and without using GPS. In the 
year 2005 and 2007 DARPA2 organized two grand competitions. In 2005 “grand challenge” showed 
that autonomous vehicles can navigate through 211 km long desert course without any human 
interaction. In 2007 on “urban grand challenge” robots had to navigate through and complete 
missions, such as parallel parking in an abandoned urban area. They had to observe the traffic rules  
as well [2].  
Seeing how fast mobile robotics evolved over the years a logic implication can be drawn:  
in the future people will use mobile robots in their everyday life. 
 
Picture 1.1: Stanford Cart [2]. 
 
Picture 1.2: Shakey from Hans Moravec [2]. 
                                                     
2 Defence Advanced Research Projects Agency. 
 5
2 Robotour 
Robotour is an autonomous outdoor robot contest. It is held annually since 2005, each time  
at different location. The objective is to encourage the development of autonomous robots capable  
of transporting objects and in the future people as well [3]. 
Robotour is a trial for autonomous robots held annually since 2006. It is organized every year 
in different locations. The rules for the contest changed in many ways over the years. For example,  
on the first contests each team can compete with more than one robot and in 2011 one team could 
deploy only one robot.  This year, in 2012, there are no changes in rules (2.1) compared to last year, 
except the location where the contest is going to be organized. 
It is a contest where only the destination and a map are given by the organizers. To simulate 
transportation each robot has to carry a payload with itself. After the start the robot has to decide 
alone how to reach the goal and how to avoid obstacles on its way.  
The task, to navigate through the chosen path, is not trivial because it’s not enough to choose 
the right path, robot has to be able to detect and avoid obstacles as well. It has to operate in a dynamic 
environment where the affecting surrounding factors are constantly changing, for example obstacles 
in move (vehicles, etc.) or people walking in the way. 
There are many other similar contests in the world. Just to mention a few, without attempting  
to be comprehensive, DARPA Grand Challenge/Urban Challenge (USA), Field Robotic Event 
(Europe) and Straight Robot Motion. Straight Robot Motion was first organized in the year 2010 by 
the same organizers as for the Robotour contest. On this contest autonomous robots have to go as far 
as possible straight on a park road.  
2.1 Rules for Robotour 2012 
The task for robots is to deliver a given payload within 30 minutes time limit to a destination which 
can be as far as 1km. Robots must be fully autonomous which means that they have to choose  
the correct path on junctions and they must not leave the road and they cannot touch an obstacle 
either. The place of start and the destination is the same for all robots but this information is not given 
in advance. On the other hand a general public map is provided by the organizers in advance.  
The usage of a map is briefly described in the subchapter 2.1.1 [3]. 
2.1.1 Map 
As mentioned above, organizers are providing an area extract from Open Street Map [4] (OSM).  
The key concept of OSM embraced of this map is its verifiability. Anything that is verifiable and  
is described in map features can be used by the teams to update the map of the contest area. 
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The usage of maps removes the long, exhausting and non-trivial map building of a specified 
area. This option brings with itself that the robots could possibly manoeuvre in any area well 
described by OSM.  
 The map is one of the key constituent of this project. As a result it is described in details  
in chapter 3.3.  
2.1.2 Robots 
Robots must be electrically powered, using liquids, pyrotechnic materials and living beings are 
prohibited. Every robot must have an emergency stop button, which stops its motion. The button must 
be easily accessible, red and must be a fixed part of the robot, so it could be used in case of danger. 
Cases where a faster robot catches up a slower one are not explicitly handled. The faster robot 
can handle the slower robot as an obstacle, i.e. avoid it or wait until the “obstacle” disappears.  
In general the road rules will be respected: avoidance to the right, passing on the left. 
2.1.3 Traffic and obstacles 
There could be obstacles on the road. Besides natural obstacles like benches there could be also 
artificial obstacles for example another robot. Robots may not touch an obstacle if it does it means  
the end of the trial. The robot may stop in front of an obstacle and it can give visual or acoustic 
notice. Robots have to detect, that the obstacle is no longer present.  
 Due to the crowds of robots in potential narrow roads it is necessary to deal with traffic 
blockage. Every team can in any time sue a robot of another team that is blocking road. From that 
moment, sued robot has one minute to leave an area defined by +/- one meter from its current 
position. If the robot fails to leave this area it will be stopped and removed from the road. Otherwise 
the contest continues and suing team gets warning for false judge. If this is for the 3rd time the robot 
of suing team is stopped and removed from the road [3]. 
 
Picture 2.1: Start picture from 2011 [3]. 
 




For the sake of this thesis a robot from the Department of Intelligent Systems from faculty  
of Information Technology of Brno University of Technology was chosen. The robot was designed 
and constructed in 2008 as a result of the bachelor’s thesis of Tomas Novotny [5]. It was used  
as inspiration by other students in the following years, 2009 and 2010, on the Robotour contest. 
The body of the robot is built on a 4WD1 chassis from Lynxmotion which is for inner and 
outer usage. Secondly, on the chassis are installed two horizontal platforms holding  
the microcontroller, FITkit3, batteries, all the sensors and the camera. 
The chassis is differential and it is powered by four electric motors and to each and one of them 
an optical encoder is connected. The control of the wheels (and hence turning) is done by a Scorpion 
board (GB-05) which is, together with the batteries, placed right onto the chassis and connected  
to FITkit. 
On the lower platform the contact board is located. The board contains voltage converter for 
the peripherals. To this board is connected the electronic compass and accelerometer. Finally, on this 
lower platform the sensors are installed which are connected to the contact board as well. 
The higher flatbed is dedicated to support the controlling centre, FITkit, of the robot. To access 
the robot remotely the usage of the terminal console of FITkit’s serial interface is necessary. 
Establishing connection with a PC is possible either by using a serial cable or remotely with the help 
of two Handy Port Bluetooth modules [5]. 
3.1 Sensory system 
One of the most important constitutional elements of all autonomous robots mobile vehicles  
is the way how the information about the environment, the robot operates in, is collected and how  
it is later processed. Device, which is used by the robot to collect information is called sensor. The 
group of sensors is called sensory system. 
 Information collected from the sensors can be used to monitor certain interaction with  
the environment. They measure different important parameters and be used for localization of objects 
including itself, help in building an own map of the environment, in detecting obstacles and inner 
states, etc. A wide-scale of sensors can be used to collect information mentioned above in the field  
of mobile robotics. They range from simple sensors indicating the state of battery to more 
sophisticated ones which are providing a huge amount of information about the outer environment, 
such as a LIDAR4 device. 
                                                     
3 FITkit is microcontroller developed at Faculty of Information Technology at BUT. 
4 Light Indicated Distance and Ranging. 
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Each sensor has different properties. The basic parameters are its sensitivity, limits  
in perceptible distance, linearity, resolution, latency, reproducibility, power consumption, reliability, 
etc. 
In the following subchapters the sensors used by the robot are introduced and described.    
3.1.1 Sonars 
Sonar is an abbreviation which comes from an English expression “SOund NAvigation and Ranging”. 
This device is one of the devices used to detect objects in robots neighbourhood. As alternatives, 
there are infrared or touch sensors. 
Principle is quite simple. Device is measuring the time it takes from transmitting to receiving 
the reflected audio signal. Knowing the speed of sound in environment (in our case air) can be then 
calculated the distance from objects. 
Measurements may not be accurate and can adversely be affected by several factors. Sound 
can, for example, bump into an obstacle under such an angle that it will repel it from the transmitting 
sonar and as a result echo is not captured. Incorrect measurements may be caused by reflection from 
several objects, which return in considerably longer time and it leads to a conclusion, that the objects 
are much further away. When using more sonar there is a possibility of receiving sounds transmitted 
by different sonar. This may happen even in cases when there is another robot equipped with sonar 
which works at the same frequency. 
The robot is equipped with sonars SRF08 from company Devantech [5]. They work at 40 kHz 
frequency and they can measure distances between 3 centimetres and 6 metres. The sonars are placed 
on the front side of the robot, one in the middle and one on each side. This way the robot is able  
to sense obstacles as it is approaching on the path.  
3.1.2 Compass 
Throughout centuries compass, together with a map, are the best ways to orientate and navigate  
in an unknown area. The operation of a compass is based on the Earth’s magnetic field.  
Thanks to this, the needle of magnetic compass always points to the North and we can properly 
orientate on the map and determine the direction of travel. 
 The robot uses an electronic compass (CMPS03 from Devantech [5]. An electronic compass 
works on the same principle, albeit slightly differently implemented. The device does not use  
a moving magnetic needle but magnetized strip made of ferromagnetic material (a mixture of iron and 
nickel). This has in case of zero external magnetic field influence and given amperage a certain 
resistance. The external magnetic field of the Earth, however, has an impact on the original direction 
of magnetization and this will change the resistance of the strip. At constant amperage it is enough  
to measure voltage differences in the circuit caused by these changes. Therefore the output  
 9
of the electronic compass, when properly deducted, is the angle in which the robot is towards  
the magnetic North and the measured values can be between 0 - 359º.  
3.1.3 Accelerometer and optical encoders 
The last two sensors, the robot is using are an accelerometer and four optical encoders. Both of them, 
however in a different way, serve to observe the movements of the robot, to measure the distance  
it makes and by the harvested information they help to re-estimate the current position. 
Four optical encoders (QME-01) [5] are measuring the rotations of each engine. Every angular 
rotation of the motor shaft corresponds to a certain number of pulses read from the encoders. When 
properly calculated the exact rotation of each wheel and hence the speed, distance and direction  
of robots movement can be determined. The advantages of using optical encoders consist of how  
the encoding and decoding is done. All of these processes are done inside the electronics of the device 
meaning it only transmits the information (it does not receive any). Typical power consumption for 
such an optical encoder is at tops 10 mA. 
Three-axis accelerometer (type ACC7260) allows measuring the acceleration due to gravity  
or uneven/unequal movement. With other conversions the tilt of the robot can be detected as well 
(acceleration ratio upon two axes) as the momentary speeds vector (integration of all three axes).  
The module is set to the highest sensitivity, allowing to measure acceleration in the range ± 1.5g  
(at lower sensitivity to ± 6g), which is, considering the robots capabilities, far from sufficient [5].   
 
Picture 3.1: Sensors – (from left to right) sonar, el. compass, accelerometer, opt. encoder [3]. 
3.1.4 GPS 
GPS (Global Positioning System) is based on satellite navigation. Position is calculated from satellite 
positions by determining the time-delays in signals transmitted by the satellites. To get reasonably 
accurate estimation of the location the signal has to be available from at least four different satellites. 
Part of the GPS is the geographical co-ordinate system (illustrated on picture 3.2). This system 
describes the position as a point, defined by latitude and longitude information. 
To determine the initial location of the robot an A-GPS module from a “smartphone” is used. 
The Assisted GPS (A-GPS) is a system which can, under certain conditions improve the start-up 
performance, or TTFF5 of a GPS satellite-based positioning system. 
                                                     
5 Time to First Fix is a measure of the time required for a GPS-receiver to acquire satellite signals and 
navigation data, and calculate a position solution (called fix) [16]. 
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Picture 3.2: The Earth’s geographical coordinate system [6]. 
Using such GPS module brings advantages and disadvantages. On the downside it cannot 
determine the position very accurately but on the upside the collected co-ordinates can be processed 
directly on the phone. 
A smartphone determines the location firstly by using network providers’ cell towers and  
Wi-Fi signals, if available. This works both indoors and outdoors, it responds very fast but it is not 
very accurate. Secondly it uses the built-in A-GPS module, which is more accurate, however it is only 
usable outdoors and it is not very responsive. 
The fact, that the contest is being held outdoors, in a park, it enables the usage of the more 
accurate A-GPS module. Moreover, the contest will be held in the northern hemisphere, latitudes 
smaller than 0º are excluded. 
List of a few examples how GPS data can be formatted: 
+490.195130 +16.608180 
N 49º11.700 E 26º36.490 
49º 11” 42.490” N, 16º36” 29.470”E 
3.2 Control 
The actual control of the robot is done from a PC or laptop. To connect, it’s necessary to set up COM 
port and a serial line to the following values: speed 115 200 bps, 8 data bits, 1 stop bit, and no parity. 
Once connected, the continuously measured values are being sent to the terminal in the following 
format as described in [7]: 
Sonary: 25 31 24 [cm] Kompas: 119 [st] Akc: -0.003 +0.002 +1.002 [g] Sco: 1381 1381 
Rych: 0 0 0 0 [100*cm/s] 
 The first three numbers define distance (in cm) to a possible obstacle measured by (in this 
order) left, centre and right sonar.  These numbers are followed by the rotation of the robot from  
the electronic compass. The next three values are fetched from the accelerometer indicating 
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acceleration of the robot in all three axes (x, y, and z).  The following two numbers state the signal,  
to control the electric motor, sent by FITkit board Scorpion. The first of them defines the speed and 
the next one direction. Last four values are showing the speed of the robot based on the signals from 
optical encoders of all four wheels.  
 By sending signals to the terminal it is possible to control the robot. Buttons are chosen,  
to make the control simple, in a similar layout as are the direction keys. Keys ‘i’ and ‘k’ are handling 
moving forward/backward, keys ‘j’ and ‘l’ turning left/right by keeping in mind that, the more intense 
signal goes from the keyboard, the faster the robot moves or turns more sharply. Key ‘e’ has the role 
to stop the robots movements immediately, to stop the robot.  
3.3 Camera 
To be able to use computer vision a robot has to have a camera. We propose a usage of a standard 
notebook or PC webcam with USB connectivity. The maximum achievable resolution is in general 
640x480 pixels or 1.3 mega pixels; however there is no requirement for high resolution images and 
the quality of a modern webcam in good light conditions complies with the requirements.  
In addition, using standard web camera with USB interface has a few advantages. Firstly, in spite  
of the loss of information, particularly for the small details, this does not affect larger regions in  
the frame and with lower resolution the image processing and road extraction method should be 
considerably faster. Secondly, the system is more resilient and reusable due to the fact that it can 
work with basically any video device with USB connectivity. 
The position of the camera has to be properly set due to the reason that the system will make 
distance assumptions based on the image information. This process includes the definition of the 













4 Implementation design 
This chapter introduces the main issues when developing an autonomous mobile robot which include 
localization problem (4.1), global map processing (4.1.2), and inner representation of outer world 
meaning local occupancy grid map (4.2), multi-sensor fusion (4.3), computer vision (4.3) and  
the workflow of how the system works together (4.4). Furthermore, it proposes a solution for each 
mentioned problems and introduces a few techniques which may bring improvements to the original 
system design (4.5). The implementation itself is described in the 5th chapter. 
4.1 Localization problem 
One of the main requirements for an intelligent autonomous mobile robot is the ability to identify  
the environment it is navigating in and being able to internally represent it. Being able to build  
the inner representation, the model, of the outer world is the knowledge about its current position. 
 The localization problem can be considered as the key component in autonomous robot 
systems. If the robot has no model about the environment, it is driving in; it is difficult to decide how 
to operate. 
4.1.1 Problem instances 
In general the localization problem has a number of different types. Firstly, there is the global 
(absolute) localization or “Lost Robot Problem”. In this case the starting position of the robot  
is unknown and due to it a number of errors can occur. The basic idea of how to solve this problem 
rests in getting sensor measurements from different places. After every change in position new 
location predicates are generated and are compared with candidates from previous steps. This process 
is repeated until the time the position of the robot cannot be unambiguously determined [8]. Secondly, 
there is the continuous (local) localization or so called “Position tracking”.  The position tracking  
is the case when the initial position of the robot is known and therefore it is simpler problem than the 
lost robot problem. The goal of local localization is to keep track of the position while navigating 
through the environment [8, 9]. Finally, there is the kidnapped robot problem which can be described 
as the hardest problem to solve. In this case the initial position is exactly known, but all of a sudden, 
without being aware of this, the robot is transferred, or kidnapped to another location. The problem 
for the robot is to detect that it has been kidnapped and to find out what its new location is.  
The wake-up robot problem which is a variant of kidnapped robot problem, in which 
the robot is told that it has been kidnapped, can also be solved by techniques applicable for  
the kidnapped robot problem solution [8]. 
 13
 The dynamics of the environment, the robot is navigating in, is a factor that complicates each 
of the problems mentioned above. There are two different kinds of environments the static and  
the dynamic. In static environments the only moving object is the robot itself, meaning the position  
of the robot is the only variable in the system. Obviously this is not the case in real world. Dynamic 
environments contain other moving objects such as people, other robots, light, etc. The localization  
in such environments is significantly more difficult, since the moving objects might interfere with  
the sensing of the robot. 
Finding out where the robot is positioned can be determined by two different approaches. One 
of them is the passive localization, where the localization module only collects information, but does 
not have any effect on how the robot is driven. In this case localization is a side product of another 
task. The second one of the approaches is the active localization. With this approach the robot  
is focused on finding a better idea of where it is situated. It gives better results, but unfortunately  
it cannot be used in every case.  Using this solution the goals are alternated, meaning either  
the localization task or the primary task is running and as result the goal is generated as compromise. 
4.1.2 Global map 
If the robot has information about the area it is located in, it is easier to find the shortest path from  
the starting point right to the finishing point and its initial position. 
On Robotour contest the usage of OpenStreetMap6 (OSM) generated maps are allowed, 
however it is provided by the organizers and it is considered as the official map of the terrain.  
The map is exported as a special OSM format built upon the XML mark-up language, but there are no 
content restrictions on tags that can be assigned to so-called OSM-Elements. All the current raw OSM 
data, including nodes, ways, relations and tags, are in a special .osm file format which can be 
processed later on.  
The basic OSM-elements accordingly to OSM description are the following [1]: 
• node  - point, has the following key attributes id, lat (latitude) and lon (longitude)  
• way - path, consists of links to nodes, <nd ref=”node id”>  
• relation - link, can be used e.g. for descriptions of buildings  
Every node element contains a few more attributes like user/uid and timestamp i.e. which user 
and when edited the node. Number in attribute changeset then corresponds to the map revision 
sequence. Interesting information could be found in <tag>, for example width of a given way etc. 
Of course as all the files are possibly containing huge amount of data, OSM XML has its own 
limitations. The advantages of using OSM XML are following: the structure is clear and human 
readable, it is machine independent due to exact definitions (e.g. character sets, XML schema 
definitions), general XML parsers can be used after customization and a compression ratio is also 
                                                     
6 OpenStreetMap follows the similar concept as Wikipedia does but for maps and other geographical facts [1]. 
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reasonable. On the other hand it has its shortcomings e.g. very huge files, might need to be 
decompressed before, parsing takes a lot of time. On this trial these shortcomings are negligible 
because it is taken place at smaller areas. 
  
Picture 4.1.: Example of a node element Picture 4.2: Example of a way element 
4.1.2.1 Distance and Azimuth 
In this modern world GPS system is very important. The system can be used to calculate distances. 
Calculating distance is inevitable to determine the best path from start to the finish. The computation 
solves the following equation using haversine formula, which calculates the great-circle distance 
between two points; that is, the shortest distance overt the Earth’s surface (equation taken from [7]): 
   ∆	
   cos ∗ cos ∗ ∆	  (1) 
  2 ∗ 2√,1   
  ! ∗  
In equation (1) letter R represents the central radius of the Earth (6 371 km). lat is latitude and lon  
is longitude of both points. Letter d stands for the calculated distance between the two points  
in kilometres. 
Very important information is the azimuth from one point to the other as well.  
The computation solves the following equation taken from [7]: 
"   tan2	 ' sin∆) ∗ cos ,cos ∗ sin  sin ∗ cos ∗ cos	∆)* (2) 
Variables lat and lon are representing, the same as in the equation (2), latitude and longitude. The 
resulting angle θ is formed by the convection from radians in range between -180º to +180º. 
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4.2 Inner environment representation 
To make the operation of a mobile robot more accurate a detailed model of the environment,  
it navigates in, is a must. In dynamic environment a process that would make highly detailed map  
is not effective due to the fact that principally it would be valid only for a short period of time.  
As a reason the inner model is built during the run of the robot using the sensory system (3.2) and 
proposed path extraction method (4.5). Considering the requirements for details, the option to use 
results from road detection and high level of stability the usage of occupancy grid map is suggested  
as the abstract model of the environment representation. 
 The implementation of the occupancy grid map has the form of two-dimensional array  
of cells which is built by the algorithms for path detection. The proposed occupancy grid map consists 
of small 5x5 centimetre cells. The local map holds information about the area in range of two metres 
in front of the robot. When it reaches a distance as far as one metre7 the system generates a new grid 
map for the next two metres of the path. After the robot covers again the 1 metre distance the system 
maps again the occupancy grid for the next two metres road area and deletes the grid map built  
at first. This process is aimed to reduce requirements for memory however the downside  
is the approach itself. At certain situations in highly dynamic environments it might disallow  
the robot to move or forget branches. Despite of these drawbacks it is a relatively reliable and 
efficient solution for a park environment. 
The value in each cell determines the pass ability. From the assumption that the road has planar 
character the two-dimensional approximation of real world can be implied. On the contrary building  
a three-dimensional model would have significantly increased complexity of algorithms using  
the data structure and the whole system [15]. As keys aspect in the process of building an occupancy 
grid map the sensory data can be considered. 
4.3 Kalman Filter 
The measurements a robot makes need to be combined to form an estimate of the location  
of the robot. The Kalman Filter (KF) is one of the possible optimal estimators for systems with 
uncertainty. It is one of the often-used tools for so called stochastic state estimation from noisy sensor 
measurements. Under certain assumptions, the KF is an optimal, recursive data processing or filter 
algorithm [8]. For robotic purposes, the KF may be used to combine information from sensors  
to estimate the state the robot is in, that is, the location the robot is at. The KF takes different 
uncertainties and error sources that disturb the robot system and measurements in account. Many 
different variations exist for the filter. The most well-known are Linear Kalman Filter, Extended 
Kalman Filter, Discrete Kalman Filter (DKF) and Unscented Kalman Filter [8, 10, 11, 12 and 18].  
                                                     
7 The covered distance can simply be measured by using the information received from the optical encoders. 
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In this Thesis the discrete Kalman Filter algorithm is described in detail which was chosen to be used 
to help in the solution for the localization problem. 
 DKF addresses the problem of attempt to estimate the state of a discrete-time-controlled 
process. The algorithm of the filter contains two steps. The first step is the prediction of the next state, 
calculated using formula (3), the second one is the correction of the new measurement integration 
which uses (4) equation.  
Time update (Predict):                           x,-.  Ax,-.           (3) 
P-.  AP-.A1  Q.   
Measurement updates (Correct):            K-  P-.H15HP-.H1  R7.          (4) 
x,-  x,-.  K-z-  Hx,-.  
P-  I  K-H	P-..   
Where K- is a certain weight called the Kalman gain, R is the measurement error covariance, P- is  
the priori estimate error covariance, Q is the process noise covariance, z is the actual measurement, 
x- is the sate estimate, A is the transition matrix and H the observation matrix. 
 The DKF algorithm, at each time step, propagates both a state estimate x- and an estimate for 
error covariance	P-. The predictor equations provide an indication of the uncertainty associated with 
the current and latter state. The formulas for the measurement updates provide feedback by including 
a new measurement value z into the priori estimate to get an improved a posteriori estimate. 
 The Kalman gain implies as the measurement error covariance R approaches zero. The gain K 
weights the residual more heavily so basically the actual measurement z is “trusted” more and more.  
On the other hand, as the priori estimate error covariance P approaches zero, the gain K weights  
the residual less heavily meaning that the predicted measurement is trusted more and more, while  
the actual measurement less and less [10, 11]. 
 In certain applications, the process noise covariance Q, measurement noise covariance R 
matrices might change with each time step or measurement, however this project assumes they are 
constant.  
4.4 Computer vision 
Computer vision is a field that includes methods for processing and analysing data, received  
by the camera about the environment the robot navigates in, in order to form inner representation  
of the outer world. Applications using the computer vision range from tasks such as industrial 
machine vision systems, which inspect the product quality on a production line, to research projects 
for artificial systems or autonomous robots that can comprehend the world around them. It can make 
a robot more comprehending. 
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Computer vision is used for path detection, described in the subchapter 4.4.1. In order to  
be able to achieve good results, the assumptions listed in the subchapter 4.4.2 have to be met.  
The extracted road image is then used to generate the basis for local occupancy grid map as described 
earlier in the chapter 4.2. 
4.4.1 Path detection using one camera 
One of the major tasks of autonomous mobile robots in unfamiliar environment is the ability to detect 
fare surface. Variability of the surrounding area in which the robot moves makes this task 
considerably difficult. Moreover, dynamic environment may not necessarily be understood  
in the context of visible intervention in the scene, for example due to inaccuracies because  
of the sensor, noise and other influences that will make the robot percept completely static scenes 
always a bit differently. Nature of this task requires: 
• Robustness of the algorithms against outdoor conditions. 
• Reasonably accurate detection methods. 
• Interpretation of data from the sensors in real time. 
Detecting and tracing the path is a nontrivial matter, which can be solved in many different 
ways. Each way has a different strategy, which differs mainly in input assumptions about  
the environment, in the type of used sensors (active/passive), in their number, in ways how the sensor 
data are fused, in computational complexity and in many other ways. The trend nowadays in this area 
of robotics is to use multi-sensor systems. 
Environment variability, changing light condition, noise, soft and hard shadows, loss of depth 
information, context dependence and intersections are one of the few difficulties in the non-trivial 
segmentation problem, which is path detection from image data. Ever-changing light condition  
in outdoor environment and loss of third dimension makes this task especially difficult. 
There are countless different solutions and most of these methods use a priori knowledge, 
which include the width of the path, approximate location and shape, texture and colour properties 
planar nature of the path, the guide lines in structured paths etc. 
4.4.2 Assumptions 
Few assumptions on which the path detection method from image is built have to be stated, namely: 
• Cameras scan the roads surface, which can be approximated as a plane. 
• Road is a spatially connected set of points with a characteristic colour. 
• The robot is placed or located on the road and is relatively close to the centre  
of the road.  
Claiming that the surface captured by the cameras has a planar character simplifies the cameras 
mathematical model. This in fact allows establishing unambiguous mapping between the real 
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environment and its abstract model (2D map) using inverse homogeneous transformation  
to the original model. 
4.4.3 Road extraction 
The road extraction is based on a region-based colour segmentation method called region growing.  
As the name of the method implies, region growing is a procedure that groups pixels or sub regions 
into larger regions based on predefined criteria. The approach starts with a set of “seed” points and 
from these grow regions by appending to each seed those neighbouring pixels which have similar 
properties similar to the seed. 
In order to achieve the best results at first median or mean smoothing filter [13] is applied on 
the image. In the second step the colours originally defined in the RGB colour space are mapped to 
an adequate from HSV colour model [20]. In the final step 3x3 pixel areas are generated. For each 
area the average RGB colour and saturation are calculated.  
The first order of business is selecting a set of one or more starting points based on the nature 
of the problem. Assuming that the robot is initially placed on the road, starting points are selected 
close to the bottom centre point of the image. 
The next step is to choose criteria for region growing. For the sake of the project two criteria 
were chosen for an area to be annexed to a region. The first one is the Euclidian (5) or weighted 
Euclidian (6) colour distance [19, 20] between the average RGB colours of two neighbouring areas. 
The second one is a threshold value. This value is based on a statistical analysis in which the mean 
amount of saturation of previously selected road areas with the usage of different sample images was 
calculated. 
 ∆:  	;5:,<  :,<7  5:,=  :,=7  5:,>  :,>7 (5) 
Where ∆: is the Euclidian distance between two colours and it is calculated for a three-dimensional 
space (dimensions R, G and B). 
 ?̅  	 AB,CDAE,C  
 ∆! = :,<  :,< 
 ∆F = :,=  :,= 
 ∆G = :,>  :,> 
 ∆:  	;2  H̅IJ ∗ ∆!  4 ∗ ∆F  2  II.	H̅IJ  ∗ ∆G (6) 
In equation (6)	∆: is the weighted Euclidian distance where the weight factors depend on the “red” 
component of the colour. Variable ?̅ is the mean level of the red colour. 
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4.5 System 
One of the main areas of an intelligent system is that how each of its part works together.  
This subchapter proposes a solution for the system as a whole considering all the information, 
properties and considerations about to robot system described in previous chapters.  
The system can be separated to different areas as follows: the sensory system and Kalman 
filter, global area map and local occupancy map and computer vision. The proposed autonomous 
mobile robot system elements have to work together in order to achieve desired behaviour. 
One of the main challenges in the whole system is how to build the inner representation  
of the outer world. As described in chapter 4.2 the system would use local occupancy grid map, 
generated by using computer vision technique (4.5) and filled, updated by sensor reading data 
processed by Kalman Filter (4.3.1). Graphic representation of this process is shown by picture, 4.3. 
 
Picture 4.3: Flow chart is representing how local occupancy grid map is built. 
The second challenge is how all system parts would work together. The system’s work can be 
separated into different states. The first one is the initialization state. During this state the process 
initializes the system which means that it puts all sensor states and variables into initial condition, 
processes the GPS data including the finding of the initial position of the robot, processes the given 
area (global) map, saves destination location and plans the path using the global map. This state  
is followed by the second one where frames from video sequence and readings from sensory system 
are analysed and processed. After this, the local representation of the outer world using occupancy 
grid map method is built. On the basis of the local map the path to the next waiting point is planned. 
When the next waiting point is known the system sends movement information to the robot. While 
the robot moves, the information from the sensory system is being processed periodically to make 
sure the robot is always aware whether there is an upcoming obstacle caused by moving objects. 
Before the robot reaches the end of its mission the system goes to the analysis state and plans  
the “objective” of its “mission”. The proposed workflow is demonstrated by the picture 4.4. 
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Picture 4.4: State diagram is showing how the proposed system operates. 
4.6 Future improvements 
Autonomous robot systems are developing dynamically and as result such system may always have to 
be improved.  
In this Thesis proposed robot system would greatly benefit from possible enhancements  
in computer vision, chapter 4.6.1, artificial intelligence (learning), 4.6.2, and the hardware usage  
by the robot itself, 4.6.3. 
To detect traffic blockage the usage of an additional sonar sensor is proposed which should be 
placed on the back of the robot to be able to sense blocked mobile robot(s). 
4.6.1 Computer Vision 
Using camera on a mobile robot gives a great opportunity for future improvements in the area  
of computer vision. These improvements may be the usage of stereo camera (stereo vision system), 
obstacle detection and moving obstacle (motion) detection and in addition the prediction of its path. 
Obstacle detection may be achieved by utilizing colour filters (picture 4.4) or by improved 
colour segmentation which might be quite successful for detecting objects of solid colour. 
 Stereo vision system (SVS) provides depth image of each frame. Depth images in the scene 
reflect the distance from the imaging plane, the closer the object from the imaging plane, the greater 
the depth value the brighter the image is. Using the depth image, the distances from the robot can be 
estimated. The depth value can also be converted to a colour to better show how far the object is.  
The actual depths the colours represent are depend upon the used cameras and their distance from 
each other. An initial calibration is necessary as well, where the calibration is based on known 
distances to objects [13]. 
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Motion detection algorithms are aimed to detect movements in continuous video frames 
providing amount of detected motion and motion frame8. They are performing post processing  
of detected movements for example they can highlight (picture 4.3), count or track moving objects. 
Using the fact that these algorithms can track motion and they can make  
an approximation where it continues to move. The approximation could help with the navigation  
of the robot. 
 
 
Picture 4.3: Motion detection example image taken 
from [13]. 
Picture 4.4: Obstacle detection by utilizing 
colour filters demonstration found in [13]. 
4.6.2 Artificial intelligence 
An autonomous robot should use different areas of artificial intelligence (AI). The system would 
greatly benefit from using learning techniques for AI. 
As mentioned before the autonomous mobile robot system would benefit from the machine 
learning area. AForge.NET framework contains classes for machine learning for instance QLearning 
and Sarsa learning algorithms [13]. These algorithms could be used firstly, to build a database  
of obstacles the robot came across. Using this database the robot could faster and better detect 
obstacles when moving on the path. Secondly, artificial learning method can be used to remember 
locations where it has already been which would help to speed up local localization, path detection 
and path planning processes. However these methods can result in increasing the requirements  
for memory and they would greatly increase the complexity of the proposed system. 
                                                     
8 Motion frame is a binary image, which shows all regions where motion is detected [13]. 
 22
4.6.3 Light detection and ranging (LIDAR) 
LIDAR is an optical remote sensing technology working principally on measuring time of flight  
of the transmitted signal, often using pulses from a laser. The advantage of using laser beam is the 
more accurate inner world representation implying more precise path detection and obstacle 
avoidance. 
Most laser diodes emit a beam with an appropriate optical system9. The reflected beam is 
detected using avalanche photodiode, which converts light wave back into electrical current.  
Range of scanning depends on the reflexivity of scanned objects and on the intensity of the emitted 
beam. Under ideal conditions, this technology is able to detect dark objects with reflexivity ten  
per cent over a distance of thirty meters [14]. Principal disadvantage of 2D laser rangefinder is that  
it sweeps beams in one plane and thus it can capture a relatively small part of the environment.  
4.6.4 GPS data 
To make the localization process simpler the usage of GPS localization device is suggested. 
Nowadays GPS coordinates can be collected using mobile, “smart” phones which are equipped with 
A-GPS modules as mentioned in the chapter 3.2.5. The data collected by the mobile phone could be 
saved periodically on the phone’s memory card and then read by the system. 
The system would mainly benefit from the received GPS data during the initial localization  
to achieve continuous or local localization (chapter 4.1.1). The location information can be included 
















                                                     
9 Length of the beam is 1064 nm. 
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5 Implementation 
An autonomous robot should be able to make decision on its own, only to a certain level though. 
Important aspect of the proposed solution is the visualisation of the results for testing and monitoring 
purposes.  
Subchapter 5.1 describes the implementation environment including a chosen programming 
language and an additional framework and library for computer vision. For the purpose of this 
project, to show the results, subchapter 5.2 describes the designed and implemented graphic user 
interface. Subchapters 5.3 and 5.4 are aimed to describe the implementation of the proposed system 
which was introduced in chapter 4.6 and then to show the achieved results.  
The implementation basically follows the functionality proposed in the 4th chapter, however 
due to underestimation of the system’s complexity a few from the proposed functionalities were 
excluded from the implementation and listed only as possible improvements. 
5.1 Implementation environment 
When choosing a suitable programming language for the system one should focus on how suitable for 
computer vision application it is and what kind of additional frameworks and libraries can be used 
with it. 
Considering all the above-mentioned aspects of the implementation of this project, C sharp 
(C#) programming language was chosen. The language provides the option to build graphic user 
interface using the .NET framework and to use a wide range of third party libraries and frameworks 
for image processing and computer vision. C sharp further on enables the usage of Windows GDI10 
which is a core operating system component responsible for representing graphical objects.  
The implementation of this project uses GDI+ which provides more features and the performance  
is improved as well. Finally the fact, that I had a certain amount of experience with C sharp from 
previous projects helped me to select the most suitable language. 
The implementation uses the Aforge.NET open source C sharp framework [13] which contains 
functions to read and process video sequence from various video capturing devices or video file as 
well as computer vision methods.  
For the purpose of implementation environment Visual Studio 2010 was chosen. This program 
is able to automatically format and partially generate the source code, and it provides advanced tools 
for implementation and debugging for simple and complex applications as well. 
                                                     
10 Graphical Device Interface 
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5.2 Graphic user interface 
The graphic user interface (GUI) of the main window in this project is separated into six groups 
namely: initial information, video preview, processed image, control output, local occupancy grid 
map and robot moves and it also contains a menu and status strip. There is a second window which 
draws two graphs in order to test the Kalman Filter on test values and one to demonstrate the work of 
colour segmentation. In the project file GUIs are saved under GUI\ folder. Picture 5.1 shows the final 
design of the implemented GUI of the main window. 
The initial information group is to be used by the user who can define different start up 
variables for the competition. Firstly, to define the map, secondly, to add the location of the goal and 
finally to define how long the countdown is going to be. Video preview shows the image sequence 
captured by the chosen video source. Processed image shows the result after the road extraction 
method and local occupancy grid map shows the grid map generated on the basis of the previous 
image. Control output is used to show in which state the system is and what information was received 
by the sensory system. Text box name Robot moves will show the history of movements and what 
would be the robot’s next move. 
The menu strip contains two main items which are File and Help. Firstly, the File menu 
contains four dropdown items: Open Camera which opens a user specified video capturing device, 
Open video file which plays a user defined video file, Test single image which can be used to 
demonstrate the road extraction on a separate window, Test Kalman Filter which shows the window 
to demonstrate and test Kalman Filter and there is finally the Exit dropdown item which closes the 
program. Secondly, there is the Help menu which contains dropdown items Tutorial which opens the 
user’s manual and About which shows a basic information about the project. The status strip shows 
the countdown and afterwards how long the robot operates.  
After the video source and all the initial information are given, the program can be started by 
button Start which triggers the countdown.  
 
Picture 5.1: The program GUI 
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5.3 System 
The proposed system contains four states where each is responsible for different tasks and is 
important in different period of time during the system’s life cycle. 
This subchapter describes the implementation of the proposed system and contains images and 
graphs (5.3.2) to demonstrate and compare results from road extraction method and the implemented 
discrete Kalman Filter with different coefficients. 
5.3.1 State “Initialize” 
The system in its first state initializes all the system elements such as the used COM port, video 
source and initial information which were described in the previous subchapter. 
The robot can be connected via a COM port. In this project the System.IO.PORTS.SerialPort 
library is used to communicate with the connected device via the specified port is using by default 
settings shown in table 1. 
BaudRate DataBits Parity 
115200 8 1 
Table 1: COM port settings by default 
Sensory data would be read from the hyper terminal and processed in every 500 milliseconds. Each is 
then saved to different classes named after the sensors, for example information provided by  
the sonars is saved to class Sonar, compass information to class Compass etc. All these classes are 
stored together in a class called SensorySystem meaning that it stores all information received by  
the sensory system. The system stores the measurement data for 2.5 seconds, then it deletes them due 
to memory usage considerations and due to the fact that sensory reading validity expires quickly. 
 This project shows video sequence on the Aforge.Controls.VideoSourcePlayer object 
however it can only show images from web cameras and “avi” files. The usage of low resolution 
videos is recommended in order to make the system even a bit faster. 
 One of the rules for Robotour is that the robot has to wait until the contest starts to process the 
information received by its sensory system and camera.  After clicking on the button “START”  
the system saves the initial information and the countdown is triggered. The countdown starts from 
the user defined time. After the countdown finishes, the second state can start. 
5.3.2 State “Analyse” 
The analysis state contains the proposed computer vision (4.5.1) and multi-sensor fusion (4.3.1) 
techniques. The road extraction uses the modified region growing colour segmentation method 
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described in chapter 4.4. Smoothing filters median and mean are applied with the usage  
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Picture 5.3: Figures (a), (g) and (k) show the results after applying the median, (d) after applying 
mean filter. Images (b), (e), (h), (l) and (c), (f), (i), (m) are showing the extracted path using Euclidian 
and modified weighted Euclidian colour distance approximation based on (a), (d), (g) and (k). 
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Results are demonstrated on the picture 5.3. The images clearly imply that the usage of the 
median filter over mean filter gives better results but it is much more time-consuming as it can see in 
table 2. Furthermore can be concluded, using Euclidean or modified weighted Euclidian colour 
distance approximation method the outcomes are fairly similar when the Euclidian distance is set to 
20, the weighted Euclidian distance is set to 20 and the threshold is set to 0.2. Methods for computer 
vision can be found under the \Computer Vision project folder. 
Median filter Mean filter 
1687 ms 117 ms 
Table 2: Time usage by smoothing filters (tested on Windows 7 with Core 2 Duo P8400) 
The Kalman Filter is not directly part of the second state. It was implemented and tested with 
random values which were chosen to partially match probable information received by sonar.  
It is available from the menu File and dropdown item Test Kalman Filter and it uses data from  
a Microsoft Excel sheet saved in project folder \bin\Debug\ as test.xls. For the sake of testing, values 
from 50 centimetres to 250 centimetres were chosen as probable sensor data and coefficients, after 
testing in order to achieve the best result shown in table 3.  
To demonstrate the work of Kalman Filter two graphs are shown below (picture 5.4), on the 
upper one the original sensor data and on the lower the results after applying the filter are drawn. 
From the graph showing the values after the application of the Kalman Filter, the minimization of 
noise error using the testing data can be concluded. 
 
Picture 5.4: The upper graph shows the original data and the lower one shows the result after applying 
the Kalman Filter with coefficients shown in table 2. 
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A H P Q R 
1 1 0.1 0.1 10 
Table 3: Coefficients used in Kalman Filter 
The work of Kalman Filter can be optimized by collecting actual sensor data from the area 
where the robot will operate. 
5.3.3 State “Build” 
The task of this state is to build the basis of the local occupancy grid map and to evaluate each cell in 
the grid map using the sensory information processed by the Kalman Filter. However, due to the fact 
that the system does not include actively the filtering process this state is aimed only to build the basis 
of the occupancy grid map. Picture 5.5 shows an example how the grid map would be represented 
based on an image. In the grid map each cell can have one of three values. Either it is free meaning 
the robot can go there or it is occupied. The last state describes the robot’s current location.  
During this state firstly, the system generates a grid map, gridMap<string, int>, using the 
Dictionary11 class where the keys are the x1, y1, x2, y2 coordinates of the pixels where each cell 
starts and ends saved as string in x1,y1,x2,y2 form and the value is by default set to 0. The value 0 
means that the cell has not yet been evaluated which in addition means it is free. The current position 
of the robot is equal to the cell where the value is 2. A cell is a 5x5 pixel area of the image as 
proposed in subchapter 4.2.  
Including the sensor data and the Kalman Filter in the building state would mean that cells 
could be detected as occupied and as a result the cells value would be set to 1. 
 
A B 
Picture 5.5: Visualisation of the occupancy grid map (b) generated using image (a) as the basis. 
                                                     
11 Represents a collection of keys and values 
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5.3.4 State “Move” 
This state would be responsible to operate the robot on its path to the stated goal. This process  
is however non-trivial and as a reason was excluded from this project. On the other hand this area 
gives great opportunities for future improvements. 
5.4 Summary 
The final part of this Thesis, the implementation, arose a few issues. Due to the fact that  
the robot could not be borrowed to use without supervision and the fact that the robot was used by 
other students as well which, unfortunately, has led to a situation of no time frame availability when 
the implemented system could have been tested with the robot.  
The implementation of this project is based on simulated data chosen to be as close as possible 
to real ones and as a result, the solution could not be absolutely effective and would need further 
testing and changes. 
The solution is consciously aimed to be a general one where each state or method can  
be optimized to be usable as a basis of future improvements and applications. Partially it is focused to 
make its segments reusable. It enables the usage of different settings to establish connection with  
the robot. The road extraction and Kalman Filter method can be adjusted and as a result used in wide 
















This Thesis was aimed to present and implement a possible solution how an autonomous robot can 
deal with the localization problem and the robot sensing uncertainty. In addition the solution should 
have been tested in real terrain with the chosen robot. The second task however was not completed 
due to the fact that after completing the implementation there was no time frame availability for the 
testing of the solution. The implemented solution although would enable to take part on the Robotour 
contest but previously it has to be tested and improved using the robot and the sensory information 
provided by it. A navigation program would be necessary as well which would be responsible for  
the planning and operating of plan and operate the robot on its path to the goal. The structure of  
the robot would need additional changes too. The reason in particular is that the robot in its current 
state would not be able to carry the notebook which is responsible for its control. 
This article has presented the history of autonomous mobile robots and introduced and 
presented the rules, requirements and recommendations for the Robotour 2012 contest. The chosen 
robot was described in details as well. Part of the Thesis introduced different localization problems, 
computer vision methods and Kalman Filter. This article has furthermore presented a possible 
solution how to navigate a mobile robot in an unknown environment which is based on using 
computer vision for road extraction, Kalman Filter to process sensory data and local occupancy grid 
map which is the internal representation of the environment. Finally a whole chapter is dedicated  
to suggest and introduce options for future improvement and development. 
As the internal model designed to provide basis to merge results from the camera and sensory 
system the occupancy grid map which is characterized by a fixed coordinate system was chosen.  
The solution uses the so-called forgetting technique when the robot gradually loses information about 
the places visited earlier. This approach has a number of positive consequents e.g. borders  
the memory requirements and time required for analysis. The solution implements its basic idea and 
needs further adjustments.  
For the job to detect path the region growing colour segmentation method was chosen.  
The method is fairly effective when priori knowledge about the environment where it is going to be 
applied is available. Region growing has other positive benefits as well for instance it is one  
of the fastest colour segmentation methods.  
By conducting an in-depth research for the sake of this Bachelor Thesis I gained  
a considerable amount of newly-acquired knowledge in the area of robotics. It is a very challenging 
and interesting area which includes fields such as computer vision, artificial intelligence, etc.  
I consider myself to be lucky that I had been given the opportunity to deepen my technical expertise 
in various fields from information technology and to increase my English language skills whilst 
executing research and using technical English. 
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List of attachments 
Attachment 1. CD which contains the source codes, technical documentation in electronic form, 
user’s manual and sample images saved in folders: 
• Robotour.zip 
 Wrapped source code 
• bp_xvassr00.pdf 
 Bachelor’s Thesis in .PDF format 
• bp_xvassr00.doc 
 Bachelor’s Thesis in .DOC format 
• Manuals\ 
 User’s manual 
• Test\ 
 Sample images 
 Test data for Kalman Filter 
