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Abstract
This paper considers systems of balance law with a dissipative non local
source. A global in time well posedness result is obtained. Estimates
on the dependence of solutions from the flow and from the source
term are also provided. The technique relies on a recent result on
quasidifferential equations in metric spaces.
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1 Introduction and Main Result
Consider the following nonlinear system of balance laws:
∂tu+ ∂xf(u) = G(u) (1.1)
where f is the flow of a nonlinear hyperbolic system of conservation laws and
G:L1 7→ L1 is a (possibly) non local operator. It is known, see [11, Theo-
rem 2.1], that for small times equation (1.1) generates a Lipschitz semigroup.
When the source term is dissipative, the existence of solutions can be
proved for all times, see [13, 14] as well as the continuous dependence, see [2,
8]. These papers all deal with local sources. Memory effects, i.e. sources non
local in time, were recently considered, for instance, in [9].
Here, we deal with dissipative non local sources and we provide the well
posedness of the Cauchy problem for (1.1), as well as estimates on the de-
pendence of the solutions from f and G. The proof relies on the combination
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of the Standard Riemann Semigroup S generated by the conservation law
∂tu + ∂xf(u) = 0, see [5, Definition 9.1], combined through the operator
splitting technique with the Euler polygonal (t, u) 7→ u + tG(u) generated
by the ordinary differential system ∂tu = G(u).
Here, we limit our attention to right hand sides of the type
G(u) = g(u) +Q ∗ u (1.2)
where g ∈ C1,1(Ω;Rn) and Q ∈ L1(R;Rn), the convolution being in the
space variable, see [11, § 2] for several physical motivations.
Let R be the matrix whose columns are the right eigenvectors of Df(0).
We call the source term (1.2) column diagonally dominant, see [14], if there
exists a c > 0 such that for i = 1, . . . , n the matrix M = R−1Dg(0)R
satisfies
Mii +
n∑
j=1, j 6=i
∣∣Mji∣∣ < −c , (1.3)
see [1, formula (5)] for a coordinate independent extension of diagonal dom-
inance.
It is well known that this dissipativity condition allows to prove the well
posedness globally in time of the Cauchy problem for (1.1)–(1.2) in the case
Q = 0 and g:Rn 7→ Rn, see [2, 14]. Similar global results can be obtained
by means of suitable L1 estimates for relevant classes of systems, see [13].
Our main result is the following.
Theorem 1.1 Fix an open set Ω ⊆ Rn, with 0 ∈ Ω, and assume that
(F) f ∈ C4(Ω;Rn) is such that Df is strictly hyperbolic with each charac-
teristic field either genuinely nonlinear or linearly degenerate;
(G) g ∈ C1,1(Ω;Rn), g(0) = 0, g is column diagonally dominant and Q ∈
L1(R;Rn).
Then, there exist positive δ1, δ2,L, κ such that for all Q with ‖Q‖L1 ≤ δ1
there exists a global semigroup P : [0,+∞[×D 7→ D such that
(1) D ⊇
{
u ∈ L1(R; Ω): TV(u) ≤ δ2
}
;
(2) for all uo ∈ D and for t ∈ [0,+∞[, the map (t, x) 7→ (Ptuo)(x) is a weak
entropy solution to (1.1) with initial datum uo;
(3) for t, s ∈ [0,+∞[, u,w ∈ D and s < t, then
‖Ptu− Ptw‖L1 ≤ L · e
−κt · ‖u− w‖L1
‖Ptu− Psu‖L1 ≤ L ·
(
1 + ‖u‖L1
)
· |t− s| ;
(1.4)
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(4) if S is the SRS generated by ∂tu+ ∂xf(u) = 0, then for all u ∈ D,
lim
t→0
1
t
∥∥∥Ptu− (Stu+ tG(u))∥∥∥
L1
= 0 ;
Moreover, let f, f˜ both satisfy (F), both pairs g,Q and g˜, Q˜ satisfy (G). De-
note by P, P˜ the corresponding processes and Dδ, D˜δ˜ their domains. Choose
δ, δ˜ so that D˜δ˜ ⊆ Dδ. Then, for all u ∈ D˜δ˜∥∥∥Ptu− P˜tu∥∥∥
L1
≤ L ·
∥∥∥Df −Df˜2∥∥∥
C0(Ω;Rn×n)
· t
+L · ‖g − g˜‖C0(Ω;Rn) · t
+L ·
∥∥∥Q− Q˜∥∥∥
L1(R;Rn)
· t .
(1.5)
Condition (4) ensures that the orbits of P are weak entropy solutions,
see [11, Corollary 3.13]. Moreover, the solution yielded by P can be char-
acterized also as viscosity solution in the sense of the integral inequalities
in [5, § 9.2], see [11, (6) and (7) in Theorem 1.2]. Theorem 1.1 is obtained
applying [10, Theorem 2.5] with X = L1(R; Ω¯), see Section 3.
2 Outline of the Proof
We sketch below the procedure used to prove Theorem 1.1. All technical
details are deferred to Section 3.
Our general reference for the basic notions related to systems of conser-
vation laws is [5]. We assume throughout that 0 ∈ Ω and that f satisfies (F)
in Theorem 1.1. Let λ1(u), . . . , λn(u) be the n real distinct eigenvalues of
Df(u), indexed so that λj(u) < λj+1(u) for all j and u. The j-th right,
respectively left, eigenvector is denoted rj(u), respectively lj(u).
Let σ 7→ Rj(σ)(u), respectively σ 7→ Sj(σ)(u), be the j-rarefaction curve,
respectively the j-shock curve, exiting u. If the j-th field is linearly degener-
ate, then the parameter σ above is the arc-length. In the genuinely nonlinear
case, see [5, Definition 5.2], we choose σ so that
∂λj
∂σ
(
Rj(σ)(u)
)
= kj and
∂λj
∂σ
(
Sj(σ)(u)
)
= kj ,
where k1, . . . , kn are positive and such that, as in [2],
∂
∂σ
(
Rj(σ)(0)
)
= rj(0) ,
∥∥rj(0)∥∥ = 1 .
Introduce the j-Lax curve
σ 7→ ψj(σ)(u) =
{
Rj(σ)(u) if σ ≥ 0
Sj(σ)(u) if σ < 0
3
and for σ ≡ (σ1, . . . , σn), define the map
Ψ(σ)(u−) = ψn(σn) ◦ . . . ◦ ψ1(σ1)(u
−) .
By [5, § 5.3], given any two states u−, u+ ∈ Ω sufficiently close to 0, there
exists a map E such that
σ = E(u−, u+) if and only if u+ = Ψ(σ)(u−) . (2.1)
elementary computations show that
DuE(0, u)∣∣∣u=0 = R−1 =

l1(0)
...
ln(0)
 . (2.2)
Similarly, let the map S and the vector q = (q1, . . . , qn) be defined by
u+ = S(q)(u−) = Sn(qn) ◦ . . . ◦ S1(q1)(u
−) (2.3)
as the gluing of the Rankine - Hugoniot curves.
Let u be piecewise constant with finitely many jumps and assume that
TV(u) is sufficiently small. Call I(u) the finite set of points where u has
a jump. Let σx,i be the strength of the i-th wave in the solution of the
Riemann problem for
∂tu+ ∂xf(u) = 0 (2.4)
with data u(x−) and u(x+), i.e. (σx,1, . . . , σx,n) = E
(
u(x−), u(x+)
)
. Ob-
viously if x 6∈ I(u) then σx,i = 0, for all i = 1, . . . , n. As in [5, § 7.7], A(u)
denotes the set of approaching waves in u:
A(u) =

(
(x, i), (y, j)
)
∈
(
I(u)× {1, . . . , n}
)2
:
x < y and either i > j or i = j, the i-th field
is genuinely non linear, min
{
σx,i, σy,j
}
< 0

while the linear and the interaction potential, see [15] or [5, formula (7.99)],
are
V(u) =
∑
x∈I(u)
n∑
i=1
∣∣σx,i∣∣ and Q(u) = ∑
((x,i),(y,j))∈A(u)
∣∣σx,iσy,j∣∣ .
Moreover, let
Υ(u) = V(u) +C0 ·Q(u) (2.5)
where C0 > 0 is the constant appearing in the functional of the wave–front
tracking algorithm, see [5, Proposition 7.1]. Recall that C0 depends only on
the flow f and the upper bound of the total variation of initial data.
4
Finally we define
D∗δ =
{
v ∈ L1 (R,Ω) : v piecewise constant and Υ(v) < δ
}
(2.6)
Dδ = cl
{
D∗δ
}
where the closure is in the strong L1–topology. Observe that Dδ contains
all L1 functions with sufficiently small total variation.
We now pass to the stability functional introduced in [7, 16, 17]. For any
v¯ ∈ D∗δ , denote by σ¯x,i the size of the i–wave in the solution of the Riemann
Problem with data v¯(x−) and v¯(x+). Then define
A−j [v¯](x) =
∑
y≤x
∣∣σ¯y,j∣∣, A+j [v¯](x) =∑
y>x
∣∣σ¯y,j∣∣, for j = 1, . . . , n .
If the i-th characteristic field is linearly degenerate, then define Ai as
Ai [v¯] (q, x) =
∑
1≤j<i
A+j [v¯] (x) +
∑
i<j≤n
A−j [v¯] (x). (2.7)
While if the i-th characteristic field is genuinely nonlinear
Ai[v¯](q, x) =
∑
1≤j<i
A+j [v¯](x) +
∑
i<j≤n
A−j [v¯](x)
+A+i [v¯](x) · χ[0,+∞[
(q) +A−i [v¯](x) · χ]−∞,0[
(q).
(2.8)
Now choose v, v˜ piecewise constant in D∗δ and define the weights
Wi[v, v˜](q, x) = 1 + κ1Ai[v](q, x) + κ1Ai[v˜](−q, x)
+κ1κ2
(
Q(v) +Q(v˜)
)
.
(2.9)
the constants κ1 and κ2 being those in [5, Chapter 8]. Define implicitly the
function q(x) ≡
(
q1(x), . . . , qn(x)
)
by
v˜(x) = S
(
q(x)
) (
v(x)
)
with S as in (2.3). The stability functional Φ is
Φ(v, v˜) =
n∑
i=1
∫ +∞
−∞
∣∣qi(x)∣∣ ·Wi[v, v˜] (qi(x), x) dx. (2.10)
We stress that Φ is slightly different from the functional Φ defined in [5,
formula (8.6)]. Indeed, here all jumps in v or in v˜ are considered. There,
on the contrary, exploiting the structure of ε-approximate front tracking
solutions, see [5, Definition 7.1], in the definition of Φ the jumps due to
non physical waves are neglected when defining the weights Ai and are con-
sidered as belonging to a fictitious (n + 1)-th family in the definition [5,
formula (7.54)] of Q.
Recall the following basic result in the theory of non linear systems of
conservation laws.
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Theorem 2.1 Let f satisfy (F). Then, there exists a positive δo such that
the equation (2.4) generates for all δ ∈ ]0, δo[ a Standard Riemann Semigroup
(SRS) S: [0,+∞[×Dδ 7→ Dδ, with Lipschitz constant L.
We refer to [5, Chapters 7 and 8] for the proof of the above result as well
as for the definition and further properties of the SRS.
Recall the following result from [12]:
Proposition 2.2 The functionals Υ, Q and Φ admit an L1 lower semi-
continuous extension to all Dδ. Moreover,
1. for all u ∈ Dδ, the maps t 7→ Q(Stu) and t 7→ Υ(Stu) are non increas-
ing.
2. for all u, v ∈ Dδ, the map t 7→ Φ(Stu, Stv) is non increasing;
3. there exists a positive C such that for all u ∈ Dδ,
1
C
TV(u) ≤ Υ(u) ≤ C TV(u)
and for all u, v ∈ Dδ,
1
C
‖u− u˜‖L1 ≤ Φ(u, u˜) ≤ C ‖u− u˜‖L1 ;
4. for all u ∈ Dδ,
Q(u) = lim inf
v∈D∗
δ
,v→u
Q(v)
Υ(u) = lim inf
v∈D∗
δ
,v→u
Υ(v)
Φ(u, u˜) = lim inf
v∈D∗
δ
,v→u
Φ(v, v˜)
The results in [12] also provide an explicit expression of Φ in terms of wave
measures, see [5, § 10.1]. For the properties of Q and Υ, see also [3, 5, 6].
Introduce the map
Fˆ (s)u = u+ s g(u) + sQ ∗ u. (2.11)
that satisfies the properties stated in the following lemma, whose proof is
deferred to Section 3.
Lemma 2.3 Let (F) and (G) hold. For all δ sufficiently small and all
u, u˜ ∈ Dδ,
Q
(
Fˆ (s)u
)
≤ Q(u) +O(1) sΥ2(u)
Υ
(
Fˆ (s)u
)
≤
(
1−
c
8
s
)
Υ(u)
Φ
(
Fˆ (s)u, Fˆ (s)u˜
)
≤
(
1−
c
4
s
)
Φ(u, u˜) .
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We now recall the basic definitions and results from [10, Section 2] that
allow us to complete the proof of Theorem 1.1. In the complete metric space
X = L1(R; Ω¯) with the L1 distance, select for a fixed M the closed domain
DM =
{
u ∈ Dδ:Φ(u, 0) ≤M
}
,
and the local flow
F : [0, τ ] ×DM 7→ DM F (s)u = Fˆ (s)Ssu , (2.12)
where S is the SRS of Theorem 2.1, τ is positive and sufficiently small.
Recall that, in the present autonomous setting, a Lipschitz continuous map
is a local flow by [10, Definition 2.1]. Note that DM is invariant with respect
to both Fˆ and S, so that the above definition makes sense.
For any positive ε, the Euler ε-polygonal generated by F is
F ε(t)u = F (t− kε) ◦
k−1
©
h=0
F (ε)u (2.13)
see [10, Definition 2.2]. Therein, the following theorem is proved in a generic
complete metric space.
Theorem 2.4 Let F : [0, τ ] × Dˆ 7→ Dˆ be a local flow that satisfies
1. there exists a non decreasing map ω: [0, τ/2] 7→ R+ with
∫ τ/2
0
ω(ξ)
ξ dξ <
+∞ such that for all (s, u) and all k ∈ N
d
(
F (ks) ◦ F (s)u, F
(
(k + 1)s
)
u
)
≤ ks ω(s) ; (2.14)
2. there exists a positive L such that for all ε ∈ [0, τ ] and for all t ≥ 0
d
(
F ε(t)u, F ε(t)u˜
)
≤ L · d(u, u˜) . (2.15)
Then, there exists a unique Lipschitz semigroup P : [0,+∞[ × Dˆ 7→ Dˆ such
that for all u ∈ Dˆ
1
s
d
(
Psu, F (s)u
)
≤
2L
ln 2
·
∫ s
0
ω(ξ)
ξ
dξ . (2.16)
The proof of Theorem 1.1 is deferred to Section 3. It amounts to show
that the above abstract result can be applied in the present setting, with
Dˆ = DM and F as in (2.12).
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3 Technical Details
Lemma 3.1 Let f satisfy (F), Ω be a sufficiently small neighborhood of
the origin; a, b ∈ Rn and s ≥ 0 be sufficiently small. Choose u−, v− ∈ Ω
and define u+ = u− + sa and v+ = v− + sb. Then, if σ−, σ+ satisfy
v− =Ψ(σ−)(u−) and v+ = Ψ(σ+)(u+),
n∑
i=1
∣∣∣σ+i − σ−i ∣∣∣ ≤ O(1) · s
 n∑
i=1
∣∣∣σ−i ∣∣∣+ ‖b− a‖
 . (3.1)
If g satisfies (G), u+ = u− + s
(
a+ g(u−)
)
and v+ = v− + s
(
b+ g(v−)
)
,
then
n∑
i=1
∣∣∣σ+i ∣∣∣ ≤ (1− c2s
) n∑
i=1
∣∣∣σ−i ∣∣∣+O(1) s ‖b− a‖ . (3.2)
An entirely analogous result holds with the map Ψ replaced by the gluing S
of shock curves, i.e. v− = S(σ−)(u−) and v+ = S(σ+)(u+).
Proof. Let σ− = σ and σ+ = E
(
u+ sa,Ψ(σ)(u) + sb
)
. Introduce the C2
map
ϕ(s, a, b,σ) = E
(
u+ sa,Ψ(σ)(u) + sb
)
− σ .
Note that ϕ(0, a, b, σ) = 0 and ϕ(s, a, a, 0) = 0, by [5, Lemma 2.5] we get
∥∥ϕ(s, a, b,σ)∥∥ ≤ O(1) s
 n∑
i=1
|σi|+ ‖b− a‖

proving (3.1).
To prove (3.2), introduce the functions
Bij(a, u) =
∂2
∂s ∂σj
Ei
 u+ s (a+ g(u)) ,
Ψ(σ)(u) + s
(
b+ g
(
Ψ(σ)(u)
)) ˛
˛
˛
˛
˛
˛
˛
σ=0,
s=0,
b=a,
ϕ(s, a, b, σ, u) = E
 u+ s (a+ g(u)) ,
Ψ(σ)(u) + s
(
b+ g
(
Ψ(σ)(u)
)) −(Id + sB(a, u))σ.
By the C2,1 regularity of E, the n × n matrix B is a Lipschitz function of
(a, u). Moreover, by (2.2)
Bij(0, 0) =
∂2
∂s ∂σj
Ei
(
0, ψj(σj)(0) + sg
(
ψj(σj)(0)
))∣∣∣s=0,σj=0
=
∂
∂s
(
li(0) ·
(
ri(0) + sDg(0) rj(0)
))∣∣∣s=0
= li(0)Dg(0) rj(0)
= Mij .
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Therefore, by (1.3)
n∑
i=1
∣∣∣∣[(Id + sB(0, 0))σ]i
∣∣∣∣ ≤ (1 − cs) n∑
i=1
|σi| . (3.3)
Note that ϕ(0, a, b,σ, u) = 0, hence by the Lipschitzeanity of Dϕ,∥∥ϕ(s, a, b,σ, u)− ϕ(s, a, a,σ, u)∥∥ ≤ O(1) s‖b− a‖ .
We thus have∥∥ϕ(s, a, b,σ, u)∥∥ ≤ ∥∥ϕ(s, a, b,σ, u)− ϕ(s, a, a,σ, u)∥∥ + ∥∥ϕ(s, a, a,σ, u)∥∥
≤ O(1) s‖b− a‖+
∥∥ϕ(s, a, a,σ, u)∥∥ . (3.4)
By the definition of ϕ and the choice of Bij(a, u),
ϕ(0, a, a,σ, u) = 0
ϕ(s, a, a, 0, u) = 0
∂2
∂s ∂σj
ϕ(s, a, b,σ, u)˛˛
˛
˛
˛
˛
˛
σ=0,
s=0,
b=a
= 0
using again [5, Lemma 2.5], we obtain
∥∥ϕ(s, a, a,σ, u)∥∥ ≤ O(1) s n∑
i=1
|σi|
s+ n∑
i=1
|σi|
 . (3.5)
Finally,
E
(
u+ s
(
a+ g(u)
)
,Ψ(σ)(u) + s
(
b+ g
(
Ψ(σ)(u)
)))
= ϕ(s, a, b,σ, u) +
(
Id + sB(a, u)
)
σ
=
(
Id + sB(0, 0)
)
σ + ϕ(s, a, b,σ, u) + s
(
B(a, u)−B(0, 0)
)
σ .
Apply now (3.3), (3.4), (3.5) and the Lipschitzeanity of B
n∑
i=1
∣∣∣σ+i ∣∣∣ = n∑
i=1
∣∣∣∣∣∣∣Ei
 u+ s (a+ g(u)) ,
Ψ(σ)(u) + s
(
b+ g
(
Ψ(σ)(u)
)) 
∣∣∣∣∣∣∣
≤
n∑
i=1
∣∣∣∣[(Id + sB(0, 0))σ]i
∣∣∣∣+O(1) s ‖b− a‖
+
∥∥ϕ(s, a, a,σ, u)∥∥+ s ∥∥B(a, u)−B(0, 0)∥∥ ‖σ‖
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≤ (1− cs)
n∑
i=1
|σi|+O(1) s‖b− a‖
+O(1) s
n∑
i=1
|σi|
s+ n∑
i=1
|σi|+ ‖a‖+ ‖u‖

≤
(
1−
c
2
s
) n∑
i=1
|σi|+O(1) s‖b− a‖
provided s,
∑n
i=1 |σi|, ‖a‖ and ‖u‖ are sufficiently small. 
Introduce for N ∈ N the projection
ΠN (u) = N
−1+N2∑
k=−1−N2
∫ (k+1)/N
k/N
u(ξ) dξ χ
]k/N,(k+1)/N]
as in [11, § 3.2]. Note that ΠNu is piecewise constant. For later use, we
introduce the following approximated local flows, see [10, Definition 2.1],
generated by the source term
FˆN (s)u = u+ s g(u) + sΠN (Q ∗ v).
Lemma 3.2 Let (F) and (G) hold. If δ and ‖Q‖L1 are sufficiently small,
then for all v ∈ D∗δ
V
(
FˆN (s)v
)
≤
(
1−
c
4
s
)
V(v) .
Proof. Denote w = ΠN (Q∗v) and introduce the piecewise constant function
v′ = v+sg(v)+sw. Let σx,i, respectively σ
′
x,i be the jumps in v, respectively
v′. Denote also ∆v(x) = v(x+)− v(x−) and similarly ∆w, ∆v′.
Apply (3.2) at any x ∈ R, with a = w(x−) and b = w(x+) to obtain
V(v′) =
∑
x∈R
n∑
i=1
∣∣∣σ′x,i∣∣∣
≤
(
1−
c
2
s
)∑
x∈R
n∑
i=1
∣∣σx,i∣∣+O(1) s ∑
x∈R
∥∥∆w(x)∥∥
≤
(
1−
c
2
s
)
V(v) +O(1) sTV
(
ΠN (Q ∗ v)
)
≤
(
1−
c
2
s
)
V(v) +O(1) sTV(Q ∗ v)
≤
(
1−
c
2
s
)
V(v) +O(1) s‖Q‖L1V(v)
≤
(
1−
c
4
s
)
V(v)
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provided ‖Q‖L1 is sufficiently small. 
Proof of Lemma 2.3. By [12, Lemma 4.2], it is possible to choose a
sequence vν ∈ D∗δ such that v
ν → u in L1, Q(vν) → Q(u) and Υ(vν) →
Υ(u). By [11, Proposition 1.1], we may apply [11, Corollary 3.5] and use
the estimate [11, (3.5) in Lemma 3.6] in the case L3 = 0, G(u) = g(u) +
ΠN (Q ∗ u). Note that the latter map is piecewise constant whenever u is.
We thus obtain
Q
(
Fˆ (s)u
)
≤ lim inf
N→+∞
Q
(
FˆN (s)u
)
≤ lim inf
N→+∞
lim inf
ν→+∞
Q
(
FˆN (s)v
ν
)
≤ lim inf
ν→+∞
(
Q(vν) +O(1) sV2(vν)
)
≤ lim inf
ν→+∞
(
Q(vν) +O(1) sΥ2(vν)
)
= Q(u) +O(1) sΥ2(u)
proving the former estimate.
To prove the latter one, use the same sequence vν , Lemma 3.2 and follow
an analogous argument based on the results in [11], to obtain
Υ
(
Fˆ (s)u
)
≤ lim inf
N→+∞
lim inf
ν→+∞
Υ
(
FˆN (s)v
ν
)
≤ lim inf
ν→+∞
((
1−
c
4
s
)
V(vν) + C0Q(v
ν) +O(1) sV2(vν)
)
≤ lim inf
ν→+∞
((
1−
c
8
s
)
Υ(vν) +
c
8
s
(
−V(vν) + C0Q(v
ν) +O(1)V2(vν)
))
≤ lim inf
ν→+∞
((
1−
c
8
s
)
Υ(vν) +
c
8
sV(vν)
(
−1 +O(1)V(vν)
))
≤ lim inf
ν→+∞
(
1−
c
8
s
)
Υ(vν)
≤
(
1−
c
8
s
)
Υ(u)
for a sufficiently small δ.
We now pass to the estimate on Φ. By [12, Lemma 4.5], we may choose
two sequences of piecewise constant functions vν , v˜ν ∈ D∗δ such that
vν → u and v˜ν → u˜ in L1, Φ(vν , v˜ν)→ Φ(u, u˜) .
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Define implicitly the functions q±(x) by FˆN (s)(v˜
ν) = S(q+)
(
FˆN (s)v
ν
)
and
v˜ν = S(q−)(vν). Moreover, with reference to (2.9), let
W+i (x) = Wi[FˆN (s)v
ν , FˆN (s)v˜
ν ]
(
q+i (x), x
)
W−i (x) = Wi[v
ν , v˜ν ]
(
q−i (x), x
)
and compute
Φ
(
FˆN (s)v
ν , FˆN (s)v˜
ν
)
−Φ(vν , v˜ν)
=
∫
R
n∑
i=1
(∣∣∣q+i (x)∣∣∣W+i (x)− ∣∣∣q−i (x)∣∣∣W−i (x)) dx
=
∫
R
R(x) dx (3.6)
where the integrand R(x) is estimated splitting it as follows:
R(x) = I(x) + II(x) + I˜I(x) + III(x) + I˜II(x)
I(x) =
n∑
i=1
∣∣∣q+i (x)∣∣∣− n∑
i=1
∣∣∣q−i (x)∣∣∣
II(x) = κ1
n∑
i=1
(∣∣∣q+i (x)∣∣∣Ai[FˆN (s)vν ](q+i (x), x)
−
∣∣∣q−i (x)∣∣∣Ai[vν ](q−i (x), x)
)
I˜I(x) = κ1
n∑
i=1
(∣∣∣q+i (x)∣∣∣Ai[FˆN (s)v˜ν ](−q+i (x), x)
−
∣∣∣q−i (x)∣∣∣Ai[v˜ν ](−q−i (x), x)
)
III(x) = κ1 κ2
 n∑
i=1
∣∣∣q+i (x)∣∣∣Q(FˆN (s)vν)− n∑
i=1
∣∣∣q−i (x)∣∣∣Q (vν)

I˜II(x) = κ1 κ2
 n∑
i=1
∣∣∣q+i (x)∣∣∣Q(FˆN (s)v˜ν)− n∑
i=1
∣∣∣q−i (x)∣∣∣Q (v˜ν)

We now show that
∫
R
I(x) dx is strictly negative and controls the growth
in the other terms. By Lemma 3.1, applied to shock curves instead of Lax
curves and with a = a(x) = (ΠNQ ∗ v
ν) (x), b = b(x) = (ΠNQ ∗ v˜
ν) (x)
I(x) ≤ −
c
2
s
n∑
i=1
∣∣qi(x)∣∣+O(1) s ∥∥b(x)− a(x)∥∥
12
Passing to the second addend, consider each term in the sum defining it:∣∣∣q+i (x)∣∣∣Ai[FˆN (s)vν ](q+i (x), x)− ∣∣∣q−i (x)∣∣∣Ai[vν ](q−i (x), x)
≤
∣∣∣q+i (x)− q−i (x)∣∣∣Ai[FˆN (s)vν ](q+i (x), x) (3.7)
+
∣∣∣q−i (x)∣∣∣∣∣∣∣Ai[FˆN (s)vν ](q+i (x), x)−Ai[vν ](q−i (x), x)∣∣∣∣ (3.8)
By Lemma 3.1, applied to shock curves,∣∣∣q+i (x)− q−i (x)∣∣∣
≤ O(1) s
(∥∥∥g (vν(x))+ΠNQ ∗ vν(x)− g (v˜ν(x))−ΠNQ ∗ v˜ν(x)∥∥∥
+
n∑
i=1
∣∣∣q−i (x)∣∣∣
)
≤ O(1) s
 n∑
i=1
∣∣∣q−i (x)∣∣∣+ ∥∥b(x)− a(x)∥∥
 . (3.9)
Note that Ai[Fˆi(s)v
ν ](x) ≤ O(1) δ, hence the first term in the right hand
side of (3.7) is bounded by
∣∣∣q+i (x)− q−i (x)∣∣∣Ai[FˆN (s)vν ](q+i (x), x) ≤ O(1) sδ
 n∑
i=1
∣∣∣q−i (x)∣∣∣ + ∥∥b(x)− a(x)∥∥
 .
Concerning the second term (3.8), if q+i (x) · q
−
i (x) < 0, then∣∣∣q−i (x)∣∣∣ ≤ ∣∣∣q+i (x)− q−i (x)∣∣∣
≤ O(1) s
 n∑
i=1
∣∣∣q−i (x)∣∣∣ + ∥∥b(x)− a(x)∥∥
 .
Moreover, since
∣∣∣Ai[Fˆi(s)vν ](x)−Ai[vν ](x)∣∣∣ ≤ O(1) δ, we get∣∣∣q−i (x)∣∣∣∣∣∣∣Ai[FˆN (s)vν ](q+i (x), x) −Ai[vν ](q−i (x), x)∣∣∣∣
≤ O(1) s δ
 n∑
i=1
∣∣∣q−i (x)∣∣∣+ ∥∥b(x)− a(x)∥∥
 .
On the other hand, if q+i (x) · q
−
i (x) > 0, by (2.7) or (2.8), a wave σ
′
y,j is
counted in the sum definingAi[FˆN (s)v
ν ]
(
q+i (x), x
)
if and only the wave σy,j
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is counted in the sum defining Ai[v
ν ]
(
q−i (x), x
)
. Therefore, by Lemma 3.1,∣∣∣∣Ai[FˆN (s)vν ](q+i (x), x)−Ai[vν ](−q+i (x), x)∣∣∣∣
≤
∑
x∈R
n∑
i=1
∣∣∣σ′x,i − σx,i∣∣∣
≤ O(1) s
∑
x∈R
 n∑
i=1
∣∣σx,i∣∣+ ∥∥∆a(x)∥∥

≤ O(1) s
(
V(vν) + TV(ΠNQ ∗ v˜
ν)
)
≤ O(1) s δ .
The second addend II(x) is thus bounded as
II(x) ≤ O(1) s δ
 n∑
i=1
∣∣∣q−i (x)∣∣∣+ ∥∥b(x)− a(x)∥∥
 .
The term I˜I(x) can be treated repeating the same procedure
Consider now each term in the sum defining III(x), proceed as in (3.7)–
(3.8), using (3.9) and similarly to the second part of Lemma 2.3,(∣∣∣q+i (x)∣∣∣Q(FˆN (s)vν)− ∣∣∣q−i (x)∣∣∣Q (vν))
≤
∣∣∣q+i (x)− q−i (x)∣∣∣Q(FˆN (s)vν)+ ∣∣∣q−i (x)∣∣∣ (Q(FˆN (s)vν)−Q(vν))
≤ O(1) sδ
 n∑
i=1
∣∣∣q−i (x)∣∣∣ + ∥∥b(x)− a(x)∥∥
+O(1) sδ∣∣∣q−i (x)∣∣∣
≤ O(1) sδ
 n∑
i=1
∣∣∣q−i (x)∣∣∣ + ∥∥b(x)− a(x)∥∥
 .
Obviously, I˜II(x) is treated analogously. Thus, R in (3.6) is bounded as:
R(x) ≤ −
c
2
s
n∑
i=1
qi(x) +O(1) s δ
n∑
i=1
∣∣qi(x)∣∣+O(1) s ∥∥b(x)− a(x)∥∥ .
Integrating and using the Lipschitzeanity of ΠN , a standard inequality on
the convolution and the bound ‖vν − v˜ν‖L1 ≤ O(1)
∫
R
∑n
i=1
∣∣∣q−i (x)∣∣∣dx yield
Φ
(
FˆN (s)v
ν , FˆN (s)v˜
ν
)
−Φ(vν , v˜ν)
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≤(
−
c
2
+O(1) δ
)
s
∫
R
n∑
i=1
∣∣∣q−i (x)∣∣∣dx
+O(1) s‖ΠNQ ∗ v
ν −ΠNQ ∗ v˜
n‖L1
≤
(
−
c
2
+O(1) δ
)
s
∫
R
n∑
i=1
∣∣∣q−i (x)∣∣∣dx
+O(1) s‖Q‖L1
∫
R
n∑
i=1
∣∣∣q−i (x)∣∣∣dx
≤
(
−
c
2
+O(1)
(
δ + ‖Q‖L1
))
s
∫
R
n∑
i=1
∣∣∣q−i (x)∣∣∣dx
≤ −
c
4
s
∫
R
n∑
i=1
∣∣∣q−i (x)∣∣∣dx
≤ −
c
4
sΦ(vν , v˜ν) ,
for δ + ‖Q‖L1 sufficiently small. The proof is completed by means of the
lower semicontinuity of Φ:
Φ
(
Fˆ (s)v, Fˆ (s)v˜
)
≤ lim inf
N→+∞
lim inf
ν→+∞
Φ
(
FˆN (s)v
ν , FˆN (s)v˜
ν
)
≤ lim
ν→+∞
(
1−
c
4
s
)
Φ (vν , v˜ν)
=
(
1−
c
4
s
)
Φ (v, v˜) .

Proof of Theorem 1.1. Let δ > 0 be so small that lemmas 3.2 and 2.3
hold. First, we show that Theorem 2.4 can be applied with Dˆ = DM and F
as in (2.12).
For u ∈ D, the map G defined in (1.2) is L1-bounded, L1-Lipschitz and
TV
(
G(u)
)
is uniformly bounded. The Lipschitz constant of F with respect
to time can be estimated as follows:∥∥F (s)u− F (s′)u∥∥
L1
=
∥∥Ssu+ sG(Ssu)− Ss′u− s′G(Ss′u)∥∥L1
≤ L
∣∣s− s′∣∣+ ∣∣s− s′∣∣ ∥∥G(Ssu)∥∥L1 + s′ ∥∥G(Ssu)−G(Ss′u)∥∥L1
≤ O(1)
∣∣s− s′∣∣ (1 + ‖u‖L1) (3.10)
hence F is Lipschitz in t uniformly in u ∈ DM , by the boundedness of DM
in L1. The Lipschitzeanity in u is straightforward.
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F satisfies condition 1, indeed∥∥∥F (ks)F (s)u − F ((k + 1)s)u∥∥∥
L1
≤
∥∥∥Sks (Ssu+ sG(Ssu))− SksSsu− sG(SksSsu)∥∥∥
L1
+ks
∥∥∥∥G(Sks (Ssu+ sG(Ssu)))−G(SksSsu)∥∥∥∥ .
Apply [11, Proposition 3.10] to the first term:∥∥∥Sks (Ssu+ sG(Ssu))− SksSsu− sG(SksSsu)∥∥∥
L1
≤ O(1)
∥∥sG(Ssu)− sG(SksSsu)∥∥L1 +O(1) ksTV (sG(SksSsu))
≤ O(1) ks s .
The second term is of the same order by the Lipschitzeanity of G and of the
SRS. Therefore, condition 1 is proved with ω(s) = s.
F satisfies the stability condition 2. Indeed, by Lemma 2.3
Φ
(
F ε(t)u, F ε(t)u˜
)
≤ e−(c/4)tΦ(u, u˜) .
By 3 in Proposition 2.2,∥∥F ε(t)u− F ε(t)u˜∥∥
L1
≤ L e−(c/4)t ‖u− u˜‖L1 (3.11)
with L independent from ε and M .
Applying Theorem 2.4, we obtain for all u ∈ DM the strong L1 con-
vergence F ε(t)u → Ptu, P being the unique L
1-Lipschitz semigroup satis-
fying (2.16). Moreover, passing to the limit ε → 0+ in (3.11), we obtain
the first estimate in (1.4), with L independent from M . Therefore, letting
M → +∞, we may uniquely extend P to all Dδ, keeping the validity of the
first estimate in (1.4).
Fix u ∈ Dδ and let Mu = Φ(u, 0), so that u ∈ D
Mu . By (3.10) and [10,
Lemma 2.3],∥∥F ε(t)u− F ε(s)u∥∥
L1
≤ O(1) (1 +Mu) |t− s|
≤ O(1)
(
1 + ‖u‖L1
)
|t− s|
and passing to the limit ε→ 0 we obtain the second estimate in (1.4).
Condition (4) is a direct consequence of (2.16) and it ensures that the
orbits of P are weak entropy solutions, see [11, Corollary 3.13].
Finally, (1.5) is obtained as in [11, formula (1.7)], see also [4]. 
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