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Abstract
In a recent paper we proved that for an n× n matrix A with non-negative integer entries,
there exist integers r, s with 0  r < s  2n such that Ar  As (cf. [Linear Algebra Appl.
290 (1999) 135]). Z. Bo [Austral. J. Combin. 21 (2000) 251] improved the bound 2n to 3n/2.
We give two results in this paper. First, we improve the bound to n+ g(n), where g is the
Landau function. Thus we are close to the known lower bound of g(n) (cf. [Linear Alge-
bra Appl. 290 (1999) 135]). Second, we show that if A is an irreducible matrix, then there
is i = O(n log n) such that Ai  I . We also give examples where i = (n log n/ log log n).
© 2002 Elsevier Science Inc. All rights reserved.
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1. First theorem
First we prove the following theorem. For notations and definitions, please refer to
[6]. We assume the reader is familiar with the basic tools used in [6]. The technique
used in the proof below is adopted from [2] and is due to S. Cautis and S. Yazdani.
Given matrices A = [aij ] and B = [bij ] we say A  B iff aij  bij for all i, j.
We recall that g(n) is the maximum order of an element of the symmetric group on
n objects. It is known that g(n) = eO(√n log n) [4,5].
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Theorem 1. Let A  O be an n× n integer matrix. Then there exist integers r < s
with 1  r  n and s  n+ g(n) such that Ar  As.
Proof. Let G = G(A) be the directed graph associated with A, i.e., we place aij
edges from vertex vi to vertex vj (this may create multiple edges and self-loops).
Then the i, j th entry of At gives the number of distinct walks of length t from vertex
i to vertex j in G. The length of a walk is the number of edges traversed.
Now consider some maximal set of vertices forming disjoint cycles {C1, . . . , Ck}
in G. Then the vertex set V of G can be written as the disjoint union
V = C1 ∪ · · · ∪ Ck ∪W,
where W is the set of vertices which do not lie on any disjoint cycles. Note that W may
be empty. Then any directed walk in G of length |W | or greater must intersect some
cycle Ci , for otherwise the walk would contain a cycle disjoint from C1, . . . , Ck , a
contradiction. Now associate each walk of length |W | or greater to the first cycle Ci
it intersects. Define P ti,j,l to be the number of directed walks of length t from vertex
i to vertex j associated with cycle Cl . Let At = [a(t)ij ]. Then for t  |W |, we have
a
(t)
ij =
k∑
l=1
P ti,j,l . (1)
Observe that
P ti,j,l  P
t+|Cl |
i,j,l (2)
because any walk of length t associated with Cl can be extended to a walk of length
t + |Cl | by traversing the cycle Cl once. This construction is 1–1 and it maps a walk
associated with Cl to a walk associated with Cl since Cl is the first cycle encountered
by both walks.
Combining (1) and (2) we get for t  |W |
a
(t)
ij =
k∑
l=1
P ti,j,l 
k∑
l=1
P
t+lcm(|C1|,...,|Ck |)
i,j,l = at+lcm(|C1|,...,|Ck |)ij .
Hence for t  |W |, At  At+lcm(|C1|,...,|Ck |). The theorem is proved. 
2. Second theorem
Theorem 2 below is a sharper version of Lemma 4 in [6].
Theorem 2. If A  O is an irreducible n× n matrix, then there exists an integer
e > 0 with
e = O(n log n)
such that diag(Ae) > 0.
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Theorem 2 is equivalent to the following theorem about strongly connected graphs
which we prove.
Theorem 3. Suppose G is a strongly connected graph on n vertices. Then there
exists an integer e > 0 with
e = O(n log n)
such that for every vertex v there is a closed walk of length e containing v.
In the proof of Theorem 3 we will need the following fact.
A set of positive integers S = {a1, . . . , am} is said to have the distinct subset sum
property if no two distinct subsets of S sum to the same number. It is known that if
ai  n for 1  i  m, then m = O(log n) [3].
Proof. We begin by picking an arbitrary vertex v and a set of closed walks C =
{C1, . . . , Ck} with the following properties:
1. Each Ci contains v.
2. C covers G, i.e., every vertex of G is contained in at least one of the Ci’s.
3. |Ci | < 2n for 1  i  k, where |Ci | denotes the length of Ci .
Since G is strongly connected, we can find such a set of closed walks C. In fact
we can find such a set with k  n but we will not need this fact below.
If a set of closed walksC contain at least one point in common, then if we traverse
any subset of C in any order and any number of times we get another closed walk.
This is the reason for property 1. We use this fact implicitly below.
We need a bit of notation. If C is a set of closed walks, we denote by ‖C‖ the sum
of the lengths of closed walks in C.
Let ci = |Ci |. Since each Ci contains v and C covers G, we see that every vertex
of G is contained in a closed walk of length c = ‖C‖ = c1 + · · · + ck .
In general c may be as large as (n2). To get an O(n log n) upper bound we pick
a subset D = {D1, . . . , Dm} of C with the following properties:
1. Let di = |Di |. We require the set S = {d1, . . . , dm} to have the distinct subset sum
property.
2. D is maximal in the sense that if we add any closed walk in C−D toD, then the
set of lengths of closed walks inD no longer has the distinct subset sum property.
Now let d = ‖D‖ = d1 + · · · + dm. We claim that for every vertex w there is a
closed walk of length d containing w. If the claim is true, then we are done, since
m = O(log n) and di < 2n. To see the claim, there are two cases.
Case 1. w lies on one of the closed walks inD. Then w is contained in the closed
walk T that traverses each Di once and |T | = d .
Case 2. w does not lie on any closed walk inD. Since C covers G, w lies on some
closed walk in C, say Ci . SinceD is maximal, the set S′ = {d1, . . . , dm, ci} does not
have the distinct subset sum property. Therefore there are two distinct subsets U =
{u1, . . . , up} and H = {h1, . . . , hq} of S′ such that u1 + · · · + up = h1 + · · · + hq .
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Since S has the distinct subset sum property, exactly one of U or H contains ci ,
say U contains ci . Now we can get a closed walk T of length d that contains w by
traversing the closed walks that correspond to the ui’s once and then traversing the
closed walks in D−H once where H consists of closed walks corresponding to
the hi’s. T contains w because T traverses Ci which contains w. The length of T is d
because
|T | = u1 + · · · + up + ‖D−H‖ = ‖H‖ − ‖D−H‖ = ‖D‖ = d.
This concludes the proof of the theorem. 
3. Lower bound
Given an irreducible matrix A  O, let eA be the least integer for which the con-
clusion of Theorem 2 is true. We recall that in [6] we defined the function β(n) to
be the maximum of eA over all n× n non-negative irreducible matrix A. Theorem
2 shows that β(n) = O(n log n). There is a lower bound of (n log n/ log log n) for
β(n) due to J. Geelen. We sketch the construction below.
The lower bound is given by the graph G shown in Fig. 1.
Let b0 = kk and bi = kk + ki−1 for 1  i  k. Then we see that the length of
any closed walk in G is a non-negative integer combination of numbers in B =
{b0, . . . , bk}.
We now define the weight, WB(t), of a number t with respect to B. If t cannot be
written as a non-negative integer combination of elements of B, then WB(t) = ∞.
Otherwise suppose
t =
k∑
i=0
cibi = ckk +
k∑
i=1
dik
i−1, (3)
Fig. 1.
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where 0  di < k. In this case we let
WB(t) =
k∑
i=1
di.
Note that
c  WB(t). (4)
Let s be the least integer for which the conclusion of Theorem 3 is true. Since
every vertex of G lies on a closed walk of length s we see that WB(s − bi) < ∞ for
all i. By (3) and (4), we have
s  kk
(
1 + max
bi
WB(s − bi)
)
.
We claim
max
bi
WB(s − bi)  k − 1.
If the claim is true, then we are done because
n = |G| = 1 + k + · · · + kk  2kk,
while
s  kk(1 + k − 1) = (n log n/ log log n).
To see the claim we write
s =
k∑
i=0
cibi = ckk +
k∑
i=1
dik
i−1.
There are two cases.
Case 1. If di  1 for 1  i  k, then the claim is true since WB(s − bi)  k − 1
for all i.
Case 2. If di = 0 for some i, then WB(s − bi)  k − 1.
So the claim is proved and we are done.
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