Abstract Particle Swarm Optimization is a population-based method inspired by the social behaviour of individuals inside swarms in nature. Solutions of the problem are modelled as members of the swarm which fly in the solution space. The improvement of the swarm is obtained from the continuous movement of the particles that constitute the swarm submitted to the effect of inertia and the attraction of the members who lead the swarm. This work focuses on a recent Discrete Particle Swarm Optimization for combinatorial optimization, called Jumping Particle Swarm Optimization. Its effectiveness is illustrated on the minimum labelling Steiner tree problem: given an undirected labelled connected graph, the aim is to find a spanning tree covering a given subset of nodes, whose edges have the smallest number of distinct labels.
often engage in a rich repertoire of social interaction that could range from altruistic cooperation to open conflict. One specific kind of social interaction is cooperative problem solving, where a group of autonomous entities work together to achieve a certain goal (Holland 1992) . Over the years, mathematical strategies influenced by nature and natural systems for the solution of complex problems have been widely used as robust techniques for solving hard combinatorial optimization problems. Their behaviour is directed by the natural evolution of a population in the search for an optimum. These strategies are referred to as nature-inspired algorithms.
Particle Swarm Optimization (PSO) is a nature-inspired algorithm first proposed by Kennedy and Eberhart (1995) . It has been applied with success in many areas and appears to be a suitable approach for several optimization problems (Kennedy and Eberhart 2001) . Similarly to Genetic Algorithms, PSO is a population-based technique, inspired by the social behaviour of individuals (or particles) inside swarms in nature (for example, flocks of birds or schools of fish). Since the original PSO was applicable to optimization problems with continuous variables, several adaptations of the method to discrete problems, known as Discrete Particle Swarm Optimization (DPSO), have been proposed (Kennedy and Eberhart 1997) . In this paper we examine the effectiveness of DPSO for the minimum labelling Steiner tree (MLSteiner) problem.
Discrete Particle Swarm Optimization
The standard PSO considers a swarm S containing n particles (S = 1,2,…,n) in a d-dimensional continuous solution space Eberhart 1995, 2001 ). Each i-th particle of the swarm has a position x i = (x i1 , x i2 ,…,x ij ,…,x id ), and a velocity v i = (v i1 , v i2 ,…,v ij ,…,v id ). The position x i represents a solution to the problem, while the velocity v i gives the rate of change for the position of particle i at the next iteration. Indeed, considering iteration k, the position of particle i is adjusted according to x i k = x i k-1 ? v i k . Each particle i of the swarm communicates with a social environment or neighbourhood, NðiÞ S, representing the group of particles with which it communicates, and which could change dynamically. In nature, a bird adjusts its position in order to find a better position, according to its own experience and the experience of its companions. In the same manner, considering iteration k of the PSO algorithm, each particle i updates its velocity reflecting the attractiveness of its best position so far (b i ) and the best position (g i ) of its social neighbourhood N(i), according to the equation Eberhart 1995, 2001) :
The parameters c i are positive constant weights representing the degrees of confidence of particle i in the different positions that influence its dynamics, while the term n refers to a random number with uniform distribution [0, 1] that is independently generated at each iteration.
The original PSO algorithm can only optimize problems in which the elements of the solution are continuous real numbers since, in words of the inventors of PSO, it is not possible to ''throw to fly'' particles in a discrete space (Kennedy and Eberhart 1995) . In the last years, several modifications of the PSO algorithm for solving problems with discrete variables have been proposed in the literature. They are referred to as Discrete Particle Swarm Optimization (DPSO) methods. Kennedy and Eberhart (1997) developed a DPSO algorithm for problems with binary-valued solution elements where the position of each particle is a vector
As with the standard PSO strategy by Kennedy and Eberhart (1995) , the velocity is still updated by means of Eq. 1. However the significance of the velocity term has been changed to indicate the probability of the corresponding solution element assuming a value of 0 or 1. In other words, the continuous value v ij refers to the probability that the j-th binary variable within the position of the i-th particle, x ij , assumes a value of 0 or 1 at the next iteration. For assigning a new position value to a particle i, each position variable x ij is randomly set with probability of selecting a value of 1 given by the sigmoid function:
In this variation of the PSO algorithm, the velocity term is limited to |v ij | \ V max , where V max is some value typically close to 6.0. This setting prevents the probability of the particle element assuming either a value of 0 or 1 from being too high. Though this DPSO has been shown to be capable of optimizing several combinatorial problems (Kennedy and Eberhart 1997) , it is limited only to discrete problems with binary-valued solution elements.
Other PSO techniques for discrete optimization include the work of Al-kazemi and Mohan (2002) who developed a method, based on the DPSO proposed by Kennedy and Eberhart (1997) , whose particles are influenced alternatively by their own best position and the best position among their neighbours. In this DPSO strategy, the velocity is updated as in the standard PSO by means of Eq. 1, with the difference that the coefficients c i assume only the values 1 and -1, i.e. c i 2 fÀ1; 1g, and only a given number of combinations of the coefficients are possible. The different combinations of the coefficients are referred to as phases of the particles, and determine the directions of movement of the particles. At any given time, each particle is in one of the possible phases, and the next phase to select is determined by means of the previous phase of the particle and the number of iterations executed so far. The smallest possible non-trivial number of phases, used in the DPSO method by Al-kazemi and Mohan (2002) , consists of two phases. In the first phase, each i-th particle uses coefficients (1, -1, 1), by directing the particle movement toward g i , that is the best position of its social neighbourhood N(i). Instead, in the second phase, each i-th particle uses coefficients (1, 1, -1), by directing the particle movement toward its own best position b i . Phase change occurs if no improvement of the best solution to date is obtained within a given number of iterations (typically 10 iterations) in the current phase.
A similar strategy was developed by Yang et al. (2004) by considering a larger number of combinations of the coefficients, referred to as quantum states of the particles, and a slightly different update equation for the velocity inspired by the principles of quantum computing. Both the methods developed in Al-kazemi and Mohan (2002) and in Yang et al. (2004) use the same principles as the DPSO by Kennedy and Eberhart (1997) and both are limited to discrete problems with binary-valued variables. A non-binary version of the DPSO by Kennedy and Eberhart (1997) was presented in Secrest (2001) and applied to the Travelling Salesman Problem. In this DPSO algorithm, the particles in the swarm were represented as linked lists of cities and genetic operators, such as mutation and recombination, were adopted to induce the move of the swarm. Pampara et al. (2005) developed an indirect DPSO method by reducing a binary problem into a continuous trigonometric function having only four parameters to optimize. This reduction is obtained by means of Angle Modulation, a popular technique used in the field of signal processing from telecommunications (Pampara et al. 2005) . The standard PSO algorithm by Eberhart (1995, 2001 ) is then applied to optimise the four parameters of the continuous trigonometric function. Successively the function is sampled at even intervals by producing a continuous value for each interval. If a value is positive, the corresponding bit value assigned to that interval assumes value 1, otherwise the corresponding bit value assumes value 0. The set of all generated bit values associated with the intervals represents the binary solution vector to the original binary problem. The benefit of this technique is that a larger dimensional binary space can be represented by a smaller 4-dimensional continuous space, by allowing a faster convergence of the optimization phase with respect to the other binary PSO methods in the literature. However, in some circumstances, the reduction process may be too costly for some complex binary problems in terms of computational running time and, therefore, the overall benefits of the method are nullified. Furthermore, the method is limited to considering only discrete problems with binary-valued solution elements.
The multi-valued PSO (MVPSO) proposed by Pugh and Martinoli (2006) deals with variables with multiple discrete values. While in the case of a continuous PSO the position of each particle is a mono-dimensional array, and in the case of a DPSO is a 2-dimensional array, in a MVPSO algorithm it is expressed by means of a 3-dimensional array x ijk , representing the probability that the i-th particle, in the j-th iteration, assumes the k-th value. To evaluate the fitness of a particle, the solution elements x ijk are generated probabilistically following a sigmoid distribution, by making the evaluation process inherently stochastic. Because particle terms are real-valued, this representation allows the velocity to be used in the same way as in the standard PSO by Eberhart (1995, 2001) , where v ijk represents the velocity of x ijk . Therefore, it is still possible to update the velocity v ijk by means of Eq. 1.
Another DPSO algorithm was developed by Correa et al. (2006) to tackle the data mining task of attribute selection, in order to classify data sets into classes or categories of the same type. The objective of attribute selection is to simplify a data set by reducing its dimensionality and redundancy in the information provided by the selected attributes, and by identifying relevant underlying attributes without sacrificing predictive accuracy. The attribute selection problem is a combinatorial problem, where each attribute is identified by a unique positive integer number. The DPSO by Correa et al. (2006) differs from other traditional PSO algorithms because its swarm contains particles representing combinations of selected attributes of different size, from 1 to the total number of attributes, k. Every particle is associated with a velocity vector of cardinality 1-by-k containing positive numbers, each one representing the proportional likelihood of the corresponding attribute be selected. The updating process for the velocity of a particle is based on a procedure analogous to the standard PSO by Eberhart (1995, 2001) , by using the concepts of best position of the particle and best position among its neighbours and by applying Eq. 1. In order to obtain the new position of a particle from the corresponding updated velocity vector, each component of the velocity is multiplied by a random number n uniformly distributed in [0, 1] . The new length of the particle is determined by selecting another random number k smaller than the total number of attributes, i.e. k 2 ½0; k, and finally the k attributes with the largest likelihood in the velocity vector are selected to compose the new position of the particle. Although the efficiency of this DPSO algorithm has been proved for attribute selection problems, its complex implementation makes it difficult to apply this methodology to other discrete problems. Moraglio et al. (2008) showed a close connection between Particle Swarm Optimization and Evolutionary Algorithms by using a geometric framework for the interpretation of the crossover operator. The advantage of their PSO algorithm, referred to as Geometric Particle Swarm Optimization (GPSO), is that it can be derived rigorously for any combinatorial space. Firstly, Moraglio et al. (2008) derived their GPSO for Euclidean, Manhattan, and Hamming spaces and discussed how to derive a GPSO for virtually any representation in a similar way. They tested the GPSO theory experimentally by reporting extensive experimental results of each GPSO algorithm implemented. In particular, they showed how to apply their GPSO to solve efficiently the Sudoku puzzle, which is a nontrivial constrained combinatorial problem.
A new DPSO proposed in Moreno-Pérez et al. (2007) and Martínez-García and Moreno-Pérez (2008) does not consider any velocity since, from the lack of continuity of the movement in a discrete space, the notion of velocity has less meaning; however they kept the attraction of the best positions. They interpret the weights of the updating equation as probabilities that, at each iteration, each particle has a random behaviour, or acts in a way guided by the effect of an attraction. The moves in a discrete or combinatorial space are jumps from one solution to another. The attraction causes the given particle to move towards this attractor if it results in an improved solution. An inspiration from nature for this process is found in frogs, which jump from a lily pad to a pad in a pool. Thus, this new discrete PSO is called Jumping Particle Swarm Optimization (JPSO). This methodology has been recently applied with success to the vehicle routing problem with time windows (Castro-Gutiérrez et al. 2008) and to the Steiner tree in graph and delay-constrained routing problems (Qu et al. 2009 ). This paper extends and more rigorously tests the Jumping Particle Swarm Optimization algorithm for the minimum labelling Steiner tree problem first introduced in Consoli et al. (2008b) . We compare this strategy with other algorithms used to solve the problem considered, and we show that JPSO is able to obtain good approximate solutions for large instances of the problem. The effectiveness of this approach and its superiority with respect to the other methods is further confirmed by means of a rigorous statistical analysis of the results.
The minimum labelling Steiner tree problem
The minimum labelling Steiner tree (MLSteiner) problem is an NP-hard graph problem introduced by Cerulli et al. (2006) and defined as follows. Let G = (V,E,L) be a labelled, connected, undirected graph, where V is the set of nodes, E is the set of edges, that are labelled (not necessarily properly) on the set L of labels (or colours). Let QV be a set of nodes that must be connected (basic vertices or nodes). The MLSteiner problem searches for an acyclic connected subgraph TG, spanning all basic nodes Q and using the minimum number of different colours. Figure 1 shows an example of an input graph, where the solid vertices represent the basic nodes to cover. The minimum labelling Steiner tree solution of this example is shown in Fig. 2 .
This problem has many real-world applications. For example, in telecommunications networks, a node may communicate with other nodes by means of different types of communications media. Considering a set of basic nodes that must be connected, the construction cost may be reduced, in some situations, by connecting the basic nodes with the smallest number of possible communications types (Tanenbaum 1989) .
Another example is given by multimodal transportation networks ( Van-Nes 2002) . The multimodal transportation network is represented by a graph where each edge is assigned a colour, denoting a different company managing that edge, and each node represents a different location. It is often desirable to provide a complete service between a basic set of locations, without cycles, using the minimum number of companies, in order to minimise cost.
In order to solve the MLSteiner problem, it is easier to work firstly with feasible solutions instead of spanning trees. A feasible solution is defined as a set of colours C L, such that all the edges with labels in C represent a connected subgraph of G and span all the basic nodes Q. If C is a feasible solution, then any spanning tree of C has at most |C| labels. Thus, in order to solve the MLSteiner problem we seek a feasible solution with the smallest number of colours (Cerulli et al. 2006) .
The MLSteiner problem is an extension of the well-known Steiner tree problem, and of the minimum labelling spanning tree problem. Given a graph with positive-weighted edges, the Steiner tree (Steiner) problem searches a minimum-weight tree spanning a subset of nodes, called basic nodes (or terminals) (Garey et al. 1977) . Several heuristics for the Steiner problem in graphs are reported in Voß (2000) . The minimum labelling spanning tree (MLST) problem is used where, given a graph with coloured edges, one seeks a spanning tree with the least number of colours (Chang and Leu 1997; Krumke and Wirth 1998) . Several heuristics have been proposed in Cerulli et al. (2005) , Xiong et al. (2006) and Consoli et al. (2008a) . The MLSteiner problem was considered by Cerulli et al. (2006) where their Pilot Method (PM) was compared with some other metaheuristics: Tabu Search, Simulated Annealing, and Variable Neighbourhood Search. From their analysis, PM was shown to be an effective heuristic for this problem.
The structure of the paper is as follows. In Sect. 2 the details of Pilot Method are presented, along with an exact approach, a basic Multi-Start (MS) metaheuristic (with and without an embedded local search), and the Jumping Particle Swarm Optimization (JPSO). Section 3 shows the experimental comparison of these algorithms and a rigorous statistical analysis of their results by means of the Friedman Test (Friedman 1940 ) and the Nemenyi Post-hoc Test (Nemenyi 1963) . It is shown that JPSO is able to obtain solutions of good quality in short computational running times for large instances of the problem (say |V| = 500 nodes with 0.2 Á |V| and 0.4 Á |V| basic vertices). Finally, the paper ends with some conclusions and suggestions for further research in Sect. 4.
Algorithms considered
In this section we describe the algorithms that we consider for the MLSteiner problem: an exact method, the Pilot Method by Cerulli et al. (2006) , a basic Multi-Start method (with and without an embedded local search), and finally the Jumping Particle Swarm Optimization.
Exact method
This exact approach to the MLSteiner is based on a backtracking procedure. Given a labelled, connected, undirected graph G = (V,E,L) with n vertices, m edges, ' labels, and a subset QV of basic nodes, the exact method performs a branch and prune procedure in the partial solution space based on a recursive procedure.
The recursive procedure starts from an empty set of colours and iteratively builds a solution by adding colours one by one until all the basic nodes, QV, are connected. This method is based on an enumeration of all the possible combinations of colours, so its computational running time grows exponentially with the number of colours. Some heuristic rules are applied to the branch-and-prune strategy in order to reduce the running time. If either the problem size is moderate (say n B 100) or the optimal objective function value is small (say up to 4-5 colours), the running time of this exact method is reasonable and it is possible to obtain the exact solution.
Pilot Method
The Pilot Method (PM) metaheuristic was first introduced by Duin and Voß (1999) for the Steiner tree problem. Its core idea consists of exhausting all the possible choices with respect to a so called master solution, by means of a basic heuristic. This basic heuristic tentatively performs iterations with respect to the master solution until all the possible local choices are evaluated. The best solution to date becomes the new master solution, and the procedure proceeds until the user termination conditions are reached. Cerulli et al. (2006) performed a comparison between PM and other ad-hoc metaheuristics (Tabu Search, Simulated Annealing, and Variable Neighbourhood Search) for different instances of the MLSteiner problem. From their computational analysis, PM obtained the best results. Their Pilot Method for the MLSteiner focuses on the initial label to add, using the null solution (an empty set of colours) as master solution. The basic heuristic consists of inserting in the partial solution the colour which decreases the number of Steiner components of the partial subgraph. PM tries to add each label at the initial step, and then it performs iterations of the basic heuristic until a feasible solution is obtained. At the final stage, a local search mechanism tries to greedily drop colours (i.e., the associated edges) whilst retaining feasibility. After exhausting all the iterations, the best solution to date represents the output of the method.
Multi-Start method
The Multi-Start (MS) method that we consider for the MLSteiner problem starts from an empty set of colours, and at each iteration adds one colour at random, until a connected subgraph spanning all the basic nodes is obtained. This process is repeated, continuing until the user termination condition (maximum allowed CPU time, maximum number of iterations, or maximum number of iterations between two successive improvements) is reached. The best solution to date is produced as the output of this method.
A local search phase may be embedded in this process to try to improve the intensification capability of the algorithm. This local search consists of trying to greedily drop some labels (i.e., the associated edges) at the end of each iteration of the MS method, whilst retaining feasibility. Further details on Multi-Start techniques to combinatorial optimization can be found in Martíy (2003).
Jumping Particle Swarm Optimization
The spirit of nature to deal with some real-life problems is often based on simple processes. Trying to emulate this aspect of life, the discrete PSO proposed in Moreno-Pérez et al. (2007) and Martínez-García and Moreno-Pérez (2008), called Jumping Particle Swarm Optimization (JPSO), was chosen to deal with the minimum labelling Steiner tree problem (Consoli et al. 2008b ) for its easy implementation and simplicity.
JPSO considers a swarm S containing n particles (S ¼ 1; 2; . . .;n) whose positions x i evolve in the solution space, jumping from one solution to another. The number of particles in the swarm was chosen after preliminary experimentation which indicated that using a swarm size of n = 100 particles is a reasonable choice. The position of a particle is encoded as a feasible solution to the MLSteiner problem. At each iteration, each particle has a random behaviour, or jumps to another solution in a manner guided by the effect of some attractors.
JPSO considers three attractors for the movement of each particle i: its own best position to date (b i ), the best position of its social neighbourhood (g i ), interpreted as the best position obtained within the swarm in the current iteration, and the best position to date obtained by all the particles, which is called the global best position (g*). A jump approaching an attractor consists of changing a feature of the current solution by a feature of the attractor. Each particle is further allowed to have a random behaviour by performing random jumps. A random jump consists of selecting at random a feature of the solution and changing its value. For the MLSteiner problem the features of a solution are the colours that are included in the solution. Thus, a particle performs a jump with respect to the selected attractor by randomly adding some colours to its current position from the selected attractor, or dropping from its current position further colours that are not included in the attractor.
Further details of the DPSO that we propose for the MLSteiner problem are specified in Algorithm 1. The algorithm proceeds as follows. The initial positions of the swarm S are generated by starting from empty sets of colours and adding at random colours until -Update H = (V,E(C)); ) Take any arbitrary spanning tree T of H = (V,E(C)).
end DPSO for the MLSteiner problem 37 feasible solutions emerge. According to our experience this is the best choice for the initial positions of the swarm. The position x i of a particle i is a 0-1 vector denoting which labels are present in particle i. At each iteration, the positions of the particles are updated. Considering the i-th particle of the swarm (i [ S) and a generic iteration k, the update procedure to obtain the new position x i k of i from its previous position x i k-1 is as follows. Position x i k is obtained by performing random jumps with respect to its current position x i k-1 with probability c 1 , improving jumps approaching b i with probability c 2 , improving jumps approaching g i with probability c 3 , and improving jumps approaching g* with probability c 4 ¼ ð1 À c 1 À c 2 À c 3 Þ. For the MLSteiner problem the value of the parameters c 1 , c 2 , c 3 , c 4 , are set to 0.25, giving the same probability value to each of the possible jumps to be selected. That is, a random number n between 0 and 1 is selected. If n belongs to [0, 0.25[ the current position of the given particle is selected (selected x i ) in order to perform a random jump. Otherwise, if n is in [0.25, 0.5[ the best position to date (b i ) of the given particle is selected (selected b i ) as attractor for the movement of x i . Instead, if n 2 ½0:5; 0:75½ the selected attractor is the best position g i of the social neighbourhood (interpreted as the best position obtained within the swarm in the current iteration). For the remaining case, if n 2 ½0:75; 1½ the selected attractor is the best position to date obtained by all the particles (selected g Ã ). The jump of the i-th particle towards the selected attractor (selected) is performed by means of the procedure Combine(x i , selected) (see Algorithm 2). In this procedure we make use of the concept of a Steiner component (Cerulli et al. 2006) , which is a connected subgraph of the input graph containing at least one basic node. A solution is feasible if and only if it contains only one Steiner component, by assuring that all the basic nodes are connected. Let Comp(x i ) be the number of Steiner components of x i . The procedure Combine first selects a random integer w between 0 and |x i |. Successively, it either drops some colours from x i , or randomly picks up some colours from the selected attractor and adds to x i , until w colours have been added or deleted with respect to x i . At this point the number of Steiner components of the solution x i is updated (Update Comp(x i )). If an infeasible x i is obtained at this stage (i.e. Comp(x i ) [ 1), further colours are added at random to x i from the set of unused colours (L -x i ) until the feasibility is restored (Comp(x i ) = 1) .
At the end of this stage, a local search procedure is applied to the resulting particle, in order to try to delete some colours from x i (i.e., the associated edges) whilst retaining feasibility (see Algorithm 3). After the local search phase, all the attractors (b i , g i , g*) are updated. Note that the best position (g i ) of the social neighbourhood of a particle i consists of the best position obtained within the swarm in the current iteration. Thus, when the first particle in the swarm is evaluated (i = 1), the best position of its social neighbourhood is initialized with the worst possible solution, that is the total number of colours (g i '). In contrast, all the successive particles in the swarm (i C 1) initialize the best position of the social neighbourhood with the best position of the social neighbourhood of the previous particle, that is: g i g iÀ1 . The same procedure is repeated for all the particles in the swarm, and the entire algorithm continues until the user termination conditions are satisfied.
Computational results
In this section, the metaheuristics are compared in terms of solution quality and computational running time. We identify the metaheuristics with the abbreviations: EXACT (exact method), PM (Pilot Method), MS (Multi-Start method), MS ? LS (Multi-Start method with the local search mechanism), and JPSO (Jumping Particle Swarm Optimization).
Different sets of instances of the problem have been generated considering combinations of the following parameters:
-the total number of edges of the graph (m); -the total number of nodes of the graph (n); -the number of basic nodes of the graph (q); -the total number of colours assigned to the edges of the graph (').
In our experiments, we consider 48 different datasets, each one containing 10 instances of the problem, with n 2 f100; 500g nodes, ' 2 f0:25n; 0:5n; n; 1:25ng colours, and q 2 f0:2n; 0:4ng basic nodes. The number of edges, m, is obtained indirectly from the density d, whose values are chosen to be in {0.8, 0.5, 0.2}. We thank the authors of Cerulli et al. (2006) , who kindly provided data for use in our experiments.
For each dataset, solution quality is evaluated as the average objective function value for the 10 problem instances, for each combination of the parameters n, ', and d. A maximum allowed CPU time, that we call max-CPU-time, is chosen as the stopping condition for all the metaheuristics, determined experimentally with respect to the dimension of the problem instance. Since the Pilot Method considers, for each instance, every label as the initial colour to add, max-CPU-time is chosen in order to allow the Pilot Method to finish. Selection of the maximum allowed CPU time as the stopping criterion is made in order to have a direct comparison of all the metaheuristics with respect to the quality of their solutions.
Our computational results are reported in Tables 1, 2 , 3, and 4. In each table, the first two columns show the parameters characterizing the different datasets (', d) , while the values of n and q determine the different tables. All the heuristic methods run for max-CPU-time and, in each case, the best solution is recorded. All the computations have been made on a Pentium Centrino microprocessor at 2.0 GHz with 512 MB RAM. The computational times reported in the tables are the average times at which the best solutions are obtained. Where possible, the results of the metaheuristics are compared with the exact Table 1 Computational results for n = 100 and q = 0.2n (max-CPU-time = 5,000 ms) solution (EXACT). The solution given by the exact method is reported unless a single instance computes for more than 3 hours of CPU time. In the case that no solution is obtained in 3 hours by the exact method, a not found (NF) is reported in the tables. All the reported times have precision of ±5 ms. Tables 1 and 2 examine relatively small instances of the MLSteiner problem. Looking at these tables, all the metaheuristics performed well for the considered problem instances. The Multi-Start method obtained the worst performance with respect to the solution quality and computational running time. The addition of the local search mechanism improves the results of the Multi-Start method, although MS ? LS is generally slower than PM and JPSO as a result of a poor intensification capability and an excessive diversification capability for these instances. PM is characterized sometimes by a limited diversification capability which does not allow the search process to escape from local optima. For Table 2 Computational results for n = 100 and q = 0.4n (max-CPU-time = 6,000 ms) Table 2 but it produced a slightly worse result with respect to solution quality. JPSO obtained the best performance in terms of solution quality and computational running time with respect to the other algorithms for all these small problem instances. Tables 3 and 4 show larger instances of the problem (n = 500 with q = 0.2n and q = 0.4n respectively). The inspection of these tables demonstrates that JPSO is able to obtain good performance also in large problem instances. Indeed, JPSO obtained the solutions with the best quality and computational running times in most of the cases, even though the running times increase considerably with the size of the instances. As in the previous analysis, PM and MS ? LS showed the same relative behaviour for the considered instances. However, MS ? LS showed an excessive diversification and poor intensification capabilities, obtaining poor performance in terms of solution quality. Again, the Multi-Start method without the local search mechanism produced the worst results with Table 3 Computational results for n = 500 and q = 0.2n (max-CPU-time = 500 9 10 3 ms) respect to solution quality and computational running time. It is also interesting to note that in all the problem instances in Tables 1-4 for which the exact method obtains the solution, JPSO also yielded the exact solution. From this analysis, JPSO obtained the best performance for all the considered datasets. In addition, to confirm this evaluation, the ranks of the algorithms for each dataset are evaluated, with a rank of 1 assigned to the best performing algorithm, a rank of 2 to the second best one, and so on. The performance of an algorithm is considered better than another one if either it obtains a smaller average objective function value, or an equal average objective function value but in a shorter computational time. Obviously, if the exact method records a NF for a dataset, the worst rank is assigned to it in the specified dataset. The average ranks of the algorithms among the considered datasets are: EXACT = 4.24, PM = 2.85, MS = 3.92, MS ? LS = 2.57, JPSO = 1.42. According to the ranking, JPSO is the best performing algorithm, followed by MS ? LS, then PM, MS and finally EXACT achieving the worst results. Thus, this evaluation further indicates the superiority of JPSO with respect to the other approaches.
To analyse the statistical significance of differences between the evaluated ranks, we make use of the Friedman Test (Friedman 1940) and its corresponding Nemenyi Post-hoc Test (Nemenyi 1963) . For more details on the issue of statistical tests for comparison of algorithms over multiple datasets see Demśar (2006) and Hollander and Wolfe (1999) . According to the Friedman Test, a significant difference between the performance of the metaheuristics, with respect to the evaluated ranks, exists (at the 1% of significance level). Since the equivalence of the algorithms is rejected, the Nemenyi post-hoc test is applied in order to perform pairwise comparisons. It considers the performance of two algorithms significantly different if their corresponding average ranks differ by at least a specific threshold critical difference. In our case, considering a significance level of the Nemenyi test of 1%, this critical difference is 1.05. The differences between the average ranks of the algorithms are reported in Table 5 . The italicized values illustrate the pairwise differences larger than the critical difference.
From this table, it is possible to identify three groups of algorithms with different performance. The best performing group consists of just JPSO, because it obtains the smallest rank which is significantly different from all the other ranks. The remaining groups are, in order, MS ? LS and PM, and then MS and EXACT. Considering a significance level 1%, the algorithms within each group have comparable performance according to the Nemenyi test since, in each case, the value of the test statistic is less than the critical difference. Conversely, two algorithms belonging to different groups have significantly different performance according to the Nemenyi test. Summarizing, from the Friedman and Nemenyi statistical tests, JPSO is the best performing algorithm. On the other hand, MS ? LS and PM have comparable performance, better than that of MS and EXACT. From this further analysis, the results reinforce the conclusion that JPSO is an effective metaheuristic for the MLSteiner problem. On average, it was the best performing algorithm with respect to solution quality and computational running time.
Conclusions
In this work we considered a Discrete Particle Swarm Optimization (DPSO), called Jumping Particle Swarm Optimization (JPSO), for the minimum labelling Steiner tree (MLSteiner) problem (Consoli et al. 2008b ). This is a NP-hard graph problem extending the well-known Steiner tree problem, and the minimum labelling spanning tree problem to the case where only a subset of specified nodes, the basic nodes, need to be connected. Considering a wide range of problem instances, JPSO was compared with other algorithms: an exact approach, the Pilot Method (PM) by Cerulli et al. (2006) (the most popular MLSteiner heuristic in the literature), and a basic Multi-Start (MS) technique (with and without an embedded local search). Based on our computational analysis, JPSO clearly outperformed all the other procedures, obtaining high-quality solutions in short computational running times.
An interesting area of future research would be to apply JPSO to other important combinatorial optimization problems such as the Travelling Salesman Problem and Job Shop Scheduling and evaluating its performance with respect to sensitivity to initialisations and parameter settings and also comparing performance with that of other DPSO algorithms.
