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ABSTRACT 
We present a general method for fusing fuzzy data. This approach allows for the 
inclusion of a number of considerations that help make the fusion more intelligent. 
Using the concept of a compatibility function, we are able to include information about 
the acceptability of fusing values from different parts of the observation space. OWA 
operators are used to implement different fusion functions, allowing for different 
emphasis on larger and smaller observed values. The fuzzy measure is used to allow for 
the fusion of subsets of our observed sources by providing a measure of the reliability of 
any subset of observed values. Finally, the MICA operators are used to allow for a 
reinforcement ofpossibilities that are commonly agreed upon as being high (upward 
reinforcement) and low (downward reinforcement). 
KEYWORDS: fuz~ aggregation, information fusion, compatibility measures, 
OWA operators, fuzzy measures, MICA. 
1. INTRODUCTION 
The fusion of multiple sources of information is very important and 
difficult problem [11]. The difficulty increases when uncertainty exists with 
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respect o the observations. One approach to representing some classes of 
uncertain data is the use of fuzzy sets. The concern of this work is with the 
fusion of fuzzy sets, and more specifically fuzzy numbers. Two main 
methods are available to perform this fusion. We can use fuzzy set 
operators derived from fuzzy logic, such as conjunction and disjunction, 
which act directly on the fuzzy sets, or we can use the types of fusion 
functions used in the ordinary numeric ase, such as the mean, and extend 
them to the fuzzy numbers. In any case, our goal is to get an aggregated 
fuzzy set B computed from fuzzy inputs A 1, A 2 . . . . .  A n : B = 
F(A  1, A 2 . . . . .  A, , ) ,  where F is the fusion method that is to be used. Here, 
we shall look at an approach which, based upon Zadeh's extension princi- 
ple [1, 9], extends the usual arithmetic fusion functions to the case of fuzzy 
inputs. However, we shall include in our extension a number of different 
concepts which will provide the facility for a more intelligent ype of 
fusion. A compatibility function [2] will be introduced to allow for the 
inclusion of considerations of whether values from the observation space 
are reasonable to fuse or are to conflicting to combine. The OWA 
operator [3] is used to generalize the simple mean by allowing for fusion 
functions that emphasize bigger or smaller values in the observed data. 
The fuzzy measure [5] is used to enable us to handle situations in which we 
want to allow for the possibility of fusing only some of the observations by 
providing a measure of reliability associated with subsets of observed 
values. Finally, we introduce the MICA operators [6] to provide the ability 
to reinforce a commonly agreed observation that a possible value has high 
or low prospect of being the actual value. 
Furthermore, we show that by appropriate selection of the parameters 
associated with some of the facilities described above we can recover the 
set based fusion operators of intersection and union of the observed fuzzy 
data. 
Considerable use is made of a running example to illustrate the effects 
of the different facilities introduced into the model. 
2. EXTENSION PRINCIPLE AND INCLUSION OF COMPATIBILITY 
The extension principle, which was introduced by Zadeh [1], can be used 
in order to extend the operations we use with ordinary numbers to fuzzy 
numbers. 1 If we have a mapping F : X ---, Y, we can extend it to map fuzzy 
We recall that fuzzy numbers are fuzzy subsets over the space R of real numbers. Examples 
of fuzzy numbers are "about three," "large," and "at most about nine." It should be also 
noted that fuzzy numbers are assumed to be normal: there exists at least one element with 
membership grade one. 
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subsets of X into fuzzy subsets of Y. In particular the fuzzy image B of a 
fuzzy subset A of X is defined by 
Vy~Y, 
( sup A(x), if F-l(y) ~ 0, 
B(y) = ~ x~X,y=F(x) 
~0, if F - l (y )  -- ~ ,  
where A(x) and B(y) are the value of the membership functions of the 
fuzzy sets A and B at the elements x and y. 
Alternatively and more simply, we can express this as 
[ A(x) I 
B = F(x) L x" 
This notation also gives an alternative way to understand the extension 
principle. Usually, the extension principle is seen from the side of the set 
Y: for each image, we look for all the possible antecedents and take the 
best membership degree. Here, it is seen from the side of the set X: for 
each element x, we compute F(x), and each time we find two images that 
are equal, we take the largest membership degree as the result. This 
corresponds more to the way the extension principle can be implemented 
in a computer. Theoretically, of course, the result is the same. 
As we see, the extension principle allows us to extend any function to a 
fuzzy function. In particular, addressing the aggregation issue, we can 
extend fusion functions such as the arithmetic mean to act on fuzzy 
numbers. More generally, if F is a fusion function, a mapping from R" 
into R, and A 1, A2, . . . ,  A n are the collection of fuzzy numbers we want to 
aggregate, the fuzzy fusion is defined by 
{ minAi x/, 
B =  i _ 
F(xI'x2 .... 'Xn) (x,+X,),:, ...... F(Z) ~'+x,×x2×"" x. 
As we assumed that we are dealing with real numbers, we can also assume 
that all the universes of definition of our fuzzy subsets are equal to the 
same set, X = R. Hence, we have 
minAi(x i)
B= (F (~)  )~'~x"" (I) 
Before introducing the idea of the measure of compatibility [2] into the 
extension, let us discuss the characteristics of the fusion F. Any fusion 
function F should satisfy a few constraints that seem intuitive in our case: 
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• F should be commutat ive  so that the indexing of the inputs doesn't 
matter. This constraint seems trivial, but it allows us to eliminate all 
the functions that involve weights for the inputs, which is a large class 
of mean-type functions. Here we shall only consider commutative 
ones. 
• F should be monoton ic ,  which means that if the input values get 
bigger, the fused value should be bigger too. Formally we express this 
as  
if Vi = 1 . . . . .  n,  z i ~___ X i then F(Z l ,  z 2 . . . . .  z n) > F (x  1, x 2 . . . . .  Xn) .  
• Finally, F should also be i dempotent ,  which means that if all the 
inputs are the same, the fused value should be this same value: 
if V i= 1 . . . . .  n,  x i=a  then F(a ,a  . . . .  ,a )  =a .  
Provided it satisfies these three conditions, the fusion function can be of 
any kind. The arithmetic mean qualifies, of course, and so do other classes 
of functions, as we shall see further in this paper. The fusion function 
selected for a particular application should capture and model the way we 
want the data to be aggregated (mean-type, median, max, min, etc.). For 
the most part we shall use the arithmetic mean as our prototype fusion 
function; however, we note that most of the ideas introduced here work 
with any choice of fusion function F satisfying the three conditions above. 
At this point, we shall illustrate the basic fuzzy fusion method (which for 
now is just the extension principle) with an example that we shall use 
throughout the whole paper. With this example we shall be able to see the 
effect of each of the new concepts that we introduce. 
EXAMPLE Let us assume that we have the following problem, which could 
exist in the automotive industry with the development of "intelligent cars." 
These future cars will be equipped with sensors, which we shall assume to 
be fuzzy (which means they give fuzzy outputs), and which measure the 
distance of the closest car around. This safety device could for example 
actuate the brakes if the closest car is getting too close. We shall assume 
that we have three sensors, positioned at three different locations in the 
front of the car. Each sensor gives as an output the estimated istance of 
the closest car around (in meters). These distances are assumed to be 
given via a triangular fuzzy number on the universe of distances: 
A 1, A 2, A 3. Our goal is to estimate the distance of the closest car from the 
three fuzzy outputs. This final distance will be denoted as the fuzzy 
number B. 
Using the extension principle, we can compute the fused distance as the 
fuzzy mean of the three fuzzy distances, which means that the chosen 
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fusion function F is the arithmetic mean. Graphically, we get the result 
shown on Figure 1. 
We can see that the result is intuitively what we expected: the fuzzy 
aggregate B is the mean of the three inputs. However, in that specific 
problem, measuring distances between cars, the answer given by B can be 
dangerous if the sensor 1 is right. Hence, we can see that we may need to 
introduce more softness or at least leave open the possibility to influence 
the result depending on the problem we are dealing with. 
Let us now continue the presentation of our method. The facility for 
including intelligence in the fusion makes use of idea of a compatibility 
relationship which was originally introduced by Yager in [2]. As we shall 
subsequently see, this concept provides a mechanism for including meta- 
knowledge about the allowability of the fusion of different elements. 
Formally, a compatibility relationship as introduced by Yager [2] is defined 
as follows: 
DEFINITION A relationship R : X 2 ~ I = [0, 1] is called a compatibility 
relation if: 
(i) Vx ~ X, R(x, x) = 1: a number is fully compatible with itself. 
(ii) V(x, y) ~ X 2, R(x, y) = R(y, x): commutativity. 
(iii) For a given x, R(x, y) is a convex fuzzy set. 
It should be clearly noted that condition (iii) is true once x is fixed, 
which means that R is not universally related to the distance between the 
inputs, at least not identically for every point. 
Informally, with the compatibility relationship we trying to capture the 
idea that the fusing of two values may not be acceptable in some cases. 
Consider the fusion of two ages 15 and 45. In this case it would seem that 
these two ages are so conflicting that it would not be appropriate to take 
the average of the two. Thus for the fusion of ages we would have 
R(15, 45) = 0. On the other hand, the fusion of 15 and 19 would be an 
acceptable operation, and hence R(15, 19) = 1. A first observation is that 
the compatibility relationship is extremely problem dependent: what are 
0 disnmce (m) 1 4 6 9 10 11 14 15 20 25 30 35  
Figure 1. Fusion using the extension principle. 
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acceptable values to fuse depends on the problem in which we are 
working. For example, in considering the fusion of information about the 
location of stars, differences of millions of miles may be acceptable to fuse, 
while in the case of chip construction we may only allow the fusion of 
observations within microns of each other. In this context we can consider 
the negation of the compatibility relationship, 1 - R(x, y), to be a mea- 
sure of the conflict between the data being fused. As we shall subsequently 
see, the compatibility relationship rovides a mechanism for introducing 
this type of metaknowledge into fusion of fuzzy numbers. The ability to do 
so helps provide a more intelligent fusion of data. 
Let us discuss a little more the purpose of property (iii): the monotonic- 
ity or more specifically the fact that the measure is decreasing when the 
distance between the data increases. This property is intuitive, as the 
further two data are from each other, the more likely they are to be 
incompatible. However, the compatibility measure doesn't have to be a 
direct function of the distance between the data, as the property holds only 
once x is fixed. Let us give an example. Let us suppose that we are trying 
to determine the length of a cable. We shall suppose that we have two 
different sources of information that each give us an estimate of the 
length. We want to evaluate the length of the cable by aggregating these 
estimates, but we know that if they are not compatible, the aggregation 
1 can't be made: if one source says the bar is ~ inch long and the other one 
says it is 3 miles long, there is probably a problem in our sources, and 
aggregating these values doesn't mean anything. That is why we want to 
use a compatibility measure defined over the set of possible lengths. Our 
measure can model the fact that we want small values to be fully compati- 
ble with one another but not compatible with big values. Identically, big 
values that are relatively close (on their own scale) are compatible with 
one another (but not with small values). Hence, our measure could be 
defined as follows, assuming that no data are smaller than 0.25 inch and 
that data can only be very small (less than a foot) or big (more than 3 
miles): 
If x < 1 foot, then R(x, y) = 1 if d(x, y) < 0.25 inch, and R(x, y) = 0 
if d(x, y) > 0.25 inch. 
If x > 3 miles, then R(x, y) = 1 if d(x, y) < 1 mile and R(x, y) = 0 if 
d(x, y) > 1 mile. 
We see that this measure is not very good, as the changes in the measure 
are not soft enough. However, it illustrates the fact that it is locally 
decreasing in the distance, but not globally, as, for example, R(0.25 inch, 
0.52 inch) = 0 < R(2.5 miles, 3 miles) = 1 but 0.27 inch < 0.5 mile. We 
can also remark that it is possible to define a compatibility measure 
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without monotonicity, but not imposing the latter can lead to absurd 
measures. This is why, for us, the monotonicity has to hold in order for R 
to be a compatibility measure. 
In [2] Yager suggested a method of extending a compatibility relation- 
ship defined on two arguments to one defined on any number of argu- 
ments. 
DEFINITION Assume R: X 2 --} [0, 1]. The extension of R to X ~ is a 
mapping R : X k --* [0, 1] defined such that 
R(x l ,x  2 . . . . .  x,)  = min R(xi,xj).  
i , ]=1 . . . . .  k 
Thus we see that the extension of R is the minimum of the compatibility 
using R of all pairs in the argument R. We note that other possible 
definitions for this extension are possible. As the compatibility for any 
dimension is based in a very natural way upon the compatibility of pairs of 
elements, we shall find it convenient o simply use the symbol R to 
indicate a compatibility relation of any dimension. What is important o 
note is that the compatibility relationship should be carefully constructed 
in order to capture our knowledge of the data space. 
In [2] Yager suggested a methodology for including this compatibility 
relationship in the previously described approach for fusing fuzzy numbers. 
The method suggested lets us capture the idea that values which are very 
disparate should not be fused without some indication of the conflict. In 
[2], Yager proposed the following aggregation: 
B = F(A1, A 2 . . . . .  A n) 
{ R(£) A m!nAi(xi) )
= ~ , where A = rain. (II) 
F(~) z~x" 
As we shall subsequently see, maxxB(x) will provide some indication of 
the degree of compatibility of the values aggregated. 
This aggregation generalizes the extension principle; for we see that if 
the compatibility measure is such that 
V(x, y) ~ X 2, R(x, y) = 1 (complete compatibility), 
then this reduces to the simple fuzzy fusion which we originally presented. 
It should be also noted that in this case if the A i are fuzzy numbers and 
are normal, then B is also normal and has membership grade of one for at 
least one element. As noted above, the normality of B implies that there is 
no conflict in the data, a situation we expect, since our compatibility 
relationship assumes everything is combinable. 
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At the other extreme, as shown in [2], if the compatibility relation is 
V(x ,  y)  ~ X z, if x ~ y then R(x ,  y) = 0 (no compatibility), 
then under the assumption of idempotency in F this aggregation method 
leads to 
B= {minAi(X))x~x'X 
which is simply the conjunction of the fuzzy numbers 
B =A 1 NA 2 NA 3 n ... NA k. 
Thus this method generalizes the extension principle, and simple con- 
junction, used in fuzzy logic, is part of the family of the fuzzy aggregation 
methods. One can easily go from one method to another by adjusting the 
compatibility measure R. In [2] Yager shows that the above two compati- 
bility relations form the extremes of allowable compatibility relations. 
The fuzzy fusion defined in (II) can be calculated most effectively using 
a computing method described in [2] which is based on the use of the 
a-level sets. Let us recall what the method is and generalize it to any kind 
of fusion function F that satisfies the constraints listed before in this 
paper: commutativity, monotonicity, and idempotency. 
Assume A1, A2 , . . . ,A  n are a collection of fuzzy numbers, and F a 
fusion function that has the properties of commutativity, monotonicity, and 
idempotency. The fuzzy aggregate will be denoted 
B = F (A1 ,A  2 . . . . .  An).  
For any a ~ [0, 1] we denote by Ai, ~ = [ai, ~, bia] the a-level set associated 
with A r We recall that the a-level set of A i is the set of values having 
membership grade of at least a in h i. 
Furthermore, we let 
a a* = max[a/a], 
i 
the largest lower bound of any a-level set, and 
b* = min [ b i,~ ], 
i 
the smallest upper bound of any a-level set. Then we let 
U* = inf{xlR(a*,  x)  > a}, 
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* We also let the smallest value that is within compatibility a of a~. 
V* = sup{xlR(b*, x) >__ a}, 
the largest value that is within compatibility a of b*. 
THEOREM 
1. I f  3i, U* > bi. or V* < ai. ,  the a-level of B is not reached, which 
means 
Vy, B (y )  < a. 
2. I f  Vi, U* < bi~ and V* > ai~, the a-level set of B can be computed 
as 
B,~ = [d.,e,~], 
with 
d~ 
where 
and 
=F(g l~,g2  . . . . . .  gna) and e .=F(h la ,h  2 . . . . .  ,hn . ) ,  
g i .  = aia i f  aia >_ U~*, 
g i .  = U * i f  a i .  < U* 
h i~ = bi. if bi. < V*, 
hi~ = V*  i f  b i .  > V* .  
Proof Part 1: Here, we suppose that 3i, U* > bi~ or V* < ai~. 
If U* > bi., then Vx ~ [ai. ,bi.] ,  x < U* ~ R(x ,a*)  < a, as U* = 
inf{xlR(a*, x) > a}. If 3y, B(y)  > a, and if we suppose that 
y = F (d  1, d 2 . . . . .  d. )  
and that 
B(y)  = R(d  1, d 2 . . . . .  d . )  A minAi (d  i) >.>_ a. 
i 
then we see that Vj, Aj(dj)  > a; hence dj ~ [aj., b).]. In particular, let us 
* We have d k ~ [a~. denote by a~. the largest lower bound: ak. = a. .  = 
a*, bi. ]; hence, we have 
* <dk ,  d i <_ bi. < U* <<_ a.
whence 
* *)  l>a .  U* <a~,  as R(a* ,a .  = 
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Hence, Id i - dk[ >-- Idi - a*[ ~ R(d i ,  d k) <_ R(d i ,  a*)  < a ,  as 
Hence, R(d  i, d k) < a and B(y)  < a. We can conclude that 
if U* > bi,~ then Vy, B(y)  < a .  
Similarly, we show that 
if V* <ai ,  ~ then Vy, B(y)<a,  
di < Ua*. 
which shows that if 3i, U* > bi~ or V* < ai,~, then the a-level set of B is 
not reached. 
Part 2: This part will be proved in two steps. First, we show that d e and 
e~ are such that 
B(d,~) > a and B(e~)  > a .  
Then, we show that Vd, B(d)  > a ~ d > d,, and d < e,. 
Let us begin with B(d~): 
B(d , , )  = R(g l~,  g2 . . . . .  , gnu) A m!nA i (g i~)  
l 
= min R(g i~,g j~)  A minA i (g i~)  
(i, j), i •j l 
Vi, if Hi, ~ > U*,  then gia = ai~ and b~ and bi~ > gi~ > ai~,; if Hi, ~ < U*,  
then gia = U* and bi, , > gi~ = U* (hypothesis) and gi,~ = U* > aia. 
Hence, Vi, 
aia < gia <- bia =:* Ai (g ia )  > a =" minZ i (g i~ ,)  > a (1) 
i 
We also know that Vi, if Hi,, >__ U*, then g~ = a~ and U* < g~,, < ai~ < 
* =* [gia - -g ja l  Ha*', if ai, ~ < U*,  gi,~ = U* < a,~.* Hence, Vi ,  U* < gi,~ < a~, 
< Igi,~ - a*l < IU* - a*l. Hence, R(gi ,~,gj ,  ~) > R(g~, ,a* )  > R(U* ,a* )  
> a. Hence, 
min R(g ia  , gj,~) >__ a .  (2) 
(i, j), i* j  
(1) and (2) prove that B(d,~) > a.  Likewise, we show that B(e,~) > a. This 
shows that d ,  and e, belong to the a-level set associated with B. 
Let us now take an element d in the a-level set such that B(d)  > a.  We 
shall assume that d = F (d  1, d2, . . . , dn) and that B(d)  = R(d  1, d 2 . . . . .  d n) 
A min iA i (d  i) > a. Now, if d were lower than d e , d < d e, we would have 
d = F (d  1, d z . . . . .  dn) < d,~ = F (g l ,  ~ , g2~, , . . . ,  g~,); 
hence, 3i, d~a < gi~, as F is monotonic. Let us denote by ak, the largest 
lower bound: ak~ = a*. If d k < ak~, then Ak(d  k) < a and B(d)  < a (not 
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* < d k and: true by hypothesis). I f dk > ak,~ = a*, we have d i < gi,~ < a,~ 
• If gi,~ = ai,~, then d i < gi,~ ~ A i (d i )  < a ~ B(d)  < a. 
• If gi,~ = U*,  then d k - di[ > [a* - di[ ~ R(dk ,  di)  < R(a* ,  d i) < a,  
as d i < U*  = gia =~ B(d)  < a .  
Hence, we see that d < d~ is impossible. 
Similarly, we show that d > e~ is impossible. 
Finally, we have Vd,  B(d)  >__ a = d ~ [d~, e~], which means that Ida, e~] 
is the a-level set associated with B. 
Let us now illustrate the inclusion of compatibility in the fusion of data. 
Before we go back to our main example, let us observe the effect of 
compatibility in different cases. 
EXAMPLE Let us assume we just have to aggregate the two fuzzy numbers 
in our original problem that are close to each other: A 1 and A2. We shall 
use a fuzzy measure on the distance 
0 if [x -y l>5,  
R(x ,y )  = 1 - ½Ix -y l  if Ix -y l  -< 5. 
Aggregating A 1 and A 2 described in Figure 2, still using the simple 
average as the fusion function F, we get the result B shown in Figure 2. 
The details of the calculation are the following: 
Al ,~=[ l  + 5a ,  l l -5a]  and A2~=[4+5a,14-5a] ;  
*=4+5a ~ U*=10a-1  and aa 
b* = l l -5a  =~ V* = 16-  10a; 
U*<l l -5a  "~, a_<0.8,  
V* > 4 + 5a  ** a<0.8 ,  
| i  . . . . . . .  
0.8 
O. 
I 0 1 2.5 4 4.5 6 7.5 9 10.5 11 12.5 14 
Figure 2. Fusion of two close objects using compatibility. 
distance (m) 
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whence O/ma x = 0 .8 .  
• If 1 + 5O/> U* ¢* O/< 2, then gla = 1 + 50/, 
• i l l  +50/< U* ,~ O/> 2, then g l~= 100/ -  1, 
and VO/, g2~ = 4 + 5O/. 
VO/, hl~ = 11 - 5O/ and 
• if 14 -5a<V*  ¢*a< 2, then h2~= 14-5a ,  
• if 14 - 5o/> V* ¢* O/> 2, then h2~ = 16 - 10a. 
Hence, 
5 • if a< 2, thend, ,  ~ +5a ande,~=~-5a;  
• if a > 2, then d~ 15 3 = 27 15 = Ta+~ande a ~-  Ta .  
We see that the output differs from the one we would have obtained 
using only the extension principle (I), but only slightly, as the two fuzzy 
numbers are sufficiently compatible. The output is lowered by the fact that 
the two inputs are not totally compatible according to the compatibility 
measure we use. As the two fuzzy numbers A 1 and A 2 are  compatible, the 
compatibility measure affects the membership degrees of the output only 
above certain level (here 0.4). The general shape we would have obtained 
with the extension principle is conserved. Furthermore, we see that the 
maximum membership grade in B is 0.8, which indicates ome degree of 
conflict between the data being fused. 
EXAMPLE 2 Let us now assume that we have to aggregate to fuzzy 
numbers that are furthest from each other, A 2 and Z 3. We shall, once 
again, use a compatibility relationship based on the distance: 
R(x ,y )  = 
0 if I x -y [> 15, 
1 -  ~ lx -y l  if I x -y l<15.  
For illustrative purposes we have chosen not to use the same compatibility 
measure as in Example 1, because the fuzzy numbers A 2 and A 3 are very 
far from each other and using a very strong compatibility measure, as used 
in the previous example, would result in a completely noninformative fuzzy 
output (with all the memberships degrees very low). Here, we get the result 
shown in Figure 3. 
Two things should be noted about the resultant fused value B. The first 
is its location, and the second is its height. The location of B, at about 
19.5, indicates that an averaging of the two numbers was implemented. We 
can see that even though the compatibility measure was soft, the height of 
the final results is strongly affected, as the two fuzzy numbers A 2 and A 3 
are not compatible at all according to our compatibility measure. The 
effect is still a lowering of the output but here we see that the maximum 
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0.1~ 
0 4 9 14 17.5 21.5 25 30 35 distance (m) 
Figure 3. Fusion of two objects far from each other, using compatibility. 
membership degree (0.16) is low, indicating the existence of a strong 
conflict. 
Thus we see that the inclusion of the compatibility function in (II) allows 
us to derive simultaneously two measures of the fusion of data. The first is 
the location of the fused value, and the second is the measure of conflict in 
the data based on our compatibility function. 
EXAMPLE 3 Let us now go back to our main example of the paper. We 
assume that our three sensors give us fuzzy outputs. If we rely equally on 
all sensors in order to actuate the brakes of the vehicle, for example, we 
have to be sure that the distance to the closest is surely estimated. 
Otherwise, errors from one of the sensors could lead to a useless action on 
the brakes and perhaps even to an accident. In that case, we want all the 
sensors to agree more or less on the distance of the closest vehicle. Using 
the extension principle actually gives us a new distance that wasn't mea- 
sured by any of the sensors. Relying on this average number with total 
certainty could be dangerous. That is why we here introduced the concept 
of compatibility in our example. We shall assume that two distances are 
not compatible if their difference is more than 15 meters (as in Example 
2). Hence, our compatibility measure is still 
01 if I x -y l>  15, 
R(x,y) = - ~[x -y l  if I x -y [< 15. 
Looking at the result obtained in Example 2, we can expect a fuzzy output 
with a very low maximum membership grade, still indicating the presence 
of a conflict between the sources. We get the result shown in Figure 4. 
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I i ~ I n 
4 6 9 II 14 15 17 25 30 35 
Figure 4. Fusion using compatibility. 
dimnee (m) 
As expected, the final fuzzy output B has very low maximum member- 
ship grade, indicating a low possibility associated even with the best fused 
value. This is legitimate, as our three sources are completely conflicting 
(especially A 1 and A3). The method indicates this conflict by lowering the 
whole set. More generally, we can provide a possibilistic interpretation of
the fuzzy set B [2]. In this interpretation we define the membership degree 
of each element of the universe of discourse (here the set of distances) as 
the possibility of an element of being the final answer or as the confidence 
we have in that element being the final answer. Here, no element has a 
high confidence, as our sources are heavily conflicting. 
Let us compute the fusion using an even softer compatibility measure: 
0 if [x -y l>20,  
R(x,y) = 1 - ~lx -y l  if Ix -y l  -< 20. 
Intuitively, using this measure, the three fuzzy numbers A 1, A 2, and h 3 
are a little more compatible than before. The final answer should then be 
a little more certain (with a higher maximum membership grade) than the 
one obtained in Figure 4. The result of this new fusion is shown in Figure 
5. 
0.2 
0 4 6 9 11.67 15"316"318.67 2.5 30 35 
II 14 
Figure 5. Fusion using softer compatibility. 
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The confidence in the final result has increased, though the maximum 
membership degree is still relatively low. We see that the effect of the 
compatibility measure corresponds to our previous intuition. This example 
shows that it gives a useful tool when all the sources are considered 
equally reliable and when we want all of them to be "satisfied" at the same 
time, which means that a conflict between sources leads to a low confi- 
dence in the result. 
We shall now examine the fusion function F and the constraints that 
were imposed on it earlier in this section. In particular, we shall investigate 
the interest of using OWA operators as fusion functions. 
3. FUSION FUNCTIONS AND OWA OPERATORS 
As we indicated in Section 2, the fusion function F must obey some 
restrictions in order to be intuitive: it must be commutative, idempotent, 
and monotonic; but once satisfying these conditions, the choice of that 
function remains open. While we have previously used the simple average, 
particular problems may be best served with other fusion functions. For 
example, in the vehicle problem we may want, for safety purposes, to give 
some preference to observations which indicate the vehicle is close to 
another vehicle. As we shall see, the OWA operators [3] provide a useful 
class of fusion functions for representing this and other kinds of prefer- 
ences in the fusion process. The introduction of the OWA operators thus 
can provide a means for further enhancing the intelligence of the fusion 
process in a manner that can be easily integrated into our fuzzy aggrega- 
tion method. Let us first briefly recall what OWA operators are and which 
properties we shall use in this paper. 
DEFINITION An aggregation operator F : ff~ n -* W~ is called an ordered 
weighted average (OWA)  operator of  dimension if it has associated with it 
a weighting vector 
w I mn 
such that: 
1.  w i E [0, 1], 
2. E~= lWi = 1, 
and F(a 1, a2 , . . . ,  a n) = ET= lbjwj, where bj is the jth largest element 
of  the (al, a2,. . . , an). 
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In [3], Yager showed that the OWA operators have the following 
properties: 
• Commutativity: the indexing of the arguments i irrelevant. 
• Monotonicity: if Vi, a i > ~li, then F(ax, a 2 . . . . .  a n) >_ F(al ,  a 2 . . . . .  an). 
• Idempotency: F(a ,  a . . . . .  a) = a. 
Thus the OWA operators have all the required properties to be used as 
fusion functions (cf. Section 2). It can also be shown that 
Va l ,a2 , . . . ,a  n, max[ai] >_ F(a l ,a  2 . . . . .  a n) > min[ai] 
i i 
This allows us to conclude that the OWA aggregation is a generalization of
the basic fuzzy operators used in fuzzy set theory: min and max. Indeed, 
min and max are special cases of the OWA aggregation, as they can be 
obtained with specific sets of weights (weighting vectors): 
• If w 1 = 1 and wj = 0 for j 4: 1, then F* (a  1, a 2 . . . . .  a n) = maxi[ai ] .  
• If w n = 1 and w i = 0 for i 4: n, then F . (a  a, a2, . . . ,  a n) = mini[ai]. 
Between these two extreme values, we find mean operators uch as the 
usual average: 
• If w i 1 V i then  FA(al, a2 , . .  an )= ~V'n a n " ,  n t " ' i  = 1 i"  
Adjusting the weights in the vector W allows us to go from the min to 
the max, which means we can represent a full range of fusion functions. 
Viewed as a fusion operator, the choice of the weighting vector W can 
be seen as determining some favoring of bigger valued arguments as 
opposed to smaller valued arguments in the determination of the fused 
value. It should be noted that if most of the weight in an OWA vector is 
associated with weights that are at the top of the vector, then the 
aggregation will tend to favor bigger valued arguments in the aggregation. 
On the other hand, if most of the weight is associated with weights at the 
bottom of W, the aggregation will favor smaller valued arguments. We 
shall call a weighting W optimistic if it tends to favor the bigger valued 
arguments and pessimistic if it tends to favor the smaller valued arguments 
in the aggregation process. We see that, using this terminology, max is the 
most optimistic OWA operator, while min is the most pessimistic. The 
usual average is in the middle of this dimension. 
As just indicated, we can represent an optimistic or pessimistic attitude 
of the aggregation by adjusting the weighting vector. To make this adjust- 
ment easier, an measure of optimism was introduced by Yager [3]: 
Opt(W) = ~ wsh, ( j ) ,  where h, ( j )  n - j 
j=l n -1  
Fusion of Fuzzy Information 109 
Using this measure, a simple method for selecting the weights has been 
suggested by O'Hagan [4], where we only have to choose a coefficient of 
optimism or. Then, the weights of the OWA operator can be obtained as 
the solution of the following mathematical programming problem: 
Maximize - ~ wj In wj (dispersion) 
j= l  
n 
subject o ~., wjh,( j)  = a, 
j= l  
~.,wj=l, 
J 
wj>0 for all j .  
This method provides the weights of the OWA operator corresponding 
to a given a and cardinality n of OWA operator. We see that the 
parameter a allows us to capture the optimism (or pessimism) we want to 
include in our fusion function. Using OWA operators as function functions 
makes this very easy. The choice of a ~ [0, 1] makes the OWA operator 
emphasize the role of big numbers (if a is big) or small ones (if a is small) 
in the aggregation process. If a = 0.5, then we obtain the simple average, 
which favors neither big nor small values. 
Furthermore, given a specific degree of optimism a, we can compute 
the weighting vector of the OWA operator if we know its number of 
arguments. Hence, the choice of a degree defines a class of OWA operator 
that all have the same associated egree of optimism but that act on 
various numbers of inputs. We shall denote this class of OWA operator by 
F~. For simplicity's sake, we shall also denote by F~ any OWA operator of 
this class: the reader will interpret i as the OWA operator of the class that 
has the appropriate number of arguments. 
On this basis, we can easily include an OWA operator in our fuzzy 
aggregation method expressed in (II). The only choice we have to make is 
the degree of optimism we want our method to represent. The fuzzy 
output will now be defined as 
B= F(A1,A2,.. A,) = { R(£) A min~A~(x~) } 
"' f~ , (~)  ~x°  
(III) 
where F,, is the OWA class associated with our degree of optimism a. 
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We can easily see that this is a generalization of the fuzzy arithmetic 
mean (the extension of the arithmetic mean), the fuzzy min or max, etc., as 
the OWA operator can represent any of these operators, depending on the 
choice of the weighting vector or of the optimism degree a. Hence, we 
know have a general class of fuzzy fusion methods. 
The introduction of the optimism-pessimism dimension for the OWA 
operators can be useful for introducing, in the fusion process, further 
metaknowledge about the domain of the problem we are solving and in 
this way making it more intelligent. Let us explain why through an 
example. 
Let us suppose we have to aggregate information that is given by sensors 
and that this information consists of numbers representing the number of 
planes the enemy is using during an attack. We want to aggregate the 
information given by the sensors so that we can decide how many planes 
should be sent to defend ourselves. It is clear in that case that we prefer 
the aggregated value to be a little too big (so we shall think that there are 
more planes than in reality), thereby assuring ourselves that we have 
enough planes to destroy the enemy. On the contrary, if the aggregated 
value is too small, our planes won't be numerous enough and might be 
destroyed. Hence, we can see that the higher values may be preferred in 
this specific case and that our aggregating behavior could be called 
optimistic in view of the bias in favor of bigger values rather than smaller 
values. 
Let us now illustrate our new method using the main example of the 
paper. 
EXAMPLE As we said in Section 2, the sensors we use should help us in 
actuating the brakes of the car in order to avoid accidents. From that point 
of view, different attitudes can be usefully represented: if we know that the 
action on the brakes is going to be smooth enough, we may be willing to be 
very careful, which means to actuate the brakes even if the closest car is 
not very close. This means that if one of the sensors gives a small distance 
as its output, it should influence the final result more than those outputs 
corresponding to long distances. We can include that kind of metaknowl- 
edge in the fusion method thanks to the use of OWA operators. We just 
have to set the coefficient of optimism ot to a low value: here, we shall 
take 
a = 0.25 
For the case of three arguments the O'Hagan method [4] leads to the 
following weighting vector: 
W 1 = 0.12, w 2 = 0.27, w 3 = 0.61. 
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We still use the same compatibility measure as in Figure 5: 
0 if I x -y l>20,  
R(x,y)= 1-~lx -y [  if I x -y [<20.  
The result of the application of the fusion method of (III) is shown in 
Figure 6. In considering the fused value B we again note that the two 
things to observe are the maximum embership grade (height) of B, which 
is a measure of the compatibility (or inversely a measure of conflict) of 
elements being used, and the location of B on the horizontal axis, which is 
the fused value of the arguments. It is interesting to compare the result 
here with that shown in Figure 5, which while using the same compatibility 
relationship uses as its fusion function the simple average instead of an 
OWA aggregation with a = 0.25. Intuitively, in the present case we should 
get a result with the same height as in Figure 5 (as the compatibility is the 
same), but the location of B in Figure 6 should be more to the left than 
the one obtained in Figure 5, as we emphasize the small values by the use 
of the coefficient a = 0.25. 
As we said, the maximum membership grade hasn't changed from 
Figure 5, as the OWA operator doesn't affect the membership grades of 
the fusion. However, as we chose o~ = 0.25 for our coefficient of optimism, 
the final result is much smaller than in Figure 5. We also notice that the 
shape of the fuzzy aggregate changes with the fusion function. 
We shall now present further extensions of the suggested method for 
information fusion, first using fuzzy measures [5] and then using MICA 
operators [6]. These extensions can be included in the method or not, 
depending on the need of each user. We shall see that we have complete 
modularity, since each concept and its associated parameters are tuned 
separately. 
~ w w , m m 
0 1 4 6 7.4 9 11.9 12.714.2 25 30 35 disumcc (m) 
II 14 
Figure 6. Fusion using OWA operator and compatibility. 
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4. FUZZY MEASURES AND PARTIAL AGGREGATION 
OF SOURCES 
Before actually presenting the extension of our method, let us first 
discuss the issue of partial aggregation. In the technique presented so far, 
the fuzzy fusion output B is always computed by combining all of the 
sources of fuzzy inputs. The aggregation will be considered as partial if 
only some of the inputs are considered in formulating the fused output. 
The interest in only using a partial aggregation could be motivated by a 
number of reasons; here we discuss ome of these. If known noise exists in 
an input, there may be an incentive for us not to consider it. Similarly if 
some inputs are completely out of bounds--due to the deficiency of one of 
the sensors, for example. Partial aggregation may also be of interest if we 
are trying to aggregate xpert opinions and if we know that obtaining a 
representative opinion would be difficult; we might then be ready to accept 
an opinion as the representative one if "most" of the expert opinions were 
considered to agree with this value. Thus we see that in some situations, 
we don't need to consider every single input, but only some of them; the 
aggregation will then be partial. 
Representing the effect of considering only part of the inputs can be 
handled in various way; one of them is the use of fuzzy measures [5]. These 
measures, as described in [5], are defined as follows: 
DEFINITION Let us consider a set A. A mapping S : 2 A ---> [O, 1] is called a 
fuzzy measure over the set of subsets of A if 
• s (~)  = o, 
• S (A)  = 1, 
• V(X,  Y )  E 2 A, if X C Y then S(X)  <_ S(Y): monotonieity for the 
inclusion. 
As we see in the definition, a fuzzy measure associates a number in the 
unit interval with each subset of the referential set. 
In our problem of information fusion, the referential set is the set of 
fuzzy input sources, 
A = {A1, A 2 . . . . .  A n} ; 
here each A i indicates a source of information. A subset of A is here a 
subset of inputs (T = {A1, A 2} is an example) which is being used to 
formulate the fused value. For each of these subsets, the fuzzy measure 
yields a number S(T)  representing the satisfaction with a fused value 
based on just considering these inputs. This measure of satisfaction should 
be such that a subset with a satisfaction of 1 is considered as totally 
Fusion of Fuzzy Information 113 
representative of the whole set of inputs for computing a fused value. On 
the other hand, a subset with a low value is not very representative of the 
set, and the aggregated value computed from this set is to be considered as 
the true aggregating value only with a low confidence. The values of the 
fuzzy measure can also be viewed as degrees of reliability the user assigns 
to such a subset in order to compute the final result: if S(T) is high, it 
means that the computation of the final answer taking only T into account 
gives a very reliable answer. 
More theoretically, the inclusion of a fuzzy measure S in our fuzzy 
fusion method can be done as follows. For each subset T ~ 2 A, we shall 
denote by I r the subset of integers uch that 
i ~ I T, if Ai ~ T. 
For each subset T ~ 2 A, we can compute the fuzzy fused output associated 
with the collection of inputs included in T as 
'R(~) A mini~lTAi(xi) 
BT = Fa( ~) ) ~Fii~,~Xi" 
Then, we aggregate the partial results by using the fuzzy measure S by 
calculating as our overall output B the Sugeno fuzzy integral of B r with 
respect o S: 
Vy ~ Y, B(y) = max Br(y) A S(T). 
T~2 A 
If we go back to our previous notation, we have 
{ R(x) A mini~irAi(xi) AS(T)  } 
Here, the vector £" doesn't always have the same number of coordinates, as 
T is changing. However, as we said in Section 3, we use the OWA class 
that is defined by the choice of the optimism degree or. The compatibility 
measure is also defined differently depending on the numbers of argu- 
ments, but always issues from the compatibility of two arguments (cf. 
Section 2). 
Hence, we see that the fuzzy measure can be easily included in our 
method. As already noted, this inclusion allows us to obtain an aggregated 
output by considering not all the inputs but only some of them. Let us look 
at one special example. Let us suppose the fuzzy measure in such that 
VT ~ 2 A, S(T) = 1; 
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here we are saying that every subset is representative of the group for the 
computation of the fusion output. Furthermore we shall assume that our 
compatibility measure is such that 
V(x, y) ~ X 2, 
if x =y  then R(x ,y )  = 1 and if x 4:y then R(x ,y )  = 0 
(no compatibility). In this case our fuzzy output becomes 
(minAs(x )  } 
n = i~ I r  
X T~2 A, xEX 
This means that 
Vy ~ Y, B(y) = max (minAi(x)) .  
T~ 2 a \ i~Ir I 
If A k ~ T, then min i~/~ Ai(x) <_ Zk(X) and hence 
Vy ~ Y, B(y) = max Ak(X). 
k=l,...,n 
Hence, 
( max iA i (x )  I B = =Z 1 vA  2 v ... vA , ,  
X x~X 
the disjunction of the fuzzy inputs. 
We should note that the case in which S(A) = 1 and S(T) = 0 for all 
other T ~ 2 "~, we get the original model without any consideration of 
partial aggregation. Thus we see that including the fuzzy measure in our 
method allows us to go from the conjunction (cf. Section 2) to the 
disjunction of our fuzzy inputs. In between, all the mean-type fusion 
functions can also be reached by adjusting the parameters. 
EXAMPLE Let us now go back to our main example of the use of fuzzy 
fusion functions in the automobile industry. As we saw in Section 3, the 
inclusion of optimism and pessimism in the method has been made 
possible by OWA operators. This has led to the results shown in Figure 6. 
The new inclusion of fuzzy measures will allow us to consider that some of 
our sources may be mistaken. In our specific problem, we can assume that 
the sensors are positioned at the front of the car (cf. Section 2). As we 
have three sensors, it seems natural to place them on both sides and in the 
middle of the vehicle in order to cover a maximum range of angle. If a car 
comes from the right, it is possible for the sensor on the left not to see it 
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and to give information about some other car while the two other sensors 
give the right measures that can be used to alert the driver or act on the 
brakes. A similar observation can be made about the left. For this reason, 
it seems useful here to introduce the following fuzzy measure based on the 
cardinality: 
VT ~ 2 "4, S(T) = [0 if ITI < 2 
1 if ITI_>2 
(ITI = 0 or IT[ = 1), 
(IT[ = 2 or IT[ = 3). 
This measure gives full confidence in any set of at least two sensors: this 
means that if at least two sensors agree, the result of their fusion will be 
considered as reliable as the final fuzzy fused number. We now compute 
the fusion of A~, A 2, and A3, still keeping the parameters we used in 
Figure 6, and a = 0.25. This gives us: 
Number of arguments Weighting vector 
1 W 1 = 1 
2 w 1 = 0.25, w 2 = 0.85 
3 w 1 = 0.12, w 2 = 0.27, w 3 = 0.61 
We use the same compatibility measure: 
(~  if I x -y l>20,  
R(x,y)= - l l x -y l  if [x -y l<20.  
We get the result shown in Figure 7. 
The result corresponds to what we expected: the maximum membership 
degree is high, as at least two of the sources are compatible. The sources 
that are conflicting still give part of the fuzzy set (the low parts), as the 
method doesn't abandon the source that conflicts with the others. The 
OWA operator is also efficient, as the result is pulled to the left by A r 
1 
0.9 
1 4 
A2 
7 9 I 1 14 25 30 35 diilanfe (m) 
Figure 7. Fusion using OWA operator, compatibility, and fuzzy measure. 
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We shall show how to include reinforcement in our method, making it 
very general and adaptable to all fusion situations. 
5. REINFORCEMENT AND MICA OPERATORS 
Up to now, the suggested method has been able to include compatibility 
and partial aggregation i  computing the membership degrees of the fuzzy 
aggregated output and also has used OWA operators as fusion functions. 
In these conditions, we saw that our method can for example represent a 
fuzzy conjunction: 
B=A~ AA 2A. . .  AA~. 
In that case (which we shall take as an example to justify our motivation), 
the membership degrees of the fuzzy aggregated number is such that 
Vy ~ Y, B(y)  = min i Ai(y). Let us suppose that the inputs of our system 
are given by some very precise sensors and that we are trying to find a 
representative alue issued from all these measurements. If all the sensors 
"agree" on a value with a degree of 0.8 and that this is the best possible 
answer (considering the degrees), it seems natural to be willing to say that 
this value is highly likely to be our best aggregated value. However, with 
the present method, we cannot give to this value a membership degree 
higher than 0.8, because of the use of the min. For this reason we wish to 
include the concept of reinforcement: if every sensor considers this value 
as good (0.8), we want the output membership degree to be reinforced (to 
be higher than 0.8): we might want it to be 1, for example. 
This example illustrates the need of reinforcement in a particular case. 
Of course, the way we want to reinforce can be different depending in the 
context and on our knowledge of the sources, etc. For this reason, we 
propose the use of some other operators than the min to aggregate the 
membership degrees of the fuzzy inputs: we shall use MICA (monotonic 
identity commutative aggregator) operators [6, 7]. These operators allow 
reinforcement in either direction (the final value can be higher or lower 
than normal). Furthermore, the kind of reinforcement is characterized 
through a single parameter: the identity element. Let us now briefly recall 
what MICA operators are: 
DEFINITION A bag A of a set X is a collection of elements in which 
ordering doesn't matter and duplication is allowed. Sometimes bags are 
referred to as multisets. 
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EXAMPLE A = (0.2, 1, 0.6, 0.8, 0.2). 
DEFINITION I f  tWO bags A and B are of the same cardinality and if the 
elements of A and orB can be ordered in such a way that Vi, a i > bi, then 
we shall write A >__ B. 
DEFINITION I f  A and B are tWo bags, then A • B is the bag consisting of 
all the elements in A and B. 
In the following we shall use 23 x to indicate the set of all bags 
associated with the set X, and I to indicate the unit interval. 
DEFINITION A bag mapping M : 23 ~ ~ I is called a MICA operator if it 
has the following properties: 
1. Monotonicity: I rA  > B then M(A)  > M(B).  
2. Identity element: For every A ~ 23 1 there exists an element g, called 
the identity of A under M, such that M(A)  = M(A  • (g ) )  
3. Commutativity: As M(A)  is independent of the indexing of the 
elements in A (actually commutativity is implicitly implied by the fact 
that A is a bag). 
MICA operators have been studied in detail in [7-9]. Here, we shall 
only use a specific class of MICA operators called normal FIMICA 
operators. They have the additional following properties: 
• For a FIMICA operator, the identity element g is always the same 
(for all bags) 
• A FIMICA operator M is normal if M(O) = g ** M( (g) )  = g, the 
identity element. 
It can be shown easily that FIMICA operators uch that g = 0 are orlike 
operators, and ones with a fixed identity element g = 1 are andlike 
operators. Furthermore, in [10], a general class of MICA operators was 
presented, allowing us to specify any MICA operator by tuning various 
parameters so that the reinforcement becomes exactly what we want it to 
be: as we said, MICA operators allow reinforcement. The way we want the 
values to reinforce one another can vary. In order to tune the parameters 
as precisely as possible, the method proposed in [10] is the following: 
Assume A is the bag (a 1, a z . . . . .  an) .  Consider the bag mapping M:23 t 
1 such that 
where f and h are nondecreasing functions uch that 
f :R  ~ 1 and f (0)  =g 
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and 
h: I~R and h(g)=0,  
with R being the real numbers. 
The conditions on the functions are such that the defined M is a normal 
FIMICA operator. We propose specific generic shapes for the functions f 
and h, shown in Figure 8. 
The function h is applied to each argument separately. Its role is to 
recenter the universe of discourse around g. Values above g are "good" 
and values below g are "bad," but the function h expresses how good and 
bad these values are, individually. This function rescales the unit interval 
into one more appropriate to the context. 
On the other hand, the function f allows us to introduce some global 
knowledge about he aggregation process, as f is applied to the entire bag. 
Once h is known, f allows us to specify things such as how good the bag 
has to be lead to a good aggregated value. 
We see that the tuning of the MICA operator can become very complex, 
but the generic lass also contains very simple functions that can be tuned 
by setting one or two parameters. The user just has to evaluate the degree 
of accuracy that is needed. 
We can now include a normal FIMICA operator in our method in order 
to aggregate the membership degrees of the fuzzy inputs. The fuzzy 
aggregated value is then computed in the following way: 
R(~) A Mi~t~(Ai(xi)) A S(T)} 
B = F,~(x--') re2a, ~.~n~,Tx, 
where M is our MICA operator. 
d 
h~ 
ht 
h (bl, b2, hi, h2, gl, g2) 
m ~ m ~ m L 
bt gl 7111 / 
rl 
Figure 8. Generic shapes for h and f. 
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The MICA operator only affects the membership grades (not the values). 
However, it dramatically changes the set of membership grades that can be 
computed. The method described in [2] to compute the final aggregate 
through the calculation of the a-levels no longer works. However, the 
fuzzy aggregate can be found by using a computer to make the calculations 
for every possible vector £~. The set B can also be computed through the 
computation of the partial results B r as in Section 4. The definition of 
these sets would then be 
n T = 
R(~) ^  Mi~, Ai(xi) 
Fo(~3 
and 
) £'~ FI~e ITX~ 
Vy ~ Y, B(y)  = max Br(y) A S(T). 
T~2 A 
EXAMPLE 1 Let us first illustrate the effect of MICA operators on a very 
simple aggregation. Suppose we want to aggregate A 1 and A 2 using the 
following parameters: the compatibility measure is such that R(x, y) = 0 if 
x ~= y, which means that we make a pointwise aggregation. We won't be 
using any fuzzy measure here. The fusion can be anything, as the aggrega- 
tion is pointwise; we always have F(x, x )= x, as F is idempotent. The 
MICA operator is defined by the functions hown in Figure 9. We then get 
the result shown in Figure 10. 
As we see in the graph, the set obtained using a MICA operator is 
reinforced compared to the set that we would have obtained using the min 
to aggregate the membership degrees. The plateau on the left of the set 
(and on the right) is due to the fact that our function h is saturated for 
values below 0.3 (and above 0.7). As we see, points to left of the first 
plateau, which are made of a combination of low membership grades, 
dramatically drop off (are reinforced ownward), while those to the right 
of this plateau are reinforced upward. 
' h ] - -  f 
_ . / ,  I I 
o .3  I 
1~0.5 0.7 1 -0.5 0 2 
Figure 9. Example of functions f and h defining aMICA operator. 
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Figure 10. Fusion using a MICA operator. 
EXAMPLE 2 Let us finally go back to our main example and illustrate the 
use of MICA operators in our specific case. As we saw in Figure 7, the use 
of fuzzy measures itself increases the suitability of the method for comput- 
ing the expected final aggregate. However, we might be willing to empha- 
size the fact that the final values obtained from measures in which we had 
enough confidence should be considered to be very reliable. On the 
contrary, values obtained from measures with low membership grades 
shouldn't appear in the final result as possible answers. This means that we 
have to define a MICA operator that matches our needs. 
We propose the MICA operator defined by the two functions h and f 
shown in Figure 9. The other parameters remain the same, namely: 
Fuzzy measure: VT ~ 2 ~, 
S (T )=O if I T I<2 ( IT I=0 or IT I= I ) ,  
S(T)---O if I T I>2 ( IT I=2 or IT I=3) .  
OWA operator defined by a = 0.25, which leads to: 
Number of arguments Weighting vector 
1 W 1 = 1 
2 W 1 = 0.25, W 2 = 0.85 
3 W 1 = 0.12, W 2 = 0.27, W 3 = 0.61 
Compatibility measure: 
0 if I x -y l>20,  
R(x ,y )  = 1-  l l x -y l  if I x -y l<20.  
Using these parameters, we get the result shown in Figure 11. 
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Figure 11. Fusion using MICA operators, compatibility, fuzzy measure, and OWA 
operator. 
As we see, the inclusion of the MICA operator changes the shape of 
the output dramatically: the maximum membership degree is now 1, as 
we have introduced some new knowledge in the MICA operator in order 
to express the fact that we wanted reinforcement between sources. The 
low parts of the set are slightly lower than in Figure 7. The tuning of the 
functions f and h (global and local filters) changes of course the whole 
aspect of the output. Therefore, they have to be tuned carefully and 
used only if needed. 
6. CONCLUSION 
We have presented a new method for aggregating fuzzy data. We 
included in that method some concepts that we feel are important in the 
aggregation framework: compatibility between the numbers we want to 
aggregate, fusion functions that can capture the notion of optimism and 
pessimism (OWA operators), partial aggregation (via fuzzy measure), and 
reinforcement in the computing of the membership degrees (via MICA 
operators). All these concepts have been included in the method and can 
be used all together or only partially, as their inclusion and their tuning 
are completely independent. The usefulness of each of these concepts has 
been illustrated by typical numerical examples. 
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