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Abstract
This thesis explored the potential performance benefits of enhancing depth cues in 
telepresence interfaces. A series of experiments addressed the role of binocular disparity 
and motion parallax in teleoperators’ performance. Experiments 1 and 2 demonstrated that 
the effects of enhancing binocular disparity and motion parallax depend upon the 
information demands of a given task. Enhanced depth cues helped observers to make more 
precise judgements in simple tasks that rely on judgement of depth differences or relative 
distance (alignment and depth matching tasks). However, systematic biases in performance 
were identified in metric tasks that rely on recovery of Euclidean geometry (shape 
judgements). Experiments 3 and 4 showed that teleoperators can quickly train to use 
enhanced depth information to perform metric tasks accurately, thus extending the range of 
tasks over which enhanced information can be used.
Experiment 5 examined whether observers acquire transferable information about depth 
when learning to make depth judgements using binocular disparity or motion parallax. 
Participants showed no transfer of learning when training with altered binocular disparities 
and testing using motion parallax, or vice versa, suggesting that the learning demonstrated 
in Experiments 3 and 4 is cue-specific.
Experiment 6 examined the use of depth cues for performing a task more typical of those 
performed under telepresence. The benefits of binocular and motion parallax cues, used in 
isolation or simultaneously, and the effects of enhanced motion parallax, were examined in 
a simulated “telesurgery” task, where other useful cues such as familiar size and perspective 
were already available. Observers’ performance vastly improved when binocular disparity 
was added as a cue; motion parallax, however, failed to improve performance, even when 
observers were encouraged to use it as a cue.
These findings strongly suggest that telepresence performance may benefit from enhancing 
the information relevant to the specific task the system is intended for; contrary to the 
traditional approach in the design of telepresence, exact replication of the remote 
environment may not be crucial.
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1 INTRODUCTION
1
1.1 The Subject of This Thesis
This thesis investigates the benefits of enhancing the depth information from binocular 
disparities and motion parallax transformations that is provided in telepresence interfaces. 
The Introduction begins by considering the nature of telepresence and its relationship 
with performance, focusing particularly on how the principle of stimulus replication 
motivates a great deal of research and development in the field of telepresence.
Arguments are presented that challenge the value of this assumption and an approach is 
advocated in which the interface is tailored to the information requirements for optimal 
task performance, rather than stimulus replication or presence for their own sakes. The 
need for such an approach will become more compelling when the second main theme of 
the thesis is introduced, later on.
Next, the nature of human depth perception, including theories of how multiple sources of 
depth information might be integrated and how depth perception under telepresence may 
differ from natural viewing, is considered and the roles of stereopsis and structure-from- 
motion in depth perception—at the levels of theory, psychophysics, and telepresence 
applications—are established. The arguments for enhancing binocular disparity and 
motion parallax information are discussed and the possible consequences for performance 
on tasks requiring accurate depth judgements are considered. Here, the second main 
theme of the thesis is invoked: the task-dependency of enhanced binocular disparity and 
motion parallax information. Existing evidence that the visual system adopts different 
strategies for computing depth from binocular disparity and motion parallax depending on 
the requirements of the task being performed is discussed and consideration is given to 
how the effects of enhancing depth cues may also depend on these information 
requirements. If our predictions are correct, the findings presented in this thesis should 
support not only the use of enhanced information under telepresence and our argument 
for an altogether more task-analytical approach to telepresence design, but also make an 
empirical contribution to our understanding of depth perception from stereopsis and 
structure- from- motion.
1.2 Telepresence
Advances in robotics and communications technologies have led to the increasing use of 
remotely operated manipulators and vehicles in environments which are inaccessible, or
too hazardous for humans to work in, yet, owing to the unconstrained nature of the 
remote environment and/or task, currently require human control. Environmental 
information, often primarily visual, is relayed to the operator from sensors on the remote 
unit to guide his or her control of it. The more exotic environments in which telepresence 
systems have so far been used include deep sea, space, and the fuelling faces of nuclear 
reactors (see Sheridan, 1995, for a more detailed review of telepresence applications).
The technology involved in such systems varies considerably, from simple camera links 
used, for instance, to probe sewers, to the Virtual Environment Vehicle Interface used by 
NASA to control their Telepresence Remotely Operated Vehicle, developed at the Ames 
Research Centre to explore the surfaces of other planets. Although the more sophisticated 
displays often incorporate binocular information and/or head-slaved cameras that follow 
the head movements of the operator, all interfaces currently have in common the 
limitation of presenting scenes on flat screens, whether they be conventional monitors or 
helmet-mounted displays.
Telepresence technology is increasingly being used in medical applications, such as 
minimally invasive diagnosis and surgery, where cameras and miniature instruments can 
be inserted into patients via cannulas (small sealed tubes from outside to inside the 
patient’s body) using smaller incisions than those required in traditional surgical 
techniques. Telesurgery can reduce the risk of complications associated with more 
intrusive techniques, as well as reduce the postoperative recovery periods for patients. 
Another promising application is remote trauma surgery which can save lives in, for 
example, the battlefield, where there is often insufficient time for paramedics to move the 
patient to a surgeon, or vice versa, to treat potentially fatal injuries (e.g. Bowersox, 
Cordts, & LaPorta, 1998).
Sheridan (1992) identifies three independent components of remote presence: (i) sensory 
information, provided to the operator from the remote location, as it would be if he were 
physically present; (ii) control of the remote sensors; (iii) the ability to interact with the 
environment as one could if physically present.
With regard to (i), Held and Durlach (1992) claim that in situations where the operational 
tasks are wide-ranging, complex and uncertain, the requirement of a high degree of 
sensory feedback becomes justified. With regard to (ii), Asbery (1997) argues that if the 
sensors can respond to the demands placed upon them by the operator, in an intuitive and 
natural way, the operator’s workload will be reduced and the sensation of remote 
presence will be enhanced. Visual presence and sensor control combined are referred to
as active telepresence. The third component, interaction with the remote environment, is 
provided by the machine one is teleoperating. This thesis will deal primarily with 
components (i) and (ii) which concern the incoming information, rather than part (iii) 
which is concerned with control strategies for specific platforms.
1.2.1 Presence and Performance
Traditionally, the design of interfaces for telepresence systems has tended to be directed 
by the stimulus replication principle: provide information indistinguishable from that 
available in the remote environment. To quote Mair (1999), for example, the mission 
statement of the Transparent Telepresence Research Group, at the University of 
Strathclyde is, “to create, through research and development, the first telepresence system 
that allows a user to experience the sensation of being fully present at a remote site. This 
implies that the interface between the user and the surrogate presence will be completely 
transparent.” Sheridan (1992) states that “in some ideal sense, and presumably with 
sufficiently good technology, a person would not be able to distinguish between actual 
presence, telepresence, and virtual presence.” Indeed, current technology permits high- 
resolution displays, containing pictorial cues, the provision of binocular and motion 
parallax information, the reflection of forces acting on the manipulator, and audio 
information.
The apparently implicit assumption underlying modem telepresence research, that exact 
replication of the remote environment is the optimal design solution, has not gone 
completely unchallenged. There are a number of reasons why stimulus replication may 
not be the optimal solution. Besides practical questions concerning, for example, the cost 
of building the system, the constraints of bandwidth, and the trade-off between the 
complexity of the system and the ease of performing field maintenance, there are 
fundamental questions to be asked about how and when different sources of information 
should be provided.
One problem is that the information available in the remote environment may simply be 
poor so that, regardless of how good the telepresence system is, a perfect second- 
generation copy of the original stimulus will be as inadequate as the original. Similarly, 
there may be useful information available in the remote environment, which lies outside 
of the human sensory range. Thus, an enhanced, computer generated image (CGI), or 
even symbolic reproduction of the environment may be more useful than a perfect 
replication (e.g. see Pretlove, 1998, for more on augmented reality). Furthermore, there
are many applications where the very purpose of telepresence is to eliminate certain 
conditions of the work environment: including extreme temperatures and pressures, 
radiation and acceleration would be fatally inappropriate (Wilson and MacDonald, 1986). 
This observation may seem trite, but the argument has subtler and potentially serious 
implications where reproducing certain features of the remote environment may not be 
devastating but may be distracting, stressful, or otherwise counterproductive.
Rather like the creators of motion pictures or computer games, the designers of 
telepresence systems appeal to our willingness to suspend disbelief, assuming that the 
deeper our immersion in the remote environment, the greater our involvement and 
subsequent performance. As Welch (1999) notes, the addition of depth cues like binocular 
disparities to telepresence systems adds additional information as well as increasing the 
subjective sense of presence. Therefore, it is often difficult to determine, from a great deal 
of the literature to date, whether increasing the sense of presence per se improves 
performance, although the notion that it does is all too readily accepted by many 
designers. Sheridan (1992b), too, notes that "it has yet to be shown how important is the 
sense of [telepresence] per se as compared to simply having...good sensory feedback.” 
More recently, Snow (1996) attempted to create a regression model for determining 
covariates of presence and performance and found that, although presence arid 
performance were positively correlated, 90% of the performance variance was explained 
by factors other than presence.
Wilson and MacDonald (1986) point out that an appeal to the emotions of the operator is 
not only irrelevant, but also at worst counterproductive and dangerous. Feelings such as 
claustrophobia, acrophobia, disorientation and fear of death may represent something of a 
holy grail in the video game or amusement park industry, but in telepresence an 
intellectual appeal, such as a clear expression of the task and continuous status on 
progress, is certainly more desirable.
Some of these issues are considered by Noel and Hunter (2000) in their summary of the 
problem areas associated with the creation of telepresence systems: (i) Excessive 
bandwidth. Although humans are sensitive to high resolution and broad ranges of stimuli, 
we attend to limited amounts of the available information at any one time, so need to 
consider how best to match sensory information to the informational needs of the task; (ii) 
Reality kills. We need to understand how best to translate environmental information 
from hazardous environments into safe subjective experience; (iii) Control lag. Control 
lag (especially >50 msecs.) is detrimental to performance when a human operator is
directly controlling a remote system. It is likely that, under circumstances where even 
information travelling at the speed of light would create substantial lags e.g. 
interplanetary exploration, the human role in telepresence will become increasingly 
supervisory in nature. We need to understand how humans and machines can best 
communicate to perform remote tasks; (iv) Boring tasks. Many tasks are routine and 
repetitive so, rather than maintaining or enhancing the illusion of presence, it may be 
preferable to find ways of sharing the task between the human and the machine; (v) 
Constrained reality. It may be possible to interpret remote environments in novel ways 
and to form new subjective experiences, rather than constrain ourselves to simply 
replicating our natural experiences; (vi) Off-task stimuli. Remote environments may 
include useless or distracting stimuli that could be filtered out to provide optimal 
information for the task; (vii) Individual differences. Although humans vary in their 
physical and mental capabilities and in their styles of interaction with their environment, 
economy demands a universal approach to the design of interfaces. It is important to 
understand how to make telepresence systems both universal and adaptive to the 
individual.
In two experiments, Noel and Hunter (2000) examined the relationship between perceived 
self-motion and view height and used the findings to illustrate some important design 
considerations.
The first experiment compared discontinuity (or edge) rate and global optic flow rate as 
predictors of participants’ perception of speed. Discontinuity rate is the rate at which 
edges pass a fixed reference point in the field of view and global optic flow rate is the 
velocity of forward motion scaled in altitude units. Both cues have been suggested as 
important sources of information for perceiving self-motion (Dyre, 1997; Larish & Flach, 
1990; Owen, Warren, Jensen, Mangold, & Hettinger, 1981; Warren, 1982) but, whereas 
discontinuity rate is invariant with eye height, the perception of speed from global optic 
flow scales directly with eye height. Participants estimated the speed they experienced 
while watching video clips of forward motion taken from two different virtual eye 
heights. Perceived speed scaled at the same rate as virtual eye height, suggesting that 
global optic flow was the primary source of information used.
In the second experiment, Noel and Hunter investigated whether participants’ perception 
of the stability of a vehicle going into a turn would also scale with virtual eye height. 
Lower eye heights, which we know from the first experiment lead to greater estimates of 
speed, also led to participants believing that the vehicle was more likely to tip over.
From these findings, Noel and Hunter conclude that: (i) vastly different physical realities 
can give rise to similar psychological realities; (ii) similar physical realities can give rise 
to vastly different subjective realities; (iii) view, or telecentric perspective, is a powerful 
variable that designers can use to create the subjective reality or impression of choice.
1.2.2 Approaches to Telepresence
In 1988, Sheridan claimed that telepresence was “not even well formulated as a research 
problem.” More recently, Witmer, and Singer (1994) have argued similarly that “...the 
claims for increased effectiveness and transfer are made despite the jack of any 
experimentally based indication that such a phenomenon exists, that the phenomenon can 
be measured, that there is any real relation between [telepresence] and performance...or 
that performance while ‘present’ in a virtual environment has any effect on performance 
in the real world.” They claim that two problems can arise from acceptance of this 
partially described and anecdotally based phenomenon. Firstly, hypothetical concepts 
such as presence often prove difficult to explain and measure and, secondly, since 
everyone has some understanding of the concept, we often proceed as though all facets of 
the concept are agreed upon whereas in reality they are not.
Draper, Kaber, and Usher (1998) discuss a number of approaches that have been taken to 
telepresence. Table 1.1 and Table 1.2 briefly summarise what they describe as the 
technological (Table 1.1) and psychological (Table 1.2) approaches to telepresence. The 
technological approaches tend to assume a positive relationship between presence and 
performance, however the psychological approaches are more diverse in their underlying 
assumptions. Behavioural cybernetics completely ignores experiential telepresence and 
flow  may occur during peak performance, but this is by no means necessary. The distal 
attribution approach does assume that performance improves with telepresence and the 
situation awareness approach states that telepresence and performance can covary, but 
only if elements present in the local environment are not important for task performance.
Table 1.1 Central Features of Technological Approaches to Telepresence (taken 
from Draper, Kaber, and Usher, 1998).
Approach Nature of Causes Relationship to
Telepresence Performance
Akin et al. (1983) A feeling of actual 1. Manipulator Telepresence
presence at the dexterity improves
work site 2. Feedback scope performance
and fidelity
7Sheridan (1992a, 
1992b, 1996)
User feels 
physically present 
at the remote site; 
compelling 
illusion; subjective 
sensation
1. Sensory fidelity
2. Sensory control
3. Manipulability
Telepresence
improves
performance
Steuer (1992) The sense of being 
in an environment; 
the experience of 
presence in an 
environment by 
means of a 
communication 
medium
1. Vividness
2. Interactivity
Telepresence
improves
performance
Zeltzer (1992) Sense of being in 
and of the world
1. Autonomy
2. Interaction
3. Presence
Telepresence might 
improve
performance, but 
might make tasks 
more difficult and 
fatiguing
Slater and Usoh The (suspension of 1. External factors Telepresence
(1993), Slater et al.
(1994)
dis-) belief that 
they are in a world 
other than where 
their real bodies are 
located
2. Internal factors improves
performance
Witmer and Singer Subjective 1. Control factors No clear
(1994) experience of being 
in one place when 
physically in 
another; subjective 
sensation, much 
like “mental 
workload”; a 
mental
manifestation
2. Sensory factors
3. Distraction 
factors
4. Realism factors
relationship
Schloerb (1995) The person 
perceives that he or 
she is physically 
present in a 
computer- mediated 
environment
1. Information flow
2. Ability to 
manipulate 
computer- 
manipulated 
environment
Performance must 
reach some 
minimum level 
before telepresence 
can occur; 
relationship not 
established beyond 
that
Mühlbach et al. Sense of sharing 1. Spatial presence Performance
(1995) space with distant 2. Communicative improves
__________________ interlocutors__________presence_________telepresence
Table 1.2 Central Features of Psychological Approaches to Telepresence (taken 
from Draper, Kaber, and Usher, 1998).
Approach Nature of 
Telepresence
Causes Relationship to 
Performance
Behavioural
cybernetics
Relationship 
between feedback 
and feed-forward 
(not experiential)
Degraded by 
temporal, spatial, 
and filtering 
perturbations
Performance 
improves with 
cybernetic 
telepresence
Flow Concentration on 
an activity to 
exclusion of 
distracting stimuli
Focus on task; 
match between task 
requirements and 
user abilities
None
Distal attribution A compelling Relationship Performance
impression of being 
at the location 
occupied by the 
slave device
between sensory 
inputs and nervous 
system commands 
necessary to 
respond; moderated 
by quality of 
afference- efference 
linkages
improves with 
telepresence
Situation awareness 
(SA)
Maximisation of 
SA in the
computer- mediated 
environment 
accompanied by 
the loss of SA for 
the local 
environment
Focusing attention 
on the computer- 
mediated 
environment
Depends on 
importance of local 
SA
Draper, Kaber, and Usher (1998) discuss in some detail a structured attentional resource 
model “as a heuristic for understanding telepresence and the relationships among 
telepresence, performance, and workload.” Essentially, a limited pool of resources can be 
allocated to either task-relevant or task-irrelevant stimuli, which determines performance 
and, at the same time, either to computer-mediated stimuli or local stimuli, which 
determines presence. Thus, it is possible, within this framework, to have resources 
allocated primarily to: (i) computer-mediated task-relevant stimuli, resulting in high 
presence and high performance; (ii) computer-mediated task-irrelevant stimuli, resulting 
in high presence and poor performance; (iii) local task-relevant stimuli, resulting in low 
presence and high performance; (iv) local task-irrelevant stimuli, resulting in low 
presence and poor performance.
Rather than being causally related, presence and performance could be two orthogonal 
by-products of attentional resource allocation within the task environment. This suggests
that telepresence may not be an important phenomenon at all, unless telepresence itself is 
the goal, although Nash, Edwards, Thompson, and Barfield (2000) make the point that 
“some minimum amount of resources will have to be devoted to any virtual environment 
task, resulting in some minimum sense of presence and associated level of performance” 
(see also Bystrom, Barfield, & Hendrix, 1999).
This framework is compatible with the approach taken to the work documented in this 
thesis, where the dependent variables are exclusively performance related and where we 
are concerned with optimising information for the specific requirements of the task rather 
than for a sense of presence.
1.2.5 Summary
In summary, it is important to have clear objectives when researching and designing 
telepresence systems. In section 1.2.1, we discussed a fundamental flaw underlying much 
of the existing research on telepresence: the failure to disentangle the relationship 
between presence and performance. Many researchers proceed, confident in the belief 
that perfect presence will bring with it maximum performance. The structured attentional 
resource model advocated by Draper et al. (1998) treats presence and performance as two 
separate outcomes of teleoperation (see section 1.2.2). This is how we treat the 
relationship throughout this thesis, focussing only on how visual information affects 
performance.
1.3 Visual Perception of Space Under Telepresence
Visual perception is the process of extracting information from the light emitted or 
reflected from environmental objects and events in order to acquire knowledge about 
them (Palmer, 1999). Under natural viewing conditions there are normally many 
individual sources of information, or cues, available to the visual system. One of the most 
important and challenging tasks for the visual system is the recovery of the third 
dimension—depth—from the 2-D retinal image(s). Table 1.3 describes a selection of 
depth cues in terms of five important characteristics: (1) whether the information 
concerns the state of the eyes or the structure of the light entering the eyes 
(ocular/optical); (2) whether the information requires both eyes or is available using only 
one eye (binocular/monocular); (3) whether the information is available in a motionless 
image or requires motion in the observer or the stimulus (static/dynamic); (4) whether the 
source determines the actual distance to objects or merely specifies how far objects are
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relative to each other (relative/absolute); (5) whether the information specifies numerical 
distance relations or merely the ordinal relations i.e. closer or farther 
(qualitative/quantitative) (Palmer, 1999).
Table 1.3 Sources of information about depth. This chart specifies five important 
characteristics of depth information: ocular versus optical, binocular versus 
monocular, static versus dynamic, relative versus absolute, and qualitative versus 
quantitative (taken from Palmer, 1999).
INFORMATION
SOURCE
Ocular / 
Optical
Binocular / 
Monocular
Static / 
Dynamic
Relative / 
Absolute
Qualitative / 
Quantitative
Accommodation ocular monocular Static absolute quantitative
Convergence ocular binocular Static absolute quantitative
Binocular Disparity optical binocular Static relative quantitative
Motion Parallax optical monocular Dynamic relative quantitative
Texture
Accretion/Deletion
optical monocular Dynamic relative qualitative
Convergence of 
Parallels
optical monocular Static relative quantitative
Position relative to 
Horizon
optical monocular Static relative quantitative
Relative Size optical monocular Static relative quantitative
Familiar Size optical monocular Static absolute quantitative
Texture Gradients optical monocular Static relative quantitative
Edge Interpretation optical monocular Static relative qualitative
Shading and 
Shadows
optical monocular Static relative qualitative
Aerial Perspective optical monocular Static relative qualitative
1.3.1 Cue Combination
Under normal viewing conditions, the wealth of depth cues will each specify the same 
stimulus. It is normally only under laboratory conditions or, as we shall consider, 
telepresence, where cues can be brought into conflict. It is here that the question as to
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how these cues are integrated to form a single representation of the distance and 
orientation of surfaces, relative to the viewer, becomes pertinent. There is not yet a 
solution to this. Three possible mechanisms for integration are dominance, compromise 
and interaction. A classic example of dominance is the Ames room, in which perspective 
information is pitted against familiar size and the former invariably dominates the latter. 
Even binocular disparity information has been shown to be dominated by pictorial cues 
when disparities are reversed using a pseudo scope (Palmer, 1999).
The weak fusion model (Clark & Yuille, 1990; Landy, Maloney, Johnston, & Young,
1995) represents the compromise mechanism and proposes an averaging of cues, whereby 
many different estimates of depth may be computed independently and in parallel and 
then integrated using simple mathematical rules. The information is integrated in such a 
way that there is no interaction among cues. Evidence for additive or multiplicative 
(Massaro, 1988) integration comes from Bruno and Cutting (1988), who demonstrated 
that the more sources of depth information available to participants, the greater the depth 
they reported.
This account, however, is implausible insofar as the properties of many cues (described 
above) render them incapable, in isolation, of recovering absolute depth. Those cues that 
can provide absolute depth information normally do so for only the point of fixation. 
However, interaction between even just two particular cues is, theoretically, enough to 
recover full Euclidean geometry. For example, binocular disparity alone cannot specify 
absolute distance, only ratios of distances, whilst vergence can specify the absolute 
distance to the point of fixation alone. Together, the absolute distance of the fixation point 
can be used to scale the disparity ratios, thus recovering absolute distances to all objects. 
Landy et al. (1995) have formulated a version of weak fusion, called modified weak 
fusion, which can account for this. In the terms of this model, vergence can “promote” 
binocular disparities from the level of a depth source to the level of a metric depth map. It 
seems that the integration of depth cues is a complicated process and, given the evidence 
for dominance, compromise and interaction, probably one which changes dynamically to 
suit the viewing conditions.
1.3.L I  Individual Differences
Westerman and Cribbin (1998) claim that individual differences in depth perception are 
not unidimensional and that the successful performance of tasks requiring depth 
perception using binocular cues, for example conventional surgery, does not predict
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performance of similar tasks where binocular cues are not available, for example 
minimally invasive surgery (MIS). This evidence, combined with their finding that ability 
to perceive depth from texture is not associated with ability to perceive depth from 
luminance, suggests that skill in depth perception may be cue specific. The availability of 
depth cues may be an important factor in explaining why some capable conventional 
surgeons find it difficult to acquire MIS skills (Barrett, Green, & Copeland, 1991; 
Rheinhardt-Rutland & Gallagher, 1995). There are, however, other differences between 
these two surgical methods, where incorrect station point (lack of projective 
isomorphism) or the ‘fulcrum effect’ may make MIS relatively more complicated.
These findings suggest that care should be taken to match the information requirements of 
selection and training procedures to those of the tasks that operators will be required to 
perform.
1,3.2 Cue Conflicts
In the context of telepresence, cue conflict has two main potential sources. The first is a 
direct consequence of using flat screen images to present 3-D scenes. In a perspective 
view, for example, close objects occlude more distant objects, providing an important 
constraint on the problem of recovering (at least ordinal) depth. The strength of this cue 
can be problematic in stereoscopic displays, where binocular information depicts an 
object in front of the screen, but the edge of the screen appears to occlude the object. This 
causes what Valyrus (1966) called the “frame cancellation effect” where the stronger 
depth cue, occlusion, dominates disparity. This could, of course, be overcome by making 
sure that the edges of the screen remain outside the field of view. Perhaps the most 
problematic cue, though, is accommodation, as it will often be in conflict with pictorial 
cues such as familiar size and, most importantly, with other oculomotor cues, such as eye 
vergence, when stereoscopic information is incorporated. This is a practical constraint, 
but it is one that is unlikely to be overcome in the foreseeable future, so it must be 
considered (see section 1.3.2.1).
The second source of conflict may be the alteration of individual cues, which has a 
number of potential advantages that will be considered in detail later. For example, 
binocular disparity information can be enhanced by increasing the inter-camera distance 
of the telepresence system beyond the inter-pupil distance of the operator. Under natural 
viewing conditions, multiple cues are consistent with the same 3-D structure, however, 
quantitatively changing a particular cue in order to enhance operators’ performance under
13
telepresence is likely to lead to cue conflict. In many cases, the visual system may resolve 
this conflict through an alternative interpretation of 3-D structure in which the cues are 
consistent. For example, if stereo and motion are in conflict there may be an interpretation 
that is consistent with the data in which the object is non-rigid. As we shall consider later, 
the consequences of such conflicts and resolutions for any given task may depend on its 
precise information requirements.
1.3.2.1 Oculomotor Conflict in Stereoscopic Displays
A change in accommodation is normally accompanied by a change in vergence 
(accommodative convergence) and vice versa (convergence accommodation), thus the 
systems are coupled (Judge & Miles, 1985; Fisher & Ciufffeda, 1990; Miles & Judge, 
1982). Any telepresence system which uses binocular disparities to display a range of 
depth on a 2-D screen requires a fixed  stimulus to accommodation, i.e. at screen distance, 
and a variable stimulus to vergence, determined by the distance of the fixated object. For 
any object presented at a distance unequal to the screen viewing distance, the combination 
of accommodation and vergence required for fixation will conflict with the natural 
synkinesis of the system (see Edgar, Pope, & Craig, 1994; Wann, Rushton, & Mon- 
Williams, 1995; Wann & Mon-Williams, 1997; Stanney et al., 1998; Parton, Bradshaw, & 
De Bruyn, 1999). Under these circumstances, where the demand for change is on 
vergence, convergence accommodation is the most likely response.
The change in convergence accommodation per unit change in convergence is referred to 
as the CA/C ratio: normally the two responses are linearly related over a 5-dioptre range 
of accommodation (I. P. Howard & Rogers, 1995). Semmlow and Heerema (1979) report 
that strong convergence evokes an excessive accommodative response through mediation 
of convergence accommodation, thus, under telepresence, where the stimulus to 
accommodation is unchanging, the natural response will be inappropriate.
The problem for the visual system is not simply one of re-calibrating the cross link 
between the systems (see Miles, Judge, & Optican, 1987), e.g. to produce twice as much 
convergence for the given accommodation or, conversely, half the accommodation for the 
given convergence: every viewing distance in the scene will have an unique 
accommodation to vergence ratio.
It is possible that when viewing the display from distances greater than approximately 
two metres, where accommodation is focused at infinity, accommodation might cease to
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conflict with other sources of depth information, at least for objects presented at or 
beyond two metres. Clearly, this would necessitate the use of displays and viewing 
distances impracticably large for many applications.
There is evidence to suggest that there may be some range of dissonance between the 
stimulus to accommodation and the stimulus to vergence that can be tolerated, or learned 
to be tolerated, by the oculomotor system. The range of accommodation and the range of 
vergence possible without excessive error in either is called the ‘zone of clear single 
binocular vision’ (Fry, 1939) and this zone can be broadened when people are trained to 
dissociate vergence and accommodation (Hofstetter 1945; Heath & Hofstetter, 1952).
There is applied research suggesting that oculomotor conflict may have a detrimental 
effect on participants’ perception. Howarth (1999) cites a report raising concern that US 
military helicopter pilots failed stereoscopic depth tests following the prolonged use of 
night vision goggles, which were of a similar design to virtual reality head-mounted 
displays (Sheehy & Wilkinson, 1989). Research using commercially available head- 
mounted displays has reported the occurrence of physiological changes in the visual 
system, including changes to *heterophoria and **near point of convergence, after 
exposure periods of around 20 minutes (Mon-Williams, Wann, & Rushton, 1993; Miyake 
et al., 1994; Rushton, Mon-Williams, & Wann, 1994; Howarth & Costello, 1996). 
Participants have also reported symptomatic changes including headaches, tired eyes, 
blurred vision, nausea and double vision (E. C. Regan & Price, 1993a, b; Dobson, 1993;
E. C. Regan, 1995; Kennedy, Lanham, Drexler, & Massey, 1995; Cobb, Nichols, & 
Wilson, 1995; Howarth & Costello, 1996; Howarth, 1998; Howarth, 2000 [as cited in 
Siegel & Nagata, 2000]; Kolasinsky, 2000 [as cited in Siegel & Nagata, 2000]; Siegel & 
Nagata, 2000). Whilst it is unlikely that immersion for a single, short, period will 
permanently damage the visual system, the effects of both long-term exposure and 
repeated exposure are not yet known.
* Heterophoria, also referred to as "phoria" or "dissociated phoria," is a latent deviation of 
the visual axes of the eyes (strabismus) that does not show when both eyes are open and 
provided with a fusible stimulus. It shows itself when the eyes are dissociated (in the 
absence of fusible stimuli) and may be regarded as the open-loop vergence error (I. P. 
Howard & Rogers, 1995).
** The near point of convergence (NPC) is the distance at which one eye deviates while 
the other continues to follow a target as it moves slowly toward the nose.
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1.3.3 Summary
In summary, it seems that however the visual system combines multiple depth cues, 
enhancing one or more cues without changing the remaining ones will create a conflict 
among the cues that the visual system will have to interpret in one way or another. Some 
of the candidate mechanisms were mentioned in section 1.3.1 and the particular 
mechanism used may determine the effect of the enhancement, e.g. the extent of the 
benefits and whether or not perceptual distortions occur and, if they do, how complete 
they are. There is evidence to suggest that there are individual differences in the extent to 
which operators can and do rely on particular cues (see section 1.3.1.1), so, not only may 
the benefits of enhancing a cue depend upon the operator’s ability to use it, but also, the 
conflict this causes with other cues may depend upon his or her reliance on these other 
cues. Lastly, in section 1.3.2.1, we discussed the omnipresent oculomotor conflict that 
occurs in current stereoscopic displays. Whilst the fixed stimulus to accommodation may 
conflict perceptually with many other cues, it is the oculomotor conflict with eye 
vergence that is often most objectionable. This conflict will almost certainly be affected 
by changes to inter-camera distance, and could limit the effectiveness of enhancing 
disparity information.
1.4 Enhancing Depth Information in Telepresence Systems
In section 1.2.1, the relationship between presence and performance was discussed and 
the argument was made that stimulus replication was not necessarily the optimal solution 
to the problem of selecting which information to provide a teleoperator with. It was 
argued that the optimal solution would be to provide the information that enables the 
teleoperator to perform the task to the best of his or her ability. This information may be 
transmitted from the stimulus in its complete original form, or it may be represented in an 
alternative form, as a selected portion of, or an altered or enhanced version of the original, 
depending upon the requirements of the task.
The work reported in this thesis focuses on the potential advantages and disadvantages of 
enhancing binocular and motion parallax information. These two sources of depth 
information are commonly provided in telepresence systems and are particularly suitable 
candidates for enhancement for several reasons, not least of which is that enhancing them 
requires relatively simple mechanical alterations to the telepresence system.
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Binocular information can be enhanced by increasing the inter-camera distance of the 
system to a greater value than the natural interocular distance of the operator, thereby 
increasing the size of binocular disparities produced by any given distal stimulus. This 
has several potential advantages, including increasing the precision of depth judgements 
and extending the usable range of disparity information.
Motion parallax information is often provided in telepresence systems by using a device 
to track (at least) the lateral head movements of the operator, which provides a signal to a 
system that controls the position of the cameras. Motion parallax information can be 
enhanced by increasing the gain between the operator’s head movements and the 
movement of the cameras to >1. This has the same potential advantages as increasing 
inter-camera distance, as well as requiring less operator head movement to produce a 
given amount of parallax information, which may reduce fatigue and increase task 
performance. The remainder of this section will consider the evidence in favour of 
including binocular and motion parallax information in telepresence systems as well as 
the theoretical justifications for, and implications of, manipulating them.
1.4.1 Binocular Vision and Stereopsis
When an observer fixates an object, the proximal stimuli on the two retinas differ because 
the eyes are located in different positions. For any point of fixation, i.e. that which the 
two eyes converge upon, there is a longitudinal horopter’, a surface in space containing all 
points that stimulate corresponding retinal points in the two eyes. All other distal points 
stimulate non-corresponding retinal points, producing horizontal disparities between the 
two images. The farther these distal points are from the horopter, the greater the retinal 
disparity they produce. Horizontal retinal disparity is the necessary and sufficient 
condition for stereoscopic depth perception (Wheatstone, 1838), providing information 
about depth relative to the point of fixation.
The equation for calculating the relative binocular disparity between two points is 
commonly expressed in the simple form shown in Equation 1.1.
Equation 1.1 Horizontal binocular disparity in radians.
disparity ~ — — r 
D ( D - d )
where disparity is in radians, I is the inter-pupil distance (cm), d is the depth difference 
(cm), and D is the viewing distance (cm).
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In the experiments reported in this thesis, we report angular disparities in minutes of arc 
(arc min). Figure 1.1 shows the measurements used to calculate this.
D
1/2
Figure 1.1 The geometry of binocular disparity.
1/2 is half the interocular distance, Dx is the distance to point x, Dy is the distance to point 
y, therefore, (3 = arctan [(I/2)/Dx] and a  = arctan [(I/2)/Dy], To obtain the angular 
disparity in minutes of arc, the angle p -a  must be multiplied by two, to give the full angle 
in degrees, and by 60, to convert from degrees to minutes of arc. Therefore, the equation 
for disparity in minutes of arc is as shown in Equation 1.2.
Equation 1.2 Calculating horizontal binocular disparity in arc min.
disparity = 120x
( H 2 \ f 7 /2  T
arctan -arctan ------I s * J M -
However, horizontal disparities alone cannot inform us about the distance of an object 
relative to our body (egocentric distance), or the extent of an object in depth independent 
of its egocentric distance (depth constancy). The horizontal disparities created by the 
relief of an object decrease with (approximately) the square of viewing distance (e.g. 
Foley, 1980), therefore, to correctly recover depth on the basis of horizontal disparities, 
an estimate of viewing distance must be used to scale the disparities according to the
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inverse square law. This issue has been addressed in numerous papers on stereoscopic 
depth constancy (e.g. Wallach & Zuckerman, 1963; Ono & Comerford, 1977; Foley,
1980) and many have examined the extent to which the visual system can perform this 
scaling process under a variety of viewing conditions (e.g. Wallach & Zuckerman, 1963; 
Fried, 1974; Wallach, Gillam, & Cardillo, 1979; Collett, Schwarz, & Sobel, 1991; 
Johnston, 1991; Predebon, 1993; Durgin, Proffitt, Olson, & Reinke, 1995). A number of 
studies indicate that the human visual system does, at least partially, solve this “disparity 
scaling” problem (e.g. Foley, 1980; Ono & Comerford, 1977).
Beside pictorial depth cues, the two main potential sources of information about viewing 
distance are the vergence angle of the eyes and the pattern of vertical disparities— 
differences in vertical size between the two eyes’ images of a stimulus that occur because 
the two eyes view the world from slightly different positions—across the visual field 
(DeAngelis, 2000). Information about eye position (vergence and gaze angle) could be 
obtained from corollary discharges of the oculomotor command (efferent copy) or from 
extraocular muscle proprioceptive feedback (Toyama, Komatsu, & Shibuki, 1984; 
Steinbach, 1987; Lai & Friedlander, 1990a, b) and used to calibrate horizontal disparities. 
Classical studies of binocular distance perception have tended to assume that these 
oculomotor signals specify the viewing distance (Foley, 1980). However, Mayhew and 
Longuet-Higgins showed that instead of using oculomotor signals, both viewing distance 
and gaze angle could be determined from the pattern of vertical disparities across the 
visual field, specifically the horizontal gradient of vertical disparity (Mayhew, 1982; 
Mayhew & Longuet-Higgins, 1982; Longuet-Higgins, 1982). I. P. Howard and Rogers 
(1995) advocated three roles for vertical disparities in stereopsis: (i) the control of vertical 
vergence movements; (ii) the detection of absolute distance; (iii) the signalling of depth 
by the ratio of horizontal to vertical disparity as opposed to horizontal disparity alone.
The evidence concerning the relative contributions of vergence angle and vertical 
disparities to the scaling of horizontal disparities suggest that each cue may be useful, but 
under different and limited circumstances. Some studies have found vertical disparities to 
have no effect on the perceived shape or depth of stereoscopically defined surfaces 
(Gumming, Johnston, & Parker, 1991; Sobel & Collett, 1991), whilst others have found 
them to have an effect (Rogers & Bradshaw, 1993; Rogers & Bradshaw, 1995).
Roy, Komatsu, and Wurtz (1992) observed that in approximately 25% of cases, 
sensitivity to retinal disparity in area MST is affected by vergence angle. Changes in 
vergence angle effected changes in the amplitude of responses but not in the overall
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response profile, suggesting that area MST might be involved in the process of calibrating 
horizontal disparities. Similarly, Trotter, Celebrini, Stricanne, Thorpe, and Imbert (1992,
1996) reported that changes in fixation distance modified the response of cortical cells to 
horizontal disparities. Wallach and Zuckerman (1963), using lenses and a mirror 
arrangement, manipulated both accommodation and vergence. Simulating changes in 
viewing distance between 66.5 and 133 cm, they found that the perceived depth between 
the base and apex of a pyramid depicted in their stereogram changed by 75% of the 
amount required for complete constancy. Manipulation of vergence angle alone has been 
shown to produce 25% of the depth scaling required for complete constancy using an 
apparently circular cylinder task (Gumming et al., 1991). More evidence suggesting that 
vergence angle does affect perceived depth comes from Foley and Richards (1972), Ritter 
(1977), and Fisher and Ebonholtz (1986) as well as physiological evidence, for example, 
that the early section of trigeminal afferents in cats may disrupt correct depth perception 
(Graves, Trotter, & Frégnac, 1987).
On the other hand, some studies suggest that vergence is not used to scale disparities (see 
Tychsen, 1992) showing, for example, that observers do not perceive changes in depth 
when vergence movements are induced while looking at random dot stereograms 
(Collewijn, Erkelens, & Regan, 1986).
Bradshaw, Glennerster, and Rogers (1996) found both vertical disparities and vergence to 
be effective in scaling the perceived two-dimensional size of elements and the perceived 
depth from horizontal disparities. Vertical disparities were only effective when the 
display size was sufficiently large (>20 deg) whereas vergence angle, although effective 
at each display size, was most effective in the smaller displays. The effect of the two cues 
in combination was approximately equal to the sum of their individual effects.
The most parsimonious interpretation of these findings appears to be that vertical 
disparities are effective only when the field of view is sufficiently large (>25-30°), 
whereas vergence angle is the most effective for smaller display sizes (Rogers & 
Bradshaw, 1995; Bradshaw et al., 1996; DeAngelis, 2000).
1.4.1.1 The Effectiveness o f Stereopsis as a Cue to Depth
Numerous studies (e.g. Foley, 1980; Gogel, 1960; Johnston, 1991) have found that depth 
perception based on stereopsis alone is not veridical (Erkelens & van Ee, 1998). Johnston 
(1991), for example, investigated the effectiveness of disparity information in defining 3-
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D shape by measuring participants’ judgements of the shape of cylindrical continuous 
curved surfaces presented as random dot stereograms. Truly circular cylinders appeared 
elongated at a close viewing distance and flattened at a far distance, whilst perception was 
close to veridical at an intermediate distance.
Indirect measures of scaling distance strongly suggested that the shape distortions 
observed were a consequence of scaling horizontal disparities using an incorrect measure 
of egocentric distance. Johnston (1991) argues that “the scaling distance can be quite 
inaccurate and it tends towards an intermediate value.” The one distance at which the 
scaling and physical viewing distances are equal is referred to as the abathic distance. In 
Johnston’s study, this averaged 80 cm. In a study which explicitly measured perceived 
viewing distance, Gogel (1977) found the same pattern of overestimation of close 
distances, a point at which distance perception is correct, and underestimation of far 
distances. Gogel refers to this as “the specific distance tendency” because the perceived 
viewing distance tends toward a default value.
Disparity has, however, been shown to provide reliable depth information where use of 
the correct scaling factor—a value by which units of relative distance must be multiplied 
to calculate absolute distance— is not critical. Tasks which do not require knowledge of 
this factor, i.e. relief tasks, are performed accurately (Rogers & Bradshaw, 1995; 
Glennerster, Rogers, & Bradshaw, 1996), whilst tasks which require knowledge of the 
scaling factor, i.e. metric tasks, are performed poorly (Gumming et al. 1991; Sobel & 
Collett, 1991; Glennerster et al. 1996). Without knowledge of the scaling factor, 
perception can function rather like having a scale model of a scene without knowing its 
scale: it is possible to recover from relative disparities the proportions of parts of a scene 
relative to each other, but it is impossible to know their absolute sizes and distances.
Johnston (1991) notes the “obvious contrast between the non-veridicality of absolute 
shape judgements and the high sensitivity to changes in shape,” suggesting that the visual 
system is sensitive to differences, as opposed to absolute measures. It has been suggested 
that the primary role of stereopsis may be the extraction of relative distance information 
to drive eye-hand co-ordination, where the moving hand is generally visible together with 
the target object, rather than the extraction of absolute information about 3-D shape 
(Morgan, 1989).
The underconstancy (less depth scaling than that required for perfect depth constancy) 
frequently found in studies of the effects of oculomotor and differential perspective
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manipulations on depth scaling is often attributed to the absence of, or conflicts between, 
potential depth or distance cues (Tyler, 1983; Bradshaw et al., 1996). Under more 
naturalistic (full-cue) viewing conditions, where binocular disparity, vergence, 
accommodation, perspective, etc. provide consistent information, almost perfect metric 
depth constancy has been reported (Glennerster, Rogers, & Bradshaw, 1993, 1994). 
However, it is currently impossible to achieve such naturalistic viewing conditions under 
telepresence, so the effectiveness of binocular information may be compromised in a 
number of ways (see section 1.3.2).
If the interocular distance is known by the visual system, and is used for triangulation 
computations, then the only theoretical indeterminacy in scaling binocular vision is 
removed (Hadani & Julesz, 1995). While some researchers believe that the interocular 
distance is known by the visual system (Sperling & Dosher, 1995), there are two 
problems related to the interocular distance that may prevent it from being used as a 
scaling factor for disparities. The first is that the interocular distance must be known to 
the visual system and the second is that the interocular distance changes during vergpnce 
movements. The interocular distance, i.e. the distance between nodal points, changes by 
about 3 mm between fixation at infinity and fixation at a distance of 10 cm because the 
nodal points of the two eyes do not coincide with the points of rotation. Such a change in 
interocular distance would change the distance of a frontal plane from 50 to 47.8 cm, 
representing a decrease in distance of 4.4% (Erkelens & van Ee, 1998). Presumably this 
change in interocular distance could be accounted for, though, if the visual system knew 
the vergence and gaze direction.
One solution to the problem of a variable interocular distance is to use a scaling factor 
that is not related to the interocular distance, i.e. non-disparity cues such as 
accommodation, perspective and texture. Under these conditions, the perceived distance 
of stereograms projected on a screen, without other visual references, would be 
determined by the distance of the screen and not by the target vergence. The use of non­
disparity cues would explain why Erkelens and Collewijn (1985b), and also D. Regan, 
Erkelens, and Collewijn (1986), found that differential lateral translation of the half­
images did not elicit the perception of motion in depth, even when the eyes pursued the 
lateral motions with gains unequal to one (Erkelens & Collewijn, 1985a). However, in the 
presence of a visual reference, motion in depth was perceived vividly. The findings of 
Erkelens and Collewijn (1985b) have been explained by assuming that perception of 
depth is related to relative rather than absolute disparity. Erkelens and van Ee (1998)
22
explain that this interpretation is incorrect, because “translations of half-images 
correspond to a head movement towards the stimulus, but not to a vergence movement of 
the eyes.” Relative retinal disparities, however, do not remain constant in these conditions 
(van Ee & Erkelens, 1996). Thus, Erkelens and van Ee (1998) suggest that a better 
interpretation of the results is that “depth perception is based on headcentric disparity and 
that disparity scaling is provided by non-disparity cues.”
If the interocular distance is known by the visual system, there will be important 
consequences for telepresence systems: depth in stereoscopic displays will be scaled 
differently by different observers, even if their distance from the display is identical. The 
distance between the two nodal points of the cameras’ objective-lens is analogous to the 
interocular distance. To eliminate unnecessary distortions of the stereoscopic space, the 
distance between the two nodal points of the cameras should be set to match the 
interocular distance of the operator. The same arguments apply to virtual reality displays, 
many of which combine visual and motor (kinaesthetic) interfaces, permitting manual 
control in the virtual environment. To make the virtual reality display compatible with the 
kinaesthetic input, in terms of the spatial position of objects, the distance between the 
effective vantage points that define the artificial object should be identical to the 
operator’s interocular distance.
Although there is a tendency to regard stereopsis as a mechanism that operates within the 
context of steady visual fixation, Enright (1996) reports a preference among observers for 
the use of back-and- forth eye movements to discriminate three-dimensional distances 
among targets that are widely separated from each other in direction. This comparison 
between the foveally-seen pre-saccadic disparity of one target with post-saccadic 
disparity of the other is referred to as sequential stereopsis. Enright (1996) demonstrates 
the effectiveness of sequential stereopsis under conditions in which classical stereopsis, 
with steady fixation, is greatly degraded. High- spatial- frequency targets that could be 
resolved foveally before and after saccades, but not in peripheral vision, were used. Back- 
and-forth eye movements between targets produced estimated thresholds that averaged 
less than 45 sec arc disparity (corresponding to about 0.18% of viewing distance): “some 
of the best performances ever reported for targets so widely separated.” (Enright, 1996)
Taroyan, Buckley, Porrill, and Frisby (2000) conclude that sequential stereopsis is 
capable of recovering good scene structure similar to that achieved with simultaneous 
stereopsis. As stereopsis normally involves a dynamic series of eye movements, 
sequential stereopsis should not be thought of as a mechanism used only when
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circumstances prevent ‘standard’ simultaneous stereopsis. Like Enright, Taroyan et al. 
take the view that mechanisms exist that are able to integrate disparity-based information 
over sequences of fixations, probably by integrating local relief measurements.
1.4.1.2 The Effectiveness o f Stereopsis in Telepresence Systems
It is not clear-cut that providing binocular information always improves performance 
under telepresence and it seems that the extent of the improvement depends on both the 
task and on what other information is available (Richard et al., 1996; Nash et al., 2000). 
Reinhart, Beaton, and Snyder (1990) found that, where a range of monocular cues is 
available, adding disparity information did not improve performance, although it did 
improve subjective ratings of image quality. In contrast, Asbery (1997) found that 
stereoscopic viewing improved performance in a pick and place experiment using a 
telerobotic manipulator, as well as in a wire-tracking task. Asbery claims that the 
operators displayed greater confidence with respect to spatial localisation in the 
stereoscopic condition, based on the techniques used to move the end effector to the 
targets during the pointing tasks. In the monoscopic condition, operators performed a 
great deal of searching along the gaze direction of the camera system, presumably in 
order to determine whether the pointer on the robot was in front of, or behind, the target. 
In contrast, during the stereoscopic condition, operators tended to move the robot directly 
to the target, presumably owing to the enhanced percept of depth.
Using a stereoscopic display is particularly effective in improving performance when the 
operator is inexperienced in the use of monoscopic systems (Miller & Mitchell, 1990; 
Cole & Parker, 1989) and in constantly changing, or poorly illuminated conditions 
(Drascic, Milgram, & Grodski, 1989). There is also evidence that stereoscopic display 
information provides overall better performance than monoscopic information in both 
steering and approach braking tasks (Holzhausen, Pitrella, & Wolf, 1993), presumably 
because the additional depth information enhances the ability of operators to judge 
distances between the vehicle and obstacles. Holzhausen et al. also found that 
stereoscopic experience provides a larger positive training effect on monoscopic 
performance than the reverse.
Comparing stereoscopic displays with 2-D displays, Bordas, Fuchs, and Emadotte (1996) 
reported a reduction in task completion time of between 25 and 100% as well as a 
significant improvement in the quality of the work. Some tasks that were extremely
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difficult or even impossible to perform with monocular displays became practical with the 
addition of binocular information.
Binocular information is thought to play an important role in the reaching for and 
grasping of objects (e.g. Servos, Goodale, & Jakobson, 1992), therefore there has been 
considerable interest in the use of stereoscopic displays for tasks that require participants 
to grasp and manipulate virtual objects. For example, Barfield, Hendrix, and Bystrom
(1999) found that a stereoscopic display significantly decreased the overall time to 
complete a simulated wire-tracking task, when compared with performance using a 
monocular display.
McWhorter, Hodges, and Rodriguez (1991) found that time to accurately grasp an object 
on a pick-and-place task, and time to release the object to its target location, were 
significantly reduced by the addition of stereoscopic information, although position error 
was unaffected. Also using a pick-and-place task, Hirose, Hirota, and Kijima (1992) 
found an overall decrease in both task completion time and alignment error for 
participants using stereoscopic displays compared with those using monoscopic displays.
Bowersox et al. (1998) evaluated surgeons’ performance using a telesurgery system. 
Among their findings, they reported that, when only monoscopic, as opposed to 
stereoscopic, video was provided, completion times increased by 23%, that (subjectively) 
greater concentration was required, and that surgeons commented on the loss of the 
intuitive feel of the telesurgery interface (Bowersox et al., 1998).
There is also evidence that perceptual tasks can benefit from stereoscopic displays. 
Participants have been shown to perform tracing tasks significantly faster and more 
accurately using stereoscopic displays as opposed to monoscopic (Arthur & Booth, 1993). 
The addition of binocular information also increases accuracy and decreases response 
time for depth and altitude discriminations of geometrical objects when using perspective 
displays shown at 15- and 45-degree viewing angles (Yeh & Silverstein, 1992). Hendrix 
and Barfield (1996) report that the addition of stereoscopy enhances presence during 
exploration tasks (but see section 1.2.1).
However, the evidence concerning the benefits of using stereoscopic, as opposed to 
monocular, displays is not unequivocal. Alternatively, Burdea, Richard, and Coiffet
(1996) claim that, in the case of tasks involving visually tracking objects in uncluttered 
environments, there is no need for more expensive stereoscopic head mounted displays,
25
provided that the graphics workstation can render the virtual scene at reasonable refresh 
rates. When lower frame update rates are used (< 7 frames per sec), stereoscopic views 
decreased the amount of time required to track and grasp a moving target, travelling about 
a virtual room, by approximately 50% compared with performance using a monocular 
display (Richard et ah, 1996).
Using displays comprising static images of a target cube at various locations relative to a 
reference cube, Hendrix and Barfield (1995) found that stereoscopic displays did not 
significantly enhance judgements of the target cube’s height or depth relative to the 
reference cube, compared with a monoscopic display. Similar studies have shown that 
stereoscopic displays may enhance elevation judgements, but that azimuth judgements are 
not significantly enhanced (Barfield & Rosenberg, 1995). Some tasks may be performed 
better using monocular rather than binocular displays, for example, those involving a plan 
view rather than a perspective view, those involving displays containing dynamically 
changing scenes, and those where stereoscopy is unfeasible (Davis & Hodges, 1995).
1.4.1.3 Enhancing Stereopsis
Here some of the evidence of the effects of altering inter-camera distance, and some of 
the arguments for and against the use of natural, smaller than natural, and greater than 
natural inter-camera distances, will be considered.
1.4.1.3.1 The Case for Natural Inter-Camera Distances
In conditions where proprioceptive cues to the position of objects are available, vergence 
and disparity information may nevertheless play an important role in manual control. 
Indeed, Brooker, Sharkey, Warm, and Plooy (1999) cite evidence suggesting that 
proprioceptive information for hand localisation may be biased by the stereo-vergence of 
the operator (Plooy, Tresilian, Mon-Williams, & Wann, 1998) and that incorrect visual 
information may even produce a proprioceptive illusion (Mon-Williams, Wann,
Jenkinson, & Rushton, 1997). Siegel and Nagata (2000), who are strong proponents of 
what they call ‘microstereopsis’ (see below), acknowledge that “ ...if strict geometrically 
correct virtual reality is required then microstereopsis cannot be used.” However, they 
claim that they “ .. .have failed to identify a real world task (in contrast with an academic 
task, e.g., to test stereoacuity) that actually requires strict geometrically correct virtual 
reality” (Siegel & Nagata, 2000). Clearly, the work cited by Brooker et al. is evidence 
that there are tasks that require geometrically correct information and that it is in the
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interests of telepresence users to assess whether or not their tasks require such 
information. If they do not, then there remain questions to be answered about the benefits 
of using less, or greater, than natural inter-camera distances.
1.4.1.3.2 The Case for Pragmatism
Ogle (1962) proposed that stereopsis provides only non-metric, ordinal depth information, 
while structure from motion and other cues provide spatial layout, although there is 
evidence that stereopsis affects the degree of apparent depth in a structure from motion 
display (Tittle & Braunstein, 1993). Ware, Gobrecht, and Paton (1998) concluded that 
depth perceived solely from disparity information is inaccurate (Todd, Norman, Perotti, & 
Tittle, 1993) but that ordinal information provided from stereopsis can be very precise 
and suggest that dynamically changing stereo depth parameters is probably viable and 
certainly worth studying.
The effective range of disparity information is limited by stereoacuity at one extreme and 
the fusibility of the two half-images at the other. If the disparity between two stereo half­
images becomes too great, diplopia (the apparent doubling of part of a stereoscopic image 
when the visual system fails to fuse the images) can occur. Panum ’s fusional area 
(Panum, 1858) “.. .delimits the range of retinal disparities that result in a fused image...” 
and “.. .can be represented as a small area surrounding corresponding points in the two 
eyes” (Hershenson, 1999). In other words, there is a range of disparate, or non­
corresponding, points either side of the horopter that are nonetheless fused.
Panum’s fusional area has little depth, however, and fusion breaks down at a disparity of 
only one-tenth of a degree at the fovea, and one-third of a degree at 6° eccentricity from 
the fovea (Patterson & Martin, 1992). Depth judgements can be made outside of the 
fusion area, although they are normally less accurate. Various factors have been shown to 
affect the size of Panum’s fusional area, such as the duration of exposure to the image, the 
type and size of the stimuli—typical reported values are 20 arc min for simple isolated 
stimuli (Ogle, 1964) and up to over 1 arcdeg for complex multi-element stimuli 
(Erkelens, 1988)—as well as object motion (Patterson, 1997; Ware et al., 1998).
The implication for telepresence is that there is a trade-off between the magnitude of 
disparity information presented and the range of depth that can be fused. Increasing inter­
camera distance will reduce the depth of the 3-D space in the world that is encompassed 
by Panum’s fusional area, for any given fixation point, whilst decreasing inter-camera
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distance will effectively increase it. This is not an argument for or against larger than 
natural inter-camera distances: it is an argument in favour of optimising the inter-camera 
distance so that teleoperators can take full advantage of maximum disparity information, 
presented within the parameters of the fusible range.
1.4.1.3.3 The Case for Smaller than Natural Inter-Camera Distances
Section 1.3.2.1 considered the perceptual and oculomotor conflicts that can occur when 
objects in stereoscopic displays are perceived at some depth in front of or behind the 
screen, but the eyes must remain accommodated on the screen to accurately resolve the 
display (see also Lipton, 1988). Contradiction between focal depth and perceived depth 
can cause user discomfort and fatigue so, as disparity is scaled by interocular distance, 
reducing the interocular distance in the projection model, and thereby reducing screen 
disparities, is an effective method of obviating the fatigue effect. Valyrus (1966), for 
example, suggests that the focus and vergence discrepancy should not be more than 1.6° 
and proposed that the screen disparity should be less than 0.03 times the distance to the 
screen. Using this formula, Veron, Southard, Leger, and Conway (1990) calculated that 
screen based stereoscopic displays should be placed 2.3m from the viewer to give fusible 
images, assuming both a maximum eye separation of 6.9 cm and that virtual objects are 
always behind the screen.
Siegel and Nagata (2000) claim that, by using microstereopsis, the depth order of a scene 
is disambiguated, delivering “just enough reality” for computer graphics, video news and 
entertainment, and most eye-hand coordinated tasks, e.g. teleoperation of mobile robots 
(but see Plooy et al., 1998; Mon-Williams et al., 1997; Brooker et al., 1999). Siegel and 
Nagata (2000) argue that the interocular distance in the projection model should be 
adjustable to “match the content, the task, and the stereo ability of the viewer.”
Rosenberg (1993) assessed the effect of interocular distance on operator performance in a 
visual alignment task. The interocular distance of the projection model varied between 0 
cm and 8 cm on any trial. A ten-fold increase in performance was reported when using 
stereoscopic, rather than monocular, projections and, thereafter, a roughly logarithmic 
relation was found between interocular distance and performance. Performance rapidly 
improved when interocular distance increased from 0 cm to 2 cm and then asymptotically 
approached a maximum value. No measurable increase in performance was found for 
interocular distances greater than 3 cm. Rosenberg argues that the use of stereoscopic 
projections greatly enhances performance in depth perception tasks above performance
28
using monocular projections, but that there appears to be no advantage in using 
physiologically typical values of interocular distance. Reducing disparity in stereoscopic 
projections has the advantages that it typically increases displayable depth range, reduces 
image fusion problems, and reduces operator fatigue. Rosenberg concludes that using 
smaller than physiological values of interocular distance, even as small as 2 or 3 cm, may 
not degrade performance in depth tasks and may facilitate stereoscopic projections.
1.4.1.3.4 Alternative Solutions
In telepresence applications, where images are captured and transmitted in real time, 
adjusting the inter-camera distance may be the only practical solution to the need to adjust 
disparity information that is currently available. In virtual reality applications, however, 
researchers have been examining alternative solutions. Williams and Parrish (1990) 
suggest that a practical viewing volume falls between -25% and +60% of the viewer to 
the screen distance and propose a method whereby objects at different depths can 
optimally use the available disparity range. Objects at two or more different distances can 
be brought into the useful viewing volume by parcelling out the available disparity so that 
depth ranges containing objects are enhanced stereoscopically, while others are reduced. 
So, in a scene featuring two objects, the distance between the front and back of each 
object would be allocated a large disparity range, while the space between them is 
allocated less.
Ware et al. (1998) claim that stereo processing in human vision appears to be extremely 
flexible in the presence of other depth cues. They suggest that perception of large-scale 3- 
D space is derived from depth cues such as occlusion, structure from motion, and linear 
perspective, whilst disparity primarily provides localised information about relative 
depths. If it is the case that other cues dominate depth perception on the large scale and 
that changes in stereo parameters will not be objectionable, it might, they argue, be 
desirable to employ algorithms that dynamically optimise disparity information for any 
given scene. Ware et al. found that changing the effective eye separation by large 
amounts did not cause large perceptual distortions, supporting the hypothesis that 
understanding of the global layout of objects in space does not come primarily from 
stereoscopic depth cues, but rather kinetic depth and linear perspective. They 
acknowledge that this system may be problematic when depth judgements are critical.
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1.4.2 Structure-From-Motion
Structure-from- motion is the perception of depth from (motion parallax) information, 
contained in the spatio-temporal pattern of relative motion within the optic array, which is 
produced by the 3-D structure of objects when there is relative movement between the 
observer and those objects (Wallach & O’Connell, 1953; Braunstein, 1962; Johansson, 
1973; Rogers, 1993). Visual motion may be actively generated, for example in 
locomotion, or passively observed. Andersen and Bradley (1998) suggest that structure- 
from-motion may have been one of the earliest forms of depth perception and that 
although higher animals, such as primates, use other cues, notably stereopsis, structure- 
from-motion is believed to be used by lower animals, such as insects and fish, that lack 
stereopsis. Structure-from- motion is formally similar to stereopsis (binocular parallax). 
However, whereas the visual direction of a point in simultaneous binocular views is a 
necessary consequence of that point’s location in space, the change in visual direction of 
a point in space following a change of monocular viewing position may be the 
consequence of either its position in space or the motion of the point itself. Therefore, to 
solve the structure- from- motion problem completely, additional assumptions must be 
made about the local rigidity of objects in the scene to distinguish between the 
consequences of observer or object motion and non-rigid deformations (Rogers, 1993).
When we discuss the accuracy and precision of depth settings using motion parallax, it is 
often useful to talk in terms of equivalent disparity. Just as the threshold for detection of 
relative binocular disparities can be expressed in angular units, so can the limits for 
detecting relative motion between two points. As with binocular disparity, assuming that 
everything else remains equal, we expect the acuity, or precision, of depth judgments on 
an alignment task to remain constant across changes in viewing distances, depth intervals, 
or motion gains, when expressed in angular units. Figure 1.2 shows the measurements 
used to calculate equivalent disparity.
Figure 1.2 The geometry of motion parallax.
I is the distance through which the pupil moves, Dx is the distance to point x, Dy is the 
distance to point y, therefore p = arctan (IZDx) and a  = arctan (I/Dy). To obtain the 
angular disparity in minutes of arc, the angle fi-a must be multiplied by 60, to convert 
from degrees to minutes of arc. Therefore, the equation for disparity in minutes of arc is 
as shown in Equation 1.3.
Equation 1.3 Calculating equivalent disparity in arc min.
" disparity" = 60 X ( I  '\ r /  ï iarctan — -arctan —yDxj w
There are two general theories of structure- from-motion: motion-based (Clocksin, 1980; 
Longuet-Higgins & Prazdny, 1980; Koenderink & Van Doom, 1986; Husain, Treue, & 
Andersen, 1989; Hildreth, Ando, Andersen, & Treue, 1995) and position-based (Ullman, 
1984; Grzywacz & Hildreth, 1987; Grzywacz, Hildreth, Inada, & Adelson, 1988; 
Snowden, Treue, Erickson, & Andersen, 1991; Shariat & Price, 1990). Motion-based 
theories state that the local velocities of points in an image are measured and that the 
global velocity field is used to compute 3-D structure-from-motion. Position-based 
theories state that the positions of specific points are tracked across sample frames of the 
2-D image to compute a rigid, 3-D interpretation.
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Andersen and Bradley (1998) argue that the evidence favours the motion-based account. 
Psychophysical evidence includes the finding that human participants can recover 
structure- from- motion in displays where the individual point lifetimes are as little as 80- 
100 ms (Husain et al., 1989; Dosher, Landy, & Sperling, 1989; Landy, Dosher, Sperling, 
& Perkins, 1991; Treue, Husain, & Andersen, 1991), a lifetime similar to that required to 
make 2-D velocity judgements (McKee & Welch, 1985; Nakayama, 1985). Position- 
based algorithms tend to perform best where large displacements of the object occur 
between discrete image frames; however, Treue et al. (1991) found that, even in such 
cases, for structure to be perceived, points must be visible for a minimum time, rather 
than undergo a minimum displacement. This suggests that motion, rather than position, is 
the critical measure.
Supporting physiological evidence comes from lesion studies in monkeys, where lesions 
in MT, an area known to be important in perceiving motion (Maunsell & Van Essen,
1983; Newsome & Wurtz, 1988; Movshon, Adelson, Gizzi, & Newsome, 1985), create 
deficits in monkeys’ ability to perform structure-from-motion tasks (Andersen & Siegel, 
1990).
1.4.2.1 The Effectiveness o f Structure-From-Motion as a Cue to Depth
Given information about both how far the viewing position has moved and the change in 
the visual direction of a point during this change, the absolute distance to the point of 
fixation can be calculated. The former could, theoretically, be recovered by measuring 
both the rotation of the eye in its socket and the distance of the lateral head movement, 
whilst the latter is available in the proximal stimulus. This is analogous to measuring the 
simultaneous gaze directions of the two eyes and knowing the inter-pupil distance in 
stereopsis. Unfortunately, in the case of motion parallax, it is also possible for the head 
and the body, as well as the eye, to rotate, so performing the computational task to any 
useful degree of accuracy would seem beyond the scope of a biological system (Rogers, 
1993). Indeed, it has been shown that participants are poor at judging absolute distance 
from motion parallax information (Ferris, 1972; Gogel, 1977b). There remains, however, 
the possibility that motion parallax can provide useful information about the relative 
depth of points in the visual field, where the displacement of the image of a non-fixated 
point over the retina provides qualitative information about its position relative to the 
point of fixation.
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There is evidence suggesting that, in the absence of specific training, absolute motion 
parallax produced by lateral movements of the head only weakly determines perceived 
egocentric distance and size and, in some cases, was found to be only as effective as 
accommodation, but less so than convergence, in determining visual scale (Beall, Loomis, 
Philbeck, & Tikes, 1995; Philbeck & Loomis, 1997; Gogel & Tietz, 1973; Gogel & Tietz, 
1979; Ferris, 1972). Beall et al. (1995) claim that, “even when the virtual environment is 
filled with objects, changing the gain of the head tracking system so that a given physical 
movement of the head results in differing amounts of movement of the simulated 
eyepoint does not cause a perceptual rescaling of the virtual environment.” Instead, they 
found that a substantial increase in the gain of head movements produced the perception 
of the virtual environment moving rapidly in the opposite direction. It must be 
considered, however, that if some other cue to visual scale was available, for example 
familiar size of the objects, the visual system may have found the amount of parallax 
produced per unit of head movement inconsistent with a stationary object at the viewing 
distance specified by this other cue. This could have led to the interpretation of some of 
the parallax as object motion rather than solely depth.
The ‘rigidity hypothesis’ has played a central role in computational and experimental 
studies of structure-from- motion (Ullman, 1979; Koenderink, 1986), where a stationary, 
passive observer in an environment of moving rigid objects has been used as a substitute 
(Wallach & O’Connell, 1953) for an active observer moving in an environment of 
stationary objects. Wexler, Panerai, Lamouret, and Droulez (2001) argue that this is an 
inadequate substitution because active and passive observers can perceive three- 
dimensional structure differently, despite experiencing the same visual stimulus. They 
make two important claims. Firstly, that the active observer’s perception incorporates 
extraretinal information about his or her own movements and that the “.. .the effect of 
self-motion on spatial vision does not reduce to its modification of optic flow.” Secondly, 
that the visual system treats objects that are stationary differently from objects that are 
merely rigid, such that “.. .the relative enhancement of motion cues only occurs when 
they indicate objects that are stationary in an allocentric reference frame...” suggesting 
that “ .. .the visual system is biased towards perceiving stationary objects, even when their 
image deforms as a result of observer motion.” Snyder, Grieve, Brotchie, and Andersen 
(1998) provide physiological evidence for allocentric coding in mammalian brains that 
could be involved in this process.
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Rogers (1993) claims that . .motion parallax has been shown to be an effective source of 
relative distance information in all but the most impoverished of stimulus conditions.”
This claim is not inconsistent with those of Beall et al. (1995), as their claims related to 
absolute judgements of depth.
Unlike, Wexler et al. (2001), Rogers and Graham (1979) previously found little 
difference between the effectiveness of observer- and object-produced parallax 
transformations, despite the additional kinaesthetic and vestibular information available in 
the former case. In Rogers and Graham's study, the shapes of simulated parallax surfaces 
could be reliably discriminated in the situation where the observer was stationary and the 
transformation of the random dot pattern on the oscilloscope screen was linked to the 
side-to-side movements of the entire oscilloscope. In both observer- and object-produced 
parallax conditions, participants perceived a rigid, 3-D corrugated surface which, in the 
case of observer-produced parallax, they merely viewed from a series of different 
positions or, in the case of object-produced parallax, translated across the observer’s line 
of sight. Participants never reported perceiving the proximal pattern of relative movement 
that was projected on their retinas. Rogers and Graham’s and Wexler et al.’s findings are 
not necessarily inconsistent, though, and the difference between their findings is probably 
due to differences in stimuli, where the motion cues in Rogers and Graham’s experiment 
did not indicate objects that were stationary in an allocentric reference frame.
There are the three sources of information that could be used, in theory, to disambiguate 
motion parallax transformations: (i) the change in vertical position of transforming 
elements (i.e. the information present in polar projection); (ii) the optic flow created by 
the table top on which the display screen was positioned; and (iii) non-visual kinaesthetic 
and vestibular cues (Rogers, Ono, & Rogers, 1988). Rogers et al. reported that each 
source was effective, by itself, in reducing the depth ambiguity of the parallax 
transformation, but that none was effective, by itself, in eliminating the depth ambiguity 
completely. Thus, it would seem that the absence of depth ambiguity found in most 
motion parallax studies and under natural viewing conditions, is as a result of having 
more than one source of information present.
1.4.2.2 The Effectiveness o f Motion Parallax in Telepresence Systems
Providing head-slaved motion parallax information in a telepresence system offers more 
than one potential benefit to teleoperators. So far, the discussion has focussed mainly on 
self-produced motion parallax as a source of depth information (see section 1.4.2.1).
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Telepresence research, too, has shown that task performance can improve when motion 
parallax is available. For example, Ellis, Menges, Jacoby, Adelstein, and McCandless 
(1997) found that self-produced motion parallax in monocular displays, containing virtual 
objects at various distances to participants, produced less variation in distance judgements 
than stationary viewing conditions. Even when spatial resolution is low, observers 
perform better if they actively control their visual scene (Smets & Overbeeke, 1995). 
Similarly, Barfield et al. (1999) found that head tracking significantly improved accuracy, 
though not completion time, on a virtual wire-tracking task (Nash et al., 2000).
There is also evidence suggesting that self-produced parallax is more effective than the 
same parallax transformation viewed passively (see section 1.4.2.1). Experiments 
conducted using the Delft Virtual Window System (Smets, Overbeeke, & Stratmann,
1987; Smets, Stratmann, & Overbeeke 1988, 1990; Overbeeke, Smets, & Stratmann,
1987; Overbeeke & Stratmann, 1988) suggest that an active observer, whose head 
movements steer the camera, may have a perceptual advantage over a passive onlooker, 
whose movements are not coupled to the display output. Although both observers receive 
identical outputs on their monitor screens, their perceptual input differs because the active 
observer receives movement parallax information, whereas the passive observer receives 
motion parallax information (Stassen & Smets, 1997). Depth perception is the benefit 
from head-tracking we are most concerned with here, but it is worth mentioning some of 
the others.
Firstly, in any pixel-based image, there is a manifest trade-off between screen resolution 
and field of view. Allowing camera movement helps compensate for a narrow field of 
view by allowing for changes in viewpoint. Clearly, these camera movements are not 
necessarily head-slaved, although there are advantages to them being so. For example, 
Asbery (1997) used a target trajectory-tracking task in order to compare performances 
using three remote sensor control devices; (i) a head controlled Polhemus system, (ii) a 
digital joystick and (iii) a Polhemus based joystick. The display system Asbery used was 
an immersive head-mounted display.
The results show that the use of a head coupled system, in preference to a joystick system, 
can improve operator performance, particularly at high speeds, where one encounters 
overshoot of the viewpoint trajectory during a change in direction of the target. At lower 
speeds, the head coupled system produces much smoother tracking trajectories than the 
joystick systems, with the digital system producing the poorest performance. Although 
the Polhemus joystick and head coupled systems produced comparable error rates at low
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speeds, the head coupled system maintained a lower rate of error as the speed increased. 
Even when using (either of) the joystick inputs, the operators tended to move their head in 
the direction of the target motion, which Asbery claims supports the argument that the 
head coupled system offers a more natural interface for performing this type of task, 
especially at higher speeds.
A second benefit of using head-tracking systems is that any change in the viewpoint of 
the operator that is not accompanied by a change in the viewpoint of the cameras can 
have a number of consequences when using stereoscopic displays. If the operator is using 
a head-mounted display, disorientation is likely, as the entire visual world will tilt, 
elevate, and rotate, etc., with his or her viewpoint. When using a free-standing 
stereoscopic display, in which the cameras are not coupled to the operator’s head, 
movements of the head will lead to the perception of a ‘rubbery’ image. Movements 
along the line of sight, and the accompanying vergence eye movements, may produce 
apparent changes in size and shape of objects in the display, whilst lateral head 
movements will produce the perception of the entire 3-D environment swaying or 
bending to remain pointed toward the observer. For any task requiring metric structure, 
obtaining the correct station point (projective isomorphism) is essential, therefore, an 
observer viewing a stereoscopic display must either remain stationary, or a corresponding 
camera movement must accompany any head movement.
1.4.2.3 Enhancing Structure-From-Motion
Here we shall consider some of the evidence regarding the effects of altering head-motion 
gain, and consider some of the arguments for and against the use of gains #  1.
Runde (2000) reports the results of human factors experiments investigating the benefits 
of providing an adjustable gain for head-slaved motion parallax. He claims that, in order 
to subjectively perceive a natural image, most participants preferred a gain lower than the 
geometrically correct value of 1. This obtained for stereoscopic displays providing motion 
parallax (Runde, 1993; Runde & Yano, 1995) as well as natural scenes viewed through a 
window. Runde claims that the latter finding demonstrates that the preference of a gain <
1 by most observers in the simulation was not an artefact of their experimental set-up but 
evidence of a characteristic of human vision that we do not yet understand. Consequently, 
Runde (2000) claims that “it could not be recommended to stick to a geometrically 
correct gain of 1,” and that, ideally, the gain of motion parallax should be adjustable by
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the operator, as preferred values varied between participants, a good starting point being 
approximately 0.75.
It is not entirely clear from Runde’s (2000) method whether this is the case, but, as he 
makes no reference to camera rotation, it appears possible that he may have failed to 
eliminate the additional parallax that is generated between the moving observer and the 
viewing plane of the screen. As a result, the station point of his observers would have 
been incorrect, i.e. the projection they viewed would have contained more motion 
parallax than the natural projection of the same scene, which could explain the pattern of 
results obtained. This can be compensated for by rotating the line of sight of each camera 
about a point in front of their image plane that is equidistant to the viewing distance of the 
monitor from the observer. Thus, an observer 40 cm from a monitor, fixating a surface 40 
cm from the cameras, should observe no relative motion between the monitor screen and 
the surface when he or she produces motion parallax. This is the same in principal as the 
requirement that the same surface produces zero horizontal binocular disparity on the 
monitor screen for the station point to be correct.
In the experiment where viewers observed physical stimuli through a window, this 
explanation does not hold. There would have been some relative motion between the 
surface of the window and that of the stimulus, which observers could attribute to depth 
between the two surfaces, motion of one or both of the surfaces, or a combination of 
depth and motion. Where the visual system does not attribute motion parallax to depth, 
logically, it must be attributed to real motion (see section 1.4.2.1 ; and also Beall et al. 
1995), so it is perhaps possible that Runde’s scene became less ambiguous as the gain 
was reduced because the aforementioned relative motion became less perceptible. 
However, Runde’s explanation that this experiment reveals something fundamental about 
the visual system seems quite plausible. The instability of the scene when using natural 
gain may simply be a result of asking observers to do something unnatural with a system 
that is too noisy—owing to all the bits of the head that are in motion at once—to recover 
unambiguous information about scene structure (see section 1.4.2.1 ; and also Rogers, 
1993). This may be particularly true for tasks performed under minimal cue conditions, as 
Runde found greater variability in preferred gain in such conditions when compared with 
performance under conditions closer to full-cue, although preferred gains remained in the 
range of 0.7 to 0.8.
There are issues concerning the stimulus used in the ‘natural’ experiment and the 
judgement participants were asked to make. The stimulus consisted of an array of LEDs
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and a fluorescent ribbon and therefore was fairly ambiguous, compared to a more solid or 
at least familiar structure, like a coffee cup or a cube, to which it may be easier to apply 
some assumptions about rigidity or inertia. The task, which was to adjust the gain of 
motion parallax so that the observer perceived a “stable, undistorted, and natural scene,” 
seems to require the assumption that participants have access to knowledge of what the 
stimulus should look like when viewed from a rapid sequence of changing perspectives. 
After all, we are not talking about observers perceiving cityscapes shifting from left to 
right as they move their heads. Runde may simply have demonstrated that observers 
underestimate how much relative motion occurs between points of light, or how 
considerably our viewpoint changes, when we fixate one of the points and move our 
heads from side to side.
As there was no quantitative measure of 3-D shape perception, it remains to be seen how 
changes in motion parallax gain affect judgements of depth and distance. It is hard to 
imagine conditions under which the visual system would have developed to reliably 
produce inaccurate perceptions. It therefore seems most likely that the conditions under 
which it has been tested have placed demands on the visual and vestibular systems that 
they simply have never had to meet outside of a laboratory. If this is so, it may be that a 
gain ^  1 just so happens to be the best solution for recovering structure-from-motion 
under telepresence.
1.4.3 Stereopsis and Structure-From-Motion: Similarities and Interactions
Helmholtz (1925) may have been the first to imply the idea of an underlying similarity 
between stereoscopic and motion parallax processes when he claimed that the impression 
of depth obtained from motion parallax was “.. .just as if he were looking at a good 
stereoscopic view of it” (p 296) (Rogers & Graham, 1982). Here, evidence is presented 
from studies which have attempted to assess the extent to which the binocular disparity 
and motion parallax processing systems interact.
1.4.3.1 Similarities, Interactions and Joint-Encoding
Hogervorst, Bradshaw, and Eagle (2000) note that the sensitivity functions (Rogers & 
Graham, 1982), orientation anisotropy (Rogers & Graham, 1983; Watt, Bradshaw, & 
Hogervorst, 1998), and magnitude of adaptation and depth aftereffects (Rogers, Graham, 
& Anstis, 1981; Graham & Rogers, 1982b; Rogers & Graham, 1984; Bradshaw &
Rogers, 1996) in the binocular disparity and motion parallax processing systems bear
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remarkable empirical similarities. Evidence of interactions between binocular disparities 
and motion parallax is abundant. Directional motion aftereffects contingent on the sign of 
binocular disparity, and depth aftereffects contingent on the direction of motion, were 
reported by Anstis and Harris (1974). Interactions have also been observed in the kinetic 
depth effect, where viewing structure-from-motion displays with stereopsis subsequently 
biased the perceived depth order of ambiguous structure-from- motion stimuli (Nawrot & 
Blake, 1991), in shape from motion and stereopsis (e.g. Johnston, Gumming, & Landy, 
1994; Bradshaw & Rogers, 1996) and in the resolution of stereoscopic correspondence 
(Bradshaw & Gumming, 1997).
Bradshaw and Gumming (1997) investigated one potential advantage of such an 
interaction, namely whether retinal motion serves as a matching constraint in solving 
binocular correspondence. Stimuli containing identical disparity and motion signals but 
differing in their fine-scale correlation were used to examine whether the direction, or the 
speed, of motion could improve performance in a psychophysical task in which binocular 
matching was a limiting factor. Bradshaw and Gumming found that different directions of 
motion are processed separately in stereopsis, but that different speeds are not. This 
pattern of findings is consistent with properties of neurons, thought to be involved in 
determining local matches between features in the two eyes’ images, found early in the 
cortical visual pathway.
Cells which process both motion and binocular disparity have been found in different 
sites in the processing pathway, including VI (Poggio & Talbot, 1981), V5/MT 
(Maunsell & van Essen, 1983; Bradley, Qian, & Andersen, 1995) and MST (Komatsu, 
Roy, & Wurtz, 1988; Roy et al., 1992) (Hogervorst et al., 2000). Bradley et al. (1995) 
suggest a link between disparity and transparent motion detection in area MT. Although 
the activity of most cells in area MT is largely reduced when stimulated by motion in 
opposite directions, they found evidence for motion-opponent inhibition between motion 
signals with similar disparities, suggesting that perception of transparency in structure- 
from-motion displays improves with stereoscopic depth separation as a result of opponent 
suppression in MT operating mostly within the same stereo planes (Andersen & Bradley, 
1998). Bradley et al. believe this to be “ ...consistent withopponency operating to 
minimise random motion signals from a given surface (e.g. those due to flicker), while 
stereospecificity prevents opponency from occurring between motion signals from 
different objects at different visual depths.”
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Hogervorst et al. (2000) found the estimated bandwidth of the parallax channels to be 
very similar to those of filters operating in the binocular disparity domain (Cobo-Lewis & 
Yeh, 1994) and suggest that the filtering observed in their study may be performed by MT 
cells that combine binocular disparity and relative motion in the same neural units, such 
as those described by Bradley et al. (1995). DeAngelis and Newsome (1999) recently 
found that disparity-tuned neurons in MT are organised into cortical columns by preferred 
disparity, strongly suggesting that MT plays an important role in stereoscopic depth 
perception in addition to motion perception. Thus, in area MT there may be a functional 
integration of motion and disparity, where each plane of motion of coherent elements is 
represented as a function of its disparity.
Anzai, Ohzawa, and Freeman (2001) report an experiment demonstrating the joint 
encoding of motion and binocular disparity by single neurons in the striate cortex. They 
found that fine disparities were encoded by neurons tuned to various speeds, but that 
coarse disparities were encoded only by those neurons tuned to high speeds. Anzai et al. 
suggest that this form of joint encoding may be advantageous and that the relationship 
between optimal speed and binocular disparity indicates the strategy the visual system 
uses to encode the 3-D structure of a scene. When a moving observer fixates a point, 
images of stationary objects farther away from the fixation point move faster relative to 
this point than those of objects closer to it. Thus, there is a high correlation between speed 
of image motion and binocular disparity, so neurons encoding information about the 3-D 
structure of a scene based on both motion and binocular disparity should display the 
relationship observed (Anzai et al., 2001). Rather than processing motion and binocular 
disparity separately and then combining the results to recover the 3-D structure of a 
scene, the visual system integrates them, thereby exploiting information about the 
correlation between motion and binocular disparity in the image, which, otherwise, would 
be unavailable (Anzai et al., 2001).
Anzai et al. (2001) claim that there is increasing evidence to suggest that motion and 
depth are processed together in the visual system (Poggio & Fisher, 1977; Maunsell & 
van Essen, 1983; Felleman & van Essen, 1987; Roy et al., 1992; Bradley et al., 1995; 
DeAngelis, Gumming, & Newsome, 1998). They also suggest that phenomena such as the 
Pulffich effect and dichoptic motion result from joint-encoding in single neurons in the 
striate cortex.
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1.4.3.2 Recovering Euclidean Structure from Stereopsis and Structure-From-Motion
In theory, disparity and parallax can be combined to recover full Euclidean geometry, 
without the use of additional scaling parameters. The depth-to-width ratio of a surface is 
specified by structure-from- motion because both the amount of relative motion and the 
angular size of the surface scale inversely with distance. Assuming that motion 
information can be used to determine the shape of an object (up to an isotropic size 
scaling), the invariance of the depth-to-width ratio in continuous optic flow sequences 
could be used to calibrate binocular disparities and at the same time provide the missing 
parameter of viewing distance. This is possible because the shape specified by structure- 
from-motion will be consonant with only one among a family of objects (parameterised 
by vergence angle or viewing distance) that match the pattern of binocular disparities. In 
theory, at least, the integration of stereoscopic and motion parallax information allows 
complete metric structure to be recovered from the motion of just three points in two 
binocular views seen under orthographic projection (Richards, 1985; I. P. Howard & 
Rogers, 1995).
The evidence read in g  this model is somewhat equivocal, with support coming from 
some studies (e.g. Richards & Lieberman, 1985; Johnston et al., 1994; Bradshaw, Parton, 
& Eagle, 1998), whilst others favour the hypothesis that the cues remain relatively 
independent (e.g. Bradshaw, Frisby, & Mayhew, 1987; Tittle, Todd, Perotti, & Norman, 
1995; Brenner & van Damme, 1997; Brenner & Landy, 1999; Bradshaw, Parton, & 
Glennerster, 2000).
Bradshaw et al. (2000) found that the simultaneous presence of disparity and strueture- 
from-motion did not affect performance in any of their tasks (depth-nulling, matching, or 
setting; see section 1.5) (see also Tittle et al., 1995; Brenner & van Damme, 1997;
Brenner & Landy, 1999). The depth-setting task, which requires recovery of Euclidean 
geometry, might have been expected to benefit from the simultaneous presence of 
disparity and structure- from- motion, if the visual system was able to combine the two 
sources using Richards’ (1985) scheme. However, performance in the combined 
condition did not differ significantly from that in the single-cue binocular condition for 
any of the three tasks.
The algorithm Johnston et al. (1994) proposed for combining disparity and motion 
information relies on the detection of changes in disparity and, although Bradshaw et al.
(2000) conclude that there was no integration, they note that, in their task, only relatively
41
small rotation angles were used, producing small changes in relative disparity compared 
with those produced under the conditions reported by Johnston et ah (1994).
A fundamental problem for this theory is the suggestion that, although theoretically 
possible, in practice, motion information alone is insufficient to recover 3-D shape 
without bias (Braunstein, Liter, & Tittle, 1993; Liter, Braunstein, & Hoffman, 1994; 
Norman & Todd, 1993). The computation of Euclidean structure depends on initial image 
measurements, such as image acceleration, which are extremely sensitive to noise (Eagle 
& Blake, 1995), leading to systematic biases in perceived 3-D structure (Hogervorst & 
Eagle, 1998).
1.4.3.3 The Effectiveness o f Stereopsis and Motion Parallax in Telepresence Systems
The choice of stereoscopy or motion parallax for telepresence, claim Stassen and Smets
(1997), depends on the task. They argue that stereoscopy is useful in static situations, 
where the observer’s viewpoint cannot change and that stereoscopic images have the 
advantage of being viewable by multiple observers simultaneously, whilst motion 
parallax is intrinsically individually bound. Motion parallax, on the other hand, is good 
for tasks where the observer must change viewpoints, for example, where one object 
occludes another. As motion parallax requires only one camera, Stassen and Smets claim 
it is advantageous where minimally invasive tools are required, such as in medical or 
industrial endoscopy.
Comparing performance on a remote driving task, using a variety of configurations of 
telepresence interface, Halme, Suomela, and Savela (1999) claim that head tracking is 
beneficial, particularly if the task involves unfamiliar and mutable situations. Tasks that 
demand “ultra-high accuracy and distance estimation” are best performed when the head- 
tracking is implemented with a stereoscopic head-mounted display, although, for most 
purposes, ergonomy was still improved with just a single mono-monitor.
Stassen and Smets (1997) argue that using a head-slaved system can help address the 
issue of bandwidth requirements in telepresence. The pixel resolution required for 
stereoscopic object recognition is always high, whilst that required for a head-slaved 
camera is far lower than an ordinary static or moving camera. Thus, the bandwidth 
requirements can be limited by the trade-off among pixel resolution, movement, and 
frames per viewing angle (Smets & Overbeeke, 1993, 1995; see also Ranadive, 1979).
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1.4.4 Summary
In summary, the evidence discussed points to the conclusion that stereopsis and motion 
parallax are, in theory and practice, effective sources of depth information and that it is 
often beneficial to include them in telepresence interfaces. There is also the possibility 
that, through their interactivity, providing both simultaneously will lead to greater 
accuracy of depth perception, although this point is contentious (see section 1.4.3.2).
Even if this proves not to be the case, it appears that there may be situations in which 
head-motion provides benefits other than depth information, which may justify its 
inclusion (see section 1.4.3.3).
1.5 Information Requirements of the Task
In sections 1.4.1.1 and 1.4.2.1, brief mention was made of how the effectiveness of 
binocular disparities and structure- from- motion, respectively, may be dependent on the 
task performed by the observer. Although many of the studies discussed so far have been 
concerned with the veridicality of absolute depth perception, there is reason to believe, 
and evidence to suggest, that many of the everyday depth judgements we make do not 
require recovery of full Euclidean structure (Glennerster et al., 1996; Parton et al., 1999; 
Bradshaw et al., 2000). It is theoretically possible to make many judgements using 
disparity or relative motion information without using viewing distance as a scaling factor 
to recover Euclidean structure. In fact, there is a hierarchy of generic tasks, varying in the 
information required to perform them, beginning with tasks at the lowest level that merely 
require detection of disparity, through those requiring detection of signed disparity, and 
so forth, up to those at the highest level that require Euclidean structure.
Some of the tasks for which binocular disparity or structure- from- motion information is 
useful but which do not require an accurate reconstruction of depth, follow. For clarity’s 
sake, each example refers only to horizontal binocular disparity, however, in any of these 
cases, the term ‘disparity’ can be substituted for ‘relative motion’: (i) breaking 
camouflage, where it is only necessary to detect a difference in disparity between the 
target and the background or foreground; (ii) threading a needle, where a signed disparity 
signal, but not its magnitude, is required to minimise the disparity between the eye of the 
needle and the end of the thread.; (hi) distinguishing most natural surfaces such as faces, 
where the magnitude of horizontal disparities must be known to calculate the has relief 
structure, specifying the ratio of depths of features but not the absolute structure (e.g. 
Koenderink & van Doom, 1991; Todd & Bressan, 1990; Shapiro, Zisserman, & Brady,
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1995); (iv) certain depth comparison tasks, for example those used by Rogers (1986), 
Rogers and Cagenello (1989), and Glennerster et al. (1996), which require knowledge of 
the ratio of the two viewing distances (estimated from the ratio of the angular sizes of the 
to-be-matched stimuli), i.e. more than has relief structure, but less than Euclidean 
structure.
Knowledge of the Euclidean structure of an object may be important in preparing to grasp 
it (Servos et al., 1992), however, it would be surprising to find that the visual system had 
not evolved to exploit alternative strategies where they pro\e to be both simpler and more 
effective than computing a metric depth map.
Stereoscopic depth constancy is often reported as significantly less than 100%, especially 
at large viewing distances (e.g. Ono & Comerford, 1977; Foley, 1980), whilst many 
studies that have reported depth constancy close to 100% may have been performed by 
matching disparities rather than participants making a true estimate of depth (e.g. Rivest, 
Ono, & Saida, 1989). Interestingly, Rogers (1986) reported near-perfect depth constancy 
in a task requiring participants to match the depth of stereoscopic surfaces displayed at 
distances of 57 and 114 cm, where the disparities of surfaces with the same depth differed 
by a factor of 4:1. This finding suggests that participants were able to take advantage of 
an alternative strategy to make the correct match without calculating the depths (i.e. 
relief) of the two surfaces. More recently, several studies have explicitly investigated this 
issue and found evidence for the task dependent use of both binocular disparities 
(Glennerster et al., 1996; Bradshaw et al., 2000; Parton et al., 1999) and structure-from- 
motion (Bradshaw et al., 2000; Parton et al., 1999).
The tasks used in several of the studies cited above have the generic information 
requirements of many everyday tasks. The exact stimuli used vary between studies— 
some have used “apparently-circular-cylinders” (ACC task), whilst others have used 
“triangles”, which comprise three points of light representing the comers of a forward- 
pointing triangle—but the findings have been the same.
The first, an alignment, or “depth nulling task” (Figure 1.3), can be completed by 
detecting signed disparity, or relative motion, between two objects and minimising it. 
Threading a needle has the same information requirements: it is sufficient to minimise the 
disparity, or relative motion, between the eye of the needle and the end of the thread 
(Glennerster et al., 1996).
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Figure 1.3 is a schematic of the nulling task used in Experiments One and Two. Measures 
were taken to ensure that binocular disparity/relative motion provided the only reliable 
depth cue for performing the task (see sections 2.2.2 and 3.2.2). The three LEDs appeared 
in the same horizontal viewing plane in an otherwise blacked-out scene. The central light 
could be moved back and forth along the participant’s line of sight using a remote control, 
the aim of the task having been to position it so that a perfectly straight line could be 
drawn—orthogonal to the line of sight—through the three LEDs. The starting position of 
the adjustable LED was quasi random, with it in front of the correct setting on 50% of 
trials and behind on the remaining 50%.
Figure 1.3 Schematic of the nulling task (not to scale). Viewing the three LEDs in the 
horizontal viewing plane, the participant’s task is to remotely control the position of 
the central, flashing light so that it is collinear with the two flanking lights.
The second task, a “depth matching task” (Figure 1.4), requires a more elaborate 
geometry than the first task. Participants must match the base-to-apex magnitude of one 
triangle to another, distant one. Theoretically, this can be solved using a ratio of the two 
viewing distances, estimated from the ratio of the angular sizes of the two triangles 
(Glennerster et al., 1996). Most natural surfaces can be distinguished on the basis of 
knowing the magnitude of horizontal disparities, or relative motion. Whilst the depth 
comparison here requires more than bas relief structure, it does not require knowledge of 
Euclidean structure.
Figure 1.4 is a schematic of the matching task used in Experiments One and Two. 
Measures were taken to ensure that binocular disparity/relative motion provided the only 
reliable depth cue for performing the task (see sections 2.2.2 and 3.2.2). The stimuli were
45
six LEDs in an otherwise blacked-out scene. The three LEDs of the reference triangle (the 
front triangle in the figure) appeared in the same horizontal viewing plane, several 
degrees above that in which the three LEDs of the adjustable triangle (the rear triangle in 
the figure) appeared. The apex light of the adjustable triangle could be moved back and 
forth along the participant’s line of sight using a remote control, the aim of the task 
having been to position it so that the configuration of the LEDs in the adjustable triangle 
was identical to that of the LEDs in the reference triangle. The starting position of the 
adjustable LED was quasi random, with it in front of the veridical setting on 50% of trials 
and behind on the remaining 50%.
Figure 1.4 Schematic of the matching task (not to scale). Viewing the LEDs in the 
horizontal viewing plane, the participant’s task is to remotely control the position of 
the rear central flashing light so that it is the same distance from the two rear 
flanking lights as the fixed front central light is from the two front flanking lights.
The third task, a “depth setting,” or “shape task” (Figure 1.5), requires binocular 
disparities, or relative motion, to be scaled using an estimate of the absolute distance. It 
has been demonstrated that recovering the Euclidean structure of an object is important in 
preparing to grasp it (Servos et al., 1992).
Figure 1.5 is a schematic of the shape task used in Experiments One and Two. Measures 
were taken to ensure that binocular disparity/relative motion provided the only reliable 
depth cue for performing the task (see sections 2.2.2 and 3.2.2). The three LEDs appeared 
in the same horizontal viewing plane in an otherwise blacked-out scene. The two flanking 
lights could be moved symmetrically and orthogonal to the participant’s line of sight and 
the central light could be moved back and forth along the line of sight using a remote
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control. The aim of the task was to position the flanking lights so that the distance 
between them was 15 cm and then to position the central light so that the distance from 
the base to the apex of the triangle, measured along the line of sight, equalled the distance 
between the flanking lights. The starting positions of the adjustable LEDs along both 
dimensions were independent and quasi random, with 50% less than and 50% greater than 
the veridical positions.
Figure 1.5 Schematic of the shape task (not to scale). Viewing the three LEDs in the 
horizontal viewing plane, the participant’s task is to remotely control the distance 
between the two flanking lights and the position of the central, flashing light so that 
they form the corners of a triangle of base = height = 15 cm.
1.5.1 Summary
In summary, there is strong evidence showing that the visual system can use different 
strategies for computing depth from disparity and structure- from- motion, depending on 
the requirements of the task (Glennerster et al., 1996; Parton et al., 1999; Bradshaw et al., 
2000). Therefore, it seems important, when examining the effects of enhancing disparities 
and structure- from- motion, to use a selection of tasks with varying information 
requirements, as those requiring less than Euclidean geometry may not be affected in the 
same way as those that do.
1.6 Empirical Work
This thesis investigates the use of enhanced binocular disparity and motion parallax 
information under telepresence. They have been chosen as the sources of depth 
information to enhance as they have both been shown to be strong sources of depth
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information and they are both relatively easy to enhance under telepresence. So far, we 
have established the importance of identifying clearly the goal(s) of telepresence when 
researching and designing it. Too often, presence and performance are treated as 
synonymous or their relationship is unclear. This thesis is not concerned with presence or 
realism for its own sake: it is concerned with performance and how to optimise it. Unless 
it is true that presence causes performance—which there is little reason to believe—then 
it is safe to set about optimising performance and, if it happens to correlate with presence, 
so be it.
Having said this, there may be reasons why manipulating some sources of depth 
information so that they are no longer “normal” poses problems. The visual system, under 
most natural viewing conditions, receives multiple sources of information about the size 
and layout of objects in the world. These cues will tend to produce concordant estimates 
of size and layout, however, when we manipulate some of the cues, and not others, their 
estimates will conflict. It is not known precisely how the visual system combines multiple 
cues, or whether it may vary between situations and individuals, so the effect of 
manipulating specific cues remains an empirical question. One conflict that is well 
documented is that between accommodation and vergence in stereoscopic displays and 
we must allow for the fact that this could impose limits on the extent to which we can 
enhance disparity information in particular.
Given the evidence that the strategy used by the visual system for computing depth from 
disparity and structure- from- motion depends on the information requirements of the task, 
it seems important to examine the use of enhanced information across a range of tasks 
that differ in the minimum information required to complete them. Then, if there are 
drawbacks to enhancing binocular disparities or motion parallax, we may have the 
information necessary to decide when enhancement is appropriate and when it is not, 
rather than giving a global “yes” or “no” answer.
In the following six chapters of this thesis, we report and discuss the findings of six 
experiments that examine the use of enhanced binocular disparities and enhanced motion 
parallax for performing tasks requiring precise and accurate depth judgements.
Experiment One examined the use of enhanced binocular disparities and Experiment Two 
examined the use of enhanced motion parallax information. In each experiment, 
participants performed three tasks, differing hierarchically in the minimum information 
required to complete them, as discussed in section 1.5. Experiments One and Two
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therefore address two key questions: (1) can observers use enhanced binocular 
disparity/motion parallax information to make more precise and accurate settings and; (2) 
does this improvement depend upon the task requirements, i.e. can we find further 
evidence that the visual system uses different strategies to estimate depth, depending 
upon the task and/or available information?
Experiments Three and Four examine whether observers are able to learn to correctly 
scale and exploit enhanced binocular disparity and motion parallax information, 
respectively, to perform a metric depth task, which Experiments One and Two found to 
be most susceptible to systematic distortions in perceived space when depth cues are 
enhanced. Experiment Five examines whether this learning is cue specific or whether it is 
transferable between cues.
Finally, Experiment Six uses a simulated “telesurgery” task to examine the benefits for 
task performance of providing binocular information, motion parallax information and 
both sources simultaneously, as well as conditions using enhanced motion parallax. In 
addition to performance measures, we examine the relationship between the use of the 
motion parallax information and task performance.
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2 EXPERIMENT ONE: USING ENHANCED DISPARITY INFORMATION
UNDER TELEPRESENCE
2.1 Introduction
This experiment investigates the potential of enhancing binocular disparity information 
by increasing the inter-camera distance of the telepresence system beyond the interocular 
distance of the observer.
Binocular vision provides a number of sources of depth information: eye vergence and 
horizontal binocular disparity are two of them. In theory, these two cues together are 
sufficient to specify absolute depth, where vergence information specifies the absolute 
depth of the point of fixation, which can itself be used to scale the disparity ratios of 
relative depth to provide the absolute distance to other objects in the scene. Thus, for 
many telepresence applications, it is desirable to include binocular information among the 
cues to depth provided. This is done simply by placing two cameras at the average human 
inter-pupil distance (approximately 6.5 cm, according to I. P. Howard & Rogers, 1995) 
and relaying images to the corresponding eyes of the operator, providing disparity 
approximately equivalent to natural viewing. This provision improves both the sense of 
subjective depth and performance on certain psychophysical tasks. For example, 
Rosenberg (1993) found that adding stereoscopic information effected a 10-fold reduction 
in mean alignment error in a virtual alignment task (see also Parton et al., 1999).
As seen in section 1.4.1, analysis of the geometry of binocular vision (Equation 2.1) 
shows that horizontal disparity between corresponding points of the images in the two 
eyes varies roughly inversely with the square of the viewing distance (Kaufman, 1974).
Equation 2.1 Horizontal binocular disparity in radians.
disparity ~ —;--------
D (D -d)
where disparity is in radians, I is the inter-pupil distance (cm), d is the depth difference 
(cm), and D is the viewing distance (cm). If we assume that detection thresholds for 
disparities are simply determined by retinal disparity then disparities for typically sized 
objects fall below threshold at viewing distances greater than a few metres. By virtue of 
an adjustable inter-camera distance, telepresence can potentially overcome this limitation 
to exploit disparity information over greater viewing distances than is possible for natural 
viewing. Whether observers can use this enhanced disparity information may depend on
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factors, including (1) other sources of depth information present in the stimulus and (2) 
the information requirements of the task.
In the first case, increasing inter-camera distance will require a directly proportional 
increase in eye convergence to fixate any given stimulus. If this vergence information 
were used to scale disparities then, under conditions where only vergence and disparity 
information are available, naive observers would be expected to interpret any given 
disparity in the proximal stimulus as being produced by a smaller and closer object than 
the distal stimulus. Under less impoverished viewing conditions, however, there are many 
other sources of depth information available to the observer, which may conflict with the 
depth information provided by vergence: in particular, accommodation and familiar size 
which, like vergence, can provide information about absolute depth, and be used to scale 
binocular disparities.
How the visual system integrates multiple depth cues and how this process could resolve 
the perceptual conflicts brought about by increased inter-camera distance, as well as the 
implications this has for depth perception are discussed earlier in sections 1.3 and 1.4.
Regarding the second factor, as discussed in section 1.5, the optimal amount of 
stereoscopic information to provide the operator may depend largely on task demands. 
Rosenberg (1993) found that any simulated inter-pupil distance greater than 3 cm was 
adequate to provide the user with maximum performance in a depth perception task. He 
suggests that because reducing retinal disparity between the left and right images 
increases the presentable depth range, reduces image fusion problems, and reduces 
operator fatigue, smaller than physiological interocular distances should be considered 
when implementing a stereoscopic vision system for virtual environments and 
telepresence systems. These suggestions seem sensible for prolonged general viewing, 
however, for tasks requiring highly accurate depth information, inter-camera distances 
equivalent to inter-pupil distance or greater may be more suitable, or even necessary.
Indeed, there is reason to believe, and evidence to suggest (see section 1.5 ; Bradshaw et 
al., 1998; Glennerster et al., 1996), that the visual system may adopt different strategies 
for information processing, depending on task requirements. The recovery of Euclidean 
geometry is essential for some tasks but, where it is not essential or, more importantly, 
available, the flexibility to recover a simpler geometry would be more efficient and 
advantageous. It is, therefore, important, when designing a telepresence system, to
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examine the effects of enhancing disparities on a range of tasks, varying in their 
information requirements.
Experiment One examined the effects of enhanced disparity information on observers’ 
performance on three tasks, which vary hierarchically in the minimum information 
required to perform them. The inter-camera distances used ranged from 4.6 to 18.4 cm. 
The stimuli were camera images of yellow LEDs in an otherwise blacked-out scene 
where stereopsis provides the only reliable depth information. These appeared in the same 
horizontal plane as the cameras, to eliminate height in the visual field as a cue to depth. 
Each task required participants to adjust the shape of a forward-pointing “triangle” 
formed by three LEDs.
The first task, an alignment, or “depth nulling task,” is based on the Howard-Dolman 
stereo acuity test (H. J. Howard, 1919) and can be completed by detecting signed 
disparity between two objects and minimising it (see Figure 1.3).
The second task, a “depth matching task,” requires a more elaborate geometry than the 
first task (see Figure 1.4). Participants must match the base-to-apex magnitude of one 
triangle to another, distant one. Theoretically, this can be solved using a ratio of the two 
viewing distances, estimated from the ratio of the angular sizes of the two triangles 
(Glennerster et al., 1996).
The third task, a depth setting, or “shape task,” requires binocular disparities to be scaled 
using an estimate of the absolute distance (see Figure 1.5). These tasks are discussed in 
detail in section 1.5.
For all three tasks, increasing inter-camera distance, thereby enhancing disparities, should 
increase the precision—-reduce the mean standard deviation—of settings, as measured in 
units of distance. Precision, expressed in angular units, should remain unaffected, if it is 
assumed that detection thresholds are simply determined by retinal disparity. Examining 
precision in minutes of arc provides a measure of the efficiency with which the enhanced 
information is used. If precision in minutes of arc is constant across inter-camera 
distances, this shows that the information is being used to its full potential, thus 
informational efficiency is high. If the mean standard deviation in minutes of arc of 
settings increases with inter-camera distance, however, this will indicate that the 
information is not being exploited to its full potential, thus informational efficiency is 
lower than maximum.
52
With regard to the accuracy—the mean error or position—of settings, the effects of 
increasing inter-camera distance may be task specific. In the nulling task, there is no 
need, in theory, to scale the disparity information to recover depth. However, if thresholds 
are determined by retinal disparity, errors at threshold level will be larger in centimetres 
when the erroneous setting is on the far side of the flanking lights than when it is on their 
near side. Thus, mean signed error in centimetres will be biased toward the far side, but 
remain zero in minutes of arc. A change in inter-camera distance should not affect the 
sign of the bias in participants’ settings, but it should reduce the size of it, for the same 
reason that precision should increase. Of course, such a bias will apply to all settings, 
regardless of the task, but examining accuracy in minutes of arc can exclude this as a 
confounding factor.
In the matching task, the ratio of the angular sizes of the two triangles will not be affected 
by the change in inter-camera distance, so it is, at least theoretically, possible to complete 
the task accurately using this information. Therefore, no effect of ICD on accuracy is 
predicted.
In the case of the shape task, where an accurate estimate of viewing distance is required, 
under conditions where only binocular distance cues are available, there are two possible 
outcomes when the novel ratio of inter-camera distance to inter-pupil distance (ICD/IPD) 
is applied. Here, we consider the case where ICD/IPD = 2.
Firstly, observers may take into account the new vergence angle as a halving of viewing 
distance. For example, where ICD/IPD = 2, the configuration of lights in which base = 
height =10 cm, would appear half the size and twice as near. Although the disparities 
scale with the inverse of the viewing distance squared, thus corresponding with a depth 
setting of 2.5 cm, because ICD/IPD = 2 doubles the disparity, the lights would appear in 
configuration base = height = 5 cm. If this effect were complete, then we would expect 
participants to compensate for this shrinking effect by increasing their base and depth 
settings by a factor of two.
The second possible outcome is that observers do not—or at least do not completely— 
take into account the new vergpnce angle required to fixate the LEDs as a change in 
viewing distance. Thus, he or she will not need to double base settings in order for them 
to appear the correct size. Now, the doubling of disparities caused by ICD/IPD = 2 will 
mean that any given depth will produce twice as much disparity as expected at the 
correctly perceived viewing distance. In order to correctly perceive the shape of the
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triangle, under conditions where the perceived distance:viewing distance is greater than 
0.5, the participant must decrease the depth between the base and the apex of the triangle 
to smaller than veridical.
To summarise briefly, the main predictions are: 1) as a result of increasing inter-camera 
distance, the precision of settings in all tasks should increase in units of distance but 
remain unchanged in angular units, assuming informational efficiency is high; 2) in the 
nulling task, increasing inter-camera distance should not affect the sign of the bias in 
participants’ settings as measured in units of distance, but it should reduce the size of it. 
Expressed in angular units, errors should average zero, regardless of inter-camera 
distance; 3) in the matching task, increasing inter-camera distance should not affect the 
accuracy of settings; 4) in the shape task there are two possible outcomes, depending 
upon whether perceived distance is affected by a change in vergence angle: (a) if it is, a 
given stimulus should appear half the size and twice as near when ICD is doubled. If this 
effect were complete, participants should compensate for this shrinking effect by 
increasing their base and depth settings by a factor of two; (b) if this effect were 
incomplete, or perceived distance were unaffected by a change in vergence angle, the 
doubling of disparities caused by doubling ICD would mean that any given depth would 
produce twice as much disparity as expected at the perceived viewing distance. In order 
to correctly perceive the shape of the triangle, the participant must decrease the depth 
between the base and the apex of the triangle to smaller than veridical.
Although each task is different from the others in terms of the minimum information 
required to complete them, we tend to take for granted that the visual system is capable of 
performing an alignment task without recourse to Euclidean geometry. The most 
interesting comparison is that between accuracy on the matching task and the shape task: 
this can show us if the visual system can take advantage of the presence of the reference 
triangle and use assumptions about its relative distance from the adjustable triangle to use 
an alternative strategy to that used to set depth in the shape task.
2.2 Method
2.2.1 Participants
Ten unpaid volunteers with normal, or corrected to normal, vision and normal 
stereoscopic vision, as measured by the Frisby test, participated in all three tasks.
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2.2.2 Apparatus
Stereoscopic images were captured using two CCD cameras with 6 mm, manual iris and 
manual focus lenses. The images were converted from PAL to VGA, interlaced to encode 
left and right images on odd and even fields, and displayed at 100 Hz on a 19" VGA 
monitor. Using a simple field switch, half of the fields were displayed to one eye and half 
to the other by synchronising the liquid crystal shutters of the glasses, worn by 
participants, to the field rate. Crosstalk between the left and right eyes’ images was 
minimised by using only the red-gun of the monitor. Participants viewed the monitor 
from 36.7 cm, so that a stimulus on the monitor subtended the same visual angle as it 
would if viewed directly from the camera position. With inter-camera distance set to 
average inter-pupil distance (6.5 cm), disparity information corresponded with that which 
they would receive viewing the scene from the viewing position of the cameras.*
The stimuli were camera images of yellow LEDs in an otherwise blacked-out scene.
These appeared in the same horizontal plane as the cameras, to eliminate height in the 
visual field as a cue to depth. Each task required participants to adjust the shape of a 
forward-pointing “triangle” formed by three LEDs. The luminance of the flanking LEDs 
varied between trials and the central one flashed at 5 Hz to eliminate luminance and 
perceived motion as cues to depth, respectively (Bradshaw et al., 2000).
*The first stage in calculating the correct station point for the observer is to position the 
monitor so that the visual angle of an object on the monitor equals the visual angle 
projected by the same object when viewed directly from the position of the remote 
cameras. Take the case where an object 10 cm in height is 100 cm from the cameras. This 
object will project a vertical visual angle of 5.7° when viewed directly from 100 cm. A 
number of factors, including display size in particular, will determine the size of the 
object presented on the monitor. The monitor must therefore be positioned to account for 
this. If, for example, the object measures 4 cm in height on the monitor, to project a visual 
angle of 5.7°, the correct viewing distance for the monitor is 40 cm. At this stage, the 
aspect ratio of the monitor should be set to 1:1 as by default it is often not.
The second stage in calculating the correct station point for the observer is to adjust the 
position of the stereo half images so that binocular disparities and vergence angles are the 
same as those when the scene is viewed directly from the position of the remote cameras. 
To set the position of the stereo half images on the monitor correctly, an object is placed 
central to the line of sight of the two cameras at the same distance from the image plane
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of the cameras that the monitor is from the observer. Now, the horizontal alignment of the 
two half images on the screen should be adjusted so that the object produces zero 
disparity on the screen, i.e. the half images overlap completely. Now, all objects within 
the scene will appear on the monitor at the correct size and with the correct vergence 
angle and binocular disparities.
2.2.3 Design and Procedure
All three tasks used the same basic design. The viewing distance was 200 cm and the 
three inter-camera distance (ICD) conditions were 4.6, 9.2, and 18.4 cm for each task. For 
each ICD, there were six trials, making 18 trials per task and 54 overall. Order effects 
were obviated by counterbalancing task order and randomising the order of trials and, 
thereby, ICD conditions. Participants were naïve to the purpose of the experiment and 
were not explicitly informed of changes in ICD.
2.2.3.1 Nulling Task
The depth nulling task (Figure 1.3), based on the Howard-Dolman stereo acuity test (H. J. 
Howard, 1919), required participants to position the central LED, remotely controlled 
through one degree of freedom along the horizontal viewing plane, so that it appeared 
collinear with the two flanking LEDs. These appeared 6° either side of and orthogonal to 
the mid-line, at 200 cm from the camera viewing position. The starting position of the 
central LED was quasi random, with it in front of the plane of the flanking lights on 50% 
of trials and behind on the remaining 50%.
2.2.3.2 Depth Matching Task
The depth matching task (Figure 1.4) required participants to adjust the base-to-apex 
magnitude of one triangle to match the magnitude of a fixed reference triangle of LEDs 
located at a different viewing distance. The base of the fixed reference triangle was 
positioned 141 cm from the camera viewing position and orthogonal to the mid-line. The 
fixed reference triangle was positioned 1.8° above the horizontal plane of the other and its 
base LEDs were 30 cm apart (6.1° either side of the mid-line). The base to apex height 
was fixed at 30 cm for each trial. This choice of distances ensured that, for the smallest 
setting participants made, the angular extent (20 arc min) of the relative displacement 
between fixed and adjustable LEDs was well above the typical detection thresholds for 
relative and absolute displacement (<1 arc min) (McKee, Welch, Taylor, & Browne, 
1991).
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The flanking LEDs of the adjustable triangle were 30 cm apart at 200 cm (4.3° from the 
mid-line). The starting position of the apex light along the horizontal viewing plane was 
quasi-random, with 50% in front of and 50% behind the veridical position.
2.2.33 Shape Task
The shape task (Figure 1.5) required participants to position both the central LED and the 
two flanking lights to form a forward pointing triangle with base and height equal to 15 
cm. The base lights could be moved symmetrically, orthogonal to the mid-line and the 
central LED along the mid-line, as before. Participants were given a handheld 15 cm x 15 
cm “T” as a constant non-visual reference for the size of the triangle they were setting. 
Whilst we do not know how accurately participants can interpret the size of objects from 
grasping alone, there is no reason to expect their interpretation to change over time. 
Therefore, if the participant is unsure about the size of the triangle they are setting at any 
stage of the experiment, the reference ensures that they do not have to rely on memory 
alone. The starting positions along both dimensions were independent and quasi random, 
with 50% less than and 50% greater than the veridical position.
2.3 Results and Discussion
In this section, the results and discussion are presented together under subheadings for 
each task. Each of these subsections begins with a table summarising the results, then data 
for precision and accuracy are analysed and discussed separately. A more general 
discussion and summary of the findings is presented in section 2.4.
Data for each trial on the nulling task were scored for signed error in both centimetres and 
minutes of arc. Errors in depth were scored as positive when a setting was made too far 
from the participant, and negative when a setting was made too near. Data for each trial 
on the matching task and the depth component of the shape task are shown as the depth of 
the triangle set by the participant. Errors in minutes of arc are treated as positive when a 
setting is made too near to the participant, i.e. when the triangle is too long and negative 
when a setting is made too far, i.e. when the triangle is too short. Errors on the base 
setting component of the shape task are treated as positive when the base is greater than 
15 and negative when it is less. The 2-D visual angles of base settings are omitted, as they 
are not directly comparable with disparity angles and provide no useful extra information. 
For each ICD, a measure of accuracy (mean setting/signed error) and of precision (the 
standard deviation) was computed for each participant.
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The data were screened for outliers. Firstly, individual participants’ raw data were 
screened, with individual settings of 1.96 standard deviations above or below the 
participant’s own mean setting being excluded. Secondly, the group data were cleaned, 
with participant means 1.96 standard deviations above or below the group mean being 
excluded. All F values reported are from repeated measures ANOVAs with ICD as the 
within participants factor. For some analyses, the n values reported are less than ten. This 
is because the ANOVA model excludes whole cases where there are missing data— in 
this case because of screening—for one or more levels of the independent variable. 
Protected t tests were used to make pairwise comparisons where a significant F was 
obtained in the ANOVA.
Figure 2.1 shows the settings in centimetres for each of the three tasks. Veridical settings 
would equal 0 cm for the nulling task, 30 cm for the matching task and 15 cm for both 
base and depth settings on the shape task.
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Figure 2.1 Mean settings in cm with standard errors for the nulling, matching, and 
shape tasks (n=9). Veridical settings would equal 0 cm for the nulling task, 30 cm for 
the matching task and 15 cm for both dimensions of the shape task.
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2.3.1 Nulling Task
Table 2.1 shows mean precision and accuracy on the nulling task in centimetres and 
minutes of arc.
Table 2.1 Nulling task precision and accuracy in centimetres and minutes of arc: 
mean standard deviation (SE) and mean signed error (SE).
Inter-camera distance (ICD)
4.6 cm 9.2 cm 18.4 cm
Precision (cm) 2.8 (0.4) 2.2 (0.4) 1.4 (0.3)
(arc min) 1.1 (0.2) 1.7 (0.3) 2.1 (0.4)
Accuracy (cm) 2.5 (1.3) 3.0 (0.8) 2.7 (0.6)
(arc min) 0.9 (0.5) 2.3 (0.6) 4.2 (0.9)
2.3.1.1 Precision
Table 2.1 and Figure 2.2 show that standard deviations, in centimetres, decrease from 2.8 
to 1.4 as ICD increases, F(2, 14) = 4.148, p < .05. Post-hoc t-tests indicate a reliable 
difference between the 4.6 cm and 18.4 cm conditions, t(5) = 2.873, p < .05.
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Figure 2.2 Mean standard deviation (precision) in cm with standard errors for the 
nulling task (n=8).
Regarding the efficiency with which the additional disparity information was used, there 
was no reliable difference between ICD conditions when standard deviations were 
expressed as minutes of arc, F(2, 14) = 3.042, p > .05. It appears that larger inter-camera 
distances facilitate more precise settings on the depth nulling task, but that precision 
remains relatively constant in terms of visual angle. However, Table 2.1 and Figure 2.3 
suggest that there is an upward trend in standard deviation as ICD increases which, if it 
were true, would mean that informational efficiency is not at as high as the ANOVA 
suggests. In fact, if we look again at the ANOVA, the p value for F(2, 14) = 3.042 is .08, 
which means that there is a 92% probability that this trend is reliable.
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Figure 2.3 Mean standard deviation (precision) in arc min with standard errors for 
the nulling task (n=8).
2.3.1.2 Accuracy
With regard to accuracy, as mentioned in section 2.1, owing to the fact that any retinal 
disparity will correspond to a larger depth the further it is from the observer, participants’ 
mean signed error in centimetres on the nulling task is likely to be biased toward positive 
settings (those on the far side of the flanking lights). Figure 2.1 shows this to be the case. 
At the same time, mean signed error in minutes of arc should average out to zero, 
assuming that detection thresholds are determined by retinal disparity alone. Based on 
this, enhancing the disparity information should reduce the size, but not the direction, of 
the bias in centimetres, and have no effect on the settings in minutes of arc.
Table 2.1 and Figure 2.1 shows that signed error, in centimetres, was not reliably different 
across conditions, F(2,16) = 0.166, p > .05. Thus, accuracy on the nulling task did not 
improve with increasing inter-camera distance.
Regarding informational efficiency, there was a small but reliable increase in signed error 
from 0.9 to 4.2 arc min as ICD increased, F(2, 16) = 15.224, p < .001. Post-hoc t-tests 
indicate a reliable difference between the 4.6 cm and 18.4 cm conditions, t(6) = 5.485, p < 
.001, and the 9.2 cm and 18.4 cm conditions, t(6) = 3.256, p < .05. Clearly, the additional 
disparity information available was not used efficiently in estimating the depth difference
61
between the central and flanking lights in the nulling task. Given that cues to depth, other 
than stereopsis, were either controlled or removed from the scene, it is unlikely that 
perceptual conflict is responsible, but rather that oculomotor conflict—that between 
vergence and accommodation—is varying with ICD.
The errors found here are considerably higher than normal thresholds found on similar 
tasks under direct viewing conditions (2 to 6 seconds of arc under the best conditions, 
according to I. P. Howard & Rogers, 1995), suggesting that sensitivity is reduced under 
telepresence. The simultaneous failure of enhanced disparity information to affect the 
mean signed error and its success in reducing the standard deviation of the mean is 
curious in the case of the nulling task. Closer inspection of the standard deviations, in 
minutes of arc, suggests that they increase with ICD—there is an 8% probability of 
finding this pattern by chance— indicating that the observed increase in precision is less 
than 100% of the potential increase. It is possible that, as ICD increases, the fixed 
accommodative response becomes increasingly disparate to the one normally produced 
for the vergence required to fuse the left and right eye images. The problems created by 
increasing ICD appear to cancel out some of the benefits and, at some stage, are likely to 
worsen performance.
2.3.2 Matching Task
Table 2.2 shows mean precision and accuracy on the matching task in centimetres and 
minutes of arc.
Table 2.2 Matching task precision and accuracy in centimetres and minutes of arc: 
mean standard deviation (SE) and mean depth setting (cm)Zsigned error (arc min) 
(SE).
Inter-camera distance (ICD)
4.6 cm 9.2 cm 18.4 cm
Precision (cm) 5.2 (1.0) 5.5 (1.0) 4.9 (1.0)
(arc min) 3.1 (0.6) 6.1 (1.1) 10.2 (2.1)
Accuracy (cm) 33.6 (2.8) 29.3 (1.8) 25.7 (1.2)
(arc min) 2.3 (1.6) -0.4 (2) -8.1 (2.5)
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23.2.1 Precision
Table 2.2 shows that standard deviations, in centimetres, do not reliably change across 
conditions, F(2, 14) = 0.226, p > .05. This is supported by the measure of informational 
efficiency which shows that standard deviations increase from 3.1 to 10.2 when expressed 
as minutes of arc, F(2, 14) = 12.913, p < .005. Post-hoc t-tests indicate a reliable 
difference between the 4.6 cm and 18.4 cm conditions, t(5) = 5.061, p < .01, and the 9.2 
cm and 18.4 cm conditions, t(5) = 2.937, p < .05. Thus, increasing ICD provides no 
advantage for precision on this task.
23.2.2 Accuracy
With regard to accuracy, settings, in centimetres, as shown in Table 2.2 and Figure 2.1, as 
well as signed error in minutes of arc, were reliably different across conditions, F(2, 16) = 
9.856, p < .005, and F(2, 16) = 18.554, p < .001, respectively. In the first case, post-hoc t- 
tests indicate a reliable difference between the 4.6 cm and 18.4 cm conditions, t(6) = 
4.435, p < .01. In the second case, post-hoc t-tests indicate a reliable difference between 
the 4.6 cm and 18.4 cm conditions, t(6) = 5.865, p < .005, and the 9.2 cm and 18.4 cm 
conditions, t(6) = 4.358, p < .01. It would appear that, as ICD increases, accuracy initially 
increases—the set depth decreases from 33.6 cm toward the veridical depth of 30cm— 
and then decreases again, through 29.3 cm to 25.7 cm, suggesting that the scaling factor 
for the disparity information is misjudged. The angular sizes of the disparities set by 
participants are not consistent with the scaling of disparities using an estimate of absolute 
distance: if this was the case, the results should resemble those for the shape task (the 
shape task will be discussed in section 2.3.3 but, for the time being, contrasting the results 
of the shape task with those of the matching task may help to understand the results for 
the matching task). Comparison of depth settings, as shown in Figure 2.1, and depth to 
base ratios, as shown in Figure 2.4, on the two tasks indicate this is not the case.
Figure 2.4 shows the group mean depth to base ratio for the matching and shape tasks. 
Perfect performance would be indicated by a depth:base ratio of 1.
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Figure 2.4 Mean depthrbase ratios for the matching and shape tasks (n=9).
It is clear that performance on the matching task is both more accurate than performance 
on the shape task, as for each condition the depth:base ratio is closer to 1, and less 
affected by changes in ICD, as the slope for the matching task is much flatter than that for 
the shape task.
The fact that depth settings on the matching task do vary with ICD may be due to 
participants incorrectly estimating relative distance, as opposed to absolute distance. In 
other words, the visual system is using the simpler strategy of matching disparities based 
on an estimate of the relative distances of the triangles’ base lights, rather than attempting 
to recover Euclidean structure, but this estimate of relative distance is being perturbed. 
One possible explanation for this is that, as ICD increases, it becomes increasingly 
difficult to fuse the reference triangle and the adjustable one simultaneously, so 
participants view the triangles sequentially. This change of strategy alone does not 
explain the findings because, as we saw earlier, sequential stereopsis is capable of 
recovering good scene structure similar to that achieved with simultaneous stereopsis (see 
section 1.4.1.1). It is possible that, whilst sequential stereopsis is normally effective, the 
oculomotor conflict in this case disrupts its normal functioning.
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Recall that the oculomotor conflict between vergence and accommodation changes at 
every viewing distance because the focal depth of the screen, and therefore 
accommodation, does not change (see section 1.3.2.1). Normally, the divergence of the 
eyes required to move fixation from the near to the far triangle would evoke a change in 
accommodation concordant with the change in focal depth between triangles. Therefore, 
oculomotor conflict is likely to arise each time the participant changes fixation between 
triangles. Sequential stereopsis has been demonstrated with saccadic eye movements 
(Enright, 1996) but the need, with each eye movement, to adjust to a new oculomotor 
conflict could substantially slow down the transition between fixations to the extent that 
information from the first fixation becomes degraded or “forgotten” by the time the 
second fixation is successfully made. It is possible that with an increase in ICD, there not 
only comes an increase in the accommodation/vergence conflict but the nature of the task 
itself may change, adversely affecting accuracy. This may also explain why precision did 
not improve.
2.3.3 Shape Task
2.3.3.1 Base Setting
Table 2.3 shows mean precision and accuracy on the base setting component of the shape 
task in centimetres.
Table 2.3 Shape task (base) precision and accuracy in centimetres: mean standard 
deviation (SE) and mean setting (SE).
Inter-camera distance (ICD)
4.6 cm 9.2 cm 18.4 cm
Precision (cm) 2.4 (0.3) 3.3 (0.7) 3.5 (0.7)
Accuracy (cm) 18.1 (2.4) 18.5 (2.3) 19.4 (2.6)
2.3.3.1.1 Precision
Table 2.3 shows that standard deviations, in centimetres, increase with ICD from 2.4 to 
3.5, however, this trend is not reliable, F(2, 14) = 2.250, p > .05. Precision is unaffected 
by change in ICD, as expected in a 2-D task.
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2.3.3.1.2 Accuracy
With regard to accuracy, base settings, in centimetres, increase with ICD from 18.1 to 
19.4, however, this trend is not reliable, F(2, 16) = 0.724, p > .05, as shown in Table 2.3 
and Figure 2.1. This relative constancy across ICDs suggests that perceived distance did 
not change (much) with ICD, as was one possible outcome. Instead, it appears that 
participants consistently underestimate the viewing distance to the object across 
conditions: observers believe the object to be closer than it is and thus expect the image of 
the object to have a greater angular extent than it should given its real distance. There are 
several possible reasons for this. Firstly, the fixed stimulus to accommodation that is 
dictated by the telepresence system provides a cue to a shorter viewing distance (36.7 
cm). This argument is certainly consistent with Fisher and Ciuffreda’s (1990) finding that 
altered distance registration is “derived from changes either in the accommodation system 
or its associated synkinesis with the vergence system.”
Secondly, there is a tendency for observers to overestimate close distances and 
underestimate far distances (Gogel, 1977a; Johnston, 1991). In Johnston’s (1991) 
experiments, the abathic distance, where the scaling and physical distances are equal, 
averaged 80 cm. The viewing distance used here was 200 cm, so either or both of the 
above explanations could be contributing. However, in the case of the first explanation, 
accommodation would have to have been assigned a small weighting in the computation 
of viewing distance, as the errors were small compared to those we would expect had the 
participants believed the object to be at 36.7 cm. This is possible, however, as in the 
modified weak fusion model the weightings assigned to cues are dynamic, so 
accommodation may have been assigned a low weighting because it was inconsistent with 
other cues.
A third possibility, and one which cannot be ruled out using the available data, here, is 
that observers may have perceived depth correctly but simply tend to imagine 15 cm as 
being larger than it is.
2.3.3.2 Depth Setting
Table 2.4 shows mean precision and accuracy on the depth setting component of the 
shape task in centimetres and minutes of arc.
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Table 2.4 Shape task (depth) precision and accuracy in centimetres and minutes of 
arc: mean standard deviation (SE) and mean depth setting (cm)/signed error (arc 
min) (SE).
Inter-camera distance (ICD)
4.6 cm 9.2 cm 18.4 cm
Precision (cm) 9.4 (1.7) 6.7 (1.1) 5.5 (1.0)
(arc min) 5.5 (1.0) 7.0 (1.2) 10.8 (2.0)
Accuracy (cm) 33.4 (4.4) 23.0 (3.1) 17.5 (2.4)
(arc min) 10.3 (2.5) 8.4 (3.1) 5.5 (4.7)
2.3.3.2.1 Precision
Table 2.4 shows that standard deviations decrease from 9.4 to 5.5 when expressed in 
centimetres, F(2, 16) = 7.684, p < .01, but increase from 5.5 to 10.8 when expressed as 
minutes of arc, F(2, 16) = 11.085, p < .005. In the first case, post-hoc t-tests indicate a 
reliable difference between the 4.6 cm and 9.2 cm conditions, t(6) = 2.637, p < .05, and 
the 4.6 cm and 18.4 cm conditions, t(6) = 3.830, p < .01. In the second case, post-hoc t- 
tests indicate a reliable difference between the 4.6 cm and 18.4 cm conditions, t(6) = 
4.560, p < .01, and the 9.2 cm and 18.4 cm conditions, t(6) = 3.296, p < .05. Performance 
becomes more precise in terms of distance but, because the change is small when 
compared with the magnitude of the change in disparities, it is less precise in terms of 
angular units. Thus, the extra information available to the teleoperator is used 
inefficiently, which is consistent with the less than 100% increase in precision reported 
for the nulling task.
2.3.3.2.2 Accuracy
With regard to accuracy, settings, in centimetres, as shown in Table 2.4 and Figure 2.1, 
were reliably different across conditions, F(2, 16) = 21.918, p < .001. Post-hoc t-tests 
indicate a reliable difference between the 4.6 cm and 9.2 cm conditions, t(6) = 4.254, p < 
.01, and the 4.6 cm and 18.4 cm conditions, t(6) = 6.521, p < .005. It was predicted that, if 
participants did not interpret the change in vergence angle as a change in viewing
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distance, that they would set the triangle to be increasingly squashed as ICD increased. 
This is what appears to have happened. It is also noticeable how poor the overall 
judgement of depth was in this task. If we interpolate the data for ICD = 6.5 cm, the depth 
set is approximately 29 cm; almost twice the veridical setting. When expressed as minutes 
of arc, there was no reliable change in signed error as ICD increased, F(2, 16) = 1.470, p 
> .05, indicating that participants consistently base their settings on a particular 
magnitude of disparity.
These findings suggest that participants are not only poor at forming metric 
representations under minimal cue conditions, but also fail to compensate for changing 
ICD and, therefore, use the same magnitude of disparity to compute depth across 
conditions. The data for the base settings suggest that smaller (or larger) ICDs do not lead 
to greater (or lesser) perceived viewing distances. If participants can accurately, or at least 
consistently, estimate viewing distance in spite of increased ICD, but fail to account for 
increased ICD when scaling disparities, they will produce distortions in judgements of 
shape consistent with the interpretation of disparities as they are distributed when using 
normal ICD, as found here. Thus, a simple explanation for the error in the depth setting is 
that, at the constant perceived distance, participants move the apex light until the disparity 
between base and apex reaches a fixed value. As ICD increases across conditions, the 
depth required to produce this value of disparity becomes smaller, and participants set the 
apex of the triangle increasingly further from them than the veridical position, 
compressing the triangle.
2.4 Summary
The results of this experiment generally support the prediction that the performance under 
telepresence of tasks requiring depth judgements may benefit from enhanced disparity 
information, although factors including oculomotor conflict limit the extent of these 
benefits. The nulling task, a generic alignment task, showed marked improvement in the 
precision of settings as inter-camera distance increased. The data for the shape, or depth 
setting, task also showed greater precision as inter-camera distance increased, although 
the change was less marked. In both cases, analysis of the standard deviation of settings 
in minutes of arc showed that the efficiency with which the additional information 
provided at each increase in ICD was used was less than 100%.
A potential problem for alignment tasks is that performance will naturally exhibit a bias 
to the far side of the target point, as the threshold determined by retinal disparity will
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equate to larger errors that side of it. However, this bias should decrease in size as inter­
camera distance is increased. This was not found, here, and it is unclear why this may 
have been so. One possible explanation discussed was the oculomotor conflict created 
between vergence and accommodation by using a display with a fixed stimulus to 
accommodation. Although the discomfort and perhaps instability of eye position created 
by this conflict may offer a reasonable account of the failure of increased inter-camera 
distance to reduce the size of the bias, it is not obvious why this conflict did not so greatly 
affect the increased precision observed.
The second question asked, here, was whether improvement in performance might be task 
dependent. It is argued that the visual system could, in theory, use three different 
strategies for the three different tasks, as they vary in the complexity of the minimum 
geometry sufficient to complete them. The advantage of this would be that tasks which do 
not require Euclidean geometry, like the nulling and matching tasks, could be completed 
more efficiently, and often more accurately, using other available information, such as 
signed disparity and relative distance, respectively. There is prior evidence from studies 
using these same tasks that this is precisely what the visual system does (Bradshaw et al., 
2000; Parton et al., 1999). These conclusions have been based on comparisons of the 
accuracy of settings made on the different tasks under minimal cue conditions. Here, it 
was possible to manipulate inter-camera distance (and effectively inter-pupil distance), 
and thus examine the role of this source of information, critical in recovering full 
Euclidean geometry from a scene, in performing the three tasks. The results show that 
changing inter-camera distance creates systematic errors in the shape task, which requires 
the recovery of full Euclidean geometry. These errors were consistent with failure to take 
account of the change in inter-camera distance. Performance on the nulling and matching 
tasks appears to be unaffected in the same way by the manipulation of inter-camera 
distance. Although there was a change in performance on the matching task, it did not 
appear to result from a systematic mis-scaling of disparity information, using an incorrect 
inter-camera distance/inter-pupil distance. Rather, it appeared to be a consequence of the 
shortening in the range of fusible depth with increasing inter-camera distance and 
participants being forced to use a sequential, as opposed to simultaneous, viewing 
strategy.
In conclusion, enhancing disparities will increase the precision with which depth settings 
are made. For tasks, such as the matching task, which seem to benefit from simultaneous 
viewing of objects across a range of depth, increasing disparities may, at some point,
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change the nature of the task and become detrimental. The findings suggest that, for tasks 
which do not require the recovery of absolute distance, it may be feasible for the operator 
to set his or her own inter-camera distance to provide optimal disparity information for 
the task in hand, without affecting the accuracy of depth settings. For tasks which do 
require the recovery of absolute distance, it may be possible to train operators to take 
account of increased inter-camera distance to benefit from the greater precision afforded 
by enhanced disparities.
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3 EXPERIMENT TWO: USING ENHANCED MOTION PARALLAX UNDER
TELEPRESENCE
3.1 Introduction
This experiment investigated the potential benefits of enhancing motion parallax 
information by increasing the gain between observers’ head movements and the 
movement of the head-slaved camera system.
In section 1.4.2, the nature and effectiveness of motion parallax as a source of depth 
information was discussed and it was concluded that motion parallax is an effective 
source of relative depth information, with a number of studies suggesting that it is a less 
effective source of absolute depth (Beall et al., 1995; Philbeck & Loomis, 1997; Gogel & 
Tietz, 1973; Gogel & Tietz, 1979; Ferris, 1972). Telepresence research has shown that 
task performance can improve when motion parallax is available (Smets & Overbeeke, 
1995; Ellis et al., 1997; Barfield et al., 1999; Nash et al., 2000).
Like stereopsis, motion parallax information is quite simple to enhance in telepresence 
systems. In Experiment One, we showed that, in the case of stereopsis, increasing the 
inter-camera distance beyond the normal human inter-pupil distance can increase the 
precision with which teleoperators set depth intervals. In the case of motion parallax, we 
can adjust the gain between the teleoperator’s head movement and the movement of the 
cameras to > 1 so, for example, a head movement of 10 cm produces a camera movement 
of 20 cm. This has several potential advantages for task performance, including those 
directly affecting depth judgements such as increasing the precision of depth judgements 
and extending the usable range of motion parallax, as well as indirect benefits such as 
requiring less operator head movement to produce a given amount of parallax 
information, which may reduce fatigue.
Experiment Two adopts the general method and tasks of Experiment One, this time 
examining the effects of enhanced head-motion gain, instead of inter-camera distance, on 
observers’ performance on the depth nulling, matching and setting tasks (section 1.5). 
Again, these tasks are performed under minimal cue conditions, where motion parallax 
provides the only reliable depth information. Owing to technical problems with our 
parallax apparatus, the stimuli in this experiment were computer simulated, although the 
appearance of the stimuli on the screen used by participants was almost indistinguishable 
from camera images of LEDs in a dark room.
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Participants performed each task using head-motion gains of 0.5, 1, 2, and 4. Increasing 
the head motion gain not only increases relative motion between points at different depths 
in the image, but also increases the absolute motion of the whole image. At some stage, 
this overall motion could become detrimental to performance, largely because of the size 
and speed of the eye movements that would be required to fixate the stimulus. One 
solution to this is to rotate the line of sight of the cameras about a point in the scene so 
that this point remains centred on the screen. This way, the relative motion between this 
point and every other is preserved but the global motion of the image is reduced. For the 
nulling task and the shape task, each participant performed the whole task (including all 4 
gain conditions) once with and once without a rotating line of sight to see whether this 
improved performance. For technical reasons, the matching task was not performed using 
a rotating line of sight.
The predictions are largely the same as for Experiment One. For all three tasks, increasing 
head-motion gain, thereby enhancing relative motion, should increase the precision—the 
mean standard deviation—of settings, as measured in units of distance. Precision, 
expressed in angular units (equivalent disparity), should remain unaffected, if it is 
assumed that detection thresholds are simply determined by retinal motion. Examining 
precision in minutes of arc provides a measure of the efficiency with which the enhanced 
information is used. If  precision in minutes of arc is constant across head-motion gains, 
this shows that the information is being used to its full potential, thus informational 
efficiency is high. If the mean standard deviation in minutes of arc of settings increases 
with head-motion gain, however, this will indicate that the information is not being 
exploited to its full potential, thus informational efficiency is low.
With regard to the accuracy—the mean error or position—of settings, the effects of 
increasing head-motion gain may be task specific. In the nulling task, there is no need, in 
theory, to scale the motion parallax information to recover depth. However, if thresholds 
are determined by retinal motion, errors at threshold level will be larger in centimetres 
when the erroneous setting is on the far side of the flanking lights than when it is on their 
near side. Thus, mean signed error in centimetres will be biased toward the far side, but 
remain zero in minutes of arc. A change in head-motion gain should not affect the sign of 
the bias in participants’ settings, but it should reduce the size of it, for the same reason 
that precision should increase. Of course, such a bias will apply to all settings, regardless 
of the task, but examining accuracy in minutes of arc can exclude this as a confounding 
factor.
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In the matching task, the ratio of the angular sizes of the two triangles will not be affected 
by the change in head-motion gain, so it is, at least theoretically, possible to complete the 
task accurately using this information.
In the case of the shape task, where an accurate estimate of viewing distance is required, 
under conditions where only observer-produced motion parallax is available, there are 
two possible outcomes when the novel head-motion gain is applied. Here, we consider the 
case where head-motion gain = 2.
Firstly, for any given head movement and stimulus, increasing head-motion gain to 2 
requires the eye to move through twice the angle it does when gain = 1. This could be 
interpreted as a stimulus half its veridical size at half the veridical viewing distance. If 
this effect were complete, then we would expect participants to compensate for this 
shrinking effect by increasing their base and depth settings by a factor of 2, as 2-D size 
and relative motion scale inversely with viewing distance.
The second possible outcome is that observers do not—or at least do not completely— 
take into account the new angle of eye rotation required to fixate the LEDs as a change in 
viewing distance. Thus, he or she will not need to double base settings in order for them 
to appear the correct size. Now, the doubling of relative motion caused by the head- 
motion gain of 2 will mean that any given depth will produce twice as much relative 
motion as expected at the correctly perceived viewing distance. In order to correctly 
perceive the shape of the triangle, under conditions where the perceived distance:viewing 
distance is greater than 0.5, the participant must decrease the depth between the base and 
the apex of the triangle to smaller than veridical.
As we stated in section 2.1, although each task is different from the others in terms of the 
minimum information required to complete them, we tend to take for granted that the 
visual system is capable of performing an alignment task without recourse to Euclidean 
geometry. The most interesting comparison is that between accuracy on the matching task 
and the shape task: this can show us if the visual system can take advantage of the 
presence of the reference triangle and use assumptions about its relative distance from the 
adjustable triangle to use an alternative strategy to that used to set depth in the shape task.
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3.2 Method 
3.2.7 Participants
Ten unpaid volunteers with normal or corrected to normal vision participated in all 5 
tasks.
3.2.2 Apparatus
Participants performed all trials using an eye patch to cover the non-dominant eye. The 
stimuli were small red computer generated light sources, displayed on a 15 inch SVGA 
monitor (100 Hz), in an otherwise blacked-out scene. The stimuli appeared in the 
horizontal viewing plane, to eliminate height in the visual field as a cue to depth. 
Participants generated motion parallax by making side-to-side head movements through a 
distance of 11 cm at a rate of 1 Hz, using a headrest which could be moved horizontally. 
Restricting head movements ensured that the station point remained correct at all times. 
Dictating the amplitude and frequency of head movements, thus keeping them constant 
across participants and conditions, ensured that changes in gain actually resulted in 
changes in relative motion in the display and not simply a reduction in participants’ head 
movements. A potentiometer signalled the participant’s head position to the PC, via a 
National Instruments DAQ PCI-1200 card, to produce relative motion in the stimuli, 
consistent with motion parallax information from a 3-D scene viewed at 200 cm. The 
motion gain between head movement and vantage point was set to 0.5, 1,2, or 4.
3.2.2.1 Rotating the line o f sight
In addition to performing the nulling, matching and shape tasks using a fixed line of sight, 
participants performed two variations of both the nulling and shape tasks, where the line 
of sight rotated as the head moved in order to keep the stimulus centred on the computer 
screen.
3.2.3 Design and Procedure
The tasks used in Experiment Two were essentially the same as those used in Experiment 
One and described in section 1.5. However, because there were several differences 
between the stimuli used in the two experiments, it is necessary to describe the setup 
again. All tasks required participants to adjust the shape of a forward-pointing “triangle” 
formed by the three light sources at a simulated viewing distance of 200 cm, using motion 
gain conditions of 0.5, 1,2, and 4. There were 10 trials per condition for each nulling task
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and 5 trials per condition for the others, totalling 140 trials per participant. Order effects 
were obviated by counterbalancing task order and randomizing the order of trials and, 
thereby, head-motion gain conditions. Participants were naïve to the purpose of the 
experiment and were not explicitly informed of changes in head-motion gain.
3.2.3.1 Nulling Task
The depth nulling task (Figure 1.3), based on the Howard-Dolman stereo acuity test (H. J. 
Howard, 1919), required participants to position the central LED, remotely controlled 
through one degree of freedom along the horizontal viewing plane, so that it appeared 
collinear with the two flanking LEDs. These appeared 7.5 cm either side of and 
orthogonal to the mid-line, at 200 cm from the observer. The starting position of the 
central LED was quasi random, with it in front of the plane of the flanking lights on 50% 
of trials and behind on the remaining 50%.
3.2.3.2 Depth Matching Task
The depth matching task (Figure 1.4) required participants to adjust the base-to-apex 
magnitude of one triangle to match the magnitude of a fixed reference triangle located at 
a different viewing distance. The base of the fixed reference triangle was positioned 141 
cm from the camera viewing position and orthogonal to the mid-line. The fixed reference 
triangle was positioned 1.8° above the horizontal plane of the other and its base LEDs 
were 15 cm apart (7.5 cm either side of the mid-line). The base to apex height was fixed 
at 15 cm for each trial.
The flanking lights of the adjustable triangle were 15 cm apart (7.5 cm either side of the 
mid-line) at 200 cm. The starting position of the apex light along the horizontal viewing 
plane was quasi random, with 50% in front of and 50% behind the veridical position.
3.2.3.3 Shape Task
The shape task (Figure 1.5) required participants to position both the central light and the 
two flanking lights to form a forward pointing triangle with base and height equal to 15 
cm. The base lights could be moved symmetrically, orthogonal to the mid-line and the 
central light could be moved along the mid-line, as before. Participants were given a hand 
held 15 cm x 15 cm “T” as a reference. The starting position along both dimensions was 
quasi random, with 50% less than and 50% greater than the veridical position.
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3.3 Results
Data for each trial on the nulling task were scored for signed error in both centimetres and 
minutes of arc. Errors in depth are positive when a setting is made too far from the 
participant, and negative when a setting is made too near. Data for each trial on the 
matching task and the depth component of the shape task are shown as the depth of the 
triangle set by the participant. Errors in minutes of arc are positive when a setting is made 
too near to the participant, i.e. when the triangle is too long and negative when a setting is 
made too far, i.e. when the triangle is too short. Errors on the base setting component of 
the shape task are positive when the base is greater than 15 and negative when it is less. 
The 2-D visual angles of base settings are omitted, as they are not directly comparable 
with disparity angles and provide no useful extra information. For each ICD, a measure of 
accuracy (mean setting/signed error) and of precision (the standard deviation) was 
computed for each participant.
The data were screened for outliers. Firstly, individual participants’ raw data were 
screened, with individual settings of 1.96 standard deviations above or below the 
participant’s own mean setting being excluded. Secondly, the group data were cleaned, 
with participant means 1.96 standard deviations above or below the group mean being 
excluded. All F values reported are from repeated measures ANOVAs with ICD as the 
within participant factor. For some analyses, the n values reported are less than ten. This 
is because the ANOVA model excludes whole cases where there is missing data— in this 
case because of screening— for one or more levels of the independent variable. Protected t 
tests were used to make pairwise comparisons where a significant F was obtained in the 
ANOVA.
3.3.1 Nulling Task
Figure 3.1 shows the mean standard deviation (precision) in cm for the nulling and 
rotated nulling tasks.
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Figure 3.1 Mean standard deviation (precision) in cm with standard errors for the 
nulling and rotated nulling tasks (n=8).
Figure 3.2 shows the mean standard deviation (precision) in arc min for the nulling and 
rotated nulling tasks.
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Figure 3.2 Mean standard deviation (precision) in arc min with standard errors for 
the nulling (n=8) and rotated nulling (n=9) tasks.
3.3. L I  Fixed line o f sight
Table 3.1 shows precision and accuracy in centimetres and minutes of arc for the nulling 
task.
Table 3.1 Nulling task precision and accuracy in centimetres and minutes of arc: 
mean standard deviation (SE) and mean signed error (SE).
Motion gain
0.5 1 2 4
Precision (cm) 4.1 (0.7) 1.9 (0.4) 1.0 (01) 1.1 (0.1)
(arc min) 1.9 (0.4) 1.8 (0.4) 1.9 (0.2) 4.2 (0.5)
Accuracy (cm) -0.5 (0.8) -0.2 (0.2) 0.1 (0.2) 0.2 (0.3)
(arc min) -0.3 (0.4) -0.3 (0.2) 0.2 (0.4) 0.8 (1.2)
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Table 3.1 and Figure 3.1 show that precision improves with increasing motion gain 
because SD in centimetres decreases, F(3, 21) = 14.039, p < .001. Post-hoc t-tests indicate 
reliable differences between 0.5 and 1, t(4) = 3.941, p < .02, between 0.5 and 2, t(4) = 
5.724, p < .01, and between 0.5 and 4, t(4) = 5.502, p < .01. This means that the main 
impact of increasing head-motion gain is between 0.5 and 1. Thereafter, the decrease in 
SD from condition to condition is less marked and non-significant and performance even 
worsens slightly between conditions 2 and 4. Consistent with this, when informational 
efficiency is examined, increasing gain appears to produce diminishing returns as, when 
expressed in minutes of arc, precision becomes considerably worse where gain = 4, F(3, 
21) = 12.516, p < .001, as shown in Figure 3.2. Post-hoc t-tests indicate reliable 
differences between 0.5 and 4, t(4) = -4.874, p < .01, between 1 and 4, t(4) = -5.072, p < 
.01, and between 2 and 4, t(4) = -5.055, p < .01. If precision in centimetres increased 
linearly with motion gain, it would remain constant when expressed in minutes of arc.
Motion gain had a reliable effect on neither accuracy expressed in centimetres, F(3, 24) = 
0.555, p > .5, nor in minutes of arc, F(3, 24) = 0.515, p > .5.
33.1.2 Rotating line o f sight
Table 3.2 shows precision and accuracy in centimetres and minutes of arc for the nulling 
task with rotating line of sight.
Table 3.2 Rotated nulling task precision and accuracy in centimetres and minutes of 
arc: mean standard deviation (SE) and mean signed error (SE).
Motion gain
0.5 1 2 4
Precision (cm) 3.0 (0.6) 2.1 (0.4) 0.7 (0.1) 0.5 (0.1)
(arc min) 1.4 (0.3) 2.0 (0.3) 1.5 (0.2) 2.2 (0.3)
Accuracy (cm) -0.1 (0.5) -0.1 (0.3) 0.2 (0.2) 0.0 (0.1)
(arc min) -0.1 (0.2) -0.2 (0.3) 0.3 (0.5) -0.1 (0.3)
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Table 3.2 suggests that, when the line of sight was rotated about the stimulus, the increase 
in precision was more marked than in the unrotated condition. Comparison of the almost 
parallel slopes for the unrotated and rotated conditions in Figure 3.1, however, suggests 
that SD in centimetres was consistently lower than in the unrotated task and decreased as 
motion gain increased, F(3, 21) = 11.997, p < .001, but that the rate of improvement is 
similar. Post-hoc t-tests indicate reliable differences between 0.5 and 2, t(4) = 4.790, p < 
.01, between 0.5 and 4, t(4) = 5.197, p < .01, and between 1 and 4, t(4) = 3.179, p < .05. 
When precision in cm for the unrotated and rotated nulling conditions are compared in a 
repeated measures ANOVA with head-motion gain and rotation as within subjects 
factors, gain has an overall effect, F(3, 18) = 17.114, p < .001, whilst rotation approaches 
significance, F(l, 6) = 5.406, p = .059, with no interaction between the two. This means 
that in both conditions SD decreased with increasing head-motion gain, that the effect of 
gain is not different between the unrotated and rotated conditions, i.e. SD changes at a 
similar rate, but that there is an emerging trend for the mean SD for each gain condition to 
be lower in the rotated condition. This is consistent with the slopes in Figure 3.1.
Importantly, motion gain had no reliable effect on SD expressed in minutes of arc, F(3, 
24) = 2.772, p > .05, which means that more of the extra precision afforded by the gain 
increase was exploited than in the unrotated condition (where SD in minutes of arc 
increased reliably), thus informational efficiency is higher. Comparison of the two slopes 
in Figure 3.2 shows how rotating the line of sight produced greater increase in the 
precision of settings in the nulling task. This appears to be mostly owing to the relative 
improvement in performance when gain = 4.
Again, motion gain had a reliable effect on neither accuracy expressed in centimetres,
F(3, 24) = 0.205, p > .5, nor in minutes of arc, F(3, 24) = 0.456, p > .5.
3.3.2 Matching Task
Figure 3.3 shows the mean depthrbase ratios for the matching, shape, and rotated shape 
tasks.
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Figure 3.3 Mean depth:base ratios for the matching (n=7), shape (n=9), and rotated 
shape (n=8) tasks.
Table 3.3 shows precision and accuracy in centimetres and minutes of arc for the 
matching task.
Table 3.3 Matching task precision and accuracy in centimetres and minutes of arc: 
mean standard deviation (SE) and mean depth setting (cm)/mean signed error (arc 
min) (SE).
Motion gain
0.5 1 2 4
Precision (cm) 11.5 (3.4) 9.3 (2.8) 6.7 (2.6) 8.0 (3.1)
(arc min) 5.8 (1.6) 9.9 (2.7) 14.1 (4.9) 30.8 (9.6)
Accuracy (cm) 11.9 (2.2) 13.9 (4.2) 12.5 (2 3) 13.1 (2.7)
(arc min) -2.0 (1.3) -2.5 (4.6) -4.3 (4.4) -17.6 (15.1)
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Table 3.3 suggests that precision did not improve with increased motion gain, F(3, 21) = 
1.166, p > .1. The drop in SD from 0.5 to 2 appears promising, however, it increases 
again for gain = 4, and the SD expressed in minutes of arc increases with motion gain,
F(3,21) = 7.248, p < .005. Post-hoc t-tests indicate reliable differences between 0.5 and 
4, t(4) = -4.340, p < .02, between 1 and 4, t(4) = -3.624, p < .05, and between 2 and 4, t(4) 
= -2.897, p < .05, strongly suggesting that gain condition 4 heavily influenced the results.
Accuracy expressed in centimetres and minutes of arc was unaffected by motion gain,
F(3, 18) = 0.172, p > .5 and F(3, 21) = 1.102, p > .1, respectively, which is precisely what 
we predict for the matching task. Figure 3.3 shows the mean depth:base ratio of the 
triangles set by participants for each motion gain on the matching task. The slope is 
almost flat, suggesting that the metric used for completing the task is not dependent on 
knowledge of absolute distances. This is supported by an ANOVA showing no effect of 
motion gain on depth:base ratio, F(3, 18) = 0.172, p > .5.
3.3.3 Shape Task
3.3.3.1 Fixed line o f sight
3.3.3.1.1 Base Setting
Table 3.4 shows precision and accuracy in centimetres for base settings on the shape task.
Table 3.4 Shape task (base) precision and accuracy in centimetres: mean standard 
deviation (SE) and mean signed error (SE).
Motion gain
0.5 1 2 4
Precision (cm) 2.4 (0.7) 2.8 (0.7) 2.5 (0.5) 4.2 (1.0)
Accuracy (cm) 10.7 (1.3) 11.7 (1.1) 11.2 (1.3) 15.4 (1.9)
We would not predict any effect of motion gain on the precision with which the base of 
the triangle is set in the shape task. Table 3.4 shows that the data for the first three motion 
gains, 0.5, 1, and 2 are quite similar, however the ANOVA shows an effect for SD in 
centimetres, F(3, 21) = 5.139, p < .01. Post-hoc t-tests indicate reliable differences
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between 0.5 and 4, t(4) = -3.428, p < .05, between 1 and 4, t(4) = -2.798, p < .02, and 
between 2 and 4, t(4) = -3.258, p < .02, suggesting that the condition where gain = 4 is 
responsible for the main effect. It is likely that the gain in this condition is excessive and 
impedes performance, even in a 2-D task, at least where the line of sight is not rotated.
The results for accuracy on the base settings are roughly in keeping with the prediction 
that, as gain increases, stimuli appear closer and thus must subtend a larger visual angle to 
appear 15 cm across. This trend is reliable, F(3, 21) = 8.210, p = .001, although, again, 
the condition gain = 4 appears to be responsible for most of the effect, as post-hoc t-tests 
indicate reliable differences between 0.5 and 4, t(4) = -4.464, p < .02, between 1 and 4, 
t(4) = -3.533, p < .05, and between 2 and 4, t(4) = -3.943, p < .05.
3.3.3.1.2 Depth Setting
Table 3.5 shows precision and accuracy in centimetres and minutes of arc for depth 
settings on the shape task.
Table 3.5 Shape task (depth) precision and accuracy in centimetres and minutes of 
arc: mean standard deviation (SE) and mean depth setting (cm)/mean signed error 
(arc min) (SE).
Motion gain
0.5 1 2 4
Precision (cm) 11.5 (1.8) 9.3 (2.5) 6.5 (1.6) 9.8 (3.0)
(arc min) 6.4 (0.9) 10.2 (2.8) 13.3 (3.1) 38.9 (10.2)
Accuracy (cm) 13.2 (3 3) 12.8 (4.7) 7.4 (3.5) 7.9 (4.0)
(arc min) 1.6 (1.6) -0.6 (4.9) -14.4 (7.1) -24.6 (17.1)
As Table 3.5 shows, contrary to our predictions, increasing motion gain had no effect on 
precision (SD in centimetres) in depth setting, F(3, 18) = 1.050, p > .1. Accordingly, 
when expressed in minutes of arc, precision decreases with increasing motion gain, 
F(3,18) = 8.107, p = .001. Post-hoc t-tests indicate reliable differences between 0.5 and 4, 
t(3) = -4.444, p < .05, between 1 and 4, t(3) = -3.915, p < .05, and between 2 and 4, t(3) =
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-3.494, p < .05. It appears that condition gain = 4 may have interrupted the trend that 
seems to be apparent for the first three gain settings expressed in centimetres. The post 
hoc tests for SD in minutes of arc support this, as condition gain = 4 is the only one 
reliably different from any other condition.
Surprisingly, motion gain appears not to have affected the accuracy of depth settings on 
this task, expressed in centimetres, F(3, 24) = 1.798, p > .1, or in minutes of arc, F(3, 24)
= 2.654, p > .05. Although mean depth does generally decrease with motion gain, which 
is what we expect, providing perceived distance does not change proportionally with gain 
(see section 2.1), the standard errors of the means are relatively large. Figure 3.3 shows 
the mean depthibase ratio of the triangles set by participants for each motion gain on the 
shape task. This measure gives an overall picture of how shape judgements are affected 
by motion gain, taking into account both depth and base settings. The slope appears to be 
much steeper than that for the matching task, however the standard error of the means are 
very large and an ANOVA showed no effect of motion gain on depthibase ratio, F(3, 24)
= 0.910, p > . l .
3.3.3.2 Rotating line o f sight
3.3.3.2.1 Base Setting
Table 3.6 shows precision and accuracy in centimetres for base settings on the rotated 
shape task.
Table 3.6 Rotated shape task (base) precision and accuracy in centimetres: mean 
standard deviation (SE) and mean signed error (SE).
Motion gain
0.5 1 2 4
Precision (cm) 2.7 (0.6) 2.7 (0.7) 2.4 (0.6) 2.4 (0.5)
Accuracy (cm) 11.8 (1.2) 13.4 (1.8) 12.2 (1.6) 13.0 (1.8)
Table 3.6 shows that when using a rotating line of sight, motion gain had an effect on 
neither precision (SD in centimetres), F(3, 24) = 0.667, p > .5, as we predict for the 2-D 
part of this task, nor accuracy (settings in centimetres), F(3, 27) = 1.279, p > .1.
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33.3.2.2 Depth Setting
Table 3.7 shows precision and accuracy in centimetres for depth settings on the rotated 
shape task.
Table 3.7 Rotated shape task (depth) precision and accuracy in centimetres and 
minutes of arc: mean standard deviation (SE) and mean depth setting (cm)/mean 
signed error (arc min) (SE).
Motion gain
0.5 1 2 4
Precision (cm) 11.7 (3.6) 6.1 (1.6) 5.6 (2.0) 4.6 (1.7)
(arc min) 6.4 (1.9) 6.3 (1.6) 10.6 (3.3) 17.6 (6.1)
Accuracy (cm) 17.3 (3.2) 12.3 (2.4) 8.3 (1.9) 5.2 (1.2)
(arc min) 1.8 (1.8) -2.5 (2.5) - 13.9 (3.9) -40.8 (4.8)
Using a rotating line of sight, precision (in centimetres) steadily increases with motion 
gain, F(3, 24) = 6.126, p < .005. Post-hoc t-tests indicate reliable differences between 0.5 
and 1, t(5) = 3.068, p < .05, between 0.5 and 2, t(5) = 3.346, p < .05, and between 0.5 and 
4, t(5) = 3.887, p < .02. This effect is not complete, though, as SD in minutes of arc 
increase with motion gain, F(3, 24) = 4.920, p < .01. Post-hoc t-tests indicate reliable 
differences between 0.5 and 4, t(5) = -3.298, p < .05, and between 1 and 4, t(5) = -3.347, 
p < .05.
Accuracy actually decreases as motion gain changes from 1, as we predict for a task 
requiring Euclidean structure, F(3, 21) =19.112, p < .001. The trend is more pronounced 
than when the line of sight was not rotated, and the standard errors of the means are 
smaller. Post-hoc t-tests indicate reliable differences between 0.5 and 1, t(4) = 2.966, p < 
.05, between 0.5 and 2, t(4) = 5.316, p < .01, between 0.5 and 4, t(4) = 7.154, p < .01, and 
between 1 and 4, t(4) = 4.188, p < .02.
Motion gain also has a reliable effect on accuracy expressed in minutes of arc, with 
accuracy decreasing as motion gain increases, F(3, 21) = 108.201, p < .001. Post-hoc t-
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tests indicate reliable differences between 0.5 and 2, t(4) = 6.003, p < .01, between 0.5 
and 4, t(4) = 16.361, p < .002, between 1 and 2, t(4) = 4.356, p < .01, between 1 and 4, 
t(4) = 14.714, p < .002, and between 2 and 4, t(4) = 10.358, p < .002.
Figure 3.3 shows the mean depthibase ratio of the triangles set by participants for each 
motion gain on the rotated shape task. This measure gives an overall picture of how shape 
judgements are affected by motion gain, taking into account both depth and base settings. 
The slope appears to be much steeper than that for the matching task and the unrotated 
shape task. An ANOVA showed a reliable effect of motion gain on depthibase ratio, F(3, 
21) = 8.220, p = .001. Post-hoc t-tests indicate reliable differences between 0.5 and 2, t(4) 
= 3.376, p < .05, between 0.5 and 4, t(4) = 4.677, p < .01, and between 1 and 4, t(4) = 
2.960, p < .05.
3.4 Discussion
To summarise, in the nulling task, precision improved with motion gain for both rotated 
and unrotated conditions, although performance in the rotated conditions was overall 
more precise. Informational efficiency was higher when the line of sight was rotated. 
Accuracy was overall unaffected. In the matching task there was no improvement in 
precision and informational efficiency was low. Accuracy was unaffected, as predicted. In 
the shape task, for base settings, neither accuracy nor precision was affected in the rotated 
condition, however, in the unrotated condition there was some evidence that participants 
perceived the base of the triangle at a closer distance as gain increased and precision in 
the highest gain condition was significantly reduced. For depth settings, precision 
improved only in the rotated condition and even then informational efficiency was not 
complete. Accuracy was unaffected by gain in the unrotated condition, but changed as 
predicted in the rotated condition.
The findings of this experiment generally support the prediction that increasing the 
motion gain in parallax systems can increase the precision with which operators perform 
depth tasks. This appears to be especially true where the line of sight is rotated to keep the 
stimulus centred on the monitor screen. This rotation appears to become increasingly 
important with larger motion gains.
Regarding the evidence for the task dependent use of motion parallax information, the 
picture is not entirely clear. Whilst it is clear that the shape set on the depth matching task 
was unaffected by change in motion gain and that the shape set on the shape task with
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rotated line of sight was, the finding for the shape task where the line of sight is not 
rotated proves problematic. Although Figure 3.3 suggests a trend in the data for the 
unrotated shape task similar to that in the rotated shape task, the ANOVA identifies no 
such trend and, therefore, we must draw the same conclusion from these data that we do 
for the matching task; that there is no effect of motion gpin. It is not reasonable to exclude 
the data for the unrotated shape task as the fact that rotating the line of sight was 
sufficient to produce a difference between the two shape tasks means that the conditions 
under which the depth matching task was performed are mismatched with the rotated 
shape task. When comparing these two conditions, it could very reasonably be argued that 
the reason the matching task was unaffected by motion gain is that the line of sight was 
unrotated, not because of differing task requirements.
It seems likely that the failure to find an effect of motion gain on the unrotated shape task 
is largely attributable to the very large standard errors of the means. This large inter­
participant variability may be indicative of a basic uncertainty about, or difficulty in, 
making sensible-looking settings when the line of sight is unrotated. Particularly in the 
highest gain conditions, the extra amount of image motion may have been too great to use 
for setting depth with any accuracy, and thus produced greater variation between 
participants’ settings than found in the rotated shape task, where image motion was, to a 
greater extent, limited to useful motion information between the flanking lights and apex 
light. The primary purpose of this experiment was to investigate the hypothesis that there 
are potential benefits to precision of depth settings from using motion gains > 1. The 
findings support this hypothesis. The second aim, to determine whether the potential 
detriment to task accuracy from using motion gains > 1 is task dependent, has produced 
inconclusive results.
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4 EXPERIMENT THREE: CAN TELEPRESENT OBSERVERS LEARN TO USE
ENHANCED BINOCULAR DISPARITIES?
4.1 Introduction
Experiment One demonstrated that enhancing binocular disparity information, by 
increasing inter-camera distance beyond normal inter-pupil distance, increases the 
precision with which tasks requiring depth judgements are performed but that the effect 
on accuracy is more dependent on the type of judgement required by the task. The data 
showed that some tasks, in this case an alignment (section 2.3.1) and a depth matching 
task (section 2.3.2), can be performed using less than Euclidean geometry and that 
performance accuracy on such tasks is largely unaffected by changing inter-camera 
distance per se, although doing so may have implications for oculomotor conflict, which 
can degrade performance. Changing the inter-camera distance on a task requiring 
judgement of absolute depth (the shape task), however, produced systematic errors in 
depth settings that are consistent with observers’ failure to take into account the change in 
inter-camera distance (effectively a change in inter-pupil distance) and its effect on 
binocular information (see section 2.3.3).
As we saw previously in section 2.1, Equation4.1 shows that to recover depth (d) from 
the magnitude of retinal disparities, both the viewing distance (D) and the observer’s 
inter-pupil distance (I) must be known.
Equation 4.1 Horizontal binocular disparity in radians.
disparity ~ — — r 
D { D - d )
Under normal viewing conditions, the inter-pupil distance is the observer’s own and is 
stable across most of the life span. If the system “knows” the inter-pupil distance, this 
leaves the observer only viewing distance to estimate. When the assumption that the inter­
pupil distance is constant is violated, the interpretation of vergence information as a cue 
to absolute depth, and as a scaling factor for disparities, becomes ambiguous. Similar to 
those discussed in section 2.1—although not precisely the same because here the 
participant is given the base size as opposed to setting it—there are two possible 
outcomes when the novel ratio of inter-camera distance to inter-pupil distance (ICD/IPD) 
is applied under conditions where only binocular distance cues are available.
Firstly, observers may take into account the new vergence angle as a change in viewing 
distance. If this effect were complete, then settings would not change. For example, 
where ICD/IPD = 2, the configuration of lights in which base = height =10 cm, would 
appear half the size and twice as near. Although the disparities scale with the inverse of 
the viewing distance squared, thus corresponding with a depth setting of 2.5 cm, because 
ICD/IPD = 2 doubles the disparity, the lights would appear in configuration base = height 
= 5 cm. In other words, base = height, although the overall size is changed by a factor of 
2 .
In extensive pilot studies, however, we established that changes in ICD/IPD were not 
taken into account completely as changes in viewing distance. The triangles set by 
participants became squashed as ICD increased, indicating that the new vergence angle 
was not taken into account as a closer viewing distance and that veridical settings then 
produced what appeared to be too much disparity for the perceived distance. This finding 
is also consistent with the findings from Experiment One, using a similar task. 
Participants’ base settings were relatively constant across ICDs and their depth settings 
were made with a constant disparity value resulting in squashed triangles when ICD 
increased and stretched triangles when ICD decreased. Therefore, the second possible 
and, from the evidence we have, most likely outcome in Experiment Three is that 
different ICD/IPD ratios will result in distortions of perceived shape. In the case 
described above, when perceived distance:viewing distance is greater than 0.5, depth 
should be set smaller than veridical.
The purpose of Experiment Three is to determine whether teleoperators can be trained to 
use enhanced binocular disparities without making the errors in depth judgement found in 
Experiment One. If they can, it means that teleoperators performing tasks involving 
absolute depth judgements may be able to take advantage of the potential increase in 
precision enhanced binocular disparities afford, without the adverse effect on accuracy. 
Learning to make judgements of absolute depth accurately may involve re-calibration of 
the relationship between the angle of eye vergence and viewing distance, and of the visual 
system’s knowledge of the distribution of disparities over distance. Full adaptation at this 
level might lead to a perceptual experience that is indistinguishable from perception with 
normal disparities. Assuming that the visual system “knows” inter-pupil distance only in 
the sense that it has been calibrated to it, it should be possible for observers to learn a 
novel relationship between binocular cues and the geometry of space. Although 
development involves a larger time scale, such a mechanism would be the most efficient
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for adaptation to the increase in inter-pupil distance that occurs between birth and 
adulthood.
There is considerable evidence suggesting that the human visual system is highly 
adaptable to unusual visual conditions. Among the first to investigate perceptual 
adaptation was Helmholtz (1867/1925), who used prism spectacles that laterally displaced 
the visual world by approximately 11°. He found that, although everything appears 
normal when looking through them, when a participant closes his eyes and reaches for an 
object he just looked at (open loop), his hand misses the object by the prism’s angle of 
displacement. However, such errors are easily overcome by practising reaching for the 
object with visual feedback (closed loop). Following adaptation to the displaced image, 
Helmholtz found that, on removal of the prism spectacles, open loop reaching errors 
occurred in the opposite direction to the original image displacement. Such negative 
aftereffects are taken as evidence against conscious correction on the part of the 
participant during the adaptation period and as evidence for perceptual adaptation.
It is, however, possible that an observer in our experiment learns to use enhanced 
disparities to make accurate depth settings by correcting the fit between the specific 
output required by the task and the altered perceptual input, without any change in his or 
her perceptual experience. Indeed, perceptual adaptation is far from an all or nothing 
effect. Participants in Helmholtz’s experiment who adapt to the displacing prism using 
their right arm show no aftereffect when tested on the left arm, and Stratton (1896) and 
Kohler (1962) both described gradual and fragmentary adaptation to an inverted—or, 
strictly speaking, uninverted—visual field. Rather than being unitary, it seems likely that 
our perception of the world, whether we mean our subjective experience of it or our 
behavioural responses to it, is a complex collection of inputs and outputs and we should 
therefore not assume that perceptual adaptation is an all-or-nothing phenomenon. We 
shall return to this issue in Experiment Five.
Experiment Three uses a classic test-adapt-retest design. The task participants perform is 
a modified shape task (see Figure 1.5) that requires them to set the depth of a central 
light, in relation to two flanking lights, to form a forward pointing isosceles “triangle” of 
equal base and height. This task requires disparities to be scaled using an accurate 
estimate of viewing distance, in other words, full Euclidean geometry. Note that now, 
unlike in Experiments One and Two, participants are given the base of the triangle rather 
than setting it themselves.
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Following an initial measurement phase (test) where ICD/IPD = 1, ICD/IPD was changed 
to equal 0.5 or 2, and the observer continued to make settings. During this adaptation 
phase, feedback about accuracy on each trial was given in either of two ways: “direct” or 
“symbolic”. The former showed the correct setting to the observer so that the value set 
and the veridical value could be compared directly while the latter displayed the direction 
and magnitude of any error in numerical form. Two forms were chosen because providing 
symbolic feedback during training in real telepresence scenarios may be simpler and more 
cost-effective than providing visual feedback. Training with visual and symbolic 
feedback here should show if the two differ in their relative effectiveness. If the learning 
involves conscious adjustment, both forms should be effective but, if it is sensory in 
nature, symbolic feedback may not be (as) effective.
After a performance criterion was reached, ICD/IPD was returned to 1 and the observer 
was tested further (retest), without veridical feedback. The degree to which learning 
occurred was revealed by the change in bias between the pre and post adaptation settings: 
if the difference between pre- and post-training settings is reliably different to zero and in 
the predicted direction, learning can be said to have occurred. After successful training 
where the ICD/IPD = 2, settings in the post-training phase should be larger than veridical. 
The effect should be opposite for ICD/IPD = 0.5, i.e. post-training settings will be smaller 
than veridical. Note that the procedure was the same throughout the experiment but, in the 
pre- and post-adaptation phases, feedback was based on the value set on each trial, rather 
than on the veridical value.
4.2 Method
4.2.1 Participants
Fourteen volunteers with normal (or corrected to normal) vision and normal stereoscopic 
vision, as measured by the Frisby test, participated in both ICD/IPD = 0.5 and ICD/IPD = 
2 conditions. Seven participants were tested under both visual and symbolic forms of 
feedback, whilst 2 were tested under visual feedback only and 5 under symbolic feedback 
only. The analyses reported here include only the data from the 7 participants who were 
tested under both conditions.
4.2.2 Apparatus
Stereoscopic images of a virtual scene were interlaced to encode left and right images on 
odd and even fields, and displayed at 100 Hz on a 19" SVGA monitor. Using a simple
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field switch, half of the fields were displayed to one eye and half to the other by 
synchronising the liquid crystal shutters of the glasses, worn by observers, to the field 
rate. Observers viewed the monitor at 65 cm, at which distance a stimulus on the monitor 
would subtend the same visual angle as it would if viewed directly from the same 
distance. The two images on the screen were positioned horizontally so that a stimulus 65 
cm from the station point produced zero disparity on the monitor and appeared flush with 
the screen. Simulating normal inter-pupil distance (approximately 6.5 cm), disparity 
information provided to the observer corresponded with that which he or she would 
receive viewing the scene under natural conditions, from the real station point.
The visual stimuli were three computer generated red point light sources in an otherwise 
blacked-out scene. These appeared in the horizontal viewing plane, so as to eliminate 
height in the visual field as a cue to depth. Simulating the normal inter-camera distance 
(6.5 cm), binocular depth cues were consistent with a viewing distance of 141 cm for the 
flanking lights. The distance between these two lights, in the lateral plane, varied 
throughout the course of the experiment. The apparent position of the central light could 
be moved along the horizontal viewing plane.
4.2.3 Design and Procedure
The experiment consisted of a pre-training test phase, a training phase, and a post-training 
test phase. Most participants performed the entire procedure four times, training with both 
ICD/IPD settings under both visual and symbolic feedback modes. Participants performed 
both ICD/IPD conditions under one feedback mode within the same day and both 
ICD/IPD conditions under the other feedback mode within a subsequent day. 
Counterbalancing was used to obviate order effects, such that ICD/IPD was 
counterbalanced within the counterbalancing for feedback mode. Where participants 
performed only one feedback condition, ICD/IPD was counterbalanced as normal within 
that condition.
The task required observers to move the central light, in relation to the two flanking 
lights, to form a forward pointing isosceles “triangle” of equal base and height. The 
starting position of the central light was quasi-random, with 50% less than and 50% 
greater than the veridical position. In the pre-training phase, observers performed 20 
settings on the shape task, where ICD/IPD = 1 (6.5 cm). Each of 4 base sizes (5 cm, 10 
cm, 15 cm and a random point between 5 and 15 cm) was presented 5 times in a random 
sequence. In the training phase, observers were trained to a criterion on the shape task,
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where ICD/IPD = 0.5 (3.25 cm) or 2 (13 cm). Here, all base sizes were randomly selected 
from between 5 and 15 cm. A minimum of 32 trials was performed, after which 6 out of 8 
consecutive trials were required to be within 20% (where ICD/IPD = 2) or 30% (where 
ICD/IPD = 0.5) of the veridical setting. After 42 trials, and every 10 thereafter, the error 
range was increased by increments of 2.5%, e.g. 22.5% after 42 trials and 25% after 52 
trials.* In the post-training phase, observers performed 15 more settings on the shape 
task, where ICD/IPD = 1. Each of 3 base sizes (5 cm, 10 cm and 15 cm) was presented 5 
times in a random sequence.
In the direct visual feedback condition, after the observer completed a setting, a further 
light, in the correct 3-D position, was shown above the experimental configuration. In the 
symbolic condition, a numerical description of performance was given as a signed error in 
mm, after each setting. In the pre and post adaptation phases, feedback was based on the 
value set on each trial, rather than on the veridical value. An audible “beep” was also used 
to indicate when settings fell within the performance limit.
*These values were determined during pilot studies. We tried to roughly match the 
ICD/IPD conditions for difficulty and consequently, because reducing ICD reduces 
precision, the criteria had to be less stringent for ICD/IPD = 0.5 than for ICD/IPD = 2.
The criteria were gradually relaxed, as the number of training trials increased, to allow for 
individual differences in precision: if the criteria remained fixed, many participants who 
demonstrated learning would be excluded because they couldn’t quite reach the initial 
criteria. Clearly, it would not be in our interest to include participants who failed to 
demonstrate any learning as it would mask any real effect. Rather, the criteria used 
represent a compromise between including only the strongest participants and throwing 
out a large proportion of the sample—which would have implications for the 
generalization of the findings—and including a large proportion of participants at the risk 
of including those who haven’t genuinely learnt anything.
4.3 Results
Table 4.1 shows the mean number of trials taken to reach criterion (6 out of 8 consecutive 
trials correct) for each ICDiIPD condition within each feedback mode, and the error range 
allowed at that number of trials.
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Table 4.1 Mean number of trials performed and the error range in effect when 
participants reached performance criteria for ICDrlPD conditions 0.5 and 2 using 
direct and symbolic feedback.
Condition
Feedback mode Direct (n=7) Symbolic (n=7)
ICD/IPD 0.5 2 0.5 2
Mean number of trials (SE) 78.3 (13.5) 102.9(28.2) 57.4(8.6) 71.0(10.6)
Final error range 40% 37.5% 35% 27.5%
For each pre- and post-training trial, the ratio of the depth:base of the triangle set by the 
participant was calculated. The mean pre-training depth:base ratio was then subtracted 
from the mean post-training depthibase ratio. If no change occurs between pre- and post­
training, a value not reliably different from zero will be returned. However, if an 
aftereffect of training is obtained, a difference reliably greater or smaller than zero will be 
returned.
Figure 4.1 shows the mean change in depthibase ratio between the pre- and post-training 
phases for visual, symbolic, and combined feedback conditions for ICD:IPD=0.5 and 
ICD:IPD=2.
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Figure 4.1 Mean change in depthibase ratio between the pre- and post-training 
phases for visual (n=7), symbolic (n=7), and combined (n=7) feedback conditions for 
ICD:IPD=0.5 and ICD:IPD=2.
Figure 4.1 clearly shows that for both visual and symbolic feedback conditions, training 
with ICD/IPD = 0.5 leads to smaller depth settings in post-training trials than were set in 
pre-training trials. When ICD/IPD = 2 during training, the opposite effect is found, where 
participants make larger depth settings in post-training trials than in pre-training trials. 
There is also apparently little difference between performance on the visual feedback and 
the symbolic feedback conditions. A repeated measures ANOVA showed no effect of 
mode of feedback, F(l, 6) = .087, p > .5, but a strong effect of the ICD/IPD setting used 
during training, F(l, 6) = 21.777, p < .005, and no reliable interaction between the two 
factors, F(l, 6) = .461, p > .5. It is therefore legitimate to collapse the data across 
feedback conditions, as shown in the combined condition in Figure 4.1.
One-sample t tests were used to compare the changes in mean depthibase ratios between 
pre- and post-training trials with a test value of zero. Both ICD/IPD = 0.5 and ICD/IPD = 
2 were reliably different from zero, in the predicted directions, t(6) = -4.598, p < .005 and 
t(6) = 3.364, p < .01, respectively.
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4.4 Discussion and Conclusions
The main conclusion is that it appears possible for telepresent observers to learn to use 
novel inter-camera distances. This means that the benefits of using increased inter-camera 
distance that were demonstrated for depth nulling and depth matching tasks in 
Experiment One can be extended to depth setting tasks, so that they can be performed 
more precisely, without the systematic errors produced in Experiment One.
The fact that there was no difference between learning using direct and symbolic forms of 
feedback suggests that the learning did not occur at the level of re-calibrating the mapping 
of disparities to depth or altering distance registration from eye vergence. If some form of 
low-level adaptation were taking place, it would be hard to explain how the symbolic 
feedback facilitated this. Rather, it seems more likely that, during training, participants 
recalibrated their knowledge of how equivalent width and depth intervals appear. In other 
words, rather than the percept changing in the way that is sometimes reported after long 
exposure to prismatic distortions (e.g. Kohler, 1962), the participants in this study 
overcame their preconceptions of how the stimuli “should” or “normally” look. With 
sufficient practice, they learned to estimate accurately what the stimuli truly look like 
under the given viewing conditions. This is not the same as simply learning how to set a 
few different stimuli: training involved 11 different sized stimuli presented randomly 
across a minimum of 38 trials which should reduce the likelihood of participants rote 
learning targets. Rather, they would appear to have learned something general about how 
2-D intervals relate to depth intervals.
One potential problem with the design of this experiment became appareil when piloting 
a similar design for Experiment Four, which essentially replicated the current study using 
motion parallax in place of stereopsis. Fortunately, the problem does not affect the 
general conclusions of the current experiment, for reasons that will be explained, although 
it may have implications for how far we can generalise the results beyond certain tasks.
The problem arises from using similar stimuli during the test and training phases. The 
logic of test-adapt-test designs such as the one used here requires that the pre- and post­
training conditions be identical. When the training phase itself provides retrospective 
feedback on performance on the pre-training phase, the participant will begin the post­
training trials with additional knowledge about the task, thus pre and post are no longer 
identical.
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In the current experiment, participants received false feedback on their pre- and post­
training trials, such that they were led to believe they were correct on every trial. Also, 
when participants’ pre-training settings are quite accurate, which in this experiment most 
were, the veridical shape of the stimuli in the training phase are not radically different 
from the participants’ pre-training settings. Both of these factors should have drawn 
participants’ attention away from comparisons between the pre-training and the training, 
especially as, subjectively, the two conditions feel and appear different, given the change 
in eye vergence.
Now, recall that the patterns of results that indicate successful training are as follows. If 
participants set depth to base ratios of approximately 1 in the pre-training phase and then 
train using ICD/IPD = 0.5, a 100 percent effect produces depth to base ratios of 0.5 in the 
post-training trials, because disparities are double those during training. In the case of 
training using ICD/IPD = 2, a 100 percent effect produces a depth to base ratio of 2 in the 
post-training trials, because disparities are half those during training. Although the effects 
observed in the current experiment were not in the order of 100%, the pattern of opposite 
effects was observed.
However, during pilot work for Experiment Four, participants’ pre-training settings were 
inaccurate and produced depth to base ratios of up to 3. In addition—beside the 
substitution of parallax for stereopsis—the main difference between the two experiments 
was that, in Experiment Four, feedback was not given during pre- and post-training trials. 
One or both of these factors potentially meant that, when participants were subsequently 
trained on similar stimuli, it quickly became obvious to them that their pre-training 
settings were wildly inaccurate so, after successful training, the participant entered the 
post-training trials knowing that what he or she did before in the pre-training trials was 
wrong. Now, because the training task has directly interfered with the test task, the post­
training results are likely to be the same as in the previous scenario above, the only 
difference being that they will bear no logical relation to the pre-training settings. In other 
words, instead of training with ICD/IPD = 0.5 producing pre = 1, post = 0.5 and training 
with ICD/IPD = 2 producing pre =1, post = 2, which looks like successful training, they 
produce pre = 3, post = 0.5 and pre = 3, post = 2, respectively. Clearly, without 
interference between training and testing tasks, a 100 percent effect would produce pre = 
3, post =1.5 (for ICD/IPD = 0.5) and pre = 3, post = 6 (for ICD/IPD = 2).
For practical purposes, this design flaw might not matter, if the aim is simply to 
demonstrate accurate performance using altered inter-camera distance or head-motion
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gains and evidence of learning by way of a measurable aftereffect. In this case, pre­
training trials may not even be necessary to answer the question. However, it is more 
interesting and probably more useful to examine whether training has an effect on general 
use of the given depth cue and not simply for use on one specific task. In this case, it can 
be argued that we have only demonstrated learning in the domain of setting depth by way 
of comparison with a 2-D interval. If participants had been asked, for example, to “set 10 
cm” in the absence of an explicit 2-D reference, this judgement may or may not have 
been affected by the training. Experiment Four therefore uses a modified design which, in 
theory and in practice, appears to overcome the interference problems discussed, and at 
the same time provide more compelling evidence for a general change to depth judgement 
(see Chapter 5).
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5 EXPERIMENT FOUR: CAN TELEPRESENT OBSERVERS LEARN TO TAKE 
ACCOUNT OF ENHANCED MOTION PARALLAX?
5.1 Introduction
Experiment Two demonstrated that enhancing motion parallax information, by increasing 
head-motion gain to >1, can increase the precision with which tasks requiring depth 
judgements are performed. This effect was largely dependent on rotating the line of sight 
of the cameras to keep the object of interest centred on the screen. The findings of 
Experiment Two also suggested that accuracy might be dependent on the type of 
judgement required, but failed to produce findings as conclusive as those in Experiment 
One. Accuracy on the nulling task was unaffected by motion gain whilst accuracy on the 
shape task was affected. The most interesting comparison—between the shape task and 
the matching task—was confounded because, although the unrotated matching task was 
unaffected by motion gain, the shape task was also unaffected when the line of sight was 
unrotated. Failure to find an effect in the unrotated shape task was probably a 
consequence of the large standard error of the means produced in this condition, which 
were themselves most likely a consequence of difficulty performing the task without a 
rotating line of sight (see Experiment Two for further discussion).
In spite of these problems, we did find an effect of motion gain on the rotated shape task 
and the task dependency of motion parallax information has been demonstrated 
previously using the same range of tasks that we used (Bradshaw et al., 2000; Parton et 
al., 1999). Changing the motion gain on a task requiring judgement of absolute depth 
produced systematic errors in depth settings that are consistent with observers’ failure to 
take into account the change in gain and its effect on structure- from- motion. In section 
1.4.2.1, we cited evidence suggesting that, in the absence of specific training, absolute 
motion parallax produced by lateral movements of the head only weakly determines 
perceived egocentric distance and size (Beall et al., 1995; Philbeck & Loomis, 1997; 
Gogel & Tietz, 1973; Gogel & Tietz, 1979; Ferris, 1972). The findings from Experiment 
Two clearly suggest that the visual system does in fact use information about how far the 
viewing position has moved, and the change in the visual direction of a point during this 
movement, to calculate absolute distance to the point of fixation. Otherwise, like Beall et 
al. (1995), we would not have found an effect of motion gain on perceptual judgements.
Although our evidence suggests that the visual system does attempt to recover Euclidean 
geometry from motion parallax information, the shape judgements made using motion
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parallax information in Experiment Two were generally less accurate than those made 
using binocular information in Experiment One. It would be imprudent to draw too strong 
a conclusion from this, as the experimental conditions were not identical. However, the 
difference between the results of the two experiments might indicate that motion parallax 
is a less precise source of absolute depth information than stereopsis. In theory, a change 
in viewing position can be recovered by measuring both the rotation of the eye in its 
socket and the distance of the lateral head movement. However, the fact that the head and 
the body, as well as the eye, may rotate during a change of viewing position, may render 
the necessary movement information too noisy to perform the computational task 
precisely (see section 1.4.2.1; and also Rogers, 1993).
In Experiment Three, we found that observers could train to use enhanced binocular 
disparities, taking advantage of the potential increase in precision, without reducing the 
accuracy of shape settings. Given the effect of motion gain on shape judgements in 
Experiment Two, it is the aim of this experiment to discover whether the same can be 
done for observers using motion parallax. Before proceeding, it should be noted that we 
identified a problem with the design of Experiment Three whilst piloting the current 
experiment. The problem arose from using similar stimuli during the test and training 
phases. The logic of test-adapt-test designs requires that the pre- and post-training 
conditions be identical. When the training phase itself provides retrospective feedback on 
performance on the pre-training phase, the participant will begin the post-training trials 
with additional knowledge about the task, thus pre and post are no longer identical The 
extent to which this problem may have affected the results of Experiment Three and the 
reasons for changing the design for Experiment Four are discussed in detail in section 4.4.
Experiment Four uses a modified design that, in theory and in practice, appears to 
overcome the interference problems discussed. Additionally, by using different types of 
task in the testing and training phases, successful training can provide more compelling 
evidence for a general change to depth judgement than Experiment Three could.
If we predict that participants will learn to judge shape accurately from motion parallax 
information, we should have at least some idea about the nature of this learning. As we 
have mentioned already, recovering information about viewing distance from motion 
parallax alone appears to be imprecise although the visual system appears to attempt this 
computation where recovery of Euclidean geometry is necessary for the task. If the 
information necessary to perform such computations is reliable enough to produce the 
pattern of results found for the rotated shape task in Experiment Two, then it should be
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reliable enough for the system to recalibrate the relationship between a change in the 
visual direction o f a point as a consequence of a change in viewing position and depth in 
the world.
Recalibration may be made slightly simpler by one particular characteristic of the 
experimental setup used, as might the demonstration of the effect of gain on shape 
judgement have been. Under our experimental conditions, the head movement is always 
through the same distance and at the same speed, with the base lights at the same 
distance. Therefore, even if the system never learns that the distance is 13 cm at a rate of 
1 Hz, it may well know that it is approximately the same change every time. Thus, with 
one part of the equation held constant, all that is required is the accurate recovery of 
relative motion between points and subsequent mapping of this information to a depth 
scale.
As was the case with Experiment Three, the learning is unlikely to produce a change in 
what the participant experiences, at least under the time scale involved here. In other 
words, he or she will not begin to experience the stimuli under a gain of 0.5 or 2 in the 
same way that they are experienced using a gain of 1, but he or she will learn to respond 
to them in the same way (see Experiments Three and Five for more on this).
Here, we investigate observers’ ability to learn to take account of motion parallax gains 
less than and greater than unity. We predict that if observers are trained to make accurate 
depth judgements using camera:head- motion gains of <1, when they are subsequently 
tested using normal gains, they will set smaller depths than in pre-training test phase, 
because they will compensate for the “additional” relative motion. For gains >1, the 
opposite effect should be obtained, where observers will set larger depths in the post­
training phase than in the pre-training phase, because they will compensate for the 
reduction in relative motion when the gain is reduced to 1 after training.
Experiment Four uses a classic test-adapt-retest design. The task participants perform in 
the pre- and post-training phases is a modified shape task (see Figure 1.5) that requires 
them to set the depth of a central light, in relation to two flanking lights, to form a 
forward pointing isosceles “triangle” of equal base and height. This task requires relative 
motion to be scaled using an accurate estimate of viewing distance, in other words, full 
Euclidean geometry. Note that now, unlike in Experiments One and Two, participants are 
given the base of the triangle rather than setting it themselves.
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Following the pre-training (test) phase where head-motion gain = 1, the head-motion gain 
was changed to equal 0.5 or 2. During the training phase, participants were asked to set 
the distance between the moveable light and a background, consisting of several dozen 
randomly positioned lights, to equal distances specified by the experimenter. Using such a 
constantly changing background should prevent participants from completing the training 
simply by learning to scale the 2-D motion of the apex light to a constant 2-D interval in 
the background. Feedback was given in the form of a light at the correct distance and 
participants were told whether their settings were within 20% either side of the distance 
being set.
After a performance criterion was reached, head-motion gain was returned to 1 and the 
observer was tested further (retest), without feedback. The degree to which learning 
occurred was revealed by the change in bias between the pre and post adaptation settings: 
if the difference between pre- and post-training settings is reliably greater than zero—or 
alternatively the ratio of pre- and post-training settings is reliably different to one—and in 
the predicted direction, learning can be said to have occurred. An effect size of 100% for 
the gain conditions 0.5 and 2 should produce post-training:pre-training ratios of 0.5 and 2, 
respectively.
5.2 Method
5.2.1 Participants
Eight volunteers, seven of them naive, took part in the experiment. All had normal or 
corrected to normal vision.
5.2.2 Apparatus
Participants performed all trials using an eye patch to cover the non-dominant eye. During 
motion parallax trials, participants used a headrest that could translate horizontally 
through a range of 13 cm. A potentiometer attached to the headrest signalled the 
participant’s head position to the telepresence system so that the cameras moved side to 
side in synchrony with the participant’s head.
The stimuli were camera images of yellow* LEDs in an otherwise blacked-out scene. The 
moving, central light and the flanking lights in the shape task appeared in the same 
horizontal plane as the cameras, to eliminate height in the visual field as a cue to depth. 
The luminance of the flanking LEDs varied between trials and the central one flashed at 5
102
Hz to eliminate luminance and perceived motion as cues to depth, respectively (Bradshaw 
et ah, 2000).
*Note that only the red-gun of the monitor was used, though, to be consistent with our 
other experiments.
5,2.3 Design and Procedure
The classic adaptation paradigm of test, adapt and retest was used to assess participants’ 
learning, the rationale being that any observable differences between pre- and post­
training performance can be attributed to learning.
In our pre- and post-training conditions, participants were asked to set the 3-D distance 
(depth) between a moveable light and two flanking lights to equal the 2-D distance 
between the two flanking lights. These flanking lights were 15, 20, or 25 cm apart and 
were fixed at a viewing distance of 141 cm. Participants made 12 settings (4 at each size).
Depth was specified by self-generated motion parallax, where the participant moved his 
or her head side to side through a distance of 13 cm at a rate of 1 Hz. These head 
movements provided the signal to the telepresence system so that the cameras moved side 
to side in synchrony with the participant’s head.
In the training phase, the gain between the head movements of the participant and the 
motion of the cameras was changed to either 0.5 or 2. In the first case, the cameras moved 
through a distance of 6.5 cm when the participant’s head moved through 13 cm. In the 
second case, the cameras moved through a distance of 26 cm when the participant’s head 
moved through 13 cm. All participants performed both conditions and counterbalancing 
was used to obviate order effects.
The task used in the training phase was different from that in the pre- and post-training 
phases to avoid giving indirect feedback on pre-training task performance. Participants 
were asked to set the distance between the moveable light and a background consisting of 
several dozen randomly positioned lights to equal distances specified by the 
experimenter. The background lights were embedded in an irregular arrangement in a 
rectangular piece of black cardboard, appearing in a vertical plane perpendicular to the 
participant’s line of sight at a viewing distance of 141 cm This background was moved 
from side to side between trials and the brightness of the lights was varied. The distances 
specified by the experimenter ranged from 15 to 30 cm, inclusive, in 1 cm intervals. They
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were called out in a random order and the participant moved the light back or forth to the 
position that they believed to be correct. The participant was then shown a light at the 
correct distance and told whether his or her setting was within 20% either side of the 
distance being set. Participants made a minimum of 32 settings, corresponding to two 
settings per distance. After this, they were required to set six out of any eight consecutive 
trials to within 20% either side of the target distance to reach the criterion. A maximum of 
64 trials was imposed, but only two participants in a single condition each reached this. 
Lastly, participants performed the post-training trials, as described above.
5.3 Results
Table 5.1 shows the mean number of trials taken by participants to reach criterion (6 out 
of 8 consecutive trials correct) for each head-motion gain condition.
Table 5.1 Mean number of trials performed when participants reached performance 
criteria for head-motion gain conditions 0.5 and 2.
Condition
Motion gain 0.5 2
Mean number of trials (SE) 48.3(3.8) 43.4(2.3)
For each pre- and post-training trial, the depth of the “triangle” set by the observer was 
divided by the distance between the flanking lights, i.e. the width of the “triangle”, to 
obtain a depthiwidth ratio. Participant means were calculated for the pre- and post­
training phases of both gain conditions. For each participant, the mean post phase score 
was divided by the corresponding mean pre phase score to derive a measure of change 
between pre- and post-training phases that could be compared with a baseline value of 1. 
Our predictions were that if learning occurred then training with a cameraihead- motion 
gain of 0.5 would lead to smaller settings in the post-training phase (a value of <1) and 
that training with a cameraihead- motion gain of 2 would lead to larger settings in the 
post-training phase (a value of >1).
Figure 5.1 shows the mean change in depthibase ratio between the pre- and post-training 
phases for ICD:IPD=0.5 and ICD:IPD=2.
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Figure 5.1 Mean change in depthibase ratio between the pre- and post-training 
phases for ICD:IPD=0.5 and ICD:IPD=2 (n=8).
Figure 5.1 indicates that this is precisely what was found, although the effect was less 
than 100%, where the values for the small and large gains would be 0.5 and 2, 
respectively. Single samples t-tests indicated reliable differences between post-test:pre- 
test ratios and a test value of 1 (which represents the case for no change) for both Gains of 
0.5, where t(7) = -4.052, p < .01, and 2, where t(7) = 4.415, p < .005.
5.4 Discussion and Conclusions
The main conclusion from our findings is that it appears possible for telepresent observers 
to learn to use novel head-motion gains. The implication for telepresence design is that 
the benefits of using gains >1 that were demonstrated for the depth nulling task in 
Experiment Two can be extended to depth setting tasks, so that teleoperators can take 
advantage of the greater precision that enhanced motion parallax information offers, 
without producing distortions on tasks requiring accurate estimates of depth.
As noted above, and discussed in more detail in section 4.4, during pilot work for this 
experiment, using stimuli replicated from Experiment Three, we found that participants 
who made very large errors in the pre-training phase would realise their mistakes when 
performing the training task. This often led to a peculiar pattern of results where, for 
example, a participant who set a depth to base ratio of 3:1 in the pre-training phase would 
learn to set a depth to base ratio of 1:1 using a motion gain of 2 and would then set a 
depth to base ratio of 2:1 in the post-training phase. Clearly, if learning has taken place in
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the training phase, and the post-training phase is identical to the pre-training phase, the 
participant should set a depth to base ratio of between 3:1 and 6:1. What our pilot work 
showed was that, using the original design from Experiment Three, the pre- and post­
training phases were not identical. Indirect feedback had been given on pre-training phase 
performance—albeit indirectly—during the training phase, thus participants entered the 
post-training phase with greater task knowledge than they had in pre-training.
The modifications made to the training task for Experiment Four appear to have avoided 
the problem described above and in section 4.4. The new training task appears to have 
been no less successful than its predecessor was in training participants to use enhanced 
motion parallax information. The irregular nature of the background in the training task 
should have prevented participants from completing training simply by matching the 2-D 
motion of the apex light to a 2-D interval in the background. Nor could the participants 
simply have memorised the amount of 2-D motion for each distance setting to complete 
the training phase, as such a strategy would not have led to an aftereffect when 
performing the test task, which required the participant to match the 2-D and 3-D 
intervals. It therefore seems likely that participants genuinely recalibrated their 
judgements of depth from motion parallax. This may initially have taken the form of a 
simple conscious biasing whereby the participant adds on an extra bit of motion to what 
they originally think it should look like. However, the fact that there is an aftereffect in 
the post-training phase where the task has quite different requirements suggests that, at 
some stage, this bias becomes more generalised and implicit in depth judgments made 
using motion parallax.
6 EXPERIMENT FIVE: DOES ADAPTATION TO ENHANCED MOTION 
INFORMATION TRANSFER TO DEPTH FROM STEREOPSIS AND VICE
VERSA?
6.1 Introduction
Experiment Five examines whether the training effects successfully demonstrated in 
Experiments Three and Four are cue-specific. In other words, do the training aftereffects 
occur only when participants train and test with the same depth cue, or does training with 
one depth cue transfer to another? The question may be important for practical reasons— 
if a teleoperator is trained to use enhanced stereopsis, for example, it will be useful to 
know whether it affects judgements made using other cues, for example motion 
parallax—and is theoretically interesting, insofar as it sheds light on the interaction 
between depth cues as well as the nature of perceptual adaptation. In this experiment, the 
depth cues participants will train and test with are stereopsis and motion parallax.
As we saw in section 1.4.3, stereopsis and motion parallax provide formally similar 
information about depth, the main difference being that stereopsis recovers the 
information from two points in space simultaneously, whereas motion parallax recovers it 
sequentially. In addition, we cited evidence that the sensitivity functions (Ro gers & 
Graham, 1982), orientation anisotropy (Rogers & Graham, 1983; Watt et al., 1998), and 
magnitude of adaptation and depth aftereffects (Rogers et al., 1981; Graham & Rogers, 
1982b; Rogers & Graham, 1984; Bradshaw & Rogers, 1996) in the binocular disparity 
and motion parallax processing systems bear strong empirical similarities.
There is a range of psychophysical studies suggesting that the disparity and motion 
parallax systems are not merely similar but interact quantitatively at an early stage in 
processing (see also section 1.4.3.1). These include studies of cross cue biasing (Graham 
& Rogers, 1982a), between-cue cancellation of aftereffects (Graham & Rogers, 1982b), 
sub threshold summation (Bradshaw & Rogers, 1992), and between-cue threshold 
elevation (Bradshaw & Rogers, 1993), among others (e.g. Anstis & Harris, 1974; Nawrot 
& Blake, 1991; Johnston et al., 1994; Bradshaw & Rogers, 1996; Bradshaw & Gumming, 
1997). There is also a host of physiological evidence in support of such a hypothesis 
(Poggio & Fisher, 1977; Poggio & Talbot, 1981; Maunsell & van Essen, 1983; Komatsu 
et al., 1988; Roy et al., 1992; Bradley et al., 1995; Andersen & Bradley, 1998; Anzai et 
al., 2001). In spite of the wealth of evidence regarding similarities and interactions 
between the stereopsis and motion parallax processing systems, the evidence remains
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equivocal regarding the potential to recover Euclidean structure through their interaction 
(see section 1.4.3.2).
In section 1.4.3.1, we considered Anzai et al.’s (2001) study demonstrating the joint 
encoding of motion and binocular disparity by single neurons in the striate cortex. They 
found that fine disparities were encoded by neurons tuned to various speeds, but that 
coarse disparities were encoded only by those neurons tuned to high speeds. Such neurons 
take advantage of information about the correlation between motion and binocular 
disparity in the image that would be unavailable were motion and binocular disparity 
encoded separately. As binocular disparity and motion parallax are never present 
simultaneously in our experiment, neurons that are sensitive to both motion parallax and 
binocular disparity may well not reach threshold stimulation. However, if the encoding of 
binocular disparity and motion parallax are integrated to such an extent, it could be that 
when adaptation involving one occurs, the other is still somehow affected.
For example, if the visual system has information regarding the correlation between 
binocular disparity and motion parallax, it could potentially use that correlation 
information to calibrate depth from motion parallax following adaptation to, or 
recalibration of enhanced binocular disparities, and vice versa. In principle, this could 
prove to be an efficient way of calibrating the visual system. Of course, such a scheme 
relies on a number of assumptions. One is that the visual system does not make any 
inferences regarding a change in inter-camera distance or motion gain, as a change in one 
of these does not imply a change in the other, only a change in their relationship: the 
recalibration must be a straightforward remapping of input and output. Additionally, if 
inter-camera distance is doubled, for example, this scheme must assume that the ratio of 
perceived distance:viewing distance is greater than 0.5 because, if doubling inter-camera 
distance leads to the halving of perceived distance, no bias will be introduced in the 
training phase, so no adaptation would be necessary (section 2 .1).
There are further problems with relating binocular disparities to motion parallax. For 
example, how fine are the scales on which the two cues are measured and correlated? If 
one or both of them are coarse, the fact that they correlate does not mean that the system 
is fine-tuned enough to provide the information necessary for the fine calibration 
proposed: recall that Anzai et al. (2001) found that fine disparities were encoded by 
neurons tuned to various speeds. In addition, as we saw in section 1.4.2.1, the accurate 
measurement of self-motion while recovering parallax information seems beyond the 
scope of a biological system (Rogers, 1993), although Wexler et al. (2001) found that an
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active observer’s perception does nonetheless incorporate extraretinal information about 
his or her own movements. Nor is it certain that the visual system has information about 
its natural inter-pupil distance (see section 1.4.1.1; Hadani & Julesz, 1995; Sperling & 
Dosher, 1995; Erkelens & van Ee, 1998). Therefore, if the visual system cannot relate 
these two parameters, it has no means by which to compare the binocular disparity and 
motion parallax produced by a given object and, accordingly, no means by which to 
calibrate one via the other.
In Experiment Three, we touched on the idea that our perception of the world, rather than 
being unitary, is a collection of more basic visual inputs and behavioural outputs. This 
idea is in keeping with evidence suggesting that perceptual judgements are computed 
relatively independently of the judgements that guide actions towards the same stimulus 
(e.g. Milner & Goodale, 1995). We also saw in Experiments One and Two that observers’ 
accuracy when using ratios of inter-camera distance to inter-pupil distance (ICD/IPD) or 
head-motion gains ^  1 depends on the minimum information required to complete the 
task. Other work prior to this has also suggested that the visual system uses different 
strategies to recover depth, depending on the minimum information required by the task 
(see section 1.5). All of these lines of evidence converge on the idea that our perception is 
far from being a unitary representation of the world and that, contrary to what our 
intuition and subjective experience of the world may lead us to believe, it is in truth a 
complex fabric of simpler “habits of reaction,” to use Dennett’s (1993) words. An ideal 
illustration of this point comes from the inverted world experiment first conducted by 
Stratton (1896).
Stratton studied perceptual adaptation to image inversion by viewing the world through a 
prism that inverted the retinal image. For a period of eight days, he viewed the world with 
only his right eye through a prism lens that caused his retinal image to be upright with 
respect to the world.
Stratton initially reported that the world looked entirely upside down but, during the eight 
days of the experiment, he attempted to walk, dress himself, eat, read, write, etc., as he 
normally would. Most tasks that required visual-motor coordination were initially 
extremely difficult, to the extent that Stratton could usually do better by closing his eyes 
and guiding his actions with visual imagery of the world the right way up. However, 
several days into the experiment, he began to adapt, gradually becoming able to read, 
write, and carry out typical activities, approaching normal levels of proficiency on many
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of them by the end of eight days. Clearly, Stratton adapted motorically to the 
transformation, but the case for his experience of the world was less clear.
Stratton reported that on several occasions, particularly when not explicitly thinking about 
it, he was unaware of the world being upside down. Late in the experiment, he even 
reported experiencing things the right way up, although this was typically not an all-or- 
none effect, with only part of the world appearing the right way up, the rest appearing 
upside-down. On occasion, he even reported experiencing the world the right way up but 
himself as upside down. His account suggests that he never achieved complete adaptation 
of visual experience in the sense of perceiving the world as he did before beginning to 
wear the inverting lens. What is more, on removing the goggles at the end of eight days, 
Stratton reported that the world did not appear upside down. Thus, the litmus test for 
perceptual adaptation—a negative aftereffect—was not produced.
Stratton’s experiment could be criticised for using too short an exposure period and for 
the possibility that the restricted field of view provided by his goggles impeded lull 
adaptation. Stratton’s experiment was subsequently replicated over longer periods of time 
and using improved methods for inverting the image (e.g. Kohler, 1962). Findings from 
these studies have generally upheld Stratton’s in demonstrating remarkable motor 
adaptation. Kohler, for instance, was able to ride a bicycle and ski while wearing the 
optical inversion apparatus. In addition, Kohler, unlike Stratton, claims to sporadically 
have had undivided experiences of an upright world for extended periods.
Dennett (1993) has used this very example of perceptual adaptation to illustrate the 
Multiple Drafts theory of consciousness. He claims that “when the adaptations of the 
participants wearing these [image-inverting] goggles have become so second nature that 
they can ride bicycles and ski, the natural (but misguided) question to ask is this: Have 
they adapted by turning their experiential world back right side up, or by getting used to 
their experiential world being upside down?” The answers given by participants, as we 
have seen, vary with how complete their adaptation was.
Dennett argues, “.. .there are a host of discriminations and reactions that need to be 
adjusted.. .some of them dealing with low-level ‘reflexes’.. .and others dealing with 
locally attended deliberate actions.” Therefore, “it is not surprising that as the adaptations 
in this patchwork accumulate, participants should lose all conviction of whether to say 
‘things look the way they used to look’ instead of ‘things still look different, but I’m 
getting used to it.’” Things appear the same to participants as judged by some reactions,
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but appear different as judged by other reactions. If all reactions to visual stimuli were 
channelled through a single representation of visual-motor space, things would have to 
appear to be one way or the other, i.e. the right way up or upside down. Dennett argues 
that there is no such single representation and that ‘ihe way things look is composed of 
many partly independent habits of reaction, not a single intrinsically right-side-up or 
upside-down picture in the head.” The fit between the input and the output, which is 
achieved in many different places with many different and largely independent means, is 
all that is relevant: it is just not possible to say what can be regarded as “my visual field is 
still upside down” (Dennett, 1993).
The weight of the evidence suggests that a transfer effect is unlikely to occur between 
binocular disparity and motion parallax, in either direction. Whilst there is plenty of 
evidence indicating that the binocular disparity and motion parallax systems interact at an 
early level in the visual system, there is nothing strongly suggesting a mechanism for 
transfer of training between the two systems. The accounts of Stratton and Kohler, along 
with evidence from studies of the task-dependent use of visual information, including the 
perception and action studies, provide good grounds to expect little interaction between 
disparity and motion parallax at what might be called a “higher” level.
Experiment Five uses the same task and general procedure as Experiment Four with the 
important difference that participants are trained and tested using different depth cues. In 
the pre- and post-training phases, participants performed a modified shape task (see 
Figure 1.5) using either binocular disparity or motion parallax information. The task was 
to set the depth of a central light, in relation to two flanking lights, to form a forward 
pointing isosceles “triangle” of equal base and height. This task requires binocular 
disparities or relative motion to be scaled using an accurate estimate of viewing distance, 
in other words, full Euclidean geometry. As in Experiments Three and Four, participants 
were given the base of the triangle rather than setting it themselves.
Following the pre-training (test) phase where ICD:IPD/head-motion gain = 1, participants 
entered a training phase using whichever viewing modality—binocular disparity or 
motion parallax—they did not use in the test phases. The ICD :IPD/head-motion gain was 
set to 0.5 or 2. During the training phase, participants were asked to set the distance 
between the moveable light and a background, consisting of several dozen randomly 
positioned lights, to equal distances specified by the experimenter. In the case of motion 
parallax, using such a constantly changing background should prevent participants from 
completing the training simply by learning to scale the 2-D motion of the apex light to a
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constant 2-D interval in the background. Feedback was given in the form of a light at the 
correct distance and participants were told whether their settings were within 20% either 
side of the distance being set.
After a performance criterion was reached, participants returned to the viewing mode they 
used in the pre-training phase where ICD:IPD/head- motion gain was set to 1 and 
performed the post-training (retest) phase, without feedback. The degree to which 
learning occurred was revealed by the change in bias between the pre and post adaptation 
settings: if the difference between pre- and post-training settings is reliably different to 
zero—or alternatively the ratio of pre- and post-training settings is reliably different to 
one—and in the predicted direction, learning can be said to have occurred. As before, an 
effect size of 100% for the ICD:IPD/head-motion gain conditions 0.5 and 2 would 
produce post-training:pre-training ratios of 0.5 and 2, respectively.
Considering the evidence reviewed above, it is difficult to make clear predictions for 
Experiment Five. There is enough evidence for interaction between the processing of 
binocular disparities and motion parallax to make an interaction here plausible, however 
the lack of an established mechanism for this is among a number of reasons to believe 
that they will remain relatively independent where perceptual adaptation is concerned. 
Whilst it is reasonable in principle to treat Experiment Five as exploratory, in practice it is 
difficult to uphold null results, as they can be as easily interpreted as failed experiments 
as they can genuine findings. However, as Experiment Five replicates exactly the design 
used in the successful motion parallax training experiment, Experiment Four, and follows 
closely the design used in the successful binocular disparity training experiment, 
Experiment Three, a null result here can be regarded as evidence of no transfer, rather 
than of no learning in the training phase.
6.2 Method
6.2.1 Participants
Eight volunteers, seven of them naive, took part in the experiment. All had normal or 
corrected to normal stereoscopic vision. Four participants performed the shape-setting 
task in the pre- and post-training phases using binocular disparity information and trained 
using motion information. The remaining four performed the pre-and post-training phases 
using motion information and trained using binocular disparity information.
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6.2.2 Apparatus
Stereoscopic images were captured using two CCD cameras with 6 mm, manual iris and 
manual focus lenses. The images were converted from PAL to VGA, interlaced to encode 
left and right images on odd and even fields, and displayed at 100 Hz on a 19" VGA 
monitor. Using a simple field switch, half of the fields were displaced to one eye and half 
to the other by synchronizing the liquid crystal shutters of the glasses, worn by 
participants, to the field rate. Crosstalk between the left and right eyes’ images was 
minimised by using only the red-gun of the monitor*. Participants viewed the monitor 
from 36.7 cm, so that a stimulus on the monitor subtended the same visual angle as it 
would if viewed directly from the camera position. With inter-camera distance set to 
average inter-pupil distance (6.5 cm), disparity information corresponded with that which 
they would receive viewing the scene from the viewing position of the cameras.
Participants performed all motion parallax trials using an eye patch to cover the non­
dominant eye. During motion parallax trials, participants used a headrest that could 
translate horizontally through a range of 13 cm. A potentiometer attached to the headrest 
signalled the participant’s head position to the telepresence system so that the cameras 
moved side to side in synchrony with the participant’s head.
The stimuli were camera images of yellow LEDs in an otherwise blacked-out scene. The 
moving, central light and the flanking lights in the shape task appeared in the same 
horizontal plane as the cameras, to eliminate height in the visual field as a cue to depth. 
The luminance of the flanking LEDs varied between trials and the central one flashed at 5 
Hz to eliminate luminance and perceived motion as cues to depth, respectively (Bradshaw 
et al., 2000).
*Note that, for the sake of consistency, only the red-gun of the monitor was used during 
motion parallax trials, too.
6.2.3 Design and Procedure
The classic adaptation paradigm of test, adapt and retest was used to assess participants’ 
learning, the rationale being that any observable differences between pre- and post­
training performance can be attributed to learning.
In pre- and post-training conditions, participants were asked to set the 3-D distance 
(depth) between a moveable light and two flanking lights to equal the 2-D distance
113
between the two flanking lights. These flanking lights were 15, 20, or 25 cm apart and 
were fixed at a viewing distance of 141 cm. Participants made 12 settings (4 at each size).
Where depth was specified by self-generated motion parallax, the participant moved his 
or her head side to side through a distance of 13 cm at a rate of 1 Hz. These head 
movements provided the signal to the telepresence system so that the cameras moved side 
to side in synchrony with the participant’s head. Where depth was specified by binocular 
disparities, the participant’s headrest was locked in the central position and he or she 
wore the liquid crystal shutter glasses.
Participants trained using either motion parallax or binocular disparity; whichever they 
had not used during the pre-training trials. When participants used motion parallax in the 
training phase, the gain between the head movements of the participant and the motion of 
the cameras was changed to either 0.5 or 2. In the first case, the cameras moved through a 
distance of 6.5 cm when the participant’s head moved through 13 cm. In the second case, 
the cameras moved through a distance of 26 cm when the participant’s head moved 
through 13 cm. When participants used binocular disparities during the training phase, the 
ratios of inter-camera distance to inter-pupil distance (ICD/IPD) used were equivalent to 
the gain ratios used in the motion condition so, in one case, ICD/IPD was 0.5 and, in the 
other, it was 2. Participants were randomly assigned to two groups to train either using 
binocular disparities or with motion parallax. Each participant performed both gain 
conditions within their assigned training modality, i.e. the entire procedure for each gain 
on two separate occasions. Counterbalancing was used to obviate order effects.
The task used in the training phase was different from that in the pre- and post-training 
phases to avoid giving indirect feedback on pre-training task performance. Participants 
were asked to set the distance between the moveable light and a background consisting of 
several dozen randomly positioned lights to equal distances specified by the 
experimenter. These distances ranged from 15 to 30 cm, inclusive, in 1 cm intervals. They 
were called out in a random order and the participant moved the light back or forth to the 
position that they believed to be correct. The participant was then shown a light at the 
correct distance and told whether his or her setting was within 20% either side of the 
distance being set. Participants made a minimum of 32 settings, corresponding to two 
settings per distance. After this, they were required to set six out of any eight consecutive 
trials to within 20% either side of the target distance to reach the criterion. A maximum of 
64 trials was imposed, but only two participants in a single condition each reached this. 
Lastly, participants performed the post-training trials, as described above.
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6.3 Results
Table 6.1 shows the mean number of trials taken by participants to reach criterion (6 out 
of 8 consecutive trials correct) for each head-motion gain and ICD/IPD condition, as well 
as an overall figure collapsed across training modes.
Table 6.1 Mean number of trials performed when participants reached performance 
criteria for head-motion gain conditions 0.5 and 2, ICD/IPD conditions 0.5 and 2, 
and combined data for both viewing modes at gains 0.5 and 2.
Condition
Motion (n=4) Binocular (n=4) Collapsed (n=8)
Gain 0.5 2 0.5 2 0.5 2
Mean no. of 
trials (SE)
42.0 (3.0) 40.0 (1.0) 38.8(0.5) 42.8(3.8) 40.4(1.5) 41.4(1.9)
For each pre- and post-training trial, the depth of the “triangle” set by the observer was 
divided by the distance between the flanking lights, i.e. the width of the “triangle”, to 
obtain a depthiwidth ratio. Participant means were calculated for the pre- and post­
training phases of both gain conditions. For each participant, the mean post phase score 
was divided by the corresponding mean pre phase score to derive a measure of change 
between pre- and post-training phases that could be compared with a baseline value of 1. 
A repeated measures ANOVA found no reliable effect of gain on post-traing:pre-training 
shape settings, F(l, 6) = 3.656, p > .1. This means that the post-training:pre-training ratios 
for each gain condition are not significantly different from each other. It is therefore 
unlikely that the pattern of opposite aftereffects that would indicate successful training in 
both conditions exists, but there remains the possibility that one of values is significantly 
different from 1, whilst the other is not.
The ANOVA also found no overall effect of training mode, F(l, 6) = .403, p > .5, and no 
interaction between gain and training mode, F(l, 6) = 1.427, p > .1. Therefore, the data 
were collapsed across training conditions to compare with a test value of one. The means 
for each ratio are shown in Figure 6.1.
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Figure 6.1 Mean change in depth:base ratio between the pre- and post-training 
phases for ICD:IPD=0.5 and ICD:IPD=2 (n=8).
Clearly, there was very little change between pre- and post-training phases for condition 
0.5. Condition 2 appears to have produced more change, and in the predicted direction, 
however, the standard error appears to be quite large. Indeed, single samples t-tests 
indicated no reliable differences between post-test:pre-test ratios and a test value of 1 
(which represents the case for no change) for both Gains of 0.5, where t(7) = -.392, p > .1, 
and 2, where t(7) = 1.627, p > .05.
6.4 Discussion
Experiment Five was designed to inform us whether or not what is learned, when 
teleoperators train to take account of either enhanced motion parallax or enhanced 
binocular disparity information, is transferred to the other source of information. The 
issue is whether training affects a common representation of “what five centimetres looks 
like,” or whether it only affects each system and its own representation of “what five 
centimetres looks like.” If we relearn what depth boks like with motion parallax, a 
common representation of what five centimetres looks like would surely lead to an 
aftereffect with binocular disparity and vice versa. This is not to say that training will 
eliminate the relative differences in depth computed from each source; although large 
differences may be interpreted as evidence for the independence of the two cues, anyway. 
What it does say is that if the system learns that to set 5 cm requires twice as much 
relative motion as previously estimated, it can potentially learn something about both the 
motion and the 5 cm, so that when 5 cm is estimated using binocular disparity, the
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disparity set could reflect and benefit from the change in the knowledge about 5 cm. 
Alternatively, if we learn something about what depth looks like with motion parallax, 
but this representation is exclusive to structure- from- motion and we learn nothing more 
general about the 5 cm, we would not expect an aftereffect with binocular disparity. The 
absence of the aftereffect would not of course exclude the possibility of integration of 
structure-from-motion and binocular disparity where both are present, but it casts doubt 
on the idea of a place in the visual system where something looks like 5 cm. Instead, such 
a finding would favour the idea of a system that provides different answers to the same 
question depending upon precisely how you ask it.
It is important to be aware of this issue when advocating the use of enhanced binocular or 
motion parallax information in telepresence systems. Transfer of training between the two 
cues could be advantageous if we are aware of it and can exploit it to save time and effort, 
but disadvantageous for task performance if we are not aware of, or are unable to 
accommodate, the effects. The results of Experiment Five show that no such transfer 
occurred under the conditions we imposed. We can be fairly confident that this finding is 
not the result of inadequate training, as the same, or similar, criteria were used in 
Experiments Three and Four, where training was successful. Of course it is possible that 
the effect size we should expect is smaller for cross-cue training than for within-cue 
training and that our experiment had insufficient power to detect it. Even if this were the 
case, the practical implications at least would not be profound, as the effect size we would 
be looking for would appear to be tiny, but in terms of theory, even a small effect size 
might be an interesting finding. This possibility withstanding, the findings of Experiment 
Five indicate that, in spite of abundant evidence for similarities and interactions between 
the motion and disparity processing systems, there is no mechanism that produces cross­
cue aftereffects when learning to take account of enhanced motion parallax or disparity 
information. This suggests that whatever is learned when training with one cue remains 
largely confined to that cue and, therefore, when training teleoperators to make accurate 
depth judgements using any particular cue, whether it is enhanced or not, we should be 
aware that such training will not necessarily benefit performance when relying on other 
cues.
The system for cross-cue transfer described above could potentially be implemented 
consciously by the participant. If the participant is aware that he or she must increase the 
amount of relative motion between two depth planes to set a given distance correctly, 
might it not occur to him or her to add in some extra disparity to make the shape look
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right in the binocular condition? The fact that they do not do this suggests that they 
genuinely do not use the same “this is what 5 cm looks like” unit to perform the task 
using motion parallax and binocular disparity. Although this issue is not explored any 
further in this thesis, one way of testing this hypothesis would be to go back to our design 
from Experiment Three and deliberately test cross-cue on the exact same triangle that was 
trained on. If participants still do not show transfer, then we could say with some 
certainty that participants do not, in effect, perceive the same triangle using different cues.
7 EXPERIMENT SIX: THE EFFECTIVENESS OF BINOCULAR DISPARITIES 
AND MOTION PARALLAX INFORMATION IN A SIMULATED 
TELESURGERY TASK
7.1 Introduction
Previous research has shown that the use of stereoscopic displays and observer-produced 
motion parallax in telepresence systems can each improve operators’ performance beyond 
that achieved using conventional 2-D displays (see sections 1.4.1.2 and l .4.2.2). In 
Experiments One to Four, teleoperators were able to perform a range of perceptual tasks 
using either binocular disparity or motion parallax information in isolation. Most 
importantly, we found that enhancing this information by increasing inter-camera 
distance or head-motion gain could improve performance on all of these tasks, but that 
training was necessary to achieve accurate performance on tasks requiring recovery of 
absolute distance. For Experiment Six, we decided to examine some of these benefits 
under conditions which more closely resembled typical telepresence applications. After 
all, our laboratory tasks in Experiments One to Five were designed to isolate binocular 
disparities and relative motion such that they had to be useful: the tasks couldn’t be 
performed sensibly without them. In a more naturalistic environment, these depth cues 
may still prove to be useful, but they are unlikely to be the sole source of depth 
information, so the benefit of adding them needs to be re-established in this context.
The use of binocular information in the laboratory tasks was quite natural: any normally 
sighted person uses binocular information in a similar way, albeit less explicitly, all day 
every day. The use of motion parallax, however, was comparatively unnatural. Although 
we experience optic flow whenever we and/or something in our visual field moves, it is 
rare that we make large and repetitive lateral head movements. Therefore an interesting 
question arises when one adds observer-produced motion parallax to a telepresence 
system: how will operators use it? We know that participants in laboratory experiments 
can and do use relative motion to make depth judgements, but is it an intuitive way of 
providing depth information to teleoperators?
The main questions this experiment addressed were: (1) Does adding binocular 
information improve performance beyond that achieved with a monocular display? (2) 
Does adding observer-produced motion parallax information improve performance 
beyond that achieved with a static monocular display? (3) Does providing both binocular 
and motion parallax information provide any advantage over providing one or other
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alone? (4) Does enhancing observer-produced motion parallax information improve 
performance? (5) How do teleoperators use the observer-produced motion parallax 
information and is this related to performance?*
The task we chose was a “pick and place” task, which involved picking up small objects 
from one place and dropping them through apertures in another. This task is typical of 
object placement tasks used to train surgeons in telesurgery techniques and to assess the 
usability of telesurgery interfaces (e.g. Steele, Hosking, & Chung, 1994; Peitgen, Walz, 
Holtmann, & Eigler, 1996; Baragona, 2001; Falk, Mintz, Gmnenfelder, Fann, & Burdon, 
2001).
Using a range of pickup locations for the objects, two different apertures in which to 
place the objects, and having participants alternate between using their left and right 
hands, we produced a task that is sufficiently difficult to perform monocularly that 
participants do not reach a ceiling quickly with practice, but not so difficult that they tend 
to hit a floor of zero. This is crucial for comparing performance in the baseline condition 
with performance in experimental conditions. There is no use in having a task that is so 
easy that it can be performed perfectly in what is supposed to be the most difficult visual 
condition, or so difficult that it cannot be performed consistently regardless of the visual 
information available. The task also provides a simply scored and unambiguous measure 
of performance; the pea either goes through the aperture into the pot below, or it does not.
Our design involved seven viewing conditions. One of these was a baseline condition, in 
which the participant views the screen with only his or her dominant eye, using a 
stationary headrest central to the screen. Every participant performed their first block of 
trials on this condition. On completing this block of trials, participants performed a 
second block of trials on one of seven conditions. Those in the control group performed a 
further block of trials on the baseline condition.
The second condition is what is referred to as a biocular condition. This is a control 
condition of sorts for the binocular condition. When we compare monocular and 
binocular conditions, we imply that the important difference between them is the absence 
of binocular disparity information in the former. However, the other obvious difference is 
that participants have one eye closed. This may have implications not only for activity in 
the binocular disparity processing system, but also for any systems which might use 
correlations between the left and right eye signals to perform edge detection, and so forth. 
In the biocular condition, the participant viewed the screen from the centralised,
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stationary headrest using the stereoscopic display system; however, a single camera view 
was presented to both eyes. This is not a perfect control, as it leads to the perception of a 
“cardboard cut-out” scene, containing no relative disparities, at a viewing distance 
specified by the vergence required to fuse the image pair. In this case, it was the screen 
viewing distance (28.5 cm). The biocular condition should, however, be a good enough 
control insofar as, if performance is as good as in the binocular condition, we can say that 
it is the use of two eyes and not the presence of meaningful binocular disparity 
information that improves performance beyond that in the baseline condition.
The third condition was the binocular condition, in which the participant viewed the 
screen stereoscopically, using a stationary headrest central to the screen.
The fourth condition was the motion parallax condition, in which the participant viewed 
the screen with only his or her dominant eye, with the head-slaved motion parallax 
system set to a gain of 1. Participants’ head movements were recorded during these trials, 
using the same potentiometer that provided the signal to the motion parallax control 
system, so that the relationship between usage and task performance could be examined. 
Participants were not instructed to use the motion parallax in any particular way, but 
simply told that they were free to do so, if they found it helpful. Our observations of 
participants’ (lack of) use of the motion parallax system and its apparently small or absent 
effect on their performance led us to run a second motion parallax condition, this time 
providing explicit instructions on how it may be helpful.
The fifth condition was the instructed motion parallax condition, in which the participant 
viewed the screen with only his or her dominant eye, with the head-slaved motion 
parallax system set to a gain of 1. Again, participants’ head movements were recorded 
during these trials. Before starting this block of trials, the experimenter explained to the 
participant that, during head movements, he or she could use the relative motion between 
objects, e.g. the pea in the forceps and cone tops, to judge how far apart they are. It was 
explained that, the greater the relative motion, the further apart the objects were and that a 
simple strategy for aligning the pea and the aperture of the cone was to cancel out the 
relative motion between them. By making this strategy explicit at the beginning of the 
motion parallax trials, we could have some confidence that, if performance in this 
condition was no better than that in the uninstructed motion parallax condition, it was not 
due to participants not having a clue about how to use the motion parallax system.
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The sixth condition was the instructed enhanced motion parallax condition, in which the 
participant viewed the screen with only his or her dominant eye, with the head-slaved 
motion parallax system set to a gain of 2. Again, participants’ head movements were 
recorded during these trials, and the participant was briefed on the strategy available for 
completing the task using motion parallax. We decided not to run an enhanced condition 
without providing instructions on how to use the motion parallax, as providing motion 
parallax without instructions appeared to be having little effect in the uninstructed motion 
parallax condition.
The seventh condition was the binocular and motion parallax condition, in which the 
participant viewed the screen stereoscopically, with the head-slaved motion parallax 
system set to a gain of 1. Again, participants’ head movements were recorded during 
these trials. Participants were not instructed to use the motion parallax in any particular 
way, but simply told that they were free to do so, if they found it helpful.
After performing a block of trials on one of these seven conditions, all participants 
performed a third and final block on the baseline condition. For each group, we calculated 
the difference between performance on the first and second block of trials, which should 
show how the change in information provided in the second block improved performance. 
We also calculated the difference between performance on the first and third block of 
trials, which should show whether there is any transfer of benefits from practice with 
additional information in the second block to performance on the baseline condition in the 
third block. The rationale for this was that, as we saw in section 1.4.1.2, Holzhausen et al. 
(1993) found that stereo experience provided a larger positive training effect on mono 
than the reverse. Therefore, it was possible that experience in the experimental conditions 
used here would lead to better performance in the third block of trials than experience in 
the baseline (control) condition would. Participants performing only the baseline 
condition were the control group and any change in performance between blocks of trials 
would in their case represent a pure practice effect.
* Although we originally intended to use a range of inter-camera distances in this 
experiment, as in the previous experiments, when piloting the task, we concluded that 
using inter-camera distances ^  6.5 cm would introduce problems that would confound 
any findings regarding task performance. By virtue of the display size used and the 
placement of the apparatus, we made the front of the cones—through the apertures of 
which the peas would be dropped—appear flush with the screen when using an inter­
camera distance of 6.5 cm. The ability to provide vergence information concordant with
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the stimulus to accommodation made the display feel natural and comfortable to view. 
However, when increasing or decreasing the inter-camera distance, conflict arose between 
the focal depth of the stimuli on the screen and the vergence required to fuse the image 
pair, making viewing very unnatural and uncomfortable. The oculomotor conflict seemed 
to be a greater problem in this setup than when using point light stimuli, probably because 
the visual environment in this experiment was necessarily richer than that used in the 
previous experiments, owing to the lighting requirements and the array of apparatus used. 
Our decision to improve the image quality for this experiment by restoring the green and 
blue phosphors in the stereoscopic display may have exacerbated the viewing problems, 
as the relative persistence of green phosphors tends to produce “ghosting.” This is the 
term used to describe the effect that occurs when traces of the left camera image remain 
visible on the screen when the right camera image is presented with the right eye shutter 
open and vice versa. Using an inter-camera distance of 6.5 cm, where the image pair was 
largely overlapping on the screen, the ghosting was scarcely noticeable. However, when 
using an inter-camera distance ^  6.5 cm, where the image pair was no longer overlapping 
to such an extent, this ghosting became objectionable.
For these reasons, we decided to run only binocular conditions in which the inter-camera 
distance was 6.5 cm. The viewing distance of the monitor (and the fused cones) was 28.5 
cm, so all of the stimuli fell within approximately 30 cm of the participant’s eyes. At such 
a close viewing distance, it seemed highly unlikely that any useful disparity information 
would be difficult to detect to the extent that a small increase in inter-camera distance 
would significantly improve performance, particularly as any substantial increase in inter­
camera distance would introduce a proportionally great oculomotor conflict.
7.2 Method
7,2.1 Participants
Seventy paid volunteers (12 male and 58 female) with normal or corrected to normal 
vision took part in the experiment. Those who performed binocular conditions had normal 
stereoscopic vision as measured by the Frisby test.
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7.2.2 Apparatus
Figure 7.1 is a schematic of the setup used in Experiment Six. The objects are not 
reproduced to scale.
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Figure 7.1 Schematic of experimental setup (objects not to scale).
Stereoscopic images were captured using two CCD cameras with 6 mm, manual iris and 
manual focus lenses. The images were converted from PAL to VGA, interlaced to encode 
left and right images on odd and even fields, and displayed at 100 Hz on a 19" VGA 
monitor. Using a simple field switch, half of the fields were displayed to one eye and half 
to the other by synchronising the liquid crystal shutters of the glasses, worn by 
participants, to the field rate. In the biocular condition, the signal from a single camera 
view was split and presented in both odd and even fields.
The forceps used were Ethicon Endo-Surgery ENDOPATH 5mm 5DCDs. Each 
instrument has a rotating 5mm diameter insulated shaft that is 33 cm in length. The 
rotation knob located on the handle rotates the shaft 360 degrees in either direction. The 
jaws of the forceps are each 2 cm long and have a maximum aperture of 3 cm.
Dried chickpeas were chosen as the target objects for their size, high visibility and uneven 
texture which, once picked up, made them easy to keep hold of using the forceps.
Participants performed all motion parallax trials using an eye patch to cover the non­
dominant eye.
7.2.3 Design
7.2.4 Procedure
In all conditions, the task was to pick up and drop as many peas into the two cones as 
possible in a 45-second long trial. To begin, the participant used the right hand to place a 
pea in the right cone. When successfully completed, the participant changed to the left 
cone, still using the right hand. When the participant had successfully dropped a pea into 
each cone with the right hand, he or she changed hands and attempted to drop a pea into 
each cone again, starting with the left cone. After successfully completing this pattern of 
dropping a pea into each cone using each hand, the participant restarted the sequence 
from the beginning.
Each participant performed 5 x 45-second practice trials on the baseline (monocular) 
condition, to familiarise them with the task. The experimental trials were performed in 
three blocks of 10 x 45-seconds. The first and third blocks were baseline (monocular) 
conditions and the second block was one of seven different conditions:
(1) Baseline (monocular): the participant viewed the screen with only his or her dominant 
eye, using a stationary headrest central to the screen.
(2) Biocular: the participant viewed the screen using the stereoscopic display system, 
however, a single camera view was presented to both eyes (see section 7.1). The 
headrest was stationary and central to the screen.
(3) Binocular: the participant viewed the screen stereoscopically, using a stationary 
headrest central to the screen.
(4) Motion parallax: the participant viewed the screen with only his or her dominant eye, 
with the head-slaved motion parallax system set to a gain of 1.
(5) Instructed motion parallax: the participant viewed the screen with only his or her 
dominant eye, with the head-slaved motion parallax system set to a gain of 1. The 
participant was briefed on the strategy available for completing the task using motion 
parallax (see section 7.1).
(6) Instructed enhanced motion parallax: the participant viewed the screen with only his 
or her dominant eye, with the head-slaved motion parallax system set to a gain of 2 . 
The participant was briefed on the strategy available for completing the task using 
motion parallax (see section 7.1).
(7) Binocular and motion parallax: the participant viewed the screen stereoscopically, 
with the head-slaved motion parallax system set to a gain of 1.
7.3 Results and Discussion
The performance measure used was the number of peas successfully dropped through the 
apertures per trial. For each participant, a mean score was calculated for each block of ten 
trials.
Table 7.1 shows the mean number of peas successfully dropped through apertures per 
trial in each block of trials, for each viewing condition. The data for the control (1) 
condition suggest that overall there was an improvement in performance between the 
practice block and block 3. Most of this gain in performance appears to have occurred 
during the course of the practice trials, suggesting that the practice effect on the task was 
initially large but then decreased quite rapidly.
The data for conditions 2 to 7 should show the most noticeable change in block two if the 
changes in viewing conditions affected task performance. Cursory inspection of the 
means suggests that only the binocular (3) and the binocular and parallax (7) conditions 
showed any substantial increase in performance.
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Table 7.1 Mean (SE) number of peas successfully dropped through apertures per 
trial in each block of trials for each viewing condition (n=70).
Trial Block
Viewing Condition Practice Block 1 Block 2 Block 3
1 Control (n= 10) 0.8 (0.2) 1.4 (0.3) 1.7 (0.3) 1.8 (0.2)
2 Biocular (n=10) 0.8 (0.2) 1.4 (0.2) 1.4 (0.4) 2.1 (0.3)
3 Binocular (n=10) 1.0 (0.1) 1.3 (0.2) 4.5 (0.4) 2.1 (0.3)
4 Parallax (n=10) 0.7 (0.1) 1.2 (0.2) 1.5 (0.2) 1.4 (0.2)
5 Instructed Parallax (n=10) 0.8 (0.2) 1.3 (0.2) 1.5 (0.2) 1.8 (0.3)
6 Enhanced Instructed Parallax (n=10) 0.6 (0.1) 1.1 (0.1) 1.3 (0.3) 1.6 (0.3)
7 Binocular & Parallax (n= 10) 0.5 (0.1) 0.9 (0.2) 2.8 (0.4) 1.3 (0.2)
The change recorded in performance between block one and two in the control condition 
can be attributed to practice. In all other conditions, any change greater than that in the 
control condition should indicate an improvement in performance attributable to the 
change in viewing condition. Figure 7.2 shows that performance in the control condition 
(1) changed only slightly, increasing by less than 1 pea per trial. The only two conditions 
that appear to have produced substantially greater change are the conditions in which 
binocular information is present: binocular (3) and binocular and parallax (7). The 
remaining conditions show approximately the same change as the control conditions, if 
not less.
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Figure 7.2 Mean change between blocks 1 and 2 in the number of peas successfully 
dropped through apertures for all viewing conditions (n=70).
A univariate analysis of variance showed a reliable effect of condition on change in 
performance between the first and second block of trials, F(6, 63) = 32.221, p < .001. 
Table 7.2 shows the results for Tukey’s HSD post hoc analyses.
Table 7.2 Tukey’s HSD post hoc analyses for effect of viewing condition on change 
in performance between the first and second block of trials (n=70).
Condition 1 2 3 4 5 6 7
1 Control 0.37 -2.89** 0.05 0.2 0.14 -1.51**
2 Biocular -3.26** -0.32 -0.17 -0.23 - 1.88**
3 Binocular 2.94** 3.09** 3.03** 1.38*
4 Parallax 0.15 0.09 -1.56**
5 Instructed Parallax -0.06 -1.71**
6 Enhanced Instructed Parallax -
'
-1.65**
7 Binocular & Parallax
* p < .005, ** p < .001
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The post hoc tests reveal reliable differences between each of the binocular conditions 
and all other conditions. Additionally, the binocular condition (3) showed reliably greater 
improvement than the binocular and motion parallax condition (7). The addition of 
motion parallax information appears to make little difference to performance and even 
appears to cancel out some of the benefit of binocular information when they are 
simultaneously available.
The change recorded in performance between block one and three in the control condition 
can be attributed to practice. In all other conditions, any change greater than that in the 
control condition should indicate an improvement in performance attributable to transfer 
from the improved performance achieved in the viewing condition used in block 2. The 
only two conditions that improved performance in block 2 were those in which binocular 
information was present: binocular (3) and binocular and motion parallax (7). Therefore, 
we would only expect to find transfer in these conditions. Figure 7.3 shows that 
performance in the control condition (1) changed only slightly, increasing by less than 1 
pea per trial. The remaining conditions appear to differ little from the control condition, 
with the greatest change, which occurred in the binocular condition (3), still being less 
than 1.
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Figure 7.3 Mean change between blocks 1 and 3 in the number of peas successfully 
dropped through apertures for all viewing conditions (n=70).
A univariate analysis of variance showed no effect of condition on change in performance 
between the first and third block of trials, F(6, 63) = 1.133, p > .1. This suggests that the 
improvement in performance found in the second block in the binocular conditions did 
not transfer to task performance in the baseline condition in block 3.
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As we saw above, the availability of motion parallax information did not improve task 
performance. However, as participants were not forced to use the motion parallax 
information in the same way that they were the binocular information, it remains possible 
that this result is owing to the lack of use, rather than the lack of effectiveness, of motion 
parallax.
To investigate this possibility, we recorded participants’ head position throughout 
parallax trials to see whether performance varied when they did make head movements. 
For each participant, the total distance travelled in each trial was calculated. This was 
chosen as a measure of parallax usage primarily because it is an unambiguous measure 
unlike, for example, number of head movements, where a criterion for what qualifies as a 
genuine head movement must be imposed on the data and also because most measures 
that are derived from the distance measure are likely to be correlated with it anyway, e.g. 
mean velocity, mean distance of each head movement, etc.
The Pearson correlation coefficients for peas per trial (P) and total distance in centimetres 
(D) are reported in Table 7.3 on a trial by trial basis for the 40 participants who performed 
motion parallax trials. Calculating the correlations on a trial by trial basis before 
collapsing across trials allows for the possibility that the relationship between parallax 
usage and performance may change with practice over the course of the second block of 
trials. So, for example, if participants who choose to use motion parallax only become 
proficient at using it toward the end of the second block, we may only find positive 
correlations for the last few trials. If we only analysed the data collapsed across trials, this 
information would be lost.
Table 7.3 Number of peas per trial (P) correlated with total distance moved through 
in cm (D) for each motion parallax trial (n=40, except trial 9 n=39).
PI, P2, P3, P4, P5, P6, P7, P8, P9, P10,
D1 D2 D3 D4 D5 D6 D7 D8 D9 D10
-0.31 -0.16 -0.05 -0.19 -0.22 -0.32* 0.06 -0.27 -0.34* -0.25
* p < .05
Table 7.3 shows that on trials 6 and 9 out of 10, performance is negatively correlated with 
the total amount of head movement. It could be misleading to claim that the use of motion
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parallax worsened task performance in these trials. Firstly, the R value is not particularly 
large and, secondly, the relationship is a correlation, and it remains possible that poor 
performance led the participant to panic and try out different strategies involving more 
head movements, for example. Nonetheless, there is clearly no evidence here to suggest 
that head movements improve performance in any way.
Overall, task performance appears not to correlate, or at best negatively correlates 
weakly, with parallax usage. Reliable negative correlations were found on only two trials 
and these R values were quite small. It appears that, on a trial by trial basis, the use of 
motion parallax does not generally relate to task performance but that, where it does, it 
does so negatively. Another way of analysing the data is to collapse across trials and take 
the mean value of P and D for each participant. This way we can examine whether 
participants’ overall use of parallax relates to their overall task performance in the 
parallax trials.
Figure 7.4 shows the mean values of P and D for 40 participants. The regression line on 
the graph has a Pearson’s R value of R = -0.41, p < .01, suggesting a fairly strong 
negative correlation between performance and motion parallax usage: those participants 
who moved their heads through the greatest distances placed the fewest peas successfully. 
When participants with scores 1.96 standard deviations above or below the mean on 
either dimension were excluded from the sample—leaving 38 participants in total—the 
relationship remained approximately the same, R = -0.38, p < .05.
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Figure 7.4 Mean values of P (number of peas per trial) plotted against D (total 
distance of head movement per trial in cm) with linear fit (n=40).
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Again, this could mean that using motion parallax worsened performance, but it is equally 
plausible that those participants who were generally worst at the task were the ones who 
resorted to using motion parallax. After all, if a participant feels able to perform the task 
satisfactorily without making head movements, it would seem the natural choice to keep 
his or her head still.
7.4 Conclusions
The main finding of this experiment is that providing binocular information to 
participants performing manual pick and place tasks improves performance significantly 
and that the provision of self-produced motion parallax information alone, or in 
combination with binocular information, adds nothing to performance. Trial by trial 
analysis showed that in 20% of trials, performance was negatively correlated with total 
head movement within that trial. When the data were collapsed across trials, a strong 
negative correlation was found between total head movement and performance. We 
cannot conclude from a correlation that providing motion parallax actually made 
performance worse, particularly as the post hoc tests in the main analysis did not show a 
reliable difference between performance in the control and parallax conditions. However, 
all the evidence converges on the fact that providing motion parallax information, to 
novice operators at least, is not beneficial.
We examined not only how the provision of additional depth cues affected performance 
within those trials in which the information was provided, but also whether practice with 
this information would have a residual effect on subsequent performance in the baseline 
condition. Comparison of performance before and after the use of additional cues found 
no reliable transfer effect.
There are a number of reasons why head slaved cameras could be useful under 
telepresence and a number of reasons why they may have proved unhelpful in this 
experiment. Besides providing a cue to depth, being able to change perspective can help 
bring off-screen or occluded objects in to view. In this experiment, the targets were in 
clear view and slightly off-centre of the screen. Moving to the side could centre one or 
other of the cones on the screen, but the participants head would move to an off-centre 
viewing position, so there was no real benefit to using this strategy.
We know from Experiment Two that self-produced motion parallax can be used to 
perform alignment tasks, which is the simplest strategy for performing the pick and place
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task; treating it as a series of alignment tasks. The problem with using motion parallax as 
a depth cue in the pick and place task is probably one of motor coordination: as the 
participant moves his or her head, the rest of the body moves, too, including the arm used 
to position the pea. Any attempt to use motion parallax for feedback on the accuracy of 
the current position of the pea relative to the hole is likely to change that position to the 
extent that it is actually quicker and easier to perform the task without the motion parallax 
information. Perhaps motion parallax would prove more useful where the manipulator is 
not sensitive to every movement of the operator’s arm but, instead, can lock in its current 
position except when the operator chooses to move it. We can be sure that the failure of 
motion parallax to improve performance is not simply a ceiling effect because binocular 
information vastly improved performance.
8 GENERAL DISCUSSION
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8.1 The Findings of This Thesis
The aim of this thesis was to explore the potential performance benefits of enhancing 
binocular disparity and motion parallax cues in telepresence interfaces. In the 
Introduction, we presented arguments and evidence to challenge the pervasive assumption 
within telepresence research that exact replication of the remote environment is the 
optimal solution. The logical conclusion of such an approach is the reproduction of many 
of the elements of the environment which necessitated the use of a telepresence system in 
the first place. We argued that telepresence design should be informed by the information 
requirements of the specific task the system is intended for. Our exploration of the use of 
enhanced binocular disparity and motion parallax cues illustrated the benefits of such an 
approach.
Experiment One produced clear findings showing that as inter-camera distance increased, 
the precision of settings, particularly on an alignment task, increased. The pattern of 
findings across the nulling, matching and shape tasks provides further evidence to suggest 
that the way the visual system computes depth is task dependent and that it is capable of 
using simpler strategies than recovering Euclidean structure where doing so is more 
effective. For the task that required recovery of Euclidean structure, changing inter­
camera distance produced a systematic distortion of set shape, consistent with the use of 
constant disparity values for each size of triangle across inter-camera distance conditions. 
Clearly, using inter-camera distances greater than the operator’s natural inter-pupil 
distance can produce better task performance than using a 1:1 setting. However, there are 
negative consequences that depend on the specific information that must be used to 
perform the task, even when the tasks are superficially very similar.
Although somewhat less clear-cut, Experiment Two produced essentially the same pattern 
of findings using enhanced motion parallax. When the line of sight of the cameras was 
rotated about the viewing distance of the flanking lights, thereby limiting the motion in 
the display to that produced between the flanking lights and the apex light, task 
performance improved. We were cautious about asserting too strongly the task 
dependency of these benefits based on the data of Experiment Two, as it was not possible 
to make one particular critical comparison with the data we had collected. Nonetheless, as 
we considered in the Introduction, the task dependent use of motion parallax information
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has been demonstrated convincingly elsewhere (Bradshaw et ah, 2000; Parton et ah,
1999).
Experiments One and Two found that metric tasks—those requiring recovery of 
Euclidean geometry—are subject to a systematic bias that varies with inter-camera 
distance, in the case of binocular disparity, and with head-motion gain, in the case of 
motion parallax. Experiments Three and Four therefore examined whether training on 
metric depth tasks would enable teleoperators to overcome these biases by taking into 
account the change in inter-camera distance or head-motion gain. In both cases, we found 
that inexperienced operators could rapidly learn to make accurate depth judgements.
In Experiment Three, we used both visual and symbolic feedback conditions during 
training and found no reliable difference between them. We argued that this is evidence 
for a very conscious recalibration on the part of the teleoperator, in which he or she learns 
to make fine judgements regarding how stimuli of given proportions look using the 
telepresence system. Whilst the aftereffects we found are not the stuff of classic 
adaptation experiments—the world appeared no different from normal, and participants 
did not behave any differently toward the world, immediately after training—they suggest 
that it is possible to train teleoperators to make accurate shape judgements using the inter­
camera distances or head-motion gains that produce the greatest precision.
Typically, visuo-motor adaptation lasts until the affected component of the visuo-motor 
system is recalibrated. In the case of Helmholtz’s (1867/1925) classic demonstration, ré­
adaptation is rapid when closed-loop reaching or pointing movements are made using the 
adapted arm. Clearly, the context of visually guided reaching is so broad that ré­
adaptation is inevitable in all but the most unnatural of circumstances. The context of 
making particular depth judgements about particular objects under telepresence, however, 
may not be as broad, and we might expect the benefits of training to persist for some 
time, depending upon conditions such as the amount of subsequent practice at the task 
and the potential for unlearning as a consequence of contradictory perceptual experience.
Experiment Five examined whether the learning demonstrated in Experiments Three and 
Four was cue-specific or whether learning demonstrated in one cue would produce an 
aftereffect when testing with the other. As we discussed in the Introduction, there are 
remarkable similarities and interactions between the binocular disparity and motion 
parallax systems in early visual processing. We also argued in Chapter Six that it could 
prove efficient for the visual system to be able to learn something general and transferable
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about depth when learning about depth specified by binocular disparity or motion 
parallax. On the other hand, the apparently fragmentary nature of visual adaptation—the 
fact that Stratton and Kohler experienced a partially upside-down world and that, in 
Helmholtz’s experiment, only the pointing arm shows the aftereffect—suggested we may 
find no transfer. The fact that the training used in Experiment Five had produced 
substantial aftereffects in Experiments Three and Four provided some assurance that a 
null result would not indicate a mere failure to train participants to criterion. Rather, a 
null result would be a useful empirical finding that could inform the decisions made by 
telepresence designers and teleoperators regarding the consequences of implementing or 
training with enhanced depth information. Indeed, a null result was obtained: participants 
showed no aftereffect when training with altered binocular disparities and testing using 
motion parallax, or vice versa.
Experiment Six used a simulated "telesurgery” task to examine the benefits for task 
performance of providing binocular information, motion parallax information and both 
sources simultaneously, as well as conditions using enhanced motion parallax. Having 
established that both sources of depth information can be used to make a range of depth 
judgements, and that enhancing them can improve performance, we decided to examine 
their use under less constrained viewing conditions for performing a task more typical of 
those performed under telepresence. The conditions under which we had examined the 
use of binocular disparities and motion parallax were purposefully devoid of other useful 
visual cues. We wanted to examine whether the addition of binocular disparity or motion 
parallax to an image in which other useful cues such as familiar size and perspective were 
already available would make a significant improvement to performance. We also wanted 
to determine whether providing binocular disparity and motion parallax simultaneously 
would be more useful than providing each cue alone. Our findings were unambiguous: 
participants’ performance vastly improved when binocular disparity was added. A 
biocular condition showed that it was the use of binocular disparities and not merely the 
use of both eyes that improved performance beyond that achieved in the monocular 
condition. Motion parallax, on the other hand, failed to improve performance. We 
correlated a measure of head movement in each trial with task performance in the same 
trial and still found no evidence to suggest that motion parallax improved performance. In 
fact, the only correlations that reached significance were negative and, when the same 
head movement and performance measures were collapsed across trials, a significant 
negative correlation was produced.
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Regarding enhancing cues, in Experiment Six, we found it possible to arrange the 
apparatus in such a way that the vergence and accommodation demands were concordant 
for the distance at which the cones appeared. Changing inter-camera distance under these 
conditions only produced unnecessary difficulty in fusing the binocular half images. 
Besides, at the viewing distance we were using, an inter-camera distance of 6.5 cm would 
have provided perfectly adequate disparity information to perform our task. Amplifying 
disparities to any great extent would have required an increase in vergence that could 
have caused discomfort even in the absence of oculomotor conflict. Clearly, any 
advantages associated with increasing inter-camera distance must be weighed against the 
discomfort and detriment to performance caused by increasing the discrepancy between 
vergence and accommodation.
Despite the failure of motion parallax to improve performance when the head-motion gain 
= 1, we went on to explore the possibility that gains >1 would make the information more 
useful, because a given amount of motion parallax could be generated with less observer 
motion as gain is increased. We believed that for a manual task, observer motion could 
interfere with the physical component of the task, so the less observer motion required to 
produce a useful amount of parallax, the better. Again, we found no advantage to 
providing motion parallax information, e\en when a strategy for aligning the pea with the 
aperture was explained in detail to participants. It is possible that motion parallax would 
prove more useful where the manipulator is not sensitive to every movement of the 
operator’s arm but, instead, can lock in its current position except when the operator 
chooses to move it.
In conclusion, the work reported in this thesis has shown that faithful replication of the 
remote stimulus may not be the optimal solution for telepresence design. We have shown 
how enhancing two important sources of depth information—binocular disparities and 
motion parallax—can improve performance on tasks relying on the use of these cues. We 
also showed how the extent of these benefits depends on the minimum level of depth 
information required to perform a particular task, and that specific training may be 
required before enhanced information can be used for metric depth tasks. Our final 
experiment showed that, even when we know a particular cue to be a useful source of 
depth in principle, we should not take for granted its value for performing any given task. 
For the task we used, motion parallax unexpectedly proved to be quite useless and 
perhaps even destructive, whilst the addition of binocular disparities paid immediate 
dividends. We therefore strongly advocate that the design of telepresence systems be
137
tailored to the exact demands of the intended application rather than the principle of 
stimulus replication.
8.2 Suggestions for Further Work
This thesis has examined and provided conclusive answers to the main questions it was 
intended to answer. However, wherever questions are answered new ones tend to emerge, 
or better ways to have answered the original questions occur to us. This last section will 
outline some of the ways in which the experiments here could be improved or expanded, 
as well as ideas for new experiments.
Experiment Two showed that rotating the line of sight of the cameras about the stimulus, 
to centre it on the screen, increased the benefits for precision of enhancing motion 
parallax information. However, unless the stimulus is genuinely the same distance from 
the cameras that the screen is from the observer, this violates the station point by reducing 
the lateral eye movements required to fixate the stimulus and thereby altering a cue to its 
perceived distance, which may have consequences for accuracy on the shape task. This 
violation of station point may not matter for the purposes of examining the effects of 
changing head-motion gain on accuracy, as increasing the head-motion gain increases the 
general image motion, which in turn could affect perceived distance anyway. In fact, by 
rotating the cameras, the effect of changing gain is effectively isolated, as the relative 
motion between parts of the stimulus is preserved, whilst the absolute motion in the 
whole image is fairly constant across all the head-motion gain conditions.
However, rotating the line of sight may have an overall effect on the scaling of the 
triangles set by participants. In other words, each triangle in the set of triangles that 
represent settings at each of four head-motion gains may change in absolute terms 
because of the rotation of the cameras, whilst the relative differences between them are 
preserved. It is difficult to determine from the data we have for Experiment Two what 
effect camera rotation alone may have had on participants’ accuracy because the rotation 
of the cameras affected both station point and overall image motion. In fact, it is difficult 
to imagine a situation in which a useful comparison between rotated and unrotated lines 
of sight may be made without the confounding influence of general image motion. This 
may, however, be an interesting question to address in future work.
Experiments Three and Four showed that operators can successfully train to make 
accurate absolute depth judgements using enhanced binocular disparities and enhanced
138
motion parallax, respectively. An obvious question which will arise for those interested in 
training operators to use enhanced information is how long the training effects will last. 
Will the effects dissipate rapidly on re-emerging from the telepresent environment, and 
therefore require operators to retrain for each session, or are the effects of training 
specific to the use of binocular disparities/motion parallax in that environment or even for 
a given task, and therefore more likely to persist outside of the telepresent environment? 
Experiment Four suggested that the effect of training was not specific to the particular 
type of judgement used in the training phase, but further work is needed to answer this 
question completely.
In the discussion of Experiment Five (section 6.4) it was concluded that depth perceived 
through motion parallax and depth perceived through binocular disparities were each 
unaffected by training in the use of the other. This was taken as evidence that the two 
systems do not use the same representation of “what x cm looks like” to make depth 
judgements. One way of further testing this hypothesis would be to go back to the design 
used in Experiment Three and test cross-cue on the same stimulus that was trained on. If 
participants still do not show transfer, then it could be said with some certainty that 
participants do not, in effect, perceive the same triangle using different cues.
The original design for Experiment Six was more ambitious than the final version 
reported in this thesis. In a pilot study, we explored the possibility of using an alternative 
and more complicated task. This task was bimanual and involved participants using 
forceps to grasp a piece of string, pulling it towards themselves and, using scissors with 
the other hand, cutting off a length equal to a 2-D reference or, in another version, equal 
to the length of a reference piece viewed before starting the trials. The intention with this 
task was to include two performance measures, i.e. the number of pieces cut, as well as 
the length of the pieces cut. The second of these measures would be sensitive to 
distortions of absolute depth specifically, rather like the accuracy measure used in 
Experiments One and Two.
This design was eventually abandoned for two main reasons. Firstly, the scissors required 
were single-use surgical tools which tended to break after approximately every other 
participant. As our design involved many participants, we simply could not obtain, nor 
afford to purchase, the necessary number of tools needed to continue with this task.
A second problem was the time involved in measuring every piece of string cut by the 
participant. For every participant run (roughly one hour of data collection), several hours
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of data coding was required. The cost of using this design did not seem to justify the 
benefit that may or may not have been provided by incorporating this explicit measure of 
absolute depth judgement into the experiment. Thus, we settled on the pick-and-place 
task, which overcame all of our problems with the additional benefit of being more 
standard in the literature for an experiment of this type. However, with a little 
development, perhaps including building some custom scissors, and finding a means of 
reducing the man-hours required to measure all of the string*, this design could prove an 
interesting continuation of Experiment Six.
*One idea is to use a material that has a highly consistent weight:length ratio so that the 
length of material cut can be calculated from its weight. For each trial, the pieces could 
simply be counted on to electronic scales and then, given the total weight of the material 
cut and the total number of pieces, the average length of the pieces cut on that trial could 
be calculated.
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