This paper proposes a new approach for solving the complicated environmental protection power dispatch (EPPD) problem for modern power system. In the work, pollutant emission and generation cost, which are two conflicting objective functions, are taken into account concurrently within the optimization process. Then, the proposed interactive bi-objective programming with valuable trade-off (IBPVT) approach is applied to obtain an pareto-optimal solution, which is an emission-cost trade-off solution, by following the intention of the decision maker. The salient feature of the proposed approach is that it can provide a flexible and compromising solution through an easy and interactive process to help power systems obtain the optimal emission-cost power dispatch. Two test cases have been demonstrated and proven to obtain the superior features. The encouraging simulation results show that the proposed approach is capable of obtaining high quality solutions for practical EPPD problems.
I. INTRODUCTION
The rising awareness about environmental protection has forced modern power systems to remedy their operation strategies for reducing pollutant emission of thermal generation units. Since power dispatch is the fundamental issue during the operation process, it should be an attractive concern to take both emission and generation cost into account. A survey of the literature on power dispatch indicates that various methods have been proposed for solving the environmental protection power dispatch (EPPD) problem [1] - [7] . In the authors' previous effort, a single objective programming approach, in which the emission was treated as a constraint within a permissible limit, was developed to solve the EPPD problem [2] . However, the single objective programming method has the problem of requiring the trade-off relations between generation cost and emission. In another research direction, the bi-objective Manuscript power dispatch problem was converted to a single objective problem by linear combination of the different objectives through weighted values [3] , [4] . However, the units of the different objective functions may be different. Moreover, there is no direct corresponding transformation relationship, meaning that weighted values cannot be used to represent the importance of different objective functions. Hence, it is difficult to determine the weighted value using intuition. Obviously, a complete and efficient approach for solving the EPPD problem is still required.
Recently, multi-objective algorithms have also been used to solve the EPPD problem [1] , [5] - [7] . Since these algorithms search a population of candidate solutions instead of a single candidate solution during the solution process, multiple solutions can be found in one single run. However, electric utilities usually prefer the simple and interactive EPPD software to provide the best compromise solution rather than a set of solutions. Therefore, a new bi-objective formulation combined with the developed IBPVT method is proposed in this paper.
A global optimization technique called particle swarm optimization (PSO) [8] , [9] has been used to solve real time issues and aroused researchers' interest due to its flexibility and efficiency. Limitations of the classic greedy search technique, which restricts allowed forms of fitness functions, as well as continuity of the variables used, can be entirely eliminated. Our previous work on PSO approach [10] is applied in this paper as a solution tool for the IBPVT approach. The feasibility of the proposed method was demonstrated on two different systems and then compared with the real-coded PSO, GA, and evolutionary algorithm methods regarding solution quality and computational efficiency. : penalty function for power balance constraints.
II. PROBLEM FORMULATION

A. List of Symbols
B. Objective Functions
The objective of power dispatch problem is to minimize two competing objective functions, total generation costs and emission of a power system over an appropriate period (usually one hour), while satisfying several equality and inequality constraints. Due to the highly non-linearity characteristics of power systems and generators, power dispatch belongs to a class of bi-objective nonlinear programming optimization containing equality and inequality constraints as stated below: 1) Generation cost Generally, the generation cost function is usually expressed as a quadratic polynomial. However, it is more practical to consider the valve-point effects for fossil-fuel-based plants. Therefore, the cost function considered in this paper can be represented as below:
2) Emission
The total emission in (ton/h) of atmospheric pollutants such as sulpher oxides and nitrogen oxides caused by the operation of fossil-fueled thermal generation can be expressed as
C. Constraints
The available operating range of generators is restricted by their mechanical and electrical characteristics, such as ramp rate limits, prohibited zones, and bounded power output. These practical constraints to generator operations must be taken into account to achieve effective power operations.
1) Power balance
The total power output of generators must be always equal the sum of the power demands and the network losses, as expressed in (3). Since power plants are spread out geographically, transmission network losses should be taken into account. To calculate network losses, the B coefficient method is commonly used by the power utility industry. It can be expressed as a quadratic function, as shown in (4). 
2) Ramp rate limits The power output of a practical generator cannot be adjusted instantaneously without limits. The operating range of all on-line units is restricted by their ramp rate limits during each dispatch period. Therefore, the subsequent dispatch output of a generator should be limited between the constraints of up and down ramp rates, as shown in (5) .
3) Prohibited operating zone and generation limits
Each generator has its generation capacity, which cannot be exceeded at any time. Moreover, a typical thermal unit may have a steam valve in operation, or a vibration in a shaft bearing, which may result in interference and discontinue input-output performance-curve sections, called prohibited zones. Therefore, in practical operation, adjusting the power output of a unit must avoid all capacity limits and unit operations in prohibited zones. The feasible operating zones of a unit can be described as follows:
The main objective of power dispatch is to minimize the total generation cost and emission of specific operating intervals, while satisfying all inequality/equality constraints, as stated below: (5) and (6) constraints (7) III. THE IBPVT APPROACH This paper proposes the IBPVT approach which uses a simple interactive method to satisfy users' preferences and obtains the more valuable trade-off pareto-optimal solution for the bi-objective function. In the solving process, users do not need to input a weighted value, but only need to make a choice of favorite objective function and the bi-objective problem can be solved smoothly. The main advantage of this method is in providing a larger programming space in the modeling process which is not limited to a single objective programming model. The problems of bi-objective programming can be easily solved so as to provide users with more favorable solutions and a more convenient operating environment.
A. Theoretical Interpretation
Assume the bi-objective function to be solved is shown as (8) . The pareto-optimal front of this bi-objective function (8) is shown as the thick solid line in Fig. 1 
= is the unattainable ideal goal. Therefore, the proposed approach attempts to seek solution S , which is not only closer to the unattainable ideal goal ) , ( ideal ideal F E but also has the more valuable trade-off among pareto-optimal solutions in accordance with users' requirements.
The slope of the straight line connecting E S and F S ,
. Here, m represents the average trade-off ratio between these two objective functions. For point 1 P , as shown in Fig. 1 , the corresponding values 
1 P and 2 P determine a line that has slope m − and
axis. All of the points in this line will have similar conceptual performance for bi-objective programming based on mathematical explanation. The line equation can be formulated as below:
The solution S that caused a smaller b in (10) represents a better result because it is closer to the unattainable ideal goal. Therefore, to find a solution S that can have b min will be a more valuable trade-off solution of bi-objective programming, as shown in Fig. 2 . The valuable trade-off solution for bi-objective programming is then formulated as below: However, if the decision maker still have a preference for the dedicated objective, it only needs straightforward consideration of the percentage of favorites objective with a simple weight w . Suppose the decision maker thinks that F is more important than E for the final result, for example 80% w = ; this means that 80% expense of E is worth 20% improvement of F as shown below:
12) A similar formulation process as (8) to (10) then changes the bi-objective programming, as below, to take decision maker's willing into consideration easily:
B. Solution Procedure of IBPVT According to the discussion above, the solving process of the IBPVT method is divided into three steps and shown as follows.
1) Step 1:
Solve single objective functions (14) and (15) 
The i S divides the shaded part in Fig. 3 into areas I, II, III and IV. Area III can be called the "unreachable solution space" since no solutions could be obtained in this area. The solutions in area I are even worse than i S so there is no need to consider this area. The pareto-optimal front in area II possesses one characteristic in which )
is worse than i F . Similar situations also occur in area IV. This characteristic can help users searching for preferred solutions when considering different policies to be processed in the next step.
3) Step 3:
To reach an interactive relation with users, if the decision maker is not satisfied with i S in Step 2, one objective function may be compromised to improve another objective function as follows. If the intention is to further improve ) (S E , i E obtained in Step 2 is regarded as the new nonideal E , and i F is considered as the new ideal F , as shown in (17). The corresponding solution space is reduced to area II and Step 2 is repeated to find the valuable trade-off solution within the preferred boundary, as shown in Fig. 4 As shown from the above discussion, solving direction conforms to users' requirements. Users only need to input the objective function intended to be improved and the proposed approach can find a valuable trade-off solution meeting that requirement without considering any weighting value. As shown in Fig. 4 , the whole space of feasible solution can automatically reduce its range according to decision maker's requirements. Each time the search is done, the space gradually turns to the decision maker appointed direction. As each search may reduce the space of feasible solutions, E Dis _ and F Dis _ provided in the research are shown in (18), as reference for determining the next search. As shown in Fig. 4 
The three steps as stated above constitute the IBPVT method. It is obvious that, in the whole process, users only need to choose a favorite objective function. It is unnecessary to consider the selection of weighting value or unit difference of objective functions. Thus, the work for decision maker is straightforward and solution efficiency can be effectively increased. The main advantage of IBPVT is in providing a larger programming space in the modeling process, as it is not limited to single objective programming. The problems of bi-objective programming can be easily solved so as to provide users with more favorable solutions and a more convenient operating environment.
The fitness function to evaluate each individual particle is formulated in (19). This function consists of the objective value and the power balance constraint shown in (20) and (21). If the values of Obj N _ and PB for individual particles were small, then their Fitness value would be large to represent better solution. The weight factor w is set to 1 in our four test cases. However, w>1 could be given to maintain power balance constraint under the cases that Obj N _ dominates the Fitness value. 
IV. TEST RESULTS AND DISCUSSION
The proposed approach was implemented using Matlab 7.0 and simulations were performed utilizing Intel Core2 Quad 2.0 GHz PC. To verify the feasibility and effectiveness of the proposed approach, two different examples were performed and their solution quality, convergence characteristics, and computational efficiency were compared with literature.
A. Simulation Cases and Results 1) Case 1
The IEEE 30-bus system [3] , [5] , [11] which consists of six units and 41 interconnected transmission lines, was tested and compared with GA and PSO approaches. The total load demand is 2.834 p.u. Generation cost and emission function coefficients along with each generator capacity limits can be found in [3] , [5] , [11] . Generation cost and emission functions were minimized individually using proposed approach, GA and PSO, see Table I . The proposed approach was also compared to those reported using linear programming (LP) [3] and multi-objective stochastic search technique [5] , [12] . The comparison is shown in Table II .
As shown in Tables I and II , the applied PSO approach offers improved solutions over PSO, GA, some traditional methods and multi-objective stochastic search techniques, clearly showing the ability of the proposed approach to reach better solutions quality. The results also confirm the potential of PSO algorithms to solve real-world highly nonlinear constrained optimization problems. For each non-dominated solution, a normalized membership function (NMF) k μ [5] for the selection of best compromised solution among Pareto-optimal set that found by multi-objective algorithms is calculated by (22). values of the i-th objective function, respectively. The best compromise solution is the one having the maximum of k μ .
The proposed approach and other multi-objective search methods are applied to the problem and both objectives were treated simultaneously as competing objectives. Their best compromised solutions that chose from pareto-optimal set according to the NMF are shown in Table III . It is obvious that the proposed approach can provide a better compromised solution that with higher NMF than the other methods. The main reason is that the proposed approach focuses on searching the valuable trade-off solution instead of pareto-optimal set. Although, the proposed approach can not offer a set of pareto-optimal solutions in a single run like could do. However, the decision maker usually prefers the operational software to provide one best compromised solution from pareto-optimal solutions. Hence, the proposed approach can deal with this requirement directly and precisely.
There might be unsuitable about the first provided valuable trade-off solution due to the decision maker's specially concern. The proposed approach provides the interactive process to help the decision maker for finding suitable and valuable trade-off solution automatically and easily. The test results for showing this salient feature are summarized in Table IV . The satisfaction rates for both the generation cost and emission are defined in (24), which represent the level of satisfaction within the attainable search region. max max min In Table IV , the second and third columns correspond to a single objective programming that minimizes generation cost and emission, respectively. Columns four to eight show the results of the proposed procedures that consider both generation cost and emission. In the third column, to achieve the minimum emission, the generation cost is as large as 638.27360 $/hr and the emission is 194.203 kg/hr. In the second column, if emission is ignoring like traditional economic dispatch, the generation cost is found to be 600.11141 $/hr. These two results indicate the extreme solutions of the test system. The fourth column represents the first result of the proposed algorithm. Comparing the fourth column with the third column, it is obvious that F SR degraded slightly from 100% to 75.624%, while E SR greatly improved from 0% to 75.481%. Obviously, it is worth performing such dispatch to have considering both emission and cost simultaneously. The suitability of Result 1 should be judged by the decision maker of electricity utilities. If they think that Result 1 is not suitable for the policy of the utilities, then further compromise can be made according to their directions as dictated. Unlike other approaches that indicate many unknown parameters such as weight values for further search, the decision maker only have to choose one of the objectives as the trade-off (compromised) term and then the searching procedure continues to find another best-compromise and desirable solution for the bi-objective problem. If it is decided to take more generation cost for emission reduction, the generation cost is selected as the trade-off term. The parameters of nonideal E and ideal F in Result 1 are then modified for the next search. Note that the decision region is bounded by the ideal and non-ideal values of both F and E , such that it shifts toward the region of interest as indicated by the decision maker. The values E Dis _ and F Dis _ can help the decision maker to understand the maximum improvement that a further step can achieve. If they think that the maximum improvement in the desired term is too small to make further searching worthwhile, then they can stop the process. Assuming that the further step is allowed by the decision maker, Result 2 shows the consecutive result. Again, it is a flexible and valuable trade-off solution within the decision region. However, if the decision maker thought that the generation cost should be further reduced, a similar procedure can be easily applied, as shown in Results 2'.
Continuing from Result 2, if further steps in the search for cost reduction are allowed by the decision maker, Result 3 shows the consecutive result. Gradually, the decision region will become smaller and more focused on the intention of the decision maker. E SR has degraded from 93.891% to 86.232%, while F SR has improved from 44.476% to 61.686%, respectively. Note that all the constraints are satisfied by the proposed method. Fig. 5 represents the E-F graph of the simulation system. The relative simulation results shown in Table IV are depicted in this figure as Results 1, 2, 3 and 2', respectively. The bolder line is the pareto-optimal front of this test system obtained from (16) by the applied PSO, such that w is changing from 0 to 1 for every 0.01 step. There are two pairs of dash lines with different types in Fig. 5 representing the simulation approach of Result 1 and 2 in Table IV . Fig. 5 shows the ability of the proposed approach to automatically and precisely provide a valuable trade-off solution among the pareto-optimal front of the bi-objective problem, a decision that can easily be made according to the preference of the decision maker. Table V represents the generator output of 6-unit system by proposed approach. 
2) Case 2
This case was a real Tai-power system consisting of 40 units [8] , [13] . The load demand of the system was 8550MW. To compare with [8] and [13] , this case only deals with the generation cost to demonstrate the applied encoding/decoding structure and PSO. Its best solutions, discovered through the evolutionary process are shown in Table VI . All of the constraints previously mentioned were satisfied. The results show that the proposed approach offers better solution quality than those discovered through real value coded PSO and GA methods. V. CONCLUSION This paper presents an interactive bi-objective programming with valuable trade-off (IBPVT) approach for solving the bi-objective power dispatch problem with environmental and economic consideration. An effective encoding/decoding scheme combined with particle swarm optimization is applied for optimization methodology. Two main contradictory concerned which including pollutant emission and generation cost are considered for optimization. The IBPVT approach can provide a valuable trade-off pareto-optimal solution by following the intention of decision makers. Also, the nonlinear characteristics of power generators and their operational constraints could be considered for practical needed. The effectiveness and feasibility of the proposed approach were demonstrated by two test cases and compared with previous literature in terms of solution quality and computational efficiency. Experimental results reveal the proposed approach was capable of efficiently determining higher quality solutions to environmental protection power dispatch problems.
