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Numerical equivalence defined on Chow groups of
Noetherian local rings
Kazuhiko Kurano (Meiji University)
Abstract
In the present paper, we define a notion of numerical equivalence on
Chow groups or Grothendieck groups of Noetherian local rings, which is an
analogue of that on smooth projective varieties. Under a mild condition,
it is proved that the Chow group modulo numerical equivalence is a finite
dimensional Q-vector space, as in the case of smooth projective varieties.
Numerical equivalence on local rings is deeply related to that on smooth
projective varieties. For example, if Grothendieck’s standard conjectures
are true, then a vanishing of Chow group (of local rings) modulo numerical
equivalence can be proven.
Using the theory of numerical equivalence, the notion of numerically
Roberts rings is defined. It is proved that a Cohen-Macaulay local ring
of positive characteristic is a numerically Roberts ring if and only if the
Hilbert-Kunz multiplicity of a maximal primary ideal of finite projective
dimension is always equal to its colength. Numerically Roberts rings satisfy
the vanishing property of intersection multiplicities.
We shall prove another special case of the vanishing of intersection
multiplicities using a vanishing of localized Chern characters.
1 Introduction
For a smooth projective variety X over a field, the Chow ring CH·(X)Q with
rational coefficients is defined. However, Chow rings are usually large and difficult
to understand. In order to study Chow rings, we define numerical equivalence
and sometimes consider the Chow ring modulo numerical equivalence, denoted
by CH·num(X)Q. CH
·
num(X)Q is a finite dimensional Q-vector space and a graded
Gorenstein ring. Compared with the ordinary Chow ring CH·(X)Q, CH
·
num(X)Q
is easier to study.
In the present paper, we define a notion of numerical equivalence on Chow
groups or Grothendieck groups of Noetherian local rings (Definition 2.2), which
is an analogue of that on smooth projective varieties. We denote by A∗(R)Q =
⊕iAi(R)Q (resp. G0(R)Q) the Chow group (resp. Grothendieck group) of a Noethe-
rian local ring R modulo numerical equivalence. In many cases, the Chow group
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A∗(R)Q and the Grothendieck group G0(R)Q are infinite dimensional Q-vector
spaces. The main theorem of the present paper is as follows:
Theorem 3.1 Let (R,m) be a Noetherian excellent local ring that satisfies one
of the following two conditions; (1) R contains Q, (2) R is essentially of finite
type over a field, Z or a complete discrete valuation ring.
Then, we have dimKm0 (R)Q = dimG0(R)Q = dimA∗(R)Q <∞.
Numerical equivalence on Noetherian local rings is deeply related to that on
smooth projective varieties. (This will be discussed in Section 7.) In fact, let
A = ⊕n≥0An be a standard graded ring over a field k = A0, and let R = AA+ ,
where A+ = ⊕n>0An. Assume that X = Proj(A) is smooth over k. Let h be the
very ample divisor under the embedding. It is known (cf. [10]) that there is an
isomorphism
CH·(X)Q/h · CH·(X)Q ≃ A∗(R)Q.
As will be shown in Section 7, this isomorphism induces the natural surjection
CH·num(X)Q/h · CH·num(X)Q −→ A∗(R)Q,
that is not always an isomorphism. It is an isomorphism if and only if the natural
map
Ker
[
CH·(X)Q
h→ CH·(X)Q
]
→ Ker
[
CH·num(X)Q
h→ CH·num(X)Q
]
(1.1)
is surjective, as will be shown in Section 7. (The map (1.1) is studied in depth
by Roberts and Srinivas [29].) In particular, if the natural map CH·(X)Q −→
CH·num(X)Q is an isomorphism, so is A∗(R)Q −→ A∗(R)Q, as shown in Theo-
rem 7.7. We shall see in Remark 7.12 that, if Grothendieck’s standard conjectures
are true, then
Aj(R)Q = 0 for j ≤ dimR/2 .
This is equivalent to the condition that χF.(M) is equal to 0 for any F. ∈ Cm(R)
and any finitely generated R-module M with dimM ≤ dimR/2. We refer the
reader to Section 2 for the definition of Cm(R) and χF.(M).
In Section 4, we shall study the invariant dimG0(R)Q of a local ring R.
Let R be a homomorphic image of a regular local ring S. Then, we have an
isomorphism of Q-vector spaces
τR/S : G0(R)Q −→ A∗(R)Q
by the singular Riemann-Roch theorem with base regular ring S (18.2 and 20.1
in [2]). Recall that the map τR/S is determined by both R and S. (The author
does not know an explicit example such that τR/S actually depends on the choice
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of S.) By Proposition 2.4, we have an induced homomorphism τR/S that makes
the following diagram commutative:
G0(R)Q
τR/S−→ A∗(R)Q
↓ ↓
G0(R)Q
τR/S−→ A∗(R)Q = ⊕dimRi=0 Ai(R)Q
We shall prove that the map τR/S is independent of the choice of S in Section 5.
Using the map τR/S , the notion of numerically Roberts rings is defined in Sec-
tion 6. Numerically Roberts rings are characterized in terms of Dutta multiplicity
or Hilbert-Kunz multiplicity as follows:
Theorem 6.4 Let (R,m) be a homomorphic image of a regular local ring.
(1) Then, R is a numerically Roberts ring if and only if the Dutta multiplicity
χ∞(F.) coincides with the alternating sum of length of homology
χ(F.) =
∑
i
(−1)iℓR(Hi(F.))
for any F. ∈ Cm(R).
(2) Assume that R is a Cohen-Macaulay ring of characteristic p, where p is a
prime number. Then, R is a numerically Roberts ring if and only if the
Hilbert-Kunz multiplicity eHK(J) of J coincides with the colength ℓR(R/J)
for any m-primary ideal J of finite projective dimension.
Roberts rings defined in [12] are numerically Roberts rings. As in Remark 6.5,
numerically Roberts rings satisfy the vanishing property of intersection multiplic-
ities. As in [12], the category of Roberts rings contains rings of dimension at most
1, complete intersections, quotient singularities, Galois extensions of regular local
rings, affine cones of abelian varieties, and many others. As in Example 6.6, the
category of numerically Roberts rings contains integral domains of dimension at
most 2, Gorenstein rings of dimension 3, and many others.
A vanishing of Chow groups modulo numerical equivalence will be discussed
in Section 8. We shall prove the following theorem:
Theorem 8.1 Let (R,m) be a d-dimensional Noetherian local domain that is
a homomorphic image of a regular local ring. Assume that there exists a regular
alteration π : Z → Spec(R). Then, we have At(R)Q = 0 for t < d−dim π−1(m).
By this theorem, we have
dim π−1(m) ≥ d−min{t | At(R)Q 6= 0}
for any resolution of singularities π : Z → Spec(R).
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In Theorem 9.1, we shall prove a special case of the vanishing property of
intersection multiplicities as follows:
Theorem 9.1 Let (R,m) be a d-dimensional Noetherian local domain. Assume
that R is a homomorphic image of an excellent regular local ring S and there exists
a regular alteration π : Z → Spec(R). Let Y be a closed subset of Spec(R) such
that
π|Z\π−1(Y ) : Z \ π−1(Y )→ Spec(R) \ Y
is finite. If dim π−1(Y ) ≤ d/2, then R satisfies the vanishing property, that is,∑
i
(−1)iℓR(TorRi (M,N)) = 0
for finitely generated R-modules M and N such that pdRM < ∞, pdRN < ∞,
ℓR(M ⊗R N) < ∞ and dimM + dimN < d, where pdR denotes the projective
dimension as an R-module.
In Theorem 9.4, we give an another proof of the vanishing theorem of the first
localized Chern characters due to Roberts [28].
The author thanks the referee for many valuable comments.
2 Numerical equivalence
Throughout the present paper, we assume that all local rings are homomorphic
images of regular local rings. We denote by Z, Q and C the ring of integers, the
field of rational numbers and the field of complex numbers, respectively.
Let (R,m) be a d-dimensional Noetherian local ring. Let Cm(R) be the cat-
egory of bounded complexes of finitely generated R-free modules and R-linear
maps such that its support is in {m}, i.e., each homology is of finite length as an
R-module. A morphism in Cm(R) is a chain homomorphism of R-linear maps.
We sometimes call Cm(R) the category of bounded R-free complexes with support
in {m}.
We define the Grothendieck group of complexes with support in {m} as
K
m
0 (R) =
⊕
F.∈Cm(R)
Z · [F.]
/
P,
where [F.] is a free basis corresponding to the isomorphism class containing a
complex
F. : · · · → Fn → Fn−1 → · · ·
contained in Cm(R), and P is the subgroup generated by both
{[G.]− [F.]− [H.] | 0→ F.→ G.→ H.→ 0 is exact in Cm(R)}
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and
{[F.]− [G.] | F.→ G. is a quasi-isomorphism in Cm(R)}.
We define the Grothendieck group of finitely generated R-modules as
G0(R) =
⊕
M∈M(R)
Z · [M ]
/
Q,
where M(R) is the category of finitely generated R-modules and R-linear maps,
[M ] is a free basis corresponding to the isomorphism class containing M , and Q
is the subgroup generated by
{[M ]− [L]− [N ] | 0→ L→M → N → 0 is exact in M(R)}.
Let A∗(R) = ⊕di=0 Ai(R) be the Chow group of the affine scheme Spec(R), i.e.,
Ai(R) =
⊕
Z · [Spec(R/p)]
/
Rati(R),
where the sum as above is taken over all prime ideals p of dimR/p = i, [Spec(R/p)]
is a free basis corresponding to a prime ideal p, and Rati(R) is the subgroup gen-
erated by rational equivalence (cf. Chapter 1 of [2]).
For an additive group A, we denote by AQ the tensor product A⊗Z Q.
Let Z be a Noetherian scheme and letX be a closed subset of Z. We denote by
CX(Z) the category of bounded complexes of vector bundles on Z with support
in X . Let KX0 (Z) be the Grothendieck group of C
X(Z). Let G0(Z) be the
Grothendieck group of coherent sheaves on Z. Let A∗(Z) be the Chow group
of Z. We refer the reader to Fulton [2], Gillet-Soule´ [3] and Srinivas [31] for
definitions and basic properties on KX0 (Z), G0(Z) and A∗(Z). For G. ∈ CX(Z),
the localized Chern characters (Chapter 18 of [2])
ch(G.) =
∑
i≥0
chi(G.) : A∗(Z)Q −→ A∗(X)Q
are defined as operators on the Chow group, and for η ∈ Aj(Z)Q, we have
chi(G.)(η) ∈ Aj−i(X)Q
for each i.
For F. ∈ Cm(R) and M ∈M(R), we set
χF.(M) =
∑
i
(−1)iℓR(Hi(F.⊗A M)),
where ℓR( ) denotes the length as an R-module. We obtain well-defined maps
e : Km0 (R)Q ⊗G0(R)Q −→ Q
v : Km0 (R)Q ⊗ A∗(R)Q −→ Q(2.1)
5
that satisfy e([F.]⊗[M ]) = χF.(M) and v([F.]⊗[Spec(R/p)]) = ch(F.)([Spec(R/p)]),
where
ch(F.) : A∗(R)Q → A∗(R/m)Q = Q · [Spec(R/m)] = Q
is the localized Chern character of F. ∈ Cm(R) (cf. Proposition 18.1 (b) and
Example 18.1.4 in Fulton [2]).
We define cycles that are numerically equivalent to 0 and groups modulo
numerical equivalence as follows.
Definition 2.2 We define subgroups consisting of elements numerically equiva-
lent to 0 as
NK
m
0 (R)Q = {α ∈ Km0 (R)Q | e(α⊗ β) = 0 for any β ∈ G0(R)Q},
NG0(R)Q = {β ∈ G0(R)Q | e(α⊗ β) = 0 for any α ∈ Km0 (R)Q},
NAi(R)Q = {γ ∈ Ai(R)Q | v(α⊗ γ) = 0 for any α ∈ Km0 (R)Q}
for i = 0, . . . , d.
We define groups modulo numerical equivalence as
Km0 (R)Q = K
m
0 (R)Q/NK
m
0 (R)Q,
G0(R)Q = G0(R)Q/NG0(R)Q,
Ai(R)Q = Ai(R)Q/NAi(R)Q
for i = 0, . . . , d.
By definition, e induces a map
e : Km0 (R)Q ⊗G0(R)Q −→ Q
that satisfies e(α⊗ β) = e(α⊗ β) where α and β denote the images of α and β,
respectively.
Let R be a homomorphic image of a regular local ring S. By the singular
Riemann-Roch theorem with base regular ring S (18.2 and 20.1 in [2]), we have
an isomorphism of Q-vector spaces
τR/S : G0(R)Q −→ A∗(R)Q.
Recall that the map τR/S as above is defined using not only R but also S.
1
1Let Z be a regular scheme. For a scheme X of finite type over Z, we have an isomorphism
of Q-vector spaces τX/Z : G0(X)Q −→ A∗(X)Q by the singular Riemann-Roch theorem with
regular base scheme Z (20.1 in [2]).
If R is a homomorphic image of a regular local ring S, we denote τSpec(R)/ Spec(S) simply by
τR/S .
The map τX/Z usually depends on the choice of Z, as will be shown in the following example.
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Note that
NK
m
0 (R)Q = {α ∈ Km0 (R)Q | v(α⊗ γ) = 0 for any γ ∈ A∗(R)Q}
because the diagram
G0(R)Q
τR/S−→ A∗(R)Q
χF. ↓ ch(F.) ↓
Q = Q
(2.3)
is commutative for each F. ∈ Cm(R) by the local Riemann-Roch theorem (Ex-
ample 18.3.12 in [2]).
In order to construct an isomorphism τR/S between G0(R)Q and ⊕iAi(R)Q,
we need the following proposition.
Proposition 2.4 With notation as above, we have
τR/S(NG0(R)Q) =
d⊕
i=0
NAi(R)Q.
Proof. Since diagram (2.3) is commutative for each F. ∈ Cm(R), we have
τR/S(NG0(R)Q) = {γ ∈ A∗(R)Q | ch(F.)(γ) = 0 for any F. ∈ Cm(R)}.
By definition, it is easy to see that τR/S(NG0(R)Q) ⊇ ⊕di=0 NAi(R)Q.
We shall prove the opposite containment. Let β be an element of NG0(R)Q.
Set τR/S(β) = γd + γd−1 + · · · + γ0, where γi ∈ Ai(R)Q for each i. We want to
show ch(F.)(γi) = 0 for any F. ∈ Cm(R) and any i.
For a positive integer n, we denote by ψn : Km0 (R)Q → Km0 (R)Q the n-th
Adams operation defined by Gillet and Soule´ [3]. For n, i and F., we have
chi(ψ
n(F.)) = nichi(F.) by Theorem 3.1 in [14]. Then, we have
0 = χψn(F.)(β)
= ch(ψn(F.))(τR/S(β))
=
d∑
i=0
chi(ψ
n(F.))(γi)
=
d∑
i=0
ni · chi(F.)(γi)
=
d∑
i=0
ni · ch(F.)(γi)
Assume that X is a smooth algebraic variety over a field k. Set Z = Spec(k). Then, by
18.2 in [2], we have τX/Z([OX ]) = td(Ω∨X/k) = 1 − c1(KX)/2 + · · ·, that is, the Todd class
(Example 3.2.4 in [2]) of the tangent sheaf of X . On the other hand, we have τX/X([OX ]) = 1
by definition. Therefore, if X is not Q-Gorenstein, then τX/Z([OX ]) 6= τX/X([OX ]).
However, in the case of X = Spec(R) such that R is a Noetherian local ring, the author does
not know any example such that τX/Z actually depends on the choice of a regular base scheme
Z (cf. Section 4 in [12]).
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for any positive integer n. Therefore, we have ch(F.)(γi) = 0 for each i. q.e.d.
We denote by A∗(R)Q the direct sum of Ai(R)Q’s. By the previous proposition,
we have an isomorphism τR/S that makes the following diagram commutative:
G0(R)Q
τR/S−→ A∗(R)Q
↓ ↓
G0(R)Q
τR/S−→ A∗(R)Q = ⊕di=0Ai(R)Q
where the vertical maps are the natural projections.
The map τR/S is constructed using not only R but also S. However, it will be
proved in Section 5 that the map τR/S is independent of the choice of S.
Remark 2.5 For any local domain (R,m) of dimR ≤ 2, we shall show that
G0(R)Q is spanned by [R] as a Q-vector space by Proposition 3.7. If R is an
affine cone of a smooth curve over C of positive genus, then dimG0(R)Q =∞ as
in Example 6.7. Therefore, NG0(R)Q 6= 0 in this case.
Let K. be the Koszul complex with respect to a system of parameters a of a
local ring R. Then, it is well known that χK.([R]) is the multiplicity of R with
respect to the ideal (a). Therefore, K. is not contained in NKm0 (R)Q, and G0(R)Q
never coincides with 0. In particular, if R is a regular local ring, then we have
G0(R)Q = G0(R)Q = Q.
For a finitely generated R-module M with dimM < dimR, we have
χK.([M ]) = 0.(2.6)
However, for an arbitrary F. ∈ Cm(R), the equality (2.6) does not always hold true
(cf. Dutta-Hochster-MacLaughlin [1], Levin [16], Miller-Singh [20] and Roberts-
Srinivas [29]). By Example 7.9, we know the following:
Let m and n be positive integers such that n ≥ m ≥ 2. Suppose
R = k[xij | i = 1, . . . , m; j = 1, . . . , n](xij |i, j)
/
I2(xij),
where I2(xij) is the ideal generated by all the 2 × 2 minors of the m × n matrix
(xij). It is well known that the dimension of R is m + n − 1. Then, for s =
n, n + 1, . . . , m + n − 1, there is a complex H{s}. ∈ Cm(R) that satisfies the
following two properties:
1. For any finitely generated R-module M with dimM < s, χH{s}.([M ]) = 0.
2. There exists a finitely generated R-module Ns of dimension s such that
χH{s}.([Ns]) 6= 0.
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3 Proof of the main theorem
The aim of this section is to prove the following theorem:
Theorem 3.1 Let (R,m) be a Noetherian excellent local ring that satisfies one
of the following two conditions; (1) R contains Q, (2) R is essentially of finite
type over a field, Z or a complete discrete valuation ring.
Then, we have dimKm0 (R)Q = dimG0(R)Q = dimA∗(R)Q <∞.
Since τR/S is an isomorphism, we have dimG0(R)Q = dimA∗(R)Q. Fur-
thermore, since the pairing e : Km0 (R)Q ⊗ G0(R)Q −→ Q is perfect, we have
dimKm0 (R)Q = dimG0(R)Q if dimG0(R)Q < ∞. Therefore, it is sufficient to
prove dimA∗(R)Q <∞.
Lemma 3.2 Let (A, p)
f−→ (B, q) be a finite morphism of Noetherian local rings,
that is, B is a finitely generated A-module. We denote by f∗ : A∗(B)Q → A∗(A)Q
the induced map by the proper morphism Spec(B) → Spec(A). Then, there is a
map f∗ : A∗(B)Q → A∗(A)Q that makes the following diagram commutative:
A∗(B)Q
f∗−→ A∗(A)Q
↓ ↓
A∗(B)Q
f∗−→ A∗(A)Q
where the vertical maps are the natural projections.
Proof. It is sufficient to show f∗(α) ∈ NAi(A)Q for each i and for each α ∈
NAi(B)Q.
For F. ∈ Cp(A), the complex F.⊗A B is contained in Cq(B) since the closed
fibre of the morphism Spec(B)→ Spec(A) coincides with {q}. By Definition 17.1
(C1) and Theorem 18.1 in [2], we have
ch(F.)(f∗(α))
= [B/q : A/p] · ch(F.⊗ B)(α)
= 0
because α ∈ NAi(B)Q. Thus, we obtain f∗(α) ∈ NAi(A)Q. q.e.d.
Let (R,m) be a local ring that satisfies the assumptions in Theorem 3.1. Let
{p1, . . . , pr} be the set of minimal prime ideals of R. Let Ri = R/pi, and let
fi : R → Ri denote the projection for i = 1, . . . , r. By the previous proposition,
we have the following commutative diagram:
⊕iA∗(Ri)Q
∑
i fi∗−−−−−−→ A∗(R)Q
↓ ↓
⊕iA∗(Ri)Q
∑
i fi∗−−−−−−→ A∗(R)Q
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where all maps are surjections. Therefore, we have only to show that dimA∗(Ri)Q <
∞ for each i.
Hence, we may assume that the given local ring (R,m) is an integral domain.
Then, by Hironaka [5] or de Jong [7], there exists a projective regular alter-
ation π : Z → Spec(R), that is, a projective generically finite morphism such that
Z is a regular scheme. Furthermore, we may assume that π−1(m)red is a simple
normal crossing divisor. Let π−1(m)red = E1∪· · ·∪Et be the irreducible decompo-
sition. Then, each El is a regular projective variety over R/m with codimZEl = 1
for each l = 1, . . . , t.
We denote by CH·num(El)Q the Chow group of El (with rational coefficients)
modulo numerical equivalence (Chapter 19 in [2]). Then, dimCH·num(El)Q is finite
as in Example 19.1.4 in [2]. (In Example 19.1.4, it is assumed that the base field
is algebraically closed. However, it is easy to remove this assumption.) Then,
Theorem 3.1 follows from the following claim:
Claim 3.3 With notation as above, A∗(R)Q is a subquotient of ⊕tl=1CH·num(El)Q.
The claim is proven as follows.
Since π∗ : A∗(Z)Q → A∗(R)Q is surjective, we have a map s : A∗(R)Q →
A∗(Z)Q of Q-vector spaces such that π∗ · s = 1.
For each l = 1, . . . , t, we denote by jl the inclusion El → Z. We denote by ϕ
the composite map
A∗(R)Q
s−→ A∗(Z)Q
∑
j∗l−−−−→ ⊕l A∗(El)Q −→ ⊕lCH·num(El)Q,
where the last map is the natural projection and j∗l is the map taking the inter-
section with the effective Cartier divisor El (see Chapter 2 in [2]).
In order to prove the claim, it is sufficient to show that the kernel of ϕ is
contained in ⊕i NAi(R)Q.
Assume that γ is an element of A∗(R)Q such that ϕ(γ) = 0. We shall prove
ch(F.)(γ) = 0 for any F. ∈ Cm(R). Note that, since ϕ(γ) = 0,
j∗l · s(γ) is equal to 0 in CH·num(El)Q for each l.(3.4)
Set E = π−1(m). Since the diagram
E −→ Z
π′ ↓ π ↓
Spec(R/m) → Spec(R)
is a fibre square, we have
ch(F.)(γ) = ch(F.)(π∗ · s(γ))
= π′∗ch(π
∗F.)(s(γ)).
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Note that π∗F. is a complex in CE(Z), that is, π∗F. is a bounded complex of
vector bundles on Z with support in E. Consider the following commutative
diagram:
⊕lKEl0 (Z)Q
∑
il∗−−−−−−→ KE0 (Z)Q
⊕χ ↓ χ ↓
⊕lG0(El)Q
∑
il∗−−−−−−→ G0(E)Q
where χ : KY0 (Z)Q → G0(Y )Q is a map defined by χ(G.) =
∑
i(−1)i[Hi(G.)] for
each closed subset Y of Z and for each G. ∈ CY (Z), il∗ : KEl0 (Z)Q → KE0 (Z)Q
is a map given by il∗([H.]) = [H.] for H. ∈ CEl(Z), and il∗ : G0(El)Q → G0(E)Q
is a map given by il∗([F ]) = [F ] for each coherent OEl-module F . Since Z is a
regular scheme, the vertical maps are isomorphisms by Lemma 1.9 in [3]. The
bottom map is surjective, because Ered = E1 ∪ · · · ∪ Et. Therefore, the top map
is also surjective and there exist δl ∈ KEl0 (Z)Q for l = 1, . . . , t such that
[π∗F.] =
∑
l
il∗(δl) in K
E
0 (Z)Q.
For each l, πl : El → Spec(R/m) denotes the structure morphism. Then, we have
π′∗ch(π
∗F.)(s(γ)) =
∑
l
π′∗ch(il∗(δl))(s(γ)) =
∑
l
π′∗il∗ch(δl)(s(γ)) =
∑
l
πl∗ch(δl)(s(γ))
since ch(il∗(δl)) = il∗ch(δl).
Here, we shall prove πl∗ch(δl)(s(γ)) = 0 for each l. We denote by gl the
composite map
K
El
0 (Z)Q
∼→ G0(El)Q ∼→ KEl0 (El)Q.
Set ǫl = gl(δl) for l = 1, . . . , t. Then, by Corollary 18.1.2 in [2], we have
πl∗ch(δl)(s(γ)) = πl∗
(
ch(ǫl) · td(j∗l O(El))−1 · j∗l (s(γ))
)
= 0
since j∗l · s(γ) is equal to 0 in CH·num(El)Q as (3.4).
We have obtained ch(F.)(γ) = 0.
We have completed the proof of Theorem 3.1.
Remark 3.5 Let (R,m) be a d-dimensional local ring that satisfies the assump-
tions as in Theorem 3.1. Set
NK
m
0 (R) = {α ∈ Km0 (R) | e(α⊗ β) = 0 for any β ∈ G0(R)},
NG0(R) = {β ∈ G0(R) | e(α⊗ β) = 0 for any α ∈ Km0 (R)},
NA∗(R) = {γ ∈ A∗(R) | v(α⊗ γ) = 0 for any α ∈ Km0 (R)},
where e and v are the maps as in (2.1). It is easy to see that (Km0 (R)/NK
m
0 (R))Q,
(G0(R)/NG0(R))Q and (A∗(R)/NA∗(R))Q coincide with K
m
0 (R)Q, G0(R)Q and
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Ai(R)Q, respectively. Therefore, by Theorem 3.1, K
m
0 (R)/NK
m
0 (R), G0(R)/NG0(R)
and A∗(R)/NA∗(R) are torsion-free abelian groups of finite rank. Note that the
pairing
e : (K
m
0 (R)/NK
m
0 (R))Q ⊗Q (G0(R)/NG0(R))Q −→ Q
is perfect and it satisfies that e(a⊗ b) ∈ Z for any a ∈ Km0 (R)/NKm0 (R) and any
b ∈ G0(R)/NG0(R).
Suppose that L1 and L2 are torsion-free abelian groups of finite rank with a
perfect pairing p : L1Q ⊗ L2Q → Q such that p(a ⊗ b) ∈ Z for any a ∈ L1 and
any b ∈ L2. Then, L1 and L2 can easily be proven to be finitely generated free
abelian groups.
Based on this fact, we know that Km0 (R)/NK
m
0 (R) and G0(R)/NG0(R) are
finitely generated free abelian groups. By 18.1 (14) in Fulton [2], we have
ch(F.)(γ) ∈ Z/d! for any F. ∈ Cm(R) and γ ∈ A∗(R). Thus, we can prove
similarly that A∗(R)/NA∗(R) is also a finitely generated free abelian group.
Remark 3.6 Let (R,m) be a d-dimensional Noetherian local ring. By definition,
for F. ∈ Cm(R) and for a non-negative integer n, the following two conditions are
equivalent:
1. chi(F.) : Ai(R)Q → Q is equal to 0 for i = 0, . . . , n,
2. χF.(M) is equal to 0 for any finitely generated R-module M with dimM ≤
n.
A Koszul complex of a system of parameters satisfies the conditions as above
with n = d− 1.
On the other hand, for s = n, n + 1, . . . , m + n − 1, the complex H{s}. in
Remark 2.5 satisfies following two conditions: (1) chi(H{s}.) : Ai(R)Q → Q is
equal to 0 for i < s, and (2) chs(H{s}.) 6= 0.
Proposition 3.7 Let (R,m) be a d-dimensional Noetherian local ring.
(1) If d > 0, then we have A0(R)Q = A0(R)Q = 0.
(2) Assume that dimR/p is at least 2 for each minimal prime ideal p of R.
Then, A1(R)Q = 0.
(3) The natural map Ad(R)Q → Ad(R)Q is an isomorphism.
Proof. By definition, if d > 0, then we have A0(R)Q = 0. Since A0(R)Q is a
homomorphic image of A0(R)Q, we have A0(R)Q = 0 in this case.
Roberts [28] proved ch1(F.) = 0 for any F. ∈ Cm(R) under the assumption
in (2) as above. Therefore, we have A1(R)Q = 0 in this case. (We shall give an
another proof of the vanishing theorem of the first localized Chern characters due
to Roberts in Theorem 9.4.)
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We shall prove (3). Set AsshR = {p1, . . . , pt}, that is the set of minimal
prime ideals of coheight d. Then, Ad(R)Q is the Q-vector space with basis
{[Spec(R/pj)] | j = 1, . . . , t}. Suppose that
∑
j nj [Spec(R/pj)] ∈ NAd(R)Q.
We want to show that n1 = · · · = nt = 0.
For each j = 1, . . . , t, take
xj ∈

 ⋂
q∈Min(R)
q6=pj
q

 \ pj .
Then,
∑
k xk 6∈ pj for j = 1, . . . , t. Therefore, we can choose y2, . . . , yd ∈ m
such that
∑
k xk, y2, . . . , yd is a system of parameters for R. Then, it is easy to
check that
∑
k x
sk
k , y2, . . . , yd is also a system of parameters for R for any positive
integers s1, . . . , st. Let K(
∑
k x
sk
k , y2, . . . , yd). be the Koszul complex with respect
to
∑
k x
sk
k , y2, . . . , yd.
Since R is a homomorphic image of a regular local ring S, we have an isomor-
phism of Q-vector spaces
τR/S : G0(R)Q −→ A∗(R)Q
by the singular Riemann-Roch theorem [2]. By the top term property (Theo-
rem 18.3 (5) in [2]), we have
τR/S([R/pj ]) = [Spec(R/pj)] + γj,d−1 + · · ·+ γj0,
where γji ∈ Ai(R)Q. Then, by the local Riemann-Roch formula (Example 18.3.12
in [2]), we have
χK(
∑
k x
sk
k ,y2,...,yd).
([R/pj]) = chd(K(
∑
k
xskk , y2, . . . , yd).)([Spec(R/pj)])
+
d−1∑
i=0
chi(K(
∑
k
xskk , y2, . . . , yd).)(γji).
On the other hand, we have
chi(K(
∑
k
xskk , y2, . . . , yd).)(γji) = 0
for i = 0, . . . , d− 1 by Remark 3.6. Therefore, we have
χK(∑k xskk ,y2,...,yd).(
∑
j
nj [R/pj ]) = chd(K(
∑
k
xskk , y2, . . . , yd).)(
∑
j
nj [Spec(R/pj)]) = 0
since
∑
j nj [Spec(R/pj)] ∈ NAd(R)Q.
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By Lech’s Lemma and a theorem of Auslander-Buchsbaum (cf. p110, p111 in
Matsumura [19]), we have
0 = χK(
∑
k x
sk
k ,y2,...,yd).
(
∑
j
nj [R/pj])
=
∑
j
njχK(
∑
k x
sk
k ,y2,...,yd).
([R/pj])
=
∑
j
njχK(xsjj ,y2,...,yd).
([R/pj])
=
∑
j
nje((x
sj
j , y2, . . . , yd), R/pj)
=
∑
j
njsj · e((xj , y2, . . . , yd), R/pj)
for any s1, . . . , st > 0, where e( , ) denotes the multiplicity. Since e((xj , y2, . . . , yd), R/pj) >
0 for each j, we have n1 = · · · = nt = 0. q.e.d.
4 Dimension of G0(R)Q as a Q-vector space
By Theorem 3.1, we know that the dimension of G0(R)Q as a Q-vector space
is finite for a local ring R that satisfies a mild condition. It is expected that
dimG0(R)Q <∞ holds for an arbitrary local ring R.
In this section, we study the dimension of G0(R)Q as a Q-vector space.
As was shown in Remark 2.5, dimG0(R)Q is always positive. More precisely,
by Theorem 3.1 and Proposition 3.7 (3), dimG0(R)Q is at least the number of
prime ideals contained in AsshR. If R is a regular local ring, then dimG0(R)Q
is equal to one since G0(R)Q = Q.
For a local domain R of dimension ≤ 2, dimG0(R)Q is equal to 1 by Propo-
sition 3.7.
First of all, we give some examples.
Example 4.1 Let m and n be positive integers such that n ≥ m ≥ 2. Suppose
R = k[xij | i = 1, . . . , m; j = 1, . . . , n](xij |i, j)
/
I2(xij)
as in Remark 2.5. In Example 7.9, we will show that dimG0(R)Q is equal to m.
Let X be the blowing-up of the projective space PnC at r distinct points, where
we suppose that n ≥ 2. Let R be the local ring (at the homogeneous maximal
ideal) of an affine cone of X . Then, by Example 7.8, dimG0(R)Q is equal to r+1.
Hence, dimG0(R)Q has no upper bound even if dimR = 3.
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In the remainder of this section, we compare dimG0(A)Q with dimG0(B)Q
for a homomorphism A→ B of Noetherian local rings.
Lemma 4.2 Let f : (A, p)→ (B, q) be a flat local homomorphism of Noetherian
local rings such that B/q is a finite algebraic extension of A/p.
(1) The map f ∗ : G0(A)Q → G0(B)Q induces a map f ∗ : G0(A)Q → G0(B)Q
that makes the following diagram commutative:
G0(A)Q
f∗−−→ G0(B)Q
↓ ↓
G0(A)Q
f∗−−→ G0(B)Q
where the vertical maps are the projections.
(2) Assume
√
pB = q. Then, the map f ∗ : G0(A)Q → G0(B)Q is injective.
In particular, dimG0(A)Q ≤ dimG0(B)Q in this case.
Proof. Recall that f ∗ : G0(A)→ G0(B) is a map defined by f ∗([M ]) = [M⊗AB]
for each finitely generated A-module M .
First, we prove (1). It is sufficient to show that, for any c ∈ NG0(A)Q, f ∗(c)
is contained in NG0(B)Q.
It is sufficient to show that, for any F. ∈ Cq(B), χF.(f ∗(c)) = 0.
First we shall prove that there exist G. ∈ Cp(A) and a chain map ϕ : G.→ F.
of A-linear maps such that ϕ is a quasi-isomorphism. Recall that each homology
of F. ∈ Cq(B) is of finite length as an A-module since B/q is a finite algebraic
extension of A/p. By killing homology modules of F., there exists an A-free
complex G. and a chain map φ : G.→ F. of A-linear maps such that
1. each Gi is a finitely generated free A-module,
2. G. is bounded below, i.e., Gi = 0 for i << 0, and
3. φ : G.→ F. is a quasi-isomorphism.
Furthermore, we may assume thatG. is a minimal complex, that is, all boundaries
of G. ⊗A A/p are 0. Note that each homology of G. is of finite length as an
A-module. We want to show that G. is bounded. Since φ : G. → F. is a
quasi-isomorphism of complexes of flat A-modules which are bounded below,
φ⊗ 1 : G.⊗A A/p→ F.⊗A A/p is also a quasi-isomorphism. Therefore, we have
(A/p)rankAGi ≃ Hi(G.⊗A A/p) ≃ Hi(F.⊗A A/p)
for any i. Since F. is bounded, so is G..
Since φ : G. → F. is a quasi-isomorphism of bounded complexes of flat A-
modules, φ⊗1 : G.⊗AM → F.⊗AM is a quasi-isomorphism for any A-moduleM .
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Since F.⊗AM = F.⊗B(B⊗AM), Hi(G.⊗AM) is isomorphic toHi(F.⊗B(B⊗AM))
as an A-module. Therefore, we have
χF.(f
∗(c)) =
1
[B/q : A/p]
χG.(c) = 0
since c ∈ NG0(A)Q. We have completed the proof of (1) in Lemma 4.2.
Next, we shall prove (2). Assume that β ∈ G0(A)Q satisfies f ∗(β) ∈ NG0(B)Q.
We want to show that β ∈ NG0(A)Q. Let G. be a complex contained in Cp(A).
Since
√
pB = q, G.⊗A B is contained in Cq(B). Then, we have
χG.(β) =
1
ℓB(B/pB)
χG.⊗AB(f
∗(β)) = 0.
Therefore, we have β ∈ NG0(A)Q. q.e.d.
Theorem 4.3 Let f : (A, p) → (B, q) be a local homomorphism of Noetherian
local rings.
(1) If f is finite and injective, then dimG0(A)Q ≤ dimG0(B)Q.
(2) Assume that A is an excellent normal local ring. Suppose that the Frobenius
map A → A is finite if A is of positive characteristic. Let K be a finite
normal (algebraic) extension of Q(A), where Q( ) is the field of fractions.
Assume that B is a local ring at a maximal ideal of the integral closure of
A in K. Then, we have dimG0(A)Q ≤ dimG0(B)Q.
Proof. Assume that f is finite and injective. Then, by the lying-over theorem,
f∗ : A∗(B)Q → A∗(A)Q is surjective. By Lemma 3.2, we obtain a surjective map
f∗ : A∗(B)Q → A∗(A)Q. Therefore, by Theorem 3.1, we have dimG0(A)Q ≤
dimG0(B)Q.
Next, we shall prove (2). Let L be the intermediate field such that Q(B)/L
is a Galois extension and L/Q(A) is a purely inseparable extension. Let C (resp.
D) be the integral closure of A in L (resp. Q(B)). Since A is excellent, both C
and D are finite A-modules.
Suppose that L 6= Q(A). Then, the characteristic of A is a prime number p
and, by the assumption, the Frobenius map A → A is finite. Therefore, for a
sufficiently large e,
A ⊂ C ⊂ A1/pe ≃ A.
Since the maps as above are finite, we have
dimG0(A)Q ≤ dimG0(C)Q ≤ dimG0(A1/pe)Q = dimG0(A)Q
by (1). Therefore, dimG0(A)Q coincides with dimG0(C)Q. Replacing C with A,
we may assume that Q(B) is a Galois extension of Q(A).
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Let m1, . . . ,mt be the set of maximal ideals of D. Suppose B = Dm1. Let G
be the Galois group of the Galois extension Q(B)/Q(A). Let H be the splitting
group of m1, that is
H = {σ ∈ G | σ(m1) = m1}.
Set K = Q(B)H . Let E be the integral closure of A in K. Set n = m1 ∩E. Since
the induced map En → Dm1 is finite injective (e.g., (41.2) (1) in Nagata [22]), we
have
dimG0(En)Q ≤ dimG0(Dm1)Q.
By (41.2) (2), (3) in [22], we obtain pEn = nEn and A/p = En/nEn. Then, by
(43.1) in [22], En is flat over A. Then, by Lemma 4.2, we have
dimG0(A)Q ≤ dimG0(En)Q.
The assertion (2) follows immediately from the above inequalities. q.e.d.
5 τR/S is independent of S
This section is devoted to proving that the map τR/S : G0(R)Q → A∗(R)Q is
independent of the choice of S.
The essential point is to prove that the induced map G0(R)Q → G0(Rˆ)Q by
completion R→ Rˆ is injective as follows.
Theorem 5.1 (1) Let R be a Noetherian local ring. Then, the induced map
G0(R)Q → G0(Rˆ)Q by the completion R→ Rˆ is injective.
(2) Let R be a homomorphic image of a regular local ring S. Then, the induced
map τR/S : G0(R)Q → A∗(R)Q is independent of the choice of S.
Proof. The first assertion follows immediately from Lemma 4.2.
Let f : R → Rˆ be the completion. By Lemma 4.1 in [12], we have a map
f ∗ : A∗(R)Q → A∗(Rˆ)Q that makes the following diagram commutative:
G0(R)Q
τR/S−−→ A∗(R)Q
f∗ ↓ ↓ f∗
G0(Rˆ)Q
τ
Rˆ/Sˆ−−→ A∗(Rˆ)Q
(5.2)
Note that the maps f ∗ : G0(R)Q → G0(Rˆ)Q and f ∗ : A∗(R)Q → A∗(Rˆ)Q are
independent of the choice of S. Furthermore, the map τRˆ/Sˆ as above does not
depend on the choice of Sˆ since Rˆ is complete (cf. Section 4 in [12]).
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By Lemma 4.2, it is easy to see that there is an induced map f ∗ : A∗(R)Q →
A∗(Rˆ)Q that is independent of the choice of S, and makes the following diagrams
commutative:
A∗(R)Q
f∗−−→ A∗(Rˆ)Q G0(R)Q τR/S−−→ A∗(R)Q
↓ ↓ f∗ ↓ ↓ f∗
A∗(R)Q
f∗−−→ A∗(Rˆ)Q G0(Rˆ)Q
τ
Rˆ/Sˆ−−→ A∗(Rˆ)Q
(5.3)
Since τRˆ/Sˆ is independent of the choice of S, so is τRˆ/Sˆ. Since both τR/S and τRˆ/Sˆ
are isomorphisms (see Section 2) and f ∗ : G0(R)Q → G0(Rˆ)Q is injective by (1),
it follows that the map τR/S : G0(R)Q → A∗(R)Q is independent of the choice of
S. q.e.d.
We hereafter denote the map τR/S simply by τR.
Note that, if the maps f ∗ in the diagram (5.2) are injective, then τR/S itself
is independent of the choice of S. The author does not know any example such
that f ∗ is not injective. We refer the reader to [8] for some sufficient conditions
of the injectivity of the map f ∗ : G0(R)Q → G0(Rˆ)Q.
We proved that f ∗ : G0(R)Q → G0(Rˆ)Q is injective in Theorem 5.1 (1).
The remainder of this section will be devoted to investigating some sufficient
conditions of the surjectivity of the map f ∗ : G0(R)Q → G0(Rˆ)Q. Note that
f ∗ : G0(R)Q → G0(Rˆ)Q is surjective if and only if so is f ∗ : A∗(R)Q → A∗(Rˆ)Q.
Here, we give an easy example where f ∗ is not surjective. SetR = C[x, y](x,y)/(xy−
x3 − y3). Since xy − x3 − y3 is an irreducible polynomial, we have
Q = A1(R)Q = A1(R)Q
by Proposition 3.7 (3). However, since the ring Rˆ = C[[x, y]]/(xy − x3 − y3) has
two minimal prime ideals, we have
Q⊕Q = A1(Rˆ)Q = A1(Rˆ)Q
by Proposition 3.7 (3).
Remark 5.4 Let (R,m) be a Noetherian local ring that satisfies the assumptions
in Theorem 3.1.
Then, f ∗ : G0(R)Q → G0(Rˆ)Q is an isomorphism if and only if the equality
dimKm0 (R)Q = dimK
mRˆ
0 (Rˆ)Q holds.
On the other hand, the natural map f ∗ : Km0 (R)Q → KmRˆ0 (Rˆ)Q is an isomor-
phism by Theorem 7.1 in Thomason-Trobaugh [33]. By the surjectivity of f ∗, it
is easy to see that f ∗(NKm0 (R)Q) ⊇ NKmRˆ0 (Rˆ)Q.
Therefore, we know that f ∗ : G0(R)Q → G0(Rˆ)Q is an isomorphism if and
only if f ∗(NKm0 (R)Q) ⊆ NKmRˆ0 (Rˆ)Q.
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Proposition 5.5 Assume that R is a local ring that satisfies the assumptions
in Theorem 3.1. Furthermore, assume that R is henselian or that R is the local
ring (at the homogeneous maximal ideal) of an affine cone of a smooth projective
variety over a field. Then, f ∗ : G0(R)Q → G0(Rˆ)Q is an isomorphism.
Proof. First assume that R is henselian. Let F. be a complex contained in
Cm(R). Let M be a finitely generated Rˆ-module. Then, using the approximation
theorem due to Popescu-Ogoma ([24], [25]), there exists a finitely generated R-
module N such that χF.([N ]) = χF.⊗RRˆ([M ]). Here, assume that F. ∈ NKm0 (R)Q.
Then, we have χF.([N ]) = 0. Therefore, we have F.⊗R Rˆ ∈ NKmRˆ0 (Rˆ)Q.
Next, assume that R is the local ring at the homogeneous maximal ideal of an
affine cone of a smooth projective variety over a field, i.e., let A = ⊕n≥0An = k[A1]
be a standard Noetherian graded ring over a field k such that X = Proj(A)
is smooth over k, and set R = AA+ , m = A+R, where A+ = ⊕n>0An. Let
π : Z → Spec(R) be the blowing-up with center m. Then, π gives a resolution
of singularities of Spec(R). Since R → Rˆ is a regular homomorphism, π × 1 :
Z ×Spec(R) Spec(Rˆ) → Spec(Rˆ) is also a resolution of singularities. It is easy to
see that X is isomorphic to π−1(m). We have the following two fibre squares:
X
j→ Z X → Z ×Spec(R) Spec(Rˆ)
π′ ↓ π ↓ ↓ π×1 ↓
Spec(R/m) → Spec(R) Spec(Rˆ/mRˆ) → Spec(Rˆ)
By the argument in Roberts-Srinivas [29] (see (7.4) below), for α ∈ Km0 (R)Q, α is
contained in NKm0 (R)Q if and only if α is contained in the kernel of the composite
map
K
m
0 (R)Q
π∗−→ KX0 (Z)Q χ−→ G0(X)Q
τX/Z−→ CH·(X)Q −→ CH·num(X)Q,
where χ is a map defined in the proof of Claim 3.3, and τX/Z is an isomorphism
given by the singular Riemann-Roch theorem (Chapter 18 in [2]) with base regular
scheme Z.
In the same way, one can prove that f ∗(α) is contained in NKmRˆ0 (Rˆ)Q if and
only if f ∗(α) is contained in the kernel of the composite map
K
mRˆ
0 (Rˆ)Q
(π×1)∗−−−→ KX0 (Z×Spec(Rˆ))Q χ−→ G0(X)Q
τ
X/(Z×Spec(Rˆ))−−−−−−−−→ CH·(X)Q −→ CH·num(X)Q.
By Corollary 18.1.2 in [2] and the definition of the maps, we have
τX/Z = td(N)
−1 · τX/X = τX/(Z×Spec(Rˆ)),
where N is the normal bundle of the embedding X → Z. Note that the diagram
Km0 (R)Q
π∗−→ KX0 (Z)Q
f∗ ↓ (1×f)∗ ↓ ց
KmRˆ0 (Rˆ)Q
(π×1)∗−→ KX0 (Z × Spec(Rˆ))Q −→ G0(X)Q
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is commutative. Thus, if α is contained in NKm0 (R)Q, then f
∗(α) is in NKmRˆ0 (Rˆ)Q.
q.e.d.
6 Numerically Roberts rings
Since (R,m) is a homomorphic image of a regular local ring S, we have an iso-
morphism
τR : G0(R)Q → A∗(R)Q =
dimR⊕
i=0
Ai(R)Q
that is independent of the choice of a base regular local ring S, as was shown
in Section 5. Using the map as above, we shall define a notion of numerically
Roberts rings and study these rings in this section.
Definition 6.1 We say thatR is a numerically Roberts ring if τR([R]) ∈ AdimR(R)Q.
Set d = dimR and
τR/S([R]) = τd + · · ·+ τ0,(6.2)
where τi ∈ Ai(R)Q for i = 0, · · · , d. By the top term property (Theorem 18.3 (5)
in [2]), we have
τd =
∑
p∈Assh(R)
ℓRp(Rp)[Spec(R/p)].
As in Definition 2.1 in [12], R is said to be a Roberts ring if τd−1 = · · · = τ0 = 0
with some base regular local ring S. Since the diagram
G0(R)Q
τR/S−−→ A∗(R)Q = ⊕di=0 Ai(R)Q
↓ ↓
G0(R)Q
τR−−→ A∗(R)Q = ⊕di=0Ai(R)Q
is commutative, we have
τR([R]) = τd + · · ·+ τ0.(6.3)
Therefore, R is a numerically Roberts ring if and only if τi ∈ NAi(R)Q for
i = 0, 1, . . . , d − 1. In particular, if R is a Roberts ring, then it is a numerically
Roberts ring. (The converse is not true. See Example 6.7.)
Assume that the natural map A∗(R)Q → A∗(R)Q is an isomorphism. Then,
R is a numerically Roberts ring if and only if R is a Roberts ring.
For a complex F. ∈ Cm(R), the rational number
ch(F.)(τd) = chd(F.)(τd)
is called the Dutta multiplicity of the complex F. and is denoted by χ∞(F.).
The following proposition characterizes numerically Roberts rings. We refer
the reader to [21] for Hilbert-Kunz multiplicity.
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Theorem 6.4 Let (R,m) be a homomorphic image of a regular local ring.
(1) Then, R is a numerically Roberts ring if and only if the Dutta multiplicity
χ∞(F.) coincides with the alternating sum of length of homology
χ(F.) =
∑
i
(−1)iℓR(Hi(F.))
for any F. ∈ Cm(R).
(2) Assume that R is a Cohen-Macaulay ring of characteristic p, where p is a
prime number. Then, R is a numerically Roberts ring if and only if the
Hilbert-Kunz multiplicity eHK(J) of J coincides with the colength ℓR(R/J)
for any m-primary ideal J of finite projective dimension.
Proof. With notation as in (6.2), R is a numerically Roberts ring if and only if
(τR/S)
−1(τd−1 + · · ·+ τ0) ∈ NG0(R)Q (cf. Proposition 2.4). Note that
χ∞(F.) = χF.
(
(τR/S)
−1(τd)
)
= χF.
(
[R]− (τR/S)−1(τd−1 + · · ·+ τ0)
)
= χ(F.)− χF.
(
(τR/S)
−1(τd−1 + · · ·+ τ0)
)
.
Therefore, R is a numerically Roberts ring if and only if χ∞(F.) coincides with
χ(F.) for any F. ∈ Cm(R).
Assume that R is a Cohen-Macaulay ring of characteristic p. Let F (R) be
the category of R-modules of finite length and of finite projective dimension.
Since R is a Cohen-Macaulay local ring, Km0 (R)Q is generated by free resolutions
of modules in F (R) (cf. Proposition 2 in [29]). For M ∈ F (R), FM . ∈ Cm(R)
denotes the minimal free resolution of M . By (1), R is a numerically Roberts
ring if and only if χ∞(FM .) coincides with χ(FM .) = ℓR(M) for any M ∈ F (R).
Suppose that M ∈ F (R). Using the method of Lemma 9.10 in [31], m-primary
ideals J , I1, . . . , It of finite projective dimension can be found such that I1, . . . ,
It are parameter ideals and
[M ] = [R/J ]−
t∑
i=1
[R/Ii]
in K0(F (R)). Then, we have
χ([FM .]) = ℓR(M) = ℓR(R/J)−
t∑
i=1
ℓR(R/Ii)
and
[FM .] = [FR/J .]−
t∑
i=1
[FR/Ii .]
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in Km0 (R)Q. Therefore, we have
χ∞(FM .) = χ∞(FR/J .)−
t∑
i=1
χ∞(FR/Ii .)
= eHK(J)−
t∑
i=1
ℓR(R/Ii),
by Remark 2.7 in [9] and Theorem 1.2 (1) in [11]. Thus, R is a numerically
Roberts ring if and only if eHK(J) coincides with ℓR(R/J) for any m-primary
ideal J of finite projective dimension. q.e.d.
Remark 6.5 Let R be a numerically Roberts ring. Then, R satisfies the van-
ishing property of intersection multiplicities, that is,∑
i
(−1)iℓR(TorRi (M,N)) = 0
for finitely generated R-modules M and N such that pdRM <∞, pdRN <∞,
ℓR(M ⊗R N) <∞ and dimM + dimN < dimR.
The proof is the same as that due to Roberts [27].
Example 6.6 Let R be a homomorphic image of a regular local ring and let
d = dimR.
Suppose d = 0. Since A∗(R)Q = A0(R)Q, R is a numerically Roberts ring.
Suppose d = 1. Since A0(R)Q = 0 by Proposition 3.7 (1), R is a numerically
Roberts ring.
Assume that R is equi-dimensional with d = 2. Since A0(R)Q = A1(R)Q = 0
by Proposition 3.7, R is a numerically Roberts ring.
Assume that R is a Gorenstein ring with d = 3. Set
τR([R]) = τ3 + τ2 + τ1 + τ0
as (6.3). Since A0(R)Q = A1(R)Q = 0 by Proposition 3.7, we have τ0 = τ1 = 0.
Furthermore, since R is a Gorenstein ring, we have τ2 = 0 by Proposition 2.8 in
[10]. Therefore, R is a numerically Roberts ring.
Using an example due to Dutta-Hochster-MacLaughlin [1], we can construct
a three-dimensional Cohen-Macaulay normal ring R and F. ∈ Cm(R) such that
χ∞(F.) 6= χ(F.). By Proposition 6.4 (1), R is not a numerically Roberts ring.
A five-dimensional Gorenstein ring constructed by Miller-Singh [20] is not a
numerically Roberts ring.
Next, we give an example of a numerically Roberts ring that is not a Roberts
ring.
22
Example 6.7 We give an example of a two-dimensional Noetherian local domain
that is not a Roberts ring. (Recall that two-dimensional Noetherian local domains
are numerically Roberts rings by Example 6.6.)
Let X be a smooth projective curve over C with g(X) ≥ 2. Since Pic0(X) is
an abelian variety of dimension g(X), Pic(X)Q is an infinite dimensional Q-vector
space. Furthermore, we have degKX = 2g(X)− 2 > 0.
Take a divisor H ∈ Div(X) such that H and KX are linearly independent in
Pic(X)Q. We assume degH >> 0. Then, H is an very ample divisor, and we
may assume that the graded ring
A =
⊕
n≥0
H0(X,OX(nH))
is generated by elements of degree 1 over C = H0(X,OX).
Set R = AA+ . Then, R is a two-dimensional Noetherian local domain and we
have an exact sequence
CH·(X)Q
H−−→ CH·(X)Q ξ−−→ A∗(R)Q −−→ 0,
where ξ is defined by ξ([Proj(A/P )]) = [Spec(R/PR)] for each homogeneous
prime ideal P of A not equal to A+. The map CH
·(X)Q
H−−→ CH·(X)Q denotes
the multiplication by H . Then, by Theorem 1.3 in [10], we have
ξ(td(Ω∨X)) = τR([R]) = τ2 + τ1 + τ0.
Furthermore, by definition of Todd classes of vector bundles, we have
td(Ω∨X) = 1 +
1
2
c1(Ω
∨
X) = 1−
1
2
c1(ωX) = 1− 1
2
KX .
Therefore, we have ξ(−1
2
KX) = τ1. Since H and KX are linearly independent in
CH1(X)Q, we obtain τ1 6= 0. Hence R is not a Roberts ring.
Remark 6.8 The author knows no example of a four-dimensional Gorenstein
ring that is not a numerically Roberts ring.
Let R be a four-dimensional Gorenstein ring and set
τR([R]) = τ4 + τ3 + τ2 + τ1 + τ0.
Since A0(R)Q = A1(R)Q = 0 by Proposition 3.7, we have τ0 = τ1 = 0. Since R is
a Gorenstein ring, we have τ3 = 0. Therefore, R is a numerically Roberts ring if
and only if τ2 = 0.
Furthermore, assume that R is the local ring (at the homogeneous maximal
ideal) of an affine cone of a smooth projective variety X of dimension 3 over C.
In this case, it will be proved in Remark 7.12 that A2(R)Q = 0. Therefore, R is
a numerically Roberts ring in this case.
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Remark 6.9 Assume that R is a numerically Roberts ring. Then, R/xR is also
a numerically Roberts ring for any non-zero-divisor x of R, as will be proved in
this remark. The author does not know whether Rp is a numerically Roberts ring
for a prime ideal p of R.
Let (R,m) be a homomorphic image of a regular local ring S. Assume that
(A, n) is a homomorphic image of R such that pdRA < ∞. Let H. be a finite
R-free resolution of A. Then, we have the map
χH. : G0(R)Q → G0(A)Q
defined by χH.([M ]) =
∑
i(−1)i[Hi(H. ⊗R M)]. Suppose that F. is a complex
in Cn(A). Then, since pdRA < ∞, there is a complex G. ∈ Cm(R) with a
quasi-isomorphism G. → F. as in Lemma 1.10 in [3]. Using a spectral sequence
argument, the diagram
G0(R)Q
χH.−−−→ G0(A)Q
χG. ց ↓ χF.
Q
(6.10)
is commutative. Therefore, for β ∈ NG0(R)Q, χH.(β) is contained in NG0(A)Q.
Thus, we have an induced map χH. : G0(R)Q → G0(A)Q that makes the following
diagram commutative:
G0(R)Q
χH.−−−→ G0(A)Q
↓ ↓
G0(R)Q
χH.−−−→ G0(A)Q
Since the diagram (6.10) is commutative, so is
A∗(R)Q
ch(H.)−−−→ A∗(A)Q
ց ↓ ch(F.)
ch(G.) Q
by the local Riemann-Roch formula (Example 18.3.12 in [2]). Therefore, we have
ch(H.)(NA∗(R)Q) ⊆ NA∗(A)Q and the following commutative diagram:
A∗(R)Q
ch(H.)−−−→ A∗(A)Q
↓ ↓
A∗(R)Q
ch(H.)−−−→ A∗(A)Q
(6.11)
Then, the following diagram is commutative:
G0(R)Q
τR−−−→ A∗(R)Q
χH. ↓ ↓ ch(H.)
G0(A)Q
τA−−−→ A∗(A)Q
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Therefore, we have
ch(H.)
(
τR([R])
)
= τA([A]).(6.12)
Now, assume that A coincides with R/xR for some non-zero-divisor x on R.
Then, for γ ∈ Ai(R)Q, ch(H.)(γ) is contained in Ai−1(A)Q since ch(H.) = ch1(H.)
by Corollary 18.1.2 in Fulton [2]. By the commutativity of the diagram (6.11),
we have
ch(H.)
(
Ai(R)Q
)
⊆ Ai−1(A)Q
for each i. Here, assume that R is a d-dimensional numerically Roberts ring.
Since τR([R]) ∈ Ad(R)Q, we have
τR([A]) = ch(H.)
(
τR([R])
)
∈ Ad−1(A)Q
by (6.12). Consequently A is a (d− 1)-dimensional numerically Roberts ring.
Remark 6.13 Let f : (A, p)→ (B, q) be a flat local homomorphism of Noethe-
rian local rings. Assume that B/pB is a complete intersection, and B/q is a finite
(algebraic) separable extension of A/p. Then, A is a numerically Roberts ring if
and only if B is a numerically Roberts ring.
The proof is omitted here.
7 Affine cones of smooth projective varieties
In this section, we treat affine cones of smooth projective varieties. Using a
method and a result of Roberts and Srinivas [29], we shall calculate Chow group
modulo numerical equivalence.
Let k be an algebraically closed field and let A = ⊕n≥0An be a Noetherian
graded ring with A0 = k and A = k[A1]. Assume that X = Proj(A) is smooth
over k. Set A+ = ⊕n>0An, R = AA+ and m = A+R. Let π : Z → Spec(R) be
the blowing-up with center m. Then, π−1(m) naturally coincides with X . Thus,
we regard X as a closed subscheme of Z. Let h be the very ample divisor under
the embedding X = Proj(A).
Note that Z \X = Spec(R) \ Spec(R/m). Then, by the theory of localization
sequences due to Thomason-Trobaugh [33], we have the following commutative
diagram
· · · −→ K1(Z \X)Q −→ KX0 (Z)Q r−→ K0(Z)Q −→ · · ·
‖ π∗ ↑ ↑
· · · −→ K1(Spec(R) \ Spec(R/m))Q −→ Km0 (R)Q s−→ K0(R)Q −→ · · ·
where the horizontal sequences are exact, and K0(R)Q (resp. K0(Z)Q) denotes the
Grothendieck group of finitely generated projective R-modules (resp. locally free
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OZ-modules of finite rank). We refer the reader to 1.5 in [3] for the definition of
π∗. Since the map s coincides with 0 in this case, we have an exact sequence
K
m
0 (R)Q
π∗−→ KX0 (Z)Q r−→ K0(Z)Q.
Since Z is a regular scheme, χ : KX0 (Z)Q → G0(X)Q is an isomorphism by
Lemma 1.9 in [3], where χ is defined by χ([F.]) =
∑
i(−1)i[Hi(F.)]. In particular,
the natural map K0(Z)Q → G0(Z)Q is an isomorphism. Therefore, we have an
exact sequence
K
m
0 (R)Q
χπ∗−−−−→ G0(X)Q i∗−→ G0(Z)Q,
where i∗ is the map induced by the closed immersion X
i−→ Z. Note that the
diagram
G0(X)Q
i∗−→ G0(Z)Q
τX/Z ↓ τZ/Z ↓
A∗(X)Q
i∗−→ A∗(Z)Q
is commutative, where τX/Z is the Riemann-Roch map of X with base regular
scheme Z (see 18.2 and 20.1 in [2]). Since the vertical maps in the diagram as
above are isomorphisms, the sequence
K
m
0 (R)Q
τX/Zχπ
∗
−−−−−−−−→ A∗(X)Q i∗−→ A∗(Z)Q
is exact.
Let Y be the blowing-up of Spec(A) with center A+. Consider the following
fibre squares:
X
i−→ Z j−→ Y
π′ ↓ π ↓ π” ↓
Spec(R/m) −→ Spec(R) −→ Spec(A)
Note that Y is a vector bundle on X with sheaf of sections OX(−1). Let p : Y →
X be the projection. By Theorem 3.3 (a) in [2], the pull-back map p∗ : A∗(X)→
A∗(Y ) is an isomorphism. Consider the following commutative diagram:
A∗(X)Q
i∗−→ A∗(Z)Q
(ji)∗ ↓ j∗ ր i∗ ↓
A∗(Y )Q
(ji)∗−→ A∗(X)Q
(7.1)
Here, i∗ (resp. (ji)∗) is the map induced by the closed immersion i : X → Z
(resp. ji : X → Y ), j∗ is the map induced by the flat map j : Z → Y , and i∗
(resp. (ji)∗) is the map taking the intersection with the Cartier divisor i : X → Z
(resp. ji : X → Y ). We refer to Chapters 1 and 2 in [2] for these induced maps
as above. Commutativity of the diagram (7.1) follows from Proposition 1.7 and
Proposition 2.3 (d) in [2]. By Corollary 6.5 in [2], (ji)∗ coincides with p∗−1. In
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particular, (ji)∗ is an isomorphism. By the commutativity of the diagram (7.1),
we have
Ker
(
A∗(X)Q
i∗→ A∗(Z)Q
)
= Ker
(
A∗(X)Q
(ji)∗(ji)∗−−−−−−−→ A∗(X)Q
)
.
Using Example 3.3.2 in [2], the map (ji)∗(ji)∗ coincides with the multiplication
by −h ∈ AdimX−1(X)Q. Let CH·(X)Q = ⊕dimXi=0 CHi(X)Q be the Chow ring of X
with rational coefficients. Note that CHi(X) = AdimX−i(X) for each i. Setting
ϕ = τX/Zχπ
∗, we obtain an exact sequence
K
m
0 (R)Q
ϕ−→ CH·(X)Q h−→ CH·(X)Q,(7.2)
where CH·(X)Q
h−→ CH·(X)Q denotes the multiplication by h.
Set
K = Ker(CH·(X)Q
h−→ CH·(X)Q)
L = Ker(CH·num(X)Q
h−→ CH·num(X)Q)
M = CH·num(X)Q /h · CH·num(X)Q
where CH·num(X)Q denotes the Chow ring ofX (with rational coefficients) modulo
numerical equivalence. Then, we have a commutative diagram
Km0 (R)Q
ϕ ↓
0 −→ K −→ CH·(X)Q h−→ CH·(X)Q ξ−→ A∗(R)Q −→ 0
↓ ↓ ↓ ↓
0 −→ L −→ CH·num(X)Q h−→ CH·num(X)Q −→ M −→ 0
where the horizontal sequences are exact (e.g., [10]), and ξ is defined by ξ([Proj(A/P )]) =
[Spec(R/PR)] for each homogeneous prime ideal P of A such that P 6= A+. Note
that ϕ : Km0 (R)Q → K is surjective by the exactness of the sequence (7.2). Let
W be the image of the induced map K → L. We denote by
φ : K
m
0 (R)Q → W(7.3)
the induced surjection. By the argument of Roberts-Srinivas [29], we know that
W = Km0 (R)Q, that is, 0→ NKm0 (R)Q → Km0 (R)Q φ→W → 0 is exact, and(7.4)
there exists a map ξ : CH·num(X)Q → A∗(R)Q such that the following(7.5)
diagram is commutative, where the vertical maps are the projections.
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CH·(X)Q
ξ−→ A∗(R)Q
↓ ↓
CH·num(X)Q
ξ−→ A∗(R)Q
Here, we give an outline of proofs of (7.4) and (7.5). For a homogeneous prime
ideal P of A not equal to A+, ZP denotes the proper transform of Spec(R/PR),
i.e., ZP is the closed integral subscheme of Z such that π(ZP ) = Spec(R/PR).
Note that the induced morphism ZP → Spec(R/PR) is a birational surjection.
Consider the following fibre square:
X
i−→ Z
π′ ↓ π ↓
Spec(R/m) −→ Spec(R)
For α ∈ Km0 (R)Q, we have
ch(α) ([Spec(R/PR)]) = ch(α) (π∗([ZP ])) = π
′
∗ (ch(π
∗α) ([ZP ]))
by Definition 17.1 in [2]. Since Z and X are regular schemes, we have isomor-
phisms
K
X
0 (Z)Q
χ−→ G0(X)Q χ←− KX0 (X)Q
by Lemma 1.9 in [3]. Take ǫ ∈ KX0 (X)Q such that χ(π∗α) = χ(ǫ). Since the
diagram
G0(X)Q
τX/X−→ A∗(X)Q
χǫ ↓ ch(ǫ) ↓
G0(X)Q
τX/X−→ A∗(X)Q
is commutative by the local Riemann-Roch formula (Example 18.3.12 in [2]), we
have
τX/Xχ(π
∗α) = τX/Xχ(ǫ) = τX/Xχǫ([OX ]) = ch(ǫ)
(
τX/X([OX ])
)
= ch(ǫ) ([X ]) .
Note that, by the definition of the Riemann-Roch map (18.2 and 20.1 in [2]), we
have τX/X([OX ]) = X .
On the other hand, by Corollary 18.1.2 in [2], we have
π′∗ (ch(π
∗α) ([ZP ])) = π
′
∗
(
ch(ǫ) · td(N)−1 · i∗[ZP ]
)
,
where N denotes the normal bundle of i : X → Z, and i∗ : A∗(Z)Q → A∗(X)Q
denotes the map taking the intersection with X . Since i∗[ZP ] = [Proj(A/P )] and
ch(ǫ) ([X ]) = τX/Xχ(π
∗α) as above, we have
π′∗
(
ch(ǫ) · td(N)−1 · i∗[ZP ]
)
= π′∗
(
τX/Xχ(π
∗α) · td(N)−1 · [Proj(A/P )]) .
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By Corollary 18.1.2 in [2] and the definition of the Riemann-Roch map (18.2 and
20.1 in [2]), we have
τX/Z = td(N)
−1 · τX/X .
Hence, we have
π′∗
(
τX/Xχ(π
∗α) · td(N)−1 · [Proj(A/P )]) = π′∗ (τX/Zχ(π∗α) · [Proj(A/P )])
= π′∗ (ϕ(α) · [Proj(A/P )])
by the definition of ϕ. Consequently, we have
ch(α) ([Spec(R/PR)]) = π′∗ (ϕ(α) · [Proj(A/P )]) .(7.6)
Recall that A∗(R)Q is generated by
{[Spec(R/PR)] | P is a homogeneous prime ideal of A not equal to A+}
because ξ is surjective (cf. Theorem 1.3 in [10]). Therefore, by (7.6),
α is in NKm0 (R)Q if and only if ϕ(α) coincides with 0 in CH
·
num(X)Q.
In other words, NKm0 (R)Q = Ker(φ), where φ is the map in (7.3). The statement
(7.4) follows from this equality.
If [Proj(A/P )] is equal to 0 in CH·num(X)Q, then [Spec(R/PR)] is contained
in NA∗(R)Q by (7.6). Thus, (7.5) holds. q.e.d.
By (7.5) above, we have a surjection M → A∗(R)Q. Since dimCH·num(X)Q <
∞, we have dimL = dimM . By (7.4) as above and Theorem 3.1, we have
dimW = dimA∗(R)Q.
dimW ≤ dimL
‖ ‖
dimA∗(R)Q ≤ dimM
Therefore, the following three conditions are equivalent:
a) W = L,
b) the natural map K → L is surjective,
c) the natural map CH·num(X)Q/h ·CH·num(X)Q → A∗(R)Q is an isomorphism.
In particular, we have the following theorem:
Theorem 7.7 If CH·(X)Q is isomorphic to CH
·
num(X)Q, then the natural map
A∗(R)Q → A∗(R)Q is an isomorphism.
In Roberts-Srinivas [29], the following statements are proved:
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1) Suppose k = C. Then, there is an example such that W 6= L.
2) Suppose k = Q or Fp. If some famous conjectures are true, then W = L.
Here, we give some examples.
Example 7.8 Suppose that n ≥ 2. Let X be the blowing-up of the projective
space PnC at r distinct points. Let R be the local ring at the homogeneous maximal
ideal of an affine cone ofX . Using Proposition 6.7 in Fulton [2], it is easily verified
that
Ai(X)Q =


Q (i = 0, n)
Qr+1 (i = 1, 2, . . . , n− 1)
0 (otherwise)
and CH·(X)Q is isomorphic to CH
·
num(X)Q. Then, the natural map A∗(R)Q →
A∗(R)Q is an isomorphism by Theorem 7.7. Therefore, we obtain the following:
Ai(R)Q =


Q (i = n + 1)
Qr (i = n)
0 (otherwise)
In this case, dimG0(R)Q = r + 1.
Example 7.9 Let m and n be positive integers such that n ≥ m ≥ 2. Suppose
A = k[xij | i = 1, . . . , m; j = 1, . . . , n]/ I2(xij),
where I2(xij) is the ideal of A generated by all of the 2× 2 minors of the m× n
matrix (xij). Then, X = Proj(A) = P
m−1×Pn−1 and dimR = m+n−1. In this
case, CH·(X)Q is isomorphic to CH
·
num(X)Q. By Theorem 7.7, we have
Ai(R)Q = Ai(R)Q =
{
Q (if i = n, n+ 1, . . . , m+ n− 1)
0 (otherwise)
and dimG0(R)Q = m.
Example 7.10 Set
A2n−1 = k[x1, y1, . . . , xn, yn]/(x1y1 + · · ·+ xnyn) and
A2n = k[x1, y1, . . . , xn, yn, z]/(z
2 + x1y1 + · · ·+ xnyn).
By Swan [32] (see Section 4 in Levine [17]), we have
CHi(Proj(A2n−1)) =


Q (i = 0, 1, . . . , n− 2, n, . . . , 2n− 2)
Q⊕Q (i = n− 1)
0 (otherwise)
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and
CHi(Proj(A2n)) =
{
Q (i = 0, 1, . . . , 2n− 1)
0 (otherwise).
Let Rl denote the localization of Al at the homogeneous maximal ideal. Then,
we can show
Ai(R2n−1)Q = Ai(R2n−1)Q =
{
Q (if i = n, 2n− 1)
0 (otherwise)
and
Ai(R2n)Q = Ai(R2n)Q =
{
Q (if i = 2n)
0 (otherwise)
since CH·(Proj(Al))Q is isomorphic to CH
·
num(Proj(Al))Q in this case.
Example 7.11 Let k be a field and set
A = k[xij | i = 1, . . . , m; j = 1, . . . , n](xij |i, j)
/
It(xij),
where n ≥ m ≥ t are positive integers, and It(xij) is the ideal of A generated by
all the t × t minors of the m × n matrix (xij). Let R be the local ring at the
homogeneous maximal ideal of A. Then, by Example 6.2 in [12], the following
three conditions are equivalent:
1. R is a Roberts ring,
2. R is a complete intersection,
3. t = 1 or m = n = t.
In the case of t = 2, R is a numerically Roberts ring if and only if m = n = 2
(see Example 7.9). In the case of t ≥ 3, the author does not know when R is a
numerically Roberts ring.
Let Ad(n) be the local ring at the homogeneous maximal ideal of the affine
cone of the Grassmann variety Gd(n) under the Plu¨cker embedding, where d and
n are integers such that 0 < d < n. In [15], it is proved that Ad(n) is a Roberts
ring if and only if one of the following conditions are satisfied,
1. d = 1;
2. d = n− 1;
3. d = 2 and n = 4;
4. d = 3 and n = 6.
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It is known that CH·(Gd(n))Q = CH
·
num(Gd(n))Q (see Chapter 14 in [2]). There-
fore, Ad(n) is a numerically Roberts ring if and only if Ad(n) is a Roberts ring.
Set
Bm(n) = k[zij | 1 ≤ i < j ≤ n](zij |i, j)
/
Pfm(zij),
where Pfm(zij) is the pfaffian ideal of degreem of the n×n generic anti-symmetric
matrix (zij) (see Section 5 in [15]). By Theorem 5.1 in [15], the following condi-
tions are equivalent:
1. Bm(n) is a Roberts ring,
2. Bm(n) is a complete intersection,
3. m = 1 or n = 2m.
In the case of m = 2, B2(n) coincides with A2(n). Therefore, B2(n) is a numeri-
cally Roberts ring if and only if n = 4. In the case of m ≥ 3, the author does not
know when Bm(n) is a numerically Roberts ring.
Remark 7.12 Let R be the local ring at the homogeneous maximal ideal of an
affine cone A of a smooth projective variety X over C. Set k = dimX . Assume
that the natural map
CH·hom(X)Q −→ CH·num(X)Q(7.13)
is an isomorphism, where CH·hom(X)Q is the Chow ring (with rational coeffi-
cients) modulo homological equivalence (Chapter 19 in [2]). Then, the fact that
Aj(R)Q = 0 for j ≤ (k + 1)/2 = dimR/2 can be proven as follows. (The map
(7.13) is an isomorphism in the case in which dimX is at most 3 or X is an
abelian variety (Example 19.3.2 in [2]). If we assume that Grothendieck’s stan-
dard conjectures are true, then the map (7.13) is an isomorphism.)
We have an injective map
clX : CHihom(X)Q −→ H2i(X,Q)
for i = 0, 1, . . . , k called the cycle map (see Chapter 19 in [2]). Let h be the
very ample divisor of the embedding X = Proj(A). Since the map (7.13) is an
isomorphism, we have the following commutative diagram for i > k/2:
CHk−inum(X)Q
clX−−−−→ H2(k−i)(X,Q)
h2i−k ↓ h2i−k ↓
CHinum(X)Q
clX−−−−→ H2i(X,Q)
Note that the horizontal maps are injective. By the hard Lefschetz theorem
(cf. [17]), the right vertical map in the above diagram is an isomorphism. Since
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dimCHk−inum(X)Q = dimCH
i
num(X)Q, the left vertical map is also an isomorphism.
In particular, the map
CHi−1num(X)Q
h−→ CHinum(X)Q
is surjective for i > k/2.
Recall that there exist surjective maps
CHinum(X)Q/h · CHi−1num(X)Q → AdimR−i(R)Q
for each i by (7.5). Therefore, we have Aj(R)Q = 0 for j ≤ (k+ 1)/2 = dimR/2.
By Remark 3.6 and (8.7), this is equivalent to the condition that χF.(M) is
equal to 0 for any F. ∈ Cm(R) and any finitely generated R-module M with
dimM ≤ dimR/2.
8 A vanishing of Chow group modulo numerical
equivalence
In this section, we attempt to prove the following theorem:
Theorem 8.1 Let (R,m) be a d-dimensional Noetherian local domain that is a
homomorphic image of a regular local ring. Assume that there exists a regular
alteration π : Z → Spec(R). Then, we have At(R)Q = 0 for t < d− dim π−1(m).
By this theorem, we know that, for any regular alteration π′ : Z ′ → Spec(R),
we have
dim π′−1(m) ≥ d−min{t | At(R)Q 6= 0}.
Before proving the theorem, we give some examples.
Example 8.2 Let (R,m) be a d-dimensional Noetherian local domain and let
f : W → Spec(R) be a resolution of singularities of Spec(R). Then, by the above
argument, we have
dim f−1(m) ≥ d−min{t | At(R)Q 6= 0}.
Let R be a ring in Example 7.9. In this case, d is equal to m+ n− 1 and we
have
min{t | At(R)Q 6= 0} = n.
On the other hand, let g : V → Spec(R) be the blowing-up of Spec(R) with
center (x11, x21, . . . , xm1). Then, g is a resolution of singularities of Spec(R) with
dim g−1(m) = m− 1. Therefore, in this case,
dim g−1(m) = d−min{t | At(R)Q 6= 0}.
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Next, we assume that R is the local ring at the homogeneous maximal ideal of
an affine cone of an abelian variety X over the field of complex numbers. Then,
it is known that, for any regular alteration π : Z → Spec(R), dim π−1(m) is equal
to dimX = d − 1 (cf. Example 3.9 in Ishii-Milman [6]). On the other hand, by
Remark 7.12, we have
min{t | At(R)Q 6= 0} > d/2.
Therefore, if d ≥ 3, we have
dim π−1(m) > d−min{t | At(R)Q 6= 0}
for any regular alteration π : Z → Spec(R).
In order to prove Theorem 8.1, we need the following lemma:
Lemma 8.3 Let X be a d-dimensional integral scheme that is of finite type over
a regular scheme. Assume that there is a regular alteration π : Z → X. Let Y be
a closed subset of X. Let i be a non-negative integer and take c ∈ Ai(Y → X)Q.
Then, the following conditions are equivalent:
1) c = 0 in Ai(Y → X)Q.
2) c([Z]) = 0 in Ad−i(π
−1(Y ))Q.
In particular, if d− i > dim π−1(Y ), then Ai(Y → X)Q coincides with 0.
Before proving Lemma 8.3, recall bivariant classes and the bivariant group
Ai(Y → X) defined in Chapter 17 in Fulton [2]. A bivariant class c in Ai(Y → X)
is a collection of homomorphisms
c(k)g : Ak(X
′) −→ Ak−i(X ′ ×X Y )
for all g : X ′ → X and all k ∈ Z compatible with proper push-forward, flat
pull-back, and intersection products, that is, c
(k)
g ’s satisfy (C1), (C2) and (C3) in
Definition 17.1 in [2].
Proof. By definition, 1) implies 2).
We shall prove that 2) implies 1). Let V be an s-dimensional integral scheme
and let g : V → X be a morphism of finite type. We want to show c([V ]) = 0 in
As−i(g
−1(Y ))Q.
Take a closed integral subscheme V ′ of V ×X Z such that the composite map
V ′ → V ×X Z → V is proper surjective and generically finite. Then, by the
compatibility with proper push-forward (Definition 17.1 (C1) in [2]), c([V
′]) = 0
implies that c([V ]) = 0. Replacing V by V ′, we may assume that there is a
morphism h : V → Z such that π · h = g.
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Setting W = π−1(Y ), we have a natural map
Ai(Y → X)Q → Ai(W → Z)Q
as in 17.2 (P3) in [2]. The image of c will be denoted by c again. Then, c ∈
Ai(W → Z)Q satisfies c([Z]) = 0 by the assumption. In this situation, we want
to show that c([V ]) = 0.
By Nagata’s compactification ([18], [23]), there exist an integral scheme V ,
a proper morphism h : V → Z and an open immersion j : V → V such that
h = h · j. Then, by the compatibility with flat pull-back (Definition 17.1 (C2) in
[2]), c([V ]) = 0 implies c([V ]) = 0. Replacing V by V , we may assume that the
morphism h : V → Z is proper.
Furthermore, using Chow’s lemma (cf. [4]), we may assume that h : V → Z
is projective by the compatibility with proper push-forward. Suppose that V is
a closed subscheme of PnZ and the composite map
V ⊆ PnZ → Z
coincides with h. Set t = codimPnZ V . Since P
n
Z is a regular scheme, there exists
a locally-free OPnZ -resolution F. of OV . Then, we have
cht(F.)([P
n
Z ]) = [V ]
by the top term property (Theorem 18.3 (5) in [2]). Therefore, we have
c([V ]) = c(cht(F.)([P
n
Z ]))
= cht(F.)(c([P
n
Z ]))
since c and cht(F.) commute by a theorem of Roberts [27]. Since P
n
Z → Z is a
flat map, c([Z]) = 0 implies c([PnZ ]) = 0 by the compatibility with flat pull-back.
Therefore, we have c([V ]) = 0. q.e.d.
Corollary 8.4 Let X be a d-dimensional integral scheme that is of finite type
over a regular scheme. Assume that there exists a regular alteration π : Z → X.
Let Y be a closed subset of X and set W = π−1(Y ). Let F. be a bounded OX-
locally free complex with support in Y . Then, for a non-negative integer k, the
following conditions are equivalent:
1) chi(F.) = 0 in A
i(Y → X)Q for i = 0, 1, . . . , k − 1,
2)
∑
i(−1)i[Hi(π∗F.)] ∈ Fd−kG0(W )Q,
where Fd−k G0(W )Q is a vector subspace of G0(W )Q spanned by
{[M] | M is a coherent OW -module with dim SuppM≤ d− k}.
35
Note that condition 1) above is independent of the choice of a regular alter-
ation π : Z → X .
Proof. By Lemma 8.3, condition 1) is equivalent to the condition that chi(π
∗F.)([Z]) =
0 in Ad−i(W )Q for i = 0, 1, . . . , k − 1. Furthermore, this is equivalent to
ch(π∗F.)([Z]) ∈
d−k⊕
j=0
Aj(W )Q.
Since the diagram
G0(Z)Q
τZ/Z−→ A∗(Z)Q
χπ∗F. ↓ ch(π∗F.) ↓
G0(W )Q
τW/Z−→ A∗(W )Q
is commutative by the local Riemann-Roch theorem [2], we have
τW/Z
(∑
i
(−1)i[Hi(π∗F.)]
)
= ch(π∗F.)(τZ/Z([OZ ])) = ch(π∗F.)([Z]).
Recall that, since Z is a regular base scheme, we have τZ/Z([OZ ]) = [Z].
By the top term property, we have τW/Z(Fd−kG0(W )Q) = ⊕d−kj=0 Aj(W )Q.
Therefore, 1) is equivalent to 2). q.e.d.
Next, we define two invariants for complexes in Cm(R).
Definition 8.5 Let (R,m) be a Noetherian local ring of dimension d. For a
complex F. ∈ Cm(R), we define
b(F.) = min{s | chs(F.) 6= 0 in As(Spec(R/m)→ Spec(R))Q},
n(F.) = min{s | chs(F.) : As(R)Q → Q does not coincide with 0}.
If chs(F.) is 0 in A
s(Spec(R/m)→ Spec(R))Q for all s, we set b(F.) = ∞. If the
map chs(F.) : As(R)Q → Q is equal 0 for all s, we set n(F.) =∞.
By definition, either 0 ≤ n(F.) ≤ d or n(F.) =∞.
It is easily verified that
0 ≤ b(F.) ≤ n(F.).(8.6)
Furthermore, note that
min{t | At(R)Q 6= 0} = min{n(F.) | F. ∈ Cm(R)}.(8.7)
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Remark 8.8 Let (R,m) be a d-dimensional Noetherian local domain with regu-
lar alteration π : Z → Spec(R). SetX = π−1(m) and χ(π∗F.) =∑i(−1)i[Hi(π∗F.)] ∈
G0(X)Q. Then, for each F. ∈ Cm(R), we have
χ(π∗F.) ∈ Fd−b(F.)G0(X)Q \ Fd−b(F.)−1 G0(X)Q
by Corollary 8.4. This is equivalent to
τX/Z(χ(π
∗F.)) ∈
⊕
i≤d−b(F.)
Ai(X)Q \
⊕
i<d−b(F.)
Ai(X)Q.(8.9)
In particular, either 0 ≤ b(F.) ≤ d or b(F.) =∞.
Now we return to the proof of Theorem 8.1. Let (R,m) be a local ring that
satisfies the assumptions in Theorem 8.1. Then, for F. ∈ Cm(R), we have∑
i
(−1)i[Hi(π∗F.)] ∈ Fd−b(F.) G0(π−1(m))Q \ Fd−b(F.)−1 G0(π−1(m))Q.
In particular, we have
d− b(F.) ≤ dim π−1(m)
for any F. ∈ Cm(R). It follows that
d−dim π−1(m) ≤ min{b(F.) | F. ∈ Cm(R)} ≤ min{n(F.) | F. ∈ Cm(R)} = min{t | At(R)Q 6= 0}
by (8.6) and (8.7).
We have completed the proof of Theorem 8.1.
Remark 8.10 Let (R,m) be a d-dimensional Noetherian local ring.
Let K. be a Koszul complex with respect to a system of parameters for R.
Then, b(K.) = n(K.) = d.
Suppose that R is a homomorphic image of a regular local ring (S, n). Assume
that F. ∈ Cm(R) is liftable to S, that is, there exists an S-free complex G. such
that F. = G. ⊗S R. (Note that a Koszul complex of a system of parameters for
R is always liftable.) Then,
b(F.) = d or ∞.
In fact, let Y be the support of the complex G., i.e., Y = ∪i Supp(Hi(G.)) ⊂
Spec(S). Then, Spec(R) ∩ Y = {n}. Since dimR + dimY ≤ dimS by Serre’s
theorem [30], we have dim Y ≤ dimS − d. Since Spec(S) itself is a regular alter-
ation of Spec(S), we have chi(G.) = 0 in A
i(Y → Spec(S))Q for i = 0, 1, · · · , d−1
by Corollary 8.4. It follows that chi(F.) coincides with 0 in A
i(Spec(R/m) →
Spec(R))Q for i = 0, 1, · · · , d− 1.
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Remark 8.11 We discuss affine cones of smooth projective varieties. With no-
tation as in Section 7, we have the following commutative diagram:
Km0 (R)Q
ϕ−→ K ⊆ CH·(X)Q
φց ↓ ↓
W ⊆ CH·num(X)Q
Then, by the definition of ϕ (see (7.2)) and Remark 8.8, we have
ϕ([F.]) ∈
⊕
i≥b(F.)−1
CHi(X)Q \
⊕
i>b(F.)−1
CHi(X)Q
for each F. ∈ Cm(R).
On the other hand, using the method described in Section 7, we can prove
φ([F.]) ∈
⊕
i≥n(F.)−1
CHinum(X)Q \
⊕
i>n(F.)−1
CHinum(X)Q.
Therefore, the difference between b(F.) and n(F.) corresponds to the difference
between rational equivalence and numerical equivalence on X .
Example 8.12 Let R be a ring as in Example 7.9. In this case, since CH·(X)Q
is isomorphic to CH·num(X)Q, b(F.) coincides with n(F.) for any F. ∈ Cm(R). By
(8.7), we have b(F.) = n(F.) ≥ n.
Let H{s}. be the complex as in Remark 2.5. Then, b(H{s}.) = n(H{s}.) = s
for s = n, n + 1, . . . , m+ n− 1.
Example 8.13 We give an example of F. ∈ Cm(R) with b(F.) 6= n(F.).
Set
A = C[x, y, z]/(x3 + y3 + z3).
We regard A as a graded ring with deg(x) = deg(y) = deg(z) = 1. Set X =
Proj(A), and let (R,m) be the local ring of A at (x, y, z). With notation as in
Section 7, the map
K
m
0 (R)Q
ϕ−→ K = Ker(CH·(X)Q h−→ CH·(X)Q)
is surjective. Take 0 6= α ∈ CH1(X)Q such that 0 = α ∈ CH1num(X)Q. (Since X
is an elliptic curve over C, it is easy to take such α.) Then, by the surjectivity of
ϕ, there exists F. ∈ Cm(R) such that ϕ([F.]) = nα with some positive integer n.
Then, by Remark 8.11, we have
b(F.) = 2 6=∞ = n(F.).
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9 Applications of Lemma 8.3
In this section, we give two applications of Lemma 8.3. The first is a sufficient
condition of the vanishing property of intersection multiplicities (see Theorem 9.1
below). The second gives another proof of the vanishing theorem (see Theorem 9.4
below) of the first localized Chern characters due to Roberts [28].
Theorem 9.1 Let (R,m) be a d-dimensional Noetherian local domain. Assume
that R is a homomorphic image of an excellent regular local ring S and there
exists a regular alteration π : Z → Spec(R). Let Y be a closed subset of Spec(R)
such that
π|Z\π−1(Y ) : Z \ π−1(Y )→ Spec(R) \ Y
is finite. If dim π−1(Y ) ≤ d/2, then R satisfies the vanishing property, that is,∑
i
(−1)iℓR(TorRi (M,N)) = 0
for finitely generated R-modules M and N such that pdRM < ∞, pdRN < ∞,
ℓR(M ⊗R N) < ∞ and dimM + dimN < d, where pdR denotes the projective
dimension as an R-module.
Proof. Let M and N be R-modules that satisfy the assumptions in the theorem.
We may assume dimM ≥ dimN . Then, dimN < d/2. Let F. and G. be finite
free resolutions of M and N , respectively.
Set τR/S([R]) = τd + τd−1 + · · · + τ0, where τi ∈ Ai(R)Q. Then, by the local
Riemann-Roch formula, we have∑
i
(−1)iℓR(TorRi (M,N)) = ch(F.⊗G.) ∩ τR/S([R])
=
∑
i, j≥0
chi(F.)chj(G.) ∩ τi+j .
We want to prove chi(F.)chj(G.) ∩ τi+j = 0 for any i, j ≥ 0.
Assume that chi(F.)chj(G.) ∩ τi+j 6= 0 for some i, j ≥ 0. By Lemma 8.3, we
have
dim π−1(Supp(M)) ≥ d− i(9.2)
since chi(F.) 6= 0 in Ai(Supp(M)→ Spec(R))Q. Furthermore, since
0 6= chj(G.) ∩ τi+j ∈ Ai(Supp(N))Q,
we have 0 ≤ i ≤ dimN and
dimM + i ≤ dimM + dimN < d.
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Therefore,
dimM < d− i.
We have
π−1(Supp(M)) ⊆ π−1(Y ∪ Supp(M)) = π−1(Y ) ∪ π−1(Supp(M) \ Y )
= π−1(Y ) ∪ π−1(Supp(M) \ Y ),
where π−1(Supp(M) \ Y ) denotes the closure of π−1(Supp(M) \ Y ). It is easy to
see that
dim π−1(Supp(M) \ Y ) ≤ dimM,
since R is an excellent ring. Therefore, we have
dim π−1(Supp(M)) ≤ max{dim π−1(Y ), dimM}.
Since i ≤ dimN < d/2, we obtain
dim π−1(Y ) ≤ d/2 < d− i.
Then, we have
dim π−1(Supp(M)) ≤ max{dim π−1(Y ), dimM} < d− i.
This inequality contradicts (9.2). q.e.d.
Example 9.3 Let m, n, q be positive integers such that 2 ≤ m ≤ n. Set
R = k [{xij | i = 1, · · · , m; j = 1, . . . , n}, y1, . . . , yq](x,y)
/
I2(xij).
Then, we have dimR = m + n + q − 1. Let π : Z → Spec(R) be the blowing-
up of Spec(R) along (x11, x21, . . . , xm1). Then, Z is a resolution of singularities
of Spec(R) such that dim π−1((x11, x21, . . . , xm1)) = m + q − 1. Therefore, if
m+ q ≤ n + 1, then π : Z → Spec(R) satisfies the assumptions in Theorem 9.1.
Note that the dimension of the singular locus of Spec(R) is equal to q. (For a
local ring such that the dimension of its singular locus is at most 1, the vanishing
property was proved by Roberts [27].)
In the remainder of this section, we shall give another proof to the vanishing
theorem of the first localized Chern characters due to Roberts [28] as follows:
Theorem 9.4 Let X be a scheme that is of finite type over an excellent regular
scheme. Let X = X1 ∪ · · · ∪ Xt be the irreducible decomposition. Assume that
each (Xi)red has a regular alteration. Let Y be a closed subset of X such that
codimXiXi ∩ Y ≥ 2 for i = 1, . . . , t. Then, for each F. ∈ CY (X), we have
ch1(F.) = 0
in A1(Y → X)Q.
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Note that Roberts proved the vanishing theorem of the first localized Chern
characters without assuming that (Xi)red’s have regular alterations.
Proof. Let V be an s-dimensional integral scheme with a morphism f : V → X
of finite type. We want to show that ch1(f
∗F.) : As(V )Q → As−1(f−1(Y ))Q
coincides with 0.
Since V is irreducible, some irreducible component Xi contains f(V ). Let
fi : V → Xi be the induced map. We have only to show that
ch1(f
∗
i (F.⊗OX OXi)) : As(V )Q → As−1(f−1i (Xi ∩ Y ))Q
coincides with 0. Therefore, we may assume that X is an integral scheme with a
regular alteration.
Set d = dimX . Let π : Z → X be a regular alteration. By Proposi-
tion 18.1 (a) in [2], ch0(F.) is the multiplication by
∑
i(−1)i rankOX Fi. Since
Y is a proper closed subset of X , we have ch0(F.) = 0 in A
0(Y → X)Q. Set
W = π−1(Y ). By Corollary 8.4, ch1(F.) = 0 in A
1(Y → X)Q if and only if
τW/Z(χπ∗F.([OZ ])) ∈
d−2⊕
i=0
Ai(W )Q.
Since W is a proper closed subset of Z, we have dimW ≤ d− 1. If dimW ≤
d− 2, we have nothing to prove.
Assume that dimW = d− 1. Let W1, . . . , Wl be the irreducible components
of W of dimension d − 1. Then, Ad−1(W )Q is a Q-vector space with basis [W1],
. . . , [Wl]. It is sufficient to show that the coefficient of [Wi] in τW/Z(χπ∗F.([OZ ]))
is equal to 0 for i = 1, . . . , l.
Assume that the coefficient of [W1] in τW/Z(χπ∗F.([OZ ])) is not 0.
Let U be an affine open set of X such that Fi|U is OU -free for each i, and
π−1(U) ∩W1 6= ∅. Consider the following commutative diagram:
KY0 (X)Q −→ KU∩Y0 (U)Q
π∗ ↓ πU∗ ↓
KW0 (Z)Q −→ Kπ
−1(U)∩W
0 (π
−1(U))Q
χ ↓ χ ↓
G0(W )Q −→ G0(π−1(U) ∩W )Q
τW/Z ↓ τπ−1(U)∩W/π−1(U) ↓
A∗(W )Q −→ A∗(π−1(U) ∩W )Q
The horizontal maps are restrictions to U . By the commutativity, the coefficient
of [π−1(U) ∩W1] in
τπ−1(U)∩W/π−1(U)χπU
∗([F.|U ])
is equal to the coefficient of [W1] in τW/Z(χπ∗F.([OZ ])).
41
Replacing X by U , we may assume that X is an affine integral scheme and
F. is a complex of free modules.
Setting X = Spec(H0(Z,OZ)), we take the Stein factorization
Z
↓ ց π
X
g−→ X
of π : Z → X .
Since X is an excellent scheme, codimX g
−1(Y ) is at least 2. Therefore, replac-
ing X by X , we may assume that X is an affine normal scheme and π : Z → X
is birational.
We denote by i the inclusion W → Z. Consider the following commutative
diagram:
KY0 (X)Q
π∗−−→ KW0 (Z)Q χ−−→ G0(W )Q i∗−−→ G0(Z)Q
τW/Z ↓ ↓ τZ/Z
A∗(W )Q
i∗−−→ A∗(Z)Q
p ↓ ↓ p
Ad−1(W )Q
i∗−−→ Ad−1(Z)Q
where i∗ is induced by the proper morphism i : W → Z and p’s are the projec-
tions. Set αd−1 = p · τW/Z · χ(π∗F.). By our assumption, we have αd−1 6= 0.
On the other hand, we have
i∗χ(π
∗F.) =
∑
j
(−1)j [π∗Fj ] =
(∑
j
(−1)j rankFj
)
· [OZ ] = 0,
because each Fj is a free OX -module and Y is a proper closed subset of X .
Therefore, i∗(αd−1) = 0. This equality contradicts the following claim:
Claim 9.5 The map i∗ : Ad−1(W )Q −→ Ad−1(Z)Q is injective.
In the remainder of this section, we shall prove the claim.
Let W1, . . . , Wl be the irreducible components of W of dimension d − 1.
Then, Ad−1(W )Q is a Q-vector space with basis [W1], . . . , [Wl]. Suppose that
i∗(q1[W1] + · · · + ql[Wl]) = 0. Then, there exists a positive integer n and a ∈
R(Z)× = R(X)× such that
divZ(a) = nq1[W1] + · · ·+ nql[Wl].
Then, we have
divX(a) = π∗(divZ(a)) = nq1π∗([W1]) + · · ·+ nqlπ∗([Wl])
by Proposition 1.4 in [2]. Since π(Wi) ⊂ Y , codimX π(Wi) is at least 2 for each
i. Therefore, we have divX(a) = 0. Since X is an affine normal scheme, a is a
unit of Γ(X,OX). Hence a is also a unit of Γ(Z,OZ) and divZ(a) = 0. It follows
that q1 = · · · = ql = 0. q.e.d.
42
References
[1] S. P. Dutta, M. Hochster and J. E. MacLaughlin,Modules of finite projec-
tive dimension with negative intersection multiplicities, Invent. Math. 79 (1985),
253–291.
[2] W. Fulton, Intersection Theory, 2nd Edition, Springer-Verlag, Berlin, New York,
1997.
[3] H. Gillet and C. Soule´, Intersection theory using Adams operation, Invent.
Math. 90 (1987), 243–277.
[4] R. Hartshorne, Algebraic Geometry, Graduate Texts in Math., No. 52, Springer-
Verlag, Berlin and New York, 1977.
[5] H. Hironaka, Resolution of singularities of an algebraic variety over a field of
characteristic zero, Ann. Math. 79 (1964), 109–326.
[6] S. Ishii and P. Milman, The geometric minimal models of analitic spaces, Math.
Ann. 323 (2002), 437–451.
[7] A. J. de Jong, Smoothness, semi-stability and alterations, Publ. Math. IHES 83
(1996), 51–93.
[8] Y. Kamoi and K. Kurano, On maps of Grothendieck groups induced by com-
pletion, J. Alg. 254 (2002), 21–43.
[9] K. Kurano, An approach to the characteristic free Dutta multiplicities, J. Math.
Soc. Japan, 45 (1993), 369–390.
[10] K. Kurano, A remark on the Riemann-Roch formula for affine schemes associ-
ated with Noetherian local rings, Tohoku Math. J. 48 (1996), 121–138.
[11] K. Kurano, Test modules to calculate Dutta Multiplicities, J. Alg. 236 (2001),
216-235.
[12] K. Kurano, On Roberts rings, J. Math. Soc. Japan. 53 (2001), 333–355.
[13] K. Kurano, Roberts rings and Dutta multiplicities, “Geometric and combinatorial
aspects of commutative algebra”, 273–287. Lect. Notes in Pure and Applied Math.,
217, Marcel Dekker, 2001.
[14] K. Kurano and P. C. Roberts, Adams operations, localized Chern characters,
and the positivity of Dutta multiplicity in characteristic 0, Trans. Amer. Math.
Soc. 352 (2000), 3103–3116.
[15] K. Kurano and A. K. Singh, Todd classes of affine cones of Grassmannians,
Int. Math. Res. Notices 35 (2002), 1841–1855.
[16] M. Levine, Localization on singular varieties, Invent. Math. 91 (1988), 423–464.
43
[17] J. D. Lewis, A survey of the Hodge conjecture, 2nd edition, CRM mono. ser. 10,
Amer. Math. Soc., Providence, RI, 1999.
[18] W. Lu¨tkebohmert, On compactification of schemes, Manuscripta Math. 80
(1993), 95–111.
[19] H. Matsumura, Commutative ring theory, Cambridge Studies in Adv. Math., 8,
Cambridge Univ. Press, Cambridge-New York, 1989.
[20] C. M. Miller and A. K. Singh, Intersection multiplicities over Gorenstein
rings, Math Ann 317 (2000), 155–171.
[21] P. Monsky, The Hilbert-Kunz function, Math. Ann. 263 (1983), 43–49.
[22] M. Nagata, Local Rings, Interscience Tracts in Pure and Appl. Math., Wiley,
New York, 1962.
[23] M. Nagata, A generalization of the imbedding problem of an abstract variety in
a complete variety, J. Math. Kyoto Univ. 3 (1963), 89–102.
[24] T. Ogoma, General Ne´ron desingularization based on the idea of Popescu, J. Alg.
167 (1994), 57–84.
[25] D. Popescu, General Ne´ron desingularization and approximation, Nagoya Math.
J. 104 (1986), 85–115.
[26] P. C. Roberts, The vanishing of intersection multiplicities and perfect complexes,
Bull. Amer. Math. Soc. 13 (1985), 127–130.
[27] P. C. Roberts, Local Chern characters and intersection multiplicities, Proc. of
Symposia in Pure Math., 46 (1987), 389–400.
[28] P. C. Roberts, MacRae invariant and the first local chern character, Trans.
Amer. Math. Soc., 300 (1987), 583–591.
[29] P. C. Roberts and V. Srinivas, Modules of finite length and finite projective
dimension, Invent. Math., 151 (2003), 1–27
[30] J.-P. Serre, Alge`bre locale, Multiplicite´s, Lecture Notes in Math. 11, Springer-
Verlag, Berlin, New York, 1965.
[31] V. Srinivas, Algebraic K-theory, Second edition, Progress in Mathematics, 90.
Birkhauser Boston, Inc., Boston, MA, 1996
[32] R. Swan, K-theory of quadratic hypersurfaces, Ann. Math. 122 (1985), 113–154.
[33] R. W. Thomason and T. Trobaugh, Higher algebraic K-theory of schemes and
of derived categories. “The Grothendieck Festschrift”, Vol. III, 247–435, Progr.
Math., 88, Birkhauser Boston, Boston, MA, 1990.
44
Department of Mathematics
Meiji University
Higashi-Mita 1-1-1, Tama-ku,
Kawasaki 214-8571, Japan
kurano@math.meiji.ac.jp
http://www.math.meiji.ac.jp/~kurano
45
