A study was undertaken to investigate the response of the rodent somatosensory barrel cortex to single-whisker, near-threshold vibrissal stimuli. Cortical responses to controlled whisker deflections were recorded by (i) conventional multi-unit extracellular recording within the cytochrome oxidase rich barrels centers and the interbarrel septa, and (ii) intrinsic signal optical imaging, a technique that provides a spatial view of cortical activation thought to be related to the deoxygenation of hemoglobin in activated areas. Barrel cortex neurons responded weakly to whisker deflections of 0.04°. Their response to a series of small stimuli of increasing amplitude was well-fitted by a logarithmic function. Responses to larger stimuli declined monotonically with distance from the center of the barrel column, and were characterized by greater onset and offset firing rates, by greater post-excitatory reduction of firing to below spontaneous levels, and by shorter response latency. In comparison to measurements taken previously from primary vibrissal afferent fibers, we conclude that cortical cells can respond to activity in a very small fraction of first-order sensory neurons.
Introduction
A useful way to characterize any topographically organized sensory cortex is to examine its response to weak, punctate stimuli of varying amplitude. The responses to such stimuli are relatively free from factors such as lateral inhibition and saturation effects that might occur in response to stronger or more spatially distributed stimuli. Weak, punctate stimuli can be used to measure system parameters such as the cortical activation threshold, which is the minimum sensory stimulus amplitude that evokes a response from cortical neurons, and the cortical point spread, which is the area of cortex activated by a minimal stimulus. These measurements lend insight into the processing characteristics of a system. For example, the relation between the threshold for activation of peripheral and cortical neurons constrains hypotheses as to how inputs are integrated within the cortex, while the cortical point spread lends insight into functional spatial convergence and divergence within the system.
The whisker-to-cortex pathway of the rodent is well-suited to studies of this kind. The rat whisker cortex is characterized by cellular aggregates that correspond in one-to-one fashion to the array of vibrissae (whiskers) on the contralateral face. The aggregates, found in layer IV, are known as barrels, and have been the subject of extensive research since their initial description in 1970 (Woolsey and Van der Loos, 1970) . Each barrel consists of several thousand neurons densely packed in a circular arrangement. Thalamocortical fibers from the ventroposteromedial nucleus innervate the barrel centers, while fibers arriving from a secondary thalamic nucleus (posteromedial) and from the contralateral somatosensor y cortex inner vate the interbarrel regions, known as septa (Koralek et al., 1988; Koralek and Killackey, 1990) . Interlaminar connections define a barrel column extending from the pia through the layer IV barrel to the white matter.
The rat vibrissa system is exquisitely sensitive. Using their whiskers, trained rats can reliably discriminate a smooth surface from one with 30 µm grooves separated by 90 µm intervals (Carvell and Simons, 1990) . Cortical lesions of adult rat barrel cortex produce profound sensory-motor deficits, suggesting that the mature barrel cortex mediates sensory-motor discriminations involving the whiskers (Hutson and Masterton, 1986; Hurwitz et al., 1990; Barneoud et al., 1991; Guic-Robles et al., 1992) .
We have assessed the response of rat barrel cortex to very weak single-whisker def lections, using a combination of recording techniques: conventional multi-unit recordings, which are well-suited for measuring temporal response properties, and intrinsic signal optical imaging (Grinvald et al., 1986; Peterson and Goldreich, 1994) to reveal the spatial extent of activated cortex. The findings from this study may help to provide a basis for explaining the primary sensory mechanisms that underlie behavioral results. Some of these data have appeared in preliminary form (Peterson et al., 1993) .
Materials and Methods

Surgery
Five female Sprague-Dawley rats (220-260 g, Banton-Kingman or Simonsen) were used in this study. The animals were anesthetized with sodium pentobarbital (Nembutal, 55 mg/kg i.p.) and given 0.1 ml atropine sulfate i.m. Rectal temperature was monitored and maintained at 37.5°C with a thermostatically controlled heating pad. A tracheostomy was made and a tracheal cannula introduced to allow aspiration of tracheal f luids if necessary. The femoral vein was cannulated for delivery of additional anesthetic. The atlanto-occipital membrane covering the cisterna magna was opened to reduce cerebrospinal f luid pressure. A craniotomy was made over the left barrel cortex. The dura was ref lected, and the exposed cortical surface was covered with silicon oil. Intravenous pentobarbital was administered as necessary to maintain an aref lexic level of anesthesia.
Vibrissa Def lection
A solenoid-like stimulator with negative feedback from a linear variable differential transformer (LVDT) was used to provide quantitative vibrissa def lections (Developed by M. Fong, University of California, San Francisco, Department of Otolaryngology, 1993) . The LVDT provides an on-line signal of the actual position of the stimulus probe (Fig. 1 ). Thus, we were able to measure the actual stimulus applied to the whisker under study. A small plastic rectangle (approximate dimensions 1 × 5 mm) attached to the probe tip rested gently on the caudal aspect of the D1 whisker on the right side of the face, holding it slightly rostral of resting position. Stimulus onset was in the rostral direction, roughly orthogonal to the longitudinal axis of the whisker.
Four different near-square wave stimuli were applied to whisker D1 at ∼14 mm from the snout (Fig. 1) . Stimulus amplitudes were 9, 17, 34 and 68 µm, delivered at 4 Hz. These amplitudes were chosen based on preliminar y observations from multi-unit recordings that a 10 µm Cerebral Cortex Mar 1998;8:173-183; 1047-3211/98/$4.00
Optical Imaging and Electrophysiology of Rat Barrel Cortex. I. Responses to Small Single-vibrissa Deflections stimulus appeared to produce no readily detectable response. Under the assumption that the whisker pivots as a rigid lever, these stimuli provided deflections of the whisker about its base of ∼0.04-0.28°. Stimulus velocity was found to increase monotonically with amplitude.
Imaging
The imaging technique has been described (Peterson and Goldreich, 1994) . Brief ly, the cortex was illuminated with narrowband red light (mean wavelength ∼660 nm) from high-intensity light-emitting diodes (LEDs). This light is absorbed more effectively by deoxygenated hemoglobin than by oxygenated hemoglobin. The likely source of the intrinsic signal is an increase in deoxygenated hemoglobin content within the venous circulation of activated cortical regions. A charge-coupled device (CCD) camera (Cohu 4815) connected to a dissecting microscope (Zeiss) was focused on the pia overlying the D1 barrel column. Custom software for the Macintosh (CAM software -see http://senselab.med. yale.edu/people/peterson/Software.html#CA M) was used to capture frames from the camera via a QuickCapture card (Data Translation). The software also controlled a Lab-NB board (National Instruments) that was used to drive the whisker stimulator.
Experiments were based on the coordination of frame capture from the camera with the application of vibrissa stimuli. Each image was created from two running averages. A pre-stimulus average (pooled from all trials) was created from frames gathered during the 2 s preceding the beginning of each trial. A stimulus-evoked average was made by collecting frames starting 3.5 s after the onset of each 5 s stimulus period and ending 3 s after the end of the period (Fig. 2) . Frame collection was delayed relative to stimulus onset and offset because the metabolic signal has slow onset and decay rates (see Peterson and Goldreich, 1994) . Frames were acquired at 30 Hz. Most imaging sessions lasted 40 min, allowing several thousand frames to be averaged under each stimulus condition. Trials were interleaved so that each stimulus was presented once before the pattern repeated.
Images represent the percentage change of each pixel from its pre-stimulation average value to its stimulus-evoked average value, processed with two additional adjustments. First, the mean percentage change computed across all pixels was subtracted from each pixel. This subtraction helped control for general lighting changes, such as those that result from slow shrinkage or expansion of brain volume due to changes in ventricular cerebrospinal f luid levels. Second, images were filtered with a discrete Gaussian to remove spatial high-frequency noise. Image resolution is determined by microscope magnification. For the magnification most commonly used, pixels were 16 × 16 µm.
Image Analysis
As noted previously (Peterson and Goldreich, 1994) , intrinsic images represent activity-specific activation of cortical tissue. Suprathreshold whisker stimulation evokes an image at the same cortical locus as that defined by electrophysiologically recorded responses. Furthermore, low-magnification images collected sequentially in response to deflection of different whiskers are located at topographically appropriate places within the barrelfield. Also noted (Peterson and Goldreich, 1994) , image contrast generally improves as an experiment progresses. Accordingly, data were chosen for analysis based on a visual assessment of the contrast of the image evoked by the largest-amplitude (0.28°) stimulus used. If the largest amplitude stimulus evoked a poor-contrast image, the data were not used; if the largest-amplitude stimulus evoked an adequate image, then all stimulus-evoked images from that run were used.
An automated procedure (CA M software -see http://senselab.med. yale.edu/people/peterson/Software.html#CA M) was used to outline images with best-fit ellipses (Fig. 3) . This procedure determines the ellipse that maximizes the fit function given by:
where 'i' refers to pixels inside the ellipse, and 'o' to pixels outside; 'pixel' refers to the pixel intensity value (normalized percent absorption During the first 2 s of each trial, frames were added to the pre-stimulus image. After this interval, the stimulus was applied to whisker D1 for 5 s. Stimulus-evoked frames were collected from 3.5 s after the stimulus began to 3 s after it ended (4.5 s interval). (D) Stimuli were generated by applying a train of square waves at 4 Hz to the stimulator, which produced the displacements shown in Figure 1 . change); and 'T' is a threshold of 1 SD above the average pixel intensity value for the entire imaged region. One further constraint is that only pixels with values between -1 and 2 SDs from the norm are included in the calculation of the FIT function. By considering only those pixels with values between -1 and 2 SDs from the norm, the fit procedure was relatively unaffected by the inf luence of vascular and other artifacts (Fig. 4) . The algorithm first searches for a starting point by measuring the fit of a circle (of definable dimensions) as it is scanned coarsely across the entire image. The location that has the best fit value is the starting point for the search. The initial search circle is then treated as an ellipse. Each of the five parameters defining the ellipse, the center (2), x-axis length (1), y-axis length (1), and angle of rotation of axes (1) is varied independently in small increments (one pixel for center location and axis length parameters, and 1°for the axis rotation parameter) to provide an estimate of the partial derivative of the fit function with respect to each of these variables. Every change that leads to a better fit is adopted in the new ellipse parameters (e.g. the center might be moved one pixel to the right and the ellipse might be rotated 1°counterclockwise). The process continues until small changes of any parameter worsen the fit. Ellipses made with these specifications were found to be in good agreement with image shape and size as judged visually by the authors.
We fit each image within a stimulus sequence with a best-fit ellipse and used the largest ellipse to define a reference region. Average image intensity within the reference region was plotted as a function of stimulus amplitude. Spatial intensity distributions were determined by surrounding each identified active region with a series of circular annuli concentric with the reference region (Fig. 4C ). Each annulus was six pixels (96 µm) in width. The range from -0.01 to 0.06% absorbance change was divided into nine bins, and for each annulus the number of pixels with intensity values falling in each bin was recorded. The bin with the median number of pixels was then recorded as the intensity for that annulus.
As a further precaution against the biasing of ellipse fits by draining veins, the distance from the center of the largest ellipse to the center of the representation determined electrophysiologically, when available (see below), was measured. If this distance exceeded two-thirds of a barrel diameter (i.e. 226 µm -see text), the image was not used. This criterion eliminated one of three ellipses that were Beginning with the dimensions of the scanning circle, the program incrementally modifies the five parameters that define an ellipse until there is no further improvement. Increments to each parameter are based on partial derivatives of the scoring function with respect to that parameter. Every other ellipse is shown here, with later ellipses displayed brighter than earlier ones. (C-F) The initial angle of the ellipse can affect its final form, as shown here for initial angles of 0°(C), 15°(D), 30°(E) and 45°(F). Note that the ellipse initiated at 45°captures a region of signal that the others have missed (upper right) owing to the presence of an overlying vein. In this study, the initial angle was set to 0°, and no adjustments were made to the placements by the automated procedure as they agreed well with the experimenters' judgement. Bar: 1.0 mm. Orientation in this and all subsequent image figures: medial is up; rostral is left.
checked by comparison to the electrophysiologically derived representation center.
Electrophysiology
In three experiments, upon completion of imaging, physiological recordings were made using either 10 µm carbon fiber electrodes (Armstrong-James and Millar, 1979) or tungsten microelectrodes (Microprobe, 1-2 MΩ at 1 kHz) which were introduced orthogonal to the surface and inserted 580 µm beneath the pia with a microdrive. This depth corresponded in our animals to the location of the cytochrome oxidase rich barrel centers found in layer IV and lower layer III (Land and Simons, 1985) . The neural signals were bandpass-filtered around 1 kHz, amplified ×10 000, displayed on an oscilloscope, and connected to an audio monitor. All recordings were of multi-unit activity. A threshold of five times the measured standard deviation of the noise was used to detect spikes within the signal.
Initially, 14-17 electrode penetrations were used to create a map of the receptive fields at various locations throughout the barrel cortex. The locations of penetration sites were marked using a computerized mapping program (M AP -Peterson and Merzenich, 1995a; see http:// senselab.med.yale.edu/people/peterson/Software.html#MAP) on a digitized image of the cortical surface. The receptive field at each penetration site was subjectively characterized by lightly tapping on each whisker with a hand-held fine-glass probe, noting the whisker that evoked the largest audible response. Penetration sites were categorized as belonging to one of three groups based on their characterization using the hand-held probe: a D1 site which clearly responded best to the D1 whisker; a surround site which clearly responded best to a whisker other than D1; or a septal site which responded with no clear dominance to any one whisker and in which evoked responses were generally weak.
Upon completion of mapping, a computerized neurophysiology program (EXP - Peterson and Merzenich, 1995b ; see http://senselab. med.yale.edu/people/peterson/Software.html#EXP) was used to deliver and record responses to stimuli of identical amplitude and wave-form as those used during image acquisition. Each of the four def lection amplitudes as well as a def lection of 0°was presented 50 times at 4 Hz. Spikes exceeding an amplitude threshold of five times the standard deviation above the mean noise level were selected for analysis. The noise level was measured from spikeless regions of digitized traces recorded prior to the delivery of stimuli. The time of peak amplitude of each spike was saved at the resolution of the sampling frequency (10 kHz, or 0.1 ms). An average of 6.3 penetration sites per animal were made within the D1 representation to acquire quantitative physiology.
Electrophysiology Analysis
For each stimulus amplitude, spikes were binned at 5 ms over the 50 trials to create peristimulus time histograms (PSTHs). The total spike count evoked by a given stimulus was calculated by summing the spike counts within all of the bins in the histogram for that stimulus. A normalized total response was calculated by dividing the total spike count by the total spike count of the spontaneous activity (0° amplitude) trials. The normalized total response was averaged for each stimulus over all penetration sites characterized as being within the D1 representation, and the averages were plotted against stimulus strength. These values were fitted with a logarithmic curve and compared to the responses measured using the imaging technique.
The relationship between the normalized total response and the distance from the center of the representation was also examined. The center of the representation was calculated as a first moment by weighting the coordinates of all penetration sites classified as within the D1 representation, with their normalized total response to the largest stimulus. This calculated center approximates the actual center if the penetration density is sufficiently high and if the response magnitude within the D1 representation decreases with distance from the center (see Armstrong-James et al., 1992) . Responses were plotted with respect to their distances from this calculated center.
The modal latency of the onset response was determined by creating a histogram of 1 ms bins of the first spike from each trial that occurred in the interval 2-20 ms after the stimulus was presented. The time of the bin with the most spikes was recorded for each penetration. If no bin had at least two spikes, the penetration site was not used.
The responses of primar y afferents to stimuli similar to those employed in the present study were adopted from the paper of Gibson and Welker (1983) . These authors recorded single unit activity from the trigeminal ganglion of rats, while stimulating at 4 mm from the face. They used whisker def lections ranging from 0.01 to 10°, and plotted all Figure 6 . Images and corresponding electrophysiology. (A) Images and peristimulus response histograms were created for each stimulus amplitude (indicated at left). The histograms were averaged from seven penetration sites (see below). The first stimulus produced a response that was just detectable. As stimulus amplitude increased, images and peak onset and offset spike counts became more pronounced. (B) The D1 barrel was mapped by qualitatively characterizing each electrode penetration site. White circles indicate penetration sites that were characterized as clearly responding best to whisker D1 deflections; red circles, penetration sites that were not associated with a clear D1 preference. A center (crosshair) was calculated based on recorded activity. The penetration sites were overlaid on the 0.28°intrinsic image. Bars: 1.0 mm. Gibson and Welker (1983) were scanned into a Power Macintosh 7100/66 at 72 dots per inch, using DeskScan II v. 2.2. (Hewlett Packard). Images were imported into DataThief 2.0B (Keys Huyser and Jan van der Laan), a Macintosh program that is used to convert graphed data to tabulated data format. Tabulated data were then compared to the data obtained in the present study using CA-CricketGraph III (Computer Associates International).
Histology
Upon completion of three of the experiments, the cortex was lesioned electrolytically at key locations marked on the computerized brain surface image, using a 10 µm carbon fiber electrode (5 µA, electrode negative, 5 s). Rats were given a lethal dose of pentobarbital and perfused through the aorta with warm saline followed by 200 ml of 4% paraformaldehyde, 4% sucrose in 0.1 M phosphate, pH 7.6. The cortex was placed in the same fixative with 20% sucrose at 4°C for 12-48 h. The tissue was then f lattened between glass slides, frozen, and cut on a microtome at 100 µm in the tangential plane. Sections were stained to demonstrate the presence of cytochrome oxidase, mounted on slides, dehydrated in alcohols, cleared with xylene, and coverslipped with Eukitt or Permount.
Cytochrome oxidase barrels were typically found starting in the sixth frozen section from the pial surface. Barrels were traced with a camera lucida or were imaged electronically into the public domain NIH Image program (written by Wayne Rasband at the US National Institutes of Health) and traced with a cursor. Tracings were magnified and oriented in NIH Image to match the traced lesions with the lesion sites marked on the digitized image of the brain surface. Overlays of images and barrel tracings are shown in Figure 5 . The area, A, of each barrel tracing was measured (in µm 2 ). The nominal radius, r, of the barrel was calculated as
Results
Population Response Function and Threshold
Intrinsic images and electrophysiological recordings were used to measure cortical responses to small, graded stimuli (Fig. 6) . Both methods showed an increase in response strength to stimuli of increasing amplitudes. The evoked electrophysiological response approached but did not reach the spontaneous firing rate with smaller amplitude stimuli. Similarly, visual inspection of the intrinsic images suggests the presence of a residual signal even for the smallest amplitude stimulus employed.
We quantified the effect of stimulus amplitude on intrinsic image intensity by using the best-fit ellipse procedure to measure the intensity of each image within a set (see Materials and Methods). For each experiment, the largest image of the run was chosen and the average intensity (percentage absorption increase) within the ellipse defined from that image was measured over all four images within the set. There was a strong correlation between image intensity and stimulus strength, which was well-fitted by a logarithmic function (Fig. 7A) . A similar result was found for the electrophysiology data (Fig. 7B) . Indeed, a near-linear relationship was observed between extracellular spike count and intrinsic image intensity (Fig. 7C) .
Cortical Point Spread
The question arises as to whether regions of cortex overlying barrel centers respond differently to increases in stimulus strength than do regions overlying septa or neighboring barrels. To assess whether the image intensity increases in a spatially uniform or non-uniform way as stimulus strength is increased, we fitted each image in a set with a series of five concentric circular annuli, creating annuli for each 96 µm interval surrounding an image (see Materials and Methods). We plotted average image intensity vs. annulus for each of the four stimulus amplitudes (Fig. 8A) . Clearly, image intensity falls off with increasing distance from the center, regardless of which stimulus is considered. Furthermore, the image intensity increases as larger stimuli are applied, regardless of which annulus is considered. It is also clear, however, that the more central annuli exhibit a greater intensity increase for a given increase in stimulus strength. Thus, the increase in overall image intensity with stimulus strength (Fig. 7A ) is accounted for primarily by an increase in the intensity of the central portions of the images, indicating that regions overlying barrel centers respond with greater gain to increases in stimulus strength than do regions overlying the septa or neighboring barrels.
Similar results were obtained from the electrophysiological data based on an estimated barrel center (Fig. 8B ). Responses were binned according to distance from the center in 100 µm segments. The measured decline was monotonic with distance. The mean and standard error of the radii of cytochrome oxidase-containing D1 barrels from the three histologically processed cortices are indicated on the x-axis in Figure 8B . Notice that both the optical images and the electrophysiologically recorded responses are largest in the barrel column, but both extend over an area significantly wider than the underlying barrel. This pattern was observed in individual cases as well as in the population data (Fig. 8C,D) .
Temporal Structure of Responses
Visual inspection of PSTHs (see Fig. 6A ) suggests that while onset and offset responses grow with increasing stimulus strength, the response during the plateau phase does not. In fact, plateau phase responses appear to diminish with increasing stimulus strength. To investigate this issue further, we displayed the average response of D1 cells on two scales (Fig. 9A,B) . While large peak responses are evident at lower magnification (Fig.  9A) , a longer latency reduction of firing to below the median spontaneous rate is readily apparent at higher magnification (Fig. 9B) . Onset and offset median responses were significantly above the median spontaneous activity level for all four stimuli (Fig. 9C) , over time windows of 5-20, 5-20, 10-25 and 15-25 ms after the stimulus onset and offset for 0.28, 0.14, 0.07 and 0.04°stimuli respectively. For the three largest stimuli, these time periods were followed by a period of ∼50 ms when spike activity was noticeably below the median spontaneous rate. The periods of greatest excitatory onset and offset responses occur at longer latency as stimulus amplitude decreases.
Discussion
We have shown that the response of barrel cortex to small, graded stimuli applied to a single whisker is well-fitted by a logarithmic function of stimulus amplitude. The extrapolated thresholds for cortical activation were 0.03 and 0.01°as measured with electrophysiological and optical imaging techniques, respectively. The stimuli employed activated a cortical region substantially larger than the underlying layer IV barrel. Neuronal activity declined monotonically with distance outward from the response center, and the decline was most rapid for the largest stimuli employed. Responses to larger stimuli were characterized by greater onset and offset firing rates, by greater post-excitatory reduction of firing to below spontaneous levels, and by shorter response latency. The implications of these findings are discussed.
Cortical Sensitivity
The mean extrapolated thresholds from the electrophysiology and imaging techniques were 0.03 and 0.01° respectively, corresponding to a def lection of a few microns delivered 14 mm from the face. The few prior studies of amplitude thresholds are not in disagreement with these data. Simons (1978) reported a nominal threshold of 0.4°, but noted that this value was close to the noise level of his stimulation apparatus, so that lower amplitude stimuli could not be reliably delivered. Ito (1981) reported an average value of 0.68°for the amplitude threshold of barrel cortex cells. In that study, amplitude thresholds were calculated from responses to an exponentially rising stimulus waveform, and may not be comparable to the values obtained in our study. One can calculate from Ito's data, however, using his methods, that the lowest amplitude thresholds were indeed below 0.1°.
A difficulty in comparing amplitude thresholds across studies arises from the inf luence, if any, of time derivatives of the whisker position, e.g. whisker velocity. We have employed near-square wave stimuli of four amplitudes; the velocity of the stimuli employed increased with amplitude (see Fig. 1 ). Accordingly, the data reported here do not allow an independent assessment of the effects of whisker def lection amplitude and velocity. It has been reported that barrel cortex cells are sensitive to both def lection amplitude and velocity (Pinto et al., 1996; Ito, 1981 Ito, , 1985 .
We suspect that thresholds determined by the multi-unit recording and optical imaging techniques used in this study indicate the thresholds of the most sensitive (lowest threshold) cells within the barrel column. The increase in response with stimulus amplitude (Fig. 7A ,B) presumably ref lects both greater excitation of these cells, as well as the recruitment of additional cells with higher thresholds. The decrease in latency with increasing stimulus amplitude (Fig. 9C) suggests that more synchronous inputs are being recruited at the thalamic level in response to the larger amplitude stimuli, helping to boost cortical cell potentials more reliably above threshold. In the absence of strong, synchronous thalamic input, the response to weaker stimuli is probably inf luenced to a significant degree by ongoing f luctuations in thalamic and cortical spontaneous activities, and thus the time of firing becomes less predictable, resulting in a longer measured latency. In this regard, it is worth noting that the many sources of noise in sensory systems can actually aid the nervous system at low input levels by occasionally boosting the system above threshold (Yu and Lewis, 1989) . The probability of detection of a small signal by a cortical neuron or by an animal is dependent on a number of variables such as the number of inputs carrying the signal and time over which the input is sampled. It is also dependent on characteristics of the noise such as its amplitude (Wiesenfeld and Moss, 1995) . A ll of these parameters might change over time to greater or lesser degrees, resulting in a change in the probability of detection. The probability of detection may only approach zero asymptotically, and the way it approaches zero may depend heavily on the state of the animal. Thus, we consider the extrapolated thresholds (Fig. 7) to provide upper limits on actual cortical sensitivity, and we use the term 'threshold' advisedly.
Comparison to Primary Afferent Population
An important question that arises from the present study is how the very low thresholds of barrel cortical neurons compare to those of vibrissal primary afferents within the trigeminal nerve. Using 6.4 ms whisker def lections at angular velocities of nearly 4000°/s, Gibson and Welker (1983) determined that amplitude thresholds of vibrissal primary afferents are distributed over three orders of magnitude, with a median of ∼1° (Gibson and Welker, 1983) . The most sensitive afferents had thresholds of <0.1°. Only 3% of primary afferents responded to stimuli of 0.045°, a stimulus slightly larger than the smallest employed in the present study. Because our minimal stimulus moved at a substantially slower velocity (∼140°/sec; see Fig. 1 ) than the 0.045°stimulus employed by Gibson and Welker (1983) , we suspect that it activated a smaller number of primary afferent fibers, despite its relatively prolonged plateau phase. We tentatively conclude that cortical cells can respond to activity in a very small fraction of first-order fibers.
We have found that the cortical response increases as the log of stimulus amplitude. Interestingly, over the range of stimulus amplitudes that we employed, the percentage of primary afferents responding also increased logarithmically (Fig. 10) . A parsimonious interpretation of these data is that, as a population, rodent somatosensory cortical neurons fire at a rate roughly proportional to the number of primary afferents activated by a stimulus. In this regard, the rodent somatosensory system may behave similarly to that of the primate in response to f luttervibration stimuli: both the percentage of primary afferents activated by such stimuli and the firing rates of cortical neurons are logarithmically shaped functions of stimulus amplitude (Mountcastle et al., 1969) . A direct test of this hypothesis will have to await a study in which identical stimuli are used to activate cortical and primary afferent neurons.
Behavioral Relevance
Another question that arises from this study is whether the cortical response to near-threshold stimuli is of behavioral relevance to the animal. Cortical sensory-evoked potentials in humans were found to occur in response to just-detectable stimuli (Soininen and Jarvilehto, 1983) , suggesting that cortical activity signals a detectable stimulus; microneurography studies in humans have suggested that a single action potential in one or perhaps several primary afferent fibers is sufficient to evoke a conscious perception (Johannson and Vallbo, 1979 ; but see also Wall and McMahon, 1985) . The literature on rodents is less extensive. Psychophysical experiments on awake rats indicate that they are able to detect 1 mm def lections applied to the tip of a whisker whose length is >50 mm (Hutson and Masterton, 1986) . The angular def lection of the follicle caused by this stimulus could not exceed 1°, the def lection calculated under the assumption that the whisker pivots as a rigid lever; the actual angular def lection in response to such a distal stimulus may be substantially less than 1°. This passive-detection threshold, however, was found to survive barrel cortex lesions. Barrel cortex thresholds may be more relevant to the detection capabilities of actively whisking rats, since sensory-motor behaviors are dependent on an intact barrel cortex (Hutson and Masterton, 1986) . To date, detection thresholds during active touch have not been determined for the rodent trigeminal system. However, using a single whisker, rats can distinguish smooth surfaces from surfaces containing 30 µm grooves spaced at 90 µm intervals (Car vell and . The angular def lection of a whisker relative to its follicle that results from the whisking of such grooves remains to be determined, but may be estimated at ∼0.03°(arcsin 30 µm/50 mm). Note that exploration does not occur with the whisker tips so the rat is not using a strategy of 'catching' the tips in the grooves and thus producing large displacements.
Spatial Response Distributions
The area of cortex activated by even the weakest stimulus employed was substantially larger than an underlying layer IV barrel. A relatively large area of activation in response to single-whisker def lection has been shown previously with intrinsic imaging (Masino et al., 1993; Peterson and Goldreich, 1994) and voltage-sensitive dye imaging (Orbach et al., 1985; Kleinfeld and Delaney, 1996) . The present result extends previous findings to responses evoked by very small stimuli. We view the cortical point spread as an indication of excitatory divergence/convergence in the whisker-to-barrel system: each whisker activates cells in more than one barrel column, and conversely each barrel column receives input from multiple whiskers.
Inspection of Figure 8 suggests that stimulus intensity is encoded by the spatial gradient of the cortical response. Activity evoked by larger stimuli declines more rapidly with distance from the barrel column center, because centrally located regions respond with higher gain to increases in stimulus amplitude. For a given stimulus amplitude, the decline in optical signal and spiking activity with distance presumably ref lects the excitatory receptive field structures of barrel cortex neurons. Thirty-nine percent of supragranular cells (and 15% of layer IV cells and 64% of infragranular cells) respond weakly to def lection of at least Figure 11 . Model for stimulus localization and detection. (A) To achieve maximum sensitivity, neurons in higher cortical areas could integrate over the entire region of barrel cortex that exhibits an excitatory response to a small whisker stimulus. (B) Localization of larger stimuli is possible, because the response increases at a greater rate in the barrel column centers one adjacent whisker (Simons, 1978) . Adjacent whisker response magnitudes are smallest for barrel center (layer IV) cells or layer III cells just above the barrel center. However, off-center barrel cells normally respond to the nearest neighbor whisker (Simons et al., 1992; Armstrong-James et al., 1992) , and cells within and superficial to the septa respond most strongly to the principal whiskers of the nearest adjacent barrels (Simons et al., 1992) . The reciprocal relationship between receptive field structure and the decline of response with distance from the cortical response center is an expected property of topographically organized sensor y cortices; in classical studies, spatial response distributions were inferred from receptive field structures (Mountcastle and Powell, 1959) .
The results described here suggest that higher cortical areas which receive barrel cortex input might maximize sensitivity by integrating over a large number of units extending beyond the principal barrel column. The fact that excitatory information is available in the surround barrel columns makes this option plausible. This hypothesis offers a certain economy of function, because it allows neurons in several barrel columns to be used for detection of minute stimuli applied to a given whisker (Fig.  11A) . The nonlinear dominance of the center of the primary barrel column as a stimulus grows might prevent this broad-response detection scheme from interfering with spatial discrimination tasks for larger stimuli. Thus once stimuli are large enough to be detected with certainty, their relations in space and time could be determined (Fig. 11B) . Studies on awake, behaving animals will be required to determine if this proposed model of sensory processing is utilized during behavior. For example, the model predicts that a rat might have difficulty discriminating small stimuli applied to every other whisker in a row from stimuli applied to every whisker in the row (assuming the stimulus strengths were properly normalized). As the amplitudes of the stimuli were increased, the model predicts that the rat would be able to successfully distinguish these two conditions.
Temporal Characteristics
One of the most salient temporal features of the response to whisker def lection is the post-excitatory reduction of firing rate to below spontaneous levels. This reduction, which limits the duration of both whisker onset and offset responses to ∼20 ms, is probably due to disynaptic inhibition mediated by the smooth stellate (fast-spike) units of layer IV (Kyriazi et al., 1995) . This self-inhibition may serve to facilitate the detection of surface features that the moving whisker encounters in rapid succession; a slowly adapting cortical response would obscure the detection of such features. In this regard, it is noteworthy that with the use of a single whisker, rats are capable of distinguishing between a smooth surface, and one milled with 30 µm deep grooves spaced at intervals of 50 µm (Simons, 1995) .
Imaging vs. Extracellular Recording
While it was not the primary purpose of this study to evaluate the imaging technique, its use in conjunction with conventional microelectrode recordings allows a comparison to be made. Of some interest is whether the intrinsic signal ref lects spiking activity, or, as suggested by Das and Gilbert (1995) and Moore et al. (1996) , subthreshold as well as suprathreshold activity. The extrapolated threshold determined by the imaging technique, 0.01°, was less than half that obtained by extracellular recordings, 0.03° (Fig. 7A,B) . A linear fit of the plot relating spiking activity to intrinsic signal strength (Fig. 7C) has a non-zero y-intercept, suggesting the possibility that stimuli which fail to evoke cortical spiking activity nonetheless produce a detectable intrinsic signal. It is conceivable that subthreshold activity produces sufficient deoxygenation of cortical blood to be detected by intrinsic imaging.
This result should be interpreted cautiously, however, because the threshold values obtained in Figure 7A ,B, and the y-intercept in Figure 7C are derived from extrapolations of logarithmic and linear fits; we do not know whether the extrapolated portions of these curves represent accurately the response to stimuli smaller than those we have applied. A more compelling demonstration that imaging can detect subthreshold neuronal activity would require the use of yet smaller stimuli.
