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Abstract
We revisit a formula for the number of plane partitions due to Almkvist.
Using the circle method, we provide modifications to his formula along with
estimates of the errors. We show that the improved formula continues to
be an asymptotic series. Nevertheless, an optimal truncation (i.e., su-
perasymptotic) of the formula provides exact numbers of plane partitions
for all positive integers n . 6400 and numbers with estimated errors for
larger values. For instance, the formula correctly reproduces 305 of the
316 digits of the numbers of plane partitions of 6999 as predicted by the
estimated error. We believe that an hyperasymptotic truncation might
lead to exact numbers for positive integers up to 50000.
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1 Introduction
Let pd(n) denote the number of d-dimensional partitions of n. In this notation,
d = 1 corresponds to the usual partitions of n and d = 2 denotes plane partitions.
The generating function of plane partitions, P2(q), has a product representation
due to MacMahon [11].
P2(q) := 1 +
∞∑
n=1
p2(n) q
n =
1∏∞
m=1(1− qm)m
. (1.1)
Unlike the case of usual partitions, this generating function is not related to
anything modular. Nevertheless, one can apply the circle method that was used
successfully by Hardy and Ramanujan for the partition function [9] here as well
– this is easy to see as the dominant contributions to the product appear at
primitive roots of unity. One expects a formula of the form [4, Chapters 5,6]
p2(n) ∼
∞∑
k=1
k−1∑
h=1
(h,k)=1
ψh,k(n) =
∞∑
k=1
φk(n) . (1.2)
Since the generating function is non-modular, one generally expects ψh,k(n) to
be of the form [1]
ψh,k(n) = e
−2piinh/k × Sh,k(D)× g(dk(n)) , (1.3)
where D := d/dn, Sh,k(z) is some function given either by an integral represen-
tation or by its Taylor series and g(z) is some ‘known’ special function such as
the exponential or the Bessel function.
For instance, the Hardy-Ramanujan-Rademacher exact formula for the num-
bers of partitions of an integer is [15]
p1(n) ∼
∞∑
k=1
k−1∑
h=1
(h,k)=1
e−2piinh/k × 2pi
k
( pi
6k
)3/2 epiis(h,k) × dk(n)−3/2I3/2 (dk(n)) , (1.4)
where s(h, k) =
∑k−1
m=1((
m
k
))((mh
k
)) is the Dedekind sum. We see that Sh,k =
(pi
k
)5/2 6−3/2 epiis(h,k), dk(n) = pik
√
2
3
(
n− 1
24
)
and g(x) = x−3/2I3/2(x). In [1],
Almkvist considers a family of generating functions which are non-modular where
he obtains exact formulae similar to the above one. Here Sh,k(D) turns out to be
polynomial or a convergent series. The non-modular situation is illustrated by
the formula for the number of partitions of n with up to r parts, p1(n, r),
p1(n, r) ∼
∞∑
k=1
k−1∑
h=1
(h,k)=1
e−2piinh/k × 2pi
k
( pi
6k
)3/2 epiis(h,k) Sn(e
−D+(2piih/k))× g(dk(n)) ,
(1.5)
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where g(x) and dk(n) are as defined for unrestricted partitions and Sn(x) is a
polynomial of degree n in x which equals 1 if r →∞ keeping n fixed. The main
innovation in the above formula is the use of the differential operator D := d/dn.
This innovation first appeared in [1].
We will provide a similar formula for plane partitions extending earlier work
of Almkvist [2,3]. We call the special function that appears in this context as the
Almkvist function, A(x|γ), as it is a solution to the following third-order ordinary
differential equation first considered by Almkvist (a prime denotes d/dx and γ is
a real parameter)
x y′′′(x)− (γ − 3) y′′(x)− 2y(x) = 0 . (2.51)
However, our solution is different from the one introduced by Almkvist [2]. The
use of the Almkvist function improves the convergence properties of the sum over
(h, k). The analog of the differential operator Sh,k(D) was obtained by Almkvist
in [3] as the infinite sum defined in Eq. (3.8)
eV˜h,k(D) =
∞∑
m=0
b
(m)
h,k D
m , with b
(0)
h,k = 1 . (1.6)
By analysing the behaviour of b
(m)
h,k at largem, we show that the series is an asymp-
totic one and thus our formula is not an exact one. We use a standard method to
handle the asymptotic series by truncating it at a point, m = [M∗(n, k)], where
the error is minimised – this is called the superasymptotic truncation [6]. Our for-
mula thus contains two sources of error for which we provide estimates – the first
arises from the minor arcs and the second one arises from the superasymptotic
truncation.
The following theorem is our main result.
Theorem 1.1. Let f1(λ) = −λ2 + λ33 + O(λ5) be the function defined in Eq.
(E.5). Further, Let a = ζ(3), c1 = (2a)
1/362−α/12 exp(ζ ′(−1)), c2 = 3 2−2/3a1/3,
c(λ) = 4pi
2e−
1
2 f
′
1(λ)
(2a)1/3
and α = 3 is the constant appearing in Proposition C.1. Then,
p2(n) ∼
[N(n)]∑
k=1
k−1∑
h=1
(h,k)=1
ψh,k(n) +O(n−κ) , (1.7)
where N(n) = (2.948n1/3 + (2.936κ− 1.468) log n+ 6.388) for some κ > 0 and
ψh,k(n) = e
−(2piinh/k)+kζ′(−1)+Ch,k 1
k
(
a
k
) 1
2
+ k
24
[M∗(n,k)]∑
m=0
b
(m)
h,k (
a
k3
)
m
2 A
(
( a
k3
)
1
2n
∣∣−k
12
−m
)
+O
(
k1/2ck1(k
2n−2/3)1+
k
24
pi3(2a)−1/6
√
12M∗
exp
(
1
k
(− c(λ)2
4c2
− c(λ) n1/3 + c2 n2/3)
))
. (1.8)
with λ = k
2n−2/3
24c2
and kM∗(n, k) = c(λ)n
1
3 − (c(λ))2
4c2
f ′′1 (λ).
2
Notation
p2(n) Number of unrestricted plane partitions of n
P2(q) Generating function of p2(n)
FN Farey sequence with highest denominator N
ζ(s, a) The Hurwitz zeta function
A(x|γ) The Almkvist function
ωh,k Primitive (h, k)-th root of unity, e
2piih/k, with g.c.d.(h, k) = 1
ψh,k(n) Contribution to p2(n) due to the root of unity ωh,k
φk(n) Sum of ψh,k(n) over 1 ≤ h < k for all (h, k) = 1
ψ˜h,k(n) Series asymptotic to ψh,k(n)
φ˜k(n) Series asymptotic to φk(n)
M∗(n, k) Superasymptotic truncation point for φ˜k(n)
f1(λ), f2(λ) Two functions determining the saddle-point for A(x|γ)
a The constant ζ(3) ≈ 1.20206
c1 The constant (2a)
1/362−α/12 exp(ζ ′(−1)) ≈ 0.730207 for α = 3
c2 The constant 3 2
−2/3a1/3 ≈ 2.00945
c(λ) 4pi
2e−
1
2 f
′
1(λ)
(2a)1/3
≈ 29.4696 e− 12f ′1(λ)
d(λ) 72aλ 4−α exp
(
24ζ ′(−1) + 1+f1(λ)
λ
)
≈ 0.02552 λ exp
(
1+f1(λ)
λ
)
Organization of the paper
The paper is organized as follows. Following the introductory section 1, in section
2 we use the circle method to obtain a formula for p2(n) that naturally leads
to a function that we call the Almkvist function. We also describe important
properties of the Almkvist function (relegating details of its saddle-point estimate
to appendix D) and also compare our results with that of Almkvist. In section
3, we prove that the formula for p2(n) is asymptotic and provide estimates of the
error using bounds on generalized Dedekind sums given in Appendix C. These
error estimates when combined with the superasymptotic truncation leads to
Theorem 1.1, our main result. Section 4 is a numerical study of the formula for
p2(n), in particular on the efficacy of the error estimates as well as the asymptotic
behavior. Two tables explicitly detail the computations for p2(750) and p2(6491).
We conclude in a section 5 with a short discussion on our results. There are several
appendices where more details of computations are provided. In appendix A, we
show details of the computation of various residues that were used in Section 2.
Appendix B provides an estimate of an important remainder term that is used
in section 3. Appendix C provides bounds on the generalized Dedekind sums
that appear in Section 2. In appendix D, we prove a reciprocity related for a
3
particular generalised Dedekind sum which enables us to prove a bound that was
conjectured in an earlier version of the manuscript [8]. Finally, in appendix E,
we derive the saddle-point estimate for the Almkvist function.
2 Evaluating p2(n)
Here we essentially follow the circle method as outlined in [4]. We have
P2(q) := 1 +
∞∑
n=1
p2(n) q
n =
1∏∞
m=1(1− qm)m
. (2.1)
We invert this equation to get
p2(n) =
1
2pii
ˆ
Cρ
dq
P2(q)
qn+1
, (2.2)
where Cρ is a circle of radius ρ < 1 centered at the origin in the q-plane. From
(2.1), we see that P2(q) has poles at the rational points ωh,k = e
2piih/k such that
1 ≤ h < k, (h, k) = 1 and ω0,1 = 1. We also make the crucial observation that
the strength of the pole ωh,k is highest for k = 1 and decreases as k increases.
(The strength is the same for a given k and different h). Hence, the contribution
to p2(n) will be greatest from ω0,1 and the contribution is smaller for ω1,2 and so
on. Based on this observation, we divide Cρ into arcs γh,k which hug ωh,k such
that
⋃
γh,k = Cρ.
2.1 The contour Cρ
In order to go about calculating the contour integral, we shall compute the con-
tributions due to ωh,k such that (h, k) appear in the Farey sequence FN , N ≥ 1.
We then take N →∞ in the end. The Farey sequence FN is defined as follows.
A Farey sequence FN consists of the rational numbers 0 ≤ h/k < 1 such that
k ≤ N . Further, any two adjacent terms in FN , ab , cd , are such that bc− ad = 1.1
We now describe the contour γh,k. First, we write
q = exp [−%(N) + 2piiθ] . (2.3)
%(N) is a positive function of N whose exact form we fix later. Hence, Cρ is a
circle of radius ρ = e−%(N) < 1 parametrized by θ ∈ [0, 1]. The arcs γh,k are thus
neighbourhoods of θ = h/k. To make the presence of θ = h/k more transparent
in γh,k, we define ζ = θ−h/k. Suppose h0/k0, h/k and h1/k1 are successive terms
1For example, F4 =
{
0
1 ,
1
4 ,
1
3 ,
1
2 ,
2
3 ,
3
4 ,
1
1
}
.
4
in FN . Then, the end points (−ζ ′h,k, ζ ′′h,k) of γh,k on Cρ are defined to be
ζ0,1 =
1
N + 1
, (2.4)
ζ ′h,k =
h
k
− h0 + h
k0 + k
for h > 0 , (2.5)
ζ ′′h,k =
h+ h1
k + k1
− h
k
. (2.6)
We make a further change of variables to z = %(N) − 2piiζ. At this stage (2.2)
becomes
p2(n) = lim
N→∞
∑
(h,k)∈FN
ˆ z′′h,k
z′h,k
dz
−2pii e
nz−2piinh
k P2
(
e−zωh,k
)
, (2.7)
with z′h,k = %(N) + 2piiζ
′
h,k and z
′′
h,k = %(N) − 2piiζ ′′h,k. Then, the pole q = ωh,k
corresponds to z → 0 with Re(z) > 0. We shall refer to this limit as z → 0+
from now on. In order to obtain the contribution to p2(n) due to ωh,k, we need
to obtain an expression for P2(q) as z → 0+. We do this next.
2.2 An expansion for P2 (e
−zωh,k) as z → 0+.
We have, for z → 0+, (required for the Mellin-Barnes representation of e−mnz)
logP2
(
e−zωh,k
)
= −
∞∑
n=1
n log
(
1− e−nzωnh,k
)
, (2.8)
=
∞∑
n=1
∞∑
m=1
n e−nmz ωmnh,k
m
, (2.9)
=
∞∑
n=1
∞∑
m=1
ωmnh,k
ˆ σ+i∞
σ−i∞
ds
2pii
n−s+1 m−s−1 z−s Γ(s) , (2.10)
where, in the last line, we have used the Mellin-Barnes representation of e−x:
e−x =
ˆ σ+i∞
σ−i∞
ds
2pii
x−s Γ(s) , for Re(x) > 0, σ > 0 . (2.11)
Here, we have to choose σ such that the contour Re(s) = σ lies to the right of all
the poles of the integrand in (2.10). We shall assume that σ has been fixed (which
we shall, in a moment) such that the integral in (2.10) is convergent. Then, we
can take the summation over m, n across the integral over s. Setting m = µk+d
5
and n = µ′k + d′ with µ, µ′ ∈ [0,∞) and d, d′ ∈ [1, k], we get
logP2
(
e−zωh,k
)
=
ˆ σ+i∞
σ−i∞
ds
2pii
(zk2)−s Γ(s)
k∑
d,d′=1
∞∑
µ,µ′=0
ωdd
′
h,k(
µ′ + d
′
k
)s−1 (
µ+ d
k
)s+1 ,
(2.12)
=
ˆ σ+i∞
σ−i∞
ds
2pii
(zk2)−s Γ(s)
k∑
d,d′=1
ωdd
′
h,k ζ(s− 1, d
′
k
) ζ(s+ 1, d
k
) ,
(2.13)
where we have used ζ(r, d/k) =
∑∞
µ=0
(
µ+ d
k
)−r
, ζ(r, d/k) being the Hurwitz
ζ-function.
Let us look at the pole structure of the integrand in (2.13). This will enable
us to fix the value of σ and also lead the path to the next step of the computation.
The pole structure of the each of the factors in the integrand is as follows:
1. Γ(s) has simple poles at s = −p, p ≥ 0 with residues (−1)p/p! respectively.
2. ζ(s− 1, d/k) has a simple pole at s = 2 with residue 1.
3. ζ(s+ 1, d/k) has a simple pole at s = 0 with residue 1.
Hence, we have a simple pole at s = 2, a double pole at s = 0 and simple poles
at s = −1,−2,−3, . . . . It is then sufficient to fix σ = 2 + ,  & 0 to ensure
convergence of the integral in (2.13).
Next, we move the contour from Re(s) = 2 +  to Re(s) = −1− . This will
essentially pick out the residues at s = 2, 0,−1. Then we, get
logP2
(
e−zωh,k
)
= Ress=2 + Ress=0 + Ress=−1 + Lh,k(z) , (2.14)
with
Lh,k(z) :=
ˆ −1−+i∞
−1−−i∞
ds
2pii
(zk2)−s Γ(s)
k∑
d,d′=1
ωdd
′
h,k ζ(s− 1, d
′
k
) ζ(s+ 1, d
k
) , (2.15)
The poles s = −2,−3, . . . are now present in Lh,k(z). The residues in (2.14) and
for the poles in Lh,k(z) are computed in Appendix A. They are as follows:
Ress=2 =
ζ(3)
z2k3
, (2.16)
Ress=0 =
k
12
log(zk) + kζ ′(−1) + Ch,k , (2.17)
Ress=−1 := v
(1)
h,k z =
izk2
6
k−1∑
d=1
B3(d/k) cot(pidh/k) . (2.18)
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The residue at s = −p for integer p > 1 will be useful later on:
Ress=−p =
(−z)pk1+p
p!p(p+ 2)
[
Bp+2Bp +
p
(2i)p
k−1∑
d=1
Bp+2(d/k) cot
(p−1)(pidh/k)
]
, (2.19)
=: v
(p)
h,k z
p . (2.20)
We then have the following theorem which is originally due to Almkvist [3]:
Theorem 2.1 (Almkvist [3]). Let z → 0+ and k ≥ 1, 1 ≤ h < k and (h, k) = 1.
Then we have
logP2
(
e−zωh,k
)
=
a
k3z2
+
k
12
log(zk) + kζ ′(−1) + Ch,k + Vh,k(z) , (2.21)
where a = ζ(3) and
Vh,k(z) := z v
(1)
h,k + Lh,k(z) . (2.22)
It is important to note that Lh,k(z) here is defined by the integral (2.15) and
not the power series that we will obtain later. The dominant k = 1 term was
originally computed by Wright [16] and the k = 2 term was also obtained by
Knessl [10].
2.3 Evaluating p2(n): The Almkvist function.
We put in the expression for logP2(q) from Theorem (2.1) into (2.7) to obtain
p2(n) =
∑
(h,k)∈FN
e−2piin
h
k
ˆ z′′h,k
z′h,k
dz
−2pii exp
[
a
k3z2
+
k
12
log(zk) + nz+
+ kζ ′(−1) + Ch,k + Vh,k(z)
]
. (2.23)
Let us consider
Ih,k :=
ˆ z′′h,k
z′h,k
dz
−2pii gk(z) =
1
2pii
ˆ z′h,k
z′′h,k
dz gk(z) , (2.24)
gk(z) := (zk)
k/12 exp
[
kζ ′(−1) + Ch,k + Vh,k(z) + a
k3z2
+ nz
]
. (2.25)
Recall that z′h,k = %(N) + 2piiζ
′
h,k and z
′′
h,k = %(N) − 2piiζ ′′h,k. With this, we can
write Ih,k as
Ih,k =
(ˆ
C
−
ˆ −2piiζ′′h,k
−i
−
ˆ z′′h,k
−2piiζ′′h,k
−
ˆ 2piiζ′h,k
z′h,k
−
ˆ +i
2piiζ′h,k
)
dz
2pii
gk(z) , (2.26)
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where C is the contour in Figure 1. For brevity, we write
Ih,k = J0 − J1 − J2 − J3 − J4 . (2.27)
In the next subsection, we show that J1, J2, J3 and J4 are negligible in the limit
N → ∞ for a particular choice of %(N) and that J0 is non-negligible. Then, J0
will be the dominant contribution to Ih,k as N →∞.
Im(z)
%(N) + 2piiζ ′h,k2piiζ ′h,k
−2piiζ ′′h,k %(N)− 2piiζ ′′h,k
+i$
−i$ Re(z)
Figure 1: Contour for the evaluation of Ih,k.
2.3.1 Bounds on J1, J2, J3, and J4
The Farey arcs satisfy the following inequality [4]
1
2kN
≤ ζ ′h,k, ζ ′′h,k ≤
1
kN
. (2.28)
In appendix C we derive bounds on the various generalized Dedekind sums that
appear in this paper. However, there is one bound that remains unproven and is
stated as conjecture C.1.
We also use the following inequalities on the Dedekind sums that we derive
in Appendix C. Here we use a slightly weaker upper bound on Ch,k than the one
in Proposition C.1.
Ch,k <
k
12
log k , (2.29)
|v(1)h,kz| ≤
2a
(2pi)3
k3 |z| , (2.30)
|Lh,k(z)| ≤ a1(2pi)2 k3 |z|2 . (2.31)
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with a1 =
12ζ(2)ζ(4)
(2pi)4
. Let us look at J1 first. (The bound for J4 is obtained by
working with z → −z.) We set z = −iu since z assumes purely imaginary values
on the contour for J1. Then
|J1| ≤
ˆ 2piζ′h,k

du
2pi
(uk)k/12 exp
[ −a
k3u2
+ kζ ′(−1) + Ch,k+
− iv(1)h,ku+ Re [Lh,k(−iu)]
]
. (2.32)
On the contour, we have  ≤ u ≤ 2piζ ′h,k ≤ 2pi/kN . Hence, we have
k2N2
4pi2
≤ 1
u2
≤ 1
2
, (2.33)
(k2)k/12 ≤ (uk2)k/12 ≤
(
2pik
N
)k/12
, (2.34)
−2ak
3
8pi3
≤ −iv(1)h,ku ≤
ak2
2pi2N
, (2.35)
Re [Lh,k(−iu)] ≤ |Lh,k(−iu)| ≤ a1 k
N2
. (2.36)
Using the above bounds and (2.29), we get
J1 ≤ 1
kN
(
2pik
N
)k/12
exp
[
− aN
2
4pi2k
+
ak2
2pi2N
+ a1
k
N2
]
. (2.37)
The above bound is valid for all finite k and N . To obtain the bound that goes
to 0 the slowest as N → ∞, we substitute k = kmax = bN1−εc, ε → 0+ in all
factors except 1/kN in which we let k = 1. The N−ε is to ensure that the error
goes to 0 as N →∞. Then we get
J1 ≤ N−1−ε exp
[
−aN
1+ε
4pi2
+
aN1−ε
2pi2
+N1−ε log(2pi)1/12
]
. (2.38)
Thus, we have, with b1 = a/4pi
2 and b2 =
a
2pi2
+ log(2pi)1/12,
J1, J4 = O
(
N−1−ε e−b1N
1+ε+b2N1−ε
)
(2.39)
Next, let us look at J3. (The bound for J2 can be obtained by working with
z → z.) We set z = u+ 2piiζ ′h,k. Then, we have
|J3| ≤ e2piiv
(1)
h,kζ
′
h,k+n%(N)+Ch,k
ˆ %(N)
0
du
2pi
|zk|k/12 exp
[ a
k3
Re(1/z2) + Re [Lh,k(z)]
]
.
(2.40)
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We then use (2.29) and the following:
Re(1/z2) =
u2 − 4pi2ζ ′2h,k
|z|4 < 0 =⇒ exp
[ a
k3
Re(1/z2)
]
≤ 1 , (2.41)
−ak3
4pi2N
≤ −2piiv(1)h,k ζ ′h,k ≤
ak2
2pi2N
, (2.42)
Re [Lh,k(z)] ≤ |Lh,k(z)| ≤ a1
(2pi)2
k3
[
%(N)2 +
4pi2
k2N2
]
, (2.43)
and
eCh,k |zk|k/12 ≤ (k2)k/12[u2+4pi2ζ ′2h,k]k/24 ≤ kk/12[%(N)2k2+4pi2/N2]k/24 . (2.44)
Assuming %(N) 2pi
kN
, we get
|J3| ≤ en%(N)
(
2pik
N
)k/12
%(N)
2pi
exp
[
ak2
4pi2N
+ a1
k
N2
]
. (2.45)
Now, if we fix %(N) = N−1−εe−b1N
1+ε+ a
4pi2
N1−ε , we again get
J2, J3 = O
(
N−1−ε e−b1N
1+ε+b2N1−ε
)
(2.46)
This proves that
Ih,k = J0 + O
(
N−1−ε e−b1N
1+ε+b2N1−ε
)
. (2.47)
2.3.2 A closed formula for p2(n): The Almkvist function.
We have
J0 =
ˆ
C
dz
2pii
(zk)k/12 exp
[
kζ ′(−1) + Ch,k + Vh,k(z) + a
k3z2
+ nz
]
, (2.48)
which we write as
J0 = e
kζ′(−1)+Ch,k+Vh,k(D)
ˆ
C
dz
2pii
(zk)k/12 exp
[ a
k3z2
+ nz
]
, (2.49)
:= k−1
(a
k
) 1
2
+ k
24
ekζ
′(−1)+Ch,k+Vh,k(D)A
((
ak−3
) 1
2 n
∣∣∣−k12 ) . (2.50)
with D := d/dn. The Almkvist function A(x|γ) is a solution of the following
differential equation [2]
x y′′′(x)− (γ − 3) y′′(x)− 2y(x) = 0 . (2.51)
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where ′ denotes derivative w.r.t x and γ is a real number. A(x|γ) has the following
integral representation:
A(x|γ) =
ˆ
C
dz
2pii
z−γ exp
[
1
z2
+ xz
]
, (2.52)
where C is the contour in Figure 1. Substituting the expression for J0 and the
bounds for J1, J2, J3 and J4, we get
p2(n) =
kmax∑
k=1
k−1∑
h=1
(h,k)=1
k−1
(
a
k
) 1
2
+ k
24 e−2pini
h
k
+kζ′(−1)+Ch,k+Vh,k(D)A
(
(ak−3)
1
2n
∣∣∣−k12 )
+
kmax∑
k=1
k−1∑
h=1
(h,k)=1
O
(
N−1−ε e−b1N
1+ε+b2N1−ε
)
. (2.53)
Carrying out the sum in the error term above and letting N → ∞, we get the
sum
p2(n) = lim
N→∞
kmax∑
k=1
k−1∑
h=1
(h,k)=1
k−1
(
a
k
) 1
2
+ k
24 e−2pini
h
k
+kζ′(−1)+Ch,k+Vh,k(D)A
(
(ak−3)
1
2n
∣∣∣−k12 ) .
(2.54)
with kmax = bN1−εc → ∞ as N → ∞. We see that the contribution from the
additional contours go to zero as N →∞.
Remark: In writing (2.49), we have pulled eVh,k(z) out of the contour integral
formally without saying anything about the convergence of the Lh,k(z) term in-
side Vh,k(z). Strictly speaking, one must investigate the domain of convergence of
eLh,k(z) and check that the contour C lies inside it before we can pull eVh,k(z) out
of the integral. We shall address the convergence of Lh,k(z) in the next section.
At this point, the above exchange of eVh,k(z) with the contour integration is best
thought of as a formal manipulation. Hence, we cannot yet conclude that the
series for p2(n) above is truly convergent. Here, we wish to emphasize the role of
the function A(x|γ) in the above formula for p2(n).
2.4 A comparison with Almkvist’s formula for p2(n).
The function A(x|γ) has the following properties in addition to the integral rep-
resentation given in Eq. (2.52) :
1. The Frobenius power series solution to the differential equation (2.51) leads
to the following representation for the Almkvist function.
A(x|γ) = 1
2
∞∑
k=0
zk
k! Γ
(
3−γ+k
2
) . (2.55)
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The integral representation in Eq. (2.52) can be obtained by using Hankel’s
representation for the inverse of the Gamma function
1
Γ(z)
=
ˆ (0+)
−∞
dt
2pii
t−z et ,
where the contour is the Hankel contour encircling the cut along negative
part of the real axis in the counterclockwise sense (see Fig. 2).
2.
d
dx
A(x|γ) = A(x|γ − 1) , (2.56)
3. When x > 0, 2γ3 + 27x2 > 0 and γ
2
x4/3
 1, one has the following saddle-
point estimate
A(x|γ) ∼ 1√
12pi
(x/2)γ/3−2/3e[3(x/2)
2/3(1+O(γ2x4/3))] (1 +O(γ/x2/3)) .
(2.57)
It turns out that properties 2 and 3 are also satisfied by another solution of
(2.51), g(x|γ). This function was used by Almkvist in [2] in place of A(x|γ)
and it has the following integral representation:
g(x|γ) =
ˆ (0+)
−∞
dt
2pii
t−γ exp
[
1
t2
+ xt
]
, (2.58)
where the contour now is the Hankel contour. A quick look at the con-
tours for A(x|γ) and g(x|γ) shows that they differ by the two semi-infinite
segments Im(z) = ±i, Re(z) ≤ 0 (refer to Figure 2). The value of the
integral over these two segments is not negligible for small x. It turns
out that subtracting these two contributions from g(x|γ) renders the series
(2.54) over (h, k) convergent. This is tantamount to replacing g by A. The
replacement of one solution of (2.51), g(x|γ), by another better-behaved
solution, A(x|γ) that is naturally chosen by the circle method parallels the
Rademacher modification to the formula for the partition function by Hardy
and Ramanujan.
4. The corrections indicated in Eq. (2.57) are due to the shift in the saddle-
point that can be organized as a power series in λ := −γx
−2/3
3 21/3
. One has (see
Appendix E)
A(x|γ) ∼ 1√
12pi
(x/2)γ/3−2/3e[3(
x
2
)2/3(1+f1(λ))] ×
(
1 + f2(λ)
)
, (2.59)
where the functions f1(λ) and f2(λ) are defined in Eq. (E.5) and Eq. (E.7)
respectively. For positive λ, both are monotonically decreasing functions of
12
Im(z)
%(N) + 2piiζ ′h,k2piiζ ′h,k
−2piiζ ′′h,k %(N)− 2piiζ ′′h,k
Re(z)
+i$
−i$
Figure 2: The dotted lines along with the solid lines form the Hankel contour
used in g(x, γ) whereas the solid lines form the contour for A(x, γ).
λ. When λ ≈ 1.2, (1 +f1(λ)) ≈ 0 and (1 +f2(λ)) ≈ 0.29. Thus for λ ≈ 1.2,
the Almkvist function is given by
A(x|γ)
∣∣∣
λ=1.2
∼ 0.047 (x/2)−2.4(x/2)2/3−2/3 . (2.60)
The functions f1(λ) and f2(λ) have the following series expansions
(1 + f1(λ)) =
1− λ
2 + λ
3
3
− λ5
6
+ · · · , as λ→ 0
λ− λ log(3λ) + 2√
27λ
− 1
54λ2
+ · · · as λ→ +∞
,
(2.61)
(1 + f2(λ)) =
1−
3λ
2
+ 11λ
2
8
− 13λ3
48
+ · · · , as λ→ 0
1√
6λ
− 5
36
√
2λ5/2
+ · · · as λ→∞
. (2.62)
Historical remark: The asymptotics of plane partitions was originally worked
out by Wright [16]. However, a typographical error in the form of a missing
factor of 3−1/2 in the main formula given in [16, Eq. (2.21)], has lead to an
erroneous formula permeating the literature. This was pointed out by Mutafchiev
and Kamenov who provided the corrected formula [13]. With this in mind, we
provide the formula again. This follows from the k = 1 term in Eq. (2.54) after
using the saddle point estimate (2.57) for the Almkvist function.
p2(n) ∼ ζ(3)
7/36
√
12pi
(n
2
)−25/36
exp
(
3 ζ(3)1/3
(n
2
)2/3
+ ζ ′(−1)
)
.
(corrected Eq. (2.21) of [16])
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3 A (super)asymptotic formula for p2(n)
Let us rewrite Eq. (2.54) as follows
p2(n) =
∞∑
k=1
φk(n) =
∞∑
k=1
k−1∑
h=1
(h,k)=1
ψh,k(n) , (3.1)
where
ψh,k(n) = k
−1 (a
k
) 1
2
+ k
24 e−2pini
h
k
+kζ′(−1)+Ch,k+Vh,k(D)A
(
(ak−3)
1
2n
∣∣∣−k12 ) . (3.2)
3.1 An asymptotic series for Vh,k(z)
Let us look at the term Lh,k(z) in Vh,k(z). It is represented as an integral (2.15).
We can shift the contour Re(s) = −1 −  to more and more negative values of
Re(s) and pick up the residues v
(p)
h,k z
p from (2.19) corresponding to the poles of
the integrand at s = −p, for integer p > 1. This was first done in Almkvist [3].
Then, we can write
Lh,k(z) = L˜
(M)
h,k (z) +R
(M)
h,k (z) , (3.3)
where L˜
(M)
h,k (z) =
∑M
p=2 v
(p)
h,k z
p and R
(M)
h,k (z) is the error (or remainder) term:
R
(M)
h,k (z) =
ˆ −M−+i∞
−M−−i∞
ds
2pii
(zk2)−s Γ(s)
k∑
d,d′=1
ωdd
′
h,k ζ(s− 1, d
′
k
) ζ(s+ 1, d
k
) . (3.4)
Define V˜
(M)
h,k (z) = v
(1)
h,kz + L˜
(M)
h,k (z). Formally, taking M → ∞ in V˜ (M)h,k (z), we
obtain a power series for Vh,k(z) of the form
V˜h,k(z) =
∞∑
m=1
v
(m)
h,k z
m , (3.5)
with v
(m)
h,k for m > 1 is defined in Eq. (2.20). We use a different notation for the
power series as it will turn out that the power series is asymptotic to Vh,k(z).
Lemma 3.1. As |z| → 0, one has∣∣∣R(M)h,k (z)∣∣∣ = ∣∣∣v(M+1)h,k zM+1∣∣∣+O( 1M ) . (3.6)
Proof. This follows from Eq. (B.27) that we have proved in appendix B.
Proposition 3.2. V˜h,k(z) is asymptotic to Vh,k(z) as z → 0.
Proof. Using Lemma 3.1, we see that∣∣∣Vh,k(z)− V˜ (M)h,k (z)∣∣∣ =
∣∣∣∣∣Vh,k(z)−
M∑
m=1
v
(m)
h,k z
m
∣∣∣∣∣ ≤ ∣∣∣v(M+1)h,k zM+1∣∣∣ . (3.7)
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3.2 An asymptotic series for eVh,k(z)
Now consider the series
eV˜h,k(z) :=
∞∑
m=0
b
(m)
h,k z
m , (3.8)
which defines the coefficients b
(m)
h,k with b
(0)
h,k = 1. Let P`(m) be the set of all
partitions of m into ` parts of the form ρ = 1δ12δ2 · · ·mδm . Then, m = ∑j jδj
and ` =
∑
j δj. One then has
b
(m)
h,k =
m∑
`=1
∑
ρ∈P`(m)
m∏
j=1
(v
(j)
h,k)
δj
δj!
. (3.9)
For example,
b
(4)
h,k =
(
v
(4)
h,k + v
(1)
h,kv
(3)
h,k +
(v
(2)
h,k)
2
2!
+
(v
(1)
h,k)
2 v
(2)
h,k
2!
+
(v
(1)
h,k)
4
4!
)
.
Proposition 3.3. For large m, one has∣∣∣b(m)h,k − v(m)h,k ∣∣∣ ≤ ∣∣∣v(m)h,k ∣∣∣ ( kapim +O( 1m2 )) .
Proof. Using the bound (C.21), we have for large m
|v(m)h,k | = O
(
4
2pi
(
k
2pi
)2m+1 (m+1)!
m
)
. (3.10)
Using this bound along with Eq. (3.9), we see that
∣∣∣b(m)h,k − v(m)h,k ∣∣∣ ≤
∣∣∣∣∣∣
m∑
`=2
m∏
j=1
∑
ρ∈P`(m)
(v
(j)
h,k)
δj
δj !
∣∣∣∣∣∣
≤
∣∣∣∣∣∣
[m/2]∑
s=1
v
(m−s)
h,k v
(s)
h,k
∣∣∣∣∣∣+ · · ·
= O
(∣∣∣v(m)h,k ∣∣∣ kapim) . (3.11)
In the second line above, the ellipsis denotes contributions from partitions with
three or more parts. It is easy to see that such terms are O( 1
m2
). The last line
follows since only the ` = 2, s = 1 term contributes a term of order 1/m.
This suggests that the series eV˜h,k(z) is asymptotic to eVh,k(z) as we prove next.
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Lemma 3.4. eV˜h,k(z) is asymptotic to eVh,k(z) as z → 0. In particular, one has
eVh,k(z) − [eV˜h,k(z)]
M
= O(b(M+1)h,k zM+1) , (3.12)
where
[
eV˜h,k(z)
]
M
=
∑M
m=0 b
(m)
h,k z
m is the truncation of the power series eV˜h,k(z) to
order zM .
Proof. Consider
eVh,k(z) = eV˜
(M)
h,k eR
M
h,k(z) = eV˜
(M)
h,k (1 +R
(M)
h,k (z) +
1
2
(R
(M)
h,k (z))
2 + · · · ) . (3.13)
Since |R(M)h,k (z)| = O(zM+1), one has
eVh,k(z) − eV˜ (M)h,k = RMh,k(z) +O(z2M+2). (3.14)
Also,
eV˜
(M)
h,k =
[
eV˜h,k(z)
]
M
+
(
b
(M+1)
h,k − v(M+1)h,k
)
zM+1 +O(zM+2) . (3.15)
Adding Eqs. (3.14) and (3.15) and using Proposition 3.3, we obtain∣∣∣eVh,k(z) − [eV˜h,k(z)]
M
∣∣∣ ≤ ∣∣∣R(M)h,k (z)∣∣∣+O ( kapi(M+1) |v(M+1)h,k zM+1|) . (3.16)
In the limit z → 0 and for large M , we obtain on using Lemma 3.1 that∣∣∣eVh,k(z) − [eV˜h,k(z)]
M
∣∣∣ = O(v(M+1)h,k zM+1) = O(b(M+1)h,k zM+1) . (3.17)
thus proving the lemma.
3.3 The superasymptotic truncation to eV˜h,k(z)
We see from Lemma 3.4, in particular, Eq. (3.12) that the truncated series
[eV˜h,k(z)]M has an error bounded by |b(M+1)h,k zM+1|. Using Proposition 3.3 and
Eq. (3.10), we then have∣∣∣b(M+1)h,k zM+1∣∣∣ ∼ ∣∣∣v(M+1)h,k zM+1∣∣∣ ≈ kpi2 ( |z|k24pi2 )M (M+1)!M ≈ kpi2 |w|MM ! , (3.18)
where w = zk2/4pi2. Using Stirling’s formula for M !, we can show that the above
error is minimum at M = M∗ ≡ 1/|w|. The error can thus be minimized if we
truncate [eV˜h,k(z)]M at a value of M = M
∗, for fixed |z|. This is known as the
Superasymptotic truncation [6]. We denote this minimal error by E s.a.h,k (|z|). Then,
we have
eVh,k(z) − [eV˜h,k(z)]
M∗ ≤
∣∣E s.a.h,k (|z|)∣∣ = kpi2 e− 1|w| = kpi2 e−4pi2|z|k2 . (3.19)
Thus, we have
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Lemma 3.5. For |z| < |z|max and Re(z) > 0
eVh,k(z) =
[
eV˜h,k(z)
]
M∗ +O
(E s.a.h,k (|z|max)) . (3.20)
with M∗ = 4pi
2
|z|maxk being the superasymptotic truncation point of V˜h,k(z).
Approximating eVh,k(z) with [eV˜h,k(z)]M∗ , we see that the error is exponentially
suppressed in |z|max which makes it an error beyond all orders in a power series
expansion. This is a characteristic of superasymptotic approximations in general.
What this hints at is that, if at all there is an exact formula for eVh,k(z), we
should be able to obtain it by adding such exponentially suppressed pieces to the
superasymptotic truncation of eV˜h,k(z).
3.4 A superasymptotic formula for p2(n)
With the above preparations, we now obtain a superasymptotic formula for p2(n).
We rewrite Eq. (3.2) by replacing Vh,k(D) with the power series V˜h,k(D) to get
ψ˜h,k(n) := k
−1 (a
k
) 1
2
+ k
24 e−2pini
h
k
+kζ′(−1)+Ch,k+V˜h,k(D)A
(
(ak−3)
1
2n
∣∣∣−k12 ) , (3.21)
φ˜k(n) :=
k−1∑
h=1
(h,k)=1
ψ˜h,k(n) . (3.22)
Using Eq. (3.8) we can write
φ˜k(n) =
k−1∑
h=1
(h,k)=1
k−1
(
a
k
) 1
2
+ k
24 e−2pini
h
k
+kζ′(−1)+Ch,k
∞∑
m=0
b
(m)
h,k D
mA
(
( a
k3
)
1
2n
∣∣∣−k12 )
:=
k−1∑
h=1
(h,k)=1
∞∑
m=0
ψ
(m)
h,k (n) :=
∞∑
m=0
φ
(m)
k (n) , (3.23)
where the second line defines φ
(m)
k (n) as well as ψ
(m)
h,k (n).
Proposition 3.6. Let zSP =
(
2a
nk3
) 1
3 , c2 = 3 2
−2/3a1/3, λ = k
2
24c2n2/3
and λ′ =
k(k+12m)
24c2n2/3
. Assume that for fixed n, m and k are such that (λ′ − λ) = km
2c2n2/3
=
O(n−1/3). Then
DmA
(
( a
k3
)
1
2n
∣∣−k
12
)
A
(
( a
k3
)
1
2n
∣∣−k
12
) ∼ (zSP e 12f ′1(λ))m × e k8c2n2/3 f ′′1 (λ)m2 +O(n−1/3) . (3.24)
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Proof. Using the saddle point estimate given in Eq. (2.59) for the Almkvist
function as well as property 2 (see (2.56)) of the Almkvist function, we get
DmA
(
( a
k3
)
1
2n
∣∣−k
12
)
A
(
( a
k3
)
1
2n
∣∣−k
12
) ≈ ( a
k3
)m
2
(
( a
k3
)
1
2 n
2
)−m/3 1 + f2(λ′)
1 + f2(λ)
e
c2n
2/3
k
(f1(λ′)−f1(λ))
≈
(
zSP e
1
2
f ′1(λ)
)m
× e
k
8c2n
2/3
f ′′1 (λ)m
2
.
(3.25)
In the second line above, we use 1+f2(λ
′)
1+f2(λ)
= 1 +O(n−1/3) and
c2n
2/3
k
(f1(λ
′)− f1(λ)) ∼ 12f ′1(λ)m+
km2
8c2n2/3
f ′′1 (λ) +O(n−1/3) .
Using Proposition 3.6, we can rewrite ψ
(m)
h,k (n) in the following form (with λ =
k2
24c2n2/3
)
ψ
(m)
h,k (n)
ψ
(0)
h,k(n)
∼
[
b
(m)
h,k
(
zSP e
1
2
f ′1(λ)
)m
× e
km2
8c2n
2/3
f ′′1 (λ)
]
. (3.26)
Using Proposition 3.3 and Eq. (3.10), we see that for large m,
|b(m)h,k | = O
(
4
2pi
(
k
2pi
)2m+1 (m+1)!
m
)
.
For large m, one thus has∣∣∣∣∣ψ
(m)
h,k (n)
ψ
(0)
h,k(n)
∣∣∣∣∣ ∼ 2kpi√2pim × exp
(
m log[mw˜SP]−m+ km
2
8c2n2/3
f ′′1 (λ)
)
. (3.27)
where w˜SP :=
zSPk
2e
1
2 f
′(λ)
4pi2
. As m increases, the ratio decreases until m = M∗(n, k)
after which it increases as is typical of an asymptotic series. The estimate for the
superasymptotic truncation point M∗(n, k) is
M∗(n, k) =
1
w˜SP
− 2
w˜ 2SP
k
8c2n2/3
f ′′1 (λ)
=
c(λ)
k
n1/3 − (c(λ))2
4c2k
f ′′1 (λ) ,
(3.28)
where c(λ) := 4pi
2e−
1
2 f
′
1(λ)
(2a)1/3
. We thus obtain∣∣∣∣∣ψ
(M∗+1)
h,k (n)
ψ
(0)
h,k(n)
∣∣∣∣∣ ∼ 2k√2pi3M∗ × exp
(
− c(λ)
k
n1/3 + (c(λ))
2
8c2k
f ′′1 (λ)
)
. (3.29)
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Since f ′′(λ) < 0 for positive λ, the effect of the e
km2
8c2n
2/3
f ′′1 (λ) term in Eq. (3.27)
is to make M∗(n, k) larger and to reduce the value of the ratio in Eq. (3.29).
Further this term is sub-leading in the limit of large n and fixed λ. Extending
arguments used in Lemma 3.4, we can show that the series ψ˜h,k(n) is asymptotic
to ψh,k(n) for large n.
ψh,k(n)−
M∑
m=0
ψ
(m)
h,k (n) = O(ψ(M+1)h,k (n)) , (3.30)
leading to the following proposition.
Proposition 3.7. One has φk(n) ∼ φ˜k(n) as n→∞ since
φk(n)−
M∑
m=0
φ
(m)
k (n) = O
(
φ
(M+1)
k (n)
)
. (3.31)
Proof. Recall that φk(n) is given by a finite sum that runs over all h ∈ [1, k − 1]
with (h, k) = 1. Hence
φk(n)−
M∑
m=0
φ
(m)
k (n) =
k−1∑
h=1
(h,k)=1
(
ψh,k(n)−
M∑
m=0
ψ
(m)
h,k (n)
)
=
k−1∑
h=1
(h,k)=1
O(ψ(M+1)h,k (n))
= O(φ(M+1)k (n)) , (3.32)
where we have used Eq. (3.30) in obtaining the second line in the above equation.
3.4.1 Error Estimates
We would like to provide more explicit error estimates which we do next. Since
the Almkvist function is complicated to deal with directly, we work with the
saddle-point approximation given in Eqs. (2.59).
Proposition 3.8. One has the following bound (with λ = k
2n−2/3
24c2
)
|φ(0)k (n)| ≤ c
k
1(k
2n−2/3)1+
k
24
(2a)−1/6
√
6pik3
e
c2n
2/3
k
(1+f1(λ)) ×
(
1 + f2(λ)
)
, (3.33)
where we define c1 = (2a)
1/362−α/12 exp(ζ ′(−1)).
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Proof. One has
φ
(0)
k (n) =
∑
1≤h<k
(h,k)=1
k−1
(
a
k
) 1
2
+ k
24 e−2pini
h
k
+kζ′(−1)+Ch,kA
(
(ak−3)
1
2n
∣∣∣−k12 ) . (3.34)
Using the upper bound in Eq. (C.8) for Ch,k one has
|eCh,k | ≤ ek log k/12e−αk log 2/12 = ( k
2α
)k/12
. (3.35)
The saddle point estimate for the Almkvist function in Eq. (2.59) gives
A
(
(ak−3)
1
2n
∣∣∣−k12 ) ∼√ 112pi (√ ak3 n2)− k36−23 e c2n2/3k (1+f1(λ)) × (1 + f2(λ)) ,
(3.36)
leading to the following bound
|φ(0)k (n)| ≤ c
k
1(k
2n−2/3)1+
k
24
(2a)−1/6
√
6pik3
e
c2n
2/3
k
(1+f1(λ)) ×
(
1 + f2(λ)
)
. (3.37)
The parameter λ naturally controls various expansions. We can trade all occur-
rences of n for λ to rewrite the bound as follows:
|φ(0)k (n)| ≤
√
432a
pik3
× d(λ) k24 ×
(
λ+ λf2(λ)
)
, (3.38)
where
d(λ) = 72aλ 4−α exp
(
24ζ ′(−1) + 1 + f1(λ)
λ
)
. (3.39)
Using the properties of the functions f1(λ) and f2(λ) as well as their expan-
sions as given in Eqs. (2.61) and (2.62), we can show the following.
1. For positive λ, d(λ) is a monotonically decreasing positive function and
(λ+ λf2(λ)) is a monotonically increasing function.
2. As λ → ∞, one has (λ + λf2(λ)) → 1√6 . Further for all λ > 0, one has
(λ+ λf2(λ)) ≤ 1√6 .
Proposition 3.9. The monotonicity of d(λ) and (λ+ λf2(λ)) ≤ 1√6 implies that
for any λ0 > 0
|φ(0)k (n)| ≤
√
72a
pik3
d(λ0)
k/24 for λ ≥ λ0 . (3.40)
We see that the value of λ, call it λc, when d(λ) = 1 is special. At λ = λc, we
see that |φ(0)k (n)| ∼ k−3/2 which implies that contributions are small and values
of k such that λ > λc can be neglected. Indeed, λ =
k2n−2/3
24c2
gives, for λ = λc,
k = kc ≡
√
24c2λc n
1/3. Thus this determines the minor and major arcs as we
show in more detail later. From Prop. C.1, we choose α = 3 to numerically
compute λc = 0.18 and kc = 2.948 n
1/3.
20
3.4.2 The estimate for the error from the superasymptotic truncation
With our estimate for M∗(n, k) given in Eq. (3.28), we next estimate φ(M
∗+1)
k (n).
This is the error due to the superasymptotic truncation of φ˜k(n). Using Eq. (3.29),
we get∣∣∣φ(M∗+1)k (n)∣∣∣ ∼ 2k
pi
√
2piM∗
exp
(
− c(λ)n1/3
k
+ c(λ)
2
8c2k
f ′′1 (λ)
) ∣∣∣φ(0)k (n)∣∣∣ , (3.41)
which when combined with the estimate for |φ(0)k (n)| in Proposition 3.8 gives∣∣∣φ(M∗+1)k (n)∣∣∣ ≤ k−1/2ck1(k2n−2/3)1+ k24pi2(2a)−1/6√3M∗ × (1 + f2(λ))
× exp
(
− c(λ)n1/3
k
+ c(λ)
2
8c2k
f ′′1 (λ) +
c2n2/3
k
(
1 + f1(λ)
))
. (3.42)
For later considerations, we will only to consider the above formula for 0 < λ ≤
λc = 0.18. For these values of λ, f1 and f2 are non-positive decreasing functions
of λ. Using this we can write a slightly weaker but simpler looking bound∣∣∣φ(M∗+1)k (n)∣∣∣ ≤ k−1/2ck1(k2n−2/3)1+ k24pi2(2a)−1/6√3M∗ exp ( 1k (− (c(λ))24c2 − c(λ)n1/3 + c2n2/3)) . (3.43)
We use this estimate for low values of k i.e., kn−2/3 < 1 and λ → 0 for which
we can use f1(0) = f
′
1(0) = f2(0) = 0 and f
′′
1 (0) = −2. The superasymptotic
truncation point is then given by
kM∗(n, k) = c(0)n1/3 + c(0)
2
2c2
+O(n−1/3)
≈ 29.47n1/3 + 216.09 +O(n−1/3) . (3.44)
For n = 7000 and k = 1, this gives M∗ = 780 while the (exact) value computed
numerically is M∗ = 880.
Let na denote the value of n when the superasymptotic truncation error be-
comes O(1). The estimate for the value na at which the superasymptotic trun-
cation leads to errors of O(1) is now obtained as a solution to the quadratic
equation (ignoring prefactors that do not appear in the exponential)
c2 n
2/3
a − c(0)n1/3a −
c(0)2
4c2
= 0 =⇒ na =
(
c(0)
c2
1+
√
2
2
)3
≈ 5540 . (3.45)
However, we can do a better job numerically by dealing directly with the Almkvist
function rather than its saddle-point approximation to determine M∗(n, k). We
obtain na ≈ 6400 which is slightly larger than our estimate of na = 5540.
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Lemma 3.10. Let M∗(n, k) denote the superasymptotic truncation point for fixed
n and k. Then, one has
p2(n) ∼
∞∑
k=1
M∗(n,k)∑
m=0
(
φ
(m)
k (n) +O
(
φ
(M∗(n,k)+1)
k (n)
))
, (3.46)
where Eqns. (3.42) and (3.43) may be used to determine the truncation errors.
Proof. We only need to prove that the sum over k is a convergent one. Let
kc denote the value of of k for which d(λ) = 1, i.e. λ = λc = 0.18. Then the
convergence of the sum in (3.46) is determined by the convergence of the following
sum: ∣∣∣∣∣∣
∑
k>kc
M∗(n,k)∑
m=0
φ
(m)
k (n)
∣∣∣∣∣∣ ≤ 2
∑
k>kc
|φ(0)k (n)| ,
where we use the asymptotic nature of the series
∑
m φ
(m)
k (n) to bound it by twice
the value of its initial term. More precisely, we have∣∣∣∣∣∣
M∗(n,k)∑
m=0
φ
(m)
k (n)
∣∣∣∣∣∣ ∼
∣∣∣φ(0)k (n) +O(φ(1)k (n))∣∣∣ ≤ 2 |φ(0)k (n)| , (3.47)
using |φ(1)k (n))| < |φ(0)k (n))| when M∗(n, k) > 1. When M∗(n, k) = 1 (which
occurs for large enough k at fixed n) then there is only one term, the m = 0 term
whose magnitude is clearly less than twice itself. We can then use Proposition
3.9 with d(λc) = 1 in the above formula to see that∣∣∣∣∣∣
∑
k>kc
M∗(n,k)∑
m=0
φ
(m)
k (n)
∣∣∣∣∣∣ ≤ 2
∑
k>kc
√
72a
pik3
=
√
288a
pi
(
ζ
(
3
2
)− kc∑
k=1
1
k3/2
)
,
which is finite and hence the sum over k is convergent.
3.5 Identifying the major arcs
In Lemma 3.10, we have a convergent sum over k after imposing the superasymp-
totic truncation in the sum over m. We wish to convert the infinite sum over k
into a finite sum k < N(n) (the major arcs) neglecting the contributions from
k > N(n) (the minor arcs). The cutoff k < N(n), equivalently λN =
N(n)2
24c2n2/3
, is
chosen such that the contribution from all minor arcs put together is negligible.
We begin with the bound given in Proposition 3.8:
|φ(0)k (n)| ≤ c
k
1(k
2n−2/3)1+
k
24
(2a)−1/6
√
6pik3
e
c2n
2/3
k
(1+f1(λ))×(1+f2(λ)) ≡ 1+f2(λ)(2a)−1/6√6pi ef(n,k) , (3.48)
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where
f(n, k) := c2n
2/3
k
(1 + f1(λ)) + k log c1 + (
k
24
+ 1) log(k2/n2/3)− 3
2
log k .
A rough estimate shows that for N ∼ n1/3, one has f(n, k) ∼ O(1). The following
proposition shows that N(n) ∼ (β1n1/3 + β2 log n+ β3) for some constants β1, β2
and β3.
Proposition 3.11. Let N(n) ∼ (β1n1/3 + β2 log n + β3) , with β1, β2 and β3 as
given by Eqs. (3.54) and (3.55). Then, one has
ff(n) := f(n,N(n)) = −κ2 log n− κ3 +O(n−1/3(log n)2) , (3.49)
ff ′(n) :=
∂f(n, k)
∂k
∣∣∣
k=N(n)
≈ −0.494 +O(n−1/3 log n) . (3.50)
Proof. The proof is mostly computational. Set N(n) = β1n
1/3 +β2 log n+β3 and
expand ff(n) := f(n,N(n)) as a power series in n for large n. It has the form
ff(n) = t1(β1) n
1/3 + t2(β1, β2) log n+ t3(β1, β3) +O(n−1/3(log n)2) , (3.51)
where (with X =
β21
24c2
)
t1(β1) =
c2
β1
[1 + f1(X)] +
β1
12
log(c121 β1) ,
t2(β1, β2) = β2
(1+f ′1(X)
12
− 2c2(1+f1(X))
β21
+ t1(β1)
β1
)− 1
2
and
t3(β1, β3) = β3
(1+f ′1(X)
12
− 2c2(1+f1(X)
β21
+ t1(β1)
β1
)
+ log β1
2
.
(3.52)
We first observe that
t1(β1) =
β1
24
log d(X) , (3.53)
where d(X) is defined in (3.39). We then set t1(β1) = 0 to get rid of the coefficient
of n1/3 in the series expansion for ff(n). This is nothing but solving for d(X) = 1
which we already know corresponds to X = 0.180 (cf. discussion after Proposition
3.9).This gives
β1 ≈ 2.948 . (3.54)
Using f1(0.180) = −0.031 and f ′1(0.180) = −0.329 and requiring t2(β1, β2) = −κ2
and t3(β1, β3) = −κ3 (where κ3 and κ3 are positive real constants) gives
β2 ≈ −1.468 + 2.936 κ2 = −1.468(1− 2κ2) ,
β3 ≈ 1.587 + 2.936 κ3 .
(3.55)
For these values of β1, β2 and β3, we see that f(n,N(n)) = −κ2 log n − κ3 +
O(n−1/3(log n)2) thus proving Eq. (3.49). Further, a simple numerical computa-
tion (not shown) leads to Eq. (3.50).
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We thus see that for k = N(n) as in Proposition 3.11 and (1 + f2(0.180)) ∼
0.772,
|φ(0)k (n)| ≤ 1+f2(0.180)(2a)−1/6√6pi exp[ff(n)] ∼ 0.21 n−κ2e−κ3+O(n
−1/3) .
We will choose κ2 > 0 and κ3 > 0 such that the contribution of the minor arcs
can be neglected. We find that the numbers obtained for N(n) with κ2 = κ3 = 0
tends to be comparable to the numerically computed cut-off. For instance, for
n = 7000, we find that k ≈ 44 − 45 works quite well while [N(7000)] = 45.
Non-zero positive values for κ2 and κ3 only boost N(n) to larger values.
3.6 The contribution from the minor arcs
Recall that
φk(n) ∼ φ˜k(n) =
∞∑
m=0
φ
(m)
k (n) . (3.56)
We will truncate the above asymptotic series at m = M∗(n, k) to get:
|φk(n)| ≤
[M∗(n,k)]∑
m=0
|φ(m)k (n)| ∼
∣∣∣φ(0)k (n) +O(φ(1)k (n))∣∣∣ ≤ 2 |φ(0)k (n)| . (3.57)
Thus, we can use
|φk(n)| < 2 |φ(0)k (n)| . (3.58)
This implies that, up to a multiplicative n-independent constant (a factor of 2),
it suffices to work with the bound on |φ(0)k (n)| as given in Proposition 3.8 or 3.9.
In the discussion after Proposition 3.9, we reasoned that the contribution
from k > kc = β1n
1/3, d(λ) < 1 is negligible and labelled these the minor arcs. In
the above Proposition, we saw that the contribution from k > N(n) = β1n
1/3 +
β2 log n + β3 are in fact negligible. If we choose values of κ2 and κ3 such that
N(n) < β1n
1/3, then we have some k for which d(λ) > 1 as well. We thus divide
our minor arcs k > N(n) into two types:
1. Type I arcs: N(n) < k < β1n
1/3 for which d(λ) > 1.
2. Type II arcs: k > β1n
1/3 for which d(λ) < 1.
Let us study the contribution from each of these two types next.
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3.6.1 The contribution from Type I minor arcs
Recall from Proposition 3.11 that eff(n) ∼ n−κ2e−κ3 and ff ′(n) ≈ −0.494. Then,
the contribution from the Type I arcs is given by:
Type I < 2
[β1n1/3]∑
k>N(n)
|φ(0)k (n)| = 2 |φ(0)N (n)| ×
[β1n1/3]∑
k>[N(n)]
∣∣∣∣∣φ(0)k (n)φ(0)N (n)
∣∣∣∣∣ ,
≤ 2 1+f2(0.180)
(2a)−1/6
√
6pi
eff(n)
[β1n1/3]∑
k>[N(n)]
eff
′(n)(k−N) = 0.42 eff(n)
1− e−ff ′(n)(β2 logn+β3)
1− eff ′(n)
= 1.06 eff(n) (1− n−ff ′(n)β2e−β3ff ′(n)) < 1.06 eff(n) ≈ 1.06n−κ2e−κ3 .
(3.59)
where, in the last line, we have assumed that κ2 is chosen such that β2 < 0 so
that we can write n−β2ff
′(n) < 1.
3.6.2 The contribution from Type II minor arcs
The contribution from Type II arcs can similarly be estimated using the bound
given by Proposition 3.9. Since k > kc = β1n
1/3, we have d(λ) < 1. Choose some
λ0 > λc in Proposition 3.9. Then, we get
Type II < 2 (72a
pi
)1/2
∑
k>β1n1/3
d(λ0)
k/24 k−3/2 <
(
288a
pinβ31
)1/2 ∑
k>β1n1/3
d(λ0)
k/24
(3.60)
= 2.07
n−1/2 d(λ0)β1n
1/3/24
1− d(λ0)1/24 =
2.07n−1/2
1− d(λ0)1/24 e
−c3n1/3 , (3.61)
where c3 = −β124 log d(λ0) > 0 since d(λ0) < 1.
3.6.3 Combining the two contributions
We observe that the contribution from Type II arcs goes to zero exponentially fast
unlike the Type I arcs contribution which goes to zero as a power law i.e., n−κ2 .
Thus the contributions from Type I arcs dominates that of Type II arcs, and
hence the latter can be neglected. In conclusion, we see that the contributions of
the minor arcs go as
1.06n−κ2 e−κ3 . (3.62)
We choose κ3 = log 1.06 ≈ 0.06, to cancel the factor of 1.06. Thus, we obtain the
following proposition.
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Proposition 3.12. The contribution from the minor arcs with κ3 = 0.06 is
∞∑
k>[N(n)]
φk(n) ∼ O(n−κ2) , (3.63)
which can be made arbitrarily small by suitably choosing κ2.
2 Our theoretical
bounds need us to choose some positive non-zero values for these constants but
our numerical experiments suggests that it suffices to set κ2 = 0.
Remark: If we had used the function used by Almkvist g(x|γ) in the place of
A(x|γ), the contribution of the minor arcs, in particular those of Type II, will not
be negligible, leading to an asymptotic series. This is similar to Rademacher’s
improvement of the asymptotic series of Hardy and Ramanujan for the numbers
of integer partitions. There, the analogs of g(x|γ) and A(x|γ) were the modified
Bessel functions I−3/2(x) and I3/2(x). The latter is better-behaved than I−3/2(x)
as x → 0+ and the replacement makes the contribution of the minor arcs in
Rademacher’s formula to be negligible. Of course, our formula is asymptotic for
other reasons as have shown.
3.7 Proof of the main theorem
We now restate our main theorem along with its proof.
Theorem 1.1. Let f1(λ) = −λ2 + λ33 + O(λ5) be the function defined in Eq.
(E.5). Further, let a = ζ(3), c1 = (2a)
1/362−α/12 exp(ζ ′(−1)), c2 = 3 2−2/3a1/3,
c(λ) = 4pi
2e−
1
2 f
′
1(λ)
(2a)1/3
,and α = 3 the constant appearing in Proposition C.1. Then
p2(n) ∼
[N(n)]∑
k=1
k−1∑
h=1
(h,k)=1
ψh,k(n) +O(n−κ2) , (1.7)
where N(n) = 2.948n1/3 + (2.936κ2 − 1.468) log n+ 1.763 for some κ2 > 0 and
ψh,k(n) = e
−2piinh/k+kζ′(−1)+Ch,k 1
k
(
a
k
) 1
2
+ k
24
[M∗(n,k)]∑
m=0
b
(m)
h,k (
a
k3
)
m
2 A
(
( a
k3
)
1
2n
∣∣−k
12
−m
)
+O
(
k−3/2ck1(k
2n−2/3)1+
k
24
pi2(2a)−1/6
√
3M∗
exp
(
1
k
(− c(λ)2
4c2
− c(λ) n1/3 + c2 n2/3)
))
. (1.8)
where Ch,k is the generalized Dedekind sum (C.1), b
(m)
h,k is defined in Eq. (3.8),
λ = k
2n−2/3
24c2
and kM∗(n, k) = c(λ) n
1
3 − (c(λ))2
4c2
f ′′1 (λ).
2If we take a formal limit β2 → 0− in (3.59), we see from the definition of Type I arcs that
they form a negligible part of the minor arcs. However, from (3.55), we see that κ2 → 0.5+.
This means the dominating power law fall-off holds, with quite a significant exponent of 12 + ,
even if a thin sliver of type I arcs is present.
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Proof. Since most of the details of the proof have already been worked out, we
list out the precise details below.
1. In Proposition 3.12, we have shown that the contribution of the minor arcs
is O(n−κ2) if we set κ3 ≈ 0.06 in the formula for N(n) in Proposition 3.11.
This gives N(n) = 2.948n1/3 + (2.936κ2 − 1.468) log n+ 1.763.
2. For fixed (h, k), the asymptotic nature of the series ψ˜h,k(n) in Eq. (3.30) im-
plies Proposition 3.7 that shows that the series φ˜k(n) is also an asymptotic
one. The superasymptotic truncation point is determined in Eq. (3.44).
3. Eq. (3.43) gives the error from the superasymptotic truncation for φk(n).
Since the errors are h-independent, we see that the error from the su-
perasymptotic truncation for ψh,k(n) that we quote in the theorem is 1/k
times the error given in Eq. (3.43).
This completes the proof of the main theorem.
4 Evaluating p2(n) numerically
Here, we present a numeric analysis of formula (1.7) for p2(n). Instead of using
the theoretical value N(n) of the cutoff for k, we determine the cutoff value
numerically. We shall designate this cutoff as N (n). The computations were
carried out using Mathematica but can be reproduced in similar computer algebra
systems such as Maple and Maxima. We write
p2(n) ∼
N (n)∑
k=1
φ˜k(n) , φ˜k(n) =
k−1∑
h=1
(h,k)=1
ψ˜h,k(n) , (4.1)
with ψh,k(n) as given in Theorem 1.1. We then carry out the following steps. The
value of n is fixed throughout.
1. We use the Frobenius series for the Almkvist function given in Eq. (2.55)
taking care to truncate the sum at a value large enough so that no errors
arise from it.
2. First, determine the value of the cutoff N . We do this by looking at the
value of k where the quantity given below reaches, say 0.01.
kk/12 ekζ
′(−1)
(a
k
) 1
2
+ k
24 A
(
( a
k3
)
1
2n
∣∣∣−k12 ) .
This offers a good estimate for N (n) since, in ψ˜h,k(n), e−2pinihk is a phase
and eV˜h,k(D) gives rise to sub-leading terms.
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k φk(750)
1 2545743024358645039521920749024859571789657217789975418420497702709720.300
2 1169353378721087578836884133296412.054
3 1308038187203153215044.287
4 −766248063769796.487
5 249747729385.715
6 258376791.876
7 −3577528.999
8 −1684.466
9 −13708.658
10 1766.734
11 −274.759
12 −61.857
13 −6.938
14 0.409
15 2.541
16 −0.138
17 −0.447
Total 2545743024358645039521920749024859572959010596512371034678586927966061.167
Exact 2545743024358645039521920749024859572959010596512371034678586927966061.000
Table 1: Numerical evaluation of p2(750). The error compared to the exact value is
0.167.
3. We fix k first and consider the series φ˜k(n) =
∑
m φ
(m)
k (n). We look at
the terms in this series and truncate optimally at the minimum term at
a value of m that we label as M∗(n, k). In the event that the value of
φ
(m)
k (n) goes below, say 0.001, for m <M∗(n, k), we truncate at the earlier
value. This occurs typically as k grows. For instance, for n = 6999, the
superasymptotic truncation errors are > 1 only for k = 1, 2, 3, 4.
With the cutoff N (n) and the truncation numbersM∗(n, k) at hand, we evaluate
φk(n) for k ≤ N (n) and sum them up to obtain an estimate for p2(n). We first
look at p2(750) which is a 70-digit number:
p2(750) =254 574 302 435 864 503 952 192 074 902 485 957 295 901 059 651 237 103-
467 858 692 796 6061 .
In Table 1, we show the results of our corresponding numerical computation. It
turns out that we need terms up to k = 17 in order for φk(n) to be consistently
less than 1. The numerical error turns out be 0.167.
We next study the behaviour of formula (4.1) for n = 6491. This number was
chosen because it is a prime number close to the value of n for which the su-
perasymptotic truncation in φ1(n) has an error which exceeds 1. For n = 6491
and k = 1, the superasymptotic truncation occurs at M∗(6491, 1) = 868 and
we find that φ
(868)
1 (n) ∼ −7.10. The value of N (6491) turns out to be 41. This
is where the error left after truncating at k = N (n) becomes less than 1. For
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k > 1 it turns out that the superasymptotic truncation does not kick in as the
magnitude of the terms go below 1 before we reach the corresponding M∗(n, k).
p2(6491) is a 301 digit number and our error estimates imply that we should get
299-300 digits right as we see below. We have
p2(6491) =2 435 999 812 007 724 505 361 175 276 591 271 187 423 253 814 389 347-
742 142 058 647 311 447 856 919 196 957 669 606 748 334 139 672 693 539 -
708 059 165 034 113 853 741 212 578 737 113 278 837 205 845 414 784 460-
262 083 024 174 265 640 881 536 003 876 770 326 556 221 114 453 737 307-
274 796 033 818 318 509 841 695 057 683 009 905 018 994 722 630 708 028-
438 488 667 147 936 430 644 025 707 833 583 .
We exhibit the computation in Table 2. The values from the superasymptotic
approximation is (omitting several digits that agree with the number given above)
40∑
k=1
φs.a.k (6491) = 2 435 . . . 580.47± 7.54 , (4.2)
where 7.54 is the estimated error due to superasymptotic truncation which is
nothing but the sum of |φ(M∗)k (n)| for k = 1, . . . , 40 as well as the contribution
from φ41(n) = −0.0409. The actual numerical error turns out to be −2.58, which
is of the same order of magnitude as that of the estimated error. This indicates
that the above numerical method for computing p2(n) according to formula (1.7)
truly gives a superasymptotic approximation to p2(n). We also conclude from our
numerical studies that this superasymptotic approximation has errors less than
1 till around n = 6400 and ceases to do so beyond that. We have also carried out
a similar computation for integers near 7000 where the estimated and real error
are around 1010. Figure 3 illustrates the asymptotic nature of the series φ˜k(n) for
n = 6999 and k = 1, 2, 5. The estimated error is dominated by the k = 1 error
and the real error that we get from our computation is −9.9× 109.
860 880 900 920
m
8.0´1010
9.0´1010
1.0´1011
1.1´1011
1.2´1011
ÈΦ1HmLH6999LÈ
420 440 460 480
m
15 000
20 000
ÈΦ2HmLH6999LÈ
170 180 190
m
0.3
0.4
0.5
ÈΦ5HmLH6999LÈ
Figure 3: For n = 6999, we show how φ
(m)
k (n) behaves, for k = 1, 2, 5, near the
superasymptotic truncation point, M∗ = 880
k
. The error from the superasymp-
totic truncation for k = 1 is about 6.39× 1010 while for k = 2 it is 6438.01. Note
that φ
(m)
k (n) is non-vanishing only for even m for both k = 1 and 2.
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5 Conclusion
The main result of this paper is to provide a Hardy-Ramanujan-Rademacher type
formula for plane partitions using the circle method. This formula turns out to
give exact answers for all integers . 6400 and for integers larger than 6400, the
formula is not exact but comes with precise estimates for the error. There exist
methods that extend and improve upon the superasymptotic truncation that we
have used. Berry and Howls call these hyperasymptotics and these will reduce
the errors introduced by the superasymptotic truncation [6,7]. The Mellin-Barnes
theory of hyperasymptotics discussed in Paris and Kaminksi [14] is more appro-
priate for our considerations since Lh,k(z) is defined as a Mellin-Barnes integral
in Eq. (2.15). We believe that our formula is the first step towards a formula
that might, at the very least, be exact for integers near 50000. We are currently
carrying out a numerical study to see if we can apply such methods to improve
upon our formula. We have been able to reproduce numbers for integers up to
10000 and hope to report on this in the future. It is also clear that the methods
used this paper extend to other non-modular generating functions for which we
can make use of the circle method.
Acknowledgments: We wish to thank Matthias Beck and K. Srinivas for dis-
cussions and correspondence on Dedekind sums.
A Evaluation of the residues of logP2(e
−zωh,k).
We follow the treatment of Almkvist in [3]. We have
logP2
(
e−zωh,k
)
=
ˆ 2+δ+i∞
2+δ−i∞
ds
2pii
(zk2)−s Γ(s)
k∑
d,d′=1
ωdd
′
h,k ζ(s− 1, d
′
k
) ζ(s+ 1, d
k
) .
(A.1)
We recall that the integrand on the right hand side has a double pole at s = 0
and simple poles at s = 2,−1,−2, . . .. We express the right hand side as a sum of
residues at these poles by shifting the contour Re(s) = 2 + δ to Re(s) = −M + δ,
with integer M →∞. The residues are obtained follows.
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A.1 Residue at s = 2.
Only ζ(s − 1, d′
k
) has a simple pole at s = 2 with residue 1. Hence, the overall
residue is given by
Ress=2 = (zk
2)−2 Γ(2)
k∑
d,d′=1
ζ(3, d/k) e2piidd
′h/k , (A.2)
= z−2k−4
k∑
d=1
ζ(3, d/k) k δd,k =
ζ(3)
z2k3
, (A.3)
where we have used
∑k
d′=1 e
2piidd′h/k = k δd,k with δa,b being the Kronecker delta
and ζ(s, 1) = ζ(s).
A.2 The residue at s = 0.
Near s = 0, the s-dependent part of the integrand looks like
k∑
d,d′=1
e2piidd
′h/k (1− s log zk2)
(
1
s
− γ
)(
ζ
(−1, d′
k
)
+ s ζ ′
(−1, d′
k
))(1
s
+ ψ( d
k
)
)
,
(A.4)
where γ is the Euler-Mascheroni constant and ψ(x) is the Digamma function.
The residue is the coefficient of 1/s:
Ress=0 = kζ
′(−1) + k
12
log (zk)−
k∑
d,d′=1
e2piidd
′h/k (γ + ψ ( d
k
)
+ log k
)
ζ
(−1, d′
k
)
,
= kζ ′(−1) + k
12
log (zk) +
k∑
d,d′=1
e2piidd
′h/kζ
(−1, d′
k
)
pi
2
cot
(
pid
k
)
−
k∑
d,d′=1
e2piidd
′h/k
[
γ + ψ
(
d
k
)
+ log k + pi
2
cot
(
pid
k
) ]
ζ
(−1, d′
k
)
, (A.5)
where we have used ζ(−1) = −1/12 and carried out the sum over d, d′ in the first
two terms similar to the s = 2 case. Next, we use the following formulas from [3]:
pi
2
k−1∑
d=1
e2piidd
′h/k cot(pid/k) = −ipik B1(d′h/k) , (A.6)
k−1∑
d=1
e2piidd
′h/k[γ + ψ ( d
k
)
+ log k + pi
2
cot
(
pid
k
) ]
= k log
∣∣2 sin(pid′h/k)∣∣ . (A.7)
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We also use ζ
(−1, d′
k
)
= −1
2
B2
(
d′
k
)
. Then we get
Ress=0 = kζ
′(−1) + k
12
log (zk) +
ipik
2
k−1∑
d′=1
B2
(
d′
k
)
B1
(
d′h
k
)
+
k
2
k−1∑
d′=1
B2
(
d′
k
)
log
∣∣2 sin (pid′h
k
)∣∣ . (A.8)
Finally, we can show that
∑k−1
d′=1 B2
(
d′
k
)
B1
(
d′h
k
)
= 0 identically, and hence,
Ress=0 = k ζ
′(−1) + k
12
log (zk) +
k
2
k−1∑
d′=1
B2
(
d′
k
)
log
∣∣2 sin (pid′h
k
)∣∣ , (A.9)
:= k ζ ′(−1) + k
12
log (zk) + Ch,k . (A.10)
A.3 Residue at s = −p for integer p > 0.
The residue at s = −p (p = 1, 2, 3, . . .) is
Ress=−p =
(−zk2)p
p!
k∑
d,d′=1
ζ(−p− 1, d′/k)ζ(−p+ 1, d/k)e2piidd′h/k
=
(−zk2)p
p!p(p+ 2)
k∑
d,d′=1
Bp+2(d
′/k)Bp(d/k)e2piidd
′h/k (A.11)
=
(−zk2)p
p!p(p+ 2)
( k−1∑
d′=1
Bp+2(d
′/k)B̂p(d′h/k) + k−p+1Bp+2Bp
)
where we use the identity
∑k−1
d=0 Bp(d/k) = k
1−pBp (it is a Kubert function of
type (1 − p)) and B̂p(x) is the discrete Fourier transform of Bp(x) [3, 12]. One
has
B̂p(x) = (−1)pk1−p p
(2i)p
cot(p−1)(pix) . (A.12)
The final result is then
Ress=−p =
(−z)pk1+p
p!p(p+ 2)
[
Bp+2Bp +
p
(2i)p
k−1∑
d=1
Bp+2(d/k) cot
(p−1)(pidh/k)
]
. (A.13)
For p = 1, the first term in the brackets drops out since B3 = 0. We then get
Ress=−1 =
izk2
6
k−1∑
d=1
B3(d/k) cot (pidh/k) := v
(1)
h,k z . (A.14)
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B Asymptotics of Lh,k(z)
Our focus will be on the family of functions (with 0 <  < 1; 0 < h < k and
(h, k) = 1)
Lh,k(z) :=
1
2pii
k∑
d,d′=1
e2piidd
′h/k
ˆ −1−+i∞
−1−−i∞
(zk2)−s Γ(s) ζ(s− 1, d′
k
) ζ(s+ 1, d
k
) ds .
(B.1)
For Re(s) < −1, the only singularities in the integrand occur for s = −2,−3, . . .
due to the poles in Γ(s). One can arrive at a series expansion for Lh,k(z) by
moving the contour and including the contribution of the poles at say, s =
−2,−3, . . . ,−M to obtain
Lh,k(z) =
M∑
m=2
(−zk2)m
m!
k∑
d,d′=1
ζ(−m− 1, d′/k)ζ(−m+ 1, d/k)e2piidd′h/k +R(M)h,k (z)
=
M∑
m=2
(−zk2)m
m!m(m+ 2)
k∑
d,d′=1
Bm+2(d
′/k)Bn(d/k)e2piidd
′h/k +R
(M)
h,k (z) , (B.2)
=
M∑
m=2
v
(m)
h,k z
m +R
(M)
h,k (z) ,
where the remainder (let hh′ = 1 mod k and w = zk2/4pi2)
R
(M)
h,k (z) =
=
1
2i
ˆ −M−+i∞
−M−−i∞
(zk2)−s
Γ(1− s) sinpis
k∑
d,d′=1
e2piidd
′h/k ζ(s− 1, d
k
) ζ(1 + s, d
′
k
) ds
=
1
2i
ˆ −M−+i∞
−M−−i∞
w−s Γ(2− s)
(4pi2)s sinpis
×
×
∑
η,η′=±1
e
ipi(η+η′)s
2
k∑
d,d′=1
e2piidd
′h/k Li2−s(e
2piiηd
k ) Li−s (e
2piiη′d′
k ) ds
=
1
2i
ˆ −M−+i∞
−M−−i∞
w−s Γ(2− s)
(4pi2)s sinpis
∑
η,η′=±1
eipi(η+η
′)s/2
∞∑
m=1
k σ2(m) e
−2piiηη′mh′/k
m2−s
ds
=
2k
2i
ˆ −M−+i∞
−M−−i∞
w−s Γ(2− s)
(2pi)2s sinpis
∞∑
m=1
σ2(m)
m2−s
[
e2piimh
′/k + cos(pis)e−2piimh
′/k
]
ds
(B.3)
We would like to take  → 1 but there is a pole due to the 1/ sinpis term. So
we deform the integral such that the contour lies on the s = −M − 1 line except
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for a semi-circular detour to avoid the pole. The semi-circular contour gives pii
times the residue of the pole plus the Cauchy principal value of integral. We get
(with s = −M − 1 + it)
R
(M)
h,k (z) =
1
2
v
(M+1)
h,k z
M+1 +R1 +R2 , (B.4)
where
R1 = (−1)M
∞∑
m=1
k σ2(m)
(2pim)2
e
2piimh′
k P
ˆ ∞
−∞
(
w
m
)−s Γ(2−s)
is sinhpit
dt (B.5)
R2 = −
∞∑
m=1
k σ2(m)
(2pim)2
e−
2piimh′
k P
ˆ ∞
−∞
(
w
m
)−s Γ(2−s) cosh(pit)
is sinhpit
dt (B.6)
We rewrite as (with σ = M + 1 and hence s = −σ + it)
R1 = (−1)M+1
∞∑
m=1
k σ2(m)
i(2pim)2
(
w
m
)σ
e
2piimh′
k ×
× lim
→0
ˆ ∞

1
sinhpit
[ (
w
m
)−it Γ(2+σ−it)
σ−it −
(
w
m
)it Γ(2+σ−it)
σ+it
]
dt
= (−1)M+1
∞∑
m=1
2kσ2(m)
(2pim)2
(
w
m
)σ
e
2piimh′
k
ˆ ∞
0
1
sinhpit
Im
[ (
w
m
)−it Γ(2+σ−it)
σ−it
]
dt (B.7)
= (−1)M+1
∞∑
m=1
2kσ2(m)
(2pim)2
(
w
m
)σ
e
2piimh′
k
Γ(2+σ)
σ
×
×
ˆ ∞
0
sinϕ(t)
sinhpit
(1 + τ 2)
1
2
(σ+1/2)e−ψt
[
1 +O( 1
σ+it
)
]
dt , (B.8)
where we have determined the phase
ϕ(t) := t log
m
√
(2+σ)2+t2
ew
+ arctan t
σ
using Stirling’s formula for the gamma function (with ψ = arctan t
σ+2
and τ =
t
σ+2
).
Γ(σ+2+it)
Γ(σ+2)
= (1 + τ 2)
1
2
(σ+3/2)e−ψteit log
√
(σ+2)2+t2/e
[
1 +O( 1
σ+2+it
)
]
.
Define the function f(τ) as follows:
f(τ) := 1
2
log(1 + τ 2)− arctan τ . (B.9)
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For τ  1, f(τ) ∼ −τ + O(τ 2) and thus e(σ+2)f(τ) ∼ e−t for τ  1 and σ  1.
We thus need to evaluate the integral
I1 =
ˆ ∞
0
sinϕ(t)
sinhpit
e(σ+2)f(τ)
(1+τ2)3/4
dt (B.10)
=
ˆ K
0
sinϕ(t)
sinhpit
e(σ+2)f(τ)
(1+τ2)3/4
dt+
ˆ ∞
K
sinϕ(t)
sinhpit
e(σ+2)f(τ)
(1+τ2)3/4
dt (B.11)
= I1a + I1b . (B.12)
In I1a, K is chosen such that Kpi ∼ 1 σ. Thus,
I1a =
ˆ K
0
sinϕ(t)
sinhpit
dt (1 +O(1/σ)) . (B.13)
When necessary, we will choose K ∼ 1/pi for concreteness. We can approximate
arctan(t/σ) by t/σ + 2 and we can carry out the integral (with α = log m(2+σ)
ew
+
1
σ
 1 )
I1a ∼
ˆ K
0
sinϕ(t)
sinhpit
dt ∼
ˆ K
0
sinαt
sinhpit
dt =
ˆ ∞
0
sinαt
sinhpit
dt+O( 1
α
)
= 1
2
tanh α
2
+O( 1
α
) ,
= 1
2
m(σ+2)−ew
m(σ+2)+ew
+O( 1
α
)→ 1
2
as w → 0 , (B.14)
Let us consider I1b. We will show that it can be neglected.
I1b =
ˆ ∞
K
sinϕ(t)
sinhpit
e(σ+2)f(τ)
(1+τ2)3/4
dt . (B.15)
Let g(t) = e
(σ+2)f(τ)
sinhpit(1+τ2)3/4
. It is monotonically decreasing, positive definite for
t ∈ [K,∞]; vanishes as t → ∞ and varies slowly since |ϕ′(t)|  pi. Thus the
conditions of Proposition B.1 are satisfied (with mˆ = m/ew) and we obtain the
following bound on I1b
|I1b| ≤ 2ϕ′(K) e
(σ+2)f(K)
sinhpiK(1+K2)3/4
≤ 2
α sinhpiK
→ 0 as w → 0 . (B.16)
We thus get that |I1| ≤ |I1a|+ |I1b| ≤ 12 +O(1/σ) +O( 1α). Putting this together,
we obtain
|R1| ≤
∞∑
m=1
kσ2(m)
(2pim)2
(
w
m
)σ Γ(2+σ)
σ
(1 +O(1/σ) +O(1/α)) (B.17)
= kζ(M + 1)ζ(M + 3)wM+1 Γ(M+3)
(2pi)2(M+1)
(1 +O( 1
M
) +O( 1
log(M/(|z|k2))))
(B.18)
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R2 is similar to R1 with sinh pit being replaced by tanh pit. The convergence
of the integral for R2 is more delicate as tanhpit → 1 for large t (instead of
decaying exponentially) and needs the inclusion of the e−pit/2 appearing for large
and positive t in Stirling’s formula for the gamma function. Explicitly,
R2 =
∞∑
m=1
2kσ2(m)
(2pim)2
(
w
m
)−σ
e
−2piimh′
k
ˆ ∞
0
sinϕ(t)
tanhpit
e(σ+2)f(τ)
(1+τ2)3/4
dt , (B.19)
We thus need to evaluate the integral
I2 =
ˆ ∞
0
sinϕ(t)
tanhpit
e(σ+2)f(τ)
(1+τ2)3/4
dt (B.20)
=
ˆ K
0
sinϕ(t)
tanhpit
e(σ+2)f(τ)
(1+τ2)3/4
dt+
ˆ ∞
K
sinϕ(t)
tanhpit
e(σ+2)f(τ)
(1+τ2)3/4
dt (B.21)
= I2a + I2b . (B.22)
Again we can approximate arctan(t/σ) by t/σ and we can carry out the integral
(with α = log m(2+σ)
ew
+ 1
σ
 1 )
I2a =
ˆ K
0
sinϕ(t)
tanhpit
dt+O(1/σ) ∼
ˆ K
0
sinαt
tanhpit
dt
=
ˆ K
0
sinαt
pit
(1 + pi
2t2
3
+O(t4)) dt+O(1/σ)
=
ˆ K
0
sinαt
pit
dt+O(1/α) +O(1/σ)
= 1
2
+
ˆ ∞
K
sinαt
pit
dt+O(1/α) +O(1/σ) = 1
2
+O(1/α) +O(1/σ) , (B.23)
since
´∞
K
sinαt
pit
dt ∼ K cos(αK)/α = O(1/α). In the second line of the above
equation, we have used the relation (tanhx)−1 = x−1(1 + x
2
3
+O(x4)). Next, let
us consider I2b. Again, we will show that it can be neglected.
I2b =
ˆ ∞
K
sinϕ(t)
tanhpit
e(σ+2)f(τ)
(1+τ2)3/4
dt . (B.24)
Let g(t) = e
(σ+2)f(τ)
tanhpit(1+τ2)3/4
. It is monotonically decreasing, positive definite for
t ∈ [K,∞]; vanishes as t → ∞ and varies slowly since |ϕ′(t)|  pi. Thus the
conditions of Proposition B.1 are satisfied (with mˆ = m/ew) and we obtain the
following bound on I2b:
|I2b| ≤ 2ϕ′(K) e
(σ+2)f(K)
tanhpiK(1+K2)3/4
≤ 2
α tanhpiK
→ 0 as w → 0 . (B.25)
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We obtain that |I2| ≤ |I2a|+ |I2b| ≤ 12 +O(1/σ) +O(1/α). Putting this together,
we obtain
|R2| ≤ kζ(M + 1)ζ(M + 3)wM+1 Γ(M+3)(2pi)2(M+1)
(
1 +O( 1
M
) +O( 1
log(M/(|z|k2)))
)
.
(B.26)
Combining bounds (B.18) and (B.26) with the bound C.21 on |v(M+1)h,k zM+1| , we
see that as z → 0 that∣∣∣R(M)h,k (z)− 12v(M+1)h,k zM+1∣∣∣ ≤ ∣∣∣v(M+1)h,k zM+1∣∣∣ (12 +O( 1M ) +O( 1log(M/(|z|k2)))
)
.
(B.27)
Proposition B.1. Let ϕ(t) = t log mˆ
√
(σ + 2)2 + t2 + arctan t
σ
with mˆ 1 and
σ  1. Let g(t) be (i) a slowly varying positive definite real function of t that
vanishes as t → ∞ and (ii) a monotonically decreasing function of t. Then for
some K > 0, ∣∣∣∣ˆ ∞
K
sinϕ(t)g(t) dt
∣∣∣∣ ≤ 2 ∣∣∣ g(K)ϕ′(K) ∣∣∣ . (B.28)
Proof. Integrating by parts, one sees that
ˆ ∞
K
eiϕ(t)g(t) dt = eiϕ(t) g(t)
iϕ′(t)
∣∣∣∞
K
−
ˆ ∞
K
eiϕ(t) d
dt
(
g(t)
iϕ′(t)
)
dt . (B.29)
Taking the imaginary part of the above equation gives
ˆ ∞
K
sinϕ(t)g(t) dt = − cosϕ(t) g(t)
ϕ′(t)
∣∣∣∞
K
+
ˆ ∞
K
cosϕ(t) d
dt
(
g(t)
ϕ′(t)
)
dt (B.30)
= cosϕ(K) g(K)
ϕ′(K) +
ˆ ∞
K
cosϕ(t) d
dt
(
g(t)
ϕ′(t)
)
dt . (B.31)
Taking the absolute value, we get∣∣∣∣ˆ ∞
K
sinϕ(t)g(t) dt
∣∣∣∣ = ∣∣∣cosϕ(K) g(K)ϕ′(K) ∣∣∣+ ˆ ∞
K
∣∣∣cosϕ(t) ddt ( g(t)ϕ′(t))∣∣∣ dt
≤
∣∣∣ g(K)ϕ′(K) ∣∣∣+ ˆ ∞
K
∣∣∣ ddt ( g(t)ϕ′(t))∣∣∣ dt .
Given that g′(t) < 0 and d(1/ϕ′(t))/dt < 0 for t ∈ [K,∞), we can simplify things
further as the integrand in the second term above is always negative definite.∣∣∣∣ˆ ∞
K
sinϕ(t)g(t)dt
∣∣∣∣ ≤ ∣∣∣ g(K)ϕ′(K) ∣∣∣+ ∣∣∣∣ˆ ∞
K
d
dt
(
g(t)
ϕ′(t)
)
dt
∣∣∣∣ ≤ ∣∣∣2g(K)ϕ′(K) ∣∣∣ .
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C Bounds on generalized Dedekind sums
C.1 Bound on Ch,k
We have
Ch,k =
k
2
k−1∑
j=1
B2(j/k) log
∣∣2 sin(pijh/k)∣∣ . (C.1)
We then use −1/12 ≤ B2(x) ≤ 1/6 and the following identity mentioned in [3]
(which is in turn attributed to Rademacher and Grosswald):
k−1∑
j=1
log
∣∣2 sin(jpi/k)∣∣ = log k . (C.2)
Thus for (h, k) = 1, we see that
∑k−1
j=1 log
∣∣2 sin(jhpi/k)∣∣ = ∑k−1j=1 log ∣∣2 sin(jpi/k)∣∣ =
log k. Using this, we get
Ch,k =
k log 2
2
k−1∑
j=1
B2(j/k) +
k
2
k−1∑
j=1
B2(j/k) log
∣∣ sin(pijh/k)∣∣ (C.3)
= −k − 1
12
log 2 +
k
2
k−1∑
j=1
B2(j/k) log
∣∣ sin(pijh/k)∣∣ (C.4)
< −k − 1
12
log 2− k
24
k−1∑
j=1
log
∣∣ sin(pijh/k)∣∣ (C.5)
A similar argument can be used to show that
Ch,k > −k − 1
12
log 2 +
k
12
k−1∑
j=1
log
∣∣ sin(pijh/k)∣∣ (C.6)
Now we use
k−1∑
j=1
log
∣∣ sin(pijh/k)∣∣ = −(k−1) log 2+ k−1∑
j=1
log
∣∣2 sin(pijh/k)∣∣ = log k−(k−1) log 2
to get
1− k2
12
log 2 +
k
12
log k < Ch,k <
(k − 1)(k − 2)
24
log 2− k
24
log k . (C.7)
We can significantly improve on this bound and this is given by the next
proposition.
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Proposition C.1. The following bound for Ch,k holds
−ζ(3)k
2
4pi2
< C1,k ≤ Ch,k < k log k
12
− α k log 2
12
. . (C.8)
with α = 3 and k > 34.
Proof. We have shown that βh,k >
log 2
2
for all k > 34 in Eq. (D.43). Using the
relationship between Ch′,k and βh,k (with hh
′ = 1 mod k)
Ch′,k =
k log k
12
− k
2
βh,k , (C.9)
we obtain the following upper bound stated in the proposition. The lower bound
follows similarly from the estimate for β1,k given in Eq. (D.10).
Remark: The above proposition was a conjecture in an earlier version of the
manuscript [8].
C.2 Bound on v
(1)
h,k.
We have
v
(1)
h,k :=
k2
6
k∑
d=1
B3(d/k) cot(dhpi/k) , (C.10)
=
k2
6
k∑
d=1
2
i
k−1∑
d′=1
B3(d/k)B1(d
′/k)e−2piidd
′h/k (C.11)
= − 2k
2
(2pi)3
k∑
d=1
k−1∑
d′=1
∑
`
1
`3
B1(d
′/k)e2pii[−dd
′h+`d]/k (C.12)
= − 2k
3
(2pi)3
k−1∑
d′=1
∑
`
1
`3
B1(d
′/k)δ[k](`− d′h) (C.13)
= − 2k
3
(2pi)3
∑
`
1
`3
B1(`h
′/k) , (C.14)
where δ[k](x) is the periodic delta function with period k. We have also used the
Fourier series for B3(x) with 0 ≤ x ≤ 1:
B3(x) =
−(3!)
(2pii)3
∑
`∈Z
′ e2pii`x
`3
. (C.15)
where the Σ′ indicates that ` = 0 has to be omitted from the summation. Using
|B1(x)| ≤ 12 , we see that ∣∣∣v(1)h,k∣∣∣ ≤ 2k3(2pi)3 ζ(3) . (C.16)
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C.3 Bound on v
(p)
h,k.
For p > 1, we have
v
(p)
h,k =
k2p
p!p(p+ 2)
k∑
d=1
k∑
d′=1
Bp+2(d/k)Bp(d
′/k)e−2piidd
′h/k (C.17)
=
k2p(p+ 1)!
p(2pii)2p+2
∑
`∈Z
′∑
`′ ∈Z
′ k∑
d=1
k∑
d′=1
1
`p+2 (`′)p
e2pii[−dd
′h+d`+d′`′]/k (C.18)
=
k2p+1(p+ 1)!
p(2pii)2p+2
∑
`
′∑
`′
′ k∑
d′=1
1
`p+2 (`′)p
e2piid
′`′/kδ[k](`− d′h) (C.19)
=
k2p+1(p+ 1)!
p(2pii)2p+2
∑
`
′∑
`′
′ e2pii``
′h′/k
`p+2 (`′)p
, (C.20)
where hh′ = 1 mod k. This gives, for p ≥ 2,
∣∣∣v(p)h,k∣∣∣ ≤ 4 k2p+1(p+ 1)!p(2pi)2p+2 ζ(p) ζ(p+ 2) . (C.21)
C.4 Bound on Lh,k(z).
We use the bound given in Eq. (B.27) with M = 1 as well as the bound on v
(2)
h,k
to get a bound on Lh,k(z). One has
|R(1)h,k(z)| ≤
12ζ(2)ζ(4)
(2pi)6
k3|z|2 . (C.22)
This gives
|Lh,k(z)| ≤ 12ζ(2)ζ(4)
(2pi)4
k3|z|2 := a1
(2pi)2
k3|z|2 . (C.23)
D A proof of Proposition C.1
Let fh(x) be the following periodic function (with period 1)
fh(x) :=
(
1
6
− B˜2(hx)
)
log |2 sin(pix)| ,
= g(hx) log |2 sin(pix)| (D.1)
where B˜2(x) is the periodic Bernoulli function and g(x) := {x}
(
1 − {x}). For
x ∈ [0, 1), the function has cusps at x = r
h
, r = 0, 1, . . . , (h − 1). We wish
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to compute and obtain bounds for the following generalised Dedekind sum for
(h, k) = 1 and h ≤ k/2.
βh,k =
k−1∑
j=1
fh(j/k) =
k−1∑
j=1
g(hj/k) log |2 sin(pij/k)| . (D.2)
It is easy to see that βh,k is related to the Ch,k appearing earlier. One has
Ch′,k =
k log k
12
− k
2
βh,k with hh
′ = 1 mod k. The aim of this appendix is to
show that βh,k ≥ 2`min, a constant. However, along the way, we discover several
interesting properties such as a reciprocity relation that helps us prove the lower
bound.
D.1 The Euler-Maclaurin Formula for βh,k
The Euler-Maclaurin Formula (EMF) provides a method to estimate the sum.
However, we need to handle the cusps that occur in fh(x) before applying EMF.
We begin with evaluating the the integral using the trapezoidal scheme.
Ih,k =
ˆ 1−(1/k)
1/k
fh(x) dx . (D.3)
The interval is broken up into h parts, Ir for r = 0, 1, . . . , h− 1. Further each of
the intervals are broken up into the following segments: (jr :=
⌊
rk
h
⌋
)
I0 = ( 1k , 2k , . . . , j1k , 1h) ,
Ir = ( rh , jr+1k , jr+2k , . . . , jr+1k , r+1h ) for r = 1, . . . , (h− 2) ,
Ih−1 = (h−1h , jh−1+1k , jh−1+2k , . . . , k−1k ) .
(D.4)
We thus have
Ih,k =
h−1∑
r=0
ˆ
Ir
fh(x) dx . (D.5)
The Euler-Maclaurin formula can be applied to the above integrals as the cusps
are located only at the end-points and the function fh(x) is analytic in the interior.
We use the version (given by Proposition D.1) that is applicable to the situation
where the spacing at the end-points is not the same as the interior. The spacings
in the interior are 1
k
while it is ≤ 1
k
at the two end-points.
Proposition D.1. For ∆1,∆2 ∈ [0, 1), let a = s + 1−∆1k , b = s + m+∆2k for
some positive integer m and consider the interval, I = [a, b]. The set of points
(s + 1−∆1
k
, s + 1
k
, s + 2
k
, . . . , s + m
k
, s + m+∆2
k
) are used to split the interval into
smaller parts. The Euler-Maclaurin formula applied to the function f(x) that is
smooth everywhere in the interval I is
1
k
m∑
j=1
f(s+ j
k
)−
ˆ b
a
f(x)dx =
2p∑
j=1
aj
kj
+R2p , (D.6)
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where
aj =
[
(−1)jBj(∆2)
j!
f (j−1)(b)− Bj(∆1)
j!
f (j−1)(a)
]
, (D.7)
and R2p = |B2p|k2p+2(2p)! O(||f ||C2p+1int ) + Eend where ||f ||Cmint :=
∑m
j=1 |f (m)(s+ jk )| and
Eend = ap+1kp+1 .
Proof. This formula is a special case of a local Euler-Maclaurin formula for poly-
topes due to Berline and Vergne (see Sec. 5 of [5])3. Since they deal with
polynomials, they obtain a finite series. Our functions are non-polynomial and
there are errors associated wtih them. The two contributions to the errors are as
follows. The contribution |B2p|
k2p+2(2p)!
O(||f ||C2p+1int ) comes from the interior points
in the interval as is normally estimated in the standard EMF. For reasons that
will be explained in Sec. D.3.1, we choose to estimate the end-point error Eend as
given by the next term in the truncated sum rather than an integral.
D.2 Estimating β1,k
There are no cusps in the interior of [0, 1] for h = 1. Applying Eq. (D.6) with
∆1 = ∆2 = 0 and p = 1, we get
1
k
k−1∑
j=1
f1(
j
k
)−
ˆ 1−(1/k)
1/k
f1(x)dx =
1
2k
[
f1(
1
k
)+f1(1− 1k )
]
+ 1
12k2
[
f ′1(1− 1k )−f ′1( 1k )
]
+R2 ,
(D.8)
with
R2 = |B2|2!k4 O(||f1||C3int) ∼ 1k2 ζ(2)|B2| .
The estimate for R2 is given by the dominant contribution to the third-derivative
which occurs at small x where f ′′′1 (x) ∼ − 1x2 . In the limit of large k, this leads to
β1,k − k
ˆ 1
0
f1(x)dx =
log(k/2pi) + 2
6k
+O(k−2) + k R2 , (D.9)
which, on evaluating the integral, gives the following estimate for β1,k.
β1,k =
ζ(3)k
2pi2
+
log k
6k
+
γ
k
+O(k−2) , (D.10)
where γ =
(
2−log(2pi)
6
+O( ζ(2)|B2|
2!
)
)
is a constant. A numerical estimate gives
γ = 0.024529 . . . > 0 . (D.11)
3We independently derived this formula and Matthias Beck kindly directed us towards the
possible relevance of this paper to our analysis.
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D.3 Estimating βh,k
We will assume that h > 1 for this section.The contribution of the two end-points
can also be evaluated in identical fashion when f1(x) is replaced by fh(x). Of
course, there are additional contributions from the (h− 1) interior cusps that we
will evaluate later. For h > 1, let us write
βh,k = k
ˆ 1
0
fh(y)dy + β
end
h,k + β
int
h,k , (D.12)
thereby explicitly separating the two contributions. We obtain (as we did for b1,k)
βendh,k =
ζ(3)
2pi2x
+
x log k
6
+ x
(
2− log(2pi)
6
+O(ζ(2)|B2|)
)
+O(x2) ,
=
x log k
6
+ γ x+O(x2) , (D.13)
where x := h
k
and γ is defined in Eq. (D.10). Note that we have included the
contribution error from all points in the interval [ 1
k
, 1 − 1
k
]. i.e., we have taken
|f1||C3int to represent
∑k−1
j=1 f
(3)
h (j/k).
For h > 1, we have to include contributions from the interior cusps4. With this
in mind, we apply Proposition D.1 to the interval Ir, for some r ∈ (1, 2, . . . , (h−
2)), with a = ar :=
r
h
, b = br :=
r+1
h
,
∆1 = ∆1,r :=
⌊
rk
h
⌋
+ 1− rk
h
= 1− { rk
h
}
and ∆2 = ∆2,r :=
{
(r+1)k
h
}
. (D.14)
Note that ∆1,r + ∆2,r−1 = 1. After using fh(r/h) = fh((r+ 1)/h) = 0, we obtain
1
k
jr+1∑
j=jr+1
fh(
j
k
)−
ˆ (r/h)+1)
r/h
fh(x)dx
=
∑
j=2
1
j!kj
[
(−1)jB˜j( (r+1)kh ) f (j−1)h,L ( r+1h )− B˜j(1− rkh ) f (j−1)h,R ( rh)
]
, (D.15)
where we use L/R to specify the left/right sided derivative at the cusp. Summing
over all the cusps, we get
βinth,k =
∑
j=2
1
j!kj−1
h−1∑
r=1
[
(−1)jB˜j( (r+1)kh ) f (j−1)h,L ( r+1h )− B˜j(1− rkh ) f (j−1)h,R ( rh)
]
=
∑
j=2
1
j!kj−1
h−1∑
r=1
B˜j(− rkh )
[
f
(j−1)
h,L (
r
h
)− f (j−1)h,R ( rh)
]
. (D.16)
4There are contributions that arise from one ‘end’ of I0 and Ih−1 which are at a interior
cusp. These are included by extending our formulae to include a term at r = (h− 1).
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Writing fh(y) = g(hy)L(y) with L(y) = log 2| sin(piy)|, we obtain
βinth,k = −
∑
j≥2
2h
j!kj−1
h−1∑
r=1
B˜j(− rkh )L(j−2)( rh) , (D.17)
since the cusp is entirely from the function g(y) with (g′R(y)− g′L(y)) = 2 at the
cusp y = 0. We truncate the term at j = 2 and use the term at j = 3 as an
estimate for the truncation error. We obtain
βinth,k = −hk
h−1∑
r=1
B˜2(
rk
h
) log |2 sin(pir/h)|+O(x2) , (D.18)
= −h log h
6k
+ x βk,h +O(x
2) . (D.19)
We thus obtain
βendh,k + β
int
h,k = −16x log x+ (γ + βk,h) x+O(x2) (D.20)
The integral
´ 1
0
fh(x)dx can easily be evaluated to obtain the following expression
for βh,k:
βh.k =
ζ(3)
2pi2x
− x log x
6
+ (γ + βk,h) x+O(x
2) . (D.21)
This formula does not have the symmetry βh,k = βk−h,k present in the discrete
sum. However, we do expect this formula to hold for small enough x. We expect
that the above formula taken to all orders in x should diverge at x = 1. We also
observe that the terms a2m
k2m
in the Eq. (D.6) for m > 1 contribute only at O(x)
to the above formula. This implies that the above formula completely captures
the singularity present at x = 0.
D.3.1 Estimating R2,r
We now provide a short description of how we estimated the errors. Instead of an
integral expression for the contribution to R2,r from the cusps, we will evaluate
R2,r :=
[
− B3(∆2)
3!k3
f
(2)
h,L(br)− B3(∆1)3!k3 f (2)h,R(ar)
]
+ |B2|
2k4
O(||fh||C3int)
= − 1
3!k3
[
B˜3(− (r+1)kh ) f (2)h,L( r+1h ) + B˜3( rkh ) f (2)h,R( rh)
]
+ |B2|
2k4
O(||fh||C3int) .
(D.22)
where the first two terms are the next terms in the Euler-Maclaurin expansion.
The reason is that this gives a better estimate of the truncation errors from the
interior cusps and also shows the appearance of other generalized Dedekind sums
after we eventually sum over all cusps. The last term is the contribution that
44
would have arisen if we had applied the EMF to a cuspless smooth function. We
write
h−1∑
r=1
R2,r = − 13!k3
h−1∑
r=1
B˜3(
rk
h
)
[
− f (2)h,L( rh) + f (2)h,R( rh)
]
+ |B2|
2k4
O(||fh||′C3int) , (D.23)
where ||fh||′C3int =
∑k−1
j=1 |f (m)h ( jk )| is the error estimate for the EMF applied to
the interval [0, 1] for a smooth function. Thus, the contribution from the first
term above arises solely from the interior cusps and disappears in its absence.
Consider the cusp at r
h
. Using[
− f (2)h,L( rh) + f (2)h,R( rh)
]
= 2pih cot(pir
h
) , (D.24)
one obtains
h−1∑
r=1
R2,r = − pih3k3
h−1∑
r=1
B˜3(
rk
h
) cot(pir
h
) + |B2|
2k4
O(||fh||′C3int) , (D.25)
From Eq. (C.16), one can show that |∑h−1r=1 B˜3( rkh ) cot(pirh )| ≤ 12hζ(3)(2pi)3 which leads
to ∣∣∣∣∣
h−1∑
r=1
R2,r
∣∣∣∣∣ ≤ O(x2k ) + |B2|2k4 O(||fh||′C3int) . (D.26)
D.4 A reciprocity formula for βh,k
Proposition D.2. Let βh,k denote the generalized Dedekind sum, x = h/k and
z = x(1− x). Then, one has for large k
βh,k − x2 βk,h − 1−x2 βk,k−h = `1(x) + `2(x) , (D.27)
where γ is the constant appearing in Eq. (D.10)
`1(x) =
1
2
(
ζ(3)
2pi2x
+ ζ(3)
2pi2(1−x) − x log x6 − (1−x) log(1−x)6
)
.
and `2(x) = `2(1 − x) is a bounded function of x ∈ [0, 1] whose initial terms are
provided by Lemma D.3.
Proof. The generalized Dedekind sum has the symmetry βh,k = βk−h,k should
appear as a symmetry under x ↔ (1 − x) in the Euler-Maclaurin formula. Eq.
(D.21), for βh,k. However, the derivation makes use of x being small and constant
in the limit of k → ∞ and the series is not expect to converge at x = 1. By
considering the average of the EMF for βh,k (valid for small x) and the EMF for
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βk−h,k (valid for small (1 − x)), we regain symmetry under x ↔ (1 − x). We
obtain
βh,k = `1(x) + γ +
x
2
βk,h +
1−x
2
βk,k−h + · · · (D.28)
where the ellipsis indicates terms that are expected to be symmetric under x↔
(1− x) and can be expressed as a power series that is convergent near x = 0 and
x = 1. We introduce the function `2(x) to reflect this property. After absorbing
the constant coefficient in the above formula into `2(x), we write
βh,k = `1(x) +
x
2
βk,h +
1−x
2
βk,k−h + `2(x) . (D.29)
Lemma D.3 determines the first couple of terms in the small x expansion of
`2(x).
Lemma D.3. Let `2(x) be as defined in Proposition D.2. Then, one has
`2(x) =
ζ(3)
4pi2
−
(
1
12
+ 3ζ(3)
4pi2
− γ
)
x(1− x) +O(x2) . (D.30)
Proof. We do not expect that the (h, k) dependence of the function `2(x) is only
through the variable x but we anticipate that this holds for small enough x and
large k. We assume that, at the very least, this implies that the constant term
and the coefficient of x in the small x expansion are (h, k) independent. This is
expected since we have subtracted out the terms βk,h and βk,k−h that appear at
this order. With this in mind, we evaluate `2(x) for h = 1 for large k. One has
βk,1 = 0. Thus, we see using Proposition D.2 that
β1,k − k−12k βk,(k−1) = `1( 1k ) + `2( 1k ) . (D.31)
But βk,k−1 = β1,(k−1) since k = 1 mod (k − 1). We thus obtain
`2(
1
k
) = β1,k − k−12k β1,(k−1) − `1( 1k ) . (D.32)
Using Eq. (D.10) where we have estimated β1,k, we obtain the following expansion
for the left-hand side of the above equation:
β1,k − k−12k β1,(k−1) − `1( 1k ) = ζ(3)4pi2 −
(
1
12
+ 3ζ(3)
4pi2
− γ
)
1
k
+O(k−2) ,
= ζ(3)
4pi2
−
(
1
12
+ 3ζ(3)
4pi2
− γ
)
x(1− x) +O(x2) , (D.33)
= `2(x) ,
where we have used 1
k
+O(k−2) = x(1−x) +O(x2), in the second line, to replace
x = 1
k
by the combination that is symmetric under x↔ (1− x).
Let ¯`2(x) be defined to be the truncation of `2(x) to linear order in the sym-
metric combination x(1− x) i.e.,
¯`
2(z) :=
ζ(3)
4pi2
−
(
1
12
+ 3ζ(3)
4pi2
− γ
)
x(1− x) .
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Figure 4: In the plots above we plot βredh,k := βh,k − 0.5(xβk,h + (1 − x)βk,k−h)
versus x = h
k
for k = 3571. The plot at the top is for the full range x ∈ [0, 1]
while the bottom ones focus on x < 0.2 and 0.2 ≤ x ≤ 0.8. The red curve is our
estimate (`1(x) + ¯`2(z)) and the horizontal line is at
0.345
2
.
In the plots given in Figure 4, we compare the formula (`1(x) + ¯`2(x)) with exact
values of bh,k for fixed k = 3571.
The plot of βredh,k in Figure 4 is to be compared with the plot of βh,k vs x, again
for k = 3571, in Figure 5. Notice the self-similar nature of the plot and how the
self-similar character disappears after subtraction visually providing evidence for
a reciprocity relation. We defer further discussion to future work and proceed to
obtain the lower bound that we seek.
D.5 A lower-bound for βh,k
Proposition D.2 enables us to provide a lower-bound for bh,k. We shall begin with
a bound derived from the one for Ch,k given in Eq. (C.7),
βh,k > −k log 212 + log 4k12 . (D.34)
47
0.0 0.2 0.4 0.6 0.8 1.0
hk0.0
0.5
1.0
1.5
2.0
Βh,k for k=3571
Figure 5: In the figure above, for k = 3571 we plot the actual values of βh,k vs
x = h
k
. The horizontal red line is at 0.347.
We shall improve on this bound using Proposition D.2. We write the above bound
(for some k0 and positive constants c0 and c1)
βh,k0 ≥ −c0 k + c1 log k + c2 . (D.35)
For some k1 > k0 with (k1, k0) = 1, Proposition D.2 implies that (with x = k0/k1
and `min := infx∈[0,1] [`1(x) + `2(x)])
βk0,k1 ≥ `min + x2βk1,k0 + 1−x2 βk1,k1−k0
≥ `min − c02 k1
(
x2 + (1− x)2)+ c1
2
(log k1 + x log x+ (1− x) log(1− x)) + c22
≥ − c0
2
k1 +
c1
2
log k1 +
c2
2
+ c1 log 2
2
+ `min , (D.36)
where the second line is obtained by using the bound Eq. (D.35) for βk1,k0 and
βk1,k1−k0 . We thus get an improved bound similar in form to the one in Eq. (D.35)
with the replacements 5
c0 → c02 , c1 → c12 , c2 → c22 + c1 log 22 + `min . (D.37)
We can recursively carry this out m-times using km > km−1 > · · · > k1 > k0 to
obtain
βkm−1,k ≥ − c02m k + c12m , (D.38)
up to an additive constant that we have not indicated. We can view the trans-
formations in Eq. (D.37) as a dynamical system, in discrete time, whose fixed
5The possibility of using reciprociity relations to improve bounds was originally suggested
to us by Matthias Beck.
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point is (c1, c2, c3) = (0, 0, 2`min). The strongest bound is thus given by the fixed
point value leading to
βh,k ≥ 2`min . (D.39)
The precise value of `min is not important. What is important is that we have
seen that βh,k is bounded from below by a constant rather than the one given in
Eq. (D.35).
We can approximately estimate `min using ¯`2(x) in place of `2(x). We observe
that `1(x) takes its minimum value at x =
1
2
and to O(x2) and ¯`2(x) has a
minimum at x = 1
2
. Assuming that the O(x2) corrections do not significantly
modify our eventual estimate for the lower-bound, we see that Proposition D.2
implies
`min ≈ `1(12) + ¯`2(12) , (D.40)
which implies that
βh,k ≥ 2
(
`1(
1
2
) + ¯`2(
1
2
)
)
= 17ζ(3)
8pi2
+ log 2
6
− 1
24
+ γ
2
≈ 0.345 . (D.41)
We can also estimate `min numerically. Let βmin(k) denote the minimum value of
βh,k for a given k. By studying the behavior of βmin(k) for all k < 1000 and the
first 500 primes i.e, primes ≤ 3571 – see Figure 6, we obtain
βh,k > 0.353 ≈ 3.05 log 26 , (D.42)
that is valid for k > 200. A slightly weaker bound that is valid for k > 34 is
given by
βh,k >
log 2
2
≈ 0.347 . (D.43)
This is the one we use to set an upper bound on Ch,k.
500 1000 1500 2000 2500 3000 3500
k0.26
0.28
0.30
0.32
0.34
0.36
0.38
0.40
Βmin
Figure 6: In the figure above, the black points are exact values of βmin(k) for all
k < 1000 and all primes less than 3572 with the horizontal red line at 0.353.
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E Saddle point for the Almkvist function
We rewrite the integral representation for the Almkvist function Eq. (2.52) as
A(x|γ) =
ˆ
C
dt
2pii
eh(t) , (E.1)
where h(t) = 1
t2
+ xt − γ log t. Let t∗ denote a solution to h′(t) = 0. There are
three solutions (i.e. saddle points) to this equation. For x > 0, the Almkvist
function gets a contribution from the following saddle point given by
t∗ =
(
x
2
)−1/3
g(λ) , (E.2)
where λ := −γ
3 21/3x2/3
and
g(λ) = −λ+
(
1−2λ3+√1−4λ3
2
)1/3
+
(
1−2λ3−√1−4λ3
2
)1/3
,
= 1− λ+ λ2 − 2λ3
3
+ 2λ
5
3
+O(λ6) .
(E.3)
The saddle point estimate for the Almkvist function (we restrict our considera-
tions to cases when x > 0 and γ < 0 or λ > 0) is
A(x|γ) ∼ 1√
2pih′′(t∗)
× eh(t∗) , (E.4)
where
h(t∗) = (x
2
)2/3
(
1
g(λ)2
+ 2g(λ) + 6λ log g(λ)
)
− γ
3
log x
2
:= 3(x
2
)2/3
(
1 + f1(λ)
)− γ
3
log x
2
. (E.5)
where the second line defines the function f1(λ) and[√
2pih′′(t∗)
]−1
= 1√
12pi
(
x
2
)−2/3 × (1 + f2(λ)) , (E.6)
where
1 + f2(λ) :=
g(λ)2√
1−λ g(λ)2 . (E.7)
In Figure E, we plot the functions (1 + f1(λ)) and (1 + f2(λ)) for the values of
interest i.e., λ ∈ [0, 1.2].
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Figure 7: The functions (1 + f1(λ)) and (1 + f2(λ)) for λ ∈ [0, 1.2].
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