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TAYLOR EXPANSIONS AND CASTELL ESTIMATES FOR
SOLUTIONS OF STOCHASTIC DIFFERENTIAL EQUATIONS
DRIVEN BY ROUGH PATHS
QI FENG* AND XUEJING ZHANG
Abstract. We study the Taylor expansion for the solutions of differential
equations driven by p-rough paths with p > 2. We prove a general theorem
concerning the convergence of the Taylor expansion on a nonempty interval
provided that the vector fields are analytic on a ball centered at the initial
point. We also derive criteria that enable us to study the rate of convergence
of the Taylor expansion. Finally, as the most original part of this paper,
we prove Castell expansions and tail estimates with exponential decays for
the remainder terms of the solutions of the stochastic differential equations
driven by continuous centered Gaussian process with finite 2D ρ−variation
and fractional Brownian motion with Hurst parameter H > 1/4.
1. Introduction
The aim of this paper is to study the stochastic Taylor series of the solutions of
stochastic differential equations (SDE) driven by general Gaussian process. This
idea was first introduced by R. Azencott [1] and G. Ben Arous [10] when the SDE
is driven by Brownian motion. A convergence result for the stochastic Taylor series
was established on a non-empty time interval by G. Ben Arous, using the L2 bound
of iterated integrals of Brownian motion and a Borel-Cantelli type argument (see
also F. Castell [15]). Furthermore, a Castell expansion for the solution of SDE
driven by Brownian motion was first proved by F. Castell [15] using the methods
introduced by R. Azencott [1]. This convergence result has been extended by F.
Baudoin and X. Zhang [9] to SDE driven by fractional Brownian motion (fBm)
with Hurst parameter H > 1/2, using both a pathwise deterministic approach
and a probabilistic approach. A weak type of such approximation was studied
by F. Baudoin and L. Coutin [6] for SDEs driven by fBm with Hurst parameter
1/4 < H < 1/2. Our goal is to extend both the convergence and the Castell
expansion results for SDEs driven by general Gaussian process. Let us summarize
some related works on Taylor expansion and Castell expansion.
(1) By using C1 approximation flow, I. Bailleul [2] proved the Taylor expansion
of differential equations driven by weak geometric rough paths on Banach spaces
with weaker Lipschitz conditions on the vector fields. Thus, it also gives weaker
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estimates for the remainder terms of the Taylor expansions. A deterministic esti-
mate of the remainder term of a similar Castell expansion by studying flows driven
by Banach space-valued weak geometric Hölder p-rough path is proved in [3].
(2) Y. Boutaib, L.Gyurko, T. Lyons and D. Yang [12] proved a dimension-free
estimate of rough differential equation which also gives a remainder term estimate
of the Taylor expansion. Later on, by using branched rough path introduced by M.
Gubinelli [21], H. Boedihardjo [11] proved that the iterated integrals of branched
rough path decay factorially fast (in the tree factorial sense). Later on, H. Bor-
dihardjo, T. Lyons and D. Yang [13] used the method different from [22] to show
that the remainder term of rough Taylor expansion decay factorially fast without
using the neoclassical inequality. In this paper, we use the result by T. Lyons [22]
to get our tail estimates and we have different assumptions on the vector fields.
The paper is arranged as below. In section 2, we focus on rough differential
equation (RDE) (1.1) (RDE), where the V ′i s are C
∞ vector fields on Rn with
bounded derivatives, and the driving signal x is a d-dimensional continuous path
with bounded p-variation, for p > 2. The results in this section are deterministic
in the rough path framework.
y(t) = y0 +
d∑
i=0
∫ t
0
Vi (y(s)) dx
i(s). (1.1)
We first define the Taylor expansion associated with RDE (1.1). Under further
assumption that the vector fields Vi’s are analytic on the set {y : ‖y − y0‖ ≤ C}
for some C > 0, we prove a general convergence result of the Taylor series for the
solution y(t) of RDE (1.1). More precisely, we are able to express the solution
y(t) of (1.1) as the sum of its Taylor expansion on a non-empty interval. We
then use the estimate of iterated integrals ( see [4][Theorem 7.16], also [22]) to
provide convergence criteria that enables us to express the non-empty interval
in a more quantitative way and to study the rate of convergence of the Taylor
series. In section 3, we follow the approach introduced by Friz-Victoir where
we introduce the approximating sequence to fBm with H > 1/4 and continuous
centered Gaussian process with finite 2D ρ−variation and i.i.d. components. Then
our results from Section 2 is well adapted to both cases. In particular, by using
the methods introduced by R. Azencott [1] and F. Castell [15], we prove a Castell
expansion and tail estimate for the remainder term for the solutions of SDEs driven
by centered i.i.d Gaussian process with finite 2D ρ−variation and fBm with Hurst
parameter H > 1/4. In particular, the tail estimate for fBm with H > 1/2 verifies
the claim in [7]. We leave the proofs of technical lemmas in the appendices.
2. Taylor Expansion for Differential Equations Driven
by p-rough Paths.
Let us introduce the following basic notion for our use in this paper. For
a detailed review and study of the rough path theory, see [18, 19, 24] and the
references therein.
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For a d-dimensional p-rough path x(t) = (x1(t), · · · , xd(t)), we denote rough
iterated integral for x(t) as∫
k[0,t]
dxI =
∫
0<t1<t2···<tk<t
dxi1(t1) · · · dxik(tk),
where k[0, t] = {(t1, · · · , tk) ∈ [0, t]k, 0 ≤ t1 ≤ t2 · · · ≤ tk ≤ t} is a partition of
[0, t]. In general, we denote D([s, t]) as the set of all the partitions of time interval
[s, t]. For simplicity, we denote XIt =
∫
k[0,t] dx
I and x0(t) = t. We then introduce
the iterated integral of order k as∫
k[s,t]
dx⊗k =
∑
I∈{1,··· ,d}k
(∫
k[s,t]
dxI
)
ei1 ⊗ · · · ⊗ eik ,
where (e1. · · · , ed) is the canonical basis of Rd. Define the p-variation norm∥∥∫ dx⊗k∥∥
p−var,[s,t] as
∥∥∥∥
∫
dx⊗k
∥∥∥∥
p−var,[s,t]
≡
⎛
⎝ sup
Π∈D[s,t]
n−1∑
i=0
∥∥∥∥∥∥
∫
k
[ti,ti+1]
dx⊗k
∥∥∥∥∥∥
p⎞
⎠
1/p
.
For a word I = (i1, · · · , ik) ∈ {0, · · · , d}k, we call |I| the size of I which equals
k here. Then for vector fields V0, V1, · · · , Vd on Rn, we denote VI as the iterated
Lie brackets of the vector fields V ′i s,
VI = [Vi1 [Vi2 , · · · [Vik−1 , Vik ]] · · · ], for I = (i1, · · · , ik).
We use the notation ΛI as below (see [15] for details):
ΛI(x)t =
∑
σ∈σ|I|
(−1)e(σ)
|I|2(|I|−1
e(σ)
)x(t)I◦σ−1 , (2.1)
where σ is a permutation of size |I|, and we denote σ|I| as the set of all per-
mutations of size |I|. We denote e(σ) ( see [27] for details) as the cardinality of
the error set {i ∈ {1, · · · , k − 1};σ(i) > σ(i+ 1)}. For a word I of size k, we have
I ◦ σ = (iσ(1), · · · , iσ(k)).
2.1. Taylor expansion of the solution. Throughout this section, we study the
RDE in the rough path sense which is always deterministic. The basic equation
we consider is the following,
y(t) = y0 +
d∑
i=0
∫ t
0
Vi (y(s)) dx
i(s) (2.2)
We make the following hypothesis throughout this section.
Hypothesis 2.1. (i) The Vi’s are C
∞ vector fields on Rn with bounded deriva-
tives, and analytic on the set {y : ‖y − y0‖ ≤ C} for some C > 0.
(ii) The driving path x : [0, T ] → Rd is geometric p-rough path (p > 2) with ap-
proximating sequence xn ∈ C1−var([0, T ],Rd) converging in the p-variation topol-
ogy.
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Remark 2.2. Regarding the solution of equation (2.2) driven by p-rough path x,
we will always first consider solutions of the equations
yn(t) = y(0) +
d∑
j=0
∫ t
0
Vj(yn(s))dx
j
n(s), 0 ≤ t ≤ T. (2.3)
Then yn(t) converges in p-variation to some y ∈ Cp−var([0, T ],Rd) and y is called
the solution of the rough differential equation (2.2). (See [23][Theorem 3.7, Theo-
rem 3.10] for details).
Following the Taylor expansion idea in [5][Definition 2.2], we can define the
Taylor expansion of y(t) by iterative application of the change of variable formulas.
We first apply this strategy to (2.3) with xn ∈ C1−var([0, T ],Rd). Then, it is
clear that we could also apply the iterative process for a p-rough path x by the
approximation argument mentioned above.
Definition 2.3. The Taylor expansion associated with the differential equation
(2.2) is defined as
y0 +
∞∑
k=1
gk(t),
where
gjk(t) =
∑
|I|=k
P jI
∫
k[0,t]
dxI , P jI = (Vi1 · · ·Vikπj)(y0).
We denote πj(y) = y
j as the j-th projection map. And we keep the convention that
Vi1 · · ·Vik = (Vi1 · · · (Vik−2(Vik−1Vik)) · · · ), which is non-associative and represents
the iterative operation of the vector fields in order.
2.2. Convergence of the Taylor expansion.
2.2.1. A general convergence result. In the following, we follow the proof of
[9][Theorem 2.4] to get our convergence result.
Proposition 2.4. Let yε(t) be the solution to the scaled differential equations of
(2.2) as below: ⎧⎪⎨
⎪⎩
dyε(t) =
d∑
i=0
εVi(y
ε(t))dxit
yε0 = y0.
(2.4)
Then for every t ∈ [0, T ], and for every fixed ε, the map ε → yε(t) is C∞. If
yεn(t) denotes the solution to the scaled differential equations driven by xn(t), then
∂yεn(t)
∂ε
converges to
∂yε(t)
∂ε
uniformly on [0, T ].
Proof. According to [9][Prop. 2.3], the proof relies on the smoothness of the solu-
tion of equation driven by p-rough path with respect to its initial condition, which
follows from [19][Prop. 11.3]. 
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Theorem 2.5. Let y0+
∑∞
k=1 gk(t) be the Taylor expansion associated with equa-
tion (1.1) which is defined in Definition 2.3. There exists T > 0, such that for
every t ∈ (0, T ), the series
∞∑
k=1
‖gk(t)‖
is convergent and
y(t) = y0 +
∞∑
k=1
gk(t).
Proof. Let us fix ρ > 0. Consider the parameterized differential equation (2.4),
due to the analyticity of the vector fields Vi’s, there exists strictly positive time
TC(ρ) = inf
ε,|ε|<ρ
{t ≥ 0 : yε(t) /∈ B(y0, C/2)}.
By proposition 2.4, for a fixed time t ≥ 0, the map ε → yε(t) is C∞. Denote
yεn(t) as the approximating sequence to the solution y
ε(t), we know that yεn(t) →
yε(t) uniformly on [0, T ]. It then follows that there exists N > 0, such that when
n > N and for every t ∈ [0, 1], we have ‖yεn(t) − yε(t)‖ < C/2. On the other
hand, when t < TC(ρ), we have ‖yε(t)− y0‖ < C/2. Therefore, when n > N and
t < TC(ρ), we get y
ε
n(t) ∈ B(y0, C).
Now for the case where n > N , we could consider the following complex differential
equations: ⎧⎪⎨
⎪⎩
dyzn(t) =
d∑
i=0
zVi(y
z
n(t))dx
i
n(t),
yzn(0) = y0,
where we take the holomorphic extension of the vector fields Vi’s to a ball around
y0 ∈ Rn ⊂ Cn and the above equation is well defined up to time TC(ρ) > 0.
We claim that the map z → yzn(t) is not only C∞ smooth but also analytic.
Differentiating with respect to z̄, the integral expression immediately gives
∂yzn(t)
∂z̄ =
0 by the uniqueness of solutions of linear equations. That is, z → yzn(t) is analytic
on the disc |z| < ρ. It follows by Proposition 2.4 that ∂yz(t)∂z̄ = 0. Therefore, the
map z → yz(t) is analytic and yz(t) admits a Taylor series of z when t < TC(ρ).
In particular, observe that we could consider the Taylor expansion of f(z)  yz(t)
at z = 1. Hence,
f(1) =
∞∑
n=1
f (n)(0)
n!
,
which directly gives us gn(t) =
f(n)(0)
n! since f(z) = x0 +
∑∞
n=1 z
ngn(t). Thus we
can choose ρ > 1, which finishes the proof. 
2.2.2. Quantitative bounds.
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Lemma 2.6. Let γ be a constant such that 0 < γ < β. There exists a constant
Kβ,γ > 0 such that for every N ≥ 0 and x ≥ 0,
+∞∑
k=N+1
Γ(kγ)
Γ(kβ)
xk−1 ≤ Kβ,γ
⎧⎨
⎩
e2x
1
β−γ
, if N = 0,
xNe2x
1
β−γ
Γ((β−γ)N) , if N ≥ 1,
where
Γ(t) =
1
t
Π∞n=1
(1 + 1n )
t
1 + tn
.
Proof. We make the proof for N ≥ 1 and let the reader adapt the argument when
N = 0. We have
+∞∑
k=N+1
Γ(kγ)
Γ(kβ)
xk−1 = xN
+∞∑
k=0
Γ((k +N + 1)γ)
Γ((k +N + 1)β)
xk
=
xN
Γ((β − γ)N)
+∞∑
k=0
Γ((k +N + 1)γ)Γ((β − γ)N)
Γ((k +N + 1)β)
xk
≤ Kβ,γ x
N
Γ((β − γ)N)
+∞∑
k=0
xk
Γ((k + 1)(β − γ)) .
We conclude the proof by using the fact from [22] and for every x ≥ 0, we have
∞∑
k=0
xk
Γ((1 + k)(β − γ)) ≤
4e2
β − γ e
2x
1
β−γ
.

Below is our result on the convergence rate of the Taylor expansion.
Theorem 2.7. Let p ≥ 1 and assume that there existse M > 0 and 0 < γ < 1p
such that for every word I ∈ {0, · · · , d}k, we have
‖PI‖ ≤ Γ(γ|I|)M |I|. (2.5)
For r > 1, we define TC(r) = inf{t :
∞∑
k=1
rk‖gk(t)‖ ≥ C/2}. Then, we conclude,
(1) There exists TC(r) > 0 and when t < TC(r), we have y(t) = y0 +∑∞
k=1 gk(t).
(2) For any N > 1, there exists a constant Qp,γ,M,T > 0 depending on the
subscript variables such that when t < TC(r),∥∥∥∥∥y(t)−
(
y0 +
N∑
k=1
gk(t)
)∥∥∥∥∥ ≤ Qp,γ,M,T
(
MKω(0, T )1/p
)N
Γ(( 1p − γ)N)
e2(MCω(0,T )
1
p )
p
1−pγ
.
where
ω(0, t) =
⎛
⎝ [p]∑
j=1
∥∥∥∥
∫
dx⊗j
∥∥∥∥
1/j
p
j −var,[0,t]
⎞
⎠
p
.
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Proof. Let y(t) be the solution of RDE (2.2) with the associated Taylor series
y0 +
∑∞
k=1 gk(t), we know that there exists a sequence yn(t) that converges to
y(t) in p-variation topology. We denote by y0 +
∑∞
k=1 gk,n(t) the Taylor series
associated with RDE satisfied by yn(t). We first show that TC(r) > 0. According
to [23], we have
∞∑
k=1
rk‖gk(t)‖ ≤
∞∑
k=1
rk
∑
I=(i1,··· ,ik)
‖PI‖
∣∣∣∣∣
∫
k
[0,t]
dxI
∣∣∣∣∣
≤
∞∑
k=1
rkΓ(γk)Mk‖
∫
k[0,t]
dx⊗k‖
≤
∞∑
k=1
B(γ, 1/p− γ) (rMKω(0, T )
1
p )k
Γ(k( 1p − γ))
.
and TC(r) > 0 follows by the fact that 0 < γ < 1/p. The same type of estimates
also hold for gk,n(t) for any n ∈ N+, and it follows by the Dominated Convergence
Theorem that y0 +
∑∞
k=1 gk,n(t) → y0 +
∑∞
k=1 gk(t) uniformly on [0, T ]. On the
other hand, when t < TC(r), we have:
∑∞
k=1 ε
k‖gk(t)‖ < C/2 for any 0 < ε ≤ r.
Therefore, there exists N > 0 such that when n > N , we have
∑∞
k=1 ε
k‖gk,n(t)‖ <
C. Following Definition 2.3, for any n > N , we have yn(t) = y0+
∞∑
k=1
gk,n(t). Then
the equality y(t) = y0 +
∑∞
k=1 gk(t) follows from the fact that yn(t) → y(t) and
y0 +
∞∑
k=1
gk,n(t) → y0 +
∞∑
k=1
gk(t) uniformly on [0, TC(r)]. Now let us consider the
error estimate. When t < TC(r), we have∥∥∥∥∥y(t)−
(
y0 +
N∑
k=1
gk(t)
)∥∥∥∥∥ =
∥∥∥∥∥
∞∑
k=N+1
gk(t)
∥∥∥∥∥ ≤
∞∑
k=N+1
∑
|I|=k
‖PI‖
∣∣∣∣∣
∫
k[0,t]
dxI
∣∣∣∣∣
≤
∞∑
k=N+1
Γ(γk)Mk‖
∫
k[0,t]
dx⊗k‖
≤ Mω(0, T ) 1pK
∞∑
k=N+1
Γ(kγ)
Γ(kp )
(
MKω(0, T )
1
p
)k−1
≤ Qp,γ,M,T
(
MKω(0, T )
1
p
)N
Γ(( 1p − γ)N)
e2(MKω(0,T )
1/p)
p
1−pγ
.
The last inequality follows from Lemma 2.6. 
Example 2.8. A non-trivial example where Theorem 2.7 applies can be found
in [9, section 2.4], where the following equation is considered on a connected Lie
group G with its Lie algebra g.{
dy(t) =
∑d
i=0 Vi(y(t))dX
i(t),
y0 = e.
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Where e is the identity element of G, and V0, V1, · · · , Vd ∈ g are analytic left
invariant vector fields. The only difference is that we consider x as p-rough path
with p > 2 satisfying Hypothesis (2.1) (ii).
3. Castell Expansion and Tail Estimate for RDE.
We first introduce the following concept for general Gaussian process and frac-
tional Brownian motion (fBm). For more details, we refer to [20][Section 2]. On
a complete probability space (Ω,F ,P), we denote X(t) = (X1(t), · · · , Xd(t)) as
a continuous, centered Gaussian process with i.i.d. components. Its covariance
function R has the form of
RX
(
s, t
u, v
)
≡ Rstuv ≡ E[(X1t −X1s )(X1v −X1u)].
The 2D ρ-variation of R on rectangle [s, t]2 is defined as
Vρ(R; [s, t]
2) ≡ sup{(
∑
i,j
|Rti,ti+1sj ,sj+1 |ρ)1/ρ; (sj), (ti) ∈ D([s, t])}.
We denote Vρ(R) = Vρ(R; [0, 1]
2) for simplicity. In particular, Vρ(R) is a special
case, recovered as Vρ = Vρ,ρ for the mixed right (γ, ρ)-variation given in ([17])
defined as below: for γ, ρ ≥ 1,
Vγ,ρ(RX ; [s, t]× [u, v]) := sup
(ti)∈D([s,t])
(t′j)∈D([u,v])
⎛
⎝∑
t′j
(∑
ti
∣∣∣∣RX
(
ti, ti+1
t′j , t
′
j+1
)∣∣∣∣
γ
) ρ
γ
⎞
⎠
1
ρ
.
The Cameron-Martin space H̄ associated with the Gaussian processX(t) is defined
to be the completion of the linear space of functions of the form
n∑
i=1
aiR (ti, ·) , ai ∈ R and ti ∈ [0, T ] ,
with respect to the inner product induced by 〈R (ti, ·) , R (sj , ·)〉H = R (ti, sj) . The
embedding coefficient from the Cameron-Martin space H̄ to the space of continuous
functions with finite q-variation is defined as Cemb(T ) with 1/p + 1/q > 1, such
that ∀ h ∈ H̄,
|h|q−var;[0,T ] ≤ Cemb(T )|h|H̄.
In particular, Cemb(T ) =
√
V1,ρ(RX ; J × J) with J = [0, T ]. See details about
Cemb(T ) in [17].
As a special Gaussian process, we define B(t) = (B1(t), · · · , Bd(t)) a d-dimensi-
onal fractional Brownian motion (fBm) indexed by [0, 1] with Hurst parameter
H > 1/4, if the components Bi are i.i.d. and each component Bi is a centered
Gaussian process satisfying
E[(Bi(t)Bi(s))] =
1
2
(|t|2H + |s|2H − |t− s|2H),
for s, t ∈ [0, 1]. The embedding coefficient defined above for fBm has the form of
(Cemb(t))
2 = t2H .
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Remark 3.1. The results from [19][Theorem 15.42] tells us that for X(t) as a
continuous, centered Gaussian process, if X(t) has finite 2D-ρ-variation for ρ ∈
[0, 2), then X(t) has a lift to a geometric p-rough path provided p > 2ρ. Moreover,
there is a unique natural lift which is the limit, in the p-var topology, of the
canonical lift of piecewise linear approximations to X. The same type of results
can also be found for fBm in [16]. Thus according to Remark 2.2, by using linear
approximation to general Gaussian process and fBm, the results from the previous
section applies to RDE (2.2) by changing the driving path to be general Gaussian
process and fBm.
3.1. Asymptotic expansion and tail estimate for Castell expansion. We
present Theorem 3.3 for the scaled differential equations (3.1) below driven by
general Gaussian process. The argument for fBm with H > 1/4 follows similarly
in the remark below. To be consistent with the Taylor expansion in the previous
section, we consider a more general scaling RDE as follows,
dyε(t) = V0(ε, y
ε(t))dt+
d∑
i=1
εVi(y
ε(t))dxi(t), (3.1)
where we denote V0(ε, y
ε(t)) as a general drift term with any potential scaling
power, namely, we have V0(ε, y
ε(t)) = εSV0(yε(t)). If the driving process x is
fraction Brownian motion with Hurst parameter H, then the scaling power S =
H−1.
We then introduce the following general order definition.
Definition 3.2. For every word I ∈ {0, 1, · · · , d}k, for k ∈ Z+, we denote 
(I) as
the number of zeros in word I. Then, for any scaling power S, we denote O(I)
as the order of I, defined as O(I) := S ∗ 
(I) + (|I| − 
(I)), where |I| = k is the
size of I. In particular, if O(I) is not an integer, we will take its integer part, i.e.
O(I) := [O(I)].
Theorem 3.3. Assume that Hypothesis 2.1(i) is in force. If x(t) = (x1(t), · · · ,
xd(t)) : [0, T ] → Rd is continuous, centered Gaussian process with i.i.d. compo-
nents and finite 2-dimensional ρ-variation, for ρ ∈ [0, 2), and x0(t) = t. Let yε(t)
denote the solution of the scaled differential equation (3.1) with initial value y0.
Then there exists a random time TC(r) > 0, such that for every ε < r, every
positive integer N ∈ Z+ and every t < TC(r), we have
yε(t) = exp
⎛
⎝ ∑
I:O(I)≤N
εO(I)ΛI(x)tVI
⎞
⎠ (y0) + εN+1RN+1(ε, t), a.s., (3.2)
where we denote exp(W )(y0) as the time one map of the flow generated by a general
vector field W starting at y0. Furthermore, there exist constants α, c > 0, such
that for every τ ∈ (0, TC(r)) and every ξ ≥ 1,
P
(
sup
t∈[0,τ ]
‖RN+1(ε, t)‖ ≥ ξ; τ < TC(r)
)
≤ exp
(
−c ξ
α
(Cemb(τ))2
)
. (3.3)
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Remark 3.4. If we take the same scaling SDE as we did in Section 2, where S = 1,
then
yε(t) = exp
⎛
⎝ N∑
k=1
εk
∑
I:|I|=k
ΛI(x)tVI
⎞
⎠ (y0) + εN+1RN+1(ε, t), a.s..
Remark 3.5. When the driving path x : [0, T ] → Rd is a fBm with H > 1/4. The
above Theorem 3.3 can be simplified with (Cemb(t))
2 = t2H and α = (2H +1)∧ 2.
Let ε = 1, we have xε(t) = ε−1x(εH
−1
t), then following [1][Section 5.2] (refer [26]
for the scaling property) we have,
y(t) = exp
⎛
⎝ ∑
I:O(I)≤N
ΛI(x)VI
⎞
⎠ (y0) + tH(N+1)RN+1(t), (3.4)
and
P
(
sup
t∈[0,τ ]
‖t(N+1)HRN+1(t)‖ ≥ ξτ (N+1)H ; τ < TC(r)
)
≤ exp
(
− cHξ
(2H+1)∧2
τ2H
)
.
(3.5)
Remark 3.6. The same type of differential equations (3.1) driven by fBm with
H > 1/4 is also considered in [6, Theorem 9], they proved the representation of
E(f(y(t)y0)) = Ptf(y0) at small time. The current results and those in [6] are
closely related to cubature methods [25].
3.2. Proof of the main result. We first present the following lemma to prepare
us ready for the proof of the main results.
Lemma 3.7. Denote yε(t) as the solution of the scaled RDE (3.1) driven by path
x with bounded p-variation. Let N ≥ 1. Consider the function F : R → Rn defined
by
F (ε)  exp
( ∑
I:O(I)≤N
εO(I)ΛI(x)tVI
)
(y0), ε ∈ R,
where ΛI(x)t is defined in (2.1). Then for each 1 ≤ k ≤ N ,
F (k)(0)
k!
=
∑
I:O(I)=k
PI ·
∫
k[0,t]
dxI ,
where PI = (Vi1 · · ·VikI)(y0) is defined in Definition 2.3.
Proof. Similar to [9][Theorem 2.11], combing with the new scaling order O(I), the
solution of equation (3.1) can be represented as
yε(t) = exp
( ∞∑
I:O(I)=1
εO(I)ΛI(x)tVI
)
(y0), ε ∈ R,
which equals
∑∞
k=0 ε
kgk(t) according to the Taylor expansion in Definition 2.3.
For each N ≥ 1, take truncation of the order of ε up to N , by differentiating both
quantities and taking ε = 0, we thus complete the proof. 
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Next, we recall the following definition introduced in [1].
Definition of ω(α, c, ζ).
Let ζ be a random time, y(t) is said to be in the family of ω(α, c, ζ) if and only if:
for every R ≥ c,
P
(
sup
0≤s≤t
‖y(s)‖ ≥ R; t < ζ
)
≤ exp
(
− R
α
ct
)
. (3.6)
With the definition of ω(α, c, ζ) defined above, the following properties (see [1])
hold true:
(P1). Let φ(t) be a continuous process on [0, ζ] with values in the space of
the polynomials of degree less than q, in p Euclidean variables, with coefficients
bounded by some constant A on [0, ζ]. The image ofW(α1, c1, ζ)×· · ·×W(αp, cp, ζ)
by the mapping
(X1, · · · , Xp) → Y, y(t) = φt(X1(t), · · · , Xp(t)), (3.7)
is in some W(α, c, ζ) ,with α, c determined by A, p, q, α1, c1, · · · , αp, cp.
(P2). If ζ is bounded by some fixed T , the image of W(α, c, ζ) by the mapping
X → Y with Y = ∫ t
0
X(u)dB(u), is in some W(α, c, ζ). This is also true for
the mapping X → Y , with y(t) = ∫ t
0
X(u)du. The driving signal B(u) can be
Brownian motion, fBm with H > 1/4 and general Gaussian process with finite
2D ρ−variation according to Proposition 4.1 and Proposition 4.2 in the Appen-
dices.
Given the above definition, according to Theorem 2.5, we know that equation
(3.1) admits a unique solution in the rough path sense denoted as yε(t), and the
solution yε(t) can be represented as below
yε(t) = y0 +
∞∑
k=1
εkgk(t) = y0 +
N∑
k=1
εkgk(t) + ε
N+1MN+1(ε, t). (3.8)
We then introduce the map φ (see [15]) defined for an appropriate d by
φ : Rd → Rn with (ΛI)O(I)<N+1 → exp
( ∑
I:O(I)<N+1
ΛIVI
)
(y0).
It is clear that by Taylor expansion, we have the following:
exp
( N∑
O(I)=1
εO(I)
∑
I
ΛI(t)VI
)
(y0) = φ((ε
O(I)ΛI)O(I)<N+1)
= y0 +
N∑
k=1
εkhk(t) + ε
N+1PN+1(ε, t). (3.9)
According to Lemma 3.7, we directly get the following lemma.
Lemma 3.8. For any N ≥ 1, we have gk(t) = hk(t), for every k = 1, 2, · · · , N .
Furthermore, we have the following tail estimates.
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Lemma 3.9. There exists some random time ζ > 0, such that gj(t) ∈ ω(αj , cj , ζ),
j = 1, · · · , N , and MN+1(ε, t) ∈ ω(αM , cM , ζ), namely
P
(
sup
t∈[0,τ ]
‖gj(t)‖ ≥ ξ; τ ≤ ζ
)
≤ exp
(
− cj ξ
αj
(Cemb(τ))2
)
, (3.10)
and
P
(
sup
t∈[0,τ ]
‖MN+1(ε, t)‖ ≥ ξ; τ < ζ
)
≤ exp
(
− cM ξ
αM
(Cemb(τ))2
)
, (3.11)
for some constants αM , αj , cM , cj, for j = 1, · · · , N .
Lemma 3.10. There exists some random time ζ > 0, such that PN+1(ε, t) ∈
ω(αP , cP , ζ), i.e.
P
(
sup
t∈[0,τ ]
‖PN+1(ε, t)‖ ≥ ξ; τ < ζ
)
≤ exp
(
− cP ξ
αP
(Cemb(τ))2
)
, (3.12)
for some constants αP and cP .
With the aforementioned lemmas, we are now ready to prove our main theorem.
Proof of theorem 3.3.
Proof. Based on Lemma 3.8, subtracts (3.8) by (3.9) we have the following:
yε(t) = exp
( N∑
O(I)=1
εO(I)
∑
I
ΛI(t)VI
)
(y0) + ε
N+1RN+1(ε, t). (3.13)
Then according to Lemma 3.9 and Lemma 3.10, we deduce almost surely that
RN+1(ε, t) = MN+1(ε, t)−PN+1(ε, t), which means RN+1(ε, t) ∈ ω(αR, cR, ζ), for
some random time ζ and some constants αR, cR. More precisely, we have
P
(
sup
t∈[0,τ ]
‖RN+1(ε, t)‖ ≥ ξ; τ < ζ
)
≤ exp
(
− cR ξ
αR
(Cemb(τ))2
)
,
where αR, cR depend on αM , αP , cM , cP . The proof is thus completed. 
Remark 3.11. The above proof applies to the fBm case by using Proposition 4.1
(see appendices) instead of Proposition 4.2 with (Cemb(t))
2 = t2H for H > 1/4.
4. Appendices
Consider the equation below,
Y (t) = y0 +
∫ t
0
V0(Y (s))ds+
d∑
i=1
∫ t
0
Vi(Y (s))dx
i
s. (4.1)
We have the following propositions.
Proposition 4.1. [8][Proposition 2.10] For some constant cH , we have
P
(
sup
t∈[0,T ]
|Y (t)− y0| ≥ ξ
)
≤ exp
(
− cHξ
(2H+1)∧2
t2H
)
, (4.2)
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where Y (t) is the solution of (4.1) together with the driving path and the vec-
tor fields satisfy the assumptions in Remark 3.5. Estimate (4.2) generalize the
Brownian motion case in [1, Appendix.2] to fBm with H > 1/4.
Proposition 4.2. The following inequality holds true,
P
(
sup
t∈[0,T ]
|Ỹ (t)− y0| ≥ ξ
)
≤ exp
(
− c ξ
2/q
(Cemb(t))2
)
, (4.3)
where Ỹ (t) is the solution of equation (4.1) together with the driving path and the
vector fields satisfy the assumptions in Theorem 3.3.
Remark 4.3. The proof was given in the previous version of our paper and we now
omit the proof for conciseness and refer to [20][Proposition 3.7] for details. To
make the connections, our 2q is the same as 1 +
1
ρ and our Cemb(t) is the same as
κt in [20].
Proof of lemma 3.9. We follow the strategy presented in Azencott [1], where
the driving process is Brownian motion. We consider the general scaling rough
differential equation as follows,
dyε(t) = V0(ε, y
ε(t))dt+
d∑
i=1
εVi(y
ε(t))dxi(t),
= b(ε, yε(t))dt+ εV(yε(t))dx(t), (4.4)
where we denote V = [V1, · · · , Vd] ∈ Rn×d, V0(ε, yε(t)) = b(ε, yε(t)) and x(t) =
[x1(t), · · · , xd(t)] ∈ Rd×1, and we denote y0 ∈ Rn as the initial value of yε(t). With
a little abuse of notation, we define
Vij(t) = 1
i!j!
∂i+jV
∂εi∂xj
(0, t, y0), bij(t) =
1
i!j!
∂i+jb
∂εi∂xj
(0, t, y0). (4.5)
In particular, for each j ≥ 1, y ∈ Rn, Vij(t)yj and bij(t)yj are valued on the point
(y, · · · , y) ∈ (Rn)⊗j . The Taylor series of V(t, ·) and b(t, ·) at 0 and y0 are written
as
V(t, ε, y) =
∑
0≤i,j
εiVij(t) · (y − y0)j =
∑
i+j≤N
εiVij(t) · (y − y0)j + εN+1νN+1,
(4.6)
b(t, ε, y) =
∑
0≤i,j
εibij(t) · (y − y0)j =
∑
i+j≤N
εibij(t) · (y − y0)j + εN+1vN+1.
(4.7)
Thus, the solution yε(t) admit the following Taylor expansion,
dyε(t) =
( ∑
i+j≤N
εibij(t) · (y − y0)j + εN+1vN+1
)
dt
+
( ∑
i+j≤N
εiVij(t) · (y − y0)j + εN+1νN+1
)
dx(t). (4.8)
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Recall from Definition 2.3, we have
yε(t) = y0 +
∞∑
k=1
εkgk(t) = y0 +
N∑
k=1
εkgk(t) + ε
N+1MN+1(ε, t). (4.9)
The general idea is to match the ε terms with the same order for the two
Taylor expansion 4.8 and 4.9 as shown above. Then to show gj(t) ∈ ω(αj , cj , ζ),
j = 1, · · · , N , and MN+1(ε, t) ∈ ω(αM , cM , ζ) is equivalent to show the same
properties for the terms appearing in the Taylor expansion of b(·, t) and V(·, t).
The rest then follows from induction. We break the proof in the following five
steps.
Step 1-matching two Taylor expansion: Compare the two Taylor expansion
with the same power for ε, one has
dg1(t) =(b01(t)g1(t) + b10(t))dt+ (V01(t)g1(t) + V10(t))dx(t), (4.10)
dgj+1(t) =[b01(t)gj+1(t) +Kj+1[g1, · · · , gj ](t)]dt
+ [V01gj+1 + Sj+1[g1, · · · , gj ](t)]dx(t), (4.11)
where we denote Sj+1[· · · ](t) and Kj+1[· · · ](t) as random processes whose values
belong to the space of polynomials of (Rn)⊗j in Rn×d and Rn respectively. By
induction, we have
S1(t) = V10(t), and K1(t) = b10(t),
Sj+1[y1, · · · , yj ](t) = Vj+1,0(t) +
∑
H(j+1)
Vir · [yp1 , · · · , ypr ],
Kj+1[y1, · · · , yj ](t) = bj+1,0(t) +
∑
H(j+1)
bir(t) · [yp1 , · · · , ypr ], (4.12)
where H(j + 1) denote a linear transformation for the integers (i, r, yp1 , · · · , ypr )
which satisfies 1+p1+· · ·+pr = j+1 for 0 ≤ i ≤ j ,1 ≤ r ≤ j+1, 1 ≤ p1, · · · , pr ≤ j.
Step 2–transformation of Taylor series: Given the equations for each term of
the Taylor series in Step 1, we now consider linear transformation of the following
type:
hj(t) = Qtgj(t), j = 1, 2, · · · , N,
where Qt denotes the inverse of the Jacobian process, denoted as Jt, which satisfies
the following equations
dQt(y(t)) = −Qt(y(t))[ ∂b
∂y0
(y(t))dt+
∂V
∂y0
(y(t))dx(t)]; (4.13)
dJt(y(t)) = [
∂b
∂y0
(y(t))dt+
∂V
∂y0
(y(t))dx(t)]Jt(y(t)). (4.14)
The existence of the Jacobian process Jt and its inverse Qt follows from
[14][Corollary 4.6] in the weak geometric rough path sense satisfying QtJt =
JtQt = Id. Next, we consider the process ht = Qty(t). Then follow the product
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rule, we have dht = Qtdy(t) + dQty(t), which gives us
dht =Qt[b(y(t))dt+ V(y(t))dx(t)]−Qt(y(t))[ ∂b
∂y0
(y(t))dt
+
∂V(y(t))
∂y0
(y(t))dx(t)] · y(t). (4.15)
Similar to the equations in (4.10), for the Taylor expansion terms of h(t), we have
dhj+1(t) = K̃j+1[h1, · · · , hj ](t)dt+ S̃j+1[h1, · · · , hj ](t)dx(t), (4.16)
where S̃j+1[· · · ](t) and K̃j+1[· · · ](t) denote random processes whose values belong
to the space of polynomial maps. Following (4.10), (4.11), hj(t) = Qtgj(t) and
(4.15) we then have (by homogeneous property)
S̃j+1(t) ◦ (Qt)⊗j = QtSj+1(t), K̃j+1(t) ◦ (Qt)⊗j = QtKj+1(t). (4.17)
Step 3–higher order term transformation: Recall from our notation conven-
tion, we have dQt = −Qt · [V01(t)dx(t) + b01dt]. For notational convenience, we
denote z0 = 0, zj =
∑
1≤k≤j ε
kgk and y
ε(t)− y0 = zj + εj+1Mj+1. We then get ,
dMN+1 =(V01MN+1 +ΦN ·MN + νN+1)dx(t)
+ (b01MN+1 +ΨN ·MN + υN+1)dt, (4.18)
where ΦN = ΦN [ε, Ṽ(t),M1(t), g1(t), · · · , εN−1gN (t)], and ΨN = ΨN [ε, b̃(t),M1(t)
, g1(t), · · · , εN−1gN (t)] with Ṽ = [Vij(t)]i+j≤N and b̃ = [bij(t)]i+j≤N . In particular,
ΦN and ΨN are polynomial maps with constant coefficients from R
n to L(Rd,Rn)
and Rn. By applying linear transformation above, similar to (4.15), we define
rN+1(t) as below
rN+1(t) = QtMN+1(t), (4.19)
we further differentiate rN+1 and denote as
drN+1 = GNdt+ FNdx(t), (4.20)
which directly implies
Q−1FN = ΦN ·MN + νN+1, Q−1GN = ΨN ·MN + υN+1. (4.21)
In particular, FN (t) and GN (t) are polynomial functions with constant coefficients
of ε, Ṽ(t), b̃(t), M1(t), g1(t), · · · , gN−1(t), Qt, Q−1t , νN+1(t), υN+1(t), rN (t).
Step 4–estimate of gj: Based on the construction from previous three steps.
We first show gj(t) ∈ ω(αi, ci, ζ), for j = 1, · · · , N . Then we show that MN+1 ∈
ω(αM , cM , ζ) by using induction.
Let U be an open set in Rn where the solution lives on. Denote K as a compact
subset of U . Denote T εK as the life time of y
ε(t) on a compact set K. For a fixed
time T , take ζ = T ∧T 0K . Following Proposition 4.2, the random matrix Qt, Q−1t =
Jt, the solution of the linear equation (4.13) and (4.14) with bounded coefficients
on [0,ζ], belong to ω(α, c, ζ) for some constant α and c. Next, according to (4.12)
and (4.17), we know that the random polynomial S̃j+1[· · · ](t) and K̃j+1[· · · ](t)
have coefficients bounded by some constant on [0, ζ]. Thus, according to equation
(4.16), applying recurrence on j and using (P1) and (P2), we have hj ∈ ω(αi, ci, ζ).
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Furthermore, we know that hj = Qtgj , which means gj is a polynomial in the image
of Q−1, then we conclude gj(t) ∈ ω(αi, ci, ζ) by using (P1).
Step 5–estimate of MN+1: Let ζ
′ = T ∧ T 0K ∧ T εK , we already prove that
gj(t) ∈ ω(αi, ci, ζ ′), for j = 1, · · · , N . Assume that there exists α1, c1, · · · , αN , cN
such that Mj ∈ ω(αi, ci, ζ ′), by induction (see details in [1][3-(3)]), we have
|νN+1|+ |υN+1| ≤ c(1 +M1)N+1, t ≤ ζ ′. (4.22)
The boundedness of νN+1 and υN+1 ensures that the coefficients FN and GN of
equation (4.19) are bounded in the Euclidean norm of the polynomial (constant
coefficients) in |Q|, |Q−1|, |M1|, |MN |, |g1|, · · · , |gN−1|. All these processes belong
to the ω(α, c, ζ ′) family, for some α’s and c’s. By property (P1), we conclude that
FN and GN belong to ω(α, c, ζ
′), which implies rN+1 ∈ ω(α, c, ζ ′). Applying (P1)
again, we have MN+1 ∈ ω(α, c, ζ ′). Now it only remains to check the induction
from the initial condition that
dM1(t) =
1
ε
[V(t, ε, yε(t))− V(t, 0, y0)]dy + 1
ε
[b(t, ε, yε(t))− b(t, 0, y0)]dt. (4.23)
Denote pt = (y0,M1(t)) and apply (4.22), we have
dM1(t) = νε(t, pt)dy(t) + υε(t, pt)dt, (4.24)
|νε(t, pt)|+ |υε(t, pt)| ≤ M(1 + |M1(t)|), (4.25)
where the constant M depends on the compact set K and the time T. Then follow-
ing proposition 4.2, we have M1 ∈ ω(α, c, ζ ′), for some constants α, c. The proof
is thus completed. 
Remark 4.4. The special case check for t → 0 refers to [1, Section 5], the only
difference is that the linear transformation (4.14), (4.13) in our case does not
have the correction term as in [1, Appendix 7], since our equations are in the
Stratonovich form, so it is even easier now.
Proof of Lemma 3.10. Assume that τ < ζ = TC(r)∧T εK∧T 0K∧T̃ εK from now on.
Let K be a compact set of Rn containing 0, we define T̃ εK = inf{t; (εO(I)ΛI)O(I)≤N
/∈ K} and T εK as before (section 3). By lemma 3.9, gj ∈ ω(αj , cj , ζ), for j =
1, · · · , N . Observe that PN+1(ε, t) is a polynomial (with random coefficients) of ε
and (VI)O(I)<N+1, and VI are bounded by some constant according to Theorem
2.7. Furthermore, ΛI is a linear combination of Y
I . Applying (P2), we know that
Y I =
∫
I d
V−1I also belongs to ω(α, c, ζ). Recall that:
exp
( ∞∑
I:O(I)=1
εO(I)ΛI(t)VI
)
(y0) = φ((ε
O(I)ΛI)O(I)<N+1)
= y0 +
N∑
k=1
εkhk(t) + ε
N+1PN+1(ε, t). (4.26)
Note that PN+1(ε, t) relates to the exit time T̃
ε
K and we can choose the compact
set K small enough such that T̃ εK < TC(r), then we only need to consider T̃
ε
K in
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our proof. Let us fix time τ ∈ (0, T̃ εK),
P
(
sup
t∈[0,τ ]
‖PN+1(ε, t)‖ ≥ ξ
)
≤ P
(
sup
t∈[0,τ ]
‖PN+1(ε, t)‖ ≥ ξ; τ ≤ T̃ εK
)
. (4.27)
Property (P1) shows the R.H.S of (4.27) belongs to some ω(α′, c′, ζ ∧ T̃ εK), we
conclude that PN+1 ∈ ω(αP , cP , ζ ∧ T̃ εK) for some αP , cP . 
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