A related parallel issue was the corresponding question for a general orthonormal expansion, but now limited to ƒ EL 2 . Thus if {<j> n } is an orthonormal system, and if ƒ ~ 2 a n <j> n with a n = ƒƒ£", where 2 | a n | 2 < oo, then what could be said about the convergence almost everywhere of (2) 1 «A(*)?
n=\
The period we are dealing with (1922) (1923) (1924) (1925) (1926) was marked by several striking achievements in this area, whose essential interest is not diminished even when viewed from the distant perspective of more than a half century. The first result to mention was the construction by Kolmogorov Against this background we can now state the idea of Kaczmarz and Zygmund. It asserts as a general principle that for an L 2 orthonormal expansion (i.e., one where 2 | a n | 2 < oo), at almost all points the summability of the series 2 a n <f> n (x) by one method one has as a consequence the summability by ' Kolmogorov later even outdid himself when in 1926 he refined his construction to show the existence of an Ü function whose Fourier series diverged everywhere. 2 Kolmogorov and Seliverstov and Plessner [1926] .
any other method which is essentially stronger than convergence. A special (but typical) case is as follows: THEOREM 1. Suppose 2 | a n | 2 < oo. Then 2 a n $ n (x) is Cesàro summable at almost each point x where it is Abel summable.
Recall that the series is Abel summable at x if lim,^-2a n r n <t> n (x) exists. In addition, setting s n = 2jJ=otf*<i>*> and o n = (s 0 + s } + ---+s n _ x )/n, the Cesàro summability at x means the existence of the limit lim,^,» o n (x).
If a series is Cesàro summable it is automatically Abel summable (an exercise!), but the converse is in general not true. To gain a better idea of the scope of Theorem 1 let us point out that
and a result similar to Theorem 1 holds when
B a k^k (x\ with e > 0 (which corresponds essentially to (C, e) summability), but not for e = 0 which of course would give the usual convergence.
For the proof of Theorem 1 Kaczmarz and Zygmund used a square function which they introduced for this purpose, namely and thus 2^ « II a n -a w _ x II \ < c'2 | a k \ 2 = c'll ƒ II 2 , which proves the lemma. To prove the theorem one invokes a variant of the classical Tauberian argument, namely, if 2A n is Abel summable and 2nAl < oo, then 1A n converges. Now set A n -o n -o n -\\ then the Abel summability of 2A n follows from the corresponding Abel summability of 2 a n <j> n . The Tauberian condition holds at almost all points because of the lemma, and hence one obtains a.e. the convergence of 2(a" -o n _ x \ proving the theorem.
We have seen the first example of a square function, namely (5). While here it plays a minor role, its basic character is already revealed: Because of the agility of its quadratic nature it can exploit easily any situation in which orthogonality might be important.
Second period (1931) (1932) (1933) (1934) (1935) (1936) (1937) : Littlewood and Paley. Our scene shifts now from the Continent to England, and to the work of Littlewood and Paley. Our attention will be focused on two important series of connected papers: three jointly by Littlewood and Paley [1931] [1932] [1933] [1934] [1935] [1936] [1937] , and two by Paley [1932] . The investigations described in these papers were initiated simultaneously (the first paper in each series was submitted in April 1931) , but because of Paley's death in 1933 the final versions of several of the papers were probably Littlewood's work alone. It is also interesting to note that no reference is made in these papers to the results described above, and so it is a reasonable guess that they were not aware of the possible relevance of the ideas of Kaczmarz and Zygmund.
The main theme of the Littlewood-Paley work was to consider the "dyadic decomposition" of Fourier series, namely 
where the summation is taken over those i r for which / r > max(/,,...,i r _,), which in turn follows from the martingale property that
whenever g is "measurable with respect to the past". From (8) Paley was able to achieve the proof of (7) in a few strokes. The same idea inspired Littlewood and Paley's proof of Theorem 3, although the execution is more complicated; a more recondite form of (8) must be proved, and here nothing as simple as (9) holds. The appropriate substitute must be fashioned with care out of Green's theorem in conjunction with the identity A(| $| 2 ) = 4| $'| 2 . With Theorem 3 proved, Littlewood and Paley were able to deduce Theorem 4, but here also the steps required were not easy. It was only after their theory was reexamined by Zygmund and his student Marcinkiewicz, that a clearer and broader view of the whole subject began to emerge. To this we shall now turn.
Third period (1938) (1939) (1940) (1941) (1942) (1943) (1944) (1945) ): Marcinkiewicz and Zygmund. There are two significant events that marked the period we are now concerned with. The first, which even predated the Littlewood-Paley collaboration, was the introduction by Lusin in 1930 of his "area integral". The idea of Lusin seems to have sparked no further interest until Marcinkiewicz and Zygmund took up the subject again about 8 years later. There began a brief but very creative period of work by them-a flowering of the theory where connections with a variety of other ideas were brought to light. The second event, a tragic one, followed soon thereafter with the death of Marcinkiewicz in 1940, and it was left to Zygmund alone to resolve some of the issues that their work had led them to.
It may help to clarify the description of the principal ideas that Marcinkiewicz and Zygmund contributed to the study of square functions if we organize our presentation in terms of the four main Unes along which their work proceeded.
The first subject we shall treat (and the only one that was, strictly speaking, joint work) deals with the area integral of Lusin. The definition of this is as follows. Suppose $(z) is holomorphic in the unit disc and define A($)(0) by
with T(0) a standard "triangle" (nontangential approach region) in the unit disc with vertex at e xe . Observe that the expression represents the area of the image of T(0) under the mapping z -> $(z), with points counted according to their multiplicity. Lusin's discovery was that if O is bounded, then A($)(0) is finite for almost any 6\ more generally that (11) M(*)(*)ll 2^l l*ll 2 , if«(0) = 0. Marcinkiewicz and Zygmund realized that on the one hand there was a close analogy between the Littlewood-Paley g-function and A($) (in fact A is a pointwise majorant of g, and the same kind of L p inequalities held for A as for g); but on the other hand they surmised that the parallel between these two square functions should not be pushed too far. The main result they obtained for A was a localized version of Lusin's result. This can be stated as follows. Let$*(0) = sup 2Gr((?) |<I>(z)|. 6 This streamlining of the proof he found can be said to have led directly to the "Marcinkiewicz multiplier theorem".
In its one-dimensional form the celebrated theorem that bears Marcinkiewicz's name can be stated as follows. Suppose we consider a transformation T given by a multiplier sequence (X n }°î 00 , defined by Tf-2X n a n e in \ whenever ƒ -^a n e in9 . With this, and using the real-variable tools he had already developed, he was able to prove the analogue of the theorem he and Zygmund had found for the area integral (Theorem 5a). The result was as follows.
. If F\x) exists in a set E 9 then n(F)(x) < oo for almost every x E E.
The questions that arose were first, whether some of the other properties of the area integral or g-function held as well for /r, and, more interestingly, what was the real significance of the Marcinkiewicz function. Zygmund found an answer to the first question in 1944 when he proved THEOREM 8b. For 1 <p < oo, \\p(F)\\ L ,*\\f\\ L , 9 if[ 2 "f(x)dx = 0.
The argument he developed to show this was not an easy one. He was required to invoke the most arcane of the square functions, the function g*, which Littlewood and Paley had also studied. He established the L p inequalities for it and showed that it actually was a majorant of the Marcinkiewicz function. Incidentally g* is defined by and so majorizes also of the area integral (10), but it takes into account "the tangential" approach to the boundary.
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The problem that remained was to discover whether there was a converse to the local result given by Theorem 8a, or to put the question more broadly, to find the meaning of the Marcinkiewicz function. It was to be almost twenty more years before-an answer to that question would be found.
Fourth period (1950-1964):
Zygmund and his students. Starting about 1950 a new direction of considerable importance began to emerge in force. Hinted at in earlier work (of Besicovitch and Marcinkiewicz, among others), its thrust was the development of "real-variable" methods to replace complex function theory-that favored ally of one-dimensional Fourier analysis. What made this new emphasis particularly timely, in fact indispensable, was that only with techniques coming from real-variable theory could one hope to come to grips with many interesting «-dimensional analogues of the one-dimensional theory.
The mathematician animating this development was Antoni Zygmund. In many ways he set the broad outlines of the effort, he mastered by his work some of the crucial difficulties, and was throughout the source of inspiration for his students and collaborators.
a. The area integral. A pioneering result in this new direction was Calderón's extension to R" of the theorem of Marcinkiewicz and Zygmund concerning the area integral, a subject he had taken up at the suggestion of Zygmund. The setting for this is as follows. We let R+ +l = {(*, y) 9 x -(x l9 ... 9 x n ) E R w , y E R + } be the upper half-space, and suppose that u(x 9 y) is harmonic (with respect to the n + 1 variablesx X9 ... 9 x n9 y). Sometimes we shall assume that u is in fact the Poisson integral of an appropriate function ƒ defined on R" 9 and then we shall write u = PI( ƒ ). We let T = {(x 9 y) 9 \ x \<y} be a standard cone with vertex at the origin, T' its truncated version, T' = T D {y < 1}. For any x E R w , T(x) and r'(3c) will be the corresponding cones with vertices at 3c. The area integral of u is defined by
Similarly for the local theory one needs the analogue of (14) Calderón's proof of this theorem was published at the same time (1950) as another important result he found, namely the extension of Privalov's theorem: u has a nontangential limit at almost every x E R", where uf^x) < oo. We shall discuss the ideas behind the proof of Theorem 9a later when we take up its converse. Now we turn to the "global" version, i.e., the higher-dimensional analogue of the Littlewood-Paley theorem (Theorem 3).
It would be difficult after 25 years to recall the precise thoughts that motivated the proof of Theorem 9b, nor would it be easy now for one to appreciate the difficulties that seemed then to stand in the way. But I do remember that those of us who were graduate students of Zygmund in the middle 1950's were shaped by the event, akin to the Creation, which appeared to some of us to be the beginning of everything important: the 1952 Acta paper which developed via the Calderón-Zygmund lemma, the real variable methods giving the extension of the Hubert transform to w-dimensions. What was more natural, therefore, than to attempt to prove the L p boundedness of ƒ'-» A(u) by adapting these methods? This idea indeed worked, although the initial compUcated proofs were later much simphfied. The analysis succeeded as well for the Marcinkiewicz function (13), and proved also that the mappings ƒ -> A(u) and ƒ -* n(F) were of weak-type (1,1).
We turn now to the proof of Theorem 9a. Its one-dimensional version (Theorem 5 a) had been done by using complex function theory, in particular conformai mappings. So a completely different approach was needed. The idea behind it can be understood by examining the case p -2 of Theorem 9b, To prove the converse of Theorem 9a along these lines appeared to require, among other things, appropriate bounds from above for Green's function for such regions, and that seemed much beyond what could be done then. 9 What turned out to be the right course of action was to finesse the problem of Green's function and to proceed directly with estimates that followed from the finiteness of f R{E) y \ Vu | 2 dx dy. These arguments also proved to be useful in other situations, as we shall see later. The result obtained was (more than 20 years after Marcinkiewicz's original work) the time was ripe to see matters to a conclusion. He suggested to me that we work on the problem together, and of course I was very happy to accept his offer. For me this was a unique and rewarding collaboration-not just because of the special satisfaction one derives when accepted as an equal by one's teacher-but also because as it turned out he did most of the work that really counted! We realized first that Theorem 8a itself could be somewhat strengthened; what was required was the notion of the derivative F(x) existing (at JC) "in the L 2 sense". Thus F\x) existed in this generalized sense if
The finer version of Theorem 8a was then: If F E L 2 had a derivative in the sense of (16) at each x E E, then n(F)(x) < oo for almost every x E E. It was in this form that one might seek a converse. The basic plan was to try to make matters turn on the analogous situation which held for the area integral, where one can pass from the finiteness of a quadratic expression to the existence of a limit. After a series of reductions we were able to show that at each point x where p(F)(x) < oo one had The basic difficulty, the passage from (17) to (18), was overcome by Zygmund using a clever "desymmetrization" argument; several weeks later he presented me with an essentially final draft of the paper which he had typed himself! There were several variants of the final result-involving extensions to «-dimensions, or higher derivatives, or even fractional derivatives. The simplest version, however, was the following: (b) 91 is the collection of initial segments {y(t), 0 < t < h} of a smooth curve t -> y(t), with y(0) = 0, and y having nonzero "curvature" at the origin; here d\x is arc-length, n> I andp > 1.
(c) 91 is the collection of rectangles (in R 2 ) containing the origin, which make an angle 8 k with a fixed direction, where {6 k } is a sequence of numbers tending rapidly to zero; here p > 1.
The proof of each part of this theorem requires its own square function. We shall not describe these rather complicated quadratic functions here, but refer the reader to the literature for further details.
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Epilogue. Since the original draft of this essay was written two new results were found which use square functions in a decisive way.
The first is the solution of the problem of Cauchy's integral for Lipschitz curves by Coif man, Mcintosh, and Meyer [1982] . It is to be noted that in Calderón's initial work on this problem (1965) , square functions were already used in a crucial way. In particular the inequality c\\F\\ HP < \\A(F)\\ p ,p < 1, was proved there for this purpose.
