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Abstract
El Paso, Texas is known as one of the dust hotspots in North America. We explore the effect
of dust and low wind events on asthma admissions in El Paso, Texas between 2000 and
2005. Conditional logistic regression with a case-crossover design was used to estimate the
probability of hospitalization after dust and low wind events while controlling for pollutants
with hourly monitor measurements, and weather. The historical functional linear model
is used to incorporate the hourly pollutant measures into the regression model with a
continuous lag, as an alternative to a distributed lag model based on daily averages. The
great advantage of the historical functional linear model was demonstrated, namely, the
pollutant past exposure was included without having to choose a (short-term) lag. The
nonparametric functional linear model in the conditional logistic regression framework is
fit by first preprocessing the data, then applying the COXPH function in the R-package
for survival analysis. Based on the theoretical relationship between P-splines and ridge
regression we modified COXPH to allow for a penalty in the nonparametric functional
linear model, which was a very time saving approach for us. We proposed that the ridge
trace be used to guide the choice of the smoothing parameter in nonparametric functional
linear model. The results obtained from the simulated examples suggest that the adapted
ridge trace plot can be used to choose a suitable smoothing parameter for the P-spline
estimator. We found that both the lag 0 storm and lag 2 low wind are significant at the
10% level of significance suggesting that the probability of asthma hospitalization on a
given day is increased by occurrence of dust storms on the same day and low wind events
on two days prior to the admissions.
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Chapter 1
Background and Motivation
Located in the Chihuahuan Desert in the far western edge of Texas, El Paso is known as
one of the dustiest cities in North America. “Blowing dust” is a typical weather event in El
Paso. Novlan et al.(2007) classify blowing dust events in El Paso into two main categories:
non-convective (dust storms) and convectively driven events (Haboob dust storms). The
convective (Haboob) dust storms are caused by the downdraft of thunderstorms and has
much smaller spatial and temporal effects compared to the (non-convective) dust storms[18].
These storms generally pass through a given area very quickly (less than an hour), perhaps
covering just one part of the city. Other times, dust storms can cover the entire city of
El Paso, Texas and Juarez, Mexico lasting for hours. In our study we ignore the convective/haboob storms and focus only on non-convective dust storms, which we refer to here
after as dust storm days. According to the records from El Paso International Airport for
the period of 1932 through 2005, on average 15 dust events per year have lasted at least
for 2 hours [17]. Figure 1.1 shows the monthly frequency distribution of dust events in El
Paso based on data from 1932 through 2006 [17]. Based on the monthly frequency distribution of dust events in El Paso, blowing dust events occur most often in March, April and
May . Dust emitted from wind-erodible dry land surfaces have a significant impact on air
pollution. Hosiokangas et al.(2004) report that both high wind and low wind conditions
raise levels of pollutants and particulates in the air. Chronic exposure to increased particulate concentrations could cause major, even deadly respiratory health diseases. Thus, the
dusty and windy climate around El Paso city has encouraged many researchers to study
the possible causes of respiratory health problems in El Paso [7, 18, 25, 26].

1

Figure 1.1:

Monthly frequency distribution of dust events in El Paso, 1932-2006
(Taken from Novlan et al.(2007)[17]).

In these types of pollution studies, it is usual to consider patient information with the
disease of interest together with a few or more pollutant variables such as P M2.5 levels
(airborne particulate matter with aerodynamic diameter smaller than 2.5 microns), N O2
(Nitrogen Dioxide), SO2 (Sulfur Dioxide) and O3 (Ozone). In addition to these general
features another important fact to be considered in such pollution studies is the effect of
lagged weather and pollution conditions. That is, how the weather and pollution conditions of earlier dates affect the health outcomes on a given date. In particular, it is not
reasonable to assume that the risk of hospital admissions on a give date only depends on
weather conditions of that date. We need to consider the weather conditions on dates
prior to the admission date as well. Selecting the best lag time to explain the relationship
between hospital admissions and exposure to the pollutants is of major concern. Statistical
approaches to select a suitable lag still requires further study.
2

Belleudi et al.(2010) is one of the best references which exemplifies this difficulty of choosing
a lag. They have explored several lag times between exposures and health effects in single
pollutant models (one pollution variable in the model at a time). In this study, they have
evaluated the effect of P M10 ( particulate matter with an aerodynamic diameter ≤ 10µm),
P M2.5 and ultra fine particles (diameter ≤ 0.1µm) on emergency hospital admissions for
cardiac and respiratory diseases in the city of Rome; see Figure 1.2, a table extracted from
Belleudi et al.(2010), they ran single pollutant models for each lag of the three pollutants.
For example, they performed a conditional logistic regression analysis with a case-crossover
design to study the association between P M2.5 and hospitalizations for acute coronary syndrome. They explored the individual lag effects of P M2.5 from day 0 to day 6, and then
short term effects by taking average over lag 0 through 1 day and lag 0 through 2 days,
and extended effects by averaging over lag 0-5 days. Even though this allows them to
make comparisons with the past literature, it appears to be a time consuming approach
and suffers from the statistical problems inherent in multiple comparisons.

As mentioned earlier, many studies have been done to investigate the respiratory health
effects due to exposure to air pollutants [6, 7, 18, 25, 19, 26, 1], each taking different modeling approaches to overcome drawbacks of existing methods. One naive approach would be
to model the relative risk of the disease including all the lags of pollutants of interest, in the
regression model. The main difficulty with this approach is the existence of multicollinearity. The problem of multicollinearity arises between multiple pollution variables; whether
they are different lags of the same pollutant or different pollutants such as SO2 (Sulfur
dioxide) and O3 (Ozone). It is well known that the presence of multicollinearity, inflates
the variance of the parameter estimators [11]. Also, it may complicate interpretations of
the parameter estimates as well. For example, suppose we included lag 0 through 5 of a
particular pollutant variable in our regression model and obtained the first two lags to be
negative and the rest to be positive. In this kind of a situation it is quite difficult to explain

3

Figure 1.2: Results of single pollutant models

(Taken from Belleudi et al.(2010)[1])

the relationship between the pollutant and the health outcome of the study. In the past,
the most common approach to dealing with multicollinearity was to drop non-significant
variables using variable selection methods. But using variable selection for dropping variables might still introduce specification bias [2]. Specification bias is a consequence of
variable deletion from a regression model, this is explained next. In detail, suppose we
have a response variable Y and q predictor variables (X1 , X2 ,...., Xq ). Then the multiple

4

linear regression model can be written as:
yi = β0 +

q
X

βj xij + i ,

i = 1, 2, ...n

j=1

where yi is the response of the ith subject, xij is the value of the j th predictor variable
corresponding to the ith subject, βj are regression parameters and i are the random errors.
Instead of a regression model with the full set of predictor variables, consider the reduced
regression model with a subset of variables (p < q).

yi = β0 +

p
X

βj xij + i

j=1

Consider the following vectors and matrices:
 
 y1 
 
 
 y2 

Y =
 .. 
.
 
 
yn

n×1


1 x11 · · ·


1 x21 · · ·
, X=
 .. ..
..
. .
.


1 xn1 · · ·



x1p x1(p+1) · · ·
x2p x2(p+1) · · ·
..
..
..
.
.
.
xnp xn(p+1) · · ·



 β0 


 β 
 1 


 .. 
 . 






 βp 


β=

 −− 






βp+1 


 .. 
 . 




βq

 
β p 
=  ,
βr

 
 1 
 
 
 2 

=
 .. 
.
 
 
n

n×1

q×1

5

.

x1q 


x2q 

.. 
. 


xnq

n×q

The matrix Xn×(q+1) is partitioned into two submatrices Xp and Xr of dimensions (n ×
(p + 1)) and (n × r), where r = q − p. The β vector is also partitioned into β p and β r
components. Then the regression model containing the full set of variables (q variables)
can be written as;

Y = Xβ +  = Xp βp + Xr βr +  , where  ∼ N (0, σ 2 I).

(1.1)

The reduced model with only p variables is;
Y = Xp βp + .

(1.2)

Let β̂ ∗ and βˆp be the least squares estimates of the regression parameters of the full model
(1.1) and the reduced model (1.2),
β̂ ∗ = (X T X)−1 X T Y and βˆp = (XpT Xp )−1 XpT Y.

Recall that β̂ ∗ is an unbiased estimator of β. It can be shown that βˆp is a biased estimator
for βp where the expected value of βˆp is given by[2]
E(βˆp ) = βp + Aβr , where A = (XpT Xp )−1 XpT Xr .
Nevertheless, databased variable selection methods to choose the best lag for pollutants
have been used in quite a number of studies: Staniswalis et al. (2005), Perez et al. (2008),
and Grineski et al.(2011). Staniswalis et al. (2005) explain how to employ a backward
variable selection procedure to select the best lag for the weather variables in modeling the
association between daily mortality and temporal dynamics of P M10 particle concentration
occurring within a 24 hour period. Perez et al. (2008) use the highest odds ratio to select
the best lag-time of PM values (P M2.5 and P M10 ) on daily mortality, in studying whether
6

the outbreaks of Saharan dust exacerbate the effects of man-made pollution. Grineski et
al.(2011) also employ the highest odds ratio approach in studying the effects of dust and
low wind events on hospital admissions for asthma and acute bronchitis in El Paso, Texas.

There are some modeling approaches that avoid variable selection. One such approach
that has been employed in the past is ridge regression. Ridge regression controls the high
variances of the estimated coefficients at the expense of incurring some bias [14]. Recall
that, an unbiased estimator of the vector of regression coefficients is β̂ = [X 0 X]−1 X 0 Y .
When covariates in the regression model are correlated, the matrix X 0 X tends to be singular. Ridge regression was developed to overcome the singularity that prevents inverting
X 0 X by adding a small amount to its diagonal. With this adjustment, β̂ in ridge regression
is given by β̂ = [X 0 X + kI]−1 X 0 Y which is a biased estimator for β. Ridge trace is a
popular tool use to find the biasing constant k in the ridge estimator (see Chapter 4 for
more details about ridge regression and ridge trace). Other than that it also has been used
for variable selection as well. The method of variable elimination based on ridge trace was
originally suggested by Hoerl and Kennard(1970)[8]. Their procedure is[15]:
• Examine the stable coefficients and eliminate the factors with the least predictive
power. In other words, the variables with stable coefficients that are small in absolute
value are considered for elimination.
• Examine the unstable coefficients and eliminate those factors that cannot hold their
predicting power.
• Delete one or more of the remaining unstable coefficients.
McDonald and Schwing (1973) [15] discuss the instability of ordinary least squares estimates
of linear regression coefficients in the presence of multicollinearity in pollution studies and
illustrate the problems by regressing mortality rates with various socioeconomic, weather
and pollution variables. HC (hydrocarbons), N Ox (oxides of nitrogen) and SO2 (sulfur

7

dioxide) was used as pollution variables. Total age adjusted mortality rate was used as the
response. They found a high sample correlation between HC and N Ox . They discussed
the modeling of total mortality data utilizing ridge regression and eliminating explanatory
variables with the Cp criteria and the ridge trace plot. By comparing parameter estimates
from these three methods: ridge regression, variable selection using Cp criteria and ridge
trace, McDonald and Schwing (1973) have attested that the best strategy is to use ridge
regression with a “good’ value of k, and retain all important variables in the analysis.

Another systematic approach to specifying the lag association between air pollutants and
health outcomes is discussed in Schwartz (2000)[24]. More specifically, the method is known
as the distributed lag model[21] and it relates the response to the lagged valued predictor variables in a parsimonious fashion. To illustrate the effectiveness of the approach he
utilized daily deaths of elderly people (65 years of age and older) with daily P M10 measurements in 10 U.S cities (New Haven, Birmingham, Pittsburgh, Canton, Detroit, Chicago,
Minneapolis, Colorado Springs, Spokane and Seattle). For each city, a generalized additive
Poisson regression model was fit. A smooth function of time was included to capture the
seasonal and other long term trends. Other than that, the temperature of the same day
and the previous day, relative humidity, barometric pressure on the same day and day of
the week were included as smooth functions while P M10 was treated as having a linear
association with the response. The linear effect of P M10 on the daily deaths was incorporated into the generalized additive model through distributed lags. Thus, the proposed
model is a semi-parametric regression model which is
Log(E(Y )) = covariates + α0 + S1 (X1 ) + ... + Sp (Xp ) + β0 Z0 + ... + βq Zq

(1.3)

where Z0 is the exposure to P M10 on the concurrent day, Z1 is the exposure on the previous day and etc. The coefficients of the distributed lags of P M10 was restricted to be
polynomials of of degree d,
βj =

d
X

θk j k ,

or

βj = P (j), where

k=0

P (x) =

d
X
k=0

8

θk xk .

By substituting the constraints on βj ’s in (1.3) and defining new variables Wd = Z1 +
2d Z2 + ... + q d Zq , the model was further simplified
Log(E(Y )) = covariates + α0 + S1 (X1 ) + ... + Sp (Xp ) + θ0 W0 + ... + θd Wd .
Note that coefficients of the W ’s are the parameters of the polynomial distributed lags.
Schwartz (2000) has included a maximum lag of 5 days for P M10 . For comparison purposes
he has included the P M10 information into the generalized additive model in 4 different
ways: (1) P M10 values of the same day as the death happens; (2) averaging daily P M10
over lag 0 through 1; (3) distributed lag model with coefficients constrained to be quadratic
polynomials (constrained DLM); (4) including daily P M10 lag 0 through 5 (unconstrained
DLM). He showed that both the constrained and unconstrained distributed lag models had
substantially greater effect on daily mortality than the model using only a single day’s
exposure and moderately larger effects than the two day averaged model.

So far we have discussed different parametric approaches for handling the problem of
including multiple lags of pollutants in regression models. Recently, statisticians have
started looking for better solutions by incorporating nonparametric regression in the regression models. One such approach is discussed in Zanobetti et al. (2000). They have
developed a model fitting procedure called generalized additive distributive lag model by
combining two established regression techniques: generalized additive models (extend the
multiple linear regression by allowing the continuous variables to be modeled as smooth and
unspecified functions) and distributed lag models(DLM ) [28]. The effectiveness of this approach was demonstrated through weather/pollution and mortality data from Milan, Italy.
They have used the daily mortality counts as the response variable. Air pollution was
measured by total suspended particles(tiny airborne particles or aerosols that are less than
100 micrometers are collectively referred to as total suspended particulate matter (TSP))
and meteorological data was expressed by mean temperature and relative humidity. By
taking yt as the mortality count of day t, and xt as the TSP value at day t, the authors
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have used a generalized additive DLM with the canonical link for the Poisson distribution.
Their model is;

T

g{E(yt )} = α + γ zt +

d
X

fj (sjt ) +

j=1

q
X

βl xt−l , t = q + 1, ..., T

l=0

where g is a link function, zt is a vector of variables modeled linearly (dummy variables)
and sjt is the j th variable at time t modeled as a smooth function. More specifically, they
have included temperature, relative humidity and the day number as smooth functions and
dummy variables for days of the week, indicators for holidays and influenza epidemics. As
you see, they have incorporated TSP values into the regression model through distributed
P
lags given by ql=0 βl xt−l and overall impact of a unit change in exposure over past q days
P
was measured by q`=0 β` . The βl ’s were restricted to be;

βl =

p
X
j=0

j

τj l +

K
X

vk (l − Tk )p+

k=1

where (l − Tk )+ represents (l − Tk ) truncated to be positive, τj and vk are real valued
coefficients estimated from the data and T1 , ..., Tk are knots. Thus, βl is a spline written in
terms of power basis. But in the estimation they have used the B-spline basis instead of
the power basis (see chapter 2 for more details about the power basis and B-splines). They
have used penalized splines[4] to obtain smooth estimates for the βl ’s. By allowing TSP
of previous 45 days to be included in the model, they reported that the estimated overall
P
effect ( 45
l=0 βl ) was larger than the results using just a one or two day mean.

Kong et al.(2010)[10] have proposed a semi-parametric time series model, called the functional additive cumulative time series (FACTS) model, in studying the long-term cumulative effects of air pollutants on respiratory diseases in Hong Kong. Instead of a semiparametric additive model for the cumulative effects given by
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E{Y (ti )|Z(s), X(s), s ≤ ti } = β T Z(ti ) + g1 (X1 (ti − τ1 )) + ..... + gq (Xq (ti − τq )),

(1.4)

where Y (ti ) is a discrete response time series, Z(t) = (1, Z1 (t), ..., Zp (t))T , X(t) = (X1 (t), ...,
Xq (t))T , gk are unknown link functions and τk , k = 1, ...q are lags, they proposed to model
R∆
the cumulative effect of a single covariate X1 over τ days by 0 X1 (t − τ )θ(τ )dτ for some
∆ > 0, where θ(τ ) ≥ 0 is a weight function defined over [0, ∆]. Note that, here τ has been
integrated out. Their proposed model with the additive structure is

T

Y (t) = Z(t) β0 +

q
X

∆

Z


Xk (t − τ )θk (τ )dτ

gk

+ (t)

(1.5)

0

k=1

where gk (·) and θk (·) > 0 are unknown smooth functions with θk centered and scaled as
follows:
Z

∆

Z
Xk (t − τ )θk (τ )dτ } = 0

E{

∆

θk (τ )dτ = 1.

and
0

0

By assuming that Xk (t) has a step sample path, they have further simplified the integral
in (1.5) to

T

Y (t) = Z(t) β0 +

q
X
k=1

gk

X
D


Xk (t − l)θk (l) + (t),

l=1

where D is the largest lag considered. Daily average levels of N O2 , SO2 , P M10 , O3 , temperature and humidity were used as the explanatory variables, whereas the response y(ti ) is
defined as log (number of hospital admissions of patients suffering from respiratory diseases
on day i). They have considered the pollution values of past 300 days on number of hospitalizations on the present day. They used smoothing splines to estimate both the unknown
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link functions gk ’s and weight functions θk ’s. Moreover, they compare the results obtained
from the FACTS (1.5) model and the additive model (1.4) with lags. The closeness of the
estimated response from the two approaches to the observed is well explained in Figure 1.3.

Figure 1.3:

Fitted results of the additive model and FACTS model. In panel (a),
the gray line is the observed numbers of hospital admissions and the
black line is the fitted numbers by the additive model. In panel (b), the
gray line is the observed number of hospital admissions and the black
line the fitted numbers by the FACTS model. (Taken from Kong et al.(2010)[10])

In addition, all of these existing studies just described have used the daily average to
summarize the hourly observations of weather and pollutant variables causing an information loss. Staniswalis et.al(2009) (closely related to our study) explains how a historical
functional linear model [16](see Chapter 3 for details) can be used to utilize hourly measurements of pollutants. They illustrate the approach by using a continuous time lag to
determine the association between P M2.5 hourly levels and daily mortality. Daily mortal12

ity y(t) is modeled by hourly measurements of P M2.5 , so that y(t) depends only on the
behavior of the hourly P M2.5 , x(s) at past times s ≤ S(t); S(t) = 24t was used to convert
the daily index t ∈ [1, ...T ] of mortality to the hourly index s of P M2.5 . Daily mortality
y(t) is modeled as a Poisson distributed variable. Their model with the canonical link for
the Poisson distribution is

Z

min(S(t),S(τ ))

x(S(t) − u)β(u)du

ηt = α(t) + s1 (t) +
0

+s2 (temperaturet ) + terms for day-of-weekt ,

ηt = lnµt ,

µt = E[y(t)].

Here the parameter τ determines the maximum lag in days for which hourly P M2.5 measurements are included as a predictor of daily mortality. The intercept function α(t) captures
the seasonal changes over time t that influence the daily mortality. The nonparametric
function s1 (t) models the non-periodic changes over time t, s2 models the dependence of
mortality on the daily mean temperature and the last term represents indicator variables
for day of the week. With this approach, they have been able to find a statistically significant association between morning P M2.5 peak at 0.5-3 day lag and daily mortality; the 8
a.m. peak in P M2.5 was most highly associated with mortality.

The main goal of our study is to understand the effect of dust and low wind events on
hospitalizations for asthma while adjusting for hourly levels of air pollutants. In order to
explore this, we utilize the patients’ information on hospitalizations due to asthma that was
collected by the Texas Health Care Information Council (THCIC), weather data (temperature, dew point, occurrence of dust events) collected at the El Paso International Airport
(ELP) and pollution data (P M2.5 levels, N O2 ) collected by Texas Commission on Environmental Quality, for the time period 2000 through 2005. (see Chapter 6 for more details
about data). We use the conditional logistic regression with a case-crossover design to
estimate the probability of hospitalization after dust and low wind events while controlling
13

for pollutants with hourly monitor measurements, and weather. As explained earlier when
modeling the relative risk of hospital admission for asthma due to changes in air pollutants,
such as particulate matter, a lag-time must be specified between the exposure to the pollutant and the health effect. The historical functional linear model is used to incorporate
the hourly pollutant measures into the regression model with a continuous lag, instead of
fixed time-lag of daily averages. The historical functional linear model liberates us from
specifying this lag-time, by allowing us to study how the exposure to P M2.5 in the past
days continuously influences the risk of hospitalization. This nonparametric functional linear model in the conditional logistic regression framework is fit by first preprocessing the
data, then applying the COXPH function in the R-package for survival analysis with a
slight modification. We use the ridge trace to guide the choice of the smoothing parameter
in the nonparametric functional linear model.

In the remainder of this thesis we will explain in detail how we used the historical functional linear model within the conditional logistic regression framework in the context of
the case-crossover design to achieve our goal. In chapter 2 we will describe how to use the
P-splines for nonparametric regression. In chapter 3 we will define the historical functional
linear model and use it to setup the model for daily asthma hospitalizations. In chapter 4
we will discuss some of the classical approaches namely case crossover study design and the
conditional logistic regression model, ridge regression and use of ridge trace plot. In the
last three chapters simulated examples, data analysis and discussion of statistical methods
used for this study will be reported.
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Chapter 2
Nonparametric Regression
2.1

From Parametric Regression to Nonparametric Regression

Regression analysis is used to determine the relationship between two or more random
variables so that the value of the response variable can be predicted with the values of the
explanatory variables. For illustration purposes, consider a simple linear regression model,
with only one independent variable that has a linear relationship with the response. Suppose the response Y has been observed at the design points t1 < t2 < ... < tn following the
regression model

yi = f (ti ) + i , i = 1, ....n,

(2.1)

where f (.) is the unknown regression function and 1 , ...., n are unobservable random errors
with zero mean and a constant variance σ 2 .

2.1.1

Parametric (Classical) Way of Estimating f (·)

The parametric approach to estimate the unknown function f (.) is to first assume some
functional form. In simple linear regression, we assume that f (t) = β0 + β1 t. Thus, the
parametric approach assumes the simple linear regression function to be yi = β0 + β1 ti + i .
Then the method of least squares can be used to estimate the regression parameters β0
and β1 . For the observation pairs {(ti , yi )}ni=1 , the method of least squares considers the
15

sum of n squared deviations, Q =

Pn

i=1 (yi

− (β0 + β1 xi ))2 . Then β0 and β1 is estimated by

minimizing Q given the sample. The minimum of Q is obtained at β0 = βˆ0 and β1 = βˆ1 ,
such that

∂Q
∂β0

β0 = β̂0

=0

and

∂Q
∂β1

β1 = β̂1

β0 = β̂0

= 0.

β1 = β̂1

Here,
n

X
∂Q
= −2
(yi − β0 − β1 ti )
∂β0
i=1

n

and

The least squares estimators of β0 and β1 are
P
P P
n yi ti − yi ti
ˆ
P
P
β1 =
n t2i − ( ti )2

X
∂Q
= −2
(yi − β0 − β1 ti )
∂β1
i=1

and

βˆ0 = ȳ − β1 t̄

But the above explained classical approach is effective only if f (.) is approximately linear.
For example consider the data in figure 2.1. When we fit a linear regression line for such
data, the classical approach tends to give biased estimators with large standard errors
producing wider confidence intervals for the regression coefficients. As a result we may
end up with incorrect conclusions. So if we do not have enough confidence in the specified
functional form of f (.), it is better to use the nonparametric approach to estimate the
unknown function.

2.1.2

Nonparametric Methods of Estimating f (·)

Nonparametric regression analysis traces the dependence of a response variable on one or
more predictor variables, without specifying any functional form to the relationship. It
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Figure 2.1: Linear regression and interpolation for a data set

(Taken from Schimek (2000)[22]).

only assumes that f (·) is a smooth function with k (usually k=2 or 4 ) derivatives on the
interval [a, b]. Estimation methods in nonparametric regression can be mainly classified as
kernel based methods and spline methods. Figure 2.2 illustrates different nonparametric
estimation methods and the types of basis functions used in each of those methods.
Estimation Methods

Kernel Based Methods

Kernel Estimators

Local Polynomial
Smoothing

Spline Methods

Bayesian Splines

Power Basis

Smoothing Splines

Power Basis

B Spline

Penalized Splines

Least‐Squares Splines

B Spline

Figure 2.2: Flow chart of the nonparametric methods
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B Spline

2.2
2.2.1

Spline Methods
Smoothing Splines

In this section we discuss smoothing spline estimators for the regression curve f (·). Simply,
the concept is to fit a regression function to a data set that reflects the key features of the
data while retaining some degree of smoothness[5]. Suppose the response y1 , y2 , ....., yn
have been obtained at the points t1 < t2 < ... < tn , where ti ∈ [a, b] follows the regression
model (2.1), where f is an unknown fixed function with m continuous derivatives that is
square integrable. Then the natural measure of smoothness associated with the function
Rb
f ∈ W2m [a, b] (Sobolev space of order m) is given by, a (f (m) (t))2 dt. The Sobolev space is
defined as W2m [a, b] = {f |f (m) is continuous on [a,b] and square integrable}. The goodness
P
of fit is measured by the residual sums of squares n−1 ni=1 (yi − f (ti ))2 . Then the overall
measure of the goodness of g as the estimator of the function f (·) is given by the quantity
called penalized sum of squares,
n

1X
(yi − g(ti ))2 + λ
n i=1

Z

b

g (m) (t)2 dt

(2.2)

a

where,
• λ is the smoothing parameter.
• The first term measures the fidelity to the data.
• The second term (roughness penalty) penalizes for the curvature of the function g.
The unknown regression function f (t) is estimated by minimizing the penalized sums of
squares over all g ∈ W2m [a, b]. The solution to this minimization problem is a spline of
order 2m − 1. For illustration purposes, consider the case when m=2. Then the solution
is a spline of order 3 (cubic spline). Schoemberg (1964) has shown that this is equivalent
Rb
P
to minimizing n1 ni=1 (yi − f (ti ))2 subject to a f (2) (t)2 dt < ρ(λ) where ρ(λ) ≥ 0. The
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solution fˆ(t) is a natural cubic spline with the knots being placed at the data points [5].
This solution is generally referred to as the smoothing spline estimator of f (t). A natural
cubic spline satisfies the following:
• Consists of piecewise cubic polynomials on [ti , ti+1 ]
• Has two continuous derivatives at the design points t1 , ..., tn
• The third derivative has jumps at the t1 , . . . , tn
• Linear on [a, t1 ) and (tn , b]
Note: Large values of λ give smoother curves while small values tend to track the true
data points. As λ → ∞, solution is the least squares line. As λ → 0, the estimated curve
interpolates the data. Figure 2.3 shows the effect of the smoothing parameter λ on the
curve estimation.

Definition of the Spline of Order r
Let t1 < t2 < ... < tn be a set of ordered points called knots, in some interval (a, b). Then
a spline of order r is any function of the form:

S(t) =

r−1
X

i

θi t +

i=0

n
X

δi (t − ti )r−1
+ , t ∈ [a, b]

(2.3)

i=1

for some real valued coefficients θ0 , θ1 , ..., θr−1 and δ1 , δ2 , ..., δn . From the definition it can
be verified that:
• S(t) is a piecewise polynomial of order r (degree at most (r − 1)) on any subinterval
[ti , ti+1 ).
• S(t) has (r − 2) continuous derivatives.
• S (r−1) (t) has jumps at the knots.
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!

Figure 2.3: Smoothing spline fit for simulated data
Thus a spline is a piecewise polynomial with different polynomial segments combined together at knots t1 , ..., tn , ensuring certain continuity properties. It can be shown that the set
of all possible splines of order r denoted by S r (t1 , ...., tn ), is a vector space with dimension
(n + r). Moreover, from (2.3) we can see that the set of functions T = {1, t, t2 , ...., tr−1 ,
r−1
r−1
(t − t1 )r−1
+ , (t − t2 )+ , ...., (t − tn )+ }, are linearly independent and span the vector space

of splines of order r. Hence, T becomes a basis set for the vector space S r (t1 , ...., tn ); T
is called the power basis.
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Natural Spline of Order r
Let N S r (t1 , ...., tn ) with r = 2m denote the subspace of S r (t1 , ...., tn ) of all natural splines
of order r. The spline S(t) in (2.3) is called a natural spline if it is a polynomial of order
m outside the interval [t1 , tn ]. This places restrictions on the mth derivative of the spline
for t ∈ [a, t1 ) ∪ (tn , b], and we must have θm = θm+1 = ....θ2m−1 = 0. With those 2m
restrictions, one can show that N S r (t1 , ...., tn ) is of dimension n.

Note: When r = 4 an element in S r (t1 , ...., tn ) is called a cubic spline, whereas an element in N S r (t1 , ...., tn ) is called a natural cubic spline.

B-Spline Basis
In the previous section we discussed computing the smoothing spline estimator by using
the truncated power basis. The power basis can be computationally inefficient [5] [3], since
it needs quite a large number of operations to compute the smoothing spline estimator.
So it is desirable to explore the use of other basis functions that could reduce the number
of operations needed to compute the smoothing spline estimator. B-splines are such a set
of basis functions. The definition of the B-spline basis is given here by using a recursion
formula.

To develop the B-spline basis for S r (t1 , ....tn ) first we have to define 2r additional knots
t−(r−1) , ...., t−1 , t0 , tn+1 , ...., tn+r by letting,

t−(r−1) = .... = t0 = a

and

Then the recursion is initialized by:
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tn+1 = .... = tn+r = b



 1 t ∈ [t , t ]
i i+1
Ni,1 (t) =

 0 otherwise
The B-spline of order r with knots at t1 , ....tn can be defined recursively by

Ni,r (t) =

t − ti
ti+r − t
Ni,r−1 (t) +
Ni+1,r−1 (t)
ti+r−1 − ti
ti+r − ti+1

In particular we note that Ni,r (t) has compact support as Ni,r (t) = 0 if t ∈
/ [ti , ti+r ]. Linear,
quadratic and cubic B-spline basis obtained from the above recursion formula with interior
knots being placed at 0.25, 0.5 and 0.75 are shown figure 2.4. We can clearly observe that
the number of B-spline functions is equal to the order of B-splines plus the number of
interior knots. Also we can see that the local support of B-spline functions increases with
the order. As a result, the overlapping support of adjacent B-splines also increases with
the order of the B-spline functions.

2.2.2

Penalized Splines (P-Splines)

We already discussed the drawback of the truncated power basis and the use of the B-spline
basis as an alternative for implementing the smoothing spline estimator. In section 2.2.1 we
Rb
explained the role of the roughness penalty given by λ a f (2) (t)2 dt in controlling the curvature of the estimated function. But depending on the nature of the estimated function,
sometimes it is difficult to compute the roughness penalty. To overcome this problem Eilers
and Marx (1996) introduced a new concept to approximate the roughness penalty. The
basic idea was to impose the penalty on the coefficients of the adjacent B-splines instead
of using the integral of the squared second derivative of the estimated function over the
interval of interest.

Earlier in this chapter it was explained how that the smoothing spline estimator of the
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Figure 2.4: Linear, Quadratic and Cubic B-spline functions
unknown function f (·) is a linear combination of the truncated power basis. Since the
B-splines were introduced as an alternative set of basis functions to the truncated power
basis, we are able to express the fitted curve in terms of B-splines. Let Nj,r (t) be the value
at t of the j th B-spline of order r. Then the fitted regression function f (t) to the data
(ti , yi ) can be written as a linear combination of the B-spline functions.

f (t) =

K
X

βj Nj,r (t)

(2.4)

j=1

where K = n + r is the dimension of B-spline basis.Therefore, the least squares objective
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function to be minimized is;
n
X

{yi −

i=1

K
X

βj Nj,r (ti )}2 .

j=1

By substituting the expression for f in (2.4), the penalized sum of squares in (2.2) can be
rewritten as
Z b X
n
K
K
X
X
2
00
S=
{yi −
βj Nj,r (ti )} + λ
{
(t)}2 dt.
βj Nj,r
i=1

a

j=1

(2.5)

j=1

Eiler and Marx (1996) explained that there is a very strong connection between a penalty
on second order differences of the B-spline coefficients and the penalty on the squared
second derivative of the fitted function. Using cubic B-splines they have shown
Z

b

{
a

K
X

00
βj Nj,4
(t)}2 dt ≈ c1

X
X
(∆2 βj )2 + c2
∆2 βj ∆2 βj−1

j=1

j

j

where,
∆βj = βj − βj−1
∆2 βj = ∆(∆βj ) = βj − 2βj−1 + βj−2
Z
c1 =

b
2
Nj,2
(t)dt;

a

Z
c2 =

b

Nj,2 (t)Nj−1,2 (t)dt;
a

It should be noted that the above formula was developed using cubic B-splines and rapidly
growing complications in the penalty equation should be expected for the higher degrees of
B-splines. To overcome this problem, Eiler and Marx (1996)[4] defined a difference penalty
on coefficients of the adjacent B-splines. Instead of the penalty used in (2.5), they used
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λ[β T (D2T D2 )β]

where D2 is the matrix representation of the difference operator ∆2 and β is the vector of
βj ’s

1 −2 1 · · ·


0 1 −2 · · ·
D2 = 
 .. ..
..
. .
. ···


0 · · · 1 −2


0


0

.. 
.


1
(K−2)×K





 β1 
 
 
 β2 

β=
 .. 
.
 
 
βn

.

K×1

With this penalty, the penalized sum of squares can be written in matrix notation as

(Y − Bβ)T (Y − Bβ) + λ[β T (D2T D2 )β]

where B is the B-spline matrix with elements (B)ij = Nj,4 (ti ). Minimizing the penalized
sum of squares we get
β̂ = (B T B + λD2T D2 )−1 B T Y.

Note that β̂ looks like the results of a ridge regression except that λI has been replaced
λD2T D2 . In chapter 4 we will discuss the ridge regression as a sub-section under classical
approaches that will be used in this thesis. In the next chapter we will discuss the historical
functional linear model and its estimation with P-splines.
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Chapter 3
Historical Functional Linear Model
3.1

Functional Data and FDA

In this chapter we will discuss the historical functional linear model, which refers to a special case of functional linear model when the influence of the covariates on the response is
of a feed forward nature. First we will explain the nature of functional data through an
example given in Ramsay and Silverman (2005)[20]. The data were originally taken from
the “Berkeley Growth Study” done in 1954 by R.D Tuddenham and M.M Snyder. It has
heights of 10 girls measured at 31 ages between 1 to 18 years old. Four measurements were
taken from each child when they were one year old. Annual measurements were taken from
2 to 8 years and finally from ages 9 through 18, measurements were taken twice a year.
In this data even though the heights were obtained at certain discrete points it reflects a
smooth variation during the follow up period. Thus, each of 10 records is a height function
or in other words it is a smooth curve. So the functional data analysis (FDA) is all about
the analysis of information in functions or curves. Figure 3.1 is a plot of the growth data
taken from Ramsay and Silverman (2005).

With some understanding about the nature of functional data, let’s consider P M2.5 data
observed for the period 2000 through 2005, that is been used in this study. The data were
not continuously sampled over time, but were sampled on an hourly grid. Specifically the
available data consists of discrete measurements {xi (tj )}24
j=1 , where i is the index representing the day. As the first step of the functional data analysis, the discrete measurements
need to be converted into a continuous function xi (t) over time, so that the value at any
26

Figure 3.1:

The heights of 10 girls measured at 31 ages. The circles indicate the
unequally spaced ages of measurement. (Taken from Ramsay and Silverman(2005)).

desired point t within the study period can be obtained. If the observed discrete data is assumed to be errorless, then this process of conversion is called simple interpolation: joining
each pair of adjacent points by a straight line, but if the data have some noise that needs
to be filtered out then the conversion process should involve some smoothing[20]. Either
simple interpolation or smooth interpolation allow us to impute the missing observations in
the data set, which is very important to this study, since some of the hourly measurements
of P M2.5 and N O2 were missing in the original (raw) data. For instance, if day t have
5th , 6th and 7th hourly measurements missing and given that rest are nonmissing, then we
may predict those missing observations by connecting all the available measurements of
that day with a smooth function. Practically it is preferable to use smooth interpolations
with basis functions rather than just joining adjacent points with straight lines. Even
though great care was taken during the process of data collection, still there might be an
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uncertainty or noise in the observed measurements. In smooth interpolations, functional
data for the ith day of the observed data is represented as a linear combination of a set of
P
basis functions, xi (t) = K
k=1 cij φj (t). Here, φj is a set of basis functions and cij are some
real valued coefficients. Fourier basis, B spline basis, wavelets, exponential and power basis
and polynomial basis are some of the most common bases that are being used in functional
data analysis. The choice of basis set should be done with caution. Because the basis
functions should have the features that matches those of the functions being estimated.
For example, the Fourier basis system is usually used if the observed data has a periodic
nature and B spline basis is used for non-periodic data. In this study we smoothed the
hourly measurements of P M2.5 and N O2 with B spline basis. The characteristics of the
B-spline basis and the implementation of it was discussed in Chapter 2.

3.1.1

Functional Linear Models

In classical statistics, general linear models such as linear regression and analysis of variance
are used to explain the variation in one variable (dependent variable) using one or a set of
other variables (covariates). Functional linear models serve the same purpose, but in the
context of functional data. Linear models can be functional in either or both of two ways
explained below.
• Response variable y with argument t is functional.
• One or more of the covariates are functional.
In this thesis, we focus only on the second case where one or more of the covariates have
a functional form with a scalar response. For illustration purposes, we use a functional
linear model with only one covariate being functional. But it should be noticed that one
can extend this by including as many functional covariates as are needed. Consider the
linear regression line with usual matrix notation,
Y = Xβ + .
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(3.1)

Now, suppose the prediction of scalar values y is based on the function x(·). Then the
functional extension to the linear regression model can be written as
Z t1
x(s)β(s)ds + .
Y =α+

(3.2)

t0

Note that the summation given by the matrix multiplication Xβ in (3.1) is being replaced
by a definite integral over a continuous index s in (3.2). To give more concrete explanation,
let’s consider the Canadian weather station example given in Ramsay and Silverman (2005).
The original data set has daily temperature and precipitation data for 35 Canadian weather
stations. Suppose we want to predict the annual precipitation of a weather station from
the pattern of temperature variation throughout the year. Let yi be the logarithm of total
annual precipitation for the ith weather station and xi = T empi be the daily temperature
function of the ith weather station. Then the functional linear model for this particular
application can be written as
Z

T

T empi (s)β(s)ds + .

Log(Tot.Preci)i = α +
0

3.2

Historical Functional Linear Model

In this section we consider a special case of functional linear models, where the influence
of the covariates on the response is of a feed-forward nature. This means the response at
time t, y(t) depends only on the behavior of covariate x(s) at past times s ≤ t. Consider
a functional regression model in which a function xi (s) with a hourly index s, s ≤ S(t) is
used as the independent variable to explain the variation in the response yi (t) with daily
index t, t ∈ {1, ...T }, where i = 1, ....N . Here S(t) = 24t is used to convert the daily index
t in the response to hourly index s of the covariate. Then the historical functional linear
model can be written as
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Z

S(t)

x(S(t) − s)β(s)ds,

ηt = α(t) +

ηt = g[µt ],

µt = E[Y (t)]

(3.3)

0

where g is the link function determined from the distribution of Y |X. For example, for the
Poisson g(µ) = log(µ); for the binomial g(µ) = logit(µ). The intercept function α(t) is the
overall summary of the influence of unspecified covariates on the response at day t. The
slope function β(s) reveals the strength of the association between x at lag s hours and the
response yt .

3.2.1

Estimating the Slope Function β(·)

Here the method of estimation is discussed step by step. It should be noted that we
only focus on estimating β. Because in this study we use the historical functional linear
model in the context of conditional logistic regression. In the conditional logistic regression
model, the regression parameters are estimated based on a likelihood function conditional
on a sufficient statistic for α(·). So the nuisance parameter α(t) is ignored without being
estimated (see Chapter 4 for more details). Consider the model in (3.3). Let {Nj (t), j =
1, ...K} be cubic B-spline basis for a given knot sequence on [0, S(t)]. The slope function
is approximated by

β(u) =

K
X

bj Nj (u)

j=1

Once the expression for the β(u) is substituted in (3.3) we get
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Z

S(t)

Z

S(t)

x(S(t) − u)β(u)du =

ηt =

X

K
x(S(t) − u)
bj Nj (u) du

0

0

j=1

Z
K
X
=
bj
j=1

=

K
X

S(t)


Nj (u)x(S(t) − u)du

0

bj φj (t; x).

(3.4)

j=1

Then φj (t; x) is approximated by a quadrature rule defined below. Let x+ (S(t) − u) be a
function such that;


 x(S(t) − u) when u ≤ S(t)
x+ (S(t) − u) =

 0
otherwise
where u ∈ [0, 24T ] and t ∈ [0, T ]. Then φj (t; x) can be rewritten as;

Z

S(t)

x(S(t) − u)Nj (u)du

φj (t; x) =
0

Z

24T

x+ (S(t) − u)Nj (u)du.

=
0

Then approximate the integral in φj (t; x) with a quadrature rule using Q equally spaced
time points {gq }Q
q=1 in [0,24T]:
Q
24T X
φj (t; x) =
x+ (S(t) − gq )Nj (gq )
Q q=1

We can easily derive matrix notation for ηt , by letting X 0 (t) = (x+ (S(t) − g1 ), ....x+ (S(t) −
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gQ )), h =

24T
Q

and




 N1 (g1 ) N2 (g1 ) · · ·


 N1 (g2 ) N2 (g2 ) · · ·
Nb = 
 ..
..
 .
.


N1 (gQ ) N2 (gQ ) · · ·

NK (g1 ) 


NK (g2 ) 


..

.


NK (gQ )

Q×K





 b1 
 
 
 b2 

b=
 .. 
 . 
 
 
bK

.

K×1

Then (3.4) can be written in matrix form:
g(t) = hX 0 (t)Nb b.

Once the φj (t; x) are approximated by a Riemann sum, one can use standard statistical
packages like R or SAS to estimate the bj ’s in (3.4). We refer to this approximation process
as preprocessing of the data. In the next chapter we will discuss some of the classical
regression approaches that used in this study.
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Chapter 4
Classical Modeling Approaches
4.1

Case-Crossover Study Design and Conditional Logistic Regression Model

We use conditional logistic regression with a case-crossover design to estimate the probability of hospitalization for asthma after a dust event. It is desired for one to be well-informed
regarding the nature of the case-crossover study design and the conditional logistic regression framework, before understanding how we exploited existing statistical packages.
Therefore, first we’ll take a look at the characteristics of case-crossover study design and
then we will explain maximum likelihood estimation of a conditional logistic regression
model applied to a case-crossover study design.

4.1.1

Case-Crossover Study Design

Before understanding the case-crossover study design, one should become familiar with the
case-control study design, because case-crossover design is a special case of case-control
study design. Case control studies are widely used in epidemiological studies to investigate
the cause of disease. In these types of studies individuals having a particular disease (cases)
are compared with the individuals who do not have the disease (controls) [23]. Once the
cases and the controls are identified it looks back in time to see what characteristics of
cases are differ from the controls. The purpose of these studies is to identify the degree of
association between the risk of disease and the exposure factors under study [18]. The case
control studies are appropriate for studying rare diseases because it starts with a set of
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individuals who have the disease, rather than starting with a population free of disease and
looking for the development of the disease. This makes it easy to find enough patients with
a rare disease. Because of that the case control studies are considered to be a quick, easy
and inexpensive method of finding risk factors for diseases compared to other methods [12].
Usually in case control studies, the cases and the controls having similar characteristics,
such as age, gender and socioeconomic status matched to lessen the confounding effects. A
confounding variable refers to a variable associated with the outcome as well as associated
with the other exposure factors in the study [12]. In the case-control study design setup,
confounding variables are ideally identified and used as matching variables or stratum variables. Matching cases and controls increases the efficiency of the study. Matched case
control studies can be either 1 : 1, 1 : M or M : N . If one case is matched with a one
control within each stratum, then it is called a 1:1(one to one) matched case control study.
Similarly 1 : M (one to many) refers to a matching of one case with M controls in each
stratum, and M : N (many to many) refers to a matching of M cases to N controls. In
practice, the most common is the 1 : M matched case-control study design.

Recall that, a control is an individual free of disease and similar in characteristics to the
case. In practice, it may be difficult to find individuals who have similar characteristics as
the cases. One approach would be to choose relatives, friends and neighbors of cases as the
control groups, which is considered to be a good method for controlling for the possible
differences in socioeconomic and education status. Another method to eliminate possible
confounding effects is by having a case serve as their own control. The method was first
developed by Maclure (1991)[13], as a hybrid of the case-control design in which controls
are sampled from the cases’ own history, and the cross-over design in which the exposure
is switched according to the interest of the study hypothesis [18]. Over the past decade,
the case-crossover study design design has become a popular tool in pollution studies [7],
[18], [1]. In these studies the exposure of an individual to a pollutant immediately prior
to the health outcome (asthma/bronchitis, acute coronary syndrome) is compared with
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the exposure of the same individual to the same pollutant at control times. Therefore, in
case-crossover design we don’t have to match the cases and controls by age, gender or any
other confounding variables, since the controls were drawn from the same individuals that
are considered as cases. For instance in our study, if Tom is going to the hospital on day
t, then we define his controls, 7 days before and after the hospitalization. This method of
selecting controls is called symmetric bi-directional reference selection. More specifically,
we are using not only 7 days before and after the hospitalization as our controls, but also
14, 21, and 28 days before and after the hospitalization as well. When selecting controls
for a particular patient, we restricted them to fall within the same month and year of
his/her hospitalization. This restricted control selection procedure can be considered more
suitable, because the weather in El Paso varies greatly from month to month, and also it
controls for the day of the week.

4.1.2

Logistic Regression Model and Conditional Logistic Regression Model Applied for Case-Crossover Studies

The conditional logistic regression model is similar to the logistic regression model except
that it takes into account the matching in the analysis of the observed data in the process of estimating the parameters [9]. The general method of parameter estimation for the
logistic regression model is the maximum likelihood approach. The method of maximum
likelihood (ML) yields values of the unknown parameters which maximize the probability
of obtaining the observed set of data.

Let x be an indicator variable representing the exposure status to a given pollutant (dust).
Then the logistic regression model can be written in general as

logit[P r(Yik = 1)] = αi + βxik ,
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k = 1, 2,

(4.1)

where
• P r(Yik = 1) denotes the probability that the ith person under the the k th exposure
status is having the outcome of interest (disease).
• Here αi is the ith individual effect (stratum effect).
• β is the increase of log odds of the disease for the exposure group compared to the
unexposed group.
The likelihood function to be maximized can be written as

L(αi , β) =

n
Y

Yik
πik
(1 − πik )1−Yik

i=1

where
πik = P (Yik = 1) =

eαi +βxik
.
(1 + eαi +βxik )

The ordinary maximum likelihood estimators of the logistic regression model gives the best
estimators when the sample size n is large compared to the numbers of parameters to be
estimated. When the sample size is not large compared to the number of parameters, the
ML approach might result inconsistent parameter estimates. This situation typically arises
when data are stratified and the intercepts for each stratum are fixed effects. For instance
if we have n strata, then n + 1 parameters (αi ’s and β) in model (4.1) need to be estimated.
In such a situation, we can avoid estimating a large number of parameters by fitting the
conditional logistic regression model instead of logistic regression model. The conditional
logistic regression model is also written as (4.1). Even though two models are the same,
the likelihood functions used to estimate the parameters are different. The conditional
likelihood function allows us to get rid of the nuisance stratum parameters (αi ) in the
estimation. Here, the rationale is to find sufficient statistics for αi ’s and use a likelihood
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function conditioned on those sufficient statistics, where the sufficient statistic for αi is
the stratum total and the total number of cases observed[9]. So, once we condition on
the stratum total and the total number of cases observed, according to sufficiency theory,
the likelihood function will not depend on the αi ’s and will depend only on the slope parameters. Therefore the number of parameters we need to estimate will be limited to the
number of slope parameters.

Let xit be an exposure series defined at times t = 1, 2, ...T common to all i = 1, 2, ...n
subjects, ti and Wti be the index time and referent window for the ith subject respectively.
The referent window includes the index time ti (time at which the case is observed) and
referent times (times at which controls are observed). Here, xij is the exposure of the ith

person at time j. Suppose each stratum has 1 case and m controls. Then there are m+1
1
possible ways of assigning case status among m + 1 subjects in the the stratum.

Let
ρ1 = P (Si = 1|Yi = 1)

and

ρ0 = P (Si = 1|Yi = 0)

where si is defined as


 1 if the ith subject is selected in the sample
Si =

 0 if the ith subject is not selected in the sample
The likelihood function for the ith stratum can be expressed as [9];

li (β) = P

P (xi1 |Y1 = 1)

j0 ∈Wti [P (xij0 |Yj0

= P

π ∗ (xi1 )

j0 ∈Wti [π

∗ (x

Q

Q

j∈Wti ,j6=1

= 1)

Q

j∈Wti ,j6=1 [1

ij0 )

Q

j∈Wti ,j6=j0

P (xij |Yj = 0)]

− (xij )]

j∈Wti ,j6=j0 [1
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P (xij |Yj = 0)

− π ∗ (xij )]]

(4.2)

where

∗

eαi +βxij
π (xij ) =
∗
1 + eαi +βxij
∗

αi∗ = ln(ρ1 /ρ0 ) + αi .

and

Replacing the expression for π ∗ (xij ) in (4.2) we get
∗

eαi +βxi1
li (β) = P
α∗i +βxij0
)
j0 ∈Wt (e
i

eβxi1
= P
.
βxijo
j0 ∈Wt e
i

The full conditional likelihood function of the case-crossover design is
l(β) =

n
Y

li (β)

i=1

4.2

Ridge Regression and Ridge Trace

Recall that, in Chapter 2 we described the relationship between the ridge regression and
the estimated coefficients of the adjacent B-splines in smoothing spline estimator. Based
on this theoretical relationship we modify the ridge function provided in coxph of the R
package to add the penalty needed for the historical functional linear model. Also we use
the ridge trace to guide the choice the of smoothing parameter in the historical functional
linear model. In this section we discuss the concept of ridge regression and the use of ridge
trace in the context of classical regression.

4.2.1

Ridge Regression

It is well known that in multiple linear regression the method of least squares provides
minimum variance unbiased estimates for the regression coefficients. It is also known that
collinearity among the predictor variables (multicollinearity) can severely reduce the precision of least squares estimates of the regression coefficients[14]. More specifically, in the
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presence of multicollinearity, the model parameters become unstable with large variances
and complicate the interpretations of the regression coefficients. Ridge regression is one
of the methods that have been proposed to reduce the variance of estimated regression
coefficients, while introducing some bias. When an estimator has small bias, but is more
precise than the unbiased estimator, then it may be the preferred estimator, since it has
a larger probability of being closer to the true value of the parameter. Figure 4.1 taken
from Kutner et al.(2005)[11] best explains this situation. By looking at the two sampling
distributions, we can see that the probability of bR (biased estimator) falling near the true
β is greater that that of b (unbiased estimator).

Figure 4.1:

Biased estimators with small variance may be preferable to unbiased
estimator with large variance (Taken from Kutner et al.(2005)[11])

For the purpose of illustration, consider the multiple linear regression model,
Y = Xβ + 

where Y is the n × 1 vector of standardized independent variable, X represents the p
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standardized explanatory variables and  is the vector of random error. Recall that the
least squares estimator of the regression coefficient vector β is given by;
β̂ = (X 0 X)−1 X 0 Y

(4.3)

From a mathematical standpoint, collinearity among predictor variables makes the X 0 X
matrix near singular: the value of it’s determinant is nearly zero. The ridge regression was
developed to overcome this singularity by adding a small amount to the diagonal of X 0 X.
This modification makes the determinant of X 0 X different from zero. With this adjustment
for the singularity, the ridge estimator β ∗ is defined as;
βˆ∗ = (X 0 X + kI)−1 X 0 Y

(4.4)

P
where k is a small positive value. The βˆ∗ minimizes
(Yi − β T Xi )2 + kβ T I T Iβ. By
assuming X is fixed and substituting Xβ +  for Y we get the expected value of β ∗
E(βˆ∗ ) = (X 0 X + kI)−1 (X 0 X)β since E() = 0
= (X 0 X + kI)−1 (X 0 X + kI − kI)β
= β − k(X 0 X + kI)−1 β.
So the bias (βˆ∗ ) = −k(X 0 X + kI)−1 . If we assume independent and uncorrelated error
terms, then
Var(βˆ∗ ) = Var[(X 0 X + kI)−1 X 0 Y ] = σ 2 (X 0 X + kI)−1 X 0 X(X 0 X + kI)−1

4.2.2

Ridge Trace

The constant k (biasing constant) in (4.4) reflects the amount of bias in the estimator.
When k = 0 it reduces to the unbiased least squares estimator in (4.3). The mean square
error (MSE) of an estimator is equal to the variance of the estimator plus the squared
bias of that estimator. It can be shown that the bias component in MSE(βˆ∗ ) increases in k
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(with all regression coefficients in vector βˆ∗ tending towards zero) while variance component
becomes smaller as k increases[11]. But there exists some value k for which the MSE of βˆ∗
is smaller than the mean squared error of the least squares estimator of β. It is difficult
to find the optimal value of k since the MSE cannot be calculated practically. Ridge
trace is one of the commonly used methods for estimating the optimal value of k. The
ridge trace is a plot of estimated ridge coefficients of the regression model with variables
transformed with the correlation transformation verses k(usually between 0 and 1). Here,
the correlation transformation refers to a simple modification of a usual standardization
of a variable. More specifically, it is a simple function of the standardized variables given
by, Yi∗ =

√ 1 ( Yi −Ȳ
sY
n−1

∗
) and Xik
=

¯
√ 1 ( Xik −Xk )
sk
n−1

with sY and sk are the respective standard

deviations defined as usual. These estimated ridge coefficients may vary drastically as k
is changed slightly from zero. As k increases further, the estimated regression coefficients
stabilize and move towards zero. The ridge trace is used to detect the smallest value of
k where the the regression coefficients first stabilize. Thus, the choice of optimal value of
biasing constant k based on ridge trace is quite subjective. Figure 4.2 is a picture of a ridge
trace.

Figure 4.2: Ridge Trace

(Taken from Kutner et al.(2005)[11])
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Having the theoretical background required for this study, in the next chapter we will
discuss some simulated examples to explore how to use the ridge trace concept to choose
the smoothing parameter in a nonparametric regression model.
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Chapter 5
Simulated Examples
5.1

Adapt the Ridge Trace to Choose the Smoothing
Parameter in a Nonparametric Regression Model

We propose to use the ridge trace used in ridge regression to guide the choice of smoothing
parameter in the nonparametric functional linear model. In chapters 2-4 we studied the
smoothing spline estimator and came to understand the P-spline as a special case of ridge
regression. In this chapter we will discuss some simulated examples to explain how we
adapted the ridge trace to choose the smoothing parameter of the P-spline estimator in the
context of semi-parametric regression.

Consider the regression model with Y |X1 , X2 as the response and  the normally distributed
random error with zero mean and variance σ 2 :

yi = θxi1 + g(x2i ) + i ,

where

i = 1, 2, ...n,

 


X1 
  ∼ M V N 0, Σ ,
X2

(5.1)

(5.2)

and g(·) is a unknown but smooth function. Suppose g(x2 ) is approximated by g(x2 ) =
PK
th
cubic B-spline function evaluated at x and βj ’s are
j=1 βj Nj,4 (x), where Nj,4 (x) is the j
the corresponding coefficients. Then the regression model (5.1) can be written in matrix
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notation as
Y = θX1 + Bβ + 

where B is the B-spline design matrix and β is the corresponding coefficient vector. The
penalized sum of squares to be minimized is
Q(θ, β) = (Y − θX1 − Bβ)T (Y − θX1 − Bβ) + λ[β T (D2T D2 )β].

This is minimized using the profile likelihood approach. First, fix β and solve for θβ . The
partial derivative of Q with respect to θ is
∂Q
= 2X10 (Y − θX1 − Bβ)
∂θ

By letting

∂Q
∂θ

= 0, we get

θβ = (X10 X1 )−1 X10 (Y − Bβ)

Second, consider the profile likelihood P L(β) = Q(θβ , β) where,
Q(θβ , β) = (Y − θβ X1 − Bβ)T (Y − θβ X1 − Bβ) + λ[β T (D2T D2 )β].

By setting

∂P L(β)
∂β

= 0, we can derive an expression for the β̂:

β̂ = [(B 0 B + λD20 D2 ) − (B 0 X1 (X10 X1 )−1 X10 B)]−1 B 0 [I − X1 (X10 X1 )−1 X10 ]Y.

The minimizer of Q(θ, β) is given by (θβ̂ , β̂).

44

Let A = [(B 0 B +λD20 D2 )−(B 0 X1 (X10 X1 )−1 X10 B)]−1 B 0 [I −X1 (X10 X1 )−1 X10 ]. Then the above
expression for β̂ can be rewritten as

β̂ = AY.

Then E[β̂] and Var[β̂] are given by
E[β̂] = A(θX1 + g(x2 ))

and

Var[β̂] = σ 2 AA0

Our objective is to find a suitable smoothing parameter (λ) in the P-spline estimator of
g(x2 ). Usually, the value of λ is chosen to minimize the averaged mean squared error
(AMSE) of the estimator. The mean squared error (MSE) of an estimator is given by
squared bias of the estimator plus variance of the estimator. Thus, the M SE[ĝ(x2 )] is
given by

MSE[ĝ(x2 )] = Bias2 [ĝ(x2 )] + Var[ĝ(x2 )]

where
Bias2 [ĝ(x2 )] = BE[β̂] − g(x2 )

and

Var[ĝ(x2 )] = σ 2 BAA0 B 0 ,

and the averaged mean squared error, AMSE is given by
n

1X
MSE[ĝ(x2i )].
AMSE[ĝ(x2 )] =
n i=1
Note that B is the B-spline design matrix evaluated at x = x2 . For an example, we will
examine the optimal value of λ (value at which the AMSE is minimum) on the adapted
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ridge trace plot, in order to determine whether visual inspection of the adapted ridge trace
can help find a suitable value of the smoothing parameter. Define
t(x) =

x − min(x)
max(x) − min(x)

and

f (x) = 4.26(e−3.25x − 4e−6.50x + 3e−9.75x ).

We simulated data from the regression model

yi = θxi1 + g(x2 i) + i ,

i = 1, 2, ...n

in which g(x2 ) = 50f ◦ t(x2 ), with θ = 1, n = 50 and  ∼ N (0, 400). Here f ◦ t(·) is the
usual composition of two functions f and t.

Example 1
The {( X1i , X2i )}ni=1 were generated from a multivariate normal distribution with correlation ρ = 0.8:




 X1 
  ∼ MV N
X2


  
!
625
20
0

  
 .
 ,
20 1
0

We plot the average mean squared error (AMSE) of g(x2 ) against the λ. The optimal value
of λ where the AMSE is minimum is at 0.4. Figure 5.1(a) shows the behavior of AMSE as
λ increases and figure 5.1(b) is the true and the estimated curve with the optimal λ.

We suggest visual examination of a plot of β̂/SE(β̂) (standardized coefficients) verses λ
for selection of a suitable value λ for smoothing data, where β̂ represents an estimate
of a coefficient of the B-spline design matrix and the denominator is the corresponding
standard error. For instance, in this example we used cubic B-splines with 8 interior knots.
Thus, we have 12 (order plus no. of interior knots) B-spline functions with a corresponding
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(a) AMSE as a function of λ

(b) True and estimated curve with the optimal λ.
Points in the graph denote Yi ’s. The placement of knots
were indicated by inner grids.

Figure 5.1: Fitted function with the value of λ in at which AMSE is minimum
(Example 1).
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coefficient for each. We use the name adapted ridge trace for the plot of β̂/SE(β̂) verses λ.
The adapted ridge trace was plotted for each of the 50 data sets to get more insight into
the behavior of the standardized coefficients as λ increases. Figures 5.2, 5.3 and 5.4 show
the variation of the each standardized coefficients across the 50 trials.
Note that even though we varied λ from 0 to 5, when plotting the standardized β coefficients
we restrict the x scale of the plots from 0 to 1, so that the behavior of the coefficients around
the optimal λ (at 0.4) can be seen clearly. Recall that, in ridge regression we choose the
optimal biasing constant using the ridge trace when the coefficients first start to stabilize.
Similarly, by looking at the adapted ridge trace plots for example 1, we can roughly say
that the standardized coefficients of B-spline functions start to stabilize around 0.4, which
is the value of the optimal λ in this case. Before confidently suggesting that the adapted
ridge trace plot can be used to capture a neighborhood of the optimal λ, we explored how
sensitive this is to the correlation among X1 and X2 , by changing the variance covariance
matrix of X1 and X2 .

Example 2
Next we generate X1 and X2 from a multivariate normal distribution so that the correlation
is ρ = 0.9, while everything else remained
 
X1 
  ∼ MV N
X2

the same

  
!
400
180
0

  
 .
 ,
180 100
0

The AMSE was still minimum at λ = 0.4; the plot of AMSE verses λ and the fitted function
with λ = 0.4 is shown in figure 5.5. Similar to example 1, we plot the adapted ridge trace
for 50 data sets and the corresponding plots of standardized β coefficients verses λ is given
in figures 5.6, 5.7 and 5.8.

Even for this example we can see that the standardized β coefficients start stabilizing
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(a) Standardized β1 across the 50 trials

(b) Standardized β2 across the 50 trials

(c) Standardized β3 across the 50 trials

(d) Standardized β4 across the 50 trials

Figure 5.2: First four standardized β coefficients across the 50 trials (Example 1).
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(a) Standardized β5 across the 50 trials

(b) Standardized β6 across the 50 trials

(c) Standardized β7 across the 50 trials

(d) Standardized β8 across the 50 trials

Figure 5.3: Second four standardized β coefficients across the 50 trials (Example 1).
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(a) Standardized β9 across the 50 trials

(b) Standardized β10 across the 50 trials

(c) Standardized β11 across the 50 trials

(d) Standardized β12 across the 50 trials

Figure 5.4: Last four standardized β coefficients across the 50 trials (Example 1).
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around the optimal λ, which is 0.4. In summary, we can observe that when X1 and X2 are
highly correlated the adapted ridge trace identifies a neighborhood of the optimal value
of λ. Next we will examine the behavior of adapted ridge trace plot when the correlation
among X1 and X2 is comparatively low.

Example 3
For this example, X1 and X2 were generated from a multivariate normal distribution with
ρ = 0.5, while everything else remained the
 
X1 
  ∼ MV N
X2

same

  
!
0
64
20
  

 ,
 .
0
20 25

The AMSE is minimum at λ = 0.5. The plot of AMSE verses λ and the fitted function
with λ = 0.5 is shown in figure 5.9. Corresponding plots of standardized β coefficients
verses λ across 50 trials are shown in figures 5.10, 5.11 and 5.12. Still we can see that the
standardized β coefficients start stabilizing in the neighborhood of the optimal λ.

Example 4
For this example we used even a smaller correlation. X1 and X2 were generated from a
multivariate normal distribution with ρ = 0.3, while everything else remain the same.
 
  

!
X1 
0 25 6 
  ∼ MV N   , 
 .
X2
0
6 16

The AMSE is still minimum at λ = 0.5. The plot of AMSE verses λ and the fitted function
with λ = 0.5 is shown in figure 5.13. Corresponding plots of standardized β coefficients
verses λ across 50 trials are shown in figures 5.14, 5.15 and 5.16. Even for this example we
can see that the standardized β coefficients start stabilizing around the optimal λ, which
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(a) AMSE as a function of λ

(b) True and estimated curve with the optimal λ.
Points in the graph denote Yi ’s. The placement of knots
were indicated by inner grids.

Figure 5.5: Fitted function with the value of λ in at which AMSE is minimum
(Example 2).
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(a) Standardized β1 across the 50 trials

(b) Standardized β2 across the 50 trials

(c) Standardized β3 across the 50 trials

(d) Standardized β4 across the 50 trials

Figure 5.6: First four standardized β coefficients across the 50 trials (Example 2).
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(a) Standardized β5 across the 50 trials

(b) Standardized β6 across the 50 trials

(c) Standardized β7 across the 50 trials

(d) Standardized β8 across the 50 trials

Figure 5.7: Second four standardized β coefficients across the 50 trials (Example 2).

55

(a) Standardized β9 across the 50 trials

(b) Standardized β10 across the 50 trials

(c) Standardized β11 across the 50 trials

(d) Standardized β12 across the 50 trials

Figure 5.8: Last four standardized β coefficients across the 50 trials (Example 2).
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is 0.5. From example 3 and 4, we can see that even for small correlations between X1 and
X2 , the adapted ridge trace roughly captures the optimal value of λ.

By looking at the adapted ridge trace plots that we obtained for all four examples, we
suggest that it can be used to identify the optimal λ that minimizes the AMSE of a P-spline
estimator of a regression function. Also, the correlation among two variables does not seem
to affect the usefulness of the adapted ridge trace plot for these purposes. This may not be
a perfect way to identify the suitable smoothing parameter, but practically MSE can not
be calculated and common suggested methods to approximate the MSE are complicated.
Even with those complicated methods we can not find the exact value of λ that minimizes
the AMSE of a regression function. Also it make sense to use a plot of standardized
coefficients verses λ to capture the smoothing parameter because of the similarity between
the estimated coefficients of B-spline functions of the smoothing spline estimator and the
ridge regression. With the support of all these arguments we suggest visual examination
of the adapted ridge trace plot to identify a suitable smoothing parameter for the P-spline
estimator.
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(a) AMSE as a function of λ

(b) True and estimated curve with the optimal λ.
Points in the graph denote Yi ’s. The placement of knots
were indicated by inner grids.

Figure 5.9: Fitted function with the value of λ in at which AMSE is minimum
(Example 3).
58

(a) Standardized β1 across the 50 trials

(b) Standardized β2 across the 50 trials

(c) Standardized β3 across the 50 trials

(d) Standardized β4 across the 50 trials

Figure 5.10: First four standardized β coefficients across the 50 trials (Example 3).

59

(a) Standardized β5 across the 50 trials

(b) Standardized β6 across the 50 trials

(c) Standardized β7 across the 50 trials

(d) Standardized β8 across the 50 trials

Figure 5.11: Second four standardized β coefficients across the 50 trials (Example 3).
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(a) Standardized β9 across the 50 trials

(b) Standardized β10 across the 50 trials

(c) Standardized β11 across the 50 trials

(d) Standardized β12 across the 50 trials

Figure 5.12: Last four standardized β coefficients across the 50 trials (Example 3).
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(a) AMSE as a function of λ

(b) True and estimated curve with the optimal λ.
Points in the graph denote Yi ’s. The placement of knots
were indicated by inner grids.

Figure 5.13: Fitted function with the value of λ in at which AMSE is minimum
(Example 4).
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(a) Standardized β1 across the 50 trials

(b) Standardized β2 across the 50 trials

(c) Standardized β3 across the 50 trials

(d) Standardized β4 across the 50 trials

Figure 5.14: First four standardized β coefficients across the 50 trials (Example 4).
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(a) Standardized β5 across the 50 trials

(b) Standardized β6 across the 50 trials

(c) Standardized β7 across the 50 trials

(d) Standardized β8 across the 50 trials

Figure 5.15: Second four standardized β coefficients across the 50 trials (Example 4).
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(a) Standardized β9 across the 50 trials

(b) Standardized β10 across the 50 trials

(c) Standardized β11 across the 50 trials

(d) Standardized β12 across the 50 trials

Figure 5.16: Last four standardized β coefficients across the 50 trials (Example 4).
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Chapter 6
Data Analysis
6.1

Description of Data

As mentioned in Chapter 1, our goal is to understand the effect of dust and low wind events
on hospitalizations for asthma while adjusting for hourly levels of air pollutants. Data from
three different sources are used in our study: hospitalization data due to asthma, weather,
and pollution data. First, we describe our data in detail, then results are reported.

6.1.1

Hospitalizations Data Due to Asthma

The patients’ information on hospitalizations due to asthma was obtained from the Texas
Health Care Information Council (THCIC ) in Austin, Texas for the time period 2000
through 2005. The original dataset contained patients information for four diseases: asthma,
bronchitis, sinusitis and upper respiratory infections, but did not include the visits to the
emergency room or to a primary care provider. From this data we extracted the patients
living in El Paso county that were hospitalized due to asthma (ICD-9 code 493.X ) during
the study period. Each admission was given a unique identification number (PAT ID) so
that even if the same patient was admitted to the hospital twice during the study period,
they were considered as two different patients. Babies (patients less than 1 year old ) were
excluded from our study, since it is difficult to diagnose asthma in babies. Once the relevant
patients were extracted from the original dataset, just the patient ID and the admission
date were retained for our study. There were total of 5437 asthma admissions in the final
dataset for the time period 2000-2005.
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6.1.2

Weather Data

The weather data (average daily temperature, dew point, average wind speed and occurrence of dust events) were obtained from the US National Weather Service collected at the
El Paso International Airport. Instead of using the average daily temperature, we used apparent temperature created based on the Celsius scaled values of average daily temperature
and dew point of the day. The standard formula for the apparent temperature is

Apparent Temperature = −2.653 + 0.994 Temperature(0 C) + 0.0153 Dew Point 2 (0 C)

In the raw data there were three types of storm conditions: no dust storms (“0”), convectivly driven events or haboob dust storms (“C”) and non-convective dust storms (“D”).
As mentioned in Chapter 1, we ignore the convective/haboob storms and focus only on
non-convective dust storms. More specifically, we collapse the the first two categories (“0”
and “C”) and defined them as days with no dust storms and only non-convective dust
storms (“D”) were considered as dust storm days. We create a new indicator variable to
specify the dust storm condition of each day in the study period such that


 1 if the original code is“D”
storm =

 0 if the original code is “0” or “C”

There were 145 dust storm days reported in El Paso county during the six year study
period. In addition, we also consider another weather variable: low wind. We convert the
average wind speed into an indicator variable of low wind events. We use the 10th percentile
(4.5 mph) of the daily average wind speed for the six year period as the cutoff point for
the low wind:



 1 if average wind speed ≤ 4.5 mph
lowwind =

 0 Otherwise.
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Based on this definition there were 221 low wind days in El Paso county for the time period
2000 through 2005.

6.1.3

Air Pollution Data

Hourly measurements of P M2.5 and N O2 for the study period were obtained from the Aerometric Information Retrieval System for the site located at the edge of the University of
Texas at El Paso (CAMS 12). There are two stations (CAMS 12 and CAMS 40) in El Paso
providing hourly P M2.5 data for the study period. CAMS 40 is located in an industrial
region of El Paso, which is not heavily populated. Since the P M2.5 levels from CAMS40
do not sufficiently represent the general population in El Paso, only P M2.5 data collected
at CAMS12 was used for this study. P M2.5 measurements from CAMS12 may not be a
perfect representation of exposure for the general population in El Paso and also it may
underestimate the P M2.5 in the region as well. But CAMS12 data is the only complete
data available for the six year study period as the CAMS40 data is available only for the
time period 2001-2005. Due to the mechanical failures of the monitoring station or automatic shutdowns due to high wind speed in the area, some of the hourly measurements of
P M2.5 and N O2 were missing during the study period. The procedure discussed below was
followed to impute the missing measurement of both P M2.5 and N O2 .

• Five or more consecutive missing hourly levels in a given day were replaced by the
the mean of the available hourly observations of that day.
• Days with all hourly measurements missing were replaced with the mean of all available hourly data over the six year period.
• B- spline interpolation was used to impute any missing observations spanning fewer
than 5 hours.
• Once the interpolation was done, the negative values were replaced by zero.
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(a) With missing data

(b) Imputed data

Figure 6.1: P M2.5 Data August 2 2005
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Figure 6.1 is a display of missing and imputed P M2.5 data on August 2, 2005. On this day
P M2.5 measurements of 4th , 5th , 6th , 7th and 8th hours were consecutively missing as well as
the 10th hour. The data are shown in 6.1(a) and the imputation is shown in 6.1(b).

6.2

Results

In the remainder of the report we explain the model fitting procedure using the statistical
methods explained in the previous chapters.

6.2.1

Truncated Historical Functional Linear Model

Recall that, we have a binary response with a case-crossover design where each patient
serves as their own control. Thus, each patient is a stratum with admission date taken to
be as the case and reference days within a symmetric bi-directional referent window serve
as his/her controls. In Chapter 3, the historical functional linear model was introduced for
a daily response given hourly measurements of pollutants in a feed-forward nature. This
means that the probability of hospitalization on day t depends only on the behavior of
hourly P M2.5 at past times. Daily hospitalization is modeled as a binomially distributed
random variable with mean denoted by µt = E[Y (t)]. The logit link for the binomial
distribution is ηt = log(µt ). Using P M2.5 as the only covariate, the model can be written
as
Z

24t

x(24t − u)β(u)du

ηt = α(t) +

(6.1)

0

where α(·) is the time dependent intercept function and β(u) is the slope function which
reflects the strength of association between P M2.5 and log odds of hospitalization at lag u
hours. For instance, β(u)|u=lag12 in hours describes the influence of the noon reading of
hourly P M2.5 on today’s hospitalizations. It is unreasonable to assume that the hospitalizations on day t is affected by all past exposures, so we used a truncated historical functional
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linear model so that the dependence of daily hospitalizations is limited to pollutant exposures in recent history. That is, we assumed that only pollution exposures corresponding
to time lag u ≤ τ have an impact on hospitalizations on a given day. This reduces the
length of the interval of the integral in (6.1). Thus, the truncated historical function linear
model for ηt = log(µt ) is written as
min(24t,24τ )

Z

x(24t − u)β(u)du.

ηt = α(t) +
0

Even though the truncation introduces one more parameter (τ ), it simplifies the computer
implementation of the historical functional linear model in predicting the probability of
hospitalization on a current day. Yang (2005) [27] explains how the truncation of past
influence to τ days affected the estimate of β(·). Following the same simplification procedure
explained in Chapter 3, the truncated historical functional linear model with the logit link
can be written as
ηt = α(t) +

K
X

bj φj (t).

j=1

where
Z

24τ

x+ (24t − u)Nj (u)du.

φj (t; x) =
0

with the same previous definitions used in Chapter 4. Then the integral in φj (t; x) is
approximated using Q equally spaced time points {gq }Q
q=1 in [0, 24τ ]:
Q
24τ X
x+ (S(t) − gq )Nj (gq ).
φj (t; x) =
Q q=1

We set

24τ
Q

= 1 by choosing time points (gq ) on an hourly grid. Recall that, this approx-

imation was referred to as a preprocessing of the data. Similarly, we incorporate N O2 to
the regression model as well. The apparent temperature of the previous day (att−1 ) was
included in the model as a piecewise linear function with two equally spaced interior knots
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(no smoothing). Indicator variables for the storm and low wind of the current day were
also included in the model. With all the above covariates, the semi-parametric model is
written as

logit[P r(Y (t) = 1)] = α(t) + piecewise linear function in att−1 +
β1 (lowwindt ) + β2 (stormt ) +
Z

24min(t,τ1 )

Z

24min(t,τ2 )

z(24t − u)βz (u)du.

x(24t − u)βx (u)du +
0

0

(6.2)

We included all the past hourly measurements of both P M2.5 and N O2 up to 8 days prior
to the hospitalizations (τ1 = τ2 = 8). The truncation point was chosen based on the
simulations in Yang (2005) [27]. Yang (2005) explains the unusual behavior of the slope
function at both early and late truncations. After preprocessing both P M2.5 and N O2 ,
we used the COXPH function in the R- package to fit the conditional logistic regression
model. The estimated slope function in the historical functional linear model is given by
P
β(u) = K
j=1 b̂j Nj (u), where {Nj (t), j = 1, ...K} are cubic B-spline basis with knots placed
at 2 day intervals and K is given by the number of interior knots plus the order of B-splines.
The unpenalized slope functions of P M2.5 and N O2 obtained from model (6.2) are shown
in Figure 6.2

Next, we used P-splines to get smooth estimates for the the slope functions of both P M2.5
and N O2 . The ridge function provided in COXPH was modified to add the penalty needed
for smoothing. Recall that, the estimated coefficients of P-spline fitting are given by β̂ =
(B T B + λD2T D2 )−1 B T Y and the estimated coefficients in ridge regression β̂ridge = (X 0 X +
kI)−1 X 0 Y , where B is the B-spline design matrix, D2 is the matrix representation of the
difference operator ∆2 , X is the design matrix of the data, and λ is the smoothing parameter
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(a) N O2 slope function

(b) P M2.5 slope function

Figure 6.2: Unpenalized slope function of N O2 and P M2.5
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in P-splines; k is the biasing constant in ridge ridge regression. Thus, the ridge function uses
k[β T (I T I)β] as the penalty in the likelihood function. We replaced it with λ[β T (D2T D2 )β].
Next we will explain how a visual inspection of the adapted the ridge trace plot aided in
the choice of smoothing parameter in the truncated historical functional linear model.

6.2.2

Choosing the Smoothing Parameters for the Hospitalization Data

We already obtained the unpenalized slope functions for both P M2.5 and N O2 in the regression model 6.2. Then we explained how we changed the ridge function to add the penalty
in the nonparametric functional linear model. In Chapter 5 we discussed how to adapt the
ridge trace to choose a suitable smoothing parameter in a nonparametric regression model.
Now we will explain how to use the adapted ridge trace concept to find suitable smoothing
parameters that reflect the relationship between the two pollutants: N O2 and P M2.5 and
the probability of daily hospitalizations. To start with, we increased the penalty in both
N O2 , P M2.5 simultaneously until the slope functions became straight lines. At λ = 1010
the slope functions of both N O2 and P M2.5 were straight lines, in fact, they were flattened
to the horizontal zero line. Figure 6.3 shows how the slope functions slowly move towards
the horizontal zero line as λ increases.

In ridge trace the biasing constant usually varies from 0 to 1. In order to keep the axis
scale for the biasing constant of the adapted ridge trace plot within 0 and 1, let

c=

λ
λmax

where λmax is the value of λ at which the slope function becomes a straight line (λmax = 1010
for both N O2 , P M2.5 ). Table 6.1 gives the c values and the corresponding value of λ. The
estimated coefficients and standard errors of the B-spline coefficients were obtained by
fitting the regression model (6.2) in COXPH.
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(a) N O2 slope function (b) P M2.5 slope function (c) N O2 slope function (d) P M2.5 slope function
when λ = 107

when λ = 107

when λ = 108

when λ = 108

(e) N O2 slope function (f) P M2.5 slope function (g) N O2 slope function (h) P M2.5 slope function
when λ = 109

when λ = 109

when λ = 1010

when λ = 1010

Figure 6.3: Behavior of the slope functions as λ increases
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Table 6.1: c and corresponding λ values.
λ

c

0

0

107

0.001

108

0.01

109

0.1

2 × 109

0.2

3 × 109

0.3

4 × 109

0.4

5 × 109

0.5

6 × 109

0.6

7 × 109

0.7

8 × 109

0.8

9 × 109

0.9

1010

1

Adapted ridge trace plots for N O2 and P M2.5 obtained by plotting bˆj /SE(bj ) (standardized
coefficients) versus c are shown in Figure 6.4. By visual inspection of the adapted ridge
trace plot for N O2 , we can see that the standardized coefficients start to stabilize around
c = 0.5. Thus, we picked the corresponding value of λ (5 × 109 ) for smoothing with respect
to N O2 . Similarly, the smoothing parameter value of 4 × 109 for P M2.5 was chosen. The
slope functions with the chosen smoothing parameters obtained by fitting the penalized
conditional logistic regression model in (6.2) are shown in Figure 6.5.

The fitted slope function for N O2 has a broad global maximum at 1:00 a.m two days prior
to the hospitalizations, suggesting that the hospitalizations on today are most highly as76

(a) Adapted ridge trace for choosing smoothing parameter for N O2 .

(b) Adapted ridge trace for choosing smoothing parameter for P M2.5

Figure 6.4: Adapted ridge trace plots for the hospitalization data
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(a) Estimated slope function for N O2 with the chosen
smoothing parameter (5 × 109 ).

(b) Estimated slope function for P M2.5 with the chosen
smoothing parameter (4 × 109 ).

Figure 6.5: Penalized slope functions with chosen smoothing parameters
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sociated with N O2 concentrations 3 days ago during late night and during early morning
2 days ago. Todays hospitalizations are most highly associated with the P M2.5 concentrations on yesterday around 9:00 p.m. The fitted slopes suggests that it takes 2-3 days to
mount an immune response to N O2 , whereas only 0-1 day for P M2.5 . The shape of the
P M2.5 slope function suggests that a contrast between the P M2.5 levels at lag 0-3 with lag
3-7 is the predictor for hospital admissions.

Recall that, our goal was to understand the effect of dust and low wind events on asthma
hospitalizations while adjusting for hourly levels of pollutants. Note that, in the regression
model (6.2), we have indicator variables for the storm and low wind conditions on the same
day as the hospitalizations. In Chapter 1, we also mentioned it is not reasonable to assume
that the hospitalizations on a given date is affected only by the weather and pollution
conditions on the same day. Thus, we ran separate models not only for storm and low wind
on the same day, but also at lags 1, 2 and 3 days as well. In general, the models can be
expressed as

logit[P r(Y (t) = 1)] = α(t) + piecewise linear function in att−1 +
β1 (lowwindt−l ) + β2 (stormt−l ) +
Z

24min(t,τ1 )

Z
x(24t − u)βx (u)du +

0

24min(t,τ2 )

z(24t − u)βz (u)du
0

(6.3)

where l takes values 0,1,2 and 3. The unpenalized slope functions of N O2 and P M2.5
obtained for each of the above models, did not change much as l varied from 0 to 3, so
the values of the smoothing parameters already selected for lag l = 0 were also used for
l = 1, 2, 3. Figure (6.6) shows the unpenalized slope functions obtained each time.
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(a) N O2 slope function with lag 1 (b) P M2.5 slope function with lag
storm and low wind in the model. 1 storm and low wind in the model.

(c) N O2 slope function with lag 2 (d) P M2.5 slope function with lag
storm and low wind in the model. 2 storm and low wind in the model.

(e) N O2 slope function with lag 3 (f) P M2.5 slope function with lag 3
storm and low wind in the model. storm and low wind in the model.

Figure 6.6: Unpenalized slope functions of N O2 and P M2.5 : sensitivity for the lag
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of storm and low wind.

In order to find the significance of storm and low wind, we derived the bootstrap distributions of the coefficients separately for storm and low wind. As mentioned earlier there
were 145 storm days and 221 low wind days during the study period. For instance, to find
the bootstrap distribution of the coefficient of the storm indicator variable, we generate
a random sequence of 0’s and 1’s with 145 1’s and the rest zeros. Then we shuffled and
assigned 1’s and 0’s to each day of the study period. Storm lag 1, 2 and 3 days were
also replaced correspondingly. Each time, the regression models (6.3) were fitted and the
coefficients stored. Finally p values for the one tailed test were calculated by counting
the number of bootstrap storm coefficients greater than the coefficient estimated from the
data. Similarly, we derived the bootstrap distribution of the low wind indicator variable
as well. The frequency histograms of the bootstrap distributions for storm and low wind
are shown in Figure 6.7 and Figure 6.8, respectively. Table 6.2 displays the fitted values
of the regression coefficients and the corresponding p-values obtained from the bootstrap
distributions.

Table 6.2: Estimated regression coefficients for storm and low wind indicator variables. The corresponding 1-tail p-values obtained from the bootstrap
distributions are given within brackets.

Lag

Storm

Low wind

0

0.0876 (0.084)

0.0045 (0.467)

1

-0.0128 (0.576)

0.0051 (0.461)

2

-0.113 (0.95)

0.0625 (0.113)

3

-0.0233 (0.629)

0.0508 (0.183)

We picked the lags of storm and low wind with the lowest p-value/ highest odds ratio (lag
0 storm and lag 2 low wind) and ran a separate model
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(a) Bootstrap distribution of lag 0 storm

(b) Bootstrap distribution of lag 1 storm

(c) Bootstrap distribution of lag 2 storm

(d) Bootstrap distribution of lag 3 storm

Figure 6.7: Bootstrap distributions of storm coefficient under no effect. The fitted
value is indicated by the dashed line
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(a) Bootstrap distribution of lag 0 low wind (b) Bootstrap distribution of lag 1 low wind

(c) Bootstrap distribution of lag 2 low wind (d) Bootstrap distribution of lag 3 low wind

Figure 6.8: Bootstrap distributions of Low wind coefficient under no effect. The
fitted value is indicated by the dashed line
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logit[P r(Y (t) = 1)] = α(t) + piecewise linear function in att−1 +
β1 (lowwindt−2 ) + β2 (stormt ) +
Z

24min(t,τ1 )

Z

24min(t,τ2 )

z(24t − u)βz (u)du.

x(24t − u)βx (u)du +
0

0

(6.4)
The frequency histograms of the bootstrap distributions of the coefficient of lag 0 storm
and lag 2 low wind are shown in Figure 6.9. Corresponding 1-tail p-values are 0.080 for
storm (βˆ2 = 0.0875) and 0.098 for lag 2 low wind (βˆ1 = 0.0685). We can see that both lag
0 storm and lag 2 low wind are significant at the 10% level of significance suggesting that
the probability of asthma hospitalization on a given day is increased by occurrence of dust
storms on the same day and low wind events on two days prior to the admissions.
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(a) Bootstrap distribution of lag 0 storm (p- (b) Bootstrap distribution of lag 2 low wind (pvalue=0.080)

value=0.098)

Figure 6.9: Bootstrap distributions of coefficients of the picked lags of storm and
low wind under no effect. The fitted value is indicated by the dashed
line
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Chapter 7
Discussion
Our goal was to understand the effect of dust and low wind events on hospitalizations for
asthma while adjusting for hourly levels of air pollutants. In this chapter we will discuss
the strengths and the limitations of the methods we used and possible future work related
to this study. We explored how to use the truncated historical functional linear model for a
daily response with hourly measurements of predictors that lessen the information loss. The
great advantage of the historical functional linear model was demonstrated, namely, the
pollutant past exposure was included without having to choose a (short-term) lag. Based on
the theoretical relationship between P-splines and ridge regression we modified the available functions in the R-package (COXPH ) to allow for a penalty in the nonparametric
functional linear model, which was a very time saving approach for us. We introduced a
simple, but meaningful, method to choose a suitable smoothing parameter for the P-spline
estimator. As mentioned earlier, the commonly suggested methods to choose the smoothing parameter are complicated in practice, since those are based on approximated mean
squared error. The results obtained from the simulated examples suggest that the adapted
ridge trace plot can be used to choose a suitable smoothing parameter. We use a casecrossover study design that sets up patients as their own controls. We could have modeled
the daily counts of hospitalizations for asthma by fitting a Poisson regression model instead
of a conditional logistic regression model. But the case-crossover study design has some
advantages over a study based on daily counts of hospitalizations : (1) the confounding
effects of seasonal variables are reduced since the cases serve as their own controls; (2) it
is possible to expand the study to test for the effect modification of patient characteristics
such as age, gender, insurance plan by including interaction terms. One limitation in our
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study is that we had to assume that the each hospitalization has occurred at 11:00 p.m due
to the unavailability of the time of hospitalizations.

In this study we were not interested in testing for the significance of N O2 and P M2.5 .
The association between the a pollutant and the probability of hospitalizations for asthma
was given by a function instead of one regression coefficient. Thus, it remains to explore
methods for hypothesis testing of H0 : β(t) = 0 for t ∈ [0, τ ].
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