Motivic Tubular Neighborhoods by Levine, Marc
ar
X
iv
:m
at
h/
05
09
46
3v
3 
 [m
ath
.A
G]
  2
5 O
ct 
20
05
MOTIVIC TUBULAR NEIGHBORHOODS
MARC LEVINE
Abstract. We construct motivic versions of the classical tubu-
lar neighborhood and the punctured tubular neighborhood, and
give applications to the construction of tangential base-points for
mixed Tate motives, algebraic gluing of curves with boundary com-
ponents, and limit motives.
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0. Introduction
Let i : A→ B be a closed embedding of finite CW complexes. One
useful fact is that A admits a cofinal system of neighborhoods T in
B with A → T a deformation retract. This is often used in the case
where B is a differentiable manifold, showing for example that A has
the homotopy type of the differentiable manifold T . This situation
occurs in algebraic geometry, for instance in the case of a degeneration
of smooth varieties X → C over the complex numbers.
To some extent, one has been able to mimic this construction in
purely algebraic terms. The rigidity theorems of Gillet-Thomason [10],
extended by Gabber (details appearing a paper of Fujiwara [9]) in-
dicated that, at least through the eyes of torsion e´tale sheaves, the
topological tubular neighborhood can be replaced by the Hensel neigh-
borhood. However, basic examples of non-torsion phenomena, even in
the e´tale topology, show that the Hensel neighborhood cannot always
be thought of as a tubular neighborhood, perhaps the simplest example
being the sheaf Gm.
Our object in this paper to to construct an algebraic version of the
tubular neighborhood which has the basic properties of the topological
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construction, at least for a reasonably large class of cohomology the-
ories. It turns out that a “homotopy invariant” version of the Hensel
neighborhood does the job, at least for theories which are themselves
homotopy invariant. If one requires in addition that the given coho-
mology theory has a Mayer-Vietoris property for the Nisnevic topology,
then one also has an algebraic version of the punctured tubular neigh-
borhood.
Our basic constructions are valid for a closed embedding of smooth
varieties over a field. We extend these to the case of a (reduced) strict
normal crossing subscheme by a Mayer-Vietoris procedure. Using an
algebraic cosimplicial model of the universal cover, we can give an al-
gebraic version of “limit cohomology” for a semi-stable degeneration.
We also have a monodromy sequence for theories with Q-coefficients,
and that satisfy an additional restriction that the theory be “alternat-
ing” (see Definition 6.2.2). This allows us to give a definition of the
limit motive of a semi-stable degeneration, and a motivic monodromy
sequence with Q-coefficients. We conclude with an application of our
constructions to moduli of smooth curves and a construction of a spe-
cialization functor for category of mixied Tate motives, which in some
cases yields a purely algebraic construction of tangential base-points.
We have left to another paper the task of checking the compatibilities
of our constructions with others. Our punctured tubular neighborhood
construction should be the same as some version of the functor i∗Rj∗
for the situation of a normal crossing scheme i : D → X with open
complement j : X \D → X . Similarly, our limit cohomology construc-
tion should be a version of the sheaf of vanishing cycles, at least in the
case of a semi-stable degeneration, and should be comparable with the
constructions of Rappaport-Zink [32] as well as the limit mixed Hodge
structure of Katz [18] and Steenbrink [39]. Our specialization functor
for Tate motives should be compatible with the Betti, e´tale and Hodge
realizations; similarly, realization functors applied to our limit motive
should yield for example the limit mixed Hodge structure. Addition-
ally, Voevodsky’s general setting of cross functors [42] has now been
shown (by Ayoub [2] and Ro¨ndigs [34]) to be available in the A1-stable
homotopy category of T -spectra, and we expect our constructions are a
weak (but also somewhat more concrete) version of some of the sheaf-
theoretic constructions given by the general machinery. We have not
attempted an investigation of this issue in this paper; however, we
want to note that the construction given here for the limit cohomol-
ogy in a semi-stable degeneration, and the monodromy sequence for
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limit cohomology, are taken directly from Ayoub’s beautiful construc-
tions of vanishing cycles and monodromy sequence in the setting of the
A1-stable homotopy theory of T -spectra.
My interest in this topic began as a result of several discussions on
limit motives with Spencer Bloch and He´le`ne Esnault, whom I would
like to thank for their encouragement and advice. I would also like
to thank He´le`ne Esnault for clarifying the role of the weight filtration
leading to the exactness of Clemens-Schmidt monodromy sequence (see
Remark 6.3.6). An earlier version of our constructions used an analytic
(i.e. formal power series) neighborhood instead of the Hensel version
now employed; I am grateful to Fabien Morel for suggesting this im-
provement. Finally, I want to thank Joseph Ayoub for explaining his
construction of the vanishing cycles functor; his comments suggested
to us the use of the cosimplicial path space in our construction of limit
cohomology. In addition, Ayoub noticed a serious error in our first
attempt at constructing the monodromy sequence; the method used in
this version is following his suggestions and comments.
1. Model structures and other preliminaries
1.1. Presheaves of simplicial sets. We recall some facts on the
model structures in categories of simplicial sets, spectra, associated
presheaf categories and certain localizations. For details, we refer the
reader to [15] and [13].
We give Spc (simplicial sets) and Spc∗ (pointed simplicial sets) the
standard model structures: cofibrations are (pointed) monomorphisms,
weak equivalences are weak equivalences on the geometric realization,
and fibrations are detemined by the right lifting property (RLP) with
respect to trivial cofibrations; the fibrations are then exactly the Kan
fibrations. We let |A| denote the geometric realization, and [A,B] the
homotopy classes of (pointed) maps |A| → |B|.
We give Spc(C) the model structure of functor categories described
by Bousfield-Kan [6]. That is, the cofibrations and weak equivalences
are the pointwise ones, and the fibrations are determined by the RLP
with respect to trivial cofibrations. We let HSpc(C) denote the asso-
ciated homotopy category (see [13] for details).
1.2. Presheaves of spectra. Let Spt denote the category of spec-
tra. To fix ideas, a spectrum will be a sequence of pointed sim-
plicial sets E0, E1, . . . together with maps of pointed simplicial sets
ǫn : S
1 ∧ En → En+1. Maps of spectra are maps of the underlying
simplicial sets which are compatible with the attaching maps ǫn. The
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stable homotopy groups πsn(E) are defined by
πsn(E) := lim
m→∞
[Sm+n, Em].
The category Spt has the following model structure: Cofibrations
are maps f : E → F such that E0 → F0 is a cofibration, and for each
n ≥ 0, the map
En+1
∐
S1∧En
S1 ∧ Fn → Fn+1
is a cofibration. Weak equivalences are the stable weak equivalences,
i.e., maps f : E → F which induce an isomorphism on πsn for all n.
Fibrations are characterized by having the RLP with respect to trivial
cofibrations.
Let C be a category. We say that a natural transformation f : E →
E ′ of functors Cop → Spt is a weak equivalence if f(X) : E(X) →
E ′(X) is a stable weak equivalence for all X .
We will assume that the category C has an initial object ∅ and admits
finite coproducts over ∅, denoted X ∐ Y . A functor E : Cop → Spt is
called additive if for each X, Y in C, the canonical map
E(X ∐ Y )→ E(X)⊕ E(Y )
is a weak equivalence. An additive functor E : Cop → Spt is called a
presheaf of spectra on C. This forms a full subcategory of the functor
category.
We use the following model structure on the category of presheaves of
spectra (see [15]): Cofibrations and weak equivalences are given point-
wise, and fibrations are characterized by having the RLP with respect
to trivial cofibrations. We denote this model category by Spt(C), and
the associated homotopy category by HSpt(C). We write SH for the
homotopy category of Spt.
Let B be a noetherian separated scheme of finite Krull dimension.
We let Sm/B denote the category of smooth B-schemes of finite type
over B. We often write Spt(B) and HSpt(B) for Spt(Sm/B) and
HSpt(Sm/B).
For Y ∈ Sm/B, a subscheme U ⊂ Y of the form Y \∪αFα, with {Fα}
a possibly infinite set of closed subsets of Y , is called essentially smooth
over B; the category of essentially smooth B-schemes is denoted Smess.
1.3. Local model structure. If the category C has a topology, there
is often another model structure on Spc(C) or Spt(C) which takes this
into account. We consider the case of the small Nisnevic site XNis on
a scheme X (assumed to be noetherian, separated and of finite Krull
dimension), and on the big Nisnevic sites Sm/BNis or Sch/BNis, as well
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as the Zariski versions XZar, etc. We describe the Nisnevic version for
spectra below; the definitions and results for the Zariski topology and
for spaces are exactly parallel.
Definition 1.3.1. A map f : E → F of presheaves of spectra on XNis
is a local weak equivalence if the induced map on the Nisnevic sheaf of
stable homotopy groups f∗ : π
s
m(E)Nis → π
s
m(F )Nis is an isomorphism
of sheaves for all m. A map f : E → F of presheaves of spectra on
Sm/BNis or Sch/BNis is a local weak equivalence if the restriction of f
to XNis is a local weak equivalence for all X ∈ Sm/B or X ∈ Sch/B.

The (Nisnevich) local model structure on the category of presheaves
of spectra on XNis has cofibrations given pointwise, weak equivalences
the local weak equivalences and fibrations are characterized by hav-
ing the RLP with respect to trivial cofibrations. We write Spt(XNis)
for this model category, and HSpt(XNis) for the associated homo-
topy category. The Nisnevic local model categories SptNis(Sm/B)
and SptNis(Sch/B), with homotopy categories HSptNis(Sm/B) and
HSptNis(Sch/B), are defined similarly. For details, we refer the reader
to [15].
1.4. A1-local structure. One can perform a Bousfield localization on
Spc(Sm/BNis) or SptNis(Sm/B) so that the maps Σ
∞X × A1+ →
Σ∞X+ induced by the projections X × A1 → X become weak equiv-
alences. We call the resulting model structure the Nisnevic-local A1-
model structure, denoted SpcA1(Sm/BNis) or SptA1(Sm/BNis). One
has Zariski-local and e´tale-local versions as well. We denote the ho-
motopy categories for the Nisnevic version by HA1(B) (for spaces) and
SHA1(B) (for spectra). For the Zariski or e´tale versions, we indicate
the topology in the notation. For details, see [26, 27, 30].
1.5. Additional notation. Given W ∈ Sm/S, we have restriction
functors
Spc(S)→ Spc(WZar)
Spt(S)→ Spt(WZar);
we write the restriction of some E ∈ Spc(S) to Spc(WZar) as E(WZar).
We use a similar notation for the restriction of E to Spt(WZar), or for
restrictions toWNis orWe´t. More generally, if p : Y →W is a morphism
in Sm/S, we write E(Y/WZar) for the presheaf U 7→ E(Y ×W U).
For Z ⊂ Y a closed subset, Y ∈ Sm/S and for E ∈ Spc(S) or
E ∈ Spt(S), we write EZ(Y ) for the homotopy fiber of the restriction
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map E(Y ) → E(Y \ Z). We define the presheaf EZZar(Y ) by setting,
for U ⊂ Z a Zariski open subscheme with closed complement F ,
EZZar(Y )(U) := EU(Y \ F ).
A co-presheaf on a category C with values in A is just an A-valued
preheaf on Cop.
As usual, we let ∆n denote the algebraic n-simplex
∆n := SpecZ[t0, . . . , tn]/
∑
i
ti − 1,
and ∆∗ the cosimplicial scheme n 7→ ∆n. For a scheme X , we have
∆nX := X ×∆
n and the cosimplicial scheme ∆∗X .
Let k be a field. For E ∈ Spc(k) or in Spt(k), we say that E is
homotopy invariant if for all X ∈ Sm/k, the pull-ack map E(X) →
E(X ×A1) is a weak equivalence (resp., stable weak equivalence). We
say that E satisfies Nisnevic excision if E transforms the standard
Nisnevic squares (see [30, Definition 1.3, pg. 96]) to homotopy cartesian
squares.
2. Tubular neighborhoods for smooth pairs
Let i : W → X be a closed embedding in Sm/k. In this section,
we construct the tubular neighborhood of W in X as a functor from
WZar to cosimplicial pro-k-schemes, τǫ(W ). Applying this functor to
a space over k, E ∈ Spc(k) yields a presheaf of spaces E(τǫ(W )) on
WZar, which is our main object of study.
2.1. The cosimplicial pro-scheme τǫ(Z). For a closed embedding
W → T in Sm/k, let TWNis be the category of Nisnevic neighborhoods
ofW in T , i.e., objects are e´tale maps p : T ′ → T of finite type, together
with a section s : W → T ′ to p over W . Morphisms are morphisms
over T which respect the sections. Note that TWNis is a left-filtering
essentially small category.
Sending (p : T ′ → T, s : W → T ′) to T ′ ∈ Sm/k defines the pro-
object Tˆ hW of Sm/k; the sections s : W → T
′ give rise to a map of the
constant pro-scheme W to Tˆ hW , denoted
iˆW :W → Tˆ
h
W .
Given a k-morphism f : S → T , and closed embeddings iV : V → S,
iW : W → T such that f ◦ iV factors through iW (by f¯ : V → W ), we
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have the pull-back functor
f ∗ : TWNis → S
V
Nis,
f ∗(T ′ → T, s : W → T ′) := (T ′ ×T S, (s ◦ f¯ , iV )).
This gives us the map of pro-objects fh : SˆhV → Tˆ
h
W , so that sending
W → T to Tˆ hW and f to f
h becomes a pseudo-functor.
We let fh : SˆhV → Tˆ
h
W denote the induced map on pro-schemes. If f
happens to be a Nisnevic neighborhood of W → X (so f¯ : V → W is
an isomorphism) then fh : SˆhV → Tˆ
h
W is clearly an isomorphism.
Remark 2.1.1. The pseudo-functor (W → T ) 7→ Tˆ hW can be rectified to
an honest functor by first replacing TWNis with the cofinal subcategory
TWNis,0 of neighborhoods T
′ → T , s : W → T ′ such that each connected
component of T ′ has non-empty intersection with s(W ). One notes
that TWNis,0 has only identity automorphisms, so we replace T
W
Nis,0 with
a choice of a full subcategory TWNis,00 giving a set of representatives
of the isomorphism classes in TWNis,0, We thus have the honest functor
(W → T ) 7→ TWNis,00 which yields an equivalent pro-object Tˆ
h
W . We will
use the strictly functorial version from now on without comment. 
For a closed embedding i :W → X in Sm/k, set ∆ˆnX,W := (∆̂
n
X)
h
∆n
W
.
The cosimplicial scheme
∆∗X : Ord→ Sm/k
[n] 7→ ∆nX
thus gives rise to the cosimplicial pro-scheme
∆ˆ∗X,W : Ord→ Pro-Sm/k
[n] 7→ ∆ˆnX,W
The maps iˆ∆n
W
: ∆nW → (∆̂
n
X)
h
∆n
W
give the closed embedding of cosim-
plicial pro-schemes
iˆW : ∆
∗
W → ∆ˆ
n
X,W .
Also, the canonical maps πn : ∆ˆ
n
X,W → ∆
n
X define the map
πX,W : ∆ˆ
∗
X,W → ∆
∗
X .
Let (p : X ′ → X, s : W → X ′) be a Nisnevic neighborhood of
(W,X). The map
p : ∆ˆnX′,W → ∆ˆ
n
X,W
is an isomorphism respecting the embeddings iˆW . Thus, sending a
Zariski open subscheme U ⊂ W with complement F ⊂ W ⊂ X to
MOTIVIC TUBULAR NEIGHBORHOODS 9
∆ˆnX\F,U defines a co-presheaf ∆ˆ
n
Xˆ,WZar
onWZar with values in pro-objects
of Sm/k; we write τ Xˆǫ (W ) for the cosimplicial object
n 7→ ∆ˆn
Xˆ,WZar
.
We use the notation Xˆ in the notation because the co-presheaf ∆ˆn
Xˆ,WZar
is independent of the choice of Nisnevic neighborhood X of W , up to
canonical isomorphism.
Let ∆∗WZar denote the co-presheaf on WZar defined by U 7→ ∆
∗
U . The
closed embeddings iˆU define the natural transformation
iˆW : ∆
∗
WZar
→ τ Xˆǫ (W ).
The maps πV,W∩V for V ⊂ X a Zariski open subscheme define the map
of functors
πX,W : τ
Xˆ
ǫ (W )→ ∆
∗
XZar
2.2. Evaluation on spaces. Let i : W → T be a closed embedding
in Sm/. For E ∈ Spc(T ), we have the space E(TˆWh ), defined by
E(Tˆ hW ) := colim
(p:T ′→T,s:W→T ′)∈TW
Nis
E(T ′).
Given a Nisnevic neighborhood (p : T ′ → T, s : W → T ′), we have the
weak equivalence
p∗ : E(Tˆ hW )→ E(Tˆ
′
h
s(W )).
Thus, for each open subscheme j : U →W , we may evaluate E on the
cosimplicial pro-scheme τ Xˆǫ (W )(U), giving us the presheaf of simplicial
spectra E(τ Xˆǫ (W )) on WZar:
E(τ Xˆǫ (W ))(U) := E(τ
Xˆ
ǫ (W )(U)).
Now suppose that E is in Spc(k). The map iˆW : ∆
∗
WZar
→ τ Xˆǫ (W ))
gives us the map of presheaves on WZar
i∗W : E(τ
Xˆ
ǫ (W ))→ E(∆
∗
WZar
).
Similarly, the map πX,W gives the map of presheaves on WZar
π∗X,W : E(∆
∗
XZar
)→ E(τ Xˆǫ (W )).
The main result of this section is
Theorem 2.2.1. Let E be in Spc(k). Then the map i∗W : E(τ
Xˆ
ǫ (W ))→
E(∆∗WZar) is a weak equivalence for the Zariski-local model structure,
i.e., for each point w ∈ W , the map i∗W,w on the stalks at w is a weak
equivalence of the associated total space.
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2.3. Proof of Theorem 2.2.1. The proof relies on two lemmas.
Lemma 2.3.1. Let i : W → X be a closed embedding in Sm/k, giving
the closed embedding A1W → A
1
X . We have as well the maps i0, i1 :
W → A1W . Then for each E ∈ Spc(k), the maps
i∗0, i
∗
1 : E(∆ˆ
∗
A1
X
,A1
W
)→ E(∆ˆ∗X,W )
are homotopic.
Proof. This is just an adaptation of the standard triangulation argu-
ment. For each order-preserving map g = (g1, g2) : [m] → [1] × [n],
let
Tg : ∆
m → ∆1 ×∆n,
be the affine-linear extension of the map on the vertices
vi 7→ (vg1(i), vg2(i)).
idX × Tg induces the map
Tˆg : ∆ˆ
m
X,W → ( ̂∆
1 ×∆nX)
h
∆1×∆n
W
We note that the isomorphism (t0, t1) 7→ t0 of (∆1, v1, v0) with (A1, 0, 1)
induces an isomorphism of cosimplicial schemes
∆ˆ∗
A1
X
,A1
W
∼= ( ̂∆1 ×∆∗X)
h
∆1×∆∗
W
.
The maps
Tˆ ∗g : E(∆ˆ
n
A1
X
,A1
W
)→ E(∆ˆmX,W )
induce a simplicial homotopy T between i∗0 and i
∗
1: indeed, the maps Tg
satisfy the identities necessary to define a map of cosimplicial schemes
T : ∆∗ → (∆1 ×∆∗)∆[1],
with δ∗0 ◦ T = i0, δ
∗
1 ◦ T = i1. Applying the functor
h, we see that the
maps Tˆg define the map of cosimplicial schemes
Tˆ : ∆ˆ∗X,W → (∆ˆ
∗
A1
X
,A1
W
)∆[1],
with Tˆ ◦ δ0 = iˆ0, Tˆ ◦ δ1 = iˆ1; we then apply E. 
Lemma 2.3.2. Take W ∈ Smk. Let X = AnW and let i : W →
X be the 0-section. Then i∗W : E(∆ˆ
∗
X,W ) → E(∆
∗
W ) is a homotopy
equivalence.
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Proof. Let p : X → W be the projection, giving the map
pˆ : ∆ˆ∗X,W → ∆ˆ
∗
W,W = ∆
∗
W
and pˆ∗ : E(∆∗W ) → E(∆ˆ
n
X,W ). Clearly iˆ
∗
W ◦ pˆ
∗ = id, so it suffices to
show that pˆ∗ ◦ iˆ∗W is homotopic to the identity.
For this, we use the multiplication map µ : A1 × An → An,
µ(t; x1, . . . , xn) := (tx1, . . . , txn).
The map µ× id∆∗ induces the map
µˆ : ( ̂A1 × AnW ×∆
∗)hA1×0W×∆∗ → (
̂AnW ×∆
∗)h0W×∆∗
with µˆ ◦ iˆ0 = iˆW ◦ pˆ and µˆ ◦ iˆ1 = id. Since iˆ∗0 and iˆ
∗
1 are homotopic by
Lemma 2.3.1 , the proof is complete. 
To complete the proof of Theorem 2.2.1, take a point w ∈ W . Then
replacing X with a Zariski open neighborhood of w, we may assume
there is a Nisnevic neigborhood X ′ → X , s : W → X ′ of W in X such
that W → X ′ is in turn a Nisnevic neighborhood of the zero-section
W → AnW , n = codimXW . Since E(∆ˆ
n
X,W ) is thus weakly equivalent
to E(∆ˆnAn
W
,0W
), the result follows from Lemma 2.3.2.
Corollary 2.3.3. Suppose that E ∈ Spc(k) is fibrant for the Zariski-
local, A1 model structure. Then for i : W → X a closed embedding,
there is a natural isomorphism in HSpc(WZar)
E(τ Xˆǫ (W ))
∼= E(τ Nˆiǫ (0W ))
Here Ni is the normal bundle of the embedding i, and 0W ⊂ Ni is the
0-section.
Proof. This follows directly from Theorem 2.2.1: Since E is fibrant
for the Zariski-local, A1 model structure, E is homotopy invariant. In
consequence, for each T ∈ Sm/k, the canonical map
E(T )→ E(∆∗T )
is a weak equivalence. The desired isomorphism in HSpc(WZar) is
constructed by composing the isomorphisms
E(τ Xˆǫ (W ))→ E(∆
∗
W )← E(W ) = E(0W )→ E(∆
∗
0W
)← E(τ Nˆiǫ (0W )).

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3. Punctured tubular neighborhoods
The real interest is not in the tubular neighborhood τ Xˆǫ (W ), but
in the punctured tubular neighborhood τ Xˆǫ (W )
0. In this section, we
define this object and discuss its basic properties.
3.1. Definition of the punctured neighborhood. Let i : W → X
be a closed embedding in Sm/k. We have the closed embedding of
cosimplicial pro-schemes
iˆ : ∆∗W → ∆ˆ
∗
X,W ;
we let
jˆ : ∆ˆ∗X\W → ∆ˆ
∗
X,W
be the open complement ∆ˆnX\W := ∆ˆ
n
X,W \ ∆
n
W . Extending this con-
struction to all open subschemes of X , we have the co-presheaf on
WZar,
U = W \ F 7→ ∆ˆ∗(X\F )\U ,
which we denote by τ Xˆǫ (W )
0. The maps
jˆU : ∆ˆ
∗
(X\F )\U → ∆ˆ
∗
(X\F ),U
define the map jˆ : τ Xˆǫ (W )
0 → τ Xˆǫ (W ). The maps ∆ˆ
∗
U\W∩U → ∆
∗
U\W∩U
give us the map
π : τ Xˆǫ (W )
0 → ∆∗(X\W )Zar .
To give a really useful result on the presheaf E(τ Xˆǫ (W )
0), we will
need to impose additional conditions on E. These are
(1) E is homotopy invariant
(2) E satisfies Nisnevic excision
One important consequence of these properties is the purity theorem
of Morel-Voevodsky:
Theorem 3.1.1 (Purity [30]). Suppose E ∈ Spt(k) is homotopy in-
variant and satisfies Nisnevic excision. Then there is an isomorphism
in HSpt(WZar)
EWZar(X)→ E0WZar(Ni)
Let E(X/WZar) be the presheaf on WZar
W \ F 7→ E(X \ F )
and E(X \W ) the constant preheaf.
Let res : E(X/WZar) → E(τ Xˆǫ (W )), res
0 : E(X \W )→ E(τ Xˆǫ (W )
0)
be the pull-back by the natural maps τ Xˆǫ (W )(W \ F ) → X \ F ,
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τ Xˆǫ (W )
0 → X \W . Let E∆
∗
W (τ Xˆǫ (W )) ∈ Spt(WZar) be the homotopy
fiber of the restriction map
jˆ : E(τ Xˆǫ (W ))→ E(τ
Xˆ
ǫ (W )
0).
The commutative diagram in Spt(WZar)
E(X/WZar)
j∗
//
res

E(X \W )
res0

E(τ Xˆǫ (W )) jˆ∗
// E(τ Xˆǫ (W )
0)
induces the map of distinguished triangles
EWZar(X) //
ψ

E(X/WZar)
j∗
//
res

E(X \W )
res0

E∆
∗
W (τ Xˆǫ (W ))
// E(τ Xˆǫ (W )) j∗
// E(τ Xˆǫ (W )
0)
We can now state the main result for E(τ Xˆǫ (W )
0).
Theorem 3.1.2. Suppose that E ∈ Spt(k) is homotopy invariant and
satisfies Nisnevic excision. Let i : W → X be a closed embedding in
Sm/k. Then the map ψ is a Zariski local weak equivalence.
Proof. Let i∆∗ : ∆
∗
W → ∆
∗
X be the embedding id× i. For U =W \F ⊂
W , τ Xˆǫ (W )
0(U) is the cosimplicial scheme with n-cosimplices
τ Xˆǫ (W )
0(U)n = ∆ˆnX\F,U \∆
n
U
so we have the natural isomorphism
E∆
∗
W (τ Xˆǫ (W ))
∼= E
∆∗
WZar (∆∗X/WZar),
where E
∆∗
WZar (∆∗X/WZar)(W \F ) is the total spectrum of the simplicial
spectrum
n 7→ E∆
n
W\F (∆nX\F ).
The homotopy invariance of E implies that the pull-back
EW\F (X \ F )→ E∆
n
W\F (∆nX\F )
is a weak equivalence for all n, so we have the weak equivalence
EWZar(X)→ E∆
∗
WZar (∆∗X/WZar).
It follows from the construction that this is the map ψ, completing the
proof. 
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Corollary 3.1.3. There is a distinguished triangle in HSpt(WZar)
EWZar(X)→ E(WZar)→ E(τ
Xˆ
ǫ (W )
0)
Proof. By Theorem 2.2.1, the map iˆ∗ : E(τ Xˆǫ (W )) → E(∆
∗
WZar
) is a
weak equivalence; using homotopy invariance again, the map
E(WZar)→ E(∆
∗
WZar
)
is a weak equivalence. Combining this with Theorem 3.1.2 yields the
result. 
For homotopy invariant E ∈ Spt(k), we let
φE : E(τ
Nˆi
ǫ (0W ))→ E(τ
Xˆ
ǫ (W )).
be the isomorphism in HSpt(WZar) defined as the composition
E(τ Nˆiǫ (0W ))
∼= E(0W ) = E(W ) ∼= E(τ
Xˆ
ǫ (W )),
where the isomorphisms in the line above are given by Theorem 2.2.1.
Corollary 3.1.4. Suppose that E ∈ Spt(k) is homotopy invariant and
satisfies Nisnevic excision. Let i : W → X be a closed embedding in
Sm/k and let N0i = Ni \ 0W .
(1) The restriction maps
res : E(Ni/WZar)→ E(τ
Nˆi
ǫ (0W ))
res0 : E(N0i /WZar)→ E(τ
Nˆi
ǫ (0W )
0)
are weak equivalences in Spt(WZar).
(2) There is a canonical isomorphism in HSpt(WZar)
φ0E : E(τ
Nˆi
ǫ (0W )
0)→ E(τ Xˆǫ (W )
0)
(3) Consider the diagram (in HSpt(WZar))
E0WZar(Ni)i // E(Ni/WZar)
resE

// E(N0i /WZar)
res0
E

E0WZar(Ni) //
π

E(τ Nˆiǫ (0W ))
ˆjN
∗
//
φE

E(τ Nˆiǫ (0W )
0)
φ0
E

EWZar(X) // E(τ Xˆǫ (W )) jˆ∗
// E(τ Xˆǫ (W )
0)
EWZar(X) // E(X/WZar)
resE
OO
j∗
// E(X \W )
res0
E
OO
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The first and last rows are the homotopy fiber sequences defining the
presheaves E0WZar(Ni) and E
WZar(X), respectively, the second row and
third rows are the distinguished triangles of Theorem 3.1.2, and π is
the Morel-Voevodsky purity isomorphism. Then this diagram commutes
and each triple of vertical maps defines a map of distinguished triangles.
Proof. It follows directly from the weak equivalence (in Theorem 3.1.2)
of the homotopy fiber of
jˆ∗ : E(τ Xˆǫ (W ))→ E(τ
Xˆ
ǫ (W )
0)
with EWZar(X) that the triple (id, resE, res
0
E) defines a map of distin-
guished triangles. The same holds for the map of the first row to the
second row; we now verify that this latter map is an isomorphism of
distinguished triangles.
For this, let s : W → Ni be the zero-section. We have the isomor-
phism i∗W : E(τ
Nˆi
ǫ (0W )) → E(WZar) defined as the diagram of weak
equivalences
E(τ Nˆiǫ (0W ))
i∗
∆∗
WZar−−−−→ E(∆∗WZar)
ι0∗←− E(WZar).
From this, it is easy to check that the diagram
E(Ni/WZar)
resE
//
s∗
''P
P
P
P
P
P
P
P
P
P
P
P
E(τ Nˆiǫ (0W ))
i∗
W

E(WZar)
commutes in HSpt(WZar). As E is homotopy invariant, s∗ is an iso-
morphism, hence resE is an isomorphism as well. This completes the
proof of (1).
The proof of (2) and (3) uses the standard deformation diagram. Let
µ¯ : Y¯ → X × A1 be the blow-up of X × A1 along W , let µ¯−1[X × 0]
denote the proper transform, and let µ : Y → X × A1 be the open
subscheme Y¯ \ µ¯−1[X×0]. Let p : Y → A1 be p2◦µ. Then p
−1(0) = Ni,
p−1(1) = X×1 = X , and Y contains the proper transform µ¯−1[W×A1],
which is mapped isomorphically by µ to W × A1 ⊂ X × A1. We let
i˜i : W × A1 → Y be the resulting closed embedding. The restriction
of i˜ to W × 0 is the zero-section s :W → Ni and the restriction of i˜ to
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W × 1 is i : W → X . The resulting diagram is
(3.1.1) W
i0
//
s

W × A1
i˜

W
i1
oo
i

Ni
i0
//
p0

Y
p

X
i1
oo
p1

0
i0
// A1 1i1
oo
Together with Theorem 3.1.2, diagram (3.1.1) gives us two maps of
distinguished triangles:
[E0W×A1Zar(Y )→ E(τ Yˆǫ (W × A
1))→ E(τ Yˆǫ (W × A
1)0)]
i∗
1−→
[EWZar(X)→ E(τ Xˆǫ (W ))→ E(τ
Xˆ
ǫ (W )
0)]
and
[E0W×A1Zar(Y )→ E(τ Yˆǫ (W × A
1))→ E(τ Yˆǫ (W × A
1)0)]
i∗
0−→
[E0WZar(Ni)→ E(τ
Nˆi
ǫ (0W ))→ E(τ
Nˆi
ǫ (0W )
0)]
As above, we have the commutative diagram
E(τ Yˆǫ (W × A
1))
i∗
0
//
i∗
W×A1

E(τ Nˆiǫ (0W ))
i∗
W

E(W × A1)
i∗
0
// E(W ).
As E is homotopy invariant, the maps i∗W , i
∗
W×A1 and i
∗
0 : E(W×A
1)→
E(W ) are isomorphisms, hence
i∗0 : E(τ
Yˆ
ǫ (W × A
1))→ E(τ Nˆiǫ (0W ))
is an isomorphism. Similarly,
i∗1 : E(τ
Yˆ
ǫ (W × A
1))→ E(τ Xˆǫ (W ))
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is an isomorphism. The proof of the Morel-Voevodsky purity theorem
[30, Theorem 2.23] shows that
i∗0 : E
0
W×A1Zar(Y )→ E0W (Ni)
i∗1 : E
0
W×A1Zar(Y )→ EWZar(X)
are weak equivalences; the isomorphism π is by definition i∗1 ◦ (i
∗
0)
−1.
Thus, both i∗0 and i
∗
1 define isomorphisms of distinguished triangles,
and
i∗1 ◦ (i
∗
0)
−1 : E(τ Nˆiǫ (0W ))→ E(τ
Xˆ
ǫ (W ))
is the map φE . Defining φ
0
E to be the isomorphism
i∗1 ◦ (i
∗
0)
−1 : E(τ Nˆiǫ (0W )
0)→ E(τ Xˆǫ (W )
0)
proves both (2) and (3). 
Remarks 3.1.5. (1) It follows from the construction of φE and φ
0
E that
both these maps are natural in E.
(2) The maps φ0E are functorial in the embedding i : W → X in
the following sense: Suppose we have closed embeddings i1 : W → X ,
i2 : X → Y . Fix E and let φ0jE be the map corresponding to the em-
beddings ij , j = 1, 2. Similarly, φE , φ
0
E be the maps corresponding to
the embedding i := i2 ◦ i1. We have the evident maps
ι : τ Xˆǫ (W )
0 → τ Yˆǫ (W )
0 η : τ
Nˆi1
ǫ (W )
0 → τ
Nˆi2
ǫ (W )
0
Then the diagram
E(τ
Nˆi2
ǫ (W )0)
φ2E
//
η∗

E(τ Yˆǫ (W )
0)
ι∗

E(τ
Nˆi1
ǫ (W )0) φ1E
// E(τ Xˆǫ (W )
0)
commutes. This follows by considering the “double deformation dia-
gram” associated to the two embeddings i1, i2, as in the proof of the
functoriality of the Gysin morphism in [21, Chap. III, Proposition
2.2.1]. 
3.2. The exponential map. Let i : W → X be a closed embedding
in Sm/k with normal bundle Ni →W . We have the map
exp : Ni → X
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in Spc(k), defined as the composition Ni → W → X . We also have
the Morel-Voevodsky purity isomorphism
π : Th(Ni)→ X/(X \W )
in H(k), giving the commutative diagram in H(k)
(3.2.1) Ni //
exp

Th(Ni)
π

X // X/(X \W )
Since we have the homotopy cofiber sequences:
Ni \ 0W → Ni → Th(Ni)→ Σ(Ni \ 0W )+
X \W → X → X/(X \W )→ Σ(X \W )+
the diagram (3.2.1) induces a map
Σ(Ni \ 0W )+ → Σ(X \W )+
in H(k), however, this map is not canonical.
In this section we define a canonical map
exp0 : Σ∞(Ni \ 0W )+ → Σ
∞(X \W )+
in SHA1(k) which yields the map of distinguished triangles in SHA1(k):
Σ∞(Ni \ 0W )+
exp0

// Σ∞Ni+ //
exp

Σ∞Th(Ni)
π

Σ∞(X \W )+ // Σ
∞X+ // Σ
∞X/(X \W )
To define exp0, we apply Corollary 3.1.4 with E a fibrant model of
Σ∞(X \W )+. Denote the composition
E(X \W )
res0
E−−→ E(τ Xˆǫ (W )
0)(W )
(φ0
E
)−1
−−−−→ E(τ Nˆiǫ (0W )
0)(W )
(res0
E
)−1
−−−−−→ E(N0i )
by exp0∗E . Since E is fibrant, we have canonical isomorphisms
π0E(N
0
i )
∼= HomSH
A1
(k)(Σ
∞N0i+, E)
∼= HomSH
A1
(k)(Σ
∞N0i+,Σ
∞(X \W )+)
π0E(X \W ) ∼= HomSH
A1
(k)(Σ
∞(X \W )+, E)
∼= HomSH
A1
(k)(Σ
∞(X \W )+,Σ
∞(X \W )+)
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so exp0∗E induces the map
HomSH
A1
(k)(Σ
∞(X \W )+,Σ
∞(X \W )+)
exp0∗
E−−−→ HomSH
A1
(k)(Σ
∞N0i+,Σ
∞(X \W )+).
We set
exp0 := exp0∗E (id).
To finish the construction, we show
Proposition 3.2.1. The diagram, with rows the evident homotopy
cofiber sequences,
Σ∞(Ni \ 0W )+
exp0

// Σ∞Ni+ //
exp

Σ∞Th(Ni)
π

∂
// ΣΣ∞(Ni \ 0W )+
Σexp0

Σ∞(X \W )+ // Σ
∞X+ // Σ∞X/(X \W )
∂
// ΣΣ∞(X \W )+
commutes in SHA1(k).
Proof. It suffices to show that, for all fibrant E ∈ Spt(k), the diagram
formed by applying HomSH
A1
(k)(−, E) to our diagram commutes. This
latter diagram is the same as applying π0 to the diagram
(3.2.2) E(Ni \ 0W ) E(Ni)oo E0W (Ni)oo ΩE(Ni \ 0W ))
∂
oo
E(X \W )
exp0∗
OO
E(X)
exp∗
OO
oo EW (X)
π∗
OO
oo ΩE(X \W )
∂
oo
Ωexp0∗
OO
where the rows are the evident homotopy fiber sequences. It follows by
the definition of exp0 and exp that this diagram is just the “outside” of
the diagram in Corollary 3.1.4(3), extended to make the distinguished
triangles explicit. Thus the diagram (3.2.2) commutes, which finishes
the proof. 
Remark 3.2.2. The exponential maps exp and exp0 are functorial with
respect to composition of embeddings, in the sense of the functoriality
of the maps φE , φ
0
E described in Remark 3.1.5. This follows from the
functoriality of the maps φE , φ
0
E . 
4. Neighborhoods of normal crossing schemes
We extend our results to the case of a strict normal crossing divisor
W ⊂ X by using a Mayer-Vietoris construction.
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4.1. Normal crossing schemes. LetD be a reduced effective Cartier
divisor on a smooth k-scheme X with irreducible components D1,. . .,
Dm. For each I ⊂ {1, . . . , m}, we set
DI := ∩i∈IDi
We let |D| denote the support of D, i : |D| → X the inclusion. For
each I 6= ∅, we let ιI : DI → |D|, iI : DI → X be the inclusions; for
I ⊂ J ⊂ {1, . . . , m} we have as well the inclusion iI,J : DJ → DI . Let
D(n) := ∪|I|=nDI , D˜(n) := ∐|I|=nDI , i(n) : D(n) → X , ι(n) : D(n) → |D|
the inclusions and π(n) : D˜
(n) → |D|, p(n) : D˜(n) → X the evident maps.
Recall that D is a strict normal crossing divisor if each for each I,
DI is smooth over k and codimXDI = |I|.
We extend this notion a bit: We call a closed subscheme D ⊂ X a
strict normal crossing subscheme if X is in Sm/k and there is a smooth
locally closed subscheme Y ⊂ X containing D such that D is a strict
normal crossing divisor on Y
4.2. The tubular neighborhood. Let D ⊂ X be a strict normal
crossing subscheme with irreducible components D1, . . . , Dm. For each
I ⊂ {1, . . . , m}, I 6= ∅, we have the tubular neighborhood co-presheaf
τ Xˆǫ (DI) on DI ; taking the disjoint union gives the co-presheaf τ
Xˆ
ǫ (D˜
(n))
on D(n). The various inclusions iI,J give us the maps of co-presheaves
iˆI,J : iI,J∗(τ
Xˆ
ǫ (DJ))→ τ
Xˆ
ǫ (DI);
pushing forward by the maps ιI yields the diagram of co-presheaves on
|D|
(4.2.1) I 7→ ιI∗(τ
Xˆ
ǫ (DI))
indexed by the non-empty I ⊂ {1, . . . , m}. We have as well the diagram
of identity co-presheaves
(4.2.2) I 7→ ιI∗(DI)
and the natural transformation ιˆ|D|, induced by the collection of maps
ιˆDI : DI → τ
Xˆ
ǫ (DI).
Now take E ∈ Spt(k). Applying E to the diagram (4.2.1) yields the
diagram of presheaves on |D|
I 7→ iI∗[E(τ
Xˆ
ǫ (DI))].
Applying E to (4.2.2) yields the diagram of presheaves on |D|
I 7→ iI∗[E(DI)].
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Definition 4.2.1. For D ⊂ X a strict normal crossing subscheme
and E ∈ Spt(k), we let τ Xˆǫ (DZar) denote the diagram of co-presheaves
(4.2.1), and set
E(τ Xˆǫ (D)) := holim
I 6=∅
iI∗[E(ιI∗(τ
Xˆ
ǫ (DI))].
We let DZar denote the diagram (4.2.2), and set
E(DZar) := holim
I 6=∅
iI∗[E(DIZar)].

The natural transformation ιˆ|D| yields the maps of presheaves on
|D|Zar
ιˆ∗|D| : E(τ
Xˆ
ǫ (D))→ E(DZar).
Proposition 4.2.2. The map ιˆ∗|D| is a Zariski-local weak equivalence.
Proof. By Theorem 2.2.1, the maps ιˆDI are Zariski-local weak equiva-
lences. The result follows from this and [6]. 
Remark 4.2.3. One could also attempt a more direct definition of τ Xˆǫ (D)
by just using our definition in the smooth case i : W → X and replac-
ing the smoothW with the normal crossing scheme D, in othere words,
the co-presheaf on |D|Zar
|D| \ F 7→ ∆ˆ∗X\F,|D|\F .
Labeling this choice τ Xˆǫ (D)naive, and considering τ
Xˆ
ǫ (D)naive as a con-
stant diagram, we have the evident map of diagrams
φ : τ Xˆǫ (D)→ τ
Xˆ
ǫ (D)naive
We were unable to determine if φ induces a weak equivalence after
evaulation on E ∈ Spt(k), even assuming that E is homotopy invariant
and satisfies Nisnevic excision. We were also unable to construct such
an E for which φ fails to be a weak equivalence. 
4.3. The punctured tubular neighborhood. To define the punc-
tured tubular neighborhood τ Xˆǫ (D)
0, we proceed as follows: Fix an
index I ⊂ {1, . . . , m}, I 6= ∅. Let p : X ′ → X , s : DI → X
′ be a
Nisnevic neighborhood of DI in X , and let |D|X′ = p−1(|D|). Sending
X ′ → X to ∆n|D|
X′
gives us the pro-scheme ∆ˆnX,|D|,DI , and the closed
embedding ∆ˆnX,|D|,DI → ∆ˆ
n
X,DI
. Varying n, we have the cosimplicial
pro-scheme ∆ˆ∗X,|D|,DI , and the closed embedding ∆ˆ
∗
X,|D|,DI
→ ∆ˆ∗X,DI .
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For U = DI \ F an open subscheme of DI , we set
τ Xˆǫ (D,DI)
0(U) := ∆ˆ∗X\F,U \ ∆ˆ
∗
X\F,|D|\F,U
This forms the co-presheaf τ Xˆǫ (D,DI)
0 on DI . The open immersions
jˆI(U) : τ
Xˆ
ǫ (D,DI)
0(U)→ τ Xˆǫ (D,DI)(U)
give the map of co-presheaves
jˆI : τ
Xˆ
ǫ (D,DI)
0 → τ Xˆǫ (D,DI).
For J ⊂ I, we have the map iˆJ,I : ∆ˆ∗X,DI → ∆ˆ
∗
X,DJ
and
iˆ−1J,I(∆ˆ
∗
X,|D|,DJ
) = ∆ˆ∗X,|D|,DI .
Thus, we have the map iˆ0J,I : τ
Xˆ
ǫ (D,DI)
0 → τ Xˆǫ (D,DJ)
0 and the dia-
gram of co-presheaves on |D|
(4.3.1) I 7→ ιI∗(τ
Xˆ
ǫ (DI)
0)
which we denote by τ Xˆǫ (D)
0. The maps jˆI define the map jˆ∗ : τ
Xˆ
ǫ (D)
0 →
τ Xˆǫ (D). Similarly, the maps πI : τ
Xˆ
ǫ (D)→ X induce the map
π0 : τ Xˆǫ (D)
0 → X \ |D|,
where we consider X \ |D| the constant diagram.
Definition 4.3.1. For E ∈ Spt(k), let E(τ Xˆǫ (D)
0) be the presheaf on
|D|Zar,
E(τ Xˆǫ (D)
0) := holim
∅6=I⊂{1,...,m}
ιI∗E(τ
Xˆ
ǫ (DI)
0).

The map jˆ∗ defines the map of presheaves
jˆ∗ : E(τ Xˆǫ (D))→ E(τ
Xˆ
ǫ (D)
0).
We let E|D|(τ Xˆǫ (D)) denote the homotopy fiber of jˆ
∗. Via the commu-
tative diagram
E(X)
π∗

j∗
// E(X \ |D|)
π0∗

E(τ Xˆǫ (D)) jˆ∗
// E(τ Xˆǫ (D))
0
we have the canonical map
π∗|D| : E
|D|(X)→ E|D|(τ Xˆǫ (D)).
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We want to show that the map π∗|D| is a weak equivalence, assuming
that E is homotopy invariant and satisfies Nisnevic excision. We first
consider a simpler situation.
We recall the simplicial structure on E|D|(τ Xˆǫ (D)) induced by the
cosimplicial structure on the co-presheaves τ Xˆǫ (DI) and τ
Xˆ
ǫ (DI)
0. In
fact, letting
E(τ Xˆǫ (D))n := holim
I 6=∅
ιI∗E(∆ˆ
n
Xˆ,DIZar
)
E(τ Xˆǫ (D)
0)n := holim
I 6=∅
ιI∗E(∆ˆ
n
Xˆ,DIZar
\∆n|D|)
and setting
E|D|(τ Xˆǫ (D))n := hofib(jˆ
∗
n : E(τ
Xˆ
ǫ (D))n → E(τ
Xˆ
ǫ (D)
0)n),
it follows from the fact that the homotopy limit is over a finite category
that E(τ Xˆǫ (D)), E(τ
Xˆ
ǫ (D)
0) and E|D|(τ Xˆǫ (D)) are the total presheaves
of spectra associated to the simplical presheaves
n 7→ E(τ Xˆǫ (D))n
n 7→ E(τ Xˆǫ (D)
0)n
n 7→ E|D|(τ Xˆǫ (D))n
respectively. The map π∗|D| is defined by considering E
|D|(X) as a
constant simplicial object. Let
π∗|D|,0 : E
|D|(X)→ E|D|(τ Xˆǫ (D))0
be the map of E|D|(X) to the 0-simplices of E|D|(τ Xˆǫ (D)).
Lemma 4.3.2. Suppose that E satisfies Nisnevic excision and D is a
strict normal crossing subscheme of X. Then π∗|D|,0 is a weak equiva-
lence.
Before we give the proof of this lemma, we prove an elementary result
on Nisnevic neighborhoods.
Lemma 4.3.3. Let x be a smooth point on a finite type k-scheme X, let
O = OX,x and let Y = SpecO. Let D,E ⊂ Y be smooth subschemes
intersecting transversely and let C = D ∩ E. Let p : Yˆ hD → Y , q :
Yˆ hC → Y be the canonical maps and let EˆD = p
−1(E), EˆC = q
−1(E).
Then there is a canonical Y -morphism f : Yˆ hC → Yˆ
h
D. In addition,
f−1(EˆD) = EˆC and f restricts to an isomorphism EˆC → EˆD.
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Proof. Since Y is local, the pro-schemes Yˆ hD and YˆC are represented by
local Y -schemes. Since every Nisnevic neighborhood of D in Y gives a
Nisnevic neighborhood of C in Y , we have the canonical Y -morphism
f : Yˆ hC → YˆD.
As Y = SpecO is local, we have a co-final family of e´tale morphisms
Y ′ → Y of the form Y ′ = Spec (O[T ]/F )G, i.e., the localization of
O[T ]/F with respect to some G ∈ O[T ], where (∂F/∂T, F ) is the unit
ideal in O[T ]G. Those Y ′ → Y of this form which give a Nisnevic neigh-
borhood of D are those for which F contains a linear factor, modulo
the ideal ID of D. We have a similar description of a cofinal family
of Nisnevic neighborhoods of C in Y , and of C in E. In particular,
it follows that the Nisnevic neighborhoods of C in E which are the
pull-back to E of Nisnevic neighborhood of D in Y are co-final in the
system of all Nisnevic neighborhoods of C in E. Thus
p−1(E) ∼= EˆhC .
A similar reasoning shows that q−1(C) ∼= EˆhC , whence the lemma. 
proof of Lemma 4.3.2. Write D as a sum, D =
∑m
i=1Di with each Di
smooth (but not necessarily irreducible), and with m minimal. We
proceed by induction on m.
For m = 1, Nisnevic excision implies that the natural map
E|D|(X)→ E|D|(Xˆh|D|)
is a weak equivalence. Noting that E|D|(Xˆh|D|) → E
|D|(τ Xˆǫ (D))0 is a
weak equivalence since D is smooth proves the result in this case.
Before proceeding to the general case, we note that, for W1,W2 ⊂ Y
closed subsets of Y ∈ Sm/k, if W = W1 ∪W2, the square
EW1∩W2(Y ) //

EW1(Y )

EW2(Y ) // EW (Y )
is homotopy cartesian. This follows easily from the Mayer-Vietoris
property of E with respect to Zariski open subschemes, which in turn
is a direct consequence of Nisnevic excision.
Now assume the result for m−1. Let D′ =
∑m
i=2Di and write |D| =
D1∪|D′|. We break up the diagram τ Xˆǫ (D)
0 into three pieces: the single
co-presheaf τ Xˆǫ (D1)
0, the diagram τ Xˆǫ (D∗≥2)
0, which is I 7→ τ Xˆǫ (DI)
0,
1 6∈ I, and the diagram τ Xˆǫ (D1,∗≥2)
0, which is I 7→ τ Xˆǫ (DI)
0, 1 ∈ I,
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|I| ≥ 2. We let E(τ Xˆǫ (D∗≥2)
0), E(τ Xˆǫ (D1,∗≥2)
0) denote the respective
homotopy limits.
The evident maps of diagrams
τ Xˆǫ (D1,∗≥2)
0 → τ Xˆǫ (D1)
0
τ Xˆǫ (D1,∗≥2)
0 → τ Xˆǫ (D∗≥2)
0
give the homotopy cartersian diagram
E(τ Xˆǫ (D)
0)0
//

E(τ Xˆǫ (D1)
0)0

E(τ Xˆǫ (D∗≥2)
0)0
// E(τ Xˆǫ (D1,∗≥2)
0)0
If we perform the similar decomposition for the diagram τ Xˆǫ (D),
giving the diagrams τ Xˆǫ (D1), τ
Xˆ
ǫ (D∗≥2) and τ
Xˆ
ǫ (D1,∗≥2)
0, we note that
τ Xˆǫ (D∗≥2) = τ
Xˆ
ǫ (D
′)
τ Xˆǫ (D1,∗≥2)
0 = τ Xˆǫ (D
′ ∩D1)
so we have the homotopy cartesian square
E(τ Xˆǫ (D))0
//

E(τ Xˆǫ (D1))0

E(τ Xˆǫ (D
′))0
// E(τ Xˆǫ (D
′ ∩D1))0
Letting E|D|1(τ Xˆǫ (D1))0, E
|D|′(τ Xˆǫ (D
′))0 and E
|D|′
1(τ Xˆǫ (D
′∩D1)0 be the
homotopy fibers of the restriction maps E(τ Xˆǫ (D1))0 → E(τ
Xˆ
ǫ (D1)
0)0,
etc., we have the homotopy cartesian square
E|D|(τ Xˆǫ (D))0
//

E|D|1(τ Xˆǫ (D1))0

E|D|
′
(τ Xˆǫ (D
′))0
// E|D|
′
1(τ Xˆǫ (D
′ ∩D1))0
We now break up the terms in this last diagram using Mayer-Vietoris
for closed subsets. Let π1 : Xˆ
h
D1
→ X be the canonical map, and
let |D′|1 = π
−1
1 (|D
′|). Then |D|1 = |D1| ∪ |D
′|1, and |D1| ∩ |D
′|1 =
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|D1| ∩ |D′|. By Nisnevic excision, the canonical maps
E|D1|∩|D
′|(X)→ E|D1|∩|D
′|(XˆhD1) =: E
|D1|∩|D′|(τ Xˆǫ (D1))0
E|D1|(X)→ E|D1|(XˆhD1) =: E
|D1|(τ Xˆǫ (D1))0
are weak equivalences, so we have the homotopy cartesian square
E|D1|∩|D
′|Zar(X) //

E|D1|Zar(X)

E|D
′|1(τ Xˆǫ (D1))0
// E|D|1(τ Xˆǫ (D1))0
Now let |D1|′I be the inverse image of |D1| under Xˆ
h
D′
I
→ X . Simi-
larly, let |D1|
′
1I and |D
′|′1I be the inverse images of |D1| and |D
′| under
XˆhD′
I
∩D1
→ X , respectively. We define presheaves
E|D1|
′
(τ Xˆǫ (|D|
′))0(|D| \ F ) := holim
I
E|D1|
′
I
\F (XˆhD′
I
\ F )
E|D1|
′
1(τ Xˆǫ (D
′ ∩D1))0(|D| \ F ) := holim
I
E|D1|
′
1I
\F (XˆhD′
I
∩D1 \ F )
E|D
′|′
1(τ Xˆǫ (D
′ ∩D1))0(|D| \ F ) := holim
I
E|D
′|′
1I
\F (XˆhD′
I
∩D1 \ F )
Using a similar argument as above, together with our induction hy-
pothesis, we have homotopy cartesian squares
E|D1|∩|D
′|Zar(X) //

E|D1|
′
(τ Xˆǫ (|D|
′))0

E|D
′|Zar(X) // E|D|
′
(τ Xˆǫ (|D|
′))0
and
E|D1|∩|D
′|Zar(X) //

E|D1|
′
1(τ Xˆǫ (D
′ ∩D1))0

E|D
′|′
1(τ Xˆǫ (D
′ ∩D1))0
// E|D|
′
1(τ Xˆǫ (D
′ ∩D1))0.
We claim that the maps XˆhD′
I
∩D1
→ XˆhD′
I
and XˆhD′
I
∩D1
→ XˆhD1 induce
Zariski-local weak equivalences
E|D
′|1(τ Xˆǫ (D1))0 → E
|D′|′
1(τ Xˆǫ (D
′ ∩D1))0
E|D1|
′
(τ Xˆǫ (|D|
′))0 → E
|D1|′1(τ Xˆǫ (D
′ ∩D1))0
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For the first map, let p : X ′ → X , s : D1 → X ′ be a Nisnevic
neighborhood of D1, and let D
′′′ := p−1(D′). By induction, the map
ED
′′
(X ′)→ ED
′
(τ Xˆ
′
ǫ (D
′′)0
is a weak equivalence. Passing to the pro-scheme XˆhD1 , we have the
weak equivalence
EDˆ
′
(XˆhD1)0 → E
Dˆ′(τ
̂ˆ
Xh
D1
ǫ (Dˆ
′))0,
where Dˆ′ is the inverse image of D′ under XˆhD1 → X .
The left-hand side of this equivalence is just E|D
′|1(τ Xˆǫ (D1))0. For
each I ⊂ {2, . . . , m}, we have the natural map of co-presheaves
f : Xˆh(D′∩D1)I → (
̂ˆ
XhD1)
h
Dˆ′
I
By Lemma 4.3.3, for each x ∈ (D′ ∩D1)I the stalk fx of f at x defines
a Nisnevic neighborhood of the localization (Dˆ′I)x of Dˆ
′
I at x, and fx
identifies the localization (|D′|′1)I,x of (|D
′|′1)I with (Dˆ
′
I)x. Thus, using
Nisnevic excision for E, the map
f ∗ : EDˆ
′
(τ
̂ˆ
Xh
D1
ǫ (Dˆ
′))0 → E
|D′|′
1(τ Xˆǫ (D
′ ∩D1))0
is a Zariski-local weak equivalence, as claimed.
The proof that the second map is a weak equivalence is similar, but
simpler: one applies the above argument to each term in the diagram
(indexed by the components of D′) defining τ Xˆǫ (|D|
′)0 to show that
the map is a term-by-term weak equivalence; one need not use the
induction hypothesis in this case.
Thus, putting the four homotopy cartesian squares together yields
the homotopy cartesian square
E|D1|∩|D
′|Zar(X) //

E|D1|Zar(X)

E|D
′|Zar(X) // E|D|(τ Xˆǫ (D))
Comparing this with the Mayer-Vietoris square
E|D1|∩|D
′|Zar(X) //

E|D1|Zar(X)

E|D
′|Zar(X) // E|D|Zar(X)
yields the result. 
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Proposition 4.3.4. Suppose that E is homotopy invariant and satis-
fies Nisnevic excision, and D is a strict normal crossing subscheme of
X. Then π∗|D| is a weak equivalence.
Proof. Let p : ∆n|D| → |D| be the projection. Applying Lemma 4.3.2 to
the strict normal crossing subscheme ∆nD of ∆
n
X , the map
p∗E
|∆∗
D
|Zar(∆∗X)→ E
|D|(τ Xˆǫ (D))
is a weak equivalence. Indeed, E|D|(τ Xˆǫ (D)) is a simplicial object with
n-simplices p∗E
|∆n
D
|(τ
∆̂n
X
ǫ (∆nD))0. Since E is homotopy invariant, the
map
p∗ : E|D|Zar(X)→ p∗E
|∆∗
D
|Zar(∆∗X)
is a (pointwise) weak equivalence, whence the result. 
We can now state and prove the main result for strict normal crossing
schemes.
Theorem 4.3.5. Let D be a strict normal crossing scheme on some
X ∈ Sm/k and take E ∈ Spt(k) which is homotopy invariant and sat-
isfies Nisnevic excision. Then there is a natural distinguished triangle
in HSpt(|D|Zar)
E|D|Zar(X)
αD−−→ E(DZar)
βD−→ E(τ Xˆǫ (D)
0)
Proof. By Proposition 4.3.4, we have a weak equivalence E|D|Zar(X)→
E|D|(τ Xˆǫ (D)). By Proposition 4.2.2, we have a Zariski local weak equiv-
alence E(τ Xˆǫ (D)) → E(DZar). Since E
|D|(τ Xˆǫ (D)) is by definition the
homotopy fiber of the restriction map E(τ Xˆǫ (D)) → E(τ
Xˆ
ǫ (D)
0), the
result is proved. 
Remark 4.3.6. From the work of Voevodsky [42], Ayoub [2] and Ro¨ndigs
[34], one has the general machinery of “Grothendieck’s six functors” in
the setting of the motivic stable homotopy category SH(S) over a
scheme S (under certain conditions on S). For i : D → X a strict nor-
mal crossing scheme with complement j : U → X , and for E ∈ SH(U),
one has in particular the object i∗j∗E of SH(S). One should view our
construction E(τ Xˆǫ (D)
0) as a weak version of this, where first of all
the input E is in the category SHA1(U), and the output E(τ
Xˆ
ǫ (D)
0) is
in HSpt(|D|Zar). In particular, E(τ Xˆǫ (D)
0) is only defined on Zariski
open subsets of |D|, rather than on all of Sm/|D|. 
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5. Limit objects
The main interest in these constructions is to define the limit values
limt→0E(Xt) for a semi-stable degeneration X → (C, 0).
5.1. Path spaces. Let Y be a k-scheme. The free path space on Y
is defined to be the cosimplicial scheme PY with n-cosimplices Y n+2.
The structure maps are defined as follows: Label the factors in Y n+2
from 0 to n + 1. Send δni : [n]→ [n + 1] to
(y0, . . . yn+1) 7→ (y0, . . . , yi−1, yi, yi, yi+1, yn+1)
and send sni : [n]→ [n− 1] to
(y0, . . . yn+1) 7→ (y0, . . . , yi−1, yi+1, yn+1).
Projection on the first and last factors define the map π : PY → Y ×kY ;
we thus have two structures of a cosimplicial Y -scheme on PY : π1 :
PY → Y and π2 : PY → Y , with πi := pi ◦ π.
For a pointed k-scheme (Y, y : Spec k → Y ), set
PY (y) := PY ×(π2,y) Spec k.
Now let p : Y → Y be a Y -scheme. Set
PY/Y (y) := Y ×(p,π1) PY (y)
We extend this definition to cosimplicial Y -schemes in the evident man-
ner: if Y• → Y is a cosimplicial Y -scheme, we have the bi-cosimplicial
Y -scheme PY•/Y (y); the extension to functors from some small category
to cosimplicial Y -schemes is done in the same way.
Denoting the pointed k-scheme (Y, y) by Y∗, we write PY∗ for PY (y)
and PY•/Y∗ for PY•/Y (y).
For E ∈ Spt(k), we have the simplicial spectrum E(PY/Y∗ .
Lemma 5.1.1. Let Y → A1 be a map of smooth k-schemes, and let
E ∈ Spt(k) be homotopy invariant. Then the pull-back
p∗1 : E(Y)→ E(PY/A1(0))
is a weak equivalence.
Proof. PY/A1(0) has n-cosimplices Y×kA
n and the map p1 : PY/A1(0)→
Y on n-cosimplices is just the projection s Y ×k An → Y . Since E is
homotopy invariant,
p∗1 : E(Y)→ E(PY/A1(0))
is a termwise weak equivalence, hence a weak equivalence. 
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5.2. Limit structures. For our purposes, a semi-stable degeneration
need not be proper, so even if this is somewhat non-standard terminol-
ogy, we use the following definition:
Definition 5.2.1. A semi-stable degeneration is a morphism p : X →
(C, 0), where (C, 0) is a smooth pointed local curve over k, C =
SpecOC,0, X is a smooth irreducible k-scheme, p is dominant, smooth
over C \ 0 and p−1(0) := X0 is a strict normal crossing divisor on X .

For the rest of this section, we fix a semi-stable degeneration X →
(C, 0). We denote the open complement of X0 by X 0. We write Gm
for the pointed k-scheme (A1 \ {0}, 1) (we sometimes tacitly forget the
base-point).
Fix a uniformizing parameter t ∈ OC,0, giving the morphism t :
(C, 0)→ (A1k, 0), which restricts to t : C \ 0→ Gm. Let p[t] : X → A
1
be the composition t ◦ p, and let p[t]0 : X 0 → Gm be the restriction
of p[t]. Composing p[t] with the canonical morphism τ Xˆǫ (X0)
0 → X0
yields the map
pˆ[t]0 : τ Xˆǫ (X0)
0 → Gm.
This makes τ Xˆǫ (X0)
0 a diagram of co-presheaves (on X0Zar) of cosim-
plicial schemes over Gm, so we have the diagram of cosimplicial co-
presheaves on X0Zar:
I 7→ Pτ Xˆǫ (X0)0I/Gm
.
Here I runs over subsets of {1, . . . , m}, where X10 , . . . , X
m
0 are the ir-
reducible components of X0. We denote this diagram by
lim
t→0
Xt.
Now let E be in Spt(k). For each I ⊂ {1, . . . , m}, we have the
presheaf of bisimplicial spectra on X0Zar, E(Pτ Xˆǫ (X0)0I/Gm
), giving us the
functor
I 7→ E˜(Pτ Xˆǫ (X0)0I/Gm
).
where ˜ means fibrant model. Taking the homotopy limit over I of the
associated diagram of presheaves of total spectra gives us the fibrant
presheaf of spectra E(limt→0Xt). Taking the global sections gives us
the spectrum E(limt→0Xt)(X0), which we denote by limt→0E(Xt).
Proposition 5.2.2. Suppose E is homotopy invariant and satisfies
Nisnevic excision. Then
(1) There is a canonical map in HSpt(X0Zar):
E(X0Zar)
γX−→ E(lim
t→0
Xt).
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(2) If X0 is smooth, then γX is an isomorphism.
Proof. We repeat the construction of the diagram limt→0Xt, replac-
ing the punctured tubular neighborhood τ Xˆǫ (X0)
0 with the full tubular
neighborhood τ Xˆǫ (X0). We let E(Pτ Xˆǫ (X0)/A1(1)) denote the homotopy
limit of the diagram of presheaves on X0Zar
I 7→ E˜(Pτ Xˆǫ (X0)I/A1(1)).
By Lemma 5.1.1, the map
p∗1 : E(τ
Xˆ
ǫ (X0))→ E˜(Pτ Xˆǫ (X0)/A1(1))
is a weak equivalence. By Theorem 2.2.1 (and the homotopy invariance
of E),
i∗X0 : E˜(τ
Xˆ
ǫ (X0))→ E(X0Zar)
is also a weak equivalence. We thereby have the canonical isomorphism
E˜(Pτ Xˆǫ (X0)I/A1(1))
∼= E(X0)
The inclusions τ Xˆǫ (X0)
0 → τ Xˆǫ (X0) give the map of diagrams
Pτ Xˆǫ (X0)0I/A1\{0}
(1)→ Pτ Xˆǫ (X0)I/A1(1)
and thus the restriction map
ρ∗ : E(Pτ Xˆǫ (X0)/A1(1))→ E(limt→0
Xt).
Composing with the isomorphism described above yields the canonical
map γX .
For (2), fix a point x ∈ X0. There is a Zariski neighborhood U of
x in X0 and a Nisnevic neighborhood X
′ → X of U in X which is
isomorphic to a Nisnevic neighborhood of U in U×A1. Thus it suffices
to prove the result in the case X = X0 × A1, (C, 0) = (A1, 0) and
p = p2 : X → A1.
For each smooth k-scheme T , the canonical map τ
ˆX0×A1
ǫ (X0 × 0)→
X0 × A1 induces a weak equivalence
E(T ×k X0Zar × A
1)→ E(T ×k τ
ˆX0×A1
ǫ (X0 × 0))
Similarly, we have the weak equivalence
E(T ×k X0Zar ×Gm)→ E(T ×k τ
ˆX0×A1
ǫ (X0 × 0)
0).
Applying these term-by-term with respect to the cosimplicial schemes
we have weak equivalences (assuming X = X0 × A1)
E(Pτ Xˆǫ (X0)/A1(1))(U)→ E(U ×PA1(1))
E(Pτ Xˆǫ (X0)0/A1\{0}(1))(U)→ E(U × PA1\{0}(1))
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so we need only show that
E(U ×PA1(1))→ E(U ×PA1\{0}(1))
is a weak equivalence for all U .
As in the proof of (1), the projection U × PA1(1) → U induces a
weak equivalence
E(U)→ E(U × PA1(1))
so we need only show that the projection U×PGm → U induces a weak
equivalence
E(U)→ E(U ×PGm)
Let skNE(U × PA1\{0}(1)) denote the N -skeleton of the simplicial
spectrum E(U × PGm), with respect to the simplicial structure
n 7→ E(U × PGm)
n).
Then, since Sm is compact,
(5.2.1) πm(E(U ×PGm)) = lim
N→∞
πm(skNE(U × PGm)).
We have the strongly convergent (homological) spectral sequence
E1p,q = πqskNE(U ×P
p
Gm
) =⇒ πp+qskNE(U × PGm)
Taking the limit in N and using (5.2.1), this gives us the convergent
spectral sequence
E1p,q = πqE(U ×P
p
Gm
) =⇒ πp+qE(U ×PGm)
Let T be a smooth k-scheme. The homotopy fiber sequence
ET×0(T × A1)→ E(T × A1)→ E(T ×Gm)
is split by the map i∗1 : E(T ×Gm)→ E(T ) and the weak equivalence
i∗1 : E(T × A
1)→ E(T ). Thus for every n, we have
πn(E(T ×Gm)) = πnE(T )⊕ πn−1E
T×0(T × A1).
To make the calculation of the E2-term easier, we replace the E1-
complex with the normalized subcomplex NE1. Let t1, . . . , tn be the
standard coordinates on Gnm, and define new coordinates x1, . . . , xn by
xi :=
{
tit
−1
i+1 for i = 1, . . . , n− 1
tn for i = n
Under this change of coordinate, PGm becomes the cosimplicial scheme
with n-cosimplices Gn+1m and coface maps
di(x1, . . . , xn) = (x1, . . . , xi−1, 1, xi, . . . , xn)
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for i = 0, . . . , n. Using the notation ΩP1E(T ) for E
T×0(T × A1), we
thus have
NE1p,q = πq−p−1(Ω
p+1
P1
E)(U)⊕ πq−p(Ω
p
P1
E)(U).
The differential NE1p,q → NE
1
p−1,q is the projection on πq−p(Ω
p
P1
E)(U)
followed by the identity inclusion. Thus the spectral sequence degen-
erates at E2 and gives
πnE(U ×PA1\{0}(1)) = E
2
0,n = πnE(U).
The result follows easily from this. 
6. The monodromy sequence
In this section, we construction the monodromy sequence for the
limit object E(limt→0Xt). As pointed out to us by J. Ayoub, one needs
to restrict E quite a bit. We give here a theory valid for presheaves of
complexes of Q-vector space on Sm/k which are homotopy invariant
and satisfy Nisnevic excision.
6.1. Presheaves of complexes. For a noetherian ring R, we let CR
denote the category of (unbounded) homological complexes of R-mod-
ules, CR≥0 the full subcategory of CR consisting of complexes which
are zero in strictly negative degrees.
By the Dold-Kan equivalence, we may identify CR≥0 with the cat-
egory of simplicial R-modules SpcR. The forgetful functor SpcR →
Spc∗ allows us to use the standard model structure on Spc∗ to induce
a model structure on SpcR, i.e., cofibrations are degreewise monomor-
phisms, weak equivalences are homotopy equivalences on the geometric
realization and fibrations are maps with the RLP for trivial cofibra-
tions. This induces a model structure on CR≥0 with weak equivalence
the quasi-isomorphisms; the suspension functor is the usual (homologi-
cal) shift operator: ΣC := C[1], C[1]n := Cn−1, dC[1],n = −dC,n−1. This
model structure is extended to CR by identifying CR with the category
of “spectra in CR≥0”, i.e., sequences (C
0, C1, . . .) with bonding maps
ǫn : C
n[1] → Cn+1. The model structure on Spt induces a model
structure on spectra of simplicial R-modules, and thus a model struc-
ture on CR, with weak equivalences the quasi-isomorphisms. Thus the
homotopy category HCR is just the unbounded derived category DR.
Similarly, for a category C, the model structure for the presheaf cat-
egory Spt(C) gives a model structure for presheaves of complexes on C,
CR(C) with weak equivalences the pointwise quasi-isomorphisms, and
homotopy category the derived category DR(C). We may introduce
a topology (e.g., the Zariski or Nisnevic topology), giving the model
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categories CR(XZar), CRZar(Sm/B), CR(XNis), CRNis(Sm/B). These
have homotopy categories equivalent to the derived categories (on the
small or big sites) DR(XZar), DRZar(Sm/S), DR(XNis), DRNis(Sm/S),
respectively. Finally, we may consider the A1-localization, giving the
Nisnevic-local A1-model structure CRA1(Sm/BNis) with homotopy cat-
egory DRA1(B).
Let I be a category F : I → CR a functor. Since we can consider F
as a spectrum valued-functor by various equivalences described above,
we may form the complex holimI F . Explicitly, this is the following
complex: One first forms the cosimplicial complex holimIF with n-
cosimplices
holimIF
n :=
∏
σ=(σ0→...→σn)∈N (I)n
F (σn).
For g : [m] → [n], with g(m) = m′ ≤ n, the σ-component of the
map holimIF
n(g) sends
∏
xτ to F (σm′ → σn)(xg∗(σ)). The com-
plex holimI F is then the total complex of the double complex n 7→
holimIF
n and second differential the alternating sum of the coface
maps. This construction being functorial and preserving quasi-iso-
morphisms, it passes to the derived category DR(C). If I is a finite cat-
egory, the construction commutes with filtered colimits, hence passes
to the Zariski- and Nisnevic-local derived categories, as well as the
A1-local versions.
Remarks 6.1.1. (1) For a set S, let RS denote the free R-module on
S. Sending a pointed space (S, ∗) to the simplicial R-module SR, with
SRn := R
Sn/R{∗} defines the R-localization functor Spc∗ → SpcR.
This extends to the spectrum categories, and gives us the exact R-
localization functor on homotopy category ⊗R : SH → DR. The
R-localization functor ⊗R extends to all the model categories, in par-
ticular, we have the R-localization
⊗R : SHA1(B)→ DRA1(B),
We can also take the R-localization of SH by performing a Bo-
sufield localization, i.e., define Z ∈ Spt to be Q-local if πn(Z) is
a Q-vector space for all n, and E → F a Q weak equivalence if
Hom Spt(F, Z) → HomSpt(E,Z) is an isomorphism for all Q-local
Z. Inverting the Q-weak equivalences defines the Q-local homotopy
category SHQ, and ⊗Q : SH → DQ identifies SHQ with DQ. This
passes to the other homotopy categories we have defined, in particular,
⊗Q : SHA1(B)→ DQA1(B) identifies SHA1(B)Q with DQA1(B).
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(2)DQA1(k) is not the same as the (Q-localized) big category of motives
over k, DM(k)Q. 
6.2. The log complex. Let sgn : Sn → {±1} be the sign representa-
tion of the symmetric group Sn. Consider a presheaf of Q-vector spaces
E on Sm/k. For X, Y ∈ Sm/k, let altn : E(Y × X
n) → E(Y × Xn)
be the alternating projector
altn =
1
n!
∑
σ∈Sn
sgn(σ)(idY × σ)
∗,
with σ operating on Xn by permuting the factors. let E(Y,Xn)alt ⊂
E(Y × Xn) be the image of altn and E(Y,Xn)alt⊥ the kernel. We ex-
tend these constructions to presheaves of complexes E by operating
degreewise.
If (X, ∗) is a pointed k-scheme, we have the inclusions ij : Xn−1 →
Y × Xn inserting the point ∗ in the ith factor. For E a presheaf of
Q-vector spaces, we let E(Y ∧X∧n) be the intersection of the kernels
of the restriction maps
(idY × ij)
∗ : E(Y ×Xn)→ E(Y ×Xn−1).
Letting pj : X
n → Xn−1 be the projection omitting the jth factor, the
composition (id− p∗ni
∗
n) ◦ . . . ◦ (id− p
∗
1i
∗
1) gives a splitting
πn : E(Y ×X
n)→ E(Y ∧X∧n)
to the inclusion E(Y ∧X∧n)→ E(Y ×Xn).
Clearly Sn acts on E(Y ∧ X∧n) through its action on Xn; we let
E(Y,X∧n)alt and E(Y,X∧n)alt⊥ be the image and kernel of altn on E(Y ∧
X∧n).
Let f : X → Gm be a morphism, E a presheaf of Q-vector spaces on
Sm/k. Let fn : X ×Gnm → X ×G
n+1
m be the morphism
fn(x, t1, . . . , tn) := (x, f(x), t1, . . . , tn).
Denote the map altn−1 ◦ πn−1 ◦ f
∗
n : E(X,G
∧n
m )
alt → E(X,G∧n−1m )
alt by
∪f : E(X,G∧nm )
alt → E(X,G∧n−1m )
alt
One checks that
Lemma 6.2.1. (∪f)2 = 0.
Proof. We work in theQ-linear categoryQSm/k, with the same objects
as Sm/k, disjoint union being direct sum, and, for X , Y connected,
HomQSm/k(X, Y ) is the Q-vector space freely generated by the set
HomSm/k(X, Y ). Product over k makes QSm/k a tensor category. The
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map ∪f is gotten by applying E to the map ∪f∨ : X×Gn−1m → X×G
n
m
in QSm/k:
(x, t1, . . . , tn−1) 7→ alt[((x, f(x))− (x, 1))⊗ t1 − 1⊗ . . .⊗ tn−1 − 1)]
and restricting to E(X,G∧nm )
alt. But (∪f∨)2 is
(x, t1, . . . , tn−1) 7→
alt[((x, f(x), f(x))−(x, 1, f(x))−(x, f(x), 1)+(x, 1, 1))⊗. . .⊗tn−1−1)
which is evidently the zero map. 
Form the complex E(logf ) by
E(logf )n := E(X,G
∧n
m ))
alt
with differential ∪f . Since E(logf)0 = E(X), we have the canonical
map ιX : E(X)→ E(logf ).
We extend this definition to an I-diagram of schemes over Gm, f
• :
X• → Gm (with the Xn ∈ Sm/k) by
E(logf•) := holim
I
(n 7→ E(logfn));
similarly, we extend to E a presheaf of complexes on Sm/k by taking
the total complex of the double complex n 7→ En(logf•). The map ιX
extends to
ιX• : E(X
•)→ E(logf•).
We consider as well a truncation of E(logf ). Recall that the stupid
truncation σ≥nC of a homological complex C is the quotient complex
of C with
σ≥nCm :=
{
Cm for m ≥ n
0 for m < n.
For E a presheaf of abelian groups and f : X → Gm a morphism in
Sm/k, set
E(σ≥1 logf ) := σ≥1E(logf).
We have the quotient map N : E(logf ) → E(σ≥1 logf), natural in f
and E.
We extend to I-diagrams f • : X• → Gm and to presheaves of com-
plexes as for E(logf). The quotient map N defined above extends to
the natural map
N : E(logf•)→ E(σ≥1 logf•).
for f • : X• → Gm an I-diagram of morphisms in Sm/k, and E ∈
CQ(k).
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Finally, for E ∈ CQ(k), define E(−1) to be the presheaf of complexes
E(−1)(X) := E(X ∧Gm)[1] := ker[E(X ×Gm)
i∗
1−→ E(X)][1].
Definition 6.2.2. Let E be be in CQ(k). Call E alternating if for
every X ∈ Sm/k and every n ≥ 0, the alternating projection
altn : E(X ∧G
∧n
m )→ E(X ∧G
∧n
m )
alt
is a quasi-isomorphism. 
Remarks 6.2.3. (1) Clearly, E is alternating if and only if Sn acts via
the sign representation on HmE(X ∧G∧nm ) for all X , n and m.
(2) Fix integers 1 ≤ i ≤ n. We have the split injection ιi,i+1 :
E(X ∧ G∧nm ) → E((X × G
n−2
m ) ∧ G
∧2
m ) by shuffling the i, i + 1 coor-
dinates to position n− 1, n. In particular, we have the injection
Hm(ιi,i+1) : HmE(X ∧G
∧n
m )→ HmE((X ×G
n−2
m ) ∧G
∧2
m ).
Since Sn is generated by simple transpositions, this shows that E is
alternating if and only if the exchange of factors in Gm ∧ Gm acts by
-1 on HmE(X ∧Gm ∧Gm) for all X and m.
(3) Suppose that E ∈ CQ(k) is homotopy invariant and satisfies Nis-
nevic excision. Consider P1 as pointed by ∞. Then E(X ∧ P1) is
quasi-isomorphic to the suspension E(X ∧ Gm)[−1], hence E is alter-
nating if and only if the exchange of factors in P1 ∧ P1 induces the
identity on HmE(X ∧ P1 ∧ P1) for all X and m.
The homotopy invariance and Nisnevic excision properties of E give a
natural quasi-isomorphism of E(X∧P1∧P1) with E(X∧(A2/A2\{0})),
with the exchange of factors in P1∧P1 going over to the linear transfor-
mation (x, y) 7→ (y, x). If the characterstic of k is different from 2, this
transformation is conjugate to (x, y) 7→ (−x, y). Thus E is alternating
if and only if the map [−1] : P1 → P1, [−1](x0, x1) = (x0,−x1), acts by
the identity on HmE(X ∧ P1) for all X .
(4) Call E oriented if E is an associative graded-commutive ring:
µ : E ⊗Q E → E
and (roughly speaking) E admits a natural Chern class transformation
c1 : Pic→ H
2E
satisfying the projective bundle formula: For E → X a rank r vector
bundle with associated projective space bundle P(E) → X and tau-
tological line bundle O(1), H∗E(P(E)) is a free H∗E(X)-module with
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basis 1, ξ, . . . , ξr−1, where ξ = c1(O(1)) ∈ H2E(P(E)). We do not as-
sume that c1 is a group homomorphism. The projective bundle formula
and the fact that [−1]∗OP1(1) ∼= OP1(1) implies that an oriented E is
alternating. In particular, rational motivic cohomology, Qℓ(∗) e´tale co-
homlogy, Q-singular cohomology (with respect to a chosen embedding
k → C) and rational algebraic cobordism MGL∗∗Q are all alternating.
On the other hand, rational motivic co-homotopy is alternating if −1
is a square in k, but is not alternating for k = R. This is pointed out in
[27]: if −1 = i2, [−1] is represented by the 2× 2 matrix with diagonal
entries i and −i. As this is a product of elementary matrices, one has
an A1-homotopy connecting [−1] and id. To see the non-triviality of
[−1] for k = R, let [X, Y ] denote the morphism X → Y in HA1Spc∗(k).
Morel defines a map (of sets) [P1,P1]→ φ(k), where φ(k) is the set of
isomorphism classes of quadratic forms over k, and notes that the map
[u],
[u](x0, x1) := (x0, ux1),
goes to the class of the form ux2. This map extends to a ring homo-
morphism
HomSH
S1
(k)(P
1,P1)→ GW(k),
where GW(k) is the Grothendieck-Witt ring (see also [28, Lemma 3.2.4]
for details). Identifying GW(R) with Z×Z by rank and signature, we
see that [−1] goes to the non-torsion element (1,−1).
The example of motivic (co)homotopy is in fact universal for this
phenomenon, so if [−1] vanishes in [P1,P1], then every E ∈ CQ(k)
satisfying homotopy invariance and Nisnevic excision is alternating.
We are grateful to F. Morel for explaining the computation of the
transposition action on P1 ∧ P1 in terms of quadratic forms and the
Grothendieck-Witt group.
(4) Looking at the A1-stable homotopy category of T -spectra over
k, SH(k), one can decompose the Q-linearization SH(k)Q into the
symmetric part SH(k)+ and alternating part SH(k)− with respect to
the exchange of factors on Gm∧Gm. Morel [29] has announced a result
stating that SH(k)− is in general equivalent to Voevodsky’s big motivic
category DM(k)Q, and that SH(k)+ is zero if -1 is a sum of squares.
This suggests that the alternating part SHS1(k) of the category of
rational S1-spectra SHS∗1(k)Q is closely related to the bigcategory of
effective motives DMeff(k), but the exact relationship seems to be
unclear at present. 
Proposition 6.2.4. Let E be in CQ(k), f : X → Gm an I-diagram of
morphisms in Sm/k.
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(1) The sequence
E(X)
ιX−→ E(logf)
N
−→ E(σ≥1 logf)
identifies E(σ≥1 logf) with the quotient complex E(logf)/E(X).
(2) Suppose E is alternating. Then there is a natural quasi-iso-
morphism alt : E(−1)(logf)→ E(σ≥1 logf).
Proof. It suffices to prove (1) for E a presheaf of Q-vector spaces, and
f : X → Gm a morphism in Sm/k, where the assertion is obvious.
Similarly, it suffices to construct a natural map θE,X : E(−1)(logf) →
E(σ≥1 logf) for E a presheaf of Q-vector spaces, extend as above to a
map in general, and show that θE,X is a quasi-isomorphism for E ∈
CQ(k) alternating and f : X → Gm a morphism in Sm/k.
In fact, for E a presheaf of Q-vector spaces and n ≥ 1,
E(−1)(logf)n = ker[(idX×i)
∗ : E(X×Gm,G
∧n−1
m )
alt → E(X,G∧n−1m )
alt]
so E(−1)(logf)n is a subspace of E(X,G
∧n
m ); thus altn defines a map
E(−1)(logf)n → E(logf )n. One easily checks that this defines a map
of complexes
alt∗ : E(−1)(logf )→ E(σ≥1 logf),
as desired.
Now suppose that E is alternating, i.e., that
E(X,G∧nm )
alt → E(X,G∧nm )
is a quasi-isomorphism for all n and X . This implies that the maps
E(X ×Gm,G
∧n−1
m )
alt → E(X ×Gm,G
∧n−1
m )
E(X,G∧n−1m )
alt → E(X,G∧n−1m )
are quasi-isomorphisms, hence
idX∧Gm × altn−1 : E(X ∧Gm,G
∧n−1
m )→ E(X ∧Gm,G
∧n−1
m )
alt
is a quasi-isomorphism. Since E(X ∧ Gm,G∧n−1m ) = E(X,G
∧n
m ), this
implies that
idX × altn : E(X ∧Gm,G
∧n−1
m )
alt → E(X,G∧nm )
alt
is a quasi-isomorphism. As alt∗ : E(−1)(logf ) → E(σ≥1 logf) is the
map on the total complex of the double complexes
n 7→ idX × altn : E(X ∧Gm,G
∧n−1
m )
alt → E(X,G∧nm )
alt
we see that alt∗ is a quasi-isomorphism. 
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6.3. The log complex and path spaces. The monodromy sequence
for E(limt→0Xt) arises from the sequence of Proposition 6.2.4 by com-
paring the path space E(PX/Gm) and E(logf ) for f : X → Gm a mor-
phism in Sm/k.
We use the Dold-Kan correspondence to rewrite E(PX/Gm) as a com-
plex, namely: take for each m the associated complex Em(sPX/Gm)
∗)
of the simplicial abelian group n 7→ Em(sPX/Gm)
n). and then take the
total complex of the double complex
m 7→ Em(sPX/Gm)
∗).
We write this complex as E(PX/Gm).
We also have the normalized subcomplex NE(PX/Gm) of E(PX/Gm),
quasi-isomorphic to E(PX/Gm) via the inclusion. Recall that, for a
simplicial abelian group n 7→ An, the normalized complex NA∗ has
NAn := ∩
n
i=1 ker di : An → An−1
with differential d0 : NAn → NAn−1. We define NE(PX/Gm) by first
taking the normalized subcomplex NEm(PX/Gm) of Em(P
∗
X/Gm
) for
each m, and then forming the total complex of the double complex
m 7→ NEm(PX/Gm).
In particular, we have the inclusion of double complexes
NE∗(P
∗
X/Gm) ⊂ E∗(P
∗
X/Gm);
which gives for each n the inclusion of single complexes
NE∗(P
n
X/Gm) ⊂ E∗(P
n
X/Gm);
Recalling that PnX/Gm = X×G
n
m, we thus have for each n the inclusion
of complexes
NE∗(P
n
X/Gm) ⊂ E∗(X ×G
n
m),
We may therefore apply the projections πn : E∗(X × G
n
m) → E∗(X ×
G∧nm ) and altn, giving the map
altn ◦ πn : NE∗(P
n
X/Gm)→ E∗(X ×G
∧n
m )
alt.
Lemma 6.3.1. Suppose that E is alternating. Then
altn ◦ πn : NE∗(P
n
X/Gm)→ E∗(X ×G
∧n
m )
alt
is a quasi-isomorphism.
Proof. The map p∗1 : E(X) → E(X × Gm) splits i
∗
1 : E(X × Gm) →
E(X), so we have the natural splitting
E(X ×Gm) = E(X)⊕ E(X ∧Gm).
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Extending this to E(X × Gnm) by using the maps i
∗
j and p
∗
j , we have
the natural splitting
(6.3.1) E(X ×Gnm) = ⊕
n
m=0 ⊕I⊂{1,...,n}
|I|=m
E(X ∧G∧Im ).
To explain the notation: For I ⊂ {1, . . . , n}E(X∧G∧Im ) = E(X∧G
∧|I|
m ),
included in E(X ×Gnm) by the composition
E(X ∧G∧|I|m ) ⊂ E(X ×G
|I|
m )
(idX×pI)∗
−−−−−−→ E(X ×Gnm)
where pI : G
n
m → G
|I|
m is the projection on the factors i1, . . . , im if
I = {i1, . . . , im} with i1 < . . . im.
The action of Sn on E(X ×Gnm) preserves this decomposition, with
σ ∈ Sn mapping E(X∧G∧Im ) to E(X∧G
∧σ−1(I)
m ) in the evident manner.
Now, for a simplicial abelian group A, the inclusion NAn → An
is split by universal expressions in the face and degeneracy maps. If
n 7→ C∗n is a simplicial complex, we can form the complex of normalized
subgroups N(C∗1,∗2)∗2=n and take the homology Hm(N(C∗1,∗2)∗2=n, d1),
or we can form the simplicial abelian group n 7→ Hm(C∗n) and take the
normalized subgroup NHm(C∗1,∗2 , d1)∗2=n ⊂ Hm(C∗1,n, d1). Using the
universal spitting mentioned above, we see that the two are the same:
Hm(N(C∗1,∗2)∗2=n, d1) = NHm(C∗1,∗2 , d1)∗2=n
Since Sm acts by the sign representation on HmE(X ∧G∧mm ), it follows
that, for 1 ≤ j < m, the diagonal embedding
δj : G
m−1
m → G
m
m
(t1, . . . , tm−1) 7→ (t1, . . . tj , tj, tj+1, . . . tm−1)
induces the zero map on HmE(X ∧G∧mm ). Similarly, the inclusion
in : G
n−1
m → G
n
m
(t1, . . . , tn−1) 7→ (t1, . . . tm−1, 1)
is the zero map on HmE(X ∧GIm) if n ∈ I.
From this, it is not hard to see that
NHmE∗(NE∗(P
n
X/Gm) = HmE∗(X ∧G
∧n
m ),
with respect to the decomposition of E∗(PnX/Gm) = E∗(X ×G
n
m) given
by (6.3.1). Indeed,
ker(Hm(dn)) = ker(i
∗
n : HmE∗(X ×G
n
m)→ HmE∗(X ×G
n−1
m )
= ⊕I⊂{1,...,n}
n∈I
HmE∗(X ∧G
∧I
m )
42 MARC LEVINE
It is then easy to show by descending induction on i that
∩nj=i kerHm(dj) = ⊕I⊂{1,...,n}
{i,...,n}⊂I
HmE∗(X ∧G
∧I
m )
from which our claim follows taking i = 1. Thus the projection
pn : NE∗(P
n
X/Gm)→ E∗(X ∧G
∧n
m )
is a quasi-isomorphism for each n. As E is alternating, the alternating
projection
altn : E∗(X ∧G
∧n
m )→ E∗(X ∧G
∧n
m )
alt
is a quasi-isomorphism as well, completing the proof. 
Lemma 6.3.2. Let E be in CQ(k). Let δ0 : E(X×Gnm)→ E(X×G
n−1
m )
be the map [(idX , f), idGn−1m ]
∗. Then the diagram
E(X ×Gnm)
δ0
//
altn◦πn

E(X ×Gn−1m )
altn−1◦πn−1

E(X ∧G∧nm )
alt
∪f
// E(X ∧G∧n−1m )
alt
commutes.
Proof. This follows directly from the definition of ∪f and the fact that
altn ◦ πn is the identity on E(X ∧G∧nm )
alt. 
Proposition 6.3.3. Let E ∈ CQ(k) be alternating. Then the maps
altn ◦ πn : NE∗(PnX/Gm)→ E∗(X ×G
∧n
m )
alt define a quasi-isomorphism
of total complexes
alt ◦ π : NE(PX/Gm)→ E(logf)
Proof. That the maps altn◦πn : NE∗(PnX/Gm)→ E∗(X×G
∧n
m )
alt define a
map of total complexNE(PX/Gm)→ E(logf) follows from Lemma 6.3.2
and the fact that, for each n, the differential d0 on NE(P
n
X/Gm
) is the
restriction of δ0 : E(X × Gnm) → E(X × G
n−1
m ). Lemma 6.3.1 implies
that alt ◦ π is a quasi-isomorphism. 
We collect our results in
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Theorem 6.3.4. Let E ∈ CQ(k) be alternating, f • : X• → Gm an
I-diagram of morphisms in Sm/k. Consider the diagram
E(PX/Gm) E(−1)(PX/Gm)
E(X•)
ιX•
// NE(PX/Gm)
alt◦π

i
OO
NE(−1)(PX/Gm)
alt◦π

i
OO
E(−1)(logf•)
0 // E(X•) ιX•
// E(logf•) N
// E(σ≥1 logf•)
alt
OO
// 0
Here the maps i are the canonical inclusions and the maps ιX• are the
canonical maps given by the identities En(PXi/Gm)0 = En(logf i)0 =
En(X
i). Then
(1) The diagram commutes and is natural in E and f •.
(2) All the maps in the diagram are maps of complexes.
(3) All the vertical maps are quasi-isomorphisms
(4) The bottom sequence is termwise exact.
Proof. The first point follows by construction, the remaining asser-
tions follow from the Dold-Kan correspondence, Proposition 6.3.3 and
Proposition 6.2.4. 
Corollary 6.3.5. Let W ∈ CQ(k) be alternating, p : X → (C, 0) a
semi-stable degeneration, t ∈ OC,0 a uniformizing parameter. Then
there is a distinguished triangle in D(X0Zar)
E(τ Xˆǫ (X0)
0)→ E(lim
t→0
Xt)
N
−→ E(−1)(lim
t→0
Xt),
natural in (p, t) and in E.
Proof. The commutative diagram of Theorem 6.3.4 being natural in
the choice of I-diagram and in E, one can extend the diagram directly
to the case of a co-presheaf of cosimplicial I-diagrams
U 7→ f •(U) : X•(U)→ Gm.
If we take I to be finite, we can extend further to a co-presheaf of
cosimplicial I-diagrams f • : X• → Gm, with X•(U) a pro-scheme
smooth over k, and still preserve the quasi-isomorphisms and exactness.
Feeding the I-diagram
t ◦ p : τ Xˆǫ (X0)
0 → Gm
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to this machine and taking the distinguished triangle induced by the
exact sequence of log complexes at the bottom of the diagram completes
the proof. 
Remark 6.3.6. If we splice together the long exact homotopy sequence
for the monodromy distinguished triangle
E(τ Xˆǫ (X0)
0)→ E(lim
t→0
Xt)
N
−→ E(−1)(lim
t→0
Xt)
with the localization distinguished triangle of Theorem 4.3.5
E|D|Zar(X)
αD−−→ E(DZar)
βD−→ E(τ Xˆǫ (D)
0)
(both evaluated on |D| = X0), we have the complex
(6.3.2) . . .→ EX0Zarn (X)→ En(X0Zar)→ En(lim
t→0
Xt)
N
−→
E(−1)n(lim
t→0
Xt)→ E
X0Zar
n−2 (X)→ En−2(X0Zar)→ . . .
If k = C and E represents singular cohomology (for the classical topol-
ogy)
En(Y ) = H
−n(Y (C),Q)
then Steenbrink’s theorem [39] states that the above sequence is exact.
The argument uses the mixed Hodge structure on all the terms together
with a weight argument.
One should be able to define a natural geometric “weight filtration”
on E(limt→0Xt) by using the stratification of X0 by faces. However, for
general E, this additional structure would probably not suffice to force
the exactness of the above sequence. It would be interesting to give a
general additional structure on E that would force the exactness. 
7. Limit motives
We use our construction of limit cohomology, slightly modified, to
give a definition of the limit motive of a semi-stable degeneration, as
an object in the “big” category of motives DM(k).
7.1. The big category of motives. Voevodsky has defined the cate-
gory of effective motives as the full subcategory DMeff− (k) of the derived
category of Nisnevic sheaves with transfer D−(NST(k)) consisting of
those complexes with strictly homotopy invariant cohomology sheaves.
In his thesis, Spitzweck [38] defines a “big” category of motives over
a field k. Ro¨ndigs [35] has also defined a big category of motives over
a noetherian base scheme S. To give the reader the main idea of both
constructions, we quote from a recent letter from Ro¨ndigs [36]:
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“One may construct a model category of simplicial presheaves with
transfers on Sm/k, in which the weak equivalences and fibrations are
defined via the functor forgetting transfers. Via the Dold-Kan corre-
spondence, there is an induced model structure on nonnegative chain
complexes of presheaves with transfers. Both may be stabilized with
respect to T or P1, in the sense of [14]. The Dold-Kan correspondence
extends accordingly. Since T is a suspension already, one can then pass
to a model category of Gm-spectra of integer-indexed chain complexes
as well. For k a perfect field, results from [41] show that the homotopy
category of the latter model category contains Voevodsky’s DMgm as
a full subcategory. ”
We will use the P1-spectrum model.
7.2. The cohomological motive. We start with the category of pre-
sheaves with transfer PST(k) on Sm/k, which is defined as in [41]
as the category of presheaves on the correspondence category Cor(k).
We let C≥0(PST(k)) denote the model category of non-negative chain
complexes in PST(k), with model structure induced from simplicial
presheaves on Sm/k, as described above. For P ∈ C≥0(PST(k)), let
P (−1) denote the presheaf
Y 7→ ker[P (Y × P1)
i∗∞−→ P (Y ×∞)][2].
where “ker’ means the termwise kernel of the termwise split surjection
i∗∞. One has the adjoint isomorphism
HomC≥0(PST(k))(C ⊗ Z˜
tr
P1 , C
′) ∼= HomC≥0(PST(k))(C,C
′(−1)[−2])
so the bonding maps for P1-spectra in C≥0(PST(k)) can be just as well
defined via maps
Cn → Cn+1(−1)[−2].
We will use this normalization of the bonding morphisms from now on.
Now take X ∈ Sm/k. For an integer n ≥ 0, we have the (homologi-
cal) Friedlander-Suslin presheaf ZXFS(n):
ZXFS(n)(Y ) := ZFS(n)(X × Y ) := C∗−2n(zq.fin(A
n))(X × Y ).
We define
δn : Z
X
FS(n)→ Z
X
FS(n+ 1)(−1)[−2]
by sending a cycle W on X × Y × An to W ×∆, where ∆ ⊂ A1 × P1
is the graph of the inclusion A1 ⊂ P1, and then reordering the factors
to yield a cycle on X × Y × P1 × An+1.
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Definition 7.2.1. Let X be in Sm/k. The cohomological motive of X
is the sequence
h˜(X) := (ZXFS(0),Z
X
FS(1), . . . ,Z
X
FS(n), . . .)
with the bonding morphisms δn. 
Remark 7.2.2. One can also define the cohomological motive h(X) ∈
DMgm(k) as the dual of the usual (homological) motive m(X) :=
CSus(Ztr(X)). For X of dimension d, h(X)(n) is actually in DM
eff
− (k)
for all n ≥ d, and is represented by ZXFS(n). From this, one sees that
the image of h˜(X) in DM(k) is canonically isomorphic to h(X).
Also, one can work in DMeff− (k) if one wants to define the coho-
mological motive of a diagram in Sm/k if the varieties involved have
uniformly bounded dimension. Since our construction of limit coho-
mology uses varieties of arbitrarily large dimension, we need to work
in DM(k). 
7.3. The limit motive. It is now an easy matter to define the limit
motive for a semi-stable degeneration. Let X → (C, 0) be a semi-stable
degeneration with parameter t at 0; suppose the special fiber X0 has
irreducible components X10 , . . . , X
m
0 . We have the diagram of cosheaves
on X0Zar, limt→0Xt, indexed by the non-empty subsets I ⊂ {1, . . . , m},
which we write as
I 7→ [lim
t→0
Xt]I .
Taking global sections on X0 yields the diagram of cosimplicial schemes
I 7→ [lim
t→0
Xt]I(X0).
Applying h˜ gives us the digram of P1-spectra in C≥0(PST(k))
I 7→ h˜([lim
t→0
Xt]I(X0)).
We then take the homotopy limit over this diagram forming the com-
plex
lim
t→0
h˜(Xt) := holim
I
{I 7→ h˜([lim
t→0
Xt]I(X0))}.
Definition 7.3.1. Let X → (C, 0) be a semi-stable degeneration with
parameter t at 0. The limit cohomological motive limt→0 h(Xt) is the
image of limt→0 h˜(Xt) in DM(k). 
Using the same procedure, we have, for D ⊂ X a normal crossing
scheme, the motive of the tubular neighborhood h(τ Xˆǫ (D)) and the mo-
tive of the punctured tubular neighborhood h(τ Xˆǫ (D)
0). All the general
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results now apply for these cohomological motives. In particular, we
have the monodromy distinguished triangle (for the Q-motive)
h(τ Xˆǫ (X0)
0)Q → lim
t→0
h(Xt)Q → lim
t→0
h(Xt)Q(−1)
and the localization distinguished triangle
h(X0)→ h(τ
Xˆ
ǫ (X0)
0)→ hX0(X0)
From this latter triangle, we see that h(τ Xˆǫ (X0)
0) is in DMgm(k).
8. Gluing smooth curves
We use the exponential map defined in §3.2 to define an algebraic
version of gluing smooth curves along boundary components. We begin
by recalling the construction of the moduli space of smooth curves with
boundary components; for details we refer the reader to the article by
Hain [11].
8.1. Curves with boundary components. For a k-scheme Y , a
smooth curve over Y is a smooth proper morphism of finite type p :
C → Y with geometrically irreducible fibers. We say that C has genus
g if all the geometric fibers of are curves of genus g. A boundary
component of C → Y consists of a section x : Y → C together with
an isomorphism v : OY → x∗TC/Y , where TC/Y is the relative tan-
gent bundle on C. Equivalently, v is a nowhere vanishing section
of TC/Y along x. A smooth curve with n boundary components is
(C → Y, (x1, v1), . . . , (xn, vn)) with all the xi disjoint. One has the
evident notion of isomorphism of such tuples, so we can consider the
functor Mng on Schk:
Mng (Y ) :=
{smooth genus g curves over Y with n boundary components}/ ∼=
For n = 0, this is just the well-know functor of moduli of smooth
curves, which admits the coarse moduli space Mg. For n ≥ 1, it is
easy to show that a smooth curve over Y with n boundary components
admits no automorphisms (over Y ), from which it follows that Mng is
representable; we denote the representing scheme by Mng as well.
One can form a partial compactification of Mng by allowing stable
curves with boundary components. As we will not require the full
extent of this theory, we restrict ourselves to connected curves C with
a single singularity, this being an ordinary double point p. We require
that the boundary components are in the smooth locus of C. If C
is reducible, then C has two irreducible components C1, C2; we also
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require that both C1 and C2 have at least one boundary component. As
above, such data has no non-trivial automorphisms, which leads to the
existence of a fine moduli space M¯ng . We let C
n
g →M
n
g be the universal
curve with universal boundary components (x1, v1), . . . , (xn, vn), and
C¯ng → M¯
n
g the extended universal curve.
The boundary ∂M¯ng := M¯
n
g \M
n
g is a disjoint union of divisors
∂M¯ng := D(g,n)
∐ ∐
(g1,g2),(n1,n2)
D(g1,g2),(n1,n2),
where D(g1,g2),(n1,n2) consists of the curves C1∪C2 with g(Ci) = gi, and
with Ci having ni boundary components (we specify which component
is C1 by requiring C1 to contain the boundary component (x1, v1)) and
D(g,n) is the locus of irreducible singular curves.
Let (C, (x1, v1), . . .) be a curve in ∂M¯ng with singular point p. Let
CN → C be the normalization of C, and let a, b ∈ CN be the two
points over p. By standard deformation theory, it follows that ∂M¯ng
is a smooth divisor in M¯ng ; let N(g1,g2),(n1,n2) denote the normal bundle
of D(g1,g2),(n1,n2). Deformation theory gives a canonical identification of
the fiber of the punctured normal bundle N0g1,g2,n1,n2 := N(g1,g2),(n1,n2)\0
at (C, (x1, v1), . . .) with Gm-torsor of isomorphisms
TCN ,a ⊗ TCN ,b ∼= k(p).
8.2. Algebraic gluing. We can now describe our algebraic construc-
tion of gluing curves. Fix integers g1, g2, n1, n2 ≥ 1. We defines the
morphism
µ¯ :Mg1,n1 ×Mg2,n2 → Dg1,g2,n1−1,n2−1.
by gluing (C1, (x1, v1), . . . , (xn1 , vn1)) and (C2, (y1, w1), . . . , (yn2, wn2))
along xn1 and y1, forming the curve C := C1 ∪C2 with boundary com-
ponents (x1, v1), . . . , (xn1−1, vn1−1), (y2, w2), . . . , (yn2, wn2) and singular
point p. We lift µ¯ to
µ :Mg1,n1 ×Mg2,n2 → N
0
g1,g2,n1,n2
using the isomorphism TC1,xn1 ⊗ TC2,y1 → k(p) which sends vn−1 ⊗ w1
to 1 and the identification of (N0g1,g2,n1,n2)C1∪C2,... described above.
We now pass to the category SHA1(k). Taking the infinite suspen-
sion, the map µ defines the map
Σ∞µ : Σ∞Mg1,n1+ ∧ Σ
∞Mg2,n2+ → Σ
∞N0g1,g2,n1,n2+.
Composing with our exponential map defined in §3.2 gives us our gluing
map
⊕ : Σ∞Mg1,n1+ ∧ Σ
∞Mg2,n2+ → Σ
∞Mg1+g2,n1+n2−2+.
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Remarks 8.2.1. (1) If one fixes a curve E := (E, (x1, v1), (x2, v2)) ∈
M1,2, one can form the tower under E⊕
. . .→ Σ∞Mg,n → Σ
∞Mg+1,n → . . . ,
and form the homotopy limit Σ∞M∞,n. If E is an object of SHA1(k),
one thus has the E-cohomology E∗(M∞,n). For intance, this gives a
possible definition of stable motivic cohomology or algebraic K-theory
of smooth curves. However, it is not at all clear if this limit is inde-
pendent of the choice of E . In the topological setting, one notes that
the space M1,2(C) is connected, so the limit cohomology, for example,
is independent of the choice of E . On the contrary, M1,2(R) is not
connected (the number of connected components in the real points of
the curve corresponding to a real point of M1,2 splits M1,2(R) into
disconnected pieces), so even there, the choice of E plays a role. It
is also not clear if M∞,n is independent of n (up to isomorphism in
SHA1(k)).
(2) In the topological setting, the map ⊕ is the infinite suspension of
a map
φ :Mg1,n1(C)×Mg2,n2(C)→Mg1+g2,n1+n2−2(C),
making ∐g,nMg,n+2(C) into a topological monoid; the group comple-
tion is homotopy equivalent to the plus construction on the stable mod-
uli space limg→∞Mg,1(C) formed as in (1). Letting M∞(C)+ denote
this group completion, the group structure induces on Σ∞M∞(C)+
the structure of a Hopf algebra (this was pointed out to me by Fabian
Morel), the co-algebra structure being the canonical one on a suspen-
sion spectrum. The functoriality of the exponential map exp0 as de-
scribed in Remark 3.2.2 shows that the maps ⊕ make
∨
g,nΣ
∞Mg,n+2
into a biaglebra object in SHA1(k). It is not clear if there is an analo-
gous “Hopf algebra completion” of
∨
g,n Σ
∞Mg,n+2 in SHA1(k). 
9. Tangential base-points
Since motivic cohomology is represented in SHA1(k), our methods
are applicable to this theory. However, one can simplify the construc-
tion somewhat, since we are dealing with complexes of abelian groups
rather than spectra. One can also achieve a refinement incorporat-
ing the multiplicative structure; this allows for a motivic definition of
tangential base-points for the category of mixed Tate motives.
9.1. Cubical complexes. If we work with presheaves of complexes
rather than presheaves of spectra, we can replace all our simplicial
constructions with cubical versions. This enables any easy extension
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to the setting of differential graded algebras (d.g.a.’s), or even graded-
commutative d.g.a.’s (c.d.g.a.’s) if we work with complexes of Q-vector
spaces. We list the main results without proof here; the methods dis-
cussed in [22, §2.5] carry over without difficulty.
For a commutative ring R, we let CR denote the model category of
(unbounded) complexes of R-modules and for a category C, let CR(C)
denote the model category of presheaves of complexes on C. We copy
the notation used for spectra, except that we denote as usual the ho-
motopy category (derived category) by DR, DR(C), respectively. For
instance, for a scheme X , we have the model category of complexes
of R-modules on the small Zariski site, C(XZar) and the derived cat-
egory D(XZar). We have as well the model category of complexes of
R-modules on the big Nisnevic site, C(Sm/SNis), denoted CNis(S) and
the derived category DNis(S).
The cubical category Cube has objects n, n = 0, 1, . . .. Cube is
a subcategory of the category of finite sets, with n standing for the
set {0, 1}n, with morphisms making Cube the smallest subcategory of
finite sets containing the following maps:
(1) all inclusions si,n,ǫ : {0, 1}n → {0, 1}n+1, ǫ ∈ {0, 1}, i = 1, . . .,
n + 1, where si,n,ǫ is the inclusion inserting ǫ in the ith factor.
(2) all projections pi,n : {0, 1}n → {0, 1}n−1, i = 1, . . . , n, where
pi,n is the projection deleting the ith factor.
(3) all maps qi,n : {0, 1}n → {0, 1}n−1, i = 1, . . . , n − 1, n ≥ 2,
defined by
qi,n(ǫ1, . . . , ǫn) := (ǫ1, . . . , ǫi−1, δ, ǫi+2, . . . , ǫn)
with
δ :=
{
0 if (ǫi, ǫi+1)) = (0, 0)
1 else.
A cubical object in a category C is a functor Cube→ C.
The basic cubical object in Sch is the sequence of n-cubes ∗ :
Cube → Sm/k. The operations of the projections pi,n and inclusions
si,n are the evident ones; qi,n acts by
qi,n(x1, . . . , xn) := (x1, . . . , xi−1, 1− (xi − 1)(xi+1 − 1), xi+2, . . . , xn).
Now let P : Cube → ModR be a cubical R-module. We have the
cubical realization |P |c ∈ CR with
|P |cn := P (n)/
n∑
i=1
p∗i,n(P (n− 1)).
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The differential dcn : |P |
c
n → |P |
c
n−1 is
dcn :=
n∑
i=1
(−1)is∗i,1 −
n∑
i=1
(−1)is∗i,0.
|−|c is clearly a functor from the R-linear category of cubical R-modules
to C(R); in particular, if we apply | − |c to a complex of R-modules,
we end up with a double complex. For a complex C, also write |C|c
for the total complex of this double complex, letting the context make
the meaning clear.
Example 9.1.1. For a presheaf of abelian groups P on Sm/k, we have
cubical prescheaf Cc(P ) with
Cc(P )(Y ) := P (Y ×∗).
Taking the cubical realization yields the cubical Suslin complex C∗(P )
c
with
C∗(P )
c(Y ) := |Cc(P )(Y )|.

The symmetric group Sn acts on Cn(P )
c, we let Cn(P )
c
alt denote
the subpresheaf of alternating sections. One checks that the Cn(P )
c
alt
form a subcomplex of C∗(P )
c. If P is a presheaf of Q-vector spaces,
Cn(P )
c
alt is a canonical summand of Cn(P )
c, with projection given by
the idempotent Altn :=
1
n!
∑
g sgn(g)g.
The main result on these constructions is
Proposition 9.1.2. (1) There is a canonical homotopy equivalence of
functors
C∗ → C
c
∗ : C(k)→ C(k)
(2) If P is a complex of presheaves of Q-vector spaces, the inclusion
C∗(P )
c
alt → C∗(P )
c
is a quasi-isomorphism
Sketch of proof; see [23, §5] for details. For (1), one uses the algebraic
maps

n → ∆n
which collapse the faces xi = 1 to the vertex (0, . . . , 0, 1) to get a
map C∗ → Cc∗. The homotopy inverse is given by triangulating the

n. For (2) one checks that Sn acts by the sign representation on the
homology sheaves of C∗(P )
c. The projections Altn define a map of
complexes Alt∗ : C∗(P )
c → C∗(P )calt which thus gives the inverse in
homology. 
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9.2. Cubical tubular neightborhoods. For a closed embedding i :
W → X in Sm/k, set ˆnX,W := (̂
n
X)
h
n
W
, giving us the cubical pro-
scheme
ˆ
∗
X,W : Cube→ Pro-Sm/k
We use the same notation for morphisms in the cubical setting as in
the simplicial version, e.g., iˆW : 
∗
W → ˆ
∗
X,W . We have as well the
co-presheaf on WZar
ˆ
n
X,WZar
(W \ F ) := ˆnX\,W\
and the cubical co-presheaf
τ Xˆǫ (W )
c := ˆ∗X,WZar.
Now let P be in C(k). We define P (τ Xˆǫ (W )
c)∗ to be the complex of
presheaves
P (τ Xˆǫ (W )
c)∗ := |P (τ
Xˆ
ǫ (W )
c)|c.
We also have the alternating subcomplex P (τ Xˆǫ (W )
c)alt ⊂ P (τ Xˆǫ (W )
c).
We have as well the punctured tubular neighborhood in cubical form
τ Xˆǫ (W )
0c := τ Xˆǫ (W )
c \∗WZar
on which we can evaluate P :
P (τ Xˆǫ (W )
0c)∗ := |P (τ
Xˆ
ǫ (W )
0c)|c.
Let P (τ Xˆǫ (W )
0c)alt ⊂ P (τ Xˆǫ (W )
0c) be the alternating subcomplex.
We let EM : C → Spt be a choice of the Eilenberg-Maclane spec-
trum functor. Our main comparison result is
Theorem 9.2.1. (1) Let i : W → X be a closed embedding in Sm/k.
For P ∈ C(k), there are natural isomorphisms in SH(WZar)
EM(P (τ Xˆǫ (W )
c)) ∼= EM(P )(τ Xˆǫ (W ))
EM(P (τ Xˆǫ (W )
0c)) ∼= EM(P )(τ Xˆǫ (W )
0)
(2) If P is a presheaf of complexes of Q-vector spaces, then the inclusion
P (τ Xˆǫ (W )
c)alt → P (τ Xˆǫ (W )
c)
is a quasi-isomorphism.
Proof. Define P (τ Xˆǫ (W )) to be the total complex of the double complex
associated to the simplicial complex n 7→ P (τ Xˆǫ (W )
n). The homotopy
equivalence used in Proposition 9.1.2(1) extends, by the functoriality
of the Nisnevic neighborhood, to a homotopy equivalence
P (τ Xˆǫ (W ))
c ∼ P (τ Xˆǫ (W ))
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This yields a weak equivalence on the associated Eilenberg-Maclane
spectra. Since the functor EM passes to the homotopy category, we
have a canonical isomorphism
EM(P )(τ Xˆǫ (W )))
∼= EM(P (τ Xˆǫ (W ))).
Putting these isomorphisms together completes the proof of the first
assertion for the tubular neighborhood. The proof for the punctured
tubular neighborhood is essentially the same. The second assertion
follows from Proposition 9.1.2(2). 
9.3. The motivic c.d.g.a. There are a number of different complexes
which represent motivic cohomology; we will use the strictly functorial
one of Friedlander-Suslin, ZFS(q). Roughly speaking, one starts with
the presheaf with transfers of quasi-finite cycles zq.fin(A
q), with value
on Y ∈ Sm/k the cycles on Y × Aq which are quasi-finite over Y , one
forms the Suslin complex C∗(zq.fin(A
q)) and reindexes:
ZFS(q)(Y )
n := C2q−n(zq.fin(A
q))(Y ) := zq.fin(A
q)(Y ×∆2q−n).
(see [22, §2.4] for a precise definition). This represents motivic coho-
mology Zariski-locally:
Hp(X,Z(q)) = Hp(XZar,ZFS(q)).
We will use the cubical version ZFS(q)
c.
ZFS(q)
c,n := C2q−n(zq.fin(A
q))c(Y ).
By Proposition 9.1.2, ZFS(q)
c is quasi-isomorphic to ZFS(q).
Passing to Q-coefficients, we have the quasi-isomorphic alternating
subcomplex QFS(q)
c
alt ⊂ QFS(q)
c. We may also symmetrize with re-
spect to the coordinates in the Aq in zq.fin(A
q); it is shown in [22] that
the inclusion
QFS(q)
c
alt,sym ⊂ QFS(q)
c
alt
is also a quasi-isomorphism.
The product map
zq.fin(A
q)(n × Y )⊗ zq.fin(A
q′)(n
′
× Y )→ zq.fin(A
q+q′)(n+n
′
× Y )
makes the graded complex
N˜Z := ⊕q≥0ZFS(q)
c
into a presheaf of Adams-graded d.g.a.’s on Sm/k (with Adams grad-
ing q). Passing to Q-coefficients, and following the product with the
alternating and symmetric projections makes
N := ⊕q≥0QFS(q)
c
alt,sym
a presheaf of Adams-graded c.d.g.a.’s, the motivic c.d.g.a. on Sm/k.
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We let N → N fib denote a fibrant model of N in the model category
of (Adams-graded) c.d.g.a.’s on Sm/k, where the weak equivalences are
Adams-graded quasi-isomorphisms of c.d.g.a.’s for the Zariski topology.
Remarks 9.3.1. (1) SinceN is strictly homotopy invariant [41, Theorem
4.2], N fib is homotopy invariant.
(2) In case k admits resolution of singularities (i.e., chark = 0) the
canonical map ZFS(q)→ ZFS(q)fib is a pointwise weak equivalence [41,
Theorem 7.4]. Thus, in this case, we can use N instead of N fib. 
9.4. The specialization map. We consider the situation of a smooth
curve C over our base-field k with a k-point x. We let O denote the
local ring of x in C, K the quotient field of O and choose a uniformizing
parameter t, which we view as giving a map
t : SpecO → A1.
sending x to 0.
Letting ix : x → SpecO be the inclusion, we have the restriction
map
i∗x : N (O)→ N (k(x)),
which is a morphism of Adams-graded c.d.g.a.’s. In this section, we
extend i∗x to a map
spt : N (K)→ N (k(x))
in the derived category of Adams-graded c.d.g.a.’s over Q (denoted
H(c.d.g.a.Q)).
First, if we apply N to ∗ × Y and take the alternating projec-
tion again, we have the presheaf of c.d.g.a.’s N (∗alt) and the quasi-
isomorphism of presheaves of c.d.g.a.’s
ι : N → N (∗alt).
Next, write ˆm0C,x for ˆ
m
C,x \
m
x , and consider the cubical punctured
tubular neighborhood ZFS(q)
c(τ Cˆǫ (x)
0c). The product map
zq.fin(A
q)(n × ˆm0C,x)⊗ zq.fin(A
q′)(n
′
××ˆm
′0
C,x ))
→ zq.fin(A
q+q′)(n+n
′
××ˆm+m
′0
C,x ))
makes ⊕q≥0ZFS(q)c(τ
ˆSpecO
ǫ (x)
0c) into an Adams-graded d.g.a.; taking
the alternating projection in both the n and ˆm0C,x variables, and the
symmetric projection in Aq and applying the fibrant model gives a
presheaf of Adams-graded c.d.g.a.’s, denoted N fib(τ
ˆSpecO
ǫ (x)
0c
alt).
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Similarly, we perform this construction using the full tubular neigh-
borhood, giving the presheaf N fib(τ Cˆǫ (x)
c
alt), and the commutative dia-
gram of Adams-graded c.d.g.a.’s:
N (k(x))
ι

N (O)
res
//
π∗O

i∗x
oo N (K)
ι

π∗
K

N fib(∗alt)(k(x)) N
fib(τ Cˆǫ (x)
c
alt) res
//
i∗x
oo N fib(τ Cˆǫ (x)
0c
alt)
Replacing (C, x) with (A1, 0) and using A1 and Gm instead of SpecO
and SpecK yields the commutative diagram of Adams-graded c.d.g.a.’s
N (k(0))
ι

N fib(A1)
res
//
π∗
A1

i∗
0
oo N fib(Gm)
ι

π∗
Gm

N fib(∗alt)(k(x)) N fib(τ Aˆ
1
ǫ (0)
c
alt) res
//
i∗
0
oo N fib(τ Aˆ
1
ǫ (0)
0c
alt).
By Corollary 2.3.3 and Corollary 3.1.4, the maps π∗
A1
and π∗Gm are
quasi-isomorphisms of complexes, hence quasi-isomorphisms of Adams-
graded c.d.g.a.’s. Since N fib is homotopy invariant, the maps ι are
quasi-isomorphisms of Adams-graded c.d.g.a.’s.
Finally, the map t induces the commutative diagram of Adams-
graded c.d.g.a.’s
N (k(x)) N fib(τ Cˆǫ (x)
c
alt)
res
//
i∗x
oo N fib(τ Cˆǫ (x)
0c
alt)
N (k(0))
t∗
OO
N fib(τ Aˆ
1
ǫ (x)
c
alt) res
//
t∗
OO
i∗
0
oo N fib(τ Aˆ
1
ǫ (x)
0c
alt).
t∗
OO
Since t : (C, x) → (A1, 0) is a Nisnevic neighborhood of 0 in A1, all
three maps t∗ are isomorphisms. Putting these diagrams together and
inverting the quasi-isomorphisms ι, t∗, π∗
A1
and π∗Gm yields the commu-
tative diagram in H(c.d.g.a.Q):
(9.4.1) N (k(x)) N (O)
i∗x
oo
res
//
φ∗O

N (K)
φ∗
K

N (k(0))
t∗
OO
N fib(A1) res
//
i∗
0
oo N fib(Gm
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Definition 9.4.1. Let i1 : Spec k → Gm be the inclusion. The map
spt : N (K)→ N (k(x)) in H(c.d.g.a.Q) is defined to be the composition
N (K)
φ∗
K−−→ N fib(Gm)
i∗
1−→ N fib(k) ∼= N (k) = N (k(0))
t∗
−→ N (k(x)).

Proposition 9.4.2. The diagram in H(c.d.g.a.Q)
N (O)
res
//
i∗x %%K
K
K
K
K
K
K
K
K
N (K)
spt

N (k(x))
commutes.
Proof. Since N fib is homotopy invariant, the maps
i∗0, i
∗
1 : N
fib(A1)→ N (k)
are equal in H(c.d.g.a.Q). The proposition follows directly from this
and a chase of the commutative diagrams defined above. 
9.5. The specialization functor. For a field k, we have the triangu-
lated category DTM(k) of mixed Tate motives over k, this being the full
triangulated subcategory of Voevodsky’s triangulated category of mo-
tives (with Q-coefficients), DMgm(k)Q, generated by the Tate objects
Q(n), n ∈ Z.
We will also use in this section the derived category of cell modules
over an Adams-graded c.d.g.a. A, DCM(A). This construction was
introduced in [19]; we refer the reader to the discussion in [22, §5] for
the properties of DCM we will be using below.
Let O be as in the previous section the local ring of a k-point x on a
smooth curve C over k, with quotient field K. The map spt : N (K)→
N (k(x)) yields an exact tensor functor
spt : DTM(K)→ DTM(k(x))
Indeed, as discussed in [22, §5.5], Spitzweck’s representation theo-
rem gives a natural equivalence of DTM(k) with the derived category
DCM(N (k)) of cell modules over the Adams-graded c.d.g.a.N (k), as
triangulated tensor Q-tensor categories.
The functor DCM associating to an Adams-graded Q-c.d.g.a.A the
triangulated tensor category DCM(A) takes quasi-isomorphisms to tri-
angulated tensor equivalences, hence DCM descends to a well-defined
pseudo-functor on H(c.d.g.a.Q). Thus, we may make the following
MOTIVIC TUBULAR NEIGHBORHOODS 57
Definition 9.5.1. Let O be the local ring of a k-point x on a smooth
curve C over k, with quotient field K and uniformizing parameter t.
Let spt : DTM(K)→ DTM(k(x)) be the exact tensor functor induced
by DCM(spt) : DCM(N (K))→ DCM(N (k(x)), using Spitzweck’s rep-
resentation theorem to identify the derived categories of cell modules
with the appropriate category of mixed Tate motives. 
Remark 9.5.2. (1) The discussion in [22, §5.5], in particular, the state-
ment and proof of Spitzweck’s representation theorem, is in the setting
of motives over a field. However, we now have available a reasonable
triangulated categoryDM(S) of motives over an arbitrary base-scheme
S (see [43]), and we can thus define the triangulated category of mixed
Tate motives over S, DTM(S), as in the case of a field.
Furthermore, if S is in Sm/k for k a field of characteristic zero, then
N (S) has the correct cohomology, i.e.
Hn(N (S)) = ⊕q≥0H
n(S,Q(q)),
and one has the isomorphism
Hn(S,Z(q)) ∼= HomDM(S)(Z,Z(q)).
This is all that is required for the argument in [22, §5.5] to go through,
yielding the equivalence of the triangulated tensor category of cell mod-
ules DCM(N (S)) with DTM(S).
(2) Joshua [16] has defined the triangulated category of Q mixed Tate
motives over S as DCM(N (S)); the discussion in (1) shows that this
agrees with the definition as a subcategory of DM(S)Q. 
With these remarks, we can now state the main compatibility prop-
erty of the functor spt : DTM(K)→ DTM(k(x)).
Proposition 9.5.3. Let O be the local ring of a k-point x on a smooth
curve C over k, with quotient field K and uniformizing parameter
t. Let i∗x : DTM(O) → DTM(k) and j
∗ : DTM(O) → DTM(K)
be the functors induced by the inclusions ix : Spec k → SpecO and
j : SpecK → SpecO, respectively. Then the diagram
DTM(O)
j∗
//
i∗x ''O
O
O
O
O
O
O
O
O
O
O
DTM(K)
spt

DTM(k(x))
commutes up to natural isomorphism.
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Proof. This follows from Proposition 9.4.2 and the functoriality (up to
natural isomorphism) of the equivalence DCM(N (S)) ∼ DTM(S). 
9.6. Compatibility with specialization on motivic cohomology.
As above, let O be the local ring of a closed point x on a smooth curve
C over k, with quotient field K and uniformizing parameter t. We have
the localization sequence for motivic cohomology
. . .→ Hn(O,Z(q))
j∗
−→ Hn(K,Z(q))
∂
−→ Hn−1(k(x),Z(q − 1))
ix∗−→ . . .
In addition, the parameter t determines the element [t] ∈ H1(K,Z(1)).
One defines the specialization homomorphism
s˜pt : H
n(K,Z(q))→ Hn(k(x),Z(q))
by the formula
s˜pt(α) := ∂([t] ∪ α).
On the other hand, if k(x) = k, we have the specialization functor
spt : DTM(K)→ DTM(k(x))
and the natural identifications
Hn(K,Q(q)) ∼= HomDTM(K)(Q,Q(q)[n])
Hn(k,Q(q)) ∼= HomDTM(k)(Q,Q(q)[n]).
Thus the functor spt induces the homomorphism
spt : HomDTM(K)(Q,Q(q)[n])→ HomDTM(k)(Q,Q(q)[n])
and hence a new homomorphism
sp′t : H
n(K,Q(q))→ Hn(k,Q(q)).
Proposition 9.6.1. sp′t agrees with the Q-extension of s˜pt.
Proof. Using the equivalence DTM(K) ∼ DCM(N (K)) and the canon-
ical identifications
HomDCM(K)(Q,Q(q)[n]) ∼= H
n(N (K)) ∼= ⊕q≥0H
n(K,Q(q))
(and similarly for k) we need to show that the Q-linear extension of
s˜pt agrees with the map
Hn(spt) : H
n(N (K))→ Hn(N (k))
induced by spt : N (K)→ N (k).
For this, take an element α ∈ Hn(K,Z(q)) and set
β¯ := ∂α ∈ Hn−1(k,Z(q − 1)).
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Since ix : x→ SpecO is split by the structure morphism π : SpecO →
Spec k, we can lift β¯ to β : π∗(β¯) ∈ Hn−1(O,Z(q − 1)). Then
∂([t] ∪ β) = ∂([t]) ∪ i∗xβ = β¯,
the first identity following from the Leibniz rule and the second from
the fact that ∂([t]) = 1 ∈ H0(k,Z(0)). Thus
∂(α − [t] ∪ β) = 0,
hence there is a class γ ∈ Hn(O,Z(q)) with
j∗γ = α− [t] ∪ β.
We consider γ as an element of Hn(N (O)).
By Proposition 9.4.2, we have
Hn(i∗x)(γ) = H
n(spt)(α− [t] ∪ β).
By the functoriality of the identification
Hn(N (−)) ∼= ⊕q≥0HomDCM(N (−))(Q,Q(q))
and Proposition 9.4.2 it follows that
s˜pt(j
∗γ) = Hn(i∗x)(γ) = H
n(spt)(j
∗γ)
so we reduce to showing
s˜pt([t] ∪ β) = 0 = H
n(spt)([t] ∪ β).
The first identity follows from [t] ∪ [t] = 0 in H2(K,Q(2)). For the
second, because spt is a morphism in H(c.d.g.a.q), the map H
∗(spt) is
multiplicative, hence it suffices to show that H1(spt)([t]) = 0.
For this, it follows from the constuction of the map spt : N (K) →
N (k(x)) in H(c.d.g.a.Q) that spt is natural with respect to Nisnevic
neighborhoods f : (C ′, x′)→ (C, x) of x, i.e.,
spf∗(t) ◦ f
∗ = spt.
Now, the map t : (C, x) → (A1, 0) is clearly a Nisnevic neighborhood
of 0 (after shrinking C if necessary) and
[t] = t∗([T ])
where A1 = Spec k[T ]. Thus, we may assume that C = A1 and t = T .
But then [T ] is a well-defined element of H1(N (Gm)) hence
H1(spt)([T ]) = i
∗
1([T ]) = [1] = 0
by definition of spt : N (OA1,0)→ N (k). This completes the proof. 
Remark 9.6.2. Since sp′t is multiplicative, as we have already remarked,
Proposition 9.6.1 gives a sneaky re-proof of the multiplicativity of the
specialization homomorphism s˜pt 
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9.7. Tangential base-points. As shown in [25], the category DTM(k)
carries a canonical exact weight filtration. For an Adams-graded c.d.g.a.
A, the derived category of cell modules DCM(A) carries a natural
weight filtration as well; the equivalence DCM(N (k)) ∼ DTM(k) given
by Spitzweck’s representation theorem is compatible with the weight
filtrations [22, Theorem 5.24].
If A is cohomologically connected (Hn(A) = 0 for n < 0 and
H0(A) = Q · id), then DCM(A) carries a t-structure, natural among
cohomologically connected A. Finally, if A is 1-minimal then DCM(A)
is equivalent to the derived category of the heart of this t-structure (see
[22, §5]).
Thus, if N (F ) is cohomologically connected, then DTM(F ) has a
t-structure; the heart is called the category of mixed Tate motives over
F , denoted MTM(F ). In fact, MTM(F ) is a Tannakian category ,
with natural fiber functor given by the weight filtration; let Galµ(F )
denote the pro-algebraic group scheme over Q associated to MTM(F )
by the Tannakian formalism. If N (F ) is 1-minimal, then DTM(F ) is
equivalent to Db(MTM(F )), but we won’t be using this.
Now let x be a k-point on a smooth curve C over k, and t a parameter
in OC,x. The specialization functor
spt : DTM(k(C))→ DTM(k(x))
arises from the map spt : N (k(C)) → N (k(x)) in H(c.d.g.a.Q), hence
spt is compatible with the weight filtrations. When N (k(C)) and
N (k(x)) are cohomologically connected, spt is compatible with the t-
structures, hence induces an exact functor of Tannakian categories
spt : MTM(k(C))→ MTM(k(x)).
By Tannakian duality, spt is equivalent to a homomorphism
∂
∂t ∗
: Galµ(k(x))→ Galµ(k(C)),
called the tangential base-point associated to the parameter t.
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