Abstract. The selection of multiple regularization parameters is considered in a generalized Lcurve framework. Multiple dimensional extensions of the L-curve for selecting multiple regularization parameters are introduced, and a minimum distance function (MDF) is developed for approximating the regularization parameters corresponding to the generalized corner of the L-curve. It is shown through an L-curve model that the regularization parameters minimizing the MDF essentially maximize the curvature of the L-curve. Furthermore, the MDF approach leads to a simple xed point iterative algorithm for computing regularization parameters. Examples indicate that the algorithm quickly converges, thereby reducing the cost associated with the implementation of generalized Lcurve method signi cantly.
1. Introduction. In many inverse problems occurring in the physical sciences the observed data, g(t), is related to the original object of interest f(t) through a linear transformation g(t) = Z 2 h(t; )f( )d ; (1.1) where the kernel h 2 L 2 ( ). A discretization of such a problem leads to a matrix equation g = Hf + n; (1.2) where H is an m n matrix related to h, and g and f are the vectors representing the observations and the original object respectively. The error vector n, whose entries consist of zero mean normally distributed random variables, is included in order to account for the inaccuracy introduced in the modeling and measurement phases. H is, in general, ill-conditioned and has very large dimensions. The objective is to obtain an estimate f of the original object f from the noise corrupted measurements g.
Attempting to solve (1.2) in the least squares sense would cause di culties because the (pseudo)inverse of the ill-conditioned matrix tends to amplify the error to such an extent that the computed solution would be totally corrupted by noise and would not resemble the desired solution f. Therefore, many numerical methods that treat discrete inverse problems seek to combat the a ects of noise by requiring that f , the estimate of f, be relatively small in a particular norm. This has the e ect of making the problem better conditioned. Such methods are called regularization methods and always include a parameter, called a regularization parameter, to control the conditioning of the problem. An appropriate choice for the regularization parameter is of vital importance for the quality of the resulting estimate and has been the subject of extensive research (see, for example, 8, 9, 11, 14, 15] ). The L-curve 8, 9 ] is one of the simplest and most popular methods for selecting a single regularization parameter. The method is based on a plot of the size of the solution (measured in an appropriate norm) against the corresponding residual for all valid regularization parameters. Intuitive justi cations and numerical experiments indicate that the so called \corner" of the L-curve gives a regularization parameter that provides an acceptable compromise between the minimization of the data mismatch term and the size of the solution 8]. The corner is de ned to be the point on the L-curve where the curvature reaches a maximum 9].
In recent years, there has been a growing interest in sophisticated regularization techniques which use multiple constraints as a means of improving the quality of inversion 19, 23{25] . Examples include the inverse problem of electrocardiography 25] where both temporal and spatial constraints are imposed on the solution and the wavelet domain restoration of blurred images where each subband in the wavelet decomposition of the image is subjected to a di erent degree of regularization 19] . Motivated by the simplicity and the success of the L-curve method, the authors developed the L-hypersurface method 18] which is a generalization of the L-curve method for choosing multiple regularization parameters. The L-hypersurface, analogous to the L-curve, is the plot of the residual norm against the size of multiple constraints imposed on the solution for all valid regularization parameters. Similar to the one dimensional case, the corner is de ned as the point on the L-curve with maximum curvature, the generalized corner of the L-hypersurface is de ned as the point with maximum Gaussian curvature. It has been demonstrated in 18] through numerical examples that the Gaussian curvature of the L-hypersurface is closely tied to the error between the original and estimated objects and that regularization parameters maximizing the Gaussian curvature provide acceptable estimates in terms of estimation error.
In many cases, evaluating points on the (Gaussian) curvature of the (generalized) L-curve is computationally very demanding and one would prefer using a standard optimization strategy instead of exhaustive search to locate the regularization parameters that correspond to the (generalized) corner. However, the (Gaussian) curvature function possesses many extrema and therefore poses a di cult optimization problem. Our approach in this work consists of replacing the (Gaussian) curvature by a surrogate function which is far easier to optimize. We prove that in the one parameter case, minimization of this surrogate function is essentially equivalent to the maximization of the curvature function. We demonstrate through numerical examples that, although there is little performance loss as compared to the maximization of the (Gaussian) curvature, the computational burden is orders of magnitude smaller.
We give a brief overview of Tikhonov-type regularization in Section 2. In Section 3, we formally introduce the L-hypersurface method. In Section 4, we introduce the minimum distance function, explore its properties and develop a simple xed point iteration to locate its minimum. In Section 5, we illustrate the new method by several numerical examples and conclude the paper with discussion of results in Section 6. where > 0 is called the regularization parameter. We call the second term, kfk 2 2 , the regularization term. We shall also refer to it as a constraint term, since there 2 is an equivalent way of formulating this minimization problem as a constrained least squares problem. Tikhonov's method can be trivially extended by using di erent regularization functionals or multiple constraints. In this paper, we will consider the following multiply constrained regularization approach for M di erent regularization terms:
; R i 2 R m n ; (2.2) where R i are regularization operators and i are the corresponding regularization parameters, i (R i f) = P m j=1 i ( R i f] j ) and the notation R i f] j denotes the jth element of the vector R i f. In analogy with the standard Tikhonov regularization (2.1), we refer to the regularization terms i (R i f) also as constraints on the solution. We assume that i (t) is a continuously di erentiable, convex, non-negative ( i (t) 0; 8t), even function which satis es the following conditions 20]:
where prime denotes di erentiation. The formulation in (2.2) includes many popular regularization techniques as its special cases. For example, by taking, i (t) = t 2 ; i = 1; : : :; M, and R i as a discrete approximation to the ith order di erentiation, we obtain the conventional Tikhonov method with the Sobolev norm as a constraint. A wavelet domain image restoration algorithm developed by the authors 19] is also a special case of (2.2). In this case the quantities of interest g; H; f; n represent the wavelet decomposition of the related quantities, i (t) = (jtj 2 + ) p=2 ; i = 1; : : :; M with 1 p 2 and a small positive constant, and R i ; i = 1; : : :; M are operators extracting the desired portions of the wavelet coe cients.
By taking the gradient of (2.2) with respect to f and setting the result equal to zero we obtain the following rst order condition that must be satis ed by the solution f :
K f f = H T g; (2. 3) where
3 where is an appropriate scale such as (t) = log(t) or (t) = p t. For a single constraint, the L-hypersurface reduces to the conventional L-curve which is simply a plot of the residual norm versus the norm of the regularized solution drawn in an appropriate scale for a set of admissible regularization parameters. In this way, the L-curve displays the compromise between the minimization of these two quantities. It has been argued and numerically shown that the so-called \corner" of the L-curve corresponds to a point where the error in the solution estimate due solely to regularization and the error due solely to noise are approximately balanced 8]. Analogous to the one dimensional case, the L-hypersurface is a plot of the residual norm z( ) against the constraint norms x j ( ), 1 j M drawn in an appropriate scale. Intuitively, the \generalized corner" of the L-hypersurface should correspond to a point where regularization errors and perturbation errors are approximately balanced. By a generalized corner, we mean a point on the surface around which the surface is maximally warped. We can quantitatively measure how much a surface is warped in the neighborhood of a point by computing its Gaussian curvature 1, 2] . In this work, we shall assume that ( ) is regular 2] and therefore its Gaussian curvature is well-de ned and exists 8 2 R M + .
In most cases, the Gaussian curvature of the L-hypersurface presents a clearer picture of the relative merits of di erent regularization parameters than the L-hypersurface itself. This is more easily understood by looking at a typical L-hypersurface, as shown in Fig. 3.1 (a) . In this gure, we display the L-hypersurface for a least squares problem with rst and second order derivatives of the object as constraints (i.e. setting i (t) = t 2 and taking R i as the matrix approximations to the rst and second order di erence operators, respectively). Figure 3 .1(c) shows the 2-norm of the error between the original and estimated objects. We observe that the points on the curvature plot where the curvature achieves a local maximum seems to track the local minimum of the estimation error surface. This behavior is not limited to this example but observed in a variety of di erent problems as well 19] .
The Gaussian curvature of ( ) can be easily computed given the rst and second order partial derivatives of z( )] with respect to x i ( )], 1 i M, and is given by the following expression 1]: 
and derivatives are evaluated at q = (x 1 ( ); : : :; x M ( ); z( )). These derivatives can be obtained by a simple transformation of partial derivatives of related quantities with respect to regularization parameters 18]. One di culty with computing points on the Gaussian curvature function is the fact that each of the required partial derivatives can only be found by solving a linear system of equations of the same size as that of the original inverse problem.
4. An Iterative Parameter Selection Method. A major shortcoming of the L-hypersurface method is that direct maximization by evaluating the Gaussian curvature for a large number of regularization parameters is expensive. Furthermore, use of a conventional optimization technique to locate the maximum Gaussian curvature point is hampered by the fact that the Gaussian curvature function possesses multiple extrema. Considering these di culties, we propose replacing the Gaussian curvature function by a surrogate function which is far easier to optimize. Our ultimate goal is to choose the surrogate function so that the regularization parameters obtained from the optimization of this function are close to those chosen by the L-hypersurface method. To give a avor of the simple geometrical ideas behind our approach, we consider a typical L-curve as displayed in Fig. 4 , and compute the distance from our origin O to the Lcurve. Suppose that there is a slowly expanding bubble located exactly at the origin O. From the geometry, it is easy to see that the rst point on the L-curve that the bubble touches will be close to the corner of the L-curve. Furthermore, as the bubble continues to expand, the circle describing the boundaries of the bubble intersects the L-curve at exactly two points at the left and right of the corner until the circle reaches extreme residual norm and extreme solution norm regions. The radius of the circle is in fact the value of our distance function. The statements concerning the behavior of the bubble describes our distance function. That is, the distance function is minimum at a point close to the corner and the function increases as we go away from the origin until we reach extreme residual or signal norm regions. This way, we de ned a function whose minimum occurs at or near the corner and possesses a single minimum in a wide range of regularization parameters. Hopefully, the newly de ned distance function will make our optimization task much easier.
We begin with de ning our surrogate function for a single regularization parameter (i.e. the L-curve case), prove the associated optimality results and then give a generalized form of the surrogate function for the multi-dimensional case. Next we go on to prove that the MDF function has at least a local minima in 2 ( a ; b ). However, before proceeding any further we introduce a parameterized model for the L-curve which closely approximates the behavior of a family of L-curves while having a representation simple enough for algebraic manipulations. Our starting point is the curvature function which we represent with three little bumps as seen in In our case, an explicit analytic formula for (s) cannot be found. However, the equations in (4.6) can be numerically solved in di erential form. Fig. 4 .1 shows the L-curve obtained from (s) in (4.3). It is easy to see from this gure that 0 > 2 determines the angle between the approximately horizontal and vertical parts of the L-curve to the right and left of the corner. On the other hand, 0 is a measure of the width of the crossover region (i.e. the regions separating horizontal and vertical parts). As 0 approaches zero, the corner of the L-curve becomes sharper.
4.1. Properties of MDF. In this section, we prove, using the L-curve model introduced, that the minimizing the MDF essentially maximizes the curvature of the L-curve. To begin with, we de ne the tangent vector to the L-curve, t(s):
Based on (4.7), the unit normal, n(s), is de ned as the unit length vector perpendicular to t(s).
Considering the actual behavior of an L-curve, it is easy to see that, t(0) is parallel to the 1 axis (L-curve becomes horizontal as ! 0) and that t(s) becomes parallel to the 2 where r > 0 is a constant and n is the unit normal, is called a parallel curve to (s) (Fig. 4.2) . It is easy to see from the de nition that the parallel curve of a plane curve is obtained by simply expanding the curve by a constant amount along the direction of the normal. The parallel transport a convex plane curve (s), denoted by P( ), is de ned as the region covered by the parallel curves (s) for all r 6 = 0 and all s such that (s) is de ned. We use the notation s1;s2] (s) to denote the part of the curve restricted to s 2 s 1 ; s 2 ]. Thus for the L-curve in our example, P( s1;s2] ) covers all those points on the plane from which we can draw a line perpendicularly intersecting the curve s1;s2] . This property of a parallel transport will play a crucial role in the proofs of Theorems 4.5-4.8.
Theorem 4.4. Let Q be a point on the plane below the convex curve (s), which does not lie on (s). A line from Q to (s) intersecting (s) perpendicularly can be drawn i Q 2 P( ).
Proof. Follows from the de nition of P( ).
By using the concept of parallel transport, we are able to prove the following. Fig. (4.4) ). Now as 0 ! 2 , from our restrictions on the i ; i = 0; 1; 2, in (4.8) and (4.9), it must be the case that 1 ; 2 also approach 2 . Hence, as 0 ! 2 , the normal n ? 0 becomes parallel to the horizontal line through ( 0 ) and n + 0 becomes parallel to the vertical line through the point ( 0 ). Therefore, in the limit, the shaded region in the gure does not exist and there can be no origins satisfying the hypotheses which lie outside of P( ? 0 ; 0+ 0 ] ). Now, we are ready to prove our nal result. 4.3. An Iterative Algorithm for Approximating . Generally, we may use any appropriate optimization technique for nding the value which minimizes v( ). However, many optimization algorithms require higher order partial derivatives of z( ) and x i ( ) with respect to i ; i = 1; : : :; m. It can be easily shown that each of these partials can be computed from df( ) d i . df( ) d i , in turn, is obtained by solving a linear system whose size is the same as that of the original problem. Clearly, the computational e ort associated with computing the required partials can be prohibitively large if the size of the problem is big. However, using elementary properties of the MDF we can easily derive a xed point algorithm for . Di erentiating (4.11) with respect to j , and equating the result to zero we obtain the following equation: 
(4.14)
Next, we consider (4.13):
where the last step follows from (4.14). Substituting (4.16) into (4.12) we obtain the following equations for j = 1; : : :; M: where (k) is the vector of regularization parameters at step k. The algorithm is started with an appropriate initial regularization parameter vector (0) and iterated until the relative change in the iterates is determined to be su ciently small. Under some assumptions, we are able to prove that if M=1, the xed point iteration converges to a minimum of v: Theorem 4.10. Assume v(t) has only one critical point, say t 0, in ( a ; b )
and that v is a minimum at that critical point. Further, assume that z(t); ?x(t) are strictly increasing functions of t over the interval. Then if the starting guess t (0) satis es a < t (0) t and z(t (0) ) z( a ) 10; and t is such that x(t ) x( b ) > 10; then the xed point iteration (4.22) converges to t .
Proof. First, de ne the iteration function as (t) z(t) x(t) log x(t)] ? b log z(t)] ? a :
Then the xed point iteration is written t (k+1) = (t (k) ). The case t (0) = t is trivial, so in the remainder, we assume t (0) < t .
Let I denote the closed interval ; t ] where satis es z( ) z( a) = 10.
For all t in I, our assumptions imply v 0 (t) < 0. Using (4.16) we get v 0 (t) = 2x 0 (t) 1 z(t) (log z(t)] ? a) ? t 1 x(t) (log x(t)] ? b) < 0: But since x 0 (t) < 0, it follows that for all t in I, (t) > t:
In particular, this implies t (k) > t (k?1) > > t (0) when t (0) 2 I. Now it is straightforward to show that the derivative of the iteration function is given as 0 (t) = (t) z 0 (t) x; z; ?x 0 ; z 0 , it is easy to show that 0 (t) > 0 for t in I. Let t (k) < t (by de nition, t (k) 2 I). By the Mean Value Theorem, there exists c 2 (t (k) ; t ) such that
Therefore, the iteration is producing an increasing sequence t (k) 1 k=0 on the closed interval I and the sequence is bounded above by t . Thus, t (k) ! t if t 0 2 I.
As a consequence, we know that if we pick a starting point for the single dimensional xed point iteration which satis es the hypotheses, the iterates will all be positive. For the multidimensional xed point algorithm, it is di cult to determine if and when the algorithm is guaranteed to converge. We therefore leave this study of convergence for the multidimensional case for future research, but note that in practice (see Example 3), this has not been a di culty for judicious choice of origin.
5. Numerical Examples. In this section, we verify the statements made concerning the behavior of the MDF and demonstrate the e ectiveness of the iterative algorithm derived in 4.3 for both one and multidimensional parameter selection problems.
5.1. Example 1. We generated a test problem of the form Hf = g by using the function shaw(100) in Hansen's Regularization Toolbox 10] in MATLAB. We modi ed the exact right hand side g by adding normally distributed noise, n, scaled so that variance(n) variance( g) = 10 ?5 . We employed Tikhonov regularization with the identity to estimate the original solution f. The L-curve for this problem was then computed by sampling in 500 logarithmically equi-spaced points between 10 ?37 and 10 2 . The resulting L-curve is displayed in Fig. 5.1 (a) . We chose three di erent origins and computed corresponding v( ) functions. Each one of the three origins chosen were indicated by the symbols`o', '+' and 'x' in Fig. 5.1 (a) . Origin`o' is especially important since it is the one we advocated using. Its coordinates were calculated as follows: First we estimated the smallest and largest singular values of the matrix 5.2. Example 2. For our second experiment we generated a 100 100 system Hf = g by using the baart(100) command in Hansens' Regularization Toolbox in MATLAB. The exact right hand side g is modi ed by adding normally distributed noise scale so that variance(n) variance( g) = 10 ?10 . We sampled the L-curve for this problem by using 500 logarithmically equi-spaced point in the interval (10 ?37 ; 10 2 ) as seen in Fig. 5.2 (a) . The largest and smallest singular values of H were estimated to be max 3:2, min 2:5 10 ?18 and the origin associated with these points, 15 (log z( 2 min ); log x( 2 max )), is marked with a`o' in Fig. 5.2 (a) . To verify the conclusion reached in Theorem 4.7 and to demonstrate the convergence behavior of the iterative algorithm in (4.22), we rst found the regularization parameter corner maximizing the curvature of the L-curve and then used a number of di erent origins, O(a; b) = (log z( a ); log x( b )), such that a < corner and b > corner , to compute v( ). The region covered by the origins selected this way is indicated with the dash-dotted rectangle in Fig. 5.2 (a) . We ran our iterative algorithm to nd the minimizing v( ) for each case. We employed the 2 -method of Aitken 16 ] to accelerate the convergence of our algorithm. In the 2 -method of Aitken, (k) values obtained in the previous iterations are extrapolated to provide a new sequence which converges faster than the original sequence
Note that 2 -method of Aitken has the same computational complexity as the original xed point iteration.
To provide a comparison we also minimized the MDF function for each origin by using a quasi-Newton method called BFGS 17] with a line search to ensure global convergence. For both our algorithm and BFGS the stopping condition was A sample run of the iterative algorithm, for the origin we proposed, is demonstrated in Fig. 5.2 (c) , by indicating each point computed by the iterative algorithm with a`+' on the MDF. Circle, in this gure indicates the nal point converged. Figure 5 .2 (d) shows a normalized histogram of the number of iterations needed for each run of our algorithm (the algorithm was run for 56,244 di erent origins within the box and it always converged to the minimum of v). As illustrated in the gure, for most of the origins chosen the xed point algorithm converges in fewer than 10 iterations. Now BFGS can require multiple function and gradient evaluations at each iteration because of the line search. But evaluation of either the function or the gradient requires the solution of a linear system of the size of the original problem, making each iteration of BFGS a minimum of 2 times more expensive than an iteration of our xed point algorithm. Therefore, while the number of function evaluations required by our algorithm is the same as the number of iterations, the number of function and gradient evaluations required by BFGS with line search is typically more than twice the number of iterations ( Figure 5 .2 (f) depicts the number of function and derivative evaluations for BFGS with line search) thereby making our algorithm more e cient than BFGS.
5.3. Example 3. In our nal example, we try to demonstrate the utility of the MDF in a multiple regularization parameter setting. The test problem of interest was generated by using phillips(100) function. The exact right hand side is again modi ed by adding normally distributed random noise scaled so that variance(n) variance( g) = (log z( 2 min ; 2 min ; log x 1 ( 2 max ; 0); logx 2 (0; 2 max )). We computed the MDF (v) and the mean square error (MSE), 1 N kf ?f ( 1 ; 2 )k 2 2 , by sampling regularization parameters at 20 logarithmically equi-spaced points between 10 ?8 and 10 3 . The resulting MDF and MSE surfaces are displayed in Fig. 5.3  (a)-(b) . We compared the performance of BFGS with line search, which is guaranteed to converge to a minimum of the MDF, with our xed point iteration. Ideally, we are only interested in 0. We note that neither of these methods is guaranteed to have non-negative iterates, but since the non-negativity constraint is not violated at the minimum of v and both converge to the minimum for reasonable starting points, we chose to ignore the non-negativity constraint.
We started our iterative algorithm with three di erent initial values of = 1 ; 2 ] T . The stopping criteria we used for BFGS was that the norm of the gradient be less than 10 ?6 . The stopping criteria we used for our xed point algorithm was max i=1;2 j k i ? k?1 i j=j k?1 i j 10 ?4 :
In fact, 10 ?4 may be a smaller tolerance than is necessary to get good 1 ; 2 ; however, since BFGS tended to converge to solutions where this measure was of order of 10 ?4 , this tolerance was useful for comparison purposes. For each run, the points computed by our algorithm at each iteration are indicated on both the MDF and MSE surfaces. In . In all three cases, the our xed point algorithm converged to the same point in fewer than 9 iterations. Recall that for every iteration, one system of the form (5.2) needs to be solved. In contrast, BFGS took 28 or 29 iterations, depending on the starting point, to converge using the stopping criteria based on the norm of the gradient. Further, it took about 49 function evaluations plus the same number of gradient evaluations to reach convergence for each of the three cases. Each function evaluation is equivalent to solving one linear system of the form (5.2). Additionally, each gradient evaluation requires solving 2 additional linear systems of the form (5.2). Thus, about 49 3 linear systems need to be solved before convergence is reached. Therefore the number of linear systems required for BFGS with line search to reach convergence was roughly 15 times more than for our xed point algorithm. 6. Conclusions and Discussion. In this paper, we considered the problem of estimating multiple regularization parameters in a generalized L-curve framework. We de ned a surrogate function, called the minimum distance function (MDF), to replace the curvature function. The analysis we carried out on a hypothetical L-curve model indicated that, in the single parameter case, the regularization parameters minimizing the MDF approximately maximizes the curvature as the corner of the L-curve becomes sharper. This latter point was con rmed by numerical examples performed on actual L-curves. We also developed an iterative xed point algorithm to approximate the regularization parameters minimizing the MDF. In the case of a single regularization parameter, we were able to prove the xed point converges to a minimum of the MDF under certain assumptions. It was shown through numerical experiments that the iterative algorithm quickly converges. Thus, the computational e ort associated with computing approximations to the regularization parameters that correspond to the generalized corner of the L-hypersurface has been greatly reduced. The potential tradeo is a slight degradation in the MSE of the reconstruction if the origin chosen is not optimal.
