Abstract-Designing efficient scheduling algorithms is an important problem in a general class of networks with resourcesharing constraints, such as wireless networks and stochastic processing networks [7] . In [5], we proposed a distributed scheduling algorithm that can achieve the maximal throughput in such networks under certain conditions. This algorithm was inspired by CSMA (Carrier Sense Multiple Access). In this paper, we prove the convergence and stability of the algorithm, with properly-chosen step sizes and update intervals. Convergence of the joint scheduling and congestion control algorithm for utility maximization in [5] can be proved similarly.
decrements its backoff timer when it senses the channel idle and starts transmitting when its timer runs out. The packet transmission times are also exponentially distributed. (The process defines a "CSMA Markov chain".) The assumption in [3] , [4] is that a transmitter hears any transmitter of a link that would interfere with it. That is, there are no hidden nodes. Moreover, the transmitters hear a conflicting transmission instantaneously. Accordingly, there are no collisions in perfect CSMA. In practice, other protocols such as RTS/CTS can be used to address the hidden node problems [3] . The throughput-optimality in the presence of collisions is analyzed in [8] (see also [10] ). In the task processing problem, on the other hand, one can define a perfect CSMA protocol without considering collisions and hidden nodes.
The "adaptive CSMA" scheduling algorithm in [5] is as follows. Each link adjusts its transmission aggressiveness ("TA") based on its backlog. A link's TA is reflected in either its mean backoff time or mean transmission time. For example, the transmitter of a link sets its mean backoff time to be exp{−α · Q} where Q is the backlog of the link and α > 0 is a small constant. That is, the link becomes more aggressive as its backlog increases. In [5] , we have shown, under a time-scale-separation approximation, that such a simple algorithm is throughput-optimal (i.e., it stabilizes the queues if the arrival rates are strictly feasible). The approximation is that, as the links change their TA, the CSMA Markov chain instantaneously reaches its stationary distribution.
In this paper, we analyze the convergence and stability properties of the algorithm without the above approximation. In particular, we show that (i) For any strictly feasible arrival rates, using properly-chosen decreasing step sizes and increasing update intervals (which can be set independently of the network topology), the TA's of different links converge to the desired values, and the queues are stable. Although the intuition is to make the time-scale separation eventually hold, these conditions are quite intricate since the speed at which the CSMA Markov chain converges to its stationary distribution depends on the time-varying TA's. (ii) The maximal throughput can be arbitrarily approached by using constant step sizes and update intervals.
The rest of the paper is organized as follows. In section II, we describe the basic model and the throughput-optimality objective. Section III and IV present CSMA scheduling algorithms (adapted from [5] , [6] ), and give proofs of their convergence and stability under different sets of sufficient conditions. (The same results apply to the joint algorithm in [5] .) Due to the space limit, simulation studies are presented in [9] to illustrate the main results. We conclude the paper and discuss future research in section V.
II. BASIC MODEL AND PROBLEM STATEMENT
We first describe the basic model and objective as in [5] .
A. Network Interference Model
There are K FIFO queues in the network. Not all queues can be served simultaneously, due to interference or resourcesharing constraints. These constraints are represented by a conflict graph (or "CG") G = {V, E}, where V is the set of vertexes (each of them represents a queue) and E is the set of edges. Two queues cannot be served at the same time (i.e., "conflict") if and only if there is an edge between them.
In wireless networks, one can associate a queue with each link, which is an ordered transmitter-receiver pair. Two links cannot be activated at the same time if they interfere. Although this is a simplified model for wireless networks, it does provide a useful abstraction and has been used widely in literature [3] [1].
In the task processing problem, assume K different types of tasks and a finite set of resources B. A queue is associated with each type of tasks. To perform a type-k task, one needs a subset B k ⊆ B of resources and these resources are then monopolized by the task while it is being performed. Note that two tasks cannot be performed simultaneously iff they require some common resources. Clearly, this can be modeled by a conflict graph G defined above.
Assume that G has N different independent sets ("IS", not confined to "maximal independent sets"), where each IS is a set of queues that can be served simultaneously. Denote the i'th IS as x i ∈ {0, 1} K , a 0-1 vector that indicates which links are transmitting in this IS. That is, the k'th element of 
B. Throughput-optimality Objective
We now describe the scheduling problem which is the focus of the paper. Without loss of generality, assume that the capacity of each link is 1. Assume that traffic arrives at link k with an arrival rate λ k ∈ (0, 1). For simplicity, assume the following i.i.d. Bernoulli arrivals (although it can be readily generalized [9] ): Let a k (t) ∈ {0, 1} be the arrival process at link k where t is the continuous time. For t ∈ [j, j + 1], j = 1, 2, . . . (i.e., in a given "slot" with length 1), a(t) = 1 with probability λ k and a(t) = 0 otherwise. Then, A k (t) := t 0 a k (τ )dτ , the cumulative amount of arrived traffic by time t, satisfies that E(A k (t))/t = λ k . Denote the vector of arrival rates as λ. We say that λ is feasible iff it can be written as λ = ip i · x i wherep i ≥ 0 and ip i = 1. That is, there is a schedule of the independent sets (including the non-maximal ones) that can serve the arrivals. We say that λ is strictly feasible iff it can be written as λ = ip i · x i wherep i > 0 and ip i = 1. Denote the set of feasible and strictly feasible λ byC and C respectively. It is not difficult to show that C is exactly the interior ofC.
Our objective is to give a distributed scheduling algorithm such that any strictly feasible λ can be "supported". More formally, denote by D k (t) the cumulative traffic that has departed from queue k by time t. The system is "rate stable" if lim t→∞ [A k (t) − D k (t)]/t = 0, ∀k almost surely. Another notion of stability is the positive (Harris) recurrence of the network Markov chain. An algorithm is said to be "throughput-optimal" if for any λ ∈ C, it makes the system rate stable or positive (Harris) recurrent.
An extension of the above scheduling problem is a joint scheduling and congestion control problem, where together with scheduling, the arrival rate λ is simultaneously adjusted by the sources in order to achieve certain fairness objective (or "maximal utility") among different links or multi-hop data flows. In this paper we focus on the scheduling problem, since the results here can be readily applied to the joint scheduling and congestion control algorithm in [5] .
III. A DISTRIBUTED CSMA ALGORITHM AND ITS

THROUGHPUT-OPTIMALITY
We first describe an idealized CSMA model proposed in [3] , [4] which the algorithm in [5] is based on. Before transmitting, link k waits (or "backs-off") for a random period of time that is exponentially distributed with mean 1/R k . If it does not sense another transmission of a conflicting link during that time, then the link starts transmitting; otherwise, it suspends its backoff and resumes it after the conflicting transmission is over. The transmission time of link k is exponentially distributed with mean 1. Define r k = log(R k ) as the "transmission aggressiveness" (TA) of link k. And let r be the vector of r k 's. Assuming that the sensing time is negligible, given the continuous distribution of the backoff times, collisions do not occur in the model of [3] , [4] .
Note that collision is not an issue in the task processing problem (cf. section II-A). In wireless networks, however, collisions do occur since in practice the backoff time of each link is usually multiples of "minislots" due to the nonzero sensing time. Therefore the above idealized CSMA model provides an approximation. The approximation is more accurate when the transmission probability in each minislot is small which leads to small collision probability. In that case, the transmission time should be increased to compensate for the increases backoff time. In [8] , on the other hand, we formulated an accurate model which considers collisions among control packets such as RTS in 802.11, designed algorithms similar to those in [5] , and provided their convergence and stability properties. (Both methods in this paper and in [8] can be used to provide convergence/stability results for another discrete time protocol [10] that considered collisions.) In this paper, we will focus on the case without collisions.
The transitions of the transmission states x i form a continuous-time Markov chain, which is called the CSMA Markov Chain. References [3] , [4] showed that the Markov chain (with a given r) is time-reversible, and in the stationary distribution, the probability of state
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where
(Note that an IS with larger
k r k has a higher probability.) Then, the probability that link k is active is
Since the link capacity is assumed to be 1, s k (r) is also the average service rate of link k given r.
For simplicity, we assume that the arrival traffic can be viewed as "fluid". That is, upon transmission, the packet sizes may be different from the sizes of the arrived packets (by repacketize the bits in the queue). This assumption, however, is not essential. More discussion is given in [9] .
A. Review of the ideas behind the Algorithms
The algorithms in [5] , [6] try to find or approximate, in a distributed way, the TA vector r in CSMA such that the induced service rates (3) at all links are not less than the arrival rates λ whenever λ is strictly feasible. In this section, we review some results in [5] , [6] which state that the desired r can be obtained as the optimal dual variables in some suitable convex optimization problems ( (4), (6), (7)).
Consider the following convex optimization problem, where u ∈ R N + is a probability distribution over the IS's (recall that N is the number of IS's).
where λ is strictly feasible, and i is the summation over all IS's.
that is, with the TA vector r * , the service rate (3) at any link is high enough. (And the optimal u * is the corresponding stationary distribution of the CSMA Markov chain.) Also, an iterative (subgradient dual) algorithm to find r * (by solving the dual problem min r≥0 L 1 (r)) is (for j = 1, 2, . . . )
where α(j) is some properly-chosen step size. That is, link k increases r k if the service rate is smaller than λ k , and vice versa. The proof is given in [9] .
Similarly, for the problem
the (unique) vector of optimal dual variables r * satisfies that
The next problem is an extension of (4) such that the optimal dual variables r * satisfies s k (r * ) > λ k , ∀k. The strict inequality can be used later to ensure that the queue lengths are stable and tend to be small.
where λ is strictly feasible, and c > 0,w > 0 are small constants.
Lemma 2:
where α(j) is some properly-chosen step size. (The proof is similar to that of Lemma 1, and is given in [9] .) However, algorithms (5) or (8) require the knowledge of λ k and s k (r(j −1)), which cannot be obtained directly in the network since both the traffic arrival and service processes are random. Therefore in the actual algorithm we need to properly average the randomness. The main complication here is that the time needed for the CSMA Markov chain to converge to its stationary distribution (i.e., the mixing time) depends on the varying r. So the dynamics of the Markov chain and r are coupled in a complex way. The goal here is to provide sufficient conditions to ensure the convergence of the algorithm with random arrival and service processes.
B. TA adjustment Algorithm
Let x k (t) ∈ {0, 1} be the instantaneous state of link k at (continuous) time t. For link k, define the cumulative "service" by time t as S k (t) = t τ =0
x k (τ )dτ , and the cumulative departure by time t as
is the queue length of link k at time τ . Note that there is no departure if the queue is empty but we allow x k (τ ) = 1 even if Q k (τ ) = 0 (in which case dummy packets are sent, further discussed below). We assume that there is a maximal instantaneous arrival rateλ for any link.
The adaptive CSMA algorithm which adjusts the TA is given below (Notice its similarity to (8) ). The algorithm is fully distributed and requires no exchange of control messages.
Algorithm 1: The vector r is updated at time t j , j = 1, 2, . . . . Let t 0 = 0 and T j := t j − t j−1 , j = 1, 2, . . . . Define "period j" as the time between t j−1 and t j , and r(j) be the value of r at the end of period j, i.e., at time t j .
Initially, set r(0) = 0. Then at time t j (j = 1, 2, . . . ), update
for all k, where λ ′ k (j) and s ′ k (j) are the empirical average arrival rate and service rate of link k in period j (i.e., λ
. c > 0,w > 0 are small constants. We let link k transmit dummy packet with TA r k (j) even if the queue is empty. This ensures that the CSMA Markov chain (with parameter r(j)) has the desired stationary distribution (1) . (The transmitted dummy packets are included when computing s ′ k (j).) Also, we choose α(j) and non-decreasing T j to satisfy
where K is the number of links, and λ max =λ +w.
Remark 1: According to (9), the algorithm does not need to know λ k explicitly.
Remark 2: In an alternative design, the mean backoff time of each link is 1, and the mean transmission time of link k is exp(r k ). For a given r, the CSMA Markov chain has the same stationary distribution as in (1) . In that case, the same Algorithm 1 can be used, with a minor difference in the definition of (13) . More details are in [9] .
Proposition 1:
The setting α(j) = 1/[(j + 1) log(j + 1)] and T j = j satisfies conditions (10), (11) and (12) . Note that this setting does not depend on, or require the knowledge of K and λ max , and thus can generally apply to any network.
Similarly, the same is true for the following settings.
The above is not difficult to check [9] .
A main result of the paper is the following:
Theorem 1: Assume that λ is strictly feasible (i.e., λ ∈ C). Then with Algorithm 1, r(j) converges to some r * with probability 1. The vector r * satisfies that s k (r * ) > λ k , ∀k. Also, the system is rate stable. We sketch the main steps of the proof in the Appendix, and give the complete proof in [9] .
Remark: Another notion of stability often used in literature is the positive (Harris) recurrence of the underlying network Markov process, in particular the queue lengths. Note that with the time-varying step sizes and update intervals in Algorithm 1, the Markov process is not time-homogeneous, in which case positive (Harris) recurrence is not well defined. This is the reason why we choose to prove the "rate stability". One concern for rate stability is that the queue lengths may go to infinity. However, this does not happen in Algorithm 1 since r converges to r * such that s k (r * ) > λ k , ∀k. Using the fact that lim t→∞ S k (t)/t = s k (r * ) (Lemma 4 in [9] ), one can show that the queue lengths return to around 0 infinite times: Proposition 2: Let Q k (t) be the queue size of link k at (continuous) time t. Consider the process {Q k (t), t = 0, 1, 2, . . . }. With Algorithm 1, for any link k, Q k (t) ≤ 2 infinite times (w. p. 1) in the above process.
In a related work, reference [13] used a differentialequation method to analyze the convergence of the utility maximization algorithm extended from [5] . In [13] , an upper bound of r * needs to be known beforehand to bound r(j) in the algorithm. Therefore, it is not obvious whether the proof there can be directly applied to the scheduling problem above without a priori upper bound of r * . Also, the queue stability was not considered in [13] .
C. An Algorithm with bounded TA (reduced capacity)
We have shown above that Algorithm 1 is throughputoptimal in that it can support any λ ∈ C. No upper bound of TA is imposed in Algorithm 1. In this section, we give similar algorithms which simply upper-bound the TA by a constant r max > 0. The algorithm's capacity region is smaller than C. But it allows weaker conditions on the step sizes and update intervals. Also, one can choose the parameters of the algorithm to make its capacity region arbitrarily close to C.
Algorithm 2:
The vector r is updated at time t j , j = 1, 2, . . . .
(14) where ǫ > 0, and [·] [0,rmax] means the projection to the set [0, r max ]. Algorithm 2 tries to solve problem (4) (notice its similarity to (5)), except that it "pretends" to serve the arrival rates λ + ǫ · 1 which are higher than the actual arrival rates λ, in order to ensure that the average service rate is strictly higher than the arrival rate after convergence.
Also, we choose α(j) and non-decreasing T j to satisfy (10) and
For example, α(j) = 1/j and T j = j γ for any γ > 0 satisfy (10) and (15) .
The following theorem states that the capacity region of Algorithm 2 is (at least)
where r * II (λ + ǫ · 1) is the optimal vector of dual variables r * of problem (4) with arrival rates λ + ǫ · 1. Theorem 2: With Algorithm 2, if λ ∈ C II (r max , ǫ), then with probability 1, r(j) converges to r * II (λ + ǫ · 1). (And s k (r * II (λ + ǫ · 1)) ≥ λ k + ǫ > λ k , ∀k.) So the queues are rate stable and return to around zero infinite times (similar to Prop. 2). The proof (given in [9] ) is a minor modification of the proof of Theorem 1 by utilizing the boundedness of r.
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Clearly, C II (r max , ǫ) → C as r max → +∞ and ǫ → 0. So we can choose r max , ǫ to achieve arbitrarily close approximations of the maximal capacity region C.
It can be also shown that one can use constant T j = T, ∀j and decreasing step sizes α(j) to achieve convergence and stability.
Algorithm 3: Use the updates
, where α(j) = 1/j, and the update intervals T j = T, ∀j where T > 0 is any constant.
Theorem 3: Assume that λ ∈ C III (r min , r max , ǫ) where
where r * (λ + ǫ · 1) is the (unique) vector of optimal dual variables in problem (6) with the arrival rate λ + ǫ · 1. Then with Algorithm 3, r(j) → r * (λ + ǫ · 1), the queues are rate stable and return to around zero infinite times (similar to Prop. 2) with probability 1.
The proof involves dividing the time into "frames" where each frame consists of multiple update intervals. Then we bound the "error" of the changes of r in the frames (compared to the changes if we have the exact gradients.) The proof is omitted due to the space limit. (We note that the differential-equation method used in [13] can potentially provide another proof when r(j) is bounded, similar to the convergence result in the collision case [8] .)
IV. CONSTANT STEP SIZE AND UPDATE INTERVAL
Now we consider Algorithm 2 with a constant step size α(j) = α, ∀j and a constant update interval T j = T, ∀j. Unlike Algorithm 1, the network Markov process in this case is time-homogeneous.
Theorem 4: If λ ∈ C II (r max , ǫ), then there exists α > 0, T > 0 such that the queues are stable using Algorithm 2 with α(j) = α, T j = T, ∀j. The proof is given in [9] .
The following bounds are useful to characterize the region C II (r max , ǫ) and C III (r min , r max , ǫ).
Proposition 3: Given λ ∈ C. If δ k > 0 is the maximum value such that λ + δ k · e k ∈C (where e k is the K-dimensional vector whose k'th element is 1 and other elements are 0's), then
So, if δ k ≥ log(N )/r max , ∀k, then λ ∈ C II (r max , 0). (A slightly looser bound was obtained in [17] .) We also have another bound which is tighter than (16), especially for small values of δ k .
Proposition 4: Given λ ∈ C. Recall that r * k (λ) denotes the unique r such that s k (r) = λ k , ∀k. If δ k > 0 is the maximum value such that λ + δ k · e k ∈C, then log(
for some constant b k > 0 which depend on the network. Note that as δ k → 0, the upper bound is in the order of log(1/δ k ), compared to 1/δ k in (16).
V. CONCLUSION
This paper has provided proofs of the convergence and stability property of the distributed CSMA scheduling algorithm proposed in [5] , [6] with properly chosen step sizes and update intervals. Similar results also apply to the joint CSMA scheduling and congestion control algorithm in [5] , [6] .
The conditions on the step sizes and update intervals given here are sufficient for the convergence/stability of the algorithms. However, since certain bounds in the proof may not be tight, it is possible that these conditions can be relaxed. Also, we have assumed general conflict graphs. In many networks of practical interest, however, the conflict graphs may have particular structures. For example, if the conflict graph is a full graph (corresponding to a network where all links conflict to each other), then it can be shown that the mixing time is much smaller than the worst-case bound used in this paper. In the future, we would like to study whether some of the conditions can be relaxed, either generally or in networks with certain structures.
APPENDIX: PROOF SKETCH OF THEOREM 1
A. Some notation
Before proving Theorem 1, we need some further notation. Given a vector of TA r(m − 1) at the beginning of the period m of Algorithm 1, the vector g(m) whose k-th element g k (m) := s k (r(m − 1)) − λ k − (c/r k (m − 1)) ∧w is a subgradient of L 2 (r) (the dual problem of (7) is min r≥0 L 2 (r): see the proof of Lemma 2 in [9] ). To find the desired r * which solves the dual problem, the ideal algorithm (8) would follow the opposite direction of g(m). However, Algorithm 1 only has an estimation of g k (m), denoted by
The "error bias" of g
Define also the zero-mean "noise"
Since both s ′ k (m) and λ ′ k (m) are bounded, the noise is also bounded: |η k (m)| ≤ c 2 for some c 2 > 0. Then, we have
B. Proof Sketch of Theorem 1
We sketch the proof in three parts, with the complete proof in [9] . These parts are relatively independent-if one part can be modified or strengthened later, other parts can still apply.
Part 1: Bounding the error bias B k (m), m = 1, 2, . . . This part shows that the error bias B k (m + 1) (18) decreases "fast enough" with time. This is done by bounding the two parts of B k (m + 1).
(i) First, we show that ∀k,
This is obtained by analyzing the mixing time of the CSMA Markov chain with TA r(m) (via the conductance [14] of the chain). By (9), we have 
(ii) Next, with the Bernoulli arrival process a k (t) assumed in section II-B, it can be shown that (11) hold, then with Algorithm 1, r(j) converges to r * (the optimal dual variables of problem (7)) with probability 1. The proof is related to the theory of stochastic approximation [15] , [16] . We use d(j) := ||r(j) − r * || 2 2 as a Lyapunov function and show that d(j) → 0 with probability 1. Ideally, if we have the accurate sub-gradient g(j) of the dual function L 2 (r), it is well known that d(j) → 0 with suitable step sizes α(j). The key purpose of (23) and (11) is to control the effect of the estimation error. Essentially, the result of part 1, (23), ensures that the effect of the bias B(j) diminishes as j → ∞, and (11) ensures that the effect of the martingale noise η(j) diminishes (by the martingale convergence theorem.) Combining these and the fact that j α(j) = ∞, the convergence to r * can be established. Since r * is the optimal dual variables of problem (7), we have s k (r * ) > λ k , ∀k by Lemma 2. Part 3: Rate stability Lemma 4: With probability 1, lim t→∞ S k (t)/t = s k (r * ), ∀k. This is Lemma 4 in [9] . Since we know from part 2 that r(j) → r * , it seems quite intuitive that in the long term, the average service rate of link k converges to s k (r * ). However, the actual proof is not straightforward.
Finally, the following result concludes the proof. Lemma 5: If lim t→∞ S k (t)/t = s k (r * ), ∀k with probability 1, and if s k (r * ) > λ k , ∀k, then the system is rate stable. In fact, Lemma 5 holds as long as lim t→∞ S k (t)/t ≥ λ k , ∀k a.s. [9] . The strict inequality s k (r * ) > λ k further guarantees Prop. 2.
