It is known that the classical and quantum query complexities of a total Boolean function f are polynomially related to the degree of its representing polynomial, but the optimal exponents in these relations are unknown. We show that the non-deterministic quantum query complexity of f is linearly related to the degree of a "non-deterministic" polynomial for f . We also prove a quantum-classical gap of 1 vs. n for non-deterministic query complexity for a total f .
Introduction and Statement of Results
There are two ways to view a classical non-deterministic algorithm for some Boolean function (or language) f . First, we may think of it as a deterministic algorithm A which receives the input x and a "certificate" y. For all inputs x, if f (x) = 1 then there is a certificate y such that A(x, y) = 1; if f (x) = 0 then A(x, y) = 0 for all y. Secondly, we may view A as a randomized algorithm whose acceptance probability P (x) is positive if f (x) = 1 and P (x) = 0 if f (x) = 0. It is easy to see that these two views are equivalent in the case of classical computation: there is a view 1 algorithm for f iff there is a view 2 algorithm for f of roughly the same complexity.
Both views may be generalized to the quantum case, yielding three possibly non-equivalent definitions of non-deterministic quantum algorithms. The quantum algorithm may be required to give the right answer f (x) when given an appropriate certificate (which may be quantum or classical); or the quantum algorithm may be required to have positive acceptance probability iff f (x) = 1. An example is given by two competing definitions of "quantum NP": Kitaev [Kit99] defines this class as the set of languages which are accepted by polynomial-time quantum algorithms that are given a polynomial-size quantum certificate. On the other hand, Adleman et.al. [ADH97] and Fenner et.al. [FGHP98] define quantum NP as the set of languages L for which there is a polynomial-time quantum algorithm whose acceptance probability is positive iff x ∈ L. This quantum class was shown equal to the classical counting class co-C = P in [FGHP98] , using tools from [FR99] .
We will here adopt the latter view: a non-deterministic quantum algorithm for f is a quantum algorithm which outputs 1 with positive probability if f (x) = 1 and which always outputs 0 if f (x) = 0. (In the appendix we will show that this definition is at least as strong as the other possible definitions.) We will study the complexity of such non-deterministic quantum algorithms in two different settings: query complexity and communication complexity. Our main results are characterizations of these complexities in algebraic terms and large gaps between quantum and classical non-deterministic complexity in both settings.
First consider the model of query complexity, also known as decision tree complexity or blackbox complexity. Most existing quantum algorithms can naturally be expressed in this model and achieve provable speed-ups there over the best classical algorithms (e.g. [DJ92, Sim97, Gro96, BH97, BHT97, BHT98] and also the order-finding problem on which Shor's factoring algorithm is based [Sho97, Cle99b] ). Let D q (f ) and Q q (f ) denote the query complexities of optimal deterministic and quantum algorithms that compute some f : {0, 1} n → {0, 1} exactly. 1 Let deg(f ) denote the degree of the multilinear polynomial that represents f . The following relations are known (see [BBC + 98] ; the last inequality is due to Nisan and Smolensky-unpublished, but see [BW99b] ):
Thus deg(f ), Q q (f ) and D q (f ) are all polynomially related for all total f (the situation is very different for partial f [DJ92, Sim97]). A function is known with a near-quadratic gap between D q (f ) and deg(f ) [NS94] , but no function is known where Q q (f ) is significantly larger than deg(f ), and it may in fact be true that Q q (f ) and deg(f ) are linearly related. In Section 3 we show that such a linear relation holds between the non-deterministic versions of Q q (f ) and deg(f ):
Here N q (f ) and N Q q (f ) denote the query complexities of optimal non-deterministic classical and quantum algorithms for f , respectively, and ndeg(f ) is the minimal degree of a polynomial p which is non-zero iff f (x) = 1. Thus we have an algebraic characterization of the non-deterministic quantum query complexity N Q q (f ), up to a factor of 2. We also show that N Q q (f ) may be much smaller than N q (f ): we exhibit an f where N Q q (f ) = 1 and N q (f ) = n, which is the biggest possible gap allowed by this model. Thus, while the case of exact computation allows at most polynomial quantum-classical gaps, the non-deterministic case allows unbounded gaps. In the case of communication complexity, the goal is for two distributed parties, Alice and Bob, to compute some function f : {0, 1} n × {0, 1} n → {0, 1}. Alice receives an x ∈ {0, 1} n and Bob receives a y ∈ {0, 1} n , and they want to compute f (x, y), exchanging as few bits of communication as possible. This setting was introduced by Yao [Yao79] and is fairly well understood for the case where Alice and Bob are classical players exchanging classical bits [KN97] . Much less is known about quantum communication complexity, where Alice and Bob have a quantum computer and can exchange qubits. This was first studied by Yao [Yao93] and it was shown later that quantum communication complexity can be significantly smaller than classical communication complexity [CB97, BCW98, AST + 98, Raz99].
Let D c (f ) and Q c (f ) denote the communication required for optimal deterministic and quantum protocols for computing f , respectively. Let rank(f ) be the rank of the 2 n × 2 n communication matrix M f defined by M f (x, y) = f (x, y). The following relations are known:
The first inequality follows from work of Kremer [Kre95] , as first noted in [BCW98] (in [BW99a] it is shown that this lower bound also holds if the quantum protocol can make use of unlimited prior entanglement between Alice and Bob).
It is an open question whether D c (f ) can in turn be upper bounded by some polynomial in log rank(f ). This is known as the log-rank conjecture. If this conjecture holds, then D c (f ) and Q c (f ) are polynomially related for all total f (which may well be true). It is known that log rank(f ) and D c (f ) are not linearly related [NW95] . In Section 4 we show that the non-deterministic versions of log rank(f ) and Q c (f ) are in fact linearly related:
Here nrank(f ) denotes the minimal rank of a matrix whose (x, y)-entry is non-zero iff f (x, y) = 1. Thus we can characterize the non-deterministic quantum communication complexity as the logarithm of the rank of its non-deterministic matrix. 2 We also show an exponential gap between quantum and classical non-deterministic communication complexity: we exhibit an f where N Q c (f ) ≤ log(n + 1) and N c (f ) ∈ Ω(n). Cleve and Massar earlier found another gap: N Q c (NE) = 1 versus N c (NE) = log n + 1, where NE is the non-equality function [CM99] .
Preliminaries 2.1 Functions and polynomials
For x ∈ {0, 1} n we use |x| for the Hamming weight (number of 1s) of x, and x i for its ith bit, i ∈ {1, . . . , n}. We use 0 for a string of n zeroes. If x, y ∈ {0, 1} n then x ∧ y denotes the n-bit string obtained by bitwise ANDing x and y. Let f : {0, 1} n → {0, 1} be a total Boolean function. For example, OR(x) = 1 iff |x| ≥ 1, AND(x) = 1 iff |x| = n, PARITY(x) = 1 iff |x| is odd. We use f for the function 1 − f . For b ∈ {0, 1}, a b-certificate for f is an assignment C : S → {0, 1} to some set S of variables, such that f (x) = b whenever x is consistent with C. The size of C is |S|. The certificate complexity C x (f ) of f on input x is the minimal size of an f (x)-certificate that is consistent with x. We define the 1-certificate complexity of f as
An n-variate multilinear polynomial is a function p : R n → R which can be written as p(x) = S⊆{1,...,n} a S X S . Here S ranges over all sets of indices of variables, a S is a real number, and the monomial X S is the product Π i∈S x i of all variables in S. The degree of p is the degree of a largest monomial with non-zero coefficient. It is well known that every total Boolean function f has a unique polynomial p such that p(x) = f (x) for all x ∈ {0, 1} n (see for instance [NS94, BW99b] ). Let deg(f ) be the degree of this polynomial. For example, OR(x 1 , x 2 ) = x 1 + x 2 − x 1 x 2 , which has degree 2.
We introduce the notion of a non-deterministic polynomial for f . This is a polynomial p such that p(x) = 0 iff f (x) = 1. Let the non-deterministic degree of f , denoted ndeg(f ), be the minimum degree among all non-deterministic polynomials p for f . Without loss of generality we can assume p(x) ∈ [−1, 1] for all x ∈ {0, 1} n (if not, just divide by max x |p(x)|).
We mention some upper and lower bounds for ndeg(f ). For example, p(x) = i x i /n is a nondeterministic polynomial for OR, hence ndeg(OR) = 1. More generally, let f be a non-constant symmetric function (i.e. f (x) only depends on |x|). Suppose f achieves value 0 on z Hamming weights, k 1 , . . . , k z . Since |x| = i x i , it is easy to see that (|x| − k 1 )(|x| − k 2 ) · · · (|x| − k z ) is a non-deterministic polynomial for f , hence ndeg(f ) ≤ z. This upper bound is tight for AND but not for PARITY. For example, p(x 1 , x 2 ) = x 1 − x 2 is a degree-1 non-deterministic polynomial for PARITY on 2 variables: it assumes value 0 on x-weights 0 and 2, and ±1 on weight 1. Using standard symmetrization techniques (as used for instance in [MP68, NS94, BBC + 98]) we can also show the general lower bound ndeg(f ) ≥ z/2 for symmetric f . Finally, it is easy to show that ndeg(f ) ≤ C (1) (f ) for every f (take a polynomial which is the "sum" over all 1-certificates for f ).
Query complexity
We assume familiarity with classical computation and briefly sketch the setting of quantum computation (see e.g. [Ber97, Kit97, Cle99a] for more details). An m-qubit state is a linear combination
where |i denotes the basis state i (a classical m-bit string), and α i is a complex number which is called the amplitude of |i . We require i |α i | 2 = 1. Viewing |φ as a 2 m -dimensional column vector, we use φ| for the row vector which is the conjugate transpose of |φ . Note that the inner product i||j is 1 if i = j and is 0 otherwise. When we observe |φ we will see |i with probability |α i | 2 , and the state will collapse to the observed |i . A quantum operation which is not an observation, corresponds to a unitary (= norm-preserving) transformation U on the 2 m -dimensional vector of amplitudes. For some input x ∈ {0, 1} n , a query corresponds to the unitary transformation O which maps |i, b → |i, b ⊕ x i . We assume that the input can only be accessed via such queries. A T -query quantum algorithm has the form A = U T OU T −1 . . . OU 1 OU 0 , where the U k are fixed unitary transformations, independent of the input x. This A depends on x via the T applications of O. We sometimes write A x to emphasize this. The algorithm starts in initial state | 0 and its output is the bit obtained from observing the leftmost qubit of the final superposition A| 0 . The acceptance probability of an algorithm (on input x) is its probability of outputting 1 (on x). We will consider classical and quantum algorithms, and will only count the number of queries these algorithms make on the worst-case input (see [BBC + 98, BW99b] for more details). Let D q (f ) and Q q (f ) be the query complexities of optimal deterministic classical and quantum algorithms for computing f , respectively. D q (f ) is also known as the decision tree complexity of f . A nondeterministic algorithm for f is an algorithm that has positive acceptance probability iff f (x) = 1. Let N q (f ) and N Q q (f ) be the query complexities of optimal non-deterministic classical and quantum algorithms for f , respectively (in the appendix we show that this definition of N Q q (f ) is at least as strong as the other possible definitions of non-deterministic quantum complexity).
The 1-certificate complexity characterizes the classical non-deterministic complexity of f :
Proof N q (f ) ≤ C (1) (f ): a classical algorithm that guesses a 1-certificate, queries its variables, and outputs 1 iff the certificate holds, is a non-deterministic algorithm for f . N q (f ) ≥ C (1) (f ): a non-deterministic algorithm for f can only output 1 if the outcomes of the queries that it has made force the function to 1. Hence if x is an input where all 1-certificates have size at least C (1) (f ), then a non-deterministic algorithm will have to query at least C (1) (f ) variables before it can output 1 (which it must do on some runs).
2
In Section 3 we will characterize N Q q (f ) in terms of ndeg(f ), using the following result from [BBC + 98].
Lemma 1 (BBCMW) The amplitudes of the basis states in the final superposition of a T -query quantum algorithm can be written as n-variate multilinear complex-valued polynomials of degree ≤ T . Therefore the acceptance probability of the algorithm (which is the sum of squares of some of those amplitudes) can be written as an n-variate multilinear polynomial P (x) of degree ≤ 2T .
Communication complexity
Below we sketch the setting of communication complexity. For more details and results we refer to the book of Kushilevitz and Nisan [KN97] .
Let f : {0, 1} n × {0, 1} n → {0, 1}. For example, EQ(x, y) = 1 iff x = y, NE(x, y) = 1 iff x = y, DISJ(x, y) = 1 iff |x ∧ y| = 0. A rectangle is a subset R = S × T of the domain of f . R is a 1-rectangle (for f ) if f (x, y) = 1 for all (x, y) ∈ R. A 1-cover for f is a set of 1-rectangles which covers all 1-inputs of f . C 1 (f ) denotes the minimal size (i.e. minimal number of rectangles) of a 1-cover for f . Similarly we define 0-rectangles, 0-covers, and C 0 (f ). (These C 1 (f ) and C 0 (f ) should not be confused with the certificate complexities C (1) (f ) and C (0) (f ).)
The communication matrix M f of f is the 2 n ×2 n Boolean matrix whose x, y entry is f (x, y), and rank(f ) denotes the rank of M f over the reals. An 2 n × 2 n matrix M is called a non-deterministic communication matrix for f if it has the property that M (x, y) = 0 iff f (x, y) = 1. Thus M is any matrix obtainable by replacing 1-entries in M f by non-zero reals. Let the non-deterministic rank of f , denoted nrank(f ), be the minimum rank over all non-deterministic matrices M for f . Without loss of generality we can assume all M -entries are in [−1, 1].
We will consider classical and quantum communication protocols, and only count the amount of communication (bits or qubits) these algorithms make on the worst-case input. For classical randomized protocols we assume Alice and Bob each have their own private coin flips. Let D c (f ) and Q c (f ) be the communication complexities of optimal deterministic classical and quantum protocols for computing f , respectively. A non-deterministic protocol for f is a protocol that has positive acceptance probability iff f (x, y) = 1. Let N c (f ) and N Q c (f ) be the communication complexities of optimal non-deterministic classical and quantum protocols for f , respectively. Our
It is not hard to show that N c (f ) = ⌈log C 1 (f )⌉. In Section 4 we will characterize N Q c (f ) in terms of nrank(f ). As noticed in [BCW98] , the following very useful lemma is implied by results in the thesis of Kremer [Kre95] (who might have gotten some help from Yao):
Lemma 2 (Kremer/Yao) The acceptance probabilities of an ℓ-qubit quantum communication protocol can be written as a 2 n × 2 n matrix P (x, y) of rank ≤ 2 2ℓ .
Non-Deterministic Quantum Query Complexity
Here we show that the non-deterministic quantum query complexity N Q q (f ) and the non-deterministic degree ndeg(f ) are tightly related. The upper bound uses a trick similar to the one used in [FGHP98] to show co-C = P ⊆ quantum-NP.
Proof For the lower bound: suppose we have an N Q q (f )-query non-deterministic quantum algorithm A for f . By Lemma 1, its acceptance probability can be written as a polynomial P (x) of degree ≤ 2N Q q (f ). But because A is a non-deterministic algorithm for f , P (x) is a non-deterministic polynomial for f . Hence ndeg(f ) ≤ 2N Q q (f ). For the upper bound: let p(x) be a non-deterministic polynomial for f of degree d = ndeg(f ). We write out p in the so-called "Fourier basis":
Here c · S denotes |x ∧ S| modulo 2, identifying S with its characteristic vector. It is easy to see that c S = 0 only if |S| ≤ d (otherwise p would have degree > d).
We can make a unitary transformation F which uses at most d queries and maps |S → (−1) x·S |S whenever |S| ≤ d. Informally, this transformation does a controlled parity-computation: if computes x·S using |S|/2 queries [BBC + 98, FGGS98] and then reverses the computation to clean up the workspace (at the cost of another |S|/2 queries). By a standard trick, the answer x · S can be turned into a phase factor (−1) x·S . Now consider the following quantum algorithm: The acceptance probability (i.e. the probability of observing | 0 at the end) is
Since p(x) is non-zero iff f (x) = 1, P (x) will be positive iff f (x) = 1. Hence we have a nondeterministic quantum algorithm for f with d = ndeg(f ) queries. 2
The upper bound in this theorem is tight: by a proof similar to [BBC + 98, Proposition 6.1] we can show N Q q (AND) = ndeg(AND) = n. We do not know if the factor of 2 in the lower bound can be dispensed with. If we were to change the output requirement of the quantum algorithm a little bit, by saying that the algorithm accepts iff measuring the final superposition gives basis state | 0 , then the required number of queries is exactly ndeg(f ). The upper bound of ndeg(f ) queries in this changed model is the same as above. The lower bound of ndeg(f ) queries follows since the amplitude of the basis state | 0 in the final superposition must now be non-zero iff f (x) = 1, and this polynomial has degree at most the number of queries (Lemma 1).
What is the biggest possible gap between quantum and classical non-deterministic query complexity? Consider the Boolean function f defined by f (x) = 1 iff |x| = 1.
It is easy to see that N q (f ) = C (1) (f ) = C (0) (f ) = n. On the other hand, the following is a degree-1 non-deterministic polynomial for f :
Thus ndeg(f ) = 1 and by Theorem 1 we have N Q q (f ) = 1. For the complement of f , we can easily show N Q q (f ) ≥ n/2 using Lemma 1, since the acceptance probability of a non-deterministic algorithm for f must be 0 on n Hamming weights and hence have degree at least n (this n/2 is tight for n = 2, witness p(x) = x 1 − x 2 ). In sum:
Theorem 2 For the above f we have N Q q (f ) = 1, N Q q (f ) ≥ n/2 and N q (f ) = N q (f ) = n.
Non-Deterministic Quantum Communication Complexity
Here we characterize the non-deterministic quantum communication complexity N Q c (f ) in terms of the non-deterministic rank nrank(f ):
Proof For the lower bound: consider an N Q c (f )-qubit non-deterministic quantum protocol for f . By Lemma 2, its acceptance probability P (x, y) determines a matrix of rank ≤ 2 2N Qc(f ) . It is easy to see that this is a non-deterministic matrix for f , hence nrankr(f ) ≤ 2 2N Qc(f ) and the first inequality follows. For the upper bound, let r = nrank(f ) and M be a rank-r non-deterministic matrix for f . Let M T = U ΣV be the singular value decomposition of M T (see [HJ91,  Chapter 3]), so U and V are unitary, and Σ is a diagonal matrix whose first r diagonal entries are positive real numbers and whose other diagonal entries are 0. Below we describe a 1-round non-deterministic protocol for f , using ⌈log r⌉ qubits. First Alice prepares the vector |φ x = c x ΣV |x , where c x > 0 is a normalizing real number that depends on x. Because only the first r diagonal entries of Σ are non-zero, only the first r amplitudes of |φ x are non-zero, so |φ x can be compressed into ⌈log r⌉ qubits. Alice sends these qubits to Bob. Bob then applies U to |φ x and measures the resulting state. If he observes |y then he outputs 1, otherwise he outputs 0. The acceptance probability of this protocol is
Since M (x, y) is non-zero iff f (x, y) = 1, P (x, y) will be positive iff f (x, y) = 1. Thus we have a non-deterministic protocol for f with ⌈log r⌉ qubits. 2
Thus classically we have N c (f ) = ⌈log C 1 (f )⌉ and quantumly we have N Q c (f ) ≈ log nrank(f ). We now give an f with an exponential gap between N c (f ) and N Q c (f ). For n > 1, define f by f (x, y) = 1 iff |x ∧ y| = 1.
We first show that the non-deterministic quantum complexity N Q c (f ) is low:
Theorem 4 For the above f we have N Q c (f ) ≤ ⌈log(n + 1)⌉.
Proof By Theorem 3, it suffices to prove nrank(f ) ≤ n + 1. We will derive a low-rank nondeterministic matrix from the polynomial p of equation 1, using a technique from [NW95] . Let M i be the matrix defined by M i (x, y) = 1 if x i = y i = 1, and M i (x, y) = 0 otherwise. Notice that M i has rank 1. Now define a 2 n × 2 n matrix M by
Note that M (x, y) = p(x ∧ y). Since p is a non-deterministic polynomial for the function which is 1 iff its input does not have weight 1, it can be seen that M is a non-deterministic matrix for f . Because M is the sum of n + 1 rank-1 matrices, M itself has rank at most n + 1. 2
Now we show that the classical N c (f ) is high (both for f and its complement):
Theorem 5 For the above f we have N c (f ) ∈ Ω(n) and N c (f ) ≥ n − 1.
Proof For the lower bound on N c (f ), let R 1 , . . . , R k be a minimal 1-cover for f . We use the following result from [KN97, Example 3.22 and Section 4.6], which is essentially due to Razborov [Raz92] .
There exist sets A, B ⊆ {0, 1} n × {0, 1} n and a distribution µ : {0, 1} n × {0, 1} n → [0, 1] such that all (x, y) ∈ A have |x ∧ y| = 0, all (x, y) ∈ B have |x ∧ y| = 1, µ(A) = 3/4, and there are α, δ > 0 such that for all rectangles R, µ(
Since the R i are 1-rectangles, they cannot contain elements from B. Hence µ(R i ∩ B) = 0 and µ(R i ∩ A) ≤ 2 −δn /α. But since all elements of A are covered by the R i we have
Therefore N c (f ) = ⌈log k⌉ ≥ δn + log(3α/4). For the lower bound on N c (f ), consider the set S = {(x, y) | x 1 = y 1 = 1, x i = y i for i > 1}. This S contains 2 n−1 elements, all of which are 1-inputs for f . Note that if (x, y) and (x ′ , y ′ ) are two elements from S then |x ∧ y ′ | > 1 or |x ′ ∧ y| > 1, so a 1-rectangle for f can contain at most one element of S. This shows that a minimal 1-cover for f requires at least 2 n−1 rectangles and
Another quantum-classical separation was obtained earlier by Richard Cleve and Serge Massar [CM99]:
Theorem 6 (Cleve & Massar) For the non-equality problem on n bits, we have N Q c (NE) = 1 versus N c (NE) = log n + 1.
Proof N c (NE) = log n + 1 is well known (see [KN97, Example 2.5]). Below we give Cleve and Massar's 1-qubit non-deterministic protocol for NE.
Viewing her input x as a number ∈ [0, 2 n − 1], Alice rotates a |1 -qubit over an angle xπ/2 n , obtaining a qubit sin(xπ/2 n )|0 + cos(xπ/2 n )|1 which she sends to Bob. Bob rotates the qubit back over an angle yπ/2 n , obtaining sin((x − y)π/2 n )|0 + cos((x − y)π/2 n )|1 . Bob now measures the qubit and outputs the observed bit. If x = y then cos((x − y)π/2 n ) = 0, so Bob will always output 0. If x = y then cos((x − y)π/2 n ) = 0, so Bob will output 1 with positive probability.
Note that nrank(EQ) = 2 n , since any non-deterministic matrix for equality will be a diagonal 2 n × 2 n matrix with non-zero diagonal entries. Thus N Q c (EQ) ≥ (log nrank(EQ))/2 = n/2, which contrasts sharply with the non-deterministic quantum complexity N Q c (NE) = 1 of its complement.
Discussion and Future Work
One of the main reasons for the usefulness of non-deterministic query and communication complexities in the classical case, is the tight relation of these complexities with deterministic complexity. In the query complexity (decision tree) setting we have
This was independently shown in [BI87, HH87, Tar89] . We conjecture that something similar holds in the quantum case:
Here the ?-part is open. This conjecture would imply D q (f ) ∈ O(Q 0 (f ) 2 ) (Q 0 (f ) is zero-error quantum query complexity; the quadratic relation would be close to optimal [BCWZ99] ) and would also imply D q (f ) ∈ O(deg(f ) 2 ) (also close to optimal [NS94] 
An analogous result might be true for quantum, but we have been unable to prove it.
