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Abstract. For a finite group G, let d(G) denote the minimal number of elements required to
generate G. In this paper, given a finite almost simple group G and any maximal subgroup
H of G, we determine a precise upper bound for d(H). In particular, we show that d(H) ≤ 5,
and that d(H) ≥ 4 if and only if H occurs in a known list. This improves a result of Burness,
Liebeck and Shalev. The method involves the theory of crowns in finite groups.
1 Introduction
For a finite group G, let d(G) denote the minimal number of elements required to generate
G. It is well-known that if G is a nonabelian simple group, then d(G) = 2. See [2, 30, 34].
More generally, if G is almost simple with simple socle T (that is, T ≤ G ≤ Aut(T ) with T a
non-abelian simple group) then, by [12], d(G) = max{2, d(G/T )} ≤ 3.
In this paper, we consider the corresponding result for maximal subgroups H of almost
simple groups G. In [8], Burness, Liebeck and Shalev prove that like G, H can be generated by
a bounded number of elements. More precisely, they show that d(H) ≤ 6. Furthermore, they
prove that d(H) ≤ 4 if G is simple (which is best possible), and suggest that this bound should
also hold in the general case. We use the theory of crowns in finite groups to investigate their
suggestion. We prove that d(H) ≤ 5, and that d(H) ≥ 4 if and only if H occurs in a known
list (see Table 1). Before precisely stating our theorem, we require the following notation and
terminology: For 1 ≤ i ≤ 9, we will write Ci for the Aschbacher class of maximal subgroups
of an almost simple classical group (see [1], but note that we use the definitions of the classes
Ci from [22]). The class C9 is sometimes written S in the literature. A finite group G is said
to be local if G has a nontrivial soluble normal subgroup.
Our main result reads as follows.
Theorem 1. Let G be a finite almost simple group with socle G0, and let H be a maximal
subgroup of G. The following assertions hold.
(i) d(H) ≤ 5.
(ii) d(H) ≥ 4 if and only if one of the following holds:
(a) The socle of G is an alternating group of degree n; G ∈ {Altn,Symn}; H =
(T k.(Out(T ) × Symk)) ∩ G is of diagonal type (i.e. n = |T |
k−1 where T is non-
abelian simple and k > 1); Symk 6 H; and d(Aut(T ) ∩ H) = 3. In this case,
d(H) = 4. Or
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(b) The socle of G is of classical type, with field of definition Fq and natural module of
dimension n, and (G,H) is one of the pairs listed in Table 1.
Furthermore, d(H) ≥ 4 if and only if H has an elementary abelian factor group of order
2d(H).
Table 1
Case Conditions on n and
q = pf
Aschbacher class of H Extra conditions on
H
d(H)
L n is even, q is odd
and f is even
C1 H/H∩G0 has an ele-
mentary abelian fac-
tor group of order 23
4
O± q is odd C1 H/H∩G0 has an ele-
mentary abelian fac-
tor group of order 23
4
O± q is odd, f is even C1 H/H∩G0 has an ele-
mentary abelian fac-
tor group of order 23
5
L n is even, q is odd
and f is even
C2 with t > 2 subspaces in the asso-
ciated m-decomposition
H/H∩G0 has an ele-
mentary abelian fac-
tor group of order 23
4
O± q is odd and f is even C2 with t > 2 subspaces in the asso-
ciated m-decomposition, and either
m 6= 1 or m ≡ ±1 (mod 8)
H/H∩G0 has an ele-
mentary abelian fac-
tor group of order 23
or D8
4
L n is even, q is odd
and f is even
C4, and the isometry groups of the
subspaces of the associated tensor
decompositions are both non-local
H/H∩G0 has an ele-
mentary abelian fac-
tor group of order 23
4
O± q is odd and f is even C4, and the isometry groups of the
subspaces of the associated tensor
decompositions are both non-local
H/H∩G0 has an ele-
mentary abelian fac-
tor group of order 22
4
O± q is odd and f is even C4, and the isometry groups of the
subspaces of the associated tensor
decompositions are both non-local
H/H∩G0 has an ele-
mentary abelian fac-
tor group of order 23
5
L n is even, q is odd
and f is even
C7, and if the associated tensor de-
composition has t components, then
either t = 2 and nt 6= 2 (mod 4), or
n
t 6= 3 (mod 4)
H/H∩G0 has an ele-
mentary abelian fac-
tor group of order 23
4
O± q is odd and f is even C7, and if the associated tensor de-
composition has t components, then
either t = 2 and nt 6= 2 (mod 4), or
n
t 6= 3 (mod 4)
H/H∩G0 has an ele-
mentary abelian fac-
tor group of order 23
4
Table 1: The exceptional cases from the main theorem
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Part (ii) of the theorem shows that there exist infinitely many almost simple groups
possessing a maximal subgroup requiring 5 generators. Thus, Part (i) is best possible, and
shows that the suggestion in [8] mentioned above fails to hold. We will also show that there
are infinitely many pairs (G,H) with the property that G is a finite almost simple group; H
is a maximal subgroup of G; d(H) = 3; and H does not have an elementary abelian factor
group of order 23. Thus, Part (ii) is also best possible. See Example 7.5.
Notation: Throughout the paper we will, for the most part, use the notation from [22] for
group names. In particular, Zn denotes a cyclic group of order n, although we do use n
instead when there is no ambiguity. Similarly, we will write pn in place of (Zp)
n to denote
an elementary abelian group of order pn, for a prime p. We will denote the alternating and
symmetric groups by Altn and Symn respectively.
The notation Frat(G) will denote the Frattini subgroup of the group G, while soc(G)
denotes the socle of G. We will write Aut(G) and Out(G) for the automorphism and outer
automorphism group of G, respectively.
The strategy for proving the theorem, and layout of the paper, is as follows: As mentioned
above, our approach uses the theory of crowns in finite groups, which will be described in
detail in Section 2. We will then conclude the section with a restatement of our theorem in
this language (see Theorem 2.6). In Section 3, we prove a series of lemmas comprising the
main tools which we will use to prove the theorem. We then subdivide our proof according
to the Classification of Finite Simple Groups, beginning in Sections 4 and 5 with the proof of
the theorem in the cases when soc(G) is a sporadic or an alternating group. We then move on
to the classical cases in Section 6, before completing the proof in Section 7, where we consider
the almost simple groups with exceptional socle. We conclude the paper with the example
mentioned above, which shows that our result is best possible.
2 Crowns in finite groups and a restatement of the main the-
orem
Let G be a nontrivial finite group. In this section, we recall several notions in the theory
of crowns in finite groups, inclusively those of a chief series for G, a G-group, equivalent
G-groups and monolithic primitive groups. We use these to express d(G) as a function of the
chief factors of G.
Definition 2.1. A chief series of a finite group G is a normal series
1 = N0 < N1 < · · · < Nn = G
of finite length with the property that for i ∈ {0, . . . , n − 1}, Ni+1/Ni is a minimal normal
subgroup of G/Ni. The integer n is called the length of the series and the factors Ni+1/Ni,
where 0 ≤ i ≤ n− 1, are called the chief factors of the series.
A nontrivial finite group G always possesses a chief series. Moreover, two chief series of
G have the same length, and any two chief series of G are the same up to permutation and
isomorphism. Thus, adopting the notation of Definition 2.1, we may define the chief length
of G to be n, and the chief factors of G to be the groups Ni+1/Ni.
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We can now begin our description of the theory of crowns in finite groups. First, we
require some terminology.
Definition 2.2. A finite group L is called monolithic if L has a unique minimal normal
subgroup A. If in addition A is not contained in Frat(L), then L is called a monolithic
primitive group.
Let L be a monolithic primitive group and let A be its unique minimal normal subgroup.
For each positive integer k, let Lk be the k-fold direct product of L. The crown-based power
of L of size k is the subgroup Lk of L
k defined by
Lk = {(l1, . . . , lk) ∈ L
k | l1 ≡ · · · ≡ lk mod A}.
Equivalently, Lk = A
k diagLk.
If a group G acts on a group A via automorphisms (that is, if there exists a homomorphism
G → Aut(A)), then we say that A is a G-group. If G does not stabilise any non-trivial
subgroup of A, then A is called an irreducible G-group. Two G-groups A and B are said
to be G-isomorphic, or A ∼=G B, if there exists a group isomorphism φ : A → B such that
φ(g(a)) = g(φ(a)) for all a ∈ A, g ∈ G. Following [19], we say that two G-groups A and B are
G-equivalent and we put A ∼G B, if there are isomorphisms φ : A→ B and Φ : A⋊G→ B⋊G
such that the following diagram commutes:
1 −−−−→ A −−−−→ A⋊G −−−−→ G −−−−→ 1yφ yΦ ∥∥∥
1 −−−−→ B −−−−→ B ⋊G −−−−→ G −−−−→ 1.
Note that two G-isomorphic G-groups are G-equivalent. In the particular case where A
and B are abelian the converse is true: if A and B are abelian and G-equivalent, then A
and B are also G-isomorphic. It is proved (see for example [19, Proposition 1.4]) that two
chief factors A and B of G are G-equivalent if and only if either they are G-isomorphic, or
there exists a maximal subgroup M of G such that G/ coreG(M) has two minimal normal
subgroups X and Y G-isomorphic to A and B respectively. For example, the minimal normal
subgroups of a crown-based power Lk are all Lk-equivalent.
Recall that the Frattini group Frat(G) of a nontrivial finite group G is nilpotent. The
following terminology will be used frequently.
Definition 2.3. Let G be a nontrivial finite group and let H/K be a chief factor of G.
(i) We say that H/K is Frattini if H/K 6 Frat(G/K).
(ii) We say that H/K is complemented if there exists a subgroup U of G such that UH = G
and U ∩H = K. The group U is said to be a complement of H/K in G.
Since the Frattini subgroup of a finite group G is nilpotent, and the only subgroup sup-
plementing Frat(G) is G itself, the following lemma is immediate.
Lemma 2.4. Let G be a nontrivial finite group and let A = H/K be a chief factor of G.
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(i) If A is abelian then A is non-Frattini if and only if A is complemented.
(ii) If A is nonabelian then A is non-Frattini.
For an irreducible G-group A, we define δG(A) to be the number of non-Frattini chief
factors G-equivalent to A in a chief series for G. Clearly the number δG(A) does not depend
on the choice of chief series for G. Denote by LA the monolithic primitive group associated
to A. That is
LA =
{
A⋊ (G/CG(A)) if A is abelian,
G/CG(A) otherwise.
If A is a non-Frattini chief factor of G, then LA is a homomorphic image of G. More precisely,
there exists a normal subgroup N of G such that G/N ∼= LA and soc(G/N) ∼G A. Consider
now all the normal subgroups N of G with the property that G/N ∼= LA and soc(G/N) ∼G A:
the intersection RG(A) of all these subgroups has the property that G/RG(A) is isomorphic to
the crown-based power (LA)δG(A). The socle IG(A)/RG(A) of G/RG(A) is called the A-crown
of G and it is a direct product of δG(A) minimal normal subgroups G-equivalent to A.
Proposition 2.5. Let G be a nontrivial finite group and let A = H/K be a non-Frattini chief
factor of G. The following assertions hold.
(i) We have IG(A) = HCG(A).
(ii) The group IG(A)/RG(A) is the direct product of the δG(A) non-Frattini chief factors of
G that are G-equivalent to A. Moreover soc(G/RG(A)) = IG(A)/RG(A).
(iii) The group G/RG(A) is isomorphic to the crown-based power (LA)δG(A) of LA of size
δG(A).
Proof. Part (i) is an easy exercise, while Part (ii) follows from [17, Proposition 2.4]. Finally,
Part (iii) is [15, Proposition 9].
We can now restate our main theorem in the language of crowns. In fact, as we will show
in the sequel (see Corollary 3.3), the following is stronger than the main theorem.
Theorem 2.6. Let G be an finite almost simple group with socle G0, so that G0 ≤ G ≤
Aut(G0). Fix a maximal subgroup H of G, and a non-Frattini chief factor A of H.
(i) If A is non-abelian, then δH(A) ≤ 2.
(ii) If A is abelian but non-central, then δH(A) ≤ 2.
(iii) If A is central, then δH(A) ≤ 3, unless |A| = 2 and (G,H) is one of the pairs described
in Part (ii) of the main theorem. In this latter case, δH(A) = 4 if G is as in Part (a)
of the main theorem. If G is as in Part (b), then δH(A) = d, where d is as in the last
column of Table 1.
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3 Tools from the theory of crowns
In this section we provide the key technical tools which will be used to prove Theorem 2.6.
The first reads as follows.
Lemma 3.1. Let G be a noncyclic finite group. The following assertions hold.
(i) There exists a monolithic primitive group L and a positive integer k such that Lk is an
image of G and d(G) = d(Lk) > d(Lk−1).
(ii) If L is a monolithic primitive group such that Lk is an image of G for some positive
integer k then there exists a non-Frattini chief factor A of G such that L is isomorphic
to the monolithic primitive group LA of G associated to A and k ≤ δG(A). Moreover if
d(Lk) = d(G) then d((LA)δG(A)) = d(G).
Proof. We consider Part (i). Let N be a maximal normal subgroup of G such that d(G/N) =
d(G) and d(H) < d(G) for any proper quotient H of G/N . Set K = G/N .
Suppose first thatK has a unique minimal subgroupM . Note thatM is a chief factor ofK and
soc(K) =M . By [26, Theorem 1.1] d(K) = 2 andK/M is cyclic. Since d(K) = d(K/Frat(K))
and d(H) < d(K) for any proper quotient H of K, we must have Frat(K) = 1. In particular
K is a monolithic primitive group with d(K) > d(K/soc(K)). Suppose now that K has two
distinct minimal subgroups. The argument used in the proof of [13, Theorem 1.4] yields that
there exists a monolithic primitive group L and a positive integer k such that K ∼= Lk and
d(Lk) > d(Lk−1). This proves Part (i).
We now consider Part (ii). By assumption there is a normal subgroupN of G, a monolithic
primitive group L and a positive integer k such that G/N ∼= Lk. Let B = soc(L). Then G
has a chief factor A isomorphic to B and the monolithic primitive group LA of G associated
to A is isomorphic to L. Note that Lk has k non-Frattini chief factors Lk-equivalent to B.
It follows that G has at least k non-Frattini chief factors G-equivalent to A. In particular
k ≤ δG(A). Suppose d(G) = d(Lk). As k ≤ δG(A), we have d((LA)δG(A)) ≥ d(G). Proposition
2.5(iii) now yields d(G) = d((LA)δG(A)), as needed.
We now state and prove the main tool which will be used to prove our theorem. It reads
as follows.
Proposition 3.2. Let G be a noncyclic finite group. For a non-Frattini chief factor A of G,
let LA be the monolithic primitive group of G associated to A and let δG(A) be the number of
non-Frattini chief factors of G which are G-equivalent to A. If A is abelian define
r(A) = dimEndLA/A(A)
A,
s(A) = dimEndLA/A(A)
H1(LA/A,A),
θ(A) =
{
0 if A is central
1 otherwise,
and
h(A) = θ(A) +
⌈
δG(A) + s(A)
r(A)
⌉
The following assertions hold.
6
(i) We have
d(G) = maxA non-Frattini d((LA)δG(A))
where the maximum is taken over all non-Frattini chief factors A of G.
(ii) Suppose that for every non-abelian chief factor A = Sn of G we have
δG(A) ≤
|A|
2n|Out(S)|
.
Then either d(G) = 2 or there is an abelian non-Frattini chief factor B of G such that
d(G) = d((LB)δG(B)) ≥ 3 and d(LB) > d(LB/soc(LB)).
(iii) Under the assumption of (ii), if d(G) > 2 then
d(G) = max
A abelian
A non-Frattini
d((LA)δG(A))
= max
A abelian
A non-Frattini
h(A)
≤ max
A abelian
A non-Frattini
δG(A) + θ(A)
where the maximum is taken over all abelian non-Frattini chief factors A of G. Moreover
if d(G) = d((LA)δG(A)), where A
∼= Z2 is a non-Frattini chief factor of G, then d(G) =
δG(A).
(iv) Under the assumption of (ii), if
max
A abelian
A non-Frattini
h(A) ≤ 3
where the maximum is taken over all abelian non-Frattini chief factors A of G, then
d(G) ≤ 3.
Proof. We first consider Part (i). By Lemma 3.1 there is monolithic primitive group L such
that Lk is an image of G and d(G) = d(Lk) > d(Lk−1). Also there is a non-Frattini chief
factor A of G isomorphic to soc(L) such that the monolithic primitive group LA associated
to G is isomorphic to L. Moreover, d((LA)δG(A)) = d(G). In particular
d(G) ≤ maxA non-Frattini d((LA)δG(A)).
The result now follows from Proposition 2.5(iii). In the remaining part of the proof we will
implicitly use the following consequence of Part (i): there is a non-Frattini chief factor A of
G such that d(G) = d((LA)δG(A)) and d(LA) > d(LA/soc(LA)).
We now consider Part (ii). By Lemma 3.1 there is a non-Frattini chief factor C of G such
that d(G) = d((LC)δG(C)) > d(LC/soc(LC)). Suppose for a contradiction that d(G) > 2 and
there is no non-Frattini abelian chief factor B of G such that d(G) = d((LB)δG(B)) ≥ 3 and
d(LB) > d(LB/soc(LB)). Then by Part (i), C must be nonabelian. Write C = S
n where S is
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a nonabelian simple group, set L = LC and recall that soc(L) ∼= C. Since L is a monolithic
primitive group with nonabelian socle, by [14, Corollary 8], there is a function ψL : N → N
such that for every s ≥ d(L), we have:
k ≤ ψL(s) if and only if d(Lk) ≤ s. (3.1)
Moreover by [14, Proposition 10], there is an absolute constant γ such that if s ≥ d(L) then
ψL(s) ≥
γ|C|s−1
n|Out(S)|
(3.2)
and by [27, Corollary 1.2] and [16, Corollary 1.2], γ ≥ 1/2. We claim that d(L) ≤ 2. Suppose
not. Since δG(C) ≤ |C|/(2n|Out(S)|), Equations (3.1) and (3.2) give d(LδG(C)) ≤ d(L) and
so d(L) = d(LδG(C)). In particular d(L) > d(L/soc(L)) and L is not cyclic. Since L is
a monolithic primitive group and L is not cyclic, by [26], d(L) = max(2, d(L/soc(L)). It
follows that d(L) = 2, a contradiction. Arguing by contradiction, we have established the
claim, namely d(L) ≤ 2. Since d(L) ≤ 2 and δG(C) ≤ |C|/(2n|Out(S)|), setting s = 2 in
Equations (3.1) and (3.2), we obtain d(LδG(C)) ≤ 2 and so d(G) ≤ 2, a contradiction. This
final contradiction establishes Part (ii).
We now consider Part (iii). Since d(G) > 2, by Part (ii), there is an abelian non-Frattini
chief factor B of G such that d(G) = d((LB)δG(B)) and d(LB) > d(LB/soc(LB)). Since
d(LB) > d(LB/soc(LB)), [14, Proposition 6] gives d((LB)δG(B)) = h(B). By [2] s(B) < r(B)
and so h(B) ≤ θ(B)+ δG(B). Finally, if d(G) = d((LA)δG(A)), where A
∼= Z2 is a non-Frattini
chief factor of G, then (LA)δG(A)
∼= Z
δG(A)
2 and so d(G) = δG(A). Part (iii) follows.
Finally, Part (iv) follows immediately from Parts (i), (ii) and (iii).
Proposition 3.2 (together with the observation that |S|n/(2n|Out(S)|) ≤ 2 for every pos-
itive integer n and every finite non-abelian simple group S) allows us to immediately deduce
the main theorem from Theorem 2.6.
Corollary 3.3. The main theorem follows from Theorem 2.6.
We conclude this section with four more lemmas concerning the possible shapes of chief
factors in finite groups. The first three are elementary, but will be used frequently. Before we
state them, we require a definition.
Definition 3.4. Let G be a finite group.
(a) A subsection of G is a group N/M , where N ≤ G and M is normal in N . A subsection
N/M is called a section of G if N and M are both normal in G.
(b) Let N/M be a section of G, and let A be a non-Frattini chief factor of G. Then
NRG(A)/MRG(A) is a normal subgroup ofG/RG(A), so the intersection ofNRG(A)/MRG(A)
with the socle soc(G/RG(A)) is isomorphic to A
m, for somem ≥ 0. We define δG,N/M (A) :=
m. That is, δG,N/M (A) is the number of non-Frattini chief factors of G which are G-
equivalent to A, and appear as a section of N/M .
Remark 3.5. Let G be a finite group, and let N/M be a section of G. If δG,N/M (A) > 0 for
some chief factor A of G, that is if A appears as a section of N/M , then we will write A4N .
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We begin the series of lemmas mentioned above with a result concerning chief factors in
groups with a cyclic normal subgroup: its proof is an easy consequence of the Jordan-Ho¨lder
Theorem.
Lemma 3.6. Let G be a finite group having a cyclic normal subgroup N , say N = Za for
some a ∈ N, and set J = G/N . The following assertions hold.
(i) A chief factor of G is either a section of N or J .
(ii) If J has a cyclic normal subgroup N/M , say N/M = Zb for some b ∈ N, then a chief
factor of G is either a section of M , N/M or G/N .
The next result is a useful reduction lemma.
Lemma 3.7. Let G be a finite group, and let A be a non-Frattini chief factor of G. Suppose
that 1 = N0 ≤ N1 ≤ . . . ≤ Nk = G is a normal series for G. Then
(i) δG(A) =
∑k
i=1 δG,Ni/Ni−1(A).
(ii) δG,G/Ni(A) = δG/Ni(A).
(iii) If Ni/Ni−1 is cyclic, then δG,Ni/Ni−1(A) ≤ 1.
Proof. IfN is normal in G and NRG(A)/RG(A) ∼= V
m, then the group soc(G/RG(A)) modulo
(NRG(A)/RG(A)) is clearly isomorphic to A
δG(V )−m. Hence, δG(A) = δG,N (A) + δG,G/N (A).
Part (i) now follows by an easy inductive argument.
Since Frat(G/Ni) = Frat(G)Ni/Ni, Part (ii) follows, and since the non-Frattini chief
factors of a cyclic group are precisely the (cyclic) prime factors of its unique square-free
quotient, Part (iii) follows.
Lemma 3.8. Let G be a finite perfect group. Then Z(G) ≤ Frat(G). In particular, this holds
if G is quasisimple.
Proof. Suppose that z is an element of Z(G) of prime order, and that z is not in Frat(G).
Then there exists a maximal subgroup H < G, with z 6∈ H. Hence, G = H〈z〉. It then follows
that H ✂G. This contradicts G being perfect, since G/H is abelian in this case. The result
follows.
We now investigate the case where certain subgroups of wreath products appear as sections
in finite groups. This will be especially useful in our work on the C2 and C7 families in the
classical cases. First, we need two definitions.
Definition 3.9. Let Q be a finite abelian group. The subgroup K := {(x1, . . . , xt) :
∏
i xi =
1} of Qt is called the fully deleted subgroup of Qt.
Remark 3.10. If the group Q in Definition 3.9 is elementary abelian of order pa for a prime
p, then K is a module for the group J := Symt, via permutation of coordinates. It is called
the fully deleted permutation module for J of dimension a over the field Fp.
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Remark 3.11. Our next stated lemma requires a careful analysis of the chief factors of
certain subgroups in a wreath product E ≀ J , where E is a finite group, and J := Symt. We
will denote the base group of such a wreath product by B = B(E ≀ J). We will view B as the
direct product B = E1 × . . . × Et of t copies of E, and for a subgroup L of E, we will write
Li for the corresponding subgroup of Ei. Furthermore, we will write BL := L1× . . .×Lt. We
will frequently use, and make no further mention, of these conventions.
Before proceeding with the analysis mentioned in Remark 3.11 above, it will be useful to
introduce some further terminology.
Definition 3.12. Let E be a finite group, let t ≥ 2 be a positive integer, and consider the
wreath product E ≀ J , where J := Symt. Let B = B(E ≀ J) be the base group. We call a
subgroup H of E ≀ J extra large if all of the following hold.
(a) H ∩ J ∈ {Altt,Symt}.
(b) H ∩B contains BF for some normal subgroup F of E such that
(i) E/F has abelian Frattini quotient E/Frat(E)F ;
(ii) Frat(E) ∩ F = Frat(F );
(iii) δE,F (W ) ≤ 1 for all non-Frattini chief factors W of E.
(c) (H ∩B)/(H ∩BFrat(E)F ) is the fully deleted subgroup of (E/Frat(E)F )
t.
The normal subgroup F of E above will be called a source of H.
Our lemma can now be stated as follows.
Lemma 3.13. Let H be an extra large subgroup of a wreath product E ≀J , where E is a finite
group and J := Symt, with t ≥ 2. Let B = B(E ≀ J) be the base group, and let F ✂ E be a
source of H. Assume that G is a finite group with a normal series
1 < H ≤ G.
such that NG(F1)H = G. Let W be a non-Frattini chief factor of E.
(1) Suppose that W4F is non-central, and that if t = 2 then E/CE(W ) is not an elementary
abelian 2-group. Then BW ∼=W
t is a non-central chief factor of G contained in H ∩B.
(2) Suppose that either W4F is central, or that t = 2 and E/CE(W ) is an elementary abelian
2-group. Let Adiag [respectively Afull] be the diagonal [resp. fully deleted] permutation
modules for J over the field Fp, where p = |W |.
(a) Assume that p | t. Then Adiag, Afull/Adiag and BW/Afull are chief factors of G
contained in H ∩B. Furthermore, Adiag is Frattini, since it is not complemented in
BW .
(b) Assume that p ∤ t. Then the G-module BW ∼= W
t splits into a direct sum of two G-
chief factors: the diagonal subgroup Adiag of BW , and the fully deleted permutation
module Afull in BW .
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(3) Suppose that W4E/F . Then
(a) Assume that p | t. Then Adiag and Afull/Adiag are chief factors of G contained in
H ∩B. Furthermore, Adiag is Frattini, since it is not complemented in Afull.
(b) Assume that p ∤ t. Then the fully deleted permutation module Afull is a chief factor
of G contained in H ∩ B. In particular, we get one central G-chief factor; and one
non-central G-chief factor of order |W |t−1.
Finally, the group H ∩ B is normal in G, and the non-Frattini G-chief factors contained in
H ∩B are a subset of the groups listed in (1), (2) and (3) above.
Proof. We prove the claim by induction on |E|. Identify E with E1, and for any subgroup
K of E, recall that we write Ki for the corresponding subgroup of Ei, and BK for the group
K1×K2 . . .×Kt ≤ B. Let πi : B → Ei be the projection maps. First note that the condition
NG(F1)H = G implies that H acts transitively on the set Λ of G-conjugates of F1. Since
H ∩B is precisely the kernel of the action of H on Λ, and H ✂G, it follows that H ∩B ✂G,
as claimed. Note also that H/H ∩B is isomorphic to either Altt or Symt.
We now examine the chief factors of G contained in H ∩B. Suppose first that F is non-
trivial, and letW be a minimal normal subgroup of E contained in F . The group NG(F1) acts
on F1 via automorphisms, and the associated NG(F1)-conjugates of W are normal subgroups
of F contained in soc(F ): Let X be the product of the distinct NG(F1)-conjugates of W in
E. Then X, being (equivalent to) a normal subgroup of NG(F1) ≥ E1, is a normal subgroup
of E. Hence, the condition NG(F1)H = G implies that BX is normal in G.
Suppose first that W ≤ Frat(E). Then W ≤ Frat(E) ∩ F = Frat(F ). Moreover,
Frat(F1) char F1, so NG(F1) normalises Frat(F1). Hence, X ≤ Frat(F ) as well. Thus
BX ≤ Frat(F )
t ≤ Frat(BF ). Since BF is subnormal in G, it follows that BX ≤ Frat(G).
Now, H/BX ≤ (E/X) ≀ J , and the series 1 < H/BX ≤ G/BX satisfies the hypothesis of the
lemma, with E replaced by E/X and F replaced by F/X. The result then follows from the
inductive hypothesis.
So we may assume thatW is not contained in the Frattini subgroup of E. Then X ∼=Wm,
where 0 ≤ m ≤ δE,F (W ) = 1. Hence, we must have X = W , since X is non-trivial. In
particular, it follows that W1 is normalised by NG(F1), and that BW = BX is normal in G.
We wish to examine the G-chief factors contained in BW . We distinguish two cases:
(1) W is non-abelian. Then W ∼= T a for some non-abelian simple group T and some positive
integer a. We claim that BW is in fact a minimal normal subgroup of G in this case.
To prove this, suppose that K is any non-trivial normal subgroup of G contained in BW .
Then Kπi ✂ (H ∩B)πi = Ei, so K
πi is a normal subgroup of Ei contained in Wi. Since K
is non-trivial and H ∩J is transitive, it follows that Kπi =Wi for all i. Thus, K ≤ BW is
a subdirect product of T at. Since K✂BW and T is a non-abelian simple group, it follows
that K = BW , so BW is a minimal normal subgroup of G.
(2) W is abelian. Then |W | = pa, for some prime p. For ease of notation, set Y := BW . Let
D ∼= F be the diagonal subgroup of BF , and consider the subgroup I := D × (H ∩ J) ≤
(H ∩ B)(H ∩ J) ≤ H. By [22, Proposition 2.4.5], the (H ∩ J)-module Y ↓H∩J has an
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(H ∩ J)-series
1 = Y0 < Y1 < Y1 + Y2 ≤ Y3 = Y (3.3)
where Y1 is the diagonal subgroup of Y , and splits into a direct sum of a copies of the
trivial Fp[H ∩ J ]-module; and Y2 splits into a direct sum of a copies of the (irreducible)
fully deleted permutation module for H ∩ J over Fp. Also, Y = Y3 = Y1 + Y2 if p ∤ t. If
p | t, then Y/(Y1 + Y2) is a direct sum of a copies of the trivial Fp[H ∩ J ]-module. Next,
Y ↓D splits as a direct sum
Y =W1 ⊕W2 ⊕ . . . ⊕Wt.
(We caution the reader that these Wi, although completely reducible by Clifford’s Theo-
rem, are not necessarily irreducible as D-modules.) It follows that Y ↓I has an I-series
1 = A0 < A1 ≤ A1 +A2 ≤ A3 = Y (3.4)
where A1 ∼=W1 ⊗ 1 has dimension a, and A2 ∼= Y2 has dimension a(t− 1). Furthermore,
if p ∤ t, then A1 ∩ A2 is trivial and Y = A1 ⊕ A2. If p | t, then A1 ≤ A2 and Y/A2 has
dimension a.
Now, if W is central then a = 1 and, as an H-module, the series at (3.4) is equivalent to
the series at (3.3). Hence, it is in fact an irreducible H-series. This is because H ∩ B is
in the kernel of the action of H on Y in this case, so we can just view Y as a module for
H/H∩J , which is isomorphic to either Altt or Symt. The irreducibility of the factors then
follows from [22, Proposition 2.4.5], as above. Since W1 and BW1 are both normalised by
NG(F1), the series (3.4) is also fixed by NG(F1). Hence (3.4) is a G-series with irreducible
factors, since G = HNG(F1).
So we may assume that W is non-central. If W1 is not in Z(F1), then we may choose
an element x ∈ BF with the property that x
π1 does not centralise A1, and x
πi = 1 for
i ≥ 2. If W1 ≤ Z(F1) and t > 2, then choose e ∈ E such that e does not centralise W .
Then we may choose an element x ∈ H ∩ B with xπ1 ∈ F1e, x
π2 ∈ F2e
−1, and xπi ∈ Fi
for i > 2. If W1 ≤ Z(F1), t = 2, and there exists e ∈ E such that e
2 acts non-trivially
on W , then we may choose an element x ∈ H ∩ B with xπ1 ∈ F1e and x
π2 ∈ F2e
−1.
Then in each case, neither A1 nor A2 are 〈x〉-modules, so neither of them are (H ∩ B)-
submodules of Y . Thus, (3.4) implies that in either of these cases, Y must be irreducible
as an (H ∩B)(H ∩ J)-module, and hence irreducible as a G-module.
Finally, if W1 ≤ Z(F1), t = 2, and E/CE(W ) is an elementary abelian 2-group, then
arguing as in the central case above, it is easy to see that (3.4) is in fact a G-series with
irreducible factors.
Finally, we apply our inductive hypothesis: we have a normal series
1 < H/BW ≤ G/BW
where H/BW ≤ (E/W ) ≀ J , and NG/BW (F1/W1)H/BW ≥ (NG(F1)BW/BW ).(H/BW ) =
G/BW . Furthermore, (b) holds with E replaced by E/W , and F replaced by F/W .
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This gives us the chief factors of G contained in BF . To find the chief factors of G
contained in H ∩ B/BF , note that H ∩ B/BF is the fully deleted subgroup of (E/F )
t. Let
W be a non-Frattini chief factor of E/F . Then W is central, since E/F is abelian. Let Adiag
[respectively Afull] be the diagonal [resp. fully deleted] permutation modules. Then, arguing
as in the central case above we see that
(a) If p | t, then Adiag and Afull/Adiag are the chief factors of G contained in H ∩ B/BF .
Furthermore, Adiag is Frattini, since it is not complemented in Afull.
(b) If p ∤ t, then the fully deleted permutation module Afull is a chief factor of G contained
in H ∩B.
Hence, the chief factors of G contained in H ∩B are a subset of those stated in (1)-(3) of the
lemma.
The following will allow us to apply Lemma 3.13 in our proof of Theorem 2.6 in the
classical case.
Lemma 3.14. Let E := PXm(q) and F := PYm(q), where (X,Y) runs through the symbols
{(GL,SL), (GU,SU), (GSp,Sp), (GOǫ,Ωǫ)}. Then
(i) F ≥ E′;
(ii) Frat(E) ∩ F = Frat(F );
(iii) All chief factors of E contained in F are non-central; and
(iv) δE,F (W ) ≤ 1 for all non-Frattini chief factors W of E.
Proof. In most cases the group E is almost simple with socle F , and E/F is abelian. In
these cases therefore, the result is clear. If m = 1 then F = 1, and again the result is clear.
The other possibilities for PYm(q) are listed in [22, Proposition 2.9.2], and the result can be
checked by direct computation in these cases.
We conclude this section by recording some important results concerning the outer au-
tomorphism groups of the nonabelian finite simple groups. Recall that a finite simple group
G0 of Lie type occurs as the derived subgroup of the fixed point group of a simple algebraic
group G of adjoint type, defined over an algebraically closed field of prime characteristic
p, under a Steinberg endomorphism σ, i.e. G0 = (Gσ)
′. We use the standard notation
G0 = (Gσ)
′ = G(q) where q = pf for some positive integer f . (We include the possibility that
G(q) is of twisted type). Also if G0 is of orthogonal type in even dimension with associated
non-degenerate quadratic form Q, we let D(Q) be the discriminant of Q (see [22, §2.5]).
Proposition 3.15. Let G0 be a finite simple group. The outer automorphism group Out(G0)
of G0 is given in Table 2.
The next result follows from [12]. We include a different proof illustrating the method of
crowns.
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G0 Out(G0) Remarks
Altn, n ≥ 5
{
Z2
Z2 × Z2
if n 6= 6
if n = 6
Ln(q)
{
Z(n,q−1) : Zf : Z2
Z(2,q−1) × Zf
if n ≥ 3
if n = 2
Un(q) Z(n,q+1) : Z2f
S2m(q)

Z2 × Zf
Zf
Z2f
if q odd
if m ≥ 3 and q even
if m = 2 and q even
O02m+1(q), q odd Z2 × Zf
O+8 (q)
{
Sym4 × Zf
Sym3 × Zf
if q odd
if q even
O+2m(q), m > 4

D8 × Zf
Z2 × Z2 × Zf
Z2 × Zf
if q odd and D(Q) square
if q odd and D(Q) non-square
if q even
O−2m(q)

D8 × Zf
Z2 × Z2f
Z2f
if q odd and D(Q) square
if q odd and D(Q) non-square
if q even
G2(q)
{
Zf
Zf : Z2
if p 6= 3
if p = 3
F4(q)
{
Zf
Zf : Z2
if p 6= 2
if p = 2
E6(q) Z(3,q−1) : Zf : Z2
E7(q) Z(2,q−1) × Zf
E8(q) Zf
2B2(q), q = 2
2m+1 Zf
2G2(q), q = 3
2m+1 Zf
2F4(q), q = 2
2m+1 Zf
3D4(q) Z3f
2E6(q) Z(3,q+1):Z2f
M11, M23, M24, J1, J4, Ru Ly, 1
Co1, Co2, Co3, Fi23, Th, BM, M
M12, M22, J2, J3, HS, Suz, McL, Z2
He, O’N, Fi22, Fi
′
24, HN
Table 2: The outer automorphism group of a finite simple group
Proposition 3.16. Let G be a finite almost simple group and let G0 = soc(G). Then d(G) ∈
{2, 3}. Moreover d(G) = 3 if and only if G has a central non-Frattini chief factor A ∼= Z2
with δG(A) = 3. Moreover if d(G) > 2 then G0 = Ln(q) where n ≥ 4 is even, p is odd and f
is even or G0 = O
ǫ(q) where ǫ ∈ {±1}, p is odd and f is even.
Proof. Since G0 is the only non-abelian chief factor of G, we have δG(G0) = 1. In particular
2δG(G0)|Out(G0)| < |G0| and so Proposition 3.2 yields that d(G) = 2 or
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d(G) = max
A abelian
A non-Frattini
d(LA,δG(A))
= max
A abelian
A non-Frattini
θ(A) +
⌈
δG(A) + s(A)
r(A)
⌉
≤ max
A abelian
A non-Frattini
θ(A) + δG(A)
where, in particular, θ(A) ∈ {0, 1} is zero if and only if A is a central chief factor of G.
Suppose that d(G) > 2. Let A be a non-Frattini abelian chief factor of G. Then A can be
viewed as a chief factor of G/G0 6 Out(G0). Set K = G/G0.
Without loss of generality, suppose d(G) = d(LA,δG(A)). Note that Out(G0) is not cyclic
as otherwise δG(A) = 1, contradicting d(G) > 2.
We claim that Out(G0) is not the semidirect product of two nontrivial cyclic groups.
Suppose otherwise. Say Out(G0) = NH where N ⊳Out(G0), H ∼= Out(G0)/N , and N ∼= Za,
H ∼= Zb for some positive integers a and b greater than 1. Then K has a cyclic normal
subgroup, namely N ∩K 6 N ∼= Za, and
K/(N ∩K) ∼= (NK)/N ≤ Out(G0)/N ∼= Zb.
Following Lemma 3.6, we can assume that G0 = Un(q) or G0 =
2E6(q), as otherwise either
δG(A) = 1 or A ∼= Z2 is central and δG(A) = 2, contradicting d(G) > 2. Using the relations
satisfied by the two standard generators of Out(G0), we obtain that either δG(A) = 1, or
δG(A) = 2 and A is a central chief factor of G. In particular, d(G) = 2, again, a contradiction.
In the remainder of the proof we will use Lemma 3.6 implicitly. Suppose that Out(G0) is
the semidirect product of three nontrivial cyclic groups. We can assume that G0 6= E6(q) as
otherwise δG(A) = 1 or A is a central chief factor of G and δG(A) = 2, contradicting d(G) > 2.
Hence G0 = Ln(q) where n ≥ 3, or G0 = O
+
2m(q) where q is odd and D(Q) is not a square.
Also if G0 = Ln(q) so that Out(G0) = Z(n,q−1) : Zf : Z2 then p is odd, n and f are both
even, and A ∼= Z2, as otherwise δG(A) = 1 or A is a central chief factor of G and δG(A) = 2,
contradicting d(G) > 2. Similarly if G0 = O
+
2m(q) so that Out(G0) = Z2 × Z2 × Zf , f must
be even and A ∼= Z2. The result follows in the case considered.
Suppose that G0 = O
+
8 (q). Note that q is odd as otherwise Out(G0) = Sym3 × Zf and
either δG(A) = 1 or A is central and δG(A) = 2, contradicting d(G) > 2. In particular,
Out(G0) = Sym4 × Zf . Also f is even and A
∼= Z2 as otherwise d(G) = 2, a contradiction.
The result follows in this case.
Suppose finally that G0 = O
ǫ
2m(q), wherem > 4, ǫ ∈ {±1}, q is odd and D(Q) is a square.
Then Out(G0) = D8 × Zf . Again, f must be even and A ∼= Z2 as otherwise d(G) = 2, a
contradiction. The result follows in this case.
Lemma 3.17. Let G be a finite m-generated group and let H be a subgroup of G of index n.
Then d(H) ≤ 1 + n(m− 1).
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Proof. This is a consequence of Schreier-Nielsen formula, see for example [28, Proposition
12.1].
This completes our preparations. We will now prove Theorem 2.6 by going through each
of the relevant cases from the Classification of Finite Simple Groups.
4 Almost simple groups with sporadic socle
In this section we establish our main result for finite almost simple groups having as socle a
sporadic group.
Proposition 4.1. Suppose that G0 6 G 6 Aut(G0) where G0 is one of the 26 finite simple
sporadic groups. If H is a maximal subgroup of G then d(H) ≤ 3.
Proof. If G /∈ {Co1,Fi22 .2,Fi23,Fi
′
24,HN,BM,M} then [38] yields that d(H) ≤ 3 and in fact
[38] gives that d(H) = 2 except possibly if (G,H) is as follows:
(1) (HS, 2×Alt6.2
2) (2) (HS .2, (2 ×Alt6.2
2).2)
(3) (Suz .2, 32+4 : 2(Sym4 ×D8)) (4) (HN .2, (Sym6 × Sym6).2
2)
(5) (Fi22, 3
1+6 : 23+4 : 32 : 2).
In cases (1), (2) and (4), MAGMA [5] yields that H/H ′ = Z2×Z2×Z2 and so d(H) = 3.
In case (3), H has a factor group Sym4×D8, which requires 3 generators. Hence, d(H) = 3.
Finally in case (5) H has a factor group isomorphic to 32 : 2, where the 2 acts by inverting
the non-zero elements in the 32. Thus, d(H) = 3.
Suppose next that G = Co1. The maximal subgroups of G are determined in [35]. The
group G has 22 conjugacy classes of maximal subgroups. If
H ∈ {Co2, 3.Suz : 2, 2
11 : M24, Co3, 2
1+8 · O+8 (2), U6(2) : Sym3}
then [38] yields that d(H) = 2. The other maximal subgroups H of G are (up to conjugacy):
(1) (Alt4 ×G2(4)) : 2 (2) 2
2+12 : (Alt8× Sym3) (3) 2
4+12.(Sym3×3.Sym6)
(4) 32.U4(3).D8 (5) 3
6 : 2.M12 (6) (Alt5× J2) : 2
(7) 31+4 : 2.S4(3).2 (8) (Alt6×U3(3)).2 (9) 3
3+4 : 2.(Sym4× Sym4)
(10) Alt9× Sym3 (11) (Alt7×L2(7)) : 2 (12) D10 × (Alt5×Alt5 .2).2
(13) 51+2 : GL2(5) (14) 5
3 : (4×Alt5).2 (15) 7
2 : (3× 2.Sym4)
(16) 52 : 2.Alt5
It follows that d(H) ≤ 3.
Suppose that G = Fi22 .2. The maximal subgroups of G are determined in [20]. The group
G has 13 conjugacy classes of maximal subgroups H. Following [39] we have d(H) = 2 except
possibly if H = 27.S6(2). However in the latter case, H = M : 2, where M is a maximal
subgroup of Fi22 of shape 2
6 : S6(2), with S6(2) acting naturally and hence irreducibly on
26. Therefore, a chief factor A of H is either 26, S6(2) or 2, with δH(A) = 1 in each case. It
follows that d(H) = 2.
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Suppose that G = Fi23. The maximal subgroups of G are determined in [21]. The group
G has 14 conjugacy classes of maximal subgroups. If
H 6∈ {31+8.21+6.31+2.2.Sym4, [3
10].(L3(3)× 2), 2
6+8.(Alt7 × Sym3), S6(2) × Sym4}
then, by [38], d(H) = 2. If H ∈ {26+8.(Alt7× Sym3), S6(2)× Sym4}, then d(H) = 2 too.
Suppose that H = 31+8.21+6.31+2.2.Sym4. The first three factors of H in the latter series are
extraspecial groups, and so, each has as centre a group of prime order. In particular, if one
of these groups of prime order is a chief factor of H then it must be Frattini. It follows that
d(H) = 2.
Assume finally that H = [310].(L3(3) × 2). By [21, Section 7], [3
10].L3(3) is a (2, 3, 13)-group
and so is 2-generated. It now follows from Proposition 3.2 that H is 2-generated as well.
Suppose that G = Fi′24. The maximal subgroups of G are determined in [25]. The group
G has 22 classes (up to isomorphism) of maximal subgroups with representatives H as follows:
(1) Fi23 (2) 2 · Fi22 : 2 (3) 2
1+12.3U4(3).2
(4) 22 · U6(2) : Sym3 (5) (Alt4×O
+
8 (2) : 3) : 2 (6) 2
3+12.(L3(2)×Alt6)
(7) 26+8.(Sym3×Alt8) (8) 2
11 ·M24 (9) (3×O
+
8 (3) : 3) : 2
(10) 31+10 : U5(2) : 2 (11) 3
2.34.38.(Alt5×2Alt4).2 (12) (3
2 : 2×G2(3)) · 2
(13) 33.[310].GL3(3) (14) 3
7 ·O7(3) (15) 7 : 6×Alt7
(16) 29 : 14 (17) O−10(2) (18) He : 2
(19) (Alt5×Alt9) : 2 (20) U3(3) : 2 (21) L2(13) : 2
(22) Alt6×L2(8) : 3
It follows that if H 6= 33.[310].GL3(3) then d(H) ≤ 3. If H = 3
3.[310].GL3(3) then, by [25],
NFi24(H) = H.2 and [38] yields that d(NFi24(H)) = 2. It follows that d(H) = 2.
Suppose that G = HN. The maximal subgroups of G are determined in [31]. The group
G has 14 conjugacy classes of maximal subgroups. If
H 6∈ {(Alt6 ×Alt6).D8, 2
3+2+6(3× L3(2)), 3
4 : 2.(Alt4 ×Alt4).4}
then [38] yields d(H) = 2. In the remaining cases we have d(H) ≤ 3.
Suppose that G = BM. The maximal subgroups of G are given in [37]. The group G
has 30 conjugacy classes of maximal subgroups. For half of the representatives H of these 30
classes, [38] gives d(H) = 2. The remaining representatives are:
(1) 25.210.220.(Sym5×L3(2)) (2) O
+
8 (3) : Sym4 (3) (3
2 : D8 × U4(3).2
2).2
(4) 32.33.36.(Sym4×2 Sym4) (5) Sym5×M22 : 2 (6) (Sym6×L3(4) : 2).2
(7) 53.L3(5) (8) (Sym6× Sym6).4 (9) 5
2 : 4 Sym4× Sym5
(10) L2(49).2 (11) L2(31) (12) M11
(13) L3(3) (14) L2(17) : 2 (15) L2(11) : 2
It follows that d(H) ≤ 3 except possibly if H is as in case (3). In this case H = NG(E),
where E is elementary abelian of order 32. This is shown in [36], where it is also proved that
CG(E)3
2 × U4(3).2
2 ≤ H, and that the 2 on top of H induces a diagonal automorphism of
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U4(3). Since Out(U4(3)) ∼= D8, and H/CG(E) ≤ GL2(3) has Sylow 2-subgroup the semidihe-
dral group SD16, it follows that H/(3
2×U4(3)) is a subdirect product of SD16×D8 of index
2. Hence, δH(Z2) = 3. Since it is clear that δH(E), δH(U4(3)) ≤ 1, we have d(H) = 3.
Suppose finally that G = M. At this stage, 44 conjugacy classes of maximal subgroups
H of G have been identified, namely the 43 in [39] and the one with representative L2(41)
(see [32]). Moreover any further, if any, maximal subgroup of G is almost simple with socle
L2(13), U3(4), U3(8) or
2B2(8). As seen, if H is almost simple then d(H) ≤ 3. Also [39] yields
that 37 of the 43 representatives H in [39] satisfy d(H) = 2. The remaining representatives are:
(1) 2.BM (2) 21+24.Co1
(3) 210+16.Ω+10(2) (4) 3
1+12.2.Suz : 2
(5) 25+10+20.(Sym3×L5(2)) (6) 2
3+6+12+18.(L3(2)× 3 Sym6)
Clearly, d(H) = 2 in these remaining cases.
5 Almost simple groups with alternating socle
In this section we prove the following.
Proposition 5.1. Suppose that G0 6 G 6 Aut(G0) where G0 = Altn is an alternating group
of degree n ≥ 5. If H is a maximal subgroup of G then d(H) ≤ 4. Moreover d(H) = 4 if and
only if G ∈ {Altn,Symn}, H = (T
k.(Out(T )×Symk))∩G is of diagonal type (i.e. n = |T |
k−1
where T is non-abelian simple and k > 1), Symk 6 H and d(Out(T ) ∩H/T
k) = 3.
Recall that if n 6= 6 then G = Altn or G = Symn, whereas if n = 6 then G ∈
{Alt6,Sym6,M10,PGL2(9),PΓL2(9)}.
We first treat the case where G is neither an alternating group nor a symmetric group.
In particular, n = 6 and G ∈ {M10,PGL2(9),PΓL2(9)}. We use MAGMA to check our
calculations.
Lemma 5.2. Suppose that G =M10 and let H be a maximal subgroup of G. Then d(H) = 2.
Proof. By [11] H ∈ {Q8 : 2,D10.2,M9,Alt6}. Clearly, d(Alt6) = 2. Suppose now that
H = D10.2. Since the chief factors of H are Z5, Z2, Z2, it follows that d(H) = 2. Suppose
next that H = Q8 : 2. Since the chief factors of H are Z2, Z2, Z2, Z2 and |Frat(H)| = 4, we
must have d(H) = 2. Suppose finally that H = M9 = 3
2 : Q8. Since the chief factors of H
are Z3 × Z3, Z2, Z2, Z2 and Frat(H/3
2) = Z2, it follows that d(H) = 2.
Lemma 5.3. Suppose that G = PGL2(9) and let H be a maximal subgroup of G. Then
d(H) = 2.
Proof. By [11] H ∈ {D16,D20, 3
2.8,Alt6}. Clearly, if H is an alternating group or a dihedral
group then d(H) = 2. Suppose finally that H = 32.8. Since the chief factors of H are Z3×Z3,
Z2, Z2, Z2 and Frat(H/3
2) = Z4, it follows that d(H) = 2.
Lemma 5.4. Suppose that G = PΓL2(9) and let H be a maximal subgroup of G. Then
d(H) ≤ 3.
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Proof. By [11] H ∈ {Q8 : 2
2, (D10.2)× 2, NG(3
2),Sym6,M10,PGL2(9)}.
If H ∈ {Sym6,M10,PGL2(9)} then H = Alt6.2 and it follows that d(H) = 2.
Next, suppose that H = Q8 : 2
2. Since the chief factors of H are Z2, Z2, Z2, Z2, Z2 and
Frat(H) = Z4, it follows that d(H) ≤ 3 and in fact d(H) = 3. Suppose that H = NG(3
2).
Then |H| = 32 ·24. Since the chief factors of H are Z3×Z3, Z2, Z2, Z2, Z2 and Frat(H/3
2) =
Z4, it follows that d(H) = 2. Suppose finally that H = (D10.2)× 2. Since the chief factors of
H are Z5, Z2, Z2, Z2 and one of the Z2 chief factors is Frattini, it follows that d(H) = 2.
We can now suppose that G = Altn or G = Symn where n ≥ 5. We recall the O’Nan-Scott
theorem which describes the maximal subgroups of G.
Theorem 5.5. ([3, Appendix]). Let G = Altn or G = Symn where n ≥ 5. Let H be a
maximal subgroup of G. One of the following assertions holds:
(i) H is intransitive: H = (Symk × Symn−k) ∩G where 1 ≤ k < n/2.
(ii) H is affine: H = AGLd(p) ∩G where n = p
d, p is prime and d ≥ 1.
(iii) H is imprimitive or of wreath type: H = (Symk ≀ Symt)∩G where n = kt or n = k
t for
some t > 1.
(iv) H is of diagonal type: H = (T k.(Out(T ) × Symk)) ∩ G where T is non-abelian simple
and n = |T |k−1 for some k > 1.
(v) H is almost simple.
We can now finish the proof of Proposition 5.1.
Proof of Proposition 5.1. By Proposition 3.16, if H is almost simple then d(H) ≤ 3. We
therefore assume in the remainder that H is not almost simple. Suppose first that G = Symn.
Suppose H is intransitive. The chief factors of H are then Altk, Altn−k, Z2 and Z2. In
particular, if A is a chief factor of H then either A is a nonabelian and δH(A) = 1, or A ∼= Z2
is a central chief factor of H satisfying δH(A) ≤ 2. It follows that d(H) = 2.
Suppose now that H is affine. Then H = V : GLd(p) where V = Z
d
p is an elemen-
tary abelian p-group and is the unique minimal normal subgroup of H. Moreover H =
V.Za.Ld(p).Zb. Since a chief factor of H that is a section of Za is Frattini, it follows from
Lemma 3.14 that a non-Frattini chief factor A of H satisfies δH(A) = 1. In particular
d(H) = 2.
Suppose that G is imprimitive or of wreath type. Then by Lemma 3.13
H =
{
Alttk.2.2
t−2.2.Altt.2 if t is even
Alttk.2.2
t−1.Altt.2 if t is odd.
(5.1)
Moreover if t is even then the first Z2 chief factor of H in (5.1) is Frattini.
Suppose t 6= 4 and k 6= 4. By Lemma 3.13 (5.1) is a chief series for H. In particular, if
A is a chief factor of H then δH(A) ≤ 2, and if δH(A) = 2 then A ∼= Z2 is central. Therefore
d(H) = 2.
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Suppose t = 4 and k 6= 4. By Lemma 3.13 the chief series for H is
Alt4k.2.2
2.2.22.3.2.
Now H has two chief factors A1 and A2 with A1 ∼= A2 ∼= Z2×Z2. However A1 and A2 are not
H-isomorphic and so they are not H-equivalent. It follows that d(H) = 2 also in this case.
Suppose t 6= 4 and k = 4. By Lemma 3.13 the chief series of H is
H =
{
22t.3t.2.2t−2.2.Altt.2 if t is even
22t.3t.2.2t−1.Altt.2 if t is odd.
Again d(H) = 2.
Suppose t = k = 4. By Lemma 3.13 the chief series of H is
H = 28.34.2.22.2.22.3.2
Again, since the first Z2 chief factor of H is Frattini and the two Z2 × Z2 chief factors of H
are not H-equivalent, it follows that d(H) = 2.
Suppose next that H is of diagonal type so that H = T k.(Out(T ) × Symk) where n =
|T |k−1. Now clearly d(H) > 1. Since T k is a chief factor of H and δH(T
k) = 1, we can restrict
our analysis to the chief factors of H which appear as sections of Out(T )× Symk. It follows
from Proposition 3.16 that d(H) ≤ 4. Moreover d(H) = 4 if and only if d(Out(T )∩H/T k) = 3.
Suppose finally that G = Altn. Note that H is a subgroup of index at most 2 of a subgroup
of Symn that is of intransitive, affine, imprimitive, wreath, diagonal, or almost simple type as
in (i)-(v) of Theorem 5.5. It now follows from Lemma 3.17 that if H is not of diagonal type
then d(H) ≤ 3. Assume that H is of diagonal type. There are two cases to consider according
respectively as H is a subgroup of T k.(Out(T ) × Symk) of index 1 or 2. In the former case,
as before, d(H) ≤ 4 and d(H) = 4 if and only if d(Out(T )∩H/T k) = 3. We therefore assume
that H is a subgroup of T k.(Out(T )× Symk) of index 2. Note that T
k is the unique minimal
normal subgroup of H. Let D = {(t1, . . . , tk) : t1 ∈ T, t1 = · · · = tk} ∼= T be the diagonal
subgroup of T k. Then Symn is the symmetric group on the set Ω of cosets of D in T
k. Also
σ ∈ Symk acts on Ω by sending a coset D(t1, . . . , tk) to D(tσ(1), . . . , tσ(k)).
Suppose that k ≥ 3. A transposition τ of Symk then fixes |T |
k−2 points of Ω. It follows
that, seen as an element of Symn, τ is a product of
n− |T |k−2
2
=
|T |k−2(|T | − 1)
2
disjoint 2-cycles. In particular a transposition of Symk is an even permutation of Symn and
Symk 6 Altn. Therefore H = T
k.(L × Symk) where L is a subgroup of Out(T ) of index
2. It follows from Proposition 3.16 that d(H) ≤ 4. Moreover d(H) = 4 if and only if
d(Out(T ) ∩H/T k) = 3.
Suppose finally that k = 2. The transposition τ = (1, 2) ∈ Symk fixes a coset D(t1, t2) if
and only if t1 = tt2 for some t ∈ T of order dividing 2. In particular, τ fixes i2(T ) + 1 points
of Ω where i2(T ) is the number of involutions of T . It follows that, seen as an element of
Symn, τ is a product of
N = (|T | − i2(T )− 1)/2
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2-cycles.
If N is odd then τ 6∈ H, H = T.Out(T ) and so, by Proposition 3.16, d(H) ≤ 3. If N
is even then H = T.(L × Z2) where L is a subgroup of Out(T ) of index 2. It follows from
Proposition 3.16 that d(H) ≤ 4. Moreover d(H) = 4 if and only if d(Out(T )∩H/T k) = 3.
6 Almost simple groups with classical socle
In this section, we consider the classical case. To condense our arguments, we will first fix
some notation. To keep consistent with [22], which will be our main reference, we will write
Ω in place of G0 throughout. We will also write G instead of G (though we will seldomly
refer to G), and V in place of the chief factor A, to avoid confusion with the automorphism
group of Ω. Here, Ω is a certain normal subgroup of the group I ≤ GLn(q) of isometries of
a bilinear or quadratic form κ on a vector space V of dimension n over a field F of order qu.
We will write q = pf , where p is prime. Here, u is defined to be 2 if κ is unitary (which will
be referred to as case U), and u := 1 if κ is either identically zero (case L), symplectic (case
S), or orthogonal (cases O+, O− and O0). The symbols +, − and 0 in the orthogonal cases
refer to the Witt index of κ. For a more detailed discussion of these forms, and for a more
precise definition of Ω, see [22, Chapter 2].
With our reference still being [22, Chapter 2], we have a chain of groups
Ω ≤ S ≤ I ≤ ∆ ≤ Γ ≤ A.
each being normalised by the last group A. Writing bars to denote reduction modulo the
group Z of scalars (which is consistent with our previous use of the bar notation), we get an
A-normal series
Ω ≤ S ≤ I ≤ ∆ ≤ Γ ≤ A.
For a subgroup K of A, and a symbol X ∈ {Ω, S, I,∆,Γ, A}, we will write KX [respectively
KX ], to denote the group K ∩X [resp. K ∩X]. With this in mind, we will write G for the
unique subgroup of Aut(A) containing Z, such that G = G/Z. (We caution the reader again
that this notation is unique to this section, and is not used elsewhere).
Here, Ω is our simple classical group. Furthermore, A = Aut(Ω), except that
Remark 6.1.
|Aut(Ω) : A| = 2, in case S, with q even and n = 4, or
|Aut(Ω) : A| = 3, in case O+, with n = 8 and q odd.
Fix a maximal subgroup H of G. We first deal with some cases of small dimension, which
include the exceptional cases from Remark 6.1.
Proposition 6.2. Suppose that n ≤ 12. Then Theorem 2.6 holds.
Proof. Here, the maximal subgroups of the almost simple group G with socle Ω are given
in the tables in [7, Chapter 8]. One can quickly read off from these tables that δH(V ) ≤ 1
[respectively 2, 3] if V is non-abelian [resp. non-central, central] for any non-Frattini chief
factor V of H. The result follows.
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By Remark 6.1 and Proposition 6.2 we can and do assume, for the remainder of this
section, that
A = Aut(Ω). (6.1)
Hence, H = H ∩A, and we have normal series’
HΩ ≤ HS ≤ HI ≤ H∆ ≤ HΓ ≤ HA = H, and HΩ ≤ HS ≤ HI ≤ H∆ ≤ HΓ ≤ HA = H.
(6.2)
Fix a non-Frattini chief factor V of H. By Lemma 3.7 Part (i), we have
δH(V ) = δH,HΩ
(V ) + δH,HS/HΩ
(V ) + δH,HI/HS
(V ) + δH,H∆/HI
(V ) + δH,HΓ/H∆
(V ) + δH,H/HΓ
(V ).
(6.3)
We now proceed to the proof of Theorem 2.6. Our strategy will be to analyse the structure
of H using Part (I) of the Main Theorem in [22], and then apply the bound at (6.3).
More precisely, the group H is either almost simple, or H lies in one of eight natural
classes of subgroups of A. This was proved, and the eight classes Ci, for 1 ≤ i ≤ 8, were
defined, in [1]. In this paper, we use the definitions of Ci from [22]. If H is almost simple,
then Theorem 2.6 follows immediately from Proposition 3.16, so we will assume that H lies
in one of the classes Ci for 1 ≤ i ≤ 8. We subdivide our proof accordingly, but first we
require a preliminary lemma. Its proof follows easily from the analysis of the structure of
outer automorphism groups of classical simple groups in [22, Chapter 2].
Lemma 6.3. Let V be a non-Frattini chief factor of H.
(i) If V is non-abelian, or if dimEndH (V ) V > 1, then δH(V ) = δHΩ(V ).
(ii) Assume that Ω is of type T , where T ∈ {L,U,S,Oǫ}. If V is abelian but non-central,
then δH(V ) ≤ δHΩ(V ) + fT (V ), where fT (V ) = 0 if T ∈ {S,O
ǫ} and fT (V ) ≤ 1 if
T ∈ {L,U}.
(iii) Assume that Ω is of type T , where T ∈ {L,U,S,Oǫ}, and that V is a central chief
factor. Then δH(V ) ≤ δHΩ(V )+2, unless |V | = 2 and H/HΩ has an elementary abelian
factor group of order 23. In these cases, δH(V ) = δHΩ(V ) + 3.
We now proceed to proving Theorem 2.6 in each of the Aschbacher classes.
Proposition 6.4. Suppose that H lies in class C1, and that H is non-parabolic. Then Theorem
2.6 holds.
Proof. In this case, H stabilises a direct sum decomposition V = V1⊕V2, and n1 := dimV1 6=
n2 := dimV2. Write NX(V1, V2) for the full stabiliser of V1 ⊕ V2 in X, as X ranges over the
symbols Ω, S, I, ∆, Γ and A. Hence we have NΩ(V1, V2) = HΩ ≤ HI ≤ NI(V1, V2).
Let Ii denote the group of isometries of Vi. Similarly define Ωi and ∆i. By [22, Lemma
4.1.1], we have NI(V1, V2) = I1 × I2 ✂ NA(V1, V2), and Ω1 × Ω2 ≤ NΩ(V1, V2) = HΩ. Then
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L := Ω1×Ω2 is characteristic in HI , so L is normal in H. Hence, we have a normal series for
H of the form
1 < L ≤ HΩ ≤ H. (6.4)
Thus, by Lemma 3.7 Part (i) we have
δH(V ) = δH,L(V ) + δH,HΩ/L
(V ) + δH,H/HΩ
(V ). (6.5)
We now proceed to bound each of the quantities on the right hand side of (6.5). We
first consider the group L ∼= Ω1 ◦ Ω2. Suppose first that Ω1 and Ω2 are non-abelian simple.
Then δH,L(V ) ≤ 1 and δH,L(V ) = 0 if V is abelian by Lemma 3.8. Next, assume that Ω1
is non-simple. Then the possibilities for Ω1 are listed in [22, Proposition 2.9.2]. Since we
are assuming that n = n1 + n2 ≥ 13, we deduce that the group Ω2 is simple. Moreover,
δΩ1(V ) ≤ 1 unless Ω1 ∈ {U3(2),Ω
+
4 (3)}. Furthermore, in these cases we have δΩ1(V ) ≤ 2,
with equality if and only if |V | = q and V is central in Ω1. Also, in this case any non-trivial
diagonal automorphism of Ω1 of even order permutes these two chief factors transitively. It
follows that
δH,L(V ) ≤ 2 (6.6)
with equality if and only if Ω1 ∈ {U3(2),Ω
+
4 (3)}, |V | = q, and H/HΩ is trivial.
Next, HΩ/L is isomorphic to a subgroup of a direct product I1/Ω1 × I2/Ω2
∼= F×q × F
×
q of
cyclic groups. In fact, it is not difficult to see that
HΩ/L ≤ {(α,α
−1) : α ∈ Q},
where Q := 22 in case O± with q odd, and Q := F× otherwise. In particular, HΩ/L is either
isomorphic to 22 (which can only happen if we are in case O± with q odd), or HΩ/L is cyclic.
Hence,
δH,HΩ/L
(V ) ≤ 2 (6.7)
with equality if and only if we are in case O± with q odd, HΩ/L
∼= 22, and V is central in L.
Furthermore, if we are not in this case, then δH,HΩ/L
(V ) = 0 if |V | is not prime.
Finally, Lemma 6.3 implies that δH,H/HΩ
(V ) ≤ 3, with equality if and only if |V | = 2 and
H/HΩ has an elementary abelian factor group of order 2
3. Furthermore, δH,H/HΩ
(V ) = 0 if
|V | is not prime, by Lemma 6.3.
Putting the information from the last three paragraphs together, and applying (6.5), we
get δH(V ) ≤ 1 [respectively 2] if V is non-abelian [resp. non-central]. Furthermore, if V is
central with |V | > 2, then δH(V ) ≤ 3.
So we may assume that |V | = 2. Note that, by [22, Proposition 2.9.2] and direct com-
putation, any central chief factor in any non-simple Ωi is not centralised by any element of
Aut(Ωi)\Ωi. Hence, using the information from Paragraphs 3,4 and 5 above, and (6.5), we
have δH(V ) ≤ 5, with δH(V ) ≥ 4 if and only if one of the following holds:
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(1) Case L with q odd, f even, and H/HΩ elementary abelian of order 2
3. Here, we have
δH(V ) = 4. This is because HΩ/L has a factor group of order 2 in this case, which must
therefore be centralised by H.
(2) Case O± with q odd, f even, HΩ/L
∼= 2 or 22, and d(H/HΩ) ≥ 2. This is because in this
case the group HΩ/L described in Paragraph 2, which is isomorphic to either 2 or 2
2, is
centralised by any element of order 2 in Out(Ω). Hence we have H/L ∼= K1 ×K2, where
K1 is a 2-group with d(K1) = 3 or 4, and K2 cyclic of order f . Furthermore, the only
field automorphism centralising the group HΩ/L is the involution. Hence, we must have
K2 = 1 or K2 = 2.
Thus we have δH(V ) ≤ 3 except when |V | = 2 and cases (1) or (2) above hold. This completes
the proof.
Proposition 6.5. Suppose that H lies in class C1, and that H is parabolic. Then Theorem
2.6 holds.
Proof. In this case, H stabilises a totally singular subspace W ⊂ V of dimension m < n2 (or
m ≤ n2 in case L). Write NX(W ) for the full stabiliser of W in X, as X ranges over the
symbols Ω, S, I, ∆, Γ and A. Similarly define the centralisers CX(W ) ≤ NX(W ). Hence we
have NΩ(W ) = HΩ ≤ HI ≤ NI(W ).
By [22, Lemmas 4.1.12 and 4.1.13], there exists subspaces U and Y of V , with Y totally
singular, such that V = (W ⊕ Y ) ⊥ U (U = 0 in case L), and NI(W ) = C ⋊ L, where
C := CI(W ) ∩CI(W
⊥/W ) ∩ CI(V /W
⊥) and L := NI(W ) ∩NI(Y ) ∩NI(U).
Moreover, dimY = m unless we are in case L, in which case dimY = n − m. It is an
easy exercise to show that C is a nilpotent characteristic subgroup of HΩ, that C/C
′ is an
elementary abelian p-group, and that C is contained in NΩ(W ). In particular, C
′ ≤ Frat(C).
Furthermore, by [4, Theorem 2] C/C ′ is either irreducible or has composition length 2, with
non-isomorphic composition factors. It follows from Clifford’s Theorem that C/C ′ is an Fp[H]-
module, with composition length at most 2, and if it has composition length 2, then the factors
are non-isomorphic.
We now consider the structure of L: let I(U) denote the group of κ-isometries of the
(n − 2m)-dimensional vector space U . Similarly define Ω(U) In cases U, S and O we have,
by [22, Lemma 4.1.12], that L ∼= GLm(q
u)× I(U). In case L we have, by [22, Lemma 4.1.1],
that L ∼= GLm(q) × GLn−m(q). Let M := SLm(q) × SLn−m(q) ✂ L in case L, and let M
be the normal subgroup SLm(q
u) × Ω(U) of L otherwise. Then M ≤ NΩ(W ) ≤ LΩ ≤ HΩ.
Furthermore, since M is characteristic in L✂ NA(W ), it is normal in NA(W ). Hence, M is
normal in H. Thus, we have a normal series
1 < C ≤ C ⋊M ≤ C ⋊ LΩ = HΩ ≤ H (6.8)
for H. Thus, by Lemma 3.7 we have
δH(V ) = δH,C(V ) + δH,M(V ) + δH,LΩ/M
(V ) + δH,H/HΩ
(V ). (6.9)
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As in the proof of Proposition 6.4, we now proceed to bound each of the quantities on the
right hand side of (6.9).
First, the dimensions ai (for i ≤ 2) over Fp of the irreducible Fp[H]-components of the
module C/C ′ are calculated in [22, Propositions 4.1.17, 4.1.18, 4.1.19 and 4.1.22]: ai is either
m(n−m) or 2mn− 3m2 in case L; ai = m(2n− 3m) for each i in case U; ai =
m
2 −
3m2
2 +mn
for each i in case S; and ai = mn−
m
2 (3m+1) for each i in case O. In particular, δH,C(V ) ≤ 1,
and δH,C(V ) = 0 if either V is not a p-group, or V is a p-group with dimFp(V ) not equal to
any the dimensions ai above.
Now, from (6.9), H/C has a normal series identical to the normal series in (6.4) in the
proof of Proposition 6.4. From this proof, one quickly sees that no chief factor of H/C can
have dimension greater than 2. Thus, by the paragraph above we have δH(C) = 1, and for any
non-Frattini chief factor V 6= C of H, we have δH(V ) ≤ 1 [respectively 2] if V is non-abelian
[resp. non-central]. If V 6= C is central, then δH(V ) ≤ 5, with δH(V ) ≥ 4 if and only if one of
the cases (1) or (2) occurs as in the proof of Proposition 6.4. This completes the proof.
Proposition 6.6. Suppose that H lies in class C2. Then Theorem 2.6 holds.
Proof. In this case, H is the stabiliser in G of a subspace decomposition
V = V1 ⊕ V2 ⊕ . . .⊕ Vt,
where Vi is either a non-degenerate or totally singular m-space for all i (the dimension m
is fixed), and Vi is orthogonal to Vj , for each i 6= j. Write D := {V1, . . . , Vt}, and let Ii
denote the group of κ-isometries of Vi. Similarly define Ωi and ∆i. Also, write XD for the
full stabiliser of D in X, as X ranges over the symbols Ω, S, I, ∆, Γ and A. Denote the
kernel of the action of XD on D by X(D) ✂XD, and the induced action of XD on D by X
D.
In particular, XD ∼= XD/X(D) ≤ Symt.
Since Ω ≤ G, we have ΩD ≤ GD = H. Hence, ΩD = HΩ ≤ H∆ ≤ ∆D, and we have a
normal series
1 < HΩ(D) ≤ HΩ ≤ H. (6.10)
Thus by Lemma 3.7 we have
δH(V ) = δH,HΩ(D)
(V ) + δH,H
ΩD
(V ) + δH,H/HΩ
(V ). (6.11)
Now, the members of C2 are distinguished into types in [22, Table 4.2.A], and we divide
our proof accordingly.
Suppose first thatH is of type GLm(q)≀Symt, GUm(q)≀Symt, Spm(q)≀Symt or O
ǫ
m(q)≀Symt.
Then the spaces Vi are mutually isometric, and t > 2. Moreover, [22, Lemma 4.2.8 Part (iii)]
implies that
HΩ = ΩD = Ω(D)J ≤ P∆1 ≀Symt,
where JΩ = Symt, apart from in case O with m = 1 and q = ±3 (mod 8). In this case,
JΩ = Altt, and
(a) PΩ /PΩ has abelian Frattini quotient;
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(b) Ω(D) ≥ PΩ
t
1; and
(c) HΩ(D)/PΩ
t
1 is the fully deleted subgroup of (P∆1 /PΩ1)
t.
Finally, since NH(P∆1) is precisely the stabiliser in H of V1, [22, Lemma 4.2.1] implies that
H = NH(P∆1)HΩ.
Thus, we can use Lemma 3.13, together with Lemma 3.14, to find the chief factors of
H contained in HΩ(D). Indeed, note that the outer automorphism group T induced by the
action of NH(PΩ1) on PΩ1 is isomorphic to the outer automorphism group induced by H on
Ω. Hence, by Lemma 3.13, apart from case O with q odd, there is, for each prime r a unique
non-Frattini chief factor of H contained in HΩ(D)/PΩ
t
1: In the case r | t, this has order r
t−2
(recall that t > 2). Otherwise, it has order rt−1.
Next, assume that case O holds, with q odd. If H∆/HΩ
∼= D8, then T permutes the two
chief factors of order 2 of HI/HΩ. Otherwise, T fixes them. Hence, if H∆/HΩ < D8 then there
are two non-Frattini chief factors of H contained in HΩ(D)/PΩ
t
1: in the case r | t, both have
order 2t−2. Otherwise, both have order 2t−1. If H∆/HΩ
∼= D8 then there is one non-Frattini
chief factor of H contained in HΩ(D)/PΩ
t
1: in the case r | t,it has order 2
2(t−2). Otherwise,
both have order 22(t−1). In any case, HΩ(D)/PΩ
t
1 comprises either one or two non-central
non-Frattini chief factors of H.
Next, we consider the non-Frattini chief factors of H contained in PΩt1. If PΩ1 is simple,
then PΩt1 is a non-abelian chief factor of H, by Lemma 3.13. If PΩ1 = Sp4(2), then PΩ
t
1
comprises three non-Frattini chief factors of H: the non-abelian Altt6; a non-central abelian of
order 2t−(2,t); and a central, of order 2, again by Lemma 3.13. Finally, if PΩ1 non-simple, then
PΩ1 is listed in [22, Proposition 2.9.2]. In particular, by Lemma 3.14 we have δP∆1,PΩ1(W ) ≤ 1
for any non-Frattini chief factor W of P∆1, with equality if and only if W is non-central and
contained in P∆1. It follows, again using Lemma 3.13, that for each non-Frattini chief factor
W of P∆1 contained in PΩ1, we get a unique non-Frattini chief factor, H-equivalent to W
t,
contained in PΩt1. This is non-central, again by Lemma 3.13.
In summary, we have δH,HΩ(D)
(V ) ≤ 1, with equality possible only if either V is non-
central, or |V | = 2 and PΩ1 = Sp4(2).
Thus, we have determined the quantity δH,HΩ(D)
(V ); we now determine the other quan-
tities in the bound (6.11). Note that H/H
ΩD
∼= J.(H/HΩ), and J = Symt, unless we are in
case O with m = 1 and q ∼ ±3 (mod 8), in which case J = Altt. Suppose that we are not
in this latter case. Then the Frattini subgroup of H/H
ΩD
is contained in the centraliser of
the Altt normal subgroup, since Aut(Altt) is elementary abelian. In particular, the H-chief
factor Z2 in J = Symt is non-Frattini in H. Thus, we conclude that δH,H
ΩD
(V ) ≤ 1, with
equality if and only if either (|V | = 2 [in particular, V is central] and we are not in the case
O with m = 1 and q ∼ ±3 (mod 8)); or V ∼= Altt. Finally, δH,H/HΩ
(V ) ≤ 3, with equality if
and only if |V | = 2 and H/HΩ has an elementary abelian factor group of order 2
3. Here, we
used Lemma 6.3.
Next, assume thatm = n2 and that H is of type GLn2 (q
u).2. ThenHI has shape GLn
2
(qu).2
by [22, Corollary 4.2.2 Part (ii) and Lemma 4.2.3]. Here, HI/GLn
2
(qu) = HDI
∼= Sym2 is the
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induced action of HI on D. If n = 4 and q
u ≤ 3, then (n, q) ∈ {(4, 2), (4, 3)} and the result
follows from Proposition 6.2. So assume that SLn
2
(qu) is perfect. Then Z ≤ Frat(SLn
2
(qu)).
Hence, since GLn
2
(qu)/SLn
2
(qu) is cyclic, we have δHI (V ) ≤ 2, with equality possible only
if |V | = 2 and f is even. Since H/HI is metacyclic, it follows that δH(V ) ≤ 3, except
possibly when |V | = 2 and f is even. However, by [22, Lemma 4.2.3], in this case a field
automorphism of order 2 in Aut(Ω) acts by interchanging V1 and V2. Thus, H/HI has at
most one non-Frattini chief factor of order 2.
Finally, assume thatm = n2 and thatH is of type On2 (q)
2, so that X ∈ {O+, O−} andmq is
odd. By [22, Proof of Proposition 4.2.16] we haveHI
∼= Om(q)×Om(q) = Ωm(q).2
2×Ωm(q).2
2,
and soc (HI)
∼= Ωm(q)× Ωm(q). Furthermore, By [22, Lemma 4.2.2], there exists an element
σ of H∆ such that V
σ
1 = V2. Hence, σ interchanges the two copies of Om(q) in HI , from
which it follows that HI contains precisely three H-chief factors: soc (HI), and two copies of
22. Since all non-Frattini H-chief factors contained in H/HI are central, we have δH(V ) = 1
if V is non-abelian; δH(V ) ≤ 3 if V is central; and δH(V ) ≤ 2 if V is abelian but non-central.
It now follows that δH(V ) ≤ 1 [respectively 2] if V is non-abelian [resp. non-central]. If V
is central, then δH(V ) ≤ 4, with equality if and only if |V | = 2, t > 2, and either case L holds
and H/HΩ
∼= 23; or case O± holds and (either m 6= 1 or m ∼ ±1 (mod 8)) and H/HΩ
∼= 23
or D8. This completes the proof.
Proposition 6.7. Suppose that H lies in C3. Then Theorem 2.6 holds.
Proof. This case is easier to handle than the previous ones. Indeed by [22, Section 4.3], HΩ
has a characteristic quasisimple subgroup L, with CH(L) = Z(L). In particular, since it
follows that L✂H, we have, by Lemma 3.8, that Z(L) ≤ Frat(L) ≤ Frat(H). Thus, H/Z(L)
is isomorphic to a subgroup of Aut(L/Z(L)) containing L/Z(L). In particular, δH(V ) ≤ 1
[respectively 2, 3] if V is non-abelian [resp. non-central, central] for any non-Frattini chief
factor of H, by Proposition 3.16. This completes the proof.
Proposition 6.8. Suppose that H lies in class C4. Then Theorem 2.6 holds.
Proof. Here, H stabilises a tensor product decomposition V = V1 ⊗ V2, and κ = κ1 ⊗ κ2,
where κi is a bilinear form on Vi. For more information on the possibilities for the κi, see [22,
Table 4.4.A]. Also, (V1, f1) is not similar to (V2, f2). Let Ii denote the group of isometries
of (Vi, κi), and similarly define Ωi, Si and ∆i, and the projective equivalents PIi, PΩi, PSi
and P∆i. Also, write ni := dimF Vi, so that n = n1n2. We have HI
∼= (PI1×PI2)〈z〉, where
z ∈ HS, and z
2 ∈ PI1×PI2 (see [22, Lemma 4.4.5]).
Assume first that HΩ is non-local. Then soc (HΩ) = PΩ
′
1×PΩ
′
2, by [22, Lemma 4.4.9].
Hence, H has a normal series
1 < L ≤ HΩ ≤ H
where L := soc(HΩ) is a direct product of non-abelian simple groups, and HΩ/L is isomorphic
to a subsection of
{(α,α−1) : α ∈ Q}.
where Q := 22 in case O; Q := 2 in case Ii = Sp4(2); and Q := F
× otherwise. Furthermore,
HΩ/L has even order if and only if q is odd. It follows that δH,HΩ
(V ) ≤ 1 for any chief
factor V of H, unless case O± holds with q odd, |V | = 2 and H∆/HΩ < D8. In this case,
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δH,HΩ
(V ) = 2. Thus, δH(V ) ≤ 1 [respectively 2, 5] if V is non-abelian [resp. non-central,
central] for any non-Frattini chief factor of H. Furthermore, arguing as in the final paragraph
of the proof of Proposition 6.4 we see that we get δH(V ) = 4 if and only if |V | = 2, q is odd,
and either case L holds and H/HΩ
∼= 23; or case O± holds and H/HΩ
∼= 22 or C4×C2. Also,
we have δH(V ) = 5 if and only if |V | = 2, q is odd, and case O
± holds with H/HΩ
∼= 23 or
D8 ×C2. This gives us what we need.
Hence, we may assume that HΩ is local. Then PΩi is local for some i, by [22, Proposition
4.4.9]. Hence, by [Table 4.4.A and Proposition 2.9.2]KL, we have
Ii ∈ {GL2(2),GL2(3),GU2(2),GU2(3),GU3(2),Sp2(3), O3(3), O
+
4 (3)}.
In particular, PΩi is soluble. If n = n1n2 ≤ 12 then the result can be quickly checked using
[7]. Thus we may assume, without loss of generality, that PΩ′1 is a non-abelian simple group.
Hence, since HI ≤ (I1 ◦ I2)〈z〉, we have
HΩ = HI ∩ Ω = (Ω1 ◦Ω2).Za, (6.12)
where Za is isomorphic to a subsection of
{(α,α−1) : α ∈ Q}.
where Q := 22 in case O±; Q := 2 in case I1 = Sp4(2); and Q := F
× otherwise. Now,
since PΩ2 and the outer automorphism group of any simple group are soluble, it follows that
δH(V ) ≤ 1 if V is non-abelian.
Next, note that since PΩ2 char HΩ, CHΩ(PΩ2) is normal in H. Hence, H has a normal
series
1 ≤ CHΩ(PΩ2) ≤ H.
Furthermore, by (6.12), we have CHΩ(PΩ2)
∼= PΩ1. By noting that CHΩ(PΩ2) is either simple
or isomorphic to Sym6, we have δCH
Ω
(PΩ2)
(V ) ≤ 1. The group H/CHΩ(PΩ2) is a subgroup of
Aut(PΩ2), and so its chief factors are easily found by direct computation. It quickly follows
that δH(V ) ≤ 1 [respectively 2, 3] if V is non-abelian [resp. non-central, central] for any
non-Frattini chief factor of H.
Proposition 6.9. Suppose that H lies in class C5. Then Theorem 2.6 holds.
Proof. In this case, H stabilises a vector space V1 of dimension n over a subfield F1 of F
of prime degree r. Let κ1 be the associated bilinear form over F1, and define Ω1, ∆1, PΩ1
and P∆1 in the usual way. Then HΓ ≤ NΓ(V1)
∼= P∆1⋊〈φr〉, where φr is a generator for
Gal(F : F1). It follows that the centraliser in H of Ω1 is contained in 〈φr〉, and hence that
H/HΩ is isomorphic to a subgroup of Out(PΩ1).r, where the extension is a cyclic extension
of the associated group of field automorphisms of Ω1. Thus, H/HΩ is an extension of at
most three cyclic groups, and has at most one non-central chief factor. The bound δH(V ) ≤ 1
[respectively 2, 3] now follows immediately if PΩ′1 is a non-abelian simple, and V is non-abelian
[resp. non-central, central]. Otherwise, the list of possibilities for PΩ′1 is in [22, Proposition
2.9.2], and δH(V ) ≤ 1 [resp. 2, 3] follows quickly by direct computation.
Proposition 6.10. Suppose that H lies in class C6. Then Theorem 2.6 holds.
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Proof. Here, the group H∆ is a subgroup of N∆(R), for an extra special r-group R, with r
prime (see [22, Definition, Page 150]). By [22, (4.6.1) and Table 4.6.A], the group N∆(R)
has shape R.C, where C ∼= Sp2m(r), or r = 2 and C
∼= O±2m(2). Also, C acts naturally
on R. Furthermore, R is contained in HΩ, and HΩ/R acts irreducibly on R. Since HΩ is
normal in R.C, it follows that H∆ has shape R.C1, where C1 is a subgroup of C containing
a (non-trivial) normal irreducible subgroup of C. We also have n = rm.
Suppose first that n ≥ 4. Then C/Z(C) is almost simple, and C ′ is quasisimple. Further-
more, C/C ′ is cyclic. It follows that δH,H∆
(V ) ≤ 1 (recall that the centre of a quasisimple
group is Frattini - see Lemma 3.8). Since H/H∆ is abelian of rank at most 2, it follows
that δH(V ) ≤ 1 [respectively 2, 3] if V is non-abelian [resp. non-central, central] for any
non-Frattini chief factor of H, which gives us what we need.
Next, assume that n = 3, so that (r,m) = (3, 1). Then H∆ has shape 3
2.C1, where
C1 ∈ {Q8,Sp2(3)} (see [22, Proof of Proposition 4.6.4]). It follows that δH,H∆
(V ) ≤ 1, and
the required bounds follow as in the first paragraph above. The case m = 2 is similar.
Proposition 6.11. Suppose that H lies in class C7. Then Theorem 2.6 holds.
Proof. Here, HΓ is a subgroup of the stabiliser in Γ of a tensor decomposition
V = V1 ⊗ V2 ⊗ . . .⊗ Vt,
where κ = κ1 ⊗ . . . ⊗ κt, for bilinear forms κi on Vi. Furthermore, the spaces (Vi, κi) are
isometric, so they all have a common dimension m. In particular, n = mt. For a more
detailed description of the possible forms κi, see [22, Section 4.7]. Write Ii for the group of
isometries of (Vi, κi). Similarly define Ωi and ∆i and the projective equivalents PΩi, P∆i and
PIi.
Let D = {V1, . . . , Vt}, and write ΓD for the full (set-wise) stabiliser in Γ of D. Also,
for any subgroup K of ΓD, write K(D) for the kernel of the action of K on D. Also, write
KD = K/K(∆) ≤ Symt for the induced action of K on D. We then have a normal series
1 ≤ H
∆(D)
≤ H∆ ≤ H.
Thus, we have
δH(V ) = δHΩ(D)(V ) + δHΩ/H
Ω(D)
(V ) + δH/HΩ
(V ). (6.13)
Now, since G contains Ω, H∆ contains the full set-wise stabiliser ΩD of D in Ω. By [22, (4.7.1)
and (4.7.2)], we have
∆D = ∆(D)J ∼= P∆1 ≀Symt (6.14)
(with the product action), where ∆(D) ∼= (P∆1)
t, and J ∼= Symt. Furthermore by [22, (4.7.8)],
the intersection JΩ is Altt if either t = 2 and m = 2 (mod 4), or m = 3 (mod 4). Otherwise,
JΩ is Symt.
Next, HΩ(D) is contained in P∆
t
1, and contains the subgroup PΩ
t
1. Moreover, HΩ(D)/PΩ
t
1,
Also, NH(P∆1) = StabH(V1). Hence, sinceH
D
is transitive, it follows thatH = NH(P∆1)H∆.
The other conditions required in Lemma 3.13 follow from Lemma 3.14.
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Thus, we may apply Lemma 3.13 to find the chief factors of H contained in HΩ(D). In fact,
if t 6= 2, the argument is exactly the same as in the first part of the proof of Proposition 6.6,
except that here the case PΩ′1 local does not occur, by [22, Lemma 4.7.1]. Thus, if t 6= 2 then
we have δH,HΩ(D)
(V ) ≤ 1, with equality possible only if either V is non-central, or |V | = 2
and PΩ1 = Sp4(2).
If t = 2, then we argue in the same way, but in this case we get δH,HΩ(D)
(V ) ≤ 1 if V is non-
abelian or non-central; δH,HΩ(D)
(V ) = 0 if |V | is central with |V | > 2, and δH,HΩ(D)
(V ) = 1 if
|V | = 2 and 2 divides |P∆1 /PΩ1 |. (Since all modules for Sym2 over F2 are trivial.)
Next, note that δHΩ/H
Ω(D)
(V ) ≤ 1, with equality if and only if either (|V | = 2 with t 6= 3
mod 4, t 6= 4, and the case t = 2 with m = 2 mod 4 does not hold) or (V ∼= Altt and t 6= 2, 4)
or (t = 4, and |V | = 2 or |V | = 3), using the argument immediately following (6.13) above.
Here, we are also using Lemma 6.3 Part (iv). In particular, note that δHΩ/H
Ω(D)
(V ) = 0 if V
is abelian with |V | > 2 (in particular, if V is non-central).
Finally, we consider the group H/HΩ ≤ Out(Ω). Since this group is soluble with at most
one abelian non-central chief factor, the bound δH(V ) ≤ 3 (or 2 in the case V is non-central)
now follows immediately from (6.13) in all cases, except when |V | = 2 and either t = 2 and
m 6= 2 (mod 4), or m 6= 3 (mod 4). Also, arguing as in Proposition 6.8, one of the following
must occur.
(1) Case L with f even, q odd, and δH/HΩ
(V ) ≥ 2. Here, we have δH(V ) = δHΩ(D)(V ) +
δHΩ/H
Ω(D)
(V ) + δH/HΩ
(V ) = 0 + 1 + δH/HΩ
(V ).
(2) P∆1 = PGO
±(q) with q odd, H
∆(D)
= (PΩ1 .C)
t, where C ∈ {22,D8}. Here, we are in
caseOǫ. As above we have, in this case, δH(V ) = δH∆(D)(V )+δH∆/H
∆(D)
(V )+δH/H∆
(V ) =
0 + 1 + δH/H∆
(V ).
Thus, we get δH ≤ 4, with equality if and only if |V | = 2 and one of the cases from the C7
cases in Table 1 occurs. The proof is complete.
Proposition 6.12. Suppose that H lies in class C8. Then Theorem 2.6 holds.
Proof. The argument here is almost identical to the argument used to prove Proposition 6.9:
we repeat the details here for the reader’s benefit. The group HΓ here is a classical group
itself, of dimension n over F: we write κ1 for the associated bilinear or quadratic form. See
[22, Table 4.8.A] for the precise possibilities for HΓ.
Let I1 be the group of isometries of (V , κ1), and similarly define Ω1, and the projective
groups PI1 and PΩ1. The group PΩ1 is normal in H by [22, Proof of Proposition 4.8.2].
Furthermore, Ω1 is absolutely irreducible by [22, Proposition 2.0.9]. Hence, CH(Ω1) = F
∗. It
follows that CH(PΩ1) is trivial, and hence that H/PΩ1 ≤ Out(PΩ1). If PΩ1
∼= S4(2), then
H ≤ Aut(Alt6) = Alt6 .2
2, and δH(V ) ≤ 2. If PΩ1 is a non-abelian simple group then H is
almost simple, and the required bounds δH(V ) ≤ 1 [respectively 2, 3] if V is non-abelian [resp.
non-central, central] follow from Proposition 3.16. Otherwise the possibilities for H are listed
in [22, Proposition 2.9.2], and the required bounds follow easily by direct computation.
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7 Almost simple groups with exceptional socle
In this section we deal with the cases where the socle G0 of G is an exceptional simple group.
Thus, there exists a simple algebraic group G of adjoint type such that G0 = (Gσ)
′ is the
derived group of the fixed point subgroup of G under a Steinberg endomorphism σ of G.
Throughout, we will write H0 := H ∩G0. Also, for a subgroup X of G, we will write Xσ for
the group X ∩ Gσ . Finally, we will write I = Inndiag(G0) for the group of inner diagonal
automorphisms of G0. Note that I = Gσ .
By [24], the possibilities for H are as follows.
(i) H is a maximal parabolic subgroup of G.
(ii) H is almost simple.
(iii) H = NG(Dσ) is the normaliser of a connected reductive subgroup D of G of maximal
rank.
(iv) H = NG(E), where E is an elementary abelian 2-group.
(v) F ∗(H) is as in [24, Table III].
If H is as in Case (ii), then the bound d(H) ≤ 3 follows immediately from Proposition 3.16.
Thus, we need only address Cases (i), (iii), (iv) and (v).
We begin with Case (i).
Proposition 7.1. Let G be an almost simple group with exceptional socle G0 and let H be a
maximal parabolic subgroup of G. Then Theorem 2.6 holds.
Proof. Let Φ := {±φ1, . . . ,±φr} be a set of fundamental roots for G, and denote by Uαi the
root subgroups. Also, for I ⊆ {1, . . . , r}, set UI :=
∏
j 6∈I Uαj = 〈Uαj : j 6∈ I〉. Since H is
maximal, H is one of the following types:
(a) H0 = NG0(Uαi) is the parabolic subgroup obtained by deleting node i from the Dynkin
diagram for G; or
(b) G0 is of type E6; F4 with p = 2;, B2 with p = 2; or G2 with p = 3; and H0 = NG0U{i,j} is
the parabolic subgroup obtained by deleting nodes i and j from the Dynkin diagram for
G.
Furthermore, as in the proof of Proposition 6.5, we have H0 = C⋊L, where C is the unipotent
radical of H0 and L is a Levi subgroup. Since C is characteristic in H0 ✂H, both C and C
′
are normal subgroups of H. Thus, we have a normal series
1 ≤ C ′ ≤ C ≤ C ⋊ L = H0 ≤ H. (7.1)
Our strategy will be to investigate the structure of the factors in this series, and then apply
Lemma 3.7.
We first consider the structure of C. Assume that we are in Case (a), so that H0 = Pi.
Here, the group C/C ′ is an irreducible module for L over the field Fq of definition for G0, by [4,
31
Theorem 2(a)]. Furthermore, since C is the unipotent radical of H0, it is nilpotent. Hence the
group C/Frat(C) is elementary abelian. Hence, C ′ ≤ Frat(C). It now follows from the above
arguments that C/C ′ is an irreducible Fq[H]-module, and that C
′ ≤ Frat(C) ≤ Frat(H).
Assume now that we are in Case (b). Then it follows from [4] that C/C ′ is either irreducible
as an L-module, or has two non-isomorphic irreducible composition factors. In the latter case,
we have a series 1 ≤ C ′ < C1 < C for C, where each term is normalised by L. Moreover,
C1/C
′ and C/C1 are non-isomorphic as L-modules, and hence non-isomorphic as H0 = C⋊L
modules. Since C/C ′ is an H-module and H0 ✂ H, it follows from Clifford’s Theorem that
either 1 ≤ C ′ < C1 < C is also an H-series (in which case C1/C
′ and C/C1 are irreducible
H-modules), or C/C ′ is irreducible. Either way, we conclude that
1 ≤ C ′ ≤ C1 ≤ C ≤ C ⋊ L = H0 ≤ H (7.2)
is a normal series for H, with C ′ ≤ Frat(H), C1/C
′ a chief factor of H, and C/C1 either
trivial or a chief factor of H which is not H-equivalent to C1/C
′.
We now consider the structure of L. We have L = T
∏
j 6=iU±αj , where T is a maximal torus
in G0. Now Lj := UαjUα−j is either a quasisimple group of Lie type of rank 1, or UαjUα−j is
isomorphic to L2(2) or L2(3) (see [18, Corollary 25.3]). Furthermore, Uαj centralises U±αk for
j 6= k, and each Lj contains a subgroup of T of codimension 1. It follows thatM :=
∏
j 6=iLj✂L
is a central product, and L/M is cyclic. Finally, Lj 6∼= Lk for j 6= k. This can be quickly
deduced from examining the Dynkin diagrams of the simple exceptional groups.
From the arguments in the previous two paragraphs, we deduce that
1 ≤ C ′ ≤ C1 ≤ C ≤ C ⋊M ≤ C ⋊ L = H0 ≤ H (7.3)
is a normal series for H, with C ′ ≤ Frat(H); C1/C
′ a chief factor of H; C/C1 either trivial or a
chief factor of H which is not H-equivalent to C1/C
′; M a central product of non-isomorphic
groups Lj, where each Lj is either quasisimple or Lj ∈ {SL2(2),SL2(3)}. Thus, by Lemma
3.7 we have
δH(A) = δH,C/C′(A) + δH,M (A) + δH,L/M (A) + δH,H/H0(A). (7.4)
As in the proof of Proposition 6.5, we now proceed to bound each of the quantities on the
right hand side of (7.4).
First, the dimensions over Fp of the composition factors of the Fp[H]-module C/C
′ are
greater than 2 by [4, Theorem 2]. In particular, δH,C/C′(A) ≤ 1, and δH,C(A) = 0 if either A
is not a p-group, or A is a p-group with dimFp(V ) ≤ 2.
Next we have, by Lemma 3.8, that δH,M (A) ≤ 1, and δH,M (A) = 0 if A is abelian and A
is not isomorphic to 2, 3, or 22 (these come from the non-Frattini chief factors of SL2(2) and
SL2(3)). Also, L/M is cyclic, so δH,L/M (A) ≤ 1. Finally, note that H/H0 has at most two
non-Frattini chief factors, each cyclic, using Table 2.
If A is non-abelian, then δH(A) ≤ 1, using the above arguments and the fact that H/H0 is
soluble. So assume that A is abelian. If A is non-central, then δH,H/H0(A) ≤ 1 by the previous
paragraph, so δH(A) ≤ 2 overall (this is because any non-central non-Frattini chief factor of
H/H0 has dimension 1). So all that remains is to prove that δH(A) ≤ 3 when A is central.
For this to fail, we would need |A| = 2 or |A| = 3, SL2(2) or SL2(3) would have to occur in M
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[respectively], L/M would have to be divisible by 2 or 3 [resp.], and centralised by all outer
automorphisms of G0 in H, and H/H0 would have to have a factor group isomorphic to 2
2
or 32 [resp.]. By examining Table 2, and the orders of the maximal tori in the exceptional
simple groups (for example, see [8, Table 4]), we see that this can never occur, and so the
proof is complete.
Next, we consider Case (iii).
Proposition 7.2. Let G be an almost simple group with exceptional socle G0 and let H be
a maximal subgroup of G as in Case (iii) above, where D is not a torus. Then Theorem 2.6
holds.
Proof. Since D is connected and reductive, we have D = MS, where M := D′ is semisimple
and S is a torus. Furthermore, NI(D) = Dσ.W∆D , whereW∆D is a certain subquotient of the
Weyl group of G0, by [23, Lemma 1.2]. The structure of N := NI(D) is given in [23, Tables
5.1 and 5.2]. Note that NI′(D) ≤ HI := H ∩ I ≤ N , and N/NI′(D) is cyclic of order dividing
I/I ′, the group of diagonal automorphisms of G0. Thus,
H ∩N ✂N and N/H ∩N has order dividing I/I ′. (7.5)
We now proceed to examine each of the cases in [23, Table 5.1]. Recall that we are trying
to prove that
δH(A) ≤ 3 if A is abelian, and δH(A) ≤ 2 if A is non-abelian. (7.6)
Using the bound δH(A) ≤ δH,HI (A)+δH/HI (A), and appealing to Table 2 for the chief factors
of H/HI , the result is clear in most cases. For example, consider G0 =
3 D4(q). One of the
two possibilities for HI in Table 5.1 has shape K.a, where a divides (2, q − 1), and K is a
central product of two quasisimple groups. Hence, K has shape Z.(L2(q)◦L2(q
3)), where Z is
Frattini in K (and hence Frattini in H, since K is subnormal in H). We then get δH(A) ≤ 2
for any A, since H/HI is cyclic (see Table 2). This approach works in almost all cases, except
for some of those maximal subgroups in the case G0 = E
ǫ
l (q), with l ∈ {6, 7, 8}. These are
dealt with in the paragraphs below.
Suppose first that G0 = E
ǫ
6(q), so that H/HI is a subgroup of Zf ×Z2 (see Table 2), and
that N = E.Sym3, where E = J ◦R, with J
∼= Ω+8 (q) and R = (q − ǫ)
2.
Let T be a σ-stable maximal torus of G contained in D. Let ΦD, Φ denote the root
systems of D, G with respect to T , respectively. In particular, ΦD ⊂ Φ is a subset of the
group of rational characters X := X(T ) ∼= Z6 of T . Recall that the integer q here is a power
of p defined by the action of σ on X, which is given by σ = qσ′, where σ′ is a permutation of
Φ which reverses the Dynkin diagram of G in case ǫ = −1, and σ′ := 1 in case ǫ = +1. More
precisely, if χ ∈ X, then χσ is defined by χσ(t) := χσ
′
(tq), for t ∈ T .
Let WD, W be the Weyl groups of D, G respectively, so that WD ≤W . Fix fundamental
systems ∆D ⊂ ΦD and ∆ ⊂ Φ for D and G respectively. Without loss of generality, we will
take Φ to be as in [6, Page 260], with set of fundamental roots ∆ := {α1, . . . , α6}. The longest
root α0 is defined by α0 := α1 + 2α2 + 2α3 + 3α4 + 2α5 + α6. From this, we may form the
extended Dynkin diagram of type E6 with vertices ∆˜ := {−α0, α1, . . . , α6}.
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Now, let ΦD be the D4-subsystem of E6 with fundamental roots ∆D = {α2, α3, α4, α5},
so that V has basis {α1, α6}. Let W∆D := NW (WD)/WD. Using MAGMA, one can see that
NW (∆D)∩NW (∆˜) contains an element a whose induced action on ∆˜ is (α2, α3, α5)(α1, α6,−α0).
Similarly, NW (∆D) contains an element b which acts on ∆D as (α3, α5) (but this element does
not stabilise ∆˜). Furthermore, αb1 = α6 modulo XD⊗Q. Since α0 = α1+α6 modulo XD⊗Q,
it follows that the induced action of W∆D on V is
W V∆D =
〈[
−1 −1
1 0
]
,
[
0 1
1 0
]〉
∼= Sym3. (7.7)
Now, recall that the action of σ on X(T ) commutes with the action of W on X(T ). By [9,
Proposition 7 and the discussion following], V/(σ− 1)V is isomorphic as a W∆D -group to Sσ.
Hence, since Sσ ∼= (q − ǫ)
2, we may write
V/(σ − 1)V = 〈χ〉 × 〈λ〉 ∼= (q − ǫ)2.
We have χa = χ−1λ−1 and χb = λ by (7.7). In particular, it follows that for any prime p
dividing q − 1, W∆D = 〈a, b〉
∼= Sym3 acts irreducibly on
Yp := [Sσ/O
p(Sσ)]/[Frat(Sσ/O
p(Sσ))] ∼= p
2.
Furthermore, Y2.〈a〉 ∼= Alt4 and Y2.〈b〉 ∼= D8.
With the information deduced above, we can now determine the required upper bounds
on δH(A), for each non-Frattini chief factor of H. We have a normal series
1 < Mσ < H ∩Dσ < H ∩N < H ≤ (H ∩N).〈φ〉.〈g〉,
where φ represents a field automorphism of G0, and g is a graph automorphism. The field
and graph automorphisms normalise Dσ, by [23, Lemma 1.3].
We first consider the H-chief factors contained in Mσ = D
′
σ. Let Z = Z(Dσ) =Mσ ∩ Sσ.
By the usual arguments, Z is contained in the Frattini subgroup of D′σ, and hence of H. We
have Dσ/Mσ ∼= Sσ/Z, where M and S are as above. Also, Mσ ∼= Ω
+
8 (q), and Sσ
∼= (q − 1)2.
Note that Dσ, and hence H, also has a unique non-abelian chief factor, isomorphic to Mσ/Z.
We now consider the H-chief factors contained in H ∩ Dσ/Mσ ≤ Sσ/Z. Indeed, by
the arguments in the paragraph above, they can be completely determined by the group
H ∩ N/H ∩Dσ: Since N/Dσ ∼= W∆D
∼= Sym3 (see [23]), and |N/H ∩ N | divides 3 by (7.5),
this group has order either 2 or 6. If it has order 2, then H ∩N acts on Sσ by switching the
cyclic factors, so we get at most two chief factors of order p for each prime p dividing q − ǫ,
except that one of these is Frattini in the case p = 2. Otherwise, we get at most 1 non-Frattini
H-chief factor in Sσ/Z for each prime p dividing q − ǫ. All of this information follows from
the arguments above.
Since σ′ and φ commute, it now follows that δH(A) ≤ 3 for all A, with equality possible
only if |A| = 2. This gives us what we need.
Next, assume that G0 = E7(q), so that H/HI is cyclic of order dividing f (see Table 2),
and that N = (J1 ◦ J2).d
3.Sym3, where J1 = SL2(q)
3, J2 = Ω
+
8 (q) and d := (2, q − 1). In
order to determine the chief factors of H, we will need to examine the extensions within HI
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more carefully. The extended Dynkin diagram of E7 has a subdiagram 3A1 + D4, which is
obtained by deleting the 6th node of the Dynkin Diagram of E7 (see [6, Page 262]).
Thus, D is a semisimple algebraic group with fundamental root system
Ψ := {−α0, α1, α2, α3, α4, α5, α7},
where α0 := 2α1 + 2α2 + 3α3 + 4α4 + 3α5 + 2α6 + α7. Consider the associated simply
connected group Dsc = SL2(K)
3 × Spin8(K), and the natural isogeny π1 : Dsc → D. Set
Z := Ker(π1) ≤ Z(Dsc). By [29, Lemma 24.20], we have a long exact sequence
1→ Zσ → (Dsc)σ → Dσ → L(Dsc) ∩ Z/L(Z),
where L : Dsc → Dsc is defined by L(x) := (xσ)x
−1. Now Z(Dsc) ∼= 2
5, and clearly σ fixes
Z(Dsc) (in this case, σ is a Frobenius automorphism, x → x
q). Also, D is connected so L
is surjective by the Lang-Steinberg Theorem (see [29, Theorem 21.7]). By [29, Proposition
9.15], Z = Zσ ∼= (Λ(D))p′ , where Λ(D) denotes the fundamental group of D. Since G is of
adjoint type, we have X(T ) = ZΦ. Hence, [X(T ) : ZΨ] = [ZΦ : ZΨ] = 2. Since T is also a
maximal torus in D, and the full fundamental group of D is elementary abelian of order 25,
it follows that Zσ ∼= 2
4. Since (Dsc)σ ∼= SL3(q)
3 × Spin+8 (q), and L(Dsc) ∩ Z/L(Z)
∼= 24 by
the above arguments, we have that Dσ ∼= 2.(L2(q)
3 × PΩ+8 (q)).2
4. Furthermore, if we write
Z(Dsc) = 〈z1, z2, z3, z4, z5〉 ∼= 2
5, we can see from the Lang-Steinberg Theorem that there
exists yi ∈ Dsc such that (yiσ)y
−1
i = zi: set ai := yiπ1 ∈ D. Then since π1σ = σπ1, we have
aiσ = (yizi)π1 = yiπ1 = ai, so ai ∈ Dσ. From the definition of the ai it is easy to see that the
group B generated by their images generate Dσ/((Dsc)σ)π. Furthermore, if bi is a generator
of the cyclic group of diagonal automorphisms of Xi for 1 ≤ i ≤ 3, and c1, c2 generates the
group of diagonal automorphisms of PΩ+8 (q), then it is easy to see that B is isomorphic to
the subgroup 〈b1b2, b2b3, b1c1, b1c2〉 ≤ 〈b1〉 × 〈b2〉 × 〈b3〉 × 〈c1, c2〉.
Finally, by using MAGMA for example, one can see that W∆D
∼= Sym3 acts regularly on
the non-zero elements of both B1 := B ∩ (〈b1〉 × 〈b2〉 × 〈b3〉) and B/B1 (which are both Klein
4-groups). Furthermore, W∆D acts faithfully on the three factors of L2(q) in Dσ. Combining
all of this information, we see that H has a Frattini chief factor of order 2 (namely Z(Dσ));
at most 2 non-Frattini chief factors of order 2 (coming from W∆D and the cyclic group of
field automorphisms); at most 2 chief factors of order 22 (B1 and B/B1); and 1 chief factor
of order p1 for each prime p1 dividing |H/HI | (which is cyclic of order at most f). This gives
us what we need.
The approach above can also be used to prove that (7.6) holds in the following cases:
• G0 = E
ǫ
6(q) and N = J.Sym3, where J = e.(L3(q)×L3(q)×L3(q)).e
2, and e := (3, q+ǫ).
• G0 = E7(q) and N = J.L3(2), where J = d
3.L2(q)
7.d4, and d := (2, q − 1).
• G0 = E8(q) and N = J.(Sym3×2), where J = d
2.PΩ+8 (q)
2.d2, and d := (2, q − 1).
• G0 = E8(q) and N = J.GL2(3), where J = e
2.Lǫ3(q)
4.e2, and e := (3, q − ǫ).
• G0 = E8(q) and N = J.AGL3(2), where J = d
4.Lǫ2(q)
8.d4, and d := (2, q − 1).
Using the same notation as above, W∆D is Sym3, L3(2), Sym3×2, GL2(3), and AGL3(2) in
these cases, respectively. The proof is complete.
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Proposition 7.3. Let G be an almost simple group with exceptional socle G0 and let H be a
maximal subgroup of G as in Case (iii) above, where D is a torus. Then Theorem 2.6 holds.
Proof. Here we have H = NG(Tσ), where T is a σ-stable maximal torus in G. Furthermore,
the groups Tσ and NGσ(Tσ)/Tσ are given in [23, Table 5.2]. The latter is in fact a subgroup
C of the Weyl group W of G (see [33, II, (1.8)]), and our strategy will be to determine the
action of C on the abelian group Tσ: from this we can completely determine the non-Frattini
chief factors of NGσ(Tσ). We will frequently use the fact that
H ∩ I ≥ NG0(Tσ) = NGσ(Tσ)Tσ (7.8)
to deduce facts about the non-Frattini H-chief factors contained in H ∩ I.
The abelian group Tσ is the direct product of its l-parts (for l prime), so the non-Frattini
chief factors will be determined by the Fl[C]-modules Ml := (Tσ)l/Frat((Tσ)l). If l does not
divide |C|, then Ml lifts to a Q[C]-module Ml, and the dimensions of the composition factors
of Ml are the same as those for Ml. In the finitely many cases where l divides |C|, we can
use MAGMA to find the composition factors of Ml as a Fl[C]-module. Apart from two cases,
we find that Ml is irreducible as an Fl[C]-module, and hence as an Fl[H]-module, by (7.8).
In most cases dimMl is large, so one can immediately deduce that δH(Ml) = 1 for all l. In
general, we can quickly deduce from Table 2 and [23, Table 5.2] that δH(Ml) ≤ 2 if |Ml| > 2,
and δH(Ml) ≤ 3 if |Ml| = 2. The remaining chief factors of H are all contained in C and
H/H0, and we can deduce the bound for δH(A) immediately from Table 2 and [23, Table 5.2]
again.
This leaves us with the cases mentioned above whereMl is reducible an Fl[C]-module. By
the arguments above, we may assume that Ml is reducible as an H-module as well. These
cases are as follows:
(i) G = Eǫ6(q), 3 divides q − ǫ, Tσ = (q − ǫ)
6, and l = 3. In this case Ml has two C-
composition factors Al and Bl, of dimensions 1 and 5 respectively. Since Ml is also
reducible as an H-module, we deduce from (7.8) that Al and Bl are also H-composition
factors. Since C = W (E6) = S.2 where S is non-abelian simple, and H/H0 has at
most two non-Frattini chief factors of order 3, at least one of which must be central, the
required bound follows for A = Bl. Clearly δH(Bl) = 1, and so we have what we need.
(ii) G = E7(q), q is odd, Tσ = (q− ǫ)
6 and l = 2. Here Ml has two C-composition factors of
dimensions 1 and 6, and the argument follows as above.
Proposition 7.4. Let G be an almost simple group with exceptional socle G0 and let H be a
maximal subgroup of G as in Case (iv) or (v) above. Then Theorem 2.6 holds.
Proof. The structure of the group NGσ(H) is given in [24, Table III] in case (iv), and the
bounds on δH follow easily in every case.
So assume that we are in case (iv). Then H normalises an elementary abelian subgroup
E of Gσ, and the structure of NGσ(E) is given by [10, Theorem 1 Part (II)]. In particular,
NGσ(E)/CGσ (E) acts irreducibly on E, so δH,E(E) = 1.
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Suppose first that G = E8 (so that I ≤ H), and H ∩ I = NGσ(E) = 2
5+10.SL5(2). In this
case, E = 25, NGσ(E)/CGσ (E) acts naturally on E, and CGσ(E) is special of order 2
15. Since
SL5(2) is simple and I/H ∩ I is cyclic, we must have that H ∩ I = NGσ (E) = 2
5+10.SL5(2).
In particular, Z(CGσ(E)) = E, from which it follows that δH,CGσ (E)(E) = 1. From the proof
of [10, Theorem 1 Part (II)], we can see that CGσ(E)/E = U ⊕ U
′ ∼= 25 ⊕ 25 as an SL5(2)-
module, with the SL5(2), acting naturally on each U , U
′. Clearly we have δH(A) ≤ 2 for
A ∈ {E,U,U ′}. Finally, since Out(G0) is cyclic, we have δH(A) ≤ 1 for any other chief factor
A of H.
The same strategy as above works in the case G = E±6 and NGσ(E) = 3
3+3.SL3(3), except
that in this case, we have H ∩ I = NGσ(E) since NGσ (E) is perfect and NGσ(E)/H ∩ I is
cyclic.
Next, assume that G = E7 (so that we again have I ≤ H), and H ∩ I = NGσ(E) =
(22 × Inndiag(PΩ+8 (q))).Sym3. Here, the Sym3 on top acts naturally as GL2(2) on E = 2
2,
andH∩I/E = Aut(PΩ+8 (q)). Hence δH(E) = 2. Furthermore, since Out(G0) = Z(2,q−1)×Zf ,
we have δH(Z2) ≤ 3, δH(PΩ
+
8 (q)) = 1, and δH(Z3) ≤ 2 if the action on Z3 is trivial, and
δH(Z3) = 1 otherwise.
The remaining cases are easier and follow from the same arguments as above - in every
case we have NGσ(E) = p
n.S, with S ≤ GLn(p) simple and irreducible. We then use Table
2 to bound the contribution of the outer automorphism group to δH in each case, and this
completes the proof.
We conclude the paper by showing that there exists infinitely many pairs (G,H) where G
is almost simple, H is a maximal subgroup of G, d(H) = 3, and H dos not have an elementary
abelian quotient of order l3, for any prime l. Thus, our theorem is “best possible”.
Example 7.5. Let p be a prime such that p ≡ 1 (mod 3), let n = 2m, with m odd and 3
dividing m, and set G := Aut(Ln(p)). Let H be a non-parabolic maximal subgroup of G
in class C1. Adopting the same notation as used in the proof of Proposition 6.4, we have
H/L ∼= (Zd1 × Zd).2, where d := (n, p− 1), and d1 := (m, p − 1). The Zd here represents the
group of diagonal automorphisms of Ln(p). In particular, H has a factor group H/R ∼= 3
2 : 2,
where the 2 acts by inverting the non-zero elements in the 32. Hence, d(H/R) = 3. We have
d(H) ≤ 3 by the main theorem. Since L is a central product of two quasisimple groups and
d1 is odd, we have δH(Z2) ≤ 2, for any other chief factor A of H.
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