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Abst rac t - -A  space-clamped FitzHugh-Nagumo (FHN) nerve model subjected to a stimulating 
electrical current, I, is investigated by a combination of perturbation and numerical methods. Our 
goal is to trace out the path of periodic solutions initiated by a Hopf bifurcation, especially when 
the FHN model presents a slow recovery mechanism denoted here by the small control parameter ft. 
It is shown in the computed period diagram, that in addition to the two Hopf bifurcation points 
I -  and I +, there are another two critical points I M and IN satisfying I -  < [M < IN < I+ and 
forming the points of maximum period for FHN models with single steady state, while satisfying 
It4 < I -  < I + < IN and forming the turning points for models with multiple steady states. If/3 is 
sufficiently small, the results are accompanied with cusp formation at IM and IN. This fact indicates 
a discontinuous transition between oscillations of different characters. Further evidences are given 
by other bifurcation diagrams. For FHN models with multiple steady states, a similar hysteresis 
phenomenon is also observed for periodic solutions. 
Keywords - -F i t zHugh-Nagumo equations, Hopf bifurcation, Relaxation oscillation. 
1. INTRODUCTION 
A system formed by the FitzHugh-Nagumo (FHN) equations is known as a simplified model 
of the Hodgkin-Huxley (HH) equations for the nerve membrane [1-5]. When such a system is 
space-clamped and subjected to a stimulating electrical current shaped by the Heaviside function 
with a step I,  persistent oscillations are observed in certain numerical simulations if I is neither 
too small nor too large. Our goal in this work is to present a more detailed scenario starting fl'om 
a Hopf bifurcation point. The approaches used here are somewhat different from those employed 
in similar works for the HH model [6,7]. Via the computed bifurcation diagrams, we shall see 
several significant differences between these two models. 
The space-clamped FHN equations with an applied current parameter I > 0 can be written as 
ut = f (u )  - v + I, f (u )  = -u (u -  a ) (u -  1), (1) 
v, = Z(ou  - v) ,  t > o, (2) 
where 0 < a < 1 and/3 and O are positive parameters. Given I, the steady states (u*,v*) of 
(1),(2) can be determined with ease: 
f (u* )  - Ou* + 1 = 0 and v* = Ou*. (3) 
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Note that (3) will yield a unique solution for all I if and only if 
1 -a+a 2 
0 _> 3 (single steady state). (4) 
Otherwise, we wish the multiplicity takes place for I > 0. That is, 
(1 - 00 2 1 - a + a 2 
< 0 < 3 (multiple steady states). (5) 
After centering at one of these steady states, (1),(2) can be rewritten as 
ut  = Au  - v T V/1 - a + a 2 - 3A u 2 - u 3, (6 )  
vt =/3(e~ - v), (7) 
where A = if(u*), and the sign 9: in front of the square root corresponds to the sign :t: in the 
following A-u* relation 
u* = ( l+a)±~/1-a+a 2 -3A 
3 (8) 
Note that if (u, v) is a solution of (6),(7), so is ( -u , -v )  provided that the sign 9: in (6) is 
replaced by ±. 
To study the Hopf bifurcation, we have to know the eigenvalues # associated with the lineaxized 
version of (6),(7). These values are 
(A - /3)  :t: X/'(A 9-/3)2 _ 4/3# 
# -- 2 (9) 
By Hopf bifurcation theorem [8], we know the bifurcation takes place if 
A =/3 and /3 < ~ (condition for Hopf bifurcation). (10) 
Via (8) and (3), the bifurcation points expressed in terms of I axe 
i+  = Ou + _ f (u+) ,  u + = ( l+a)±V/1-a+a 2 -3 /3  
3 ' (11) 
in which the following differential relation holds: 
(d I~ ~ 1 e - /3 
dA] =9:~x/ l _a9-a  2-3/3"  
(12) 
Since we axe primarily concerned with small/3 which will satisfy/3 < 48 - (1 - a + a 2) in place 
of (10) if (5) holds, the condition I -  < I + is true in our consideration. 
Before continuing the discussion, some preliminary computations suggest hat rescaling upon 
A, u, v as shown below is needed. 
A = (1 9- e)/3, u :--= X/~u, v :-- X/~v. (13) 
By virtue of (13), equations (6),(7) become 
u, =/3 [(1 9- e)u :]: Ax / -~u 2 - u 3] - v, (14) 
vt =/3(Ou - v) ,  (15) 
F i tzHugh-Nagumo Nerve Model 21 
where the definitions 
0_ ( l+e)  (16) 1 - a + a 2 3(1 + e) and O(e) - A(~) _-- 
are used, henceforth, to simplify certain expressions. 
Occasionally, a single second order ordinary differential equation involving u only is desired. 
This can be done by performing some calculus on (14),(15) to yield 
So far, the derivation is quite elementary and serves as the first step towards our purpose of 
tracing, as far as possible, the bifurcated periodic solutions varying with the parameter e, and, 
of course, starting from the bifurcation point e --- 0. The bifurcation in terms of the applied 
current I can be obtained through the sequence of transformations: (13) -~ (8) -~ (3). 
The onset of bifurcation is handled by well-known perturbation techniques which, however, 
cannot be appreciated without the aid of a computer performing symbolic manipulation. This 
is because high order perturbations are desired in the present work and are both tedious and 
error-prone to hand calculation. This part is presented in Section 2. The path-following is then 
extended and completed by the numerical methods presented in Section 3. Note that the methods 
presented in these two sections are more than necessary to finish the job. They also serve as a 
comparative study of feasibility. Section 4 presents everal worked examples which reveal the 
general picture of Hopf bifurcation relevant o the FHN model. 
2. PERTURBATION METHODS 
2.1. L indstedt  Per turbat ion  
In view of (9),(10), we have dRe(#)/dA > 0 at the bifurcation point A -- f~, one may expect 
the Hopf bifurcation is associated with A > f~, or e > 0 after (13). Indeed, it is true when the 
steady state of (1),(2) is unique, i.e., (4) holds. In this case, we rescale u and t again: 
t 
u := vqu ,  t := . (18) 
Then, equation (17) becomes 
uu + u = (~ :]=2y/e" A(e)u-  3eu2) ut 
To find a nontrivial periodic solution to (19), let 
t e,~ T ( I  Jr Wle  + W2 e2 -~ W3 £3 -b • "" , 
+ (~X/e'A(e)-eu) u2 
e(~) (19) 
and 
u~uo(r)+Ul(Z)e 1/2 + u2(r)e + uz(r)e 3/2 + u4(T)e 2 + . . . ,  
(20) 
ui(0) ---- u~(21r), u~(0) = 0, and no resonance (or secular terms). (21) 
The first expression in (20) stands for the Lindstedt strained coordinates. See [9] for a more 
detailed description of this procedure. 
and then expand both sides of (19) into powers of v q. By equating those terms of like power, the 
unknowns (u0, Ul , . . .  ) and (wl, w2,.. .  ) can be solved in turn through a sequence of second-order 
linear ordinary differential equations of form like (19), but with given right-hand sides. To be 
well-determined, we need additional requirements such as 
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2.2. Poincar6 Normal  Form 
The above assumption of supercritical bifurcation (i.e., e > 0) is no longer true, however, 
for FHN models with multiple steady states. Namely, subcritical bifurcation happens when 
condition (5) holds. To cope with this situation, (14),(15) are transformed into the following 
complex form 
,z ,z 
3 
j+k=2 
(22) 
where ~(e) = x/40(e) - e 2, and the relation between z and (u, v) is given by 
u = Re(z), v = ~ [(2 + e) Re(z) + ~(e) Im(z)]. 
The next task is to seek a near-identity ransformation 
(23) 
z=~ + E hyk(e)(J(k (24) 
j+k>_2 
to transform (22) into the following Poincar6 normal form 
(25) 
The bifurcated periodic solutions are then represented in C-plane by concentric ircles centered 
at the origin. Their respective radii are determined by solving for r(= [~[2), the equation 
Re{f~(e)  + ~91(~ ) r + ~92(~ ) r 2 ~- . . .  } --  0, (26) 
and the corresponding periods are 27rT with 
1 
T = Im{~2(e) + ggl(e) r + p2(e) r 2 +. . .  }' (27) 
Such a formalism applies equally well to the case covered in the last subsection. The direction 
of bifurcation, or the sign of e, is such that the answer to (26) is nonnegative. See [8] for a more 
detailed escription of this procedure. 
Note that the perturbation methods presented herein are quite routine in principle. They 
are certainly nontrivial in practice. The tedious computations are carried out with the aid of a 
symbolic manipulation package like Mathematica [10]. Apart from this formal complexity, they 
do offer a good start (initial guess) to the following numeric approaches. 
3. NUMERICAL  METHODS 
3.1. Fourier Spectral Method 
As far as periodic solutions of period 27rT are concerned, equations (14),(15) can be rewritten 
as 
-v) 
vt = T{~(Ou - v)}, t e [0, 27r]. (29) 
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By Fourier spectral method, we seek a solution of (28),(29) with 
K 
u(t) = E Pk cos(kt) + Qk sin(kt), 
k=O 
(30) 
where Pk and Qk are scalar quantities with Qo = 0 for convenience. By (29), we then have 
K 
v(t) = 0 E (pkPk  - qkQk) cos (kt) + (qkPk + pkQk) sin(kt), 
k=O 
(31) 
where P0 -~ 1, q0 -~ 0, and 
(l~T/k) 2 l~T/k 
Pk :- qk =-- for k > 1. (32) 
1 + (l~T/k) 2' 1 + (~T/k) 2' - 
Substituting (30),(31) into (28), and then equating like Fourier modes on both sides, we have, 
fo r0< re<K,  
mQm 
T 
- -  - f~(1 + e)Sm,mPm -- 05m,m (PmPm - qmQm) 
K 
1 ~  E [(Sj-k,m + 5j+k,m)PjPk + (Sj-k,m -- 5j+k m)QjQk] T- -~- -  , 
j ,k=0 
K 
4 ' ' 
j,k,l=O 
K 3~ 
4 ~ (5~-k,~-m + ~j-k,z+m - ~+k,~-~ - ~+k,z+m)QjQ~P~, (33) 
j,k,l=O 
-mPm 
= Z(1 + e)Qm - O(qmPrn + PmQm) 
K 
~: ~ E (5m-j,k -- 5m+3,k)QjPk 
j,k=O 
K 
/3 E (Sj-k,l-m -- 5j-k,l+.~ -- 5j+k l-m + 5j+k t+m)QjQkQt 
4 ' ' 
j,k,l=O 
K 3~ 
4 ~ (Sj-k,l-m - ~3-k,z+m + 5j+k,l-~ -- ~j+~,~+~)P3P~Q~, (34) 
j,k,l=O 
where 5j,k -= 2 if j = k = 0; ~ 1 if [Jt = [k] ~ 0; -- 0, otherwise. 
To take the unknown T into account, we need to add one more equation to (33),(34). This 
so-called anchor equation has a significant influence on the solvability of the whole system, and 
has been discussed by many authors [11-14]. As we did in the previous work [11], the following 
form is preferred ue to its simplicity. 
K 
v~(0) = ~ k (qkPk + PkQk) = 0. 
k=0 
(35) 
The validity of (35) is guaranteed by Rolle's theorem which states that the derivative of a smooth 
periodic scalar function is zero-valued somewhere within one period. Equation (35) is robuster 
than asking ut(0) = 0 in that the relaxation oscillation character of u will make the Fourier 
method hard to yield accurate approximation at critical points. 
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The nonlinear system composed of (33)-(35) can be solved by a damped Newton method [15]. 
To make this Fourier-Newton scheme computationally efficient, careful programming is needed in 
evaluating the right-hand sides of (33),(34). Namely, the operation count is CO(K2), rather than 
O(K3), where K ~ 80 for the worked examples to be presented in Section 4. 
When the bifurcation parameter e is small enough, a good initial guess of (Pk, Qk, T) to a 
reduced version of (33)-(35), i.e., K ~ 5, is provided by the perturbation techniques discussed 
in Section 2. By continuation, we then solve (33)-(35) repeatedly over a gradually increasing 
sequence of intermediate K's until the prescribed value of K (>> 1 in general when e is not small) 
is reached. The final solution will serve as the starting point of further path-following by the 
so-called pseudo-arclength continuation techniques [16]. 
Since the relaxation oscillation character of u will become more and more prominent as the 
control parameter/~ goes down, the proposed Fourier scheme will become less and less attractive 
due to large K and appreciable Gibbs phenomena. This is a matter of function representation, 
rather than a matter of numerical solvability of (33)-(35). An alternative is given below. 
3.2. Mul t ip le  Shoot ing Method  
For simplicity of discussion, let us put (28),(29) into the following vector form in which the 
control parameters are suppressed for the time being. 
xt -- Thr(x, e), 0 < t < 21r. (36) 
To employ a multiple shooting method, the interval [0, 21r] is partitioned into K equal subinter- 
vals for some prescribed K (far less than that employed by Fourier spectral method). Then, a 
numerical solver is used to integrate (36) over these K subintervals simultaneously. Their respec- 
tive initial vectors are denoted by xj, 0 < j < K and their respective target vectors are denoted 
by g(xj, T, e). 
The constraints on xj for seeking periodic solutions of (36) are 
g(xj, T, e) = xj+l, for 0 < j < K, 
xg  = x0, (37) 
((0,-1) [ x0) = 0 (anchor equation for T), 
where (.[.) stands for the inner product of two vectors. 
The nonlinear equations (37) for (xj, T, e) are, again, to be solved by a damped Newton method. 
Numerical integration for the variational equations of (36) now is coupled with, rather than 
separated from, the solution process as compared with Fourier spectral method in which one 
can compute the related Jacobian analytically. Therefore, we have to solve, for 0 _< j < K, the 
following augmented system of ordinary differential equations over 0 < t < a = 27r/K. 
x,  = TT(x ,  c), x(0)  = x j ,  
Yt = TSr~(x, e) y, y(O) = 0 ' 
zt=T.T'x(x,e)z+.~'(x,e), z(0) = (00) ,  (38) 
et=T[~'x(X,e)e+gre(x,e)] ,  e(0)-- (00).  
The last equation of (38) is relevant o the pseudo-arclength continuation [16]. 
Certainly, the numerical accuracy of integrating (38) should be addressed. Due to the relaxation 
oscillation character, it is impractical to integrate (38) using a step-size fixed a priori. A Runge- 
Kutta-45 scheme with adaptive control over the step size as developed by Cash and Karp [17] is 
employed here. 
FitzHugh-Nagumo Nerve Model 25 
In connection with the multiple shooting method, the Jacobian associated with the Newton 
scheme has a very nice block structure as compared with that derived from the Fourier spectral 
method. One might expect o use block Gaussian elimination to find the Newton direction of 
line search. However, it turns out that this procedure is highly unstable. Thus, QR-factorization 
with column pivoting is a good remedy. 
4. WORKED EXAMPLES AND DISCUSSIONS 
In this section, we shall show several sample applications of the methods presented in Sections 2
and 3. Four sets of data are assigned to the control parameters a,#,/9 to render four representative 
types of Hopf bifurcation diagrams. The data are as follows: (a, #, 0) = 
(a) (0.25,0.02, 1.0); 
(b) (0.25,0.002, 1.0); 
(c) (0.25,0.1,0.25); 
(d) (0.25,0.02, 0.25). 
Cases (a) and (b) deal with FHN models having single steady state (Category A), while cases (c) 
and (d) deal with models having multiple steady states (Category ]3). In each category, a and 
are fixed and satisfy conditions (4) and (5) accordingly. Then we are concerned with how the 
solution path (or bifurcation diagram) changes with the control parameter/3 which is small and 
indicates low recovery mechanism in the FHN nerve model. 
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Figure 1. Initial bifurcation diagram--27rT against e--obtained by perturbation 
(1 ,2 ,3)  and numerical (n) methods. The control parameters o~,13, 8 are shown in 
each graph. 
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4.1. Outset of Hopf  Bifurcation 
The initial bifurcation diagrams associated with the above selected control parameters are 
summarized in Figure 1. Shown in this figure are the periods of bifurcated periodic solutions 
against he bifurcation parameter e which is related to the applied current I via equations (13), 
(8), and (3). The symbols "1" , "2" ,  and "3" in each graph denote the results obtained by the 
perturbation techniques described in Section 2, where the asymptotic expansion in (20) or (27) 
is carried out up to the first, second, and third power of ~, respectively. And the symbol "n" 
denotes the result obtained by the numerical methods described in Section 3. 
Notice that as e tends to zero, the numerical methods will break down due to the nonuniqueness 
of solutions (one will encounter singular Jacobians in connection with Newton method). That is 
why perturbation techniques are appealed to. As shown in this figure, high order perturbations 
are preferable provided that one knows how to computerize the involved symbolic manipulations. 
In terms of c, Figures la and lb show that the bifurcation is supercritical for FHN models 
in Category A, while Figures lc and ld show that the bifurcation is subcritical for models in 
Category B. After converting c back to the applied current I, we see periodic solutions bifurcate 
from I -  and I + where I -  < I + as mentioned in (11). By virtue of (12),(13), the bifurcation is 
supercritical at I -  and subcritical at I + for Category h, whereas ubcritical at I -  and super- 
critical at I + for Category B. This situation is different from that based on the Hodgkin-Huxley 
model [6,7] in that we get either both "hard" or both "soft" oscillations at I -  and I +, rather 
than hard at I -  and soft at I+, using the terminology of [4]. As will be seen later, an FHN 
model with multiple steady states is bistable prior to the happening of a Hopf bifurcation. 
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4.2. FHN with Single Steady State 
The initial curve plottings Figures la and lb of periods against bifurcation parameter are 
completed in Figures 2a and 3a, respectively, where e is replaced by I. The scenarios of rapid 
increase in period after the outset of Hopf bifurcation (denoted by the symbol H) are magnified 
in Figures 2b and 3b, respectively. The symbols M and N indicate that maximum period occurs 
at two critical applied current IM and IN satisfying I -  < IM < IN < I +. 
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Despite the rapid increase in period, the periodic solutions are observed to become very stable 
as exemplified by their respective Floquet multipliers hown in Figures 2d, 3c, and 3d (magnifi- 
cation). 
By virtue of these figures, we can explain what will happen if the control parameter ~ becomes 
sufficiently small. In the course of pseudo-arclength continuation, the bifurcation parameter e is 
led to a stagnant value, where the associated period 2~rT increases even more rapidly. Perturb 
the stagnant eby a small increment and use the Runge-Kutta integrator described in last section, 
we shall observe another kind of periodic solution--relaxation scillation. By the same numerical 
continuation techniques, a new branch of periodic solutions is traced out, together with the same 
stagnation of e as happened in the old branch. This results in cusp formation at the points M 
and N as shown in Figure 3b. Therefore, along with the transition from small amplitude to large 
amplitude oscillations, the increase in period will undergo a sudden jump prior to decreasing 
afterwards. 
Another view of this peculiar phenomenon is shown in Figures 4 and 5 by plotting on the 
phase plane the limit cycles varying with the applied current (indicated by the symbol AC in 
28 M.-H. CHOU 
these figures). If the parameter ~ is small enough, a large excursion occurs suddenly and leaves 
a blank area in the "bottom" of Figure 5 as compared with Figure 4, when I moves across the 
critical point IM or IN.  
, 
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Figure 4. Limit cycles varying with I (denoted by AC) for (~,~,8) = (0.25, 0.02, 
1.0). Smooth transition takes place when I moves across I M or I N. 
Yet another view is to plot (u, v) separately as shown in Figures 6a and 6b. Sudden transition 
from small amplitude to large amplitude oscillations is clearly demonstrated. The relaxation 
oscillations persist for IM ~. I < IN. Some representative profiles are plotted (with indicated 
direction of increasing I) in Figure 6c and 6d for u and v, respectively. 
Note that as I increases from IM to the point associated with minimum period, the profiles of 
relaxation oscillation evolve from that shown in Figure 6a to that having the property: u ( t+r )  = 
-u(t)  and v(t + ~) = -v(t),  where 0~r after normalization. The scenario for I decreasing from 
IN can be envisaged by reflecting the graphs in Figure 6 upside down. See the remark near (8). 
4.3. FHN wi th  Mul t ip le  S teady  States 
Parallel to the preceding case, the initial curve plottings (Figures lc and ld) of periods against 
bifurcation parameter are completed in Figures 7a and 8a, respectively, where e is replaced by I. 
The scenarios of rapid increase in period after the outset of Hopf bifurcation (denoted by the 
symbol H) are magnified in Figures 7b and 8b, respectively. The symbols M and N now indicate 
two turning points IM and IN satisfying IM < I -  <: I + <~ IN. 
In contrast o the preceding case, the initial path of the Hopf bifurcation (as denoted by dashed 
lines) is unstable until the turning points M and N are reached. If fl is sufficiently small, we also 
see the emergence of cusps at points M and N as shown in Figure 8b. Their formation is due to 
the same reason as explained for Figure 3b of the preceding case. However, the transition shown 
in Figures 7b to 8b with decreasing fl is different from that shown in Figures 2b to 3b. 
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Figure 5. Limit cycles varying with I (denoted by AC) for (ch~,6) = (0.25, 0.002, 
1.0). Large excursion occurs when I moves across IM or I N. 
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Another contrast o the preceding case is the rapid switch of stability at the turning points M 
and N. This switch even takes place suddenly when ~ is sufficiently small. These facts are 
evidenced by Floquet multipliers plotted in Figures 7d, 8c, and 8d. 
The coexistent stable (solid line) and unstable (dashed line) limit cycles are shown in Figures 9a 
and 10a for different ~. If ~ is small enough, we see again a sudden excursion occurs and 
leaves a large blank area on the phase plane as I turns about at the point N (and similarly 
at M). Further illustrations are shown in Figures 9b and 10b by plotting their respective u- and 
v-amplitudes (peak-to-peak difference), and in Figure 10c by plotting their respective u-profiles. 
For IM < I < IN, the evolution of relaxation oscillations as remarked at the end of the preceding 
case still holds here. 
Note that the segment delimited by the symbols S and T in Figure 7a or 8a has been swept three 
times in the course of path-following. Namely, the sequence M->T->S->T->S->N or N->S->T-> 
S->T->H is followed by the numerical continuation described in Section 3. The corresponding 
steady states are plotted in Figure 7c (see Figure 2c for a comparison with single steady state 
case). Similar hysteresis (sigmoid) phenomena occur in Figure 9c when we analyze the periodic 
solutions by computing their respective global maxima and minima (relative to the steady states 
shown in Figure 7c). However, this phenomenon disappears in connection with their magnitudes 
of oscillation (i.e., Umax - Umin in Figure 9c). As I moves across S from below (T from above, 
respectively), the net effect on solution profiles is a sudden negative (positive, respectively) lift 
as shown in Figures 9d and 10d, where the phase shift is spurious in that the FHN system is 
autonomous. 
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