timescale models ([1012] ), Lévy processes ( [13] and references therein), and self-similar processes ( [14] ).
Recently Baldovin and Stella (Ba-St thereafter) proposed a new way of addressing the question. We advise the reader to refer to the original papers [1517] for a full description of the model as we shall only give a brief account of its main underlying principles. Using their notation let S(t) be the value of the asset under consideration at time t, the logarithmic return over the interval [t, t+δt] is given by r t,δt = ln S(t + δt) − ln S(t); the elementary time unit is a day, i.e., t = 0, 1, . . . and δt = 1, 2, . . . days. In order to accommodate for non-stationary features, the distribution of r t,δt is denoted by P t,δt (r) which contains an explicit dependence on t. The most impressive achievement of Ba-St is to build the multivariate distribution P 3. Identical form of the unconditional distributions of the daily returns up to a possible dependence of the vari- 1 See Ref. [18] for a recent review of anomalous scaling in nance.
ance on the time t, i.e. P t,1 (r) = 1 a t P 0,1 r a t .
As shown in the addendum of [16] these conditions admit the solution
where f In this way the full process is entirely determined by the choice of the scaling exponent D and the distribution P 0,1 .
Therefore the characteristic function of P t,δt (r) is f t,T (k) = f =g(k (t + δt) 2D − t 2D ),
i.e.
P t,δt (r) = 1 (t + δt) 2D − t 2D P 0,1 r (t + δt) 2D − t 2D .
The functional form ofg in Eq. (1) introduces a dependence between the unconditional marginal distributions of the daily returns by the means of a generalized multiplication ⊗ in the space of characteristic functions, i.e.,
with ⊗g dened by
At rst sight this last equation may seem a trivial identity, but it does hide a powerful statement. Suppose indeed that instead of starting with the probability distributiong, one takes a general distribution with nite variance σ 2 = 2 and characteristic functionp 1 , then it is shown in [15] that
This means that in this framework the return distribution at large scales is independent of the distribution of the returns at microscopic scales: it is completely determined by the correlation introduced by the multiplication ⊗g, with xed pointg. Note that ifg is the characteristic function of the Gaussian distribution, then ⊗g reduces to the standard multiplication and one recovers the standard Central Theorem Limit.
As the volatility of the model shrinks in an inexorable way, Baldovin and Stella propose to restart the whole shrinking process after a critical time τ c long enough for the volatility autocorrelation to fall to the noise level. In this way one recovers a sort of stationary time series when their length is much greater than τ c . In this case one expects that the empirical distribution of the returnP δt (r) over a time horizon δt ≪ τ c , evaluated with a sliding window satisesP
In the original papers no market mechanism is proposed for modeling the restart of the process; it is simply stated that the length of dierent runs and the starting points of the processes could be stochastic variables. In their simulations the length of the processes was xed to τ = 500, which corresponds to slightly more than two years of daily data. The current approach to restarts is less rigid. [19] propose to have Poisonnian restarts, which decouples more clearly the dynamics into endegeneous and exogeneous parts and allows for easier calibration.
A Fully Explicit Theory with Student Distributions
In [16] a power law truncated Lévy distribution is chosen to describe the returns
In [20] it is shown that this expression is indeed the characteristic function of a probability density with power law tails whose exponent is exponent 5 − α. However, this choice is problematic in two respects: its inverse Fourier cannot be computed explicitly, which prevents a fully explicit theory. In addition, for Eq. (1) to be consistent,
n ) must be the characteristic function of a multivariate probability density for all n. In [16] only numerical checks are performed to verify this property.
But as discussed for example in [2] both truncated Lévy and Student distributions yield acceptable ts of the returns on medium and small time scales. In the present context, the Student distribution, sometimes referred to as q-Gaussian in the case of non-integer degrees of freedom, is a better choice; it provides analytic tractability while tting equally well real stock market prices (see also [21] ). The t of the daily returns of the S&P 500 index in the period with a Student distribution is reported in Fig. 1 2 .
The characteristic function of the Student density is
where K α is the modied Bessel function of third kind. As demonstrated in the appendix, the inverse Fourier trans-
for any integer n is simply the multivariate Student distribution (see also [23] ). The general form of this distribution can be written as
where ν > 1 is the exponent of the power law of the tails, P(r > R) ∝ 1/R ν and Λ is a positive denite symmetric matrix governing the variance-covariance matrix
, which does exist provided that ν > 2.
2 All the graphics and numerical calculations have been performed with [22] .
In passing, the same properties are shared by multivariate symmetric generalized hyperbolic distributions introduced in nance by [24] (see also [25] ). The general case is obtained by an ane change of variable, but for the sake of brevity let us restrict to
for x ∈ R n and r the usual euclidean norm of x. Student distributions are recovered in the limit α → 0 + . As shown in the appendix, its characteristic function is given for any n byf
In the following we restrict the discussion to the Student distributions. Hence we assume that the distribution of the return is given by Eq. (7) with characteristic function given by Eq. (6), where Λ is a diagonal matrix
and λ 2 governs the variance of the returns on the time scale chosen as a reference. Thanks to the fact that the diagonal elements of Λ form a telescoping series the process is indeed consistent for any number of discrete steps.
Moreover it can be generalized to the continuous time by setting, in the same consistent way,
n (r 0,∆t0 , r t1,∆t1 , . . . , r tn−1,∆tn−1 , Λ) 
The process followed by the price x(t) = ln S(t) is a Student process too, with same exponent ν and non diagonal
The Student setting makes easier to interpret the correlations induced by the pointwise non-standard product of (2) in the characteristic function space. If we consider two variables x 1 and x 2 distributed according to g 1 (x), the joint probability function will be g 2 (x 1 , x 2 ). The variables
on the interval [0, 1] ; by denition, the copula function c(X 1 , X 2 ) (cf. e.g. [26] for a general theory) is
.
In our case c is none other than the Student copula function, generally applied in nance for describing the correlation among asset prices ( [27, 28] According to the Ba-St framework we have to look for
is the characteristic function of a probability distribution for any n. Then from Eq. (8) we obtain a unique stochastic process with a well-dened continuous limit. having cumulative distribution G, and N is an n-dimensional normal random variable independent from σ. Leaving aside trivial ane changes of variables, we can assume that the covariance matrix of N is the identity matrix. By rst conditioning its evaluation on the value of σ, and then computing its mean over σ, it is immediate to see that the characteristic functiong
As this construction is independent from n, an admissible choice for φ is φ(s) = φ σ 2 ( The crucial point is that by Schoenberg's theorem in [29] (see also the self-contained discussion about normal In passing we note that the choice of Ba-St in their original papers for the distribution (5) is indeed admissible, as in [20] it is shown that bution
the eventual average over σ will then lead to the same multivariate normal variance mixtures as in (8), with the appropriate covariance matrix (just note that ∆t i = t i+1 −t i , and r i,∆ti = X ti+1 − X ti ). In particular, the processes introduced in Sec. 2 correspond to an inverse Gamma dis-
in the Student case, and a Generalized
Inverse Gaussian distribution in the hyperbolic case.
The stochastic dierential equation obeyed by (8) is
This equation shows that the volatility of the processes admissible in the Ba-St framework has a deterministic time dynamic, and that its source of randomness is just ascribable to its initial value.
Eventually we can conclude that a stochastic process is compatible with the Ba-St framework if and only if it is a variance mixture of Wiener processes whose variance is distributed according an arbitrary positive law, with a deterministic power law time change. This explains why using use this framework to model real price returns, one inevitably has to assume that the real price dynamics is composed by sequences of dierent realizations, as done by Ba-St. This is necessary not only because otherwise the model would predict a persistent and deterministic volatility decay for D < 1/2, but also because σ is xed in each realization. The limitations of this kind of models in describing real returns will be made more manifest in the following section, but now we already know their mathematical foundations.
The asset prices can be modeled in an obvious arbitrage free way
with r the xed default free interest rate, and where we left the dependence on ω explicit in order to emphasise the fact that σ is a random variable. The pricing of options is then the same as in the Black-Scholes model, with an additional average over σ(ω). For instance the price C(T, K) of a call option with maturity T and strike K is
with as usual N is the normal cumulative distribution,
and the additional expectation E σ has to be evaluated according to the distribution of σ.
Applicability of this Framework to Real Markets
The axiomatic nature of the derivation of Baldovin and
Stella is elegant and powerful: its ability to build mathematically multivariate price return distributions from a univariate distribution using only a few reasonable assumptions is impressive. Nevertheless, as stated in the introduction, a model of price dynamics must meet many requirements in order to be both relevant and useful. In this section, we examine its dynamics thoroughly.
Volatility dynamics
In Fig. 3 .a we report the results of three simulations of the return process, each one of 500 steps and with parameters The conditional volatility can be easily computed: the distribution of the return r n,1 conditioned to the previous return realizations r 0,1 , . . . , r n−1,1 is again a Student distribution with exponent ν′ = ν + n and conditional
From this expression it is clear that volatility spikes in a given realisation of the process tend to be persistent (see 
Decreasing volatility and restarts
The very rst model introduced by Ba-St has constant volatility, which corresponds to Λ being a multiple of the identity matrix. This unfortunate feature is the main reason behind the introduction of weights, whose eect is akin to an algebraic stretching of the time, or, as put forward by Ba-St, to a time renormalization. This in turn causes a deterministic algebraic decrease of the expectation of the volatility, as explained above and depicted in Fig. 3.b; hence the need for restarts, each attributed to an external cause.
Although this dynamics may seem quite peculiar, such restarts are found at market crashes, like the recent one of October 2008, which are followed by periods of algebraically decaying volatility. This leads to an analogous of the Omori law for earthquakes, as reported in [31] and [32] . The Ba-St model, by construction, is able to reproduce this eect in a faithfully way. In Fig. 4 the cumulative number of times the absolute value of the returns N (t) exceeds a given thresholds is depicted, for a single simulation of the process and three dierent value of the threshold. The t with the prediction of the Omori law At any rate, restarts are a simple way to keep the dynamics alive. In real markets however, there is no reason to assume that D is time independent. For instance, Ref.
[35] measures a quantity related to D as a function of time and nds a non-trivial time dependence, particularly in times of crisis. The expectation is evaluated according the distribution (4), i.e. taking the mean over independent runs of the process. Hence the expectation of the qth moment in this model is
(see the addendum to [16] ). The exponents ζ(q) are evaluated as the slopes of the linear tting of ln( |r| q P δt ) with respect to ln(δt). Hence in our case they are determined by the expression ln where the theoretical prediction of the tail exponents of the return distribution is relatively high (see the review of [9] ), and the moments usually empirically measured do exist even from the analytic point of view. For attempts to reconcile the theoretical predictions of the multifractal models with real data see [40] and [41] .
It is worth remembering that the anomalous scaling of the empirical return moments does not imply that the return series has to be described by a multifractal model, as already pointed out some time ago in [42] and [43] :
the long memory of the volatility is responsible at least in part for the deviation from trivial scaling. A more detailed analysis of real data reported in [44] seems indeed to exclude evident multifractal properties of the price series.
Missing Features
Since in this model the volatility is constant in each realization and bound to decrease unless a restart occurs, it is quite clear that it does not contain all the richness of nancial market price dynamics. Restarting the whole process is not entirely satisfactory, as in reality the increase of volatility is not always due to an external shock.
Volatility does often gradually build up through a feedback loop that is absent from the Ba-St mechanism. Thus, large events and crashes can also have a endogenous cause, e.g. due to the inuence of traders that base their decisions on previous prices or volatility, such as technical analysts or hedgers. A quantitative description of this kind of phenomena is attempted for instance in [45, 46] , by appealing to discrete scale invariance (see also the viewpoint expressed in [47] and references therein). This kind of eect is completely missing from the original Ba-St mechanism.
Volatility build-ups can be simulated with D > 1/2, getting at constant D the equivalent of the inverse Omori law for earthquakes [48] . This kind of dynamics has been reported to happen prior to some nancial market crashes [46] . over dierent interval δt, and the simulated processes had the same length (30 runs of 500 steps) of the real series.
Possible Improvements
The main limitations of the model originally proposed by Baldovin and Stella are poor volatility dynamics, lack of skewness, some unwanted symmetry with respect to time, and slow convergence to a Gaussian. In addition to random restarts, we think it worthwhile considering other modications.
The volatility dynamics can be improved by introducing an appropriate dynamics for the exponent D, i.e. introducing a dynamic D(t) controlling the diusive process.
This is equivalent to starting with a model with constant volatility, i.e. with Λ proportional to the identity matrix, and then introducing an appropriate evolution for the time t. This technique is employed for instance in the Multifractal Random Walk model ( [39] ), where the time evolution is driven by a multifractal process, or when the time evolution is modeled by an increasing Lévy process (see e.g.
[13]). In this last case we would obtain a mixing of Wiener processes driven by a subordinator.
The lack of skewness is a common problem of stochastic volatility models: one usually writes the return at time t as r t,δt = ǫ(t)σ(t), where ǫ(t) is sign of the return and σ(t) its amplitude, a symmetric setting if the distribution of ǫ(t) is even. One remedy found for instance in [8] is to bias the sign probabilities while enforcing a zero expectation; more precisely,
Another possibility for introducing skewness is that of con- This expression is rewritten also in the form
In the present framework this would correspond to use a highly non-trivial matrix Λ, introducing linear correlation among returns at any time lag. This means that the Ba-St process would no longer be a model of returns, but of stochastic volatility.
Discussion and Conclusions
When employed with self-decomposable distributions like the Student or the Generalized Hyperbolic as introduced in Sec. 2, the resulting description of the process return is dierent than that of other models in the literature. First our Student process is not stationary, hence dierent from the class of Student processes discussed in [53] , where the main focus is on stationary ones. The processes (8) are also dierent from the one studied in [54] : the latter too are continuous and based on the Student distributions, but dened by the stochastic dierential equation
apart from the striking dierence with Eq. (8), in [55] it is shown that not all the marginal distribution laws of X t are of Student type.
Instead in [24] the Generalized Hyperbolic laws are adopted for describing the returns at a xed time scale; these laws are then extended to the other time scales using the standard Lévy process construction: in this case the distributions at the other time scales are no more of Generalized Hyperbolic type.
The Baldovin and Stella model is also intrinsically simpler than the ones described in [56] , where the volatility has a dynamic modeled by Ornstein-Uhlenbeck type processes,
driven by an arbitrary Lévy process L t . In this case, according to the choice of L t , any self-decomposable distribution (like the Generalized Inverse Gaussian, or any of its special cases, like the Inverse Gamma) can arise as the distribution of σ 2 t for any t. But this simplication comes at a high price: while in Barndor-Nielsen σ is truly dynamic, it is xed in Ba-St for any single process realization.
In addition, the models analyzed in [14] are of a different type, even if there are some analogies in the underlying principles. In [14] indeed an anomalous scaling is introduced by considering self-similar processes, and in that framework any self-decomposable distribution can employed for modeling returns, but once again only at a xed time scale, as in the standard case of Lévy processes. The main dierence is that in [14] the returns at dierent times are assumed to be totally independent, but not identically distributed: instead Baldovin and Stella assume that the returns are only linearly independent, but now with identical distributions at all the time scales, up to a simple rescaling.
In conclusion, despite its current inability to reproduce all the needed stylized facts, the new framework proposed by Baldovin and Stella introduces a new mechanism for modeling returns, based on a few reasonable rst principles. We therefore think that, once suitably modied for instance along the lines proposed above, the Ba-St framework can provide a new tool for building models of nancial price dynamics from reasonable assumptions. The standard form of univariate Student distribution is
, while the multivariate one is
Using some standard relationships involving Bessel functions one can compute analytically the corresponding characteristic function:
with k = |k 1 |, K α the modied Bessel function of third kind, and the employ of identity 7.12.(27) of [57] 
For an alternative derivation we refer to [58] and to the discussion in [53] . An alternative expression is found in [59] .
For general n we obtain again the same expression.
n−2 Ω the surface element of the sphere S n−2 , φ the angle between k and x and the employ of identities 7.12.(9)
and 7.14. (51) of [57] ,
Eventually one nds
With the linear change of variables In the univariate case Λ is substituted by the scalar 
Moments of Student distributions
Due to the symmetry under reection all the odd moments vanish. For the second moments we have, provided that ν > 2,
The moments of order 2n exist provided that ν > 2n ; as happens for Gaussian distributions, they can be expressed in term of the second moments, In the univariate case these formulas reduce to E(x 2 ) = λ 2 ν−2 and
The kurtosis is then κ = 3 ν−2 ν−4 , provided that ν > 4.
Simulation of multivariate Student distributions
The simulation is a standard application of the technique used in the case of rotational invariance. From For alternative derivations in the univariate case see [58] and the references therein. In our setting the computation is exactly the same for general n,
n−2 Ω the surface element of the sphere S n−2 , φ the angle between k and x, using identity (10)
Hence the eventual resultf n (k) =f 1 (k).
