Abstract-This paper considers the problem of decentralized goal assignment and trajectory generation for multi-robot networks when only local communication is available, and proposes an approach based on methods related to switched systems and set invariance. A family of Lyapunov-like functions is employed to encode the (local) decision making among candidate goal assignments, under which a group of connected agents chooses the assignment that results in the shortest total distance to the goals. An additional family of Lyapunov-like barrier functions is activated in the case when the optimal assignment may lead to colliding trajectories, maintaining thus system safety while preserving the convergence guarantees. The proposed switching strategies give rise to feedback control policies that are computationally efficient and scalable with the number of agents, and therefore suitable for applications including first-response deployment of robotic networks under limited information sharing. Simulations demonstrate the efficacy of the proposed method.
I. INTRODUCTION
Task (target) assignment problems in multi-agent systems have received great interest within the robotics and controls communities in the past couple of years, in part because they encode the accomplishment of various objectives in applications such as surveillance, exploration and coverage [1] . A common thread towards solving assignment problems is the development of algorithms that assign targets to agents by optimizing a predefined criterion [2]- [6] . Standard goal assignment strategies are the greedy assignment [7] , the iterative assignment [8] , the multiple Traveling Salesman assignment [9] , the MinPoS assignment [10] and market-based mechanisms [11] - [13] .
The main focus in this line of research is mostly related to the optimization aspects of the problem and the associated computational complexity, so that suboptimal solutions with certain performance guarantees are derived. A hybrid control solution to multi-robot goal assignment is given in [14] , while a game-theoretic approach is presented in [15] . More recently, Dimitra Panagou is with the Department of Aerospace Engineering, University of Michigan, Ann Arbor, MI, USA. dpanagou@umich.edu
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the problem of assigning a group of mobile robots to an equal number of static targets under the assumption that the robots have limited range-based communication and target-sensing capabilities was studied in [16] , and in [17] , respectively.
Nevertheless, such optimization-based techniques are often derived under relaxed assumptions, such as point or static agents, which are in principle not acceptable in realistic settings. For instance, first-response or search-and-rescue missions using robotic agents (e.g., aerial robots) typically involve multiple tasks that, on one hand, may need to be performed as quickly as possible, yet on the other hand they can be accomplished only when information sharing is available, and under tight safety guarantees. In response to this challenge, in our earlier work [18] , [19] we proposed a centralized approach on the Concurrent Assignment and Planning of Trajectories (CAPT) for multi-robot systems, that produces minimum distance traveled trajectories for non-point robots, that are additionally collision-free under mild assumptions on the initial locations of the robots and the locations of the goals. Hence we simultaneously addressed two challenges: (i) the combinatorially complex problem of finding a suitable assignment of robots to goal locations, and (ii) the generation of collisionfree trajectories for every robot under given assumptions. More specifically, we considered unlabeled (interchangeable) robots and goal locations, and proposed algorithmic solutions for the centralized CAPT problem, as well as a decentralized implementation of the centralized algorithm that produces suboptimal solutions in terms of total distance traveled. It should be noted that although the combinations of N robots to N goals result in intractable enumeration for all but the smallest problems, fortunately, the O(N 3 ) Hungarian Algorithm from the Operations Research community [20] optimally solves this problem in a centralized manner, while extensions to distributed systems have been also developed [21] . An extensive treatment of assignment problems and algorithms can be found in [22] . Our simulated teams of N robots under the CAPT algorithm on a single computer take approximately 10 −7 N 3 seconds to compute the optimal assignment, i.e., a team of 100 robots takes about 0.1 seconds to plan its trajectories. This is efficient for the considered multi-robot applications. However, the decentralized implementation of the CAPT algorithm does not in general ensure safety for the multi-robot system, i.e., that the trajectories of the robots are collision-free.
Let us note that some technical ingredients of the problem considered here might be applicable or useful to other types of decentralized/distributed multi-robot planning and control problems as well, such as, for instance, robotic team reconfiguration [23] , control of modular robots, or formation/flocking control. However, the main novel characteristics that differentiate our work from similar problems and approaches are: (i) the casting of both the assignment and safety problems for a dynamic multi-agent/multi-robot system into a switched systems stability problem, and (ii) the development of decentralized feedback control algorithms that generate convergent and collision-free trajectories with provable guarantees. The contributions of this work are described in more detail in the following section.
A. Overview and Contributions
In this paper we build upon our earlier work [18] , [19] that considers a computationally efficient way of safely assigning goals in a multi-robot system in a centralized manner, and we focus on the problems of concurrently assigning goals and generating collision-free trajectories for the decentralized case, i.e., for when the robots have limited sensing and communication capabilities and hence exchange information only locally, i.e., when they become connected. We develop algorithms that concurrently address the problems of: (P 1 ) Assigning goal locations to agents by minimizing a cost function expressing distance to the goals. (P 2 ) Designing feedback control policies guaranteeing:
(i) the convergence of the agents to their assigned goals, (ii) that the resulting trajectories are collision-free. The key specifications in the proposed formulation are: (S 1 ) Agents and goal locations are interchangeable, which means that the mission is considered accomplished when each agent has converged to some goal location. (S 2 ) Information exchange between a pair of agents is feasible and reliable only when they lie within a certain communication range, which means that the decision making on the optimal goal assignment (in terms of distance to the goals) can be performed only locally, i.e., in a decentralized fashion. (S 3 ) Agents are modeled as non-point robots.
The adopted decentralized formulation, and the underlying goal assignment and control design techniques in the current paper offer several improvements compared to the earlier work of the authors' in the conference paper [24] , namely: The conservative conditions on the initial positions of the agents and of the goal locations in [24] are now relaxed via the design of vector-field controllers instead of gradient-based controllers; more specifically, the proposed vector fields are always welldefined everywhere in each agent's state space, opposed to the barrier functions utilized in [24] that exhibit some pathological situations when the distances between neighbor agents and goal locations become smaller than a certain distance. This way, the overall switched system can be implemented by forcing the agents switch among two control policies (described below), instead of three in [24] , where the third controller was taking care of the pathological situations of the barrier functions. In addition, the initial positions of the robots can be selected to be R apart, compared to the conference version that required them to be 2R √ 2 apart. More specifically, the novelties of the proposed approach are as follows:
Contribution 1: We consider the goal assignment and trajectory generation problem posed in [19] that seeks to minimize the distance traveled by all robots, and formulate it into a switched systems framework [25] ; this provides a novel and natural way of encoding multiple tasks via Lyapunov-like functions, and obtaining guarantees on the accomplishment of the encoded control objectives. We build our approach based on multiple Lyapunov-like functions [26] and set invariance [27] techniques. We first encode the decision making on the optimal goal assignment (which in the sequel we call the Optimal Goal Assignment (OGA) policy) as a state-dependent switching logic among a family of candidate Lyapunov-like functions. Each Lyapunov-like function encodes a cost under a candidate goal assignment, that is, the sum of squared distances to the goals. The switching logic dictates that, when a set of agents becomes connected at some time instant t, they decide to switch to the Lyapunov-like function of minimum value at time t. We show that this decision making gives rise to a Globally Asymptotically Stable (GAS) switched system which furthermore does not suffer from Zeno trajectories. Then, based on our recent work in [28] , [29] , we build an additional state-dependent switching logic which employs a family of Lyapunov-like barrier functions and vector fields encoding both inter-agent collision avoidance and convergence to the goal locations determined by the OGA policy. This control policy (in the sequel called the Collision Avoidance (CA) policy) provides sufficient conditions on determining whether the OGA policy is safe, and furthermore serves as a supervisor that takes action only when safety under the OGA policy is at stake. We show that the switching between the OGA policy and the CA policy results in asymptotically stable and safe trajectories for the multi-robot system, at the expense of possibly resorting to suboptimal paths in terms of total distance traveled; this situation appears only in the cases when the CA policy forces the agents to deviate from their optimal (straight line) paths to the goals, in order to maintain system safety. To the best of our knowledge, the proposed approach of encoding assignment and motion tasks via Lyapunov-like functions is a novel approach in multi-robot task and motion planning, and introduces a framework of correct-by-construction switched (hybrid) systems that satisfy the encoded tasks, along with the feedback control policies that accomplish the encoded tasks.
Contribution 2: Part of this work appeared in [24] . Compared to the conference paper, here we develop a different conflict resolution and collision avoidance strategy that is based on directly defining feedback vector fields for each one of the agents, instead of barrier functions. The method generates safe reference directions and feedback controllers for the agents, and alleviates (i) the issues often raised in pure gradient-based solutions, where the behavior of the gradientbased controller is hard to tune, as well as (ii) the use of the third family of Lyapunov-like functions in the switching strategy in [24] . Furthermore, (iii) the new design provides safety and convergence guarantees for the decentralized multirobot system under less restrictive assumptions on the spatial distributions of the agents and the goal locations, compared to the assumptions adopted in [19] , [24] . Finally, (iv) we provide a robustness result on the safety of the resulting multi-robot trajectories in the case of communication failures.
The paper is organized as follows: Section II presents the mathematical formulation of the problem, while the adopted notions and tools from switched systems theory are reviewed in Section III. The proposed goal assignment and collision avoidance policies are given in Sections IV and V, respectively, along with the mathematical proofs that verify their correctness. Simulation results to evaluate their efficacy are included in Section VI, along with a discussion on the communication requirements and planning times in the connected groups of agents, and a comparison with the results in the conference version [24] . Section VII summarizes our conclusions and thoughts on future research.
II. PROBLEM FORMULATION
We consider N agents i and equal number of goal locations G i , i ∈ N = {1, 2, . . . , N}. The objective of each agent i is to safely converge to some goal G i , while collaborating with its locally connected agents (see definition below) so that their total traveled distance is minimized. The motion of each agent i is governed by single integrator dynamics:
where r i = x i y i T is the position vector of agent i with respect to (w.r.t.) a global Cartesian coordinate frame G, and u i is its control vector comprising the velocities u xi , u yi w.r.t. the frame G. We denote the speed of agent i, i.e., the magnitude of the velocity vector u i , as u i = u i = u 2 xi + u 2 yi . We assume that each agent i: (i) has access to its position r i and velocities u i via onboard sensors, (ii) can reliably exchange information with any agent j = i which lies within its communication region
where R c is the communication range. In other words, a pair of agents (i, j) is connected as long as the distance d ij = r i − r j ≤ R c .
Remark 1: Note that maintaining connectivity for the entire network is not fundamental for the proposed assignment and collision avoidance strategies; in other words, maintaining a connected graph is neither necessary, nor a control objective in the proposed problem and approach.
Remark 2: The consideration of equal number of robots and goal locations is mainly due to the fact that we do not consider the problem of globally assigning goals to robots at the initial time of the deployment, but rather we consider the problem of locally re-assigning goals to robots whenever/if the robots get connected along with safety and convergence guarantees. The initial goal assignment is random and hence, suboptimal in terms of total traveled distance in general. In the case of M goal locations and N robots with M > N, our approach would be initialized by randomly assigning a goal location per robot, and from there on the selected N goals would remain the same over the evolution of the system (i.e., the remaining M − N would never be selected by any robot). Similarly, in the case of M < N, only M robots would be randomly assigned a goal location each, while the remaining N −M robots would not be assigned any goal.
The task is considered completed as long as each agent converges to some goal location, with goal locations being interchangeable -each agent can converge to any goal location. This specification defines N! possible goal assignments k ∈ {1, 2, . . . , N!}. Each goal assignment can be encoded via an assignment matrix:
with the rows representing agents and the columns representing goal locations. For agent i ∈ {1, . . . , N} assigned to goal G m , m ∈ {1, . . . , N}, one has α im = 1 and the remaining elements of the i-th row equal to zero. For instance, for 2 agents and 2 goal locations, the possible N! = 2 goal assignments are encoded via the assignment matrices:
In this case, the matrix A 1 encodes that agent 1 goes to G 1 and agent 2 goes to G 2 , while the matrix A 2 encodes that agent 1 goes to G 2 and agent 2 goes to G 1 . Denote r Gm = x Gm y Gm T the position vectors of the goal locations G m w.r.t. the global frame. Then, the assigned goal position for agent i under the A k assignment matrix (or under the k-th goal assignment) can be expressed as:
im is the i-th row of A k . The next lemma establishes that under any assignment, the robots will converge to the respective goal locations. This is essential for the switching control strategy developed later.
Lemma 1: The position trajectories r i (t) of agent i are Globally Exponentially Stable (GES) w.r.t. the k-th goal assignment under the control law:
where i ∈ {1, . . . , N}, λ i > 0. Proof: Consider the candidate Lyapunov function V
for each agent i under the k-th assignment as:
which encodes the distance of agent i from its goal r
is continuously differentiable, positive definite, and radially unbounded. Furthermore, the closed-loop system vector field (1) under the control law (2) is globally Lipschitz continuous. Given thaṫ r Gi = 0, one has that the time derivative of V (k) i along the system trajectories under the control law (2) reads:
yielding that the position trajectories r i (t) of each agent i are GES w.r.t. the assigned goal r (k) gi . Furthermore, by considering the Lyapunov function:
encoding the sum of distances of the agents to their assigned goals, one has that (2) render its time derivative:
which implies that the sum of squared distances of agents i to their assigned goals r
gi is GES to zero. Problem Description: Our goal is to develop decentralized algorithms that force N c ≤ N connected agents to decide whether they keep their current goal assignment or swap goals. The criterion on the decision making is to choose the assignment k ∈ {1, . . . , N c !} which minimizes the sum of total distance (i.e., results in the shortest paths) to the goal locations. In the sequel, we refer to this assignment as the optimal assignment. The challenge in the case of nonpoint robots is to ensure that the optimal assignment results not only in stable, but also in collision-free trajectories w.r.t. the assigned goal locations. We develop a switching policy between optimal (shortest) and safe (collision-free) trajectories with provable guarantees. This policy is realized via switching between the OGA and CA policies defined in the sequel, while the switched systems and control framework is employed to facilitate the stability and safety analysis for the resulting trajectories of the multi-robot system. We first review some basic results on switched systems theory.
III. NOTIONS FROM SWITCHED SYSTEMS THEORY
Following [26] , let us consider the prototypical example of a switched system:
where x(t) ∈ R n , each f k is globally Lipschitz continuous and the k's are picked in such a way that there are finite switches in finite time. Consider a strictly increasing sequence of times:
the set: I(T ) = n∈N [t n , t n+1 ] denoting the interval completion of the sequence T , and the switching sequence:
where t 0 is the initial time, x 0 is the initial state, N is the set of nonnegative integers, and the elements in the set {k 0 , k 1 , . . . , k n , . . .} take values in K. The switching sequence Σ along with (4) completely describes the trajectory of the switched system according to the following rule: (k n , t n ) means that the system evolves according to: for t n ≤ t < t n+1 . Equivalently, for t ∈ [t n , t n+1 ) one has that the k n -th subsystem is active. We assume that the switching sequence is minimal in the sense that k n = k n+1 . Now, for any subsystem k ∈ K, denote:
the sequence of switching times when the k-th subsystem is switched on or switched off. Hence,
is the set of times that the k-th subsystem is active. Denote E(T ) = {t 0 , t 2 , t 4 , . . . , } the even sequence of T ; then,
denotes the sequence of the switched on times of the k-th subsystem. In the sequel, the notation t n|k will be equivalent to k(t n ), denoting the time instance t n when the k-th subsystem becomes active.
is called a Lyapunov-like function for a vector field f (·) and the associated trajectory x(·) over a strictly increasing sequence of times T if:
If for each k ∈ K, V k is a Lyapunovlike function for the k-th subsystem vector field f k (·) and the associated trajectory over Σ | k, then the origin of the system is stable in the sense of Lyapunov. If in addition, for any t p , t q ∈ E(Σ | k), where p < q,
holds for some positive definite continuous function W , then the origin of the system is GAS [30] . The theorem essentially states that: Given a family of functions {V k | k ∈ K} such that the value of V k decreases on the time interval when the k-th subsystem is active, if for every k the value of the function V k at the beginning of such interval exceeds the value at the beginning of the next interval when the k-th system becomes active (see Fig. 1 ), then the switched system is GAS.
A fundamental assumption of the theorem is the decreasing condition of V on E(Σ | k). This is quite conservative and, in general, hard to check [32] . The concept of generalized Lyapunov-like functions relaxes this condition.
Definition 2:
with V (0) = 0 is called a generalized Lyapunov-like function for a vector field f (·) and the associated trajectory x(·) over a strictly increasing sequence of times T = {t 0 , t 1 , . . . , t n , . . . , }, n ∈ N, if there exists a function h :
Theorem 2: [32] Consider the prototypical switched system (4) and assume that for each k ∈ K there exists a positive definite generalized Lyapunov-like function V k (x) w.r.t. f k (x(t)) and the associated trajectory x(t), t ∈ [t n , t n+1 ). Then:
(i) The origin of the switched system is stable if and only if there exist class GK functions α k (·) satisfying
(ii) The origin of the switched system is asymptotically stable if and only if (6) holds and there exists k such that
The theorem essentially states that stability of the switched system is ensured as long as
, which is the change of V k between any "switched on" time t 2q|k and the first active time t 0|k , is bounded by a class GK function, regardless of where V k (x(t 0|k )) is.
Remark 3: The condition (6) is equivalently rewritten as:
stands for the change of V k (x) at two adjacent "switched on" times. Thus, the condition means that V k is allowed to grow on E(Σ | k) but the total such change on any finite time interval should be bounded from above by a class GK function. Remark 4: Theorem 2 relaxes the decreasing requirement of V k (x(t)) on the corresponding active intervals. Instead, we only need that V k (x(t)) on an active interval does not exceed the value of some function of V k at the "switched on" time.
IV. THE OPTIMAL GOAL ASSIGNMENT POLICY
A. The N = 2 Robot Case For simplicity, we first consider N = 2 agents i, j that need to safely move towards goal locations G 1 , G 2 , and build a switching logic that locally decides on the OGA.
Assume that the agents initiate at t 0 = 0 such that d ij (t 0 ) > R c under a random assignment k ∈ {1, 2} (i.e., not necessarily the optimal one) and move under the control laws (2). If the inter-agent distance happens to remain always greater than the communication range R c , i.e., if d ij (t) > R c , ∀t ∈ [0, ∞), we say that the agents are never involved in a meeting event, and as thus, no decision on the goal assignment needs to be made. Out of Lemma 1, the position trajectories r i (t), r j (t) are GES w.r.t. the assigned goal locations. Clearly, in such cases, no inter-agent collisions occur.
Assume now that the agents initiate at t 0 = 0 such that d ij (t 0 ) ≤ R c , or that at some time instant t d > 0 they lie within distance d ij (t d ) ≤ R c under some goal assignment k ∈ {1, 2} (again, not necessarily the optimal one). We say that the agents are involved in a meeting event and a decision regarding on the goal assignment has to be made. The proposed decision making strategy is defined as follows: The agents: 1) Exchange information on their current positions r i (t d ), r j (t d ) and goal locations r gi (t d ), r gj (t d ).
2) Compare the values of the Lyapunov functions
In other words: Without loss of generality, let k = 1 be the goal assignment before the decision making. The agents implement the following switching logic:
e., they keep the same goal assignment,
e., they switch goal assignment. In the sequel, we refer to the decision making based on the logic described above as to the OGA policy. Note that in general for N > 2 agents, this policy results in locally optimal paths since it re-assigns goals among the connected agents only (which may be N c < N in number), while it does not necessarily apply at the initial time t 0 , hence to the initial positions of the robots, but rather is triggered at any time t d ≥ t 0 that N c ≤ N robots may happen to become connected.
Problem 1:
Establish that the OGA policy renders asymptotically stable trajectories for the multi-robot system, i.e., that each agent does converge to some goal location.
B. Stability Analysis on the Switched Multi-robot System
We resort to control analysis tools for switched systems. The closed-loop dynamics of agent i read:
while similarly one may write the closed-loop dynamics for the trajectories r j (t) of agent j. The OGA policy gives rise to switched dynamics for each agent, in the sense that for k = 1 each agent moves under assignment matrix A 1 , while for k = 2 each agent moves under assignment matrix A 2 . Denote r = r i T r j T T the state vector of the multi-robot system, which is governed by the switched dynamics:
where
Assumption 1: We assume for now that there are only a finite number of switches per unit time.
Denote n ∈ N and consider the sequence of switching times T = {t 0 , t 1 , t 2 , t 3 , . . . , t n , . . .} and the switching sequence:
Assuming that the switching sequence is minimal, i.e., that the switching signal does not imply a sequential switching between the same subsystems 1 , it follows that k n = k n+1 . Without loss of generality, assume that k 0 = 1. Then the (minimal) switching sequence reads:
Theorem 3: The trajectories r(t) of the switched multirobot system (8) are GAS w.r.t. the goal assignment k under the OGA policy. This implies that agents i, j converge to their goal locations r
We consider the candidate Lyapunov-like functions V (k) , k ∈ {1, 2}, given out of (3), which encode the motion of the agents under the goal assignment k. Out of Lemma 1 one has that each individual k-th subsystem, i.e. the motion of the multi-robot system under the k-th assignment, is GES i.e., each V (k) is decreasing during the time intervals when the k-th subsystem is active. Furthermore, the OGA policy dictates that at the switching times {t 0 , t 1 , t 2 , t 3 , . . . , } one has:
i.e., the value of each Lyapunov-like function V (k) at the beginning of the time intervals when the k-th subsystem becomes active satisfies the decreasing condition. This proves that the switched system is stable.
To draw conclusions on asymptotic stability, consider the time intervals [t 2n , t 2n+1 ), [t 2n+1 , t 2n+2 ), n ∈ N, when the k = 1 and k = 2 subsystems are active, respectively. Then the following inequalities hold:
, since the subsystem 1 is active on [t 0 , t 1 ) and GES
since the subsystem 2 is active on [t 1 , t 2 ) and GES
, since the subsystem 1 is active on [t 2 , t 3 ) and GES
, out of the OGA Policy . . . which imply that:
g )
, where 1 − ρ 1 > 0, and W (r, r
g ) = g r − r imposed by the k = 1 assignment. Similarly we obtain: V (2) (t 2n+1 ) < V (2) (t 2n+3 ), ∀n, which leads to
g ) , where 0 < ρ 2 < 1. Therefore, the switched system is GAS.
C. Avoiding Zeno Behavior
In the sequel we establish that the switching policy does not result in Zeno trajectories [33] , i.e., in trajectories that converge to some point or switching surface other than the desired equilibrium; such trajectories in practice would result in robots not converging to their respective goal locations.
Given the sequence T = {t 0 , t 1 , . . . , t n , . . . }, n ∈ N, of switching times, a switched system is Zeno if there exists some finite time t Z such that:
Zeno behavior means that the switching times have a finite accumulation point, i.e., that infinite amount of switchings occurs in a finite time interval. In general, the task of detecting possible Zeno trajectories and extending them beyond their accumulation points is far from trivial [25] and depends on the problem at hand.
The definition above results in two qualitatively different types of Zeno behavior. A Zeno switched system is [33] :
(i) Chattering Zeno if there exists a finite C ∈ N such that t n+1 − t n = 0 for all n > C. (ii) Genuinely Zeno if t n+1 − t n > 0 for all n ∈ N. The difference between these is prevalent especially in their detection and elimination. Chattering Zeno behavior results from the existence of a switching surface on which the vector fields "oppose" each other. This behavior can be eliminated by defining either (i) Filippov solutions which force the flow to "slide" along the switching surface; this results in a sliding mode behavior, or (ii) hysteresis switching, in order to, not only approximate a sliding mode, but also to maintain the property that two consecutive switching events are always separated by a time interval of positive length.
The proposed OGA policy dictates that a switch among vector fields f k may occur when r i (t) − r j (t) ≤ R c , i.e., when the multi-robot system trajectories r(t) hit the surface S c (t) := r ∈ R 2 N | r i (t) − r j (t) = R c . Denote t d the time instant when the system trajectories lie on the surface S c (t d ) and the agents are involved in the decision making, t 1) The agents decide to keep their goal assignment, i.e. k t
, in which case no switching occurs. 2) The agents decide to swap goals, i.e. k t
and a switching occurs.
Theorem 4:
The switched multi-robot system (8) under the OGA policy does not suffer from Zeno points.
Proof: We employ the results in [34] , Theorem 2. Let us assume that the switched multi-robot system (8) has a Zeno pointr. Then it holds that:r ∈ S c (t d ),r is an accumulation point of the set S = {r ∈ S c (t d ) :
Denote r G1 = x G1 y G1 T , r G2 = x G2 y G2 T where r G1 = r G2 the position vectors of the goal locations G 1 , G 2 , assigned to the agents i, j respectively, at time t − d . The agents implement the OGA policy at time t d and decide to swap goals. Then, the corresponding vector fields read:
, a contradiction. Thus, the set of accumulation points of S is empty, which implies that no Zeno pointsr are contained there, a contradiction. Thus, the OGA policy does not suffer from Zeno points.
This result establishes that the decision making under the OGA renders trajectories that do not accumulate on, i.e., always escape, the switching surface S c (t d ); hence the robots do not get stuck away from their assigned goals. Finally, to maintain the property that there always will be a positive time interval τ > 0 between consecutive switching times, we implement a hysteresis-like switching logic; the idea is that after the (i, j) decision making at time t d and while connected, the agents i, j do not get involved in a new (i, j) decision making, unless the agents have become disconnected first. Note that in addition, this hysteresis logic validates our Assumption 1 on finite amount of switches per unit time interval.
D. The N > 2 Robot Case
The results on the stability and non-Zeno behavior of the multi-robot system extend to the case of N > 2 agents. Consider N agents that need to converge to N goal locations. This gives rise to N! possible goal assignments k ∈ {1, 2, . . . , N!}, or in other words, N! candidate switched subsystems f k for the switched multi-robot system:
where:
For N > 2 agents the decision making on the optimal goal assignment involves the N c ≤ N connected agents at time t d . The agents exchange information on their positions and goal locations at time t d , compare the values of the N c ! Lyapunov functions V (k) (t d ), where k ∈ K c (t d ) ⊆ K, and pick the goal assignment k which corresponds to min{V (k) (t d )}.
1) Stability Analysis:
Consider the sequence of switching times T = {t 0 , t 1 , . . . , t n , . . .} and the switching sequence Σ = {r 0 ; (k 0 , t 0 ), (k 1 , t 1 ), . . . , (k n , t n ), . . .}, k n ∈ K. Then, the reasoning and analysis followed in Theorem 3 apply to the N > 2 case as well.
Theorem 5: The trajectories r(t) of the switched multirobot system (9) are GAS w.r.t. the goal assignment k.
Proof: We consider the candidate Lyapunov-like functions V (k) , k ∈ {1, . . . , N!}, encoding the motion of the agents under goal assignment k. Out of Lemma 1, each individual kth subsystem, i.e. the motion of the multi-robot system under the k-th assignment, is GES. This implies that each V (k) is decreasing on the time intervals that the k-th subsystem is active. Furthermore, the OGA policy dictates that at the switching times {t 0 , t 1 , t 2 , t 3 , . . . , } one has:
where k(t n ) denotes the k-th subsystem that becomes active at time t n , n ∈ N; in other words, the value of each Lyapunovlike function V (k) at the beginning of the time intervals when the k-th subsystem becomes active satisfies the decreasing condition, i.e., the switched system is Lyapunov stable. To draw conclusions on the asymptotic stability, consider any pair of switching times t n1 < t n2 when the k-th subsystem becomes active, the corresponding time intervals [t n1 , t m1 ), [t n2 , t m2 ) while the k-th subsystem remains active, with t m1 < t n2 , and follow the reasoning as in Theorem 3, i.e.:
since the subsystem k is active on [t n1 , t m1 ) and GES
, out of the OGA Policy
since the subsystem k is active on [t n2 , t m2 ) and GES which imply that:
, that:
where 1−ρ k > 0. Following the same reasoning as in Theorem 3, we have that the switched system is GAS.
2) Non-Zeno Behavior: Finally, following the same pattern as for the N = 2 case, one may verify that:
Theorem 6: The switched multi-robot system (9) under the OGA policy does not suffer from Zeno behavior.
Proof: Assume that the switched system (9) has a Zeno pointr. Then,r ∈ S c (t d ) andr is an accumulation point of the set S = {r ∈ S c (t d ) :
is the switching surface at the decision and switching time t d . The OGA policy dictates that at least one pairwise goal swap occurs at time t d , since if the agents decided to keep the goals they had at time t − d , then t d would not have been a switching time, a contradiction. Since at least one pair of agents (i, j) switches goal locations, denoted as r Gi , r Gj , the condition
on the switched vector fields holds true only when r Gi = r Gj , see the analysis in Theorem 4, i.e., a contradiction by construction. Thus, the set S = ∅, which furthermore implies that the set of its accumulation points is empty, implying that no Zeno points can be contained there. Thus, the switched multi-robot system (9) does not exhibit Zeno behavior.
V. COLLISION AVOIDANCE POLICY
The OGA policy does not ensure that inter-agent collisions, realized as keeping d ij (t) ≥ d s , where d s is a safety distance, are avoided ∀t ∈ [0, ∞). To verify this, consider the scenario in Fig. 2 and assume that the agents move under k = 1, with agent i assigned to goal A and agent j assigned to goal B. At some time instant t d , one has d ij (t d ) = r i (t d ) − r j (t d ) = R c , and the agents run the OGA policy. The total distanceto-go under k = 1 is δ(
the agents switch to k = 2, with agent j moving to goal A and agent i moving to goal B. If, however, agent j moves relatively fast to its goal location compared to agent i, collision may occur.
Problem 2: Establish (sufficient) conditions under which the OGA policy is collision-free.
A. Detecting Conflicts
We are referring to time t > t d , i.e. after N c ≤ N connected agents have decided on a goal assignment k based on the OGA policy, and move towards their goal locations r (k)
gi . In the sequel we drop the notation · (k) , in the sense that the goal assignment k is kept fixed.
We would like to identify a metric (a "supervisor") determining whether the OGA policy results in collisions. Let us consider the collision avoidance constraint:
encoding that the inter-agent distance d ij = r i − r j should always remain greater than a safety distance d s .
To facilitate the analysis using Lyapunov-like approaches, we encode the constraint (10) as a Lyapunov-like function.
Recall that a barrier function [35] is a continuous function whose value on a point increases to infinity as the point approaches the boundary of the feasible region; therefore, a barrier function is used as a penalizing term for violations of constraints. The concept of Recentered Barrier Function (RBF) in particular was introduced in [36] in order to not only regulate the solution to lie in the interior of the constrained set, but also to ensure that, if the system converges, then it converges to a desired point.
In this respect, we define the logarithmic barrier function b ij (·) : R 2 × R 2 → R for the constraint (10) as:
which tends to +∞ as c ij (·) → 0, i.e. as d ij → d s . The RBF of (11) is defined as [36] :
where r gi = x gi y gi T is the goal location for agent i,
is the value of (11) is the transpose of the gradient vector, evaluated at r gi . To ensure that we have a nonnegative function to be used as a Lyapunov-like function, we define [28] :
which now is a positive definite function. To furthermore encode that the position trajectories of agent i remain bounded in a prescribed region (for reasons that will be explained in the technical analysis later on), for each agent i we define the workspace constraint:
which encodes that the position r i = x i y i T of agent i should always lie in the interior of a circle of center r 0 = x 0 y 0 T and radius R 0 > R c . This can be thought as the workspace where the agents operate. Then, in the same reasoning followed before, we define the barrier function:
and its corresponding RBF:
which vanishes only at the goal location r gi and tends to infinity as the position r i tends to the workspace boundary.
To get a positive definite function we consider:
Therefore, an encoding that agent i stays d s away from all its neighbor agents j, while staying within the bounded workspace, can be now given by an approximation of the maximum function of the form:
where δ ∈ [1, ∞), and N i ⊆ N is the set of connected (neighbor) agents j = i of agent i. The function w i vanishes at the goal location r gi and tends to +∞ as at least one of the terms w i0 , w ij tends to +∞, i.e., as at least one of the inter-agent distances d ij tends to d s , or as agent i tends to the workspace boundary. Finally, to ensure that we have a Lyapunov-like function for agent i which uniformly attains its maximum value on constraints' boundaries we take:
which is zero for w i = 0, i.e., at the goal position r gi of agent i, and equal to 1 as w i → ∞. For more details on the analytical construction the reader is referred to [28] , [37] . The level sets of the Lyapunov-like function (19) can now be used as a sufficient criterion on determining whether the control inputs out of the OGA policy jeopardize safety. Let us consider the time derivative of (19):
. This time derivative is defined almost everywhere, except for a set of measure zero corresponding to the case when the gradient term ∇b ij | rg i is undefined (namely, this corresponds to r j = r gi ). Not surprisingly, the evolution of the time derivative (20) along the trajectories of agent i depends not only on its own motion (through u i ), but also on the motion of its neighbor agents j = i through their velocities u j . This time derivative provides sufficient conditions on establishing safety under the OGA policy. To see how, let us consider the following Lemma.
Lemma 2: If the control inputs u i , u j , where j ∈ N i , out of the OGA policy satisfy the following condition for all i ∈ {1, . . . , N}:
then the OGA policy is asymptotically stable w.r.t. the current goal assignment k and furthermore collision-free. Proof: To verify the argument, consider the properties of the Lyapunov-like function (19) and denote the constrained set for each agent i as K i = {r ∈ R 2 N | c ij (·) ≥ 0}, where j ∈ N i ∪ {0}. The set K i is by construction compact (i.e., closed and bounded), with the level sets of W i being closed curves contained in the set K i . Then, the condition (21) implies that the system trajectories r i (t) under the OGA control input u i evolve along the negative direction of the gradient vector ∇W i = ∂Wi ∂xi ∂Wi ∂yi of W i , i.e. always remain in the interior of the constrained set K i ; this further reads that the inter-agent distances d ij (t) never become smaller than d s .
Problem 3: Seek a policy that becomes active when the OGA policy is about to result in colliding trajectories, and ensures that the inter-agent distances d ij remain greater than the critical distance d s .
We develop the CA policy described in the following section.
B. Resolving Conflicts
Let us consider the switching surface:
Then for Q i < 0 one has out of Lemma 2 that the OGA policy is both GAS and collision-free. For Q i > 0 one haṡ W i > 0, which implies that the position trajectories r i (t) evolve along the positive direction of the gradient vector ∇W i . This condition may jeopardize safety and dictates the definition of an additional policy to ensure that the trajectories r i (t) remain in the constrained set K i . At this point, one may be tempted to use a CA control law for agent i along the gradient-descent direction of W i , to render the trajectories of the multi-robot system collision-free in the set Q i > 0. However, such control laws typically grow unbounded for system trajectories approaching local minimum points, i.e., as ∇W i → 0. This may lead to implementation issues when it comes to realistic robotic agents and therefore is undesirable from a practical point-of-view.
We thus emulate the gradient descent performance along the level sets of (19) with control inputs that are always welldefined. We define a vector field F i : R 2 → R 2 to be used as a feedback motion plan for each agent i, in the spirit developed in our earlier work [29] . The analytical expression is given as:
the attractive to the goal position r gi = x gi y gi T vector field F i g is defined as:
the repulsive vector field F i oj around each agent j = i is defined as:
R s the radius of the circle where the repulsive vector field is active, the coefficients a, b, c and d have been computed as:
so that (24) is a C 1 function. The vector field (23) for each agent i has integral curves that are: 1) convergent to the goal location r gi as long as d ij > R c for all j = i, i.e., when no agent j lies in the communication region C i of agent i, and 2) repulsive w.r.t. agents j which lie within distance d ij < R s w.r.t. agent i, i.e., within the communication region C i of agent i.
Most importantly, the integral curves of (23) are always welldefined within the constrained set K i of agent i, in contrast to the gradient vector field out of the Lyapunov-like barrier function (19) that is undefined at the points where the function (19) is not defined. The vector field (23) vanishes only at the goal location r gi , which is its unique singular point. In this respect, the vector field (23) can be used as a reference feedback motion plan dictating a safe direction of motion
y are the components of the vector field (23) . Now, in the ideal case of a static environment, i.e., when agents j = i are not moving, the control policy on the linear speed u i of agent i can naturally be independent of the linear speeds u j of other agents j = i, in the sense that these are identically zero. In the practical case of dynamic environments however, i.e., when agents j = i are moving, the control policy on the magnitude u i of the linear velocity vector u i of each agent i should take into account the motion of neighbor agents as well, so that the inter-agent distances d ij (t) are guaranteed to remain greater than the lower bound d s , ∀t ≥ 0.
We use the following velocity coordination protocol to govern the speed u i for each agent i:
Lemma 3: Let N c ≤ N agents become connected at some time instant t d ≥ 0 while moving under some goal assignment k ∈ {1, . . . , N c !}. The motion of each agent i in the connected group is collision-free under the control law:
where: η i = cos φ i sin φ i T is the unit vector along the direction of the vector field (23),
, 0 < ε i < 1, and
Remark 5: In effect, the control law (27) forces agent i to adjust its speed w.r.t. the worst-case neighbor j ∈ N i , i.e., w.r.t. the neighbor j towards whom the rate of change of interagent distance d ij is maximized via the motion of agent i.
Proof: Our goal is to show that the constrained set K i encoded via the outermost level set of the Lyapunov-like barrier (19) is rendered a positively invariant set under the control law (27) . We employ the fundamental characterization of positively invariant sets [27] through the necessary and sufficient conditions of Nagumo's theorem on the boundary of the constrained set K i of each agent i, namely:
Consider that at some time
, if agent i moves towards agent j, then agent i adjusts its linear speed according to the velocity profile shown here, given analytically by (27) .
Consider the time derivative of the inter-agent distance, which after some calculations reads:
Under the control law (27) , agent i adjusts its linear speed u i according to the velocity profile shown in Fig. 3 , given analytically out of (27) , so that the distance d ij w.r.t. the worst case neighbor j remains greater than d s . The worst case neighbor is the agent j ∈ {N i | J i < 0} towards whom the rate of change of relative distance d ij given by (29) , due to the motion of agent i, is maximum. More specifically: The term j ∈ {N i | J i < 0} describes the set of neighbor agents j of agent i towards whom agent i is moving [28] . Agent i computes safe velocities u i|j given out of (28) w.r.t. each neighbor in this set, and picks the minimum min{u i|j } of the safe velocities u i|j so that the first term in (29) is as small as possible. Now, the value of the safe velocity u i|j (28) when
. Plugging this value into (29) reads:
To see why this condition is true, recall that ε i −1 < 0, u j > 0, and r ij T η j ≤ 0: this is because agent j is either following a vector field F j that points away from agent i, or happens to move away from agent i in the first place. This implies that the inter-agent distance d ij can not become less than d s , i.e., that collisions are avoided.
C. Ensuring both Stability and Safety
We now define the switching policy that realizes the collision-free motion for each agent i as follows:
Let N c ≤ N agents become connected at some time instant t d ≥ 0 while moving under some goal assignment k ∈ {1, . . . , N c !}. Define
the decision-making surface for agent i, where θ i (t d ) is the direction of the velocity vector u i at time t d given out of the OGA controller (2), and φ i (t d ) is the direction of the vector field vector F i at time t d , given out of (23) . Then:
• If R i (t d ) > 0, the trajectories under the OGA policy are safe, and agent i keeps moving under (2).
• If R i (t d ) ≤ 0, the trajectories out of the OGA policy might violate safety, and agent i moves under (27) . The switching between the OGA policy and the CA policy across the switching surface R i = 0 gives rise to closed-loop dynamics with discontinuous right-hand side for each agent i:
where p ∈ P = {1, 2}, and v
is the closed-loop dynamics of agent i under the OGA policy (2) and the CA policy (27) , respectively. More specifically, for p = 1, agent i moves under the OGA policy, while for p = 2, agent i moves under the CA policy. We formalize the switching logic between the resulting closed-loop subsystems via a hysteresis technique, similar to the one used in Section IV-C; i.e., after making the decision between either subsystem p = 1 or subsystem p = 2, the agents do not get involved in a new decision making unless they become disconnected first. The hysteresis logic gives rise to a switching sequence of times T = {τ 1 , τ 2 , τ 3 , . . . , τ n , . . . , }, where the time interval τ n − τ n−1 is finite ∀n ∈ N, and to the switching sequence:
where τ 0 > t d , q ∈ N, τ 2q are the time instants when the subsystem p = 1 (OGA policy) is "switched on", τ 2q+1 are the time instants when the subsystem p = 2 (CA policy) is "switched on".
Problem 4: Establish that the proposed switching strategy Σ between the OGA policy and the CA policy renders the multi-robot trajectories asymptotically stable w.r.t. to the assigned goals, and also collision-free.
For the stability analysis of this switching strategy, it is inefficient to employ Branicky's decreasing condition on the "switched-on" time intervals of each individual subsystem; the main reason is that in principle the CA strategy might result in trajectories that either are not monotonically decreasing, or are even increasing with a bounded growth for a finite amount of switches. Therefore we resort to results on the stability of switched systems that remove this condition in order to draw conclusions on asymptotic stability.
Theorem 7:
The trajectories of the switched multi-robot system under the switching logic Σ are (i) collision-free, and (ii) asymptotically stable w.r.t. the assigned goals.
Proof: The first argument is proved in Lemmas 2 and 3. The second argument can be verified by directly applying Theorem 2. To this end, let us first note that Lemma 1 implies that the function V i for each agent i serves as generalized Lyapunov-like function for the subsystem p = 1. Furthermore, W i is a valid generalized Lyapunov-like function almost everywhere for each agent i for the subsystem p = 2. To see why, consider that the vector field (23) is by construction transverse to the boundary of the constrained set K i , and convergent to the goal location r gi , except for a set of initial conditions of measure zero [29] . Hence, during the time intervals when the subsystem p = 2 is active, the growth, if any, of the function W i along the system trajectory is bounded. Furthermore, the stability condition (6) for each subsystem p is satisfied out of the boundedness of the solutions r i (t) within the constrained set K i , which is by construction closed and bounded. Therefore, the switched system is stable. To establish asymptotic stability, it should hold that for at least one of the individual subsystems p, the value of the corresponding generalized Lyapunov-like function decreases along the sequence of switching times. Let us assume that this is not the case; then this would imply that the closed-loop switched vector fields v (p) i , p ∈ {1, 2}, "oppose" each other and cancel out on the switching surface R i , forcing the system trajectories to get stuck there. In other words, this would imply that the switching policy Σ exhibits Zeno trajectories. A Zeno pointr ∈ S c (t d ) would be an accumulation point of the set S = {r ∈ S c (t d ) :
= 0, where t d is a decision making and switching time instant. It is easy to verify that the second Zeno condition after some algebra reads: (u i +u j ) r ij = 0, which for positive speeds holds true only when both agents have reached at their goal locations. Hence the switching strategy between the OGA policy and the CA policy does not exhibit Zeno trajectories. Therefore, the switched multi-robot system under the switching strategy Σ is asymptotically stable.
D. Robustness against Communication Failures
We note that establishing robustness against uncertainty (e.g., against sensor noise, communication dropouts and/or delays) is beyond the scope of the current paper. As a special case, we only consider how the case of failed communication can be handled within the centralized version of the proposed approach. Note that finding the set of initial conditions that result in collision-free trajectories for a given distribution of goals and for every possible decentralized assignment is essentially a backwards reachability problem, which is intractable for even low-dimensional systems, i.e., for teams of no more than 2-3 robots. However, the centralized case as treated in the earlier work of the authors [18] offers a (conservative, yet guaranteed) robustness measure for the case of failed communication in a decentralized setting; more specifically, we have the following corollary:
Corollary 1: Let the multi-robot system under switched agent dynamics given by (30) , and the switching sequence Σ . If for all r i (0), r j (0), r Gi , r Gj , i, j ∈ {1, . . . , N }, it holds that r i (0) − r j (0) ≥ 2R √ 2, and r Gi − r Gj ≥ 2R √ 2, where R is the radius of the robots, then under failed communication the multi-robot trajectories are collision-free.
Proof: The corollary states that if the initial robot positions and goal locations are 2R √ 2 apart, then the resulting multi-robot trajectories are collision-free, even when the agents' communication fail and no goal swap or collision avoidance controllers are implemented. Note that under failed communication, the affected agents will not be involved in any decision on re-assigning their goals (i.e., will keep their current goals), and will not update their control laws. Hence, whether the trajectories will be collision-free depends on the initial conditions (positions) of the robots and the spatial distribution of the goal locations. The analysis of the centralized version of the OGA policy in [18] proves that under the stated assumptions, the OGA policy results in collision-free trajectories. This completes the proof.
VI. SIMULATION RESULTS

A. Simulations for N = 15 and N = 40 agents
Simulation results are provided to evaluate the performance of the switched multi-robot system under the proposed switching logic and control policies. In the interest of space, and given that the representation of large groups of robots results in rather congested figures, here we consider only two scenarios involving N = 15 and N = 40 agents, respectively.
The initial positions and the assigned goal locations are selected in very close proximity so that the OGA policy on its own is not sufficient to ensure collision-free trajectories, see Fig. 4 and 5, respectively. The agents start from the initial conditions shown in Fig. 4(a) , 5(a) towards goal locations marked with "x"; as discussed earlier, the initial goal assignment is not necessarily the optimal one. The communication ranges are denoted by the rings around each agent, and set equal to R c = 4R, where R is the radius of the agents. The straight line paths from the starting locations to the initially assigned goals are depicted as the dotted lines, whereas the actual paths followed by the switching strategy are shown in Fig. 4(b) and 5(b), respectively. The final locations of the robots are shown in Fig. 4 (c) and 5(c), respectively. As indicated by the colors of the initially assigned goals, the followed paths, and the final goal locations of the robots, the robots performed goal swaps during the duration of the simulation under the OGA policy, while they also moved under the CA policy during the path segments that are not straight. Figures 6 and 7 , respectively, show the minimum distance between any two pairs of agents at each time instance of the simulations. As this distance is always greater than the safety distance d s , there is never a collision between any robots.
Additional videos with teams of 6, 30, 80, 100, and 150 agents are available through the following links: https://www.dropbox.com/s/a5hykza2wla7x3n/6.mp4?dl=0 https://www.dropbox.com/s/1gazjlt7nell0mn/30.avi?dl=0 https://www.dropbox.com/s/48bnwsnlqibkgaj/80.avi?dl=0 https://www.dropbox.com/s/e6wljow9ft2ziap/100.avi?dl=0 https://www.dropbox.com/s/uif0yahjlhv0bsf/150.avi?dl=0
It is noteworthy that the simulation videos demonstrate the expected performance of the overall algorithm in terms of the convergence rate; more specifically, the slower convergence of the agents to their goal locations towards the end of the simulation, compared to their faster motion in the beginning of the simulation, is consistent with the exponential convergence rate of the OGA policy. 
B. Notes on communication requirements and planning time
The implementation of the proposed algorithm in a realistic setting would require the capability of exchanging messages (e.g., via wireless communication links) among the subset of agents that are considered connected at some time instance, i.e., among robots that lie within R c distance and their neighbor agents. Once a connected group is formed, the OGA policy would run in a synchronous manner. Recall that in our approach the initial assignment is random, i.e., the focus of this work is not on determining the globally optimal assignment of the robots to the goals, but instead we focus on re-assigning goals among connected robots. Thus, since the decision-making mechanism (i.e., the OGA policy) on re-determining the goal assignment is triggered whenever (a subset of) agents become connected, it follows that the number of re-plan operations, and hence the number of messages that are exchanged among the connected agents on deciding whether they swap goals, depends greatly on the communication range, the number of robots, and their initial distribution, i.e., the quality (in terms of sub-optimality) of the initial assignment. Note that for sufficiently large radius R c , which results in all agents being connected at the same time, the centralized case is recovered, meaning that the agents decide among N! assignments.
The time for a re-plan operation also directly depends on the number of agents in the connected component. Planning times on simulated teams of N c robots using a single computer take approximately 10 −7 N c 3 seconds, which reads that a component of 100 connected robots takes about 0.1 seconds to re-plan. The required computational time is typically sufficient for the proposed multi-robot applications.
C. Comparison with earlier work in [24] As discussed earlier, the current approach dominates our earlier work [24] in the following aspects: (i) The initial positions of the robots and the goal locations can be close as d s = 2R, in contrast to [24] that requires the initial locations and goals to be 2R √ 2 apart for safety.
(ii) The collision-free trajectories of the current approach are rendered via switching among two control policies, opposed to [24] that involves switching among three control policies. The approach here nevertheless does not consider the initially optimal assignment, and as thus, depending on the connected subcomponents at initial time and throughout the evolution of the system, might result in suboptimal paths in terms of total distance. For completeness, we include simulation results between the current approach and [24] ; in the scenario illustrated in Fig. 8 , the resulting paths are suboptimal; the total computational time for the entire simulation in the former case is was 2.625 sec, while in the latter case was 1.375 sec. This demonstrates that even with suboptimal paths, the algorithm is computationally efficient for the considered applications.
VII. CONCLUDING REMARKS
We presented a switched systems approach on the decentralized concurrent goal assignment and trajectory generation for multi-robot networks which guarantees safety and global stability to interchangeable goal locations. The proposed switching logic relies on multiple Lyapunov-like functions that encode goal swap among locally connected agents based on the total traveled distance, avoidance of inter-agent collisions, and convergence to the assigned goal locations. As such, the proposed methodology renders feedback control policies with local coordination only, and therefore is suitable for applications such as in first-response deployment of robotic networks under limited information sharing. Our future work will focus on agents with more complicated dynamics, as well as on the robustness of our algorithms under communication failures and uncertainty.
