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Abstract
A t-covering array with entries from the alphabet Q = {0, 1, . . . , q −
1} is a k × n stack, so that for any choice of t (typically non-consecutive)
columns, each of the qt possible t-letter words over Q appear at least once
among the rows of the selected columns. We will show how a combination
of the Lova´sz local lemma; combinatorial analysis; Stirling’s formula; and
Calculus enables one to find better asymptotic bounds for the minimum
size of t-covering arrays, notably for t = 3, 4. Here size is measured in the
number of rows, as expressed in terms of the number of columns.
1 Introduction
A t-covering array with entries from the alphabetQ = {0, 1, . . . , q−1} is a k×n
stack, so that for any choice of t typically non-consecutive columns, each of the
qt possible t-letter words over Q appear at least once among the rows of the
selected columns. The following problem is central; see, e.g., [2], [5]: Given the
parameters q, t, what is the smallest k for which a covering array with these
parameters exists? Specifically, we seek a function k0 = k0(n) = k0(n, q, t) such
that as n → ∞, k ≥ k0(n) ⇒ a t-covering array exists. Sperner’s theorem was
used by Kleitman and Spencer (see [5]) to give a very satisfactory answer for
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t = q = 2, while the work of Roux (again, see [5]) showed that for t = 3; q = 2,
we have
k0(n, 2, 3) = 7.65lgn(1 + o(1)), (1)
where, here and throughout this paper, lg := log2. A general upper bound of
k0(n, q, t) = (t− 1) lgn
lg (qt/(qt − 1))(1 + o(1)) (2)
was produced in [4]. Notice that plugging in q = 2, t = 3 in (2) yields a bound
of
k0(n, 2, 3) = 10.3lgn(1 + o(1)),
which shows that the general bounds of [4] are inferior to the specific bound
in (1), which was obtained by employing random methods with equal weight
columns (an equal number of zeros and ones in each column in the binary case)
either without (Roux) or with ([4]) the use of the Lova´sz local lemma. Some im-
provement in (2) was made in the [3], where a “tiling method” was employed.
In this paper, we adapt themethods of Roux ([5]) and [4] to improve the bounds
in (2) for several other cases. The analysis is difficult but not daunting for the
cases we consider: a combination of the Lova´sz local lemma (see, e.g., [1]); ele-
mentary combinatorial analysis; Stirling’s formula; and Calculus is employed
to obtain our new results. The case of t = 3, q ≥ 3 is considered in Section 2.
We turn our attention to t = 4, q = 2, where double sums need to be employed,
in Section 3.
2 The Case of t = 3
2.1 q = 3 : 3-Covering Arrays with a Three-Letter Alphabet
Theorem 1.
k0(n, 3, 3) ≤ 32.03 · lg(n)(1 + o(1)).
Proof. Let n = 3m, and let us randomly place m of each of the letters 0, 1, and
2 in each of the k columns. The probability that any one set of three columns is
missing any one of the 27 ternary three letter words, say 111, is
p =
(
3m
m
)∑m
j=0
(
m
j
) · ( 2mm−j) · (3m−jm )(
3m
m
)3 =
∑m
j=0
(
m
j
) · ( 2mm−j) · (3m−jm )(
3m
m
)2 .
This expression is derived as follows: First place them ones in the first column
in
(
3m
m
)
ways. Then, for some j, we pick j of the spots in these m positions to
have a 1 in the second column. Finally, since the word 111 is to be absent, them
ones in column 3 all have to be in the 3m− j spots where the first two columns’
entries are not both 1. The union bound now tells us that the probability pi that
at least one word is missing in any set of three columns is given by
pi ≤ 27p.
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Next, wemaximize the numerator summand in the expression for p by parametriz-
ing: Set j = Am for some 0 ≤ A ≤ 1 and use Stirling’s approximation to get
(with C representing a generic constant):
(
m
j
)
·
(
2m
m− j
)
·
(
3m− j
m
)
=
m!
j!(m− j)! ·
(2m)!
(m− j)!(m+ j)! ·
(3m− j)!
m!(2m− j)!
=
(2m)!(3m− j)!
j!(m− j)!(m− j)!(m+ j)!(2m− j)!
≤ C
m3/2
(
2m
e
)2m
·
(
(3−A)m
e
)(3−A)m
·
( e
Am
)Am
·
(
e
(1−A)m
)2(1−A)m
·
(
e
(1 +A)m
)(1+A)m
·
(
e
(2− A)m
)(2−A)m
=
C
m3/2
[
22 · (3−A)(3−A)
AA · (1−A)2(1−A) · (1 +A)(1+A) · (2−A)(2−A)
]m
. (3)
In order to find the critical value of A in the exponential part of (3), we will
maximize q(A) = ln 4 + (3−A) ln(3−A)−A ln(A)− 2(1−A) ln(1−A)− (1 +
A) ln(1 +A)− (2−A) ln(2 −A).We have:
q′(A) =− 3−A
3−A − ln(3−A)−
[
A
A
+ ln(A)
]
−
[
−2(1−A)
1−A − 2 ln(1 −A)
]
−
[
1 +A
1 +A
+ ln(1 +A)
]
−
[
−2−A
2−A − ln(2−A)
]
=− ln(3−A)− ln(A) + 2 · ln(1−A)− ln(1 +A) + ln(2 −A)
= ln
(
(1−A)2 · (2−A)
(3 −A) ·A · (1 +A)
)
.
Setting q′(A) = 0, we see that A = 2 − √3. Plugging A = 2 − √3 into (3), we
see that for each j,(
m
j
)
·
(
2m
m− j
)
·
(
3m− j
m
)
≤ C
m3/2

 22 · (1 +√3)(1+√3)
(2−√3)(2−
√
3) · (√3− 1)(
√
3−1) · (3 −√3)(3−
√
3) · √3
√
3


m
≈ C
m3/2
40.0148m. (4)
Next, we use Stirling’s Approximation to estimate the denominator in the ex-
pression for p:
(3m)!
(2m)!(m)!
≥ C
m1/2
(
3m
e
)3m(
2m
e
)2m · (me )m =
C
m1/2
(
27
4
)m
.
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Thus, on bounding the numerator of the expression for p bym times the maxi-
mum summand, we get
pi ≤ C√m40.0148
m(
27
4
)2m .
Now whether or not a given set of three columns is missing at least one word
depends on O(n2) other sets of columns, namely the ones that share at least
one column with the given set. Thus the dependence number d in the Lova´sz
lemma is of magnitude n2. The lemma states that if epid < 1 then the probabil-
ity that we have no sets of such deficient columns is positive, i.e. a construction
exists that satisfies the criteria of a covering array. Now the inequality epid < 1
may be seen to hold, using elementary algebra, if
m >
2lg(n)
lg(1.138)
(1 + o(1)) ≈ 10.67lg(n)(1 + o(1)),
or
k = 3m > 32.03lg(n)(1 + o(1)).
It follows that k0 ≤ 32.03lg(n)(1 + o(1)), as claimed.
REMARKS: The general bound in (2) yields k0(n, 3, 3) ≤ 36.73lgn, so we have
quite an improvement. Notice also that the exact values of the constants C and
the exact nature of the polynomial terms in Stirling’s approximation did not
affect the end asymptotic result (even though a more careful analysis would be
needed for bounds for specific values of k.) Accordingly, in the rest of the paper
we will not explicitly mention these terms, and use Stirling’s approximation as
N ! ∼=
(
N
e
)N
,
where f(n) ∼= g(n) will mean that f(n) is bounded both above and below by
some rational quantity times g(n).
2.2 q = 4 : 3-covering Arrays with a Four-letter Alphabet
Theorem 2.
k0(n, 4, 3) ≤ 81.28 · lg(n)(1 + o(1)).
Proof. The proof is very similar to that of Theorem 1. We first find the expres-
sion of the probability p of avoiding a particular word in an array of size 4m×n,
where each column contains an equal number of randomly placed letters 0, 1,
2, and 3. We have
p =
∑m
j=0
(
m
j
) · ( 3mm−j) · (4m−jm )(
4m
m
)2 .
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We then maximize the summand in the numerator:(
m
j
)
·
(
3m
m− j
)
·
(
4m− j
m
)
=
m!
j!(m− j)! ·
(3m)!
(m− j)!(2m+ j)! ·
(4m− j)!
m!(3m− j)!
=
(3m)!(4m− j)!
j!(m− j)!(m− j)!(2m+ j)!(3m− j)!
∼=
(
3m
e
)3m
·
(
(4−A)m
e
)(4−A)m
·
( e
Am
)Am
·
(
e
(1−A)m
)2(1−A)m
·
(
e
(2 +A)m
)(2+A)m
·
(
e
(3−A)m
)(3−A)m
=
[
33 · (4−A)(4−A)
AA · (1−A)2(1−A) · (2 +A)(2+A) · (3−A)(3−A)
]m
.
We let q(A) = ln 27 + (4 − A) ln(4 − A) − A ln(A) − 2(1 − A) ln(1 − A) − (2 +
A) ln(2 +A)− (3−A) ln(3 −A), so that
q′(A) =− 4−A
4−A − ln(4−A)−
[
A
A
+ ln(A)
]
−
[
−2(1−A)
1−A − 2 ln(1 −A)
]
−
[
2 +A
2 +A
+ ln(2 +A)
]
−
[
−3−A
3−A − ln(3−A)
]
=− ln(4−A)− ln(A) + 2 · ln(1−A)− ln(2 +A) + ln(3 −A).
This expression is seen to equal zero (and yield a maximum) for A = 52 −√
21
2 . Substituting this value into the expression
(
m
j
) · ( 3mm−j) · (4m−jm ): yields
a maximum value that is ∼= 83.97m. Stirling’s approximation applied to the
denominator yields
(4m)!
(3m)!(m)!
∼=
(
256
27
)m
,
and thus,
pi ∼= 83.97
m(
256
27
)2m .
The Erdo˝s-Lova´sz local lemma with d = O(n2) and pi as above then yields
m = 20.32lgn(1 + o(1)),
or
k0 ≤ 81.28lg(n)(1 + o(1)),
as compared to the value k0 ≤ 88.03 given by the general bound (2).
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2.3 3-covering Arrays with a q-letter Alphabet
This section gives a generalization of Theorems 1 and 2 for an arbitrary alpha-
bet size.
Theorem 3.
k0(n, q, 3) ≤ B(q) · lg(n)(1 + o(1)),
where the constant B(q) is specified below.
Proof. We first find a generalized expression for the probability p of avoiding a
particular word under a similar probability model as before:
p =
∑m
j=0
(
m
j
) · ((q−1)mm−j ) · (qm−jm )(
qm
m
)2 .
The numerator summand can be written as(
m
j
)
·
(
(q − 1)m
m− j
)
·
(
qm− j
m
)
=
m!
j!(m− j)! ·
((q − 1)m)!
(m− j)!((q − 2)m+ j)! ·
(qm− j)!
m!((q − 1)m− j)!
=
((q − 1)m)!(qm− j)!
j!(m− j)!(m− j)!((q − 2)m+ j)!((q − 1)m− j)!
∼=
(
(q − 1)m
e
)(q−1)m
·
(
(q −A)m
e
)(q−A)m
·
( e
Am
)Am
·
(
e
(1−A)m
)2(1−A)m
·
(
e
((q − 2) +A)m
)((q−2)+A)m
·
(
e
((q − 1)−A)m
)((q−1)−A)m
=
[
(q − 1)(q−1) · (q −A)(q−A)
AA · (1−A)2(1−A) · ((q − 2) +A)((q−2)+A) · ((q − 1)−A)((q−1)−A)
]m
Setting r(A) = ln(q − 1)(q−1) + (q − A) ln(q − A) − A ln(A) − 2(1 − A) ln(1 −
A)− ((q − 2) +A) ln((q − 2) +A)− ((q − 1)−A) ln((q − 1)−A), we see that
r′(A) =− q −A
q −A − ln(q −A)−
[
A
A
+ ln(A)
]
−
[
−2(1−A)
1−A − 2 ln(1 −A)
]
−
[
(q − 2) +A
(q − 2) +A + ln((q − 2) +A)
]
−
[
− (q − 1)−A
(q − 1)−A − ln((q − 1)−A)
]
=− ln(q −A)− ln(A) + 2 · ln(1−A)− ln((q − 2) +A) + ln((q − 1)−A),
and that r′(A) = 0 if
ln
(
(1−A)2 · (q − 1−A)
(q −A) ·A · (q − 2 +A)
)
= 0,
or if
A2 −A(q + 1) + 1 = 0.
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A feasible solution to this quadratic is
A =
(q + 1)−
√
(q + 1)2 − 4
2
(5)
Incorporating the denominator of the expression for p, we see that
p ∼=
[
(q − 1)3(q−1) · (q −A)(q−A)
q2q · AA · (1−A)2(1−A) · (q − 2 +A)(q−2+A) · (q − 1−A)(q−1−A)
]m
:= Dm, (6)
with A given by (5) and with pi ≤ qt · p. Thus setting epid < 1, we obtain
k0 = qm ≤ B(q)lgn,
where
B(q) =
2q
lg(1/D)
,
and with D given by (6).
REMARK: A first order approximation to the maximizing value of A is given
by A = 1q+1 ; use of this approximation greatly streamlines the value of p in (6),
though computation of the optimal value of p is not hard for any value of q.
3 4-Covering Binary Arrays
Theorem 4.
k0(n, 2, 4) ≤ 27.32 · lg(n)(1 + o(1)).
Proof. We first find the expression for the probability p of avoiding a particular
word (of the sixteen total) in a random equal weight array: We set k = 4m and
note that
p =
∑2m
j=0
(
2m
j
)(
2m
j
)∑j
i=0
(
j
i
)(
4m−j
2m−i
)(
4m−i
2m
)
(
4m
2m
)3 .
The expression may be justified by multiplying and dividing by
(
4m
2m
)
and ar-
guing that the numerator represents the number of ways of avoiding the word
1111 in any four selected columns as follows: We first select 2m ones in the first
column in
(
4m
2m
)
ways. Then, for some j, we pick j ones in the second column
to correspond to the positions with a 1 in the first column. We do the same for
the positions with a 0 in the first column, choosing 2m− j of these. For some i
we now pick i ones in column 3 so as to form a 111. Finally, we make sure that
1111 does not occur. The rest of the proof follows the same steps as in the pre-
vious section. Parametrizing by setting j = Bn, i = ABn, where 0 ≤ A,B ≤ 1,
we calculate that the summand f(j, i) in the expression for p equals
7
f(j, i) =
(
2m
j
)(
2m
j
)(
j
i
)(
4m− j
2m− i
)(
4m− i
2m
)
=
(
(2m)!
j!(2m− j)!
)2
· j!
i!(j − i)! ·
(4m− j)!
(2m− i)!(2m+ i− j)! ·
(4m− i)!
(2m)!(2m− i)!
=
[
22 · (4 −B)(4−B) · (4−AB)4−AB
BB · (AB)AB · ((1−A)B)(1−A)B · (2− AB)2(2−AB)
]m
·
[
1
(2−B)2(2−B) · (2 +AB −B)2+AB−B
]m
.
We now find the value of i for which the maximum occurs in the inner sum:(
j
i
)(
4m− j
2m− i
)(
4m− i
2m
)
=
j!
i!(j − i)! ·
(4m− j!
(2m− i)!(2m+ i− j)! ·
(4m− i)!
(2m)!(2m− i)!
=
[
BB · (4−B)(4−B) · (4 −AB)4−AB
22 · (AB)AB · ((1−A)B)(1−A)B · (2−AB)2(2−AB)
]m
·
[
1
(2 +AB −B)2+AB−B
]m
As before, we set q(A) = (ln(BB/4)) + (4 − B) ln(4 − B) + (4 − AB) ln(4 −
AB)−AB ln(AB)− (B−AB) ln(B−AB)− 2(2−AB) ln(2−AB)− (2+AB−
B) ln(2 +AB −B), so that
q′(A) =−B −B ln(4−AB)− (B +B ln(AB))− (−B −B ln(B −AB))
− 2(−B −B ln(2 −AB))− (B +B ln(AB + 2−B)).
Setting q′(A) = 0 yields the critical value
A =
3−√9− 2B
B
.
Plugging the critical value of A into the full expression for f(j, i), we see that
f(j, i) ≤
[
22 · (4−B)(4−B) · (1 +√9− 2B)1+
√
9−2B
BB · (3 −√9− 2B)3−√9−2B · (B − 3 +√9− 2B)B−3+√9−2B
]m
·
[
1
(
√
9− 2B − 1)2(√9−2B−1) · (2−B)2(2−B)
]m
·
[
1
(5−B −√9− 2B)5−B−√9−2B
]m
.
Repeating the same process, we set r(B) = 2 ln(2) + (4 − B) ln(4 − B) + (1 +√
9− 2B) ln(1+√9− 2B)−B lnB− (3−√9− 2B) ln(3−√9− 2B)− (B− 3+
8
√
9− 2B) ln(B−3+√9− 2B)−(2√9− 2B−2) ln(√9− 2B−1)−(4−2B) ln(2−
B) − (5 − B − √9− 2B) ln(5 − B −√9− 2B), and set r′(B) = 0 to obtain the
critical value (using Maple) of B ≈ 0.912621974615847. Since A = 3−
√
9−2B
B ,
we get A ≈ 0.352201128737, and plugging these values of A and B, we get the
numerator of p bounded bym2 · (e8.013)m. Since the denominator expression is
∼= 163m,we get that
pi ≤ 16p ∼=
(
e8.013
163
)m
.
Since d = O(n3), the Lova´sz lemma yields that a suitable 4-covering array
exists if
m >
3lg(n)
lg(1.3558)
≈ 6.83082lg(n),
and thus
k0 ≤ 4(6.83082)lgn = 27.32lg(n).
REMARK: Our upper bound of 27.32lgn should be compared to the bound
of 32.22lgn as given by (2). Also, the analysis in this section can readily be
extended to q-ary 4-covering arrays, q ≥ 3, but we do not provide details.
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