Let G be a compact group of linear transformations of an Euclidean space V . The G-invariant C ∞ functions can be expressed as C ∞ functions of a finite basic set of G-invariant homogeneous polynomials, sometimes called an integrity basis. The mathematical description of the orbit space V /G depends on the integrity basis too: it is realized through polynomial equations and inequalities expressing rank and positive semi-definiteness conditions of the P -matrix, a real symmetric matrix determined by the integrity basis. The choice of the basic set of G-invariant homogeneous polynomials forming an integrity basis is not unique, so it is not unique the mathematical description of the orbit space too. If G is an irreducible finite reflection group, Saito, Yano and Sekiguchi in 1980 characterized some special basic sets of G-invariant homogeneous polynomials that they called flat. They also found explicitly the flat basic sets of invariant homogeneous polynomials of all the irreducible finite reflection groups except of the two largest groups E7 and E8. In this paper the flat basic sets of invariant homogeneous polynomials of E7 and E8 and the corresponding P -matrices are determined explicitly. Using the results here reported one is able to determine easily the P -matrices corresponding to any other integrity basis of E7 or E8. From the P -matrices one may then write down the equations and inequalities defining the orbit spaces of E7 and E8 relatively to a flat basis or to any other integrity basis. The results here obtained may be employed concretely to study analytically the symmetry breaking in all theories where the symmetry group is one of the finite reflection groups E7 and E8 or one of the Lie groups E7 and E8 in their adjoint representations.
I. INTRODUCTION
Orbit spaces are the natural domain of functions that are invariant under transformations of a given transformation group, because invariant functions are constant on the orbits of the group. Orbit spaces are then the natural place where to study physical systems with symmetry [1, 15] and they may be used to better understand some aspects of structural phase transitions or of spontaneous symmetry breaking mechanisms (some examples are in Refs. [12, 22] and [23] ).
Let's assume that the symmetry group G is a compact group acting linearly on a vector space V . Without loss of generality one may assume that V is a (real) Euclidean space and that G is a group of real orthogonal matrices acting on V with the matrix multiplication. By Hilbert's and Schwarz's theorems [24, 25, 27] , all G-invariant polynomial functions (and, more generally, all G-invariant C ∞ functions) can be written as polynomial (or C ∞ ) functions of a minimal finite basic set of G-invariant homogeneous polynomials. This minimal finite basic set is sometimes called an integrity basis of the G action in V , especially in the physical literature, and its elements are usually called basic polynomials. A complete mathematical description of the orbit space V /G and its stratification is also obtained through an integrity basis [1, 25] . Integrity bases are then the basic tool to describe invariant functions and to describe orbit spaces.
An integrity basis B of the G action in V is not unique, one has in fact an infinite number of possible choices of the set of basic polynomials in B. This implies an infinite number of possible mathematical descriptions of the orbit space V /G, each one of them, S(B), corresponding to a given choice B of the integrity basis. These different mathematical descriptions of the orbit space V /G do not differ topologically and are stratified in the same manner; a possible mathematical description S(B ′ ) is in fact a diffeomorphic image of V /G and of another possible mathematical description S(B). To simplify, let's call orbit space of the G action in V any mathematical description S of the orbit space V /G, obtained through a given choice of the integrity basis of the G action in V . In Ref. [21] Saito, Yano and Sechiguchi, following the earlier results by Saito [18] (Ref. [18] was written 1n 1979), discovered that, if G is an irreducible finite reflection group, it is possible to choose the set of basic polynomials forming an integrity basis in a unique way (unique except for possible multiplications of the basic polynomials by constant factors), if one requires that the basic polynomials satisfy some supplementary conditions. They called these special bases flat. In the same paper they also found explicitly a flat basis for each one of the irreducible finite reflection groups, except for the two largest groups E 7 and E 8 . It is worth to say that both in Ref. [21] and in Ref. [18] it is claimed that Yano found a flat system of basic invariant polynomials for the group E 7 , but his work, to my knowledge, is still unpublished (it should be Ref. 39 of Ref. [18] ).
Saito was lead to define [18] the flat bases of invariant polynomials trying to understand the many relations that were known to exist between the theory of singularities and the theory of finite reflection groups (mainly due to the works of Arnol'd (Ref. [2] is a key article of a series) and Brieskorn [6, 26] ). A relevant fact was the isomorphism between the base space of the universal unfolding of an isolated hypersurface singularity (that is the parameter space of a versal deformation of the singularity) and the orbit space of the action of a finite reflection group W on the complexification C ⊗ V of the real vector space V in which W acts effectively (W is here the monodromy group of the singularity). On one side Saito proved that on the base space of the universal unfolding of an isolated hypersurface singularity it is possible to define a flat structure, obtained through the period map associated to a primitive form. This flat structure implies the existence on the base space of the universal unfolding of a system of coordinates with a flat metric, i.e. with an everywhere vanishing curvature. The coordinates of the base space are consequently said flat coordinates. The original references are Ref. 27 of Ref. [18] (unpublished) and Ref. [17] (all reviewed in Ref. [16] ). On the other side he proved, just using standard properties of finite reflection groups, that on the orbit space of the action of an irreducible finite reflection group on the complexification of the real vector space where it acts effectively, it is possible to choose a system of coordinates (to be more precise, an integrity basis for the ring of invariant polynomials that determines the system of coordinates in the orbit space by identifying the basic polynomials with the coordinates) with a real and constant flat metric. It is said consequently that this system of coordinates for the orbit space is a flat system of coordinates and that with it the orbit space acquires a flat structure. It is also said that the corresponding basic polynomials and the whole ring of invariant polynomials acquire a flat structure and that the set of basic polynomials is a flat set of basic polynomials. The original references about this construction of the flat structure on the set of invariant polynomials are Refs. [18, 21] .
In 1991 Dubrovin, trying to give a coordinate independent formulation of the Witten-Dijkstra-Verlinde-Verlinde associativity equations that appeared those years in the setting up of the two dimensional topological field theory, was lead to define a geometric object that he called Frobenius manifold. He also proved that the (complexified) orbit space of a finite reflection group, endowed with the flat structure introduced by Saito, satisfies all the axioms of a Frobenius manifold [9, 10] (in effect this is the most elementary example of Frobenius manifold).
Recent articles describing the set up of the flat structure and the Frobenius manifold structure on the (complexified) orbit space of a finite reflection group and on the base space of the universal unfolding of an isolated hypersurface singularity are Refs. [19] and [20] . It is now widely known that the theory of Frobenius manifolds is related to different branches of mathematics and physics: singularity theory, Coxeter groups theory, quantum cohomology, theory of integrable systems, . . . , and that these relations often allow to make a substantial progress in the understanding of some aspects of one or another of these theories. For this reason this is nowadays a field of intensive theoretical research (see for example the articles contained in the books of Ref. [19] and [20] ).
The main goal of this paper is to complete the determination, started in Ref. [21] , of the flat bases of invariant polynomials of the irreducible finite reflection groups. In this paper two flat bases of invariant polynomials for the groups E 7 and E 8 are explicitly determined. They have been obtained, as suggested in Ref. [21] , through the calculation of the P -matrix, a real symmetric matrix, whose matrix elements are polynomials of the basic polynomials. This paper also gives the explicit expressions of the P -matrices corresponding to the flat bases of E 7 and E 8 that are quite difficult to calculate and necessary both to obtain the flat bases and to describe mathematically the orbit spaces.
The flat structures on the base space of the universal unfolding of the isolated hypersurface singularities associated to the reflection groups E 7 and E 8 have been obtained since a long time by Yano (Ref. 38 of Ref. [18] , that seems to be unpublished) and Kato and Watanabe [13] , following Saito's theory of primitive forms [16, 17] . However, these flat structures on the base space of the universal unfolding of the isolated singularities of type E 7 and E 8 do not allow to determine flat basic sets of invariant polynomials for the groups E 7 and E 8 . The flat structure on the rings of invariant polynomials of E 7 and E 8 can be defined only with the results of the present article. In fact, the P -matrices corresponding to the flat bases of invariant polynomials of E 7 and E 8 here obtained give straightforwardly flat metric matrices for the flat structures carried by the rings of invariant polynomials and the corresponding (complexified) orbit spaces.
In the rest of this Introduction I wish to sketch what could be a possible application of the results here obtained to study spontaneous symmetry breakings (i.e. structural phase transitions) in physical theories whose symmetry group is one of the finite reflection groups E 7 and E 8 or one of the Lie groups E 7 and E 8 in their adjoint representations (the finite reflection groups E 7 and E 8 are the Weyl groups of the Lie groups E 7 and E 8 ).
The Lie group E 8 was fist proposed as the symmetry group of a grand unification theory (GUT) in Ref. [5] . After a few years it appeared also in superstring theories, precisely in the heterotic string theory based on the group E 8 × E 8 [11] . Since then many different variants of models of GUT's and superstring theories based on the Lie group E 8 were proposed. In most of these models the basic fields of the theory transform under the adjoint representation of E 8 , which has 248 dimensions. Spontaneous symmetry breaking mechanisms take then place and reduce the true (residual) symmetry group from E 8 to one of its subgroups in such a way to recover the features of the standard model of elementary particles. I don't want to enter here into the physics underlying these symmetry breakings but I wish to remind how the results here obtained for the finite reflection groups E 7 and E 8 can be used in the study the symmetry breakings either of the finite reflection groups E 7 and E 8 , either of the Lie groups E 7 and E 8 in their adjoint representations.
It is well known that there is a one to one correspondence between the bases of homogeneous invariant polynomials for the adjoint representation Ad(G) of a simple Lie group G and the bases of homogeneous invariant polynomials for the Weyl group W of G, that is a finite irreducible reflection group. The way to obtain a basis B W of W -invariant polynomials from a basis B G of Ad(G)-invariant polynomials is to form B W with the polynomials obtained by the restrictions of the basic polynomials in B G to the Cartan subalgebra of the Lie algebra of G (details are given in Ref. [22] , Section III). In this way the bases B G and B W contain the same number l of elements (where l is the rank of G and of W ) with the same degrees, but the basic polynomials in B W are defined in terms of only l variables, while those of B G are defined in terms of dim(Ad(G)) variables. An important fact is that the P -matrix obtained from the basis B G of Ad(G) is identical to the P -matrix obtained from the basis B W of W (Ref. [22] , Section III), and this implies also the same geometric structure (that is the same geometric stratification) of the orbit spaces of the two group actions. Obviously, to a basis transformation
obtained by the same transforming equations, and in the two cases the orbit spaces transform in the same way. All this implies that, for every choice of the basis B G , there is a basis B W , such that the orbit spaces of the actions of Ad(G) and of W are represented by the same geometric subset S ⊂ R l . The orbit space S is a connected semi-algebraic subset of R l (where l is the rank of the group), stratified, as all semi-algebraic sets, in (connected) primary strata. Each one of these primary strata of dimension greater than 0 is defined through polynomial equations and inequalities, and its boundary is formed by lower dimensional primary strata. This stratification of S in primary strata coincides with the stratification due to the group action (that is determined by the isotropy subgroup classes), that is, there is a one to one correspondence between the connected components of the strata defined by the isotropy subgroup classes and the primary strata of S. Moreover, if the strata Σ 1 and Σ 2 (of the space V where the group acts) correspond to the isotropy subgroup classes [H 1 ] and [H 2 ], with H 1 ⊂ H 2 , then the primary strata of S that form the image of Σ 2 lie in the boundary of the primary strata of S that form the image of Σ 1 (that is, lower dimensional primary strata correspond to greater isotropy subgroups). Because of this correspondence between the stratification of S in primary strata and the stratification of V due to the group action, each primary strata of S represents a possible pattern of symmetry breaking.
All Ad(G)-invariant (and all W -invariant) polynomial (or C ∞ )-functions are obtained in a unique way in terms of the basic polynomials in B G (in B W ), so if one has an Ad(G)-invariant function f , and one writes it in terms of the l Ad(G)-basic polynomials in B G , one obtains a function f of l variables, by considering the basic polynomials as variables. The same function f represents then also a W -invariant function, if one considers the l variables as the l basic polynomials in B W . f is a function defined in a certain domain D ⊆ R l , but only its restriction to S has the same range of the original function f .
Let f be an invariant potential function and f its representative defined in R l . f depends in general on the l variables corresponding to the basic polynomials and to a certain number of other parameters related to the physical problem one is dealing with. Let the minimum point of f be in a given point of the orbit space S, in a given stratum corresponding to a given conjugacy class of isotropy subgroups (of Ad(G) or of W , depending on which one of the two groups one is dealing with). If for some reason the parameters in f change with continuity, the minimum point of f , in general, changes its position with continuity, and it may happen that it changes stratum, changing in this way the conjugacy class of its isotropy subgroup (and consequently the residual symmetry), realizing in this way what is called a spontaneous symmetry breaking (or second order structural phase transition).
If one studies in the orbit space the minimization of invariant functions (and the related spontaneous symmetry breakings) there is no difference between the problem where the symmetry group is Ad(G) and the problem where the symmetry group is W (this is an example of the so-called universality of the study of spontaneous symmetry breaking in the orbit space). In both cases one has in fact to study the minimization of the same function f of l variables in the same semi-algebraic connected subset S ⊂ R l representing the orbit space. In considering the finite group one may have a great advantage because the dimensions of the space where to study the minimization are drastically reduced (for E 8 , for example, 248 is reduced to 8).
What one has to do to study the spontaneous symmetry breaking in the orbit space S of the W action is summarized in the following points (details and some examples are given in Refs. [12, 22] and [23] ). 1) Determine the equations and inequalities defining the various strata of the orbit space S. 2) Determine the conjugacy classes of isotropy subgroups corresponding to the various strata of the orbit space S.
3) Express the invariant function f in terms of the integrity basis, obtaining in this way a function f of l variables. 4) Determine the minima of f in the orbit space S, and, in particular, for which values of the parameters in f these minima fall into one or another stratum of S. If one is interested on the adjoint representation of a Lie group G one also has to: 5) determine the basis transformation relating the integrity basis B W , arising from the restriction to the Cartan subalgebra of the integrity basis B G , and the basis chosen to express the P -matrix. Point 1) is solved using rank and positive semi-definiteness conditions of the P -matrix. The P -matrix depends on the particular integrity basis chosen and it may be useful to transform the basis, either to simplify the P -matrix, either to use known results in another basis. This transformation of the P -matrix is easily obtained through the P -matrix transformation formula. Point 2) is solved by determining the isotropy subgroups in convenient points x ∈ V (V is the space where W acts), each one of them having image in each one of the primary strata of the orbit space S. (This image, as will be clarified later on, is a point of R l that has for coordinates the values taken in x by the basic polynomials). It may be useful to remind that the points x whose image belongs to the boundary of S must necessarily lie in the set of the reflecting hyperplanes of W . Point 4) is solved for example with the method of Lagrange multipliers to find conditional minima on the various primary strata of S.
This study of minimization of invariant functions can be done analytically, that is with full precision, because from the P -matrices one may determine all the equations and inequalities defining the various strata of the orbit space. These calculations are not straightforward but do not present conceptual difficulties. In practice, one has to do with systems of algebraic equations and inequalities that may be quite complicated to handle.
When a symmetry breaking takes place, the conjugacy class of the isotropy subgroups changes from [
The most probable changes are from a singular stratum (i.e. in the boundary of S) to the principal stratum, where the isotropy group is the smallest possible, usually trivial (i.e. H 2 ≡ {I}), and in the opposite way the most probable changes are from a stratum to a singular stratum in which the isotropy subgroups have rank increased by 1: rank(H 2 ) = rank(H 1 ) + 1. For particular variations of the parameters, there are however possible other changes of the isotropy subgroups. To clear this fact let's consider a three dimensional example arising from an irreducible reflection group W of rank 3 (that is, W is A 3 or B 3 or H 3 ). (For E 7 and E 8 one has to generalize this to 7 or 8 dimensions). The orbit space S is in this case topologically equivalent to a pyramid having infinite height, the vertex at the origin of R 3 , and 3 lateral faces joined along 3 edges. (The true orbit space has curved surfaces and edges, whose equations depend on the group.) The interior of this pyramid corresponds to the principal stratum, in each of the bidimensional faces the isotropy subgroups are of rank one, in each of the one-dimensional edges the isotropy subgroups are of rank two, and at the origin the isotropy subgroup is W , and this is the only point where the symmetry is unbroken. A function f that for a given value of the parameters has the minimum at the origin, when the parameters vary, may shift the location of the minimum to other points of the orbit space, located in the faces or in the edges, or in the principal stratum. It is clear that only particular variations of the parameters may realize the shift from the origin to the other singular strata and that the most probable shift is toward the principal stratum. With the high dimensional orbit spaces like those of E 7 or E 8 various possibilities of symmetry breaking may take place, with a great possibility of changing of the ranks of the isotropy subgroups.
Next section reviews some mathematical results. In particular, the description of orbit spaces and their stratifications through the P -matrices, the definition of a flat basis of invariant polynomials, and the P -matrix transformation formula relating the P -matrices corresponding to different integrity basis. Section III describes the calculations done to obtain the results here reported. Sections IV and V report a flat basis of homogeneous invariant polynomials and the corresponding P -matrix elements for each one of the two finite reflection groups E 7 and E 8 , respectively. The flat basic polynomials are given in terms of the integrity bases calculated by Mehta in Ref. [14] .
In Ref. [30] one may find files ready to be downloaded that contain, in a computer readable format, all the results reported in Sections IV and V and some other related formulas.
II. SOME MATHEMATICAL RESULTS
In this review section I shall only consider essential (i.e. with no non-zero fixed points) linear actions of an irreducible finite reflection group W . Many of the results here reported are however true also for the case of a general linear compact group G. The reader interested to a review concerning linear actions of a general compact group G may read Refs. [1] and [25] or the very short Section II of Ref. [12] or Section 3 of Ref. [23] . For the unreferenced results the reader may refer to Refs. [1] and [25] and the references therein.
Let W be an irreducible finite (real) reflection group, that is an irreducible finite group generated by reflections. These groups were classified by Coxeter [7] in the following types:
The number appearing as a subscript is the rank l of the group and is equal to the dimension of the real Euclidean space V on which the group action is essential. If it is given an orthonormal basis in V , W acts in V as a group of real orthogonal matrices. The limitations exclude group isomorphisms (like I 2 (6) ≃ G 2 ).
Every reflection g ∈ W leaves fixed an (l − 1)-dimensional hyperplane π g of V , called the reflecting hyperplane corresponding to g, and sends each x ∈ V to its symmetric with respect to π g . The hyperplane π g has equation l g (x) = 0, where l g (x) is a linear form of (some of) the variables x 1 , . . . , x l , of the elements x ∈ V .
Let R be the algebra of polynomials of the l variables x 1 , . . . , x l . The group W also acts as a group of automorphisms of R, the action being the following: (gp)(x) = p(g −1 x), ∀ x ∈ V, g ∈ W and p ∈ R. The W -invariant polynomials satisfy the condition gp = p, ∀ g ∈ W . They form a polynomial algebra, R W , with l algebraically independent generators, that is there exist l W -invariant polynomials p 1 , . . . , p l , such that for every p ∈ R W , there exists a unique polynomial p in l indeterminates such that p(x) = p(p 1 (x), . . . , p l (x)), ∀x ∈ V . For the algebraic independence of the generators, an equation like p(p 1 (x), . . . , p l (x)) = 0 cannot be identically satisfied in V .
The basic polynomial generators p 1 , . . . , p l of R W can in all generality be chosen homogeneous and Coxeter [8] found for each of the irreducible finite reflection groups, their degrees d 1 , . . . , d l . The product l a=1 d a is equal to the order of the group and the sum l a=1 d a is equal to N + l, where N is the number of reflections in W . One may order the basic polynomials in such a way that
In the case of an irreducible finite reflection group the inequalities among the d a are all strict, except for D l , with even l, in which there are two different basic polynomials of degree l. Moreover, given the above ordering, one has the identities:
. . , l, and these imply N = ld l /2. One may also put p 1 (x) =<x, x>= ||x|| 2 , where < ·, · > is the canonical scalar product in V (a natural choice for real orthogonal essential actions).
Explicit sets of basic invariant polynomials for all the irreducible finite reflection groups have been obtained by many authors. I just mention the two relevant papers [8, 14] .
The choice of a set of l basic invariant homogeneous polynomials p 1 , . . . , p l generating R W is not unique. Any other set q 1 , . . . , q l , of l algebraically independent homogeneous invariant polynomials of the same degrees d 1 , . . . , d l , forms a possible set of basic invariant polynomials. The q a (x) may differ from the p a (x) either for a different choice of the (orthonormal) coordinate system in V , either because the q a (x) can be expressed as polynomials in the p a (x). This freedom on the choice of the set of generators of R W is often the origin of many difficulties. A set of basic invariant homogeneous polynomials generating R W is sometimes called an integrity basis, especially in the physical literature. With an integrity basis B = {p 1 (x), . . . , p l (x)} one may calculate an l × l real symmetric matrix P (x) which has its elements P ab (x) that are the scalar products of the gradients of the basic invariants:
The matrix P (x) can also be written in the following way:
in which j(x) is the jacobian matrix of the transformation x → p (that is, j ia (x) = ∂p a (x)/∂x i , ∀ i = 1, . . . , l, a = 1, . . . , l), and the exponent T means transposition. A classic result by Coxeter [8] claims that det j(x) is a homogeneous polynomial of degree N of x ∈ V proportional to the product of the linear forms l g (x) whose vanishing determines the set of the reflecting hyperplanes:
in which R is the set of reflections of W and c is a constant. Then, P (x) is a positive semi-definite matrix, in fact
, and one has det P (x) = c 2 g∈R l 2 g (x) = 0 if x belongs to the set of the reflecting hyperplanes and det P (x) > 0 otherwise.
From the homogeneity of the p a (x), ∀ a = 1, . . . , l, the orthogonality of W , and the covariance of the gradients of the W -invariant polynomials (that imply
, the matrix elements P ab (x) are W -invariant homogeneous polynomials of degree d a + d b − 2, so that they may be expressed as polynomials of the basic invariants:
A basic set B of l homogeneous invariant polynomials p 1 (x), . . . , p l (x) determines a set of l graded coordinates p 1 , . . . , p l whose degrees are:
, ∀x ∈ V (this actually holds for any invariant C ∞ function). If the invariant polynomial p(x) is homogeneous, then the polynomial p(p) is homogeneous, and deg(p(x)) = deg( p(p)), taking into account the degrees of the graded variables p a .
As the matrix elements P ab (x) of the matrix P (x) are invariant homogeneous polynomial functions of x ∈ V , one can define a matrix function of p ∈ R l , P (p), having P ab (p) = P ab (p 1 , . . . , p l ) for elements, such that P ab (p 1 (x), . . . , p l (x)) = P ab (x), ∀ x ∈ V . The real symmetric matrix P (p) is called the P -matrix (associated to the given integrity basis B). The matrix elements of the P -matrix are then homogeneous polynomial functions of degree d a + d b − 2 of the graded variables p 1 , . . . , p l . The first appearance of the P -matrix has been in Ref. [3] , just for the groups A n , and its first use for an arbitrary reflection group has been made in Refs. [4, 18, 29] and [21] . Sometimes the P -matrix is called the displacement matrix or the discriminant matrix.
A change of the (orthonormal) coordinate system used in V :
, determines a change of the basic polynomials:
, of the jacobian matrix j(x), of the equations of the reflecting hyperplanes, and of the matrix elements of P (x), viewed as polynomials in x. This transformation of the basic polynomials, consequent to a change of the (orthonormal) coordinate system in V , doesn't determine changes in the matrix elements of the P -matrix, that is, using the basis {p} or the basis {p ′ }, one obtains the same expressions for the matrix elements of the P -matrix:
, where P ab (p) and P ′ ab (p ′ ) are the P -matrices calculated with the basic invariants {p ′ a } and {p a }, respectively. This follows because the equalities:
, if x ′ = gx, and the orthogonality of g, imply:
. The P -matrix is then dependent only on how a given integrity basis {p a } generates R W , and not on the coordinates x used to write explicitly the polynomials p ∈ R W (as p a (x), a = 1, . . . , l). For this reason the P -matrix seems to be a basic tool of constructive invariant theory [28] .
The map p :
) is called the orbit map and maps V onto a semi-algebraic connected proper subset S of R l . S can be identified with the orbit space of the W action in V because there is a one to one correspondence between the orbits in V and the points in S. This one to one correspondence is a consequence of the fact that the basic polynomials separate the orbits, that is, given any two orbits in V , at least one of the p a (x), a = 1, . . . , l, takes a different value in the two given orbits.
Points lying in a same orbit of V have conjugated isotropy subgroups. The set of points in V with conjugated isotropy subgroups is called a stratum of the W action in V . Its image in the orbit space V /W is called a stratum of the orbit space V /W and its image in S through the orbit map is called a stratum of S. Clearly there is a one to one correspondence among strata of V /W and strata of S. The number of strata is finite and equals the number of different conjugacy classes of isotropy subgroups of the W action in V . As is outlined in the Introduction, the stratification (of V , V /W or S) is relevant to study spontaneous symmetry breaking mechanisms or structural phase transitions.
The P -matrix contains all information needed to characterize geometrically the connected set S ⊂ R l . The interior of S is the only subset of R l where the P -matrix P (p) is positive definite. The equation det P (p) = 0 determines a closed surface of R l that contains the image, through the orbit map, of the set of the reflection hyperplanes of V , and this image coincides with the boundary of S. The k-dimensional strata of S are found from the equations and inequalities expressing the conditions: rank( P (p)) = k and P (p) ≥ 0. These conditions may be obtained conveniently, using the equations expressing the vanishing of all minors of P (p) of order k + 1 and the inequalities expressing the non negativity of all its principal minors of order ≤ k (the non negativity of just the leading minors of a real symmetric matrix is not a sufficient condition for its positive semi-definiteness), taking care that at least one of the minors of order k be positive. S is a semi-algebraic set because all these defining conditions are obtained through polynomial equations and inequalities. One sees then that one has strata of S of all dimensions k such that 0 ≤ k ≤ l. Simplifying the resulting system of algebraic equations and inequalities, one may conveniently put p 1 = 1. In fact, for the linearity of the action, one has g(λx) = λgx, ∀x ∈ V and λ ∈ R, that implies that the points x and λx, ∀x ∈ V and λ ∈ R, λ = 0, have the same isotropy subgroup and belong to the same stratum. This implies that the surface ||x|| = 1 of V intersects all strata of V different from the origin, and that the hyperplane p 1 = 1 or R l intersects all strata of S different from the origin. As a consequence, the section of S in the hyperplane p 1 = 1 is a compact connected subset of R l−1 that provides a concrete representation of the orbit space S. One may easily reintroduce p 1 whenever one wishes because using all the l variables all equations and inequalities defining the strata of S must be homogeneous in the graded variables p 1 , . . . , p l .
The set S has dimension l and, as all l-dimensional semi-algebraic sets, has an l-dimensional interior, bordered by connected (l − 1)-dimensional faces (the primary strata), that are bordered by (l − 2)-dimensional faces, and so on, down to 0-dimensional vertices. All primary strata of S are contained in surfaces determined by polynomial equations or by systems of polynomial equations. Each k-dimensional primary stratum of S, ∀ k > 0, is open in its topological closure and its boundary is the union of lower dimensional primary strata. A k-dimensional stratum of S is then the union of (some of the) k-dimensional primary strata of S. Moreover, if x and x ′ are points lying in different strata of V , such that the isotropy subgroup W x is a proper subgroup of the isotropy subgroup W x ′ , then the stratum of S containing p(x ′ ), where p is the orbit map, lies in the boundary of the stratum of S containing p(x). Then, greater the isotropy subgroups, smaller the dimension of the corresponding stratum of S. The origin of V is the only stratum of V with isotropy subgroup W . Its image through the orbit map is the origin of R l , that is the only 0-dimensional stratum of S, and belongs to the boundary of all the strata of S. A second order phase transition may take place only between neighboring faces of S, that is between neighboring strata of S, because of the continuity of the changing of the location of the minimum point of a continuous invariant potential function.
When one performs a change of the basic set of invariant polynomials: p a → q a (in such a way to maintain the homogeneity, the degrees d 1 , . . . , d l , and the algebraic independence of the basic polynomials), one determines a change of the system of graded coordinates in R l , p a → q a , that implies a change of the P -matrix and of the set S ⊂ R l describing the orbit space. Here we are not considering changes of the basic set of invariant polynomials p a → p ′ a = gp a , g ∈ O(l), corresponding to simple changes of the orthonormal system of coordinates in V , because in that case the P -matrix and the set S would not change. Being the q a W -invariant polynomials, it is possible to write them as polynomials of the p a (because the p a are forming an integrity basis), in such a way that:
The jacobian matrix of this transformation, J(p), has elements: The determinant of J(p) is then the product of the diagonal elements J aa (p), that are all non zero constants, so det J(p) = 0, and the inverse transformation q → p is everywhere well defined. The inverse transformation q → p is a polynomial map, like the transformation p → q, that is, the p a (q), ∀a = 1, . . . , l, are (homogeneous) polynomial functions of the graded variables q 1 , . . . , q l .
The transformation p → q causes a transformation of the P -matrix and of the geometric shape of the orbit space S. Because of the regularity of the transformations p → q and q → p, this transformation of S is a diffeomorphism.
Let us write P ab (q) and P ab (p), ∀ a, b = 1, . . . , l, the matrix elements of the P -matrices P (q) and P (p) determined by the bases {q} and {p}, respectively. The relation between P (q) and P (p) is obtained at once, in fact:
that is:
, that can better be written in the following way:
.
The formula just obtained is called the P -matrix transformation formula. The transformation p → q implies a transformation of S and of all its strata. The equations and inequalities defining the strata of S in the new variables q may be obtained either through the coordinate transformation p → q applied to the equations and inequalities defining the strata of S in the old variables p, either using the minors of the new P -matrix P (q). The minors of P (q) themselves, in general, are not obtained through the coordinate transformation p → q applied to the minors of P (p). The minors in fact define surfaces of R l that are different if calculated from P (p) or if calculated from P (q), and these surfaces do not transform the ones into the others after the change of coordinates p → q. Only the intersections of these surfaces, that define the strata of S, define the same geometric objects in the two coordinate systems.
The positiveness of the P -matrix in the interior of S and the just described transformation property allow to call the P -matrix a metric matrix in the interior of S. This metric is in fact induced by the Euclidean metric of V .
The element P ab (p) of the P -matrix has degree (inherited from P ab (x)):
so, the coordinate p l (of the maximum degree d l ) is never present in
, that is, above the antidiagonal connecting P 1,l and P l,1 . Along this anti-diagonal deg(P ab ) = d l and under this anti-diagonal deg(P ab ) > d l . In Refs. [21] and [18] (and also in Refs. [9] and [10] ) it is proved, in the case of an irreducible finite reflection group W , that it is always possible to choose a basis of W -invariant homogeneous polynomials for which the matrix with elements
where p l is the basic invariant of the highest degree, is a constant non-degenerate matrix. Moreover, given two bases for which this property holds, their basic polynomials may differ only for scale (i.e. multiplicative) constant factors. In Refs. [21] and [18] these bases were called flat. For our previous discussion it follows that in a flat basis the coordinate p l appears only in the anti-diagonal of the P -matrix (in fact, under this anti-diagonal ∂ P ab (p)/∂p l would have degree d a − d l−b+1 > 0 and would not be a constant). The constant non-degenerate matrix A is the flat metric matrix characterizing Saito's flat structure [18] and the Frobenius manifold structure [10] on the (complexified) orbit space.
To obtain the results presented in this article the matrix A has been used just to find an integrity basis in which it results a constant matrix. The integrity basis found in this way is, by definition, a flat integrity basis.
III. DESCRIPTION OF THE CALCULATIONS
In this section I describe the method to follow to find out a flat basis of invariant polynomials for an irreducible reflection group W .
One starts with a given basis {p 1 (x), . . . , p l (x)} of invariant homogeneous polynomials for the group W . For the groups E 7 and E 8 I used those suggested by Mehta in section 4 of Ref. [14] , multiplied by some numeric factors.
One calculates then the matrix P (x) and, expressing its matrix elements in terms of the basic invariants, one finds out the corresponding P -matrix P (p). The calculations to reach these results for the groups E 7 and E 8 are very large. To give an idea, the most complicated element in the matrix P (x) of E 8 , P 8,8 (x), is an E 8 -invariant homogeneous real polynomial of degree 58 in the 8 variables x 1 , . . . , x 8 . This invariant polynomial must be equated to the most general homogeneous real polynomial of degree 58 that can be written in function of the integrity basis of E 8 (of degree 58 if considered in the variables x 1 , . . . , x 8 ). As the elements of an integrity basis of E 8 have degrees 2, 8, 12, 14, 18, 20, 24, 30 , this most general homogeneous polynomial of degree 58 is:
, and depends linearly on 163 arbitrary real coefficients: z 1 , . . . , z 163 . Expanding this algebraic equation in terms of the variables x 1 , . . . , x 8 and collecting the coefficients of similar monomials, one obtains a linear system for the arbitrary coefficients z 1 , . . . , z 163 , and solving this system one gets the searched polynomial expansion: P 8,8 (x) = P 8, 8 (p 1 (x) , . . . , p 8 (x)) and the polynomial expansion of the matrix element P 8,8 (p).
One writes out then the most general basis transformation p → q in such a way that q a (p) be homogeneous of degree d a , like p a , of the graded variables p 1 , . . . , p l . This transformation contains several arbitrary coefficients z 1 , z 2 , . . . that multiply the possible monomials in the expressions. One may simplify a bit the transformation by fixing the scale of the variables, that is by taking ∂ q a (p)/∂p a = 1, that is, q a (p) = p a + f a (p 1 , . . . , p a−1 ), where f a (p 1 , . . . , p a−1 ) is the most general homogeneous polynomial function of degree d a of the graded variables p 1 , . . . , p a−1 . For clarity, for the group E 8 , the most general transformation p → q of this kind is:
and so on. (In the case of E 7 one has 31 free parameters and in the case of E 8 one has 48 free parameters, if scale transformations are not allowed).
One calculates then the P -matrix P (q) from the P -matrix transformation formula. P (q) here depends on the free parameters.
By requiring that ∂ P ab (q)/∂q l = 0, ∀ a, b = 1, . . . , l | a = l − b + 1, that is by requiring that q l be present only along the anti-diagonal of the P -matrix P (q), one obtains a linear system for the free parameters z 1 , z 2 , . . . that has a unique solution (unique because of the constraints ∂ q a (p)/∂p a = 1, ∀ a = 1, . . . , l, and the results in Ref. [21] ). This determines a transformation leading from the basis {p} to a flat basis {q}. This in turn gives the corresponding P -matrix P (q), that I shall call the flat P -matrix.
One may now perform scale transformations q a → c a q a , with the c a real coefficients, to obtain for example integer (and possibly small) coefficients in the matrix elements of the flat P -matrix P (q).
To find the flat bases and the corresponding P -matrices of the groups E 7 and E 8 some shortcuts have been found, otherwise, the requirements to have a reasonable computation time and to use a reasonable amount of computer memory would not have been satisfied, and it would not have been possible to reach the end of the calculations.
Sections IV and V report the results of these calculations, that is, a flat basis of invariant homogeneous polynomials for each one of the groups E 7 and E 8 . It will be reported the starting basic polynomials p a (x), the transformation p → q leading to a flat basis of invariant polynomials q a (x) and the corresponding P -matrix in the flat basis chosen. Due to the length of these results the P -matrix P (p), corresponding to the starting basic invariants {p a (x)}, will not be written here, but it is reported in the files in the supplementary material repository [30] .
One can easily recover the original P -matrix P (p) from the inverse transformation q → p and the P -matrix transformation formula
, where
is the jacobian matrix of the transformation q → p. With the same kind of transformation one may obtain the P -matrix in any other integrity basis.
The first row and column of the P -matrix P (p) (and obviously of P (q)) are determined from Euler's theorem, taking into account the homogeneity of the p a (x) and the standard form of p 1 (x), and their elements are the following:
Because of this fact and of the symmetry of the P -matrix, in the following sections only the matrix elements P ab (q) with 2 ≤ a ≤ b ≤ l, will be reported.
All relevant parts of the calculations here outlined are reported in the files in the supplementary material repository [30] ready to be downloaded and used in computer programs. In particular the files report for each one of the two finite reflection groups E 7 and E 8 the starting basic invariant polynomials, the corresponding P -matrix, the basis transformation to a flat basis and its inverse, and the flat P -matrix corresponding to the flat basic invariants.
IV. FLAT BASIC INVARIANTS AND P -MATRIX OF E7
Let f r (x), r = 1, . . . , 56, the following linear forms of the variables x ∈ V :
where:
(i, j, k) = (1, 2, 7), (1, 3, 6) , (1, 4, 5) , (2, 3, 5) , (2, 4, 6) , (3, 4, 7) , (5, 6, 7).
These forms are globally invariant under any transformation of E 7 . A basis of algebraically independent invariant homogeneous polynomials is the following:
where c = A basis transformation p → q = q(p) to obtain a flat basis of invariant polynomials is the following:
Obviously, all bases that can be obtained from the basis {q} just written by multiplying the q a by arbitrary constant factors, are all flat bases. I decided to choose these normalizations to obtain integer coefficients in the P -matrix P (q) and the same coefficient (36) for the terms in q 7 in the (anti-diagonal) matrix elements of P (q).
The elements P ab (q), with 2 ≤ a ≤ b ≤ 7, of the P -matrix in the flat basis chosen, are the following: 
V. FLAT BASIC INVARIANTS AND P -MATRIX OF E8
Let f r (x), r = 1, . . . , 240, the following linear forms of the variables x ∈ V : ±2x i , where: i = 1, 2, . . . , 8;
(i, j, k, l) = (1, 2, 3, 4), (1, 2, 5, 6) , (1, 2, 7, 8) , (1, 3, 5, 7) , (1, 3, 6, 8) , (1, 4, 6, 7) , (1, 4, 5, 8) , (2, 3, 5, 8) , (2, 3, 6, 7) , (2, 4, 5, 7) , (2, 4, 6, 8) , (3, 4, 5, 6) , (3, 4, 7, 8) , (5, 6, 7, 8) .
These forms are globally invariant under any transformation of E 8 . A basis of algebraically independent invariant homogeneous polynomials is the following:
where c = (2, 8, 12, 14, 18, 20, 24, 30) are lists of coefficients and exponents. The numeric factors c a are not necessary and are introduced just to obtain the p a (x) with integer coefficients and a global numeric factor equal to 1. It follows, for example, that
A basis transformation p → q = q(p) to obtain a flat basis of invariant polynomials is the following: Obviously, all bases that can be obtained from the basis {q} just written by multiplying the q a by arbitrary constant factors, are all flat bases. I decided to choose these normalizations to obtain integer coefficients in the P -matrix P (q) and the same coefficient (60) for the terms in q 8 in the (anti-diagonal) matrix elements of P (q).
The elements P ab (q), with 2 ≤ a ≤ b ≤ 8, of the P -matrix in the flat basis chosen, are the following: 
