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Abstract. In the context of quantum field theory, an anomaly exists when a theory
has a classical symmetry which is not a symmetry of the quantum theory. This short
exposition aims at introducing a new point of view, which is that the proper setting for
anomaly calculations is the ‘in-in’, or closed-time path formulation of quantum field
theory. There are also some new results for anomalies in the context of boundary value
problems, and a new correction to the a5 heat-kernel coefficient.
1. Anomalies
In the context of quantum field theory, an anomaly exists when a theory has a classical
symmetry which is not a symmetry of the quantum theory. This short exposition aims at
introducing a new point of view, which is that the proper setting for anomaly calculations
is the ‘in-in’, or closed-time path formulation of quantum field theory. There are also
some new results for anomalies in the context of boundary value problems, and a new
correction to the a5 heat-kernel coefficient.
As a specific example of an anomaly, consider the breakdown of local gauge
invariance in a theory with a chiral spinor ψL in m (even) dimensions, and Dirac operator
D+ = γ
a(∇a + Aa). (1)
The gauge field Aa = A
i
aTi, where Ti generates the Lie algebra of our gauge group G.
In order to define the quantum theory we have to consider determinants of operators
like D+. This cannot be done directly, because D+ψL and ψL have the opposite chirality.
Instead, the traditional approach (see [1] for example) has been to introduce a fictitious
set of antichiral fields with Dirac operator
D0 = γ
a∂a. (2)
The determinant of the operator D0D+ can be used to define an effective action because
it maps chiral fields to chiral fields. However, the determinant is not always gauge
invariant and can lead to anomalies. More sophisticated approaches to anomalies frame
all this in a more mathematically elegant way, but the underlying idea remains the same
[2, 3, 4].
The physical origin of the extra fermion fields and the operator D0 are mysterious.
Even the existence of a trivial connection in D0 may be problematic. The explanation
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for introducing extra sets of fermion fields becomes clear in the ‘in-in’ formalism. This
formalism often provides a way to define the quantum theory when the more traditional
‘in-out’ route fails. The in-in generating function for chiral currents requires two external
gauge fields A and A′,
eiW [A,A
′] = 〈0in | T ∗ei
∫
HI(A
′)dtTe−i
∫
HI(A)dt | 0in〉 (3)
where T and T ∗ denote time-ordering and anti-time ordering respectively and the
interaction Hamiltonian HI(A) is given by
HI =
∫
ψL γ
aAa ψLd
m−1x. (4)
The ‘in-in’ formalism automatically has two sets of fermion fields-one associated with
each of the time integrals.
Expectation values for the ‘in-in’ formalism are obtained by functional
differentiation with respect to one of the fields and then setting A′ = A, for example
〈ψ¯LγaTiψL〉 = δW
δAi
∣∣∣∣∣
A′=A
. (5)
Notice that we set A′ = A only at the end, because from (3), it follows that W [A,A] = 0.
The generating function W [A,A′] also forms part of an effective action Γ[A,A′] which
generates effective field equations for the expectation value of the gauge field. Anomalies
in the local Lorentz symmetry can be studied in a similar way by introducing a
generating function W [ω, ω′], depending on two independent spin connections ω and
ω′. There are many pedagogical accounts of the ‘in-in’ formalism, also known as the
‘closed time path’ formalism, for example [5, 6, 7].
The following conventions are used. The Lorentzian metric gab has signature
(−,+ . . .+). The Gamma-matrices satisfy {γa, γb} = 2gab and γa...b = γ[a . . . γb]. The
Riemann and extrinsic curvature tensors use Hawking-Ellis conventions and Lie algebra
generators Ti are anti-hermitian.
1.1. Non-abelian anomalies in the ‘in-in’ formalism
The generating function of the chiral current can be evaluated using standard path
integral methods, with the result that
W [A,A′] = −i log det(D(A′)+−1D(A)+), (6)
where D+ acts on chiral spinors S+. These operators are defined with an i prescription.
A new set of operators D(A˜)− acting on chiral spinors S− can be inserted into the
determinant,
W [A,A′] = −i log det(D(A′)+−1D(A˜)−−1D(A˜)−D(A)+). (7)
The point of this manipulation is to get an expression with Dirac operators D(A˜, A),
W [A,A′] = i log detD(A˜, A′)− i log detD(A˜, A), (8)
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where D(A˜, A) acts on the sum S+ ⊕ S−,
D(A˜, A) =
(
0 −D−(A˜)
D+(A) 0
)
. (9)
The expectation value of the chiral current is constructed by differentiating with respect
to A, and so only the term containing D(A˜, A) is relevant. In principle, the expectation
values should not depend on the dummy field A˜, but they may depend on A˜ due to the
presence of anomalies.
The determinants can be defined by using the analytic continuation of generalised
zeta-functions [8, 9],
ζ(s,D2) = tr(D−2s), (10)
where the trace is taken over the Hilbert space of functions with gauge and spinor indices.
These zeta-functions behave best when the operators are elliptic, and so we arrange
this by transforming D2 inside the trace into an elliptic operator. This is commonly
associated with the replacement of the time variable t by it and the corresponding
gamma-matrix γ0 by −iγ0. How we interpret this step on a time-dependent background
is an important issue which is often overlooked. The in-in formalism is favoured for
time-dependent backgrounds, but this aspect is not going to be persued further here.
The determinant is defined by analytic continuation in s to s = 0,
log detD2 = −ζ ′(0, D2). (11)
We are concerned especially with the way in which the determinant varies under a gauge
transformation of A (keeping A˜ fixed). If the gauge transformation with parameter α is
denoted by δα, then the gauge anomaly I(α, A˜, A) is defined to be
I(α, A˜, A) = −1
2
δαζ
′(0, D2). (12)
Local Lorentz anomalies I(, ω˜, ω) are defined in a similar way. Special cases of the
gauge anomaly have their own names:
• The covariant anomaly I(α,A,A);
• The consistent anomaly I(α, 0, A).
The full anomaly is similar to an anomaly known as the ‘VA’ anomaly, although the
context is rather different.
For explicit calculations we can replace the definition (10) with
ζ(s,D2) =
1
Γ(s)
∫ ∞
0
dt ts−1tr(e−(D
2+2)t). (13)
The parameter  takes care of any zero-modes. Zero modes cause the determinant to
vanish in the → 0 limit, but the operator expectation values are still well-defined and
these are evaluated in this limit.
The dummy field A˜ is held fixed whilst taking the gauge variation of D, so that
δαD =
1
2
(1− τ) [D,α], (14)
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where τ ≡ γl+1,
τ =
(
1 0
0 −1
)
. (15)
The anomaly is then
I(α, A˜, A) =
1
Γ(s)
∫ ∞
0
dt ts−1tr(ατe−(D
2+2)t)
∣∣∣∣∣
s=0,=0
. (16)
where analytic continuation has to be used to define the value at s = 0.
Applying a second gauge variation to the anomaly (18) gives the Wess-Zumino
consistency relation
δα1I(α2, A˜, A)− δα2I(α1, A˜, A) = I([α1, α2], A˜, A). (17)
The Wess-Zumino consistency condition can be ‘integrated’ to obtain the non-abelian
anomaly. Note that, since A˜ is inert during all these gauge transformation, the consistent
anomaly satisfies the Wess-Zumino consistency relation but the covariant anomaly does
not.
The case I(1, A,A) deserves special attention,
I(1, A,A) =
1
Γ(s)
∫ ∞
0
dt ts−1tr(e−(D−D++
2)t − e−(D+D−+2)t)
∣∣∣∣∣
s=0,=0
. (18)
Since D+D−u = λu implies (D−D+)D−u = λD−u, the non-zero spectra of D+D− and
D−D+ are identical and give no net contribution to I(1, A,A). All that remains are the
zero modes, and these define the twisted Dirac index,
I(1, A,A) = n+ − n− ≡ index(D), (19)
where n− is the number of zero modes of D− and n+ is the number of zero modes of
D+.
The remarkable feature of the Dirac index is that it can also be expressed in terms
of the gauge field curvature F and the curvature 2-form R of the spacetime manifoldM
[10]. The result involves two important tensor combinations, the Dirac genus Aˆ(TM)
and the Chern character ch(F), defined by
Aˆ(TM) =
m∏
j=0
xj/2pi
sinh(xj/2pi)
, (20)
ch(F) = tr exp(iF/2pi), (21)
where xj are the eigenvalues of R. A term like Fn is understood to contain both matrix
products and exterior products between the factors. The Dirac index is given by
index(D) =
∫
M
Aˆ(TM)ch(F), (22)
where it is meant to be understood that only the m−form part of the integrand
contributes. This index theorem is a special case of the Atiyah-Singer index theorem,
and it can be obtained directly by expanding the operator exp(−D2t) for small t as an
asymptotic series (see e.g. [11]).
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1.2. Manifolds with boundary
Anomalies on odd-dimensional manifolds with boundaries play an important role in M -
theory [12], and yet they have been studied much less than their even-dimensional
counterparts. In even dimensions, the Dirac operator does not always have local
boundary conditions and so most attention in this area has been on non-local boundary
conditions [11]. In odd dimensions, local boundary conditions are possible and there
is a simple index theorem due to Dan Freed [13], which is re-derived using heat kernel
methods below.
Suppose that the manifoldM has a spatial boundary ∂M, meaning that the normal
vector n to the surface is spacelike. Divide the boundary into disjoint components ∂Mi
on which a parameter i takes a value +1 or −1. Local boundary conditions can be
defined as follows,
ψ ∈ B if (1− inaγa)ψ = 0 on ∂Mi, (23)
ψ ∈ B¯ if (1 + inaγa)ψ = 0 on ∂Mi. (24)
Exactly as before, the in-in expectation values are generated by
W [A,A′] = −i log det(D(A′)−1D(A)), (25)
where D now acts on spinors with boundary conditions B. We introduce the dummy
field A˜, and focus on
D(A˜, A) =
(
0 −D(A˜)
D(A) 0
)
. (26)
acting on B = B ⊕ B¯. The gauge transformations lead to an anomaly in m = 2l + 1
dimensions given by
I(α, A˜, A) =
1
Γ(s)
∫ ∞
0
dt ts−1tr(ατe−(D
2+2)t)
∣∣∣∣∣
s=0,=0
, (27)
with boundary conditions B. Similarly, the index of the Dirac operator with boundary
conditions B is
index(D,B) =
1
Γ(s)
∫ ∞
0
dt ts−1tr(τe−(D
2+2)t)
∣∣∣∣∣
s=0,=0
. (28)
The index can be used to generate the anomaly, and so we let A˜ = A from this point
on.
As a first example, consider the product manifold M = X × Y , with the interval
Y = [0, 1] and the Dirac operator D = DX ⊗ 1⊕ 1⊗DY . Choose boundary conditions
with 1 = 1 and 0 = −1 at the two ends of the interval. The two boundaries are
∂M1 ' X and ∂M0 ' −X, where the minus sign indicates a change of orientation of
the spin basis.
Suppose that Dψ = 0 and ψ ∈ B. Note that the Hermitian product 0 =
〈Dψ,Dψ〉 = 〈DY ψ,DY ψ〉 + 〈DXψ,DXψ〉. Both terms are positive, and so ψ is also
a zero mode of DX . The boundary conditions B imply that ψ is chiral on ∂M1 and
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antichiral on ∂M0. The converse of this argument also applies, so we conclude that the
zero modes are in 1-1 correspondence. Also index(D∂M1) = −index(D∂M0), hence
index(D,B) =
1
2
∑
i
i index(D∂Mi) (29)
This is the simple version of the index theorem (i.e. with vanishing extrinsic curvature)
first used by Witten to demonstrate anomaly cancellation in heterotic M -theory [12].
Before proceding to the general case, it is useful to introduce some new notation.
Let D = ∇+ A and introduce new gamma-matrices for the enlarged spinor space,
γˆa =
(
γa 0
0 −γa
)
, I =
(
0 1
1 0
)
, χi = i
(
naγa 0
0 −naγa
)
. (30)
In this notation the operator D = IγˆaDa.
The index formula (28) requires boundary conditions on the normal derivatives.
These boundary conditions can be obtained by starting from
Pψ = PDψ = 0 on ∂M. (31)
where
P =
1
2
(1− χ). (32)
Note that {
χ, γˆbDb
}
= 2naDa + k, (33)
where k is the trace of the extrinsic curvature. It follows that
PIγˆ
aDaψ = I(naDa + 1
2
k)P¯ψ. (34)
Therefore the boundary conditions for D2 are
Pψ = (n
aDa + 1
2
k)P¯ψ = 0 on ∂M. (35)
Boundary conditions like these are known as mixed boundary conditions [14, 15, 16].
The local expression for the Dirac index can be obtained from a heat kernel
expansion on the manifold with boundary. In m = 2l + 1 dimensions, this takes the
form [11]
tr(fe−D
2t) ∼
∞∑
n=0
an(f,D
2, B)t(n−m)/2, (36)
where the coefficients an(f,D
2, B) are integrals of local invariants. There are no interior
terms for n odd, and only the boundary contributes. The index obtained from (28) is
then
index(D,B) = am(τ,D
2, B). (37)
The heat kernel expansion has been studied for operators of the form −D2 − E and
mixed boundary conditions Pψ = (n
aDa − S)P¯ψ = 0. The invariants in the boundary
coefficients are combinations of χ, S, E, the curvature Ωab = [Da,Db] and tangential
covariant derivatives [14, 17, 18].
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Most of the invariants do not contribute to the index of the Dirac operator due to a
special property of traces over the spinor indices. Suppose that a1 . . . a2l are tangential
indices ordered to be consistent with the orientation of the normal vector, then
tr(τ γˆnγˆa1 . . . γˆa2l) = (−i)l2l+1εa1...a2l . (38)
but the traces of all other combinations of gamma-matrices vanish.
Tensors with gamma-matrices in the heat kernel coefficients of D2 are
Ωab =
1
4
Rabcdγˆ
cd + Fab (39)
E = − 1
2
Fabγˆ
ab − 1
4
R (40)
χ|aχ|b = kackbdγˆcγˆd (41)
We require at least l of these tensors or their derivatives for a non-vanishing contribution
to am, but l such terms already have the maximal (conformal) dimension allowed for am.
Tangential derivatives increase the dimension and therefore terms with more derivatives
are not allowed. Terms with S also increase the dimension and these are not allowed.
After all the allowed contributions have been combined, the Gauss-Codacci relations
can be used to replace Rabcd with the surface curvature components rabcd, the extrinsic
curvature k and its tangential derivative. Then,
am =
∑
n
∫
∂M
 Pn(r, F, k), (42)
where Pn is a polynomial of degree n in k. Comparison of the direct product formula
(29) and the index theorem (22) gives the result when k = 0, 2P0 = Aˆ(TM)ch(F ).
For the other terms, we note that it is possible to deform the metric on the manifold
to obtain a new metric with the same boundary geometry but with extrinsic curvature
λkab, where λ is a real number. The index with the new metric is
index(D,B) =
∑
n
λn
∫
∂M
 Pn(r, F, k). (43)
The left-hand side of this expression is still an integer, and so all of the terms on the
right apart from the first one must vanish. The integral of P0 reproduces the Dirac
index on the boundary, hence
index(D,B) =
1
2
∑
i
i index(D∂Mi) (44)
A similar argument can be appled to Rareta-Schwinger fields.
The gauge anomaly I(α, A˜, A) and the local lorentz anomaly I(, ω˜, ω) can be
obtained from the index using the methods of a later section. It follows, in particular,
that these anomalies depend only on intrinsic properties of the boundary. An application
of these results to heterotic M -theory is given in Ref. [19].
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1.3. Boundary anomalies in five dimensions
All of the relevant heat kernel coefficients are known in five dimensions, enabling us to
illustrate the general procedure described above in a particular example. It turns out
that the calculation fails due to an apparent error in one of the heat kernel coeffiiecents
derived in Ref. [18], and we will use the anomaly calculation to correct this coefficient.
Eq. (38) says that only the terms in a5 which contain one normal and four tangential
gammas can contribute. These are
a5(f,D
2, B) =
1
16pi2
1
5760
∫
∂M
trf
(
720χE2 + w6χΩabΩab
+w9χΩanΩan + w14χχ|aχ|bΩab + w20χχ|aχ|aE
)
. (45)
The coefficients wi are labelled so as to agree with Ref. [18], who give w6 = 120,
w9 = 180 and w14 = 90. For the Dirac operator with (39-41),
index(D,B) =
1
16pi2
1
5760
∫
∂M
(
−1440abcdtrFabFcd − 1
2
w6abcdRabefRcdef
+
1
2
w9abcdRabenRcden + 2w14abcdkaekbfRcdef
)
. (46)
This can be expressed in terms of surface curvature rabcd by using Gauss-Codazzi
relations,
Rabcd = rabcd − kackbd + kadkbc, (47)
Rabcn = kbe|a − kae|b. (48)
There is a useful identity,
abcdkaekbfrcdef = −2abcdkae|bdkce. (49)
The index becomes
index(D,B) =
1
16pi2
∫
∂M
(
−tr(F2) + w6
2880
tr(R2)
+
1
2880
(2w6 − 2w14 − w9)abcdkae|bkce|d
)
. (50)
Comparison with the index theorem (44) and the index formula (22) gives w6 = 120,
in agreement with Ref. [18]. However, the remaining coefficients leave an extrinsic
curvature term which is inconsistent with the index theorem.
The disagreement can be rectified by correcting Lemma 7.1 in Ref. [18]. The correct
version of the table which appears in the proof of Lemma 7.1 is given below:
Invariant Coefficient of f 2mfa|a Coefficient in a5
χχaχaΩab −8(m− 2) w14
χE2 −2(m− 1) 720
χaEa (+t.d) −2(m+ 1) -180
χχaχaE −4(m− 1) -90
χΩabΩab 8(m− 2) 120
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The coefficient of f 2mfa|a vanishes, and we deduce that w14 = 30 (not 90). Taking
the other coefficients as being correct, then 2w6 − 2w14 − w9 = 0 and the extrinsic
curvature terms do not contribute to the index.
1.4. Non-abelian anomalies
A standard approach developed by Wess and Zumino allows us to obtain the local
anomaly by dimensional reduction of the index formula (see e.g. [1]). Suppose that
the boundary has 2l dimensions. First, write the index for 2l + 2 dimensions as the
integral of a d+2 form I2l+2 (as in Eq. (22)). Next, find the transgression TI2l+2, which
is a 2l + 1-form with the property that d TI2l+2 = I2l+2. Finally, solve the equation
dQ = δαTI2l+2. The anomaly is given by
I(α, 0, A) =
1
2
∑
i
i
∫
∂Mi
Qi(α, 0, A) (51)
for a suitable normalisation of the Qi.
It is simple to check whether the consistency relation (17) is satisfied. If the
boundary components are suitably chosen with Qi = iQ, we have
I(α, 0, A) =
1
2
∑
i
i
∫
∂Mi
Qi(α, 0, A) =
∫
M
dQ(α, 0, A) = δα
∫
M
TId+2.(52)
The consistency condition then follows simply from
[δα1 , δα2 ] = δ[α1,α2]. (53)
The anomaly depends only on the geometry of the boundary. This raises an unresolved
issue in Heterortic M -theory where a Green-Squartz mechanism [20] is used to cancel
the anomalies, but the cancellation is only modulo extrinsic curvature terms.
1.5. Solving the Wess-Zumino consistency condition
We have seen how the non-abelian anomaly I(α, A˜, A) arises in the context of the ‘in-in’
formalism. In this section we shall calculate I(α, A˜, A) in flat spacetime by solving the
consistency condition. The steps are based on the standard approach (see e.g. [1]).
There is a deep topological magic underlying the process, but we need only follow some
simple algebraic steps. An advantage of having A˜ 6= 0 is that the index I(1, A,A) can
be used to fix the normalisation of the anomaly.
The solution to the consistency condition starts with the definition of the
transgression of the Chern characters,
Tchl+1(A˜, A) =
1
l!
(
i
2pi
)l+1 ∫ 1
0
dt str
(
A− A˜, Ft, . . . Ft
)
, (54)
where ‘str’ denotes a symmetrised local trace of the j + 1 factors and
At = A˜+ t(A− A˜), Ft = dAt + A2t . (55)
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Note that the dimension is effectively 2l+ 2 at this stage. The point of introducing the
transgression is that it can be shown to satisfy
d Tchl+1(A˜, A) = chl+1(F )− chl+1(F˜ ), (56)
where chj(F ) is the j’th Chern-character,
chl+1(F ) =
1
(l + 1)!
(
i
2pi
)l+1
tr
(
F (l+1)
)
. (57)
The next step is to use the solution to the consistency conditions in m = 2l dimensions
given by
I(α, A˜, A) =
∫
M
Q(α, A˜, A), (58)
where Q(α, A˜, A) is a solution to
dQ(α, A˜, A) = pi δαTchl+1(A˜, A). (59)
The gauge variation applies to the A but not the A˜.
By adapting the work of Wess and Zumino, it is possible to show that
−2pii Tchl+1(A˜, A + α), when expanded to linear order in α, automatically solves (59).
After doing this replacement in (54), and picking a normalisation factor, we obtain
Q(α, A˜, A) =
1
l!
(
i
2pi
)l ∫ 1
0
dt str
(
αF lt + l t(t− 1)A˙t[α, A˙t]F l−1t
)
(60)
where A˙t = A− A˜. Some points to note about this expression are:
(i) by changing variable from t to 1− t, we see that Q(α, A˜, A) is symmetric under the
interchange of A˜ and A;
(ii) when A˜ = A, the result reproduces the covariant anomaly
Q(α,A,A) =
1
l!
(
i
2pi
)l
str
(
αF l
)
; (61)
(iii) when A˜ = A and α = 1, the result correctly produces the index of the Dirac
operator in m = 2l dimensions, confirming the choice of normalisation;
(iv) when A˜ = 0, some further manipulation of the expression gives a standard form for
the consistent anomaly,
Q(α, 0, A) =
1
(l − 1)!
(
i
2pi
)l ∫ 1
0
dt (1− t)str
(
αd(A˙tF
l−1
t )
)
. (62)
In curved spacetime, the Dirac index is constructed by combining the Chern character
with the Aˆ genus of the metric connection. The non-abelian anomaly is quite
complicated, and it is often easiest to repeat the steps above on a case by case basis.
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