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Abstract
The non-topological, stationary and propagating, soliton solutions of the classi-
cal continuous Heisenberg ferromagnet equation are investigated. A general, rigor-
ous formulation of the Inverse Scattering Transform for this equation is presented,
under less restrictive conditions than the Schwartz class hypotheses and naturally
incorporating the non-topological character of the solutions. Such formulation is
based on a new triangular representation for the Jost solutions, which in turn al-
lows an immediate computation of the asymptotic behaviour of the scattering data
for large values of the spectral parameter, consistently improving on the existing
theory. A new, general, explicit multi-soliton solution formula, amenable to com-
puter algebra, is obtained by means of the matrix triplet method, producing all
the soliton solutions (including breather-like and multipoles), and allowing their
classification and description.
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1 Introduction
Recently, a number of theoretical and mostly experimental advancements have ignited re-
newed interest toward the study of propagating (non-topological) magnetic-droplet soliton
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configurations in ferromagnetic materials at the nanometer length-scale [43], particularly
in view of potential applications to spintronics, magnonics and other future, spin-based
information storage and processing technologies [7].
The experimental observation of solitons and solitary waves in ferromagnetic systems
has proved challenging, mainly due to the dimensions of the length-scale at which these
phenomena are expected to occur [35, 38]. Nano-contact spin-torque oscillators (NC-STO)
have been predicted to act as soliton creators in ultra thin, two-dimensional magnetic film
with strong uniaxial, perpendicular anisotropy [31, 9]. These configurations, denominated
(non-topological) magnetic-droplet solitons, had been studied in [36, 52, 37] and more re-
cently in [32] and [33]. Finally, the first generation (enucleation) of a magnetic-droplet
soliton in an NC-STO device has been announced in 2013 [48], along with the observation
of interesting dynamical properties, including droplet oscillatory motion, droplet “spin-
ning” and droplet “breather” states. This breakthrough led to further theoretical and
experimental investigation (see, for instance, [44, 47, 18, 45, 17, 10, 16]).
In [34], it has been shown how, as an extended magnetic thin film is reduced to a
nano-wire with a nano-contact of fixed size at its center, the observed excited modes
undergo transitions from a fully localized two-dimensional droplet into a two-dimensional
droplet “edge” mode, and then a pulsating one-dimensional droplet, linking the study of
low-dimensional droplet solitons to the recent experimental discoveries.
In view of this connection, we have launched an ambitious research programme aimed
at completing the investigation of non-topological, localized solutions of the underlying
mathematical model of ferromagnetism at the nanometer length-scale, namely the one-
dimensional, continuous Landau-Lifshitz equation, both in the absence and in the presence
of (uniaxial and biaxial) anisotropy, see [42, 3]. For this equation – or, more precisely,
for this family of models – we aim at obtaining closed-form expressions for all (includ-
ing potentially new) soliton solutions, allowing their classification and the description of
their interactions. In the present paper we focus on the classical, continuous Heisenberg
ferromagnet chain equation (i.e. the one-dimensional, isotropic Landau-Lifshitz equa-
tion), which is the simplest and most fundamental of the continuous, integrable models
of ferromagnetism [39, 56, 61, 28, 27].
Let
m : R× R→ S2 , m(x, t) =
3∑
j=1
mj(x, t) ej (1.1)
be the magnetization vector at position x and time t, where the vectors ej, j = 1, 2, 3,
are the standard Cartesian basis vectors for R3, S2 is the unit sphere in R3 and then
‖m(x, t)‖ = 1. The position x is taken on the real line orientated as e1. Then, the
Heisenberg ferromagnet equation reads (in non-dimensional form):
mt =m ∧mxx, (1.2a)
on which we impose the asymptotic condition
m(x, t)→ e3 as x→ ±∞ . (1.2b)
Equation (1.2a) is the well-known continuous limit of the (quantum) ferromagnetic Heisen-
berg chain in a constant field when the wavelength of the excited modes is larger than
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the lattice distance (see, for instance, [3] for a detailed discussion, or [28] for a quick
derivation; the effects of the discreteness of the lattice on the classical continuum limit of
the Heisenberg chain are discussed in [40]). We assume that the constant spin field of the
ground state of the Heisenberg chain points is e3. Then the boundary condition (1.2b)
has been chosen in analogy to the boundary condition for the uni-axial Landau-Lifshitz
equation with perpendicular anisotropy (easy-axis). Finally, we observe that in the right-
hand side of (1.2a) one can add a term of the form hm ∧ e3, h ∈ R, which can be scaled
out by a convenient change of variables (e.g. see [28, 32]).
It is well known that (1.2) is integrable (see, for instance, [28] for a brief time-line of
the early original results on integrability). Localized, propagating, solitary waves (as well
as periodic wave train solutions) had been derived in [50, 41, 57]. In [39], Lakshmanan
proved that (1.2) has an infinite number of constants of motion and showed that the
associated energy and current densities can be given in terms of the solutions of the
nonlinear Schro¨dinger equation [60]. In [56], Takhtajan showed that (1.2) admits a Lax
pair representation. Let us briefly recall here that, if V is a 2 × 2 invertible matrix
depending on position x ∈ R, time t ∈ R, and a spectral parameter λ, then (see [56]) the
Lax pair (A,B) associated to (1.2) is given by:
Vx = AV = [iλ(m · σ)]V
Vt = B V = [−2iλ2(m · σ)− iλ(m ∧mx · σ)]V ,
(1.3)
where σ is the column vector with entries the Pauli matrices
σ1 =
(
0 1
1 0
)
, σ2 =
(
0 −i
i 0
)
, σ3 =
(
1 0
0 −1
)
.
Of course, the knowledge of the Lax pair for (1.2) assures that the Inverse Scattering
Transform (IST) (see [2, 13, 25]) can be applied to solve the initial-value problem [56, 61],
mt =m ∧mxx
m(x, 0) known .
(1.4)
In [56], the Marchenko equations and the time dependence of the scattering data are
presented, as well as the one-soliton solution and the phase and centre-of-mass shifts
for a two-soliton collision. In [61], a gauge equivalence between (1.2) and the nonlinear
Schro¨dinger equation is proved to exist. In [28], extending the results in [56], a diagonal
action-angle representation of (1.2) is exhibited.
The aim of the present paper is twofold. The first goal is to present a new, more
general, rigorous theory for the IST. In particular, the direct scattering problem is proved
to be well-posed for potentials satisfying the following conditions, which will be assumed
to be valid throughout the work:
Assumption 1.1 As a function of the position, the matrix m(x) · σ has an almost ev-
erywhere existing derivative with respect to x with entries in L1(R). Thus m(x) · σ is
bounded and continuous in x ∈ R.
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Assumption 1.2 The inequality m3(x) > −1 holds for all x ∈ R.
These conditions are less restrictive than the usual (see [25]) Schwartz class hypotheses.
Moreover, it is worth observing that, under the first Assumption 1.1, m(x) is absolutely
continuous for x ∈ R; thus its point-wise values make sense and it makes mathematical
sense to assume that, in addition, m3(x) > −1 for each x ∈ R. Moreover, unexpectedly
and rather remarkably, Assumption 1.2 automatically entails the non-topological charac-
ter of the solutions (see Sec. 5 in [38]), which is otherwise verified a posteriori (solutions
for which the magnetization m(x) maps to a curve on S2 that is closed and contractible
by continuous deformations to the north pole are called non-topological, whereas solutions
which map to lines on S2 connecting the two poles are called topological).
For potentials satisfying Assumptions 1.1 and 1.2 we establish the analyticity prop-
erties of eigenfunctions and scattering data. In order to derive these results we define a
convenient set of Jost solutions (see Section 2.1) which enables the study of their asymp-
totic behaviour at large λ. Then, differently from [8] (where the conditions in Assumption
1.1 are used for developing the IST theory for (1.2) exploiting the gauge equivalence to
the nonlinear Schro¨dinger equation and by solving the corresponding Riemann-Hilbert
problem), in our treatment the inverse scattering problem is formulated directly in terms
of the Marchenko integral equations. They are obtained by using a new triangular rep-
resentation of the Jost solutions (see Propositions 2.3 and 2.4 in Section 2) which differs
substantially from the triangular representations in [56] and [61] (e.g., see formulae (13)
and (17) in [61]). In fact, the triangular representations introduced in [56] and [61] (and
used in the literature thereafter) feature the spectral parameter λ as a factor multiplying
the integral of the kernels, and this results in a rather involuted computation of the asymp-
totic behaviour for large λ of the Jost solutions (and consequently also of the scattering
data), requiring the equivalence between (1.2) and the nonlinear Schro¨dinger equation to
be obtained (see [25]). On the contrary, in (2.18) the said factor λ does not appear, and
this allows us to establish directly and straightforwardly the asymptotic behaviour of the
scattering data.
A further, remarkable advantage of the new triangular representation of the Jost solu-
tions, (2.18) and (2.21), lies in the fact that they can be immediately generalized for the
Landau-Lifshitz equation with easy-axis anisotropy (see [12, 11, 46, 15]) – and possibly
with any kind of anisotropy – allowing us to establish the analytical properties of the
associated eigenfunctions.
More generally, we believe that the ideas used in the present paper to make the direct
and inverse scattering theory of the first equation of (1.3) rigorous can be extended to
the scattering operator associated to the Landau-Lifshitz equation, thus paving the way
to the construction of explicit solutions for this model via the IST (both in the uniaxial
and in the biaxial versions).
The second objective of this paper is to find a general, explicit multi-soliton solution
formula for (1.2). This formula – which differs from those obtained by means of the
Darboux dressing method (e.g., see [59, 54, 8, 14]), requiring one to treat the problem of
inverting an N ×N matrix featuring Jost solutions as its elements – contains and allows
an immediate classification of all the reflectionless solutions, irrespective of the number
and the nature of the discrete eigenvalues in the spectrum, providing their direct physical
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interpretation (e.g., explicit expressions for the speed and precession frequency, as well as
the location and time of the interactions, period of the oscillations for the breather-like
solutions, separation of the maxima for the creation of entangled states, etc, see Section
4). Indeed, by choosing in a proper way the parameters featured by this formula and
naturally linked to the spectral data, we are able to generate explicit expressions for all
the solutions already known in the literature [50, 41, 57, 59, 54, 8, 14], and, in particular,
general, explicit expressions for the breather-like and multipole solutions (see Section 4).
As for the latter, it is important to underline here that, in principle, the existence of mul-
tipole solutions for (1.2) might be inferred from the gauge equivalence to the nonlinear
Schro¨dinger equation as derived in [61]. However, although multipole solutions can be
obtained using the formula in Theorem 11 in [8] (where multisoliton, multibreathers, and
multipole solutions are collectively called high-order solitons), in the present article we
derive and exploit a general, explicit expression for multiple-pole solitons (irrespective of
the number and the order of the multiple poles), that is capable of providing their imme-
diate classification and which does not need the computation of any auxiliary parameters.
On a more general note, it is worth clarifying that, even if the Riemann-Hilbert prob-
lem for Zakharov-Shabat systems as well as the reflectionless solutions of the nonlinear
Schro¨dinger equation have been extensively investigated for a very long time (e.g., see
[2, 13, 25, 58, 1, 20]), nonetheless the gauge equivalence [61] does not automatically entail
that from there one can easily and immediately recover a general, explicit, multi-soliton
solution formulae for (1.2) (see [8]).
To obtain this result we will develop the matrix triplet method, already employed
to solve exactly, in the reflectionless case, several other integrable equations (e.g., see
[6, 4, 19, 5, 23, 21]). The idea of this method is to represent the Marchenko kernel
as Ce−xAB, where (A,B,C) is a suitable matrix triplet (3.4b), in such a way that the
Marchenko integral equation can be solved explicitly via separation of variables. The
solutions obtained in this way will not contain anything more complicated than matrix
exponentials and solutions of Lyapunov equations [24, 58], hence can be “unzipped” into
lengthy expressions containing elementary functions. Moreover, for the one-soliton solu-
tion we specialize the expression obtained by using this algebraic approach in terms of the
physical parameters used to characterize the one-soliton solution, i.e. the velocity v along
the x-axis and the precessional frequency ω, thereby obtaining the physical interpretation
of the discrete eigenvalues and the norming constants. Furthermore, starting from [61] we
rederive the existence of a gauge transformation between the solutions of the nonlinear
Schro¨dinger equation and the solutions of classical Heisenberg ferromagnet equation. We
postpone to future investigation the effect of such transformation when both solutions are
expressed in terms of the same triplet of matrices.
Closed form solutions of the Heisenberg equation can be generated by the matrix
triplet method [58], and by the Riemann-Hilbert method [1]. The matrix triplet method
is explicit in terms of matrix exponentials and inverse matrices, where a proof of the
existence of the matrix inverses is available in the literature [4]. The solution formulas
are amenable to using matrix algebra methods and can be (and have been) used to test
the accuracy of numerical methods to solve integrable nonlinear evolution equations [26].
Also, explicit solution formulas obtained by means of the matrix triplet method for the
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nonlinear Schro¨dinger and modified Korteweg-de Vries equations have been verified by
direct substitution, disregarding entirely the IST method to derive them [4, 19]. On the
other hand, the Riemann-Hilbert method requires one to solve a system of linear equations
to determine certain parameters featured by the solution (e.g., see page 33 in [1]).
The paper is organized as follows. In Section 2 we study the analyticity of the Jost
solutions and scattering data and determine their time-evolution. Furthermore, we for-
mulate the inverse scattering problem in terms of the Marchenko integral equation. In
Section 3, combining the IST and the matrix triplet method, we get an explicit solu-
tion formula for (1.2). Finally, in Section 4 we exploit the solution formula to suggest a
classification of all the (reflectionless) soliton solutions, including new breather-like and
multipole solutions. In Appendix A we determine the Marchenko equations by using the
triangular representation introduced in Section 2, and in Appendix B we give further
details of the derivation of the solution formula and we provide alternative (and more
explicit) formulations of it.
2 Direct and inverse scattering theory
In this section we focus on the direct and inverse scattering theory associated to the first
of equation (1.3). In particular, we study the analyticity properties and the asymptotic
behaviour at large λ for the Jost solutions and the scattering data, and formulate the
inverse scattering problem in terms of the Marchenko integral equations. When treating
the direct and inverse scattering in Subsections 2.1, 2.2, and 2.3 we disregard the time
variable (e.g. m(x, t) will be considered as a function of x only and represented asm(x)).
Time will be subsequently reintroduced starting from Subsection 2.4.
2.1 Jost solutions
The main purpose of this subsection is the study of the asymptotic behaviour of the Jost
solutions (see Theorem 2.5 below). To do so we represent them by using a new triangular
representation (see Proposition 2.3) different to the one proposed in [56, 61].
Let us define the Jost matrices Ψ(x, λ) and Φ(x, λ) as those solutions of the linear
eigenvalue problems Ψx = AΨ and Φx = AΦ, where A is the Lax matrix defined in
(1.3), and satisfying the asymptotic conditions:
Ψ(x, λ) =
(
ψ(x, λ) ψ(x, λ)
)
= eiλxσ3 [I2 + o(1)], x→ +∞, (2.1a)
Φ(x, λ) =
(
φ(x, λ) φ(x, λ)
)
= eiλxσ3 [I2 + o(1)], x→ −∞. (2.1b)
with I2 being the 2×2 identity matrix. The columns ψ(x, λ), ψ(x, λ), φ(x, λ), and φ(x, λ)
are called Jost functions. As a note of caution, we warn the reader that here and thereafter
the bar over a symbol does not indicate complex conjugation, which instead is indicated
by means of an asterisk in superscript. In the sequel, we also use the following notations:
Ψ(x, λ) =
(
ψup(x, λ) ψ
up
(x, λ)
ψdn(x, λ) ψ
dn
(x, λ)
)
, Φ(x, λ) =
(
φ
up
(x, λ) φup(x, λ)
φ
dn
(x, λ) φdn(x, λ)
)
. (2.1c)
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Then the differential equations Ψx = AΨ and Φx = AΦ (cf. with (1.3)) can be written
as
Ψx = iλ(m · σ) Ψ, (2.2a)
Φx = iλ(m · σ) Φ. (2.2b)
It is then easily verified that Ψ(x, λ) and Φ(x, λ) belong to the group SU(2). Indeed,
any square matrix U(x) solution to the differential system Ux = W (x)U , where W (x) is
skew-Hermitian and has zero trace, has U † U and det(U) independent of x ∈ R. Here and
thereafter the dagger denotes the complex conjugate transpose. As a result,
Ψ11(x, λ)
∗ = Ψ22(x, λ), Ψ12(x, λ)∗ = −Ψ21(x, λ), (2.3a)
Φ11(x, λ)
∗ = Φ22(x, λ), Φ12(x, λ)∗ = −Φ21(x, λ). (2.3b)
Since the two Jost matrices are both solutions to the same first order linear homogeneous
differential system, there exists a so-called transition matrix T (λ), depending on λ and
belonging to SU(2), such that
Ψ(x, λ) = Φ(x, λ)T (λ), λ ∈ R. (2.4)
For λ ∈ R, we have
T (λ) =
(
τ(λ) −̺(λ)
̺(λ)∗ τ(λ)∗
)
, (2.5)
where |τ(λ)|2 + |̺(λ)|2 = 1. We assume that τ(λ) 6= 0 for each λ ∈ R, i.e. we assume
that no spectral singularities exist.
In order to formulate the Riemann-Hilbert problem we need to establish the analyticity
properties as well as the asymptotic behaviour at large λ for the Jost solutions and for
the coefficients τ(λ) and ̺(λ). To get these results, let us put m0 = m − e3. We can
convert the differential systems (2.2) with corresponding asymptotic conditions (2.1) into
the Volterra integral equations
Ψ(x, λ) = eiλxσ3 − iλ
∫ ∞
x
dξ e−iλ(ξ−x)σ3 (m0(ξ) · σ) Ψ(ξ, λ), (2.6a)
Φ(x, λ) = eiλxσ3 + iλ
∫ x
−∞
dξ eiλ(x−ξ)σ3 (m0(ξ) · σ) Φ(ξ, λ). (2.6b)
As a result of Gronwall’s inequality (see Appendix of [22]) we get for (x, λ) ∈ R2
‖Ψ(x, λ)‖ ≤ exp
(
|λ|
∫ ∞
x
dξ ‖m0(ξ)‖
)
, (2.7a)
‖Φ(x, λ)‖ ≤ exp
(
|λ|
∫ x
−∞
dξ ‖m0(ξ)‖
)
, (2.7b)
where we have to assume that m0(x) =m(x)− e3 has its entries in L1(R).
Here and thereafter, let C+ and C− denote the upper and lower half-planes, respec-
tively, whereas C
+
= C+ ∪ R and C− = C− ∪ R denote the closure of C+ and C−,
respectively. We can easily prove the following
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Proposition 2.1 Suppose that m0(x) = m(x) − e3 has its entries in L1(R). Then, the
so-called Faddeev functions e−iλx ψ(x, λ) and eiλx φ(x, λ) are analytic in λ ∈ C+ and con-
tinuous in λ ∈ C+, while the Faddeev functions eiλx ψ(x, λ) and e−iλx φ(x, λ) are analytic
in λ ∈ C− and continuous in λ ∈ C−.
Proof. Writing the Volterra integral equations (2.6) for the separable Jost functions
and applying Gronwall’s inequality we get∥∥e−iλx ψ(x, λ)∥∥ ≤ exp(|λ| ∫ ∞
x
dξ ‖m(ξ) · σ − σ3‖
)
(2.8a)
uniformly in (λ, x) for λ ∈ C+ and x ∈ [x0,+∞) for all x0 ∈ R, and∥∥eiλx ψ(x, λ)∥∥ ≤ exp(|λ| ∫ ∞
x
dξ ‖m(ξ) · σ − σ3‖
)
(2.8b)
uniformly in (λ, x) for λ ∈ C− and x ∈ [x0,+∞) for all x0 ∈ R, thus proving the continuity
(in λ ∈ C+) and analyticity (in λ ∈ C+) of e−iλx ψ(x, λ), and similarly for eiλx ψ(x, λ).
The proof for the other Faddeev functions is analogous. 
Taking the limit of the columns of (2.6) as x→ −∞ we get
τ(λ) = 1− iλ
∫ ∞
−∞
dξ
[
m0(ξ) e
−iλξ ψup(ξ, λ) +m−(ξ) e−iλξ ψdn(ξ, λ)
]
, (2.9a)
τ(λ∗)∗ = 1 + iλ
∫ ∞
−∞
dξ
[
m0(ξ) e
iλξ ψ
dn
(ξ, λ)−m+(ξ) eiλξ ψup(ξ, λ)
]
. (2.9b)
Thus τ(λ) is continuous in λ ∈ C+, is analytic in λ ∈ C+, and satisfies τ(0) = 1. In the
same way we get
̺(λ)∗ = iλ
∫ ∞
−∞
dξ
[
m0(ξ) e
iλξ ψdn(ξ, λ)−m+(ξ) eiλξ ψup(ξ, λ)
]
, (2.10a)
̺(λ) = iλ
∫ ∞
−∞
dξ
[
m0(ξ) e
−iλξ ψ
up
(ξ, λ) +m−(ξ) e−iλξ ψ
dn
(ξ, λ)
]
. (2.10b)
where ̺(λ) is continuous for λ ∈ R, and ̺(λ)/λ vanishes as λ→ ±∞. Thus ̺(0) = 0 and
̺λ(0) exists.
From (2.9) and (2.10) it is clear that no information is available on their asymptotics
as λ → ∞. In order to get such information let us derive a different set of Volterra
integral equations. To do so we need Assumptions 1.1 and 1.2, namely that m(x) ·σ has
an almost everywhere existing derivativem′(x) ·σ with respect to x which has its entries
in L1(R), and that m3(x) > −1 for all x ∈ R. Here and thereafter the prime indicates
the total derivative with respect to the spatial variable x.
Under Assumption 1.1, we can apply integration by parts to (2.6a) obtaining
Ψ(x, λ) = eiλxσ3 +
[
e−iλ(ξ−x)σ3σ3(m
0(ξ) · σ)Ψ(ξ, λ)
]∞
ξ=x
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−
∫ ∞
x
dξ e−iλ(ξ−x)σ3σ3
[
(m′(ξ) · σ)Ψ(ξ, λ) + (m0(ξ) · σ)∂Ψ
∂ξ
(ξ, λ)
]
= eiλxσ3 − σ3(m0(x) · σ)Ψ(x, λ)
−
∫ ∞
x
dξ e−iλ(ξ−x)σ3σ3
[
(m′(ξ) · σ) + iλ(m0(ξ) · σ)(m(ξ) · σ)
]
Ψ(ξ, λ),
where we have used (2.2a). Observing that
I2 + σ3(m
0(x) · σ) = σ3(m(x) · σ) ∈ SU(2) ,
we obtain
σ3(m(x) · σ)Ψ(x, λ) = eiλxσ3 −
∫ ∞
x
dξ e−iλ(ξ−x)σ3σ3(m′(ξ) · σ)Ψ(ξ, λ)
− iλ
∫ ∞
x
dξ e−iλ(ξ−x)σ3σ3(m0(ξ) · σ)(m(ξ) · σ)Ψ(ξ, λ). (2.11)
It is easy to verify that
(m0 · σ)(m · σ) = (m · σ)2 − σ3(m · σ) = I2 − σ3(m · σ) = −σ3(m0 · σ). (2.12)
We employ (2.12) to write (2.11) in the equivalent form
σ3(m(x) · σ)Ψ(x, λ) = eiλxσ3 −
∫ ∞
x
dξ e−iλ(ξ−x)σ3σ3(m′(ξ) · σ)Ψ(ξ, λ)
+ iλ
∫ ∞
x
dξ e−iλ(ξ−x)σ3(m0(ξ) · σ)Ψ(ξ, λ).
Taking half the sum of (2.6a) and the latter equation we get
D(x)Ψ(x, λ) = eiλxσ3 −
∫ ∞
x
dξ e−iλ(ξ−x)σ3D′(ξ)Ψ(ξ, λ), (2.13)
where we define
D(x) = 1
2
[
I2 + σ3(m(x) · σ)
]
= 1
2
(
1 +m3(x) m−(x)
−m+(x) 1 +m3(x)
)
, (2.14)
which is a matrix of determinant 1
2
(1 +m3(x)). Under Assumption 1.2, the matrix D(x)
is invertible and its inverse
D(x)−1 = 1
1+m3
( 1+m3 −m−
m+ 1+m3
)
.
has norm (1 + m3)
−1/2. Thus, D(x) and D(x)−1 are bounded in x ∈ R. Note that
D(x)→ I2 as x→ ±∞. We may therefore apply Gronwall’s inequality to (2.13) and find
that
‖Ψ(x, λ)‖ ≤ 1√
1 +m3(x)
exp
[
1
2
√
1+m3(x)
∫ ∞
x
dξ ‖(m′(ξ) · σ)‖
]
. (2.15)
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Remark 2.2 In the same way and under Assumptions 1.1 and 1.2, adapting the procedure
presented above to the Jost matrix Φ(x, λ), we get
D(x)Φ(x, λ) = eiλxσ3 +
∫ x
−∞
dξ eiλ(x−ξ)σ3D′(ξ)Φ(ξ, λ). (2.16)
We may therefore apply Gronwall’s inequality to (2.16) to obtain
‖Φ(x, λ)‖ ≤ 1√
1 +m3(x)
exp
[
1
2
√
1+m3(x)
∫ x
−∞
dξ ‖(m′(ξ) · σ)‖
]
. (2.17)
Observe that inequalities (2.15) and (2.17) improve inequalities (2.7) as they provide
bounds for the Jost functions also in the limit as λ→∞.
Equations (2.13) and (2.16) allow us to prove that the analyticity and the continuity
properties of the Jost solutions extend to the closed upper and lower half-planes. In other
words, the Jost solutions and the coefficient τ(λ) have a finite limit as λ→∞ from within
the closure of its half-plane of analyticity (whereas, focussing on reflectionless solutions,
we will eventually consider ̺(λ) = 0, see Section 3.2). In order to prove these results we
need to find a “suitable” triangular representation for the Jost solutions. We have the
following:
Proposition 2.3 There exists an auxiliary matrix function Kup(x, y) such that
Ψ(x, λ) =Hup(x)eiλxσ3 +
∫ ∞
x
dξKup(x, ξ)eiλξσ3, (2.18)
where Hup(x) is a matrix function satisfying Hup(x) = σ2H
up(x)∗ σ2 and H
up(x) → I2
as x→ +∞, and ∫∞
x
dξ ‖Kup(x, ξ)‖ converges uniformly in x ∈ R.
Before giving the proof let us remark that equations (2.18) play here the role that in
[56, 61] is attributed to equation (13) in [61].
Proof. First of all, we employ the symmetry relation
Ψ(x, λ)∗ = σ2Ψ(x, λ) σ2
to derive the structure of the auxiliary matrix function
K
up(x, y) =
(
Kup1 (x, y) −Kup2 (x, y)∗
Kup2 (x, y) K
up
1 (x, y)
∗
)
, (2.19a)
where Kup1 (x, y) and K
up
2 (x, y) are scalar functions. Because of the same symmetry, we
also have
H
up(x) =
(
Hup1 (x) −Hup2 (x)∗
Hup2 (x) H
up
1 (x)
∗
)
, (2.19b)
where Hup1 (x) and H
up
2 (x) are scalar functions. Substituting (2.18) into (2.13) we get
D(x)
{
H
up(x)eiλxσ3 +
∫ ∞
x
dξKup(x, ξ)eiλξσ3
}
10
= eiλxσ3 −
∫ ∞
x
dξ e−iλ(ξ−x)σ3D′(ξ)Hup(ξ)eiλξσ3
−
∫ ∞
x
dξ e−iλ(ξ−ζ)σ3D′(ξ)
∫ ∞
ξ
dζKup(ξ, ζ)eiλζσ3.
Letting
He(x) =
1
2
{
D′(x)Hup(x) + σ3D′(x)H
up(x) σ3
}
,
and splitting the integrand of the last integral term into diagonal and off-diagonal parts,
we obtain
D(x)
∫ ∞
x
dξKup(x, ξ) eiλξσ3 =
{
I2 −He(x) −D(x)Hup(x)
}
eiλxσ3
− 14
∫ ∞
x
dξ
[
D′
(
ξ+x
2
)
H
up
(
ξ+x
2
)
− σ3D′
(
ξ+x
2
)
H
up
(
ξ+x
2
)
σ3
]
eiλξσ3
− 12
∫ ∞
x
dζ
∫ ∞
x
dξ
[
D′(ξ)Kup(ξ, ζ + ξ − x) + σ3D′(ξ)Kup(ξ, ζ + ξ − x)σ3
]
eiλζσ3
− 12
∫ ∞
x
dζ
∫ ζ+x
2
x
dξ
[
D′(ξ)Kup(ξ, ζ + x− ξ)− σ3D′(ξ)Kup(ξ, ζ + x− ξ)σ3
]
eiλζσ3 .
ChoosingHup(x) such that the nonintegral terms in the right-hand side cancel each other
and stripping off the Fourier transform, we get for y ≥ x the integral equation
D(x)Kup(x, y) =− 14
[
D′
(
x+y
2
)
H
up
(
x+y
2
)− σ3D′ (x+y2 ) Hup (x+y2 ) σ3]
− 12
∫ ∞
x
dξ
[
D′(ξ)Kup(ξ, y + ξ − x) + σ3D′(ξ)Kup(ξ, y + ξ − x)σ3
]
− 12
∫ x+y
2
x
dξ [D′(ξ)Kup(ξ, y + x− ξ)− σ3D′(ξ)Kup(ξ, y + x− ξ)σ3] . (2.20)
Using Gronwall’s inequality it can be proved in a standard way [1, 58, 22] that (2.20) has
a unique solution Kup(x, y) satisfying∫ ∞
x
dξ ‖Kup(x, ξ)‖ ≤
(
1
2
√
1 +m3(x)
∫ ∞
x
dξ ‖D′(ξ)Hup(ξ)‖
)
e2
∫∞
z
dξ ‖m′(ξ)‖ .

Analogously we have the following
Proposition 2.4 There exists an auxiliary matrix function Kdn(x, y) such that
Φ(x, λ) =Hdn(x)eiλxσ3 +
∫ x
−∞
dξKdn(x, ξ)eiλξσ3 , (2.21)
where Hdn(x) is a matrix function satisfying Hdn(x) = σ2H
dn(x)∗ σ2 and H
dn(x) → I2
as x→ −∞, and ∫ x−∞ dξ ‖Kdn(x, ξ)‖ converges uniformly in x ∈ R.
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We omit the details of the proof because it is analogous to the proof of Proposition 2.3.
We only remark that, because of the symmetry relation Φ(x, λ)∗ = σ2Φ(x, λ) σ2, the
auxiliary matrix has the following structure
K
dn(x, y) =
(
Kdn1 (x, y)
∗ Kdn2 (x, y)
−Kdn2 (x, y)∗ Kdn1 (x, y)
)
, (2.22a)
where Kdn1 (x, y) and K
dn
2 (x, y) are scalar functions. Because of the same symmetry, we
also have
H
dn(x) =
(
Hdn1 (x)
∗ Hdn2 (x)
−Hdn2 (x)∗ Hdn1 (x)
)
, (2.22b)
where Hdn1 (x) and H
dn
2 (x) are scalar functions. Finally we can prove the following:
Theorem 2.5 Suppose that
1) m0(x) =m(x)− e3 has its entries in L1(R);
2) m(x) · σ has an almost everywhere existing derivative m′(x) · σ with respect to x
which has its entries in L1(R) (Assumption 1.1);
3) m3(x) > −1 for all x ∈ R (Assumption 1.2).
Then the functions e−iλx ψ(x, λ) and eiλx φ(x, λ), which are analytic in λ ∈ C+ and con-
tinuous in λ ∈ C+∪R (see Proposition 2.1), have a finite limit as λ→∞ from within the
closure of C+. Analogously, the functions eiλx ψ(x, λ) and e−iλx φ(x, λ), which are analytic
in λ ∈ C− and continuous in λ ∈ C− ∪ R (see Proposition 2.1), admit a finite limit as
λ → ∞ from within the closure of C−. Moreover, the coefficient τ(λ) has a finite limit
when λ → ∞ from within C+ while ̺(λ) may not admit analytical continuation outside
the real line and ̺(λ)→ 0 when λ→ ±∞.
Proof. We give the proof only for the Faddeev functions e−iλxψup(x, λ), e−iλxψdn(x, λ),
eiλxφup(x, λ) and eiλxφdn(x, λ), because the proof for the other Faddeev functions proceeds
in the same way. Under the hypothesis 2), the Jost matrices satisfy equations (2.13) and
(2.16). Separating the two columns of Ψ(x, λ) and Φ(x, λ) in (2.13) and (2.16), we have[
D(x)e−iλxψ(x, λ)
]up
= 1−
∫ ∞
x
dξ
[
D′(ξ)e−iλξψ(ξ, λ)
]up
, (2.23a)[
D(x)e−iλxψ(x, λ)
]dn
= −
∫ ∞
x
dξ e2iλ(ξ−x)
[
D′(ξ)e−iλξψ(ξ, λ)
]dn
, (2.23b)
as well as [
D(x)eiλxφ(x, λ)
]up
=
∫ x
−∞
dξ e2iλ(x−ξ)
[
D′(ξ)eiλξφ(ξ, λ)
]up
, (2.24a)
[
D(x)eiλxφ(x, λ)
]dn
= 1 +
∫ x
−∞
dξ
[
D′(ξ)eiλξφ(ξ, λ)
]dn
. (2.24b)
Taking the limit as x→ −∞ and using (2.4) we get
τ(λ) = 1−
∫ ∞
−∞
dξ
[
D′(ξ)e−iλξψ(ξ, λ)
]up
, (2.25a)
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̺(λ)∗ = −
∫ ∞
−∞
dξ e2iλξ
[
D′(ξ)e−iλξψ(ξ, λ)
]dn
, (2.25b)
where we have used that D(x)→ I2 as x→ −∞. In the same way we derive
̺(λ) =
∫ ∞
−∞
dξ e−2iλξ
[
D′(ξ) eiλξ φ(ξ, λ)
]up
, (2.26a)
τ(λ)∗ = 1 +
∫ ∞
−∞
dξ
[
D′(ξ) eiλξ φ(ξ, λ)
]dn
. (2.26b)
From (2.1a) and (2.1c), via (2.18), it is immediate to see that
τ(λ)→ 1−
∫ ∞
−∞
dξ
(
1 0
)
D′(ξ)Hup(ξ)
(
1
0
)
, asλ→∞ from within C+ ,
and ̺(λ)→ 0 as λ→ ±∞. Note that the limit of τ(λ) as |λ| → ∞ is a complex number
of modulus 1. 
2.2 Scattering data
In this subsection, for the sake of completeness, we introduce the scattering matrix and
the scattering coefficients.
From now on, we assume that the coefficient τ(λ) introduced in the preceding section
is such that τ(λ) 6= 0 for all λ ∈ R, i.e. there are no spectral singularities. We can write
the identity (2.4) as the following Riemann-Hilbert problems:
(
φ(x, λ) ψ(x, λ)
)
=
(
ψ(x, λ) φ(x, λ)
)
1
τ(λ)
−̺(λ)
τ(λ)
−̺(λ)∗
τ(λ)
1
τ(λ)
 , (2.27a)
(
ψ(x, λ) φ(x, λ)
)
=
(
φ(x, λ) ψ(x, λ)
)
1
τ(λ)∗
̺(λ)
τ(λ)∗
̺(λ)∗
τ(λ)∗
1
τ(λ)∗
 . (2.27b)
Putting F−(x, λ) =
(
φ(x, λ) ψ(x, λ)
)
and F+(x, λ) =
(
ψ(x, λ) φ(x, λ)
)
, we obtain the
Riemann-Hilbert problem
F−(x, λ) = F+(x, λ) σ3 S(λ) σ3 , (2.28)
where the scattering matrix S(λ) is
S(λ) =
(
T (λ) R(λ)
L(λ) T (λ)
)
.
In other words,
T (λ) =
1
τ(λ)
, R(λ) =
̺(λ)
τ(λ)
, L(λ) =
̺(λ)∗
τ(λ)
. (2.29)
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We call T , R, and L the transmission coefficient, the reflection coefficient from the right,
and the reflection coefficient from the left, respectively. Equations (2.27) then imply that
S(λ)† = σ3 S(λ)−1 σ3 , λ ∈ R .
Thus S(λ) is σ3-unitary and (recalling that |τ |2 + |̺|2 = 1) has determinant τ(λ)∗/τ(λ).
Also, S(λ) → e−iα I2 as λ → ±∞ for a suitable complex number e−iα of modulus 1. We
easily derive the Fourier representations
F+(x, λ)e
−iλxσ3 =
(
Hup1 (x) H
dn
2 (x)
Hup2 (x) H
dn
1 (x)
)
+
∫ ∞
0
dξ eiλ ξ
(
Kup1 (x, x+ ξ) K
dn
2 (x, x− ξ)
Kup2 (x, x+ ξ) K
dn
1 (x, x− ξ)
)
, (2.30a)
F−(x, λ)e−iλxσ3 =
(
Hdn1 (x)
∗ −Hup2 (x)∗
−Hdn2 (x)∗ Hup1 (x)∗
)
+
∫ ∞
0
dξ e−iλ ξ
(
Kdn1 (x, x− ξ)∗ −Kup2 (x, x+ ξ)∗
−Kdn2 (x, x− ξ)∗ Kup1 (x, x+ ξ)∗
)
, (2.30b)
where∫ ∞
0
dξ
[
|Kup1 (x, x+ ξ)|+ |Kup2 (x, x+ ξ)|+ |Kdn1 (x, x− ξ)|+ |Kdn2 (x, x− ξ)|
]
converges uniformly in x ∈ R.
The scattering data associated with the first of equation (1.3) are:
1. one of the reflection coefficients;
2. the poles of the transmission coefficient T (λ) (or of T (λ∗)∗); we call such poles the
discrete eigenvalues in the upper half-plane C+ (or in the lower half-plane C−) and
denote them by iaj (or by −ia∗j ) for j = 1, . . . , n, with Re(aj) > 0;
3. a set of constants cj (cj) for j = 1, . . . , n associated to the discrete eigenvalues iaj
(−ia∗j ) j = 1, . . . , n in the upper half-plane (lower half-plane); these constants are
called the norming constants.
It is well-known that if there are no spectral singularities, then the number of discrete
eigenvalues is finite [25]. It is crucial to observe that, in general, the poles of the trans-
mission coefficient T (λ) are not necessarily simple and may have multiplicity larger than
one. However, for the sake of simplicity, unless explicitly indicated differently, here and
thereafter in Section 2 we assume that each pole of the transmission coefficient has multi-
plicity equal to one, as this is not restrictive when proving the symmetry of the norming
constants (see Proposition 2.6). The same relations can be established when the mul-
tiplicity is greater than one by following the procedure illustrated in [20]. The way to
construct the norming constants is standard (see [2, 13, 25]).
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Let us assume that there are finitely many poles ia1, . . . , ian of the transmission coef-
ficient T (λ) in the upper half-plane C+, all of which are assumed to be simple. Following
[2, 13, 25], we let θj stand for the residue of T (λ) at λ = iaj , i.e.
θj = Res
λ=iaj
(T (λ)) = lim
λ→iaj
(λ− iaj) T (λ)
= lim
λ→iaj
λ− iaj
τ(λ)− τ(iaj) =
(
dτ
dλ
∣∣∣∣
λ=iaj
)−1
. (2.31)
We then introduce the norming constants cj such that
θj φ(x, iaj) = i cj ψ(x, iaj), j = 1, 2, . . . , n. (2.32a)
By the same token, T (λ∗)∗ has the simple poles −ia∗1, . . . ,−ia∗n in C−, all of them simple.
The corresponding norming constants cj are defined by
θ∗j φ(x,−ia∗j ) = −i cj ψ(x,−ia∗j ), j = 1, 2, . . . , n. (2.32b)
The next proposition shows how the norming constants introduced in the upper half-plane
are related to those defined in the lower half-plane.
Proposition 2.6 The norming constants satisfy the following relations:
cj = −(cj)∗ .
Proof. By applying the triangular representations to (2.32a) and (2.32b) we get the
pair of equalities
θj
{(
Hdn2 (x)
Hdn1 (x)
)
+
∫ ∞
0
dξ e−ajξ
(
Kdn2 (x, x− ξ)
Kdn1 (x, x− ξ)
)}
= icj
{(
H
up
1 (x)
H
up
2 (x)
)
+
∫ ∞
0
dξ
(
K
up
1 (x, x+ ξ)
K
up
2 (x, x+ ξ)
)}
,
θ∗j
{(
Hdn1 (x)
∗
−Hdn2 (x)∗
)
+
∫ ∞
0
dξ e−a
∗
j ξ
(
Kdn1 (x, x− ξ)∗
−Kdn2 (x, x− ξ)∗
)}
= −icj
{(−Hup2 (x)∗
H
up
1 (x)
∗
)
+
∫ ∞
0
dξ e−a
∗
j
ξ
(−Kup2 (x, x+ ξ)∗
K
up
1 (x, x+ ξ)
∗
)}
.
Taking the complex conjugate of the first equation and premultiplying the result by
( 0 1−1 0 ), we obtain the second equation, provided cj = −(cj)∗. 
2.3 Marchenko equations
In this subsection we formulate the Marchenko integral equations and establish the con-
nection between the solutions of these equations and the solution of the initial value
problem (1.4). We refer the reader to the Appendix A for the details on the derivation of
(2.37).
In order to derive the Marchenko equations we need to the following
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Proposition 2.7 Suppose that Assumptions 1.1 and 1.2 hold, and suppose that there are
no spectral singularities. Then there exist functions Rˆ and Lˆ in L1(R) such that
R(λ) =
∫ ∞
−∞
dξ e−iλ ξ Rˆ(ξ) , L(λ) =
∫ ∞
−∞
dξ eiλ ξ Lˆ(ξ) . (2.33)
Proof. Let B = {F (λ) = c + ∫∞−∞ dξ eiλξ f(ξ) : c ∈ C, f ∈ L1(R)} denote the
complex Banach algebra with norm ‖F‖ = |c| + ‖f‖1 . By the Gelfand theory (see
Chapter 11 in [53]), the invertible elements of B are those F (λ) for which c 6= 0 and
c+
∫∞
−∞ dξ e
iλξ f(ξ) 6= 0 for all λ ∈ R. In fact, in this case
F−1(λ) =
1
c
+
∫ ∞
−∞
dξ eiλξ g(ξ)
for a suitable g ∈ L1(R). Using (2.26) and (2.21) we have
̺(λ) =
∫ ∞
−∞
dξ e−2iλξ
[
D′(ξ)
{
H
dn(ξ)e−iλξσ3 +
∫ ξ
−∞
dζKdn(ξ, ζ)e−iλζσ3
}(
1
0
)]up
,
τ(λ) = 1 +
∫ ∞
−∞
dξ
[
D′(ξ)
{
H
dn(ξ)e−iλξσ3 +
∫ ξ
−∞
dζKdn(ξ, ζ)e−iλζσ3
}(
1
0
)]dn
,
where
∫ x
−∞ dξ‖Kdn(x, ξ)‖ converges uniformly in x ∈ R,Hdn(x) ∈ SU(2), and the entries
of D′(x) belong to L1(R). Hence, ̺(λ) and τ(λ) are in B. Since there are no spectral
singularities, the transition coefficient τ(λ) is an invertible element of B. The algebra
properties of B then imply that R(λ) = ̺(λ)
τ(λ)
belongs to B. Analogously, we can prove
that ̺(λ)∗ is in B and then also L(λ) = ̺(λ)
∗
τ(λ)
belongs to B. 
We have the following
Theorem 2.8 The auxiliary function Kup(x, y) which appears in (2.18) has to satisfy
the following integral Marchenko equations.
K
up(x, y) +Hup(x)Ω(x+ y) +
∫ ∞
x
dξKup(x, ξ)Ω(ξ + y) = 02×2, (2.34)
where
Ω(x) =
(
0 Ω(x)
−Ω(x)∗ 0
)
, with Ω(x) = Rˆ(x) +
n∑
j=1
cj e
−ajx , (2.35)
and Rˆ(x) is the Fourier transform of the reflection coefficient (see (2.33)).
We give the proof in Appendix A. The analogous Marchenko equations satisfied by the
auxiliary function Kdn(x, y), which appear in (2.21), are given in Appendix A (see equa-
tion (A.2)). The generalization of formula (2.35) to the case of poles with multiplicity
larger than one is given in Section 3 (see formula (3.1)).
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Recall that Hup(x) ∈ SU(2). By setting
K
up(x, y) =Hup(x)L(x, y) , (2.36)
we can convert (2.34) into the (“usual”) Marchenko integral equation:
L(x, y) +Ω(x+ y) +
∫ ∞
x
dξL(x, ξ)Ω(ξ + y) = 02×2. (2.37)
By following the same proof as in the focusing AKNS case [20, 58], we find that equa-
tion (2.37) is uniquely solvable on the space L1(x,+∞)2×2. Before proceeding further,
we observe here that, by setting Kdn(x, y) = Hdn(x)L(x, y) (see (A.3)), an analogous
Marchenko integral equation can be obtained for L(x, y) (see (A.4)), as illustrated at the
end of Appendix A.
For later convenience let us introduce the following notations
K˜(x) =
∫ ∞
x
dξKup(x, ξ) , L˜(x) =
∫ ∞
x
dξL(x, ξ) , (2.38)
where Kup(x, y) and L(x, y) satisfy the Marchenko integral equations (2.34) and (2.37),
respectively. Using (2.6a) and the asymptotic relation (2.1a), we get from the triangular
representation (2.18)
I2 = Ψ(x, 0) =H
up(x) + K˜(x) =Hup(x)
[
I2 + L˜(x)
]
, (2.39a)
where
L˜(x) =Hup(x)−1 K˜(x) . (2.39b)
Moreover, using (2.19) and (2.39), we observe that[
I2 + L˜(x)
]−1
=
[
I2 + L˜(x)
]†
=
[
I2 + L˜
†
(x)
]
, (2.40)
thus the structure of L˜ is
L˜(x) =
(
L˜1(x) −L˜2(x)∗
L˜2(x) L˜1(x)
∗
)
. (2.41)
The relation between the Marchenko integral equation and the solution of equation
(1.2) is immediately clarified by the following
Proposition 2.9 The solutions of the initial value problem (1.4) are expressed in terms
of the solutions of the Marchenko equations as:
m(x) · σ =Hup(x) σ3 Hup(x)−1 =
[
I2 + L˜(x)
†]
σ3
[
I2 + L˜(x)
]
. (2.42)
Proof. Suppose first that in addition to the Assumptions 1.1 and 1.2, we also have
that m′′(x) exists almost everywhere and has its entries in L1(R). Then, it is easy to
verify that ∫ ∞
x
dξ
{∥∥∥∥∂K∂x up(x, ξ)
∥∥∥∥+ ∥∥∥∥∂K∂ξ up(x, ξ)
∥∥∥∥} < +∞, (2.43)
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uniformly in x ≥ x0 for all x0 ∈ R. Applying integration by parts to (2.18) to remove
factors λ in front of Fourier integral terms and using (2.2a), we get
02×2 =
∂Ψ
∂x
(x, λ)− iλ(m(x) · σ)Ψ(x, λ)
= iλ
{
H
up(x)σ3 − (m(x) · σ)Hup(x)
}
eiλxσ3
+
{
dH
dx
up
(x)−Kup(x, x) + (m(x) · σ)Kup(x, x)σ3
}
eiλxσ3
+
∫ ∞
x
dξ
{
∂K
∂x
up
(x, ξ) + (m(x) · σ)∂K
∂ξ
up
(x, ξ)σ3
}
eiλxσ3 ,
where the integral vanishes as λ→ ±∞. Dividing the above expression by iλeiλxσ3 , taking
the limit as λ→ ±∞, and using (2.40), we arrive at equation (2.42). In order to extend
this proposition tom(x) satisfying solely Assumptions 1.1 and 1.2, it suffices to construct
a sequence {mn(x)}, whose elements mn(x) satisfy the additional assumption, namely
m
′′
n(x) exists almost everywhere and has its entries in L
1(R) for all n. For all mn(x), we
also define the corresponding matrix function Hupn (x) by means of the same construction
as in Proposition 2.3. By requiring that ‖m(x)−mn(x)‖1+ ‖m′(x)−m′n(x)‖1 vanishes
as n approaches ∞, we obtain that mn(x) and Hupn (x) converge pointwise to m(x) and
H
up(x), respectively. This concludes the proof. 
We conclude this section by observing that the equation analogous to (2.42) (see equa-
tion (A.7)), relating the solution of the initial value problem (1.2) to the solution of the
Marchenko integral equation for L(x, y) (see (A.4)), is given in Appendix A.
2.4 Time evolution of the scattering data
In this subsection we derive the time evolution of the scattering data. In doing so we
correct typos resulting in sign errors in the time factors e±4iλ
2t in [56, 61]. We shall arrive
at the same time evolution as for the NLS equation.
Recall the Lax pair (A,B) is given by (1.3). Suppose that V (x, t;λ) is a nonsingular
2× 2 matrix function satisfying
Vx = A V, Vt = B V ,
where V need not be one of the Jost matrices. Then there exist two invertible matrices
UΨ and UΦ, depending on (t, λ) but not on x, such that Ψ = V U
−1
Ψ and Φ = V U
−1
Φ .
Then
Ψt = Vt U
−1
Ψ − V U−1Ψ [UΨ]t U−1Ψ = B V U−1Ψ − V U−1Ψ [UΨ]t U−1Ψ
= BΨ−Ψ [UΨ]t U−1Ψ ,
implying
[UΨ]t U
−1
Ψ = Ψ
−1
BΨ−Ψ−1Ψt. (2.44a)
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Analogously, for the other Jost matrix Φ(x, λ) we get
[UΦ]t U
−1
Φ = Φ
−1
BΦ− Φ−1Φt. (2.44b)
Here the left-hand side does not depend on x, whereas the right-hand side only seemingly
depends on x. We may therefore allow x to tend to +∞ without losing the validity of
(2.44a), as well as to −∞ without losing the validity of (2.44b). Since B ≃ −2i λ2 σ3 and
Ψ ≃ eiλxσ3 as x→ +∞, from (2.44a) we obtain
[UΨ]t U
−1
Ψ = −2i λ2 σ3. (2.45a)
Similarly, for the other Jost matrix Φ(x, λ) we get
[UΦ]t U
−1
Φ = −2i λ2 σ3. (2.45b)
From (2.4), for the transmission coefficient we get
T t =
(
Φ−1Ψ
)
t
= Φ−1Ψt − Φ−1 Φt Φ−1Ψ
= Φ−1
(
BΨ−Ψ[UΨ]t U−1Ψ
)
− Φ−1
(
B Φ− Φ [UΦ]t U−1Φ
)
Φ−1Ψ
= Φ−1BΨ− T [UΨ]t U−1Ψ − Φ−1BΨ+ [UΦ]t U−1Φ T
= 2i λ2
(
Tσ3 − σ3 T
)
,
so that
T (λ, t) = e−2i λ
2 tσ3 T (λ, 0) e2i λ
2 tσ3 . (2.46)
Consequently, τ(λ) and T (λ) do not depend on t, whereas
R(λ, t) = e−4iλ
2tR(λ, 0), L(λ, t) = e4iλ
2t L(λ, 0) . (2.47)
Differentiating (2.32a) with respect to t we obtain
θj φt(x, iaj) = icj ψt(x, iaj) + i[cj ]t ψ(x, iaj) .
Using (2.44) and (2.45), we get
θj
{
B(iaj)φ(x, iaj)− 2ia2j φ(x, iaj)
}
=i cj
{
B(iaj)ψ(x, iaj) + 2ia
2
j ψ(x, iaj)
}
+ i[cj]t ψ(x, iaj) .
Using (2.32a) again we obtain
[cj ]t = −4 i a2j cj .
Remembering that cj = −c∗j (see Proposition 2.6), finally we obtain the time evolution of
the norming constants
cj(t) = e
−4ia2j t cj(0) , cj(t) = e
4ia∗j
2t cj(0). (2.48)
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2.5 Inverse scattering transform
Having presented the direct scattering problem (consisting in the construction of the scat-
tering data when m(x, 0) is known), the inverse scattering problem (amounting to the
construction of m(x) when the scattering data are given) and the time evolution of the
scattering data associated to the first of equation (1.3), we can discuss how the IST allows
us to obtain the solution to the initial value problem for (1.2).
Using the initial condition m(x, 0) as a potential in the system (1.4), we develop the
direct scattering theory as shown above and build the scattering data. Successively, let
the initial scattering data evolve in time in agreement with equation (2.46)-(2.48). The
solution of the Heisenberg equation is then obtained by solving the Marchenko equation
(2.37) where the kernel Ω(x) is replaced by Ω(x; t) (i.e. taking into account (2.46), (2.47),
and (2.48)), and then using relation (2.42).
2.6 Gauge transformation.
In [61] the authors proved the existence of a gauge transformation which allows one to pass
from the solutions of the Heisenberg ferromagnet equation to those of the NLS equations.
Here we show that this transformation is determined by the matrix Hup(x) (Hdn(x))
introduced in the triangular representation (2.18) ((2.21)). For the sake of brevity and
simplicity, in this subsection we omit the time dependence.
It is well known [60, 1, 58] that the triangular representation for the Jost solutions
of the Zakharov-Shabat system, namely the scattering problem associated to the NLS
equation, takes the form
ΨZS(x, λ) = e
iλxσ3 +
∫ ∞
x
dξLupZS(x, ξ) e
iλξσ3 , (2.49a)
ΦZS(x, λ) = e
iλxσ3 +
∫ x
−∞
dξLdnZS(x, ξ) e
iλξσ3 . (2.49b)
for certain kernels LupZS, L
dn
ZS. Comparing (2.49a) to (2.18), and (2.49b) to (2.21), and
using (2.38) and (2.39), as well as (2.22) and (2.36), we get the following relation
ΨZS(x, λ) =H
up(x)−1Ψ(x, λ) , ΦZS(x, λ) =H
dn(x)
−1
Φ(x, λ) , (2.50a)
where ΨZS(x, λ), ΦZS(x, λ) are the Jost matrices of the Zakharov-Sahabat system, Ψ(x, λ),
Φ(x, λ) are the Jost matrices of the scattering problem (1.3) associated to the Heisenberg
ferromagnet equation (1.2), and
H
up(x) =
[
I2 +
∫ ∞
x
dξLupZS(x, ξ)
]−1
, (2.50b)
H
dn(x) =
[
I2 +
∫ x
−∞
dξLdnZS(x, ξ)
]−1
. (2.50c)
We have the following:
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Theorem 2.10 The solutions of the initial value problem (1.4) are expressed in terms of
the Jost solutions of the Zakharov-Shabat system as:
m(x) · σ = Ψ−1ZS(x, 0) σ3ΨZS(x, 0) = Φ−1ZS(x, 0) σ3ΦZS(x, 0) . (2.51)
Proof. We give the proof only for the first of (2.51) because the proof of the second
one is very similar. By using (2.50) and (2.42), we immediately get:
Ψ−1ZS(x, 0) σ3ΨZS(x, 0) =
[
H
up(x)−1Ψ(x, 0)
]−1
σ3
[
H
up(x)−1Ψ(x, 0)
]
= Ψ(x, 0)−1Hup(x) σ3H
up(x)−1Ψ(x, 0)
= Ψ(x, 0)−1m(x) · σΨ(x, 0) =m(x) · σ ,
because Ψ(x, 0) = I2. 
Finally, we observe that, in principle, equation (2.51) can be used to generate solutions
of (1.2). However, for the reasons discussed in the Introduction, we prefer to follow the
approach based on the matrix triplet which allows to get an explicit and general multi-
soliton solution formula.
3 Matrix triplet method
In this section we construct an explicit soliton solution formula for equation (1.2). To
this aim, we apply the matrix triplet technique, successfully used in [4, 19, 5, 23, 21].
Furthermore, we use this method to get explicit expressions for the Jost solutions in the
reflectionless case when the corresponding scattering data are specified.
3.1 Explicit soliton solutions for equation (1.2)
We want to restrict ourselves to the case R(λ) = 0. In this case the expression for Ω(x; 0)
is given by (2.35) putting in it Rˆ = 0. In particular, we can treat the situation where
the discrete eigenvalues are not necessarily simple [20] by generalizing formula (2.35) as
follows
Ω(x; t) =
n∑
j=1
nj−1∑
k=0
cjk(t)
xk
k!
e−ajx . (3.1)
In (3.1), n is the number of discrete eigenvalues {iaj}nj=1, namely the poles of the trans-
mission coefficient T (λ) in C+ (thus, satisfying Re(aj) > 0); the quantities aj are obtained
by multiplying the discrete eigenvalues by −i; nj is the algebraic multiplicity of iaj ; and
{cjk(t)}nj−1k=0 , for all j = 1, 2, ..., n, are the (time-dependent) norming constants corre-
sponding to iaj , evolving in time according to (2.48).
To recover the solution of (1.4) we follow the three steps indicated below.
a. Suppose that the scattering data, namely the discrete eigenvalues and the corre-
sponding norming constants,
{iaj}nj=1 and
{
{cjk(t)}nj−1k=0
}n
j=1
,
21
are given. Then, we construct Ω(x) as in (2.35) and we let it evolve in time using
(3.1):
Ω(x; t) =
(
0 Ω(x; t)
−Ω(x; t)∗ 0
)
. (3.2)
b. We solve the Marchenko integral equation (2.37):
L(x, y; t) +Ω(x+ y; t) +
∫ ∞
x
dξL(x, ξ; t)Ω(ξ + y; t) = 02×2 .
where ξ > x and the kernel Ω(x, y) is given in (3.2).
c. We construct the potential m(x; t) by using formula(2.42):
m(x; t) · σ =
[
I2 + L˜
†
(x; t)
]
σ3
[
I2 + L˜(x; t)
]
, (3.3)
where L˜(x) =
∫∞
x
dξL(x, ξ).
Let us follow the above procedure (an analogous procedure can be developed with the
kernel Ω, as per in (A.2b), and solving the Marchenko equation (A.4) for L). We start
by disregarding the time dependence (e.g. we construct Ω(x) assuming no dependence
on the time). We will subsequently show how to take the time dependence into account.
It is well known [24, 58] that it is possible to factorize a matrix function which is
in the form (3.2) with (3.1) by using a suitable triplet of matrices. More precisely, let
n¯ =
∑n
j=1 nj , and suppose (A,B, C) is a matrix triplet such that all the eigenvalues of the
2n¯× 2n¯ matrix A have positive real parts, B is 2n¯× 2, and C is 2× 2n¯. We then set
Ω(x) =
(
0 Ω(x)
−Ω(x)∗ 0
)
def
= C e−xA B . (3.4a)
Alternatively, equation (3.4a) can be written by setting
Ω(x) =
n∑
j=1
nj−1∑
k=0
cjk
xk
k!
e−ajx = C e−xAB , (3.4b)
with
A =
(
A 0n¯×n¯
0n¯×n¯ A†
)
, B =
(
0n¯×1 B
−C† 0n¯×1
)
, C =
(
C 01×n¯
01×n¯ B†
)
. (3.4c)
Here A is an n¯×n¯matrix whose n eigenvalues {aj}nj=1 are obtained from the poles {iaj}nj=1
of the transmission coefficient T (λ) (namely the discrete eigenvalues) by multiplication by
a factor −i (we shall see a proof of this fact in Subsection 3.2); B is a n¯×1 matrix; and C
is a 1× n¯ matrix. Furthermore, we assume that the triplet (A,B,C) is a minimal triplet
in the sense that the matrix order of A is minimal among all triplets representing the same
Marchenko kernel by means of (3.4) [24, 58]. As the discrete eigenvalues {iaj}nj=1 belong
to the upper half-plane C+, we have Re(aj) > 0 for all j, namely all the eigenvalues of the
matrix A have positive real parts: this fact is necessary in order to assure the convergence
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of the integrals in (3.6f). Moreover, we recall that the minimality of the triplet (A,B,C)
entails that the geometric multiplicity of the eigenvalues of A be one [4].
In particular, it is worth observing here that it is not restrictive (in fact, it is the
typical choice) to set the triplet (A,B,C) as follows [58]:
An¯×n¯ =

A1 0 · · · 0
0 A2 · · · 0
...
...
. . .
...
0 0 · · · An
 , Bn¯×1 =

B1
B2
...
Bn
 , C1×n¯ = (C1 C2 · · · Cn) , (3.5a)
where A is in Jordan canonical form, with Aj being the Jordan block of dimension nj×nj
corresponding to the discrete eigenvalue iaj ,
Aj =

aj if nj = 1( aj 1 0 0
0 · · 0
0 0 · 1
0 0 0 aj
)
if nj > 1 ;
(3.5b)
Bj is a column vector of dimension nj , typically chosen to be a vector of ones; and Cj is
a row vector of dimension nj, typically chosen to be the vector of the norming constants
corresponding to the discrete eigenvalue iaj ,
Cj =
(
cj,0 cj,1 · · · cj,nj−1
)
, (3.5c)
so that the elements of C are chosen to be the n¯ norming constants
{
{cjk}nj−1k=0
}n
j=1
. Note
that, due to the minimality, if the triplet (A,B,C) is set as in (3.5), then A features no
repeated blocks on the main diagonal.
Howbeit, in the present Section 3 we make no specific choice for (A,B,C), and we
assume the matrix triplet to be as generic as possible, save for the conditions dictated by
the minimality and the positiveness of the real part of the eigenvalues. Special choices,
corresponding to different classes of soliton solutions, will be discussed in Section 4.
In view of the following, we also introduce the matrix P, which is the unique solution
of the Sylvester equation
AP + P A = B C , (3.6a)
namely
P =
∫ ∞
0
dξ e−ξA B C e−ξA. (3.6b)
Note that it is also possible to write P as
P =
(
0n¯×n¯ N
−Q 0n¯×n¯
)
, (3.6c)
where N and Q solve the Lyapunov matrix equations
A†Q +QA = C†C , (3.6d)
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AN +N A† = BB† , (3.6e)
that is
N =
∫ ∞
0
dξ e−ξ ABB† e−ξ A
†
, Q =
∫ ∞
0
dξ e−ξ A
†
C† C e−ξ A. (3.6f)
By the minimality of the triplet (A,B,C) [58, Sec.4.1], we see that N and Q are positive
Hermitian matrices. Thus P is invertible and
P−1 =
(
0n¯×n¯ −Q−1
N−1 0n¯×n¯
)
. (3.6g)
Now we are ready to express the solution L(x, y) of the Marchenko integral equation
(2.37) in terms of the triplet (A,B, C) and of the matrix P. Indeed, by substituting the
expression of the kernel (3.4) into (2.37), we arrive at the following Marchenko equation
L(x, y) + C e−(x+y)A B +
∫ ∞
x
dξL(x, ξ) C e−(ξ+y)A B = 02×2. (3.7)
Equation (3.7) can be solved explicitly via separation of variables. In fact, looking for a
solution in the form
L(x, y) = −F (x)e−yAB,
after some straightforward calculations, we find
L(x, y) = −Ce−xA[I2n¯ + e−xAPe−xA]−1e−yAB, (3.8)
provided the inverse matrix exists for all x ∈ R.
Finally in order to reconstruct the solution of (1.4) we have to integrate (3.8) with
respect to y, obtaining the explicit formula
L˜(x) = −Ce−xA[I2n¯ + e−xAPe−xA]−1e−xAA−1 B. (3.9)
The right-hand side of (3.3) is now explicit and we can use such formula to recover the
components mj(x), j = 1, 2, 3, of the vector m(x).
Let us now introduce the dependence on the time t. In order to recover it, we have
to take into account the time evolution of the scattering data expressed by (2.46)-(2.48).
Then the (reflectionless) Marchenko kernels become:
Ω(x; t) =
n∑
j=1
nj−1∑
k=0
cjk(t)
xk
k!
e−ajx = C e−4itA
2
e−xAB , (3.10a)
Ω(x; t)∗ =
n∑
j=1
nj−1∑
k=0
c∗jk(t)
xk
k!
e−a
∗
j
x = B† e−xA
†
e4itA
†2tC† . (3.10b)
In other words, we may replace the matrix triplet (A,B,C) for the triplet (A,B,Ce−4itA
2
)
in a such way that (2.46), (2.47) and (2.48) are satisfied (A contains the discrete eigenval-
ues which are time independent and C the norming constants). Consequently, the explicit
right-hand side of (3.3) can be written as follows:
L˜(x; t) = −C(t) e−xA [I2n¯ + e−xAP(t)e−xA]−1 e−xAA−1 B(t) =
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= −C(t) [e2xA + P(t)]−1 A−1 B(t) , (3.11a)
where
B(t) =
(
0n¯×1 B
−
(
Ce−4itA
2
)†
0n¯×1
)
, C(t) =
(
Ce−4itA
2
01×n¯
01×n¯ B†
)
, (3.11b)
and
P(t) =
(
0n¯×n¯ N
−Q(t) 0n¯×n¯
)
, (3.11c)
with
Q(t) =
∫ ∞
0
dx e−xA
†
(
Ce−4itA
2
)†
Ce−4itA
2
e−xA, (3.11d)
satisfying
A†Q(t) +Q(t)A = (Ce−4itA
2
)†(Ce−4itA
2
). (3.11e)
It is worth observing that, if Q is the solution of the Lyapunov matrix equation (3.6d),
then
Q(t) = (e−4itA
2
)†Qe−4itA
2
. (3.11f)
Finally, after some algebra (see Appendix B), using (3.3) with (3.11) and (2.41), we
have an explicit expression for m(x; t) in terms of the elements of the matrix L˜(x, t):
m1(x; t) = −2Re
(
(1 + L˜1(x; t)) L˜2(x; t)
)
, (3.12a)
m2(x; t) = −2 Im
(
(1 + L˜1(x; t)) L˜2(x; t)
)
, (3.12b)
m3(x; t) = 2
∣∣∣1 + L˜1(x; t)∣∣∣2 − 1 . (3.12c)
From the conservation of the norm of the magnetization ‖m(x; t)‖ = 1, we immediately
get |1 + L˜1|2 + |L˜2|2 = 1. In fact, being a point on S2, the whole solution m(x, t) should
and can be described by solely two quantities, i.e., the norm of (1+ L˜1) and the argument
of (1 + L˜1) L˜2.
Further and more explicit expressions for the magnetization vector are provided in
Appendix B.
3.2 Reconstruction of the Jost solutions
By using the same notations introduced in the subsection above, let us compute the
Jost solution Ψ(x, λ) by substituting the solution of the Marchenko equation (2.34) (see
formula (3.8)) into (2.18). We get
Ψ(x, λ)e−iλxσ3 =Hup(x)−Hup(x) C e−xA [I2n¯ + e−xAP e−xA]−1 ∫ ∞
x
dξ e−ξABeiλ(ξ−x)σ3
=Hup(x)−Hup(x) C [P + e2xA]−1 ∫ ∞
0
dξ e−ξABeiλξσ3
=Hup(x)−Hup(x) C [P + e2xA]−1 D(λ),
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where
−AD(λ) + iλD(λ) σ3 = −B
has a unique solution (note that, if Λ(A) is the spectrum of A, then Λ(A)∩{iλ,−iλ} = ∅,
for λ ∈ R). Observing that (see (3.6))
Σ3 B + B σ3 = 02n¯×2 , Σ3A−AΣ3 = 02n¯×2n¯ ,
where
Σ3 = σ3 ⊗ In¯ =
(
In¯ 0n¯×n¯
0n¯×n¯ −In¯
)
,
we have
D(λ) =
∫ ∞
0
dξ e−ξA B eiλξσ3 =
∫ ∞
0
dξ e−ξAe−iλξΣ3 B =
∫ ∞
0
dξ e−ξA−iλξΣ3 B
= (iλΣ3 +A)−1 B = −i (λI2n¯ − iΣ3A)−1 Σ3 B = i (λI2n¯ − iΣ3A)−1 B σ3.
Consequently,
Ψ(x, λ)e−iλxσ3 =Hup(x)
[
I2 − i C
[P + e2xA]−1 (λI2n¯ − iΣ3A)−1 Bσ3] .
Taking the limit as x→ −∞, we obtain τ(λ) − limx→−∞ e2iλx̺(λ)
lim
x→−∞
e−2iλx̺(λ)∗ τ(λ)∗
 = I2 − i CP−1 (λI2n¯ − iΣ3A)−1 B σ3 , (3.13)
provided P is invertible. Equation (3.13) with (3.6) imply that ̺(λ) = 0 (reflectionless
case). Moreover, from (3.13), after some algebraic manipulation, we also find the following:
τ(λ) = 1− iCQ−1(λIn¯ + iA†)−1C†, (3.14a)
τ(λ)∗ = 1 + iB†N−1(λIn¯ − iA)−1B. (3.14b)
Taking complex conjugate transposes we get the alternative expressions
τ(λ) = 1− iB†(λIn¯ + iA†)−1N−1B, (3.14c)
τ(λ)∗ = 1 + iC(λIn¯ − iA)−1Q−1C†. (3.14d)
Thus τ(∞) = 1. Formulae (3.14) can be further simplified by means of the matrix
determinant lemma (obtainable from the Sherman-Morrison-Woodbury formula, see Sec.
2.1.3 of [30]), which states that, for a generic invertible (n¯× n¯) square matrix X and for
generic (n¯× 1) column vectors U , V , one has
det
(
X + U V †
)
=
(
1 + V †X−1 U
)
det (X) . (3.15)
Applying (3.15), via (3.6d) and (3.6e), to any of (3.14), we get
τ(λ) =
det(λIn¯ − iA)
det(λIn¯ + iA†)
. (3.16)
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This also proves that the discrete eigenvalues {iaj}nj=1 in C+ are exactly the eigenvalues
of iA. Finally, it is worth remarking that, in contrast to the triangular representations
in [56] and [61] (see formulae (13) and (17) in [61]), definitions (2.18) and (2.21) allowed
a direct and straightforward computation of the asymptotic behaviour for large λ of the
Jost solutions, as well as an explicit expression for the coefficient τ(λ).
4 Classes of soliton solutions
In the present section we discuss classes of soliton solutions of (1.2), as resulting from
the explicit formula (3.12) with (3.11). Moreover, we provide several numerical examples,
obtained by computing (on MATLAB R2017a) the terms L˜1 and L˜2 in (3.12) by means of
formulae (B.2a) and (B.2d) when x is large and negative, and formulae (B.2b) and (B.2e)
when x is large and positive.
An immediate classification of the soliton solutions of (1.2) can be obtained by con-
sidering the algebraic multiplicity of the eigenvalues of the matrix A in the matrix triplet
(A,B,C) in (3.4b). Propagating and stationary soliton solutions (the so-called magnetic-
droplet solitons, see [38]) are associated to algebraically simple eigenvalues of A. Multiple-
pole (or, more simply, multipole) soliton solutions are instead associated to eigenvalues
of A having algebraic multiplicity larger than one (i.e., degenerate eigenvalues). In the
following, we choose A to be in Jordan canonical form as in (3.5): single eigenvalues on the
main diagonal are associated to individual (stationary or propagating) solitons, whereas
Jordan blocks of algebraic multiplicity nj > 1 are associated to multipole solutions. No
blocks are repeated, as the geometric multiplicity of each eigenvalue is one due to the min-
imality of the triplet [4, 58]. As shown in 4.1, solitons propagate with a constant velocity
that is directly proportional to the imaginary part of the associated eigenvalue of A, so
that stationary solitons are associated to real eigenvalues. On the contrary, as illustrated
in Section 4.3, multipole solitons propagate with a velocity that changes logarithmically
in time [51, 55]. Finally, as shown in Section 4.2, oscillating (breather-like) solutions can
be considered as a subset of the multi-soliton solutions, and can be constructed by putting
two (or more) stationary or propagating solitons very near to each other.
4.1 One-soliton solution
In the context of the matrix triplet method, the one-soliton solution (already found in
[50, 57, 39, 56]) corresponds to the choice n = 1, n1 = 1 in (3.4) – so that n¯ = 1 – and it
can be obtained as follows. If we set the matrix triplet (A,B,C) as
A = (a) , B = (1) , and C = (c) ,
we get
N =
(
1
2Re(a)
)
, Q =
( |c|2
2Re(a)
)
, Q(t) =
(
|c|2 e−4 iRe(a2) t
2Re(a)
)
,
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and from (2.41) and (B.2) we have
L˜1 = − 2 |c|
2Re(a)
a∗
(
|c|2 + 4Re(a)2 e4Re(a) (x−4 Im(a) t)
) ,
L˜2 =
2 c∗Re(a) e2 a (x+2 i a t)
a∗
(
|c|2 + 4Re(a)2 e4Re(a) (x−4 Im(a) t)
) .
We observe that solely the modulus of c appears in L˜1. Then we set, without any loss of
generality,
a = p+ i q , p > 0 , and |c| = 2 p e2 p x0
for some x0 ∈ R. From (3.12), after some simple algebra, we obtain the celebrated
one-soliton solution, see [50, 57, 39, 56]:
m+(x, t) = 2
(p+ i q)− (p− i q) e4 p (x−4 q t−x0)
(p− i q)2 [1 + e4 p (x−4 q t−x0)]2 e
2 (p+i q) (x−4 q t)−2 p x0−i arg(c) e4 i (p
2+q2) t ,
(4.1a)
m3(x, t) = 1−
2 p2 sech2
(
2 p (x− 4 q t− x0)
)
p2 + q2
, (4.1b)
where m+(x, t) = m1(x, t) + im2(x, t). This solution describes a localized, coherent
configuration featuring a locally inverted magnetization whose point of minimum on e3
travels at the constant speed
v = 4 Im(a) = 4 q . (4.2a)
The minimum of m3 is
q2−p2
q2+p2
and is attained at x = 4 q t + x0. Furthermore, we observe
that, in the right-hand side of (4.1a), the exponent of the last exponential term is a phase
factor depending only on the time t. Consequently, the magnetic configuration described
by (4.1) features also a precession of constant frequency
ω = 4 |a|2 = 4 (p2 + q2) (4.2b)
on the (e1, e2) plane. Indeed, the constant speed v and the precession frequency ω,
depending only on the real and imaginary parts of the eigenvalue a, characterize entirely
the solution from the physical point of view. Moreover, by inverting (4.2a) and (4.2b),
p =
1
2
√
ω − v
2
4
, q =
v
4
, (4.2c)
we immediately obtain the condition for localization (see [38]),
ω ≥ 0 , |v| ≤ 2√ω . (4.2d)
It is worth observing that m3 6= −1 for all propagating (q 6= 0) soliton solutions. Sta-
tionary (q = 0) soliton solutions, for which m3 attains −1 at the minimum, can be safely
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constructed by considering the limit of a sequence of propagating soliton solutions asso-
ciated to a sequence of eigenvalues of the form aj = p + i qj, where qj 6= 0 for all j, and
qj → 0 as j →∞. Therefore, a real eigenvalue (q = 0) corresponds to a stationary (v = 0)
soliton.
On the other hand, the norming constant c can be used to give the initial (t = 0)
position x0 of the minimum of m3 and the initial phase ϕ0 on the (e1, e2) plane (namely,
the direction to which the magnetization points on the (e1, e2) plane at t = 0). It is not
difficult to see that, if one sets, without any loss of generality,
c ≡ c(p, q, x0, ϕ0) =

2 i p sign(q)
(
p+i q
p−i q
)
e2 (p+i q)x0−i ϕ0 if q 6= 0
2 p e2 p x0−i ϕ0 if q = 0 ,
(4.3)
then the one soliton solution (4.1) can be elegantly written in the following neat form(
m1(x, t)
m2(x, t)
)
=
1−m3(x, t)
p
(
cos β(x, t) − sin β(x, t)
sin β(x, t) cos β(x, t)
) (
q cosh κ(x, t)
p sinh κ(x, t)
)
, (4.4a)
m3(x, t) = 1− 2 p
2
p2 + q2
sech2κ(x, t) , (4.4b)
where p and q are given in (4.2c) and
κ(x, t) = 2 p (x− v t− x0) =
√
ω − v
2
4
(x− v t− x0) , (4.4c)
β(x, t) = ω t+
v
2
(x− v t− x0) + ϕ0 . (4.4d)
In Figure 1 we illustrate a propagating, one-soliton solution for the choice
v = 1 , ω = 2 , x0 = −4 , ϕ0 = 0 , entailing p =
√
7
4
, q = 1
4
, c = −7+i 3
√
7
8
e−2 (i+
√
7) .
4.2 Multi-soliton and breather-like solutions
By combining two or more one-soliton solutions, namely choosing n > 1, and nj = 1 for
all j, n¯ = n in (3.4), one can easily construct multi-soliton solutions. In this respect,
we point out that formulae (3.12) as well as (B.3) are particularly amenable to computer
algebra, and allow to obtain explicit expressions, if not for the whole solution in terms
of the three components of the magnetization, at least for many specific features of the
magnetization dynamics, as shown in the present Section 4.
For instance, if we choose n = 2, n1,2 = 1, n¯ = 2, then from (B.3) – and using the same
notation as in this latter formula – one gets a simple expression for the third component
of the magnetization for the two-soliton solution (involving only determinants and traces
of (2× 2)-matrices):
m3(x, t) = 2 |η(x, t)|2 − 1 , with η(x, t) = 1−tr(N˜ A
† Q˜A−1)+α det(N˜ Q˜)
1+tr(N˜ Q˜)+det(N˜ Q˜)
, α =
detA†
detA
.
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Figure 1: Propagating, one-soliton solution.
Observe that the same formula holds exactly even without the restriction nj = 1 for
j = 1, 2, namely also in the case of a single two-pole soliton (see Section 4.3) with n = 1,
n1 = 2, n¯ = 2.
In Figure 2 we show the head-on collision between two propagating solitons, obtained
via (4.2c) and (4.3) with
v(1) = 1 , ω(1) = 2 , x
(1)
0 = −5 , ϕ(1)0 = 0 ,
v(2) = −1 , ω(2) = 2 , x(2)0 = 5 , ϕ(2)0 = π2 ,
where the superscript index in brackets identifies the soliton (note that, here and there-
after, the entries of the matrix B are chosen to be ones). Observe the center-of-mass and
phase shift due to the nonlinear interaction, see [56, 27]. This phenomenon is particularly
evident in Figure 3, where we show the interaction of three propagating solitons, obtained
via (4.2c) and (4.3) with
v(1) = 1.7 , ω(1) = 5 , x
(1)
0 = −7 , ϕ(1)0 = 0 ,
v(2) = −0.25 , ω(2) = 4 , x(2)0 = 0.25 , ϕ(2)0 = 0 ,
v(3) = −1.8 , ω(3) = 5.5 , x(3)0 = 10 , ϕ(3)0 = 0 .
Figures 2 and 3 well illustrate how, for a multi-soliton solution (featuring two or three
solitons), the parameters x0 and ϕ0 in formula (4.3) provide only an approximation of the
initial position and phase, respectively, of each one of the solitons, becoming correct only
as the distance that separates the solitons approaches infinity.
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Figure 2: Head-on collision between two solitons propagating in opposite directions.
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Figure 3: Interaction of three propagating soliton with different velocities. The solitons
emerged unchanged from the interaction.
Breather-like soliton solutions have been also reported in the literature (e.g., see [49]),
in terms of the observation of a periodic magnetization energy density, whereas here we
exhibit the corresponding explicit behaviour of the magnetization dynamics in x and
t. Breather-like soliton solutions can be constructed out of two-soliton solutions, by
creating two stationary, or two same-speed, propagating solitons close to each other (for
comparison, observe that such a construction would be less immediate if one uses the
solution formula in [8]).
As breather-like solitons physically correspond to single states produced by two tan-
31
gled stationary or propagating solitons (for this reason sometimes called “tangled states”
or “bound states”), one has to play also with the norming constants, namely with the
components of the matrix C. It is worth observing that Corollary 2 in [61] says that the
norming constants for (1.2) can be given in terms of the norming constants featured by
the Inverse Scattering Transform scheme for the focussing nonlinear Schro¨dinger equation,
all multiplied by the same complex factor, which is the nonlinear Schro¨dinger transmis-
sion coefficient computed at the nonlinear Schro¨dinger spectral parameter equal to zero;
however, a rescaling of the norming constants is a non-trivial transformation of them, for
the rescaling constants appear nonlinearly in the solution formula: as a result, “tangled
states” (such as breather-like solitons) can be destroyed or created, and it is not forcedly
the case that, via the gauge equivalence, a reflectionless breather-like solution of the fo-
cussing nonlinear Schro¨dinger equation always corresponds to reflectionless breather-like
solution of the Heisenberg ferromagnet equation (if it corresponds to a breather at all).
In the case of two stationary solitons (v(1) = v(2) = 0), namely, in the case of two
real eigenvalues a1 = p1 and a2 = p2, p1 6= p2, it is possible to show that, if the norming
constants are chosen as follows
C = (c1, c2) = 2
√
(p1 + p2)2 + (q1 − q2)2
(p1 − p2)2 + (q1 − q2)2 (p1, p2) (4.5)
with q1 = 0 and q2 = 0, then a single, symmetrical, breather-like soliton solution is created,
with m3 characterized by two identical, localized minima oscillating in time around the
origin with period
ν =
2 π
4 (p1 + p2) (p1 − p2) . (4.6)
Figure 4 shows an example of such a breather-like soliton, obtained via (4.2c) and (4.5)
with
v(1) = 0 , ω(1) = 0.8 , and v(2) = 0 , ω(2) = 0.4 ,
thus entailing an oscillation in time with period ν ≃ 15.71.
Propagating, breather-like solitons can be constructed in the same way as above, but
assigning the same non-zero imaginary part to both the eigenvalues. For instance, Figure
5 shows a propagating, breather-like soliton, moving with velocity v = 0.15, obtained via
(4.2c) and (4.5) with
v(1) = 0.15 , ω(1) = 0.8 , and v(2) = 0.15 , ω(2) = 0.4 .
More generally, as said above, propagating or stationary, breather-like solitons can be had
by creating two stationary, or two same-speed, propagating solitons close to each other.
Indeed, the two solitons, associated to two different eigenvalues in the matrix A, and
tangled to form a single, breather-like soliton, always maintain their “individualities”,
and, for instance, can be untangled or transformed into a different breather-like soliton
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Figure 4: Stationary, breather-like soliton.
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Figure 5: Propagating, breather-like soliton.
by means of the interaction with another propagating soliton with different speed (see
for instance Figure 9): in other words, a single, breather-like soliton should always be
regarded as a stable, periodic tangle of two interacting, but individual entities. As an
example of this, in Figure 6 a transition from two separated stationary solitons to a single,
breather-like soliton is illustrated (for the sake of brevity, only the third component of
the magnetization is given). Figure 6(a) shows two stationary solitons, located at x ≃ −7
and x ≃ 7, respectively, obtained via (4.2c) and (4.3) with
v(1) = 0 , ω(1) = 0.8 , x
(1)
0 = −3 , ϕ(1)0 = 0 ,
v(2) = 0 , ω(2) = 0.4 , x
(2)
0 = 7 , ϕ
(2)
0 = 0 .
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Subsequently, only the values of x
(1)
0 and x
(2)
0 are modified, in order to reduce the (average)
distance between the two solitons. In Figure 6(b), obtained by changing the above values
of x
(1)
0 and x
(2)
0 into x
(1)
0 = 0.9 and x
(2)
0 = 3.72, the two solitons oscillate around x ≃ −3.35
and x ≃ 3.35. In Figure 6(c), obtained by changing the above values of x(1)0 and x(2)0 into
x
(1)
0 = 1.6 and x
(2)
0 = 3, the two solitons coalesced into a single, breather-like structure,
formed by two entities oscillating around x ≃ −2.75 and x ≃ 2.75.
-1 -0.5 0 0.5 1
(a) x
(1)
0 = −3, x(2)0 = 7
-1 -0.5 0 0.5 1
(b) x
(1)
0 = 0.9, x
(2)
0 = 3.72
-1 -0.5 0 0.5 1
(c) x
(1)
0 = 1.6, x
(2)
0 = 3
Figure 6: Transition from two stationary solitons to a pair of solitons forming a single
stationary breather-like soliton (only m3(x, t) is shown).
4.3 Multipole solutions
If nj > 1 for some j, then A features a Jordan block of order nj , and one has multipole
soliton solutions. An accurate analysis of the properties of the multipole soliton solutions,
including their asymptotic behaviour, can be done in analogy to the study of the multipole
solutions of the nonlinear Schro¨dinger equation [51, 29, 55] and of the Hirota equation
[21], and is postponed to future investigation. It is worth reminding here that the first
complete and rigorous asymptotic analysis of the multiple-pole solutions of the nonlinear
Schro¨dinger equation carried out in [55], about 30 years after their first systematic study
in [51], was made possible precisely due to the discovery of an explicit solution formula
for the reflectionless case, which is the one given by the application of the matrix triplet
technique (see [4]).
If n = 1, n1 = 2, n¯ = 2 in (3.4), then we have a single two-pole soliton solution. In
this case, it is possible to show that, if the associated eigenvalue of A is real (a = p), so
that A =
(
p 1
0 p
)
, if B is chosen as a vector of ones, and if the norming constants in C are
chosen as follows
C = (c1, c2) =
(
4 p2, 4 p [1 + p (2 x0 − 1)]
)
e2 p x0−i ϕ0 , (4.7)
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then a single, symmetrical, two-pole soliton solution is created, with m3 characterized by
two minima, constituting two separated branches, that – in analogy with the multipole
solutions of the nonlinear Schro¨dinger equation [55] – are expected to propagate in space
at a velocity that varies logarithmically in time: the two minima are infinitely-apart from
each other at t = −∞; for t < 0, they approach each other as t increases; they interact
once in x0 at t = 0; then they separate logarithmically from each other; and finally they
are again infinitely-apart from each other at t = ∞. The phase on the (e1, e2) plane at
t = 0 is ϕ0. Figure 7 shows an example of such a solution, obtained via (4.7) with p =
√
2,
x0 = 0, and ϕ0 = 0.
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Figure 7: A multipole soliton solution with algebraic multiplicity n1 = 2.
Then the same technique can be generalized to any value of the algebraic multiplicity nj .
For instance, if n = 1, n1 = 3, n¯ = 3 in (3.4), then we have a single three-pole soliton
solution. Analogously to the previous case, it is possible to show that, if the associated
eigenvalue of A is real (a = p), so that A =
( p 1 0
0 p 1
0 0 p
)
, if B is chosen as a vector of ones,
and if the norming constants in C are chosen as follows
CT =
 c1c2
c3
 =
 8 p34 p2 [3 + p (4 x0 − 2)]
8 p2 x0 (x0 − 1) + 6 p (2 x0 − 1) + 3
 e2 p x0−i ϕ0 , (4.8)
then a single, symmetrical, three-pole soliton solution is created, with m3 characterized by
three minima, constituting three separated branches, propagating in space at a velocity
that varies logarithmically in time, and interacting in x = x0 at t = 0. Figure 8 shows an
example of such a solution, obtained via (4.8) with p = 1, x0 = 0, and ϕ0 = 0.
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Figure 8: A multipole soliton solution with algebraic multiplicity n1 = 3.
A symmetrical four-pole soliton solution, with the four branches coalescing at x = 0 for
t = 0, can be generated by choosing n = 1, n1 = 4, n¯ = 4 in (3.4), A a Jordan block of
order 4, B a vector of ones, and the norming constants in C as follows
CT =

c1
c2
c3
c4
 =

16 p4
16 p3 (2− p)
8 p2 (3− 4 p)
p (8− 24 p)
 , (4.9)
with p =
√
3
2
.
Multipole soliton solutions can be made to “propagate” by adding a non-zero imag-
inary part to the eigenvalue a, so that the centre-of-mass, that is the geometric centre
of the location of the minima of m3, travels at a constant speed (given by four times
the value of the imaginary part). An identical phenomenon is observed for the nonlinear
Schro¨dinger equation, see [55].
An example of interaction between a single soliton, a breather-like soliton and a two-
pole soliton is shown in Figure 9, corresponding to the following choice of the matrix
triplet (A,B,C):
A =

p1 + i q1 0 0 0 0
0 p2 + i q2 0 0 0
0 0 p3 + i q3 0 0
0 0 0 p4 + i q4 1
0 0 0 0 p4 + i q4
 , B =

1
1
1
1
1
 ,
CT =

2
√
(p1+p2)2+(q1−q2)2
(p1−p2)2+(q1−q2)2
p1
2
√
(p1+p2)2+(q1−q2)2
(p1−p2)2+(q1−q2)2
p2
2 i p3
(
p3+i q3
p3−i q3
)
e2 (p3+i q3)x
(3)
0 −i ϕ
(3)
0
4 p24 e
2 p4 x
(4)
0 −i ϕ
(4)
0
4 p4
[
1 + p4 (2 x
(4)
0 − 1)
]
e2 p4 x
(4)
0 −i ϕ
(4)
0

,
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where pj and qj, for j=1,2,3,4, are obtained via (4.2) with
v(1) = 0 , ω(1) = 3.6 , x
(1)
0 = 0 , ϕ
(1)
0 = 0 ,
v(2) = 0 , ω(2) = 1 , x
(2)
0 = 0 , ϕ
(2)
0 = 0 ,
v(3) = 1.75 , ω(3) = 3 , x
(3)
0 = −4 , ϕ(3)0 = 3π4 ,
v(4) = 0 , ω(4) = 2.9 , x
(4)
0 = 6 , ϕ
(4)
0 = 0 .
Note that, with the above choice of values for the parameters, we have q1 = q2 = q4 = 0,
and C1 = 2
p1+p2
p1−p2 p1, C2 = 2
p1+p2
p1−p2 p2. In Figure 9, observe that, along with a spatial and
phase shift, the stationary breather-like soliton (associated to the parameters labelled 1
and 2 in the above table) experiences a change in its structure because of the interaction
with the propagating soliton (associated to the parameters labelled 3 in the above table),
whereas the two-pole soliton (associated to the parameters labelled 4 in the above table)
appears to be only shifted in space and phase after the same interaction (one branch at
a time, in chronological order of interaction).
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Figure 9: Interaction of a propagating soliton with a breather-like soliton and a multipole
soliton with algebraic multiplicity 2.
Aside, we report the remarkable fact that, when x0 = 0 and the norming constants are
given by (4.7) or (4.8), or when the norming constants are as in (4.9), then the two
matrices N and Q commute.
5 Conclusions and outlooks
In this paper we have rigorously developed a novel approach for the IST for the classical,
continuous Heisenberg ferromagnetic chain equation (1.2), making a consistent advance-
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ment on the theory developed in [56, 61, 8]. Our working hypotheses (Assumptions 1.1
and 1.2) are less restrictive than those assumed in [56, 61]. Hypotheses analogous to ours
are employed also in [8], where the inverse scattering theory for (1.2) is developed exploit-
ing the gauge equivalence to the nonlinear Schro¨dinger equation established in [61] and
by solving the corresponding Riemann-Hilbert problem. On the contrary, we have used
directly the Marchenko equations to reconstruct the potential function. In our treatment,
we have proved the analyticity properties of the eigenfunctions and the scattering data.
In order to derive these results, we have used a new triangular representation of the Jost
solutions (see equations (3.11) and (3.13)), which eases the study of their asymptotic be-
haviour as well as of the scattering data in the far range of the spectral parameter λ. In
doing so, we fixed some existing issues in the literature. Moreover, by using the matrix
triplet method, we have found a new, explicit multi-soliton solution formula for equation
(1.2), which includes and allows the immediate classification of all the soliton solutions
already known [50, 41, 57, 59, 54, 8, 14], and, in particular, general, explicit expressions
for the breather-like and multipole solutions (see Section 4). This formula is particularly
amenable of computer algebra and allows to easily read relevant physical information for
the phenomena modeled by the corresponding solutions.
The work presented in this paper is part of a larger research programme recently
launched and aimed at understanding integrable, continuous, (1+1)-dimensional models of
ferromagnetism at the nanometer length scale, and especially at finding in closed-form and
classifying all the non-topological, propagating, localized solutions of the one-dimensional,
continuous Landau-Lifshitz equation with any kind of magnetic anisotropy (the continu-
ous Heisenberg ferromagnet equation corresponds to the magnetically-isotropic Landau-
Lifshitz equation). In particular, the results presented in this paper pave the way to a
similar, immediate application of the IST to the Landau-Lifshitz equation with uni-axial
(easy-axis and easy-plane) anisotropy (see [12, 11, 46, 15]). Indeed, by adopting there
the same triangular representation of the Jost solutions as considered here for the Heisen-
berg ferromagnet equation, we expect to overcome many difficulties currently featured by
the IST machinery for the uni-axial Landau-Lifshitz equation, thereby establishing the
asymptotic behavior of the scattering data for large values of the spectral parameter λ,
as well as providing explicit expressions for new classes of soliton solutions.
Finally, bearing in mind the connection illustrated in [34] between low-dimensional
magnetic-droplet solitons and current experiments on the magnetization dynamics in fer-
romagnetic nanowires, the results of the present paper are noteworthy in view of the
potential applications in nanomagnetism and spintronics.
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A Proof of the Marchenko equations
In this appendix we derive the Marchenko integral equations assuming that all the discrete
eigenvalues are simple (the general case when the discrete eigenvalues are not simple can
be treated as in [20]). Recalling (2.19b) with (2.22b),
H
up(x) =
(
Hup1 (x) −Hup2 (x)∗
Hup2 (x) H
up
1 (x)
∗
)
, Hdn(x) =
(
Hdn1 (x)
∗ Hdn2 (x)
−Hdn2 (x)∗ Hdn1 (x)
)
,
and setting
T (λ) = T0(λ) +
∑
j
θj
λ− iaj
for some function T0(λ) that is continuous in λ ∈ C+, is analytic in λ ∈ C+, and tends to
e−iα as λ→∞ from within C+, we obtain from (2.28) with (2.30)(−Hup2 (x)∗
H
up
1 (x)
∗
)
+
∫ ∞
0
dξ e−iλξ
(−Kup2 (x, x + ξ)∗
K
up
1 (x, x+ ξ)
∗
)
= e−iα
(
Hdn2 (x)
Hdn1 (x)
)
+ T0(λ)e
iλxφ(x, λ) − e−iα
(
Hdn2 (x)
Hdn1 (x)
)
+
∑
j
θj
eiλxφ(x, λ) − e−ajxφ(x, iaj)
λ− iaj
+ i
∑
j
cj e
−ajx
λ− iaj
{(
H
up
1 (x)
H
up
2 (x)
)
+
∫ ∞
0
dξ e−ajξ
(
K
up
1 (x, x+ ξ)
K
up
2 (x, x+ ξ)
)}
−
(∫ ∞
−∞
dζ e−iλζRˆ(ζ + 2x)
){(
H
up
1 (x)
H
up
2 (x)
)
+
∫ ∞
0
dξ eiλξ
(
K
up
1 (x, x + ξ)
K
up
2 (x, x + ξ)
)}
,
where Rˆ is defined as in Proposition 2.7. Considering the limits as λ→ ±∞, we obtain
H
up(x) =Hdn(x) eiασ3 , (A.1)
where τ(λ)→ eiα as λ→ ±∞. Using the identity
− i
λ− iaj =
∫ ∞
0
dξ e−iλξe−ajξ ,
and focussing in the above expression on the terms of the form
∫∞
0
dξ e−iλξ[. . .], stripping
off the Fourier transform, we get(−Kup2 (x, x+ ξ)∗
K
up
1 (x, x + ξ)
∗
)
= −
∑
j
cj e
−aj(ξ+2x)
(
H
up
1 (x)
H
up
2 (x)
)
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−
∫ ∞
0
dζ cj e
−aj(ξ+ζ+2x)
(
K
up
1 (x, x + ζ)
K
up
2 (x, x + ζ)
)
− Rˆ(ξ + 2x)
(
H
up
1 (x)
H
up
2 (x)
)
−
∫ ∞
0
dζ Rˆ(ζ + ξ + 2x)
(
K
up
1 (x, x + ζ)
K
up
2 (x, x + ζ)
)
.
Analogously, we have(
H
up
1 (x)
H
up
2 (x)
)
+
∫ ∞
0
dξ eiλξ
(
K
up
1 (x, x+ ξ)
K
up
2 (x, x+ ξ)
)
= eiα
(
Hdn1 (x)
∗
−Hdn2 (x)∗
)
+ T0(λ
∗)∗e−iλxφ(x, λ) − eiα
(
Hdn1 (x)
∗
−Hdn2 (x)∗
)
+
∑
j
θ∗j
e−iλxφ(x, λ)− e−a∗jxφ(x,−ia∗j )
λ+ ia∗j
− i
∑
j
cj e
−2a∗jx
λ+ ia∗j
{(−Hup2 (x)∗
H
up
1 (x)
∗
)
+
∫ ∞
0
dξ
∑
j
e−a
∗
j ξ
(−Kup2 (x, x + ξ)∗
K
up
1 (x, x + ξ)
∗
)}
+
(∫ ∞
−∞
dζ eiλζRˆ(ζ + 2x)∗
){(−Hup2 (x)∗
H
up
1 (x)
∗
)
+
∫ ∞
0
dξ e−iλξ
(−Kup2 (x, x+ ξ)∗
K
up
1 (x, x+ ξ)
∗
)}
.
Using the identity
i
λ+ ia∗j
=
∫ ∞
0
dξ eiλξe−a
∗
j ξ ,
and focussing in the above expression on the terms of the form
∫∞
0
dξ eiλξ[. . .], stripping
off the Fourier transform, we get(
K
up
1 (x, x + ξ)
K
up
2 (x, x + ξ)
)
= −
∑
j
cj e
−a∗j (ξ+2x)
(−Hup2 (x)∗
H
up
1 (x)
∗
)
−
∫ ∞
0
dζ
∑
j
cj e
−a∗j (ξ+ζ+2x)
(−Kup2 (x, x+ ζ)∗
K
up
1 (x, x + ζ)
∗
)
+ Rˆ(ξ + 2x)∗
(−Hup2 (x)∗
H
up
1 (x)
∗
)
+
∫ ∞
0
dζ Rˆ(ζ + ξ + 2x)∗
(−Kup2 (x, x+ ζ)∗
K
up
1 (x, x+ ζ)
∗
)
.
Setting y = x+ ξ ≥ x, we obtain the system of coupled Marchenko integral equations
(2.34):
K
up(x, y) +Hup(x)Ω(x+ y) +
∫ ∞
x
dξKup(x, ξ)Ω(ξ + y) = 02×2 ,
where Ω(x) =
(
0 Ω(x)
−Ω(x)∗ 0
)
.
Analogously, for Kdn and Hdn, one can prove that
K
dn(x, y) +Hdn(x)Ω(x+ y) +
∫ x
−∞
dξKdn(x, ξ)Ω(ξ + y) = 02×2, (A.2a)
with
Ω(x) =
(
0 Ω(x)
−Ω(x)∗ 0
)
and Ω(x) = Lˆ(x) +
n∑
j=1
cj e
−a∗
j
x , (A.2b)
where Lˆ is defined as in Proposition 2.7.
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We conclude this appendix by observing that an alternative expression for the solution
of (1.2) can be obtained as follows. Setting
K
dn(x, y) =Hdn(x)L(x, y) , (A.3)
we arrive at the alternative Marchenko integral equation for L(x, y),
L(x, y) +Ω(x+ y) +
∫ x
−∞
dξL(x, ξ)Ω(ξ + y) = 02×2, (A.4)
which is the analogue for L(x, y) of equation (2.37) for L(x, y).
Let K˜(x) and L˜(x) be defined as follows (see equation (2.38)):
K˜(x) =
∫ x
−∞
dξKdn(x, ξ) , L˜(x) =
∫ x
−∞
dξL(x, ξ) . (A.5)
Then, from (2.6b) and (2.21) we easily get the analogue for Hdn(x) and L˜(x) of relation
(2.39) for Hup(x) and L˜(x),
I2 = Φ(x, 0) =H
dn(x) + K˜(x) =Hdn(x)
[
I2 + L˜(x)
]
, (A.6a)
where
L˜(x) =Hdn(x)
−1
K˜(x) . (A.6b)
Equation (A.6) allows us to establish the analogue for L˜(x) of equation (2.42) for L˜(x),
namely to write the solution of the initial value problem (1.2) in the alternative form
m(x) · σ =Hdn(x) σ3 Hdn(x)−1 =
[
I2 + L˜(x)
†]
σ3
[
I2 + L˜(x)
]
. (A.7)
B Explicit expressions for m(x, t)
In the present appendix, we provide explicit expressions for m(x, t) in terms of a matrix
triplet in forms that are amenable to computer algebra and effective for actual numerical
evaluation. In view of the following, we recall that, for inverting a generic invertible block
matrix U in the form
U =
(
U11 U12
U21 U22
)
,
whose diagonal blocks are both invertible, the rule is (see e.g. [30])
U−1 =
(
U11 U12
U21 U22
)−1
=
(
(U11 − U12U−122 U21)−1 −U−111 U12(U22 − U21U−111 U12)−1
−U−122 U21(U11 − U12U−122 U21)−1 (U22 − U21U−111 U12)−1
)
.
Applying this relation to the inverse matrix in the right-hand side of (3.11),
[
e2xA + P(t)]−1 = ( e2xA N−Q(t) e2xA†
)−1
,
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and recalling the structure of L˜ in (2.41),
L˜(x) =
(
L˜11(x; t) L˜12(x; t)
L˜21(x; t) L˜22(x; t)
)
=
(
L˜1(x; t) −L˜∗2(x; t)
L˜2(x; t) L˜
∗
1(x; t)
)
,
we obtain an explicit expression for the elements of L˜(x; t) in terms of (A,B,C) and N ,
and Q(t):
L˜11(x; t) = L˜1(x; t) = −C(t) e−2xAN
[
e2xA
†
+Q(t) e−2xAN
]−1
(A†)−1 C(t)† , (B.1a)
L˜12(x; t) = −L˜∗2(x; t) = −C(t)
[
e2xA +N e−2xA
†
Q(t)
]−1
A−1B , (B.1b)
L˜21(x; t) = L˜2(x; t) = B
†
[
e2xA
†
+Q(t) e−2xAN
]−1
(A†)−1 C(t)† , (B.1c)
L˜22(x; t) = L˜
∗
1(x; t) = −B† e−2xA
†
Q(t)
[
e2xA +N e−2xA
†
Q(t)
]−1
A−1B . (B.1d)
where C(t) = C e−4itA
2
and Q(t) = (e−4itA
2
)†Qe−4itA
2
as in (3.11f). Using the de-
terminant lemma (3.15) and exploiting the fact that N and Q(t) satisfy the Lyapunov
equations (3.6d) and (3.6e), one can directly verify that indeed L˜∗11(x; t) = L˜22(x; t) and
L˜∗12(x; t) = −L˜21(x; t).
Finally, from (2.41) and (3.3), we have
(
m3(x; t) m−(x; t)
m+(x; t) −m3(x; t)
)
=
 2
∣∣∣1 + L˜1(x; t)∣∣∣2 − 1 −2 (1 + L˜∗1(x; t)) L˜∗2(x; t)
−2
(
1 + L˜1(x; t)
)
L˜2(x; t) −2
∣∣∣1 + L˜1(x; t)∣∣∣2 + 1
 ,
with m+(x; t) = m1(x; t) + im2(x; t) = m−(x; t)∗, entailing (3.12).
The expression for the elements of L˜(x; t) can be further simplified. Using the deter-
minant lemma (3.15) on (B.1), we have
L˜1(x; t) =
det
(
e2xA
†
N−1e2xA − (A†)−1Q(t)A
)
det
(
e2xA
†
N−1 e2xA +Q(t)
) − 1 = (B.2a)
=
det
(
N−1 − (A†)−1e−2xA†Q(t)e−2xAA
)
det
(
N−1 + e−2xA†Q(t)e−2xA
) − 1 , (B.2b)
L˜2(x; t) =
det
(
e2xA
†
+Q(t)e−2xAN + (A†)−1C(t)†B†
)
det
(
e2xA
† +Q(t)e−2xAN
) − 1 = (B.2c)
=
det
(
e2xA
†
N−1e2xA +Q(t) + (A†)−1C(t)†B†N−1e2xA
)
det
(
e2xA
†
N−1e2xA +Q(t)
) − 1 = (B.2d)
=
det
(
N−1 + e−2xA
†
Q(t)e−2xA + e−2xA
†
(A†)−1C(t)†B†N−1
)
det
(
N−1 + e−2xA†Q(t)e−2xA
) − 1 . (B.2e)
Expressions (B.2a) and (B.2d) are convenient for computing numerically the solution
for x large and negative. Similarly, expressions (B.2b) and (B.2e) are convenient for
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computing numerically the solution for x large and positive. Furthermore, we have the
following compact alternative expressions
L˜1(x; t) =
det
(
In¯ − (A†)−1Q˜AN˜
)
det
(
In¯ + Q˜N˜
) − 1 = det
(
In¯ − N˜(A†)−1Q˜A
)
det
(
In¯ + N˜Q˜
) − 1 ,
L˜∗1(x; t) =
det
(
In¯ −A†Q˜A−1N˜
)
det
(
In¯ + Q˜N˜
) − 1 = det
(
In¯ − (N˜A†)Q˜A−1
)
det
(
In¯ + N˜Q˜
) − 1 ,
L˜2(x; t) =
det
(
In¯ + Q˜N˜ + (A
†)−1C˜†B˜†
)
det
(
In¯ + Q˜N˜
) − 1 ,
L˜∗2(x; t) =
det
(
In¯ + N˜Q˜+ B˜C˜A
−1
)
det
(
In¯ + N˜Q˜
) − 1 ,
where
B˜ = e−xAB , C˜ ≡ C˜(x; t) = C(t) e−xA = Ce−4itA2 e−xA ,
and N˜ ≡ N˜(x) and Q˜ ≡ Q˜(x; t) are the following self-adjoint matrix functions
N˜ ≡ N˜(x) = N˜ † = e−xANe−xA† , Q˜ ≡ Q˜(x; t) = Q˜† = e−xA†Q(t)e−xA
satisfying the Lyapunov equations
A†Q˜+ Q˜A = C˜†C˜ , AN˜ + N˜A† = B˜B˜†.
Incidentally, we observe that the following non-trivial identity can be proved (after some
efforts):
det
(
In¯ + N˜Q˜ + B˜C˜A
−1
)
= det
(
In¯ + N˜Q˜ + A
−1B˜C˜
)
.
Clearly the same identity is also true if we replace B˜, C˜, N˜ and Q˜ with the corresponding
non-tilde matrices B,C,N and Q.
A completely explicit expression form(x, t) can be given in terms of the matrix triplet
(A, B˜, C˜) and N˜ and Q˜:
m+(x; t) = −2
det
(
In¯ − (A†)−1Q˜AN˜
)
det
(
In¯ + Q˜N˜
)
det
(
In¯ + Q˜N˜ + (A
†)−1C˜†B˜†
)
det
(
In¯ + Q˜N˜
) − 1
 , (B.3a)
m−(x; t) = −2
det
(
In¯ − N˜A†Q˜A−1
)
det
(
In¯ + N˜Q˜
)
det
(
In¯ + N˜Q˜+ B˜C˜A
−1
)
det
(
In¯ + N˜Q˜
) − 1
 , (B.3b)
m3(x; t) = 2
det
(
In¯ − (A†)−1Q˜AN˜
)
det
(
In¯ −A†Q˜A−1N˜
)
det
(
In¯ + Q˜N˜
)2 − 1
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= 2
det
(
A† − Q˜AN˜
)
det
(
(A†)−1 − Q˜A−1N˜
)
det
(
In¯ + Q˜N˜
)2 − 1
= 2
det
(
A−1 − N˜(A†)−1Q˜
)
det
(
A− N˜A†Q˜
)
det
(
In¯ + N˜Q˜
)2 − 1 , (B.3c)
with m1(x; t) = Re (m+(x; t)) and m2(x; t) = Im (m+(x; t)).
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