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On Koliha-Drazin invertible operators and Browder
type theorems
Milosˇ D. Cvetkovic´, Snezˇana Cˇ. Zˇivkovic´-Zlatanovic´ ∗
Abstract
Let T be a bounded linear operator on a Banach space X . We give new
necessary and sufficient conditions for T to be Drazin or Koliha-Drazin
invertible. All those conditions have the following form: T possesses
certain decomposition property and zero is not an interior point of
some part of the spectrum of T . In addition, we study operators T
satisfying Browder’s theorem, or a-Browder’s theorem, by means of
some relationships between diferent parts of the spectrum of T .
2010 Mathematics subject classification: 47A53, 47A10.
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1 Introduction and preliminaries
Throughout, X is an infinite dimensional complex Banach space, T is a
bounded linear operator acting on X, and L(X) is the algebra of all bounded
linear operators defined on X. A subspace M of X is said to be T -invariant
if T (M) ⊂M . We define TM :M →M as TMx = Tx, x ∈M . Clearly, TM
is linear and bounded. If M and N are two closed T -invariant subspaces
of X such that X = M ⊕ N , we say that T is completely reduced by the
pair (M,N) and it is denoted by (M,N) ∈ Red(T ). In this case we write
T = TM ⊕ TN and we say that T is the direct sum of TM and TN .
There are several well known characterizations of Koliha-Drazin invert-
ible operators [11, 16]. For instance, T ∈ L(X) is Koliha-Drazin invertible
if and only if T admits the following decomposition: T = T1 ⊕ T2, T1 is in-
vertible and T2 is quasinilpotent [11, Theorem 7.1]. In this note we give new
∗Snezˇana Cˇ. Zˇivkovic´-Zlatanovic´ is supported by the Ministry of Education, Science
and Technological Development, Republic of Serbia, grant no. 174007.
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characterizations that involve some decomposition properties of T as well
(see Theorem 2.2). In particular, we prove that T ∈ L(X) is Koliha-Drazin
invertible if and only if 0 is not an interior point of its descent spectrum and
T = T1 ⊕ T2 where T1 is upper semi-Weyl and T2 is quasinilpotent. Using a
similar approach we also consider Drazin invertible operators (see Theorem
2.6).
We will denote by σ(T ) the spectrum of T . Let R be a subset of L(X)
and let σR(T ) = {λ ∈ C : T − λI 6∈ R} be the spectrum generated by R.
We are also interested in the following question: under what conditions is
it true that 0 ∈ isoσR(T ) ⇐⇒ 0 ∈ isoσ(T ), where isoσR(T ) and isoσ(T )
are the sets of isolated points of σR(T ) and σ(T ), respectively? We consider
the case where R is the set of lower semi-Weyl operators (see Corollary
2.3). Recently, P. Aiena and S. Triolo studied the case where R is the set of
surjective operators [4, Theorem 2.4].
What is more, in Section 3 we study Browder type theorems. In partic-
ular, we extend [2, Theorem 2.3] in a sense that we give conditions under
which the assertions (iii) and (iv) of [2, Theorem 2.3] can be reversed (see
(ii) ⇐⇒ (iv) of Theorems 3.2 and 3.5).
In our work we will frequently use Theorem 2.1 which enable us to study
both Kolih-Drazin invertible operators and Browder-type theorems. In ad-
dition, we give several examples that serve to illustrate our results.
In what follows we will recall some necessary facts and give the auxiliary
results. Let N(T ) and R(T ) be the null space and range of T , respectively.
Denote by α(T ) and β(T ), the dimension of N(T ) and the codimension of
R(T ), respectively.
Definition 1.1. Let T ∈ L(X). Then:
(i) T is Kato if R(T ) is closed and N(T ) ⊂ R(T n) for all n ∈ N0;
(ii) T is of Kato type if there exists a pair (M,N) ∈ Red(T ) such that TM
is Kato and TN is nilpotent;
(iii) T admits a generalized Kato decomposition (GKD for short) if there
exists a pair (M,N) ∈ Red(T ) such that TM is Kato and TN is quasinilpo-
tent.
If T is Kato, then T n is Kato for all n ∈ N [14, Theorem 12.7], and hence
R(T n) is closed. We define k(T ), the lower bound of T , to be k(T ) =
inf{‖Tx‖ : x ∈ X with ‖x‖ = 1}. We say that T is bounded below if
k(T ) > 0. It may be shown that T ∈ L(X) is bounded below if and only
if T is injective and R(T ) is closed. The approximate point spectrum of
T ∈ L(X), denoted by σap(T ), is the set of all λ ∈ C such that the operator
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T − λI is not bounded below. The surjective spectrum σsu(T ) is defined as
the set of all λ ∈ C such that R(T − λI) 6= X. It is well known that σap(T )
and σsu(T ) are compact subsets of C that contain the boundary of σ(T ).
Evidently, bounded below operators and surjective operators are examples
of Kato operators.
We say that T ∈ L(X) is semi-Fredholm if R(T ) is closed and either
α(T ) < ∞ or β(T ) < ∞. In such a case we define the index of T as
ind(T ) = α(T )− β(T ). It is well known that every semi-Fredholm operator
is of Kato type with N finite dimensional [14, Theorem 16.21]. An operator
T ∈ L(X) is said to be upper semi-Fredholm (resp. lower semi-Fredholm,
Fredholm) if R(T ) is closed and α(T ) < ∞ (resp. β(T ) < ∞, α(T ) < ∞
and β(T ) <∞).
Other important classes of operators in Fredholm theory are the classes
of upper and lower semi-Weyl operators. These classes are defined as follows:
T ∈ L(X) is said to be upper semi-Weyl (resp. lower semi-Weyl) if it is upper
semi-Fredholm and ind(T ) ≤ 0 (resp. lower semi-Fredholm and ind(T ) ≥ 0).
The upper semi-Weyl spectrum is the set
σuw(T ) = {λ ∈ C : T − λI is not upper semi-Weyl},
while the lower semi-Weyl spectrum is defined by
σlw(T ) = {λ ∈ C : T − λI is not lower semi-Weyl}.
It is said that T ∈ L(X) is Weyl if it is Fredholm of index 0. The Weyl
spectrum is defined by
σw(T ) = {λ ∈ C : T − λI is not Weyl}.
Recall that the ascent of an operator T ∈ L(X) is defined as the smallest
nonnegative integer p = p(T ) such that N(T p) = N(T p+1). If such an
integer does not exist, then p(T ) =∞. Similarly, the descent of T is defined
as the smallest nonnegative integer q = q(T ) such that R(T q) = R(T q+1),
and if such an integer does not exist, we put q(T ) = ∞. The descent
spectrum is the set
σdesc(T ) = {λ ∈ C : q(T − λI) =∞}.
The set σdesc(T ) is compact but possibly empty (see Corollary 1.3 and
Theorem 1.5 in [6]). For example, if T is the zero operator on X, then
σdesc(T ) = ∅.
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An operator T ∈ L(X) is upper semi-Browder if T is upper semi-
Fredholm and p(T ) < ∞, while an operator T ∈ L(X) is Browder if it
is Fredholm of finite ascent and descent. We consider the following spectra
generated by these classes:
σub(T ) = {λ ∈ C : T − λI is not upper semi-Browder},
σb(T ) = {λ ∈ C : T − λI is not Browder}.
The sets σub(T ) and σb(T ) are the upper-Browder spectrum and the Browder
spectrum of T , respectively.
Drazin invertibility was initially introduced in rings [8]. In the case of
Banach spaces, an operator T ∈ L(X) is Drazin invertible if and only if
p(T ) = q(T ) < ∞ [10, Theorem 4], and this is exactly when T = T1 ⊕ T2,
where T1 is invertible and T2 is nilpotent [14, Theorem 22.10]. The concept
of Drazin invertibility for bounded operators may be extended as follows.
Definition 1.2. T ∈ L(X) is said to be left Drazin invertible if p = p(T ) <
∞ and R(T p+1) is closed; T ∈ L(X) is said to be right Drazin invertible if
q = q(T ) <∞ and R(T q) is closed.
The Drazin spectrum, the left Drazin spectrum and the right Drazin spec-
trum are defined respectively by
σD(T ) = {λ ∈ C : T − λI is not Drazin invertible},
σLD(T ) = {λ ∈ C : T − λI is not left Drazin invertible},
σRD(T ) = {λ ∈ C : T − λI is not right Drazin invertible}.
In particular, we note that the left Drazin spectrum is a closed subset of
the complex plane [13]. J. Koliha also extended the concept of Drazin in-
vertibility [11]. An operator T ∈ L(X) is generalized Drazin invertible (or
Koliha-Drazin invertible) if and only if zero is not an accumulation point of
its spectrum, and this is equivalent to saying that T = T1 ⊕ T2, where T1 is
invertible and T2 is quasinilpotent [11, Theorems 4.2 and 7.1].
From now on, if F ⊂ C then the set of isolated points of F , the set of
accumulation points of F , the boundary of F and the interior of F will be
denoted by isoF , accF , ∂F and intF , respectively.
Lemma 1.3. Let F ⊂ C be closed. Then λ ∈ isoF if and only if λ ∈ iso ∂F .
Lemma 1.4. Let E and F be compact sets of the complex plane such that
∂F ⊂ E ⊂ F . If λ0 ∈ ∂F , then the following statements are equivalent:
(i) λ0 ∈ isoE;
(ii) λ0 ∈ isoF .
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Proof. If λ0 ∈ isoF , then λ0 ∈ ∂F ⊂ E. It follows that λ0 ∈ isoE since
E ⊂ F . To prove the opposite implication suppose that λ0 ∈ isoE ∩ ∂F .
Evidently, λ0 ∈ iso ∂F . Now, we obtain λ0 ∈ isoF by Lemma 1.3.
The quasinilpotent part of an operator T ∈ L(X) is defined by
H0(T ) = {x ∈ X : lim
n→∞
‖T nx‖1/n = 0}.
Clearly, H0(T ) is a subspace of X not necessarily closed. An operator T ∈
L(X) has the single-valued extension property at λ0 ∈ C, SVEP at λ0, if for
every open disc Dλ0 centered at λ0 the only analytic function f : Dλ0 → X
which satisfies
(T − λI)f(λ) = 0 for all λ ∈ Dλ0 ,
is the function f ≡ 0. The operator T is said to have the SVEP if T has
the SVEP at every λ ∈ C. The following implication follows immediately
from the definition of the localized SVEP and from the identity theorem for
analytical functions:
(1) λ0 6∈ int σap(T ) =⇒ T has the SVEP at λ0.
Consequently,
(2) λ0 6∈ int σsu(T ) =⇒ T
′ has the SVEP at λ0,
since σap(T
′) = σsu(T ), where T
′ is the adjoint operator of T . In particular,
from (1) and (2) we easily obtain that
λ0 6∈ acc σ(T ) =⇒ both T and T
′ has the SVEP at λ0.
Under the assumption that T admits a GKD, we have the following result
(see [9, Theorem 3.5] and [3, Theorem 2.6]).
Lemma 1.5. Suppose that T ∈ L(X) admits a GKD. Then the following
properties are equivalent:
(i) H0(T ) is closed;
(ii) T has the SVEP at 0;
(iii) 0 is not an interior point of σap(T ).
For more comprehensive study of the SVEP we refer the reader to [1] and
[12].
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2 Koliha-Drazin invertible operators
First, we are concerned with the relationships between different parts of the
spectrum.
Theorem 2.1. Let T ∈ L(X). Then
(i) isoσap(T ) ⊂ isoσ(T ) ∪ intσdesc(T );
(ii) isoσsu(T ) ⊂ isoσ(T ) ∪ int σLD(T );
(iii) isoσuw(T ) ⊂ isoσb(T ) ∪ intσdesc(T );
(iv) isoσlw(T ) ⊂ isoσb(T ) ∪ int σLD(T );
(v) σ(T ) = σap(T ) ∪ int σdesc(T );
(vi) σ(T ) = σsu(T ) ∪ intσLD(T );
(vii) σb(T ) = σuw(T ) ∪ int σdesc(T );
(viii) σb(T ) = σlw(T ) ∪ int σLD(T ).
Proof. (i). Let λ0 ∈ isoσap(T ) \ int σdesc(T ). Then there exists a sequence
(λn) converging to λ0 such that T −λnI is bounded below and q(T −λnI) is
finite for all n ∈ N. From [1, Theorem 3.4, part (ii)] it follows that T − λnI
is invertible for every n ∈ N and that λ0 is a boundary point of σ(T ). Now,
applying Lemma 1.4 with F = σ(T ) and E = σap(T ) gives λ0 ∈ isoσ(T ).
(ii). Use ∂σ(T ) ⊂ σsu(T ) ⊂ σ(T ) and [1, Theorem 3.4, part (i)], and proceed
analogously to the proof of (i).
(iii). Let λ0 ∈ isoσuw(T ) \ intσdesc(T ). Then there exists a sequence (λn),
λn → λ0 as n → ∞, such that q(T − λnI) is finite and T − λnI is upper
semi-Weyl for all n ∈ N. Consequently, α(T − λnI) ≤ β(T − λnI), n ∈ N.
Further, we have β(T − λnI) ≤ α(T − λnI) by [1, Theorem 3.4, part (ii)],
so α(T − λnI) = β(T − λnI) < ∞. We conclude from [1, Theorem 3.4,
part (iv)] that p(T − λnI) is finite, hence that T − λnI is Browder, and
finally that λ0 ∈ ∂σb(T ). Since ∂σb(T ) ⊂ σuw(T ) ⊂ σb(T ) [15, Corollary
2.5], λ0 ∈ isoσb(T ) by Lemma 1.4.
(iv). Using [15, Corollary 2.5] and a standard duality argument we obtain
∂σb(T ) ⊂ σlw(T ) ⊂ σb(T ). Now, the result follows by the same method as
in (iii).
(v). Since σap(T ) ∪ intσdesc(T ) ⊂ σ(T ) is clear, it suffices to show the
opposite inclusion. Let λ0 ∈ σ(T ) and λ0 6∈ σap(T ) ∪ int σdesc(T ). As in the
proof of (i), we conclude λ0 ∈ ∂σ(T ), and hence λ0 ∈ σap(T ), which is a
contradiction.
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(vii). The inclusion σuw(T ) ∪ int σdesc(T ) ⊂ σb(T ) is clear. Let λ0 ∈ σb(T )
and λ0 6∈ σuw(T ) ∪ int σdesc(T ). Then analysis similar to that in the proof
of (iii) shows that λ0 ∈ ∂σb(T ). This is impossible since ∂σb(T ) ⊂ σuw(T ).
(vi) and (viii). Apply an argument similar to the one used in the proof of
statements (v) and (vii), respectively.
In the following result we give further characterizations of Koliha-Drazin
invertible operators.
Theorem 2.2. Let T ∈ L(X). The following conditions are equivalent:
(i) T is Koliha-Drazin invertible;
(ii) 0 6∈ int σdesc(T ) and there exists (M,N) ∈ Red(T ) such that TM is upper
semi-Weyl and TN is quasinilpotent;
(iii) 0 6∈ int σLD(T ) and there exists (M,N) ∈ Red(T ) such that TM is lower
semi-Weyl and TN is quasinilpotent.
Proof. (i) =⇒ (ii). There exists a pair (M,N) ∈ Red(T ) such that TM is
invertible and TN is quasinilpotent. Clearly, TM is upper semi-Weyl and
0 6∈ acc σ(T ). Since intσdesc(T ) ⊂ int σ(T ) ⊂ acc σ(T ) then 0 6∈ int σdesc(T ).
(ii) =⇒ (i). According to [7, Theorem 3.4], T admits a GKD and 0 6∈
acc σuw(T ). We will prove that 0 6∈ acc σb(T ). If 0 ∈ isoσuw(T ), then
Theorem 2.1, part (iii), implies 0 ∈ isoσb(T ). If 0 6∈ σuw(T ), then 0 6∈ σb(T )
by Theorem 2.1, part (vii). Applying [7, Theorem 3.9] we obtain the desired
conclusion.
(i) ⇐⇒ (iii). Apply an argument similar to the one used in the proof of the
equivalence (i) ⇐⇒ (ii), and use parts (iv) and (viii) of Theorem 2.1.
Recently, P. Aiena and S. Triolo proved that if H0(T ) is closed then
0 ∈ isoσsu(T ) if and only if 0 ∈ isoσ(T ) [4, Theorem 2.4]. In what follows
we show that under an additional assumption this assertion remains valid if
the surjective spectrum is replaced by the lower Weyl spectrum of T .
Corollary 2.3. Let T ∈ L(X) such that 0 ∈ σlw(T ). Suppose that T admits
a GKD and that H0(T ) is closed. Then:
0 ∈ isoσlw(T )⇐⇒ 0 ∈ isoσ(T ).
Proof. If 0 ∈ isoσ(T ) it follows immediately that 0 6∈ acc σlw(T ). Conse-
quently, 0 ∈ isoσlw(T ).
Suppose that 0 ∈ isoσlw(T ). From [7, Theorem 3.4] we see that T
can be represented as T = TM ⊕ TN with TM lower semi-Weyl and TN
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quasinilpotent. On the other hand, 0 6∈ int σap(T ) by Lemma 1.5. Obviously,
0 6∈ intσLD(T ), and from Theorem 2.2 it follows that T is Koliha-Drazin
invertible, and hence 0 ∈ isoσ(T ).
Corollary 2.3 may fail when we drop the assumption that T ∈ L(X)
admits a GKD or that H0(T ) is closed.
Example 2.4. Let T ∈ L(H), H is a complex Hilbert space, be a compact
normal operator such that σ(T ) is an infinite subset of C. Since every
compact operator is Riesz, T does not admit a GKD (see Remark 5.3 in
[7]). Moreover, H0(T ) = N(T ) [1, Example 3.9], so H0(T ) is closed. On the
other hand, 0 ∈ isoσlw(T ), but 0 ∈ acc σ(T ).
A standard way to construct such an operator is as follows. Let H be a
separable Hilbert space with scalar product ( , ) and let {en : n ∈ N} be a
total orthonormal system in H. If (λn) is a sequence of complex numbers
such that (|λn|) is a decresing sequence converging to zero, then we define
Tx =
∞∑
n=1
λn(x, en)en for all x ∈ H.
It is not too hard to check that T is a compact normal operator and that
σ(T ) = {λn : n ∈ N} ∪ {0}.
Example 2.5. Define T = L ⊕ O, where L and O are the unilateral left
shift and the zero operator on the Hilbert space ℓ2(N), respectively. The
spectrum and the surjective spectrum of L are given by σ(L) = D and
σsu(L) = Γ, where D = {λ ∈ C : |λ| ≤ 1} and Γ = {λ ∈ C : |λ| = 1}. Since
L is surjective and O is quasinilpotent, then T admits a GKD. In addition,
H0(T ) is not closed (see Remark 2.6 in [4]). We have
(3) σlw(T ) ⊂ σsu(T ) = σsu(L) ∪ σsu(O) = Γ ∪ {0}.
Further, β(T ) = β(L) + β(O) = 0 + ∞ = ∞, and hence 0 ∈ σlw(T ).
From this and from (3) we deduce that 0 ∈ isoσlw(T ). On the other hand,
σ(T ) = σ(L) ∪ σ(O) = D, and so 0 ∈ acc σ(T ).
We obtain new characterizations of Drazin invertible operators if we
consider the case where TN is nilpotent.
Theorem 2.6. Let T ∈ L(X). The following conditions are equivalent:
(i) T is Drazin invertible;
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(ii) 0 6∈ intσdesc(T ) and there exists (M,N) ∈ Red(T ) such that TM is
bounded below and TN is nilpotent;
(iii) 0 6∈ intσdesc(T ) and there exists (M,N) ∈ Red(T ) such that TM is
upper semi-Weyl and TN is nilpotent;
(iv) 0 6∈ intσLD(T ) and there exists (M,N) ∈ Red(T ) such that TM is
surjective and TN is nilpotent;
(v) 0 6∈ int σLD(T ) and there exists (M,N) ∈ Red(T ) such that TM is lower
semi-Weyl and TN is nilpotent.
Proof. (i) =⇒ (ii). There exists (M,N) ∈ Red(T ) such that TM is invertible
and TN is nilpotent. Evidently, TM is bounded below and 0 6∈ acc σ(T ).
From int σdesc(T ) ⊂ int σ(T ) ⊂ acc σ(T ) we conclude 0 6∈ int σdesc(T ).
(ii) =⇒ (iii). Every bounded below operator is upper semi-Weyl.
(iii) =⇒ (i). By [7, Theorem 4.1], T is of Kato type and 0 6∈ acc σuw(T ). It
means that there exists (M1, N1) ∈ Red(T ) such that TM1 is Kato and TN1
is nilpotent. As in the proof of Theorem 2.2 we conclude that 0 6∈ acc σb(T ).
Consequently, 0 6∈ acc σb(TM1). According to [7, Proposition 3.2(iv)], TM1 is
invertible. As a consequence, T = TM1 ⊕ TN1 , where TM1 is invertible and
TN1 is nilpotent, and hence T is Drazin invertible.
The statements (i) =⇒ (iv) =⇒ (v) =⇒ (i) can be proved similarly.
Remark 2.7. Let H be a complex Hilbert space and T ∈ L(H). The Kato
type spectrum of T , denoted by σKt(T ), is the set of all λ ∈ C such that
T − λI is not of Kato type.
(i). An operator T ∈ L(H) is left (right) Drazin invertible if and only if
T = TM ⊕ TN , where TM is bounded below (surjective) and TN is nilpotent
[5, Theorems 3.6 and 3.12]. These facts and Theorem 2.6 imply
σD(T ) = intσdesc(T ) ∪ σLD(T ) = int σLD(T ) ∪ σRD(T ).
In particular, suppose that the spectrum of T is contained in a line. Then
int σdesc(T ) = int σLD(T ) = ∅. Moreover, σD(T ) = σKt(T ) ∪ int σ(T ) =
σKt(T ) by [7, Theorem 4.1]. It follows that
(4) σD(T ) = σLD(T ) = σRD(T ) = σKt(T ).
(ii). We recall that T ∈ L(H) is called normal if TT ⋆ = T ⋆T , where T ⋆
is the Hilbert-adjoint of T . If T ∈ L(H) is normal, then T satisfies (4).
Indeed, from [5, Theorems 3.6 and 3.12] we conclude that σKt(T ) ⊂ σLD(T )
and σKt(T ) ⊂ σRD(T ). Evidently, σLD(T ) ⊂ σD(T ) and σRD(T ) ⊂ σD(T ),
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and it is sufficient to show that σD(T ) ⊂ σKt(T ). Let λ 6∈ σKt(T ). Then
T −λI = T1⊕T2 with T1 Kato and T2 nilpotent. For sufficiently large n ∈ N
we have R((T − λI)n) = R(T n1 ), so R((T − λI)
n) is closed. Since (T − λI)n
is normal, then [17, Theorem 6.2-G] gives
H = N((T − λI)n)⊕R((T − λI)n).
Now, [1, Theorem 3.6] implies that p(T − λI) = q(T − λI) ≤ n, and hence
T − λI is Drazin invertible.
3 Browder type theorems
We recall that T ∈ L(X) is said to satisfy Browder’s theorem if σw(T ) =
σb(T ).
Corollary 3.1. Let T ∈ L(X). The following statements are equivalent:
(i) Browder’s theorem holds for T ;
(ii) int σdesc(T ) ⊂ σw(T );
(iii) int σsu(T ) ⊂ σw(T );
(iv) int σap(T ) ⊂ σw(T ).
In particular, if either σap(T ) or σsu(T ) has no interior points then
Browder’s theorem holds for T .
Proof. (i) ⇐⇒ (ii). Since σuw(T ) ⊂ σw(T ) ⊂ σb(T ), σb(T ) = σw(T ) ∪
int σdesc(T ) by Theorem 2.1, part (vii). Now, the result follows immediately.
(ii) ⇐⇒ (iii). Follows from intσdesc(T ) = int σsu(T ) [18, Corollary 2.18 (5)].
(i) ⇐⇒ (iv). Observe that σb(T ) = σw(T )∪ int σap(T ) by Theorem 2.1, part
(viii), and [18, Corollary 2.18 (5)].
To prove the last assertion, apply (iii) =⇒ (i) or (iv) =⇒ (i).
An operator T ∈ L(X) satisfies a-Browder’s theorem if σuw(T ) = σub(T ).
Theorem 3.2. Let T ∈ L(X). The following conditions are equivalent:
(i) int σdesc(T ) ⊂ σuw(T );
(ii) T ′ has SVEP at every λ 6∈ σuw(T );
(iii) σdesc(T ) ⊂ σuw(T );
(iv) a-Browder’s theorem holds for T and σ(T ) = σap(T ).
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Proof. (i) =⇒ (ii). Let intσdesc(T ) ⊂ σuw(T ) and λ 6∈ σuw(T ). From
Theorem 2.1, part (vii), we have that T − λI is Browder and thus λ 6∈
acc σ(T ) by [14, Corollary 20.20]. Consequently, T ′ has SVEP at λ.
(ii) =⇒ (iii). Let λ 6∈ σuw(T ). Then T − λI is upper semi-Fredholm and [1,
Theorem 3.17] ensures that q(T − λI) <∞. It follows that λ 6∈ σdesc(T ).
(iii) =⇒ (i). Obvious.
(i) =⇒ (iv). From int σdesc(T ) ⊂ σuw(T ) ⊂ σap(T ) and from part (v) of
Theorem 2.1 we obtain σ(T ) = σap(T ). Further, σb(T ) = σuw(T ) by Theo-
rem 2.1, part (vii). From this and from σuw(T ) ⊂ σub(T ) ⊂ σb(T ) we deduce
σuw(T ) = σub(T ), so a-Browder’s theorem holds for T .
(iv) =⇒ (i). Since σub(T ) = σuw(T ), acc σap(T ) ⊂ σuw(T ) by [1, Theo-
rem 3.65, part (v)]. Now, we have intσdesc(T ) ⊂ acc σ(T ) = acc σap(T ) ⊂
σuw(T ).
The implication
(5) T ′ has SVEP at every λ 6∈ σuw(T )⇒ a-Browder’s theorem holds forT
was proved in [2, Theorem 2.3]. Moreover, it was also observed in [2] that the
implication (5) can not be reversed in general. From Theorem 3.2 we may
obtain more information concerning this issue. Namely, from the equivalence
(ii) ⇐⇒ (iv) of Theorem 3.2 we conclude that the implication (5) can be
reversed if σ(T ) = σap(T ). If σap(T ) is a proper subset of σ(T ), then the
converse of the assertion (5) does not hold. We now apply this observations
to weighted right shifts and isometries. For relevant background material
concerning weighted right shifts, see [12, pp. 85-90].
Example 3.3. A weighted right shift T on ℓ2(N) is defined by
T (x1, x2, · · · ) = (0, w1x1, w2x2, · · · ) for all (x1, x2, · · · ) ∈ ℓ2(N),
where (wn) is a bounded sequence of strictly positive numbers (0 < wn ≤ 1
for all n ∈ N). It is easily seen that T is a bounded linear operator on
ℓ2(N) and that T has no eigenvalues. It follows that T has SVEP, so every
weighted right shift satisfies a-Browder’s theorem by [2, Theorem 2.3 (i)].
The approximate point spectrum and the spectrum of T are described
as follows:
σap(T ) = {λ ∈ C : i(T ) ≤ |λ| ≤ r(T )}, σ(T ) = {λ ∈ C : |λ| ≤ r(T )},
where r(T ) = max{|λ| : λ ∈ σ(T )} = lim
n→∞
‖T n‖1/n is the spectral radius of
T and i(T ) = lim
n→∞
k(T n)1/n.
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It is possible to find a weight sequence (wn) for which the corresponding
weighted right shift T satisfies 0 < i(T ) < r(T ). P. Aiena et al. proved [2,
Example 2.5] that 0 6∈ σuw(T ) and that T
′ does not have SVEP at 0, so
the converse of (5) does not hold for T . On the other hand, using Theorem
3.2 we obtain the same conclusion in a rather direct way if we observe that
σap(T ) ( σ(T ).
Example 3.4. Let T ∈ L(X) be a non-invertible isometry. It is known
that σ(T ) = {λ ∈ C : |λ| ≤ 1} and σap(T ) = {λ ∈ C : |λ| = 1} [12, p.
80]. Consequently, int σap(T ) is empty set, so T has SVEP, and from [2,
Corollary 2.4] we infer that a-Browder’s theorem holds for T . Since σap(T )
is a proper subset of σ(T ), the reverse of the assertion (5) does not hold for
T .
Theorem 3.5. Let T ∈ L(X). The following conditions are equivalent:
(i) int σLD(T ) ⊂ σlw(T );
(ii) T has SVEP at every λ 6∈ σlw(T );
(iii) σLD(T ) ⊂ σlw(T );
(iv) a-Browder’s theorem holds for T ′ and σ(T ) = σsu(T ).
Proof. (i) =⇒ (ii). Since int σLD(T ) ⊂ σlw(T ), σb(T ) = σlw(T ) by Theorem
2.1, part (viii). If λ 6∈ σlw(T ), then λ 6∈ σb(T ), and hence λ 6∈ acc σ(T ) [14,
Corollary 20.20]. Consequently, T has SVEP at λ.
(ii) =⇒ (iii). Let λ 6∈ σlw(T ). Then T − λI is lower semi-Fredholm, so
T − λI is of Kato type. By [1, Theorem 3.16] the SVEP of T at λ implies
that p = p(T−λ) <∞. In addition, R((T−λI)p+1) is closed, so λ 6∈ σLD(T ).
(iii) =⇒ (i). It is clear.
(i) =⇒ (iv). Since int σLD(T ) ⊂ σlw(T ) ⊂ σsu(T ) we conclude by Theorem
2.1, parts (vi) and (viii), that σ(T ) = σsu(T ) and σb(T ) = σlw(T ). Now,
σb(T
′) = σuw(T
′) ⊂ σub(T
′) ⊂ σb(T
′). It follows that σuw(T
′) = σub(T
′), so
a-Browder’s theorem holds for T ′.
(iv) =⇒ (i). Since σuw(T
′) = σub(T
′), σlw(T ) = σlb(T ) and therefore [1,
Theorem 3.65, part (v)] ensures that acc σsu(T ) ⊂ σlw(T ). It follows that
int σLD(T ) ⊂ acc σ(T ) = acc σsu(T ) ⊂ σlw(T ).
The implication
(6) T has SVEP at every λ 6∈ σlw(T )⇒ a-Browder’s theorem holds forT
′
can be found in [2, Theorem 2.3]. What is more, the converse of the assertion
(6) does not hold in general [2, Example 2.5]. According to Theorem 3.5,
the implication (6) can be reversed if σ(T ) = σsu(T ).
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