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C−ROBIN FUNCTIONS AND APPLICATIONS
NORM LEVENBERG* AND SIONE MA‘U
Abstract. We continue the study in [1] in the setting of pluripo-
tential theory arising from polynomials associated to a convex body
C in (R+)d. Here we discuss C−Robin functions and their applica-
tions. In the particular case where C is a simplex in (R+)2 with ver-
tices (0, 0), (b, 0), (a, 0), a, b > 0, we generalize results of T. Bloom
to construct families of polynomials which recover the C−extremal
function VC,K of a nonpluripolar compact set K ⊂ Cd.
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1. Introduction
As in [1], we fix a convex body C ⊂ (R+)d and we define the loga-
rithmic indicator function
(1.1) HC(z) := sup
J∈C
log |zJ | := sup
(j1,...,jd)∈C
log[|z1|j1 · · · |zd|jd].
We assume throughout that
(1.2) Σ ⊂ kC for some k ∈ Z+
where
Σ := {(x1, ..., xd) ∈ Rd : 0 ≤ xi ≤ 1,
d∑
j=1
xi ≤ 1}.
Then
HC(z) ≥ 1
k
max
j=1,...,d
log+ |zj| = 1
k
HΣ(z)
where log+ |zj | = max[0, log |zj |]. We define
LC = LC(C
d) := {u ∈ PSH(Cd) : u(z)−HC(z) = O(1), |z| → ∞},
and
LC,+ = LC,+(C
d) = {u ∈ LC(Cd) : u(z) ≥ HC(z) + Cu}
where PSH(Cd) denotes the class of plurisubharmonic functions on Cd.
These are generalizations of the classical Lelong classes L := LΣ, L
+ :=
LΣ,+ when C = Σ. Let C[z] denote the polynomials in z and
(1.3) Poly(nC) := {p ∈ C[z] : p(z) =
∑
α∈nC
aαz
α}.
For a nonconstant polynomial p we define
(1.4) degC(p) = min{n ∈ N : p ∈ Poly(nC)}.
If p ∈ Poly(nC), n ≥ 1 we have 1
n
log |p| ∈ LC ; also each u ∈ LC,+(Cd)
is locally bounded in Cd. For C = Σ, we write Poly(nC) = Pn.
The C-extremal function of a compact set K ⊂ C2 is defined as the
uppersemicontinuous (usc) regularization V ∗C,K(z) := lim supζ→z VC,K(ζ)
of
VC,K(z) := sup{u(z) : u ∈ LC , u ≤ 0 on K}.
If K is regular (VK := VΣ,K is continuous), then VC,K = V
∗
C,K is con-
tinuous (cf., [9]). In particular, for K = T d = {(z1, ..., zd) ∈ Cd : |zj | =
1, j = 1, ..., d}, VC,T d = V ∗C,T d = HC (cf., (2.7) in [1]). If K is not
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pluripolar, i.e., for any u psh with u = −∞ on K we have u ≡ −∞,
the Monge-Ampe`re measure (ddcV ∗C,K)
d is a positive measure with sup-
port in K and V ∗C,K = 0 quasi-everywhere (q.e.) on supp(dd
cV ∗C,K)
d
(i.e., everywhere except perhaps a pluripolar set).
Much of the recent development of this C−pluripotential theory can
be found in [9], [1] and [2]. One noticeable item lacking from these
works is a constructive approach to finding natural concrete families
of polynomials associated to K,C which recover VC,K . In order to do
this, following the approach of Tom Bloom in [4] and [5], we introduce
a C−Robin function ρu for a function u ∈ LC . The “usual” Robin
function ρu associated to u ∈ LΣ is defined as
(1.5) ρu(z) := lim sup
|λ|→∞
[u(λz)− log |λ|]
and this detects the asymptotic behavior of u. This definition is nat-
ural since the “growth function” HΣ(z) = maxj=1,...,d log
+ |zj | satisfies
HΣ(λz) = HΣ(z) + log |λ|. Let C be the triangle in R2 with vertices
(0, 0), (b, 0), (0, a) where a, b are relatively prime positive integers. Then
(1) HC(z1, z2) = max[log
+ |z1|b, log+ |z2|a] (note HC = 0 on the
closure of the unit polydisk P 2 := {(z1, z2) : |z1|, |z2| < 1});
(2) defining λ ◦ (z1, z2) := (λaz1, λbz2), we have
HC(λ ◦ (z1, z2)) = HC(z1, z2) + ab log |λ|
for (z1, z2) ∈ C2 \ P 2 and |λ| ≥ 1.
Given u ∈ LC(C2), we define the C−Robin function of u (Definition
4.2) as
ρu(z1, z2) := lim sup
|λ|→∞
[u(λ ◦ (z1, z2))− ab log |λ|]
for (z1, z2) ∈ C2. This agrees with (1.5) when a = b = 1; i.e., when
C = Σ ⊂ (R+)2. For general convex bodies C, it is unclear how to
define an analogue to recover the asymptotic behavior of u ∈ LC .
The next two sections give some general results in C−pluripotential
theory which will be used further on but are of independent interest.
Section 4 begins in earnest with the case where C is a triangle in C2.
The key results utilized in our analysis are the use of an integral for-
mula of Bedford and Taylor [3], Theorem 6.1 in section 6, yielding the
fundamental Corollary 6.4, and recent results on C−transfinite diame-
ter in [12] and [13] of the second author in section 7. Our arguments in
Sections 5 and 8 follow closely those of Bloom in [4] and [5]. The main
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theorem, Theorem 8.3, is stated and proved in section 8; then explicit
examples of families of polynomials which recover VC,K are provided.
We mention that the results given here for triangles C in R2 with ver-
tices (0, 0), (b, 0), (0, a) where a, b are relatively prime positive integers
should generalize to the case of a simplex
C = co{(0, ..., 0), (a1, 0, ..., 0), ..., (0, ..., 0, ad)}
in (R+)d, d > 2 where a1, ..., ad are pairwise relatively prime (cf., Re-
mark 4.5). Section 9 indicates generalizations to weighted situations.
2. Rumely formula and transfinite diameter
We recall the definition of C−transfinite diameter δC(K) of a com-
pact set K ⊂ Cd where C satisfies (1.2). Letting Nn be the dimension
of Poly(nC) in (1.3), we have
Poly(nC) = span{e1, ..., eNn}
where {ej(z) := zα(j) = zα1(j)1 · · · zαd(j)d }j=1,...,Nn are the standard basis
monomials in Poly(nC) in any order. For points ζ1, ..., ζNn ∈ Cd, let
V DM(ζ1, ..., ζNn) := det[ei(ζj)]i,j=1,...,Nn
= det

 e1(ζ1) e1(ζ2) . . . e1(ζNn)... ... . . . ...
eNn(ζ1) eNn(ζ2) . . . eNn(ζNn)


and for a compact subset K ⊂ Cd let
Vn = Vn(K) := max
ζ1,...,ζNn∈K
|V DM(ζ1, ..., ζNn)|.
Then
δC(K) := lim sup
n→∞
V 1/lnn
is the C−transfinite diameter of K where ln :=
∑Nn
j=1 degC(ej). The
existence of the limit is not obvious but in this setting it is proved in
[1]. We return to this issue in section 7.
Next, for u, v ∈ LC,+, we define the mutual energy
(2.1) E(u, v) :=
∫
Cd
(u− v)
d∑
j=0
(ddcu)j ∧ (ddcv)d−j.
Here ddc = i∂∂ and for locally bounded psh functions, e.g., for u, v ∈
LC,+, the complex Monge-Ampe`re operators (dd
cu)j ∧ (ddcv)d−j are
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well-defined as positive measures. We have that E satisfies the cocycle
property; i.e., for u, v, w ∈ LC,+, (cf., [1], Proposition 3.3)
E(u, v) + E(v, w) + E(w, u) = 0.
Connecting these notions, we recall the following formula from [1].
Theorem 2.1. Let K ⊂ Cd be compact and nonpluripolar. Then
log δC(K) =
−1
c
E(V ∗C,K , HC)
where c is a positive constant depending only on d and C.
We will use the global domination principle for general LC and LC,+
classes associated to convex bodies satisfying (1.2) (cf., [11]):
Proposition 2.2. For C ⊂ (R+)d satisfying (1.2), let u ∈ LC and
v ∈ LC,+ with u ≤ v a.e.-(ddcv)d. Then u ≤ v in Cd.
We use these ingredients to prove the following.
Proposition 2.3. Let E ⊂ F be compact and nonpluripolar. If δC(E) =
δC(F ) then V
∗
C,E = V
∗
C,F .
Proof. By Theorem 2.1, the hypothesis implies that E(V ∗C,E, HC) =
E(V ∗C,F , HC). Using the cocycle property,
0 = E(V ∗C,E, HC) + E(HC, V ∗C,F ) + E(V ∗C,F , V ∗C,E)
= E(V ∗C,E, HC)− E(V ∗C,F , HC) + E(V ∗C,F , V ∗C,E)
= E(V ∗C,F , V ∗C,E).
From the definition (2.1),
0 = E(V ∗C,F , V ∗C,E) =
∫
Cd
(V ∗C,F − V ∗C,E)
d∑
j=0
(ddcV ∗C,F )
j ∧ (ddcV ∗C,E)d−j
=
∫
Cd
(V ∗C,F − V ∗C,E)(ddcV ∗C,F )d +
∫
Cd
(V ∗C,F − V ∗C,E)(ddcV ∗C,E)d
+
∫
Cd
(V ∗C,F − V ∗C,E)
d−1∑
j=1
(ddcV ∗C,F )
j ∧ (ddcV ∗C,E)d−j .
Now E ⊂ F implies V ∗C,F ≤ V ∗C,E; i.e., V ∗C,F − V ∗C,E ≤ 0 on Cd. Also,
V ∗C,F = V
∗
C,E = 0 q.e. on supp(dd
cV ∗C,E)
d
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and
V ∗C,F = 0 q.e. on supp(dd
cV ∗C,F )
d.
Thus we see that
0 =
∫
Cd
(−V ∗C,E)(ddcV ∗C,F )d+
∫
Cd
(V ∗C,F−V ∗C,E)
d−1∑
j=1
(ddcV ∗C,F )
j∧(ddcV ∗C,E)d−j
where each term on the right-hand-side is nonpositive. Hence each term
vanishes. In particular,
0 =
∫
Cd
V ∗C,E(dd
cV ∗C,F )
d
implies that V ∗C,E = 0 q.e. on supp(dd
cV ∗C,F )
d (and hence a.e.-(ddcV ∗C,F )
d).
We finish the proof by using the domination principle (Proposition
2.2): we have V ∗C,E, V
∗
C,F ∈ LC,+(Cd) with
V ∗C,E = 0 ≤ V ∗C,F a.e.− (ddcV ∗C,F )d
and hence V ∗C,E ≤ V ∗C,F on Cd; i.e., V ∗C,E = V ∗C,F on Cd.

Remark 2.4. For C = Σ, Proposition 2.3 was proved for regular com-
pact sets E, F in [5] and in general (compact and nonpluripolar sets) in
[6]. Both results utilized the “usual” Robin functions (1.5) of V ∗E , V
∗
F .
3. Other preliminary results: General
Let K ⊂ Cd be compact and nonpluripolar and let µ be a positive
measure on K such that one can form orthonormal polynomials {pα}
using Gram-Schmidt on the monomials {zα}. We use the notion of
degree given in (1.4): degC(p) = min{n ∈ N : p ∈ Poly(nC)}. We have
the Siciak-Zaharjuta type polynomial formula
(3.1) VC,K(z) = sup{ 1degC(p) log |p(z)| : p ∈ C[z], ‖p‖K ≤ 1}
(cf., [1], Proposition 2.3). It follows that {z ∈ Cd : VC,K(z) = 0} = K̂,
the polynomial hull of K:
K̂ := {z ∈ Cd : |p(z)| ≤ ||p||K, all polynomials p}.
In this section, we follow the arguments of Zeriahi in [17].
Proposition 3.1. In this setting,
lim sup
|α|→∞
1
degC(pα)
log |pα(z)| ≥ VC,K(z), z 6∈ K̂.
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Proof. Let Qn :=
∑
α∈nC cαpα ∈ Poly(nC) with ||Qn||K ≤ 1. Then
|cα| = |
∫
K
Qnpαdµ| ≤
∫
K
|pα|dµ ≤
√
µ(K)
by Cauchy-Schwarz. Hence
|Qn(z)| ≤ Nn
√
µ(K) max
α∈nC
|pα(z)|
where recall Nn =dim(Poly(nC)).
Now fix z0 ∈ Cd \ K̂ and let αn ∈ nC be the multiindex with
degC(pαn) largest such that
|pαn(z0)| = max
α∈nC
|pα(z0)|.
We claim that taking any sequence {Qn} with ||Qn||K ≤ 1 for all n,
lim
n→∞
degC(pαn) = +∞.
For if not, then by the above argument, there exists A < +∞ such that
for any n and any Qn ∈ Poly(nC) with ||Qn||K ≤ 1,
|Qn(z0)| ≤ Nn
√
µ(K) max
degC(pα)≤A
|pα(z0)| = NnM(z0)
where M(z0) is independent of n. But then
VC,K(z0) = sup{ 1degC(p) log |p(z)| : p ∈ C[z], ‖p‖K ≤ 1}
≤ lim sup
n→∞
[
1
n
logNn +
1
n
logM(z0)] = 0
which contradicts z0 ∈ Cd \ K̂. We conclude that for any z ∈ Cd \ K̂,
for any n and any Qn ∈ Poly(nC) with ||Qn||K ≤ 1,
1
n
log |Qn(z)| ≤ 1
n
logNn +
1
n
log |pαn(z)|
where we can assume degC(pαn) ↑ +∞. Hence, for such z,
VC,K(z) ≤ lim sup
n→∞
1
n
log |pαn(z)| ≤ lim sup
n→∞
1
degC(pαn)
log |pαn(z)|
≤ lim sup
|α|→∞
1
degC(pα)
log |pα(z)|
where we have used degC(pαn) ≤ n.

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Suppose µ is any Bernstein-Markov measure forK; i.e., for any ǫ > 0,
there exists a constant cǫ so that
||pn||K ≤ cǫ(1 + ǫ)n||pn||L2(µ), pn ∈ Poly(nC), n = 1, 2, ...
From (1.2), Σ ⊂ kC ⊂ mΣ for some k,m and we can replace (1 + ǫ)n
by (1+ ǫ)degC(pn). In particular, for the orthonormal polynomials {pα},
||pα||K ≤ cǫ(1 + ǫ)degC(pα).
Thus
lim sup
|α|→∞
1
degC(pα)
log ||pα||K ≤ 0
and we obtain equality in the previous result:
Corollary 3.2. In this setting, if µ is any Bernstein-Markov measure
for K,
lim sup
|α|→∞
1
degC(pα)
log |pα(z)| = VC,K(z), z 6∈ K̂.
We remark that Bernstein-Markov measures exist in abundance; cf.,
[8]. Our goal in subsequent sections is to generalize the results in [4]
and [5] of T. Bloom to give more constructive ways of recovering VC,K
from special families of polynomials.
4. C−Robin function
We begin with the observation that a proof similar to that of Theorem
5.3.1 of [10] yields the following result.
Theorem 4.1. Let C,C ′ ⊂ (R+)d be convex bodies and let F : Cd → Cd
be a proper polynomial mapping satisfying
0 < lim inf
|z|→∞
supJ∈C |[F (z)]J |
supJ∈C′ |zJ ′ |
≤ lim sup
|z|→∞
supJ∈C |[F (z)]J |
supJ ′∈C′ |zJ ′ |
<∞.
Then for K ⊂ Cd compact,
VC,K(F (z)) = VC′,F−1(K)(z).
Proof. Since HC(z) := supJ∈C log |zJ |, the hypothesis can be written
(4.1) 0 < lim inf
|z|→∞
eHC(F (z))
eHC′ (z)
≤ lim sup
|z|→∞
eHC(F (z))
eHC′ (z)
<∞.
We first show that lim inf |z|→∞
eHC(F (z))
eHC′ (z)
> 0 implies
(4.2) VC′,F−1(K)(z) ≤ VC,K(F (z)).
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Indeed, starting with u ∈ LC′ with u ≤ 0 on F−1(K), take
v(z) := sup u(F−1(z))
where the supremum is over all preimages of z. Then v ∈ PSH(Cd)
and v ≤ 0 on K. Note that v(F (z)) = u(z). Now u ∈ LC′ implies
lim sup
|z|→∞
[u(z)−HC′(z)] ≤M <∞.
To show v ∈ LC , since F is proper it suffices to show
lim sup
|z|→∞
[v(F (z))−HC(F (z))] <∞.
We have
lim sup
|z|→∞
[v(F (z))−HC(F (z))]
= lim sup
|z|→∞
[v(F (z))− HC′(z) + HC′(z)−HC(F (z))]
≤ lim sup
|z|→∞
[u(z)− HC′(z)]− lim inf
|z|→∞
[HC(F (z))− HC′(z)]
≤M − lim inf
|z|→∞
[HC(F (z))− HC′(z)] <∞
from the hypothesized condition in (4.1) so v ∈ LC and (4.2) follows.
Next we show that
lim sup
|z|→∞
eHC(F (z))
eHC′ (z)
<∞ implies VC′,F−1(K)(z) ≥ VC,K(F (z)).
Letting u ∈ LC with u ≤ 0 on K, we have u(F (z)) ∈ PSH(Cd) and
u(F (z)) ≤ 0 on F−1(K) and we are left to show u(F (z)) ∈ LC′ . Now
lim sup
|z|→∞
[u(F (z))−HC′(z)]
= lim sup
|z|→∞
[u(F (z))−HC(F (z)) +HC(F (z))−HC′(z)]
≤ lim sup
|z|→∞
[u(F (z))−HC(F (z))] + lim sup
|z|→∞
[HC(F (z))−HC′(z)] <∞
from the hypothesized condition in (4.1) and u ∈ LC .

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We can apply this in Cd with C ′ = cΣ where c ∈ Z+ and C is an
arbitrary convex body in (R+)d. Given K ⊂ Cd compact, provided we
can find F satisfying the hypotheses of Theorem 4.1, from the relation
VC,K(F (z)) = VcΣ,F−1(K)(z) = cVF−1(K)(z) ∈ cL(Cd)
we can form a scaling of the standard Robin function (1.5) for VF−1(K),
i.e., ρF−1(K) := ρΣ,F−1(K), and we have
cρF−1(K)(z) = lim sup
|λ|→∞
[VC,K(F (λz))− c log |λ|].
This gives a connection between the standard Robin function ρF−1(K)
and something resembling a possible definition of a C−Robin function
ρC,K (the right-hand-side). Given K ⊂ Cd, the set F−1(K) can be very
complicated so that, apriori, this relation has little practical value.
For the rest of this section, and for most of the subsequent sections,
we work in C2 with variables z = (z1, z2) and we let C be the triangle
with vertices (0, 0), (b, 0), (0, a) where a, b are relatively prime positive
integers. We recall from the introduction:
(1) HC(z1, z2) = max[log
+ |z1|b, log+ |z2|a] (note HC = 0 on the
closure of the unit polydisk P 2 := {(z1, z2) : |z1|, |z2| < 1});
(2) defining λ ◦ (z1, z2) := (λaz1, λbz2), we have
(4.3) HC(λ ◦ (z1, z2)) = HC(z1, z2) + ab log |λ|
for (z1, z2) ∈ C2 \ P 2 and |λ| ≥ 1.
Definition 4.2. Given u ∈ LC , we define the C−Robin function of u:
ρu(z1, z2) := lim sup
|λ|→∞
[u(λ ◦ (z1, z2))− ab log |λ|]
for (z1, z2) ∈ C2.
We claim that ρu ∈ LC . To see this, we lift the circle action on C2,
λ ◦ (z1, z2) := (λaz1, λbz2),
to C3 in the following manner:
λ ◦ (t, z1, z2) := (λt, λaz1, λbz2).
Given a function u ∈ LC(C2), we can associate a function h on C3
which satisfies
(1) h(1, z1, z2) = u(z1, z2) for all (z1, z2) ∈ C2;
(2) h ∈ LC˜(C3) where C˜ = co{(0, 0, 0), (1, 0, 0), (0, b, 0), (0, 0, a)};
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(3) h is ab−log-homogeneous:
h(λ ◦ (t, z1, z2)) = h(t, z1, z2) + ab log |λ|.
Indeed, we simply set
h(t, z1, z2) := u(
z1
ta
,
z2
tb
) + ab log |t| if t 6= 0 and
h(0, z1, z2) := lim sup
(t,w1,w2)→(0,z1,z2)
h(t, w1, w2) if t = 0.
Now since h is psh on C3, we have
(4.4) h(0, z1, z2) := lim sup
(t,z1,z2)→(0,z1,z2)
h(t, z1, z2) = ρu(z1, z2).
Proposition 4.3. For u ∈ LC, we have ρu ∈ LC. In particular, ρu is
plurisubharmonic.
Proof. The psh of ρu follows directly from (4.4) since h is psh on C
3.
To show ρu ∈ LC , note that
ρu(λ ◦ (z1, z2)) = ρu(z1, z2) + ab log |λ| for λ ∈ C.
From (4.3) HC satisfies the same relation for (z1, z2) ∈ C2 \ P 2 and
|λ| ≥ 1 which gives the result. 
Remark 4.4. Since ρu(λ◦(z1, z2)) = ρu(z1, z2)+ab log |λ|, in particular,
ρu(e
iθ ◦ (z1, z2)) = ρu(z1, z2).
Moreover, any point (z1, z2) ∈ C2 is of the form (λaζ1, λbζ2) for some
(ζ1, ζ2) ∈ ∂P 2 and some λ ∈ C. Indeed, if b ≥ a then we get all
points (z1, z2) ∈ C2 with |z2|a ≤ |z1|b as (λaζ1, λbζ2) for some (ζ1, ζ2)
with |ζ1| = 1 and |ζ2| ≤ 1 and we get all points (z1, z2) ∈ C2 with
|z2|a ≥ |z1|b as (λaζ1, λbζ2) for some (ζ1, ζ2) with |ζ1| ≤ 1 and |ζ2| = 1.
Thus we recover the values of ρu on C
2 from its values on ∂P 2.
Remark 4.5. In the general case where
C = co{(0, ..., 0), (a1, 0, ..., 0), ..., (0, ..., 0, ad)} ∈ (R+)d
where a1, ..., ad are pairwise relatively prime, we have
HC(z1, ..., zd) = max[aj log
+ |zj | : j = 1, ..., d]
and we define
λ ◦ (z1, ..., zd) := (λ
∏
j 6=1 ajz1, ..., λ
∏
j 6=d ajzd)
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so that
HC(λ ◦ (z1, ..., zd)) = HC(z1, ..., zd) + (
d∏
j=1
aj) log |λ|
for (z1, ..., zd) ∈ Cd \P d and |λ| ≥ 1. Then given u ∈ LC , we define the
C−Robin function of u as
ρu(z1, ..., zd) := lim sup
|λ|→∞
[u(λ ◦ (z1, ..., zd))− (
d∏
j=1
aj) log |λ|]
for (z1, ..., zd) ∈ Cd.
We recall the Siciak-Zaharjuta formula (3.1) for K ⊂ Cd compact:
VC,K(z) = sup{ 1degC(p) log |p(z)| : p ∈ C[z], ‖p‖K ≤ 1}
For simplicity in notation, we write ρC,K := ρV ∗
C,K
. The following result
will be used in section 8.
Theorem 4.6. Let K ⊂ C2 be nonpluripolar and satisfy
(4.5) eiθ ◦K = K.
Then K = {ρC,K ≤ 0} and V ∗C,K = ρ+C,K := max[ρC,K , 0].
Proof. We first define a C−homogeneous extremal function HC,K as-
sociated to a general compact set K. To this end, for each n ∈ N we
define the collection of nC-homogeneous polynomials by
Hn(C) := {hn(z1, z2) =
∑
(j,k):aj+bk=nab
cjkz
j
1z
k
2 : cjk ∈ C} ⊂ Poly(nC).
Note that for hn ∈ Hn(C),
hn(λ ◦ (z1, z2)) = λnab
∑
(j,k):aj+bk=nab
cjkz
j
1z
k
2 = λ
nabhn(z1, z2)
and thus u := 1
n
log |hn| satisfies
(4.6) u(λ ◦ (z1, z2)) = u(z1, z2) + ab log |λ|.
Define
(4.7)
HC,K(z1, z2) := sup
n
sup{ 1
n
log |hn(z1, z2)| : hn ∈ Hn(C), ||hn||K ≤ 1}.
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Then HC,K satisfies the property in (4.6). Clearly
H+C,K := max[HC,K , 0] ≤ VC,K
and hence K ⊂ {HC,K ≤ 0}.
For a polynomial p ∈ Poly(nC), we write
(4.8) p(z1, z2) =
∑
aj+bk≤nab
cjkz
j
1z
k
2 =
nab∑
l=0
h˜l(z1, z2)
where h˜l(z1, z2) :=
∑
aj+bk=l cjkz
j
1z
k
2 satisfies
h˜l(λ ◦ (z1, z2)) = λlh˜l(z1, z2).
Then for each l = 0, 1, ..., nab,
(4.9) ||h˜l||K ≤ ||p||K.
To prove (4.9), note that
p(λ ◦ (z1, z2)) =
nab∑
l=0
λlh˜l(z1, z2).
Take (z1, z2) ∈ K at which |h˜l(z1, z2)| = ||h˜l||K . Then by the Cauchy
estimates for λ→ F (λ) := p(λ ◦ (z1, z2)) on the unit circle,
|h˜l(z1, z2)| = ||h˜l||K = |F (l)(0)|/l! ≤ max
|λ|=1
|F (λ)| ≤ ||p||K,
proving (4.9).
We define
H˜l := {h˜l(z1, z2) :=
∑
aj+bk=l
cjkz
j
1z
k
2 , cjk ∈ C}.
If a = b = 1, H˜l = Hl(C) = Hl(Σ) are the usual homogeneous polyno-
mials of degree l in Cd. Moreover, if h˜l ∈ H˜l, then h˜abl ∈ Hl(C). Since
||h˜l||K ≤ 1 if and only if ||h˜abl ||K ≤ 1, this shows
(4.10)
HC,K(z1, z2) = ab · sup
l
sup{1
l
log |h˜l(z1, z2)| : h˜l ∈ H˜l, ||h˜l||K ≤ 1}.
We define the C−homogeneous polynomial hull K̂C of a compact set
K as
K̂C := {(z1, z2) : |k(z1, z2)| ≤ ||k||K , k ∈ ∪lH˜l}.
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It is clear K̂ ⊂ K̂C for any compact set K. We show the reverse
inclusion, and hence equality, for K satisfying (4.5). To this end, let
a ∈ K̂C . For p ∈ Poly(nC), write p =
∑nab
l=0 h˜l as in (4.8). Then
|p(a)| ≤
nab∑
l=0
|h˜l(a)| ≤
nab∑
l=0
||h˜l||K ≤ (nab+ 1)||p||K.
Thus
|p(a)| ≤ (nab+ 1)||p||K.
Apply this to pm ∈ Poly(nmC):
|p(a)|m ≤ (nmab+ 1)||p||mK so that |p(a)|1/n ≤ (nmab+ 1)1/nm||p||1/nK .
Letting m→∞, we obtain |p(a)| ≤ ||p||K and hence a ∈ K̂.
We use this to show
(4.11) {VC,K = 0} = {HC,K ≤ 0}
for sets satisfying (4.5). To see this, we observe from (4.10) that the
right-hand-side of (4.11) is the C−homogeneous polynomial hull K̂C of
K while the left-hand-side is the polynomial hull K̂ of K. Thus (4.11)
follows from the previous paragraph.
Now we claim that V ∗C,K = H
+
C,K . We observed that H
+
C,K ≤ VC,K ≤
V ∗C,K ; for the reverse inequality, we observe that H
+
C,K is in LC and
since HC,K satisfies (4.6), we have H
+
C,K is maximal outside K̂. From
(4.11) we can apply the global domination principle (Proposition 2.2)
to conclude that H+C,K ≥ V ∗C,K and hence H+C,K = V ∗C,K .
Using H+C,K = V
∗
C,K ,
ρC,K(z1, z2) := lim sup
|λ|→∞
[HC,K(λ ◦ (z1, z2))− ab log |λ|]
= lim sup
|λ|→∞
HC,K(z1, z2) = HC,K(z1, z2)
for (z1, z2) ∈ C2 \K by the invariance of HC,K (i.e., it satisfies (4.6)).
Thus, from Proposition 4.3 (and the invariance of ρC,K) we have
ρ+C,K = H
+
C,K = V
∗
C,K .
This shows K = {ρC,K ≤ 0} and V ∗C,K = ρ+C,K := max[ρC,K , 0]. 
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Remark 4.7. It follows that for
p =
nab∑
l=0
h˜l = hn + rn ∈ Poly(nC)
where hn := h˜nab ∈ Hn(C) and rn = p − hn =
∑
aj+bk<nab cjkz
j
1z
k
2 , if
u := 1
n
log |pn| then
ρu =
1
n
log |h˜nab| = 1
n
log |hn|.
We write p̂n := hn = h˜nab; thus ρu =
1
n
log |p̂n|.
In the case a = b = 1 where C = Σ, we know from Corollary 4.6
of [7] that K regular implies ρK := ρΣ,K is continuous. We need to
know that for our triangles C where a, b are relatively prime positive
integers we also have ρC,K is continuous. To this end, we begin with
the observation that applying Theorem 4.1 in the special case where
d = 2 and C is our triangle with vertices (0, 0), (b, 0), (0, a), we can take
F (z1, z2) = (z
a
1 , z
b
2)
and c = ab to obtain
abρF−1(K)(z1, z2) = lim sup
|λ|→∞
[VC,K(λ
aza1 , λ
bzb2)− ab log |λ|].
= lim sup
|λ|→∞
[VC,K(λ ◦ (za1 , zb2))− ab log |λ|]
= ρC,K(z
a
1 , z
b
2) = ρC,K(F (z1, z2)).
We use this connection between ρC,K and the standard Robin function
ρF−1(K) to show that ρC,K is continuous if K is regular.
Proposition 4.8. Let K ⊂ C2 be compact and regular. Then ρC,K is
uniformly continuous on ∂P 2.
Proof. With F (z1, z2) = (z
a
1 , z
b
2) as above, from Theorem 5.3.6 of [10],
we have F−1(K) is regular. Thus, from Corollary 4.6 of [7], ρF−1(K)
is continuous. Hence ρC,K(z
a
1 , z
b
2) = ρC,K(F (z1, z2)) is continuous. To
show ζ → ρC,K(ζ) is continuous at ζ = (ζ1, ζ2) ∈ ∂P 2, we use the
fundamental relationship that
abρF−1(K)(z1, z2) = ρC,K(z
a
1 , z
b
2).
To this end, let ζn = (ζn1 , ζ
n
2 ) ∈ ∂P 2 converge to ζ = (ζ1, ζ2). Then
ρC,K(ζ
n
1 , ζ
n
2 ) = ρC,K([(ζ
n
1 )
1/a]a, [(ζn2 )
1/b]b)
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for any a−th root (ζn1 )1/a of ζn1 and any b−th root (ζn2 )1/b of ζn2 . But
ρC,K([(ζ
n
1 )
1/a]a, [(ζn2 )
1/b]b) = abρF−1(K)((ζ
n
1 )
1/a, (ζn2 )
1/b).
By continuity of ρF−1(K),
lim
n→∞
ρC,K(ζ
n
1 , ζ
n
2 ) = lim
n→∞
abρF−1(K)((ζ
n
1 )
1/a, (ζn2 )
1/b)
= abρF−1(K)((ζ1)
1/a, (ζ2)
1/b)
for the appropriate choice of (ζ1)
1/a and (ζ2)
1/b. But
abρF−1(K)((ζ1)
1/a, (ζ2)
1/b) = ρC,K([(ζ1)
1/a]a, [(ζ2)
1/b]b) = ρC,K(ζ1, ζ2).
Note that this also yields that the value of ρF−1(K)((ζ1)
1/a, (ζ2)
1/b) is
independent of the choice of the roots (ζ1)
1/a and (ζ2)
1/b. This can also
be seen from the definitions of ρF−1(K) and F .

Remark 4.9. The relationship
abρF−1(K)(z1, z2) = ρC,K(z
a
1 , z
b
2)
is a special case of a more general result. Let u ∈ LC . Then
u˜(z) := u(F (z1, z2)) = u(z
a
1 , z
b
2) ∈ abL = abLΣ and
ρu(F (z1, z2)) = ρu(z
a
1 , z
b
2) = lim sup
|λ|→∞
[u(λ ◦ (za1 , zb2))− ab log |λ|]
= lim sup
|λ|→∞
[u(λaza1 , λ
bzb2)− ab log |λ|]
= lim sup
|λ|→∞
[u˜(λz)− ab log |λ|].
Since u˜ ∈ abL, this last line is equal to the “usual” Robin function of
u˜ in the sense of (1.5). To be precise, it is equal to abρu˜/ab where ρu˜/ab
is the standard Robin function (1.5) of u˜/ab ∈ L. This observation will
be crucial in section 6.
We need an analogue of formula (18) in [17] in order to verify a
calculation in the next section. We follow the arguments in [17]. Recall
we may lift the circle action on C2 to C3 via
λ ◦ (t, z1, z2) := (λt, λaz1, λbz2).
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This gave a correspondence between LC(C
2) and LC˜(C
3) where C˜ =
co{(0, 0, 0), (1, 0, 0), (0, b, 0), (0, 0, a)}. In analogy with our class
Hn(C) := {hn(z1, z2) =
∑
(j,k):aj+bk=nab
cjkz
j
1z
k
2 : cjk ∈ C} ⊂ Poly(nC)
in C2, we can consider
Hn(C˜) := {hn(t, z1, z2) =
∑
(i,j,k):i+aj+bk=nab
cijkt
izj1z
k
2 : cijk ∈ C} ⊂ Poly(nC˜)
in C3. For hn ∈ Hn(C˜), we have
un(t, z1, z2) :=
1
n
log |hn(t, z1, z2)|
belongs to LC˜(C
3) and un is ab−log-homogeneous. That un ∈ LC˜(C3)
is clear; to show the ab−log-homogeneity, note that
hn(λ ◦ (t, z1, z2)) = hn(λt, λaz1, λbz2)
=
∑
(i,j,k):i+aj+bk=nab
cijk(λt)
i(λaz1)
j(λbz2)
k
=
∑
(i,j,k):i+aj+bk=nab
cijkλ
i+aj+bktizj1z
k
2 = λ
nabhn(t, z1, z2)
so that
un(λ ◦ (t, z1, z2)) = un(t, z1, z2) + ab log |λ|.
Moreover, for hn ∈ Hn(C˜), the polynomial
pn(z1, z2) := hn(1, z1, z2) =
∑
(j,k):aj+bk≤nab
cijkz
j
1z
k
2 ∈ Poly(nC);
conversely, if pn(z1, z2) =
∑
(j,k):aj+bk≤nab cjkz
j
1z
k
2 ∈ Poly(nC) then
hn(t, z1, z2) := t
nab · pn(z1
ta
,
z2
tb
) ∈ Hn(C˜).
Next, given a compact set E ⊂ C3, we define the ab−log-homogeneous
C˜−extremal function
HC˜,E(t, z1, z2) := sup{ 1deg
C˜
(p)
log |p(t, z1, z2)| : p ∈ ∪nHn(C˜), ‖p‖E ≤ 1}
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and its usc regularization H∗
C˜,E
. Given the one-to-one correspondence
between Poly(nC) in C2 and Hn(C˜) in C
3, we see that for K ⊂ C2
compact,
(4.12) VC,K(z1, z2) = HC˜,{1}×K(1, z1, z2) for all (z1, z2) ∈ C2
and hence a similar equality holds for the usc regularizations of both
sides. Using this, we observe that for ζ = (ζ1, ζ2) 6= (0, 0), we have
ρC,K(ζ) = lim sup
|λ|→∞
[V ∗C,K(λ ◦ ζ)− ab log |λ|]
= lim sup
|λ|→∞
[H∗
C˜,{1}×K
(1, λaζ1, λ
bζ2)− ab log |λ|]
= lim sup
|λ|→∞
H∗
C˜,{1}×K
(1/λ, ζ1, ζ2) = H
∗
C˜,{1}×K
(0, ζ1, ζ2).
Here we have used the fact that
H∗
C˜,{1}×K
(λ ◦ (1/λ, ζ1, ζ2)) = H∗C˜,{1}×K(1, λaζ1, λbζ2).
We state this as a proposition:
Proposition 4.10. For K ⊂ C2 compact,
ρC,K(ζ1, ζ2) = H
∗
C˜,{1}×K
(0, ζ1, ζ2) for all (ζ1, ζ2) 6= (0, 0).
Remark 4.11. Using the relation (4.12) and following the reasoning in
[15], Proposition 2.3, it follows that a compact set K ⊂ C2 is regular;
i.e., VC,K is continuous in C
2, if and only if HC˜,{1}×K is continuous in
C3. Thus we get an alternate proof of Proposition 4.8.
5. Preliminary results: Triangle case
We continue to let C be the triangle with vertices at (0, 0), (b, 0),
and (0, a) where a, b are relatively prime positive integers. For K ⊂ C2
compact and ζ := (ζ1, ζ2) ∈ ∂P 2, we define Chebyshev constants
κn := κn(K, ζ) := inf{||pn||K : pn ∈ Poly(nC), |p̂n(ζ)| = 1}.
We note that κn+m ≤ κnκm: if we take tn, tm achieving κn, κm, then
tntm ∈ Poly(n+m)C and t̂ntm = t̂nt̂m (see Remark 4.7) so that
κn+m ≤ ||tntm||K ≤ κnκm.
Thus limn→∞ κ
1/n
n exists and we set
κ(K, ζ) = lim
n→∞
κ1/nn = inf
n
κ1/nn .
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The following relation between κ(K, ζ) and ρC,K(ζ) is analogous to
Proposition 4.2 of [14].
Proposition 5.1. For ζ ∈ ∂P 2,
κ(K, ζ) = e−ρC,K(ζ).
Proof. We first note that
κn(K, ζ) = inf{||pn||K|p̂n(ζ)| : pn ∈ Poly(nC)}
= inf{ 1|p̂n(ζ)| : pn ∈ Poly(nC), ||pn||K ≤ 1}.
Thus for any pn ∈ Poly(nC) with ||pn||K ≤ 1, κn(K, ζ) ≤ 1|p̂n(ζ)| . For
such pn,
1
n
log |pn(z)| ≤ VC,K(z) for all z ∈ C2 so that
1
n
log |p̂n(ζ)| ≤ ρC,K(ζ); i.e. 1|p̂n(ζ)|1/n ≥ e
−ρC,K(ζ)
for all ζ ∈ ∂P 2. Taking the infimum over all such pn,
κn(K, ζ)
1/n ≥ e−ρC,K(ζ)
for all n; taking the limit as n→∞ gives
κ(K, ζ) ≥ e−ρC,K(ζ).
To prepare for the reverse inequality, we let {bj} be an orthonor-
mal basis of
⋃
n Poly(nC) in L
2(µ) where µ is any Bernstein-Markov
measure for K: thus for any ǫ > 0, there exists a constant cǫ so that
||pn||K ≤ cǫ(1 + ǫ)degC(pn)||pn||L2(µ), pn ∈ Poly(nC), n = 1, 2, ...
In particular,
||bj||K ≤ cǫ(1 + ǫ)degC(bj)
and from Corollary 3.2,
(5.1) lim sup
j→∞
1
degC(bj)
log |bj(z)| = VC,K(z), z 6∈ K̂.
We next show that for ζ ∈ ∂P 2,
(5.2) lim sup
j→∞
1
degC(bj)
log |̂bj(ζ)| = ρC,K(ζ).
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For one inequality, we use the fact that for a function u subharmonic
on C with u ∈ L, the function r → max|t|=r u(t) is a convex function of
log r. Hence
lim sup
|t|→∞
[u(t)− log |t|] = inf
r
(
max
|t|=r
u(t)− log r).
Thus if u ∈ abL; i.e., u(z)− ab log |z| = 0(1), |z| → ∞, we have
(5.3) lim sup
|t|→∞
[u(t)− ab log |t|] = inf
r
(
max
|t|=r
u(t)− ab log r).
Fix ζ ∈ ∂P 2 and letting dj := degC(bj) apply this to the function
λ→ 1
dj
log |bj(λ ◦ ζ)| = 1
dj
log |bj(λaζ1, λbζ2)|.
We obtain (using also Remark 4.7), for any r,
1
dj
log |̂bj(ζ)| = lim sup
|λ|→∞
[
1
dj
log |bj(λ ◦ ζ)| − ab log |λ|]
≤ max
|λ|=r
1
dj
log |bj(λ ◦ ζ)| − ab log r.
Thus
lim sup
j→∞
1
dj
log |̂bj(ζ)| ≤ lim sup
j→∞
(
max
|λ|=r
1
dj
log |bj(λ ◦ ζ)| − ab log r
)
≤ max
|λ|=r
(
lim sup
j→∞
1
dj
log |bj(λ ◦ ζ)| − ab log r
)
= max
|λ|=r
[VC,K(λ ◦ ζ)− ab log r]
where we used Hartogs lemma and (5.1). Thus, letting r →∞,
lim sup
j→∞
1
dj
log |̂bj(ζ)| ≤ ρC,K(ζ).
In order to prove the reverse inequality in (5.2), we use Proposition
4.10. With the notation from the previous section, and following the
proof of The´ore`me 2 in [17], let h ∈ Hn(C˜) with ||h||1×K ≤ 1. Then
p(z1, z2) := h(1, z1, z2) ∈ Poly(nC)
with ||p||K ≤ 1. Writing p =
∑Nn
j=1 cjbj where Nn =dim(Poly(nC)) as
in the proof of Proposition 3.1, we have |cj| ≤ 1 and hence
|h(1, z1, z2)| = |p(z1, z2)| ≤
Nn∑
j=1
|bj(z1, z2)|.
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Then
|h(1/λ, z1, z2)| = |λ−nab · pn(λaz1, λbz2)| ≤ |λ−nab ·
Nn∑
j=1
bj(λ
az1, λ
bz2)|.
Fixing (z1, z2) = (ζ1, ζ2) and letting |λ| → ∞, we get
|h(0, ζ1, ζ2)| ≤
∑
bj∈PolynC\Poly(n−1)C
|̂bj(ζ1, ζ2)| ≤ (Nn −Nn−1)|̂bjn(ζ1, ζ2)|
where Nn−1 ≤ jn ≤ Nn. Using Proposition 4.10 we conclude that
ρC,K(ζ1, ζ2) ≤ lim sup
j→∞
1
degC(bj)
log |̂bj(ζ1, ζ2)|
and (5.2) is proved.
We now use (5.2) to prove that κ(K, ζ) ≤ e−ρC,K(ζ) for ζ ∈ ∂P 2 which
will finish the proof of the proposition. Fixing such a ζ and ǫ > 0, take
a subsequence {bkj} with dj := degC(bkj) such that
1
dj
log |̂bkj (ζ)| ≥ ρC,K(ζ)− ǫ, j ≥ j0(ǫ).
Letting
pj(z) :=
bkj(z)
cǫ(1 + ǫ)dj
,
we have ||pj||K ≤ 1 and
ρC,K(ζ)− ǫ ≤ 1
dj
log |̂bkj(ζ)| =
1
dj
log |p̂j(ζ)|+ 1
dj
log cǫ + log(1 + ǫ).
Thus
ǫ− ρC,K(ζ) ≥ 1
dj
log
1
|p̂j(ζ)| −
1
dj
log cǫ − log(1 + ǫ)
≥ 1
dj
log κdj (K, ζ)−
1
dj
log cǫ − log(1 + ǫ).
Letting j →∞,
ǫ− ρC,K(ζ) ≥ log κ(K, ζ)− log(1 + ǫ);
which holds for all ǫ > 0. Letting ǫ→ 0 completes the proof.

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Using this proposition, and the observation within its proof that
κn(K, ζ) = inf{ 1|p̂n(ζ)| : pn ∈ Poly(nC), ||pn||K ≤ 1},
we obtain a result which will be useful in proving Theorem 5.3.
Corollary 5.2. Let K ⊂ C2 be compact and regular. Given ǫ > 0, there
exists a positive integer m and a finite set of polynomials {W1, ...,Ws} ⊂
Poly(mC) such that ||Wj||K = 1, j = 1, ..., s and
1
m
logmax
j
|Ŵj(ζ)| ≥ ρC,K(ζ)− ǫ for all ζ ∈ ∂P 2.
Proof. From Proposition 5.1, given ǫ > 0, for each ζ ∈ ∂P 2 we can find
a polynomial p ∈ Poly(nC) for n ≥ n0(ǫ) with ||p||K = 1 and
1
n
log |p̂(ζ)| ≥ ρC,K(ζ)− ǫ.
By continuity of ρK,C, which follows from Proposition 4.8, such an in-
equality persists in a neighborhood of ζ . We take a finite set {p1, ..., ps}
of such polynomials with pi ∈ Poly(niC) such that
max
i
1
ni
log |p̂i(ζ)| ≥ ρC,K(ζ)− ǫ for all ζ ∈ ∂P 2.
Raising the pi’s to powers to obtain Wi’s of the same C−degree m, we
still have ||Wi||K = 1 and
1
m
logmax
j
|Ŵj(ζ)| ≥ ρC,K(ζ)− ǫ for all ζ ∈ ∂P 2.

Given K ⊂ C2 compact, and given hn ∈ Hn(C), we define
TchKhn := hn + pn−1 where pn−1 ∈ Poly(n− 1)C
and ||TchKhn||K = inf{||hn + qn−1||K : qn−1 ∈ Poly(n − 1)C}. The
polynomial TchKhn need not be unique but each such polynomial yields
the same value of ||TchKhn||K . The next result is similar to Theorem
3.2 of [4].
Theorem 5.3. Let K ⊂ C2 be compact, regular and polynomially con-
vex. If {Qn} is a sequence of polynomials with Qn ∈ Hn(C) satisfying
lim sup
n→∞
1
n
log |Qn(ζ)| ≤ ρC,K(ζ), all ζ ∈ ∂P 2,
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then
lim sup
n→∞
||TchKQn||1/nK ≤ 1.
Proof. We follow the proof in [15]. Given ǫ > 0, we start with poly-
nomials {W1, ...,Ws} ⊂ Poly(mC) such that ||Wj||K = 1, j = 1, ..., s
and
1
m
logmax
j
|Ŵj(ζ)| ≥ ρC,K(ζ)− ǫ for all ζ ∈ ∂P 2
(and hence on all of C2) from Corollary 5.2. From the hypotheses on
{Qn} and the continuity of ρC,K (Proposition 4.8), we apply Hartogs
lemma to conclude
1
n
log |Qn(ζ)| < ρC,K(ζ) + ǫ, ζ ∈ ∂P 2, n ≥ n0(ǫ).
Thus
(5.4)
1
n
log |Qn(ζ)| < 1
m
logmax
j
|Ŵj(ζ)|+ 2ǫ, ζ ∈ ∂P 2, n ≥ n0(ǫ).
Note that Qn ∈ Hn(C) implies Qn(λ ◦ ζ) = λnabQn(ζ) so that
1
n
log |Qn(λ ◦ ζ)| = 1
n
log |Qn(ζ)|+ ab log |λ|.
Similary Ŵj ∈ Hm(C) implies
1
m
log |Ŵj(λ ◦ ζ)| = 1
m
log |Ŵj(ζ)|+ ab log |λ|
so that (5.4) holds on all of C2.
We fix R > 1 and define
G := {z ∈ C2 : |Ŵj(z)| < Rm, j = 1, ..., s}.
Since Ŵj(λ◦ ζ) = λmabŴj(ζ), we have eiθ ◦G = G; since Ŵj(0) = 0, we
have 0 ∈ G. We claim G is bounded. To see this, choose r > 0 so that
K ⊂ rP 2 = {(z1, z2) ∈ C2 : |z1|, |z2| ≤ r}.
Then VC,K(z1, z2) ≥ HC(z1/r, z2/r) and hence
ρC,K(z1, z2) ≥ HC(z1/r, z2/r), (z1, z2) ∈ C2 \ rP 2.
Since
1
m
logmax
j
|Ŵj(z1, z2)| ≥ ρC,K(z1, z2)− ǫ for all (z1, z2) ∈ C2,
G is bounded.
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Next, choose δ > 0 sufficiently large so that
K ∪G ⊂ {(z1, z2) ∈ C2 : |z1|, |z2| < δRm}.
Define
∆ := {(z, w) ∈ C2 × Cs : |z1|, |z2| < δRm, |wj| < δRm, j = 1, ..., s}.
Given θ > 1, we can choose p > 0 sufficiently large so that
D := {(z, w) ∈ C2×Cs : |z1|p+|z2|p+|w1|p+· · ·+|ws|p < (θabmδRm)p},
which is complete circled (in the ordinary sense) and strictly pseudo-
convex, satisfies
∆ ⊂ D ⊂ θabm∆
(note this is just a replacement of an l∞−norm with an lp−norm).
We write z := (z1, z2) ∈ C2 and Ŵ (z) := (Ŵ1(z), ..., Ŵs(z)) ∈ Cs for
simplicity in notation. Let
Y := {(z, δŴ (z)) ∈ C2 × Cs : z ∈ C2}.
Then Y is a closed, complex submanifold of C2×Cs. Appealing to the
bounded, holomorphic extension result stated as Theorem 3.1 in [15],
there exists a positive constant M such that for every f ∈ H∞(Y ∩D)
there exists F ∈ H∞(D) with
||F ||D ≤ M ||f ||Y ∩D and F = f on Y ∩D.
We will apply this to the polynomials Qn(z). First, we observe that if
π : C2 × Cs → C2 is the projection π(z, w) = z, then
G = π(Y ∩∆) ⊂ π(Y ∩D) ⊂ π(Y ∩ θabm∆) ⊂ θ ◦G.
To see the last inclusion – note we use θ ◦G, not θG – first note that
s = θ ◦ z ⇐⇒ z = 1
θ
◦ s
and thus since Ŵj(
1
θ
◦ s) = 1
θmab
Ŵj(s),
θ ◦G = {z ∈ C2 : |Ŵj(z)| < (θabR)m, j = 1, ..., s}.
On the other hand,
π(Y ∩ θabm∆) = {z ∈ C2 : (z, w) ∈ Y ∩ θabm∆}
= {z ∈ C2 : |z1|, |z2| < θabmδRm, δ|Ŵj(z)| < θabmδRm, j = 1, ..., s}.
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Applying the bounded holomorphic extension theorem to f(z, w) :=
Qn(z) for each n, we get Fn(z, w) ∈ H∞(D) with
Qn(z) = Fn(z, δŴ (z))
for all z ∈ π(Y ∩D) and
||Fn||D ≤M ||Qn||π(Y ∩D).
Utilizing the set inclusion π(Y ∩D) ⊂ θ ◦G, the definition of θ ◦G and
(5.4) (which recall is valid on all of C2),
(5.5) ||Fn||D ≤M ||Qn||θ◦G ≤M(e2ǫθabR)n for n ≥ n0(ǫ).
Since D is complete circled, we can expand Fn into a series of ho-
mogeneous polynomials which converges locally uniformly on all of D.
Rearranging into a multiple power series, we write
Fn(z, w) :=
∑
|I|+|J |≥0
aIJz
IwJ , (z, w) ∈ D.
Using Qn(z) = Fn(z, δŴ (z)) for z ∈ π(Y ∩D), we obtain for such z,
Qn(z) =
∑′
aIJz
I(δŴ (z))J
where the prime denotes that the sum is taken over multiindices
(5.6)
I = (i1, i2) ∈ (Z+)2, J ∈ (Z+)s, where ai1+bi2 =: iab and i+|J |m = n.
This is because Qn ∈ Hn(C) and Ŵj ∈ Hm(C), j = 1, ..., s. Precisely,
each Ŵj(z) is of the form
∑
aα+bβ=mab cαβz
α
1 z
β
2 so that if J = (j1, ..., js),
a typical monomial occurring in Qn(z) must be of the form
(5.7) zi11 z
i2
2 (z
α1
1 z
β1
2 )
j1 · · · (zαs1 zβs2 )js
where aαk + bβk = mab, k = 1, ..., s; hence
a(α1j1 + · · ·+ αsjs) + b(β1j1 + · · ·+ βsjs) = |J |mab.
In order for (5.7) to (possibly) appear in Qn(z), we require (5.6). The
positive integers i in (5.6) are related to the lengths |I| by |I| = i1+i2 ≤
ai1 + bi2 = iab; and if, say, a ≤ b we have a reverse estimate
iab = ai1 + bi2 ≤ b|I| so that |I| ≥ ia.
However, all we will need to use is the fact that the number of multi-
indices occurring in the sum for Qn(z) is at most Nn = dim(Poly(nC))
and limn→∞N
1/n
n = 1.
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Applying the Cauchy estimates on the polydisk ∆ ⊂ D, we obtain
(5.8) |aIJ | ≤ ||Fn||D
(δRm)|I|+|J |
for n ≥ n0(ǫ).
We now define
pn(z) :=
∑′
aIJz
I(δW (z))J .
From (5.6) and the previously observed fact that
if qj ∈ Poly(njC), j = 1, 2 then q̂1q2 = q̂1q̂2,
we have p̂n(z) = Qn(z). Using the estimates (5.5), (5.8), the facts that
||Wj||K = 1, j = 1, ..., s and
K ∪G ⊂ {(z1, z2) ∈ C2 : |z1|, |z2| < δRm},
we obtain
||TchKQn||K ≤ ||pn||K ≤
∑′M(e2ǫθabR)n
(δRm)|I|+|J |
· (δRm)|I|δ|J |
=
∑′
M(e2ǫθab)n · Rn−m|J | ≤
∑′
M(e2ǫθab)n ·Rn
≤ Cn(e2ǫθabR)n, n ≥ n0(ǫ),
where Cn can be taken as M times the cardinality of the set of multi-
indices in (5.6). Clearly limn→∞C
1/n
n = 1 so that
lim sup
n→∞
||TchKQn||1/nK ≤ e2ǫθabR.
Since ǫ > 0, R > 1 and θ > 1 were arbitrary, the result follows.

6. The integral formula
In the standard setting of the Robin function ρu associated to u ∈
L(C2) (cf., 1.5), for z = (z1, z2) 6= (0, 0) we can define
ρu(z) := lim sup
|λ|→∞
[u(λz)− log |λz|] = ρu(z)− log |z|
so that ρu(tz) = ρu(z) for t ∈ C \ {0}. Thus we can consider ρu as a
function on P1 where to p = (p1, p2) ∈ ∂P 2 we associate the point where
the complex line λ → λp hits H∞. The integral formula Theorem 5.5
of [3] in this setting is the following.
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Theorem 6.1. (Bedford-Taylor) Let u, v, w ∈ L+(C2). Then∫
C2
(uddcv − vddcu) ∧ ddcw = 2π
∫
P1
(ρu − ρv) ∧ (ddcρw + Ω)
where Ω is the standard Ka¨hler form on P1.
We use this to develop an integral formula for u, v, w ∈ LC,+. Letting
ζ = (ζ1, ζ2) = F (z) = F (z1, z2) = (z
a
1 , z
b
2),
we recall that for u ∈ LC , we have
(6.1) u˜(z) := u(F (z1, z2)) = u(ζ) ∈ abL and
(6.2) ρu(ζ) = ρu(F (z1, z2)) = abρu˜/ab(z)
where ρu˜/ab is the standard Robin function of u˜/ab ∈ L. It follows from
the calculations in Remark 4.9 that if u ∈ LC,+ then u˜ ∈ abL+. From
(6.1), if u, v, w ∈ LC,+,∫
C2
(uddcv − vddcu) ∧ ddcw =
∫
C2
(u˜ddcv˜ − v˜ddcu˜) ∧ ddcw˜.
We apply Theorem 6.1 to the right-hand-side, multiplying by factors of
ab since u˜, v˜, w˜ ∈ abL+, to obtain the desired integral formula:
(6.3)∫
C2
(uddcv−vddcu)∧ddcw = 2π(ab)3
∫
P1
(ρu˜/ab−ρv˜/ab)∧(ddcρw˜/ab+Ω).
Corollary 6.2. Let u, v ∈ LC,+ with u ≥ v. Then∫
C2
u(ddcv)2 ≤
∫
C2
v(ddcu)2
+2π(ab)3
∫
P1
(ρu˜/ab − ρv˜/ab) ∧ [(ddcρu˜/ab + Ω) + (ddcρv˜/ab + Ω)].
Proof. From (6.3) ∫
C2
(uddcv − vddcu) ∧ ddc(u+ v)
= 2π(ab)3
∫
P1
(ρu˜/ab − ρv˜/ab) ∧ [(ddcρu˜/ab + Ω) + (ddcρv˜/ab + Ω)].
We observe that
u(ddcv)2−v(ddcu)2 = (uddcv−vddcu)∧ddc(u+v)+(v−u)ddcu∧ddcv.
Using this and the hypothesis u ≥ v gives the result. 
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We also obtain a generalization of Theorem 6.9 of of [3]:
Corollary 6.3. Let E, F be nonpluripolar compact subsets of C2 with
E ⊂ F . We have ρC,E = ρC,F if and only if V ∗C,E = V ∗C,F and Ê = F̂ \P
where P is pluripolar.
Proof. The “if” direction is obvious. For “only if” we may assume
E = Ê and F = F̂ since V ∗C,K = V
∗
C,K̂
for K compact. It suffices to
show V ∗C,E ≤ V ∗C,F as E ⊂ F gives the reverse inequality. We have
0 ≤
∫
C2
V ∗C,E(dd
cV ∗C,F )
2 =
∫
C2
[V ∗C,E(dd
cV ∗C,F )
2 − V ∗C,F (ddcV ∗C,E)2]
since V ∗C,F = 0 q.e. on F (and hence a.e-(dd
cV ∗C,E)
2). Applying Corol-
lary 6.2 with u = V ∗C,E and v = V
∗
C,F , the right-hand-side of the dis-
played inequality is nonpositive since ρC,E = ρC,F implies ρV˜∗
C,E
/ab =
ρ
V˜∗
C,F
/ab on C
2 by (6.2) so that ρ
V˜∗
C,E
/ab = ρV˜∗
C,F
/ab on P
1. Hence∫
C2
V ∗C,E(dd
cV ∗C,F )
2 = 0. We conclude that V ∗C,E = 0 a.e-(dd
cV ∗C,F )
2.
By Proposition 2.2, V ∗C,E ≤ V ∗C,F . Then Ê = F̂ \ P follows since
{z ∈ C2 : V ∗C,E = 0} differs from E = Ê by a pluripolar set.

Again using Corollary 6.2 and Proposition 2.2, we get an analogue
of Lemma 2.1 in [4], which is the key result for all that follows.
Corollary 6.4. Let K ⊂ C2 be compact and nonpluripolar and let
v ∈ LC with v ≤ 0 on K. Suppose that ρv = ρC,K on ∂P 2. Then
v = V ∗C,K on C
2 \ K̂.
Proof. Fix a constant c so that HC(z) < c on K and let
w := max[v, 0, HC − c].
Then w ∈ LC,+ with w = 0 on K̂ and since HC − c ≤ VC,K we have
ρw = ρC,K on ∂P
2. Then ρw = ρC,K on C
2 (see Remark 4.4) and by
(6.2), ρw˜/ab = ρV˜C,K/ab on C
2. Thus ρw˜/ab = ρV˜C,K/ab on P
1. Since
w ≤ V ∗C,K , by Corollary 6.2,∫
C2
V ∗C,K(dd
cw)2 ≤
∫
C2
w(ddcV ∗C,K)
2 = 0,
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the last equality due to w = 0 on supp(ddcV ∗C,K)
2. Thus V ∗C,K = 0
a.e.-(ddcw)2 and hence V ∗C,K ≤ w a.e.-(ddcw)2. By Proposition 2.2,
V ∗C,K ≤ w on all of C2. Since V ∗C,K ≥ HC − c, v = V ∗C,K on C2 \ K̂.

As in Theorem 2.1 in [4], we get a sufficient condition for a sequence
of polynomials to recover the C−extremal function of K outside of K̂.
This will be used in section 8.
Theorem 6.5. Let K ⊂ C2 be compact and nonpluripolar. Let {pj}
be a sequence of polynomials, pj ∈ Poly(djC), with degC(pj) = dj such
that
lim sup
j→∞
||pj||1/djK = 1 and
(6.4)
(
lim sup
j→∞
1
dj
log |p̂j(ζ)|
)∗
= ρC,K(ζ), ζ ∈ ∂P 2.
Then (
lim sup
j→∞
1
dj
log |pj(z)|
)∗
= V ∗C,K(z), z ∈ C2 \ K̂.
Remark 6.6. Given an orthonormal basis {bj} of
⋃
n Poly(nC) in
L2(µ) where µ is a Bernstein-Markov measure for K, using
lim sup
j→∞
1
degC(bj )
log |bj(z)| = VC,K(z), z 6∈ K̂
from Corollary 3.2, in the proof of Proposition 5.1 we showed
lim sup
j→∞
1
degC(bj)
log |̂bj(ζ)| = ρC,K(ζ) for ζ ∈ ∂P 2.
Theorem 6.5 is a type of reverse implication.
Proof. The function
v(z) :=
(
lim sup
j→∞
1
dj
log |pj(z)|
)∗
is psh in C2. Given ǫ > 0,
1
dj
log |pj(z)| ≤ ǫ, z ∈ K, j ≥ j0(ǫ).
Thus
1
dj
log |pj(z)| ≤ VC,K(z) + ǫ, z ∈ C2, j ≥ j0(ǫ).
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We conclude that v ∈ LC and v ≤ VC,K . Hence ρv ≤ ρC,K .
From Corollary 6.4, to show v = V ∗C,K outside K̂ it suffices to show
ρv ≥ ρC,K on ∂P 2. We use the argument from Proposition 5.1. Recall
from (5.3) for u ∈ abL(C) we have
lim sup
|t|→∞
[u(t)− ab log |t|] = inf
r
(
max
|t|=r
u(t)− ab log r).
Fix ζ ∈ ∂P 2 and apply the above to the function
λ→ 1
dj
log |pj(λ ◦ ζ)| = 1
dj
log |pj(λaζ1, λbζ2)|.
We see that for any r
1
dj
log |p̂j(ζ)| = lim sup
|λ|→∞
[
1
dj
log |pj(λ ◦ ζ)| − ab log |λ|]
≤ max
|λ|=r
1
dj
log |pj(λ ◦ ζ)| − ab log r.
Thus
lim sup
j→∞
1
dj
log |p̂j(ζ)| ≤ lim sup
j→∞
(
max
|λ|=r
1
dj
log |pj(λ ◦ ζ)| − ab log r
)
≤ max
|λ|=r
(
lim sup
j→∞
1
dj
log |pj(λ ◦ ζ)| − ab log r
)
= max
|λ|=r
[v(λ ◦ ζ)− ab log r]
where we used Hartogs lemma. Thus, letting r →∞,
lim sup
j→∞
1
dj
log |p̂j(ζ)| ≤ ρv(ζ).
Since ρv is usc,
(
lim supj→∞
1
dj
log |p̂j(ζ)|
)∗ ≤ ρv(ζ) and using the hy-
pothesis (6.4) finishes the proof.

7. C−transfinite diameter and directional Chebyshev
constants
From [13], we have a Zaharjuta-type proof of the existence of the
limit
(7.1) δC(K) := lim sup
n→∞
V 1/lnn
(see section 2) in the definition of C−transfinite diameter δC(K) of a
compact set K ⊂ Cd where C satisfies (1.2). In the classical (C =
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Σ) case, Zaharjuta [16] verified the existence of the limit in (7.1) by
introducing directional Chebyshev constants τ(K, θ) and proving
δΣ(K) = exp
( 1
|σ|
∫
σ0
log τ(K, θ)dm(θ)
)
where σ := {(x1, ..., xd) ∈ Rd : 0 ≤ xi ≤ 1,
∑d
j=1 xi = 1} is the extreme
“face” of Σ; σ0 = {(x1, ..., xd) ∈ Rd : 0 < xi < 1,
∑d
j=1 xi = 1}; and |σ|
is the (d− 1)−dimensional measure of σ.
In [13], a slight difference with the classical setting is that we have
(7.2) δC(K) = exp
( 1
vol(C)
∫
C
log τ(K, θ)dm(θ)
)
where the directional Chebyshev constants τ(K, θ) and the integra-
tion in the formula are over the entire d−dimensional convex body C.
Moreover in the definition of τ(K, θ) the standard grevlex ordering ≺
on (Z+)d (i.e., on the monomials in Cd) was used. This was required
to obtain the submultiplicativity of the “monic” polynomial classes
(7.3) Mk(α) := {p ∈ Poly(kC) : p(z) = zα +
∑
β≺α
cβz
β}
and corresponding Chebyshev constants
Tk(K,α) := inf{||p||K : p ∈Mk(α)}1/k.
However, in our triangle setting, following [13] we can also define an
ordering ≺C on (Z+)2 by α = (α1, α2) ≺C β = (β1, β2) if
(1) degC(z
α) < degC(z
β) or
(2) when degC(z
α) = degC(z
β) we have α2 < β2.
Then
(1) one has submultiplicativity of the corresponding “monic” poly-
nomial classes defined as in (7.3) using ≺C (which we denote
M≺Ck (α)) and one gets the formula (7.2) with θ → τ(K, θ) con-
tinuous; and
(2) if φ = (φ1, φ2) is on the open hypotenuse C of C; i.e., aφ1+bφ2 =
ab with φ1φ2 > 0, and if φ = rθ where θ lies on the interior of
C and r > 1, then r log τ(K, θ) = log τ(K, φ) (see [12], Lemma
5.4). (Note C = σ0 if C = Σ ⊂ (R+)2).
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As a consequence, in our triangle case C = co{(0, 0), (b, 0), (0, a)},
(7.4) δC(K) = exp
( 1√
a2 + b2
∫
C
log τ(K, θ)dθ
)
where the directional Chebyshev constants τ(K, θ) in (7.4) and the
integration in the formula are over C and θ→ τ(K, θ) is continuous on
C. In what follows, we fix our triangle C and use this ≺C ordering to
define these directional Chebyshev constants
τ(K, θ) := lim
k→∞, α/k→θ
TCk (K,α)
for θ ∈ C (in which case the limit exists) where
TCk (K,α) := inf{||p||K : p(z) = zα +
∑
β≺Cα
cβz
β ∈ M≺Ck (α)}1/k.
Using (7.4) we have a result similar to Proposition 3.1 in [5]:
Proposition 7.1. For E ⊂ F compact subsets of C2,
(1) for all θ ∈ C, τ(E, θ) ≤ τ(F, θ) and
(2) δC(E) = δC(F ) if and only if τ(E, θ) = τ(F, θ) for all θ ∈ C.
8. Polynomials approximating VC,K
Following [5], given a nonpluripolar compact set K ⊂ C2 and θ ∈ C, a
sequence of polynomials {Qn} is θ−asymptotically Chebyshev (we write
θaT ) for K if
(1) for each n there exists kn ∈ Z+ and αn with Qn ∈M≺Ckn (αn);
(2) limn→∞ kn = +∞ and limn→∞ αnkn = θ; and
(3) limn→∞ ||Qn||1/knK = τ(K, θ).
Proposition 8.1. Let K ⊂ C2 be compact and nonpluripolar and sat-
isfy eiθ ◦K = K. Let {Qn} be θaT for K.Then {Q̂n} is θaT for K.
Proof. This follows from (4.9) giving ||Q̂n||K ≤ ||Qn||K for such K. 
Given K ⊂ C2 compact and nonpluripolar, define
Kρ := {z ∈ C2 : ρC,K(z) ≤ 0}.
Note that if eiθ ◦ K = K then Theorem 4.6 shows that K = Kρ.
Moreover, from Remark 4.4,
ρC,K(e
iθ ◦ z) = ρC,K(z)
so that eiθ ◦Kρ = Kρ and V ∗C,Kρ = ρ+C,K := max[0, ρC,K ].
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Theorem 8.2. Let K ⊂ C2 be compact and regular and let {Qn} be
θaT for K with Qn ∈M≺Ckn (αn).Then {Q̂n} is θaT for Kρ. Conversely,
if {Hn} is θaT for Kρ with Hn ∈ Hkn(C)∩M≺Ckn (αn), then the sequence{TchKHn} is θaT for K. Moreover,
τ(Kρ, θ) = τ(K, θ) for all θ ∈ C.
Proof. Given {Qn} which are θaT for K with Qn ∈M≺Ckn (αn), we have
1
kn
log
|Qn(z)|
||Qn||K ≤ VC,K(z), z ∈ C
2.
Thus
1
kn
log
|Q̂n(z)|
||Qn||K ≤ ρC,K(z), z ∈ C
2.
Hence for z ∈ Kρ,
1
kn
log |Q̂n(z)| ≤ 1
kn
log ||Qn||K ; i.e., ||Q̂n||Kρ ≤ ||Qn||K.
Since
lim
n→∞
||Qn||1/knK = τ(K, θ),
(8.1) τ(Kρ, θ) ≤ lim inf
n→∞
||Q̂n||1/knKρ ≤ lim sup
n→∞
||Q̂n||1/knKρ ≤ τ(K, θ).
On the other hand, considering {Hn} which are θaT for Kρ (we can
assume Hn ∈ Hkn(C) from Proposition 8.1) we have
lim
n→∞
||Hn||1/knKρ = τ(Kρ, θ).
Thus
lim sup
n→∞
1
kn
log |Hn(z)| = lim sup
n→∞
1
kn
log
|Hn(z)|
||Hn||Kρ
+ log τ(Kρ, θ)
≤ log τ(Kρ, θ) + ρ+C,K(z), z ∈ C2.
By rescaling K; i.e., replacing K by rK for appropriate r ≥ 1 if need
be, we can assume that
Kρ ⊂ {(z1, z2) : |z1|, |z2| ≤ 1}.
In particular, ρC,K ≥ 0 on ∂P 2. From Theorem 5.3 we conclude that
lim sup
n→∞
1
kn
log ||TchKHn||K ≤ log τ(Kρ, θ).
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We have TchKHn ∈M≺Ckn (αn) since Hn ∈ Hkn(C)∩M≺Ckn (αn) and hence
(8.2)
τ(K, θ) ≤ lim inf
n→∞
||TchKHn||1/knK ≤ lim sup
n→∞
||TchKHn||1/knK ≤ τ(Kρ, θ).
Together with (8.1) we conclude that τ(Kρ, θ) = τ(K, θ) and the in-
equalities in (8.1) and (8.2) are equalities.

Finally, we utilize Theorems 8.2 and 6.5 together with Propositions
2.3 and 7.1 to prove our main result.
Theorem 8.3. Let K ⊂ C2 be compact and regular. Let {pn} be a
countable family of polynomials with pn ∈ Poly(knC) such that for
every θ ∈ C, there is a subsequence which is θaT for K. Then(
lim sup
n→∞
1
kn
log
|pn(z)|
||pn||K
)∗
= VC,K(z), z ∈ C2 \ K̂.
Proof. Let
v(z) :=
(
lim sup
n→∞
1
kn
log
|pn(z)|
||pn||K
)∗
.
Clearly v ≤ VC,K on all of C2. Let
w(z) :=
(
lim sup
n→∞
1
kn
log
|p̂n(z)|
||pn||K
)∗
.
To finish the proof, it suffices, by Theorem 6.5, to show that
w(z) = ρC,K(z), z ∈ ∂P 2.
Clearly w ≤ ρC,K in C2 since v ≤ VC,K . To show the reverse inequality,
we proceed as follows. Let
Z := {z ∈ C2 : w(z) < 0}.
Then Z is open since w is usc. We claim that int(Kρ) ⊂ Z. For if
z ∈ int(Kρ), we have ρC,K(z) = −a < 0. Thus w(z) ≤ −a < 0 and
z ∈ Z. Moreover, both sets Kρ and Z satisfy the invariance property
eiθ ◦Kρ = Kρ and eiθ ◦ Z = Z
(for Z this follows since p̂n ∈ Hkn(C)). Thus to show the equality
w(z) = ρC,K(z) it suffices to verify the equality
int(Kρ) = Z.
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Suppose this is false. Then we take a point z0 ∈ ∂Kρ ∩ Z and a closed
ball B centered at z0 contained in Z. Since B is regular and K is
assumed regular, by Proposition 4.8 together with Lemma 4.1 of [5],
B ∪Kρ is regular.
Given θ ∈ C, by assumption there exists a subsequence Nθ ⊂ N such
that {pn}n∈Nθ is θaT for K. From Theorem 8.2, {p̂n}n∈Nθ is θaT for
Kρ. Since w ≤ 0 on B ∪Kρ, for z ∈ B ∪Kρ we have
lim sup
n∈Nθ
1
kn
log |p̂n(z)| ≤ lim sup
n∈Nθ
1
kn
log ||pn||K = log τ(K, θ).
Using Hartogs lemma, we conclude that
log τ(B ∪Kρ, θ) ≤ lim sup
n∈Nθ
1
kn
log ||p̂n||B∪Kρ ≤ log τ(K, θ).
Hence
τ(B ∪Kρ, θ) ≤ τ(K, θ) = τ(Kρ, θ)
for all θ ∈ C. Since τ(B ∪Kρ, θ) ≥ τ(Kρ, θ) we see that
τ(B ∪Kρ, θ) = τ(Kρ, θ)
for all θ ∈ C. From Propositions 2.3 and 7.1 (and regularity of the sets
Kρ, B ∪Kρ),
VC,B∪Kρ = VC,Kρ .
But VC,Kρ = ρ
+
C,K = max[0, ρC,K ] thus if B \Kρ 6= ∅, since ρC,K > 0 on
C2 \Kρ and VC,B∪Kρ = 0 on B ∪Kρ, this is a contradiction.

As examples of sequences of polynomials satisfying the hypotheses
of Theorem 8.3, as in [5] we have
(1) the family {tk,α ∈M≺Ck (α)}k,α of Chebyshev polynomials (min-
imial supremum norm) for K in these classes;
(2) for a Bernstein-Markov measure µ on K, the corresponding
polynomials {qk,α ∈ M≺Ck (α)}k,α of minimal L2(µ) norm (see
Corollary 3.2);
(3) any sequence pα(s) = z
α(s) − Lα(s−1)(zα(s)) where {zα(s)} is an
enumeration of monomials with the ≺C order and Lα(s−1)(zα(s))
is the Lagrange interpolating polynomial for the monomial zα(s)
at points {zs−1,j}j=1,...s−1 in the (s − 1)−st row in a triangular
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array {zjk}j=1,2,...; k=1,...j ⊂ K where the Lebesgue constants
Λα(s) associated to the array grow subexponentially. Here,
Λα(s) := max
z∈K
s∑
j=1
|lsj(z)|
where lsj ∈ Poly
(
degC(z
α(s))C
)
satisfies lsj(zsk) = δjk, j, k =
1, ..., s and we require
lim
s→∞
Λ
1/degC(z
α(s))
α(s) = 1.
We refer to Corollary 4.4 of [5] for details.
Remark 8.4. Example (3) includes the case of a sequence of C−Fekete
polynomials for K (cf., p 1562 of [5]). The case of C−Leja polynomials
for K, defined using C−Leja points as in [13], also satisfy the hypothe-
ses of Theorem 8.3. This can be seen by following the proof of Corollary
4.5 in [5]. The proof that C−Leja polynomials satisfy the analogue of
(4.28) in [5] is given in Theorem 1.1 of [13].
9. Further directions
We reiterate that the arguments given in the note for triangles C
in R2 with vertices (0, 0), (b, 0), (0, a) where a, b are relatively prime
positive integers should generalize to the case of a simplex
C = co{(0, ..., 0), (a1, 0, ..., 0), ..., (0, ..., 0, ad)}
in (R+)d with a1, ..., ad pairwise relatively prime using the definition of
the C−Robin function in Remark 4.5. Indeed, following the arguments
on pp. 72-82 of [6] one should also be able to prove weighted versions of
the C−Robin results for such simplices C in Rd. We indicate the tran-
sition from the C−weighted situation for d = 2 to a C˜−homogeneous
unweighted situation for d = 3. As in section 4, we lift the circle action
on C2,
λ ◦ (z1, z2) := (λaz1, λbz2),
to C3 via
λ ◦ (t, z1, z2) := (λt, λaz1, λbz2).
Given a compact set K ⊂ C2 and an admissible weight function w ≥ 0
on K, i.e., w is usc and {z ∈ K : w(z) > 0} is not pluripolar, we
associate the set
K˜w := {(t ◦ (1, z1, z2) : (z1, z2) ∈ K, |t| = w(z1, z2)}.
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It follows readily that
eiθ ◦ K˜w = K˜w.
Setting C˜ = co{(0, 0, 0), (1, 0, 0), (0, b, 0), (0, 0, a)}, we can relate a weighted
C−Robin function ρwC,K to the C˜−Robin function ρC˜,K˜w . Using these
weighted ideas, the converse to Proposition 2.3 should follow as in [6].
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