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ON THE SET OF MOLECULES
OF NUMERICAL AND PUISEUX MONOIDS
MARLY GOTTI AND MARCOS M. TIRADOR
Abstract. Additive submonoids of Q≥0, also known as Puiseux monoids, are not
unique factorization monoids (UFMs) in general. Indeed, the only unique factoriza-
tion Puiseux monoids are those generated by one element. However, even if a Puiseux
monoid is not a UFM, it may contain nonzero elements having exactly one factor-
ization. We call such elements molecules. Molecules were first investigated by W.
Narkiewicz in the context of algebraic number theory. More recently, F. Gotti and
the first author studied molecules in the context of Puiseux monoids. Here we ad-
dress some aspects related to the size of the sets of molecules of various subclasses of
Puiseux monoids with different atomic behaviors. In particular, we positively answer
the following recent realization conjecture: for each m ∈ N≥2 there exists a numerical
monoid whose set of molecules that are not atoms has cardinality m.
1. Introduction
LetM be a cancellative and commutative monoid. A factorization of a non-invertible
element x ∈ M is a formal product a1 · · · aℓ of atoms (i.e., irreducible elements), up
to permutations and associates, such that x = a1 · · · aℓ in M ; in this case, ℓ is called
the length of the factorization. Following P. M. Cohn, we call M atomic if every
non-invertible element of M has a factorization. In addition, M is called a unique
factorization monoid (or a UFM) if every non-invertible element of M has a unique
factorization. Although each UFM is clearly atomic, an element of an atomic monoid
may have more than one factorization (even infinitely many). For instance, this is
the case of the element 6 in the multiplicative monoid of the ring of algebraic integers
Z[
√−5]; notice that
6 = 2 · 3 = (1−√−5)(1 +√−5).
A didactic exposition of the factorization-theoretical aspects of Z[
√−5] can be found
in [9]. Following [21], we say that a non-invertible element x ∈ M is a molecule if x
has exactly one factorization in M , and we let M (M) denote the set consisting of all
molecules of M .
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Perhaps, the first systematic study of molecules was carried out by W. Narkiewicz
back in the 1960s in multiplicative monoids of rings of algebraic integers of quadratic
number fields [24, 25] and later in rings of integers of general number fields [23]. This
is hardly a surprise given that factorization theory has its origin in algebraic number
theory, one of the pioneering works being [7]. More recently, the molecules of additive
monoids such as numerical monoids and some generalizations of them have been studied
in [21, Sections 3–4].
Let A (M) denote the set of atoms of a cancellative and commutative monoid M .
Clearly, A (M) is contained in M (M). In this paper, we study the sizes of the sets
of molecules that are not atoms in additive submonoids of Q≥0. One of the initial
motivations of this project was the following realizability question posed by F. Gotti
and the first author in [21].
Conjecture 1.1. For every n ∈ N≥2 there exists a numerical monoid N such that
|M (N) \A (N)| = n.
With the statement of Conjecture 1.1 in mind, we say that a class C of cancellative and
commutative monoids is molecular if for every n ∈ N≥2 there exists a monoid M in C
such that |M (M)\A (M)| = n. Clearly, a molecular class must contain infinitely many
non-isomorphic monoids. In the first part of this paper, we provide a positive answer
to Conjecture 1.1, i.e., we prove that the class consisting of all numerical monoids is
molecular.
Following D. D. Anderson, D. F. Anderson, and M. Zafrullah [2], we say that an
atomic monoid M is a finite factorization monoid (or an FFM) if every element of M
has only finitely many factorizations, and we say that M is a bounded factorization
monoid (or a BFM) if for every element in M there is a bound for the set of lengths of
its factorizations. It is clear that
(1.1) UFM =⇒ FFM =⇒ BFM =⇒ ATM,
where ATM stands for atomic monoid. The chain of implications (1.1) is a fragment
of a larger diagram of atomic classes that first appeared in [2], where it was illustrated
that none of the implications in (1.1) is reversible in the class consisting of integral
domains. The original larger diagram of atomic classes of integral domains was further
investigated in the sequel [3, 4, 1]. It was recently proved in [16, Theorem 4.3] that none
of the implications in (1.1) is reversible in the class consisting of rings of polynomial
expressions with coefficients in a field and rational exponents.
A Puiseux monoid is an additive submonoid of Q≥0. It is well know that none of
the implications in (1.1) is reversible in the class of Puiseux monoids (see examples
in Subsection 4.1). Unlike numerical monoids, Puiseux monoids are not, in general,
atomic. The second part of this paper is devoted to construct, for each implication
in (1.1), a molecular subclass of Puiseux monoids whose members witness the failure
of the corresponding reverse implication. For instance, in Theorem 5.1 we construct
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a subclass of Puiseux monoids that is molecular, whose monoids are BFMs but not
FFMs. We also construct a molecular class consisting of non-atomic Puiseux monoids.
2. Preliminary
We let N and N0 := N ∪ {0} denote the set of positive and nonnegative integers,
respectively, and we let P denote the set of primes. In addition, for X ⊆ R and r ∈ R,
we set X≥r := {x ∈ X | x ≥ r}; in a similar way, we use the notations X>r, X≤r,
and X<r. Given a, b ∈ Z, we refer by Ja, bK to the set [a, b] ∩ Z, i.e, the set of integers
between a and b. For each q ∈ Q>0, the unique n, d ∈ N such that q = n/d and
gcd(n, d) = 1 are denoted by n(q) and d(q), respectively. We call n(q) and d(q) the
numerator and denominator of q, respectively.
Throughout this paper, the term monoid refers to a cancellative and commutative
semigroup with identity. Since all monoids here are assumed to be commutative, we
shall write them additively unless otherwise is specified. In addition, we shall tacitly
assume that all monoids in this paper are reduced, in the sense that the only invertible
element they contain is the identity element.
Let M be a monoid. For a subset S of M , we let 〈S〉 denote the smallest (under
inclusion) submonoid ofM containing S. We say thatM is generated by S ifM = 〈S〉.
In addition, M is called finitely generated if it can be generated by one of its finite
subsets. An element a ∈ M \ {0} is called an atom if whenever a = u + v for some
u, v ∈M either u = 0 or v = 0. The set of atoms of M is denote by A (M), and M is
called atomic if M = 〈A (M)〉.
The free commutative monoid on A (M) is denoted by Z(M), and the elements
of Z(M) are called factorizations of M . If z := a1 + · · · + aℓ ∈ Z(M) for some
a1, . . . , aℓ ∈ A (M), then ℓ is called the length of the factorization z and is denoted
by |z|. Since Z(M) is free, there exists a unique monoid homomorphism π : Z(M)→M
satisfying that π(a) = a for all a ∈ A (M). For x ∈M , the set Z(x) := π−1(x) is called
the set of factorizations of x. Since M need not be atomic, Z(x) may be empty for
some x ∈M .
Definition 2.1. Let M be a monoid. An element x ∈ M \ {0} is a molecule if
|Z(x)| = 1. We let M (M) denote the set consisting of all molecules of M .
For each x ∈ M , the set L(x) := {|z| | z ∈ Z(x)} is called the set of lengths
of x. Clearly, the set of lengths of a molecule is a singleton. Suppose now that M is
atomic. We say that M is a UFM (or a unique factorization monoid) if every non-
invertible element of M is a molecule. In addition, M is called an FFM (or a finite
factorization monoid) if Z(x) is finite for all x ∈ M while M is called a BFM (or a
bounded factorization monoid) if L(x) is finite for all x ∈ M . It is clear that every
UFM is an FFM, every FFM is a BFM, and every BFM is atomic.
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A submonoid N of (N0,+) is said to be a numerical monoid
1 if N0 \N is a finite set.
If N0\N is not empty, then N is said to be a proper numerical monoid; in this case, the
maximum of N0 \N is known as the Frobenius number of N and is denoted by F (N).
It is not hard to verify that a numerical monoid is always finitely generated and has a
unique minimal set of generators, which is precisely its set of atoms. The embedding
dimension of N is the cardinality of its generating set. As numerical monoids are
finitely generated, they are FFMs [15, Proposition 2.7.8], and so BFMs. Numerical
monoids have been actively investigated (see [13] and references therein) and have
many connections to several areas of mathematics (see [5] for some applications).
On the other hand, a submonoid M of (Q≥0,+) is called a Puiseux monoid. Unlike
numerical monoids, Puiseux monoids may not be finitely generated or atomic: for
instance, M = 〈1/2n | n ∈ N0〉 is clearly non-finitely generated and A (M) is empty.
Further contrasts with numerical monoids are given by the existence of atomic Puiseux
monoids that are not BFMs as it is the case of 〈1/p | p ∈ P〉 (see Example 4.4) and the
existence of Puiseux monoids that are BFMs but not FFMs as it is the case of N0∪Q≥n
(see Example 4.3). Puiseux monoids have only been systematically studied recently
in connection to factorization theory (see [8, 10] and references therein). In addition,
Puiseux monoids have appeared in the literature in connection to commutative ring
theory (see [12, 22]) and, more recently, in the non-commutative context of monoids
of matrices [6].
3. Molecules of Interval Numerical Monoids
In this first section we describe the set of molecules of numerical monoids generated
by discrete intervals. To begin with, let us provide a formal definition.
Definition 3.1. We call a numerical monoid N an interval numerical monoid provided
that A (N) consists of consecutive integers. For a ∈ N and n ∈ J0, a− 1K, we let Na,n
denote the interval numerical monoid generated by the set {a+ j | j ∈ J0, nK}.
Interval numerical monoids were first investigated by Garc´ıa-Sa´nchez and Rosales
in [14] where, among other results, they found a formula for the Frobenius number.
They proved that for a ∈ N and n ∈ J0, a − 1K, the Frobenius number of the interval
numerical monoid Na,n is F (Na,n) =
⌈
a−1
n
⌉
a− 1.
It follows immediately that A (Na,n) = {a + j | j ∈ J0, nK}. However, the set of
molecules of Na,n is not that easy to determine, and providing a full description of
M (Na,n) is our primary purpose in this section.
1Numerical monoids have been widely investigated under the term numerical semigroups.
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Example 3.2. For every a ∈ N≥2, the embedding-dimension-two numerical monoid
Na,1 = 〈a, a + 1〉 is an interval numerical monoid. Clearly, A (Na,1) = {a, a + 1}, and
it is not hard to verify that
M (Na,1) = {(m+ n)a+ n | m ∈ J0, aK, n ∈ J0, a− 1K, and (m,n) 6= (0, 0)};
for more information, see [21, Proof of Theorem 3.7].
In the next theorem we determine the set of molecules of Na,n for a ∈ N≥3 and
n ∈ J1, a− 1K. First, we argue the following lemma.
Lemma 3.3. Take a, n ∈ N such that a ≥ 3 and n ∈ J1, a − 1K, and let n1 and n2
be the smallest positive integers such that n1a ∈ 〈a + j | j ∈ J1, nK〉 and n2(a + n) ∈
〈a+ j | j ∈ J0, n− 1K〉. Then
n1 = n2 + 1 =
⌈a
n
⌉
+ 1.
Proof. SetM = 〈a+j | j ∈ J0, n−1K〉. If x := n2(a+n) ∈M , then x has a factorization
in M with length greater than n2. Now the inequality (n2 + 1)a ≤ n2(a + n) follows
from the fact that (n2 + 1)a is the smallest element of M that has a factorization of
length greater than n2. Therefore a ≤ n2n, which yields n2 ≥ ⌈a/n⌉. It remains to
prove that ⌈a/n⌉(a + n) ∈M . From Ja, a+ n− 1K ⊆M , one can easily see that
J(⌈a/n⌉ + 1)a, (⌈a/n⌉ + 1)(a+ n− 1)K ⊆M.
Now since a/n ≤ ⌈a/n⌉ and ⌈a/n⌉ + 1 ≤ a+ n, we have that
(⌈a/n⌉ + 1)a ≤ ⌈a/n⌉(a + n) ≤ (⌈a/n⌉ + 1)(a+ n− 1).
Thus, ⌈a/n⌉(a+ n) ∈M . We can prove that n1 = ⌈a/n⌉+ 1 using similar arguments.

We are now in a position to establish the main result of this section.
Theorem 3.4. Take a, n ∈ N such that a ≥ 3 and n ∈ J1, a − 1K, and let n1 and n2
be the smallest positive integers such that n1a ∈ 〈a + j | j ∈ J1, nK〉 and n2(a + n) ∈
〈a+ j | j ∈ J0, n− 1K〉. Then M (Na,n) \A (Na,n) = M1 ∪M2 ∪M ′2 ∪M3 ∪M4 ∪M ′4,
where
• M1 = {ja | j ∈ J2, n1 − 1K},
• M2 = {ja+ (a+ 1) | j ∈ J1, n1 − 2K},
• M ′2 = {(n1 − 1)a+ (a + 1)} if a/n ∈ Z, and M ′2 = ∅ if a/n /∈ Z,
• M3 = {j(a+ n) | j ∈ J2, n2 − 1K},
• M4 = {j(a+ n) + (a + n− 1) | j ∈ J1, n2 − 2K}, and
• M ′4 = {(n2 − 1)(a+ n) + (a + n− 1)} if a/n ∈ Z, and M ′4 = ∅ if a/n /∈ Z.
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Proof. The element 2a is clearly a molecule. In addition, if ja is a molecule for some
j < n1 − 1, then (j + 1)a /∈ 〈a + j | j ∈ J1, nK〉, and so any factorization of (j + 1)a
yields a factorization of ja (after canceling one copy of a), whence (j + 1)a is also a
molecule. We have proved inductively that M1 consists of molecules of Na,n.
To verify that each element of M2 is also a molecule, fix k ∈ J1, n1 − 2K. Let
z :=
∑n
i=0 ci(a + i) be a factorization of ka + (a + 1), where c0, . . . , cn ∈ N0. Then
cj > 0 for some j ∈ J1, nK, and so
z′ := (cj−1 + 1)(a+ (j − 1)) + (cj − 1)(a+ j) +
∑
i∈J0,nK\{j−1,j}
ci(a + i)
is a factorization of (k + 1)a. Since (k + 1)a is a molecule (as proved in the previous
paragraph), z′ = (k + 1)a in Z(Na,n), and so the equalities a + (j − 1) = a and
cj−1 + 1 = k + 1 hold. Thus, j = 1 and c0 = cj−1 = k. As c1 ≥ 1, the equality c0 = k
forces the equalities c1 = 1 and ci = 0 for every i ≥ 2. Then z = ka + (a + 1) and,
therefore, ka + (a+ 1) must be a molecule. So M2 also consists of molecules.
Let us check that the singleton M ′2 contains a molecule when n divides a. Write
a = kn for some k ∈ N≥2. It follows from Lemma 3.3 that k = a/n = n1 − 1. Notice,
on the other hand, that if the element (n1−1)a+(a+1) has a factorization z different
from the obvious one, such a factorization must have length at most k. As a result,
k(a+n) = (k+1)a < π(z) ≤ k(a+n), which is not possible. Thus, (n1− 1)a+(a+1)
must be a molecule.
Verifying that M3 (resp., M4 and M
′
4) consists of molecules can be done following
the same lines we just used to argue that M1 (resp., M2 and M
′
2) consists of molecules.
Therefore M1 ∪M2 ∪M ′2 ∪M3 ∪M4 ∪M ′4 is a subset of M (Na,n) \A (Na,n).
To prove that the reverse inclusion holds, take m ∈ M (Na,n) \ A (Na,n) and let
z :=
∑n
i=0 ci(a + i) be the only factorization of m, where c0, . . . , cn ∈ N0. Since m is
not an atom,
∑n
i=0 ci ≥ 2.
Suppose for a contradiction that cj ≥ 1 for some j /∈ {0, 1, n− 1, n}. If cj ≥ 2 then
one could replace 2(a+ j) in z by (a+ (j− 1))+ (a+ (j+1)) to obtain a factorization
of m different from z. Hence cj = 1, and so there exists ck > 0 for some k 6= j. We
first assume that k < j. If k = 0, then as a+1 6= a+ j one could replace a+(a+ j) by
(a+1)+(a+(j−1)) to obtain a factorization ofm different from z. On the other hand, if
k > 0, then after replacing (a+k)+(a+j) by (a+(k−1))+(a+(j+1)) we would obtain
again a factorization of m different from z. As a result, k < j generates contradictions.
The case of k > j can be handled mutatis mutandis to generate contradictions. Thus,
cj = 0 when j /∈ {0, 1, n − 1, n}. Let us split the rest of the proof into the following
two cases.
CASE 1: n ≥ 3. Write z = c0a+c1(a+1)+cn−1(a+(n−1))+cn(a+n). Reasoning as
in the previous paragraph, one finds that either c0 = c1 = 0 or cn−1 = cn = 0. Suppose
first that cn−1 = cn = 0, and so that z = c0a + c1(a + 1). In this case, c0 ≤ n1 − 1
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and c1 ∈ {0, 1}, as otherwise one could replace 2(a + 1) by a + (a + 2) to obtain a
factorization of m different from z. If c1 = 0, then m ∈ M1. Then suppose that c1 = 1.
If c0 < n1 − 1, then m ∈ M2. Accordingly, suppose that c0 = n1 − 1 and so that
m = n1a + 1.
Because n1a ∈ 〈a + j | j ∈ J1, nK〉 we can replace n1a by a sum of atoms in {a +
1, . . . , a+ n} in m = n1a + 1. Provided that a+ n does not divide n1a, this will yield
a factorization of m different from z. Therefore n1a = n
′(a + n) for some n′ ∈ N. By
Lemma 3.3 and the minimality of n2, one sees that n
′ ≥ n2 = n1− 1. This, along with
n1a = n
′(a + n), guarantees that n′ = n1 − 1. Then n1a = (n1 − 1)(a + n) can be
rewritten as a = (n1 − 1)n. Hence n divides a, and so m ∈ M ′2.
The case of c0 = c1 = 0 follows analogously.
CASE 2: n = 2. Write now z = c0a + c1(a + 1) + c2(a + 2). As m is a molecule,
c0c2 = 0 and c1 ≤ 1. Assume first that c2 = 0. Then z = c0a + c1(a + 1), and one
can check that m ∈ M1 ∪ M2 ∪ M ′2 as we did in CASE 1. If c2 6= 0, then c0 = 0
and so z = c1(a + 1) + c2(a + 2). This case can be handled similarly to the case of
z = c0a+ c1(a + 1) to conclude that m ∈ M3 ∪M4 ∪M ′4. 
Corollary 3.5. Take a, n ∈ N such that a ≥ 3 and n ∈ J1, a− 1K. Then
|M (Na,n)| =
{
4⌈a/n⌉ + n− 5 if n ∤ a
4⌈a/n⌉ + n− 3 if n | a .
4. Molecularity of the Class of Numerical Monoids
In this section, we formally introduce the fundamental classes of Puiseux monoids
we shall be concerned with, and then we prove Conjecture 1.1.
4.1. Atomic Classes of Puiseux Monoids. There are three classes of atomic Puiseux
monoids that we will present in this subsection with the intention of later investigating
the sets of molecules of their members.
Let C1 denote the class of all Puiseux monoids that are FFMs but not UFMs.
Example 4.1. Let M be a finitely generated Puiseux monoid. It follows from [15,
Proposition 2.7.8] that M is an FFM, and it follows from [18, Proposition 4.3.1] that
M is a UFM if and only if M ∼= (N0,+). In particular, each nontrivial numerical
monoid belongs to C1.
The class C1 also contains non-finitely generated monoids.
Example 4.2. Consider the Puiseux monoid M = 〈(3/2)n | n ∈ N0〉. Since M can be
generated by an increasing sequence, namely the increasing powers of 3/2, it follows
from [17, Theorem 5.6] that M is an FFM. In addition, [18, Proposition 4.3.1] guaran-
tees that M is not a UFM. Since A (M) = {(3/2)n | n ∈ N0} by [10, Proposition 4.3],
the monoid M is a non-finitely generated monoid that belongs to C1.
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Let C2 denote the class of all Puiseux monoids that are BFMs but not FFMs. It is
clear that the classes C1 and C2 are disjoint.
Example 4.3. For every n ∈ N it is clear that M = N0 ∪ Q≥n is a Puiseux monoid.
As 0 is not a limit point of M•, it follows from [17, Proposition 4.5] that M is a BFM.
In addition, one can easily check that A (M) = {1}∪(Q∩ (n, n+1)). Now notice that
for every m ∈ N≥2 the equalities
2n+ 1 = (n+ 1/m) + (n + 1− 1/m)
determine infinitely many distinct factorizations in ZM(2n + 1). Hence M is not an
FFM. Therefore the class C2 contains infinitely many Puiseux monoids.
Finally, we denote by C3 the class of all atomic Puiseux monoids that are not BFMs.
Clearly, the class C3 is disjoint from C1 ∪ C2.
Example 4.4. Let P be a set containing infinitely many prime numbers, and consider
the Puiseux monoid M = 〈1/p | p ∈ P 〉. It is not hard to verify that M is atomic with
A (M) = {1/p | p ∈ P} (see [10, Theorem 4.5]). On the other hand, M is not a BFM
because the fact that p1
p
∈ Z(1) for every p ∈ P implies that P ⊆ L(1). So the class
C3 contains infinitely many members.
The fundamental questions we are interested in here are related to the size of the set
M (M) \A (M), where M is a Puiseux monoid. In particular, we would like to know
what are the possible sizes of the set M (M) \A (M) in the distinct classes of Puiseux
monoids determined by the chain of implications 1.1.
4.2. A Conjecture on Molecularity. We say that a class C of monoids is molecular
if for every n ∈ N≥2, there exists a monoid M in C such that |M (M) \ A (M)| = n.
Clearly, Conjecture 1.1 can be rephrased by saying that the class consisting of all
numerical monoids is molecular. Given our current knowledge about the molecules of
interval numerical monoids, we are in a position to work out a positive answer for such
a conjecture.
Theorem 4.5. The class of numerical monoids is molecular.
Proof. Let N denote the class consisting of all proper numerical monoids, and for N
in N set m(N) := |M (N) \A (N)|. Let us prove that S := {m(N) | N ∈ N } = N≥2.
It is easy to see that S ⊆ N≥2. For the reverse inclusion, fix s ∈ N≥2. Observe that
if we set n = 2 in Corollary 3.5, then we obtain that |M (Na,2) \ A (Na,2)| = 2a − 4.
Therefore if s is even with s ≥ 6 we have that |M (Ns/2,2) \A (Ns/2,2)| = s− 4. As a
result, S contains all even numbers in N≥2.
To prove that S contains all odd numbers in N≥2, we will describe the sets of
molecules of the numerical monoids Na := 〈a, a + 1, a + 3, a + 4〉 for every a ∈ N≥6.
Fix a ∈ N≥6. It is clear that A (Na) = {a, a+ 1, a+ 3, a+ 4}. For each n ∈ N, we set
In := {x ∈ Na | n ∈ L(x)}.
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Notice that I1 = A (Na), and Ij = Jja, j(a+ 4)K for every j ∈ N≥2.
Out of the nine elements in I2, only 2a+ 4 has different factorizations of length 2.
We shall prove inductively that for every n ∈ N≥3 each element in the discrete interval
Jna + 3, n(a + 4) − 3K ⊆ In has at least two factorizations of length n (in particular,
they will fail to be molecules). The elements 3a + 4, 3a + 5, 3a + 7, 3a + 8 ∈ I3 can
be written as the addition of 2a + 4 and the atoms a, a + 1, a + 3, a + 4, respectively.
Therefore each of them has at least two different factorizations of length 3. In addition,
one can readily verify that each of the elements 3a + 3, 3a + 6, 3a + 9 ∈ I3 has at
least two different factorizations of length 3. Suppose that for n ≥ 4, each of the
elements (n − 1)a + 3, (n − 1)a + 4, . . . , (n − 1)(a + 4) − 3 ∈ In−1 has at least two
different factorizations of length n − 1. Adding a to each of these elements, we find
that each of the elements na+3, na+4, . . . , n(a+4)−7 ∈ In has at least two different
factorizations of length n. Furthermore, n(a+ 4)− 6, n(a+ 4)− 5 ∈ In can be written
as the addition of the element (n − 1)(a + 4) − 5 and the atoms a + 3 and a + 4,
respectively. Similarly, n(a+ 4)− 4, n(a+ 4)− 3 can be written as the addition of the
element (n−1)(a+4)−3 and the atoms a+3 and a+4, respectively. Hence each of the
elements n(a+4)− 6, n(a+4)− 5, n(a+4)− 4, n(a+4)− 3 ∈ In also has at least two
different factorizations of length n. This concludes our inductive argument. Lastly, it
is clear that for every n ∈ N≥3 the smallest three and the largest three elements of the
discrete interval In each has exactly one factorization of length n.
Now we just need to determine the elements of Na that belong to more than one Ij .
Notice that if x ∈ Ij ∩ Ik for some j < k, then x ∈ Ij ∩ Ij+1. When this is the case,
one finds that j(a+ 4) = max Ij ≥ min Ij+1 = (j + 1)a, and so 4j ≥ a. Set
m := min{j ∈ N | Ij ∩ Ij+1 6= ∅}.
Since max Ij −min Ij = 4j and min Ij+1−min Ij = a for every j ∈ N, the three largest
elements of Ij will be contained in Ij+1 for every j ≥ m + 1. Similarly, the smallest
three elements of Ij will be contained in Ij−1 for every j ≥ m+ 2.
Next we find the size m(Na) of M (Na) \ A (Na) when a 6≡ 1 (mod 4). First, we
assume that m > 2. In this case, there are 8 molecules in I2, there are 6(m − 3)
molecules in I3∪· · ·∪ Im−1, there are 3+
(
3− (4m−a+1)) molecules in Im, and there
are
(
3− (4m− a+ 1)) molecules in Im+1. Hence
m(Na) = 8 + 6(m− 3) + 3 + 2(2− (4m− a)) = 2a− 2m− 3 = 2a− 2
⌈a
4
⌉− 3.
In the case of m = 2, we have that a ∈ {6, 7, 8} and it can be readily seen for each of
such values of a, that the equality m(Na) = 2a− 2
⌈
a
4
⌉− 3 holds.
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Finally, we are ready to verify that every odd number in N≥3 belongs to S. To do
so, take a = 4k − i for 0 ≤ i ≤ 2 (and therefore, k ≥ 2), and observe that
1 + 2N≥2 = {(6k + i)− 8 | k ∈ N≥2, i ∈ {1, 3, 5}}
= {m(N4k−i) | k ∈ N≥2, i ∈ {0, 1, 2}}
⊆ {m(Na) | a ∈ N≥6} ⊆ S.
To verify that 3 also belongs to S, it suffices to observe that M (〈2, 3〉) = {4, 5, 7}. We
conclude that N≥2 ⊆ S, and so {|M (N) \A (N)| : N ∈ N } = N≥2. 
As C1 contains every numerical monoid, one obtains the following corollary.
Corollary 4.6. The class C1 is molecular.
5. Molecularity of Further Classes of Puiseux Monoids
In this section, we turn our attention to classes of non-finitely generated Puiseux
monoids, and study them in the same direction we studied the class of numerical
monoids in Section 4.
5.1. Molecularity of C2. We have seen in Corollary 4.6 that the class C1 is molecular.
We proceed to provide a similar result for the class C2.
Theorem 5.1. The class C2 is molecular.
Proof. Fix n ∈ N≥2. By Theorem 4.5, there exists a numerical monoid N satisfying
that |M (N) \ A (N)| = n. Set a0 := minM (N) and K = maxM (N). Therefore
δ := a0/K satisfies that 0 < δ < 1. Now consider the Puiseux monoid M = 〈A〉,
where A =
⋃
a∈A (N)[a, a + δ) ∩Q. As 0 is not a limit point of M•, it follows from [17,
Proposition 4.5] that M is a BFM and, in particular, an atomic monoid. We proceed
to verify that A (M) = A.
To do this take x ∈ M ∩ N with x ≤ K, and write x = a1 + · · ·+ aℓ for ℓ ∈ N and
a1, . . . , aℓ ∈ A. Then suppose, by way of contradiction, that m := max{ai − ⌊ai⌋ | i ∈
J1, ℓK} > 0. In this case, the fact that x ∈ N guarantees the last inequality of
(5.1) ℓδ > ℓm ≥
ℓ∑
i=1
(ai − ⌊ai⌋) ≥ 1.
Using (5.1) we obtain that x ≥ ℓa0 = ℓδK > K, which is a contradiction. As a
consequence, a1, . . . , aℓ ∈ N .
Now take a ∈ A and write a = a1 + · · ·+ aℓ for ℓ ∈ N and a1, . . . , aℓ ∈ A. Because∑ℓ
i=1(ai − ⌊ai⌋) ≥ a − ⌊a⌋, we can write ⌊a⌋ = b1 + · · · + bℓ, where bi ∈ [⌊ai⌋, ai] ∩ Q
for every i ∈ J1, ℓK. The inclusion ⌊a⌋ ∈ M ∩ N≤K , along with our argument in the
previous paragraph, now implies that b1, . . . , bℓ ∈ N . As ⌊a⌋ ∈ A (N), it follows that
ℓ = 1, and so a ∈ A (M). Hence A (M) = A.
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Since M is a BFM, proving that M belongs to C2 amounts to verifying that M is
not an FFM. To do so take r ∈ (0, δ)∩Q and set x := 2a0 + r. It is clear that x ∈M .
On the other hand, it can be readily seen that a0 +
(
r/2 ± 1/n) ∈ A (M) for every
n ∈ N with n ≥ 2/r. As a result, the equalities x = (a0 + ( r2 − 1n)) + (a0 + ( r2 + 1n))
(for every n ∈ N≥2/r) yield infinitely many factorizations of x. As a consequence, M is
not an FFM.
Next we show that no element x ∈ M \ (A (M) ∪ N) belongs to M (M). Since
x /∈ A (M) ∪N , there exists z ∈ Z(x) having a length-2 subfactorization a1 + a2 such
that r := a1 − ⌊a1⌋ > 0. Take n ∈ N such that 1/n < min{r, ⌊a2⌋ − a2 + δ}, and note
that a1−1/n, a2+1/n ∈ A (M). Then after replacing a1+a2 in z by
(
a1− 1n
)
+
(
a2+
1
n
)
,
one obtains a factorization of x different from z. Hence x is not a molecule.
The inclusion A (N) ⊆ A (M), together with our argument in the previous para-
graph, ensures that M (M) \A (M) ⊆ M (N). On the other hand, if x ∈ M (N), then
x ∈ M ∩ N≤K and so each factorization of x in M is also a factorization of x in N .
Hence x must belong to M (M). As a result, M (M) \A (M) = M (N) \A (N), from
which we conclude that |M (M) \A (M)| = n. 
Unlike the case of numerical monoids, there are members M in C2 satisfying that
|M (M) \ A (M)| = 1. For instance, consider for every n ∈ N the monoid {0} ∪ Q≥n.
It is easy to see that the only molecule of {0} ∪Q≥n that is not an atom is 2n.
In the direction of Corollary 4.6 and Theorem 5.1, we have the following conjecture.
Conjecture 5.2. The class C3 is molecular.
5.2. Molecularity of Non-Atomic Puiseux Monoids. Each of the monoids we
have treated so far is atomic. However, there are plenty of non-atomic Puiseux monoids.
Let C4 consist of all non-atomic Puiseux monoids. In the same direction of our previous
results, we have the following proposition.
Proposition 5.3. The class C4 is molecular.
Proof. Fix n ∈ N≥2. By Theorem 4.5 there exists a numerical monoid N such that
|M (N) \A (N)| = n. Take p ∈ P such that p > maxM (N), and consider the Puiseux
monoid
M =
〈
N ∪
{
p
2n
∣∣∣∣ n ∈ N
}〉
.
Clearly, none of the elements of M of the form p/2n belongs to A (M). Therefore
A (M) ⊆ A (N). Furthermore, since p > maxM (N) ≥ maxA (N), one can readily
verify that A (M) = A (N). Because A (M) is a finite set and 0 is a limit point
of M•, the Puiseux monoid M cannot be atomic, that is, M belongs to C4. Moreover,
A (M) = A (N) implies that ZN(x) = ZM(x) for all x ∈ N . Hence a molecule of N
remains a molecule in M , i.e., M (N) ⊆ M (M). On the other hand, if x ∈ M (M),
then ZM(x) is nonempty and, therefore, A (M) = A (N) ensures that x ∈ N . As
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ZN(x) = ZM(x), it follows that x ∈ M (N). Thus, M (M) ⊆ M (N), and so we obtain
that M (M) = M (N). This, together with the fact that A (M) = A (N), ensures that
|M (M) \ A (M)| = n, which concludes our proof because n was taken arbitrarily in
the set N≥2. 
6. Infinite Molecularity
This last section is devoted to explore the extreme case when the set M (M)\A (M)
has infinite cardinality (as before, M is taken to be a Puiseux monoid). This motivates
the question as to whether one can find Puiseux monoids satisfying this property in each
of the classes Ci’s introduced in previous sections. In order to address this question,
the following definition is pertinent.
Definition 6.1. We say that a Puiseux monoid M is infinite molecular provided that
|M (M) \A (M)| =∞.
As we shall reveal in the next propositions, each of the classes Ci’s contains an infinite
subclass consisting of non-isomorphic Puiseux monoids that are infinite molecular.
Proposition 6.2. There exists an infinite subclass of C1 consisting of infinite molecular
Puiseux monoids.
Proof. Consider for every r ∈ Q>1 \ N the Puiseux monoid Mr := 〈rn | n ∈ N0〉. It
follows from [10, Proposition 4.3] that Mr is atomic with A (Mr) = {rn | n ∈ N0}.
Indeed, since Mr is generated by the increasing sequence (r
n)n∈N0, it follows from [17,
Theorem 5.6] that Mr is an FFM. Notice that Mr is not a UFM; for instance, n(r)1
and d(r)r are two distinct factorizations in Z(n(r)). Then Mr belongs to C1.
Now it follows from [8, Lemma 3.2] that, for every n ∈ N, the element 1 + rn is a
molecule of Mr and, therefore, 1+ r
n ∈ M (Mr) \A (Mr). Hence |M (Mr) \A (Mr)| =
∞. Finally, take t ∈ Q>1 \N such that Mr and Mt are isomorphic monoids. It follows
from [19, Proposition 3.2] that Mt = qMr for some q ∈ Q>0. Since multiplication by q
is an increasing function, it must take 1 = minM•r to 1 = minM
•
t . Then q = 1, and
so t = r. As a result, C1 contains infinitely many non-isomorphic infinite molecular
Puiseux monoids. 
We proceed to show that the class C2 also contains plenty of infinite molecular
Puiseux monoids.
Proposition 6.3. There exists an infinite subclass of C2 consisting of infinite molecular
Puiseux monoids.
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Proof. Let P be an infinite set of primes, and let (pn)n∈N be a strictly increasing
sequence with underlying set P . For each n ∈ N, let Rn denote the localization of
the ring Z at the multiplicative monoid generated by {p1, . . . , pn} and let Mn be the
Puiseux monoid {0}∪(Rn∩Q≥n+1/pn). Now setMP =
⋃
n∈N0
Mn, whereM0 is taken to
be N0. We can readily verify that MP is closed under addition, whence it is a Puiseux
monoid. As minM•P = 1, it follows that 0 is not a limit point of M
•
P , and so MP is
a BFM by [17, Proposition 4.5]. To argue that MP is not an FFM, first notice that
every element in Rn ∩ [n+ 1/pn, n+ 1+ 1/pn) whose denominator is divisible by pn is
an atom of MP . Since(
n+
1
pn
+
1
pkn
)
+
(
n+ 1 +
1
pn
− 1
pkn
)
∈ ZMP
(
2n+ 1 +
2
pn
)
,
for every k ∈ N≥2, it follows that 2n + 1 + 2pn is an element of MP with infinitely
many factorizations. Therefore MP is not an FFM and, as a result, MP belongs to the
class C2.
To prove that MP is infinite molecular, consider the set S := {npn+pn+1pn | n ∈ N}.
Since npn+pn+1
pn
= 1+
(
n+ 1
pn
)
, we find that S is a subset of MP consisting of elements
that are not atoms. Observe that none of the elements of MP that is strictly less than
n + 1
pn
has a denominator divisible by pn. This, along with the fact that whenever
a1 + · · · + ak is a factorization of npn+pn+1pn the prime pn must divide d(ai) for some
i ∈ J1, kK, implies that the only factorization of npn+pn+1
pn
must be 1 +
(
n + 1
pn
)
. As a
result, S is an infinite set of molecules that are not atoms, which implies that MP is an
infinite molecular Puiseux monoid. Finally, write P as the disjoint union of countably
many disjoint infinite sets, namely, P =
⋃
n∈N Pn. It follows immediately from [19,
Proposition 3.2] that the monoid MPn and MPm are not isomorphic when m 6= n.
Hence C2 contains an infinite subclass of non-isomorphic infinite molecular Puiseux
monoids. 
The class C3 also contains infinitely many non-isomorphic Puiseux monoids that are
infinite molecular. To argue this, we use a subfamily of the monoids introduced in
Example 4.4.
Proposition 6.4. There exists an infinite subclass of C3 consisting of infinite molecular
Puiseux monoids.
Proof. Let P be an infinite set of odd primes, and consider the Puiseux monoid MP =
〈1/p | p ∈ P 〉 introduced in Example 4.4. We have already seen that MP belongs to
the class C3. In addition, it follows from [21, Proposition 4.10] that 2/p is a molecule
of MP for every p ∈ P and, therefore, {2/p | p ∈ P} is an infinite set of molecules
of MP that are not atoms. Hence MP is infinite molecular. Mimicking our argument
in the proof of Proposition 6.3, we can argue that the construction used in this proof
yields infinitely many non-isomorphic infinite molecular Puiseux monoids in C3. 
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For the sake of completeness let us show that the class C4 also contains infinitely
many Puiseux monoids that are infinite molecular.
Proposition 6.5. There exists an infinite subclass of C4 consisting of infinite molecular
Puiseux monoids.
Proof. Fix a prime p such that p ≥ 5, and then consider the Puiseux monoid Mp :=〈
M2/p ∪
{
3
2n
∣∣ n ∈ N}〉, where M2/p is the Puiseux monoid 〈(2/p)n | n ∈ N0〉. Clearly,
Mp is not atomic; indeed one can readily check that 3/2 cannot be written as a sum
of atoms. Hence Mp belongs to the class C4.
It is not hard to argue that A (Mp) = A (M2/p). In addition, for every n ∈ N,
[8, Lemma 3.1] guarantees that the element 1 + (2/p)n is a molecule of M2/p that
is not an atom. This, together with the fact that A (Mp) = A (M2/p), implies that
1 + (2/p)n is a molecule of Mp that is not an atom for every n ∈ N. As a consequence,
|M (Mp) \ A (Mp)| = ∞. Finally, suppose that Mp is isomorphic to Mq for some
q ∈ P≥5. By [19, Proposition 3.2], there exists r ∈ Q>0 such that Mq = rMp. Since
multiplication by r is increasing, it must send 1 = maxA (Mp) to 1 = maxA (Mq) and
it must send 2/p to 2/q. Thus, r = 1, which implies that q = p. Hence C4 contains
infinitely many non-isomorphic infinite molecular Puiseux monoids. 
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