We prove that the wave operators for n × n matrix Schrödinger equations on the half line, with general selfadjoint boundary condition, are bounded in the spaces L p (R + , C n ), 1 < p < ∞, for slowly decaying selfadjoint matrix potentials, V, that satisfy
1 Introduction.
In this paper we consider the wave operators for the matrix Schrödinger equation on the half line with general selfadjoint boundary condition, Here R + := (0, +∞), u(t, x) is a function from R × R + into C n , A, B are constant n × n matrices, the potential V is a n × n selfadjoint matrix-valued function of x,
The dagger designates the matrix adjoint. Let us denote by M n the set of all n × n matrices. We assume that V is in the Faddeev class L 1 1 (R + , M n ), i.e. that it is a Lebesgue measurable n × n matrix-valued function and, (1.4) where by |V | we denote the matrix norm of V. The more general selfadjoint boundary condition at x = 0 has been extensively studied. It can can be written in many equivalent ways. See, [3] , [4] , [5] , [18] , [19] , [20] , [22] , and [23] . In this paper we use the parametrization of the boundary condition given in [3] , [4] , and [5] . We write the boundary condition as in (1.2) , with constant matrices A and B satisfying,
and
We prove that the wave operators for the n × n matrix Schrödinger equation on the half line (1.1) with the general selfadjoint boundary condition (1.2), (1.5), and (1.6) , are bounded in the spaces L p (R + , C n ), 1 < p < ∞. For this purpose, we suppose that the potential satisfies (1.3) and (1.4) both in the generic and exceptional cases. Recall that the case is generic if the Jost matrix is invertible at zero energy and that the case is exceptional if the Jost matrix is not invertible at zero energy. In the exceptional case there is a resonance, or a half-bound state, with zero energy, and in the generic case there is no resonance, or half-bound state, at zero energy. In other words, the wave operators are bounded in L p (R + , C n ), 1 < p < ∞, under the condition V ∈ L 1 1 (R + , M n ) independently of the existence of a resonance, or half-bound state, with zero energy. We also prove that the wave operators for the n × n Schrödinger equation on the line with a point interaction at the origin and a potential are bounded in L p (R, C n ), 1 < p < ∞. We assume that the potential, that we denote by V, is selfadjoint, i.e., V(x) = V(x) † , and
We obtain the boundedness of the wave operators on the line for a n×n matrix Schrödinger equation from the boundedness of the wave operators for a 2n × 2n matrix Schrödinger equation on the half line.
In the scalar case there are several results on the boundedness of the wave operators on the line. In [35] it was proven that the wave operators are bounded in L p (R), 1 < p < ∞, under the assumption,
with γ > 3/2 in the generic case and γ > 5/2 in the exceptional case. Furthermore, in [35] it was proven that in the exceptional case if the Jost solution at zero energy tends to one as x → −∞, then, the wave operators are bounded in L 1 (R) and in L ∞ (R). Otherwise, they are only bounded from L 1 (R) into L 1 weak (R), and from L ∞ (R) into BMO. This is due to the presence of a term containing the Hilbert transform in the low-energy expansion of the wave operators. Actually, in [35] it was used a constructive proof that allowed to obtain a detailed low-energy expansion, but that was somehow more demanding concerning the decay of the potential. In [15] the boundedness of the wave operators in L p (R), 1 < p < ∞, was proven assuming that (1.8) holds with γ = 3 in the generic case and γ = 4 in the exceptional case, and that moreover, d dx V(x) satisfies (1.8) with γ = 2, both in the generic and the exceptional cases. The boundedness of the wave operators in L p (R), 1 < p < ∞, was proven in [12] assuming (1.8) with γ = 1, in the generic case and with γ = 2 in the exceptional case. Furthermore, in [13] the boundedness of the wave operators in L p (R), 1 < p < ∞, was proven for a potential that is the sum of a regular potential that satisfies (1.8) with γ > 3/2 and of a singular potential that is a sum of Dirac delta functions. In [11] the boundedness of the wave operators was proven for the discrete Schrödinger equation on the line. There is a very extensive literature on dispersive estimates. For surveys see [14] and [32] , where also the results in the multidimensional case are discussed.
The boundedness of the wave operators in L p spaces is an important problem on itself. Moreover, it is relevant in the analysis of nonlinear dispersive equations because it makes possible to prove dispersive estimates, like the L p − L p′ estimates, or the Strichartz estimates, for equations with a potential from the corresponding estimates when the potential is identically zero.
The matrix Schrödinger equations find their origin at the very beginning of quantum mechanics. They are important in the description of particles with internal structure like spin and isospin, in atoms, molecules and in nuclear physics. Since a number of years there is a renew of the interest in matrix Schrödinger equations due to the importance of these equations for quantum graphs. For example, see [8] [9] [10] , [17] , [22] [23] [24] [25] [26] [27] [28] , as well as the references quoted there. The matrix Schrödinger equation with a diagonal potential corresponds to a star graph. Such a quantum graph describes the dynamics of n connected very thin quantum wires that form a star-graph, that is, a graph with only one vertex and a finite number of edges of infinite length. This situation appears, for example, in the design of elementary gates in quantum computing, in quantum wires, and in nanotubes for microscopic electronic devices. In these cases strings of atoms can form a star-shaped graph. The analysis of the most general boundary condition at the vertex is important in the applications to problems in physics. A relevant example is the Kirchoff boundary condition. A quantum graph is an idealization of wires with a small cross section that meet at vertices. The graph is obtained in the limit when the cross section of the wires goes to zero. As it turns out, the boundary conditions on the graph's vertices depends on how the limit is taken. A priori, all the boundary conditions in (1.2) can appear in this limit procedure. Hence, it is relevant to study the more general selfadjoint boundary condition.
The paper is organized as follows. In Section 2 we introduce the notation that we use. In Section 3 we state our results on the boundedness of the wave operators on the half line. In Section 4 we state our results on the boundedness of the wave operators on the line. In Section 5 we mention the results on the scattering theory of matrix Schrödinger equations that we need and we give the proofs of our theorems.
Notation
We denote by R + the positive real half line, (0, ∞), and we designate by C the complex numbers. We designate by L p (U, C n ), 1 ≤ p < ∞, where U = R + or U = R, the Lebesgue spaces of C n valued functions defined on U. For a vector Y ∈ C n we denote by Y T its transpose. We designate by
and the inverse Fourier transform by,
For any set O ⊂ R, we denote by χ O the characteristic function of O,
For any pair of Banach spaces X, Y we denote by B(X, Y ) the Banach space of all bounded operators from X into Y. For any operator G in a Banach space X we denote by D[G] the domain of G. By 0 n and I n , n = 1, 2, . . . , we designate the n×n zero and identity matrices, respectively. We designate by E even the extension operator from L p (R + , C n ), 1 ≤ p < ∞, to even functions in L p (R, C n ) as follows
For any integrable n × n matrix valued function, G(x), x ∈ R we denote by Q ± (G) the operators of convolution by G(±x),
Since G is integrable, the operators Q ± (G) are bounded in L p (R, C n ), 1 ≤ p < ∞. For any n × n matrix valued measurable function K(x, y) defined for x, y ∈ R + , we denote by K the operator,
provided that the following two conditions are satisfied,
and,
Recall that for any n × n matrix M we denote by |M| the norm of M.
The Hilbert transform, H, is defined as follows,
where PV means the principal value of the integral. As is well known [33, 34] , the Hilbert transform is a bounded operator in 
The case of the half line
To define the wave operators we take as unperturbed Hamiltonian H 0 the selfadjoint realization in L 2 (R + , C n ) of the formal differential operator − d 2 dx 2 with the Neumann boundary condition, d dx Y (0) = 0, see Section 5 and [7, 36] . This choice is motivated by the theory of quantum graphs [19, 22, 23, 36] . Note that the spectrum of H 0 is absolutely continuous and that it coincides with [0, ∞). The perturbed Hamiltonian, H, is the selfadjoint realization in L 2 (R + , C n ) of the formal 
It is proven in [7, 36] that the wave operators W ± (H, H 0 ) exist, and are complete.
Our main result is the following theorem 
where, Note that by duality also the adjoint wave operators W (H, H 0 ) † , restricted to L 2 (R + , C n ) ∩ L p (R + , C n ), 1 < p < ∞, extend uniquely to bounded operators in L p (R + , C n ), 1 < p < ∞.
The case of the line
We obtain our results on the line proving that a 2n × 2n matrix Schrödinger equation on the half line is unitarily equivalent to a n × n matrix Schrödinger equation on the line with a point interaction at x = 0. For this purpose we follow [7] . Let us denote by U the unitary operator from L 2 (R + , C 2n ) onto L 2 (R, C n ) , defined as follows,
where Z = (Z 1 , Z 2 ) T , with Z j ∈ L 2 (R + , C n ) , j = 1, 2. Let us take as potential the diagonal matrix
where V j , j = 1, 2 are selfadjoint n×n matrix-valued functions that belong to L 1 1 (R + , M n ). Under the action of the unitary transformation U the Hamiltonian in the half line, H, is unitarily transformed into the Hamiltonian on the line, H R , as follows,
The operator H R is a selfadjoint realization in L 2 (R, C n ) of the formal differential operator − d 2 dx 2 + V(x) where the selfadjoint n × n matrix valued potential, V, is given by,
Note that V ∈ L 1 1 (R, M n ). The boundary condition (3.1) satisfied by the functions in the domain of H implies that the functions in the domain of H R fulfill a transmission condition at x = 0. To compute this transmission condition it is convenient to write the matrices A, B in (3.1) in the following way,
where A j , B j , j = 1, 2, are n × 2n matrices. Hence, (3.1) implies that the functions in the domain of H R satisfy the following transmission condition at x = 0,
Remark that u(t, x) is a solution of the problem (1.1), (1.2) if and only if v(t, x) := Uu(t, x) is a solution of the following n × n matrix equation on the line,
Below we give an example. Let A, B be the following matrices,
where Λ is a selfadjoint n × n matrix. It is easy to check that these matrices satisfy (1.5, 1.6). The transmission condition in (4.6) is given by,
This transmission condition is a Dirac delta point interaction at x = 0 with coupling matrix Λ. In the particular case Λ = 0, the functions v(t, x) and ∂ ∂x v(t, x) are continuous at x = 0 and we have the matrix Schrödinger equation on the line without a point interaction at x = 0. Let us denote by H 0,R the Hamiltonian (4.2) with the potential V identically zero and with the boundary condition given by the matrices (4.7) with Λ = 0. Note that H 0,R is the standard selfadjoint realization of the formal differential operator − d 2 dx 2 with domain,
In particular, H 0,R is absolutely continuous and its spectrum consists of [0, ∞). We define the wave operators on the line as follows,
Using Theorem 3.1 and the unitary transformation (4.2) we prove the following theorem. 7) . Then, the wave operators W ± (H R , H 0,R ) exist and are complete. Moreover, the
Further, as in Theorem 3.1, by duality the adjoint wave operators
Scattering for the matrix Schrödinger equation on the half line.
We study the following the stationary matrix Schrödinger equation on the half line
In this equation k 2 is the complex-valued spectral parameter, the n × n matrix valued potential V (x) satisfies (1.3) and moreover,
The solution Y that appears in (5.1) is either a column vector with n components, or a n × n matrixvalued function. As we already mentioned, the more general selfadjoint boundary condition at x = 0 can be expressed in terms of two constant n × n matrices A and B as in (3.1), where the matrices A and B fulfill (1.5), (1.6).
Actually, there is a simpler equivalent form of the boundary condition (3.1). In fact, the paper [5] gives the explicit steps to go from any pair of matrices A and B appearing in the selfadjoint boundary condition (3.1), (1.5),and (1.6) to a pairÃ andB, given bỹ A = − diag[sin θ 1 , ..., sin θ n ],B = diag[cos θ 1 , ..., cos θ n ], (5.3) with appropriate real parameters θ j ∈ (0, π]. The matricesÃ,B satisfy (1.5), (1.6) . in the case of the matricesÃ,B, the boundary condition (3.1) is given by
The case θ j = π corresponds to the Dirichlet boundary condition and the case θ j = π/2 corresponds to the Neumann boundary condition. In the general case, there are n N ≤ n values with θ j = π/2 and n D ≤ n values with θ j = π. Further, there are n M remaining values, where n M = n − n N − n D such that those θ j -values lie in the interval (0, π/2) or (π/2, π). It is proven in [5] that for any pair of matrices (A, B) that satisfy (1.5, 1.6) there is a pair of matrices (Ã,B) as in (5.3), a unitary matrix M and two invertible matrices T 1 , T 2 such
We construct a selfadjoint realization of the matrix Schrödinger operator − d 2 dx 2 + V (x) by quadratic forms methods. For the following discussion see [7, 36] . Let θ j be given by equations (5.4) . We denote
(5.6)
We put
where cotθ j = 0, if θ j = π/2, or θ j = π, and cotθ j = cot θ j , if θ j = π/2, π. Suppose that the potential V satisfies (1.3) and (5.2). The following quadratic form is closed, symmetric and bounded below,
where by Q(h) we denote the domain of h and,
By ·.· we designate the scalar product in C n . We denote by H A,B,V the selfadjoint bounded below operator associated to h [21] . The operator H A,B,V is the selfadjoint realization of − d 2 dx 2 + V (x) with the selfadjoint boundary condition (3.1). When there is no possibility of misunderstanding we will use the notation H, i.e., H ≡ H A,B,V . It is proven in [7, 36] that,
(5.9)
In the next proposition we introduce the Jost solution. For the proof see [2, 3, 5, 7, 19] . Using the Jost solution and the boundary matrices A and B satisfying (1.5)-(1.6), we construct the Jost matrix J (k) ,
where the asterisk denotes complex conjugation. For the proof of the following result see [2, 3, 5, 7, 19] . 4) . Then, the Jost matrix J (k) is analytic for k ∈ C + , continuous for k ∈ C + and invertible for k ∈ R {0}.
Let K (x, y) be defined as follows
We introduce the following quantities,
Remark that for potentials satisfying (1.4), both σ (0) and σ 1 (0) are finite, and furthermore,
For the proof of the following proposition see [2] , [6] and [7] . Tthe scattering matrix, S (k) , is a n × n matrix-valued function of k ∈ R that is given by
As in [2] , [6] and [7] , let κ j , j = 1, ..., l be l distinct positive numbers related to the boundstate energies −κ 2 j and M j , j = 1, ..., l be l constant n × n positive definite matrices related to the normalization of matrix-valued bound-state eigenfunctions.
It is proven in ( [5, 6, 7] ) that the following limit exist,
Let us denote by F s the following quantity, that up to the to factor 1/ √ 2π is the inverse Fourier
The following theorem is proven in [29] . In terms of the Jost solution f (k, x) and the scattering matrix S(k) we construct the physical solution [5, 6, 7] Ψ (k,
The physical solution Ψ(k, x) is the main input to construct the generalized Fourier maps for the absolutely continuous subspace of H, that are defined as follows [7, 36] ,
We have [7, 36] ,
Thus, the F ± extend to bounded operators on L 2 (R + , C n ) that we also denote by F ± .
The following results on the spectral theory of H are proven in [5, 7, 36] .
THEOREM 5.5. Suppose that the potential V satisfies (1.3) and (5.2) , and that the constant matrices A, B fulfill (1.5), and (1.6) . Then, the Hamiltonian H has no positive eigenvalues and the negative spectrum of H consists of isolated eigenvalues of multiplicity smaller or equal than n, that can accumulate only at zero. Furthermore, H has no singular continuous spectrum and its absolutely continuous spectrum is given by [0, ∞). The generalized Fourier maps F ± are partially isometric with initial subspace H ac (H) and final subspace L 2 (R + , C n ). Moreover, the adjoint operators are given by
where M is the operator of multiplication by k 2 . If, in addition, V ∈ L 1 1 (R + , M n ), zero is not an eigenvalue and the number of eigenvalues of H including multiplicities is finite.
Note that by (5.22 ) (F ± ) † F ± is the orthogonal projector onto H ac (H) ,
We denote by F 0 the cosine transform,
Actually, F 0 coincides with the generalized Fourier maps for H 0 given by Theorem 5.5.
The following theorem, proven in [7, 36] , gives the stationary formulae for the wave operators. 
We prepare the following proposition.
PROPOSITION 5.7. Suppose that Y ∈ L 2 (R, C n ). Then,
Proof. We give the proof of (5.28), equation (5.29) follows in the same way. Suppose first that Y ∈ C ∞ 0 (R). Let us designate by D(x) the left-hand side of (5.28),
For ε > 0 denote,
We have,
Observe that,
Moreover, by equations (3) and (4) in page 60 of [16] , 
Proof of Theorem 3.1 Let us first take Y ∈ C ∞ 0 (R + ). Note that E even Y ∈ C ∞ 0 (R). By (5.26) where T
(1) Hence, as W ± (H, H 0 ), and W ± (H 0 , H 1 ), restricted to L 2 (R + , C n ) ∩ L p (R + , C n ), 1 < p < ∞, extend uniquely to bounded operators in L p (R + , C n ), 1 < p < ∞, if follows that also W ± (H, H 1 ),restricted to L 2 (R + , C n ) ∩ L p (R + , C n ), 1 < p < ∞, extend uniquely to bounded operators in L p (R + , C n ), 1 < p < ∞. Finally, by (4.2) and (5.46), W ± (H R , H 0,R ) = U W ± (H, H 1 ) U † , (5.47) and, as U and U † are bounded on L p (R + , C n ), 1 < p < ∞, we have that the W ± (H R , H 0,R ) restricted to L 2 (R, C n )∩L p (R, C n ), 1 < p < ∞, extend uniquely to bounded operators in L p (R, C n ), 1 < p < ∞.
