Bike sharing systems are very popular nowadays. One of the characteristics is that bikes are picked up from some surplus bike stations and transported to all deficit bike stations by a repositioning vehicle with limited capacity to satisfy the demand of deficit bike stations. Motivated by this real world bicycle repositioning problem, we study the selective pickup and delivery problem, where demand at every delivery node has to be satisfied by the supply collected from a subset of pickup nodes. The objective is to minimize the total travel cost incurred from visiting the nodes. We present a GRASP with path-relinking for solving the described problem. Experimental results show that this simple heuristic improves the existing results in the literature with an average improvement of 5.72% using small computing times. The proposed heuristic can contribute to the development of effective and efficient algorithms for real world bicycle reposition operations.
Introduction
The pickup and delivery problem (PDP) contributes one of the most important classes of the problems because its models have various logistic applications such as reverse logistics, shipping cargoes, dial-a-ride systems, the distribution of beverages and the collection of empty cans and bottles, bike repositioning operations, etc. It aims to determine routes to distribute the commodities between nodes to minimize the total transportation cost. Different variants of the PDP are studied in the literature. Berbeglia, Cordeau, Gribkovskaia, and Laporte (2007) classified the variants of the PDP according to their structures, the number of deployed vehicles, and the pickup and delivery activities in the nodes. The structure criterion categorizes the PDP into one-to-one (1-1), one-to-many-to-one (1-M-1), and many-to-many (M-M) schemes, based on the number of origins and destinations of the commodities. In the one-to-many-to-one scheme, the commodities from the depot are delivered to delivery nodes and commodities from the pickup nodes are transported to the depot; in the one-to-one scheme, each commodity has exactly one pickup node and one delivery node. In the many-to-many scheme, any node can serve as a origin or as a destination for any commodity. The criterion of the number of deployed vehicles divided the PDP into single and multiple vehicle cases. The activity criterion classifies the PDP according to the way that pickup and delivery operations are performed at nodes. Under this classification, many PDP studies can be categorized explicitly. Table 1 compares different variants of the PDP according to the schemes laid out by Berbeglia et al. (2007) , the node features, and the vehicle characteristics and Table 2 gives the abbreviations of the variants and solution methods. The node features include the selectivity, depot supply/demand, time windows, the pickup and delivery operations, and the perfect balance requirement. The selectivity of nodes is about whether all nodes are required to be visited. Depot supply/demand is concerned with whether the depot supplies or receives commodities. Time windows define the time period during which the vehicle visit the nodes. The pickup and delivery operations are concerned with whether either a pickup or delivery activity is performed at a node and whether both activities are performed at a node separately or simultaneously. The perfect balance requirement is related to whether the total supply equals the total demand. The vehicle characteristics include the number and capacity of vehicles.
Clearly, the classification does not fully list out all elements in the PDP, such as the number of types of commodities or side constraints etc., but it should be enough to distinguish five features of the selective pickup and delivery problem (SPDP) which is also a variant of the PDP under the M-M scheme. First, different from existing 1-M-1 and M-M PDP variants, the SPDP does not require the depot to provide commodities. Second, the SPDP does not have time-window constraints related to the pickup and delivery nodes. Third, based on the problem setting, either pickup or delivery is performed at a customer node. Fourth, the perfect balance requirement does not need to be satisfied. Fifth, some nodes are not visited.
Unlike other PDP studies that consider selectivity, the SPDP requires that only some, but not necessary all, pickup nodes are visited by the vehicle to gather sufficient commodities for all delivery nodes. Moreover, despite the vehicle capacity constraint for each pickup activity, there is another constraint for the delivery activity to ensure that the vehicle must have enough commodities to satisfy the demand of the delivery customers once the vehicle visits the corresponding nodes (i.e., split or incomplete deliveries are not allowed). These are the two distinguished features of this problem (Ting & Liao, 2013) . The SPDP is related to applications that supply sufficient commodities to the customers using the cost minimizing principle while visiting all pickup nodes is not a requirement. An illustrative example is the single vehicle bicycle repositioning problem, where bikes are picked up from some surplus bike stations and transported to all deficit bike stations by a repositioning vehicle with limited capacity using the shortest route. Given that the total surplus is larger than the total deficit and all bikes are identical, it is not necessary to visit all the surplus bike stations to satisfy the demand of each deficit station. Hence, some surplus stations are not visited in order to lower the transportation cost.
Although there are realistic applications related to the SPDP, only Ting and Liao (2013) proposed and studied this problem as shown in Table 1 . As recognized by them that the SPDP is a NP-hard problem, it is impractical to adopt exact methods to solve instances of realistic sizes. Hence, they adopted a metaheuristic approach and proposed a memetic algorithm for solving the SPDP. The performance was illustrated by comparing the results obtained from the memetic algorithm with the results from the genetic algorithm and tabu search. However, many existing heuristics could solve the variants of the PDP with great success as reflected by the last column of Table 1 . These heuristics and their hybrids may give a much better performance. Table 1 also shows that GRASP has been considered in very few PDP studies despite its success in solving combinatorial optimization problems and industrial applications (Festa & Resende, 2011) . GRASP is a multi-start heuristic for producing diverse solutions to combinatorial optimization problems. There are two phases at each iteration of GRASP. In the first phase, a new solution is constructed based on some principles that rely on greediness and randomness. Then, the solution is improved by local search in the second phase. However, Resende and Ribeiro (2010) stated that the searching efficiency of GRASP can be improved via adopting fine tuning mechanisms, multiple neighborhoods, and path relinking.
Path relinking (PR), as an evolutionary method, generates solutions by combining elements from a pair of elite solutions (defined as initial and guiding solutions). The fundamental hypothesis is that good solutions of a problem should share some characteristics, and one could expect to obtain better ones when moving towards the elite solutions in a stepwise sequence. Many studies show that the hybridization of GRASP with path relinking can achieve competitive results to different combinatorial optimization problems such as vehicle routing (Campos, Marti, Sánchez-Oro, & Duarte, 2014; Souffriau, Vansteenwegen, Berghe, & Oudheusden, 2010) , arc routing (Reghioui, Prins, & Labadi, 2007; Usberti, França, & França, 2013) , capacitated clustering (Deng & Bard, 2011) , job shop scheduling (Aiex, Binato, & Resende, 2003) , rural road network development (Scaparra & Church, 2005) , and network load balancing (D. Santos, de Sousa, & Alvelos, 2013 ).
In the current literature (2014) (2015) , we can find several applications of GRASP with path relinking. In Campos et al. (2014) , the authors applied the hybrid heuristic on the orienteering problem and achieved competitive results. The authors tested out different strategies on how to construct greedy randomized initial solutions, where these Num: number; P-D: two activities may be performed together or separately at each delivery node; PD: each delivery node is visited exactly once for the combined pickup and delivery; P/D: either activity is performed at each delivery node but not both (2014) proposed a GRASP with path relinking for the family traveling salesman problem. Path relinking is integrated within GRASP a little bit different than Campos et al. (2014) . First, after the local search procedure path relinking is only applied on a pair of solutions consisting of a local optimal solution and one of the elite solutions. Second, a more evolved path relinking is applied to every pair of elite solutions. Due to the computational burden, the second path relinking is only applied once a while. D. O. Santos and Xavier (2015) presented a GRASP with path relinking for a dynamic dial-a-ride problem. The path relinking utilizes three different operators to generate the solutions. Computational experiments show that their heuristic performs better than GRASP. A non-routing application is found in Ríos-Mercado and Escalante (2015) . The authors applied the hybrid heuristic on a commercial districting problem. They studied the effects of integrating path relinking within GRASP versus placing it after GRASP as a post-optimization phase. Their results indicate that the latter option achieved the best results.
Besides hybridizing path relinking with GRASP, one can also find path relinking hybridized with tabu search (Jia & Hu, 2014; Lai & Hao, 2015; Peng, Lü, & Cheng, 2015; Urrutia, Milanés, & Løkketangen, 2015) , local search (Yang, Zhang, & Zhu, 2015) , population-based metaheuristics (F. Santos & Xavier, 2015; Urrutia et al., 2015) . Readers are referred to Ribeiro and Resende (2012) for more ideas/strategies on how to design a path relinking procedure.
This paper proposes a hybrid heuristic based on GRASP and path relinking for solving the selective pickup and delivery problem. One of the strengths of the proposed method is its simplicity: the heuristic relies on simple principles to construct a solution, to improve a solution, to update the solution pool and to generate paths based on initial and guiding solutions. In the proposed path relinking, a different strategy is utilized. Instead of terminating the path at the guiding solution (which is usually the chosen strategy in the current literature), the path might be truncated before reaching the guiding solution (i.e., truncated path relinking), or the path might be extended beyond the guiding solution (i.e., exterior path relinking). The algorithm does not decide a priori which form (truncated or exterior) to apply. It depends on the pair of initial and guiding solutions, the path relinking operator used to create the path and the termination condition. Overall, it is easy to implement the heuristic and the heuristic only requires three parameters. Despite its simplicity, the proposed method is also effective and efficient. The heuristic is assessed on a set of 90 benchmark instances used in the literature. This heuristic has improved the results obtained by a memetic algorithm on 88 of the instances, with an average improvement of 5.72% using on average less than 30 seconds of computing time. The contributions of our paper are as follows. 1) We propose a different path relinking strategy in our hybrid algorithm to solve the selective pickup and delivery problem and 2) the proposed algorithm is simple as well as effective and efficient compared with the memetic algorithm used in the literature. It is expected that our proposed algorithm can contribute to the development of efficient and effective algorithms for real world bike repositioning operations.
The paper is organized as follows. Section 2 introduces a complete mathematical formulation of the SPDP. Section 3 depicts the proposed heuristic. Section 4 illustrates the computational results and a comparison with the results in the literature. Section 5 presents the conclusions.
Mathematical formulation 2.1 Problem setting
A complete graph formed by nodes and edges is considered. The nodes can be classified into three categories: pickup nodes, delivery nodes, and the depot. Each pickup node supplies the same type of commodity but the supply varies from one pickup node to another. A demand is associated with every delivery node, and the demand may vary across the delivery nodes. The depot neither requires nor supplies any commodity, but the vehicle may return to the depot non-empty. A single vehicle with limited capacity is used to transport the vehicle load from some pickup nodes to all delivery nodes to satisfy the needs of each delivery node. Each pickup node is visited at most once. For every visit to a pickup node, all supply is required to be loaded on the vehicle and the resultant vehicle load must not exceed the vehicle capacity. Each delivery node is visited exactly once. For every visit to a delivery node, the vehicle load must be enough to satisfy the demand. There is a cost associated with each travel between nodes. The objective is to determine the minimum cost route starting from and ending at the depot to satisfy the above requirements.
Problem formulation
The notations of this study are given below: N Set of nodes, indexed by i = 0, 1, . . . , |N | with 0 representing the depot E Set of edges P Set of pickup nodes D Set of delivery nodes
Decision variables:
1, if the vehicle travels directly from node i to node j; 0, otherwise. l ij The load on the vehicle when it travels directly from node i to node j. l ij is zero if y ij = 0. g i Auxiliary variable associated with node i for the sub-tour elimination constraints.
Based on the above notations, the SPDP can be formulated mathematically as follows:
Equation (1) states the objective of the SPDP, which is to minimize the total travel cost of the vehicle. Constraints (2) ensure that each pickup node is visited at most once. Constraints (3) require that each delivery node and the depot must be visited exactly once. Constraints (4) ensure that the vehicle load is not greater than the vehicle capacity. Constraints (5) depict the relation between the vehicle load before and after visiting a node, and their difference must equal to the demand or supply at the visited node. Constraints (6) eliminate the sub-tours among nodes. Constraints (7)- (9) define the decision variables to be binary or nonnegative. Note that l ij takes an integer value at optimality due to the integrality of d i and constraints (5).
Compared with the formulation from Ting and Liao (2013) , our formulation represents the subtour elimination constraints differently and has more decision variables than theirs. More importantly, our formulation has explicitly related the vehicle load of each arc (i, j) and the corresponding indicator variable y ij used to define whether arc (i, j) is on a tour, and hence our formulation can be directly used to solve for exact solutions by CPLEX for comparison with the results from heuristics if needed.
The hybrid algorithm
In this paper, a hybrid algorithm based on GRASP (Feo & Resende, 1995) and Path relinking (Glover & Laguna, 1993) is proposed to solve the selective pickup and delivery problem. At every iteration of GRASP, an initial solution is constructed and the initial solution is improved by a local search procedure. The best solution obtained from the different iterations is saved and returned to the user. The disadvantage with GRASP is that the iterations are independent from each other. Hence, as a remedy to overcome this independence, many researchers have included path relinking within the GRASP framework (e.g., Laguna & Martí, 1999) . Path relinking generates new solutions by exploring paths that are connected by elite solutions found by GRASP. Path relinking has been applied successfully to different vehicle routing problems (e.g., Campos et al., 2014; Ho & Gendreau, 2006; Souffriau et al., 2010) . Hence, path relinking embedded within GRASP is chosen to tackle the selective pickup and delivery problem as well.
A tour x is defined as (i 0 , i 1 , . . . , i n , i n+1 ) where i 0 = i n+1 = 0 (i.e., the depot) and i h ∈ N , h = 1, 2, . . . , n where n represents the total number of pickup and delivery nodes in the tour. For a solution x, let f (x) be its travel cost. The travel cost is obtained by adding up the costs c iuiv associated with traversing the edges (i u , i v ). A tour to the selective pickup and delivery problem is incomplete (or infeasible) if at least one of the following is met: 1) not every delivery node is visited; 2) no pickup node is visited; 3) the loading constraints of the vehicle are violated.
In Algorithm 1, a tour is constructed in GreedyRandomized (details are found in Algorithm 2). This subroutine ensures that each delivery node is added to the tour and appears in the tour exactly once. (i.e., this subroutine ensures that the first infeasibility condition mentioned in the previous paragraph cannot be met). However, the tour is still incomplete. The incomplete tour is improved by LocalSearch. New incomplete tours are generated by applying PathRelinking on incomplete tours from the reference set R and a local optimum (details can be found in Algorithm 3). However, no nodes are added or deleted from the tours. UpdateR determines whether an incomplete tour can be included in R. Pickup nodes are added to the incomplete tour in AddPickUpNodes until the tour constructed satisfies the loading constraints (i.e., the violation of the third infeasibility condition does not occur). Note that to address the third infeasibility condition, the procedure AddPickUpNodes must add at least one pickup node to the incomplete tour consisting of delivery nodes only. This means that the procedure implicitly caters the second infeasibility condition as well.
Set f * = f (x) and x * =x.
10:
end if 11: end for 12: return x * .
In the selective pickup and delivery routing problem, every delivery node must be visited, but this requirement does not apply to the pickup nodes. This leads to the strategy where delivery nodes are inserted first, and thereafter pickup nodes are inserted. This is due to the fact that pickup nodes are typically fewer than the delivery nodes, and that inserting pickup nodes later can reduce the complexity of the search algorithm. Hence, in each iteration, the procedures GreedyRandomized, LocalSearch, PathRelinking and UpdateR are applied on tours with delivery nodes only. Pickup nodes are added to the incomplete tours in AddPickUpNodes. In other words, our proposed algorithm allows infeasible solutions (i.e., incomplete tours) to be generated in the procedure GreedyRandomized and maintained in procedures LocalSearch, PathRelinking and UpdateR, and the next procedure AddPickUpNodes is to recover solution feasibility. The best solution found is saved in each iteration and returned as the final result. The heuristic runs for a fixed number of iterations κ.
Construction heuristic
Initial tours are constructed using the value-based strategy from GRASP (Festa & Resende, 2011) . This strategy allows randomness to be controlled through the parameter α where α ∈ (0, 1]. The tour is constructed by inserting one delivery node at a time. The delivery node is chosen randomly from a set of unvisited delivery nodes whose incremental costs (c(r) = c inr + c ri n+1 − c ini n+1 ) are not larger than the best greedy selection by α × 100% of the difference between the maximum and minimum incremental costs.
7:
Randomly selectî from RCL.
8:
Insertî between i n and i n+1 in x.
9:
SetD =D \ {î}. 10: end while 11: return x.
Algorithm 2 is a sequential construction heuristic where a tour is constructed by inserting one delivery node at a time at the end of the tour (i.e., between i n and i n+1 ) until all delivery nodes are added to the tour. This algorithm has a time complexity of O(|D| 2 ). The output from this procedure is a tour starting and ending at the depot, and visiting each delivery node once.
Local search
The tour x is then improved by 2-opt using the best improving strategy. 2-opt is a classical neighborhood operator originally designed for the traveling salesman problem (Lin, 1965) . A neighbor solution is obtained by removing non-adjacent arcs (i u , i u+1 ) and (i v , i v+1 ), and adding the arcs (i u , i v ) and (i u+1 , i v+1 ) to complete the tour. 2-opt is applied until no improvement can be found. This algorithm has a time complexity of O(|D| 2 ).
Path relinking
The purpose with path relinking is to explore the paths connected by pairs of elite solutions. One of the solutions in the pair is labelled as an initial solution, while the other is labelled as a guiding solution. A path between the initial solution and the guiding solution is created by generating new solutions using a neighborhood operator to gradually introduce the attributes of the guiding solution into the newly generated solutions. As the procedure progresses, the new solutions possess more and more attributes of the guiding solution, and less attributes of the initial solution.
Path relinking (see Algorithm 3) with O(|D| 2 ) is applied to |R| pairs of solutions consisting of the local minimum solutionx and the elite solutions from the reference set R. Every pair of solutions is subject to two rounds of path relinking. In the first round,x takes on the role as the initial solution x I and the elite solution takes on the role as the guiding solution x G . The roles are switched in the second round. Each round of the path relinking process is terminated after five consecutive iterations without introducing new attributes from the guiding solution into the newly generated solutionx. This means that the path from x I to x G may be truncated before reaching x G , or this may also mean that the path is extended to beyond x G .
The neighborhood operator 2-opt is used to generate new solutions. In order to make sure that the newly generated solutions possess attributes from the guiding solution, only valid solutions are accepted. In this case, an attribute is an arc. Arcs that exist in both x I and x G are locked, which means that valid solutions cannot be obtained by removing locked arcs.
Let T be the set of common arcs between the initial solution x I and the guiding solution x G , and let A I and A G be the sets of arcs that make up the initial and guiding solutions, respectively. The neighborhood operator used to create the path from x I is 2-opt. The difference between this 2-opt and the 2-opt used in LocalSearch is that tours obtained by removing arcs (i u , i u+1 ) ∈ T and (i v , i v+1 ) ∈ T are not considered.
The set of valid neighbor solutions is defined as the neighborhood H. The tourx that yields the lowest total distance is chosen from H. The reason for not choosing the tour with the highest number of attributes from x G is that most likely the algorithm will end up with a short path. In order to explore the vicinity of the path, a long path is preferred. Any arcs inx common with the guiding solution are recorded in T . Due to computational burden and because long paths are preferred, each round of path relinking is terminated after five consecutive iterations without encountering solutions with an increasing similarity with x G . The best tour encountered during the path relinking procedure is improved by local search.
Updating the reference set R
A tourx is added to the reference set R if the reference set is not full (i.e., |R| < R max , where R max is the maximum number of solutions that can be stored in R). If the reference set is already full and tourx is better than the worst tour in the reference set, then the worst tour is replaced by tourx. This procedure only takes O(1) time.
Adding pickup nodes
The tour x = (i 0 , i 1 , . . . , i n+1 ) so far consists of all delivery nodes only. In order to construct a feasible solution, pickup nodes need to be inserted in x and vehicle capacity constraints are considered.. Pickup nodes are inserted one at a time and the selection of pickup noder and the insertion positionp are based on the cheapest insertion criterion, and the inclusion must not violate the vehicle capacity constraint. Pickup nodes are added Algorithm 3 PathRelinking Require: A local minimumx and the reference set R 1: if R = ∅ then 2:
Set f 1 = ∞.
3:
for b = 1, . . . , |R| do
4:
Set x I =x and x G = σ b (where σ b is the bth element in R).
5:
Set T = A I ∩ A G and x = x I .
6:
Set noImpr = 0.
7:
while noImpr < 5 do 8:
Let W(x) be the neighborhood of x obtained by applying 2-opt.
9:
Let H = {z ∈ W(x) : z is not obtained by removing common arcs from x}.
10:
Select a tourx ∈ H that minimizes f (x).x is obtained by removing (i u * , i u * +1 ) and (i v * , i v * +1 ), and adding (i u * , i v * ) and (i u * +1 , i v * +1 ).
11:
if
13:
14:
else 15:
Set noImpr = noImpr + 1. Repeat lines 5-21 (once for every b), but with x I = σ b and x G =x. (r,p) = arg min r∈P;p=1,...,
where t is the index of the first node i t in the tour where l iti t+1 < 0, t = 1, . . . , n.
5:
Insertr in positionp in x.
6:
SetP =P \ {r}.
7:
Update l i u−1 iu , u =p + 1, . . . , n + 1.
8:
Set l min = min u=p+1,...,n+1 {l i u−1 iu }. 9: end while 10: return x.
Computational experiments
The heuristic was coded in C++ and all computational experiments were carried out on a Dell notebook with an Intel Core i5-2520M CPU@2.5GHz. The efficiency of the hybrid algorithm was validated through a series of computational experiments. The experiments were conducted on the same set of test instances described in Ting and Liao (2013) and these instances are available from https://db.tt/6ErosIg9. The number of nodes in these instances range from 91 to 454. The vehicle capacity ranges from 400 to 1000. A total of 90 instances. These instances are modified from some pickup and delivery instances. An instance is denoted as X(Y)/Z, where X denotes the name of the original instance, Y denotes the number of nodes (N ), and Z denotes the number of pickup nodes (P). γ is the additional supply added to the original supply of each pickup node (i.e., d i = d i + γ, ∀i ∈ P). Ting and Liao (2013) compared the results obtained from a tabu search (TS), a genetic algorithm (GA), and a memetic algorithm (MA). Their results showed that MA outperformed both TS and GA. In the following, parameter tuning results will be given. Then, the results obtained from the hybrid heuristic (GRASP+PR) as well as the results from GRASP will be compared to the results from MA.
Parameter tuning
The heuristic has three parameters: α, R max and κ. The tuning process of the first two parameters is performed on a selection of instances -n100mosA, n200mosA, n300mosA and n400mosA on different values of γ and Q, a total of 36 instances. The first parameter to be tuned was α and it governs the degree of randomness when creating initial solutions. In the tuning process, α can take on different values in the interval [0.5, 0.9], while R max = 0 and κ = 100. Each instance was run 30 times. On average, setting α = 0.5 yields the best results. Hence, α is given the value 0.5. The next parameter in the tuning process is R max . It is the maximal number of tours the reference set can hold for the purpose of the path relinking procedure. The larger R max is, the better the results will be, but at the expense of increasing computing time. While α = 0.5 and κ = 100, R max is set to take the following values: 5, 10, 15, 20, 25 and 30. The average results are shown in Figure 1 . It is decided to set R max to 10, as it shows a good trade-off between solution quality and computing time. The last parameter, κ, sets the total number of iterations for the entire algorithm. As with R max , the higher value κ gets, the better the average results will be and this is also at the expense of soaring computing time. Hence, in the next few sections results from running GRASP and GRASP+PR with κ ∈ {50, 100, 200} are shown. 
Comparing GRASP with GRASP+PR
To show the benefit of including a path relinking procedure within the GRASP framework, a comparison between the results obtained from GRASP and GRASP+PR is detailed below. The comparison is between GRASP (omitting lines 5-6 of Algorithm 1) and two variants of GRASP+PR. The first variant is the standard version as stated in Algorithm 1, while the second variant is a slightly faster version where AddPickUpNodes is only applied to the solutions in the reference set after the κ iterations have been completed (i.e., lines 7-10 of Algorithm 1 are moved out of the for-loop). The main results are reported in Tables 3 and 4 . In these tables, the first three columns display the name of the instance and the values of γ and Q, while the remaining columns show the average travel cost (over 30 trials) of each instance of the different heuristics. From these tables, one can observe that the quality of the results depend on the values of γ and Q. For a fixed value of γ, the average travel cost tend to be slightly better as Q increases. The improvement can be explained by the fact that there are more feasible positions in the tour to insert pickup nodes into it when Q is increased. For a fixed value of Q, a substantial improvement of the results is observed with an increasing γ. When γ is increased, fewer pickup nodes are needed. Hence, the total travel cost decreases.
The fourth and fifth columns show the results obtained from GRASP over 100 and 200 iterations, respectively. When running GRASP for more iterations, the average improvement is 0.27%. The next four columns show the results from the different variants of GRASP+PR over 50 and 100 iterations, respectively. As expected, the standard version is slightly better with an average improvement of 0.001%. In order to have a fair comparison between GRASP and GRASP+PR, the computing time consumed should be approximately the same between the heuristics. The average computing times of the heuristics are depicted in Table 5 . It can be observed that running GRASP over 100 (200) iterations and GRASP+PR over 50 (100) iterations consumes about equal amount of computing time, but GRASP+PR has a better performance. The average gap between GRASP and GRASP+PR is 0.74% (0.77%).
We have shown that GRASP+PR produces better solutions than GRASP. In the following, we will further assess its performance by comparing it to MA proposed by Ting and Liao (2013) on the same set of instances.
Comparing GRASP+PR with MA
As the difference between the two variants of GRASP+PR is negligible (0.001%). The comparison is with the slightly faster version. Tables 6 and 7 provide a comparison on the results obtained from MA and GRASP+PR. The fourth column shows the average travel cost (over 30 trials) obtained from MA, while the remaining columns list the average and best results from GRASP+PR over 50 and 100 iterations, respectively. MA performs better than GRASP+PR (with κ = 50) on only six out of 90 instances, while GRASP+PR produces better solutions on the remaining instances. The average deviation between the two is 5.44%. GRASP+PR (with κ = 100) performs even better, with 88 instances being better than MA. The average deviation is increased to 5.72%. The results will be even better if κ is increased, but at the expense of the computing time. Ting and Liao have shown that by adding a local search component (2-opt) to GA (which is the MA), better results are obtained. Due to maintaining feasibility of a complete tour (where both pickup and delivery nodes exist), Ting and Liao modified the 2-opt operator where a tour is partitioned into segments and 2-opt is applied on each of the segments rather than on the whole tour. However, our 2-opt is applied on a tour consisting of delivery nodes only and few pickup nodes are inserted at a later stage. This two-stage search strategy shows to be beneficial for this problem as GRASP alone also outperforms MA. The average gap is 4.75% (with κ = 100) and 5% (with κ = 200).
The excellence of the proposed method is also statistically significant. The Wilcoxon signed rank test (Golden & Stewart, 1985) has been applied to compare MA with GRASP+PR, as well as MA with GRASP. The null hypothesis is that both MA and GRASP+PR (or GRASP) perform equally good, while the alternative hypothesis is that GRASP+PR (or GRASP) performs better than MA. The significance level is set to be 0.05. The sum of the signed ranks has been calculated as 4033 (or 3489). The corresponding test statistic is 8.113 (or 7.019), which is larger than the critical value of 1.645. Therefore, the null hypothesis is rejected. As a matter of fact, we conclude that GRASP+PR (or GRASP) performs better MA under the current settings.
It is difficult to compare the CPU time between MA and GRASP+PR as Ting and Liao (2013) did not report the computing times for running their heuristic. They only included two plots of the solution value against the running time for two of the instances (n100mosA(91) and n500mosA (453)). The final running times on the plots for the two instances are about 10 and 40 seconds, respectively. Their experiments were conducted on an Intel core i7-920 computer, which is faster than our computer. Based on the two instances, GRASP+PR (with κ = 50) is definitely faster than MA. On the other hand, it is difficult to conclude which method is faster when GRASP+PR is set to run for κ = 100 iterations.
Conclusions
In this paper, we present a hybrid heuristic consisting of GRASP and path relinking for the selective pickup and delivery problem, which is motivated by a real-world bicycle repositioning problem. Path relinking makes it possible to further diversify and intensify the search around the local minima obtained by GRASP. Our proposed path relinking uses a different strategy compared with those in the literature. Instead of terminating the path at the guiding solution, the path might be truncated before reaching the guiding solution, or the path might be extended beyond the guiding solution. In addition, the search in our hybrid heuristic is based on two solution spaces: the infeasible space (where the tours consist of delivery nodes only) and the feasible space (where the tours are feasible consisting of both delivery and pickup nodes). The algorithm mainly looks for good tours in the infeasible space, and switches to the feasible space at the end of the algorithm. The heuristic is easy to understand, simple to implement, efficient and effective. These characteristics are important for managing real-time bike repositioning operations.
Experiments were conducted on 90 benchmark instances. Computational experiments show that including path relinking within the GRASP framework improves the GRASP results by 0.77% on average without additional computing time. Further, experiments also show that the hybrid heuristic improves the existing results in the literature with an average and maximum improvement of 5.72% and 6.79%, respectively. This improvement can be further accentuated by increasing the values of R max and κ, but at the expense of increased computing time.
The proposed algorithm attains better results than MA because the proposed algorithm makes use of the feature that only few pickup nodes are visited eventually. More effort is thus spent on searching for the best sequence of delivery nodes before adding a few pickup nodes to obtain a more accurate solution. The main lesson learned is that it is important to incorporate the properties of the problem into the algorithm to obtain good solutions quickly.
Although the results show that our proposed heuristic performs better than MA, there are a few limitations related to the algorithmic aspect and findings. One limitation with the proposed heuristic is that there is still a 1% gap between the average improvement and the maximum improvement of the results. This indicates that it is not always possible to achieve solutions of superior quality. Another limitation is that the proposed heuristic may not work very well when there is a need of a large amount of pickup nodes, because the proposed algorithm first focuses on generating good tours that consist of delivery nodes only and pickup nodes are then added at the end to make the tours complete and feasible. The third limitation is that our comparisons might be a bit limited as we only compared GRASP+PR with MA, which was in turn compared with GA and tabu search by Ting and Liao (2013) . However, these are the only existing algorithms in the literature developed for the problem under study. One more limitation is that we only used the 90 instances provided by Ting and Liao (2013) for comparison and hence our experimental findings and conclusion are based on these instances. However, the instances do not capture the cases of small vehicle capacity, or varying the ratio between the numbers of pickup nodes and delivery nodes.
The following future works can be performed. First, as a remedy to the first limitation of the proposed algorithm, we could replace the local search component in Section 3.2 with a more sophisticated method (e.g., tabu search). Instead of a greedy randomized construction heuristic, we could have a ruin and recreate procedure where a solution is not constructed from scratch (Schrimpf, Schneider, Stamm-Wilbrandt, & Dueck, 2000) . Currently, randomness can only be found in the construction heuristic. We could also apply randomness in the path relinking procedure. For example, instead of making greedy choices when creating the path, we could make random choices or greedy random choices equivalent to how the restricted candidate list RCL is made. Second, to address the second algorithmic limitation, we could pass the feasible tours to another procedure for post-optimization purposes where different operators can be applied in order to further improve the solutions. Third, more future works could be focused on designing other search methods to address the third limitation regarding very few algorithm comparisons. Fourth, we can generate more test instances in order to check the validity of the conclusions. Lastly, besides the above algorithmic research directions, we could also look at the problem settings to make the problem more realistic, especially for day-time operations (e.g., multiple routes/vehicles, split deliveries/pickups, stochastic/dynamic selective pickup and delivery problems). 
