A new swarm intelligence optimization technique is proposed, called Artificial Coronary Circulation System (ACCS). This optimization method simulates the coronary arteries (veins) growth on human heart. In this algorithm, each capillary is considered as a candidate solution. This algorithm starts with a random initial population of candidate solutions, and by using Coronary Growth Factor (CGF) evaluates the solutions. In each run the best candidate solution is selected as the main coronary vessel (artery or vein) and the other capillaries are considered as searchers of the search space. Then the heart decides other candidates to move toward/away from the main coronary vessels and searches for the optimal solution by using the heart memory. Finally, application of the proposed algorithm is demonstrated using some benchmark functions and some mechanical problems, confirming the potential and capability of the new algorithm.
Introduction
A.Kaveh * (□),
Professor
School of Civil Engineering, Iran University of Science and Technology, Narmak, Iran There are many optimization methods and algorithms that can be grouped into deterministic and stochastic (Pardalos [1] ; Mirjalili et al. [2] ). Deterministic techniques depend on the mathematical nature of the problems. Weaknesses of these techniques consist of dependency on gradient, local optimums, and inefficiency in handling large-scale problems (Spall [3] ). Stochastic techniques are more user-friendly because they are not dependent on the mathematical properties of a considered function and thus these are more suitable for finding the global optimal solutions for an arbitrary type of objective function (Kaveh [4] ).
Optimization refers to determining the decision variables of a function such that the corresponding function has its minimum or maximum value (Boussaï et al. [5] ). For most of the optimization problems, in particular engineering ones, the variables should be determined in a way that the system operates in its best operation point (Gogna & Tayal [6] ).
As an alternative to the conventional mathematical programming methods, the metaheuristics have been utilized to obtain global or near-global optimum solutions. Because of having the exploring capability and finding suitable regions of the search space in an inexpensive time, these methods are quite appropriate for global searches and furthermore lessen the need for continuous cost functions and variables used for mathematical optimization methods, Kaveh [4] .
To overcome the drawbacks of numerical methods including derivative, complexity, and being trapped in local optimum points, some optimization approaches known as metaheuristics algorithms are introduced and developed in recent decades (Mirjalili et al. [1] ). In these methods, random operators are used which are inspired through simple concepts. Nevertheless, since the metaheuristics methods firstly are simple methods which can be applied to both continuous and discrete functions, and secondly need no other complex mathematical operations such as derivative, and thirdly rarely get trapped in local optima, they are employed extensively in various optimization problems.
The Artificial Coronary Circulation System (ACCS) algorithm is a new metaheuristic algorithm that mimics the growth of coronary arteries tree of the heart and coronary circulatory system in human beings. This algorithm starts with a randomly generated initial population of candidate solutions for growth of coronary tree, and objective function which is computed for them and then with these values the Coronary Growth Factor (CGF) is calculated. Based on this CGF, the best candidate solution is found as the main arteries and the others form capillaries. Then the capillaries search the space and enforce other candidates to grow the coronary tree and search for the optimal solution. The metaheuristic methods can be classified in six main categories:
1. Evolutionary algorithms: these methods simulate the evolution of the nature. The first generation is randomly produced and evolved in a gradual manner. The best answer forms the best solution among the entire population in the last iteration of the evolution. Genetic Algorithm (Miettinen & Preface By-Neittaanmaki, [7] ) is the first and most well-known metaheuristic method which simulates the Darwin's theory of evolution. Evolution Strategy (ES) (Knowles & Corne, [8] ), Genetic Programming (GP) (Koza, [9] ), are some other evolutionary methods.
2. Physical based optimization algorithms: in these methods, the physical rules are utilized in order to update the solutions in each iteration. Charged System Search (Kaveh & Talatahari [10] ), Colliding Bodies Optimization (Kaveh & Mahdavi [11] ), Black Hole algorithm (Hatamlou [12] ), Water Evaporation Optimization Algorithm (Kaveh & Bakhshpoori [13] ), are classified as the physical based methods.
3. Behavior of animal based optimization algorithms. This type of method mimics the social behavior of animals to enhance their knowledge of their goal such as the source of food. The most well-studied approach of this group is Particle Swarm Optimization (Kennedy, [14] ; Naka, Genji, Yura, et al. [15] ), Cuckoo Search (Gandomi et al. [16] 6. Biologically inspired algorithms. These methods are based on the biological rules of microorganisms. For examples, Neural Network (Schalkoff, [27] ) is inspired by the network of interconnected neurons with the intention of imitating the neural activities in human brains. Artificial Immune Systems (Timmis, [28] ) is inspired by the immune system of human body. Virus optimization algorithm (Liang et al. [29] ) are also biologically inspired algorithms.
A good optimization algorithm should be able to search all the search space, which is referred to as exploration. The high exploration algorithmss are those with a large diversity of solutions in an iteration. Although a large number of optimization algorithms are introduced in the literature, (Wolpert & Macready, [30] ), it cannot be claimed that an optimization method is capable of solving all types of problems. Thus, new methods are introduced in order to solve a wider range of problems.
Metaheuristic algorithms are successfully applied to many engineering design problems, examples of which can be found in Kaveh & Shokohi [31] , Kaveh & Rezaie [32] and Kaveh & Ilchi Gazaan [33] .
It is appropriate to mention that an optimization algorithm known as Heart, which has also been inspired by heart was previously proposed by Hatamlou [34] . This algorithm employs the action of the heart and circulatory system of human beings. Also, it starts with a random population of solutions and objective function that is computed for them. The best candidate solution is selected as heart and the others form blood molecules. Then the heart persuids other candidates to move toward/away from the heart and looks for the optimal solution. The inspiration of both Heart and the proposed ACCS are the same; however, the view and the equations by which the solutions are updated, are completely different with the algorithm presented in this paper. A complete description of the proposed method is presented in Section 2.
In order to distinguish the proposed ACCS with other methods, the results for some benchmark functions are compared in Section 3. The conclusion of the paper is presented in Section 4.
Artificial Coronary Circulation System (ACCS) Algorithm

Behaviors of Coronary Circulation System
In this section, the proposed algorithm and the source of its inspiration are described. Coronary circulation is the circulation of blood in the blood vessels of the heart muscle (myocardium). Coronary circulation, is part of the systemic circulatory system that supplies blood and provides drainage from the tissues of the heart. Arterial trees are very important for transportation of the oxygen and nutrients to tissue. Their anatomy has been investigated for long period through the dissection of cadavers, inspection of corrosion casts, medical imaging methods, and interesting computational models. It has been shown that individual arterial bifurcations follow optimality principles that lower metabolic demand locally, as exibited by the scaling laws followed by arterial trees.
Recently, there has been a great interest in models that mimic arterial growth (angiogenesis) employing physiological principles in order to simulate vascular anatomy. These models are created based on local optimization principles, where the anatomy of each branch in the arterial tree is governed by a compromise between maximizing fluid dynamical efficiency and minimizing the quantity of blood required. The vessels that deliver oxygen-rich blood to the myocardium are the coronary arteries. The coronary arteries that run deep within the myocardium are referred to as sub endocardial. Also, the vessels that remove the deoxygenated blood from the heart muscle are known as cardiac veins. Cardiac veins carry blood with a poor level of oxygen, from the myocardium to the right atrium. The anatomy of the veins of the heart is very variable (Keelan et al. [35] ). Therefore, the coronary circulation system constitutes of heart and three types of blood vessels, namely, arteries, veins and capillaries. The heart is the main part of the system, and acts as a pump to distribute nutrient-and oxygen-rich blood through the body; it then takes away carbon dioxide and other waste the body which is not need. So, in the coronary circulation system, arteries and veins and their capillaries growth like together.
Presentation of Artificial Coronary Circulation System (ACCS)
A coronary tree begins from its main arterials (Left Main or Left Coronary Artery (LCA) LAD, RCx and Right coronary artery (RCA)) and the growth of arteries is indispensable for coronary arterial tree growth. All arteries (veins) of a coronary arterial tree can be considered as a system composed of a large number of arterial (veins) stems and crowns. The stem-crown units are defined in Fig. 1 . A schematic view of the coronary arteries is illustrated in Fig. 2 . A coronary arterial tree structure consists of many stem-crown units.
Each capillary searches for a feasible solution of the problem. All arteries try to adjust their growing directions and propagation strategies in order to search for the optimal growing conditions, which feedback to improve vessels growth further. In growing process, all the terminal vessels can select their growth strategies composed of the following three basic actions.
(1).Each capillary leader can elongate forward (or sideways) in the search space (Searching).
(2).Each capillary leader can produce new stem-crown (Bifurcation).
(3).Each capillary leader can stopping and become an ordinary stem of tree (Pruning).
In other word, a capillary may re-grow itself, produce new stem-crown, or stop growing. According to fitness values, the whole capillaries are divided into three groups. The group with the best fitness values is called main vessels (stem). The group with the worst fitness values is called Pruning aging vessels. The rest of vessels are called lateral vessels. In the three groups, except for aging vessels that will stop growing in the next generation, main vessels and lateral vessels implement different growth strategies.
The L-Systems method was first employed to categorize plant growth processes, but can be applied to any divaricating system. We use L-Systems to describe growth behavior of coronary tree.
The main function of an arterial tree is to retain sufficient blood perfusion with the least total metabolic expense. The propriety of an arterial tree is dominated by two features: (1) Since the blood is viscous, thus the power required to pump blood through the vasculature should be minimized and (2) as energy is needed to generate and maintain blood, the volume of blood required should be reduced to a minimum. Murray's law provides this for individual bifurcations; however, the optimal organization of large numbers of connected bifurcations is far from obvious. The interaction between these tourney concerns for thousands of arterial sectors leads to a complex optimization problem. It should be noted that in the following, bifurcation points will be referred to as "nodes", arteries will be referred to as "segments between nodes", and terminal arterioles are called "end nodes" (Chen et al. [36] ). Now, we have obtained a form for all the relevant costs corresponding to an arbitrary tree configuration which providing an arbitrary tissue shapes. Therefore one can define a total cost (C T ) that gives a numeric measure for the fitness of a tree,
where A corresponds a weighting value that scales any relevant cost. There is no way to determine what weights to use analytically, and the finding appropriate weights must be performed experimentally. though, C y is the metabolic cost due to the tree volume, and C w is the total power required to sustain a suitable flow through the tree that is based on Poiseuille's law, = , is followed intrant the parts, where is the flow, and is the pressure drop over the vessel. Also C 0 indicates the other costs.
In this suggested algorithm ACCS (Artificial Coronary Circulation System), the any branches of coronary tree is suppose as new solution as well as the total cost of tree at any ends supposed to cost of the objective function at any solution. Then with this vales calculate the Coronary Growth Factor (CGF) is defined similar to Vascular Endothelial Growth Factor (VEGF) for any solution. Then searching the search space of problem, and introduce new position for growth of coronary tree that is considerate new solution for problems. And repeated this process to find the optimum solution. As well as the method suggested in this paper is developed based on the biology of human heart coronary arterial tree growth. In other words, considering in the human heart, the coronary vein tree is same as the coronary arterial tree. Also, in this article our study focus on coronary arterial tree. So, in the artificial model, an objective function is treated as the cost coronary function arteries tree growth, and also each young arteries are considered as agents that explorer the search space of problem.
Mathematical model of the proposed algorithm
In this part, a new effectual optimization algorithm inspirited by the growth coronary arteries tree is presented, and it is called Coronary Circulation System (CCS). In the CCS, any solution select includes a number of decision variables (i.e. = { , }) being supposed as a vessel (Arteries, Veins, Capillaries). The vessels growth the coronary arteries tree by the coronary growth factor (CGF) of the other arteries (agents). It seems that a good arteries (agent) have a lots of capillaries leader than the bad arteries, so the amount of the coronary growth factor (CGF) will be described supposing the objective function value, , to describe CCS, the subsequent basic laws are developed:
The initial positions of CLs are obtained randomly in the search space, as follows:
where X 0 i,j is the initial value of the jth variable for the ith CL. is the total number of variables, and and are the lower and the upper bound of decision variables, respectively. Here, rand is a random variable selected uniformly in the range of [0,1]. So, the coronary growth factor (CGF) of the initial CLs, is determined based on the cost function (or ).
Law 2:
Multitude of the natural evolution algorithms remain a population of solutions which are evolved through random alterations and selection. Analogously, ACCS supposes a number of capillaries leader (CL) with each CL having a coronary growth factor (CGF).
where is the objective function value or the fitness of the agent i, and fit max represents the maximum of objective function values, and shows the total number of CLs.
Law 3:
Three conditions could be supposed related to the type of the coronary growth factor (CGF): a) Any CL can grow in any direction.
b) A best CL can grow in its direction if its coronary growth factor (CGF) amount (in minimizing problems) is superior (higher) than other, and the worst CLs must prun (Selection).
c) Any CL grows toward to the best direction. In other words, another CLs grows in a good CL direction, if the coronary growth factor (CGF) of the center CL is better (higher) than the random CL (Searching)
According to the above conditions, when a best CL grows in a worst direction, the local search capability for the algorithm is prepared, and if an unfavorable CL growth a best CL, the global search is provided. When a CL grows toward a best CL it improves its performance, and so the self-adaptation principle is assured. Growing a best CL toward a worst one can cause losing the previous favorable solution or at least enhancing the calculation cost to find a good solution. To resolve this problem, the Heart Memory (HM) is used, which saves the best CLs (favorable solution).
Law 4:
The new position of any CL is determined considering the equation below:
where , +1 denotes the new position value of the jth variable for the ith CL; dir indicates the growth direction; and rand is a different random numbers uniformly distributed in the range of (0,1); B f is Bifurcation factor and it is equal to ; and , denotes the random old position value of the jth variable for the rth CL ( ∈ 1, ⋯ , ). Note, the r in , and and ( − 1) are the same. Considering the above equations, any CL searches the space for the new position for the growth of the main arteries. When the heart coronary growth factor (CGF) of a new position is better than an old value (in other words, if the fitness function of new point is more favorable (lower) than the previous point), then the branch changes to main arteries; otherwise, it prunes and growing tree stops. The mathematical formulation of this feature is presented in the following:
This procedure is accomplished for all the old positions i.e., at this stage, all the new positions are considered as the main arteries leaders, and the best CLs in the new position showed at growth tree in true direction, and extending the tree occurs. And also the worst positions are replaced by the new positions, that means the bad branch is removed and pruning is taken place.
Law 6:
The new position of any CL is obtained as follows:
As mentioned in the last steps, all the new positions are supposed as the main arteries leader and the coronary tree grows. At this stage, all the new positions are considered as the capillaries leader and the coronary tree grows. Also, the capillaries leader growth is based on the coronary growth factor (CGF) of arteries leader along the coronary arteries tree. Thus, angiogenesis factor is defined as = 0.625
where itr is the number of iteration, and itr max is the maximum number of iterations. Also, considering the subsequent positions of the CL is pertinent to the coronary growth factor (CGF) of the best and the worst CL in the coronary arteries tree. Thus, the next positions of the CLs are mathematically formulated as follows:
where X i,j t+1 indicates the new position value of the jth variable for the ith CL; and X i,j t shows the old position value of the jth variable for the ith CL; is angiogenesis index; and rand are random numbers that are uniformly distributed in the range of (0,1); and X b,j t and X w,j t are the best and the worst CLs of the last (old) population which hark back to the foremost arteries leader and the worst arteries leader. Considering Eq. (11), any CL searches the space for the new position for the growth as the capillaries.
(Local Search) Law 7: Considering a memory that saves the foremost CL vectors and their related coronary growth factor (CGF) values can improve the algorithm performance without increasing the computational cost. Therefore, Heart Memory (HM) is employed to save a number of the foremost so far solutions. In this paper, the size of the HM (i.e. HMS) is taken as 0.25×N pop . Another profit of the HM is due to employing this memory to conduct the guidance of the current CLs. In other hand, the vectors saved in the HM can used for generate new position for current CLs. 
Evaluation and validation of the ACCS
In this part, the suggested algorithm is appraised by some benchmarks, and the outcomes are compared with the results of some other metaheuristics. In this paper, the first 15 benchmark functions are classified based on modality and separability, and 4 mechanical problem are tested for evaluating the reliability and efficiency of the suggested algorithm. After that, the performance of the ACCS is examined for 3 engineering design problems (widely are utilized in literatures) and the optimization outcomes are compared with other those of the optimizers. These instances have been previously studied using a variety of other techniques that are useful to show the validity and effectiveness of the suggested algorithm. To evaluate the effect of the initial population on the final outcome, these instances are independently optimized with different initial populations. The ACCS algorithm is programmed in MATLAB R2016a.
The suggested method is assessed by means of 15 different benchmark mathematical functions and the results are compared to those of some other metaheuristic methods. This kind of trial functions are listed in Tables 1-4 , where n refers to the dimension of the function (i.e., number of decision variables), Range indicates the search area (i.e., the limitation of variables), and is the optimum value of the test function. Using these optimization problems, ability of the suggested method in solving the high constraints and discrete problems is assessed.
The metaheuristic algorithms with which the suggested method is compared consist of 1) Cuckoo Search Algorithm (CS) (Gandomi et al. [37] ), 2) Firefly Optimization Algorithm (FFA) (Łukasik & Żak, [38, 3] ) Lightning Search Algorithm (LSA) (Shareef et al. [39] ).
The number of population for any method is chosen so that the evaluation of the overall objective function in the whole iterations becomes the same for all the methods. For example, the evaluation function is assessed two times in any iteration in the suggested ACCS algorithm; while this is done only once in any iteration for the FFA.
Therefore, the population of ACCS is half of that of the FFA. The algorithm-dependent parameter settings for any algorithm for the comparison are given in Table 5 as mentioned in the literature:
The maximum cycle number for all the algorithms is as 500 for the mathematical functions and 200 for the engineering design problems. In addition, the MATLAB programs of the compared algorithms can be taken from Appendix A.
Since the metaheuristic methods are based on random movement of their particles, statistical analysis is required. In order to validate the suggested algorithm, the efficiency of the ACCS is assessed by using ten real-world structural optimization problems.
Experimental results and discussion for unconstrained functions
Unimodal and separable functions
This trial has led to estimate the reliability and performance of the ACCS in exploring the global minimum value when it is due to benchmark functions with unimodal and separable characteristics. Table 1 provides the details of these functions. This trial also compares the ACCS with three other methods (namely LSA, CS and FFA) for validation. Each benchmark function is tested 30 times. The outcomes consist of the best, worst, average and standard deviation of the objective function which are illustrated in Table 6 . The best efficiency for each function is boldfaced.
The ACCS reaches the best global minimum or near global minimum for F1 and F2 and F3, and its efficiency is acceptable because it has the lowest standard deviation and average global minimum value. This c is also clearly shown in Fig. 3 led from the data determined in 30 runs. Therefore, the convergence characteristic curves illustrated in Fig. 3 are using to compare the efficiency. From this figure, it should be noted that the ACCS converges faster than the other methods and thus possesses superior convergence characteristics for this kind of function optimization.
Unimodal and non-separable functions
To apperceive the efficiency and consistency of the ACCS in solving the unimodal and nonseparable functions, four benchmark functions represented in Table 2 are examined on this test: Schwefel 1.2 (F4), Schwefel 2.21 (F5), Schwefel 2.22 (F6), and Rosenbrock (F7). These functions have the same dimension size (n = 30) as those used in Test 1, but the obstacle level is higher, since these functions are non-separable. The test outcomes achieved employing the ACCS are compared with those calculated utilizing the four optimization methods ( Table 7) . The best efficiency for any function is boldfaced. Table 7 shows that the ACCS can find the best near-optimum solution for functions F4, F5, and F6. For F7, the ACCS fails to achieve the best solution and the LSA finds a better outcome. In any case, its efficiency is admissible since it has the lowest standard deviation and average global minimum value.
Multimodal and separable functions
In this test function, the obstacle level of the optimization problem becomes higher by using multimodal and separable functions (Table 3) .
F8 belongs to high-dimensional problems while F9 belongs to low-dimensional problems. Each benchmark function is run again 30 times. The results considering the best, worst, average, and standard deviation of the objective functions are illustrated in Table 8 . The best efficiency for any function is boldfaced. All the algorithms achieve the best global minimum or near-global minimum for F9. For F8, only the ACCS algorithm finds the best solution. The comparative outcomes illustrate better efficiency of the ACCS compared to other algorithms.
Multimodal and non-separable functions
The global and local search capabilities of the suggested ACCS are trialed with six multimodal and non-separable high-and low-dimensional benchmark functions. Table 4 provides the details of these functions. Similar to the previous test function analysis, this test also compares the ACCS with three other methods, namely, LSA, CS and FFA, for validation using the same statistical indices ( Table 9 ). The best efficiency for each function is boldfaced. The ACCS reaches the best global minimum or near-global minimum for all the tested functions. These outcomes confirm the exploration and exploitation capabilities of the suggested ACCS.
Finally, Fig. 4 shows the convergence history of the ACCS for the best viewed outcomes and the average of 30 independent runs for many functions.
Experimental results and discussion on engineering problems
Here, the suggested ACCS is utilized for the solution of 3 classic engineering optimization problems consisting of a tension/compression spring, a welded beam and a pressure vessel. For these problems there are some equality and inequality constraints that must be satisfied during the solution of the problem. In this paper, the constraint management is carried out by utilizing penalty factors, i.e. whenever the constraints are violated for a solution, a great fitness function is assigned to the solution.
The tension/compression spring design problem
In this problem minimizing the weight of a tension/compression spring in intended with constraints being the shear stress, the surge frequency, and minimum deflection, as shown in Fig.  5 . The design variables are the mean coil diameter (= 1 ); the wire diameter (= 2 ), and the number of active coils (= 3 ). The problem can be stated with the cost function:
To be minimized and constraints: [13] ), are used successfully for this problem. Table 10 provides the statistical results obtained by ACCS for the present problem besides the ones achieved by other metaheuristics. The best result is obtained by the CSS algorithm. As it is clear, the ACCS is competitive with other algorithms from the accuracy point of view and it shows the most robust results. Table 11 tabulates the optimum design achieved by ACCS and some other metaheuristic algorithms. It can be observed that the best outcomes are achieved by the presented ACCS algorithm.
The welded beam design
In this problem the aim is to minimize the fabrication cost of a welded beam as showed in Fig. 6 . The considered variables contain the thickness of weld ( 1 = ℎ), the length of attached part of bar ( 2 = ), the height of the bar ( 3 = ), and the thickness of the bar ( 4 = ). The constraints are the shear stress ( ), the bending stress in the beam (ℎ), and the buckling load on the bar (P c ), end deflection of the beam ( ), and the side constraints. The mathematical formulation of this problem is as follows: [13] ), The best result is obtained by the ACCS algorithm. As it is clear ACCS results the best design and is competitive with others in the aspect of robustness. Table 13 presents the details for the optimum design obtained using the ACCS and some other considered metaheuristic algorithms.
The pressure vessel design problem
This main objective of this problem is to minimize the total cost of the materialused and the cost of the welding of the cylindrical vessel shown in Fig. 7 . The two ends of the vessel are hemispherical shaped caps. The variables of this problem consist of the thickness of the shell ( 1 = ), thickness of the head ( 2 = ℎ ), inner radius ( 3 = ), and length of the cylindrical section without considering the head ( 4 = ).
This problem is formulated as follows: The present problem is also optimized by many investigators using different mathematical, numerical and metaheuristic optimization approaches. The best outcomes for this problem, based on the author's knowledge, is obtained almost by metaheuristic algorithms. From them GA based (Coello Coello & Mezura Montes, [40] ), co-evolutionary particle swarm optimization (CPSO) (He & Wang, [41] ), evolution strategies (ESs) (Mezura-Montes & Coello, [42] ), Charged System Search (CSS) algorithm (Kaveh & Talatahari, [10] ), and Bat Algorithm (BA) (Gandomi et al. [16] ), Water Evaporation Optimization (WEO) (Kaveh & Bakhshpoori, [13] ), are used successfully for this problem. 
Conclusions
Nature-inspired algorithms that mimic the specific phenomena or behaviors of nature have become a hotspot in the optimization computation in recent years. Also, modeling the behavior of natural phenomena for the purpose of search and problem solving is a dynamic research area. In this article, a novel optimization algorithm is developed to solve engineering problems that is inspired by the growth of coronary arteries tree on the heart and coronary circulation system.
In other word, this article suggests a new optimization algorithm so-called Artificial Coronary Circulation System algorithm, which simulates the arteries growth and the capillaries search strategies for growth in/on the heart. The present method utilizes three main behaviors consisting of: capillaries explorer (searching), create stem-crown (bifurcation) and removing bad capillaries (pruning).
In the first phase, each capillary by the normal random walk method generates the new capillary around its current position. The second phase simulates the bifurcation procedure. The last phase mimics the pruning phenomena of the worse capillary by evaluating some worse capillary due to the CGF.
The simulation and the statistical outcomes for the constraint optimization problems, illustrate that the suggested ACCS algorithm can equal or outperforms other nature-inspired algorithms used in this paper. In order to evaluate the performance of the proposed algorithm, it is compared with the results of other popular algorithms using many benchmark engineering problems. The experimental outcomes denote the high potential and efficiency of the ACCS algorithm. This research conducts to different dimensions of research directions that could be combined with local search strategy or hybridized with other metaheuristic algorithms. Application of the suggested algorithm can be extended to other optimization problems. Table 1 . Table 7 Test 2 global optimization results for benchmark functions in Table 2 . Table 3 . Table 9 Test 4 global optimization results for benchmark functions in Table 4 . Table 10 Comparison of accuracy, robustness and reliability of ACCS with other metaheuristics on the spring design problem. Table 11 Optimum designs obtained by ACCS and various metaheuristic algorithms for the spring design problem. Table 12 Comparison of accuracy, robustness and reliability of ACCS with other metaheuristics on the welded beam design problem. Table 13 Optimum designs obtained by ACCS and various metaheuristic algorithms for the welded beam design problem. Table 14 Comparison of accuracy, robustness and reliability of ACCS with other metaheuristics on the pressure vessel design problem. Table 15 Optimum designs obtained by ACCS and various metaheuristic algorithms for the pressure vessel design problem. Fig. 1 Schematic illustration of the stem-crown unit. 
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