Multi-vehicle trajectories generated from existing and real-time data provide valuable resources for autonomous vehicle development and testing. This paper introduces a multi-vehicle trajectory generator (MTG) that extracts the interpretable representations of driving encounters. The generator's encoder has a bi-directional GRU module, and multiple branches of its decoder generate the sequences separately. A new disentanglement metric developed for model analyses and comparisons reveals the robustness of the deep generative models and the dependency among the latent codes. Experiments demonstrate that the proposed trajectory generator outperforms β-VAE and InfoGAN in terms of traffic rationality and disentanglement. Based on the results, we conclude that the generator will provide additional valuable data to the engineers and researchers who develop simulation scenarios for autonomous vehicle development and testing.
I. INTRODUCTION
Complex scenarios that are characterized by multiple surrounding vehicles operating in uncertain environments continue to challenge the development and deployment of autonomous vehicles. While classifying the range of scenarios and separately designing appropriate solutions and policies appears to be an easy way to overcome the challenge, the massive amounts of collected data pose an equally serious problem, because of limited prior knowledge of the complex driving scenarios [1] . Some studies have suggested the use of deep learning technologies, such as learning controllers via end-to-end neural networks [2] , to handle the large amounts of high-quality data, since the technologies do not need full recovery of the internal interactions among vehicles. Deep learning technologies, however, cannot be used for scenarios that are omitted from the training data. Moreover, reinforcement learning depends upon the construction of a good training environment.
Most public databases [3] do not provide sufficient information on multi-vehicle interaction scenarios, because technical limitations and the costs of the labor and time required for data collection [4] . One alternative is to generate new scenarios that are similar to real-world scenarios by modeling the limited data available, as shown in Fig. 1 . The underlying concept is based on projecting the encounter trajectories into a disentangled space and then using sampling techniques to generate new trajectories. For example, generative adversarial networks (GAN) [5] have been applied to USA. wwsbit@gmail.com, dingzhao@cmu.edu image style transformation and face reconstruction [6] [7] . Variational autoencoders (VAE) [8] characterize the generated data more explicitly with a Gaussian distribution prior [9] [10] . But even these deep generative frameworks cannot extract all features from multi-vehicle interactive trajectories. Convolutional neural networks (CNN) are widely used because they can handle information over spatial space, but the information in time series is usually related to both temporal and spatial spaces. Vehicle encounter trajectories (typical time series), which are ordered by time, are suitable for recurrent neural networks (RNN). Long short-term memory (LSTM) [11] and gated recurrent units (GRU) [12] are suitable for tackling sequences.
In this paper we utilize a deep generative framework integrated with GRU module regenerate multi-vehicle encounter trajectories. Fig. 2 shows our proposed multi-vehicle trajectory generator which extracts the interpretable representations of driving encounters by implementing an encoder with bi-directional GRU module (green), and multiple branches of the decoder (red) generate the sequences separately. We also introduce the reparameterization process (purple) [8] after the encoder, because we base our model on VAE.
Clearly, model performance evaluation includes interpretability and stability analysis. Therefore, we propose a new disentanglement metric. Compared with previous disentanglement metrics [10] , our metric provides a more comprehensive and intuitive analysis.
This paper contributes to the published literature by
• Introducing a deep generative model that uses latent codes to describe the features of trajectories. Fig. 2 . Scheme of Multi-Vehicle Trajectory Generator, which consists of three parts: encoder (green), sampling process (purple) and decoder (red).
• Generating encounter trajectories that are consistent with the spatio-temporal characteristics of real data. • Proposing a new disentanglement metric that can comprehensively analyze deep generative models.
II. RELATED WORK
This section briefly describes four types of deep generative models, an evaluation metric, time series processing methods, and multiple trajectories generation.
A. Deep Generative Models
Deep generative models transfer data distribution into a latent space without any label. The latent space is one way to intuitively understand the data. Sampling methods are used to generate new data under the same distribution. Below, we describe four kinds of deep generative models and a useful evaluation metric.
GAN and InfoGAN. The GAN's architecture [5] mainly consists of a generator and a discriminator. The two modules compete to reach a saddle balance point where the generator can deceive the discriminator by generating high-quality trajectories. The object function of GAN is formulated as:
where x represents the real data, z represents the noise, and G and D are the generator and discriminator, respectively. Usually, random noises are used as the input of GAN with unpredictable outputs. Therefore, the common framework of GAN cannot obtain interpretable latent codes to control the outputs. In [13] , InfoGAN was developed to address the issue. By maximizing the mutual information between the observation and the latent variables, InfoGAN interprets the latent representations.
VAE and β-VAE. The optimization of VAE is usually converted to the evidence lower bound (ELBO), as shown in (2) , since the estimation of the marginal log-likelihood is computationally intractable. The first term can be interpreted as a reconstruction error between real and generated trajectories, and the second term is a tightness condition to ensure p θ (z|x) = q φ (z|x). In (3), q φ represents the encoder and p θ represents the decoder.
In original VAE [8] , β is set to one. Towards the end of learning a disentangled representation, β-VAE [9] [14] was proposed by penalizing objective with β > 1, which balances the bias and variance of the latent codes, and reduces the distance between p θ (z|x) and q φ (z|x), thereby obtaining more disentangled latent codes.
Evaluation Metric. Disentanglement is a key factor for deep generative model evaluation. Some research has used the accuracy of classifiers to represent the disentangled ability [9] [10] . For example, Higgins et al. [9] acquired the training data by calculating the difference 1/L L l=1 |z 1 k − z 2 k |, where z 1 k and z 2 k are the latent codes with a fixed k dimension. Kim et al. [10] further considered the relationship between the latent variables and the latent codes (see Algorithm 1 below). The extreme sensitivity of simple classifiers to hyper-parameters, however, can skew the evaluation result. The metrics in [9] and [10] cannot be used to analyze the stability of latent codes, and they also do not consider the dependency in the codes. In Section III-C, we propose a disentanglement metric without any classifier and then conduct comprehensive analysis of model performance.
B. Time Series Processing
Dealing with time series is challenging, because of the dependency among adjacent states. Both LSTM [11] and GRU [12] are commonly used to tackle this issue. Three gates are needed to design a practicable LSTM: input gate, output gate, and forget gate. The forget gate enables LSTM to determine the amount of influence the previous state can lay on the later state. GRU, which is a simplified version of LSTM, is more efficient with almost equal performance. Recent studies also use GRU as a basic structure [15] [16] .
Combining LSTM/GRU and deep generative models has been implemented. In [15] , β-VAE framework with RNN modules was designed to generate simple sketch drawings with interpretable latent codes. All lines in the sketch are considered as one sequence, which avoids the problem of interactions between multiple sequences. The success of [15] partly depends on the use of Bi-directional RNN [17] , which extracts more sequential features with a forward-backward data flow [18] .
C. Multiple Trajectories Generation
Multiple trajectories generation of vehicles or pedestrians is used to predict subsequent trajectories under supervised condition. For example, authors in [19] used multiple LSTM modules to deal with different sequences, and concatenated the outputs of all LSTM to a tensor. Social LSTM [20] was proposed to generate multiple pedestrian trajectories. The hidden states of different sequences share information to increase the correlation, thus allowing the agents to interact with neighborhoods. Later, an improved Social LSTM, called Social GAN was proposed [21] . The Social GAN directly generates trajectories from the generator of GAN.
III. METHODS
In this section, we will introduce two baselines, then describe MTG and the new disentanglement metric.
A. Baselines
We begin by building two baselines to compare with the MTG. Baseline 1 based on VAE has of a single-directional GRU encoder without sharing hidden states. The objective is to explore the benefits of the modified structure. In VAE, the encoder processes multiple sequences simultaneously with one GRU module. Then, the output of the encoder goes through a linear layer and outputs µ and σ. A reparameterization trick [8] obtains the latent code z. The process is formulated as:
where S 1 and S 2 are two input sequences, and z is the latent code vector in dimension K. The decoder takes z as the initial state and outputs sequence coordinates one after aThe decoder takes z as the initial state and outputs the sequence coordinates one after another. The two sequences are generated from the decoder at the same time, which is represented in (6) . We select T anh as the last activation function to make sure the output of the decoder is in [1, 1] .
Baseline 2 is built on InfoGAN and has the same architecture as our MTG. The objective is to test other deep generative frameworks besides VAE. The generator in InfoGAN shares the hidden states among multiple sequences, and the discriminator encompasses a bi-directional GRU. The specific structure of InfoGAN is detailed in Appendix.
B. Multi-Vehicle Trajectory Generator (MTG)
Compared to VAE baseline, our MTG has two improvements. First, bi-directional counterparts replace the singledirectional GRU module in VAE, because the traffic trajectories are still practically reasonable after being reversed in the for j in range(1, dim(z)) do 7: when i = j, c j ∼ Normal(0, σ); 8: end for 9: for l in range(1, L) do 10: c i ∼ Normal(0, σ); 11: C = concat(c k , k = 1 · · · dim(z));
12:
Encoder(C) =⇒ S, Decoder(S) =⇒Ĉ; 13: appendĈ to Θ; 14: end for 15: ω i,σ = V ar(Θ), append ω i,σ to Ω; 16: end for 17: end for 18: display σ for each i in Ω; time domain. The bi-directional GRU enables the encoder to extract deeper representations from the trajectories. Second, we separate the decoder into two branches, which share the hidden states. In this way, the hidden state retains all the information over past positions and provides guidance to generate another sequence. We note that generating two sequences independently avoids mutual influence.
The pipeline of the encoder is formulated in (7) and (8).
For the decoder, we separately generate two sequences and use the hidden state of one sequence as part of the input to the next state of the other sequence.
Then the objective function is concluded in (11) . The mean square error (noted as F(·, ·)) is used to calculate the reconstruction error, andS i represents the reconstructive trajectory.
C. A New Disentanglement Metric
The metric in [10] holds one dimension of the latent code fixed and selects other dimensions randomly. Next, it calculates the variance of the output of the encoder under the assumption that the fixed dimension should have the less variance, which is easily recognized by a linear classifier.
As a contrast, our metric (Algorithm 1) is more stable than that of [10] . We divide the input data into several groups with different variances (each group has L samples). We denote the variances as z k,σm , in which k ∈ K is the index of the latent code, and m ∈ M is the group index of the different variances. We samples only one code for each group, and fixes the other codes. We input latent code z into the decoder to generate the trajectories, and then input them into the encoder. We obtain some latent codes z again after this process. We end by computing the variances of the final z, and evaluating the correlations and model stability.
IV. EXPERIMENTS

A. Dataset and Preprocessing
We use driving encounter data collected by the University of Michigan Transportation Research Institute (UMTRI) [4] from about 3,500 vehicles equipped with on-board GPS. We use the latitude and longitude data recorded by the GPS device to represent vehicle positions. All data is collected with a sampling frequency of 10 Hz. We implement a linear interpolation to upscale and downscale the trajectory vectors to the size of 50. Considering the bias sensitivity of neural networks, we normalize the value of the sequence into the range of [−1, 1] by (12) , where S i = {(x i , y i )|i = 1...50}.
B. Experiment Settings and Evaluations
Evaluating the models interpretability requires a carefully designed latent code z. In all experiments, we set the dimension of latent code z dim to ten. To test the capability of each code separately, we hold other dimension fixed and change the value of the one code from -1 to 1 with a step size of 0.1. This step size can be smaller if more details need to be analyzed. We conduct experiments from two different aspects to compare our MTG with our two baselines.
The first aspect is to evaluate the generative model according to traffic rationality. We analyze the generated trajectories in time domain with the three criteria shown in the first column of Fig. 5 :
• The distance between two sequences, which represents the variation of the distance between two vehicles. • The variation of speed expressed by the distance between two adjacent points, i.e., a large distance represents a high speed. • The variation of trajectory direction for smoothness evaluation, where the angle between two consecutive vectors represents the variation of direction. The second aspect is to use the proposed metric to evaluate models in manifold space. For each input variance, we calculate a variance of the output trajectories and display it as a bar as shown in Fig. 6 and Fig. 7 . Each group consists of ten different variances distinguished by ten colors. Fig. 3 shows the generated trajectories of the two baselines and our MTG. Each row shows the variation of one latent code with all others fixed. For InfoGAN, the last three rows are almost the same, i.e., the codes do not affect any features. This can be explained by the unstable training of InfoGAN. Generating trajectories capable to deceive the discriminator makes it difficult for the generator to obtain diversity. In contrast, the VAE baseline and MTG obtain more diversity. Fig. 3 also shows that our MTG generates smoother and more interpretable trajectories, i.e., no circles or sharp turns appear, than the two baselines. The two baselines output some trajectories that are unlikely to appear in the real world. Table I lists some 'zoom-in' figures for more detailed analysis of MTG's generated trajectories. We connect the associated points in the two sequences, from starting point (green) to end point (red), with lines. In each row, the four figures derive from four different values of one latent code. Thus, there is a continuous change from left to right. The trajectories indicate that MTG is able to control some properties of generated trajectories through latent codes, such as the location where two vehicles meet, and their directions. The corresponding distance indicates that InfoGAN outputs trajectories with small variance even for different input values of z. This is in line with the expression of mode collapse. Both VAE and MTG obtain distances closer to the real trajectory. We note that for MTG, the distance gradually decreases and then increases with z from -1 to 1, and that vehicles' speeds changes according to the latent code's value. The last two vertical columns in Fig. 5 show that MTG generates much smoother trajectories. In reality, vehicles, cannot take a large angle turning within a short period of time under the physical constraints. Therefore, a high value of consecutive angle will reduce the trajectories validity. Fig 4(a) and (b) with z 6 and holding others fixed, show why our metric outperforms previous methods [10] . We obtain Fig 4(a) by using metric of [10] on an Autoencoder. After being normalized by dividing the standard deviation (left plot in Fig 4(a) ), the right part in Fig 4(a) shows the output variances. Although there is little difference in all codes, the value of z 6 is the lowest. Certainly, if all results are close to this case, we can obtain a high accuracy of the classifier for an Autoencoder without any disentangled ability. Thus, we say that the metric in [10] is not suitable to evaluate the disentanglement, unlike our metric (Fig 4(b) ) which identifies the code that dominates, and also reveals the dependency among the codes. High values of latent codes except z 6 indicate that a strong dependency among all z i in an Autoencoder.
V. RESULTS ANALYSIS A. Generative Trajectories Overview
B. Traffic Rationality Analysis
C. Disentanglement Analysis
We implement both metrics on the VAE baseline and evaluate them. Since VAE can force the latent code to be disentangled, z 6 has a much lower value as shown in Fig 4(c) . But it is still not clear if the other codes are influenced. Fig 4 (d) shows the nearly zero value of the remaining codes (except z 5 ), indicating the independence among the codes. Besides proving the disentanglement, we find that z 5 is a normal distribution without any information (output variance equal to 1).
We also use the proposed metric to evaluate VAE baseline and MTG. Fig. 6 shows that only the sampling code obtains an increasing output variance when increasing input variance, and that the other codes are close to zero. In other words, there is almost no dependency among the latent codes in MTG, i.e., changing one code does not influence other features. Fig. 7 shows two normal distributions in the positions of z 6 and z 9 , which indicates that the VAE baseline obtains two latent codes without any useful information. The plot of Code8 in Fig. 7 also shows that z 8 influences z 1 and z 5 as their output variances are non-zero.
The lines inside Fig. 6 and Fig. 7 show the ratio of output variance and input variance. A more robust approach will force the value close to 1. The values in both figures, however, are much greater than 1, which indicates that both the VAE baseline and MTG are not robust enough. A robust generative model requires that the encoder recognize all trajectories generated from the decoder, i.e., the variances of the outputs and the input should be the same.
VI. CONCLUSION
Developing safety policies and best practices for autonomous vehicle deployment and low-cost self-driving applications will always depend on the data provided by the high-quality generation of multi-vehicle and pedestrian encounters. This paper proposed a novel method to generate the encounter trajectories of multiple vehicles by using publicly available data. Toward the end of extracting the features of two spatiotemporal sequences, a separate generator architecture with shared information was implemented. A new disentanglement metric capable of comprehensively analyzing the generated trajectories and model robustness was also proposed. An evaluation of two baselines and the proposed MTG, which used both traffic rationality and the proposed disentanglement metric, found that the MTG obtained more stable latent codes and generated high-quality trajectories.
While this paper only considered trajectories with short lengths, the starting point of trajectories can be set arbitrarily and the trajectories cascaded carefully. Future research will add road profiles to generate trajectories with conditional deep generative models. The generated encounter data are expected to aid in training automatic driving algorithms and providing individual automatic vehicles with more lowcost data to 'learn' complex traffic scenarios that are rarely encountered in the real world.
APPENDIX
For hyper-parameter settings, network architectures and more experiment results, please refer to the supplementary material: https://www.wenhao.pub/ publication/trajectory-supplyment.pdf.
