High-entropy alloys (HEAs) with multiple constituent elements have been extensively studied in the past 20 years due to their promising engineering application. Previous experimental and computational studies of HEAs focused mainly on equiatomic or near equiatomic HEAs. However, there is probably far more treasure in those non-equiatomic HEAs with carefully designed composition. In this study, molecular dynamics (MD) simulation combined with machine learning (ML) methods were used to predict the mechanical properties of non-equiatomic CuFeNiCrCo HEAs. A database was established based on a tensile test of 900 HEA single-crystal samples by MD simulation. We investigated and compared eight ML models for the learning tasks, ranging from shallow models to deep models. It was found that the kernel-based extreme learning machine (KELM) model outperformed others for the prediction of yield stress and Young's modulus. The accuracy of the KELM model was further verified by the large-sized polycrystal HEA samples.
Introduction
exploring the vast space of possible materials and finding the required properties. This field represents an emerging and dynamic scientific activity that has contributed significantly to the discovery of new materials [15] [16] [17] [18] [19] . The basic strategy is to combine the high-throughput computation results or materials databases with intelligent data analysis techniques, giving full play to its advantages to seeking target performance. The composition design of HEA provides an ideal platform for developing, validating, and applying these new techniques.
In this work, molecular dynamics (MD) simulation was combined with advanced ML methods to predict the mechanical properties of HEAs based on their element information; the schematic diagram is shown in Fig. 1 .
Firstly, the mechanical responses of 900 single-crystal CuFeNiCrCo samples with different compositions were obtained by MD simulations. The single-crystal samples cover specific crystallographic orientations by considering the anisotropy of the mechanical property of the material. Based on the MD results, we established a database describing the relationship between element composition and mechanical properties of the tested HEA samples.
Secondly, the overall dataset was divided into train, development (dev), and test sets. We investigated and compared eight different ML models, including a deep neural network (DNN), extreme learning machine (ELM) and Kernel-based ELM (KELM), and support vector machine (SVM) among others. To determine the most suitable algorithm, the output features of ML, namely the yield stress and Young's modulus, are classified into 'Good' and 'Weak' based on a benchmark value. The KELM model outperformed others when dealing with a small database in this study. Finally, we constructed ten large polycrystal CuFeNiCrCo samples with different compositions. The well-trained ML model, based on single-crystal samples, was used to predict the mechanical responses of the polycrystal samples. The prediction from the KELM model was in good agreement with the calculated results from the MD simulation. We show in this contribution that computational study combined with ML methods is an efficient way to predict the mechanical properties of HEAs.
Results
Mechanical response of HEA single-crystal samples. We first carried out MD simulations to test the tensile responses of the CuFeNiCrCo single-crystal samples. The interatomic potential 20 used in this study can accurately reflect the basic structural and physical characteristics of the five components, including the lattice constant, cohesive energy, and elastic modulus. Some important parameters are listed in Table S1 in the supplementary materials. In particular, the interatomic potential can accurately present a large variation in stacking fault energies of the constituent elements, both stable and unstable (Section S1). This is significant for the study of dislocation behavior and, therefore, the mechanical properties of the alloy system. The simulated samples with a face-centered cubic (fcc) phase has been confirmed as a stable structure in the previous experimental studies of the similar alloy system 8 . Here, we further examined the phase stability of the HEA samples by gradually raising the system temperature from 300 K to 3000 K (Section S2). It was found that the fcc structure was retained until the sample were heated up to a high temperature due to the thermal diffusion mechanism. Fig. 2a shows the mechanical responses of the equiatomic HEA samples with different orientations under uniaxial tension at 300 K. Young's modulus for each crystal orientation is obtained from the linear portion of its corresponding stress-strain between 0 and 0.5% strain. Theoretically, the yield stress and the incipience of plasticity correspond to the nucleation of the first set of dislocations within grains 21 . Here, it is found that the dislocation nucleation event occurs near the peak of the stress-strain curve, as shown in Fig. 2b . Therefore, the maximum tensile stress is defined as the yield stress in this work. The mechanical response shows an elastic anisotropy of the HEA samples with different crystal orientations. The tension along [111] orientation shows the maximum Young's modulus of 268.96 GPa, while the [210] orientation has the minimum value of 169.07 GPa. Also, there are remarkable differences in yield stress for different orientations, the maximum yield stress is 15.14 GPa for [111] orientation, and the minimum value is 7.66 GPa for [110] orientation. Therefore, considering the anisotropy of the mechanical properties of materials can contain a wider range of information than simply considering the element composition when establishing a database, which is conducive to improving the reliability and applicability of an ML model in dealing with complex structural materials. The stress-strain responses of the non-equiatomic HEA samples with different orientations are presented in Fig. S3 . For each orientation, the figure contains 100 results based on the random combination of the constituent elements. The results of the equiatomic HEA sample are also plotted for comparison. It is found that the yield stress and Young's modulus of the equiatomic HEA sample are at a medium level for all tested orientations. For example, Fig. 2c between Young's modulus and yield stress is mainly ascribed to the nonlinear elastic behavior of materials under strain, either 'elastic hardening' or 'elastic softening' during dynamic tension in the elastic stage 22 . The yield stress is usually small accompanied by the elastic softening, while a high yield stress value can be achieved when the elastic hardening occurs. The E-YS relationships for other orientations are shown in Fig. S4 . Although the yield stress generally increases with the increase of Young's modulus for most orientations, the correspondence between the two values is not prominent. The independence of Young's modulus and yield stress makes it necessary to predict the two mechanical properties by ML separately.
ML models training and evaluation. Based on the MD simulations on the tensile responses of 900
non-equiatomic single-crystal HEA samples, the quantitative relationship between element composition (input features) and the mechanical properties (Ys and E, output features) of HEA samples were obtained, and the database used for ML was constructed. In this section, we investigated eight ML models for the given tasks, ranging from shallow models to deep models. The underlying principle of the eight ML models are briefly introduced in Section S3.
The overall dataset was split into train, development (dev), and test sets, which occupies 60%, 20%, and 20% of the whole instances, respectively. In order to eliminate the effects of outliers, all the input features (the element composition) were standardized using a z-score transformation before being fed into the ML models. The feature vectors were scaled to a distribution having an arithmetic mean of zero and a variance of one. Let x(n) be the composition vector of the n-th element in the high-entropy alloy data, and we standardize the values of x(n) as:
where and σ are the mean and the standard deviation of the vector x(n), respectively.
We keep this information measured in the train set ( and σ ) and apply it to the dev and test sets. Considering the imbalanced characteristic of our proposed database (i.e., the number of instances belonging to each class is unequal among the database), we use the unweighted average recall (UAR) as our main metric to evaluate model performance (Section S4). The UAR metric is regarded as more suitable and rigorous than the weighted average recall (WAR, i.e., the accuracy) for evaluating a model's performance based on an imbalanced database 23 . On the other hand, the WAR, the sensitivity (Sens.), the specificity (Spec.), the precision (Prec.), and the F1-score are calculated as complementary evaluation metrics. The hyper-parameters of all ML models are tuned and optimized on the dev set based on the performance (UAR). We use a grid-search strategy to decide the optimal hyper-parameter for a specific ML model. The detailed information of the grid-search strategy and the procedure of Table S4 . We can see that most of the results are above 85.0% of UAR, indicating that the ML models perform efficiently for both of the two tasks. For the task of yield stress, the best UAR achieved on the test set is reached by the NB model (86.4%), while for the task of Young's modulus, the KELM model takes the first place with a UAR of 92.2%. It is found that some simple ML models (e.g., NB, k-NN, LDA) can also show a good capacity in predicting the results; they perform well for both of the two tasks. It is reasonable to think that the relationship between the element composition (input features) and the mechanical properties (output features) of the HEA is sufficient to build ML models. Compared to the DNN model, a simple multi-layer perceptron structure without pre-training process in this study, the SAE model can learn more information inherited from the data itself in an unsupervised paradigm due to their pre-training process. Therefore, the SAE outperforms the general DNN for the two tasks on the test set. However, both of the two models have been constrained in this study, mainly due to the limited instance number of the small database for deep learning models. In contrast, ELM and its variant, KELM, 6 are demonstrated to be more efficient in this study. Unlike the two deep models, the ELM and KELM models do not require to tune the parameters of the hidden nodes, which makes their training process much faster. Moreover, for a small size dataset in this study, ELM and KELM were able to execute efficiently while maintaining a fast training scheme. SVM is a popular and stable ML model that has been successfully applied to many tasks during the past decades. In this study, although SVM has shown some robustness and effectiveness, the results are not as good as ELM and KELM. It was indicated that, when using kernels, SVM is more likely to get sub-optimal solutions than KELM, which may lead to a negative result 24 . By comparing the UAR results as well as other complementary evaluation metrics of the above models, we think that the KELM model has a better overall performance for the two learning tasks, and it is selected as the preferred ML model in the subsequent prediction studies.
To further demonstrate the effectiveness of the KELM model, Fig. 3c Based on the MD simulation, the results of yield stress and Young's modulus are classified into two groups.
Meanwhile, the prediction results ('Good' or 'Weak') are given by the ML model. The comparison results of MD simulation and ML prediction are listed in Table 1 . For yield stress, it was found that the ML model can give a correct prediction on nine tested samples with only P4 for an exception. The accuracy is consistent with the prediction of single-crystal samples (~90%). However, the ML model failed to predict Young's modulus of four (P2, P5, P9, and P10) out of the ten tested samples; the predictive accuracy is much lower than that in the case of the single crystal. This deviation is mainly attributed to the grain boundaries in the polycrystal sample. Experiments and simulations have adequately demonstrated that the presence of grain boundaries has a significant impact on the mechanical performance of materials [25] [26] [27] , especially when the grain size drops to the nanocrystalline region (<100 nm) 28 . As aforementioned, the yield stress depends mainly on the nucleation of the first set of dislocations 21 , and the stress required for dislocation nucleation at grain boundary is much lower than that required for nucleation of the single-crystal sample with defect-free structure 29, 30 , so the yield stress of polycrystal samples shows an overall decreasing trend when compared with the single-crystal samples. However, similar to the single-crystal sample, dislocation nucleation is still the main reason for polycrystal samples to yield under the current gain size. Take
Cu28Fe13Ni23Cr8Co28 as an example, Fig. 4c show the configuration of the sample at different deformation stages under tension. These snapshots are the cross-sectional view of the sample along [110] direction. We can see that,
the yielding of the sample occurs at tensile strain between 4~5%, which corresponds to the initial dislocation nucleation from grain boundaries. After that, the system stress decreases rapidly with more dislocations nucleated from grain boundaries. However, it is shown that the configuration of the grain boundary network has not changed substantially near the yielding point, indicating that the presence of grain boundaries does not play an important role in the yield process of the polycrystal sample for current grain size, thus almost no impact on the yield stress task of ML.
On the other hand, Young's modulus is sensitive to the chemical composition and the intrinsic structure of materials. Simulations have shown that Young's modulus decreases with the increase of grain boundary volume fraction 31 That is, a certain number of material models and their parameters can be obtained by high-throughput computation, providing a database for ML. With the help of a well-trained ML model, we can evaluate the materials with target
properties and then screen out the schemes which satisfy the given requirements. In particular, by considering specific material properties (e.g., mechanical anisotropic in this study), it is possible to obtain high accuracy ML model based on a small database. This method will provide instructive guidance for the sample preparation at the experiment stage and will significantly accelerate the development of new HEA materials for engineering applications.
Methods
Computer simulation. MD Simulations were performed using the parallel molecular dynamics package LAMMPS 35 with the embedded atom method (EAM) interatomic potentials developed for the CuFeNiCrCo HEA Database. The quantitative relationship between elements composition and the mechanical properties of HEA samples was obtained from MD simulations. In the ML task, the composition of the five elements CuFeNiCrCo was used as input feature to predict the mechanical response. The principle concept of HEAs is based on designing the alloys with multiple principal elements ranging from 5 to 35 atomic percent with a target to form single-phase solid solutions arising from high entropy of the system 4 . Therefore, when randomly assigning the proportion of the five elements, the upper limit of each element was controlled to be 35%, and the lower limit to be 5%. The 
Data availability
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Section S1. Calculation of the stacking fault energy by EAM potential
For calculating general stacking fault (GSF) using MD, a simulation model was created with [ 1 ] direction). The GSF curve was determined by rigidly displacing the upper block on a (111 ) plane along [ 2 11 ] direction while fixing the lower block and calculating the energy change in the whole simulation model. Slip in < 112 > direction is common, because stacking fault energy is lowest in this direction for the fcc system. Here, when displacing the upper block along [ 2 11 ] direction, the lateral motion of atoms was constrained.
Along the path of displacement, the simulation model will have to first pass through an energy barrier that is referred as unstable stacking fault energy γ usf . The displacement of the fcc lattice when γ usf reached equals to one-half of the partial Burgers vector a 0 / 6 (a 0 is the equilibrium fcc lattice parameter). In the next stage, the simulation model became stable when the displacement is a 0 / 6, although the model is not in its bulk equilibrium structure. The configuration now is known as the intrinsic or stable stacking fault γ sf . Fig. S1 shows the GSF curve of Cu, Ni, and HEA samples by MD simulations using the CuFeNiCrCo EAM potential. The calculated γ sf values of Cu (45.6 mJ/m 2 ) and Ni (120.9 mJ/m 2 ) agree well with the reference values in Ref. [1] . The higher value of γ usf by MD simulation is mainly ascribed to the constrained boundary condition during the rigid displacement of the simulation sample. In general, the CuFeNiCrCo potential presents a large variation in stacking fault energies, both stable and unstable, which makes the interatomic potential useful to investigate the effects of a significant variation in the properties on mechanical behavior.
Section S2. Phase stability of the HEA sample
The HEA samples (including both single-crystal sample and polycrystal sample) are constructed with a single fcc structural phase. HEAs with the fcc structure have been widely researched in previous experimental studies, and it has been found to be a generally stable phase of various HEAs [2] . Here, we further examine the phase stability of the CuFeNiCrCo sample by gradually raising the system temperature. A tested sample was constructed with a dimension of 10 × 10 × 10 nm. It consists of the five elements arranged uniformly in a perfect fcc arrangement. The same interatomic potential was used here, as in the manuscript. Before the heating process, the HEA sample was firstly relaxed to an equilibrium configuration at 300 K in the canonical ensemble NVT (constant atom number, constant box volume, and constant temperature). Then, the temperature gradually increases from low temperature (300 K) to high temperature (3000 K) in the isothermal-isobaric ensemble (NPT). The HEA samples with five different element compositions were tested, including an equiatomic sample and four non-equiatomic samples. The total volume of the system was monitored during the heating process, as shown in Fig. S2 . The inserted snapshots
show the atomic configurations of the Cu30Fe18Ni9Cr14Co29 sample at different temperature levels. Atoms are colored by the CNA method, where the green atoms are in fcc structure, and the blue atoms represent a disordered structure. It was found that the fcc phase of the HEA sample has not changed much below 1000 K. From 1500 K to 2000 K, the disordered atoms (blue atoms) increased considerably. The first-order phase transition (solid phase to liquid phase) was observed at about 2500 K, where the sample volume shows a sudden jump. Other simulated samples show a similar process although the melting temperature varies depending on the composition of the elements. The result shows that the fcc structure is a stable phase for CuFeNiCrCo alloy system.
Section S3. Machine learning models
In this study, we investigate and compare eight ML models for the given learning targets, which include shallow models and the deep models. A brief description of each model is give as follows.
(1) Naïve Bayes
Naïve Bayes (NB) [3] as classifier is based on a conditional probability model and the (usually naïve) assumption that features are independent of each other when given a class label. When performing as a classifier, the maximum a posteriori (MAP) algorithm is used, here. NB has been demonstrated to be a simple but efficient ML model in many tasks such as document classification, and spam filtering.
(2) Linear Discriminant Analysis
Linear discriminant analysis (LDA) [4] originated from the Fisher discriminant, which bases on the assumption that the data generated by different classes underlies different Gaussian distributions (with mean and covariance parameters). In the training phase, LDA estimates the Gaussian distribution for each class. In the testing phase (to predict the class of a new sample), the trained LDA model will find the class which has the smallest misclassification cost.
(3) k-Nearest Neighbour
A k-Nearest Neighbour (k-NN) [5] model, searches the k nearest neighbors to a given test instance from the train set in the feature space. Then, the prediction will be given to the test instance as the majority class variable of these k nearest neighbors. To find the nearest neighbors, Euclidean distance is usually used.
(4) Support Vector Machine
A support vector machines (SVMs) [6] find a set of hyperplanes in a multi-dimensional space that instances belonging to different classes can be separated within. When training an SVM classier, a subset of data points with the widest possible gap between the class boundaries (based on the support vectors) from the train set will be selected as pivots to support the hyperplane that can maximize the separation between classes. This hyperplane is supposed to have the largest distance (margin) to the nearest train data points of any class. When testing a given instance, the test data (feature vectors) will be firstly mapped to the multi-dimensional space, then the prediction will be given based on which side of the gap they fall on to.
(5) Extreme Learning Machine
An extreme learning machine (ELM) [7] is a kind of a single hidden layer feed-forward artificial neural network (FNN), which has no need for tuning the parameters of the network. For an ELM, the hidden neurons are randomly initialized, by which the output weights can be analytically determined. Unlike the backpropagation method used in training 'classic' FNN, ELM only use the Moore-Penrose generalized inverse of the hidden layer matrix to estimate the output weights. Therefore, an ELM can be very fast in both, the training and testing phases.
(6) Kernel-based Extreme Learning Machine
If the feature mapping is unknown, then the kernel trick used in SVM can also be applied to ELM. This model is known as kernel-based ELM (KELM) [8] . In this study, KELM could outperform SVM when kernels are used due to the fact that an SVM may tend to reach sub-optimal solutions.
(7) Deep Neural Network
The principle of deep learning (DL) [9] is to extract higher representations from the data via the help of a series of nonlinear transformation of the inputs. There are several types of DNN architecture, e.g., the convolutional neural network (CNN), or the recurrent neural network (RNN). In this paper, DNN refers to a FNN with multiple hidden layers (four in this study). Each layer is fully connected with all neurons of the subsequent layer, whereas there are no connections between nodes within the same layer, or across the multiple layers. The procedure of training a DNN is to update the parameters of its layers (weights and biases) iteratively for minimizing a pre-defined loss function, which measures the difference between the target output vectors and the actual output vectors of the network.
(8) Stacked Autoencoders
Stacked autoencoders (SAEs) [10] are a kind of efficient DL models that can learn higher representations from the inputs via an unsupervised learning paradigm in the initialization of the network. An autoencoder (AE) is usually an FNN model (often with one hidden layer) having an equal number of neurons between the inputs and the outputs. The training process of an AE (composed of an encoder and a decoder) is to reconstruct the inputs in the output layer. The optimization process of training an AE is similar to training a DNN as mentioned above. In this study, we also implement the Scaled Conjugate Gradient (SCG) method during the training process for AE. When building the SAE model, AEs are stacked together one layer by one layer, by which the learnt features from lower a layer can be regarded as inputs of the subsequent higher layer. Once all layers are pre-trained, a fine-tuning process can be executed to finish by a supervised learning process.
Section S4. Evaluation Metrics
Due to the imbalanced characteristic of our proposed database, we use the unweighted average recall (UAR) as our main metric to evaluate the model's performance. Firstly, let us define the recall (aka. class-wise accuracy) of the i-th class as:
where and are the correctly recognized instance number and the total instance number of the i-th class, respectively. The weighted average recall (WAR) is defined as:
where f and are the number of classes in the task and the total number of instances, respectively. We know that, if the data distribution is extremely imbalanced, an ML model will usually be trained much stronger in recognizing the classes which occupy a larger percentage than the other classes in the total dataset. Therefore, using WAR (or accuracy) to evaluate the final performance for an imbalanced dataset could be overoptimistic. In contrast, the UAR is defined as:
We can see that, for a balanced dataset (i.e., is a constant), WAR is equal to UAR. Considering our task is a binary classification problem, we also provide a series of complementary evaluation metrics. They are defined as: , where TP, TN, FP, and FN are the number of true positive ("Good" correctly identified as "Good"), true negative ("Weak" correctly identified as "Weak"), false positive ("Weak" incorrectly identified as "Good"), and false negative ("Good" incorrectly identified as "Weak"), respectively.
Section S5. Hyper-parameters optimization
The hyper-parameters of all ML models are tuned and optimized on the dev set based on the performance (UAR).
We use a grid-search strategy to decide on the optimal hyper-parameter for a specific ML model. All the ML models (except SVM) are implemented by the MATLAB (R2019a) Statistics and Machine Learning Toolbox, MATLAB (R2019a) Deep Learning Toolbox, and MATLAB (K)ELM Codes. The SVM model is implemented by the LIBSVM Toolkit. We use the default hyper-parameters designed in these tools except if claimed as follows. Table S2 shows the grid search strategy we use for optimizing the hyper-parameters of the ML models. From Fig. S5 we can see that, optimization of the hyper-parameters is necessary for building an efficient ML model. All the hyper-parameters of the models are tuned and optimized based on their performance (UARs) on the dev set. 6 Then, the optimal hyper-parameter will be applied to train a new model based on the combination of the train and dev sets. Finally, the test set (unseen) will be evaluated by this new model. Table S3 shows the optimal hyper-parameters selected for evaluating the final ML models on the test set. When tuning the hyper-parameters by the grid search strategy, the earliest value (calculating from the start point of the grid) will be selected if there is more than one peak value (i.e., highest UAR) achieved in the whole grid. Fig. S1 . The general stacking fault energy curves of Cu, Ni, and HEA using the CuFeNiCrCo EAM potential. γ usf is the unstable stacking fault energy, and γ sf is the stacking fault energy. 
ML Models Hyper-Parameters
NB kernel smoothing density estimate (KSDE): {"normal", "box", "epanechnikov", "triangle"}.
k-NN
k-values: {1, 10, 20, 30, 40, 50, 60, 70, 80, 90, 100}; distance metric: {"cityblock", "chebychev", "correlation", "cosine", "euclidean", "hamming", "jaccard", "minkowski", "seuclidean", "spearman"}.
LDA
discriminant types: {"linear", "diaglinear", "pseudolinear"}; γ-values: {0.0, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1.0}.
SVM
kernel types: {"linear", "polynomial", "RBF", "sigmoid"}; C-values: {10 -5 , 10 -4 , 10 -3 , 10 -2 , 10 -1 , 10 0 , 10 1 , 10 2 , 10 3 , 10 4 , 10 5 }. 
