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Scattering cross section under external magnetic field using the optical theorem
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bIndian Institute of Technology Gandhinagar, Palaj, Gandhinagar 382355, Gujarat, India
The cross section for the lowest order 2 → 2 elastic scattering between two charged scalars under external
magnetic field mediated via a neutral scalar, has been computed in strong as well as weak magnetic field
limits. This has been done by applying the optical theorem where the cross section is expressed in terms of the
imaginary parts of different one loop graphs contributing to the forward scattering amplitudes. The modification
in the amplitudes due to the external magnetic field have been done by means of replacing the charged scalar
propagators with the Schwinger proper time ones. Significant modifications of the cross sections with respect to
the vacuum cross section are observed due to external magnetic field.
I. INTRODUCTION
The dynamics and interactions among different elementary particles in the universe are governed by their respective underlying
Quantum Field Theories (QFTs). The QFT in vacuum is well established and successful in describing a wide range of physical
processes. However the perfect ‘vacuum’ is an ideal concept which is not achievable in reality. Even the whole universe is
immersed in the sea of a thermal background called the CosmicMicrowave Background Radiation (CMBR). Thus, the formalism
of Quantum Field Theory (QFT) in a non-trivial background have been an intense field of research over past many decades. For
example, the background, being a thermal medium, gives rise to a different branch of the QFT namely the Thermal Field Theory
(TFT) [1] which is an widely used theoretical tools for the study of system of hot and/or dense matter. Another example is the
backgroundmagnetic field, for which an exact formalism of the QFT is not well established yet specifically for the time dependent
fields.
On the other hand, study of hot nuclear matter under strong external magnetic field has gained considerable research interest
in recent years [2]. Such a situation might existed in the early universe (during the electroweak phase transitions [3] and bigbang
nucleosynthesis [4, 5]) and also may be relevant for the quark-matter in the core of a neutron star [6]. These studies are also
of great importance because of the appearance of various novel phenomenon due to such non-trivial background such as the
Chiral Magnetic Effect (CME), Chiral Vortical Effect (CVE), the Magnetic Catalysis (MC), the Inverse Magnetic Catalysis
(IMC), the vacuum superconductivity etc. [7–14]. Recent studies have revealed that the Hevay Ion Collision (HIC) experiments
at Relativistic Heavy Ion Collider (RHIC) or Large Hadron Collide (LHC), have the potential to create strong magnetic fields
in the laboratory [15]. For instance, the magnitude of the magnetic field could be eB ∼ 15m2π in HIC at Large Hadron Collider
(LHC) which is much higher that could perhaps be seen in neutron stars. Thus, it is necessary to have a proper understanding of
different physical processes among the elementary particles in a background magnetic field. This sets the initial motivation for
the analysis presented in this work.
The primary quantities, that one can calculate using the QFT are the decay rates and cross sections involving the elementary
particles [16]. Here, we aim to study the 2 → 2 scattering processes under externalmagnetic field at zero temperature. This could
be seen as the first step in gathering necessary inputs and understanding the work to finite temperature and seek for its utilization
in QED effects to hot QCD medium in the light of the plethora of interesting data from the HIC experiments. For example,
the calculation of various transport coefficients (viscosities and conductivities) of the hot, dense and magnetized “strongly"
interacting matter created in HIC experiments primarily requires the knowledge of scattering cross sections of various 2 → 2
QCD processes (since, the cross section goes as the dynamical inputs). The study and understanding of other probes of HIC like
heavy quark propagation also requires the estimation of scattering cross sections in such a non-trivial background. In-particular,
the collisional energy loss of a heavy quark [17] inside the plasma of quarks and gluons will largely depend on the cross sections
of QCD processes and the modifications of the cross section due to the external magnetic field will certainly affect the calculated
nuclear modification factor (RAA) [18, 19] which can be measured in the experiment.
Some of the previousworks attempting to calculate the cross section under external magnetic field are available in the literature
for example, in the context of processes involving neutrino in Refs. [20–23], electron-muon scattering in Refs. [24], compton
and scattering in Refs. [25–29]. It can be realized that, unlike the vacuum case where one can directly apply the Feynman rules
to obtain the invariant amplitudes for the scattering processes, the same is not possible in presence of external magnetic field.
This is simply because, the Feynamn rules are not available/formulated for non-zero external magnetic field. Thus, one needs to
calculate the cross section starting from the first principle using the Sˆ-matrix expansion. For that, the knowledge of the Fourier
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2decomposition of the fields in terms of creation and annihilation operators is also necessary. The decomposition has to be done in
the basis of the solutions of the corresponding equation of motion under external magnetic field (for example the Klein-Gordon
equation for scalar field or the Dirac equation for spinor field). In other words, one has to consistently quantize the field theory
in presence of background magnetic field. Such quantization procedures are not well established yet. In Ref. [23], the authors
have calculated the cross section for inverse beta decay using this methodology without any approximation on the strength of the
magnetic field. The same procedure has also been followed in Refs. [24, 29] under a strong field approximation.
In this work, we will use a different approach to calculate the cross section which is the optical theorem. According to the
optical theorem, the imaginary part of the forward scattering amplitude is proportional to the total cross section [16]. Thus
the calculation of the cross section for 2 → 2 scattering process using the optical theorem requires the evaluation of different
four-point correlation functions. The novelty of this formalism is that, it is valid even at non-zero external magnetic field since it
directly follows from the unitarity of the Sˆ-matrix. Moreover, the advantage of this formalism is that, the incorporation of external
magnetic field is straightforward; the propagators for the charged particles have to be replaced the the respective magnetized
propagators (for example, the Schwinger propertime propagator [30]). The same methodology also applies for the calculation
of decay widths in presence of external magnetic field. In that case, one obtains the one-loop self energy of the parent particle
under external magneic field. The imaginary part of the self energy leads to the decay width [31–40].
Although, the study of cross sections for the different elementary processes in Quantum Electrodynamics (QED) or Quantum
Chromodynamics (QCD) would be more relevant and interesting, yet in this work we have considered the scattering of two
charged scalar bosons (b+b− → b+b−) mediated by a neutral scalar boson (B0). This particular process has been chosen to avoid
the additional complications arising from the spins of the particle. Nevertheless, it will guide us for the future generalizations
to tackle the hot QCD matter in the influence of external electromagnetic fields. We have first obtained the cross section using
the optical theorem by explicitly calculating the imaginary parts of the forward scattering amplitudes at zero external magnetic
field. For a consistency check, the same has been calculated from the invariant amplitudes of the tree level diagrams. Both the
methods gives the identical cross section. At non-zero the external magnetic field, the propagators for the charged scalars are
replaced with the Schwinger propertime ones. The calculations under external magnetic field are done for the weak field and
the strong field approximations separately. We have shown that the scattering cross section has non-trivial dependence on the
external magnetic field.
The paper is organized as follows. In Sec. II, the vacuum cross section is obtained by evaluating the invariant amplitudes of
the tree level diagrams. Next, in Sec. III, the same has been calculated using the optical theorem by means of evaluating the
forward scattering amplitudes at zero magnetic field. Then, in Sec. IV, we have introduced the external magnetic field through
the Schwinger propertime formalism and the forward scattering amplitudes are calculated in presence of external magnetic field
employing both the weak and strong field approximations. This is followed by Sec. V where we presented the numerical results
for our analysis. Finally we summarize and conclude in Sec. VI. Some computational details are provided in the appendices.
II. VACUUM CROSS SECTION FROM THE TREE GRAPHS
Let us consider the interaction of a real scalar field Φ(x) with the two complex scalar fields φ(x) and φ†(x) via the interaction
Lagrangian
Lint = gΦφφ
† (1)
where g is the coupling constant which gives the strength of the above interaction. The field Φ annihilates and creates the
neutral scalar particle B0 whereas the fields φ (φ†) annihilates (creates) the charged scalar particle b+ and creates (annihilates)
its antiparticle b−. Few comments on the choice and applicability of the above Lagrangian are in order here. The Lagrangian
in Eq. (1) involving the simplest trilinear coupling among scalar fields corresponds to the description of a toy model. However,
such trilinear interactions involving fermions are often useful; for example in Yukawa theory and other QCD motivated models
like Nambu-Jona Lasinio (NJL) model [41–43], QuarkMeson (QM) model [44–46], Linear SigmaModel (LSM) [47, 48] and so
on. This Lagrangian may also be useful for the effective models describing hadronic interactions [49] among different mesons
(like π, σ, K, ρ mesons etc.) and baryons. Though an Yukawa type Lagrangian instead of the simplest one in Eq. (1) would have
been of more physical importance, we have chosen the later solely to avoid complications arising from the spins of the particles.
We are interested in calculating the cross section for the elastic scattering b+(k)b−(p) → b+(k ′)b−(p′). We restrict ourselves
to the lowest order O(g4) contribution. Fig. 1 shows the corresponding tree level Feynman diagrams for this process. Fig. 1(a)
and (b) respectively represents the s-channel and t-channel diagrams. Applying Feynman rules, we get the invariant amplitudes
for the two channels as
Ms = g
2
[
1
s − M2 + iǫ
]
and Mt = g
2
[
1
t − M2 + iǫ
]
(2)
3(a)
(b)
Figure 1. Tree level Feynman diagrams for the scattering process b+(k)b−(p) → b+(k ′)b−(p) in the (a) s-channel and (b) t-channel.
respectively, where M is the mass of B0 and the Mandelstam variables are defined as
s = (k + p)2 = (k ′ + p′)2 (3)
t = (k − k ′)2 = (p − p′)2 (4)
u = (k − p′)2 = (p − k ′)2 (5)
which satisfy the constraint (s + t + u) = 4m2 with m being the mass of b±. The metric tensor that has been used has the
signature, gµν = diag(1,−1,−1,−1). The total cross section σ(s) is immediately obtained from the invariant amplitude using the
relation [16]
σTree(s) = 1
16πλ(s,m2, m2)
∫ 0
−λ(s,m2,m2)/s
dt |Ms +Mt |2 (6)
where, λ(x, y, x) = (x2 + y2 + z2 − 2xy − 2yz − 2zx) is the Källén function.
III. VACUUM CROSS SECTION FROM THE LOOP GRAPHS USING THE OPTICAL THEOREM
A possible alternative to calculate the cross section is the optical theorem [16], according to which, the imaginary part of the
forward scattering amplitude is proportional to the total cross section. Fig. 2 shows the one-loop Feynman diagrams in the lowest
order O(g4) which contributes to the scattering process b+b− → b+b−. Figs. 2(a) and (d) correspond to the pure s-channel and
pure t-channel contributions respectively whereas Figs. 2(b) and (c) correspond to the interference of s-channel and t-channel.
We denote the amplitude for the diagrams given in Figs. 2(a), (b), (c) and (d) by ΠA, ΠB, ΠC and ΠD respectively. It can be
noticed that, the diagrams in Figs. 2(a)-(c) are not 1PI (One Particle Irreducible) whereas (d) is. Applying Feynman rule, we get
their respective amplitudes in vacuum as,
Π
vac
A (k, p) = g2
[
1
s − M2 + iǫ
]2
Πvac(k + p) (7)
Π
vac
B (k, p) = −g
[
1
s − M2 + iǫ
]
Vvac(k, p) (8)
Π
vac
C (k, p) = −g
[
1
s − M2 + iǫ
]
Vvac(−k,−p) = ΠvacB (−k,−p) (9)
Π
vac
D (k, p) = ig4
∫
d4 k˜
(2π)4∆
2
F (k˜, M)∆F (k − k˜, m)∆F (p + k˜,m) (10)
where, ∆F (k, m) =
(
−1
k2−m2+iǫ
)
is the vacuum scalar Feynman propagator; Πvac(q) and Vvac(k, p) are respectively the one-loop
vacuum self energy of B0 and one-loop B0b+b− vacuum vertex function. The Feynman diagrams contributing to the one-loop
4(a)
(b)
(c) (d)
Figure 2. One-loop Feynman diagrams contributing to forward scattering amplitude of the optical theorem corresponding to the scattering
process b+(k)b−(p) → b+(k ′)b−(p). Subfigure (a) corresponds to the pure s-channel, (b) and (c) correspond to the interference of s-channel
and t-channel and (d) corresponds to the pure t-channel.
B0 self energy and one-loop B0b+b− vertex function are shown in Fig. 3 from which we get (applying Feynman rules)
Πvac(q) = ig2
∫
d4 k˜
(2π)4∆F (k˜,m)∆F (q + k˜,m) (11)
Vvac(k, p) = ig3
∫
d4 k˜
(2π)4∆F (k˜, M)∆F (k − k˜, m)∆F (p + k˜,m) . (12)
The total cross section σ(s) is obtained from the optical theorem as
Figure 3. Feynman diagram for the one-loop (a) self energy of B0 due to b+b− loop and (b) B0b+b− vertex function.
σOptical(s) = −1
λ1/2(s, m2,m2) Im
(
Π
vac
A + Π
vac
B + Π
vac
C + Π
vac
D
)
. (13)
Since we are only interested in calculating the cross section, we only need to evaluate the imaginary parts of the amplitudes given
in Eqs. (7)-(10). The calculations of imaginary parts of these forward scattering amplitudes in the vacuum i.e. in the absence of
5external magnetic field is provided in Appendix B and the final results can be read off from Eqs. (B6), (B11), (B12) and (B23) as
ImΠvacA (s) = −
g
4
16πs(s − M2)2
√
s − 4m2Θ(s − 4m2) (14)
ImΠvacB (s) = ImΠvacC (s) =
g
4
16π(s − M2)
∫ 1
0
dy
Θ(z+)Θ(1 − y − z+) + Θ(z−)Θ(1 − y − z−)√
(M2 + sy)2 − 4m2(M2 + sy2)
(15)
Π
vac
D (s) =
−g4
16π
∫ 1
0
dy
(sy + M2 − 2m2) [Θ(z+)Θ(1 − y − z+) + Θ(z−)Θ(1 − y − z−)][(M2 + sy)2 − 4m2(M2 + sy2 + λ)]3/2 (16)
where, z±(s, y) = 12m2
[
M2 − 2m2y + sy ±
√
(M2 + sy)2 − 4m2(M2 + sy2)
]
.
It can be noticed that, the ImΠvac
A,B,C,D
(k, p) depends only on the Lorentz scalar s = (k + p)2. It is now straightforward to obtain
the cross section using the optical theorem as given in Eq. (13). It is expected that the cross section obtained from the optical
theorem (σOptical(s)) will agree with that of obtained from the tree level calculations in Eq. (6). We will discuss this in Sec. V.
IV. CROSS SECTION UNDER EXTERNALMAGNETIC FIELD FROM THE OPTICAL THEOREM
Now we proceed to obtain the cross section under an external magnetic field. In this case, the calculation of invariant
amplitudes from the tree graphs (as shown in Fig. 1) is not possible since the Feynman rules are not available for non-zero
external magnetic field. Thus we need to calculate the Sˆ-matrix element 〈 f |Sˆ |i〉 from first principle for the transition from the
initial state |i〉 = |b+(k), b−(p)〉 to the final state | f 〉 = |b+(k ′), b−(p′)〉. The formalism for such a calculation of cross section
from 〈 f |Sˆ |i〉 has not been well established yet. Also, the calculation of Sˆ-matrix element would require the knowledge of the
solutions of Klein-Gordan equation under external magnetic field. In Ref. [23, 24, 29], the authors have tried to proceed in this
direction. However, in this work, we aim to calculate the cross section under external magnetic field using the optical theorem.
The optial theorem is widely used for the calculation of decay widths in presence of external magnetic field. In that case, one
obtains the one-loop self energy of the parent particle under external magneic field. The imaginary part of the self energy leads
to the decay width [31–40].
Following the same strategy, in this case, the charged scalar Feynman propagator in the loop graphs will be replaced by the
corresponding propagator under external magnetic field and thus a specific knowledge of the solutions of Klein-Gordan equation
under external magnetic field is not required.
The propagation of charged scalar particle under external magnetic field is well described using the Schwinger propertime
formalism [30]. The momentum space Schwinger propagator ∆B for a charged scalar is given by a sum over infinite Landau
levels [50]:
∆B(k, m) = −
∞∑
l=0
−2(−1)le−αk Ll(2αk)
k2‖ − m2 − (2l + 1)eB + iǫ
(17)
where αk = −k2⊥/eB and L(z) represents the Laguerre polynomial. Here we consider the external magnetic field ®B = Bzˆ to
be along +ve z-direction so that any four vector aµ ≡ (a0, a1, a2, a3) is decompossed into a = (a ‖ + a⊥) with aµ‖ ≡ (a0, 0, 0, a3)
and a
µ
⊥ ≡ (0, a1, a2, 0). The metric tensor is also decompossed into gµν = (gµν‖ + g
µν
⊥ ) where gµν‖ = diag(1, 0, 0,−1) and
g
µν
⊥ = diag(0,−1,−1, 0) so that aµ‖ = g
µν
‖ aν and a
µ
⊥ = g
µν
⊥ aν . The propagator in Eq. (17) is valid for any arbitrary values of
external magnetic field. However, in this work we restrict ourselves to two possible approximation namely: (a) the weak and (b)
the strong field approximation. In the strong field approximation (eB ≫ m2), we consider only the contributions from the Lowest
Landau Level (LLL), for which the propagator is
∆Strong(k ‖, k⊥,m) = −2e
−αk
k2‖ − m2 − eB + iǫ
(18)
whereas, for the weak field approximation (eB ≪ m2), we will use the following weak field expansion [50] of the propagator
(upto O(B2))
∆Weak(k ‖, k⊥, m) = ∆F (k, m) + (eB)2
(k2‖ − k2⊥ − m2)
(k2 − m2 + iǫ)4 . (19)
6We now proceed to calculate the amplitudes as given in Eqs. (7)-(10) under external magnetic field. Under the Strong/Weak
field approximation, they become (by replacing the charged scalar propagators with the Schwinger one)
Π
Strong/Weak
A
(k, p) = g2
[
1
s − M2 + iǫ
]2
ΠStrong/Weak(k + p) (20)
Π
Strong/Weak
B
(k, p) = −g
[
1
s − M2 + iǫ
]
VStrong/Weak(k, p) (21)
Π
Strong/Weak
C
(k, p) = −g
[
1
s − M2 + iǫ
]
VStrong/Weak(−k,−p) = ΠStrong/WeakB (−k, −p) (22)
Π
Strong/Weak
D
(k, p) = ig4
∫
d4 k˜
(2π)4∆
2
F (k˜, M)∆Strong/Weak(k − k˜, m)∆Strong/Weak(p + k˜, m) (23)
where, ΠStrong/Weak(q) andVStrong/Weak(k, p) are respectively the one-loop self energy of B0 and one-loop B0b+b− vertex function
in Strong/Weak field approximation. They are obtained by replacing the charged scalar propagators in Eqs. (11) and (12) with
the Schwinger propagator as
ΠStrong/Weak(q) = ig2
∫
d4 k˜
(2π)4∆Strong/Weak(k˜,m)∆Strong/Weak(q + k˜, m) (24)
VStrong/Weak(k, p) = ig3
∫
d4 k˜
(2π)4∆F (k˜, M)∆Strong/Weak(k − k˜, m)∆Strong/Weak(p + k˜, m) . (25)
The total cross section is then followed from the optical theorem as
σStrong/Weak =
−1
λ1/2(s, m2, m2) Im
(
Π
Strong/Weak
A
+ Π
Strong/Weak
B
+ Π
Strong/Weak
C
+ Π
Strong/Weak
D
)
. (26)
As can be seen from Eq. (13), that at B = 0, the total cross section depends only on the Lorentz scalar s = (k + p)2. It can be
understood in the following way: Out of the two four-vectors kµ and pµ, the three possible Lorentz scalars that could be formed
are k2, p2 and k · p. However, the on-shell conditions k2 = p2 = m2 require the existence of only one independent Lorentz scalar.
One may choose the s = (k + p)2 as the independent one. In the case of B , 0, the available four vectors are kµ‖ , k
µ
⊥, p
µ
‖ and p
µ
⊥.
Correspondingly, we can construct six possible Lorentz scalars as: k2‖ , k
2
⊥, p
2
‖ , p
2
⊥, k ‖ · p ‖ and k⊥ · p⊥. However, the on-shell
conditions (k2‖ + k2⊥) = (p2‖ + p2⊥) = m2 require the existence of only four independent Lorentz scalars. We choose the following
four as the independent one
s‖ = (k ‖ + p ‖)2, s⊥ = (k⊥ + p⊥)2, k2⊥ and p2⊥ . (27)
Thus the total cross section in presence of external magnetic field will be function of
σStrong/Weak = σStrong/Weak(s‖, s⊥, k2⊥, p2⊥) . (28)
Since we will be calculating the cross sections, we only need to evaluate the imaginary parts of the different amplitudes as given
in Eqs. (20)-(23). The calculations of imaginary parts of these forward scattering amplitudes under the external magnetic field
employing both the weak as well as strong field approximation are provided in Appendices C and D.
In the weak field approximation, we have from Eqs. (C3), (C7), (C9) and (C17):
ImΠWeakA (s‖, s⊥) = ImΠvacA (s) +
g
4
(s − M2)2
(eB)2
24π
[
s(s − 4m2)(s⊥ − s‖) + 12m4s⊥
]
Θ(s − 4m2)
[s(s − 4m2)]5/2 (29)
ImΠWeakB (s‖, s⊥, k2⊥, p2⊥) = ImΠWeakC (s‖, s⊥, k2⊥, p2⊥)
= ImΠvacB (s) +
g
4
(s − M2)
(eB)2
48π
∫ 1
0
dy [Θ(z+)Θ(1 − y − z+) + Θ(z−)Θ(1 − y − z−)]
×TWeakB (s‖, s⊥, k2⊥, p2⊥) (30)
ImΠWeakD (s‖, s⊥, k2⊥, p2⊥) = ImΠvacD (s) + g4
5(eB)2
28π
∫ 1
0
dy [Θ(z+)Θ(1 − y − z+) + Θ(z−)Θ(1 − y − z−)]
×TWeakD (s‖, s⊥, k2⊥, p2⊥) (31)
where, z±(s, y) = 12m2
[
M2 − 2m2y + sy ±
√
(M2 + sy)2 − 4m2(M2 + sy2)
]
; TWeak
B
and TWeak
D
can be read off from Eqs. (C8)
and (C18).
7On the other hand, in the strong field approximation, the final results can be read off from Eqs. (D3), (D8), (D10) and (D21) as
ImΠ
Strong
A
(s‖, s⊥) = −g
4
(s − M2)2
eB
4π
exp
( s⊥
2eB
) Θ(s‖ − 4m2 − 4eB)√
s‖(s‖ − 4m2 − 4eB)
(32)
ImΠ
Strong
B
(s‖, s⊥, k2⊥, p2⊥) = ImΠStrongC (s‖, s⊥, k2⊥, p2⊥)
= − g
4
(s − M2)
eB
8π
exp
[
k2⊥ + p
2
⊥
eB
] ∫ ∞
0
dξe−ξ I0
(√
ξ
2eB
{
s⊥ − 2k2⊥ − 2p2⊥
})
×
∫ 1
0
dy [Θ(Z+)Θ(1 − y − Z+) + Θ(Z−)Θ(1 − y − Z−)] T StrongB (s‖, k2⊥, p2⊥) (33)
ImΠ
Strong
D
(s‖, s⊥, k2⊥, p2⊥) = −g4
eB
8π
exp
[
k2⊥ + p
2
⊥
eB
] ∫ ∞
0
dξe−ξ I0
(√
ξ
2eB
{
s⊥ − 2k2⊥ − 2p2⊥
})
×
∫ 1
0
dy [Θ(Z+)Θ(1 − y − Z+) + Θ(Z−)Θ(1 − y − Z−)] T StrongD (s‖, k2⊥, p2⊥) (34)
where, Z± = Z˜±(λ = 0) which can be obtained from Eq. (D6); TWeakB and TWeakD is given in Eqs. (D9) and (D22).
Thus, we have obtained the imaginary parts of the forward scattering amplitudes under external magnetic field which can be
substituted in Eq. (26) to evaluate the cross section using the optical theorem.
V. RESULTS AND DISCUSSIONS
Having calculated the cross section for elastic b+(k)b−(p) → b+(k ′)b−(p′) scattering in the previous sections, we now proceed
to show some numerical results for our analysis. We have chosen the values of the masses of B0 and b± as M = 400 MeV and
m = 300 MeV respectively for the numerical estimation of cross section. We begin this section by showing the cross section at
zero external magnetic field. At B = 0, the vacuum cross section is obtained either directly from tree graphs using Eq. (6) or
from the loop graphs through the optical theorem using Eq. (13). We denote the vacuum cross section obtained from the tree
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Figure 4. The variation of vacuum cross section calculated directly from the tree graphs scaled with fourth power of the inverse coupling as a
function of scaled center of mass energy (
√
s/2m). The inset plot shows the ratio of the cross sections obtained from tree graphs to that from
one-loop graphs using optical theorem as a function of scaled center of mass energy.
graphs by σTree(s) whereas the same obtained from the loop graphs through the optical theorem by σOptical(s). Since the cross
section is proportional to the fourth power of the coupling constant g, we have plotted the ratio σTree(s)/g4 as a function of scaled
center of mass energy
√
s/2m in Fig. 4. With the increase in √s, the cross section decreases, which is due to the suppression of
the s-channel contributions to the invariant amplitude at higher
√
s.
As already mentioned at the end of Sec. III, the cross section obtained from the loop graphs through optical theorem σOptical(s)
should agree with the σTree(s). To show that, we have plotted the ratio σTree/σOptical as a function of
√
s/2m in the inset plot of
8Fig. 4. As it turns out from the figure, that the ratio is always unity implying
σOptical(s) = σTree(s) = σ0(s) (35)
where ‘0’ in the subscript denotes the vacuum cross section i.e at B = 0.
We now consider the case of non-zero external magnetic field. In this case we have calculated the cross section from the
optical theorem for the two cases separately: (a) at weak field approximation and (b) at strong field approximation. We denote
them respectively by σWeak and σStrong. Unlike the B = 0 case, where the cross section depends only on the total center of mass
energy
√
s, for B , 0, the cross section additionally depends on three more Lorentz scalars s⊥ = (k⊥ + p⊥)2, k2⊥ and p2⊥. These
three are related to the quantities | ®k⊥ |, | ®p⊥ | and θ with θ being the angle between ®k⊥ and ®p⊥. We have expressed the cross section
as a function of
√
s, | ®k⊥ |, | ®p⊥ | and θ for presenting the numerical results.
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Figure 5. The ratio of the cross section under (a) weak and (b) strong external magnetic field to the vacuum cross section as a function of scaled
center of mass energy (
√
s/2m) at | ®k⊥ | = 200 MeV, | ®p⊥ | = 100 MeV, θ = π/3. Subfigure (a) shows the results at four different lower values of
magnetic field (eB = 0.005, 0.010, 0.015 and 0.020 GeV2 respectively) valid for the weak field approximation whereas (b) shows the same at
four different higher values of magnetic field (eB = 0.15, 0.20, 0.25 and 0.30 GeV2 respectively) valid for the strong field approximation.
In Fig. 5(a), we have shown the ratio σWeak/σ0 as a function of
√
s/2m at | ®k⊥ | = 200 MeV, | ®p⊥ | = 100 MeV, θ = π/3 and
at four different values of external magnetic field (eB = 0.005, 0.010, 0.015 and 0.020 GeV2 respectively). The strength of the
magnetic fields are chosen in such way that the validity of the weak field approximation eB ≪ m2 holds. As can be seen from the
graph that, around
√
s = 2m (which is the threshold center of mass energy for the scattering process) we have huge enhancement
of the cross section with respect to the vacuum. This is due to the presence of ‘threshold singularity’ as can be understood from
Eqs. (29), (30) and (31) in which the weak field corrections to the imaginary part of the amplitudes goes like ≃ 1(s−4m2)η with
η > 0. The threshold being
√
s = 2m, the cross section sufferers from ‘threshold singularity’. The enhancement of the cross
section due to external magnetic field is more at higher values of magnetic field. With the increase in
√
s, the ratio σWeak/σ0
decreases and eventually it becomes less than unity at
√
s & 4m owing to a saturating behaviour at higher
√
s.
The corresponding behaviour of the cross section in the strong field approximation is shown in Fig. 5(b) where we have plotted
the ratio σStrong/σ0 as a function of
√
s/2m at | ®k⊥ | = 200 MeV, | ®p⊥ | = 100 MeV, θ = π/3 and at four different values of external
magnetic field (eB = 0.15, 0.20, 0.25 and 0.030 GeV2 respectively). The strength of the magnetic fields are chosen to satisfy
eB ≫ m2 which is the necessary requirement for the validity of the strong field approximation. In this case, one can see that the
threshold of the cross section depends on the external magnetic field and it moves towards higher values of
√
s with the increase
in magnetic field. There is also a huge enhancement of the cross section due to the external magnetic field and the enhancement
is more a higher
√
s. Moreover, at the threshold, there are a large spikes which is again due to the ‘threshold singularity’ in the
lowest Landau level. The behaviour of the plot can be understood from Eqs. (32), (33) and (34) in which the imaginary parts of
the amplitudes goes like ≃ 1(s‖−4m2−4eB)η with η > 0. The threshold being s‖ ≥ 4(m
2
+ eB) thus moves towards higher √s with
an increase in eB. Similar kind of spike like behaviour in the scattering cross section is also present in an earlier work [23].
Having studied the variation of the cross section with external magnetic field, we now proceed to show its variation with the
other parameters namely | ®k⊥ |, | ®p⊥ | and θ. Fig. 6(a), we have plotted the ratio σWeak/σ0 as a function of
√
s/2m at eB = 0.01
GeV2, θ = π/3 and at three different combinations for | ®k⊥ | and | ®p⊥ |. In all the cases the cross section is enhanced with respect
to the vacuum cross section and the enhancement is more at higher values of transverse momenta.
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Figure 6. The ratio of the cross section under (a) weak and (b) strong external magnetic field to the vacuum cross section as a function of
scaled center of mass energy (
√
s/2m) at θ = π/3 and at different combinations of | ®k⊥ | and | ®p⊥ |. Subfigure (a) shows the results at a lower
value of magnetic field (eB = 0.01 GeV2) valid for the weak field approximation whereas (b) shows the same at a higher value of magnetic
field (eB = 0.20 GeV2) valid for the strong field approximation.
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Figure 7. The ratio of the cross section under (a) weak and (b) strong external magnetic field to the vacuum cross section as a function of scaled
center of mass energy (
√
s/2m) at | ®k⊥ | = 200 MeV, | ®p⊥ | = 100 MeV and four different values of θ(0, π/6, π/3 and π/2 respectively). Subfigure
(a) shows the results at a lower value of magnetic field (eB = 0.01 GeV2) valid for the weak field approximation whereas (b) shows the same at
a higher value of magnetic field (eB = 0.20 GeV2) valid for the strong field approximation.
The corresponding graph in the strong field approximation is shown in Fig. 6(b) where the ratio σStrong/σ0 is plotted as a
function of
√
s/2m at eB = 0.20 GeV2, θ = π/3 and at three different combinations for | ®k⊥ | and | ®p⊥ |. In this case, the threshold
of the cross section defined in terms of
s‖ ≥ 4(m2 + 4eB) or s ≥ 4(m2 + eB) − (| ®k⊥ |2 + | ®p⊥ |2 + 2| ®k⊥ | | ®p⊥ | cos θ) , (36)
thus depends on the transverse momenta and it moves towards lower values of
√
s with the increase in | ®k⊥ | and | ®p⊥ |. Analogous
to the weak field case, the enhancement of cross section is more at a higher transverse momenta.
Next, we study the dependence of the cross section under external magnetic field on the parameter θ. Fig. 7(a) shows the
variation of the ratio σWeak/σ0 as a function of
√
s/2m at eB = 0.01 GeV2, | ®k⊥ | = 200MeV, | ®p⊥ | = 100MeV and at four different
values of θ (0, π/6, π/3 and π/2). It can be seen from the graph that the dependence of σWeak on θ is weak and small variation is
observed at low
√
s region.
Analogous plot for the case of strong field approximation is shown in Fig. 7(b) where σStrong/σ0 is shown as a function of√
s/2m at eB = 0.20 GeV2, | ®k⊥ | = 200 MeV, | ®p⊥ | = 100 MeV and at four different values of θ (0, π/6, π/3 and π/2). In this case
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the threshold of the cross section also depends on θ as can be obtained from Eq. (36). The threshold energy, being minimum at
θ = 0, increases with the increase in θ and will reach maximum at θ = π. The similar behaviour can be noticed in the figure.
Unlike the weak field case, the dependence of the cross section on theta is more at higher values of
√
s.
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Figure 8. The ratio of the cross section under external magnetic field to the vacuum cross section as a function of external magnetic field at
| ®k⊥ | = 200 MeV, | ®p⊥ | = 100 MeV, θ = π/3 and at two different values of the center of mass energies (
√
s = 4m and 5m respectively). The
vertical green line corresponds to eB = m2 which separates the region of validity of the weak and strong field approximation. The cross section
in regions eB < m2 and eB > m2 are obtained using the weak and strong field approximations respectively.
Since, we have calculated the cross section employing the weak and strong field approximations, we thus can not rely on them
for the intermediate values of the externalmagnetic field. The weak field approximation is valid for eB ≪ m2 whereas the validity
of strong field approximation is eB ≫ m2. Thus eB = m2 is the boundary above (below) which one can not consider the weak
(strong) field approximation. In Fig. 8, we have plotted the variation of ratio σ(eB)/σ0 as a function of eB at | ®k⊥ | = | ®p⊥ | = 200
MeV, θ = π/3 and at two different values of center of mass energy (√s = 4m and 5m respectively). The whole eB axis is
divided into two regions: eB < m2 and eB > m2 by the green (dash-dot) line. The cross section in the former region is obtained
employing the weak field approximationwhereas in the later, we use the strong field approximation. It can be seen from the graph
that, there is a discontinuity at eB = m2 which is obvious due to the fact that, around eB ≃ m2, both the approximations break
down. It is worth noting that, incorporation of both the higher order corrections (O(eB)4 etc.) to the σWeak and contributions
from few more higher Landau levels to the σStrong will fine tune our estimate of cross section. However, a more comprehensive
picture around the region eB ≃ m2 could be obtained only if we extend our calculation considering the full Schwinger propagator
including all the Landau levels. These issues are beyond the scope of the present work and will be taken up as the immediate
future work.
VI. SUMMARY& CONCLUSIONS
In summary, we have calculated the cross section for the elastic scattering between two charged scalars mediated via a neutral
scalar under an external magnetic field within the optical theorem. The forward scattering amplitudes are calculated using
standard field theoretic techniques in which the effect of external magnetic field entered through the modification of the charged
scalar propagators by the Schwinger propertime one. Calculations on the cross section employing both the weak as well as strong
magnetic field approximations have been performed.
It is observed that, the cross section obtained from the optical theorem at zero external magnetic field reproduces the same
obtained using the tree level diagrams. For the weak field approximation, the cross section is enhancedwith respect to the vacuum
cross section at lower center of mass energies whereas for the strong field approximation the cross section is enhanced with
respect to the vacuum cross section at all the values of center of mass energies. Unlike the vacuum cross section, which depends
only on the center of mass energy (the Lorentz scalar s of Mandelstam variables), the cross section under eternal magnetic field
depends on four Lorentz scalars which are related to the magnitude and orientations of the transverse momenta of the incoming
particle with respect to the direction of the external magnetic field. The cross section under external magnetic field also has
stronger dependence on these parameters in addition to the total center of mass energy. Finally, the cross section has also a
nontrivial magnetic field dependence. As shown in Fig. 8, the enhancement of the cross section due to the external magnetic
field has qualitative agreement with Ref. [23] calculated for the inverse beta decay process.
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The possible improvement over this work could be the incorporation of O(eB)4 contributions to σWeak as well as the
incorporation of few more Landau levels to the σStrong. This will fine tune our estimate of the cross section. The incorporation of
finite temperature in addition to the external magnetic field is also an interesting problem to carry out. In particular, this will be
relevant for the study of hot and dense matter created in a HIC experiments. As we have already discussed, the various transport
coefficients (viscosities and conductivities) and the nuclear modification factor (obtained from drag and diffusion coefficients
of heavy quarks) of the magnetized hot and dense “strongly" interacting matter created in HIC experiments will primarily be
affected by the modification in the scattering cross sections due to the external magnetic field. These aspects will be the matter
of the future investigations.
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Appendix A: USEFUL IDENTITIES
We have the following list of d-dimensional integrals in Minkowski space [16]:
∫
ddk
(2π)d
1(
k2 − ∆)n = i (−1)
n
(4π)d/2
Γ (n − d/2)
Γ (n)
(
1
∆
)n−d/2
(A1)
∫
ddk
(2π)d
k2(
k2 − ∆)n = i (−1)
n−1
(4π)d/2
(
d
2
)
Γ (n − 1 − d/2)
Γ (n)
(
1
∆
)n−1−d/2
(A2)
∫
ddk
(2π)d
kµkν(
k2 − ∆)n = i (−1)
n−1
(4π)d/2
(
g
µν
2
)
Γ (n − 1 − d/2)
Γ (n)
(
1
∆
)n−1−d/2
. (A3)
The following integral representation of the modified Bessel function of the first kind I0(z) is required for the calculation of
the amplitudes in the strong field approximation:
I0(z) =
∫ 2π
0
dφ
2π
e−z cos φ . (A4)
Appendix B: IMAGINARY PARTS OF THE FORWARD SCATTERING AMPLITUDES IN THE VACUUM
In this appendix, we will sketch the calculations of the imaginary parts of different forward scattering amplitudes in the vacuum
i.e. in the absence of external magnetic field as given in Eqs. (7)-(10).
Considering the imaginary part of Eq. (7), we get
ImΠvacA (k, p) = g2
[
ImΠvac(k + p)
(s − M2)2 − 2πδ(s − M
2)ReΠvac(k + p)(s − M2)
]
. (B1)
We now expand Πvac(k + p) as
Πvac(k + p) = Πvac(s = M2) + (s − M2)dΠvac
ds

s=M2
+ O(s − M2)2 . (B2)
Using the fact that, ReΠvac renormalizes the bare B
0 mass to its physical mass, the renormalization conditions require [16]
Πvac(s = M2) = 0 and dΠvac
ds

s=M2
= 0 . (B3)
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Substitution of Eqs. (B2) and Eq. (B3) into Eq. (B1) would imply that, the second term within the square bracket in Eq. (B1) will
not contribute and we are left with
ImΠvacA (k, p) = g2
[
ImΠvac(k + p)
(s − M2)2
]
. (B4)
The calculation of ImΠvac is provided in Appendix E 1 and we get from Eq. (E7)
ImΠvac(k + q) = − g
2
16πs
√
s − 4m2Θ(s − 4m2) (B5)
so that, Eq. (B4) finally becomes
ImΠvacA (s) = −
g
4
16πs(s − M2)2
√
s − 4m2Θ(s − 4m2) . (B6)
It can be seen that, the ImΠvac
A
(k, p) depends only on the Lorentz scalar s = (k + p)2.
Next we proceed to calculate ImΠvac
B
(k, p) from Eq. (8) which is given by,
ImΠvacB (k, p) = g
[−ImVvac(k, p)
(s − M2) + πδ(s − M
2)ReVvac(k, p)
]
. (B7)
Using the fact that,Vvac(k, p) renormalize the bare coupling to the physical coupling, the renormalization condition requires [16]
Vvac(k, p)

(k+p)2=M2
= 0, which in turn makes the second term within square bracket in above equation zero. Thus ImΠvac
B
(k, p)
becomes
ImΠvacB (k, p) = g
[−ImVvac(k, p)
(s − M2)
]
. (B8)
The calculation of ImVvac is provided in Appendix F 1 and we get from Eq. (F10)
ImVvac(k, p) = −g
3
16π
∫ 1
0
dy
Θ(z+)Θ(1 − y − z+) + Θ(z−)Θ(1 − y − z−)√
(M2 + sy)2 − 4m2(M2 + sy2)
, (B9)
with z± is obtained from Eq. (F9) as
z±(s, y) = 1
2m2
[
M2 − 2m2y + sy ±
√
(M2 + sy)2 − 4m2(M2 + sy2)
]
. (B10)
Substituting Eq. (B9) into Eq. (B8), we finally get
ImΠvacB (s) =
g
4
16π(s − M2)
∫ 1
0
dy
Θ(z+)Θ(1 − y − z+) + Θ(z−)Θ(1 − y − z−)√
(M2 + sy)2 − 4m2(M2 + sy2)
. (B11)
As it turns out that the ImΠvac
B
(k, p) is a function of the Lorentz scalar s = (k + p)2 only, it immediately follows from Eq. (9) that
ImΠvacC (s) = ImΠvacB (s) . (B12)
Finally, we have from Eq. (10),
Π
vac
D (k, p) = ig4
∫
d4 k˜
(2π)4∆
2
F (k˜, M)∆F (k − k˜,m)∆F (p + k˜, m)
= ig4
∫
d4 k˜
(2π)4
1
(k˜2 − M2 + iǫ)2{(k − k˜)2 − m2 + iǫ}{(p + k˜)2 − m2 + iǫ} . (B13)
Using Feynman parametrization, we combine the denominator of the above equation and get,
Π
vac
D (k, p) = 6ig4
∫
d4 k˜
(2π)4
∫ 1
0
∫ 1
0
∫ 1
0
dxdydzδ(1 − x − y − z) (1 − y − z)[(k˜ − yk + zp)2 − ∆V ]4
(B14)
where ∆V is defined in Eq. (F6) as
∆V = (y + z)2m2 + (1 − y − z)M2 − yzs − iε . (B15)
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Next we shift k˜ → (k˜ + yk − zp) in the above equation and perform the momentum integration using the identities provided in
Appendix A to obtain
Π
vac
D (k, p) =
−g4
16π2
∫ 1
0
∫ 1
0
∫ 1
0
dxdydzδ(1 − x − y − z) (1 − y − z)
∆
2
V
. (B16)
The dx integral in the above equation is performed using the Dirac delta function present in the integrand and we get,
Π
vac
D (k, p) =
−g4
16π2
∫ 1
0
dy
∫ 1−y
0
dz
(1 − y − z)
∆
2
V
. (B17)
The presence of small negative imaginary part in ∆V will give rise to the imaginary part of the amplitude in certain kinematic
domains. In order to calculate the imaginary part of Πvac
D
, we use the following trick :
Im
[
1
(x − iǫ)n
]
= Im
[ (−1)n−1
(n − 1)!
∂n−1
∂λn−1
(
1
x + λ − iǫ
)] 
λ=0
= π
(−1)n−1
(n − 1)!
∂n−1
∂λn−1
δ(x + λ)

λ=0
(B18)
and write
ImΠvacD (k, p) =
g
4
16π
∂
∂λ
∫ 1
0
dy
∫ 1−y
0
dz(1 − y − z)δ [(y + z)2m2 + (1 − y − z)M2 − yzs + λ]

λ=0
. (B19)
To simplify the above expression, we transform the Dirac delta function as
δ
[(y + z)2m2 + (1 − y − z)M2 − yzs + λ] = δ(z − z˜+) + δ(z − z˜−)√
(M2 + sy)2 − 4m2(M2 + sy2 + λ)
(B20)
where,
z˜±(s, y, λ) = 1
2m2
[
M2 − 2m2y + sy ±
√
(M2 + sy)2 − 4m2(M2 + sy2 + λ)
]
. (B21)
Substituting Eq. (B20) into Eq. (B19) and performing the dz integral using the modified Dirac delta function, we arrive at,
ImΠvacD (k, p) =
g
4
16π
∂
∂λ
∫ 1
0
dy
(1 − y − z˜+)Θ(z˜+)Θ(1 − y − z˜+) + (1 − y − z˜−)Θ(z˜−)Θ(1 − y − z˜−)√
(M2 + sy)2 − 4m2(M2 + sy2 + λ)

λ=0
. (B22)
The presence of the step functions in the above equation ensure that the spikes of the Dirac delta functions were within the
integration domain for a non-vanishing contribution. Finally evaluating the derivative with respect to the parameter λ, we get
Π
vac
D (s) =
−g4
16π
∫ 1
0
dy
(sy + M2 − 2m2) [Θ(z+)Θ(1 − y − z+) + Θ(z−)Θ(1 − y − z−)][(M2 + sy)2 − 4m2(M2 + sy2 + λ)]3/2 (B23)
where, z±(s, y) = z˜±(s, y, λ = 0) is defined in Eq. (B10). It can be noticed that, the ImΠvacD (k, p) depends only on the Lorentz
scalar s = (k + p)2.
Appendix C: IMAGINARY PARTS OF THE FORWARD SCATTERING AMPLITUDES IN THE WEAK FIELD
APPROXIMATION
In this appendix, we will provide the calculations of the imaginary parts of different forward scattering amplitudes under weak
external magnetic field as given in Eqs. (20)-(23).
In order to calculate ImΠWeak
A
, we start from Eq. (B4), which in the weak field approximation becomes
ImΠWeakA (k, p) = g2
[
ImΠWeak(k + p)
(s − M2)2
]
. (C1)
The calculation of ImΠWeak is provided in Appendix E 2 and we get from Eqs. (E15) and (27)
ImΠWeak(k + p) = ImΠvac(k + p) + g2 (eB)
2
24π
[
s(s − 4m2)(s⊥ − s‖) + 12m4s⊥
]
Θ(s − 4m2)
[s(s − 4m2)]5/2 . (C2)
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Substituting the above equation into Eq. (C1) and making use of Eqs. (B4) and (B6), we finally get
ImΠWeakA (s‖, s⊥) = ImΠvacA (s) +
g
4
(s − M2)2
(eB)2
24π
[
s(s − 4m2)(s⊥ − s‖) + 12m4s⊥
]
Θ(s − 4m2)
[s(s − 4m2)]5/2 . (C3)
Next we proceed to calculate ImΠWeak
B
from Eq. (B8), which in the weak field approximation becomes
ImΠWeakB (k, p) = g
[−ImVWeak(k, p)
(s − M2)
]
. (C4)
The calculation of ImVWeak is provided in Appendix F 2 and we get from Eqs. (F18) and (27)
ImVWeak(k, p) = ImVvac(k, p) − g3 (eB)
2
48π
∑
z∈{z˜± }
∂3
∂λ3
∫ 1
0
dyΘ(z)Θ(1 − y − z)z3
[
(2p2⊥ − m2)(1 + z2) + (2k2⊥ − m2)y2 + (s‖ − s⊥ − 2m2 + 2k2⊥ + 2p2⊥)yz + m2√
(M2 + sy)2 − 4m2(M2 + sy2 + λ)
] 
λ=0
(C5)
where,
z˜±(s, y, λ) = 1
2m2
[
M2 − 2m2y + sy ±
√
(M2 + sy)2 − 4m2(M2 + sy2 + λ)
]
. (C6)
We now substitute Eq. (C5) into Eq. (C4) and perform the derivative with respect to the parameter λ. After some simplifications
we arrive at,
ImΠWeakB (s‖, s⊥, k2⊥, p2⊥) = ImΠvacB (s) +
g
4
(s − M2)
(eB)2
48π
∫ 1
0
dy [Θ(z+)Θ(1 − y − z+) + Θ(z−)Θ(1 − y − z−)]
×TWeakB (s‖, s⊥, k2⊥, p2⊥) (C7)
where, z± = z±(s, y) is defined in Eq. (B10) and
TWeakB (s‖, s⊥, k2⊥, p2⊥) =
1[(M2 + sy)2 − 4m2(M2 + sy2)]7/2 6
[
2m4
[
M2y
{
− 2y2 (k2⊥(5y − 6) − 2(5y − 3)(s⊥ − s‖))
+2p2⊥(5y3 − 8y2 + 15y − 6) + s(−5y3 + 3y2 + 9y − 3)
}
+ sy3
{
2y2(k2⊥ + 4s⊥ − 4s‖) − 6p2⊥(y2 − 3) − s(y2 − 3)
}
+M4(2y3 − 9y2 + 12y − 3)
]
− m2
[
M4
{
4p2⊥(8y3 − 18y2 + 14y − 3) − y
(
4k2⊥(6y2 − 9y + 2) + s(3y2 + 4y − 13)
−4(6y2 − 6y + 1)(s⊥ − s‖)
)}
+ M2sy
{
y
( − 4k2⊥y(3y − 5) + s(−5y2 + 8y + 3) + 8y(3y − 2)(s⊥ − s‖))
−4p2⊥(2y3 + 2y2 − 9y + 3)
}
+ s2y3
{
4y2(k2⊥ + s⊥ − s‖) + p2⊥(12 − 8y2) + s(y2 + 1)
}
+M6(3y2 − 12y + 11)
]
+ 2(M2 + sy)
[
M4
{
k2⊥(4 − 3y)y + p2⊥(6y2 − 16y + 11) + 2(y − 1)y(s⊥ − s‖)
}
−2M2sy
{
k2⊥(y − 2)y + p2⊥(2y2 − 2y − 1) − (y − 1)y(s⊥ − s‖)
}
+ s2y2(k2⊥y2 + p2⊥)
]
+20m8(y3 + 1) + 2m6
[
M2(2y2 − 15y + 6)y + y3
{
− 20p2⊥ + s(2y2 − 9) + 10y2(s‖ − s⊥)
}]]
. (C8)
As it turns out that the ImΠWeak
B
(k, p) is a function of the Lorentz scalars s‖ = (k ‖ + p ‖)2, s⊥ = (k⊥ + p⊥)2, k2⊥ and p2⊥, it
immediately follows from Eq. (22) that
ImΠWeakC (s‖, s⊥, k2⊥, p2⊥) = ImΠWeakB (s‖, s⊥, k2⊥, p2⊥) . (C9)
Finally the calculation of ImΠWeak
D
is done as follows. We start with Eq. (23), which in the weak field approximation becomes
Π
Weak
D (k, p) = ig4
∫
d4 k˜
(2π)4∆
2
F (k˜, M)∆Weak(k − k˜, m)∆Weak(p + k˜, m)
= Π
vac
D (k, p) + (eB)2ig4
∫
d4 k˜
(2π)4
1
(k˜2 − M2 + iǫ)2
[
(p⊥ + k˜⊥)2 − (p ‖ + k˜ ‖)2 + m2
{(k − k˜)2 − m2 + iǫ}{(p + k˜)2 − m2 + iǫ}4
(k⊥ − k˜⊥)2 − (k ‖ − k˜ ‖)2 + m2
{(k − k˜)2 − m2 + iǫ}4{(p + k˜)2 − m2 + iǫ}
]
. (C10)
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Using standard Feynman parametrization, we combine the denominators of the above equation and get,
Π
Weak
D (k, p) = ΠvacD (k, p) + (eB)2120ig4
∫
d4 k˜
(2π)4
∫ 1
0
∫ 1
0
∫ 1
0
dxdydzδ(1 − x − y − z)(1 − y − z)2
×
[
z3
{(p⊥ + k˜⊥)2 − (p ‖ + k˜ ‖)2 + m2} + y3 {(k⊥ − k˜⊥)2 − (k ‖ − k˜ ‖)2 + m2}
[(k˜ − yk + zp)2 − ∆V ]7
]
(C11)
where ∆V = (y + z)2m2 + (1 − y − z)M2 − yzs − iε. Shifting k˜ → (k˜ + yk − zp), the momentum integral in the above equation
could be performed using the identities provided in Appendix A. After some simplifications, we arrive at
Π
Weak
D (k, p) = ΠvacD (k, p) + g4
5(eB)2
28π2
∫ 1
0
dy
∫ 1−y
0
dz(1 − y − z)2
[
2y(1 − y − z) {y2(1 − y) − z3} (k2⊥ + p2⊥ − m2)
+yz(y2 + z2 − y3 − z3)(s⊥ − s‖) + (y3 + z3)m2
] 1
∆
5
V
. (C12)
It is to be noted that, the ∆V in the above equation contains a small negative imaginary part, which will give rise to non-zero
imaginary part of the amplitude in certain kinematic domains. In order to calculate the imaginary part of the ΠWeak
D
, we use the
trick as given in Eq. (B18) and write,
ImΠWeakD (k, p) = ImΠvacD (k, p) + g4
5(eB)2
672π
∂4
∂λ4
∫ 1
0
dy
∫ 1−y
0
dz(1 − y − z)2
×
[
2y(1 − y − z) {y2(1 − y) − z3} (k2⊥ + p2⊥ − m2) + yz(y2 + z2 − y3 − z3)(s⊥ − s‖) + (y3 + z3)m2]
×δ [(y + z)2m2 + (1 − y − z)M2 − yzs + λ] 
λ=0
. (C13)
In order to simplify the above expression, we transform the Dirac delta function in the above equation as
δ
[(y + z)2m2 + (1 − y − z)M2 − yzs + λ] = δ(z − z˜+) + δ(z − z˜−)√
(M2 + sy)2 − 4m2(M2 + sy2 + λ)
(C14)
where,
z˜±(s, y, λ) = 1
2m2
[
M2 − 2m2y + sy ±
√
(M2 + sy)2 − 4m2(M2 + sy2 + λ)
]
. (C15)
Substituting Eq. (C14) into Eq. (C13) and performing the dz integral using the modified Dirac delta function, we get,
ImΠWeakD (k, p) = ImΠvacD (k, p) + g4
5(eB)2
672π
∑
z∈{z± }
∂4
∂λ4
∫ 1
0
dyΘ(z)Θ(1 − y − z)(1 − y − z)2
×
[ 2y(1 − y − z) {y2(1 − y) − z3} (k2⊥ + p2⊥ − m2) + yz(y2 + z2 − y3 − z3)(s⊥ − s‖) + (y3 + z3)m2√
(M2 + sy)2 − 4m2(M2 + sy2 + λ)
] 
λ=0
. (C16)
Finally, performing the derivatives with respect to the parameter λ, we get after some simplifications,
ImΠWeakD (s‖, s⊥, k2⊥, p2⊥) = ImΠvacD (s) + g4
5(eB)2
28π
∫ 1
0
dy [Θ(z+)Θ(1 − y − z+) + Θ(z−)Θ(1 − y − z−)]
×TWeakD (s‖, s⊥, k2⊥, p2⊥) (C17)
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where, z± = z±(s, y) is defined in Eq. (B10) and
TWeakD (s‖, s⊥, k2⊥, p2⊥) =
1[(M2 + sy)2 − 4m2(M2 + sy2)]9/2
[
− 140y3m10 + 15{s(5 − 4y)y3 + M2(3y − 2)y}m9
+20y2
{
(9y − 3)M2 + y{7k2⊥ + 7p2⊥ + y(−12ys + 18s − 7s⊥ + 7s‖)}
}
m8 − 3{(15y2 − 9y − 1)M4
+sy(−15y3 + 27y2 + 3y − 5)M2 + s2y3(−9y2 + 4y + 10)}m7 + y
{
(−96y2 + 72y − 6)M4
+3y{76sy3 − 122sy2 + 55s⊥y2 − 55s‖y2 + 16sy + 10s − 10s⊥ + 10s‖ + k2⊥(20 − 60y) + p2⊥(20 − 60y)}M2
−sy3{36sy3 − 192sy2 + 80s⊥y2 − 80s‖y2 + 126sy − 105s⊥y + 105s‖y + 60s − 110s⊥ + 110s‖
−120k2⊥(2y − 3) − 120p2⊥(2y − 3)}
}
m6 + {(15y2 − 6y − 4)M6 + 3sy(3y2 + 8y − 6)M4 + 3{−24sy4 + 40sy3
−3s2y2(4y2 − 12y + 3)M2 + s3y3(−6y2 + 6y + 5)}m5 + y
{
4(7y2 − 9y + 2)M6 + 25s‖y3 − 8sy2 + 2s‖y2
−8sy − 13s‖y + s‖ + p2⊥(32y2 − 24y + 2) − s⊥(25y3 + 2y2 − 13y + 1)}M4 − 3sy{18sy4 + 15s‖y4 − 2sy3
−9s‖y3 − 30sy2 − 54s‖y2 + 14sy + 13s‖y + 5s‖ + 2p2⊥(38y3 − 61y2 + 8y + 5) + s⊥(−15y4 + 9y3 + 54y2
−13y − 5)}M2 + s2y3{6(6y3 − 32y2 + 21y + 10)p2⊥ − 2s(y3 + 13y2 − 9y − 5) + 3(s⊥ − s‖)(3y3 + 18y2
−26y − 10)} + 6k2⊥{(16y2 − 12y + 1)M4 − sy(38y3 − 61y2 + 8y + 5)M2 + s2y3(6y3 − 32y2 + 21y
+10)}
}
m4 + (y − 1)(M2 + sy)3(2sy − 3M2)m3 + y
{
− 6(y − 1)2M8 + {6sy3 − 15s‖y3 − 12sy2 − 8s‖y2
+6sy + 22s‖y − 4s‖ − 4p2⊥(7y2 − 9y + 2) + s⊥(15y3 + 8y2 − 22y + 4)}M6 + 3sy{8sy3 + 9s‖y3 − 16sy2
−28s‖y2 + 8sy + 10s‖y + 4s‖ + 8p2⊥(y − 1)2(3y + 1) − s⊥(9y3 − 28y2 + 10y + 4)}M4 + 3s2y2{2sy3
+13s‖y3 − 4sy2 − 13s‖y2 + 2sy − 12s‖y + 7s‖ + s⊥(−13y3 + 13y2 + 12y − 7) + 2p2⊥(9y3 − y2 − 15y + 7)}M2
+2k2⊥(y − 1){(4 − 14y)M6 + 12sy(3y2 − 2y − 1)M4 + 3s2y2(9y2 + 8y − 7)M2 + s3y3(y2 + 14y + 5)}
+s3y3{−6sy3 + 7s‖y3 + 12sy2 + 7s‖y2 − 6sy − 14s‖y − 5s‖ + s⊥(−7y3 − 7y2 + 14y + 5)
+2p2⊥(y3 + 13y2 − 9y − 5)}
}
m2 + (y − 1)y(M2 + sy)2
{
3{2p2⊥(y − 1) − (s⊥ − s‖)(2y − 1)}M4
+sy{(s⊥ − s‖)(8y − 9) − 18p2⊥(y − 1)}M2 + s2{6(y − 1)p2⊥ + (s‖ − s⊥)(y − 3)}y2
+6k2⊥(y − 1)(M4 − 3syM2 + s2y2)
}]
. (C18)
The presence of the step functions in the above equation ensure that the spikes of the Dirac delta functions were within the
integration domain for a non-vanishing contribution.
Appendix D: IMAGINARY PARTS OF THE FORWARD SCATTERING AMPLITUDES IN THE STRONG FIELD
APPROXIMATION
In this appendix, we will provide the calculations of the imaginary parts of different forward scattering amplitudes under strong
external magnetic field as given in Eqs. (20)-(23).
For the evaluation of ImΠ
Strong
A
, we start with Eq. (B4), which in the strong field approximation becomes
ImΠ
Strong
A
(k, p) = g2
[
ImΠStrong(k + p)
(s − M2)2
]
. (D1)
The calculation of ImΠStrong is provided in Appendix E 3 and we get from Eqs. (E22) and (27)
ImΠStrong(q) = −g2 eB
4π
exp
( s⊥
2eB
) Θ(s‖ − 4m2 − 4eB)√
s‖(s‖ − 4m2 − 4eB)
. (D2)
Substituting the above equation into Eq. (D1), we finally get
ImΠ
Strong
A
(s‖, s⊥) =
−g4
(s − M2)2
eB
4π
exp
( s⊥
2eB
) Θ(s‖ − 4m2 − 4eB)√
s‖(s‖ − 4m2 − 4eB)
. (D3)
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Next, for the calculation of ImΠ
Strong
B
, we start with Eq. (B8), which in the strong field approximation becomes
ImΠ
Strong
B
(k, p) = g
[−ImVStrong(k, p)
(s − M2)
]
. (D4)
The calculation of ImVStrong is provided in Appendix F 3 and we get from Eqs. (F18) and (27)
ImVStrong(k, p) = g3 eB
8π
exp
[
k2⊥ + p
2
⊥
eB
] ∫ ∞
0
dξe−ξ I0
(√
ξ
2eB
{
s⊥ − 2k2⊥ − 2p2⊥
})
× ∂
∂λ
∫ 1
0
dy
Θ(Z˜+)Θ(1 − y − Z˜+) + Θ(Z˜−)Θ(1 − y − Z˜−)√D

λ=0
(D5)
where, Z˜± can be obtained from Eq. (F27) using Eq. (27) as
Z˜±(y, λ) = 1
4(m2 − p2⊥)
[
eB(ξ − 2) + 2y(s‖ − 2m2 + k2⊥ + p2⊥) + 2(M2 − p2⊥) ± 2
√
D
]
(D6)
with
D =
[
eB
(
ξ
2
− 1
)
+ y(s‖ − 2m2 + k2⊥ + p2⊥) + (M2 − p2⊥)
]2
−4(m2 − p2⊥)
[
eB
(
ξ
2
(1 − y) + y
)
− (y2 − y)k2⊥ + m2y2 + M2(1 − y) + λ
]
. (D7)
We now substitute Eq. (D5) into Eq. (D4) and perform the derivatives with respect to the parameter λ. After some simplifications
we arrive at,
ImΠ
Strong
B
(s‖, s⊥, k2⊥, p2⊥) = −
g
4
(s − M2)
eB
8π
exp
[
k2⊥ + p
2
⊥
eB
] ∫ ∞
0
dξe−ξ I0
(√
ξ
2eB
{
s⊥ − 2k2⊥ − 2p2⊥
})
×
∫ 1
0
dy [Θ(Z+)Θ(1 − y − Z+) + Θ(Z−)Θ(1 − y − Z−)] T StrongB (s‖, k2⊥, p2⊥) (D8)
where, Z± = Z˜±(λ = 0) and
T Strong
B
(s‖, k2⊥, p2⊥) = 2(m2 − p2⊥)
[1
4
{
eB(ξ − 2) + 2{y(k2⊥ − 2m2 + s‖) + M2 + p2⊥(y − 1)}
}2
−4(m2 − p2⊥)
{
y{eB + k2⊥(1 − y) + m2y} −
1
2
eBξ(y − 1) + M2(1 − y)
}]−3/2
. (D9)
As it turns out that the ImΠ
Strong
B
(k, p) is a function of the Lorentz scalars s‖ = (k ‖ + p ‖)2, s⊥ = (k⊥ + p⊥)2, k2⊥ and p2⊥, it
immediately follows from Eq. (22) that
ImΠ
Strong
C
(s‖, s⊥, k2⊥, p2⊥) = ImΠStrongB (s‖, s⊥, k2⊥, p2⊥) . (D10)
Finally, for the calculation of ImΠ
Strong
D
, we start with Eq. (23), which in the strong field approximation becomes
Π
Strong
D
(k, p) = ig4
∫
d4 k˜
(2π)4∆
2
F (k˜, M)∆Strong(k − k˜, m)∆Strong(p + k˜,m)
= ig4
∫
d4 k˜
(2π)4 exp
[ (k⊥ − k˜⊥)2 + (p⊥ + k˜⊥)2
eB
]
×
[
1
(k˜2 − M2 + iǫ)2{(k ‖ − k˜ ‖)2 − m2 − eB + iǫ}{(p ‖ + k˜ ‖)2 − m2 − eB + iǫ}
]
. (D11)
Using standard Feynman parametrization, we combine the denominator of the above equation and get,
Π
Strong
D
(k, p) = 24ig4
∫
d2 k˜⊥
(2π)2 exp
[ (k⊥ − k˜⊥)2 + (p⊥ + k˜⊥)2
eB
]
×
∫ 1
0
∫ 1
0
∫ 1
0
dxdydzδ(1 − x − y − z)
∫
d2 k˜ ‖
(2π)2
(1 − y − z)
[(k˜ ‖ − yk ‖ + zp ‖)2 − ∆˜V]4
(D12)
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where,
∆˜V = (y2 − y)k2‖ + (z2 − z)p2‖ − 2yz(k ‖ · p ‖) + (y + z)(m2 + eB) + (1 − y − z)(M2 − k˜2⊥) − iǫ . (D13)
Shifting k˜ ‖ → (k˜ ‖ + yk ‖ − zp ‖), the d2 k˜ ‖ integral in the above equation could be performed using the identities provided in
Appendix A. After some simplifications, we arrive at
Π
Strong
D
(k, p) = −2g
4
π
∫ 1
0
dy
∫ 1−y
0
dz(1 − y − z)
∫
d2 k˜⊥
(2π)2 exp
[ (k⊥ − k˜⊥)2 + (p⊥ + k˜⊥)2
eB
]
1
∆˜
3
V
. (D14)
Next we go to the cylindrical polar coordinate and make the substitution ξ = −2k2⊥/eB which implies d2 k˜⊥ = eB4 | ®k⊥ |d | ®k⊥ |dφ.
The integration over the azimuthal angle dφ could then be analytically performed and be expressed in terms of the modified
Bessel function of first kind I0 (see Appendix A). We finally get
Π
Strong
D
(k, p) = −g4 eB
4π2
exp
[
k2⊥ + p
2
⊥
eB
] ∫ ∞
0
dξe−ξ I0
(√
ξ
2eB
{
s⊥ − 2k2⊥ − 2p2⊥
}) ∫ 1
0
dy
∫ 1−y
0
dz
1
∆˜
3
V
. (D15)
It is to be noted that, the ∆˜V in the above equation contains a small negative imaginary part, which will give rise to non-zero
imaginary part of the amplitude in certain kinematic domains. In order to calculate the imaginary part of Π
Strong
D
, we use the
trick as given in Eq. (B18) and write,
ImΠ
Strong
D
(k, p) = −g4 eB
8π
exp
[
k2⊥ + p
2
⊥
eB
] ∫ ∞
0
dξe−ξ I0
(√
ξ
2eB
{
s⊥ − 2k2⊥ − 2p2⊥
}) ∂2
∂λ2
∫ 1
0
dy
∫ 1−y
0
dz(1 − y − z)
×δ
[
(y2 − y)k2‖ + (z2 − z)p2‖ − 2yz(k ‖ · p ‖) + (y + z)(m2 + eB) + (1 − y − z)(M2 + eBξ/2) + λ
] 
λ=0
. (D16)
In order to simplify, we transform the Dirac delta function in the above equation as
δ
[
(y2 − y)k2‖ + (z2 − z)p2‖ − 2yz(k ‖ · p ‖) + (y + z)(m2 + eB) + (1 − y − z)(M2 + eBξ/2) + λ
]
=
1√D
[
δ(z − Z˜+) + δ(z − Z˜−)
]
(D17)
where,
Z˜± =
1
4p2‖
[
eBξ − 2eB + 4yk ‖ · p ‖ − 2m2 + 2M2 + 2p2‖ ± 2
√
D
]
(D18)
with
D =
[
1
2
eB(ξ − 2) + 2yk ‖ · p ‖ − m2 + M2 + p2‖
]2
−4p2‖
[
1
2
eB{ξ(1 − y) + 2y} + k2‖ y2 − k2‖y + m2y − M2(y − 1) + λ
]
. (D19)
Substituting Eq. (D17) into Eq. (D16) and performing the dz integral using the modified Dirac delta function, we get,
ImΠ
Strong
D
(k, p) = −g4 eB
8π
exp
[
k2⊥ + p
2
⊥
eB
] ∫ ∞
0
dξe−ξ I0
(√
ξ
2eB
{
s⊥ − 2k2⊥ − 2p2⊥
})
× ∂
2
∂λ2
∫ 1
0
dy
∑
z∈{Z˜± }
(1 − y − z)Θ(z)Θ(1 − y − z)√D

λ=0
. (D20)
The presence of the step functions in the above equation ensure that the spikes of the Dirac delta functions were within the
integration domain for a non-vanishing contribution. Perform the derivatives with respect to the parameter λ, we get after some
simplifications,
ImΠ
Strong
D
(s‖, s⊥, k2⊥, p2⊥) = −g4
eB
8π
exp
[
k2⊥ + p
2
⊥
eB
] ∫ ∞
0
dξe−ξ I0
(√
ξ
2eB
{
s⊥ − 2k2⊥ − 2p2⊥
})
×
∫ 1
0
dy [Θ(Z+)Θ(1 − y − Z+) + Θ(Z−)Θ(1 − y − Z−)] T StrongD (s‖, k2⊥, p2⊥) (D21)
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where, Z± = Z˜±(λ = 0) and
T Strong
D
(s‖, k2⊥, p2⊥) = −
[
96(m2 − p2⊥)
{
eB(ξ − 2) + 2(k2⊥y − 2m2 + M2 − p2⊥y + p2⊥ + s‖y)
}]
×
[
eB2(ξ − 2)2 + 4eB(k2⊥ξy − 2k2⊥y − 2m2ξ + M2(ξ − 2) + p2⊥{ξ(1 − y) + 2y + 2} + ξs‖ y − 2s‖y)
+4
{
k4⊥y
2 − 4m2{y(k2⊥ − p2⊥ + s‖y) + M2} + 2M2{y(k2⊥ + s‖) − p2⊥(y − 1)} − 2k2⊥p2⊥y2
+2k2⊥p
2
⊥y + 2k
2
⊥s‖ y
2
+ M4 + p4⊥y
2 − 2p4⊥y + p4⊥ + 2p2⊥s‖ y2 − 2p2⊥s‖ y + s2‖y2
}]−5/2
. (D22)
Appendix E: ONE-LOOP SELF ENERGY OF B0
In this appendix, we will provide the calculation of one-loop self energy of B0. First we will obtain the expression of the
vacuum self energy (i.e in absence of external magnetic field), followed the evaluation of the same under external magnetic field
employing both the weak and strong magnetic field approximation. We do these in the following three subsections:
1. VACUUM SELF ENERGY
the calculation of the imaginary part of one-loop vacuum self energy of B0 due to b+b− loop. We start with Eq. (11)
Πvac(q) = ig2
∫
d4 k˜
(2π)4∆F (k˜, m)∆F (q + k˜, m) = ig
2
∫
d4 k˜
(2π)4
1
(k˜2 − m2 + iǫ){(q + k˜)2 − m2 + iǫ} . (E1)
Using standard Feynman parametrization, we combine the denominator of the above equation and get,
Πvac(q) = ig2
∫
d4 k˜
(2π)4
∫ 1
0
dx
1
[(k˜ + xq)2 − ∆Π]2
(E2)
where, ∆Π = m
2 − x(1 − x)q2 − iǫ . Shifting k˜ → (k˜ − xq), the momentum integral in the above equation could be performed
using the identities provided in Appendix A and we arrive at
Πvac(q) = −g
2
16π2
∫ 1
0
dxΓ(ε)
(
µ
∆Π
)ε 
ε→0
(E3)
where ε = (2 − d/2). Here, the space-time dimension has been changed from 4 to d following the dimensional regularization,
so that the scale parameter µ with dimension GeV2 has been introduced to keep the overall dimension of the self energy same.
Expanding the above equation about ε = 0, we get
Πvac(q) = −g
2
16π2
∫ 1
0
dx
[
1
ε
− γE − ln
(
∆Π
µ
)] 
ε→0
(E4)
where, γE is the Euler-Mascheroni constant. It is to be noted that, the ∆Π in the above equation contains a small negative
imaginary part, which will give rise to non-zero imaginary part of self energy in certain kinematic domains. The imaginary part
of the self energy follows from the branch cut of the logarithm as
ImΠvac(q) = g
2
16π2
∫ 1
0
dx(−π)Θ [−m2 + x(1 − x)q2] (E5)
where Θ(x) is the unit step function. The presence of the step function in the above equation will restrict the limits of dx
integration and we get
ImΠvac(q) = − g
2
16π
∫ x+
x−
dxΘ(q2 − 4m2) (E6)
where x± =
(
1
2
±
√
1
4
− m2
q2
)
. Performing the dx integral in the above equation we finally get,
ImΠvac(q) = − g
2
16π
√
q2
√
q2 − 4m2Θ(q2 − 4m2) . (E7)
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2. SELF ENERGY IN THEWEAK FIELD APPROXIMATION
In this appendix, we will show the calculation of the imaginary part of the one-loop self energy of B0 under external magnetic
field by employing the weak field approximation. We start with Eq. (24)
ΠWeak(q) = ig2
∫
d4 k˜
(2π)4∆Weak(k˜,m)∆Weak(q + k˜, m) (E8)
and substitute the weak field expansion of the Schwinger propagator from Eq. (19) in the above equation to get,
ΠWeak(q) = Πvac(q) + (eB)22ig2
∫
d4 k˜
(2π)4
(k˜2⊥ − k˜2‖ + m2)
(k˜2 − m2 + iǫ)4{(q + k˜)2 − m2 + iǫ} . (E9)
Using standard Feynman parametrization, we combine the denominator of the above equation and get,
ΠWeak(q) = Πvac(q) + (eB)28ig2
∫
d4 k˜
(2π)4
∫ 1
0
dx(1 − x)3
(k˜2⊥ − k˜2‖ + m2)
[(k˜ + xq)2 − ∆Π]5
(E10)
where, ∆Π = m
2 − x(1 − x)q2 − iǫ . Shifting k˜ → (k˜ − xq), the momentum integral in the above equation could be performed
using the identities given in Appendix A and we arrive at
ΠWeak(q) = Πvac(q) + (eB)2 g
2
24π2
∫ 1
0
dx(1 − x)3
m2 + x2(q2⊥ − q2‖)
∆
3
Π
. (E11)
It is to be noted that, the ∆Π in the above equation contains a small negative imaginary part, which will give rise to non-zero
imaginary part of self energy in certain kinematic domains. In order to calculate the imaginary part of the self energy, we use
the trick as given in Eq. (B18) and write,
ImΠWeak(q) = ImΠvac(q) + (eB)2 g
2
48π
∂2
∂λ2
∫ 1
0
dx(1 − x)3
{
m2 + x2(q2⊥ − q2‖)
}
δ
[
m2 − x(1 − x)q2 + λ]

λ=0
. (E12)
We now transform the Dirac delta function as
δ
[
m2 − x(1 − x)q2 + λ] = δ(x − x+) + δ(x − x−)√
q2(q2 − 4m2 − 4λ)
(E13)
where, x± = 12 ± 12q2
√
q2(q2 − 4m2 − 4λ). We now substitute the above equation into Eq. (E12) and perform the integral over dx
using the Dirac delta functions to get,
ImΠWeak(q) = ImΠvac(q) + (eB)2 g
2
48π
∂2
∂λ2
∑
x∈{x± }
[ (1 − x)3{m2 + x2(q2⊥ − q2‖)}Θ(x)Θ(1 − x)√
q2(q2 − 4m2 − 4λ)
] 
λ=0
. (E14)
The presence of the step functions in the above equation ensure that the spikes of the Dirac delta functions were within the
integration domain for a non-vanishing contribution. Evaluating the derivative with respect to the parameter λ, we get after some
simplification
ImΠWeak(q) = ImΠvac(q) + g2 (eB)
2
24π
[
q2(q2 − 4m2)(q2⊥ − q2‖) + 12m4q2⊥
]
Θ(q2 − 4m2)
[q2(q2 − 4m2)]5/2 . (E15)
3. SELF ENERGY IN THE STRONG FIELD APPROXIMATION
In this appendix, we will show the calculation of the imaginary part of the one-loop self energy of B0 under external magnetic
field by employing the strong field approximation. We start with Eq. (24)
ΠStrong(q) = ig2
∫
d4 k˜
(2π)4∆Strong(k˜, m)∆Strong(q + k˜, m) (E16)
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and substitute the strong field Schwinger propagator from Eq. (18) in the above equation to obtain,
ΠStrong(q) = 4ig2
∫
d4 k˜
(2π)4 exp
[−k˜2⊥ − (q⊥ + k˜⊥)2
eB
]
1
(k˜2‖ − m2 − eB + iǫ){(q‖ + k˜ ‖)2 − m2 − eB + iǫ}
. (E17)
Using standard Feynman parametrization, we combine the denominator of the above equation and get,
ΠStrong(q) = 4ig2
∫
d2 k˜⊥
(2π)2 exp
[−k˜2⊥ − (q⊥ + k˜⊥)2
eB
] ∫
d2 k˜ ‖
(2π)2
∫ 1
0
dx
1
[(k˜ ‖ + xq‖)2 − ∆‖]2
(E18)
where, ∆‖ = m2 + eB − x(1 − x)q2‖ − iǫ . Shifting k˜ ‖ → (k˜ ‖ − xq‖), the d2 k˜ ‖ integral in the above equation could be performed
using the identities provided in Appendix A. Also performing the remaining Gausian integral over d2 k˜⊥ we get,
ΠStrong(q) = −g2 eB
8π2
exp
[
q2⊥
2eB
] ∫ 1
0
dx
1
∆‖
. (E19)
It is to be noted that, the ∆‖ in the above equation contains a small negative imaginary part, which will give rise to non-zero
imaginary part of self energy in certain kinematic domains. Taking the imaginary part of the above equation, we get
ImΠStrong(q) = −g2 eB
8π
exp
[
q2⊥
2eB
] ∫ 1
0
dxδ
[
m2 + eB − x(1 − x)q2‖
]
. (E20)
We now transform the Dirac delta function as
δ
[
m2 + eB − x(1 − x)q2‖
]
=
δ(x − X+) + δ(x − X−)√
q2‖(q2‖ − 4m2 − 4eB)
(E21)
where, X± = 12 ± 12q2‖
√
q2‖(q2‖ − 4m2 − 4eB). We now substitute the above equation into Eq. (E20) and perform the integral over
dx using the Dirac delta functions. After some simplifications, we obtain,
ImΠStrong(q) = −g2 eB
4π
exp
(
q2⊥
2eB
)
Θ(q2‖ − 4m2 − 4eB)√
q2‖(q2‖ − 4m2 − 4eB)
. (E22)
The presence of the step functions in the above equation ensure that the spikes of the Dirac delta functions were within the
integration domain for a non-vanishing contribution.
Appendix F: ONE-LOOP B0b+b− VERTEX FUNCTION
In this appendix, we will provide the calculation of one-loop B0b+b− vertex function. First we will obtain the expression of the
vacuum vertex function (i.e in absence of external magnetic field), followed the evaluation of the same under external magnetic
field employing both the weak and strong magnetic field approximation. We do these in the following three subsections:
1. VERTEX FUNCTION IN THE VACUUM
In this appendix, we will calculate of the imaginary part of the one-loop vacuum vertex function. We have from Eq. (12)
Vvac(k, p) = ig3
∫
d4 k˜
(2π)4∆F (k˜, M)∆F (k − k˜,m)∆F (p + k˜, m)
= −ig3
∫
d4 k˜
(2π)4
1
(k˜2 − M2 + iǫ){(k − k˜)2 − m2 + iǫ}{(p + k˜)2 − m2 + iǫ} . (F1)
Using Feynman parametrization, we combine the denominator of the above equation and get,
Vvac(k, p) = −2ig3
∫
d4 k˜
(2π)4
∫ 1
0
∫ 1
0
∫ 1
0
dxdydzδ(1 − x − y − z) 1[(k˜ − yk + zp)2 − ∆V]3
(F2)
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where
∆V = (yk − zp)2 − yk2 − zp2 + (1 − y − z)M2 + (y + z)m2 − iε . (F3)
Next we shift k˜ → (k˜ + yk − zp) in Eq. (F2) and perform the momentum integration using the identities provided in Appendix A
to obtain
Vvac(k, p) = −g
3
16π2
∫ 1
0
∫ 1
0
∫ 1
0
dxdydzδ(1 − x − y − z) 1
∆V
. (F4)
The dx integral in the above equation is performed using the Dirac delta function present in the integrand and we get,
Vvac(k, p) = −g
3
16π2
∫ 1
0
dy
∫ 1−y
0
dz
1
∆V
. (F5)
The expression of ∆V given in Eq. (F3) can be simplified by putting on-shell conditions k2 = p2 = m2 as
∆V = (y + z)2m2 + (1 − y − z)M2 − yz(k + p)2 − iε . (F6)
The presence of small negative imaginary part in∆V will give rise to the imaginary part of the vertex function in certain kinematic
domains. Taking imaginary part of Eq. (F5), we get
ImVvac(k, p) = −g
3
16π
∫ 1
0
dy
∫ 1−y
0
dzδ
[(y + z)2m2 + (1 − y − z)M2 − yz(k + p)2] . (F7)
In order to simplify, we transform the Dirac delta function in the above equation as
δ
[(y + z)2m2 + (1 − y − z)M2 − yz(k + p)2] = δ(z − z+) + δ(z − z−)√
(M2 + q2y)2 − 4m2(M2 + q2y2)
(F8)
where q = (k + p) and
z± =
1
2m2
[
M2 − 2m2y + q2y ±
√
(M2 + q2y)2 − 4m2(M2 + q2y2)
]
. (F9)
Substituting Eq. (F8) into Eq. (F7) and performing the dz integral using the modified Dirac delta function, we get,
ImVvac(k, p) = −g
3
16π
∫ 1
0
dy
Θ(z+)Θ(1 − y − z+) + Θ(z−)Θ(1 − y − z−)√
(M2 + q2y)2 − 4m2(M2 + q2y2)
. (F10)
The presence of the step functions in the above equation ensure that the spikes of the Dirac delta functions were within the
integration domain for a non-vanishing contribution.
2. VERTEX FUNCTION IN THE WEAK FIELD APPROXIMATION
In this appendix, we will briefly sketch the calculation of the imaginary part of one-loop B0b+b− vertex function under external
magnetic field by employing the weak field approximation. We have from Eq. (25)
VWeak(k, p) = ig3
∫
d4 k˜
(2π)4∆F (k˜, M)∆Weak(k − k˜,m)∆Weak(p + k˜,m) . (F11)
We now substitute the weak field expansion of the Schwinger propagator from Eq. (19) in the above equation to get,
VWeak(k, p) =Vvac(k, p) − (eB)2ig3
∫
d4 k˜
(2π)4
1
(k˜2 − M2 + iǫ)
[
(p⊥ + k˜⊥)2 − (p ‖ + k˜ ‖)2 + m2
{(k − k˜)2 − m2 + iǫ}{(p + k˜)2 − m2 + iǫ}4
(k⊥ − k˜⊥)2 − (k ‖ − k˜ ‖)2 + m2
{(k − k˜)2 − m2 + iǫ}4{(p + k˜)2 − m2 + iǫ}
]
. (F12)
Using standard Feynman parametrization, we combine the denominators of the above equation and get,
VWeak(k, p) = Vvac(k, p) − (eB)220ig3
∫
d4 k˜
(2π)4
∫ 1
0
∫ 1
0
∫ 1
0
dxdydzδ(1 − x − y − z)z3
×
[
(p⊥ + k˜⊥)2 − (p ‖ + k˜ ‖)2 + (k⊥ − k˜⊥)2 − (k ‖ − k˜ ‖)2 + 2m2
[(k˜ − yk + zp)2 − ∆V]6
]
(F13)
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where ∆V is defined in Eq. (F3). Shifting k˜ → (k˜ + yk − zp), the momentum integral in the above equation could be performed
using the identities provided in Appendix A. After some simplifications, we arrive at
VWeak(k, p) = Vvac(k, p) + g3 (eB)
2
8π2
∫ 1
0
dy
∫ 1−y
0
dzz3
[
(p2⊥ − p2‖)(1 + z2) + (k2⊥ − k2‖)y2
+2(k ‖ · p ‖ − k⊥ · p⊥)yz + m2
] 1
∆
4
V
. (F14)
It is to be noted that, the ∆V in the above equation contains a small negative imaginary part, which will give rise to non-zero
imaginary part of the vertex function in certain kinematic domains. In order to calculate the imaginary part of the vertex function,
we use the trick as given in Eq. (B18) and write,
ImVWeak(k, p) = ImVvac(k, p) − g3 (eB)
2
48π
∂3
∂λ3
∫ 1
0
dy
∫ 1−y
0
dzz3
[
(p2⊥ − p2‖)(1 + z2) + (k2⊥ − k2‖)y2
+2(k ‖ · p ‖ − k⊥ · p⊥)yz + m2
]
δ
[
(y + z)2m2 + (1 − y − z)M2 − yz(k + p)2 + λ
] 
λ=0
. (F15)
In order to simplify, we transform the Dirac delta function in the above equation as
δ
[(y + z)2m2 + (1 − y − z)M2 − yz(k + p)2 + λ] = δ(z − z˜+) + δ(z − z˜−)√
(M2 + q2y)2 − 4m2(M2 + q2y2 + λ)
(F16)
where q = (k + p) and
z˜±(q2, y, λ) = 1
2m2
[
M2 − 2m2y + q2y ±
√
(M2 + q2y)2 − 4m2(M2 + q2y2 + λ)
]
. (F17)
Substituting Eq. (F16) into Eq. (F15) and performing the dz integral using the modified Dirac delta function, we get,
ImVWeak(k, p) = ImVvac(k, p) − g3 (eB)
2
48π
∑
z∈{z˜± }
∂3
∂λ3
∫ 1
0
dyΘ(z)Θ(1 − y − z)z3
[ (p2⊥ − p2‖)(1 + z2) + (k2⊥ − k2‖)y2 + 2(k ‖ · p ‖ − k⊥ · p⊥)yz + m2√
(M2 + q2y)2 − 4m2(M2 + q2y2 + λ)
] 
λ=0
. (F18)
The presence of the step functions in the above equation ensure that the spikes of the Dirac delta functions were within the
integration domain for a non-vanishing contribution.
3. VERTEX FUNCTION IN THE STRONG FIELD APPROXIMATION
In this appendix, we will briefly sketch the calculation of the imaginary part of one-loop B0b+b− vertex function under external
magnetic field by employing the strong field approximation. We start with Eq. (25)
VStrong(k, p) = ig3
∫
d4 k˜
(2π)4∆F (k˜, M)∆Strong(k − k˜, m)∆Strong(p + k˜,m) (F19)
and substitute the strong field Schwinger propagator from Eq. (18) in the above equation to obtain,
VStrong(k, p) = −4ig3
∫
d4 k˜
(2π)4 exp
[ (k⊥ − k˜⊥)2 + (p⊥ + k˜⊥)2
eB
]
×
[
1
(k˜2 − M2 + iǫ){(k ‖ − k˜ ‖)2 − m2 − eB + iǫ}{(p ‖ + k˜ ‖)2 − m2 − eB + iǫ}
]
. (F20)
Using standard Feynman parametrization, we combine the denominators of the above equation and get,
VStrong(k, p) = −8ig3
∫
d2 k˜⊥
(2π)2 exp
[ (k⊥ − k˜⊥)2 + (p⊥ + k˜⊥)2
eB
]
×
∫ 1
0
∫ 1
0
∫ 1
0
dxdydzδ(1 − x − y − z)
∫
d2 k˜ ‖
(2π)2
1
[(k˜ ‖ − yk ‖ + zp ‖)2 − ∆˜V]3
(F21)
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where,
∆˜V = (y2 − y)k2‖ + (z2 − z)p2‖ − 2yz(k ‖ · p ‖) + (y + z)(m2 + eB) + (1 − y − z)(M2 − k˜2⊥) − iǫ . (F22)
Shifting k˜ ‖ → (k˜ ‖ + yk ‖ − zp ‖), the d2 k˜ ‖ integral in the above equation could be performed using the identities provided in
Appendix A. After some simplifications, we arrive at
VStrong(k, p) = −g
3
π
∫ 1
0
dy
∫ 1−y
0
dz
∫
d2 k˜⊥
(2π)2 exp
[ (k⊥ − k˜⊥)2 + (p⊥ + k˜⊥)2
eB
]
1
∆˜
2
V
. (F23)
Next we go to the cylindrical polar coordinate and make the substitution ξ = −2k2⊥/eB which implies d2 k˜⊥ = eB4 | ®k⊥ |d | ®k⊥ |dφ.
The integration over the azimuthal angle dφ could then be analytically performed and be expressed in terms of the modified
Bessel function of first kind I0 (see Appendix A). We finally get
VStrong(k, p) = −g3 eB
8π2
exp
[
k2⊥ + p
2
⊥
eB
] ∫ ∞
0
dξe−ξ I0
(√
ξ
2eB
{
(k⊥ + p⊥)2 − 2k2⊥ − 2p2⊥
})
×
∫ 1
0
dy
∫ 1−y
0
dz
1
∆˜
2
V
. (F24)
It is to be noted that, the ∆˜V in the above equation contains a small negative imaginary part, which will give rise to non-zero
imaginary part of the vertex function in certain kinematic domains. In order to calculate the imaginary part of the vertex function,
we use the trick as given in Eq. (B18) and write,
ImVStrong(k, p) = g3 eB
8π
exp
[
k2⊥ + p
2
⊥
eB
] ∫ ∞
0
dξe−ξ I0
(√
ξ
2eB
{
(k⊥ + p⊥)2 − 2k2⊥ − 2p2⊥
}) ∂
∂λ
∫ 1
0
dy
∫ 1−y
0
dz
×δ
[
(y2 − y)k2‖ + (z2 − z)p2‖ − 2yz(k ‖ · p ‖) + (y + z)(m2 + eB) + (1 − y − z)(M2 + eBξ/2) + λ
] 
λ=0
. (F25)
In order to simplify, we transform the Dirac delta function in the above equation as
δ
[
(y2 − y)k2‖ + (z2 − z)p2‖ − 2yz(k ‖ · p ‖) + (y + z)(m2 + eB) + (1 − y − z)(M2 + eBξ/2) + λ
]
=
1√D
[
δ(z − Z˜+) + δ(z − Z˜−)
]
(F26)
where
Z˜± =
1
4p2‖
[
eBξ − 2eB + 4yk ‖ · p ‖ − 2m2 + 2M2 + 2p2‖ ± 2
√
D
]
(F27)
with
D =
[
1
2
eB(ξ − 2) + 2yk ‖ · p ‖ − m2 + M2 + p2‖
]2
−4p2‖
[
1
2
eB{ξ(1 − y) + 2y} + k2‖ y2 − k2‖y + m2y − M2(y − 1) + λ
]
. (F28)
Substituting Eq. (F26) into Eq. (F25) and performing the dz integral using the modified Dirac delta function, we get,
ImVStrong(k, p) = g3 eB
8π
exp
[
k2⊥ + p
2
⊥
eB
] ∫ ∞
0
dξe−ξ I0
(√
ξ
2eB
{
(k⊥ + p⊥)2 − 2k2⊥ − 2p2⊥
})
× ∂
∂λ
∫ 1
0
dy
Θ(Z˜+)Θ(1 − y − Z˜+) + Θ(Z˜−)Θ(1 − y − Z˜−)√D

λ=0
. (F29)
The presence of the step functions in the above equation ensure that the spikes of the Dirac delta functions were within the
integration domain for a non-vanishing contribution.
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