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1. IN~ODUCTI~N 
Let X = G/K be a symmetric space of the noncompact type, G being a 
connected semisimple Lie group with finite center and K a maximal compact 
subgroup. Let X0 be the tangent space to X at the fixed pont o of K and let G, 
denote the group of af%ne transformations of X,, generated by the translations and 
the natural action of K on X,, . The group GO which is the semi-direct product 
K x S X,, is often called the Car-tan motion group. While the irreducible unitary 
representations of GO are described by Mackey’s general semi-direct product 
theorem [13, p. 1311, and their characters given by Gindikm [4], our purpose 
here is to develop GO-invariant analysis on the space X0 . More specifically, let 
D(G,,/K) denote the algebra of G,,-invariant differential operators on Go/K = X,,. 
We are interested in the joint eigenfunctions of D(G,,/K) and in the representa- 
tions of GO on the joint eigenspaces, ([8(d)] Ch. IV). 
As tools for this study we prove Paley-Wiener type theorems for the spherical 
transform and for the generalized Bessel transform on X0. The first of these 
comes from Theorem 2.1 which is an analog for entire functions of exponential 
type of Chevalley’s restriction theorem for polynomials. An important property 
of the generalized Bessel transform comes from Theorem 4.6 which shows that 
the generalized Bessel function is divisible by the Jg-matrix. Another useful tool 
is Theorem 4.8 which represents the generalized Bessel function as a certain 
derivative of the zonal spherical function. 
These results are used in Section 6 to derive an integral formula for the 
K-finite joint eigenfunctions of D(G,/K). This in turn is used to give (in 
Theorem 6.6) an explicit irreducibility criterion for the associated eigenspace 
representation of G,, . This is the principal application of our results. 
The results for the flat space X, = GO/K are to a large extent analogous to 
those proved in [8(g)] for the curved space X = G/K, most of the proofs are 
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however quite different because Harish-Chandra’s expansion for the zonal 
spherical function on G/K, which is a basic tool in analysis on G/K, does not 
seem to have a natural analog for the zonal spherical function # on the flat 
space Go/K = X,, . In fact, if /3i ,..., & are the indivisible restricted roots of 
G/K, Harish-Chandra expands 4 in a series of exponentials e-nlal-‘*‘-npae; for 
X0 the natural analog would be an expansion of # in terms of the monomials 
/yl ... Kn* . I f  G/K has rank one such an expansion is given by the asymptotic 
series of the Bessel function JJz) ( see e.g. [19, p. 3681) and if G is complex such 
an expansion is a part of Harish-Chandra’s formula for the invariant integral 
JK exp(X, K . Y) & [7, Th eorem 21 where (,) is the Killing form of the Lie 
algebra f  of K and X, YE f. For general G however, such an analog of Harish- 
Chandra’s expansion1 fails; the monomials above are not even linearly inde- 
pendent. For example& (pi , rS,)p;‘&’ = 0 for G = SL(3, R). 
The analogy between X and X0 is nevertheless quite helpful, particularly for 
heuristic guesses. But in some respects X0 is more subtle. An example is the 
divisibility in Lemma 4.4 and Theorem 4.6. For X the divisibility by Q:(A) is 
a consequence of the Weyl group invariance in (8) Section 4; for X,, on the other 
hand the Weyl group invariance in Theorem 4.6 is quite easy to prove directly, 
but it does not imply the divisibility by p(X). This divisibility is obtained from 
the curved space case by a suitable limit argument; I do not know of a proof 
which works directly within the flat space. 
Some general notation: As usual Z, R and C denote the rings of integers, 
real numbers, and complex numbers, respectively. I f  L is a Lie group with Lie 
algebra 1, Ad and ad denote the adjoint representation of L and of I, respec- 
tively. Sometimes we write Ad, and adt for emphasis. 
I f  M is a manifold and 4: M -+ M a diffeomorphism we write f” = f 0 + if f 
is a function on M. If  D is a differential operator on M we write D” for the 
differential operator given by D”( f ) = (D( f 6-l))“. I f  V is a finite-dimensional 
vector space S(V) denotes the symmetric algebra over I’, and S,(V) the set of 
homogeneous elements in S(V) of degree d. 
2. INVARIANT ENTIRE FUNCTIONS OF EXPONENTIAL TYPE 
Let G be a connected semisimple Lie group with finite center, KC G a 
maximal compact subgroup. Let g = f  + p be the corresponding Cartan 
decomposition of the Lie algebra g of G, f  being the Lie algebra of K and p 
the orthogonal complement of f  in g with respect to the Killing form B of g. 
Let 0 be the corresponding Cartan involution and put 1 X 1 = B(X, X)lj2 for 
XEP. 
Let a C p be a maximal abelian subspace, W the Weyl group acting on a. 
This action extends to the dual a* and to the complexifications a, and a:. 
IA substitute has, however, been shown to me by J-L. Clerc. 
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Let R be a positive real number. A function f on the complex space C” is 
called an entire function of exponential type R if f is holomorphic on Cn and if for 
each integer N > 0 there exists a constant CN such that 
Here 1 = t + in; 5,~ E R”, q = Im 5, and I 5 I = (I 5 I2 + I 7 12)li2. The space 
of such functions will be denoted by &‘R(C~) and we put S’(0) = us,,, Z”(C). 
THEOREM 2.1. Let q3 be a W-invariant entire function of exponential type R on 
a, . Then q5 extends uniquely to a K-invariant entire function Q, of exponential type 
R on the complexi$ation pe of p. 
We start with a simple lemma, cf. [3, p. 1301. 
LEMMA 2.2. Each W-invariant holomorphic function + on a, extends uniquely 
to a K-invariant holomorphic function @ on pc . 
Proof. Let 1 = dim a and let p, ,..., p, be homogeneous algebraically inde- 
pendent generators of I(a*), the algebra of W-invariants in the algebra S(a,*) of 
polynomial functions on a, [I]. Let 
#(H) = 5 awl...,$F .** h?, H = (h, ,..., h,) E a, , (1) 
Lx 
be the Taylor series expansion of 9, which we write as 
where 
4(H) = f  &(fO (2) 
0 
Each A,,, is W-invariant and can therefore be expressed 
where 24 /3i (degp,) = m. It is well-known (e.g., [II(a), p. 3551, [3, p. 1291) that 
the mapping 
P: H + (p,(H),..., P,(H)) 
maps a, onto C?. In fact, if (5, ,..., &) E Cz, the mapping pi -+ & (1 < i < I) 
gives, by the algebraic independence of the pi , a homomorphism of I(a$) into 
C, which, since &‘(a,*) is integral over I(ab), is given by point evaluation ([8(a), 
Ch. X], Lemma 6.9 and Theorem 5.5(i)). 
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Thus the series 
(3) 
where 5 = (& ,..., [J and 
converges absoIuteIy. To see that (3) converges uniformly on compacts let 
CC Cz be a compact set. Since the map p is not only surjective but proper 
([11(a), P. 3561) th ere exists a compact set CC a, such that p(C) = C. The 
series (I), and therefore (2) converges uniformly for HE c. Since B&(H)) = 
A,(H) it follows that (3) converges uniformly for 5 E C. This proves that +* 
is holomorphic on Cz. By a theorem of Chevalley ([8(a), p. 4301) each pi extends 
to a K-invariant polynomial Pi on pc . The function 
@(.q = ~*(plm..., P&q) 
has the property of Lemma 2.2. The uniqueness is obvious so the lemma is 
proved. 
In order to prove Theorem 2.1, let gc = f, + p0 be the complexification of 
the Cartan decomposition g = f + p. Let G, be the simply connected Lie 
group with Lie algebra gc , K, and G the analytic subgroups corresponding to 
f, and g. We can assume this G coincides with the one above. For X E pc write 
X = x’ + ix” (X’, X” E p). Let 4 E &‘s(aJ be W-invariant and 0 the extension 
to pG given by Lemma 2.2. The function CD being holomorphic, its K-invariance 
implies its Kc-invariance. In order to deduce from the inequality 
an inequality 
1 $iyH’+ iH”)I < CeRIH’l, H’, H” E a, 
1 @(X’ + ix”)! < Ctwq X’, X” E p, 
by means of the Kc-invariance of Cp it would suffice to show that the infimum of 
1 2” J as 2 runs through the orbit Kc . (X’ + Z”) is reached for some ZE a, . 
Here g -2 = Ad(g)2 (g E G, , ZE gJ. 
Let X E pc be regular and semisimple. Since the orbit K, . X is closed ([12, 
p. 7831) the function k - I(Ad(k)X)” I2 has a minimum2 on Kc . Let goR denote 
the Lie algebra gc considered as a real Lie algebra and BR its Killing form. Then 
BR = 2B on g x g. We have the Cartan decomposition 
SC R = u fiu, where u = f + ip, 
z As remarked by Nicole Bopp one should here take note of (3a) below. 
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and we denote by q the corresponding Cartan involution of goR. If Z = Z’ + iZ” 
where Z’, Z” E p then q(Z) = -Z’ + iZ” so Z” = -(i/Z)(Z + 7(Z)). Using 
the invariance of BR under Ad(K,) and 7, and the relation BR(iZ, iZ) = 
-BR(Z, Z) we obtain 
I(Ad(k)X)” 1s = -a{BR(X, X) + B”(7 Ad(k)X, Ad(k)X)}. (34 
Thus if k, E Kc is a minimum point for our function we would have 
I$ BR(7 Ad(exp tT) Ad(k,)X, Ad(exp tT) Ad(k0)X)l14 = 0 (4) 
for each TE f, . Using 7* = 1 it follows that 
BR(7 Ad(k)% [fc , Ad(k,)XJ) = 0. (5) 
But Es is invariant and is nondegenerate on f, so this implies 
[7 Ad(k,)X, Ad(k,)xI = 0. (6) 
But Ad(k,)X is a regular semisimple element of p. and therefore lies in a unique 
Cartan subspace 6, of p. . Since 7p. C pc , (6) implies r](Ad(k,)X) C 6, so by the 
uniqueness we deduce 76, = 6, . Hence 
6, = (6, n u) + 6, n (iu) (7) 
is the decomposition of 6, into a toral part and a vector part. We have also 
a, = a, n u + a, n (iu) (8) 
and a, n u = ia, a, n (iu) = a. The Cartan subspaces 6, and a, being conjugate 
[12, p. 7641 we select ki E Kc such that Ad(kJ6, = a, . The eigenvalues being 
preserved we deduce 
Ad(k& n u) = ia, Ad(k& n iu) = a. 
Let Z E 6, n u and put H = Ad(k,)Z E ia. Now by the Cartan decomposition 
Kc = exp(if)K we decompose ki = (exp T)K, , where TE if, k,, E K. Applying 
the Cartan involution 7 of G, to the equation 
we get 
k, exp Zk;’ = exp H 
exp( - T) k, exp Zkcl exp T = exp H (9) 
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whence 
exp(-H) exp 2T exp H = exp 2T. 
But diagonalizing Ad(exp T) we deduce from this that Ad(exp H) and Ad(exp T) 
commute so by (9) 
ead(Ad(kO)z) = Ad(k, exp Z&l) = Ad(exp H) = eadH. 
Since 2 is arbitrary, this proves that Ad(k,,)(b, n u) = ia and Ad(k,,)b, = a, . 
But then the vector 
satisfies 
H = Ad($) Ad&)X E a, 
H” = (Ad@,) Ad&)X)” = Ad&,)((Ad(k,)X)“) 
so 
/ H” / = ok I(Ad(k)X)” /. 
c 
This proves that if 4 E &‘“(aJ is w-invariant its K-invariant holomorphic 
extension @ satisfies 
for all X E ne which are regular and semisimple, C being a constant. But such X 
are dense in pc so (10) holds on all of pc by continuity. We have also by the 
K-invariance of @ on p that for each integer IV 3 0 there exists a constant CN 
such that 
I @(q < cf.4 + I x’ y, X’EP. (11) 
Conditions (10) and (11) imply that @E ZR(p,). For this let XI ,..., X, be an 
orthonormal basis of p and put 
x = i zjxj = i (Xj + zj$) xj . 
1 1 
Then 
so (10) and (11) imply by the classical Paley-Wiener theorem that @ is the 
Fourier transform of anL2-function on p vanishing outside the ball of radius R 
around 0. But then (11) implies that this L2-function is smooth so @ E &‘“(p,) as 
stated. This completes the proof of Theorem 2.1. 
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Remark. For the case when G/K has rank one and for the case when G is 
complex, Theorem 2.1 has a considerably simpler proof (cf. [8(g), p. 2161 and 
[3, sect. 31). 
We next prove an analog of Theorem 2.1 for the Schwartz spaces 9’(p) and 
9’(a) of rapidly decreasing functions. For the case when G is complex it was 
proved by Harish-Chandra [7J, Theorem 4, by a method special to the complex 
case. 
PROPOSITION 2.3. Each W-invariant C# E Y(a) extends to a K-invariant 
@ E Y”(P)* 
Proof. By the theorem of Glaeser [5j or Schwarz [17], + has the form 
W) = +*(Pl ,-*a, p,) where +* E Cm(RE) and the p, ,...,pt are algebraically 
independent homogeneous generators of I(a*). Thus the function +*(P, ,..., P,) 
gives an extension of $ to a K-invariant Cm functiona @ on p. We next prove that 
for all integers k, I 2 0 
““XP I(1 + I x I’@p~)(~)I < a, (12) 
L, denoting the Laplacian on p. Then @ E 9’(p) would follow using the Fourier 
transform on p. 
We prove (12) using the radial part of L, . For this we recall the formula of 
Theorem 3.2 in [8(f)] for th e radial part A(L,) of the Laplace Beltrami operator 
Ly on a Riemannian manifold V under the action of an isometry group with 
orthogonal transversal submanifold S C I’. If Le is the Laplace Beltrami 
operator on S and w the density function on S for the group action we have 
A(,&) = c+PLs o ~112 - w-‘l~.&+,.,‘/~). 
Using the formula (the dot * denoting inner product) 
LS(uv) = uL,(v) + vL&) + 2 grad u * grad v 
and the formula ,-l/a grad(&s) = &w--l grad(w), (13) can be written 
A( L,)f = L,f + u-l grad w . gradf, f E P(S). 
(13) 
(14) 
To make this explicit for V = p, let Z denote the set of roots of g with respect to 
a, fix a Weyl chamber a+ C a and let Z+ be the corresponding set of positive 
roots. Then a+ is an orthogonal transversal submanifold for the action of 
Ad,(K) on p and the density function w(H) which satisfies 
1 F(X) dX = j 
P 
(j- F(Ad(k)H) dk) w(H) dH 
a+ K 
s A more direct proof of this has been found by J. Dadok. 
60713613-7 
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(F E C,m(p), dX, dH Euclidean measures, dk Haar measure) is given by 
w(H) = c / .G+ a(H)“& 1 HE a. (15) 
Here m, is the multiplicity of 01 and c is a constant. I f  A, E a is determined by 
B(Ao , H) = a(H) (HE a) then formula (14) takes the form 
A(L,)f = Lf + C m,a-*&f (16) 
a%?+ 
forfE P(a+). Since a-lAo, is unchanged under 01--t --ar we can in (16) sum over 
all 01 E Z, thus the choice of Weyl chamber is immaterial and our functions 4 and 
Q, satisfy 
for H E a regular. The function 4 E 9(a) being invariant under the symmetry s, 
the function # = Aa+ satisfies #Q = --II, so the function c~A,$ extends from 
a - 01-l(0) to a function in 9(a). Thus (17) holds for all HE a and shows that 
L,@ is the K-invariant extension of a W-invariant #i E 9’(a). Now (12) is clear 
by iteration in K. 
The next and final variation will not be needed in this paper but we include it 
since we feel it might lead to a proof of Chevalley’s extension theorem for 
polynomials, already used. Let us call a function f on R” Lipschitzean if for each 
R > 0 there exists a constant C’s such that 
If(X)-f(Y)1 G Ci?lX- Yl for X,YfRn, IXj<R, IYI<R. 
PROPOSITION 2.4. Each W-invariant Lipschitzean function C$ on a extends to 
a K-invariant Lipschitzean function CD on p. 
Proof. For R > 0 select C, such that 
IW4-W’)l G CR IH--‘I for j H I < R, I H’ I < R. (18) 
Since all maximal abelian subspaces b of p are K-conjugate and since @ is 
K-invariant it is clear that for each such b the restriction 4 = @ / b satisfies (18) 
(with the same constant Ca). Given X, YE p let Ad(&)Y be the point on the 
orbit Ad(K)Y which minimizes the square distance F(K) = 1 X - Ad(k)Y 12. 
The relation 
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leads, by simple calculation, to [X, Ad(Jr,,)Yl = 0. Thus X and Ad(QY lie 
in a maximal abelian subspace b and if 1 X 1 < R, 1 Y 1 < R, 
I @t-V - W)l = I Ii(x) - IIWW’)l G CR I X - AWdY I 
<C,lX-Yl, 
finishing the proof. 
3. THE SPHERICAL TRANSFORM 
Let S(p) denote the symmetric algebra over p (with complex coefficients) 
and if p E S(p) let a(p) denote the corresponding constant coefficient differential 
operator on p. Asp runs through the set I(p) of K-invariants in S(p) the operators 
a(p) run through the algebra D(Ge/K) of G,,- invariant differential operators on 
p = Go/K. For X E a$ let A, E a, be determined by B(H, Ah) = X(H) (HE a). 
The following analog of Harish-Char&a’s integral formula for spherical 
functions on G/K is well-known (e.g. Gindikin [4], Korinyi [IO, sect. 11) and 
can be proved in the same way (e.g. [8(a), p. 4321). Related results are given 
by Godement [5(a), Sect. i7]. 
PROPOSITION 3.1. The K-invariant joint eigenfunctions of the operators in 
D(G,/K) are the constaitt multiples of the functions 
ashEa,*; moreover #A = #,, if and only if h and p are W-conjugate. 
Given a K-invariant function f on p its spherical transform is given by 
f@) = 1 f(X) L(X) dX, D 
whenever the integral converges. Let 9x(p) denote the set of K-invariant 
functions in .9(p) (=C’“(p)). Similarly, we define the subspace 9?(p) C 9’(p), 
&&9 C WP~), %4X9 C .@W), -%(a*) C y@*). 
THEOREM 3.2. The spherical transform f +f is a bijection of SB&) onto 
-G(a*). 
Proof. If f E 9&) we have by the K-invariance 
J(h) = lp f (X) e-iB(A+x) dX 
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Let q be the orthogonal complement of a in p and let us call the translates of q 
by elements of G,, , planes in p. Defining the Radon transform off by 
where dY is the Euclidean volume element on the plane 6 we have by (1) 
f(h) = 1 eiAtHy(H + g) dH. (2) 
As a function of H, f(H + q) is W-invariant and has compact support. Hence 
f-6 &&(af). Conversely, let 4 E .%!$(Q). By Theorem 2,1, + extends to a function 
@ E &(pr) which by the classical Paley-Wiener theorem is the usual Fourier 
transform of some f  E gK(p). But then 4 = pas desired. 
The following result follows in a similar manner from Proposition 2.3. 
THEOREM 3.3. The spherical transform is a bijection of y’;c(p) onto y;Y(a*). 
Let b’(p) denote the space of distributions on p of compact support and 
&k(p) the subspace of K-invariants. For T E &i(p) we define the spherical 
transform T by 
%9 = j- L(X) WV, hEa,*. 
c‘ 
In analogy with Schwartz [16, Ch. VII, sect. 81 and Hiirmander [9, Ch. I, sect. 71, 
we can use Theorems 3.2 and 3.3 to characterize the function T. 
COROLLARY 3.4. The spherical transform T -+ F is a bijection of &k(p) onto 
the space of W-invariant holomorphic functions f  on a$ satisfying an inequality of 
the form 
sup(1 + I 5 I)-” e-RI1mcl If(5)] < 00 
c 
for some R, N > 0. 
4. THE J-POLYNOMIALS 
The decompositions p = a + q, g = f + p, S(g) = S(p) + S(g)f give rise to 
a direct decomposition S(g) = s(a) @ (S(g)f + qS(g)). Let p + jp denote the 
corresponding projection of S(g) onto s(a). Let H(p*) C S(p*) and H(p) C S(p) 
denote the subspaces of harmonic polynomials, that is 4 E H(p*) if a(p)q = 0 
for allp E I(p) without constant term. Let M denote the centralizer of A = exp a 
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in ,SC and let, & (re@~.&.,)~denote the set of equivalence classes of irreducible 
unitary representations S of K (resp. such that 6(M) has a fixed nonzero vector). 
Let V,, be a representation space of 6 (with inner product (,)) and llgM C V, 
the subspace of fixed vectors under S(M). Let wi ,..., gd(*) be a basis of V, such 
that wr ,..., err(,) is a basis of VaM. Under the adjoint action of K on p (resp. 
coadjoint action of K on p*). let S,(n), H,(p) (resp. S&J*), &(p*)) be the 
subspaces of ‘elements of type 8. Under the mapping of p onto p* whereby 
X E p is mapped into the linear form Y + B(X, Y), S,(p) gets mapped onto 
Sdp*). Note also that if p E S(v) then the differential operator a(p) satisfies 
a(Ad(K) . p) = a(p)*dck) (k E K). Let or ,..., Q’(~) be a basis of the space 
E6 = Hom,( V, , H,,(p)) of linear maps V, -+ H,(p) commuting with the actions 
of K. Thus r#(K)w) = Ad(k)(ej(v)), PI E V, . For X E at we consider the 
Z(S) X l’(S) matrix 
J*(/qij = fW( -iA). (1) 
If the bases (wl), (E& are replayed by new bases (w;), (ei) by means of linear 
transformations A and B respectively, the new matrix Jd(A) is given by 
J-(h) = tAJ”(h)B, (2) 
tA being the transpose of A. As proved by Kostant and Rallis [12, p. 7591, 
H,(p) decomposes into I(S) irreducible subspaces 
(3) 
and each Hasi can be assumed to consist of homogeneous polynomials of degree, 
say d,(S). Thus l’(s) = 1(S). If the basis (E,) had been chosen such that, by (3), 
cj( Va) = H8.j (1 <i < @)) we see that the matrix entry J*(h), is a homogeneous 
polynomial of degree {j(S). 
PROPOSITION 4.1. For any choice of bases (wt) of VaM, (cj) of E8 , the poly- 
nomial det( J”(A)) is, e homogeneous polynomial of degree zyii d*(S). 
This is clear from the above remarks combined with (2). 
We shall now relate the matrices J” to their curved space analogs introduced in 
[15] and [11(b)]. Let’ g = f + a + n be the Iwasawa decomposition of g 
corresponding to the ‘Weyl chamber a+. Let p -+ p * denote the symmetrization 
map of S(g) onto the universal enveloping algebra U(g) and for u E U(g) let 
q” E S(a) be determined by u - q” E U(g)f + nu(g). For X E a: we consider 
as in [8(g), p. 1981 the Z(6) x Z(6) matrix 
Q”(X)$i = q’j(“~)*(p - ih), 1 < i, j < I(S), 
where p is half the sum of the elements in Z+, counted with multiplicity. 
(4) 
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LEMMA 4.2. Let the basis (~j) be chosen such that pi = H8.j C Sel(e)(p). 
Then 
gfi P@)@(RA),j = J”(X),, , 
uniformly as h varies in any compact set. 
PYOO~. Let p E S,(g). Then for certain Ti E f, 2, in, pi, qi E S,-,(g), 
h E S,(a) we have 
P = C piTi + 1 Z,q, + h. (5) 
2 j 
By symmetrization 
p” = cp,*T,* + c Zj*qj* + h* + term of degree < d 
2 j 
so that 
qp* = h* + term of degree < d. 
On the other hand, (5) implies 
(6) 
P = T PiTi + C !AZj + OZj) qj + C &(Zi - OZj) qi + h 
j j 
so since Zj - 0Z, E q we have 
j” = h. (7) 
Since we can identify S(a) and S(a)* (a being commutative) we deduce from (6) 
and (7) 
4 ‘j(‘i)*( -iA) = fj(‘i’( -iA) + r(A), 
where Y has degree < d,(S). Since q”(-iA) and q”(p - iA) have the same terms of 
highest degree in h the lemma follows. 
If  g E G let A(g) E a be determined by g E N exp A(g)K and if k E Ii: define 
the element ‘4(gK, RM) E a by A(gK, KM) = A(Wg). Geometrically, exp A(g) 
is the “composite distance” from the origin o in G/K to the horocycle through 
g . o parallel to iV. o ([8(d), p. 91). S ince for HE a the plane H + q in p is the 
tangent space analog to the horocycle (exp H)N . o in G/K the following lemma 
is geometrically plausible [4, sect. 6]. Let A: p + a denote the orthogonal 
projection. 
LEMMA 4.3. Let HE a. Then 
1% 4 exp tH)lt_a = A@ . H) 
un;formly for k E K. 
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Proof. We have 
A(k exp tH) = A(k exp Q&-l) = A(exp tk . H) = A(exp t(A(k . H) + X)) 
whereXEq.ButX=Z-lZwhereZEnsoX=22-((Z+tZ).Thusby 
standard properties of exp, 
tA(k * H) = A(exp tA(R * H)) = A(exp t2Zexp tA(k * H) exp t(-2 - 82)) 
= A(exp[t(22 + A(k * H) - (2 + 62)) + O(P)]) 
= A(exp[tk * H + O(P)]), 
where O(ta)/ts is bounded, uniformly in k, for small t. The lemma follows. 
For S E KM , X E f we consider as in [S(g), sect. 41 the generalized spherical 
function on X given by 
aA,* = j-, e(ih+D’(A(zmkM)) S(k) dk, x E X. 
The analogous concept for p is the function 
which we refer to as the generalized Bessel function in accordance with the 
terminology of Gross-Kunxe [6’j, where such functions are considered for 
compact automorphism groups of locally compact abelian groups. 
We now recall an invariance property of the generalized spherical function 
@,,,a proved in [8(e), 8(g), p. 2051. Let 6 d enote the representation of K, contra- 
gredient to 6 operating on the dual space V,* = Vi. Let v -+ a’ denote the 
semilinear mapping.of V, onto V;; defined by o’(u) = <u, v) for u, v E V, and 
define the inner product (,) on V;; by (v’, w’) = (w, v). For a linear trans- 
formation L of V, let L’ denote the linear transformationL’(er’) = (Lv)‘, a’ E c . 
IfL has matrix expression (I,,) in a basis o1 ,..., w,(s) , then L’ has the expression 
(Zi) in the basis (vi). Since 8(k) = t(S(k-l)), we have S(k) = S(k)‘, 8 is unitary, 
and in terms of the bases (vi) and (w;), S(k), = s(K), . 
LEMMA 4.4. Let vu1 ,.. ., vdt8) be an orthonormal basis of V, , v1 ,..., v1t8) 
spanning VaM, (vi) the dual basis of V; . Let the matrix Q;(A) be calculated by means 
of the basis vi ,..., v&j of ViM and an arbitrary basis (e;) of E; . Expressing S in 
terms of (wi) we have the matrix identities 
Q%9-1 lx e (-ih?) (&CeXpH)) S(k) & 
for s E W, HE a and both sides are holomorphic in h on a:. 
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Puoof. Formula (8) amounts to (2) Section 7 in [8(g)] taking into account 
Theorem 6.3 which assumes the bases (q) and (VI) chosen as above and in 
addition (6;) chosen such that Q:(z+) = I (the identity). But passing to a new 
basis of E; means (as in (2)) changing Q:(h) to Q:(A)& where B is a constant 
nonsingular matrix which would cancel out in (8). That both sides of (8) are 
holomorphic on all of a$ follows from the Weyl group invariance by the argument 
in [8(g), p. 2071. 
Remark. If we change vr ,..., v,(,) to another orthonormal basis (q) where 
wi = Avi = xj ajjvj then wi = x:j ajivi . This changes Q;(h) to “JQ;(A) (cf. (2)) 
and changes Q;(X)-l to Q;(A)-lA, A b em * g unitary. On the other hand the matrix 
expression, say C, of the integral in (8) restricted to VaM is by the basis change 
replaced by A-X’A. Thus the entire expression is just changed by multiplication 
on the right by A. 
Next we need an expression for the determinant of J6(h). Let &+ C Z+ denote 
the set of indivisible positive roots and for OL E A’,,+ consider the subgroup G” C G 
of real rank one with Lie algebra g” generated by the root spaces ga and g--o1 . 
With Km = Ga n K, pa = g” n p consider as in [8(g), p. 1971 the representa- 
tions Sia (1 < i < Z(6)) of Ku and the degree D(6p) of the Ku-harmonic poly- 
nomials in the Km-irreducible space Ham= . Let D(a) = ckzi D(&“). 
LEMMA 4.5. For a certain nonzero constant c, 
det J6(h) = c n (A, 01)~(~). 
UE1Sgf 
Proof. If G/K has rank one this is clear from Proposition 4.1. The general 
case follows from Kostant’s product formula for det Q”(A) ([I 1, p. 2921 or 
[8(g), p. 2031) if we take Lemma 4.2 into account. 
We can now prove the main result of this section which shows that the 
generalized Bessel function is divisible by the J-matrix. 
THEOREM 4.6. With the bases of VBM, VgM as in Lemma 4.4 and the basis 
(c$ of I$ arbitrary we have the matrix identities 
J+)-1 s, e--id(A(k’H)) a(k  & 
= Ji(sh)-l s, e-isA(A(k’H)) a(k) & 
for s E W, HE a and both sides are holomorphic in h on all of at. 
Proof. Because of (2) we can assume the basis (e;) chosen such that c;( V;) = 
H& . 
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Let (Q&J be the matrix formed by the cofactors in (Qg(&) so that 
Q (4” ‘e = (det Q (W Q&V. ‘e 
We define (Jo(A),,) similarly. Then the ijth matrix element in the left hand side 
of (8) is 
det Q#I)-l 
[ 
l!I Q2c(h)i, S, e(-U+p)(A(~nH)) a,,(k) dk]. (1’0) 
Let 4 ,..., 01~ be the simple roots in Zf, let e, ,..., er be the dual basis of a and 
write q(a) for the positive integers determined by a = Ci m,(a)a, , a E Z+. 
Let a: denote the set of A E u: where det y(A) # 0. Writing A,, = 2: Xiei , 
a: is the space a$ with the finitely many hyperplanes xi m*(a)& = 0 removed 
(a E x0+). Now Lemma 4.2 implies that 
uniformly in each compact subset of the region ai . Replacing in (10). X by RA, 
H by H/R we deduce from Lemmas 4.2-4.3 that as R + co the left hand side 
of (10) multiplied by Rdr(G converges to ~ 
det J$)-l $) J&I),, lx e--iA(A(kaH))SDi(k) dk], (11) 
uniformly on each compact subset of ai . Since Z+ is a finite set we can select 
numbers dl > O,..., dl > 0 such that the set 
ad = {A E a: 1 I A, 1 = dl ,..., I h, I = d,} 
belongs to al . (For example take di > m(d,, + --a + dJ for 1 < i < 1 where 
m = Max*Jm,(a))). Cauchy’s theorem for the polydisk 1 A, 1 < dl ,..., 1 Xz I < d, 
then implies that the above convergence to (11) is uniform in each polydisk 
1 hi 1 < d; < dt (1 < i < 1). Since atd C a: for each t > 0 we can conclude that 
(11) is holomorphic on all of a, . * The Weyl group invariance follows by means 
of this limit argument as well, but can also be verified by a direct computation. 
Finally we show that the generalized Bessel function can be expressed by 
means of certain derivatives of the zonal spherical function ([8(g), Theorem 4.11, 
[2]). First we note an obvious lemma. 
LEMMA 4.7. Let k E K, h E at, p E S(p) u&put 
f&q = em4.X), XEP. 
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a(p) fk = j(-)(ih) fk . 
For notational simplicity we shall now write p instead of a(p), p E S(p). Let 
p +pt denote the complex linear automorphism of S(p) induced by the mapping 
X-t -X of p. With bases (q), (w;) and (ei) as in Lemma 4.4 we define the 
matrix differential operator Lx (with d(6) rows, l(6) columns) by 
(Ltf>ij(X> = (44>” f>(X), f E C”“(P). 
THEOREM 4.8. The generalized Bessel function can be written 
Y,,,(X) = (Lg#A)(X) J%jl-l on V,“. 
Proof. We may assume the basis (E;) chosen such that E;( V;;) = H;,i C S,+g , 
(cf. Lemma 4.2). In fact if we go to a new basis BE; then Lvand j(X) are replaced 
by (Ly)B and J$)B respectively. Since 
h-l * ‘;(?I;) = &-1) vi), i(F) v: = 1 (6(h) 0, ) Vi) z; 
Q 
we obtain 
d(8) , , 
= 2 j%‘%)(ih) 1 (6(k) v, , vi> eiB(k’AArx) dh. 
K 
Replacing k by km and integrating over M we see that the integral vanishes for 
q > Z(S). Noting also that if p E S,(p) then 
Pt = (--I)” P, j”“(iA) = p( -iA) 
we obtain 
z(a) 
proving the theorem. 
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5. THE FOURIER TRANSFORM OF K-FINITE FUNCTIONS 
I f  f is a K-finite function on p of tym s’ we define its generalized Bessel trans- 
form by 
f(A) = d(8) S, f  (X) ul,,,(X)* dX = d(S) S, f  (X) S, e--fB(kAA*X)S(k-l) dk dX 
(1) 
for all h E a$ for which the integral converges. Here * denotes adjoint on 
Hom( I’*, I’,). This definition is the flat analog of the one in [S(e), sect. 41, 
[S(g), sect. 71 and resembles the one in [6, sect. 31. 
Let 2 = &‘(a*, Hom(Va , VaM)) d enote the space of holomorphic functions 
on a$ of exponential type with values in Hom( I’, , VaM); this space is provided 
with its usual topology such that the Euclidean Fourier transform is a homeo- 
morphism of the space .9(A, Hom(Va, VaM)) (of Cm compactly supported 
functions on A with values in Hom( V, , Pa”)) onto &‘(a*, Hom( I’, , V,M)). 
We denote by ~?~(a*) the topological subspace 
&‘“(a*) = {F E .z? 1 (J$--l F W-invariant and holomorphic}, 
the bases used being as in Lemma 4.4. This space is analogous to the one defined 
in [S(g), p. 2041. But while there the Weyl group invariance of the function 
Q;(A)-lF(A) implied (1 oc. cit. p. 206) that it was holomorphic the analogous 
statement for Jg is false and our present definition of #“(a*) takes this into 
account. 
THEOREM 5.1. The mappingf +jwhere 
f(X) = w 1 f(X) %(x)* dX 
P 
is a homeomorphism of C@(p) onto .P(a*). The inverse is given by 
f(X) = c Tr [s,* vl,+@) P(4 44 dj 
where c is a constant, independent off, Tr means trace on V, , and the density w 
is given by (15), sect. 2. 
Proof. From Theorem 4.6 we know that J$)-YPJ,,(X)* is W-invariant and 
holomorphic on at. Thus f  -J maps S@(p) into JP(a*). 
For the surjectivity, let F E &‘“(a*) and define f  by 
(2) 
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Here we substitute the formula for Y,,, from Theorem 4.8 and write F = J%, 
where CD is W-invariant and holomorphic. But writing 
@(A) = det J~(A~-r(JC(A) F(h)) 
we see from Maigrange’s theorem [14, p. 306] that 0 is of exponential type. 
Thus @ belongs to the space $“(a*) of W-invariants in &‘(a*, Hom( V6 , VagM)). 
Then if 4 denotes the inverse spherical transform 
we obtain by (2) 
f = co Tr(L;+), (3) 
where c,, is a constant. Note that Lx has d(S) rows, Z(6) columns, + has Z(6) rows, 
d(S) columns. More explicitly, if +(X)V, = Ci”) &(X)r+, 1 < i < d(6), then 
By Theorem 3.2,+, and therefore f, has compact support so by (2) f E 9;(p). The 
generalized Bessel transform is then 
f(A) = c,, d(S) s, 6(k) dk 1 j- (+;)” c&)(X) e-iB(k-‘+x) dX. 
i,j P 
The integral over p is by Lemma 4.7 
s 
p #~,(x)i’;l~(;‘“,s:‘(-;~) e-*B(k-‘&X) &f 
so, since 
d(6) db) 
E;(k) V: = 1 S(K),, V: = 1 (~q ) 6(k) pi) Vi, 
1 Q=l 
we obtain by the K-invariance of C& , 
.fC4 = cod(s) 2 j W)(~, 3 S(k) vi) dk j+‘i’( -;A) #:,(A), 
i.i,a K 
where 1 < i, q < d(6), 1 6 j < E(6). But by its definition f(A) = s(m)f(A), 
m EM, so multiplying the equation above by s(m) we have on the right the 
integral 
s +Wv, > K 
6(k) vi> dk = s, 6(k)@(m) 0, , 6(k) vi) dk. 
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Integrating thiiover M we see that it vanishes for Q > Z(6) and for 1 < 4 < l(6) 
it equals d(S)-1E,, by the orthogonality relations. Thus 
m = co 1 E*fm,i zf@) 
l<j.9<1W 
l<f<da(S) 
= c&4) @(A) = cF(h), 
where c # 0 is another constant. This proves the surjectivity. 
The injectivity follows from the formula 
efA(A(k*X)) = c d(G)(YA~,(X) vj ) v,)@(k) vi, v,), 
f.j.8 
which is obtained by Peter-Weyl expansion along K. 
Finally, we must prove the topological statement of the theorem. The space 
@(p) is an LF-space (strict inductive limit of Frkchet spaces) as proved in [8(g), 
p. 1921. Moreover, Y8(o*)‘is an LF-space [8(g), p. 2071. The mapping @(A) --c 
j(A) @(A) of S8(a*) onto Z8(a*) is obviously continuous; its inverse is the 
composite I;” 0 1s where the maps I1 and I, are given by 
I,: F(A) E ti8(a*) -+ JC(h) F(h) E J,+W8(a*) 
I,: @(A) E Y(a*) -+ det(Ja(A)) @(A) E (det J8)X8(a*). 
Since Is is continuous and Ii a homeomorphism, 17’ 0 I4 is continuous. Thus 
X8(a*) is an LF-space and f +j is a one-to-one a continuous map of one LF- 
space onto another, hence a homeomorphism. 
From (3) we now obtain the following description of the K-finite elements of 
C,““(p). The analog for G/K was obtained by Torasso [18] in hi alternative 
proof of the Paley-Wiener theorem in [8(e)]. 
COROLLARY 5.2. Each K-finite function f E Corn(p) is a linear combination of 
constant coejicient derivatives of K-invariant functions in Ccm(p). 
Because of Theorem 3.3 the proof of Theorem 5.1 also yields its analog for 
the spaces of rapidly decreasing functions.VLet q(p) denote the space of rapidly 
decreasing Cm functions on p of type S and Y’(a*) the space of functions 
FE ,SP(a*, HOlU(v8 , v&9) such that J;(A)-lF(A) is W-invariant and of class Cao 
on a*. Writing 
J;(A)-‘F(A) = det J;(A)-’ J,(h) F(h), (4) 
and noting that by Lemma 4.5, det p(A) is a product of functions of a single 
variable, we see from [8(b), Lemma 3.11 that the function (4) is rapidly decreasing 
on a*. We therefore obtairrthe following results in the manner indicated. 
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THEOREM 5.3. The mapping f -f is a homeomorphism of e(p) onto 9’““(a*). 
The topological statement is now trivial because the spaces are closed sub- 
spaces of FrCchet spaces, hence are also FrCchet. 
COROLLARY 5.4. Each K-finite f  E Y(p) is a linear combination of constant 
coe$cient derivatives of functions in yIK(p). 
6. EIGENFUNCTIONS AND EIGENSPACE REPRESENTATIONS 
For h E at let gA(p) denote the joint eigenspace 
&A(P) = if E Cm(p) I alPIf = PWf for all P EI(p)h 
This space is given the topology induced by that of Cm(p). Each joint eigenspace 
of the operators 8(1(p)) = D(G,/K) is of this form for a suitable h and B,(p) = 
myth for all s E W. If F is a continuous function on K/M then its “Poisson 
transform” 
(1) 
belongs to ~?~(p). Here dk, is the normalized K-invariant measure on K/M. 
DEFINITION [8(d), p. 941. The point A E at is said to be simple if the mapping 
F -+ f defined by (1) is injective. 
We recall that h E at is said to be regular if a(AJ # 0 for all 01 in Z, the set of 
restricted roots; otherwise h is said to be singular. Let K,, denote the stabilizer 
of h in K. 
PROPOSITION 6.1. A point h E a: is regular if and only if K,, = M. 
Proof. If h is singular KA has a larger Lie algebra than A4 so KA # M. If 
h is regular then K,, and M have the same Lie algebra. If k E KA and h = 6 + i7 
(5,~ E a*) then kf = [, k? = 7. For each 01 E 22 either a(A,) or or(A,) is # 0. 
Thus the centralizers 3a, and 3a, of 5 and q, respectively, in p, have intersection 
a. But k leaves each of these centralizers invariant so k E M’, the normalizer of a 
in K. Then the Weyl group element s = Ad(k) 1 a fixes the set RA, + RA, 
pointwise. But 1 OI(A& + 1 a( > 0 for all 01 E Z so this set contains a regular 
element. Hence s = e and k E M. 
THEOREM 6.2. A point h E af is simple if and only if it is regular. 
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Proof. We write the integral (1) in the form 
= eiB(kAA.X) ‘jh 
KA s 
F(kZM) dl, . 
K,$IM 
If h is singular, Proposition 6.1 shows KA # M and we shall find an F f 0 such 
that the last integral is 0 for all k. Select a continuous function g + 0 on K,/M 
such that sKAIM g(ZM) dZM = 0. If 4 is an arbitrary function on K/M put 
F(kM) = s, &kZ-l) g”(Z) dZ 
where 4, g” are the “lifts” of 4 and g to K and K,, , respectively, and dl is the 
normalized Haar measure on KA . Then 
I F(kuM) duM = KnllU 
which vanishes because Z-l can, by the invariance, be removed in the last integral. 
But clearly q% can be determined such that the right hand side of (2) is f 0. 
This proves that X is not simple. 
The converse of Theorem 6.2 does not seem to come so easily. By differen- 
tiation we see that f in (1) is = 0 if and only if 
s 
p(ik . A) F(kM) dkM = 0 for p E S(p). (3) 
KIM 
If h is regular the algebra of functions kM -+ p(ik . A) separates points on K/M 
(Proposition 6.1) but the lack of self-adjointness makes the Stone-Weierstrass 
theorem inapplicable. Instead, we use the method of [8(g), sect. 6]. 
So we suppose h regular and that f in (1) is 3 0. Using (3) for p = q(q) 
(1 < i < d(S), 1 <i < Z(6)) we obtain from Lemma 4.7, 
But 
s 
Kjk-l+‘d(iA) F(kM) dk = 0. 
a(s) 
k-l . &) = cj(S(k-l) wi) = c <oi , S(k) w,) E,(w~) 
9-l 
so 
da) 
zl JF, (wi , S(k) w,)i”‘“+A) F(kM) dk = 0. 
If p > Z(S) the integral is 0 as we see by replacing k by km and integrating over M. 
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Hence we have for 1 < i < d(S), 1 < j < l(8), 
If F were + 0 this integral would be # 0 for some 8, i and p. But the regularity 
of h guarantees by Lemma 4.5 that det J*(h) # 0 so (4) gives a contradiction. 
Thus F = 0 so we have proved that X is simple. 
Remark. Theorem 6.2 shows strong contrast to the curved case [8(g), 
p. 2081 where each Weyl group orbit contains a simple point. 
We can now determine the K-finite joint eigenfunctions of D(G,/K) for 
“regular” eigenvalues. 
THEOREM 6.3. Assume h E a,* regular. Then the K-jinite elements in J’,,(p) are 
the functions 
f(X) = JKi, eiB(k*AA?F(kM) dk, , 
where F is a K-$nite continuous function on KIM. 
Since we know by Theorem 6.2 that X is simple the proof is almost identical to 
that of Corollary 7.4 in [8(g)] so we omit it, 
For h E at let IA denote the set of K,-invariants in S(p) and H,, C S(p*) the 
corresponding set of K,-harmonic polynomials. 
LEMMA 6.4. Let h E a: and let h be a K,-harmonic polynomial on p. Then the 
function 
f(X) = h(X) eiBtAASX), XE p, 
belongs to the eigenspace gA(p). 
Proof. We shall prove a bit more, namely that f is an eigenfunction of each 
a(p) (p ~1~). Consider the automorphism p -+p* of S(p) given by pi = 
p(~ + ih), (V E a$), and let eiA denote the function X + etB(An*X) on p. Then 
a(p) f = a(p) eiAh = eIA e@ a( p)(eiAh) 
= eih 8(pA)h = e”(p”(O)h) + ei* a(p” - pX(O))h. 
But if p E IA then pA E IA so a( pA - pA(0))h = 0. Hence a(p)f = p(il4)f as 
claimed. This argument is similar to one by Harish-Chandra, cf. Warner [20, 
p. 316-J. 
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COROLLARY 6.5. Let h E s(p) b e an M-harmonic px’ynomial. Theta if h E at 
I h(k * X) eSB(A@‘X) dk = h(0) $A(X) (5) K 
In fact, since MC Kh , h is &-harmonic so (5) follows from Lemma 6.4 and 
Proposition 3.1. 
We can now decide the irreducibility question for the eigenspace representa- 
tions of D(G,/K). We recall that each joint eigenspace of these operators has the 
form gA(p) for some A E a$. 
THEOREM 6.6. Let X E a$ and let Th denote the natural representation of G, 
on the joint esjpspace &‘,&). Then Th is irreducible if and only if h is regular. 
Proof. Suppose h is regular. Let 0 # V C &,&) be a closed invariant sub- 
space. Then V contains the zonal spherical function +A . Since h is simple we can 
define the Hilbert space 
=% = IfWl = J-, e’e(a*q*x)F(kM) dk, 1 FEL~(K/M)/, 
giving f  the La-norm of F on KIM. Since -A is simple the functions 
ey: KM+ e -iB(k.AA.Y) 
as Y runs through p span a dense subspace of L%(K/M). Hence the Poisson 
transforms of the functions ey span a dense subspace of HA . But these Poisson 
transforms are just the translates X+ +A(X - Y) of & , which belong to V. 
The imbedding #A-8’A(p) being continuous (by Schwartz inequality) we 
deduce xA C V. Therefore, by Theorem 6.3, V contains all the K-finite elements 
in gA(p) so, by Fourier expansion along K, V = gA(p). This proves the irre- 
ducibility of T, . 
Conversely, suppose h is singular. Let V be the closed invariant subspace of 
gA(p) generated by the eigenfunction eiB(Ah*X). Let T E &“(p) (the space of 
distributions of compact support) belong to the annihilator of V, i.e., 
s 
@WX+Y) (IT(X) = 0 kcK, YES. 
P 
This amounts to 
?(kA-,) = 0 for k E K, (6) 
where ?’ denotes the Fourier transform p(Z) = T(e-iB(z*‘)) for 2 E pc . We would 
607/36/3-8 
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like to determine T such that in addition to (6) we have for some h K, harmonic 
and homogeneous, 
i 
h(X) eiB(‘- dT(X) f 0. (7) 
P 
In view of Lemma 6.4 this would prove V # E,(p), that is non-irreducibility of 
T, . Using the homogeneity of h (7) can be written 
(a(h)ri’>(A-,) # 0. (8) 
Our problem is thus to satisfy (6) and (8). 
Let Z,, denote the set of OL E z‘ such that cu(A,) = 0 and let Z’ denote the 
complement Z’ = Z - ZA . Consider the root space decompositions ([8(c), 
sect. 2]), 
f =llt + 1 f,, p =a+ C puy 
USC LIE2 
where f, and pM are the joint eigenspaces (in f  and p, respectively) of the operators 
(ad H)2 (H E a) with eigenvalues Pi. We put 
0) = 1 RA,, f@) = c f, , P(4 = c PIA 9 L&?&j UEZ,j UE2,) 
f’ = c f, ) PI= c Pu* UEZ’ UCZ 
Then KA has Lie algebra 
S(K,) = nt + f(h) 
and by the bracket relations 
([8(c), sect. 21) the identity component (KJO of K,, leaves a(A) + p(X) invariant. 
Since m + f(h) does not commute elementwise with p(h) we can pick a nonzero 
vector X E p(X) orthogonal to the fixed point set of (KJO in a(A) + p(h). Then the 
corresponding function X*: Y + B(X, Y) on p is a (KJO-harmonic function, 
and a fortiori, a K,-harmonic function. Condition (8) is clearly satisfied by 
taking h = 7 = X*. 
On the other hand, since [I, A,] C p’ it is clear that the orbit K A-, lies in 
the translated space ---A, + (P’)~ . But the function T = X* vanishes on this 
space so (6) and (8) are simulteneously satisfied with the linear function p = X*. 
This concludes the proof. 
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In contrast to the situation for the curved case, the conclusion of Theorem 6.3 
fails to hold if the regularity assumption is dropped. We conclude this paper with 
a variation of Theorem 6.3 which deals with the singular h E at as well. 
THEOREM 6.7. Let h E af and let f E B,(p) be K-finite. Then f is a $nite sum 
f(X) = 1 q&X) I,,, e*B(kAASX%‘~(kM) dk,,, 
j 
where q, is a K-harmonic polynomial on p and Fi is a K-Jinite function on KIM. 
Pmf. Fix a representation 6 E KM and let w, ,..., wdtB) be an orthonormal 
basis of V, such that o, ,..., or span V8M. Let &A 8(p) denote the set of elements 
gA(p) of type 6. Select a TV E a: such that h + a+ is regular for all sufficiently small 
z E C - (0). For such x the functions 
f&(X) = SK,, eiR(KAh+zu*X)<ptj , 6(k) wi) dk, , 
(1 < i < Z(S), 1 < j < d(6)) form a basis of &‘A+S.rr,B(p) aswe know from Theorem 
6.3. Using4 Proposition 2.21 in Oshima-Sekiguchi [21] we can find functions 
cii, &x) holomorphic near z = 0 and integers tz,, such that the functions 
gQX) = 2-+ 
(1 B y  < d(s), 1 < s < V)) are, for each z in a suitable disk 1 z 1 < c, linearly 
independent. But our proof of Corollary 7.4 in [S(g)] shows that dim 8&r) < 
dim V, dim VSM for each v E a:, regular or singular. Thus we conclude that the 
functions g”,, form a basis of 8A,6(p). Writing 
we see that gz, is a linear combination of functions 
s 
epR(k*“A*x)Q(B(Au , k-lX))(vj , 6(k) WJ dk, , 
KIM 
where Q is a polynomial. Expanding Q in a sum of products of K-invariants 
and K-harmonics the desired representation off follows. 
The proof has the following consequence. 
COROLLARY 6.8. For S E & and A E a$ let 8&p) denote the space of K-finite 
elements of type 6 in the joint ez&mpace gA(p). Then 
dim &Jp) = dim V, dim VaM. 
4 I am indebted to T. Oshima for informing me of this result. 
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