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CHAPTER I INTRODUCTION 
There is a large class of functions that employ some of 
the desirable properties of convex functions. The purpose of 
considering these functions is to increase the size of the 
set of functions for which some optimality conditions in 
nonlinear programming hold, in particular, in convex pro­
gramming not all the properties of convex and concave 
functions are needed. Thus, some of the results in convex 
programming can be extended to quasiconvex or pseudoconvex 
functions. For example, a numerical convex function 0 
defined on a convex set P c e" has as a necessary condi­
tion, but not sufficient, that the set 
0^ = {x|x€P, 6(x) g a] is always convex. While a necessary 
and sufficient condition for a function 6 to be quasiconvex 
is that the set n is convex. A property of differentiable 
pseudoconvex functions, which is also a property of differ­
entiable convex functions, is: if v'0(x)(x - x) g 0 for 
all x€P, then 9{H) S 8{x) for all xeP. This property 
immediately gives the result that if v9(x) = 0, then 
9(x) s 9{x). This, of course, implies that x is a global 
minimum over P. 
2 
Quasiconvex functions were first mentioned by H. Nikaido 
(1954) in the paper, "On von Neumann's Miniraax Theorem". 
H. Tuy (1964) was the first to use pseudoconvex functions, 
denoting them as semiconvex functions. 
Chapter II defines this larger class of convex and con­
cave numerical functions known as quasiconvex (quasiconcave) 
and pseudoconvex (pseudoconcave). Along with these and other 
definitions are examples as well as counterexamples illus­
trating the defined functions. These examples underscore the 
similarities and differences among these functions. 
There is some difficulty in identifying a quasiconvex or 
pseudoconvex function. Chapter ill gives some sufficient 
conditions for these functions. These conditions are useful 
in helping to identify such functions. 
Using these generalized functions, we have narrowed our 
research to the investigation of the Kuhn-Tucker and Fritz 
John stationary point problems as necessary and sufficient 
conditions for optimalxty. When we use the term "stationary 
point problem" we rule out saddle point problems and duality 
in nonlinear programming. Throughout this thesis v?e will 
refer to the Kuhn-Tucker problem or Fritz John problem, 
which means that they are stationary point problems. 
3 
This research extends these necessary and sufficient 
conditions to problems where the constraints are in arbitrary 
cone domains. This extension required some new theorems, 
revision of old ones, and also some counterexamples. There 
is also a need for a collection of theorems and definitions 
dealing with cones. The collection of these concepts and 
facts, in Chapter IV, include some new theorems, but are 
mainly a summary of the theorems needed to arrive at the 
results of Chapter V and chapter VI. Many of these were 
taken from various journal articles. 
The theorems in Chapter V prove the Fritz John problem 
and the Kuhn-Tucker problem are necessary optimality condi­
tions over arbitrary cones. This required the converting of 
many theorems to cones. These converted theorems appeal to 
the classical separating plane theorem. The Fritz John 
problem is first shown to be a necessary optimality condi­
tion and, from this fact, along with some constraint quali­
fications, the Kuhn-Tucker problem follows as a necessary 
condition. 
The procedure is somewhat reversed, in Chapter VI, 
where we prove these problems are sufficient conditions. 
The Kuhn-Tucker problem is first shown to be a sufficient 
4 
condition. Next we prove a theorem showing, under certain 
restrictions, that the Fritz John problem is sufficient. We 
also show, under these same restrictions, that the Fritz 
John problem also implies the existence of a solution to the 
Kuhn-Tucker problem. There is one slight difference in the 
restrictions, and that is, if the feasible region contains 
only one point, then one can have a Fritz John problem solu­
tion and no Kuhn-Tucker problem solution. Therefore in 
the degenerate case one could have a Fritz John solution 
that implies optimality and no Kuhn-Tucker solution. 
Throughout the thesis there are figures and diagrams 
that underscore the results of the theorems, chapter VII 
gives a summary of this research and it contains diagrams 
showing the implications that have been proven. 
We have found that when extending these theorems to 
arbitrary cones, that many of the concepts and methods of 
proof have been simplified. This is quite often the case 
in mathematics, that is, the more one can generalize, the 
sharper the relations become. We feel we have made a 
significant step in the direction of extension of the 
stationary point problems to arbitrary cones. 
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CHAPTER II GENERALIZED CONVEX FUNCTIONS 
That portion of mathematical programming dealing with 
stationary point optimality conditions relies, to a great 
extent, on the class of functions involved. The definitions 
and theorems that follow give some of the salient properties 
of the various types of functions and the relations between 
them. Many of these are found in 0. L. Mangasarian (1969). 
Definitions 
This section presents the definitions of quasiconvex, 
quasiconcave, pseudoconvex, and pseudoconcave functions. 
These functions are initially defined for a point xeP c E"^, 
where E"^ is the Euclidean space of dimension n. If the 
definition holds for each point in P, then we say the 
function is quasiconvex, etc., on P. Examples, illustrating 
these definitions will be given at the end of the section. 
The set F c E^ is the set on which the functions are 
defined. Also, 70(x) will denote the n-dimensional gradient 
vector of 9 at x, that is v0(x) = «2 > • • • » 0^^)' where 
0^ is the partial derivative of 0 with respect to x^, 
evaluated at x = (x^,...,x^). Furthermore, for a vector 
6 
function g, vg(x) will denote the mxn jacobian matrix 
of first order partial derivatives; i.e. 
(i = 1,2,...,m; j = 1,2,...,n) evaluated at x. We shall 
also denote transpose with a prime. 
Definition 2.1. Let 0 be defined on an open set P c 
and let xeP. 6 is said to be differentiable at x if for 
all xeE^, X + XEP we have 
e (x + x) = 6 (x) + t(x)x + a(x, x) ||x|| 
where t(x) is an n-dimensional bounded vector, and a is 
a numerical function of x such that lim a(x, x) = 0. 
x-O 
Some results of this definition are; 
i) If 0 is differentiable at x, then 
0(x + x) = 0(x) + v'0(x)x + a(x, x) ||x||, X + xeP; 
also 70 (x) exists and 0 is continuous at x. 
ii) If 70(x) exists and v0 is continuous at x, 
then G is differentiable at x. 
Definition 2.2. A numerical function 0 defined on P is 
said to be quasiconvex (QCX) at xeP, if for each xeP, 
7 
e(x) g e(x) then G[(l - x)x + ^x] g 0(x) 
where 0 g X g 1 and (1 - x)x + XxeP. 
The definition of a quasiconcave (QCC) numerical func­
tion is obtained from that of a quasiconvex function by 
reversing all main inequalities. Therefore, a function 0 
is quasiconcave at xeP, if for each xeP where 6(x) & 0(x) 
implies 0(p) a 0(x) for all points p such that 
p = (1 - x)x + XXEP for all xe[0, 1]. 
The definitions for strictly quasiconvex (SQCX) and 
strictly quasiconcave (SQCC) are the same as those for quasi-
convex and quasiconcave, except for the equality sign which 
is removed. 
Definition 2.3. Let P be an open set in E^, with 0 
differentiable at x, and xeP. A numerical function 0 is 
called pseudoconvex (PCX) at xeP if v'0 (x) (x - x) a 0 
implies 6 (x) s 0(x). 
A psèudoeôneave (?GC) function is defined similarly by 
reversing the main inequalities. 
We can classify 0 as being strictly pseudoconvex and 
strictly pseudoconcave by dropping the equality sign, after 
the implication, in Definition 2.3. 
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The main difference between quasiconvex and pseudo-
convex functions is that the pseudoconvex function excludes 
functions that havo inflection points with horizontal 
tangents. Also, since pseudoconvex functions are differen-
tiable, they are continuous. 
Tlie examples given below list the defining function, 
and at the right, gives the type of functions, in abbrevi­
ated form, that the example illustrates or doesn't illus­
trate. When we say the example does not illustrate a 
particular function, we mean there is at least one point for 
which the definition is violated. 
Example 2.1 
3 
e(x) = X QCXj not PCX 
QCCî not PCC 
SQCCj not SPCC 
Example 2.2 
e(x) = 
X X a 0 OCX; not PCX 
0 0 < X < 1 QCC; not SPCX 
x-1 X & 1 not SQCX; not PCC 
not SQCC; not SPCC 
Example 2.3 
1 X = 0 SQCX; not PCX 
e(x) = QCCj not SPCX 
0 X ^ 0 not QCXj not PCC 
not SQCC} not SPCC 
9 
Example 2.4 
e(x) = e"^ QCX; QCC 
SQCX; SQCC 
PCX; PCC 
SPCX; SPCC 
Example 2.5 
\ ^ -ax 0(x) = Ce QCCJ not QCX 
SQCC; not SQCX 
PCC; not PCX 
SPCC; not SPCX 
Example 2.6 
iJx 0 g X g 1 QCX; not PCX 
X > 1 
0 \ JL / "~ \ AAW W *, 
QCC; not SPCX 
SQCC; not SPCC 
Example 2.7 
3 
e(x) = X + x QCX; PCX 
SQCX; SPCX 
QCC; PCC 
SOCC; SPCC 
10 
In summary^ we note that monotone functions with inflec­
tion points are a subset of the class of quasiconvex func­
tions. This class of quasiconvex functions includes the 
class of pseudoconvex functions which are differentiablej 
it also includes the class of convex functions, 
The two main definitions are those for a quasiconvex 
function and a pseudoconvex function. All the other defini­
tions can be obtained from these two by making an appropriate 
change in the inequality. 
Theorems 
The theorems in this section pertain to quasiconvex 
(quasiconcave) and pseudoconvex (pseudoconcave) functions. 
The proofs are essentially those by Mangasarian (1969, 
Chapter 9). 
The first theorem gives the relation between quasicon­
vex (quasiconcave) functions and the convex set ' 
The proof for quasiconcave functions follows in a similar 
manner to that for quasiconvex functions. Therefore, only 
the proof for the quasiconvex case is given. 
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theorem 2.1. Let e be a numerical function defined on a 
convex set P c let 
A = {xjxeP, e(x) # a} aeE^ 
and 
= {xjxeP, 0(x) 2 a} , 
then (i) 0 is quasiconvex on P iff A is convex for 
each aeE^. 
(ii) 0 is quasiconcave on P iff n is convex for 
each aeE^. 
Proof: Part (i) 
Let 0 be quasiconvex on P, aeE , and x\ x'ga 
a 
(if A = 6  then A is convex). Without loss of 
a a 
2  1  1 2  generality let 0(x ) g 0(x ). since x , x €A^ we 
2 1 
have 0(X ) g 0(x ) g a and because 0 is quasiconvex 
and P is convex, we have for 0 g x g 1, 
12 1 
G[(l-X)x + XX ] a 6(x ) g a. Therefore, A is 
1 2 
convex (i,e, (1 - x)x + x^ FA^). 
12 2 1 
Conversely let x , x ep and 0(x ) g 8(x ), 
1 12 0 g X S 1, and let a = 0(x ). if x , x eA^, then by 
12 
12 1 
the convexity of A , 6((1 - X)x + xx ) g a = 0(x ) 
ThereforeJ 6 is quasiconvex on P. 
The proof of part (ii) follows by a similar argument. 
The next theorem gives a necessary and sufficient 
condition for a differentiable function 0 to be quasi-
convex (quasiconcave). Again, the quasiconcave proof is 
similar and will be omitted. 
Theorem 2.2. Let p be an open set in and 0 be a 
1 2 
numerical function defined on P. Then for x , x eP 
0 differentiable 
and 
X. ] quasiconvex at x 
then [ 0 (x^) s0(x^) then v0 (x^) (x^-x^) g 0] 
[0 quasiconvex on P] if 
P convex, 0 differentiable on P 
x^eP 
0 (x2) g 0 (xl) 
then v'e(x^)(x^-x^) s 0 
0 differentiable 
and 
quasiconcave at x^ 
2 1 1  ^ 1, 
then [0{x ) 5 0(x ) then 7'0 (x") (x^-x") a Oj 
[0 quasiconcave on P] if 
P convex, 6 differentiable on P and 
0(x^) s0(x^) then v'0 (x^) (x^-x^) a 0 
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Proof: (quasiconvex case) 
1 2 
If X = X , the proof is trivial. Assume 
X 
1 2 
^ X . Since P is open there exists an open ball 
Ô B (x^) around x^ contained in P. For 0 < u < 1 
and u < ^ we have 
llx^ - x^l 
O/ 1 O/ 2 1 1 2 / 1\ _ 
X = X + u(x - X ) = (1 - u)x + ux eB (x ). If 
6 
2 L ^ 1 
e(x ) £ e(x ) then 9(x) ^ 9 (x ) since 6 is quasi-
convex. Therefore 6[(1 - x)x^ + Xx] g 6(x^) (2.1) 
because 0 is quasiconvex and B is convex. 
6 
Now using the fact that if 8 is diffsrsntiabls at a 
point X, we have 0 (x + x) = 0(x) + 7'e(x)x + a(x, x) l|x|j. 
Letting x^ = x, x = x(x - x^) and x + x = (1 - x)x^ + \x 
and substituting into (2.1) we have 
XV'0(x^) (X - x^) + a[x^, X(x - x^)]xl|x - x^ll g 0. 
Hence: 
7'0(X~) (X - X") + a[x", x(x - x")] l!x - x^jl g 0, (0 < x < 1) 
V'e(x^) (x - x^) s Û (letting X - 0) 
v'e(x^) (x^ - x^) g 0 (letting x - x^ = ^ (x^ - x^) and ^ > 0) 
14 
1 2  2  1  
conversely let x , x eP, and 6(x ) ^ 0(x ), 
let (x^, x^) = [x|x = (1 - x)x^ + xx^, 0 < \ < 1} and 
let n =  {x| e(x^) < e(x), xe(x^, x^)}. 
NOW if we can show = 0 then it follows that 0 is 
quasiconvex. Assume there exists xen. Since 
2 1 0(x ) Ë 6(x ) < 0(3!), xeQ, by hypothesis we have 
V'0 (x) (x - x) ë 0, xen 
and 
2 _ 
7'0(x) (x - x) ë 0, XEO. 
1 2  1  _  2  1  
Since x = (1 - x)x + xx then x - x = -X(x - x ) 
2 __ 2 1 
and X - X = (1 - X) (X - x ) we have 
-\9'0(x) (x^ - x^) gO 
and 
(1 - X)V'0(x) (x^ - x^) gO 
2 1 
then 7'0 (x) (X - x ) = 0, xeo and 0 < x < 1 
Since 0(x ) < 0(x) and e is continuous on P 
(6 differentiable). the set n is open relative to 
(x^, x^), ( 2 . 2 )  
it contains x, and there exists an 
15 
3 _ 1 3 
X = (1 - ^ )x + px , 0 < ^ g 1, such that x is a point 
3 1 
such that 9(x ) = G(x ). (2.2) is true by the equivalent 
condition for continuous 0: that is the sets 
[xjxeP, e(x) > a} and [xjxEP, 0(x) < a} are open relative 
12 1 
to P for each real a, let P = (x , x  ) , a = 0(x ). 
By the Mean-value Theorem [If Qis differentiable on an 
1 2 
open convex set p, with x ,x e p, then 
0(x^) - 0(x^) = v'0(x^ + \(x^ - x^))(x^ - x^), 0 g X g 1] we 
have for some xen 
0 < 0 (x) - 0 (x^) = 0 (x) - 0 (x^ ) = v'0 (x) (X - x^ ) = nv'0 (x) (x - x^) . 
— _ 1 _ 2 — 
However, since x = (1 - \)x + xx , for some xe(0, 1), then 
A L ^ A 2 1 ^ 
0 <• uv'e(x) (x - X ) = uXv'0(x) (x - X ) , some X > 0, U > 0. 
Since xeQ, the last relation above contradicts the 
_ 2 1 _ 
equality 0 = v'0 (x) (x - x ) for all xefi, which was 
established earlier. Hence, the result follows. 
Consider next the example where 0(x) = 1 for x = 0 
and 0 when x ^  0. This example shows we can have a 
strictly auasiconvex function that is not necessarily quasi-
convex. This problem can be avoided if 0 is also lower 
semicontinuous. The following theorem shows that a function 
16 
8 that is strictly quasiconvex and lower semicontinuous is 
quasiconvex. The converse is false as shown by letting 
8(x) = X, X s 0 and e(x) = 0, x > 0. 
Before proving [Theorem 2.3, the definition of lower 
semicontinuous will be given. 
Definition 2.4. 0 is lower semicontinuous at x^ if and 
only if 
i) given e > 0, there exists & > 0, for all x e P, 
such that, if t|x - x*^]] < 6 then -e < 0(x) - 0 (x^) 
or equivalently 
ii) for all x - , lim inf 0(x ) s g (lim x ) = 8(x°) 
^ m-KX) ^ 
Theorem 2.3. Let 0 be a lower (upper) semicontinuous 
n 
numerical function defined on the convex set P c E". If 0 
is strictly quasiconvex (strictly quasiconcave) on P, then 
0 is quasiconvex (quasiconcave) on P. 
Proof; (quasiconvex case) 
Let 0 be strictly quasiconvex on P, with x^ 
2 
and X eP, By the definition of 0 being strictly 
quasiconvex we have if 
0(x^) < e(x^) then 0[(1 - x)x^ + xx^] < 0(x^), 0 < x < 1. 
17 
2 1 2 1 
If G(x ) < e(x ) we are done. Assume e(x ) = 0(x ) 
A 1 2 
and we shall show that there does not exist a xe (x , x ) 
such that 6(x^) < 6(A). ['This states that G(x^) & 8(2) 
which implies 0 is quasiconvex.] 
1 2 
Assume there does exist xe(x , x ) such that 
1  1 1 2  
e(x ) < 8(&). Then ^en = {x|8(x ) < G(x), xe(x , x )}. 
Since 6 is lower semicontinuous on P, n is open 
12 L 
relative to (x , x ). Hence, there exists xe(x , 2)00. 
By the definition of 0 being strictly quasiconvex and 
xen, xeo we have if 
9(x^) < 0(x) then 8 (x) < 8(x) [xe(x^\ x)] (2.3a) 
0(x^) < e(x) then 6(x) < 8(x) [xe(x, x^)] (2.3b) 
(2.3a) and (2.3b) yield a contradiction. Hence, no such x 
exists and 0 is quasiconvex on P. 
As underscored by Mangasarian (1969), there doesn't 
seem to be any simple characterization of a differentiable 
sr.rictiy quasiconvex function in terms of the gradient of 
the function such as given in Theorem 2.2 for quasiconvex 
functions. Theorem 2.4 gives a condition for which a local 
minimum is a global minimum for strictly quasiconvex func­
tions . 
18 
Theorem 2.4. Let 0 be a numerical function defined on the 
convex set P in and let îTeP be a local minimum 
(maximum). if 0 is strictly quasiconvex (strictly quasi-
concave) at X, then 6 (x) is a global minimum (maximum) of 
0 on P. 
proof: (strictly quasiconvex case) 
Let X be a local minimum, then there exists 
B fx) such that xeB.(x)nP implies 0(x) g 0(x). 
6 . Ô 
Assume there exists xeP, x/B (x) such that 
0 
0(x) < 0(x). This implies by the definition of 0 
being strictly quasiconvex and P convex that 
0[(1 - X)x + XX] < 9(x) for any Xe(0, 1). (2.4) 
But for X < ^ we have 
11^ - ^11 
(1 - X)x + XxeB (x)nP 
0 
and since we have a minumum at xeB (x) it follows that 
6 
0(x) g 0[(1 - x)x + XX] which contradicts (2.4). 
The following theorem and its corollary give necessary 
and sufficient conditions for a pseudoconvex function to 
19 
have a global minimum. One notes that the necessary condi­
tion follows for any differentiable function while the same 
condition is sufficient when 6 is pseudoconvex. 
The corollary sharpens the inequality condition in the 
theorem to an equality. 
Theorem 2.5. Let 6 be a numerical function defined on 
some open set in 3 P, xeP. 
(i) Let P be convex, 0 be differentiable at x. If 
e(x) = min e(x) then 7' e(x) (x - x) s 0, for all xeP. 
xeP 
[e(x) = max Q(x) then v'G(x) (x - x) g 0, for all xeP.] 
xeP 
(ii) Let Q be pseudoconvex (pseudoconcave) at x. 
Then 
e(x) = min 0(x) if v' e(x) (x - x) s 0, for all xeP 
xeP 
[e(x) = max ô(x) if v'0(x) (x - x) g 0, for all xeP] 
XEP 
pjTCCirZ irSjTC \ 1 / 
Let xePj and since P is convex, 
(1 - X)x + XxeP, 0 s X £ 1. 
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Since 0 is differentiable at x and 6(x) = min 0(x) 
xeP 
we have 
0 £ e[ (1-x)x+XX] - e(x) = xv'0 (x) (X - x) + a[x, x(x - x)] x|jx - xjl 
where a -• 0 as x - 0. 
Hence, as x 0 we have that v'0 (x) (x - x) s 0. ïhe 
second implication follows by a similar argument. 
Part (ii) 
For xeP and by the definition of a pseudoconvex 
function we have if 
v'0(x) (x - x) g 0 for all xeP then 0(x) s 0(x) for all xeP 
so that 0(x) = min 0(x). 
The second implication follows directly from the 
definition of a pseudoconcave function. 
Corollary 2.5.1. Let 0 be a numerical function defined 
on an open convex set P c E^. Let xeP, and let 0 be 
differentiable at x. if 
21 
(i) 0(x) = min 6(x) then V0(x) = 0 
xeP 
[e(x) = max G(x) then vG(x) = 0]. 
xeP 
(ii) Let 0 be pseudoconvex (pseudoconcave) at x. 
Then 
0(x) = min 0(x) if 70(x) = 0 
XEP 
[0 (x) = max 0(x) if v0(%!) = 0] . 
X€P 
Proof: Part (i) 
By Theorem 2.5 (i) we have 7'0(x)(x - x) s 0, ail 
xeP. since p is open, x = x - ôV0(x)eP, for some 
6 > 0. We therefore have 
v'0 (3r) (x - 6V0(x) - X) a 0 
or 
6[v0(x)]^ s 0 
Hence, 
70(3?) = 0 
The proof of Part (ii) is the same as (i) except 
appealing to Theorem 2.5(ii). 
22 
A pseudoconvex function is a strictly quasiconvex func­
tion, and hence quasiconvex when defined on an open set 
containing the convex set P. This is proved in the next 
theorem. 
Theorem 2.6. Let 
(i) P be convex in 
(ii) 6 be a numerical function defined on some open 
set containing P. 
If 6 is pseudoconvex (pseudoconcave) on P, then 0 
is strictly quasiconvex (strictly quasiconcave) on P and 
hence quasiconvex (quasiconcave) on P. The converse is 
3 
false; i.e. @(x) = x . 
Proof: 
Assume 0 is pseudoconvex and that 0 is not 
strictly quasiconvex. This implies that there exists 
1 2 X ,x € p such that 
2 1 A 1 A 1 2 0 (x ) < 0 (x ) and 0 (x) s 0 (x ) for some xe(x , x ). 
— 1 2 
Hence there exists xe(x , x ) such that 
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6 (x) = max e (x) 
r 1 2, 
X e [x , X ] 
By Theorem 2,5 we have that 
v'e(x) (x^ - x) g 0 (2.5) 
and 
V'6 (x) (x^ - x) £ 0 (2 .6) 
Since x = (1 - 'x)x^ + Tx^ for some T € (0,1) we have in 
view of (2.5) that 0 a VG (x) (x^ - x) = Tv'6(x) (x^ - x^) and 
by (2.6) 0 2 VeÇx) (x^ - x) = -(1 - T)v'e(x) (x^ - x^). There­
fore, 
— 1 2. 
v'0(x; (x - X ) = u 
and 
v'9(x) (x^ -  x) = 0 
But since 6 is pseudoconvex. 
2  —  —  2  —  9(x ) 1 0(x) (because v'0(x) (x - x) = 0) 
and hence 
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e(x^) > e(x) (because e(x^) > e(x^) > G(x)) 
which contradicts 6(x) = max 0(x) 
r 1 2, 
X € [X , X ] 
Hence, 0 is strictly quasiconvex on P and by Theorem 2.3 
we have that 0 is quasiconvex. 
The next theorem states that a differentiable convex 
function defined on an open set is pseudoconvex. 
Theorem 2.7. Let 
(i) 0 be a numerical function defined on some open 
set P c 
(ii) xeP 
and let 
(iii) 0 be differentiable at x. 
If 0 is convex (concave at x, then 0 is pseudoconvex 
(pseudoconcave) at x, but not conversely (e.g. 
3 
0(x) = % -I- (x) ) . 
proof: 
Assume 0 is convex at x, then by Theorem 6.4.1 
[Mangasarian 1969] 
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6 (x) - e(x) s v'0(x) (x - x) for all xeP, hence 
xeP and if v'6 (x) (x - x) s 0 then e(x) a 9(3?); 
i.e. 6 is pseudoconvex on P. 
Theorem 2.8. Let 
(i) P be convex, P c 
(ii) 9 be a numerical function defined on some open 
s e t  P  c E ^  
If 9 is pseudoconvex (pseudoconcave) on P then each 
local minimum (max) of 0 is also a global minimum (max) of 
0 of P. 
T^XOOf * 
9 pseudoconvex implies, by Theorem 2.6 that 0 
is strictly quasiconvex (strictly quasiconcave) on P, 
which implies by Theorem 2.4 that a local minimum is 
a global minimum. 
The properties and relationships between differentiable 
convex, strictly convex, pseudoconvex, strictly quasiconvex, 
and quasiconvex functions can be summarized in a diagram. 
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The following diagram lists first the relation used to define 
the particular type of function. The remaining properties 
or relations listed are additional properties of these func­
tions. These additional properties are due to 6 being 
differentiable. 
It is important to note that the pseudoconvex function 
is the only one that requires differentiability in its 
definition. The implications that are indicated would not 
be true unless we require 0 to be differentiable for all 
classes of functions in the following diagram. 
Another important point to notice is the relations that 
hold for a quasiconvex differentiable function that do not 
hold for a strictly quasiconvex differentiable function. 
If all the inequalities were reversed in the following 
diagram, then the word concave could be substituted for the 
word convex. 
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Strictly convex 
e[(i - x)x^ + xx^] < (1 - x)e(x^) + xe(x^) 
v'e(x^)(x^ - x^) < e(x^) - 6(x^) 
IF 
convex 
e[(i - x)x^ + xx^] g (1 - x)e(x^) + xe(x^) 
v'e(x^)(x^ - x^) s 0(x^) - e(x^) 
ZZTZ 
Pseudoconvex 
or 
e(x~) s e(x~) <= v'e(x^)(x^ - x^) & o 
S\X^) < G(X^) —> 7'e(x^)(x^ - x^) < 0 
strictly Quasiconvex 
0 ( x ^ )  <  e ( x ^ )  = >  9 [ ( 1  =  X ) x ^  +  X x ^ ]  <  0 ( x ^ )  
1 
Quasiconvex 
6(x^) g 0(x^) => e[(i - X)x^ + Xx^] ë e(x^) 
e(x^) g e(x^) => 7'e(x^)(x^ - x^) g o 
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Definitions and Theorems with Cones 
We have given several definitions and theorems using 
inequalities. We now extend them to arbitrary cones. The 
letter C will denote a cone and "Int" will denote interior. 
Definition 2.5. Let 0 be a numerical function defined on 
an open set P cE^ and let Q~ denote the negative orthant 
in E^. 0 is pseudoconvex (PCX) at x with respect to 
Q~ on P if 0 is differentiable at x and 
X e P 
7'0(x)(x - x) X Int 
then 0(x) - 0(x) jL Int 0^(e Qj^) 
or equivalently 
X e P 
0(x) - 0(x) € int Q 
then v'e(x)(x - x) e int Q 
Definition 2.6. Let g be an m-dimensional vector func­
tion defined on an open set P cE^ and let C denote a 
cone in g is pseudoconvex (PCX) at x with respect 
to c on P if g is differentiable at x and if 
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X e P 
then g(x) - g(x) / Int c 
vg(x) (x - x) / Int CJ 
or equivalently if 
X € P 
g(x) - g(x) e int c 
then vg(x) (x - x) e Int c 
Definition 2.7. An m-dimensional vector function f 
,n defined on a set p cz E is said to be convex at xeP with 
respect to a cone C c E if 
x e P 
0 s X ë 1 
(1 - x)x+ XxeP 
then f [ (1 - x)x + Xx] - [ (1 - x)f (x) + Xf (x)] eC 
Definition 2.8. An m-dimensional vector function g 
.n defined on a set p c E is said to be quasiconvex at x 
with respect to a cone C on P, if 
g(x) - g(x)eC 
0 $ X ^ 1 
(1 - x)x + XXEP 
then g{(l - X)x + xx) - g(x)eC 
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g is said to be quasiconvex on P (w.r.t. C) if it is 
quasiconvex (w.r.t. C) at each xeP. 
Definition 2.9. Let g be a vector function defined on an 
open set p in and let L be a convex cone in E™. 
g is strictly pseudoconvex at x (with respect to L on 
p) if g is differentiable at 3? and if 
X  €  p  
vg(x) (x - x) ^  int L 
then g(x) - g(x) / L 
or equivalently if 
X e P 
g(x) - g(x) e L 
then vg(x) (x - x) e Int L 
The remaining theorems of this section involve cones 
The proofs that are similar to previous theorems are 
omitted. The only change required in the proof of these 
thsOiSms is the replacement of the negative orthant by a 
cone. 
Theorem 2.9. Let P be an open set in E" and let g(x) 
be an m-dimensional vector function defined on P. Let c 
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be a cone. 
If 
1 2 „ X , X eP 
g is differentiable and 
QCX w.r.t. C at x^ 
then 2 1 ' if g(x ) - g(x )eC thenj 
12 1 : 
vg(x )(x - X )eC 
proof: 
See iheorem 2.2. 
1 2 
Theorem 2.10. If C is a convex cone and if x and x 
1 2 
are in C then the sum x + x is in C. 
Proof: 
1 1 0  
Since c is convex x + —(x - x") = #eC. By 
the definition of a cone 2x€C and 
^  1 l  2  1 2  2x = X + X , therefore x + x eC 
Theorem 2.11. The following two statements are equivalent: 
(i) a vector function h is quasiconvex with respect 
to the zero cone {0} at xeP and h(x)e{0} 
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(ii) h(x) =0, xeP, and h, componentwise, is both 
quasiconvex and quasiconcave at 3?eP, where h is a vector 
function. 
Remark; It should be noted that either statement (i) or (ii) 
of Theorem 2.11 imply that vh(x)(x - x) = 0, xeP. 
Proof: 
(i) iff (ii): Certainly h(x) e {0} iff 
h(x) =0 for all xer. 
Let x^ and X€P, and let x = (1 - X)x^ + x(x)eP, 
now by the definition of h quasiconvex with respect 
to the zero cone and Theorem 2.9 we have 
- IciCx) F fO] imolies vh( x )  f x  -  x )  e fO}. This 
satisfies the definition of both quasiconvex and quasi-
c o n c a v e .  Therefore ( i )  i f f  ( i i ) .  
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CHAPTER III SUFFICIENT CONDITIONS ON 0 
Nonlinear Fractionals 
The first six lemmas in this section give sufficient 
conditions for 0 to be pseudoconvex. There are various 
facts that are used repeatedly in these lemmas. In order to 
reduce repetition, these "facts" or assumptions are listed 
and, then referred to in the proofs. 
Al: cp and ^ are numerical functions defined on a set 
P c E^ and i), / 0 on P. 
A2: Let P be an open set, xeP, and assume cp and i|f 
are differentiable at x. 
A3: From Theorem 6.1.1 in Mangasarian (1969) we have 
"If 0 is differentiable and convex at x, then 
0(x) - 0(x) m v'0 (x) (x - x) for each xeP". The 
inequalities are reversed when 0 is concave. 
A4; 0 = cp/\li and we have 
va(X/ = l\}( (X; vcp(X) - cp(X/vti( (X/ 
A5: Since we wish to show that G is pseudoconvex v.'e 
will assume y'Q(x)(x - x) s 0 and show e(x) & 6(x) 
which is the definition of 0 being pseudoconvex. 
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A6: With 6 = CC/T^ once the following inequality is 
established we have the result that 6(x) r 6(x) 
or cp(x)/f(x) 2 cp(x)/il; (x) . "ïhis main inequality is 
0 g (x)v'cp(x) [X - x] - cp(x) (x) [X - x] 
^ \l;(x)[cp(x) - cp(x ) ]  - g(x)[$(x) - $ (x)] 
The left hand inequality is v"e(x) (x - x) which is assumed 
greater than or equal to zero by a5. The result @(x) s e(x) 
is obtained from this inequality by just multiplying out the 
right side factors and collecting terms; also we will use 
the fact that the right hand side is greater than or equal 
to 0. 
Lemma 3.1. if 0 = cp/\li, where cp is convex at x, $ > 0 
on P and $ is linear on then 6 is pseudoconvex 
at X. 
Proof: 
By A5 we will assume v*0(x) (x - x) g 0 and since 
2 0 = m/,1, and the denominator # is positive we have 
0 g ij; (x) v'cp(x) (x - x) - cp(x) v'lji (x) (x - x) [from A6] (3.1) 
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Now using the convexity of CP and A3 we have 
7'cp(x) (x - x) g cp(x) - cp(x) (3.2) 
and since iif is linear 
(x) (x - x) = ij/(x) - \lr (x) (3.3) 
In view of these last two relations we can obtain the 
desired inequality as stated in A6. Now from (3.1) 
0 g \lf (x) v'cp(x) (x - x) - cp(x) Vf (x) (x - x) 
Ê ili(x)[cp(x) - cp(x)] - cp(x)(\|;(x) - iji(x)) [from (3.2) and 
(3.3)] 
= t|f (x)cp(x) - il;(x)cp(x) - cp(x)ii;(x) + cp(x)ij;(5c) 
= $ (x)cp(x) - cp(x) $ (x) for xeP 
Hence, 
• W = fm • > 0 on P 
Therefore 6 = is pseudoconvex at x by défini-
UXUii • 
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Lemma 3.2. If 0 = cp/\li where cp is concave at x, ^ < 0 
on P and ^ is linear on P, then 0 is pseudoconvex at 
X .  
Proof: 
Since cp is concave at x, from A3 we have 
7'cp(x) (x - x) s cp(x) - cp(x) (3.4) 
and since i|i is linear 
(x) (x - x) = \li(x) - ill (x) (3.5) 
Now from (3.4) with #(x) <0 it follows that 
(x)7'cp(x) (x - x) ^ i(x)[g(x) - cp(x)] (3.6) 
Assume 7*0(x) (x - x) s 0 (A5), then we have 
0 ^ $ (x) v'cp(x) (x - x) - cp(x)y'it; (x) (x - x) (3.7) 
s iir(x)[çp(x) - ç(x)] - cp(x)[!li(x) - ilr(x)] 
The above inequality is true by substituting (3.5) and 
(3.6) in (3,7); Therefore by A6 we have 
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co(x) ^ CD(X) 
$(x)  $ (x)  
and 9 = cc/ii; is pseudoconvex at x. 
Lemma 3.3. if e = cp/\ii where cp g 0 on P and convex at 
X, T > 0 on P and convex at x then 0 is pseudoconvex 
at X. 
Proof: 
Assume v'e(x) (x - x) s 0 (A5) and we can obtain 
the desired inequality (A6) as follows. 
0 s f (x) v'cp(x) (x - x) - cp(x) v"# (x) (x - x) (3.8) 
Ê ili(x)[cp(x) - cp(x)] - cp(x)[t(x) - ^(x)] (3.9) 
This inequality above is true because of the following 
inequalities. Since cp is convex we have (A3) 
7'cp(x) (x - x) g cp(x) - cp(x) 
or 
$ (x) V'cp(x) (X - x) G •^(X)[CD(X) - cp(x)] (Multiply by *>0) (3.10) 
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Since $ is convex we have (A3) 
V'ljf (x) (X - x) s ^(x) - $ (x) 
or 
cp(x) y'li; (x) (x - x) s cp(x)[\lf(x) - $ (x)] (Multiply by çgO) (3.11) 
Now substitute (3.10) and (3.11) in (3.8) and we have 
inequality (3.9). 
Thus (A6) we have 
o ( x )  >  w ( x )  
$  ( X )  -  * 0 % )  
Therefore 0 = cp/$ is pseudoconvex at x. 
Lemma 3.4. if e = cp/iji where cp g 0 on P and concave 
at X, il; < 0 on P and convex at 3?, then 0 is pseudo-
convex at X. 
Proof: 
Since cp is concave we have (A3) 
Vcp(x) (x - x) m cp(x) - cp(x) 
or 
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$ (x) v'co (x) (x - x) £ \lt(x)[cp(x) - cp(x)] (Multiply by $<0) (3.12) 
Since ^ is convex (A3) 
9'$ (x) (x - x) ^ ^ (x) - ^ (x) 
or 
cp (x) V';), (x) (x - x) a cp(x)[\lr(x) - iif (x)] (Multiply by cp(x) ^  (3.13) 
Now by assuming 7'6(x) (x - x) a 0 we have 
0 ë tj; (x) V'cp (x) (x - x) - cp(x)7ilf(x) (x - x) (3.14) 
g 'l/(x)[cp{x) - cp( x ) ]  - cp(x)[t(x) - (x)] 
The above is obtained by substituting the inequalities 
(3.12) and (3.13) into (3.14), As stated in A5 this 
inequality implies 0 is pseudoconvex at 3?. 
Lemma 3.5. if 9 = co/ij; where cp 5 0 on P and convex 
at X, f > 0 on P and concave at x, then 0 is pseudo-
convex at %. 
Proof: 
Since cp is convex and > 0 and using A3 we 
have 
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ill (x)V'cp(x) (X - x) ^ \lf (x) [cp(x) - cp(x)l (3.15) 
and since is concave at x, cp 5 0 and from A3 we 
have 
cp(x)[\j;(x) - $ (x)] s cp(x) vijf (x) (x - x) (3.16) 
Assume 
0 g ,|f (x) Vcp(x) (x - x) - Cp(x) vilf (x) (X - x) (3 .17) 
Next substitute (3.15) and (3.16) in (3.17) and we have 
that 
0 g Hx)[cp(x) - cp(x)] - cp(x)[,it(x) - (x)] 
v.'hich iir.plies 9 is pseudoconvex at x in view of A6 . 
Lemma 3.6. If 0 = cp/iji where cp § 0 on P and concave at 
X, iif < 0 on P and concave at x, then 0 is pseudoconvex 
at X. 
proof: 
Since cp is concave at x and $ < 0 we have 
(A3) 
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il;(x)[cp(x) - cp(x)] ^ \ji (x) V'cp(x) (x - x) (3.18) 
also since \j; is concave at x and cp ^ 0 we have 
(A3) 
ç(x)[^(x) - $(x)] g cp(x)y'ilf (x) (x - x) (3.19) 
Again these two inequalities imply after assuming 
y'e (x) (x - x) s 0 that 
0 s \|i (x) 7'e (x) (x - x) - cp (x) v'ij (x) (x - x) [by assumption] 
or from (3.18) and (3.19) 
0 g ill (3?) [cp(x) - cp(x)] - cp(x)[\j;(x) - ;|f (x)] 
Therefore by A6 0 is pseudoconvex at x. 
The next six lemmas give sufficient conditions for 
6 = cp/\li to be quasiconvex on P. These six lemmas can be 
summarized in the following statement. 
"If P is convex and if 
cp is convex on p, $ > 0 on P 
or 
cp is concave on P, $ < 0 on P 
and 
42 
if is linear on 
or 
\i| is convex on P, cp ^ 0 on P 
or 
is concave on P, cp ê 0 on P 
then 0 = cp/\l; is quasiconvex on P." 
lO^ere are two additional facts that will be used several 
times in the following lemmas. These facts are listed 
below. 
A7: Theorem 2.1 is used to show that 0 is quasicon­
vex on P. A summary of Theorem 2.1 is; "0 is 
quasiconvex on a convex set p if and only if 
the set = [xjxeP, 0(x) s a, aeE^ is convex". 
We will show A is convex for 0 = cp/\|i. 
A8; Theorem 4.1.6 of Mangasarian (1969) is also used. 
The statement of the theorem is: "If 
f = ff f ) is an m-dimensional vector func-
• i' ' m 
tion defined on P c and f is convex on P, 
then each nonnegative linear combination of its 
components f^, 0 = pf(x), p s 0, is convex on 
P." In our work m = 1, p s 0 and peE^. 
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Lemma 3.7. If P is convex, cp is convex on P, ij; > 0 
on P, and \j; is linear on then 0 = cp/\|f is quasicon-
vex on P. 
Proof: 
Since 8 = and iji > 0 
= {xjxeP, cpix) - a\}f(x) g 0, all aeE^} 
In order to show A is convex, let 
a ^ 
1 2 
X , X EAa 
Therefore, 
1 1  2  2  
cp(x )-a$(x ) gO and q)(x )-a$(x ) gO (definition of a^) (3.20) 
and since P is convex 
X = \x^ + (1 - X)x^€P 0 g X g 1 
we must now show xeA . 
a 
Therefore let us show that (3.21) is less than or 
equal to zero. 
cp(xx^ + (1 - X)x?) - a$(Xx^ + (1 - X)ix^) (3.21) 
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Since cp is convex on P 
cp(Xx + (1 - x)x ) g Xcp(x ) + (1 - X)cp(^ ) (3.22) 
and since ij; is linear and is linear 
aiji (Xx^ + (1 - X)x^) = Xaiji (x^) + (1 - x)a^(x^) (3.23) 
Now using (3.22) and (3.23) and comparing it to (3.21) 
we have 
g(Xx^ + (1 - X)x^) - a^(Xx^ + (1 - X)x^) (3.24) 
^ Xcp(x^)  + (1 - X)cp(x^)  - Xa^(x^)  - (1 -x )oV(x^)  
= X[cp(x^)  -  a\ l i(x^)] + (1 - X)[cp(x^)  -  a*(x^) ]  
^ 0 (by using (3 .20) ) 
Therefore we have xeA^ and hence is convex and, 
by A7, 0 is quasiconvex on P. 
Lemma 3.8. If P is convex, % is convex on P, g g 0 on 
P, f > 0 on P and $ is convex on P, then 6 = is 
quasiconvex on P. 
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Proof: 
Since 9 = and ili > 0 
= {x|xeP, cp(x) - aiji (x) g 0, all aeE^} 
2 _  2  1 2 
Let X ,x €A^ and x = xx + (1 - x)x eP, 
0 g X g 1 we must show that 
cp(x) - af (x) s 0 (This will establish that is convex) (3 .25) 
Let us consider the following cases. 
case 1. a s 0, ç g 0 and i]; > 0 
then (3,25) is immediately true, because all terms 
on the left side are negative or zero. 
Case 2. a < 0, ç g 0, \[f >0, and ^ convex. 
Because a < 0 we have a$ is concave and 
< 0. Since a>jj is concave we have 
_ 1 2 
a$(x) g a$(x ) + (1 - X)a$(x ) and with qp convex 
cp(^) (x) 5/(.M (x ) + (1 ~ X)sp(x ) — XQu'il; (x ) — (1 — (x ) 
= X[cp(x^) - ailf(x^)] + (1 - X)[cp(x^) - a\!i(x^)] 
1 2 
g 0 because x and x eA^-
Therefore A^ is convex and 9 is quasiconvex on P. 
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Lemma 3.9. If P is convex, jp is convex on P, g s 0 < 
P, ijf is concave on P, ^ / 0 on P, then 9 = cp/$ is 
quasiconvex on P. 
Proof; 
AS in Lemma 3.8 we must show 
A = [x|xeP, cp(x) - a\|r (x) g 0 for all aeE^] 
a 
is convex. Let 
x^,x^eA^ and X = Xx^+ (1 - X)x^EP, 0 g X s 1 
Consider 
Case 1 • a s: 0 
cpCx) - a;l;(x) 
=  ç p ( \ x ^  +  ( 1  -  x ) x ^ )  -  a $ ( x x ^  +  ( 1  -  x ) x ^ )  [ d e f i n i t i o n  o f  
= Xcp(x^) + (1 -X)gi(x ) - aX$(x ) - (I - x)oi.\|t (x ) 
= X[cp(x^) - ai|/(x^)] + (1 - X)[cp(x^) - a$(x^)] 
1 2 
< 0 because x and x gA 
- a 
Therefore, xeA^, hence A^ convex and A is 
quasiconvex in view of A7 
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Case 2. a < 0. 
Since cp = 0 on P, - aiji > 0 on p, there is no x 
such that 
cp(x) - aij; (x) g 0 
Therefore k = é and hence A is convex. There-
a ^ a  
fore 6 is quasiconvex. 
Lemma 3.10. if is concave on a convex set P, ij; < 0 
on P and 
(i) il is linear on or 
(ii) $ is convex on P, cp = 0 on P or 
(iii) iji is concave on P, y S 0 on P then 6 = cp/t 
is quasiconvex on P. 
proof: Part (i) 
Since i]; < 0 on P 
A = {x|xePi cn(x) - al'(x) ^ 0^ all aeE'"} 
In order to show A„ is convex let 
1 2  1  2  
X , X €A and 3? = xx + (1 - X)x eP, (0 g x ë D (P convex) 
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Therefore, 
1 1  2  2  
cp(x ) - a^(x ) 1 0 and cp (x ) - ai|; (x ) & 0 
Now 
cp(x) - (x) 
m Xcp(x^) + (1 - X)cp(x^) - [axt(x^) + (1 - X)ai|;(x^) 
= X[cp(x^) + aij;(x^)] + (1 - X) [cp(x^) - aijf(x^)] 
1 2 
s 0 because x a n d  x  e h  
a 
Therefore is convex 
Hence A is quasiconvex on P. 
Part (ii) 
1 2  _ _  
Let X , x , and x be the same as in part 
(i), and consider 
case 1. a s 0 
Since ii; is convex on P, so is , and aiji ^ 0 
now cp (x) - a^if (x) 
& Xm(x^) + (1 - X)cp(x^) - [Xa$(x^) + (1 - X)ai(x^)] 
= X[cp(x^) - a$(x^)] + (1 - X)[çp(x^)  - a\ji(x")] 
1 2 
s 0 because x , x eA 
a  
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Therefore is convex 
Hence 0 is quasiconvex on P. 
case 2. a < 0 
Since ^ <0, we have > 0 and is concave 
because ij; is convex. 
Now also with cp = 0 on P we have cp - a\li < 0 
all xeP. This says that 
Therefore, A^ is convex and hence 0 = cp/\i; is 
quasiconvex. 
Part (iii) 
With iji < 0 on P the proof follows from part 
(i). To show A is convex consider 
a 
case 1. a ^ 0 
Now in this part cp^O on P, $ < 0 on P and 
hence s 0. 
We then have that 
(ç{x) - a* (x) ^ 0 
Therefore a^ is convex and 0 = cp/ijf is 
quasiconvex on P. 
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Case 2. a < 0 
Since is concave, a\j; is convex, and ailr > 0 
on P we have that 
çp(x) - (x) 
5 Xcp(x^) + (1 - X)cp(x^) - [Xo^(x^) + (1 - X)a\l;(x^)] 
= X[cp(x^) - o$(x^)] + (1 - X)[cp(x^) - ai|/(x^)] 
1 2 
a 0 because x and x 
Therefore xeA and A is convex 
a a 
Hence 0 = jp/\jj is quasiconvex on P. 
Lemma 3.11. if the words convex and concave are interchanged 
in all the Lemmas 3.1 to 3.6, except the sentence "Let P 
be convex ..." is unchanged, then those results are also 
true. 
Proof: 
Since these altered lemmas are giving sufficient 
conditions for 0 = to be pseudoconcave at x, 
the definition of pseudoconcave must be shown. To do 
this we assume 
V8(x)(x - x) g 0, xeP 
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and will show that 
e(x) a e(x) all xeP. 
The main inequality, (similar to A6) when shown true, 
will imply that the desired result is, if 
0 5 $ (x)v'cp(x) (x - x) - cp( x ) ( x )  ( x  -  x )  ( 3 . 2 6 )  
Ê f(x) [ cp(x) - cp(x)] - cp(x)[\j;(x) - \|f(x)3 (3.27) 
then ë (by assuming (3.27) less than 
or equal to zero.) 
In order to show (3.27) is less than or equal to (3.26), 
and, hence less than or equal to zero we must show the 
following two inequalities are true. 
H^)tcp(x) - cp(x)] ^ f (x)v'cp(x) (x - x) (3.28) 
and 
cp(x) (x) (x - x) s cp(x) [ij; (x) - $ (x)] (3.29) 
(3.28) and (3.29) are the same, except with reverse 
inequalities, as those used in Lemmas 3.1 to 3.6 to 
establish the results in those lemmas. 
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Now one notes that by interchanging the words 
convex and concave we have the same inequalities except 
opposite directions. Hence inequalities (3.28) and 
(3.29) follow in exactly the same way, except opposite 
sense, as those used in the Lemmas 3.1 to 3.6. 
Lemma 3.12. If the words convex and concave are interchanged 
in Lemma 3.7 to 3.10, except for the sentence "Let P . be 
convex ..." is unchanged, then these results are also true. 
Proof: 
The altered lemmas give sufficient conditions for 
6 = cp/f to be quasiconcave. Theorem 2.1 gives that if 
the set 
n  =  [x|xeP, e(x) a a, aeE^} 
is convex, then 0 is quasiconcave. 
Now by interchanging the words convex and concave 
we have the same inequalities except with reverse 
inequalities. Hence, we arrive at the conclusion that 
is convex, because is defined by the same 
inequality, except opposite sense, as that used to 
define A . 
a 
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Linear Fractionals 
Lemma 3.13. if the function 0 is a linear fractional 
function defined by 
e(x) = (ax + a)/(bx + p) 
where aeE^, beE^, peE^, then G is both pseudoconvex 
and pseudoconcave (and hence both quasiconvex and quasicon-
cave) on each set P c E^ on which bx + p ^ 0. 
proof; 
Let P^ U Pg = P "Where 
Pj^ = [xjbx + p > 0} 
Pg = {xjbx + p < 0] 
Since the linear functions ax + a and bx + p are 
both convex and concave on P, we can use the previous 
lemmas to arrive at the desired conclusion by consider­
ing the following cases. 
case 1. Let çp = ax + a and = bx + p 
If xeP^, let cp be convex at xeP^ and ij; > 0 
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and linear, then, by Lemma 3.1, (1 = is 
pseudoconvex at xcP^. Lemma 3,11, as related to 
Lemma 3.1, gives the result that 0 is pseudocon­
cave on 
case 2. Let ^ = ax + a and ij; = bx + p 
If xePg, then f < 0 on P^ and iji is linear. 
Therefore let be concave on P^ and using 
Lemma 3.2 we have 0 = cp/;j; is pseudoconvex at 
xePg. Using Lemma 3.11 we have that 0 is also 
pseudoconcave on P^. 
Therefore from case 1 and case 2 we have 8 is 
both pseudoconvex and pseudoconcave on each set P c E^. 
The following lemma proves an inequality that is 
needed in the proof of Lemma 3.15. 
Lemma 3.14. Let 0 g x g 1 and a > 0, b > 0. a?hen: 
1 + 1 \ 
a b l/[Xa + (1 - \)b] 
Proof: 
Consider the following inequality 
ab + (a - b)^(x - X^) 
s 1 (3.30) 
ab 
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Next rewriting the numerator on the left hand side and 
factoring as follows. 
a b +  x ( a - b )  -  \  ( a - b )  
ab + a\(a - b) - bx(a - b) - X (a - b) 
- [a - X (a - h)] [b + X (s - b)] 
Hence, (3 .30) becomes 
[a - x(a - b)][b + X(a - b)] ^ , 
ab 
or 
bX + (1 - X)a 
ab ax + (1 - X)b 
Therefore, 
1 + If-A ^ 
b - xa + (1 - X)b 
Lemma 3.15. Let the numerical function a ^  ^  on P and 
CT = l/ijr, Let p be convex on E^. If g is concave 
(convex) and a > 0 (a < 0), then $ > 0 (iji < 0) and ^ 
is convex (concave), 
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proof: 
(We shall prove the case where a is concave; 
hence, — is convex. l<he other case is similar and 
a 
will not be proven.) 
1 2 
Let X , X sP and we have 
*(Xxl + Il - X)xj) = + (1 - 1)=') 
1 Xa(x^) + (1 - X)ct(X^) 
—k— + 
$(% ) #(x ) 
+  ( 1 -  x ) M x 4  
CTr>r«ô il» \ n D avirl i nrrovh T nrt A a'KrsTza WA 
\|;(xx^ + (1 - x)x^ ^ x$(x^) + (1 - X)$(x^); i.e. 
•ij is convex on P. 
Products 
Lemma 3.16. Let gp and a be numerical dif ferentiable 
functions defined on an open convex set P cE^, and let 
0 / 0 on P. If 
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(i) (p is convex, ^ ? 0, n is concave and a > 0, 
on P or 
(ii) çp is concave, ^ s 0, ^ is convex, and o < 0, 
on P then 
9 = çpa is pseudoconvex on P. 
Also: if 
(iii) cp is convex, g g 0, j is convex, and a < 0 on 
P, or 
(iv) cp is concave, ^ s 0, a is concave, and a > 0 
on P, then 
0 = cpo is pseudoconcave on P. 
Proof: 
The plan of proof is to use Lemma 3.15 and let 
a = ~ and 6 = . With this substitution each of 
il; 
the hypothesis (i) to (iv) reduce to a previously proved 
lemnia. For each part (i) to (iv) the previous lemma 
that applies will be listed and its hypothesis veri­
fied. 
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part (i) 
Let 0 = cp/iir and by Lemma 3.15 we have ijf > 0 
and iji is convex (a concave) . Hence with çp convex 
and cp = 0 we have Lemma 3.3. 
part (ii) 
Using Lemma 3.15 we have a = ~ where \li < 0 and 
ilf 
ij; is concave on P. Therefore with jp concave and 
cp a 0 on P we have, by Lemma 3.6 that 0 = cf/ijf = cpa 
is pseudoconvex on P. 
part (iii) 
Lemma 3.15 gives ilr concave (a convex) and 
^ < 0. With cp convex and cp = 0 we have, by Lemma 
3,11 and Lemma 3.4, that 0 = cj/ili = cpa is pseudocon­
cave on P. 
part (iv) 
Lemma 3,15 gives \|; convex (a concave) and 
> 0 on p. With ep concave, cp 5 0 we have, by 
Lemma 3,11 and Lemma 3.5, that 0 is pseudoconcave 
on P, 
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The next lemma gives sufficient conditions for 0 to 
be quasiconvex (quasiconcave). It is similar to Lemma 3.16 
except that it drops the assumption that P is open and 
that the functions are differentiable on P. 
Lemma 3.17. Let jp and a be numerical functions defined 
on a convex set P c and let a ^  ^  on P. If 
(i) cp is convex, ^ ^  0, # is concave and a > 0 on 
P, or 
(ii) qp is concave, g g 0, & is convex, and a < 0 on 
P, then 
6 = qja is quasiconvex on P. 
Also: if 
(iii) (p is convex, g g 0, o is convex, and a < 0 on 
P, or 
(iv) cp is concave, ^ & 0, o is concave, and a > 0 
on P, then 
6 = çpCT is quasiconcave on P. 
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Proof: 
Let a = 1/$ and 9 = cp/\j(. Now use Lemma 3.15 
and parts (i) through (iv) reduce to previously proved 
lemmas as indicated below. 
(i) reduces to Lemma 3.8 
(ii) reduces to Lemma 3.10(iii) 
(iii) reduces to Lemma 3.10(ii) via Lemma 3.12 
(iv) reduces to Lemma 3.9 by using Lemma 3.12. 
Logarithms 
Lemma 3.18. Let 0 be a positive numerical (differentiable) 
function defined on the open convex set P in E^. If 
& G (natural logarithm) is convex (concave) on P, then 0 
is convex (pseudoconcave) on P. 
Proof: 
1 2 
Given that gn 6 is convex, and x , x eP, 
0 ë X g 1; then 
&8()X^ + (1 - x)x^) £ >^e(x^) + (1 - X)07Z0(X^) 
or 
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&8(xx^ + (1 - x)x^) g ^e(x^)^e(x^)^ ^ 
Therefore 
e(Xx^ + (1 - X)x^ s 8(x^)%^(x2)l " ^  
or 
e(\x^ + (1 - X)X^) g X6(x^) + (1 - X)e(x^) (3.31) 
The above inequality is true, because the arithmetic 
mean is greater than or equal to the geometric mean. 
Therefore by (3.31) 0 is convex on P. 
Next we will show that 0 is pseudoconcave on P, 
when & 8 is concave on P. 
Sines mo is concave v.'s have 
&8(x^) - ^ e(x^) g v'e(x^)(x^ - x^)/0(x^) [A3] (3.32) 
Now to show 0 is pseudoconcave on P we will assume 
v'G (x^) (x^ - x^) g 0 . 
Then from (3.32) we have that 
2 1 0%8(x ) - (k8(x )  s  0  
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or 
^e(x^)/e(x^) g 0 
Hence, 
8(x^)/8(x^) g 1 
or 
e(x^) g e(x^) 
Therefore, by definition, 8 is pseudoconcave at any 
x^eP and hence pseudoconcave on P. 
Quadratic Functions 
We first mention a relation associated with convex 
quadratic functions. Although most of this section deals 
with pseudoconvex and quasiconvex quadratic functions. 
We recall that a matrix D is said to be positive 
definite (semidefinite) if x'Dx >0 (a 0) for all x / 0. 
Also the functions x'Dx and C'x + x'Dx are convex 
functions of x whenever D is positive semidefinite or 
definite [Sposito, V. A. 1975 Pg. 177]. 
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fhe following definitions and theorems [Cottle, R. W. 
and Ferland, J, A. 1972] summarize some properties for 
pseudoconvex and quasiconvex quadratic functions. 
Definition 3.1. A quadratic form x'Dx is called positive 
subdefinite when x'Dx < 0 implies Dx ^  0 (/ 0) or 
D < 0 ( f  0 ) .  
Definition 3.2. A quadratic form x'Dx is called strictly 
positive subdefinite when x'Dx < 0 implies Dx > 0 or 
Dx < 0. 
Theorem 3.1. The quadratic function x'Dx is quasiconvex 
on the nonnegative orthant, if and only if it is posi-
T 
tive subdefinite. 
Theorem 3.2. The quadratic function x'Dx is pseudoconvex 
on the semipositive orthant, -{0], if and only if it is 
strictly positive subdefinite. 
Theorem 3.3. The quadratic function ^x'Dx + C'x is 
quasiconvex on the nonnegative orthant if and only if, for 
all veE^, 
V'DV < 0 implies | ^ 0 (f 0) or ^ 0 (/ 0). 
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Theorem 3,4. if the matrix 
D C 
C ' 0 
has no row of zeros and •jx'Dx + C'x is quasiconvex, but 
not convex, on the nonnegative orthant, it is pseudoconvex 
on the semipositive orthant. 
Theorem 3.5. if the quadratic function f (x) = — x'Dx + C'x 
is not convex on then f(x) is quasiconvex on if 
and only if the quadratic form 
gU,y)=^ (y! ' (?• (y) 
n+1 
IS quasiconvex on E^ 
Theorem 3.6. Let f (x) = jx'Dx + C'x be a nonconvex 
quadratic function on such that 
D C ' 
C O / '  
contains no row of zeros. Then f is pseudoconvex on 
E^-0, if and only if 
1 /x\ ' Id C 
IC 0/ (y 
is pseudoconvex on E^^^ - 0. 
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CHAPTER IV CONES 
Our goal, in succeeding chapters, is to prove necessary 
and sufficient optimality conditions when the constraints 
are vector functions restricted to cones. This requires 
various properties of cones. It is in this chapter that we 
collect such definitions and theorems. The first section 
considers arbitrary cones, while the second describes the 
additional properties that hold for polyhedral cones. 
Arbitrary Cones 
Tlie first six definitions and theorems are taken from 
"Linear and nonlinear programming" by V. A. Sposito (1975). 
Definition 4 . 1 .  A  set c in E ^  is a cone if kyec, for 
any yeC and any scalar k i 0. 
Definition 4.2. A cone c in E™ is convex if ax + pyeC, 
(a, p§0, a+p=l) for any two vectors x and y in C. 
Definition 4.3. For any set L in E^ 
L* = {y*6E"'j y*'y & 0 for all VeL] 
is called the polar cone of L. 
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Definition 4.4. For C, a closed convex cone in 
-C = {yeE^^I -yeC} 
Lemma 4.1. -(C*) = (-C)* 
Definition 4.5. The dual cone L° of a set L in E™ is 
defined as 
L° = (aeE"^! a'y g 0 for all yeL}. 
thus L° = -L*. 
Definition 4.6. A cone C is pointed if C n (-C) = {0}. 
Definition 4.7. The interior of a closed convex cone C, 
Int c> is defined to be 
Int C = [xecj 0 ^  yeC* implies y'x > 0} 
and Int C ^  (j if and only if C* is pointed. 
The next theorem, which is a result given by Craven 
(1970), involves the implicit function theorem and a matrix 
of full rank. Vîe recall that a kxn finite dimensional 
matrix with full rank means it has rank k, where k 5 n. 
The following theorem is true when k < n. 
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Theorem 4.1. Let and be Euclidean spaces, S an open 
n Ic ball in E with center 0, h: S -• E a continuously 
Frechet-differentiable map, for which vh(0) has full rank 
(k < n), and h(0) =0. Then to each vector b such that 
9h( 0 ) b  =  0 ,  Hbjl =  1  and each sufficiently small X > 0 ,  
there exists a solution x = xb + |i of h(x) = 0, where 
lllijl = o(|x|); and conversely every solution of h(x) = 0 
for which ||xH is sufficiently small is of this form. 
Craven (1970) notes that if the space is finite 
dimensional, then an application of Brouwer's fixed point 
theorem proves Theorem 4.1 for h differentiable only, not 
necessarily continuously differentiable. 
The next theorem pertains to a separating plane for a 
convex set that does not contain the origin. Since it 
doesn't specify any cone requirements, the proof has been 
omitted. (Mangasarian 1969) . 
Theorem 4.2. Let A be a nonempty convex set in E^, not 
containing the origin. Then there exists a plane 
c'x = 0. where c / 0. separating A and 0, that is 
X€A implies c'x g 0. 
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The proof of the following theorem is given in 
detail. The reason for this, is that we have modified the 
proof given by Mangasarian (1969). These alterations were 
necessary in order that the theorem would apply to arbitrary 
cones. 
Theorem 4.3. Let p be a nonempty convex set in let 
f be an m-dimensional linear vector function on P, and 
let h be a k-dimensional linear vector function on E^. 
If C is a closed convex cone with nonempty interior and 
f (x)elnt C\ 
h(x)e{0} , 
has no solution xeP 
then there exist pe-C* c E"^ and qeE^ such that 
(P,q) 0 
p'f(x) + q'h(x) 5 0 for all xeP. 
Proof: 
Define the sets 
S(x) = ytE , zeE , y- f(x)£lnt-C, z 
and 
69 
S = U S(x) 
xcP 
nt^lc 
By hypothesis, S does not contain the origin, OeE 
1 1  2  2  
Also, S is convexJ for if (y , z ) and (y , z ) 
are in S, then for 0 g x ^ 1 
(1 - X)y^ - (1 - X)f(x^) e Int-C (\ 1) 
Xy^ - Xf(x^) € int-C ( X  ^  0) 
Hence the sum is in int-C, that is 
(1 - x)y^ + xy^ - [(1 - x)f(x^) + xf (x^)] eint-C 
and because f is linear on 
12 12 
(1 - x)v + XV - f[(l - X)x + XX ] 6Int-C 
Also since h is linear on E 
(1 - X)z^ + xz^ = (1 - X)h(x^) + Xh(x^) = h[(1 - X)x^ + xx^l 
Now because S is a nonempty convex set not containing 
the origin, it follows by Theorem 4.2 that there exists 
peE*^, qeE^, (p,q) 0 such that 
(u,v)eS implies p'u+q'vsO (4.1) 
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Clearly for each xri? there exist (u,v)€S(x) such 
that U€int-C and since u is unbounded, then p 
must necessarily lie in -C*. 
Let e > 0, u - f(x) = cv? and v = h(x), xeP, 
where w e int-C. Hence for (u,v)eS we have there 
k 
exists 0 ^  (P,q)e-C* x E such that 
p'u + q'v = p'f(x) + ep'w + q'h(x) s 0 for all xeP 
or 
p'f(x) + q'h(x) s -ep'w,xep, and p'w s 0 (4.3) 
Now if 
inf [p'f(x) + q'h(x)] = -& < 0, 
xep 
we get, by selecting e such that ep'w < 5, that 
inf [p'f(x) + q'h(x)] = -ô < -ep'w which contradicts (4.3) 
xeP 
Hence 
inf [p'f(x) + q'h(x)] s 0. 
xeP 
T/he next two theorems for general cones appeared in a 
paper by Herman and Ben-lsrael (1971a). 
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Theorem 4.4. Let A be an raxn matrix and C be a 
pointed closed convex cone in . Then exactly one of the 
following systems is consistent. 
(i) Ax = 0, 0 / xeC. 
(ii) A'yeint c * ,  y e E ^ ^ .  
Theorem 4.5. Let A be a m x n matrix and c be a closed 
convex cone in with nonempty interior. Then exactly 
one of the following systems is consistent. 
(i) Ax = 0, xeint C. 
(ii) 0 ^  A'yeC*, yes"^ 
We next list the Parkas lemma for cones as given by 
Sposito and David (1972). We also give what they referred 
to as "Condition I". 
Condition I (adapted Slater condition). L* has an non­
empty interior, Int L*, relative to E^ and there exists 
a y in Q* such that A'y - ceint L*. 
Theorem 4,6. (parkas lemma for cones). Let L and Q be 
closed convex cones, respectively in E" and in E"*, and 
let A be an arbitrary mxn matrix. Suppose that 
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Condition I holds with c = 0. Then a vector b in 
will satisfy b'y s 0 for all y in Q* with A'y in L* 
if and only if there exists x in L with b - in Q. 
Theorem 4.7. If ae-C*, belntc, and a'b= 0 then a = 0. 
Proof: 
Assume a / 0, that is, let 0 / ae -C* and let 
-belnt-C, this implies a'(-b) >0 or a'b < 0 Which 
contradicts a'b = 0. Therefore the theorem follows. 
Polyhedral Cones 
The above section described some properties of arbitrary 
cones, these same properciêâ also hold for polyucurâl COnêS. 
Therefore this section lists only those statements that 
relate to polyhedral cones. 
Definition 4.8. A cone C is called a polyhedral cone if 
C is defined by the intersection of a finite number of 
supporting half spaces of the form [xja'x 2 (s) p] or 
equivalently 
A set C c is a polyhedral cone if for some integer 
k > 0 there is a n xk matrix B such that 
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C = BE^ = {Bx] xeE^^} . 
We note that the next Theorem 4.8 "Parkas lemma for 
polyhedral cones" does not require any conditions as was 
the case in Theorem 4.6. 
These next four theorems are results given by Ben-Israel 
(1969b). Theorems 4.9, 4.10, and 4.11 are theorems of the 
alternative for polyhedral cones. All four theorems are 
equivalent but are listed separately so that they may be 
readily applied. 
Theorem 4.8. Let A be a mxn matrix, beE^ and let C 
be a polyhedral cone in E^. Then 
AX = b, xeC 
is consistent if and only if 
A'yeC* implies b'y s 0, yeE^ 
Theorem 4.9, Let A^ be mxn^ matrices, (i = 1.2.3.4) 
A^ f 0, Ag ^ 0, T a polyhedral cone in e'®, polyhedral 
n • * 
cones in E ^ (i = 1,2,3), and pointed. Then 
exactly one of the following two systems is consistent 
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4 
(i) Ti A.x.eT 
i=L ^ ^ 
(ii) ye-T , A^yelnt S*, 0 ^  A^yeS*, A^yeS*, A^y = 0, 
Theorem 4.10. Let T, A^, (i = 1,3,4) be as in Theorem 
4.9. Then exactly one of the following two systems is 
consistent. 
(i) A^x^ + AgXg + A^x^eT, 0 ^  x^eS^, x^eS^. 
(ii) ye-T*, Ajyeint S*, A^yeS*, A^y = 0. 
Theorem 4.11. Let T, à^, (i = 2,3,4) be as in Theorem 
4.9. Then exactly one of the following two systems is 
consistent. 
(i) AgXg + A^x^ + A^x^eT, XgElnt S^, x^eSg. 
(ii) ye-T*, 0 ^  A^yeS*, A^yeS*, A^y = 0. 
0 7^ X^es^. XjSSj 
or 
x^eS^, XgElnt 
' X3ES3 
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CHAPTER V NECESSARY OPTIMALITY CONDITIONS 
There are three sections in this chapter. The first, 
lists definitions, assumptions, and conditions that are 
used in this and the next chapter. The second and third 
sections contain theorems involving the Fritz John and Kuhn-
Tucker problems respectively. We have considered, separate­
ly, the cases where the problems have equality constraints 
and problems where there does not exist equality constraints, 
the constraints in every problem are over cone domains. 
Preliminaries 
Minimization problem 1 (MPl). 
0 (x) = min 6 (x), 
xeX 
XGX = {xjxeP, g(x)ec} 
Local Minimization Problem 1 (LMPl). 
9  ( x )  -  m i n  0  ( x )  
xeX* 
x€X* = X n p,(x) 
0 
where p (x) is some open ball around x with radius 6, 
0 
and X = {x|x€P, g(x)€C}. 
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Minimization Problem 2 (MP2). 
9 (x) = min 6 (x), 
xex 
X€X = {xjxeP, g(x)eC, h(x)e{0}] 
Local Minimization Problem 2 (LMP2). 
9 (x) = min 9 (x) 
X€X* 
xeX* = X n P,( X )  
0 
where p (x) is some open ball around x with radius 6, 
o 
and X = {xjxeP, g(x)eC, h(x)e{0}]. 
Fritz John Problem 1 (FJPl) without equality constraints. 
"I" 
There exists xeX, r^eQ^, and re-C* c E*", such that 
r^7 ' 9 (x) + r ' vg (x) =0 
r''g(x) =0 
0 ^  {r ,r) £ V -C* 
o i 
X€X = fxjxeP. q(x)eC} 
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Fritz John Problem 2 (FJP2) with equality constraints. 
jn 
There exists xeX, r^eQ^, re-C* c E , and seE such 
that 
r^v' e (x) + r'vg(x) + s'vh(x) = 0 
r'g(x) = 0 
xeX = {x|x6P, g(x)eC, h(x)e{Oj 11 ' J 
0 ^  (r ,r,s)eQ^ x -C* x E^ 
O .L 
Kuhn-Tucker Problem 1 (KTPl) without equality constraints 
There exists xeX, and re -c* c E^^ such that 
_ I , TT I /TT\ 
V ' y T i vy - V 
"r'g (x) = 0 
xeX = {xjxeP, g(x)eC} 
Kuhn-Tucker Problem 2 (KTP2) with equality constraints. 
There exist xeX, re-C*c and seE^, such that 
v' e (x) + r'vg(x) + s'vh(x) = 0 
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r'g(x) = 0 
("r ,¥) e -c* X 
xex = [xjxeP, g(x)ec, h(x)6{0}j 
Assumption 1. P is an open set in E^. 9  is a numerical 
function, g is an m-dimensional vector function, and h is 
a k-dimensional vector function, each defined on P. Also 
0, g, and h are differentiable at x. 
Condition A. Any cone that is pointed, closed, convex, and 
has a nonempty interior. 
Condition B. There exists yeE^ such that 7g(x)yelnt - C. 
Condition C. There exists yeE^ such that vg(x)yelnt- C 
and yh(x)y€{0} , and vh(x) has full rank (i.e. rank = k) . 
Condition D. If for yeE^, vg(x)yeC then there exists 
e(t)eE^ for 0 Ê t g 1 such that 
a) e (0) = X 
b) e(t)eX, for 0 s t g 1, where x = {x|xeP, g(x)eC] 
c) e is dif ferentiable at t = 0 and = xy 
for some x > 0. 
Condition E. There exists xeP such that g(x) - g(x)eC 
and X  X .  
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The Fritz John problem 
Our first theorem. Theorem 5.1, proves that the Fritz 
John Problem 1 is a necessary condition for optimality. 
This theorem is proven for the case when the constraints 
are in an arbitrary cone. Craven and Mond (1973a) give a 
similar proof, but used only polyhedral cones. The problem 
that arises when using arbitrary cones, is that one can not 
break up the cone into parts, as is usually done with 
orthant cones such as g (x)eC or where C = C x C . 
I X  X  U  
Theorem 5.1. Let 
(i) P, 8, and g satisfy Assumption 1 and 
(ii) c be an arbitrary cone satisfying Condition A. 
A necessary condition for x to be a solution of the 
Local Minimization Problem 1 
6(x) =mine(x) X= {xjxeP, g(x)eC} 
xeX* 
is that there exists a solution to the Fritz John Problem 1. 
that is, there exists 0 ^  (r'^,f)£Q^ x - C* such that 
(x,r ,r) is a solution to 
o 
r^v'6(x) + r'vg(x) = 0 
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r'g(x) = 0 
xex 
Proof; 
Assume the FJPl has no solution, that is, there is 
no 0 ^  (r^,r)€Q^ x - C* satisfying 
r^v'e(x) + r'vg(x) = 0 
r'g(x) = 0 
In view of Theorem 4.4, for arbitrary cones, and 
letting 
/90fx) 9'qfx) \ /r_\ / qT \  
A= I " " ' 1 . / M 
0 g'(x) I \ r ' \-C* 
we obtain a solution y = x to 
V'e(x) 0 \ /y / oT-
I Ç int 
vy (X) g (X) ' \ / \ / 
or equivalently 
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V'e(x)y^€lnt 
has a solution (5.1) 
vg(x)y^ + g(x)ygelnt C 
Now since g is differentiable at x, and for suffi­
ciently small t > 0, we have, for y^ and y^ in the 
above solution (5.1), 
g(x + ty^) - g(x) = tvg(x)yj^ + a(x, ty^) Hty^jj. 
By rewriting, and adding and subtracting tg(x)y^ we 
obtain 
g(x + ty^) = tvg(j?)y^+tg(x)y2 - tg(x)y^ + g(x) + o(t) 
= (1 - ty^)g (x) + t[vg(x)y^ + g(x)yg] + o(t). 
Since 1 - ty^ >0 we have 
(1 - ty2)g(x)eC 
and by (5.1) we have that 
t[vg(x)y^ + g(x)y^j eint C 
therefore 
g(x + ty^)elntc c C 
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Also since 9 is differentiable at x 
e(x + ty^) - G(X) = tv'e(x)y^ + o(t) 
which implies, since v'8(x)y^elntOj^ by (5.1), that 
e(x + ty^) - 8(x)elnt 
Thus in summary we have 
e(x + ty ) < e(x) 
and (5.2) 
g(x + ty^)€C 
If X  is the only feasible point in p (x) n X, (5.2) 
0 
gives the contradiction that g(x + ty^jeC; otherwise 
(5.2) contradicts the fact that x is optimal. There­
fore, the theorem follows. 
Our next theorem. Theorem 5.2, proves that the Fritz 
John Problem 2, with equality constraints, is a necessary 
condition for optimality. 
In the literature Craven and Mond (1973b) presented a 
complex version of this theorem. It should be noted that 
their method of proof required the use of polyhedral cones. 
Although our proof follows the general approach used by 
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Mangasarian (1969) we have shortened some lemmas, added some 
new ones, and altered others so that arbitrary cones could 
be used. The lemmas, that follow, build up the required 
background for Theorem 5.2, which allows arbitrary cones. 
Lemma 5.1. Let 
(i) P be an open convex set in E" 
(ii) f be an jj-dimensional vector function and h be 
a k-dimensional vector function both differentiable at x 
and defined on P. 
(iii) C be an arbitrary closed convex cone with non­
empty interior. 
(iv) vh(x) have full rank, i.e. rank k g n, and 
(v) X€P, f(x) = 0, h(x) = 0. 
If 
f(x)€lntc\ has no solution 
then 
r7 -P iv \ i v  -  v \cT-n i - r \  has  no  so lu t ion  
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proof: 
Case 1. k = n: In this case the full rank of vh(x) is 
equivalent to the nonsingularity of vh(x). Hence 
vf(x)(x - x) 6 Int C cannot hold, since 
vh(x) (x - x) =0 implies that x - x = 0. 
case 2. 0 < k < n: We shall establish the lemma by proving 
the contrapositive; 
f(x)eint C ' has a solution 
h(x)e[0} J xeP , (5.3) 
7f(x)(x - x)elntc \^ has a solution 
vh(x) (x - x)e[0} / xeP 
Since h(x) =0, vh(x) has full rank, k < n, and 
P is an open convex set, the equation h(x) = 0 has a 
solution X + t(x - x) + o(t)eP valid for sufficiently 
small positive tsE^, this follows frc-ûi Theorem 4,1 = 
Also since f is differentiable at x, it follows 
that 
f (x + t(x - x) + o(t)) = f (x) + tvf (x) (A - x) + o(t) 
85 
Since f(x) = 0 and vf (x) (x - x) eint C by (5.3) we 
have that 
f(x + t(x - x) + o(t))€lntC 
and with 
h(x + t(x - x) + o(t))e{0] 
it follows that x=x+ t(x-x) + o(t)eP, which is 
the required solution. 
Lemma 5.2. Let 
(i) P be an open convex set in E^. 
(ii) f be an 4-dimensional vector function, and h 
be a k-dimensional vector function, both defined on P. 
(iii) xeP, f(x) = 0, h(x) = 0 
(iv) f and h be differentiable at x, and 
(v) C be a closed convex cone with nonempty 
interior. 
If has no solution 
h(x)e[0} / xeP 
then 
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— j& — k 
SpeE , qeE 
pe - C*, (p,q) ^  0 such that 
[p'7f (x) + q"'vh(x)] (x - x) s 0 
for all xeP. 
Proof: 
If vh(x) is not of full rank k, then there 
exists a q / 0 such that q'vh(x) = 0 and the lemma 
is trivially satisfied by p = 0, qj^O and 
q'vh(x)(x - x) = 0 for all xeP. 
If vh(x) has full rank, then by Lemma 5.1 above 
we have 
— \ / » » ?? \ V Xb \ V J. VA; (/k — CJ.111- V, \ 
/ has no solution xeint P = P 
vh(x) (x - x) €{0} / 
Since P is convex, it follows from T/heorem 4.3 that 
_ jO __ k _ 
there exists peE , qeE , pe - C*, (p,q) 0 such that 
[p'7f(x) + q'vh(x)](X - x) s 0 for all xeP, 
Lemma 5.3. Let C be a closed convex cone with nonempty 
interior and let g be an m-dimensional vector function. 
If g(x)eC and g(x) - g(x)eC then g(x)eC. 
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proof: 
Since C is convex and has a nonempty interior 
we can appeal to TTieorem 2.10 to conclude that the sum 
of the following two vectors are in c; i.e. 
g(x) = g(x) + [g(x) - g(x)]eC. 
Therefore g(x)eC. 
Lemma 5.4. (minimum-principle). Let 
(i) P be a convex set and in addition let p, 0, g ,  
and h satisfy Assumption 1, 
(ii) X be a solution of 
6(x) = min 8(x), xeX = {x|xeP, g(x)eC, li(x)e[0}} 
xcX 
and 
(iii) C c be an arbitrary cone satisfying Condi­
tion A. 
Then there exists r ç .  - c * .  seE^ such that 
[r^9' 6(x) + Y' vg(x) + 's'vh(x)] (x r x) ^ 0, for all xeP 
r'g(x) =0 
^ 0 
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proof: 
The system 
e(x) - e(x)€lntQj^\ 
g(x) - g(x)eintc \ has no solution xeP 
h(x) = 0 / 
because by Lemma 5.3 if there did exist xeP such that 
g(x) - g(x) eint C then g(x)eCj i.e. x would not be a 
solution to the minimization problem. But we also have 
that 
X6P, e(x) - e(x) =0, g (x) - g(x) =0, and h(x) =0. 
Hence by Lemma 5,2 with 
f(x) = / e(x) - e(x)\ eInt / QA c 
\ g ( x )  -  g ( x )  j  \  c  /  
we have that there exists peE™^''', p = (r^^r) eQ^ % -C* 
q = seE^- (r^.r.'s) ^ 0 such that 
o 
[r^v ' G (x) + r'vg(x) + "s'vh(x)] (x - x) s 0 for all xeP. 
Thus the lemma is established. 
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Theorem 5.2. (FJP2 necessary optimality condition) Let 
(i) P, 9, g, and h satisfy Assumption 1 
(ii) X be a solution of the Minimization Problem 2 
8 (x) = mine(x), xeX = {xjxeP, g(x)€C, h(x)e{0}} 
xeX 
or a local solution thereof, that is, 
0 (x) = min 6 (x) 
xeX* 
and 
(iii) C an arbitrary cone satisfying Condition A. 
Then there exists a solution to the Fritz John Problem 
2, that is, there exists (r^,r)x -C*, seE^ such that 
the following conditions are satisfied 
r^v'e(x) + r'yg(x) + ¥'vh(x) =0 
r'g(x) = 0 
(r^,r,s) 0 
Proof: 
Since x is a global or local solution and p is 
open, it follows that there exists an open ball p (x) 
P 
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such that p (x) c p (x) c P, and 
P 0 
e(x) =mine(x), xeX**= fxlxep (x), g(x)eC, h(x)efO)] 
xeX** P 
Since p (x) is an open convex set we have by Lemma 
P 
5.4, that there exists r^eQ^^ "re - C* c seE^ such 
that 
[r V'8(x) + r'7g(x) + s'vh(x)] (x -x) a 0, for all xep (x) (5,3) 
° P 
r'g(x) = 0 
{r^,r)eQ^ X -C* 
KTfxw • f r i f  enmô «mal 1 g x 0 
X = X - e[r v'e(x) + r'vg(x) + s'vh(x)] ' e p (x) 
o p 
we have from (5.3) that 
r^v'9(x) + r'vg(x) -i- s'7h(x) = 0 
The Kuhn-Tucker Problem 
At this point, the Fritz John problems have been proven, 
under Assumption 1, to establish necessary optimality 
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conditions. "The difference between the Fritz John problems 
and the Kuhn-Tucker problems is that r^ is required to be 
positive in the Kuhn-Tucker case. To insure that r^ is 
positive one needs to establish some type of constraint 
qualification. 
Our first theorem of this section underscores the fact 
that a solution to the Kuhn-Tucker problem always implies a 
solution to the Fritz John problem. The next theorems 
address the problem as to when a Fritz John solution implies 
a Kuhn-Tucker solution. The cases with equality constraints, 
or no equality constraints are treated separately. 
Conditions B and C are similar to the Arrow-Hurwicz-
Uzawa constraint qualifications and Condition D is similar 
to the classical Kuhn-Tucker constraint qualification. 
Mangasarian (1969) shows that all the constraint qualifica­
tions that he gives imply one or the other of the above. 
Theorem 5.3. A solution to a Kuhn-Tucker problem implies a 
solution to the corresponding Fritz John problem. 
The proof of Theorem 5.3 is immediate with r^ = 1. 
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Theorem 5.4 considers the problem with equality con­
straints. It gives conditions for which a FJP2 solution 
implies a KTP2 solution. 
Theorem 5.4. Let p, 0, g, and h be defined as in the 
Minimization Problem 2 and satisfy Assumption 1. Let L and 
C be arbitrary cones satisfying Condition A. If any one 
of the following hold 
(i) Condition C or 
(ii) g(x) = 0, g is strictly pseudoconvex with respect 
to C at X on P, h is strictly pseudoconvex w.r.t. L 
at X on P and there exists xeX, x ^  x, or 
(iii) g(x)elntc and vh(x) has full rank, or 
(iv) 0 ^  g(x)€Bdry C (the boundary of C), g is 
strictly pseudoconvex with respect to c at x on P, h 
is strictly pseudoconvex w.r.t. L at x on p, and 
Condition E holds . 
If there exists a solution to the pjp2j i.e. there 
exists such that 
r^v'0(x) + r'7g(x) + s'vh(x) =0 
Y'g(x) = 0 
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0 ^  (r^,r,s)€Q^ x -C* X -L* 
xeX = {x|x6P, g(x)€C, h(x)e{0]} 
then r > 0 or equivalently there exists a solution to the 
o 
corresponding Kuhn-Tucker Problem 2. 
proof: 
We will assume that r = 0 in the Fritz John 
o 
Problem 2 solution and exhibit a contradiction. 
Case (i). Assume Condition C holds. Then there exist a 
yeE" such that vg(x)yelnt - C and 7h(x)y = 0. 
NOW re - C*, therefore F'vg(x)y > 0 if r ^  0, 
and ["'vçj(x) -r 5'vh(x)]y >0. i£ r = 0 then, 
s'vh(x) =0, with "s^O, but this contradicts that 
7h(x) has full rank, in each case we contradict 
r'vg(x) + s'vh(x) = 0 where r^ = 0. 
Hence r^ > 0. 
Case (ii). Assume g(x) = 0, g is SPCX, h is SPCX, w.r.t. L 
and also there exists xeX, x ^  x. since g(x) -
0^ g(x) - g(x)€C and by definition of SPCX, 
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vg(3î) (x - x) Pinte, or vg (x) (x - &)clnt-C. 
Also since h is SPCX at x, w.r.t. L, we Tinve 
h(x) - h(x) = 0 so that vh(x) (x - x) e Int L. 
Now with (r,^) 0 we have 
rr'vg(x) + ïï'vhCx)] (X - x) > 0, but this 
contradicts r ' vq{x)+s ' vh(x) =0, hence r^ > 0. 
Case (iii) . Assume g(x)elntc and vh(x) has full rank. 
Since r'g(x) = 0, by Theorem 4.7, r = 0 and 
with "r = 0 we have "s ' vh(x) = 0, ^ 0 but 
o 
this contradicts the fact that vh(x) is of 
full rank. Therefore r^ > 0. 
Case (iv). Assume 0 ^  g(x)€Bdry C, g is SPCX, h is SPCX, 
and there exists x ^  x, xex such that 
g(x) - g(x)eC. Since g(x) - g(x)eC and g 
is SPCX at X we have, by definition, that 
vg(x) (x - x)€intc or vg(x)(x - x)€lnt-C. 
Also since h is SPCX w.r.t. L at x we 
have that h(x) - h(x) = 0 implies 
vh(x) (x - x)eint - L. Therefore, since (r,s');^0, 
[r'vg(x) + "s'vh(x)] (x - x) > 0, but this 
contradicts r'vg(x) + "s'vh(x) =0, hence "r > 0. 
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Condition C also implies that k < n, because if 
k = n then y = 0, but this is not allowed. When the 
equality constraints are defined with respect to some cone 
L, it is common practice to require Fe - L*. ïTiis is a 
slight modification of the classical Fritz John problem. 
A pattern that one finds, in many of these proofs, is 
that the cases, g(x)elntc or g(x)eBdry c are considered 
separately. When g(x)eBdry C we have either g(x) = 0 or 
g(x) / 0. In Theorem 5,4 these cases were listed separately. 
We now can combine the separate cases and state them as in 
Theorem 5.5. This results in combining all the conditions 
that were required for each case in Theorem 5.4. We have 
included both theorems for clarity. We also note that the 
requirement of full rank for vh(x), when g(x)eintC, can be 
replaced by "h is SPCX w.r.t. L at x on P". 
Theorem 5.5. Theorem 5.4 holds if parts (i) through (iv) 
are changed to (i') or (ii') as follows: 
(i') Condition C, or 
(ii') g is strictly pseudoconveK with respect to C 
at X on P, h is SPCX w.r.t. L at x on P, and 
Condition E holds. 
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proof; 
The proof is the same as Theorem 5.4. 
We now present a theorem, which is the same as Theorem 
5.4, except that the problems do not have equality con­
straints. It gives the conditions for which a PJPl solution 
implies a KTPl solution. 
Theorem 5.6. Let P, 6, and g satisfy Assumption 1 and be 
defined as in the Minimization Problem 1. Also let C be 
an arbitrary cone satisfying Condition A. If any one of 
the following hold 
(i) condition B, or 
(ii) g is strictly pseudoconvex with respect to C at 
X on P, and Condition E holds. 
And there exists a solution to the PJPl; i.e. there 
exists (x,r^,r) such that 
V ' 8 (x) -f r ' vg (x) = 0 
r'g (x) = 0 
0 (r^,r)€Q^ X - C* 
xeX = {xjxeP, g(x)€C} 
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then > 0 or equivalently there exists a solution to the 
Kuhn-Tucker Problem 1. 
Proof: 
We will assume "r =0 and exhibit a contradic-
o 
tion for each case. 
Case 1. Assume Condition B holds. That is, there exists 
yeE^ such that vg( x )ye ln t  -  c. Now with 0 ^  re-C* 
we have Y' vg (x) =0, but r'vg(x)y > 0 which is a 
contradiction, therefore r^ > 0. 
Case 2. For this case we must consider three parts, part 1 
requires that g(x)elntC, part 2 considers the 
case when g(x) = 0 and part 3 considers the case 
w h e n  0  ^  g ( x ) e B d r y  c .  
par t  ( i )  
Assume g(x)€lntc. Since f'g(x) =0, by Theorem 
4.7, r = 0, but this contradicts (Y^,r) ^  0. Hence 
^ o > ° -
Par t  ( i i )  
Assume g(x) =0; Since there exists ic€X and 
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X 7^ X we have by definition of SPCX that 
g(x) - g(x)eC implies that 7g(x)(x - x)elntc or 
vg(x) (x - x)€lnt-C. With O^e-C* we have 
r''vg(x)(x - x) > 0 which contradicts r'vg(x) = 0. 
Therefore r^ > 0. 
part (iii) 
Assume 0 / g(x)eBdry C. Since g is SPCX at x 
and there exists xex,x ^  x, such that g(x) - g(x)€C 
we have by definition that vg(x) (x - x)elntc or 
7g(x)(x - x)elnt-C. Now with O^re-c* it follows, by 
Definition 4.7, that r'7g(x)(x - x) >0 which contra­
dicts T'vg(x) =0. Therefore r^ > 0. Hence for all 
cases the theorem follows. 
We can now state a Kuhn-Tucker necessary optimality 
theorem over cone domains. 
Theorem 5.7. If x is a solution to the Minimization Prob­
lem 1 (MP2), where the cones are arbitrary and satisfy 
Condition A, and if (i) or (ii) hold in Theorem 5.6 (Theorem 
5.5), then there exists a solution to the Kuhn-Tacker Prob-
lem 1 (KTP2), with se - L* or seE . 
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proof: 
Follows in view of Theorem 5.6 (Theorem 5.5) along 
with Theorem 5.1 (Theorem 5.2). 
Remark 5.1. if the cones are polyhedral we could replace 
Condition B or C by Condition D and still prove Theorem 5.5 
and 5.6, for the case g(x) =0 (Mangasarian 1969). 
Remark 5.2. The following example gives a minimization 
problem, using a nonpolyhedral cone, where Condition B does 
not hold, and there is no Kuhn-Tucker problem 1 solution. 
It does have a Fritz John Problem 1 solution^ which should 
be the case in view of Theorem 5.1. This example is impor­
tant due to Theorem 5,6. 
Define the cone C as 
C= {wjweE^, (l,l,l)w/[^3{|w||] m cos 30° = ] U {0} 
Let X = {2£l2£€P, g(x)€C} 
3 
P = E 
g ( x )  =  ( x , y , z ^ )  '  
Consider the minimization problem 
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min y + z where x = (x,y,z) 
xeX 
The feasible region X can be expressed as 
3 / 2 2 6 
X = [ (x,y,z) I , X + y + z s 3/2 Vx +y +z } 
We now give a verification of each of our claims con­
cerning the above example. 
(i) The optimal solution (x,y,z) = (0,0,0); we see 
that this is true because if x ^  0 (the first component), 
then (x,0,0) / X. If y or z are negative g(x) / C. 
(ii) Condition B does not hold; i.e. there does not 
3 _ 
exist yeE such that vg(x)yelnt- c  or equivalently there 
does not exist a y such that vg(x)y€lntC. Therefore, 
/ 1 0 0 \  
vg(x) = I 0 10 1 , and vg(x)y 
\0 0 0 / 
has no solution. This can be seen to be true by observing 
3 
that 7g(x)y = for all yeE , and the only point 
in C and the plane z = 0 is (0,0,0). Thus the solution 
3 __ y = (0,0,yg)€E implies that 9g(x)yeBdry-C = {0} . 
(iii) In view of Theorem 5.1 there exists a Fritz John 
solution. 
10 0 
0 10 
0 0 0 
eint C 
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( i v )  However  the re  does  no t  ex is t  a  so lu t ion  to  the  
Kuhn-Tucker problem 1; consider 
V 8(x) + Tvg(%) = (0,1,1) +(T , r , r ) / 1 0 0 \ 
^  0 1 0  = 0  
\ 0 0 0 / 
or 
1 + rg = 0 
1 + r 2 • 0 = 0 
_ 3 
this system of equations has no solution reE . Therefore 
there is no solution to the Kuhn-Tucker problem 1. 
Remark 5.3. Condition B (C) is a key ingredient needed to 
assure us that the KTPl (2) is a necessary condition for 
optimality. We use the fact that we have a PJPl (2) solution 
and along with Condition B (C) we have that there exists a 
solution to KTPl (2). 
All the previous theorems- that use condition B, would 
still be true if this condition is changed to Condition B, 
as follows; 
102 
Condition B; There exists yeE^ such that 
vg(x)y/M = {ueE^jr'u = 0, where f'g(x) = 0 
r'vg(x) = 0, and 0 ^  re-C*}. 
We note that this condition is more general than Condi­
tion B. Also Condition C could be changed to include Condi­
tion B. 
Figures 1, 2 ,  and 3 summarize the necessary optimality 
conditions of Chapter V. The notation QCX(L) means that the 
function is quasiconvex with respect to L. 
MP1(2) 
and 
{ Assumption 1 \ 
\ C arbitrary / 
implies 
FJPl(2) 
Figure 1. Necessary (FJP) conditions. 
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FJPl 
and 
Condition B 
or 
g(x) eint c 
or 
g(x) = 0, g is SPCX 
and X / [x] 
or 
0 g (x) eBdry C, 
g is SPCX, and 
Condition E 
implies 
KTPl 
Figure 2. FJPl implies KTPl. 
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FJP2 
and 
Condition C 
or 
g(x)elnt C, and 
vh(x) has full rank 
or h is SPCX(L). 
or 
g(x) =0; g is SPCX^C), 
h  i s  S P C X ( L ) ,  X  [ x ] .  
or 
0 ^  g(x)eBdry C, 
g is SPCX(C), 
h is SPCX(L), 
Condition E. 
implies 
KTF2 
Figure 3. FJP2 implies KTP2. 
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CHAPTER VI SUFFICIENT OPTIMALITY CONDITIONS 
The procedure that was used, in the previous chapter, 
first proved that a solution to the Fritz John problem was 
a necessary optimality condition, using this fact, we next 
established, using constraint qualifications, that there 
existed a Kuhn-Tucker solution which is also a necessary 
optimality condition. 
This chapter proceeds in the reverse direction. We 
first show that a solution to the Kuhn-Tucker problem is a 
sufficient optimality condition. Next we use the theorems 
of Chapter V that give conditions under which a Fritz John 
solution implies a Kuhn-Tucker solution. This enables us to 
shew that a Fritz John solution is also a sufficient opti­
mality condition. 
Lemma 6.1. Let X be a convex set contained in an open 
set P in E^. Let f be a numerical function defined on 
P and differentiable at x. Also let f(x) = 0, xeX. 
I f  f ( x )  > 0  h a s  n o  s o l u t i o n  X € X ,  t h e n  v f ( x ) ( x  -  x )  > 0  
has no solution xeX. (Let vf(x) be a row vector.) 
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Proof; 
We will prove the contrapositive, that is, if 
vf(x)(x - x) >0 h a s  a  s o l u t i o n  xeX, t h e n  f(x) >0 
has a solution xeX. 
Since X is convex, x + t(x - x)eX, te(0,1) and 
since f is differentiable at x, by Definition 2.1 
we have 
f (x + t(x - x)) = f (x) + tvf (5E) (x - x) + o(t) 
NOW with f(x) = 0 and vf(x)(x - x) > 0 we have, for 
sufficiently small t, f(x + t(x - x)) >0. so let 
X = X + t(x - x) and the result follows. 
The Kuhn-Tucker problem 
Theorem 6.1. (sufficient optimality theorem) Let 
(i) P, 9, g, and h satisfy Assumption 1 
(ii) 6 be pseudoconvex with respect to at x on 
P and h be quasiconvex with respect to L at x on P. 
( i i i )  C c E"" and L c E be arbitrary cones satisfying 
Condition A, and 
107 
(iv) assume exactly one of the following hold 
a) g(x)elntC, or 
b) g(x) = 0 and g is quasiconvex w.r.t. C at 
X on P, or 
c) 0  ^  g(x)€BdryC and g is convex w.r.t. C 
at X on p. 
If there exists "re - C* and se - L* such that (x,r,'s) 
satisfies the following conditions; 
[V 8 (x) + r'vg(x) + ¥'vh(x)] (x - x) g 0, for all xeX 
r'g(x) = 0 
xeX = (x|xeP, g(x)eC, h(x)€{0} c L}, 
then X solves the MP2, i.e. 
min e(x) = 8(x) 
xeX 
X = {x|x€P, g(x)£C, h(x)£{0]} 
proof: 
Due to part (iv) of the hypothesis we have three 
cases to consider. 
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case 1. Assume g(x)€lntc. Now since r'g(x) =0, and by 
Theorem 4.7, we have r = 0. Hence 
[7'0(x) + ¥'vh(x)] (x - x) 5 0 for all xeX. (6.1) 
Now since h is quasiconvex with respect to L at 
X, on P and h(x) =0, for xeX it follows that 
h(x) - h(x)eL implies vh(x) (x - x)€L. 
Therefore since "s€ - L* and by using Definition 4.5 
"s'vh(x)(x - x) 3 0 for all xeX (6.2) 
In view of (6.1) and (6.2) we have that 
V'6(K)(X - X) Ë 0 for all xtX 
which implies, because 0 is pseudoconvex, that 
6(x) & 0(x) for all xeX 
Hence x is the solution to the minimization 
problem. 
Case 2. Assume g(x) =0. under this assumption 
g(x) - g(x)€C for all xeX. 
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Since g is quasiconvex with respect to C, at x, 
on P it follows that 
vg{x) (x - x) eC for all xeP 
Hence with re - C* we have (Definition 4.5) 
r'vg(x)(x - x) ^ 0 for all xeX (6.3) 
Also for the same reasons as given in Case 1 
'i'7h(x) (x - x) s 0 for all xeX, (6.4) 
therefore since [v'9(x) + r'vg(x) + s'vh(x)] (x-x) & 
0 for all xeX inequalities (6.3) and (6.4) imply 
that 
v' e (x) (x - x) s 0 for all xeX 
Hence, by the definition of pseudoconvex, we con­
clude that e(x) a 0(x), for all xeP and we have 
that K is a solution to the minimization problem. 
Case 3. Assume 0 ^  g(x)eBdry C and g is convex with 
respect to C at x on P. Paralleling the 
property of a differentiable convex function we have 
for a differentiable vector function which is 
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convex v/.r.t. C at x on P, that 
vg(x)(x - x) - [g(x) - g(x)]eC for all xeP 
NOW with "r'g(x) = 0 and re - C* we have 
r' [vg(x) (x - x) - (g(x) - g(x) )] g 0 
or 
f'vg(x)(x-X) g Y'g(x) (6.5) 
Since for xeX, g(x)eC, it follows that r'g(x) g 0 
and therefore, from (6.5) 
r'vg(x) (x - x) g 0 for all xeX 
Also "s'vhCx) (x - x) g 0 for all xex, from (6.4) 
in Case 2. Now, as in Case 2, we have 
7 ' 6 ( X)(X - x) & 0 for all xeX 
which implies, by the definition of 0 being 
pseudoconvex, that x is optimal. 
Theorem 6.2. (KTP2 sufficient theorem) 35ieorem 6.1 holds 
with the condition 
Ill 
v'6(x) + r'vg(x) + s'vh(x) =0 
replacing the condition 
[v'6(x) + r'vg(x) + s'vh(x)] (x - x) & 0, for all xeX 
Proof: 
Follows from Theorem 6.1 and by observing that 
7' 6(x) + r'vg(x) + s'vh(x) =0 implies 
[v'6(x) + r'vg(x) + "s'vhCx)] (x - x) =0 for all xeX. 
Theorem 6.3. (KTPl) Theorem 6.2 holds if all parts pertain­
ing to h, the equality constraints, are dropped. We then 
have a Kuhn-Tucker problem 1 sufficient optimality theorem. 
Proof: 
All steps are the same as in Theorem 6.2 except 
there are no equality constraints to be considered. 
Also when g(x)Eint C we have r = 0 which implies 
V6(x) =0. Therefore, since 0 is pseudoconvex at x 
we have that x is optimal (Corollary 2.5.1). 
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Figure 4 illustrates the Kuhn-Tucker sufficient 
optimality Theorem 6.2 and Theorem 6.3. 
KTPl(2) 
Assumption 1 
e is PCX (h is QCX(L)) 
g(x) = 0, g is QCX(c) 
g(x) eint c 
0 ^  g(x)eBdry C 
g is CX(C) 
MPl(2) 
Figure 4. Sufficient optimality theorems. 
and 
or 
113 
The Fritz John Problem 
The Fritz John problem solution, as a sufficient condi­
tion for optimality, poses some intriguing questions. If a 
Fritz John solution is to give us an additional sufficient 
condition, then one would hope that there is a case where 
the Fritz John solution holds and there is no Kuhn-Tucker 
solution. We will show that one such case is the degenerate 
case where the feasible region X = [x]. 
Mangasarian (1969) proves a Fritz John sufficient 
optimality theorem where the objective function is convex 
and differentiable and the constraints g are differentiable 
and strictly convex, sector and Grover (1974) extended this 
theorem where the objective function is pseudoconvex and the 
constraints g are strictly pseudoconvex. They used 
inequalities rather than cones. The next extension was by 
Sposito (ca. 1976) where he extended this theorem to certain 
mixed polyhedral cone domains. it should be noted that 
thass extensions clearly include the theorem by Mangasarian 
(1969). This is true because strictly pseudoconvex func­
tions include strictly convex functions plus some other 
functions. Also strictly pseudoconvex functions do not 
include all linear functions. For example - *2 " g(x) 
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— 2 is not strictly pseudoconvex at x on P = E . To see this, 
_ 2 2 let X = OeE and x = (1,1)eE , and we have 
vg(x) (x - x) =0 and g(x) = g(x) . 
We now present our version of the above theorem using 
arbitrary cones. For the boundary case, it requires g to 
be strictly convex and Condition E must hold. 
Theorem 6.4. Let P, 6, and g be as defined in the 
Minimization Problem 1 and assume they satisfy Assumption 1. 
Also let c be an arbitrary cone satisfying Condition A. 
If 6 is pseudoconvex at x with respect to on P, 
there exists a solution to the PJPl; i.e. there exists 
(x,r^,r) such that 
r^v' e(x) + r'vg(x) =0 
r'g(x) =0 
0 ^  (r^,r)eQ^ x -C* 
xeX = {xjxeP, g(x)eC}, 
and exactly one of the following hold, 
(i) g(x)elntc or 
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(ii) g(x) = 0 and g is strictly pseudoconvex with 
respect to C at x on P or 
(iii) 0 ^  g(x)€Bdry C, g is strictly convex with 
respect to C at x on P, and Condition E holds, 
then X solves the following Minimization Problem 1; 
0 (x) = min 0 (x) 
xeX 
where 
Proof: 
X = {xjxeP, g(x)ec}  
We will consider three cases. 
case 1. Assume q(x)elntC. Since g(x)6lntC, r'g(x) =0 
implies, by Theorem 4.7, that r = 0; also since 
r = 0 we have r^ > 0 and r^vG(%/ = 0. Hence 
v0(x) =0 and since 0 is pseudoconvex at x, on 
P, we have that x is optimal (Corollary 2.5.1). 
case 2. Assume g(x) = 0 and g is SPCX at. x with 
respect to C on P. In this case, clearly 
f'g{x) =0, also we have a solution (x,r^,r) to 
[ v e(x), v'g(x)]^ ~ ° where 0 / (r^,r ) ^ . 
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Therefore, from 'Theorem 4.4, it follows that 
v' e(x)y€lnt Q. 
vg(x)y€lnt (-C) 
Hence, 
e(x) - 0(x)elnt Q. 
g(x) - g(x)€C 
n has no solution yeE (6.6) 
has no solution xeP (6.7) 
because if there did exist a solution x°eP (x° / x), 
then since 0 is pseudoconvex at x and g is 
SPCX at X it follows that 
v'e(x) (x° - x)€lnt Q^\ 
vg(x) (x° - x)elnt C 
or with x° = X - y 
V ' 6 (x)yelnt Q, 
vg(x)y€lnt (-G) 
has a solution x eP (6.8) 
has a solution yeE" (6.9) 
But (6.9) contradicts (6.6), therefore, from (6.7) 
with g(x) = 0 
e(x) < e(x) 
g(x)ec 
i.e. X solves MPl. 
case 3. Assume 0 ^  g(x)€Bdry C ,  g is SCX, and Condition E 
holds. Paralleling the usual property of a differ-
entiable strictly convex function we have, since g 
is a strictly convex vector function at x, that 
?g(x) (x - x)-[g(x) - g(x)]elntc for all xeX (6.10) 
NOW since Condition E holds, that is, there exists 
xeX, x^ X and g(x) - g(x)eC. Also (6.10) holds 
for xeX, therefore the sum 
[g(x) - g(x)] + vg(x)(x - x) - [g(x) - g (x)] eint C 
or vg(x)(x - x)eInt C. But this is Condition B and 
in view of Case (i) of Theorem 5.6 we have a Kuhn-
Tucker problem 1 solution. Appealing to Theorem 6.3 
along with Theorem 6.1, part iv (c), and the fact 
that g is convex, because g is strictly convex, 
it follows that x is optimal. 
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has no solution xeP, 
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The remarks that follow attempt to clarify the role 
that a Fritz John solution plays, as a sufficient optimality 
condition. 
Remark 6.1. One condition in the hypothesis of Theorem 5.6 
and not in the hypothesis of Theorem 6.4 is, when g(x) = 0, 
it also requires the existence of at least one vector x, 
x ^  X. Thus the only difference in this case is the 
degenerate situation, that is when X = [x]. The following 
example shows that Theorem 5.6 would not hold under this 
degenerate case. Consider the following; 
min X 
xeX 
where 
X = {x|x>0, x(x - 1)^ ^ 0} c E^, 
The only feasible point is x = 1. We can see that g(x) = 
2 _ 
x(x - 1) is strictly pseudoconvex at x, on P, because 
vg(x)(x = x) = G implies g(x) > g(x), for all X£P. Also 
(r^,f) = (0,1) is a solution to the PJPl, and there is no 
KTPI solution. 
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Remark 6.2. We find, in view of the next example, that it 
would be futile to try to increase the size of the set of 
functions relating to g in Theorem 5.6 or Theorem 6.4 to 
the class of pseudoconvex functions. This example has a 
PJPl solution that does not imply a KTPl solution, and, 
moreover, x is not optimal. Consider, 
min X 
xeX 
where 
X = [xjx > 0, x(x - l)^(x - 2)^ g 0} 
Let X = 2, then (0,1) = (r^/r) is a solution to the FJPl. 
However there is no solution to 1 + r.Q = 0* i.e. there does 
not exist a KTPl solution. Moreover, x = 2 is clearly not 
optimal. 
Nacsssary and Sufficient Conditions 
We could combine the results of Theorem 5.7 and Theorem 
6.3 (Theorem 6.2) to establish that a KTPl(2) solution is a 
necessary and sufficient condition for optimality. Rather 
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than doing this, our next theorem assumes that the feasible 
region X is convex and Condition B(C) holds. 
Theorem 6.5. Let 
(i) P, 8, g, and h satisfy Assumption 1 and be 
defined as in the MPI(2) with 0 pseudoconvex w.r.t. at 
X on P. 
(ii) C be an arbitrary cone satisfying Condition A. 
(iii) Condition B(C) hold, and 
(iv) assume that the feasible region X is convex. 
Then, there exists a solution to the Kuhn-Tucker problem 1(2) 
if and only if x is a solution to the Minimization Problem 
1(2). 
Proof: 
Theorem 5.6, using Condition B, along with Theorem 
5.7, shows that a solution to KTPl is a necessary condi­
tion. Likewise Theorem 5.4, under Condition C, along 
with Theorem 5,7 proves that a solution to KTP2 is a 
necessary condition. 
conversely, assume there exists a solution to 
KTPl(2). Since X is convex we can use Lemma 6.1 with 
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f(x) = r'g(x) or f(x) = r'g(x) + s'h(x), if h is 
present. Hence if there exists a solution to KTPl then 
[v'6(x) + r'vg(x)](x - x) =0 for all xeX 
and a KTP2 solution implies 
[v'6(x) + r'vg(x) + "s ' vh(x) ] (x - x) =0 for all xeX. 
NOW appealing to Lemma 6.1, we have that 
r'7g(x)(x - x) g 0 for all xeX or if h is present 
we have that 
[r'vg(x) + ¥Wh(x)] (x - x) ^ 0 for all xeX. 
In either case we can conclude that 
v'0(x)(x - x) 1 0 for all xeX. 
Therefore, since 0 is pseudoconvex, it follows that 
X is optimal. 
Remark 5.3, if the cons C is an orthant cone or a poly­
hedral cone, that could be expressed as c = C % C , where X J 
I = {ilg^fx) =0], then the case where 0 ^  g(x)eBdry C 
could bé reduced to the case where g^(x) = 0. in Theorem 
6.1, this would allow the constraints g to be quasiconvex. 
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Also for this type of cone, the constraints in Theorem 6.4, 
could be extended to strictly pseudoconvex. 
Figures 5 and 6 outline Theorem 6.4 and Theorem 6.5. 
PJPl 
and 
and 
or 
or 
Assumption 1 
e is PCX 
g(x) eint c  
g(x) = 0, g is SPCX 
0 p- y(X}fcBCiryC 
g is sex 
and Cond. E 
implies 
MPI 
Figure 5. Theorem 6.4. 
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Assumption 1 
Condition B(C) 
X is convex 
KTP1(2) if and only if MPl 
Figure 6. Theorem 6.5. 
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CHAPTER VII SUMMARY 
ïhe first four chapters contain the necessary back­
ground material to establish the results presented in 
Chapter V and chapter VI. 
Chapter II presents the definitions and theorems per­
taining to generalized convex functions, chapter ill 
includes several lemmas that are sufficient conditions in 
identifying some quasiconvex and pseudoconvex functions. 
Most of the definitions and theorems given in Chapter IV 
can be found throughout the literature. The proofs of 
Theorem 4.3 and Theorem 4.8 are especially useful and are 
needed in our presentation. 
The main results in Chapter V and chapter VI are 
summarized in Figures 1, 2,..., 6. Rather than repeat 
those figures, we have summarized the conditions without 
the separate cases. Under each figure the number of the 
corresponding theorem(s) are given. 
In Chapter V there are seven theorems. Theorem 5.5 is 
a summary of Theorem 5.4, so we have not included it in the 
following figures. All the theorems were presented, using 
arbitrary cones. 
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MPI (2) and Assumption 1 implies FJPl(2) 
Figure 7. Theorem 5.1 (Theorem 5.2), 
KTP1(2) implies FJPl(2) 
Figure 8. Theorem 5.3. 
KTP2 if 
and 
or 
Assumption 1 
Condition E 
g is SPCX(C) 
h is SPCX(L) 
Condition C 
and f j p 2  
Figure 3. Theorem 5.4. 
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and 
Assumption 1 
KTPl if 
Condition E 
g is SPCX ( c )  
or 
and FJPl 
Condition B 
Figure 10. Theorem 5,6. 
and 
KTPl(2) if 
or 
Assumption 1 
Condition E 
g is SPCX(C) 
(h is SPCX(L)) 
and MP1(2) 
Condition B(C) 
Figure 11. Theorem 5.7. 
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In Chapter VI there are five main theorems. The first 
theorem was used to obtain Theorem 6.2 and Theorem 6.3. 
MPl(2) if 
Assumption 1 
e is PCX 
g is QCX(C) 
[the Bdry 
case is CX] 
h is QCX(L) 
and KTPl(2) 
Figure 12. Theorem 6.3 (Theorem 6.2). 
I 
I 
MPl if 
Assumption 1 
0 is PCX 
g is SPCX(C) 
[the Bdry 
case is SCX(C)] 
Condition E 
and FJPI 
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Assumption 1 
Condition B(C) 
X is convex 
KTPl(2) if and only if MP1(2) 
Figure 14. Theorem 6.5. 
The next figure exhibits the separate cases and the 
direction of the implications given in the theorems presented 
in Chapter V and Chapter VI. Arbitrary cones and Assumption 
1 are not included below since they are assumed in all the 
theorems. The code that is used can be found following 
Figure 15. 
Figure 15. A complete summary. 
1: No equality constraints. 
2: Equality constraints. 
a; X ^  {x}. 
b; Condition B. 
c: Condition C. 
d: X is convex. 
e: Condition E. 
f: e  is PCX. 
g: g(x)€lntc. 
h: g(x) =0 and g is SPCX. 
i: g(x) =0 and g is QCX. 
j: 0 ^  g(x)€Bdry C and g is SCX. 
k: 0  ^  g(x)eBdry C and g is CX. 
Z :  (x) has full rank. 
m: h is QCX(L). 
n; h is SPCX(L) . 
o: 0 ^  g(x)6Bdry C and g is SPCX. 
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1(2) , f, m 
MP1(2) 
b(c), d 
1(2), £ 
1 ( 2 )  
PJP1(2) KTPl(2) 
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In addition to the extension of the above theorems to 
arbitrary cones this research has established some other 
important relationships. 
In particular, the Fritz John problem is shown to have 
limited utility as a sufficient condition for optimality. 
Also Condition B, as given in Remark 5.4, is more general 
than other constraint qualifications that are given in the 
literature. Condition B can be used in showing that the 
Kuhn-Tucker problem 1 is a necessary condition. If this 
condition is not satisfied, then necessarily the Kuhn-Tucker 
problem has no solutionj unless, of course, the gradient of 
the objective function is zero, i.e. v6(x) =0. if 
v0(x) = 0, then x is necessarily optimal since 0 is 
pseudoconvex at x, and the constraints would have had no 
affect on this minimum. Another way to state Condition B 
would be to rule out the case when g(x) and all the column 
vectors of vg(x) are in the plane r'z = 0, zeE^, and 
0 ^  re-C*. 
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