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Abstract 
Prüfer domains are commutative domains in which every non -zero finitely gener- 
ated ideal is invertible. Since such domains play a central role in multiplicative 
ideal theory, any equivalent condition to the Prüfer domain notion is of great 
interest. It occurs that the class of Prüfer domains is equivalent to other classes 
which are investigated in theory of commutative rings (see [22D. Namely, for 
commutative rings the following classes are equivalent: 
(1) Semihereditary domains. 
(2) Domains which have weak dimension less or equal to one. 
(3) Distributive domains. 
(4) Gaussian domains. 
(5) Prüfer domains. 
Many authors have studied so called Prüfer rings which are a generalization of 
notion of Prüfer domains to the case of commutative rings with zero divisors. In 
this context there are investigated the following classes of commutative rings: 
(I) Semihereditary rings. 
(II) Rings which have weak dimension less or equal to one. 
(III) Distributive rings. 
(IV) Gaussian rings. 
(V) Prüfer rings. 
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Recently the main stress in the area is focused on Gaussian rings (e.g. see [8] or 
[22]). In [22] S. Glaz showed that we have (I) = (II) (III) = (IV) = (V) and 
no one of these implications can be replaced by the equivalence. 
In this thesis the notion of a Gaussian ring is extended to the noncommutative 
setting by introducing a new class of rings which are called right Gaussian rings. 
We investigate the relations with noncommutative analogs of classes (I), (II), 
(III), (IV), and in some cases (V). Moreover, we study some related subjects 
which naturally occur during our research concerning right Gaussian rings. 
In Chapter 2 we recall some facts regarding right distributive rings, and define 
right Gaussian rings. Moreover, we study basic properties of right Gaussian rings. 
We also present results about the connection between the above classes of rings. 
Chapter 3 includes an investigation about right Gaussian skew power series rings. 
We will give an extension to the noncommutative case of a well -known result by 
Anderson and Camillo (see [2, Theorem 17]). 
In Chapter 4 we define skew generalized power series rings and for positively 
ordered monoids we describe those of above which are right Gaussian. 
It occurs that for a right Gaussian ring a ring of quotients may not exist, and 
even when it exists, it need not be right Gaussian. We study relevant these issues 
formulate Chapter 5. 
In Chapter 6 we consider a class of homomorphie images of a polynomial ring 
R[x] and give the necessary and sufficient conditions for a ring R under which 
these images are right Gaussian. 
In Chapter 7 we make an effort to establish what kind of relations hold among 
right Gaussian rings, right Prüfer rings and some other classes of noncommutative 
rings. 
Right Gaussian rings are exactly right duo Armendariz rings. This fact is a reason 
to take on Armendariz rings in detail, which we do in Chapter 8. 
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The final chapter contains investigations about some subclasses of unique product 
monoids which appear naturally in Chapter 8. 
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In this section we want to introduce terminology and notations we will use 
throughout investigations. 
1. Throughout, all rings are associative with unity, and if we say a monoid we 
will mean a semigroup with unity. 
2. The sets of rational numbers, integers, and positive integers are denoted by 
Q, Z and N , respectively. 
3. Throughout, for any subsets A, B of a ring R, and an element r E R, AB, A + 
B, rB and Br mean the following sets: 
AB = {> 1aibi:aiEA,biEB for all i, andnEN }, 
A +B = {a +b: aEA,bEB }, 
rB = {> 1rbi:biEBforalli, and nEN}, 
Br = {Ein 1bir:biEB for all i, andnEN }, 
4. (a) Let (G,.) and (H,*) be groups. A function cp : G -* H is called a group 
homomorphism (or, homomorphism of groups) if cp(a b) = cp(a) * yo(b) for all 
a,bEG. 
(b) If R and P are rings, then a function cp : R -* P is called a ring homomorphism 
(or, homomorphism of rings) if cp is a homomorphism of additive groups R and 
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P as well as gab) = yo(a)yo(b) and cp(1) = 1 for all a, b E R. A homomorphism 
cp : R -+ R will be called an endomorphism of a ring R. 
(c) Let R be a ring. By an R- module homomorphism we will mean a function cp 
M -* N, where M and N are right R- modules, such that yo is a homomorphism of 
abelian groups M and N and ço(m)r = cp(mr) for all m E M, r E R. Analogously 
we define R- module homomorphisms for left R- modules. 
(d) Let (S,.) and (T, *) be monoids. A function cp : S -4 T is called a monoid 
homomorphism if cp(a b) = cp(a) * yo(b), and cp(1) = 1 for all a, b E S. 
5. (a) Let G, H be groups, and eG, eH identity elements of G and H, respectively. 
Then cp : G -* H, a homomorphism of groups G and H, is called injective if 
{aEG:cp(a)= eH } = {eG }. 
(b) Let R, P be rings. Then cp : R -+ P, a ring homomorphism, is called injective 
if {a E R : yo(a) = 0} = {0 }. An injective homomorphism will be also called a 
monomorphism of rings. We will say that cp is surjective if {yo(a) : a E R} = P. 
When it is said that cp is an epimorphism, then it means that yo is surjective 
homomorphism of rings. If cp is injective and surjective, then it is called bijective. 
Moreover if cp is bijective, then we will say that rings R and P are isomorphic 
and denote this fact by R ^' P. 
(c) Let R be a ring, M and N be right (or, left) R- modules, and eM, eN identity 
elements of abelian groups M and N, respectively. Then an R- module homo- 
morphism yo : M -+ N is called injective if {m E M : cp(m) = eN} = {eM }. If 
{cp(m) : m E M} = N, then we will say that cif) is a surjective R- homomorphism. 
6. For yo : R -+ P, a ring homomorphism, the set keno = {r E R : go(r) = 0} is 
called the kernel of homomorphism of go, and the set cp(R) = {yo(r) : r E R} is 
called the image of cp. 
7. Let R be a ring. A subset I of R is a right ideal of R if a + b E I and ar E I 
for all a, b E I and r E R. A left ideal is defined similarly, and I is an ideal of R 
if it is a left and right ideal of R. 
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8. Let R be a ring, and {x1, x2, . . . , xn} C R for some n E N. Then (x1, x2, ... , xn)r, 
(x1, x2, ... xn)1, (x1, x2, . . . 
) 
xn) denote respectively the right ideal, the left ideal 
and the ideal of R generated by the set {x1, x 2. . . . . . n} 
9. If R is a ring and I is an ideal of R, then by R/I we will denote the factor 
ring of R by I. For an element r E R, r will denote the image of r in R /I. 
10. A ring R is called domain if for every nonzero a, b E R, ab O. 
11. A family {Si : i E I} of subsets of a set S is said to satisfy the Descending 
Chain Condition (DCC) (resp. Ascending Chain Condition (ACC)) if there does 
not exist an infinite strictly descending chain Si, Si, ... (resp. ascending 
chain Si, S 2 ...) for some Si Si,, ... where i1i i2, E I. 
12. A ring R is called right Artinian (resp. left Artinian) if the family of all right 
(resp. left) ideals of R satisfies DCC. A right and left Artinian ring will be called 
Artinian. 
13. If a nonzero ring R has no ideal besides the zero ideal and itself, then we 
will say that R is simple. A ring R will be called semisimple if for every right 
(equivalently, left) ideal I of R, there exists a right (resp. left) ideal J such that 
InJ = {0} and R =I +J. 
14. Let R be a ring. If for every nonzero a, b E R, aRb {0} (resp. aRa {0 }), 
then R is called prime ring (resp. semiprime ring). An ideal I of R is prime 
(resp. semiprime) if I R and R/I is prime (resp. semiprime) ring. 
15. Let R be a ring. A right ideal I of R such that I R and I is not contained 
in any other right ideal different from R and itself, is called a maximal right ideal. 
A maximal left ideal is defined analogously. We will use freely the fact that every 
maximal ideal is a prime ideal. 
16. For a ring R, J(R) denotes the Jacobson radical of R, i.e. the intersection 
of all maximal right ideals of R (equivalently, the intersection of all maximal left 
ideals of R). If J(R) = {0 }, then R is called Jacobson semisimple. 
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17. The direct product (resp. the direct sum) of 
rings Ri, for I some index set, 
will be denoted by fl ' (resp. ®.zEr Ri). If FL/ Ri is a direct product of 
rings, then for every io E I, Trio : rjiEr Ri -> Rio denotes the natural projection., 
and rio : Rio -4 Hier Rt the natural 
injection. 
18. Let R and {Ri : i E I} be rings. If for every i E I there exists a surjective 
ring homomorphism cpi : R -4 Ri, and niE1 kercpi = {0 }, then we say that R can 
be represented as a subdirect product of {Ri : i E I} (or, R is a subdirect product 
of {Ri :iEI }). 
19. Let R be a ring. For a right R- module M and a left R- module N, by MORN 
we will denote the tensor product of modules M and N. 
20. If a is a class of rings such that for every homomorphism of rings yo : R -4 S, 
the fact that R E a implies cp(R) E a, then we will say that the class a is 
homomorphically closed. 
21. For a ring R and a subset X of R by rR(X) (resp. lR(X)) we denote the 
right (resp. left) annihilator of X in R, i.e. rR(X) = {r E R : Xr = {0 }} (resp. 
lR(X) = {r E R : rX = {0 } }). 
22. For a ring or a monoid R, we will consider the following sets U(R) _ {r E R: 
rs = sr = 1, for some s E R }, and Z(R) = {r E R : rs = sr, for every s E R }. 
Elements of U(R) (resp. Z(R)) are called units (resp. central elements) of R. 
1.2 Some constructions of rings 
1. (a) For a ring R and a given endomorphism v of R, R[[x; u]] (resp. R[x; v]) is 
a ring whose elements are power series (resp. polynomials) in x, with coefficients 
in R written on the left, and with multiplication defined by xa = u(a)x for any 
a E R. The above ring is called the skew power series ring (resp. skew polynomial 
ring.) 
(b) If R is a ring and a- is an automorphism of R, then R((x; u)) (resp. R(x; a)) 
denotes the skew Laurent series ring (resp. skew Laurent polynomial ring) with 
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coefficient ring R. This ring is formed by all series f = k aixi (resp. polyno- 
mials f = >k aixi), where x is a variable, k is an integer (possibly negative), n 
is a positive integer, and all the coefficients ai are contained in the ring R. In the 
ring R((x; u)) (resp. R(x; u)), addition is naturally defined and multiplication is 
defined by the formula xa = u(a)x (for all elements a E A). For u = idR, we 
obtain the ordinary Laurent series ring R((x)) (resp. Laurent polynomial ring 
R(x)). 
2. If (R, +, ) is a ring, then we can consider the set R°' = R with two operations 
+ °P and op such that for every a, b E R °P, a + °P b = a + b and a °P b = ba. It is 
easy to check that then we get a ring which is called the opposite ring of R and 
is denoted by R° P. 
3. Let R be a ring, M an (R, R)- bimodule, and A = R M, the set of pairs 
(r, m) with r E R and m E M, under coordinatewise addition and under an 
adjusted multiplication defined by (r, m) (r', m') = (rr', rm' +mr') for all r, r' E R, 
m, in' E M. Then A has a structure of a ring and is called the trivial ring 
extension of R by M. 
4. (a) Let R be a ring and S a multiplicative set in R (i.e. S S C S, 1 E S, and 
0 0 S). Then a ring Rs is called a right ring of quotients of R with respect to S 
if there exists a ring homomorphism cp : R -* Rs such that 
(a) For any s E S, cp(s) is a unit of Rs. 
(b) Every element of Rs has the form w(a)cp(s) -1 for some a E R and s E S. 
(c) kercp= {rER:rs =O forsomesES }. 
It is well known (e.g. see [41, Theorem 10.6]) that the ring R has a right ring of 
quotients with respect to S if and only if the following conditions are satisfied: 
(1) For anyaERandsES, aSlsR O. 
(2) For a E R, if ta = 0 for some t E S, then as = 0 for some s E S. 
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A multiplicative set S satisfying the above conditions (1) and (2) is called a right 
denominator set. If the set S consists of all regular elements of R (i.e. all elements 
a E R such that a is neither a left zero -divisor nor a right zero -divisor of R), then 
the right ring of quotients Rs is called the classical right ring of quotients of R 
and is denoted by Qr1(R). Accordingly we can define left denominator set and 
classical left ring of quotients of R, Q11(R). It is well known that if Qc1(R) and 
Qe1(R) exist, then Qr1(R) "' Qict(R). In such case we will put Qd(R). 
(b) If R is a commutative ring, and P is a prime ideal of R, then it is easy to see 
that S = R \P is a multiplicative set in R. In such case we will call the ring Rs 
the localization of R with respect to the ideal P. 
(c) For a commutative domain R, the localization Rs of R with respect to the ideal 
{0} will be called the field of fractions of R. It is obvious that then Rs = Qc(R). 
1.3 Goldie rings 
A nonzero right ideal I of a ring R is called right uniform if aR n bR {0} for 
any a, b E I \ {0 }. If for every right ideal J of R we have I n J {0 }, then I is 
called right essential. 
Definition 1.3.1. A ring R has finite right Goldie dimension equal to n, for some 
n E N, if there exist right uniform ideals Il, ... , In of R such that Il ® In 
is a direct sum (direct sum of right R- modules Il, ..., In) and Il + + In is an 
essential right ideal of R. 
A ring R is said to satisfy the ascending chain condition on right annihilators 
if the family of all annihilators {rR( {a }) : a E R} satisifies the ascending chain 
condition. 
Definition 1.3.2. A ring R which satisfies the ascending chain condition on right 
annihilators and has finite right Goldie dimension is called a right Goldie ring. 
A left Goldie ring is defined adequately, and if a ring R is right and left Goldie, 
then it is simply called a Goldie ring. 
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Now we are in a position to present Goldie's theorem (see [46, Theorem 2.3.6]). 
Theorem 1.3.3. (Goldie's theorem) The following conditions are equivalent for 
a ring R. 
(1) R is a semiprime right Goldie ring. 
(2) R is semiprime, there does not exists nonzero a E R such that rR( {a }) is 
essential right ideal of R, and R has finite right Goldie dimension. 
(3) R has the classical right ring of quotients Qrl (R), which is semisimple Ar- 
tinian. 
Moreover, the ring R is prime if and only if R has the classical right ring of 




Basic proporties of right 
Gaussian rings 
This Chapter is based on part of: 
R. Mazurek, M. Ziembowski, Right Gaussian rings and skew power series rings, 
submitted. 
In this chapter we will define right distributive, and right Gaussian rings. Since 
right Gaussian rings are a new class of rings and are the main object of our 
interest, we will focus on this subject. We will also present some conditions 
which the above classes satisfy and give results regarding connection between 
them. 
2.1 Right distributive rings 
The first class of rings we want to talk about is the class of right distributive 
rings which were introduced in [72] by W. Stephenson. 
Definition 2.1.1. A ring R is right distributive if for any right ideals I, J, K of 
R, (I + J) n K = (I n K) + (J n K) . 
The left distributive rings can be definied analogously and rings which are left 
and right distributive are called distributive. 
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In our investigations we will often use the following characterization of right 
distributive rings (see [72, Theorem 1.6]). 
Theorem 2.1.2. A ring R is right distributive if and only if for any a, b E R 
there exists f E R such that of E bR and b(1 - f) E aR. 
Since the moment when Stephenson's paper was published, many authors have 
been interested in the right distributive rings. For example these rings were 
investigated in [18] where the authors proved the following (see [18, Corollary 
3.6]) : 
Theorem 2.1.3. A ring R is right distributive if and only if for any a, b E R 
and any maximal right ideal M of R there exists s E R \ M such that as E bR or 
bs E aR. 
2.2 Right Gaussian rings 
Now it is time to introduce the class of right Gaussian rings which are the main 
object of our interest in the thesis. 
For a ring R and a polynomial f E R[x], let cr(f) denote the right ideal of 
R generated by 
¡¡the 
coefficients of f . Obviously, for any f , g E R[x] we have 
cr(f g) Ç cr(f)cr(g). 
Definition 2.2.1. A ring R is right Gaussian if cr (f )cr (g) = cr(f g) for any 
f, g E R[x]. 
We start the study of right Gaussian rings by observing that the class of these 
rings is homomorphically closed. 
Proposition 2.2.2. If a ring R is right Gaussian, then so is any homom,orphic 
image of R. 
Proof. Let cp : R -3 R' be a ring epimorphism. For any f = E o aixi E R[x] we 
set 7(f) _ Emo cp(ai) xi E R'[x], obtaining a ring epimorphism : R[x] - R'[x] 
Since cr(7p(f)) - cp(cr(f)) for any f E R[x], the result follows. O 
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Corollary 2.2.3. A direct product ring Hier Ri is right Gaussian if and only if 
each component ring Ri is. 
Proof The "only if" part follows from Proposition 2.2.2 applied to the natural 
projection of Hie/ Ri on Ri. To prove the converse, consider any polynomial 
h = >irn= o aux' E (IliEI Ri)[x], and for any io E I set hio = n= o iio (ai )xi E 
Rio [x], where trio : f J. Ri Rio is the natural projection. It is easy to see 
that cr(h) = Hie/ cr(hi). Hence, if all the Ri's are right Gaussian, then for any 
f,g E (nu Ri) [x] we have 
cr(f)cr(g) = HCr(fi) HCr(gi) Ç jcr(fi)Cr(gi) = 
iEI ¡El- iEI 
= f crgi) = H cr((fg)i) = cr(fg) 
¡El iEI 
Since the inclusion cr (f g) C cr(f)cr(g) is obvious, we obtain cr(f)cr(g) = cr (f g) , 
which proves the "if" part. 
Remark 2.2.4. At the end of the next chapter we will be able to construct a ring 
(see Example 3.7.5) which is a subdirect product of right Gaussian rings but is 
not right Gaussian itself. This implies that regarding a subdirect product and 
right Gaussianess, we have different situation than for a direct product. 
Recall that a ring R is right duo (resp. right quasi -duo) if every right ideal of R 
(resp. every maximal right ideal of R) is two -sided. It is easy to see that a ring 
R is right duo if and only if every principal right ideal of R is ideal. R is duo if 
it is right and left duo. 
Now, we have the lemma which implies many consequences for our investigations. 
Lemma 2.2.5. If a ring R is right Gaussian, then R is right duo. 
Proof Let I be a right ideal of R, let a E I, and let f = 1, g = a E R[x]. Then 
cr (f) = R and c,. (g) = cr (f g) = aR, and since R is right Gaussian, we obtain 
RaR = cr(f)cr(g) = cr(f g) = aR. Hence Ra Ç aR C I, proving that R is right 
duo. 
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Recall that a ring R is an Armendariz ring if whenever the product of two poly- 
nomials over R is zero, then the products of their coefficients are all zero, that is, 
for any f = Eirlo aixi, g = E; o bixj E R[x], if f g = 0, then aibi = 0 for all i, j, 
It is obvious that any right Gaussian ring is Armendariz. As proved by Anderson 
and Camillo in [2, Theorem 8], a commutative ring R is Gaussian if and only if 
every homomorphic image of R is Armendariz. Below we extend the Anderson - 
Camillo result to noncommutative rings. 
Theorem 2.2.6. A ring R is right Gaussian if and only if R is right duo and 
every homomorphic image of R is Armendariz. 
Proof. The "only if" part follows from Lemma 2.2.5 and Proposition 2.2.2. To 
prove the "if" part, consider any polynomials f = > o aixi, g = Eß-0 bjxi E 
R[x] . Since R is right duo, I = c,,. (f g) is an ideal of R. In what follows the "bars" 
refer to modulo I, that is R = R /I, and á = a + I for any a E R. Clearly, all 
the coefficients of the product f g belong to Cr (f g), and thus for the polynomials 
f = o áixi, g = >j o bjxi E R[x] we have f g = O. Since R is Armendariz, 
it follows that áibj = O for any i, j, and thus aibj E I = Cr(f g). Since R is right 
duo, we get aiRbj C aibjR C cr(fg), which leads to cr(f)c,.(g) = cr(f g). 
At this moment we would like to stress that in the Chapter 8 we will consider 
Armendariz rings and their generalizations more attentively. 
In the remaining part of the section we will present results that provide us with 
examples of right Gaussian rings and show relations between right distributive 
rings and right Gaussian rings. 
In Proposition 2.2.7 below we characterize the right Gaussianess of the skew 
polynomial ring R[x; a]. 
Recall that a ring R is said to be von Neumann regular if a E aRa for any a E R. 
Proposition 2.2.7. Let a be an endomorphism of a ring R. Then the following 
conditions are equivalent: 
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(1) R[x; a] is right Gaussian. 
(2) R[x; a] is right distributive and a is injective. 
(3) R is commutative von Neumann regular and a- is the identity on R. 
Proof. (1) = (3) Assume that R[x; a-] is right Gaussian. Then by Lemma 2.2.5, 
R[x; a] is right duo, and thus [51, Theorem 1] implies that R is commutative and 
a is the identity map of R. Hence R[x] is a commutative Gaussian ring, and 
applying [2, Theorem 16] we obtain that R is von Neumann regular. 
(2) <=> (3) This equivalence is proved in [80, 6.67]. 
(3) (1) Follows from [2, Theorem 16]. 
The following example shows that for a right Gaussian ring R, neither the poly- 
nomial ring R[x] nor subrings of R must be right Gaussian, even in the case where 
R is commutative. 
Example 2.2.8. (a) Let F be a field, and let R = F[y]. Then by Proposition 
2.2.7, R is Gaussian but by the same proposition, the polynomial ring R[x] is not 
Gaussian. 
(b) Let R = F(x, y) be the rational function field in two variables x, y over a field 
F. Then R is Gaussian, but by Proposition 2.2.7 the subring S = F[x, y] of R is 
not Gaussian. 
In an obvious way one can define left Gaussian rings. It will be shown in Example 
2.2.10 that a right Gaussian ring need not be left Gaussian. To construct the 
example, we will use the following property of local rings. Recall that a ring R 
is local if R has exactly one maximal right (left) ideal; in this case the unique 
maximal right (left) ideal of R coincides with the Jacobson radical J(R) of R. 
Proposition 2.2.9. Let R be a local ring with J(R)2 = {0 }. Then 
(i) R is Armendariz. 
(ii) If R is right duo, then R is right Gaussian. 
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Proof. (i) Set J = J(R) and consider any polynomials f = ET o aixi, g 
E; o bixi E R[x] with fg = O. Since the ring R/J 
is a domain, so is the ring 
R[x] /J[x] ^_ (R /J)[x], and thus f E J[x] or g E J[x]. If f E J[x] and g E J[x], 
then using J2 = {0 }, we obtain aibj = 0 for any i, j. Next we consider the case 
where f E J[x] and g ¢ J[x]. If f 0, we can choose minimal io with a 0 # 0, 
and minimal jo with bi0 ¢ J. Then a 0bi0 is the xi0 +'0- coefficient of f g, and thus 
a 0bi0 = O. Since by [39, Theorem 19.1] bit, is a unit of R, we obtain a 0 = 0, a 
contradiction. Hence f = 0, and thus aib; = 0 for all i, j. Similarly one concludes 
that all the aibi's are zero in the remaining case where f J[x] and g E J[x]. 
(ii) Since the class of local right duo rings R with J(R)2 = {0} is homomorphically 
closed, (ii) follows from (i) and Theorem 2.2.6. 
Now we are in a position to construct a right Gaussian ring that is not left 
Gaussian. 
Example 2.2.10. Let F be a field and cp an endomorphism of F such that 
cp(F) F. Let R be the set of all matrices of the form r(ó ) á), where a, b E F. 
Then R is a ring with usual addition and multiplication of matrices as operations. 
Since the only right ideals of R are 0, J(R) = (8 o) and R itself, it follows that 
R is a local right duo ring. Since furthermore J(R)2 = {0 }, R is right Gaussian 
by Proposition 2.2.9. On the other hand, since F cp(F), also (ó (121)R R($ (1), 
and thus R is not left duo. Hence the left version of Lemma 2.2.5 implies that R 
is not left Gaussian. 
In Theorem 2.2.11 below, we present what kind of relations hold between right 
distributive rings and right Gaussian rings. To get the main result of the section, 
however, it is not possible to use the rings of quotients, which are the main tool in 
studying commutative Gaussian rings, since in general the rings of quotients do 
not exist for noncommutative right Gaussian rings, as will be shown in Chapter 
5. 
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Theorem 2.2.11. If R is a right duo right distributive ring, then R is right 
Gaussian. 
Proof. Let R be a right duo right distributive ring. Since the class of such rings 
is homomorphically closed, it follows from Theorem 2.2.6 that to prove that R is 
right Gaussian, it suffices to show that R is an Armendariz ring. 
Let f = Ek o akxk, g = Ei o b1x1 E R[x] be any polynomials such that f g = O. 
We have to show that akbl = 0 for any k,1. For this, it suffices to prove that 
for any maximal right ideal M of R there exists s E R\ M with akbis = O. 
(2.2.1) 
Indeed, assume (2.2.1) and suppose that akbl 0 for some k, 1. Then I = {x E 
R : akblx = 0} is a right ideal of R which is proper (since 1 ¢ I), and thus I C M 
for some maximal right ideal M of R, which would contradict (2.2.1). 
To prove (2.2.1), consider any maximal right ideal M of R. Since the ring R 
is right distributive, it follows from [72, Corollary 4 of Proposition 1.1] and [18, 
Corollary 3.6] that M is an ideal of R, the set R\ M is multiplicatively closed, 
and 
for any c, d E R there exists t E R \ M such that et E dR or dt E cR. 
Using that, along with the assumption that R is a right duo ring, it easily follows 
by induction on n that there exists j E {0, 1, ... , n} such that for some u E R\ M 
we have biu E b;R for any l E {0,1,... , n }. Choose maximal j with the above 
property, and consider any p E {0, 1, ... , n} with p > j. If bPu ¢ b;M, then since 
bPu E b,R, bPu = bow for some w E R\ M. Hence uw E R\ M and for any 
l E {0, 1, ... , n} we have biuw E biRw C biwR = bbuR c bbR, a contradiction 
with the maximality of j. Thus bPu E b,M. Hence, as we have just proved, there 
exists j E {0, 1, ... , n} and u E R \M such that for any l E {0, 1, ... , n }, 
bju E bi R, and furthermore, if l > j, then bin E b M. (2.2.2) 
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In what follows, j and u is a concrete pair satisfying (2.2.2). 
Next we consider the coefficients of the polynomial f = Ewa ak. E Rx. Since 
R is right duo, for any k there exists ak E R with akbi = biak. Similarly as above, 
one can show that there exists i E {0,1, ... , m} and u E R \\ M such that for any 
k E {0, 1, ... , m }, 
akv E diR, and furthermore, if k > i, then do E diM. (2.2.3) 
We are now ready to complete the proof. Since fg = O, the i,a+i -coe III cient of f g 
is equal to 0, and thus the coefficient multiplied by ur is equal to O as well, i.e. 
Eakbtuv = 0. (2.2.4) 
{(k,1): k+l=i+j} 
Let akbtuv be any summand of (2.2.4) with (k, l) (i, j). Then either k > í or 
l > j. If k > i, then using (2.2.2), (2.2.3) and the right duo condition, we obtain 
akbtuv E akbiRv = biakRv C biakvR C b,ag SIR C a;bi M. 
Since R is right duo and y E R\ M, it follows that ..M r r Q 1. and thus in the 
case where l > j, we obtain 
akbtuv E akbiMv = biakMv C biakvll'l C bia;-RM C aibiM. 
Therefore, for any summand akbtuv of (2.2.4) with (k.. l) (i. j) we have akbtuv E 
aibiM. Hence, it follows from (2.2.4) that for sonic q E M we have aPr.biuv+aibjq = 
0, and thus aibit = 0 with t = uv + q E R\ M. Set s = uvt, and consider any 
pair ak, b1 of the coefficients of the polynomials f and g. Then s E R\ M, and 
akbts = akbtuvt E akbiRvt = biakRvt C bjakvRt C biapRt = aibiRt C a.gbitR = {0}, 
which proves (2.2.1). 
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A ring R is a right chain ring (resp. left chain ring) if its right (resp. left) ideals 
are totally ordered by inclusion ([9]). Right and left chain ring is called chain. 
Clearly, any right chain ring is right distributive. 
Remark 2.2.12. The ring A from Example 7.1.6 is not right duo but is a chain 
domain. So A is right and left distributive but not right Gaussian by Lemma 
2.2.5. Therefore the assumption in Theorem 2.2.11 that R is right duo is not 
superfluous. 
In the following example we construct a commutative Gaussian ring that is not 
distributive (cf. [22, Example 3.3.2]). Hence the converse of Theorem 2.2.11 is 
not true, even in the case of commutative rings. 
Example 2.2.13. Let V be a vector space over a field F such that dimFV 2. 
Then the set R of all matrices of the form (ó Q), where a E F and y E V, with 
usual addition and multiplication of matrices, is a commutative local ring with 
J(R) = (ó 1:71). Since J(R)2 = {0 }, R is Gaussian by Proposition 2.2.9(11). On the 
other hand, since dimFV 2, we can choose two linearly independent vectors 
u, y E V. Since for the ideals I = (ó ou), J = (ó V) and K = (ó F(u+ti)) of R we 
have 
(I +J)nK =K and (InK) +(JfK) =0, 
R is not distributive. 
Recall that an element e of a ring R is called idempotent if e = e2. If e, f are 
idempotents of a ring R such that ef = fe = 0, then we say that e and f are 
orthogonal idempotents in R. A ring R is strongly regular if a E a2R for any 
a E R. We have the following: 
Lemma 2.2.14. A ring R is strongly regular if and only if for every a E R there 
exist u E U(R) and idempotent e E Z(R) such that a = ne. 
Proof. If R is strongly regular, then by [40, Ex. 12.6C] for every a E R there 
exist u E U(R) such that a = aua. Then uaua = ua is an idempotent in R. By 
[40, Ex. 12.6A] ua is central. Hence u -lua is required form of a. 
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If for a E R there exist u E U(R) and idempotent e E Z(R) such that a = ue, 
then a = ueuu -le = ueueu-1 = a2u-1, so the fact that R is strongly regular 
follows. 
Now it is easy to see that if a ring R is strongly regular, then J(R) _ {0 }, and 
that strongly regular rings are precisely right duo von Neumann regular rings. 
Since strongly regular rings are right distributive, the following corollary is an 
immediate consequence of Theorem 2.2.11. 
Corollary 2.2.15. Strongly regular rings are right Gaussian. 
The following corollary follows immediately from Theorem 2.2.11. 
Corollary 2.2.16. If R is a right duo right chain ring, then R is right Gaussian. 
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Chapter 3 
Right Gaussian skew power series 
rings 
This Chapter is based on: 
R. Mazurek, M. Ziembowski, Duo, Bézout and distributive rings of skew power 
series, Publ. Mat. 53 (2009), no. 2, 257 -271. 
and on part of: 
R. Mazurek, M. Ziembowski, Right Gaussian rings and skew power series rings, 
submitted. 
In this chapter we characterize skew power series rings that are right Gaussian, 
extending to the noncommutative case a well -known result by Anderson and 
Camillo (see [2, Theorem 17]). 
3.1 Results on skew power series rings 
In present section we would like to recall those results on (skew) power series 
rings that are an important part of our motivation and direction of studies in this 
thesis. 
Recall that a ring R is right self -injective (resp. left self -injective) if any R- 
module homomorphism from a right (resp. left) ideal I of R into R (I and R are 
considered as right R- modules) extends to an R- module homomorphism from R 
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into R (R is seen as a right (resp. left) R- module). A right module M over a 
ring R is countable -injective if any R- module homomorphism from a countably 
generated right ideal of R into M extends to an R- module homomorphism of 
R into M. If a ring R is countable -injective as a right (resp. left) R- module, 
then we will say that R is right (resp. left) countable -injective ring. A ring R 
which is left and right countable -injective is called countable -injective. A ring R 
is said to be right countable -algebraically compact if for any system of a countable 
number of linear equations with a countable number of indeterminates and with 
coefficients from R written on the left, if every finite subsystem of this system 
has a solution in R, then the whole system has a solution in R. This is to say 
that if A is an No x row -finite matrix over R, indexed by N x N, X is a column 
of 1,20 indeterminates and B is a column of No elements of R, both indexed by 
N, then the system AX = B is finitely solvable if and only if it is solvable. Left 
countable -algebraically compact rings are defined analogously. It is well known 
that for a von Neumann regular ring R, the ring R is right (left) countable - 
algebraically compact if and only if it is left (right) countable -injective (e.g. see 
[26, Proposition 1.1]). During our studies we will need the following well known 
result (e.g. see [80, 4.88]). 
Proposition 3.1.1. For a strongly regular ring R, the following conditions are 
equivalent. 
(1) R is right countable -injective. 
(2) R is left countable -injective. 
(3) R is right countable - algebraically compact. 
(4) R is left countable- algebraically compact. 
(5) Each factor ring R of R is a countable -injective countable - algebraically com- 
pact ring, and each cyclic right (or left) R - module is countable -injective. 
(6) For each sequence (e,ß)°10 of mutually orthogonal idempotents of R and for 
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each sequence (a72)77_0 of elements of R there exists b E R such that be = 
anen for all n E N U {0 }. 
During our investigations we will consider Bézout rings which are defined as 
follows. 
Definition 3.1.2. A ring R is right Bézout if every finitely generated right ideal 
of R (equivalently, every right ideal of R generated by two elements) is principal. 
Now, we would like to present some well known connections between right dis- 
tributive rings and right Bézout rings. We collect them in the following: 
Proposition 3.1.3. Let R be a ring. Then 
(i) ([80, 5.16(1)]) If the factor ring R /J(R) is strongly regular, then R is right 
distributive if and only if R is right Bézout. 
(ii) ([80, 2.35]) If R is right Bézout and right quasi -duo, then R is right distribu- 
tive. 
By the next example it follows that the classes of right distributive (resp. right 
Gaussian) rings and right Bézout rings are different to each other. 
Example 3.1.4. (a) ([81]) The ring R =Z -1-Z-V-5 is commutative distributive 
domain which is neither right nor left Bézout. By Theorem 2.2.11 the ring R is 
right and left Gaussian as well. 
(b) ([81]) Let F be a field. Then for every n > 1, the ring Mn(F) of all n x n 
matrices over F is Bézout but neither right nor left distributive. 
(c) Let F be a field. By (b) for every n > 1, the ring R = Mn(F) is Bézout. Let 
us consider two elements a, b E R such that the only nonzero entry of a is (1, n), 
and the only nonzero entry of b is (1, 1), and these entries are equal to 1. Then 
a, b E R[x] and ab = O. So cr(ab) = O. 
It is easy to see that b E aR. Therefore, b = b2 E aRbR = c,.(a)cr.(b). Since b 0 
and cr(ab) = 0 it follows that the ring R is not right Gaussian. Analogously we 
can show that R is not left Gaussian. 
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We will also need the following two definitions. 
Definition 3.1.5. A right R- module M is called flat, if the fact that cp : A -* B 
is an injective homomorphism of left R- modules, implies that the map 
id,u : 1b'1 oR A-+ 1V1 gR B, 
such that for any m. E Vil, a E A, (idM ®cp)(m ® a) = m (a), is an injective 
homomorphism of abelian groups. 
For our needs we have the following (see [41, Examples 5.62a, 5.62b]): 
Definition 3.1.6. We will say that a ring R has weak dimension less or equal to 
one if either R is von Neumann regular, or R is not von Neumann regular and 
any right (equivalently, left) ideal of R is flat as a right (resp. left) R- module. 
In [10] J. Brewer, E. Rutter and J. Watkins proved that for any commutative 
power series ring R[[x]] the following equivalences hold: 
R[[x]1 is Bézout 
R is countable -injective von Neumann regular 
R[[x]] has weak dimension less or equal to one. 
Bézout power series rings in the noncommutative setting were studied by D. 
Herbera in [26], where among other results she proved a generalization of the 
Brewer, Rutter and Watkins result, which we quote below. 
Theorem 3.1.7. (Herbera; see [26, Corollary 1.10]) Let R be a strongly regular 
ring. The following conditions are equivalent: 
(1) R[[x]] is right Bézout. 
(2) R[[x]] is Bézout. 
(3) R[[x]] has weak dimension less or equal to one. 
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(4) R is countable- injective. 
In this situation R[[x]] is duo and all ideals of R[[x]] are generated by central 
elements. 
Duo Bézout power series rings appeared also in a characterization of countable - 
injective strongly regular rings given by O.A.S. Karamzadeh and A.A. Koochakpoor 
in [34] , where they proved the following theorem. 
Theorem 3.1.8. (Karamzadeh and Koochakpoor; see [34, Theorem 1.10]) Let 
R be a strongly regular ring. Then R is countable -injective if and only if R[[x]] is 
duo and Bézout. 
In [51] G. Marks, among other results, proved the following theorem. 
Theorem 3.1.9. (Marks; see [51, Proposition 5]) Let R be a left or right self - 
injective von Neumann regular ring. The following conditions are equivalent: 
(1) R[[x]] is right duo. 
(2) R[[x]] is left duo. 
(3) R is right duo. 
(4) R is left duo. 
In [77] and [78] A.A. Tuganbaev extended the previously mentioned result of 
Brewer, Rutter and Watkins to skew power series rings, adding additionally the 
right distributivity property to the list of equivalences, and showing that the 
condition concerning the weak dimension can be replaced with a weaker property 
of 2- generated right ideals (i.e., right ideals generated by two elements). To quote 
those results of Tuganbaev, we need a definition. 
A ring R is called semicommutative if the right annihilator of every element of R 
is a two -sided ideal (clearly the notion is left -right symmetric). 
Theorem 3.1.10. (Tuganbaev; see [78, Theorem 2]) Let a be an injective endo- 
morphism of a ring R. Then the following conditions are equivalent: 
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(1) R[[x; o]] is right Bézout and R is semicommutative. 
(2) R[[x; Q]] is right Bézout and R is right quasi -duo. 
(3) R[[x; o]] is right distributive. 
(4) R is countable -injective strongly regular, o- is bijective and Q(e) = e for any 
idempotent e = e2 E R. 
Recall that a ring R is abelian if all idempotents of R are central. 
Theorem 3.1.11. (Tuganbaev; see [77, Theorem 1]) Let R be an abelian ring 
and o- an automorphism of R such that Q(e) = e for any idempotent e = e2 E R. 
Then the following conditions are equivalent: 
(1) R[[x; Q]] has weak dimension less or equal to one. 
(2) All 2- generated right ideals of R[[x; o]] are flat. 
(3) R is countable -injective strongly regular. 
In the present chapter we show that in some sense all the conditions appearing in 
the results quoted above (starting from that of Brewer, Rutter and Watkins) are 
equivalent. More precisely, these results are consequences of Theorem 3.6.1. It 
should be emphasized that besides conditions suggested by the quoted results, the 
theorem also contains some new ones. It should be also stressed that according 
to the second part of this theorem, each of the equivalent conditions implies its 
left analogue (but need not be equivalent to it; see Example 3.6.3), and if o- is 
an automorphism, then any condition in this theorem is equivalent to its left 
analogue. To prove this theorem we need some results on special classes of skew 
power series rings which we assemble in next few sections. 
3.2 Right Bézout rings of skew power series 
Later on we will need the following generalization of Herbera's result [26, Lemma 
2.2]. Recall that a ring R is Dedekind- finite if for any a, b E R, ab = 1 implies 
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ba =1. 
Proposition 3.2.1. Let R be a Dedekind -finite ring and v an injective endomor- 
phism of R such that R[[x; v]] is right Bézout. Then R is von Neumann regular. 
Proof. Set A = R[[x; v]]. For any f = EZ° o fnxn E A we set f = E o Q(fn)xn, 
i.e., fis a unique element of A such that x f = fx. It is clear that f g = to for 
any f,gEA. 
We claim that (cf. [26, Proposition 2.1]) 
for any f = fnxn, g = gnxn E A, if f g = x, then g f = x. 
n =0 n =0 
To see this, note that since A is right Bézout, the right ideal gA + xA is principal 
and thus there exist h = >n o hnxn, k = E o knxn, a = E°° o gnxn, /3 E A 
such that 
g = (gh + xk)a and x = (gh + xk)/3. (3.2.1) 
Multiplying the first part of (3.2.1) on the left by f , we obtain x = (xh + f xk)a, 
and equating x- coefficients, we see that 
1 = [a (ho) + foo-(ko)]cf(ao) 
Since R is Dedekind- finite, it follows that o(ao) is a unit of R, and thus â is a 
unit of A (see [39, p. 10]). Since (3.2.1) implies that 
we deduce that 
g = (gh + xk)â and x = (gh + xk)/ , (3.2.2) 
x = g-y for ¡y = â -1 ß. (3.2.3) 
By assumption f g = x, and thus f g = x. Hence (3.2.3) implies that fx = xry = 
',x, and f = 7 follows. Since a- is injective, f = y, which proves our claim. 
Now we are in a position to prove that R is von Neumann regular. Let a E R. 
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Since A is right Bézout, the right ideal aA + xA is principal, and thus for some 
p En-o p En =0 q S = O drixn7 e E 0 Enxn E A we have 
a = (ap + xg)d and x = (ap + xq)e. (3.2.4) 
Applying our claim to the second part of (3.2.4), we obtain Ê(ap + xg) = x and 
thus the first part of (3.2.4) implies the equality ea = xS. Equating x- coefficients 
in the equality, we see that u(e1)a(a) = a(do), and since u is injective, it follows 
that So = e1a. On the other hand, equating constant terms in the first part of 
(3.2.4), we obtain a = apodo. Hence a = apodo = apoela E aRa. 
3.3 Right duo rings of skew power series 
In the proof of the following proposition we use an argument which is essentially 
due to Marks (see [51, proof of Theorem 1]). 
An endomorphism u of a ring R is idempotent -stabilizing if u(e) = e for every 
idempotent e E R. 
Proposition 3.3.1. Let R be a ring and u an endomorphism of R. If R[[x; u]] 
is right duo, then R is right duo, u is bijective and idempotent- stabilizing. 
Proof. Set A = R[[x; u]]. Since by assumption A is right duo, for any a, b E R 
there exists f = Encc_ o fnx'Z E A such that ba = a f . Hence ba = afo E aR, 
proving that R is right duo. 
Since A is right duo, for any a E R there exists g E A such that ax = xg. Equating 
x- coefficients in this equality, we obtain a E u(R), and thus u is surjective. 
Now we show that u is injective. Let a E R be such that u(a) = O. Since a is 
surjective, a = a(b) for some b E R. Since A is right duo, in R there exists a 
sequence (cf)fEN such that 
ax+x3=x(b+ax+x2) =(b+ax-i-x2)(co+clx+c2x2-I-c3x3+). (3.3.1) 
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Equating constant terms, x -, and x3- coefficients in (3.3.1), we obtain the following 
equations: 
0= bc0, a = bc1 + aa(co), 1= bc3 + aa(c2) + a2(c1). (3.3.2) 
From the first part of (3.3.2) we obtain 0 = a(bco) = aa(co), and thus the second 
part of (3.3.2) implies that a = bc1, which leads to 0 = aa(c1). Applying a-2 to 
the third equation of (3.3.2), we obtain o-4(ci) = 1. Hence, since A is right duo, it 
follows that x3 = x3a(cl) E a(c1)A, and thus 1 = a(c1)d for some d E R. Hence 
a = a(a(ci)d) _ (aa(c1))d = 0, proving that a is bijective. 
Finally we show that a if idempotent- stabilizing. Since A is right duo, there exist 
f,g E A such that a(e)x = xe= ef and a(1- e)x= x(1- e)= (1 -e)g. Thus 
there exist a, b E R such that 
a(e) = ea and 1 - a(e) = a(1 - e) _ (1 - e)b. (3.3.3) 
From the second part of (3.3.3) it follows that e = ea(e). Hence the first part of 
(3.3.3) implies that e = ea(e) = a(e). 
3.4 Skew power series rings over countable- injective rings 
In the proof of Theorem 3.6.1 we will also need the following: 
Proposition 3.4.1. If R is a countable- injective strongly regular ring and a is 
an idempotent- stabilizing automorphism of R, then any principal right ideal of 
the ring R[[x; a]] is generated by a power series whose coefficients are mutually 
orthogonal idempotents of R. 
Proof. Set A = R[[x; a]] and let f = E,°° o fnxn E A. Since R is a strongly regular 
ring, by Lemma 2.2.14 for any n E NU{O} there exist a central idempotent do E R 
and a unit u7t E R such that fn = dnun. Set 




g = E enxn E A. 
n =0 
Since eo, el, e2, ... are mutually orthogonal idempotents, to complete the proof it 
is sufficient to show that f A = gA. 
Since R is countable -injective strongly regular, by Proposition 3.1.1 there exists 
a sequence (b)0 of elements of R such that em,bn = e,no-- m(f,n +n) for any 
m, n E N U {0 }, and since a is constant on idempotents, we obtain 
emmom(bn) = emfm +n for any m, n E N U {0 }. (3.4.1) 
We claim that f = gh, where h = I o bnxn E A. For this, write gh = 
> o cnxn. Then applying (3.4.1) and the equality fn = do fn, we obtain 
n 
en = E eiaZ(bj) = E eifi+j = ei fn 
i+j=n i+j=n i=0 
ei dn f. 
i=0 
It is easy to see that Errol ei + 2 01(1 - di) = 1 for any n E N, and thus 
n n -1 n -1 
ei dn= Eei+H(1 -di) dn= 1dn =dn. 
\ i =o i =o i =o 
Hence c.,,, = do fn = fm, and thus gh = f, which proves that fA C gA. 
To prove the opposite inclusion, we have to show that there exists p = Encxto pnxn E 
A such that g = fp. Equating xn- coefficients of g and fp for all n E N U {0 }, we 
obtain a system of a countable number of linear equations 
en = E 
i+j=n 
fiQ2(pj) (n = 0, 1, 2, . . .). (3.4.2) 
Since u is an automorphism and u is constant on idempotents, the system (3.4.2) 
can be written in the equivalent form 
en = E v n (fi)Q-'(pj) (n = 0,1, 2, . . .). 
i+j=n 
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Hence to prove the existence of p E A with g = fp, it suffices to show that the 
system 
en = D--n(fi)xi (n = 0, 1, 2, . . .) (3.4.3) 
id-j =n 
has a solution in R. Since R is countable -injective strongly regular, Proposition 
3.1.1 implies that the system (3.4.3) has a solution if and only if any its finite 
subsystem has a solution. Thus it suffices to show that for any m E Nu {0} there 
exist yo, y1i ... , ym E R such that 
en = 
i+j=n 
-n( fi)yj for n = 0, 1, . . . , m. (3.4.4) 
To show that the finite system (3.4.4) has a solution, note that for any i E NU {0 }, 
fei = eixZ[U-Z(ui) + (fi+1)x + D--2(fi+2)x2 + . ]. 
Since o- -i(ui) is a unit of R, [57, Proposition 2.2] implies that the power series 
in the brackets is a unit of A, and thus eixi = f ki for some ki E A. Therefore, 
setting qm = Em o ki E A, we obtain eo + e1x + e2x2 + + emxm = f qm. Now 
it is easy to see that if qm = > o anxn and yn = o- -n(an) for any n E NU {0 }, 
then yo, y1, .. , ym is a solution of (3.4.4). 
3.5 Reduced rings of skew power series 
Recall that a ring R is reduced if it contains no nonzero nilpotent element, i.e. 
a2 = 0 implies a = 0 for any a E R. Recall that an endomorphism a of a ring R 
is said to be rigid if ao-(a) 0 for every nonzero a E R. This notion proved to 
be very useful in characterizing reduced skew polynomial rings and skew power 
series rings by J. Krempa in [37] and C.Y. Hong, N.K. Kim and T.K. Kwak in 
[29], to whom the first part of the following proposition is essentially due. 
Proposition 3.5.1. Let R be a ring and a an endomorphism of R. Then 
(i) R[[x; a]] is reduced if and only if a- is rigid. 
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(ii) If R[[x; a]] is reduced, then a- is injective and idempotent- stabilizing. 
Proof. (i) If R[[x; a]] is reduced, then for any nonzero a E R we have ao -(a)x2 = 
(ax)2 0, which proves that o- is rigid. Conversely, if o- is rigid, then it can be 
easily shown that R is reduced (see [29, p. 218]), and thus R[[x; a]] is reduced by 
[37, Corollary 3.5]. 
(ii) Obviously, a is injective by (i). Let e = e2 E R. Since R[[x; a]] is reduced, 
idempotents of R are central, and thus 
Q(e)(1 - e)a-(o-(e)(1 - e)) E a-(e(1 - e))R = {0}. 
Since a is rigid by (i), it follows that o-(e)(1 -e) = 0, and thus o-(e) _ a(e)e. Since 
also 1- e is an idempotent, the same argument as above shows that a(1 - e)c = 0, 
and thus e = a(e)e = o-(e). 
3.6 Right distributive skew power series rings 
Now we can formulate the following: 
Theorem 3.6.1. Let a be an endomorphism of a ring R. Then the following 
conditions are equivalent: 
(1) R[[x; a]] is right distributive and right duo. 
(2) R[[x; a]] is right distributive and reduced. 
(3) R[[x; a]] is right distributive and a is injective. 
(4) R[[x; a]] is right Bézout and right duo. 
(5) R[[x; a]] is right Bézout and reduced. 
(6) R[[x; a]] is right Bézout and right quasi -duo, and a is injective. 
(7) R[[x; a]] is right Bézout and semicommutative, and a- is injective. 
(8) R[[x; a]] is right Bézout and abelian, and a is injective. 
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(9) All 2- generated right ideals of R[[x; a]] are flat, R is abelian, u is bijective 
and idempotent- stabilizing. 
(10) R[[x; o-]] has weak dimension less or equal to one and R[[x; Q]] is right duo. 
(11) R[[x; o-]] has weak dimension less or equal to one, R is abelian, u is bijective 
and idempotent- stabilizing. 
(12) R is countable -injective strongly regular, a- is bijective and idempotent- stabilizing. 
Proof. It is easy to see that for any ring we have the following implication rela- 
tions: 
( *) 
right duo = right quasi -duo 
reduced semicommutative = abelian 
Dedekind -finite 
From Theorem 3.1.10 we obtain (3) (12), and by Theorem 3.1.11 we have (11) 
(9) ' (12). Thus the conditions (3), (9), (11) and (12) are equivalent. 
We continue the proof by showing first that 
(12) = R[[x; Q]] is right duo. (3.6.1) 
To prove (3.6.1), it suffices to show that for the ring A = R[[x; a]] and any f E A 
we have Af C fA. By Proposition 3.4.1 we can assume that f = E°Ooenxn, 
where (en)n°10 is a sequence of mutually orthogonal idempotents of R, and we 
have to show that gf E f A for any g = EZ o gnxn E A. Since R is countable - 
injective strongly regular, by Proposition 3.1.1 there exists a sequence (tm,)°° =o of 
elements of R such that for any m, n E N U {0} we have entm, = eno- n(g,n), or 
equivalently, encn(tm,) = engm,. Set h = ELo tnixm E A. Now it is easy to verify 
that g f = f h, which completes the proof of (3.6.1). 
Since (3) (12), it follows from (3.6.1) that (3) (1). Since (1) = (3) is a 
direct consequence of Proposition 3.3.1, we obtain (3) (1). 
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Using again the equivalence (3) <=> (12), we deduce from Proposition 3.5.1(i) that 
(3) = (2). Since the opposite implication is a consequence of Proposition 3.5.10i), 
(3) <=> (2) follows. 
At this point we know that the conditions (1), (2), (3), (9), (11) and (12) are 
equivalent. Now we show that they are equivalent to the conditions (4) through 
(8). 
By Theorem 3.1.10, (3) implies that R[[x; a]] is right Bézout, and since (3) <=> (12), 
the implication (3) = (4) follows from (3.6.1). Hence applying the implication 
chart ( *) and Proposition 3.3.1, we obtain (3) = (4) (6). Furthermore, since all 
right quasi -duo right Bézout rings are right distributive (see Proposition 3.1.3(ií)), 
we deduce that (6) (3). Moreover, since we already know that (3) <=> (2) and 
(3) = (4), it follows that (3) (5). Hence, applying ( *) and Proposition 3.5.1(4 
we obtain (3) = (5) = (7) = (8). Since obviously (8) implies that R is abelian, 
and thus Dedekind- finite, it follows from Proposition 3.2.1 that R is von Neumann 
regular. Thus for every element r E R, there exists x E R such that r = rxr. 
Then rx = rxrx is idempotent in R. So, since R is abelian r = rxr = r2x and 
it follows that R is strongly regular. Hence R is semicommutative, and from 
Theorem 3.1.10 we obtain (8) (3). Thus we have shown that the conditions 
(4) -(8) are equivalent to (3). 
By the above, the conditions (1) -(9), (11) and (12) are equivalent. By ( *), (10) 
implies that R[[x; a]] is abelian, and thus so is R. Hence using Proposition 3.3.1, 
we obtain (10) = (11). On the other hand, we know that (11) (12), and thus 
it follows from (3.6.1) that (11) = (10), proving that (11) <=> (10) . Hence the 
conditions (1) -(12) are equivalent. 
Proposition 3.6.2. All conditions which appear in the formulation of Theorem 
3.6.1 imply the left analogues of (1) -(10), and in particular, if any of these condi- 
tions holds, then R[[x; o-]] is duo. Moreover, if a is an automorphism, then these 
conditions are equivalent to the left analogues of (1) -(10). 
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Proof. Assume that one of the conditions of above theorem is satisfied. Then 
(12) is satisfied, and thus R is countable -injective strongly regular, a is bijective 
and idempotent -stabilizing. Hence R °P, the opposite ring of R, is countable - 
injective strongly regular, a.-1 is an automorphism of R °P and o--1(e) = e for 
any e = e2 E R. Thus (12) holds for the ring R °P and its automorphism a'. 
Hence, again by the first part of the theorem, any of the conditions (1) -(10) 
holds for the ring R °P and its automorphism a -1, i.e., for the skew power series 
ring R °P[[x; a-1]]. Since R °P[[x; a-1]] is isomorphic to the opposite ring R[[x; Q]] °P 
of the ring R[[x; a]], and the conditions (1) -(10) are "right- sided ", it follows 
that R[[x; a]] and R satisfy the "left- sided" versions of (1) -(10), that is, the left 
analogues of (1) -(10). 
To complete the proof it suffices to show that if a is bijective and for some 
i E {1, 2, ... , 10} the left analogue of (i) is satisfied, then (12) is satisfied. But 
if the left analogue of (i) is satisfied, then from the isomorphism R[[x; a]] °P 
R °P[[x; a-1]] it follows that (i) is satisfied for R °P[[x; a-1]], R °P and v -1. Hence, 
by Theorem 3.6.1, (12) is satisfied for R °P and u -1. Thus (12) is also satisfied for 
R and a. 
The following example shows that in the Proposition 3.6.2 the assumption that 
a is bijective is essential. 
Example 3.6.3. Let K = F(yi, y2, y3, ...) be the rational function field in in- 
finitely many variables yn over a field F, and let a be the endomorphism of K 
defined by a(yn) = yn +1 for any n E N, and a(f) = f for any f E F. Then a is 
an injective endomorphism of K that is not an automorphism. Set A = K[[x; a]]. 
If g E A \ {0 }, then g can be written in the form g = (k0 + k1x + k2x2 + )xn 
with invertible ko, and thus Ag = Axn. Now it easily follows that left ideals of 
A are totally ordered by set inclusion, and thus A is left distributive. Hence the 
left analogue of (3) is satisfied, whereas obviously (12) is not satisfied. 
As the final part of the section we want to consider projective modules and start 
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considerations which together with Proposition 4.2.16 will show 
that skew power 
series rings and generalized power series rings (which we will introduce in the 
next chapter) behave differently regarding projectivity. 
Definition 3.6.4. A right R- module P is called projective if for every right R- 
modules A and B, surjective R- homomorphism h : A -+ B, and R- homomorphism 
f : P -3 B there exists an R- homomorhism a : P -4 A such that ha = f. 
Recall that if every finitely generated ideal (resp. every principal right ideal) of 
a ring R is projective as a right R- module, then R is called right semihereditary 
(resp. right Rickartian) 
Remark 3.6.5. It is well known (e.g. see [41, Exercise 2.2, page 55]) that a ring 
R is right Rickartian if and only if the right annihilator of any element of R is 
generated (as a right ideal) by an idempotent of R. 
The following result (see [14, Theorem 1]) is interesting in the context of Theorem 
3.6.1 but also we will use it later on during considaration about generalized power 
series rings. 
Theorem 3.6.6. If a ring R is right duo, then R is right semihereditary if and 
only if R is right Rickartian and R has weak dimension less or equal to one. 
Having proved Theorem 3.6.1 and keeping in mind the above theorem, one could 
ask if this is possible to add to the equivalent conditions in Theorem 3.6.1 a new 
one. Namely, the condition "R[[x; a]] is right semihereditary and right duo." The 
following example removes the possibility (cf. [80, 4.89]). 
Example 3.6.7. There exists a ring R such that the ring R[[x]] satisfies all 
conditions which appear in Theorem 3.6.1, but R[[x]] is not right semihereditary. 
Proof. Let R = n°°1 FZ/ ®°°1 FZ where for every i, FZ = 7L/2Z is the ring of 
integers modulo 2. It is obvious that R is commutative and since for every r E R, 
r = r2, the ring R is strongly regular. 
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Using Proposition 3.1.1(6) it is easy to see that the ring fl Fi is countable - 
injective. Now Proposition 3.1.1(5) implies that R is countable -injective. Hence 
the ring R[[x]] satisfies all conditions which appear in Theorem 3.6.1. 
For every a E Fri Fi let d(a) = { j e N : 7rß (a) = 1} , where 7rß denotes the 
natural projection. If a E 111 Fi, then the image of a in R will be denoted by 
a. 
Now we would like to show that R[[x]] is not semihereditary. For that, let (pn)nEN 
be a sequence of prime numbers, such that for i j we have pi p;. Moreover, 
for every positive integer i let Ni = {p : k E N} and wi be such element of 
110°1 Fi that 7rn(wi) = 1 if n E Ni and irn(wi) = 0 otherwise. It is obvious that 
wi wi and wiwi= 0 for i #j. 
Now let f = °°_1 wixi -1 E R[[x]], and let us suppose that R[[x]] is semiheredi- 
tary. Then f R[[x]] is projective, so Remark 3.6.5 implies that rR[m] (f) = eR[[x]], 
for some idempotent e E R[[x]]. 
Since the ring R[[x]] satisfies all conditions which appear in Theorem 3.6.1, by 
Proposition 3.4.1, rR[[x]] (f) = (E°°1 1)R[[x]] where el, e2, - E 11 1 Fi and 
él, é2i ... are mutually orthogonal idempotents of R. 
Since f L -i e xi -1 = 0, for every positive integer n we have 
0 = wn f (el + ezx + e3x2 .+ . )1 = wnelxn 1 
what implies that wne1 E ®°°1 Fi. Thus the set d(el) n Nn is finite for every 
n. Let (gn)nm_1 be a sequence of positive integers such that for every n E N, 
PP E Nn \d(el). 
Now, let us consider the element a E Hit/ Fi such that 7rm (a) = 1 if m = pp for 
some n E N and irm (a) = 0 otherwise. Then CL 0 and á él = O. 
It is obvious that for every positive integer n, wn á = O. So á E rR[[x]] (f) = 
(E°°1 ',xi- 1)R[[x]]. Hence á = éixz -1)g for some g E R[[x]]. Since á = á2, 
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we have á = á (E°° ezxi -1)g Equating constant terms in the last equation 
we get á = Ti él y = 0 for some y E R, a contradiction. Thus R[[x]] is not 
semihereditary as we claimed. 
3.7 Right Gaussian skew power series rings 
To prove the main result of this chapter we need the following (cf. [80, 4.58]): 
Lemma 3.7.1. For any ring R and an endomorphim a of R, the following con- 
ditions are equivalent: 
(1) R is strongly regular and a is idempotent- stabilizing. 
(2) a is injective and for any a E R there exists b E R such that a(a) = a(a)ab. 
Proof (1) = (2) Since R is strongly regular, each element of R is a product of a 
unit and an idempotent, and thus (1) implies that a is injective. Moreover, for 
any a E R there exists b E R such that a = a2b and ab = (ab)2, and it follows 
from (1) that a(a) = a(a)ab. 
(2) = (1) We first show that R is a reduced ring. For, let a E R and a2 = O. 
Then a(a(a)a)a(a)a = a(a(a)a2)a = 0, and since by (2) we have a(a(a)a) E 
a(a(a)a)a(a)aR, it follows that a(a(a)a) = 0. Hence a(a)a = 0 by the injectivity 
of a, and we deduce from (2) that a(a) = 0, which implies that a = 0, as desired. 
Next we show that the ring R is strongly regular. By (2), for any a E R there 
exists b E R such that a(a) = a(a)ab. Hence a(a)c = 0 for c =1 - ab, and since 
R is reduced, it follows from (2) that a(ac) E a(ac)acR C a(a)RcR = {0 }. Thus 
ac = 0 by the injectivity of a, which shows that a = a2b. 
Finally we prove that a is idempotent- stabilizing. Let e = e2 E R. By (2) there 
exist c, d E R such that a(e) = a(e)ec and all - e) = a(l - e)(1 - e)d. Thus 
1 = a(e) + a(1 - e) = a(e)ec + all - e)(1 - e)d, and since R is reduced, e is 
central and e = a(e)ec = a(e) follows. 
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Theorem 3.7.2. Let a be an endomorphism of a ring R. Then the following 
conditions are equivalent: 
(1) R[[x; a-]] is right Gaussian. 
(2) R[[x; a]] is right duo right distributive. 
(3) R[[x; a]] is reduced right distributive. 
(4) R[[x; a]] is right distributive and a is injective. 
(5) R[[x; a]] is right duo of weak dimension less than or equal to one. 
(6) R[[x; a]] is right duo right Bézout. 
(7) R[[x; a]] is reduced right Bézout. 
(8) R[[x; a]] is right quasi -duo right Bézout and a is injective. 
(9) R[[x; a]] is semicommutative right Bézout and a is injective. 
(10) R is countable -injective strongly regular, and a is bijective and idempotent - 
stabilizing. 
Proof It follows immediately from Theorem 3.6.1 that conditions (2) -(10) are 
equivalent. 
(2) = (1) is a direct consequence of Theorem 2.2.11. 
(1) = (10) Assume that the ring A = R[[x; a]] is right Gaussian. Then A is right 
duo by Lemma 2.2.5, and thus Proposition 3.3.1 implies that o- is bijective and 
idempotent -stabilizing. 
By Lemma 3.7.1, to prove that R is strongly regular, it suffices to show that 
o-(a) E o(a)aR for any a E R. To get the latter we observe that since A is 
right Gaussian and in the polynomial ring A[X] we have (Q(a) + xX) (a - xX) = 
a(a)a - x2X2, there exist f, g E A such that 
o-(a)x = a-(a)a f + x2g. (3.7.1) 
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Equating x- coefficients in (3.7.1), we obtain u(a) E o-(a)aR, as desired. 
We already know that R is strongly regular, and thus by Proposition 3.1.1, to 
prove that R is countable- injective it suffices to show that for any countable 
set {el, e2, ...} of mutually orthogonal idempotents of R and any countable set 
{al, a2, ...} of elements of R there exists c E R such that enan = enc for all n E N. 
To prove the condition, for any n we set bn = u4n- 4(an), and we observe that 














Since A is right Gaussian, the above equality implies that there exist f, g E A 
0o 00 
e n x4n 
-4 E e n 
n =1 
n b an (b )x4n -2 x2. 
n =1 
with 
co o0 00 
e x4n 3 e x2n-2 e a.2-2n b x2n-1 b n n n n ( n) 
n=1 n=1 n=1 
oa oo 
enx4n-4 f + E entina,¡bn)x4n-2 g. 
(n=1 n=1 l 
For any n E N, multiplying the above equation by en from the left, we get 
n e n b x4n-3 - e n x4n-4f + enbno'(bn)x4n-2g. (3.7.2) 
Equating x471-3- coefficients in (3.7.2), we obtain enbn = ena.4n -4(c), where c is 
the x- coefficient of f. Since tin = o4n- 4(an), and o- is bijective and idempotent - 
stabilizing, it follows that enan = enc for all n, proving that R is countable - 
injective. p 
As a direct consequence of Theorem 3.7.2 we obtain the characterization of a 
right Gaussian power series ring R[[x]]. 
Corollary 3.7.3. For any ring R the following conditions are equivalent: 
(1) R[[x]] is right Gaussian. 
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(2) R[[x]] is right duo right distributive. 
(3) R[[x]] is reduced right distributive. 
(4) R[[x]] is right distributive. 
(5) R[[x]] is right duo of weak dimension less than or equal to one. 
(6) R[[x]] is right duo right Bézout. 
(7) R[[x]] is reduced right Bézout. 
(8) R[[x]] is right quasi -duo right Bézout. 
(9) R[[x]] is semi commutative right Bézout. 
(10) R is countable -injective strongly regular. 
A particular case of the above corollary is the following result of Anderson and 
Camillo (see [2, Theorem 17]) characterizing commutative Gaussian power series 
rings. 
Corollary 3.7.4. For any commutative ring R the following conditions are equiv- 
alent: 
(1) R[[x]] is Gaussian. 
(2) R[[x]] is (reduced) distributive. 
(3) R[[x]] has weak dimension one. 
(4) R[[x]] is Bézout. 
(5) R is von Neumann regular and countable- injective. 
At this moment we are ready to show that as contrasted with the direct prod- 
uct (see Corollary 2.2.3), there exists a ring which is subdirect product of right 
Gaussian rings but is not right Gaussian itself (see [51, Example 6]). 
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Example 3.7.5. Let D be a division ring of characteristic equal to O. We will 
consider the ring 
R = {(d1, d2, ...) E 11 Di : Di = D, there exists n such that dam, = 4+1 = ... }, 
iEN 
It is clear that R is strongly regular. Let for every i E N U {0 }, ai = (d1, d2, ... ), 
ei = (cl, c2, ...) be such elements of R that di +1 = i + 1, ci+1 = 1 and d, +1 
c +1 = 0 for j i. Then every ei is idempotent of R and it is obvious that there 
does not exist d E R such that aiei = dei for every i E N. Thus by Proposition 
3.1.1 R is not countable -injective. Hence Corollary 3.7.3 implies that R[[x]] is not 
right Gaussian. 
On the other hand it is easy to see that for every i E N the set mi = {(d1, d2, ...) E 
R : di = 0} is the maximal ideal of R, R /mi ^_' Di = D and mi[[x]] = { f = 
ao +alx + E R[[x]] : a0, al, E mil is an ideal of R[[x]]. Since R[[x]] /mi[[x]] 
(R/mi)[[x]] ^_' Di[[x]] = D[[x]] and fiEN mi[[x]] _ {0} it follows that R[[x]] can 
be represented as a subdirect product of {Di[[x]] : i E NI. By Corollary 3.7.3 the 
ring Di[[x]] = D[[x]] is right Gaussian. Thus R[[x]] is subdirect product of right 
Gaussian rings but is not right Gaussian itself. 
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Chapter 4 
Right Gaussian skew generalized 
power series rings 
This Chapter is based on: 
R. Mazurek, M. Ziembowski, Weak dimension and right distributivity of skew 
generalized power series rings, to appear in Journal of the Mathematical Society 
of Japan. 
and on part of: 
R. Mazurek, M. Ziembowski, Right Gaussian rings and skew power series rings, 
submitted. 
The aim of the chapter is to extend Theorem 3.7.2 to the skew generalized power 
series rings. The skew generalized power series construction, introduced in [57], 
embraces a wide range of classical ring- theoretic extensions, including skew poly- 
nomial rings, skew power series rings, skew Laurent polynomial rings, skew group 
rings, Mal'cev- Neumann Laurent series rings, the "untwisted" versions of all of 
these, and the "untwisted" rings of generalized power series (see [69] for the def- 
inition of the last class of rings). 
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4.1 Construction of skew generalized power series rings 
In order to construct the skew generalized power series ring we need some defini- 
tions and facts. 
When we consider an ordering relation s on a set S, then the word "order" means 
a partial ordering unless otherwise stated. An order is total (respectively, triv- 
ial) if any two different elements of S are comparable (respectively, incomparable) 
with respect to 
Let (S, be an ordered set. Then (S, is called artinian if every strictly 
decreasing sequence of elements of S is finite, and (S, <) is called narrow if every 
subset of pairwise order -incomparable elements of S is finite. Thus (S, <) is 
artinian and narrow if and only if every nonempty subset of S has at least one 
but only a finite number of minimal elements. A set which is artinian and narrow 
is also called a well -partially- ordered set (see [38]). Such sets are characterized in 
the following proposition. 
Proposition 4.1.1. ([15, Corollary 1]) Let (S, <) be an ordered set. The follow- 
ing conditions are equivalent: 
(1) (S, is artinian and narrow. 
(2) For any sequence (sn)nEN of elements of S there exist indices ni < n2 < 
n3 < ... such that sni z sn2 < sn3 < .... 
(3) For any sequence (sn)nEN of elements of S there exist indices i < j such that 
siGsi. 
Clearly, the union of a finite family of artinian and narrow subsets of an ordered 
set as well as any subset of an artinian and narrow set are again artinian and 
narrow. 
Let (S, ) be a monoid with an identity element 1 and let < be an order relation 
on S. We say that (S, , <) is an ordered monoid if for any si, s2, t E S, si 82 
implies sit < s2t and tsi < ts2. Moreover, if si < s2 implies sit < s2t and 
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ts1 < ts2, then (S, , is said to be a strictly ordered monoid. If (S,.) is a group, 
then we will say that (S, , <) is an ordered group. 
If (S,-) is a monoid, n E N and T1, T2) ... Tn, T are nonempty subsets of S, then 
T1T2 Tn (respectively, Tn) will denote the set of all products t1t2 to with 
ti E Ti (respectively, ti E T) for any i E {1, ..., n }. 
Using Proposition 4.1.1 it is not too hard to prove the following (see [57, Propo- 
sition 1.2]): 
Proposition 4.1.2. Let (S, , be an ordered monoid and T1, T2, ... , Tn (n 1) 
artinian and narrow subsets of S. Then 
(i) The set T1T2 Tn is artinian and narrow. 
(ii) If (S, , ) is strictly ordered, then for any s E S the set {(t1, t2, . . . ,In) E 
T1 x T2 x x Tn : s = t1t2 tn} is finite. 
Given a ring R, a strictly ordered monoid (S, and a monoid homomorphism 
w: S -* End(R) (for every s E S, instead w(s) we will put down w5), consider 
the set A of all maps f : S -+ R whose support supp(f) = {s E S : f (s) 0} is 
artinian and narrow. If f, g E A and s E S, by Proposition 4.1.2 the set 
Xs( f, g) _ {(x, y) E supp(f) x supp(g) : s = xy} 
is finite. Thus one can define the product fg: S -* R of f, g E A as follows: 
(f g)(s) = f (x) wx(g(y)) for any s E S 
(x,y)EX9 (.f,9) 
(by convention, a sum over the empty set is 0). With pointwise addition and 
multiplication as defined above, A becomes a ring, called the ring of skew gener- 
alized power series with coefficients in R and exponents in S, and is denoted by 
R[[S, co]] (or R[[S, w, to indicate the order (). If we consider the ring R[[S, 1]], 
then it means that w is a such monoid homomorphism w: S -+ End(R), for which 
ws = idR for every s E S. 
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From now on we will use the symbol 1 to denote the 
identity elements of the 
monoid S, the ring R and the ring R[[S, w]]. To each 
r E R and s E S, we 
associate elements cr, es E R[[S, w]] defined by 
r ifx=1 
cr(x) 0 if x E S\ {1}, 
1 ifx=s 
es(x) 
0 if x E S {s}. 
It is clear that r H cr is a ring embedding of R into R[[S, w]] and s H es is 
a monoid embedding of S into the multiplicative monoid of the ring R[[S, w]]. 
Furthermore, we have escr = cws(r)es for any r E R and s E S. 
The construction of generalized power series rings generalizes some classical ring 
constructions such as: 
(1) polynomial rings (S = N U{0} with usual addition, and trivial and w), 
(2) monoid rings (trivial and w), 
(3) skew polynomial rings (S = N U {0} with usual addition and trivial 
(4) skew Laurent polynomial rings (S = Z with usual addition and trivial 
(5) skew monoid rings (trivial 
(6) skew power series rings (S = N U {0} with usual addition and usual order), 
(7) skew Laurent series rings (S = Z with usual addition and usual order), 
(8) the Mal'cev- Neumann construction ((S, , <) a totally ordered group and 
trivial w; see [13, p. 528]), 
(9) the Mal'cev- Neumann construction of twisted Laurent series rings ((S, , ) 
a totally ordered group; see [39, p. 242]), 
(10) generalized power series rings (trivial w; see [69, Section 4]). 
Recall that an ordered monoid (S, G) is positively ordered if s > 1 for any s E S. 
An obvious example of such a monoid is So = N U {0} under addition, with its 
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natural linear order. It is clear that if ci is an endomorphism of a ring R, then 
the map w : So End(R) given by w(n) = an for any n E So, is a monoid 
homomorphism, and the ring R[[So, w]] is isomorphic to the skew power series 
ring R[[x; o-]]. Hence, skew power series rings can be considered as a special case 
of skew generalized power series rings with positively ordered exponents. 
4.2 Right distributive skew generalized power series rings 
In this section we study relations between the weak dimension, the right dis - 
tributivity, and the right Bézout condition of skew generalized power series rings 
R[[S, w]] with positively ordered exponents. 
The following result will allow us to apply in these studies the important connec- 
tion given in Proposition 3.1.3(ií). 
Lemma 4.2.1. Let R be a ring, (S,) a positively strictly ordered monoid, w : 
S -+ End(R) a monoid homomorphism, and let A = R[[S, w]]. Then 
J(A)= f f EA: f(1) E J(R)} 
and A /J(A) = R /J(R). 
Proof. Since S is positivelly ordered, (fg)(1) = f(1)g(1) for any f,g E A, and it 
follows that the map cp : A -+ R /J(R), cp(f) = f (1)-I-J(R), is a ring epimorphism 
with ker cp = { f E A : f (1) E J(R) }. Hence to complete the proof, it suffices to 
show that ker cp = J(A). If f E ker yo, then f (1) E J(R) and thus for any g E A we 
have (1 -g f) (1) = 1- g(1) f (1) E 1 + J(R) g U(R). Hence [57, Proposition 2.2] 
implies that 1 -g f E U(A), and thus f E J(A) by [39, Lemma 4.1]. Therefore, 
ker cp c J(A), and since A /ker cp ti R /J(R) is Jacobson semisimple, from [39, 
Proposition 4.6] we deduce that ker co = J(A). 
We will often use the following property of right ideals of a ring which are flat as 
right R- modules. 
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Lemma 4.2.2. (see [80, 4.23]) Let a, b, c, d be elements of a ring R such that 
ab = cd and aR + cR is a flat as a right R- module. Then there exist f , g, h, k E R 
such that of = cg, (1 - f)b = hd, ah = ck and (1 - k)d = gb. 
Recall that an element s of a monoid (S, .) is right cancellative (resp. left can- 
cellative) if xs = ys (resp. sx = sy) implies x = y for any x, y E S. If every 
element of S is right cancellative (resp. left cancellative), then we will say that 
S is a right cancellative monoid (resp. left cancellative monoid). Right and left 
cancellative monoids are called cancellative. 
Now, we can prove the following: 
Lemma 4.2.3. Let R be a ring, (S,..) a strictly ordered monoid, and w : S -4 
End(R) a monoid homomorphism such that the ring R[[S, w]] has weak dimension 
less than or equal to one. Then S is cancellative if and only if for any s, t, w E S, 
stw = sw implies t = 1. 
Proof. The "only if" part is obvious. To prove the "if" part, assume that 
stw = sw implies t = 1 for all s, t, w E S, (4.2.1) 
and consider any s, u, v E S with su = sv. Then in the ring A = R[[S, w]] we 
have eseu = esev, and thus by Lemma 4.2.2 there exist f, g, h, k e A such that 
esf = esg, (1- f )eu = her, esh = esk and (1 - k)eu = geu. 
Suppose that u ¢ Sv. Then (4.2.1) and (4.2.2) imply that 
0 = (hev)(u) = ((1 - f)eu)(u) = 1 - f(1) 
and 
0 = ((1 - k)ev)(u) _ (geu)(u) = g(1). 
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(4.2.2) 
Thus from the first part of (4.2.2) we obtain 
1 = ws(1) = ws(f(1)) = (es.f)(s) _ (esg)(s) = ws(g(1)) = ws(0) = 0, 
and this contradiction shows that u = tv for some t E S. Hence sty = su = sv, 
and (4.2.1) implies that t = 1. Thus u = y, which proves that S is left cancellative. 
Similarly one can show that S is right cancellative. 
Since every idempotent of a right distributive ring is central (see [72, Corollary 
2 of Proposition 1.1]), the following lemma implies that for any strictly ordered 
monoid (S, <), if the ring R[[S, w]] is right distributive, then ws is idempotent - 
stabilizing for any s E S. 
Lemma 4.2.4. Let R be a ring, (S,) a strictly ordered monoid, and w : S -+ 
End(R) a monoid homomorphism such that the ring R[[S, w]] is abelian. Then 
for any s E S, ws is idempotent- stabilizing. 
Proof. Set A = R[[S, w]] and consider any s E S and e = e2 E R. Then ce = ce2 in 
A, and since A is abelian, we obtain Gees = esce = cws(e)es. Hence cos (e) = e. 
Corollary 4.2.5. Let R be a ring, (S, ) a strictly ordered monoid, and w : S -+ 
End(R) a monoid homomorphism such that the ring R[[S, w]] is right distributive. 
Then for any s E S, ws is idempotent -stabilizing. 
The following lemma implies, in particular, that for any positively strictly ordered 
monoid (S, ), if the ring R[[S, w]] is right distributive, then S is left cancellative. 
Lemma 4.2.6. Let R be a ring, (S, ) a strictly ordered monoid, and w : S -+ 
End(R) a monoid homomorphism such that the ring R[[S, w]] is right distributive. 
Then S is left cancellative if and only if for any s, t E S, st = s implies t = 1. 
Proof. The "only if" part is clear. For the "if" part, assume that 
st = s implies t = 1 for any s, t E S, (4.2.3) 
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and consider any s, u, v E S with su = sv. Then in the ring A = R[[S, w]] we 
have eseu = esev, and thus by Theorem 2.1.2 there exist f, g, h, k e A such that 
f + g = 1, eu f= evh and evg = eu,k. (4.2.4) 
Suppose that u vS and v uS. Then (4.2.3) and (4.2.4) imply that wu(f (1)) - 
(eu f) (u) = (evh) (u) = 0, and analogously one shows that wv (g (1)) = O. Since 
su = sv, it follows that wsu(f (1)) = wsu(g(1)) = O. Now from the first part of 
(4.2.4) we obtain 
1 = w,(1) = wsu((.Î + g)(1)) = wsu(f (1)) + ws(.g(1)) = 0 + 0 = 0, 
and this contradiction shows that u E vS or v E uS. In the first case u = vt for 
some t E S. Hence sv = su = svt, and (4.2.3) implies that t = 1, which leads to 
u = v, as desired. The case when v E uS follows similarly. 
Let S be a monoid. Recall that S is a right chain monoid if the right ideals of S 
are totally ordered by set inclusion ([17]), i.e. for any s, t E S we have sS C tS 
or tS C sS. Recall also that S is said to be right duo if all right ideals of S are 
two -sided ideals, i.e. St C tS for any t E S. 
Lemma 4.2.7. Let R be a ring, (S, ) a strictly ordered monoid, and w : S -4 
End(R) a monoid homomorphism such that ws is injective for any s E S. Then 
S is a right chain monoid in each of the following cases: 
(i) If R[[S, w]] is right distributive and S is left cancellative. 
(ii) If R[[S, w]] has weak dimension less than or equal to one, and S is cancella- 
tive and right duo. 
Proof. (i) Assume that S is not a right chain monoid. Then there exist s, t E S 
with sS tS and tS g sS. Since the ring R[[S, w]] is right distributive, by 
Theorem 2.1.2 for some f, g, h E R[[S, w]] we have 
esf = etg and et(1 -f ) = esh. (4.2.5) 
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Since s tS, the left cancellativity of S and the first part of (4.2.5) imply that 
0 = (etg)(s) = (esf)(s) = ws(f(1)), 
and since ws is injective, f(1) = 0 follows. Hence, using that t sS, from the 
second part of (4.2.5) we obtain 
0 = (esh)(t) = (et(1 - f))(t) = wt((1 - f)(1)) = wt(1 - f(1)) = wt(1) = 1, 
a contradiction. 
(ii) Let s, t E S, and assume that sS tS. Since S is right duo, st = tp for some 
p E S. Hence eset = etep, and since R[[S, w]] has weak dimension less than or 
equal to one, by Lemma 4.2.2 there exist f, g, h E R[[S, w]] such that 
es f = etg and (1 - f)et = hep. (4.2.6) 
Since s ¢ tS and S is cancellative, it follows from (4.2.6) that 0 = (etg)(s) = 
(es f)(s) = ws(f (1)), and since ws is injective, we obtain f (1) = O. Hence the 
second part of (4.2.6) implies that 
(hep)(t) = [(1 - f)et](t) = (1 - f)(1) = 1- f(1) = 1, (4.2.7) 
and thus t = xp for some x E S. Therefore tp = st = sxp, and since S is 
cancellative, t = sx follows. Hence tS c sS, and it follows that S is a right chain 
monoid. 
Lemma 4.2.8. Let (S,) be an ordered right chain monoid. Then the order 
is total if and only if for any s E S we have s 1 or s 1. 
Proof. Assume that for any s E S we have s 1 or s 1, and let x, y E S. Since 
S is a right chain monoid, we may assume that x = ys for some s E S. If s < 1 
(resp. s 1), then x y (resp. x > y). Hence the order is total. The opposite 
implication is obvious. 
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If (S, is a nontrivial positively ordered monoid, then clearly S is not a group, 
i.e. S \ U(S) O. Therefore, when skew generalized power series rings with 
positively ordered exponents are considered, as it is in this chapter, then the 
following lemma gives some necessary conditions for such a power series ring to 
be right distributive. 
Lemma 4.2.9. Let R be a ring, (S, <) a strictly ordered left cancellative monoid, 
and let w : S -+ End(R) be a monoid homomorphism such that the ring R[[S, w]] 
is right distributive. Then 
(i) For any s E S \U(S) and a E R there exists b E R such that cos(a) = ws(a)ab. 
(ii) If w80 is injective for some so E S \ U(S), then 
(a) R is strongly regular. 
(b) ws is bijective for any s E S. 
(c) If the order < is total, then the ring R[[S, w]] is reduced. 
Proof. (i) Let s U(S) and a E R. By Theorem 2.1.2 there exist f, g, h, k E 
R[[S, w]] such that f + g = 1, caf = esh and esg = cak. Note that st 1 for 
any t E S (otherwise sts = s; thus is = 1 by the left cancellativity of S, and we 
obtain s E U(S), a contradiction). Hence 
a.f(1) = (ca .f)(1) = (esh)(1) = O. 
Since S is left cancellative, we obtain also that 
ws(g(1)) = (esg)(s) = (cak)(s) = ak(s). 
Thus 
ws(a) = w8(a)w8(1) = ws(a)[ws(f(1)) + ws(g(1))] = w8(a)w8(g(1)) = ws(a)ak(s). 
(ii) (a) This follows from (i) and Lemma 3.7.1. 
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(b) Let s E S. Then (a), Corollary 4.2.5 and Lemma 3.7.1 imply that ws is 
injective. Thus, to complete the proof it suffices to show that if a E R, then 
a E ws(R). By Theorem 2.1.2 there exist f, h, k E R[[S, w]] with caesf = esh and 
e3(1 - f) = caesk. Therefore, applying also the left cancellativity of S, we obtain 
and 
aws(f(1)) = (caesf)(s) = (esh)(s) = ws(h(1)) E cos(R) (4.2.8) 
1 - ws(f,(1)) = (es(1 - f))(s) = (caesk)(s) = aws(k(1)). (4.2.9) 
By (a) there exist u1, u2 E U(R) and central idempotents el, e2 e R such that 
f (1) = u1e1 and k(1) = u2e2. 
From (4.2.8) and Corollary 4.2.5 we obtain aws (ul) e1 E ws(R), and thus 
ae1 E ws(R)ws(ui 1) Ç ws(R). (4.2.10) 
On the other hand, by multiplying (4.2.9) by 1 - el, we obtain 
1 - el = aws(u2)e2(1 - el). (4.2.11) 
Now by multiplying (4.2.11) by 1 - e2 we obtain (1 - ei)(1 - e2) = 0, and thus 
e2(1 - el) = 1- el. Hence by (4.2.11) we have 1- el = aws(u2)(1 - el). Therefore 
a(1 - ei) = (1 - el)ws(u21) = ws((1 - e1)u21) E ws(R), 
which together with (4.2.10) implies that a E ws(R). 
(c) By Theorem 8.3.12, to prove that R[[S, co]] is reduced, it suffices to show that 
for any s E S and a E R, aws(a) = 0 implies a = 0. But this is obvious, since by 
(a), a is a product of a unit and a central idempotent e, and by Corollary 4.2.5 
we have ws (e) = e. 
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In the next lemma we give some necessary conditions for a skew generalized power 
series ring to be right duo. 
Lemma 4.2.10. Let R be a ring, (S, a strictly ordered monoid, and w : S -4 
End(R) a monoid homomorphism such that the ring R[[S, w]] is right duo. Then 
(i) The ring R and the monoid S are right duo, and cos is idempotent- stabilizing 
for any s E S. 
(ii) If s E S is left cancellative, then w3 is bijective. 
Proof. (i) Since A = R[[S, w]] is right duo, for any a, b E R there exists f E A such 
that cba = cbca = Ca f . Hence ba = cba(1) = (ca f)(1) = ca(1) f (1) = a f (1) E aR 
proves that R is right duo. Similarly, for any s, t E S there exists g E A with 
est = eset = etg. Now (etg)(st) = est(st) = 1 implies that st E tS, and thus S is 
right duo. Since any right duo ring is abelian, Lemma 4.2.4 completes the proof 
of (i). 
(ii) Set A = R[[S, co]] and assume that s E S is left cancellative. We first show 
that ws is surjective. Since A is right duo, for any r E R there exists h E A 
such that cres = esh. Hence, using also that s is left cancellative, we obtain 
r = (cres)(s) = (esh)(s) = ws(h(1)) E ws(R), and thus ws is a surjection. 
To prove that ws is injective, we adapt the proof of [51, Theorem 1]. The case 
where s E U(S) is obvious. Thus we assume that s ¢ U(S). Let a E R be such 
that ws(a) = O. Since w3 is surjective, a = cos(b) for some b E R. Since A is right 
duo, there exists k E A such that 
Caes + es3 = es(cb + caes + es2) = (Cb + Caes + es2)k. (4.2.12) 
Since s is left cancellative and s ¢ U(S), taking values of (4.2.12) at 1, s and 83, 
respectively, we obtain the following equations: 
0= bk(1), a = bk(s)+aws(k(1)), 1= bk(s3)+aws(k(s2))+ws2(k(s)). (4.2.13) 
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From the first part of (4.2.13) we obtain 0 = ws(bk(1)) = aws(k(1)), and thus 
the second part of (4.2.13) implies that a = bk(s), which leads to 0 = aws(k(s)). 
Applying ws2 to the third equation of (4.2.13), we obtain ws4(k(s)) = 1. Hence, 
since A is right duo, it follows that e53 = es3cws(k(s)) E cw.,(k(s))A, and thus 1 = 
ws(k(s))d for some d E R. Hence a = aws(k(s))d = 0 d = 0, proving that ws is 
bijective. 
In the case when the coefficient ring R is a finite direct product of rings, the 
following result will allow us to represent the ring R[[S, w]] as a direct product of 
skew generalized power series rings. 
Proposition 4.2.11. Let R1, R2, ... , Rn be rings and let R = n 1 Ri. For any 
i E {1,2,...,n} let Ti : Ri -* R and ni : R -+ Ri be the natural injection 
and the natural projection, respectively. Let (S, ) be a strictly ordered monoid 
and w : S -3 End(R) a monoid homomorphism such that ws o ri(Ri) C Ti(Ri) 
for any s E S and i E {1, 2, ... , n }. Then for every i E {1, 2, ... , n} the map 
wi : S -+ End(Ri) defined by 
= iiows0Ti for any s E S 
is a monoid homomorphism and the ring R[[S, w]] is isomorphic to the ring 
fr=i Ri[[S,wi]]. 
Proof. Since by assumption for any i E {1, 2, ... , n} and s E S we have ws o 
Ti(Ri) Ç Ti(RI), it easily follows that wi,s(1) = 1. Now to complete the proof, it 
suffices to repeat arguments of the proof of [57, Proposition 2.1]. 
In the proof of Theorem 4.2.15 we will need the following characterization of finite 
products of division rings (see [55, Corollary 13]. Recall that a ring R is said to 
be orthogonally finite if R has no infinite set of mutually orthogonal ideinpotents. 
Lemma 4.2.12. A ring R is orthogonally finite strongly regular if and only if R 
is a finite direct product of division rings. 
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Lemma 4.2.13. Let (S, <) be a right chain positively 
strictly ordered monoid, 
and let t E S. Then 
(i) For any s E S there exists a unique element s(t) E S such 
that st = ts(t). 
(ii) Let R be a ring, and w : S -+ End(R) a monoid homomorphism such that wt 
is bijective. For any f e R[[S, w]] define f(i) : S -+ R by f (t) (x) = wt 1(f (s)) 
if x = 5(t0 for some s E S, and f (t)(x) = 0 otherwise. Then f(t) E R[[S,w]] 
and f et = et f (t) 
Proof. We claim that for any s E S, st E tS. Otherwise, since S is a right 
chain monoid, t = sty for some y E S \ {1 }. Since (S, <) is positively ordered, 
s > 1 and y > 1, and we obtain t = sty > t, a contradiction that proves our 
claim. Hence there exists s(t) E S such that st = ts(t). Since by Lemma 4.2.8 the 
order < is total, such an element 5(t) is unique, and the proof of (i) is complete. 
Furthermore, for any sl, s2 E S we have sl < s2 q s(it) < 4). Thus for any 
f E R[[S, w]] the map f(i) : S -+ R is well- defined and f(i) E R[[S, w]]. The rest 
of (ii) is easy to verify. D 
Recall that a monoid S is cyclic if for some s E S we have S = {sn : n E NU {0 } }. 
In our investigations in present chapter we will use the following (see [55, Lemma 
7]): 
Lemma 4.2.14. Let S be a positively strictly ordered monoid which is right chain. 
Then S is not cyclic if and only if S contains an infinite sequence of elements 
t, s1, 82, s3, ... such that 
sl < s2 < s3 < ... < t. (4.2.14) 
Proof By Lemma 4.2.8, S is linearly ordered. Assume that S is not cyclic. We 
start with the case when the set S \ {1} contains a minimal element s. Since S is 
not cyclic, there exists t E S \ {1, s, s2, 83, ... }. If the sequence s < s2 < s3 < 
is not bounded by t, then for some i 1 we have si < t < si +1 and thus for 
some x, y E S \ {1 } , t = six and si +1 = ty. Hence 5i +1 = s'xy, which leads to 
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s = xy > 82, a contradiction. Therefore, for every i, si < t, and putting si = si 
we get a sequence (4.2.14). We are left with the case when S \ {1} contains no 
minimal element. Then starting with any t E S \ {1} we find in S a sequence 
1 < ... < a3 < a2 < al < t. Since ai < t, for any i there exists si with t = aisi 
and si < si +1 < t easily follows, proving the existence of a sequence (4.2.14). 
Clearly, if S contains a sequence (4.2.14), then S is not cyclic. 
Theorem 4.2.15. Let R be a ring, (S,.) a nontrivial positively strictly ordered 
monoid, and w : S -* End(R) a monoid homomorphism. Then the following 
conditions are equivalent: 
(1) RUS, co]] is right duo right distributive. 
(2) R[[S, w]] is reduced right distributive. 
(3) RUS, co]] is right distributive and w3 is injective for any s E S. 
(4) R[[S, w]] is right duo right Bézout. 
(5) R[[S, w]] is reduced right Bézout. 
(6) RUS, co]] is right quasi -duo right Bézout and w3 is injective for any s E S. 
(7) R[[S, w]] is semicommutative right Bézout and w3 is injective for any s E S. 
(8) RUS, co]] has weak dimension less than or equal to one and is right duo. 
(9) RUS, co]] has weak dimension less than or equal to one, R is abelian, S is 
a right chain monoid, and w3 is bijective and idempotent- stabilizing for any 
sES. 
(10) w3 is bijective and idempotent- stabilizing for any s,E S, and either 
(a) S is cyclic and R is countable- injective strongly regular 
or 
(b) S is not cyclic, S is a right chain monoid and R is a finite direct product 
of division rings. 
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Proof. Set A = R[[S, w]]. 
(8) = (9) Since S is positively strictly ordered, S is cancellative by Lemma 4.2.3, 
Thus Lemmas 4.2.10 and 4.2.7(ií) imply that ws is bijective and idempotent- 
stabilizing for any s E S, and that S is a right chain monoid. Moreover, R is 
right duo by Lemma 4.2.10(i), and thus R is abelian. 
(9) = (10) If S is cyclic, say generated by s, then A ' R[[x; a]], where Q = ws, and 
in this case this implication follows from Theorem 3.6.1. Therefore, we assume 
that S is not cyclic, and we show that if (9) holds, then condition (b) of (10) is 
satisfied. 
To prove (b), we will apply Lemma 4.2.12. We first show that the ring R is 
strongly regular. Let a E R and choose any s E S \ {1 }. Since caes = escwe 1(a), 
Lemma 4.2.2 implies that ca f = esg and (1 - f )es = hcwe i(a) for some f, g, h E A. 
Hence 
a,Ì(1) = (caf)(1) = (esg)(1) = es(1)g(1) = 0, 
and since S is cancellative by Lemma 4.2.3, we obtain also that 
1 -f (1) = [(1 - f)es](s) = (hcwg 1 (a))(s) = h(s)a. 
Thus a = a(1 -f (1)) = ah(s)a, which proves that R is von Neumann regular. 
Since R is abelian, it follows that R is strongly regular. 
Now we show that R is a finite direct product of division rings. By Lemma 4.2.12, 
we need only prove that R is orthogonally finite. Suppose, for a contradiction, 
that there exists an infinite sequence el, e2, e3, ... of nonzero orthogonal idem- 
potents of R. By Lemma 4.2.14, in S there exist an element t and a sequence 
(s,i)n,EN such that 
51<s2<s3<...<t. 
Define pEAbyp( si)= ei for all iEN, and p(x)= 0 for xES \ {s1,s2,s3, }, 
and let p(t) E A be defined as in Lemma 4.2.13(ií). Then by Lemma 4.2.13 we 
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have pet = etp(t), and by Lemma 4.2.2 there exist f, g, h E A with 
We claim that 
Pf = etg and et = f et + hp(t) (4.2.15) 
e3 f (1) = 0 for any j E N. (4.2.16) 
To see this, note that since S is positively ordered and si < t, we have si ¢ tS, 
and thus from the first part of (4.2.15) we obtain 
O = (et9)(s3) = (pf )(si) = p(s3)ws, (f (1)) + E p(x)wx(f (y)) _ 
(x.3!)EX8, (p, f) 
x#si 
= e3w, (f (1)) + ekiwsk, (f (yi)) + ek2wsk2 (f (y2)) -f- + ekmwskm (f (ym)) 
for some m E N, Yi, y2, . . . , ym E S, and k1, k2, ... , kL E N \ {j }. Multiplying the 
above equation by ei from the left, we obtain 
0 = e3ws,(f(1)) = Los, (e3)ws;(f(1)) = ws,(ei(1)) 
Since w35 is injective, ei f (1) = 0 follows, completing the proof of (4.2.16). 
On the other hand, applying the definition of p(t0 and the second part of (4.2.15), 
we obtain 
1 = et(t) = (fet)(t) + (hp(t))(t) = f(1) + E h(x)wx(p(t) (y)) = 
(x,y)Ext(h,p(t)) 
= f (1) + h(x1)ei, + h(x2)e2 + + h(xn)ein 
for some n, i1, ... , in E N U {0} and x1i x2, ... , xn E S. Take any j E N \ 
{i17 i2, . . . , in }. Since eider = 0 for all d E {1, 2, ... , n }, from the above equation 
it follows that ei = f(1)eß. But e3 f (1) = 0 by (4.2.16), and we obtain ei = 
ei f (1)eß = 0, a contradiction. 
(10) (1) If S is cyclic, then this implication follows from Theorem 3.6.1. As- 
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sume that S is not cyclic. Then R = D1 x x D,, for some division rings 
D1i ... , Dn,. Furthermore, if s e S, then ws(e) = e for any idempotent e E R, 
and thus ws o Ti(Di) C Ti(Di) for any 1 i < n, where Ti : Di -+ R is the natural 
injection. Hence by Proposition 4.2.11 we have A ^' D1 [[S, w1]] x x Dn [[S, wa]], 
where for any i E {1, ... , n }, wi : S -* End(Di) is a monoid homomorphism such 
that wi,,, = wi(s) is bijective for any s E S. Since S is a right chain monoid, the 
order is total by Lemma 4.2.8, and thus [56, Theorem 4.7] implies that for any 
i E {1, ... n }, Di[[S, will is a right chain ring and any nonzero principal right 
ideal of this ring is generated by et for some t E S. Thus by Lemma 4.2.13(ií), 
Di[[S, wi]] is a right duo ring for any i E {1, ... , n }. Therefore, being a finite 
direct product of right chain right duo rings, A is a right distributive right duo 
ring. 
(1) = (4) Since S is left cancellative by Lemma 4.2.6, it follows from Lemmas 
4.2.10(ií) and 4.2.9(ií) that R is strongly regular and J(R) = 0 follows. Hence 
Lemma 4.2.1 implies that A /J(A) is strongly regular, and thus R is right Bézout 
by Proposition 3.1.3(ií). 
(4) = (6) Proposition 3.1.3(ií) implies that A is right distributive, and thus S is 
left cancellative by Lemma 4.2.6. Now (6) follows from Lemma 4.2.10(ií). 
(6) (5) Proposition 3.1.30i) implies that A is right distributive. From Lemmas 
4.2.6, 4.2.7(i) and 4.2.8 it follows that the order < is total, and thus by Lemma 
4.2.9(ii)(c), A is reduced. 
(5) = (7) We show first that for any s E S, ws is injective. For this, assume that 
a E R and ws(a) = 0. Then in A we have (caes)2 = c,,,e(a)es2 = 0, and since A 
is reduced, caes = 0 follows. Hence a = (caes)(s) = 0, which proves that ws is 
injective. Since every reduced ring is semicommutative, so is A. 
(7) (3) By Proposition 3.1.3(i) and Lemma 4.2.1, it suffices to show that R 
is strongly regular. For this, consider any a E R. Since S is nontrivial, there 
exists s E S \ {1 }. Since A is right Bézout, there exist f, g, h, k E A with 
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ca = (ca f + esg)h and es = (caf + esg)k. Since S is positively ordered, it follows 
that 
a = ca(1) = [(Caf +esg)h](1) = (ca fh)(1) + (e,sgh)(1) = a (1)h(1), 
and thus 
cos(a) = ws(a)ws(.Î(1))ws(h(1)) (4.2.17) 
Moreover 
0 = es(1) = [(caf + esg)k)(1) = (caf k)(1) + (es gk)(1) = af(1)k(1), 
and thus 
0 = ws(a)ws(f(1))ws(k(1)). (4.2.18) 
Furthermore, 
1 = es(s) _ [(caf +esg)k](s) = (ca fk)(s) +(esgk)(s) = a(.fk)(s) +ws(g(1))ws(k(1)) 
By (4.2.18), ws(k(1)) belongs to the right annihilator of ws(a)w5(f(1)), which by 
assumption is an ideal of R, and thus using (4.2.17) we obtain 
ws(a)ws(g(1))ws(k(1)) = [ ws( a) ws (f(1))ws(h(1))lws(g(1))ws(k(1)) = 
= ws( a) ws( f(1))[ws(h(1))ws(g(1)))ws(k(1)) = O. 
Hence 
ws(a) = ws(a)1 = ws(a)[a(fk)(s) + ws(g(1))ws(k(1))] = ws(a)a(fk)(s). 
Thus by Lemma 3.7.1 the ring R is strongly regular. 
(3) (2) follows from Lemmas 4.2.6, 4.2.7(i), 4.2.8 and 4.2.9(ii)(c). 
(2) = (10) The same argument as in the proof of (5) = (7) implies that all 
the ws's are injective. Since S is left cancellative by Lemma 4.2.6, it follows 
69 
from Lemma 4.2.9(ií) and Corollary 4.2.5 that for any s E S, w3 is bijective and 
idempotent- stabilizing. 
If S is cyclic, then part (a) of (10) follows from Theorem 3.6.1. Thus we assume 
that S is not cyclic and prove part (b). By Lemma 4.2.7(i), S is a right chain 
monoid. By Lemmas 4.2.9(ii)(a) and 4.2.12, to prove the rest of (b) it suffices to 
show that R is orthogonally finite. For this it suffices to modify slightly the proof 
of the implication (9) = (10). Suppose, for a contradiction, that there exists an 
infinite sequence el, e2, e3, ... of nonzero mutually orthogonal idempotents of R. 
Since S is a positively ordered right chain monoid that is not cyclic, by Lemma 
4.2.14 in S there exist an element t and a sequence (sn)nEN such that 
sl<s2<s3<...<t. 
Define pEAbyp( si)= ei for all iEN, and p(x)= 0 for xES \ {sl,s2,s3,... }. 
Since A is right distributive, by Theorem 2.1.2 there exist f, g, h E A with 
Pf = etg and et = et f+ ph. 
From the second part of (4.2.19) we obtain 
(4.2.19) 
1 = et(t) = (etf)(t) + (ph)(t) = wt(f (1)) + E p(x)wx(h(y)) = 
(x,y) EXt (p,h) 
= wt(f(1)) + p(xl)wxi(h(y1)) + p(x2)wx2(h(y2)) + ... + p(xn)wxn(h(yn)) 
= wt(f (1)) + eilcox, (h(y1)) + ei2wx2 (h(y2)) + ... + einwxn (h(yn)) 
for some n, i1 í ... in E N U {0} and x1, x2, ... , xn, yl, y2, ... , y E S. Take any 
j E N \ {i1, i2, ... in }. Since eieid = 0 for all d E {1, 2, ... , n }, from the above 
equation it follows that ei = eiwt(f (1)) = wt(ei f (1)). But the first part of (4.2.19) 
implies that ei f (1) = 0 (see the proof of (4.2.16)), and we obtain ei = wt(0) = 0, 
a contradiction. 
(1) = (8) We already know that (1) implies (5), and thus to get (8) it suffices to 
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apply [80, 4.21(2)]. 
Now we want to point out that the "positively ordered" assumption is essential 
in Theorem 4.2.15, i.e. if (S, <) is not assumed to be positively ordered, then 
conditions (1) -(10) in Theorem 4.2.15 need not be equivalent. For instance, if R 
is a commutative artinian chain ring that is not reduced, and (S, is a nontrivial 
totally ordered commutative group, and w : S -* End(R) is the trivial monoid 
homomorphism, then [56, Theorem 4.6] implies that R[[S, w]] is a commutative 
chain ring that is not reduced, and thus any of the conditions (1), (3), (4), (6), 
(7) is satisfied but none of the conditions (2), (5), (10) holds. For a more concrete 
example, one can consider R = Z/4Z, the ring of integers modulo 4, and S = Z, 
the additive group of integers with its natural total order 
Example 3.6.7 shows that we can not add the condition "R[[x; u]] is right semi - 
hereditary and right duo" in formulation of Theorem 3.6.1. The diffrent situation 
is when we consider generalized power series rings R[[S, w]] for (S, <) being a not 
cyclic nontrivial positively strictly ordered monoid. Namely we have the follow- 
ing: 
Proposition 4.2.16. Let R is a ring, (S, a not cyclic positively strictly ordered 
monoid and w : S -* End(R) a monoid homomorphism. Then the following 
conditions are equivalent: 
(1) R[[S, w]] is a right semihereditary and right duo ring. 
(2) S is a right chain monoid, R is a finite direct product of division rings and 
ws is bijective and idempotent- stabilizing for any s E S. 
Proof. (1) = (2) It is obvious by Theorems 3.6.6 and 4.2.15 
(2) (1) By Theorem 4.2.15 the ring R[[S, w]] has weak dimension less than or 
equal to one and is right duo. Thus Theorem 3.6.6 implies that to prove (1) it is 
enough to show that R[[S, w]] is right Rickartian. 
To show that R[[S, w]] is right Rickartian we will use Remark 3.6.5. Using the 
same arguments as in the proof of implication (10) = (3) of Theorem 4.2.15, we 
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can show that (2) implies that R[[S, w]] "' [[S, Lod x x Dn[[S,wn]], where 
for any i E {1, ... , n }, wi : S -4 End(Di) is a monoid homomorphism such that 
wi,3 = wi(s) is bijective for any s E S and for any i E {1, ... , n }, Di US, will is a 
right chain ring and Di is division ring. Since by Lemma 4.2.8 the monoid S is 
totally ordered and every wi is bijective, it is easy to see that Di[[S, wi]] is domain 
for every i. So we deduce that for every f E R[[S, w]], the right annihilator of 
f is generated by an idempotent and the fact that R[[S, w]] is right Rickartian 
follows. D 
4.3 Right Gaussian skew generalized power series rings 
In this section we will extend Theorem 3.7.2 to skew generalized power series 
rings with exponents in a positively ordered right chain monoid. 
Theorem 4.3.1. Let R be a ring, (S,..) a nontrivial positively strictly ordered 
monoid, and w : S -+ End(R) a monoid homomorphism. Then the following 
conditions are equivalent: 
(1) R[[S, w]] is a right Gaussian ring and S is a right chain monoid. 
(2) R[[S, w]] is right duo right distributive. 
(3) R[[S, w]] is reduced right distributive. 
(4) R[[S, w]] is right distributive and w3 is injective for any s E S. 
(5) R[[S, w]] has weak dimension less than or equal to one and is right duo. 
(6) R[[S, w]] is right duo right Bézout. 
(7) R[[S, w]] is reduced right Bézout. 
(8) R[[S, w]] is right quasi -duo right Bézout and cos is injective for any s E S. 
(9) R[[S, w]] is semicommutative right Bézout and w3 is injective for any s E S. 
(10) For any s E S, ws is bijective and idempotent- stabilizing, and either 
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(a) S is cyclic and R is countable- injective strongly regular 
or 
(b) S is not cyclic, S is a right chain monoid and R is a finite direct product 
of division rings. 
Since the equivalence of conditions (2) through (10) of the above theorem has 
been already established in Theorem 4.2.15, to prove the result it suffices to 
prove the implications (1) = (10) and (2) = (1). This will be done with the aid 
of the following two lemmas which give some necessary conditions for the skew 
generalized power series ring R[[S, w]] to be right Gaussian. 
Lemma 4.3.2. Let R be a ring, (S, .) a nontrivial positively strictly ordered 
right chain monoid, and w : S -> End(R) a monoid homomorphism such that the 
ring R[[S, w]] is right Gaussian. Then 
(i) For any s E S, ws is bijective and idempotent- stabilizing. 
(ii) R is strongly regular. 
Proof (i) Since R[[S, w]] is right Gaussian, R[[S, w]] is right duo by Lemma 2.2.5. 
Thus Lemma 4.2.10(i) implies that ws is idempotent- stabilizing for any s E S. 
Furthermore, since S is a positively strictly ordered right chain monoid, it follows 
from Lemma 4.2.10(ií) that all the ws's are bijective. 
(ii) Since S is nontrivial, there exists s E S\{1}. By (i), ws is injective, and thus 
by Lemma 3.7.1, to prove that R is strongly regular, it suffices to show that for 
any a E R we have cos(a) E ws(a)aR. For that, set A = R[[S, w]]. Since A is right 
Gaussian and in A[x] we have 
it follows that 
(Cws(a) 
+ esx)(ca - esx) = Cws(a)a - es2x2, 
Cws(a)es 
= Cws(a)a f + es2g for some f, g E A. (4.3.1) 
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Since S is positively strictly ordered right chain monoid and s 1, we deduce 
that s ¢ s2S. Hence from (4.3.1) we obtain 
w8(a) = (cu,s(d)es)(s) = (cWs(a)af)(s) + (es2g)(S) = ws(a)af (s) E ws(a)aR, 
as desired. O 
Lemma 4.3.3. Let R be a ring, (S, a positively strictly ordered monoid, and 
w : S End(R) a monoid homomorphism such that the ring R[[S, w]] is right 
Gaussian. If S contains an infinite sequence of elements t, sl, s2, s3,... such that 
S1<s2<s3<...<t, 
then R is a finite direct product of division rings. 
Proof. By Lemma 4.3.2(i), R is strongly regular, and thus by Lemma 4.2.12, to 
prove the result it suffices to show that R contains no infinite sequence of nonzero 
mutually orthogonal idempotents. Suppose, for a contradiction, that there exists 
an infinite sequence el, e2, e3, ... of nonzero mutually orthogonal idempotents of 
R. By assumption, in S there exist an element t and a sequence (sn)nEN such 
that 
81<82<53<...<t. 
Set A = R[[S, w]], and define p E A by p(si) = ei for all i E N, and p(x) = 0 for 
x E S\ {s1i s2, 33, ... }. Since A is right Gaussian, A is right duo by Lemma 2.2.5, 
and thus there exists h E A such that pet = eth. We claim that 
there exists an infinite sequence u1, u2, u3, ... of different elements of supp(h) 
such that sit = tui for any i E N. 
To prove the claim, note first that if i, j E N and i j, then sit sit. Indeed, if 
i < j, then si < si, and sit < sit. Similarly we obtain sit > sit in the case where 
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i > j. Applying this observation, we obtain 
0 ei = p(si)wsi (et(t)) = (Pet) (sit) _ (eth) (sit). 
Hence there exists ui E supp(h) with sit = tui, and furthermore ui = u3 if and 
only if i = j. 
Now we define a function k : S -3 R as follows: k(ui) = ei for any i E N, and 
k(x) = 0 for any x E S\ {ui, u2i u3, ... }. Since supp(k) C supp(h), it follows that 
k E A. Furthermore, using that wt is idempotent- stabilizing by Lemma 4.3.2(i), 
it is easy to see that pet = etk. Since in the ring A[x] we have 
(p + etx) ( -et + kx) = -pet + (Pk - et2)x +petx2 
and A is right Gaussian, there exist f, g E A with 
et2 = pet/ + pkg - et2g. (4.3.2) 
Since et2 = p(et f + kg) - et2g and S is positively strictly ordered, it follows that 
1 = et2(t2) _ [p(etf+k9)](t2)-(et29)(t2) = ei,d1+...+eindn_wt2(9(1)) (4.3.3) 
for some n, i1, ... , in E N and d1, ... , dn, E R. Take any j E N \ {i1, i2, ... , in }. 
Since eieiq = 0 for all q E {1, 2, ... , n }, by multiplying (4.3.3) by ei from the left, 
we obtain ei = -eiwt2 (g(1)). Since furthermore wt2 is idempotent- stabilizing and 
bijective by Lemma 4.3.2(i), we deduce that ei _ -eig(1). 
Next we take values of the summands of (4.3.2) on siui, and multiply them by 
ei from the left. Since si < t, we have siui < tub = sit < t2. Thus et2(siui) = 0, 
and consequently 
ei et2(siui) = 0. (4.3.4) 
It is clear that if (pet f) (siui) is non -zero, then it is a sum of elements of the form 
p(si) wsz(et(t)) wszt(f (v)), where situ = siui. If we would have si = si, then 
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since S is positively ordered, sit 5 situ = siui < tui = 
sit, a contradiction. Thus 
si sj, hence p(si) = ei # ej, and ejp(si) = 0 follows, which shows that 
ej ' (pet.Î)(sjuj) = O. (4.3.5) 
Now we consider the value ej (pkg)(sjuj). It is clear that (pkg)(sjuj) is a sum 
of elements of the form z = p(si) wsi (k(ui)) ws;ul (g(v)), where siuiv = sit/J. 
If i j, then p(si) = ei ej, and ejz = 0 follows. Similarly, if l # j, then 
k(uj) = el ej, and again ejz = O. We are left with the case where i = l = j. 
Then spiv = sjuj, and since S is positively ordered, y = 1 follows. Hence 
ejz = ej wsiui (g(1)) = wsiui (ejg(1)). We already know that 
ejg(1) _ -ej, and 
thus 
ej (pkg)(sjuj) = -ej. (4.3.6) 
Finally, we consider the value ej (et2g)(sjuj). Since sjuj < t2 and S is positively 
ordered, it follows that sjuj ¢ t2S, and thus (et2g)(sjuj) = 0. Hence 
ej (et2g)(sjuj) = 0. (4.3.7) 
Now from equations (4.3.2) and (4.3.4) - (4.3.7) we obtain ej = 0, a contradiction. 
We are now ready to prove Theorem 4.3.1. 
Proof of Theorem 4.3.1 As we have already noted, conditions (2) -(10) are 
equivalent by Theorem 4.2.15. In particular, by the equivalence (2) <=> (10), (2) 
implies that S is a right chain monoid and thus the implication (2) (1) follows 
from Theorem 2.2.11. Hence, to complete the proof it suffices to show that (1) 
implies (10). 
Assume (1). Then by Lemma 4.3.2(i), ws is bijective and idempotent -stabilizing 
for any s E S. To show that (a) or (b) of (10) holds, we consider two cases, 
depending on whether S is cyclic or not. In the first case assume that S is 
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generated by an element s E S, and set o- = w5. Since S is nontrivial and strictly 
positively ordered, si si for any nonnegative integers i j, and thus the ring 
R[[S, w]] is isomorphic to the skew power series ring R[[x; w]]. Hence R[[x; w]] 
is right Gaussian, and so Theorem 3.7.2 implies that R is countable -injective 
strongly regular, establishing the implication (1) = (10) in this case. 
We are left with the case where S is not cyclic. By Lemma 4.2.14, in this case in 
S there exist an element t and a sequence (sn)n,EN such that 
81 <s2<sg <... < t. 
Hence by Lemma 4.3.3, R is a finite direct proof of division rings, which completes 




Rings of quotients of right 
Gaussian rings 
This Chapter is based on part of: 
R. Mazurek, M. Ziembowski, Right Gaussian rings and skew power series rings, 
submitted. 
Rings of quotients are very useful tool in studying commutative Gaussian rings. 
In the noncommutative setting the situation is different, as for a right Gaussian 
ring a ring of quotients may not exist (see Example 5.2.1), and even when it 
exists, it need not be right Gaussian (see Example 5.2.2). The aim of this section 
is to explain when a ring of right quotients of a right Gaussian ring (if it does 
exist) is again right Gaussian. 
5.1 When is a right ring of quotients of a right Gaussian 
ring right Gaussian? 
In the following lemma we give a sufficient condition for a right ring of quotients 
of a right Gaussian ring to be again right Gaussian. 
Lemma 5.1.1. Let R be a right Gaussian ring, S a right denominator set in R, 
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and Rs a right ring of quotients with respect to S. If for any a E R we have 
Sa C aS or ESES as = 0, (5.1.1) 
then Rs is right Gaussian. 
Er _o n xi E R [x] and let f g= Ljm +n xk We Proof. Let f = i =o aix g = j =o ßJ s k =o i'k 
show that if 5 E Rs, then aibßj E Ek on 'ykRs for all i, j, which obviously implies 
that Rs is right Gaussian. 
Let cp : R -+ Rs be a ring homomorphism satisfying conditions (a) -(c) of the 
definition of Rs, recalled in Section 1.2. Since in Rs any finite number of quotients 
can be brought to a common denominator (see [41, p. 301]), there exist s E S and 
ao, ... , am, bo, ... , bn, d E R such that ai = cp(ai)co(s) -1 for any i E {0, ... , m }, 
ßj = cp(bj)cp(s) -1 for any j E {0, ... , n }, and S = cp(d)cp(s) -1. Since R is right 
Gaussian, R is right duo by Lemma 2.2.5, and thus there exist b'0, b'1, ... , b',, d' E R 
such that bjs = sb'j for any j E {0, ... , n }, and ds = sd'. 
Now we consider the polynomials f = mo aixi, g = >rl_ o bx E R[x]. Let 
f.0 = Lk--+on ckxk. Note that for any k, 
gck) = E w(aimbj) = E (p(ai)w(s)-1gsbj) = E (P(aims)-1cP(bjs) = 
i+j=k i+j=k i+j=k 
= E w(aims)-1cP(bj)cP(s)-lcp(s)2 ='ykcp(s)2 E Ì'kRs. 
i+j=k 
Note also that since R is right Gaussian, for any i, j we have aid'b'j E E on ckR, 
and thus 
m +n m +n 
ço(aid'b) E E ço(ck)Rs Ç E `YkRS. 
k =0 k =o 
We are now in a position to show that ai5ßj E E on lykRs for any pair i, j. The 
case where ßj = 0 is clear. Thus we assume that ßj 0, and cp(bj) 0 follows. 
Hence (5.1.1) implies that Sbj C biS, and thus sbj = bit for some t E S. Since 
(5.1.2) 
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bits =s2b'i and ts E S, we get 
ai6/3 = ( az) S0(8)- 1S0(d)cp(s)- 1S0(bá)40(s) -1 = W(ai)cp(d')cp(s) 2(p(b3)cp(s) -1 = 
_ ( P(ai)ÇP(d')cp(bi)(p(st)- 1c,o(s) -1 E ço(aid'b3)Rs. 
Applying (5.1.2), we obtain aia,8i E E on ̀YkRs, as desired. 
Theorem 5.1.2. Let R be a right Gaussian ring, P an ideal of R such that 
S = R \ P is a right denominator set in R, and Rs a right ring of quotients with 
respect to S. Then the following conditions are equivalent: 
(1) Rs is right Gaussian. 
(2) Rs is right duo. 
(3) For any a E R we have Sa C aS or as = O. 
Proof. (1) = (2) follows from Lemma 2.2.5. 
(2) = (3) Assume that Rs is right duo, and consider any element a E R with 
Sa g aS. Then for some t E S we have to 0 aS. Since R is right Gaussian, R is 
right duo by Lemma 2.2.5, and we deduce that to = ap for some p E P. Hence 
in Rs we have cp(a) = cp(t)- lcp(ap), where cp : R -* Rs is a ring homomorphism 
satisfying conditions (a) -(c) of the definition of Rs, recalled in Section 1.2.. Since 
Rs is right duo, it follows that cp(a) = cp(ap)a for some a E Rs. Since P 
is an ideal of R, Rs is a local ring and the Jacobson radical of Rs is equal 
to J(Rs) _ {(p(q)cp(z) -1 : q E P, z E S }. Hence cp(p)a E J(Rs), and thus 
cp(a) = cp(a)cp(p)a E cp(a)J(Rs), which implies y(a) = O. Therefore, for some 
s E S we have as = O. 




The following example shows that a right Gaussian ring may not have a right 
ring of quotients with respect to a multiplicative set. In fact the example was 
constructed by G. Puninski in [66, Section 7] to show that a (right and left) 
distributive ring R may be not localizable (see also [79, Example 3.3]). Since the 
ring R in the example is (right and left) duo (see [66, Lemma 7.2(2)]), Theorem 
2.2.11 implies that R already is a right Gaussian ring. 
Example 5.2.1. Let Z = Z[i] be the ring of Gaussian integers and Q(i) the 
field of fractions of Z. Let V1 = Zs, and V2 = Zs2 (where S1 = (2 - i)Z and 
S2 = (2 +i)Z) be the localization of Z with respect to the maximal ideals (2 -i)Z 
and (2 + i)Z, respectively, and set D =V1 n V2. Then D is a Prüfer domain and 
the ideal P of D generated by 2 - i is a maximal ideal of D. Denote by M the 
right D- module Q(i) /Ds, where S = D \P and Ds is the localization of D with 
respect to P, and made M into a left D- module by defining dm = and for any 
d e D and m E M, where d is the complex conjugation of d. Let R be the set of 
all matrices of the form (o á ), where d E D and m E M. Then R is a ring with 
usual addition and multiplication of matrices as operations. It is proved in [66, 
Section 7] that R is a right duo right distributive ring (hence R is right Gaussian 
by Theorem 2.2.11) and S = R\ {(á T): m E M} is a multiplicative subset in 
R such that R has no right ring of quotients with respect to S. 
We close the chapter with an example of a right Gaussian ring R such that for 
some ideal P of R, the right ring Rs of quotients with respect to S = R \ P exists 
but is not right Gaussian. Since in the example the set S consists of all regular 
elements of R, in the same time it is an example of a right Gaussian ring such 
that the classical right ring of quotients of R exists but is not right Gaussian. In 
the example we use the skew generalized power series ring which construction is 
described in Section 4.1. 
Example 5.2.2. Let G be the free abelian group generated by the set {xi : i E N} 
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and let be an endomorphism of G defined by 
`b(xi) = xi +1 for any i E N. 
For any 91, 92 E G we write g1 4 92 if either 91 = 92, or gi g2 and g1 192 = 
xl'x22 xn with k > O. It is easy to see that (G, 4) is a totally ordered group 
and for any g1, 92 E G, gi -< 92 implies 0(91) (g2) . 
To construct the desired ring R, we first consider the set T of all pairs (m, g) E 
Z x G such that either m > 0, or m = 0 and g z 1. We define a multiplication 
and an order relation in T by setting for (m1,91), (m2,92) E T that 
and 
(mi, 91)(m2, 92) = (ml + m2, 4'm2(91)92), 
(rral, gl) (m2i g2) <#. either m1 < m2 or m1 = m2 and gl g2. 
It is easy to verify that (T, is a positively strictly ordered monoid. Further- 
more, since the order ( on T is total, and (ml, gi) ( (m2,92) implies 
(m2, 92) = ('rral, 91)(m2 - m1, 0m2 -m1(91 1)92) E (ml, 91)T, 
it follows that T is a right chain monoid. 
Let D be a division ring and w : T End(D) the trivial monoid homomorphism 
(i.e. wt is the identity map of D for any t E T). Since (T, () is a strictly, 
positively and totally ordered right chain monoid, it follows from Theorem 4.3.1 
and [56, Theorem 4.7] that the skew generalized power series ring R = D[[T, w]] 
is a right duo right chain ring. Moreover it is easy to see that R is domain. 
Since (T, <) is a strictly totally ordered monoid, for any f E R \ {0} the set 
supp(f) is well- ordered and thus there exists a unique minimal element 7r(f) of 
supp(f). It is obvious that for any f, h E R, if f + h 0 and 7( f) > ir(h), then 
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,r(f + h) > ir(h). Furthermore, since D is a division ring, for any f, h E R with 
fh O we have 
7r(f h) _ 7r( f )7r(h), (5.2.1) 
and since (S, <) is positively ordered, it follows that 7r(f h) > 7r(f) and 7r(f h) 
ir(h). Now it is clear that the set 
I= {0 }U {f ER \ fol :71(f) >(1,xix2x3) for any i,j E Z} 
is an ideal of R. In what follows the "bars" refer to modulo I, that is R stands 
for the factor ring R /I, and f = f + I for any f E R. Since R is a right duo 
right chain ring, so is R, and thus R is a right Gaussian ring by Corollary 2.2.16. 
Furthermore, since in any right chain ring the set of right zero -divisors as well as 
the set of left zero -divisors are ideals (see [9, Lemma 2.3(i)]), the set P of those 
elements of R that are right or left zero-divisors is an ideal of R, and S = R \ P 
is a right denominator set in R. Hence a right ring of quotients RS exists; note 
that since S coincides with the set of regular elements of R, Rs is the classical 
ring of quotients of R. 
By Theorem 5.1.2, to show that Rs is not right Gaussian it suffices to prove that 
e(o,x,) E S and é(0,x1)e(10.) ¢ ß(1,1)S. We first prove that C(o,x,) E S. Otherwise 
e(o,x,) is a left or right zero -divisor in R, and thus é(o,x,) f = O or f é(o,x,) = 0 for 
some f E R \ I. In the first case we have e(o,x,) f E I, and using (5.2.1) we obtain 
that for any i, j E Z, 
(0, xi)7r(f ) = 7r(e(o,x1))7(f ) = 7r(e(o,xl) f ) > (1, xix2x3) 
Hence 7r(f) > (0, xi) -1(1, xix32x3) = (0, xi 1)(1, xix2x3) = (1, xixz 1x3) for any 
i, j E Z, which implies that f E I, a contradiction. Analogously one obtains a 
contradiction in the second case, and thus é(o,x,) E S. 
Now we show that é(o,x,)e(l,l) ¢ ß(1,1)S. For a contradiction, suppose that 6(o,x1A1,1) 
(1,1)f for some f E R such that f E S. Then, since e(0,x0e(1,1) = e(1,x2) 
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it follows that e(1,x2) - e(1,1) f E I. This and the definition of I imply that 
if 7r(e(1,x2)) 7r(e(1,1) f ), then e(1,x2) E I, a contradiction. Hence (1, x2) = 
7r(e(1,x2)) = 7r(e(1,1) f) _ (1, 1)7r(f ), and thus 7r(f) _ (0, x2). Therefore, for any 
j E Z we have 
7r(f e(1,x3)) _ 7r(f )7r(e(1,x3)) = (0, x2)(1, x3) = (1,4) > (1, xix2x3), 
which shows that f e(1,x3) E I. Hence f é(1,x3) = 0 in R, and since (1,x3) 0, 
it follows that f is a left zero -divisor of R. Thus f ¢ S, and this contradiction 




Homomorphic images of 
polynomials rings 
As the main part of the present chapter we consider a class of homomorphic 
images of a polynomial ring R[x] and give the necessary and sufficient conditions 
for a ring R under which these images are right Gaussian. We will also say a 
little about the trivial ring extension in the context of right Gaussian rings. 
6.1 Polynomials ring 
Re rn,aik 6.1.1. In [2] Anderson and Camillo obtained, among many other things, 
the result which says that for a ring R and every integer n 2, R[x] /(xn) (recall 
that (xn) is the ideal of R[x] generated by xn is an Armendariz ring if and only 
if R is a reduced ring. 
The our next goal is to obtain the necessary and sufficient conditions for a ring 
R, under which the ring A = R[x] /(xn) is right Gaussian. 
First of all we have the following (see [24]): 
Lemma 6.1.2. A ring R is strongly regular if and only if every homomorphie 
image of R is a reduced ring and R is right duo. 
Proof. For the "only if' part let us assume that I is an ideal of R and r E R. 
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Since R is strongly regular, there exists x E R such that r = r2x. If for r E RII, 
T2 = 0, then r2 E I. Thus r = r2x E I and therefore T = O. So R/I is reduced. 
The fact that R is right duo follows from Lemma 2.2.14. 
Let r E R. If R is right duo, then r2R is an ideal of R. It is clear that for the 
element r E R/r2R, T2 = O. Since by assumption R /r2R is reduced ring, r = 0 
what implies that r E r2R. Thus by definition, R is strongly regular and the "if' 
part is completed. 
To prove the main result of the chapter we will need the following: 
Lemma 6.1.3. Let R be a strongly regular ring and n > 1. Then for every f = 
>i::-i-' aixi +(xn) E R[x]/(xn), there exist central mutually orthogonal idempotents 
e0, ..., en_i E R such that f R[x]/(xn) = g R[x]/(xn) for g = ó + (xn) E 
R[x]/(xn). In this case the ring R[x] /(xn) is right duo. 
Proof. Let A = R[x] /(xn) and f = infol aixi + (xn) E A. Since R is strongly 
regular by Lemma 2.2.14 there exist central idempotents fo, ..., f.ß_1 E R and 
units u1,..., un_1 E R such that ai = ui fi for every i E {0, ... , n - 1}. 
Let e0 = fo and ei = fi(1 - fi_1)...(1 - fo) for every i E {1, ... , n - 1 }. It is 
easy to see that eo, ..., en_1 are central mutually orthogonal idempotents of R. 
We claim that f A = gA for g = E o eix2 + (xn) E A. 
Let for every a E R[x], á = a + (xn) E A. Notice that áo = foo = eouo = 
geouo E gA. Let 0 < i < n - 1 and assume that áo, aix, ..., ai_1xi -1 E gA. Then 
fo, fix, fi_1xi -1 E gA and we deduce that there exists an element k E gA such 
that 
9eiui = eiuixi = fi(1 - fi_1)...(1 - f0)uix2 = fiuix2 + k = aixi + k. 
Thus aixi E gA and we deduce that fA C gA. 
Now we want to show that gA C fA. For this we notice that for every i E 
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{1, ..., n - 1} 
f ei = eixi ui (1 + ui lai+lx + 
Since it is easy to see that the element úi (1 + ui lai +ix + ... + ui lan_lxn -i -i) 
is invertible in A, we conclude that eixi E f A, and finally gA C f A. So we have 
proved that f A = gA. 
It remains to show that A is right duo. For that let f E A and let g be as above. 
Then f A = gA and for every w = ó wixi + (xn) E A we have wf = wgv 
for some v E A. Moreover since e0, ... en_i are central mutually orthogonal 
idempotents we have wg = gw. Thus wf = wgv = gwv E gA = f A, so the fact 
that A is right duo follows. 
Now we are in a position to prove the main result of the chapter. 
Theorem 6.1.4. Let R be a ring. Then for every n > 1 the following conditions 
are equivalent: 
(1) R[x] /(xn) is right Gaussian. 
(2) R[x] /(xn) is right distributive. 
(3) R is strongly regular. 
Proof. Set A = R[x] /(xn). 
(1) = (3) If A is right Gaussian, then A is right duo by Lemma 2.2.5, and it is 
easy to see that R is right duo as well. Let I be an ideal of R and R = R /I. 
Then R[x] /(xn) is an homomorphic image of R[x] /(xn), so the assumption and 
Theorem 2.2.6 imply the fact that R[x] /(xn) is Armendariz. Thus by Corollary 
8.4.6 from Chapter 8, R is reduced. Now Lemma 6.1.2 implies that R is strongly 
regular. 
(3) (2) By Lemma 6.1.3, R[x] /(xn) is right duo. Hence by Proposition 
3.1.3(ií) 
it is enough to show that A is right Bézout. Let a, b E A. Then by 
Lemma 6.1.3 
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there exist n-1 
g = eixz + (xn) E A 
i=o 
where eo, ..., en_1 are mutually orthogonal idempotents of R and 
n -1 
p = E fixa + (x11) E A 
i =0 
where fo, ..., fn_i are mutually orthogonal idempotents of R as well, such that 
aA = gA and bA = pA. Now we consider the element 
n-1 
h = (eo+fo(1-eo))+E[ei(1- fo)...(1- fi-1) + fi(1-eo)...(1-ei)]xi+(xn) E A. 
i=1 
Let for every a E R[x], á = a + (x11) E A. Then for h we have éo = héo E 
hA and fo = h fo E hA. Now let us assume that for some 0 < i < n - 1, 
éo, fo, ..., etxZ, fixi E hA. Then 
heiei+l = foei+l + flei+lx + + ftei+lxz + ei+1(1 - fo)...(1 - fi)xi+1, 
Since -67), fo, ..., eixt, fixt E hA we deduce that ei +lxi +l E hA. 
Now we notice that 
hfi+1 = eofi+1.+elfi+lx+...+ei,fi+ixi+et+lfi+lxi+l+fi+i(1 - eo)...(1 - ei+l)xt+l 
what implies that fi +lxi +1 E hA since ), fo, .., eixt, fiai, et +ixt +1 E hA. 
Thus we conclude that 
eo, fo, , en-1x11-1) fn-lxn-1 E hA 
and gA + pA C hA follows. Since this is obvious that hA C gA + pA, the ring A 
is right Bézout. 
(2) = (1) Since R[x] /(x11) is right distributive and n > 1, by Theorem 2.1.2 for 
every a E R there exist f = E in-1 
o fi xi + (x11) = gixi + (x11), k E A such = 
Z =o 
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that of = xk and x(1 - f) - aq. Then afo = 0 and 1 -fo = aq1, what implies 
that a = a(1 - fo) = a2g1. Thus R is strongly regular. Now Lemma 6.1.3 implies 
that A is right duo, so by Theorem 2.2.11 the ring A is right Gaussian. 
Corollary 6.1.5. If R is a commutative ring, then the following conditions are 
equivalent: 
(1) R[x] is Gaussian. 
(2) R[x] /(xn) is Gaussian. 
(3) R is von Neumann regular. 
Proof. (1) = (2) It follows from Proposition 2.2.2 
(2) (3) By Theorem 6.1.4 the ring R is strongly regular what for commutative 
rings means exactly that R is von Neumann regular. 
(3) = (1) Follows from Proposition 2.2.7. 
Remark 6.1.6. A different situation than that in Corollary 6.1.5 holds for non - 
commutative rings. Namely by Proposition 2.2.7, R[x] is right Gaussian if and 
only if R is commutative von Neumann regular. On the other hand we have 
proved that R[x] /(xn) is right Gaussian if and only if R is strongly regular. Thus 
if R is a noncommutative strongly regular ring, then R[x] is not right Gaussian 
but for every n > 1 its homomorphie image R[x] /(e) is right Gaussian. 
6.2 Trivial ring extension 
In [5] among other things the authors consider the transfer of properties which 
define commutative Gaussian rings, between a commutative ring and the trivial 
ring extension. The main result in this context which appears there is [5, Theorem 
2.1]. The present chapter provides information about possibilities to get similar 
facts for noncommutative rings. The following generalizes [5, Theorem 2.1(1)]. 
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Proposition 6.2.1. Let R be a ring. If for a left and right R- module M the 
trivial ring extension A = R a M is right Gaussian, then R is right Gaussian. 
Proof Since A is right Gaussian for every a, b E R there exist c E R and m E M 
such that (ba, 0) = (b, 0) (a, 0) = (a, 0)(e, m) = (ac, am). Then ba = ac and the 
fact that R is right duo follows. It is easy to see that cp : A -+ R such that 
cp(a, m) = a is a ring epimorphism. It is obvious that if B is a homomorphic 
image of the ring R, then B is homomorphic image of A as well. Hence B has to 
be Armendariz ring and then Theorem 2.2.6 implies that R is right Gaussian. 
The second part of the [5, Theorem 2.1] says that for a commutative local ring 
R with unique maximal ideal of R equal to J(R), for the trivial ring extension 
A = R a R /J(R), we have the converse of the fact presented in Proposition 
6.2.1. Namely, the ring A = R a R /J(R) is Gaussian if and only if so is R. 
It turns out that it is not the case for noncommutative local rings as the next 
example shows. 
6.2.2. Let K be a field and D = K((x, y)) the field of rational functions 
with two variables. Let v : D -+ D be the isomorphism of D such that a(x) = y, 
a(y) = x and a(k) = k for every k E K. Then the ring R = D[[X; a]] is local 
and J(R) = { f = > aiX i E R : ao = 0 }, where J(R) denotes the Jacobson 
radical of R. Moreover by Theorem 3.7.2 the ring R is right Gaussian. Let 
A = R a R /J(R) and for every r E R, r denotes the image of R in R /J(R). 
Then for every (a, fi) E A 
(x, 0)(X, x) = (xX, x2), 
(X, x)(a, Q) _ (Xa, x). 
If (x, 0)(X, x) = (X, x)(a, ß), then xX = Xa = v(a)X, and we get x = o(a) 
what implies that a = y. But then x2 = xa = xy, so x2 - xy E J(R), a 
contradiction. Thus we have proved that A is not right duo, so the fact that A 
is not right Gaussian follows from Lemma 2.2.5. 0 
92 
Remark 6.2.3. It is easy to see that for every ring R the ring R[x] /(x2) is isomor- 
phic to the trivial ring extension R a R. So, in particular, in the previous section 




Noncommutative Prüfer rings 
In this chapter we will consider relation between right Gaussian rings and non- 
commutative Prüfer rings. The present chapter also includes questions which can 
be a direction to move on further study. 
7.1 On noncommutative Prüfer rings 
At the beginning of the chapter we want to recall the definition of Prüfer domains. 
Definition 7.1.1. A commutative domain D is called a Prüfer domain if for every 
finitely generated ideal I of D, I I* = D, where I* = {q E Qd(D) : qI g D} 
and Qd(D) is the field of fractions of D. 
It is well known that the following theorem is true. One can see it using results 
from [22] . 
Theorem 7.1.2. If a ring R is commutative domain, then the following condi- 
tions are equivalent: 
(1) R is semihereditary. 
(2) R has weak dimension less than or equal to one. 
(3) R is distributive. 
(4) R is Gaussian. 
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(5) R is Prüfer domain. 
In [1], J.H Alajbegovic and N.I. Dubrovin indroduced the concept of noncom- 
mutative right Prüfer rings, which are a generalization of commutative Prüfer 
domains. Regarding Theorem 7.1.2 it seems to be interesting to ask if there 
holds analogous result for noncommutative rings. In present chapter we will deal 
with this issue. But first of all we want to define noncommutative right Prüfer 
rings (see [1, Definition 1.1]) 
Let R be a prime Goldie ring with classical ring of quotients Qd(R). Recall that 
an additive subgroup I of Qd(R) is a right R -ideal provided (i) IR C I, (ii) 
I contains a regular element of (MR), and (iii) dI C R for a regular element 
d e Qa(R). 
Definition 7.1.3. ([1]) A prime Goldie ring R is called a right Prüfer ring if 
every finitely generated right R -ideal I satisfies the equalities 
I-1I=R, II-1=O1(I), (7.1.1) 
where Ol(I) = {q E Qd(R) : qI C I} and I-1 = {q e Qd(R) : IqI C I}. 
Obviously in an appropriate way we can define left Prüfer rings. We have the 
following: 
Proposition 7.1.4. A prime Goldie ring R is a right Prüfer ring if and only if 
it is a left Prüfer ring. 
Proof See [1, Proposition 1.12] 
Now we want to show that there exists a ring R which is right Prüfer, right 
distributive, right semihereditary and has weak dimension less than or equal to 
one but is not right duo (see [56, Example 5.11]), which implies that R is not right 
Gaussian. There is a reason why in our investigations connected with Theorem 
7.1.2 in noncommutative setting, we will assume that R is right duo. To present 
the example we will need the following: 
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Proposition 7.1.5. If a ring R is right Prüfer, then R is right and left semi - 
hereditary. 
Proof. See [1, Proposition 1.8]. 
Example 7.1.6. There exists a ring which is right Prüfer, right distributive, left 
and right semihereditary and has weak dimension less than or equal to one, but 
is not right Gaussian. 
Proof. Let F = K((x)) be the field of Laurent series over an ordered field K. The 
field F is ordered by 
kixi + ki +ixi +1 ki +2xi +2 + ... > 0 ki > 0. 
We order lexicographically the set 
S = {(a, b) E F x F : either a > 1 , ora = 1 and b k for some k E K} 
and define an operation in S by 
(ai, bi)(a2, b2) _ (aia2, bla2 + b2), 
obtaining a strictly totally ordered monoid (S, , ..). Since for any s, t E S, 
s t implies St C Ss and tS C sS, S is a chain monoid. Furthermore, 
each s E S with s 1 is invertible in S, and thus by [56, Theorem 4.7], [56, 
Theorem 5.10] and [56, Lemma 4.2], for any division ring D and the trivial 
monoid homomorphism w : S -+ End(D) (i.e., ws is the identity map of D 
for any s E S) the ring A = D[[S, w]] is a chain domain. Since sS C Ss for 
any s E S, and by [56, Theorem 5.10] each f E A \ {0} can be written in 
the form ves with s E S and v E U(A), it follows that A is a left duo do- 
main. However, A is not right duo, since e(1,_1)e(x -1,o) e(x- 1,0)A. Indeed, 
otherwise e(x- 1,_x -1) = e(1,_1)e(x -1,o) = e(x -1,0)g for some g E A, and we ob- 
tain (e(x -1 o)g)((x -1, -x -1)) = e(x- 1,_x- 1)((x -1, -x -1)) = 1. Hence there exists 
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(a, b) E supp(g) such that (x -1, -x -1) = (x -1, 0)(a, b). The only possibility is 
(a, b) = (1,-x-1), but (1, -x -1) 0 S, a contradiction. Now it is obvious that A 
is not right duo but is a chain domain. 
The ring A, being a chain domain, is a prime Goldie ring which is distributive and 
Bézout. Thus [1, Example 1.15] implies that A is right Prüfer. By Proposition 
7.1.5 the ring A is also left and right semihereditary. Since A is left duo, the left 
version of Theorem 3.6.6 implies that A has weak dimension less than or equal 
to one. Since A is not right duo, by Lemma 2.2.5 A is not right Gaussian. 
7.2 Conection between some classes of rings 
By Theorem 2.2.11 if R is a right duo right distributive ring, then R is right 
Gaussian. Proposition 7.2.2 shows that for some classes of rings the converse 
holds. 
Lemma 7.2.1. Let R be a right Gaussian ring, and let a, b, a, fi E R be such that 
as = fib and rR(fß) = {0 }. 
Then there exists s E R such that as E bR and b(1 - s) E aR. 
Proof. Since in R[x] we have (a +fßx)(b -ax) = ab -,3ax2 and R is right Gaussian, 
it follows that 
as = abp + ßaq for some p, q E R. (7.2.1) 
Since in R[x] we have (a - fix)(bp -a + apx) = -flaq + flax - ,ßapx2 and R 
is right Gaussian, it follows that ,ßbp = aap E fiaR, and since rR(ß) = {0 }, we 
obtain bp E aR. Hence bp = as for some s E R. Now from (7.2.1) we obtain 
ßb(1 - s) = fßaq, and since rR(fi) = {0 }, we deduce that b(1 - s) = aq. Hence 
as= bpEbR and b(1- s)= agEaR. 
Recall that a ring R is left uniform if Ra n Rb 0 for any a, b E R\ {0 }. 
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Proposition 7.2.2. If R is a left uniform right Gaussian domain, then R is right 
distributive. 
Proof To prove that R is right distributive, it suffices to show that for any a, b E R 
there exist c, d E R such that 
c + d = 1, ac E bR and bd E aR. (7.2.2) 
If a = 0, then (7.2.2) holds with c = 1 and d = O. Also the case b = 0 is clear. 
We are left with the case where a 0 and b O. Then, since R is a left uniform 
domain, there exist a, ,ß E R with as = Qb and rR(ß) O. By Lemma 7.2.1, for 
some s E R we have as E bR and b(1 - s) E aR. Thus in this case (7.2.2) holds 
withc= sandd =1 -s. 
As an immediate consequence of the above result we get the following: 
Corollary 7.2.3. Let R be a prime Goldie ring which is right Gaussian, then R 
is right distributive. 
Proof Let us assume that R is a prime Goldie ring which is right Gaussian. 
Then R is right duo, and being prime is domain. Thus R is Goldie domain, and 
it implies that R is left uniform. Now the fact that R is right distributive follows 
from Proposition 7.2.2. 
Now we are in a position to prove the following: 
Theorem 7.2.4. Let R be a prime Goldie ring. Then the following conditions 
are equivalent: 
(1) R is right semihereditary and right duo. 
(2) R has weak dimension less than or equal to one and R is right duo. 
(3) R is right distributive and right duo. 
(4) R is right Gaussian. 
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Proof. (1) = (2) It follows from Theorem 3.6.6. 
(2) = (3) By [76, Lemma 12] if a ring R is semiprime right duo and has weak 
dimension of R less then or equal to one, then R is right distributive. So the 
implication is clear. 
(3) = (4) It follows from Theorem 2.2.11. 
(4) = (1) By Lemma 2.2.5 and Corollary 7.2.3 the ring R is right distributive 
and right duo. Thus [75, Lemma 2] implies that R is right semihereditary and 
right duo. 
The above proposition implies that if R is right Prüfer and right duo ring, then 
all conditions which appear in Theorem 7.2.4 are satistied. Unfortunately we do 
not know if then we have an equivalence. On the other hand we will prove below 
that we do have equivalence under some assumptions. 
First of all we have to prove the following two lemmas: 
Lemma 7.2.5. Let R be a prime Goldie ring. Moreover, let R be a right semi - 
hereditary domain and I be finitely generated right R- ideal. If for every finitely 
generated right R -ideal J we have J'J = R, then II' = 
Proof. By [1, Lemma 1.3] for every finitely generated right R -ideal J we have 
Or(J) = R. 
Since I is a right R- ideal, there exist 0 d E Q such that dI C R. This is obvious 
that then dI a is finitely generated right ideal of R (since I is a right R- ideal, by 
definition IR C I). So dI is a projective R- module. Hence by [70, Lemma 1.2], 
dI(dI) -1 = 01(dI). 
Notice that 
x E(dI)-1 a dlxdl C dI IxdI C I a xd E I-1 <=> x E I-1d-1 (7.2.3) 
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Therefore we have (dI) -1 = I -'d-1. Moreover, 
xE0/(dI) xdlCdIad-lxdlCIa 
d-lxd E Ol(I) a x E d01(I)d -1. 
Hence we have 0/(d/) = d0j (I )d -1 and it follows that we also have d (dI )d = 
NI). Now notice that we get 
dI(dI)-1 = 01(dI) dII-1d-1 = 01(dI) II-1 = d-10i(dI)d = O0). 
So II-1 = Ot(I) 
Lemma 7.2.6. Let R be a prime Goldie ring. If for every finitely generated right 
ideal J of R such that J includes a regular element of Qd(R), we have J -1J = R, 
then for every finitely generated right R -ideal I, I -1I = R. 
Proof. Let I be a right R- ideal. Then there exists a regular element d E Q = 
Qd(R) such that dI C R. It is easy to see that dI <r R, dI is finitely generated 
and includes regular element of Q. Hence by assumption 
(dI)-1(dI) = R (7.2.4) 
By (7.2.3) we have (dl) -1 = I -1d -1. Thus, using equation (7.2.4) we get R = 
(dI)-1 (dI) = I ld -1dI I -lI 
Now we are able to present the following: 
Proposition 7.2.7. Let R be a prime Goldie ring such that for every element 
s E R \J(R), sR C Rs. Then the following conditions are equivalent: 
(1) R is right semihereditary and right duo. 
(2) R has weak dimension less than or equal to one and R is right 
duo. 
(3) R is right distributive and right duo. 
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(4) R is right Gaussian. 
(5) R is right Prüfer ring and right duo. 
Proof. By Proposition 7.1.5 and Theorem 7.2.4 to complete the proof it is enough 
to show that (3) implies (5). 
For that let us assume that R satisfies (3). Since R is a right duo and prime 
Goldie ring, it is easy to see that R is a domain. Now we will show that R is a 
right Prüfer ring. 
Let J be a finitely generated right ideal of R such that J includes a regular 
element of Q,1(R). Then J = b1R + ... + b,,R for some b1, ..., bm, E R \ {0} and 
positive integer m. 
Let M be a maximal right ideal of R. Since R is right distributive and right duo, 
using Theorem 2.2.11 we deduce that there exists s E R \M and k E {1, ..., m} 
such that 
bis E bkR, for every i E{1, ..., m}. (7.2.5) 
Let i E {1, ..., m }. By (7.2.5) there exists ai E R such that bis = bkai. So in 
Qd (R) 
sbklbi = sais -1. (7.2.6) 
Since s M, s O J(R). Thus by assumption and the fact that R is right duo, 
sR = Rs. Thus the equation (7.2.6) implies that for some di E R, sbklbi = 
sais -1 = ass = ai E R. Hence sbk 1J C R. So sbk 1 E [R : J]1 = {q E 
qJ C R }. Now, notice that s = sbk lbk E [R : J]1 J. 
Up to this point we have showed that for every maximal right ideal M of R, there 
exists s E R \M such that s E [R: J]1. J. Since by definition [R : J]l J C R, and 
it is easy to see that [R: J]1. J is a right ideal of R, we deduce that [R : J]i J = R. 
By [1, Lemma 1.3], J -1J = R, so Lemma 7.2.6 implies that for every finitely 
generated right R -ideal I, I -lI = R. Moreover, since (3) and (1) are equivalent 
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by Theorem 7.2.4, using Lemma 7.2.5 we get the fact that II -1 = Ol(I) for every 
finitely generated right R -ideal I. Thus R is a Prüfer ring. 
Now, we have the following: 
Corollary 7.2.8. Let R be a prime Goldie duo ring. Then the following condi- 
tions are equivalent: 
(1) R is semihereditary. 
(2) R has weak dimension less than or equal to one. 
(3) R is distributive. 
(4) R is Gaussian. 
(5) R is Prüfer ring. 
Now we must pose the following: 
Question 7.2.9. Is it true that if R is a prime Goldie ring which is right Gaus- 
sian, then R is Prüfer ring? 
7.3 On semi -Prüfer rings and coincidence of right dis- 
tributivity and right Gaussianess 
The next result gives us another class of rings for which right distributivity and 
right Gaussianess coincide. 
Theorem 7.3.1. Let R be a left duo reduced ring. Then the following conditions 
are equivalent: 
(1) R is a right distributive and right duo. 
(2) R is a right Gaussian. 
Proof. (1) z (2) Obvious by Theorem 2.2.11. 
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(2) = (1) First of all, we will show that 
for every a, b E R, if ab = 0 then as = 0 and b(1 - s) = 0 for some s E R. 
(7.3.1) 
For that, let a, b E R be such that ab = O. To prove (7.3.1) we adopt some ideas 
of the proof of [21, Lemma 2.1]. First note that 
( *) If it is satisfied (2), then (a2, b2, ba -ab)r = (ab, a2 +b2, ba)r for any a, b E R. 
Indeed, since 
(a + bx)(a - bx) = a2 - abx + bax - b2x2 = a2 + (ba - ab)x - b2x2, 
we have (a, b)r = (a2, b2, ba - ab),.. On the other hand, (a + bx)(b + ax) = 
ab + (a2 + b2)x + bax2 implies that (a, b)T = (ab, a2 + b2, ba)r and ( *) follows. 
By ( *) we have (a2, b2, ba - ab),. = (ab, a2 + b2, ba)r, and since R is reduced 
(reduceness implies that ba = 0) 
b2 = (a2 + b2) s for some s E R. (7.3.2) 
Since ab = 0 and R being right Gaussian is right duo, by multiplying (7.3.2) by 
a from the left, we obtain 0 = a3s and for some s', s ", y E R, 
(as)3 = asasas = asa2s's = a3s'S's = a3sv = O. 
Since R is reduced, as = 0 follows. Similarly, by multiplying (7.3.2) by b, we 
obtain b3 = bas. Thus b3(1 - s) = 0, hence (b(1 - s))3 = 0, and the reduceness of 
R implies that b(1 - s) = O. 
For the rest of the implication we apply Theorem 2.2.11. Let a b E R, and let M 
be a maximal right ideal of R. 
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Since R is left duo there exists an element a' E R such that 
áb =ba. 
Using a similar argumantation as in the justification of ( *) we can show that 
(a'b, a'a + b2)r = (a'a, b2),.. 
Therefore for some p, r E R we have b2 = a' br + (a'a + b2)p which, for q = p - 1, 
can be rewritten in the form 
á ap + á br + b2q = 0 (7.3.3) 
and p9'MorgVM. 
Case 1. Assume that p V M. Since R is right Gaussian and using (7.3.3) we get 
(a' - bx) [ap + br + bpx] = -b2q - b2rx - b2px2, 
it follows that bap E (b2 q, b2r, b2p)r Ç (b2)r, and thus bap = b2w for some w E R. 
Since b(ap - bw) = 0 by (7.3.1), for some t E R we have (ap - bw)t = 0 and 
b(1 - t) = O. If t O M, then since R is right duo pt M and a(pt) = bwt E bR. 
If t E M, then 1 - t M and b(1 - t) = 0 E aR. Hence always there exists 
se R \ M such that as E bR or bs E aR. 
Case 2. Assume that q ¢ M. Then we obtain 
(b - a'x) (bq + ar + aqx) = -á ap -á arx -á agx2 
and similarly as in the Case 1, for some m E R we get a'(bq -am) = O. Thus, there 
exists t E R such that (bq - am)t - 0 and a'(1 - t) = O. If t ¢ M, then qt ¢ M 
and b(qt) = amt E aR. and the proof is complete. In turn, if (1- t) O M, then we 
have to notice that since R is left duo, for some b E R we have ba' = á b. Thus 
we obtain ba(1 - t) = a'b(1 - t) =-6d (1 - t) = O. Hence there exists an element 
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d E R such that bd = 0 and a(1- t)(1 - d) = O. If d M, then bd = 0 E aR. 
If 1 -d ¢ Al, then (1- t)(1- d) ¢ M and all - t) (1 - d) = O E bR. Thus the 
proof is finished. o 
Below we present some generalization of the definition of right Prüfer rings. 
Definition 7.3.2. ([84]) A semiprime Goldie ring R is called a right semi- Priifer 
ring if every finitely generated right R -ideal I satisfies the equalities (7.1.1) 
We have the following: 
Proposition 7.3.3. Let R be a duo semiprime Goldie ring. Then the following 
conditions are equivalent: 
(1) R is semihereditary. 
(2) R has weak dimension less than or equal to one. 
(3) R is distributive. 
(4) R is Gaussian. 
(5) R is right semi -Prüfer ring. 
Proof. The same arguments as in the proof of Theorem 7.2.4 give us (1) (2), 
(2) = (3) and (3) = (4). 
Let us assume that R is Gaussian. Then R being duo semiprime is reduced. Hence 
by Theorem 7.3.1 the ring R is distributive. By [80, 3.8], R = R1 x x Rn, where 
n E N and every Rt is right Ore domain. Since R is duo ring, every R1 is duo 
as well. Thus by Corollary 7.2.8 and Corollary 2.2.3, Rz is right Prüfer ring for 
every i E {1, ... , n }. Now, [84, Theorem 24] implies that R is right semi -Prüfer 
ring. 
Now [84, Proposition 5] completes the proof. D 
Remark 7.3.4. Notice that if we assume that R is duo reduced ring, then the con- 
ditions from Proposition 7.3.3 do not have to be still equivalent. Indeed, the ring 
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constructed in Example 3.6.7 is commutative and reduced, satisfies conditions 
(2), (3), (4) of Proposition 7.3.3 but is not semihereditary. 
Regarding Question 7.2.9 it is obvious that it should be posed the following: 
Question 7.3.5. Is it true that if R is a semiprime Goldie ring which is right 
Gaussian, then R is right semi- Prüfer ring? 
Remark 7.3.6. [1, Example 1.15] says that if a ring R is right Bézout, then R 
is right Prüfer. Thus, if one would conjecture that the answer regarding Ques- 
tion 7.2.9 or Question 7.3.5 is negative, and would like to construct appropriete 
examples, then unfortunately, by Theorem 4.3.1, skew generalized power series 
rings with exponents from nontrivial positively strictly ordered monoid, can not 





This Chapter is based on: 
G. Marks, R. Mazurek, M. Ziembowski, A unified approach to various gener- 
alizations of Armendariz rings, Bull. Austral. Math. Soc. 81 (2010), 361 -397. 
As it was said below of Theorem 2.2.6, in the present chapter we will consider in 
detail Armendariz rings and their generalizations. 
In 1974 E. P. Armendariz noted in [4] that whenever the product of two polyno- 
mials over a reduced ring R is zero, then the products of their coefficients are all 
zero, that is, in the polynomial ring R[x] the following holds: 
( *) for any f (x) = E aixi, g(x) = E E R[x], 
if f (x)g(x) = 0, then aibj = 0 for all i, j. 
Nowadays the property ( *) is known as the Armendariz condition, and rings R 
that satisfy ( *) are called Armendariz rings. 
The pioneering paper [67] further proposes the study of rings with an analogue 
of the Armendariz condition defined with respect to power series rings. This 
proposal has been put into effect and extended: rings satisfying an Armendariz 
condition for generalized power series extensions, as well as rings satisfying such 
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a condition for monoid rings, have been studied. The condition has also been de- 
fined and investigated for skew polynomial rings, for skew power series rings, and 
for skew monoid rings (see the beginning of Section 8.1 for details). But although 
these new classes of rings were all defined using generalizations or analogues of the 
Armendariz condition, the theory of each class was developed separately, which 
led to many papers with parallel results. 
In this chapter we propose a unified approach to all the above -mentioned classes 
of rings. The idea is to study the Armendariz condition defined for the skew 
generalized power series ring R[[S, w]], where R is a ring, S is a strictly ordered 
monoid, and w: S -* End(R) is a monoid homomorphism. Since (skew) polyno- 
mial rings, (skew) power series rings, (skew) monoid rings, and generalized power 
series rings are particular cases of the R[[S, w]] ring construction, the class of Ar- 
mendariz rings as well as all the mentioned above classes of Armendariz -like rings 
are subclasses of the new class of (S, w)- Armendariz rings. Hence any result on 
(S, w)- Armendariz rings has its counterpart in each of the subclasses, and these 
counterparts follow immediately from a single proof. 
In this chapter we extend to (S, w)- Armendariz rings many results known earlier 
for particular types of the Armendariz -like rings. Nevertheless, we would like 
to underscore that some of our results are new even for Armendariz rings; for 
example, we prove that left chain rings are Armendariz (Corollary 8.5.3). 
8.1 (S, w)- Armendariz rings 
In the present section we introduce (S, w)- Armendariz rings. 
Following Hong, Kim, and Kwak [30], we say that a ring R with an endomorphism 
u is a -skew Armendariz if whenever polynomials f (x) = ao + alx + + amxm 
and g(x) = b0+ blx + + b,.xn in R[x; v] satisfy f (x)g(x) = 0 then aiai(bj) = O 
for all i, j. A stronger condition than Armendariz was studied by Kim, K. H. 
Lee, and Y. Lee in [36]. A ring R is said to be power -serieswise Armendariz if 
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whenever power series f(x) _ E°°o aixi and g(x) _ b xi in R[[x]] satisfy 
f(x)g(x) = 0 then aibi = 0 for all i, j. In [45], Z. Liu extended the Armendariz 
notion to monoid rings. If R is a ring and S is a monoid, then R is called an 
Armendariz ring relative to S if whenever elements f = aisl + a2s2 + + ams,n 
and g = bltl + b2t2 + + bntn of the monoid ring R[S] satisfy fg = 0, then 
aibi = 0 for all i, j. In the case of commutative monoids, Liu generalized this 
definition in [44] to (untwisted) generalized power series rings as follows. If R 
is a ring and (S, <) is a commutative strictly ordered monoid, then R is called 
S- Armendariz if whenever generalized power series f, g E R[[S, 1]] satisfy f g = 0, 
we have f (s)g(t) = 0 for all s, t E S. 
We unify the above versions of Armendariz rings by introducing the following 
definition. 
Definition 8.1.1. Let R be a ring, (S,) a strictly ordered monoid, and w: S -* 
End(R) a monoid homomorphism. We say that R is (S, w)- Armendariz (or 
(S, w, <)- Armendariz to indicate the order if whenever f g = 0 for f, g E 
R[[S, w]], we have f (s) ws(g(t)) = 0 for all s, t E S. 
If S = {1} then every ring is (S, w)- Armendariz. In some of our results we will 
stipulate that S {1} to avoid trivialities. 
Example 8.1.2. Here are some special cases of (S, w)- Armendariz rings. 
(a) Suppose R is Armendariz, as in [67]. This is the special case where S = 
N U {0} under addition, with the trivial order, and to is trivial. 
(b) Suppose R is a--skew Armendariz for some u E End(R), as in [30]. This 
is 
the special case where S = N U {0} under addition, with the trivial order, 
and w is determined by w(1) = u. 
(c) Suppose R is power -serieswise Armendariz, as in [36]. This 
is the special 
case where S = N U {0} under addition, with its natural linear 
order, and w 
is trivial. 
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(d) Suppose R is Armendariz relative to a monoid S, as in [45] . This is the 
special case where S is given the trivial order, and w is trivial. 
(e) Suppose R is S- Armendariz for some commutative, strictly ordered monoid 
(S,.<..), as in [44]. This is the special case where w is trivial (and S satisfies 
the extra conditions just described). 
We recall the definition of a compatible endomorphism from [3, Definition 2.1]: 
Definition 8.1.3. An endomorphism a of a ring R is called compatible if for all 
a, b E R we have 
ab -= <=> aa(b)=0. 
Compatibility arises naturally in the study of (S, w)- Armendariz rings. To see 
why, suppose R is a ring and u is an endomorphism of R. Then the skew power 
series ring R[[x; u]] is a skew generalized power series ring for S = N U {0} with 
natural order < and w(n) = un. Notice that for elements a and b of an (S, w)- 
Armendariz ring R, if ab = 0, then aa(b) = 0 (i.e. "half" of the definition of 
compatibility must hold). Indeed, define f, g E R[[x; u]] as follows: 
f =a - ax, g=b+a(b)x+a2(b)x2+a3(b)x3+... 
Then f g = 0, and invoking the (S, w)- Armendariz condition for the constant 
coefficient of f and the x- coefficient of g yields ac-(b) = O. 
Definition 8.1.4. Let R be a ring, (S,) a strictly ordered monoid and w: S -+ 
End(R) a monoid homomorphism. We say that R is S- compatible (resp. S- rigid) 
if w3 is compatible (resp. rigid) for every s E S. To indicate the homomorphism 
w, we will sometimes say that R is (S, w)- compatible (resp. (S, w)- rigid), (the 
definition of a rigid endomorphism of a ring R was recalled in Section 3.5 of the 
Chapter 3). 
Basic properties of rigid and compatible endomorphisms, proved by E. Hashemi 
and A. Moussavi in [25, Lemmas 2.1 and 2.2], are summarized here: 
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Lemma 8.1.5. Let a be an endomorphism of a ring R. Then: 
(i) If u is compatible, then cr is injective. 
(ii) a is compatible if and only if for all a, b E R, cr(a)b = 0 <=> ab = O. 
(iii) The following conditions are equivalent: 
(1) a is rigid. 
(2) a is compatible and R is reduced. 
(3) For every a E R, u(a)a = 0 = a = O. 
It will be useful to establish criteria for the transfer of the (S, w)- Armendariz 
condition from one ring to another. Let R1 and R2 be rings, (Si, <1) and (S2, 2) 
strictly ordered monoids, and let v: Sl EndR1 and w: S2 -+ EndR2 be monoid 
homomorphisms. Let a: Si -+ S2 be a monoid monomorphism such that for any 
artinian and narrow subset T of Si, a(T) is an artinian and narrow subset of 
82, and let (p: Ri -+ R2 be a ring homomorphism such that for every s E Si the 
following diagram is commutative: 
For f E R1 [[S1, v, <1]], let 1: 52 -3 R2 be the map defined as follows: 
f(x) = 
p o f o a-1(x) if x E a(Sl) 
0 otherwise. 
It is easy to see that supp (f) Ç a (supp (f) ), and thus f E R2 [[82, w, -<...2}]. Putting 
11)(f) = f , we define a map 1: R1 [[S1 i v, R2 [[S2, w, -2]] Fixing all of this 
notation, we have the following two lemmas, the proofs of which we suppress. 
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Lemma 8.1.6. The map 1]] -4 R2[[S2, w, <2]] is a ring homomor- 
phism, and ker = (ker (p) [[S1, v]]. 
Lemma 8.1.7. If cp: R1 -+ R2 is injective and R2 is (S2, w)- Armendariz, then 
R1 is (Si, v)- Armendariz. 
The following proposition provides us with a method of constructing (S, w)- 
Armendariz rings. Recall that an ordered monoid (S, <) is left naturally ordered 
if for all s, t E S, s z t = t E Ss (cf. [71]). We say that (S,) is quasitotally 
ordered (and that is a quasitotal order on S) if can be refined to an order 
with respect to which S is a strictly, totally ordered monoid. 
Proposition 8.1.8. Let R be a domain, (S, ..) a strictly ordered monoid, and 
w: S -4 End(R) a monoid homomorphism. Assume that the order < can be 
refined to a strict total order -4 such that the monoid (S, 4) is left naturally 
ordered. Then R is an (S,w)-Armendariz ring. 
Proof By Lemma 8.1.7 it suffices to show that R is (S, w, 4)- Armendariz. As- 
sume that R is not an (S, w, 4)- Armendariz ring. Then there exist f, g E R[[S, w]] 
such that fg = 0 but the set H = {(s, t) E S x S : f (s) ws(g(t)) 0} is 
nonempty. The sets supp(f) and supp(g) are well- ordered with respect to and 
H C supp(f) x supp(g), so we can choose an element (so, to) E H minimal with 
respect to the lexicographic order y lex 
Suppose that there exists (s, t) E H \ {(so, to)} such that st = soto. By the choice 
of (so, to) we have so s. Since the order is strict and total, and st = soto, and 
(s, t) (so, to), it follows that so -< s. Thus t -< to, and consequently (so, t) -{lex 
(So, to). Hence the minimality of (so, to) implies that f (so) w30 (g(t)) = 0, and since 
R is a domain, we obtain wso(g(t)) = O. Furthermore, since so s, there exists 
z E S such that s = zso, and thus ws(g(t)) = wx(wso(g(t))) = 0, contradicting. 
(s, t) E H. 
By the above, the only element (s, t) e H with st = soto is (s, t) _ (so, to). 
Therefore, since (so, to) E H and f g = 0, we obtain 0 f (so) _ w50 (g(to)) = 
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(fg)(soto) = 0, a contradiction. 111 
Since the trivial order on the additive monoid S = N U {0} can be refined to 
the usual order < and S is naturally ordered by <, from Proposition 8.1.8 and 
Example 8.1.2(ii), we obtain the following result of Hong, Kim, and Kwak. 
Corollary 8.1.9 ([30, Proposition 10]). If R is a domain, then R is o- -skew 
Armendariz for any endomorphism a of R. 
8.2 Characterizations of (S, w)- Armendariz rings via anni- 
hilators 
In this section we will present a characterization theorem for (S, w)- Armendariz 
rings in terms of one -sided annihilators. If (S,) is a strictly ordered monoid, R 
is a ring, w: S - End(R) is a monoid homomorphism and A = R[[S, w]], then for 
O XCR, 
X [[S, w]] ={ f E A: f (s) E X U{0} for every s E S}, 
and for O YÇA, 
Cy ={g(t) : g E Y, t E S}. 
Note that 
X U {0} = Cx[[s,wll for any nonempty subset 
X of R. (8.2.1) 
Lemma 8.2.1. Let R be a ring, (S, <) a strictly ordered monoid, w: S -4 
End(R) 
a monoid homomorphism, and A = R[[S, w]]. If R is S- compatible, 
then: 
(i) For any nonempty subset X C R, rR(X)[[S, w]] = rA(X [[S, 
w]]). 
(ii) For any nonempty subset X C R, rR(X) is an ideal 
of R if and only if 
rR(X) [[S, w]] is an ideal of A. 
(i') The analogue of (i) for left annihilators. 
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(ii') The analogue of (ii) for left annihilators. 
Proof (i) The inclusion rR(X)[[S,w]] Ç rA(X[[S,w]]) is clear 
from S- compatibil- 
ity. To prove the opposite inclusion, consider any f E rA(X [[S, w]]), s E S, and 
x E X. Since cx E X [[S, w]], we have cx f = 0 and thus x f (s) = (cx f) (s) = 0, 
which shows that f E rR(X) [[S, w]]. 
(ii) Assume rR(X) is an ideal of R. By (i), rR(X) [[S, w]] is a right ideal of A. 
Choose any f E A and g E rR(X) [[S, w]]. Let s, t E S. Then g(t) E rR(X), 
and the S- compatibility of R yields ws(g(t)) E rR(X). By hypothesis rR(X) is 
an ideal of R. Thus, f(s) ws(g(t)) E rR(X). Hence for any z E S we have 
(f g)(z) E rR(X), which shows that fg Er R(X)[[S, w11. 
Conversely, assume rR(X) [[S, w]] is an ideal of A. Then for any a E R and 
r E rR(X) we have car = cacr E A rR(X )[[S, w]] C rR(X) [[S, w]], and thus 
ar = c,(1) E rR(X). Hence rR(X) is an ideal of R. 
(i') -(ii') The proofs are analogous. 
We are now ready to characterize (S, w)- Armendariz rings among S- compatible 
rings as those for which there exists a specific bijection between the sets of right 
(equivalently, left) annihilator ideals of R and of R[[S, w]], generalizing annihi- 
lator characterizations of various classes of Armendariz -like rings given in [28, 
Proposition 3.1], [28, Proposition 3.4], and [36, Proposition 2.6]. 
To state the result we introduce the following notation. For a ring R we put 
rR(Subs(R)) _ {rR(X) : X is a nonempty subset of R }, 
lR(Subs(R)) = {/R(X) : X is a nonempty subset of R }. 
Theorem 8.2.2. Let R be a ring, 
End(R) a monoid homomorphism, 
then the following are equivalent: 
(1) R is (S, w)-Armendariz. 
(S, , <) a strictly ordered monoid, w : S - 
and let A = R[[S,w]]. If R is S- compatible, 
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(2) For any nonempty subset Y of A, rA(Y) = rR(CY)[[S,w]] 
(2') For any nonempty subset Y of A, 1A(Y) = lR(CY)[[S,w]]. 
(3) The map cp : rR(Subs(R)) -+ rA(Subs(A)); rR(X) H rR(X)[[S,w]], is bijec- 
tive. 
(3') The map cp' : lR(Subs(R)) -> lA(Subs(A)); 1R(X) 1--* lR(X)[[S,w]], is bijec- 
tive. 
(4) The map : rA(Subs(A)) -+ rR(Subs(R)); rA(Y) H rR(Cy), is bijective. 
(4') The map z/b' : 1A(Subs(A)) -+ 1R(Subs(R)); 1A(Y) H 1R(Cy), is bijective. 
Proof (1) (2) Using the S- compatibility of R, it is easy to see that rA(Y) D 
rR(CY)[[S, w]]. The opposite inclusion follows directly from the condition (1) and 
the S- compatibility of R. 
(2) (3) By Lemma 8.2.1 rR(X)[[S, w]] = rA(X [[S, w]]) for any nonempty subset 
X of R. Thus im cp Ç rA(Subs(A)). 
Clearly cp is injective. Since cp is surjective by the condition (2), yo is bijective. 
(3) (4) From the equations (8.2.1) and Lemma 8.2.1 it follows that the com- 
position V) o cp is the identity map of Subs(R). Hence if yo is bijective, so is 
(4) (1) Let f,g E A be such that fg = O. Since by the equation (8.2.1) we 
have TR(C {f }) = rR(Cc{f }[[s,.]]), it follows that zb(rA(f)) = O(rA(C {f}[[S,w]])) 
Therefore, (4) implies that rA(f) = rA(C{ f}[[S, w]]), and thus g E rA(C {f}[[S, w]]). 
Ifs E S, then cps) E C{ f} [[S, w]], and thus c f(s)g = O. Hence for any t E S we 
have f (s)g(t) = (c f(s)g) (t) = 0, and thus f (s)ws(g(t)) = 0 by the S- compatibility 
of R, proving that R is (S, w)- Armendariz. 




As a consequence of Theorem 8.2.2, we obtain the following generalization of [28, 
Corollary 3.3], which was provided to counterpoint J. W. Kerr's example of a 
polynomial ring over a Goldie ring that is not a Goldie ring. 
Corollary 8.2.3. Let R be a ring, (S, <) a strictly ordered monoid, and w: S -4 
End(R) a monoid homomorphism. Suppose that R is S- compatible and (S, w)- 
Armendariz. Then R satisfies the ascending chain condition on right annihilators 
if and only if R[[S, w]] satisfies the ascending chain condition on right annihila- 
tors. 
8.3 The (S, w)- Armendariz condition and generalizations 
of commutativity 
In this section we will obtain criteria for skew generalized power series rings to 
satisfy various conditions on noncommutative rings that generalize commutativ- 
ity. A ring R is called reversible if for all a, b E R we have ab = 0 4 ba = 0. 
A ring is called 2- primal if its prime radical contains every nilpotent element of 
the ring. There is a substantial literature on these conditions, a survey of some 
of which can be found in [50] . The conditions have the following relationships, 
where the bottom left condition is defined with respect to any nontrivial strictly 
ordered monoid (S, <): 
reduced power -serieswise Armendariz 
reversible semicommutative 2- primal 
(S, w)-Armendariz abelian 
The implication "reduced power -serieswise Armendariz," originally established 
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in [36, Lemma 2.3(1)], is generalized in Theorem 8.3.12. The implication "(S, w)- 
Armendariz = abelian" follows from Proposition 8.3.9(h) below. For "power - 
serieswise Armendariz semicommutative," please see [36, Lemma 2.3(2)]. The 
remaining implications are well known (cf. [50] and sources cited). 
In the above diagram, the six conditions reduced, power -serieswise Armendariz, 
reversible, semicommutative, 2- primal, and abelian are equivalent for von Neu- 
mann regular rings. Thus, the characterizations of these conditions in skew 
generalized power series rings given below might be compared with the crite- 
ria obtained in [57] for a skew generalized power series ring to be von Neumann 
regular. 
We first examine semicommutativity of skew generalized power series rings. Di- 
rectly from Lemma 8.2.1 and Theorem 8.2.2 we obtain the following: 
Theorem 8.3.1. Let R be a ring, (S, <) a strictly ordered monoid, and w: S -* 
End(R) a monoid homomorphism. Assume that R is S- compatible and (S, w)- 
Armendariz. Then R[[S, w]] is semicommutative if and only if R is. 
Combining Theorem 8.3.1 and Example 8.1.2(a) we get [67, Proposition 4.6]. 
In order to obtain criteria for R and R[[S, w]] to be semicommutative, we first 
derive some necessary conditions for a ring to be (S, w)- Armendariz. Recall that 
a monoid S is aperiodic if for any s E S \ {1} and m, n E N with m n we have 
sn sn. 
Lemma 8.3.2. Let R be a ring, (S, a strictly ordered monoid, and 
w: S -4 
End(R) a monoid homomorphism. If R is (S, w)- Armendariz, then 
(i) S is cancellative. 
(ii) S is aperiodic. 
(iii) Let x E R ands E S \ {1} be such that x ws(x) ws2(x) 
wsn(x) = 0 for 
somenEN. Then for all a,bER, ifab =0, then axws(b) 
=0. 
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Proof (i) Let s, t E S be such that s t. Suppose that there exists z E S 
such that sz = tz. Then in R[[S, w]] we have (es - et)ez = 0, and since R is 
(S,w)- Armendariz, it follows that 0 = (es - et)(s) ws(ez(z)) = 1 w3(1) = 1, a 
contradiction. Similarly one can show that s # t implies zs zt. 
(ii) Suppose that S is not aperiodic. Applying (i), we deduce that there exists 
s E S \ {1} such that sn = 1 for some n E N. We can assume that si # 1 for 
each i E {1, 2, ... , n - 1 }. Since (1 - es)(1 + es + es2 + + esn -1) = 0 and R is 
(S, w)- Armendariz, we obtain 
0=(1-es)(1)(1+es+es2+...+egn-1)(1)=11=1, 
a contradiction. 
(iii) Set f = cxes E R[[S, w]]. Since x ws(x) ws2 (x) wsn (x) = 0, it follows that 
fn +l = 0, and thus 
cQ(1 - f)(1 + f + f2 + + fn)Cb = CaCb = O. 
Since R is (S, w)-Armendariz, and S is aperiodic by (ii), we obtain 
0= [ca(1-f)](1) [(1+f+f2+...+fn)cb](s) = axws(b). 
Proposition 8.3.3. Let R be a ring, (S, <) a strictly ordered monoid, and 
w: S -3 End(R) a monoid homomorphism. If R is S- compatible and (S, w)- 
Armendariz, and there exists s E S \ {1} such that si < sn for some positive 
integers m < n, then R and R[[S, w]] are semicommutative. 
Proof By Theorem 8.3.1, to prove the result it suffices to show that R is semi - 
commutative. By [57, Lemma 4], the set {1, s, s2, ...} is artinian and narrow, and 
by Lemma 8.3.2(4 for all i, j E N U {0} with i j we have si Take any 
r E R and define f E R[[S, w]] by setting 
f (1) = 1, f (sn) = r ws(r) ws2 (r) wsn-1(r) for every n E N, 
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and f (x) = 0 for every x E S \ {1, s, s2, ... }. It is easy to see that (1- c,.es) f = 1. 
Therefore, for any a, b E R with ab = 0 we have ca(1- c,.es) fcb = 0, and since R 
is (S, w)- Armendariz, it follows that 
[ca(1 - cres)](s) ws((fcb)(1)) = O. 
Hence -a r ws(b) = 0, and the S- compatibility of R implies that arb = O. 
Combining Proposition 8.3.3 and Example 8.1.2(c) we get [36, Lemma 2.3(2)]. 
In the proof of Theorem 8.3.12 we will need the following observation on semi- 
commutative skew generalized power series rings. 
Lemma 8.3.4. Let R be a ring, (S, <) a strictly ordered monoid, and w: S 
End(R) a monoid homomorphism. 
(i) If R[[S,w]] is semicommutative, then ab = 0 implies aws(b) = 0 for all 
a,b E R and all s E S. 
(ii) If R[[S, w]] is reversible, or if R[[S, w]] is semicommutative and S is a group, 
then R is S- compatible. 
Proof. Suppose R[[S, w]] is semicommutative. Given a, b E R and s E S such that 
ab = 0, semicommutativity implies caescb = 0, so aw3(b) = O. This proves (i). If 
in addition, s has an inverse in S, then aws(b) = 0 implies ab = O. Likewise, in 
the case where R[[S, w]] is reversible, 
aws(b) = caescb = cbcdes = ba = ab = 0. 
This proves (ii). 
Perhaps the greatest unsolved problem in noncommutative ring theory today is 
the Köthe conjecture, which posits that a ring with no nonzero nil ideals has no 
nonzero nil one -sided ideals. (See [65] for a discussion of the Köthe conjecture 
and various related problems.) The Köthe conjecture has been resolved in several 
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special cases, including for rings with Krull dimension, for PI rings, and for 
algebras over uncountable fields. We will presently add S- compatible (S, w)- 
Armendariz rings to this list. 
For a ring R, let 01(R) denote the set of nilpotent elements of R, No(R) the 
Wedderburn radical of R (i.e. the sum of all nilpotent ideals of R), Nile(R) the 
prime radical of R, Nil *(R) the upper nilradical of R (i.e. the largest nil ideal of 
R), and A(R) the sum of all nil left ideals of R (which coincides with the sum 
of all nil right ideals of R). The Köthe conjecture is equivalent to the statement 
that A(R) is always nil, i.e. Nil *(R) = A(R) for every ring R. 
Proposition 8.3.5. Let R be a ring, (S, <) a strictly ordered monoid, and 
w: S -+ End(R) a monoid homomorphism. If R is (S, w)- Armendariz and w9 
is compatible for some s E S \ {1 }, then 
(i) For all a, b E R and x E 01(R), ab = 0 implies axb = O. 
(ii) 0i(R) is a (nonunital) subring of R. 
(iii) No(R) = Nil *(R) = Nil *(R) = A(R). In particular, the Köthe problem has a 
positive solution in the class of S- compatible (S, w)- Armendariz rings. 
Proof (i) Since w3 is compatible for some s E S \ {1 } , (i) follows directly from 
Lemma 8.3.2(iii). 
(ii) Let x, y E 0/(R). Then xn = yn = 0 for some n E N. Hence (xy)n = O by (i), 
and thus xy E 02(R). Clearly (x + y)2n -1 is a finite sum of elements of the form 
xai yß1 xa2 yß2 xak yßk for nonnegative integers c and /i satisfying E 1(ai + 
8j) = 2n 1. Then Ek of n or ri i ¡ i > n , and thus xal +a2 +. +ak = 0 /-1 N i
or yQ1 +ß2 + +ßk = 0, and (i) implies that xalyßlxa2yß2 . xakyßk = O. Hence 
x + y E 01(R), so 01(R) is a subring of R. 
(iii) Let x E A(R). Since A(R) is an ideal of R, and A(R) C 01(R) by (ii), it 
follows that RxR C 01(R). Then xn = 0 for some n E N, and from (i) we deduce 
that (RxR)2n -1 O. Hence x E No(R). 
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Combining Proposition 8.3.5(iii) and Example 8.1.2(a) recovers [36, Lemma 2.3(5)]. 
As a consequence of Propositions 8.3.3 and 8.3.5(iii) we obtain the following. 
Corollary 8.3.6. Let R be a ring, (S, <) a strictly ordered monoid, and w: S - 
End(R) a monoid homomorphism. If R is S- compatible and (S, w)- Armendariz, 
and there exists s E S \ {1} such that sin sn for some positive integers m < n, 
then 
No(R) = Nil *(R) = Nil *(R) = A(R) = 01(R). 
Combining Corollary 8.3.6 and Example 8.1.2(c) recovers [36, Lemma 2.3(6)]. 
A ring R with the property that for all ao, al, bo, b1 E R if (ao +aix)(bo +blx) = 0 
in R[x] then aob1 = albo = 0 in R has been called weak Armendariz by T. -K. 
Lee and T. -L. Wong in [42], and linearly Armendariz by Camillo and P. Nielsen 
in [11]. Camillo and Nielsen give a compelling argument in favor of the latter 
nomenclature in [11, p. 608], so we will follow their usage. Here we extend this 
condition to skew generalized power series rings. 
Definition 8.3.7. Let R be a ring, (S, a strictly ordered monoid, and w: S -+ 
End(R) a monoid homomorphism. We say that R is linearly (S, w)- Armendariz 
if for all s E S \ {1} and ao, al, b0, b1 E R, whenever (Cao + caies)(cbo + cb,es) = 0 
in R[[S, w]], we have aobo = aob1 = al ws(bo) = al ws(bi) = 0 in R. 
Obviously, all (S, w)- Armendariz rings are linearly (S, w)- Armendariz. However, 
as [42, Example 3.2] shows, a linearly (S, w)- Armendariz ring R need not be 
(S, w)- Armendariz, even in the case where R is commutative and R[[S, w]] = R[x]. 
Proposition 8.3.8. Let R be a ring, (S,.<,) a strictly ordered monoid, and 
w: S -3 End(R) a monoid homomorphism. The following conditions are equiva- 
lent: 
(1) R is linearly (S, w)- Armendariz and reduced, and ws is injective for every 
s E S. 
(2) R is S -rigid and 2 0 {1, s} for every s E S \ {1 }. 
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Proof. (1) = (2) We first show that R is S- rigid. Let a E R and s E S be such 
that aws(a) = 0. Since R is reduced, ws(a)a = 0; thus, 
(Cws(a) + C-w9(a)es)(Ca + Cws(a)es) = 0. 
Since R is linearly (S, w)- Armendariz, it follows that ws(a) (.CJs (a.) = 0. Since R 
is reduced, ws(a) = 0, and thus a = 0 by the injectivity of ws. 
Now we show that for any s E S \ {1} we have s2 1 and s2 s. If s2 = 1, 
then (ci + c_1es) (ci + c ].es) = O leads to 1.1 = 0, a contradiction. If s2 = s, then 
(ci + c_les)cies = 0, and again we obtain 1 1 = 0, a contradiction. 
(2) = (1) Since R is S- rigid, Lemma 8.1.5 implies that R is reduced and ws is 
injective for every s E S. To show that R is linearly (S, w)- Armendariz, consider 
any s E S \ {1} and ao, al, bo, b1 E R with (Cao + caies) (cbo + cbl es) = 0. Since the 
elements 1, s and s2 are different, it follows that 
aobo = 0, aob]. + al ws(bo) = 0 and al ws(b].) = O. (8.3.1) 
Since R is reduced and aobo = 0, by multiplying the second equation of (8.3.1) 
by bo we obtain 
boa]. ws(bo) = 0 boalbo = 0 albo = 0 = al ws(b0) = 0, 
using the compatibility of ws. Therefore R is linearly (S, w)- Armendariz. 0 
In [30, Proposition 20] it was proved that for any u -skew Armendariz ring R, 
the ring R[[x; a]] is abelian if and only if a is idempotent -stabilizing. The first 
part of the following result implies that the latter condition is always satisfied, 
and thus all a -skew Armendariz rings are abelian. The second part of the result 
generalizes [35, Lemma 7], [32, Corollary 8], and [42, Lemma 3.4]. 
Proposition 8.3.9. Let R be a ring, (S,..) a strictly ordered monoid, and 
w: S -3 End(R) a monoid homomorphism. If R is linearly (S, w)- Armendariz, 
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then: 
(i) For every s E S, the endomorphism co, is idempotent- stabilizing. 
(ii) If S is nontrivial, then R is abelian. 
Proof (i) The statement is trivial if s = 1, so assume s E S \ {1 }. Notice that, 
as in the proof of [61, Lemma 4], for any idempotent e E R we have 
(Ci-e + C(1-e)w,(e)e8)(Ce + c(e-i)w,(e)es) = O. 
Since R is linearly (S, w)- Armendariz, 0 = (1 - e)w8(e). As the idempotent e E R 
was arbitrary, 0 = ew8(1- e) = e(1 - w8(e)). The equations (1 - e)w8(e) = 0 and 
e(1 - we(e)) = 0 yield w8(e) = e. 
(ii) As suggested by the proof of [62, Lemma 2.4], let a, e E R with e an idempo- 
tent and s E S \ {1} be given. Then 
(Ce + Cea(e-1)es)(C1-e + Cea(1-e)es) = 0, 
and since R is linearly (S, w)- Armendariz, it follows that ea(1 - e) = O. Hence 
eR(1 - e) = {0} for any idempotent e E R, which proves that R is abelian. 
This justifies the placement of "(S, w)- Armendariz" in the chart on page 118 
above. Note that the (S, w)- Armendariz condition does not imply any of the 
conditions in the first two rows of that chart, in general. For instance, [11, 
Example 9.3] shows that a ring can be (S, w)- Armendariz but not 2- primal. 
The following proposition shows that for any (S, w)- Armendariz ring R the set of 
all idempotents of R[[S, w]] coincides with that of R. The proposition generalizes 
[30, Lemma 19] . 
Proposition 8.3.10. Let R be a ring, (S, <) a nontrivial strictly ordered monoid, 
and w: S End(R) a monoid homomorphism. Assume that R is (S, w)- Armendariz. 
(i) If f is an idempotent of R[[S, w]], then f (1) is an idempotent of R and 
f = Cf(1). 
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(ii) R[[S, w]] is abelian. 
Proof. (i) Since f (f -1) = 0 and R is (S, w)- Armendariz, we obtain f (1) (f (1)- 
1) = 0, and so f (1) is an idempotent of R. Moreover, for any s E S \ {1} we 
have 0 = f (1) (f - 1)(s) = f (1) f (s). On the other hand, since (f - 1) f = 0, it 
follows that (f (1) - 1) f (s) = 0, and thus f (s) = f (1) f (s) = O. Hence f = cf(l). 
(ii) Let f = f2 E R[[S, w]]. Then by (i), f = ce for some idempotent e of R. By 
Proposition 8.3.9(i), ws is idempotent -stabilizing. Furthermore, by Proposition 
8.3.9(ií), e is central in R. Now it is easy to see that ceg = gce for every g E 
R[[S, w]]. 
We now turn to reduced (S, w)- Armendariz rings. We will characterize such rings 
in Theorem 8.3.12 below in the case where S belongs to a subclass of the class of 
unique product monoids. 
Recall that a monoid S is called a unique product monoid (or a u.p. monoid, or 
u.p.) if for any two nonempty finite subsets X, Y C S there exist x E X and 
y E Y such that xy # x'y' for every (x', y') EX x Y \ {(x, y) }; the element xy is 
called a u.p. element of XY = {st : s E X, t E Y }. Unique product monoids 
and groups play an important role in ring theory, for example providing a positive 
case in the zero -divisor problem for group rings (cf. also [7] ), and their structural 
properties have been extensively studied (e.g. see [16] and references therein, or 
[63]). The class of u.p. monoids includes the right and the left totally ordered 
monoids and submonoids of a free group. 
For our purposes, the following, more stringent conditions are needed. 
Definition 8.3.11. Let (S,) be an ordered monoid. We say that (S,) is 
an artinian narrow unique product monoid (or an a. n. u. p. monoid, or simply 
a. n. u. p.) if for every two artinian and narrow subsets X and Y of S there exists 
a u.p. element in the product XY. 
For any ordered monoid (S, <), we have: 
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S is commutative, torsion -free, and cancellative 
(S, <) is quasitotally ordered 
(S, <) is a.n.u.p. 
S is u.p. 
The converse of the bottom implication holds if is the trivial order. 
In the next chapter we will give more details, examples, and interrelationships 
between these and other conditions on ordered monoids. 
The following theorem generalizes [12, Theorem 1], [12, Corollary 2], [12, Corol- 
lary 3], [30, Proposition 3], [30, Corollary 4], [37, Corollary 3.5], [44, Lemma 2.1], 
[44, Lemma 3.1], [45, Corollary 1.2], [53, Theorem A] and [61, Theorem 6]. 
Theorem 8.3.12. Let R be a ring, (S, a strictly ordered monoid, and w: S -+ 
End(R) a monoid homomorphism. Consider the following six conditions: 
(i) R is reduced, and whenever f, g E R[[S, w]] satisfy f g = 0, then f (s)g(t) = 0 
for all s, t E S. 
(ii) R is (S, w)- Armendariz and reduced, and w3 is injective for every s E S. 
(iii) R is linearly (S, w)- Armendariz and reduced, and w3 is injective for every 
s E S. 
(iv) R[[S, w]] is reduced. 
(y) R is semiprime, and the ring R[[S, w]] is reversible. 
(vi) R is S- rigid. 
Then: 
(i) p (ii) (iii) 
(iv) (V) (vi) 
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If (S,) is a.n.u.p., then all six conditions are equivalent. 
Proof. First assume that (S,) is strictly ordered but not necessarily a.n.u.p. 
(ii) = (i) Assume (ii). Let f,g E R[[S, w]] be such that fg = 0, and let s, t E S. 
We must show f(s)g(t) = O. Since R is (S,w)- Armendariz, f(s) ws(g(t)) = 0, 
so the case s = 1 is done. Suppose s 1, and set r = f(s)g(t). Because R 
is semicommutative, rws(r) = O. Because R is reversible, ws(r)r = O. Hence 
for h = cwe(r) + c,,,8(r)es and k = cr - cu,s(r)es in R[[S, w]] we have hk = O. The 
(S,w)- Armendariz hypothesis implies 0 = h(s) ws(k(1)) = ws(r)2. Now, since R 
is reduced and ws is injective, 0 = r = f (s)g(t). 
(ii) (iii) Trivial. 
(iii) = (vi) Proposition 8.3.8. 
(i) = (iv) For any f E R[[S,w]], if f2 = 0 then (i) implies f = O. 
(iv) = (v) Trivial. 
(v) (vi) Since R is reversible and semiprime, it is reduced. Since R is S- 
compatible by Lemma 8.3.4(ií), it is S -rigid by Lemma 8.1.5(iii). 
(i) (ii) It is easy to see that if R is S- compatible and (i) holds, then (ii) holds. 
We have already shown that (i) implies (vi). From (vi) and and Lemma 8.1.5(iii), 
we infer that R is S- compatible. 
Now assume that (S,,) is a.n.u.p. 
(vi) = (ii) By Lemma 8.1.5(iii) R is reduced and ws is injective for every s E S. 
Suppose there exist f, g E R[[S, w]] such that f g = 0 and f (s) ws(g(t)) h 0 
for some s, t E S. Since R is reduced, the intersection of all minimal prime 
ideals of R is equal to (0). Hence there exists a minimal prime ideal P of R 
such that f(s) ws(g(t)) ¢ P, and thus the sets X = {x E S : f(x) P} and 
Y = {y E S : (3 x E S) wx(g(y)) P} are nonempty. Since X C supp(f) and 
Y Ç supp(g), X and Y are artinian and narrow subsets of S, and since S is an 
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a.n.u.p. nlonoid, there exists (a, b) E X x Y such that ab is a u.p. element of XY. 
Since fg = 0, we have 
0 = (f g)(ab) = f (a) wa(g(b)) + f(u) 
' wu(g(v)) (8.3.2) 
(u,v) EXa6 ( f,g) \ { (a,b) } 
Observe that if (u, y) E Xab(f, g) \ {(a, b) }, then since ab is a u.p. element of XY, 
we have u V X or y Y, and thus f(u) wu(g(v)) E P. Hence (8.3.2) implies 
that f (a) wa(g(b)) E P. Since each minimal prime ideal of a reduced ring is 
completely prime (see [39, Lemma 12.6]) and a E X, it follows that wa(g(b)) E P. 
It is not hard to show that, since R is reduced, for every r E R and every n E N 
we have rR(r) = 1R(r) = rR(rn) = lR(rn). Therefore, if lR(wa(g(b))) Ç P, then 
the set 
Z = {zlz2 z.,,t : m E IY, z2 = wa(g(b)) or z2 E R \ P for each i} 
would be a multiplicatively closed set disjoint from {0} and properly containing 
R\ P, which contradicts P being a minimal prime. Therefore lR(wa(g(b))) P, 
so t wa(g(b)) = 0 for some t E R\ P. Because R is S- compatible, we have 
t wa(g(b)) = 0 for every x E S, whence b Y. This final contradiction proves 
that R is (S, w)- Armendariz, establishing (ii). E 
Example 8.3.13. The following counterexamples delimit Theorem 8.3.12. 
(a) Let R be a field of characteristic char R 2, let S = {1, s} be the 2- 
element group (with the trivial order), and let w: S -4 End(R) be the trivial 
map. Clearly R[[S, w]] is reduced. However, the equation (1 - es)(1 + es) = 
0 shows that R is not linearly (S, w)- Armendariz. Thus, (iv) A. (iii) in 
Theorem 8.3.12 in general. 
(b) Let (S, <) be the ordered monoid constructed in Example 9.1.8. The monoid 
S admits a strict total ordering (and hence is a u.p. monoid), but (S, 
is not 
a.n.u.p. Let R be any field of characteristic 2 and define maps 
f, g: S -4 R 
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as follows: 
1 ifs = xi for some i E N 
f(s) = 
0 otherwise, 
1 if s = Xi for some j E N 
g(S) _ 
0 otherwise. 
Since the sets {xi : i E N} and {Xi : j E N} are artinian and narrow, we 
have f, g E R[[S,1]]. For any (s, t) E supp(f) x supp(g), there are exactly 
two pairs (xi, Xi) with xiXX = st. Therefore, f g = O. On the other hand one 
can easily verify that g f 0; therefore, R[[S, 1]] is not reversible. Since S 
is a u.p. monoid and R is S- rigid, Proposition 8.3.8 shows that R is linearly 
(S, 1)-Armendariz. Thus, (iii) 5$ (v) in Theorem 8.3.12 in general. 
(c) Let R = F2, let S = Q8, the quaternion group of order 8, with the trivial 
order, and let w: S End(R) be the trivial map. Then R[[5, w]] is the 
group which 7] is not reduced. 
Thus, (v) 5$ (iv) in Theorem 8.3.12 in general. 
(d) Let R = F2, let S = D8, the dihedral group of order 8, with the trivial 
order, and let w: S -+ End(R) be the trivial map. Then R[[S, w]] is the 
group algebra RS, which by [49, p. 316] is not reversible. Letting s E S be 
any element of order 2, we have (1 + e3) (1 + e8) = O. Therefore, R is not 
linearly (S, w)- Armendariz. Obviously R is S- rigid. Thus, (vi) 5$ (iii) and 
(vi) 5$ (v) in Theorem 8.3.12 in general. D 
It is of interest to consider a condition absent from Theorem 8.3.12: semicom- 
mutativity. Semicommutativity is of course a central issue for Armendariz rings 
(and generalizations thereof), dating back to their inception: see [67, §4]. The- 
orem 8.3.12 tells us that under appropriate circumstances the reduced condition 
on a skew generalized power series ring is equivalent to the generally weaker 
condition reversible. What about the still weaker condition semicommutative? 
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Theorem 8.3.1 apparently has no bearing on this problem, since the hypotheses 
of Theorem 8.3.1 already entail most of condition (ii) of Theorem 8.3.12. This 
leaves us with the following open question: 
Question 8.3.14. Suppose R is a semiprime ring, (S, <) is a strictly ordered 
a.n.u.p. monoid, and w: S -+ End(R) is a monoid homomorphism. If the skew 
generalized power series ring R[[S, w]] is semicommutative, must R[[S, w]] be re- 
versible (and therefore reduced)? 
A power series ring over a 2- primal ring need not be 2- primal, as examples in [31] 
and [47] show. Nevertheless, under appropriate conditions, a skew generalized 
power series ring will be 2- primal. If R is a ring, (S,) a strictly ordered monoid, 
and w: S -+ End(R) a monoid homomorphism, then a subset X of R is an S- 
invariant if ws (X) C X for all s E S. 
Theorem 8.3.15. Let R be a ring, (S,) a strictly ordered a.n.u.p. monoid, and 
w: S - End(R) a monoid homomorphism. Suppose that Nil,,(R) is a nilpotent 
ideal, and suppose that for every s E S and every a E R, if aRws(a) C Nil *(R), 
then a is nilpotent. Then the skew generalized power series ring R[[S, w]] is 2- 
primal if and only if R is 2- primal. 
Proof If the ring A = R[[S,w]] is 2- primal, then R is 2- primal by [6, Proposi- 
tion 2.2] . 
Conversely, suppose R is 2- primal, and assume the prime radical I = 
satisfies In = (0) for some n E N. Let 7r: R -+ R/I = R be the canonical 
map. Since R is 2- primal, its prime radical is S- invariant. Therefore J = I [[S, w]] 
is an ideal of A, and we have a monoid homomorphism v: End(R) -* End(R) 
given by v(T)(x) = r(x) for each x E R. The surjective ring homomorphism 
A -+ vow]] given by f H o f induces an isomorphism A/J 
ti R[[S, v o w]]. 
Suppose that for s E S and a E R we have á (v o w)s(á) = 0 in R. Since R 
is 
2- primal, R is reduced and hence semicommutative. Therefore, á R (v ow)s (á) = 
{0 }, whence aRws(a) C I. By hypothesis, then, a is nilpotent, so á = 0 
in R. We 
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have shown that (v o w)3 is a rigid endomorphism of R, for arbitrary s E S. 
Thus, by Theorem 8.3.12, the ring Al ̂ ' R[[S, y o w]] is reduced. Clearly y = 
(0), so A is 2- primal. 0 
Remark 8.3.16. In Theorem 8.3.15, if w is trivial then the condition "aRws (a) C 
Nil *(R) implies a nilpotent" is vacuous. So [44, Theorem 2.3] is a special case of 
Theorem 8.3.15. 
Let R be a semiprime left Goldie ring, and let C denote the set of regular el- 
ements of R. If o E End(R) is injective, then o(C) Ç C by [33, Proposition 
2.4]. Therefore, if Q = Q41(R) is the classical left ring of quotients of R, then 
one can verify that o- extends (uniquely) to an endomorphism v of Q defined by 
Q(b -la) = o(b)-lu(a) for all a E R and b E C. 
In this setting, if S is a monoid and w: S End(R) is a monoid homomor- 
phism such that ws is injective for every s E S, then there is an induced monoid 
homomorphism w: S -+ End(Q) defined by 
(Tis = Ps) for each s E S. 
Notice that ws is injective for every s E S. 
The following result generalizes [61, Theorem 10] . 
Theorem 8.3.17. Let R be a semiprime left Goldie ring, (S, <) a nontrivial 
strictly ordered a.n.u.p. monoid, and w: S -* End(R) a monoid homomorphism 
such that ws is injective for every s E S. Let Q = Vd(R) denote the classical left 
ring of quotients of R, and w: S -4 End(Q) the induced rnonoid homomorphism. 
Then the following conditions are equivalent: 
(1) R is (S, w)-Armendariz. 
(2) R is linearly (S, w)-Armendariz. 
(3) R is (S, w)-rigid. 
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(4) Q is (S, w)- Armendariz. 
(5) Q is linearly (S,W)- Armendariz. 
(6) Q is (S,(7.))-rigid. 
Proof (1) (2) Trivial. 
(2) = (5) We have to show that for any po, pi, q0, q1 E Q and s E S \ {1 }, 
if (cp+cp, es) (cgo-I-cgles) =0 in Q[[S,W]], then Poi =piws(go) = 0. (8.3.3) 
Now, there exist ao, al, bo, b1i u E R such that u is regular and pi = u -lai, qi = 
u -lbi for i = 1, 2. Furthermore, for some do, dl, v E R with y regular, we can 
write aou -1 = v -1 do and aiws(u) -1 = v -1d1. Now it is easy to see that in R[[S, w]] 
we have (cd0 + cd, es) (cbo + cb, es) = 0. Since R is linearly (S, w)- Armendariz, we 
obtain dob1 = d1 w5(bo) = O. Now Pogi = pi ws(go) = 0 follows easily, proving 
(8.3.3). 
(4) (5) Trivial. 
(5) = (6) Assuming (5), Proposition 8.3.9(ií) implies that Q is abelian. Being 
semisimple, Q is reduced. Hence (6) holds by Theorem 8.3.12. 
(6) (4) Holds by Theorem 8.3.12. 
(6) (3) Trivial. 
(3) (1) This implication follows from Theorem 8.3.12. 
Applying Theorem 8.3.17 to Example 8.1.2(a), we obtain the following improve- 
ment of [35, Proposition 18] (which was, in turn, an improvement of [2, Theo- 
rem 7]), recovering [42, Theorem 3.3]. 
Corollary 8.3.18. Suppose that R is a semiprime left Goldie ring. Then R is 
Armendariz if and only if R is reduced. 
To illustrate this corollary, let F = k(x, y) be the free algebra on two noncommut- 
ing indeterminates over a field k, and consider the two factor rings R1 = F /Fx2F 
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and R2 = F /(Fx2F + Fy2F). Both R1 and R2 are prime rings, and one can di- 
rectly check that R1 is Armendariz but R2 is not. In fact, R1 is a construction 
of Camillo and Nielsen in [11, Example 9.3], apparently the first example in the 
literature of an Armendariz ring that is not 2- primal. Camillo and Nielsen's proof 
that R1 is Armendariz is based on an intricate calculation of zero -divisors. In con- 
trast, Corollary 8.3.18 provides a "structural" proof that R2 is not Armendariz: 
it is noetherian and prime but not reduced. 
8.4 The (S, w)- Armendariz condition and ring extensions 
It is easy to see that if I is a reduced ideal of a ring R (i.e. I is an ideal of R 
such that x2 = 0 x = 0 for every x E I), then for any a, b E R, ab = 0 implies 
aIb = {0 }. We will use this observation freely in the following proof. 
Proposition 8.4.1. Let R be a ring, (S,..) a strictly totally ordered monoid 
and w: S -3 End(R) a monoid homomorphism such that R is S- compatible. Let 
f , g E R[[S, w]] be such that for some reduced ideal I of R, 
( f g) (xy) = 0 f (x) ws (g(y)) E I for any x, y E S. 
Then for any s E S the following are equivalent: 
(1) f(x) wx(g(y)) = 0 for any x,y E S such that xy .. s. 
(2) (f g) (z) = 0 for any z < s. 
Proof. (1) = (2) This is obvious (and it requires no assumptions about the order 
or the existence of a reduced ideal I). 
(2) = (1) Suppose the implication fails. Since the sets supp(f) and supp(g) are 
well- ordered, we can choose an element (xo, Yo) E S x S minimal with respect to 
the lexicographic order such that 
xoyo < s and f (xo) wxo(g(yo)) O. 
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Hence there exist n e N and (xi, yi), ... , (xn, yn) E S x S \ {(x0, yo)} such that 
O = (.fg)(xoyo) _ 
n 
=o 
f(xi) wx(g(yi)) (8.4.1) 
and for each i E {0, 1, ... n} we have xiyi = xoyo and f (xi) wx,(g(yi)) O. 
By the choice of (xo, Yo), for each i 1 we have xo < xi, hence yi < yo, and 
thus f (xo) ws0(g('gi)) = 0. Now the compatibility of wxo and wx, implies that 
f (xo) wx, (g(yi)) = 0. Hence for every i 1 we have f (xo) I wx,(g(yi)) = 0, 
and since f (xo) wx0(g(yo)) E I by assumption, multiplying equation (8.4.1) on 
the left by [f (xo) wx0(g(yo))]2 yields 0 = [f (xo) wxo(g(yo))]3. Since I is reduced, 
it follows that f (xo) wx0(g(yo)) = 0, a contradiction. 
As a corollary of the above result we obtain the following generalization of [45, 
Proposition 1.4] . 
Corollary 8.4.2. Let R be a ring, (S,) a quasitotally ordered monoid and 
w: S -* End(R) a monoid homomorphism. Assume that R is S- compatible, and 
that there exists a reduced ideal I of R such that for any f, g E R[[S, w]], if f g = 0, 
then f (s) ws(q(t)) E I for all s, t E S. Then R is (S, w)- Armendariz. 
Proof. By hypothesis, the order can be refined to a strict total order Since 
Proposition 8.4.1 implies that R is (S, w, )- Armendariz, Lemma 8.1.7 completes 
the proof. 
As an immediate consequence of Corollary 8.4.2, we obtain the following extension 
property for (S, w)- Armendariz rings. 
Corollary 8.4.3. Let R be a ring, (S, a quasitotally ordered monoid and 
w: S -4 End(R) a monoid homomorphism. Suppose that R is S- compatible and 
that there exists an S- invariant, reduced ideal I C R such that the factor ring 
R/I is (S,W)- Armendariz, where w: S -4 End(R /I) is the induced monoid ho- 
momorphism. Then R is (S, w)- Armendariz. 
As it was said in Remark 6.1.1 Anderson and Camillo proved that for any 
ring R 
and any integer n > 2, the factor ring R[x] /(xn) is Armendariz if and 
only if R 
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is reduced. As we will see in Corollary 8.4.6, Anderson and Camillo's result is a 
consequence of the following theorem. 
Theorem 8.4.4. Let R be a ring, (S,) a strictly well - ordered monoid, w: S -4 
End(R) a monoid homomorphism. Fix s E S. Then the set 
IS = { f E R[[S, w]] : f (x) = 0 for every x < s} 
is a proper ideal of R[[S, w]]. Assume that (T, <') is a nontrivial quasitotally 
ordered monoid, and consider the following four conditions: 
(i) cox is rigid for every x E S satisfying x < s. 
(ii) R[[S, w]] /IS is (T,1, <')- Armendariz. 
(iii) R[[S, w]] /IS is (T,1, < ")- Armendariz where <" is the trivial order. 
(iv) R[[S,w]] /15 is linearly (T,1, < ")- Armendariz where <" is the trivial order. 
In general, 
(i) = (ii) = (iii) = (iv). 
Now assume, moreover, that s 1 and either of the following conditions holds: 
(a) for every x E S \ {1} such that x < s, w,, is injective and there exists n E N 
such that s < x71, or 
(b) w is trivial. 
Then 
(i) (ii) (iii) <=> (iv). 
Proof Since (S,) is a well- ordered monoid, 1 < x for all x E S, and it easily 
follows that Is is a proper ideal of R[[S, w]]. 
(i) = (ii) By Lemma 8.1.7, without loss of generality we can assume that <' 
is already a total order. Suppose R[[S, w]] /I3 is not (T,1, <')- Armendariz. Pick 
F, G E (R[[S, w]] /I3) [[T,1]] such that FG = 0 and F(t)G(t') 0 for some t, t' E 
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T. For any z E T we have F(z), G(z) E R[[S, w]] /I3 and thus there exist fz, 9z E 
R[[S, w]] such that F(z) = fz and G(z) = g (where a bar denotes images modulo 
IS), We will retain this notation for the remainder of the proof. Whenever F(z) 
(resp. G(z)) is 0, we will choose h = 0 (resp. gz = 0). 
Define the following total order on S x S x T x T: 
(sl, 82, tl, t2) (s3, 84, t3, t4) ri 
sls2 < S3s4, or 
51S2 = s3s4 and 81 < 83, or 
81 = 53 and S2 = 54 
s1 = s3 and s2 = 54 
and t1 <' t3, or 
and t1 = t3 and t2 <' t4. 
Then S x S x supp(F) x supp(G) is well- ordered under , so there exists (x, y, c, d) E 
S x S x supp(F) x supp(G) minimal for the property fc(x) wx(gd(y)) O. Since 
ftgt' 0 Is, we have xy s. 
We claim that for any element (x', , c', d') E S x S x T x T, 
x' y' = xy and c'd' = cd 
(xi) w (9d' (V)) h(x) = 0 or (x, y, c, d) = (x', y', c', d'). 
(8.4.2) 
Indeed, it suffices to consider (x', y', c', d') E S x S x supp(F) x supp(G) for which 
(x, y, c, d) (x', y', c', d'). Then either x < x', or else x = x' and y = y' and c <' 
c'. If x < x', then xy' < xy, hence (x, y', c, d') -< (x, y, c, d). If x = x' and y = y' 
and c <' c', then cd = c'd' implies d' <' d, and again (x, y', c, d') (x, y, c, 
d). In 
either case, the minimal choice of (x, y, c, d) implies fc(x) wx(.9d'(y')) = 
O. Since 
x < s and x' < s, (i) implies that wx and wx' are rigid, and wx,(gd'(y')) 
L(x) = 0 
follows. This proves (8.4.2). 
Since FG = 0, for some n E N U {0} and (cl, di), ... , (cm, dn) ET 
x T \ {(c, d)} 
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such that cidi = cd we have 
0 = (FG)(cd) = F(c)G(d) + E F(ci)G(di). 
i=1 
Since xy s, 
fcgd + E fegdi EIS 
i=1 
n 
(fcgd)(xy) + E(fodi)(xy) = 0. 
i=1 
By (8.4.2) we have (fodi)(xy) fc(x) = 0 for every i. Therefore, 
t(Jecigdi)(xY) = (fcgd)(xy) fc(x) + fc(x) = (fcgd)(xy) fc(x). 
i =1 
There exist m E NUN} and (x1, y1), ... , (xm, NI) E Sx S \ {(x, y)} with xjyj = xy 
such that 
m 
(fcgd)(xy) = fc(x) wx(gd(y)) + fc(xj) wx; (gd(yj)) 
j=1 
By (8.4.2) we have fc(xj) wx,(gd(yj)) fc(x) = 0 for every j. Therefore, fc(x) 
wx(gd(y)) fc(x) = O. Since (i) implies that R is a reduced ring, we obtain 
fc(x) wx(gd(y)) = 0, a contradiction. 
(ii) = (iii) = (iv) These are obvious. 
Finally, assume that s 1 and condition (a) or (b) holds. 
(iv) = (i) Assume condition (a), and let x E S satisfy x < s. If x = 1 then cox 
being rigid amounts to R being reduced, which is the case because ws is rigid as 
we will show in a moment. Now suppose x 1. Condition (a) implies that for 
some n E N we have xn < s < xn +1. Assume that r E R satisfies cox(r) r = 0. 
Fix t E T \ {1 }, and put 
F = éx 1 + c,,=(r)t, G = .1 - crexn-i t E (R[[S, con /IS)[T]. 
Then FG = O. By (iv), cu,s(,.)exn E Is, which implies wx(r) = 0; by condition (a), 
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r = 0. From Lemma 8.1.5 (iii) we conclude that wx is rigid. 
Assume condition (b). A similar argument with F = és 1 f c t and G =b7,1--7.- t 
shows that r2 = 0 implies r = 0. 
Remark 8.4.5. Example 21 in [43] shows that the injectivity hypothesis in (a) of 
the second part of Theorem 8.4.4 is essential. 
As a consequence of Theorem 8.4.4 we obtain the following generalization of [42, 
Theorem 3.1] and [43, Theorem 20]. 
Corollary 8.4.6. If o- is an injective endomorphism of a ring R, and n ? 2 is 
an integer, then the following conditions are equivalent: 
(1) R[x, a] /(xn) is Armendariz. 
(2) R[[x, rr]] /(xn) is Armendariz. 
(3) R[x, aa] /(xn) is linearly Armendariz. 
(4) R[[x, o-]] /(xn) is linearly Armendariz. 
(5) R[x, o- ] /(xn) is power -serieswise Armendariz. 
(6) R[[x, o-]] /(xn) is power -serieswise Armendariz. 
(7) a is rigid. 
Proof. The equivalences (2) <=> (4) (6) (7) follow from Theorem 8.4.4. The 
rest follows from the isomorphism R[x, a] /(xn) ti R[[x, a]] /(xn). 
Note that [2, Theorem 5] is the a = 1 case of (1) <=> (7) in Corollary 8.4.6. 
Let R be a ring, (S, (s) and (T, (T) strictly ordered monoids, and w: S -* 
End(R) and v: T End(R) monoid homomorphisms such that 
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wso 'Ut =vtows for all s E S and t E T. 
It is easy to verify that the following maps are monoid homomorphisms: 
CO: S End(R[[T, v]]), where Gl3(g) = ws o g for all s E S and g E 
R[[T, v]], 
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 v: T -p End(R[[S, w]]), where vt(f) = vt o f for all t E T and f E R[[S, w]], 
w x v: S x T -3 End(R), where (w x v)(s,t) = ws o vt for every (s, t) E S x T. 
Proposition 8.4.7. Let R, S, T, w and v be as above. Assume that the ring 
R is reduced, the monoids (S, <s) and (T, are a.n.u.p., and for all s E S 
and t E T the endomorphisms ws and vt are injective. Then the monoid S x T is 
quasitotally ordered by the induced lexicographic order and the following conditions 
are equivalent: 
(1) R is (S, w)-Armendariz and (T, v)-Armendariz, 
(2) R[[S, w]] is reduced and (T, v)-Armendariz, 
(3) R[[T, v]] is reduced and (S, w)-Armendariz, 
(4) R[[S, w]] is (T, v)-Armendariz and R[[T, v]] is (S, w)-Armendariz, 
(5) R is (S x T, u; x v)-Armendariz. 
Proof (1) <=> (2) Assume (1). Then by Theorem 8.3.12, for any s E S and t E T 
the endomorphisms ws and vt are rigid, and to get (2) it suffices to show that 
vt is a rigid endomorphism of R[[S, w]] for every t E T. To prove that, consider 
any f E R[[S, w]] with f ft(f) = O. Since R is (S, w)- Armendariz, for any s E S 
we have f(s) ws(vt(f)(s)) = 0, i.e. f(s) ws(vt(f (s))) = O. Since ws and vt are 
rigid, it follows that f (s)2 = 0, and since R is reduced, we obtain f (s) = O. Thus 
f = 0, which completes the proof of (1) = (2). The converse follows directly 
from Theorem 8.3.12 and Lemma 8.1.7. 
(1) (3) This follows by an analogous argument. 
(1) q (4) As noted above, (1) implies (2) and (3), so it implies (4) as well. To 
prove the converse, assume (4). Since R is a subring of the (S, tv)- Armendariz 
ring R[[T, v]], Lemma 8.1.7 implies that R is (S, w)- Armendariz. By a similar 
argument, R is (T, v)- Armendariz. 
(1) (5) If (1) holds, then by Theorem 8.3.12 the endomorphisms ws and vt are 
rigid for all s E S and t E T. Hence for any (s, t) E S x T the endomorphism 
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(w x v)(s,t) E End(R) is rigid, and applying Theorem 8.3.12 we obtain (5). The 
implication (5) (1) is an immediate consequence of Lemma 8.1.7. 
Corollary 8.4.8. Let R be a reduced ring, (S, <s) and (T, <T) strictly ordered 
a.n.u.p. inonoids, and w: S -+ End(R) a monoid homomorphism such that ws is 
injective for every s E S. Then R is (S, w)- Armendariz if and only if R[[T,1]] is 
(S, i4 -Armendariz. 
Proof. Applying the implications (vi) = (ii) and (vi) = (iv) of Theorem 8.3.12, 
we deduce that R is (T, 1)- Armendariz and R[[T,1]] is reduced. Now the corollary 
follows from the equivalence (i) @ (iii) of Proposition 8.4.7. 
Applying Corollary 8.4.8 when T is the additive monoid of nonnegative integers 
with the trivial order, the additive monoid of nonnegative integers with the usual 
order, the additive group of integers with the trivial order and the additive group 
of integers with the usual order, respectively, we obtain the following: 
Corollary 8.4.9. Let R be a reduced ring, (S, a strictly ordered a.n.u.p. 
monoid, and w: S -4 End(R) a monoid homomorphism such that ws is injec- 
tive for every s E S. Then the following are equivalent: 
(1) The ring R is (S,w)- Armendariz. 
(2) The polynomial ring R[x] is (S,W)- Armendariz. 
(3) The power series ring R[[x]] is (S, cD)- Armendariz. 
(4) The Laurent polynomial ring R[x,x1 is (S,c7)- Armendariz. 
(5) The Laurent series ring R[[x, x -1]] is (S, w)- Armendariz. 
A special case of Corollary 8.4.9 is the following result of W. Chen 
and W. Tong 
(with a slight change in notation). 
Corollary 8.4.10 ([12, Proposition 6]). Let R be a reduced ring 
and a a monomor- 
phism of R. Then R is o--skew Armendariz if and only 
if R[x] is 5--skew Armen- 
dariz. 
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8.5 Chain rings are Armendariz 
Proposition 8.5.1. Let R be a right chain ring, (S, <) a strictly ordered a.n.u.p. 
monoid and w: S -4 End(R) a monoid homomorphism. Assume the Jacobson 
radical rad(R) is S- invariant. Suppose that f, g E R[[S, w]] satisfy fg = 0 and 
that there exist so, to E S such that f(s) ws(g(t)) E f (so) wso(g(to))R for all 
s, t E S. Then f(s) ws(g(t)) = 0 for all s, t E S. 
Proof. Let 
X = {x E S: (3u E S) (Vs, t E S) f (s) ws(g(t)) E f (x) wx(g(u))R} 
Y = {y E S : (3v E S) (Vs, t E S) f (s) ws(g(t)) E f (v) wv(g(y))R}. 
If X supp(f) or Y g supp(g), then clearly f(s) ws(g(t)) = O for all s, t E S. 
Thus, we will assume that X C supp(f) and Y C supp(g). The sets X and Y 
are artinian, narrow, and nonempty (because so E X and to E Y). Since (S, <) is 
a.n.u.p., there exist xo E X and yo E Y such that xoyo is a u.p. element of XY. 
Since xo E X and yo E Y, for some uo, vo E S and all s, t E S we have 
and 
f (s) ws(9(t)) E .Î(xo) wxo(9(uo))R 
f (s) ws(9(t)) E .f (vo) wvo(9(yo))R. 
(8.5.1) 
(8.5.2) 
Assume that g(uo)R C g(yo)R. Then wxo(g(uo))R C wxo(g(yo))R, and (8.5.1) 
implies that 
f(s) ws(g(t)) E f(xo) wx0(9(y0))R for all s, t E S. (8.5.3) 
Since f g = 0, we have 
0 = (f9)(xoyo) = f (xo) wxo(9(yo))+ f(p)'wp(9(q)) (8.5.4) 
(p,4) Exxovo (f,9)ß{ (xo,yo) } 
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Note that if (p, q) E S x S\ {(xo,Yo)} satisfies pq = xoyo, then since xoyo is a 
u.p. element of XY, we have p X or q i% Y. In either case, (8.5.3) implies that 
f (To) wxo(9(yo))R g f(p) wp(g(q))R. Therefore, since R is right chain, 
f (p) wp(g(q)) E f (xo) wx0(9(yo)) rad(R). 
Thus, (8.5.4) and (8.5.5) imply that for some r E rad(R) we have 
O = f (xo) cox. MN)) +f(xo) wxo(9(yo))r = 
(8.5.5) 
f (xo) wxo (9(yo)) (1 + r) , 
which implies f (xo) wxo (g(yo)) = O. By (8.5.3), f (s) ws(g(t)) = 0 for all s, t E S 
in this case. 
We are left with the case where g(uo)R g g(yo)R. Since R is right chain, g(yo)R C 
g(uo) rad(R). Choose r E rad(R) such that g(yo) = g(uo)r. Then 
wvo(9(yo)) = wvo(9(uo)) . wvo(r) E wvo(9(uo)) rad(R), 
and from (8.5.2) we obtain 
f (s) ws(g(t)) E f (vo) wvo(g(uo)) rad(R) for all s, t E S. (8.5.6) 
Applying (8.5.6) with s = vo and t = uo, we obtain f (vo) wvo(g(uo)) = 0, and 
another application of (8.5.6) yields f(s) ws(g(t)) = 0 for all s, t E S, which 
completes the proof. 
Corollary 8.5.2. Let R be a right or left chain ring and S a u. p. monoid. Then 
R is Armendariz relative to S. 
Corollary 8.5.3. Every right or left chain ring is Armendariz. 
Corollary 8.5.4. Let R be a right noetherian, right chain ring, (S, 
a strictly 
ordered a. n. u. p. monoid, and w: S -* End(R) a monoid homomorphism. 
Assume 
the Jacobson radical rad(R) is S- invariant. Then R is (S, 
w)- Armendariz. 
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Recall that for a commutative ring R an R- module M is called divisible if for 
every r E R which is not zero -divisor, and for every m E M there exists an 
element n E M such that m = rn. An R- module M is called torsion -free if for 
every r E R \ {0} and m E M \ {0 }, rm # O. Recall that a right R- module M is 
said to be chain if the submodule lattice of M is totally ordered. 
The following example shows that in Corollary 8.5.4 the noetherian hypothesis is 
essential. 
Example 8.5.5. Let U be a commutative chain domain and M a divisible, chain 
U- module that is not torsion -free. Such a pair U and M exist under Zermelo- 
Fraenkel set theory with the axiom of choice by [19, Lemma 7]. Choose u E U \ {0} 
and m E M\ {0} such that um = O. Put mo = m. Then by divisibility of M we 
can define a sequence {mo, ml, m2i ...} of elements of M such that mn_i = umn 
for all n E N. Define R = U ® M as an additive group, with multiplication given 
by 
(y1, ni)(v2, n2) = (vive, vine + v2ni). 
Since M is divisible and U and M are chain, it follows that R is a commutative 
chain ring. Nevertheless, R is not (S, 1)-Armendariz for S = N U {0} with the 
standard order Indeed, this ring R[[S, 1]] is isomorphic to the power series 
ring R[[x]], and for the power series f, g E R[[x]] defined by 
f = (u,0) - (1,0)x, g = (0,m0) + (0, ml)x -{- (0, m2)x2 + 
we have fg = 0, although (1, 0)(0, mo) 0 in R. 
8.6 Triangular matrix rings 
In [30], Hong, Kim, and Kwak obtained a wide range of detailed results on the 
skew Armendariz condition in triangular matrix rings. We will now prove a 
proposition that unifies two of the results in [30] within the context of skew 
generalized power series rings. 
144 
Let R be a ring, S a monoid, w: S -4 End(R) a monoid homomorphism, n a 
positive integer, and Mn(R) the ring of n by n matrices over R. For s E S, let 
05: Mn(R) -+ M1(R) be the map obtained by applying ws to every entry of a 
given matrix in Mn(R). We thereby obtain a monoid homomorphism W: S -* 
End(Mrt(R)). Given any subring T Ç Mn(R) that is S- invariant, we have a 
monoid homomorphism, which (slightly abusing notation) we will also denote by 
D: S -> End(T), obtained by restricting the homomorphisms Ws to T. 
Proposition 8.6.1. Let R be a ring, (S,) a strictly ordered monoid, w: S -+ 
End(R) a monoid homomorphism, and n any positive integer. 
Define a subring T of Mn(R) as follows: 
/a b1 b2 b3 ... bn-l\ 
0 a C1 C2 Cn-2 
0 0 a 0 0 
: a, b1, . . . , bn-1 , cl, , Cn-2 E R 
0 0 0 a 0 
\0 0 0 0 a / 
Suppose R is reduced, and ws is injective for every s E S. Then 
R is (S, w)- 
Armendariz if and only if T is (S,W)-Armendariz. 
Proof. If T is (S W)- Armendariz then R is (S, w)- Armendariz 
by Lemma 8.1.7. 
Conversely, assume R is (S, w)- Armendariz. Suppose f, g 
E T [[S, W]] satisfy f g = 
O. Now, f and g are functions from S to T with artinian, narrow support. 
Given 
any s E S, we have 
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7í1,1(s) 11,2(S) f1,3(s) 
f1,4(S) f1,n(S)\ 
0 f2,2(s) 12,3(s) í2,4(S) f2,n(s) 
0 0 f3,3(s) 0 0 
f(s) 
0 0 0 fn-1,n-1(s) 0 












0 0 g3,3(s) 0 0 
9(s) _ 
0 0 0 9n-1,n-1(s) 0 
0 0 0 0 971,91 (s)/ 
where each fZ, and each gi,j is a function from S to R, and fi,i = f2,2 = = fn,n 
and 91,1 = g2,2 = ... = grim. Since supp(fi, C supp(f) and supp(gi,i) C supp(g), 
each fi j and each gi, has artinian, narrow support. Hence fi,j, gi,; E R[[S, w]]. 
For every s E S we have 
O = (f 9)(s) = E f (x) ' wx(9(y)), 
(x,y)EXs cf,9) 
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and therefore, for all i, j, 
0 = E > fi,k(x) wx(gk,j(y)) 
k (x,y)EXs(f,9) 
= E E fi,k(x) wx(9k,i(y)) _ E (fi,k 9kj)(s) 
k (x,y)EXs(fi,k,9k,i) 
hi the ring R[[S, w]], which by Theorem 8.3.12 is reduced, the following equations 
hold: 
ú,l91,1 0, (8.6.1) 
fi,i 91,2 + f1,2 9i,i 0, (8.6.2) 
fl,l 92,i + f2,i 91,1 0 for i = 3, 4, . . . , n, (8.6.3) 
f1,1 91,i + f1,2 92,i + fi,i g1,1 0 for i = 3, 4, . . . , n. (8.6.4) 
Reduced rings are symmetric in the terminology of [50]: whenever a product 
of elements equals 0, any permutation of the factors also has product O. Equa- 
tions (8.6.1) and (8.6.2) therefore yield 0 = fi,i g1,2 f1,1 +f1,2 91,1 fl,l = f1,1 91,2 fi,i, 
and (fi,l 9i,2)2 = 0 implies fi,i g1,2 = f1,2 91,1 = 0. Applying the same argu- 
ment to equation (8.6.3) yields f i,i 92,i = f2,i 91,1 = 0, and then applying it to 
equation (8.6.4) yields f 1,1 91,i = f1,2 92,i + fl,i 91,1 = O. Since f1,2 gl,l = 0, from 
91,1 f1,2 92,i +g1,1 fli gi,i = 0 we likewise obtain fl,i gl,l = f1,2 g2,i = O. Thus, every 
summand in equations (8.6.1), (8.6.2), (8.6.3), and (8.6.4) equals 0 in R[[S, w]]. 
By hypothesis, R is (S, w)- Armendariz. Therefore, for all s, t E S, we have 
ú,l (s) ws(91,1(t)) = 0, 
fl,l(S) ws(91,2(t)) = f1,2(S) ws(91,1(t)) = 0' 
fl,l(s) ws(92,i(t)) = f2,i(s) ws(gl,l(t)) = 0 for i = 
3, 4, . . . , n, 
fl,l (s) ws(gl,i,(t)) = f1,2(S) ws(92,i(t)) = fl,i(S) ' ws(gl,l(t)) 
= 0 
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for i = 3, 4, ... , n. 
In particular, for all i, j, 
Ef,,k(s) ' ws(gk,l(t)) = 0 
and therefore f(s) ws(g(t)) = 0 for all s, t E S. This proves that T is (S, W)- 
Armendariz. 
The n = 2 case of the "only if" part of Proposition 8.6.1, in conjunction with 
Example 8.1.2(b), recovers [30, Proposition 15]. Analogously, the n = 3 case re- 
covers [30, Proposition 17]. The fact that when n ( 3 the ring of upper triangular 
n by n matrices with constant diagonal over a o--rigid ring is -6---skew Armendariz, 
as pointed out by Hong, Kim, and Kwak in [30, Example 18], does not gener- 
alize to n = 4. The fatal flaw can be traced to the nonzero (3, 4) -entry of the 
matrix! Proposition 8.6.1 demonstrates a different direction in which a viable 
generalization is possible. 
In the proof of the next result we will need the following criterion for S- rigidity 
of subrings of an (S, w)- Armendariz ring. 
Lemma 8.6.2. Let T be a ring, (S, an ordered monoid, and w: S -* End(T) 
a monoid homomorphism. Suppose T is linearly (S, w)- Armendariz, suppose R 
is an S- invariant, S- compatible subring of T, and suppose there exists b E T with 
the property that b b2 = 0, R n rT(b) = {0 }, and there exists s E S \ {1} such 
that for every r E R we have br = rws(b). Then R is S- rigid. 
Proof. By Lemma 8.1.5(iii), it suffices to show R is reduced. Suppose a E R 
satisfies a2 = 0. Put 
f = Cb + Caes, g = Cb + C-aes in T[[S, w]]. 
Using the S- compatibility of R and the hypotheses on b, we find that f g = 0. 
Since T is linearly (S, w)- Armendariz, -ba = 0, hence a E R n rT(b) = {0 }. 
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Corollary 8.6.3. Let R be a ring, (S, <) a nontrivial strictly ordered monoid, 
w: S -4 End(R) a monoid homomorphism, and n > 2 an integer. Let T C M,(R) 
be the subring defined in Proposition 8.6.1. Suppose R is S- compatible. Then R 
is reduced and (S, w)- Armendariz if and only if T is (S,(7.))- Armendariz. 
Proof To prove "only if" part we can apply Lemma 8.1.5(i) and Proposition 8.6.1. 
The "if" part follows from Lemma 8.6.2 (b can be taken to be the matrix with a 
1 in the (1, 2)- position and 0's elsewhere) and Lemma 8.1.7. 
Corollary 8.6.3 shows that the hypothesis in Proposition 8.6.1 that R be reduced 
is indispensable. Clearly, the conclusion of Proposition 8.6.1 fails without the 





A new class of unique product 
monoids 
This Chapter is based on: 
G. Marks, R. Mazurek, M. Ziembowski, A new class of unique product monoids 
with applications to ring theory, Semigroup Forum 78 (2009), 210 -225. 
In this chapter we will give details, examples, and interrelationships between some 
subclasses of unique product monoids. 
9.1 Artinian narrow unique product monoids 
At the beginning of the present section we would like to recall our central defini- 
tion of the class of unique product monoids. 
Definition 9.1.1. Let (S, ) be an ordered monoid. We say that (S, ..) is an 
artinian narrow unique product monoid (or an a.n.u.p. monoid, or simply a.n.u.p.) 
if for every two artinian and narrow subsets A and B of S there exists a u.p. 
element in the product AB. 
Clearly, every finite subset of an ordered set is artinian and narrow, and thus 
all a.n.u.p. monoids are indeed u.p. monoids. It is also clear that u.p. monoids 
are exactly a.n.u.p. monoids with respect to the trivial order, i.e. the order with 
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respect to which any two distinct elements are incomparable. 
In this section we relate the new class of a.n.u.p. monoids to the well established 
classes of totally ordered monoids and u.p. monoids, as well as to the natural 
extensions of totally ordered monoids defined below. For a partially ordered set 
X we write min X to denote the set of minimal elements of X . 
Definition 9.1.2. A monoid S is said to be totally orderable if (S, <) is an 
ordered monoid for some total order <. We say that an ordered monoid (S, <) 
is a minimal artinian narrow unique product monoid (or a m.a.n.u.p. monoid, or 
simply m.a.n.u.p.) if for every two artinian and narrow subsets A and B of S 
there exist a E min A and b E min B such that ab is a u.p. element of AB. 
Remark 9.1.3. (Cf. [63, Remark 7 in Chapter 10].) For cancellative monoids 
(though not for monoids in general!), one could replace products of artinian and 
narrow subsets by "squares" of artinian and narrow subsets in the definitions of 
a.n.u.p. and m.a.n.u.p. More precisely, we have the following observation: 
Lemma 9.1.4. Let (S, <) be an ordered monoid. 
(i) (S, is an a.n.u.p. monoid if and only if S is cancellative and for every 
nonempty artinian and narrow subset C C S there exists a u.p. element in 
the product CC. 
(ii) (S, <) is a m.a.n.u.p. monoid if and only if S is cancellative and for every 
nonempty artinian and narrow subset C C S there exist el, c2 E min C such 
that cic2 is a u.p. element of CC. 
Proof The proof of (i) is subsumed by that of (ii), so we will prove the latter. 
The "only if" implication is obvious. To prove the converse, suppose A and B are 
artinian and narrow subsets of S. It follows from [27, Theorem 2.1] that C = BA 
is artinian and narrow. By hypothesis, there exist el, c2 E min C such that cic2 
is a u.p. element of CC. Write el = bias and e2 = ó2a2 for some al, a2 E A 
and b1, b2 E B. If al ¢ min A, then ao < a1 for some ao E A, and since S 
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is a cancellative ordered monoid we obtain blao < e1, a contradiction. Hence 
al E min A. Similarly, b2 E min B. To complete the proof, we will show that alb2 
is a u.p. clement of AB. If for some a E A and b E B we have alb2 = ab, then 
from el e2 = (biai)(b2a2) _ (bia)(ba2) we obtain blal = bla and b2a2 = ba2. Since 
S is cancellative, al = a and b2 = b. 
If (S,.<,) is an ordered monoid, then the following implications hold: 
S is a commutative, torsion-free, cancellative monoid 
4)- 
(S,.) is quasitotally ordered 
»t1- 
(S,.) is a m.a.n.u.p. monoid 
(S,) is an a.n.u.p. monoid 
S monoid 
The top implication is a well -known result (e.g. see [68, 3.3]; note that the torsion - 
free assumption is quite natural -indeed, a sine qua non -in the motivating con- 
text of the Zero- Divisor Conjecture for group rings). To prove the second impli- 
cation note that by assumption can be refined to a total order 4 such that 
(S,..,<) is a strictly ordered monoid. If A and B are artinian and narrow subsets of 
(S,), then the sets min A and min B are finite, and thus we can choose elements 
a E min A and b E min B which are smallest under the total order 4. Now it 
is easy to see that ab is a u.p.- element of AB. The remaining implications are 
obvious. 
If the order < on S is trivial, the bottom two implications in the above diagram 
become equivalences. This diagram of implications might be contrasted with that 
Oil p. 591 of D. S. Passman's classic monograph [64]. It is worth noting that one 
of the arrows in [64, p. 591] has a "surprise converse" (which, in turn, enables 
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us to remove a hypothesis on the characteristic of a ground field from another 
one of the arrows in [64, p. 591]). Namely, A. Strojnowski proved in [73] that 
the so-called t.u.p. groups are precisely the u.p. groups (see Remark 9.1.13). This 
revelation suggests that it will be worthwhile to prove that all of the implications 
in our diagram above are irreversible, at least in the cases where this is less than 
obvious. This we will do in Examples 9.1.7, 9.1.8, and 9.1.11, to follow. 
To construct our examples, we introduce the following method of defining strict 
orders on monoids. 
Construction 9.1.5. Let S be a monoid and X a subset of S x S. For u1, u2 E S, 
we write u1 u2 if there exist (x, y) E X and v, w E S such that 
u1 = vxw and u2 = vyw. 
For s, t E S, we write s t if s = t or there exists a finite set of elements 
u0, u1, ... , un E S such that: 
(i) uo = s and un = t, and 
(ii) ui +1 for every i E {0, 1, ... , n - 1 }. 
Note that any order on S can be obtained by this method. Namely, if (S, .) is 
an ordered monoid, then starting with the set X = {(a, b) E S x S : a b }, 
Construction 9.1.5 recovers the order 
Lemma 9.1.6. In Construction 9.1.5, suppose that for any finite set of elements 
u0, u1, ... , un E S such that ui r>. ui +i for each i E {0,1, ... ,n - 1} we have 
u0 un. Then (S, is a strictly ordered monoid. 
Proof Easy to verify. The hypotheses ensure that the relation is antisymmetric 
and the order < is strict. 
Example 9.1.7. A m.a.n.u.p. monoid that is not quasitotally ordered. Let S 
be the free monoid on {s, t }, and let X = {(st, t2), (ts, s2) }. We will show that 
the condition in Lemma 9.1.6 holds. If not, then there exists a finite sequence 
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of elements uo, u1, , un E S such that ui ui +1 for each i E {0, 1, ... ,n - 1 }, 
and un = uo. Choose such a sequence for which the length m of u0, considered 
as a word in the letters s and t, is minimal. 
For every i E {0, 1, ... , n - 1} there exist vi, wi E S and (xi, yi) E X such that 
ui = vixiwi and ui +i = viyiwi. We consider the following two cases. 
Case 1. wi 1 for every i E {0,1, ... n - 1 }. Then for every i there exists 
wi E S such that wi = wis or wi = wit. Since vi_lyi 1wi -1 = ui = vixiwi 
for any i 1, it follows that if wo = wós (resp. wo = w'ot), then wi 
(resp. wi = wit) for every i. Putting ui = vixiwi gives us a new finite sequence 
u'n with ui ra ui +1 for every i E {0,1, ... n -1 }, and u'' = uó. But 
the length of u'o is m - 1 < m, a contradiction. 
Case 2. wi = 1 for some i E {0,1, ... , n - 1 }. Applying the automorphism of S 
that interchanges s and t if necessary, we can assume without loss of generality 
that xi = st and yi = t2. Thus ui +1 = vit2. It is easy to see that for any a, b E S, 
if a ra- b and a = a1t2 for some al E S, then b = b1t2 for some b1 E S. This and 
the equality un = u0 imply that for any j E {0, 1, ... , n} there exists zi E S such 
that ui = zit2, which leads to zit2 = ui = vist, a contradiction. 
By the above, (S, is strictly ordered. Suppose is a quasitotal order, i.e. 
can be refined to a total order with respect to which S is an ordered monoid. 
Since st < t2, also st -< t2, and thus t s is impossible. Similarly is < s2 
eliminates s t. Thus neither t s nor s t, a contradiction. 
To make the example complete, we need to show that (S, is a m.a.n.u.p. 
monoid. Suppose A and B are any two nonempty subsets of S (it does not 
matter if they are artinian and narrow). Let a be a word in min A of minimal 
length (considered as a word in the letters s and t), and b a word in min B of 
minimal length. Clearly, for any n1, u2 E S, u1 r u2 implies that u1 and u2 are 
of the same length, and thus no member of A is shorter than a, and no member 
of B is shorter than b. Therefore, if ab = albs for some al E A and b1 E B, then 
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a and al are of the same length, and b and b1 are of the same length. Since S is 
a free monoid, it follows that a = al and b = b1. 
Our next example will show that a monoid can be totally ordered with respect 
to one order, but not a.n.u.p. with respect to another. In particular, u. p. does 
not imply a.n.u.p. 
Example 9.1.8. A totally orderable monoid that is not a.n.u.p. Let S be the 
monoid generated by {xi : i E N} U {Xi : j E N} with the following relations: 
xiXj = 
ifi>3 and j=i+(-1)i+1 
xjXi otherwise. 
Hence xiXj = xjXi for any i j except for the following products: 
x3X4 = x1X1i x4X3 = x2X2, x5X6 = x3X3, x6X5 = x4X4, and so on. 
The length of an element of S will mean its length as a word in {xi : i E N} U 
{Xi : j E N} (note that this length is well- defined). 
First we show that, with respect to an appropriate order .4, S is a totally ordered 
monoid. Let U be the set of all elements of S of the form xiXj. Observe that 
by the defining relations every element u E U can be written in the form xiXj in 
exactly two ways; the form that minimizes the value of j will be called normal 




ifi 3 and j=i+(-1)i+l 
otherwise. 
We extend the notion of the normal form to all elements of S in the obvious way. 
Namely, let T be the submonoid of S generated by {xi : i E N }, let Z be the 
submonoid of S generated by {Xi : i E N }, and put V= T U Z U ZT (i.e. V 
consists of the empty word, the words in xi's, the words in Xi's, and the words 
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which are products of Xi's followed by a product of xi's). Then every element 
s E S can be written in the form 
s = v1 or S = vlulv27/2...vn-lun-lvn) 
where each vk belongs to V, and each uk belongs to U. If s contains internal 
factors uk, then the unique expression for s in which every internal factor uk has 
been written as [uk] will be called the normal form of s. If s does not contain any 
internal factors uk, then the unique expression for s as a (possibly empty) word 
in {xi : i E N} U {Xi : j E N} will be called the normal form of s. 
Now we are ready to define a total order on S. We start by ordering the generators 
of S as follows: 
...-x6 -<x4 --<x2 -<xl-<x3--<x5--<...-<X6 X4 X2-< X1-<X3-<X5-< ... 
We extend this order to all elements of S by declaring for s, t E S that s 4 t if 
and only if either s = t, or the length of s is less than the length of t, or s and 
t are of the same length and the normal form of s precedes the normal form of t 
in the lexicographical ordering. 
To illustrate this definition, we compare the following three elements of S: 
Si = X5x6x4X3X5x5X2x5X6X8X3x1) 
82 = x4X1x5X8x9x2X1x3x3, 
S3 = X5x6x2X2X5x2X5x3X3X3x4X7' 
Since s2 is shorter than si and s3, we have s2 -< Si and s2 - s3. Since sl and s3 
are of the same length, to compare these elements we write them in the normal 
form: 
Si = X5x6x2X2X5x5X2x3X3X8X3x1, 
S3 = X5x6x2X2X5x5X2x3X3X3x7X4 
Now we look at the first place from the left where the normal 
forms of s1 and s3 
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differ. Since X8 X3i it follows that s1 -< s3. Thus s2 -< s1 -< s3. 
It is clear that the relation is a total order on the set S. To prove that the 
order is strict, it is enough to show that for all i, j, k, 
Xi xj xiXk xjXk and Xi - Xi xkXi xkXi. 
We will only prove the first implication; the proof of the second implication is 
analogous and thus left to the reader. 
Assume that xi -< xi. It follows from the definition of the order that we cannot 
have i odd and j even, and furthermore, the following implications hold: 
i and even i > j; i and j odd i<j. ( *) 
To prove that xiXk - xiXk, we consider four cases, depending upon the normal 
forms of xiXk and xiXk. 
Case 1. [xiXk] = xi_2Xi_2 and [xiXk] = xj_2Xj_2. Then k = i + ( -1)i +1 and 
k = j + (- 1)j +1. Hence, if i and j have opposite parity, then k is simultane- 
ously odd and even, a contradiction. Otherwise it follows that i = j, and this 
contradiction shows that case 1 is impossible. 
Case 2. [xiXk] = xz_2Xi_2 and [xiXk] = xmax {j,k}Xmin {j,kl. Then to prove that 
xiXk -< xiXk, it suffices to show that 
xi-2 xmax{j,k} (1) 
If i and j are odd, then k = i +1, and from ( *) we deduce i- 2 < j = max{ j, k }, 
which implies (1), since i -2 and j are odd. If i and j are even, then k = i - 1; 
thus ( *) implies that max{ j, k} = k is odd, and since i -2 is even, (I) follows. 
Finally, if i is even and j is odd, then k = i - 1 and thus max{ j, k} is odd, 
whereas i -2 is even, proving (1). 
Case 3. [xiXk] = xmax {i,k }Xmin {i,k} and [xiXk] = xj_2Xj_2. Then it can be shown 
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analogously as in case 2 that if i and j are even, then max {i, k} = i > j - 2, 
and if j is odd, then max {i, k} is even. Hence xmax {i,k} -< xj_2, which obviously 
implies that xiXk -< xiXk. 
Case 4. [xiXk] = xmax {i,k}Xmin {i,k} and [xiXk] = xmax {j,k}Xmin {j,k} If i ? k and 
j > k, then [xiXk] = xiXk and [xiXk] = xiXk, and since xi -< xi, we obtain 
xiXk -< xiXk. If k > i and k > j, then [xiXk] = xkXi and [xiXk] = xkXX, and 
since xi - xi « Xi -< Xi, it follows that xiXk - xiXk. If i > k > j, then i 
cannot be odd, and i even implies xi -< xk, giving xiXk -< xiXk. If j > k > i, 
then j cannot be even, and xk - xi follows, proving xiXk -< xiXk. 
Thus, (S, 4) is a strictly totally ordered monoid (in particular, S is a u.p. monoid). 
We will now define a strict order < on S with respect to which S is not a.n.u.p. 
Put 
X = {(xi, xi+2) : i E N} U {(Xi, Xi+2) : i E N} , 
and define < according to Construction 9.1.5. 
To prove that (S,) is a strictly ordered monoid, we apply Lemma 9.1.6. Suppose 
uo, ui, u2i ... , un E S satisfy ui (Th.- ui +1 for each i E {0,1, 2, ... , n - 1 }, where 
n E N. To prove uo un, it is enough to consider the case where each uk belongs 
to the set U of all elements of S of the form xiXi. As already observed, every 
element u E U can be uniquely written in the normal form xiXj. We can define 
the height of u as h(u) = i + j where [u] = xiXj is the normal form of u. Note 
that if we would have uo = un, then we would have an infinite periodic sequence 
260 rî u1 . . . un = 260 (l. . . . un-1 un = u0 
Hence, using the periodicity of the sequence and removing some its beginning 
terms if necessary, we could assume that n > 3 and 
h(uo) = max {h(uo), h(ul), ... , h(u.)}. 
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But this would contradict the following claim. 
Claim. For any u0, u1i 712, u3 E U, if u0 ra ui, u1 u2 and u2 u3, then 
h(u0) < h(ui) or h(u0) < h(u2) or h(u0) < h(u3). 
To prove the claim we first analyze relations between the heights h(u) and h(v) 
for u, y E U with u n- v. There are four cases: 
Case 1. [u] = xiXj with i > j + 3 or i = j + 2. Then either u = xiXX or 
u = xiXi, and thus the only possibilities for the normal form of v are xi +2Xj and 
xiXj +2. Hence h(v) = h(u) + 2. 
Case 2. [u] = xjXj. The only possibilities for the normal form of v are as 
follows: 
(a) xj +2Xj; then h(v) = h(u) + 2, and v falls under case 1; 
(b) either xj +3Xj +2 or xj +4Xj +1 (both with even j); then h(v) = h(u) + 5; 
(c) either xj +4Xj +3 or xj +5Xj +2 (both with odd j); then h(v) = h(u) + 7. 
Case 3. [u] = xj +3Xi. The only possibilities for the normal form of y are as 
follows: 
(a) xj +5Xi; then h(v) = h(u) + 2; 
(b) xj +34+2 (with even j); then h(v) = h(u) + 2; 
(c) either xjXj or xi +1Xj +1 (both with odd j); then either h(v) = h(u) -3 or 
h(v) = h(u) - 1, and v falls under case 2. 
Case 4. [u] = xj +1Xi. The only possibilities for the normal form of v are as 
follows: 
(a) xj +3Xi; then h(v) = h(u) + 2; 
(b) xj +2Xj +1 (with odd j); then h(v) = h(u) + 2; 
(c) either xj_1Xj_1 or xjXj (both with even j); then either h(v) = h(u) -3 or 
h(v) = h(u) - 1, and v falls under case 2. 
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Now we are ready to prove the claim. If h(u0) h(ul), then either h(ui) = 
h(uo) -3 or h(ui) = h(uo) -1 (case 3(c) or 4(c)), and in either case u1 falls under 
case 2. Hence either h(u2) h(u1) + 5 (if u1 falls under case 2(b) or 2(c)), and 
then h(u2) > h(uo), or else h(u2) = h(u1)+2 and 'u2 falls under case 1 (if u1 falls 
under case 2(a)). But if u2 falls under case 1, then h(u3) = h(u2) + 2, and thus 
h(u3) > h(uo). The claim is proved. 
Finally, we show that (S, ) is not an a.n.u.p. monoid. Let A = {xn : n E N} 
and B = {Xn : n E N }. Since each element of A occurs in one of the following 
increasing sequences: 
Xi < 13 < x5 < ... or x2 < x4 < x6 < ..., 
it follows that A is artinian and narrow, and by the same argument so is the set 
B. From the defining relations it follows that there is no u.p. element in AB. 
We have seen in Example 9.1.7 that the implication "quasitotally ordered 
m.a.n.u.p." is irreversible. In that example, the monoid was not quasitotally 
ordered with respect to the order under which it was m.a.n.u.p.; however, being 
a free monoid, it was totally ordered with respect to a different order. Our next 
example is of a m.a.n.u.p. monoid that is not totally ordered under any order. 
Example 9.1.9. A m.a.n.u.p. monoid that is not totally orderable. We use [63, 
Example 13 of Chapter 10], due to Krempa. Let S be the monoid generated by 
x1, x2, x3i X1, X2, X3 subject to the following relations: 
x1X1 = x2X3, x1X2 = x3X1, x1X3 = x2X27 x3X2 = x2X1 
As shown in [63], S is a u.p. monoid; thus, if is the trivial order 
on S, then 
(S,.) is m.a.n.u.p. Suppose that (S,4) is a totally ordered monoid for some order 
(Since S is a u.p. monoid, it is cancellative; therefore, (S, 
is necessarily 
strictly ordered.) Let A = {x1, x2, x3} and B = {X1, X2, X3 }. Let 
a (resp. b) be 
the minimal element of A (resp. B) under and let c 
(resp. d) be the maximal 
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element of A (resp. B) under 4. Then ab and cd are distinct u.p. elements of 
AB. But of the five elements of AB only one, x3X3, is a u.p. element. Hence S 
is not a totally ordered monoid, under any order. 
We now turn to perhaps the most interesting of our non -implications: a.n.u.p. 
does not imply m. a.n.u.p. We first prove the following proposition, showing that 
in certain cases a.n.u.p. is equivalent to u.p. 
Proposition 9.1.10. Let (M,,) and (N,4) be strictly ordered monoids. Let 
cp: M -+ N be a monoid homomorphism with the property that lcp -1(n)1 < oo for 
every n E N, and assume, in addition, that for every artinian and narrow subset 
A of M, ço(A) contains a unique minimal element. Then M is a u.p. monoid if 
and only if (M,..) is an a.n.u.p. monoid. 
Proof. The "if" part is clear. For the "only if" part, let A and B be artinian, 
narrow subsets of M. Let na, nb E N be the minimal elements of cp(A), v(B) 
respectively, and put A' = A n (p-1 (na) and B' = B n cp- 1(nb). Since M is a u.p. 
monoid, there exist a E A' and b E B' such that ab is a u.p. element of A'B'. We 
show that ab is also a u.p. element of AB. For let c E A and d E B be such that 
ab = cd. Then nano = cp(a)cp(b) = cp(c)cp(d), and since (N, 4) is strictly ordered, 
it follows that na = cp(c) and nb = cp(d). Hence c E A' and d e B', and thus the 
equality ab = cd implies that a = c and b = d. 
Example 9.1.11. An a.n.u.p. monoid need not be m. a. n. u. p. Let (S, <) be the 
ordered monoid constructed in Example 9.1.8, which we proved to be u.p. but not 
a.n.u.p. Let M be the submonoid of S generated by {x1, x2, x3, z4, X1, X2, X3, X4 }. 
The order < on S induces an order on M, which we will also denote by <. Then 
(M,) is a strictly ordered u.p. monoid. 
Let N be the additive monoid of nonnegative integers, with 4 the standard 
order on N. Let cp: M -+ N be the monoid homomorphism determined by 
cp(xi) = w(Xi) = 1 for every i. Proposition 9.1.10 implies that (M,<...) is an 
a.n.u.p. monoid. 
162 
Put A = {xl, 12i 13, 14} and B = {X1, X2, X3, X4 }. Then Ap = min A = {xi, x2} 
and Bo = min B = {X1, X2 }. Since x1X1 = x3X4, x2X2 = x4X3, and x1X2 = 
.r.2X1, it follows that no element of A0B0 is a u.p. element of AB. Hence (M, ) 
is not rma.iLu.p. 
Remark 9.1.12. In Example 9.1.11, (M, <) satisfies an even stronger condition 
than a. n. u.p.; namely, for any two nonempty subsets A and B of M there exists 
a u.p. element of AB. 
Remark 9.1.13. Recall that a monoid S is said to be a two unique product monoid 
(a t.u.p. monoid for short) if for any nonempty finite subsets A and B of S with 
1A1 > 2 there exist at least two u.p. elements in AB. By a result of 
Strojnowski [73, Theorem 1], a group is t.u.p. if and only if it is u.p. 
One could define an a.n.t.u.p. group in the obvious way: an ordered group (S, ) 
is an a.n.t.u.p. group if for any artinian and narrow subsets A, B of S such that 
1A1 +1B1 > 2 there exist at least two u.p. elements in the product AB. But it is 
easy to see that (S, <) is an a.n.t.u.p. group if and only if S is a t.u.p. group and 
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maximal right ideal, 13 
monoid, 11 
monoid homomorphism, 12 
monomorphism of rings, 12 
narrow set, 52 
natural injection, 14 
natural projection, 14 
naturally ordered monoid, 114 
opposite ring, 15 
ordered group, 53 
ordered monoid, 52 
orthogonal idempotents, 27 
orthogonally finite, 63 
positively ordered monoid, 54 
power- serieswise Armendariz ring, 110 
Prüfer domain, 95 
Prüfer ring, 96 
prime ideal, 13 
prime ring, 13 
projective module, 44 
quasi -duo ring, 21 
quasitotal order, 114 
quasitotally ordered, 114 
R- ideal, 96 
R- module homomorphism, 12 
reduced ideal, 134 
reduced ring, 39 
regular element, 16 
reversible ring, 118 
Rickartian ring, 44 
right ideal, 12 
right ring of quotients, 15 
rigid endomorphism, 39 
ring homomorphism, 11 
ring of skew generalized power series, 53 
self -injective ring, 29 
semi -Prüfer ring, 106 
semicommutative ring, 33 
semihereditary ring, 44 
semiprime ideal, 13 
semiprime ring, 13 
semisimple ring, 13 
simple ring, 13 
skew Laurent polynomial ring, 14 
skew Laurent series ring, 14 
skew polynomial ring, 14 
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skew power series ring, 14 
strictly ordered monoid, 53 
strongly regular ring, 27 
subdirect product, 14 
surjective R- homomorphism, 12 
surjective homomorpism of rings, 12 
symmetric ring, 147 
t.u.p. monoid, 163 
tensor product, 14 
torsion -free module, 144 
total order, 52 
totally orderable, 152 
trivial order, 52 
trivial ring extension, 15 
u.p. element, 126 
uniform right ideal, 16 
unique product monoid, 126 
unit, 14 
von Neumann regular ring, 22 
weak Armendariz, 123 
weak dimension less or equal to one, 32 
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