Naïve Bayes, k-Nearest Neighbours, Adaboost, Support Vector Machines and Neural Networks are five among others commonly used text classifiers. Evaluation of these classifiers involves a variety of factors to be considered including benchmark used, feature selections, parameter settings of algorithms, and the measurement criteria employed. Researchers have demonstrated that some algorithms outperform others on some corpus, however, inconsistency of human labelling and high dimensionality of feature spaces are two issues to be addressed in text categorization. This paper focuses on evaluating the five commonly used text classifiers by using an automatically generated text document collection which is labelled by a group of experts to alleviate subjectivity of human category assignments, and at the same time to examine the influence of the number of features on the performance of the algorithms.
Introduction
Text categorization (a.k.a. classification) is defined as "the automated assignment of natural language texts to predefined categories based on their content" [1] . Let D = {d j | d j  D, j = 1, …, N} is a text collection and for each document d j  D, it has been assigned a unique category c i from a limited set of categories (or labels) C = {c i | c i  C, i = 1, …, M} 1 . Using this labelled dataset as training data, a classification model will be trained. For a given test instance (or example) for which the class label is unknown, the trained model will predict a label for the instance. Text categorization is a kind of supervised learning and has been widely applied in the areas such as language identification, information retrieval, opinion mining, spam filtering, and email routing [2] . With the recent explosion of information on the Web, text categorization is becoming increasingly important as an approach to managing and organizing the huge volume of information on the Web. Many algorithms such as Boostexter [3] and Support Vector Machines (SVMs) [4] have been developed and introduced for this purpose. Consequently, the evaluation of the effectiveness of the algorithms is playing an important role for both researchers and practitioners.
To evaluate a text categorization algorithm, the first element to be considered is the training document collection to be used.
Many such document collections have been developed for evaluation purposes. The widely used benchmark collections for text 1 This paper considers only this hard version of classification problem. Soft version classification allows a document to be assigned any number of labels.
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categorization include Reuters-21578 [5] , Reuters Corpus Volume  (RCV1) [1] , UC Irvine (UCI) machine learning repository (http://archive.ics.uci.edu/ml), and OHSUMED [6] .
There are issues related to the current benchmark text document collections such as overfitting, restricted vocabulary [7] , lack of full document text, the subjectivity of labelling, inconsistent and incomplete category assignments [1] . It is well known that machine learning algorithms can overfit by tuning parameters for a given dataset to make the algorithms perform extremely well on one training dataset, but perform poorly on others [8] . Document labelling procedure is not only costly and labourintensive, but also relatively a subjective matter rather than objective and consequently results in inconsistent labelling. Another reason for the inconsistency of labelling is that some documents may have multi-labels rather than a unique one. This may also cause an algorithm to perform relatively poor on one experiment collection but may perform better in real world and vice versa.
So, there is an ongoing need of new labelled benchmark text datasets that are less subjective, have a larger vocabulary set and can be generated without much expensive human-labour involved.
Dimensionality of feature spaces also influences the performance of a text categorization algorithm. There is a list of feature selection algorithms available to reduce the dimensions of the feature space of a document collection [9] . Different feature selection algorithms usually select different subspaces which consequently lead to different performance evaluation outcomes.
For a given document collection, some text categorization algorithms such as k-Nearest Neighbours (kNN) and Linear Least Squares Fix (LLSF) are very sensitive to some feature selection algorithms such as Mutual Information (MI) and Term Strength and the number of features to be chosen [9] .
Open Directory Project (ODP) [10] is a socially constructed Web directory (www.dmoz.org). The semantic characteristics of the categories in the ODP can be used to generate a labelled document collection for the purpose of evaluating text categorization algorithms [10] . This automatically generated document collection, CategoryDocument set, can not only enrich the existing benchmark document collection, but also be employed to alleviate the subjectivity of document labelling procedure because ODP documents are labelled by around one million volunteer domain experts rather than by one or a small group of experts.
In this research, five text categorization algorithms k-Nearest Neighbours (kNN), Naïve Bayes (NB) [2] , Support Vector Machines (SVMs), AdaBoost and Neural Networks (NN) are to be evaluated on the CategoryDocument set, an automatically generated labelled document collection [10] . The dataset is selected because first it is labelled by a million volunteer editors and thus alleviates the subjectivity of labelling; second, it includes more than a million categories that is the most comprehensive human edited Web directory so the category bias is minimized. For each of the five text categorization algorithms to be evaluated, feature selection algorithms Information Gain (IG), Mutual Information (MI), chi-square (CHI), Odds Ratio (OR) and Galavotti-Sebastiani-Simi (GSS) Coefficient are employed to reduce the original high dimensional feature spaces into a series of subspaces. The five categorization algorithms are selected because first, as argued by [3] as early as in 2000, voluminous research has been conducted on text categorization, it would be impractical to compare all the methods; second, the five algorithms are most widely used in both research society and real world applications; and third, they are representatives of statistical-based (NB), instance-based (kNN), machine learning-based (SVMs), ensemble-based (AdaBoost), and neural networks (NN). While NB, AdaBoost, and SVMs are off-line learning, NN and kNN are representatives of on-line learning.
We believe our experimental results will enrich the list of the evaluation results of text categorization algorithms. At the same time, the influence of number of features on the five algorithms, especially on Adaboost will also be explored because in [3] , all features are searched by weak learners.
The paper is organized as following. Section 2 discusses related research work on text categorization. Section 3 presents the implementation details of the text categorization and feature selection algorithms used in the comparison. Section 4 introduces the experimental document collection, evaluation criteria, and experimental results, and finally section 5 is conclusion.
Related Work
Text categorization is closely related to document indexing in the area of information retrieval and natural language processing. The early research work on text categorization focused on how to use a limited number of key words extracted from a given document to index, or classify the document into a predefined set of subject categories. For example, Maron [11] proposed to use statistical technique to automatically index documents. In Maron's experiments, documents were short and clearly written, and the topics of the documents were limited not too heterogeneous.
Researchers then noticed the evaluation criteria was very important because without a properly defined effectiveness measures, it was hard to tell the differences between different text categorization algorithms. and Ringuette [12] pointed out that it was difficult to judge the relative merits of techniques for text categorization because "omission of important data from reports is common". A list of measures based on a contingency table (as presented in section 4) including precision, recall, microaveraging, and macroaveraging, were proposed as the effectiveness measures of text categorization algorithms.
Lewis and Ringuette [12] used Reuters newswire story collection and Message Understanding Conferences (MUC)-3 evaluated two inductive algorithms: a Bayes classifier and a decision tree classifier with IG feature selection algorithm.
Experimental results demonstrated that the two inductive algorithms performed respectably well. They however noticed that the quality of dataset was relatively low when considering overlapping category and time-varying nature of data streams. They also found that the Reuters dataset provided better performance for the two text categorization algorithms.
Yang [5] indicated that the lack of a standard document collection for evaluation of text categorization was the first issue to be addressed. Reuters newswire story collection was commonly employed by researchers, however, there were at least five different versions of the Reuters depending on 1) how training and test sets were designed, and 2) which subset of categories or documents were chosen in the experiments. Another issue in text categorization was that there was a long list of performance measurements, and different criterion only evaluated certain aspects of an algorithm. To alleviate the first issue, Yang [5] suggested using a subset of Reuters proposed by [12] but the new dataset would exclude all the unlabelled documents. To address the second issue, Yang proposed to use both category ranking evaluation and binary category assignment strategies because they were both informative and complementary to each other. Experimental results demonstrated that 1) comparative evaluation cross methods and experiments was important for understanding text categorization algorithms by testing the conditions and factors underlying performance variations; 2) different algorithms performed differently on different document datasets; 3) category ranking and binary assignment evaluation methods were both informative and related to thresholding strategies; 4) most of the text categorization algorithms could produce satisfactory performance; and 5) the scalability of kNN was evaluated on both Reuters and OHSUMED dataset, and the scalability problem of kNN could be addressed by such as dimensionality reduction and parallel computing.
Sebastiani [8] summarized the published experimental results and indicated that 1) Boosting-based classifier, SVMs, regression methods, and example-based methods delivered top-notch performance; 2) Neural networks and on-line linear classifiers were in the second group; 3) Rocchio and NB were in most cases cannot deliver comparable performance with those in the above two groups. In our research, SVM, Adaboost, and kNN are selected from the top group; neural networks is from the second group; and NB is from the third group.
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A C C E P T E D M A N U S C R I P T Lewis et al. [1] introduced a new benchmark text document collection for the purpose of evaluating text categorization algorithms. The new document collection, RCV1, had a hierarchical category structure and more than 800,000 manually categorised newswire stories, which was 35 times bigger than the earlier version of the Reuters-21578 document collection.
Since the original RCV1 suffered from the common low quality issues such as error data and non-English documents, some cleaning tasks had been conducted and a new RCV1-v2 was constructed with an average length of 123.9 words. RCV1-v2 was then divided chronologically into a training dataset containing 23,149 documents, and a test set including 781,265 documents.
The documents were arranged under three top level categories and 823 second level categories. F 1 measure was employed to evaluate the performance of SVMs, kNN [5] , and Rocchio classifiers [2] by using CHI feature selection algorithms to pick up important words. Experimental results demonstrated that SVMs performed best on RCV1-v2 and Rocchio the worst. While the new Reuters text collection provided another available labelled text document collection, more algorithms needed to be tested on the dataset.
Adaboost was introduced in [3] which used all terms as weak learners. Esuli et al. [13] improved Adaboost for hierarchical categorization by feature selection and negative examples. They found that their TreeBoost could outperform Adaboost wrt both effective and efficiency. However, they evaluated only IG to pick up 2000 words.
Ruiz [14] designed a backpropagation and a counterpropagation neural network to predict Medical Subject Headings (MeSH) by using MEDLINE document collection with 2,344 documents as training dataset. Counterpropagation was constructed by using Kohonen layer as a hidden layer and Grossberg layer as an output layer. Pre-processing step included stemming and stop words removing. Term's document frequency was employed as a feature selection approach to reduce the number of input neurons. The final number of nodes for the three layers were 1,016 for input layer, 540 for hidden layer and 180 for output layer where nodes in hidden layer was three time the nodes in output layer. Experimental results demonstrated that 1) the best F 1 was 44.08% for backpropagation and 37.52% for counterpropagation when minimum document frequency in training dataset was no less than 50; 2) precision and recall (consequently F 1 ) increased as minimum document frequency increased to reduce the feature spaces.
Ng et al. [15] trained a linear perceptron learning algorithm for each of the 93 categories of Reuters-22173 [16] document collection. Features of each category c i were selected by using a so-called "one-sided" CHI metric which picked up the words from only relevant documents and were indicative of the membership of c i ; words from irrelevant documents and highly indicative of non-membership of c i were punished. All documents in c i were used as positive examples and top 3,000 "most relevant non-relevant texts" were used as negative training data. After pre-processing such as stemming and stop words removing, 10,666 documents were selected as training data and 3,679 documents were used as test data. Experiments data illustrated that the proposed feature selection algorithm performed better than CHI; performance of the perceptron increased as the number of features increased from 20 to 200, and the maximum F 1 of 52.2% was achieved that was the best published results at that time.
WEBSOM [17] is kind of Self-organizing Map (SOM) developed for improving information retrieval by clustering a document collection on a map display to facilitate interactive browsing and searching. Chang et al. [18] pointed out that WEBSOM did not support on-line learning and was computational expensive. Evolving Tree (ETree), another kind of SOM designed for handling large, high dimensional problems, was proposed to cluster document collections in an on-line manner which could incrementally fit a model. Both WEBSOM/SOM and ETree are unsupervised learning algorithms and do not need training dataset.
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Implementation of Categorization Algorithms
Almost all the popular text categorization algorithms have their variants. For example, NB has at least two models, multinomial NB model and multinomial unigram language model [2] ; AdaBoost has AdaBoost.MH and AdaBoost.MR [3] .
Different versions of the same algorithm may produce different experimental results. Therefore, in this section, implementation details of the categorization and feature selection algorithms are introduced. 
where P(C=c i |D=d j ) is the conditional probability of C=c i given d j , P(D=d j | C=c i ) is the conditional probability of d j appears
given C=c i , P(D=d j ) is the prior probability of observing document D=d j , and P(C=c i ) is the prior probability of document occurring in C=c i . In addition,
This is because NB rule supposes that all possible events (documents) are independent of each other.
To find out the most appropriate category for a document, NB classifier assigns the document to the most likely or maximum a posteriori class. This can be expressed as
Further assuming that the occurrence of a particular value of feature t k is statistically independent of the occurrence of any other features, given that the document is of category c i , this leads to
Note that when estimating the 
This model is referred to as multinomial Bayes model, or multinomial model [2] , which is implemented in the research. The pseudo code of the algorithm is illustrated as following. 
k-Nearest Neighbours Classifier
The kNN [8] text categorization algorithm is a "lazy" learning approach. Without a training procedure, the similarity between a testing document and a training document is compared directly by means of approximating the distance between them. Three factors that affect the performance of kNN are considered when the algorithm is implemented for text categorization purpose.
Similarity Estimating: There are a number of approaches to estimate the similarities between two documents such as cosine similarity, Manhattan Distance, Tanimoto Similarity, Jaccard Similarity coefficient, and Euclidean Distance [19] . In this research, cosine similarity is used to decide the k nearest neighbours of a testing document based on the estimated k top ranked ACCEPTED MANUSCRIPT A C C E P T E D M A N U S C R I P T similarity scores. To calculate the cosine similarity, documents are represented as terms vectors, and term frequency -inverse document frequency (tf-idf) term-weighting strategy is employed [2] .
The number k: kNN is not an efficient algorithm and experimentally selecting an appropriate k is time consuming. In this research, k = 5, 10, and 14 are evaluated. Since there are 14 categories in the experimental document collection, any k bigger than 14 is unrealistic and thus is not taken into consideration.
Majority Voting Strategy: Considering one of the majority voting algorithm [10] , let k be the total voting member and m be the majority number. Supposed that each of the k members is a <category, document> tuple. Dominant Majority (DM) voting is defined as the majority number m > k/2 which assigns a test document to only one category. Weak majority voting refers to the case when m <= k/2. In this case, if the category of the top ranked member is the same as the category of the majority group, the test document is assigned to only one category which is the same as the top ranked member; otherwise, the test document is assigned to two categories. One is decided by the weak group, another is decided by the top ranked member. Algorithm 2 illustrates the pseudo code of the proposed DM algorithm. In this research, AdaBoost.MHR, the AdaBoost.MH with real-valued predictions is implemented due to the fact that it is the most effective one among the four different versions of AdaBoost [3] .
Following is a brief description of the algorithm. Let X be the example document set and Y be a set of categorizes, the size of
Adaboost will rank possible labels for x and put appropriate labels on top of the ranking list. The AdaBoost.MH algorithm is shown in Algorithm 3.
Algorithm 3: The algorithm AdaBoost.MH [3] ACCEPTED MANUSCRIPT 
Hypothesis produced by AdaBoost.MH intends to predict all and only all of the appropriate labels, thus H : X → 2 Y . With regards to distribution D, the loss function is [3] 
where ∆ denotes the symmetric difference between h(x) and Y, k is a normalization factor to insure that hloss D (H)  [0,1], and E is expectation of a random variable.
AdaBoost.MH with Real-valued Predictions
To calculate c jl , for a given term w and each possible label l, let X 0 = {x : w  x}, The term w that minimizes Z t is chosen as the weak hypothesis.
The flow chart of the AdaBoost.MHR is illustrated in Algorithm. The training of a weak hypothesis is illustrated in Fig. 1 .
The estimated value given by the final h t (x) implies a measure of "confidence" [20] to assign a category to a test document, if the two top ranked categories are both predicted with very high and very close confidence values, it is reasonable to assign the two categories to the test document. Training round T is selected as an arbitrary number, say, 200, 1,000, 10,000 etc., in some of boosting algorithm experiments [3] . An alternative approach is to set up a terminate condition and stop the training round when the condition is satisfied [21] .
One candidate terminate condition is to run a boosting algorithm until the training error reaches a predefined minimal value ε, or simply zero. Let the training round be T 0 when the terminate condition is reached, continuing the training process for another β×T 0 rounds is suggested [21] with the intention of further reducing the testing error, because even if training error reaches zero, testing error keeps going down if the training continues.
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In this research, T = 10, 100, 1,000, and 10,000 are evaluated by a list of feature selection algorithms as described in the following section.
Support Vector Machines
Let a training data set D = {x i ,y i |i = 1, 2, … n; y i  {-1, +1}; 
where sv indicates the set of support vectors.
With the final decision boundary, for a given test vector z, estimating the following function
If the function returns +1, the test vector z is to be classified as positive, and negative otherwise. where  can be other thresholding functions such as sigmoid and tanh, instead of the sgn function. 
Neural Networks
 Perceptron and Gradient Descent Learning
A C C E P T E D M A N U S C R I P T
A perceptron learns from input data by means of adjusting w = {w 1 , w 2 , … w n }, which is initialized before training is started by the following equation:
Here t is the target value of input example and o is the output generated by perceptron.  is a positive constant called learning rate which moderate the changing rate of w i .
The training error of a perceptron for each training example d can be defined as 
rather than summing over all d  D as defined in Eq. 24, w i will be calculated easily as (t -o)x i . This approach is called stochastic gradient descent learning, or incremental gradient descent learning.
 Multilayer Network and Backpropagation
A typical multilayer neural network is a feedforward network as illustrated in Fig 6 with three layers. The nodes in the multilayer networks are perceptions with a non-linear thresholding function such as (x) which is continuous and differentiable.
A backpropagation learning algorithm for a two layers sigmoid unit multilayer neural network is illustrated in Algorithm 4.
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The algorithm utilizes stochastic gradient descent to minimize the squared error between o d and t d . Refer to [22] for details on the derivation of the backpropagation rule.
Feature Selection Algorithms
The high dimensionality of the term space may be problematic in the field of text categorization because many sophisticated learning algorithms used for classifier induction cannot effectively handle high dimensionality [8, 23] . Dimensionality reduction is the process to reduce the high vector space for the purpose of efficiency. In fact, dimensionality reduction not only can boost categorization efficiency, but also moderately improve the effectiveness of categorization because noise features are at the same time removed [9] .
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Chi-square (CHI or 2  ), Information Gain (IG), Mutual Information (MI), Odds Ratio (OR), and Galavotti-Sebastiani-Simi (GSS) Coefficient are among the list of widely used feature selection algorithms in text categorization. Details of the feature selection algorithms are described as following.
Mutual Information
MI tries to compare the probability of event x and event y together (the joint probability) with the probabilities of observing x and y independently (chance). That is,
If x and y are independent, P(x,y) = P(x)P(y) and MI(x,y)=0; when a genuine association exists between x and y, P(x,y)
should larger than P(x)P(y), and thus MI(x,y) > 0. Substitute event x and y with feature t k and category c i ,
Let A be the number of times t k and c i co-occur; B be the number of times t k occurs without c i ; C be the number of times c i occurs without t k ; D be the number of times neither is occur; N be the total number of documents, then IG is
Information Gain
IG "measures the number of bits of information obtained for categorization prediction by knowing the presence or absence of a term in a document." [9] Let C = {c i | i = 1, 2, …, m} is set of categories, then the IG of feature t is defined as:
Chi-square
The CHI (or 2  ) statistic [9] estimates the independence of two events, here the occurrence of a feature t and the occurrence of a class c.
Where N is total document number. Or
Odds Ratio
OR was originally suggested for selecting terms for relevance feedback based on the assumption that the distribution of features on relevant documents is different from the distribution of features on irrelevant documents [23] .
To handle the singularities, that is, when any of the A, B, C, or D is zero, following the approach proposed by Shaw JR [24] , the OR is replaced with:
GSS Coefficient (GSS)
GSS is a variant of CHI measure. It is designed by removing the
in the denominator of CHI. The factor make the measure prefers extremely rare features and rare categories which is generally not necessary. The GSS is calculated by
Experimental Results
This section will first introduce the automatically labelled text document collection to be used in the research, and then discuss the measurement criteria, which is followed by the experimental results of the performance of the text categorization algorithms.
Experimental Dataset
An automatically generated labelled dataset, the Open Directory Project dataset -CategoryDocuments [11] , is employed as the experimental dataset to evaluate the above five widely used text categorization algorithms.
The second level ODP CategoryDocument set is selected as the experimental dataset. The dataset contains 14 top-level ODP categories and 512 labelled documents with an average length of 47,929 words. Number of labelled documents for each of the 14 ODP top-level categories is listed in Table 1 . 
Evaluation Measures
Precision and recall are two most employed measurements of effectiveness borrowed from the area of information retrieval for text categorization. Precision is the number of categories correctly assigned divided by total number of categories assigned;
and recall is number of categories correctly assigned divided by the total number of categories should be assigned [12] . Using a contingency table, precision and recall can be defined as: Table 2 Contingency table for a category C Fig. 7 to Fig. 10 show the micro-/macro-averaged F 1 of NB for four different feature selection algorithms. Experimental results indicate that 1) number of features affecteS the performance of NB significantly; 2) OR is one of the best feature selection algorithms for NB; 3) OR and IG can enable NB to perform extremely well when 50 to 500 features are selected. Also note that when use OR select over 5,000 features, NB also performs very well.
Category c Expert judgments
Yes is correct
Experimental results of NB
Experimental results of kNN
The following figures (Fig. 11 to Fig. 14) illustrate the F 1 measures of kNN classifier with different feature selection algorithms.
The data in Fig. 11 to 14 show that 1) the number of features is an essential factor which dominates the performance of kNN in terms of F 1 ; 2) OR is one of the best feature selection algorithms for kNN as well. It outperforms CHI and MI, slightly better than IG, and the preferred feature range for kNN is from 300 to 500 for IG, and no much difference when OR is used; 3)
although conceptually simple, kNN, if combined with OR and IG, can perform very well for the CategoryDocuments set. 
Experimental results of NN
Neuroph (www.neuroph.sourceforge.net) package is used in the NN test. Experimental results of a one hidden layer neural network with backpropagation learning algorithm are illustrated in Fig. 19 to Fig 21. Learning rate is 0.1, error is limited to 0.01, maximum iteration is set to 200, and momentum is 0.7.
For each of the 14 categories, a NN network is trained and the number of hidden neurons for each of the classifiers is set to 14 because there are 14 categories. Since NN performs relative better when number of features is relative small, so numbers of features selected by using the feature selection algorithms for NN are 10,000, 5,000, 2,000, 1,000, 500, 300, 200, 100, 50, 20, and 10. Instead of using tf-idf term weighting strategy, a 0/1 format term vector representation of document is employed.
Experimental data demonstrate 1) once again OR is the best feature selection algorithm that enables NN achieve its highest F 1 scores when 50 to 500 features are selected; 2) although a maximum F 1 score as high as 71.37% is achieved, the overall performance of NN is not comparable with that of kNN, NB and Adaboost for them the best F 1 score are all above 95%; 3) the CategoryDocument set generates better outcomes for all the text categorization algorithms evaluated in the research compared with other benchmark dataset, and the 71.37% of F 1 is also better than that reported by Ng et al. [15] . [25] is employed for its popularity, and because tuning SVM to make it get maximum performance depends a list of parameters , default settings are to be used and a small dataset that is shrined from the ODP CategoryDocument dataset is used for testing the performance of SVM light . Specifically, linear kernel is used for this text classification issue. Meanwhile, the performance of Adaboost is also presented in Fig. 23 for comparison purpose. The data in Fig. 23 demonstrate that SVM performs better than Adaboost.MHR. This is primarily because the number of features in the experiments is very limited that might not be suitable for Adaboost.MHR. Another potential reason may be that the training iteration T still need to be increased to enhance testing performance, as indicated in [3] .
Comparison of experimental results
First, OR performs the best for all the five different categorization algorithms. This is confirmed by the report of [9, 23] . The main reason may be that OR take into account both positive and negative example.
The second observation is that CHI and IG are also effective feature selection algorithms and this result is similar to that of Yang and Pedersen [9] . In section 3.6.2 and 3.6.3, the formulas illustrate IG and CHI take into account not only positive examples, but also negative examples that are why these two algorithms can pick up more informative features. It is also worth to notice that OR gives more weight to positive examples (by ratio) than IG and CHI (by subtract) and this may explain why OR performs the best. words whereas the document length in CategoryDocument set is 47,929 words. The lengthy documents have the potential to deliver more information than the shorter one and this will facilitate effective feature selection algorithms to pick up more informative features for the different categories. Thus more suitable to be used to test the text categorization classifiers. Finally, the performance of NN has space to improve. A more comprehensive experiments will be conducted by using the tfidf representation instead of the 0/1 form term-document matrix employed in the current experiments. In addition, similar to OR feature selection, negative training example selection also plays an essential role when NN is trained, so the approach introduced by Ng et al. [15] to pick up only the most relevant non-relevant documents as negative examples is worth be explored.
Conclusions
In this paper, five text categorization classifiers, NB, kNN, SVM, AdaBoost and NN were evaluated using an automatically generated labeled dataset, which is constructed by using semantic characteristics of the categories in the ODP. Features of the dataset were selected by feature selection algorithms, CHI, IG, MI, OR and GSS Coefficient.
The experimental results demonstrate that when combined with OR or CHI to select a reasonable number of features, all the classifiers can produce satisfactory results. This outcome reveals that labelling subjectivity of benchmark dataset play an essential role in evaluation of categorization algorithms, and if semantics of each category can be well presented, most text categorization algorithms can perform quite well on that dataset.
The experimental data also revealed that the effectiveness of the classifiers tested in the experiments is sensitive to the feature selection algorithms and the number of features selected. The data also verify that different algorithms performed differently on different experimental document datasets.
