INTRODUCTION
============

Global ocean temperatures rapidly warmed by \~5°C during the Paleocene-Eocene Thermal Maximum (PETM) \[\~56 million years ago (Ma)\] ([@R1]--[@R4]). This warming coincided with a global negative stable carbon isotope excursion (CIE) recorded in terrestrial and marine sedimentary components in conjunction with deep ocean carbonate dissolution, reflecting the injection of ^13^C-depleted carbon into the ocean-atmosphere system ([@R1]). Reconstructions indicate that mid- and high-latitude temperatures met or exceeded modern tropical temperatures (24° to 29°C) during the PETM ([@R5]), which, based on climate model simulations, would require extremely warm (\>35°C) tropics ([@R6], [@R7]). These temperatures approach upper physiological limits for many extant organisms ([@R8], [@R9]). Problematically, records in the subtropical-to-tropical latitude band ([@R10]--[@R12]) are often stratigraphically complex or incomplete, based on single proxies, or seem to be geochemically altered.

The lack of PETM proxy data from the tropics has hampered attempts to address questions essential for predicting future tropical climate change ([@R13]). For example, to what extent are tropical temperatures affected by greenhouse forcing, and what does this imply for tropical thermostat theory, meridional temperature gradients, and equilibrium climate sensitivity during the PETM? Furthermore, how was the biosphere affected in tropical near-shore environments ([@R14])?

To assess these outstanding issues, we studied samples from boreholes IB10A and IB10B and the Sagamu Quarry (SQ) from the Oshosun Formation, Dahomey Basin, Nigeria (fig. S1). The Paleocene to Lower Eocene sediments of the Oshosun Formation were deposited on the shelf at \~1°S to 7°S paleolatitude ([@R15], [@R16]) and can be traced laterally over the Dahomey Basin ([@R17]). They typically consist of dark gray mudstones and are \~100 m thick in the IB10 cores. We generated organic and inorganic geochemical and micropaleontological data to locate the PETM and assess environmental change.

RESULTS AND DISCUSSION
======================

We find planktonic foraminifer species indicative of Paleocene zones P4b, P4c, and P5 in the SQ and the IB10B core (see fig. S2 and Supplementary Text). Slightly above the stratigraphic range of these species in the IB10B core \[from 80 to 77 m below surface (mbs)\], we record a \~4‰ negative CIE in total organic carbon (TOC) and in palynological residue ([Fig. 1](#F1){ref-type="fig"}). The presence of *Morozovella acuta* \[last occurrence, 54.7 Ma ([@R31])\] above the CIE in the IB10B core implies that this CIE represents the PETM (see Supplementary Text for detailed stratigraphy).

![Temperature and environment for the SQ (A) and IB10B core (B to E).\
(**A**) SQ surface and bottom-water temperature reconstructions based on Mg/Ca (triangles), δ^18^O (circles) of selected foraminifer species, and $\text{TEX}_{86}^{H}$ (squares). Error bars represent analytical errors. Conservative 1σ calibration errors: 1.6°C for δ^18^O; 1.7° and 2°C for planktonic and benthic Mg/Ca, respectively; and 2.5°C for $\text{TEX}_{86}^{H}$. (**B**) IB10B stable carbon isotope record of TOC (δ^13^C~TOC~) and palynological residue (δ^13^C~paly~). The phases of the CIE are denoted by O, B, and R for onset, body, and recovery, respectively. PFZ, planktonic foraminifer zone. (**C**) $\text{TEX}_{86}^{H}$-based SST (error bars based on replicate measurements). (**D**) Absolute concentrations of dinocysts per gram of dry sediment. Note the scale break between 4,000 and 10,000. (**E**) Indicators of anoxia: Organic carbon over total phosphorus ratio (Corg/Ptot) (blue squares). Presence of isorenieratene and its derivative. Concentrations of redox-sensitive trace elements Mo (light green circles) and Cd (dark green triangles) in parts per million (ppm). Note that Mo concentrations are close to the detection limit, and absolute values should be treated with caution.](1600891-F1){#F1}

The general δ^13^C~TOC~ pattern is mimicked in the δ^13^C measured on the isolated palynological residues (δ^13^C~paly~), which mainly consists of dinoflagellate cysts (dinocysts). However, δ^13^C~paly~ values are up to \~7‰ higher than δ^13^C~TOC~ values in the interval between 80 and 77 mbs ([Fig. 1B](#F1){ref-type="fig"}). This interval has relatively high TOC and dinocyst concentrations 2- to 50-fold higher than below ([Fig. 1D](#F1){ref-type="fig"}), pointing to high marine productivity. This likely caused high δ^13^C~DIC~ values that, in turn, lead to high δ^13^C~paly~ and δ^13^C~TOC~, in fact close to the Paleocene value for δ^13^C~TOC~. We therefore place the onset of the CIE at \~80 mbs. The onset of the CIE is followed by an interval with stable δ^13^C values of up to \~70 mbs, often referred to as the "body" of the CIE, and a subsequent gradual recovery phase to \~65 mbs, suggesting that the PETM in our record is complete \[see the study by Bowen ([@R32]) and references therein\].

For the SQ, a 2‰ negative CIE in foraminifer carbonate at the top of the section slightly above the P4c/P5 planktonic foraminifer zone boundary suggests the presence of the onset of the PETM ([@R19]). However, not all foraminifer isotope records are consistent with this inference. In addition, overlying strata are affected by weathering, and planktonic foraminifer abundances decrease ([@R19]). Therefore, only pre-PETM temperatures can be inferred unambiguously from the SQ, and we focus on the IB10B core for the PETM.

For sea surface temperature (SST) reconstructions, we use the $\text{TEX}_{86}^{H}$ paleothermometer ([@R33]), based on the relative abundances of membrane lipids of marine Thaumarchaeota (see Supplementary Text for calibration and potential caveats). $\text{TEX}_{86}^{H}$ indicates average latest Paleocene SSTs of 33.6 ± 0.4°C (*n* = 7) and 33.4 ± 0.2°C (*n* = 9) based on the sediments from the SQ and the IB10B core, respectively ([Fig. 1](#F1){ref-type="fig"}, A and C). The reconstructed SSTs exceed the range of the modern ocean core-top calibration by \~4°C, and thus, care has to be taken in interpreting these values. However, in mesocosm experiments ([@R34]), archaeal membrane lipids have shown a continuous linear relation with temperature up to 40°C, which provides support for extrapolation. If a linear TEX~86~ calibration, such as the Bayesian calibration ([@R35]), or any of the mesocosm calibrations ([@R33]) were used, then reconstructed SSTs would be higher (see Supplementary Text for detailed discussion).

We also reconstruct Paleocene SSTs by analyzing the Mg/Ca ratios and the oxygen isotopic composition (δ^18^O) of glassy, mixed-layer--dwelling planktonic foraminifers *Acarinina* spp. (mostly *Acarinina nitida* and *Acarinina soldadoensis*) and *M. acuta* from the SQ only, because foraminifera from the IB10 cores are unfortunately poorly preserved. For Mg/Ca, we assume Paleocene seawater Mg/Ca of 2 mol mol^−1^, correct for the nonlinear response under changing Mg/Ca ([@R36]), and use calibrations for planktonic ([@R37]) and benthic ([@R38]) foraminifera to calculate seawater temperatures. We assume a local seawater δ^18^O of −0.39‰, correcting for the latitude (+0.61‰) and the absence of large ice sheets (−1.0‰) (see Supplementary Text) to calculate seawater temperatures ([@R39]). Mg/Ca and δ^18^O temperatures derived from *Acarinina* average 31.0 ± 0.6°C and 29.5 ± 0.5°C, respectively, whereas *M. acuta* yields 32.2 ± 0.4°C and 31.4 ± 0.3°C, respectively. *M. acuta* likely had a shallower depth habitat than *Acarinina* spp., based on their respective δ^13^C and δ^18^O values ([@R3]), consistent with our data. Therefore, Mg/Ca and δ^18^O of *M. acuta* and $\text{TEX}_{86}^{H}$ provide consistent latest Paleocene SST estimates, well within the proxy calibration error, of 32° to 34°C ([Fig. 1](#F1){ref-type="fig"}, A and C). Mg/Ca and δ^18^O of the benthic foraminifera *Bulimina paleocenica* and *Lenticulina olokuni* indicate seafloor (100 to 150 m) temperatures of \~23°C ([Fig. 1A](#F1){ref-type="fig"}).

We compare these reconstructions with output from new simulations carried out with the National Center for Atmospheric Research (NCAR) Community Earth System Model (CESM1) using well-established Eocene boundary conditions ([@R30]). Late Paleocene and Early Eocene temperatures are better constrained than CO~2~ concentrations based on proxy data. We therefore compare temperatures from proxies and CESM1 model runs and find that they favorably match in the simulations, with radiative forcings equivalent to 2240 and 4480 ppm of CO~2~, similar to work with the previous model version ([@R28]). We therefore refer to these simulations as the "latest Paleocene" and "PETM" cases, although these CO~2~ concentrations exceed Early Eocene proxy estimates ([@R40]). The latest Paleocene simulation (34.3°C) reproduces the Nigerian latest Paleocene SSTs reconstructed here (32° to 34°C) and supports the strong temperature stratification at the core location as inferred from the data ([Figs. 1A](#F1){ref-type="fig"} and [2](#F2){ref-type="fig"}, A and B). The model results further suggest that this basin represented some of the warmest open ocean temperatures in the Early Paleogene world ([Fig. 2H](#F2){ref-type="fig"}), making this a suitable location to record the effects of extreme greenhouse warming on biota during the PETM.

![Model-data comparison for latest Paleocene (2240 ppm) and PETM (4480 ppm) CO~2~ scenarios.\
(**A**) Vertical temperature profile for the site locations. Solid and dashed lines represent latest Paleocene and PETM model estimates, respectively. Data from [Fig. 1](#F1){ref-type="fig"} (A and C) for comparison, including error bars for depth: *Morozovella* (0 to 30 m), *Acarinina* (0 to 50 m), $\text{TEX}_{86}^{H}$ (0 m; surface), and benthic (100 to 150 m). (**B**) Modeled latest Paleocene temperature along an inshore-offshore transect representing the study site. (**C**) Modeled warming from latest Paleocene to PETM along the same transect. (**D**) $\text{TEX}_{86}^{H}$-derived (orange), δ^18^O-derived (blue), and Mg/Ca-derived (red) SSTs and modeled Paleocene meridional SST gradient (solid line). Gray dots represent point-by-point model-data comparisons. (**E**) Interpolated absolute SST reconstructions. (**F**) Modeled latest Paleocene (2240 ppm) temperatures. (**G**) PETM absolute SST changes and $\text{TEX}_{86}^{H}$-derived (orange), δ^18^O-derived (blue), and Mg/Ca-derived (red) SST changes between the latest Paleocene and the PETM. Gray dots represent point-by-point model-data comparisons. (**H**) Interpolated change in absolute SST. (**I**) Modeled SST change from the latest Paleocene to the PETM (4480 to 2240 ppm). (**J**) PETM SST changes, normalized to tropical (20°N to 20°S) SST changes (2.7°C) from the data and $\text{TEX}_{86}^{H}$-derived (orange), δ^18^O-derived (blue), and Mg/Ca-derived (red) SST changes between the latest Paleocene and the PETM. Gray dots represent point-by-point model-data comparisons. (**K**) SST changes from the latest Paleocene to the PETM from the data, normalized to tropical SST changes in the data (2.7°C). (**L**) SST changes from the latest Paleocene to the PETM, normalized to tropical SST changes in CESM1 (2.4°C). Black circles indicate site locations.](1600891-F2){#F2}

SSTs during the body of the PETM CIE averaged 36.1 ± 0.7°C (*n* = 5) based on $\text{TEX}_{86}^{H}$ from the IB10B core, implying average warming of \~3°C relative to the latest Paleocene ([Fig. 1C](#F1){ref-type="fig"}). Other TEX~86~ calibrations typically imply a greater degree of warming and higher maximum temperatures (see the Supplementary Materials), indicating that the $\text{TEX}_{86}^{H}$ calibration--based SST change may represent a conservative estimate. No mixed-layer planktonic foraminifera and only few poorly preserved thermocline-dwelling foraminifera were found in the PETM section of the IB10B core, hampering Mg/Ca and δ^18^O paleothermometry. The temperatures are within the range of plausible planktonic foraminifer δ^18^O-derived SSTs from the western tropical Indian Ocean ([@R12]) and model results ([Fig. 2](#F2){ref-type="fig"}, D and E). The maximum recorded absolute SST of 37°C, about 8°C warmer than any open ocean at present, is reached at \~76.5 mbs. These results are consistent with the simulations, in terms of both relative change and absolute values ([Fig. 2A](#F2){ref-type="fig"}).

Recent modeling work has succeeded in reproducing most proxy reconstructions, with the exception of the Arctic Ocean and the southwest Pacific Ocean ([@R28]). The simulations presented here have the same shortcomings. Crucially, however, our SST data for the background latest Paleocene--earliest Eocene climate state support the very warm tropical oceans of \>35°C that are necessary to approach these warm extratropics in models. In addition, the hot tropical SSTs refute tropical thermostat theory ([@R14]).

Our data, together with the few other tropical records \[Ocean Drilling Project (ODP) site 865 and Tanzania\] from a global compilation of proxy records (see Supplementary Text), imply that the mean warming of the tropical oceans was \~3°C. Mid- and high-latitude regions warmed by 5° to 8°C ([@R2], [@R3], [@R5]), implying that ocean warming was amplified somewhat in the extratropics during the PETM, contrary to previous reconstructions ([@R2], [@R10]). Other TEX~86~ calibrations produce the same qualitative result, although with a somewhat smaller magnitude of extratropical amplification.

In the modern ocean, spatial temperature gradients are weak in the tropics compared to mid and high latitudes, and they were likely even weaker during the latest Paleocene and PETM because of smaller latitudinal and surface--deep ocean gradients. This means that the few available records likely represent trends and values in the entire tropical band reasonably well. To identify whether the model and data show the same pattern of extratropical amplification and to be able to compare between models, we therefore normalize regional temperature changes by the averaged observed tropical (20°N to 20°S) temperature change. This approach highlights that most extratropical regions warm only slightly more than the tropics in both data and model ([Fig. 2](#F2){ref-type="fig"}, J to L) throughout the Atlantic Ocean and in the central Pacific Ocean. The largest disagreements are from 50°N to 60°N and 50°S to 60°S latitude, where the proxies show much greater amplification than the models. The only truly polar proxy record, from the Arctic, shows no clear signal of polar amplification, as noted previously ([@R2]), in sharp contrast to the model.

More data, in particular from multiproxy records, are necessary to make a definitive statement about the ability of the current generation of climate models to reproduce past meridional temperature gradient responses to PETM warming. However, we believe that the normalizing approach has merit because the resulting pattern is a specific "fingerprint" that may be used as a test of models.

Based on optimal interpolation on the proxy records and by taking area-weighted means, we find that global tropical mean SSTs increased by 2.7°C across the PETM and that the global mean SSTs increased by 5.3°C, very close to previous estimates ([@R4]), but our estimate avoids the use of an intervening climate model. CESM1 has a modern equilibrium climate sensitivity of 3.2°C per doubling of CO~2~, and we find a similar response of 3.5°C for a doubling under Eocene conditions in our simulations. However, the global mean SST change is only 2.8°C per doubling, indicating that the 3.5°C global response reflects enhanced warming on land. Thus, a model with this sensitivity would require nearly two further doublings of CO~2~ (or equivalent forcing) to achieve a global mean SST increase of 5.3°C, as implied by the data. The required carbon release would then be \>10,000 giga--metric tons (Gt) of carbon, which is in keeping with budgets from other climate models ([@R41]). These large carbon inputs and resulting CO~2~ values are unlikely ([@R42]) and not supported by recent *p*[CO]{.smallcaps}~2~ (partial pressure of CO~2~) estimates ([@R43]). Hence, the most likely explanation is that the latest Paleocene equilibrium climate sensitivity was significantly larger than the model's 3.2°C, perhaps due to strongly increased sensitivity at higher temperature ([@R44]) during the PETM, or non-CO~2~ changes in radiative balance were of importance in maintaining latest Paleocene warmth and enhancing PETM warming ([@R45]).

Finally, to investigate the impact of the extremely high SSTs on biota, we investigated dinocyst assemblages. Upper Paleocene dinocyst assemblages in the IB10 core and SQ represent normal marine assemblages, similar to those in extratropical regions during the PETM ([@R5], [@R46]). However, at many of these sites, the peak of the PETM is characterized by high productivity of marine dinocysts ([@R46], [@R47]). Our data from Nigeria show the opposite. At \~77 mbs, we record a decrease from 10^5^ to less than 10^2^ dinocysts per gram of dry sediment ([Fig. 1D](#F1){ref-type="fig"}). The remaining dinocyst assemblages are impoverished with only heterotrophic and generalist genera (see Supplementary Text). Intermittent anoxia developed at the study site during the PETM, evidenced by the presence of the biomarker isorenieratene and a diagenetic derivative, and enrichment of redox-sensitive trace elements (see [Fig. 1E](#F1){ref-type="fig"} and Supplementary Text). Dinocyst assemblages suggest enhanced stratification during periods of strongest anoxia at the onset of the CIE, based on trace elements and the absence of benthic foraminifer linings (fig. S3). Crucially, however, these extreme conditions apparently did not negatively affect dinocyst diversity or concentrations; in fact dinocyst concentrations peak in this interval ([Fig. 1D](#F1){ref-type="fig"}). We therefore consider it unlikely that apparently less extreme anoxia and stratification during the body of the CIE caused the demise of dinoflagellates. We also do not find evidence for a preservation bias or indications of enhanced runoff in dinocyst assemblages or pollen and spore concentrations (see fig. S3 and Supplementary Text).

Instead, we surmise that conditions became too hot for most dinoflagellate taxa during the body of the PETM, when SSTs rose to values \>36°C. Such temperatures are considered uninhabitable for most marine eukaryotic organisms today ([@R48]) even for hardy dinoflagellates, which are among the most temperature-resilient eukaryote plankton groups ([@R49]). Apart from often displaying narrow temperature tolerance ranges ([@R9]), many modern thermophilic organisms show a sharp decline in productivity and, consequently, survival above optimum temperatures ([@R50]). A similar absence of mixed-layer planktonic foraminifera was observed in Tanzania ([@R12]), suggesting that heat stress may have been more widespread in tropical marginal marine settings during the PETM.

No similar temporal absence of eukaryotic plankton has been observed in tropical regions during the extreme warmth of OAE2 (Oceanic Anoxic Event 2), across the Cenomanian-Turonian transition (\~94 Ma), where comparable $\text{TEX}_{86}^{H}$ temperature estimates were obtained ([@R51]). This suggests that the rate of change during the PETM was an important factor in creating a heat-induced eukaryotic marine plankton dead zone at this tropical location. Given that the rates of modern carbon input and warming are estimated to exceed those of the PETM by \~10 times ([@R52]), our results suggest that tropical oceans will be subject to warming and significant biotic change over the coming centuries at rates that may exceed those of the PETM.

MATERIALS AND METHODS
=====================

Materials
---------

Paleocene and Eocene sediments in the Dahomey Basin are classified in three major formations: Paleocene limestones of the Ewekoro Formation, Paleocene-Eocene uniform gray to dark gray shales of the Oshosun Formation, and Eocene Ilaro sandstones ([@R18]). These formations can be traced laterally over the Dahomey Basin (fig. S1). For this study, we analyzed samples from the Oshosun Formation, in the Nigerian sector of the Dahomey Basin (fig. S1) from the SQ and the two drill cores IB10A and IB10B. The Oshosun Formation ranges in thickness from \~18 m in the SQ ([@R19]) to \~110 m in the IB10 cores ([@R20]). Concretionary horizons, as observed in the SQ by Gebhardt *et al.* ([@R19]), were not observed in the IB10 cores.

Samples from the Oshosun and Ewekoro formations from the SQ (6°48′12.54″N and 3°37′46.11″E) were collected during a field expedition in 2003 and used for foraminifer and dinoflagellate analyses for biostratigraphy ([@R19], [@R20]). From the 13 samples from the Oshosun Formation, we used \~5 to 10 g for quantitative dinocyst analysis, \~10 g for biomarker geochemistry, and 0.3 g for stable bulk organic carbon isotope (δ^13^C~TOC~) measurements. Approximately 600 g was disintegrated, sieved, and picked as aliquots or completely for foraminifera ([@R19]). Pristine (glassy and hollow) specimens of *M. acuta*, *Acarinina* spp., *B. paleocenica*, and *L. olokuni*, which are common to abundant throughout the section, were selected for stable isotope and trace element analyses.

The sediments from two drill cores, IB10A and IB10B (6°53′N and 3°00′E), were recovered during the exploration drilling in 1976, targeting the Paleocene limestones of the Ewekoro Formation, near Ilaro, Nigeria. In 2001, samples from IB10A and IB10B were taken for foraminifer biostratigraphy. Samples from IB10A from a published study ([@R20]) were used for a pilot. In 2012, we took 73 samples from the 110-m-long IB10B core. Each sample was split into several fractions: 2 to 10 g for palynological analysis, 5 to 10 g for organic geochemistry, 1 g for major and trace element analyses, and 0.3 g for δ^13^C~TOC~. The remaining core material is stored at the Nigerian Geological Survey Core Repository in Abuja, Nigeria. Residues of washed samples, scanning electron microscopy (SEM) stubs, and slides with picked foraminifera from the SQ are stored in the collection of the Geological Survey of Austria, Vienna, Austria (collection nos. GBA2010/122/0001 to GBA2010/122/0053). Palynological slides, residues, and organic extracts are stored at the Laboratory of Palaeobotany and Palynology, Utrecht University (Utrecht, Netherlands).

Methods
-------

### Micropaleontology

#### Foraminifera

Air-dried sediment (600 g) was disintegrated with 5% hydrogen peroxide and washed over a 63-μm sieve. Residues were air-dried, split into aliquots, and completely picked for foraminifera with a dry paintbrush. Samples with insufficient amounts of sample material were discarded. For stable isotope and Mg/Ca analyses of the SQ foraminifera, we exclusively used pristine (that is, glassy and hollow) specimens (see SEM images for wall profiles, fig. S2). Foraminifera from the IB10B and IB10A cores were only used for biostratigraphy because of their frosty appearance, indicating postsedimentary recrystallization.

#### Palynology

We processed and analyzed a total of 53 samples from IB10B, 19 samples from IB10A, and 7 samples from the SQ using standard protocols at the Laboratory of Palaeobotany and Palynology, Utrecht University ([@R5]). A spike of exotic spores, *Lycopodium clavatum*, (*n* = 18583 ± 762) was added to 5 to 10 g of the freeze-dried sample to allow for absolute quantitative analysis. HCl (10%) was added to dissolve carbonates. Supernatants were subsequently decanted, and residues were treated twice with 38 to 40% HF and 30% HCl to remove silicates. After decantation, residues were washed with tap water over 250- and 15-μm sieves to remove large and small particles, respectively. One drop of the concentrated residue was mounted on a microscope slide using glycerin jelly, and a minimum of 200 dinocysts were counted, if possible. For several samples across the body of the PETM, up to four microscope slides were counted to a total of 18 to 134 dinocysts. Assemblages for these samples are thus statistically less well constrained than those for the samples with ≥200 counted dinocysts. However, because *Lycopodium* spores were also abundant in these slides, this does not affect quantification of absolute numbers of dinocysts per gram of sediment.

### Organic matter stable carbon isotope analyses

For stable isotope analysis of bulk organic carbon (δ^13^C~TOC~), 0.3 g of freeze-dried material was powdered and decalcified using 1 M HCl. Samples were dried in a stove at 50°C, and subsequently, TOC content was measured on \~10 mg of powdered, homogenized residue using a CNS analyzer (Fisons). Stable carbon isotope ratios were determined using an isotope ratio mass spectrometer (IRMS; Finnigan DELTAplus) coupled online to the CNS analyzer. Absolute reproducibility, based on international and in-house standards, for TOC and δ^13^C~TOC~ was better than 0.1% and 0.05‰, respectively.

For stable carbon isotope measurements of the palynological residue (δ^13^C~paly~), an aliquot was washed over a 40-μm sieve with distilled water to remove the *Lycopodium* spores and most other pollen and spores to obtain a fraction that mostly contains dinocysts, along with some other palynomorphs. Because of the small amounts of large pollen and spores and low amounts of phytoclasts, the fraction typically consists of dinocysts (\~90+%) and foraminifer linings (maximum, 10%). The body of the CIE is dominated by organic material from foraminifer linings and minor contributions from dinoflagellates. Of this residue, 15 to 30 μg was weighed and analyzed on the same IRMS. Samples of sufficient weight were measured in duplicate.

### Foraminifer geochemistry

#### Stable isotope analyses

We picked multiple specimens from each SQ sample. These aliquots comprise about 10 specimens of *L. olokuni*, about 100 specimens of *B. paleocenica*, about 20 specimens of *Acarinina* spp., and about 10 specimens of *M. acuta*. Note that we used mixed *Acarinina* species because of their relatively low abundance. *A. nitida* was the most abundant species within *Acarinina*.

Foraminiferal tests were treated with 98.8% ethanol, cracked, and ultrasonically cleaned. Stable carbon and oxygen isotopes were measured on a Finnigan MAT 251 mass spectrometer at Leibniz-Labor (Kiel), coupled online to the Carbo-Kiel device I for automated CO~2~ preparation. External precision is better than 0.20‰ (average, 0.04‰) and 0.19‰ (average, 0.04‰) for oxygen and carbon, respectively. Data are given in conventional delta notation versus Vienna Pee Dee Belemnite standard.

#### Mg/Ca ratios

We picked multiple foraminifera from each SQ sample to measure Mg/Ca ratios. These aliquots comprise about 10 specimens of *L. olokuni* (0.23 to 1.53 mg), about 100 specimens of *B. paleocenica* (0.10 to 0.71 mg), about 20 specimens of *Acarinina* spp. (0.18 to 0.80 mg), and about 10 specimens of *M. acuta* (0.24 to 0.89 mg). As for stable isotope analyses, we used mixed *Acarinina* species because of their relatively low abundance. The cleaning protocol included several steps for removing adhering clays and siliciclastic particles, and a reduction step (anhydrous hydrazine) for removing ferromanganese coatings ([@R21]). Foraminiferal tests were analyzed on an inductively coupled plasma atomic emission spectroscopy instrument with an Mg/Ca intensity ratio calibration according to de Villiers *et al.* ([@R22]) at Leibniz-Labor (Kiel). Internal analytical precision is better than 0.1 to 0.2% relative standard deviation.

### Biomarker analyses

For TEX~86~ analysis (51 samples), \~10 g of freeze-dried, powdered sediment was extracted by a Dionex accelerated solvent extractor using dichloromethane DCM:Methanol (9:1, v/v) at 100°C and 7 × 10^6^ Pa. Extracts were separated into polar and apolar fractions over an Al~2~O~3~ column using methanol/DCM (1:1) and hexane/DCM (9:1) as respective eluents. Apolar fractions of 18 samples across the PETM CIE were measured by gas chromatography using an Agilent 6890 gas chromatograph and by gas chromatography--mass spectrometry using a Thermo DSQ mass spectrometer to identify isorenieratene and its diagenetic derivatives.

To analyze glycerol dibiphytanyl glycerol tetraethers (GDGTs), hexane:isopropanol (99:1) was added to the polar fraction, filtered over a 0.45-μm polytetrafluoroethylene filter, and subsequently measured for GDGTs on an Agilent 1290 ultrahigh-performance liquid chromatography mass spectrometer at Utrecht University. We measured in-house standards to monitor consistency in TEX~86~ and branched isoprenoid tetraether (BIT) values. Most samples were measured in duplicate, some in triplicate, to assess reproducibility. Reproducibility was always better than 0.02 TEX~86~ units and 0.1 BIT units, and reproducibility of in-house standards was always better than 0.01 and 0.03 for TEX~86~ and BIT, respectively.

We used the BIT index ([@R23]) and methane indices (MIs) ([@R24], [@R25]) to assess influences of terrestrial, methanotrophic, and methanogenic GDGT producers on TEX~86~. BIT values below 0.3 ([@R26]) or 0.4 ([@R27]) generally yield trustworthy TEX~86~ values. A weak correlation exists between TEX~86~ and BIT (*r*^2^ = 0.168; fig. S4), but samples with BIT values of \>0.3 are not statistically different from those with BIT values of \<0.3. We therefore used all TEX~86~ data, except for one outlier (that is, more than 2 SDs from the mean), at 93 mbs. GDGT-2/GDGT-3 ratios are close to normal shallow marine ratios (two to three) rather than reflecting GDGT distributions influenced by diffusive methane fluxes (about nine) ([@R24]). Likewise, the cutoff (0.3) for the MI of Zhang *et al.* ([@R25]) was never reached.

### Bulk sediment chemistry

Approximately 125 mg of freeze-dried sediment was dissolved in 2.5 ml of HF (40%) and 2.5 ml of HClO~4~/HNO~3~ mixture in a closed Teflon bomb at 90°C during one night. The acids were then evaporated at 160°C, and the resulting gel was subsequently redissolved in 1 M HNO~3~ at 90°C during another night. Subsequently, total elemental concentrations were determined by inductively coupled plasma optical emission spectrometry (PerkinElmer Optima 3000). Precision and accuracy were better than 5%, based on calibration to standard solutions and checked against internal laboratory standard sediments.

### Climate modeling

We carried out a suite of simulations using the NCAR CESM1, using our well-established boundary conditions. This includes a T31 spectral resolution atmosphere and \~1.8° × 3° horizontal spacing and 25 vertical levels for the oceans. Simulations spanned a range of radiative forcings equivalent to 1120, 2240, and 4480 ppm of CO~2~. All these simulations were carried out for \>3000 years and were fully equilibrated as indicated by ocean temperature trends, surface and top-of-atmosphere energy imbalance, and trends in ideal age tracers. The higher CO~2~-forced experiments produce climates that compare favorably with temperature proxy records for the latest Paleocene and earliest Eocene, which is similar to the results we found with the previous version of the NCAR model ([@R6], [@R28]); we will refer to these as the latest Paleocene and PETM simulations. As described previously, the low CO~2~ simulations match Late Eocene climates well ([@R29]). We also conducted short sensitivity studies, using new high-resolution earliest Eocene boundary conditions ([@R30]) within a model with higher resolution (atmosphere, 2° × 2° horizontal finite volume resolution; ocean, 1° × 1° and 40 vertical levels). Although these simulations were not fully equilibrated in the deep ocean, they established that the upper ocean temperature gradients found in the lower-resolution simulations were robust.

All sites within 20° of the equator were averaged to define the tropical mean. In this case, this includes the following sites: Tanzania, Nigeria, and ODP site 865 (table S2). The findings are qualitatively insensitive to the choice of what to normalize by.

We used standard techniques in ocean data assimilation to create homogenized and interpolated maps of SSTs based on the sparse data. The proxy records treated according to the standard oceanographic technique of Barnes-Cressman iterated objective analysis implemented in the NCAR Command Language ([www.ncl.ucar.edu/Document/Functions/Contributed/obj_anal_ic_Wrap.shtml](http://www.ncl.ucar.edu/Document/Functions/Contributed/obj_anal_ic_Wrap.shtml)). In this approach, each observation is assigned a circular radius of influence, *R*. Here, we used successive values of *R* of 10°, 2°, and 1°. A first guess of the value at every grid point was made by including all observations within the region of influence of that grid point. A distance-weighted average of the differences between the first-guess fields and the actual observations was made, and this anomaly was added into the first-guess fields to calculate a second-guess field. Thus, observations from beyond the radius of influence were ignored in updating the field, and other observations closer to the initial observation were given greater weight. This was done for all grid points under consideration. The resulting fields were used as the basis for the next iteration, which was carried out with a smaller region of influence.
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fig. S7. IB10A chemostratigraphy and stratigraphical ranges of selected foraminifera and dinocysts.
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