Abstract-We propose hierarchical clustering and filtering methods for the analysis of spatio-temporal multidimensional time series, where both methods are based on a new pseudo distance. The pseudo distance is determined between orthogonal matrices, which are derived by eigenvalue decomposition of the variance-covariance matrix of the time series. Because the grouping algorithm is also important in clustering, a modified Ward method grouping criterion is used here. The filtering derives temporal similarity information between two time series, providing information that cannot be evaluated by the clustering. If the time series to be clustered and filtered cannot be obtained directly, different time series reflecting the original time series are used instead. There exists a transform between the time series, and hence, scaling distortion occurs. We also propose a scaling normalization method. As an application example, we present an analysis of a multichannel magnetoencephalography (MEG) and/or electroencephalography (EEG) time series. Each of the MEG and EEG generations is a transform from the same electrophysiological brain activity. We applied these methods to sound localization-related MEG time series and evaluated their effectiveness. These methods may be useful for discovering similarity among many multidimensional time series without a priori information and/or hypotheses.
I. INTRODUCTION
C LUSTERING methods are classified into two classes, namely, hierarchical and nonhierarchical [1] . Hierarchical clustering is appropriate for analysis without a priori knowledge of the data sets to be clustered, and hence, hierarchical clustering is often categorized in unsupervised learning. If many data units are prepared and then are clustered to find within-cluster characteristics, hierarchical clustering is a powerful tool. In practice, hierarchical clustering consists of Manuscript received September 14, 2001 ; revised September 24, 2002 . This work was supported in part by Core Research Evolutional Science and Technology (CREST) of Japan Science and Technology Corporation (JST). The associate editor coordinating the review of this paper and approving it for publication was Dr. Alex B. Gershman.
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i) calculation of distances between all pairs of data units; ii) hierarchical grouping.
In this paper, we limit data units to spatio-temporal multidimensional time series from spatially location-fixed multichannel recorded time series. Each multidimensional time series is represented by a matrix (column: spatial pattern, row: temporal activity). A distance appropriate for evaluating the dissimilarity in the nature of the recording is then chosen, or is determined, between the matrices. Let us assume there two matrices and and take some examples of the distance, which satisfy the distance axiom between the matrices. The Frobenius norm tr simply denotes the Euclidean distance for all of the elements of by . The square root of the largest eigenvalue of is also sometimes used. Those distances based on the difference are intuitive but are occasionally even sensitive to nonintrinsic differences between and in terms of the nature of the recording. Apart from the choice of distance, grouping algorithms are approximately classified into two, namely, merging two clusters having the nearest distance and merging two having the smallest approximation errors. In the former, there are further two extreme determinations of distance between clusters, namely, the nearest distance between data units from one cluster to another (single linkage) and the furthest distance (complete linkage) [1] . The former, with the two extreme determinations, is indifferent to the approximation error of each generating cluster. If something central in a cluster is treated as the representative of the cluster, the approximation error is produced by the representation. Taking the approximation error into account, the latter is proposed. The Ward method [2] with its fast algorithm [3] is a typical example. The grouping criterion is to find the minimum increment of the approximation error by merging. Details of the Ward method will be explained in Section II-B; the Ward method does not simply merge the nearest as the single and complete linkages and works only with the Euclidean distance.
On the other hand, in nonhierarchical clustering, one first determines the number of clusters [1] . The determination requires a priori knowledge of the data units to be clustered. The -means method [4] is a typical example for generating clusters. After determining , the -means method performs as follows. i) initial centroids are determined. ii) Each data unit is classified with the nearest centroid.
iii) The centroid of each cluster is recalculated.
1053-587X/03$17.00 © 2003 IEEE The second and third steps are iterated until the change of centroids is sufficiently small. For example, speech recognition is often performed as a nonhierarchical clustering of multidimensional time series. Speech is treated as a frequency pattern (vector) time series. Clustering of vector patterns such as speech recognition is called vector quantization [5] . In practice, vector quantization consists of two steps:
i) determination of a representative of each cluster (codevector) by supervised learning from training data units; ii) classification of the other data units into one of the clusters. In the first step, the LBG algorithm [6] , or the Lloyd algorithm [7] , is widely used. The LBG algorithm is very similar to the -means method in the iteration procedure. The Pairwise Nearest Neighbor (PNN) algorithm [8] was proposed as an alternative to the LBG algorithm. It has been pointed out that the PNN algorithm is identical to the Ward method [9] . Regarding grouping algorithms, even in nonhierarchical clustering, the importance of the Ward method is seen in a new light.
Although hierarchical clustering clarifies the similarity between multidimensional time series, it cannot evaluate temporal similarity information between two multidimensional time series. Assume that and are the th column vectors of the matrices and , respectively, where denotes the th time sampling point. If the similarity between ( ) and ( ) is calculated, then the temporal similarity information can be evaluated. This may be achieved by a filtering to extract the characteristics of ( ) from ( ). Let us limit the spatially location-fixed multichannel recording data to magnetoencephalography (MEG) and/or electroencephalography (EEG) time series. There are some application examples of clustering in EEG time series. Nonhierarchical clustering is often used for classifying specific waveforms [10] , [11] and for selective averaging [12] , [13] . However, we have not found previous studies concerning hierarchical clustering applied to MEG and/or EEG time series. Usually, brain researchers have a priori information of the recorded MEG and/or EEG time series or hypotheses about brain functions of interest, and hence, they can set the number of clusters and/or the representative of each cluster. This situation fits for nonhierarchical (also often supervised) clustering rather than hierarchical unsupervised clustering. Conversely, if brain researchers do not have any a priori information and/or hypotheses, then their standpoint is hypothesis-free. For those with a hypothesis-free standpoint, a strategy to develop hypotheses is that they record many numbers of MEG and/or EEG time series under different conditions and then perform hierarchical unsupervised clustering. The result may suggest a new hypothesis.
In this paper, we propose hierarchical clustering and filtering methods, both of which are based on a newly determined pseudo distance between multidimensional time series. As an example, these methods are applied to sound localization-related MEG time series.
II. METHODS
We explain the clustering and filtering methods applied to general spatio-temporal multidimensional time series in the first three subsections and then explain the normalization method in an application to MEG and/or EEG in the last subsection.
A. Distance
A spatially -dimensional and temporarily -point time series is obtained as (1) (2) Let us assume that s have a sufficiently high signal-tonoise ratio (SNR) and are well highpass filtered to be mean zero signals. Then, the eigenvalue decomposition of , where reflects the variance-covariance matrix of in the time average sense, is performed as
In (4) and (6), and are the th eigenvalue and eigenvector (unit vector), respectively. The eigenvalues are placed in descending order as shown in (5) .
in (5) plays the role of the partition number dividing the large and small eigenvalues, namely, s, where are relatively large and those where are relatively small. The subscripts " " and " " in (7)-(10) denote large and small in the above sense. The subscript " " indicates the multidimensional time series of (1) and of (2) . Since has a relatively high SNR, one may divide the signal and noise subspaces of by and [both in (3) ]. Such a division procedure is popular in multiple signal classification (MUSIC) [14] - [16] . The partition number is determined empirically or by noise level, as in MUSIC. Let us determine three operators , , and , all of which extract the matrices from the matrices in the parentheses, corresponding to (6), (9) , and (10), respectively. For example, , , and can be realized. The operators are used throughout this paper. Now, assume another multidimensional time series having the same size of as (11) (12) and s also have a high SNR and are mean zero signals. We then have (13) (14) Both in (3) and of (13) are orthogonal matrices because both and are symmetric matrices. Therefore, the orthogonal matrix for the transform of to is found to be (15) assuming that the same partition number can be used for . In (15) , ( ) is the coefficient matrix partially spanning ( ) by ( ). A norm of ( ) therefore expresses the similarity between the signal subspace of ( ) and the noise subspace of ( ). It also expresses the dissimilarity between the signal subspaces of and . If the Frobenius norm is employed here, then the proposed distance between and (16) is determined. The proposed distance (16) ranges from 0 to , which is shown by the following reasoning. If and are orthonormal complements with respect to each other, then , so that . [It is a proof of (17) .] If, on the contrary, the span of is completely a part of the span , then . Although this also requires , it is empirically true in almost every case for actual recorded multidimensional time series having relatively large dimension because of the redundancy of the recording. In another important feature of the proposed distance, the distance satisfies the pseudo distance axiom (17) (18) (19) where proofs of (18) and (19) can be found in Appendix A. Symmetry property (18) supports the last equals sign of (16) .
To put it simply, the proposed distance is a norm of the projection of the signal subspace of a data unit to noise subspace of another data unit and, hence, is based on the subspace method [17] or principal component analysis (PCA).
The proposed distance (16) is sensitive to spatial characteristic because it is derived from the eigenvalue decomposition of . If one needs sensitivity to temporal characteristic, then one should start from the eigenvalue decomposition of instead.
B. Grouping
The Ward method [2] is often used for hierarchical clustering and is characterized by the following two properties.
i) It works with the Euclidean distance.
ii) It employs a grouping algorithm for minimizing the cost function determined by the increment of the sum of the squared Euclidian distances of within-cluster data units from their centroid. The centroid is simply calculated as an arithmetical mean. The square sum plays the role of the approximation error if the centroid is treated as the representative of the within-cluster data units. In general, the centroid is characterized by the point minimizing the approximation error (second-order moment). This characteristic implicitly relates to the fast algorithm [3] of the Ward method.
However, during the procedure to calculate the proposed distance (16), the information regarding the original multidimensional time series of (1) remains only in the orthogonal matrix in (3) and the partition number in (5). A problem therefore arises from the direct application of the proposed distance instead of the Euclidian distance to the Ward method. We must prepare something as a substitute for the centroid as used in the Ward method. Since the data units here are orthogonal matrices, a natural extension is that the substitute for the centroid should be an orthogonal matrix. However, the arithmetic mean of orthogonal matrices cannot be an orthogonal matrix. Now, assume that multidimensional time series s, exist in the th cluster . Set the centroid as an orthogonal matrix where the number of columns of is and is the same partition number in (5) . In this case, we calculate the approximation error from the substitute centroid in the same manner as represented by (16) . Thus, the approximation error should be expressed by (20) Let us keep the same characteristic so that the centroid minimizes approximation error. Therefore tr tr is achieved if the columns of span the space through which the columns of s are distributed as poorly as possible. Therefore (21) Of course, , but this is unimportant because only is required to calculate the approximation error (20) , and the two spaces spanned by the columns of and are orthogonal complements with respect to each other.
Let us now return to the grouping algorithm. Assume that the number of multidimensional time series is . The proposed grouping algorithm based on the Ward method is expressed as follows.
Stage 1)
Begin with clusters, each of which consists of one multidimensional time series. At this stage, the approximation error is zero.
Stage 2)
At each stage, reduce the number of clusters by one through generating a new cluster by combining two clusters and , whose combination produces the smallest increment of the approximation error using (20) and (21).
Stage 3)
Continue Stage 2 times until the number of clusters is one.
C. Filtering
First, the multidimensional time series of (2) is contracted and is whitened to be (22) Since is zero mean, exists in the span of [in (3)] and has, by whitening (22) , unit variance for any direction in the span. Second, with (22) and (14), the proposed distance (16) is represented by another form (23) where (24) The proof is found in Appendix B.
of (24) is a filtering that indicates temporal information of that is dissimilar to of (11) . Finally, the inversion filtering of (24) (25) indicates the temporal information of that is similar to . Such an inversion filtering is popular in array signal processing [18] . We call , which produces the Gram matrix , the target of the filtering. The filtering measures the characteristic of the target in a multidimensional time series. Note that is not equal to , which is used for evaluating of (12) similar to of (1) because ( ) is not the only multidimensional time series to generate ( ) and that ( ) is invariant to 's permutation of ( ). At this stage, we have explained the filtering as an analyzing method for evaluating the contribution between two multidimensional time series. It is also useful for evaluating the contribution within a multidimensional time series, between a partial multidimensional time series for one specific time duration and that for another time duration.
In MEG time series analysis, there are two methods similar to the filtering (25) , namely, MUSIC [15] , [16] and signal space projection (SSP) [19] . In the mathematical form of the filtering (25) , MUSIC has the same Gram matrix . The filtering projects another MEG and/or EEG time series to the Gram matrix, whereas MUSIC projects MEG generation model (leadfield vector; see Section II-D) to that. In normalization of the different projecting terms explained above, the filtering employs whitening (22) , whereas MUSIC employs division by norm. The filtering does not require the MEG and/or EEG generation model, and thereby, it is a nonparametric metric. The other method (SSP) is occasionally a nonparametric metric. In SSP, first, some feature MEG vectors (spatial patterns) are prepared, and they are treated as bases which span the feature MEG space. Another MEG time series is then projected to one of the dual bases. If the feature MEG vectors are selected from a MEG time series and another MEG time series is projected to the space spanned by the feature MEG vectors, then SSP can evaluate the similarity between them in the meaning of the selected feature MEG vector. A difference between the filtering and SSP is that the filtering is a projection to a matrix, whereas SSP is a projection to a vector.
D. Scaling Normalization for MEG and/or EEG Activity
An often encountered difficulty is to obtain directly the spatio-temporal multidimensional time series to be clustered and filtered. In this case, different time series reflecting the time series may be used instead. There exists scaling distortion between these two time series. Even if the reflection is expressed by a mathematical transform, the transform is a forward model and is often difficult to invert. The transform is usually nonlinear but is often approximated by a linear system equation by spatial discretization [20] . The linear approximation can clarify the problem of inversion. In this subsection, we propose a scaling normalization method. No matter which general case fits for the above situation, the normalization method can be applied. However, since discussion of both the general case and the specific case of MEG and/or EEG is somewhat redundant, here, we explain the specific case only.
If the proposed clustering and filtering methods are used for brain signal processing, the most appropriate multidimensional time series to be analyzed may be the electrophysiological brain activity because the electrophysiological brain activity is a primary representation of inside and outside brain phenomena. Since the direct detection of the activity using inserted needle electrodes is invasive, such detection is impossible in brain studies using volunteer subjects. MEG and/or EEG may be used instead since both MEG and EEG are generated by the same source: the electrophysiological brain activity. In mathematical models of the brain, the electrophysiological brain activity is usually approximated by current dipoles [21] . There exists a transform model from the current dipole to the MEG and/or EEG as follows. First, the current dipoles, as a vector field, are represented by fixed orientation vectors on spatially discretized grids in the brain volume. If the number of grids is (grid index:
), then the number of parameters of the current dipoles will be (dipole index: ) in three-dimensional (3-D) space. Note that the current dipoles indexed by are located at the same grid. In addition, if the number of time samples is , then the current dipoles' activity time series are denoted by in matrix form Second, generates the MEG and EEG time series and , and the numbers of detectors are and , respectively, as where all subscripts indicated by " " are replaced by subscript either "MEG" or "EEG." Finally, we can represent the transform as a linear system equation (26) where and are the leadfield matrices of the MEG and EEG, respectively (27) In the leadfield matrix (27) , the leadfield vector is the MEG or EEG spatial pattern, produced by the th current dipole having unit magnitude. For detailed calculation of the leadfield vector, see [22] - [24] for MEG and [22] , [25] , and [26] for EEG.
Let us use (28) for addressing to either MEG or EEG. The ill conditioning of the inverse transform ( to ) in (28) is mainly caused by underdeterminedness ( ). Therefore, although the unique solution cannot be obtained, the Moor-Penrose pseudo inverse for achieving the minimum norm solution is expressed by (29) where the singular value decomposition of is
and in (30) are orthogonal matrices whose columns span the MEG activity space and the current dipoles' activity space, respectively.
in (31) is the th singular value of in (28) . and in (32) are the identity matrix and the zero matrix, respectively. Let us discuss the inverse procedure using of (29) step by step. First, the time series is rotated by . Second, the scaling of the rotated time series is changed by . In this step, the first problem occurs in that the inverse numbers of the relatively small singular values occasionally amplify the noise additive to . The transform generated by is labeled here as the half-inverse transform, and the transformed space is labeled the half-inverse space. The dimension of the half-inverse space is still . Third, the half-inverse transformed time series is inserted in -dimensional space by . In this step, the second problem occurs; it is caused by the underdeterminedness. Finally, the processed time series is rotated by . Note that the first and second problems are independent with respect to each other. The scaling normalization is therefore achieved by the half-inverse transform (33) The scaling in the space of (in the half-inverse space) is equal to the space of , except for the kernel of the transform (28) . Apart from that, regularization may be necessary for in (33) to overcome the first problem. However, we are not concerned here with regularization because it has been well investigated [20] , and accordingly, its implementation is not difficult. The half-inverse transform (33) is applied to and [both in (26) ] separately, and therefore, and are obtained. Then, the hierarchical clustering and the filtering can be applied to the appended matrix [left-hand-side term of (26)].
By the way, optionally, the transform (33) is replaced by to maintain the characteristic of each the MEG and/or EEG detector. The additional term is in charge of the maintenance like the term in whitening (22) . Whichever definition is selected as the half-inverse transform, no difference occurs to the hierarchical clustering and the filtering because is an orthogonal matrix, and hence, it just effects rotation.
The half-inverse transform is useful for the scaling normalization, not only between the current dipole and either MEG or EEG, but between MEG and EEG as well. Although whitening is a scaling normalization method, it is nonparametric and, hence, is not appropriate for this scaling normalization, which takes the MEG and/or EEG generation model into account.
III. EXPERIMENTS

A. MEG Recording
We performed MEG experiments to evaluate the hierarchical clustering and the filtering in the half-inverse space. As a test example, we adopted sound localization-related MEG. Sound localization is a human perception by which one can localize a sound source. In general, interaural intensity difference (IID) [27] , [28] and interaural time difference (ITD) [29] - [31] play important roles in sound localization. The subject, hearing an IID or ITD stimulus through headphones, recognizes a virtual sound source in the head. The virtual sound source is often called the sound image. In this study, we used only ITD stimuli comprising continuous click trains [32] , as shown in Fig. 1(a) . We set the pulse width and the interval to 454 s and 14.3 ms, respectively. The states of the sound images at the center (C), left small (LS), left large (LL), right small (RS), and right large (RL), as shown in Fig. 1(b) , were set with the offset to 0, 385, 680, 385, and 680 s, respectively. In addition to the states of the sound images, the state of the silence (S) was also prepared. Actually, the stimuli consisted of changes from one state to another. To support the hypothesis-free standpoint, since many types of stimuli should be prepared, we performed all permutations of the states accordingly, as shown in Table I . Consequently, a total of 30 types of stimuli were prepared. The stimuli, including the state S, were used for the sudden appearance of the sound image (type onset) or for its sudden disappearance (type offset). The other stimuli were used for the shift of the sound image (type shift, further divided into types left-shift and right-shift by their shift direction). To avoid or to reduce prediction and habituation of the subject repeatedly hearing the stimuli, the lengths of the states were randomly changed (1-1.5 s), and the same types of stimuli were randomly presented 50 times per type.
The MEG time series corresponding to all of the stimuli were recorded with a 64-channel whole-head biomagnetometer (CTF Systems Inc., Canada) installed in a magnetically shielded room (Tokin Corp., Japan). The recordings were performed under the same conditions, where the sampling frequency and pre-and post-trigger recording durations were 1250 Hz, and 100 and 500 ms, respectively. After the recordings, the same types of MEG time series were averaged together and were bandpass filtered (1-40 Hz). We did not simultaneously record EEG due to an interference problem caused by a mismatch between the MEG and the EEG detecting systems we attempted to use.
B. Analysis
The leadfield matrix in (26) was first determined, where a sphere having homogeneous conductivity [24] was employed for the MEG generation model. Since this spherical model required the location of the center of the sphere, this was determined by least squares fitting of the brain surface of the magnetic resonance imaging (MRI) volume data of the subject [33] . One of the most important characteristics of the spherical model is that the current dipoles that are oriented radially in the sphere do not generate a MEG field, as shown by the following reasoning. The radial current dipoles produce the symmetric current distribution in the spherical model. The symmetric current distribution cancels out the generating MEG field outside the spherical model. The brain stem was located around the center in the spherical model, and hence, the current produced by the current dipoles in the region was distributed almost symmetrically. The current dipoles in the region therefore generated only a weak MEG field. The weakness was also caused by the fact that the spatial distance between the current dipoles in the region and MEG detectors was large. Therefore, in the discretization of the sphere, the brain stem region was removed. The removal was a little help for regularization of in (33) . For the remaining region, polar coordinates with and elements were used as the parameters of the current dipoles in each grid (pitch: 10 mm). The element was not necessary due to the characteristic of the spherical model, and accordingly, the number of parameters was ( ). Consequently, the total number of elements, namely, the number of current dipoles, was 3248, such that the size of was 64 3248. Then, the MEG time series were half-inverse transformed using (33) .
At this stage, the preprocessing was finished, and then, the hierarchical clustering was performed. First, for all 30 MEG time series, the waveforms having the same durations in which the MEG activities were significantly observed were extracted. Second, the proposed distances among all pairs of the MEG time series were calculated using (16) . In this step, the partition number in (5) was determined by the cumulative contributions of all 30 MEG time series. Finally, the hierarchical grouping explained in Section II-B was performed. The above procedure was the actual use of the proposed hierarchical clustering. We called the proposed method Method I and prepared four other analyzing methods: Method II to Method V. Method II was the same as Method I, except that it employed the Euclidean distance. It corresponded with the conventional Ward method in the half-inverse space. Method II was used for evaluating the appropriateness of the proposed distance. Method III was the same as Method I, except that the distances were measured in the space spanning the MEG activity. Method III was used for evaluating the necessity of the half-inverse transform. Methods IV and V employed the single and complete linkages, respectively, as the grouping algorithm, using the proposed distance in the half-inverse space. Methods IV and V were used for evaluating the appropriateness of the grouping algorithm based on the Ward method.
Furthermore, based on the clustering results, we selected several MEG time series that were either closely or poorly related to each other and then applied the filtering to them.
IV. RESULTS AND DISCUSSION
Note that the purpose of this paper is not to develop a hypothesis for sound localization but to propose new methods for the analysis of spatio-temporal multidimensional time series.
A. MEG Spatio-Temporal Patterns
First, we confirmed there was no observation of a MEG response produced by the individual click trains of width and interval nor by the monoaural cue with offset [see Fig. 1(a) for -]. Fig. 2 shows a typical MEG time series displayed by (a) time course stacks for all of the detectors and by (b) iso-contour maps (iso-contour line: 100 fT, black lines: positive, gray lines: negative). In each of Fig. 2(a) and (b) , types onset (S C), offset (C S), left-shift (C LL), and right-shift (C RL) are placed at the top left, top right, bottom left, and bottom right, respectively. Each iso-contour map shows, in the azimuthal equidistant chart manner (top view, nose: left), the MEG spatial pattern around the peak latency, which is indicated by the triangular mark in the corresponding time course stack. Note that the spike-like waves around 0 ms, as shown in Fig. 2(a) , are artifacts caused by the triggers for averaging.
From typical spatio-temporal auditory MEG time series [33] , the following two points may be noted. i) In the temporal activities, the significant activities are seen approximately from 60 to 300 ms for all of the types, despite slight differences. ii) In the spatial patterns, the significant patterns are seen in and around auditory cortexes located in both temporal areas. We found similar time course stacks and iso-contour maps for the 26 other experiments. We could not thereby discover the inherent characteristics among the MEG time series to evaluate similarity of them even qualitatively by only observation of the time course stacks and iso-contour maps. Needless to say, the quantitative evaluation of similarity among the MEG time series by such observation is almost impossible.
B. Hierarchical Clustering Performance
For all 30 MEG time series, the waveforms for durations of 60-300 ms were extracted and the partition number in (5) was set to 10 (out of a maximum 64), such that the cumulative contributions exceeded 97% for all. Fig. 3(a) shows the hierarchical clustering result of Method I by dendrogram (hierarchical cluster tree). The numbers along the horizontal axis of the dendrogram indicate the experiment numbers listed in Table I . The vertical axis indicates the distance between i) one MEG time series and another MEG time series; ii) an MEG time series and a cluster; iii) two clusters.
The dendrogram is useful for validating the clustering result, independently of the brain researcher's subjective interpretations. If the within-cluster distances are small and also the inter-cluster distances are large, then the clustering result is valid. Observing Fig. 3(a) from this validity standpoint, the MEG time series may be clustered into four groups. Fig. 3(b) -(e) show the four breakdown clusters. The circles, crosses, left arrows, and right arrows indicate types onset, offset, left-shift, and right-shift, respectively. In the same manner, the clustering results of Methods II and III are also shown in Figs. 4 and 5, respectively. For comparison purposes, four groups are also used for the breakdown clusters of Methods II and III, as shown in Figs. 4(b) -(e) and 5(b)-(e), respectively. From the validity standpoint, the clustering results of Methods II and III are evaluated as follows. For Method II, one can see two large obvious clusters in Fig. 4(a) . The first two clusters [ Fig. 4(b) and (c)] and the last two [ Fig. 4(d) and (e)] should be separately merged. On the contrary, for Method III, there is no obvious division of the cluster in Fig. 5(a) . The breakdown clusters are almost meaningless. Regarding Methods IV and V, only dendrograms are shown in Fig. 6 because the within-cluster distances are too large that the breakdown representation is definitely meaningless. The same was found when employing the largest eigenvalue of the difference (see Section I) as a distance measure. Note that the distances scaled by the vertical axes of the dendrograms in Figs. 3-6 have relative meaning only within each figure but do not have absolute meaning when comparing figures. Fig. 3(a) -(e). Fig. 3(a) -(e).
Apart from the somewhat qualitative validation, the cophenetic correlation coefficient was then used for the quantitative one. The cophenetic correlation coefficient is a correlation coefficient of pairwise distances between before-and-after hierarchical clustering to validate the distortion by the clustering procedure. The closer to one the cophenetic correlation coefficient is, the smaller the distortion. The cophenetic correlation coefficients of Methods I to V were 0.70, 0.58, 0.53, 0.76, and 0.72, Fig. 3(a) .
respectively. The reason Methods IV and V have relatively high correlation values is that those two have no obvious breakdown clusters and, hence, just maintain the original distribution of the MEG time series. On the other hand, the correlation value of Method I, 0.7, can be considered high despite having obvious breakdown clusters.
Those validation results indicate the following three points.
i) The proposed distance is more appropriate than the Euclidian distance for evaluating the dissimilarity in terms of the nature of the MEG recording. ii) The half-inverse transform is necessary for scaling normalization. iii) The grouping algorithm based on the Ward method is more appropriate than the single and complete linkages. Let us discuss the clustering results of Methods I to III from the standpoint of brain function. Methods IV and V are excluded because their clustering results are invalid. We named the types of stimuli by expected perceptions produced by the stimuli. In fact, healthy subjects can separately perceive types onset, offset, left-shift, and right-shift, and thereby, the perception can be clustered by the types of stimuli as expected. Being independent of the perceptions, the stimuli, as stereo time series of ITD, can be also clustered by the names of types using their crosscorrelation functions between the left and right time series. The perception occurs at the end of the sequence through which each stimulus has been represented by its spatio-temporal brain activity. The spatio-temporal brain activity is partially recorded using MEG, where it is also independent of the sequence. Under such circumstances, in the breakdown clustering results of Method I [ Fig. 3(b) -(e)], types onset and offset are completely clustered separately. Types left-shift and right-shift are almost completely divided with only a couple of exceptions. On the other hand, no obvious characteristic is found in the results of Method II [ Fig. 4(b) -(e)], and nothing, except that type offset is solely clustered, is found in the results of Method III [ Fig. 5(b)-(e) ]. It is important that the results of Method I, which is based on the independent MEG recording, namely, on unsupervised learning, are significantly consistent with the clustering of the stimuli and perceptions. However, encountered difficulties are as follows to answer the question what the explicit characteristics in the MEG time series are related to the results of Method I. Previous brain studies for sound localization sought to discover laterality [32] and contralaterality [34] in the latency and magnitude of brain activity using MEG, EEG, and/or functional magnetic resonance imaging (fMRI). Since the proposed distance (16) depends only on the orthogonal matrices , , and the partition number , the latency of the brain activity does not affect the clustering results (but affects the filtering results). If laterality or contralaterality exists in any magnitude, then a clustering result such as that of Method I may be obtained. However, laterality or contralaterality is difficult to discover by only observation of the iso-contour maps, as shown in the bottom row of Fig. 2(b) , because the spatial activation patterns can be seen in and around both auditory cortexes regarding types left-shift and right-shift. Thus, it is difficult to reduce the results of Method I to known brain characteristics or the spatio-temporal MEG time series. On the other hand, to discuss new brain characteristics is not the main subject of this paper. We have an implicit answer to the question that the results of Method I are caused by the extracted information as , , and inherited from the difference of the covariance structure of the MEG time series.
In the practical application of the proposed hierarchical clustering, there remains an inconvenience. The proposed distance (16) is sensitive to MEG and/or EEG spatial patterns. The relative location between the brain and the MEG and/or EEG detectors must therefore be fixed throughout the experiments. To support the hypothesis-free standpoint, the number of experiments becomes large. The necessary time for the experiments increases accordingly. To avoid or to reduce not only prediction and habituation but also fatigue of the subject, it is important to obtain reliable MEG and/or EEG time series. There are limitations in the psychophysical techniques for overcoming the problem. If the hierarchical clustering is performed for the MEG and/or the EEG time series is recorded at different locations, a method for adjusting the locations will be required.
C. Filtering Performance
We first selected the MEG time series corresponding to LS C, LL C, RS C, and RL C, and then set C LS for the target of the filtering (25) . The duration of MEG time series and the partition number in (5) to determine and in (25) were the same values used in the hierarchical clustering (see Section IV-B). Fig. 7 shows the filtering results. The solid, dashed, dotted, and alternately long and short dashed lines indicate the filtering results from RL C, RS C, LL C, and LS C, respectively. Being different from the hierarchical clustering results, one can see that the filtering results clarify the temporal information of the similarity between the MEG time series. The MEG time series that have the same shift direction as the target's are similar to the target for durations of 100-150 ms. However, this situation is not always true for durations of 200-250 ms.
Although there is room for argument regarding this situation from the standpoint of the brain function, unfortunately, we have not found previous studies appropriate for evaluation. The argument would therefore lead us into develop our hypothesis of the spatio-temporal structure in sound localization, and that is not the main subject of this paper. The important point is that the filtering can produce useful information for analyzing brain functions and for developing hypotheses of these.
V. CONCLUSION
We proposed hierarchical clustering and filtering methods for the analysis of spatio-temporal multidimensional time series, both of which employed a new pseudo distance. This pseudo distance is calculated using only two subspaces that are orthogonal complements with respect to each other and a partition number determined by eigenvalue decomposition of the variance-covariance matrix of the spatio-temporal multidimensional time series. The calculation process of not only this pseudo distance but also other previously proposed distances loses a large amount of information from the original spatio-temporal multidimensional time series. When a distance is determined, there exists a tradeoff relationship between sensitivity and robustness. The desired distance is sensitive to the features of interest and insensitive to the others. If one is interested in spatial patterns, this pseudo distance may be appropriate. In clustering, the grouping algorithm is also important. The Ward method, known with the Euclidean distance, is modified to fit the pseudo distance. Of the lost information, by the pseudo distance measure, the filtering can recover part of the temporal information. We also proposed a normalization method when there is a mathematical transform between data to be analyzed and the origin of the data. We hope that these methods will help the analysis of spatio-temporal multidimensional time series.
As an example, we applied the proposed methods to the analysis of MEG and/or EEG time series. The results indicated the effectiveness of those methods. Since the proposed methods do not require any a priori information, it will support studies by brain researchers from the hypothesis-free standpoint. In MEG and/or EEG analysis, inverse methods for estimating the location of current dipoles as the sources of MEG and/or EEG have been the mainstream to date. However, the proposed methods are categorized as noninverse methods. We also hope that in the analysis of MEG and/or EEG time series, the proposed methods will be beneficial as noninverse methods. The right-hand side term of (23) 
Finally, (23) is proved. Note that the following techniques are used in the above deformation. i) In (39) to (40), the underlined section of (39) is cyclically multiplied to the first product of the term. ii) In (40) to (41), the eigenvalue decomposition is performed for the underlined section of (40). iii) The underlined section of (41) is the identity matrix. iv) Equation (42) is the Frobenius norm by trace notation.
