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Introduction
Let Dn = {(xi, yi)| i = 1, .., n} ⊂ R
2, be a data sample of size n. Let Π = Perm(n)
denote the set of all permutation on the indices (1, .., n). Given pi = (pi1, .., pin) ∈ Π, let
pi(Dn) = {(xi, ypii)|i = 1, .., n} where the permutation pi acts on the y-coordinate alone, and
Π(Dn) = {pi(Dn)|pi ∈ Π}. Next, take Pearson’s correlation ρ and let ρpi = ρ(pi(Dn)) =
ρ(x, ypi) and ρΠ = {ρ(pi(Dn))|pi ∈ Π}.
Presented is an inductive formula for computing the exact moments of the distribution
of Pearson’s correlation over Π(Dn), denoted 〈ρ
k
Π〉, k ∈ N. These exact formulas for the mo-
ments open the door to the possibility of more precise and computationally efficient methods
of evaluating the p-value for a hypothesis test of Pearson’s correlation. We have carefully
reviewed the literature and are currently unaware of these findings being shown elsewhere.
General Inductive Formula for the kth moment
Given m non-zero positive integers n1 + ...+ nm = k, define
X
m,k
(n1,..,nm)
= n〈xnm〉Xm−1,k−nm(n1,...,nm−1) −
∑
j
X
m−1,k
(n1+nmδij ,...,nm−1+nmδ(m−1)j )
where δij is the standard delta function. Similarly define is Y
m,k
(n1,..,nm)
,
where X1,k(k) = n〈x
k〉 and Y 1,k(k) = n〈y
k〉.
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Then
〈ρkΠ〉 =
1
n!
∑
Π
[ ∑
i(xi − µx)(ypii − µy)√∑
k(xk − µx)
2
∑
j(ypij − µy)
2
]k
=
1
nkn!σkxσ
k
y
∑
Π
∑
ii,..,ik
(xi1 − µx)..(xik − µx)(ypiii − µy)...(ypiik − µy)
=
1
nkn!σkxσ
k
y
k∑
m=1
∑
n1+...+nm=k
(
k
n1, .., nm
)
∗
X
m,k
(n1,..,nm)
(n−m)!Y m,k(n1,..,nm) · hn,m
where
hn,m =
{
0 for n−m < 0
0 for n−m ≥ 1
and (
k
n1, . . . , nm
)
∗
=
1
d1!
· · ·
1
dr!
(
k
n1, . . . , nm
)
The multinomial coefficient has to be adjusted for degeneracy in the exponents (n1, ..., nm).
Partition the exponents (n1, .., nm) into subgroups, g1, .., gr, via the equivalence relation
ni ≡ nj ⇐⇒ ni = nj , and let di = |gi|. The multiplicity that arises from this degeneracy is
equal to d1! · · ·dr!, which is divided out of the multinomial coefficient as above.
The term hn,m is included for completeness. If there are fewer data points than the or-
der of the moment being computed then higher order terms begin to drop out as they are
no longer relevant.
As the formula presented can be validated numerically and the derivation does not add
anything to the application of these results, the derivation will be presented in future works.
Note: All the formulas in this paper assume that the standard deviation is computed as
σz =
1
n
∑
(zi − µz)
2,
a result of how sample correlations are computed,
ρ(x, y) =
∑
i(xi − µx)(yi − µy)√∑
k(xk − µx)
2
∑
j(yj − µy)
2
.
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Exact Formulas for k = 1, .., 5
From the induction formula every moment can be analytically determined. Below are the
exact formulas for the first five moments in terms of the easily computed moments of the data.
For ease of notion let σx =
√
〈x2〉, σy =
√
〈y2〉, χk = 〈x
k〉, νk = 〈y
k〉, and µk,j = 〈x
k〉〈yj〉.
The first five moments are as follows:
〈ρ1Π〉 = 0
〈ρ2Π〉 =
1
(n− 1)
〈ρ3Π〉 =
µ3,3
σ3xσ
3
y
[
1
n2
hn,1 +
3
n2(n− 1)
hn,2 +
4
n2(n− 1)(n− 2)
hn,3
]
〈ρ4Π〉 =
1
σ4xσ
4
y
[
µ4,4
n3
hn,1 +
4χ4ν4 + 3[n
2σ4x − nχ4][n
2σ4y − nν4]
n3(n− 1)
hn,2
+
6[2nχ4 − n
2σ4x][2nν4 − n
2σ4y ]
n5(n− 1)(n− 2)
hn,3 +
9[2nχ4 − n
2σ4x][2nν4 − n
2σ4y ]
n5(n− 1)(n− 2)(n− 3)
hn,4
]
〈ρ5Π〉 =
1
σ5xσ
5
y
[
µ5,5
n4
hn,1 + 5
µ5,5
n4(n− 1)
hn,2 + 10
[n2χ3χ2 − nχ5][n
2ν3ν2 − nν5]
n6(n− 1)
hn,2
+ 10
[2nχ5 − n
2χ3χ2][2nν5 − n
2ν3ν2]
n6(n− 1)(n− 2)
hn,3
+ 60
[nχ5 − n
2χ3χ2][nν5 − n
2ν3ν2]
n6(n− 1)(n− 2)
hn,3
+ 10
[6nχ5 − 5n
2χ3χ2][6nν5 − 5n
2ν3ν2]
n6(n− 1)(n− 2)(n− 3)
hn,4
+
16[6nχ5 − 5n
2χ3χ2][6nν5 − 5n
2ν3ν2]
n6(n− 1)(n− 2)(n− 3)(n− 4)
hn,5
]
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MSE of kth Moment
Sample Size 2 3 4 5
n = 3 1.20e−32 2.57e−32 3.99e−32 4.82e−32
n = 4 6.81e−33 2.46e−33 1.11e−32 3.18e−33
n = 5 6.06e−33 1.23e−33 5.75e−32 1.55e−33
n = 6 2.42e−32 8.99e−34 6.00e−33 4.37e−34
n = 7 1.31e−31 3.50e−33 1.78e−32 1.29e−33
n = 8 7.38e−31 1.05e−32 5.37e−32 3.17e−33
Table 1: Validation Error
Validation
While the exact formulas speak for themselves, we demonstrate for completeness sake the va-
lidity of these moments numerically for randomly generated datasets of sizes n = {3, . . . , 8}
over 100 trials at each size. For all derived moments above, we compare them with the
actual moments as computed directly from Π(Dn), which we are able to compute in the case
of small datasets. Beyond n = 8, the computational cost to compute the moments directly
from Π(Dn) becomes onerous and does not add anything more to the discussion.
The mean squared error was computed as:
1
Ntrials
∑(
〈ρk〉Π(Dn) − 〈ρ
k〉exact
)2
Validation was done in MATLAB using double-precision floating point operations. Table 1
clearly shows that all of the errors are well within machine error.
Application: Moment-Derived Testing for p-value
One direct application of these exact moments presented herein is towards the development
of a more accurate and computationally efficient estimation method of p-value of Pearson’s
correlation, as compared with existing approximation methods and permutation testing al-
gorithms.
The theoretical problem of approximating the cumulative distribution function given a fixed
set of moments has been explored fairly thoroughly[2][3]. Since the distribution of all per-
mutations of the Pearson’s Correlation is on a fixed interval [−1, 1], the uniqueness of this
distribution from the moments is related to the Hausdorff Moment Problem, a topic for
further investigation[1].
Using such methods of estimation, one can obtain a valid approximation of the CDF with
sufficiently less effort, especially since the distribution itself has no known tractable closed-
form solution, while the moments are relatively inexpensive to obtain, depending on the
4
moments of the data alone. Given a sufficient number of moments for Pearson’s correlation
over the permutations of the data, one can estimate the distribution of Pearson’s correla-
tion over the set of permutations to any desired degree of accuracy. Such an analysis could
potentially be more efficient, certainly more efficient than computing all the permutations
of the correlation coefficient. We posit that such a method exists for determining a direct
p-value estimate and is a topic to be present in a separate paper.
Conclusion
On a final note, for free we obtain exact formulas for the moments for the distribution of
Spearman’s correlation over permutations of data. Converting x and y to their rank or
partial rank ordering and inputting these into the formulas for the moments of Pearson’s
correlation gives the exact moments of Spearman’s correlation. It should be noted that as
Spearman’s correlation is independent of the exact form of the data, the moments being
a function of n alone, the moments of Spearman’s correlation Π(Dn) can be tabulated for
computing its p-value with a moment approximation to any desired level of accuracy with
minimal numerical cost.
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