Introduction
Structural optimisation has been intensively studied and successfully used in some industrial communities. Structural optimisation is classified into sizing, shape and topology optimisation (Bendsøe and Kikuchi, 1988) . The topology optimisation is considered to be the most powerful design method among them since it can design not only the shape but also the topology of devices, which means that the obtained optimum configuration by the topology optimisation is less affected by estimated initial configurations.
The topology optimisation method converts original optimisation problems into material distribution problems in a fixed design domain. To this end, the characteristic function is usually employed to distinguish material regions from non-material regions. This causes, however, instability problems such as checkerboard patterns. To resolve the instability problems, some regularisation methods such as the homogenisation design method (Bendsøe and Kicuchi, 1988) , solid isotropic material with penalisation (SIMP) method (Bendsøe, 1995) are proposed. However, they usually give an "intermediate material", which is neither material nor non-material domain. The intermediate material cannot be manufactured as is. Furthermore, configurations whose intermediate domain is replaced with either material or non-material domain are sometimes far from "optimum" configurations. In the topology optimisation, it is quite important to obtain material configurations with clear boundary.
Another possibility to represent the material distribution is to use the level set function (Osher and Sethian, 1988, Sethian and Wiegmann, 2000) . Since zero contours of the level set function correspond to the boundaries of the material domain, the level set-based topology optimisation is free from the intermediate material. The level set-based topology optimisation, however, can suffer from the instability problems, i.e., too complicated material configuration with small materials which cannot be manufactured may be obtained. To resolve the instability problems, Wei and Wang, 2009 and Yamada et al, 2010 proposed level set-based topology optimisation methods with regularisation techniques. Both methods provide smoothness to the level set function. To this end, Wei and Wang used the gradients, and Yamada et al. used the curvature of the level set function as a regularisation term. Yamada et al. also pointed out that the complexity of optimal configurations can be controled by the coefficient of the regularisation term. So far, the level set-based topology optimisations have been successfully applied to minimum mean compliance problems (Yamada et al. 2010 ), thermal problems (Yamada et al. 2011 ) and so on.
However, an application of the topology optimisations to wave problems is, so far, limited. This is partly because most topology optimisation methods utilise the finite element method (FEM) as a solver for boundary value problems involved in the optimisation process. When the FEM is utilised to solve wave scattering problems in an unbounded domain, the unbounded domain is approximated with a large one, which leads to unexpected large scale problems. Also, artificial boundary condition, such as perfect matched layer (PML) (Turkel, 1998) , is required to let the numerical solutions satisfy the radiation condition. As an attempt to solve a topology optimisation problem in the unbounded domain for wave devices, we can mention the work by Andkjaer, 2012 . They have solved a topology optimisation problem for optical cloaks in two-dimensional domain. However, it is obvious that their method cannot be applied to three-dimensional problems as is since the FEM is used in the sensitivity analysis. On the other hand, when the boundary element method (BEM) is used to solve wave scattering problems, only the boundary of the domain is required to be discretised, which means that the number of elements can be considerably reduced. Also, the numerical solutions with the BEM automatically satisfy the radiation condition, which means that no artificial boundary condition is required to deal with the unbounded domain. We can find publications for optimisation methods with the BEM such as Abe et al., 2010 and Du and Olhoff, 2010 . In the first one, they have solved a two-dimensional shape optimisation problem by the BEM to design a sound barrier. In the second one, they have solved a topology optimisation problem for a noise reduction device from vibrating structures. They have used an approximated boundary integral formulation for high frequency problems to reduce the computational cost for the boundary element analysis. Both methods utilise a naive BEM whose computational cost is O(N 2 ), where N is the degrees of freedom, which is too expensive to be applied to realistic scale problems. To reduce the computational cost, so called fast BEMs, such as the fast multipole boundary element method (FMBEM) whose computational cost scales as O(N) or O(N log α N), where α = 1 or 2, are required.
In this paper, we propose a new level set-based topology optimisation method for three-dimensional sound wave scattering problems with the FMBEM. We show that the proposed method can find a configuration of scatterers with clear boundaries which can considerably reduce the objective function. In order to investigate the computational efficiency of the proposed method, we compare the computational time for the proposed method with that for a conventional BEM. It will be realised that the computational cost for the conventional BEM, without any acceleration techniques, is too expensive to be applied to three-dimensional topology optimisation problems. This paper is organised as follows. In Section 2, a rigorous derivation of the topological derivative, which characterises the sensitivity of the objective function when an infinitely small spherical object appears, using spherical functions is presented. It is shown that an evaluation of the topological derivative for our problem is reduced to solve two boundary value problems of three dimensional Helmholtz' equation, one of which is called a forward problem and the other one is an adjoint problem. In Section 3, we present a formulation of the FMBEM for three dimensional acoustics, which is utilised to evaluate the topological derivative. In Section 4, we state a general optimisation problem for three dimensional acoustics. Also, a detailed algorithm to solve the optimisation problem with the level set method is presented. After showing numerical examples which verify the efficiency of the proposed method in Section 4, we summarise this paper and discuss future directions in Section 5.
Throughout the paper, mathematical formulations are expressed using Einstein's summation convention. Also, f , j denotes j-th component of the gradient of the function f .
Topological derivative
In this section, we evaluate the "topological derivative" (Novotony et al, 2003) of the following objective functional J:
where Ω is either bounded or unbounded open domain in R 3 whose boundary is Γ, f and g are arbitrary real functionals of complex function(s). H Ω ′ (x) is the Heaviside function defined as follows:
where Ω ′ is a subset of Ω. Also, u and q are the functions which appear in the following boundary value problem:
where k is the wave number, Γ u and Γ q are parts of the boundary Γ such that
and u 0 and q 0 are functions given on Γ u and Γ q , respectively. Furthermore, the radiation condition is required for the scattered field when Ω is unbounded. We are interested in finding the perturbation of J when an infinitesimal spherical rigid body with radius ε is created in Ω as shown in Fig. 1 . The small rigid inclusion and its boundary are denoted as Ω ε and Γ ε , respectively. Let us assume A small spherical inclusion appears that u, q and J become u + δu, q + δq and J + δJ, respectively, when the small inclusion Ω ε is created. Note that u + δu is governed by the following boundary value problem:
Also, the radiation condition for scattered fields is imposed if it is necessary. Note that Eq. (11) is imposed because Ω ε is assumed to be rigid. By subtracting the boundary value problem for u (Eqs. (3)- (5)) from that for u + δu (Eqs. (8)- (11)), we obtain the boundary value problem for δu as follows: Also, the radiation condition for δu is required. Since f and g are real functionals of complex function(s), it is natural to evaluate the perturbation of the objective functional δJ as follows:
where v R (v I ) are the real (imaginary) part of the function v. v is u, δu, q or δq. Let us introduce the "adjoint variable" λ which is governed by the following boundary value problem:
Also, the radiation condition is required for λ when Ω is unbounded. For λ and δu, the following reciprocal theorem in Ω \ Ω ε holds:
Using Eqs. (13), (14), (15), (19) and (20), Eq. (21) can be rewritten as follows:
To obtain Eq. (22), we have assumed Ω ε ∩ Ω ′ = ∅ in order to ensure not to put a rigid scatterer in Ω ′ where the objective function is defined. With Eq. (22), Eq. (17) can be rewritten as follows:
To evaluate the first term in the square bracket in Eq.(23), we evaluate δu on Γ ε which is governed by the boundary value problem (12)-(15). Since we are interested in the asymptotic behavior of δu as ε → 0, the boundary value problem can be approximated with the following one:
Again, the radiation condition for δu is required. In Eq. (25), x 0 is the centre of the sphere Ω ε . The solution of the above boundary value problem can be written in terms of spherical functions as follows:
where a m n is a complex coefficient, h
n is the spherical Hankel function of first kind and n th order, (r, θ, ϕ) is the polar coordinate of x − x 0 . Also, Y m n is the spherical harmonics defined as follows:
where P m n is the associated Legendre function. From Eq. (25), the coefficient a m n can be determined as follows:
where i is the imaginary unit. Also, h ′ 1 (kε) is defined as follows:
By substituting Eqs. (28)- (31) into Eq. (26), we obtain the following asymptotic expansion of δu| Γ ε as ε → 0:
With these observations, we can evaluate the first term in the square bracket in Eq. (23) as follows:
The second term in the square bracket in Eq. (23) can easily be evaluated as follows:
With Eqs. (36) and (39), δJ is evaluated as follows:
Now, we can evaluate the "Topological derivative" T which is defined as follows:
where v(x) is a monotonically increasing function for x > 0 which is considered here as v(x) = 4πx 3 3 . The topological derivative for our problem is evaluated as follows:
Note that a similar derivation of the topological derivative can be found in Bonnet and Nemitz, 2007 . They have derived the topological derivative for the objective function defined only on boundaries, i.e., they have assumed f = 0 in Eq. (1). In this sense, the proposed formulation is an extension of theirs. Also, they have derived the asymptotic behavior of δu in Eq. (34) using a integral representation, which is variant from our derivation with spherical functions.
Although the boundary condition on Γ ε is assumed to be homogeneous Neumann boundary condition in this paper, it is possible to consider other boundary conditions, such as Dirichlet or Robin boundary condition, on Γ ε . We may address this issue in our future publications.
Fast multipole boundary element method
To evaluate λ and u in Eq. (42), we utilise the fast multipole boundary element method (FMBEM). In this section, we give an outline of the formulation of the FMBEM. The reader is referred to the original papers, for example, Rokhlin, 1990 and Nishimura, 2004. When the boundary is smooth the boundary integral equations which are equivalent to the boundary value problem for u are as follows: where G is the fundamental solution of three-dimensional Helmholtz' equation which has the following expression:
The fast multipole method (FMM) is a fast method to calculate the integrals which appear in the boundary integral equations (43). Hence, we usually use iterative methods such as GMRES and BiCG (Saad, 2003) to solve linear equations Ax = b which are obtained as discretised integral equations (43) since these iterative solvers include the computation of Ax. In FMM for wave problems in frequency domain, there are two kinds of expansions of the integral kernels as follows:
• FMM based on the series expansion of the fundamental solutions (low frequency FMM)
• FMM based on the diagonal form for high frequency problems (Rokhlin, 1985) We here use the low frequency FMM in this study since most of sound problems of interest can appropriately be solved with this formulation. We henceforth state the formulation of the low frequency FMM for acoustics in 3D. The fundamental solution in Eq. (44) can be expanded into the following form:
where we have assumed
This expansion is known as Gegenbauer's addition theorem (Abramowitz, et al., 1964) . Also, the functions I m n and O m n denote entire solutions of Helmholtz' equation and radiating solutions of Helmholtz' equation which are singular at the origin, respectively.
We are now interested in computing the following integral V(x):
where S is the subset of the boundary Γ which is far from the observation point x. V(x) is an integral which appears in the boundary integral equations (43 
where M m n is the multipole moment defined as follows:
For any point X such that | − − → Y X| > | − → Xx|, Eq. (47) can be further expanded into the following form (the local expansion):
where L m n is the coefficient of the local expansion defined as follows (M2L formula):
where T m,m ′ n,n ′ is the coefficient of the M2L formula. For an explicit expression of the coefficient can be found, for example, in the book by Gumerov and Duraiswami, 2005 .
The FMM algorithm requires us to shift the origin of the multipole moment and the coefficient of the local expansion from the point X(Y) to X ′ (Y ′ ). This can be achieved by expanding I m n in Eqs. (48) and (49) as follows:
where U m,m ′ n,n ′ is the coefficient of the translation formulae. For an explicit expression of the coefficient can be found, for example, in the book by Gumerov and Duraiswami, 2005. In the implementation of FMM, an oct-tree structure is introduced to define S (a set of "far elements" for each observation point) in Eq. (46) 
Note that, also in the evaluation of the integrals in Eqs. (53) and (54), the FMM can be used. λ and λ , j can be evaluated in the same way.
Topology optimisation with the level set method
In this section, we present an algorithm of the topology optimisation with the topological derivative (Eq. (42)). Our optimisation problem is defined as follows:
• Find a shape and topology of Ω which (locally) minimise the objective functional (Eq. (1)).
• u in Eq. (1) satisfies the boundary value problem of the three-dimensional Helmholtz' equation in Ω which is defined as Eqs. (3), (4), (5) and the radiation condition.
• Rigid inclusions R 3 \ Ω can exist in the preset fixed design domain D (see Fig. 2 ).
Note that Ω ⊃ D where the boundary value problem for u is defined can be unbounded though the fixed design domain D is bounded. This means that a numerical method which can deal with the unbounded domain should be used to evaluate u when Ω is unbounded. In optimisation process, the shape of Ω is required to be expressed accurately. To this end, we here utilise the level set method (Osher and Sethian, 1988, Sethian and Wiegmann, 2000) . The level set method utilised in this paper is the one proposed in Yamada et al, 2010 . In this section, we give an outline of the method. The reader is referred to Yamada et al, 2010 for further details. The level set function is a scaler function defined in the fixed design domain D whose zero contour corresponds to the boundary Γ. In this study, the level set function ϕ is defined as follows:
With the level set function, the optimisation problem is converted to a problem to find an optimum distribution of the level set function. We explore the optimum distribution of ϕ using the topological derivative T in Eq. (42) from an initial distribution ϕ 0 . In the case of minimisation, ϕ can be updated, for example, by the following formula:
where t is a fictitious time, and K > 0 is a constant. Eq. (58) indicates that the level set function is manipulated to set a rigid scatterer at x when the topological derivative T is negative at the point x. In the case of maxmisation, −K in Eq. (58) is replaced by K. Also a boundary condition for the level set function is introduced to limit the rigid scatterer in the fixed design domain D as follows:
where c is a negative constant. A solution ϕ of Eqs. (58)- (60) can be discontinuous almost everywhere in the fixed design domain D which leads to too complicated shape of Ω to fabricate. To remove the discontinuity of ϕ, we replace Eq. (58) by the following one:
The second term in RHS of Eq. (61) indicates that the level set function is manipulated by the curvature of itself, i.e., when ϕ is be concave up (down) in the neighborhood of x, ϕ(x) is increased (decreased). τ > 0 in Eq. (61) is a regularisation parameter which controls the smoothness of ϕ. In summary, an optimum distribution of ϕ is obtained as the solution of the initial boundary value problem (Eqs. (61), (60), (59)). Since this initial boundary value problem is defined in the bounded domain D, it can be solved by a domaintype solver such as finite element method and finite difference method. We here utilise the finite element method. The algorithm of the proposed topology optimisation is summarised as follows:
( 1 ) The fixed design domain D is divided into finite elements.
( 2 ) An initial distribution of the level set function ϕ 0 is given on nodes of the finite elements.
( 3 ) Boundary elements are generated from the distribution of ϕ. For detail of the boundary mesh generation, the reader is referred to Shichi, et. al, 2012 .
( 4 ) The forward boundary value problem in Eqs. (3)- (5) 
The adjoint boundary value problem in Eqs. (18)- (20) is solved by the FMBEM. 
Numerical experiments
In this section, we present some numerical results, which verify the applicability of the proposed topology optimisation method with the level set method and the FMBEM. We first state the settings of the numerical experiments to follow (Fig. 3) . • The objective function is the following one: where observation points x obs m are set to be (1.25, 1.25, 5.0), (1.25, 1.25, −2.5) and 20 points on the circles whose centre are these points and radius is 1.0. The circles are parallel to x 1 x 2 plane (Fig. 3) . Note that Eq. (62) is obtained by setting f and g in Eq.
(1) as follows (see also Appendix):
In other words, we here consider the minimisation of sound norm on x obs m . Minimising the objective function gives us a sound barrier which can reduce sound noises on the preset points.
•
, which is divided into 3375000 (= 150 3 ) finite elements (voxels). With this setting, the length of the side of the volxels is ∆x ≃ 0.0167.
• Initial configuration of the scatterer is a sphere whose centre and radius is (1.25, 1.25, 1.25) and 0.25, respectively. On the boundary of the sphere, either homogeneous Dirichlet or homogeneous Neumann boundary condition is imposed. The surface of the initial sphere is divided into 8122 boundary elements.
• Sound sources are set on (5.0, 1.25, 1.25) and (−2.5, 1.25, 1.25). Intensity and wave number of the sources are set to be 70 and 2π, respectively.
• λ and u in Eq. (42) are calculated by the FMBEM described in Section 3. In the discretisation of the boundary integral equation, we used the collocation method with locally constant elements.
• The algebraic equation from the boundary integral equation is preconditioned by Calderon's preconditioning (Isakari, et al., 2013) .
With these settings, we first calculate the topological derivative in Eq. (42) on the points along x 1 = x 2 = 1.25. This is for the purpose of the validation of Eq. (42). As a reference solution, we calculated the "topological difference D". The topological difference D is calculated as follows:
( 1 ) The objective function is calculated for the initial configuration of Ω. The calculated objective function is denoted as J Ω .
( 2 ) A small spherical rigid scatterer Ω ε with radius ε is introduced in Ω.
( 3 ) The objective function is calculated for Ω \ Ω ε . The calculated objective function is denoted as J Ω\Ω ε .
( 4 ) The topological difference D is calculated as follows:
Note that the topological difference D is a function of the centre of Ω ε . We have assumed that an initial scatterer is either rigid or sound-soft, i.e., for the rigid (sound-soft) material, the boundary condition on Γ is set to be the homogeneous Neumann (Dirichlet) boundary condition. For the calculation of J Ω and J Ω\Ω ε in Eq. (65), Γ and Γ ε are divided into 19,584 and 18,000 boundary elements, respectively, which seem to be over refined. This is necessary to avoid a cancellation of significant digits in the calculation of the numerator in Eq. (65) since the perturbation of the objective function is tiny. Figures 4 show the topological derivative T and the topological difference D. The agreement is satisfactory. The absence of symbols in 1.0 ≤ x 3 ≤ 1.5 is because the topological derivative is not defined in the scatterer. We next discuss the influence of ε used in the evaluation of the topological difference. Table 1 shows the averages of relative ℓ 2 -errors for the topological difference for various ε. For this table, a rigid scatterer is used. From the table, we conclude that the topological difference should be evaluated by as small as possible ε. This is reasonable since the topological derivative is the limit of the topological difference as ε goes zero. Note that the topological difference is not used in the optimisation example to follow. The difference is calculated just for the verification of the topological derivative. We next show an optimisation result. In this example, the homogeneous Neumann boundary condition is applied to all boundaries, i.e, Γ u in Eq. (4) is set to be ∅, and q 0 in Eq. (5) is set to be 0. In other words, we here consider scattering by rigid scatterer(s). In the optimisation, we have used the regularisation parameter in Eq. (61) as τ = 2.5 2 × 10 −4 .
The temporal derivative in Eq. (58) is approximated with finite difference with time increment ∆t = 0.005. With these settings, the approximated solution for Eq. (58) is stable since the diffusion number ) Ω is assumed to be sound soft. Note that, in both cases, Ω ε is assumed to be rigid.
scatterers appear in intervals with half wave length. This is because interference of incident and scattered waves gives the minimisation of the objective function. This can be confirmed also in Figs. 8, which are plots of |u| for the optimum configurations in planes x 1 = 1.25 and x 2 = 1.25. In Figs. 8, reduction of |u| around observation points is also confirmed. With these observations, we conclude that the proposed topology optimisation with the FMBEM and the level set method is successfully implemented. Note that for step n > 8, the surface of the scatterers seem to be rough. This is partly because, for scatterers with the complicated shape, the accuracy of the topological derivative, which involves surface integrals with a O(1/r 2 ) kernel for small r, is relatively declined. In our future publication, we may address an improvement of the accuracy of the evaluation of the topological derivative with regularisation methods and/or higher order boundary elements. We next discuss the timing. The numerical example was run on a workstation with Intel Xeon processor E5-4650@2.70GHz. The code is OpenMP parallelised and 32 threads are used. We have measured the computational time for the first optimisation step, which includes BEM analysis for the forward problem, BEM analysis for the adjoint problem, evaluation of the topological derivative. The computational time with a conventional BEM was 10, 493 sec while that with the proposed FMBEM was 173 sec. Also, the computational cost grows up as the optimisation step goes. This is because the number of the boundary elements N increases as the step goes. The computational cost for the conventional BEM scales as O(N 2 ) while that for the FMBEM as O(N) or O(N log α N), where α = 1 or 2. With these observations, it is concluded that the optimisation with the BEM, especially in 3D, cannot be performed without an acceleration technique. Also note that this optimisation is difficult to be solved with conventional FEM-based topology optimisation methods because of the computational cost. When we use the FEM-based topology optimisation to solve this problem, we have to approximate the infinite domain with a large one with artificial boundaries such as PML. Also, both the fixed design domain and the points where the objective function is defined are required to be covered by the analytical domain.
Conclusion
We have proposed a level set-based topology optimisation for three-dimensional acoustics with the fast multipole boundary element method. We have derived the topological derivative when an infinitesimal spherical rigid body appears using spherical functions. We have confirmed that the obtained topological derivative can be evaluated by the FMBEM accurately. Using the topological derivative, an optimisation method, which involves generation of boundary element meshes every time when the level set function is updated, is successfully implemented. Through the numerical examples, it is concluded that the optimisation with the BEM, especially in 3D, cannot be performed without an acceleration technique.
In our future publications, we plan to investigate further applications and enhancements of the level set-based topology optimisation with fast BEMs such as the following:
• Applications of the proposed method to design problem for acoustic devices such as a sound absorbing wall, a soundproof room, etc. Step Fig. 5 Convergence history of the objective function. • Topological sensitivity analysis for other types of boundary condition on the surface of infinitesimal scatterer.
• Topology optimisation methods for wave scattering problems, including elastic and electromagnetic waves.
• Topology optimisation methods with higher order and/or regularised boundary element methods.
• Topology optimisation methods with fast direct BEMs, which enables us to solve the forward and adjoint problems at the same time.
• Validation of the optimum result with the result from experiments and/or other numerical approaches. 
