Abstract-It is well known that frequency response masking (FRM) FIR digital filters can be designed to exhibit very sharp-transition bands at the cost of slightly larger filter lengths as compared to the conventional FIR digital filters. The FRM FIR digital filters permit efficient hardware implementations due to an inherently large number of zerovalued multiplier coefficients in their transfer functions. The hardware complexity of these FIR digital filters can be further reduced by employing computationally efficient number systems for the representation of the constituent non-zerovalued multiplier coefficients. This paper presents a novel genetic algorithm for the design and discrete optimization of FRM FIR digital filters over the conventional canonical signed-digit (CSD) as well as the emerging double base number system (DBNS) multiplier coefficient spaces. This genetic algorithm is based on a pair of indexed look-up tables (LUTs) of permissible CSD/DBNS numbers whose indices form a closed set under the genetic algorithm operations of crossover and mutation. The CSD/DBNS values themselves permit pre-specified wordlengths and pre-specified number of non-zero bits. The salient feature of the proposed genetic algorithm is that it automatically leads to legitimate CSD/DBNS multiplier coefficients without any recourse to gene repair during optimization. The main features of the proposed genetic algorithm are demonstrated through its application to the design of a pair of lowpass and bandpass FRM FIR digital filters.
I. INTRODUCTION
A vast body of literature exists for the design of computationally efficient FIR digital filters [1] - [3] and their corresponding hardware implementations [4] , [5] . In many practical applications, such as audio signal processing, FIR digital filters with sharp transition bands are required [6] , [7] . Since the length of a FIR digital filter is inversely proportional to its transition bandwidth [2] , [8] , FIR digital filters with sharp transition bands lead to high computational complexity. Consequently, the resulting FIR digital filters occupy large chip areas and consume high amounts of power in their VLSI hardware implementations. In general, the multiplication operation is the most cost-intensive part in the VLSI hardware implementation. Therefore, there is every incentive to reduce the number of multiplication operations in the FIR digital filter realization.
The frequency response masking (FRM) FIR digital filter design technique employs lower order digital subfilters with gradual transition bands in such a manner as to realize very sharp transition bands in the overall FIR digital filter. The resulting FRM FIR digital filters turn out to have an inherently large number of zero-valued multiplier coefficients, leading to a substantial reduction in the computational complexity of the resulting FIR digital filter [3] . The constituent digital subfilters are designed by using popular FIR digital filter design techniques such as the Parks-McClellan approach [1] . A further reduction in the corresponding hardware complexity of the FRM digital filters can be achieved by constraining the multiplier coefficients values to conform to computationally-efficient number systems such as the signed power-of-two (SPT) system [9] . This number system permits the representation of the multiplier coefficients having only a few nonzero bits within the coefficient wordlength, permitting the decomposition of the multiplication operation into a finite series of shift and add operations.
FIR digital filters incorporating SPT multiplier coefficient representation are commonly referred to as "multiplierless" digital filters [9] . However, since the SPT representation of a given number is non-unique, it gives rise to redundancy in the multiplier coefficient representation. This redundancy can adversely affect the corresponding computational complexity due to repetitive recourse to compare operations.
The canonical signed-digit (CSD) and canonical DBNS (CDBNS) form a pair of practical special cases of the SPT number system which circumvent the above redundancy problem by limiting the number of non-zero bits in the number representation. If used in combination with subexpression sharing and elimination, the CSD/CDBNS multiplier coefficient representations can lead to substantial reduction in the cost of the VLSI hardware implementation of the FIR digital filters [5] , [10] .
In the case of CSD number system, no two (or more) non-zero bits can appear consecutively in the representation of the multiplier coefficients, reducing the maximum number of non-zero bits by a factor of two in terms of shift and add operations [11] . The DBNS number systems, on the other hand, employ two orthogonal bases for a sparse two-dimensional multiplier coefficient representation [12] .
One can distinguish between two different techniques for the optimization of FIR digital filters, namely, gradient-based and discrete optimization approaches. During the past few decades, a number of practical techniques have been developed for the gradient-based optimization of FIR digital filters. In [13] , an integer programming technique was developed for the corresponding optimization over the SPT multiplier coefficient space. This approach is not suitable for the optimization of FRM FIR digital filters, mainly due to the fact that it optimizes the constituent digital subfilters separately, giving rise to suboptimality. An optimization technique based on Remez Exchange algorithm may provide a speed advantage over the linear programming approach. However, it too suffers from a similar sub-optimality problem [14] . In [15] , an alternative approach based on the unconstrained weighted least-squares criterion was developed for the simultaneous optimizations of the digital subfilters constituent in the FRM digital filter proper. Non-convex optimization approaches such as semi-definite programming and secondorder cone programming have also been applied to the optimization of FRM digital filters [16] , [17] . However, these techniques involve a large number of constraints that adversely effect the computational efficiency of the optimization.
Genetic algorithms (GAs) have emerged as promising candidates for the design and discrete optimization of FIR digital filters, particularly due to the fact that they are capable of automatically finding near-optimum solutions while keeping the computational complexity of the algorithm at moderate levels. They allow a robust search of the solution space through a parallel search in all directions without recourse to gradient information [18] .
In this paper, a novel GA is developed for the design and optimization of FRM FIR digital filters over the CSD [19] and the CDBNS [20] multiplier coefficient spaces. This paper is organized as follows: Section II presents an overview of FRM FIR digital filter design approach. Section III is concerned with a brief discussion of the CSD and CDBNS number systems. section IV gives a general overview of GAs. Section V presents a GA for the optimization of finite-precision FRM FIR digital filters. Section VI illustrates the proposed GA optimization through its application to the design of a lowpass and a bandpass FRM FIR digital filter over the CSD and CDBNS multiplier coefficient spaces. Finally, Section VII summarizes the main conclusions of the paper. 
II. OVERVIEW OF FRM FIR DIGITAL FILTER DESIGN APPROACH
The magnitude frequency response of the complementary digital filter H b (z) is shown in Fig. 2 . The desired FRM FIR digital filter transfer function H(z) can be realized in terms of H a (z) and H b (z) in accordance with
where approach [1] ) results in a digital filter having infiniteprecision multiplier coefficient values. In an actual hardware implementation of the digital filter, the infiniteprecision multiplier coefficient values are replaced by their (fixed or floating-point) finite-precision counterparts. This paper is concerned with fixed-point multiplier coefficient representations employing CSD/DBNS number systems.
A. CSD Representation
The CSD number system is a special case of the SPT system, but it leads to a unique representation of the given number. In the case of FRM FIR digital filters, the infinite-precision multiplier coefficient values x j can be approximated to their fixed radix-point CSD counterpartŝ x j in accordance witĥ
where W represents a pre-specified word-length, where w represents a pre-specified maximum number of non-zero bits, and where the integer R represents a radix-point in the range 0 < R < W . Due to the following constraints
in the CSD number system, the finite-precision multiplier coefficient valuesx j may have very sparse representations, lending themselves to shift and add hardware implementations.
B. CDBNS Representation
In the case of the DBNS number system, the infiniteprecision multiplier coefficient values x j can be approximated to their fixed-point DBNS counterpartsx j in accordance withx
where d k l ∈ {0, 1}, and where k and l are non-negative and independent integers [12] . In this way, when l is zero, the DBNS representation reduces to the binary representation. In general, a given number can have many DBNS representations, but not all of the representations are efficient in terms of the total number of non-zero bits. Thus, the objective is to find a DBNS representation that has the least number of non-zero bits. The resulting representation is referred to as the canonical DBNS (CDBNS) representation. By using the greedy algorithm in [12] , one may or may not be able to find the CDBNS representation for a given number. However, this algorithm will find a representation that is close to the CDBNS system. This leads to a near-canonic DBNS (NCDBNS) representation [12] . In this paper, the CDBNS numbers are assumed to have only one non-zero bit, bypassing the need for the aforementioned greedy algorithm altogether. A direct approximation of multiplier coefficient values to their (finite-precision) CSD/DBNS counterparts leads to a FRM FIR digital filter that may no longer satisfy the given design specifications. However, the resulting FIR digital filter can be used as a seed digital filter in the GA to obtain a corresponding finite-precision FRM FIR digital filter which meets the desired design specifications.
IV. GENETIC ALGORITHMS
GAs are optimization techniques that are based on the natural selection and reproduction processes [22] . In general, GAs proceed in the following step-by-step manner [18] :
• Initialization: A seed chromosome is formed by concatenating the design variables converted into bitstrings. Subsequently, an initial population pool is generated by randomly complementing bits in the seed chromosome.
• Evaluation: Each chromosome in the population pool is evaluated against a fitness function and subsequently ranked.
• Main optimization cycle:
1) Generation of a Mating Pool: A mating pool is generated by selecting the best-ranking chromosomes for reproduction. In addition, a few low-fitness chromosomes are also included in the mating pool to promote diversity. 2) Reproduction: The next-generation population pool is generated by mating parent-pair chromosomes in the mating pool using genetic operations of crossover and mutation. The crossover operation causes the reproduction of new candidate chromosomes from existing ones. Mutation, on the other hand, is generally a background operation searching for other possible candidate chromosomes. 3) Each offspring chromosome is evaluated against the fitness function and ranked. The resulting next-generation population pool usually consists of the best performing offspring chromosomes. The above main optimization cycle is repeated until an acceptable solution is found.
The main differences [18] , [22] between GAs and the conventional optimization techniques are:
• GAs do not require any gradient information to perform the optimization.
• GAs manipulate the design variables at the bit level rather than a direct manipulation of the variables themselves.
• GAs can perform a parallel search using a population of potential candidate chromosomes (derived by perturbing bits in a seed chromosome), making them very effective in finding optimum solutions to complex, multi-modal optimization problems. Due to their inherent parallel search nature, GAs allow evaluation of many local optima, and can potentially find the global optimum. The parallel search capabilities are made possible by crossover and mutation operations.
V. THE PROPOSED GA OPTIMIZATION OF FRM FIR DIGITAL FILTERS
In the conventional optimization of FIR digital filters using GAs, the constituent multiplier coefficient values are replaced by their binary representations, and the resulting representations are concatenated to form a seed chromosome. The remaining members of the population pool are generated by complementing randomly selected bits in the seed chromosome. However, in the cases of CSD/CDBNS multiplier coefficient representations, complementing the selected bits in the seed chromosome may result in a chromosome which may no longer conform to the CSD/CDBNS number system 2 . In this paper, this problem is avoided altogether by generating a pair of indexed look-up tables (LUTs) of permissible CSD and CDBNS multiplier coefficient values in such a manner that the respective set of indices are closed under any GA operation (including the operation of complementing bits). In this way, the seed chromosome is formed by concatenating the binary representation of the CSD/CDBNS multiplier coefficient value indices (as opposed to the multiplier coefficient values themselves). Consequently, the seed chromosome will always result in chromosomes which conform to the original CSD/DBNS number systems.
The proposed GA for the optimization of FRM FIR digital filters over the CSD/CDBNS multiplier coefficient spaces is presented in the following.
A. Construction of CSD/CDBNS seed FRM FIR Digital Filter
The GA optimization of the FRM FIR digital filter H (z) is conducted in terms of the multiplier coefficient values of the digital subfilters H a (z), H ma (z) and H mb (z). As before, the resulting CSD/CDBNS multiplier coefficient values are constrained to have a maximum of w non-zero bits within their wordlengths of W bits.
The initial CSD/CDBNS seed FRM FIR digital filter is obtained by approximating the multiplier coefficient values of a corresponding infinite-precision FRM FIR digital filter to their CSD/DBNS counterparts by using the above LUTs, where the infinite-precision multiplier coefficients themselves are generated by applying a conventional optimization technique (e.g. the Parks-Mclellan approach) to the digital subfilters H a (z), H ma (z) and H mb (z).
The generation of the proposed CSD and CDBNS LUTs is discussed next.
1) Generation of the CSD LUT:
The CSD LUT is a two-column Having constructed the above indexed CSD LUT, the infinite-precision multiplier coefficient values are approximated to their nearest CSD counterparts in the LUT. Then, the indices of the CSD multiplier coefficient values are converted to their B-bit binary strings and concatenated to form the desired seed CSD FRM FIR digital filter chromosome.
2) Generation of the CDBNS LUT:
The CDBNS LUT is generated in much the same way as the CSD LUT, except that the CDBNS LUT consists of five columns, including the base 2 exponent, the base 3 exponent, the decimal equivalent of the CDBNS multiplier coefficient value, and the sign bit, in addition to the index column. The permissible CDBNS multiplier coefficient values are generated to lie in the range {−2 n 3 m , 2 n 3 m }, where the integer exponents n and m are chosen such that 2 n 3 m > c p . The length of the resulting CDBNS LUT is (2n + 1)× m, which is trimmed to a size of 2 B (again, in order to form a closed set of indices under the GA operations).
In the same way as before, the infinite-precision multiplier coefficient values are approximated to their nearest CDBNS counterparts in the LUT, and the indices of the resulting CDBNS values are converted to B-bit strings and concatenated to form the desired seed chromosome.
B. Generation of the Initial Population Pool
By manipulating the resulting seed FRM FIR digital filter chromosome, a population pool of N chromosomes is generated. This manipulation involves the scanning of the seed chromosome B bits (i.e. one index) at a time, and by complementing the b th bit (with 1 ≤ b ≤ B) randomly in accordance with the probabilistic relationship p F × 0.5 B+1−b , where p F is a fixed probability factor.
C. Fitness Evaluation
The fitness value of each of the N FRM FIR digital filter chromosomes is evaluated in accordance with
where
with Ω p representing the passband frequency region(s), and where
with Ω s representing the stopband frequency region(s).
Here, W p and W s are passband and stopband weighting factors, and C is a constant chosen so as to render the f itness value in Eqn. 6 non-negative. In this way, the chromosomes in the population pool are ranked and sorted based on their fitness values. In the event that the resulting population pool does not contain a chromosome that satisfies the given design magnitude response specifications, the algorithm proceeds to generate the next-generation population pool. Otherwise, the algorithm terminates with the highest ranked chromosome declared as optimum.
D. Generation of Mating Pool
Having ranked the chromosomes based on their fitness values, a mating pool of size N mating < N is constructed by selecting chromosomes from the population pool using the relationship
where Z represents the probability of selecting a chromosome with a higher fitness value, and where x represents the fitness rank of the particular chromosome. It should be pointed out that Eqn. 9 is biased to select chromosomes with higher fitness values. In order to improve diversity, some non-elite chromosomes (i.e. chromosomes with low fitness values) are also incorporated in the mating pool.
E. Parent Selection
Parent chromosomes are selected from the mating pool by using the conventional roulette wheel selection method or correlative roulette wheel selection [23] , [24] . This paper is concerned with general roulette wheel parent selection. Let T otal fit represent the sum of the fitness values of the chromosomes in the entire mating pool. Then, a random number is generated to lie between 0 and T otal fit . Consequently, the parent candidate chromosome is identified as such a chromosome for which the sum of its fitness value and the fitness values of all the preceding chromosomes in the mating pool is greater than or equal to this random number. This method is repeated until N p = N 2 pairs of parent chromosomes have been selected.
F. Formation of the Next-Generation Population Pool
The next-generation population pool of size N is formed as discussed next:
• Crossover Operations: The parent chromosome pairs formed in the parent selection step undergo a twopoint crossover operation, reproducing two offspring chromosomes per parent chromosome pair. This results in N offspring chromosomes which become members of the next-generation population pool.
• Mutation Operations: The chromosomes in the resulting next-generation population pool undergo mutation operations in accordance with the probabilistic relationship p M × 0.5 B+1−b to enhance diversity, where p M represents the probability of mutation.
VI. APPLICATION EXAMPLES
This section is concerned with the application of the proposed GA to the design and optimization of a pair of FRM FIR digital filters, one exhibiting a lowpass and the other a bandpass magnitude frequency response.
A. Lowpass FRM FIR Digital Filter Design Examples
Consider the design of a benchmark [3] lowpass FRM FIR digital filter satisfying the following magnitude response design specifications Passband region 0 ≤ w ≤ 0.6π Maximum passband ripple ±0.1 dB Stopband region 0.61π ≤ w ≤ π Minimum stopband loss 40 dB over the CSD/CDBNS multiplier coefficient spaces. In order to obtain the corresponding infinite-precision lowpass FRM FIR digital filter, one has to select an appropriate value for the interpolation factor M such that the overall complexity of the FRM digital filter is at a minimum. This is achieved empirically, by evaluating the computational complexity of the FRM FIR digital filter for a range of values for M (e.g. for M from 2 to 14) as shown in Table I . From Table I , it is observed that an interpolation factor of M = 6 gives rise to the lowest FRM FIR digital filter total length, yielding digital subfilters H a (z), H ma (z) and H mb (z) of lengths 84, 24 and 42, respectively.
Having fixed the value of M at 6, the passband and stopband edge frequencies of the digital subfilters H a (z), H ma (z) and H mb (z) are determined by using the design equations given in [3] . Moreover, the passband ripple and stopband loss of these subfilters are set at 85% of the corresponding values given in the above design specifications (in order to account for any second order effects when using the design equations in [3] ). In this way, the derived design specifications for the digital subfilters H a (z), H ma (z) and H mb (z) are obtained as shown in Table II . of the overall infinite-precision lowpass FRM FIR digital filter H (z) is obtained as shown in Fig. 11 .
1) CSD Lowpass FRM FIR Digital Filter GA Optimization:
The design parameters for the genetic optimization of the CSD lowpass FRM FIR digital filter are as shown in Table III . Based on the above infinite-precision 
Design
Step Design Parameters A M= 6, Na = 78, Nma = 22,
(c.f. Table IV) . By applying the proposed GA to the seed FRM digital filter, the GA evolves from one generation to the next with the average fitness of the population pool and the fitness of the top 50% individuals as shown in Fig. 13 . It can be observed that the trend of the genetic 
CDBNS FRM seed digital filter is obtained to have a magnitude frequency response as shown in Fig. 15 , violating the magnitude response specifications by almost 0.046 dB in the passband, and by almost 3 dB in the stopband region (c.f. Table VI) . By applying the proposed GA to the seed CDBNS FRM digital filter, the evolution of the GA from one generation to the next is as shown in Fig. 16 . Fig. 17 shows the optimized CDBNS FRM FIR digital filter obtained after 1000 generations, outperforming its infinite-precision counterpart by almost 0.01 dB in the passband, and by almost 1 dB in the stopband region (c.f. Table VI) . Fig. 20 shows the magnitude frequency response of the overall infinite-precision bandpass FRM FIR digital filter H (z).
1) CSD Bandpass FRM FIR Digital Filter GA Optimization:
The design parameters for the genetic optimization of the CSD bandpass FRM FIR digital filter are shown in Table IX . Based on the above infinite-precision bandpass FRM FIR digital filter, the corresponding CSD FRM seed digital filter is obtained to have a magnitude frequency response as shown in Fig. 21 . Consequently, the resulting seed digital filter violates the magnitude response specifications by almost 2 dB in the stopband region (c.f. Table X ). The progress of the proposed GA from one generation to the next is as shown in Fig. 22 . After 1000 generations, the GA optimization converges to the optimal bandpass FRM FIR digital filter having a magnitude frequency response as shown in Fig. 23 . specifications by almost 0.08 dB in the passband, and by almost 12 dB in the stopband region (c.f. Table XII) . Fig. 25 shows the the progress of the proposed GA from one generation to the next. After 976 generations, the GA optimization converges to the optimal bandpass FRM FIR digital filter having a magnitude frequency response as shown in Fig. 26 .
VII. CONCLUSION
This paper has presented a novel genetic algorithm (GA) for the design and discrete optimization of FRM FIR digital filters over the conventional canonical signeddigit (CSD) as well as the emerging canonical double base number system (DBNS) multiplier coefficient spaces. This GA is based on a pair of indexed look-up tables (LUTs) of permissible CSD/DBNS numbers such that their indices form a closed set under the GA operations of crossover and mutation. These LUTs consist of CSD/DBNS numbers having pre-speified wordlengths and pre-specified number of non-zero bits. The salient feature of the proposed GA is that it automatically leads to legitimate multiplier coefficients without any recourse to gene repair. Although the proposed GA has been developed in terms of a corresponding infinite-precision FRM FIR digital filter, it can be easily modified to begin with a finite-precision FRM FIR digital filter. In the latter case, the number of generations before obtaining an optimal FRM FIR digital filter may increase. The main features of the GA have been demonstrated through its application to the design of lowpass and bandpass FRM FIR digital filters. It has been shown that the resulting optimized CSD/CDBNS FRM FIR digital filters in some cases outperformed the corresponding infinite-precision FRM FIR digital filters.
