Abstract: This article presents a novel method for estimating 19 parameters of RGB and depth camera calibration simultaneously. The proposed algorithm is based on applying metaheuristic methods for deep optimization and estimating all parameters of intrinsic, extrinsic, and lens distortions of cameras. This paper compares four metaheuristic algorithms, i.e. a genetic algorithm, particle swarm optimization, the colonial competitive algorithm, and the shuffled frog leaping algorithm, with a numerical algorithm called singular value decomposition. The proposed method does not need the initial estimation for optimization and it can avoid being trapped in local minima. By using nondirect estimation, we achieve middle computing matrices such as the homography matrix, which is used in the pinhole camera model. Both versions of Kinect sensors are used for the experimental evaluation. The mean square of the reprojection error criteria is defined as the objective function in the proposed algorithm. The experimental results show that the proposed method is more efficient and accurate than traditional numerical solutions.
Introduction
The aim of camera calibration is the extraction of intrinsic and extrinsic parameters and the estimation of radial and tangential lens distortions. In a calibration problem, the usage of projection equations should relate 3D world coordinates to 2D image coordinates. This projection in a pinhole camera is modeled by the homography matrix. Many methods have been proposed for camera calibration and the selection criteria depend on environmental parameters, accuracy, and equipment. We used a simple plane grid of a checkerboard based on the Zhang method [1] that is observed in at least three orientations. In this method, the homography matrix should be estimated and it would be the base matrix for the subsequent steps of finding intrinsic and extrinsic parameters. The traditional literature uses the least-square method for solving equations. Owing to the statistical bias of this method [2, 3] , Kanatani proposed a renormalized maximum likelihood estimation [4] .
Evolutionary algorithms have been proposed for solving calibration equations. The selection of these methods depends on the essence of the equations. In the calibration problem, both local and global searches are important, and this paper proposes a comparative solution through metaheuristic and numerical methods.
In the Zhang method [1] , the Levenberg-Marquardt algorithm for solving equations was proposed. This algorithm searches for a local minimum and not necessarily a global one. Hartley et al. [5] proposed a * Correspondence: fazli@znu.ac.ir noniterative method called direct linear transformation. This method uses the total least squares computation of the linear system of equations. Harker et al. [6] proposed a new noniterative solution based on the error structure of the estimation matrix. They combined the forward H and reverse G projections to eliminate the systematic bias of estimation. Herrera et al. [7] proposed a new technique for the simultaneous calibration of two color cameras, with conjunction of a depth camera, and the relative pose between them. They used Kinect as a depth sensor. Raposo et al. [8] improved the method of Herrera et al. [7] by decreasing the number of images in the dataset (about 6-10 image-disparity pairs of the model plane). They also used the Kinect sensor for the experiment and compared their results with the two versions of the Herrera method. Ji et al. [9] used a genetic algorithm (GA) for camera calibration and proved that their method works with a minimum number of control points. They showed that the GA method does not need an initial guess and their results were improved in convergence, accuracy, and robustness. Another GA method, proposed by Hati et al. [10] , determines two rotational and three translational parameters. Song et al. [11] used particle swarm optimization (PSO) on synthetic and real images for camera calibration. They used 35 sample points on the calibration box but assumed that the cell shape of the CCD camera is square; therefore, the skewness of the intrinsic matrix was assumed to be zero. Merras et al. [12] proposed an improved GA for camera calibration with varying parameters. They compared their results with Tsai's [13] method on synthetic and real data. Yilmaz et al. [14] proposed external calibration parameters between stereo and Kinect sensors and used these parameters to compensate for misalignments in 3D reconstruction. A thorough survey on the Kinect sensor was presented by Han et al. [15] .
In this paper, we use iterative metaheuristic methods for the estimation of all camera calibration parameters. The simulation of the proposed method has been accomplished on the Zhang dataset [1] . This dataset provides a text file with each image to test the efficiency of the calibration algorithm independently of the corner detection method that is applied in checkerboard images. In the next section, modeling between the 3D world plane and its projected 2D image with the extraction of intrinsic, extrinsic, and lens distortions is discussed. Section 3 describes the proposed method. In Section 4, the simulation results are shown and analyzed. In Section 5, the experimental results with both versions of Kinect sensors are discussed and the undistortion of the captured images is shown. Finally, the conclusion of this research is presented.
Projection of model plane into image plane
Based on the calibration object, the camera calibration can be divided into three groups: 3D reference objects, 2D plane-based objects, and 1D line objects. Other methods such as self-calibration, vanishing points for orthogonal directions, and calibration from pure rotation have been suggested in some papers [16] . In this paper, we use the second category for the calibration procedure and the modeling of projection is described as follows.
Plane projection
A 3D point in world coordinates or the coordinate system of the scene (CSS), its correspondence in the camera coordinate system (CCS), and its 2D projection in the image plane is denoted by 
As shown in Figure 1 , from the pinhole camera model, the projection of the 3D point to the image plane is given by:
where s is an arbitrary scaling factor, A is the camera intrinsic matrix, R and t are respectively the rotation and translation matrices, and the combination of [R t ] gives the extrinsic matrix. If [ r 1 r 2 r 3 ] denotes the columns of the rotation matrix R , because of Z =0 we can rewrite Eq. (3) as follows:
The model point M and its projection point m can be related to each other by:
where H = A[ r 1 r 2 t ] is a 3 × 3 matrix called the homography matrix, and, since Z =0, the model point
Orthonormality of the homography matrix
By denoting the columns of the homography matrix as [ h 1 h 2 h 3 ] , we have:
where λ is an arbitrary scalar. Because of the orthonormality of r 1 and r 2 , ⟨r 1 , r 2 ⟩ = 0 and ⟨r 1 , r 1 ⟩ = ⟨r 2 , r 2 ⟩:
Before solving Eq. (7), determining the homography elements is essential.
Extraction of equations system
Using Eq. (5), expanding the matrix format, we have:
Rewriting this in the matrix format:
Eq. (9) is in the form Lx=0, where L is a 2n× 9 matrix. Here, n denotes the point pairs in the model plane and image. At least five independent points for solving Eq. (9) are required. After the determination of the homography matrix, it is possible to find the intrinsic parameters by defining the B matrix as follows:
The B matrix is symmetric. Thus, it is replaced by vector b with six degrees of freedom (DOF):
If we assume that h i is the i th column of H , from Eq. (7) we have:
By rewriting Eq. (7) in terms of v :
Eq. (14), similar to Eq. (9), is in the form Vb=0, with the difference being that the V matrix has 2n× 6 dimensions, where n is the number of image plane observations. Eq. (9) and Eq. (14) are nonlinear equations that can be solved using metaheuristic methods. After solving Eq. (14), the intrinsic and extrinsic parameters can be obtained as described in the Zhang method [1].
Lens distortion
Lens distortion is divided into radial and tangential distortions. In many cases, tangential distortion is small and tends to be ignored. However, the first two terms of radial distortions are considered. By assuming (u, v) and (x, y) as the ideal pixel image and normalized ideal pixel image, and (u ′ , v ′ ) and ( x ′ , y ′ ) as the real pixel image and normalized real pixel image, respectively, we have:
where k 1 and k 2 are the desired first two radial lens distortions. Eq. (16) is in the matrix format of Eq. (15).
Using n points in m images, we have 2mn equations:
Eq. (16) is in the form Dk =d and, with matrix manipulation, we can find the k vector as:
where T is the matrix transpose operator. In the work of Drap et al. [17] , a polynomial model for the calculation of inverse radial lens distortion was presented.
Proposed method
Eq. (9) and Eq. (14) are the bottlenecks of the calibration procedure. The accuracy of the solutions may influence the precision of intrinsic, extrinsic, and lens distortion parameters. In this paper, metaheuristic methods are used for optimizing these equations and compared with the SVD method. The proposed method has been examined with four metaheuristic algorithms: the GA [18] , PSO [19] , colonial competitive algorithm (CCA) [20] , and shuffled frog leaping algorithm (SFLA) [21] . Figure 2 shows the block diagram of the proposed algorithm.
As shown in Figure 2 , the evolutionary algorithms are used in two steps of the calibration procedure. The stop criteria and cost function of these algorithms are similar to each other. The output of the proposed algorithm is compared with the Zhang method [1] and the numerical SVD solution. The data provided online by Zhang [1] are for researchers to test their algorithms without the influence of edge or corner extraction methods. This reference dataset includes five different views of the checkerboard, five text files of extracted corners corresponding to these images, and finally a text file of the corners of a model checkerboard. The Levenberg-Marquardt (LM) method has been proposed for minimization in the Zhang method [1].
Cost function
The aim of an evolutionary algorithm is the optimization of a cost function. In this paper, there is a unique cost function for the four proposed metaheuristic algorithms. This function is defined as the mean square of the reprojection error. Both Eq. (9) and Eq. (14) are in the form of the homogeneous equation Lx=0. The cost function is defined as follows:
where x is a vector of nine and six elements in Eq. (9) and Eq. (14), respectively. In each evaluation of the cost function, a matrix of the whole population is assessed. The output of the cost function is a vector of the mean squared error.
Comparison of methods
The main indicator of calibration precision is the reprojection error. This error can explain to what extent the estimated parameters can correct the distorted captured images towards the ideal model plane. The reprojection error is defined as follows:
The average error for each image i is the mean of the reprojection error:
The total error is defined as the sum of the average errors over the captured images:
The lens distortions include radial and tangential parameters. In most cases, the tangential parameters are ignored [1] , and only the first and second terms of the radial distortions are significant. These two parameters are determined using Eq. (17).
Simulation of the dataset
As mentioned in Section 3, the dataset provided in Zhang's paper [1] is used for simulation. The only difference in each simulation is the procedure of parameter estimation. All the simulation results are compared with unique assessment criteria. The outputs of the numerical and metaheuristic methods are compared with the output of the Zhang method that is provided for researchers [1] . Table 1 shows the simulation results of the proposed method. 
Smoothness of convergence trace
One the main challenges of using metaheuristic algorithms is the smoothness of the convergence trace. Figures  3 and 4 show the smoothness of the convergence trace for both minimum cost and average cost in the semilogarithmic plot, respectively. (14) for estimation for fifth image of dataset.
In both Figures 3 and 4 , the GA and PSO methods have faster convergence trends than the CCA and the SFLA. By continuing the iteration, there is no significant change in the GA and PSO methods, but the CCA and the SFLA reached better cost function values.
As shown in Figure 4 , the minimum cost of the SFLA method is less than that of the CCA method, but the total error of the CCA method is less than that of the SFLA (Table 1 ). This is due to the effect of the precision of the homography parameter estimation in the previous step, as shown in Figure 5 , hierarchically. 
Experimental results
In this section, two versions of the Kinect sensor, V1 and V2, are used for the estimation of calibration parameters. Both color and IR cameras are used in this experiment. We show one scene to both cameras of each Kinect sensor and take one snapshot from each camera. Since the IR stream of Kinect V1 is defined in the same RGB stream, it is not possible to take these streams simultaneously. The software program switches between these streams after taking any snapshot from Kinect V1. This problem is solved by the Kinect V2 SDK, and it is possible to take these streams simultaneously.
In both case studies, each Kinect sensor captures eight scenes and tries to fill the whole frame by checkerboard to figure out the lens distortions accurately and precisely. Figures 6 and 7 show images from Kinect V1 and V2, respectively. It should be noted that the color camera of Kinect V2 has a wider width than its IR camera. Moreover, because of the difference in the physical position of the color and IR cameras in both versions of the Kinect sensors, there is a pure translation between the RGB and IR images in each set of snapshots. For the homography estimation, the reprojection error criteria are used as the goal functions that should be minimized by the proposed algorithm.
Case study 1
In this experiment, Kinect V1 is used for the study. The calibration parameters are compared with the results of Karan [22] . Table 2 shows the calculated values of the calibration parameters. Since the extrinsic parameters depend on the orientation and translation of the checkerboard, these parameters are not compared. Also, in many cases, the Kinect sensor has various resolutions with different frame speeds. The RGB camera can provide both resolutions of 1280 × 960 at 12 fps and 640 × 480 at 30 fps. The maximum resolution of the IR camera is 640 × 480 at 30 fps. In many applications of this sensor, the 640 × 480 resolution of the RGB camera is therefore used because of the alignment of the depth image and compatibility with the frame speed of the IR camera. The difference of values in lens distortion and other parameters with the same resolution is caused by the manufacturing process. Figure 8 shows the contour map of the radial lens distortion of the Kinect V1 sensor.
Case study 2
This case study uses Kinect V2 for measuring calibration parameters. The differences between these two versions of Kinect sensors were discussed in a few studies [23] . Table 2 shows the computed calibration parameters of the RGB and IR cameras using the proposed method and compares these parameters with the results of Butkiewicz [24]. As shown in Figure 9 , the RGB camera has a higher resolution with a wider FOV than the IR camera. The IR image does not completely overlap with the RGB image; in many applications, the RGB image should be cropped. 
Undistortion
From the values of the lens distortion parameters, it is possible to undistort the captured images as shown in Figures 10 and 11 . These outputs may be compared with Figures 6 and 7 , respectively. The minority of distortion parameters causes small changes in the undistorted images in comparison to original ones.
Conclusion
This paper proposes four metaheuristic algorithms with one numerical method in the camera calibration process. Metaheuristic algorithms are used in two stages of the proposed method, and the accuracy and convergence have improved significantly. We used the GA, PSO, CCA, and SFLA methods in the homography matrix and in the intrinsic and extrinsic parameter estimation. In the simulation results, this paper demonstrates that this method can reduce the total reprojection error criteria in a better way than conventional numerical methods. The experimental results are noted for both versions of Kinect sensors and the outputs are compared with other methods in previous studies. This method is practical, especially in applications where matrix manipulation is time-and power-consuming.
