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Abstract
We study the instability of bound states for abstract nonlinear Schrödinger equations. We prove a new
instability result for a borderline case between stability and instability. We also reprove some known results
in a unified way.
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1. Introduction
Following a celebrated paper [11] by Grillakis, Shatah and Strauss, we consider abstract
Hamiltonian systems of the form
du
dt
(t) = J˜E′(u(t)), (1.1)
where E is the energy functional on a real Hilbert space X, J is a skew-symmetric operator
on X, and J˜ is a natural extension of J to the dual space X∗. We assume that (1.1) is invariant
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of bound states T (ωt)φω , where ω ∈ R and φω is a solution of the corresponding stationary
problem. Precise formulation of the problem will be set up in Section 2 based on [11]. We also
borrow some notation from [12], Comech and Pelinovsky [4] and Stuart [21]. Although it is
desirable to work on the same general framework as in [11], we need stronger assumptions for our
purpose which will be explained below. We will formulate our assumptions in order to apply our
theorems to nonlinear Schrödinger equations. In particular, we assume that the group {T (s)}s∈R
is generated by the skew-symmetric operator J , that J is bijective from X to itself, and that
the charge functional Q is positive definite. These assumptions exclude nonlinear Klein–Gordon
equations and KdV type equations from our framework. Moreover, we introduce an intermediate
space H between the energy space X and the dual space X∗, which is a symmetry-constrained
L2 space in application to nonlinear Schrödinger equations. Such space as H does not appear
in [11], but it will make the description of the theory simpler.
In Section 3, we state two main theorems and four corollaries. In Theorem 1 we give a general
sufficient condition for instability of bound states in non-degenerate case. We clarify that the
conditions (A1), (A2a) and (A3) are essential in the proof of the instability theorem of [11]. We
note that Theorem 1 is inspired by a recent paper [18] of Maeda. In fact, the condition (A3)
appears explicitly in [18] but not in [11]. It would be interesting that Theorem 1 unifies two
different known results, Corollaries 3 and 4. Here, Corollary 3 is a classical result due to [11,20],
while Corollary 4 is originally due to [18] with modifications. Although the key Lemma 3 for
the proof of Theorem 1 is the same as Lemma 4.4 of [11], some improvements are made in the
proof of Lemma 3. For example, the function Λ(·) in Lemma 3 is directly given by (4.2) in the
present paper, while in [11] it is determined by solving a differential equation and by the implicit
function theorem (see (4.6) and Lemma 4.3 of [11]). It should be also mentioned that the proof
of Lemma 3 relies only on some simple Taylor expansions as in the proof of the stability theorem
(see Theorem 3.4 of [11] and [23]).
On the other hand, in Theorem 2, we study the instability of bound states in a degenerate or
critical case. We give two corollaries of Theorem 2. Corollary 1 is a special case of Theorem 2,
but it is a new result and will be useful to study the instability of bound states at a bifurcation
point. While, Corollary 2 is originally due to Comech and Pelinovsky [4]. We notice that our
proof is completely different from that of [4]. In fact, the proof of [4] is based on a careful analysis
of the linearized system, while Theorem 2 is based on the Lyapunov functional method as well
as Theorem 1. Our proof may be simpler, at least shorter than that of [4]. Another advantage of
our approach is that Corollary 2 requires the minimal regularity E ∈ C3(X,R), while a higher
regularity of E is needed in [4] in application to nonlinear Schrödinger equations, especially for
higher dimensional case (see Assumption 2.10, Remark 2.11 and Appendix B of [4]). As stated
above, our abstract theorems are not applicable to nonlinear Klein–Gordon equations. For an
instability result on NLKG in a critical case, see Theorem 4 of [19].
In Section 4, we recall some basic lemmas proved by [11], and the proofs of Theorems 1 and 2
are given in Sections 5 and 6, respectively. The representation formula (4.5) of functional P plays
an important role especially in the proof of Theorem 2. Corollaries 2–4 are proved in Section 7.
In Section 8, we give three examples. In Section 8.1, we consider a simple example to explain
the role of the assumption (A3) in Theorem 1. In Section 8.2, we apply Corollaries 2 and 4 to a
nonlinear Schrödinger equation with a delta function potential, and give some remarks to comple-
ment the previous results in [6,7,15]. In Section 8.3, we apply Theorem 1 to a system of nonlinear
Schrödinger equations, and also mention the applicability of Theorem 2 and Corollary 1 to the
problem at the bifurcation point.
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Let X and H be two real Hilbert spaces with dual spaces X∗ and H ∗ such that
X ↪→ H ∼= H ∗ ↪→ X∗
with continuous and dense embeddings. We denote the inner product and the norm of X by (·,·)X
and ‖·‖X , and those of H by (·,·)H and ‖·‖H . We identify H with H ∗ by the Riesz isomorphism
I : H → H ∗ defined by 〈Iu, v〉 = (u, v)H for u,v ∈ H . Here and hereafter, 〈·,·〉 denotes the
pairing between a Banach space and its dual space. Let R : X → X∗ be the Riesz isomorphism
between X and X∗ defined by
〈Ru,v〉 = (u, v)X, u, v ∈ X.
Let J ∈ L(X) be bijective and skew-symmetric in the sense that
(Ju, v)X = −(u, Jv)X, (Ju, v)H = −(u, Jv)H , u, v ∈ X. (2.1)
The operator J is naturally extended to J˜ : X∗ → X∗ defined by
〈J˜ f, u〉 = −〈f,Ju〉, u ∈ X, f ∈ X∗.
Let {T (s)}s∈R be the one-parameter group of unitary operators on X generated by J . By (2.1),
we have
∥∥T (s)u∥∥
X
= ‖u‖X,
∥∥T (s)u∥∥
H
= ‖u‖H , s ∈ R, u ∈ X.
We assume that T is 2π -periodic, that is, T (s + 2π) = T (s) for s ∈ R. The operator T (s) is
naturally extended to T˜ (s) : X∗ → X∗ defined by
〈T˜ (s)f,u〉= 〈f,T (−s)u〉, u ∈ X, f ∈ X∗. (2.2)
Then, {T˜ (s)}s∈R is the one-parameter group of unitary operators on X∗ generated by J˜ . Let
E ∈ C2(X,R), and we consider the equation
du
dt
(t) = J˜E′(u(t)). (2.3)
We say that u(t) is a solution of (2.3) in an interval I of R if u ∈ C(I,X) ∩ C1(I,X∗) and
satisfies (2.3) in X∗ for all t ∈ I . We assume that E is invariant under T , that is, E(T (s)u) =
E(u) for s ∈ R and u ∈ X. Then
E′
(T (s)u)= T˜ (s)E′(u), s ∈ R, u ∈ X. (2.4)
We define Q : X → R by
Q(u) = 1‖u‖2H , u ∈ X.2
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Q
(T (s)u)= Q(u), Q′(T (s)u)= T˜ (s)Q′(u), s ∈ R, u ∈ X. (2.5)
We assume that the Cauchy problem for (2.3) is locally well-posed in X in the following sense.
Assumption. For each u0 ∈ X there exists t0 > 0 depending only on k, where ‖u0‖X  k,
and there exists a unique solution u(t) of (2.3) in the interval [0, t0) such that u(0) = u0 and
E(u(t)) = E(u0), Q(u(t)) = Q(u0) for all t ∈ [0, t0).
By a bound state we mean a solution of (2.3) of the form u(t) = T (ωt)φ, where ω ∈ R and
φ ∈ X satisfy E′(φ) = ωQ′(φ).
Definition. We say that a bound state T (ωt)φ of (2.3) is stable if for all ε > 0 there exists δ > 0
with the following property. If ‖u0 − φ‖X < δ and u(t) is the solution of (2.3) with u(0) = u0,
then u(t) exists for all t  0 and u(t) ∈ Nε(φ) for all t  0, where
Nε(φ) =
{
u ∈ X: inf
s∈R
∥∥u− T (s)φ∥∥
X
< ε
}
.
Otherwise T (ωt)φ is called unstable.
3. Main results
In Sections 3–7, we assume all the requirements in Section 2. For ω ∈ R we define Sω :X → R
by Sω(u) = E(u)−ωQ(u) for u ∈ X. To state our main results, we impose the following condi-
tions.
(A1). There exist ω ∈ R and φω ∈ X such that S′ω(φω) = 0, φω = 0 and Rφω ∈ I (X).
(A2a). There exists ψ ∈ X such that ‖ψ‖H = 1, (φω,ψ)H = 0, (Jφω,ψ)H = 0 and
〈S′′ω(φω)ψ,ψ〉 < 0.
(A2b). E ∈ C3(X,R). There exist ψ ∈ X and μ ∈ R such that ‖ψ‖H = 1, (φω,ψ)H = 0,
(Jφω,ψ)H = (Jφω,ψ)X = 0 and
S′′ω(φω)ψ = μQ′(φω),
〈
S′′′ω (φω)(ψ,ψ),ψ
〉 = 3μ. (3.1)
(A3). There exists a constant k0 > 0 such that
〈
S′′ω(φω)w,w
〉
 k0‖w‖2X (3.2)
for all w ∈ X satisfying (φω,w)H = (Jφω,w)H = (ψ,w)H = 0.
Remark 1. By (2.4) and (2.5), we see that S′ω(T (s)φω) = 0 for all s ∈ R, and that
S′′ω(φω)(Jφω) = 0. The condition (Jφω,ψ)X = 0 is assumed in (A2b) but not in (A2a).
Remark 2. By (A2b), we have 〈S′′ω(φω)ψ,ψ〉 = μ(φω,ψ)H = 0. Moreover, 〈S′′ω(φω)ψ,w〉 = 0
for all w ∈ X satisfying (w,φω)H = 0.
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Theorem 1. Assume (A1), (A2a) and (A3). Then the bound state T (ωt)φω is unstable.
Theorem 2. Assume (A1), (A2b) and (A3). Then the bound state T (ωt)φω is unstable.
The following Corollary 1 is a special case of Theorem 2 such that μ = 0 in (A2b). When
μ = 0 in (A2b), the kernel of S′′ω(φω) contains a nontrivial element ψ other than Jφω which
comes from the symmetry (see Remark 1). This is a typical situation at a bifurcation point (see
Case (ii) of Example D in Section 6 of [11] and [14]), and Corollary 1 will be useful to study the
instability of bound states at the bifurcation point (see Section 8.3).
Corollary 1. Assume (A1) and E ∈ C3(X,R). Assume further that there exists ψ ∈ X \ {0}
such that (φω,ψ)H = 0, (Jφω,ψ)H = (Jφω,ψ)X = 0, and that the kernel of S′′ω(φω) is spanned
by Jφω and ψ . If 〈S′′′ω (φω)(ψ,ψ),ψ〉 = 0 and (A3) holds, then the bound state T (ωt)φω is
unstable.
Next, we show that some known results are obtained as corollaries of Theorems 1 and 2. For
this purpose, we impose the following conditions.
(B1). There exist an open interval Ω of R and a mapping ω → φω from Ω to X which is C1
such that for each ω ∈ Ω , S′ω(φω) = 0, φω = 0, Rφω ∈ I (X) and (Jφω,φ′ω)H = (Jφω,φ′ω)X = 0,
where φ′ω = dφω/dω.
(B2a). There exist a negative constant λω < 0 and a vector χω ∈ X such that S′′ω(φω)χω =
λωIχω, ‖χω‖H = 1, and 〈S′′ω(φω)p,p〉 > 0 for all p ∈ X satisfying (χω,p)H = (Jφω,p)H = 0
and p = 0.
(B2b). There exist two negative constants λ0,ω , λ1,ω < 0 and vectors χ0,ω , χ1,ω ∈ X such that
(χ0,ω,χ1,ω)H = (χ1,ω,φω)H = 0,
S′′ω(φω)χj,ω = λj,ωIχj,ω, ‖χj,ω‖H = 1 (j = 0,1),
and 〈S′′ω(φω)p,p〉 > 0 for all p ∈ X satisfying (χ0,ω,p)H = (χ1,ω,p)H = (Jφω,p)H = 0 and
p = 0.
(B3). The functional u → 〈S′′ω(φω)u,u〉 is weakly lower semi-continuous on X, and there exist
positive constants C1 and C2 such that
C1‖u‖2X 
〈
S′′ω(φω)u,u
〉+C2‖u‖2H (3.3)
for all u ∈ X. Moreover, if a sequence (un) of X satisfies ‖un‖X = 1 for all n ∈ N and un ⇀ 0
weakly in X, then lim infn→∞〈S′′ω(φω)un,un〉 > 0.
We define d(ω) = Sω(φω) for ω ∈ Ω . As a corollary of Theorem 2, we have the following
result which was proved in [4] assuming a higher regularity of the energy functional E.
Corollary 2. Assume (B1) and that for each ω ∈ Ω , (B2a) and (B3) hold. Assume further
that E ∈ C3(X,R) and that ω → φω is C2 from Ω to X. If ω0 ∈ Ω satisfies d ′′(ω0) = 0 and
d ′′′(ω0) = 0, then the bound state T (ω0t)φω is unstable.0
M. Ohta / Journal of Functional Analysis 261 (2011) 90–110 95On the other hand, as corollaries of Theorem 1, we have the following results. Corollary 3 is a
classical result due to [11,20], while Corollary 4 is an abstract generalization of the result in [18].
Corollary 3. Assume (B1) and that for each ω ∈ Ω , (B2a) and (B3) hold. If ω0 ∈ Ω satisfies
d ′′(ω0) < 0, then the bound state T (ω0t)φω0 is unstable.
Corollary 4. Assume (B1) and that for each ω ∈ Ω , (B2b) and (B3) hold. If ω0 ∈ Ω satisfies
d ′′(ω0) > 0, then the bound state T (ω0t)φω0 is unstable.
Remark 3. Under the assumptions (B1), (B2a) and (B3), it is proved that if ω0 ∈ Ω satisfies
d ′′(ω0) > 0, then the bound state T (ω0t)φω0 is stable (see Section 3 of [11]).
Remark 4. When S′′ω(φω) has two or more negative eigenvalues, linear instability of T (ωt)φω is
studied by many authors (see, e.g., [5,10,12–14]). However, it is a nontrivial problem whether lin-
ear instability implies (nonlinear) instability. For a recent development in this direction, see [8].
Corollary 4 gives a sufficient condition for instability of bound states without using the argument
through linear instability (see also Section 8.2). This was the main assertion in [18].
4. Preliminaries
In this section we assume (A1). Recall that T is 2π -periodic. We often use the relations
RT (s) = T˜ (s)R, RJ = J˜R, IT (s) = T˜ (s)I , IJ = J˜ I , which follow from the definitions of R,
I , T˜ (s) and J˜ in Section 2.
Lemma 1. There exist ε > 0 and a C2 map θ : Nε(φω) → R/2πZ such that for all u ∈ Nε(φω)
and all s ∈ R/2πZ,
∥∥T (θ(u))u− φω∥∥X  ∥∥T (s)u − φω∥∥X,(T (θ(u))u,Jφω)X = 0, θ(T (s)u)= θ(u)− s,
θ ′(u) = RT (−θ(u))Jφω
(J 2φω,T (θ(u))u)X ∈ I (X). (4.1)
Proof. See Lemma 3.2 of [11]. We remark that θ ′(u) ∈ I (X) follows from the assumption Rφω ∈
I (X) in (A1). 
For u ∈ Nε(φω), we define M(u) = T (θ(u))u, and
A(u) = (M(u),J−1ψ)
H
, Λ(u) = (M(u),ψ)
H
. (4.2)
Then we have
〈
A′(u), v
〉= (T (θ(u))v,J−1ψ)
H
−Λ(u)〈θ ′(u), v〉
for v ∈ X. By Lemma 1, we see that A′(u) ∈ I (X) and
JI−1A′(u) = T (−θ(u))ψ −Λ(u)J I−1θ ′(u) (4.3)
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0 = d
ds
A
(T (s)u)∣∣∣∣
s=0
= 〈A′(u), Ju〉= −〈Q′(u), J I−1A′(u)〉. (4.4)
We define P by
P(u) = 〈E′(u), J I−1A′(u)〉
for u ∈ Nε(φω). By (4.4), we have P(u) = 〈S′ω(u), J I−1A′(u)〉. Moreover, by (4.1), (4.3) and
by (2.2), (2.4), (2.5), we see that
P(u) = 〈S′ω(M(u)),ψ 〉−Λ(u) 〈S′ω(M(u)), J I−1RJφω〉(M(u), J 2φω)X . (4.5)
Lemma 2. Let I be an interval of R. Let u ∈ C(I,X) ∩ C1(I,X∗) be a solution of (2.3), and
assume that u(t) ∈ Nε(φω) for all t ∈ I . Then
d
dt
A
(
u(t)
)= −P (u(t))
for all t ∈ I .
Proof. By Lemma 4.6 of [11], we see that t → A(u(t)) is a C1 function on I , and
d
dt
A
(
u(t)
)= 〈∂tu(t), I−1A′(u(t))〉
for all t ∈ I . Since u(t) is a solution of (2.3), we have
〈
∂tu(t), I
−1A′
(
u(t)
)〉= 〈J˜E′(u(t)), I−1A′(u(t))〉
= −〈E′(u(t)), J I−1A′(u(t))〉= −P (u(t))
for t ∈ I . This completes the proof. 
5. Proof of Theorem 1
In this section we make the same assumptions as in Theorem 1. We define
W = {w ∈ X: (φω,w)H = (Jφω,w)H = (ψ,w)H = 0}. (5.1)
Lemma 3. There exists ε0 > 0 such that
E(u)E(φω)+Λ(u)P (u)
for all u ∈ Nε (φω) satisfying Q(u) = Q(φω).0
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v = aφω + bJφω + cψ +w,
where a, b, c ∈ R and w ∈ W . Note that ‖v‖X < ε0. Since
Q(φω) = Q(u) = Q
(
M(u)
)= Q(φω)+ (φω, v)H +Q(v),
we have (φω, v)H = a‖φω‖2H = −Q(v). In particular, a = O(‖v‖2X). Moreover, by (2.1) and
Lemma 1, we have (φω, Jφω)X = (M(u), Jφω)X = 0. Thus,
0 = (v, Jφω)X = b‖Jφω‖2X + (cψ +w,Jφω)X,
‖bJφω‖X  ‖cψ‖X + ‖w‖X , and
2|c|‖ψ‖X + 2‖w‖X  ‖v‖X −O
(‖v‖2X). (5.2)
Since S′ω(φω) = 0 and Q(u) = Q(φω), by the Taylor expansion, we have
E(u)−E(φω) = Sω
(
M(u)
)− Sω(φω) = 12
〈
S′′ω(φω)v, v
〉+ o(‖v‖2X). (5.3)
Here, since a = O(‖v‖2X) and S′′ω(φω)(Jφω) = 0, we have〈
S′′ω(φω)v, v
〉= 〈S′′ω(φω)(cψ +w), cψ +w〉+ o(‖v‖2X)
= c2〈S′′ω(φω)ψ,ψ 〉+ 2c〈S′′ω(φω)ψ,w〉+ 〈S′′ω(φω)w,w〉+ o(‖v‖2X). (5.4)
On the other hand, we have c = (v,ψ)H = Λ(u) = O(‖v‖X) and
S′ω(φω + v) = S′ω(φω)+ S′′ω(φω)v + o
(‖v‖X)= S′′ω(φω)v + o(‖v‖X),(
M(u),J 2φω
)
X
= (φω + v,J 2φω)X = −‖Jφω‖2X +O(‖v‖X).
Thus, by (4.5), we have
Λ(u)P (u) = c〈S′′ω(φω)v,ψ 〉+ o(‖v‖2X)
= c2〈S′′ω(φω)ψ,ψ 〉+ c〈S′′ω(φω)ψ,w〉+ o(‖v‖2X). (5.5)
By (5.3), (5.4) and (5.5), we have
E(u)−E(φω)−Λ(u)P (u) = −c
2
2
〈
S′′ω(φω)ψ,ψ
〉+ 1
2
〈
S′′ω(φω)w,w
〉+ o(‖v‖2X). (5.6)
Here, by the assumptions (A2a) and (A3), there exists a positive constant k > 0 such that
−c
2 〈
S′′ω(φω)ψ,ψ
〉+ 1 〈S′′ω(φω)w,w〉 k(c2 + ‖w‖2X).2 2
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of (5.6) is non-negative, if ε0 is sufficiently small. This completes the proof. 
Lemma 4. There exist λ1 > 0 and a smooth mapping λ → ϕλ from (−λ1, λ1) to X such that
ϕ0 = φω and
E(ϕλ) < E(φω), Q(ϕλ) = Q(φω), λP (ϕλ) < 0 for 0 < |λ| < λ1.
Proof. For λ close to 0, we define
ϕλ = φω + λψ + σ(λ)φω, σ (λ) =
(
1 − Q(ψ)
Q(φω)
λ2
)1/2
− 1.
Then, we have Q(ϕλ) = Q(φω), σ(λ) = O(λ2), and
Sω(ϕλ) = Sω(φω)+ λ
2
2
〈
S′′ω(φω)ψ,ψ
〉+ o(λ2),
S′ω(ϕλ) = λS′′ω(φω)ψ + o(λ), P (ϕλ) = λ
〈
S′′ω(φω)ψ,ψ
〉+ o(λ)
as λ → 0. This completes the proof. 
Proof of Theorem 1. Suppose that T (ωt)φω is stable. For λ close to 0, let ϕλ ∈ X be the vector
given in Lemma 4, and let uλ(t) be the solution of (2.3) with uλ(0) = ϕλ. Then, there exists
λ0 > 0 such that if |λ| < λ0, then uλ(t) ∈ Nε0(φω) for all t  0, where ε0 is the positive constant
given in Lemma 3. Moreover, by the definition (4.2) of A and Λ, there exist positive constants
C1 and C2 such that |A(v)| C1 and |Λ(v)| C2 for all v ∈ Nε0(φω). Let λ ∈ (0, λ0) and put
δλ = E(φω) − E(ϕλ) > 0. Since P(ϕλ) < 0 and t → P(uλ(t)) is continuous, by Lemma 3 and
conservation of E and Q, we see that P(uλ(t)) < 0 for all t  0 and that
δλ = E(φω)−E
(
uλ(t)
)
−Λ(uλ(t))P (uλ(t))−C2P (uλ(t))
for all t  0. Moreover, by Lemma 2, we have
d
dt
A
(
uλ(t)
)= −P (uλ(t)) δλ/C2
for all t  0, which implies that A(uλ(t)) → ∞ as t → ∞. This contradicts the fact that
|A(uλ(t))| C1 for all t  0. Hence, T (ωt)φω is unstable. 
6. Proof of Theorem 2
In this section we make the same assumptions as in Theorem 2. We modify the argument in
the previous section to prove Theorem 2. We put
ν := 3μ− 〈S′′′ω (φω)(ψ,ψ),ψ 〉. (6.1)
By the assumption (3.1), ν = 0.
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E(u)E(φω)+ ν|ν|k
∗P(u)
for all u ∈ Nε0(φω) satisfying Q(u) = Q(φω).
Proof. We put v = M(u)− φω , and decompose v as
v = aφω + bJφω + cψ +w,
where a, b, c ∈ R, w ∈ W , and W is the set defined by (5.1). Then we have (φω, v)H =
a‖φω‖2H = −Q(v). Moreover, by (2.1), (A2b) and Lemma 1, we have (φω, Jφω)X =
(ψ,Jφω)X = (M(u), Jφω)X = 0. Thus, 0 = (v, Jφω)X = b‖Jφω‖2X + (w,Jφω)X , and
‖bJφω‖X  ‖w‖X, |c|‖ψ‖X + 2‖w‖X  ‖v‖X −O
(‖v‖2X). (6.2)
We also have (5.3). Here, by Remark 2, we have
〈
S′′ω(φω)v, v
〉= c2〈S′′ω(φω)ψ,ψ 〉+ 2c〈S′′ω(φω)ψ,w〉+ 〈S′′ω(φω)w,w〉+ o(‖v‖2X)
= 〈S′′ω(φω)w,w〉+ o(‖v‖2X). (6.3)
By (5.3), (6.3) and (A3), we have
E(u)−E(φω) = 12
〈
S′′ω(φω)w,w
〉+ o(‖v‖2X) k02 ‖w‖2X − o
(‖v‖2X). (6.4)
On the other hand, we have c = (v,ψ)H = Λ(u) = O(‖v‖X) and
S′ω(φω + v) = S′′ω(φω)v +
1
2
S′′′ω (φω)(v, v)+ o
(‖v‖2X),(
M(u),J 2φω
)
X
= (φω + v,J 2φω)X = −‖Jφω‖2X +O(‖v‖X).
Thus, by (4.5), we have
P(u) = 〈S′′ω(φω)ψ,v〉+ 12
〈
S′′′ω (φω)(v, v),ψ
〉
+ c‖Jφω‖2X
〈
S′′ω(φω)v, J I−1RJφω
〉+ o(‖v‖2X).
Here, by (3.1) and (6.2), we have
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S′′ω(φω)ψ,v
〉= μ(φω, v)H = −μQ(v) = −μ2 ‖v‖2H
= −μ
2
{
a2‖φω‖2H + b2‖Jφω‖2H + c2‖ψ‖2H + ‖w‖2H
}
= −c
2μ
2
+O(‖w‖2X)+ o(‖v‖2X),〈
S′′′ω (φω)(v, v),ψ
〉= c2〈S′′′ω (φω)(ψ,ψ),ψ 〉+ 2c〈S′′′ω (φω)(ψ,bJφω +w),ψ 〉
+O(‖w‖2X)+ o(‖v‖2X),
c
〈
S′′ω(φω)v, J I−1RJφω
〉= c〈S′′ω(φω)(cψ +w),J I−1RJφω〉+ o(‖v‖2X)
= −c2μ‖Jφω‖2X + c
〈
S′′ω(φω)w,J I−1RJφω
〉+ o(‖v‖2X).
Therefore, there exists a constant k > 0 such that
∣∣∣∣P(u)+ ν2 c2
∣∣∣∣ k(|c|‖w‖X + ‖w‖2X)+ o(‖v‖2X),
where ν is the constant defined by (6.1). Thus, there exists a constant k1 > 0 such that
− ν|ν|P(u)
|ν|
4
c2 − k1‖w‖2X − o
(‖v‖2X). (6.5)
By (6.4) and (6.5), we have
E(u)−E(φω)− ν|ν|k
∗P(u) k2c2 + k3‖w‖2X − o
(‖v‖2X), (6.6)
where k∗ = k0/4k1, k2 = k∗|ν|/4 and k3 = k0/4. Finally, since ‖v‖X = ‖M(u) − φω‖X < ε0,
it follows from (6.2) that the right-hand side of (6.6) is non-negative, if ε0 is sufficiently small.
This completes the proof. 
Lemma 6. There exist λ1 > 0 and a smooth mapping λ → ϕλ from (−λ1, λ1) to X such that
ϕ0 = φω and
E(ϕλ) < E(φω), Q(ϕλ) = Q(φω) for 0 < ν|ν|λ < λ1.
Proof. For λ close to 0, we define
ϕλ = φω + λψ + σ(λ)φω, σ (λ) =
(
1 − Q(ψ)
Q(φω)
λ2
)1/2
− 1.
Then, we have Q(ϕλ) = Q(φω) and
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2‖φω‖2H
λ2 +O(λ4),
Sω(ϕλ) = Sω(φω)+ λ
2
2
〈
S′′ω(φω)ψ,ψ
〉+ λσ(λ)〈S′′ω(φω)ψ,φω〉
+ λ
3
6
〈
S′′′ω (φω)(ψ,ψ),ψ
〉+ o(λ3).
Here, by (3.1) we have 〈S′′ω(φω)ψ,ψ〉 = μ(φω,ψ)H = 0 and 〈S′′ω(φω)ψ,φω〉 = μ‖φω‖2H . Thus,
Sω(ϕλ) = Sω(φω)− ν6λ
3 + o(λ3).
This completes the proof. 
By Lemmas 5 and 6, we can prove Theorem 2 in the same way as in the proof of Theorem 1.
We omit the details.
7. Proofs of the corollaries
In this section we prove Corollaries 2, 3 and 4. We first give a sufficient condition for (A3).
Lemma 7. Assume (B2a) and (B3). Assume further that there exist ψ ∈ X and constants λ 0
and μ ∈ R such that ‖ψ‖H = 1, (φω,ψ)H = (Jφω,ψ)H = 0 and S′′ω(φω)ψ = λIψ +μQ′(φω).
Then (A3) holds.
Proof. First we claim that 〈S′′ω(φω)w,w〉 > 0 for all w ∈ X satisfying w = 0 and (φω,w)H =
(Jφω,w)H = (ψ,w)H = 0. We prove this by contradiction. Suppose that there exists w0 ∈ X
such that 〈S′′ω(φω)w0,w0〉  0, w0 = 0 and (φω,w0)H = (Jφω,w0)H = (ψ,w0)H = 0. Then
there exists (α,β) ∈ R2 such that (α,β) = (0,0) and (αψ + βw0, χω)H = 0. We put p = αψ +
βw0. Then p ∈ X satisfies (χω,p)H = (Jφω,p)H = 0 and p = 0. Thus, by (B2a), we have
〈S′′ω(φω)p,p〉 > 0. On the other hand, we have
〈
S′′ω(φω)ψ,w0
〉= λ(ψ,w0)H +μ(φω,w0)H = 0,〈
S′′ω(φω)p,p
〉= α2λ‖ψ‖2H + 2αβ〈S′′ω(φω)ψ,w0〉+ β2〈S′′ω(φω)w0,w0〉 0.
This contradiction proves our first claim. Next we prove (A3) by contradiction. Suppose that
(A3) does not hold. Then there exists a sequence (wn) in X such that 〈S′′ω(φω)wn,wn〉 → 0,
‖wn‖X = 1 and (φω,wn)H = (Jφω,wn)H = (ψ,wn)H = 0. There exist a subsequence (wn′)
of (wn) and w ∈ X such that wn′ ⇀ w weakly in X. By (B3), we see that w = 0, (φω,w)H =
(Jφω,w)H = (ψ,w)H = 0 and
〈
S′′ω(φω)w,w
〉
 lim inf
n′→∞
〈
S′′ω(φω)wn′ ,wn′
〉= 0.
However, this contradicts the first claim. This completes the proof. 
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Theorem 2. First (A1) follows from (B1). Next, by (B1), E′(φω) = ωQ′(φω) for all ω ∈ Ω .
Differentiating this with respect to ω, we have
S′′ω(φω)φ′ω = Q′(φω), S′′′ω (φω)
(
φ′ω,φ′ω
)+ S′′ω(φω)φ′′ω = 2Q′′(φω)φ′ω, (7.1)
where φ′ω = dφω/dω and φ′′ω = d2φω/dω2. While, differentiating d(ω) = E(φω)−ωQ(φω), we
have
d ′(ω) = 〈E′(φω),φ′ω〉−ω〈Q′(φω),φ′ω〉−Q(φω) = −Q(φω),
d ′′(ω) = −〈Q′(φω),φ′ω〉= −(φω,φ′ω)H = −〈S′′ω(φω)φ′ω,φ′ω〉. (7.2)
Moreover, by (7.1) and (7.2), we have
d ′′′(ω) = −〈Q′′(φω)φ′ω,φ′ω〉− 〈Q′(φω),φ′′ω〉
= 〈S′′′ω (φω)(φ′ω,φ′ω), φ′ω〉− 3〈Q′′(φω)φ′ω,φ′ω〉
= 〈S′′′ω (φω)(φ′ω,φ′ω), φ′ω〉− 3∥∥φ′ω∥∥2H . (7.3)
Here we take
μ = 1‖φ′ω0‖H
, ψ = μφ′ω0 .
Then, ‖ψ‖H =1 and S′′ω0(φω0)ψ = μQ′(φω0). By (B1), we have (Jφω0,ψ)H = (Jφω0 ,ψ)X = 0.
Moreover, since d ′′(ω0) = 0 and d ′′′(ω0) = 0, by (7.2) and (7.3), we have (φω0,ψ)H = 0 and〈
S′′′ω0(φω0)(ψ,ψ),ψ
〉= μ3〈S′′′ω0(φω0)(φ′ω0, φ′ω0), φ′ω0 〉 = 3μ.
Thus, (A2b) is verified. Finally, (A3) follows from (A2b) and Lemma 7. 
The following lemma is used in the proof of Corollary 3.
Lemma 8. Assume (B1) and that for each ω ∈ Ω , (B2a) and (B3) hold. If ω0 ∈ Ω satisfies
d ′′(ω0) < 0, then there exist ψ ∈ X and constants λ < 0 and μ ∈ R such that ‖ψ‖H = 1,
(φω0 ,ψ)H = (Jφω0 ,ψ)H = 0 and S′′ω0(φω0)ψ = λIψ +μQ′(φω0).
Proof. We define
λ = inf{〈S′′ω0(φω0)w,w〉: w ∈ X, ‖w‖H = 1, (φω0,w)H = 0}. (7.4)
By Theorem 4.1 of [11] and by (3.3) in (B3), we see that −∞ < λ < 0. Moreover, by the
standard variational argument with (B3) (see, e.g., Chapter 11 of [16]), we see that (7.4) is
attained at some ψ , that is, there exists ψ ∈ X such that 〈S′′ω0(φω0)ψ,ψ〉 = λ, ‖ψ‖H = 1
and (φω0 ,ψ)H = 0. Then there exists a Lagrange multiplier μ ∈ R such that S′′ω0(φω0)ψ =
λIψ +μQ′(φω ). Finally, by this equation, we have0
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〈
S′′ω0(φω0)(Jφω0),ψ
〉−μ(φω0 , Jφω0)H = 0.
Since λ = 0, we have (Jφω0 ,ψ)H = 0. This completes the proof. 
Proof of Corollary 3. We verify that φω0 satisfies the assumptions (A1), (A2a) and (A3) of
Theorem 1. (A1) follows from (B1), and (A2a) follows from Lemma 8. Finally, (A3) follows
from Lemmas 7 and 8. 
The following lemma is based on Theorem 2 of [18] (see also Theorem 3.3 of [11]), and is
used in the proof of Corollary 4.
Lemma 9. Assume (B1) and that for each ω ∈ Ω , (B2b) and (B3) hold. If ω0 ∈ Ω satisfies
d ′′(ω0) > 0, then there exists a constant k0 > 0 such that
〈
S′′ω0(φω0)w,w
〉
 k0‖w‖2X
for all w ∈ X satisfying (φω0 ,w)H = (χ1,ω0 ,w)H = (Jφω0 ,w)H = 0.
Proof. As in the proof of Lemma 7, it suffices to prove that 〈S′′ω0(φω0)w,w〉 > 0 for all w ∈ X
satisfying w = 0 and (φω0 ,w)H = (χ1,ω0 ,w)H = (Jφω0 ,w)H = 0. We define
Pω =
{
p ∈ X: (χ0,ω,p)H = (χ1,ω,p)H = (Jφω,p)H = 0
}
.
Let w ∈ X satisfy w = 0 and (φω0 ,w)H = (χ1,ω0 ,w)H = (Jφω0 ,w)H = 0. We decompose w
and φ′ω0 as
w = a0χ0,ω0 + a1χ1,ω0 + a2Jφω0 + p,
φ′ω0 = b0χ0,ω0 + b1χ1,ω0 + b2Jφω0 + q,
where aj , bj ∈ R and p,q ∈ Pω0 . Since (χ1,ω0 ,w)H = (Jφω0 ,w)H = 0, we have a1 = a2 = 0.
Moreover, by the first equation of (7.1),
λ1,ω0b1 =
(
λ1,ω0χ1,ω0 , φ
′
ω0
)
H
= 〈S′′ω0(φω0)χ1,ω0 , φ′ω0 〉= (χ1,ω0 , φω0)H = 0.
Thus, b1 = 0. By (7.2), we have
0 > −d ′′(ω0) =
〈
S′′ω0(φω0)φ
′
ω0 , φ
′
ω0
〉= b20λ0,ω0 + 〈S′′ω0(φω0)q, q〉.
In particular, b0 = 0. On the other hand, by the first equation of (7.1),
0 = (φω0 ,w)H =
〈
S′′ω0(φω0)φ
′
ω0 ,w
〉= a0b0λ0,ω0 + 〈S′′ω0(φω0)q,p〉.
In particular, p = 0. By the Cauchy–Schwarz inequality, we have
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〈
S′′ω0(φω0)w,w
〉= b20|λ0,ω0 |{a20λ0,ω0 + 〈S′′ω0(φω0)p,p〉}
> −a20b20λ20,ω0 +
〈
S′′ω0(φω0)p,p
〉〈
S′′ω0(φω0)q, q
〉
−a20b20λ20,ω0 +
〈
S′′ω0(φω0)q,p
〉2 = 0.
Therefore, 〈S′′ω0(φω0)w,w〉 > 0. This completes the proof. 
Proof of Corollary 4. We verify that φω0 satisfies the assumptions (A1), (A2a) and (A3) of
Theorem 1. (A1) follows from (B1). Let ψ = χ1,ω . Then, (A2a) follows from (B2b). Finally,
(A3) follows from Lemma 9. 
8. Examples
8.1. Linear Schrödinger equation on a bounded interval
We begin with a simple “counter-example” to emphasize the role of (A3) in Theorem 1. We
consider the linear Schrödinger equation on the interval (0,π) with zero-Dirichlet boundary
conditions
{
i∂tu− ∂2xu = 0, t ∈ R, x ∈ (0,π),
u(t,0) = u(t,π) = 0, t ∈ R. (8.1)
Let H = L2(0,π) and X = H 10 (0,π) be real Hilbert spaces with inner products
(u, v)H = 
π∫
0
u(x)v(x) dx, (u, v)X = (∂xu, ∂xv)H .
We define E(u) = (1/2)‖∂xu‖2H and Ju = iu for u ∈ X. T is given by T (s)u = eisu for u ∈ X
and s ∈ R. For u0 ∈ X, the solution u(t) of (8.1) with u(0) = u0 is expressed as
u(t) =
∞∑
n=1
anT
(
n2t
)
ϕn, ϕn(x) =
√
2
π
sinnx, an =
π∫
0
u0(x)ϕn(x) dx.
For each n ∈ N, the bound state T (n2t)ϕn is stable in the sense of the definition in Section 2.
In particular, we consider the case n = 2, and put ω = n2 = 4, φω = ϕ2 and ψ = ϕ1. Then,
(A1) and (A2a) are satisfied. On the other hand, the inequality (3.2) holds for w ∈ X satisfying
(φω,w)H = (Jφω,w)H = (ψ,w)H = 0 and (Jψ,w)H = 0, but (A3) does not hold. This simple
example shows optimality of (A3) in Theorem 1.
8.2. NLS with a delta function potential
We consider a nonlinear Schrödinger equation with a delta function potential
i∂tu− ∂2xu+ γ δ(x)u = |u|p−1u, (t, x) ∈ R × R, (8.2)
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problem of bound states for (8.2) has been studied by many authors (see [6,7,9,15]), we give
some remarks to complement their results. For simplicity, we consider the repulsive potential
case γ > 0 only. As real Hilbert spaces H and X, we take H = L2(R) and X = H 1(R) or
H = L2even(R) and X = H 1even(R). We define the inner products of H and X by
(u, v)H = 
∫
R
u(x)v(x) dx,
(u, v)X = (∂xu, ∂xv)H + (u, v)H + γ
[
u(0)v(0)
]
.
Note that by the embedding H 1(R) ↪→ Cb(R), the norm ‖ · ‖X is equivalent to the usual norm in
H 1(R). We define E : X → R and J : X → X by
E(u) = 1
2
‖∂xu‖2L2 +
γ
2
∣∣u(0)∣∣2 − 1
p + 1‖u‖
p+1
Lp+1 , Ju = iu
for u ∈ X. Then, E ∈ C2(X,R) for 1 < p < ∞, E ∈ C3(X,R) if p > 2, and T is given by
T (s)u = eisu for u ∈ X and s ∈ R. Moreover, (8.2) is written in the form (2.3), and all the
requirements in Section 2 are satisfied.
For ω ∈ Ω := (−∞,−γ 2/4), (8.2) has a bound state eiωtφω(x), where φω ∈ H 1(R) is a
positive solution of
−∂2xφ + γ δ(x)φ −ωφ − |φ|p−1φ = 0, x ∈ R. (8.3)
The positive solution φω of (8.3) is given by
φω(x) =
{
ϕω(x − bω), x  0,
ϕω(x + bω), x < 0, (8.4)
where bω = 2 tanh−1(γ /2√−ω)/[(p − 1)√−ω], and
ϕω(x) =
(−(p + 1)ω
2
)1/(p−1){
cosh
(
(p − 1)√−ω
2
x
)}−2/(p−1)
is a positive and even solution of
−∂2xϕ −ωϕ − |ϕ|p−1ϕ = 0, x ∈ R. (8.5)
Then we see that ω → φω is a C2 mapping from Ω to X, and that
Rφω = −∂2xφω + φω + γ δ(x)φω = (1 +ω)φω + |φω|p−1φω ∈ H 1even(R).
Thus (B1) is satisfied. The linearized operator S′′ω(φω) : X → X∗ is given by〈
S′′ω(φω)u, v
〉= 〈Lωu,v〉 + 〈Mωu,v〉
106 M. Ohta / Journal of Functional Analysis 261 (2011) 90–110for u,v ∈ X, where
〈Lωw,z〉 =
∫
R
(
∂xw∂xz −ωwz − pφω(x)p−1wz
)
dx + γw(0)z(0),
〈Mωw,z〉 =
∫
R
(
∂xw∂xz −ωwz − φω(x)p−1wz
)
dx + γw(0)z(0).
The assumption (B3) is easily verified. It is proved in Lemmas 28 and 29 of [6] that (B2a) holds
for the case X = H 1even(R), while it is proved in Section 4 of [15] that (B2b) holds for the case
X = H 1(R). Here, we give a simple proof for the latter fact.
Lemma 10. inf{〈Lωv, v〉: v ∈ H 1odd(R,R), ‖v‖L2 = 1} < 0.
Proof. Let s ∈ (−bω,∞), and we define
ψs(x) =
⎧⎨
⎩
ϕ′ω(x − bω − s), x > bω + s,
ϕ′ω(x + bω + s), x < −bω − s,
0, −bω − s  x  bω + s.
Then, ψs ∈ H 1odd(R,R) and
f (s) := 〈Lωψs,ψs〉
= 2
∞∫
bω+s
{∣∣ϕ′′ω(x − bω − s)∣∣2 −ω∣∣ϕ′ω(x − bω − s)∣∣2
− pϕω(x − bω)p−1
∣∣ϕ′ω(x − bω − s)∣∣2}dx
=
∞∫
0
{∣∣ϕ′′ω(y)∣∣2 −ω∣∣ϕ′ω(y)∣∣2 − pϕω(y + s)p−1∣∣ϕ′ω(y)∣∣2}dy.
Since ϕω is an even solution of (8.5), we see that f (0) = 0. Moreover, since
f ′(s) = −p(p − 1)
∞∫
0
ϕω(y + s)p−2ϕ′ω(y + s)
∣∣ϕ′ω(y)∣∣2 dy,
we have f ′(0) > 0. Thus, we see that f (s) < 0 for s < 0 close to 0, which concludes the
lemma. 
Lemma 11. For each ω ∈ Ω , (B2b) holds for X = H 1(R).
Proof. By Lemma 31 of [6], the kernel of S′′ω(φω) is spanned by Jφω , while by Lemma 32
of [6], the number of negative eigenvalues of S′′(φω) is at most two. Moreover, we know thatω
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By Lemma 10, we have the second eigenvalue λ1,ω < 0 and the corresponding eigenfunction
χ1,ω ∈ H 1odd(R,R). Since φω ∈ H 1even(R,R), we see that (χ0,ω,χ1,ω)H = (χ1,ω,φω)H = 0. This
completes the proof. 
By the explicit formula (8.4), we can compute the derivatives of the function d(ω) = Sω(φω).
The following is proved in [6]. If 1 < p  3, then d ′′(ω) > 0 for all ω ∈ Ω . If 3 < p < 5, then
there exists ω∗ ∈ Ω such that d ′′(ω) < 0 for ω ∈ (ω∗,−γ 2/4), d ′′(ω) > 0 for ω ∈ (−∞,ω∗),
d ′′(ω∗) = 0 and d ′′′(ω∗) < 0. If p  5, then d ′′(ω) < 0 for all ω ∈ Ω . In particular, for the case
where 1 < p  3 and ω ∈ Ω and for the case where 3 < p < 5 and ω ∈ (−∞,ω∗), it follows
from Corollary 4 that eiωtφω is unstable in X = H 1(R). This result is originally due to Theorem 4
of [15]. However, it seems that the proof in [15] is not complete. In fact, in Section 4 of [15],
linear instability of eiωtφω is proved by applying the abstract theory of [12], but there is no proof
for the assertion that linear instability implies (nonlinear) instability (see Remark 4 in Section 3).
Note that, because of the singularity of delta function potential, it seems difficult to apply the
results available in the literature for this problem directly (see [8] and the references therein),
and it might be easier to apply Corollary 4. While, for the case where 3 < p < 5 and ω = ω∗,
it follows from Corollary 2 that eiωtφω is unstable in X = H 1even(R), which was left open in
Remark 7 of [15].
There are not so many examples such that the derivatives of the function d(ω) can be com-
puted explicitly. In [17], one can find other examples to which Corollary 2 is applicable.
8.3. A system of NLS
We consider a system of nonlinear Schrödinger equations of the form
{
i∂tu1 −u1 = |u1|u1 + γ u1u2, (t, x) ∈ R × RN,
i∂tu2 − 2u2 = 2|u2|u2 + γ u21, (t, x) ∈ R × RN,
(8.6)
where N  3 and γ > 0. This is a reduced system of a three-component system studied in [1,2].
In what follows, we use the vectorial notation u = (u1, u2), and it is considered to be a col-
umn vector. We define the inner products of H = L2rad(RN) × L2rad(RN) and X = H 1rad(RN) ×
H 1rad(R
N) by
(u, v)H = 
∫
RN
u1(x)v1(x) dx + 
∫
RN
u2(x)v2(x) dx,
(u, v)X = (∇u,∇v)H + (u, v)H
for u = (u1, u2) and v = (v1, v2). We define J u = (iu1,2iu2) and
E(u) = 1
2
‖∇u1‖2L2 +
1
2
‖∇u2‖2L2 −
1
3
‖u1‖3L3 −
1
3
‖u2‖3L3 −
γ
2

∫
N
u21u2 dx,R
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u ∈ X and s ∈ R, and all the requirements in Section 2 are satisfied. Let ω < 0 and let ϕω ∈
H 1rad(R
N) be a unique positive radial solution of
−ϕ −ωϕ − ϕ2 = 0, x ∈ RN. (8.7)
In the same way as in [1,2], it is proved that a semi-trivial solution (0, e2iωtϕω) of (8.6) is stable
if 0 < γ < 1, and unstable if γ > 1. Here, we consider instability of bound states bifurcating
from the semi-trivial solution at γ = 1. For 0 < γ < 1, we put φω = (αϕω,βϕω), where
α = 2 − γ − γ
√
1 + 2γ (γ − 1)
2 + γ 3 , β =
1 + γ 2 + √1 + 2γ (γ − 1)
2 + γ 3 .
Then, S′ω( φω) = 0, and (A1) is satisfied. Note that α and β are positive constants, and satisfy
|α| + γβ = 1, γ α2 + 2|β|β = 2β , and (α,β) → (0,1) as γ → 1. By applying Theorem 1, we
show that the bound state T (ωt) φω is unstable for any 0 < γ < 1. First, the linearized operator
S′′ω( φω) is given by 〈
S′′ω( φω)u, u
〉= 〈LRu,u〉 + 〈LIu,u〉 (8.8)
for u = (u1, u2) ∈ X, where u = (u1,u2), u = (u1,u2), and
LR =
[−−ω 0
0 −−ω
]
−
[
(2α + γβ)ϕω γ αϕω
γαϕω 2βϕω
]
,
LI =
[−−ω 0
0 −−ω
]
−
[
(α − γβ)ϕω γ αϕω
γαϕω βϕω
]
.
For a ∈ R, we define Lav = −v − ωv − aϕωv for v ∈ H 1rad(RN,R). Then, by orthogonal
matrices
A = 1√
α2 + β2
[
α β
−β α
]
, B = 1√
α2 + 4β2
[
α 2β
−2β α
]
,
LR and LI are diagonalized as follows:
LR = A∗
[
L2 0
0 L(2−γ )β
]
A, LI = B∗
[
L1 0
0 L(1−2γ )β
]
B. (8.9)
Moreover, by elementary computations, we see that 1 < (2 − γ )β < 2 and (1 − 2γ )β < 1 for
0 < γ < 1. Here, we recall some known results on the operator La defined on H 1rad(R
N,R).
Lemma 12. Let N  3 and let ϕω be the positive radial solution of (8.7).
(i) L2 has one negative eigenvalue, kerL2 = {0}, and there exists a constant c1 > 0 such that
〈L2v, v〉 c1‖v‖2H 1 for all v ∈ H 1rad(RN,R) satisfying (ϕω, v)L2 = 0.(ii) L1 is non-negative, kerL1 is spanned by ϕω, and there exists c2 > 0 such that 〈L1v, v〉 
c2‖v‖2 1 for all v ∈ H 1 (RN,R) satisfying (ϕω, v)L2 = 0.H rad
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(iv) If 1 < a < 2, then 〈Laϕω,ϕω〉 < 0, and there exists c4 > 0 such that 〈Lav, v〉  c4‖v‖2H 1
for all v ∈ H 1rad(RN,R) satisfying (ϕω, v)L2 = 0.
Proof. The parts (i) and (ii) are well known (see [22]). Note that the quadratic nonlinearity
in (8.7) is L2-subcritical if and only if N  3, and that the assumption N  3 is essential for (i).
The parts (iii) and (iv) follow from (i) and (ii) immediately. 
We put ξ = (−βϕω,αϕω) and ψ = ξ/‖ξ‖H . Then, A ψ = (0, ϕω)/‖ϕω‖L2 . By Lemma 12(iv),
we have
〈
S′′ω( φω) ψ, ψ
〉= 〈LR ψ, ψ〉 = 〈L(2−γ )βϕω,ϕω〉/‖ϕω‖2L2 < 0,
and (A2a) is satisfied. Next, we show two lemmas to prove (A3).
Lemma 13. There exists a constant k1 > 0 such that 〈LR v, v〉 k1‖v‖2X for all v ∈ H 1rad(RN,R)2
satisfying ( φω, v)H = 0 and (ξ, v)H = 0.
Proof. By (8.9), we have 〈LR v, v〉 = 〈L2w1,w1〉 + 〈L(2−γ )βw2,w2〉, where w = Av. Since
(ϕω,w1)L2 = ( φω, v)H /
√
α2 + β2 = 0, Lemma 12(i) implies 〈L2w1,w1〉  c1‖w1‖2H 1 . More-
over, since (ϕω,w2)L2 = (ξ, v)H /
√
α2 + β2 = 0 and 1 < (2 − γ )β < 2, Lemma 12(iv) implies
〈L(2−γ )βw2,w2〉 c4‖w2‖2H 1 . Since ‖ w‖X = ‖v‖X , this completes the proof. 
Lemma 14. There exists a constant k2 > 0 such that 〈LI v, v〉 k2‖v‖2X for all v ∈ H 1(RN,R)2
satisfying (η, v)H = 0, where η = (αϕω,2βϕω).
Proof. By (8.9), we have 〈LI v, v〉 = 〈L1w1,w1〉 + 〈L(1−2γ )βw2,w2〉, where w = B v. Since
(ϕω,w1)L2 = (η, v)H /
√
α2 + 4β2 = 0, Lemma 12(ii) implies 〈L1v˜1,w1〉  c2‖w1‖2H 1 . More-
over, since (1 − 2γ )β < 1, Lemma 12(iii) implies 〈L(1−2γ )βw2,w2〉  c3‖w2‖2H 1 . This com-
pletes the proof. 
We verify (A3). Let w ∈ X satisfy ( φω, w)H = (J φω, w)H = ( ψ, w)H = 0. Since
( φω, w)H = ( φω, w)H = 0 and (ξ, w)H = ‖ξ‖H ( ψ, w)H = 0, it follows from Lemma 13
that 〈LR w, w〉 k1‖ w‖2X . While, since (η, w)H = −(Jφω, w)H = 0, Lemma 14 implies
〈LI w, w〉 k2‖ w‖2X . Thus, by (8.8), we see that (A3) is satisfied. In conclusion, it follows
from Theorem 1 that the bound state T (ωt) φω is unstable for any 0 < γ < 1.
Finally, we consider instability of semi-trivial solution T (ωt)(0, ϕω) at the bifurcation point
γ = 1. In this case, we have LR v = (L1v1,L2v2) and LI v = (L−1v1,L1v2) for v = (v1, v2) ∈
H 1rad(R
N,R)2, the kernel of S′′ω(0, ϕω) is spanned by J (0, ϕω) and (ϕω,0), and (A3) holds with
ψ = (ϕω,0)/‖ϕω‖L2 . Since E /∈ C3(X,R), Corollary 1 is not applicable to this problem directly.
However, by modifying the proof of Theorem 2, it is proved that T (ωt)(0, ϕω) is unstable for
the case γ = 1. The details will be discussed in a forthcoming paper [3].
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