Attosecond pulse characterization by Laurent, Guillaume et al.
Attosecond pulse characterization
G. Laurent∗, W. Cao, I. Ben-Itzhak, and C. L. Cocke
James R. Macdonald Laboratory, Physics Department, Kansas State University, Manhattan,
Kansas 66506, USA
∗glaurent@phys.ksu.edu
Abstract: In this work we propose a novel procedure for the charac-
terization of attosecond pulses. The method relies on the conversion of
the attosecond pulse into electron wave-packets through photoionization
of atoms in the presence of a weak IR field. It allows for the unique
determination of the spectral phase making up the pulses by accurately
taking into account the atomic physics of the photoionization process.
The phases are evaluated by optimizing the fit of a perturbation theory
calculation to the experimental result. The method has been called iPROOF
(improved Phase Retrieval by Omega Oscillation Filtering) as it bears a
similarity to the PROOF technique [Chini et al. Opt. Express 18, 13006
(2010)]. The procedure has been demonstrated for the characterization
of an attosecond pulse train composed of odd and even harmonics. We
observe a large phase shift between consecutive odd and even harmonics.
The resulting attosecond pulse train has a complex structure not resembling
a single attosecond pulse once per IR period, which is the case for zero
phase. Finally, the retrieval procedure can be applied to the characterization
of single attosecond pulses as well.
© 2013 Optical Society of America
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1. Introduction
The recent development of x- or extreme-ultraviolet (XUV-EUV) light pulses on an attosecond
timescale has opened up new avenues for experimentalists to probe temporal aspects of electron
dynamics in atoms, molecules and condensed matter [1, 2]. Both Single Attosecond Pulses
(SAPs) and Attosecond Pulse Trains (APTs) have already shown to be very promising tools
for the temporal characterization of various atomic processes, such as the delay times in Auger
decay [3], tunneling [4, 5], and photoionization [6–9]. In spite of these successful experiments,
real-time observation of the electron dynamics is, nevertheless, still in its infancy. This is mainly
because the usefulness of such attosecond pulses is limited by the degree to which they can be
synthesized in the laboratory. In particular, a precise characterization of such pulses in the time
domain still remains a challenging task [10–22].
Because the amplitude of the frequency components making up the pulse can be easily meas-
ured with conventional spectrometers, the main challenge for the characterization lies in deter-
mining the spectral phase of these components which determine the ultimate length and shape
of the pulse in the time domain. To date, the conventional methods dedicated to the phase
measurement (namely the RABBITT [2], Streaking [10] and PROOF [20] techniques) rely on
the conversion of the attosecond pulse into an electron wave-packet through photoionization
of atoms in the presence of a phase-locked IR field. The dressing effect of the IR field on the
electron emission oscillates as the time delay between the attosecond and IR pulses is varied.
From the characteristics of this temporal modulation, the spectral phases encoded in the elec-
tron emission can then be retrieved. The retrieval procedures are generally based on matching
measured and simulated temporal modulations. The phases are used as parameters to optimize
the fit of the theoretical model to the experimental result. In order to find an iterative solution for
these phases in a reasonable amount of time, the simulated temporal modulation is generated
from an approximate analytical model of the conversion process, rather than from the “exact”
calculation based on numerical solution of the time-dependent Schro¨dinger equation (TDSE).
Even if TDSE calculations would allow an “exact” measurement of the phases, they are still
too time-consuming to be efficiently used in an iterative process. As a consequence, the preci-
sion of the phase measurement is directly related to the accuracy of the simplified theoretical
description of the laser-assisted photoionization process used in the retrieval procedure.
When an APT composed of only odd harmonics is used to ionize an atomic target in the pres-
ence of a weak IR field, photoelectrons are observed at energies corresponding to one-photon
absorption of the odd harmonics, and, located in between, sideband peaks due to two-photon
transitions (absorption of one XUV photon plus absorption or emission of one IR photon). The
phases of only two consecutive harmonics are then encoded in the intensity modulation of a
given sideband. This allows for a precise and unique determination of the spectral phases of
the frequency components making up such kind of APTs via the RABBITT technique, based
on an accurate description of the two-photon photoionization process within the framework
of second-order perturbation theory. The situation changes when the target is ionized with an
APT composed of odd and even harmonics or a single attosecond pulse. In these cases, several
transitions (at least three) participate to the formation of an electron wave-packet in a given
energy state: the direct transition by one XUV photon absorption and several transitions involv-
ing absorption of one XUV photon, and absorption (or emission) of one or more IR photons
depending on the intensity of the field used in the experiment. The spectral phases of the fre-
quency components involved in all these paths are then encoded in the same electron signal,
making the retrieval analysis rather tricky. In order to simplify this analysis, the conventional
techniques of characterization of SAPs are based on a simplified description of the conversion
of the attosecond pulse into an electron wave-packet in which the contribution of the atomic
physics of the photoionization process is not included [20]. However, in a previous study [23],
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Fig. 1. Principle of the attosecond pulse characterization method. (a) The XUV attosec-
ond pulse is converted into electron wave-packets through photoionization of atoms in the
presence of a weak IR field (∼ 1011 W/cm2). Three different quantum paths contribute to
the generation of energy-degenerate electron wave-packets in the continuum. Interference
between these quantum paths leads to a modulation of the probability of emission P(~k,ε,τ)
with the time delay τ between the XUV and IR pulses. (b) The probability of emission can
be written as the sum of three terms: a constant term I0 symmetric along the polarization
vector direction, an antisymmetric term Iω oscillating at the IR frequency, and a symmetric
term I2ω oscillating at twice the IR frequency.
we found that such a simplified retrieval procedure, not including the atomic physics, failed to
accurately measure the phases of APTs composed of odd and even harmonics. We are thus led
to seek a procedure which includes the proper treatment of the atomic physics.
In this work, we demonstrate a new retrieval procedure which allows the determination of the
spectral phases of the harmonics making up attosecond pulse train composed of both even and
odd harmonics. The procedure explicitly takes into account the atomic physics of the photoion-
ization process. The method is an adaptation of the RABBITT technique for the characteriza-
tion of attosecond pulse trains composed of only odd harmonics, and bears a strong similarity
to the PROOF method for analyzing single attosecond pulses. It relies on the conversion of
the attosecond pulse train into electron wave-packets through photoionization of atoms in the
presence of a weak IR field (∼ 1011 W/cm2). The description of the photoionization process
is based on second order perturbation theory. The fitting algorithm implemented to extract the
phase from the modulated electron spectrogram gives unique solutions for these phases.
2. Method
When an IR field of relatively low intensity (∼ 1011 W/cm2) is used to dress the photoioniza-
tion process, only three different transitions contribute to the generation of energy-degenerate
electron wave-packets in the continuum (see Fig. 1(a)): the direct transition induced by absorp-
tion of one XUV photon of frequency Ω, and two transitions involving absorption of one XUV
photon of frequency Ωa or Ωe plus absorption or emission of one IR photon of frequency ω .
At a time delay τ between the attosecond and IR pulses, the probability P(~k,ε,τ) for emission
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of an electron with final momentum~k and energy ε is then given by the coherent sum of the
amplitudes of these three paths, denoted Md(~k,ε), Macc(~k,ε,τ), and Mecc(~k,ε,τ), respectively in
Eq. (1):
P(~k,ε,τ) = |Md(~k,ε)+Macc(~k,ε,τ)+Mecc(~k,ε,τ)|2, (1)
where ε = k2/2 = Ω− εi and Ω = Ωa+ω = Ωe−ω . Interference of the amplitudes for these
three quantum paths leads to a modulation of the probability of emission P(~k,ε,τ) with the
time delay τ . Both the amplitude and the spectral phase of the three frequency components of
the attosecond pulse (Ω,Ωa, and Ωe) are encoded in this modulation. Provided that the atomic
physics of the photoionization process (the conversion process) and the amplitude of these
frequency components are known, the temporal analysis of the modulation then provides a way
to retrieve the spectral phases.
In our previous study [23, 24], we have shown that the probability of emission P(~k,ε,τ) can
be written as the sum of three terms (see Fig. 1(b)):
P(~k,ε,τ) = I0(~k,ε)+ Iω(~k,ε,τ)+ I2ω(~k,ε,τ). (2)
The first term (I0) is the sum of the probabilities of emission for the one-photon and two-photon
processes individually. This term does not depend on the time delay τ , and is symmetric along
the polarization vector direction. The second term (Iω ) is an interference term coming from
the cross product of the one- and two-photon transition amplitudes, a process that we referred
to as First order/Second order Interference (FSI). This interference term represents only a few
percent of the total probability of emission when a weak IR field is used in the experiment. It
varies sinusoidally with τ at the IR frequency ω , and is antisymmetric along the polarization
vector direction. Finally, the last term (I2ω ) comes from the cross product of the two-photon
transition amplitudes, and describes the interference process the RABBITT technique is based
on [2, 12]. This interference term varies sinusoidally with τ at twice the IR frequency, and is
symmetric along the polarization vector direction. In general, this term is much weaker than the
FSI term as it involves one more photon. The temporal modulation of the probability P(~k,ε,τ)
with the time delay is then dominated by the FSI term.
It is important to note that the FSI process is not reflected in the total photoionization prob-
ability, since the continuum states populated by the one- and two-photon quantum paths are
orthogonal to each other. Experimental observation of the FSI modulation thus requires a
photoelectron momentum spectroscopy measurement. Even if a complete photoelectron mo-
mentum measurement can be readily performed with sophisticated experimental techniques
(COLTRIMS, VMI), it is not essential as the measurement of the electron emission along one
particular direction is sufficient to observe the FSI modulation. The characterization procedure
described in the following is based on the analysis of the temporal modulation of the electron
signal detected in one direction along the polarization of the light by making use of state-of-
the-art theoretical description of the photoionization process.
3. Theoretical description of the photoionization process.
The low intensity of both the XUV and IR fields allows for a quantum description of the pho-
toionization process within the framework of perturbation theory and the single active electron
approximation. The full quantum description of one- and two-photon absorption processes has
been described in detail in the literature [25–29]. In this section, we give the general expressions
for the one- and two-photon transition amplitudes for an electron emitted in one direction along
the polarization vector, and use them to derive the formal expression of the FSI modulation
term from Eq. (1).
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3.1. One- and two-photon matrix elements
To describe the one- and two-photon ionization process, we have used the results developed
by Dahlstro¨m et al. within the framework of first and second-order perturbation theory and the
single active electron approximation [29]. The matrix element for one-photon ionization of the
atomic target from its initial states (ni, `i,mi) to the final state (k,ε), with the photoelectron
emitted in the positive z direction along the polarization axis (zˆ) is (see Eq. (47) of Ref. [29]):
Md(kzˆ,ε) =
(8pi)3/2
i
√
3
E˜Ω∑
λ
√
2λ +1〈Yλ ,mi |Y1,0|Y`i,mi〉〈Rk,λ |r|Rni,`i〉eiηλ (k)δmi,0, (3)
where the Y`,m are spherical harmonics, the Rk,` are real radial wavefunctions normalized on
the energy scale, ηλ (k) are the phase-shifts, and E˜Ω = EΩeiΦΩ is the complex amplitude of
the XUV field, with its frequency Ω satisfying Ω = ε+ εi = k2/2+ εi. The span of accessible
angular momentum λ in the final state is governed by the dipole selection rules: λ = `i± 1.
The phase-shifts ηλ can be written under the form: ηλ (k) = σλ (k) + δλ (k)− λpi/2, where
σλ (k) = arg[Γ(λ +1− iZ/k)] is the Coulomb phase-shift induced by the ionic core with charge
Z, and where the correction δλ (k) originates from the short range deviation of the ionic poten-
tial from a pure Coulomb potential. Note that only initial states with zero magnetic quantum
number, mi = 0, will contribute to photoelectron emission along zˆ which is a consequence of
the properties of the spherical harmonics along zˆ: Y`,m(zˆ) =
√
(2`+1)/4piδm,0.
Similarly, the matrix element for two-photon ionization of the atomic target from its initial
states (ni, `i,mi) to the final state (k,ε) via the intermediate state (κ,εκ ) with angular momentum
λ is (see Eq. (48) of Ref. [29]):
Mcc(kzˆ,ε,τ)≈− (8pi)
2
3
√
2
E˜ω E˜ΩT (k,κ)∑
L
√
2L+1∑
λ
〈YL,mi |Y1,0|Yλ ,mi〉〈Yλ ,mi |Y1,0|Y`i,mi〉
×〈Rκ,λ |r|Rni,`i〉eiηλ (κ)δmi,0, (4)
where
T (k,κ) =− 1√
kκ
(2κ)
iZ
κ
(2k)
iZ
k
Γ[2+ iZ(
1
κ
− 1
k
)]
( i
κ− k
)2+iZ( 1κ− 1k )
, (5)
and E˜ω = Eωeiωτ is the complex amplitude of the IR field. The span of accessible final angular
momentum L is governed by the dipole selection rules: L = λ ± 1 = `i, `i± 2. We note that
this two-photon matrix element contains only the phase-shifts ηλ that are governed by the
angular momentum λ of the intermediate state, i.e. a state that can be reached via single-photon
absorption.
When applied to the case of noble gases, which are generally first choice targets for the
experiment, the non-trivial Eqs. (3) and (4) greatly simplify. In the case of the single ionization
of helium atoms (`i = 0), these reduce to:
Md(kzˆ,ε) =−i (8pi)
3/2
√
4pi
E˜Ω〈Rk,1|r|R1,0〉eiη1(k)
Mcc(kzˆ,ε,τ) =−iE˜ωT (k,κ)Md(κ zˆ,εκ). (6)
Similar expressions can be derived in the case of single ionization of neon and argon (`i = 1):
Md(kzˆ,ε) =−i4pi
√
8
3
E˜Ω
[
〈Rk,0|r|R1,1〉eiη0(k)+2〈Rk,2|r|R1,1〉eiη2(k)
]
Mcc(kzˆ,ε,τ) =−iE˜ωT (k,κ)Md(κ zˆ,εκ). (7)
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3.2. FSI modulation and spectral phases
The FSI modulation Iω of the electron emission detected along the polarization of the light can
be obtained from Eq. (1) by evaluating the cross product of the one- and two-photon transition
amplitudes. That is,
Iω(kzˆ,ε,τ) = 2|Md |
(
|Macc|cos
(
arg[M∗dM
a
cc]
)
+ |Mecc|cos
(
arg[M∗dM
e
cc]
))
. (8)
Using the simple analytical form of the matrix elements given in Eqs. (6) or (7), and making in
Eq. (8) the substitutions |Macc|= Eω |T a||Mad | and |Mecc|= Eω |T e||Med |, the FSI modulation can
be rewritten as:
Iω(kzˆ,ε,τ)= 2Eω |Md |
(
|T a||Mad |cos(ωτ+∆ΦaΩ+ϕaat.)+ |T e||Med |cos(ωτ+∆ΦeΩ−ϕeat.)
)
(9)
where Mad and M
e
d are the matrix elements associated with the one-photon transition from the
ground state to the intermediate states with momentum κa and κe, respectively, and T a and T e
are the continuum-continuum matrix elements from those intermediate states to the final state
with momentum k. The cosine terms appearing in Eq. (9) describe the interference between each
of the two-photon ionization paths (Ωa+ω ,Ωe−ω) and the one-photon transition (Ω). Each of
these terms oscillates at the frequency ω of the IR field, and carries a phase ∆ΦaΩ =ΦΩa −ΦΩ
(∆ΦeΩ = ΦΩ−ΦΩe ) which is the relative spectral phase between the contributing frequency
components of the attosecond pulse, and an atomic phase ϕaat. (ϕeat.) equals to the difference in
the characteristic phases of the one- and two-photon ionization pathways. These atomic phases
are given by:
ϕaat.(k,κa) =−
pi
2
+φcc(k,κa)+η(κa)−η(k)
ϕeat.(k,κe) =−
pi
2
+φcc(k,κe)+η(κe)−η(k), (10)
where η is the scattering phase-shift of the one-photon matrix element Md , and φcc is the phase
of the continuum-continuum matrix element T .
The two cosine terms appearing in the relation (9) cannot be measured independently. In-
stead, the measurement of the FSI modulation gives access to the sum of both. For a more
direct comparison with the measurement, relation (9) needs to be rewritten in the form:
Iω(kzˆ,ε,τ) = Aεcos(ωτ+Ψε), (11)
where the amplitude Aε and the phase Ψε are given by:
Aε = 2Eω |Md |
(
|T a|2|Mad |2+ |T e|2|Med |2
+2|T a||T e||Mad ||Med |cos(∆ΦaΩ−∆ΦeΩ+ϕaat.+ϕeat.)
) 1
2
(12a)
Ψε = atan
(
|T a||Mad |sin(∆ΦaΩ+ϕaat.)+ |T e||Med |sin(∆ΦeΩ−ϕeat.)
|T a||Mad |cos(∆ΦaΩ+ϕaat.)+ |T e||Med |cos(∆ΦeΩ−ϕeat.)
)
. (12b)
The phase retrieval procedure presented in the next section describes the retrieval of the two
unknown relative phases ∆ΦaΩ and ∆Φ
e
Ω, for each harmonic, from the characteristics of the FSI
modulation. The relation (12b) shows that a unique solution for these relative phases cannot
be determined from the measurement of the phase of the FSI modulation only, as the PROOF
technique does. Combining the measurement of both the phase and the amplitude of the mod-
ulation, on the other hand, does lead to a unique solution for the relative phases. The relations
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Fig. 2. (a) Scattering phase-shift η of the bound-to-continuum matrix element Md for argon
(black), and continuum-continuum phases φcc for absorption (red) and emission (blue) as
a function of photoelectron momentum (taken from Refs. [26] and [29], respectively). (b)
Atomic phase difference ϕaat. for absorption (red) and ϕeat. for emission (blue).
(12) form a system of m coupled equations for the relative phases, where ∆ΦeΩ = ∆Φ
a
Ω+ω , and
∆ΦaΩ = ∆Φ
e
Ω−ω , and m is the number of harmonics included in the set. As described below, an
iterative solution to such a system results if initial values are assigned to only two variables,
one proportional to the value of ∆ΦaΩ for the lowest harmonic in the set and the other an over-
all normalization constant proportional to the IR electric field strength for the whole set. This
solution requires that the measured amplitude and phase of the FSI modulation as well as the
atomic phases (ϕaat.,ϕeat.) and the matrix elements T and Md be known for each harmonic. In the
procedure described below we use the theoretical values for both the matrix element T (com-
puted with Eq. (5)) and the atomic phases shown in Fig. 2(b). The one-photon matrix element
Md was obtained from the measurement of the photoelectron energy spectrum S(ε) with only
the attosecond pulse present (S(ε) ∝ |Md |2). Finally, from the retrieved relative phases ∆ΦaΩ
and ∆ΦeΩ, the spectral phases ΦΩ can be deduced by arbitrarily assigning a reference value to
one of the harmonics.
4. Phase retrieval procedure
A semi-analytical fitting procedure was used to solve the system of coupled Eqs. (12). The
value of ∆ΦaΩ for some lower harmonic (for example, the twelfth, when an argon target is used
in the experiment) is set equal to some value α . The value of ∆ΦeΩ is then found from Eq.(12b),
which can be rewritten in the form:
sin(∆ΦeΩ−ϕeat.−Ψexpε )
sin(∆ΦaΩ+ϕ
a
at.−Ψexpε )
=−|T
a|
|T e|
√
S(ε−ω)
S(ε+ω)
, (13)
where we have used the fact that S(ε−ω)∝ |Mad |2 and S(ε+ω)∝ |Med |2. This equation is solved
for ∆ΦeΩ, and from this result the value of ∆Φ
a
Ω for the next higher harmonic is determined
(∆ΦaΩ+ω = ∆Φ
e
Ω). In progressing upward through the harmonics, at each photoelectron energy
ε , a simple Fourier analysis of the measured electron signal gives both the amplitude Ames.ε and
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the phase Ψmes.ε of the measured FSI modulation.
We note that, for a given value of ∆ΦaΩ, Eq. (13) has two solutions:
(
∆ΦeΩ
)
1 =Ψ
exp
ε +ϕeat.+ asin
[
− |T
a|
|T e|
√
S(ε−ω)
S(ε+ω)
sin(∆ΦaΩ+ϕ
a
at.−Ψexpε )
]
(
∆ΦeΩ
)
2 =Ψ
exp
ε +ϕeat.+pi− asin
[
− |T
a|
|T e|
√
S(ε−ω)
S(ε+ω)
sin(∆ΦaΩ+ϕ
a
at.−Ψexpε )
]
. (14)
As a consequence, by solving the recurrence equation m times, 2m possible sets of relative
phases are retrieved. The correct solution is the one which minimizes the least squares value:
χ2(α,β ) =∑
m
[
Aexpε −Athε (α,β )
]2
, (15)
where Athε is the simulated amplitude of the FSI modulation at the photoelectron energy ε com-
puted with Eq. (12a), which can be rewritten as:
Athε (α,β ) =β
√
S(ε)
(
|T a|2S(ε−ω)+ |T e|2S(ε+ω)
+2|T a||T e|
√
S(ε−ω)S(ε+ω)cos(∆ΦaΩ(α)−∆ΦeΩ(α)+ϕaat.+ϕeat.)) 12 , (16)
and β is an overall normalization factor proportional to the IR electric field strength Eω for
the whole set. This procedure is repeated for different values of the boundary condition α and
constant factor β , until the χ2(α,β ) minimum is found. The range of possible values for α and
β to consider in the fitting procedure can be deduced from Eqs. (12). We can see that adding
a constant kpi (k ∈ Z) to the phase differences does not change the values of Aε and Ψε . This
reduces the range of possible value for α to the interval [0,pi]. A close look at the Eq. (12a), on
the other hand, shows that the minimum (maximum) possible value for β is achieved when the
cosinus term is equal to +1 (-1):
βmin(ε) =
Aexpε√
S(ε)
√
|T a|2S(ε−ω)+ |T e|2S(ε+ω)+2|T a||T e|√S(ε−ω)S(ε+ω)
βmax(ε) =
Aexpε√
S(ε)
√
|T a|2S(ε−ω)+ |T e|2S(ε+ω)−2|T a||T e|√S(ε−ω)S(ε+ω) (17)
As the constant factor β has to be the same at all photoelectron energy ε , the range of possible
value then reduces to the interval:
β ∈
[
max
[
βmin(ε)
]
,min
[
βmax(ε)
]]
. (18)
Finally, the absolute spectral phases ΦΩ of the harmonics are deduced from the retrieved
relative phases by arbitrarily assigning a reference value to one of them.
5. Spectral phase of an APT composed of odd and even harmonics
The retrieval procedure has been applied to the phase measurement and the temporal character-
ization of an attosecond pulse train composed of odd and even harmonics.
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Fig. 3. Schematic view of our experimental setup. (a) The setup combines a Ti:Sapphire
laser delivering 40-fs 800-nm pulses at a repetition rate of 1kHz, a XUV-IR Mach-Zehnder
interferometer, and a velocity map imaging system. (b) The two-color field used for the
high harmonic generation was formed by a collinear optical system composed of a β -
barium borate (BBO) crystal, a rotatable calcite plate, and a zero-order half-wave plate at
800 nm.
5.1. Experimental method
The experimental setup used for the measurement combines a Ti:Sapphire laser delivering 40-fs
800-nm pulses at a repetition rate of 1kHz, a XUV-IR Mach-Zehnder interferometer, and a ve-
locity map imaging system (see Fig. 3(a)). Part of the incoming linearly polarized IR beam was
sent into the first arm of the interferometer where the APT was generated via high harmonic
generation with a two-color (800- and 400-nm) field [30]. The field was formed by a collinear
optical system composed of a β -barium borate (BBO) crystal, a rotatable calcite plate, and a
zero-order half-wave plate at 800 nm (see Fig. 3(b)). The IR beam was first focused by a lens
of 50-cm focal length, and then frequency doubled in a 250-µm-thick BBO. A 600 µm bire-
fringent calcite crystal was used to compensate the delay between the resulting orthogonally
polarized pulses such that they exactly overlapped in the focal plane. Both pulses were subse-
quently passed through a zero-order quartz plate which acts as a half-wave plate only for the
800-nm pulse, so that the two pulses exit the quartz plate with parallel polarization. At the exit,
the intensity of the 400-nm component was typically 0.5% of that of the 800-nm field. The
relative delay between the 800-nm and 400-nm pulses can be adjusted by rotating the calcite
crystal about one of its optical axes. The resulting linearly polarized two-color field focused
into a 1.5 mm windowless gas cell filled with 10 Torr of argon. The APT was then filtered by
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Fig. 4. (a) Photoelectron emission probability from argon measured in one direction along
the polarization vector (±15 deg.) as a function of time delay between the XUV and IR
field and the electron energy (in harmonic order unit). (b) Photoelectron spectrum when
only the XUV pulse is present. (c) FSI modulation as a function of time delay between
the XUV and IR field and the electron energy. (d) Measured (blue line) and simulated (red
bars) amplitude of the FSI modulation. (e) Phase of the FSI modulation.
using a spatial aperture (2 mm diameter at 0.5 m) and a 200 nm thick Al thin film to remove
harmonics below the 11th order. A replica of the IR (without the 400 nm) was sent into the
second arm of the interferometer, whose total length could be changed to vary the time delay
τ between the APT and the IR pulse. Both beams were focused, collinearly recombined, and
finally sent into a vacuum chamber containing an effusive argon gas jet. At the focal point, the
IR intensity is estimated to be below 1011 W.cm−2. A velocity map imaging system was used
to measure the photoelectrons momenta [31].
5.2. Data analysis
The details of the phase retrieval analysis are shown in Fig. 4. The photoelectron emission
probability measured along the polarization direction (±15 deg.) is shown in a density plot as
a function of the time delay between the XUV and IR field and the electron energy in Fig. 4(a).
At each photoelectron energy ε , a simple Fourier analysis of the electron signal gives the FSI
modulation plotted in Fig. 4(c). From the amplitude Ames.ε and the phase Ψmes.ε of this mod-
ulation, presented in Figs. 4(d) and 4(e), respectively, the relative phase between consecutive
harmonics are retrieved. The amplitude of the simulated FSI modulation resulting from the fit-
ting procedure is also shown in Fig. 4(d) (red bars). In order to estimate the accuracy of the
analysis, the procedure has been applied successively to retrieve the phase of each frequency
component within the harmonic width. The resulting phases have been averaged over the har-
monic width, and the standard deviation from the mean value gives an estimated error in the
phase measurement of ±5%.
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Fig. 5. Relative (a) and absolute (b) spectral phases retrieved by including (blue curve)
and neglecting (red curve) the contribution of the atomic physics of the photoionization
process in the analysis. The absolute phases have been deduced from the relative phases by
arbitrarily assigning zero phase to the harmonic 12.
5.3. Results and discussion
The results of the analysis are shown in Fig. 5. The relative phases between odd and even
harmonics are plotted in Fig. 5(a) (blue curve). From these relative phases, the absolute spectral
phases of the harmonics are deduced by arbitrarily assigning zero phase to the harmonic 12
(blue curve in Fig. 5(b)). We can observe a large phase shift between consecutive odd and even
harmonics in the plateau region. The phase shift is not constant over the entire range of the
harmonic orders, though. It decreases (or increases) from pi/2 for the lower harmonics to close
to 0 (or pi) for the higher ones (our experiment cannot distinguish between these two values).
This trend is somewhat different to what we have observed in our previous measurement [23],
where we have found a pi/2 even-odd phase shift over the entire plateau region. We note that the
procedure used to generate the APT in that previous work, with the polarization of the second-
harmonic field orthogonal to that of the IR fundamental, differs from the procedure used here
where the polarization of both fields are parallel. This suggests that the quantitative value of
the even-odd phase shift may be specific to the procedure used to generate the APT. Further
investigation of this question would be a separate, and very worthy, endeavor. We do not yet
know of a physical explanation for these phase shifts, but the existence of a phase difference
between even and odd harmonics in an APT has been already discussed theoretically. Zuo et
al. predicted, for harmonics near the cutoff, very large phase shifts, nearly pi [32, 33]. Also, a
recent calculation of the harmonic generation by a two-color field finds an even-odd phase shift
of pi/2 [34], in agreement with the present results for the lower harmonics.
To emphasize the importance of an accurate treatment of the conversion process in the re-
trieval procedure, we have also carried out a phase retrieval analysis in which the contribution of
the atomic physics of the photoionization process is neglected, as is done in the PROOF method.
This is achieved by replacing in Eq. (12) the matrix elements Md , Mad , and M
e
d by the strengths
of the harmonics EΩ, EΩa , and EΩe , respectively, and by setting the matrix elements (T
a,T e) to
one and the atomic phases (ϕaat., ϕeat.) to zero. The relative and absolute phases resulting from
this analysis are plotted in Figs 5(a) and 5(b) (red curves). We can observe a significant differ-
ence between these phases and the phases retrieved by taking into account the atomic physics
of the conversion process. The origin of this discrepancy is mainly, but not uniquely, attributed
to the atomic phases of the photoionization process. By not taking into account explicitly the
atomic physics in the analysis, the retrieved phases are equal to the relative phases of the har-
#189466 - $15.00 USD Received 25 Apr 2013; revised 11 Jun 2013; accepted 18 Jun 2013; published 9 Jul 2013
(C) 2013 OSA 15 July 2013 | Vol. 21,  No. 14 | DOI:10.1364/OE.21.016914 | OPTICS EXPRESS  16925
Fig. 6. Temporal profile of the attosecond pulse train retrieved by including (a) and ne-
glecting (b) the contribution of the atomic physics of the photoionization process in the
analysis.
monic plus the atomic phases. As shown in Fig. 2(b), these atomic phases are close to −pi/2.
This leads to an opposite trend for the phase shifts between consecutive odd and even harmon-
ics as a function of the harmonic order. The phase shift now increases from 0.1pi for the lower
harmonics in the plateau region to pi/2 for the higher ones. Obviously, this difference in the
retrieved phases also leads to a difference in the temporal profile of the reconstructed attosec-
ond pulse train as shown in Fig. 6. These temporal profiles have been reconstructed from the
phases shown in Fig. 5(b) and the amplitudes deduced from the photoelectron energy distribu-
tion shown in Fig. 4(b) by correcting for the different photoionization cross sections [26]. In
both cases, the reconstruction leads to a train formed by a series of two pulses, one more intense
than the other. Even though the two analysis methods, with and without including the atomic
physics, lead to a similar duration for each of these pulses (∼ 300 as), the temporal envelopes
of the reconstructed trains are distinct. We can see that the analysis done without taking into
account the atomic physics of the conversion process underestimates the intensity of the second
pulse.
Finally, it is interesting to notice the implications the phase-shift between consecutive odd
and even harmonics has for the physical picture of the electric field of the APT. It is often
assumed, even stated, that the combination of even and odd harmonics in the pulse train creates
a series of pulses which occur only once per cycle, rather than half when only odd harmonics
are present in the pulse, and thus offer the possibility to ”strobe” an atom or molecule only
once during each IR cycle. The temporal profile of the APT shown in Fig. 6 contradicts this
nice physical picture. The picture holds only if there is no phase shift between even and odd
harmonics. If the even-odd phase shift is different from zero, as our measurement suggests it
can be, the resulting APT has a more complex structure not resembling a single AP once per
IR period. It is still correct that the repetition time of the pulse is a full optical cycle, but the
waveform becomes a more complex and extended pulse.
6. Conclusion
In this work, we have demonstrated a novel procedure for the characterization of attosecond
pulses, termed iPROOF (improved Phase Retrieval by Omega Oscillation Filtering) for its sim-
ilarity with the already existing PROOF technique. The method relies on the conversion of the
attosecond pulse into electron wave-packets through photoionization of atoms in the presence
of a weak IR field. The spectral phases of the frequency components making up the pulse are
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determined from the temporal modulation of electron signal detected in one direction along the
polarization of the light, as the delay between the attosecond pulse and the IR field is varied.
The main advantage of our method over other techniques is that it allows for the unique de-
termination of these spectral phases by accurately taking into account the atomic physics of
the photoionization process. The phases are evaluated by optimizing the fit of a state-of-the-
art two-photon perturbation theory calculation to the experimental result. Because only two
parameters, the phase of a particular frequency component and a normalization factor propor-
tional to the IR electric field strength, are used in the fit, our semi-analytical retrieval procedure
is much faster than other techniques based on evolutionary algorithms which use all the phases
as parameters for the optimization. The retrieval algorithm is also robust and does not need any
initial assumption about the phases. The measurement is easy to setup at low cost as it only
needs the measurement of the photoelectron emission in one direction along the polarization
vector, which can be easily done with a conventional time-of-flight spectrometer.
Finally, because the procedure allows the measurement of the spectral phases of the fre-
quency components that are coupled by the IR field, it is then suitable for the characterization
of attosecond pulse trains with discrete spectra composed of odd and even harmonics. More-
over, it can also be applied to the characterization of single attosecond pulses, even if such
pulses cover a continuous spectrum. This can easily be done by successively and independently
applying the procedure to each subset of frequency components in the spectrum that are coupled
by the IR field.
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