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摘要 : 与当前常用的分类方法相比 ,遗传算法具有较强的伸缩性和全局搜索能力 ,易于并行计算等优点. 但通过遗传算
法得到的一组分类规则之间常常存在冲突. 本文先将分类规则表示成二进制编码 ,采用 F2measure 作为适应度评估函
数 ,并设计了有效的杂交 ,变异等遗传算子 ,使遗传算法适合用在分类规则挖掘中. 在遗传算法中增加了冲突解决机制 ,
并结合顺序覆盖算法 ,使之可以得到分类规则的序列 ,解决了规则间的冲突 ,形成了一个完整的分类方法. 最后针对具体
实例作了测试 ,并将实验结果与分类算法 J4. 8 得到的结果进行了对比 ,表明该方法略优于 J4. 8.
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其中遗传算法 ( Genetic algorit hm , GA) [2 ] 是一种
全局优化算法 ,具有较强的伸缩性. 在数据挖掘任务
中 ,我们所要处理的数据常常非常庞大 ,所以遗传算法










分类方法还有欠研究. 如在文献[ 7 ]中只是提到如何生














异等) . 因此需要有更简单的分类知识表示方式 ,其中
应用最多的就是分类规则.




其中 , IF 部分称为前件 , T H EN 部分称为后件. 我们先
来讨论前件的表示. 假设一个属性具有 k 个离散的值 ,
我们可以用 k 个二进制位来表示它. 每个值对应一个
二进制位 ,该位为 1 ,表示属性为这个值 ,如果有两个
以上的位为 1 ,表示这个属性可以为这些值中的任意
一个. 举个例子 ,有一个属性为“结婚状况”,它有 4 个
值 :“未婚”、“已婚”、“离婚“和“丧偶”,用 IF2T H EN 形
式描述“已婚或离婚”如下 :
IF (结婚状况 =“已婚”OR“离婚”) .
若用二进位 ,则表示为“0110”. 具有连续值的属性
也可以用二进制表示为适合遗传算法处理的形式 ,具
体可参考文献[ 8 ] .
后件的表示可有 3 种形式[10 ] . 第一 ,后件采用与
前件同样的编码 ;第二 ,每个前件和某一类别相联系 ,
在运行过程中始终不变 ;第三 ,动态选择最适合前件的
类别作为后件. 其中第 3 种能够使规则个体的准确率





●IF 天气 = 晴朗 Then 适合户外运动 ;
●IF 天气 = 晴朗 and 气温 = 很高 Then 不宜户
外运动.
很显然这两条规则是有冲突的 ,但是只要使用次
序得当就能解决这个问题. 比如我们先使用第 2 条规
则 ,如果符合条件则输出“不宜户外运动”,否则 ,再接
着使用第 1 条规则. 这样就避免了它们之间的冲突 ,在
现实中也合情合理. 所以关键是规则的次序问题.
在文献[1 ]中提到两种冲突解决策略. 第 1 种是根
据规则前件的属性数目来排序 ,越是严苛的前件排得












IF2T H EN 形式的规则可以使用顺序覆盖算法直
接从训练集中得到. 这个算法已经被广泛的应用于分
类规则的提取. 在文献[ 11 ]中它和遗传算法结合 ,用在
分类规则的提取 ,并在一些具体的任务中 ( monk21 ,
car2evaluation ,breast2cancer) 取得了较好的结果. 在
这里我们通过这种方法解决分类规则间的冲突问题.
该算法有多种不同的改进版本 ,如 AQ [12 ] , CN2 [13 ] 和
RIPPER[14 ]等. 算法的基本描述如下所示.
　Sequential_Covering ( Training_Dataset) {
　LearnedRules = {} ;
　Rule = Learn_One_Rule ( Training_Dataset) ;
　While (not Terminating condition ) {
　　LearnedRules = LearnedRules + Rule ;
　　Training_Dataset = Training_Dataset2data covered by Rule






包括 2 种情况 :第一 ,训练集中剩下的数据都属于同一
类别 ;第二 ,最后得到的规则已经不满足我们设定的最
低适应度 (适应度的设计在下文描述) 要求. 算法最后
输出的是一个分类规则的序列 ,在这个序列中不存在
冲突 ,所以可以直接用于分类. 关于该算法解决冲突的
机制 ,我们在 2. 3 中进行介绍.
2. 2 　Learn_One_ Rule 的遗传算法实现








换点 ,将父体 A 在这两个交换点中间的基因片段和父
体 B 在这之外的片段组合生成一个新个体放到子代
中 ,同样将父体 B 在这两个交换点中间的基因片段和
父体 A 在这之外的片段组合生成另一个新个体. 除此
之外 ,算法还采用了换位杂交的杂交算子. 换位操作就
是将两个父体在某个位置上的基因相互交换生成两个
新个体. 通过杂交应获得 p - k 个个体放到下一代空
间中.
变异策略是随机地选择 m 个个体 ,然后翻转基因
中随机选择的某个比特位. 另外 ,根据分类规则的特
点 ,在算法中加入插入/ 删除属性的操作 ,即随机选取
一个属性 ,将这个属性的比特位设为全 1 或是只有一
个位为 1. 加入这个操作后 ,使算法可以在更大范围内








个分类法将医疗数据分类为 cancer 或 non2cancer .
90 %的准确率使得该分类法看上去相当准确 ,但是如
果实际只有 3 %～4 %的训练样本是 cancer ,则 cancer
样本被正确分类的可能性就很小了. 因此准确率并不
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能很好地评估分类方法. 以下给出几个更有效的评估
标准.
假定样本具有两个类别[15 ] ,分别为 yes 和 no . 将
属于 yes 的样本称为正样本 ,属于 no 的样本称为负样
本. 分类后的结果如表 1 所示.
表 1 　两个类别样本的分类








其中 , True positive ( TP) 表示被正确分类为 yes 的样
本数 ; False positive ( FP) 表示被分类为 yes 而实际上
是 no 的样本数 ; False negative ( FN) 表示被分类为 no
而实际上是 yes 的样本数 ; True negative ( TN) 表示被
正确分类为 no 的样本数. 基于以上提到的 4 个值 ,可













F2measure = 2 ·TP
2 ·TP + FP + FN .




2. 2. 2 　遗传算法描述
以下对算法作一个简单的描述 ,如下所示 :
Learn_One_Rule ( Training_Dataset) {
Randomly Generate a new generation ;
While (current generation < max generation) {
　Select k individuals out of population to add to new pop2
ulation ;
　Crossover (p - k) / 2 pairs of individuals to produce p - k
individuals to add to new population ;
　Mutate m individuals in new population ;
　Save the fittest individual ;
　population = new population ;
　Solve_Conflict (population) ;
}




越大选择的概率也越大 ,从当前群体中选择 k 个个体
放到下一代群体中 ;选择 ( p - k) / 2 对的个体 ,对每对
进行杂交 ,产生 p - k 个个体 ,并放到下一代群体中 ;
在下一代群体中 ,随机选择 m 个个体进行变异 ;保存
具有最优适应度的个体 ;将下一代群体替换为当代群




在 1. 2 中我们给出了一个规则冲突的例子. 对于
这种冲突的解决描述如下 :
假设在某代群体中存在这样两条规则 ,分别记作
R1 和 R2 ,它们满足 :在数据集 D 中满足 R1 前件的数
据集合为 D1 ,满足 R2 前件的数据集合为 D2 , D1 =
D2 ; R1 和 R2 的后件分别为类别 T1 和类别 T2 , T1 ≠
T2 . 不失一般性的假设数据集中的类别分布如图 1 所
示.
　图 1 　数据集类别分布
Fig. 1 　Dist ribution of categories in dataset
如果使用 R1 分类 ,则分类错误的数据为 A2 + B2
+ A3 + B3 . 因为 D1 = D2 ,所以经过 R1 分类后 ,数据
集中就不存在符合 R2 前件的数据.
如果先使用 R2 ,再使用 R1 分类 ,则分类错误的
数据为 A1 + B2 + A3 + B3 .
比较可知 ,当 A1 > A2 时 ,使用第 1 种方法分类 ,
能提高准确率 ;否则 ,应使用第 2 种方法分类. 因为 R2




A2 + ( A1 + A3)
, 所以只要
满足 Precision > 1
2
,就必定满足 A1 < A2 ,此时要使用
第 2 种方法.
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表 2 　GA 的测试结果
Tab. 2 　The result s of GA
TPr FPr Precision FM Class
1. 00 0 1. 00 1. 00 diaporthe2stem2canker
1. 00 0 1. 00 1. 00 charcoal2rot
1. 00 0 1. 00 1. 00 rhizoctonia2root2rot
1. 00 0 1. 00 1. 00 phytophthora2rot
1. 00 0 1. 00 1. 00 brown2stem2rot
1. 00 0 1. 00 1. 00 powdery2mildew
1. 00 0 1. 00 1. 00 downy2mildew
0. 75 0. 05 0. 78 0. 76 brown2spot
1. 00 0. 003 0. 91 0. 95 bacterial2blight
0. 80 0 1. 00 0. 89 bacterial2pustule
1. 00 0 1. 00 1. 00 purple2seed2stain
0. 875 0 1. 00 0. 93 anthracnose
0. 60 0 1. 00 0. 75 phyllosticta2leaf2spot
0. 76 0. 05 0. 76 0. 76 alternarialeaf2spot
0. 75 0. 01 0. 95 0. 84 f rog2eye2leaf2spot
　　注 : TPr 为 TP rate ; FPr 为 FP rate ; FM 为 F2Measuer.
表 3 　J4. 8 的测试结果
Tab. 3 　The result s of J4. 8
TPr FPr Precision FM Class
1. 00 0. 002 0. 952 0. 976 diaporthe2stem2canker
1. 00 0 1. 00 1. 00 charcoal2rot
0. 95 0. 004 0. 905 0. 927 rhizoctonia2root2rot
0. 6 0. 004 0. 6 0. 6 phytophthora2rot
1. 00 0 1. 00 1. 00 brown2stem2rot
1. 00 0 1. 00 1. 00 powdery2mildew
1. 00 0 1. 00 1. 00 downy2mildew
0. 913 0. 013 0. 933 0. 923 brown2spot
1. 00 0. 006 0. 87 0. 93 bacterial2blight
0. 85 0 1. 00 0. 919 bacterial2pustule
1. 00 0 1. 00 1. 00 purple2seed2stain
0. 955 0 1. 00 0. 977 anthracnose
0. 65 0. 008 0. 765 0. 703 phyllosticta2leaf2spot
0. 934 0. 042 0. 817 0. 872 alternarialeaf2spot
0. 769 0. 029 0. 843 0. 805 f rog2eye2leaf2spot
　　注 : TPr 为 TP rate ; FPr 为 FP rate ; FM 为 F2Measuer.
　　在遗传算法描述中 ,Solve_Conflict 函数执行的功
能就是判断两个个体之间是否满足上述 R1 , R2 的关
系 ,如果满足 ,接着判断 R2 的准确度. 如果大于 1
2
,则
将 R1 的适应度置 0 ,使得 R2 可能在本次循环中胜出 ;
如果小于 1
2




这里使用 soybean 数据集进行测试 ,并与 J 4. 8 算
法的测试结果进行比较. 在 soybean 中总共有 35 个属




6. 各种参数设定如下 : 选择概率 : 15 % ,换位概率 :
40 % ,变异概率 :50 % ,插入/ 删除属性概率 :50 % ,最大
属性个数 :6 ,个体数目 :100 ,演化代数 :500. 最终得到
的结果如表 2 所示 ,J 4. 8 算法的结果如表 3 所示.







下几个问题 : (1)设计合适的编码方式 ,使分类规则可
以表示成个体 ,并且这个编码必须适合于进行杂交 ,变
异等遗传算子的操作 ; (2) 设计有效的适应度评估策
略 ,使得到的分类规则在保证覆盖率的同时能够准确
地分类 ; (3)需要一种冲突解决策略 ,解决多个规则之
间的冲突. 针对第 1 个问题 ,本文采用 if2t hen 形式表
示分类规则 ,并用二进制编码. 这样的编码方式很适合
遗传算子的操作 ;对于第 2 个问题 ,本文分析了 TP
rate , FP rate , Precision 和 F2Measure 这 4 种度量方
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Generating a Sequence of Classif ication Rules with a Genetic Algorithm
L IU Hai2wei1 ,N I En2zhi2 ,ZHOU Chang2le2 3
(1. School of Software ,Xiamen University ,2. Department of Cognitive Science ,Xiamen University ,Xiamen 361005 ,China)
Abstract : Compared with common classification algorithms , genetic algorithm ( GA) had more powerful flexibility and global
searching capability. However , there were many conflict s among classification rules discovered by GA. In this paper ,classification
rules were represented by binary codes. F2measure was used as fitness evaluation. We also designed efficient crossover ,mutation oper2
ators. Moreover ,solving conflict function was integrated with GA and sequential covering algorithm was combined with GA to get a
sequence of classification rules. This approach turned out to be a solution to conflict s among rules and formed a complete classifying
method. As could be seen in our experiment ,the result of the algorithm designed in this paper could be proved to be better than that
of J4. 8.
Key words : classification ; data mining ; genetic algorithms
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