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A class of semilinear hyperbolic Volterra integrodifferential equations in Hilbert
spaces is considered. The main results in this paper are the global existence of
solutions to the initial problem of the equation for large data and an asymptotic
estimation of the solution. An application to a system relating to three-dimensional
viscoelastic dynamics is presented. Q 1999 Academic Press
1. INTRODUCTION
Many problems in viscoelasticity and in heat conduction with memory
can be reduced to nonlinear Volterra integrodifferential equations. A
typical example is the equation
t
u s w u y a t , s g u x , s ds q f t , x ,Ž . Ž . Ž . Ž .Ž .Ht t x xx x
0
0 - x - 1, t ) 0, 1.1Ž .
u t , 0 s u t , 1 s 0, u 0, x s u x , u 0, x s u x , 1.2Ž . Ž . Ž . Ž . Ž . Ž . Ž .0 t 1
which describes the motion of a homogeneous one-dimensional viscoelas-
tic body. In the past 10 years many authors have studied this problem.
Most of their work concerned the global existence of classical solutions to
Ž . Ž w x.the equation 1.1 for small data see, for example, 2, 9, 11 , and the
Ž w x.breakdown of classical solutions for large data cf. 1, 10 . An interesting
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and important problem arises when the problem admits a global solution
w xfor large data. Engler 3 discussed the global existence of weak solutions
Ž .to the equation, with singular kernel a t , and its asymptotic stability.
w x Ž . < Ž . <Hrusa 7 studied 1.1 when w is linear. He proved that if g 9 j is
Ž .bounded then the problem admits a global smooth solution, and if a t s
Ž . < Ž . < Ž .exp yt , 0 - sup g 9 j - w9 0 then the solution to the homogeneous
equation decays exponentially to zero as t “ ‘.
In this paper, we study the abstract semilinear Volterra integrodifferen-
tial equation
t 1r2u0 q Au y a t , s A g u s ds s f t , t ) 0, 1.3Ž . Ž . Ž . Ž .Ž .H
0
with the initial condition
u 0 s u , u9 0 s u . 1.4Ž . Ž . Ž .0 1
Here A is a linear positive self-adjoint operator in a Hilbert space X, and
Ž 1r2 .g is a nonlinear operator D A “ X. Travis and Webb have dealt with
local existence of solutions to initial problems for an abstract integrodiffer-
Ž w x.ential equation see 12 . We will show that if g is locally Lipschitz
Ž . Ž 1r2 .continuous and uniformly bounded as an operator from D A into D A
Ž . Ž .then the problem 1.3 , 1.4 admits a unique global solution. In studying
the asymptotic behavior of solutions to the problem we restrict ourselves
Ž . Žto the case where the equation has convolutional form, that is, a t, s s a t
. Ž . Ž 1r2 .y s , and g u s p A u . If there exists a positive constant d such that0
Ž . Ž . Ž .a t exp d t is completely monotone, and the Frechet derivative p9 ¤0
satisfies some reasonable assumptions, then we can prove that the solution
to the homogeneous equation decays exponentially to zero. It is easy to see
that the kernel of the form
N
yl tla t s k e , k , l ) 0Ž . Ý l l l
ls1
satisfies the requirement. Such kernels are commonly used in rheology
Ž w x .see, for example, 4 and references therein .
This paper is organized as follows. In Section 2, we state the basic
assumptions and main results of the work. Section 3 is devoted to the local
and global existence of the solution to the problem. In Section 4, we show
the asymptotic behavior of the solution. Finally, in Section 5, we present
an application of our results to a system which relates to three-dimen-
sional viscoelastic dynamics.
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2. ASSUMPTIONS AND RESULTS
We first discuss the global existence of solutions to the problem
t 1r2u0 q Au y a t , s A g u s ds s f t , t ) 0, 2.1Ž . Ž . Ž . Ž .Ž .H
0
u 0 s u , u9 0 s u . 2.2Ž . Ž . Ž .0 1
Ž . Ž .Let X and V be Hilbert spaces with scalar products , , , andV
5 5 5 5norms , , respectively. Suppose that V ; X is dense in X and theV
injection of V in X is compact.
Now we give the assumptions on the operator A.
Ž . Ž .A There is a bilinear continuous form a u, ¤ on V which is1
coercive and symmetric; that is,
< < 5 5 5 5a u , ¤ F M u ¤ ,Ž . V V
5 5 2a u , u G l u ,Ž . V
a u , ¤ s a ¤ , u , ;u , ¤ g V ,Ž . Ž .
where M, l are positive constants. Let A be the linear operator associated
with the bilinear form; that is,
Au, ¤ s a u , ¤ , ;u g D A , ¤ g V .Ž . Ž . Ž .
Then we know that A is a strictly positive self-adjoint unbounded operator
in X ; that is,
5 5 2Au, u G l u , ;u g D A .Ž . Ž .V
So we can define the powers As of A for s g R. For every s ) 0, As is a
Ž s.self-adjoint operator in X with dense domain D A ; X. The space
Ž s.D A is endowed with the scalar product
u , ¤ s s Asu , As¤ , ;s g R ,Ž . Ž .Ž .D A
which makes it a Hilbert space; we denote it by X with the scalar2 s
Ž . 5 5product , and norm ? . It is clear that X s X, X s V, and2 s2 s 0 1
Ž .X s D A . And2
D As2 ; D As1 , ;s F s .Ž . Ž . 1 2
Each space is dense in the following one, the injection is continuous, and
As1ys j is an isomorphism of X into X .2 s 2 s1 2
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For the operator g we have the following assumptions:
Ž .G g maps X into X and is locally Lipschitzian; that is, there is a1 1
Ž .monotone increasing function L r such that1
5 5 5 5 5 5 5 5g u y g u F L r u y u , ;u , u g X , u , u F r .Ž . Ž . Ž . 1 1 11 2 1 1 2 1 2 1 1 2
Ž . Ž .G g g C X , X is uniformly bounded; that is, there exists a2 2 1
constant L such that
5 5 5 5g u F L u , ;u g X .Ž . 1 2 2
For the existence theorem of local solutions to the problem, instead of
Ž .G we need only a weaker assumption.2
Ž X . Ž .G g g C X , X and there is a monotone increasing function2 2 1
Ž .L r such that2
5 5 5 5 5 5g u F L r u , ;u g X , u F r .Ž . Ž .1 2 12 2
Ž .On the kernel a t, s , assume that
Ž . Ž . Ž . w . w .K a t, s and a t, s are continuous on 0, ‘ = 0, ‘ .1 t
One of the main results of the paper is the following theorem.
Ž . Ž . Ž . Ž .THEOREM A. Suppose that the hypotheses A , G , G , and K1 1 2 1
2 Žw . . Ž .hold. If u g X , u g X , f and f 9 g L 0, ‘ ; X , then the problem 2.1 ,0 2 1 1 loc
Ž .2.2 admits a unique global classical solution
ku g C 0, ‘ ; X , k s 0, 1, 2..Ž .2yk
Now we discuss the asymptotic stability of solutions to the following
problem:
t 1r2 1r2u0 q Au y a t , s A p A u s ds s f t , 2.3Ž . Ž . Ž . Ž .Ž .H
0
u 0 s u , u9 0 s u . 2.4Ž . Ž . Ž .0 1
We make the following assumptions on the above problem:
Ž . 1Ž . Ž . Ž .P p g C X, X , p 0 s 0 and the Frechet derivative p9 ¤ satis-1
fies the conditions
5 5 y1sup p9 ¤ - a 0 ,Ž . Ž .ÃLŽ X , X .
¤gX
5 5 2p9 ¤ u , u G b u , ;u , ¤ g X ,Ž .Ž .
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Ž . ‘ Ž .where a 0 s H a t dt and b is a positive constant.Ã 0
Ž . Ž .P p g C X , X is uniformly bounded and2 1 1
A1r2 p A1r2 u , AuŽ .Ž . y1sup - a 0 .Ž .Ã25 5uugX 22
Ž . Ž . 1Ž . Ž .P There exists a functional P u g C X ; R such that P 0 s 03
and
p ¤ s P9 ¤ , ;¤ g X .Ž . Ž .
Ž .Finally, we assume that the kernel a t, s satisfies the following condi-
tion:
Ž . Ž . Ž . ‘Žw .. 1Ž .K a t, s ’ a t y s k 0 and a g C 0, ‘ l L 0, ‘ ; there ex-2
Ž . d0 t Ž .ists a positive constant d such that b t s e a t is completely mono-0
Ž w x.tone see, for example, 5 , that is,
j Ž j.y1 b t G 0, j s 0, 1, 2, . . . .Ž . Ž .
Ž . Ž . Ž . Ž .THEOREM B. Suppose that the hypotheses A , P , P , P , and1 1 2 3
Ž . 2 Žw . .K hold. If u g X , u g X , f and f 9 g L 0, ‘ ; X , then the problem2 0 2 1 1 loc
Ž . Ž . kŽw . .2.3 , 2.4 admits a unique global classical solution u g C 0, ‘ ; X ,2yk
k s 0, 1, 2, and there exist positi¤e constants K and s such that
2
2Žk .5 5u tŽ .Ý 2yk
ks0
2
t2 2 2ys t Žk . s s5 5 5 5 5 5F Ke u 0 q e f s q f 9 s ds . 2.5Ž . Ž . Ž . Ž .Ž .Ý 2yk Hž /0ks0
Now we apply the results to study the motion of a three-dimensional
viscoelastic body. The configuration of the body is a bounded domain
V ; R3 with smooth boundary › V and the displacement is a three-dimen-
Ž .sional vector field u. A typical problem is to determine u t, x such that
u s div s q f t , x in 0, ‘ = V , 2.6Ž . Ž . Ž .t t
u t , x s 0 for t g 0, ‘ , x g › V , 2.7Ž . Ž . Ž .
u 0, x s u0 x , u 0, x s u1 x , 2.8Ž . Ž . Ž . Ž . Ž .t
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Ž .where s s s ,i j
3 › u tk
s s c y a t , s p =u s, x ds,Ž . Ž .Ž .Ý Hi j i jk l i j› x 0lk , ls1
and a is a scalar function.
On c and p , we assume thati jk l i j
Ž . Ž .H the tensor c is symmetric,1 i jk l
c s c , 2.9Ž .i jk l k l i j
and satisfies the uniform stability condition; that is, there exists a constant
a ) 0 such that
› u › u 3i k 2 15 5c dx G a =u , ;u g H V , 2.10Ž . Ž .Ž .Ý H Xi jk l 0› x › xV j li , j , k , ls1
Ž 2Ž ..3where X s L V ;
Ž . Ž . 1 Ž .H p j g C , p 0 s 0, the tensor2 i j i j
› p jŽ .i j
b j sŽ .i jk l ›j k l
is symmetric,
b j s b j , 2.11Ž . Ž . Ž .i jk l k l i j
and there exists a constant b ) 0 such that
3 › u › u 3i k 2 15 5b =¤ dx G b =u , u , ¤ g H V .Ž . Ž .Ž .Ý H Xi jk l 0› x › xV j li , j , k , ls1
2.12Ž .
Ž .H There exists a constant r ) 0 such that3 1
3 › u › ui k
1 y r c y a 0 b =u dx G 0,Ž . Ž . Ž .ÃŽ .Ý H 1 i jk l i jk l › x › xV j li , j , k , ls1
31;u , ¤ g H V .Ž .Ž .0
Ž . Ž .Assumptions H ] H are motivated by mechanics. The following1 3
w xcondition is similar to the one proposed by Dafermas and Nohel 2 .
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Ž .H There exists a constant r ) 0 such that4 2
3 2 2› u › uk q
1 y r c y a 0 b =¤ c dx G 0,Ž . Ž . Ž .ÃŽ .Ý H 2 i jk l i jk l i p qr › x › x › x › xV j l p ri , . . . , rs1
32 1;u , ¤ g H V l H V .Ž . Ž .Ž .0
Ž . Ž .For the problem 2.6 ] 2.8 , we have
Ž . Ž . 1 Ž .THEOREM C. Suppose that H and K hold, p g C , and b j is1 1 i j i jk l
uniformly bounded, i.e.,
< <b j F CŽ .i jk l
0 Ž 2Ž . 1Ž ..3 1 Ž 1Ž ..3for a suitable constant C. If u g H V l H V , u g H V , f0 0
2 Žw . . Ž . Ž .and f g L 0, ‘ ; X , then the problems 2.6 and 2.7 admit a uniquet loc
solution;
3k 2yku g C 0, ‘ ; H V .. Ž .Ž .ž /
Ž . Ž . Ž .Moreo¤er, if assumptions H ] H and K hold, then the solution u1 4 2
satisfies the estimate
2 2k k2 2› ›
ys tu t , ? F Ke u 0, ?Ž . Ž .Ý Ýž / ž /2y k 3 2yk 3› t › tžŽ Ž .. Ž Ž ..H V H Vks0 ks0
t 2 2s s 5 5 5 5q e f s, ? q f s, ? dsŽ . Ž .Ž .H X Xt /0
for suitable positi¤e constants K and s .
3. EXISTENCE OF THE GLOBAL SOLUTION
The problem discussed in this section is
t 1r2u0 q Au y a t , s A g u s ds s f t , 3.1Ž . Ž . Ž . Ž .Ž .H
0
u 0 s u , u9 0 s u . 3.2Ž . Ž . Ž .0 1
The goal of the section is to prove Theorem A.
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Ž . Ž . Ž X . Ž .THEOREM 3.1. Suppose that assumptions A , G , G , and K1 1 2 1
Žw . . 1 Žw . .hold. If u g X , u g X , f g C 0, ‘ ; X , and f 9 g L 0, ‘ ; X , then0 2 1 1 loc
Ž . Ž .there exists T ) 0 such that the problem 3.1 , 3.2 admits a unique classical
solution
k w xu g C 0, T ; X , k s 0, 1, 2.Ž .2yk
w .Moreo¤er, if 0, T is the maximal inter¤al of the solution, thenmax
5 5 2 5 5 2 5 5 2lim u t q u9 t q u0 t s ‘, 3.3Ž . Ž . Ž . Ž .Ž .2 1
t“Tmax
pro¤ided T - ‘.max
By using an iteration method, we can prove this theorem on the local
Ž w x.existence of the classical solution see, for example, 7 . We omit the
details.
By Theorem 3.1, the proof of Theorem A follows immediately from the
following lemma.
LEMMA 3.1. Suppose that the assumptions of Theorem A are fulfilled and
Ž . kŽw . . Ž .u t g C 0, T , X , k s 0, 1, 2 is the solution of the problems 3.1 and2yk
Ž .3.2 . Then
5 5 2 5 5 2 5 5 2lim sup u t q u9 t q u0 t - ‘. 3.4Ž . Ž . Ž . Ž .Ž .2 1
t“T
Ž .Proof. Formally differentiating 3.1 with respect to t and taking the
Ž .scalar product of it with u0, we can obtain by the assumption G that2
d 2 2 2 2 25 5 5 5 5 5 5 5 5 5u0 t q u9 t F C T u0 t q u t q f 9 tŽ . Ž . Ž . Ž . Ž . Ž .Ž . Ž .1 2dt
t 25 5qC T u s ds, 0 - t - T , 3.5Ž . Ž . Ž .H 2
0
Ž . Ž . Ž . Ž .where C T is a positive constant depending on T. By 3.5 , 3.1 , and G ,2
it is not difficult to obtain
5 5 2 5 5 2 5 5 2u0 t q u9 t q u tŽ . Ž . Ž .1 2
2 25 5 5 5F C u q u q f2 1ž /0 1 T
t 2 2 25 5 5 5 5 5q C T u0 s q u9 s q u s ds,Ž . Ž . Ž . Ž .Ž .H 1 2
0
0 - t - T , 3.6Ž .
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2 2T5 Ž .5 5 Ž .5 Ž .where C is a constant and f s sup f t q H f 9 s ds. Then 3.4T w0, T x 0
Ž .follows from Gronwall's inequality and 3.6 . This completes the proof of
Lemma 3.1.
4. ASYMPTOTIC BEHAVIOR OF THE SOLUTION
This section is devoted to the discussion of the asymptotic behavior of
solutions to the problem
t 1r2 1r2u0 t q Au t y a t y s A p A u s ds s f t , 4.1Ž . Ž . Ž . Ž . Ž . Ž .Ž .H
0
u 0 s u , u9 0 s u . 4.2Ž . Ž . Ž .0 1
First, we note that under the assumptions of Theorem B, the problem
admits a global solution by Theorem A. Therefore, it suffices to show the
Ž .estimate 2.5 .
For the first order norm of the solution, we have
THEOREM 4.1. Assume that the hypotheses of Theorem B hold. Let u be
the solution to the problem. Then there exist constants K and s such that1 1
t2 2 2 2 2ys t s s1 15 5 5 5 5 5 5 5 5 5u9 t q u t F K e u q u q e f s ds . 4.3Ž . Ž . Ž . Ž .1 1 H1 0 1ž /0
Proof. Set
1 2 25 5 5 5E t s u9 t q u t y a t P ¤ t ,Ž . Ž . Ž . Ž . Ž .Ž .ÄŽ .11 2
H t , s s P ¤ t y P ¤ s q p ¤ s , ¤ s y ¤ t ,Ž . Ž . Ž . Ž . Ž . Ž .Ž . Ž . Ž .Ž .
t
E t s a t y s H t , s ds,Ž . Ž . Ž .H2
0
Ž . t Ž . Ž . 1r2 Ž .where a t s H a s ds and ¤ t s A u t .Ä 0
Ž . t Ž .Ž Ž .Taking the scalar product of 4.1 with u9 q e u q e H a t y s u t y1 2 0
Ž ..u s ds, where e and e are small positive constants determined later, we1 2
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have
d
E t ; e , eŽ .1 2dt
t
s ya t P ¤ t q a9 t y s H t , s dsŽ . Ž . Ž . Ž .Ž . H
0
5 5 2qe u9 t y e Au t , u t q e a t p ¤ t , ¤ tŽ . Ž . Ž . Ž . Ž . Ž .Ž . Ž .Ž .Ä1 1 1
t
ye a t y s p ¤ t y p ¤ s , ¤ t ds q e f t , u tŽ . Ž . Ž . Ž . Ž . Ž .Ž . Ž . Ž .Ž .H1 1
0
t
ye ¤ t y a t p ¤ t , a t y s ¤ t y ¤ s dsŽ . Ž . Ž . Ž . Ž . Ž .Ž . Ž .Ä H2 ž /0
t
ye a t y s p ¤ t y p ¤ s ds,Ž . Ž . Ž .Ž . Ž .Ž .H2 ž 0
t
a t y s ¤ t y ¤ s dsŽ . Ž . Ž .Ž .H /0
t 25 5qe u9 t , a9 t y s u t y u s ds y e a t u9 tŽ . Ž . Ž . Ž . Ž . Ž .Ž . ÄH2 2ž /0
t
qe f t , a t y s u t y u s ds , 4.4Ž . Ž . Ž . Ž . Ž .Ž .H2 ž /0
where
E t ; e , e s E t q E t q e u9 t , u tŽ . Ž . Ž . Ž . Ž .Ž .1 2 1 2 1
t
y e u9 t , a t y s u t y u s ds .Ž . Ž . Ž . Ž .Ž .H2 ž /0
Ž . Ž .By the assumptions P and P , we can obtain that1 2
5 5 y1 5 5p ¤ t F 1 y r a 0 u t , 4.5Ž . Ž . Ž . Ž . Ž .Ž . Ã 1
< < 5 5 2a t p ¤ t , ¤ t F 1 y r u t , 4.6Ž . Ž . Ž . Ž . Ž . Ž .Ž .Ž .Ä 1
b 25 5H t , s G u t y u s , 4.7Ž . Ž . Ž . Ž .12
t
a t y s p ¤ t y p ¤ s , ¤ t dsŽ . Ž . Ž . Ž .Ž . Ž .Ž .H
0
r y125 5F u t q br a 0 E t 4.8Ž . Ž . Ž . Ž .Ž .Ã1 22
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Ž .for some 0 - r - 1. Using the above estimations, we get from 4.4 that
d 1 12 25 5 5 5E t ; e , e F y a t e y e u9 t y re y ge u tŽ . Ž . Ž . Ž .Ä 11 2 2 1 1 2ž / ž /dt 2 4
y1 2 y1 2q br a 0 e q C 1 q g C e E tŽ . Ž .Ž .Ã Ž .ž /1 1 2 2 2
t2 y1q 1 y C a t e a9 t y s H t , s dsŽ . Ž . Ž .ÄŽ .H1 2
0
y1 2 y1 2 5 5 2q f t , u9 t q r b e q g C e f t 4.9Ž . Ž . Ž . Ž .Ž . Ž .1 1 1 2
for some positive constants C , C , b and any g ) 0.1 2 1
1 Ž . Ž . Ž .Taking e s a 1 e , e small enough and g s rr32 a 1 , and notingÄ Ä1 2 24
that
a9 t q d a t F 0, 4.10Ž . Ž . Ž .0
1 E t q E t F E t ; e , e F 2 E t q E t , 4.11Ž . Ž . Ž . Ž . Ž . Ž .Ž . Ž .1 2 1 2 1 22
Ž .we can get from 4.9 that
d
E t ; e , e F yC E t q E t q f t , u9 tŽ . Ž . Ž . Ž . Ž .Ž .Ž .1 2 3 1 2dt
5 5 2qC f t , ; t G 1, 4.12Ž . Ž .4
for suitable positive constants C and C .3 4
Ž . Ž .By using P , P , and Taylor's theorem, we can show that1 2
r 2 25 5 5 5E t G u9 t q u t . 4.13Ž . Ž . Ž . Ž .Ž .1 2
Ž .Then it follows from 4.12 that
d 25 5E t ; e , e F ys E t ; e , e q C f t , ; t G 1 4.14Ž . Ž . Ž . Ž .1 2 1 1 2 5dt
Ž .for suitable positive constants s and C . The estimation 4.3 follows1 5
Ž .from 4.14 easily. This completes the proof of Theorem 4.1.
Now we estimate the second-order norm of the solution. Multiplying
Ž . d t Ž x4.1 by e , d g 0, d , and formally differentiating the resulting equation,0
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we have
d
d te u0 t q Au t y f tŽ . Ž . Ž .Ž .Ž .
dt
t Xd t 1r2 d s 1r2s a 0 e A p ¤ t q a t y s e A p¤ s ds, 4.15Ž . Ž . Ž . Ž . Ž .Ž . .Hd d
0
Ž . d t Ž . Ž .where a t s e a t . Let r t be the resolvent kernel associated withd d
X Ž .a t , that is, the unique solution of the resolvent equationd
aX tŽ . td Xa 0 r t q q a t y s r s ds s 0. 4.16Ž . Ž . Ž . Ž . Ž .Hd d d da 0Ž . 0d
Ž . Ž . Ž w x.Applying r t , 4.15 can be written see, for example, 8d
ed t u- q a 0 r 0 u0 q Au9 q a 0 Q uŽ . Ž . Ž . Ž .Ž .d
t tX Xd s d sq a 0 r t y s e Au s ds q a 0 r t y s e u0 s dsŽ . Ž . Ž . Ž . Ž . Ž .H Hd d
0 0
q d ed t u0 q Au s f t , 4.17Ž . Ž . Ž .1
where
Q u s r 0 Au y A1r2 p A1r2 u ,Ž . Ž . Ž .d
and
f t s a 0 r 0 q d ed t f tŽ . Ž . Ž . Ž .Ž .1 d
t Xd t d sq e f 9 t q a 0 r t y s e f s ds.Ž . Ž . Ž . Ž .H s
0
Ž .The smoothness of r t is ensured by Lemma 4.1 below.d
Ž .Proceeding from the equation 4.17 , we will show the following result.
THEOREM 4.2. Under the assumptions of Theorem B, there exist positi¤e
constants K and s such that the solution u to the problem satisfies the2 2
estimation
5 5 2 5 5 2 5 5 2u0 t q u9 t q u tŽ . Ž . Ž .1 2
ys t 5 5 2 5 5 2 5 5 2 5 5 2 5 5 2F K e u q u q u0 0 q u9 t q u tŽ . Ž . Ž .Ž .2 1 12 0 1
t 2 2 2 2ys Ž tys. 5 5 5 5 5 5 5 5qB s e u9 s q u s q f s q f 9 s dsŽ . Ž . Ž . Ž . Ž .Ž .H 12
0
4.18Ž .
Ž .for 0 F s F s , where B s is a constant depending on s .2 2
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Before proving Theorem 4.2, we give some lemmas.
Ž . Ž x Ž .LEMMA 4.1. Assume that K holds. Then for d g 0, d we ha¤e i2 0
Ž . ‘w . Ž . ‘ < X Ž . < ‘ < YŽ . <r t g C 0, ‘ ; ii H r t dt, H r t dt are con¤ergent and boundedd 0 d 0 d
Ž xindependently of d g 0, d .0
Ž . w xProof. For the conclusion i , see 9 .
Ž . Ž .We prove ii by using Laplace transforms. Transforming 4.16 , we get
1 1
r z s y , 4.19Ž . Ž .Ãd za z a 0Ž . Ž .Ãd
Ž . Ž . Ž .where we denote the Laplace transform of r t by r z . By using 4.19Ãd d
Ž .and 4.16 , we have
1 z aX 0Ž .dXr z s y q . 4.20Ž . Ž .Ãd 2a z a 0Ž . Ž .Ã a 0Ž .d
w x X Ž . Ž . Ž .As in 9 , we can verify that r z is analytic in Re z ) y d y d andÃd 0
Ž . Ž .is infinitely differentiable in Re z G y d y d . For large z, after inte-0
grating by parts, we find
y1 y2a z s a 0 z y d q a9 0 z y dŽ . Ž . Ž . Ž . Ž .Ãd
y3 y4q a0 0 z y d q O z y d .Ž . Ž . Ž .Ž .
Thus
1 1 a9 0Ž .
s z y d yŽ . 2a z a 0Ž . Ž .Ã a 0Ž .d
2a0 0 a9 0Ž . Ž . y1 y2y y z y d q O z y d . 4.21Ž . Ž . Ž .Ž .2 3ž /a 0 a 0Ž . Ž .
X Ž . Ž . Ž . Ž . Ž .Noting that a 0 s d a 0 q a9 0 , we obtain from 4.20 and 4.21 thatd
2a9 0 y a 0 a0 0Ž . Ž . Ž . y1 y2Xr z s z y d q O z y d . 4.22Ž . Ž . Ž . Ž .Ã Ž .d 3a 0Ž .
Ž .And it is not difficult to verify from 4.22 that
‘
21 d
X Xih tr t s e r ih dh . 4.23Ž . Ž . Ž .ÃHd d2 22p it dzy‘
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Ž . Ž . ‘ < X Ž . <From 4.22 and 4.23 , we can conclude that H r t dt is bounded by a0 d
Ž xconstant which is independent of d g 0, d .0
‘ < YŽ . <A similar method can be used to prove the conclusion on H r t dt.0 d
Ž . w .LEMMA 4.2. Let a t be completely monotone on 0, ‘ and let a g
1Ž .L 0, ‘ . Then
Re a ijŽ .Ž .Ã y1G a 0 .Ž .Ã2< <a ijŽ .Ã
Ž w x.Proof. By Bernstein's theorem see 5 , it follows that there exists a
positive measure m such that
‘ ‘
ys t y1a t s e m ds , s m ds - ‘. 4.24Ž . Ž . Ž . Ž .H H
0 0
Ž .Then it is not difficult to show the Lemma by 4.24 .
Ž . Ž .LEMMA 4.3. Let a t satisfy the assumption K . Then for any T ) 02
Žw x .and any w g C 0, T ; X , it holds that
T t2 X5 5r 0 w t q r t y s w s ds, w t dtŽ . Ž . Ž . Ž . Ž .H Hd dž /ž /0 0
T 2y1 5 5G a 0 w t dt , 4.25Ž . Ž . Ž .Ã Hd
0
where r is the resol¤ent kernel associated with aX .d d
Ž .Proof. By applying Parseval's formula, Lemma 4.2 and 4.20 , we can
Ž .get the estimate 4.25 . We omit the details.
Now we proceed to prove Theorem 4.2.
Ž . d tProof of Theorem 4.2. Taking the scalar product of 4.17 with e u0
and integrating the resulting equation with respect to t from 0 to T , we get
the estimate
1 12 22 d T 5 5 5 5e u0 T q u9 TŽ . Ž . 1ž /2 2
dT T2d t 2 d t5 5q a 0 r 0 e u0 t dt y a 0 e Q u t , u9 t dtŽ . Ž . Ž . Ž . Ž . Ž .Ž .H Hd ž /dt0 0
T 2 2 22 d t 5 5 5 5 5 5F C U q d e u t q u9 t q u0 t dtŽ . Ž . Ž .Ž .H 2 12ž /0
2 d T 5 5 2 5 5 2q B d e u9 T q u TŽ . Ž . Ž .Ž .1ž
T 2 22 d t 5 5 5 5q e u t q u9 t dt q F T , 4.26Ž . Ž . Ž . Ž .Ž .H 1 /0
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where
5 5 2 5 5 2 5 5 2U s u q u q u0 0 ,Ž .2 12 0 1
T 2 22 d t 5 5 5 5F T s e f t q f 9 t dt.Ž . Ž . Ž .Ž .H
0
Ž .Hereafter C and B d denote various constants which are independent of
Ž xand dependent on d g 0, d , respectively.0
Ž . d tTaking the scalar product of 4.17 with e u9 and integrating the
resulting equation with respect to t from 0 to T , we can obtain
1 2X2 d T 5 5e u0 T , u9 T q a 0 r 0 u9 TŽ . Ž . Ž . Ž . Ž .Ž . dž /2
T 2 22 d t 5 5 5 5q e u9 t y u0 t dtŽ . Ž .Ž .H 1
0
T 2 2 22 d t 5 5 5 5 5 5F C U q d e u t q u9 t q u0 t dtŽ . Ž . Ž .Ž .H 2 12ž /0
T 2 22 d t 5 5 5 5q B d e u t q u9 t dt q F T . 4.27Ž . Ž . Ž . Ž . Ž .Ž .H 1ž /0
Ž . Ž Ž . Ž . .Multiplying 4.27 by a 0 r 0 y e , adding the resulting expression tod
Ž .4.26 , and taking e small enough, we can obtain an estimate as follows:
T2 2 2 22 d T 2 d t5 5 5 5 5 5 5 5e u0 T q u9 T q e u0 t q u9 t dtŽ . Ž . Ž . Ž .Ž . Ž .1 H 1
0
T 2 2 22 d t 5 5 5 5 5 5F C U q d e u t q u9 t q u0 t dtŽ . Ž . Ž .Ž .H 2 12ž /0
2 d T 5 5 2 5 5 2q B d e u T q u9 TŽ . Ž . Ž .Ž .1ž
T 2 22 d t 5 5 5 5q e u t q u9 t dt q F T . 4.28Ž . Ž . Ž . Ž .Ž .H 1 /0
By the assumptions, it is easy to verify that
T T 22 d t 1r2 1r2 y1 2 d t 5 5e A p A u t , Au t dt F 1 y r a 0 e u t dtŽ . Ž . Ž . Ž . Ž .ÃŽ .Ž .H H 2
0 0
4.29Ž .
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for some 0 - r - 1 and that
T t X d s d ta 0 r t y s e u0 s ds, e Au t dtŽ . Ž . Ž . Ž .H H dž /0 0
1 T 2y1 2 d t 5 5F r a 0 a 0 e u t dtŽ . Ž . Ž .Ã H 24 0
2
‘ T 2Xy1 2 d t< < 5 5q r a 0 a 0 r t dt e u0 t dt. 4.30Ž . Ž . Ž . Ž . Ž .Ã H Hdž /0 0
Ž . d tTaking the scalar product of 4.17 with e Au, integrating the resulting
Ž .expression with respect to t from 0 to T , and applying Lemma 4.3, 4.29 ,
Ž .and 4.30 , we get
T2 22 d T 2 d t5 5 5 5e u T q e u t dtŽ . Ž .2 H 2
0
T2 2 2 22 d T 2 d t5 5 5 5 5 5 5 5F C e u0 T q u9 T q e u0 t q u9 t dtŽ . Ž . Ž . Ž .Ž . Ž .1 H 1ž /0
T 22 d t 5 5qCU q Cd e u t dt q CF T . 4.31Ž . Ž . Ž .H 22
0
Ž . Ž .Combining 4.28 with 4.31 and taking d small enough, we can complete
the proof of Theorem 4.2.
Proof of Theorem B. In fact, Theorem B is an immediate consequence
of Theorems 4.1 and 4.2. The only thing we should do to prove the
t ys Ž tys.Ž5 Ž .5 2 5 Ž .5 2 .theorem is to estimate H e u9 s q u s ds. This is not diffi-10
cult. We omit it. The proof is completed.
5. APPLICATIONS
In this section we study the following problem:
2 3 2 3› u › u ›ti ky c q a t , s p =u s, x ds 5.1Ž . Ž . Ž .Ž .Ý ÝHi jk l i j2 › x › x › x› t 0j l jj, k , ls1 js1
s f t , x in 0, ‘ = V ,Ž . Ž .
u t , x s 0, t , x g 0, ‘ = › V , 5.2Ž . Ž . Ž . Ž .i
› ui0 1u 0, x s u x , 0, x s u x , x g V , i s 1, 2, 3.Ž . Ž . Ž . Ž .i i i› t
5.3Ž .
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Ž . Ž . Ž 2Ž ..3Now we prove Theorem C for the problem 5.1 ] 5.3 . Let X s L V ,
Ž 1Ž ..3V s H V , and0
3 › u › ¤i k
a u , ¤ s c dx. 5.4Ž . Ž .Ý H i jk l › x › xV j li , j , k , ls1
Ž . Ž .It is easy to verify that a u, ¤ satisfies the assumption A and1
3 2› u 3k 2 1Au s y c , ;u g H V l H V . 5.5Ž . Ž . Ž .Ž .Ý i jk l 0ž /› x › xj lj, k , ls1
Ž . w xIn order to define the nonlinear operator p in 2.3 , as in 6 we need the
following Lemma:
Ž .LEMMA 5.1. Let A be the operator defined by a u, ¤ . Then there exist a
linear bounded operator B in X and a positi¤e constant C such thatj
›
U1r2 1r2s B A s yA B , 5.6Ž .j j› x j
3
2 2 2y15 5 5 5 5 5C u F B u F a u , ;u g X , 5.7Ž .Ý j
js1
U Ž .where B is the adjoint operator of B and a is the constant in H .j j 1
Ž . y1r2Proof. Let B s ›r› x A . Then we can show the lemma easily.j j
Using Lemma 5.1, we have
› › u › u › u
p , ,i j ž /ž /› x › x › x › xj 1 2 3
s yA1r2BU p B A1r2 u , B A1r2 u , B A1r2 u .Ž .Ž .j i j 1 2 3
Let
3
Up ¤ s B p B ¤ , B ¤ , B ¤ , ;¤ g X . 5.8Ž . Ž . Ž .Ž .Ý j i j 1 2 3
js1
Ž . Ž . Ž .Then by applying the assumptions H , H , and H , we can show that2 3 4
Ž . Ž . Ž . Ž .the operator p ¤ defined by 5.8 satisfies the assumptions P , P ,1 2
Ž .and P .3
Now we complete the proof of Theorem C by Theorems A and B.
ABSTRACT SEMILINEAR INTEGRODIFFERENTIAL EQUATIONS 147
ACKNOWLEDGMENTS
The author thanks Professor G. Webb for his careful review and helpful suggestions.
REFERENCES
1. C. M. Dafermos, Development of singularities in the motion of materials with fading
Ž .memory, Arch. Rational Mech. Anal. 91 1986 , 193]205.
2. C. M. Dafermos and J. A. Nohel, A nonlinear hyperbolic Volterra equation in viscoelas-
Ž .ticity, Amer. J. Math. Suppl. 1981 , 87]116.
3. H. Engler, Weak solutions of a class of quasilinear hyperbolic integrodifferential equa-
Ž .tions describing viscoelastic materials, Arch. Rational Mech. Anal. 113 1991 , 1]38.
4. J. M. Golden and G. A. C. Graham, ``Boundary Value Problems in Linear Viscoelasticity,''
Springer-Verlag, Berlin, 1988.
5. G. Gripenberg, S-O. Londen, and O. Staffans, ``Volterra Integral and Functional Equa-
tions,'' Cambridge Univ. Press, Cambridge, UK, 1990.
6. M. L. Heard and S. M. Rankin III, Weak solutions for a class of parabolic Volterra
integrodifferential equations, in ``Volterra Integrodifferential Equations in Banach Spaces
Ž .and Applications,'' G. Da Prato and M. Iannelli, Eds. , vol. 190, pp. 184]200, Pitman,
London, 1989.
7. W. J. Hrusa, Global existence and asymptotic stability for a nonlinear hyperbolic Volterra
Ž .equation with large initial data, SIAM J. Math. Anal. 16 1985 , 110]134.
8. R. C. MacCamy, An integrodifferential equation with application in heat flow, Quart.
Ž .Appl. Math. 35 1977 , 1]19.
9. R. C. MacCamy, A model for one-dimensional nonlinear viscoelasticity, Quart. Appl.
Ž .Math. 35 1977 , 21]33.
10. J. A. Nohel and M. Renardy, Development of singularities in nonlinear viscoelasticity, in
ŽIMA Volumes in Mathematics and Applications J. L. Ericken and D. Kinderlehrer,
.Eds. , vol. 6, pp. 139]152, Springer-Verlag, BerlinrNew York, 1987.
11. M. Renardy, W. J. Hrusa, and J. A. Nohel, ``Mathematical Problems in Viscoelasticity,''
Longman Scientific Technical, MorlawrNew York, 1987.
12. C. C. Travis and G. F. Webb, An abstract second order semilinear Volterra integrodiffer-
Ž .ential equation, SIAM J. Math. Anal. 10 1979 , 412]424.
