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Figure 1. What is the purpose of modelling?
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Figure 2. Modelling neurons 
with their intrinsic biophysics
Generally, modelling in the sciences bring out many benefits. It is
taking the known relationships about different physical parameters in
order to develop new hypothesis due to the ability to scan through
different possibilities systematically. Since my field is in neuroscience, I
will focus my efforts on explaining to you how modelling can be useful
to understanding the brain in a theoretical manner, as well as assisting
experimentalists develop new experiments (Fig.1A), via two specific
examples of modelling the network involving the thalamic reticular
nucleus in Dr. Julie Haas’ lab.
Imagine the gray oval in Fig.1B represents the vast space of all the
possible combinations of neural physical parameters – the parameter
space, if you will – and the blue dots are the combinations that the
brain uses to achieve its computational capabilities. As opposed to
doing experiments - which can be highly time- & resource-consuming,
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Figure 3. Modelling networks of 
neurons with their synaptic connectivity 
modelling can help us to explore these different
possibilities in a systematic manner (parameter
sweeping) and the resulting computational
phenomena that neuronal networks may possess
(Fig.1C). This is not to say that modelling can replace
experiments, because, at the end of the day, these
results are only theoretical. But modelling gives
experimentalists insight into which conditions to
explore in the lab, and it takes real experimental data
in order to confirm such predictions. On the other
hand, when there’s an interesting experimental
phenomenon yet questions remain for what happens
behind the scene, through sweeping the parameter
space, modelling can again give experimentalist
insight into some of the possibilities and help explain
the experimental results (Fig.1D). And that would
further generate more hypotheses to guide
experimentalists in the lab. Both of which purposes
lead to the productive and supportive cycle of models
and experiments for neuroscience specifically, and all other sciences in general (Fig.1A). Hopefully, at
the end of this written piece, my two examples can help you get a feel for such benefits of modelling in
neuroscience: to both explore new interesting computational phenomenon of neural systems and
explain an existing experimental result.
Before going into the details, I will first give a brief explanation of modelling neural systems. For
biophysical modelling, one can focus on modelling neural intrinsic properties by putting together known
kinetics of different ion channels (Fig.2) and explore how variations of such composition (such as,
reversal potentials and channel conductivities) affect neural spiking patterns. On the other hand, one
can focus on how variation of synaptic connectivity influences the network activity, like how neurons can
excite each other via AMPA or NMDA synapses, or inhibit each other via GABA or Glycine synapses, or
even synchronize with each other via electrical synapses (also known as gap junctions), which are
bidirectional and do not require activation like the two former connectivity types (Fig.3). My work focuses
mainly on exploring how connections among neurons can influence information processing.
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is insight, not numbers
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Figure 4. Set up for modelling TRN-TC network to explore the effects electrical synapse strength 
on thalamocortical transient processing 
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The first example came directly from my work in Dr. Julie Haas’ lab, which, for more detailed discussion,
can be found in [1]. For the purpose of this report, I will only discuss some main results to demonstrate
how modelling has helped us to explore some interesting computational effects of the electrical synapse
strengths on thalamocortical processing.
The network
The network that I work with is illustrated in Fig.4. Briefly, sensory inputs come
in the brain and get relayed in the thalamus (sensory relay) until reaching to
the cortex (CTX) for higher information processing and cognitive functions
(Fig.4B). The neurons within the thalamus that receive sensory inputs then
relay onto cortex are called thalamocortical neurons (TC). Within the thalamus
itself, the electrically-coupled thalamic reticular nucleus (TRN) [2] regulate TC
activity via GABAergic inhibition, acting as a sensory gating system [3]. The
relative locations of the TRN and a few representative TC nuclei responsible
for whisking information [4] are shown in Fig.4A (data from [5]).
The TRN is very electrically coupled [2] and most of the work on electrical
synapses within the TRN on the brain’s function focuses on synchronization
[6]. We set out in a different direction – exploring how electrical synapses
within the TRN can regulate transient activity of TC when TC receives different
inputs. We expect TRN electrical coupling would affect TC spiking separation,
which would then affect what CTX receives (Fig.4B), and possibly cortical
discrimination – how CTX discriminates different sensory streams.
In order to explore the effects, we set up our network as in
Fig.4B with a total of 4 single-compartment Hodgkin-Huxley
neurons (2 coupled TRNs and 2 TCs forming recurrent
connection with TRN), and varied inputs to TC neurons. The
example in Fig.4C represents one simulation with input to TC1
(blue arrow – in1) coming earlier, yet weaker, than input to TC2
(green arrow – in2).
First of all, we found that electrical synapse strengths can help
increase TC spiking separation, especially for temporally
dissimilar inputs (Fig. 5). For example, for the case where inputs
to TC1 and TC2 are relatively temporally different - complete
independence (no temporal overlap) or positive spiking
separation (Fig.5A, D), if we increase electrical coupling, latency
of the later-arriving input (in this case, TC2) increases, and
effectively increases separation of the two TC neuron spiking
window (compare Fig.5A and Fig.5B). TC separation increase
follows very closely with increases of TC2 spiking latency as
electrical coupling increases (Fig.5D) – more specfically, from the
control case (without any electrical coupling) of around 9ms of
separation to over 50ms of separation near maximal coupling.
This is possibly because as electrical synapse gets stronger,
TRN2 more easily gets excited because of spiking in TRN1, which
spikes because TC1 spikes after receiving input in1. And as TRN2
spikes more readily, TC2 receives inhibition much earlier, hence
delaying its spiking. And if electrical coupling is sufficient, TC2
would not be able to elicit any spiking at all (Fig.5C). What would
this mean for cortex? We propose that, if sensory inputs are
dissimilar, which could mean they come from very different
streams, electrical synapses can help to increase separation of
information that cortex receives, hence possibly increase
discriminability.
However, should increased separation happen for even only
slightly different inputs – for example, TC inputs only 10-20ms
apart? Chances are, they might be coming from the same
source, so should cortex consider such inputs as the same thing
instead of separating them? This is up for debate. But what we
turning the “knob” on TRN coupling  (electrical synapse strength)
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found is, if the argument is for such in-discriminability, then electrical synapse can assist fusion of
temporary close and similar inputs (Fig.6A). Here, spiking independence can be understood as the
opposite of spiking overlap between the activity of the two TC neurons (refer to [1] for detailed definition).
The “shrimp-looking” area (dark blue to orange) represents highly overlapping cases of different variations
of input differences for each level of electrical synapse strengths (each sub-panel in Fig.6A). As electrical
coupling increases, we saw that this area increases (Fig.6A, B left). For a stronger inhibitory connection
from TRN to TC, we generally still saw an increase in this area. This means that as electrical coupling
increase, more fusion of TC spiking activity happens, effectively masking small input differences, and
possibly helps cortex to recognize resulting relayed activities as coming from the same sensory stream.
What’s next?
In conclusion, for transient sensory processing, electrical synapse can help to
separate TC spiking, especially when TC inputs are highly dissimilar, which
might ease cortical neurons to separate such inputs. However, when the their
inputs are temporally close or similar, electrical synapse within TRN can help
to fuse TC spiking, helping CTX to realize they may come from the same
source. One way to follow up is to expand the model with convergent and
divergent connectivity and to test if such results still hold (Fig.7A). Another
way is to actually carry this out in experiments (Fig.7B): recording from two
TC neurons receiving differently-timed inputs while varying TRN coupling. We
would expect decreased TRN coupling, via pharmacological blocker or
plasticity induction, would lead to decreased TC separation and spiking.
This example comes from the collaboration between Dr. Haas’ lab and Dr. Geffen’s lab. Dr. Geffen’s lab
found that there are projections from the BLA to the TRN, and that such connection can regulate auditory
information processing (unpublished data, personal communication) [7]. When they delivered a brief tone
and observed activity in the auditory CTX and TC, they saw that additional 250ms photo-activation of the
BLA 100ms before the tone activation increased relative amplitude of those areas. So we used modelling
in order to explain the phenomenon and propose the mechanism behind such findings.
Explanatory
Figure 8. The level of BLA activation to TRN may be the cause of increase relative amplitude 
of the auditory TC and CTX activity during tone activation, as found by Aizenberg et al 2018 
(personal communication)
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The network shares significant similarity with that shown in the first example,
but more specifically in the context of auditory processes (hearing) (schematics
in Fig.8A,B). More importantly, Aizenberg et al(2018) [7] found that the
connection from the BLA (basolateral amygdala, known for emotion and
arousal processing) to the TRN can regulate activity in the auditory TC and
CTX.
The network
As Aizenberg et al (2018) found [7], activation of the BLA can lead to
increased amplitude of tone-evoked responses in TC and CTX due to
decreased baseline activity (50ms before tone) yet no significant decrease in
the peak activity during deliverance of tone. However, activation of BLA would
also lead to activation of TRN, which delivers inhibition to TC. That means the
decreased baseline activity is expected. But why does the corresponding peak
activity during tone deliverance not decrease?
The question
In order to explore this question, we set up our network with 3 neurons: TRN,
TC and CTX (Fig.8B) and simulated with noise (Fig.8C) added to them in
NEURON [8]. We represented the tone input to the auditory TC as a brief
constant 50ms of DC input and the BLA activation to TRN as 250ms of DC
input and varied input to TRN (Fig.8B, C). For brevity, I will discuss only the
effects on TC activity – the effects on CTX follows roughly those on TC as,
except for noise, CTX receives inputs mainly from TC.
Our model suggests that the level of activation from BLA to TRN affects the
activity of TC, and found that there is one case where this resembles the
experimental data. In more detailed, we found that just activation of TRN is
enough to alter the baseline activity of TC (Fig.8D, decreased activity from
around 0.25 – 0.30s), as expected due to inhibition of TRN to TC. However, at
“medium” input to TRN, the peak activity of TC during the tone stimulation
(0.30 – 0.35s) does not decrease (in fact, a very small increase) – which is
what experimental results show, while even the smaller input “low” cannot
achieve similar effect. This is possibly because with lower input to TRN,
activation of TRN is delayed significantly, hence inhibition comes too close to
the time of tone stimulation that its GABAergic slow kinetics comes to play. As
input to TRN becomes optimal, TRN elicits spiking much earlier and comes
into refractory periods earlier before input from TC comes. However, with
stronger input to TRN, decreased in TC activity is expected (Fig.8D) because
such strong input keeps TRN spiking for a long time without going into any
refractory periods.
The insight
This prediction suggests that varying how BLA activing TRN may produce
other profiles suggested in the models when TRN receives different levels of
input. Experimentalists can follow up either by specifically characterizing the
synaptic physiology of BLA-TRN connectivity on brain slices and its effects on
TRN spiking mode, or vary the rate or length of stimulation on BLA to,
hypothetically, achieve different levels of activation to TRN.
What’s next?
Conclusion
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Through my examples of modelling the TRN, I have shown how modelling can be beneficial for
neuroscience research. Not only has modelling helped us to explore how electrical synapse can
regulate thalamocortical transient processing; but also explain how an interesting experimental
phenomena, which can be considered to be counterintuitive initially, in the auditory sensory processing
arises. Both cases have proposed more hypotheses for experimentalists to do.
I would like to end with a quote from the renowned computer scientist Richard Hamming: “The purpose
of computing is insight, not numbers”. Modelling can never achieve realistic results that experiments
can, simply because we do not know of all of the variables that come into play. But it can provide us with
insights due to the fact that modelling can scan through multitudes of possibilities that would take too
long and a whole lot of resources to achieve in experiments. These insights can then guide
experimentalists in designing experiments to discover what the brain might be using to achieve such
amazing computational capabilities, like how you are reading this now.
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