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Instability of the mean-field states and generalization of phase separation in
long-range interacting systems
Takashi Mori∗
Department of Physics, Graduate School of Science,
The University of Tokyo, Bunkyo-ku, Tokyo 113-0033, Japan
Equilibrium properties of long-range interacting systems on lattices are investigated. There was
a conjecture by Cannas et al. [Phys. Rev. B 61, 11521 (2000)] that the mean-field theory is exact
for spin systems with nonadditive long-range interactions. This is called “exactness of the mean-
field theory”. We show that the exactness of the mean-field theory holds for systems on a lattice
with non-additive two body long-range interactions in the canonical ensemble with unfixed order
parameters. We also show that in a canonical ensemble with fixed order parameters, exactness of the
mean-field theory does not hold in one parameter region, which we call the “non-mean-field region.”
In the non-mean-field region, an inhomogeneous configuration appears, in contrast to the uniform
configuration in the region where the mean-field theory holds. This inhomogeneous configuration
is not the one given by the standard phase separation. Therefore, the mean-field picture is not
adequate to describe these states. We discuss phase transitions between the mean-field region and
the non-mean-field region. Exactness of the mean-field theory in spin glasses is also discussed.
I. INTRODUCTION
Long-range interactions cause several peculiar features:
negative specific heat in the microcanonical ensemble [1],
long-lived metastable states [2], and ensemble inequiva-
lence [3]. The nonadditivity of the interaction potential
causes such anomalous properties. When the integral of
an interaction potential diverges at the large distances
(i.e., a pair interaction behaves like 1/rα with α < d
where d is the dimension of space) or when the interac-
tion range is of the order of the system size, the system
cannot be divided into thermodynamically independent
subsystems. In this case, the system is said to be nonad-
ditive.
Until now, the statistical physics of long-range inter-
acting systems have attracted attention [4, 5]. To under-
stand the statistical mechanics of long-range interacting
systems, mean-field (MF) models are employed in many
works (see [6] and references therein). In MF models, all
the constituents interact equally with each other regard-
less of the distance. It is expected that the MF models
capture some qualitative features of general long-range
interacting systems. More strongly, some evidence of the
exactness of the MF theory has been reported for sev-
eral models with the power-law interaction 1/rα with
0 ≤ α < d [7–12]. Here, by the phrase “exactness of
the MF theory” we mean that the equilibrium properties
of the system are equivalent to those of the corresponding
MF model. In other words, the free energy of the system
is identical to the MF free energy. Cannas et al. con-
jectured the exactness of the MF theory for the classical
spin systems with long-range interactions [7] and several
studies on specific models have followed it.
A previous work [13] demonstrated that the exactness
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of the MF theory can be violated in a parameter region
called the “non-MF region” for conserved systems. Ho-
mogeneous configurations become unstable and a kind of
phase transition should occur at the boundary between
the MF region and the non-MF region. In the van der
Waals limit (see below), it is well known that the in-
stability of the homogeneous states leads to phase sep-
aration and the configuration becomes inhomogeneous.
These inhomogeneous states in the van der Waals limit
can be considered as the coexistence of the two indepen-
dent homogeneous phases, which are described by the
MF theory. On the other hand, when the interaction is
nonadditive, inhomogeneous states in the non-MF region
cannot be described by the phase separation of two inde-
pendent homogeneous phases, and they are not described
by the MF theory. The aim of the present paper is to in-
vestigate the nature of this phase transition between the
MF phase and the non-MF phase.
Although the previous work is concerned with pure
ferromagnetic systems, we also give an extension of the
result to the spin glass systems.
The present work is organized as follows. Details of
the model and setting are given in Sec. II. In Sec. III,
“the exactness of the MF theory” is examined for non-
conserved systems (systems where the magnetization is
not conserved) and for conserved systems (systems where
the magnetization is conserved). The exactness of the
MF theory is always true for nonconserved systems but
not necessarily correct for conserved systems. To demon-
strate the above result, the Ising model with a long-
range interaction is considered as an example in Sec. IV.
In Sec. V, the nature of the phase transition between
the MF phase and the non-MF phase in conserved sys-
tems is investigated. An application of our result to spin
glasses is discussed in Sec. VI. The summary of this pa-
per is presented and some future problems are discussed
in Sec. VII.
2II. SETTING
We consider the following Hamiltonian on a d-
dimensional lattice,
H = −
J
2
N∑
ij
K(ri − rj)σiσj −H
N∑
i
σi. (1)
Here we assumed the two-body long-range interaction.
We impose periodic boundary conditions and interpret
the distance between the lattice points i and j, |ri −
rj |, as the shortest distance of these lattice points in
periodic boundary conditions. The lattice interval is set
to unity. The parameter J > 0 is a coupling strength
and K(ri − rj) is the interaction potential between the
sites i and j. When
∑
ri 6=0
K(ri) diverges, the system
is nonadditive and there exists no thermodynamic limit
in the usual sense. To avoid this difficulty, we normalize
the interaction potential as∑
ri 6=0
K(ri) = 1. (2)
This is called Kac’s prescription in the literature. The
“spin” variable σi is arbitrary as long as it is finite; in
the Ising model σi = ±1, in the classical XY model
σi = (cos θ, sin θ), and in the q-state Potts model σi = ea,
a = 1, 2, . . . , q, where ea · eb = δab, and so on. In this
paper, we treat the one-component spin variable to make
the presentation simple, but the generalization to multi-
component spin variables is straightforward.
As the simplest long-range interacting model, the
infinite-range model exists,
HMF = −
J
2N
N∑
ij
σiσj −H
N∑
i
σi, (3)
for which it is known that the MF theory is exactly ap-
plicable. Hereafter we call this model the “MF model.”
In present paper, we consider the following two types
of long-range interactions: the power-law interaction
K(r) ∝
1
rα
, 0 ≤ α < d, (4)
and the Kac potential [14]
K(r) ∝ γdφ(γr). (5)
Here, φ(x) is assumed to be non-negative φ(x) ≥ 0 and
integrable
∫
ddxφ(x) < +∞. Moreover, we assume that
there is a positive and decreasing function ψ(x) such that

|∇φ(x)| ≤ ψ(x),∫
ddxψ(x) < +∞.
(6)
This assumption is necessary to justify the coarse-
graining of the Hamiltonian discussed later. A typical
example of the Kac potential is the exponential form,
K(ri − rj) ∝ γ
de−γ|ri−rj |. In this case, φ(x) = ψ(x) =
e−x.
We will take the limit γ → 0 in the Kac potential. In
this paper, two limiting procedures are considered: the
van der Waals limit γ → 0 after L → ∞ [15] and the
long-range limit γ → 0 with γL = const. The former limit
corresponds to the situation where the interaction range
γ−1 is much longer than the microscopic length scale (the
lattice interval) but much shorter than the system size L.
In this case, the system is additive and it does not show
anomalous behavior like the ensemble inequivalence. The
latter limit corresponds to the situation where the inter-
action range is comparable to the system size. In this
case, the system has no additivity. These two limits give
different behavior in general.
III. EXACTNESS OF THE MF THEORY
A condition of the exactness of the MF theory has been
reported briefly [13]. In this section, we give the detailed
explanation of this property.
In the long-range interacting systems, it is expected
that only long wavelength modes play important roles for
macroscopic behavior. In fact, it is possible to perform
coarse graining exactly for long-range interacting models.
Now we explain what coarse graining is. Let us divide
the lattice system into blocks of the linear dimension l.
The number of blocks is (L/l)d and each block has ld
sites. We introduce the local coarse-grained variable mp
as
mp =
1
ld
∑
i∈Bp
σi (7)
in each block Bp, where p = 1, 2, . . . , (L/l)
d. We take
the limit L → ∞, l → ∞ with l/L → 0 (continuous
limit). This strategy is the same as the procedure in
the paper by Barre´ et al. [10]. We define the position
xp = rp/L, where rp is the central position of a block
Bp [p = 1, . . . , (L/l)
d]. We also define m(xp) ≡ mp . For
long-range interacting models, as shown in Appendix A,
the Hamiltonian is expressed only by m(x) in the ther-
modynamic limit:
H = H¯[m(x)] + o(N), (8)
where
H¯[m(x)] =−
NJ
2
∫
Cd
ddx
∫
Cd
ddyU(x− y)m(x)m(y)
−NH
∫
Cd
ddxm(x). (9)
Here, the scaled interaction potential U(x) is given by
U(x) = lim
L→∞
LdK(Lx). (10)
3The integrations in Eq. (9) are performed over a d-
dimensional unit cube Cd, namely x,y ∈ [0, 1]
d. Kac’s
prescription (2) implies∫
Cd
U(x)ddx = 1. (11)
In the power-law potential and in the Kac potential
with the long-range limit, U(x) = κ1/x
α and U(x) =
κ2γ
d
0φ(γ0x), respectively. Here, κ1 and κ2 are normal-
ization constants determined by Eq. (11) and γ0 = γL is
a constant in the long-range limit. In the Kac potential
with the van der Waals limit, U(x) = δ(x).
Performing the Fourier expansion in Eq. (9), we obtain
the following expression:
H¯ = −
NJ
2
∑
n
Un|mˆn|
2 −NHmˆ0, (12)
where
m(x) =
∑
n
mˆne
2πin·x, (13)
Un =
∫
Cd
ddxU(x) cos(2πn · x). (14)
We call {Un} interaction eigenvalues. Interaction eigen-
values of n 6= 0 are less than or equal to unity Un ≤ 1,
because
|Un| =
∣∣∣∣
∫
Cd
ddxU(x) cos(2πn · x)
∣∣∣∣
≤
∫
Cd
ddx|U(x)| · | cos(2πn · x)|
≤
∫
Cd
ddxU(x) = 1. (15)
From now on, we consider the generalized free energy
F (m,T,H) which is defined as
exp[−βF (m,T,H)] =
∑
[{σi}|mˆ0=m]
e−βH, (16)
where the summation is taken over the configurations
with a fixed value of the total magnetization mˆ0 = m.
The temperature is T = 1/β. We can separate the long-
wavelength modes from the short ones by coarse graining:
∑
[{σi}|mˆ0=m]
=
∫
mˆ0=m
Dm(x)
∑
{σi} with fixed m(x)
. (17)
The summation with the fixed m(x) is expressed as
∑
{σi} with fixed m(x)
1 = exp
(∫
Cd
S(m(x))ddx
)
, (18)
where S(m) is the entropy,
S(m) = ln(the number of states
with the fixed magnetization m). (19)
FIG. 1: An illustrative example of the convex envelope of the
function g(x). The solid line denotes g(x) and the dashed line
denotes CE{g(x)}.
From Eqs. (8), (17), and (18), we obtain
exp[−βF (m,T,H)] =
∫
mˆ0=m
Dm(x)
× exp
[
−β
(
H¯[m(x)]− T
∫
Cd
S(m(x))ddx
)]
. (20)
By using the saddle-point method, we have
F (m,T,H) = min
{m(x)|mˆ0=m}
[
H¯[m(x)]− T
∫
Cd
S(m(x))ddx
]
≡ min
{m(x)|mˆ0=m}
F({m(x)}, T,H) (21)
The functional F is called the free energy functional here-
after. See Appendix B for the rigorous justification of
using the saddle-point method.
From Eq. (21) we obtain the upper bound
F (m,T,H) ≤ F [{m(x) = m}, T,H ]
= HMF − TS(m)
= FMF(m,T,H). (22)
The lower bound
F (m,T,H) ≥ FMF(m,T,H)−Umax∆FMF(m,T/Umax, H)
(23)
is obtained by replacing all the Un with n 6= 0 by Umax
which is defined as
Umax ≡ max
n 6=0
Un. (24)
The function ∆FMF is defined as
∆FMF ≡ FMF − CE{FMF}, (25)
where CE means the convex envelope. The convex enve-
lope of a function g(x) is defined as the maximum convex
function not exceeding g(x) (see Fig. 1). The derivation
of the lower bound (23) is given in Appendix C.
Collecting the upper and the lower bounds, we have
FMF(m,T,H)− Umax∆FMF(m,Teff , H)
≤ F (m,T,H) ≤ FMF(m,T,H), (26)
4where Teff ≡ T/Umax.
An inequality necessary to prove Eq. (23) is Eq. (C3)
which corresponds to the replacement of Un → Umax
for all n 6= 0. In the Kac potential with the van der
Waals limit, Un = 1 for all n. Therefore, the equality
F (m,T,H) = CE{FMF(m,T,H)} holds for the Kac po-
tential with the van der Waals limit. It is a well known
fact that the MF theory with the Maxwell’s equal area
law is justified in the van der Waals limit [15]. The
Maxwell’s equal area law is equivalent to the replace-
ment of the MF free energy by its convex envelope. The
replacement of the free energy by its convex envelope in-
dicates the occurrence of the phase separation.
Next, we consider the local stability of the uni-
form configuration m(x) = m for all x. If the uni-
form configuration gives the local maximum of the
free energy functional, there are configurations which
have lower free energy than the MF. Therefore, in
this case, F (m,T,H) < FMF(m,T,H) holds instead of
F (m,T,H) ≤ FMF(m,T,H). From this local stability
analysis, we have
F (m,T,H) < FMF(m,T,H)
for
∂2
∂m2
FMF(m,Teff , H) < 0. (27)
We have derived necessary inequalities for the gener-
alized free energy with this. According to Eqs. (26) and
(27), the parameter region (m,T,H) is classified to the
following three regions:
Region A : the region where ∆FMF (m,Teff , H) = 0. In
this region, the MF model gives the exact free en-
ergy, F (m,T,H) = FMF(m,T,H).
Region B : the region where ∆FMF (m,Teff , H) > 0 and
∂2
∂m2FMF (m,Teff , H) ≥ 0. In this region, it is not
sure whether the MF model is exact, F (m,T,H) ≤
FMF(m,T,H). However, the homogeneous states
determined by the MF theory are locally stable.
Region C : the region where ∂
2
∂m2FMF (m,Teff , H) < 0.
In this region, the MF model cannot describe
the long-range interacting systems, F (m,T,H) 6=
FMF(m,T,H). In this region, the homogeneous
states are not even locally stable.
Notice that this classification is determined only by
FMF and Umax. Hence, we can specify these three regions
concretely for individual models by analyzing only the
MF models.
In region A and a part of B, F (m,T,H) =
FMF(m,T,H) holds. This region is called the MF re-
gion. On the other hand, in region C and the other part
of B, F (m,T,H) 6= FMF(m,T,H). This region is called
the non-MF region.
In region B, we cannot say whether a point (m,T,H)
belongs to a MF or non-MF region. It depends on the
type of the interaction, the value of the temperature, and
the specific model (what σi is). However, the homoge-
neous state described by the MF theory is locally stable.
In the non-MF regin, some inhomogeneous modes must
develop. Therefore, by observing the equilibrium config-
uration of the system with the conserved magnetization
m, we can know whether this point belongs to the MF
or the non-MF region. Namely, if the cluster appears in
equilibrium, this point (m,T,H) belongs to the non-MF
region; on the other hand, if the system is uniform, this
point belongs to the MF region.
Here we discuss the exactness of the MF theory
based on the derived inequalities. In nonconserved
systems, the equilibrium magnetization meq is deter-
mined by minm[F (m,T,H)] = F (meq, T,H). Because
the equilibrium state belongs to the MF region where
∆FMF(meq, Teff) = 0, it is concluded that exactness of
the MF theory is true at any temperature in nonconserved
systems.
In contrast, in conserved systems, the generalized free
energy itself is the equilibrium free energy and the de-
rived inequalities mean that the equilibrium property of
the long-range interacting system is exactly the same as
that of the corresponding MF model in the MF region.
On the other hand, they are not the same in the non-MF
region. As discussed above, the inhomogeneity appears
in the non-MF region. The clustering phenomena can-
not be described by the MF model with the help of the
standard phase-separation argument. Therefore, we con-
clude that exactness of the MF theory is violated in con-
served systems. We investigate the clustering phenomena
in Sec. V.
IV. EXAMPLE: LONG-RANGE INTERACTING
ISING MODEL
T>J T<J
FIG. 2: The MF free energy of the Ising model (the solid line)
and its convex envelope (the dashed line). The left figure is
for the case T > J . As the MF free energy is convex for all
m, it is equivalent to its convex envelope. The right figure is
for the case T < J . In this case, the MF free energy is not
convex, and the flat region appears in the convex envelope.
To make the statement clear, let us pick the long-range
Ising model as a simple example. We consider the Hamil-
tonian (1) with σi = ±1. The corresponding MF model
5is
HMF = −
J
2N
∑
i6=j
σiσj −H
∑
i
σi ≈ −
NJ
2
m2 −NHm.
(28)
We can calculate the MF free energy, which is given by
fMF =−
J
2
m2 −Hm
+ T
(
1 +m
2
ln
1 +m
2
+
1−m
2
ln
1−m
2
)
. (29)
In Fig. 2, the MF free energy and its convex envelope
at H = 0 are depicted. For T < Tc = J , it becomes a
nonconvex function of m.
When the “effective temperature” Teff = T/Umax is
above the critical temperature, Tc = J , the relation
FMF(m,Teff , H) = CE{FMF(m,Teff , H)} holds for any
m. In this case, Eq. (26) leads to
F (m,T,H) = FMF(m,T,H) (30)
for any m. On the other hand, when Teff < Tc, there is a
region where the MF free energy is not convex, and from
Eq. (26) we can conclude that there is a region of m such
that F (m,T,H) 6= FMF(m,T,H).
A schematic picture of the boundaries of three regions
is depicted in Fig. 3. The upper line is the MF free energy
at the temperature Teff = T/Umax and the lower line is
that at the genuine temperature T . Figure 3(a) describes
the case of Teff > Tc > T . In this case, FMF(m,Teff , H) is
a convex function ofm. Therefore, ∆FMF(m,Teff , H) = 0
for any m and H . Figure 3(b) describes the case of
Tc > Teff > T . In this case, FMF(m,Teff , H) is not con-
vex and deviation from the convex envelope (dashed line)
appears.
In the Ising model with a long-range interaction, we
can give the expression of regions A, B, and C explicitly.
In region A, ∆FMF(m,Teff , H) = 0 holds. Because ∆FMF
is independent of H , the region A is given by
|m| ≥ |meq(Teff , H = 0)|, (31)
where meq(T,H) is the magnetization in equilibrium
which is given by the self-consistent equation,
meq(T,H) = tanh [β(Jmeq(T,H) +H)] .
Similarly, region B is given by
|msp(Teff)| ≤ |m| < |meq(Teff , 0)|, (32)
where msp(T ) is the spinodal point that is the metasta-
bility limit in the nonconserved systems,
msp(T ) = ±
√
1−
1
βJ
. (33)
Finally, region C is given by
|m| < |msp(Teff)|. (34)
After all, mAB = meq(Teff , 0) and mBC = msp(Teff) in
Fig. 3.
In conserved systems, a typical spin configuration is
homogeneous at least in region A [see Fig. 4(a)] but is
inhomogeneous in region C [see Fig. 4(b)], as predicted
in the previous section.
In nonconserved systems, we confirm the MF model
is exact. We depict spontaneous magnetizations for the
two-dimensional Ising model with a long-range interac-
tion (α = 1) in Fig. 5. As predicted in the previous
section, it agrees with the MF result determined by solv-
ing the self-consistent equation, m = tanhβJm. More-
over, it turns out that not only the equilibrium states
but also the metastable states of the MF model given
by the local minimum of the free energy are maintained,
because the local minimum is located in the range of
|m| ≥ |msp(T )|(≥ |msp(Teff)|); namely, it is located in re-
gion A or B. In region A or B, homogeneous states are lo-
cally stable against the inhomogeneous fluctuations, and
therefore the metastability defined in the MF model is
not lost. If they belonged to region C, they would have
instability against inhomogeneous fluctuations and lose
their local stability.
V. PHASE TRANSITION BETWEEN MF
PHASE AND NON-MF PHASE
A kind of phase transition takes place between MF
and non-MF regions in conserved systems. We demon-
strate a typical spin configuration of the Ising model with
1/r type long-range interaction in Fig. 4. In Fig. 4 (a),
we depict a configuration at T/J = 0.28 and m = 0.6
which is in the MF region and we find a homogeneous
configuration. In Fig. 4 (b), we depict a configuration at
T/J = 0.18 and m = 0.6 which is in the non-MF region,
where we find a clustered configuration. We confirmed
that there are two parameter regions, that is, the MF
region and the non-MF region.
The next problem is to understand mechanism of the
phase transition between the MF phase and the non-MF
phase in conserved systems. The Fourier modes with
large interaction eigenvalues will play a significant role
in the phase transition.
First consider the Kac potential with the van der Waals
limit. In this case, all the interaction eigenvalues are
unity, Un = 1; all the Fourier modes contribute to the
phase transition. This fact indicates that the standard
phase separation occurs and the system can be divided
into two subsystems with different phases.
On the other hand, in the power-law interactions or
the Kac potential with the long-range limit, the spec-
trum of the interaction eigenvalues is discrete; only the
small number of Fourier modes which have the maximum
interaction eigenvalue will contribute to the phase tran-
sition. Therefore, it is expected that the phase transition
is understood by the Landau expansion of the free energy
functional by such Fourier modes. It is also expected that
6A
A AB BC
FIG. 3: (Color online) An illustrative explanation of the relation of regions A, B, and C together with the MF free energy
in the Ising model. The upper line is the MF free energy at the temperature Teff and the lower line is that at the genuine
temperature T . (a) The case of Teff > Tc > T . (b) The case of Tc > Teff > T .
(a) (b)
FIG. 4: Typical equilibrium snapshots in the two-dimensional (2D) lattice gas model (conserved Ising model) with 1/r-type
long-range interaction. Periodic boundary conditions are imposed. Black points represent occupied sites. (a) Region A. The
parameters are set to be m = 0.6, T = 0.28, J = 1, and L = 100. (b) Region C. The parameters are set to be m = 0.6,
T = 0.18, J = 1, and L = 100.
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1/r, L=128
T
FIG. 5: Magnetizations against temperatures. The points
are numerical results of the 2D long-range Ising model with
K(r) ∝ 1/r and L = 128 calculated by the Monte Carlo
method. Error bars are smaller than the symbol size. The
solid line is the MF solution. They agree very well.
this phase transition is qualitatively different from that
in the Kac potential with the van der Waals limit, which
is well described by the notion of the phase separation.
We focus on the modes with the maximum interaction
eigenvalue Umax, and the set of these modes are denoted
by M,
M≡ {n : n ∈ Zd, Un = Umax}.
We regard mˆn with n ∈ M as order parameters, and the
other modes are determined by the condition
∂F({m(x)}, T,H)
∂mn
= 0 n /∈M, (35)
which is the equilibrium condition under the fixed order
parameters.
In many cases, including the power-law interactions,
Un tends to decrease as the length of the wave number
vector |n| increases. Therefore, we assume that
M = {±ea}, a = 1, 2, . . . , d (36)
where ea is a unit vector and ea ·eb = δab. In this section,
we assume that the interaction is isotropic. Hence, the
order parameters mˆ±ea do not depend on the direction
a, so we put φ ≡ mˆ±ea and we regard φ as an order
parameter. Let us expand the free energy functional by
{mˆ±ea} with the help of Eq. (35). It is noticed that
mˆn = O(|φ|
|n1|+|n2|+···+|nd|), (37)
7which is derived from Eqs. (35) and (36). Up to the
fourth order of |φ|, we obtain the following expansion by
some calculations:
F = FMF +N
{
−d(JU1 + Ts
(2))|φ|2 +
[
d
4
(Ts(3))2
JU2 + Ts(2)
+ d(d − 1)
(Ts(3))2
JU11 + Ts(2)
−
(
d
4
+
d(d− 1)
2
)
Ts(4)
]
|φ|4
}
+O(|φ|6).
(38)
We defined s(k) ≡ dks(m)/dmk and

U1 ≡ U±ea = Umax,
U11 ≡ Uea±eb a 6= b,
U2 ≡ U±2ea .
(39)
Here we rewrite Eq. (38) as
F
N
= fMF + a|φ|
2 + b|φ|4 +O(|φ|6). (40)
It is noted that a = 0 corresponds to
∂2FMF(m,Teff , H)/∂m
2 = 0, that is, the boundary
between regions B and C. It is evident that the first
order phase transition occurs if b < 0 when a = 0. It
is reasonably expected that the second-order transition
occurs at the boundary of regions B and C if b > 0
when a = 0, though we do not show it strictly. If we put
a = 0, then
b =
dJU1
4
{
(2d− 1)
s(4)
s(2)
−
[
4(d− 1)
U1
U1 − U11
+
U1
U1 − U2
](
s(3)
s(2)
)2}
≡b0. (41)
From the above discussion, the transition is of the first
order when b0 < 0 and of the second order when b0 > 0.
Let us demonstrate the above result in the Ising model
(σi = ±1). In this case, the entropy is given by
s(m) = −
1 +m
2
ln
1 +m
2
−
1−m
2
ln
1−m
2
. (42)
In this model,
b0 ∝(2d− 1)(1 + 3m
2)
− 2m2
[
U1
U1 − U2
+ 4(d− 1)
U1
U1 − U11
]
≡(2d− 1)(1 + 3m2)− 2m2K. (43)
If we put b0 = 0,
m2 =
2d− 1
2K − 3(2d− 1)
≡ m2c . (44)
The first-order transition occurs when |m| > |mc| and the
second-order transition occurs when |m| < |mc|. When
U11, U2 → U1, then b0 is negative for any m 6= 0. There-
fore, the transition is first order except for m = 0 in
the case where the spectrum of interaction eigenvalues
is almost continuous. On the other hand, if we put
U11 = U2 = 0, b0 is positive and the transition is second
order for any m. Thus, we have found that the long-
range nature of the interaction (the discreteness of the
spectrum of interaction eigenvalues) enhances the second
order phase transition between homogeneous and inho-
mogeneous phases.
As an example, let us consider the Ising model on
the two-dimensional square lattice with the interaction
K(r) ∼ 1/r. In this case, U1 ≈ 0.310, U11 ≈ 0.207
and U2 ≈ 0.132. These parameters imply mc ≈ 0.402.
We demonstrate the result in Fig. 6. In this figure, we
plot the average values of the order parameter |φ| in the
Monte Carlo dynamics under a temperature sweep over
the range T = 0.1J to 0.4J and T = 0.4J to 0.1J . The
transition is continuous when m = 0.3 but it is discon-
tinuous when m = 0.5 and m = 0.6. Indeed, hysteresis
loops appear for m = 0.5 and 0.6 as in Fig. 6.
Thus, the phase transition between the MF and the
non-MF phases does not necessarily occur just at a = 0,
the boundary of the regions B and C. There are situations
that the homogeneous states are locally stable but not
globally stable. This shows the relevance of considering
the region B.
VI. APPLICATION TO SPIN GLASSES
In this section, we discuss an application of the result
discussed in Sec. III to spin glass systems, whose Hamil-
tonian is
H = −
∑
i<j
KijJijσiσj , (45)
where Kij denotes the two-body interaction potential
and Jij is assumed to be a Gaussian random variable
whose probability distribution P (Jij) is given by
P (Jij) =
1√
2πJ2
exp
(
−
1
2J2
J2ij
)
. (46)
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FIG. 6: Monte Carlo results of average values of the order
parameter |φ| with the temperature sweep from T = 0.1J to
0.4J (l-h) and from 0.4J to 0.1J (h-l). The open circle is the
data for m = 0.3 and l-h, and the closed circle is for m = 0.3
and h-l. The open square is for m = 0.5 and l-h, and the
closed square is for m = 0.5 and h-l. The open triangle is
for m = 0.6 and l-h, and the closed triangle is for m = 0.6
and h-l. The system size is L = 60 for m = 0.3 and L = 100
otherwise.
The long-range spin glass systems have been extensively
studied recently in order to extend our knowledge of spin
glasses in finite dimensions [16–19]. In these works, the
universality class of the spin glass systems with 1/rα-type
interaction has been studied. In one dimension, it has
been revealed that the transition is in the MF universality
class in the case of 1/2 < α < 2/3 and the non-MF
universality class in the case of 2/3 < α < 1. In this
paper, we focus on the nonadditive regime, α ≤ d/2, and
show that the system is fully identical to the MF model
(Sherrington-Kirkpatrick model [20]) at any temperature,
not only the critical exponents.
The free energy of this system is expressed as
f(β) = − lim
N→∞
1
Nβ
〈lnZ〉. (47)
Here the angular bracket denotes the average over the
random interactions {Jij} and Z is the partition function,
Z = Tre−βH. In this section, the symbol Tr refers to the
summation over all the microscopic configurations {σi}.
In order to examine the free energy, we apply the
replica method, which is a nonrigorous but successful
technique [21]. We can express the free energy as fol-
lows:
f(β) = − lim
N→∞
1
Nβ
lim
n→0
〈Zn〉 − 1
n
. (48)
In the replica method, first we calculate 〈Zn〉 for integer
n, then extrapolate it to noninteger n and take the limit
n→ 0.
Let us calculate 〈Zn〉 for integer n. The quantity 〈Zn〉
is expressed as
〈Zn〉 = Tr
∫ (∏ dJij√
2πJ2
)
exp

− 1
2J2
∑
i<j
J2ij + β
n∑
a=1
∑
i<j
JijKijσ
a
i σ
a
j

 . (49)
By integrating out over {Jij}, we obtain
〈Zn〉 = Tr exp

1
2
β2J2
n∑
a,b
∑
i<j
K2ijσ
a
i σ
b
iσ
a
j σ
b
j

 . (50)
If we define the vector ~S by
(~Si)n(a−1)+b ≡ σ
a
i σ
b
i , (51)
then we obtain the formal expression,
〈Zn〉 = Tr exp

1
2
β2J2
∑
i<j
K2ij
~Si · ~Sj

 . (52)
If we define the following quantities,
β˜ ≡ β2, J˜ ≡
1
2
J2, K˜ij ≡ K
2
ij , (53)
we obtain
〈Zn〉 = Tr exp

β˜ J˜
2
∑
ij
K˜ij ~Si · ~Sj

 . (54)
In this form, we can apply the argument studied in the
present paper on the exactness of the MF theory for
pure ferromagnetic systems to spin glasses. Namely, it
is straightforward to show that MF theory is exact as
long as the interaction K˜ij = K
2
ij is long range. If we
assume the power-law interaction Kij = C/r
α
ij , then the
MF model is exact when α < d/2 instead of α < d. The
constant C is determined by the normalization condition
∑
i
C2
r2αij
= 1, (55)
which is the correspondence of Eq. (2). (Note that in the
infinite-range case, C = 1/
√
N .)
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in the system (45) is exactly equal to that in the MF
model at least for any integer n. Therefore, the two free
energies calculated by the replica method may be exactly
equal. Unfortunately, it is not certain if this result can be
proved without using the replica method. However, from
the above result, it is reasonably expected that the true
free energy of the system (45) is also exactly equal to that
of the corresponding infinite-range model. If the equilib-
rium properties of the system (45) with Kij = C/r
α
ij and
α < d/2 in contact with a thermal reservoir at a tempera-
ture T were different from those of the corresponding MF
spin glasses, then it would imply that the replica method
is not exact at least for the long-range interacting spin
glasses. However, we have no reason to expect that the
replica method does not work in long-range spin glasses,
and we conclude that spin glass systems with the Hamil-
tonian (45) and α < d/2 exhibits behavior identical with
the corresponding MF models.
VII. SUMMARY AND DISCUSSION
We investigated the exactness of the MF theory in sys-
tems with nonadditive long-range interactions (power-
law potential or the Kac potential with the long-range
limit) and additive long-range interactions (the Kac po-
tential with the van der Waals limit) in a unified way. We
showed that the exactness of the MF theory is always
valid for the nonconserved systems, while for the con-
served systems there exists the parameter region where
the exactness of the MF theory is violated. As an ap-
plication of our result, we considered the spin glass sys-
tem and revealed that the exactness of the MF theory
is valid also for long-range interacting spin glass systems
within the treatment by the replica method, as long as
the square of the interaction potential is nonadditive.
We examined the nature of the phase transition be-
tween the MF phase and the non-MF phase by the Lan-
dau expansion of the free energy functional. We pointed
out that except for the van der Waals limit, inhomoge-
neous states observed in the non-MF region are quite dif-
ferent from those created by the phase separation. This
aspect is reflected to the fact that only a small number of
Fourier modes are important in the inhomogeneity. It is
indicated by the discrete spectrum of interaction eigen-
values Un. On the other hand, in the van der Waals limit,
all the interaction eigenvalues are degenerate, Un = 1,
and the standard phase separation occurs. It will be in-
teresting to study dynamical nature associated with the
phase transition between the MF phase and the non-MF
phase, because it is known that long-range interacting
systems exhibit peculiar features also in dynamics.
The difference between conserved and nonconserved
systems is a consequence of the violation of ensemble
equivalence. Whether the exactness of the MF theory
holds or not depends on the specific ensemble. A natural
question is whether the MF theory is exact for a mi-
crocanonical ensemble. It was investigated in Ref. [10],
where it turned out that the exactness of the MF theory
is valid for the long-range Ising model in the microcanon-
ical ensemble. Here, it should be noted that in the MF
Ising model, the canonical ensemble and the microcanon-
ical ensemble are equivalent. We can show from the re-
sult presented in Sec. III that the exactness of the MF
theory for long-range interacting systems is valid also in
the microcanonical ensemble if the microcanonical and
canonical ensembles are equivalent in the corresponding
MF model. When the two ensembles are not equivalent
in the MF model, however, it is not obvious whether the
exactness of the MF theory holds in the microcanonical
ensemble. This issue will be investigated elsewhere.
In non-conserved systems, the MF theory is always ex-
act in equilibrium. However, in the out-of-equilibrium
situations, the inhomogeneity due to the long-range in-
teractions may appear. For example, let us consider the
relaxation from the metastable states with the uniform
magnetization profile. The MF metastable states as lo-
cal minimum of the free energy are also remained in the
general long-range interacting systems, as pointed out in
Sec. IV. However, at low temperatures these metastable
states belong to region B. If the metastable states belong
to the non-MF region, these metastable states may relax
to equilibrium by appearing the temporal inhomogeneity.
Hence, in these situations, the relaxation to equilibrium
will be different from that observed in the MF models.
Recently, it was reported that a model of spin-crossover
materials has an effective long-range interaction among
molecules [22]. In this model, although the Hamiltonian
has only short-range interactions, effective long-range in-
teractions among molecules appear due to the lattice dis-
tortion by the difference of the molecular size depending
on molecular states. In such systems, the results of the
MF model including the MF spinodal are not artifacts
but physically relevant results.
In small systems, the range of the interaction can be
of the order of the system size. Indeed, negative heat
capacity has been observed experimentally in small sys-
tems [23]. For example, the phenomenon of the super-
radiance originates from the effective long-range inter-
action among two-level atoms mediated by the coupling
with a cavity mode [24]. The similarity between long-
range interacting macroscopic systems and small systems
should be discussed in the future.
In this way, the nature of long-range interacting sys-
tems may be widely observed, and it will become more
important to study it from a general point of view.
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Appendix A: Justification of the coarse-graining
We justify the coarse graining (9) in this appendix.
The coarse-grained Hamiltonian with a finite system size
N = Ld and a finite number of blocks Ω = (L/l)d is given
by
H¯(N,Ω) = −
J
2
Ω∑
p,q
Upqmpmq −Hl
d
Ω∑
p
mp, (A1)
where
Upq =
∑
i∈Bp
∑
j∈Bq
K(rij), rij = ri − rj , (A2)
and mp is the average global variable of the block Bp
defined by Eq. (7). Notice that H¯(N,Ω) approaches the
coarse-grained Hamiltonian (9) when the limit N → ∞,
Ω→∞ with Ω/N → 0 is taken.
Our aim is to prove that there exists a sequence Ω(N)
such that
lim
N→∞
1
N
sup
{σi}
∣∣H− H¯(N,Ω(N))∣∣ = 0, (A3)
and satisfies 

lim
N→∞
Ω(N) =∞,
lim
N→∞
Ω(N)
N
= 0.
(A4)
When we consider the Kac potential with the van
der Waals limit, we replace limN→∞ and Ω(N) by
limγ→0 limN→∞ and Ω(N, γ), respectively.
The following derivation is a strightforward generaliza-
tion of the strategy of the paper by Barre´ et al. [10], which
they proved only for the one-dimensional Ising model
with the power-law interaction.
First, we express the coarse-grained Hamiltonian in
terms of the microscopic variables {σi}. Then
H¯(N,Ω) = −
J
2
Ω∑
p,q
Upq
1
l2d
∑
i∈Bp,j∈Bq
σiσj −H
∑
i
σi,
(A5)
where l is the linear dimension of a block. We thereby
have
1
N
|H − H¯|
=
J
2Nl2d
∣∣∣∣∣∣
Ω∑
p,q
∑
i∈Bp,j∈Bq
σiσj
∑
k∈Bp,l∈Bq
[K(rij)−K(rkl)]
∣∣∣∣∣∣
≤
J
2Nl2d
Ω∑
p,q
∑
i∈Bp,j∈Bq
|σiσj |
∑
k∈Bp,l∈Bq
|K(rij)−K(rkl)|.
(A6)
FIG. 7: An illustrative explanation of the set ∂q for d = 2.
The central block is Bq and the surrounding gray blocks are
in ∂q.
Assuming |σiσj | ≤ C, we have
1
N
|H − H¯|
≤
CJ
2Nl2d
Ω∑
p,q
∑
i∈Bp,j∈Bq
∑
k∈Bp,l∈Bq
|K(rij)−K(rkl)|.
(A7)
We define Dpq as the shortest distance between the two
blocks Bp and Bq. Namely,
Dpq ≡ min
k∈Bp,l∈Bq
|rk − rl|. (A8)
Moreover, the set ∂q is defined as the set of p such
that Dpq < l (see Fig. 7). We divide the summation
of Eq. (A7) into two terms: the term with p ∈ ∂q and
the term with p /∈ ∂q. Then we obtain
1
N
|H − H¯|
≤
CJ
2Nl2d
Ω∑
q=1
∑
p∈∂q
∑
i∈Bp,j∈Bq
∑
k∈Bp,l∈Bq
|K(rij)−K(rkl)|
+
CJ
2Nl2d
Ω∑
q=1
∑
p/∈∂q
∑
i∈Bp,j∈Bq
∑
k∈Bp,l∈Bq
|K(rij)−K(rkl)|
≡ A1 +A2. (A9)
From now on, we prove that there exists a sequence
Ω(N) such that limN→∞A1 = limN→∞A2 = 0 both for
the power-law potential and the Kac potential.
Upper bound of A1
If we define K0 as the maximum value of |K(rij)|, then
|K(rij)−K(rkl)| ≤ |K(rij)|+ |K(rkl)| ≤ 2K0. (A10)
Therefore, we obtain
A1 ≤
CJ
2Nl2d
Ω∑
q=1
∑
p∈∂q
l4d · 2K0 =
CJK0l
2d
N
Ω∑
q=1
∑
p∈∂q
1,
(A11)
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where we used
∑
i∈Bp
1 = ld. Because the number of
blocks which belong to ∂q is determined by the spatial
dimension d, we can write∑
p∈∂q
1 ≡ nd. (A12)
Then we obtain the upper bound of A1:
A1 ≤
CJK0l
2d
N
Ωnd. (A13)
As Ω = (L/l)d and N = Ld,
A1 ≤ CndK0l
d. (A14)
Remember that K0 depends on the system size L or the
interaction length γ, because we normalize the interac-
tion potential so that∑
ri 6=0
K(ri) = 1. (A15)
In the case of the Kac potential, K(r) ∼ γdφ(γr).
Here, the symbol ∼means equal except for a nonessential
factor independent of l, L, and γ. Therefore, the symbol
∼ does not imply any approximations (we use the symbol
. similarly). Thus K0 ∼ γ
d and
K0l
d ∼ (γl)d. (A16)
In the van der Waals limit, we take γ → 0 after L→∞.
Hence if we take the limit l → ∞ after the limit γ → 0,
then A1 → 0 and the conditions (A4) are satisfied.
In the long-range limit, where L → ∞ with γL =
const. is taken, if we take l → ∞ after L → ∞, then
A1 → 0 and the conditions (A4) are also satisfied.
In the case of the power-law potential, K(r) ∼
Lα−d/rα and K0 ∼ L
α−d for 0 ≤ α < d. Therefore,
A1 ∼ K0l
d ∼
(
l
L1−α/d
)d
. (A17)
After all, A1 → 0 when we take the limit of l→∞ after
L → ∞. When α > d, the function l(L) which satisfies
Eq. (A4) does not exist, and the coarse graining cannot
be performed exactly.
Upper bound of A2
As p /∈ ∂q, Dpq 6= 0 and the following inequality is
satisfied for ri, rk ∈ Bp and rj , rl ∈ Bq:
|rij − rkl| = |(ri − rk)− (rj − rl)|
≤ |ri − rk|+ |rj − rl|
= rik + rjl
≤ 2
√
dl ≡ Dl (A18)
From the mean-value theorem, there exists 0 ≤ θ ≤ 1
such that
K(rij)−K(rkl) = [∇K(rij + θ(rkl − rij))] · (rkl − rij).
(A19)
Combining the above two relations, we have
|K(rij)−K(rkl)| ≤ Dl|∇K(rij + θ(rkl − rij))|. (A20)
Here, for p 6= q,
|∇K(rij + θ(rkl − rij))|
≤ max
0≤θ≤1
max
ri,rk∈Bp,rj ,rl∈Bq
|∇K(rij + θ(rkl − rij))|
≡ K ′pq. (A21)
Using these inequalities, we can evaluate the upper bound
of A2:
A2 ≤
CDJl2d+1
2N
Ω∑
q=1
∑
p/∈∂q
K ′pq. (A22)
As the blocks are aligned in the d-dimensional space,
each block can be labeled by the d-dimensional vector
~n = (n1, n2, · · · , nd),
where ni is an integer and −L/2l ≤ ni ≤ L/2l. We fix
the block Bq at ~n = 0, and we determine ~n so that the
configuration rp of the center of a block Bp may be given
by rp = l~n. In this case, there is a constant 0 < a < 1
such that Dpq ≥ al|~n| for all p with Bp /∈ ∂q (see Fig. 8).
When we assume periodic boundary conditions,[25] the
summation can be written as follows:
Ω∑
q=1
∑
p/∈∂q
Kpq ≤ Ω
L/2l∑
n1=−L/2l
L/2l∑
n2=−L/2l
· · ·
L/2l∑
nd=−L/2l
K ′~n,0
≡ Ω
∑
~n
K ′~n,0, (A23)
where the index p corresponds to the vector ~n and we
write K ′pq as K
′
~n,0 as well as we defined K
′
~n,0 = 0 for
~n ∈ ∂q.
Thus, from (A22), the upper bound of A2 is given by
A2 ≤
CDJ
2
ld+1
∑
~n
K ′~n,0. (A24)
Next, we consider each case of the interaction forms and
evaluate the upper bound of A2.
In the Kac potential, K(r) ∼ γdφ(γr) and therefore
K ′(r) = γd+1φ′(γr). (A25)
From the assumption of the Kac potential (6),
K ′~n,0 = γ
d+1ψ(D~n,0) ≤ γ
d+1ψ(al|~n|). (A26)
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FIG. 8: An illustrative explanation of ~n for d = 2. The
distance between the central positions of B~n and Bq is given
by l|~n|. Moreover, for all ~n, B~n /∈ ∂q, there exists a constant
0 < a < 1 such that the shortest distance between B~n and
Bq = B0 is restricted by D~n,0 ≥ al|~n|. For d = 2, this
constant is a = 1/
√
5 (see the right figure).
Therefore, we obtain the upper bound of A2,
A2 . l
d+1
∑
~n
K ′~n,0 ≤ (γl)
d+1
∑
~n
ψ(aγl|~n|)
≈ (γl)d+1
1
(aγl)d
∫ ∞
−∞
ddxψ(x)
∼ γl (A27)
This tends to 0 when we take the limit l → ∞ after
γ → 0. Hence we can conclude that A2 → 0.
Next, we consider the power-law potential. The power-
law potential is expressed as K(r) ∼ Lα−d/rα for 0 ≤
α < d and its derivative is
K ′(r) ∼ −α
Lα−d
rα+1
. (A28)
We can evaluate K ′~n,0 as
K ′~n,0 ∼
Lα−d
Dα+1~n,0
≤
Lα−d
(al|~n|)α+1
. (A29)
Therefore, when 0 ≤ α < d− 1,
A2 . l
d+1
∑
~n
K ′~n,0 . l
d+1L
α−d
lα+1
(
L
l
)d−α−1
=
l
L
.
(A30)
When α = d− 1,
A2 . l
d+1L
−1
ld
∑
~n
1
|~n|d
∼
l
L
ln
(
L
l
)
. (A31)
When d− 1 < α < d, since
∑
~n(1/|~n|
α+1) is finite in the
limit L/l→∞,
A2 . l
d+1
∑
~n
K ′~n,0 . l
d+1L
α−d
lα+1
=
(
l
L
)d−α
. (A32)
In any case, we have A2 → 0 when the conditions (A4)
are fulfilled.
In this way, we proved (C7) both for the Kac potential
and the power-law potential.
Appendix B: The rigorous justification of the
saddle-point method
In Appendix. A, we proved that there exists a function
g(L, l) such that
|H − H¯| ≤ Ldg(L, l) (B1)
and
lim
l→∞
lim
L→∞
g(L, l) = 0. (B2)
For the definition of H¯, see Eq. (A1). We evaluate the
partition function
Z =
∑
{σi}
′
e−βH, (B3)
where
∑ ′
denotes the summation over the spin configu-
ration {σi} under the restriction of
1
N
∑
i σi = m. From
Eq. (B1), the partition function is bounded by
∑
{mp}
′
exp
[
−βH¯+
Ω∑
p
S(mp)− βL
dg(L, l)
]
≤ Z ≤
∑
{mp}
′
exp
[
−βH¯+
Ω∑
p
S(mp) + βL
dg(L, l)
]
.
(B4)
Here,
∑
{mp}
′
denotes the summation over all possible
values of {mp} with a restriction of
1
Ω
∑Ω
p mp = m. We
defined S(mp) ≡ ln
∑
{{σi}:i∈Bp,
1
ld
∑
i∈Bp
σi=mp}
1. Let us
define
−βF ∗ ≡ max
{mp}:
1
Ω
∑
Ω
p
mp=m
[
−βH¯+
Ω∑
p
S(mp)
]
.
Then, a lower bound of Z is given by
Z ≥ e−βF
∗−βLdg(L,l). (B5)
An upper bound is also obtained as follows:
Z ≤
∑
{mp}
′
e−βF
∗+βLdg(L,l)
≤
∑
{mp}
e−βF
∗+βLdg(L,l). (B6)
Here, we assume that
∑
mp
1 ≤ clnd with a positive con-
stant c and a positive integer n, both of which are inde-
pendent of L and l. We can confirm that this assumption
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is satisfied in individual models. For example, in the Ising
model, mp takes the following value
ldmp ∈ {l
d, ld − 2, ld − 4, . . . ,−ld}.
Therefore, in this case,
∑
mp
1 = ld + 1 ≤ 2ld. Also in
other models, we can check this property. Therefore, we
have
Z ≤ (clnd)Ωe−βF
∗+βLdg(L,l). (B7)
(note that Ω = (L/l)d.) From Eqs. (B5) and (B7), we
have
F ∗
Ld
− g(L, l)−
1
β
ln(clnd)
ld
≤ −
1
β
1
Ld
lnZ ≤
F ∗
Ld
+ g(L, l).
(B8)
Hence, using Eq. (B2), we obtain
f ≡ −
1
β
lim
l→∞
lim
L→∞
1
Ld
lnZ
= lim
l→∞
lim
L→∞
F ∗
Ld
. (B9)
Thus, the saddle-point method in Eq. (21) is justified
rigorously.
Appendix C: The derivation of the lower bound (23)
From Eq. (21) and FMF(m,T,H) = H˜[m] − TS(m),
we have
F (m,T,H)− FMF(m,T,H)
= min
{m(x)|mˆ0=m}
[
H˜ − T
∫
Cd
S(m(x))ddx
]
+ TS(m)
= min
{m(x)|mˆ0=m}

−NJ
2
∑
n 6=0
Un|mˆn|
2 − T
∫
Cd
S(m(x))ddx


+ TS(m). (C1)
Let us define Umax as the maximum interaction eigen-
value except for U0 = 1,
Umax ≡ max
n 6=0
Un. (C2)
Taking into account of the relations
∑
n 6=0
Un|mˆn|
2 ≤ Umax
∑
n 6=0
|mˆn|
2, (C3)
and ∫
Cd
m(x)2ddx = m2 +
∑
n 6=0
|mˆn|
2, (C4)
the RHS of (C1) is written as
−
NJ
2
∑
n 6=0
Un|mˆn|
2 − T
∫
Cd
(S(m(x))− S(m)) ddx
≥
NJ
2
Umaxm
2 + TS(m)
+
∫
Cd
ddx
[
−
NJ
2
Umaxm(x)
2 − TS(m(x))
]
=− Umax
[
FMF(m,T/Umax, H)
−
∫
Cd
ddxFMF(m(x), T/Umax, H)
]
. (C5)
Thus, we obtain
F (m,T,H) ≥ FMF(m,T,H)
+ Umax min
{m(x)|mˆ0=m}
[∫
Cd
ddxFMF(m(x), T/Umax, H)
]
− UmaxFMF(m,T/Umax, H). (C6)
Here, we can prove
min
{m(x)|mˆ0=m}
[∫
Cd
ddxFMF(m(x), T/Umax, H)
]
= CE{FMF(m,T/Umax, H)}. (C7)
Therefore, we obtained the lower bound (23).
Let us show Eq. (C7). Later, we omit the temperature
dependence and the external field dependence of the free
energy. Let us define a function G(m) as
G(m) ≡ min
{m(x)|mˆ0=m}
[∫
Cd
ddxFMF(m(x))
]
. (C8)
If we consider the uniform configuration, m(x) = m, we
have
∫
Cd
ddxFMF(m(x)) = FMF(m). Therefore we ob-
tain G(m) ≤ FMF(m). From the definition of the convex
envelope,
G(m) = min
{m(x)|mˆ0=m}
[∫
Cd
ddxFMF(m(x))
]
≥ min
{m(x)|mˆ0=m}
[∫
Cd
ddxCE {FMF(m(x))}
]
≥ min
{m(x)|mˆ0=m}
[
CE
{
FMF
(∫
Cd
ddxm(x)
)}]
= CE{FMF(m)}. (C9)
Hence, we obtain
CE{FMF(m)} ≤ G(m) ≤ FMF(m). (C10)
Next let us prove that G(m) is a convex function of m.
For a constant 0 < λ < 1, we consider
λG(m1) + (1 − λ)G(m2). (C11)
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The functions G(m1) and G(m2) can be written as
G(m1) =
∫
Cd
ddxFMF(m
∗
1(x)),
∫
Cd
ddxm∗1(x) = m1,
(C12)
G(m2) =
∫
Cd
ddxFMF(m
∗
2(x)),
∫
Cd
ddxm∗2(x) = m2,
(C13)
where m∗1(x) and m
∗
2(x) are the functions that minimize
the function
∫
Cd
ddxFMF(m(x)) for the fixed global vari-
ables m1 and m2, respectively. Putting λx1 = y1 and
(1− λ)x1 = z1, we obtain
λG(m1) + (1 − λ)G(m2)
=
∫ λ
0
dy1
∫ 1
0
dx2 · · · dxdFMF
(
m∗1
(y1
λ
, x2, . . . , xd
))
+
∫ 1−λ
0
dz1
∫ 1
0
dx2 · · · dxdFMF
(
m∗2
(
z1
1− λ
, x2, . . . , xd
))
=
∫ λ
0
dx1
∫ 1
0
dx2 · · · dxdFMF
(
m∗1
(x1
λ
, x2, . . . , xd
))
+
∫ 1
λ
dx1
∫ 1
0
dx2 · · · dxdFMF
(
m∗2
(
x1 − λ
1− λ
, x2, . . . , xd
))
.
(C14)
Here, we define a function m∗(x) as
m∗(x) ≡


m∗1
(x1
λ
, x2, . . . , xd
)
for 0 ≤ x1 ≤ λ,
m∗2
(
x1 − λ
1− λ
, x2, . . . , xd
)
for λ < x1 ≤ 1.
(C15)
Then, the following condition is satisfied,
∫
Cd
ddxm∗(x) = λm1 + (1− λ)m2. (C16)
Therefore, we obtain from (C14)
λG(m1) + (1− λ)G(m2) =
∫
Cd
ddxFMF(m
∗(x))
≥ G(λm1 + (1 − λ)m2).
(C17)
We thereby conclude that the function G(m) is convex.
From Eq. (C10) and the convexity of G(m),
G(m) = CE{FMF(m)} (C18)
holds.
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