Whole-genome regression methods are often used for estimating genomic heritability: the proportion of phenotypic variance that can be explained by regression on marker genotypes. Recently, there has been an intensive debate on whether and how to account for the contribution of linkage disequilibrium (LD) to genomic variance. Here, we investigate two different methods for genomic variance estimation that differ in their ability to account for LD. By analysing flowering time in a data set on 1,057 fully sequenced Arabidopsis lines with strong evidence for diversifying selection, we observed a large contribution of covariances between quantitative trait loci (QTL) to the genomic variance. The classical estimate of genomic variance that ignores covariances underestimated the genomic variance in the data. The second method accounts for LD explicitly and leads to genomic variance estimates that when added to error variance estimates match the sample variance of phenotypes. This method also allows estimating the covariance between sets of markers when partitioning the genome into subunits. Large covariance estimates between the five Arabidopsis chromosomes indicated that the population structure in the data led to strong LD also between physically unlinked QTL. By consecutively removing population structure from the phenotypic variance using principal component analysis, we show how population structure affects the magnitude of LD contribution and the genomic variance estimates obtained with the two methods.
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| INTRODUCTION
The formulation of average substitution effects at individual loci (QTL) was originally devised as a purely theoretical quantitative genetic concept (Fisher, 1918) . At each QTL, genotypic values of individuals are partitioned into additive and dominance components intrinsic to the population in which the QTL are segregating. The additive genetic variance of the respective population can then be expressed as the sum of additive genetic variances at individual QTL (the "equilibrium" additive genetic variance) plus the covariances between the additive effects of QTL pairs, or "disequilibrium" contribution (Avery & Hill, 1977; Bulmer, 1971) . Because the loci underlying quantitative traits are largely unknown, our knowledge on individual QTL effects and the aggregate effect of linkage disequilibrium (LD) on the expressed additive genetic variance in experimental or natural populations is limited (Lynch & Walsh, 1998) .
With the advent of genomic information, there has been an increased interest on estimating the proportion of variance of a trait that can be explained by regression on markers, the so-called genomic heritability (Speed, Hemani, Johnson, & Balding, 2012; Yang et al., 2010) . This parameter is usually estimated using random regression models such as RR-BLUP, GBLUP or the Bayesian alphabet (Gianola, 2013; Habier, Fernando, & Dekkers, 2007; Meuwissen, Hayes, & Goddard, 2001 ). However, as pointed out in de los Campos, Sorensen, and Gianola (2015) , the traditional definition of genomic variance does not account for the disequilibrium contribution to genetic variance. The authors suggested alternative methods for estimating genomic variances and genomic heritability. They focused on estimating genomic heritability using the whole genome. Here we show that the same questions arise when one wants to partition genomic variance into components attributed to mutually exclusive sets of markers defined either by their physical position along the genome (Hayes, Pryce, Chamberlain, Bowman, & Goddard, 2010; Pimentel, Erbe, K€ onig, & Simianer, 2011; Schork, 2001) or by categorizing genomic markers according to biological information (Abdollahi-Arpanahi et al., 2016; Gusev et al., 2014) . In these models, disequilibrium covariances may arise from non-random association of QTL alleles between genomic partitions which must be taken into account when estimating genomic variances.
In this study, we consider the problem of genomic variance estimation and partitioning using methods that differ in their ability to account for LD. As data set, we chose a collection of 1,057 fully sequenced Arabidopsis lines. The quantitative trait under study was flowering time, known to have high heritability and to be under strong adaptive selection. First, we discuss the statistical properties of the two alternative methods for estimating genomic variance and genomic heritability. We show that large differences in variance estimates can arise when comparing the two estimation methods. We discuss potential factors contributing to these differences based on whole-genome and genome partitioning approaches and provide a quantitative genetic interpretation of the respective estimates of genomic variance.
| Genomic regression and genomic variance
In a genomic regression, a phenotype (y i , i = 1, . . ., n) is regressed on a set of markers x i = {x ij } (j = 1, . . ., p), with x ij being the genotype score of individual i at marker j (e.g., coded 0, 1, 2), according to a linear model of the form
where l is an intercept, g i ¼ P p j¼1 x ij b j is a genomic value which represents the amount of genetic signal that can be recovered by regression on markers, and e i (i = 1, . . ., n) are residuals which are commonly assumed to be independently and identically distributed (IID) draws from a distribution (e.g., Gaussian) with zero mean and variance r 2 e . As the model includes an intercept, genotype scores can be assumed to be mean-centred without loss of generality. Usually, the number of effects to be estimated is large relative to sample size and estimation requires some form of regularization. In a Bayesian setting, this can be achieved by treating marker effects as random draws from a common process. The standard approach assigns Gaussian prior distributions with zero mean and a common variance, denoted here as r 2 b , to marker effects. The above model has been used for breeding value prediction as well as for estimating the proportion of phenotypic variance that can be explained by regression on markers, the so-called genomic heritability (de los Campos et al., 2015) : 
The first term on the right-hand side is:
because genotype scores have been centred to a null mean. The second term, Var x E bjx g i jx i ð Þ À Á ; equals zero, From a quantitative genetics perspective, allele effects are population parameters, not random variables (Gianola, de los Campos, Hill, Manfredi, & Fernando, 2009) , and genetic variance stems from interindividual differences in allele content at QTL. When this approach is used:
where R x is a (p 9 p) variance-covariance matrix of the genotype scores. Here, we call this approach method M2. Note that both, the variance of genotypes at a locus Cov(x ij , x ij ) = Var(x ij ) as well as covariances of genotypes at different loci, Cov(x ij , x ij 0), potentially contribute to genomic variance. The genomic variance as represented in expression (3a) is the genomic equivalent of the genetic variance defined in standard quantitative genetics textbooks for multiple QTL (e.g., Lynch and Walsh (1998), p. 102) . Estimating this parameter via maximum likelihood (ML) or REML is not straightforward because neither b nor R x enters in a marginal likelihood. In the context of estimating changes in additive genetic variance over generations, Sorensen, Fernando, and Gianola (2001) 
Expression (4) is similar to (3a) with n À1 X 0 X replacing R x . For centred genotypes, n À1 X 0 X can be regarded as method of moment estimate of R x . Draws from the posterior distribution of (4) ðlÞ . Such an approach yields samples from the posterior distribution of V g and these samples can be used to infer genomic variance and genomic heritability.
| Partitioning the genomic variance
In addition to estimating the genomic variance explained by markers distributed across the entire genome, the amount of variance explained by defined genomic regions or marker categories can be estimated. We illustrate the case where marker variants are partitioned into two sets. Thus, the model of Equation 1 can be expressed as
x 2 ij b 2 j are the genomic values of each of the two sets with x 1 ij È É and x 2 ij È É containing the p 1 and p 2 marker scores of the i-th individual from sets 1 and 2, respectively. In a Bayesian setting, marker effects can be treated as independent draws from a common distribution with null mean and set-specific marker effect variances:
. Following the same line of reasoning used to derive expression (2a), the genomic variance can be described as (method M1):
On the other hand, following the same arguments used to derive expression (3a) we get (method M2):
The variance partition in (3b) involves the variances accounted by each set plus twice the covariance of genomic values between sets (2b 0 1 R x 1 ;x 2 b 2 ). In an MCMC setting, samples from the posterior distributions of
can be obtained by computing for each sample (l) of effects
The total genomic variance can then be estimated as:
There are important conceptual differences between expressions (2a) and (2b) to which we refer with method M1 and expressions (3a) and (3b) to which we refer with method M2. In the following section we present an empirical study to illustrate the effect of using methods M1 and M2 on estimates of genomic variances and on genomic variance partitions.
| MATERIAL AND METHODS

| Data
We analysed a population of 1,057 fully sequenced Arabidopsis lines for which genotypes and phenotypes are publicly available through the Arabidopsis 1001 Genomes project (The 1001 Genomes Consortium 2016). The Arabidopsis lines represent natural inbred lines that were collected mainly in Europe, North America, and Central Asia. We used a subset of 250 K (K = 1,000) single nucleotide polymorphism (SNP) markers that had been analysed in a previous study (Atwell et al., 2010) . Of the 250 K SNPs, 193,697 were polymorphic in the genetic material under study. Lines were phenotyped for flowering time at 10°C (FT10) and 16°C (FT16) in growth chambers with four replicates in a randomized block design. As we obtained very similar results for both traits, we report only results for adjusted mean values for flowering time at 10°C (FT10).
Using software ADMIXTURE (Alexander, Novembre, & Lange, 2009 ), The 1001 Genomes Consortium (2016) assigned the Arabidopsis lines to nine subpopulations, while 136 lines could not be assigned to a distinct subpopulation and were labelled as "admixed" group. The first two principal components extracted from the genomic relationship matrix of the 1,057 lines shown in Fig. S1 visualize the subpopulation structure of the data.
| Data processing
Phenotypes were mean-centred and scaled to unit variance using the sample mean and variance. For some analyses, phenotypes were additionally adjusted either by their respective subpopulation means or by regressing on the first marker-derived principal components (PC) using least squares. In these cases, the variance of the adjusted phenotypes was smaller than one and is reported as part of the results. Marker scores were centred and scaled to a variance of 1/p. This leads to an average diagonal value equal to one for matrix XX 0 corresponding to a genomic kinship matrix described by Astle and Balding (2009) .
| GWA analyses and visualization of covariances
A first assessment of covariances between genomic values at pairs of loci was conducted with a genomewide association (GWA) analysis by regressing FT10 on each marker individually with and without pre-adjusting for subpopulation structure. From each GWA analysis, we selected the top 0.5% markers (i.e., the ones with the lowest p-values) and computed all pairwise covariances between the estimated singlemarker "breeding values". With single-marker "breeding value," we denote the product of the marker score and the allele substitution effect, and thus x 1 b 1 contains the "breeding values" at marker 1 and accordingly the covariance between breeding values at markers 1 and 2 is calculated as:
. These covariances were visualized in a circos plot using R package circlize (Gu, Gu, Eils, Schlesner, & Brors, 2014) . For each marker, only the connection with the marker showing the highest positive and the lowest negative covariance was visualized.
| Whole-genome regression model
We implemented the whole-genome regression model of Equation 1 in a Bayesian setting with a Gaussian prior for effects and scaled inverse-v 2 priors for the residual and marker effect variances according to Lehermeier et al. (2013) . MCMC samples from the posterior distribution were obtained using a Gibbs sampler as implemented in the BGLR R package (P erez & de los Campos, 2014). Degrees of freedom (df) and scale parameters of the scaled inverse-v 2 prior distributions were set according to default rules implemented in BGLR. By default, BGLR sets df to 5 yielding a relatively un-informative inverse-v 2 prior distribution and solves for the scale parameters to have a prior mode of the error variance and of the sum of the variances of the model each equal to 50% of the variance of the phenotype. For further details, see P erez and de los Campos (2014). We used a total of 150,000 iterations where the first 50,000 were discarded as burnin. Samples were thinned using one out of every five, leading to L = 20,000 samples which were used to estimate posterior means and standard deviations of the parameters of expressions (2a) and (2b) (method M1 estimates) as well as (3a) and (3b) (method M2 estimates).
The scripts used to implement our analyses are given in File S1.
To investigate genome partitioning, we formed mutually exclusive sets of markers according to their assignment to the five Arabidopsis chromosomes. The number of markers per chromosome varied from 25,550 on chromosome 2 to 48,576 on chromosome 5. The chromosome length varied from 18.6 Mb (chromosome 4) to 30.4 Mb (chromosome 1). Further details on number of markers, genome length, and average distance between marker pairs per chromosome are given in Table S1 .
To investigate the impact of long-range LD, genomic variances were estimated using methods M1 and M2 with and without pre-adjusting for subpopulation structure. We considered three approaches. Firstly, phenotypes were preadjusted by their respective subpopulation mean prior to model estimation. In a second approach, we estimated variance components within each subpopulation separately, except in the very small subpopulation of "relict" lines (Fig. S1, Table S2 ). For the analyses within subpopulations, phenotypes were not scaled to unit variance to be able to detect differences in variance estimates between subpopulations. Thirdly, we pre-adjusted phenotypes with varying numbers (from 1 to 100) of marker-derived PCs. The pre-adjusted phenotypes were scaled to unit variance and then regressed on the remaining eigenvectors (i.e., those not used in the pre-adjustment). This was done to avoid fitting the same information twice as discussed in Janss, de los Campos, Sheehan, and Sorensen (2012) . The eigenvalues of the eigenvectors used in the genomic regression were rescaled so that they added up to sample size. This gives an average diagonal value of the corresponding kinship matrix equal to one. Figure 1 (for complete GWA results, see Fig. S2 ). Figure 1a shows the estimated covariance between single-marker breeding values when subpopulation structure was not accounted for. Strong covariances between loci also on different chromosomes become apparent with mainly positive covariances between the largest allelic effects. When the phenotypes were pre-adjusted by subpopulation means (Figure 1b) , the largest effects showed both positive and negative covariances, and absolute covariances between the largest allelic effects became smaller. In Figure 1a , fewer connections are shown than in Figure 1b , because minimum covariances were mainly positive in the first case. Table 1 shows the estimated posterior means and standard deviations of genomic and residual variances for flowering time (FT10) estimated with methods M1 and M2 using all 1,057 lines. Without pre-adjustment for subpopulation means, genomic variance estimates from M1 and M2 differed substantially. As phenotypic data were collected in randomized experiments, the assumption of independence of genotypic effects and residuals should hold and their respective variances should sum to the phenotypic variance. As phenotypes were standardized to unit variance, 45% of the phenotypic variance was not captured when M1 was used. In contrast, M2, which accounts for covariance between marker effects, yielded a genomic variance estimate that was twice the M1 estimate and together with the residual variance it summed to the phenotypic variance. When subpopulation structure was accounted for by preadjusting the phenotypic data by the predefined subpopulation means, the phenotypic sample variance decreased to 0.65. The genomic variance estimate of M1 remained the same while the estimate of M2 decreased. Even after preadjusting by subpopulation means, M1 yielded estimates of variance components that did not sum up to the phenotypic sample variance.
| Variance estimates
The subpopulations differed significantly in phenotypic means and variances for FT10 (Figure 2 , Table S2 ). Thus, we also conducted a fully stratified analysis and estimated variance components within each subpopulation. Figure 2 shows posterior mean estimates of the genomic variance obtained from M1 and M2, together with the residual variances and the phenotypic sample variance within each subpopulation. For each subpopulation, M1 yielded a smaller genomic variance estimate than M2 and, for M1 the estimated V g + V e was always smaller than the phenotypic variance of the sample. Deviations of V g + V e from the phenotypic sample variance varied between subpopulations and were small for populations from Asia and Western Europe, while for the German and Spanish subpopulations differences were large. Figure 3 shows the estimated genomic (V g ) and phenotypic (V g + V e ) variances obtained with M1 and M2, as well as the phenotypic sample variance (V p ), versus the number of PCs used to correct for population structure. The genomic variance estimates obtained from M1 decreased slowly with increasing number of PCs, while (Figure 3b ) obtained with method M2 corresponded well with the phenotypic sample variance, whereas with method M1 posterior means of V g + V e were considerably smaller than the corresponding phenotypic sample variances when the influence of less than 25 PCs was removed. Table 2 shows the genomic variance estimates from M1 and M2 for each of the five chromosomes for 1,057 Arabidopsis lines when subpopulation structure was ignored. As with the whole-genome analysis, M1 yielded consistently smaller genomic variance estimates than M2. However, differences between methods were smaller than for the whole-genome estimation. Summing up the genomic variances over chromosomes not accounting for covariances between them yielded a variance of 0.47 using method M1 and 0.58 using M2. With method M2, genomic covariances and correlations between chromosomes can be estimated. When considering covariances between chromosomes, the estimated genomic variance explained by all five chromosomes increased to 0.91 with method M2. Correlations between chromosomes ranged from 0.09 between chromosomes 2 and 3 to 0.21 between chromosomes 4 and 5 (Table S3 ). When pre-adjusting for subpopulation structure, genomic covariances between chromosomes were close to zero (Table S4 ) and methods M1 and M2 yielded similar genomic variance estimates for the different chromosomes (Table S5) . When comparing the estimates from the whole-genome analysis and the chromosome partitioning after successively pre-adjusting by PCs (Fig. S3) , it becomes obvious that after removing the first five PCs, a main part of the between chromosome covariance is removed and the total genomic variance from M2 approaches the sum of the genomic variances from the individual chromosomes. Further, the sum of the genomic variances from individual chromosomes estimated with M1 and M2 became very similar, indicating that only little directional covariance contribution within chromosomes remained after pre-adjusting by a few PCs.
| Partitioning variance by chromosomes
| DISCUSSION
In the recent quantitative genomics literature, there has been an intensive debate as to whether and how to account for LD when estimating genomic heritability. Some authors Table S2 argue that the traditional estimator (M1) used properly accounts for LD (Yang, Lee, Wray, Goddard, & Visscher, 2016) . On the other hand, other authors (de los Campos et al., 2015; Gianola et al., 2009) argue that the estimator does not account for LD. We demonstrate in this study that the traditional estimator of genomic heritability (M1) does not account for LD between QTL and consider an alternative estimator (M2) that explicitly accounts for the contribution of disequilibrium covariance to genomic variance.
We compared this method with the traditional estimator and show that the two methods can lead to vastly different results depending on the LD structure in the population under study.
To illustrate the properties of the traditional estimator, consider a simple example with only two QTL with effects b 1 = 3 and b 2 = 1 with scaled genotypes x 1 and x 2 that are perfectly correlated so that var(x 1 ) = var(x 2 ) = cov(x 1 , x 2 ) = 1. The total genetic variance is then:
The contribution of LD to genomic variance is 2b 1 b 2 cov(x 1 ,x 2 ) = 6; ignoring this leads to a much lower value: var(x 1 b 1 ) + var(x 2 b 2 ) = 10. Although RR-BLUP accounts for LD in the estimation of effects, this does not imply that LD is taken into account when estimating variances. To illustrate the problem, consider estimating effects and variance (average squared-effect) in the example presented above. In an RR-BLUP setting, with large enough sample size so that shrinkage is minimal, the so-called grouping effect (Zou & Hastie, 2005) RR-BLUP accounts for LD in estimation of marker effects but the widely used RR-BLUP or GBLUP estimate of genomic variance as given in Equation 2a does not.
We estimated genomic variances of flowering time in a diverse Arabidopsis panel. We chose this trait and this particular data set because flowering time is central in plant adaptation and assumed to be under diversifying selection (Camus-Kulandaivelu et al., 2006) . This selection process is likely to induce positive LD between QTL because lines originating from the same subpopulation have a high probability of sharing the same adaptive alleles at QTL (Atwell et al., 2010 ; The 1001 Genomes Consortium 2016). We verified this by investigating the covariance between estimated single-marker breeding values between pairs of loci for the most significant effects in GWA analyses (Figure 1a) . The analyses revealed large positive covariances when effects were estimated without accounting for subpopulation structure. Consequently, in the whole-genome regression we observed an underestimation of the genomic variance with method M1 when population structure was not accounted for. According to expectation, M2 which explicitly accounts for LD between markers yielded a considerably larger genomic variance estimate.
Within subpopulations, covariances between single-marker breeding values are not necessarily expected to be predominantly positive; this was corroborated by the GWA analyses that showed smaller, positive and negative covariances when pre-adjusting by subpopulation means (Figure 1b) . When we estimated genomic variances within subpopulations, we observed small to moderate differences between methods M1 and M2, indicating that at least in some subpopulations (e.g., from Germany or Spain) directed covariances between genotypes at different QTL affecting flowering time are still prevalent. To explore the effects of population stratification on genomic variance estimates in a "continuous" fashion, we pre-adjusted phenotypes by regressing on the first marker-derived PCs (from 1 to 100). The results clearly showed that the covariance contribution to genomic variance estimates decreased with increasing number of PCs and that the genomic variance estimates from methods M1 and M2 slowly converged to similar values. However, pre-adjustment for a large number of PCs leads to an underestimation of the standing genetic variation in the population.
Contrary to diversifying selection which induces positive LD between QTL, negative LD between QTL is expected for traits under stabilizing or directional selection as frequently found in breeding populations (Bulmer, 1971) . Thus, especially when analysing managed populations exhibiting LD induced by admixture or selection, ignoring covariances between QTL can lead to severe under-or overestimation of the total genetic variance explained by markers. When analysing distantly related individuals, or traits that do not have a history of intensive selection, one does not expect high LD between QTL. For instance, in human populations, differences in M1 and M2 are expected to be small as long as adjusted for population structure (Browning & Browning, 2011) . However, a small difference between estimates derived from M1 and M2 does not necessarily imply that LD does not contribute to genetic variance. We have seen that when accounting for population structure, the covariance between single-marker breeding values changed from large and predominantly positive to a mix of small positive and negative covariances. So, it is still possible that LD may contribute to genetic variance but positive and negative covariances largely cancel each other and consequently methods M1 and M2 give similar results.
From genome partitioning studies in cattle populations, covariances between breeding values calculated for specific chromosomes have been reported (Hayes et al., 2010; Pimentel et al., 2011) . Here, we observed that nearly one half of the genomic variance originated from covariances between chromosomes. Long-range LD of alleles on different chromosomes should gradually disappear under random mating making estimates obtained from M1 and M2 converge. However, in genome partitioning approaches where marker variants are grouped based on bioinformatic categories, SNPs in the same LD block may be assigned to different categories despite tight linkage. Therefore, one should expect LD between sets of SNPs belonging to different categories in most real-life populations. In addition to the estimation of genomic variances for marker subsets, a proper investigation of their covariances should be performed in genome partitioning studies. Method M2 can deliver estimates of covariances between different marker subsets and will provide insights into their contribution to trait variance. These estimates of covariance can be used to assess how meaningful the proposed variance partition is.
In our study, the estimated genotypic variance and the residual variance did not sum up to the phenotypic sample variance for method M1. If estimates of the genomic and residual variance components are correct, V p = V g + V e should hold if the covariance between g and e is zero. Nonzero covariance between g and e is possible if genetic and environmental effects are not independent, a problem especially important in human studies (Browning & Browning, 2011; Dandine-Roulland et al., 2016) . As phenotyping of the Arabidopsis lines was performed in a randomized block design under standardized conditions, we assume that in our study dependence of genotypic and environmental effects can be ruled out as the reason for V g and V e not summing to the phenotypic sample variance with method M1.
Thinning of markers to reduce LD between markers has been proposed to avoid potential bias in model estimation (Purcell et al., 2007) . This may be reasonable if there are several SNPs that are in LD with one QTL or if there are several SNPs that are in LD with each other but in LE with any QTL. Then thinning of markers might reduce the sampling variance of the estimates and yield more precise results (de los Campos et al., 2015) . However, if several QTL are in LD, the covariance between their allelic effects is part of the genetic variance and thinning would yield biased estimates. Speed et al. (2012) observed that the fraction of phenotypic variance explained by causal variants that lied in regions of high (low) LD and were tagged by several SNPs tended to be overestimated (underestimated) and suggested using an LD adjusted kinship to estimate the genomic heritability. Similarly as for thinning of markers, this only accounts for the potential bias when several markers are in LD with one causal variant. Although this is indeed an important point to consider when estimating genomic variances and heritabilities, none of these approaches investigate the part of genetic variance that is actually created by LD between allelic effects at QTL.
Comparing estimates derived from M1 or M2 is less a question about which one is right or wrong, but more on what one wishes to estimate. M2 gives an estimate of the genomic variance in the sample. Thus, if the sample is representative of the population of interest and one is concerned with the complete genomic variance in that population, M2 should be preferred. Correcting for subpopulation structure does not seem to remedy the problem because it might lead to underestimation of the genetic variance present in the population. If the sample contains several subpopulations and one wishes to estimate genomic variances within subpopulations, a stratified analysis based on M2 seems to be the most appropriate approach. Comparison of results from M1 and M2 under different stratification scenarios can shed light about the magnitude of LD contribution to genomic variance in the population under study. In some cases, one may be interested in estimating genetic and genomic variance in a theoretical random mating population with no stratification and very short span of LD. If this is the case, the best approach is to collect a sample representative of such a scenario. In absence of such a sample, one may be tempted to use M1 for variance estimation; the argument being that M1 does not incorporate the contribution of LD to variance. However, marker effects in both M1 and M2 are estimated considering the LD patterns present in the sample, and estimated effects using data from a randomly mating population might be very different (see the simplified example at the beginning of the discussion); hence, the suitability of M1 to provide an estimate of the genomic variance for the target randomly mating population is questionable and needs to be investigated in more detail.
