Multi-graph learning by Wu, Jia
Multi-Graph Learning
Jia Wu
Faculty of Engineering and Information Technology
University of Technology Sydney




To dedicate this thesis to my loving parents:
Bo Wu, and Yuanjiao Yang.

CERTIFICATE OF ORIGINAL AUTHORSHIP
I certify that the work in this thesis has not previously been submitted
for a degree nor has it been submitted as part of requirements for a
degree except as fully acknowledged within the text.
I also certify that the thesis has been written by me. Any help that I
have received in my research work and the preparation of the thesis
itself has been acknowledged. In addition, I certify that all informa-





I beneﬁted and learned a lot from my supervisors, my colleagues, and
my friends during the PhD study in University of Technology Sydney,
Australia. I wish to take this opportunity to thank all of them.
First of all, I would like to express my sincere appreciation and grati-
tude to Prof. Xingquan Zhu. For me, it is so lucky to have Prof. Zhu
as my advisor. Without his support, I would never have been able to
complete this thesis. I could remember the time we discussed some re-
search details, mainly because his widely knowledge background often
motivates me to target some interesting ﬁelds, which has always been
an eye-opening experience. With his kind encouragement and push-
ing, I could able to turn the negative into the positive when facing
the diﬃculties and challenges. I miss the days when we pursued the
top conference deadline together (e.g., ICDM, CIKM, SDM, AAAI,
IJCAI, etc.), especially the continuous 36 hours in the lab for the
ICDM2013 deadline. I also want to give thanks to him as a friend
of mine, for giving me invaluable instructions and suggestions during
my life. In a word, he is a lighthouse, guiding my research life, illu-
minating the road of the research headway. Without him, there is no
research direction; without a direction, there is no research life.
I wish to express my appreciation to Prof. Chengqi Zhang for his
guidance aiming at my further career. With his support, I have the
opportunity to attend lots of excellent conferences, such as ICDM,
IJCAI, etc. I also give thanks to Prof. Zhihua Cai for providing me the
opportunity as a technical leader of his The National High Technology
Research and Development Program of China (863 Program). I am
also grateful to Prof. Geoﬀ Webb, Prof. Phillip S. Yu, Prof. Xingdong
Wu, Prof. Dacheng Tao, Prof. Jian Pei, Prof. Jieping Ye, Prof. Jie
Tang, Prof Xiong Hui, Prof. Zhihua Zhou, and Prof. Jeﬀrey Xu Yu
for giving me useful suggestions and sharing their research experience
on conference so that I could improve my research skills.
I would like to place on record my sincere thanks for the all the hard
work and dedication put in by my best friends/researchers: Dr. Shirui
Pan, Dr. Zhibin Hong, Dr. Junyu Xuan, Dr. Maoying Qiao, Dr.
Ting Guo, Dr. Meng Fang, Dr. Lianhua Chi, Dr. Chunyang Liu, Dr.
Mingsong Mao, Dr. Lianyang Ma, Dr. Peng Zhang, Dr. Guodong
Long, Dr. Jing Jiang, Barbara Monday, Haishuai Wang, and Shaoli
Huang. Especially, I am deeply indebted to the following three people:
Dr. Shirui Pan, Dr. Zhibin Hong, and Dr. Junyu Xuan. Dr. Shirui
Pan, as my close brother, often unselﬁshly shares me with his source
code, and many other research resources, especially at the beginning
of my PhD study. Without his patience and spending much time to
teach me, I could not target the top conferences and journals. The
other two guys often help to handle the experimental data sets (Dr.
Zhibin Hong for Image, and Dr. Junyu Xuan for Text).
Finally, I would also like to express my gratitude to my family: my
parents (Bo Wu and Yuanjiao Yang), my uncle (Hao Wu) and auntie
(Qin Yang), my younger sister (Yalin Wu), and brothers (Bi Wu and
Xinxin Wu) for the trust and support bestowed on me. Especially, I
am incredibly grateful to my lovely girlfriend Shan Xue for her fully
supporting all my ﬁnal decisions in a loving way. For every gentle
smile, that makes my everyday life and study worthwhile.
Abstract
Multi-instance learning (MIL) is a special learning task where labels
are only available for a bag of instances. Although MIL has been used
for many applications, existing MIL algorithms cannot handle com-
plex data objects, and all require that instances inside each bag are
represented as feature vectors (e.g. being represented in an instance-
feature format). In reality, many real-world objects are inherently
complicated, and an object can be represented as multiple instances
with dependency structures (i.e. graphs). Such dependency allows
relationships between objects to play important roles, which, unfor-
tunately, remain unaddressed in traditional instance-feature repre-
sentations. Motivated by the challenges, this thesis formulates a new
multi-graph learning paradigm for representing and classifying com-
plicated objects. With the proposed multi-graph representation, the
thesis systematically addresses several key learning tasks, including
Multi-Graph Learning: A graph bag contains one or multiple
graphs, and each bag is labeled as either positive or negative. The aim
of multi-graph learning is to build a learning model from a number of
labeled training bags to predict previously unseen bags with maximum
accuracy. To solve the problem, we propose two types of approaches:
1) Multi-Graph Feature based Learning (gMGFL) algorithm that ex-
plores and selects an optimal set of subgraphs as features to transfer
each bag into a single instance for further learning; and 2) Boosting
based Multi-Graph Classiﬁcation framework (bMGC), which employs
dynamic weight adjustment, at both graph- and bag-levels, to select
one subgraph in each iteration to form a set of weak graph classiﬁers.
Multi-Instance Multi-Graph learning: A bag contains a num-
ber of instances and graphs in pairs, and the learning objective is
to derive classiﬁcation models from labeled bags, containing both in-
stances and graphs, to predict previously unseen bags with maximum
accuracy. In the thesis, we propose a Dual Embedding Multi-Instance
Multi-Graph Learning (DE-MIMG) algorithm, which employs a dual
embedding learning approach to (1) embed instance distributions into
the informative subgraphs discovery process, and (2) embed discov-
ered subgraphs into the instance feature selection process.
Positive and Unlabeled Multi-Graph Learning: The training
set only contains positive and unlabeled bags, where labels are only
available for bags but not for individual graphs inside the bag. This
problem setting raises signiﬁcant challenges because bag-of-graph set-
ting does not have features available to directly represent graph data,
and no negative bags exits for deriving discriminative classiﬁcation
models. To solve the challenge, we propose a puMGL learning frame-
work which relies on two iteratively combined processes: (1) deriving
features to represent graphs for learning; and (2) deriving discrimina-
tive models with only positive and unlabeled graph bags.
Multi-Graph-View Learning: A multi-graph-view model utilizes
graphs constructed from multiple graph-views to represent an object.
In our research, we formulate a new multi-graph-view learning task for
graph classiﬁcation, where each object to be classiﬁed is represented
graphs under multi-graph-view. To solve the problem, we propose a
Cross Graph-View Subgraph Feature based Learning (gCGVFL) algo-
rithm that explores an optimal set of subgraph features cross multiple
graph-views. In addition, a bag based multi-graph model is further
used to relax the labeling by only requiring one label for each graph
bag, which corresponds to one object. For learning classiﬁcation mod-
els, we propose a multi-graph-view bag learning algorithm (MGVBL),
to explore subgraphs from multiple graph-views for learning.
Experiments on real-world data validate and demonstrate the perfor-
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