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Abstract
This doctoral thesis investigates the optimality and the stability of spacecraft
closed-loop systems for on-o actuator inputs in order to meet the recent high-
maneuverable and agile spacecraft mission requirements. For solving these prob-
lems, Model Predictive Control (MPC) is applied to allow the input constraints
in designing controllers. Although some research works on spacecraft attitude
control using MPC already exist, any practical discussions of nonlinear MPC con-
sidering the actuator nonlinearities have not been made yet. The main purpose
of this thesis is therefore to develop the closed-loop stability conditions for the
simultaneous nonlinearities of models and inputs, optimization algorithms for the
quantized inputs reducing the on-line calculation costs. To this end, this paper
rst investigates the regulation problem of spacecraft with on-o inputs by the
reaction control system (RCS) and clarify that the closed-loop system is input-
to-state stable (ISS) when only RCS is used and it is asymptotically stable (AS)
when RCS are used with reaction wheels (RW) in combination. The stability
condition is newly derived and described by the linear matrix inequality (LMI)
that can be easily solved as the convex solvability problem. Then the results for
regulation are extended to those for the tracking problem that enables the space-
craft to follow the given trajectories. For the purpose, the nonlinear time-varying
relative motion equation is approximated with linear parameter varying (LPV)
system by linearizing around the target trajectory. The optimization method and
the stability condition are further investigated for the LPV model, and it is nally
shown that the tracking control law implemented by RCS with the pulse width
modulation (PWM) makes the closed-loop system ISS or AS. All the ndings in
this thesis are veried theoretically as well as numerically and therefore they have
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第 1章 序論 2
図 1.1 HTV(c)JAXA
図 1.2 ASTRO-G(c)JAXA

































































列を表す．Aが対称行列のとき，A > 0 (A  0)は正定行列 (半正定行列) であり
A > B (A  B)はA B > 0 (A B  0)と等価である．





















　 J _!(t) + !(t)J!(t) = (t) (2.1)





!(t); _(t) =  1
2
"T (t)!(t): (2.2)
ただし ! 2 R3は角速度ベクトル，J 2 R33は慣性モーメント行列， 2 R3はア
クチュエータによるトルク入力ベクトルを表す．" 2 R3， 2 Rは姿勢角を表す
クォータニオンである．高速・大角度の姿勢変更の場合，オイラー角での表現では
特異点による姿勢角の発散が考えられる．そのため姿勢角をクォータニオンによ
る表現をしている．クォータニオンは恒等式 "T "+ 2 = 1を満たすので変数 を，
正符号を持つものと定めれば，"を与えることで一意に得られる [13]．ここで状態
変数を x(t) = ["(t)T !(t)T ]T とし，トルク入力を u(t) = (t)とおくと，式 (2.1),
(2.2) は次式で表現できる．



















がある．サンプリング周期を T (s)とし，関数 fc(x(t))は x(t) 2 Xにおいてリプ
シッツ条件を満たすとすると，各サンプル時刻での状態量は次のように記述でき
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る [15]．
x((k + 1)T ) = x(kT ) +
Z (k+1)T
kT
[fc(x(t)) +Bcu(t)] dt (2.5)
ここでサンプリングステップ k 2 f0g [ Z+における状態量を xk := x(kT )とする．
入力の零次ホールドを仮定し，定積分をオイラー近似することによって，次の離
散時間非線形状態方程式を得る [16]．

































サンプリング周期との積TN (s)となる．初期状態量をx := x0，予測終端状態量を
xN 2 Xf とし状態量の予測に用いる入力列を u (x) = fu0(x); u1(x);    ; uN 1(x)g
とおく．また，ステージコストL() > 0と終端コスト Vf () > 0は次のような二次
形式で設定する．
L(xj; uj) := x
T
j Qxj + u
T
j Ruj; Vf (xN) := x
T
NPxN : (2.9)
重み行列Q > 0，R > 0はそれぞれ状態量と制御入力の重みづけに使用されるも
のであり，ミッションで要求される制御要求に従って適切に設定する．終端コス
ト P > 0はモデル予測制御における閉ループ系の安定性を保証するために導入し
た．本稿ではこの P の具体的な設計方法について述べる．モデル予測制御では目
的関数を最小にする入力を決定するために次の最適化問題を解く．
PN(x) : V oN(x) = min
u
fVN(x;u) j u 2 U; xN 2 Xf g (2.10)







1(x);    ; uoN 1(x)
	
; (2.11)
xo(x) = fx; xo1(x);    ; xoN(x)g (2.12)















外乱を持つ非線形システム xk+1 = f(xk; wk)を考える．外乱 wk がすべての k 2
f0g [ Z+について有界であり次の条件を満たすときシステムは ISS（入力状態安
定）であるという．
jxk+1j  (jx0j; k) + (jjwkjj); 8xk 2 Rn; 8wk 2 Rm (2.13)
ここで，()はクラスKL関数であり，()はクラスK関数である．また，jjwkjj
は jjwkjj＝ supk0 jwkjである．
定義 2.2
状態拘束 xk 2 Xと上界を持つ外乱において，X! R+とする関数 V を考える．次
の条件を満たす関数 V のことを ISSリアプノフ関数という．
1(jxkj)  V (xk)  2(jxkj) (2.14)
V (f(xk; wk))  V (xk)   3(jxkj) + (jwkj) (2.15)
8xk 2 X; 8wk 2W (2.16)
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ここで，1(); 2(); 3() はクラスK1関数であり，()はクラスK関数である．
定理 2.1
状態拘束 xk 2 Xと上界を持つ外乱wk 2Wを有するシステム xk+1 = f(xk; wk)に




集合Xにおいて ISS条件を満たすシステム xk+1 = f(xk; wk)を考える．このとき












PN(x)によって得られた解 V oN(x)と次ステップの最適解 V oN(x+) を定義 2.2の式
(2.15)の左辺へ代入すれば次となる．
V oN(x










N+1)  Vf (xoN) + L(xoN ; uoN)  L(x; uo0) (2.17)
安定性の証明には上式が式 (2.15)を満たす条件を導くことが必要となる．しかし，
xoN+1は最適化入力 uoN によって求められる値であり，その最適化入力 uoN は x+を
初期値とした最適化問題を解いたときに得られる最適入力であるため，PN(x)の
安定性を議論するときにその値を用いることは不可能である．よって最適解では
ないが安定条件を満たす終端入力 uN を別途設計する必要がある．uN の設計には，
問題に合わせたモデル特性や入力の非線形性の考慮が必要であり，その設計方法
は各問題ごとに記述する．



























xk+1 = f(xk) + B (uk(xk) + wk) (3.1)
ただしwk 2Wは加法的外乱入力を表す．Wはアクチュエータの出力には上限が
あることから原点を含むコンパクト集合となる．式 (3.1)が任意の初期値x0 2 Xに





ムの安定性を議論する．本稿では，式 (2.10)で定義した値関数 V oN(x)が ISSリア
プノフ関数であることを示すことでシステムの安定性を保証する．そのために，
V oN(x)が式 (2.15)の条件を条件を導出する．ここで，初期値を xとしてシステム
に式 (2.11)の入力 uo0(x)を印加して得られる次ステップでの状態量を x+とする．
式 (2.15)の左辺は x+ を初期値とした最適化問題 P(x+)を解いて得られる値関
数 V oN(x+)と V oN(x)の差分となる．しかし，次ステップの最適化問題の解を用い
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ることは困難であるので，V oN(x+) < VN(x+; ~u)を満足する値関数 VN(x+; ~u)を
定義し，VN(x+; ~u)と V oN(x)を用いて式 (2.15)を満足する条件を導出する，ただ
し，~u = uo1(x);    ; uoN 1(x); uN(x)	である．uN は終端入力であり，入力拘束
uN 2 Uを満足する中で自由に設計可能な入力である [17]．以上により仮定 3.1の
もとで得られる安定条件を補題 3.1に示す．
仮定 3.1
終端入力 uN は uN(xN) 2 U; xN 2 Xf を満足し，終端外乱入力はwN 2Wを満足
するものとする．ただし終端での入力拘束Uと外乱入力拘束Wは原点を含むコン
パクト集合である．また，終端での状態拘束Xf は 0 2 Xf  Xとなる制御不変集
合とする．
補題 3.1
値関数 V oN(x)は仮定 3.1を満足し，全ての終端状態量 xN 2 Xf に対して次式を満
足し，入力拘束を満たす終端入力 uN(xN) 2 Uが存在するものとする．
Vf (xN+1)  Vf (xN) + L(xN ; uN)   (jxN j) + (jwN j) (3.2)
このとき V oN(x)は ISSリアプノフ関数となり，閉ループ系 (3.1)は有界なwk 2W
に対して ISSとなる．また，wkが系 2.1の条件を満たすとき式 (3.1)は漸近安定に
なる．ここで，xN+1は式 (3.1)で k = N としたときの状態量であり，()はK1
関数，()はK関数である．
証明











N ; uN) (3.3)
式 (3.3)と式 (2.10)の最適化問題を解いて得られる値関数 V oN(x)との差をとれば
両式に共通な部分が削除され次となる．
VN(x






= Vf (xN+1)  Vf (xoN) + L(xoN ; uN)  L(x; uo0)
 Vf (xN+1)  Vf (xoN) + L(xoN ; uN) (3.4)
ただし不等式条件導出のために，条件L() > 0を用いた．全ての終端状態量xN 2 Xf
に対して式 (3.2)を満足し，入力拘束を満たす終端入力 uN(xN) 2 Uが存在すれば，
VN(x
+; ~u)  V oN(x)   (jxN j) + (jwN j): (3.5)
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ここで，最適解 V oN(x+)は V oN(x+) = VN(x+;uo)  VN(x+; ~u) を満たすため次式が
成り立つ．
V oN(x
+)  V oN(x)   (jxN j) + (jwN j) (3.6)
よって V oN(x)は ISSリアプノフ関数となり，定理 2.1より閉ループ系 (3.1)は有界




























(k   1)I3 + "k

0   TJ 1!k J
#
: (3.8)
ここで，慣性モーメント行列 J は正定行列であり，摂動がないのシステム (A;B)
は可制御となる．予測ステップ数 N を十分に大きく取り，最適化問題 PN(x)(式




最適化問題PN(x)の解より得られる予測終端状態 xN 2 Xf はモデルの摂動の条件
j(xN)j   を満たす．
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定理 3.1
最適化問題PN(x)の終端入力を uN = KxN + wN とおく．ただし，終端入力は入
力拘束 uN 2 U，状態拘束 xN 2 Xf，外乱入力拘束wN 2Wを満たす．そして仮定
3.2を満たす全ての  > 0に対して次の不等式条件を考える．
(A+BK)TP (A+BK)  P +Q+KTRK   P (3.9)
不等式条件 (3.9)を満足する終端コスト行列 P > 0と終端入力係数行列Kと正数
0 < () < 1が存在するならば，この P を終端コスト行列と設定したMPCの閉
ループ系 (3.1)は最適化問題の解空間XN において ISSとなる．
証明
終端入力を uN(xN) = KxN + wN と与える．ただし，Kは定数行列であり UN は
入力拘束 uN 2 Uを満たす．この終端入力と式 (3.7)で定義した状態方程式を補題
3.1の条件式 (3.2)の左辺に代入し，定義 3.1の関係を使い整理すれば次となる．
Vf + L(xN ; uN) = ((Ac` +)xN +BwN)
T P ((Ac` +)xN +BwN)
  xTNPxN + xTNQxN + (KxN + wN)T R (KxN + wN)

















Vfはステップ数N，N+1の終端コストの差分Vf (xN+1) Vf (xN)であり，Ac` :=
A + BK とする．ここで仮定 3.2を用いて各係数の最大値を考えれば次の不等式
が成り立つ．
Vf + L(xN ; uN)  ( a+ b) jxN j2 + cjwN j2 + djxN jjwN j (3.11)
a = min(P )
b = jP j(2 + 2jAc`j)
c = (jBj2jP j+ jRj)
d = 2 (jBjjP j(jAc`j+ ) + jRjjKj)
jxN jjwN jに着目し，式 (3.11)の右辺を平方完成すれば











































jP j(2 + 2jAc`j) (3.13)
したがって，定理 3.1の式 (3.9)を満たす終端コスト行列 P > 0を用いた値関数
V oN(x)は ISSリアプノフ関数であり，閉ループ系は ISSである．
次に定理 3.1に関係する重要な性質を系 3.1と系 3.2にまとめる．
系 3.1
定理 3.1の条件式 (3.9)において，Q > 0, R > 0であることからQ，Rの関係項を
消去した次式が成立する．
(A+BK)TP (A+BK)  (1  )P < 0 (3.14)
(A;B)は可制御であるため，式 (3.14)は行列A+BKの全ての固有値が，原点を
中心とした半径 (1  )1=2の内部に存在することと等価である．つまり，そのスペ
クトル半径は (A+BK) < (1  )を満たす．
証明
行列 Ac` = A + BK としたとき，その固有値と固有ベクトルをそれぞれ ，vと
おく．つまりAc`v = vとなる．この条件を式 (3.14)に代入し整理すれば ( 
(1  ))vPv < 0 を得る．これにより行列A+BKの全ての固有値が，原点を中
心とした半径 (1  )1=2の内部に存在する．
系 3.2




X XAT + Y TBT X Y T
 X 0 0
  Q 1 0
   R 1
37775 > 0 (3.15)
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1  ; 0 <  < 1を与えているこ
とがわかる．また，入力外乱が存在しないときwk  0; 8k 2 f0g[Z+となり，その






ATPA  P   ATPB  R +BTPB 1BTPA+Q < 0 (3.16)










2. の初期値を0 <  < 1の範囲で任意に設定し，P > 0の条件のもとLMI(3.15)
を解いて P を求める．
3.最適化問題 PN(x)を解き，その解が入力拘束 uN 2 U(仮定 3.1)と状態拘束
xN 2 Xf を満たしているかを判別する．
4.ステップ 3が条件を満たさないときは を増加させてステップ 2に戻り，終端
コスト行列 P を再び設計する．




し を定める．ステップ 2ではまずはじめに を微小な値に設定しLMI(3.15)を解
く．条件を満たす解が存在しないときは を増加させる．ステップ 3ではステップ
2で得られた解が終端入力拘束を満たすか判別する．終端入力 uN(xN) = KxN の
定数ゲインKは の増加とともに増大するため，非線形項による摂動(xN)との
トレードオフになる．ステップ 4に従いステップ 3でNGとなった場合は計算を繰
り返し，が 0 <  < 1の範囲で解を持たない場合は，ステップ 5に従いステップ
１に戻り最適化計算がオンラインで計算可能な範囲において予測時間 T N を延
ばし上限値 を小さくし再計算を行う．
















































us(i) sgn(uk(i)) juk(i)j > us(i)
uk(i) juk(i)j  us(i)
(3.17)
ただし，k(i); i = 1; 2; 3である．図 3.2の左図で示すように，入力には最大発生
トルク us(i)と最小発生トルク us(i)が存在する．これにより終端入力 N(uN) =







k(uk(i)) = f uq(i); 0; uq(i)g (3.18)
ただし，k(i) (i = 1; 2; 3)である．図3.2の右図に示すように，最大発生トルク us(i)
と最小発生トルク us(i)を持つ三値の量子化入力となる．これにより終端入力は
量子化誤差 Nを持つと考えれば N(uN) = KxN+Nと表現できる．量子化誤差の
大きさは Nは最大発生トルクを超えることはないため，jk(i)j  uq(i) (i = 1; 2; 3)





軸において us(i) < uq(i)を満たす．RCSのみを使用したモデル予測制御は 3.2.3.2
節によりシステムを ISSとすることがわかる．このときの入力外乱 wk は有界で
あることから，最適化問題を解いた場合の解軌道 xk (k 2 f0g [ Z+) は有限時間
の間に集合 Xd = fx j V oN(x) < dgの内部に入り，その中にとどまる．この不変
集合Xdの中においてRCSの最適入力を零とするような原点を含むその近傍領域
Xe = fx j jxj < e(d)gが存在する．このとき 3.2.3.2節で述べたRWを用いた最適
化問題PN(x)の解が原点近傍領域Xeにおいて仮定 3.1に示す終端入力の条件を満
たす出力を持つとき，補題 3.1より閉ループ系は漸近安定となる．














2647050   0:536 43:9 2390 1640
  6130
375 (kg m2): (3.19)
制御ミッションとして高速に姿勢変更を繰り返すスイッチングマヌーバを与え
る [25]．今回の目標角度はピッチ軸，ヨー軸まわりの目標角度は固定し r  0,
 r  0とする．ロール軸には目標角度を設定し，その角度を 80(s)ごとに繰り
返し変更する問題を考える．まず最適化の前に定理 3.1を満足する終端コスト
行列 P の計算に必要な設計パラメータを決定する．目的関数の重み行列を Q =
block-diag [100 I3; I3] ; R = 10 3I3とし，サンプリング周期をT = 3(s)，予
測ステップ数をN = 7と設定する．今回のミッションでは 80(s)ごとに目標値が切
り替わる．つまり，その切り替わりのタイミングで目標値との誤差ノルム j(xk)j
は最大値となる．切り替わりのタイミングを想定して初期値場合の初期値と予測
時間 (N  T = 21 (s))が経過した後の終端状態量 xN を次のように設定する．
[(0); (0);  (0)] = [60 0 0] (deg) (3.20)
!(0) = [0 0 0] (deg=s) (3.21)
[(N); (N);  (N)] = [0:5 0:1 0:1] (deg) (3.22)
!(N) = [0:1 0:1 0:1] (deg/s) (3.23)
式 (3.8)より(xN)のノルム上限値を計算すれば  = 0:0113と得られる．ここで
設定した終端領域Xf は xN の各要素の絶対値が式 (3.22)(3.23)で設定した要素の
絶対値を下回っている領域である．(例えば (N)の終端領域は j(N)j  0:5 (deg)
を満たす領域である．) 以上の設計パラメータを用いて注意 3.2に従って繰り返し
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計算を行い終端コスト行列 P をみつける． = 0:35の時次の結果を得た．
P =
2666666664
3:07 0:00 0:03 4:06 0:01 0:04
 0:71 0:80 0:01 0:85 1:09
  2:53 0:05 1:09 3:33
   8:57 0:01 0:10
    1:61 2:36
     6:99
3777777775
 104: (3.24)
ただし，式 (3.15)の LMIはMATLAB LMI Control Toolbox (feasp)を用いて計算












角度を r = 0 (deg), 3 (deg)とした場合の小角度のスイッチグマヌーバと目標値
を r = 0 (deg), 60 (deg)とした大角度のスイッチングマヌーバについて数値シ
ミュレーション結果を示す．宇宙機に使用されるRWの出力は一般的に 0:01から







が見て取れる．図 3.6は誤差ノルム [(r k)2+(r  k)2+( r  k)2]1=2を表す．
この図から誤差ノルムは切り替えタイミング以外で増加することなく単調減少し
ていることがわかる．以上より，RWを用いた小角度のスイッチングマヌーバミッ
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ションにおいて入力飽和を発生しながらも目標値へ漸近安定している結果が得ら
れた．次に，大角度のスイッチングマヌーバミッションのシミュレーション結果
























入力は 3.2.3.2節で述べたRCSを想定し u 2 R3とする．
1 予測ステップ j = 0において目的関数を最小とする u0を 33の組み合わせの
中から選ぶ．
2 ステップ１と同様に j = 1から j = N   1まで繰り返し得た目的関数の上界
Vupper = L(x; u0) + L(x1; u1) +   + L(xN 1; uN 1) + Vf (xN)を決定する．
3 Vupperを上界値に設定し，uo(x)を深さ優先で全探索する．
4 その途中 Vupper < Vj (j < N   1)となる場合はその分枝の探索を中止し，隣
の分枝を探索する．
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図 3.3: 角度応答 RW[目標角度 0-3-0-3(deg)の場合]:上段ロール，中段ピッチ，下
段ヨー
























図 3.4: 角速度応答RW[目標角度 0-3-0-3(deg)の場合]:上段ロール，中段ピッチ，下
段ヨー
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図 3.5: 制御入力 RW[目標角度 0-3-0-3(deg)の場合]:上段ロール，中段ピッチ，下
段ヨー
Time (s)






















図 3.6 角度誤差ノルムRW[目標角度 0-3-0-3(deg)の場合]
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図 3.7: 角度応答RW[目標角度 0-60-0-60(deg)の場合]:上段ロール，中段ピッチ，下
段ヨー
























図 3.8: 角速度応答RW[目標角度 0-60-0-60(deg)の場合]:上段ロール，中段ピッチ，
下段ヨー
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図 3.9: 制御入力RW[目標角度 0-60-0-60(deg)の場合]:上段ロール，中段ピッチ，下
段ヨー
Time (s)






















図 3.10 角度誤差ノルムRW[目標角度 0-60-0-60(deg)の場合]
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を示す．ミッション内容はRWの時と同様で目標値 r = 0 (deg), 60 (deg)を 80(s)
ごとに切り替える．RCSはミッションに応じて様々なものが用いられているが宇
宙ステーション補給機「こうのとり」6 号機では姿勢制御用スラスタとして 120N
級のスラスタが用いられている [30]．本シミュレーションにおいては uq(i) = 100










とこれを打ち消すためにスラスタがOnになる (図 3.13 125(s)付近）．これにより，
姿勢は目標値 0(deg)に近づくが１ステップのスラスタのOn-Oでは精密な姿勢変























して RCS単体による最適化問題 PN(x)の最適解を求める．得られた最適入力 uok
のうち不感帯領域に入っている入力 (入力値が 0となっている入力)軸に対しては，
RWの入力拘束 (3.17)のもとで 3.3.1.1節で述べた SQPを使用し新たに最適入力を






レーション結果を示す．ミッション内容は前回と同様で目標値 r = 0 (deg), 60
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図 3.11: 角度応答RCS[目標角度 0-60-0-60(deg)の場合]:上段ロール，中段ピッチ，
下段ヨー
























図 3.12: 角速度RCS[目標角度 0-60-0-60(deg)の場合]:上段ロール，中段ピッチ，下
段ヨー
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図 3.13: 制御入力RCS[目標角度 0-60-0-60(deg)の場合]:上段ロール，中段ピッチ，
下段ヨー
Time (s)






















図 3.14 角度誤差ノルムRCS[目標角度 0-60-0-60(deg)の場合]





















図 3.15 計算時間RCS[目標角度 0-60-0-60(deg)の場合]
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図 3.16: 角度応答RCS，RW併用 [目標角度 0-60-0-60(deg)の場合]:上段ロール，中
段ピッチ，下段ヨー

























図 3.17: 角速度応答RCS，RW併用 [目標角度 0-60-0-60(deg)の場合]:上段ロール，
中段ピッチ，下段ヨー
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図 3.18: 制御入力RCS，RW併用 [目標角度 0-60-0-60(deg)の場合]:上からロール，
ピッチ，ヨー
Time (s)






















図 3.19 角度誤差ノルムRCS，RW併用 [目標角度 0-60-0-60(deg)の場合]
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ここでは，与えられた姿勢角度 ("r(t); r(t))と姿勢角速度!r(t)に対して，("; ; !)
! ("r; r; !r) (t ! 1)となるトラッキング制御則の設計法を導出する．ただし，
飽和特性     をもつ連続入力をまず仮定し，後にPWM変調を用いたRCS
による実装問題と安定性を議論する．ここで目標角度と角速度は対象となる宇宙
機の座標系 frgにおいて次式で表現できるものとする．
J _!r(t) + !






"r (t) + r(t)I






"e(t) = r(t)"(t)  (t)"r(t) + "(t)"r(t) (4.3)
e(t) = (t)r(t) + "
T (t)"r (4.4)








e (t)  2e(t)"e (t) (4.6)
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となる．いま式 (4.5)を式 (2.1)を用いて表現する．そしてよく知られた等式 _C(t) =
 !e (t)C(t)，および，式 (4.1)を用いると，相対運動方程式は次式となる．
J _!e(t) =  (!e(t) + C(t)!r(t)) J (!e(t) + C(t)!r(t))
+ J!e (t)C(t)!r(t)  JC(t)J 1





"e (t) + e(t)I3





("e; e; !e)! (0; 1; 0)(t!1)とするレギュレーション制御問題に変換できる．制
御系設計には運動方程式式 (4.7), (4.8)より得られる状態方程式を用いる．既に述







T , 制御入力を u(t) = (t)  JC(t)J 1r(t)と表すと状態方程
式表現のひとつが次式のように得られる．
_xe(t) = fe(xe(t); a(t); u(t)) (4.9)
ここで，入力 u(t)の拘束条件は   u(t) + JC(t)J 1r(t)   となることに留意
する．またパラメータ a(t) := ["Tr (t) !Tr (t) Tr (t)]T は以下に示す仮定 4.1を満たす
とする．
仮定 4.1
式 (4.9)の変動パラメータ a(t) 2 A は全時間帯にわたって時系列データとして事
前に与えられているとする．
次に，式 (4.9)を時間離散状態方程式で表現する．サンプリング周期Tを与え，関
数 fe()がxe 2 Xでリプシッツ条件を満たすとする．このとき状態変数xe((k+1)T )
と xe(kT )の関係は次のように与えられる [15]．
xe ((k + 1)T ) = xe(kT ) +
Z (k+1)T
kT
fe(xe(t); a(t); u(t))dt (4.10)
通常行われるように，入力はサンプル点間で一定として定積分にオイラー近似を
施すと，時間離散システムの状態方程式は次式となる [16]．
xk+1 = f(xk; ak; uk) (4.11)
ただし，xk := xe(kT ), ak := a(kT ), uk := u(kT )と表記を簡略化した．これより，
得られた状態方程式 (4.11)の平衡点は明らかに (xk; uk) = (0; 0)であることがわか
る．また
f(0; ak; 0) = 0; 8ak 2 A (4.12)
が成り立つ．










数であり，予測時間はNT (s)となる．また x := xkは予測初期状態を，xk+N 2 Xf
は予測終端状態を表す．ここで u(x) := fuk; uk+1;    ; uk+N 1gを入力列と呼ぶこ
とにする．モデル予測制御では，次式で定義される最適化問題PN(x)を考える．
V oN(x) = min
u






k+1;    ; uok+N 1
	
(4.15)
モデル予測制御では，このうち uk(xk) := uok 2 Uを制御対象 (4.11)に入力して，
初期状態量 xkを次のサンプリング点での状態量 xk+1に駆動することにする．そ
して，サンプリング時刻 (k = 0; 1; 2;    )毎に同様の手順を繰り返し実行する [14]．





スカラ関数 V : Rn ! R+が，クラスK1関数 i() i = 1; 2; 3を用いて
1(jxkj)  V (xk)  2(jxkj) (4.16)
V (xk+1)  V (xk)   3(jxkj); 8ak 2 A (4.17)
と表せるとき，V (xk)はシステム xk+1 = f(xk; ak)のリアプノフ関数であり平衡点
は漸近安定である．
モデル予測制御の閉ループ安定性を議論するためには，式 (4.14)の最適値であ
る値関数 (value function) V oN(x)をリアプノフ関数の候補とする．値関数がリアプ
ノフ関数となることを示すために必要となる，目的関数についての仮定および定
理は以下である [14]．




L(xk+i; uk+i)  1(jxk+ij); 8xk+i 2 X;8uk+i 2 U (4.18)
Vf (xk+N)  2(jxk+N j); 8xk+N 2 Xf (4.19)
(b) 次の条件を満たす終端入力 uk+N(xk+N) 2 Uが存在する．
Vf (xk+N+1)  Vf (xk+N)   L(xk+N ; uk+N) (4.20)
ただし xk+N 2 Xf でありXf は不変集合である．
定理 4.2
目的関数 (4.13)が仮定 4.2を満たすものとする．このとき，値関数 V oN(x)はリア
プノフ関数となる．そしてモデル予測制御 (4.11)は閉ループ系
xk+1 = f(xk; ak; u
o
k) (4.21)




を行う設計法として，まず考えられる最も簡単な方法は式 (4.11)を (xk; uk) = (0; 0),
ak  0の近傍で線形化することである．このとき得られるモデルは線形時不変 (LTI;





線形状態方程式 (4.9)を目標軌道 (4.1), (4.2)まわりで線形近似して設計モデルを作
成する．いま誤差方程式の平衡点を "e = 0, !e = 0，方向余弦行列をC = I   2"e
とすると，式 (4.9)は次式で近似表現できる [33]．
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ただし，xe := ["Te !Te ]T，ue :=    r，
A21(a) =  2J 1
 
!r  J!r   (J!r)!r

+ 2(J 1!r J!r)
   2(J 1r) (4.24)
A22(a) = J
 1  (J!r)   !r J  !r : (4.25)
とした．このLPVシステムの時間連続状態方程式は，サンプリング周期を T を与
えると，次の時間離散状態方程式となる．
xk+1 = A(ak)xk +Buk (4.26)
ここでA(ak) := I +Ae(a(kT )) T , B := Be T , uk := ue(kT )と略記した．また













; Vf () = 1
2
xTk+NPxk+N ; Q > 0; R > 0:
(4.27)
また終端コストの行列 P > 0は閉ループの安定性を保証するように以下の手順で
求める．まず Lおよび Vf は状態量および入力の線形二次形式で表現されている．
従って式 (4.27)は明らかに仮定 4.2(a)を満たす．次に仮定 4.2(b)を吟味するた
めに，いま許容終端入力のひとつを
uk+N =  Kxk+N (4.28)
とおいてみることにする．ただしKは定数行列とする．式 (4.28)は終端拘束条件
uk+N 2 Uを満たす最も簡単な構造をもつ入力を表しており，式 (4.27)を式 (4.20)
に代入すると次式を得る．
(A(ak+N) BK)T P (A(ak+N) BK)  P +Q+KTRK < 0 (4.29)








X XAT (ak+N)  Y TBT X Y T
 X 0 0
  Q 1 0
   R 1
37775 > 0 (4.30)
ただしX, Y より P = X 1, K = Y X 1．







iAi; i  0;
X
i=1
i = 1: (4.31)
ただし  は端点数を，Aiは端点 iでの行列 Ai := A(ai)を表す．これによって式




X XATi   Y TBT X Y T
 X 0 0
  Q 1 0
   R 1
37775 > 0; i = 1;    ; : (4.32)
以上より，モデル予測制御の目的関数の設定方法として，まずステージコストの
重み行列Q > 0, R > 0を与え，これらの値を使って式 (4.32)の共通解X > 0から
求めた P = X 1を終端コストの重み行列として用いることで LPVシステムのモ
デル予測制御で漸近安定とできることを示した．行列Q，Rは最適レギュレータ
問題の場合と同様に，制御性能と制御入力のトレードオフで試行錯誤的に設定す
ることができる．本稿の数値例では式 4.32においてX と Y の共通解から得られ
た結果を示している．ただし，Y ＝KX 1については共通解とする必要はないの




X XATi   Y Ti BT X Y Ti
 X 0 0
  Q 1 0
   R 1
37775 > 0; i = 1;    ; : (4.33)
しかし，全ての端点での kiに対して終端入力 uk+N =  Kixk+N 2 U が成り立つ
ことを別途保証する必要がある．
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4.4.2 最適化
線形パラメータ変動システム (4.26)を設計モデルとするモデル予測制御の最適




















37775 ; B =
26664
B 0    0




AN 1:1B AN 2:1B    B
37775
上記ではA`:1 = A`A` 1   A1, ただしA` = A(ak+`)と，簡略に記述した．これに


















Q := diag (Q;    ; Q; P ) ; R := diag (R;    ; R;R) (4.38)
























自由運動を行っている故障衛星 (ターゲット衛星) の初期値を "r(0) = [0 0 0]T
(-), !r(0) = [3 3 0]
T (deg/s)，トルク入力を r  0(Nm)，慣性モーメント行列を
J =
2647050   0:536 43:9 2390 1640
  6130
375 (kg m2): (4.41)
として，運動方程式 (4.1), (4.2)を解いて目標姿勢角度 "r，角速度!rを求める．時




す．目的関数は，Q = block-diagf100 I; Ig, R = 0:001 Iと設定した，終端コ
スト行列P > 0は，変動パラメータが a = [!Tr 0]T であること，また 図 4.2の結果
より，各機体軸まわりの目標角速度の変動幅を，それぞれ，!r(1) 2 [ 3; 3](deg/s),




0:23 0:00 0:00 0:56  0:01  0:02
 0:12 0:04  0:02  0:17 0:14
  0:21  0:03 0:14 0:48
   2:52 0:00 0:03
    0:53 0:69
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衛星の初期値として姿勢角を 1 2 3系のオイラー角においてロール角とピッチ角
に 30 (deg),ヨー角を0 (deg)として与え，初期角速度を!(0) = 0 (deg/s)と設定し
た．設定した初期姿勢角をクォータニオンで表現すれば"(0) = [ 0:25  0:25 0:067]T
となる．図には，比較のために，次式に示す線形時不変モデル (LTI)を用いたモ
デル予測制御の結果も示した．


















0:20 0:00 0:00 0:48 0:00 0:00
 0:12 0:03 0:00 0:17 0:11
  0:18 0:00 0:11 0:2
   1:94 0:00 0:02
    0:45 0:51




















チュエータの候補としてコントロールモーメントジャイロ (CMG; control moment








Width Pulse Frequency Modulation)，DRM(Derived Rate Modulation)などが提




いま，RCSとして，図 4.6に示すように 6組 12個のスラスタを用いた構成を考え
る．これによって，RCSは並進力を相殺して，各軸独立のトルク  = [(1) (2) (3)]T ;
(i) 2 Rだけを宇宙機に作用させることができる．この状態方程式は次のように得
られる．




ここではBe = [Be(1) Be(2) Be(3)]; Be(i) 2 R3と略記する．モデル予測制御のサンプ




(i) sgn(k(i)) kT  t < kT + (i)
0 kT + (i)  t < (k + 1)T:
(4.47)
となる．ただし実際に発生できるパルス幅 (i)は物理的な制約から，(i)  (i) 
(i) となる [1]．(i), (i)はそれぞれスラスタが発生できる最小パルス幅，最大パ
ルス幅である．この制約より，実際に実現できるパルス幅は次式となる．
(i) = k(i)sgn(k(i)) + v(i);  = T=(i) (4.48)
v(i)は最小パルス幅 (i)の制約による実入力との入力誤差を表す．また最大パルス
幅は (i) = T とおくこととする (図 4.6右)．以上の設定より，式 (4.22)のサンプ
リングの結果得られる解は
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となる．これまで同様に右辺の第２項をオイラー近似する． また右辺の最終項に
式 (4.48)を代入すると，次式のように時間離散状態方程式が求まる．










(4.26)のMPC最適化問題 PN(x)の値関数 V oN(x)を ISSリアプノフ関数の候補と
する [14]．実際，V oN(x)は 定理 4.1の (4.16), および (4.17)を満たすので，外乱wk
がwk  0のときPWMによる閉ループ系は漸近安定である．また最小パルス幅の
存在のために，有界な非零のwkがあるとき V oN(x)は 定義 2.2の (2.14), (2.15)を
満たす．そして，その解は
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図 4.1 故障衛星のクォータニオン：上段 "r(1), 中段 "r(2), 下段 "r(3)






























図 4.2 故障衛星の角速度：上段 !r(1), 中段 !r(2), 下段 !r(3)
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図 4.3: 線形化方法の違いによる性能比較 [追従誤差（クォータニオン）]：上段　
"e(1), 中段 "e(2), 下段　 "e(3)．




































図 4.4: 線形化方法の違いによる性能比較 [追従誤差 (角速度）]：上段 !e(1), 中段
!e(2), 下段 (!e(3))．
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図 4.7: 連続入力と PWM変調の比較 [クォータニオンの追従誤差]：上段 "e(1), 中
段 "e(2), 下段 "e(3)






































図 4.8: 連続入力と PWM変調の比較 [角速度の追従誤差]：上段 !(1), 中段 !(2), 下
段 !(3)
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S  Rnの補集合を Sc := fx 2 Rnjx =2 Sgと定義する．また，すべての x 2 X
において  > 0となるような閉球体 B(x; ) := fzjjz   xj  g が存在するとき
X  Rnは開集合となる．X  Rnが閉集合であるとはXのRnでの補集合Xcが
開集合となることをいう [14]．
A.2 コンパクト集合







関数  : R+ ! R+がクラスK関数であるとは下記の条件を満たすことをいう
[14]．
 は連続である．
 (0) = 0を満たす．
 は狭義の単調増加関数である．
B.2 クラスK1関数
関数  : R+ ! R+がクラスK1関数であるとは下記の条件を満たすことをいう
[14]．
 はクラスK関数である．
 は非有界である (s!1のとき (s)!1)．
B.3 クラスKL関数





 limt!1 (s; t) = 0を満足する．
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付 録C 不変集合
C.1 正不変集合 (positive invariant set)
次のシステムに対し
x+ = f(x)
8x 2 Aに対して f(x) 2 Aを満たす集合Aを positive invariant setであるという
[14]．ただし，x 2 X．
C.2 ロバスト不変集合（robust positive invariant set)
外乱を含む次のシステムに対し
x+ = f(x;w)
8x 2 Aの時 f(x;w) 2 Aを満たす集合Aを robust positive invariant setであると
いう [14]．ただし，x 2 X，w 2W．
C.3 制御不変集合 (control invariant set)
入力を持つ次のシステムに対し
x+ = f(x; u)
8x 2 Aの時f(x; u) 2 Aを満たす入力uが存在するとき，集合Aをcontrol invariant
setであるいう [14]．ただし，x 2 X，u 2 U．
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