Abstract-This paper describes a yield learning model for integrated circuit package assembly. The goal was to provide a management tool for making yield projections, resource allocations, understanding operating practices, and performing what-if analyses. The model was developed using a series of case studies of packages entering manufacturing. These studies were a tape carrier package (TCP) at Intel, Chandler, AZ, a ceramic ball grid array (CBGA) and plastic quad flat pack (PQFP) at IBM, Bromont, P.Q., Canada, and a plastic ball grid array (PBGA) at Motorola, Austin, TX. These packages covered a wide range of technologies, including liquid and overmolded encapsulation, wirebond and controlled collapsed chip connection (C4) chip connections, and tape automated bonding (TAB), ceramic, laminate, and leadframe substrates. The factors that affect yield learning rates (e.g. process complexity, production volumes, personnel experience) were identified and a nonlinear spreadsheet-based response surface model was built. The model separates out the underlying chronic yield from excursions due to human error, equipment failure, etc. The model has been shown to accurately predict the yield ramp as a function of the factor values. One of the conclusions of this work is that all of the very dissimilar assembly processes had very similar factors, with very similar factor sensitivities and rankings in terms of how each affected the yield learning rate. In all cases, the most important factors were operator experience, changes in line volume, types of work teams, process complexity, equipment upgrades, and technology type. Since the yield ramp for a new product will hopefully be short, the model must be calibrated for a particular product very quickly. We have developed a graphical interface and tuning procedure so that when the production data is readily available, the tuning procedure takes only a few days.
I. INTRODUCTION
I N THIS paper we examine yield learning in integrated circuit package assembly, the manufacturing process of placing bare die into packages. Package technology must keep pace with advancing integrated circuit technology, and each generation of packaging, from simple lead count increases (lead extensions) to completely new package designs carry with them manufacturing yield challenges. Today assembly yields for complex packages start high and usually mature Publisher Item Identifier S 1083-4400(97) 06034-8. above 99%. Since starting assembly yields are usually higher than mature semiconductor fabrication yields, one might think that there is no need to focus on yield learning in assembly. However since almost every assembly failure represents the loss of a good die, the economic cost of even a small amount of assembly yield loss can be very high. For example, using some recent estimates [1] , a 1% assembly yield loss for the Intel Pentium microprocessor would cost $42 million annually. As a result, the mature yield and yield learning rate targets used in integrated circuit assembly are correspondingly high, and thus difficult to achieve. The integrated circuit package assembly manufacturing process follows a yield learning curve [2] . At the start of production, yields are low and attention is focused on removal of systematic problems, such as a miscentered process. Once the systematic problems are removed the yield ramp begins, and the process improvement focuses on reducing the random process variation. In process maturity the yield saturates and process improvement shifts to process control to maintain the yield at a high level. This procedure of process improvement is termed yield learning [2] . The large number of possible process disturbances, and limited process visibility make yield learning a slow and tedious process of identifying and eliminating yield detractors. The rate of yield learning is limited by the time it takes to identify a yield detractor, determine the cause, develop a solution, implement it, and verify it [2] .
Yield learning is an important component of time to market since volume production cannot begin until yields have reached a profitable level. Management typically sets targets for rates of yield learning based on prior experience, and then attempts to meet them through the use of process improvement methodologies [15] . These methodologies are all based on ISO 9000 [16] , and all world-class assembly factories hold an ISO 9002 certification. From the management viewpoint there are two problems with regard to yield. The first is to make accurate projections of the yield ramp in order to schedule product introduction and volume production and to estimate costs. The second is to optimize technology design, resource allocations and operating practices in order to maximize the yield learning rate. For example, would hiring more engineers improve or worsen the yield learning rate? For both problems it is infeasible to run large experiments to determine the correct decisions. Therefore a yield learning model is needed. Since as noted, the bulk of the yield learning time occurs during the yield ramp, we focus our modeling efforts on this phase of yield improvement.
While there is a large body of research on yield learning in semiconductor manufacturing [2] - [3] , there is relatively little known about yield learning in integrated circuit assembly. The literature on assembly yield focuses on process optimization and design centering, and the design of experiments (DOE) to support these activities [4] - [6] . These optimizations focus on unit process steps (e.g., wire bonding), rather than the yield of the assembly process as a whole. During the yield ramp, the process has already been centered, and the focus is on reducing process variance through process improvement and statistical quality control (SQC) techniques.
Because of the lack of published data on assembly yield learning, a series of case studies were undertaken on a variety of packaging technologies entering production. We chose to study state-of-the-art technologies since these are the ones that have the most yield problems. Both technologies new to a company and lead extension projects were studied to see if the gap between new and old technology resulted in any significant qualitative or quantitative differences in yield learning. The technologies were studied from production start through most or all of the yield ramp, in order to determine how yield learning changed from the start of the ramp to process maturity. The studies done were a tape carrier package (TCP) at Intel, Chandler, AZ, a ceramic ball grid array (CBGA) and plastic quad flat pack (PQFP) at IBM, Bromont, P.Q., Canada, and a plastic ball grid array (PBGA) at Motorola, Austin, TX. These packages covered a wide range of technologies, including liquid and overmolded encapsulation, wirebond and controlled collapsed chip connection (C4) chip connections, and tape automated bonding (TAB), ceramic, laminate, and leadframe substrates.
We describe our yield modeling work and results in the sections that follow. Section II describes the yield learning model and its implementation. Section III describes the model building procedure used in the case studies. Section IV describes the results of the case studies, and Section V describes conclusions and future work.
II. YIELD LEARNING MODEL
Yield learning can be modeled in three ways: response surface model, queuing model, and discrete event model. A response surface model (RSM) predicts the rate of yield improvement versus factor values such as production volume, process complexity, engineer experience, wire bonder power variance, etc. It has the advantage of being compact and straightforward to calibrate. A queuing model can more accurately account for effects such as reentrant flows (such as due to rework) and resource constraints. A discrete event model provides the most accuracy and detail, since it can model the real-time behavior of the manufacturing line. The disadvantage of the queuing and discrete event models is that they require a large calibration effort, and many of the required input values (e.g. engineer response time) are not readily known. It was clear from the feedback of the potential yield model user community that the rapid yield learning process in package assembly required model calibration to be done within a few days at most, and ideally in less than one day. In addition, managers are often more interested in sensitivity analysis than they are in absolute predictions, which again suggests an RSM. As a result we chose to use a nonlinear response surface model to predict the yield ramp. The model was implemented as a Microsoft Excel spreadsheet with a Visual Basic graphical user interface and integrated tuning procedure to reduce calibration time and increase model portability and usability.
There are two types of yield detractors that occur in assembly: chronic defects and excursions. Chronic defects occur repeatedly, such as bent leads, while excursions are yield drops due to random one-time events such as human error, equipment failure, etc. Due to their nature, excursions tend to result in relatively large drops in yield, such as when an entire production lot is damaged. The yield learning model predicts yield loss due to both chronic defects and excursions. The yield loss caused by chronic defects (or chronic yield) is modeled as a nonlinear response surface that is a function of factor values within each module. A module is an set of unit process steps delineated by inspection points. This delineation is necessary so that module yield can be measured. The assembly process flow consists of a sequence of modules. Examples of modules include wire bond, mold, solder ball attach, marking, etc. Modules that do not have significant yield loss, such as epoxy cure, bake out, laser marking or packing are not included in the yield learning model. Modules that are normally considered part of the assembly process, such as backgrind and wafer saw, are included in the yield model even if these steps are carried out at the wafer fab. Modules that are normally considered part of the semiconductor manufacturing process, such as wafer bumping, are not included in the model. These choices were based on operating practices in the companies studied. If a module is reused in the assembly sequence, this is incorporated in the model by replicated factor values. A factor is a variable in a module that affects the module yield learning rate. Examples include process complexity and operator experience. Only factors common to all modules are included in the model. Factors that are unique to a given module are not included. This choice was made because we are primarily interested in common factors, and view modulespecific factors (e.g. postmold cure temperature) as part of the module process optimization. A value is the value of a factor within a module. Factor values can be categorical, such as type of work team, or continuous, such as unit volume or experience. As will be described below, we have converted all continuous values that can have a wide range to categorical values. Factors are only included in the model if they can have different values between modules. For example, if all modules use visual inspection, then the yield metrology factor is not included in the model. The reason is that these common factors are incorporated into the model coefficients during the model calibration process.
The chronic yield model predicts the yield slope, the average increase in yield over a work week (WW). A work week is the time unit commonly used for reporting yields. The slope prediction for each module is the average of the slope predictions for each of factors within the module, using the factor values for that work week. Note that some factors have constant value (e.g. process complexity), while other factors have values that change over time (e.g. operator experience).
The yield slope prediction for a work week is the sum of the yield slope predictions for each of modules as described in
Yield Slope
( 1) where is the slope function for factor , and is the value for module for that work week. We found this relatively simple equation adequate to fit the production data. No cross terms were needed within or between modules.
The predicted yield increase over time is then computed as the sum of the starting yield and the yield slopes for subsequent weeks. We do not attempt to model the reduction in yield slope as yield approaches 100%, but in practice just limiting the predicted yield to 100% generates realistic predictions. Each of the factor functions is implemented as a lookup table. This is possible because the factor values are categorical data (e.g. process complexity), or integer values in a small range (e.g. number of incoming materials that affect yield). As described below, continuous values that can have a wide range are converted to categories for use in factor functions. The entries in the lookup tables are termed coefficients. The coefficients are the change in yield per work week due to that value for that factor in that module. A single slope function is used in all modules for each factor. This reduces the model tuning effort, and identifies the average relationship between each factor and the overall yield learning rate. The module-to-module variations in the relationship are captured in the assignment of factor values. For example, the process complexity value for each module is assigned based on the relative difficulty in achieving a given yield slope, all other things being equal.
Due to their very nature, excursions cannot be predicted, and do not appear to be related to any of our postulated factors. We theorize that the chronic yield slope must be related to the rate of excursions, in that excursions will take engineer time away from solving chronic yield problems. However there was not enough data available in our case studies to confirm this, and anecdotal evidence suggests that many excursions have an obvious cause (e.g. dropped tape reel), which does not require any engineering time to solve. For the management purposes of sensitivity analysis, what-if analysis, etc., the yield learning model only needs to consider chronic yield. However in order to provide realistic-looking yield projections, we include excursions in our model as an additional yield loss on top of the chronic yield. Excursion occurrence in each module is modeled as a Poisson process, with each occurrence causing a drop from the chronic yield level, with the drop having the same distribution as observed excursions in that module.
A. Yield Model Factors
The first task of the case studies was to identify the factors governing yield improvement, and assign values to them. Because of the large range of package technologies and different manufacturing plants, we expected that the factors would be different for each study. What we found was that there was a large common set of factors. In any one model, a factor might not be included due to the factory organization. For example, the Type of Teams factor is not included when all work teams are dedicated to particular modules. The number of work weeks required to achieve competence in the module is determined. The factor value is then determined by comparing the average experience of each category of personnel to this competence value and categorized into novice (average experience less than competence value), not so experienced (average experience above competence value), and very experienced (average experience at least double the competence value). The experience level changes from work week to work week depending on personnel tenure and turnover.
The threshold for defining a very experienced person was based on the results of the initial case studies and a consensus of the defect reduction team. No attempt is made to derate past experience on a module in the process (e.g. when it has been some time since the person has last worked in the module). Prior experience in a similar module for another package technology is not counted. 5) Criteria: Number of times the acceptance criteria were changed during production. A change in criteria might result in units that were not rejected prior to the change to be rejected after the change for the same defect code, resulting in a yield drop. This factor accounts for a changing definition of yield. This value is fixed for the process. Hence it is more useful for sensitivity analysis than prediction. 6) Machine Additions/Upgrades: Number of equipment upgrades and additions in the module. New equipment is assumed to be more advanced, so additions and upgrades are lumped together. This value is fixed for the process. Hence it is more useful for sensitivity analysis than prediction. 7) Technology: Type of technology used in the module. The value is categorized as mechanical ( ), thermal ( ), dispense ( ), chemical ( ) or a combination of any of these. For example, wire bond is mechanical and thermal ( ), while post-mold cure is thermal. This value is fixed for the process. 8) Batching: How units are handled in a module. The value can be serial ( ), batch ( ), or a combination ( ). For example, wire bond uses serial processing, while mold is done in batches. This value is fixed for the process. [17] . The factors and factor values used for some of the modules in one case study are shown in Table I . For proprietary reasons, the process and modules are not identified. Table II shows the significant factors and factor values for a second technology. In this case the current values for experience level are shown. In neither case is the line volume changes factor shown since its value changes weekly.
B. Model Implementation
The yield learning model is implemented in a Microsoft Excel spreadsheet. We chose a spreadsheet implementation so that the model would be easily portable. The model predicts the yield based on the factor values that are supplied by the user. In addition to unchanging factor values, the user also supplies the estimated start yield and weekly changes in module experience level and volume, and the desired weeks of prediction. The outputs are tables and charts of the week-by-week chronic and excursion yields, the average yield slope over the time period, and the value of final yield.
In order to improve ease-of-use, a graphical user interface was implemented in Visual Basic to automate the model building and tuning procedure, and to provide simple procedures for yield prediction, sensitivity analysis, what-if analysis, etc. The process flow of the four technologies of our case studies (CBGA, PQFP, PBGA, TCP) are predefined, so that if they are relevant, the user can select one and just modify the factor values. The user can also select the predefined flows and modify it as needed, or define a new process flow. In practice most technologies can be described very quickly, and the bulk of the effort is determining the factor values.
III. MODEL BUILDING PROCEDURE
Each case study started with an introductory meeting to orient management and defect reduction team (DRT) engineers about the goals of the study and issues involved. This was usually followed by a line tour to orient the model-building team to the particulars of the factory and the target package technology. This was followed by an alternating series of meetings and model building activities. The following procedure was used to build the yield learning model in each case study.
1) Defect reduction engineers meet and brainstorm to identify likely factors. 2) Engineers assign values to these factors, taking into consideration issues such as the thermal and mechanical characteristics of the assembly line [6] . A consensus procedure was used to ensure the self-consistency of values within and between technologies at a company. Extending this self-consistency between companies will be discussed in Section V. 3) A factor sensitivity analysis is performed using initial production yield data to identify the most important factors. 4) Build a response surface model using the important factors, tune to initial production yield data, and check prediction accuracy. Model tuning is done by computing the factor lookup functions (coefficients) using least squares regression of the initial production yield data with the factor values. 5) Repeat steps 1-4 until all important factors are identified, and values assigned. Detailed descriptions of the model building procedure used in each case study can be found in [10] - [14] . In the first study, a total of eight hours of engineer meetings and two months of time were required to build an acceptable model. In later case studies, the set of factors and values identified in previous studies were used as a starting point. By the time of the last study, no new factors were identified, so our set of factors is sufficient for the vast majority of packaging technologies. Building a new model for a new process now takes about one day.
A. Potential Factor Identification and Value Assignment
Each factory uses a statistical quality control system to track manufacturing lots and inspection data. Failed units are recorded by defect code (e.g. wire bond shear test failure), with some factories having more than 1000 codes. Pareto charts are built from the data to identify the most important sources of yield loss. The corrective action taken for a particular yield problem is also recorded, so that if a problem recurs, prior solutions can be used as a reference. This problem-solution approach results in yield learning, but we found that the resulting knowledge base is not useful for building a yield learning model. For example, the set of defect codes varies widely from factory to factory. We found it essential to identify factors using a model-centric brainstorming approach.
Engineer experience is required to identify potential factors and assign factor values. Identifying factors requires knowledge of parameters that affect the yield in each module. For example, the module leader knows the types of metrology used in a module. Similarly, to assign a value to a factor such as input complexity (number of incoming material parameters that affect yield) requires a good understanding of the module operation.
In some processes, defective parts detected at module inspection were reworked to reduce yield loss. A common example of this is PQFP lead inspection following lead trimand-form, with units failing coplanarity specifications passing through a lead reconditioner and then through lead inspection again. In our model, parts that are successfully reworked do not count as yield loss. Consequently our model only includes factors that affect the net yield improvement caused by process improvement and successful rework. In theory, yield learning could consist entirely of improved rework yield. In practice factories try to minimize rework, so the factors identified as important to yield learning always refer to the basic process, not the rework process.
B. Excursion Elimination
Control charts were used to separate the chronic defects from the excursions using SQC techniques [9] . The frequency and distribution of excursions was then computed so that they could later be added to the chronic yield to compute the excursion yield. We also considered using the defect codes recorded during manufacturing to separate chronic defects and excursions. However we found that this would require significantly more effort, it would have to be customized for each factory, and it would only provide marginal improvements in the model accuracy. We were originally concerned that the small amount of training data used for prediction applications would be a problem in the presence of excursions, but we did not find this to be the case.
C. Regression Analysis
Least squares regression analysis in RS1, SAS, or Excel was used to estimate the coefficients for yield change for each value of the factors. Originally the analysis was done by the separate packages used at each factory, and then later this capability was put into the spreadsheet. The coefficients are the change in yield per work week due to that value for that factor, all other factors being equal. Equation (2) below depicts conceptually the estimated change in yield per work week as based upon each factor of interest
where , are the coefficients for the process complexity, equipment complexity and experience level.
D. Sensitivity Analysis
After the yield model was built and tuned, the resulting coefficients were used to determine the sensitivity of yield to the factor values when the value is changed in all modules. It was seen that an increase in the process complexity decreased the yield slope for all the packaging technologies. Also, machine additions/upgrades and increased operator experience increased the yield slope. Fig. 1 shows the effect of process complexity on the yield slope for the PQFP. As can be seen, all but the lowest complexity level (as determined by the DRT engineers), reduces the yield slope.
The case studies helped to understand the effect of each one of the factors on the learning curve for the TCP, PQFP, CBGA, and PBGA technologies. Table III shows the sensitivity of the factors on the yield slope in decreasing order of magnitude, and a possible explanation for the sensitivity.
IV. CASE STUDY RESULTS
Yield learning models were built for four technologies: TCP, plastic quad flat pack, ceramic ball grid array, and PBGA. The yield predictions for the chronic yield and the excursions were observed for each technology. Yield predictions made were then validated using the actual data. The validation indicated a good fit for the model, even using a limited set of training data. The process flow for each technology and corresponding yield predictions are described below.
A. Tape Carrier Package (TCP)
The TCP [7] - [8] is a new package designed for microprocessors in notebook computers. It has a small form factor and low weight. The package consists of a TAB tape that is bonded to a bumped die, with a liquid encapsulation to protect the leads and die surface. The back of the die is exposed, and directly in contact with the printed circuit board, which acts as the heat sink. The tape is singulated and shipped in coinstacked tubes. The leads are separated from the TAB frame as the package is mounted on the board. The TCP assembly process flow consists of the following major modules. 1) Wafer Bump: At the semiconductor fabrication plant, straight-wall gold bumps are placed on the die bonding pads in a liftoff process. This step is considered part of wafer fabrication and not included in the yield learning model. 2) Wafer Sort (Sort): At the semiconductor fabrication plant, each die on the wafer is electrically tested to specific pass/fail criteria. Reject die are marked with an ink dot to indicate that they should not be assembled. The wafers are then sent to the assembly plant.
3) Wafer Saw (Saw):
The wafer is cut apart with a diamond saw into individual die. 4) Inner Lead Bond (ILB): Good (uninked) die are selected and the inner leads of the TAB tape are thermosonically bonded to the die bumps. 5) Singulate/Debuss/Carrier Load (SDCL): The TAB tape is singulated into individual packages, the leads are electrically isolated, and the packages are loaded into a carrier for handling. 6) Encapsulation (Encap): A protective coating is deposited on the die surface and then cured. 7) Package Marking: The package is marked with the part identification. This step does not have significant yield loss and so is not included in the model. 
8) Packing:
The packages are packed for shipment. This step does not have significant yield loss and so is not included in the model. The predicted chronic yield is shown in Fig. 2 for the TCP, compared to the actual yield with excursions filtered out. In this case the model is tuned retrospectively, using all the available production data. As can be seen, there are still significant variations in the filtered yield data, while the predicted chronic yield rises relatively smoothly. These features are similar for the other case studies. The reason is that the filtered yield data still contains significant random events, and our response surface model does not completely capture the effects of the detect, diagnose, solve, and validate yield learning loop. We will return to this in Section V. In all yield graphs the yield axis has been scaled and had its range adjusted for proprietary reasons.
The occurrence of excursions was simulated for each module and added to the TCP chronic yield to get the excursion yield. The TCP excursion yield is then compared to the actual yield in Fig. 3 . As can be seen, the predictions generally overlap except for several weeks when there were large excursions in the actual yield.
B. Plastic Quad Flat Pack
A standard plastic quad flat pack (PQFP) package was studied. The assembly process flow consists of the following major modules. 1) Dicing: The wafer is cut apart with a diamond saw into individual die at the semiconductor manufacturing plant. 2) Picking: Good die are picked off the wafer tape and placed on the lead frame. Fig. 4 shows the predicted chronic yield for the PQFP versus the filtered actual yield, tuning using all production data. Fig. 5 shows the comparison between PQFP predicted excursion yield and actual yield. The model predicted the PQFP yield very accurately. This was aided by the fact that the PQFP process had relatively fewer, smaller excursions than the other case studies. Table IV shows the PQFP model factors ranked by percent of the yield learning rate contributed by each. As can be seen, operator experience and changes in line volume are most important. The same rankings with similar contributions is found in all the other case studies.
C. Ceramic Ball Grid Array
The ceramic ball grid array (CBGA) package provides array chip and board connect. The IBM C4 bump process is used to connect the chip to the ceramic substrate. A bypass capacitor is attached to the chip. The assembly process flow consists of the following major steps.
1) Chip Place and Clean:
The die is flip chip bonded to the substrate using the IBM C4 process. Capacitors are placed next to the chip and cleaning is done with flux. 2) Epoxy and Cure: An epoxy underfill is used to provide stress relief for the die. A thermal paste is applied to the chip to provide physical contact to the cap (lid), which is placed over the die. Epoxy cure is done in an oven at high temperature. 3) Marking and Cure: The substrate is ink marked with the part identification and the mark is cured. 4) Balling and Clean: Flux is put on the substrate, the solder balls are attached, reflowed, and then cleaned. The CBGA predicted chronic yield versus filtered actual yield are shown in Fig. 6 . The yield learning model was tuned using the first four and all 19 weeks of production data, and the chronic yield curves for both are shown. The two different predictions straddle the data, indicating that a small amount of tuning data taken from the start of production can be used to predict the remainder of the yield ramp. The CBGA predicted excursion yield and actual yields are shown in Fig. 7 . The predictions closely match except for a few weeks during yield excursions. The excursions in the CBGA process were relatively small.
D. Plastic Ball Grid Array (PBGA)
The PBGA package is based on Motorola's MOPAC technology. It uses a laminate substrate with wirebonded die and overmolded encapsulation. The assembly process flow consists of the following major steps. surface for marking. The laminate strips are cut into individual packages. 5) Mark: The package is ink marked with the part identification and the mark is cured. The predicted chronic yield is compared to the actual filtered yield in Fig. 8 , tuning using all production data. The predicted PBGA excursion yield is compared with the actual yield in Fig. 9 . As can be seen, the predicted yield tracks the actual yield closely.
V. CONCLUSION
Rapid yield learning in integrated circuit package assembly is important to achieving low manufacturing costs and short time-to-market. Through the use of case studies, we have developed a yield learning model that applies across a wide spectrum of package technologies. This model provides management with a tool to project the yield ramp time, identify yield learning bottlenecks, and even assess the yield impact of hiring new, inexperienced personnel. The latter is particularly important in that labor turnover rates are as much as 3-5% per month in the Far East, where many assembly factories are located. Indeed, the factory with the highest assembly yields had the lowest labor turnover rate. In general management was more interested in sensitivity analysis as a means to understand the factory and guide decision making, than they were in accurate yield ramp predictions.
A key learning of our work is that similar factors and factor sensitivities appear in all technologies. In all cases the most important factors were operator experience, changes in volume, types of work teams, process complexity, equipment upgrades, and technology type. The importance of operator experience and engineer experience (process complexity) confirm management intuition about the importance of personnel in yield learning. But the affect of volume changes on yield learning was counter-intuitive to managers. They all assumed that higher volumes resulted in higher yield learning rates, as in the classical manufacturing learning curve.
In assembly, sharp volume ramps overwhelm the engineers with defects, increasing the diagnosis time. In addition, the volume ramps increase cycle time, which increases the time to determine if a corrective action was effective in increasing yield.
We found that the process of building the yield learning model in each case study was very helpful in providing insight to the defect reduction engineers about the relative importance of different yield learning factors, often different from their intuition. For example, intuition suggests that more extensive gowning in the clean room should improve yields. But our modeling efforts show that there is no correlation between gowning and yield, and in fact the factory with the highest yields had the least amount of gowning.
Our models suggest some issues of concern for the future. The trend in assembly is to integrate several process modules together. This is most easily done in serial processes. However our models always show that batch processes have higher yield learning rates, due to the magnification of yield problems in large batches. On the other hand, our current work shows that the reduced cycle time of an integrated module increases yield learning rates. Accurate cost modeling of module integration requires yield models that handle these effects.
Our current work focuses on replacing all qualitative factors (e.g. process complexity) in our yield models with quantitative metrics (e.g. number of material parameters), in order to reduce the modeling time, and to allow modeling results and experience from prior products to be applied to new products with minimal tuning. For example, the process complexity factor really combines both complexity and engineer experience. When separated out, it shows that as expected, engineer experience is the most important factor in yield learning. These more quantitative factors also show that some yield drops that we thought were excursions in fact could be explained by a change in factor values.
We are also extending the model to handle the transition into maturity, where the yield learning rate falls. This is done by incorporating cycle times into the model, in particular the cycle of defect detection, diagnosis, solution implementation, and validation [2] . One goal is to be able to quantitatively decide when yield improvement activities are no longer beneficial, and operations should shift to statistical process control. In addition, the new model will account for the fact that factor sensitivities change in maturity. For example, operator experience is no longer as important, implying that new operators should be placed on mature lines, while experienced operators should be placed on new product ramps.
