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Combining several classiﬁers has proved to be an effective machine learning technique. Two concepts
clearly inﬂuence the performances of an ensemble of classiﬁers: the diversity between classiﬁers and
the individual accuracies of the classiﬁers. In this paper we propose an information theoretic framework
to establish a link between these quantities. As they appear to be contradictory, we propose an
information theoretic score (ITS) that expresses a trade-off between individual accuracy and diversity.
This technique can be directly used, for example, for selecting an optimal ensemble in a pool of
classiﬁers. We perform experiments in the context of overproduction and selection of classiﬁers,
showing that the selection based on the ITS outperforms state-of-the-art diversity-based selection
techniques.
& 2010 Elsevier Ltd. All rights reserved.1. Introduction
In many machine learning problems, combining the decisions of
several classiﬁers has shown to be an effective technique for
improving the classiﬁcation performances. Dietterich [1] gives three
main reasons why an ensemble of classiﬁers might be a better
choice than a single classiﬁer. First, when the same classiﬁcation
accuracy can be achieved by several classiﬁers (in particular when
the available training set is small), averaging all the decisions can
reduce the risk of picking the wrong classiﬁer. Then, many learning
techniques use local searches to converge toward a solution (e.g.
neural networks techniques), with the risk of staying stacked in local
optima. Running several searches and combining the solutions can
improve the performances. Finally, from a representational perspec-
tive, we may not be able to obtain the optimal classiﬁer using a
given training set and a given classiﬁer architecture. Combining
several classiﬁers can produce a better approximation of the optimal
solution. In [2], Freund and Shapire also discuss why averaging
classiﬁers can avoid overﬁtting.
Many techniques have been proposed in the past few years for
combining classiﬁers. There are basically two different combina-
tion scenarios. On the ﬁrst hand, outputs of several classiﬁers can
be fused together. One can obtain several classiﬁers by using
various learning techniques (e.g. different algorithms, different
initializations, different parameters,etc.) or various training datall rights reserved.
+41216937600.
net).
earch work was conducted.
Thiran, Information theoret(different training sets or feature sets). The combination can be
performed using either trainable rules (e.g. a classiﬁer as
combination rule) or ﬁxed rules (e.g. simple probability rules or
voting strategies). On the second hand, the combination can be
implemented in ensemble creation scheme. Classiﬁers are
iteratively added in the ensemble such that a strong ensemble
of classiﬁers is produced. The most known ensemble growing
techniques are Bagging [3], AdaBoost [4] and Random Forests [5].
More detailed surveys on classiﬁer combination can be found in
[6,7]. From a practical perspective, the use of an ensemble is only
justiﬁed if it becomes better than its best individual member. To
achieve this requirement, classiﬁers need to commit errors on
different data. This concept refers to the notion of diversity of the
classiﬁers. However it is known (e.g. [6])—and we will also
demonstrate it—that directly maximizing diversity measures
does not necessarily lead to optimal ensembles.
In this paper, we propose a novel approach to tackle this issue.
We develop an information theoretic framework that deﬁnes a
new measure of the goodness of an ensemble of classiﬁers which
is based on the trade-off between the individual accuracies and
the diversity between the classiﬁers. This framework was already
introduced in [38] from a practical perspective, with a speciﬁc
application to AdaBoost. In this paper we provide a complete
theoretical analysis with detailed experimental work. As an
applicative example, we propose to use the new measure as a
criterion for selecting an optimal ensemble in a predeﬁned pool of
classiﬁers.
The paper is organized as follows: in Section 2, we introduce
and discuss the notion of diversity between classiﬁers and its
relationship to ensemble accuracy. Then, after reviewing inic combination of pattern classiﬁers, Pattern Recognition (2010),
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tion, we present information theoretic combination of classiﬁers
in Section 4. The new score is deﬁned in Section 5, while Section 6
presents an example of potential application of the score, in the
context of overproduction and selection of classiﬁers. Finally we
draw some conclusions in Section 7.2. Diversity in ensembles of classiﬁers
It is commonly admitted that large diversity between
classiﬁers in a team is preferred. However, diversity can be
understood differently depending on the context. It can be viewed
as a measure of dependence, complementarity or even orthogon-
ality between classiﬁers [8]. In practice, diversity can be used in
three different philosophies. First, it can be directly used as an
optimization criterion for training diverse ensembles. Then, it is
often used implicitly in the ensemble growing techniques, where
the ensembles become progressively diverse (e.g. AdaBoost).
Finally it can be used for controlling the relevance of an ensemble
by checking if it is diverse enough.
In [9], Cunningham et al. claim that ‘‘any work with
classiﬁcation ensembles should explicitly measure diversity in
the ensemble’’. Giacinto et al. [10] states that classiﬁers in an
ensemble need to be ‘‘accurate and diverse’’. Several studies
focused on understanding how diversity was handled on various
ensemble creation techniques like AdaBoost or Bagging [11,12].
Finally, many techniques have been proposed for exploiting
diversity for ﬁnding good ensembles [13–18]. It was even
proposed to voluntarily overtrain the classiﬁers in order to create
diversity between them [19]. In all these studies, various diversity
measures have been proposed. We give hereafter a general
overview of the most signiﬁcant ones.
2.1. Diversity measures
Let us consider that we want to associate an example xARd to
a class y. Let f1,f2 be decision functions of two different classiﬁers
such that f1(x)¼y1 and f2(x)¼y2.
We deﬁne the following probabilities of the respective
pairs of correct/incorrect classiﬁcations: a¼P(y1¼y, y2¼y),
b¼ Pðy1ay,y2 ¼ yÞ, c¼ Pðy1 ¼ y,y2ayÞ, d¼ Pðy1ay,y2ayÞ. The
most used diversity measure is certainly Yule’s Q-statistic [20]
(QS). It is deﬁned by:
Q ¼
adbc




As shown in Eq. (1), two statistically independent classiﬁers will
have Q¼0. Q varies between 1 and 1, the lower the value the
more diverse the classiﬁers. Classiﬁers that tend to recognize the
same objects correctly will have positive values of Q, and those
which commit errors on different objects will render Q negative.
Then other similar diversity measures have been proposed,
among them, the disagreement measure [21] corresponding to
the total proportion of examples for which the two classiﬁers
disagree, the double fault measure [10] which counts the
proportion of examples misclassiﬁed by both classiﬁers.
On the other hand, there exists several non-pairwise diversity
measures. The most used is the Kohavi–Wolpert variance [22].
The diversity measures introduced in this section clearly present
correlation between them and, as pointed out in [12], there is no
best diversity measure that can be used for building ensembles
with minimal error. Moreover, ﬁnding a systematic relationship
between these diversity measures and ensemble accuracy is a
very challenging task.Please cite this article as: J. Meynet, J.-P. Thiran, Information theoret
doi:10.1016/j.patcog.2010.04.0132.2. Limits of diversity measures
The diversity measures introduced here above have been
extensively used in many applications, particularly in the context
of classiﬁer selection from a large set of classiﬁers [10]. However,
is has been observed in practice that explicitly maximizing
diversity measures is not as successful as expected. Several
studies proposed to understand, both theoretically and practi-
cally, why these diversity measures present limitations for
obtaining effective ensembles. In [23], Kuncheva explains why
the use of these diversity measures becomes irrelevant when
combining two classiﬁers. Then, empirical studies [8,13], showed
that the relationship between diversity measures and ensemble
accuracy is somehow confusing. Kuncheva also reported in [6]
that the improvement on the best individual accuracy by forcing
diversity is negligible. In [14], Hadjitodorov showed that, in some
particular cases, using moderate diversity can produce better
ensemble than maximum measure of diversity.
Finally Tang et al. [24] recently gave theoretical insights
showing that the diversity measures are in general ineffective. In
particular, they proved that using diversity measures usually
produces ensembles with large diversity, but not maximum
diversity.
These considerations explain why diversity is usually only
used for visualization (plot pairs of classiﬁers according to their
diversity), or overproduction and selection of classiﬁers. More
details about diversity and how to create diversity in ensemble
are given in [15].
In the following sections, we will investigate this paradoxical
behavior of diversity. On the one hand it is known as a major
factor in ensemble design, on the other hand using state-of-the-
art diversity measures dos not systematically lead to improved
performances compared to the best member of the team.3. Introduction to information theoretic classiﬁcation
3.1. Motivations
In this section we will introduce an information theoretic
framework for combining classiﬁers. We will ﬁrst motivate our
choice by showing how information theory (IT) can help tackling
the ambiguity of diversity as explained in the previous section.
We will use information theoretic tools to understand why
selecting the most diverse ensemble is not necessarily the best
choice.
Information theory is commonly used in coding and commu-
nication applications and more recently, is has also been used in
classiﬁcation area. Information theoretic classiﬁcation was ﬁrst
introduced by Principe et al. [25]. Basically, a learner is viewed as
an agent that gathers information from some external sources.
Information theoretic quantities have been widely used for
feature extraction and selection, e.g. Fisher et al. [26], Hild et al.
[27] or Sindhwani et al. [28], who proposed a feature selection
technique for support vector machines and neural networks.
Recently, Butz et al. [29] proposed to apply this framework to
multi-modal signal processing.
Multi-modal signals represent several signals of different
modalities but coming from the same physical scene. The
underlying idea is that the information contained in one signal
can help for processing other modalities, and, IT offers a variety of
tools for handling the exchange of information between the
source and the signals, and between the signals of several
modalities.
In this work, we propose to model classiﬁer combination as a
similar problem, considering that several classiﬁers are trainedic combination of pattern classiﬁers, Pattern Recognition (2010),
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tion. IT can provide efﬁcient tools for measuring and analyzing
dependency between classiﬁers and of course accuracy of the
classiﬁers.
3.2. Information theoretic deﬁnitions
Let us ﬁrst review some basic IT concepts that will be used
in the remaining of the paper. More details can be found in
[30]. Shannon’s entropy HS(X) of a discrete random variable
X with probability density function p(x) is deﬁned by
HSðXÞ ¼
P
kpðxkÞlogpðxkÞ. Consider two random variables X and
Y with a joint probability density function p(x,y) and marginal
probability density functions p(x) and p(y), then Shannon’s





jpðxk,yjÞlogpðxk,yjÞ=pðxkÞpðyjÞ. For notation simpli-
city and if not speciﬁed otherwise, Shannon’s deﬁnitions HSðY jXÞ
and IS(X;Y) will be written HðYjXÞ and I(X;Y). The relationships
between entropy and mutual information can be represented
graphically by means of Venn diagrams as shown in Fig. 1. Mutual
information represents the information that is shared by both
variables X and Y. It can thus be represented by the intersection
between both marginal entropies H(X) and H(Y).
Shannon’s deﬁnitions of entropy and mutual information
have been extended to the more general Renyi’s deﬁnitions:
HaðXÞ ¼ ð1=ð1aÞÞl o g
P
kp
aðxkÞ wi th a40,aa1 and IaðX;YÞ ¼
ð1= ð1aÞÞl o gPkPjpaðxk,yjÞ=pa1ðxkÞpa1ðyjÞ.
3.3. Information theoretic classiﬁcation
The classiﬁcation process can be modeled using an information
theoretic framework. Let us ﬁrst introduce some notations and
variables concerning information theoretic classiﬁcation, that will
be used in the remaining of the paper.
Let us assume that we have a set X of n examples, obtained
from a physical signal that we denote S. The true class labels of the
examples are represented by a random variable C. C is deﬁned
over the set of classes Oc (Oc ¼ f1;1g in a binary classiﬁcation
task). Let us denote F the feature vectors of the examples,
obtained by feature selection and extraction. The class labels
estimated by the classiﬁcation process is called C^ . The common
classiﬁcation problem can be summarized by a simple processing
chain: acquisition of the signal, feature selection, feature extrac-
tion and classiﬁcation. In information theory, this processing
chain can be formulated as a ﬁrst order Markov chain [25,29], as
depicted in Fig. 2, along with the main classiﬁcation steps.
The ultimate goal in classiﬁcation is to minimize the difference
between the true labels and the estimated class labels. This can be
modeled by considering a random variable E taking values into
{1,0}. The probability of making an error during the classiﬁcation
process is thus:
Pe ¼ PðE¼ 1Þ ¼ PðC^aCÞ: ð2ÞH(X)
H(Y|X)I(X;Y)H(X|Y)
H(Y)
Fig. 1. Venn Diagram representing the concept of entropy and mutual informa-
tion. Mutual information can be viewed as the intersection between the marginal
entropies.
Please cite this article as: J. Meynet, J.-P. Thiran, Information theoret
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problem of classifying examples to classes. We will thus integrate
the pre-processing steps (signal acquisition, feature selection and
feature extraction) into the classiﬁcation step, resulting in one
single random variable C^ for the whole classiﬁcation process.
The complete classiﬁcation process can thus be simpliﬁed into
the following ﬁrst order Markov chain:
C-C^-E: ð3Þ
Intuitively, the estimated class labels C^ should contain as
much information about the class labels C as possible. In other
words, we would like to maximize the mutual information
between the true labels and the estimated labels IðC; C^ Þ. This
intuitive idea can be formalized by trying to minimize bounds on
the error probability Pe.
In [32], Erdogmus et al. give a generalization of Fano’s
inequality [31] for bounding the error probability Pe:
Theorem 3.1 (Erdogmus and Principe [32]). Considering the ﬁrst








where hS(Pe)¼Pe logPe(1Pe)log(1Pe) is the binary Shannon’s
entropy, and Ia,bðC; C^ Þ represents Renyi’s deﬁnition of the mutual
information with a,bARþ \f1g.
As the number of classes jOcj is ﬁxed, the entropy of the class
labels HS(C) does not depend on the classiﬁcation process. Bounds
in Eq. (4) point out that maximizing the MI between the two
random variables C and C^ will tend to minimize both bounds, thus
increasing the chances of having a low error probability Pe. Clearly
minimizing both bounds in Theorem 3.1 does not mean
necessarily minimizing Pe, however, if the lower bound is high,
the error we be also be high. In the next section we will extend
these properties to the framework of multiple classiﬁers.4. Information theoretic combination of classiﬁers
The information theoretic framework introduced in the
previous section was referring to the general classiﬁcation task.
This section shows how it can be extended to the case where the
classiﬁcation problem is more speciﬁcally a combination of
several classiﬁers.
Let us assume that we have a team of K given classiﬁers. Let us
now denote C^ the random variable representing the estimated
class labels obtained by aggregation of the individual decisions.
The aim is thus to ﬁnd the best combination of members in the
sense that it will maximize IðC; C^ Þ.
Let us call Ci, i¼1,y,K, the random variables representing the
decisions of classiﬁers i¼1,y,K. Each classiﬁer can be modeled
separately using the Markov chain in Eq. (3).
Conceptually, the combination process can be summarized by
the Venn diagram shown in Fig. 3. The accuracy of an individual
classiﬁer Ci is represented by intersection between H(Ci) and H(C).
The mutual information between two classiﬁers Ci and Cj is the
intersection of the two corresponding marginal entropies H(Ci)
and H(Cj).
For simpliﬁcation and without loss of generality, let us
consider a two class problem with labels {1,1}. The main
relationships between the classiﬁers and the true classes are
measured by the mutual information (MI) between them:ic cThe MI between the output of individual classiﬁer i and the






Fig. 2. Different stages of pattern recognition systems, formulated as a ﬁrst order Markov chain.
Fig. 3. Venn Diagram representing relationships between two classiﬁers C 1, C 2
and the true class labels C.
Fig. 4. Venn Diagram showing how to optimize classiﬁer combination.
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Let PC;C^ be the joint probability density function between true
classes and the ensemble decision and PC, PC^ the corresponding
marginal probabilities. The quantity that we want to maximize is
the MI between the true labels and the labels obtained by










The combination rule can be implemented using variety of
strategies. The simplest combination rule is the majority voting
(MV). Despite its simplicity, MV has proved to be an effective rule
for many combination tasks. Moreover, MV can easily be
extended to weighted majority voting which is widely used in
the multiple classiﬁers community. For example, the decision of
AdaBoost [4] is a weighted majority vote of weak classiﬁers. Many
studies [33–36] have focused on analyzing why majority voting
was as effective as more complicated schemes in improving the
pattern recognition results. In the remaining of the paper, we
restrict the combination rule to majority voting.
4.1. Majority voting for combining classiﬁers
Considering a MV combination scheme, the probability






PðCi ¼ y,Cj ¼ yÞ: ð6Þ
Then, the following theorem gives the relationship between
the ensemble accuracy and the individual accuracies as a function
of the numbers of voters:
Theorem 4.1 (Shapley and Grofman [37]). Consider a group of odd
size K with any distribution of individual accuracies (p1,y,pK), where
pi40:5 8i. The probability to reach the correct decision, when
utilizing the simple majority rule, is larger or equal to the probability
p¼ ð1=KÞPKi ¼ 1 pi of a random group member to do so.
Please cite this article as: J. Meynet, J.-P. Thiran, Information theoret
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PðC ¼ y,Ci ¼ yÞ: ð7Þ
Considering bounds Eqs. (6) and (7) on each term of the
mutual information in Eq. (5), we see that minimizing the MI
between each pair of classiﬁer ICi ;Cj ,ia j and maximizing the MI
between each single classiﬁer and the true class labels IC;Ci will
tend to maximize the mutual information between the ensemble
decision and true labels: IC;C^ , which proves the following Theorem
that we propose:
Theorem 4.2. Let C1,C2,y,CK be K random variables representing
the output labels of K classiﬁers and C a random variable representing
the true class labels. Maximizing IC;Ci 8iAf1, . . . ,Kg and minimizing
ICi ;Cj 8iAf1, . . . ,Kg, 8jAf1, . . . ,Kjj4 ig, will maximize IC;C^ . C^ repre-
sents the estimated class labels obtained from C1,y,CK by majority
voting.
As introduced in Section 3, IC;Ci can be viewed as a measure of
accuracy of classiﬁer i. ICi ;Cj measures the similarity between the
two classiﬁers i and j. In other words, by minimizing ICi ;Cj , we
maximize the diversity between the two classiﬁers.
It is important to note that Theorem 4.2 represents a sufﬁcient
condition for maximizing IðC; C^ Þ, but it is clearly not a necessary
condition. In fact, it is possible to have an accurate ensemble of
classiﬁers which does not maximize diversity between classiﬁers.
This will be discussed experimentally in Section 6.
Theorem 4.2 can be summarized graphically by the Venn
diagram shown in Fig. 4.
4.2. Diversity/accuracy dilemma
The relationships shown in Theorem 4.2 reveal a paradox in
the sense that the two measures involved are somehow contra-
dictory. In fact, two very good classiﬁers will clearly have very low
diversity, while two poor classiﬁers, say slightly better than
random guessing, will be very likely diverse. This paradox can
easily be seen using Venn diagrams Fig. 5(a) and (b). Fig. 5(a)
shows that maximizing both individual accuracies will tend toic combination of pattern classiﬁers, Pattern Recognition (2010),
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Fig. 6. Coupled Markov chains for two classiﬁers trained differently from the same
input data.

















Fig. 7. The similarity of two classiﬁers I(C1; C2) function of the average individual
accuracy ðIðC2;CÞþ IðC1; CÞÞ=2. The two classiﬁers have the same individual
accuracy.
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which is equivalent to increase similarity between classiﬁers.
Inversely, Fig. 5(b) shows that minimizing similarity between
classiﬁers will force to decrease individual accuracies.
This phenomenon can be discussed through the following
formalism. Consider two random variables C1, C2 representing two
classiﬁers and C^1 , C^2 their respective class labels. Let C be the true
class labels.
To establish a probabilistic link between the two classiﬁers, a
parallel is made with the work of Butz et al. in [29] concerning
processing of multi-modal signals. First recall some pattern
recognition deﬁnitions. We consider that the training and testing
examples are generated from an unknown but ﬁxed probability
density function (pdf) and the task is to ﬁnd a function that
minimizes the risk of misclassifying new vectors drawn from the
same pdf. We can consider that the inputs of both classiﬁers C1






These coupled Markov chains are depicted in Fig. 6. The
probability densities of C1 and C^1 , resp. C2 and C^2 , are both
estimated from the same data sequences. Therefore we can write
IðC1; C^2 Þ  IðC2; C^1 Þ  IðC1;C2Þ. Then, the data processing inequality






Maximizing the individual accuracies represented by
I(C;C1),I(C;C2) will consequently maximize I(C1;C2), the similarity
between the classiﬁers. Inversely, minimizing I(C1;C2) (maximiz-
ing the diversity) will tend to minimize the classiﬁers accuracy.
This phenomenon reﬂects the limitations of diversity-based
techniques, as presented in Section 2.2. To address the contra-
diction presented here, a trade-off needs to be introduced. A studyPlease cite this article as: J. Meynet, J.-P. Thiran, Information theoret
doi:10.1016/j.patcog.2010.04.013of how the diversity evolves depending on the classiﬁers
accuracies is given in the next section.5. Information theoretic score
5.1. Estimation of the relationship between diversity and classiﬁers
accuracy
This section proposes an empirical estimation of the relation-
ship between diversity and accuracy in order to give a computable
measure of the ensemble performance. This link is estimated with
the following experiment. Outputs of two classiﬁers (C1, C2) with
equal individual accuracies between 0.5 and 1 (i.e. classiﬁers
better than random guessing) are iteratively simulated. We report
in Fig. 7 the similarity between output labels I(C1; C2) for each
trial as a function of the individual accuracy ðIðC;C1Þþ IðC;C2ÞÞ=2.
A simple possible modeling of the relationship is to approx-
imate similarity by a quadratic function of the average individual
accuracy. Fig. 8 gives a graphical interpretation of this
approximation. A classiﬁer is represented by a 2-dimensional
vector. Its projection onto the horizontal axis measures its
individual accuracy while the difference between vertical
projections of two vectors measures the diversity between
them. The dash line represents the maximal diversity allowed









Fig. 8. Graphical representation of accuracy/diversity dilemma.











Fig. 9. Score behavior with synthetic class labels.
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two accurate classiﬁers cannot be so diverse.
In the following, we will consider two terms based on the
mutual information between classiﬁers: one measuring average
accuracy, the other measuring diversity.
Deﬁnition 5.1. The average accuracy of the K classiﬁers called
information theoretic accuracy (ITA)
ITA¼
PK
i ¼ 1 IðC;CiÞ
K
: ð10Þ
Deﬁnition 5.2. The average diversity between the classiﬁers is








j ¼ iþ1 IðCi;CjÞ
: ð11Þ
In this work we propose to use a simple ﬁrst order statistic to
measure the individual accuracies and diversities, for two main
motivations. On the ﬁrst hand, the goal is to design a simple
global score that can be used in various classiﬁer combination
applications. Using other statistics could increase signiﬁcantly the
computational costs of the measure. On the second hand,
Theorem 4.2 does not help us to discriminate between ensembles
having a large variance in the individual accuracies (thus large
diversity) and ensembles having low variance between the
individual accuracies and possibly less diversity. In this case we
propose to keep the ensembles with high average accuracy even if
diversity between them is penalized. It avoids the limitations of
diversity-based techniques presented in Section 2.2.
In order to design a score that reﬂects Theorem 4.2, we need to
consider the quadratic approximation of the similarity between
the classiﬁers and the average accuracy presented before. This
relationship can be written as ITA2p1=ITD. In fact, the diversity
term ITD already contains relevant information about the average
individual accuracy. We thus propose to compensate this
information by considering the following Information Theoretic
Score (ITS) as a function of ITS and ITD:
Deﬁnition 5.3. The information theoretic score (ITS) of an
ensemble of K classiﬁers combined by majority voting is deﬁned
by
ITS¼ ð1þ ITAÞ3ð1þ ITDÞ: ð12Þ
ITS can also be written ITS¼(1+ ITA)(1+ ITA)2(1+ ITD). The ﬁrst
factor based on ITA forces to choose the most accurate classiﬁers.
The other terms maximize diversity for ensembles with identical
ITA. This score will tend to select the best ensemble of classiﬁers
by only considering diversity when it becomes a relevant feature.
Compared to standard diversity based techniques, this will
penalize ensembles with low ITA and large ITD. Moreover, the
ITS can be evaluated very easily. The mutual information terms
involved in the ITS are estimated from the labels output by the
classiﬁers. In other words, the dimensionality of the space is thePlease cite this article as: J. Meynet, J.-P. Thiran, Information theoret
doi:10.1016/j.patcog.2010.04.013number of classes. Considering that we have a very small number
of classes compared to the number of available samples,
computing the mutual information terms does not suffer from
estimation in high dimensional spaces. Finally, note that the
model that we propose is a choice and other similar modelings
could be chosen. The next section tries to validate this deﬁnition
in the context of overproduction and selection of classiﬁers.5.2. Validation of the ITS
To evaluate the intrinsic behavior of the ITS, we ﬁrst consider
simulated classiﬁer outputs. By generating random outputs we
can explore the complete space of output labels. It presents the
advantage of being completely independent of the process of
feature selection and independent of the learning algorithm. We
can thus perform an unbiased evaluation of the ITS. Let us
consider the following simple experimental setup. We randomly
generate output vectors for three classiﬁers. For each run, we
measure the accuracy of the majority voting ensemble and the
ITS. The results are shown in Fig. 9. Note that, in this experiment,
we do not impose the individual accuracies to be identical, we
only constraint them to fall between 0.5 and 1.
As expected, ensembles with high ITS are accurate. Moreover,
an ensemble can be accurate but with a low ITS, therefore, the
condition for maximizing IðC; C^ Þ is sufﬁcient but not necessary.5.3. ITS in multi-class problems
In Section 5.1, ITS was deﬁned according to empirical
considerations based on binary classiﬁcation purposes. However,
we will show in this section that the ITS can also be used in multi-
class problems. From a practical point of view, increasing the
number of classes will increase the chances of having different
outputs between the classiﬁers. This phenomenon is reﬂected by
a higher diversity for a ﬁxed individual accuracy. In order to check
this multi-class behavior, we performed the same experiments as
in Section 5.2, with simulated output labels but with various
number of classes from 2 to 6. Results are reported in Fig. 10. As
expected, the accuracy/diversity representation still holds for
multi-class problems, the diversity being an increasing function of
the number of classes. The global relationship between ITD and
ITA does not depend on the number of classes. Nevertheless, for
very large number of classes, an adaptation of the diversity termic combination of pattern classiﬁers, Pattern Recognition (2010),
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Fig. 10. ITS in multi-class problems.
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will consider datasets with up to 10 classes.5.4. Discussion
ITS ﬁxes a trade-off between average individual accuracies and
diversity. It can be used as a global measure of ensemble
efﬁciency. However it presents some limitations. The main
underlying hypothesis we made in the experiments for designing
the new measure, is that the variance of individual accuracies in
the ensemble is small. Clearly, if the individual accuracies in the
ensemble are really balanced, approximating the individual
accuracies by their average becomes irrelevant. In this case, no
global relationship between accuracy and diversity can be found.
For example, combining two classiﬁers, one very accurate and one
poor cannot be optimized by measuring diversity between them.
However, in such cases, the contribution of ITA term in ITS will be
more important than ITD, resulting in the selection of the best
classiﬁers even if they are not diverse.
In fact, the general idea of ITS is to adapt the contributions of
both terms ITA and ITD depending on the context. If the classiﬁers
to be combined have almost identical individual accuracies, then
the contribution of ITD in the ITS will be discriminant. It there
exists more difference between individual accuracies, then ITA
becomes more relevant and it then preferable to choose good
classiﬁers even if they have more redundancy between them.
The other drawback of this information theoretic framework is
that the proposed criterion is not differentiable. It cannot be used
directly as optimization criterion for building good ensembles.
There are several alternatives to tackle this limitation. On the one
hand, we will propose to use ITS as a measure for controlling the
performance of classiﬁers ensembles. This can be done for
example in the context of overproduction and selection of
classiﬁers. As we cannot maximize ITS analytically, we can also
imagine techniques for incrementally increasing the ITS of the
ensemble. For example, ITS can be used in a modiﬁed version of
AdaBoost called ITS-Boost (see [38]) by selecting at each iteration
the weak classiﬁer that maximizes a weighted version of the ITS.
It can also be used for training iteratively ensembles of Support
Vector Machines [39].
An important remark is that, we do not really need to ﬁnd the
best ensemble in the sense that it maximizes the ITS. As pointed
out in Theorem 4.2, the conditions on the mutual information
between classiﬁers and true classes do not imply ﬁnding the best
ensemble but means ﬁnding one of the best.Please cite this article as: J. Meynet, J.-P. Thiran, Information theoret
doi:10.1016/j.patcog.2010.04.013In the next section, we will present a possible application of
the new score: overproduction and selection of classiﬁers.6. Experiments and results
6.1. A simple two-dimensional binary problem
For evaluating the relevance of the ITS deﬁned above on a real
classiﬁcation task, we ﬁrst consider a 2 class toy problem using
the Banana dataset available in the Matlab Pattern Recognition
Toolbox [40]. We generate 1000 training examples for both
classes and we split this training set into 15 smaller subsets by
random sampling. We then train one classiﬁer with each subset.
A ﬁrst experiment (Fig. 11(a)) consists in training 15 support
vector machines (SVM) with 3rd order polynomial kernels (the
C parameter being evaluated by cross-validation). The 455
possible combinations of three classiﬁers (called triplets in the
following) are exhaustively tested. For each triplet, we measure
the ITS on the training set, the ensemble accuracy on a large test
set and we also compute the average individual accuracy of the
three classiﬁers. This average accuracy is represented by the gray
level of the disks in Fig. 11(a).
In the second experiment, three different learning algorithms
are used. We trained ﬁve SVM, ﬁve linear classiﬁers and ﬁve
K-nearest neighbors KNN and again ITS is measured for each
triplet. Results are reported in Fig. 11(b).
As expected, the triplets of classiﬁers with low ITA (dark disks)
lead to low ensemble classiﬁcation accuracy. When the three
individual classiﬁers are accurate individually (light disks in
Fig. 11(a) and (b)), the ﬁnal classiﬁcation is generally accurate.
However, in both conﬁguration, the white points (which means
the three best classiﬁers combined together) do not necessarily
give the best combination. This phenomenon is more visible in the
case of 15 SVM as they only have slight differences in their
individual accuracies. In any case, the ensembles with high ITS are
very accurate. These experiments show that, at least in toy
problems, the ITS can overcome the limitations of diversity as
presented in Section 2.
In Fig. 12(a) and (b), we show graphical examples of classiﬁer
selection by ITS. We generated 10 linear classiﬁers in Fig. 12(a)
and 10 SVM with 3rd order polynomial kernels in Fig. 12(b). The
decision functions selected by maximal ITS are drawn in bold. The
two class subspaces are represented by different gray
backgrounds.6.2. Real world datasets
In this section we report experiments on real world datasets
taken from the UCI Machine Learning repository [41]. The
datasets cover a wide range of applications with number of
classes between 2 and 10, with small sample size and large
sample size cases. A summary of the datasets used is given in the
three ﬁrst columns of Table 1.
In these experiments, we ﬁrst trained a set of 15 decision trees
(CART trees [42]) on random subspaces of the training set. The
choice of the base learner was motivated by the notion of
classiﬁer stability. As in Bagging [3], unstable classiﬁers should be
preferred in order to obtain accurate ensembles. However, it is
important to recall here that the proposed approach is completely
independent of the nature of the classiﬁers to be combined. One
could combine SVMs together or SVMs with decision trees,
bayesian classiﬁers or KNN, etc,y
For each single classiﬁer we measure the error rates by cross-
validation for small sample datasets or using a separate test set ific combination of pattern classiﬁers, Pattern Recognition (2010),
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Fig. 11. Combination accuracy and ITS for each triplet of classiﬁers: (a) 15 SVM with RBF kernels and (b) ﬁve SVM with RBF kernels, ﬁve KNN classiﬁers and ﬁve linear
classiﬁers. The color of the circle is proportional the average accuracy of the ensembles.
Fig. 12. Example of ensemble selection with ITS. Classiﬁers are generated on subsets of the complete training set. Bold lines represent the three selected candidates: (a)
voting of three linear classiﬁers; (b) voting of three SVM polynomial, d¼3.
Table 1
Results on UCI datasets.
Dataset # classes # feat. # ex. Best classiﬁer ITS, K¼3
BreastWC 2 33 198 39.4370.05 32.2170.02
Glass 6 9 214 36.9170.04 33.7470.05
Image 7 19 2310 23.14 70.01 22.60 70.02
Ionosphere 2 34 351 15.92 70.01 15.45 70.01
Iris 3 4 150 5.21 70.12 5.27 70.14
Pen 10 16 10992 4.1670.03 3.7870.04
Prima 2 8 768 33.3770.01 32.1670.01
Wine 3 13 178 29.8770.02 27.6170.03
Zoo 7 16 101 12.11 70.04 12.1070.04
Summary of the datasets used. Number of samples and dimensionality of the input
space. We report error rates (in %) of the best single classiﬁer and an ensemble of
K¼3 classiﬁers created by maximizing ITS.
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combination of K¼3, 5 and 7 classiﬁers, we measure the
performance of the ensemble having the highest ITS. The
sampling and training procedure has been repeated 10 times in
order to obtain reliable classiﬁcation statistics. In last column of
Table 1, we report the mean and standard deviation of the error
rates for the best individual classiﬁer and the statistics of the
ensemble of three classiﬁers selected by ITS. It clearly shows that
even a small ensemble of 3 classiﬁers compares favorably with
the best individual classiﬁer in most datasets.Please cite this article as: J. Meynet, J.-P. Thiran, Information theoret
doi:10.1016/j.patcog.2010.04.013In order to compare with a pure diversity based ensemble
selection, we also extracted, at each run, the ensemble having the
largest average QS. In other words, we compare the ITS measure
with the ensemble the most diverse. Results are reported in
Table 2 for various numbers of classiﬁers: K¼3 and 7. It some
datasets, it signiﬁcantly decreases performances compared to the
best individual classiﬁer. This conﬁrms the limitation of the pure
diversity-based techniques as described in Section 2.2. Then, ITS-
based selection outperforms QS selection in most situations.
Finally, Table 3 shows the inﬂuence of number of members in
the ensemble. As expected, increasing the number of classiﬁers in
the ensembles increases the performances but in general, small
ensembles already give signiﬁcant improvements compared to
the best individual member.6.3. Iterative selection of classiﬁers
The purpose of the experiments presented in previous section
was to show that the ITS is a relevant measure of ensemble
efﬁciency. It can tackle the limitations of pure diversity based
selection methods. For this we tested all possible combinations of
K¼3, 5, 7 classiﬁers in a pool ofM¼15 classiﬁers. This means that
for each experiment, we needed to test ðMK Þ. For instance, selecting
7 classiﬁers in a pool of 15 means testing 6435 ensembles. As
many datasets require cross-validation techniques for estimatingic combination of pattern classiﬁers, Pattern Recognition (2010),
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Table 3
Results on UCI datasets.
Dataset ITS
K¼3 K¼5 K¼7
BreastWC 32.2170.02 32.1770.01 31.7670.09
Glass 33.7470.05 29.7870.08 29.7170.04
Image 22.6070.02 20.9270.03 19.9470.02
Ionosphere 15.4570.01 13.9270.02 13.7270.01
Iris 5.2770.14 5.1770.09 5.0570.09
Pen 3.7870.04 3.2570.05 3.2070.04
Prima 32.1670.01 32.9470.01 31.5670.01
Wine 27.6170.03 27.2070.02 27.0370.04
Zoo 12.1070.04 9.8170.00 9.7570.01
Inﬂuence of the number of classiﬁers in the ensemble. We report error rates (mean
and standard deviation) for ensembles of K¼3,5 and 7 classiﬁers.
Table 2
Results on UCI datasets.
Dataset Best individual Q ITS
K¼3 K¼7 K¼3 K¼7
Breast 39.4370.05 38.3270.09 34.1270.12 32.2170.02 31.7670.09
Glass 36.9170.04 35.4270.05 33.3270.02 33.7470.05 29.7170.04
Image 23.1470.01 23.2370.01 21.0970.02 22.6070.02 19.9470.02
Iono. 15.9270.01 14.6870.06 14.2370.01 15.4570.01 13.7270.01
Iris 5.2170.12 25.6770.12 20.2270.11 5.2770.14 5.0570.09
Pen 4.1670.03 5.1370.07 4.3670.03 3.7870.04 3.2070.04
Prima 33.3770.01 32.8770.03 32.1270.05 32.1670.01 31.5670.01
Wine 29.8770.02 30.5270.02 28.2870.04 27.6170.03 27.0370.04
Zoo 12.1170.04 16.1070.10 9.9570.08 12.1070.04 9.7570.01
Comparison of error rates of various methods: best individual classiﬁer, selection by maximal ITS and selection by maximal QS.










Selecting K classifiers from M=100
Exhaustive search
Iterative selection
Fig. 13. Number of tests that need to be performed for classiﬁer selection using
either exhaustive search (solid) or our iterative selection (bold).
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expensive.
Moreover, in practical applications, the number of classiﬁers in
the pool (M) may be much larger that 15, and the optimal number
of classiﬁers to select (K) is not known a priori. As in the problem
of feature selection where we want to keep only the features that
are discriminant and not redundant, selection of classiﬁers in a
pool can be seen as selecting only classiﬁers that are accurate and,
if possible, diverse. We can use various sub-optimal alternatives
to avoid the exhaustive search of the best classiﬁers, mainly using
greedy algorithms.
For example, we propose to use the following selection
procedure:P
dFirst select the best individual classiﬁer C1 :
C1 ¼ argmax
Ci ,i ¼ 1,...,M
IðCi,CÞ: ð13Þ
Then, as majority voting requires an odd number of classiﬁers,
we need to ﬁnd two more classiﬁers maximizing the ITS
between C1 and them:
ðC2 ,C3 Þ ¼ argmax
ðCi ,CjÞ,i,jA f1,...,Mg\1
ITSðC1 ,Ci,CjÞ: ð14Þ
This procedure can continue recursively until a given number of
classiﬁer is reached or until the improvements by adding two
more classiﬁers becomes small enough. Once the ﬁrst classiﬁer
has been selected, we need to extract two other classiﬁers
from the M1 remaining. Consequently, each iteration i of the
procedure, we need to perform ðMþ12i2 Þ tests in order to ﬁnd the
two new optimal classiﬁers. The total number of tests forlease cite this article as: J. Meynet, J.-P. Thiran, Information theoret








which appears to be much lower than ðMK Þ (except when K is very
close to M, but in that case, classiﬁer selection becomes useless.).
An example is shown in Fig. 13. It shows the number of tests that
need to be performed using either exhaustive search (solid line) or
iterative selection (bold line), for selecting classiﬁers fromM¼100
classiﬁers.7. Conclusions
This paper presents a new ensemble learning technique in an
information theoretic framework. It provides a tool for measuring
the goodness of an ensemble by taking into account a trade-off
between individual accuracy and diversity. This information
theoretic criterion is classiﬁer-independent and only assumes
that the combination is done by voting. We propose to use this
new measure for selecting an optimal ensemble in a predeﬁned
team of classiﬁers. The experimental results show that our new
selection method outperforms standard diversity based selection
techniques.Acknowledgment
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