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Abstract: We give explicit formulae for the generators of the free polynomial algebra of Jacobi forms of
type Al , Bl and G2. With the aid of suitable generating functions we compute their intersection elements;
this provides an elliptic deformation of analogous formulae for the polynomial invariants of Coxeter groups.
The results are used in Part II to construct Frobenius manifold structures on the orbit spaces of the Jacobi
groups of type Al and G2.
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Jacobi groups, although without this name, arose in the theory of generalized root systems
of the affine type studied by Looijenga [12, 11]. The latter belong to the wider class of marked
extended affine root systems which were introduced by Saito [14, 15]. They are generalized
root systems of affine type which preserve a semidefinite positive bilinear pairing with two-
dimensional kernel: the “marked” refers to a choice of a sublattice of rank one in the kernel,
in order to extend the metric to a preserved hyperbolic metric, namely nondegenerate and
indefinite.
Already Looijenga noticed that those Weyl groups carry a natural SL(2,Z)-action and hence
one can define a semidirect product which we denote by J(g) in correspondence with a simple Lie
algebra g: later Wirthmu¨ller [18] began the study of a suitable algebra of invariants under J(g),
which he named “Jacobi forms” because in the case g = A1 they reduce to the Jacobi forms
in the sense of Eichler and Zagier [8]. He proved a Chevalley’s type theorem (except for the
case E8) which states that the invariants constitute a polynomial, freely generated, bi-graded
algebra J (g)•,• over the graded ring of modular forms M•: this algebra plays the same role as the
algebra of polynomial invariants of finite Coxeter groups or the exponential invariants for the
affine Weyl groups [4].
Now it is known from [5] that the spectrum of these algebras (i.e., the underlying manifold
structure of the quotient space) can be endowed with a very rich geometric structure called
“Frobenius manifold” [6]: we will address the connection between Jacobi groups and Frobenius
manifolds in Part II. Here suffices to say that, since there are many points of contact between
the polynomial case (i.e., Coxeter groups) and the elliptic one (i.e., Jacobi groups), it is natural
to work out an analog structure in the context of these Jacobi invariants.
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In this Part I we work out explicit analytic expressions for the generators of the Jacobi
algebras of type Al and Bl ; they are given in terms of a generating function which can be
regarded as elliptic deformations of the analog generating functions for the Coxeter invariant
polynomials. This technique also allows us to generalize the work done by Saito, Yano and
Sekiguchi in [13], where they computed the matrix elements of the intersection form in the
basis of invariant polynomials.
The explicit computations enable us to carry out the corresponding formulae for the gen-
erators and the intersection form in the case of G2. This latter—in some respect—is more
interesting than the series Al because lies in the category of “codimension one cases” studied
by Saito in [15]; this means that there exists a unique generator of the algebra of theta invari-
ants of maximal index. According to Saito’s theory, this implies that there exists a natural flat
structure on the spectrum of the invariant algebra. This will be used in Part II to construct two
independent Frobenius structures on the same space.
This first part deals with the general definition of Jacobi group, of Jacobi forms and related
objects, giving the suitable geometric interpretation of their algebra. Later we specify to the
series Al and Bl and construct the corresponding Jacobi forms using a technique of generating
function which is essential for the second part and for the computation of the intersection
elements Mi,k (see later); as we said, this is an elliptic deformation of the formulae in [13] for
the case of polynomial invariants, and we show how to recover them under suitable limits. In
a different context, this provides elliptic deformations of classical W algebras arising in the
study of the dispersionless limit of n-KdV hierarchies. To this end we also give formulae for
the elements of the connection, which is necessary to recover the second Poisson structure on
the loop space with target our Frobenius manifold: this Poisson structure leads to an elliptic
(classical) W-algebra. However we will not dwell on this application in the present paper.
1. Jacobi groups and Jacobi forms
Jacobi groups are particular extensions of complex crystallographic groups [2]; they are
discrete groups acting on a vector space in such a way that the quotient is compact. They can be
considered in much generality in the setting of generalized root systems but for our purposes
these groups are rather easily described and each of them is associated to one of the finite
dimensional simple Lie algebras. It will be most effective to consider an explicit description of
the group and an explicit faithful representation as an action on a cone.
1.1. The group J(g) and its representation
In this section all the objects we shall refer to (Weyl groups, root lattices. . . ) are the objects
corresponding to a complex finite dimensional simple Lie algebra g of rank l. Let W be
the Weyl group, 3 the root lattice (as an Abelian group) of a simple Lie algebra g. Let HR
be the Heisenberg group obtained as a central extension of 3 × 3 by Z using the cocycle
defined by the invariant Killing form 〈· , ·〉 normalized to 2 for the short roots (this implies that
∀λ ∈ 3, 〈λ, λ〉 ∈ 2Z).
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This group is obtained by defining the product in 3×3× Z as
∀(λ, µ, k), (λ′, µ′, k ′) ∈ 3×3× Z,
(λ, µ, k) · (λ′, µ′, k ′) := (λ+ λ′, µ+ µ′, k + k ′ + 〈µ, λ′〉).
Since the Killing form 〈· , ·〉 is Weyl invariant and the Weyl group W of g acts on 3, we can
take the semidirect product W o HR: this way we obtain an (infinite) discrete group which we
denote by W where the semidirect product is specified by the multiplication rule
W := W o HR, such that ∀w,w′ ∈ W, t = (λ, µ, k), t′ = (λ′, µ′, k ′) ∈ HR,
(w, t) · (w′, t′) := (ww′, w · λ′ + λ,w · µ′ + µ, k + k ′ + 〈µ, λ′〉).
This group was studied essentially in [12] and its invariants are theta functions. We now can
give the definition of Jacobi group:
Definition 1.1. The Jacobi group J (= J(g)) is the semidirect product W o SL(2,Z). The
action of SL(2,Z) on the group W o HR is defined by
Adγ (w) := w,
Adγ (t) :=
(
aλ− bµ,−cλ+ dµ, k + 12 ac〈λ, λ〉 − bc〈λ,µ〉 + 12 cd〈µ,µ〉
)
,
(1)
for w ∈ W , t = (λ, µ, k) ∈ HR , γ =
(
a b
c d
) ∈ SL(2,Z). Then the multiplication rule is defined
by (∀(w, t, γ ), (w′, t′, γ ′) ∈ W × HR × SL(2,Z))
(w, t, γ ) · (w′, t′, γ ′) := (w · w, t · Adγ (wt′), γ · γ ′).
Let us consider the coneÄ := C⊕h⊕H 3 (u, x, τ ), where h is the complex Cartan subalgebra
of g and H denotes the Poincare´ upper half plane. In the literature it is called the Tits cone [12]
and it is defined as the union of all the images under W of the closure of a fundamental chamber
C; therefore it is an invariant cone for the action of the group W (and of J as well).
Let us consider τ ∈ H; we have an embedding of3×3 in h as the complex crystallographic
lattice 3+ τ3 and we can define the action as in the following
Proposition 1.1. The Jacobi group J can be represented on Ä by definition of the action of
w ∈ W , t ∈ HR and γ ∈ SL(2,Z) as,
w(u, x, τ ) := (u, wx, τ ),
t(u, x, τ ) := (u + k − 〈x, µ〉 − 12τ 〈µ,µ〉, x+ λ+ τµ, τ),
γ (u, x, τ ) :=
(
u + c〈x, x〉
2(cτ + d) ,
x
cτ + d ,
aτ + b
cτ + d
)
.
The proof is straightforward although rather long, and it is left to the reader.
1.2. Jacobi forms
Since we want to consider the orbit space Ä/J(g), it is necessary to study the algebra of
invariant functions; this is the analog of the study of polynomials over a vector space which
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are invariant under the action of a Coxeter group, which gives the orbit space a structure
of weighted projective space (recall that a weighted projective space Pn0,n1,...,nl with weights
n0, . . . , nl ∈ N is the quotient space of Cl+1/{0} with respect to the C∗-action determined by
the formula ρ(t)(z0, . . . , zl) = (tn0 z0, . . . , tnl zl)). In this case one studies better the SL(2,Z)-
equivariant functions for the Jacobi group; it means that they are invariant under the action
of the normal subgroup W, and transform under some representation of the modular group;
in more geometrical terms one studies the invariant sections of a suitable line-bundle over the
orbit space. We will come back to this picture later, but for now we give the definitions and the
results of the theory.
Following [18] we will consider holomorphic functions on Ä with the further property that
they are locally bounded (in u, x) as Im(τ ) → +∞; this is natural since τ is interpreted
as modular parameter of an elliptic curve and the Jacobi forms will realize the holomorphic
sections of a certain line bundle over it, which one wants to extend at the cusps of SL(2,Z).
To be more definite, we will study the invariant modular forms, Jacobi forms, of weight k,
F(u, x, τ )(dτ)k/2, which have the following definition:
Definition 1.2. ([18]) The Jacobi forms of weight k and index m are holomorphic functions
on the Tits cone Ä = C⊕ h⊕H 3 (u, x, τ ) which satisfy
Eϕ(u, x, τ ) := 1
2ipi
∂uϕ(u, x, τ ) = m ϕ(u, x, τ );
ϕ(u, x, τ ) = ϕ(u, w · x, τ );
ϕ(u, x, τ ) = ϕ(u − 〈t, x〉 − 12τ 〈t, t〉, x+ τ t+ λ, τ);
ϕ(u, x, τ ) = (cτ + d)−kϕ
(
u + c〈x, x〉
2(cτ + d) ,
x
cτ + d ,
aτ + b
cτ + d
)
, (2)
and are locally bounded functions of x as Im(τ )→+∞.
The space of Jacobi forms of weight k and index m is denoted by Jk,m .
This means that the Jacobi forms are the invariants of the group W = W o HR and transform
as dτ k/2 under the modular group SL(2,Z), being also eigenfunctions of the Euler vector
E = (1/2ipi)∂u with eigenvalue m.
The set of Jacobi forms of any weight and index has a natural structure of bi-graded algebra
where the two gradings are the weight and the index; the following theorem is the the analog
of Chevalley’s theorem for invariant polynomials of a Coxeter group.
Theorem 1.1. ([18, Thm. (3.6)]) Given the Jacobi group associated to any finite dimensional
simple lie algebra g (possibly except E8)
1. the bi-graded algebra of Jacobi forms J•,• :=
⊕
k,m Jkm is freely generated by l + 1
fundamental Jacobi forms {ϕ0, . . . , ϕl} over the graded ring of modular forms
⊕
k Mk
J•• =M• [ϕ0, . . . , ϕl] ; (3)
2. The generator ϕ j has weight −k j 6 0 and index m j > 0 (for j = 0, . . . , l); the indices
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m j are the integers appearing in
α˜∨ =
l∑
j=1
m jα∨j ,
α˜∨∨ being the dual of the highest coroot α˜∨.
3. the weights are k0 = 0, and k j are the Coxeter exponents plus one namely, if c is the
product of the fundamental reflections of the Weyl group, then{−2ipi(k1 − 1)
h
, . . . ,
−2ipi(kl − 1)
h
}
are its eigenvalues: notice that k j , j = 1, . . . , l, equal the degrees of the invariant polynomials
that generate the invariant algebra C [V0]W .
The index zero subspace J•,0 ⊂ J•,• is the graded algebra of modular forms M•. To show this
we observe that J•,0 is spanned—by definition—by Jacobi forms independent of u and hence
they cannot depend on x either; indeed they are (for τ fixed) bounded functions on h/(3+τ3),
which is compact, and hence they are constant with respect to x.
We recall the basic structure of this algebra, elucidated in the following
Theorem 1.2. ([17, Corollary 2, Ch. VII]) The algebra of holomorphic modular forms M• is
a free graded algebra over C generated by the two Eisenstein series
G2(τ ) :=
∑
m2+n2 6=0
1
(m + nτ)4 ∈M4; G3(τ ) :=
∑
m2+n2 6=0
1
(m + nτ)6 ∈M6,
of weights 4 and 6, respectively. Consequently the subspace of modular forms of weight k is
spanned by the monomials Ga2Gb3 with 4a + 6b = k, namely
Mk := C
[
Ga2Gb3, ∀a, b,∈ N such that 4a + 6b = k
]
.
Another important function closely related to modular forms is the Dedekind’s η function
(which we will use in the following)
η(τ) := eipiτ/12
∞∏
1
(
1− e2ipiτ n). (4)
It has the following transformations properties under the (generators of the) modular group:
η(τ + 1) = eipi/12η(τ); η
(
−1
τ
)
=
√
(−iτ)η(τ ),
where the determination of the square-root is in the right half plane ([1]). In the formulae to
follow we shall adopt the special notations
g1(τ ) := η
′(τ )
η(τ )
; g2(τ ) := 60G2(τ ); g3(τ ) := 140G3(τ ),
P(τ ) := 12
ipi
η′(τ )
η(τ )
; Q(τ ) := 3
4pi4
g2(τ ); R(τ ) := 278pi6 g3(τ ).
(5)
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The g1 function (and so P(τ )) is not a modular function as it has the transformation rules
g1(τ + 1) = g1(τ ), g1
(
−1
τ
)
= τ 2g1(τ )+ 12 .
There exists a natural connection ∇τ on modular forms given in the theorem.
Theorem 1.3. Given a modular function F of weight k, (F ∈Mk), the modular connection ∇τ
is defined by the formula
(∇τ F)(τ ) := η2k(τ ) ddτ
(
η−2k(τ )F(τ )
) ∈Mk+2,
and maps Mk in Mk+2.
Example 1.1. For example, one can compute the following covariant derivatives of the fun-
damental Eisenstein series
∇τ P(τ ) = ∂P(τ )
∂τ
− ipi
6
P2(τ ) = − ipi
6
Q(τ )),
∇τ Q(τ ) = ∂Q(τ )
∂τ
− 2ipi
3
P(τ ) Q(τ ) = −2ipi3R(τ )),
∇τ R(τ ) = ∂R(τ )
∂τ
− ipi P(τ ) R(τ ) = −ipiQ2(τ )).
Remark 1.1. While the holomorphic modular forms are of positive weight and are generated by
modular forms of degrees 4, 6, the Jacobi forms can be of negative weight and are generated
by Jacobi forms of negative weight.
A geometric interpretation of Jacobi forms as holomorphic sections of a certain line bundle
over the quotient space Ä/J can be found in [18, 3].
1.3. The generators of the algebra of Jacobi forms for J(Al) and J(Bl)
We are going to build some explicit analytic form of the generators of the algebra of Jacobi
forms for the series Al and Bl , but some preliminary formulae do apply also in the general case.
Contrarily to what happens in the study of polynomial invariants for Coxeter groups, the
generators we are to build will be essentially unique up to weighted linear transformations;
this is a feature only of the Jacobi forms of type Al and Bl . During the construction in the Al
case it will appear a natural extension of the representation cone to a larger one, Ä′ ⊃ Ä, and
a natural vector field Z which will realize a recursive construction of the remaining generators
starting from the lightest. In both cases Al, Bl , the Jacobi forms will be given by a generating
function which has some notably resemblances with the generating function of the invariant
polynomials.
First of all, in the algebra of Jacobi forms there can be defined two natural operators, one
linear D : J•,• → J•,• and the other bilinear M : J•,• ⊗ J•,• → J•,•. Before we need some
definitions
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Definition 1.3. The intersection form is the covariant second-rank tensor I obtained by inver-
sion of the contravariant tensor I∗ given by
I∗ := −∂τ ⊗ ∂u − ∂u ⊗ ∂τ + 〈∂x⊗
’
∂x〉∗ ⇒ I := −du ⊗ dτ − dτ ⊗ du + 〈dx⊗
’
dx〉;
its associated Laplace-Beltrami operator is denoted by
1 := −2∂τ ∂u +1x,
where 1x is the Laplacian associated to the positive definite metric 〈· , ·〉 (proportional to the
Killing form of h).
The intersection form I is conformally invariant under the Jacobi group J, namely
γ∗I∗ = (cτ + d)2I∗.
The laplacian 1 is not conformally invariant (contrary to what stated in [10, page 190]) but
enjoys the property shown in next lemma.
Lemma 1.1. Let ϕ(u, x, τ ) be any (holomorphic) function: we have
1
[
τ−l/2ϕ
(
u − ‖x‖
2
2τ
,
x
τ
,−1
τ
)]
= τ−2−l/2(1ϕ)
(
u − ‖x‖
2
2τ
,
x
τ
,−1
τ
)
.
Proof. It is a straightforward computation. ¤
This lemma can be used to define an operator on sections of the line bundles Lk,m ; we do
this hereafter.
Definition 1.4. Let ϕ ∈ J−k,m and ψ ∈ J−h,n; then we define
D(ϕ) := η−2k−l1(η2k+lϕ) ∈ J−k+2,m;
M(ϕ, ψ) := η−2k−2hI∗(d(η2kϕ), d(η2hψ)) ∈ J−k−h+2,m+n.
We will call the matrix elements M(ϕi , ϕ j ), for two arbitrary generators (whose existence and
properties are stated in Thm. 1.1), the intersection elements.
In this way we have defined two C-linear maps D,M of bi-graded modules which are both of
bi-grading (2, 0), i.e.,
D : Jk,m 7→ Jk+2,m,
M : Jk,m ⊗C Jh,n 7→ Jk+h+2,m+n.
We have still to check that the definition is well posed, namely that we have not added any
singularity.
Proposition 1.2. For any ϕ ∈ Jk,m and ψ ∈ Jh,n , we have D(ϕ) ∈ Jk+2,m and M(ϕ, ψ) ∈
Jh+k+2,m+n.
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Proof. We must check that the results of the application of the two operators are still invariant
Jacobi forms; invariance is obvious and follows from invariance of the intersection form and
of the laplacian. Also the bigradings of the resulting functions are obvious and follow from
Lemma 1.1. We must check that D(ϕ) and M(ϕ, ψ) are still locally bounded functions of x as
Im(τ )→ +∞; now the Dedekind’s η has neither zeroes nor poles in H and vanishes as q1/24
at q = 0 (where q = e2ipiτ ). Hence, 1(η2kϕ) is holomorphic and goes like qk/12 as τ → i∞,
so that finally η−2k1(η2kϕ) is well defined and holomorphic also as τ → i∞: this proves that
D(ϕ) is still locally bounded. A similar reasoning also holds for M. In passing we notice
that D(ϕ) 6∈ M•[ϕ], namely it is never proportional to itself for the reason that M2 = {0}; for
the same reason M(ϕ, ψ) 6∈M•[ϕψ]. ¤
The function τ and the generators of the algebra J•,•, being algebraically independent, form
a set of coordinates {ϕ−1 := τ, ϕ1, . . . , ϕl+1} in a neighborhood of the generic point of the Tits
coneÄ; they play a similar role to that of invariant polynomials of Coxeter groups. In the case of
Coxeter invariants, the contravariant intersection form can be expressed in the local coordinates
given by the invariant polynomials and we want to perform a similar computation in the context
of Jacobi groups. To this end, the operator M and the intersection elements will be very
important; we stress that the intersection elements are not the entries of the contravariant
intersection form in the coordinates {ϕµ}µ=−1,1,...,l+1 nonetheless they are useful to compute
them. Indeed from the definition it follows that
I∗
(
d(η2kiϕi ), d(η2k jϕ j )
) = η2k j+2ki M(ϕi , ϕ j ).
This formula shows that the intersection elements can be used to compute the intersection form.
It appears convenient to introduce a special notation which will shorten formulae; indeed,
from the above formula we see that it is of advantage to consider the functions η2kiϕi , i =
1, . . . , l + 1 as coordinates (indeed, they are still algebraically independent). Therefore we
introduce a hat operator which transforms a Jacobi form of weight k into a Jacobi form of
weight zero but with some multiplier system under the modular group; it will be defined by
Definition 1.5. For any Jacobi form ϕ ∈ Jk,m , its hat-form is defined by ϕ̂ := η−2kϕ.
It is clear that the hatted-forms are still section of a line-bundle (since η never vanishes on H)
which now has constant transition functions. Moreover the hat-operator preserves the index,
and it satisfies the identity, ϕ̂ψ = ϕ̂ ψ̂ , for any ψ, ϕ ∈ J•,•. With this notation we can write
η4M̂(ϕ, ψ) = I∗(d(ϕ̂), d(ψ̂)).
This means that when we have computed the intersection elements for a set of generators, by
putting hats over every Jacobi forms (including the modular forms), we obtain the tensor I∗
expressed in the coordinates ϕ̂ j , which are locally well-defined on the orbit space; this will
shorten much of the computations we are dealing with.
Remark 1.2. The explicit form of the operator D is rather simple: for any ϕ ∈ J−k,m we find
Dϕ = −4ipim(2k + l)g1ϕ − 4ipim∂τϕ +1xϕ.
Frobenius manifold structure on orbit space 27
We observe that if the lowest-degree homogeneous polynomial in the Taylor expansion (with
respect to x) of ϕ is P(x) (possibly depending on τ ), then the Taylor expansion of D(ϕ) begins
with 1x(P).
Analogously we find for ϕ ∈ J−k,m and ψ ∈ J− f,n that
M(ϕ, ψ) = −2ipimϕ ∂τψ − 2ipi fψ ∂τϕ − 4ipi(k m + f n)g1ϕ ψ + 〈dxϕ, dxψ〉∗.
Again, the leading term in the Taylor expansion with respect to x is simply 〈dx P, dx Q〉, if P, Q
are the leading terms for ϕ,ψ .
Now suppose that we have the generator of J•,• of the minimal weight (the lightest), ϕl ∈ J−kl ,m
whose existence is stated in Thm. 1.1: it follows from the above that Dϕr ∈ J−kl+2,m if not
zero; in this latter case one can prove
Proposition 1.3. [9, Prop. 13.3] The kernel of the laplacian1 on the space T˜hm , for m > 0 is
spanned over C by the theta functions 2p,m , where p ∈ 3mod m P (see loc. cit. for notation).
Therefore if Dϕ j = 0 then η2k j+lϕ j is a linear combination with constant coefficients of the
theta functions; this could occur because the function η2k j+lϕl transforms under the inversion
τ 7→ −1/τ as a weight l/2 form (with some multiplier system χ which does not matter in this
context), and also the C-linear combinations of theta functions transform as a (multiplet) of
weight l/2) Jacobi forms (for details see [10]).
Since the leading order in the Taylor expansion with respect to x of a generator (actually, of
any Jacobi form) is an invariant polynomial, then a sufficient condition for Dϕl not to vanish
is that its leading term Pkl (x) is not a harmonic polynomial.
1.4. The root system of type Al: fundamental Jacobi forms.
In the case of Al , it follows from Thm. 1.1 that the fundamental Jacobi forms ϕ0, ϕ2, . . . , ϕl+1
belong to the spaces (we labeled the forms according to minus their weight) J−l−1+k,1 for
k = l + 1, l − 1, . . . , 0.
If we realize the Cartan subalgebra h of sll+1 as in [4, planche I], then Wirthmu¨ller [18] found
that the lightest generator (which corresponds to a maximal degree generating polynomial in
the setting of the corresponding Coxeter group) is given
ϕl+1(u, x, τ ) := e2ipiu
l+1∏
j=1
α(z j , τ )
∣∣∑
zi=0 ∈ J−l−1,1,
where the function α is defined by
α(v, τ ) := θ1(v, τ )
θ ′1(0, τ )
= − 1
2pi
θ1(v, τ )
η(τ )3
= v + O(v2),
θ1 being the Jacobi theta function. It enjoys the following property (from the properties of θ1,
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see, e.g., [1])
∂τα(x, τ ) = 14ipi ∂
2
xα(x, τ )− 3g1α(x, τ ),
α(−v, τ ) = −α(v, τ ); α(v + 1, τ ) = −α(v, τ ); α(v, τ + 1) = α(v, τ ),
α(v + τ, τ ) = −e−2ipiv−ipiτα(v, τ ) (6)
⇒ α(v + nτ, τ ) = (−1)ne−2ipi n v−ipiτ n2α(v, τ );
α
(v
τ
,−1
τ
)
= 1
τ
eipiv
2/τα(v, τ ).
We can obtain the Jacobi forms of weights l + 1− 2k by recursive application of D. To obtain
the remaining we define the function
ϕl(u, x, τ ) :=
l+1∑
k=1
α′(zk, τ )
∏
j 6=k
α(zk, τ ).
It is a straightforward exercise to show that this is a Jacobi form of weight −l. Therefore we
can now build the remaining Jacobi forms for Al of weight −l + 2k by application of Dk as in
Proposition 1.4. A system of generators for the algebra J•,• of the Jacobi group J(Al) is given
by
ϕl+1−2k := Dk(ϕl+1), ϕl−2k := Dk(ϕl),
where ϕl+1 and ϕl have been defined above. Any other set of generators is a weighted linear
combination of these with coefficients in M•.
Proof. Since we already saw that these are Jacobi forms belonging to the spaces J−l−1+2k,1
and J−l+2k,1 we only have to show that they are algebraically independent: but this is promptly
seen by looking at the lowest term in the Taylor expansion with respect to x for
ϕl+1−2k = e2ipiu
(
1k (Pl+1(x))+ O(‖x‖l−2k)
)
,
ϕl−2k = e2ipiu
(
1k (Pl(x))+ O(‖x‖l−2k−1)
)
and this suffices to show their algebraic independence. As for the second assertion, since any
other set of generators must have index m = 1 then it must be at most linear in these generators,
and if we want that they have definite weights, the combination must be actually a weighted
one. ¤
We can describe these forms much more concisely with the aid of a generating function.
In order to show how to build it, first of all we consider the enlarged space (u, z, τ ) :=
(u, z1, . . . , zl+1, τ ) ∈ Ä′ := C⊕ Cl+1 ⊕H and the following vector field
Z := Z− 4ipi
( l+1∑
j=1
z j
)
g1(τ )E,
where Z :=∑l+1j=1(∂/∂z j ).
Frobenius manifold structure on orbit space 29
Lemma 1.2. The generators of the algebra J•,• are given by
ϕl+1−k(u, x, τ ) :=
[
Zk
(
e2ipiu
l+1∏
j=1
α(z j )
)]∣∣∣∑
z j=0
.
Therefore they are the coefficients in the Taylor expansion with respect to v of the generating
function
8u,x,τ (v) :=
[
evZ
(
e2ipiu
l+1∏
j=1
α(z j , τ )
)]∣∣∣∑
z j=0
.
Proof. We extend the action of the Jacobi group J to the enlarged space in such a way that the
complex crystallographic Weyl group acts—exactly as before—by permutation of the coordi-
nates and translation by the root lattice, while the modular group acts by
(u, z, τ ) 7→
(
u + c‖z‖
2
2(cτ + d) ,
z
(cτ + d) ,
aτ + b
cτ + d
)
,
where the Killing form has been extended to the obvious ds2 = ∑l+1j=1 dz j 2. We realize that
the vector Z is conformally invariant of weight +1 (namely it increases by one the weight of
an extended Jacobi form); this means that if ϕ(u, z, τ ) is of weight K , then Zϕ is of weight
K + 1 (as one can check by a straightforward computation). The vector Z commutes with E,
hence it preserves the index; we have a natural Jacobi form on the enlarged space which is
given by e2ipiu
∏l+1
j=1 α(z j ). Since the conformal weight of Z is +1 we can write alternatively
the fundamental Jacobi forms by means of the simpler formula
ϕl+1−k(u, x, τ ) :=
[
Zk
(
e2ipiu
l+1∏
j=1
α(z j )
)]∣∣∣∑
z j=0
.
We should check that with this definition they are not algebraically dependent, but again this is
obtained by looking at the lowest order in the Taylor expansion with respect to x. This proves
that the functions defined in the lemma are a set of generators.
We introduce the generating function in the form
8u,x,τ (v) :=
[
evZ
l+1∏
j=1
α(z j , τ )
]∣∣∣∑
zi=0
= ϕl+1 + vϕl + v2ϕl−1 + · · · + vl+1ϕ0 + · · · ;
by evZ we mean the flow generated by Z on the extended cone Ä′. By definition of the flow,
being all coefficients analytical, the first l + 1 terms in the Taylor expansion with respect to v
give the desired Jacobi forms. ¤
In order to have a more explicit form, we integrate the flow generated by Z. To this end we
are to build a new flat metric on T (Ä′) which extends the intersection form on TÄ.
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In the following we will write
zi (x) :=

xi − xi−1, l > i > 2,
x1, i = 1,
−xl, i = l + 1.
In the coordinates x and p := 1/(l + 1)∑l+1i=1 zi , the flat metric ∑l+1 dz2i becomes
dl2 = 〈dx, dx〉 + (l + 1) dp2.
We define the extended metric as
I˜ = −du ⊗ dτ − dτ ⊗ du + dl2 + pB(τ )(dp ⊗ dτ + dτ ⊗ dp)+ p2 B ′(τ ) dτ 2.
One can check directly that the curvature vanishes for any choice of the function B(τ ) (whose
explicit form will be fixed to our convenience later) and the flat coordinates are τ, p, x and the
new coordinate
s := u − 12 p2 B(τ ).
In these coordinates the metric becomes I˜ = −ds ⊗ dτ − dτ ⊗ ds + dl2. By choosing
B(τ ) := − 2
l + 1 g1(τ ),
we obtain that the previously introduced vector field Z coincides with the partial derivative with
respect to p.
The vector field T := ∂τ of these coordinates reads, in the old ones u, z, τ as
T = − p
2
l + 1 (g1(τ ))
′ ∂u + ∂τ , (7)
and the extended intersection form I˜∗ reads
I˜∗ = −T ⊗ Z− Z⊗ T +
l+1∑
j=1
∂
∂z j
⊗ ∂
∂z j
. (8)
The integration of the flow generated by Z is now obtained by shifting p with constant s,
therefore we have
Proposition 1.5. The generating function can be written as
8u,x,τ (v) :=
[
evZ
l+1∏
j=1
α(z j , τ )
]∣∣∣∑
zi=0
= e2ipi(u−(l+1)v2g1(τ ))
l+1∏
j=1
α
(
z j (x, v), τ
)
.
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Theorem 1.4. Up to normalization, the generators of the algebra of Jacobi forms of type Al
already defined recursively in Prop. 1.4, are given by the generating function
8u,x,τ (v) := e2ipiu−2ipi(l+1)v2g1
l+1∏
j=1
α(zi (x)− v)
= σ l+1(v)
l+1∑
j=0
(−1)l−1−k
(l − k)! ℘
(k−2)(v)ϕk(u, x, τ )
= −1
l!
det

1 ℘(v) ℘ ′(v) . . . ℘(l−1)(v)
1 ℘(z1) ℘ ′(z1) . . . ℘(l−1)(z1)
...
...
...
...
1 ℘(zl) ℘ ′(zl) . . . ℘(l−1)(zl)

det

1 ℘(z1) ℘ ′(z1) . . . ℘(l−2)(z1)
1 ℘(z2) ℘ ′(z2) . . . ℘(l−2)(z2)
...
...
...
...
1 ℘(zl) ℘ ′(zl) . . . ℘(l−2)(zl)

σ l+1(v)
l+1∏
j=0
α(z j (x)).
(9)
The proof can be accomplished by use of the classical summation formula for Weierstrass
sigma function (see [19]): the technical details will not be reported here ([3]).
1.4.1. The intersection form in the basis of Jacobi forms
We provide here a formula that expresses the generating function of the matrix elements
of the intersection form in terms of our fundamental Jacobi forms. This computation is the
translation in the present setting of the analog formula by Saito, Yano and Sekiguchi for the
polynomial invariants in [13]. We recall that the invariant polynomials for the Coxeter group
of type Al are obtained from the generating function (in this case a polynomial)
P(v) :=
l+1∏
j=1
(v + z j )
∣∣∑
z j=0 = v
l+1 + vl−1 y2 + · · · + yl+1, (10)
where y j are the invariant Chevalley’s polynomials (labeled according to their degree) and
we are identifying the subspace
∑
z j = 0 with the CSA of type Al . In this context one can
express the intersection form (Killing form) in the (local) coordinates provided by the invariant
polynomials y j
l+1∑
k, j=2
v jwk〈dy j , dyk〉 = 〈dP(v), dP(w)〉
= 1
w − v
[
P(w)
d
dv
P(v)− P(v) d
dw
P(w)
]
− 1
l + 1
d
dv
P(v)
d
dw
P(w).
(11)
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Such formula worked out in [13] is used in the dispersionless limit of the integrable hierarchies
of KdV type and ultimately leads to formulations of W-algebras; we are going to state the
elliptic analog of eq. (11). The formula could be expressed directly in terms of the previously
introduced generating function but it is more convenient to express it in terms of the function
λ(v) := e
2ipiu
αl+1(v)
l+1∏
j=1
α(z j (x)+ v). (12)
This function is related to 8(v) by the identity λ(v) = α−(l+1)(v)e2ipi(l+1)v2g1(τ )8(v), and it
reads—in terms of the fundamental Jacobi forms—as
λ(v) = ϕ0 + ℘(v)ϕ2 − 12℘ ′(v)ϕ3 + · · · +
(−1)l−1
l!
℘(l−1)(v)ϕl+1
= α−l−1(v)P(v).
We can now state the
Theorem 1.5. The intersection elementsM(ϕk, ϕ j )are recovered from the generating function
l+1∑
k, j=0
(−1)k+ j
(k − 1)! ( j − 1)!℘
(k−2)(v)℘( j−2)(w)M(ϕk, ϕ j )
= 2ipi(D•λ(v)λ(w)+ λ(v)D•λ(w))− 1
l + 1λ
′(v)λ′(w)
+ 1
2
℘ ′(v)+ ℘ ′(w)
℘ (v)− ℘(w)
(
λ(v)λ′(w)− λ(w)λ′(v)),
(13)
where D•τ λ(v) :=
∑l+1
j=0((−1) j−1/( j − 1)!)D(℘( j−2))(v)ϕ j (see appendix for the definition of
D).
In practice, to find the coefficients M(ϕk, ϕ j ) we have to multiply both sides by ℘(v)−℘(w)
and compare the Laurent expansions with respect to v,w (see example for A2 later).
The proof of this short formula involves many steps and lemmata and heavily resort to
the previously introduced extended intersection form, along similar lines as in the original
work [13]: we will not report here the technical details. Notice the resemblance of eq. (13) with
the formula worked out in [13] by Saito, Yano and Sekiguchi in the case of the finite Weyl
group Al : We can realize that eq. (13) is an elliptic deformation of eq. (11). Indeed, under a
suitable limit the former formula goes into the latter
lim
²→0
²−2l
[
right-hand side of eq. (13)]
(u,z,v,w) 7→(²u,²z,²v,²w)
= right-hand side of eq. (11).
1.4.2. Connection components
With similar computations we can spell out a formula for the components of the connection
in the coordinates provided by the hatted Jacobi forms. As this is the result of a change of
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coordinates from a flat system the connection is a flat one; nonetheless it is useful to know its
components when studying Poisson structures on suitable loop spaces. For further reference
and motivation see [6, Lecture 6].
In the case of polynomial invariants, easy computations give the result which we report only
for the sake of comparison:
Proposition 1.6. The contravariant connection in the basis of polynomial invariants {y j }
appearing in the generating function
P(u) :=
l+1∏
j=1
(u + z j )
∣∣∑
z j=0 = u
l+1 + y2(z)ul−1 + · · · + yl+1(z),
is given by
l+1∑
i, j=1
ul+1−ivl+1− j∇ dy]i dy j ≡ ∇ dP(u)] dP(v) =
1
(v − u)2
[
P(v) dP(u)− P(u) dP(v)]
− 1
u − v
[
P(u) dP ′(v)− P ′(u) dP(v)]− 1
l + 1 P
′(u) dP ′(v),
where dy]j is the dual vector to dy j under the natural isomorphism established by the intersection
form (which here reads simply ds2 =∑ j dz2j restricted to ∑ j z j = 0).
Now, we will not spell out all the necessary steps in the case of Jacobi invariants: they are much
more involved than those we followed in the computation of the intersection form. We give just
the final result in Thm. 1.6.
Theorem 1.6. The component of the contravariant connection are given by
l+1∑
µ,ν=0
(−1)µ+ν
(µ− 1)! (ν − 1)! ℘
(µ−2)(u)℘(ν−2)(v)∇dϕ̂µ] dϕ̂ν
= 1
2
℘ ′(u)+ ℘ ′(v)
℘ (u)− ℘(v)
[
λ(u) dλ′(v)− λ′(u) dλ(v)]
− (℘(u−v)− 4ipig1(τ ))[λ(v) dλ(u)− λ(u) dλ(v)]
+ 2ipi(D•λ(u) dλ(u)+ λ(u) d(D•λ(v)))− 1
l + 1 λ
′(u) dλ′(v)
− Ĉµ(u)∂τ Ĉν(v)I∗(dϕ̂µ, dϕ̂ν)dτ
+
[
∂τ
(α′(v)
α(v)
)(
λ(u)λ′(v)− λ′(u)λ(v))− ∂τ(α′(u − v)
α(u − v)
)
λ′(u)λ(v)
]
dτ,
where Ĉµ(u) := η−2µCµ(u), and dϕ̂µ] stands for the vector dual to the one-form dϕ̂µ by means
of the intersection form.
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It can be seen by means of a limit process as before, that the formula in Prop. 1.6 is a limit case
of the one in Thm. 1.6: notice that for the comparison we are also to neglect the part multiplying
the differential dτ .
Example 1.2. The case of A2. In this example we compute explicitly the intersection form in
the coordinates ϕ−1 = τ , ϕ̂0 = ϕ0, ϕ̂2 = η4ϕ2, ϕ̂3 = η6ϕ3; this result will be useful in the
computations for G2. Using the generating function in Thm. 1.4 one can compute explicitly
the Jacobi forms to be (recall that we have z1 = x1; z2 = x2 − x1; z3 = −x2)
ϕ3(u, x) = −2e2ipiuα(z1)α(z2)α(z3);
ϕ2(u, x) = e2ipiuα(z1)α(z2)α(z3) ℘
′(z1)− ℘ ′(z2)
℘ (z1)− ℘(z2)
= −2e2ipiuα(z1)α(z2)α(z3)
[
ζ(z1)+ ζ(z2)+ ζ(z3)
];
ϕ0(u, x) = e2ipiuα(z1)α(z2)α(z3)℘ (z1)℘
′(z2)− ℘ ′(z1)℘ (z2)
℘ (z2)− ℘(z1)
= e2ipiuα(z1)α(z2)α(z3)×
{
1
3
[
℘ ′(z1)+ ℘ ′(z2)+ ℘ ′(z3)
]
+ 23
[
ζ(z1)+ ζ(z2)+ ζ(z3)
](
℘(z1)+ ℘(z2)+ ℘(z3)
)}
,
where we have used some classical formulae in dealing with the ℘ functions ([19]). We now
compute the elements Mi, j := M(ϕi , ϕ j ) since we are going to use them for G2 later. Using
formula (13) and setting ϕ−1 := τ we find
M(ϕi , ϕ j )
=

0 −2ipiϕ0 −2ipiϕ2 −2ipiϕ3
− 2ipiϕ0 124 g22ϕ32− 16 g2ϕ0ϕ2− 12 g3ϕ22 34 g3ϕ32 − 13 g2ϕ22 − 512 g2ϕ2ϕ3
− 2ipiϕ2 34 g3ϕ32 − 13 g2ϕ22 12 g2(ϕ3)2−2ϕ0ϕ2 −3ϕ3ϕ0
− 2ipiϕ3 − 512 g2ϕ3ϕ2 −3ϕ3ϕ0 23(ϕ2)2
 .
(14)
1.5. Jacobi forms of type G2. Saito’s flat invariants.
The Cartan subalgebra for G2 is realized in [4, planche IX] as the subspace of C3 such that
z1+ z2+ z3 = 0; the root lattice is the same as the one of A2 and the Weyl group is the dihedral
group of order 12. It can be seen that W (G2)/W (A2) ' Z2 and it is generated by the involution
S : (z1, z2, z3) 7→ (−z3,−z2,−z1).
The Jacobi forms we have to build are
ϕ0 ∈ J0,1; ϕ2 ∈ J−2,1; ϕ6 ∈ J−6,2.
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They can be built directly as follows:
1. As for ϕ6 we can take
ϕ6(u, x, τ ) := 2e4ipiu
3∏
j=1
α2(z j , τ ) = 12
(
ϕ
(A2)
3
)2 ∈ J−6,2
namely the square of the lightest Jacobi form for A2, which is clearly invariant under the
involution S defined above.
2. As for ϕ2, ϕ0 one can check that the same Jacobi forms which work for A2 do work for
this case (we only have to check invariance under the extra involution S) in fact we have
for z1 + z2 + z3 = 0,
ϕ2(u, x) = e2ipiuα(z1)α(z2)α(z3)℘
′(z1)− ℘ ′(z2)
℘ (z1)− ℘(z2)
= −2e2ipiuα(z1)α(z2)α(z3)
[
ζ(z1)+ ζ(z2)+ ζ(z3)
]
,
ϕ0(u, x) = e2ipiuα(z1)α(z2)α(z3)℘ (z1)℘
′(z2)− ℘ ′(z1)℘ (z2)
℘ (z2)− ℘(z1)
= e2ipiuα(z1)α(z2)α(z3)
{
1
3
[
℘ ′(z1)+ ℘ ′(z2)+ ℘ ′(z3)
]
+ 23
[
ζ(z1)+ ζ(z2)+ ζ(z3)
](
℘(z1)+ ℘(z2)+ ℘(z3)
)}
,
and since both are product of two anti-invariant functions, they are invariant under S. This
identification allows us to compute the Jacobi invariant intersection form M since it is the same
as for A2 being the Weyl invariant inner product the same [(dz1)2+ (dz2)2+ (dz3)2]|z1+z2+z3=0
in both cases. Therefore we can easily compute the intersection elements M(ϕ j , ϕk) out of
those computed for A2 in eq. (14) and find the following expression for the intersection
form in the coordinates τ =: ϕ̂−1, ϕ̂0, ϕ̂2, ϕ̂6 (where the hat on the Jacobi forms are given
in Def. 1.5)
I∗(d(ϕ̂i ), d(ϕ̂ j ))
= η4

0 −2ipiϕ̂0η−4 −2ipiϕ̂2η−4 −4ipiϕ̂6η−4
− 2ipiϕ̂0η−4 112 ĝ22ϕ̂6− 16 ĝ2ϕ̂0ϕ̂2− 12 ĝ3ϕ̂22 32 ĝ3ϕ̂6 − 13 ĝ2ϕ̂22 − 56 ĝ2ϕ̂6ϕ̂2
− 2ipiϕ̂2η−4 32 ĝ3ϕ̂6 − 13 ĝ2ϕ̂22 ĝ2ϕ̂6 −2ϕ̂0ϕ̂2 −6ϕ̂6ϕ̂0
− 4ipiϕ̂6η−4 − 56 ĝ2ϕ̂6ϕ̂2 −6ϕ̂6ϕ̂0 43 ϕ̂6ϕ̂22
 .
(15)
Notice that the matrix is linear in the generator ϕ6: this is obvious when one counts the indices
of the matrix elements and it is connected with the fact that G2 is a “codimension one” case in
the sense of [15].
The matrix (∂/∂ϕ̂6)I∗ (which is the tensor J ∗ in Saito’s notation) reads
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∂
∂ϕ̂6
I∗ = η4

0 0 0 −4ipiη−4
0 112 ĝ2
2 3
2 ĝ3 −56 ĝ2ϕ̂2
0 32 ĝ3 ĝ2 −6ϕ̂0
− 4ipiη−4 − 56 ĝ2ϕ̂2 −6ϕ̂0 43 ϕ̂22
 .
It follows from Saito’s paper [15] that this tensor defines a contravariant metric whose covariant
form is flat; one could now try and look for the flat coordinates of this metric (the “flat theta
invariants”). We are in a position to give the flat coordinates associated to this second flat metric.
In order to find them we must integrate the geodesic equations; it is a rather muscular though
non completely straightforward exercise for which it is very helpful the paper [16]. Hereafter
we report only the result.
Proposition 1.7. The flat coordinates of Saito’s metric are τ, t1, t2, t6, given in the following
system
ϕ̂0 = (2pi)22−2/3 ipi
η2
(
F ′1(τ )t1 + F ′2(τ )t2
)
,
ϕ̂2 = (2pi)22−2/3 η2
(
F1(τ )t1 + F2(τ )t2
)
,
ϕ̂6 = t6 − 4ipig1t1 t2 + 3
2
211pi12
ĝ3ϕ̂02 − 1211pi12 ĝ2
2ϕ̂0ϕ̂2 + 3213pi12 ĝ2ĝ3ϕ̂2
2,
where the two functions F1, F2 are given, in terms of the modular invariant
z(τ ) := 1
2
[√−27
(2pi)6
ĝ3 + 1
]
; dz
dτ
=
√−27
2(2pi)6
η4
6ipi
ĝ22,
by
F1(τ ) = F1(z(τ )) = z(τ )1/3; F2(τ ) = F2(z(τ )) = (z(τ )− 1)1/3 .
In these coordinates Saito’s metric becomes,
J ∗(dti , dt j ) =

0 0 0 −4ipi
0 0 −2 0
0 −2 0 0
−4ipi 0 0 0
 . (16)
The flat coordinates show up a nontrivial monodromy around z(τ ) = 0, 1; these points both
correspond to the elliptic curves where g2 = 0, namely the symmetric tori.
1.6. The root system of type Bl: Jacobi forms
The Jacobi forms for J(Bl) can be constructed in a similar but easier way as those for J(Al).
Similar computations leading to the generating function for Al , took us to the following
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Theorem 1.7. The generating function
P(v) := e2ipiu
l∏
i=1
α(v − xi )α(v + xi )
= ℘
(2l−2)(v)
(2l − 1)! α
2l(v) ϕ2l(x)+ ℘
(2l−4)(v)
(2l − 3)! α
2l(v) ϕ2l−2(x)+ · · · + α2l(v) ϕ0(x)
=
det
 1 . . . ℘(2l−2)(v)... ... ...
1 . . . ℘(2l−2)(xl)

det
 1 . . . ℘(2l−4)(x1)... ... ...
1 . . . ℘(2l−4)(xl)

α2l(v)
l∏
j=1
α2(x j )
= ϕ2l(x)+ v2ϕ2l−2(x)+ · · · + v2lϕ0(x)+ O(v2l+2),
(17)
gives a basis of generators for the algebra of Jacobi forms of type Bl .
Any other set of generators is a weighted linear combination of these with coefficients in M•.
Notice that, up to a normalization, all the Jacobi forms can be recovered by applying the operator
D to the lightest one
ϕ2l(u, x, τ ) =
l∏
j=1
(x j )2 + O(‖x‖2l+1)
and hence for any b = 1, . . . , l the Jacobi forms ϕl−b := Db (ϕl) do not vanish identically
because their leading term is 1bx
(∏l
j=1(x j )
2) 6≡ 0. This gives the whole basis of fundamental
invariant Jacobi forms; moreover (as in the Al case) any other basis is obtained from this one
by a weighted linear transformation with coefficients in M•.
Proposition 1.8. The formula
P(v) = e2ipiuα2l(v)
[ l∏
j=1
(
℘(v)− ℘(x j )
)] l∏
k=1
α2(xk) = α2l(v)
l∑
j=0
(℘ (v)) j ψ2 j (x),
defines a basis of Jacobi forms which is equivalent to that in formula (17).
Proof. It is clear that, as a function of v, this is the same generating function because it has the
same poles and zeroes, but the fundamental Jacobi forms ψ2 j are weighted linear combination
of those defined previously; indeed, expanding the product we obtain the Jacobi forms as the
coefficients in front of powers of℘(v)while in the former formula they were the coefficients in
front of even derivatives of℘ (recall that even derivatives of℘ can be expressed as polynomials
in ℘). ¤
Although this is a more compact formula, the previous one is more effective in actual
computations of the intersection elements; indeed in the next paragraph the intersection elements
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will be computed only for the first basis of Jacobi forms. However this formula for the generating
function is the closest to the classical one: indeed the generating function of the invariant
polynomials
P(v) :=
l∏
j=1
(v2 − x j 2) = v2l + v2(l−1)y2 + · · · + y2l,
can also be written as P(v) = ev21∏lj=1 x j , where1 is the invariant Laplacian. In our elliptic
case one has a straightforward formal analogy in that one can compute that
P(v) = exp (v2D)
l∏
j=1
[
e2ipiuα2(x j )
]
,
which follows from the formula (coming from the case A1)(
−4ipi∇τ + 12
d2
dx2
)
α2(x) = ℘(x)α2(x).
Remark 1.3. Although the Weyl group of Cl is the same as the one of Bl , the affine Weyl
groups (namely the complex crystallographic lattices) are different: indeed the root lattice of
Bl is simply Zl while the one of Cl is (z1, . . . , zl) ∈ Zl such that
∑
z j ∈ 2Z. There follows
in particular that the normalization of the invariant Killing form to 2 for the shortest roots, is
different: in this realization of the Cartan subalgebra (which follows the corresponding planches
in [4]) the Killing metrics are ds2 := 2∑ dx j 2 for Bl and 12 ds2 =∑ j dx j 2 for Cl .
A consequence of this fact is that if ϕ(u, x, τ ) ∈ J (Bl )k,m then ϕ(2u, x, τ ) belongs to J (Cl )k,2m . This
amounts to saying that the algebra J (Bl )•,• of Jacobi form for Bl is isomorphic to a subalgebra of
J (Cl )•,• and the isomorphism doubles the index.
Now, from [18], we know that the generators belong to the spaces
ϕ0 ∈ J0,1; ϕ2 ∈ J−2,1; ϕ4 ∈ J−4,1; ϕ2k ∈ J−2k,2, k = 3, . . . , l.
The isomorphism which injects J (BL )•,• ↪→ J (CL )•,• allows us to identify the l − 2 generators of
index 2 for the Jacobi algebra of type Cl as the images of the corresponding generators of Bl .
1.6.1. Computation of the intersection form with the generating function: Bl
As we did in the Al case, we can now exploit the generating function to compute the intersec-
tion elements M2 j,2k := M(ϕ2 j , ϕ2k); again the computational details are quite cumbersome
but the result is a remarkably simple formula which—again—is in deep analogy with the cor-
responding formula for the invariant polynomials in [13]. Indeed there we have the invariant
polynomials for Bl given by the generating function
P(v) :=
l∏
j=1
(v2 − x j 2) = v2l + v2(l−1)y2 + · · · + y2l,
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and correspondingly the authors found the formula for the matrix elements of the Killing form
in the local coordinates provided by the invariant polynomials y j as in
l∑
k, j=1
v2 jw2k〈dy j , dyk〉 = 〈dP(v), dP(w)〉
= 2
w2 − v2
[
P(w)v2
d
dv
P(v)− P(v)w2 d
dw
P(w)
]
.
(18)
In the elliptic case, the result is a generating function in two variables for the elements M2 j,2k
and is contained in Thm. 1.8.
The intersection form for the Jacobi group of type Bl reads
I := −du ⊗ dτ − dτ ⊗ du + 2
l∑
j=1
dx j 2,
where (following [4, planche II]), we have realized the CSA of Bl as the vectors x :=
(x1, . . . , xl) ∈ Cl ; notice the normalization of the Weyl invariant inner product.
Theorem 1.8. The intersection elements M(ϕ2i , ϕ2 j ) are recovered from the generating func-
tion
l∑
j,k=0
℘(2k)(v′)
(2k − 1)!
℘(2 j)(v)
(2 j − 1)! M(ϕ2 j , ϕ2k) = 2ipi
[
λ(v)D•λ(v′)+ λ(v′)D•λ(v)]
+ 1
2
(
℘(v)− ℘(v′))
{
℘ ′(v′) λ(v)
d
dv′
λ(v′)− ℘ ′(v)λ(v′) d
dv
λ(v)
}
.
(19)
Remark 1.4. Notice again the resemblance of eq. (19) with Saito’s formula in eq. (18) ([13])
in the case of the finite Weyl group Bl . We can actually obtain Saito’s formula with the limit
lim
²→0
²−4l+2
[
M
(
Px(v),Px(v
′)
)]
u,x,v,v′ 7→²u,²x,²v,²v′ = right-hand side of eq. (18).
A. The elliptic connection D•
Proposition A.1. Let F(v|τ) be an elliptic function of weight k, namely
F
(
v
τ
∣∣∣∣ −1τ
)
= τ k F(v|τ), (20)
then the function
(D(k)F)(v|τ) := ∇τ F(v|τ)− α
′(v, τ )
2ipiα(v, τ )
F ′(v|τ)
:= η2k∂τ (η−2k F(v|τ))− α
′(v, τ )
2ipiα(v, τ )
F ′(v|τ)
is an elliptic function of weight k + 2.
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Proof. Differentiating both members of eq. (20) with respect to τ we get
(∂τ F)
(
v
τ
∣∣∣∣ −1τ
)
= τ k+2∂τ F(v|τ)+ kτ k+1 F(v|τ)+ τ k+3vF ′(v|τ);
(∂τ F)(v + τ |τ) = ∂τ F(v|τ)− F ′(v|τ); (∂τ F)(v + 1|τ) = ∂τ F(v|τ),
and in particular we find
(∇τ F)
(
v
τ
∣∣∣∣ −1τ
)
= τ k+2∇τ F(v|τ)+ τ k+3 vF ′(v|τ);
(∇τ F)(v + τ |τ) = ∇τ F(v|τ)− F ′(v|τ).
Recall now that
γ (v|τ) := 1
2ipi
α′(v|τ)
α(v|τ) = 2vg1(τ )+
ζ(v|τ)
2ipi
,
γ
(
v
τ
∣∣∣∣ −1τ
)
= τγ (v|τ)+ vτ 2; γ (v + τ) = γ (v|τ)− 1;
γ (v + 1|τ) = γ (v|τ).
Therefore we finally have
(D(k)F)
(
v
τ
∣∣∣∣ −1τ
)
= τ k+2 D(k)F(v|τ); (D(k)F)(v|τ + 1) = D(k)F(v|τ),
(D(k)F)(v + τ |τ) = D(k)F(v|τ); (D(k)F)(v + 1|τ) = D(k)F(v|τ).
This ends the proof. ¤
In order to interpret this operator we consider the universal torus, namely the fibration over
(C2)+ := {(ω, ω′) such that (ω′/ω) ∈ H} whose fiber is the unnormalized torus C/(2ωZ +
2ω′Z), or better
M :=
E3
↓
L ,
where L is the set of all lattices 3 := 2ωZ+ 2ω′Z. Cursorily speaking we can take (z;ω,ω′)
as local coordinates over M (which can be seen also as a smooth principal fiber bundle with
structure group S1 × S1). The analytic sections of this bundle are the (unnormalized) elliptic
functions with periods 2ω, 2ω′. Over this fiber bundle we have three natural vector fields ([6])
D1 := ω ∂
∂ω
+ω′ ∂
∂ω′
+ z ∂
∂z
, D2 := ∂
∂z
, D3 := η1 ∂
∂ω
+η2 ∂
∂ω′
+ζ ∂
∂z
,
where the ζ function is the unnormalized one.
Consider now the projection over the universal elliptic curve E defined as
5 : M −→ E,
(z;ω,ω′) 7→ (v|τ) :=
(
z
2ω
∣∣∣ω′
ω
)
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and the push-forward of the above three vectors. It appears that D1 is the vertical vector field and
5 realizes the universal torus M as a trivial C∗—principal fibre—bundle over the universal
elliptic curve; the other two vectors are horizontal and hence they induce a natural connection
over this fibration 5 : M→ E.
The sections of the associated line bundle is the sheaf S of homogeneous elliptic functions
f (c z; cω, cω′) = c−k f (z;ω,ω′) ∈ S⊗k,
f (z + 2mω + 2nω′;ω,ω′) = f (z;ω,ω′),
and the horizontal connection D induced by the vectors D2, D3 is
Dz = ∂
∂v
, Dτ := D(k)τ = η2k
∂
∂τ
η−2k − α
′(v|τ)
2ipiα(v|τ)
∂
∂v
.
It follows that the elliptic connection D(k) is just the horizontal vector Dτ acting on section of
the sheaf S⊗k . Since we also have a natural structure of graded algebra, we see that we can
define the connection on the whole algebra by
D• :=
∞⊕
j=0
D(k).
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