Abstract-In order to maximize the value of an organization's data assets, it is important to keep data in its databases up-to-date. In the era of big data, however, constantly changing data sources make it a challenging task to assure data timeliness in enterprise systems. For instance, due to the high frequency of purchase transactions, purchase data stored in an enterprise resource planning system can easily become outdated, affecting the accuracy of inventory data and the quality of inventory replenishment decisions. Despite the importance of data timeliness, updating a database as soon as new data arrives is typically not optimal because of high update cost. Therefore, a critical problem in this context is to determine the optimal update policy for database systems. In this study, we develop a Markov decision process model, solved via dynamic programming, to derive the optimal update policy that minimizes the sum of data staleness cost and update cost. Based on real-world enterprise data, we conduct experiments to evaluate the performance of the proposed update policy in relation to benchmark policies analyzed in the prior literature. The experimental results show that the proposed update policy outperforms fixed interval update policies and can lead to significant cost savings.
significantly improve the organization's efficiency, productivity, and competitiveness in the marketplace [3] , [4] . However, the advantages that an ERP provides for an organization depend on the quality of data it processes. In fact, data quality has been found to be one of the critical factors in the successful operation of ERP systems [5] , [6] .
In the era of big data, data often arrive from multiple sources at a high velocity, which brings great challenges to data management [7] , [8] . Under this circumstance, organizations hope their data can be updated quickly to capture the data changes, so that at the time of application, current and high quality data can be extracted to support effective decision-making. In fact, data timeliness is identified as one of the most important data quality dimensions for database systems [9] , [10] . This is because only when the data in an ERP system is kept current, effective decisions can be made. If the data in a database system is out of date, decisions made based on obsolete data can be incorrect or ineffective, leading to possible financial losses. Take the inventory data in an ERP system as an example, if a new purchase order has been filled, but the new purchase data are not updated in the system in a timely manner, then the company may incur data staleness cost as a result of inefficient inventory replenishment decisions made based on the inaccurate and stale inventory data.
An obvious solution for such data staleness problem is to update the database as soon as a change in the data source occurs, but such a policy is typically inefficient or even infeasible in practice, because it is very costly to keep the data in a database system up-to-date in real time. Sometimes, the database may be under heavy use to support business operations, hence the update has to be delayed. There are also scenarios where database update often cannot be completed without human intervention. In the latter case, the personnel cost could be much higher than the equipment and computation cost [11] . Furthermore, updating information systems frequently can affect system availability [12] . Therefore, to decide when and how to update data in a database system, we need to carefully construct analytical models to balance the tradeoff between staleness cost and update cost.
The remainder of the paper is organized as follows. Section II provides a brief introduction to the data timeliness problem and an overview of the main research efforts on data update policies in the prior literature. Section III introduces the purchase data update problem and the analytical models. The analysis of the optimal update policy and computation method is provided in Section IV. Section V reports on the experiments conducted to evaluate the effectiveness of the proposed update policy in relation to benchmark policies. Finally, Section VI presents some concluding remarks and discusses possible future research directions.
II. RELATED LITERATURE
This section first provides an introduction to how data timeliness is defined in the extant literature, followed by a review of data update policies proposed in prior studies.
A. Current Research on Data Timeliness
Data timeliness has long been considered an important data quality dimension and needs improvement for effective decision-making, especially in the age of big data [13] . Prior research has tried to define data timeliness and proposed various timeless metrics in different applications. Wand and Wang [14] defined timeliness as the delay between a change of a real-world state and the resulting modification of the recorded state in an information system. Similarly, Lee and Strong [15] considered timeliness the extent to which the data were sufficiently up-todate for the task at hand. Ballou et al. [16] provided a more general and pragmatic definition and employed currency and volatility to judge whether the data were out of date. Currency is the difference between the time when data change in the real world and the time when users use it for a certain task. Volatility refers to the average time interval when data remain valid.
Based on the definitions in the aforementioned studies, we can see that data timeliness is affected by three important time instances, i.e., the time when data change in the real world, the time when the changes are extracted and recorded in an information system, and the time when the data are delivered to the information users. The entire process and related events affecting data timeliness are depicted in Fig. 1 .
Based on the events affecting data timeliness shown in Fig. 1 , the literature in the area of data timeliness can be classified into two research streams. The first research stream mainly focuses on improving data timeliness by quickly extracting and recording the data changes in the real world into an information system, i.e., the data update policy for databases. The second research stream focuses on improving data timeliness by quickly delivering the data changes or the requested information quickly to information users. The second stream features mainly study on how to improve the efficiency of update policies [10] , [17] , [18] , query processing algorithms [9] , [19] , [20] , and system response speed [21] .
In this paper, the research problem we focus on designing optimal data update polices to achieve data timeliness. Data timeliness in this paper refers to the difference between the time when data change in the real world and the time when these changes are input into a database system, which corresponds to the first two events in Fig. 1 . Therefore, our research belongs to the first research stream and a more detailed review of the related literature on update policy is provided next.
B. Current Research on Data Update Policy
The process of updating the data contents in information systems to reflect the changes occurring at the data sources is termed as synchronization or materialized view maintenance in some prior studies. Chandy et al. [22] presented models and techniques to determine the optimal time interval for database checkpoints. Srivastava and Rotem [23] focused on the efficiency of data update operation and obtained the optimal update frequency based on a stochastic model by minimizing a linear weighted sum of the query waiting cost and processing cost. However, the data staleness cost was not explicitly considered in their research. Segev and Fang [24] designed and proposed the optimal time-based and query-based data update policies, respectively. The objective of their models was to minimize the currency on user queries rather than minimizing the data staleness cost. According to the different properties of updates and database views, Adelberg et al. [25] proposed some data update strategies by analyzing various properties of updates and views to balance the transaction deadlines with database currency. Ling and Mi [26] and Dey et al. [27] discussed a time-based update policy and designed the optimal update frequency by minimizing the total data staleness cost and synchronization cost. Mannino and Walter [28] explored the short-term and long-term influences of data refresh policies on the traditional information system success measures by conducting a field study. However, a common characteristic of these studies is that the optimal data update policies derived are mainly based on a fixed interval. That is to say, the database is updated after a fixed time interval, e.g., one day/week after a fixed number of user queries have been received by a database, or after a fixed number of new data changes have arrived at a database. To increase the flexibility of data update process, we propose an aperiodic data update policy, illustrated using purchase data update in ERP systems, and test its effectiveness and optimality by comparing it with traditional fixed interval data update policies. Although aperiodic policies have been studied in [11] and [29] , the former study focuses on refreshing the knowledge learned from data (e.g., association rules computed from sales data) instead of updating the data itself, and the decision variables, decision models, and cost function considered are also different from ours, leading to different update policies.
III. DESCRIPTION ON RESEARCH PROBLEM AND MODEL
Although the database update policy proposed in this study is applicable in a wide range of data and systems, as explained earlier, for ease of exposition, we use purchase data in an ERP system to motivate the problem and illustrate the model and solutions.
A. Purchase Data Update Process in ERP Systems
Purchase data play an important role in decision-making in manufacturing companies. It is used not only for studying past purchase patterns, but also for updating inventory status of materials and products. For ease of illustration, we consider one type of information inquiry, i.e., inventory inquiry, to an ERP system. User inquiries of inventory status for materials are frequently posted to the ERP system to check the current inventory level and support inventory replenishment decisions. Due to the continuously arriving purchase data, the purchase and inventory data recorded previously may no longer be valid and accurate when an inventory inquiry arrives. Therefore, the purchase data in the ERP system need to be updated in a timely manner to reflect the changes occurring at purchase data sources and provide more accurate data to support inventory replenishment decisions. If the ERP system is not updated with the new purchase data, the inventory inquiry will receive outdated data, which can result in suboptimal decisions and possible financial losses to the company. Conversely, updating the ERP system immediately on the arrival of new purchase data can ensure the timeliness and freshness of the data, but the resulting frequent updates lead to higher update cost. Therefore, a decision regarding whether or not to update the ERP system has to be made when (or just before) an inventory inquiry arrives at the ERP system in a way that minimizes the sum of staleness cost and update cost. The timing of purchase data update decisions can be illustrated in Fig. 2 .
B. Definition and Description on the Research Model
In Fig. 2 , the data update decisions are discrete, i.e., the data update decision has to be made at each decision point, and each data update decision is only determined by the current system state instead of the previous system states. This conforms to the characteristics of Markov decision process. Therefore, we model the purchase data update problem in ERP as a Markov decision process. System state and transition probability are two indispensible parameters in a Markov decision process. Therefore in this section, we start with the definitions and analysis of system state and transition probability, followed by the derivation of system cost and objective function. The key notations used in this paper are listed in Table AI in the Appendix.
C. Analysis of System State and Transition Probability
Many prior studies have assumed that information inquiries and data updates to a database approximately follow a Poisson process [26] , [27] , [30] . Following the prior literature, we also assume that the arrival of new purchase data to an ERP system is characterized by a Poisson process with an intensity rate of λ u and that inventory inquiries arriving to an ERP system follow another independent Poisson process with an intensity rate of λ r . The expected number of inventory inquiries submitted to an ERP system in a predetermined time horizon is denoted by M . The system time t m refers to the time when the mth inventory inquiry arrives at an ERP system, where m = 1, 2, . . . , M. t m can also be considered the decision points because an update decision d m needs to be made when the mth inventory inquiry arrives at an ERP system. The update decision d m can take one of the two possible values, 0 and 1. When d m = 0, it means that the ERP system is not updated. When d m = 1, it indicates that the ERP system is updated with the accumulated purchase data incorporated into the system. As expected, the value of d m is determined by the system state s m . In this study, we define system state s m as the quantity of unprocessed purchase records accumulated by time t m , where a purchase record describes the purchase details for a particular type of material, such as the material name, purchase date, purchase quantity, purchase price, etc. The decision made at system time t m will affect the system state at the next system time t m + 1 . Due to the different values of d m , the system state at the next decision point should be examined separately.
If d m = 0, it means that the ERP system is not updated at system time t m . As a result, the accumulated and unprocessed purchase data at time t m will be carried over to the next system time t m + 1 . Conversely, if d m = 1, the ERP system is updated at system time t m . Then, the accumulated purchase data at time t m will be integrated into the ERP system instead of being carried over to the next system time t m + 1 . Therefore, the system state s m + 1 with different update decisions can be represented by
where I m ,m +1 is the quantity of purchase data accumulated from time t m to t m + 1 . The system transition from the current system state s m to the next system state s m + 1 is captured by the transition probability P s m ,d m ,s m + 1 . As illustrated in Fig. 2 , when the first inventory inquiry arrives at the ERP system at system time t 1 , an update decision d 1 needs to be made under the current system state s 1 . After that, the ERP system stochastically transits to the next state s 2 with a transition probability P s 1 ,d 1 ,s 2 . At the system state s 2 , a decision d 2 is made and the ERP system stochastically transits to the next state s 3 with a transition probability P s 2 ,d 2 ,s 3 , and so on. Fig. 3 illustrates the process of system state transition during purchase data update in ERP systems.
In the above analysis, we have assumed that the arrival of inventory inquiries follows a Poisson process with an intensity rate of λ r . Under this assumption, the time interval between two successive inventory inquiries follows the exponential distribution with an intensity rate of λ r . Therefore, the probability of the data quantity accumulated from time t m to t m + 1 , i.e., P (I m ,m +1 = h), takes the form
where f (t m + 1 − t m ) is the probability density function of (2) can be rewritten as 
Replacing parameter h in (3) with (4), we get
When d m = 1, according to (1), we have
In this case, substituting h in (3) with (6) yields
D. Analysis of System Cost
Due to the different cases of update decision made at system time t m , the system cost c m (s m , d m ) should also be discussed separately. If d m = 0, i.e., the ERP system is not updated at system time t m , hence the data obtained to answer the inventory inquiry r m is stale and the staleness cost is incurred, as represented by c s (s m ) in (8) . On the other hand, if d m = 1, i.e., the ERP system is updated at system time t m , the staleness cost will be avoided but the update cost is incurred, as represented by c u in (8) . In line with prior research (e.g., [27] ), we assume that the update cost is a constant and independent of the amount of newly arriving data [27] . In this way, the system cost c m (s m , d m ) at t m with different update decisions can be defined by the following equation:
Based on the update decision and the corresponding cost at system time t m , we can formulate the objective function of the purchase data update problem as
For the ease of analysis, (9) can be rewritten as
(10) The objective of problem (10) is to minimize the expected total system cost in a time horizon by finding the optimal sequence of update decisions δ * at all decision points, i.e., However, with all decision points considered, the above-mentioned simple method is generally not optimal. Therefore, we need to develop an efficient method to obtain the optimal update sequence for the entire time horizon.
E. Analysis of Staleness Cost Function
Staleness cost c s (s m ) reflects the effect of accumulated unprocessed purchase data on future purchase decisions. In an ERP system, if an inventory inquiry is answered by the stale data, the purchase decisions made based on those outdated inventory data will likely be inefficient and inaccurate, leading to the unnecessary purchase cost c p and inventory cost c I . Therefore, in the present research the staleness cost c s (s m ) is defined as
where purchase cost c p and inventory cost c I are considered constant. F (s m ), which we refer to as the staleness severity function, represents the severity of inefficiency or financial loss as a result of data staleness in the ERP systems and is a function of system state s m . Note that similar concept of staleness severity has been proposed in prior research (e.g., [26] , [27] ). Recall that s m represents the accumulated quantity of unprocessed purchase data at time t m , therefore, we can see from (11) that the staleness cost is dependent on the quantity of accumulated unprocessed purchase data at t m . The larger the amount of unprocessed purchase data at t m , the more likely the focal company will make inefficient inventory replenishment decisions, thus resulting in a higher staleness cost. Therefore, c s (s m ) is a monotone increasing function in system state s m . Furthermore, we define F (s m ) = 0 when s m = 0. Then, we have c s (s m ) = 0, indicating that if the quantity of unprocessed purchase data accumulated by time t m is zero, i.e., the purchase data in ERP system is up-to-date at t m , then there will be no stale data and the staleness cost is zero. By analyzing the characteristics of (10), we can find that the staleness severity function F (s m ) plays a critical role in determining the value of the objective function. Theorem 1 describes the relationship between the optimal expected total system cost and the staleness severity function.
Theorem 1: For a same system state s m , let C 1 and C 2 denote the optimal expected total system cost corresponding to staleness severity F 1 (s m ) and As explained earlier, F (s m ) represents the severity of inefficiency or financial loss as a result of data staleness. Based on Theorem 1, for the same system state s m , a higher value of F (s m ) indicates that the cost of stale data is higher. This shows from another perspective that the company with a higher staleness severity function is more sensitive to stale data, and therefore may put more emphasis on maintaining data timeliness for decision-making.
IV. ALGORITHM FOR DERIVING THE OPTIMAL UPDATE POLICY
In order to obtain the minimal expected total cost as specified in the objective function of problem (10), we need to examine all system state s m at each decision point d m for m = 1, 2, . . . , M. This seems impossible because the number of possible values of system state s m is infinite due to the stochastic nature of the accumulated purchase data at t m . Fortunately, based on the above analysis we can see that each data update decision at each decision point is only determined by the current system state instead of the previous system states. Therefore, the entire update decision problem can be formulated as a Markov decision process. In this section, we analyze the properties of the objective function and the optimal update policy based on the Markov decision process. Then, we propose a computation algorithm to derive the optimal update policy δ * using a backward induction method.
A. Analysis of the Optimal Update Policy
Based on (10) and the theory of Markov decision process, we let
represent the expected total system cost (value function) from time t 1 to time t M . Similarly
represent the expected total system cost from time t 2 to time t M . Thus, we have
and more generally
That is to say, the value function V m at system time t m can be considered the sum of the system cost at current decision point t m and the value function at the next decision point t m + 1 . When m = M , let V M + 1 = 0 and we get
Because the accumulated purchase data arriving to an ERP system is stochastic, all the possible values of accumulated purchase data quantity at each decision point should be considered. Therefore, we include the probability distribution of system state s m transiting to s m + 1 in the value function. Then, (12) where V m represents the expected total system cost from system time t m to t M .
Based on the principle of Markov decision process, to obtain the minimal expected total system cost V * m , we must find a set of optimal update decision δ 
From the above analysis, we know that V * 1 is the minimal expected total system cost from system time t 1 to t M . Considering that there are infinite number of possible system states at the start decision point t 1 , the optimal expected total system cost for all M inventory inquiries in a time horizon can be represented by
where P s 1 is the probability that the system state is s 1 at time t 1 . As mentioned before, the system state s 1 is represented by the quantity of accumulated unprocessed purchase data by time t 1 . Recall that t 1 is the time that the first inventory inquiry arrives at the ERP system. Therefore, the data quantity accumulated by time t 1 equals the data quantity accumulated from the start time of the time horizon to time t 1 . According to (3), P s 1 can be represented by
In order to obtain the optimal update policy from system time t (s m , d m ) . One of the very important properties of Markov decision process is the optimality of monotone policies. It is obtained for the problem of maximizing an objective function. However, the objective function in this study is to minimize the expected total system cost. Therefore, we redefine our problem and transform the minimum objective function (13) Based on the optimality of monotone policies in Markov decision process [31] , we obtain the following properties for problem (17) . We next provide the definition on superadditive (see Definition 1) and prove that each of the condition is required to get the monotone nondecreasing optimal policy. Please refer to the Appendix for the detailed proof of Theorem 2.
From (13) and (16) 
Based on (19) , if the accumulated purchase data s m are less than the control limit l * m , it is optimal not to update the system, and when the accumulated purchase data are equal to or greater than l * m , it is optimal to update the system. Therefore, l * m is the minimal quantity of accumulated purchase data satisfying R(s m , d m = 0) ≥ R(s m , d m = 1) and l * m ∈ Z + . In this way, the problem of finding the optimal update policy δ * is reduced to that of determining the control limits l * , where
B. Computational Method
Backward induction is an efficient method for solving Markov decision problem with a finite time horizon. Therefore, we design an algorithm to find the optimal update policy l * for the purchase data update problem based on the backward induction method. As explained before, the objective is to determine the control limit l * m at each decision point, which is the minimal quantity of accumulated purchase data satisfy- In backward induction, we first obtain l * M , which is the minimal quantity of accumulated purchase data at time t M that satisfies
Based on (8) and (16) 
V. EXPERIMENTS AND RESULTS FOR PERFORMANCE EVALUATION
To test the performance and effectiveness of the aperiodic purchase data update policy obtained from the proposed method, we conducted experiments based on a real-life dataset from the Hongmen Advanced Technology Co., Ltd. (or Hongmen for short) located in the Shen Zhen city in China (http://www.hongmen.com/). Hongmen has a history of almost 20 years, a registered capital of 66.8 million RMB, more than 550 employees. It is one of the largest gate manufacturers in China, and specializes in developing, designing, and producing over 21 series of products such as automatic gates, IC card intelligent systems, intelligent parking management systems, etc. By the end of the year 2015, its total sales, cost of goods sold, and net profit have reached RMB257.353 million, RMB165.200 million, and RMB10.846 million, respectively. In May 2011, Hongmen invested more than 2 104 626 RMB to implement the SAP-R/3 ERP system, which was made up 90.98% of its total IT cost. The variety of products in this company require a wide variety of materials be purchased and managed, which brings a big challenge to maintain the timeliness of inventory data in its ERP system. We use parameter values estimated from real-life data from this company in our experiments.
A. Parameter Settings
In this paper, the unit of time is set to be one day and the entire time horizon is one year or 365 days in our experiments. According to the real operation situation in Hongmen, the arrival rate of new purchase data λ u , representing the average number of purchase records arriving to the ERP system in one day, was set to 182. The inventory state was checked every seven days in the company, therefore the arrival rate of inventory inquiries λ r was 1/7. Based on information provided by the ERP system manager of Hongmen, the update cost c u consists of computation cost and personnel cost. Computation cost mainly includes the hardware and software cost incurred when updating the ERP system. According to the ERP system operation manager, the average maintenance cost on ERP hardware and software is RMB474 500 per year, and the average monthly salary for the material manager is RMB6900. Hongmen estimated that the cost of running one update approximately equals one day's of hardware and software maintenance cost and one day's salary of the material Table I . manager. Hence, the unit computation cost and personal cost incurred when updating the ERP system were set to RMB1300 (RMB474 500/365 days) and RMB230 (RMB6900/30 days), respectively. Therefore, the total update cost c u was RMB1530 (RMB1300+ RMB230).
Regarding the staleness cost, according to (11) and the earlier discussion, we know that the staleness cost, which takes the form of c s (s m ) = (c p + c I ) · F (s m ), is a monotone increasing function, where c p and c I are constants. Therefore, the staleness severity function F (s m ) is also a monotone increasing function of its parameter, the system state s m . Depending on the real-world problem context, F (s m ) can take different functional forms. For ease of analysis, one possibility is to use the cumulative distribution function (CDF) of a certain distribution to represent the monotonically increasing nature of this function.
In the Hongmen Company, the average purchase cost (setup cost) is RMB1000, mainly including the travel expense, mailing expense, and so on. The ordering policy in the company is similar to the (R,Q) policy, i.e., when the inventory position declines to or below the reorder point R, a batch quantity of size Q is ordered. Based on the calculation from the ERP database in Hongmen, the average purchase quantity Q is 150 units, the average reorder point R is 50 units, and the average holding cost per unit is 20 RMB. Therefore, the average inventory cost is 2500 RMB ((150/2+50) * 20). In summary, the staleness cost can be rewritten as c s (s m ) = 3500 · F (s m ).
B. Performance Analysis of the Update Policy
The performance of the optimal purchase data update policy proposed in this paper is evaluated using the cost savings compared with the traditional data update policies based on the fixed interval. The three fixed interval update policies are described as follows [27] .
1) Fixed time interval policy:
This can also be called periodical policy, which requires that the information system is updated after a fixed time interval, e.g., every 5 h. 2) Fixed inquiry interval policy: Under this policy, an information system should be immediately updated when it receives a fixed number of inquiries, e.g., after every five inquiries received by this system. 3) Fixed update interval policy: This policy demands that an information system is updated after a fixed number of data updates have arrived at the system, e.g., when the number of accumulated new data is equal to or larger than five records. We define C, C time , C inquiry , and C update as the optimal expected total system costs obtained by implementing the aperiodic data update policy proposed in this study, the fixed time interval policy, the fixed inquiry interval policy, and the fixed update interval policy, respectively. Similarly, we let t', i,' and u' denote the percentages of cost savings achieved by the proposed aperiodic update policy over the three traditional fixed interval update policies.
In the first set of experimental runs, we let F (s m ) take the functional form of the CDF of exponential distribution (represented by F exponential ), i.e. (22) where λ is a parameter of the function. It can be shown that this is a monotone increasing concave function of s m . To see the performance and advantages of the compared update policies, we conducted a series of experiments while changing the value of the parameter λ. The cost results and the percentage of cost savings achieved by proposed data update policy (in parenthesis) are summarized in Table I . For ease of comparison, we also plot the logarithms of expected total costs in Fig. 4 .
The results in Table I and Fig. 4 show that the proposed aperiodic update policy consistently outperforms all three fixed interval update policies and can lead to significant cost savings. Another apparent result shown in Table I and Fig. 4 is that the optimal expected total system cost increases with the value of parameter λ. This is because the higher value of λ leads to a higher value of F exponential (s m ) when system state s m is fixed. According to Theorem 1, the optimal expected total system cost also increases as a result. For the three fixed interval update polices, when the value of parameter λ gets higher, the system becomes more sensitive to the stale data and it has to be updated at a smaller interval. Therefore, the optimal expected total system cost is also increasing with λ. Another noticeable result demonstrated in Table I and Fig. 4 is that among those three fixed interval update polices, the fixed update interval policy is better than the fixed time interval policy, which is in turn better than the fixed inquiry interval policy, i.e., C update < C time < C inquiry . This is consistent with the findings of prior research [27] .
Additional experiments were conducted to examine the effect of different forms of staleness severity functions on the performances of different update policies. Specifically, in addition to the CDF of exponential distribution, we tried two other monotone increasing functions with different curves. The logistic function (denoted by F logistic ) shown in (23) represents a monotone increasing S curve
The CDF of uniform distribution (denoted by F uniform ) is a monotone increasing piecewise linear curve
As explained before, we need F (s m ) = 0 when s m = 0. Although theoretically the value of α in (23) needs to be infinite to meet this requirement, we set the value of α to 15 because such a value can already make F (s m ) incredibly close to zero (0.0000003059). The comparison of the optimal expected total system costs under four data update policies and changing parameter values in two different staleness severity functions are shown in Table II. Similar to Fig. 4 , we plot the logarithms of expected total costs in Fig. 5 and Fig. 6 , corresponding to logistic and uniform functions, respectively.
Once again, the experimental results summarized in Table II  and Figs. 5 and 6 show that the update policy proposed in this research consistently and significantly outperforms other three fixed interval update polices. When F (s m ) takes the logistic functional form, the optimal expected total costs of all the four data update policies increase with the value of β. This is because the value of F logistic is higher with a larger β value. When F (s m ) takes the form of the CDF of uniform distribution, the expected total costs of all four data update policies decrease as the δ value increases. This is because with other factors fixed, the value of F uniform (s m ) decreases as the value of δ increases. From Table II and Figs. 5 and 6, we also observe that among the three fixed interval update policies, the fixed inquiry interval policy always incurs a higher cost than the fixed time interval policy and the fixed update interval policy, and the cost incurred by the fixed time interval policy is slightly higher than the fixed update interval policy. This result is also consistent with the previous study [27] .
VI. CONCLUSION AND DISCUSSIONS
Timeliness is one of the most important quality dimensions of data assets managed by organizations. However, in the era of big data, with the sheer volume of constantly changing data, how to achieve and maintain data timeliness in dynamic database systems has become a challenging yet unresolved operational issue to many organizations. This research tries to address this issue by helping organizations decide when and how frequently to update data in their database systems. We model the data update problem as a Markov decision process and design a dynamic planning algorithm to obtain the optimal update policy based on the backward induction method. A set of experiments, using three different types of staleness severity functions, are conducted to verify the performance of the proposed aperiodic data update policy. The results show that the proposed data update policy consistently and significantly outperforms the traditional fixed interval data update policies.
This study has important practical implications for organizations. First, although fixed interval update policies might be easier to implement, given the amount of cost savings that can be achieved by the proposed aperiodic database update policy, organizations should explore the possibility of using aperiodic update policies to save costs. Second, the staleness severity function and other parameter values have a substantial impact on the optimal update policy. For this reason, efforts should be taken to make sure that that the staleness costs are accurately estimated. Third, although we illustrate the proposed update policy using ERP systems, we believe that the aperiodic update policy, with some adaptation, could be used for the maintenance of a wide range of data assets and applications such as patient medical record maintenance, Geographic Information Systems (GIS) data update, website maintenance, etc.
There are a few possible directions for future research, all involving improving or extending the aperiodic policy proposed in the present research. First, the proposed policy is developed for updating reliable and structured data such as purchase data. In other more complex general setting, data could arrive from multiple sources with varying degrees of reliability. One could extend the data update policy proposed in this study for processing and updating data from such more complex data sources. Second, the present study assumes that there is only one type of inquiries, the derived policy could be extended to cover scenarios where there is more than one type of inquiries. Third, it should be possible to derive a data update policy for more general scenarios where the arrival rate of purchase data or inventory inquiries changes with time, i.e., the parameters λ u and λ r are functions of time. The data staleness severity function.
APPENDIX

A. Key Notations
The system cost at time t m under decision d m .
C
The optimal expected total system cost for M inventory inquiries in a time horizon.
V m
The expected total system cost from time t m to t M , V m ≥ 0. δ The update policy in a time horizon, i.e., the update decision made at each decision point,
The optimal update policy from time t m to t M ,
The optimal control limit at time t m , l * m ∈ Z + . l * The optimal control limit for system state, where
B. Proof of Theorem 1
Proof:
According to (9) and (10), the optimal expected total system cost can be written as C = minE(c 1 (
Let C and C represent the expected total system cost by applying data staleness function F 1 (s m ) and F 2 (s m ), respectively. d * m and d * m denote the optimal update policy at time t m under different staleness functions. Therefore, we can get C = minE(c 1 (
For c 1 (s 1 , d 1 ) and c 1 ( (8) and (11), we have c 1 ( (8) and (11), we have c 1 (s 1 , d 1 ) = c u and c 1 (s 1 , d 1 ) = c u . Therefore, we can get c 1 (
When d * 1 = 1 and d * 1 = 0, according to (8) and (11), we have c 1 (s 1 , d 1 ) = c u and c 1 (s 1 , d 1 
indicates that the data staleness cost is smaller than the update cost at time t 1 , i.e., c 1 ( 
whereas d * 1 = 1 indicates that the data staleness cost is equal to or larger than the data update cost, i.e.
Based on (A1) and (A2), we know that F 2 (s m ) > F 1 (s m ), which contradicts the assumption F 1 (s m ) ≥ F 2 (s m ). That is to say, the condition when d * 1 = 0 and d * 1 = 1 is false and therefore no need to be considered for the next analysis.
Therefore, we can get c 1 (
By the above analogy, we can get that c 2 (
In summary, the optimal expected total system cost is increasing in the value of staleness function F (s m ) when s m is fixed. 
C. Proof of
(λ u ) (s m + 1 −s m ) · λ r (λ u + λ r ) (s m + 1 −s m +1) = ∞ s m + 1 =a n (λ u ) (a n −a m ) · λ r (λ u + λ r ) (a n −a m +1) = λ r (λ u + λ r ) · ∞ s m + 1 =a n λ u λ u + λ r (a n −a m ) = λ r (λ u + λ r ) · λ u λ u + λ r (a n −a m ) 1 − λ u λ u + λ r = λ u λ u + λ r (a n −a m ) (A3)
