We introduce a new methodological framework for repeatedly observed and thus dependent functional data, aiming at situations where curves are recorded repeatedly for each subject in a sample. Our methodology covers the case where the recordings of the curves are scheduled on a regular and dense grid and also situations more typical for longitudinal studies, where the timing of recordings is often sparse and random. The proposed models lead to an interpretable and straightforward decomposition of the inherent variation in repeatedly observed functional data and are implemented through a straightforward two-step Functional Principal Component Analysis. We provide consistency results and asymptotic convergence rates for the estimated model components. We compare the proposed model with an alternative approach via a two-dimensional Karhunen-Loève expansion and illustrate it through the analysis of longitudinal mortality data from period lifetables that are repeatedly observed for a sample of countries over many years, and also through simulation studies.
INTRODUCTION
Rapid advances in computational and analytical techniques have made it possible to continuously monitor and record many time-dynamic processes. As a result, functional data analysis (FDA) methodology aiming to study the resulting random functions encounters increasing interest. The statistical techniques of this field are still by and large focused on the case of independently sampled functions. A general introduction of the available methods for the i.i.d. case can be found in Ramsay and Silverman (2005) .
An important extension of the i.i.d. case that we study here concerns situations where curves are repeatedly observed for each subject at each of a series of measurement times or along a series of locations. We illustrate our methods with the analysis of samples of mortality profiles, which have been collected over many years for various countries and where one wishes to characterize the country-specific mortality curves and their secular evolution over calendar time. Data of this type are common in longitudinal studies where functional measurements are made at each visit, for example daily behavior profiles in animal studies, obtained for many days per subject.
The importance of models for dependent functional data has been recognized previously (Morris et al. 2003; Morris and Carroll 2006; Crainiceanu et al. 2009; Di et al. 2009), where the emphasis has been on functional data with a general hierarchical structure. In these multilevel functional models and functional mixed effects models, the multiple functions observed for each subject are modeled additively for the different levels, similar to a multilevel ANOVA design. Greven et al. (2010) introduced models for longitudinally observed functional data that are more similar to the data structure we are considering here; these authors incorporated the time spacing of the measurements into the coefficients through a linear structure, relying on additive assumptions.
In contrast, we target repeatedly observed functions along a longitudinal time axis for situations where these functions are smoothly changing with the longitudinal times at which the repeated functions are recorded, leading to a fully nonparametric model. The covariance and mean functions of the repeated functions are assumed to evolve smoothly in longitudinal time. The resulting flexible longitudinal functional model leads to sensible results under minimal assumptions, covers sparse random designs for the longitudinal times where the functions are observed, and also facilitates the study of the asymptotic behavior of methods for hierarchical or repeated functional data.
The proposed double FPCA method emerges as a natural extension of the wellestablished functional principal component analysis (FPCA) and has several key advantages. First, it relies on mild assumptions and is generally applicable for repeatedly observed functions when the sampling of these functions follows either dense regular or sparse and irregular random designs, where the latter are common in real-life longitudinal studies. Second, it is a straightforward extension of the tried and proven FPCA approach that has emerged as a reliable workhorse for FDA in the i.i.d. situation (Castro et al. 1986 ; Rice and Silverman 1991; Di et al. 2009 ). Third, it provides a decomposition of the total variation observed into the variation within the repeatedly observed functions as one component; and the variation between these random functions as a second component. Fourth, it is easy to implement and leads to interpretable results. Fifth, since the proposed double FPCA is derived from the nearly always applicable Karhunen-Loève expansion (Ash and Gardner 1975) of squared integrable random processes, which has been well studied in the i.i.d. case, it is amenable to asymptotic analysis under both longitudinal and dense designs and one obtains reasonably fast rates of convergence.
Referring to the times where the repeated functional measurements are taken from now on as longitudinal time, we consider observations
where i is a subject index. Functions X i (·|s ij ) are repeatedly recorded for subject i at a series of longitudinal times s ij (which might also correspond to spatial distances or other continuously scaled variables, depending on the application), j is the repeated observation index for the repeated functional data of the i-th subject, and t ijl are the time coordinates where the measurements of the j-th repeated function X i (·|s ij ) for the i-th subject are taken. The idea underlying the double FPCA approach is to model the repeated functions through an initial FPCA at a grid of suitable longitudinal times, across all subjects. The resulting principal components then become functions of longitudinal time, and these functions are subjected to a second FPCA.
These ideas motivate a two-step Karhunen-Loève expansion, leading to the following model for the repeated functions, evaluated at argument t ∈ T and recorded at longitudinal time s ∈ S for intervals S, T :
Here φ k (·|s) is the k-th eigenfunction of the repeated functions at longitudinal time s, belonging to the first series of FPCAs for the repeated functions, carried out at fixed longitudinal times s, ζ ikp are zero mean random variables and ψ kp is the p-th eigenfunction of the functional principal component function ξ k (s), where the latter is obtained in the first FPCA series. Eigenfunctions ψ kp belong to the second FPCA step of the proposed double FPCA approach.
In model (1), the variation inherent in the repeated functions X i (t|s) is decomposed into a series of two-dimensional principal surface components ϕ k (t|s), as per
The random scores ζ ikp can be employed for additional modeling tasks such as regression and classification. While decomposition (2) might look similar to the Karhunen-Loève expansion for a random field with two-dimensional argument u = (t, s), we consider here a scenario where t and s have inherently different meanings in terms of study design and scientific meaning, and where the component functions ϕ kp (t|s) = ψ kp (s)φ k (t|s), the principal surfaces of this model, have a direct interpretation. Even if one ignores the roles played by t and s, the proposed method is numerically faster and also has a faster rate of convergence compared to fitting a Karhunen-Loève expansion with twodimensional argument u = (t, s), especially for the case where the data are not regular and dense. In this case, a four-dimensional smoothing step for the covariance function G(t 1 , s 1 , t 2 , s 2 ) is needed to implement the two-dimensional Karhunen-Loève expansion, while the proposed method only involves a three-dimensional smoothing step G(t 1 , t 2 |s).
For further discussion see Section 7 and the online Supplement B.
A challenge for the theoretical study of this model and associated estimators is that for the second step FPCA in the double FPCA method, direct observations of the underlying random process are not available. Instead, one needs to target a working process that depends on estimates from the the first step FPCA. Addressing this challenge, we establish consistency results and show that when the repeated random functions are assumed to be densely observed along their argument t, the estimated model components obtained from double FPCA enjoy a one-dimensional convergence rate.
The paper is organized as follows. In Section 2, we provide further details for the proposed model for repeated functional data, followed by implementation details in Section 3. Theoretical properties and rates of convergence are studied in Section 4. Section 5 contains a simulation study, and Section 6 an illustration of the proposed approach to repeatedly observed human mortality data, followed by a discussion in Section 7. Assumptions are in the Appendix and detailed proofs as well as additional simulations in the online Supplement.
MODELING OF REPEATEDLY RECORDED FUNCTIONS
Denote the time coordinate for the repeatedly observed functions by t ∈ T and the longitudinal time domain over which multiple functions per subject are observed repeatedly by s ∈ S. For fixed s, X(·|s) is the repeated function observed at time s. For the i-th subject one then has the Karhunen-Loève representation of X i (·|s),
where upon fixing s, the φ k (·|s) are the eigenfunctions of the covariance operator with kernel G(t 1 , t 2 |s) = cov(X(t 1 |s), X(t 2 |s)) and ξ ik (s) the corresponding functional principal components (FPCs), which have zero mean and are uncorrelated for fixed s, with var(ξ k (s)) = λ k (s). When viewing φ k (t|s) as a two-dimensional surface in s and t, we assume that it is smooth in both t and s.
By a second application of the Karhunen-Loève representation, the FPCs as functions in s are further represented as
with eigenfunctions ψ kp and zero mean "second level" FPCs ζ ikp . Here the ψ kp are the eigenfunctions of the covariance operator with kernel
defining the double FPCA model. Combining these representations leads to
where ϕ kp (t|s) = ψ kp (s)φ k (t|s).
Thus, the variance structure of individual random surfaces X i is decomposed into a series of smooth two-dimensional surfaces, the principal surfaces, with random components ζ ikp . These surfaces consist of the products of eigenfunctions of the repeatedly observed functions, conditional on longitudinal time s, and of the eigenfunctions of the longitudinal dynamics in s. This corresponds to a decomposition of total variation into products of variation conditional on longitudinal time s and of variation along longitudinal time s.
ESTIMATING PROCEDURES
The proposed two-step FPCA approach proceeds as follows: (i) Obtain estimators for µ(t|s) and G(t 1 , t 2 |s).
(ii) Obtain φ k (t|s ij ) from the estimates of G(t 1 , t 2 |s ij ), for all s ij . We note that the order k = 1, . . . , K of φ k (t|s) may be determined according to the order of the corresponding eigenvalues for a fixed pre-selected time s 0 , but then in the case of crossing eigenvalue functions, the order for other s is determined by the smooth continuation of the functions φ k (t|s) as s varies, so that φ k (t|s) remains smooth in s, even if the order of eigenvalues changes for different s. (iii) For each subject i and k = 1, . . . , K, obtain the estimates of functional scores
(iv) For each k = 1, . . . , K, perform a second FPCA, applied to the working processes {ξ ik (s ij ), i = 1, . . . , n, j = 1, . . . , m i }, which are obtained in the previous step.
Estimating procedures for the mean surface µ(t|s) and the covariance operator G(t 1 , t 2 |s) for specific design situations are as follows.
Scenario A (Dense Regular Design). The design grids for both t and s are regular and dense, i.e., the observations are
i is the subject index, multiple functions X i (·|s j ) are repeatedly recorded for subject i at a series of dense and regular time points or locations s j , and t l are the time coordinates where the measurements of the function X i (·|s j ) are taken. For this case, we use empirical estimators, i.e., cross-sectional sample mean and sample covariance on a grid of t l and s j , and interpolate linearly between grid points,
where 1 ≤ l, k ≤ L and 1 ≤ j ≤ m. Theorem 1 in Section 4 establishes uniform strong consistency for these estimates when max l (t l − t l−1 ) = O(n −1 ) and max j (s j − s j−1 ) = O(n −1 ) with convergence rate (log n/n) 1/2 .
Scenario B (Dense Random Design) and Scenario C (Sparse Random Design in s). Here multiple dense functions X i (·|s ij ) are repeatedly recorded for subject i at a series of time points or locations s ij , j = 1, . . . , m i . If m i increases as n increases, we refer to this as Scenario B, and in the "longitudinal case", where the m i are bounded, as Scenario C. In random designs, we pool all data together to take advantage of the information contained in the entire sample and adopt a local-linear smoothing approach (Yao et al. 2005 ) to estimate µ(t|s) and G(t 1 , t 2 |s). We refer to these as smoothing estimators.
Let K(·) be a symmetric probability density function on [0, 1] and
where h is a bandwidth. The local-linear estimators of the mean function and covariance function are given byμ(t|s) =â 0 , where
respectively, byG(t 1 , t 2 |s) =â 0 −μ(t 1 |s)μ(t 2 |s), where
These estimates are consistent (see Theorem 2 below). For Scenario B, the smoothing estimatesμ andG have the same convergence rate (log n/n) 1/2 as the empirical estimateŝ µ andĜ, under appropriate regularity conditions (Theorem 2 (a)).
We note that in practice, empirical estimators can also be used for dense data with random design by pre-smoothing for individual curves. As designs get denser, the overall convergence rate (log n/n) 1/2 will remain the same. We further remark that according to our experience, the proposed method works well for doubly sparse settings (using smoothing estimators). If the data are sparsely sampled in the t direction,ξ ik (s) will converge to E(ξ ik (s)|Data), which in the sparse case differs from ξ ik (s) and therefore our theory does not apply. In Section 4, consistency results are provided for the case that dense curves X(t|s) are observed at randomly sampled longitudinal times s.
Note that when the measurements of underlying functions are contaminated with errors, regardless of the design, the method also works in practice. For the theoretical analysis, we do not consider additional errors in the dense data case for mathematical simplicity. For dense data, pre-smoothing of individual curves can always be used to reduce the error to a level so that it will not affect the overall convergence rate. For data with error, off-diagonal smoothing of the covariance surface is used to separate out the error variance, which is the reason that in eq. (9) the diagonal terms are excluded; for further details on this issue, we refer to Yao et al. (2005) . After obtaining the estimates of µ(t|s) and G(t 1 , t 2 |s), the estimatesφ k (·|s) for φ k (·|s) in Eq. (3) are derived numerically fromĜ(t 1 , t 2 |s) orG(t 1 , t 2 |s). The code for the proposed procedures is available in the PACE package at http://anson.ucdavis.edu/∼mueller/data/pace.html.
Additional estimation details that were specifically adopted to address the issue of possibly crossing eigenvalues are as follows. We initially obtain φ k (·|s) for s = s 0 , a left endpoint of the domain, where the order k is determined by the corresponding order of the eigenvalues λ k (s 0 ). Then for s 1 with 0 ≤ s 1 − s 0 ≤ , where > 0 is a small number, we determine the indices k and the sign of the eigenfunctionsφ k (·|s 1 ), such that the L 2 distance to the already obtained neighboring functionφ k (·|s 0 ) is minimized. This is to ensure the smoothness of the eigenfunction evolution φ k (·|s) in s. As the eigenfunctions φ k (·|s 1 ) are orthonormal, smooth continuation of eigenfunctions uniquely determines φ k (·|s 1 ); the procedure is analogous for the subsequent grid points.
Subsequently, the values ofφ k (·|s) are discarded for those s where δ jk (s) =
is smaller than a threshold ϑ for any j, k, with estimated gaps ∆ jk (s) = |λ j (s)−λ k (s)|, j = k, as the estimated eigenfunctionsφ k (·|s) are not reliable for small gaps between the eigenvalues. A practical approach is to obtain the standard error se(∆ jk (s)) by bootstrapping; a threshold ϑ corresponding to the 10th percentile of δ(s), denoted asθ, worked quite well in our analysis. With this approach, the measure of the set of discarded values of s can be kept quite small and the discarded values can be easily interpolated by smoothing the availableφ k (·|s j ) across s.
While processes {ξ k (s)}, k ≥ 1, are the targets for the second step FPCA, the quantities available are empirical working targets {ξ ik (s ij ), i = 1, . . . , n, j = 1, . . . , m i }, where m i may be small, and to which we apply a second FPCA. We first compute the estimateŝ
) by local linear smoothing. Then the estimateŝ ψ kp (s) of the eigenfunctions ψ kp (s) in (4) are obtained numerically fromR k (s 1 , s 2 ) and estimates for ζ kp are obtained by numerical integration for dense designs in s, or by best linear predictors through conditional expectation (PACE) for the case of a sparse designs in s. It follows from results in Müller (2005) that PACE can also be used for dense design cases.
After selecting appropriate numbers of included components K and P k , one obtains the estimated overall representation,
whereφ kp (t|s) =ψ kp (s)φ k (t|s). The included number of components K can be selected by fraction of variance explained (FVE). We use the criterion that min s
where M is large. The numbers of included components P k for the FPCA of random functions {ξ ik (s)} may also be determined by FVE, applied for each k.
THEORETICAL PROPERTIES
To study the asymptotics of the proposed two-step estimating procedure, recall that µ(t|s) (Eq. 6),Ĝ(t 1 , t 2 |s) (7) are empirical estimators andμ(t|s) (8),G(t 1 , t 2 |s) (9) are smoothing estimators of the mean surface µ(t|s) and the covariance operator G(t 1 , t 2 |s) = cov(X i (t 1 |s), X i (t 2 |s)) and thatφ k (t|s), k ≥ 1, are estimates of the eigenfunctions φ k (t|s) (3). We provide consistency results for these estimates in the following Theorems 1 and 2.
Let h T , h S denote the smoothing bandwidths for the local linear smoothing estimation of µ(t|s), and b T , b S the smoothing bandwidths for G(t 1 , t 2 |s),b k the smoothing bandwidths
, and 
sup t 1 ,t 2 ∈T ,s∈S
Corresponding results for the smoothing estimatesμ andG that are obtained by local linear smoothing are as follows. , and b T = O((log n/n) 1/4 ), the smoothing estimatorsμ(t|s) (8) and G(t 1 , t 2 |s) (9) have the following properties.
The next results show that the empirical working targets {ξ ik (s ij )} converge uniformly to the target processes {ξ ik (s), s ∈ S} (3) under the assumption that the repeated functions are densely sampled (in direction t), and with the rate of convergence depending on the longitudinal sampling design (dense or sparse in direction s). This convergence implies consistent estimation of the model components in the second FPCA step in (4) (see also Yao and Lee 2006) . 
sup
Similar convergence holds for the sparse design in s, but due to the necessary smoothing step, the rates of convergence are slower. 
Finally, the overall representationX i (t|s) in (10), with all component estimates plugged in, is shown to converge to X i (t|s) in Corollaries 1 (dense designs) and 2 (sparse designs).
Corollary 1. (Scenario A and B) Under the assumptions of Theorem 3,
(a) for fixed k and p,
for all s ∈ S and t ∈ T ,
whereX i (t|s) is given in (10).
Corollary 2. (Scenario C) Under the assumptions of Theorem 4,
by substituting ζ ikp withζ ikp in (5).
We note that the assumption (B.3) of non-crossing eigenvalue functions (see first paragraph of section 3) is used for theorem 4 and the corollaries. This assumption can be relaxed, as discussed in the remark in the Appendix. The proofs of the theoretical results are in the online Supplement A.
SIMULATION RESULTS
We conducted two simulation studies, one to investigate the scenario where eigenvalues cross along s, with results reported in the online Supplement D, and another one to evaluate the performance of the proposed double FPCA method for varying sample sizes n in a scenario that resembles a real data application, with results reported below.
For this simulation, we generate data that closely resemble the country mortality data, described in Section 6, by using the estimated mean functionμ(t|s) from the data application as mean function and the first four estimated two-dimensional functions as base functions ϕ kp (t, s), k, p = 1, 2, in (5). The random scores ζ kp , k, p = 1, 2, are generated as independent normal random variables with variances {9, 4, 4, 1} for {ζ 11 , ζ 12 , ζ 21 , ζ 22 }, respectively. The error variance was chosen as σ = 0.001, for a signal-to-noise ratio close to the observed value for the morality data.
Estimated and true principal surfaces ϕ kp , obtained for one sample run with n = 100 are shown in Figure 1 . Applying the FVE method as described in Section 3 with threshold 0.95 led to K = 2 and P 1 = P 2 = 2 as selected number of components. These data-based choices match the true number of components. Figure 1 demonstrates nearly perfect recovery of the true basis functions ϕ kp (t|s), k, p = 1, 2.
To quantify the quality of the estimates of µ(t|s), we use the relative squared error
where ||µ(t|s)|| 2 = µ(t|s) 2 dsdt, analogously forX i (t|s) andφ kp (t|s). The average relative squared errors over 100 simulation runs, reported in Table 1 , are found to be quite small for µ, X i and ϕ kp for n = 25, and to decline with increasing sample size n.
APPLICATION TO MORTALITY DATA
The analysis of trends in human mortality is important to assess the future demographic prospects of societies, quantify differences between countries with regard to this overall public health measure, and to appraise biological limits of longevity ( Whereas cohort life tables reflect the life histories of specific groups of individuals, usually of birth cohorts, period life tables represent the mortality conditions at a specific moment in time (Yang et al. 2008) and are available up to current years. We assume that the observed period death rates for a given calendar year correspond to realizations of an underlying random process with age as argument, quantifying mortality as a function of age of subjects and laying the foundation for the study of country-specific changes of these functional relationships, as calendar time progresses from past to present.
Following the notation introduced in Section 2, X i (t|s) denotes the mortality rate for the ith country for subjects at age t for calendar year s, where 60 ≤ t ≤ 100, focusing on the death rates of older individuals, and on a recent block of 47 years, 1960 ≤ s ≤ 2006.
Applying the proposed methodology to the entire data set, we obtained the random scores corresponding to principal surface components ζ ikp in (5) for n = 32 countries. Visualizing the first two random scores ζ i11 and ζ i12 , contributing 57.2% and 35.4% to the total variance respectively, clearly indicates that there are two clusters of countries ( Figure 2) ; five countries, namely Belarus, Bulgaria, Russia, Ukraine and Lithuania, form one cluster and the remaining countries the second cluster. The Eastern European countries that are grouped together in the small cluster display an increase in mortality rates starting at around 1980, across all ages, which is most pronounced at older ages, see Figure 3 . All other countries share a declining trend of mortality rates with increasing calendar years.
For further analysis, we focus on the majority group of 27 countries. Fitted eigenfunctionsφ k (t|s) and estimated FPCsξ ik (s) in (10) resulting from the first FPCA step are displayed in Figure 4 , while the fitted mean functionμ(t|s) and the most important three principal surfacesφ kp (t|s), for (k, p) = (1, 1), (1, 2), (2, 1) in (10) resulting from the second FPCA step are visualized in Figure 5 . The numbers of included components K = 2, P 1 = 2, P 2 = 3 were chosen by the FVE criterion with threshold 0.9; see Section 3.
The first step FPCA, as visualized in Figure 4 , reveals several interesting features. As a family of one-dimensional eigenfunctions, the φ k (t|s) provide the "modes of variation" of the repeated functions sampled at time s. Specifically, the family of first eigenfunctions φ 1 (t|s) indicates the direction of largest variation in function space of the mortality functions X i (t|s) around their mean. These eigenfunctions and also the second eigenfunctions φ 2 (t|s) are seen to be quite homogeneous across s, implying that the "modes of variation"
do not change much for varying calendar years. The corresponding FPC scores as functions of calendar year ξ i1 (s) display less homogeneity, indicating an increase in variance from around s = 1980 on, followed by a subsequent decline. As the ξ i1 (s) are multiplied with the φ 1 (t|s), this points to a temporarily increased divergence along the main direction of variation during this calendar period, likely a consequence of societal changes in
Europe. The family of second eigenfunctions φ 2 (t|s) characterizes variation of mortality along a contrast between old (with a peak around 85 years) and oldest-old (post-90) mortalities (negative values). As the functions ξ i2 (s) diverge in more recent years, this implies that the differences in the contrast between earlier and later mortalities across countries are rising, indicating increasing variability of the old versus oldest-old mortality differential. Further information on the eigenanalysis of the functions ξ i1 (s) and ξ i2 (s), including their eigenfunctions ψ kp , is in online Supplement E.
The fitted mean surface in the upper left panel of Figure 5 reflects the well-known overall declining trend in mortality rates. Further scrutiny shows that for ages between 80
and 90, the age at which a given mortality rate level is reached increases by approximately one year per decade. The three principal surfaces depicted in Figure 5 provide a graphical overall decomposition of the variation of mortality curves across countries.
The first principal surface ϕ 11 (t|s), corresponding to the first principal component in both age coordinate s and calendar year coordinate t, explains most of the variation between countries. A sharp change is seen to occur at around age 85, after which individual country's mortality rates deviate from the mean surface with a declining or increasing rate.
In the calendar year direction, a prominent "U-shape" feature is present at the oldest ages. To investigate this feature, we plot the fitted surfaces for the two countries with the largest and the smallest value of the multiplicative random factorζ 11 (see (5)), which turn out to be Canada and the Czech Republic ( Figure 6 ). One finds that the mortalities for these two countries exhibit a "U notch" and reversed "U-notch" for the oldest age mortality rates, viewed against calendar time. This indicates that oldest-old mortality rates across countries temporarily diverged in the 1980-1990s.
The second principal surfaceφ 12 (t|s) is flat at lower age groups 60-70 and for older groups shows an increasingly prominent slope, providing a contrast between present and past calendar years. This component thus differentiates between countries according to the speed of decline of oldest old mortality. This speed of decline is an indicator of health of the oldest cohorts, as well as an important predictor for the size of elderly cohorts and the societal resources that will be needed to care for the oldest-old cohorts.
The third principal surfaceφ 21 (t|s) complements the second principal surface: It has least curvature at past calendar years and increasing concave curvature towards more recent calendar years. This represents an increasing contrast between oldest-old mortality and mortality around ages 80-85, differentiating effects of mortality reduction before 85
and after 90. This may indicate that increasing mortality reduction at older ages before age 85 incurs a cost by being accompanied with decreased mortality reduction after age 90. One interpretation is that this reflects a selection effect: If mortality at ages prior to 85 is lowered, then larger numbers of frail individuals survive beyond this age range, and as a consequence, the decline of mortality of the oldest-old group is relatively smaller.
DISCUSSION
As an alternative to the proposed two-step FPCA, we also implemented and fitted the two-dimensional Karhunen-Loève expansion
where ρ k (t, s), k ≥ 1, are the eigenfunctions of the associated autocovariance operator A G with kernel G(t 1 , s 1 , t 2 , s 2 ) = cov(X(t 1 , s 1 ), X(t 2 , s 2 )), i.e., G(t 1 , s 1 , t 2 , s 2 ) has an orthog-
2 ) with nonincreasing eigenvalues ω k and eigenfunctions ρ k (t, s), where η k = T ,S (X(t, s) − µ(t, s))ρ k (t, s)dtds are the functional principal components (FPCs). In practice, this representation can be implemented by (i) obtaining estimates of G(t 1 , s 1 , t 2 , s 2 ) on a fine regular grid of, say p 4 points; (ii) defining an (arbitrary) ordering of the grid points (t 1 , s 1 ) according to which they are vectorized, and vectorizing grid points (t 2 , s 2 ) using the same ordering; (iii) using the resulting vectors to re-arrange the four-dimensional array into a symmetric p 2 × p 2 matrix and performing a regular eigen-decomposition for this matrix; (iv) arranging the kth eigenvector of dimension p 2 back into a p × p matrix, leading to an estimate of the eigenfunction ρ k (t, s) on the same p × p grid.
For data such as the mortality data that are regular and relatively dense, the empirical or cross-sectional sample covariance is a feasible estimate for the four-dimensional covariance G(t 1 , s 1 , t 2 , s 2 ) = cov(X(t 1 , s 1 ), X(t 2 , s 2 )). Alternatively, one can estimate the covariance G(t 1 , s 1 , t 2 , s 2 ) by four-dimensional local linear smoothing. We found that in the dense regular case, these two approaches give nearly identical results. Not surprisingly, the four-dimensional smoothing method is much slower; more details on this can be found in the online Supplement B. We emphasize that we consider here a scenario where t and s have inherently different meanings and scales. Accordingly, the eigenfunctions φ k and principal components ξ k (s) in the direction of repeated time, as obtained from the first step of the proposed two-step FPCA approach, are of interest in themselves, as seen in the simulation and data analysis. We note that these quantities are not available when using the two-dimensional Karhunen-Loève representation.
Even if we ignore the asymmetry of the roles played by t and s, we find that the proposed two-step FPCA method computationally is much faster than the two-dimensional Karhunen-Loève representation as in (24). Especially when the data are not regular and dense in either t or s, a four-dimensional smoothing step for the covariance G(t 1 , s 1 , t 2 , s 2 ) is mandatory to implement the Karhunen-Loève approach. This then renders it computationally inefficient, relative to the proposed two-step FPCA procedure, which at most requires three-dimensional smoothing and thus achieves faster rates of convergence under the same smoothness assumptions. In an illustration provided in the online Supplement B, the proposed method worked well for sparse designs, while the Karhunen-Loève approach was not only very time consuming but also became unstable under sparsity.
The double FPCA approach for the analysis of repeated functions takes into account the asymmetry of the longitudinal and the functional time components and is a natural extension of the standard FPCA technique of functional data analysis. It can be implemented for both dense designs as well as sparse longitudinal designs for the times where the repeated functional measurements are taken. For both cases, the proposed methodology enjoys good asymptotic properties. In applications to cross-country comparisons of older age mortality, the proposed double FPCA method leads to interesting insights into mortality and longevity across countries, by decomposing the overall variability into a series of principal surfaces. The proposed method thus shows promise for the analysis of longitudinal studies, in which one observes a curve at each observation time.
Appendix: Assumptions and Notations
Let m n = 1 n n i=1 m i , L n = min i,j {L ij } and h T , h S denote the smoothing bandwidths to estimate µ(s, t), and b T , b S the smoothing bandwidths for G(t 1 , t 2 |s) when smoothing is used. For the second FPCA step, letb k denote the smoothing bandwidth for R k (s 1 , s 2 ),
In the following, 0 < B < C < ∞ are generic constants that can take different values at different places. The following mild moment conditions will be used: (L.1.a) For all i, and all s, t,
Here, (L.1.a) and (L.1.b) are needed for (??) below, which will be used in the proof of Theorem 1.
(L.2) Processes X i (t|s) are smooth in t and s and satisfy
The following Conditions (A.1) -(A.6) are needed for the first FPCA step for functions X i (·|s), and (B.1) -(B.3) for the second FPCA step for functions {ξ ik (s)}.
(A.1) t ijl and s ij are random observation points distributed with density f T , respectively, f S . We require B ≤ f T (t) ≤ C for all t ∈ T , and B ≤ f S (s) ≤ C for all s ∈ S. Further, f T and f S are differentiable with bounded derivatives.
(A.
2) The kernel function K is a symmetric probability density function on [-1, 1] with
(A.3) All second-order partial derivatives of µ(t|s) exist and are uniformly bounded.
(A.4) All second-order partial derivatives of G(t 1 , t 2 |s) exist and are uniformly bounded on T 2 × S.
Conditions similar to the above have been required in Hall et al. (2006) and Li and Hsing (2010) . Here we assume that these properties hold uniformly over s. This is necessary so that the empirical working targetsξ ik (s ij ) are uniformly close to the theoretical working processes ξ ik (s), a fact that will be used in the second step FPCA.
(B.1) For any fixed k, all second-order partial derivatives of R k (s 1 , s 2 ) exist and are bounded on S 2 .
(B.2) For any fixed k, E(sup s∈S |ξ ik (s)| γ R ) < ∞ for some γ R > 2;b k → 0 and
Recall that λ k (s) is the kth largest eigenvalue of the covariance operator G(·, ·|s) at a fixed s = s 0 , but is defined by continuous continuation of the functions φ k (t|s) for other s, as described at the beginning of section 3. Defining
we make the assumption (B.3) For all k, δ k > 0 and λ k > 0.
This means that the eigenvalue functions λ j (s), 1 ≤ j ≤ ∞, do not cross and there is always a gap between λ j (s) and λ k (s) for any j = k. Table 1 : Simulation results for data generated to mimic the mortality data of Section 6, described in Section 5, reporting relative error (RE) as defined in (23) Figure 5: The estimated mean and first three principal surfacesφ 11 ,φ 12 ,φ 21 in (10), explaining 57.2%, 35.4% and 5% of the variation, respectively, for the mortality data. (left) and Czech Republic with the most negative scores ζ i11 (right) in model (5). The trend over calendar years at older ages shows a "U notch" for Canada (left) and an inverse "U notch" for the Czech Republic (right). This effect is a consequence of the "U shape" feature found in the first principal surface ϕ 11 in Figure 5 and demonstrates a contrast in old-age mortality between these two countries.
