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An algorithm is proposed for estimating the band aperiodicity of speech signals, where “aperiodicity” is 
deﬁned as the power ratio between the speech signal and the aperiodic component of the signal. Since 
this power ratio depends on the frequency band, the aperiodicity should be given for several frequency 
bands. The proposed D4C (Deﬁnitive Decomposition Derived Dirt-Cheap) estimator is based on an exten- 
sion of a temporally static group delay representation of periodic signals. In this paper, the principle and 
algorithm of D4C are explained, and its effectiveness is discussed with reference to objective and sub- 
jective evaluations. Evaluation results indicate that a speech synthesis system using D4C can synthesize 
natural speech better than ones using other algorithms. 
© 2016 The Authors. Published by Elsevier B.V. 
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0. Introduction 
There have been many studies in speech analysis based on
ocoder ( Dudley, 1939 ). It basically consists of the fundamental
requency (F0) and spectral envelope estimators while the mod-
rn framework uses the aperiodic parameter to improve the sound
uality of synthesized speech. In spectral envelope estimation, lin-
ar predictive coding (LPC) ( Atal and Hanauer, 1971 ) and Cepstrum
epresentation ( Oppenheim, 1969 ) are typical estimators. Although
he speech synthesis system of these conventional estimators was
nable to achieve speech synthesis with quality as high as that
f a waveform-based synthesizer ( Black and Campbell, 1995 ), the
TRAIGHT (Speech Transformation and Representation using Adap-
ive Interpolation of weiGHTed spectrum) ( Kawahara et al., 1999 )
lgorithm was able to achieve equivalent sound quality. STRAIGHT
as been used as the fundamental framework for voice conver-
ion such as voice morphing ( Kawahara et al., 2009 ), and TANDEM-
TRAIGHT ( Kawahara and Morise, 2011; Kawahara et al., 2008 ) was
roposed as the next version of STRAIGHT. For achieving higher-
uality speech synthesis, the F0-Adaptive Multi-Frame Integration
nalysis method ( Nakano and Goto, 2012 ) and the CheapTrick
pectral envelope estimator ( Morise, 2015a,b ) are still being stud-
ed as next-generation spectral envelope estimators. 
Aperiodicity is a spectral parameter associated with mixed exci-
ation ( McCree and Barnwell, 1995 ) and is used as a parameter for
oice conversion ( Ohtani et al., 2006 ). Several aperiodicity estima-
ors have been proposed ( Deshmukh and Wilson, 2003; Griﬃn and
im, 1985, 1988 ) for speech analysis and speech coding. For high-E-mail address: mmorise@yamanashi.ac.jp 
f  
i  
p  
ttp://dx.doi.org/10.1016/j.specom.2016.09.001 
167-6393/© 2016 The Authors. Published by Elsevier B.V. This is an open access article uuality speech synthesis, STRAIGHT ( Kawahara et al., 2001 ) (which
t is called Legacy-STRAIGHT to distinguish it from TANDEM-
TRAIGHT) and TANDEM-STRAIGHT ( Kawahara and Morise, 2012 )
se original algorithms. Improving sound quality requires not only
he F0 and spectral envelope, but also an aperiodicity estimator. 
The goal in this study is to develop a Vocoder-based high-
uality speech synthesis system. Here we propose an algorithm for
stimating the band aperiodicity of speech signals for use in high-
uality speech synthesis. We call it the D4C (Deﬁnitive Decompo-
ition Derived Dirt-Cheap) estimator. 
The rest of this paper is organized as follows. In Section 2 ,
e deﬁne the problem to be solved, the concept of the algorithm
sed, and the equations used in the paper. In Section 3 , we de-
cribe the algorithm in detail. In Section 4 , we evaluate the esti-
ator’s performance objectively and subjectively. We conclude in
ection 5 with a brief summary and a mention of future work. 
. Problem to be solved and deﬁnition of parameters used for 
lgorithm 
In this section, we deﬁne voiced sound and describe our deriva-
ion of the algorithm used. After that, we explain the concept of
4C and the parameters used for it. D4C uses a group-delay-
ased parameter. This parameter forms a sine wave of F0 Hz
rom arbitrary periodic signals with a fundamental period of T 0 .
herefore, the power ratio between the sine wave and the other
requency components corresponds to the aperiodicity. We can
btain the band aperiodicity by limiting the frequency band used
or the calculation. Furthermore, we can obtain the same result
ndependently of the temporal position used for windowing. One
roblem in periodic signal analysis is that the windowed signalnder the CC BY license ( http://creativecommons.org/licenses/by/4.0/ ). 
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idepends on the temporal position. This means that the estimated
speech parameter also depends on the temporal positions even
if the signal does not change F0 and the spectral envelope. D4C
overcomes this problem by using temporally static representation. 
2.1. Deﬁnition of periodic signal and problem to be solved 
In the Vocoder-based approach, voiced sound y ( t ) is deﬁned as
the convolution of an impulse response h ( t ) and a pulse train with
a fundamental period of T 0 . Signal waveform y ( t ) and its spectrum
Y ( ω) are given by 
y (t) = h (t) ∗
∞ ∑ 
n = −∞ 
δ(t − nT 0 ) , (1)
 (ω) = 2 π
T 0 
H(ω) 
∞ ∑ 
n = −∞ 
δ(ω − nω 0 ) , (2)
H(ω) = A (ω) e jφ(ω) , (3)
where symbol ∗ represents convolution, and ω 0 represents the
fundamental angular frequency ( = 2 π / T 0 ). A ( ω) and φ( ω) repre-
sent the amplitude and phase spectrum, respectively. This equation
shows that spectrum Y ( ω) consists of fundamental and harmonic
components. The arbitrary sequences associated with amplitude αn 
and phase βn are used to normalize Y ( ω): 
 (ω) = 
∞ ∑ 
n = −∞ 
αn e 
jβn δ(ω − nω 0 ) . (4)
One aperiodic component of actual speech is noise, and ape-
riodicity is deﬁned as the power ratio between the speech signal
and the aperiodic component of the signal. Since this power ratio
depends on the frequency band, the aperiodicity should be given
for several frequency bands. 
2.2. Concept of algorithm used 
There are several algorithms for estimating aperiodicity
( Deshmukh and Wilson, 2003; Kawahara et al., 2001; Kawa-
hara and Morise, 2012 ). Legacy-STRAIGHT and TANDEM-STRAIGHT
are mainly used for high-quality speech synthesis. Since Legacy-
STRAIGHT requires post-processing for temporal smoothing after
frame-by-frame processing with a 1 ms frame shift, it is not suit-
able for real-time applications ( Banno et al., 2007; Morise et al.,
2009 ). TANDEM-STRAIGHT is based on a waveform-based approach
and uses F0 information as input. Speciﬁcally, its estimation perfor-
mance is greatly degraded when the estimated F0 contour includes
an error. D4C overcomes these problems by utilizing temporally
static parameters ( Kawahara et al., 2012, 2014 ). 
2.3. Deﬁnitions of fundamental equations 
The equations used in the algorithm are deﬁned in this section.
A fundamental discussion can be found elsewhere ( Cohen, 1994 ).
Group delay τ g ( ω) is a parameter deﬁned on the basis of the fre-
quency derivation of phase φ( ω). 
τg (ω) = −φ′ (ω) , (5)
φ′ (ω) ≡ dφ(ω) 
dω 
, 
where symbol ′ represents the derivation of the frequency domain.
The other approach is deﬁned as follows: 
τg (ω) = 
 
(
S ′ (ω) 
)
 ( S(ω) ) −  ( S(ω) )  
(
S ′ (ω) 
)
| S(ω) | 2 , (6)
where S ( ω) represents the spectrum of input signal s ( t ). Deriva-
tive of the spectrum S( ω ) , S ′ ( ω ) is given by the spectrumf signal − jt s (t ) . 
 
′ (ω) = F[ − jt s (t )] , (7)
here symbol F[] represents the Fourier transform. The D4C algo-
ithm uses Eq. (6) as a fundamental parameter. Temporally static
epresentations ( Kawahara et al., 2012 ) are used in both the nu-
erator and denominator. A temporally static parameter based on
he group delay is used for the aperiodicity estimation. 
. Algorithm details 
In periodic signal analysis, the windowed waveform and its
pectrum depend on the temporal position used for windowing.
ven if the target spectral envelope is temporally static, the esti-
ation result depends on the temporal position. Temporally static
epresentation of the spectral envelope is important for high-
uality speech synthesis. It is also important for aperiodicity es-
imation. 
The D4C algorithm uses pitch synchronous analysis ( Mathews
t al., 1961 ) for designing the window function and a new param-
ter based on the temporally static group delay ( Kawahara et al.,
012 ). D4C consists of three steps. 
.1. First step: calculation of temporally static parameter on basis of 
roup delay 
First, the numerator of Eq. (6) is deﬁned as E cs ( ω). 
 cs (ω) =  
(
S ′ (ω) 
)
 ( S(ω) ) −  ( S(ω) )  
(
S ′ (ω) 
)
. (8)
e assume the calculation of E cs from periodic signal y ( t ) ( Eq. (1) ).
q. (2) shows that Y ( ω) has harmonic components at n ω 0 ( n : in-
eger value). Each component has a different amplitude and phase.
e ﬁrst design a window function that fulﬁlls the following two
equirements. 
• The main-lobe bandwidth is ω 0 . 
• The amplitude of the side lobes is negligibly low compared
with that of the main lobe. 
Signal waveform y ( t ) is windowed using the window function
entered at τ . The windowed waveform is deﬁned as y ( t, τ ). 
The spectrum of the windowed waveform Y ( ω, τ ) is the convo-
ution of the spectrum of the window function and Y ( ω). 
 (ω, τ ) = Y (ω) ∗W (ω) e − jωτ , 
= W (ω) e − jωτ ∗
∞ ∑ 
n = −∞ 
αn e 
jβn δ(ω − nω 0 ) . (9)
ig. 1 illustrates examples of Y ( ω ) and Y ( ω , τ ). Y ( ω , τ ) has har-
onic components at n ω 0 , but one harmonic k ω 0 is spread across
he frequency range from (k − 1) ω 0 to (k + 1) ω 0 by convolving the
indow function. Normally, interference among harmonic compo-
ents must be calculated, but the window function used for win-
owing can simplify this calculation. We can calculate the effect of
nterference between neighboring components k ω 0 and (k + 1) ω 0 .
o simplify the explanation, we explain the case for k = 0 . 
 (ω, τ ) = 
(
δ(ω) + αe jβδ(ω − ω 0 ) 
)
∗W (ω) e − jωτ , 
= W (ω) e − jωτ + αW (ω − ω 0 ) e − j(ωτ−ω 0 τ−β) , (10)
here W ( ω) represents the spectrum of the window function, and
and β correspond to amplitude α1 and phase β1 . Since the rela-
ive difference is important, α0 and β0 are normalized to 1 and 0,
espectively. The component including τ is the time-varying com-
onent, and we remove it using the following derivation. 
To remove the time-varying component, we insert parameter C
nto Eq. (7) . 
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Fig. 1. Examples of Y ( ω) and Y ( ω, τ ). In spectrum Y ( ω, τ ), the components between 
neighboring harmonics interfere due to convolving of window function. Value be- 
tween them therefore depends on temporal position τ . We can discuss only in- 
terference between k ω 0 and (k + 1) ω 0 due to features of main and side lobes of 
window function. 
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e  
a   0 (ω, τ ) = F[ − j(t + C) y (t, τ )] = Y ′ (ω, τ ) − jCY (ω, τ ) , (11) 
 
′ (ω, τ ) = − jτ e jωτW (ω) + e − jωτW ′ (ω) 
− jατ e j(ωτ−ω 0 τ−β) W (ω − ω 0 ) 
+ αe − j(ωτ−ω 0 τ−β) W ′ (ω − ω 0 ) , (12) 
here W ′ ( ω) represents the frequency derivation of W ( ω). Param-
ter C corresponds to the temporal shift of the signal. It is thus
ssential to obtain the temporally static parameter on the basis of
he group delay. Here we use Y 0 ( ω, τ ) as the frequency derivation
f Y ( ω, τ ). We assume that W ( ω) has no imaginary part. A window
unction that is temporally symmetrical and ranges from −N/ 2 to
 /2 fulﬁlls this assumption. N represents the width of the window
unction. 
Both the real and imaginary parts of Y ( ω, τ ) and Y 0 ( ω, τ ) are
sed to calculate E cs ( ω, τ ). 
 (Y (ω, τ )) = W (ω) cos (ωτ ) 
+ αW (ω − ω 0 ) cos (ωτ − ω 0 τ − β) , (13) 
 (Y (ω, τ )) = −W (ω) sin (ωτ ) 
− αW (ω − ω 0 ) sin (ωτ − ω 0 τ − β) , (14) 
 (Y 0 (ω, τ )) = W ′ (ω) cos (ωτ ) − τW (ω) sin (ωτ ) 
+ αW ′ (ω − ω 0 ) cos (ωτ − ω 0 τ − β) 
− ταW (ω − ω 0 ) sin (ωτ − ω 0 τ − β) 
− CαW (ω − ω 0 ) sin (ωτ − ω 0 τ − β) 
− CW (ω) sin (ωτ ) , (15) 
 (Y 0 (ω, τ )) = −W ′ (ω) sin (ωτ ) − τW (ω) cos (ωτ ) 
− αW ′ (ω − ω 0 ) sin (ωτ − ω 0 τ − β) 
− ταW (ω − ω 0 ) cos (ωτ − ω 0 τ − β) − CαW (ω − ω 0 ) cos (ωτ − ω 0 τ − β) 
− CW (ω) cos (ωτ ) . (16) 
e can obtain the following equation by plugging these four terms
nto Eq. (8) . 
 cs (ω, τ ) = (C + τ ) W 2 (ω) + α2 (C + τ ) W 2 (ω − ω 0 ) 
+ 2 W (ω) W (ω − ω 0 ) α(C + τ ) cos (ω 0 τ − β) 
+ α(W ′ (ω) W (ω − ω 0 ) −W (ω) W ′ (ω − ω 0 )) 
× sin (ω 0 τ − β) . (17) 
q. (11) includes the Fourier transform, and its integration range is 
eﬁned as ( −∞ , ∞ ). This range is limited to ( τ − N/ 2 , τ + N/ 2 ) be-
ause the signal is windowed by the window function shifted by τ .
ince parameter C corresponds to the temporal shift, the integra-
ion range in Eq. (11) is equivalent to ( τ + C − N/ 2 , τ + C + N/ 2 ).
nce the integration range is set to ( τ0 − N/ 2 , τ0 + N/ 2 ), param-
ter C is automatically set to −τ + τ0 . The following equation is
btained by using the integration range ( τ0 − N/ 2 , τ0 + N/ 2 ). 
 cs (ω, τ ) = τ0 W 2 (ω) + τ0 α2 W 2 (ω − ω 0 ) 
+ 2 W (ω) W (ω − ω 0 ) ατ0 cos (ω 0 τ − β) 
+ α(W ′ (ω) W (ω − ω 0 ) −W (ω) W ′ (ω − ω 0 )) 
× sin (ω 0 τ − β) . (18) 
he important thing is that τ 0 can be set to an arbitrary value not
elated to temporal position τ . Parameter C is automatically set to
he value for canceling temporal position τ . Therefore, the ﬁrst and
econd terms in the equation are temporally static. 
In this equation, the signs of the sin and cos terms are reversed
y calculating E cs (ω, τ + T 0 / 2) . The third and fourth terms are can-
eled by calculating E cs ( ω, τ ) + E cs (ω, τ + T 0 / 2) . In the following
quation, the temporal positions are shifted so that the centroid of
he analysis positions is τ . 
 D (ω, τ ) = E cs 
(
ω, τ − T 0 
4 
)
+ E cs 
(
ω, τ + T 0 
4 
)
= 2 τ0 W 2 (ω) + 2 τ0 α2 W 2 (ω − ω 0 ) . (19) 
E D ( ω, τ ) is the parameter used as the numerator of Eq. (6) .
 D (0, τ ) and E D ( ω 0 , τ ) are 2 τ 0 W 
2 (0) and 2 τ 0 α
2 W 2 (0), respectively.
his suggests that the values of each harmonic component and the
owers of Y ( ω) are virtually equal. The equation shows the result
or k = 0 . This equation is generalized for an arbitrary k . 
 D (ω, τ ) = 2 τ0 W 2 (ω − kω 0 ) + 2 τ0 α2 W 2 (ω − (k + 1) ω 0 ) . (20) 
This equation is effective provided that the main lobe of the
indow is below ω 0 and the amplitude of the side lobes is neg-
igible. In practical use, a window function is used in which the
ide lobes are low enough to achieve the required performance.
lthough a long window function can better approximate the re-
uirements for both the main and side lobes, it is not appropriate
ecause the parameters of speech temporally change. Since there
re many window functions that fulﬁll the requirements, we car-
ied out an exploratory experiment including an unoﬃcial listening
est with limited speech and few subjects. On the basis of the re-
ults, we decided to use the Blackman window with a length of
 T 0 . The other parameters used for the D4C algorithm were also
ased on the results. 
The temporally static parameter on the basis of the group de-
ay is obtained by calculating the temporally static power spectrum
nd using it as the denominator of Eq. (6) . We next explain how
o calculate the temporally static power spectrum. 
Since this power spectrum is used as the denominator of Eq.
6) , the full frequency band should not include any zeros. For D4C
stimation, we focus on limiting the window function and thus use
 Hanning window with a length of 4 T . Since the main lobe of0 
60 M. Morise / Speech Communication 84 (2016) 57–65 
Fig. 2. Examples of four parameters. 
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fthis window function is ω 0 /2, the main lobe does not cause in-
terference between neighboring harmonic components. The effect
of interference between the side lobes is therefore below 30 dB,
which is the side lobe amplitude. This effect is ignored here. Zeros
in the spectrum are removed by a simple spectral smoothing with
a rectangular window that has a width of ω 0 . 
P s (ω, τ ) = 1 
ω 0 
∫ ω 0 
2 
− ω 0 2 
P (ω + λ, τ ) dλ, (21)
where P ( ω, τ ) represents the power spectrum of the waveform
windowed at τ . We can ignore the interference between neighbor-
ing harmonic components because of the main lobe of the window
function and the width of the smoothing. 
A temporally static parameter based on group delay is given
by 
τg (ω, τ ) = E D (ω, τ ) 
P s (ω, τ ) 
. (22)
In both the numerator and denominator, the values at n ω 0 are
the same. Eq. (22) therefore shows that the values of all harmonic
components are the same. This means that Eq. (22) outputs the
same result for arbitrary signals with the same F0. 
With Eq. (22) , the value at (k + 0 . 5) ω 0 is smaller than that at
k ω 0 , provided that window functions shown in the paper are used.
This means that τ g ( ω, τ ) is shaped as a periodic signal with a pe-
riod of ω 0 . Here we neglect temporal position τ and use τ g ( ω)
because τ g ( ω, τ ) does not depend on the temporal position. 
3.2. Second step: calculation of parameter shaping 
In the ﬁrst step, we calculate the temporally static parameter
on the basis of group delay τ g ( ω). In the second step, τ g ( ω) is con-
verted into the parameter used for the calculation in the third step.
We explain how this is done by using the examples in Fig. 2 , which
shows the parameters for frames calculated from actual speech. 
Since τ g ( ω) (panel (a) in Fig. 2 ) is a periodic signal with a pe-
riod of ω 0 , its waveform is obtained by inverse Fourier transfor-
mation and has peaks at nT 0 . Eqs. (20) and (21) show that the fre-
quency ﬂuctuation depends on the spectrum of the window func-
tion. Here Blackman and Hanning windows are used for calculat-
ing E D ( ω) and P s ( ω), respectively. These spectra therefore consist
of superimposed sinc functions. In the second step, the component of nT 0 ( n > 1) is reduced so
hat τ g ( ω) is shaped into a sine wave. The component is reduced
y the spectral smoothing given by 
gs (ω) = 2 
ω 0 
∫ ω 0 
4 
− ω 0 4 
τg (ω + λ) dλ. (23)
he waveform of the smoothing function has zeros at 2 nT 0 ( n : nat-
ral number). Although this smoothing cannot reduce the compo-
ent at (2 n + 1) T 0 , we neglect this effect because powers of τ g ( ω)
bove 3 T 0 are negligibly low. 
Panel (b) in Fig. 2 shows the low frequency component. The
omponent is removed by using the following equations. 
D (ω) = τgs (ω) − τgb (ω) , (24)
gb (ω) = 
1 
ω 0 
∫ ω 0 
2 
− ω 0 2 
τgs (ω + λ) dλ, (25)
here τD ( ω) represents the parameter used for the third step. Pan-
ls (c) and (d) in Fig. 2 show examples of τ gb ( ω) and τD ( ω), re-
pectively. We can obtain a sine wave with a frequency of ω 0 from
ny periodic signal. The amount of power for the noise excluding
he sine wave is used to estimate the aperiodicity. 
.3. Third step: estimation of band-aperiodicity 
Parameter τD ( ω) ﬁts a sine wave with a frequency of ω 0 pro-
ided that the input signal does not contain any aperiodic noise.
and aperiodicity is calculated as the power ratio between total
ower and the power of the sine wave for each frequency band.
he D4C algorithm can therefore estimate the band aperiodicity
or a center frequency with a certain bandwidth. To calculate the
ower of the sine wave, the waveform is windowed using a win-
ow function with low side lobes. The power at around T 0 calcu-
ated on the basis of the main-lobe bandwidth represents the tar-
et power. 
In the D4C algorithm, a Nuttall window ( Nuttall, 1981 ) is used
s the window function with low side lobes. The side lobes are
0 dB lower than the main lobe, and the window function works
etter than a Blackman window. Parameter τD ( ω) is windowed us-
ng window function w ( ω) shifted to an arbitrary frequency ω c ;
 c is an angular frequency and equals 2 π f c Hz, where f c is the
enter frequency. Waveform p ( t, ω c ) is calculated using the inverse
ourier transform. 
p(t, ω c ) = F −1 
[ 
w (ω) τD 
(
ω −
(
ω c − w l 
2 
))] 
, (26)
here w l represents the length of the window function, and F −1 
epresents the inverse Fourier transform. Fig. 3 shows examples of
wo parameters calculated from the actual speech corresponding to
he signals in Fig. 2 . To simplify the discussion, the total energy of
 p ( t, ω c )| 2 was normalized to 1. Power waveform | p ( t, ω c )| 2 (panel
a)) was calculated from p ( t, ω c ), and parameter p c ( t, ω c ) (panel
b)) was calculated using 
p c (t, ω c ) = 1 −
∫ t 
0 
p s (λ, ω c ) dλ, (27)
here p s ( t, ω c ) represents the parameter calculated by sorting
 p ( t, ω c )| 2 in descending order on the time axis. Band aperiodic-
ty ap ( ω c ) is given by 
p(ω c ) = −10 log 10 ( p c ( 2 w bw , ω c ) ) , (28)
here w bw represents the main-lobe bandwidth of window func-
ion w ( ω). The dimension of w bw is time. Since the main-lobe
andwidth is deﬁned as the shortest frequency range from 0 Hz
o the frequency at which the amplitude indicates 0, 2 w bw is used
or Eq. (28) . 
M. Morise / Speech Communication 84 (2016) 57–65 61 
Fig. 3. Examples of | p ( t, ω c )| 2 and p c ( t, ω c ). Total energy of waveforms was normal- 
ized to 1. 
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t. Evaluation 
The effectiveness of D4C was investigated both objectively and
ubjectively. Since the goal of this study is to develop a Vocoder-
ased high-quality speech synthesis system, subjective evaluation
sing synthesized speech is important. On the other hand, objec-
ive evaluation is also important to quantify the performance. In
ctual speech, the F0 is time-varying, and the F0 contour estimated
rom the speech waveform usually contains an error. The purpose
f the objective evaluation was to quantify both the basic perfor-
ance and robustness against these factors. 
.1. Objective evaluation 
.1.1. Common conditions 
In the evaluation, Legacy-STRAIGHT and TANDEM-STRAIGHT 
ere compared. The sampling frequency of the signal used for the
valuation was 48 kHz. The signal length was set to 1 s, and the
rame shift was set to 1 ms. The number of estimation results for
ach center frequency was 10 0 0. The fast Fourier transform length
sed for D4C was set to 4096. 
The length of the window function, w l , was set to 6 kHz. Five
enter frequencies (3, 6, 9, 12, and 15 kHz) were used. In the objec-
ive evaluation, since the other algorithms output the aperiodicity
f the spectral representation, they were discretized for each cen-
er frequency. In the subjective evaluation, linear interpolation was
sed in D4C to obtain the aperiodicity of the spectral representa-
ion. For the interpolation, we added the aperiodicity of a value
60 dB) at 0 Hz on the basis of our past research ( Kawahara and
orise, 2012 ). The validity of these parameters will be discussed
n the basis of the results. .1.2. Experiment 1: relationship between SNR and estimated results 
The ﬁrst experiment was carried out to determine the relation-
hip between the SNR and the estimated results. The signal used
s given by 
 (t) = n (t) + 
K ∑ 
k =0 
cos ( kω 0 t + θk ) , (29) 
here n ( t ) represents white noise, and θ k represents the phase
haracteristic in each component. The θ k were set to random val-
es, and K was set to the maximum value at which K ω 0 does not
xceed the Nyquist frequency (24 kHz). Since the aperiodicities had
he same value for all center frequencies, conclusive results were
eﬁned as the averages for all center frequencies and frames. The
NR was set from 0 to 40 dB, and F0s of 125 and 250 Hz were
sed. 
The results are plotted in Fig. 4 . The thick line shows the target
periodicity, calculated using n ( t ) and y ( t ) in Eq. (29) . Their power
pectra, | N ( ω )| 2 and | Y ( ω )| 2 , were used to calculate the target ape-
iodicity for each frequency band. The center frequency and band-
idth were equivalent to the parameters of the aperiodicity esti-
ators. 
Since similar results were observed for both F0s, we discuss
nly the result for 125 Hz. Legacy-STRAIGHT estimated the ape-
iodicity from 0 to around 20 dB and could not estimate it above
0 dB. TANDEM-STRAIGHT estimated the aperiodicity most accu-
ately, and the estimated aperiodicity around 0 dB was below the
arget. D4C estimated the aperiodicity from 0 to 40 dB. 
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Fig. 5. Relative aperiodicities for center frequencies (white noise). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 6. Relative aperiodicities for center frequencies (pink noise). 
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d4.1.3. Experiment 2: estimation performance for each center 
frequency using different noise signals 
The second experiment was carried out to evaluate the estima-
tion results for each center frequency. The signal was designed us-
ing Eq. (29) , and either white or pink noise was used as n ( t ). The
relative aperiodicity was calculated for each center frequency un-
der the same F0 conditions as those used in the ﬁrst experiment.
Since similar tendencies were observed, the SNR was set to 20 dB
in the three subsequent experiments. 
The results when white noise was used are plotted in Fig. 5 .
The results for all algorithms at 3 kHz were set to 0 dB and used
as a baseline for comparison. Since the SNRs for all center frequen-
cies were the same, the ideal result is 0 dB for all frequencies.
TANDEM-STRAIGHT had the largest error while D4C had an error
smaller than Legacy-STRAIGHT, but the difference was only about
0.2 dB. 
The results when pink noise was used are plotted in Fig. 6 . The
target aperiodicity is represented by the thick line. D4C estimated
the aperiodicity for all center frequencies more accurately than the
other algorithms. While both sets of results show that D4C had the
best performance, the differences among them were small. 
4.1.4. Experiment 3: effect of F0 estimation error 
Since the three algorithms use F0 for estimation, we evaluated
them for robustness against F0 estimation error. Experiment 3 was
done the same as experiment 1 except that the input F0 had an
error (from −10 to 10%). The results are plotted in Fig. 7 . The relative error (shown on
he y-axis) was deﬁned as the difference between the estimated
periodicity and the aperiodicity for an F0 error of 0%. TANDEM-
TRAIGHT tended to have the highest error. Legacy-STRAIGHT had
n error of around ± 4 dB, and that of D4C was within 3 dB.
ANDEM-STRAIGHT is thus less robust against F0 estimation error
han the other two algorithms. 
.1.5. Experiment 4: effect of F0 contour frequency modulation (FM) 
Since the F0 contour of actual speech temporally varies, this ef-
ect should be measured to evaluate the effectiveness of D4C. In
his experiment, the F0 contours of test signals were designed us-
ng the following equation, which includes FM parameter α for
ontrolling the modulation gradient. 
f 0 (t) = f + 
√ 
α f cos 
(√ 
α f t + θ
)
, (30)
here f represents the standard F0, and θ represents the phase.
he F0 contour had a maximum gradient of αf . The value of FM
arameter α ranged from 0.0 to 25.0, and a θ from 0.0 to 2 π was
sed to calculate the F0 contour. The values calculated for all θ
ere averaged and used as the result. 
The results are plotted in Fig. 8 . In the ﬁgure, F0 corresponds to
 . All the results were subtracted from what so that the result for
of 0 corresponds to 0 dB. The results should therefore indicate 0
B regardless of α. 
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Fig. 7. Effect of F0 estimation error on estimation performance. 
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n  The results show that D4C was the most effective of the three
lgorithms provided that the FM parameter was under 5. When
he parameter was above 10, TANDEM-STRAIGHT was the most ef-
ective. However, TANDEM-STRAIGHT was more sensitive to α than
he other two algorithms. 
.1.6. Experiment 5: effect of vocal cord vibration amplitude 
odulation (AM) 
In the ﬁnal experiment, a periodic signal in which the ampli-
ude of each pulse differed was used to evaluate robustness against
M of vocal cord vibration. The signal was designed using 
 (t) = 
∞ ∑ 
n = −∞ 
( δ(t − 2 nT 0 ) + βδ(t − (2 n + 1) T 0 ) ) , (31) 
here β represents the AM parameter. The value of β ranged from
.0 to 1.2. 
The results are plotted in Fig. 9 . The results were subtracted
rom what so that the result for β of 1 corresponds to 0 dB. They
learly show that D4C was the most robust against AM regardless
f the F0. 
.2. Discussion for objective evaluation 
The results of experiment 1 show that the aperiodicity esti-
ated by D4C had a bias when the SNR was above 5 dB. Since
he bias was around 6 dB, we can compensate for it by subtracting
 dB from the estimated aperiodicity. When the SNR was below 5B, the trend in the bias differed, but an algorithm used for evalu-
tion cannot accurately estimate F0 from low-SNR speech. A frame
ith this SNR is identiﬁed as an unvoiced part, and its aperiodicity
s not used in speech synthesis. We covered this range in our ex-
eriments because the purpose of our objective evaluation was to
valuate the performance of D4C. The results for SNR below 5 dB
o not affect our subjective evaluation. 
The F0 estimation error and AM results showed that D4C had
he best performance. The other results showed that its perfor-
ance was similar to those of the other two algorithms. Since ac-
ual speech does not have perfect periodicity, the temporal posi-
ions of vocal cord vibration include temporal ﬂuctuation. Subjec-
ive evaluation with re-synthesized speech is therefore important
o evaluate the effectiveness of the proposed algorithm. 
.3. Subjective evaluation 
The speech used for the subjective evaluation was 40 words
poken by two men and two women, and the sampling rate
as 48 kHz/16 bits. The words consisted of Japanese four-mora
ords including consonants. A block diagram of the speech analy-
is/synthesis procedure is shown in Fig. 10 . To enable pure evalu-
tion of the difference in aperiodicity, Legacy-STRAIGHT was used
or F0 and spectral envelope estimation. Sixteen people with nor-
al hearing participated in the evaluation. They sat in a room with
n A-weighted sound pressure level of 26 dB. We did not use a
ound proof room as we wanted to evaluate the differences in a
atural environment. The speech was reproduced using a laptop
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Fig. 9. Relationship between AM parameter and estimation result. 
Fig. 10. Block diagram of speech analysis/synthesis procedure. F0 and spectral 
envelope were from results estimated by Legacy-STRAIGHT. Algorithm based on 
Legacy-STRAIGHT was used for speech synthesis. 
Fig. 11. Results of MUSHRA subjective evaluation. Symbols ∗∗ and ∗∗∗ represent 
signiﬁcant differences ( p < 0.01) and ( p < 0.0 0 01), respectively. Error bars represent 
95% conﬁdence intervals. There were signiﬁcant differences between original and 
synthesized speech for all algorithms ( p < 0.0 0 01). 
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t  C with an audio interface (EDIROL Quad-Capture), and the par-
icipants listened to the speech through headphones (SENNHEISER
D650). 
A MUSHRA evaluation based on ITU-R recommendation
S.1534-1 was carried out to compare the sound quality of the
riginal and re-synthesized speech. The participants rated the
peech on a scale of 0 to 100 using an interface that simulta-
eously displayed four kinds of stimuli (the original speech and
peech synthesized using Legacy-STRAIGHT, TANDEM-STRAIGHT,
nd D4C). The four sets of speech were deﬁned as one set of stim-
li, so the number of sets was 40. 
The results ( Fig. 11 ) show that not all of the algorithms
ould synthesize speech as natural as the input speech. TANDEM-
TRAIGHT was signiﬁcantly inferior to the others for both male and
emale speech. Under all conditions, Legacy-STRAIGHT and D4C did
ot signiﬁcantly differ. The results for female speech were higher
han those for male speech for all the algorithms. 
.4. Discussion for subjective evaluation 
The results of the subjective evaluation showed that D4C
an synthesize natural speech better than TANDEM-STRAIGHT.
egacy-STRAIGHT requires post-processing for temporal smoothing
hereas D4C can estimate aperiodicity without post-processing.
ANDEM-STRAIGHT has the same advantage, but it had sound
uality inferior to that of D4C. 
Band aperiodicity based on an auditory scale (e.g., mel and Bark
cales) is generally used, and a previous study ( Lin et al., 20 0 0 )
sed different center frequencies. It is interesting that D4C had the
ighest sound quality even though a linear scale was used. This
uggests that only one estimated aperiodicity (3 kHz) is enough
o synthesize natural speech. In conclusion, all the results indicate
hat D4C is suitable for high-quality speech synthesis. 
. Conclusion 
Our proposed D4C band-aperiodicity estimator for high-quality
peech synthesis uses a temporally static parameter calculated on
he basis of group delay and does not require post-processing. The
esults of objective evaluation show that D4C can effectively es-
imate band aperiodicity. In particular, it is highly robust against
0 estimation error and amplitude modulation of vocal cord vibra-
ion. The results of subjective evaluation show that D4C is superior
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Z  o two conventional algorithms. Although the difference between
4C and Legacy-STRAIGHT was small, D4C can estimate aperiod-
city without post-processing. While this evaluation demonstrated
he effectiveness of D4C, its parameters were not optimized. Op-
imizing them remains for future work. Future work also includes
pplying D4C to voice morphing, voice conversion ( Ohtani et al.,
006 ), and statistical parametric speech synthesis ( Koriyama et al.,
014; Zen et al., 2009 ). 
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