Abstract. In the present paper, we consider an approximate system of one-dimensional simplified tumor invasion model, which was originally proposed by Chaplain and Anderson in [1] . The simplified tumor invasion model is composed of PDE and ODE. Actually, the PDE is the balance equation of the density of tumor cells and the ODE describes the dynamics of concentration of extracellular matrix. In this model, we take into account that the random motility of the density of tumor cells is given by a function of space and time, that is, it is not a positive constant. Moreover, the PDE contains a (nonlinear) function which describes the proliferation as well as the apoptosis of tumor cells. Our main objective is to give the local existence and uniqueness of the solutions to the approximate system.
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Introduction.
We propose the following one-dimensional tumor invasion model denoted by (P):={(1)-(5)} throughout this paper: (1) n t = [p(x, t)n x − n(ϕ(v)) x ] x + F (x, t, n, v) a.e. in
v t = νn a.e. in Q T ,
[pn x − n(ϕ(v)) x ](±L, t) = 0 a.e. t ∈ (0, T ),
n(x, 0) = n 0 (x) a.e. x ∈ (−L, L),
where p is a non-negative and bounded function from (−L, L) × (0, T ); ϕ is a function from R into itself; F is a function from (−L, L) × (0, T ) × R × R; T , L and ν are given positive and finite numbers; n 0 and v 0 are the prescribed initial data. Phenomenologically, n and v reflect the density of tumor cells and some quantity concerned with the concentration of extracellular matrix, respectively.
This system comes from the following one-dimensional tumor invasion models, which is one of the simplified models proposed by Chaplain and Anderson in [1] : (6) n t = [D n n x − nχ(f )f x ] x a.e. in Q T , where f, m and u are the densities of extracellular matrix, enzyme denatured extracellular matrix and endogenous inhibitor, respectively. D n , D m , D u and ε are positive constants and g, h, k and are non-negative functions. Now, we do not consider the existence of endogenous inhibitor, namely, u ≡ 0. Moreover, we assume that tumor cells directly denature extracellular matrix. Roughly speaking, we identify the behavior of enzyme denatured extracellular matrix as that of tumor cells. Then, we derive the following simplified tumor invasion model denoted by (SP) = {(10), (11)}:
There are several papers, for example [2, 3, 4, 5] , in which the authors treated (SP).
In the present paper, we propose the following one-dimensional tumor invasion model of Chaplain-Anderson type:
with (11). The differences between (6) and (12) are the following two facts:
1. The random motility of n, denoted by p in (12), is given by a function of space and time in (12), but in (6) it is a positive constant D n .
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2. (12) contains a (nonlinear) functionF , which describes the proliferation and the apoptosis of tumor cells.
By putting v = − log f , ϕ(r) =χ(e −r ) (∀r ∈ R), whereχ is a primitive of χ, and F (x, t, n, v) =F (x, t, n, e −v ), we can easily derive (1) and (2) from (12) and (7), respectively. Namely, we can consider {(7), (12)} as one of the special cases of the form {(1), (2)}.
Next, we give the notation and the mathematical assumptions on the prescribed data. We denote by H := L 2 (−L, L) a Hilbert space with the usual L 2 -inner product (·, ·) H and the norm · H , and by V := H 1 (−L, L) a Hilbert space with the inner product (·, ·) V given by
Moreover, we denote by · V , V * and ·, · V * ,V the norm of V induced by (·, ·) V , the dual space of V and the duality pairing between V * and V , respectively. We suppose that the functions p, ϕ, F and the initial data n 0 , v 0 satisfy the following conditions:
(A2) ϕ is a Lipschitz continuous C 1 function from R into itself whose Lipschitz constant is denoted by L(ϕ). Moreover, we assume that the derivative of ϕ, denoted by ϕ , is also a Lipschitz continuous function whose Lipschitz constant is L(ϕ ).
and there exists a positive constant c 2 such that
From (A1), it is difficult to show the existence and uniqueness of solutions to (P). So, in the present paper, for each κ > 0 we consider the following approximate system of (P), denoted by (P) κ :={(13)-(17)}: 
(ii) For any z ∈ V and a.e. t ∈ (0, T ) the following equality holds:
2. Uniqueness of solutions. We devote this section to showing the uniqueness of solutions to (P) on [0, T ]. Since the space dimension is 1, we note that the following imbedding holds: there exists a positive constnat c 3 such that
which plays a crucial role throughout this paper.
The main theorem in this section is given below.
be two solutions to (P) on [0, T ] and put N = n 1 − n 2 . Then, N satisfies the following equality:
We substitute z = N (t) in (19) and use (A1) to derive
where
We estimate the integrals I i (1 ≤ i ≤ 4) in the following way: (i) It follows from (A3), (2) and (18) that
(ii) It follows from (A2) with (2) and (18) again that
By substituting the estimates obtained in (i) and (ii) into (20), we have:
) and obtain
that is,
At last, by applying the Gronwall lemma to (22), we have
This implies the uniqueness of solutions to (P) on [0, T ].
3. Auxiliary problem. Throughout this section, we fix any function ∈ W 1,∞ (0, T ; V ) with (0) = n 0 . And we see from (A5) that the following lemma holds.
Now, we consider the following auxiliary problem (AP) : find a function w ∈
with the initial condition:
where for each t ∈ [0, T ] F * (t) ∈ V * is defined by
Then, we have the following proposition.
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Proposition 3.1. (AP) has a unique solution w ∈ W 1,∞ (0, T ; V ). Moreover, there exists a strictly increasing and locally bounded function h 1 : [0, +∞) → (3, +∞) such that
Proof. By using the Galerkin method, we can easily show that (AP) has a solution w and we omit it in this proof because it is a quite standard argument. In order to show the uniqueness of the solutions to (AP) , let w i (i = 1, 2) be two solutions to (AP) on [0, T ]. Then, we see that W = w 1 − w 2 satisfies
We substitute z = W (t) in (26) and use (A1) with (18) to obtain
By applying the Gronwall lemma to the above inequality with (27), we see
In the rest of this proof, we show the existence of a function h 1 satisfying (25). For this, we substitute z = w(t) in (23) to obtain
We see from (A1)-(A5) that the following estimates hold:
By using these estimates, we see that there exist constants C i > 0 (i = 3, 4) such that
By applying the Gronwall lemma to the above inequality, we have: Next, we substitute z = w t (t) in (23) to obtain (29)
Here, we use (A1)-(A5) again and obtain the following estimates:
By substituting the above estimates in (29) and taking δ = 1 8 , we see that there exist constants C 5 > 0 and C 6 ≥ 2 such that
Finally, by putting
we see from (28) and (30) that (25) holds.
Local existence of solutions.
The argument carried out in this section is essentially the same as in [6] . First of all, we show the following lemma.
Lemma 4.1. For any ε > 0 there exists T ε ∈ (0, T ] such that for any t ∈ (0, T ε ]
Second, we see from (A2) and (18) that
Hence, we derive
, where
Finally, we put
Then, it is easily seen from (31) that the inequality
Hence, this lemma is completely proved.
Next, for each t ∈ (0, T ] we consider a closed subset X t of W 1,∞ (0, t; V ) given by
where h 1 is the same function as obtained in Proposition 3.1. It is clear that X t = ∅ for any t ∈ [0, T ] since n 0 ∈ X t .
By applying Lemma 4.1, we see that the following property ( ) is satisfied:
Moreover, it follows from Proposition 3.1 with ( ) that for any t ∈ (0, T 1 ]
where w is a unique solution to (AP) on [0, t], which implies w ∈ X t . That is, for each t ∈ (0, T 1 ] we can define a solution operator S t from X t into itself by
Then, we derive the following lemma.
Lemma 4.2. There exists T 2 ∈ (0, T 1 ] such that for any t ∈ (0, T 2 ) the operator S t is a contraction mapping on X t .
Proof. Let t ∈ (0, T 1 ] , i ∈ X t and w i = S t i (i = 1, 2). Then, we see that W = w 1 − w 2 satisfies the following equality:
In order to get some estimate of
, we carry out the following argument. First, by repeating the similar argument as in the first half of Lemma 4.1, we have:
Second, we have:
We estimate the integrals I i (1 ≤ i ≤ 4) below. By using (A2), (A5) and (18), we derive 1D SIMPLIFIED TUMOR INVASION MODEL 55 the following estimates:
We see from the above estimates that there exists a constant
Hence, it follows from (33) and (34) that there exists a constnat C 9 (T ) > 0 such that
. Next, we substitute z = W (s) in (32). By repeating the similar argument as in the proof of Proposition 3.1 and using (35), we see that there exists a constant C 10 > 0 such that
. Moreover, by substituting z = W s (s) in (32) and repeating the similar argument as in the latter half of the proof of Proposition 3.1 again, we see that there exists a constant
. Hence, we see from (35)-(37) that
where h 2 is a function given by
Since the function h 2 is a strictly increasing and continuous function satisfying h 2 (0) = 0 and lim t→+∞ h 2 (t) = +∞, we see that there exists a uniqueT 2 ∈ (0, +∞) such that
.
Finally, we put T 2 = min{T 1 ,T 2 }. Then, we see from (38) that for any t ∈ (0, T 2 ) there exists a constant h t ∈ (0, 1) such that
which implies that S t is a contraction mapping on X t . Now, we give the main theorem of this section. Proof. By applying the Banach fixed point theorem to S t , we see that S t has a unique fixed point n ∈ X t , i.e., S t n = n. And we put
Then, it is easily checked that [n, v] is a solution to (P) on [0, t].
5. Iteration scheme. In this section, we give one of the methods to approximate the solutions to (P). Actually, this is a direct consequence of Sections 2 and 4. For this, we fix T 0 ∈ (0, T 2 ) throughout this section, where T 2 is the same number as obtained in Lemma 4.2. Now, we define a sequence {[n k , v k ]} k∈{0}∪N by the following way:
and for any k ∈ N      n k+1 (x, t) = [S T0 n k ](x, t),
Since n 0 ∈ X T0 and T 0 ∈ (0, T 2 ), it is clear that n k ∈ X T0 for any k ∈ {0} ∪ N. Moreover, we see that the following theorem holds. Proof. From Lemma 4.2, we see that n k converges to n, which is a unique fixed point of S T0 , strongly in W 1,∞ (0, T 0 ; V ) as k → ∞. Hence, it is also easily obtained from the definition of v k that it converges to v strongly in W 2,∞ (0, T 0 ; V ) as k → ∞. At last, we see from Theorems 2.1 and 4.1 that [u, v] is a unique solution to (P) on [0, T 0 ].
