The partly linear additive Cox model is a useful tool for modeling failure time data with multiple covariates. The global smoothing method based on polynomial splines has been demonstrated as an efficient estimation approach for this model in the sense that it achieves the semiparametric information bound. However, there is no method available for consistently estimating the asymptotic variance matrix of the resulting estimators of finite parameters, which hampers inference for the model. This motivates us to propose a bootstrap method for estimating the distributions of the estimators; it is shown to be consistent. Moreover, to test linear hypotheses on the finite parameters, we propose a new test statistic and obtain its asymptotic null distribution. We show that the test is consistent and can detect alternatives nearing the null hypothesis at a rate of √ n. Our results enable inference about the model based on the efficient polynomial splines estimation. Simulations are conducted to demonstrate nice performance of the proposed method. A data example is also given.
Introduction
As an extension of the Cox (1972) model, the partly linear Cox model (Sasieni (1992) ) specifies the conditional hazard rate of failure time T given the covariate value (x, w) ∈ R d × R J as λ{t; x, w} = lim where λ 0 (·) ≥ 0 is an unspecified base-line hazard, β is a d-vector of parameters, and φ(w) is an unknown function of w. This model provides flexibility to the covariate specification when some continuous covariates may have nonlinear effects on the risk function. There are many works in the literature concerning estimation of the model. For example, Grambsch, Therneau, and Fleming (1990) and Fleming and Harrington (1991) explored the functional form of the covariate effect by smoothed martingale residuals; Sasieni (1992) calculated the information bound for estimating β and suggested using the partial likelihood based on a spline to estimate the model; Dabrowska (1997) considered the continuously stratified Cox model in Sasieni (1992) , a variation of (1.1) where the covariate w was embedded into the baseline; Heller (2001) studied the profile partial likelihood estimation using a kernel function. Model (1.1) is useful for modeling failure time data with multiple covariates, but for high-dimensional covariate w it suffers from the so-called "curse-ofdimensionality" problem in estimation. One of the methods attenuating this difficulty uses an additive structure for the function φ(·), as in Huang (1999) , which leads to the partly linear additive Cox model. It specifies the conditional hazard of the failure time T given the covariate value (x, w) as λ{t; x, w} = λ 0 (t) exp{β x + φ(w)},
( 1.2) where φ(w) = φ 1 (w 1 ) + · · · + φ J (w J ). The parameters of interest are the finite parameter vector β and the unknown φ's. The former measures the effect of the treatment variable vector x, and the latter may be used to suggest a parametric structure of the risk. This model allows one to explore nonlinearity of certain covariates, avoids the "curse-of-dimensionality" problem inherent in the saturated multivariate semiparametric hazard regression model (1.1), and retains the nice interpretability of the traditional linear structure in Cox's model (Cox (1972) ). See the discussions in Hastie and Tibshirani (1990) . The global smoothing method based on polynomial splines is efficient for estimating the finite parameters in (1.2), in the sense that it achieves the semiparametric information bound. See the seminal work of Huang (1999) . This indicates that the estimator of β is asymptotically most efficient among all the regular estimators (see for example, van der Vaart (1991) and Chapter 3 of Bickel et al. (1993) ). However, there is no consistent estimator available for the asymptotic variance matrix of the estimator of β. This is similar to parameter estimators for censored regression models or from nonsmooth estimation equations, where the asymptotic covariance matrix of the estimator involves unknown density functions. In general, resampling techniques are employed to deal with this problem. For example, Bilias, Chen, and Ying (2000) Zhou (2006), and Zeng and Lin (2008) used resampling to estimate the variance matrix of the estimators.
For the global smoothing method, Huang (1999 Huang ( , p.1540 ) empirically suggested using the inverse of the observed partial information matrix to estimate the variance matrix, but its consistency is unknown and seems difficult to establish. This hampers applications of the efficient polynomial spline estimation for model (1.2). It is desirable to develop a consistent estimate of the variance matrix.
In this paper we propose a bootstrap approach to estimating the distribution of the above estimator of β, which furnishes a consistent variance estimation method for the efficient estimator of β in Huang (1999) . The result allows for a useful inference tool for model (1.2) based on the efficient polynomial spline estimation. Moreover, we introduce a new statistic to test some linear hypotheses about β, while leaving the nonparametric components as nuisance functions. The asymptotic null distribution and consistency of the test are established, and the limit rate for the detectable alternatives converging to the null hypothesis is √ n. To derive our theoretic results, we draw a parallel between the estimator and its bootstrap analogue and obtain their Bahadur's representations which share a similar form, except that the representation for the latter is a random weighting sum while the former is a uniform weighting sum. This facilitates the proofs of theorems, and the parallel arguments are novel, representative, and applicable to other scenarios.
Note that model (1.2) was extended by Cai et al. (2007) to multivariate cases with one additive component. They proposed a profile pseudo-partial likelihood estimation approach. The resulting estimators of the finite parameters allowed for consistent variance estimation but they were not efficient, since the asymptotic variances of the estimators did not achieve the semiparametric information bound. Therefore, it is meaningful to study the efficient estimation method based on the polynomial splines approximation.
The paper is organized as follows. In Section 2, we introduce the partial likelihood of model (1.2) along with the polynomial splines based estimation. In Section 3, we propose a bootstrap method for estimating the distribution of the efficient estimator of β, and establish the consistency and asymptotic normality of the bootstrap estimation. In Section 4, we consider hypothesis testing for β and derive asymptotics for the proposed test. We present the details of implementation and conduct simulations in Section 5. Some concluding remarks are given in Section 6. Technical conditions and proofs are provided in the Appendix.
Partial Likelihood and Global Smoothing Based on Polynomial Splines
Suppose that there are n independent individuals in a study cohort. Let {X i , W i } denote the covariate vector for the ith subject (i = 1, · · · , n). Then observed data for the ith subject is {S i , δ i , W i , X i }, where S i is the observed event time for the ith subject, which is the minimum of the potential failure time T i and the censoring time C i , and δ i is the indicator of failure. Let
where R i = {j : S j ≥ S i } is the risk set at time S i . If φ(·) has been parameterized, one can obtain the maximum partial likelihood estimator by maximizing the partial likelihood (2.1) with respect to β and the parameters in φ(·). Since φ is unknown, the partial likelihood function in (2.1) cannot be maximized for estimating φ.
In the following, we consider the partial likelihood estimation for β and φ(·) using polynomial splines approximation. The use of polynomial splines in estimating the fully nonparametric additive Cox model based on the partial likelihood was first proposed by Stone (1986) . This method was extended to the partly linear additive Cox model by Huang (1999) . In principle, the additive components can be approximated by polynomial splines with different numbers of knots. For easy exposition in the following, we employ the same number of knots for each component, and use some notation from Huang (1999) and Fan and Jiang (2009) .
Without loss of generality, assume that W takes values in 
According to Schumaker (1981, p.124) , there exists a local basis
be the normalized B-spline basis (see de Boor (1978) 
A specific example for such a basis was given in Zhou, Shen and Wolfe (1998) .
φ nj (w j ) = b B(w). Under regular smoothness assumptions, φ j 's can be wellapproximated by functions in S( , ξ). Therefore, by (2.1), the logarithm of an approximated partial likelihood is
Computationally, the maximization problem in (2.2) can be solved via the existing Cox regression program, for example coxph and bs in the R software (for details, see Huang (1999) ).
With the estimators of β and φ(·), one can estimate the cumulative baseline hazard function Λ 0 (t) = ∫ t 0 λ 0 (u)du under mild conditions by the following Breslow estimator (see Breslow (1972 Breslow ( , 1974 :
where
is the at-risk indicator and N i (u) = 1(S i < u, δ i = 1) is the associated counting process. The estimatorβ achieves √ n-consistency. Especially, it achieves the semiparametric information lower bound (see Huang (1999, Remark 3.2) ). This shows that the estimator is asymptotically efficient among all the regular estimators. However, the information lower bound cannot be consistently estimated, which makes inference for β difficult in practice. This motivates us to propose the bootstrap estimation for the distribution ofβ.
Bootstrap Estimation for the Parameter Vector
The estimation of the variance ofβ allows one to construct confidence intervals for β. Since a direct consistent estimator is not available, it is useful to develop a bootstrap method for this task.
For the proportional hazards model of Cox (1972) , Burr (1994) studied three methods of bootstrapping: ordinary resampling from the empirical cumulative distribution function; resampling conditional on the covariates; resampling conditional on the covariates and the censoring pattern. We opt for the first method, since its consistency is guaranteed (see Theorem 1 below), but the other two bootstrap methods are also interesting and worth investigation. Specifically, we resample from the empirical distribution F n of the observations
. The bootstrap procedure is detailed as follows.
Resample a bootstrap sample {S
Based on the sample, fit model (1.2) and obtain the estimated valueβ * of β.
Repeat steps 1 and 2 to obtain a sample ofβ
4. Use the bootstrap sample {β * (k) −β} B k=1 to determine the quantiles ofβ − β. As in Huang (1999, Thm. 3 .1), let Z = (X, W) and let
The following theorem demonstrates that the conditional distribution of (β * −β) given F n is asymptotically the same as the unconditional distribution ofβ − β; this establishes the consistency of the proposed bootstrap method. 
From the theorem, we can estimate the variance matrix n −1 I −1 (β) of theβ by the bootstrap sample variance
and approximate the 100(1 − α)% confidence region of β by
where χ 2 d (α) is the (1 − α)th quantile of the chi-squared distribution with d degrees of freedom.
Testing Linear Hypotheses
Many problems of statistics can be reduced to the problem of testing a linear hypothesis. In particular, it is interesting to investigate whether β, lying in the As the additive components are nuisance functions, the testing problem is
andγ is the estimator of γ under H 0 , then we have a Bahadur representation for the estimators.
Theorem 2. If the conditions in Appendix I hold, then under
H 0 , (i) C (γ − γ) = C {CI(β)C } −1 Cn −1 ∑ n i=1 * β (S i , δ i , Z i ) + o p (n −1/2 ), (ii) √ n(β − C γ) = V (β)n −1/2 ∑ n i=1 * β (S i , δ i , Z i ) + o p (1).
Note that V (β)I(β)V (β) = V (β). It follows from Theorem 2 that, under
is a symmetric and idempotent matrix with rank m, and V (β) is a d × d singular matrix with rank m < d. Therefore, the Wald-type test statistic, which takes the form
, cannot be employed, since the inverse of V (β) does not exist.
An intuitive test method is to directly compare the difference between the estimators of parameters under the null and alternative hypotheses, which leads to the test statistic
whereβ andγ are the estimators of β and γ, respectively, under H 1 and H 0 . In principle, a large value of T n suggests rejecting H 0 . Since V * (β) is idempotent, V * (β) has m eigenvalues equal to 1 and d − m eigenvalues equal to 0. Let D be a d × m matrix consisting of m normalized eigenvectors corresponding to the m nonzero eigenvalues of V * (β), and let {w i , i = 1, . . . , m} be the eigenvalues of D{I(β)} −1 D . The next theorem describes the asymptotic null distribution of the test statistic T n .
Theorem 3. If the conditions in Appendix
, where the χ 2 1,i 's are independent chi-square variables with one degree of freedom.
Unfortunately, this result cannot be used to make statistical inference directly, because there is no consistent estimator available for the unknown weights w's. We propose a bootstrap method to estimate the null distribution. Specifically, given F n , one can draw a bootstrap sample,
, from F n as in Section 3, then fit the null model under H 0 and the alternative model (1.2). Denote byβ * andγ * the resulting estimators of β and γ, respectively. We take the bootstrap version of T n to be
Theorem 4. Assume that the conditions in Theorem
Although the null distribution of T n cannot be calculated, the null distribution of T * n can be obtained by resampling. Theorem 4 has the null distribution of T n well-approximated by that of T * n . To study the power of the proposed test, we consider the local (Pitman) alternatives of the form
where β n is a sequence of nonzero vectors in R d such that β n → β * . Assume that there does not exist a γ n ∈ R d−m such that β n = C γ n , otherwise H 1n coincides with H 0 and any test has no power to detect H 1n . Both the null and alternative are semiparametric, since the additive components {φ j (·)} J j=1 are nuisance functions. From Theorem 3, an approximate level-α test can be constructed as ψ n = 1{T n ≥ χ n,1−α }, where χ n,1−α is the 100(1 − α)th percentile of the limit distribution of T n under H 0 . By Theorem 4, one can estimate χ n,1−α by the 100(1 − α)th percentile of distribution of T * n . The probability of type II error at the alternative H 1n is then given by β(α, r) = P {ψ n = 0|H 1n }. The following theorems characterize how fast the test ψ n detects the alternatives. 
(ii) the test statistic T n converges weakly to the random variable β * + η 2 , where η is a m-dimensional normal random variable with mean zero and variance matrix V (β).
The theorem shows that the test ψ n can detect the local alternatives at a rate of √ n, the optimal rate in all regular parametric tests.
Numerical Studies

Choice of knots
For implementation of the estimation method in (2.2), one needs to specify the location of knot sequence {ξ k } Kn k=1 , given the number of knots K n . In practice, equally spaced and quantile knot methods are usually used. The latter places knots at the sample quantiles of the variable so that there are approximately the same number of observed values of the variable between any two adjacent knots. We choose it. The number of knots, K n , acts as a smoothing parameter. It may be selected by visual trial and error to pick a value balancing smoothness against fidelity to the data. Experience from simulations suggest that stable and satisfactory results can be obtained by using three to ten knots.
More formal methods of selecting the number of knots are to minimize the mean squared errors of the fit, either by employing a formula approximating the mean square error (e.g. the plug-in estimators), or by a form of cross-validation (CV). For uncensored data, CV and generalized cross-validation (GCV) are commonly used for selection of K n ; see for example Hastie and Tibshirani (1990) . For survival data, Ø'Sullivan (1988) proposed CV and GCV for choosing the smoothing parameter in smoothing spline estimation of relative risk; Nan et al. (2005) extended CV and GCV to choose the number of knots in regression spline estimation of a varying-coefficient Cox model. It is worth developing the CV and GCV methods to give a data-driven choice for the number of knots in the current setting, but we do not attempt this here.
Since our theoretic results hold for a large range of numbers of knots, we empirically decide the number of knots in simulations. Throughout this section, we employ the B-spline basis with three quantile knots. Even though the number of knots is not optimal, the simulation results are acceptable for evaluation of our methodology.
Simulations
We did simulations to demonstrate that the bootstrap method gives an accurate estimate for the distribution ofβ, and to check the consistency and power of the proposed test. Specifically, we calculated the standard deviation ofβ in simulations, the bootstrap estimate of the standard error ofβ, and the 95% coverage probability for β based on the bootstrap. We also compared the null distribution of the testing statistic T n with its bootstrap version T * n and calculated the powers of the test under local contiguous alternatives.
In addition, we compared the proposed estimation method with a "naive method" using the inverse of the observed partial information matrix to estimate the variance matrix ofβ in Huang (1999) . When there is only one additive component in the model, the profile pseudo-likelihood (PPL) method in Cai et al. (2007) can be used, and the Wald-type test based on this method can be constructed. We did comparison with the PPL method. We expected that our efficient-estimation-based test would be more powerful than the Wald-type test based on the PPL. Example 1. Covariate X was generated from the bivariate normal distribution with marginal N (0, 1) and correlation 0.5, W 1 and W 2 were uniform on [0, 1] with correlation 0.5, and the failure time was from an exponential distribution with hazard function
where β 1 = 0.6, β 2 = 0.4, and φ(w) = φ 1 (w 1 ) + φ 2 (w 2 ) with φ 1 (w 1 ) = −8w 1 (1 − w 2 1 ) and φ 2 (w 2 ) = 2 log(200 + (w 2 − 1.2) 3 ). The censoring variable given (X, W) was uniformly distributed on [0, 6] and independent of the failure time. The baseline λ 0 was taken to be 1. There were about 47% censored data.
First, we assessed our estimation approach with 1,000 simulations. We considered different sample sizes n = 400, 800, 1,600. In each simulation, we used the "naive method" mentioned above and 1,000 bootstrap replicates to calculate the standard error ofβ. Letŝe b andŝe na represent the estimated standard error for the bootstrap and naive methods, respectively. The estimators and their standard deviations (SD) were evaluated along with the average of the estimated standard error for the estimators. The coverage probability (CP b and CP na ) of the 95% confidence interval for β was also calculated based on the bootstrap and naive methods. For the naive method, the CP na for β was calculated using the normal approximation and the estimated standard errorŝe na . Table 1 reports the simulation results. It is evident that the estimated standard errors were quite close to the corresponding standard deviations and the coverage probability was satisfactory for both methods. The naive and bootstrap estimation methods for β performed well in this example. Second, we checked the performance of the proposed test. To this end, we considered testing the null hypothesis, H 0 : Aβ = 0 versus H 1 : Aβ = 0,where A = (2, −3). For each simulation, we obtained four bootstrap samples (this is merely for the reduction of computational cost; using more samples would not alternate our results) and computed the test statistic T * n . Pooling together the bootstrap samples from each simulation, we obtained 4,000 bootstrap statistics. Their sampling distribution, computed via the kernel density estimate, is the distribution of T * n . By using the kernel density estimation method, the distribution of the realized values of the test statistic T n in simulations was the true distribution (except for the Monte Carlo errors). Figure 1 displays the estimated densities for T * n and the true densities of T n . It is seen there that the bootstrapped distribution was good enough for approximating the true one. It is reasonable to use the bootstrap distribution to approximate the null distribution of the proposed test statistic T n .
We next investigated the power of the test by considering the following al- ternative sequences indexed by θ = 0, 0.2, 0.4, 0.6, 0.8, 1.0:
where β n = (2/ √ 13, −3/ √ 13) is orthogonal to β and satisfies β n = 1, and √ 0.52 is the length of β under H 0 . Note that for all of the above alternatives, when θ is small, the null and alternative models are nearly impossible to differentiate, and especially when θ = 0, the null and the alternative are the same. Therefore, it can be expected that, (i) when θ = 0, the power of test should be close to the significance level; and (ii) the farther is θ away from 0, the greater is the power. These are consistent with the results in Table 2 , where the power is calculated as the frequency of rejections in 1,000 simulations and in each simulation the null is rejected if the value of T * n is bigger than the critical value of the bootstrap distribution of T * n . The test sizes are reasonable and the power of the test increases with the sample size. Example 2. Motivated by comments from an AE and a referee, we compared the power of the proposed test with the Wald-type test based on the PPL method. Since the PPL method deals with only the partly linear model with J = 1, we modified model (5.1) by taking
where β 1 = 0.6, β 2 = 0.4, and φ(w) = sin(4πw). X = (X 1 , X 2 ) was generated as before, and W was uniform on [0, 1]. The censoring variable given (X, W ) was uniformly distributed on [0, 6] and independent of the failure time. The baseline λ 0 was taken to be 1. For model (5.2), it is also interesting to compare the proposed bootstrap method with the naive method as in Example 1. Table 3 summarizes the simulation results for estimation. It seems that the proposed method is better than the naive method here since the estimatedŝe is closer to the standard deviation and the coverage probability is comparable. We also investigated whether the efficient global spline estimation leads to a more powerful test than the PPL method. To this end, we considered the Wald-type statistic
whereβ P L is the PPL estimate of β andΩ is the estimate of the asymptotic variance matrix of Cai et al. (2007) . To investigate the powers of the tests, we considered the alternative sequence H 1n,θ in Example 1 with θ = 0 corresponding to the null hypothesis. We set the sample size n = 400 and did 600 simulations for calculating the powers of the test statistic T n1 . For each simulation, we drew data from H 1n,θ and calculated the values of T n1 . If the value of T n1 was larger than the critical value of χ 2 (2) for significance level α, then the null H 0 was rejected. The power of the test T n1 is just the relative frequency of rejections in the 600 simulations. Table 4 reports the powers of the test statistics T * n and T n1 . It is obvious that the proposed test T * n was more powerful than the Wald-type test. This was to be expected, since T * n is constructed from the efficient estimate and T n1 is based on the less efficient PPL estimate.
A data example
We applied our proposed procedure to analyze data from the well-known "Framingham Heart Study (FHS)" (Dawber (1980) ). The FHS study started in 1948. The dataset used here contains all participants in the study who had an examination at age 44 or 45, which we refer to as the "age 45" exam, and were disease-free at that examination in the sense that there existed no history of hypertension or glucose intolerance, and no previous experiences of a coronary heart disease (CHD). The sample size n is 1571. There are about 90.42% censoring in the dataset. The failure time, times to CHD, is our concern. The risk factors are age (at age "45" exam), gender, systolic blood pressure (SBP), body mass index (BMI), cholesterol level, waiting time, and cigarette smoking. Times to CHD are measured from the time at the "age 45" exam to the occurrences of the corresponding diseases. The variables BMI, SBP, cholesterol level, and smoking status are measured at the "age 45" exam. We fit the data using model (1.2) with x = (Age at the "age 45" exam, SBP, Cholesterol, Smoking status, Gender) , w 1 = Waiting time, w 2 = MBI, and w 3 = w 1 * w 2 , where w 3 is used to explore possible interaction between the BMI and Age, and "Waiting time" is the time elapsed from the initial entry into the FHS study to the "age 45" exam. Since the year of birth equals to (1948 + waiting time -45), we include the waiting time in the model to adjust for birth cohort effect. Table 5 reports the estimated parameters and their estimated standard errors along with their 95% confidence intervals based on the bootstrap method. It is evident that all of the selected risk factors except for Age are statistically significant at significance level 5%. The nonsignificance result for Age is expected since, by definition, the values for Age do not vary much among subjects. Now we applied the test statistic T * n to test the null hypothesis H 0 : Aβ = 0 against H 1 : Aβ = 0, where A = (1, 0, 0, 0). This tests whether the risk factor, Age, is significant while retaining the effects of other factors as nuisance parameters. The realized value of T * n for this dataset was 6.785, and the corresponding p-value was calculated as 0.44. There is no enough evidence for rejecting the null.
Conclusion
In this paper we studied the efficient polynomial-spline estimation for the partly linear additive Cox model. We developed the bootstrap method to estimate the distribution ofβ and proposed the test statistic T n and its bootstrap version to test linear hypotheses on the finite parameters. This facilitates the inference about the finite parameters in the model. The proposed methodology is easy to implement using the software R and is endorsed by the mathematical theory and simulations.
Further work in progress for the model includes hypothesis tests for the nonparametric components using the generalized likelihood ratio test in Fan, Zhang, and Zhang (2001) and selection of variables in the parametric part via the nonconcave penalized likelihood in Fan and Li (2002) and Li and Liang (2008) , based on the efficient polynomial splines estimation. This, together with the method in this paper, provides a useful semiparametric inference tool for the model. (A4) There exists a small positive constant ε such that (i) P (δ = 1|X, W) > ε and (ii) P (C > τ |X, W) > ε almost surely with respect to the probability measure of (X, W).
(A5) Let 0 < c 1 < c 2 < ∞ be constants. The joint density f (t, w, δ = 1) of (S, W, δ = 1) satisfies
(A6) Assume that the q-th partial derivative of the joint density f (t, x, w, δ = 1) of (S, X, W, δ = 1) with respect to t or w exists and is bounded. (For discrete covariate X, f (t, x, w, δ = 1) is defined to be (
(A7) The information matrix I(β) is positive definite.
Appendix II: Proof of Theorem
Proof of Theorem 1. The results are proven by drawing a parallel between the approximated partial likelihood and its bootstrap analogue.
That is, ω ki equals 1 if S * k = S i , and is 0 otherwise. Then
which can be written as
where ω i = ∑ n k=1 ω ki for i = 1, . . . , n. This is just a random weighted version of the approximated partial likelihood in (2.2). Note that the bootstrap estimators (β * ,b * ) for (β, b) maximize the likelihood in (A.1). Following the argument for Theorem 3.3 in Huang (1999) , we can obtain the Bahadur representation
Recalling the result of Huang's Theorem 3.3,
we obtain from (A.2) and (A.3) that
It suffices to show that
Note that
It is easy to see that conditional on F n , the η kn 's are iid random vectors with mean zero. Note that E[(ω ki − 1/n) 2 |F n ] = 1/n − 1/n 2 , and for i = j, E[(ω ki − 1/n)(ω kj − 1/n)|F n ] = −1/n 2 , almost surely. Simple algebra gives that
Further, for any a ∈ R d such that a = 1, E[a η kn η kn a|F n ] converges to a I(β)a almost surely. It is easy to verify that the following Lindberg condition holds:
Therefore, conditional on F n , a η kn is asymptotically normal. By the Cramér- I(β) ) . This combined with (A.5) leads to (A.4).
Proof of Theorem 2. By Theorem 3.3 of Huang (1999) ,
Following the argument for (A.6), one obtains that, under H 0 ,
Note that CC = I d−m . It follows that
Under H 0 , combining (A.6) and (A.7) leads to
Proof of Theorem 3. Let Θ = I(β) and Proof of Theorem 4. Using the same argument as for (A.2), we obtain that, under H 0 ,
that is,
This combined with (A.3) yields that, under H 0 , 
which, together with (A.2), leads to
Thus, under H 1n , (ii) By (A.10), under H 1n with r = 1/2,
Similar to (), we obtain that √ n(β − C γ) = β n + Θ −1/2 D ξ n + o p (1), which converges weakly to N (β n , V (β)). Let η n = Θ −1/2 D ξ n . Then η n converges weakly to η ∼ N (0, V (β)). Therefore, under H 1n , T n = β n + η n 2 + o p (1).
Hence, by the Continuous Mapping Theorem, T n L −→ β * + η 2 .
