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ABSTRACT 
Wildfires, or bushfires as they are known in Australia, are a natural occurrence in nearly every 
country over the globe, which take place during the hotter months of the year. Wildfires can be 
triggered through natural events, such as lightning strikes, which account for half of all wildfires in 
Australia, or through human induced methods, for example deliberately lit or through failure of 
infrastructure or equipment. In Australia, fires are a major natural hazard affecting over 25,000 km2 
of land annually. Historically, fire detection has been performed by fire spotters, usually in towers or 
spotter aircraft, but in countries such as Australia, with a large extent of land that needs to be 
monitored, leads remote sensing techniques to be the obvious choice in providing resources in 
gathering this information when compared to other methods. Remote sensing technologies provide 
efficient and economical means of acquiring fire and fire-related information over large areas at 
regional to global scale on a routine basis, allowing for the early detection and monitoring of active 
fire fronts, which is essential for emergency services in responding timely to outbreaks of wildfires. 
The objective of this study is to investigate the hotspot (fires and other thermal anomalies) 
detection and characterization product from the TET-1 satellite sensing system from the German 
Aerospace Centre (DLR). The satellite is envisioned, as part of a constellation of satellites, to provide 
detection and characterization of fires at a higher spatial resolution when compared to the current 
standard global coverage from the MODIS fire products. This study aims to validate the output from 
the detection and characterization algorithm, to provide a guide for the sensitivity of the system, 
especially for low power (small area and low temperature) fires. This consisted of conducting a 
simulation study into the limits of detection for the system, as well as performing a case study. 
A simulation study was conducted in order to determine the sensitivity of the TET-1 satellite sensing 
system in detecting hotspots, for the purpose of determining limits of operation and as an aid in 
developing tests to assess the accuracy of the algorithm in detecting and characterizing fires. 
Determining the sensitivity involved ascertaining the minimum area and temperatures (in 
 
 
iv 
 
combination the total energy emitted by a fire) of a fire that would be able to be detected by the 
algorithm. The study found that under ideal conditions, the TET-1 detection and characterization 
algorithm is theoretically able to detect a fire of only 1m², albeit for temperatures of 1000K (approx. 
727°C) and over. As the area of the fire increases, the required temperature decreases rapidly, for 
instance a 9m² fire is detectable from 650K (377°C). Once a fire becomes significantly large, for 
example 100m², the detectable temperatures falls to 500K (227°C), which is considered a 
smouldering temperature.  
The characterization portion of the algorithm was found to accurately estimate the fire 
characteristics with low systematic errors (area ±12% and temperature ±3%). Adjusting the 
background temperature was found to not significantly influence either the detection or the 
estimation of the fire characteristics. 
A case study was performed to validate the results from the simulation study, which was conducted 
near the town of Kangaroo Ground on 31st July 2015. This was an example of a low power fire with 
an effective fire area of 15.1m² and an average fire temperature at satellite overpass of 63°C (336K). 
Upon investigating the output from the camera system, although the fire could be seen in the MIR 
image in two adjoining pixels, the fire did not possess enough power to trigger the automatic 
detection threshold of the algorithm, and as such was not classified as a legitimate fire. Although not 
detected, a comparison was made of the energy emitted by the fire (measured in radiance to 
directly compare with the camera) to the amount detected by the satellite. The energy from the fire 
was determined to be;      = 0.302 W/sr.m²µm and      = 7.612 W/sr.m².µm, while the radiances 
captured by the sensors was; for pixel 1      = 0.3102 W/sr.m².µm and      = 6.835 W/sr.m².µm, 
and for pixel 2      = 0.3102 W/sr.m².µm and      = 6.817 W/sr.m².µm. These results show that the 
MIR radiances were comparable, but that the TIR radiances were not, although no definitive reason 
for this discrepancy could be determined. Other errors with the output from the satellite camera 
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system were found, most serious being the geo-location of the pixels. The reported position of the 
test site by the camera system differed by over 12km from the actual location of the test site.  
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1 Introduction 
1.1 Background 
Wildfires, or bushfires as they are known in Australia, are a natural occurrence in nearly every 
country over the globe, which take place during the hotter months of the year. Wildfires are 
uncontrolled fires, described by their extent, intensity and speed of propagation and is a natural part 
of the cycle of life, with many species of flora, especially in Australia, relying on the recurrent nature 
of fires for vegetation regeneration and growth. Wildfires can be triggered through natural events, 
such as lightning strikes, which account for half of all wildfires in Australia, or through human 
induced methods, for example deliberately lit or through failure of infrastructure or equipment 
(Geoscience Australia, 2011).  
In Australia, fires are a major natural hazard affecting over 25,000 km2 of land annually.  However, 
this figure remains uncertain due to the difficulty in distinguishing between wildfires and 
agricultural/cultural burning-off. As an example, in 1992 74,000 km2 of land was burnt in the 
Northern Territory, but the proportion burnt by wildfires currently is unknown, and the area of burnt 
land can easily rise in severe fire season (Cheney and Sullivan, 2009).   
Although the majority of wildfires take place in unoccupied land, the increase in human activity has 
increased the threat of wildfire to human habitation and infrastructure, which makes detecting and 
monitoring of wildfires a priority for wildfire managers and emergency services. The required levels 
of information required by land managers are often difficult to obtain, however, especially where 
fire size, remoteness and rugged terrain impede direct observation of burned areas (van 
Wagtendonk et al., 2004, Lentile et al., 2006) 
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1.2 Rationale 
The effect of wildfire on the environment can be both a hazard and a necessity. Wildfires globally 
and locally are a threat to both humans and wildlife, in the potential for death, destruction of 
property, infrastructure and habitats. The worldwide impact of wildfires on the global economy was 
estimated by the Centre for Research on the Epidemiology of Disasters to be US$49 Billion between 
1980 and 2011, with an estimated total of 5.9 million people affected, including over 2000 deaths 
(CRED, 2009). In Australia, the effects of wildfires on the local population and the environment are 
particularly significant. The estimated costs for the damage associated with major fire events are 
estimated to be AU$5.6 Billion annually (CSIRO, 2009). Fires are a major natural hazard which affect 
an estimated mean 334,500km² annually in the northern savannah region (Russell-Smith et al., 
2007), with these figures inclusive of wildfires and agricultural/management burns. According to the 
Australian National Greenhouse Accounts inventory report, the emission of greenhouse gasses 
(GHG) from savannah fires, excluding wildfires, totals 11.6 Mt per year (Australian Government, 
2010). In contrast, wildfires in the more densely populated south east in extreme cases affect up to 
30,000km² (Russell-Smith et al., 2009), but can emit GHG in a similar order of magnitude. For 
instance, the 2009 Black Saturday fires in Victoria affected 12,000km², yet emitted 8.5Mt of GHG 
(Teague et al., 2010). This figure will likely increase as long-term climate predictions of temperature 
increases and more severe drought conditions suggest that large scale wildfire events will occur 
more frequently and with greater magnitudes than current events (CSIRO, 2011). 
Even though wildfires can cause destruction on a large scale, they are a necessary component of the 
environment, which stimulates the clearing and regrowth of forests and grasslands. Natural 
ecosystems have evolved with fire, and the landscape, along with its biological diversity, has been 
shaped by both historic and recent fires. Many of Australia’s native plants are fire prone and very 
combustible while numerous species depend on fire to regenerate. Indigenous Australians have long 
used fire as a land management tool and it continues to be used to clear land for agricultural 
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purposes and to protect properties from intense, uncontrolled fires. Both with the cost and 
destruction, as well as the positive effects of wildfires, management of this phenomenon is a 
necessity. While naturally occurring, wildfires cannot be prevented, but their consequences can be 
minimised by implementing mitigation strategies and reducing the potential impact to areas which 
are most vulnerable (Geoscience Australia, 2011). 
Historically, wildfire detection has been most commonly performed in Australia by members of the 
public calling the emergency hotlines (in Australia this is “000”), but is also performed professionally 
by fire spotters, usually in towers or spotter aircraft.  In countries such as Australia, with a large 
extent of land that needs to be observed, remote sensing techniques are the obvious choice in 
providing resources in gathering this information when compared to these other methods (Lentile et 
al., 2006). Remote sensing technologies provide efficient and economic means of acquiring fire and 
fire-related information over large areas at regional to global scale on a routine basis (Roy et al., 
2005), allowing for the detection and tracking of active fire fronts, which is essential for emergency 
services to respond in a timely manner to outbreaks of wildfires. 
Essential to the task of wildfire management is the accurate and timely measurement of the fire 
fronts and their effects; assessment of fuel load and condition and the measurement of fire location, 
extent and propagation speed. Remote sensing techniques, for example such as those currently 
provided by the Moderate Resolution Imaging Spectrometer (MODIS) and Landsat 7 Enhanced 
Thematic Mapper Plus (ETM+), offer these synoptic abilities, even in inaccessible areas and are the 
means best suited to providing this information at this time (van Wagtendonk et al., 2004, Roy et al., 
2005, Lentile et al., 2006). These platforms suffer from coarse spatial resolution (for MODIS) and 
coarse temporal resolution (for ETM+). The Technologie-Erprobungs-Träger (Technology 
Experiments Carrier - TET) program from Deutsches Zentrum für Luft- und Raumfahrt (DLR – German 
Aerospace Centre) was envisioned with filling the gaps in coverage from these two classes of 
sensors, and began with the first satellite, TET-1. 
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A constellation based around the TET-1 satellite system has the potential to provide fire products 
that mirror the temporal resolution of MODIS with the spatial resolution of ETM+ and has the 
potential to provide enhanced information for managers in the future. The opportunity to study in 
detail the wildfire detection capabilities of the TET-1 satellite and the sensor system came with being 
embedded in the TET-1 science team.  
Ensuring the accuracy and quality of information provided by remote sensing methods is the task of 
validation. By the use of independent reference data, a remote sensing system is assessed on the 
quality and accuracy of the delivered products (Morisette et al., 2006, CEOS, 2012). A validation 
campaign designed to determine the accuracy and quality of the TET-1 satellite sensing system is 
crucial in providing confidence in the information provided by the system. This will provide the DLR 
with the confidence to provide data and related products to the wider community, including 
firefighting, disaster management and environmental management agencies, as well as other 
researchers.  
 
1.3 Thesis Aim 
The TET program from DLR began in January 2005 with the first satellite TET-1, which was launched 
on 22nd July 2012 (DLR - Space, 2012). The TET-1 satellite and payload, which includes an infrared 
camera system designed for the detection of High Temperature Events (HTE) such as wildfires and 
volcanoes, has evolved from the Bi-spectral Infrared Detector (BIRD) experimental satellite launched 
by DLR in October 2001, with the same basic parameters for the detector systems on both satellites 
(Giglio et al., 2010). The BIRD satellite was tasked with demonstrating the potential for high spatial 
resolution hotspot detection and monitoring on a dedicated platform, in comparison to currently 
offered satellite-based detection and monitoring products, such as from current global standard fire 
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detection system, the Moderate Resolution Imaging Spectrometer (MODIS) sensor. The BIRD 
satellite ceased operating in February 2004, but comparisons of this platform to MODIS have shown 
that BIRD can detect fires with a smaller area and lower temperatures (indicators of fires in early 
stages of burning) than the MODIS satellite sensing system (Oertel et al., 2005, Lorenz et al., 2005), 
due to the finer spatial resolution of the BIRD sensor system. 
Providing this important information to land management authorities is not just a matter of 
timeliness, but also one of accuracy. The proposed study has the aim of validating the accuracy of 
the output of the hotspot data product from the TET-1 satellite system in the detection and 
monitoring of active fires. To achieve this, a number of research questions are posed. 
 
1.3.1 Research Questions 
1. What is the sensitivity to upwelling radiation from hotspots that are detected by the sensor 
system on-board the TET-1 satellite? 
a. What is the minimum and maximum temperature of hotspots that can be detected?  
b. What is the minimum fire area detectable? 
c. What is the interaction between different environments/background temperatures 
on the energy detected by the sensor? 
2. What is the accuracy of the output from the hotspot detection algorithm of the TET-1 
satellite sensor system? 
a. Does the detection algorithm processor accurately detect all hotspots possible? 
b. Does the detection algorithm accurately estimate fire characteristics such as fire 
area and fire temperature?  
c. What is the spatial accuracy of the output from the TET-1 sensing system and how 
does this affect the output from the detection algorithm?  
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d. Obvious errors of commission (e.g. from cloud tops) are being reported by the 
current processor. Are these errors a deficiency with the algorithm, or are they due 
to the processor not applying the algorithm correctly. 
 
1.4 Thesis Structure 
The structure of the thesis will be outlined as follows: 
Chapter 2 (Literature Review) provides a background to the subject of remote sensing of wildfire and 
other high temperature events (e.g. volcanoes, coal seam fires and gas flares). Initially, the 
phenomenon of wildfire is introduced, along with a description on the physical processes involved 
which allow for the remote sensing of HTEs. The chapter will then provide an overview of satellite 
sensing systems used for wildfire detection and detail the detection and characterization algorithm 
specifically used by the TET-1 satellite sensing system. 
Chapter 3 (Research Question 1) introduces a simulation framework for investigating hotspots with 
the TET-1 detection and characterization algorithm. The simulations are limited to two variables, fire 
area and fire temperature, with an assumption that geometry and spatial characteristics (e.g. sub-
pixel variability) effects are negligible.  
Chapter 4 (Research Question 2) presents an initial test case of an in-situ fire experiment used to 
validate the detection and characterization product from the TET-1 satellite sensing system. Errors 
with the TET-1 fire product discovered during this experiment will be documented, such as geo-
location errors, errors of omission and errors of commission. Investigations into the scope of the 
observed errors will be presented, as well as a comparison between alternate implementations of 
the algorithm. 
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Chapter 5 (Conclusion) summarises the findings contained within the thesis and will comment on the 
effectiveness of the TET-1 hotspot detection and characterization algorithm. Included in this chapter 
is also a discussion on the limitations of the research, as well as possible future studies. 
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2 Literature Review 
In order to undertake the validation of the fire products for the TET-1 satellite sensing system, an 
understanding into the phenomena that is being observed as well as the technical details of the 
observing equipment must be understood. In this chapter, an initial examination of the 
phenomenon of wildfires and the factors that control its behaviour will be presented. Following on, 
a review of the theory and methods used by remote sensing systems in detecting the phenomenon 
will be presented which then leads into a section on examples of satellite sensing systems with the 
ability to detect wildfires and the types of algorithms that are typically used. Finally, the chapter will 
present an outline of the TET-1 satellite and the technical details the sensor systems present on-
board, and then details the hotspot detection and characterization algorithm that is used. 
 
2.1 Wildfire Characteristics and Behaviour 
This section will give a description of wildfires and their behaviour, such as the conditions required 
for fire, including meteorological conditions, moisture and fuel loads. This section will also describe 
the behaviour of fires in relation to the environmental structure (e.g. grassland or forest) and 
terrain, and how this will affect the shape and configuration of the fire. Assessing these factors will 
give an indication of the expected fire characteristics, such as energy output and configuration of the 
fireline, which can then be used in designing validation tests for the sensor systems. 
The basic determinants for the occurrence of a fire are the presence of fuel, oxygen and a means of 
ignition. These are the initial conditions required for the start of a wildfire, but once started, a 
wildfire will behave differently depending on characteristics that are influenced by the location of 
the wildfire.  According to (Geoscience Australia, 2011, Chafer et al., 2004, Bradstock et al., 2010), 
the intensity and severity of wildfires depend on a number of related factors which include fuel load, 
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fuel moisture, topography and meteorological condition. The meteorological conditions are varied in 
themselves and include the ambient surface temperature, wind speed and relative humidity. 
2.1.1 Fuel Load 
Each of these characteristics will affect the fire in different fashions. Fuel loads are described as the 
amount of fuel potentially available to promote combustion and includes ground litter, dead and live 
shrubs and trees (Chuvieco et al., 2009, Keane et al., 2001). The fuel load is the parameter that is 
most able to be controlled by human intervention, through either planned burns or through land 
clearing. The greater the fuel load, the greater the heat output and intensity of a fire, as well as the 
greater the spread. Smaller pieces of fuel such as twigs, litter and branches burn quickly, particularly 
when they are dry and loosely arranged. Once the fuel load becomes too great, becoming more 
compact and containing larger fuel sources such as tree trunks, the spread of a fire may be inhibited 
due to the amount of heat needed to raise the fuel to ignition temperature (Chuvieco et al., 2009). 
In addition to the woody matter, certain tree species, such as Eucalypts, contain large quantities of 
oils which will add to the fuel load by promoting the combustion of the fuel. 
 
2.1.2 Fuel Moisture 
As all vegetation requires water to grow, there is a relationship between the amount of water 
present in vegetation, termed fuel moisture, and the fuel load. The more moisture present, the more 
the vegetation will grow and the fuel load will increase. The fuel moisture is also related to the 
degree of that vegetation will combust and how a fire will spread. As the level of moisture content 
increases, so too does the amount of energy required for the fuel to combust, while wet fuel may 
not burn at all (Danson and Bowyer, 2004). For example, grasses with only 6% moisture content can 
ignite from small embers or hot particles, while grasses with 15% moisture content will require a 
sustained flame before ignition occurs (Cheney and Sullivan, 2009). 
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2.1.3 Topography 
The topography of a location, namely the slope and aspect of the terrain, will influence the rate of 
propagation of a fire in a number of ways. Firstly, aspect has an impact on the amount of moisture 
content present in the fuel, with the vegetation of south facing slopes (in the southern hemisphere) 
having the greatest moisture content compared with the other directions (Chafer et al., 2004). 
Secondly, the slope of a location has the effect of funnelling moisture to the valleys, causing the 
vegetation in those valleys to be moister than at the top of the surrounding slopes (Calle and 
Casanova, 2008). As well as capturing moisture in the valleys, the slopes will also funnel the wind 
along the valleys, allowing for faster propagation. Finally, the angle of the slope at a location has an 
inverse relationship with fire severity (Chafer et al., 2004). A fire will pre-heat the fuel source by 
both radiant and convection energy transfer, with the effect of accelerating a fire front uphill and 
decelerating the front when travelling downhill. The speed of propagation also follows this inverse 
relationship, with the speed doubling with each 10° increase in the slope (Cheney and Sullivan, 2009, 
Geoscience Australia, 2011). 
 
2.1.4 Meteorological Conditions 
Meteorological conditions play an important role in the development and longevity of a fire. The 
relevant conditions for wildfire development are ambient surface temperature, relative humidity 
and wind speed. The surface temperature determines the possibility that a fire will start, with the 
higher the temperature the greater the probability that a fire will start and continue to burn. This is 
due to the temperature elevating the fuel closer to the ignition point. In addition, the relative 
humidity affects the level of moisture content within the vegetation, with low humidity causing 
vegetation to become dryer through allowing the moisture content to be released more readily and 
resulting in a higher intensity fire (Geoscience Australia, 2011).  
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The wind will affect a fire by providing the continuous supply of oxygen required to sustain burning, 
while also aiding the propagation of the fire by driving the flame towards fresh fuel and raising the 
temperature of the fuel to its ignition point. The speed of the wind will also make a significant 
difference in the behaviour of a wildfire. When wind speeds are below 12 to 15 km/h, fires in areas 
of heavy fuel loads will burn slowly. However, an increase in the speed above this level will result in 
in a significant increase in fire activity and advancement, with the added effect of promoting the 
rapid spread of the fire by spotting. Spotting is the ignition of new fires that are created by flaming 
embers launched into the air by the wind, with spotting occurring up to 30km downwind of the fire 
front (Geoscience Australia, 2011). 
 
2.1.5 Relationship between Combustion and Energy Release 
The physical processes as mentioned above and their contribution fire behaviour will determine the 
rate of combustion of the fuel that is being burned. The degree of combustion that the fuel 
undergoes is an important measure for fire managers and researchers in a number of ways. Firstly, 
the rate of combustion will determine the spread and intensity of a fire; while secondly, it is related 
to the level of pollutants that are released, especially CO2.  
The rate of combustion of a fire is related to the rate of emitted energy released, for instance, forest 
fires with complex fuel structures and high fuel loading will experience wide fire fronts with 
immense amounts of energy released per unit area. In contrast, savannah areas with simpler fuel 
structures and lower fuel loads will have more narrow flame fronts and less energy released per unit 
area (Cahoon et al., 2000).  
The detection of this energy emitted from a fire is suited to remote sensing instruments. Infrared 
imagers, both airborne and satellite based have been identified as providing accurate measures of 
the emitted energy, and thus inferring a measure of the rate of combustion. The integration of the 
measurements of the emitted energy from a fire can then provide further information on the total 
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amount of vegetation combusted, the total pollutants released and also on the propagation through 
the spatial environment (Wooster et al., 2003). How this detection occurs will be presented in the 
next section. 
 
2.2 Infra-red Remote Sensing and Fire Detection 
2.2.1 Introduction 
Before reviewing the individual techniques used by the satellite systems in detecting active fire 
fronts, first of all the nature of the phenomenon to be observed must be clarified. Plank’s Law, which 
explains how electromagnetic radiation is emitted from any object with a temperature above 
absolute zero in the form of black body radiation, is integral to remote sensing as a discipline and is 
the basis for understanding how the hotspots of active fire fronts are detected with remote sensing 
techniques. Plank’s Law as shown in equation (2.1) shows the relationship between the spectral 
radiance emitted, the wavelength and the temperature. 
 
 (   )          [   (
  
   
)   ] (2.1) 
 
where B is the spectral radiance, λ is the wavelength, T is the temperature, h is Plank’s constant, κ is 
Boltzmann’s constant and c is the speed of light. 
From Plank’s Law, the relationship between the peak wavelength of the emitted radiation with 
respect to the temperature of the object, found by differentiating Plank’s Law with respect to 
wavelength, which is called Wien’s Law and is displayed in equation (2.2). 
      
 
 ⁄  (2.2) 
 
where b is Wien’s constant. 
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Wien’s Law shows that there is an inverse relationship between the peak wavelength and the temperature, 
such that as a body gets hotter, the emitted radiation becomes more intense and the wavelength of the 
peak emission will get shorter (Wooster and Roberts, 2007). Although all objects are not perfect emitters, 
i.e. they are grey bodies, not black bodies; the black body emission curve, as seen in  
Figure 2.1, shows the approximate wavelength of peak emission from a body as a function of the 
body’s temperature.  
The peak emission wavelength from the Sun at approximately 6000K is at 0.5 µm, while the peak 
emission from the Earth at 300K is at 10 µm and a fire at 800K will have a peak at 3.6 µm (Calle and 
Casanova, 2008). Generally, the temperature of a flaming fire can be anywhere between 800K and 
1200K, and even as hot as 1800K. Smouldering fires will be much cooler and generally will be 
between 450K and 850K (Justice et al., 2006).  
  
Figure 2.1 - Black body radiation curves for different temperatures (Lillesand et al., 2008). 
 
The energy emitted by an object is also related to the temperature, and is shown in the Stefan-
Boltzmann Law (equation (2.3)), which describes the radiance emitted as being proportional to the 
4th power of the temperature (Calle and Casanova, 2008).  
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  ( )       (2.3) 
 
where ε is the emissivity of the object and σ is the Stefan-Boltzmann constant. 
The above equation (2.3) only shows the energy emitted per unit area, but a measure of the total 
energy emitted by, or the total power of, for example a fire, will need to take into account the area 
of the fire. 
2.2.2 Active Fire Detection 
To detect an active fire by scanning over the entire range of wavelengths is not efficient or practical, 
so other techniques must be employed to discriminate fires from the background. These techniques 
include the use of multichannel detection over the wavelengths in the infrared range introduced by 
Dozier (1981), where a comparison is made between the radiance detected at the wavelengths in 
the middle infrared (MIR) range, with those detected in the thermal infrared (TIR). The technique is 
based on the fact that under normal conditions, the background emission in the TIR range is 
significantly greater than that in the MIR range, but when a fire occurs, the emitted radiation 
becomes more intense at the shorter wavelength in the MIR range. This intensity difference can be 
seen in Figure 2.2, whereas the temperature increases, the radiance in the MIR range increases 
significantly when compared to the TIR range. This inversion in the intensities in the two regions is 
what satellite remote sensing exploits in detecting active fires (Calle and Casanova, 2008). 
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Figure 2.2 - Relationship between emitted spectral radiance and emitted temperature for the MIR and TIR 
spectral bands (Wooster and Roberts, 2007). 
 
Figure 2.3 shows the relationship between the radiances detected for various objects and the 
respective wavelengths that demonstrate the inversion in detected emissions between the TIR 
wavelengths and the MIR wavelengths. This graph also illustrates the potential of the MIR 
wavelengths in detecting fires, with the high radiance values detected for fires compared with the 
low reflectance of the background giving a large contrast which can be exploited in the detection of 
hotspots (Zhukov et al., 2005a). In many cases, the contrast between the active fire and the 
background is what is important in determining if the target can be identified, rather than the 
intensity of the emitted energy (Robinson, 1991).  
The intensity of the emitted energy from fires in the MIR region is much greater than that of the 
surrounding background that fires do not need to fill an entire pixel in order to be detected. 
Depending on the temperature of the fire and the pixel size of the sensing system, a fire occupying 
only as much as between 10-3 to 10-4 (or in other words, 0.1 to 0.01%) of the pixel can be detected 
(Lentile et al., 2006, Zhukov et al., 2006, Wooster and Roberts, 2007) 
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With the sensitivity at the sub-pixel level that is obtainable in the MIR range in detecting active fires 
allows for the use of satellite sensing systems with low to moderate spatial resolutions to identify 
relatively small sized fires. As sensor systems with these lower spatial resolutions are coupled with 
larger viewing swaths and higher temporal resolutions, the likelihood of detecting active fires 
increases, albeit at relatively larger extents (Zhukov et al., 2005b, Wooster and Roberts, 2007). 
 
 
Figure 2.3 - Simulated top-of-atmosphere spectral radiance of a 1000 K fire against various typical 
backgrounds as a function of wavelength (Zhukov et al., 2005b). 
 
A significant factor in the detection of active fires and the spectral bands that are used is in relation 
to the presence of cloud in the images, as they can limit the ability of the sensors in establishing the 
presence of fires, especially in the visual range. The majority of algorithms that are included in this 
review remove cloud covered areas imaged prior to running the detection algorithm. The smoke that 
is generated by fires though does not generally hinder the acquisition of data relating to the fires, as 
the smoke particles are commonly < 1µm, and the wavelengths used by the detection algorithms in 
the MIR and TIR ranges are appreciably larger than this value, thus limiting the influence of even 
thick smoke on the detection of active fires (Wooster and Roberts, 2007). Although smoke from fires 
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may not hinder detection, the effect of the hot smoke on the characterization of a fire cannot be 
discounted entirely, with the smoke affecting the MIR range greater than the TIR range, estimations 
of fire temperature can be marginally reduced (Zhukov et al., 2005b). 
2.2.3 False Alarms 
The previous section details the example of positive detection; where an algorithm based on the 
readings from the MIR and TIR wavelengths correctly classifies a pixel as being fire affected. Other 
situations than that described can result in three other possible results, either the classification can 
result in a negative detection, a false negative detection or a false positive detection. A negative 
detection arises when the detection algorithm truly classify a pixel as not fire affected, matching the 
true case on the ground. The latter two examples are errors arising from misclassification by the 
algorithm of the true state of the ground. A false negative, also called an error of omission, is 
defined as a case where a fire on the ground is not detected or correctly classified by the algorithm. 
These generally occur when a fire is of a low intensity and not producing sufficient energy to be 
detected by the sensor. If this is a case of a fire in the early stages of combustion, then the possibility 
arises that the fire will generate enough energy to eventually be detected and treated as a positive 
detection.  
False positive detections are cases where the sensor detects a pixel as fire affected, when in reality, 
the area being imaged is not fire affected. This is generally referred to as false alarms and is an 
example of errors of commission or Type I errors. These are a common occurrence of error in fire 
detection and their mitigation is important when considering operational fire detection. Steps can 
be taken to reduce the incidence of these false alarms by considering further inputs into the 
detection algorithms.  
While positive detection is reliant on taking readings from the MIR and TIR wavelengths, using only 
these wavelengths leaves the detectors at risk of raising false alarms. False alarms can be generated 
when detecting with the MIR channel through imaging warm surfaces, either sun heated ground or 
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fire scars, or through imaging intense solar reflection in the MIR channel from sun glint, often 
associated with water and other specular reflectors. 
The rejection of false alarms created by warm surfaces which have the same intensity over a full 
pixel as small fires at a sub pixel level in the TIR range, can be rejected by the use of ratios between 
the MIR values and the TIR values received (Zhukov et al., 2005a). As previously mentioned and as 
shown in Figure 2.3, under normal conditions, the detected energy from warm soils in the TIR range 
will be higher than in the MIR range, so the ratio between the MIR and TIR will be smaller than for 
the case of a fire, where the MIR radiance will be much greater. 
False alarms from sun glint are common when using the MIR and TIR channels individually to test for 
the differing contrast normally associated with fires. This is demonstrated in Figure 2.3, where the 
possibility of false alarms being generated in the MIR range from  the radiance measures of reflected 
energy, from sun glint, are approximately equal to the radiance measures from fire. The simplest 
solution to this would be to only take measurements during the night, when no contamination from 
solar reflections will be present. This is not ideal, as fires are more likely to occur during the day and 
peak in the afternoon, with the corresponding emphasis on early detection (Zhukov et al., 2005b, 
Wooster and Roberts, 2007). 
To cater for these daytime reflectance issues, which are more prevalent at the shorter wavelengths, 
the algorithms must cancel out the effect from the reflected energy in the radiances detected in the 
MIR and TIR regions by taking measurements of the radiance values in the visible (VIS) and near 
infrared (NIR) portions of the spectrum, as these portions are dominated by reflected energy. As can 
be seen in Figure 2.3, the radiance values attributed to sun glint are an order of magnitude greater 
than the emitted energy. So a rejection test for false alarms will be dependent on whether there are 
returns registered in these bands, while a genuine fire will not produce any significant intensity in 
these bands (Calle and Casanova, 2008, Lentile et al., 2006). 
 
 
31 
 
 
2.3 Fire Detection and Characterization Algorithms 
2.3.1 Algorithm Types 
The satellite sensing systems that are currently in use, or have been used, in the detection of active 
fires use either one or a mixture of three algorithm types.  These algorithm types are:- 
1. Fixed Threshold 
2. Contextual (relative/adaptive) 
3. Multi Temporal 
Fixed threshold algorithms are based on measuring the emitted energy for a pixel in either a single 
channel or over multiple channels and applying an empirical value, above or below which any pixel is 
defined as containing a fire. Fixed threshold algorithms are simple to apply and use, but do not scale 
well and are limited in use to local and regional scales and only to the particular season under study. 
Thresholds that have been developed and optimised for one location, such as woodland or 
savannah, and time, such as summer or dry/wet season, when applied to other operating 
environments can lead to significant errors of omission or commission, and as such are not suited for 
a global approach (Giglio et al., 1999, Ichoku et al., 2003, Oertel, 2005, Calle and Casanova, 2008, de 
Klerk, 2008, Giglio et al., 2008). 
To overcome the limitations in using fixed threshold methods, modern active fire detection 
algorithms use contextual methods, which are also known as relative or adaptive algorithms. 
Contextual methods are based on detecting the difference in contrast between a hot pixel and the 
surrounding or neighbouring pixels, accomplished via statistical investigation of the background 
characteristics of the local pixels. These algorithms work much in the same way that the human eye 
will identify a fire visually by the contrast between a hotspot and the background. The relative 
nature of the algorithms means that contextual algorithms are more suited to the task of global fire 
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detection in comparison to the fixed absolute threshold algorithms, by automatically adjusting the 
threshold levels for different regional and temporal conditions (Flasse and Ceccato, 1996, Oertel, 
2005). 
The final algorithm type available for active fire detection is the multi temporal method. The multi 
temporal method employs multiple passes of an area by a sensor system to detect changes in the 
radiance measured by that sensor, taking into account temporal variability of the radiance values in 
the area, in determining threshold levels for use in combination with the other examples of 
algorithm types. Although multi temporal algorithms are available for use for all sensor systems, 
they are more suited for use in systems which have a high temporal resolution, with images acquired 
at least once per day and are especially useful for geostationary satellite systems (Oertel, 2005, 
Goessmann et al., 2009). 
 
2.3.2 Example Satellite Sensing Systems 
Although there are many examples of satellite sensing systems that are capable of detecting active 
fires, this review will concentrate only on the BIRD/TET-1 family of sensing systems, while 
recognising that other satellite sensing systems have advantages and disadvantages in wildfire 
detection when compared as a group. Table 2.1 below lists a selection of relevant satellite sensing 
systems with the ability to detect wildfires. The list of satellite sensor systems in the table below 
contain a wide variety of characteristics and capabilities, ranging from satellites in low earth orbit up 
to geostationary orbits, from fine through moderate to coarse spatial resolutions and with a broad 
range of temporal resolutions.  
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Table 2.1 – Selected list of polar orbiting satellite sensing systems relating to active fire detection. Adapted 
from (Fuller, 2000, Lentile et al., 2006). 
Sensor  
System 
Temporal 
Resolution 
Spatial 
Resolution 
(m) 
Swath  
Width (km) 
VIS-MIR 
bands (µm) 
TIR bands 
(µm) 
AATSR 2 days 1000 512 0.56,  
0.66, 
0.86, 
1.6 
3.7, 
11.0, 
12.0 
ASTER 16 days 15 – 90 60 0.56, 0.66, 
0.82, 1.65, 
2.17, 2.21, 
2.26, 2.33, 2.34 
8.3, 
8.65, 
9.1, 
10.6, 11.3 
AVHRR 4 daily 1100 2400 0.63, 
0.91, 
1.61 
3.74, 
11.0, 
12.0 
BIRD Experimental 375 533 0.87 3.8,  
8.9 
Landsat 7 ETM+ 16 days 30 - 60 185 0.48, 0.56, 
0.66, 0.85, 
1.65, 2.17 
11.5 
Landsat 8 16 days 30 - 100 185 0.44, 0.48, 0.56, 
0.66, 0.85, 1.37, 
1.6, 2.2 
10.9, 12.0 
MODIS 4 daily 250 - 1000 2330 19 bands 16 bands 
(including 3.9, 
11.0) 
Sentinel-3 1 day 500-1000 1400 3.74 10.85 
TET-1 Experimental 350 178 0.645 3.8, 8.9 
VIIRS 2 daily 375 – 750 3000 14 bands 7 bands  
(including 3.7, 
8.5, 11.45 
 
An important characteristic to note is the spectral resolution. As mentioned in the previous section, 
the spectral range most suited to wildfire detection is the MIR range, but some examples listed in 
the above table do not include imagers in this range. These systems, for example Landsat 7 ETM+, 
Landsat 8 and ASTER, possess a spatial resolution fine enough that the signal detected by the 
cameras in the TIR range is significantly strong enough to detect wildfires. The drawback with these 
sensors is their temporal resolution, which at 16 days, is far too coarse to reliably capture the 
transient and unpredictable nature of wildfires. 
Of all the satellite sensing systems contained in Table 2.1, the Moderate Resolution Imaging 
Spectroradiometer (MODIS) sensor system, on-board the Terra and Aqua satellites, is unique in that 
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it is the only satellite sensing system that currently generates a global, systematic daily fire product 
at 500m spatial resolution (Justice et al., 2002, Prasad, 2010). The VIIRS camera system, based on 
MODIS, was launched in 2011, with similar characteristics (as well as some improvements, such as a 
finer fire product at 375m) as the MODIS camera. A memorandum of understanding was created 
between DLR and the University of Maryland to provide validation of VIIRS by the TET-1 sensing 
system. 
 
2.3.3 TET-1/BIRD 
2.3.3.1 Background 
The BIRD satellite was an experimental demonstrator micro satellite weighing 92kg that was 
dedicated to detecting and analysing high temperature events, such as wildfires and volcanoes, (with 
a secondary objective of using neural networks for the testing of on-board image classifiers). The 
satellite was launched on 22nd October 2001 piggy backed together with the Indian satellite 
Technology Experiment Satellite (TES) and the ESA micro-satellite Project for On-Board Autonomy 
(PROBA), and continued full operation up to 14th February 2004 (DLR, 2011). The payload on the 
BIRD satellite consists of two camera systems, the Hot Spot Recognition System (HSRS) and the Wide 
Angle Optoelectronic Stereo Scanner (WAOSS-B), which was originally developed for the Mars-96 
mission but modified for the BIRD mission (Walter et al., 2005). These cameras are examples of push 
broom type imagers, allowing for longer dwell time than the whisk broom type sensors used in 
MODIS and ETM+ (Oertel et al., 2005).  
Following the successful experimental stage of the BIRD satellite, the German Aerospace Centre 
(DLR) initiated the Firebird program (http://www.dlr.de/firebird/en/desktopdefault.aspx) which is 
envisioned as a constellation of dedicated wildfire detection satellites based on the BIRD design. 
Currently, there are only two satellites confirmed for this constellation, Technologie-Erprobungs-
Träger-1 (TET-1) and Berlin Infrared Optical System (BIROS, launched on 22nd June 2016), with the 
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possibility of two other satellites to be built by Agencia Espacial Mexicana (AEM – Mexican Space 
Agency). TET-1 was launched on the 22nd July 2012, into a 500km ascending sun synchronous orbit 
with early afternoon equator crossing time. The TET-1 satellite contained 13 separate experiments, 
of which only one was the hotspot detection infrared camera system, collectively known as the on 
orbit verification (OOV) program. After the commissioning phase was completed on the 16th October 
2012, the operational phase of the OOV program commenced. During this time, image capture was 
limited to one image a week, and further scheduling was inconsistent, leading to few (if any) images 
available for testing and use until the OOV program ended and the infrared camera system (under 
the Firebird rename) taking exclusive use of the satellite from December 2013. Even from this time, 
image capture was limited due to faults with the satellite relating to the batteries, on-board memory 
and data downlink antennas (as well as the availability of downlink sites capable of receiving the 
data from TET-1) 
The HSRS camera system of BIRD and TET-1 consists of two channels in the infrared range of the 
spectrum, one mid infrared (MIR) at 3.4µm – 4.2µm and the other in the thermal infrared (TIR) at 
8.5µm – 9.3µm. The spatial resolution of the HSRS system has a 19° Field of View (FOV), which when 
the satellite is flown at an altitude of 500 km gives a ground sample distance of 350 m and a swath 
width of 180 km, as listed in Table 2.2. The bands chosen for this sensor reflect the bands needed to 
detect high temperature events (HTE), due to the ability to compare the radiance values obtained 
from the two bands, as illustrated in Figure 2.3 - Simulated top-of-atmosphere spectral radiance of a 
1000 K fire against various typical backgrounds as a function of wavelength (Zhukov et al., 
2005b).Figure 2.3, as well as giving the sensor the ability to detect hotspots at a sub-pixel level 
(Walter et al., 2005). 
The choice of the TIR band below the more commonly used TIR range of 10.5 – 11.7 µm is due to the 
cut-off wavelength of the photodiodes used being 10 µm and also to avoid the ozone absorption 
band at 9.6 µm (Oertel et al., 2003), but as is shown in Figure 2.3, the radiances detected at these 
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different wavelengths are comparable. The advantage of using the at 8.5µm – 9.3µm spectral band 
over the commonly used thermal bands in the 10-12 µm spectral range is that this band shows 
stronger sensitivity to fires due to the shorter wavelengths employed.  
With the pixel area of the HSRS camera being ten times smaller than the current standard fire 
detection camera MODIS, the BIRD/TET-1 system can provide detection of fires with an area of one 
order of magnitude smaller, allowing for the more efficient detection of fires early in their lifespan 
(Briess et al., 2003).  
The HSRS camera system is based on a staggered line array of 512 pixels in each line with a sampling 
time of 26.4 milliseconds. This sampling time is half the pixel dwell time of 52.8 milliseconds, giving 
the HSRS camera system a sampling step of 185m, which allows the camera system to take two 
samples at the 370m pixel size. This double sampling greatly reduces the resampling errors 
associated with geo-referencing/co-registration and can be used for resolution enhancements 
(Zhukov et al., 2006). Reducing the errors associated with co-registration is especially important in 
the case of BIRD/TET-1, as the data is taken from two separate cameras, as opposed to fully 
integrated mechanically scanned cameras such as on AVHRR or MODIS (Zhukov et al., 2005b). 
In addition to this feature, the HSRS camera system uses the double sampling to change the 
integration time of the sensor. If the on-board processing detects that the detector elements are 
saturated, or close to saturation, during the first exposure, then the integration time is reduced for 
the second exposure. This technique gives the sensor a radiometric resolution of 0.1 – 0.2 K at 
ambient temperature pixels, as well as a wide dynamic range with a saturation temperature of ≈600 
K (Zhukov et al., 2006, Briess et al., 2003). 
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Table 2.2 - Specifications of the camera systems found on the BIRD satellite (Zhukov et al., 2006). 
 
 
The second sensor system aboard the BIRD satellite is the Wide Angle Optoelectronic Stereo Scanner 
(WAOSS-B), a two channel sensor operating in the visible (VIS-RED) at 0.6µm – 0.67µm and near 
infrared (NIR) at 0.84µm – 0.9µm range of the spectrum, with the NIR channel operating at nadir and 
a VIS and NIR channel in off-nadir stereo for cloud detection, see Table 2.2. The WAOSS-B has a 
greater FOV when compared to the HSRS, of 50°, giving a GSD of 185m and a swath width of 533km. 
These wavelength bands were chosen for two reasons, firstly, the use of the VIS and NIR in 
determining sun-glint and other reflectance issues that cause false alarms, while secondly, these 
bands are useful in the classification of burn scars by employing ratioed vegetation indices, such as 
NDVI (Zhukov et al., 2006).  
For TET-1, the visible camera system is a variation of the WAOSS-B of BIRD, but with a change of 
configuration of the cameras, plus the inclusion of a third camera in the green (0.46µm – 0.56µm). 
The configuration change relates to the decision to change the channel used for false alarm 
discrimination to the VIS-RED, and subsequently moving this to the nadir facing position, while 
moving the NIR camera to forward facing off-nadir, with the green positioned in a rearward facing 
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off-nadir. This decision was made due to the greater separation of the reflectance values between 
the sun glint and the fire/background as shown in Figure 2.3. 
 
Table 2.3 – Specification of the camera system and operating parameters of the TET-1 satellite. 
 HSRS WAOSS-B 
Spectral Bands MIR: 3.8 µm (3.4 µm – 4.2 µm) 
TIR: 8.9 µm (8.5 µm – 9.3 µm) 
Green: 0.460 µm – 0.560 µm 
Red: 0.565 µm – 0.725 µm 
NIR: 0.790 µm – 0.930 µm 
Spatial Resolution 350 m n * 42.4 m 
(Adjustable resolution where n = 1, 2, 4 or 6 
sample steps) 
Swath Width 179 km 533 km 
Radiometric Resolution 14 bit 11 bit 
Sampling Step 175 m 185 m 
Launch Date 22nd July 2012 at 08:41:39 CEST 
Orbit Altitude 500 km 
Orbit Type Sun synchronous 
Equator Crossing Time 13:30 local 
 
 
2.3.3.2 Hotspot Detection and Characterization Algorithm 
The BIRD satellite sensing system used a contextual algorithm method in detecting hotspots, due to 
the need to detect globally and in all seasons. Like other recent satellite systems, the algorithm that 
was used by BIRD was based on the algorithm originally developed for AVHRR and later used for 
MODIS and adapted for use with BIRD’s specific operating characteristics, namely the different 
spectral band configuration employed by BIRD, the large dynamic range of the MIR and TIR sensors 
(which enables enhanced false alarm rejection), the finer spatial resolution when compared to 
AVHRR and MODIS, and other sensor specific errors (particularly the inter channel co-registration) 
(Zhukov et al., 2005b, Zhukov et al., 2006). 
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The Gaussian nature of the point spread function of pixels has a marked effect on the detection of 
hotspots. Along with the double sampling that BIRD applies to the detectors, which causes a 50% 
overlap of the signal to neighbouring pixels, as well as the intense radiant emission of fires in the 
MIR band, even at the sub-pixel level, a fire signal may encroach onto neighbouring pixels along with 
registering in the central pixel. Because of this effect, active fires detected by BIRD are characterised 
as groups, or clusters, of “hot” pixels in the MIR images and the area of a cluster of hot pixels should 
not be confused with the actual area of a fire. Individual pixels where the MIR signal detected is 
above a threshold level are described as being “fire affected” (Zhukov et al., 2005b).  
The algorithm developed and used in the BIRD mission comprises two major steps, hotspot 
detection and quantitative hotspot characterisations, each of which can be broken down into further 
sub-categories. The algorithm is implemented using radiance values detected, but also brightness 
temperatures will be used so as to allow comparison of the threshold magnitudes with other sensors 
(Zhukov et al., 2005b). A summary of the two steps can be seen in Table 2.4. 
2.3.3.2.1 Hotspot Detection 
2.3.3.2.1.1 Representative Background  
The first stage of the BIRD algorithm is the hotspot detection, where a contextual algorithm is used 
to determine if a particular pixel is fire affected. As mentioned previously, the initial step for 
contextual algorithms is determining a set of representative background pixels for an image. The 
BIRD algorithm differs from most other algorithms in that it uses a series of background adaptation 
windows from which the set of background pixels are determined, rather than by detecting pixels 
above a certain MIR threshold and testing the surrounding pixels for background criteria.  
Within each window, the pixels undergo the following tests:- 
a) MIR radiance threshold to exclude hot pixels: 
           (            ) (2.4) 
 
 
40 
 
 
b) MIR/TIR test to support hot pixel and cloud rejection: 
      ̃   (    )⁄    (2.5) 
 
Where ̃   (    ) is the blackbody radiance in channel  . 
c) NIR reflectance threshold to exclude water, burn scars, thick cloud and sun glints: 
               (2.6) 
 
d) TIR radiance threshold to exclude cold clouds: 
           (2.7) 
 
The window sizes employed by the algorithm are sufficiently large, so that any small weak fires that 
pass the background tests are not included as background pixels. The windows are initially set to 
16x16 pixels (3km x 3km on ground) providing at least 25% of the pixels are included as background. 
If this is not met, then groups of neighbouring windows are used, starting from the centre window in 
3x3 up till 11x11 (max 33km x 33km on ground) until the condition on 25% of pixels identified is met. 
If this case is still not met, then a regional 1024x1024 pixel window is used to find a minimum 1000 
background pixels. In the improbable case of still not enough background pixels found, then the 
fixed thresholds found in the optimization  section are used to determine the background pixels, 
these fixed thresholds are, for daytime images,  
                                                          (2.8) 
 
while for night are 
                                      (2.9) 
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Once the set of representative background pixels are found, the median background radiances in the 
MIR (         ), NIR (         ) and TIR (         ) bands, as well as the mean absolute 
deviation of the background radiances in the MIR band         are calculated. 
 
2.3.3.2.1.2 MIR Threshold Definition 
Following on from identifying the background pixels, the algorithm will determine threshold levels 
based on the background set (values derived using training data), depending on whether the area is 
imaged during the day or in the night. The optimal adjustment was found when plotting a fire curve 
in 3D feature space, using the MIR, MIR/NIR and MIR/TIR data sets.  
For the daytime images, the thresholds were determined to be:- 
                           (                       ) (2.10) 
 
                           (                    ) (2.11) 
 
The final threshold used is a minimum of equation (2.10) and equation (2.11). This dual threshold 
approach has the ability to decrease the MIR threshold more than 10 K in comparison to when only 
one of the threshold definitions is used. 
For the case of images acquired during the night, the threshold equation is much simpler, 
corresponding to the easier detection conditions, where the threshold is:- 
                          (2.12) 
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2.3.3.2.1.3 Hot Pixel Detection 
Once all background pixels are identified and the threshold levels are determined, the algorithm 
then moves on to find all “fire affected” pixels. This is achieved by the following steps:- 
a) Adaptive thresholding of the MIR radiance to detect potential hot pixels: 
                 (2.13) 
 
b) Thresholding of the NIR reflectance to reject strong sun glints and highly reflective clouds: 
          (2.14) 
 
c) Adaptive thresholding of the MIR/NIR radiance ratio to reject weaker sun glints and other 
high reflecting objects: 
         ⁄                     ⁄  (             ⁄            ) (2.15) 
 
Where    is the sun glint angle. 
d) Adaptive MIR/TIR test to reject warm surfaces: 
      ̃   (    )⁄             ̃   (         )⁄  (            ) (2.16) 
 
e) TIR thresholding to reject cold clouds: 
           (2.17) 
 
If a pixel passes all of the above tests, then it is considered a “hot pixel”. These tests are designed 
with the aim of rejecting false alarms, which arise from sun glints (specular reflections) from water 
bodies, solar reflection from clouds and warm surfaces. Sun glints and cloud reflections contain a 
significant MIR component and areas of sub-pixel reflections can often appear as radiant in the MIR 
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band as similar sized fires, while warm surfaces (including burn scars and warm soil) can also exceed 
the MIR thresholds in certain cases. 
 
2.3.3.2.2 Quantitative Hotspot Characterisation 
2.3.3.2.2.1 Hot Cluster Consolidation 
Once the hot pixels have been identified, the quantitative characterisation of the individual and 
groups of pixels are determined. As previously mentioned, the area of a fire on the ground may 
occupy less than one pixel size, but will usually be detected as a group of adjacent hot pixels in the 
MIR channel. For this reason, the hotspot characteristics that the BIRD algorithm describes are not 
on a per-pixel basis, but rather on a per-fire basis, with the pixels which pass the detection tests 
grouped, or consolidated, into clusters of spatially contiguous hot pixels. 
Once the hot pixels are grouped into clusters, but prior to the characterisation of the clusters, the 
data from the MIR and TIR channels, which are top of the atmosphere radiance values, are corrected 
with the standard MODTRAN atmospheric models for transmission, path radiance and surface 
irradiance for the region and season. An assumption is made that any error in the atmospheric 
transmittance will only cause up to 10% error in the sensor gain, and that this error is small in 
comparison to the error introduced by the TIR background clutter (Zhukov et al., 2006).  
Following the hot cluster consolidation, for each cluster the mean radiance in the MIR ( ̅   
 ) and TIR 
( ̅   
 ) channels and the mean values and standard deviations of the background radiances of the 
pixels in the vicinity of the hot clusters, for MIR ( ̅              ) and TIR ( ̅              ), are 
calculated.  
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2.3.3.2.2.2 Cluster Radiance Test 
Along with the characterisation of the hotspots, the values determined for the mean radiance can be 
used as an additional false alarm test, which is especially useful in cloud dominated images, from 
small inland water bodies and from sun glints covered by smoke. 
a) MIR cluster radiance test 
  ̅   
    ̅                (2.18) 
 
b) TIR cluster radiance test 
   ̅   
    ̅       (                            ) (2.19) 
 
2.3.3.2.2.3 Hot Cluster Characteristics 
From these variables, the fire characteristics, such as the effective fire temperature    and the 
effective fire area    can be established, which relate to an imaginary homogenous (single 
temperature) fire that can be deduced to produce the same radiant flux in the MIR and TIR channels 
as does the actual heterogeneous (multiple temperature) fire that is being detected. 
The general application of the methods employed to calculate these values has been on a pixel-per-
pixel basis, but as previously discussed, the signal in the pixel (which is dependent on the point 
spread function) can be influenced by surrounding pixels and a sub-pixel fire can affect multiple 
pixels within a cluster. For this reason, along with spatial mis-registration and PSF differences 
between the MIR and TIR channels, the BIRD algorithm will calculate the temperate and area over a 
hot cluster.  
The effective cluster temperature and area are estimated from the MIR and TIR radiant fluxes over 
the background by the formula 
      ∑ (  ( )    ̅    
 ( ))            (  (  )   ̅    
 )
 
  (2.20) 
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Where     is the radiant flux over channel j,        is the sampling area,  ̅    
  is the mean radiance 
of the non-fire portion of the hot cluster (and is assumed to be equal to the mean radiance of the 
near cluster background  ̅    ) and the sum is taken over all pixels i in the cluster.  
When equation (2.21) is divided over the total cluster area                  gives the resultant 
equation 
  ̅ 
     ̅    
    ̅ (  (  )   ̅    
 ) (2.21) 
 
Where  ̅ 
   is the mean cluster radiance in channel j, and  ̅  is the mean apparent fire proportion. 
The mean apparent fire proportion can be related to the effective fire area AF, by the equation:  
  ̅       ⁄          ⁄  (2.22) 
 
With the factor of 4 arising from the fact that    is measured relative to the pixel area that is a 
factor of 4 larger than the sampling area of the BIRD IR channels. 
This leads to the mixing equation where the values are derived and output 
 ∑  ( )       (  )  (        )     
 
 (2.23) 
 
where    is the radiance of a hot pixel in channel j (j = MIR and TIR) ,   ( ) is the black-body radiance 
in channel  j as a function of temperature T, and       is the radiance of the non-fire part of the hot 
pixel determined the background value.  
The next characteristic of fire clusters, which has direct benefits to direct firefighting, is the Fire 
Radiative Power (FRP), which is the rate at which the energy is released during a fire, or Fire 
Radiative Energy (FRE), with the FRE being an integral over time of the FRP.  The FRP can be used to 
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determine the fire front strength by integrating over the length of a fire can be related to the Fire 
Line Intensity. 
The BIRD algorithm can estimate the FRP by two independent methods. The first method comes 
from the Stefan-Boltzmann Law, which relates the total energy emitted per unit area to the 4th 
power of the temperature. The BIRD algorithm determines this via the equation: 
       (  
     
 )     (2.24) 
 
Where σ is the Stefan-Boltzmann constant and     is the background temperature that is assumed 
to be equal to the mean at-surface TIR temperature in the vicinity of the hot cluster. 
The other method to derive the FRP is a semi-empirical method that relates the FRP to the radiance 
in the MIR channel, where Wooster et al. (2003) show that the ratio of the FRP from a 1m2 fire is 
approximately constant to the emitted radiance in the MIR spectrum for fires above ≈700K, as 
shown in Figure 2.4. For the MIR band used by BIRD, the ratio was found to be approximately equal 
to 17.3, with a variation of ±20%. Therefore, the FRP of a hot pixel can be estimated as  
                 (       ̅     ) (2.25) 
 
with the FRP of a hot cluster simply being the sum of all hot pixels within the cluster. 
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Figure 2.4 - Ratio of the fire radiative power (FRP) from 1 m
2 
of the fire area to the fire radiance in the BIRD 
MIR spectral band, expressed as a function of fire temperature. The dotted line shows the approximation 
used at fire temperatures above ≈700 K (Zhukov et al., 2006). 
2.3.3.2.2.4 Fire Temperature Threshold 
Once these fire related characteristics are quantified, a final false alarm test is performed for sun 
glint, so only for pixels in the sun glint region        . The test is performed on the temperature 
of the hot cluster   , and assumes that any recorded value higher than 1500K can be attributed to 
sun glint (up to approximately 6000K for the temperature of the sun). 
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Table 2.4 – Workflow diagram for the BIRD hotspot detection and characterization algorithm (Zhukov et al., 
2005b). Note that for the algorithm adapted for TET-1, the NIR band has been replaced by the RED band, 
with its associated reflectance values substituted. 
 
 
2.3.3.2.3 TET-1 Adaptation  
As the TET-1 satellite sensing system was developed from the BIRD model, the sensing suite is nearly 
identical to that of BIRD, with the only change made being the replacement of the nadir pointing NIR 
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band with the RED band, see Table 2.3. Therefore, as the same MIR and TIR bands are present, the 
algorithm as has been described above is able to be applied. The changes necessary to the algorithm 
due to the substitution of the RED band is limited only to the false alarm rejection test as detailed in 
equation (2.6). So for TET-1, this test becomes  
               (2.26) 
 
2.4 Summary 
In this chapter, a review of the literature of satellite remote sensing of wildfires was conducted. This 
began with an outline of the phenomenon of wildfires and the factors which control its behaviour, 
namely the fuel load and moisture, the topography of the location of the fire and the meteorological 
conditions at the time. Next, the physical attributes of the phenomenon was linked to the ability of 
remote sensing systems to detect the phenomenon. This then lead to a description of the TET-1 
satellite sensing system which uses two cameras in the Infra-red spectrum to detect and 
characterize wildfires and other hotspots.  A contextual algorithm is used by the system to detect 
wildfires by using the camera in the MIR band (3.4 – 4.2 µm), while combinations of the output from 
both the MIR and the TIR band (8.5 – 9.3 µm) are used to characterize (estimate area, temperature 
and energy output) the fire. The visible band cameras on-board are also used in the rejection of false 
alarms. 
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3 TET-1 Hotspot Detection Sensitivity 
 
Publication:  
Mitchell, S., Jones, S., Reinke, K, Lorenz, E., Reulke, R. (2016) Assessing the utility of the TET-1 
hotspot detection and characterization algorithm for determining wildfire size and temperature. 
International Journal of Remote Sensing.  
 
3.1 Introduction 
Wildfires are a natural occurrence in many countries, causing significant damage and loss of life in 
the affected areas. Remote sensing technologies, such as the TET-1 sensing system (DLR - Space, 
2012), has the potential for the early detection and monitoring of wildfires, enabling emergency 
services to respond in a timely manner to outbreaks of wildfires. In addition, spaced based remote 
sensing systems offer global systematic coverage (Roy et al., 2013), which provide logistical, time 
and cost advantages over ground or airborne based systems, which is especially significant for large 
or remote areas. The coverage and scale with which satellite based remote sensing systems offer for 
fire monitoring provide researchers and fire managers with important and widely applied data 
(Lentile et al., 2006).  The benefits of satellite based remote sensing of wildfire to researchers and 
fire managers include informing strategic decision making in fuel management, predictions on fire 
variation in space and time, the suppression and management of on-going fires and post fire 
rehabilitation (Lentile et al., 2006). As mentioned in (Roy et al., 2013), “Despite the evident benefits 
and need for satellite fire monitoring, remote sensing scientists have not definitively demonstrated 
the accuracy and consistency of their products”. 
The aim of this study is to report the effects fire characteristics can have upon the ability of the TET-
1 satellite sensing system to accurately detect and characterize fire and to determine the limits of 
effective operation, or the utility, of the sensing system. Hotspots, and wildfires in particular, are 
characterized by the energy released, termed the fire radiative power (FRP) and is calculated as 
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shown in equation (2.24). The FRP is used as a measure of wildfires, as the energy output from a fire 
is related to the level of combustion and the aerosols released by this combustion (Wooster et al., 
2005). This study focuses on the contribution of the fire area and temperature to the energy output 
that is ultimately detected by the sensor.  
The approach taken generates different combinations of fire area and temperature (see method 
section for full list) and applies the resultant landscapes to the hotspot detection algorithm, finally 
testing the accuracy of the output against the modelled “truth” variables. Secondary variables are 
also considered in the tests, where differing background temperatures are used to assess the 
susceptibility of the algorithm to expected conditions in the landscape during a wildfire. This study is 
being conducted with the aim of understanding the limitations of the TET-1 sensor in fire detection 
and characterization i.e. to test the expected response of the TET-1 sensor in detecting and 
characterizing fires of differing areas and temperatures, as well as using the results to inform a field 
validation campaign, by using a subset of the test cases, for the generated fire products. 
This study makes use of simulated landscapes as an analogy for real world high temperature events 
(HTE), in the same way that simulated studies have been performed for other fire detection satellite 
sensor systems as mentioned in (Giglio et al., 1999, Calle et al., 2009, Schroeder et al., 2014). 
Simulations of these fire events allow for the economical gathering of the large data sets required 
for the testing of thresholds of detection, as well as the bounding limits to the detection, and thus 
characterization of detected fires. This is especially the case for testing of fire related events, where 
the nature of fires does not allow for the number and conditions of test cases required or for the 
repeatability needed to conduct a thorough study and conducting field experiments are extremely 
hazardous and logistically expensive. This study was conducted during the early phase of satellite 
operations and during this time image tasking was difficult. The decision was made to conduct a 
simulation only study in this paper, with an empirical study to follow in a subsequent paper. 
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The satellite sensing system used in this study, TET-1, offers a higher spatial resolution compared to 
other current satellite sensing systems that are used for wildfire detection operationally, such as 
MODIS (Giglio, 2010) or AVHRR (Giglio et al., 1999). TET-1’s predecessor, Bispectral InfraRed 
Detector (BIRD), which was able to detect fire with areas up to 7 times smaller than MODIS (Zhukov 
et al., 2006). A comparison of TET-1 system specifications with other operational active fire 
detection satellite sensing systems can be seen in Table 2.1. The higher spatial resolution of TET-1 
allows for the improved detection and characterization of smaller, lower power fires (Zhukov et al., 
2006). 
 
3.2 Method 
The aim of this study is to report the effects fire characteristics can have upon the ability of the TET-
1 satellite sensing system to accurately detect and characterize fire and to determine the limits of 
effective operation, or the utility, of the sensing system. To test the expected response of the TET-1 
sensor to differing fire scenarios, simulated test cases were created to statistically assess the 
accuracy of detection and characterization of fires by TET-1. This approach involves three main tasks, 
which are outlined in flowchart form in Figure 3.1 and expanded below. 
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Figure 3.1 - Simulation experiment flowchart. The experiment is divided into three sections using two 
separate programming languages. The generation of the simulated fire landscapes (at 1m) was produced in 
ArcGIS, while the conversion of the landscape in preparation for the algorithm (TET-1 pixel size) was 
performed in IDL/ENVI. Finally, the algorithm was applied also in IDL/ENVI, with output maps saved in ENVI 
standard format and the tabulated outputs in csv format. 
 
3.2.1 Creation of the simulated fire landscapes 
The first stage of the experiment was to generate the simulated fire landscapes. This involved 
creating raster images in each TET-1 spectral band with two classes, one representing fire, and the 
other representing not-fire (background), with the resultant generated landscape based on a 1m cell 
size. The fire pixels are assumed to contain only flaming components. The pixels in the fire class 
were selected firstly by assigning a random cell to the fire class, then increasing the fire size to the 
area representative of the particular test case. Each area used was an integer number of cells 
arranged in a square formation, representing a homogenous fire source. An assumption was made 
that the pixel Point Spread Function (PSF) is significantly boxlike (The PSF for TET-1 was determined 
in (Reulke and Säuberlich, 2014) as          ). The radiance values for the temperatures used in 
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the experiment were determined by taking the blackbody curves for the wavelengths of the 
cameras. An example of a simulated image can be seen in Figure 3.2. 
 
 
Figure 3.2 - Examples of generated simulated landscapes. The landscape is a class map with the fire class in 
red, and the background in white, with the images shown being a subset of the overall landscape as passed 
through the algorithm. Overlaying the landscape in these images is a representation of the dimensions of a 
TET-1 pixel used to show scale. The images show examples of the simulated fires used in the Area 
experiment, with Figure 2a) displaying 4m², b) 9m², c) 16m², d) 25m², e) 100m², f) 1,024m², g) 5,041m², h) 
10,000m², and i) 99,856m². An example of a 1m² fire was not included due to the difficulty in viewing in this 
format. 
 
Two types of experiments were conducted: 1) an experiment to determine the minimum fire size 
detectable; and 2) an experiment to determine the minimum fire temperature detectable.  
a) 
i) h) g) 
f) e) d) 
c) b) 
 
 
55 
 
For the Area experiment, the temperature of the fire class was set at 800 K, representing an average 
temperature fire (Justice et al., 2006), while the area of the fire class was varied from 1 m² through 
to approximately 100,000 m². For each variable, the scenario was repeated for 50 iterations placed 
randomly within a scene. The full set of variables used is shown in Table 3.1. 
 
Table 3.1 - Area and Temperature experiment test cases. 
Area Test Cases Temperature Test Cases 
Configuration 
(pixels) 
Size (m²) 
Configuration 
(pixels) 
Size (m²) Temperature (K) 
1x1 1m² 1x1 1m² 400K 
2x2 4m² 2x2 4m² 450K 
3x3 9m² 3x3 9m² 500K 
4x4 16m² 10x10 100m² 550K 
5x5 25m² 100x100 10,000m² 600K 
10x10 100m²   650K 
32x32 1,024m²   700K 
71x71 5,041m²   750K 
100x100 10,000m²   800K 
316x316 99,856m²   900K 
    1000K 
    1100K 
    1200K 
 
The Temperature experiment used a subset of the areas used in the Area experiment (as shown in 
Table 3.1), but the temperature of the fire class was varied from 450 K to 800 K at 50 K increments, 
and then 800 K to 1200 K at 100 K increments. These temperatures were chosen as representative 
for smouldering (450 K), average (800 K) and intense (1200 K)  (Justice et al., 2006). For each Area 
and Temperature combination in this experiment, the scenario was again repeated for 50 randomly 
placed iterations.  
The algorithm requires that a background temperature be set, and in both the Area and 
Temperature experiments, the background temperature was initially set to represent a hotter than 
average weather conditions of 298 K (25° C). The experiments were then repeated with a 
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background temperature of 310 K (37° C) to simulate extreme fire weather conditions. These values 
were determined by taking MODIS MOD11 Land Surface Temperature data over an area of South 
East Australia for the summer months during the period 2005-2014. 
 
3.2.2 Conversion of the landscapes into format recognisable to the detection algorithm 
Once the individual rasters representing the simulated landscapes in each spectral band were 
created, the rasters for each band were converted into a 3-band ENVI standard image file and 
resized to the TET-1 sample step of 175 m, to create a standard TET-1 image of 1024x200 pixels.  
 
3.2.3 Application of the detection algorithm to the synthetic input images 
Once the final simulated landscape image has been created, the TET-1 hotspot detection algorithm is 
applied. For all test cases, the assumption was made to ignore the effect of sun glint on the 
algorithm by passing a default VIS-Red reflectance component through along with the MIR and TIR 
bands, as well as assuming for ideal atmospheric transmittance and emissivity. 
The output from the algorithm is in the form of a 3-class map, with detected pixels (hotspots) being 
classed as either possible or as a confident fire, while all other pixels are determined to be either 
cloud/sun glint or background. In addition to the classified map, a tabulated output is also 
generated. The tabulated output groups spatially contiguous detected pixels into "hot" clusters, and 
reports the characteristics on a per cluster basis. The reported characteristics include the location 
and number of pixels of a detected hotspot, as well as the estimated fire area and temperature. The 
first analysis considers the ability of the algorithm to detect fires, and the subsequent analyses 
assess the accuracy of fire area and temperatures of the detected hotspots against the simulated 
truth.  
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3.3 Results 
3.3.1 Area Experiment 
Figure 3.3 shows the probability of detection for the processed simulated images, which is an 
indication of the limits of detectability for the algorithm. This figure shows that none of the fires set 
at 1 m² were able to be detected by the algorithm, but that there is a sharp change for fires at 4 m², 
where there is a 100% detection rate. This detection level continued for all further applied areas up 
to 100,000 m². As can also be seen in Figure 3.3, there is no difference in the level of detection of the 
simulated fires with regards to the background temperature used. 
 
Figure 3.3 - The Fire Area detection lower limit of the TET-1 sensing system. The limits are based on the 
probability of detection for a fire with a temperature of 800 K. The graph shows that the fire areas (plotted 
on a log scale) at 1 m² are not detected at this temperature, but that for fires with areas from 4 m² and 
above, there is a 100% probability that the fire will be detected at this temperature. For this example of fire 
temperature, a binary like situation occurred, where the conditions created either full detection or no 
detection.  The probability of detection is identical for both model backgrounds used (298 K and 310 K). 
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As well as testing the level of detection, the area experiment also compared the estimated fire area 
and temperature calculated by the algorithm with the simulated area and temperature. The result of 
the comparison of the area values is shown in Figure 3.4, where the variation of the estimated area 
to the modelled area is displayed as a percentage difference. This figure shows that the variation in 
the calculated area is very low, and ranges between -0.5% and +1.25%, in general slightly 
overestimating the fire area. Also notable in this figure is the effect of changing the background 
temperature on the estimated area. For larger modelled fire areas, those from 1000 m², there is no 
change in the variation of the estimated area versus the modelled area, but for fire areas less than 
1000 m², the variation of the estimated temperature from the modelled temperature is slightly 
lower for the cases with the lower (298 K) background temperature. 
 
Figure 3.4 – The percentage area variation of the estimated area versus the model truth area, where a 
positive variation is an overestimation of the area, while a negative variation is an underestimation.  This 
graph shows that the overall variation, or error, is very small (ranging between -0.5% and +1.25%) across the 
range of model fire areas used.  The effect of changing the background temperature has a small effect on 
the variation that is most noticeable only at small fire areas (<10 m²). 
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When tabulating the results for the estimated temperature from the algorithm, it was found that the 
algorithm correctly estimated the temperature for all areas where detection occurred, and for both 
examples of background temperature. 
 
3.3.2 Temperature Experiment 
Figure 3.5 below details the temperature level of a fire for a specific area was first detected by the 
algorithm. What this plot describes is the sensitivity of the algorithm to different sized fires and the 
required temperature for a specific area to become detected. The plot highlights that fires with small 
areas require high temperatures to be detected and conversely, fires with large areas require much 
cooler temperatures for detection to occur. This plot shows that the smallest fire area that the 
algorithm will be able to detect is at 1 m², but with a fire temperature of 1000 K. The plot shows that 
as the fire area grows the fire temperature necessary for detection decreases. When the area grows 
to 4 m², the necessary temperature falls to 750 K and for an area of 100 m², the temperature falls to 
500 K. At relatively large fire areas the temperature reduces even further, with a fire area of 10,000 
m² being detectable for fire temperatures of 450 K. In addition, the graph displays the results for 
both background temperatures, and highlights that the effect of the tested background 
temperatures on fire detection is minimal. 
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Figure 3.5 - The TET-1 sensing system initial detection of a fire. This graph is based on the combination of the 
lowest temperature and smallest area that a fire will be first detected. The graph also shows that fires with 
a small area require a corresponding high temperature before the sensor will make a detection, but that as 
the fire area grows, the temperature requirement become less. Again, the effect of the background 
temperatures used was negligible, although in theory, applying colder background temperatures than those 
used should improve the detectability of smaller fires, i.e. having a lower required temperature for 
detection. 
 
The fire temperature limits can also be shown in relation to the probability of detection for a given 
fire area as shown in Figure 3.6, which shows a line plot for each area tested and the temperatures 
where detection occurs. Two plots are shown in this figure, with Figure 3.6a) detailing the results for 
the 298 K background and Figure 3.6b) showing the results for the 310 K background. These figures 
show that similar to the Area experiment, there is a distinct cut-off to detection, where an 
area/temperature combination will have either a 0% or a 100% chance of being detected, and that 
as a fire area gets larger, the temperature level at which detection occurs gets lower. An exception 
occurs to the 100% detection rate for the 310 K background case where relatively small fire areas (4 
m² and 9 m²) will have slightly lower than 100% (but still quite high at 96% and 98%) probability of 
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detection at their lowest temperature limit. For these fire areas, once the temperature rises above 
this lower limit, the probability of detection rises up to 100%. 
 
Figure 3.6 - The TET-1 sensing system Temperature detection limits. These graphs show the limits as a 
probability of detection for a number of fire areas, over a range of fire temperatures. Figure 3.6a) shows the 
limits with a background temperature of 298 K, while Figure 3.6b) shows the limits for 310 K. Figure 3.6b) is 
the first appearance of detections occurring where the probability of detections less than 100%, albeit very 
close to 100%.  
 
With the limits of detection established for all the area/temperature combinations, the estimated 
area and temperature calculated by the algorithm for the successfully detected combinations were 
compared against the modelled values and plotted as a variation percentage, with the variation 
shown in Figure 3.7. Figure 3.7 consists of four plots, each outlining the variation in one variable 
along with the respective background temperature. Figure 3.7a) shows the variation of the 
estimated fire area from the truth, and Figure 3.7b) shows the variation in the estimated 
temperature, both for the case with the background temperature of 298 K. Figure 3.7c) and d) show 
the same variables, but for the 310 K background case.  
a) b) 
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Figure 3.7 – Variations in the estimated variables from the modelled truth. Figure 3.7a) shows the estimated 
Area variation with a background temperature of 298 K, Figure 3.7b) shows the estimated Temperature 
variation for the 298 K background. These estimation variations are then shown for the 310 K background in 
Figures c) and d). 
 
These figures show that the variation in estimating fire characteristics with the algorithm are low, 
with the estimated area varying by approximately ±12% and the estimated temperature varying by 
approximately ±3%. The variation in the estimated values are linked, in that for detected fires at low 
fire temperatures, the estimated fire area is underestimated (negative percentage variation), while 
the corresponding estimated temperature is overestimated (positive percentage variation). As the 
fire temperature increases, this under and over estimation falls to zero at approximately 750-800 K, 
a) b) 
c) d) 
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where the relationship inverts, and the area variation becomes overestimated and the temperature 
variation becomes underestimated. As with the Area experiment, the effect of the background 
temperature on the estimated value variations is minimal, with the variation in the estimated values 
for both background cases showing the same general trend, as well as having a similar percentage 
variation to within ±1-2% between the background temperatures. 
 
3.4 Discussion 
The purpose of this study was to investigate the limits and accuracy of fire detection and 
characterization of the TET-1 hotspot algorithm. To perform this investigation, two experiments 
were performed using generated fire landscapes. The first, the Area experiment, used fifty 
repetitions each of fires with varying areas but static fire temperatures over two background 
temperatures. It is assumed that decreasing the ratio between the fire temperature and background 
temperature will eventually cause the algorithm to fail (i.e. as the fire and background temperature 
approach each other, detection will eventually fail).  Conversely increasing the ratio is expected to 
improve detection. This experiment was designed to investigate the limits of detectability of the 
algorithm due to only the fire area, while also studying the effect and accuracy of varying the fire 
area on the estimated characteristics reported. The limits and accuracy were then investigated for a 
second experiment, the Temperature experiment, which followed a similar format as the first 
experiment, but in that an additional variable, the fire temperature, was introduced. These 
experiments will be discussed below in separate sections. 
 
3.4.1 Area Experiment 
The output from the algorithm for the Area experiment, as shown in Figure 3.3, shows the ability of 
the algorithm in detecting fires of varying areas ranging from 1 m² through to 100,000 m². What this 
plot shows is that the detection algorithm is able to detect all fires from an area of 4 m², when the 
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fire temperature is at or above 800 K. Only the 1 m² fire test case was not detected. This detection 
level is a distinct limit, with the plot showing that when detection occurs, 100% of the simulated fire 
landscapes will be detected, and there is no intermediate probability of detection where a partial 
number of fires at a certain fire area will be detected. Taken over the number of repetitions 
performed for each fire area, last point indicates that the influence of the sub-pixel position of the 
fire within the TET-1 pixel does not influence the level of detection. 
A key point that can be seen in Figure 3.3 is that the changing of the background temperature does 
not appear to have an effect on the level of detectability for the fire areas and temperature tested. 
With the detection algorithm based around detecting contrast between a fire and the surrounding 
background, logically, the hotter the background temperature (which in this study was 310 K - 37° C) 
the level of detection would become less than that for a lower background temperature, but no 
variation was seen. This indicates that the detection algorithm will perform equally well when 
weather conditions are extreme (when a fire starting is highly probable) as when weather conditions 
are milder and fire detection is theoretically more favourable. 
Once a fire has been detected, the algorithm then estimates the fires characteristics, including the 
fire area and temperature. Figure 3.4 details the variation as a percentage that the estimated values 
differ from the modelled values, which is a measure of the accuracy of the calculated values. As seen 
in Figure 3.4, the variation for the estimated area is very low at ±1.25%, and as reported in the 
results section, the variation in the fire temperature is 0%. This shows that the TET-1 algorithm is 
highly accurate in attributing fire characteristics for any detected fire, which for this case with a fire 
temperature of 800 K was for fires with areas from 4 m².  
Also seen in Figure 3.4 is the effect of the background temperature on the estimation of the fire 
area. For fire areas above 1000 m², there is no apparent effect on the estimation of the fire area 
from a hotter background versus a cooler background, and only a small difference for fire areas less 
than 1000 m². Even though there is a difference in the variation between the two backgrounds 
 
 
65 
 
tested, the overall variation in the area estimation is still very small, approximately 1%, and coupled 
with no variation in the estimated temperature, which implies that the algorithm will correctly 
attribute fire characteristics even in extreme fire weather conditions. 
 
3.4.2 Temperature Experiment 
Following on from the Area experiment, the limits of detection and the accuracy of the estimation of 
the fire area and temperature was tested in the Temperature experiment by adding an additional 
fire temperature variable. Along with varying the fire area as in the previous experiment, the fire 
temperature was varied from smouldering fires of 450 K through to intense flaming fires at 1200 K. 
Figure 3.5 details the output from the algorithm when taking into account the lowest fire 
temperature for a specific fire area, or the initial detection level, was detected. What this figure 
shows is the shows the sensitivity of the algorithm to different area/temperature combinations, 
where smaller area fires require higher temperatures to be able to be detected by the algorithm, 
and conversely for larger area fires, cooler temperatures are required. This is an important measure 
not only of the likelihood of an early stage fire (small area) being able to be detected and 
communicated to emergency services, but also for the management of on-going and final stage fires. 
The latter is highlighted by the ability of the algorithm to detect fires with relatively low 
temperatures, where a fire of only 100 m² can be detected down to 500 K and a 10,000 m² fire 
detectable at (and possibly below, lower temperatures not being tested) 450 K. This latter 
temperature is considered an example of a smouldering fire (i.e. not actively flaming) and points to 
the potential ability for TET-1 to detect and characterize locations recently affected by fires as a 
study of burnt area. 
As with the area test cases, the initial detection level did not vary with the change in the background 
temperature. Considering that the choice of background temperatures were such that to represent 
typical fire conditions rather than best case conditions with a relatively low background 
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temperature, the results obtained reflect the conditions where the satellite and the algorithm are 
expected to be most employed in (early) detection and characterization.  
While Figure 3.5 shows the lowest area/temperature combination detectable, Figure 3.6 shows the 
full series of area and temperature combinations that were tested and describes the detection level, 
or the probability of detection, for the fire area as a function of the fire temperature. This figure is 
split into two plots, with Figure 3.6a) showing the probability with the background temperature set 
to 298 K, while Figure 3.6b) shows the output at 310 K background. These plots show that as the 
area of the fire increases, the temperature at which the fire is detected decreases i.e. the energy 
released is above the background threshold. What these plots are showing is that for the smallest 
area tested, the 1 m² case, is at a relatively high fire temperature that is most likely not a naturally 
occurring fire, but that once the fire area grows to 4 m² and the detection temperature drops to 750 
K and further to 600 K for a 9 m² fire, these are more realistic examples of naturally occurring fires, 
and the temperatures are more indicative of early stage fires.   
Figure 3.6a) and Figure 3.6b) show the output of the detection algorithm at different background 
temperatures, and these plots display that there is minimal performance difference between the 
cool (298 K) background versus the hot (310 K) background. What is notable from these plots is that 
there is a clear distinction between a fire that will and will not be detected. In almost all cases, a fire 
will either be too small or too cool to be detected (0% probability) or will generate the required 
radiance for a full detection (100% detection). This shows that the TET-1 algorithm consistently and 
accurately detects fires over the range of areas and temperatures tested.  
The variation seen in the estimated area and temperature versus the modelled values for the 
temperature test cases are shown in Figure 3.7, with Figure 3.7a) and Figure 3.7b) showing the 
variations for the 298 K background, and Figure 3.7c) and Figure 3.7d) showing for 310 K. For the 
area estimation, the variation ranges from +7% -9% and +7% -12.5% for each background 
respectively, while for the temperature estimation, the variation ranged between +2% -3% for both 
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background examples. As seen, these values are reasonably low, and are low enough to be 
considered as noise, especially for the temperature estimation case. These values are low even for 
the modelled areas with low pixel proportion. Previous studies (Giglio and Kendall, 2001) report that 
the Dozier retrieval of fire characteristics is effective down to theoretic pixel proportions of 0.05% 
(based on a 1 km pixel), with fire area within ±50%, whereas the results presented in this paper are 
for pixel proportions down to 0.003%, with still very small error. 
One other cause of error in the estimation of the fire area is due to the location of the fire within the 
TET-1 pixel. With the majority of fires detected by satellite sensing systems occupying a small 
percentage of the system’s pixel, and due to pixel PSF, the location of a sub-pixel fire has an effect 
on the detectability and accuracy of the estimated characteristics of the fire, most notably if the fire 
is located at or very near to the pixel boundary. This study assumed an ideal PSF, as the PSF will only 
be an issue for pixel level estimations and will not be an influence when clustering is performed 
(Zhukov et al., 2005b). As the majority of generated hot pixels were correctly detected and assigned 
to clusters, this cause of error is negligible.  The only notable exception is seen in Figure 3.7a) and 
Figure 3.7c), where the 10 m x 10 m test case had a significantly greater number of low temperature 
fires occurring near a pixel boundary, causing the reduction in the estimated area seen.  
Another feature that can be seen in Figure 3.7 is the effect of the under and overestimation of the 
values and how they relate to each variable. At low temperatures, the area is underestimated, while 
conversely the temperature is over estimated. This estimation variation falls to zero at between 750 
K-800 K, where the variations then flip, with the area becoming overestimated and the temperature 
underestimated.  
Regarding the over and under estimation variations, the algorithm is designed to estimate fire 
characteristics based on the radiance detected by the sensor, given in (Zhukov et al., 2005b), where 
a fire is not specified as a fire pixel, rather as clusters of fire-affected pixels. The algorithm will 
determine the estimated effective temperature    and area   , from solving the mixing equations 
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for the pixel-averaged radiance in two channels and summed over all pixels in a detected fire 
cluster     , as shown in equation (2.23). The relationship between the underestimation of the area 
and overestimation of the temperature (and vice versa) is a systematic error resulting from solving 
equation (2.23) over two channels, and the magnitude of the errors found in BIRD images were 
primarily caused by TIR background clutter (Zhukov et al., 2005b).  
The results of both the Area and Temperature experiments obtained in this paper for the TET-1 
sensing system are comparable to the results obtained in simulations for TET-1 leading up to the 
start of the Firebird project and which were based on the BIRD algorithm (Zhukov et al., 2005b). The 
comparable results were obtained even though the methods undertaken in the two studies are 
different.  
 
3.5 Summary 
In this study, the utility of the TET-1 hotspot detection and characterization algorithm was tested for 
accurately detecting and characterizing fires and to determine the limits of operation, with the TET-1 
being investigated with respect to the higher spatial resolution available as compared to other 
satellite based systems performing active fire detection and monitoring. To do this, fires of various 
sizes and temperatures were simulated and subjected to the algorithm.  
The results of this study indicate the sensitivity of the TET-1 detection and characterization algorithm 
to fires ranging in area from 1 m² through to 100,000 m² and for temperatures between 450 K and 
1200 K. The algorithm is able to detect fires of a very small area, albeit with high temperatures from 
1000 K for the 1 m² case, but that the temperature limit drops off rapidly with increasing area, for 
instance a 4 m² fire is detectable at 750 K. This demonstrates that the TET-1 system can detect small 
area/low temperature fires (in simulated landscapes, real world elements, such as smoke effects 
etc., are yet to be fully tested), as well as the ability to resolve spot fires ahead of the main fire body. 
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In addition, this ability for TET-1 to detect large areas at low temperatures, suggests it may have 
utility in mapping recently burnt areas. 
The errors found for the estimated fire characteristics have been shown to be low systematic errors, 
with the area variation ranging between ±12% and the temperature varying between ±3%. This is an 
improvement in the estimation of fire characteristics when compared to previous studies based on 
larger spatial resolution sensors (Giglio and Kendall, 2001), with low errors shown for examples of 
fires with areas of 0.003% as a proportion of the total ground resolution element associated with the 
TET-1 pixel. 
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4 Field Validation of TET-1 Fire Products 
4.1 Introduction 
The content of this chapter relates to research question 2 as posed, which investigates the accuracy 
of the output from the hotspot detection and characterization algorithm for the TET-1 satellite 
sensing system. The accuracy can be assessed against different aspects relating to the product 
output, such as the detection accuracy, spatial and thematic accuracy and what are the possible 
causes of errors in the system. The answer to these questions can be achieved by validating the 
product against a known set of values on the ground, or ground-truthing. This allows for the direct 
comparison of variables such as the fire temperature and the fire area, which are estimated by the 
algorithm in the characterization phase. 
This chapter begins with a description of a field experiment test case for the validation of the fire 
products from the TET-1 satellite sensing systems. This chapter also describes the two methods used 
to compare the two sets of measurements, the first converting the ground measurements to a 
radiance value and compares that to what the camera system captures, the second method 
processing the characterization steps of the algorithm from the camera input and comparing the 
results to the ground measurements. Finally, the comparison between the ground measurements 
and the TET-1 algorithm output is made, with an analysis of the result and the issues that arose. 
4.2 Aim 
An in-situ field experiment was conducted with the aim to validate the fire detection products from 
the TET-1 satellites. Validation of data products from satellites are essential to provide confidence 
for the end-users in the reliability of the data produced.  
The fire used in this test case is an example of a small sized, low power fire with known temperature 
and area to be used to test the ability of the satellite cameras for detecting fires at this low level. In 
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addition, with the known temperature and area, the in-situ measurements are used to assess the 
accuracy of the spatial and temperature characterization of the fire by the satellite sensing system. 
4.3 Method 
4.3.1 Experiment Study Area 
The continent of Australia is prone to many fire events, and especially the southeast of the 
continent, where the proximity of urban areas and bushland creates an increased risk to lives and 
property. The study area is typical of such urban-bushland interfaces. Additionally, the proximity 
allows for ease of experiment setup, as well as providing a location to test the satellite in conditions 
and areas where it is most useful in discriminating fires from other natural and man-made heat 
signatures.  
 
Figure 4.1 - Study area location near the town of Kangaroo Ground, to the northeast of the city of 
Melbourne (Google maps). 
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The test case study area located close to the town of Kangaroo Ground, approximately 26km 
northeast of the city of Melbourne, see Figure 4.1.  The surrounding area is semi-rural, containing a 
mix of residential areas alongside farmland, open grassland and forested areas. The actual test site 
was located within a horse arena (Latitude and Longitude coordinates 37.663940S 145.215860E) 
with an elevation of 184m above mean sea level and with a negligible slope (negligible aspect). The 
arena consists of an area 70m long and 30m wide, covered by a homogenous particulate sand and 
gravel mix on the surface which is up to 5cm in depth. As no measurement of the emissivity of this 
surface was taken, the emissivity is assumed to be that of white sand with ε = 0.90 (Optotherm Inc., 
2015). The immediate local area surrounding the test site contains areas of open paddocks along 
with scattered eucalypt trees, while the remainder of the local area contains larger pockets of 
eucalypt bushland, cleared paddocks and houses as seen in Figure 4.2. The emissivity for the 
surrounding area was taken from the MODIS MYD11A product for the day, location and approximate 
time of the test burn and was found to be ε = 0.986. At the time the experiment was conducted, the 
sky was clear with no clouds visible from the experiment site. 
 
Figure 4.2 – Local surrounds of the study area, with the experiment site marked with a red arrow, noting the 
mix of land cover types and buildings present (Google maps). 
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4.3.2 Experiment Instruments 
Although the experiment was conducted with two distinct instrument sets, 1) the satellite and its 
associated camera system and 2) the in-situ ground instruments, the focus of this section will be 
only on the ground instruments.  
Table 4.1 – Specifications of the thermocouples and data loggers used for the ground temperature 
measurements. 
Thermocouples – Onetemp Type K  
Specification Value 
Maximum temperature sensed 1370 °C 
Minimum temperature sensed -260 °C 
Probe diameter 3 mm 
Probe length 300 mm 
Thermocouple type K 
Accuracy of measurement ±0.7 °C (±1.26°F) ± thermocouple probe accuracy 
Resolution 0.04°C (0.07°F) 
  
Data Loggers - HOBO  
Specification Value 
Logging operating range -20° to 70°C (-4° to 158°F); 0 to 95% RH (non-condensing) 
Launch/readout operating range 0° to 50°C (32° to 122°F) per USB specification 
Logging rate 1/min (operable from 1 second to 18 hours) 
Time accuracy ±1 minute per month at 25°C (77°F) 
Memory  4 MB (1.9 million measurements, maximum) 
Size and weight 10.8 x 5.41 x 2.54 cm / 107.5 g 
 
The ground instrument set contained two parts, Onetemp Type K thermocouples used for 
instantaneous direct measurement of the temperature of the fires and control, with these 
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thermocouples connected to HOBO Onset data loggers to record the measurements from the 
thermocouples over time. The thermocouples are rated to give measurements over a range of 
temperatures from -260°C through to 1370°C with a resolution of 0.04°C. The high temperature 
reading ability of the thermocouples allows for use in even the hottest of natural fires, although this 
experiment was only a low intensity (temperature) burn and fell well within the stated range. The 
data loggers have the ability to record data at a rate of 1 / minute, and contain enough memory to 
hold 1.9 million measurements. For the full details of the thermocouples and data loggers, refer to 
Table 4.1. For the satellite and camera system, refer to the specifications listed in chapter 2. 
 
4.3.3 Processing and Analysis Method 
The fire experiment was conducted in a horse arena for the purpose of validation of the TET-1 fire 
products. To create a stable surface for setting the fire, and to keep the arena surface undamaged, 
cement sheets were laid on top of the arena surface. These sheets were arranged on the ground in a 
V shape, and its position within the arena is shown in Figure 4.3. The width of the concrete sheets 
were 1.2m, while the length of each arm of the V was 8m, bringing the total length of the underlay 
structure to 16m and giving a total surface area of 19.2m². The cement sheets were aligned in this 
fashion so as to mimic a typical spread of a small fire front typically seen with lower intensity grass 
fires. 
Onto and around this cement base, the thermocouple recording sensors were placed. A total of 
twenty-seven thermocouples were used in the experiment, with twenty-one sensors used actively 
within the fire, while the remaining five sensors used as control to record the background 
temperature of the surrounding surface. The active sensors were placed along the central axis of 
each concrete sheet, as shown in Figure 4.3b, while the control sensors were placed in each corner 
of the arena and an additional control sensor placed in the mid-point of the vertex of the V 
structure, as shown in Figure 4.3a. A data logger was attached to each thermocouple sensor by a 
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mineral insulating sheath to insulate against the high temperatures experienced during the fire, as 
well as wrapped in plastic to avoid humidity. The data loggers were then buried to a depth of 4cm 
and covered in clay (as further thermal insulation). The data loggers were then set to record the 
temperature from the thermocouples at a rate of one measurement per minute from the time of the 
first ignition until fire blackout. 
 
 
Figure 4.3 - The location of the test site in the horse arena showing a) the position and arrangement of the 
concrete slabs housing the test fire along with the positions of the control sensors and b) the distribution of 
the thermocouple sensors within the fire area. 
 
With the ground instruments set up in the test location, a test fire was planned and executed on the 
31st July 2015. The fuel, which consisted of natural plant material starter and red gum wood, was 
placed onto the concrete underlay, but although all care was taken in placing the fuel, it did not 
completely and evenly cover the underlay surface. To overcome any inconsistence in the placement 
and combustion of the fuel, an assumption was made in only treating a unit area surrounding the 
thermocouple sensors as containing fire. This unit width was defined as half the width of the 
underlay (0.6m) and the unit length was the total length of the underlay divided by the number of 
sensors over the length (1.14m), giving a unit area of 0.69m². Summing the unit area by the number 
of thermocouples used brought the total area of the fire to 15.1m². Ignition commenced at 12:30 
a) b) 
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AEST and the fire kept burning for 45 minutes with a configuration to imitate a continuous ribbon of 
fire. This fire was timed to coincide with the scheduled TET-1 overpass on that day at 13:25 AEST.  
Measurements from the thermocouple sensors were recorded in degrees Celsius (°C) and the 
measurements from the satellite camera system were recorded as radiance (W/Sr.m².µm). Two 
methods were employed for direct comparison between the thermocouples and the satellite camera 
system. The first method converts the temperature data recorded by the ground sensors into an 
average radiance value for the area (as the test area is smaller than the area of a TET-1 pixel) to 
compare to the radiance detected by the satellite cameras. The second method compares the 
average temperature generated by the fire against the temperature calculated by the TET-1 
detection and characterization algorithm based on the detected radiance in the MIR and TIR bands 
(Noting that as the TET-1 algorithm didn’t detect the fire, no temperature was calculated and must 
be manually calculated from the detected radiance).  
Method 1 comprises two steps, the first step being to generate a point source representative 
temperature generated by the fire as well as determining the background temperature; and step 
two to convert the calculated temperature value to a radiance value. The first step is performed by 
assigning a unit area that is captured by each thermocouple, with a spatial interpolation performed 
to give a spatially continuous surface of temperature. As well, the background temperature was 
determined as the average of the five background sensors. Once these temperatures are calculated, 
the radiance values are determined for each sensor using an online blackbody conversion calculator 
(Spectralcalc, 2015). To accurately determine the radiance as generated by the areas under the   
TET-1 pixel, an appropriate emissivity value must be used. For instance, the fire affected regions are 
assigned an emissivity ε = 1.0, the portion of the pixel covered by the sand of the horse arena was 
given an emissivity of ε = 0.9 as per details given in section 4.3.1. The emissivity for the surrounding 
countryside was determined from the MODIS Land Surface Temperature and Emissivity product 
MYD11A for the day of the test burn which was found to be ε = 0.986. Finally, the resultant 
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radiances were resized to the TET-1 pixel to give a value of the expected radiances as would be 
observed by the satellite. 
Method 2 relies on the formulas determined for estimating the temperature and area of a fire for 
TET-1 as detailed in chapter 2. Equation (2.23) describes the mixing equation used to estimate the 
effective temperature    and area   , solved for the pixel-averaged radiance in two channels and 
summed over all pixels in a detected fire cluster     . When applied to a hot cluster this becomes 
equation (2.21) which utilizes the mean pixel radiance for the fire and for the background in 
estimating the temperature and area. 
 
4.4 Results 
Error! Not a valid bookmark self-reference. presents the temperatures measured for the fire (in °C) 
at the time of the TET-1 overpass.  This table also shows the derived values from these 
temperatures, such as the temperature in Kelvin (K) as well as the radiances calculated from these 
temperatures for both the MIR (3.8µm) and TIR (8.9µm). The radiance values have been calculated 
using an ideal 1m² for the emitting surface, therefore, as the areas assigned to the thermocouples 
was less than this (0.685 m²) the calculated radiance value has been corrected by this amount, and is 
also shown in a separate column in Error! Not a valid bookmark self-reference. for each of the 
bands. The temperature recorded by sensors placed for background temperature measurements at 
the time of the satellite overpass is shown in Table 4.3, along with an averaged value taken as the 
representative background temperature. 
The temperatures recorded by the sensors and shown in Error! Not a valid bookmark self-
reference. vary greatly over the fire area, with a minimum recorded temperature of 18.41°C 
(291.41K) and a maximum of 174.26°C (447.26K), with an overall average of 62.76°C (335.76K). The 
minimum temperature recorded was only 5°C warmer than the average background temperature. 
During the experiment, two of the sensors, n16 and n24, failed. Values for these sensors are 
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included in Error! Not a valid bookmark self-reference. as an averaged value from the adjacent 
sensors.  
Table 4.2 – Results from thermocouple sensors at time of TET-1 overpass (13:25:30 AEST). Two sensors did 
not record any data during the TET-1 overpass (n16 and n24). The values for these entries have been 
averaged over the adjacent sensors. The radiance values are given in W/sr.m².µm. 
Sensor 
ID 
Temperature 
(°C) 
Temperature 
(K) 
Radiance 
(m²) MIR 
3.8µm 
Radiance (unit 
area) MIR 
3.8µm 
Radiance 
(m²) TIR 
8.9µm 
Radiance (unit 
area) TIR 
8.9µm 
n23 19.71 292.71 0.364964 0.250261 8.57842 5.882345 
n15 81.17 354.17 3.43708 2.356855 22.4934 15.42405 
n16 
(Failed) 
75.665 348.665 2.90367 1.991088 20.9154 14.34199 
n26 174.26 447.26 31.7587 21.77739 59.1079 40.53113 
n7 27.52 300.52 0.510618 0.350138 9.90712 6.793454 
n19 41.42 314.42 0.890745 0.610797 12.5796 8.626011 
n3 59.06 332.06 1.68779 1.157342 16.557 11.35337 
n11 32.34 305.34 0.622851 0.427098 10.7887 7.397966 
n31 52.0 325.0 1.31778 0.903621 14.8853 10.20706 
n27 22.76 295.76 0.416987 0.285934 9.08278 6.228192 
n18 126.3 399.3 11.4957 7.882766 37.9336 26.01161 
n29 18.41 291.41 0.344521 0.236243 8.36904 5.73877 
n5 153.55 426.55 21.0597 14.44094 49.3801 33.86064 
n1 48.84 321.84 1.17547 0.806037 14.1717 9.717737 
n10 33.0 306.0 0.639717 0.438663 10.9131 7.483269 
n6 80.08 353.08 3.32559 2.280405 22.1757 15.20619 
n24 
(Failed) 
54.335 327.335 1.43186 0.981847 15.4263 10.57803 
n17 36.64 309.64 0.739771 0.507272 11.6154 7.964846 
n13 67.62 340.62 2.24726 1.540978 18.7287 12.84254 
n22 84.96 357.96 3.84863 2.639061 23.6185 16.19554 
n30 53.88 326.88 1.40902 0.966185 15.32 10.50514 
n32 37.14 310.14 0.754485 0.517361 11.7141 8.032526 
Min 18.41 291.41 - - - - 
Max 174.26 447.26 - - - - 
Average 62.76 335.76 - - - - 
Total - - 92.38291 63.34828 424.2619 290.9224 
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Table 4.3 – Background sensor recordings. Radiances are based on an emissivity of 0.9 (white sand) and on 
the MYD11A value for the test site (0.986). The radiance values are given in W/sr.m².µm. 
Sensor 
ID 
Temperature 
(°C) 
Temperature 
(K) 
Radiance 
MIR 3.8µm 
(ε = 0.9) 
Radiance 
MIR 3.8µm 
(ε = 0.986) 
Radiance 
TIR 8.9µm (ε 
= 0.9) 
Radiance 
TIR 8.9µm (ε 
= 0.986) 
n28 9.23 282.23 - - - - 
n4 16.38 289.38 - - - - 
n9 13.92 286.92 - - - - 
n14 13.35 286.35 - - - - 
n25 14.52 287.52 - - - - 
Averag
e 
13.48 286.48 0.248001 0.271699 6.84456 7.4986 
 
TET-1 passed over the experiment site at 13:25 AEST and captured an image of Melbourne and its 
surrounds, as can be seen in Figure 4.4. The experiment site can be identified by local features and 
corresponding bright pixels at (559, 1481) and (559, 1482), as shown in Figure 4.4c. The radiance 
values for these two pixels are identical at 0.3102 W/m².sr.µm in the MIR.  As can be seen in this 
image, there appears to be two adjacent pixels relatively brighter in the MIR band than the 
surrounding background. This indicates that the test fire likely occurred on the boundary between 
the two TET-1 pixels and the radiance from the fire is shared between the two.  Also evident in the 
image is some blooming in the adjoining pixels. Figure 4.4d shows the corresponding area in the TIR 
band, where no evidence of a signal from the fire can be identified.  
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Figure 4.4 - TET-1 L0 images for the test site; a) shows the MIR band image of the greater Melbourne with 
the test site shown marked, b) shows the same area in the TIR while c) and d) show a zoom of the test site in 
MIR and TIR respectively. Figure c) shows the two relatively bright pixels attributed to the test fire, while d) 
is notable in that no apparent fire can be visualised. 
Another point of interest in the captured images is the location output by TET-1 of the experiment 
pixel. The Latitude and Longitude coordinates for pixel (559, 1481) is 37.627036°S 145.346804°E and 
for pixel (559, 1842) is 37.628424°S 145.347226E. This is a significant distance from the ground 
measured location of 37.663940°S 145.215860°E, a distance calculated to be 12.24 km for pixel 1, 
and indicates a positional error in the images, see Figure 4.5. This geo-location error is present 
a) b) 
c) d) 
 
 
81 
 
across the entire image and is present in all images captured by TET-1 to date, although the 
magnitude of the error varies appreciably between images (E Lorenz 2015, pers. comm., 10 August). 
 
Figure 4.5 – Image showing the discrepancy between the geo-location (Latitude and Longitude) of the test 
site (A) and that reported by TET-1 (B), which has a magnitude of 12.24 km. 
 
The resultant values can be seen in Table 4.4, along with the radiance values as detected by TET-1 
for the fire pixels. In the MIR band, the ground radiance is less than that detected by TET-1, whereas 
in the TIR band the ground radiance is greater than that detected by the camera system. 
 
A 
B 
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Table 4.4 – Results of the ground measurements converted to radiances, compared with the radiances 
captured by the camera system for the two bright pixels over the target area. 
Band Calculated ground fire 
radiance (W/sr.m².µm) 
TET-1 radiance pixel (559, 
1481) (W/sr.m².µm) 
TET-1 radiance pixel (559, 
1482) (W/sr.m².µm) 
MIR 0.302 0.3103 0.3103 
TIR 7.612 6.835 6.817 
 
The radiance detected by the cameras at the test fire location is not high enough to exceed the 
threshold calculated for the surrounding area. As such, the test fire is not considered as a fire 
candidate by the detection algorithm and is not included in the product output and no subsequent 
characterization is performed.   
Due to the test fire not being detected during the detection phase of the algorithm, the subsequent 
characterization phase, where the fire effective temperature and area is calculated, is not 
performed. For the second comparison method to be implemented, the characterization phase was 
manually calculated. The results calculated show that the effective fire area, Tf approaches an 
arbitrarily determined upper limit and the effective fire area, Af approaches zero. 
 
4.5 Discussion 
In the results section, the temperatures recorded (in °C) during the burning experiment were 
presented along with the image and product output taken by the TET-1 camera system. To make a 
direct comparison between the temperatures measured and the energy detected by the camera 
system, the temperatures were aggregated and converted to emitted radiance (measured in 
W/m².sr.µm), which is the value presented by the camera system. As shown in Table 4.4, the values 
calculated for the emitted radiance at ground level match the values detected by the camera in the 
MIR band, but are slightly higher than those detected in the TIR band. That the values match 
between the ground and the satellite measurements, but that no fire is identified in the resultant 
product by the algorithm is worthy of discussion. 
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It should be noted that the radiance values as recorded by the camera are not atmospherically 
corrected; rather they are the raw detected values and that the algorithm uses these raw values. 
The TET-1 hotspot detection and characterization algorithm only applies atmospheric correction 
during the characterization phase, where correction is applied to the background radiances in the 
calculations of the effective fire temperature and area. This appears at first glance to be counter-
intuitive, as atmospheric effects would be expected to impact the detection, but as previously 
mentioned, the effect of the TIR background clutter overshadow any atmospheric effects. In 
addition, any variation in the atmosphere over the scene is negated by the fact that the algorithm, 
and thus the atmospheric correction applied, is applied only over local windows of 16x16 pixels. 
 It was at first suspected that the reason that the MIR radiance was slightly lower and that TIR 
radiance was higher on the ground than what was detected by the camera was due to atmospheric 
effects. However, as the atmospheric correction is not performed until the characterization phase, 
this cannot be the cause of the difference. Other reasons could be due to the emissivity values used, 
as well as the possibility that the calculation used in resizing the ground elements to the TET-1 pixel 
size is in error.  
The detection and characterization algorithm applied to the TET-1 imagery is a contextual algorithm 
that focuses on the MIR radiances detected as the primary source for detecting fires and other 
hotspots. As shown in Figure 4.4c, at the identified test site, the MIR radiance is significantly higher 
than the surrounding pixels. To the eye, this would indicate that the fire should be detectable by the 
camera system. An examination of the algorithm is required to determine why it is not detected, 
followed by a manual calculation of the characterization of the fire.  
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4.5.1 TET-1 Detection Algorithm 
4.5.1.1 Representative Background 
The first step in the detection algorithm is the determination of a ‘representative background’, 
consisting of a selection of ‘representative background pixels’ from a local window size of 16x16 
pixels (increasing to regional size only if less than 25% of the pixels are deemed as representative). 
The local window that contains the experiment area is a square bounded by the points (544, 1472), 
(559, 1472), (544, 1487) and (559, 1487). An extract of the radiance values for this local window can 
be seen in the appendix chapter 6. 
From this local window, four tests are applied to either include, or reject, the pixels into the 
background selection (see chapter 2, equations (2.4), (2.5), (2.6) and (2.7)). The temperature 
constants (based on the MYD11A value of the emissivity for the test period ε = 0.986) that are 
required in these four tests are: (MIR) 325K = 1.29237, (TIR) 265K = 4.72586. Applying these four 
tests to the local window, all pixels within the window pass and can be considered representative 
background pixels. Notably, even the bright pixels relating to the fire also pass the background tests 
and are included in the selection. 
 
4.5.1.2 MIR Threshold Definition 
With the selection of the representative background pixels, these pixels are then used in defining the 
local MIR threshold. As the experiment was conducted during daytime, the equations that are used 
are equations (2.10) and (2.11). These threshold calculations rely only on the median and the mean 
absolute deviation of the MIR background radiances in the local window to determine the hot 
threshold. For this local window, the median is           = 0.25125 and the mean absolute 
deviation is        = 0.009281. When applied to equations (2.10) and (2.11),             = 
0.446875 and             = 0.502296, which when choosing the minimum of the two leaves the 
MIR threshold for this window as           = 0.446875.  
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4.5.1.3 Hot Pixel Detection 
With the local window threshold identified, the final step is to locate any pixels within this window 
where the pixel radiance exceeds the threshold value. This is achieved by using equation (2.13). As 
mentioned in the results section, the two bright pixels identified with the experiment location only 
achieved a radiance in the MIR of 0.3103 W/m².sr.µm. This is less than the threshold determined in 
the previous section of 0.446875 W/m².sr.µm. As such, the bright pixels are not determined to be as 
a result of a fire or other hot source.  
This is consistent with simulated studies involving TET-1, as can be seen in chapter 3, where area and 
temperature combinations were tested to determine the sensitivity of the camera system and 
algorithm. With the temperature of the test fire at satellite overpass reaching an average of 62.76°C 
(335.76K), with a maximum recorded temperature of 174°C (447K), and with an effective fire area of 
approximately 15m², this combination falls well under the detection limit. As an example from the 
simulations in chapter 3, a fire of 100m² will only be detected if the fire temperature was between 
177 and 227 °C (450 and 500K). 
 
4.5.1.4 Characterization 
Due to the algorithm not detecting the test fire, the characterization steps were not performed. This 
means that one possible method (method 1 as described in section 4.3.3) of comparing the fire to 
the camera output is immediately available. The comparison method 2 can be performed if the 
characterization steps for the effective fire temperature and area are calculated manually and 
compared to the measurements on the ground.  
From the image and referring to equation (2.21), the two known parameters are the mean pixel 
radiances for the fire pixels,    ̅  
         and   ̅  
        and the mean background radiance 
  ̅  
         and   ̅  
        . Immediately, a problem can be seen with the values for the TIR, 
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with the mean fire pixel radiance being less than the mean background. As mentioned in (Zhukov et 
al., 2005b) for the BIRD camera system, small fires in conjunction with the low sensitivity of the TIR 
band to fire can cause the TIR signal to become lost in the TIR background clutter, and therefore 
estimation is not possible. For this case, the algorithm substitutes an arbitrary maximum 
temperature of 10000K to the fire temperature, which in turn forces the fire effective area to 
approach zero. Therefore, the observations captured during this test case are unsuitable for using 
this method to compare the results. 
  
4.5.1.5 Other Detection Issues 
The output of the detection algorithm and the failure of the algorithm to detect the test fire would 
seem to suggest a type II error, or error of omission. But this is not the case, as the fire does not 
contain enough energy to exceed the calculated threshold, i.e. it is below the sensitivity of the 
camera system. Therefore the failure to detect the test fire can be classed as a true negative. 
There are a number of factors in the experiment that has contributed to the failure to detect the 
fire. The first factor is in regards to the timing of the burn in relation to the satellite overpass. As 
noted in previous sections, the fire temperature at the time of the satellite overpass was much 
cooler than planned, due to the burning times not fully matching to the overpass. The fire was 
ignited at 12:30 AEST and kept burning for 45 minutes (until 13:15 AEST), meaning that the fire was 
in a cooling stage when the satellite passed over the test site at 13:25 AEST. Results over the active 
burning stage indicate that the fire reached a maximum temperature of 484°C (757K), which is likely 
to have resulted in detection. This hypothesis will be assessed in chapter 5. From the simulations 
conducted in chapter 3, the smallest area that can generate the energy at 770K to be detected is 
only 4m² (much smaller than the 15m² of the test fire), while a larger fire of 9m² would only require 
a temperature of 650K before being detectable.  
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In addition, the detectability of the fire was also affected by the location of the test fire spanning 
two pixels, where the actual fire size and energy would normally only be represented in one pixel. A 
number of possible reasons exist for this occurrence. The first possibility is for the fire to be in a 
location which is on a pixel boundary and due to the point spread function (PSF) of the sensors can 
result in blooming (especially in the MIR). Blooming is the effect where energy from a source in one 
pixel can cause a signal to be seen in a neighbouring pixel, so it is possible that some of the energy 
emitted by the fire is in effect shared between the two pixels. This can cause the radiance value seen 
to be lower than what is actually produced by the fire. With the radiance values being the same in 
both pixels, this indicates that the fire would lie right on the pixel boundary (due to the Gaussian 
nature of the PSF), and that the true radiance from the fire would not likely be much higher than 
what was observed. Thus it is most likely that the energy emitted by the fire would still not be 
enough to exceed the threshold and the fire would remain undetected, although further 
experimentation is required to prove this.    
Another possibility that the two adjacent pixels are of similar brightness could be due to the effect of 
additive energy from surrounding buildings. The test fire was conducted during winter, and there is 
the possibility of nearby dwellings operating heating which would contribute to the energy detected 
by the cameras. To test the effect from the surrounds (and thus the amount emitted from the test 
fire) other images of the area by TET-1 at similar times can be examined to determine the amount of 
heat contributed by these dwellings. Due to the lack of TET-1 data available for the area in the days 
surrounding the test date, the amount of additive energy that could have been detected by the TET-
1 cameras was not able to be determined. 
 
4.5.1.6 Geolocation Errors 
A number of other errors are apparent with the TET-1 images and hotspot detection product. These 
include the errors contained within the image in relation to the geo-location of the pixels (the 
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Latitude and Longitude values assigned to the pixels). The Kangaroo Ground test case highlights that 
there is a significant error in the reporting of the Latitude and Longitude (Geo-location) of each pixel 
in accordance with the true location on the ground. With the error in the location at the Kangaroo 
Ground test site being 12.24 km, this is an unacceptably large positional error and renders the 
product unreliable when used for the task of fire detection by emergency services and other 
interested parties.  
This geo-location issue was initially discovered during the initial commissioning phase of the satellite, 
and as of the present, remains an issue with the images obtained from the satellite. The cause of the 
error is varied with numerous system and design faults contributing to the error. These faults include 
an incorrect camera model (which has been fixed and was not a contributing factor when the test 
case was performed), a fault with one of the two star trackers, a drift in the GPS clock and a fault 
where the GPS clock would be reset during image acquisition. Due to the large number and varying 
input of each of the contributing errors, the resultant overall geo-location error can vary significantly 
between images, but with the issues with the camera model and the GPS clock being managed, the 
major source of error is with the star tracker system. Internal studies by the Firebird science team 
saw errors ranging from approximately 300-400m (one pixel), up to as much as 40km (E Lorenz 2015, 
pers. comm., 10 August). Unfortunately, due to inadequate design, the identity of the faulty star 
tracker cannot be determined (it is unknown which star tracker is providing input at a given time). To 
overcome this, the science team have added a quality flag to each image. The images used for the 
Kangaroo Ground test case have the poorest quality flag. 
 
4.6 Other Errors and Case Studies 
Although not apparent in the images and detection product related to the Kangaroo Ground test 
fire, other examples of TET-1 scenes show obvious errors in the detection of fires when the 
detection and characterization algorithm has been applied. These include both errors of omission 
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where obvious hotspots have not been detected and errors of commission where features that are 
clearly not fires, for instance clouds, are classified as fires. 
Investigations have been conducted into the appearance of these errors in the product output and 
one of the first tests that were applied considered the implementation of the algorithm as first 
described in Zhukov et al. (2005b). The official implementation as used by the Firebird science team 
is a new version written in the C++ programming language (the implementation where the errors are 
first noticed). An implementation of the algorithm was adapted from the BIRD code originally 
written in IDL, which was tested against the same scenes as those which produced noticeable errors 
with the first implementation.  
These tests produced examples of apparent hotspots (i.e. single or small groups of bright pixels in 
the MIR image) where the C++ implementation did not treat these pixels as detected hotspots, but 
where the IDL implementation did in fact detect them as legitimate hotspots. An example of an 
apparent error of omission in the C++ is shown in Figure 4.6. Further validation is required to 
determine which implementation method is correct. 
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Figure 4.6 - Examples of errors of omission in the two implementations of the detection algorithm. Figure a) 
shows the output of the algorithm by the official implementation, b) shows the output from the alternate 
implementation, while c) and d) show the respective zooms to the hotspot. Note that the official 
implementation does not detect the selected hotspot whereas the alternate implementation does. 
A validation experiment was conducted in South Africa which utilized the C++ processor, with fire 
temperatures in the range between 550K and 900K and of areas approximately 1800m². This fire 
experiment was with variables that are much higher than the Kangaroo Ground experiment and also 
apparently much higher than the lower sensitivity limit of the camera system, leaving questions 
about errors unanswered. It should be noted that the specific implementation of the TET-1 detection 
a) b) 
c) d) 
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and characterization algorithm that was used for the Kangaroo Ground test fire as described above 
was the IDL version.  
For the occurrence of errors of commission, an example was taken from a scene in Northern Alaska; 
see Figure 4.7, where relatively warm clouds over a cold landscape produced significant areas of 
detected hotspots from the cloud by the C++ processor. When applying the IDL processor to the 
same scene, none of the cloud areas are detected as hotspots. 
 
Figure 4.7 - TET-1 images of northern Alaska taken on 02
nd
 May 2015. Figure a) contains the output of the 
detection algorithm overlayed on the TET-1 MIR image. This shows detections in the relatively warm clouds 
in the lower left of the image (marked in red). Figure b) shows the output of the alternative IDL 
implementation of the detection algorithm where the clouds are not detected as hotspots. 
 
When the issue of false detections, especially from the cold clouds, became apparent, an update to 
the C++ processor was created. The update still includes these pixels as being detected hotspots, but 
that they are now marked as “false alarms”. These pixels are not included into the fire mask for the 
a) b) 
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quick look images, but are still included in the product results text file with an added column for 
false alarms. With the IDL processor, any doubtful detection is marked as “probable”, whereas with 
the C++ processor a hotspot is either detected or not detected.  
Further tests are required to gain a clearer picture of the accuracy of both implementations in 
regards to these errors, with a determination on the differences between the two implementations 
required so as to improve the accuracy of the official implementation. 
 
4.7 Summary 
In this chapter, an experimental test case was presented for validation of the TET-1 satellite sensing 
system and its resultant hotspot detection and characterization product. The experiment was 
conducted near the town of Kangaroo Ground, approximately 26 km northeast of Melbourne, on the 
31st July 2015. The test was conducted between 12:30 AEST and 13:30 AEST, with clear but cold 
weather conditions. A fire of approximately 15.1m² was burnt at an average temperature of 
approximately 63°C at satellite overpass time (maximum recorded temperature at the time of 
satellite overpass was 174°C). 
The ground measurements obtained were converted into radiance values to allow a direct 
comparison with the output from the camera system. The values at the ground were measured as 
     = 0.302 W/sr.m²µm and      = 7.612 W/sr.m².µm. When comparing to the image as captured 
by the cameras, two adjacent bright pixels were determined as belonging to the test, with the 
radiances detected being; for pixel 1      = 0.3102 W/sr.m².µm and      = 6.835 W/sr.m².µm, and 
for pixel 2      = 0.3102 W/sr.m².µm and      = 6.817 W/sr.m².µm. These results show that the MIR 
radiances are comparable between the ground and the camera, but that the radiances for the TIR 
between the ground and the camera are not comparable. While a number of different possibilities 
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exist for explaining this discrepancy, none of these possibilities could definitively account for the 
error.  
While the comparison of the radiances match for the MIR band (which is the primary fire detection 
band), the fire was not detected by the TET-1 detection algorithm. Investigations in this chapter on 
the algorithm determined that the local threshold was calculated to be           = 0.4469 
W/sr.m².µm, which shows that the fire was not energetic enough to exceed this threshold. 
Additionally, although the test fire can be viewed in the MIR image, the location reported by the 
camera system was significantly inaccurate, registering a location approximately 12km from the 
actual test site.  
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5 Conclusion 
The objective of this study was to validate the accuracy of the TET-1 satellite sensing systems 
hotspot detection and characterization algorithm. Hotspots, or thermal anomalies, are a group of 
natural and man-made phenomena which include volcanoes, natural fires (wildfires) and man-made 
fires (environmental and agricultural burning) as well as other man-made events, for instance gas 
flares and industry. The majority of these occurrences are not suitable to be used in testing the 
output of the data products, due to their temporal unpredictability and the safety of performing 
tests. With these constraints in mind, testing in this study was conducted by first performing a 
simulation study on the output from the hotspot detection and characterization algorithm (Chapter 
3). Secondly, a small scale field site experiment was conducted in validating the output from the 
algorithm (Chapter 4). 
The following sections present a summary of the results obtained from the tests conducted in 
answering the research questions posed in chapter 1, along with the implications of the results 
obtained. Following on from the results will be a statement on the further research to be 
undertaken and a final remark on the suitability of TET-1 for fire managers. 
 
5.1 TET-1 Hotspot Detection Sensitivity 
3. What is the sensitivity to upwelling radiation from hotspots that are detected by the sensor 
system on-board the TET-1 satellite? 
a. What is the minimum and maximum temperature of hotspots that can be detected?  
b. What is the minimum fire area detectable? 
c. What is the interaction between different environments/background temperatures 
on the energy detected by the sensor? 
 
 
95 
 
5.1.1 Summary of Results 
In chapter 3, a simulation study was conducted in order to determine the sensitivity of the TET-1 
satellite sensing system in detecting hotspots, for the purpose of determining limits of operation and 
as an aid in developing tests to assess the accuracy of the algorithm in detecting and characterizing 
fires. Determining the sensitivity involved determining the minimum area and temperatures (in 
combination the total energy emitted by a fire) of a fire that would be able to be detected by the 
algorithm. 
The results of this study indicate that under the right conditions, the TET-1 detection and 
characterization algorithm is theoretically able to detect a fire of only 1m², albeit for temperatures 
of 1000K (approx. 727°C) and over. This temperature limit drops off rapidly though with an increase 
in the area, for instance a 4m² fire is detectable from 750K (477 °C) and a 9m² fire is detectable from 
650K (377°C). Once a fire becomes significantly large, the temperature limits falls, for instance a 
100m² fire will be detectable at only 500K (227°C), which is considered a smouldering, not flaming, 
temperature.  
The errors found for the estimated fire characteristics have been shown to be low systematic errors, 
with the area variation ranging between ±12% and the temperature varying between ±3%. This is an 
improvement in the estimation of fire characteristics when compared to previous studies based on 
larger spatial resolution systems. Furthermore, adjusting the background temperature does not have 
any significant impact on the detectability or characterization of the fires. 
 
5.1.2 Implications 
The results found during the simulation study demonstrate that the TET-1 satellite sensing system 
can detect small area/low temperature fires in simulated landscapes, but that real world elements, 
such as background variability, smoke effects etc., are yet to be fully tested as to their effect on 
detectability and characterization. Furthermore, the area/temperature combinations that are 
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detectable along with the spatial resolution give the TET-1 sensing system the ability to resolve spot 
fires ahead of the main fire body. In addition, this ability for TET-1 to detect large areas at low 
temperatures, suggests it may have utility in mapping recently burnt areas. 
 
5.2 Field Validation of TET-1 Fire Products 
4. What is the accuracy of the output from the hotspot detection algorithm of the TET-1 
satellite sensor system? 
a. Does the detection algorithm processor accurately detect all hotspots possible? 
b. Does the detection algorithm accurately estimate fire characteristics such as fire 
area and fire temperature?  
c. What is the spatial accuracy of the output from the TET-1 sensing system and how 
does this affect the output from the detection algorithm?  
d. Obvious errors of commission (e.g. from cloud tops) are being reported by the 
current processor. Are these errors a deficiency with the algorithm, or are they due 
to the processor not applying the algorithm correctly. 
5.2.1 Summary of Results 
In chapter 4, an experimental test case was presented for a test fire in support of validation of the 
performance of the TET-1 satellite sensing system and its resultant hotspot detection and 
characterization product. The experiment was conducted near the town of Kangaroo Ground, 
approximately 26 km northeast of Melbourne, on the 31st July 2015. The test was conducted 
between 12:30 AEST and 13:30 AEST, with clear but cold weather conditions. A fire of approximately 
15.1m² was burnt at an average temperature of approximately 63°C at satellite overpass time 
(maximum recorded temperature at satellite overpass was 174°C). 
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To conduct a validation of the TET-1 camera system two methods were proposed. One method was 
to convert the ground measurements to radiance values in the two bands (MIR and TIR) and to then 
compare these against the radiance values captured by the camera system.  The second was to use 
the radiance values captured by the camera system and to use the characterization phase of the 
algorithm to estimate the effective fire temperature and area and to compare these to the ground 
measurements. The method for estimating the ground conditions (effective fire temperature and 
area) by the algorithm was not able to be performed due to the specific circumstances of the test 
(the TIR radiance being lost in the TIR background clutter) making the calculation unsolvable,  
therefore only the first method was used. 
Using the first method for comparison, the ground measurements of the radiance from the fire were 
determined to be;      = 0.302 W/sr.m²µm and      = 7.612 W/sr.m².µm. When looking at the 
image captured by the MIR camera, there appears to be two adjacent bright pixels in the area that 
the test was conducted, indicating that the energy from the fire is being detected in those two 
pixels. Examining the output from these two pixels shows that the radiances were; for pixel 1      = 
0.3102 W/sr.m².µm and      = 6.835 W/sr.m².µm, and for pixel 2      = 0.3102 W/sr.m².µm and      
= 6.817 W/sr.m².µm. These results show that the MIR radiances are comparable between the 
ground and the TET-1 camera, but that the radiances for the TIR between the ground and the 
camera are not comparable. A number of different possibilities for this to occur exist, such as 
atmospheric attenuation, to the use of emissivity values in converting temperatures to radiances, 
and in the resizing of the ground unit areas up to the TET-1 pixel size. As seen in the chapter 
discussion, no one possibility could definitively describe the presence of the error in the TIR, and 
further investigation is necessary. 
In addition to the comparison of the ground measurement to the camera measurement, an 
investigation was performed on the output from the TET-1 hotspot detection and characterization 
algorithm, in relation to the reason that the algorithm did not detect the test fire. Through working 
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step by step through the algorithm, it was determined that the radiance from the fire in the MIR (as 
mentioned being       = 0.3102 W/sr.m².µm) was not energetic enough to exceed the calculated 
threshold of           = 0.4469 W/sr.m².µm. When comparing the results obtained in the 
simulation study in chapter 3 to the results from the Kangaroo Ground test case, the combination of 
area and temperature from this test case fall below the theoretical minimum area and temperature 
combination found. It must be noted though that the Kangaroo Ground test fire at the time of the 
satellite overpass was no longer actively flaming, and as such, the limits determined in the 
simulation study still need to be tested.   
Other issues were identified with the output from the TET-1 camera system and its associated 
product. The most serious of the issues identified was with the geo-location for the pixels in the 
images, and the subsequent reporting of the latitude and longitude in the hotspot product. 
Examining the image from TET-1 for the fire experiment found that the coordinates of the pixels 
identified with the test fire were approximately 12.24 km from the actual location as measured at 
the test site.  
Other errors briefly mentioned in chapter 4, with regards to the output from the detection algorithm 
include errors of omission and errors of commission. These errors were not investigated in the 
Kangaroo Ground experiment. 
 
5.2.2 Implications 
The major implication for the results from this test case was the fact that the algorithm employed 
did not detect the test fire. This result leaves the question posed on verifying the accuracy of the 
system and the algorithm as unanswered. Upon investigation of the algorithm in relation to this test 
case, the energy released by this particular fire is not enough to exceed the threshold of detection, 
and as such can be considered a partial answer to the question on whether the system will 
accurately detect all possible hotspots, as this particular case falls below the threshold of possible 
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hotspots. In addition, as the test fire was not detectable with the current algorithm, the steps 
involved in characterizing the fire were also unable to be tested. To continue to answer the 
question, further tests must be conducted as outlined in the final section. 
In addition to the result that the fire could not be detected by the algorithm, the output from the 
camera system also fails in another important aspect of its mission, namely the spatial accuracy of 
the system. With the results from the test case giving an error of over 12km, this is an extremely 
large error, especially for the task that the TET-1 satellite sensing system is designed for, namely fire 
detection and monitoring. An error of this magnitude will make the use of the output in an 
operational manner as unreliable. This being said, the magnitude of the geo-location error from TET-
1 is not fixed, and varies between different scenes, with some scenes only showing an error in the 
order of 1-2 pixels (which is an acceptable error), although other scenes have produced errors of up 
to 40km. With further research and ongoing improvements, this spatial error can possibly be 
eliminated entirely. 
The results outlined in this section does not preclude the TET-1 sensing system from undergoing 
improvements over time, or for the issues found in this and further research to be identified and the 
solutions incorporated into further iterations of the satellites in the Firebird program.  
 
5.3 Further Research 
With the validation test case returning an ambiguous result, further research is required for the task 
of validating the hotspot detection and characterization algorithm from the TET-1 satellite sensing 
system, to determine the accuracy of the system and to determine limits of operation. Firstly, 
another experiment must be conducted, either at the same location or another similar, but with an 
area and temperature combination that will produce the energy required to exceed the local 
threshold for detection. As the fire used was not burning at a sufficiently high temperature during 
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overpass, one possible alternative to ensure a constant temperature at overpass would be the use of 
gas burners. This method also has the advantage of being reproducible, as well as being relatively 
straight forward in testing temperature, area and configuration combinations. 
Secondly, once an experiment is performed with the conditions likely for a detection to occur, the 
fire characteristics must be recorded in order to test the estimations calculated by the algorithm. 
This will include verifying that the fire area and fire temperature are accurately estimated, along 
with the other fire characteristic measurement of the FRP.  
Thirdly, it is also noted that the test case was conducted in a semi urban landscape, which is only 
one example of a number of possible different landscape types, to fully test the validity of the 
output of the detection and characterization algorithm, examples test cases must be performed at 
other landscape types. These test cases would also need to be performed with appropriate area and 
temperatures for the landscape type. 
As well as further research into the verification of the fire detection and characteristics estimation is 
scope for further research into other factors that can have impact upon the detection and 
characterization of hotspots. For instance, with the Kangaroo Ground test case, it appears that the 
fire is located on a pixel boundary. Therefore further work into the effect of the TET-1 pixel 
characteristics and the PSF upon the detection and characterization of fires must be conducted. 
Additionally, smoke emitted from the fire can have some effect upon the estimations, and will also 
be another area of research interest.  
Further research with the TET-1 satellite sensing system is not limited to only verifying the output of 
the detection and characterization algorithm. As noted with the Kangaroo Ground test case, 
although the fire itself was not detected by the algorithm, there appears to be a relatively bright 
spot visible at the location in the MIR channel. This implies that there is room for investigating the 
possible changes to the algorithm to allow for detections of fires at this energy level to occur. With 
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any research in this area of low energy detections, care must be taken that changes to allow this 
detection do not open up the algorithm to higher rates of false alarm detection.  
The simulation study conducted in this thesis also contains areas of possible further research. The 
study was conducted using a default, homogenous background. Investigations into the effect of the 
surrounding environment are essential in determining a more accurate estimation of the fire 
characteristics. This can be achieved by using actual TET-1 images as a background with 
superimposed fires overlayed on top. In addition, this will allow for an investigation into the effect of 
the TIR background clutter on the estimated characteristics, which is a large source of errors 
currently. Further to future simulation studies, more area and temperature combinations will allow 
for the fine tuning of the limits of operation for the algorithm and for informing any future field case 
studies. For instance, the Kangaroo Ground case study was of a fire with an area of 15m², whereas 
the simulation study had a large range around this area, only using examples at 9m² and 25m². 
Narrowing the values used will greatly enhance the options for conducting field exercises. Finally, in 
addition to homogenous fires used in the simulation study, the effect of configuration of real world 
fires can be modelled and their effect, if any, can be measured. 
In conclusion, when considering the suitability of the TET-1 sensor system and the hotspot detection 
and characterization algorithm in the role of detection and monitoring of active fire hotspots, many 
questions are raised, especially when considering the sensor system as part of an coordinated 
approach used by operational fire managers, such as with the Geoscience Australia Sentinel hotspot 
mapping system. While the results of the theoretical limits on detection are encouraging, the 
physical experiment demonstrated an inconclusive result (not necessarily a fault with the sensor 
system or the algorithm); errors with associated information such as the geolocation render the 
output from this system unreliable for the task of operational fire monitoring. In addition, the TET-1 
satellite sensing system does not provide adequate temporal resolution for operational duties, but 
this was taken into account were it was envisioned that TET-1 was to be one part of a constellation 
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of satellites designed to provide a temporal resolution of four hours, although the fulfilment of this 
constellation is uncertain and may only occur in the future. 
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6 Appendix 
 
6.1 Validation test case result 
 
Table 6.1 - Local window (16x16 pixels) surrounding the Kangaroo Ground test fire location. The column ID is 
the pixel number, the X and Y signify the location within the image scene, while the MIR, TIR and RED 
columns detail the radiance values (measured in W/sr.m².µm) detected by the cameras.
ID X Y MIR TIR RED 
1 551 1473 0.2636 7.0098 18.6151 
2 552 1473 0.2599 6.9919 18.6341 
3 553 1473 0.2588 6.9705 17.6464 
4 554 1473 0.2537 6.9581 18.5068 
5 555 1473 0.264 7.0188 19.3901 
6 556 1473 0.2724 7.0701 20.0914 
7 557 1473 0.2605 6.9932 18.462 
8 558 1473 0.2424 6.8408 17.0486 
9 559 1473 0.24 6.7815 17.3427 
10 560 1473 0.246 6.8129 17.3359 
11 561 1473 0.2473 6.8326 17.5569 
12 562 1473 0.24 6.8005 17.0333 
13 563 1473 0.2372 6.8109 16.3803 
14 564 1473 0.2386 6.8478 17.1102 
15 565 1473 0.2433 6.8616 17.2265 
16 566 1473 0.2416 6.859 16.9937 
17 551 1474 0.264 7.0074 19.7507 
18 552 1474 0.2583 6.9825 18.4409 
19 553 1474 0.2568 6.9344 17.5838 
20 554 1474 0.252 6.92 17.6053 
21 555 1474 0.2508 6.9387 18.4338 
22 556 1474 0.2575 6.9659 18.632 
23 557 1474 0.2512 6.9156 17.6931 
24 558 1474 0.2408 6.8248 17.2219 
25 559 1474 0.2388 6.7725 15.9557 
26 560 1474 0.2415 6.7712 16.6665 
27 561 1474 0.2408 6.7559 16.5655 
28 562 1474 0.2329 6.7294 15.84 
29 563 1474 0.2336 6.7627 15.9437 
30 564 1474 0.2344 6.7941 16.9645 
31 565 1474 0.2372 6.8152 16.4285 
32 566 1474 0.2375 6.8467 16.7817 
33 551 1475 0.2556 6.9279 19.825 
ID X Y MIR TIR RED 
34 552 1475 0.2452 6.8575 17.125 
35 553 1475 0.2466 6.8412 16.3132 
36 554 1475 0.2426 6.8398 17.2342 
37 555 1475 0.241 6.8204 17.2812 
38 556 1475 0.2389 6.8182 16.8207 
39 557 1475 0.237 6.787 16.2388 
40 558 1475 0.2349 6.752 16.7176 
41 559 1475 0.2376 6.7596 15.6306 
42 560 1475 0.2427 6.7932 18.2333 
43 561 1475 0.246 6.7942 17.7826 
44 562 1475 0.2425 6.8015 16.88 
45 563 1475 0.2473 6.8452 18.3575 
46 564 1475 0.2476 6.8642 18.0257 
47 565 1475 0.2506 6.8925 17.4443 
48 566 1475 0.2528 6.9151 18.0784 
49 551 1476 0.2347 6.8255 16.3018 
50 552 1476 0.23 6.7637 15.2825 
51 553 1476 0.2393 6.7872 16.0762 
52 554 1476 0.2393 6.8266 17.7137 
53 555 1476 0.242 6.8017 17.3408 
54 556 1476 0.2348 6.7656 16.9817 
55 557 1476 0.2374 6.752 17.0134 
56 558 1476 0.2354 6.7468 16.0327 
57 559 1476 0.2376 6.7565 16.2814 
58 560 1476 0.2419 6.8039 18.7769 
59 561 1476 0.2493 6.8464 18.167 
60 562 1476 0.2576 6.8847 19.1179 
61 563 1476 0.2659 6.9522 20.0767 
62 564 1476 0.258 6.9601 17.9866 
63 565 1476 0.2555 6.9493 17.7338 
64 566 1476 0.262 6.9623 18.6043 
65 551 1477 0.244 6.826 15.7996 
66 552 1477 0.2382 6.8043 15.8951 
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ID X Y MIR TIR RED 
67 553 1477 0.2458 6.8051 16.1926 
68 554 1477 0.2369 6.7907 16.3309 
69 555 1477 0.2398 6.78 17.4917 
70 556 1477 0.2447 6.7973 17.5586 
71 557 1477 0.2508 6.8325 18.2625 
72 558 1477 0.2449 6.8391 17.3741 
73 559 1477 0.2481 6.8406 17.5749 
74 560 1477 0.2505 6.8785 19.4548 
75 561 1477 0.2554 6.9228 18.6924 
76 562 1477 0.2621 6.9622 19.9922 
77 563 1477 0.2623 6.9694 19.4209 
78 564 1477 0.2493 6.9246 16.9152 
79 565 1477 0.2457 6.8921 16.9442 
80 566 1477 0.2516 6.908 17.5474 
81 551 1478 0.2504 6.8551 17.8419 
82 552 1478 0.2485 6.8674 17.5938 
83 553 1478 0.2604 6.8526 17.6479 
84 554 1478 0.2483 6.8326 17.4898 
85 555 1478 0.2509 6.8562 18.1411 
86 556 1478 0.2551 6.8979 18.699 
87 557 1478 0.2536 6.9027 18.7871 
88 558 1478 0.2491 6.8652 18.2623 
89 559 1478 0.2513 6.8798 17.9997 
90 560 1478 0.2566 6.9372 18.8166 
91 561 1478 0.2574 6.9493 19.2203 
92 562 1478 0.2563 6.9419 18.7014 
93 563 1478 0.2465 6.9 17.3401 
94 564 1478 0.2419 6.8678 16.2147 
95 565 1478 0.2494 6.8662 16.9452 
96 566 1478 0.2458 6.8597 16.6505 
97 551 1479 0.2544 6.9267 17.2219 
98 552 1479 0.2575 6.9858 18.3283 
99 553 1479 0.2661 6.9777 18.3394 
100 554 1479 0.2545 6.9504 18.6692 
101 555 1479 0.2554 6.9286 18.6358 
102 556 1479 0.2526 6.9275 18.7484 
103 557 1479 0.2491 6.8916 17.4569 
104 558 1479 0.2524 6.855 19.0774 
105 559 1479 0.2581 6.889 18.4356 
106 560 1479 0.2554 6.9357 18.3341 
107 561 1479 0.255 6.9393 18.1914 
108 562 1479 0.2534 6.9434 17.1943 
ID X Y MIR TIR RED 
109 563 1479 0.2506 6.9066 17.1088 
110 564 1479 0.2534 6.9048 17.6037 
111 565 1479 0.2579 6.8947 17.8243 
112 566 1479 0.2483 6.8642 17.1687 
113 551 1480 0.2596 6.972 19.1472 
114 552 1480 0.2669 7.015 19.6408 
115 553 1480 0.2661 6.9801 18.5483 
116 554 1480 0.2492 6.9256 17.6822 
117 555 1480 0.2499 6.9125 17.0672 
118 556 1480 0.2522 6.908 18.0913 
119 557 1480 0.2524 6.8803 18.6504 
120 558 1480 0.2578 6.8886 19.2821 
121 559 1480 0.2637 6.9052 18.6428 
122 560 1480 0.255 6.9276 19.0405 
123 561 1480 0.2542 6.9581 18.0739 
124 562 1480 0.258 6.9864 18.2229 
125 563 1480 0.2631 6.9759 19.5741 
126 564 1480 0.2617 6.9486 18.6964 
127 565 1480 0.2555 6.8935 18.4204 
128 566 1480 0.2445 6.8518 17.5937 
129 551 1481 0.2548 6.9444 18.7345 
130 552 1481 0.2554 6.9662 18.4355 
131 553 1481 0.2515 6.9221 16.9393 
132 554 1481 0.2398 6.8877 16.4253 
133 555 1481 0.2474 6.9126 16.9328 
134 556 1481 0.2522 6.9227 18.1345 
135 557 1481 0.254 6.8816 18.9511 
136 558 1481 0.2674 6.8367 17.7388 
137 559 1481 0.3103 6.8354 18.714 
138 560 1481 0.2771 6.857 17.7342 
139 561 1481 0.2517 6.9158 18.3783 
140 562 1481 0.2571 6.962 20.0057 
141 563 1481 0.2643 6.977 21.1332 
142 564 1481 0.2613 6.9464 19.682 
143 565 1481 0.247 6.8788 18.1578 
144 566 1481 0.2441 6.8534 17.1411 
145 551 1482 0.2464 6.8629 18.0544 
146 552 1482 0.2472 6.8629 17.5342 
147 553 1482 0.2474 6.857 16.8975 
148 554 1482 0.241 6.8533 16.6403 
149 555 1482 0.2478 6.896 17.7333 
150 556 1482 0.2538 6.9282 17.63 
 
 
108 
 
ID X Y MIR TIR RED 
151 557 1482 0.2552 6.9147 17.4561 
152 558 1482 0.2686 6.858 17.4289 
153 559 1482 0.3103 6.817 17.6546 
154 560 1482 0.2771 6.8217 16.8049 
155 561 1482 0.2477 6.8831 17.6806 
156 562 1482 0.2542 6.9464 19.3357 
157 563 1482 0.2595 6.969 19.6616 
158 564 1482 0.2584 6.9454 19.8389 
159 565 1482 0.249 6.8899 18.1114 
160 566 1482 0.2503 6.8885 17.5703 
161 551 1483 0.2424 6.8483 16.9095 
162 552 1483 0.2497 6.8832 18.0642 
163 553 1483 0.2584 6.8777 19.1204 
164 554 1483 0.2455 6.8519 17.3988 
165 555 1483 0.2452 6.8723 17.4263 
166 556 1483 0.248 6.9103 17.8061 
167 557 1483 0.2609 6.9451 18.5015 
168 558 1483 0.2578 6.9164 18.0484 
169 559 1483 0.2545 6.8388 16.6952 
170 560 1483 0.2501 6.8146 17.1529 
171 561 1483 0.242 6.8226 16.8877 
172 562 1483 0.2496 6.8612 18.631 
173 563 1483 0.2566 6.937 17.8867 
174 564 1483 0.2617 6.9678 19.3895 
175 565 1483 0.2571 6.938 18.3511 
176 566 1483 0.2574 6.9414 17.6341 
177 551 1484 0.252 6.8963 17.5523 
178 552 1484 0.253 6.8941 18.7744 
179 553 1484 0.2564 6.8642 18.6922 
180 554 1484 0.243 6.8106 17.2569 
181 555 1484 0.2421 6.8096 17.1852 
182 556 1484 0.2451 6.862 18.1933 
183 557 1484 0.2552 6.9024 19.6289 
184 558 1484 0.2524 6.8804 17.9926 
185 559 1484 0.2469 6.8467 17.379 
186 560 1484 0.2488 6.8374 18.1452 
187 561 1484 0.242 6.8145 16.2582 
188 562 1484 0.248 6.84 17.8289 
189 563 1484 0.255 6.9174 17.3896 
190 564 1484 0.2575 6.9655 18.4784 
191 565 1484 0.2623 6.9707 18.5686 
192 566 1484 0.2582 6.9579 17.7583 
ID X Y MIR TIR RED 
193 551 1485 0.2596 6.9296 19.1188 
194 552 1485 0.2472 6.86 17.816 
195 553 1485 0.2478 6.815 17.0885 
196 554 1485 0.2426 6.7926 17.5389 
197 555 1485 0.2449 6.8254 16.8839 
198 556 1485 0.2476 6.87 18.0307 
199 557 1485 0.2512 6.878 17.793 
200 558 1485 0.2478 6.8531 18.2055 
201 559 1485 0.2473 6.8638 17.8707 
202 560 1485 0.2493 6.8683 17.5446 
203 561 1485 0.2416 6.8391 16.2079 
204 562 1485 0.2404 6.8101 16.6546 
205 563 1485 0.2461 6.8805 17.206 
206 564 1485 0.2534 6.9535 18.1061 
207 565 1485 0.266 7.0028 19.4118 
208 566 1485 0.264 6.981 19.4877 
209 551 1486 0.248 6.8533 18.3658 
210 552 1486 0.2317 6.7563 16.3123 
211 553 1486 0.2369 6.7392 16.1829 
212 554 1486 0.2389 6.7614 17.1095 
213 555 1486 0.2444 6.8174 17.3281 
214 556 1486 0.2497 6.8596 17.5246 
215 557 1486 0.2431 6.8256 16.3315 
216 558 1486 0.237 6.774 16.2782 
217 559 1486 0.2404 6.7925 17.2336 
218 560 1486 0.239 6.7895 16.3752 
219 561 1486 0.2315 6.7605 15.5082 
220 562 1486 0.2334 6.7755 15.9633 
221 563 1486 0.2465 6.8758 17.465 
222 564 1486 0.2575 6.9769 18.4798 
223 565 1486 0.2648 7.0326 19.3678 
224 566 1486 0.2669 7.0233 19.8057 
225 551 1487 0.2323 6.7654 15.6794 
226 552 1487 0.2272 6.7152 15.7264 
227 553 1487 0.2381 6.7137 15.3816 
228 554 1487 0.2299 6.7139 15.7156 
229 555 1487 0.2387 6.7611 16.5568 
230 556 1487 0.2439 6.8104 16.918 
231 557 1487 0.241 6.7895 16.3652 
232 558 1487 0.237 6.761 16.4714 
233 559 1487 0.2416 6.7632 17.1141 
234 560 1487 0.2357 6.7621 16.791 
 
 
109 
 
ID X Y MIR TIR RED 
235 561 1487 0.2303 6.7383 15.5937 
236 562 1487 0.2317 6.7699 15.6612 
237 563 1487 0.2465 6.8829 17.6015 
238 564 1487 0.2563 6.9635 18.3417 
239 565 1487 0.2583 6.9807 18.621 
240 566 1487 0.2586 6.9759 18.8387 
241 551 1488 0.2391 6.8112 17.0653 
242 552 1488 0.2517 6.8495 19.0997 
243 553 1488 0.2564 6.8454 17.5835 
244 554 1488 0.2312 6.7492 15.7162 
245 555 1488 0.2325 6.708 14.9653 
246 556 1488 0.2385 6.7849 16.6901 
ID X Y MIR TIR RED 
247 557 1488 0.2512 6.8375 17.4443 
248 558 1488 0.2449 6.8156 17.4154 
249 559 1488 0.2473 6.8016 17.805 
250 560 1488 0.2472 6.8273 17.7821 
251 561 1488 0.2456 6.8159 18.0177 
252 562 1488 0.2396 6.8134 16.6964 
253 563 1488 0.2449 6.8667 17.1312 
254 564 1488 0.2489 6.9131 18.6717 
255 565 1488 0.2518 6.9301 18.4353 
256 566 1488 0.2537 6.9284 18.3925 
 
 
 
6.2 Simulation test results 
6.2.1 Area experiment results 
 
Table 6.2 – Results from the simulated fire area experiment. The constants used in this test are with a fire 
temperature = 800K and with the background temperature set to 298K. 
Pixels Simulated fire area 
Area 
detected 
(m²) 
Percentage 
Difference 
Temperature 
Detected (K) 
Percentage 
Difference 
1x1 1m² 1.00E+00 0.00E+00 0.00 0 -100 
2x2 4m² 4.00E+00 3.98E+00 -0.50 800 0 
3x3 9m² 9.00E+00 9.08E+00 0.88 800 0 
4x4 16m² 1.60E+01 1.62E+01 1.25 800 0 
5x5 25m² 2.50E+01 2.53E+01 1.20 800 0 
10x10 100m² 1.00E+02 1.01E+02 1.00 800 0 
32x32 1024m² 1.00E+03 1.03E+03 0.59 800 0 
71x71 5041m² 5.04E+03 5.09E+03 0.97 800 0 
100x100 10,000m² 1.00E+04 1.01E+04 1.00 800 0 
316x316 99,856m² 9.98E+04 1.01E+05 1.15 800 0 
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Table 6.3 - Results from the simulated fire area experiment. The constants used in this test are with a fire 
temperature = 800K and with the background temperature set to 310K. 
Pixels Simulated fire area 
Area 
detected 
(m²) 
Percentage 
Difference 
Temperature 
Detected (K) 
Percentage 
Difference 
1x1 1m² 1.00E+00 0.00E+00 0.00 0 -100 
2x2 4m² 4.00E+00 4.04E+00 1.00 800 0 
3x3 9m² 9.00E+00 9.09E+00 1.00 800 0 
4x4 16m² 1.60E+01 1.62E+01 1.25 800 0 
5x5 25m² 2.50E+01 2.53E+01 1.20 800 0 
10x10 100m² 1.00E+02 1.01E+02 1.20 800 0 
32x32 1024m² 1.00E+03 1.03E+03 0.59 800 0 
71x71 5041m² 5.04E+03 5.09E+03 0.97 800 0 
100x100 10,000m² 1.00E+04 1.01E+04 1.00 800 0 
316x316 99,856m² 9.98E+04 1.01E+05 1.15 800 0 
 
 
6.2.2 Temperature experiment results 
 
Table 6.4 –Results from the simulated fire temperature experiment. The constant in this test was the fire 
area set at 1m² (1x1 pixels). 
Temperature 
Area 
detected 
Percentage 
Difference 
Min Temp 
Detected 
Max Temp 
Detected 
Percentage 
Difference 
Percentage 
Detections 
450 0.00E+00 -100.000 0.00 0.00 -100.000 0 
500 0.00E+00 -100.000 0.00 0.00 -100.000 0 
550 0.00E+00 -100.000 0.00 0.00 -100.000 0 
600 0.00E+00 -100.000 0.00 0.00 -100.000 0 
650 0.00E+00 -100.000 0.00 0.00 -100.000 0 
700 0.00E+00 -100.000 0.00 0.00 -100.000 0 
750 0.00E+00 -100.000 0.00 0.00 -100.000 0 
800 0.00E+00 -100.000 0.00 0.00 -100.000 0 
900 0.00E+00 -100.000 0.00 0.00 -100.000 0 
1000 1.04E+00 4.000 986.00 986.00 -1.400 100 
1100 1.05E+00 5.000 1076.00 1076.00 -2.182 100 
1200 1.07E+00 7.000 1163.00 1163.00 -3.083 100 
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Table 6.5 - Results from the simulated fire temperature experiment. The constant in this test was the fire 
area set at 4m² (2x2 pixels). 
Temperature 
Area 
detected 
Percentage 
Difference 
Min Temp 
Detected 
Max Temp 
Detected 
Percentage 
Difference 
Percentage 
Detections 
450 0.00E+00 -100.000 0.00 0.00 -100.000 0 
500 0.00E+00 -100.000 0.00 0.00 -100.000 0 
550 0.00E+00 -100.000 0.00 0.00 -100.000 0 
600 0.00E+00 -100.000 0.00 0.00 -100.000 0 
650 0.00E+00 -100.000 0.00 0.00 -100.000 0 
700 0.00E+00 -100.000 0.00 0.00 -100.000 0 
750 3.83E+00 -4.240 0.00 753.00 0.400 96 
800 3.96E+00 -1.020 0.00 800.00 0.000 98 
900 4.10E+00 2.500 894.00 894.00 -0.667 100 
1000 4.15E+00 3.750 986.00 986.00 -1.400 100 
1100 4.21E+00 5.250 1076.00 1076.00 -2.182 100 
1200 4.27E+00 6.750 1163.00 1163.00 -3.083 100 
 
 
Table 6.6 - Results from the simulated fire temperature experiment. The constant in this test was the fire 
area set at 9m² (3x3 pixels). 
Temperature 
Area 
detected 
Percentage 
Difference 
Min Temp 
Detected 
Max Temp 
Detected 
Percentage 
Difference 
Percentage 
Detections 
450 0.00E+00 -100.000 0.00 0.00 -100.000 0 
500 0.00E+00 -100.000 0.00 0.00 -100.000 0 
550 0.00E+00 -100.000 0.00 0.00 -100.000 0 
600 0.00E+00 -100.000 0.00 0.00 -100.000 0 
650 8.52E+00 -5.387 0.00 656.00 0.923 96 
700 8.74E+00 -2.876 707.00 707.00 1.000 100 
750 8.99E+00 -0.111 753.00 753.00 0.400 100 
800 9.09E+00 1.000 800.00 800.00 0.000 100 
900 9.22E+00 2.444 894.00 894.00 -0.667 100 
1000 9.34E+00 3.778 986.00 986.00 -1.400 100 
1100 9.47E+00 5.222 1076.00 1076.00 -2.182 100 
1200 9.62E+00 6.889 1163.00 1163.00 -3.083 100 
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Table 6.7 - Results from the simulated fire temperature experiment. The constant in this test was the fire 
area set at 100m² (10x10 pixels). 
Temperature 
Area 
detected 
Percentage 
Difference 
Min Temp 
Detected 
Max Temp 
Detected 
Percentage 
Difference 
Percentage 
Detections 
450 0.00E+00 -100.000 0.00 0.00 -100.000 0 
500 8.75E+01 -12.480 509.00 509.00 1.800 100 
550 9.46E+01 -5.360 558.00 558.00 1.455 100 
600 9.69E+01 -3.100 607.00 607.00 1.167 100 
650 9.86E+01 -1.400 656.00 656.00 0.923 100 
700 9.77E+01 -2.300 707.00 707.00 1.000 100 
750 9.99E+01 -0.100 753.00 753.00 0.400 100 
800 1.01E+02 1.000 800.00 800.00 0.000 100 
900 1.02E+02 2.000 894.00 894.00 -0.667 100 
1000 1.04E+02 4.000 986.00 986.00 -1.400 100 
1100 1.05E+02 5.000 1076.00 1076.00 -2.182 100 
1200 1.07E+02 7.000 1163.00 1163.00 -3.083 100 
 
 
Table 6.8 - Results from the simulated fire temperature experiment. The constant in this test was the fire 
area set at 1000m² (100x100 pixels). 
Temperature 
Area 
detected 
Percentage 
Difference 
Min Temp 
Detected 
Max Temp 
Detected 
Percentage 
Difference 
Percentage 
Detections 
450 9.26E+03 -7.412 458.00 458.00 1.778 100 
500 9.41E+03 -5.900 509.00 509.00 1.800 100 
550 9.54E+03 -4.602 558.00 558.00 1.455 100 
600 9.69E+03 -3.102 607.00 607.00 1.167 100 
650 9.86E+03 -1.400 656.00 656.00 0.923 100 
700 9.77E+03 -2.300 707.00 707.00 1.000 100 
750 9.99E+03 -0.100 753.00 753.00 0.400 100 
800 1.01E+04 1.000 800.00 800.00 0.000 100 
900 1.02E+04 2.000 894.00 894.00 -0.667 100 
1000 1.04E+04 4.000 986.00 986.00 -1.400 100 
1100 1.05E+04 5.000 1076.00 1076.00 -2.182 100 
1200 1.07E+04 7.000 1163.00 1163.00 -3.083 100 
 
 
 
 
 
 
