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Unmanned systems provide a spectrum of capabilities 
 
• Increasingly capable, reliable, 
and interoperable 
• But also highly specialized 
– Missions → Sensors → Vehicles 
– Deployment & Support Systems 
• Future Vision: 
Autonomous Vehicle Teams 
– Mix of complimentary capabilities 
– Vehicles can transport, deploy, 
and manage other vehicles 
(Marsupial Robotics) 
• Planning questions arise: 
– What is the most effective asset balance? 
– Which sensors are required for the mission? 




Source: Bays, “Recent Advances in Mine Countermeasure and 
Mine Warfare Autonomy at NSWC PCD,” MINWARA, 2014 
• Model-based framework for generating feasible vehicle trajectories 
– Multiple vehicles 
– Realistic dynamic and operational constraints 
– Complex performance objectives 
• Usually requires deterministic formulation and computational solutions 
Optimal Control for 
Motion Planning 
3 Reference: I. Ross, AE3830 Course Notes,                   Naval Postgraduate School, 2010 
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• Objective may depend on uncertain parameters, 𝝎𝝎  
• Objective may include a function of the running cost, 𝐺𝐺 ∙  
• We seek to minimize the expected value of the objective 
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We call this a Generalized Optimal Control (GenOC) Problem 
Generalized Optimal Control 
• Extension of standard optimal control 
– Theoretical results by NPS and UCSC 
– Numerical Toolbox: SPOC (Walton) 
• Optimizes over parameter space in 
addition to time 
• Applications with uncertain parameters 
– Ensemble control 
– Multi-agent interactions 
(swarm defense, herding) 
– Optimal Search Source: J.C. Foraker, J.O. Royset, and I. Kaminer, " Search-Trajectory 
Optimization: Part 2, Algorithms and Computations," Journal of 
Optimization Theory and Applications 
Search Theory 
• Koopman (Search and Screening, 1946) 
– Detection models 
– Probabilisitic search results: 
• PD (Probability of Detection) 
• 𝛾𝛾 (Instantaneous Detection Rate) 
– Performance based on expected value 
 
 
• Stone (Theory of Optimal Search, 1975) 
– Optimal search problems have three elements 
1. PDF to quantify info about target location(s) 
2. Detection function relating search effort to PD 
3. Constraints on search effort 
 
– In the presence of false targets 
1. Broad search: detect contacts 
2. Contact investigation: positively identify target 
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 TARGET MODEL 
 SENSOR DETECTION MODEL 





1. Detect & Localize (D&L) 
•Find mine-like objects (MLOs) 
•Long range, wide swath sonar 
•High area search rates 
 
2. Reacquire & Identify (RID) 
• Identify mines from non-mines (NOMBOs) 
•High resolution sensors for classification 
•Multiple aspects often required for positive ID 
 
3. Neutralize identified targets 
•Explosive Ordnance Disposal (EOD) divers 
•Remotely Operated Vehicles (ROVs) 
Sequential operations by dedicated sensor platforms 
Source: Shafer et al. (2008) 
Source: Naval Today (2016) PEO-LMW 
Source: Bays (2012) 
Prior/Ongoing Work 
Generate motion plans for a team 
of autonomous vehicles conducting MCM 
 
• Mix of surface (USV) & underwater (AUV) vehicles 
– USV: Detect & Localize 
– AUV: Reacquire & Identify 
• Consider capabilities & limitations 
of vehicles and sensor payloads 
– Realistic vehicle dynamics 
– Physics-based detection models 
• Address sources of uncertainty 
– Target locations, sensor performance 
 
 
Approach: Generalized Optimal Control (GenOC) 
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Marine Sonic 900/1800 kHz 
Sidescan Sonar Imagery 
MCM Vehicles & Sensors 
REMUS 600 AUV 
(Mk 18 Mod 2 Kingfish) 
NPS USV 
ATLAS Imagery 
NPS REMUS 100 AUVs (Mk 18 Mod 1 Swordfish) 
BlueView 450kHz FLS 
Imagery 
        Detect & Localize (Exploration) 







11 vLBV300 ROV 
hydroid.com 
ATLAS FLS 
MCM Optimal Search 
Objective Function 
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References: B. Koopman, Search and Screening, Naval Historical Center, 1946 
 A. Washburn, Search and Detection, 4th ed., 2002 
For optimal search we seek to minimize: 
“Exponential Detection Model” is a GenOC Objective Function! 






𝑃𝑃𝑁𝑁𝑁𝑁 𝑡𝑡 = 𝑒𝑒− ∫ 𝛾𝛾 ?⃑?𝑥 𝜏𝜏 ,𝜔𝜔
𝑡𝑡
0 𝑑𝑑𝜏𝜏 
Koopman’s “Exponential Detection Model” for a stationary target at 𝜔𝜔: 
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We use PND to 
quantify MCM Risk 
Physical Sensor Models 
(e.g., radar, sonar) 
 
 
Glimpse Detection Probability: 
 
𝑃𝑃𝑁𝑁 ?⃑?𝑥 𝑡𝑡 ,𝜔𝜔 = 𝛷𝛷 𝑆𝑆𝑆𝑆(?⃑?𝑥 𝑡𝑡 ,𝜔𝜔)𝜎𝜎  
 
where: 𝛷𝛷 is the cum. normal distribution 
SE is the acoustic signal excess [dB] 
𝜎𝜎 is an uncertainty factor [dB] 
 
Instantaneous Detection Rate: 
 
𝛾𝛾 ?⃑?𝑥 𝑡𝑡 ,𝜔𝜔 = 𝜆𝜆𝑃𝑃𝑁𝑁 ?⃑?𝑥 𝑡𝑡 ,𝜔𝜔  
 
where: 𝜆𝜆 is the average glimpse rate 
• Assumes Poisson process: independent 
detection opportunities occur at rate 𝜆𝜆 
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Sonar Detection Rate 
Reference: K. Kim, Approximating the Poisson Scan and Lambda-Sigma Acoustic Detection Model with a Random Search Formula, 
Master’s Thesis, Naval Postgraduate School, 2009 
A. Washburn, Search and Detection, 4th ed., 2002 
Source: Turbosquid.com 




Acoustic Signal Excess 
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N – AG (Array Gain) 
 
DT = Detection Threshold 
Reference: D. Wagner, et. al., Naval Operations Analysis, Naval Institute Press, 2002 
A. Waite, Sonar for Practising Engineers, 3rd ed., 2002 
 
From Noise-Limited Active Sonar Equation: 
SL 
SL - PL 
SL – PL + TS  
SL – 2PL + TS  
+ AG N 
DT 




azimuth angle shaping function: 
𝐹𝐹𝛼𝛼 =
1
1 + 𝑒𝑒−𝑝𝑝𝛼𝛼 𝛼𝛼𝜔𝜔−𝛼𝛼𝐿𝐿
+
1
1 + 𝑒𝑒𝑝𝑝𝛼𝛼 𝛼𝛼𝜔𝜔−𝛼𝛼𝑈𝑈
− 1 
ARL:UT 
P450 or P900 
(Blazed Array) 











REMUS 900 kHz 
Sidescan Sonar 
Benchmark MCM Problems 
• Bottom mines have known target strength (TS) 
• Flat sea floor 
• Rectangular search area (2 km x 2 km) 
• Constant water depth (20 m) 
• Available mission time TF is fixed 
• Nomoto steering dynamics 
(constant velocity) 
• NPS USV conducts 30 min. D&L mission 
• No prior information (uniform probability density) 
• 200 kHz cylindrical array (FOM = 72 dB, 400 m nominal range) 
• REMUS 100 AUV conducts 40 min. RID mission at 3 m altitude 
• Prior contact location provided, with variation modeled by a Beta PDF 
• P450 (FOM = 66 dB, 200 m nominal range) 
• P900 (FOM = 64 dB, 100 m nominal range) 
• Objective: Minimize MCM Risk, PND(TF) 
(probability we fail to detect a target before TF) 
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?⃑?𝑥 𝑡𝑡 = 𝑁𝑁,𝐸𝐸,𝜓𝜓, 𝑟𝑟 𝑇𝑇 
?̇?𝑥1 𝑡𝑡 = ?̇?𝑁 𝑡𝑡 = 𝑉𝑉 cos𝜓𝜓 𝑡𝑡  
?̇?𝑥2 𝑡𝑡 = ?̇?𝐸 𝑡𝑡 = 𝑉𝑉 sin𝜓𝜓 𝑡𝑡  
?̇?𝑥3 𝑡𝑡 = ?̇?𝜓 𝑡𝑡 = 𝑟𝑟 𝑡𝑡  
?̇?𝑥4 𝑡𝑡 = ?̇?𝑟 𝑡𝑡 = −
1
𝑇𝑇
𝑟𝑟 𝑡𝑡  +  𝐾𝐾
𝑇𝑇
𝛿𝛿𝑟𝑟𝑢𝑢𝑑𝑑(𝑡𝑡)  
?̇⃑?𝑥 𝑡𝑡 = 𝑓𝑓 ?⃑?𝑥 𝑡𝑡 , 𝑢𝑢 𝑡𝑡  
DCL Missions 
(no prior information) 
Time-Limited Search 
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Manual Lawnmower Pattern Manual Spiral Pattern 
Exhaustive Area Search for TF = 1800 seconds  
PND = 0.478 PND = 0.494 
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Optimal Trajectory from Solver 










Optimal Trajectory from Solver 





Single USV TF = 30 min
Pattern PND
Optimal 0.087
Two USV TF = 25 min
EXPLORATION 
Time-Limited Search 
• Monte Carlo simulations on benchmark search problem for different Tf 
• When time-limited, optimal search outperforms exhaustive search 
 22 
RID Missions 
(prior contact information) 
RID Mission with P900 FLS 
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PND = 0.333 
Goal: Reacquire target 
RID target at [12,19] 
with Normalized Beta PDF  





Source: D.-J. Lee, K. Y. Kam, I. Kaminer, D. P. Horner, A. Healey, S. P. 
Kragelund, K. Andersson, K. D. Jones, "Wireless Communication 
Networks Between Distributed Autonomous Systems Using Self-
Tuning Extremum Control'', in Proceedings of AIAA Unmanned 
Unlimited Conference, Seattle, Washington, April 6-9 2009. 
• ScanEagle dynamics 
• Camera FOV geometry 
• Wave Relay antenna pattern 
– Antenna LOS constraint 
– Motion plans maintain 
Wave Relay comms 
Target Models 
Parameterized Target Space 
 Parameter domain 
 
 Pdf or weight function 
 
 Function parameterizing 
movement and/or interest 
 
 Can model: 
▪ Irregular spatial regions 
▪ Groups of objects moving 
with known drift 
▪ Probabilistic regions of interest 
Source: C. Walton, S. Kragelund, and I. Kaminer, “The Application of 
‘Optimal Search’ to Marine Mapping," IEEE-MTS OCEANS ‘16, 
Monterey, CA2016. 
Optimal Search Trajectories 
•SeaFox Mk 2: Surface Search 
o Search pattern with broadband radar 
o Notify network of surface contacts 
•SeaFox Mk 1: Comms Relay 
o Autonomous loiter pattern 
o Bridges RF and acoustic comms 
•REMUS: Underwater Search 
o Search with forward looking sonar 
o Compare conventional lawnmower 
pattern to optimal search trajectory 
•ScanEagle: Defensive ISR 
o From predefined loiter positions 
o Persistent video surveillance of enemy 
approaches to the beach (roads) 
 
Wave Relay RF Comms 
MicroModem AComms 
NPS-FX MTX @ SCI 
Source: J.C. Foraker, J.O. Royset, and I. Kaminer, " Search-Trajectory 
Optimization: Part 2, Algorithms and Computations," Journal of 
Optimization Theory and Applications 
Conclusion 
• Optimal Search can be applied to a wide range 
of littoral sensing missions by networked UxS 
– ISR, MCM, USW, etc. 
• GenOC provides a mathematical & computational 
framework for motion planning 
• Potential new research directions: 
–Real-time implementations 
–Bayesian updates & online re-planning 
–Incorporate image-based detection models  
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Questions? 
