Abstract. We study the vanishing discount problem for a nonlinear monotone system of Hamilton-Jacobi equations. This continues the first author's investigation on the vanishing discount problem for a monotone system of Hamilton-Jacobi equations. As in Part 1, we introduce by the convex duality Mather measures and their analogues for the system, which we call respectively Mather and Green-Poisson measures, and prove a convergence theorem for the vanishing discount problem. Moreover, we establish an existence result for the ergodic problem.
Introduction
We consider the m-system of Hamilton-Jacobi equations (P λ ) λv λ i (x) + H i (x, Dv λ i (x), v λ (x)) = 0 in T n , i ∈ I,
where I := {1, . . . , m} with m ∈ N, λ is a nonnegative constant, called the discount factor in terms of optimal control. Here T n denotes the n-dimensional flat torus and H = (H i ) i∈I is a family of continuous Hamiltonians. The unknown in (P λ ) is an R m -valued function v λ = (v λ i ) i∈I on T n and the above system can be written in the vector form as follows:
We have used here the abbreviated expression H[v λ ] to denote (H i (x, Dv λ i (x), v λ (x))) i∈I . The system is of weakly coupled in the sense that every i-th equation depends on Dv λ only through Dv λ i but not on Dv λ j , with j = i. We are concerned with the vanishing discount problem for (P λ ), that is, the asymptotic behavior of the solution v λ of (P λ ) as λ → 0+.
We assume that H is coercive, that is, for any i ∈ I and R > 0, is Lipschitz continuous on T n .
We next assume that H is convex in the variables (p, u), that is, (H2) for any (x, i) ∈ T n × I, the function (p, u) → H i (x, p, u) is convex on R n × R m .
We assume that the Hamiltonian H is monotone in the variable u, that is, it satisfies (H3) for any (x, p) ∈ T n × R n and u = (u i ) i∈I , v = (
This is a natural assumption that (P λ ) should possess the comparison principle between a subsolution and a supersolution.
When we deal with problem (P 0 ), we use the assumption that (H4) problem (P 0 ) has a solution in C(T n ) m .
The rest of this paper is organized as follows. In Section 2, we present some basic properties concerning (H3) and a standard comparison and existence result of solutions of (P λ ) for λ > 0.
In Section 3, under additional hypotheses on the continuity of the Lagrangian L and the compactness of the domain of L, we study Green-Poisson measures for our system, which are crucial in our asymptotic analysis. Section 4 establishes the compactness of the support of the Green-Poisson measures and gives a representation theorem for the solution of (P λ ), with λ > 0, using the Green-Poisson measures. We establish the main result for the vanishing discount problem in Section 5. In Section 6, we establish an existence theorem for the ergodic problem.
Preliminaries
We use the symbol u ≤ v (resp., u ≥ v) for m-vectors u, v ∈ R m to indicate u i ≤ v i (resp., u i ≥ v i ) for all i ∈ I. Let 1 denote the m-vector (1, . . . , 1).
Concerning the monotonicity of H, we give a basic lemma.
Lemma 1. Assume that H satisfies (H3). Let α ≥ 0. (i) Then
H i (x, p, u + α1) ≥ H i (x, p, u) for i ∈ I and (x, p, u) ∈ T n × R n × R m .
(ii) Let e i denotes the unit vector in R m with unity as its i-th entry. Then H j (x, p, u + αe i ) ≤ H j (x, p, u) for i, j ∈ I, with i = j, and (x, p, u) ∈ T n × R n × R m .
Proof. (i) Fix k ∈ I and (x, p, u) ∈ T n × R n × R m . Set v = u + α1 and note that
By the monotonicity, we have
That is,
0. By (H3), we have
The following theorem is well-known: see [14, 23] for instance for a general background and [22, the proof of Theorem 1] for some details how to adapt general results to (P λ ).
Theorem 2. Assume (H1) and (H3). Let λ > 0. Then there exists a unique solution v λ ∈ Lip(T n ) m of (P λ ). Also, if v = (v i ), w = (w i ) are, respectively, upper and lower semicontinuous on T n and a subsolution and a supersolution of (P λ ), then v ≤ w on T n .
With reference to [23] , we outline the proof of the theorem above.
Outline of proof. We choose a constant C > 0 so that
Note by Lemma 1 that
By using this, it is easily checked that the functions f (x) = λ −1 C1 and g(x) = −λ −1 C1 are a supersolution and subsolution of (P λ ) and satisfy f ≥ g on T n .
Our assumption (H3) implies the quasi-monotonicity of H in [23] as was shown in [23, Lemma 4.8] . By [23, Theorem3.3] , the function z = (z i ) i∈I on T n given by
is a solution of (P λ ), in the sense that z * = (z * i ) i∈I and z * = (z i * ) i∈I , where each z * i and z i * are respectively the upper and lower semicontinuous envelope of z i , are respectively a subsolution and a supersolution of (P λ ).
By the definition of v, it is easy to infer that the functions z i , i ∈ I, are upper semicontinuous on T n . By (H1) (the coercivity of H), we deduce that the function z is Lipschitz continuous on T n .
To see that the comparison between v and w, we apply [23, Theorem 4.7] to v and z as well as z and w, to conclude that v ≤ z and z ≤ w on T n , which implies that v ≤ w on T n .
Here 
by the convex duality we have
We call L i (resp., (L i ) i∈I ) the Lagrangian of H i (resp., the Lagrangian of (H i ) i∈I ). Similarly,
we call H i (resp., (H i ) i∈I ) the Hamiltonian of L i (resp., the Hamiltonian of (L i ) i∈I ).
(ii) For any A > 0 there exists a constant C A such that
Proof. Fix i ∈ I. We have
and
Hence, setting
we obtain
Lemma 3, (ii) asserts that the functions L i (x, ξ, η) have a superlinear growth as |ξ| → ∞.
We give a characterization of the monotonicity (H3) of (
we write
and dom
Proof. We assume first that (H i ) i∈I satisfies (H3). Fix any (x, k, ξ, η) ∈ T n × I × R n × R m and suppose that η = (η i ) i∈I ∈ Y k . We have either η j > 0 for some j = k or i∈I η i < 0.
Consider the case when η j > 0 for some j = k. Let e j denote the unit vector in R m having unity as the j-th entry. Let t > 0 and set u t := te j . By (ii) of Lemma 1, we have
and hence,
Consider next the case when i∈I η i < 0. For t > 0 we set u t = −t1 and observe by (i) of
It is obvious that for any
Fix any (x, p) ∈ T n × R n and u, v ∈ R m . Assume that for some k ∈ I,
which can be stated as
Multiplying the first inequality above by η i , with i = k, we get
Since (u − v) k ≥ 0 and i∈I η i ≥ 0, we infer from the above that η · u ≥ η · v. Thus, we have
This shows that (H i ) i∈I is monotone, which completes the proof.
Green-Poisson measures: in a regular case
In what follows we write M + (X) for the space of nonnegative Borel measures on a topological space X.
and integrable function φ on T n × R n × R m with respect to ν, we write
if φ i is integrable with respect to ν i for any i ∈ I.
We set S λ (η) = λ + i∈I η i for η = (η i ) i∈I ∈ R m and, for λ > 0, we write
L i is integrable with respect to µ i for all i ∈ I and µ, S λ 1 = 1.
We write P 0 for the set of all µ = (
L i is integrable with respect to µ i for i ∈ I and µ, 1 ≤ 1.
Note by Proposition 4 that, under the assumptions (H1)-(H3), the integrability condition in
where φ = (φ i ) i∈I and H φ = (H φ,i ) i∈I are given, respectively, by
A simple computation reveals that
Hence, it is easily checked that if (t, ψ, χ, u) ∈ E(λ), then v := (u i /t − ψ i ) i∈I is a subsolution of
For any (t, ψ, χ, u) ∈ E(λ), we set
In what follows we assume that (H1)-(H3) hold. As noted above, if µ = (µ i ) i∈I ∈ P λ ,
, and the set of all µ ∈ P λ such that
We define
, respectively, as the set of all φ, with (φ, u) ∈ F (0), and the set of all ν = (ν i ) i∈I ∈ P 0 such that
(ii) Assume λ = 0 and that there exists a subsolution of (P 0 ). We have µ ∈ G ′ (0, L) if and only if
We set
Proposition 5 states that
Proof of Proposition 5. We consider first the case λ > 0.
Fix any t > 0 and observe that v := tu + ψ is a solution of
where φ := tL + ξ · Dψ + η · ψ 1 + λψ, and hence, (φ, v) ∈ F (λ) and
Here t > 0 is arbitrary and hence, we may send t → 0, to obtain
Noting that the inequality above is valid also for −ψ in place of ψ, we conclude that (5) is satisfied.
Using (5) and integrating the above with respect to µ, we obtain
and, after sending ε → 0,
This reads
and thus, we have µ ∈ G ′ (z, k, λ). This completes the proof of (i).
Next, we treat assertion (ii).
where φ := tL+ξ ·Dψ +η ·ψ 1, and hence, (t,
which is valid also for −ψ in place of ψ. We thus conclude that (6) is satisfied.
Using (6) and integrating the inequality above with respect to µ, we obtain
which guarantees that µ ∈ G ′ (0).
We now introduce the following working hypothesis.
Assuming (H5) in addition, we have
where z K denotes the indicator function of the set K, that is,
+∞ otherwise.
Remark that, thanks to Proposition 4, if (H i ) i∈I satisfies (H1), (H2) and (H5), then it has the property (H3) as well.
In the next section, we remove the restriction (H5) on L in the theorem above.
We call a Green-Poisson measure any measure
. 
and by the coercivity (H1) that for any (φ, u) ∈ F (λ), we have u ∈ Lip(T n ) m .
Fix (φ, u), (ψ, v) ∈ F(λ) and t, s ∈ [0, ∞). Fix i ∈ I and observe that
which imply that there is a set N ⊂ T n of Lebesgue measure zero such that
Multiplying the first and second by t and s, respectively, adding the resulting inequalities and setting w = tu + sv, we obtain
Proof of Theorem 6. It is enough to prove that
Note first that (L, v λ ) ∈ F (λ) and hence, for any ν ∈ G ′ (z, k, λ),
Next, we intend to show that
Hence, in order to prove (9), we only need to show that (10) sup
We postpone the proof of (10) and, assuming temporarily that (9) is valid, we prove that (8) holds.
To prove (8), we observe that P λ and, by Lemma 7, F (λ) are convex,
is convex and continuous, in the topology of weak convergence of measures, for any (φ, u) ∈ F (λ) and
is concave and continuous for any ν ∈ P λ . Hence, noting moreover that the sets T n × Z i are compact sets, we apply the minimax theorem ( [34, 35] ), to find from (9) that
Observe by using the cone property of F(λ) that
This and (11) yield 0 = min
which proves (8) .
It remains to show (10) . For this, we argue by contradiction and thus suppose that (10) does not hold. Accordingly, we have
That is, for any ν ∈ P λ , we have
Plugging ν = (S λ ) −1 δ (x,ξ,η) e i ∈ P λ , with any (x, ξ, η) ∈ T n × Z i and i ∈ I, into the above, we find that
Hence, setting w :
for all (x, p, ξ, η) ∈ T n × R n × Z i and i ∈ I. This ensures that w is a subsolution of
By Theorem 2, we get
The k-th component of the above, evaluated at x = z, yields an obvious contradiction, which proves that (10) holds.
Green-Poisson measures: the general case
We now remove the hypothesis (H5) in Theorem 6 and establish the following theorem.
The theorem above guarantees the existence of a Green-Poisson measure associated with any
For the proof of Theorem 8, we approximate the Hamiltonian H(x, p, u) by Hamiltonians which satisfy (H1)-(H3) and (H5).
In what follows we fix a (z, k, λ) ∈ T n × I × (0, ∞). We fix a constant C > 0 and consider the condition that
We choose a function h ∈ C 1 (R n × R m ) so that
h is nonnegative and convex on R n × R m , h(p, u) = 0 if and only if |p| + |u| ≤ C,
Also, we choose a closed ball Q ⊂ R n+m such that for all (x, i, p, u) ∈ T n × I × R n+m ,
where ∂ p,u H i denotes the subdifferential of (p, u) → H i (x, p, u).
Theorem 9. Assume (H1)-(H3).
Let v λ be the solution of (P λ ) and assume that (13) is satisfied for some constant C > 0. Let Q be a closed ball of R n+m such that (15) holds. Assume
Then
We recall some basic properties related to the subdifferentials of H and L.
(ii) Let (p, u), (ξ, η) ∈ R n+m . The following three statements are equivalent each other. 
The local Lipschitz continuity of H i (x, ·, ·) allows us to assume that (ξ k , η k ) k∈N is bounded and, moreover, convergent to some (ξ 0 , η 0 ) ∈ R n+m after passing to a subsequence. Since
We here skip to prove (ii) and leave it to the reader to consult [33, Theorem 23.5] or [21,
Proof of Theorem 9. We set
According to Proposition 4, we have
where
In particular, we have
which shows, together with (13) 
Combining these yields
and hence
Hence, we deduce easily that for i ∈ I,
It remains to show that for all i ∈ I,
To show this, we fix i ∈ I and
and show that ζ ∈ Q. We argue by contradiction and thus suppose that ζ ∈ Q.
In view of Lemma 10, (i) applied to
, which implies by the convex duality (Lemma 10, (ii)) that ζ ∈ ∂ p,u G h i (x, q ζ ) and
We claim that h(q ζ ) > 0. Indeed, if, to the contrary, h(q ζ ) = 0, then we have |p ζ | + |u ζ | ≤ C by (14) and, by (17) and (18),
which implies by Lemma 10, (ii) that
This contradicts the choice of ζ, which confirms that h(q ζ ) > 0. Now, we observe that
which is a contradiction, and we conclude that (16) is valid. The proof is complete.
Proof of Theorem 8. We choose a constant C > 0 and a closed ball Q ⊂ R n+m so that (13) and (15) hold. Let h ∈ C 1 (R n+m ) be a function satisfying (14) . As in the proof of Theorem 9,
That is, G r = (G r i ) i∈I is defined by
and H r is the Hamiltonian corresponding to L r . We have already checked in the proof of
Moreover, it is easily seen that for (x, p, u) ∈ T n × R n+m and i ∈ I,
Next we define function H r Q = (H r Q,i ) i∈I as the Hamiltonian of the function
Note by Lemma 10, (ii) that for (x, i, p, u) ∈ T n × I × R n+m and ζ ∈ R n+m , if
and hence, by the definition of
That is, we have
It is now easy to see that H r Q satisfies (H1), (H2) and (H5). Note also by the inclusion in (19) that if |p| + |u| ≤ C,
We may now invoke Theorem 6, to conclude that there is
and by using (20) that
ν, L r .
Theorem 9 and (19) ensure that for any minimizer ν = (ν i ) i∈I ∈ C(z, k, λ, L r ) of the optimization in (21), we have
For each r ∈ N, we select a minimizer µ r ∈ C(z, k, λ, L r ) of the optimization in (21) . Since supp µ r ⊂ T n × Q, we may assume that (µ r ) r∈N after passing to a subsequence that (µ r ) r∈N converges weakly in the sense of measures to a measure µ ∈ P λ . It is easy to check that, as
By the monotone convergence theorem, we infer from the latter of the above that
and L i is integrable with respect to µ i The former now ensures that µ ∈ C(z, k, λ, L), which readily shows that
ν, L .
A convergence result for the vanishing discount problem
We study the asymptotic behavior of the solution v λ of (P λ ), with λ > 0, as λ → 0.
Theorem 11. Assume (H1)-(H4). Let v λ be the solution of (P λ ) for λ > 0. Then there exists a solution v 0 of (P 0 ) such that the functions v λ converge to v 0 in C(T n ) m as λ → 0+.
Lemma 12.
Under the hypotheses of Theorem 11, there exists a constant C 0 > 0 such that for any λ > 0,
m be a solution of (P 0 ). Choose a constant C 1 > 0 so that
and observe by Lemma 1 that the functions v 0 + C 1 1 and v 0 − C 1 1 are a supersolution and a subsolution of (P 0 ), respectively. Noting that v 0 + C 1 1 ≥ 0 and v 0 − C 1 1 ≤ 0, we deduce that v 0 + C 1 1 ≥ 0 and v 0 − C 1 1 ≤ 0 are a supersolution and a subsolution of (P λ ), respectively, for any λ > 0. By comaprison (Theorem 2), we see that, for any λ > 0, (22) holds with C 0 = 2C 1 .
Lemma 13. Under the hypotheses of Theorem 11, the family (v λ ) λ∈(0, 1) is equi-Lipschitz continuous on T n .
Proof. According to Lemma 12, we may choose a constant C 0 > 0 so that
Hence, as v λ is a solution of (P λ ), we deduce by (H1) that there exists a constant C 1 > 0 such that the functions v We remark that on can show, with a slightly more elaboration, the equi-Lipschitz property of (v λ ) λ>0 in the above lemma.
For any λ > 0, let v λ be the solution of (P λ ) and µ λ ∈ C(z, k, λ, L) a minimizer in (12) . Then, for any sequence (λ j ) j∈N of positive numbers converging to zero, there exists a subsequence of (λ j ), which is denoted again by the same symbol, such that, as j → ∞,
weakly in the sense of measures for some ν 0 = (ν 0 i ) i∈I ∈ C(0, L), and ν 0 satisfies
We call any minimizing measure ν 0 ∈ C(0, L) in (23) Proof. We fix (z, k) ∈ T n × I. By Theorem 8, for each λ > 0 there exists
By Lemmas 12 and 13, there is a constant C > 0 such that for any λ ∈ (0, 1),
We choose a closed ball Q ⊂ R n+m so that (15) holds with C given above. Thanks to Theorem 9, we find that
we observe that
Hence, by passing to a subsequence, we may assume that the sequences (λ j µ
It is clear that supp µ
such that φ ≤ L, we see from ( Let V denote the set of accumulation points v = (v i ) i∈I ∈ C(T n ) m of (v λ ) λ>0 in the space
Note by the stability of the viscosity property under uniform convergence that any v ∈ V is a solution of (P 0 ). Let W denote the set of those solutions w ∈ C(T n ) m of (P 0 ) which satisfy
Proof of Theorem 11. In view of the Ascoli-Arzela theorem, Lemmas 12 and 13 assure that the
In particular, the set V is nonempty.
If V is a singleton, then it is obvious that the whole family (v λ ) λ>0 converges to the unique
We need only to show that V is a singleton. For this, we first show that
To see this, let v ∈ V and ν ∈ M(L). Choose a sequence (λ j ) j∈N of positive numbers converging
which yields, after dividing by λ > 0 and then sending λ → 0 along λ = λ j ,
This proves (25) , which ensures the inclusion (26) .
Next, we show that
It is enough to show that for any v ∈ V, w ∈ W and (z, k) ∈ T n × I, the inequality
Fix any v ∈ V and w ∈ W and (z, k) ∈ T n ×I. Select a sequence (λ j ) j∈N ⊂ (0, ∞) converging to zero so that
By Theorem 8, there exists a sequence (µ j ) j∈N such that for j ∈ N,
In view of Theorem 14, we may assume by passing to a subsequence if necessary that, as j → ∞, λ j µ j → ν weakly in the sense of measures
Now, note that (L + λ j w, w) ∈ F (λ j ) and infer by (28) that
Sending j → ∞ now yields
This together with (25) shows that w k (z) ≤ v k (z), which ensures that (27) holds. Noting that (27) combined with (26) shows that w ≤ v for all v, w ∈ V, that is, V is a singleton. The proof is complete.
Reviewing the proof above, we conclude easily the following proposition, which is a general- 
The proof of Corollary 15, with W replaced by
w is a subsolution and satisfies (25)},
shows also that, under the hypotheses and notation of Corollary 15,
Ergodic problem
Remark that, given a Hamiltonian H, condition (H4) is not satisfied in general. We consider the problem of finding an m-vector c = (c i ) i∈I ∈ R m and a function u = (u i ) i∈I ∈ C(T n ) m such that u is a solution of the m-system
which is stated componentwise as
We call this problem the ergodic problem for H. If the ergodic problem has a solution c ∈ R m and u ∈ C(T n ) m , then we may apply the main convergence result (Theorem 11) to (P λ ), with
In the next result, we do not need the convexity or monotonicity of H, and we assume only (H1).
For R > 0 and r > 0, we set α R (r) = inf{H i (x, p, u) : (x, i) ∈ T n × I, u ∈ B m R , p ∈ R n \ B The constants α R (r) and β R are finite by the continuity of H i and (H1). It is clear that for any R > 0, the function r → α R (r) is nondecreasing in (0, ∞) and diverges to infinity as r → ∞.
Theorem 16. Assume (H1) and that there exists a constant R > 0 such that
Then problem (29) has a solution (c, u) ∈ R m × C(T n ) m .
Proof. We choose R > 0 so that (30) holds and select λ > 0 so that
Let u ∈ C(T n ) m and consider the uncoupled m-system for v = (v i ) i∈I :
(32) λ(v i (x) − u i (x)) + H i (x, Dv i (x), u(x)) = 0 in T n for i ∈ I.
The functions (x, p) → H i (x, p, u(x)) are continuous and coercive and, hence, the standard theory of viscosity solutions (also, Theorem 2 applied to each single equations) guarantees that (32) has a unique solution v = (v i ) i∈I and the functions v i are Lipschitz continuous on T n .
For any u ∈ C(T n ) m , let v = (v i ) i∈I ∈ C(T n ) m be the solution of (32) . We set which gives a mapping T from C(T n ) m to C(T n ) m . Because of the stability of viscosity solutions under the uniform convergence and the uniqueness of solution of (32), we easily deduce that T is a continuous mapping on the Banach space C(T n ) m , with norm u ∞ := max x∈T n |u(x)|. Now, fix u so that u ∞ ≤ R and u(x) ≥ 0 for x ∈ T n , and observe that the function w(x) := −λ −1 β R 1 is a subsolution of (32) . Indeed, we have λ(w i (x) − u i (x)) + H i (x, Dw i (x), u(x)) ≤ −β R + H i (x, 0, u) ≤ 0 for (x, i) ∈ T n × I.
By the standard comparison theorem, we have That is, the pair (−λ min T n v, u) is a solution of (30).
[ 
