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SPARSE OPTIMAL CONTROL FOR FRACTIONAL DIFFUSION∗
ENRIQUE OTA´ROLA† AND ABNER J. SALGADO‡
Abstract. We consider an optimal control problem that entails the minimization of a non-
differentiable cost functional, fractional diffusion as state equation and constraints on the control
variable. We provide existence, uniqueness and regularity results together with first order optimality
conditions. In order to propose a solution technique, we realize fractional diffusion as the Dirichlet-
to-Neumann map for a nonuniformly elliptic operator and consider an equivalent optimal control
problem with a nonuniformly elliptic equation as state equation. The rapid decay of the solution
to this problem suggests a truncation that is suitable for numerical approximation. We propose a
fully discrete scheme: piecewise constant functions for the control variable and first–degree tensor
product finite elements for the state variable. We derive a priori error estimates for the control and
state variables which are quasi–optimal with respect to degrees of freedom.
Key words. optimal control problem, nondifferentiable objective, sparse controls, fractional
diffusion, weighted Sobolev spaces, finite elements, stability, anisotropic estimates.
AMS subject classifications. 26A33, 35J70, 49K20, 49M25, 65M12, 65M15, 65M60.
1. Introduction. In this work we shall be interested in the design and analysis
of a numerical technique to approximate the solution to a nondifferentiable optimal
control problem involving the fractional powers of a uniformly elliptic second order
operator; control constraints are also considered. To make matters precise, let Ω be
an open and bounded polytopal domain of Rn with n ≥ 1. Given s ∈ (0, 1) and a
desired state ud : Ω→ R, we define the nondifferentiable cost functional
(1) J(u, z) =
1
2
‖u− ud‖
2
L2(Ω) +
σ
2
‖z‖2L2(Ω) + ν‖z‖L1(Ω),
where σ and ν are positive parameters. We shall thus be concerned with the following
nondifferentiable optimal control problem: Find
(2) min J(u, z)
subject to the fractional state equation
(3) Lsu = z in Ω,
and the control constraints
(4) a ≤ z(x′) ≤ b a.e. x′ ∈ Ω.
The operator Ls, with s ∈ (0, 1), is a fractional power of the second order, symmetric,
and uniformly elliptic operator
(5) Lw = −divx′(A(x
′)∇x′w) + c(x′)w,
supplemented with homogeneous Dirichlet boundary conditions; 0 ≤ c ∈ L∞(Ω)
and A ∈ C0,1(Ω,GL(n,R)) is symmetric and positive definite. The control bounds
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a, b ∈ R and, since we are interested in the nondifferentiable scenario, we assume that
a < 0 < b [8, Remark 2.1].
The design of numerical techniques for the optimal control problem (2)–(4) is
mainly motivated by the following considerations:
• Fractional diffusion has recently become of great interest in the applied sciences and
engineering: practitioners claim that it seems to better describe many processes.
For instance, mechanics [3], biophysics [4], turbulence [9], image processing [15],
nonlocal electrostatics [17] and finance [19]. It is then natural the interest in efficient
approximation schemes for problems that arise in these areas and their control.
• The objective functional J contains an L1(Ω)–control cost term that leads to
sparsely supported optimal controls; a desirable feature, for instance, in the op-
timal placement of discrete actuators [26]. This term is also relevant in settings
where the control cost is a linear function of its magnitude [31].
One of the main difficulties in the study and discretization of the state equation
(3) is the nonlocality of the fractional operator Ls [5, 6, 27]. A possible approach to
this issue is given by a result of Caffarelli and Silvestre in Rn [5] and its extensions
to bounded domains [6, 27]: Fractional powers of L can be realized as an operator
that maps a Dirichlet boundary condition to a Neumann condition via an extension
problem on the semi–infinite cylinder C = Ω × (0,∞). Therefore, we shall use the
Caffarelli–Silvestre extension to rewrite the fractional state equation (3) as follows:
(6) − div (yαA∇U ) + yαcU = 0 in C, U = 0 on ∂LC,
∂U
∂να
= dsz on Ω× {0},
where ∂LC = ∂Ω × [0,∞) is the lateral boundary of C, α = 1 − 2s ∈ (−1, 1), ds =
2αΓ(1− s)/Γ(s) and the conormal exterior derivative of U at Ω× {0} is
(7)
∂U
∂να
= − lim
y→0+
yαUy;
the limit being understood in the distributional sense [5, 6, 27]. Finally, the matrix
A ∈ C0,1(C,GL(n + 1,R)) is defined by A(x′, y) = diag{A(x′), 1}. We will call y
the extended variable and the dimension n + 1 in Rn+1+ the extended dimension of
problem (6). As noted in [5, 6, 27], Ls and the Dirichlet-to-Neumann operator of (6)
are related by
dsL
su = ∂αν U in Ω× {0}.
The analysis of optimal control problems involving a functional that contains an
L1(Ω)–control cost term has been previously considered in a number of works. The
article [26] appears to be the first to provide an analysis when the state equation is
a linear elliptic PDE: the author utilizes a regularization technique that involves an
L2(Ω)–control cost term, analyze optimality conditions, and study the convergence
properties of a proposed semismooth Newton method. These results were later ex-
tended in [32], where the authors obtain rates of convergence with respect to a regular-
ization parameter. Subsequently, in [8], the authors consider a semilinear elliptic PDE
as state equation and analyze second order optimality conditions. Simultaneously, the
numerical analysis based on finite element techniques has also been developed in the
literature. We refer the reader to [32], where the state equation is a linear elliptic
PDE and to [7, 8] for extensions to the semilinear case. The common feature in these
references, is that, in contrast to (3), the state equation is local. To the best of our
knowledge, this is the first work addressing the analisys and numerical approximation
of (2)–(4).
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The main contribution of this work is the design and analysis of a solution tech-
nique for the fractional optimal control problem (2)–(4). We overcome the nonlocality
of Ls by using the Caffarelli–Silvestre extension: we realize the state equation (3) by
(6), so that our problem can be equivalently written as: Minimize J(U |y=0, z) sub-
ject to the extended state equation (6) and the control constraints (4); the extended
optimal control problem. We thus follow [1, 2] and propose the following strategy to
solve our original control problem (2)–(4): given a desired state ud, employ the finite
element techniques of [22] and solve the equivalent optimal control problem. This
yields an optimal control z : Ω → R and an optimal extended state U : C → R.
Setting u(x′) = U (x′, 0) for all x′ ∈ Ω, we obtain the optimal pair (u, z) that solves
(2)–(4).
The outline of this paper is as follows. In section 2 we introduce notation, define
fractional powers of elliptic operators via spectral theory, introduce the functional
framework that is suitable to analyze problems (3) and (6) and recall elements from
convex analysis. In section 3, we study the fractional optimal control problem. We
derive existence and uniqueness results together with first order necessary and suf-
ficient optimality conditions. In addition, we study the regularity properties of the
optimal variables. In section 4 we analyze the extended optimal control problem. We
begin with the numerical analysis for our optimal control problem in section 5, where
we introduce a truncated problem and derive approximation properties of its solution.
Section 6 is devoted to the design and analysis of a numerical scheme to approximate
the solution to the control problem (2)–(4): we derive a priori error estimates for the
optimal control variable and the state.
2. Notation and Preliminaries. In this work Ω is a bounded and open convex
polytopal subset of Rn (n ≥ 1) with boundary ∂Ω. The difficulties inherent to curved
boundaries could be handled with the arguments developed in [24] but this would
only introduce unnecessary complications of a technical nature.
We follow the notation of [1, 22] and define the semi–infinite cylinder with base
Ω and its lateral boundary, respectively, by C = Ω × (0,∞) and ∂LC = ∂Ω × [0,∞).
For Y > 0, we define the truncated cylinder CY = Ω× (0, Y ) and ∂LCY accordingly.
Throughout this manuscript we will be dealing with objects defined on Rn and
Rn+1. It will thus be important to distinguish the extended (n+1)–dimension, which
will play a special role in the analysis. We denote a vector x ∈ Rn+1 by x = (x′, y)
with x′ ∈ Rn and y ∈ R.
In what follows the relation A . B means that A ≤ cB for a nonessential constant
whose value might change at each occurrence.
2.1. Fractional powers of second order elliptic operators. We proceed to
briefly review the spectral definition of the fractional powers of the second order elliptic
operator L, defined in (5). To accomplish this task we invoke the spectral theory for
L, which yields the existence of a countable collection of eigenpairs {(λk, ϕk)}k∈N ⊂
R+ ×H10 (Ω) such that
Lϕk = λkϕk in Ω, ϕk = 0 on ∂Ω, k ∈ N.
In addition, {ϕk}k∈N is an orthonormal basis of L2(Ω) and an orthogonal basis of
H10 (Ω). Fractional powers of L, are thus defined by
(8) Lsw :=
∞∑
k=1
λskwkϕk ∀w ∈ C
∞
0 (Ω), s ∈ (0, 1), wk =
ˆ
Ω
wϕk dx
′.
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Invoking a density argument, the previous definition can be extended to
(9) Hs(Ω) =
{
w =
∞∑
k=1
wkϕk ∈ L
2(Ω) : ‖w‖2
Hs(Ω) :=
∞∑
k=1
λsk|wk|
2 <∞
}
.
This space corresponds to [L2(Ω), H10 (Ω)]s [20, Chapter 1]. Consequently, if s ∈ (
1
2 , 1),
Hs(Ω) can be characterized by
Hs(Ω) = {w ∈ Hs(Ω) : w = 0 on ∂Ω} ,
and, if s ∈ (0, 12 ), then H
s(Ω) = Hs(Ω) = Hs0 (Ω). If s =
1
2 , the space H
1
2 (Ω)
corresponds to the so-called Lions–Magenes space [28, Lecture 33]. When deriving
regularity results for the optimal variables of problem (2)–(4), it will be important to
characterize the space Hs(Ω) for s ∈ (1, 2]. In fact, we have that, for such a range of
values of s, Hs(Ω) = Hs(Ω) ∩H10 (Ω); see [14].
For s ∈ (0, 1) we denote by H−s(Ω) the dual of Hs(Ω). With this notation,
Ls : Hs(Ω)→ H−s(Ω) is an isomorphism.
2.2. Weighted Sobolev spaces. The localization results by Caffarelli and Sil-
vestre [5, 6, 27] require to deal with a nonuniformly elliptic equation posed on the
semi–infinite cylinder C. To analyze such an equation, it is instrumental to consider
weighted Sobolev spaces with the weight yα (−1 < α < 1 and y ≥ 0). We thus define
(10)
◦
H1L(y
α, C) =
{
w ∈ H1(yα, C) : w = 0 on ∂LC
}
.
For α ∈ (−1, 1) we have that the weight |y|α belongs to the so–called Muckenhoupt
class A2(R
n+1), see [21, 30]. Consequently,
◦
H1L(y
α, C), endowed with the norm
(11) ‖w‖H1(yα,C) :=
(
‖w‖L2(yα,C) + ‖∇w‖L2(yα,C)
) 1
2
is a Hilbert space [30, Proposition 2.1.2] and smooth functions are dense [30, Corollary
2.1.6]; see also [16, Theorem 1]. We recall the following weighted Poincare´ inequality:
(12) ‖w‖L2(yα,C) . ‖∇w‖L2(yα,C) ∀w ∈
◦
H1L(y
α, C)
[22, ineq. (2.21)]. We thus have that ‖∇w‖L2(yα,C) is equivalent to (11) in
◦
H1L(y
α, C).
For w ∈ H1(yα, C), we denote by trΩw its trace onto Ω × {0}, and we recall ([22,
Prop. 2.5])
(13) trΩ
◦
H1L(y
α, C) = Hs(Ω), ‖ trΩw‖Hs(Ω) . ‖w‖ ◦H1
L
(yα,C).
2.3. Convex functions and subdifferentials. Let E be a real normed vector
space. Let η : E → R∪{∞} be convex and proper, and let v ∈ E with η(v) <∞. By
convexity of η and the fact that η(v) <∞ we conclude that the graph of η can always
be minorized by a hyperplane. If η is not differentiable at v, then a useful substitute
for the derivative is a subgradient, which is nothing but the slope of a hyperplane
that minorizes the graph of η and is exact at v. In other words, a subgradient of η at
v is a continuous linear functional v∗ on E that satisfies
(14) 〈v∗, w − v〉 ≤ η(w) − η(v) ∀w ∈ E,
where 〈·, ·〉 denotes the duality pairing between E∗ and E. We immediately remark
that a function may admit many subgradients at a point of nondifferentiability. The
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set of all subgradients of η at v is called subdifferential of η at v and is denoted by
∂η(v). Moreover, by convexity, the subdifferential ∂η(v) 6= ∅ for all points v in the
interior of the effective domain of η. Finally, we mention that the subdifferential is
monotone, i.e.,
(15) 〈v∗ − w∗, v − w〉 ≥ 0 ∀v⋆ ∈ ∂η(v), ∀w⋆ ∈ ∂η(w).
We refer the reader to [11, 25] for a thorough discussion on convex analysis.
3. The fractional optimal control problem. In this section we analyze the
fractional optimal control problem (2)–(4). We derive existence and uniqueness results
together with first order necessary and sufficient optimality conditions. In addition, in
section 3.2, we derive regularity results for the optimal variables that will be essential
for deriving error estimates for the scheme proposed in section 6.
For J defined as in (2), the fractional optimal control problem reads: Find
min J(u, z) subject to (3) and (4). The set of admissible controls is defined by
(16) Zad := {z ∈ L
2(Ω) : a ≤ z(x′) ≤ b a.e. x′ ∈ Ω},
which is a nonempty, bounded, closed, and convex subset of L2(Ω). Since we are
interested in the nondifferentiable scenario, we assume that a and b are real constants
that satisfy the property a < 0 < b [8, Remark 2.1]. The desired state ud ∈ L2(Ω)
while σ and ν are both real and positive parameters.
As it is customary in optimal control theory [20, 29], to analyze (2)–(4), we
introduce the so–called control to state operator.
Definition 1 (fractional control to state map). The map S : L2(Ω) ∋ z 7→ u(z) ∈
Hs(Ω), where u(z) solves (3), is called the fractional control to state map.
This operator is linear and bounded from L2(Ω) into Hs(Ω) [6, Lemma 2.2]. In
addition, since Hs(Ω) →֒ L2(Ω), we may also consider S acting from L2(Ω) into itself.
With this operator at hand, we define the optimal fractional state–control pair.
Definition 2 (optimal fractional state-control pair). A state–control pair (u¯, z¯) ∈
Hs(Ω)× Zad is called optimal for (2)–(4) if u¯ = Sz¯ and
J(u¯, z¯) ≤ J(u, z)
for all (u, z) ∈ Hs(Ω)× Zad such that u = Sz.
With these elements at hand, we present an existence and uniqueness result.
Theorem 3 (existence and uniqueness). The fractional optimal control problem
(2)–(4) has a unique optimal solution (u¯, z¯) ∈ Hs(Ω)× Zad.
Proof. Define the reduced cost functional
(17) f(z) := J(Sz, z) =
1
2
‖Sz− ud‖
2
L2(Ω) +
σ
2
‖z‖2L2(Ω) + ν‖z‖L1(Ω).
In view of the fact that S is injective and continuous, it is immediate that f is strictly
convex and weakly lower semicontinuous. The fact that Zad is weakly sequentially
compact allows us to conclude [29, Theorem 2.14].
3.1. First order optimality conditions. The reduced cost functional f is a
proper strictly convex function. However, it contains the L1(Ω)–norm of the control
variable and therefore it is not nondifferentiable at 0 ∈ L2(Ω). This leads to some
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difficulties in the analysis and discretization of (2)–(4), that can be overcome by using
some elementary convex analysis [11, 25]. With this we shall obtain explicit optimality
conditions for problem (2)–(4). We begin with the following classical result; see, for
instance, [25, Chapter 4].
Lemma 4. Let f be defined as in (17). The element z¯ ∈ Zad is a minimizer of f
over Zad if and only if there exists a subgradient λ
⋆ ∈ ∂f(z¯) such that
(λ⋆, z− z¯)L2(Ω) ≥ 0
for all z ∈ Zad.
In order to explore the previous optimality condition, we introduce the following
ingredients.
Definition 5 (fractional adjoint state). For a given control z ∈ Zad, the frac-
tional adjoint state p ∈ Hs(Ω), associated to z, is defined as p = S†(Sz − ud), where
S† denotes the L2–adjoint of S.
We also define the convex and Lipschitz function ψ : L1(Ω) → R by ψ(z) :=
‖z‖L1(Ω) — the nondifferentiable component of the cost functional f — and
(18) ϕ : L2(Ω)→ R, z 7→ ϕ(z) :=
1
2
‖Sz− ud‖
2
L2(Ω) +
σ
2
‖z‖2L2(Ω),
the differentiable component of f . Standard arguments yield that ϕ is Fre´chet differ-
entiable with ϕ′(z) = S†(Sz− ud) + σz [29, Theorem 2.20]. Now, invoking Definition
5, we obtain that, for z ∈ Zad, we have
(19) ϕ′(z) = p+ σz.
It is rather standard to see that λ ∈ ∂ψ(z) if and only if the relations
(20) λ(x′) = 1, z(x′) > 0, λ(x′) = −1, z(x′) < 0, λ(x′) ∈ [−1, 1], z(x′) = 0
hold for a.e. x′ ∈ Ω. With these ingredients at hand, we obtain the following neces-
sary and sufficient optimality conditions for our optimal control problem; see also [8,
Theorem 3.1] and [32, Lemma 2.2].
Theorem 6 (optimality conditions). The pair (u¯, z¯) ∈ Hs(Ω)×Zad is optimal for
problem (2)–(4) if and only if u¯ = Sz¯ and z¯ satisfies the variational inequality
(21)
(
p¯+ σz¯+ νλ¯, z− z¯
)
L2(Ω)
≥ 0 ∀z ∈ Zad,
where p¯ = S†(Sz¯− ud) and λ¯ ∈ ∂ψ(z¯).
Proof. Since the convex function ϕ is Fre´chet differentiable we immediately have
that ∂ϕ(z¯) = ϕ′(z¯) [25, Proposition 4.1.8]. We thus apply the sum rule [25, Proposition
4.5.1] to conclude, in view of the fact that ψ is convex, that ∂f(z¯) = ϕ′(z¯) + ν∂ψ(z¯).
This, combined with Lemma 4 and (19) imply the desired variational inequality (21).
To present the following result we introduce, for a, b ∈ R, the projection formula
Proj[a,b] w(x
′) := min {b,max {a,w(x′)}} .
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Corollary 7 (projection formulas). Let z¯, u¯, p¯ and λ¯ be as in Theorem 6. Then,
we have that
z¯(x′) = Proj[a,b]
(
−
1
σ
(
p¯(x′) + νλ¯(x′)
))
,(22)
z¯(x′) = 0 ⇔ |p¯(x′)| ≤ ν,(23)
λ¯(x′) = Proj[−1,1]
(
−
1
ν
p¯(x′)
)
.(24)
Proof. See [8, Corollary 3.2].
Remark 8 (sparsity). We comment that property (23) implies the sparsity of the
optimal control z¯. We refer the reader to [26, Section 2] for a thorough discussion on
this matter.
3.2. Regularity estimates. Having obtained conditions that guarantee the ex-
istence and uniqueness for problem (2)–(4), we now study the regularity properties
of its optimal variables. This is important since, as it is well known, smoothness and
rate of approximation go hand in hand. Consequently, any rigorous study of an ap-
proximation scheme must be concerned with the regularity of the optimal variables.
Here, on the the basis of a bootstraping argument inspired by [1, 2], we obtain such
regularity results.
Theorem 9 (regularity results for z¯ and λ¯). If ud ∈ H1−s(Ω), then the optimal
control for problem (2)–(4) satisfies that z¯ ∈ H10 (Ω). In addition, the subgradient λ¯,
given by (24), satisfies that λ¯ ∈ H10 (Ω).
Proof. We begin the proof by invoking the convexity of Ω, the fact that Ls is a
pseudodifferential operator of order 2s and that z¯ ∈ Zad ⊂ L2(Ω) to conclude that
(25) u¯ ∈ H2s(Ω), p¯ ∈ Hκ(Ω), κ = min{4s, 1 + s, 2};
the space Hδ(Ω), for δ ∈ (0, 2], was characterized in Section 2.1. We now consider the
following cases:
Case 1, s ∈
[
1
4 , 1
)
: We immediately obtain that p¯ ∈ H10 (Ω). This, in view of the
projection formula (24) and [18, Theorem A.1] implies that λ¯ ∈ H10 (Ω); notice that
formula (24) preserves boundary values. Now, since both functions p¯ and λ¯ belong to
H10 (Ω), an application, again, of [18, Theorem A.1] and the projection formula (22),
for z¯, implies that z¯ ∈ H10 (Ω). We remark that, in view of the assumption a < 0 < b,
the formula (22) also preserves boundary values.
Case 2, s ∈
(
0, 14
)
: We now begin the bootstrapping argument like that in [1, Lemma
3.5]. In this case, (25) implies that p¯ ∈ H4s(Ω). This, on the basis of a nonlinear
operator interpolation result as in [1, Lemma 3.5], that follows from [28, Lemma
28.1], guarantees that λ¯ ∈ H4s(Ω). We notice, once again, that formula (24) preserves
boundary values. Similar arguments allow us to derive that z¯ ∈ H4s(Ω).
Case 2.1, s ∈
[
1
8 ,
1
4
)
: Since z¯ ∈ H4s(Ω), we conclude that u¯ ∈ H6s(Ω) and that
p¯ ∈ Hε(Ω), where ε = min{8s, 1 + s}. We now invoke that s ∈
[
1
8 ,
1
4
)
to deduce that
p¯ ∈ H10 (Ω). This, in view of (24), implies that λ¯ ∈ H
1
0 (Ω), which in turns, and as a
consequence of (22), allows us to derive that z¯ ∈ H10 (Ω).
Case 2.2, s ∈
(
0, 18
)
: As in Case 2.1 we have that p¯ ∈ H8s(Ω). We now invoke,
again, a nonlinear operator interpolation argument to conclude that λ¯ ∈ H8s(Ω) and
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then that z¯ ∈ H8s(Ω). These regularity results imply that u¯ ∈ H10s(Ω) and then that
p¯ ∈ Hι(Ω), where ι = min{12s, 1 + s}.
Case 2.2.1, s ∈
(
1
12 ,
1
8
]
: We immediately obtain that p¯ ∈ H10 (Ω). This im-
plies that λ¯ ∈ H10 (Ω), and thus that z¯ ∈ H
1
0 (Ω).
Case 2.2.2, s ∈
(
0, 112
]
: We proceed as before.
After a finite number of steps we can thus conclude that, for any s ∈ (0, 1), λ¯ and
z¯ belong to H10 (Ω). This concludes the proof.
As a by-product of the proof of the previous theorem, we obtain the following
regularity result for the optimal state and optimal adjoint state.
Corollary 10 (regularity results for u¯ and p¯). If ud ∈ H1−s(Ω), then u¯ ∈ Hl(Ω),
where l = min{1 + 2s, 2} and p¯ ∈ H̟(Ω), where ̟ = min{1 + s, 2}.
4. The extended optimal control problem. In this section we invoke the
localization results of Caffarelli and Silvestre [5] and their extensions [6, 27] to cir-
cumvent the nonlocality of the operator Ls in the state equation (3). We follow [1]
and consider the equivalent extended optimal control problem: Find min{J(trΩ U , z) :
U ∈
◦
H1L(y
α, C), z ∈ Zad} subject to the extended state equation:
(26) U ∈
◦
H1L(y
α, C) : a(U , φ) = (z, trΩ φ)L2(Ω) ∀φ ∈
◦
H1L(y
α, C),
where, for all w, φ ∈
◦
H1L(y
α, C), the bilinear form a is defined by
(27) a(w, φ) =
1
ds
ˆ
C
yαA(x′, y)∇w · ∇φ+ yαc(x′)wφdx.
To describe the optimality conditions we introduce the extended adjoint problem:
(28) P ∈
◦
H1L(y
α, C) : a(φ,P) = (trΩ U − ud, trΩ φ)L2(Ω) ∀φ ∈
◦
H1L(y
α, C).
The optimality conditions in this setting now read as follows: the pair (U¯ , z¯) ∈
◦
H1L(y
α, C)× Zad is optimal if and only if U¯ = U (z¯) solves (26) and
(29) (trΩ P¯ + σz¯+ νλ¯, z− z¯)L2(Ω) ≥ 0 ∀z ∈ Zad,
where P¯ = P¯(z¯) ∈
◦
H1L(y
α, C) solves (28) and λ¯ ∈ ∂ψ(z¯) .
The results of Caffarelli and Silvestre [5, 6, 27] yield that trΩ U¯ = u¯ and trΩ P¯ =
p¯, where u¯ ∈ Hs(Ω) solves (3) and p¯ ∈ Hs(Ω) is as in Definition 5. This implies
the equivalence of the fractional and extended optimal control problems; see also [1,
Theorem 3.12].
5. The truncated optimal control problem. The state equation (26) of the
extended optimal control problem is posed on the infinite domain C and thus it cannot
be directly approximated with finite element–like techniques. However, the result of
Proposition 11 below shows that the optimal extended state U¯ decays exponentially
in the extended variable y. This suggests to truncate C to CY = Ω × (0, Y ), for a
suitable truncation parameter Y , and seek solutions in this bounded domain.
Proposition 11 (exponential decay). For every Y ≥ 1, the optimal state U¯ =
U¯ (z¯) ∈
◦
H1L(y
α, C), solution to problem (26), satisfies
(30) ‖∇U¯ ‖L2(yα,Ω×(Y ,∞)) . e
−√λ1Y /2‖z¯‖H−s(Ω),
where λ1 denotes the first eigenvalue of the operator L.
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Proof. See [22, Proposition 3.1].
This motivates the truncated optimal control problem: Find min{J(trΩ v, r) : v ∈
◦
H1L(y
α, CY ), r ∈ Zad} subject to the truncated state equation:
(31) v ∈
◦
H1L(y
α, CY ) : aY (v, φ) = (r, trΩ φ)L2(Ω) ∀φ ∈
◦
H1L(y
α, CY ),
where
◦
H1L(y
α, CY ) =
{
w ∈ H1(yα, CY ) : w = 0 on ∂LCY ∪ Ω× {Y }
}
,
and for all w, φ ∈
◦
H1L(y
α, CY ), the bilinear form aY is defined by
(32) aY (w, φ) =
1
ds
ˆ
CY
yαA(x′, y)∇w · ∇φ+ yαc(x′)wφdx.
To formulate optimality conditions we introduce the truncated adjoint problem:
(33) p ∈
◦
H1L(y
α, CY ) : aY (φ, p) = (trΩ v − ud, trΩ φ)L2(Ω) ∀φ ∈
◦
H1L(y
α, CY ).
With this adjoint problem at hand, we present necessary and sufficient optimality
conditions for the truncated optimal control problem: the pair (v¯, r¯) ∈
◦
H1L(y
α, CY )×
Zad is optimal if and only if v¯ = v¯(¯r) solves (31) and
(34) (trΩ p¯+ σr¯ + νt¯, r − r¯)L2(Ω) ≥ 0 ∀r ∈ Zad,
where p¯ = p¯(¯r) ∈
◦
H1L(y
α, CY ) solves (33) and t¯ ∈ ∂ψ(¯r) .
We now introduce the following auxiliary problem:
(35) R ∈
◦
H1L(y
α, C) : a(R, φ) = (trΩ v¯ − ud, trΩ φ)L2(Ω) ∀φ ∈
◦
H1L(y
α, C).
The next result follows from [1, Lemma 4.6] and shows how (v¯(¯r), r¯) approximates
(U¯ (z¯), z¯).
Theorem 12 (exponential convergence). If (U¯ (z¯), z¯) and (v¯(¯r), r¯) are the opti-
mal pairs for the extended and truncated optimal control problems, respectively, then
(36) ‖r¯− z¯‖L2(Ω) . e
−√λ1Y /4 (‖r¯‖L2(Ω) + ‖ud‖L2(Ω)) ,
and
(37) ‖ trΩ(U¯ − v¯)‖L2(Ω) . e
−√λ1Y /4 (‖r¯‖L2(Ω) + ‖ud‖L2(Ω)) .
Proof. Set z = r¯ and r = z¯ in (29) and (34), respectively. Adding the obtained
inequalities we arrive at the estimate
σ‖z¯− r¯‖2L2(Ω) ≤ (trΩ(P¯ − p¯) + ν(λ¯ − t¯), r¯ − z¯)L2(Ω).
As a first step to control the right hand side of the previous expression, we recall
that λ¯ ∈ ∂‖z¯‖L1(Ω) and t¯ ∈ ∂‖r¯‖L1(Ω) so that, by (15),
ν(λ¯− t¯, r¯ − z¯)L2(Ω) ≤ 0.
Consequently,
(38) σ‖z¯− r¯‖2L2(Ω) ≤ (trΩ(P¯ − p¯), r¯ − z¯)L2(Ω).
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To control the right hand side of the previous expression, we add and subtract
the adjoint state P (¯r) as follows:
σ‖z¯− r¯‖2L2(Ω) ≤ (trΩ(P¯ −P (¯r)), r¯ − z¯)L2(Ω) + (trΩ(P (¯r)− p¯), r¯ − z¯)L2(Ω) = I + II.
Let us now bound I. Notice that P¯ −P (¯r) ∈
◦
H1L(y
α, C) solves
a(φP , P¯ −P (¯r)) = (trΩ(U¯ −U (¯r)), trΩ φP)L2(Ω) ∀φP ∈
◦
H1L(y
α, C).
On the other hand, we also observe that U¯ −U (¯r) ∈
◦
H1L(y
α, C) solves
a(U¯ −U (¯r), φU ) = (z¯− r¯, trΩ φU )L2(Ω) ∀φU ∈
◦
H1L(y
α, C).
Setting φU = P¯ −P (¯r) and φP = U (¯r)− U¯ we immediately conclude that I ≤ 0.
To control the term II we write P¯ (¯r)− p¯ = (P¯ (¯r)−R)+(R− p¯), where R solves
(35). The first term is controlled in view of the trace estimate (13), the well–posedness
of problem (35) and an application of the estimate [22, Theorem 3.5]:
‖ trΩ(P (¯r)−R)‖L2(Ω) . ‖ trΩ(U (¯r)− v¯(¯r))‖L2(Ω) . e
−√λ1Y /4‖r¯‖L2(Ω).
Similar arguments yield: ‖ trΩ(R − p¯)‖L2(Ω) . e
−√λ1Y /4(‖r¯‖L2(Ω) + ‖ud‖L2(Ω)). In
view of (38), a collection of these estimates allow us to obtain (36).
The estimate (37) follows from similar arguments upon writing U¯ − v¯(¯r) =(
U¯ (z¯)−U (¯r)
)
+ (U (¯r)− v¯(¯r)) . This concludes the proof.
We now state projection formulas and regularity results for the optimal variables
r¯ and t¯, together with a sparsity property for r¯.
Corollary 13 (projection formulas). Let the variables r¯, v¯, p¯ and t¯ be as in the
variational inequality (34). Then, we have that
r¯(x′) = Proj[a,b]
(
−
1
σ
(trΩ p¯(x
′) + νt¯(x′))
)
,(39)
r¯(x′) = 0 ⇔ | trΩ p¯(x′)| ≤ ν,(40)
t¯(x′) = Proj[−1,1]
(
−
1
ν
trΩ p¯(x
′)
)
.(41)
Proof. See [8, Corollary 3.2].
Proposition 14 (regularity results for r¯ and t¯). If ud ∈ H1−s(Ω), then the trun-
cated optimal control r¯ ∈ H10 (Ω). In addition, the subgradient t¯, given by (41), satisfies
that t¯ ∈ H10 (Ω).
Proof. The proof is an adaption of the techniques elaborated in the proof of [24,
Proposition 4.1] and the bootstrapping argument of Theorem 9.
We conclude this section with regularity results for the traces of the optimal state
and adjoint state.
Corollary 15 (regularity results for trΩ v¯ and trΩ p¯). If ud ∈ H1−s(Ω), then
trΩ v¯ ∈ Hl(Ω), where l = min{1+2s, 2} and trΩ p¯ ∈ H̟(Ω), where ̟ = min{1+s, 2}.
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6. Approximation of the fractional control problem. In this section we
design and analyze a numerical technique to approximate the solution of the optimal
control problem (2)–(4). In order to make this contribution self–contained, we briefly
review the finite element method proposed and developed for the state equation (3)
in [22].
6.1. A finite element method for the state equation. We follow [22, Sec-
tion 4] and let TΩ = {K} be a conforming triangulation of Ω into cells K (simplices
or n–rectangles). We denote by TΩ the collection of all conforming refinements of
an original mesh T0, and assume that the family TΩ is shape regular [10, 13]. If
TΩ ∈ TΩ, we define hTΩ = maxK∈TΩ hK . We construct a mesh TY over CY as the
tensor product triangulation of TΩ ∈ TΩ and IY , where the latter corresponds to a
partition of the interval [0, Y ] with mesh points:
(42) yk =
(
k
M
)γ
Y , k = 0, · · · ,M,
with γ = 3/(1−α) = 3/(2s) > 1. We notice that each discretization of the truncated
cylinder CY depends on the truncation parameter Y . We denote by T the set of all such
anisotropic triangulations TY . The following weak shape regularity condition is valid:
there is a constant µ such that, for all TY ∈ T, if T1 = K1 × I1, T2 = K2 × I2 ∈ TY
have nonempty intersection, then hI1/hI2 ≤ µ, where hI = |I| [12, 22]. The main
motivation for considering elements as in (42) is to compensate the rather singular
behavior of U , solution to problem (26). We refer the reader to [22] for details.
For TY ∈ T, we define the finite element space
(43) V(TY ) =
{
W ∈ C0(C¯Y ) :W |T ∈ P1(K)⊗ P1(I), ∀T ∈ TY , W |ΓD = 0
}
,
where ΓD = ∂LCY ∪ Ω × {Y } is the Dirichlet boundary. When the base K of an
element T = K × I is a simplex, the set P1(K) is P1(K). If K is a cube, P1(K)
stands for Q1(K). We also define U(T ) = trΩV(TY ), i.e., a P1 finite element space
over the mesh TΩ. Finally, we assume that every TY ∈ T is such that, M ≈ #T
1/n
Ω
so that, since #TY =M #TΩ, we have #TY ≈Mn+1.
The Galerkin approximation of (31) is defined as follows:
(44) V ∈ V(TY ) : aY (V,W ) = (r, trΩW )L2(Ω) ∀W ∈ V(TY ),
where aY is defined in (32). We present [22, Theorem 5.4] and [22, Corollary 7.11].
Theorem 16 (error estimates). If U (r) ∈
◦
H1L(y
α, C) solves (26) with z replaced
by r ∈ H1−s(Ω), then
(45) ‖∇(U (r) − V )‖L2(yα,C) . | log(#TY )|
s(#TY )
−1/(n+1)‖r‖H1−s(Ω),
provided Y ≈ | log(#TY )|. Alternatively, if u(r) denotes the solution to (3) with r as
a forcing term, then
(46) ‖u(r)− trΩ V ‖Hs(Ω) . | log(#TY )|
s(#TY )
−1/(n+1)‖r‖H1−s(Ω).
6.2. A fully discrete scheme for the fractional optimal control problem.
In section 4 we replaced the original fractional optimal control problem (2)–(4) by an
equivalent one that involves the local state equation (26) and is posed on the semi–
infinite cylinder C = Ω × (0,∞). We then considered a truncated version of this,
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equivalent, control problem that is posed on the bounded cylinder CY = Ω × (0, Y )
and showed that the error committed in the process is exponentially small. In light
of these results, in this section we propose a fully discrete scheme to approximate the
solution to (2)–(4): piecewise constant functions to approximate the control variable
and, for the state variable, first–degree tensor product finite elements, as described in
section 6.1.
We begin by defining the set of discrete controls, and the discrete admissible set
Z(TΩ) = {Z ∈ L
∞(Ω) : Z|K ∈ P0(K) ∀K ∈ TΩ} ,
Zad(TΩ) = Zad ∩ Z(TΩ),
where Zad is defined in (16). Thus, the fully discrete optimal control problem reads
as follows: Find min J(trΩ V, Z) subject to the discrete state equation
(47) aY (V,W ) = (Z, trΩW )L2(Ω) ∀W ∈ V(TY ),
and the discrete control constraints Z ∈ Zad(TΩ). We recall that the functional J and
the discrete space V(TY ) are defined by (1) and (43), respectively.
We denote by (V¯ , Z¯) ∈ V(TY ) × Zad(TΩ) the optimal state–control pair solving
the fully discrete optimal control problem; existence and uniqueness of such a pair
being guaranteed by standard arguments. We thus define, in view of [5, 22],
(48) U¯ := trΩ V¯ ,
to obtain a discrete approximation (U¯ , Z¯) ∈ U(TΩ) × Zad(TΩ) of the optimal pair
(u¯, z¯) ∈ Hs(Ω) × Zad that solves our original optimal control problem (2)–(4). We
recall that U(TΩ) = trΩV(TY ): a standard P1 finite element space over the mesh TΩ.
Remark 17 (locality). The main advantage of the fully discrete optimal control
problem is its local nature: it involves the local problem (47) as state equation.
To present optimality conditions we define the optimal adjoint state:
(49) P¯ ∈ V(TY ) : aY (W, P¯ ) = (trΩ V¯ − ud, trΩW )L2(Ω) ∀W ∈ V(TY ).
We provide first order necessary and sufficient optimality conditions for the fully
discrete optimal control problem: the pair (V¯ , Z¯) ∈ V(TY ) × Zad(TΩ) is optimal if
and only if V¯ = V¯ (Z¯) solves (47) and
(50) (trΩ P¯ + σZ¯ + νΛ¯, Z − Z¯)L2(Ω) ≥ 0 ∀Z ∈ Zad(TΩ),
where P¯ = P¯ (Z¯) ∈ V(TY ) solves (49) and Λ¯ ∈ ∂ψ(Z¯).
We now explore the properties of the discrete optimal variables. By definition we
have ∂ψ(Z¯) ⊂ Z(TΩ)∗ and, consequently, Λ¯ ∈ ψ(Z¯) can be identified with an element
of Z(TΩ) that verifies
(51) Λ¯|K = 1, Z¯|K > 0, Λ¯|K = −1, Z¯|K < 0, Λ¯|K ∈ [−1, 1], Z¯|K = 0,
for every K ∈ TΩ. Consequently, by setting Z = ZK ∈ P0(K), that satisfies a ≤
ZK ≤ b, in (50) we arrive at
∑
K∈TΩ
(ˆ
K
trΩ P¯ dx
′ + |K|
(
σZ¯|K + νΛ¯|K
)) (
ZK − Z¯|K
)
≥ 0.
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This discrete variational inequality implies the discrete projection formula
(52) Z¯|K = Proj[a,b]
(
−
1
σ
[
1
|K|
ˆ
K
trΩ P¯ dx
′ + νΛ¯|K
])
.
On the basis of (51) and (52) we have that [8, Section 4]
Z¯|K = 0 ⇔
1
|K|
∣∣∣∣
ˆ
K
trΩ P¯ dx
′
∣∣∣∣ ≤ ν ∀K ∈ TΩ
and that
(53) Λ¯|K = Proj[−1,1]
(
−
1
ν|T |
ˆ
K
trΩ P¯ dx
′
)
∀K ∈ TΩ.
It will be useful, for the error analysis of the fully discrete optimal control problem,
to introduce the L2-orthogonal projection ΠTΩ onto Z(TΩ), which is defined as follows
[10, 13]:
(54) ΠTΩ : L
2(Ω)→ Z(TΩ), (r −ΠTΩr, Z) = 0 ∀Z ∈ Z(TΩ).
We recall the following properties of ΠTΩ .
1. Stability: For all r ∈ L2(Ω), we have the bound ‖ΠTΩr‖L2(Ω) . ‖r‖L2(Ω).
2. Approximation property: If r ∈ H1(Ω), we have the error estimate
(55) ‖r −ΠTΩr‖L2(Ω) . hTΩ‖r‖H1(Ω)
where hTΩ is defined as in Section 6.1; see [13, Lemma 1.131 and Proposition
1.134].
If r ∈ L2(Ω), (54) immediately yields ΠTΩ r|K = (1/|K|)
´
K r dx
′. Consequently
(56) ΠTΩZad ⊂ Zad(TΩ).
We now introduce two auxiliary adjoint states. The first one is defined as the
solution to: Find Q ∈ V(TY ) such that
(57) aY (W,Q) = (trΩ v¯ − ud, trΩW )L2(Ω) ∀W ∈ V(TY ).
The second one solves:
(58) R ∈ V(TY ) : aY (W,R) = (trΩ V (¯r)− ud, trΩW )L2(Ω) ∀W ∈ V(TY ),
where V (¯r) corresponds to the solution to problem (47) with Z replaced by r¯.
With these ingredients at hand we now proceed to derive an a priori error analysis
for the fully discrete optimal control problem.
Theorem 18 (fully discrete scheme: error estimates). Let (v¯, r¯) ∈
◦
H1L(y
α, CY )×
Zad be the optimal pair for the truncated optimal control problem of section 5, and let
(V¯ , Z¯) ∈ V(TY )×Zad(TΩ) be the solution to the fully discrete optimal control problem
of section 6. If ud ∈ H1−ǫ(Ω), then
(59) ‖r¯ − Z¯‖L2(Ω) . | log(#TY )|
2s(#TY )
− 1n+1 ,
and
(60) ‖ trΩ(v¯ − V¯ )‖L2(Ω) . | log(#TY )|
2s(#TY )
− 1n+1 ,
where the hidden constants in both inequalities are independent of the discretization
parameters but depend on the problem data.
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Proof. We proceed in five steps.
Step 1. We observe that since Zad(TΩ) ⊂ Zad, we are allowed to set r = Z¯ in the
variational inequality (34). This yields the inequality
(trΩ p¯+ σr¯ + νt¯, Z¯ − r¯)L2(Ω) ≥ 0.
On the other hand, in view of (56), we can set Z = ΠTΩ r¯ in (50) and conclude that
(trΩ P¯ + σZ¯ + νΛ¯,ΠTΩ r¯ − Z¯)L2(Ω) ≥ 0.
Since t¯ ∈ ∂ψ(¯r) and λ¯ ∈ ∂ψ(Z¯), (14) gives that the previous inequalities are equivalent
to the following ones:
(trΩ p¯+ σr¯, Z¯ − r¯)L2(Ω) + ν(ψ(Z¯)− ψ(¯r)) ≥ 0,(61)
(trΩ P¯ + σZ¯,ΠTΩ r¯ − Z¯)L2(Ω) + ν(ψ(ΠTΩ r¯)− ψ(Z¯)) ≥ 0.(62)
We recall that ψ(w) = ‖w‖L1(Ω). Invoking the fact that ΠTΩ is defined as in (54), we
conclude that ψ(ΠTΩ r¯) ≤ ψ(¯r), and thus (ψ(Z¯)−ψ(¯r)) + (ψ(ΠTΩ r¯)−ψ(Z¯)) ≤ 0. The
latter and the addition of the inequalities (61) and (62) imply that
(trΩ p¯+ σr¯, Z¯ − r¯)L2(Ω) + (trΩ P¯ + σZ¯,ΠTΩ r¯ − Z¯)L2(Ω) ≥ 0,
which yields the basic error estimate
(63)
σ‖r¯ − Z¯‖2L2(Ω) ≤ (trΩ(p¯− P¯ ), Z¯ − r¯)L2(Ω) + (trΩ P¯ + σZ¯,ΠTΩ r¯ − r¯)L2(Ω)
= I + II.
Step 2. The goal of this step is to control the term I in (63). To do this, we use the
auxiliary adjoint states Q and R defined by problems (57) and (58), respectively, and
write
(64)
I = (trΩ(p¯−Q), Z¯ − r¯)L2(Ω) + (trΩ(Q −R), Z¯ − r¯)L2(Ω)
+ (trΩ(R − P¯ ), Z¯ − r¯)L2(Ω)
=: I1 + I2 + I3.
To bound the term I1 we realize that Q, defined as the solution to (57), is nothing
but the Galerkin approximation of the optimal adjoint state p¯. Consequently, an
application of the error estimate of [23, Proposition 28] yields
(65) ‖ trΩ(p¯− Q¯)‖L2(Ω) . | logN |
2sN−
1+s
n+1
(
‖ trΩ v¯‖H1−s(Ω) + ‖ud‖H1−s(Ω)
)
,
where N = #TY . We note that the H
1−s(Ω)–norm of trΩ v¯ is uniformly controlled in
view of Corollary 15.
We now bound the term I2. To accomplish this task, we invoke the trace estimate
(13), a stability estimate for the discrete problem that Q − R solves and the error
estimate of [23, Proposition 28]. In fact, these arguments allow us to obtain
(66)
‖ trΩ(Q−R)‖L2(Ω) . ‖∇(Q−R))‖L2(yα,CY ) . ‖ trΩ(v¯ − V (¯r))‖H−s(Ω)
. ‖ trΩ(v¯ − V (¯r))‖L2(Ω) . | logN |
2sN−
1+s
n+1 ‖r¯‖H1−s(Ω).
We remark that, in view of the results of Proposition 14, we have that r¯ ∈ H10 (Ω) →֒
H1−s(Ω) for s ∈ (0, 1).
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We now estimate the remaining term I3. To do this, we setW = V (¯r)−V¯ ∈ V(TY )
as a test function in the problem that R− P¯ solves. This yields
aY (V (¯r)− V¯ , R− P¯ ) = (trΩ(V (¯r)− V¯ ), trΩ(V (¯r)− V¯ ))L2(Ω).
Similarly, by setting W = R − P¯ ∈ V(TY ) as a test function in the problem that
V (¯r)− V¯ solves we arrive at
aY (V (¯r)− V¯ , R− P¯ ) = (¯r − Z¯, trΩ(R− P¯ ))L2(Ω).
Consequently,
I3 = (trΩ(R− P¯ ), Z¯ − r¯)L2(Ω) = −‖ trΩ(V (¯r)− V¯ )‖
2
L2(Ω) ≤ 0.
Step 3. In this step we bound the term II = (trΩ P¯ +σZ¯,ΠTΩ r¯− r¯)L2(Ω) in (63). We
begin by rewriting II as follows:
II = (trΩ p¯+ σr¯,ΠTΩ r¯ − r¯)L2(Ω) + (trΩ(P¯ ± R±Q− p¯),ΠTΩ r¯ − r¯)L2(Ω)
+ σ(Z¯ − r¯,ΠTΩ r¯ − r¯)L2(Ω) = II1 + II2 + II3.
The control of the first term, II1 follows from the definition (54) of ΠTΩ , its approxi-
mation property (55) and the regularity results of Propositions 14 and 15:
II1 = (trΩ p¯+ σr¯ −ΠTΩ(trΩ p¯+ σr¯),ΠTΩ r¯ − r¯)L2(Ω)
. h2TΩ‖ trΩ p¯+ σr¯‖H1(Ω)‖r¯‖H1(Ω).
The term II2 is bounded by employing the arguments of Step 3: trΩ(P¯ − R) is con-
trolled in view of the trace estimate (13) and the stability of the problems that P¯ −R
and V (¯r)− V¯ solve:
‖ trΩ(P¯ −R)‖L2(Ω) . ‖ trΩ(V¯ − V (¯r))‖H−s(Ω) . ‖Z¯ − r¯‖L2(Ω).
The terms trΩ(R−Q) and trΩ(Q− p¯) are bounded as in (66) and (65), respectively.
The estimate for II3 is a trivial consequence of the Cauchy–Schwarz inequality.
Step 4. The desired error bound (59) follows from collecting all estimates that we
obtained in previous steps and recalling that hTΩ ≈ (#TY )
−1/(n+1).
Step 5. We finally derive estimate (60). A basic application of the triangle inequality
yields
‖ trΩ(v¯ − V¯ )‖Hs(Ω) ≤ ‖ trΩ(v¯ − V (¯r))‖Hs(Ω) + ‖ trΩ(V (¯r)− V¯ )‖Hs(Ω).
The estimate for the term ‖ trΩ(v¯−V (¯r))‖Hs(Ω) follows by applying the error estimate
(46). To control the remaining term ‖V (¯r)− V¯ ‖Hs(Ω) we invoke a stability result and
estimate (59). A collection of these estimates yields (60). This concludes the proof.
As a consequence of the estimates of Theorems 12 and 18 we arrive at the com-
pletion of the a priori error analysis for the fully discrete optimal control problem.
Theorem 19 (fractional control problem: error estimates). Let (V¯ , Z¯) ∈ V(TY )×
Zad(TΩ) be the optimal pair for the fully discrete optimal control problem of section
6 and let U¯ ∈ U(TΩ) be defined as in (48). If ud ∈ H1−s(Ω), then
(67) ‖z¯− Z¯‖L2(Ω) . | log(#TY )|
2s(#TY )
− 1n+1 ,
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and
(68) ‖u¯− U¯‖Hs(Ω) . | log(#TY )|
2s(#TY )
− 1n+1 ,
where the hidden constants in both inequalities are independent of the discretization
parameters but depend on the problem data.
Proof. To obtain the error estimate (67) we invoke the estimates (36) and (59).
In fact, we have that
‖z¯− Z¯‖L2(Ω) ≤ ‖z¯− r¯‖L2(Ω) + ‖r¯− Z¯‖L2(Ω)
. e−
√
λ1Y /4 + | log(#TY )|
2s(#TY )
− 1n+1 .
The election of the truncation parameter Y ≈ | log(#(TY ))| allows us to conclude; see
[22, Remark 5.5] for details. Finally, to derive (68), we use that u¯ = trΩ U¯ , U¯ = trΩ V¯
and apply the estimates (37) and (60) as follows:
‖u¯− U¯‖Hs(Ω) ≤ ‖u¯− trΩ v¯‖Hs(Ω) + ‖ trΩ v¯ − U¯‖Hs(Ω)
. e−
√
λ1Y /4 + | log(#TY )|
2s(#TY )
− 1n+1 .
The fact that Y ≈ | log(#(TY ))| yields (68) and concludes the proof.
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