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We demonstrate a robust fiber optics based fluorescence detector, fully integrated on an atom chip, which
detects single atoms propagating in a guide with 66% efficiency. We characterize the detector performance and
the atom flux by analysing the photon statistics. Near-perfect photon antibunching proves that single atoms are
detected, and allows us to study the second-order intensity correlation function of the fluorescence over three
orders of magnitude in atomic density.
PACS numbers: 03.75.-b, 42.50.Lc, 42.81.-i, 07.60.Vg
The ability to efficiently detect single particles is of funda-
mental importance to many branches of science. For exam-
ple counting single photons was one of the starting points of
quantum optics [1] and single particle (qubit) detection is one
of the key ingredients for quantum technologies [2].
Detecting atoms is usually achieved by illumination with
near-resonant light, followed by a measurement of the absorp-
tion, phase shift or fluorescence. Placing an optical cavity
around the detection region significantly enhances the signal
and single atom sensitivity can be achieved [3, 4, 5, 6, 7, 8,
9, 10, 11]. Active alignment of the cavities is however techni-
cally challenging.
Single pass absorption does not allow one to detect single
free atoms [12], is necessary to hold the atom in a trap to
reach sufficiently long integration times [13, 14]. Similarly,
fluorescence detection is very efficient if atoms are tightly lo-
calized in a trap and many photons can be collected. It is the
method of choice for many single atom or ion experiments
[15, 16, 17, 18, 19, 20, 21]. Free neutral atoms are con-
siderably harder to detect because the few scattered photons
are difficult to distinguish from background light. Recently,
fluorescence detection of freely falling single atoms has been
demonstrated by using macroscopic mirrors covering a solid
angle of almost 4pi [22].
In an ideal fluorescence detector, the background is neg-
ligible and a single detected photon implies that an atom is
present in the detection region. In this letter we present a
simple fluorescence detector based on fiber optics fully inte-
grated on an atom chip [23, 24] that detects single atoms in a
magnetic guide with high signal to noise ratio [35] and an effi-
ciency of 66%. Previous implementations of on chip detectors
have been based on absorption detection where small atomic
ensembles (typical 100 atoms) could be detected [13], or used
cavities [9, 10, 11], which are more complex to handle.
Our detector consists of a tapered lensed single mode fiber
(focal length of 40 µm and a mode diameter of 5 µm) used to
excite the atoms in a small detection region, the fluorescence
photons are selectively collected from this small volume by a
standard gradient-index multimode fiber with low mode dis-
persion, and numerical aperture (NA) of 0.275, mounted at an
angle of 90 degrees (Fig. 1b) to reduce stray light [36]. The
collected light is sent through an interference filter to pho-
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Figure 1: (color online). a) Basic layout of the detector and the atom
chip in the vacuum chamber. Atoms are initially trapped in a mag-
netic trap generated by a Z-shaped wire. A magnetic guide trans-
ports the atoms to the detector. The excitation light is delivered by
tapered fiber, the fluorescence light is collected by a multimode fiber.
Both are connected to the optics outside the vacuum chamber by a
fiber feed-through [25]. The collected light passes an interference
filter (centered at 780 nm with 3 nm bandwidth) before detected by
the single photon counting module(s) (SPCM). For high efficiency
atom detection a single SPCM is employed while correlation mea-
surements require two SPCMs in Hanbury Brown-Twiss like config-
uration. b) A microscopy image of the detection region on the chip.
The multimode fiber collects light from a cone (blue) determined by
its NA. The overlap of this cone with the excitation light from the
tapered fiber (red) defines the detection region (yellow).
ton counter(s) (SPCM) as illustrated in Fig. 1a. The overall
probability of detecting a fluorescent photon in this setup is
pdet = 0.9%, including the collection efficiency, losses, and
the SPCM efficiency.
The detector is fully integrated on our atom chip [26] by
mounting the two fibers on the chip surface in lithographically
defined holders fabricated from SU-8 resist which allow very
stable passive alignment. [27, 28].
The fiber-based detector presented here has exceptionally
low background, the dominating contribution are the dark
counts (∼ 250 cps) of the employed photon counter (Perkin-
Elmer, SPCM-AQR-12). Despite the proximity of the chip
surface, the influence of stray probe-light is essentially elim-
inated with a suppression of better than 10−8. 1 nW excita-
tion light contributes only ∼ 30 cps to the background. This
extremely low background allows high fidelity detection of a
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Figure 2: (color online). Mean and variance of the photon counts.
a) Mean (blue) and variance (red) of the collected photons in 200 µs
time bins obtained from 600 experimental runs. Inset: Variance as
a function of the mean to determine α. A fit to the data according
to Eq. 2 gives α = 1.08 counts per atom. The dashed line corre-
sponds to Poissonian photon statistics. b) Ratio variance over mean:
In the first 50 ms, where no atoms are present, the collected back-
ground follows Poissonian statistics. As soon as the atoms arrive
var/mean exhibits a sudden jump to a superpoissonian value. The
initial overshoot is an artifact created by significant change in count
rate within a single bin. At long times the measured ratio decreases
as random background counts become more important with decreas-
ing atom flux. The red line gives a fit according to Eq.(2) over more
than two orders of magnitude in atom flux.
single atom and accurate measurements of photon and atom
statistics.
The experiment is carried out in a setup similar to
the one described in [29]. 87Rb atoms are first laser
cooled in a magneto-optic trap, optically pumped into the
|F = 2,mF = 2〉 state, and transferred to a Ioffe-Pritchard
type magnetic trap generated by a Z-shaped wire on the chip
surface. The atoms are then transferred into a magnetic guide
where the atomic cloud can expand towards the detector sit-
uated 5.5 mm away from the magnetic chip trap used to pre-
pare the atoms (Figure 1a). The phase space density in the
magnetic trap and guide is always less than 10−5.
The position of the magnetic guide above the chip surface
is aligned with the focus of the tapered lensed fiber at the de-
tection region by adjusting the current through the chip wire
and the strength of the external magnetic field. Atoms passing
through the focus of the lensed fiber are excited by laser light
tuned near the F = 2 to F ′ = 3 transition in 87Rb. Over the
next 2000 ms atoms pass the detector and the arrival times of
the fluorescent photons are registered. The experiment is re-
peated several times to measure the photon statistics (Fig. 2).
One observation from these measurements is that the effects
of stray light on the guided atoms can be neglected. This is
quite remarkable, because magnetic traps are extremely sensi-
tive to the presence of light close to resonance with an atomic
transition. On average, scattering of a little more than a sin-
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Figure 3: (color online). Time interval analysis. The data points
show the probabilities for finding different time intervals between
successive photon detections in the low density tail of the atom dis-
tribution. The red line is a double exponential fit. Short time intervals
are dominated by the fluorescence rate of the single atoms. Two such
burst events are shown in the inset. The typical interaction time of
the atoms is τ = 12 µs. The long intervals are given by the atom ar-
rival rate at the detector. The good agreement with the exponential fit
demonstrates that atoms arrive stochastically independent. The slope
of the measured distribution is in agreement with the mean rate of
atom detections.
gle photon is sufficient to pump the atom into a magnetically
untrapped state, removing it from the magnetic guide.
When an atom arrives at the detector, it absorbs and then
re-emits photons. A few of these photons are counted by the
SPCM. This photon scattering strongly disturbs the atom, will
pump it into a un-trapped state, or even into a different hy-
per fine ground state which is not excited by the probing light.
Consequently after a time τ the atom will either leave the de-
tection region or stop scattering photons. Except for random
background counts with very low probability the detector sees
no further light until the next atom arrives (Fig. 3). Therefore
for small atom flux the photon count distribution should re-
flect both (i) the instantaneous photon emission of the detected
atom and its decay at time scales ∼ τ , and (ii) the statistical
distribution of the atoms at long time scales (≫ τ ).
To analyze these features, it is useful to measure the statis-
tics and time correlations of the photon counts. In the ex-
periments presented here we use thermal atoms in a multi-
mode guide (typically > 103 transverse modes are occupied).
Consequently, the atoms exhibit Poissonian statistics as can
be verified by a time interval analysis of the atom arrival dis-
tribution [30] described below .
In the case of a constant atom flux composed of uncorre-
lated atoms, the probability of finding k consecutive bins that
contain no photons is given by PTI(k) = (1−p0)pk0 , where p0
is the probability for an empty bin. This means that logPTI(k)
is a linear function of k. In Fig. 3 we see that the time interval
distribution is composed of two exponential decays (red line).
The steep slope for short time intervals is determined by the
instantaneous fluorescence rate of individual atoms. For long
time intervals the slope is given by the atom arrival rate. Our
measurements show that in the latter region log p0 equals the
mean rate of atom detections, consistent with a Poissonian
3distribution of arrival times. Any atom correlations present
could be identified from time interval analysis of single mea-
surements [30].
An analysis of the photon noise shows that we can relate the
variance and mean of the photon counts directly to the average
number of photons detected from each atom [31]. The photon
flux from a constant source during time intervals much longer
than the excited state life time 1/Γ is described by a Poisso-
nian probability distribution, where the mean photon number
and the variance are both equal to 〈n〉. If the fluorescent pho-
tons come from a random flow of atoms described by a statis-
tical distribution Patom(m) then 〈n〉 is not constant in time.
Mandel’s formula must then be used to describe the statistics
of these photons [9]: P (n) = ∑
m
P (n|m)Patom(m) where
P (n|m) is the conditional probability of obtaining n photons
when the observation region containsm atoms. With the aver-
age number α of photons detected per atom, defined by the re-
lation 〈n〉 = αm, the conditional photon distribution is given
by P (n|m) = (αm)
n
n! exp [−αm] .
For the mean and the variance of the photon distribution
one obtains the ratio
var(nphotons)
〈nphotons〉
= 1 + α
var(matoms)
〈matoms〉
. (1)
When the atoms obey Poissonian statistics, as in our exper-
iments, Eq.(1) reduces to var(n)/〈n〉 = 1 + α. The mean
number of photons detected from each atom (α) can be di-
rectly retrieved from the ratio of variance to mean. If addi-
tionally a Poissonian background b is taken into account the
photon statistics can be expressed as
var(nphotons)
〈nphotons〉
=
(1 + α)α 〈matoms〉+ 〈b〉
α 〈matoms〉+ 〈b〉
. (2)
The atom detection efficiency can be determined from
α. If there is one atom in the detection region, it
will generate at least one photon count with a probability
Pdetection = 1− exp(−α).
From the photon statistics in the data shown in Fig. 2, one
obtainsα = 1.08±0.01 and Pdetection = 66% for 1 nW probe
beam power, 3 MHz blue detuning, and 300 µs integration
time.
The total number of photons scattered by the atoms can be
independently obtained by measuring the ratio of the fluores-
cence counts for F=2→F’=1 and the F=2→F’=3 transitions.
On the F=2→F’=1 transition an atom scatters slightly more
than one photon before being optically pumped into the other
hyperfine ground state, where it remains dark. From the mea-
sured ratio we conclude that each atom scatters ∼ 120 pho-
tons before it leaves the detector. These numbers are in good
agreement with α=1.08 and the photon detection efficiency
pdet = 0.9% given above. In addition the value of α was con-
firmed from independent global atom number measurements
using absorption imaging.
We can investigate if we really detect single atoms by look-
ing at the correlations in the detected fluorescence photons.
Figure 4: (color online). second-order intensity correlation. a) The
second-order correlation function exhibits near perfect photon anti-
bunching in the fluorescence emission of single atoms (1.1 nW exci-
tation power, s = 3.5). The red line is the theoretical model for the
corresponding Rabi frequency Ω = 2.3Γ [32]. b) g(2)(0) as func-
tion of arrival time. The graph covers atomic flux over three orders
of magnitude (compare Fig.2a). The red line is given by Eq.(5).
Since a single atom can emit only one photon at any given
time one would expect photon antibunching, characterized by
g(2)(δt) < 1 [32, 33], where the second-order intensity corre-
lation function is given by
g(2)(δt) =
〈Eˆ−(t) Eˆ−(t+ δt) Eˆ+(t+ δt) Eˆ+(t)〉
〈Eˆ−(t) Eˆ+(t)〉2
. (3)
Fig. 4a shows a measurement of g(2)(δt) from the cross-
correlation of photon counts in two SPCMs arranged in a Han-
bury Brown-Twiss type setup as shown in Fig.1a. The cor-
relation function was reconstructed from the low density tail
of the atom distribution where the mean atomic distance is
large enough to guarantee the presence of at most one atom
in the detection region at any given time. An evaluation of
the raw data results in a value of g(2)(0) = 0.05. If we cor-
rect for coincidental background counts, g(2)(0) is compatible
with zero. Thus we observe near-perfect photon antibunching
in the emission of single atoms passing the detector, a clear
signature of single atom detection. The single photon count
rate is approximately 3500 cps. The red line of Fig. 4a is the
theoretically expected shape of g(2)(δt) for the employed ex-
citation power according to [32].
For a single-mode field with mean photon number 〈n〉 the
second-order correlation at lag δt=0 is limited by [32]
g(2)(0) ≥ 1−
1
〈n〉
∀〈n〉 ≥ 1 (4)
while for 〈n〉 < 1 the lower limit is 0. For a Fock state with
fixed photon number n the inequality (4) becomes an equal-
ity and the minimal value of g(2)(0) is reached. While for
classical light sources 1 ≤ g(2)(0) ≤ ∞ holds the region
g(2)(0) < 1 is exclusively nonclassical and can only reached
by quantum emitters.
Since g(2)(δt) is evaluated when at least one photon count
has been recorded, the mean photon number 〈n〉 has to
be calculated under the condition n ≥ 1. This leads to
4〈n〉 = α〈N〉/(1 − exp (−α〈N〉)) with mean atom number
〈N〉. Hence g(2)(0) is limited by
g(2)(0) ≥ 1−
1− exp (−α〈N〉)
α〈N〉
. (5)
As can be seen from Fig. 4b the measured g(2)(0) follows the
expected shape for the full atom pulse duration. With this
measurement we extend the original experimental investiga-
tion [33, 34] of the influence of atomic density on the second-
order correlation function by almost three orders of magnitude
change in atomic density.
To conclude, we have built and evaluated an atom detector
which is fully integrated on an atom chip, alignment free by
fabrication, and mechanically very robust. It is capable of
detecting single atoms with 66% efficiency and high signal to
noise ratio, which allowed us to study the interplay between
atom and photon statistics.
Low noise, high efficiency and insensitivity to stray light
is achieved using fiber optics to create very selective exci-
tation of the atoms in a small, matched observation volume.
The detection efficiency is currently limited by the numerical
aperture of the multimode collection fiber. A straightforward
substitution of the employed NA=0.275 fiber by a commer-
cially available fiber with NA=0.53 increases the photon col-
lection to α = 4.5 counts/atom and the single atom detection
efficiency to 95% at 50 kHz bandwidth. With these improve-
ments, atom counting becomes feasible.
The high efficiency, signal-to-noise ratio and bandwidth of
our integrated detector make it suitable for many physical sys-
tems where only a few photons can be scattered like in detect-
ing single trapped cold molecules. With its extremely low sen-
sitivity to stray light, our detector is well suited for studies of
correlated atomic systems and scalable quantum experiments
on a single-atom or molecule level.
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