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THE EQUALITY CASE IN A POINCARE´-WIRTINGER TYPE
INEQUALITY
B. BRANDOLINI, F. CHIACCHIO, D. KREJCˇIRˇI´K AND C. TROMBETTI
Abstract. In this paper, generalizing to the non smooth case already existing results, we
prove that, for any convex planar set Ω, the first non-trivial Neumann eigenvalue µ1(Ω) of
the Hermite operator is greater than or equal to 1. Furthermore, and this is our main result,
under some additional assumptions on Ω, we show that µ1(Ω) = 1 if and only if Ω is any strip.
The study of the equality case requires, among other things, an asymptotic analysis of the
eigenvalues of the Hermite operator in thin domains.
1. Introduction
Let Ω ⊂ R2 be a convex domain and let us denote by γ and dmγ the standard Gaussian
function and measure in R2 respectively, that is
γ(x, y) := exp
(
−x
2 + y2
2
)
and dmγ := γ(x, y) dx dy .
In this paper we consider the following Neumann eigenvalue problem for the Hermite operator
(1.1)

− div(γ∇u) = µγu in Ω ,
∂u
∂n
= 0 on ∂Ω ,
where n stands for the outward normal to ∂Ω. As usual, we understand (1.1) as a spectral
problem for the self-adjoint operator T in the Hilbert space L2γ(Ω) := L
2(Ω, dmγ) associated
with the quadratic form t[u] := ‖∇u‖2, D(t) := H1γ(Ω). Here ‖ · ‖ denotes the norm in L2γ(Ω)
and
H1γ(Ω) := {u ∈ L2γ(Ω) | ∇u ∈ L2γ(Ω)}
is a weighted Sobolev space equipped with the norm
√
‖ · ‖2 + ‖∇ · ‖2. Since the embedding
H1γ(Ω) →֒ L2γ(Ω) is compact (see Remark 2.1 below), the spectrum of T is purely discrete. We
arrange the eigenvalues of T in a non-decreasing sequence {µn(Ω)}+∞n=0 where each eigenvalue is
repeated according to its multiplicity. The first eigenfunction of (1.1) is clearly a constant with
eigenvalue µ0(Ω) = 0 for any Ω. We shall be interested in the first non-trivial eigenvalue µ1(Ω)
of (1.1), which admits the following variational characterization
(1.2) µ1(Ω) = min

∫
Ω
|∇u|2 dmγ∫
Ω
u2 dmγ
: u ∈ H1γ (Ω) \ {0} ,
∫
Ω
u dmγ = 0
 .
A classical Poincare´-Wirtinger type inequality which goes back to Hermite (see for example
[11, Chapter II, p. 91 ff]) states that
(1.3) µ1(R
2) = 1
and therefore ∫
R2
(
u−
∫
R2
u dmγ
)2
dmγ ≤
∫
R2
|∇u|2 dmγ , ∀u ∈ H1γ(R2) .
Key words and phrases. Hermite operator; Neumann eigenvalues; thin strips.
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Very recently an inequality analogous to (1.3) raised up in connection with the proof of the
“gap conjecture” for bounded sets (see [2]). In [3] the authors prove that if Ω is a bounded,
convex set then
(1.4) µ1(Ω) ≥ µ1
(
−d(Ω)
2
,
d(Ω)
2
)
where d(Ω) is the diameter of Ω and, here and throughout, µ1 (a, b) will denote the first nontrivial
eigenvalue of the Sturm-Liouville problem
(1.5)
 − (γ1v
′)′ = µγ1v in (a, b) ,
v′ (a) = v′ (b) = 0 ,
with −∞ ≤ a < b ≤ +∞ and
γ1(x) := exp
(
−x
2
2
)
.
Again, we understand (1.5) as a spectral problem for a self-adjoint operator with compact
resolvent in L2γ1((a, b)). It is well-known that
(1.6) µ1(a, b) ≥ 1 with µ1(a, b) = 1 if and only if (a, b) = R.
As first result of this paper we extend the validity of (1.4) to any convex, possibly unbounded,
planar domain (see [6] for the smooth case).
Theorem 1.1. Let Ω ⊂ R2 be any convex domain. Then
(1.7) µ1(Ω) ≥ µ1(R) = 1 .
The result is sharp in the sense that the equality in (1.7) is achieved for Ω being any two-
dimensional strip. It is natural to ask if the strips are the unique domains for which the equality
in (1.7) is achieved.
We provide a partial answer to the uniqueness question via the following theorem, which is
the main result of this paper.
Theorem 1.2. Let Ω be a convex subset of Sy1,y2 :=
{
(x, y) ∈ R2 : y1 < y < y2
}
for some
y1, y2 ∈ R, y1 < y2. If µ1(Ω) = 1, then Ω is a strip.
Inequality (1.4) is a Payne-Weinberger type inequality for the Hermite operator. We recall
that the classical Payne-Weinberger inequality states that the first nontrivial eigenvalue of the
Neumann Laplacian in a bounded convex set Ω, µ∆1 (Ω), satisfies the following bound
(1.8) µ∆1 (Ω) ≥
π2
d(Ω)2
,
where π2/d(Ω)2 is the first nontrivial Neumann eigenvalue of the one-dimensional Laplacian in
(−d(Ω)/2,d(Ω)/2) (see [19]). The above estimate is the best bound that can be given in terms
of the diameter alone in the sense that µ∆1 (Ω)d(Ω)
2 tends to π2 for a parallepiped all but one
of whose dimensions shrink to zero (see [17, 21]).
Estimate (1.7) is sharp, not only asymptotically, since the equality sign is achieved when Ω
is any strip S. Indeed, it is straight-forward to verify that µ1(S) = µ1(R) = 1 for any strip S.
Hence the question faced in Theorem 1.2 appears quite natural.
The paper is organized as follows. Section 2 contains the proof of Theorem 1.1, while Section 3
is devoted to the proof of Theorem 1.2. The latter consists in various steps. We firstly deduce
from (1.7) that any optimal set must be unbounded; then we show that it is possible to split
an optimal set Ω getting two sets that are still optimal and have Gaussian area mγ(Ω)/2.
Repeating this procedure we obtain a sequence of thinner and thinner, optimal sets Ωk and we
finally prove that there exists a ∈ R such that µ1(Ωk) converges as k → +∞ to µ1(a,+∞),
which is strictly greater than 1 unless a = −∞. This circumstance implies that Ω contains a
straight-line, and hence Ω is a strip.
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The convergence of µ1(Ωk) to µ1(a,+∞) follows by a more general result established in
Section 4, where we actually prove a convergence of all eigenvalues of T in thin domains to
eigenvalues of a one-dimensional problem (see Theorem 4.1). We also establish certain conver-
gence of eigenfunctions. We believe that the convergence results are of independent interest,
since our method of proof differs from known techniques in the case of the Neumann Laplacian
in thin domains [4, 5, 18, 20].
For optimisation results related to the present work, we refer the interested reader to [7, 13,
16, 9, 10].
2. Proof of Theorem 1.1
Repeating step by step the arguments contained in [6], Theorem 1.1 is a consequence of the
following extension result, which we believe is interesting on its own.
Theorem 2.1. Let Ω ⊂ R2 be a convex domain and let u ∈ H1γ(Ω). Then there exists a function
u˜ ∈ H1γ (R2) which is an extension of u to R2, that is
u˜|Ω = u
and
(2.1) ‖u˜‖H1γ(R2) ≤ C ‖u‖H1γ (Ω) ,
where C = C(Ω).
Proof. We preliminarily observe that, if Ω is bounded, the theorem can be immediately obtained
from the classical result for the unweighted case (see for instance [14, Thm. 4.4.1]). So, from
now on, we assume that Ω is unbounded and we adapt the arguments in [14] to treat our case.
We distinguish two cases: 0 ∈ Ω and 0 /∈ Ω.
Case 1: 0 ∈ Ω. The convexity of Ω ensures there exists a constant L > 0 such that, for
every (x0, y0) ∈ ∂Ω, up to a rotation, there exist r > 0 and an L-Lipschitz continuous function
β : R→ [0,+∞) such that, if we set Q(x0, y0, r) := {(x, y) ∈ R2 : |x− x0| < r, |y − y0| < r}, it
holds
Ω ∩Q(x0, y0, r) = {(x, y) ∈ Ω : |x− x0| < r, y0 − r < y < β(x)}, max
|x−x0|<r
|β(x)− y0| < r
2
.
In other words,
(2.2) |β′(x)| ≤ L for a.e. x ∈ (x0 − r, x0 + r),
with L independent from x0, y0, r.
Fix (x0, y0) ∈ ∂Ω and set Ωi := Q(x0, y0, r) ∩ Ω and Ωe := Q(x0, y0, r) \ Ω. Let u ∈ C1(Ω)
and suppose for the moment that the support of u is contained in Q(x0, y0, r) ∩ Ω. Set
ue(x, y) := u(x, 2β(x) − y) if (x, y) ∈ Ωe .
We get ∫
Ωe
ue(x, y)2 exp
(
−x
2 + y2
2
)
dxdy
=
∫
Ωe
u(x, 2β(x) − y)2 exp
(
−x
2 + y2
2
)
dxdy
=
∫
Ωi
u(s, t)2 exp
(
−s
2 + (2β(s)− t)2
2
)
dsdt
=
∫
Ωi
u(s, t)2 exp
(
−s
2 + (2β(s)− t)2
2
+
s2 + t2
2
)
exp
(
−s
2 + t2
2
)
dsdt.
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By elementary geometric considerations, taking into account the assumption 0 ∈ Ω, it is easy
to verify that
(2.3) exp
(
−s
2 + (2β(s) − t)2
2
+
s2 + t2
2
)
≤ 1 , ∀ (s, t) ∈ Ωi.
Thus
(2.4)
∫
Ωe
ue(x, y)2 exp
(
−x
2 + y2
2
)
dxdy ≤
∫
Ωi
u(s, t)2 exp
(
−s
2 + t2
2
)
dsdt.
On the other hand, by (2.2) and (2.3) it holds∫
Ωe
|∇ue(x, y)|2 exp
(
−x
2 + y2
2
)
dxdy
≤
∫
Ωi
[(
∂su(s, t) + 2∂tu(s, t)β
′(s)
)2
+
(
∂tu(s, t)
)2]
exp
(
−s
2 + (2β(s)− t)2
2
)
dsdt
≤ C(L)
∫
Ωi
|∇u(s, t)|2 exp
(
−s
2 + t2
2
)
dsdt.(2.5)
Define
u˜ :=
 u on Ω
i ,
ue on Ωe ,
0 on R2 \ (Ωi ∪ Ωe) .
If Ω contains the origin and the support of u is contained in Q(x0, y0, r)∩Ω, then (2.4) and (2.5)
imply (2.1) with C = C(L).
Now assume that u ∈ C1(Ω) and drop the restriction on its support. Clearly ∂Ω is not
compact, but we can cover ∂Ω with a countable family of squares {Q2k−1} = {Q(xk0 , yk0 , r′k)}∞k=1,
with (xk0, y
k
0 ) ∈ ∂Ω and r′k > 0 such that (2.2) holds true for each k. Analogously, we can cover
the set Ω \ ⋃+∞k=1Q2k−1 with a countable family of squares {Q2k} = {Q(xk1 , yk1 , r′′k)}∞k=1 with
(xk1 , y
k
1 ) ∈ Ω and r′′k > 0. For the countable cover {Ql}∞l=1 of Ω there is a partition of unity ϕl
subordinated to Ql with ϕl smooth for each l (see for instance [1, Thm. 3.14]). Define ϕ˜lu as
above when l is odd and set
u˜ :=
∑
l odd
ϕ˜lu+
∑
l even
ϕlu.
Clearly u˜ satisfies (2.1).
Finally if u ∈ H1γ(Ω), the claim follows by approximation arguments and the proof of Case 1
is accomplished.
Case 2: 0 6∈ Ω. Suppose now that 0 /∈ Ω and denote d0 := dist(0, ∂Ω). Let us fix a vector
(δ1, δ2), with
√
δ21 + δ
2
2 > d0, in such a way that the translation Φ : R
2 → R2 : {(x, y) 7→
(x− δ1, y − δ2)} maps Ω onto a set Φ(Ω) containing the origin. Defining
v(x, y) := u(x+ δ1, y + δ2) exp
(
−xδ1
2
− δ
2
1
4
)
exp
(
−yδ2
2
− δ
2
2
4
)
,
for every (x, y) ∈ Φ(Ω), we have ∫
Ω
u2 dmγ =
∫
Φ(Ω)
v2 dmγ .
Since by construction Φ(Ω) contains the origin, there exists a function v˜ ∈ H1γ(R2) such that
v˜
∣∣
Φ(Ω) = v and
‖v˜‖H1γ(R2) ≤ C(L) ‖v‖H1γ (Φ(Ω)) .
Letting
u˜(x, y) := v˜(x− δ1, y − δ2) exp
(
xδ1
2
− δ
2
1
4
)
exp
(
yδ2
2
− δ
2
2
4
)
,
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we finally get that u˜|Ω = u and
‖u˜‖H1γ(R2) ≤ C(L, d0) ‖u‖H1γ (Ω).
This completes the proof of the theorem. 
Remark 2.1. Using the fact that H1γ(R
2) is compactly embedded into L2γ(R
2) (see for exam-
ple [12]) and the above extension theorem one can easily deduce the compact embedding of H1γ(Ω)
into L2γ(Ω) (see also [15, 6]). Therefore, by the classical spectral theory on compact self-adjoint
operators, µ1(Ω) satisfies the variational characterization (1.2).
3. Proof of Theorem 1.2
The main ingredient in our proof of Theorem 1.2 is the following lemma, which tells us that
cutting the optimiser of (1.7) in two convex, unbounded sets with equal Gaussian area, we again
get two optimisers.
Lemma 3.1. Let Ω be a convex subset of Sy1,y2 with µ1(Ω) = 1. Let y¯ ∈ (y1, y2) be such that
the straight-line {y = y¯} divides Ω into two convex subsets with equal Gaussian area mγ(Ω).
Then
µ1
(
Ω ∩ {y < y¯}) = µ1(Ω ∩ {y > y¯}) = 1.
Proof. Let u be an eigenfunction of (1.1) corresponding to µ1(Ω). By (1.2), we know that∫
Ω u dmγ = 0 and
1 =
∫
Ω |∇u|2 dmγ∫
Ω u
2 dmγ
.
For each α ∈ [0, 2π] there is a unique straight-line rα orthogonal to (cosα, sinα) such that it
divides Ω into two convex sets Ω′α,Ω
′′
α with equal Gaussian measure. Let I(α) :=
∫
Ω′α
u dmγ .
Since I(α) = −I(α+ π), by continuity there is α¯ such that I(α¯) = 0. Now we claim that rα¯ is
parallel to the x-axis. Note firstly that Ω′α¯ and Ω
′′
α¯ are obviously convex and by (1.4), (1.6) and
(1.7) we have
(3.1) µ1(Ω
′
α¯) ≥ 1 , µ1(Ω′′α¯) ≥ 1 .
Moreover, it is immediate to verify that
1 = µ1(Ω) =
∫
Ω′α¯
|∇u|2 dmγ +
∫
Ω′′α¯
|∇u|2 dmγ∫
Ω′α¯
u2 dmγ +
∫
Ω′′α¯
u2 dmγ
≥ min
{∫
Ω′α¯
|∇u|2 dmγ∫
Ω′α¯
u2 dmγ
,
∫
Ω′′α¯
|∇u|2 dmγ∫
Ω′′α¯
u2 dmγ
}
,
with equality holding if and only if∫
Ω′α¯
|∇u|2 dmγ∫
Ω′α¯
u2 dmγ
=
∫
Ω′′α¯
|∇u|2 dmγ∫
Ω′′α¯
u2 dmγ
.
Without loss of generality we can assume that
min
{∫
Ω′α¯
|∇u|2 dmγ∫
Ω′α¯
u2 dmγ
,
∫
Ω′′α¯
|∇u|2 dmγ∫
Ω′′α¯
u2 dmγ
}
=
∫
Ω′α¯
|∇u|2 dmγ∫
Ω′α¯
u2 dmγ
.
Finally, (3.1) ensures that
(3.2) 1 = µ1(Ω) = µ1(Ω
′
α¯) = µ1(Ω
′′
α¯) .
Now we want to show that both Ω′α¯ and Ω
′′
α¯ are unbounded, and hence rα¯ is parallel to the
x-axis. Suppose by contradiction that, for instance, Ω′α¯ is bounded. In such a case (1.4) yields
µ1(Ω
′
α¯) ≥ µ1
(
−d(Ω
′
α¯)
2
,
d(Ω′α¯)
2
)
.
Taking into account (3.2) and (1.6), we get that
µ1
(
−d(Ω
′
α¯)
2
,
d(Ω′α¯)
2
)
= 1
5
that is d(Ω′α¯) = +∞, which is a contradiction. 
Proof of Theorem 1.2. By contradiction, let us assume that Ω ⊂ Sy1,y2 is a convex domain
different from a strip and µ1(Ω) = 1. Let us denote
Ω =
{
(x, y) ∈ R2 : y1 < y < y2, p(y) < x
}
,
where p is a convex, non-trivial function. From (1.4) and (1.6) it follows that Ω is necessarily
unbounded. By employing a separation of variables, we also deduce from (1.4) and (1.6) that Ω
cannot be a semi-strip. Finally, we may assume that inf{x : ∃ y ∈ [y1, y2], (x, y) ∈ Ω} is finite
(otherwise, we would have the finite supremum, which can be transferred to our situation by a
reflection of the coordinate system).
Repeating the procedure described in the above lemma, since at any step we are dividing into
two convex subsets with equal Gaussian area, we can obtain a sequence of unbounded convex
domains
(3.3) Ωǫk :=
{
(x, y) ∈ R2 : y0 < y < dk, p(y) < x
}
= {(x, y) ∈ Ω : y0 < y < dk}
such that
µ1(Ωǫk) = 1 , ǫk := dk − y0 −−−−→
k→+∞
0 .
Here the point y0 is chosen in such a way that p
′(y0) 6= 0, which is always possible because
the situation of semi-strips has been excluded. Without loss of generality (reflecting again the
coordinate system if necessary), we may in fact assume
(3.4) p′(y0) > 0 ,
so that φ is increasing on [y0, dk] whenever k is sufficiently large. Applying now a more general
convergence result for eigenvalues in thin Neumann domains that we shall establish in the
following section (Theorem 4.1), we have
Lemma 3.2. lim
k→∞
µ1(Ωǫk) = µ1(p
−1(y0),+∞).
Since µ1(Ωǫk) equals 1 for every k, we conclude that
µ1
(
p−1(y0),+∞
)
= 1 .
However, from (1.6), we then deduce that p−1(y0) = −∞, which contradicts our assumptions
from the beginning of the proof. In other words, Ω contains a straight-line and the theorem
immediately follows. 
It thus remains to establish Lemma 3.2.
4. Eigenvalue asymptotics in thin strips
In this section we establish Lemma 3.2 as a consequence of a general result about convergence
of all eigenvalues of T in thin domains of the type (3.3).
4.1. The geometric setting. Let f : [0,+∞)→ [0,+∞) be a concave non-decreasing contin-
uous non-trivial function such that f(0) = 0 (the case f(0) > 0 is actually much easier to deal
with). Given a positive number ε < sup f , we put
fε(x) := min{ε, f(x)}
and define an unbounded domain
Ωε := {(x, y) ∈ R2 : 0 < x , 0 < y < fε(x)} .
Clearly, (3.3) can be cast into this form after identifying f = p−1 and a translation. However,
keeping in mind that the problem (1.1) is not translation-invariant, we accordingly change the
definition of the Gaussian weight throughout this section
γ(x, y) := exp
(
−(x0 + x)
2 + (y0 + y)
2
2
)
.
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Here y0 is primarily thought as the point from (3.3) and x0 is then such that (x0, y0) ∈ Ωǫk .
For the results established in this section, however, x0 and y0 can be thought as arbitrary real
numbers. For our method to work, it is only important to assume (3.4), which accordingly
transfers to
(4.1) f ′(0) < +∞ .
4.2. The analytic setting and main result. Keeping the translation we have made in mind,
instead of (1.1) we equivalently consider the eigenvalue problem
(4.2)

− div(γ∇u) = µγu in Ωε ,
∂u
∂n
= 0 on ∂Ωε .
We understand (4.2) as a spectral problem for the self-adjoint operator Tε in the Hilbert space
L2γ(Ωε) associated with the quadratic form tε[u] := ‖∇u‖2ε, D(tε) := H1γ(Ωε). Here ‖ · ‖ε
denotes the norm in L2γ(Ωε). We arrange the eigenvalues of Tε in a non-decreasing sequence
{µn(Ωε)}n∈N where each eigenvalue is repeated according to its multiplicity. In this paper we
adopt the convention 0 ∈ N. We are interested in the behaviour of the spectrum as ε → 0,
particularly µ1(Ωε) because of Lemma 3.2.
It is expectable that the eigenvalues will be determined in the limit ε → 0 by the one-
dimensional problem
(4.3)
 −(γ0 u
′)′ = νγ0u in (0,+∞) ,
u′(0) = 0,
where
γ0(x) := γ(x, 0) = exp
(
−(x0 + x)
2 + y20
2
)
.
Again, we understand (4.3) as a spectral problem for the self-adjoint operator T0 in the Hilbert
space L2γ0((0,+∞)) associated with the quadratic form t0[u] := ‖∇u‖20, D(t0) := H1γ0((0,+∞)),
where ‖ · ‖0 denotes the norm in L2γ0((0,+∞)). As above, we arrange the eigenvalues of T0 in a
non-decreasing sequence {νn}n∈N where each eigenvalue is repeated according to its multiplicity.
By construction, for each n ∈ N, νn coincides with the eigenvalue µn(x0,+∞) defined in (1.5).
In this section we prove the following convergence result.
Theorem 4.1. Let f : [0,+∞) → [0,+∞) be a concave non-decreasing continuous non-trivial
function such that f(0) = 0. Assume in addition (4.1). Then
∀n ∈ N , µn(Ωε) −−−→
ε→0
νn .
We shall also establish certain convergence of eigenfunctions of Tε to eigenfunctions of T0.
Clearly, Lemma 3.2 is the case n = 1 of this general theorem.
The rest of this section is devoted to a proof of Theorem 4.1.
4.3. From the moving to a fixed domain. Our main strategy is to map Ωε into a fixed
strip Ω. We introduce a refined mapping in order to effectively deal with the singular situation
f(0) = 0.
Let
aε := inf f
−1
ε ({ε}) .
By the definition of fε and since f is non-decreasing, aε → 0 as ε → 0 and fε(x) = ε for all
x > aε. If f(0) > 0, then there exists ε0 > 0 such that aε = 0 for all ε ≤ ε0. On the other hand,
if f(0) = 0, then aε > 0 for all ε > 0. The troublesome situation is the latter, to which we have
restricted from the beginning. In this case, we introduce an auxiliary function
gε(s) :=
{
aεs+ aε if s ∈ [−1, 0) ,
s+ aε if s ∈ [0,+∞) .
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Since we are interested in the limit ε→ 0, we may henceforth assume
(4.4) ε ≤ 1 and aε ≤ 1 .
Define ε-independent sets
Ω− := (−1, 0) × (0, 1) , Ω+ := (0,+∞) × (0, 1) , Ω := (−1,+∞)× (0, 1) .
The mapping
(4.5) Lε : Ω→ Ωε :
{
(s, t) 7→ Lε(s, t) :=
(
gε(s), fε(gε(s)) t
)}
represents a C0,1-diffeomorphism between Ω and Ωε (f is differentiable almost everywhere, as
it is supposed to be concave). In this way, we obtain a convenient parameterisation of Ωε via
the coordinates (s, t) ∈ Ω whose Jacobian is
(4.6) jε(s, t) = g
′
ε(s)fε(gε(s)) .
Note that the Jacobian is independent of t and singular at s = −1. Now we reconsider (4.2)
in Ω. With the notation
γε(s, t) := (γ ◦ Lε)(s, t) = exp
(
− [x0 + gε(s)]
2 + [y0 + fε(gε(s))t]
2
2
)
,
introduce the unitary transform
Uε : L
2
γ(Ωε)→ L2γεjε/ε(Ω) :
{
u 7→ √ε u ◦ Lε
}
.
Here, in addition to the change of variables (4.5), we also make an irrelevant scaling transform
(so that the renormalised Jacobian jε/ε is 1 in Ω+). The operators Hε := UεTεU
−1
ε and Tε
are isospectral. By definition, Hε is associated with the quadratic form hε[ψ] := tε[U
−1
ε ψ],
D(hε) := UεD(tε).
Proposition 4.1. Assume (4.1). Then
hε[ψ] =
∫
Ω
[(
∂sψ
g′ε
− f
′
ε ◦ gε
fε ◦ gε t ∂tψ
)2
+
(∂tψ)
2
(fε ◦ gε)2
]
γε g
′
ε
fε ◦ gε
ε
ds dt ,(4.7)
D(hε) ⊂ H1γεjε/ε(Ω) .(4.8)
Here we have started to simplify the notation by suppressing arguments of the functions.
Proof. The space Dε := C
1
0 (R
2) ↾ Ωε is a core of tε. The transformed space D := UεDε
is a subset of C00 (R
2) ↾ Ω consisting of Lipschitz continuous functions on Ω which belong to
C1(Ω−) ⊕ C1(Ω+) (we do not have C1 globally, because gε and fε are not smooth). For any
ψ ∈ D, it is easy to check (4.7); this formula extends to all ψ from the domain
D(hε) = D
‖·‖hε , ‖ · ‖hε :=
√
hε[·] + ‖ · ‖2 ,
where ‖ · ‖ denotes the norm of L2γεjε/ε(Ω). Let ψ ∈ D. Using elementary estimates, we easily
check
(4.9) h−ε [ψ] ≤ hε[ψ]
where
h−ε [ψ] := δ
∫
Ω
(
∂sψ
g′ε
)2
γε g
′
ε
fε ◦ gε
ε
ds dt+
(
1− δ
1− δ ‖f
′
ε‖2∞
)∫
Ω
(∂tψ)
2
(fε ◦ gε)2 γε g
′
ε
fε ◦ gε
ε
ds dt
with any δ ∈ (0, 1). Note that f ′ε is bounded under the assumption (4.1) and the concavity.
For any ε > 0, we can choose δ so small that h−ε [ψ] is composed of a sum of two non-negative
terms (δ can be made independent of ε if we restrict the latter to a fixed bounded interval, say
(0, 1], see (4.4), because ‖f ′ε‖L∞((0,1)) ≤ ‖f ′‖L∞((0,1)), but this assumption is not needed for the
property we are proving). Using that g′ε is bounded for any fixed ε and the estimate fε ◦ gε ≤ ε,
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we thus deduce from (4.9) that there is a positive constant cε,δ (again, this constant can be
made independent of ε if ε ≤ 1) such that
cε,δ ‖ψ‖2H1
γεjε/ε
(Ω) ≤ ‖ψ‖hε .
This proves (4.8) because D is dense in H1γεjε/ε(Ω). 
4.4. The eigenvalue equation. Recall that we denote the eigenvalues of Tε (and hence Hε)
by µn(Ωε) with n ∈ N (= {0, 1, . . . }). The (n + 1)th eigenvalue can be characterised by the
Rayleigh-Ritz variational formula
(4.10) µn(Ωε) = inf
dimLn=n+1
Ln⊂D(hε)
sup
ψ∈Ln
hε[ψ]
‖ψ‖2 .
Proposition 4.2. For any n ∈ N, there exists a positive constant Cn such that for all ε ≤ 1,
µn(Ωε) ≤ Cn .
Proof. Assuming ε ≤ 1, we have the following two-sided ε- and t-independent bound
(4.11) γ−(s) ≤ γε(s, t) ≤ γ+(s)
valid for every (s, t) ∈ Ω+ with
γ−(s) := exp
(
−(|x0|+ s+ 1)
2 + (|y0|+ 1)2
2
)
, γ+(s) := exp
(
−(−|x0|+ s)
2 − 2|y0|
2
)
.
Using in addition that g′ε = 1 and fε ◦ gε = ε in Ω+, we obviously have
∀ψ ∈ C∞0 ((0,+∞)) ⊗ {1} ,
hε[ψ]
‖ψ‖2 ≤
∫
Ω+
(∂sψ)
2 γ+(s) ds dt∫
Ω+
ψ2 γ−(s) ds dt
.
It then follows from (4.10) that the inequality of the proposition holds with the numbers
Cn := inf
dimLn=n+1
Ln⊂C∞0 ((0,+∞))
sup
ψ∈Ln
∫ +∞
0
ψ′(s)2 γ+(s) ds∫ +∞
0
ψ(s)2 γ−(s) ds
,
which are actually eigenvalues of the one-dimensional operator −γ−1− ∂sγ+∂s in L2γ−((0,+∞)),
subject to Dirichlet boundary conditions. 
Let us now fix n ∈ N and abbreviate the (n + 1)th eigenvalue of Hε by µε := µn(Ωε). We
denote an eigenfunction corresponding to µε by ψε and normalise it to 1 in L
2
γεjε/ε
(Ω), i.e.,
(4.12) ‖ψε‖ = 1 .
for every admissible ε > 0.
The weak formulation of the eigenvalue equation Hεψε = µεψε reads
(4.13) ∀φ ∈ D(hε) , hε(φ,ψε) = µε (φ,ψε) ,
where (·, ·) stands for the inner product in L2γεjε/ε(Ω) and hε(·, ·) denotes the sesquilinear form
corresponding to hε[·], that is ∀φ ∈ D(hε)
∫
Ω
[(
∂sψε
g′ε
− f
′
ε ◦ gε
fε ◦ gε t ∂tψε
)(
∂sφ
g′ε
− f
′
ε ◦ gε
fε ◦ gε t ∂tφ
)
+
(∂tψε)
(fε ◦ gε)
(∂tφ)
(fε ◦ gε)
]
γε g
′
ε
fε ◦ gε
ε
ds dt
(4.14)
= µε
∫
Ω
ψε φγε g
′
ε
fε ◦ gε
ε
ds dt .
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4.5. What happens in Ω+. Using |t| ≤ 1, we easily verify
(4.15) ∀(s, t) ∈ Ω+ , γε(s, t) ≥ ρε(s)γ0(s) ,
where the function
ρε(s) := exp
(
−a
2
ε + 2|x0|aε + ε2 + 2|y0|ε
2
)
exp(−aεs)
is converging pointwise to 1 as ε→ 0.
Choosing φ = ψε as a test function in (4.13) and using (4.15) together with Proposition 4.2
and (4.12), we obtain
(4.16)
∫
Ω+
(∂sψε)
2 ρε γ0 ds dt+
∫
Ω+
(∂tψε)
2
ε2
ρε γ0 ds dt ≤ hε[ψε] = µε‖ψε‖2 ≤ C .
Here and in the sequel, we denote by C a generic constant which is independent of ε and may
change its value from line to line. Writing
(4.17) ψε(s) = ϕε(s) + ηε(s, t) ,
where
(4.18)
∫ 1
0
ηε(s, t) dt = 0 for a.e. s ∈ (0,+∞) ,
we deduce from the second term on the left hand side of (4.16)
(4.19) π2
∫
Ω+
η2ε ρε γ0 ds dt ≤
∫
Ω+
(∂tηε)
2 ρε γ0 ds dt ≤ Cε2 .
Differentiating (4.18) with respect to s, we may write∫
Ω+
(∂sψε)
2 ρε γ0 ds dt =
∫
Ω+
ϕ′ε
2
ρε γ0 ds dt+
∫
Ω+
(∂sηε)
2 ρε γ0 ds dt
and putting this decomposition into (4.16), we get from the first term on the left hand side
(4.20)
∫ +∞
0
ϕ′ε
2
ρε γ0 ds ≤ C ,
∫ +∞
0
(∂sηε)
2 ρε γ0 ds ≤ C .
At the same time, from (4.12) using (4.15), we obtain
(4.21)
∫
Ω+
ϕ2ε ρε γ0 ds dt+
∫
Ω+
η2ε ρε γ0 ds dt =
∫
Ω+
ψ2ε ρε γ0 ds dt ≤ ‖ψε‖2 = 1 ,
where the first equality employs (4.18). Consequently,
(4.22)
∫ +∞
0
ϕ2ε ρε γ0 ds ≤ 1 .
Finally, employing the first inequality from (4.20) and (4.22), we get
(4.23)
∫ +∞
0
(
√
ρεϕε)
′2 γ0 ds ≤ C .
From (4.22) and (4.23), we see that {√ρεϕε}ε>0 is a bounded family in H1γ0((0,+∞)) and
therefore precompact in the weak topology of this space. Let ϕ0 be a weak limit point, i.e. for
a decreasing sequence of positive numbers {εi}i∈N such that εi → 0 as i→ +∞,
(4.24)
√
ρεiϕεi
w−−−−→
i→+∞
ϕ0 in H
1
γ0((0,+∞)) .
Since H1γ0((0,+∞)) is compactly embedded in L2γ0((0,+∞)), we may assume
(4.25)
√
ρεiϕεi
s−−−−→
i→+∞
ϕ0 in L
2
γ0((0,+∞)) .
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4.6. What happens in Ω−. Here γε can be estimated from below just by an ε-independent
positive number, e.g.,
(4.26) ∀(s, t) ∈ Ω− , γε(s, t) ≥ exp
(
−(|x0|+ 1)
2 + |y0|+ 1)2
2
)
.
On the other hand, we need a lower bound to fε. Employing that f is concave and non-
decreasing, we can use
(4.27) ∀s ∈ (−1, 0) , fε(gε(s)) ≥ ε (s + 1) .
Recall also that g′ε = aε on (−1, 0).
Choosing φ = ψε as a test function in (4.13) and using (4.26) and (4.27), we obtain
(4.28)
∫
Ω−
(
∂sψε
aε
− f
′
ε ◦ gε
fε ◦ gε t ∂tψε
)2
aε (s+ 1) ds dt+
∫
Ω−
(∂tψε)
2
(fε ◦ gε)2 aε (s + 1) ds dt ≤ C .
Assume (4.1). Using elementary estimates as in the proof of Proposition 4.1, this inequality
implies
(4.29) δ
∫
Ω−
(
∂sψε
aε
)2
aε (s+ 1) ds dt +
(
1− δ
1− δ ‖f
′
ε‖2∞
)∫
Ω−
(∂tψε)
2
(fε ◦ gε)2 aε (s+ 1) ds dt ≤ C
with any δ ∈ (0, 1). We can choose δ (independent of ε due to (4.4)) so small that the left hand
side of (4.29) is composed of a sum of two non-negative terms. Using in addition fε ◦ gε ≤ ε,
we thus deduce from (4.29)
1
aε
∫
Ω−
(∂sψε)
2 (s+ 1) ds dt+
aε
ε2
∫
Ω−
(∂tψε)
2 (s+ 1) ds dt ≤ C .
Moreover, it follows from (4.1) and the convexity bound
(4.30) ∀s ≥ 0 , f(s) ≤ f ′(0)s
that
(4.31) ε ≤ f ′(0) aε .
Hence
(4.32)
∫
Ω−
|∇ψε|2 (s+ 1) ds dt ≤ Caε .
Now we write (ϕε is constant!)
(4.33) ψε(s, t) = ϕε + ηε(s, t) ,
where
(4.34)
∫
Ω−
ηε(s, t) (s + 1) ds dt = 0 .
Then we deduce from (4.32)
(4.35) π2
∫
Ω−
η2ε (s + 1) ds dt ≤
∫
Ω−
|∇ηε|2 (s+ 1) ds dt ≤ Caε .
Note that π2 is indeed the minimum between the first non-zero Neumann eigenvalue in the
interval of unit length and the first non-zero Neumann eigenvalue in the unit disk.
At the same time, from (4.12) using (4.26) and (4.27), we obtain
(4.36)
∫
Ω−
ϕ2ε aε (s+ 1) ds dt+
∫
Ω−
η2ε aε (s+ 1) ds dt =
∫
Ω−
ψ2ε aε (s+ 1) ds dt ≤ C ,
where the first equality employs (4.34). Consequently, recalling that ϕε is constant,
(4.37) ϕ2ε aε ≤ C on Ω− .
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4.7. The limiting eigenvalue equation in Ω+. Now we consider (4.13) for the sequence
{εi}i∈N and a test function φ(s, t) = ϕ(s), where ϕ ∈ C∞0 (R) is such that ϕ′ = 0 on [−1, 0], and
take the limit i→ +∞.
We shall need a lower bound analogous to the upper bound (4.31). From the fundamental
theorem of calculus, we deduce
(4.38) ∀s ∈ [0, aε] , f(s) ≥
(
ess inf
(0,aε)
f ′
)
s .
Note that the infimum cannot be zero unless f is trivial (we assume from the beginning ε < sup f
and that f is non-decreasing) and that it converges to f ′(0) > 0 as ε→ 0. Consequently, for all
sufficiently small ε, we have
(4.39) ε ≥ 1
2
f ′(0) aε .
At the same time, in analogy with (4.15), we have
(4.40) ∀(s, t) ∈ Ω+ , γε(s, t) ≤ cερε(s)γ0(s) ,
where
cε := exp
(
2|x0|aε + ε2 + 2|y0|ε
2
)
is converging to 1 as ε→ 0.
We first look at the right hand side of (4.13). Using the decompositions (4.17) and (4.33),
we have
(ϕ,ψε) =
∫
Ω−
ϕϕε γε aε
fε ◦ gε
ε
ds dt+
∫
Ω−
ϕηε γε aε
fε ◦ gε
ε
ds dt
+
∫
Ω+
ϕϕε γε ds dt+
∫
Ω+
ϕηε γε ds dt .
Estimating γε ≤ 1 and using (4.30) and (4.39), we get∣∣∣∣∫
Ω−
ϕηε γε aε
fε ◦ gε
ε
ds dt
∣∣∣∣ ≤ a2εε f ′(0)
∫
Ω−
|ϕ| |ηε| (s+ 1) ds dt ≤ 2aε
∫
Ω−
|ϕ| |ηε| (s + 1) ds dt ,
where the right hand side tends to zero as ε→ 0 due to the Schwarz inequality and (4.35). At
the same time, recalling that ϕε is constant in Ω−,∣∣∣∣∫
Ω−
ϕϕε γε aε
fε ◦ gε
ε
ds dt
∣∣∣∣ ≤ a2εε f ′(0)
∫
Ω−
|ϕ| |ϕε| (s + 1) ds dt ≤ 2aε|ϕε|
∫
Ω−
|ϕ| (s + 1) ds dt ,
where the right hand side tends to zero as ε→ 0 due to (4.37). Using (4.40), we also get∣∣∣∣∫
Ω+
ϕηε γε ds dt
∣∣∣∣ ≤ cε ∫
Ω+
|ϕ| |ηε| ρε γ0 ds dt ≤ cε
√∫
Ω+
ϕ2 γ0 ds dt
√∫
Ω+
η2ε ρε γ0 ds dt ,
where the right hand side tends to zero as ε→ 0 due to (4.19). Finally, we write∫
Ω+
ϕϕεiγεids dt =
∫
Ω+
ϕϕεi
√
ρεiγ0 ds dt+
∫
Ω+
ϕϕεi
√
ρεiγ0
(
γεi√
ρεiγ0
− 1
)
ds dt .
Here the first term on the right hand side converges to
∫
Ω+
ϕϕ0 γ0 ds dt as i→ +∞ due to (4.24),
while the second term vanishes in the limit because of∣∣∣∣∫
Ω+
ϕϕεi
√
ρεiγ0
(
γεi√
ρεiγ0
− 1
)
ds dt
∣∣∣∣
≤
√∫
Ω+
ϕ2 γ0
(
γεi√
ρεiγ0
− 1
)2
ds dt
√∫
Ω+
ϕ2εiρεiγ0 ds dt .
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Indeed the second term on the right hand side is bounded by (4.21), while first term tends to
zero as i→ +∞ by the dominated convergence theorem. Summing up,
(4.41) lim
i→+∞
(ϕ,ψεi) =
∫ +∞
0
ϕϕ0 γ0 ds .
Employing that the test function ϕ is constant on [−1, 0] and the decomposition (4.17), we
have
hε(ϕ,ψε) =
∫
Ω+
ϕ′ ϕ′ε γε ds dt+
∫
Ω+
ϕ′ ∂sηε γε ds dt .
Here the first term on the right hand side can treated in the same way as above with the
conclusion ∫
Ω+
ϕ′ ϕ′εi γεi ds dt −−−−→i→+∞
∫
Ω+
ϕ′ ϕ′0 γ0 ds dt =
∫ +∞
0
ϕ′ ϕ′0 γ0 ds ,
while we integrate by parts to handle the second term,∫
Ω+
ϕ′ ∂sηε γε ds dt = −
∫
Ω+
ϕ′′ ηε γε ds dt−
∫
Ω+
ϕ′ ηε ∂sγε ds dt .
Notice that the boundary terms vanish because ϕ has a compact support in R and ϕ′(0) = 0.
As above, the first term on the right hand side vanishes as ε→ 0 due to (4.19). Similarly,∣∣∣∣∫
Ω+
ϕ′ ηε ∂sγε ds dt
∣∣∣∣ ≤ cε ∫
Ω+
|ϕ| |ηε| ρε γ0 (x0 + s+ aε) ds dt
≤ cε
√∫
Ω+
ϕ2 γ0 (x0 + s+ aε)2 ds dt
√∫
Ω+
η2ε ρε γ0 ds dt ,
where the right hand side tends to zero as ε→ 0 due to (4.19). Summing up,
(4.42) lim
i→+∞
hεi(ϕ,ψεi) =
∫ +∞
0
ϕ′ ϕ′0 γ0 ds .
Since the set of functions ϕ ∈ C∞0 (R) satisfying ϕ′(0) = 0 is a core for the form domain of
the operator T0, we conclude from (4.42) and (4.41) that ϕ0 belongs to D(T0) and solves the
one-dimensional problems
(4.43)
T0ϕ0 = µ
+
0 ϕ0 , µ
+
0 := lim sup
i→+∞
µεi ,
T0ϕ0 = µ
−
0 ϕ0 , µ
−
0 := lim infi→+∞
µεi .
If ϕ0 6= 0 on (0,+∞), then µ±0 must coincide with some eigenvalues of T0. It remains to check
that indeed ϕ0 6= 0 on (0,+∞).
4.8. The limiting problem in Ω−: a crucial step. Define
Ω′− := (−1/2, 0) × (0, 1) , Ω′+ := (0, 1/2) × (0, 1) , Ω′ := (−1/2, 1/2) × (0, 1) .
From (4.32) and (4.36), we respectively have
(4.44)
∫
Ω′
−
|∇ψε|2 ds dt ≤ 2Caε ,
∫
Ω′
−
ψ2ε ds dt ≤
2C
aε
.
At the same time, denoting m0 := min[0,1/2] γ0 and assuming ε ≤ 1, from (4.16) and (4.21), we
respectively get
(4.45)
∫
Ω′
+
|∇ψε|2 ds dt ≤ C
m0 ρε(1/2)
,
∫
Ω′
+
ψ2ε ds dt ≤
1
m0 ρε(1/2)
.
Consequently, ψε ∈ H1(Ω′) for any ε ≤ 1 (although, in principle, ‖ψε‖H1(Ω′) might not be
uniformly bounded in ε).
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It follows that the boundary values ψε(0−, t) and ψε(0+, t) exist in the sense of traces in Ω′−
and Ω′+, respectively, and they must be equal as functions of t in L
2((0, 1)). Using the decom-
positions (4.17) and (4.33), we therefore have, for almost every t ∈ (0, 1),
[ϕε(0−) − ϕε(0+)]2 = [ηε(0+, t)− ηε(0−, t)]2 ≤ 2 [ηε(0+, t)]2 + 2 [ηε(0−, t)]2
≤ 2C
∫ 1/2
0
(
[ηε(s, t)]
2 + [∂sηε(s, t)]
2
)
ds+ 2C
∫ 0
−1/2
(
[ηε(s, t)]
2 + [∂sηε(s, t)]
2
)
ds ,
where C is a constant coming from the Sobolev embedding theorem. Recall that ϕε is constant
on (−1, 0) and ϕε ∈ H1((0, 1/2)) →֒ C0([0, 1/2]); more specifically, the first inequality of (4.20)
and (4.22) respectively yield
(4.46)
∫ 1/2
0
ϕ′ε
2
ds ≤ C
m0 ρε(1/2)
,
∫ 1/2
0
ϕ2ε ds ≤
1
m0 ρε(1/2)
.
Integrating with respect to t above, we deduce
[ϕε(0−)− ϕε(0+)]2 ≤ 2C
∫
Ω′
+
[
η2ε + (∂sηε)
2
]
ds dt+ 2C
∫
Ω′
−
[
η2ε + (∂sηε)
2
]
ds dt .
Applying (4.19), the second inequality of (4.20) and (4.35), we may write
(4.47) [ϕε(0−)− ϕε(0+)]2 ≤ C ,
where C is a constant (different from the above) independent of ε, provided that (4.4) holds.
Finally, applying (4.46) and the Sobolev embedding H1((0, 1/2)) →֒ C0([0, 1/2]), we deduce
from (4.47) the following improvement upon (4.37)
(4.48) ϕ2ε ≤ C on Ω− .
4.9. As ε → 0 only Ω+ matters: convergence of eigenvalues and eigenfunctions.
Estimate (4.48) provides a crucial information whose significance consists in that what happens
in Ω− is insignificant.
Proposition 4.3. One has
‖ψεi‖ −−−−→
i→+∞
‖ϕ0‖L2γ0 ((0,+∞)) .
Proof. We have
‖ψε‖2 =
∫
Ω−
ϕ2ε γε aε
fε ◦ gε
ε
ds dt+
∫
Ω−
η2ε γε aε
fε ◦ gε
ε
ds dt
+
∫
Ω−
2ϕε ηε γε aε
fε ◦ gε
ε
ds dt
+
∫
Ω+
ϕ2ε γε ds dt+
∫
Ω+
η2ε γε ds dt+
∫
Ω+
2ϕε ηε γε ds dt .
The right hand side of the first line together with the mixed term on the second line goes to
zero as ε→ 0. Indeed, recalling (4.30), (4.39) and γε ≤ 1,∫
Ω−
ϕ2ε γε aε
fε ◦ gε
ε
ds dt ≤ 2 aε ϕ2ε
∫
Ω−
(s+ 1) ds dt −−−→
ε→0
0
due to (4.48); ∫
Ω−
η2ε γε aε
fε ◦ gε
ε
ds dt ≤ 2 aε
∫
Ω−
η2ε (s+ 1) ds −−−→
ε→0
0
due to (4.35); and the mixed term goes to zero by the Schwarz inequality. Similarly, recall-
ing (4.40), ∫
Ω+
η2ε γε ds dt ≤ cε
∫
Ω+
η2ε ρεγ0 ds dt −−−→
ε→0
0
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due to (4.19); while the Schwarz inequality yields∣∣∣∣∫
Ω+
2ϕε ηε γε ds dt
∣∣∣∣ ≤ 2cε
√∫
Ω+
η2ε ρεγ0 ds dt
√∫
Ω+
ϕ2ε ρεγ0 ds dt −−−→
ε→0
0 ,
where the second square root is bounded in ε due to (4.22). Finally, we write∫
Ω+
ϕ2εi γεi ds dt =
∫
Ω+
ϕ2εi ρεiγ0 ds dt+
∫
Ω+
ϕ2εi (γεi − ρεiγ0) ds dt
and observe that the first term on the right hand side tends to the desired result ‖ϕ0‖2L2γ0 ((0,+∞))
as i → +∞ by the strong convergence (4.25), while the second term vanishes in the limit. In
more detail,∣∣∣∣∫
Ω+
ϕ2εi (γεi − ρεiγ0) ds dt
∣∣∣∣ = ∣∣∣∣∫
Ω+
(
ϕ2εi ρεi − ϕ20 + ϕ20
)(γεi
ρεi
− γ0
)
ds dt
∣∣∣∣
≤
∫
Ω+
∣∣ϕ2εi ρεi − ϕ20∣∣ (cεiγ0 + γ0) ds dt+ ∫
Ω+
ϕ20
(
γεi
ρεi
− γ0
)
ds dt ,
where the the first term after the inequality tends to zero as i→ +∞ by the strong convergence
again, while the second term vanishes by the dominated convergence theorem. 
It follows from Proposition 4.3 that ϕ0 6= 0, so that it is indeed an eigenfunction of T0 due
to (4.43). In particular, µ+0 = µ
−
0 .
Now, let ψˆε be a normalised eigenfunction corresponding to possibly another eigenvalue
µˆε := µm(ε). Again, we use the decompositions (4.17) and (4.33) and distinguish the individual
components by tilde. In the same way as we proved Proposition 4.3, we can establish
Proposition 4.4. One has
(ψεi , ψˆεˆj ) −−−−−→
i,j→+∞
(ϕ0, ϕˆ0)L2γ0 ((0,+∞))
.
If m 6= n, then (ψεi , ψˆεˆj ) = 0 and thus (ϕ0, ϕˆ0)L2γ0 ((0,+∞)) = 0. Hence ϕ0 and ϕˆ0 correspond
to distinct eigenvalues of T0. In particular, ϕ0 is an eigenfunction corresponding to the (n+1)
th
eigenvalue νn of T0. Since we get this result for any weak limit point of {ϕε}ε>0, we have the
convergence results actually in ε→ 0 (no need to pass to subsequences).
This completes the proof of Theorem 4.1.
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