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1.   Introduzione 
Il processore Cell è un’implemen-
tazione dell’architettura multicore a-
simmetrica Cell Broadband Engine Archi-
tecture (CBEA) sviluppata a partire dal 
2001 da Sony, Toshiba e IBM. 
L’architettura unisce al processore Po-
werPC una serie di core aggiuntivi spe-
cializzati nella computazione vettoriale e 
una struttura di interconnessione ad alte 
prestazioni.  
Il progetto è esplicitamente destinato ad applicazioni multimediali avanzate, come 
processori per le console di ultima generazione –il Cell è il processore della Playstation 
3- o per la gestione di stream video ad alta definizione, ma le sue caratteristiche offro-
no comunque grosse possibilità di sviluppo anche in applicazioni scientifiche o com-
merciali. Questo grazie alle interessanti prestazioni computazionali delle singole unità, 
alle caratteristiche della struttura di interconnessione e al costo del sistema relativa-
mente contenuto in relazione alle prestazioni offerte. 
Al tempo stesso l’architettura presenta delle importanti peculiarità e limitazioni: le 
caratteristiche dell’accesso alla memoria, la specializzazione su istruzioni vettoriali e le 
limitazioni sulla dimensioni dei programmi eseguibili richiedono degli specifici modelli 
di programmazione e possono risultare molto penalizzanti se non sono rispettate de-
terminate condizioni, e non tutti gli algoritmi si rivelano adatti a questo modello.  
Per lavorare sulla macchina l’IBM rilascia l’SDK (Software Development Kit), una se-
rie di librerie e strumenti per lo sviluppo che permettono di accedere ai core aggiuntivi 
e ai meccanismi di comunicazione, ma questo supporto è di bassissimo livello, in molti 
casi estremamente macchinoso e fortemente legato all’architettura sottostante. Il 
supporto riflette esattamente le caratteristiche della macchina, nessuna astrazione è 
 
Figura 1: Processore Cell 
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introdotta per nascondere le implementazioni hardware di comunicazioni e sincroniz-
zazione ed ogni particolare è rispecchiato nei meccanismi esposti. 
Questo rende notevolmente complicati non solo la modellazione di un programma 
ma anche il semplice utilizzo delle primitive di comunicazione, al punto che per creare 
qualsiasi applicazione che non lavori solamente sul processore principale, per avviare 
un trasferimento o anche solo inviare un segnale è necessaria una conoscenza appro-
fondita dell’hardware e delle caratteristiche delle unità di comunicazione.  
Per superare tutte queste complessità abbiamo sviluppato un supporto alle comu-
nicazioni di alto livello che permette lavorare sulla macchina senza dover considerare i 
meccanismi imposti dall’architettura. Questo supporto è stato realizzato introducendo 
una serie di astrazioni che mascherano man mano il sistema sino a realizzare un livello 
finale in cui -per quel che riguarda le comunicazioni- i meccanismi dell’architettura e 
dell’SDK sono totalmente mascherati pur riflettendosi ovviamente sulle caratteristiche 
del supporto. 
Il modello di comunicazione proposto è quello dei canali asincroni, le comunicazioni 
sono esposte come semplici Send( ) e Receive( ). In abbinamento a queste primitive il 
supporto richiede che siano gestiti esplicitamente i buffer tramite due ulteriori primiti-
ve: GetLocation( ) per la richiesta della locazione in cui inserire il messaggio, e FreeLo-
cation( ) per la liberazione di una variabile targa non più utilizzata. È dunque necessario 
gestire esplicitamente le locazioni, ma in questo modo è possibile realizzare 
un’implementazione ottimizzata del supporto sottostante, priva di copie inutili e com-
patibile con gli strumenti di sincronizzazione offerti dall’architettura. 
Il modello è stato costruito per sfruttare al meglio l’architettura e rispettarne i vin-
coli, in particolar modo per quel che riguarda i meccanismi del Cell per la sincronizza-
zione tra unità e per il trasferimento dati tra core e memoria, oltre che i vincoli sulla 
dimensione dei dati gestibili dai core. Ciò ha permesso di creare un modello ottimizza-
to per l’architettura che riduce al massimo la penalizzazione introdotta dal supporto, 
ottenendo in questo modo prestazioni paragonabili a quelle ottenibili con una buona 
ottimizzazione delle procedure di basso livello. 
Nonostante il modello e l’implementazione siano così legati all’architettura, il sup-
porto è esposto all’esterno in maniera tale da mascherare totalmente l’architettura 
   
sottostante e i meccanismi specifici. Il supporto si occupa sia della fase di configurazio-
ne, provvedendo all’allocazione corretta dei buffer e allo scambio degli indirizzi delle 
strutture remote, sia dei trasferimenti dei dati e della gestione dei segnali di sincroniz-
zazione. 
Questo rende notevolmente semplificato lo sviluppo di un’applicazione, dato 
che -per quel che riguarda le comunicazioni- tutta la fase di modellazione e gran parte 
della programmazione non devono più concentrarsi sui meccanismi specifici del Cell. 
Lo sviluppo di un tale supporto richiedeva una grossa confidenza con l’hardware e 
con le primitive offerte dall’SDK, alla fase di studio dell’architettura è seguita dunque 
un’esperienza di sviluppo con gli strumenti di basso livello offerti dall’SDK. Dato che 
l’obiettivo era ottenere una adeguata confidenza con la macchina era necessaria 
un’esperienza che permettesse di lavorare concentrandosi più sule caratteristiche del 
sistema stesso che sullo studio dell’applicazione specifica, dunque era necessario tro-
vare un applicazione abbastanza compatibile con le caratteristiche del Cell.  
Si è scelto di realizzare una versione parallela per Cell del K-means, un algoritmo di 
Data Mining di cui era già disponibile in letteratura una versione Data Parallel e di cui si 
era già fatta esperienza di implementazione per altre architetture parallele. Questo al-
goritmo risultava compatibile con i vincoli imposti dall’architettura sulla grana del cal-
colo, e uno studio iniziale ha mostrato che sarebbe stato possibile realizzare 
un’efficiente implementazione con istruzioni vettoriali.  
Lo sviluppo dell’applicazione è proceduto per fasi, dalla versione sequenziale alla 
versione vettoriale Data Parallel su più SPE. Il confronto delle varie fasi e l’analisi pre-
stazionale al variare di determinati parametri hanno evidenziato quali fossero le condi-
zioni ottimali di utilizzo della macchina e quali invece risultavano penalizzanti. In que-
sto modo è stato possibile ottimizzare il supporto per i casi d’uso adatti 
all’architettura, trascurando le condizioni che per limiti intrinseci risultano comunque 
penalizzate. 
1.1 Struttura della tesi 
Questo documento procede descrivendo inizialmente l’architettura Cell e il suppor-
to fornito da IBM, in modo da fornire immediatamente al lettore gli strumenti necessa-
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ri per comprendere il resto della trattazione. Segue poi una descrizione dell’esperienza 
di implementazione dei un algoritmo parallelo, un analisi dei risultati e la definizione di 
un supporto alle comunicazioni di alto livello studiato in modo da ridurre alcune delle 
difficoltà incontrate durante la fase di sviluppo precedente. 
Più precisamente il capitolo 2 descrive l’architettura e le caratteristiche principali 
dell’implementazione delle comunicazioni, illustrando le caratteristiche dei core SPE e i 
meccanismi di comunicazione offerti dall’architettura.  
Il capitolo 3 descrive il supporto SDK fornito da IBM, concentrandosi su come que-
sto supporto esponga la gestione delle unità e i meccanismi di comunicazione. Il capi-
tolo mostra come l’SDK risulti un supporto di bassissimo livello e come rifletta 
l’architettura sottostante non introducendo alcuna astrazione che ne mascheri i mec-
canismi specifici. 
Il capitolo 4 mostra come l’architettura sottostante influenzi la realizzazione delle 
applicazioni a prescindere dal supporto utilizzato. Il capitolo evidenzia i vincoli imposti 
dall’architettura che non sono mascherabili dal supporto sovrastante, e come questi si 
riflettano sullo sviluppo delle applicazioni.  
Il capitolo 5 descrive l’esperienza di sviluppo dell’applicazione K-means, con la trat-
tazione delle varie fasi dallo studio iniziale alla realizzazione. Il capitolo descrive 
l’analisi dell’algoritmo, l’adattamento all’architettura Cell e l’analisi dell’implemen-
tazione realizzata. Si analizza poi tutta la fase di sviluppo e si illustrano le difficoltà in-
contrate durante questa esperienza con gli strumenti offerti dall’SDK, individuando gli 
elementi su cui concentrare lo sviluppo di un supporto alle comunicazioni di livello più 
alto rispetto a quello offerto dall’SDK. 
Il capitolo 6 propone un modello di comunicazione di alto livello ottimizzato per le 
caratteristiche dell’architettura. Il capitolo descrive gli elementi principali considerati 
durante la fase di studio e i vantaggi della soluzione proposta. Descriviamo poi 
l’implementazione di questo supporto ad alto livello e la strutturazione a livelli che a 
partire dal supporto SDK introduce una serie di astrazioni sino a nascondere i meccani-
smi specifici dell’architettura. 
Il capitolo 7 riassume i risultati e le conclusioni raggiunte, e presenta alcune possibi-
lità di sviluppo successivo del lavoro svolto. 
   
 
Figura 2: Processore CBEA, da (1 Fig. 1-1 ) 
2.   L’architettura CBEA 
Il processore Cell è un’implementazione dell’architettura Cell Broadband Engine Ar-
chitecture (CBEA) (1) e (2), architettura multicore asimmetrica sviluppata a partire dal 
2001 da IBM, Sony e Toshiba con lo scopo di migliorare le prestazioni sul calcolo inten-
sivo di almeno un ordine di grandezza rispetto ai processori per computer desktop che 
sarebbero stati venduti nel 2005. 
Al momento della nascita del progetto lo sviluppo dei processori era in generale 
concentrato sui monocore dalle elevate prestazioni; la tendenza era sviluppare proces-
sori CISC superscalari, ma lo sviluppo in questo senso era ormai abbastanza maturo e 
per lo più basato sull’aumento della frequenza, e non vi erano ormai grossi margini di 
miglioramento. Inoltre il fare ricorso a processori superscalari con pesante uso di Out 
of Order Execution (OoO) aveva portato a una moltiplicazione delle unità di calcolo e 
dei registri (necessari per portare avanti più istruzioni contemporaneamente e per ri-
pristinare gli stati dell’esecuzione nel caso in cui le dipendenze non siano soddisfatte) 
al punto che il consumo di ener-
gia e la dissipazione del calore 
stavano assumendo un peso 
sempre maggiore nello sviluppo 
dei nuovi processori. 
Lo sviluppo del CBEA si indi-
rizza per questo in tutt’altra dire-
zione, puntando su un’archi-
tettura multicore eterogenea che 
offra un incremento delle presta-
zioni non puntando più sulla sofi-
sticatezza del singolo processore 
ma piuttosto sulla replicazione 
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dei core, sulle capacità di puro calcolo di ognuno di essi, sulla banda di interconnessio-
ne e sul livello di controllo offerto al programmatore, affidando dunque al compilatore 
e al programmatore tutto il lavoro di ottimizzazione del codice per la macchina. 
Il risultato è un’architettura dotata di un core PowerPC (o più, a seconda delle im-
plementazioni) -chiamato PPE, Power Processor Element- destinato al controllo dei 
programmi e del Sistema Operativo, che si occupa della creazione delle strutture dati e 
della schedulazione del lavoro per i Synergistic Processor Element (SPE), processori vet-
toriali ad alte prestazioni anch’essi general purpose ma ottimizzati per l’esecuzione di 
applicazioni di ridotte dimensioni. Tali processori eseguono autonomamente il lavoro 
di computazione ma dipendono dalla PPE per quanto riguarda l’esecuzione del SO, per 
l’allocazione in memoria principale e in generale per il controllo dell’esecuzione dei 
programmi.  
La memoria è costituita da un doppio modulo di XDR, ovvero la memoria dai tempi 
di accesso più bassi presente sul mercato nel momento dell’uscita del processore, ed il 
tutto è interconnesso da un bus ring ad alte prestazioni che assicura una banda di co-
municazione adeguata tra le varie unità. 
Come già accennato, sia i PPE che le SPE sono processori RISC semplificati e sono 
privi di capacità Out Of Order. La scelta è andata infatti verso la semplificazione del 
processore preferendo destinare alle unità di calcolo le risorse (spazio su chip, corrente 
consumata, dissipazione del calore) che sarebbero state necessarie per l’im-
plementazione dell’OoO. 
È importante evidenziare la distinzione tra l’architettura CBEA e il processore Cell: 
l’architettura definisce alcune caratteristiche e ne lascia altre all’implementazione; il 
Cell è la prima implementazione di questa architettura, utilizzata sulla Playstation 3 e 
su altri prodotti con molta minor diffusione, ma altri processori sono in preparazione, 
con caratteristiche che dovrebbero sorpassarne alcuni limiti. 
2.1 PPE (Power Processor Element) 
Un processore CBEA contiene una o più PPE, processori Risc PowerPC a 64 bit con sup-
porto del multithreading, che possono eseguire sistemi operativi e applicazioni sia a 32 
che a 64 bit. I PPE, sebbene non presentino limitazioni strutturali e abbiano prestazioni 
   
equivalenti a quelli degli altri PowerPC (sono confrontabili con quelli del processore 
PowerPC serie G5), hanno prestazioni sul puro calcolo inferiori rispetto alle SPE e sono 
dunque destinati alla schedulazione dei lavori per gli altri core e all’esecuzione del Si-
stema Operativo. 
I PPE supportano le istruzioni vettoriali (istruzioni SIMD secondo la terminologia u-
sata dall’IBM) attraverso il supporto del set di istruzioni VMX1; questo set di istruzioni 
non coincide perfettamente con quello delle SPE ma risulta comunque utile per lavora-
re sugli stessi dati vettoriali. Grazie al supporto di queste istruzioni le PPE possono es-
sere utilizzata ad esempio per preparare le strutture dati per la computazione, o per 
eseguire la reduce dei dati ad ogni iterazione, o ancora in fase di testing durante lo svi-
luppo della versione vettoriale dell’algoritmo. 
La PPE si occupa della gestione di eccezioni ed interruzioni di tutto il sistema, ge-
stendo anche i fault di pagina generati dalle tabelle di allocazione delle SPE. 
2.2 SPE (Synergistic Processing Elements) 
Le SPE (3) sono unità VLIW (Very Long Instruction Word)2 utilizzate solitamente per 
eseguire thread all’interno di applicazioni avviate dalla PPE. Si tratta di processori ge-
neral purpose ad alte prestazioni studiati per offrire una grossa potenza di calcolo. Per 
raggiungere questo risultato la scelta è stata di semplificare quanto più possibile il pro-
cessore rinunciando ad esempio alla tecnologia Out of Order o alla cache gestita dal 
processore, preferendo privilegiare il numero e la dimensione dei registri on chip, il 
numero delle unità di calcolo e il livello di controllo offerto al programmatore. 
                                                     
1 Set di istruzioni floating point vettoriali in singola e doppia precisione sviluppato 
da Apple, IBM e Motorola, implementato sui PowerPC. Altivec è il nome registrato da 
Motorola, Velocity Engine da Apple e VMX da IBM 
2 Ovvero basata su parallelismo intrinseco nelle istruzioni. È possibile eseguire più 
operazioni contemporaneamente ma a differenza dei superscalari tutte le dipendenze 
devono essere già gestite dal codice, dunque dal compilatore o dal programmatore. Le 
SPU hanno due diverse pipeline delle istruzioni chiamate even pipe e odd pipe. Il fatto 
che un’istruzione vada su un pipeline o sull’altro dipende dal tipo di istruzione. Le i-
struzioni sono inserite in “fetch group”, ogni fetch group può contenere una o 2 istru-
zioni, ed ogni istruzione può essere inserita solo nella posizione corrispondente al suo 
pipe. Dunque se il fetch group contiene 2 istruzioni, queste devono essere di tipo di-
verso. Rif (5 Par. 3.1.1.4) 
 8 
Ogni SPE è composta da una SPU (Synergistic Processing Unit), processore RISC che 
lavora con istruzioni vettoriali in singola e doppia precisione a 128 bit ed è dotato di 
128 registri interni a 128 bit, da un Local Storage (LS), da un’unità di comunicazione 
MFC (Memory Flow Controller) associata alla propria MMU e da una unità di gestione 
degli indirizzi, SMM, Synergistic Memory Management Unit. 
2.2.1 Local Storage e Memory Flow Controller 
Ogni SPE lavora esclusivamente sui dati contenuti su una memoria on chip chiamata 
Local Storage (LS); non si tratta di una cache ma, dal punto di vista dell’applicazione 
che gira sul SPE, di una memoria di primo livello on chip. E importante evidenziare che, 
pur lavorando con tempo di accesso uguale a quello di una cache L1 e avendo dimen-
sioni tipiche di una cache L2 (256 KByte), il Local Storage costituisce effettivamente per 
l’applicazione SPE la memoria di primo livello e non una cache: lo spazio logico 
dell’applicazione coincide con il LS e non esistono i meccanismi tipici delle cache come 
la gestione hardware dei fault e di ogni operazione di caricamento, di prefetching e di 
aggiornamento dei dati dallo spazio esterno. Ogni trasferimento tra Local Storage e 
spazio esterno viene avviato e gestito esplicitamente dall’applicazione, dunque o dal 
compilatore, o dal supporto delle comunicazioni, o dal programmatore: questo au-
menta la complessità di programmazione ma al tempo stesso offre notevoli potenziali-
tà di ottimizzazione. 
Dal punto di vista dell’SPE si hanno due diversi spazi di indirizzamento: lo spazio LS e 
lo spazio esterno. L’SPU ha visione esclusivamente del LS, che come abbiamo visto ha 
la funzione di memoria principale per le applicazioni SPE. Le applicazioni lavorano e-
sclusivamente all’interno di questo spazio e non vi è distinzione tra memoria virtuale e 
memoria fisica: l’intera applicazione (codice, stack, heap e dati del programma) deve 
essere contenuta in uno spazio della dimensione del LS (nella versione per il Cell 256 
KByte).  
La dimensione di questo spazio risulta l’elemento principale da considerare già du-
rante la modellazione di un programma, portando a una limitazione sulla dimensione 
dei dati e dei buffer utilizzati nelle computazioni e dunque sulla grana del calcolo.  
   
2.2.1.1 Allocazione nel LS 
Un particolare importante del LS è che durante la computazione non è possibile co-
noscere lo spazio libero a disposizione, e utilizzando allocazione dinamica nel caso in 
cui venga effettuata un’allocazione eccedente lo spazio a disposizione lo heap va a so-
vrascrivere lo stack, con le ovvie conseguenze. Lo stesso problema si può verificare se 
lo stack cresce notevolmente, ad esempio nell’implementazione di un algoritmo ricor-
sivo. 
Questo problema non è trascurabile, anche a costo di peggiorare le prestazioni è 
importante evitare di allocare i buffer della dimensione maggiore possibile per evitare 
di rischiare la sovrapposizione del buffer con lo heap. 
2.2.2 Prestazioni 
Le SPE non sono ottimizzate per l’esecuzione di un sistema operativo, e dipendono 
dalla PPE per l’esecuzione del S.O. stesso, per la gestione delle interruzioni e delle ec-
cezioni e salvo casi particolari anche del thread principale dell’applicazione computa-
zionale. Sono studiate per lavorare su piccole applicazioni dal grande carico computa-
zionale, e richiedono che l’algoritmo sia applicabile a piccole partizioni di dati.  
Le SPE sono specializzate su operazioni vettoriali, l’attuale versione delle SPE con-
tiene 4 unità a singola precisione (SP) a 2 stadi di pipeline, che vengono utilizzate an-
che per la computazione a doppia precisione (DP), naturalmente con una grossa de-
gradazione delle prestazioni in DP che risultano circa un decimo rispetto a quelle in SP. 
IBM ha comunicato che seguiranno versioni con unità dedicate per il calcolo in doppia 
precisione. 
2.3  Memoria principale 
La memoria principale del sistema è una memoria XDR che assieme anche al 
controller con 2 canali da 32 bit ognuno e da 3,2 Gbit/sec per pin assicura una banda di 
25, 6 GB/s. Eventualmente un altro livello di memoria può essere connesso tramite 
una delle due interfacce di I/O del sistema. 
Nella versione attuale il Cell monta 256MB di memoria, ma il controllore potrebbe 
connetterne fino ad 1 GB. 
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Sia la PPE che l’SPE hanno accesso alla memoria attraverso il ring bus; le applicazioni 
eseguite sulla PPU vedono la MP come una normale memoria di primo livello e vi ac-
cedono con normali chiamate di Load e Store che muovono i dati e le istruzioni tra la 
MP e un insieme di registri a 64 bit passando dalla cache; le SPE invece come già detto 
vedono la MP come una memoria secondaria e vi accedono solo tramite operazioni 
MFC.  
2.4 EIB (Element Interconnect Bus) 
Nel Cell la struttura di intercon-
nessione dei vari elementi on chip è 
costituita dall’EIB, Element Intercon-
nect Bus, un ring dalle grosse presta-
zioni che interconnette le SPE, la 
PPE, il controller di memoria e 2 in-
terfacce di I/O, oltre a un arbitro del 
bus stesso.  
L’EIB è un bus ad anello composto 
da 4 canali unidirezionali da 16 Byte 
(128 bit) ognuno, su due di questi i 
dati viaggiano in una direzione, sugli 
altri 2 in direzione opposta in modo 
da dimezzare la distanza massima tra 
2 elementi. A regime ogni canale può trasferire sino a 3 comunicazioni contemporane-
amente, per un totale dunque di 12 comunicazioni (con 12 partecipanti). 
Il clock del bus (BC) è la metà di quello del sistema (SC), dunque una comunicazione 
su bus trasporta 16 Byte ogni 2 SC, ovvero 8 Byte per SC. Questo porterebbe a una 
banda di 96 Byte per SC (12 comunicazioni * 8 Byte), dunque 192 Byte per BC, ma per 
motivi di arbitraggio ad ogni BC non può trasportare più di 128 Byte. 
Nell’implementazione attuale il SC è di 3.2 GHz per una banda teorica massima dunque 
di 128 Byte * 1, 6 GHz = 204, 6 GByte/s. 
 
Figura 3 - Connessioni EIB. Da (30) 
   
Test in condizioni ottimali con 4 comunicazioni tra elementi vicini hanno dimostrato 
una banda reale di 197 GByte/s, molto vicina dunque al limite teorico (4 Tab. 1).  
Utilizzato adeguatamente, il sistema di comunicazione intra-chip si dimostra ade-
guato al sistema, risultando uno dei punti di forza dell’architettura grazie alla banda 
della struttura di interconnessione, alla schedulazione e gestione asincrona dei trasfe-
rimenti e agli strumenti offerti per il controllo delle comunicazioni.  
2.5 Comunicazioni e sincronizzazione 
Le SPE hanno visione di 2 spazi differenti, i LS e lo spazio esterno. I trasferimenti di 
blocchi di dati tra questi due spazi avvengono tramite particolari meccanismi asincroni 
e sono gestiti dalle MFC delle SPE. 
Oltre a questi trasferimento di blocchi di dati tra Memoria Esterna e Local Storage 
via MFC, l’architettura offre altri due strumenti per le comunicazioni di dati di dimen-
sioni limitate: le Mailbox, che permettono il trasferimento di messaggi di 32 bit tra SPU 
e PPU e viceversa, e i Segnali, che trasferiscono anch’essi messaggi di 32 bit ma solo 
verso le SPU, non esistono segnali verso le PPU. 
2.5.1 Trasferimenti via MFC 
La comunicazione tra gli SPE e lo spazio esterno avviene attraverso l’MFC, che si oc-
cupa di eseguire i trasferimenti tra LS e lo spazio esterno, ovvero Memoria Principale 
(MP) e periferiche di I/O mappate in memoria; solo le operazioni MFC (MFC DMA 
command) contengono sia indirizzi del Local Storage (LSA, LS address) che indirizzi e-
sterni (EA, external address), tutte le altre istruzioni eseguite su una SPE utilizzano solo 
LSA. 
Una caratteristica importante dell’MFC è l’asincronia rispetto all’SPE; quando una 
SPU ha bisogno di accedere alla Memoria esterna inserisce nel proprio LS una lista di 
operazioni asincrone per l’MFC e continua la computazione; solo quando in seguito ha 
effettivamente bisogno di quei dati richiede lo stato della comunicazione all’MFC ed 
eventualmente va in attesa della terminazione. In questo modo è possibile avere un 
controllo completo e ottimizzare la sovrapposizione di calcolo e trasferimenti, natu-
ralmente la gestione dell’asincronia è a carico del programmatore o di un eventuale 
supporto alle comunicazioni. Ogni istruzione della lista può trasferire sino a 16 KB di 
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dati, e la lista può avere sino a 2 K elementi, ogni MFC delle SPE può avere sino a 16 
trasferimenti in sospeso contemporaneamente, ed esistono meccanismi per stabilire la 
priorità di una comunicazione sulle altre.  
Oltre ad un limite superiore i trasferimenti hanno una limitazione anche sulla di-
mensione trasferibile, che deve essere di 1, 2, 4, 8 Byte o multipli di 16 Byte (128 bit) (1 
par. 7.2). 
Una seconda modalità per avviare i trasferimenti è l’inserimento nella coda di ope-
razioni del DMA di una lista di blocchi da trasferire (5 Par. 3.5.2). Ogni elemento della 
lista è costituito da due valori di 32 bit. Il primo (LTS, List Transfer Size) indica la dimen-
sione da trasferire; l’altro (EAL, EA List) i 32 bit meno significativi dell’indirizzo esterno 
(EAL, EA Low). I 32 bit più significativi dell’EA (EAH, EA Hight) e il l’indirizzo locale nel 
Local Storage (LSA) saranno passati come parametro durante l’avvio del trasferimento. 
L’EAH deve essere comune agli elementi della lista, il LSA invece è incrementato man 
mano della dimensione dei dati trasferiti in ogni elemento. L’operazione trasferirà 
blocchi remoti non consecutivi in zone contigue del LS. Ogni elemento della lista può 
trasferire sino a 16 KB di dati, e una lista può avere sino a 2 K elementi. 
È bene evidenziare che le liste hanno una serie di vincoli sull’allineamento degli e-
lementi: l’indirizzo del LSA deve essere allineato a 16 Byte; e ogni elemento della lista 
deve essere allineato in LS a 8 Byte. 
Le liste risultano dunque utili sia per sorpassare il limite dei 16 K Byte trasferibili con 
le chiamate normali, sia per trasferire in un'unica chiamata più blocchi memorizzati 
non consecutivamente in MP. 
Le liste possono essere create e trasferite da una unità esterna (la PPE o un’altra 
SPE) nel LS della SPE che dovrà usarle; queste caratteristiche rendono i trasferimenti 
DMA-list comodi per l’implementazione delle gather o delle scatter o ancora per 
l’assegnazione iniziale delle strutture dati. 
Le liste offrono anche un meccanismo di sincronizzazione, riservando un bit 
all’interno del LTS per impostare lo stall & notify: quando termina il trasferimento di un 
elemento che ha questo bit settato, l’MFC interrompe l’elaborazione degli elementi 
successivi sino a che l’SPE non avrà eseguito una lettura dell’evento DMA List Command 
Stall-And-Notify Event. 
   
Un buon utilizzo di questa grande capacità di sovrapposizione e schedulazione porta 
a uno sfruttamento dei canali di comunicazione vicino al massimo teorico (196Gb/s 
raggiunti su 204, 6 teorici (4 Tab. 1)).  
Nella modalità usata comunemente gli Esternal Address usati dalla SPE non sono in-
dirizzi fisici, ma indirizzi logici del processo eseguito sulla PPE. Per implementare que-
sto ogni SPE ha dei meccanismi interni di riallocazione, che utilizzano una tabella di 
riallocazione di 256 entry aggiornata con i valori presenti nella tabella di riallocazione 
della PPE. Quando si verifica un fault nella tabella di una SPE la sua MFC genera 
un’eccezione per la PPE, che provvede alla sua gestione, o semplicemente inserendo 
l’entry mancante nella tabella di riallocazione della SMM dell’SPE nel caso in cui la pa-
gina sia presente in memoria ma la SPE non abbia la entri entry, o gestendo prima il 
page-fault (6 Par 4.3). e (7)3. La SPE può essere settata anche per lavorare su indirizzi 
esterni fisici, ma questa modalità è destinata ad applicazioni particolari e può essere 
trascurata durante la trattazione. 
2.5.2 Mailbox 
Le mailbox sono canali unidirezionali simmetrici a 32 bit utilizzati per le comunica-
zioni tra PPU e SPU e viceversa. Le mailbox permettono la comunicazione di una parola 
alla volta; sono lo strumento offerto per implementare i meccanismi di sincronizzazio-
ne ma possono essere usate anche per il trasferimento di dati di piccole dimensioni 
come un indirizzo4 o il risultato di un’operazione. 
Le mailbox sono presenti sia sulla PPE che sulla SPE, quelle delle SPE hanno caratte-
ristiche differenti rispetto a quelle delle PPE. Ogni SPE ha una mailbox con una coda a 4 
posizioni, priva di meccanismi intrinseci di notifica; la PPE dispone invece per ogni SPE 
di 2 tipi diversi di mailbox, un primo tipo privo di meccanismi di notifica, un secondo 
che genera un’interruzione quando avviene una scrittura.  
                                                     
33 Non è stata trovata documentazione riguardo i meccanismi di invalidazione 
4 È importante evidenziare che solo lavorando in modalità 32 bit un messaggio in 
mailbox può trasferire un indirizzo, lavorando in modalità 64 bit sono necessari 2 mes-
saggi successivi o l’utilizzo di convenzioni, come l’invio di solamente la parte meno si-
gnificativa dell’indirizzo (a patto che l’altra parte sia già conosciuta e rimanga costante) 
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Le mailbox di SPE e PPE si differenziano sopratutto nel comportamento in caso di 
lettura da buffer vuoto o di scrittura su buffer pieno. Le operazioni della SPE sono bloc-
canti, mentre quelle della PPE avvengono comunque, portando alla sovrascrittura 
dell’ultimo elemento in caso di scrittura su buffer pieno, o a risultato non deterministi-
co in caso di lettura da mailbox vuota. Per evitare queste situazioni è possibile testare 
lo stato della coda prima di avviare le operazioni. Sia le mailbox delle SPE che quelle 
della PPE possono essere settate per generare un evento alla ricezione di un messag-
gio, in questo modo è possibile implementare guardie su più mailbox o in generale su 
più eventi. 
Le scritture e letture della mailbox sono implementate scrivendo o leggendo 
dall’indirizzo MMIO della mailbox, queste operazioni avvieranno eventuali meccanismi 
di notifica e provvederanno ad aggiornare lo stato della coda. 
È importante notare che la dimensione della coda delle mailbox è legata solo all’im-
plementazione attuale, mentre le altre caratteristiche sono definite dall’architettura 
CBEA.  
2.5.3 Signal-Notification Channel (o Segnali) 
I Signal-Notification Channele (5 par 3.1.3) sono l’altro strumento offerto per l’invio 
dei messaggi alle SPE. Ogni SPE è dotata di 2 canali asimmetrici, implementati da 2 re-
gistri a 32 bit mappati in MMIO; a differenza delle mailbox i canali di ogni SPE sono 
condivisi in scrittura tra le altre SPE, la PPE e le unità di I/O. Altra differenza rispetto al-
le mailbox è che i canali possono essere impostati in 2 modalità, in OR mode o overwri-
te mode, nel primo caso se un canale riceve un segnale quando un altro è già presente 
verrà inserito l’OR bit a bit dei 2 messaggi; nel secondo caso il primo segnale sarà can-
cellato ed inserito il secondo. In nessun caso l’invio di un segnale risulta bloccante; la 
lettura risulta invece bloccante nel caso in cui non siano ancora presenti segnali. 
2.5.4 Eventi 
Gli eventi sono lo strumento offerto per realizzare il nondeterminismo. Gli eventi 
sono disponibili sia lavorando su SPE che PPE, e sono associabili a varie situazioni, co-
me la ricezione di segnali o messaggi mailbox, o ancora il termine di un trasferimento o 
la terminazione di un’applicazione su un’altra unità. 
   
L’applicazione può registrare una o più categorie di eventi, che saranno da quel 
momento controllati dall’architettura. È possibile richieder quali di quegli eventi si so-
no verificati, o andare in attesa che se ne verifichi uno. 
In questo modo è possibile realizzare guardie bloccanti che attendono che si verifi-
chi una delle condizioni settate.  
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3.   Supporto fornito da IBM: Cell SDK 
Lo strumento offerto da IBM per programmare l’architettura CELL è l’IBM Cell Broa-
dband Engine Software Development Kit (8), (9) distribuito sotto licenza ILAR (Interna-
tional License Agreement for Early Release of Programs, ovvero gratuitamente ma sen-
za nessuna garanzia di funzionamento (10)), che fornisce le estensioni del kernel e le 
librerie di supporto per Linux, 2 diversi compilatori -un’estensione del compilatore GCC 
e il compilatore XL per C/C++ scritto appositamente per questa macchina-, un simula-
tore completo, un’estensione del debugger GDB, documentazione ed esempi. Il sito di 
riferimento dell’SDK contiene il forum su cui la comunità di sviluppatori offre supporto 
per chi utilizza tale strumento, questo forum si è rivelato indispensabile per risolvere le 
varie difficoltà incontrate durante lo sviluppo e per comprendere a fondo alcuni mec-
canismi (11). 
Questo SDK si basa sul progetto Linux on Cell BE-based Systems (12) del Barcelona 
Supercomputer Center, che sviluppa per il Cell l’estensione del kernel Linux e le librerie 
per il caricamento dell’applicazione sulle SPE e per la comunicazione tra i vari core5. 
Il lavoro della tesi è stato basato sulle versioni dell’SDK dalla 1.0 alla 2.1; 
l’esperienza maturata permette di affermare che solo a partire da questa versione (ri-
lasciata a fine marzo 2007) il supporto è risultato abbastanza maturo da permettere 
uno sviluppo di applicazioni per questa architettura. A fine Ottobre 2007 è stata rila-
sciata la versione 3.0, che modifica sopratutto le fasi di installazione e configurazione 
del sistema ma mantiene le stesse librerie; non si è lavorato con questa versione sia 
perché il lavoro era giunto ormai nelle fasi finali sulla versione 2.1, che si era rivelata 
adeguatamente affidabile , sia perché nei casi precedenti le nuove versioni (le versioni 
                                                     
5 Quando ciò non sia fonte di confusione, in questo e nei seguenti capitoli durante la 
trattazione mi riferirò con i termini “SPE” e “PPE” sia alle unità di calcolo, sia alle appli-
cazioni in esecuzione su di esse. La stessa convenzione è adottata sui manuali IBM e 
rende notevolmente più semplice la trattazione. Ovviamente massimo dell’attenzione 
sarà posta ad evitare che ciò possa essere fonte di incomprensioni o mancanza di chia-
rezza 
   
1.0 e 2.0) si erano rivelate molto inaffidabili e praticamente inutilizzabili sino all’uscita 
della versione correttiva (rispettivamente le versioni 1.1 e 2.1). 
L’SDK si è rivelato un supporto di bassissimo livello, che introduce minime astrazioni 
rispetto alla macchina reale e ne riflette le caratteristiche persino nella sintassi, risul-
tando dunque estremamente macchinoso. Il supporto riflette esattamente le caratteri-
stiche della macchina, nessuna astrazione è introdotta per nascondere le implementa-
zioni hardware di comunicazioni e sincronizzazione ma ogni particolare è rispecchiato 
nei meccanismi esposti. 
Per questo non è semplicissimo lavorare sull’SDK; per utilizzare una comunicazione 
o una sincronizzazione o addirittura anche solo la creazione di un’applicazione SPE è 
necessario una conoscenza approfondita non solo del supporto ma anche 
dell’architettura e dei vari vincoli su indirizzi e dimensioni dei dati. 
3.1 Librerie, Intrinsics e gestione delle SPE 
L’SDK fornisce due principali strumenti per la programmazione del Cell: gli intrinsics 
e le librerie. 
Gli intrinsics (5 cap. 2.2.3 e 3.3) e (13) sono estensioni del linguaggio C; sostanzial-
mente si tratta di una mappatura su funzioni inline delle istruzioni assembler. Questo 
offre l’accesso a funzionalità di basso livello utilizzando il linguaggio C, senza 
l’indiscutibile complicazione introdotta dal dover lavorare con istruzioni assembler. 
Gli intrinsics per la PPE sono dichiarati nel file ppu_intrinsics.h e sono offrono fun-
zionalità per la gestione dei thread, per la sincronizzazione e per una serie di operazio-
ni matematiche e arrotondamenti (5 tab. 2.1), oltre che per l’esecuzione delle opera-
zioni vettoriali (5 tab. 2.3). 
Gli intrinsics per la SPU sono una mappatura del sottostante SPU Instruction Set Ar-
chitecture, e servono per la gestione del DMA, delle interruzioni, dei segnali, del pre-
diction branch, e delle conversioni e cast tra elementi vettoriali e scalari. 
A questi si affianca la libreria LibSPE2 (14) che costituisce l’interfaccia per l’utilizzo e 
la gestione delle SPE da parte del PPE, fornendo gli strumenti per il caricamento delle 
applicazioni sulle SPE e per la gestione delle comunicazioni e degli eventi da parte del 
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PPE. Questa libreria ha sostituito a partire dalla versione 2 dell’SDK la precedente libre-
ria LibSPE, il cui uso è ormai deprecato.  
Come già evidenziato questi meccanismi si limitano a esporre in C i meccanismi del-
la macchina sottostante, riflettendone i meccanismi e non introducendo nessuna a-
strazione. Questo rende macchinose e poco intuitive alcune operazioni, e richiede un 
notevole impegno al programmatore che deve gestire meccanismi di bassissimo livello.  
3.2 Applicazioni SPE 
Esistono 2 tipi di applicazioni SPE: applicazioni stand alone, che vengono eseguite 
direttamente sull’SPE, e computazioni avviate all’interno di applicazioni PPE. Il secondo 
è il tipo comunemente utilizzato, solo queste applicazioni SPE hanno accesso alla me-
moria esterna e possono comunicare tra di loro. Il primo tipo è utilizzato per applica-
zioni particolari, come per il controllo dell’integrità del sistema, e sarà trascurato nel 
resto della trattazione. 
3.2.1 SPE context 
Le applicazioni SPE sono gestite dalla PPE attraverso degli oggetti chiamati 
SPE_context, tutte le operazioni si riferiscono a questi oggetti. Un SPE_context è 
l’immagine di un’applicazione SPE. Nel caso in siano creati in modalità SPE_MAP_PS, 
risulteranno mappati anche nello spazio logico dell’applicazione PPE, dunque sia la PPE 
che le altre SPE potranno accedere all’intero contenuto del context ad esempio per e-
seguire trasferimenti di dati o inviare segnali.  
L’applicazione SPE mandata in esecuzione dalla PPE ha visione di due diversi spazi di 
indirizzamento: il proprio spazio (Local Storage address, LSA) di 256 KB che coincide 
con il LS ed è ciò che il la PPE vede come context, e uno spazio esterno (effective ad-
dress, EA) di 232 o 264 bit a seconda della modalità in cui lavora la PPE. L’applicazione 
SPE lavora esclusivamente all’interno dello spazio di indirizzamento di 256K, la visione 
dell’altro spazio si ha solo per le operazioni di lettura o scrittura tramite MFC. Questo 
spazio esterno coincide con lo spazio logico del processo PPU che ha creato il context, 
gli EA sono i valori dei puntatori dell’applicazione PPU. Ovviamente ogni SPE ha visione 
all’interno della memoria esterna dei Local Storage di tutte le SPE il cui context sia cre-
ato in modalità SPE_MAP_PS. 
   
Con libSPE2 l’esecuzione di un context su un SPE da parte di un’applicazione sul PPE 
è un’operazione sincrona, per un utilizzo concorrente è necessario creare un numero 
adeguato di thread ed avviare un context da ognuno di essi. Nelle versioni precedenti 
l’esecuzione di un context era asincrona e avveniva attraverso l’esecuzione di un'unica 
funzione che creava un nuovo thread e avviava il context sull’SPE all’interno di questo; 
la nuova versione è apparentemente più complicata ma introduce maggiore flessibilità 
e permette di utilizzare sul PPE strumenti standard come i pthread. 
Come detto, l’applicazione che gira sul PPE lavora sugli SPE_context, l’allocazione di 
questi sulle SPE reali è totalmente compito del sistema operativo. A partire dalla ver-
sione 2.1 il sistema può assegnare più context a una singola SPE, questi context sono 
gestiti con minime funzionalità di preemptive context switch (prerilascio) . Oltre a non 
essere implementato sul simulatore, questo supporto ha delle grosse limitazioni.  
Attualmente sono definite 3 modalità per i task, che ne influenzano le priorità e le 
politiche di rilascio del processore: realtime, round-robin e FIFO. Lo scheduling funzio-
na con prerilascio solo quando un task di tipo realtime va in stato di pronto mentre è in 
esecuzione un task a priorità minore. I round-robin rilasciano l’SPE a intervalli attual-
mente settati a 1 secondo, mentre i FIFO rimangono in esecuzione sino a che non rila-
sciano esplicitamente l’SPE o sino a che non va in stato di pronto un realtime6.  
È evidente che le SPE non è progettata per lavorare in timesharing, questo sopratut-
to a causa del peso di ogni context-switch, che richiede il salvataggio in memoria prin-
cipale dell’intero LS e la scrittura del nuovo context. Questa operazione introduce un 
overhead di circa 20 millisecondi su una macchina a 3.2 Ghz, dunque circa 64 M di cicli 
di clock (15). 
3.2.2 Gestione degli indirizzi 
Gli EA sono come detto gli indirizzi nello spazio logico dei processi PPE e sono dun-
que al di fuori dello spazio logico delle applicazioni SPE, per le quali non sono puntatori 
ma semplici valori numerici da passare al MFC. Questo priva dei controlli sui tipi del 
compilatore e di tutta la logica dei puntatori sia le applicazioni SPE, sia la parte delle 
applicazioni PPE che si occupa della preparazione delle strutture dati condivise. 
                                                     
6 Rif Readme.txt del cd SDK 2.1 
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Lavorando in modalità a 64 bit gli EA risultano di tipo unsigned long long int, lavo-
rando a 32 bit saranno invece unsigned int. In entrambi i casi è necessario ricorrere a 
cast espliciti per convertire i puntatori nei valori da passare alle SPE. 
Gli indirizzi di un’applicazione compilata in modalità a 32 bit occupano 4 byte, quelli 
compilati a 64 bit occupano invece 8 byte; per poter scrivere un programma compilabi-
le sia con la modalità a 32 che a 64 bit è necessario gestire all’interno del programma 
questa differenza. L’SDK non offre nessuno strumento per fare ciò; tuttavia è diffusa la 
strategia di memorizzare gli EA all’interno di una union, composta da unsigned long 
long int e da una struct, a sua volta composta da due int, rappresentanti la parte supe-
riore e inferiore del numero. Un indirizzo a 64 bit occupa tutta la struct, un indirizzo a 
32 occupa solo la parte inferiore settando l’altra a 0. 
3.3 Comunicazioni  
Come visto nel capitolo precedente l’architettura offre tre modalità di comunicazio-
ne: trasferimenti tra LS e MP tramite MFC, comunicazioni tramite mailbox e segnali. 
Mailbox e segnali sono usati per comunicazioni di una parola alla volta, le comunica-
zioni tramite DMA controller sono usate invece per trasferire interi blocchi. L’SDK offre 
semplicemente una interfaccia in linguaggio C alle funzionalità offerte dall’hardware, 
senza mascherarne i meccanismi né introdurre alcuna astrazione. I meccanismi di co-
municazione rimangono dunque gli stessi descritti nel capitolo sull’architettura. 
3.3.1 Trasferimenti via MFC  
L’SDK espone i meccanismi illustrati in 2.5.1 tramite le intrinsec mfc_get che copia i 
dati dallo spazio esterno al LS e mfc_put che esegue l’operazione nel verso opposto 
(16). I meccanismi sono esposti esattamente come sono implementati, tutti i vincoli 
sull’allineamento dei dati da trasferire e sulla dimensione sono ovviamente ancora esi-
stenti e l’SDK non introduce nessun controllo sulla validità delle operazioni richieste. 
Le operazioni su liste sono esposte tramite mfc_get_list, una particolarità è che la 
dimensione del trasferimento (MFC_Size) indica la dimensione in byte della lista da 
trasferire, ovvero 8 per il numero di elementi. L’SDK non offre nessun supporto per la 
preparazione delle liste, che rimane totalmente a carico del programmatore. 
   
L’SDK espone una serie di meccanismi per il controllo dello stato dei trasferimenti, 
questi meccanismi saranno esposti nel capitolo 3.3.4. 
3.3.2 Mailbox  
L’SKD espone le funzionalità illustrate in 2.5.2 in maniera diversa per PPE e SPE. 
Per la PPE l’utilizzo delle mailbox potrebbe essere molto complicato, dato che la 
mailbox su cui deve essere letto o inviato il messaggio dipende dalla SPE su cui è in e-
secuzione il context con cui vuole comunicare. Per questo la libreria la libreria SPE2 cu-
ra l’associazione tra context e unità su cui questo context è allocato. In questo modo 
per inviare o ricevere un messaggio via mailbox l’applicazione PPE deve indicare solo il 
context a cui si riferisce, è il supporto che si occupa di inviare o ricevere il messaggio 
dalla mailbox corretta (14 pag. 55). 
Per la SPE le funzionalità sono molto semplificate, l’applicazione può solo ricevere 
su una mailbox e inviare su quella associata alla sua SPE; dunque in questo caso il sup-
porto non definisce nessuna astrazione e espone semplicemente i meccanismi 
dell’architettura (17) e (5 par. 3.1.3.2). 
3.3.3 Signal-Notification Channel (o Segnali) 
L’invio dei segnali –descritti nella sezione 2.5.3- è uno dei meccanismi più macchi-
nosi tra quelli dell’SDK, e sicuramente quello che testimonia maggiormente come l’SDK 
rifletta pesantemente le caratteristiche dell’hardware sottostante.  
Per inviare un segnale (di 32 bit) è necessario allocare un vettore di 4 interi allineato 
a 128 bit ed inserire il valore da inviare nella quarta posizione. Questo sistema alquan-
to macchinoso è pessimamente documentato, la documentazione non descrive la pro-
cedura da seguire per inviare un segnale ed è stato necessario ricorrere all’esperienza 
di altri programmatori sul forum per avere le informazioni necessarie per poter inviare 
un segnale. 
L’invio di un segnale richiede la conoscenza dell’EA in cui è mappato il registro su cui 
si sta inviando il segnale, dunque è necessaria una fase di configurazione iniziale per la 
propagazione di questi indirizzi totalmente a carico del programmatore. 
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La ricezione di un segnale invece non offre problemi; è sufficiente invocare le fun-
zioni spu_read_signal1( ) e spu_read_signal2( ) per leggere dai due canali, le operazio-
ni leggono del canale corrispondente e atomicamente ne cancellano il contenuto. que-
ste funzioni nel caso non vi siano segnali pendenti sono bloccanti, l’applicazione può 
testare lo stato dei segnali con le funzioni spu_stat_signal1( ) e spu_stat_signal2( ). 
Come descritto precedentemente i canali possono essere settati in fase di creazione 
del context in modalità OR bit a bit o in modalità di sovrascrittura, la prima permette di 
ricever più segnali diversi se questi sono codificati correttamente. La lettura del segna-
le è comunque atomica, dunque un’applicazione che usi un signal-channel per trasferi-
re più segnali in modalità bit a bit deve gestire la bufferizzazione dei segnali estratti dal 
canale ma non ancora usati. 
3.3.4 Gestione dello stato delle comunicazioni 
Nelle SPE le comunicazioni tra Local Storage e Memoria Principale o tra due Local 
Storage sono eseguite asincronamente dalle MFC. Il trasferimento di dati o l’invio di 
segnali sono avviati dalla SPU accodando la nuova richiesta alla coda della MFC. Tale ri-
chiesta viene gestita asincronamente dall’MFC, per controllare lo stato di queste tra-
smissioni si utilizza il meccanismo dei tag.  
Ogni trasferimento o invio di segnale è marcato con un tag, ovvero un numero tra 1 
e 32, e più operazioni possono condividere lo stesso marcatore. Il controllo dello stato 
si riferisce a questi tag, ovvero controlla se esistono o meno operazioni in corso o in 
sospeso marcate con un determinato valore. 
È possibile definire una maschera che identifica uno o più tag, ed interrogare l’MFC 
sullo stato delle comunicazioni che utilizzano quei marcatori; la risposta sarà una nuo-
va maschera che indica quali di questi hanno ancora comunicazioni in corso. 
Sempre utilizzando il meccanismo delle maschere l’applicazione può andare in atte-
sa della terminazione di tutte le comunicazioni marcate con quei tag, (wait_all() ) o at-
tendere che non vi siano più comunicazioni in corso marcate con almeno uno di quei 
marcatori (wait_any() ). 
L’MFC non gestisce le operazioni schedulate secondo una politica FIFO ma le riorga-
nizza in modo da ottimizzare le prestazioni. L’architettura permette comunque di ese-
   
guire con barrier o con fence i trasferimenti o l’invio dei segnali. Un’operazione con 
fence o barrier viene avviata solo dopo che tutte le operazioni schedulate in preceden-
za con lo stesso tag sono già state avviate, un’operazione con barrier assicura 
l’ordinamento anche rispetto a tutte le operazioni con quel tag schedulate in seguito. 
In questo modo è possibile avviare un trasferimento marcandolo con un determina-
to tag e subito dopo, senza dover attendere il termine, inviare con fence un segnale u-
tilizzando lo stesso marcatore; dopodiché è possibile continuare la computazione la-
sciando che l’MFC invii il segnale di sincronizzazione appena terminato il trasferimento. 
3.4 Gestione delle applicazioni SPE  
Il supporto offerto dall’SDK non offre nessuno strumento né strategia che guidi du-
rante la fase di definizione delle strutture dati condivise tra le varie unità e di propaga-
zione dei parametri.  
La strategia generalmente utilizzata per il passaggio di parametri dall’applicazione 
PPE a quelle SPE è quella di definire una struct –solitamente chiamata control_block 
(CB)- che contiene i valori da passare e gli EA di tutte le strutture dati che dovranno es-
sere condivise. 
Prima di avviare le SPE, la PPE crea tutte le strutture dati che dovranno essere con-
divise ed inserisce gli EA di queste strutture (che coincidono con i valori dei suoi punta-
tori) all’interno del control block. 
Dopodiché crea i context, che risultano mappati in memoria già prima che siano 
mandati in esecuzione. A questo punto se necessario è possibile inserire nel CB anche 
gli indirizzi in cui sono mappati i Local Storage e i registri dei segnali delle varie SPE. 
Solo una volta che i vari CB contengono le informazioni necessarie la PPE manda in 
esecuzione i context sulle SPE, passando l’EA del CB come parametro argp all’ap-
plicazione. 
Appena avviata, l’applicazione SPE esegue un mfc_get di questo EA creando così 
una copia locale del CB; a quel punto dispone di tutte le informazioni necessarie per 
eseguire i trasferimenti delle strutture dati condivise.  
Nel caso in cui i trasferimenti siano tra SPU e si utilizzi allocazione dinamica non si 
può usare questo meccanismo dato che l’indirizzo è definito solo dopo l’avvio 
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dell’applicazione. Inserire nel CB l’EA del Local Storage delle unità con cui una SPU de-
ve comunicare non basta a determinare l’indirizzo dei dati. È necessario prevedere an-
che un meccanismo successivo per lo scambio degli indirizzi locali delle strutture dati; 
che può avvenire utilizzando i segnali, o passandoli via mailbox al la PPU che fa il ruolo 
di intermediario, o ancora salvandoli in predeterminate posizioni nella memoria ester-
na. 
Tutti questi meccanismi devono essere gestiti dal programmatore, come già accen-
nato non è previsto nessun supporto da parte dell’SDK né da nessuna parte la docu-
mentazione illustra le possibili strategie per lo scambio iniziale dei parametri e per la 
gestione delle strutture condivise. 
 
   
4.   Vincoli imposti dall’architettura 
Le caratteristiche dell’architettura introducono delle limitazioni sulle applicazioni 
realizzabili e dei vincoli sulla modalità con cui queste devono essere implementate. Le 
limitazioni e i vincoli sono intrinseci del sistema, e solo limitatamente mascherabili dai 
supporti sovrastanti.  
In particolare la dimensione dei Local Storage delle SPE e la specializzazione su i-
struzioni vettoriali non sono mascherabili, qualsiasi supporto sovrastante rispecchierà 
queste caratteristiche. Questo vale sicuramente per il supporto SDK, ma è confermato 
anche dalle limitazioni alla grana della computazione imposte dal supporto multipiat-
taforma Rapid Mind7 (18) ed è risultato l’elemento principale da considerare durante 
lo sviluppo del supporto che sarà descritto nei capitoli successivi. 
Le caratteristiche dei meccanismi di comunicazione e sincronizzazione, anche se 
particolari e specifiche di questa architettura, sono invece mascherabili da supporti di 
alto livello. Ciò è mostrato dal supporto sviluppato nella seconda parte di questo lavo-
ro: questo, poggiandosi sui meccanismi di basso livello dell’SDK, introduce una serie di 
astrazioni che nascondono i meccanismi sottostanti semplificando la fase di sviluppo. 
4.1 Grana della computazione 
Le dimensioni del Local Storage, le caratteristiche del sistema di interconnessione 
delle unità e quelle della memoria risultano il principale elemento da considerare du-
rante lo sviluppo di un’applicazione, a causa della limitazione introdotta sulla grana 
della computazione. La dimensione dei dati su cui lavora una SPE deve essere compati-
bile con le dimensioni del Local Storage, questo vuol dire dover dividere i dati in bloc-
chi di dimensioni compatibili con quelle del Local Storage. 
Lavorando su architetture tradizionali si parla di grana per indicare la dimensione 
dei blocchi di dati su cui lavora un applicazione. L’architettura del Cell e la modalità con 
                                                     
7 Supporto multipiattaforma per lo sviluppo di applicazioni parallele compatibile an-
che con il Cell. http://www.rapidmind.net/ 
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cui si lavora su di essa rendono necessario definire due diversi concetti di grana: la 
grana dell’algoritmo, che dipende da come l’algoritmo divide logicamente i dati ed è 
collegabile alla dimensione dei blocchi scambiati tra le unità, e la grana della computa-
zione, che dipende dalla dimensione dei blocchi di dati su cui è eseguita la computa-
zione. Solitamente questi due concetti coincidono e non è necessario differenziarli. In 
questo caso invece le dimensioni del Local Storage impongono una grana della compu-
tazione molto fine, ma è possibile utilizzare una grana dell’algoritmo più grossa preve-
dendo meccanismi per la gestione di questa differenza della dimensione dei blocchi. 
Questa possibile differenza rende necessario definire due diversi modelli di sviluppo 
delle applicazioni per questa architettura. 
Il primo caso è quello in cui la grana dell’algoritmo è molto fine e coincide con la 
grana della computazione; questo caso va nettamente separato dal secondo, in cui la 
grana dell’algoritmo è di dimensioni maggiori e per la computazione si deve ricorrere a 
partizionamento del blocco ricevuto. 
Nel primo caso si avrà il trasferimento in una sola volta dell’intero blocco di dati 
prima dell’inizio della computazione, e poi eventualmente il trasferimento dell’intero 
risultato. Le sincronizzazioni tra le unità associate coincideranno con i trasferimenti 
degli interi blocchi a cui si riferiscono; potenzialmente i dati su cui si lavora possono es-
sere trasferiti direttamente tra due Local Storage senza utilizzare la memoria principa-
le. 
Questo significa che il trasferimento non deve passare dalla memoria e le due unità 
non devono dunque competere con le altre per l’accesso alla risorsa; con adeguate as-
segnazione dei context alle SPE è possibile che anche eseguendo contemporaneamen-
te più trasferimenti tra Local Storage (es. A->B, B->C, C->D), tutti i trasferimenti abbia-
no a disposizione l’intera banda offerta dall’EIB tra due unità. Nel caso in cui le tre co-
municazioni dell’esempio passassero dalla memoria dovrebbero condividere la banda 
della memoria, con una notevole degradazione delle prestazioni del trasferimento.  
La seconda modalità, con grana dell’algoritmo non compatibile con la dimensione 
del Local Storage e dunque non coincidente con la grana della computazione, richiede 
di dividere i dati su più blocchi e gestire esplicitamente più trasferimenti tra memoria 
principale e Local Storage. L’applicazione lavorerà su sottoblocchi dell’insieme di dati 
   
da sostituire man mano nel Local Storage, questo significa che i dati devono essere 
mantenuti in memoria condivisa e che la computazione non disporrà contemporanea-
mente nel Local Storage di tutto il blocco definito dalla grana dell’algoritmo ma solo di 
una parte (questo può essere un problema in molti casi, ad esempio lavorando su ma-
trici), e che è necessario prevedere dei meccanismi appositi per la gestione di questi 
trasferimenti. 
Questo significa anche dover ottimizzare il trasferimento di questi dati tramite i tra-
sferimenti asincroni e considerare il peso del trasferimento dei trasferimenti non so-
vrapposti al calcolo, dunque massimizzare il più possibile la località e la predicibilità 
della computazione; programmi che fanno accesso a dati sparsi o accedono non se-
quenzialmente su un array pagano maggiormente i trasferimenti rispetto a un pro-
gramma che potrà predire tutti i trasferimenti riuscendo in tal modo a sfruttare le co-
municazioni asincrone e sovrapporre in tal modo i trasferimenti al calcolo. 
Evidentemente questa differenza richiede differenti approcci nell’implementazione 
della comunicazione tra le due unità.  
Il caso in cui la grana della computazione coincide con quella dell’algoritmo richiede 
un unico meccanismo per realizzare la sincronizzazione tra le unità e per realizzare il 
trasporto di blocchi di dati tra due Local Storage; il messaggio trasportato coincide con 
l’intero blocco di dati su cui lavora l’applicazione. 
Il caso di dati che risiedono in memoria condivisa richiede un meccanismo simile al 
precedente, ma il messaggio trasportato in questo caso è solo il riferimento alla strut-
tura dati condivisa in memoria. È dunque necessario prevedere un ulteriore meccani-
smo che realizzi il trasferimento tra Memoria Esterna e Local Storage, gestendo auto-
nomamente i trasferimenti asincroni e la sovrapposizione di questi al calcolo. 
4.2 Vettorializzazione 
Una delle caratteristiche principali delle SPE è quella di essere progettate per lavo-
rare su dati vettoriali: i registri sono a 128 bit, la memoria all’interno del LS è suddivisa 
a blocchi logici anche questi di 128 bit e i trasferimenti tra memoria e registri manten-
gono questo allineamento. Per ogni tipo (double, long, int, short) è definito uno slot 
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principale, ovvero uno dei 2, 4 o 8 valori allocabili nelle parole da 128 bit richiede un 
minor tempo di accesso rispetto agli altri quando vi si accede scalarmente.  
Per lavorare sui dati vettoriali l’SDK estende il linguaggio C definendo nuovi tipi di 
dati, es vector float, vector unsigned int, etc. È importante evidenziare che vector non 
indica il vector definito dal C++, ma è una nuova parola chiave per la definizione di un 
nuovo tipo. 
Le unità di calcolo delle SPE sono destinate al calcolo vettoriale, potendo lavorare su 
4 interi o float o 8 short contemporaneamente nello stesso tempo in cui vengono ese-
guiti gli stessi calcoli su un singolo valore scalare inserito nello slot principale. 
Un’istruzione eseguita su un elemento scalare può risultare addirittura penalizzante ri-
spetto alla stessa eseguita su un elemento vettoriale, dato che se l’elemento scalare 
non si trova nello slot principale il processore deve prima estrarlo e inserirlo in un nuo-
vo registro prima di poter eseguire la computazione. 
Questa l’importanza di lavorare con istruzioni vettoriali spesso richiede un grosso 
studio dell’algoritmo e una notevole modifica dell’implementazione rispetto alla ver-
sione scalare. In generale gli algoritmi che lavorano su stream o che si basano sulla 
scansione di array risultano abbastanza facilmente adattabili alle istruzioni vettoriali; 
altri algoritmi, come ad esempio la moltiplicazione di matrici -che scandisce una matri-
ce per righe e l’altra per colonne e dunque non è possibile definire una struttura dati 
adeguata per l’utilizzo con istruzioni vettoriali- richiedono uno studio non banale e in 
alcuni casa non è possibile fornire un’implementazione efficiente.  
4.3 Allineamento delle variabili 
L’allineamento delle variabili è una delle questioni più ostiche con cui ci si scontra 
iniziando a lavorare su questa architettura. L’SPU lavora su parole da 128 bit, anche i 
trasferimenti via MFC sono implementati per blocchi di 128 bit e i gli indirizzi esterni e 
locali devono essere multipli di 128. 
Le allocazioni -sia statiche che dinamiche- eseguite sia dalla PPU che dalle SPU av-
vengono senza tenere conto di questi vincoli; nel caso in cui un blocco di dati dovrà es-
sere trasferito è dunque necessario gestirne la fase di allocazione. Se lo spazio è alloca-
to staticamente l’indicazione dell’allineamento avviene utilizzando la direttiva standard 
   
__attribute__ ((aligned (128))); nel caso in cui si utilizzi allocazione dinamica l’SDK for-
nisce una _malloc_align(size, pow), che richiede come parametri la dimensione da al-
locare e un valore da usare per calcolare l’allineamento; l’allocazione sarà allineata a 2 
elevato questo valore, nel nostro caso dovendo allineare a 128 il valore è 7.  
Entrambi i meccanismi presentano qualche problema. L’attributo aligned all’interno 
del corpo delle classi C++ è ignorato dal compilatore, nel caso in cui si debbano trasfe-
rire blocchi di dati dichiarati all’interno del corpo di una classe è dunque necessario ri-
correre all’allocazione dinamica. La _malloc_align(size, pow) offerta sino alla versione 
2.1 dell’SDK è buggata, per un problema di parentesi non è utilizzabile in C++. È co-
munque semplice individuare il problema e correggerlo. 
Il vincolo per cui i trasferimenti devono spostare blocchi multipli di 128 bit si riflette 
ovviamente sulla dimensione delle strutture dati trasferibili. Nel caso in cui si trasferi-
scano array è necessario verificarne la dimensione. Ancora più importante è il caso del-
le struct. Molto spesso per motivi di ottimizzazione i trasferimenti riguardano una 
struct in cui si inseriscono più valori, ad esempio per inviare le configurazioni iniziali. Le 
dimensioni di questa struct devono essere multiple di 16 Byte; per questo può essere 
necessario inserire un’array di char di adeguate dimensioni che aumenti la dimensione 
delle struct sino al valore corretto. 
Nel caso in cui si chieda il trasferimento di un indirizzo che non sia multiplo di 128, 
secondo la documentazione questo trasferimento avverrebbe a partire dal multiplo di 
128 precedente, ed ignorerebbe poi i dati non necessari. In pratica invece secondo la 
nostra esperienza il trasferimento a partire da indirizzi non multipli di 128 porta a uno 
stallo infinito del programma. 
4.4  Studio dell’applicazione 
Le caratteristiche del processore Cell richiedono che le applicazioni siano studiate 
ed ottimizzate appositamente per questa macchina, sono pochi gli esempi in cui un’im-
plementazione generica possa essere portata sul Cell senza che sia necessaria una mo-
difica concettuale dell’algoritmo. In generale lavorando sulle altre architetture general 
purpose è possibile partire da un’implementazione generica e poi ottimizzarla per 
l’architettura specifica; in questo caso è necessario studiare e riscrivere un programma 
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specifico non solo per quel che riguarda l’ottimizzazione e dunque la ricerca della pre-
stazione ottimale, ma in generale anche solo per poter utilizzare le SPE durante la 
computazione. 
Oltre all’adattamento alle caratteristiche della SPE con l’utilizzo delle istruzioni vet-
toriali e la limitazione della grana del calcolo un’implementazione di un algoritmo per il 
Cell richiede ovviamente anche la parallelizzazione sulle SPE disponibili; è possibile uti-
lizzare le forme standard di parallelismo ma è bene evidenziare che la banda del bus è 
molto maggiore rispetto a quella della memoria; se più unità lavorano contemporane-
amente sulla memoria questa sarà il collo di bottiglia delle comunicazioni e i 25 GB/s 
teorici della memoria saranno divisi tra queste unità.  
Nelle applicazioni con grana di calcolo molto fine questa può risultare il collo di bot-
tiglia del sistema, in questo caso è necessario indirizzarsi su un modello in cui una sola 
unità lavora in memoria e tutti gli altri trasferimenti avvengono direttamente tra le 
SPE, come avviene ad esempio con un Pipeline che lavori su blocchi di dati compatibili 
con le dimensioni del LS. Assegnando adeguatamente i vari stadi a SPE che si trovano 
fisicamente consecutivamente lungo l’EIB, il sistema potrà far comunicare al massimo 
della banda i vari stadi, mettendo dunque a disposizione dell’applicazione i quasi 200 
GB/s teorici offerti dalla struttura di interconnessione. 
Questo riguarda però le applicazioni con grana di calcolo molto fine; la banda della 
memoria è comunque elevata e dunque applicazioni con una grana di calcolo medio-
grossa realizzate in Farm o Data-Parallel possono facilmente sovrapporre totalmente al 
calcolo i tempi di accesso alla memoria, se si sfruttano adeguatamente i meccanismi di 
trasferimento asincrono. 
4.5 Ottimizzazione delle prestazioni 
Come detto in precedenza, il Cell non è un’architettura superscalare e non ha fun-
zionalità OoO. Per questo alcune delle normali tecniche di ottimizzazione del codice 
(loop unrolling, definizione delle funzioni inline, predictive branch) risultano ancor più 
importanti che sulle normali architetture. Inoltre il grosso numero di registri (128) di 
   
ogni SPE permette di eseguire più loop unrolling rispetto alle normali architetture pri-
ma che questi siano terminati8.  
Oltre a queste tecniche comuni anche alle altre architetture, le applicazioni per il 
Cell richiedono numerosi accorgimenti specifici, dovuti alle caratteristiche del LS, 
dell’implementazione delle comunicazioni e dei vincoli di allineamento. 
L’elemento principale per l’ottimizzazione delle prestazioni è lo sfruttamento delle 
comunicazioni asincrone attraverso l’ottimizzazione dello scheduling delle operazioni 
DMA; l’MFC è un’unità che lavora asincronamente rispetto all’SPU e dunque una buo-
na gestione delle comunicazioni permette di ridurre notevolmente il peso delle comu-
nicazioni arrivando eventualmente a sovrapporle completamente al calcolo. 
A proposito delle comunicazioni è importante evidenziare che quanto maggiore è 
una comunicazione (entro i limiti dei 16k), tanto migliore è l’efficienza del trasferimen-
to; questo significa che in fase di programmazione è importante trovare il miglior com-
promesso tra il dover ridurre la dimensione dei buffer perché stiano all’interno del LS e 
il ricercare il buffer quanto più grande possibile per ottimizzare la comunicazione. 
                                                     
8 Rif. (30) e (32) 
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5.   Esperienza di sviluppo con sup-
porto SDK 
Lo studio dell’architettura e del supporto fornito da IBM ha evidenziato immedia-
tamente quanto particolare fosse la macchina e quanto peso potessero assumere par-
ticolari apparentemente marginali durante lo sviluppo di un’ applicazione. 
Una volta terminato questo studio era importante un’esperienza di sviluppo che 
permettesse di affrontare i reali problemi con cui ci si scontra durante la programma-
zione su questa architettura. 
La scelta dell’applicazione è caduta sul K-means, un algoritmo di Data Mining di cui 
era già disponibile in letteratura una versione Data Parallel (19) e su cui avevamo già 
fatto esperienza di implementazione per altre architetture parallele.  
Un breve studio ha evidenziato come il K-means sia un algoritmo fortemente carat-
terizzato dalla località dei dati su cui lavora: l’insieme dei punti è scandito sequenzial-
mente e non vi sono dipendenze sugli elementi considerati in precedenza. Per questo il 
K-means è risultato compatibile con i vincoli imposti dall’architettura sulla grana del 
calcolo e con i meccanismi che implementano i trasferimenti tra memoria condivisa e 
Local Storage. 
Lo stesso studio ha mostrato che sarebbe stato possibile realizzare un’efficiente im-
plementazione con istruzioni vettoriali che potesse sostituire quasi tutte le operazioni 
scalari con le vettoriali senza introdurre particolari complicazioni nella gestione dei da-
ti. 
Questa perfetta compatibilità con le caratteristiche dell’architettura e la possibilità 
di sfruttare l’esperienza precedente di parallelizzazione su altre architetture ha portato 
alla scelta del K-means come caso di studio. Si riteneva infatti queste caratteristiche 
avrebbero permesso di fare questa esperienza di sviluppo focalizzando l’attenzione to-
talmente sullo studio del sistema stesso, piuttosto che sull’adattamento dell’algoritmo 
alle caratteristiche del sistema. 
   
Lo sviluppo dell’applicazione ha evidenziato le difficoltà oggettive che si incontrano 
quando si devono concretamente usare gli strumento offerti da IBM, difficoltà dovute 
più alla sintassi e alla necessità di tenere conto dei numerosissimi vincoli del sistema 
non mascherati del supporto che ai meccanismi intrinseci dell’architettura. Questo ha 
evidenziato la necessità di creare il supporto poi sviluppato e descritto nel capitolo 
successivo. 
5.1 Il K-means 
5.1.1 Algoritmo 
Il K-means è un algoritmo di clustering che, dato un insieme di n punti di dimensio-
ne d (punti ) e un numero K, ricerca il gruppo di K cluster che offre il raggruppa-
mento di costo minimo. La ricerca inizia attraverso la definizione casuale di K centroidi 
e ad ogni iterazione assegna ogni punto al centroide con distanza euclideana minore, 
calcolando poi i nuovi centroidi come media pesata dei punti ad esso assegnati; per 
motivi di approssimazione e di errore indotto la ricerca termina quando il migliora-
mento della distanza tra 2 iterazioni successive è minore di un dato valore (20) e (19). 
Il K-means è un algoritmo di ricerca locale che tipicamente lavora su un grosso nu-
mero di punti (nel nostro caso siamo nell’ordine delle decine di migliaia, ma è possibili 
immaginare di dover lavorare anche con milioni di punti) da raggruppare su un numero 
limitato di centri (nel nostro caso lavoriamo con 8). 
Il risultato della ricerca è fortemente condizionato dai valori assegnati inizialmente 
ai centroidi e può non solo non coincidere ma addirittura essere molto lontano dal mi-
nimo globale; per questo la ricerca viene fatta ripetendo più volte l’algoritmo e sce-
gliendo il raggruppamento migliore. Una ricerca esaustiva richiederebbe tempo espo-
nenziale rispetto al numero di elementi, questo approccio risulta dunque inapplicabile 
se si lavora su un numero di punti dell’ordine delle decine di migliaia. La relativa rapidi-
tà di convergenza di una singola ricerca del K-means rende conveniente la strategia di 
effettuare un grosso numero di ricerche con insiemi iniziali generati casualmente; seb-
bene non vi sia nessuna garanzia di trovare il minimo globale è statisticamente molto 
probabile trovare una soluzione molto vicina ad esso.  
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I test hanno utilizzato come insieme di punti un dataset disponibile in rete costituito 
dai risultati dell’analisi di un insieme di immagini (21, ColorMoments). I punti su cui la-
voravano erano 68.040 elementi di dimensione 9, espressi in floating point. 
5.1.2 Caratteristiche della Computazione Parallela 
Lo studio dell’algoritmo ha evidenziato la possibilità di implementazione secondo il 
modello il Data Parallel. Seguendo questo modello la parallelizzazione avviene parti-
zionando l’insieme dei punti tra le varie SPE e facendo eseguire su ognuno di questi in-
siemi lo stesso lavoro; dopo ogni fase di elaborazione sui punti segue una fase di redu-
ce in cui i singoli risultati sono uniti per formare i nuovi centri. 
Questa reduce potrebbe essere realizzata da una sola unità (PPE o SPE) o si potreb-
be ricorrere a una reduce multipla. Non considerando le comunicazioni, nel primo caso 
la reduce impiegherebbe n-1 treduce singola, nell’altro caso log2 treduce singola. Il secondo caso 
è sicuramente più performante ma porta a maggiori complicazioni in fase di configura-
zione del sistema e durante la gestione delle comunicazioni. 
Per tutta la durata di un’iterazione i centri saranno immutati, e uguali per tutte le 
unità. L’algoritmo è studiato per lavorare su un numero di centri limitato; è sensato 
pensare di limitare la trattazione al caso in cui la struttura dati dei centri può essere 
mantenuta interamente all’interno del Local Storage durante la computazione, occu-
pandone una frazione limitata. L’unità che termina la reduce può copiare i nuovi centri 
appena calcolati nel LS delle altre unità. Una seconda possibilità è trasferirli in memo-
ria condivisa e segnalare alle altre unità l’avvio di una nuova iterazione, comunque in 
questo caso le varie unità copieranno questi valori dalla memoria condivisa nel proprio 
Local Storage. In entrambi i casi le iterazioni lavoreranno in sola lettura su una copia 
locale dei centri. 
Un discorso diverso va fatto per i punti. Una caratteristica importante dell’algoritmo 
è quella di lavorare su un elevato numero di punti; non sarebbe significativa un’imple-
mentazione che imponesse una limitazione sul numero totale di punti su cui si lavora 
ma dovrebbe essere utilizzabile almeno su un numero di punti compatibile con la di-
mensione della memoria principale della macchina. Questo significa che sicuramente 
non è realistico pensare di mantenere i punti assegnati ad ogni unità all’interno del Lo-
   
cal Storage. Sarà necessario durante le iterazioni prevedere delle fasi di fetch per tra-
sferire man mano blocchi di punti dalla Memoria Condivisa al Local Storage, eventual-
mente studiando dei meccanismi per sovrapporre questi trasferimenti al calcolo. 
L’ultimo elemento da considerare studiando quali saranno le caratteristiche della 
nostra implementazione del K-means per Cell è che i dati dovranno essere formattati 
in modo da poter lavorare con istruzioni vettoriali per sfruttare al meglio gli strumenti 
offerti dalle SPE per lavorare in questa modalità. 
L’implementazione di questo algoritmo per l’architettura Cell porterà a lavorare sul-
la maggior parte dei meccanismi tipici di questo sistema, come la strategia per la ge-
stione del Local Storage, il trasferimento di dati da memoria condivisa, la sincronizza-
zione delle unità, o le operazioni vettoriali . 
Per evitare di affrontare tutto questo in una sola volta è stato diviso lo sviluppo in 
tre fasi. Inizialmente è stata realizzata una versione sequenziale per la PPE (dunque 
un’implementazione generica, compatibile con qualsiasi architettura convenzionale), 
seguita da un’altra versione ancora sequenziale e ancora per PPE, ma ottimizzata per 
lavorare quanto più possibile con istruzioni vettoriali. Questo ha permesso di fare e-
sperienza con questa modalità di programmazione senza le complicazioni della gestio-
ne delle SPE, delle comunicazioni e della limitazione del LS. Per finire è stata realizzata 
la versione parallela che sfrutta gli SPE per la computazione secondo il modello appena 
descritto, introducendo i vincoli e i meccanismi necessari.  
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5.2 Versione sequenziale 
La versione sequenziale per la PPE è una semplice implementazione in ANSI C 
dell’algoritmo di base del K-MEANS, infatti non avendo utilizzato le estensioni vettoriali 
né le SPE il programma per la PPE non richiede modifiche rispetto a quello per qualsiasi 
altro processore standard. 
L’algoritmo lavora su 4 strutture dati: i punti (P, dimensione n*d); i centri (C, dimen-
sione k*d), i contatatori associati ai centri (T, dimensione k) le somme parziali (SP, di-
mensione k*d). D, C e SP sono array bidimensionali, ogni elemento è composto da d 
valori. 
Il programma lavora in questo modo: preso un punto, sceglie il centro più vicino cal-
colando la distanza da tutti i centri (questo costa il calcolo di n*k distanze tra elementi 
a d dimensioni) e selezionando quello a distanza minore. Aggiunge poi il punto 
all’insieme di quelli associati a quel centro (n somme di elementi di d dimensioni) ed 
incrementa il suo contatore del centro. 
In questo modo al termine dell’iterazione ogni contatore conterrà il numero di punti 
associati al centro corrispondente, e ogni SP il totale delle componenti di questi punti; 
dividendo le componenti per il numero dei punti avremo il nuovo centro. 
Le iterazioni proseguiranno finché la variazione della MSE (mean squared error, di-
stanza totale dei punti dai centri a loro associati) tra 2 iterazioni successive risulterà al 
di sopra di un determinato valore o finché non si saranno eseguite un certo numero di 
iterazioni. 
Dato che l’obiettivo non era trovare il miglior MSE ma valutare le prestazioni e con-
frontare correttamente le varie implementazioni, durante i test non genero casual-
mente i centri di partenza, ma utilizzo come centri i primi n punti in modo da poter ri-
petere più volte con diversi parametri le stesse computazioni. Questo non influisce sul-
la complessità o sul numero di operazioni richieste durante un’iterazione, e rende mol-
to più semplici i confronti tra le varie implementazioni. 
In questo modo le varie versioni si troveranno ad eseguire esattamente le stesse 
operazioni, permettendo un confronto più significativo, dato che comunque le analisi 
   
prestazionali sono basate sul tempo medio per un’iterazione e non sul tempo di com-
pletamento di una ricerca. 
5.2.1 Valutazione dell’implementazione 
Ogni iterazione dell’algoritmo richiede un trasferimento di tutte le strutture dati 
(centri, punti e strutture per il calcolo) dalla memoria alla cache. Sulle architetture tra-
dizionali questo non è gestito dal programmatore e dunque la sovrapposizione o meno 
del trasferimento da memoria con il calcolo sui dati presenti dipende dal compilatore e 
dall’MMU. Nel nostro caso, lavorando su 68040 punti e 8 centri ognuno composto da 9 
float i dati trasferiti sono 4*9*68040 byte = circa 2400 KB. 
Per quel che riguarda i calcoli, ogni iterazione esegue il calcolo della distanza tra tut-
ti i punti e tutti i centri, ovvero n * c distanze, ogni distanza richiede il calcolo della dif-
ferenza tra ogni componente (d sottrazioni), il quadrato di ognuno di questi valori (d 
moltiplicazioni), la somma dei d valori ottenuti e per finire il calcolo della radice qua-
drata. Come piccola ottimizzazione, in tutte le implementazioni confronto i quadrati 
delle distanze, e calcolo la radice solo sul valore corrispondente al centro selezionato. 
Dopo aver stabilito il centro più vicino, sommo all’MSE totale la distanza ottenuta, 
le componenti del punto all’SP corrispondente e incremento il contatore dei centri, 
questo mi costa altre d+2 somme. 
Una volta terminato di associare i punti ai centri, bisogna calcolare i nuovi valori. 
Questo costa d divisioni per ogni centro. 
Considerando le differenze equivalenti alle somme e le divisioni equivalenti alle 
moltiplicazioni, ogni iterazione costa dunque (((2*d sum + d mul )*c + 1 rad + (d+2) 
sum)*n) + c * d mul = 
 2*d*c*n + (d+2)*n sum = n*d (2c + 1) +2n somme = 10 ∙ 106 somme 
c*d (n+1) ≈ c*d*n moltiplicazioni = 5 ∙ 106 moltiplicazioni 
n radici quadrate = 68.040 radici quadrate 
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5.2.2 Analisi delle prestazioni 
L’SDK offre 2 diversi compilatori, il gcc e l’xlc; ed entrambi possono compilare a 32 e a 
64 bit. Inoltre il codice in questa prima versione sequenziale è compatibile con i nor-
mali compilatori c. 
Abbiamo eseguito i test su 68040 punti e 8 centri, ricompilando il codice sia a 32 che 
a 64 bit con i compilatori gcc e con xlc offerti dall’SDK 2.1; come paragone il codice è 
stato compilato anche utilizzando il compilatore standard gcc.  
I test sono eseguiti sulla Playstation 3 con Fedora 6; per poter confrontare le presta-
zioni del Cell con quelle di una macchina standard è stato compilato ed eseguito anche 
il test su un PC, un Intel Centrino 2 duo 1, 86Ghz con 2 GB di RAM, sempre sotto Fedo-
ra 6. 
Per quel che riguarda i compilatori forniti dall’SDK, è evidente come in questa prima 
versione sequenziale le prestazioni delle versioni gcc32 e gcc64 siano più di 30 volte 
migliori rispetto a quelle xlc, questo evidenzia come il compilatore xlc, essendo scritto 
appositamente per la macchina Cell, non sia ottimizzato per il calcolo sequenziale. 
Analizzando i risultati possiamo notare anche che i valori sono leggermente a van-
taggio delle versioni 32 bit rispetto alle corrispondenti versioni a 64 bit, ma la differen-
za rimane minima. 
 
  
versione 
Tempo 
(secondi/iter) 
gcc32  seq 0,03495395 
gcc64  seq 0,04134868 
xlc32  seq 1, 19956579 
xlc64  seq 1, 37028947 
gcc 
I686 
centri-
no 
0,05887671 
   
Figura 4 - analisi delle prestazioni versione sequenziale 
tempo medio dell’iterazione, scala logaritmica 
0,031
0,313
3,125
Kmeans Sequenziale
   
È interessante invece notare come il tempo medio di completamento di 
un’istruzione sul processore Intel Centrino 2 duo 1, 86GHz sia 1,6 volte maggiore ri-
spetto alla versione gcc32 sul Cell, equivalente al rapporto tra i cicli di clock delle due 
macchine (3,2 /1,86 = 1,7). Bisogna dire che l’Intel è un processore dual core e questa 
versione sta sfruttando solo uno dei core. 
5.3 Versione vettoriale 
La versione vettoriale per la PPE utilizza le estensioni Multivec. 
Per poter utilizzare le istruzioni vettoriali è necessario che i dati su cui lavora ogni 
operazione siano contigui, questo richiede uno studio che definisca l’adeguata format-
tazione sia dell’insieme dei punti che dei valori che compongono i centroidi. 
La soluzione scelta è stata quella di 
inserire consecutivamente tutte le 
componenti di un elemento, utilizzan-
do una o più parole vettoriali (ovvero 
insiemi di quattro valori) e lasciando 
eventualmente parzialmente inutiliz-
zata parte dell’ultima parola in modo 
tale da tenere allineato l’inizio di un 
elemento con quello di una parola vettoriale. 
In questo modo ogni elemento dei dati o dei centrodi viene inserito in  parole 
vettriali. Sebbene questo algoritmo ottenga le migliori prestazioni quando d è multiplo 
di 4, esso funziona con qualsiasi valore di d e k; con d non multiplo di 4 avremo un cer-
to numero di operazioni vettoriali eseguite su un vettore di valori di cui da uno a tre 
valori saranno inutili. Non vi sono operazioni per ciò possa dare problemi, quindi si può 
senza problemi ignorare il loro contenuto.  
I test lavorano con elementi di dimensione 9, sono dunque necessari 3 vector float 
per contenere un elemento, e le ultime 3 posizioni dell’ultimo vector float rimangono 
vuote. I tempi di completamento del programma rimarrebbero gli stesse anche con 
dimensione 12, dato che sia il numero di operazioni che la dimensione dei blocchi e 
delle comunicazioni sarebbero comunque le stesse.  
float, 4 Byte 
vector float,  
32 Byte = 128 bit elemento, 
d = 9 
Figura 5 - struttura di un elemento in memoria 
 
Spazio occupato 
dall’elemento 
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5.3.1 Valutazione dell’implementazione 
Nel caso in cui si riuscisse ad implementare con sole operazioni vettoriali tutte le fa-
si dell’algoritmo (calcolo della distanza, aggiornamento delle SP e reduce dei centri) sa-
rebbero necessarie un quarto delle operazioni rispetto alla versione sequenziale; que-
sto vorrebbe dire che un calcolatore che impieghi lo stesso tempo ad eseguire 
un’operazione scalare ed una vettoriale impiegherebbe per le operazioni di calcolo un 
quarto del tempo rispetto alla versione sequenziale. 
In questo caso vi sono 2 sole operazioni non implementabili tramite istruzioni vetto-
riali.  
Una delle due è la divisione durante il calcolo dei nuovi centri; ad ogni iterazione 
queste operazioni sono k*d; un numero molto piccolo rispetto alle operazioni totali e 
dunque il fatto che non sia vettoriale rimane marginale e può essere trascurato.  
La seconda è una delle operazioni per il calcolo distanza centro-punto. Una volta 
calcolati i quadrati delle distanze delle singole componenti, si devono sommare queste 
singole componenti per ottenere il valore del quadrato della distanza. Il programma u-
tilizza un’operazione vettoriale per sommare i vari vettori che compongono 
l’elemento, ma deve poi ricorrere a 3 somme scalari per sommare i 4 float che com-
pongono il vettore finale e terminare il calcolo della distanza; qualsiasi sia il numero di 
punti dobbiamo eseguire dunque d/4 somme vettoriali + 3 somme scalari; nella ver-
sione sequenziale avevamo d somme scalari. 
Per il calcolo della distanza sia il set di della PPE che quello della SPE offrono 
l’operazione madd, che richiede come parametri 3 vettori e che in una sola istruzione 
calcola il prodotto dei primi due e lo somma al terzo. In questo modo le operazioni di 
calcolo della distanza tra il punto e il centro richiedono d/4 sottrazioni vettoriali + d/4 
madd + 3 somme scalari, mentre nella versione vettoriale avevamo d differenze, d 
moltiplicazioni e d somme. Possiamo dunque considerare che la versione vettoriale e-
segua un quarto delle operazioni rispetto alla versione sequenziale, nel caso in cui que-
ste operazioni impiegassero lo stesso tempo delle corrispondenti operazioni scalari si 
sarebbe ridotto a ¼ l tempo di calcolo. 
  
   
5.3.2 Analisi delle prestazioni 
Le prestazioni dell’algoritmo vettoriale per PPU non ottengono il miglioramento 
previsto rispetto alla versione sequenziale.  
Nel caso del compilatore gcc i tempi di completamento sono quasi il quadruplo della 
versione sequenziale, risultato esattamente opposto a quello atteso.  
Nel caso del compilatore xlc le prestazioni sono notevolmente migliorate rispetto al-
le anomalie delle rispettive versioni sequenziali e sono assolutamente migliori rispetto 
alla versione vettoriale gcc ma l’esecuzione vettoriale xlc richiede comunque quasi il 
doppio rispetto alla migliore implementazione sequenziale.  
Questo significa che probabilmente la PPU non ha unità di calcolo vettoriale e che 
dunque implementa le queste istruzioni tramite una serie di operazioni sequenziali, 
dunque risulta penalizzate il fatto di lavorare su elementi di dimensione 12 anziché 9. 
Questo non basta a spiegare il calo di prestazioni tra la miglior implementazione se-
quenziale e la migliore vettoriale, probabilmente dunque l’utilizzo di istruzioni vettoria-
li priva il compilatore gcc di gran parte degli strumenti di ottimizzazione. 
Possiamo concludere che l’utilizzo di istruzioni vettoriali sulla PPU porta a una de-
gradazione delle prestazioni rispetto alle corrispondenti istruzioni sequenziali, tali i-
struzioni risultano dunque utili soltanto per testare un algoritmo che poi andrà esegui-
to su SPE ma per evitare cali prestazionali è necessario evitarle nella versione definiti-
va.  
   
 
comp dati tempo / istr 
gcc32  vett 0,11576974 
gcc64  vett  0,11997368 
xlc32  vett  0,07725658 
xlc64  vett  0,07737500 
gcc32  seq 0,03495395 
gcc64  seq 0,04134868 
xlc32  seq 1, 19956579 
xlc64  seq 1, 37028947 
   
Figura 6 –Keans vettoriale PPU - analisi delle prestazioni, confronto delle versioni vettoriali con 
quelle sequenziali tempo medio dell’iterazione, scala logaritmica 
0,031
0,313
3,125 tempo/iterazion
e
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5.4 Versione SPE 
La versione SPE richiede una parallelizzazione della versione precedente con divi-
sione della computazione tra i vari core, gestione dei dati compatibile con le dimensio-
ni del Local Storage, implementazione delle comunicazioni tra le varie unità per la sin-
cronizzazione, e una migrazione dalle istruzioni Multivec utilizzate dalla PPE a quelle 
vettoriali specifiche delle SPE.  
Il modello seguito per la parallelizzazione tra le unità è quello descritto nel paragra-
fo 5.1.2.  
Solo la PPE può allocare in MP, e dunque si occupa della creazione di tutte le strut-
ture dati che vi risiedono: la struttura dei centri, che sarà acceduta in lettura da tutte le 
SPE, la struttura dei punti, i control_block (CB) e le result_block (RB). I CB e i RB sono 
delle strutture dati create per trasferire tra MP e LS più valori con un'unica operazione 
e ne viene creato uno di entrambi per ogni thread SPE.  
I RB sono delle struct utilizzate dalle SPE per inviare il risultato della computazione 
con i valori intermedi calcolati. Le SPE lavorano su un RB istanziato nel proprio LS e al 
termine di ogni iterazione lo copiano nello spazio loro assegnato in MP. 
La PPE utilizza la strategia descritta in 3.4 per avviare le SPE e gestire le strutture da-
ti condivise. 
La struttura dei punti è una struttura unica, ogni SPE riceve la dimensione e 
l’indirizzo in memoria condivisa della propria partizione, e accede in lettura alla parte 
assegnatale. 
È importante evidenziare che i punti sono trasferiti nel Local Storage a blocchi du-
rante la computazione, questi trasferimenti di dati tra memoria principale e Local Sto-
rage non sono una penalizzazione che si paga solo lavorando sulle SPE: si tratta infatti 
di trasferimenti equivalenti a quelli tra MP e cache di un processore tradizionale. La 
differenza è che questi trasferimenti vanno gestiti esplicitamente e dunque bisogna 
studiare la strategia migliore per la loro sovrapposizione al calcolo. Questa gestione 
esplicita dei trasferimenti rende possibile la loro totale ottimizzazione, sino ad arrivare 
a una sovrapposizione completa del trasferimento al calcolo nel caso in cui la grana 
della computazione sia abbastanza grossa rispetto alla banda della memoria. I test 
   
hanno mostrato che la grana del calcolo è tale da rendere ininfluente dal punto di vista 
delle prestazioni il fatto che queste comunicazioni siano sovrapposte o meno al calco-
lo, ciò significa che il tempo di trasferimento è notevolmente minore del tempo di cal-
colo.  
A causa della complessità di lavorare con i segnali, che risultavano inutilizzabili con 
le sole istruzioni fornite dalla documentazione, è stata utilizzata la PPE per eseguire la 
reduce dei centri effettuata ad ogni iterazione. È stato mostrato in 5.3.2 che le presta-
zioni della PPE su dati vettoriali sono pessime, ma le operazioni di reduce richiedono 
un numero di operazioni di alcuni ordini di grandezza inferiori rispetto al resto della 
computazione risultando dunque ininfluenti. Si è preferito dunque evitare di dedicare 
un grosso sforzo modellativo e implementativo a questa fase comunque ininfluente 
sulle prestazioni finali e scegliendo di implementarla sulla PPE. 
 Lavorando sul proprio insieme di punti, ogni SPE stabilisce quale sia il centroide più 
vicino ad ogni punto utilizzando lo stesso algoritmo della versione vettoriale per PPE, 
una volta terminata questa fase e inserito in MP il RB, le SPE inviano all’unità che si oc-
cupa della reduce un messaggio via mailbox che notifichi la terminazione e vanno a lo-
ro volta in attesa di un messaggio via mailbox che indichi se devono eseguire una nuo-
va iterazione o terminare. 
5.4.1 Prestazioni 
Le SPE gestiscono esplicitamente i trasferimenti tra MP e LS, l’analisi delle presta-
zioni deve dunque partire delle varie strategie possibili (dimensione del buffer, sovrap-
posizione o meno delle comunicazioni, etc).  
Tutti i test iniziali sono eseguiti senza sovrapporre le comunicazioni, in modo da 
rendere evidente il peso di queste rispetto a quello della computazione. 
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Sono stati eseguiti inizialmente i test su buffer con dimensione compresa tra 1 e 300 
elementi, in modo da evidenziare quanto si paghi il setup di una comunicazione. Il gra-
fico in Figura 7 mostra quando sia penalizzante lavorare con buffer molto piccoli, e al 
tempo stesso come con buffer di più di 50 elementi la differenza sia minima 
Il grafico in Figura 8 mostra i valori in proporzione al numero di thread SPE, il tempo 
medio delle iterazioni è stato moltiplicato per il numero di thread. Questo evidenzia 
come l’algoritmo scali allo stesso modo con qualsiasi dimensione del buffer, è dunque 
possibile studiare su un numero limitato di casi e generalizzare i risultati.  
 
Figura 7 - K-means SPE – prestazioni a seconda della dimensione del buffer e del numero di 
SPU. Comunicazioni non sovrapposte 
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Come trattato più approfonditamente in 2.2.1.1, durante la computazione non è 
possibile conoscere lo spazio libero a disposizione nel LS, e non essendoci controlli nel 
caso in cui venga effettuata un’allocazione eccedente lo spazio a disposizione lo heap 
va a sovrascrivere lo stack. Il grafico evidenzia che usando buffer da 50 elementi in poi 
le comunicazioni sono totalmente ininfluenti rispetto al calcolo e le prestazioni riman-
gono costanti. Per questo si è preferito concentrare i test su buffer di dimensioni limi-
tate, dato che comunque erano già state raggiunte le condizioni ottimali.  
Gli altri test sono stati eseguiti con buffer di 200 elementi.  
La tabella e il grafico in Figura 9 evidenziano due dati molto importanti. Il primo è 
che anche con un solo thread SPE otteniamo il miglior risultato rispetto alle versioni 
precedenti; il secondo è che l’applicazione scala perfettamente mantenendo un effi-
cienza di 0.97 quando eseguito con 6 thread SPE. Questo significa che le alte presta-
zioni della memoria e dell’EIB sono perfettamente in grado di servire il sistema anche 
quando questo lavora a regime.  
 
Figura 8 - K-means SPE prestazioni a seconda della dimensione del buffer – valori normalizzati 
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Il primo e l’ultimo valore mostrano il confronto tra l’esecuzione del K-means su un pro-
cessore standard e sul processore Cell; il risultato è che ogni iterazione richiede 0,059 
secondi su un processore Intel Core 2 duo 1.86GHz, e 0.0043 secondi sul Cell. Questo 
significa che il Cell esegue l’algoritmo 13 volte più velocemente del processore tradi-
zionale. Il livello di ottimizzazione degli algoritmo eseguiti sui due sistemi è equivalen-
te. 
5.5 Analisi dell’esperienza 
Lo sviluppo del K-means ha confermato alcune impressioni che si erano avute du-
rante lo studio dell’architettura e dell’SDK, ma ne ha sorprendentemente smentito al-
tre che sembravano abbastanza evidenti. 
L’SDK si è confermato uno strumento di bassissimo livello, macchinoso e complicato 
da usare, che a causa della totale assenza di astrazioni riflette sul programmatore ogni 
aspetto dell’architettura sottostante. 
L’utilizzo dei segnali per la sincronizzazione tra SPE si è rivelato particolarmente 
complicato, sia per la sintassi contorta e non adeguatamente documentata, sia per la 
necessità di definire inizialmente i meccanismi per la propagazione degli indirizzi a cui 
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devono essere inviati i segnali. Inoltre per quel che riguardai segnali il supporto non 
permette di utilizzare a fondo le potenzialità offerte dall’architettura sottostante: è 
possibile utilizzare i segnali in OR mode, avendo così un meccanismo per ricevere non 
un unico messaggio a 32bit ma 32 messaggi da 1 bit, ma non vi è nessuna gestione del-
la fase di lettura di questi messaggi. La lettura è atomica, non è possibile leggerne solo 
una parte e mantenere il resto per la lettura successiva. La gestione della lettura è a 
carico del programmatore, che deve eventualmente predisporre i meccanismi per con-
servare i segnali non ancora usati. 
Come visto risulta in particolar modo complicata la gestione della fase iniziale di 
creazione e configurazione dell’applicazione. Il programmatore deve modellare tutti i 
meccanismi per la propagazione degli indirizzi necessari per l’accesso ai Local Storage 
delle unità e in particolare ai registri su cui sono mappati i segnali e agli indirizzi delle 
variabili condivise. Tutta la realizzazione di questa parte è totalmente a carico del pro-
grammatore, l’SDK non fornisce nessun supporto a questa fase né esistono documenti 
che trattano l’argomento illustrando le possibili strategie. 
La modellazione e realizzazione di questa fase iniziale ha richiesto un tempo quanti-
ficabile in almeno un terzo del tempo di sviluppo dell’applicazione; un supporto di più 
alto livello avrebbe sicuramente ridotto notevolmente l’impegno necessario per que-
sta parte di lavoro, arrivando sino praticamente ad annullarlo. 
 La gestione dell’allineamento e della dimensione delle variabili è un altro aspetto 
che ha richiesto grossa attenzione ed è stato fonte di problemi durante ogni fase di la-
voro su questa architettura, continuando a rallentare lo sviluppo anche quando 
l’argomento era stato compreso a fondo. Anche questo aspetto condiziona sia la fase 
di modellazione del problema, in cui bisogna tenere conto dei particolari meccanismi 
di controllo dell’allineamento delle variabili, sia quella di realizzazione del programma, 
risultando causa di numerosi problemi e origine della maggior parte dei blocchi 
dell’applicazione. 
Escludendo il problema di allineamento dei dati da trasferire, i meccanismi offerti 
per eseguire i trasferimenti tra memoria esterna e Local Storage anche se un po’ mac-
chinosi non sono risultati invece particolarmente complicati da utilizzare; una volta ac-
quisito un minimo di esperienza non è complicato individuare il modo migliore per 
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sfruttarli. Questo vale anche per i meccanismi di gestione asincrona delle comunica-
zioni; l’utilizzo dei tag non presenta particolari difficoltà salvo la grossa influenza sul 
modello delle comunicazioni . 
 
   
6.   Supporto alle comunicazioni 
Quello offerto dall’SDK risulta dunque un supporto di bassissimo livello, privo di 
qualsiasi astrazione, che offre degli efficienti strumenti di trasferimento dati e sincro-
nizzazione tra unità ma che delega al programmatore l’implementazione di tutte le 
strategie per la loro gestione. 
Questa totale mancanza di astrazioni obbliga il programmatore a occuparsi di qual-
siasi particolare riguardante la comunicazione tra unità, a partire dalla allocazione delle 
strutture in memoria condivisa sino alla propagazione degli indirizzi in cui sono allocate 
le strutture dati, oltre a richiedere di volta in volta uno specifico studio delle modalità 
di sincronizzazione e trasferimento. 
Per questo ogni comunicazione, perfino la configurazione iniziale del sistema in cui 
le unità si scambiano le informazioni sulle proprie strutture dati, richiede un notevole 
sforzo di modellazione del problema. 
Per semplificare la modellazione e la programmazione sono state realizzate una se-
rie di astrazioni che mascherano man mano il sistema puntando a realizzare un livello 
finale in cui -per quel che riguarda le comunicazioni- i meccanismi dell’architettura e 
dell’SDK pur riflettendosi ovviamente sulle caratteristiche del supporto e su una serie 
di sue limitazioni sono totalmente mascherati. 
Il supporto proposto si occupa sia della sincronizzazione delle unità, sia della gestio-
ne del trasferimento dei dati.  
L’analisi di questo lavoro procederà dal livello più alto, proposto come supporto per 
lo sviluppo di applicazioni, ed esaminerà man mano i vari livelli sempre meno astratti. 
6.1 Riepilogo delle caratteristiche del sistema 
La struttura dell’architettura del Cell è particolare, gli strumenti a disposizione per le 
comunicazioni risultano molto performanti ma al tempo stesso è necessario considera-
re una serie di problematiche e limitazioni sia per quel che riguarda le comunicazioni 
stesse, sia per quel riguarda la gestione e dimensione del Local Storage. 
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Per questo anche se è già stata data nei capitoli precedenti una descrizione 
dell’architettura e del supporto fornito dall’SDK è importante ricapitolare quali siano 
queste caratteristiche, in modo da poter motivare le scelte e evidenziare i vantaggi del-
la soluzione proposta. 
6.1.1 Dimensioni e caratteristiche del Local Storage 
 Lo spazio di indirizzamento delle applicazioni eseguite su SPU coincide con i Local 
Storage, per utilizzare i dati presenti in Memoria Principale o nel LS di un’altra SPU è 
necessario trasferirli utilizzando la procedura via MFC descritta nel capitolo 2.5.1. La 
dimensione e la gestione del Local Storage risultano i vincoli più limitanti da considera-
re durante lo sviluppo di applicativi per le SPU. È dunque di primaria importanza con-
centrarsi sull’ottimizzazione dell’utilizzo del LS, limitando la dimensione totale dei 
buffer allocati. 
6.1.2 Trasferimenti asincroni e schedulabili 
 I trasferimenti tra Local Storage e Memoria Principale e o tra due LS sono gestiti da 
unità di comunicazione (MFC) ed eseguiti in maniera asincrona. È inoltre possibile 
schedulare il trasferimento di più trasferimenti, eventualmente utilizzando una lista di 
blocchi. Le unità di comunicazione gestiscono più trasferimenti schedulati, questo offre 
grosse potenzialità per la sovrapposizione delle comunicazioni. Esistono però dei vinco-
li sulla dimensione e sull’allineamento dei blocchi da trasferire. È necessario inoltre ge-
stire esplicitamente l’attesa della terminazione. Il sistema permette di realizzare i tra-
sferimenti come Get (trasferire i dati da memoria condivisa a Local Storage) o come 
Put (trasferimenti da Local Storage a memoria condivisa). La sincronizzazione dei tra-
sferimenti avviene utilizzando delle maschere di tag, che possono valere da 1 a 32. 
Possiamo dunque identificare sino a 32 diverse comunicazioni su ogni unità. L’MFC può 
ottimizzare i trasferimenti eseguendoli in ordine diverso rispetto a come sono schedu-
lati, ma è possibile forzare l’ordine in cui devono essere eseguiti avviandoli in modalità 
Fence, che assicura che il trasferimento sarà avviato solo dopo che sono stati avviati gli 
altri già presenti con lo stesso tag, o Barrier, che funziona come il Fence ma in più assi-
cura l’ordinamento anche rispetto a quelli schedulati successivamente.  
   
6.1.3 Segnali 
La sincronizzazione tra SPU utilizza i Signal Channel; ogni unità dispone di 2 registri 
di segnali da 32 bit ognuno utilizzati per ricevere i segnali di tutte le altre unità, con 
un’adeguata gestione è possibile identificare sino a 64 segnali differenti per ogni unità. 
Anche i segnali sono gestiti dall’MFC e utilizzano gli stessi meccanismi di sincronizza-
zione dei trasferimenti; un segnale inviato con barrier su un certo tag sarà inviato solo 
dopo il termine dei trasferimenti già schedulati con quel tag. 
6.1.4 Grana del calcolo 
Vi sono due modelli di applicazione (descritti nel capitolo 4.1) applicabili a questa 
architettura, differenti sia per quel che riguarda i meccanismi di comunicazione che per 
le caratteristiche della computazione. 
 Il primo modello riguarda le applicazioni in cui la grana dell’algoritmo coincide con 
quella della computazione e dunque i dati risiedono totalmente all’interno del Local 
Storage e le comunicazioni avvengono a scambio di messaggi, trasferendo direttamen-
te i dati tra i Local Storage senza passare dalla memoria. 
Il secondo modello riguarda invece le applicazioni in cui la grana dell’algoritmo è 
maggiore dello spazio a disposizione su Local Storage. In questo caso la grana 
dell’algoritmo è maggiore della grana della computazione, i dati assegnati a un’unità 
sono tenuti in memoria principale, le comunicazioni scambiano riferimenti alla memo-
ria e la computazione lavora su piccoli blocchi alla volta, trasferendoli dalla memoria. 
6.2 Canali  
Il supporto è realizzato secondo un modello di comunicazione basato su canali asin-
croni, unidirezionali, simmetrici, tipati. La creazione e la configurazione di questi canali 
avvengono a tempo di esecuzione, non si ha dunque un controllo a tempo di compila-
zione sul tipo e sulla dimensione dei messaggi né sulla correttezza dei parametri passa-
ti durante la creazione; la coerenza è affidata alle procedure di creazione dei canali e-
seguite all’inizio dell’esecuzione del programma e a un corretto utilizzo all’interno del 
programma. Le procedure di creazione sono definite dal supporto dei canali.  
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Il modello di cooperazione è ad ambiente locale, il canale è esposto totalmente 
all’interno dello spazio logico dell’applicazione. Il supporto sottostante implementa la 
comunicazione attraverso la mappatura in memoria condivisa del buffer dei messaggi 
e dei registri dei Signal Notification Channel e attraverso le operazioni via MFC, ma 
questo meccanismo è totalmente invisibile all’applicazione. 
Riguardo alla classificazione delle applicazioni in base alla grana del calcolo, il sup-
porto si rivolge principalmente alle applicazioni del primo tipo, che trasferiscono diret-
tamente tra Local Storage, gestendone la sincronizzazione delle unità e il trasferimento 
dei dati. Lavorando in questo modalità tutte le comunicazioni dell’applicazione risulta-
no a scambio di messaggi. 
Il supporto è utile anche per la realizzazione delle applicazioni del secondo tipo. In 
questo caso i canali si occupano di tutta la fase di sincronizzazione e di trasferimento 
dei riferimenti ai blocchi in memoria condivisa, ma non del trasferimento dei dati tra 
memoria condivisa e Local Storage. Per questa fase è necessario un ulteriore supporto 
che gestisca il trasferimento a blocchi dei dati tra lo spazio condiviso e il Local Storage. 
Lavorando in questa modalità i canali lavorano ancora a scambio di messaggi, ma il 
modello di comunicazione dell’applicazione è a memoria condivisa. Il supporto che si 
dovrebbe occupare del trasferimento tra spazio condiviso e Local Storage è notevol-
mente più semplice dei canali e non richiede una particolare modellazione, dato che 
non coinvolge la sincronizzazione tra unità ma solo la gestione dei trasferimenti asin-
croni. Data la sua semplicità, questa parte non sarà trattata nello studio del modello in 
quanto poco significativa e priva di elementi specifici dell’architettura.  
Per semplificare la trattazione, sebbene logicamente il canale sia unico ci si riferirà 
ad esso con i termini “canale in uscita”, per indicare il lato del canale che risiede 
sull’unità che esegue la Send(), e “canale in ingresso” per indicare quello che risiede sul 
lato che esegue la Receive( ). 
I canali lavorano su buffer preallocati, una Send( ) invia messaggi salvati in una loca-
zione del proprio buffer e richiede dunque come parametro l’indice che indica quale 
messaggio deve essere inviato, allo stesso modo una Receive( ) restituisce l’indice che 
identifica la variabile targa in cui ha trasferito il messaggio. 
   
A queste due primitive standard il supporto ne affianca altre due, necessarie per re-
alizzare la gestione delle locazioni del buffer: la GetLocation( ) e la FreeLocation(_). Il 
canale in uscita offre la GetLocation( ) per ottenere una locazione vuota su cui inserire 
il messaggio da copiare; quello in ingresso offre la FreeLocation(_) per liberare una va-
riabile targa quando non è più utilizzata, in modo di rendere disponibile per le comuni-
cazioni successive la locazione in cui era salvata.  
Il canale in uscita offre dunque un sistema per richiedere la locazione in cui salvare il 
messaggio in anticipo rispetto a quando sarà eseguita la Send. Nel caso in cui il mes-
saggio sia il risultato di una computazione è possibile salvarlo direttamente in questa 
locazione, senza che vi sia bisogno di allocare un nuovo spazio nel LS né di effettuare 
copie. Lo stesso discorso vale per il canale in ingresso: una volta ottenuta la locazione 
con la variabile targa è possibile tenerla occupata per tutto il tempo della computazio-
ne e liberarla solo quando questa è terminata; anche in questo caso dunque non a-
vremo bisogno di allocare un nuovo spazio per questi dati né di effettuare la copia dei 
dati. 
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Vi è un limite sul numero totale di locazioni in ingresso e in uscita dei canali di ogni 
SPU; per motivi di gestione delle sincronizzazioni e dei trasferimenti che saranno spie-
gati in seguito la somma delle locazioni dei canali in ingresso di un SPU può essere al 
massimo 31, stesso discorso per le locazioni dei canali in uscita. 
L’utilizzo di questi canali permette di implementare le comunicazioni ignorando to-
talmente il sistema dei segnali, le modalità di trasferimento tra MP e LS e quelle per la 
sincronizzazione delle comunicazioni; sarà il supporto sottostante ad occuparsi di im-
plementare questi meccanismi con gli strumenti offerti dall’SDK e dall’architettura. 
Ovviamente alcune caratteristiche intrinseche dell’architettura continuano a riflet-
tersi sulle comunicazioni, vi sono delle limitazioni nel numero dei buffer allocabili e il 
limite alla dimensione dei dati imposto dalla dimensione del Local Storage non può es-
sere sorpassato, ma è indubbia la semplificazione introdotta da questo supporto, che 
permette di programmare tralasciando tutte le complicazioni della gestione a basso li-
vello delle trasmissioni, gestisce l’utilizzo di più buffer e ottimizza la sovrapposizione 
delle comunicazioni al calcolo, praticamente senza introdurre penalizzazioni prestazio-
CH_OUT[0]. 
Send(0,1) 
 CH_IN[0]  
 CH_OUT[1] 
CH_OUT[1]. 
Send(0,1) 
 CH_OUT[0] 
CH_IN[0]. 
Receive( ) => 0,1 
 CH_IN[1]  
 CH_IN[0]  
CH_OUT[0]. 
Send(0,1,2) 
 CH_OUT[0] 
CH_IN[0]. 
Receive( ) => 0,1,2 
CH_IN[1]. 
Receive( ) => 0,1 
SPU[0] SPU[1] 
SPU[2] 
SPU[3] 
Figura 10 - Schema che illustra 4 SPU con 3 canali 
   
nali. In questo modo anche la modellazione del problema risulta semplificata, dato che 
il supporto delle comunicazioni è ricondotto a un modello standard, e dunque permet-
te di programmare ignorando le particolarità dell’architettura.  
Tabella 1 - pseudocodice che illustra l'utilizzo dei canali in ingresso e in uscita 
6.2.1 Implementazione 
Come detto si è scelto di implementare dei canali che possono inviare solo messaggi 
inseriti all’interno di locazioni del buffer dei canali in uscita; in questo modo la sincro-
nizzazione avviene indicando solo l’indice della locazione a cui ci si riferisce e non si ha 
bisogno di trasferire durante ogni comunicazione l’indirizzo del buffer remoto. 
Ogni canale riceve in fase di creazione il proprio buffer, costituito da una o più loca-
zioni a seconda del grado di asincronia del canale. I canali in ingresso usano queste lo-
cazioni come variabili targa, quelli in uscita come spazio per i messaggi da inviare, ma 
tutta la gestione dei segnali di sincronizzazione, dei tag delle comunicazioni e degli in-
dirizzi del buffer è delegata al supporto sottostante (rappresentato da un’istanza della 
classe BufferManager). I canali si occupano di tenere traccia dello stato delle singole 
locazioni del buffer (occupato, libero, in trasferimento), e di richiedere al supporto sot-
tostante l’esecuzione di tutte le procedure di trasferimento e sincronizzazione.  
Per tener traccia dello stato delle locazioni dei buffer i canali associano una masche-
ra ad ognuna di loro. Ogni lato del canale avrà una variabile di 32 bit per ogni stato 
possibile delle locazioni; la gestione degli stati è implementata utilizzando i normali 
meccanismi delle maschere di bit. 
I trasferimenti sono implementati come GET, ovvero sono eseguiti dalla Receive() 
utilizzando chiamate asincrone, è necessario dunque gestire la schedulazione di questi 
trasferimenti avviandoli appena sono disponibili un segnale e un buffer libero. 
canale in uscita canale in ingresso 
LOC =CH_OUT.GetLocations( ); 
int index = CH_OUT.GetLocation( ); 
_scrive su LOC [index]; 
CH_OUT.Send(index); 
LOC=CH_IN.GetLocations( ); 
int index = CH_IN.Receive( ); 
_lavora su LOC [index]; 
CH_IN.FreeLocation(index); 
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6.2.1.1 Lato del canale in uscita 
L’implementazione del lato del canale in uscita è abbastanza semplice, dato che non 
si occupa del trasferimento ma deve solamente gestire i segnali di sincronizzazione e 
l’utilizzo delle locazioni del buffer. 
L’invio di un messaggio avviene attraverso l’invocazione della Send(int indexLoca-
tion), ma è la Receive( ) ad eseguire concretamente il trasferimento. La Send si limita 
ad inviare all’altro lato del canale un segnale indicante la presenza di un nuovo mes-
saggio in una determinata locazione del buffer; il supporto sottostante si occupa di in-
viare un segnale adeguato che identifichi il buffer remoto. La Send a quel punto setta 
quella locazione come waiting e ritorna.  
 
   
Tabella 2 - Pseudocodice che illustra il funzionamento del canale in uscita 
Un’applicazione che vuole inviare un messaggio deve prima ottenere la locazione in 
cui scriverlo, dunque deve invocare prima della Send(int indexLocation) il metodo int 
GetNextLocation( ), che restituisce l’indice di una locazione libera. Per fare questo il 
CH_OUT, grado di asincronia N 
#define MASK(i) (1<<i) 
LOCATIONS[N]; //puntatori alle N locazioni del buffer associato al canale 
FREE_MASK = ALL_MASK; //maschera che indica quali locazioni sono libere, inizialmente 
tutte 
BUSY_MASK = 0; //maschera che indica quali locazioni sono state restituite al processo 
WAITING_MASK = 0; //maschera che indica quali locazioni sono in attesa che termini il 
trasferimento 
//sono definiti anche i metodi SetFree, SetBusy e SetWaiting, che aggiungono alla masche-
ra corrispondente l’indice passato come parametro e lo rimuovono dalle altre maschere 
//invia il messaggio contenuto nella locazione [index] 
void Send(int index) { 
 //CH_IN avvierà il trasferimento di questa locazione 
  bufferManager-> SynchroLocation(index); 
  SetWaiting(index);  
} 
  
//ottiene una nuova locazione, eventualmente andando in attesa finché non si libera 
virtual int GetNextLocation( ) { 
//se vi sono locazioni disponibili devo eseguire una Wait, bloccante finché non se ne è libe-
rata una 
//se è arrivato almeno un segnale avvio la Wait e libero la locazione 
//bufferManager->TestSignal(MASK) e bufferManager->WaitAnySignal(MASK) sono defi-
niti dal supporto sottostante da me definito per poter implementare i canali astraendo dai 
meccanismi di comunicazione e sincronizzazione. Richiedono una maschera di bit, e resti-
tuiscono una nuova maschera che equivale all’AND tra gli indici delle locazioni per cui è 
stato ricevuto un segnale e la maschera passata 
// bufferManager->TestSignal( ) ritorna immediatamente, dunque varrà 0 se non sono sta-
ti ricevuti segnali tra quelli della maschera. Inoltre anche se restituisce un valore diverso 
da 0 non modifica il buffer dei segnali 
// bufferManager->WaitAnySignal ( ) attende che almeno un bit sia diverso da 0.Inoltre 
rimuove dal buffer dei segnali i valori restituiti 
 if (!FREE_MASK || bufferManager->TestAnySignal( ) 
  if(! FREE_MASK )  
  signal = bufferManager->WaitAnySignal( ) 
 //se sono arrivati segnali, indicano che il trasferimento della locazione corrispondente è 
terminato, posso settarli free 
 foreach location where (MASK(location) & signal)!=0 
  SetFree(location) 
 
 choose free where (MASK(free) & FREE_MASK)!=0; 
 setBusy(free);   
 return free; 
} 
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canale verifica se sono stati ricevuti segnali dall’altro lato del canale, in tal caso questi 
messaggi indicano quali trasferimenti sono stati completati (buffer consumati, che 
dunque possono essere riutilizzati). Questi buffer sono settati a free, dopodiché tra 
tutti quelli free ne viene selezionato uno, marcato come busy e restituito 
all’applicazione. Nel caso invece in cui non vi siano buffer liberi e non siano arrivati se-
gnali la GetNextLocation( ) risulta bloccante, e va in attesa di un segnale che indichi che 
un buffer è diventato disponibile.  
6.2.1.2 Lato del canale in ingresso 
Oltre a gestire il proprio buffer e lo scambio dei segnali, il lato canale in ingresso de-
ve gestire i trasferimenti asincroni, avviandoli appena disponibili e tenendo traccia del-
lo stato. 
CH_IN, grado di asincronia N 
#define MASK(i) (1<<i) 
 
FREE_MASK = ALL_MASK //maschera che indica quali locazioni sono libere, inizialmente 
tutte 
BUSY_MASK = 0 //maschera che indica quali locazioni sono utilizzate esternamente al ca-
nale 
TRANSFERRING_MASK = 0 //maschera che indica quali locazioni sono in attesa che termi-
ni il trasferimento 
AVAILABLE_MASK = 0 //maschera che indica quali variabili targa sono già state ricevute 
ma non ancora richieste dal processo  
 
//sono definiti anche i metodi SetFree, SetBusy, SetTransferring e SetAvailable che aggiun-
gono alla maschera corrispondente l’indice passato come parametro e lo rimuovono dalle 
altre maschere 
 
RECEIVED_SIGNALS = 0 //indica quali segnali sono stati estratti dal buffer e devono anco-
ra essere gestiti 
 
//esegue la receive, eventualmente andando in attesa finché non è terminato un trasferi-
mento 
//nel caso ci siano Send in sospeso e variabili targa disponibili, avvia i trasferimenti (asin-
croni) 
//restituisce l’indice della locazione in cui è salvata la variabile targa 
int Receive( ){ 
 int index;   
 
 //avvia tutti i trasferimenti possibili 
 StartPending( ); 
 
 //se non sono già terminati trasferimenti bisogna aspettare che ne termini qualcuno 
 if (!AVAILABLE_MASK) index = Wait( ); 
   
 
 //se sono già terminato dei trasferimenti ne scelgo uno tra quelli disponibili 
 else index = choose loc where (MASK(loc) & AVAILABLE_MASK)!=0 
 
 //setto la locazione a busy e la passo al processo 
 setBusy(index); 
 return index; 
} 
 
//libera una variabile targa che era stata utilizzata in precedenza. 
//Nel caso ci siano Send in sospeso, avvia i trasferimenti 
void FreeLocation(int index) { 
 SetFree(index); 
 
 //se ci sono segnali e locazioni libere avvio tutti i trasferimenti possibili 
 StartPending( ); 
} 
 
//avvia tutti i trasferimenti possibili. 
//I trasferimenti sono asincroni, quindi avviandoli prima possibile aumento le probabilità 
che la comunicazione sia sovrapposta al calcolo 
void StartPending( ){ 
  
 //devo usare RECEIVED_SIGNALS perché posso ricevere dei segnali con WaitAnySignal( 
) ma non avere ancora locazioni disponibili per avviarli tutti. I segnali risultano dunque ri-
mossi dal buffer del supporto ma ancora non avviati. li salvo lì altrimenti li perderei 
 if ( bufferManager->TestSignal_ANY(ALL_MASK)  
  RECEIVED_SIGNALS=RECEIVED_SIGNALS | WaitAnySignal(ALL_MASK) 
 
 //finchè vi sono a disposizione locazioni libere e segnali, viene avviato il trasferimento 
 while(Free_Mask && RECEIVED_SIGNALS){ 
  //il segnale inviato per indicare la disponibilità del messaggio i-esimo è la maschera 
i-esima. 
  choose loc where ( MASK (loc) & RECEIVED_SIGNALS)!=0{ 
   choose free where ( MASK (free) & FREE_MASK)!=0 { 
     StartTransf(loc, free); 
    RECEIVED_SIGNALS = RECEIVED_SIGNALS & ~ MASK (loc); 
   } 
  } 
 } 
} 
 
//avvia il trasferimento e schedula il segnale per ch_out. 
//Questo segnale sarà inviato solo al termine del trasferimento 
// StartTransferLocation(int remote, int location) e SynchroLocation(int remote, int 
location) sono definite dal supporto sottostante, che sarà definito in seguito 
//EseguiGet avvia il trasferimento asincrono. Essendo un trasferimento GET copia i dati 
dalla locazione remota al buffer locale. 
void StartTransf(int index, int remote) { 
  
 //avvio il trasferimento asincrono 
  bufferManager->StartTransferLocation(index, remote); 
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Tabella 3 - Pseudocodice che illustra il funzionamento del canale in ingresso 
L’applicazione che utilizza il canale in ingresso ha a disposizione 2 metodi: int Recei-
ve( ), che restituisce l’indice di una variabile targa su cui è stato trasferito un messag-
gio, e void FreeLocation (int indexLocation), invocata dal processo per indicare che ha 
terminato di utilizzare una variabile targa che gli era stata restituita dalla Receive( ) e 
che dunque la locazione in cui risiedeva è disponibile per una nuova trasmissione. 
La Receive( ) controlla per prima cosa se eventuali trasmissioni avviate in preceden-
za sono terminate; in questo caso setta gli slot corrispondenti in available; come si ve-
drà tra poco a questo punto il segnale di buffer consumato corrispondente è già stato 
inviato dall’unità di comunicazione all’altro lato del canale subito dopo il termine del 
trasferimento. La Receive( ) controlla poi se esistono degli slot liberi e dei segnali che 
segnano la presenza di un nuovo messaggio negli slot dal lato Send( ), in tal caso avvia 
tutti i trasferimenti possibili. Nel caso in cui a questo punto vi sia almeno una locazione 
in stato available la restituisce al processo, marcandola come busy. Nel caso in cui nes-
suna sia available controlla se vi sono trasferimenti in corso e attende il termine del 
 //la sincronizzazione è implementata con barrier, sullo stesso tag del trasferimento 
precedente. 
 bufferManager->SynchroLocation(remote, index); 
 SetTransferring(index); 
} 
 
//Restituisce una delle locazioni disponibili 
//Se non ve ne sono aspetta che ve ne siano, gestendo adeguatamente segnali e trasmis-
sioni 
int Wait( ) { 
 //se non ci sono trasferimenti teminati, nè trasferimenti in sospeso, nè segnali già rice-
vuti, devo attendere che arrivi un segnale indicante un nuovo messaggio 
 if ((!AVAILABLE_MASK) && (!TRANSFERRING_MASK) && (!RECEIVED_SIGNALS)) 
   RECEIVED_SIGNALS = bufferManager->WaitAnySignal( ); 
 
  StartPending( ); 
  
 //utilizzo le primitive di sincronizzazione per aspettare che almeno uno dei trasferimen-
ti finisca. Status conterrà l’OR di tutti i tag che hanno terminato, 
mfc_read_tag_status_any è bloccante finché almeno uno non è terminato. 
  status = bufManag->WaitEndAnyTransf (TransferringMask); 
   
 foreach loc where ((MASK_IN[loc] & status)!=0) 
  SetAvailable(loc); 
 return choose from ((MASK_IN[loc] & status)!=0) 
}  
 
   
primo disponibile. Se non vi sono nemmeno trasmissioni in corso attende un segnale, 
avvia il trasferimento corrispondente e ne attende il termine. 
La FreeLocation(int indexLocation) semplicemente setta a free la locazione ricevuta 
come parametro; dato che i trasferimenti sono asincroni ed è necessario avviarli quan-
to prima possibile anche la FreeLocation( ) controlla se è possibile avviare nuovi trasfe-
rimenti -ovvero se son disponibili slot liberi e segnali- ed in tal caso li avvia. 
Un canale avvia quanti più trasferimenti possibili, dunque vi possono essere più tra-
sferimenti in corso contemporaneamente, e una Receive( ) attende naturalmente il 
termine di uno solo di questi. Una volta terminato un trasferimento la locazione in cui 
risiedeva il messaggio può essere riutilizzato immediatamente, ma il canale in ingresso 
si accorge di quali trasferimenti sono terminati solo quando durante una Receive( ) ne 
testa lo stato. Per far sì che il buffer remoto non rimanga occupato finché non viene ef-
fettivamente eseguita la Receive( ), quando il canale avvia un trasferimento esegue 
immediatamente anche una BufferManager->SendSignal(int remote, int local). Il sup-
porto sottostante si occupa di accodare il segnale di notifica per la locazione remote 
con barrier sul trasferimento corrispondente. In questo modo è assicurato che il segna-
le sarà effettivamente inviato appena terminato il trasferimento, e al tempo stesso che 
l’altro lato del canale lo riceverà solo quando il trasferimento è effettivamente termi-
nato e dunque il buffer è già stato letto. Il canale in uscita riceverà dunque la notifica 
appena l’unità di comunicazione ha terminato il trasferimento e potrà utilizzare la lo-
cazione in cui risiedeva il messaggio anche se il canale in ingresso non ha ancora gesti-
to la terminazione del trasferimento con una Receive( ). 
Dato che i meccanismi a disposizione per l’invio dei segnali tra SPU non provocano 
interruzioni, non vi è modo di avviare automaticamente un trasferimento non appena 
è disponibile un messaggio. Per ottimizzare i trasferimenti è necessario dunque con-
trollare periodicamente se vi sono nuove comunicazioni disponibili. Questo viene fatto 
dal canale quando è invocata la Receive( ) o la Free( ), ma in determinate situazioni è 
utile invocare esplicitamente la StartTransfer( ) (che nel caso in cui non siano disponibi-
li trasferimenti ha un peso minimo) che avvia eventuali trasferimenti disponibili. Inse-
rendo questa invocazione all’interno di computazione dalla grana di calcolo rossa au-
mentano le probabilità che il trasferimento sia totalmente sovrapposto.  
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6.3 Supporto per la gestione dei buffer 
Come visto i canali lavorano solo con gli indici dei buffer; tutta la gestione di questi 
buffer, l’identificazione dei segnali e dei trasferimenti sono delegati al supporto sotto-
stante, esposto tramite la classe BufferManager9. Un canale richiede semplicemente il 
trasferimento del blocco remoto i-esimo nella locazione locale n-esima, senza la mini-
ma conoscenza né degli indirizzi dei blocchi né della loro dimensione. Stesso discorso 
per l’invio delle segnalazioni: i canali devono solo richiedere l’invio del segnale riguar-
dante una determinata locazione, tutto ciò che riguarda la strategia di codifica del 
messaggio e i meccanismi specifici sottostanti sono integralmente mascherati. 
BufferManager non utilizza le primitive dell’SDK, ma si appoggia a sua volta su 
un’ulteriore supporto che semplifica l’utilizzo di quelle primitive e introduce una serie 
di astrazioni necessarie per il trasferimento di blocchi di dimensione generica e per la 
gestione di più di 2 segnali. 
La prima cosa di cui il supporto BufferManager si occupa è la creazione e gestione 
dei buffer. In fase di configurazione per ogni canale sono creati i buffer con numero di 
locazioni adeguato al grado di asincronia e sono definite le varie maschere che saranno 
usate per le comunicazioni e i trasferimenti. Ogni SPU può infatti avere più canali e bi-
sogna assicurare che i valori utilizzati per identificare i trasferimenti asincroni (i tag del-
le comunicazioni) e i valori usati come segnali per indicare la disponibilità di una loca-
zione siano univoci per tutte le locazioni di tutti i canali di ogni SPU.  
Il supporto introduce una numerazione univoca per tutte le locazioni di tutti canali 
in ingresso di una SPU e un’altra per quelle dei canali in uscita. L’assegnazione dei se-
gnali ai buffer può essere diversa per i due lati del canale, dato che per ogni SPU di-
pende dalle locazioni già occupate dagli altri canali. Ad ogni locazione è assegna una 
                                                     
9  La descrizione dell’implementazione di BufferManager si riferisce 
all’implementazione del supporto per i canali tra due SPU. Un’implementazione per i 
canali tra SPU e PPU deve ricorrere a strumenti differenti di sincronizzazione -mailbox 
anziché segnali-, dalle caratteristiche notevolmente differenti. L’implementazione di 
questi canali per comunicazioni tra SPU e PPU è comunque possibile, è sufficiente im-
plementare il sistema di sincronizzazione utilizzando mailbox anziché i segnali. È co-
munque importante evidenziare che i canali sono studiati ed ottimizzati in base alle ca-
ratteristiche di comunicazione tra SPU.  
   
maschera formata da tutti zeri e un solo 1 in corrispondenza della posizione indicata 
dall’indice assegnato. In questo modo, limitando a 32 il numero delle locazioni totali 
sia in ingresso che in uscita, ogni locazione ha a disposizione una maschera di un solo 
bit che può essere messa in OR con quelle delle altre locazioni.  
Per implementare le segnalazioni riguardanti la disponibilità delle locazioni il sup-
porto utilizza lo strumento di sincronizzazione più veloce disponibile per le SPU, ovvero 
i segnali, che però sono disponibili in numero limitato. Ogni SPU dispone per la sincro-
nizzazione con tutte le altre SPU di 2 registri di segnali da 32 bit ognuno, utilizzabili an-
che un solo bit alla volta. È possibile settare questi registri in modalità OR bit a bit, in 
questo modo la ricezione di un segnale provoca l’inserimento del segnale nel registro 
in OR bit a bit con i valori eventualmente già presenti. 
La sincronizzazione utilizza un segnale di un solo bit per indicare la presenza di un 
messaggio in una locazione(canali in uscita) o l’avvenuta lettura di quel messaggio (ca-
nali in ingresso). Il sistema usato per assicurare che i segnali ricevuti da una SPU siano 
univoci è utilizzare come segnali le maschere associate alle locazioni dei buffer, quando 
un canale invia un segnale riguardante una determinata locazione deve usare la ma-
schera assegnata dall’altro lato a quella locazione. Il BufferManager deve dunque co-
noscere sia le maschere associate alle proprie locazioni, sia le maschere definite 
dall’altro lato del canale. Lo scambio di queste informazioni avviene durante la fase ini-
ziale di configurazione dei canali. 
È importante evidenziare che il segnale usato per indicare una certa locazione coin-
cide con la maschera usata da chi riceve il segnale, non con quella di chi invia. 
Dato che i trasferimenti di dati sono asincroni, è necessario identificarli univoca-
mente per poter tener traccia dello stato ed attenderne la terminazione; per questo 
ogni trasferimento è identificato da un tag, coincidente anche questo con la maschera 
della locazione in cui viene trasferito. In questo caso si tratta della propria maschera. 
Il supporto permette di agganciare al trasferimento l’invio di un segnale, che sarà 
effettivamente inviato solo al termine del trasferimento stesso. Per implementare 
questo è inviato un segnale asincrono con barrier sullo stesso tag del trasferimento, 
che sarà inviato dall’unità di comunicazione solo quando il trasferimento è effettiva-
mente terminato. Questo meccanismo è utilizzato dai canali per inviare il messaggio di 
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lettura del buffer appena terminato il trasferimento, prima ancora che sia effettiva-
mente eseguita la Receive( ). 
  
Il trasferimento degli indirizzi in memoria principale in cui son mappati i buffer re-
moti avviene solo durante la fase di configurazione iniziale. 
[1,2] 
Sig1 
Buffer variabili 
targa 
EA buffer 
messaggi  
re
moti 
 
[1,2]  
 [4,5] 
 [3,4] 
Segnali scambiati 
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U[2] 
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Buffer varia-
bili targa 
EA buffer 
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[1,2,3] 
[1,2,3] 
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MASK_IN[0] = 1 
MASK_IN[1] = 2 
 
MASK_OUT[0] = 1 
MASK_ OUT[1] = 2 
Receive() 
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Receive() 
 =>0,1 
Receive() 
 => 0,1 
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MASK_IN[0] = 1 
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MASK_IN[2] = 3 
 
 
 
 
MASK_OUT[0] = 1 
MASK_ OUT[1] = 2 
MASK_ OUT[2] = 3 
Sig2 
Buffer mes-
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SPU[0] 
Send(0,1) Send(0,1) 
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Buffer mes-
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Figura 11 - Schema che illustra i segnali scambiati tra 4 SPU con 3 canali 
   
Per motivi di gestione dei tag (i tag sono condivisi da trasferimenti e segnali, ed è 
necessario assegnarne uno anche ai segnali dei canali in uscita) il numero dei buffer to-
tali di tutti i canali di una SPU deve essere limitato a 31. 
Questo sistema impone che per ogni SPU il grado massimo totale di asincronia dei 
canali in ingresso e in uscita sia limitato a 31. In generale raramente questa limitazione 
può essere un problema dato che solitamente la dimensione del LS rende necessario 
contenere il numero dei buffer assegnabili ai canali; solo nel caso in cui si lavori su 
messaggi molto piccoli questa caratteristica potrebbe diventare limitante. 
6.4 Astrazione delle primitive di comunicazione 
Le primitive di trasferimento e sincronizzazione offerte dall’SDK sono semplicemen-
te una mappatura dei meccanismi dell’hardware sottostante; a parte la semplificazione 
della sintassi in C anziché assembler non offrono dunque nessuna astrazione e risulta-
no piuttosto ostiche da utilizzare dato che ogni operazione deve essere gestita con 
meccanismi di bassissimo livello. 
Questo vale sicuramente per l’implementazione dei trasferimenti tra LS e MP, che 
riflette i meccanismi di basso livello dell’hardware nei vincoli sulla loro dimensione e 
sull’allineamento dei blocchi da trasferire10 oltre che nel meccanismo di gestione delle 
comunicazioni basato sull’attesa di una maschera di tag11. E vale ancor più per le primi-
tive di sincronizzazione, che per quel che riguarda i segnali12 risultano –sopratutto ini-
zialmente- molto problematiche da usare per la loro macchinosità e per la carenza di 
documentazione ed esempi. 
L’utilizzo di primitive di così basso livello offre sicuramente al programmatore gli 
strumenti per sfruttare tutto il potenziale della macchina, come ad esempio i vantaggi 
offerti dall’utilizzo di trasferimenti asincroni e dalle possibilità della loro schedulazione, 
ma al tempo stesso aumenta in maniera esponenziale lo sforzo necessario per lo svi-
luppo dei programmi e sopratutto per il loro controllo ed eventuale debug. 
                                                     
10 vedi “Allineamento delle variabili” pag.21 
11 vedi “Gestione dello stato delle comunicazioni”, pag 20 
12 vedi “Signal-Notification Channel (o Segnali)”, pag 20 
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Per questo è stato definito un ulteriore supporto sovrastante quello offerto dall’SDK 
che ne maschera la complessità introducendo una serie di astrazioni e gestendo tutte 
le particolarità dovute ai meccanismi con cui sono gestite le comunicazioni. Questo 
supporto si occupa inoltre di offrire un’interfaccia semplificata e lineare e aggiungere 
alcune funzionalità mancanti all’SDK. 
6.4.1 Trasferimento di dati 
Esistono due modalità di trasferimento dati via MFC, la prima trasferisce un blocco 
di dati, la seconda trasferisce una serie di blocchi definiti da una lista13. Questa secon-
da modalità permette di sorpassare le limitazioni della prima modalità sulla massima 
dimensione trasferibile (16K), e inoltre permette di trasferire più elementi non contigui 
con una sola richiesta, diminuendo le latenze. 
Le primitive dell’SDK non offrono nessun supporto per la creazione delle liste, che 
devono essere generate di volta in volta dal programmatore, e non fanno nessun con-
trollo sulla adeguatezza della dimensione trasferita né sul corretto allineamento dei 
dati remoti e del buffer locale. 
Il supporto creato automatizza la creazione delle liste; in questo modo trasferire un 
blocco anche eccedente la dimensione di un singolo trasferimento richiede che siano 
forniti solamente l’indirizzo remoto, l’indirizzo locale, la dimensione del blocco e il tag 
della trasmissione, evitando di dover generare i vari elementi della lista in base alla 
dimensione del blocco da trasferire. 
Il supporto offre un’interfaccia semplificata anche per l’esecuzione dei trasferimenti 
che non ricorrono alle liste, eliminando alcuni parametri che servono per una gestione 
avanzata delle priorità ma che risultano nella maggior parte dei casi inutili; in questo 
modo un trasferimento richiede solamente l’indirizzo locale, l’indirizzo remoto, la di-
mensione e un tag. 
Per quel che riguarda il controllo dello stato delle trasmissioni, il supporto mantiene 
sia l’utilizzo dei tag per la loro identificazione che tutte le modalità per la sincronizza-
zione, aggiungendo la possibilità di effettuare dei trasferimenti sincroni. 
                                                     
13 vedi “2.5.1 Trasferimenti via MFC” e “3.3.1 Trasferimenti via MFC”  
   
Il supporto permette inoltre di attivare (a tempo di compilazione, attraverso la defi-
nizione di una macro) un controllo sulla correttezza di allineamento e dimensione dei 
blocchi, in modo da semplificare la fase di debug evidenziando gli errori che hanno 
portato alla terminazione del programma. 
Il supporto semplifica dunque l’utilizzo dei meccanismi di trasmissione ed offre un 
supporto per lo sviluppo senza portare ad alcuna limitazione nelle potenzialità né a 
degradazione delle prestazioni, è importante evidenziare che la responsabilità per la 
gestione corretta dei tag rimane al programmatore. 
6.4.2 Sincronizzazione tra unità 
L’architettura offre 2 diversi strumenti per la sincronizzazione tra unità: le mailbox, 
per comunicare tra PPU e SPU, e i segnali, che permettono la sincronizzazione tra SPU. 
Come abbiamo visto questi strumenti hanno caratteristiche molto differenti, e anche 
le primitive con cui l’SDK li espone differiscono sia per sintassi che per modalità di uti-
lizzo. 
In particolare l’utilizzo dei segnali risulta particolarmente macchinoso sia per come 
deve essere allocato lo spazio in cui va salvato il segnale, sia perché le strategie di pro-
pagazione degli indirizzi dei registri dei segnali sono affidate totalmente al programma-
tore, che dunque deve implementare una fase iniziale di configurazione del sistema. 
 Anche per quel che riguarda la ricezione dei segnali gli strumenti risultano limitati. 
È possibile ad esempio settare i registri dei segnali in modo che lavorino in modalità 
OR; in questa modalità quando è già presente un valore nel registro del segnale e ne 
viene ricevuto uno nuovo, il registro è aggiornato con l’OR bit a bit dei due valori. Que-
sto permette dunque di utilizzare ogni registro dei segnali per gestire sino a 32 segnali 
diversi, ma la lettura del registro provoca la sua cancellazione totale e non esistono 
strumenti per ottenerne solo una parte; dunque in pratica l’attesa anche di un solo bit 
provoca la cancellazione di tutti gli altri. 
Il supporto definisce in C++ una classe astratta per l’invio e la ricezione dei segnali; 
questa è concretizzata da una classe che gestisce i segnali veri e propri, e da un'altra 
che gestisce le mailbox. In questo modo diventa indifferente per un’applicazione rea-
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lizzare una comunicazioni tra SPU e PPU o tra SPU e SPU, semplicemente in fase di con-
figurazione è necessario creare l’oggetto adeguato. 
Il supporto gestisce inoltre l’utilizzo dei registri dei segnali in modalità bit a bit, 
permettendo di attendere la ricezione di parte dei bit e mantenendo lo stato dei valori 
ancora non ricevuti. In questo modo il supporto ai segnali in modalità bit a bit diventa 
reale, ogni registro dei segnali che prima era in pratica un segnale di 32 bit è interpre-
tabile come 32 segnali da un bit, per un totale dunque di 64 segnali per ogni SPU. 
Il supporto si occupa inoltre della configurazione del sistema: in fase di creazione 
dei context la PPE inserisce in posizioni che saranno note a tutte le applicazioni SPE gli 
indirizzi in cui sono mappati il Local Storage e i registri dei segnali di tutti i context. 
Queste informazioni risiedono in Memoria Principale e non occupano dunque spazio 
nei LS, solo in fase di configurazione iniziale gli SPU trasferiscono temporaneamente le 
informazioni di cui hanno bisogno nel LS. 
   
7.   Conclusioni 
Lo sviluppo su architettura Cell richiede un’approfondita conoscenza sia degli stru-
menti offerti nell’SDK che dei meccanismi hardware sottostanti; questo è sì dovuto ai 
particolari vincoli imposti dalla struttura di Local Storage e dalla particolarità delle mo-
dalità di comunicazione, ma il problema principale è che tutto ciò non è minimamente 
mascherato dalle librerie e dalle funzionalità offerte dal supporto sviluppato dall’IBM, 
assolutamente di bassissimo livello.  
Ciò rende la macchina estremamente ardua da gestire, complicando le fasi di mo-
dellazione e aumentando notevolmente i tempi di sviluppo, al punto che la percezione 
ormai diffusa sul processore Cell è che si tratti di un processore dalle grosse potenziali-
tà ma assolutamente ostico da programmare. 
Il lavoro è consistito in due fasi. La prima fase di studio approfondito 
dell’architettura e del supporto fornito dall’SDK era finalizzata al raggiungimento di 
una adeguata confidenza con la macchina e con l’SDK. In questa fase non ci si voleva 
limitare al solo studio dei manuali ma si aveva bisogno di evidenziare quali fossero i 
problemi con cui si deve scontrare il programmatore durante lo sviluppo su architettu-
ra Cell, quali fossero i meccanismi e le strategie più convenienti in una serie di situa-
zioni come la configurazione iniziale o le comunicazioni tra le unità, e ancora quali ca-
ratteristiche di una computazione risultassero favorevoli e quali penalizzanti. 
Lo studio teorico è dunque stato integrato dallo sviluppo di un’applicazione paralle-
la di data mining, il K-means. Questo sviluppo è avvenuto in più fasi, a partire da una 
prima versione sequenziale indipendente dall’architettura sino alla versione che sfrutta 
a fondo le potenzialità del Cell (suddivisione del lavoro tra i vari core, versatilità delle 
comunicazioni asincrone, istruzioni vettoriali).  
Lo sviluppo di questa prima applicazione su Cell è stato assolutamente ostico. So-
pratutto nelle prime tre versioni dell’SDK dalla (1.0, 1.1 e 2.0) la documentazione era 
inadeguata, limitata alla descrizione delle funzioni esposte ma priva di qualsiasi accen-
no a come questi strumenti dovessero essere usati. Anche gli esempi erano limitati e 
non documentati, assolutamente non esplicativi e in molti casi riferiti alla versione 
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precedente del supporto. Se si aggiunge che solo con la versione 2.1 l’SDK ha raggiunto 
una sufficiente stabilità è facile rendersi conto delle difficoltà incontrate. 
Questo lavoro si è rivelato però indispensabile per la fase successiva. Lo sviluppo di 
questa applicazione ha evidenziato come solo in pochi casi le caratteristiche della mac-
china risultino le reali cause delle complicazioni, mentre la maggior parte dei problemi 
siano dovuti sostanzialmente ad altri due fattori: la carenza nella documentazione di 
strategie per risolvere determinate situazioni che si propongono costantemente du-
rante lo sviluppo su Cell (configurazione del sistema e passaggio dei parametri alle uni-
tà, gestione degli indirizzi locali e remoti, gestione delle strutture condivise, etc.) e la 
totale assenza di astrazioni nel supporto offerto dall’SDK, che obbliga a scontrarsi con-
tinuamente con i meccanismi di basso livello dell’architettura. Il primo di questi fattori 
si risolve parzialmente con l’esperienza, il secondo invece influisce costantemente sullo 
sviluppo di qualsiasi applicazione. 
Nonostante queste difficoltà il risultato è stato comunque positivo sia dal punto di 
vista della confidenza raggiunta con l’architettura, sia per quel che riguarda lo studio 
delle caratteristiche del sistema. L’analisi delle prestazioni ha evidenziato come sia 
possibile raggiungere un’ottima scalabilità (l’efficienza con 6 unità di calcolo è risultata 
0,97) e mostrato la differenza di più di un ordine di grandezza rispetto alle prestazioni 
ottenute su un’architettura tradizionale di medio livello14. 
Lo studio prestazionale dell’applicazione ha inoltre evidenziato quali fossero le ca-
ratteristiche più importanti e le scelte implementative più performanti, in particolare 
la necessità di un’accurata gestione dei Local Storage, le potenzialità dei meccanismi di 
comunicazione e la notevole differenza prestazionale sul puro calcolo tra le SPE e la 
PPE. 
Alla luce di questo è stata chiara l’importanza di definire un supporto che permet-
tesse di astrarre dai meccanismi sottostanti, e come lo sviluppo di questo supporto do-
vesse porre al centro dell’attenzione le caratteristiche evidenziate.  
La seconda fase del lavoro è stata dunque lo studio di un modello di comunicazione 
di alto livello e lo sviluppo del corrispondente supporto alle comunicazioni, abbastanza 
                                                     
14 Architettura con Centrino 2 Duo 1,86Ghz e 2 GB di Ram 
   
generico da mascherare totalmente qualsiasi particolare specifico dell’implementazio-
ne delle comunicazioni sul Cell, ma al tempo stesso modellato a partire dalle analisi 
fatte durante lo sviluppo del K-means e quindi ottimizzato per sfruttare al meglio 
l’architettura.  
Durante lo sviluppo l’attenzione era concentrata sul creare un supporto che per-
mettesse di lavorare tralasciando tutte le complicazioni della gestione a basso livello 
delle trasmissioni, che gestisse l’utilizzo di più buffer e che ottimizzasse la sovrapposi-
zione delle comunicazioni al calcolo, puntando a limitare al massimo le penalizzazioni 
prestazionali. Per ottenere ciò ci si è concentrati su tre elementi principali: l’utilizzo dei 
segnali come strumenti di sincronizzazione, l’ottimizzazione dello spazio allocato e il 
pieno sfruttamento dei trasferimenti asincroni e delle funzionalità offerte dalle unità di 
comunicazione.  
Il risultato del lavoro è stato la realizzazione di un supporto basato su canali asin-
croni, unidirezionali, simmetrici, tipati, cooperanti ad ambiente locale. I canali lavorano 
su buffer preallocati, in modo che sia possibile sfruttare efficientemente i segnali per 
quanto riguarda la sincronizzazione, e che grazie ai meccanismi di gestione esplicita del 
buffer non sia necessario allocare ulteriore spazio nel LS per la creazione del messaggio 
o durante l’utilizzo della variabile targa. Il modello è stato infatti studiato in maniera 
che l’applicazione possa utilizzare questi buffer anche durante la computazione evi-
tando così le copie inutili dei messaggi.  
Tutto lo sviluppo di questi canali è stato strutturato rigorosamente a livelli, creando 
tre astrazioni successive che poggiandosi sull’SDK lo mascherano totalmente, semplifi-
cando man mano le operazioni e aggiungendo nuove funzionalità. 
Il risultato è un supporto che nei casi per cui è studiato permette di raggiungere 
prestazioni equivalenti a quelle ottenibili programmando con gli strumenti di basso li-
vello, ma che rispetto all’SDK nasconde gran parte dei meccanismi che si erano rivelati 
il vero ostacolo nell’esperienza precedente, grazie all’esposizione delle comunicazioni 
tramite primitive standard di alto livello. 
La programmazione con questo supporto risulta effettivamente notevolmente sem-
plificata, i tempi di sviluppo e in particolar modo di debug ridotti, e le conoscenze tec-
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niche necessarie per lavorare sulla macchina sfruttandone a fondo le caratteristiche 
notevolmente meno approfondite.  
Il risultato del lavoro non è ancora uno strumento maturo e pronto ad essere utiliz-
zato in fase di sviluppo di applicazioni complesse. La fase di modellazione e di studio 
del sistema è sicuramente valida, il modello si adatta perfettamente all’architettura 
mascherandone alcuni limiti e sfruttando a fondo i pregi, ma attualmente il supporto 
non offre ancora un’implementazione specifica per realizzare le comunicazioni asim-
metriche, e la parte di configurazione iniziale sebbene semplice da utilizzare non è pu-
lita e lineare come il resto. 
Una futura estensione del supporto alle comunicazioni asimmetriche è particolar-
mente importante, attualmente queste comunicazioni devono essere emulate in modo 
inefficace per quel che riguarda l’utilizzo dei Local Storage. 
Il modello di comunicazione è stato studiato considerando anche il caso dei canali 
asimmetrici e il supporto è progettato per essere estendibile attraverso due principali 
modifiche all’implementazione attuale. La prima è associare alle locazioni esterne non 
solo la maschera di bit ma anche un indicazione dell’SPE a cui appartengono. La secon-
da è modificare la gestione dei segnali e dei trasferimenti in modo che si riferiscano 
all’SPE corretta. Entrambe le modifiche riguardano l’implementazione, la fase di confi-
gurazione iniziale e quella di propagazione degli indirizzi. Il livello più esterno rimar-
rebbe invece concettualmente identico a quello attuale. 
Il lavoro mostra come il problema principale del Cell sia la mancanza di un modello 
di programmazione adeguato adeguato, che si occupi di semplificare al programmato-
re almeno l’uso dei meccanismi di base in modo che nello sviluppo di un programma 
non obblighi a concentrarsi continuamente su di essi. Abbiamo mostrato anche come 
l’architettura CBEA risulti compatibile con un modello semplice e sia possibile realizza-
re un supporto con tali caratteristiche, studiato in maniera tale da non introdurre pe-
nalizzazioni prestazionali e da semplificare notevolmente lo sviluppo. 
 
   
Appendice A -  Note e strumenti 
dell’SDK 2.1 
A.1 Installazione 
L’installazione della versione 2.1 dell’SDK richiede Fedora Core 6, le versioni prece-
denti erano invece rilasciate per Fedora Core 5. Esistono online tutorial non ufficiali per 
l’installazione sotto altre distribuzioni ma anche piccole differenze nelle versioni dei 
pacchetti portano a sporadici problemi in fase di compilazione o linking con le librerie; 
il consiglio dato da IBM è mantenere la versione standard e limitare quanto più possi-
bile gli aggiornamenti dei pacchetti. 
L’installazione delle librerie, dei compilatori, degli esempi e del simulatore sono to-
talmente automatizzate; una volta risolte le dipendenze dei prerequisiti è sufficiente 
scaricare l’iso dell’SKD, montarlo, far partire l’installazione che scaricherà automatica-
mente una serie di pacchetti dal centro di Barcellona, dopodiché avviare il build delle 
librerie scegliendo quale compilatore usare (22). 
7.1 Debugger 
L’SDK offre un’estensione del gdb per Cell; la sintassi e le funzionalità sono immuta-
te rispetto al gdb standard. Il debugger non è risultato perfetto; a volte i punti di debug 
non arrestano l’esecuzione nel punto in cui sono inseriti, inoltre il contenuto delle va-
riabili non sempre risulta aggiornato. Il debugger risulta inoltre instabile quando si uti-
lizza il meccanismo dei segnali. 
Per questo durante lo sviluppo si deve ricorrere anche a un controllo dello stato 
dell’applicazione tramite stampe su schermo (printf); in alcuni casi questo si rivela 
l’unico strumento disponibile per il debug.  
Le fasi di debug risultano comunque molto complicate, i vincoli del sistema su alli-
neamento e dimensione dei blocchi di dati sono una grossa fonte di errori e alcuni 
comportamenti non standard del compilatore hanno richiesto settimane di debug pri-
ma di essere evidenziati. 
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A.2 Editor ed Interfaccia grafica 
A partire dalla versione 1.1 l’SDK fornisce un plugin per l’integrazione con Eclipse, 
che oltre alla gestione dei progetti e del Makefile si occupa dell’avvio del simulatore, 
del caricamento dei programmi dalla macchina locale, e dell’avvio dell’esecuzione. 
L’installazione dell’interfaccia è stata man mano semplificata nelle varie versioni 
dell’SDK, nella versione 1.1 l’estensione di Eclipse andava installata e configurata to-
talmente a mano, attualmente viene vista come un plugin che va semplicemente ag-
giunto ad Eclipse attraverso strumenti di integrazione automatica. 
In teoria l’integrazione con Eclipse dovrebbe offrire anche l’interfaccia per il debug-
ger, che però quando è avviato in questo modo risulta totalmente instabile e nella 
maggior parte dei casi si disconnette prima che l’esecuzione del programma sia finita; 
è inoltre praticamente impossibile debuggare le applicazioni SPE dato che la maggior 
parte delle volte i punti di debug sono semplicemente ignorati. 
Anche le applicazioni avviate tramite Eclipse risultano instabili e all’aumentare della 
complessità del programma vanno in stallo durante le comunicazioni. Questo si verifica 
sia lavorando connessi al simulatore che all’architettura reale (PS3). 
A.3 Compilazione 
L’SDK offre due possibili scelte per il compilatore: è possibile usare un’estensione 
del gcc, sviluppata dal centro spagnolo, o il compilatore XLC, sviluppato da IBM apposi-
tamente per questa architettura; entrambi i compilatori permettono il cross compiling, 
ovvero una volta installato correttamente l’SDK su macchina linux i686 o ppc è possibi-
le dunque compilare su questa i programmi per l’architettura Cell, che poi possono es-
sere mandati in esecuzione su simulatore o su una macchina reale remota. 
I due compilatori sono simili, ma sia in base all’esperienza in fase di sviluppo sia in 
base ad alcuni post sul forum è risultato leggermente migliore xlc, che oltre ad essere 
leggermente più performante si è rivelato più affidabile. 
Entrambi i compilatori generano sia il codice PPE che quello SPE; la fase di compila-
zione è gestita dal Makefile che specifica anche come devono essere gestiti gli esegui-
bili per l’SPE. È possibile infatti creare delle applicazioni stand alone che vengono ese-
guite direttamente sull’SPE, o generare un file eseguibile per la PPE che contiene anche 
   
l’immagine degli eventuali file eseguibili dalle SPE; in questo caso sarà il processo in 
esecuzione sul PPE a creare i contesti per le SPE, caricarli e mandarli in esecuzione. 
A.4 Simulatore 
Il simulatore fornito con l’SDK 2.1 è un simulatore completo dell’architettura CELL, 
configurabile nel numero delle SPE e nelle dimensioni di Memoria Principale e Local 
Storage (5 cap 5). 
Salvo per alcuni aspetti marginali come il mancato supporto all’allocazione di più 
context su una sola SPE, il simulatore offre le stesse funzionalità della macchina reale; 
ovviamente la velocità con cui il sistema è simulato è notevolmente ridotta, ad esem-
pio su un Centrino 2 duo 1,86Ghz con 2G di Ram la simulazione procedeva a circa 1K i-
struzioni totali al secondo, dunque almeno 6 ordini di grandezza al di sotto delle pre-
stazioni del sistema reale. 
Il simulatore simula l’intero sistema: PPE, SPE, Bus, Unità di comunicazione, e può 
essere impostato per una simulazione accurata, in cui tutti i meccanismi sono esatta-
mente simulati, o per una simulazione funzionale. La prima è notevolmente più lenta 
ma permette di effettuare calcoli delle prestazioni, la seconda non riproduce esatta-
mente i meccanismi sottostanti ma assicura semplicemente che il risultato di una 
computazione coincida con quello che sarebbe ottenuto su un’architettura reale. 
 
 76 
8.   Bibliografia 
1. IBM. Cell Broadband Engine Architecture. [Documentazione SDK 2.1] 2006. 
CBEA_v1.01_3Oct2006.pdf 
2. IBM. Synergistic processing in Cell's Multicore Architecture. [Online] 2006. 
http://www.research.ibm.com/people/m/mikeg/papers/2006_ieeemicro.pdf  
3. IBM. Synergistic Processor Unit Instruction Set Architecture. [Online] http://www-
01.ibm.com/chips/techlib/techlib.nsf/techdocs/76CA6C7304210F3987257060006F2C4
4/$file/SPU_ISA_v1.2_27Jan2007_pub.pdf 
4. IBM. Cell Broadband Engine Architecture and its first implementation. [Online] 
1995. http://www.ibm.com/developerworks/power/library/pa-cellperf/  
5. IBM. Cell Broadband Engine Programming Tutorial. [Documentazione SDK 2.1] 
2007. CBE_Tutorial_v2.1_1March2007.pdf 
6. IBM. Cell Broadband Engine Programming Handbook. [Documentazione SDK 2.1] 
2006. BE_Handbook_v1.0_10May2006.pdf 
7. Srinivasan, Vaidyanathan, Santhanam, Anand K. e Srinivasan, Madhavan. Cell 
Broadband Engine processor DMA engines, Part 1: The little engines that move data. 
[Online] IBM, 2005. www.ibm.com/developerworks/power/library/pa-celldmas  
8. IBM. IBM Cell Broadband Engine Software Development Kit. Alphaworks Services. 
[Online] http://www.alphaworks.ibm.com/tech/cellsw  
9. IBM. IBM educational assistant. [Online] 
http://publib.boulder.ibm.com/infocenter/ieduasst/stgv1r0/index.jsp?topic=/com.ibm
.iea.cbe/cbe/CBEv10_Course.html  
10. IBM. Licenses for Cell Broadband Engine Software Development Kit. [Online] 
http://alphaworks.ibm.com/contentnr/celllicenses  
11. IBM. Cell Broadband Engine Architecture forum. [Online] http://www-
128.ibm.com/developerworks/forums/dw_forum.jsp?forum=739&cat=46  
   
12. Barcelona Supercomputer Center. Linux on Cell BE-based Systems. Barcelona 
Supercomputer Center (BSC). [Online] 
http://www.bsc.es/projects/deepcomputing/linuxoncell/  
13. IBM. SPU vector intrinsics at your fingertips. [Online] 
http://www.ibm.com/developerworks/library/pa-tipspu1/index.html  
14. IBM. SPE Runtime Management Library. [Documentazione SDK 2.1] 2007. 
cplibspe.pdf  
15. Chow, Alex. Meet the experts: Alex Chow on Cell Broadband Engine 
programming models. [Online] Power Architecture editors, developerWorks, IBM, 
2005. http://www.ibm.com/developerworks/power/library/pa-expert8/  
16. IBM. DMA. Developing code for cell. [Online] 2006 
http://publib.boulder.ibm.com/infocenter/ieduasst/stgv1r0/topic/com.ibm.iea.cbe/cb
e/1.0/Programming/L3T2H1_39_DevelopingCodeForCellDMA.pdf  
17. IBM. Developing code for Cell-Mailboxes. Cell Ecosystem Solutions Enablement. 
[Online] 2006. 
http://publib.boulder.ibm.com/infocenter/ieduasst/stgv1r0/topic/com.ibm.iea.cbe/cb
e/1.0/Programming/L3T2H1_40_DevelopingCodeForCellMailboxes.pdf  
18. Rapidmind. RapidMind Multi-Core Software Platform User Guide. [Online] 
https://developer.rapidmind.net/documentation/reference/APIReferenceManual.pdf  
19. Dhillon, Inderjit S. e Modha, Dharmendra S. A Data-Clustering Algorithm On 
Distributed Memory Multiprocessors. [Online] 
http://www.cs.utexas.edu/users/inderjit/public_papers/parkmeans.ps  
20. K-means algorithm. Wikipedia, the free encyclopedia. [Online] [Riportato: 10 06 
2007.] http://en.wikipedia.org/wiki/K-means_algorithm  
21. Corel Image Features. [Online] 
http://kdd.ics.uci.edu/databases/CorelFeatures/CorelFeatures.html  
22. IBM. SDK download center. [Online] 
http://www.alphaworks.ibm.com/tech/cellsw/download  
23. IBM. Software Development Kit 2.1 Programmer's Guide. [Documentazione SDK 
2.1] 2007. cpbprg00.pdf 
 78 
24. IBM. SIMD. Developing Code For Cell. [Online] 17/05/2006. 
http://publib.boulder.ibm.com/infocenter/ieduasst/stgv1r0/topic/com.ibm.iea.cbe/cb
e/1.0/Programming/L3T2H1_37_DevelopingCodeForCellSIMD.pdf  
25. IBM. Language extension for Cell Broadband Engine Arcbitecture. 
[Documentazione SDK 2.1] 2007. Language_Extensions_for_CBEA_2.4.pdf  
26. IBM. Developing Code For Cell. Developing Code For Cell. [Online] 2006. 
http://publib.boulder.ibm.com/infocenter/ieduasst/stgv1r0/topic/com.ibm.iea.cbe/cb
e/1.0/Programming/L3T2H1_36_DevelopingCodeForCell.pdf  
27. Scarpazza, Daniele Paolo, Villa, Oreste e Petrini, Fabrizio. Programming the Cell 
Processor. Dr Dobb's portal. [Online] 09/03/2007.  
http://www.ddj.com/hpc-high-performance-computing/197801624  
28. Lawrence Berkeley National Laboratory. The Potential of the Cell Processor. 
[Online] 05/05/2005. http://www.cs.berkeley.edu/~samw/projects/cell/CF06.pdf  
29. IBM Alphaworks. Software Development Kit 2.1 Installation Guide. [Online] 
ftp://ftp.software.ibm.com/systems/support/bladecenter/cpbsdk00.pdf  
30. Forum IBM CELL. DMA performance question. IBM Cell Forum. [Online]  
http://www.ibm.com/developerworks/forums/message.jspa?messageID=13950126  
31. Daniel A. Brokenshire - Senior Technical Staff Member, IBM STI Design Center. 
Maximizing the power of the Cell Broadband Engine processor: 25 tips to optimal 
application performance. [Online] IBM, 27/06/2006.  
http://www-128.ibm.com/developerworks/power/library/pa-celltips1/  
32. IBM. Cell Broadband Engine resource center. [Online] DeveloperWorks. Raccolta 
di documentazione sul Cell. 
http://www.ibm.com/developerworks/power/cell/docs_articles.html  
 
