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Resumen 
La programación de actividades es una acción fundamental en la 
dirección y gestión de proyectos. Considerando que las técnicas 
tradicionales de planificación y programación de proyectos, PERT y 
CPM, no tratan bien la interdependencia de actividades, en los 
últimos años se ha incorporado la matriz de estructura dependiente 
(MED) como una herramienta para programar actividades.  
La MED ha mostrado ser una herramienta eficaz para el análisis de 
sistemas que presentan dependencia entre sus componentes. Su 
incorporación a la programación de actividades permite determinar 
la duración de proyectos sin y con tiempos de comunicación, sin y 
con solape de actividades. Sin embargo, las variables que 
representan la MED han sido consideradas como determinísticas, 
situación que no coincide con la realidad, y por lo tanto limitan su 
aplicación práctica. Todas las variables de entrada presentan 
incertidumbre que deben ser consideradas para analizar la 
programación de actividades usando la MED. 
Esta tesis busca reducir esa brecha de conocimiento estudiando el 
efecto de la incertidumbre en la programación de actividades basado 
en la MED realizando análisis de incertidumbre y análisis de 
sensibilidad global (ASG). Específicamente se plantean los siguientes 
objetivos: a) realizar análisis de incertidumbre usando matemática de 
intervalos (teoría gris); b) realizar análisis de incertidumbre usando 
simulación de Monte Carlo; c) aplicar ASG para identificar actividades 
y variables significativas en la programación de actividades; d) 
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comparar los diferentes métodos de ASG como métodos para 
identificar actividades y variables significativas en la programación de 
actividades; y e) desarrollar una metodología que permita identificar 
las actividades y variables críticas o influyentes en lograr una 
duración de proyecto deseada.  
El análisis de sensibilidad fue realizado siguiendo los pasos 
convencionales de éste tipo de estudio. El ASG se realizó utilizando 
diagramas de dispersión, coeficientes de correlación parcial, 
coeficientes de correlación por rangos parciales, coeficientes de 
regresión estandarizados, coeficientes de regresión por rango 
estandarizados, método de Morris, método de Sobol’ y método de 
Monte Carlo Filtering. 
La principal conclusión es: el análisis de incertidumbre y el análisis de 
sensibilidad deben ser parte integral de la programación de 
actividades usando la MED, estas técnicas suministran información 
valiosa para la dirección y gestión de proyectos que puede ser 
utilizada junto a otras informaciones para mejorar la ejecución de los 
proyectos. En particular en el análisis de sensibilidad es posible 
destacar que la caracterización de la incertidumbre de las variables 
de entrada es un componente clave en el análisis de sensibilidad en 
la duración del proyecto. En relación al ASG podemos destacar que 
los métodos de coeficientes de regresión estandarizados, método de 
Morris y el método de Sobol’ son los más adecuados para realizar 
ASG. Además, la aplicación de Monte Carlo Filtering facilita la 
identificación de las variables críticas y su regionalización consigue 
comprimir la duración del proyecto. 
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Resum 
La programació d'activitats és una acció fonamental en la direcció i 
gestió de projectes. Considerant que les tècniques tradicionals de 
planificació i programació de projectes, PERT i CPM, no tracten bé la 
interdependència d'activitats, en els darrers anys s'ha incorporat la 
matriu d'estructura dependent (MED) com una eina per programar 
activitats. 
La MED ha mostrat ser una eina eficaç per a l'anàlisi de sistemes que 
presenten dependència entre els seus components. La seva 
incorporació a la programació d'activitats permet determinar la 
durada de projectes sense i amb temps de comunicació, sense i amb 
solapament d'activitats. No obstant això, les variables que 
representen la MED han estat considerades com determinístiques, 
situació que no coincideix amb la realitat, i per tant limiten la seva 
aplicació pràctica. Totes les variables d'entrada presenten incertesa 
que han de ser considerades per analitzar la programació d'activitats 
usant la MED. 
Aquesta tesi busca reduir aquesta bretxa de coneixement estudiant 
l'efecte de la incertesa en la programació d'activitats basat en la MED 
realitzant anàlisis d'incertesa i anàlisi de sensibilitat global (ASG). 
Específicament es plantegen els següents objectius: a) realitzar 
anàlisis d'incertesa utilitzant matemàtica d'intervals (teoria gris); b) 
realitzar anàlisis d'incertesa utilitzant simulació de Monte Carlo; c) 
aplicar ASG per identificar activitats i variables significatives en la 
programació d'activitats; d) comparar els diferents mètodes d'ASG 
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com a mètodes per identificar activitats i variables significatives en la 
programació d'activitats; i e) desenvolupar una metodologia que 
permet identificar les activitats i variables crítiques o influents en 
aconseguir una durada de projecte desitjada.  
L'anàlisi de sensibilitat va ser realitzat seguint els passos 
convencionals d'aquest tipus d'estudi. L'ASG es va realitzar utilitzant 
diagrames de dispersió, coeficients de correlació parcial, coeficients 
de correlació per rangs parcials, coeficients de regressió 
estandarditzats, coeficients de regressió per rang estandarditzats, 
mètode de Morris, mètode de Sobol’ i mètode de Monte Carlo 
Filtering.  
La principal conclusió és l'anàlisi d'incertesa i l'anàlisi de sensibilitat 
han de ser part integral de la programació d'activitats utilitzant la 
MED, aquestes tècniques subministren informació valuosa per a la 
direcció i gestió de projectes que pot ser utilitzada al costat d'altres 
informacions per a millorar la execució dels projectes. En particular 
en l'anàlisi de sensibilitat és possible destacar que la caracterització 
de la incertesa de les variables d'entrada és un component clau en 
l'anàlisi de sensibilitat en la durada del projecte. En relació a l'ASG 
podem destacar que els mètodes de coeficients de regressió 
estandarditzats, mètode de Morris i el mètode de Sobol’ són els més 
adequats per a realitzar anàlisis de sensibilitat global. A més, 
l'aplicació de Montecarlo Filtering facilita la identificació de les 
variables crítiques i la seva regionalització aconsegueix comprimir la 
durada del projecte incloent. 
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Abstract 
Scheduling is of critical importance to project management. 
Traditional project scheduling methods, such as PERT and CPM do 
not treat interdependence of activities; thus, the dependency 
structure matrix (DSM) has become a common tool for programming 
activities in recent years. 
The DSM has been useful for the analysis of systems with 
dependence among its components. In the context of scheduling, the 
DSM can be used to program activities, hence determining the 
project duration with and without communication times, as well as 
with and without overlapping of activities. However, the variables 
representing the DSM have usually been considered as deterministic, 
a situation that is not consistent with reality, thus limiting the 
effectiveness of the DSM. All input variables have uncertainties that 
are essential to the analysis the scheduling using the DSM. 
This thesis applies uncertainty analysis and global sensitivity analysis 
(GSA) to DSM-based scheduling.  Specifically, the following objectives 
are explored: a) conduct uncertainty analysis using mathematical 
intervals (gray theory); b) perform uncertainty analysis using Monte 
Carlo simulation; c) apply GSA to identify significant variables in 
project scheduling; d) compare the various methods of GSA for 
identifying significant activities project scheduling; e) develop a 
methodology to identify activities and variables that are critical or 
influential in achieving a desired duration of the project.  
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A conventional sensitivity analysis was conducted. The GSA was 
performed using scatter plots, partial correlation coefficients, rank 
partial correlation coefficients, standardized regression coefficients, 
rank standardized regression coefficients, Morris method, Sobol´ 
method, and Monte Carlo Filtering method.  
In conclusion, uncertainty and sensitivity analysis should be an 
integral part of the DSM –based scheduling. This extension provides 
valuable information for project management that can improve the 
implementation of projects. From sensitivity analysis in particular, it 
has been found that the characterization of uncertainty of input 
variables is a key component in the sensitivity analysis of project 
duration. With regard to GSA standardized regression coefficients, 
Morris and Sobol’ methods are best suited for GSA. Monte Carlo 
Filtering provides further assistance in identifying the critical 
variables. Restricting these critical variables can be used to compress 
the project duration. 
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1. Introducción, justificación y objetivos 
 
1.1 Introducción 
 
La dirección y gestión de proyectos es de gran importancia en 
muchas actividades industriales. Por ejemplo, en el desarrollo de 
nuevos productos las compañías en todas las industrias compiten por 
obtener mejores productos en el menor tiempo posible (Chen et al., 
2003) y la calidad de la dirección y gestión de los proyectos puede 
impactar en el tiempo de entrega o en los costes de desarrollo o en 
las decisiones adoptadas. La planificación y programación de 
proyectos son así acciones claves, simples en su definición, pero 
difíciles en la práctica. Según la American Management Association la 
planificación de proyectos “consiste en determinar lo que se debe 
hacer, cómo se debe hacer, qué acción debe tomarse, quién es el 
responsable de ella y por qué” (Serpell y Alarcón, 2009), mientras 
que su programación es el proceso de determinar el orden secuencial 
de actividades, asignándoles su duración (y costos) y determinando 
su fecha de inicio y finalización. La dificultad nace de la necesidad de 
definir simultáneamente el presupuesto del proyecto, recursos 
necesarios y requerimientos de materiales y considerar restricciones 
financieras y tecnológicas entre otras. La planificación y 
programación es un sistema porque los proyectos no están 
constituidos por actividades aisladas, sino que presentan interacción 
e interdependencia entre ellas, a lo cual se suma que deben 
Capítulo 1 
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enfrentar la incertidumbre que existe en la duración de las 
actividades, tiempos de comunicación y nivel de solape, razón por la 
cual su comportamiento es hoy en día sujeto de muchos estudios 
(Chtourou y Haouari, 2008).    
La literatura sobre programación de proyectos se concentra en la 
generación de una programación de actividades que considera los 
recursos disponibles, las procedencias de actividades y que optimiza 
un objetivo de programación como la duración o costos del proyecto. 
Esta programación de actividades sirve como una línea base que 
cumple funciones como la asignación de recursos, la comunicación y 
coordinación con entidades externas en la cadena de suministro, y 
definición de las características de los subcontratos de la entrega de 
materiales y soporte de actividades (Herroelen y Leus, 2005). La 
mayoría de las investigaciones en programación de actividades 
asume que la información necesaria para la programación es 
conocida y determinística. Sin embargo, la información necesaria 
para definir la programación de proyecto presenta incertidumbre y 
durante la ejecución del proyecto las actividades están sujetas a 
incertidumbre que se traducen en que la planificación y 
programación del proyecto presenten interrupciones o cambios, o 
ambos. Esto se debe a que un proyecto incluye actividades 
interconectadas o entrelazadas por lo cual la incertidumbre en las 
actividades genera incertidumbre en toda la dirección y gestión del 
proyecto. Este hecho ha generado numerosos estudios de análisis de 
la incertidumbre en la planificación y programación de proyectos. 
 Introducción, justificación y objetivos 
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El análisis de la incertidumbre y el análisis de sensibilidad son partes 
esenciales de sistemas complejos (Helton et al., 2006). Estos 
conceptos, aunque relacionados y complementarios, tienen 
diferentes objetivos. El análisis de la incertidumbre se refiere al 
análisis de la incertidumbre en las variables de salida que resultan de 
la variabilidad en las variables de entrada, mientras que el análisis de 
sensibilidad se refiere a la identificación de las contribuciones de las 
incertidumbres de las variables de entrada a la incertidumbre en las 
variables de salida. Las incertidumbres las podemos clasificar como 
epistémicas y estocásticas. Las primeras se generan por falta de 
conocimiento sobre el valor de una variable que tiene un valor fijo 
bajo las condiciones de un análisis particular. Otras denominaciones 
para incertidumbre epistémica incluyen incertidumbre subjetiva, 
reducible y de tipo B. Por otra parte, la incertidumbre estocástica se 
debe a un comportamiento aleatorio inherente del sistema bajo 
estudio y también es denominada incertidumbre aleatoria, 
irreductible y tipo A (Helton et al., 2006).  
La incertidumbre en el contexto de proyectos, según Perminova et al. 
(2008), es un evento o una situación, que no se espera que ocurra, 
independientemente de si hubiera sido posible considerarla de 
antemano. En otras palabras, la incertidumbre es cuando los hechos 
establecidos son cuestionados y por lo tanto la base para calcular los 
riesgos (eventos negativos conocidos) u oportunidades (eventos 
positivos conocidos) es también cuestionada. Las actividades de un 
proyecto presentan varios eventos o situaciones que presentan 
incertidumbre que se traducen en cambios en la programación de 
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actividades. Esos eventos incluyen duraciones de actividades que 
toman más o menos tiempo de lo inicialmente estimado, recursos no 
disponibles, materiales no disponible en el momento programado, 
problemas climáticos, entre otros. Como ha sido indicado por Hameri 
y Heikkilä (2002) sólo un 16% de los proyectos pudieron lograr sus 
objetivos en términos de tiempo, presupuesto y calidad. González et 
al. (2010) estudió la planificación en construcciones en Yucatan 
(México) y encontró que las empresas frecuentemente tienen 
problemas de atraso en la finalización de sus proyectos.  
Según Herroelen y Leus (2005) se pueden identificar cuatro formas 
de enfrentar la incertidumbre en la programación de actividades: 
programación reactiva, programación estocástica, programación 
difusa y programación proactiva o robusta. La Tabla 1.1 muestra 
ejemplos de trabajos en la literatura representativos de estos 
procedimientos. La programación reactiva revisa la línea base de la 
programación de actividades si un evento no esperado ocurre, es 
decir los esfuerzos se centran en reparar o ajustar la línea base para 
enfrentar los eventos que afectan la programación. En programación 
estocástica la mayoría de los trabajos se centran en la programación 
de las actividades que minimice la duración esperada del proyecto 
sujeto a restricciones como precedencia con cero desfase entre 
finalización e inicio de actividades y recursos renovables pero 
considerando que la duración de las actividades son aleatorias. Estas 
metodologías presuponen que las funciones de distribución de los 
tiempos de duración son conocidas. En la programación difusa se 
considera que las distribuciones de probabilidad de las duraciones de 
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las actividades son desconocidas por falta de datos históricos. 
Entonces las duraciones de las actividades son representadas por 
números difusos en vez de variables estocásticas. Los resultados 
obtenidos es una programación difusa con tiempos difusos de inicio y 
finalización para las actividades y el proyecto. La programación 
proactiva busca realizar programaciones robustas o flexibles de 
forma que las incertidumbres no afecten la programación general del 
proyecto. La utilización de recursos y tiempos redundantes son 
ejemplos de estrategias para lograr programaciones robustas. Todos 
estos estudios están más relacionados con análisis de incertidumbre 
que con análisis de sensibilidad.  
El análisis de sensibilidad no ha sido estudiado en profundidad en la 
programación de proyecto. Los estudios se centran en análisis de 
sensibilidad local para responder a preguntas como ¿Cuáles son los 
límites de cambio de una variable de modo que la solución obtenida 
se mantenga óptima?, o dado un cambio en una variable ¿Cuál es la 
nueva solución óptima? 
 
 
 
 
 
 
 
 
Capítulo 1 
28 
 
Tabla 1.1. Ejemplos de aplicaciones y metodologías que consideran 
incertidumbre en la programación de actividades 
Estrategia 
utilizada 
Descripción Referencia 
programación 
reactiva 
Se presenta una metodología multi-objetivo 
para programación de recursos en redes de 
distribución energética. 
Sousa et 
al. (2015) 
 Se presenta un marco de apoyo, dirigido a 
abordar el problema de programación 
reactiva basada en reparación. 
Novas y 
Henning 
(2010) 
programación 
estocástica 
Se analiza el problema disyuntivo tiempo-
costo que determina cuánto se debe 
reducir la duración de actividades para 
minimizar los costos. 
Kang y 
Choi 
(2015) 
 Se desarrolla un eficiente y eficaz algoritmo 
para la programación dinámica aproximada 
para problemas de programación 
estocástica con duración incierta. 
Li y 
Womer 
(2015) 
programación 
difusa 
Se presenta un procedimiento que 
considera la incertidumbre en todos los 
pasos de modelado y es aplicado a 
programación de proyectos con recursos 
limitados y con nivelación de recursos. 
Masmoudi 
y Haït 
(2013) 
 Se presenta un procedimiento para 
programación de proyectos que minimiza el 
riesgo en el desarrollo de productos. 
Wang 
(2002) 
programación 
proactiva o 
robusta 
Se presenta un estudio sobre las 
desviaciones que se encuentran en 
proyectos de plantas de energía, sus 
efectos y las soluciones claves para la 
planificación y dirección de estos proyectos. 
Alsakini et 
al. (2004) 
 Se presentan varios algoritmos para la 
programación de proyectos con horarios 
proactivas para hacer frente a múltiples 
interrupciones durante la ejecución del 
proyecto.  
Van de 
Vonder et 
al. (2008) 
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La matriz de estructura dependiente (MED)1, introducida por Steward 
(1965), ha demostrado ser una herramienta potente para gestionar 
proyectos complejos porque con ella se puede representar 
adecuadamente la interrelación y dependencia entre las diferentes 
actividades que conforman un proyecto. La MED ha sido aplicada 
ampliamente incluyendo desarrollo de productos, planificación de 
proyectos, ingeniería de sistemas y diseño organizacional (Browning, 
2001). Por ejemplo, Browning (1998) usó la MED para calcular el 
camino crítico usando la duración de las actividades como elementos 
de la matriz. La Tabla 1.2 muestra ejemplos de aplicación de la MED 
en dirección y gestión de proyectos, desarrollo de productos, diseño 
de productos, y desarrollo de software. Según la página web de la 
comunidad MED, www.dsmweb.org2, la MED es una herramienta 
simple para realizar análisis y gestión de sistemas complejos. Permite 
al usuario modelar, visualizar y analizar las dependencias entre las 
entidades de cualquier sistema y obtener sugerencias para la mejora 
o la síntesis de un sistema. Tal sistema puede ser por ejemplo la 
arquitectura de un producto o un proceso de diseño de ingeniería; 
también, por ejemplo, la organización de una empresa o de un 
mercado puede tomar forma como un sistema complejo y, a menudo 
merecer una mirada más cercana en su estructura. Como una 
herramienta para el análisis de sistemas, la MED ofrece una 
                                                          
1 En inglés se denomina dependency structure matrix (DSM), también conocida 
como design structure matrix, dependency sourse matrix, dependency structure 
method. 
2 Esta página web presenta amplia documentación, tutoriales, usos industriales de 
la MED, software y herramientas, y eventos sobre MED. 
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representación compacta y clara de un sistema complejo y un 
método para capturar las interacciones / interdependencias / 
interfaces entre los elementos del sistema (es decir, los subsistemas y 
módulos). Como herramienta de gestión, la MED se aplica con 
frecuencia en la gestión de proyectos, y proporciona una 
representación del proyecto que permite la retroalimentación y las 
dependencias cíclicas de actividades. Esto es extremadamente 
importante ya que la mayoría de las aplicaciones de ingeniería 
exhiben esta propiedad cíclica. Como tal, esta representación a 
menudo resulta en un programa de ejecución mejorado y más 
realista para las actividades de diseño correspondientes.  
Considerando estos atributos, Maheswari y Varghese (2005) 
introdujeron el uso de la MED para realizar programación de 
actividades y determinar la duración de proyectos. Ellos consideraron 
aspectos importantes de la interrelación y dependencia de 
actividades como son los tiempos de comunicación y los niveles de 
superposición entre las actividades. Sin embargo, sus trabajos 
asumen la hipótesis que las duraciones de las actividades, los 
tiempos de comunicación y los niveles de superposición presentan 
una naturaleza determinística, no considerando las incertidumbres 
que esas variables presentan en la práctica (Lee, 2005). 
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Tabla 1.2. Ejemplos de aplicación de la MED. 
Campo de 
Aplicación 
Descripción Referencia 
Gestión en 
ingeniería de 
diseño 
Se presenta un procedimiento para 
modelar, analizar y administrar las 
interacciones presentes en el 
proceso de diseño 
Yassine et al. 
(1999) 
Programación de 
actividades 
Se presenta un marco de referencia 
para el desarrollo de nuevos 
productos 
Chen et al. 
(2003) 
Desarrollo de 
productos 
La MED es utilizada para analizar y 
representar la dependencia entre 
atributos de innovación. 
Bilalis et al. 
(2004) 
Ingeniería de 
sistemas 
La MED es utilizada para describir la 
arquitectura de productos 
Sharman y 
Yassine (2004) 
Programación de 
actividades 
Se introduce los tiempos de 
comunicación y factores de solape. 
Maheswari y 
Varghese 
(2005) 
Diseño de edificios Se introduce la MED paramétrica 
como una herramienta para 
modelación y análisis de sistemas. 
Pektaş y Pultar 
(2006) 
Diseño de 
Productos 
La MED es utilizada para capturar y 
administrar conocimiento. 
Tang et al. 
(2010) 
Programación de 
actividades 
La teoría de lógica difusa es utilizada 
para representar la incertidumbre. 
Shi y 
Blomquist 
(2012) 
Programación de 
actividades 
Se presenta un algoritmo para 
programar actividades en el mejor 
tiempo posible usando solape 
Srour et al. 
(2013) 
Programación de 
actividades 
La estrategia óptima de solape se 
realiza utilizando la matriz 
estratégica de solape y algoritmo 
genético. 
Hossain y 
Chua (2014) 
Diseño y 
organización 
Se utiliza MED para representar 
arquitecturas complejas. 
Sosa et al. 
(2004) 
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Tabla 1.2. Ejemplos de aplicación de la MED (continuación). 
Campo de 
Aplicación 
Descripción Referencia 
Desarrollo de 
software 
Se propone una MED enriquecida 
(e-MED), que ofrece pequeñas-
múltiples vistas y micro-macro-
lecturas, añadiendo más 
información en cada celda de la 
matriz. 
Laval y 
Ducasse 
(2014) 
Programación de 
actividades 
Se propone un modelo con MED de 
dos y tres actividades para alcanzar 
duración mínima de un proyecto. 
Ummer et al. 
(2014) 
Diseño y 
desarrollo de 
productos 
La MED es usada para representar 
relaciones entre tareas en equipos 
de trabajo multidisciplinarios 
Chen y Lin 
(2003) 
Desarrollo de 
proyectos  
Se presenta un método que se basa 
en la MED para optimizar la 
estructura de desglose del trabajo 
en proyectos de la construcción 
naval. 
Ren et al. 
(2015) 
 
1.2 Justificación de la tesis 
 
La programación de actividades usando la MED ha tenido avances, 
pero no los suficientes como para integrarse como una herramienta 
complementaria a la dirección y gestión de proyectos usando MED. 
Los avances se pueden resumir en el desarrollo de algoritmos que 
permiten determinar la duración de proyectos incluyendo la 
interdependencia entre las actividades, la incorporación de los 
tiempos de comunicación y la posibilidad de considerar solape entre 
actividades. La incertidumbre existente en la duración de cada 
actividad, los tiempos de comunicación y los niveles de solape debe 
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ser considerada en la programación de actividades usando la MED 
para lograr su aplicación a casos reales. La aplicación del análisis de 
incertidumbre y el análisis de sensibilidad a la programación usando 
MED permitirá incorporar la incertidumbre y comprender el 
comportamiento de estos sistemas. Adicionalmente, la aplicación del 
análisis de sensibilidad permitirá conocer los aportes que esta 
herramienta en la dirección y gestión de proyectos con y sin MED.  
 
1.3 Objetivos de la tesis 
 
El objetivo general de esta tesis es estudiar el efecto de la 
incertidumbre en la programación de actividades basado en la MED 
realizando análisis de incertidumbre y análisis de sensibilidad global.  
Los objetivos específicos son: 
 Realizar análisis de incertidumbre usando aritmética de 
intervalos (teoría gris). 
 Realizar análisis de incertidumbre usando simulación de 
Monte Carlo. 
 Aplicar análisis de sensibilidad global para identificar 
actividades y variables significativas en la programación de 
actividades. 
 Comparar los diferentes métodos de análisis de sensibilidad 
global como métodos para identificar actividades y variables 
significativas en la programación de actividades. 
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 Desarrollar una metodología que permita identificar las 
actividades y variables críticas o influyentes en lograr una 
duración de proyecto deseada. 
 
1.4 Organización de la tesis 
 
El documento es organizado en ocho capítulos. Inicialmente, la 
introducción entrega una visión general del problema, justifica la 
tesis y define los objetivos. Luego los fundamentos teóricos y 
antecedentes de la tesis se presentan en el capítulo dos. 
Primeramente, se presentan antecedentes generales de la dirección y 
gestión de proyectos como las técnicas de redes para la planificación 
de proyectos, para luego introducir la programación de actividades 
usando la matriz de estructura dependiente, con un énfasis en los 
modelos que permiten determinar la duración de proyecto. Los 
capítulos tres y cuatro describen el análisis de incertidumbre y 
análisis de sensibilidad respectivamente, en el contexto de la 
programación de actividades. El capítulo cuatro revisa técnicas como 
coeficientes de regresión estandarizados, el método de Morris y el 
método de Sobol’ para detectar variables significativas en la 
incertidumbre de la duración de proyecto. El capítulo cinco muestra 
como Monte Carlo Filtering puede ser utilizado para identificar 
variables que son críticas en un comportamiento deseado (o no 
deseado) de la duración del proyecto. En el capítulo seis se presentan 
varios casos de estudio que muestran la aplicabilidad del análisis de 
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incertidumbre y análisis de sensibilidad a la programación de 
actividades. Todas las publicaciones que son parte de esta tesis son 
resumidas en el capítulo siete. Al finalizar el manuscrito las 
conclusiones de esta tesis y el trabajo futuro se describen en capítulo 
ocho. Referencias y anexos con las publicaciones finalizan esta tesis. 
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2. Fundamentos y Antecedentes teóricos 
 
2.1 Introducción a la dirección y gestión de proyectos 
 
2.1.1 Conceptos de dirección y gestión de proyectos 
 
En el ámbito de la dirección y gestión de proyectos, podemos 
entender por proyecto a un conjunto planificado de actividades 
interrelacionadas, que se ejecutará considerando un  tiempo limitado 
y dentro de ciertos costes y otras limitaciones, con el objetivo de 
resolver un problema o transformar la realidad, y que presenta al 
menos dos características diferenciadoras de otras operaciones: la 
temporalidad y la unicidad (Capuz-Rizo, 2015). Desde el punto de 
vista de la temporalidad todo proyecto debe tener definido una fecha 
de inicio y de finalización, razón por la cual la gestión de proyectos le 
asigna especial importancia a las fases de iniciación y conclusión de 
un proyecto. Desde el punto de vista de la unicidad todo proyecto 
debe presentar características que las diferencien de otros productos 
o servicios similares. Existen varias definiciones de proyecto, algunas 
de las cuales se pueden observar en la Tabla 2.1. 
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Tabla 2.1. Definiciones de proyecto 
Definición Referencia 
Proyecto es una combinación de recursos humanos y 
materiales, reunidos temporalmente en una 
organización, para conseguir un propósito 
determinado 
Cleland y King 
(1975) 
Proyecto es un esfuerzo temporal que se lleva a cabo 
para crear un producto, servicio o resultado único 
PMI (2008) 
Un proyecto es una operación limitada en tiempo y 
coste para materializar un conjunto de entregables 
definidos (el alcance para cumplir los objetivos del 
proyecto) de acuerdo con unos requisitos y estándares 
de calidad 
IPMA (2006) 
Un proyecto es un conjunto único de procesos que 
consta de actividades coordinadas y controladas, con 
fechas de inicio y fin, que se llevan a cabo para lograr 
los objetivos del proyecto. El logro de los objetivos del 
proyecto requiere la provisión de entregables que 
satisfagan requisitos específicos. Además un proyecto 
puede estar sometido a múltiples restricciones. 
UNE-ISO (2013) 
 
 
Project management ha sido traducida al español utilizando 
expresiones como administración de proyectos, gestión de proyectos 
y dirección de proyectos porque no existe en castellano una palabra 
que represente completamente el significado de management. Según 
Capuz-Rizo (2015) una buena alternativa es la utilización conjunta de 
dirección y gestión de proyectos.  Al igual que en el caso de proyecto, 
se dispone de diferentes definiciones de dirección y gestión de 
proyectos, algunos de los cuales se indican en la Tabla 2.2. De estas 
definiciones, la entregada por la norma ISO 21.500 del 2012 parece la 
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más completa. La definición se inicia con “la dirección y gestión de 
proyectos es la aplicación de métodos, herramientas, técnicas y 
competencias a un proyecto.” Aquí se destaca el nivel jerárquico de 
quien realiza la función de llevar el proyecto hacia un término, de 
guiar y encaminar las operaciones a un fin, regir y conducir. Luego 
continua, “la dirección y gestión de proyectos incluye la integración 
de las diversas fases del ciclo de vida del proyecto. La gestión de 
proyectos se lleva a cabo mediante procesos. Los procesos 
seleccionados para realizar un proyecto deberían enfocarse desde un 
punto de vista sistémico. Cada fase del ciclo de vida del proyecto 
debería tener entregables específicos. Estos entregables deberían ser 
revisados regularmente durante el proyecto para cumplir con los 
requisitos del patrocinador, de los clientes y otras partes 
interesadas.” El ciclo de vida está constituida por cada una de las 
fases en que se divide un proyecto con una clara definición de su 
inicio y término. La dirección y gestión del proyecto tiene así el 
desafío de considerar a cada una de las fases y a la totalidad del 
proyecto simultáneamente, logrando que las fases se  totalicen en un 
proyecto.   
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Tabla 2.2. Definiciones de dirección y gestión de proyecto 
Definición Referencia 
Es la aplicación de conocimientos, habilidades, 
herramientas y técnicas a las actividades de un 
proyecto para satisfacer los requisitos del proyecto. La 
dirección de proyectos se logra mediante la aplicación 
e integración de los procesos de dirección de 
proyectos de inicio, planificación, ejecución, 
seguimiento y control, y cierre. El director del 
proyecto es la persona responsable de alcanzar los 
objetivos del proyecto. 
PMI (2004) 
Project management consiste en la planificación, 
organización, seguimiento y control de todos los 
aspectos de un proyecto, así como la motivación de 
todos aquéllos implicados en el mismo, para alcanzar 
los objetivos del proyecto de una forma segura, y 
satisfaciendo las especificaciones definidas de plazo, 
coste y prestaciones (desempeño). Ello también 
incluye el conjunto de tareas de liderazgo, 
organización y dirección técnica del proyecto, 
necesarias para su correcto desarrollo. 
IPMA (2006). 
La dirección y gestión de proyectos es la aplicación de 
métodos, herramientas, técnicas y competencias a un 
proyecto. La dirección y gestión de proyectos incluye 
la integración de las diversas fases del ciclo de vida del 
proyecto. La gestión de proyectos se lleva a cabo 
mediante procesos. Los procesos seleccionados para 
realizar un proyecto deberían enfocarse desde un 
punto de vista sistémico. Cada fase del ciclo de vida 
del proyecto debería tener entregables específicos. 
Estos entregables deberían ser revisados 
regularmente durante el proyecto para cumplir con los 
requisitos del patrocinador, de los clientes y otras 
partes interesadas.  
UNE-ISO (2013) 
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La Norma ISO 21.500 establece las funciones y aspectos que cubre la 
dirección y gestión de proyectos para dirigir los procesos de dirección 
de proyectos (Figura 2.1): integración del proyecto, partes 
interesadas, definición y alcance del proyecto, recursos, plazos del 
proyecto, costes del proyecto, calidad del proyecto, riesgos del 
proyecto, adquisiciones – suministros y contratos del proyecto, 
información y comunicaciones en el proyecto. De estas diez grandes 
áreas es pertinentes comentar alguna de ellas.  La integración del 
proyecto estudia las necesidades de coordinación entre los diferentes 
elementos del proyecto, para lo cual es fundamental la planificación, 
el seguimiento de su desarrollo, y el control de los cambios a lo largo 
del diseño, planificación y ejecución del proyecto. Las partes 
interesadas están constituidas por individuos, grupos u 
organizaciones, los cuales influyen, se involucran o se ven afectadas 
por el proyecto. Razón por la cual éstas deben ser gestionadas para el 
buen desarrollo del proyecto. Tratar que el proyecto termine en el 
plazo establecido es el objetivo del área plazos del proyecto. Para ello 
es necesario la definición de las actividades, su ordenación, la 
estimación de la duración de las actividades, el desarrollo de las 
mismas y el control del cumplimiento del programa del proyecto. 
Riesgo del proyecto tiene como objetivo identificar los factores de 
riesgo del proyecto, analizar sus posibles repercusiones, y preparar la 
respuesta ante los mismos. El área de información y comunicaciones 
en el proyecto tiene como objetivo facilitar la adecuada generación, 
recepción, difusión, almacenamiento y archivo último de la 
información del proyecto. 
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2.1.2  Técnicas de redes para la planificación de proyectos 
 
Según Hameri y Heikkilä (2002) de todas las medidas de éxito de un 
proyecto, la medida más importante es tiempo, opinión que también 
ha sido compartida por varios investigadores (Ock y Han, 2010). El 
diagrama de Gantt es la técnica más conocida de programación de 
tiempos de un proyecto producto de su simplicidad, fácil 
implementación y uso intuitivo; pero que presenta deficiencias (no 
incorpora relación entre actividades y presenta una imagen estática 
del proyecto) que hacen que su uso sea limitado, especialmente en 
proyectos complejos y largos.  En cambio, el uso de diagramas de red, 
como lo son el método del camino crítico (CPM, Critical Path 
Method) y la técnica de evaluación y revisión de proyectos (PERT, 
Program Evaluation and Review Technique), son adecuados para 
proyectos complejos porque correlacionan las actividades con sus 
predecesoras y sucesoras. Estás técnicas, basadas en teoría de grafos, 
son flexibles y manejables cuando están implementadas en algún 
sistema informático (Aragonés et al., 1994). Otras técnicas más 
sofisticadas incluyen modelos de optimización (Węglarz et al., 2011) y 
métodos basados en heurísticos y algoritmos (Liang, 2009).  
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Figura 2.1. Procesos de dirección de proyectos y áreas de dirección y 
gestión de proyectos. 
 
El desarrollo de CPM y PERT son casi simultáneas, en 1957 las 
empresas Remington Rand Corporation y la Dupont desarrollaron el 
CPM para mejorar los procesos de dirección de proyectos de 
construcción de plantas químicas, mientras que en 1958 la oficina de 
proyectos especiales de la Marina de Estados Unidos promovió el 
desarrollo del PERT para reducir coste y plazo en un proyecto de 
desarrollo de un misil equipado con cabeza nuclear (POLARIS). Las  
dos metodologías son similares en cuanto al uso de grafos, 
procedimiento operativo y por los resultados proporcionados, sin 
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embargo presentan diferencias importantes, siendo talvez su mayor 
diferencia que el PERT es probabilístico y el CPM es determinístico. 
Ambas técnicas permiten obtener: 1) la duración mínima del 
desarrollo de un proyecto usando la duración de las actividades que 
componen en proyecto y de las relaciones de dependencia entre 
ellas, 2) la secuencia de actividades cuyo retraso provoca el retraso 
del proyecto (camino o ruta crítica), y 3) las holguras de cada 
actividad o tiempo que puede prolongarse una actividad sin por ello 
retrasar la duración del proyecto. 
Originalmente el PERT y el CPM utilizaban un grafo con las 
actividades representadas en los arcos (AOA, activities on arc) que 
facilita su comparación con el diagrama Gantt, de modo que los 
nodos representaban sucesos iniciales y finales. Actualmente la 
representación más habitual es simbolizar las actividades en los 
nodos (AON, activities on node) usando los arcos como elemento 
para establecer las relaciones entre la actividades. Ejemplos de estas 
representaciones se muestran en la Figura 2.2. 
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 AON AOA 
  
A antes que B y B antes que C 
  
A y B deben finalizar antes de iniciar C 
  
B y C no pueden iniciarse antes de terminar A 
  
Ejemplo de red 
Figura 2.2. Comparación entre red AOA (PERT y CPM originales) y red 
AON. 
 
Las principales resultados que se obtienen tras la aplicación del 
método PERT son el conjunto de tareas denominado ruta crítica, le 
fecha de inicio más tardío admisible para cada actividad y la holgura 
o margen disponible para cada actividad o suceso. Originalmente, el 
PERT utilizaba tres estimaciones para la duración de las actividades: 
estimación más probable o realista, estimación optimista o tiempo 
posible si todo funcionara bien, y estimación pesimista o tiempo 
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posible si todo fuera mal. El tiempo PERT de ejecución de la actividad 
se determina sumando la estimación optimista, más cuatro veces la 
estimación más probable, más la estimación pesimista, dividiendo la 
suma anterior entre seis (Ordieres, 1999). Con estas informaciones el 
PERT estima el valor esperado y la varianza de la duración del 
proyecto basado en las siguientes suposiciones: 1) las actividades del 
proyecto pueden considerarse como variables aleatorias 
independientes, 2) que las variaciones en la duración de las 
actividades no modificarán la ruta crítica determinada por el grafo 
PERT, y 3) el número de actividades es suficiente para aplicar el 
teorema central del límite, es decir que la duración mínima del 
proyecto seguirá una distribución de probabilidad normal. Otro 
elemento, importante para el estudio de esta tesis, es que el método 
PERT no permite el solape de actividades sucesivas.  
El CPM, en cambio, supone la duración de las actividades fija, pero 
para un determinado nivel de uso de recursos, estableciendo una 
correlación lineal entre el tiempo y el coste de realización de una 
actividad. 
 
2.1.3 Planificación y programación de proyecto 
 
El proceso de planificación de un proyecto consta de seis 
operaciones: especificar sus objetivos, estructurar el proyecto en 
actividades y tareas, establecer la secuencia (prioridades y 
dependencia) entre tareas, estimar la duración de las tareas, definir 
los recursos disponibles, y definir el presupuesto admisible (Gomez-
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Senet et al., 1994). Estas operaciones permiten una educada 
realización del proyecto, planificando las actividades comprometidas, 
ordenándolas y definiendo sus relaciones de dependencia y de 
prioridad así como su distribución en el tiempo. Una vez establecidos 
los alcances del proyecto, las fases del proyecto se descomponen en 
actividades y tareas, las cuales deben tener criterios claros de inicio y 
término. Las precedencias y dependencias entre tareas usualmente 
son de tipo fin-inicio, es decir una tarea no puede empezar hasta que 
ha acabado la precedente, o de tipo comienzo-comienzo (fin-fin) en 
donde una tarea no puede empezar (terminar) hasta que empiece 
(termine) otra tarea. La duración de la tarea es la estimación del 
tiempo necesario para completarla. Para estimar este tiempo se 
asume la siguiente hipótesis. Se dispone de los recursos que de forma 
normal serían necesarios para desarrollar la actividad, ya sean 
medios materiales y humanos, disponibles en la organización que 
desarrolla el proyecto. La asignación de recursos presenta dos 
problemas fundamentales: la sobreasignación y procurar el equilibrio 
de cargas de trabajo. El primer problema se origina porque la forma 
más directa de reducir la duración de un proyecto es desarrollar en 
paralelo el máximo de tareas posibles, sin embargo, si estas tareas 
comparten el mismo tipo de recurso, se puede superar la 
disponibilidad prevista. El segundo problema se origina porque se 
necesita una cantidad de recursos variables en el tiempo, y con el 
objetivo de realizar el proyecto en el mínimo tiempo se requiere de 
recursos iguales o mayores a la máxima necesidad de recursos, 
situación que es inaceptable. El coste directo del proyecto se 
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construye por la agregación de los costes de las tareas, los cuales 
están compuestos por coste de recursos humanos, coste de 
materiales y coste de equipamiento. Los costes indirectos están 
constituidos por los gastos financieros y los administrativos. El 
presupuesto está formado por los costes directos e indirectos. 
La planificación detallada del proyecto, esto es la programación de 
tiempos (utilizando por ejemplo usando Gantt, PERT o CMP para 
establecer las fechas de inicio y fin para cada tarea), programación de 
recursos y análisis de costes constituye el programa del proyecto. 
 
2.1.4 Ajuste de la programación 
 
La programación se debe de verificar para comprobar si los objetivos 
del proyecto (plazo y presupuesto previsto) están dentro de lo 
esperado. Si estos no se encuentran dentro de lo deseado, las 
acciones usualmente consisten en ajustar el tiempo de las tareas, o 
ajustar el tiempo del proyecto, o ajustar la asignación de recursos, o 
combinaciones de los anteriores. Para ajustar el tiempo de una tarea 
se asignan recursos con mayor rendimiento o eficiencia (Zamani, 
2013), o se asignan mayor número de recursos, o se hace que el 
recurso dedique mayor tiempo a la tarea (prolongación de la 
jornada). Para reducir el tiempo del proyecto se estudia la ruta 
crítica, ya sea para modificarla o intervenirla, por ejemplo 
aumentando la concurrencia del desarrollo de tareas. Finalmente, la 
asignación de recursos dice relación con la sobre asignación de 
recursos y de desequilibrio de las cargas de trabajo. Claramente, 
 Fundamentos y antecedentes teóricos 
49 
 
estas acciones dependen del tipo de recursos, de la flexibilidad de los 
contratos, de la legislación laboral, del tipo y tamaño de la empresa y 
de los costes de cada una de las soluciones. 
 
2.2 Programación de proyectos usando la matriz de estructura 
dependiente 
 
2.2.1 Matriz de estructura dependiente (MED) 
 
La MED presenta la relación entre los componentes de un sistema en 
un formato que facilita el análisis visual y los cálculos matemáticos. 
La MED es una matriz cuadrada donde cada fila y columna representa 
un componente de un sistema. Los elementos fuera de la diagonal 
indican la dependencia de un elemento con respecto a otros 
componentes. La lectura por columna se puede interpretar como 
“información enviada a”, mientras que la lectura por filas como 
“información recibida de”. En otras palabras, la lectura por columna 
indican los elementos que dependen del elemento representado por 
la columna, y la lectura por filas indican los elementos del cual 
depende el elemento representado por la fila (Browning, 2001). Por 
ejemplo, la Figura 2.3 muestra una MED de un sistema con cinco 
elementos (A, B, C, D y E), en donde el elementos A envía 
información a los elementos B y C, y en donde el elemento E 
depende o recibe información de los elementos C y D. Desde el punto 
de vista de programación de actividades, cada fila o columna de la 
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matriz corresponde a una actividad y los valores en la diagonal 
representan la duración de las actividades. Se pueden identificar tres 
tipos de configuraciones: actividades paralelas, actividades 
secuenciales y actividades acopladas. Cuando las actividades son 
paralelas, ellas no interactúan como es el caso de las actividades B y 
C. Por otra parte si son secuenciales, una actividad influye en el 
comportamiento o decisiones de otra actividad como es el caso de la 
actividad A que influye en la actividad B. Cuando las actividades están 
acopladas, el flujo de información es en ambas direcciones entre las 
actividades, es decir una actividad influye sobre otra y viceversa. Esto 
se observa por marcas sobre la diagonal en la MED, aunque  no 
mostradas en la Figura 2.3, la MED también puede representar 
actividades acopladas. La Figura 2.4 muestra la secuencia de las 
actividades y la duración del proyecto basado en la MED de la Figura 
2.3.  En lo siguiente se asume que la MED se encuentra particionada, 
es decir sólo marcas bajo la diagonal. Si un grupo de actividades no se 
pueden particionar (actividades acopladas), ese grupo de actividades 
se debe considerar como una sola actividad. La versión actual de la 
MED sólo permite precedencias y dependencias entre tareas del tipo 
fin-inicio, es decir una tarea no puede empezar hasta que ha acabado 
la precedente. 
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A B C D E 
A 2 
    
B X 4 
   
C X 
 
5 
  
D 
 
X 
 
5 
 
E 
  
X X 3 
 
Figura 2.3. Matriz de estructura dependiente 
 
 
 
 
 
 
 
 
 
Figura 2.4. Programación de actividades de la MED de la Figura 2.3 
utilizando una representación Gantt. 
 
2.2.2 Programación de proyectos sin tiempos de comunicación  
 
La duración de proyecto considerando sólo el tiempo requerido para 
realizar las actividades, duración convencional, puede ser 
determinado usando la MED usando las ecuaciones 1 a 3. 
(𝐸𝐹)𝑖 =  (𝐸𝑆)𝑖 + 𝐴𝑖𝑖                       0 < 𝑖 ≤ 𝑛       (1) 
A 
B 
C 
D 
E 
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(𝐸𝑆)𝑗 =  𝑀𝑎𝑥[(𝐸𝐹)𝑖]                   0 < 𝑖 ≤ 𝑛, 0 < 𝑗 ≤ 𝑛    (2) 
 
𝑃 =  𝑀𝑎𝑥[(𝐸𝐹)𝑗]                            0 < 𝑗 ≤ 𝑛      (3) 
 
Donde  𝑃 es la duración convencional del proyecto, 𝐴𝑖𝑖  son los 
valores de la diagonal de la MED que incluye la duración de cada 
actividad. El número de actividades es representado por 𝑛, 𝑖 
representa a todas las actividades previas a la actividad 𝑗, y 𝑗 es la 
actividad actualmente seleccionada desde la MED. (𝐸𝑆)𝑖 y (𝐸𝐹)𝑗 
representan el comienzo más temprano (Early Start) y la finalización 
más temprana  (Early Finish).       
 
2.2.3 Programación de proyectos con tiempos de comunicación 
 
La duración normal de un proyecto, según lo indicado por Maheswari 
y Varghese (2005) es el tiempo necesario para la ejecución del 
proyecto incluyendo los tiempos de duración de las actividades y los 
tiempos necesarios para la comunicación entre las actividades. El 
tiempo de comunicación corresponde al tiempo necesario en 
reuniones, al tiempo utilizado en enviar y recibir mensajes, entre 
otras tareas. La duración normal del proyecto se puede estimar 
utilizando las formulas 4 a la 6. 
 
(𝐸𝐹)𝑖 =  (𝐸𝑆)𝑖 + 𝐴𝑖𝑖                       0 < 𝑖 ≤ 𝑛      (4) 
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(𝐸𝑆)𝑗 =  𝑀𝑎𝑥[(𝐸𝐹)𝑖 + 𝐴𝑗𝑖]         0 < 𝑖 ≤ 𝑛, 0 < 𝑗 ≤ 𝑛   (5) 
 
𝑃 =  𝑀𝑎𝑥[(𝐸𝐹)𝑗]                            0 < 𝑗 ≤ 𝑛     (6) 
 
Donde 𝐴𝑗𝑖  son los valores de la MED fuera de la diagonal y que 
representan los tiempos de comunicación. El significado de los otros 
parámetros en las ecuaciones 4 a 6 son los mismos que en las 
ecuaciones 1 a 3. 
 
2.2.4 Programación de proyectos con solape 
 
Cuando una actividad depende de otra ella puede programarse con o 
sin solape. La programación sin solape entre actividades es de interés 
porque significan programaciones con mínimo riesgo. La 
programación con solape entre actividades es de interés porque 
permite reducir la duración de proyectos (Kirshnan et al., 1997). 
Cuando existe solape o solapamiento se asume que la actividad 
aguas abajo puede iniciarse antes de recibir información de la 
actividad aguas arriba y que esta actividad puede enviar información 
antes que su finalización (Wang y Lin, 2009). Maheswari y Varghese 
(2005) introdujeron dos índices de solape para representar el 
solapamiento natural entre actividades usando la MED. El primero es 
definido como la razón entre el tiempo necesario para enviar 
información y el tiempo de duración de la actividad aguas arriba. El 
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segundo se define como la razón entre el tiempo necesario para 
recibir información y el tiempo de duración de la actividad aguas 
abajo. Estos índices están representadas por las razones 
𝑝1
𝑝2⁄  y 
𝑠1
𝑠2⁄  en la Figura 2.5. Para determinar la duración del proyecto con 
solape, las siguientes ecuaciones se pueden utilizar: 
 
(𝐸𝑆)𝑗 =  𝑀𝑎𝑥[(𝐸𝑆)𝑖 + (𝐵𝑗𝑖 × 𝐵𝑖𝑖) − (𝐶𝑗𝑖 × 𝐶𝑗𝑗)]          
  0 < 𝑖 ≤ 𝑛, 0 < 𝑗 ≤ 𝑛   (7) 
 
(𝐸𝐹)𝑗 =  (𝐸𝑆)𝑗 + 𝐵𝑗𝑗                      0 < 𝑗 ≤ 𝑛      (8) 
 
𝑃 =  𝑀𝑎𝑥[(𝐸𝐹)𝑗]                            0 < 𝑗 ≤ 𝑛     (9) 
 
 Donde 𝐵𝑗𝑖 y 𝐶𝑗𝑖  son las matrices que contiene los valores de las 
razones 
𝑝1
𝑝2⁄  y 
𝑠1
𝑠2⁄  entre las actividades 𝑗 e 𝑖. Los valores de la 
diagonal de las matrices, 𝐵𝑖𝑖 y 𝐶𝑖𝑖, corresponden a la duración de la 
actividad 𝑖. El significado de los otros parámetros son los mismos 
antes indicados. 
 
Figura 2.5. Representación gráfica de las razones de solape. 
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2.3 Ejemplo de programación de proyectos usando la MED 
 
Esta sección tiene como objetivo ejemplificar, de modo didáctico, el 
uso de la MED como herramienta para la programación de 
actividades. A pesar que la MED ha sido utilizada para la 
programación de actividades por otros autores, aquí se entregan 
varias ecuaciones y procedimientos que no han sido publicados. Por 
ejemplo las determinaciones de los inicios y finalizaciones más 
tardías, así como el cálculo de las holguras e identificación de las 
actividades críticas. Además, se proponen MED modificadas para 
hacer más didáctico la aplicación de la MED a programación de 
proyectos, especialmente para cálculos a mano o con el uso de 
planillas electrónicas. 
Consideremos un ejemplo de siete actividades, cuyas duraciones y 
dependencias se entregan en la Tabla 2.3. La programación de 
actividades usando AON se entrega en la Figura 2.6, el camino crítico 
se muestra con líneas de color rojo. Todas las actividades, con la 
excepción de la actividad C, son críticas, y la holgura de la actividad C 
es de 0,5 días.  
También se muestran en la Figura 2.6 el comienzo más temprano (ES, 
Early Start), la finalización más temprana (EF, Early Finish), el 
comienzo más tardío (LS, Late Start) y la finalización más tardía (LF, 
Late Finish) para cada actividad. Sólo la actividad C tiene una holgura 
de 0,5 días. 
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Tabla 2.3 Duración y dependencia de actividades para ejemplo 
Actividad Dependencia Duración (días) 
A - 2 
B A 4 
C A 3,5 
D B, C 5 
E B 5 
F E 3 
 
 
 
Figura 2.6 Diagrama de red AON  
 
2.3.1 Duración convencional del proyecto con MED 
 
Primero debemos construir la MED basado en la información 
disponible en la Tabla 2.3. La matriz se muestra en la Figura 2.7. Para 
determinar ES, EF, LS, LF y duración del proyecto debemos usar las 
siguientes ecuaciones: 
 
(𝐸𝐹)𝑖 =  (𝐸𝑆)𝑖 + 𝐴𝑖𝑖                       0 < 𝑖 ≤ 𝑛       (1) 
 
  
 
0 0 
Inicio 
0 0 
 
ES EF 
Act. Dur. 
LS LF 
 
2 6 
B 4 
2 6 
6 11 
E 5 
6 11 
11 14 
F 3 
11 14 
14 14 
Fin 
14 14 
0 2 
A 2 
0 2 
2 5,5 
C 3,5 
2,5 6 
6 11 
D 5 
6 11 
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(𝐸𝑆)𝑗 =  𝑀𝑎𝑥[(𝐸𝐹)𝑖]                   0 < 𝑖 ≤ 𝑛, 0 < 𝑗 ≤ 𝑛    (2) 
 
𝑃 =  𝑀𝑎𝑥[(𝐸𝐹)𝑗]                            0 < 𝑗 ≤ 𝑛      (3) 
 
(𝐿𝑆)𝑖 =  (𝐿𝐹)𝑖 − 𝐴𝑖𝑖                       0 < 𝑖 ≤ 𝑛                (10) 
 
(𝐿𝐹)𝑖 =  𝑀𝑖𝑛[(𝐿𝑆)𝑗]                    0 < 𝑖 ≤ 𝑛, 0 < 𝑗 ≤ 𝑛             (11) 
 
𝑆𝑖 =  𝐿𝑆𝑖 − 𝐸𝑆𝑖                                 0 < 𝑖 ≤ 𝑛                      (12) 
 
Donde 𝑆𝑖 es la holgura de la actividad 𝑖, si su valor es cero entonces 𝑖 
es una actividad crítica. 
Para determinar los valores de ES y EF se inicia por las actividades 
que no tienen actividades predecesoras, en este caso la actividad A. 
Cómo ejemplo de cálculo se muestran las primeras cuatro 
actividades: 
(𝐸𝑆)𝐴 = 0 
(𝐸𝐹)𝐴 =  (𝐸𝑆)𝐴 + 𝐴𝐴𝐴 = 0 + 2 = 2                       
(𝐸𝑆)𝐵 =  𝑀𝑎𝑥[(𝐸𝐹)𝐴] = 2 
(𝐸𝐹)𝐵 =  (𝐸𝑆)𝐵 + 𝐴𝐵𝐵 = 2 + 4 = 6                       
(𝐸𝑆)𝐶 =  𝑀𝑎𝑥[(𝐸𝐹)𝐴] = 2 
(𝐸𝐹)𝐶 =  (𝐸𝑆)𝐶 + 𝐴𝐶𝐶 = 2 + 3,5 = 5,5                       
(𝐸𝑆)𝐷 =  𝑀𝑎𝑥[(𝐸𝐹)𝐵, (𝐸𝐹)𝐶] = 𝑀𝑎𝑥[6, 5,5] = 6 
(𝐸𝐹)𝐷 =  (𝐸𝑆)𝐷 + 𝐴𝐷𝐷 = 6 + 5 = 11                       
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A B C D E F 
A 2 
     
B X 4 
    
C X 
 
3,5 
   
D 
 
X X 5 
  
E 
 
X 
  
5 
 
F 
   
X X 3 
Figura 2.7 MED para el ejemplo didáctico. 
 
Estos cálculos son fácilmente realizados en la matriz incluyendo 
columnas y filas para representar ES y EF como se muestra en la 
Figura 2.8. Se inicia por incluir la columna ES y la fila EF. Iniciando por 
la actividad A, el ES es cero y en EF es el ES más la duración de la 
actividad, esto es 2 días. Para la actividad B se identifican las 
actividades predecesoras por las marcas “x” en la fila B de la MED (en 
este caso sólo la actividad A) y se busca el máximo valor de los EF de 
esas actividades (en este caso es 2 días). El ES es ese valor máximo, 2 
días. El EF de la actividad B es ese valor más su duración, es decir 6. 
Para aclarar más este punto si observamos la actividad D, esta 
depende de las actividades B y C, cuyos valores de EF son 6 y 5,5, 
luego el valor ES para D es el mayor valor, es decir 6. El EF es 
simplemente este valor más su duración, es decir 11. Al final de este 
proceso el valor máximo de los EF es la duración del proyecto, es 
decir 14 días. 
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A B C D E F ES LS S 
A 2 
     
0 0 0 
B x 4 
    
2 2 0 
C x 
 
3,5 
   
2 2,5 0,5 
D 
 
x x 5 
  
6 6 0 
E 
 
x 
  
5 
 
6 6 0 
F 
   
x x 3 11 11 0 
EF 2 6 5,5 11 11 14 
   
LF 2 6 6 11 11 14 
   
Figura 2.8. MED incluyendo ES, EF, LS, LF y S. 
 
Una vez determinado los valores de ES y EF para todas las actividades 
se pueden determinar los LS y LF para las actividades usando las 
ecuaciones 10 y 11. Como ejemplo, se muestran las dos últimas 
actividades. 
(𝐿𝐹)𝐹 = 14 
(𝐿𝑆)𝐹 =  (𝐿𝐹)𝐹 − 𝐴𝐹𝐹 = 14 − 3 = 11                       
(𝐿𝐹)𝐸 =  𝑀𝑖𝑛[(𝐿𝑆)𝐹] = 11 
(𝐿𝑆)𝐸 =  (𝐿𝐹)𝐸 − 𝐴𝐸𝐸 = 11 − 5 = 6                       
 
Estos cálculos se pueden hacer fácilmente en la MED siguiendo la 
Figura 2.8. Partiendo con la actividad F su LF es la duración del 
proyecto, y su LS es su LF menos la duración de la actividad, es decir 
11 días. Como un ejemplo consideremos la actividad C cuya sucesora 
es la actividad D (lectura por columna), como el LS de la actividad D 
es 6, el LF de C es 6 y el LS es ese valor menos la duración de la 
actividad, es decir 6 - 3,5 = 2,5 días.  Cuando una actividad tiene dos 
sucesoras, como la actividad B cuyas sucesoras son D y E, el LF es el 
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mínimo de las LS de sus sucesoras. Una vez determinados todos los 
valores de ES y LS, las holguras se determinan por la resta de LS 
menos ES como se muestra en la última columna de la Figura 2.8. Es 
claro que todas las actividades son críticas, con la excepción de la 
actividad C. 
 
2.3.2 Duración normal del proyecto con MED 
La duración normal del proyecto debe incluir los tiempos de 
comunicación entre actividades. La MED ahora contiene los tiempos 
de comunicación en donde antes estaban indicados las 
dependencias. La matriz se muestra en la Figura 2.9. Para determinar 
ES, EF, LS, LF y duración del proyecto debemos usar las siguientes 
ecuaciones: 
 
(𝐸𝐹)𝑖 =  (𝐸𝑆)𝑖 + 𝐴𝑖𝑖                       0 < 𝑖 ≤ 𝑛      (4) 
 
(𝐸𝑆)𝑗 =  𝑀𝑎𝑥[(𝐸𝐹)𝑖 + 𝐴𝑗𝑖]         0 < 𝑖 ≤ 𝑛, 0 < 𝑗 ≤ 𝑛   (5) 
 
𝑃 =  𝑀𝑎𝑥[(𝐸𝐹)𝑗]                            0 < 𝑗 ≤ 𝑛     (6) 
 
(𝐿𝑆)𝑖 =  (𝐿𝐹)𝑖 − 𝐴𝑖𝑖                       0 < 𝑖 ≤ 𝑛               (13) 
 
(𝐿𝐹)𝑖 =  𝑀𝑖𝑛[(𝐿𝑆)𝑗 − 𝐴𝑗𝑖]         0 < 𝑖 ≤ 𝑛, 0 < 𝑗 ≤ 𝑛             (14) 
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Para determinar los valores de ES y EF se sigue un procedimiento 
similar al explicado anteriormente. Cómo ejemplo de cálculo se 
muestran las primeras dos actividades: 
(𝐸𝑆)𝐴 = 0 
(𝐸𝐹)𝐴 =  (𝐸𝑆)𝐴 + 𝐴𝐴𝐴 = 0 + 2 = 2                       
(𝐸𝑆)𝐵 =  𝑀𝑎𝑥[(𝐸𝐹)𝐴 + 𝐴𝐵𝐴] = 2 + 1 = 3 
(𝐸𝐹)𝐵 =  (𝐸𝑆)𝐵 + 𝐴𝐵𝐵 = 3 + 4 = 7                      
 
 
A B C D E F 
A 2 
     
B 1 4 
    
C 0.5 
 
3,5 
   
D 
 
1 1 5 
  
E 
 
0.5 
  
5 
 
F 
   
1 1 3 
Figura 2.9 MED con tiempos de comunicación para el ejemplo 
didáctico. 
 
Estos cálculos son fácilmente realizados en la MED incluyendo 
columnas y filas para representar ES y EF como se muestra en la 
Figura 2.10. Se inicia por incluir la columna ES y la fila EF. Iniciando 
por la actividad A, el ES es cero y en EF es el ES más la duración de la 
actividad, esto es 2 días. Para la actividad B se identifican las 
actividades predecesoras en la MED (en este caso sólo la actividad A) 
y se busca el máximo valor de los EF de esas actividades (en este caso 
es 2 días). El ES es ese valor máximo más el tiempo de comunicación, 
2+1= 3 días. El EF de la actividad B es ese valor más su duración, es 
decir 3 + 4 = 7. Se procede en forma similar para todas las 
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actividades. Al final de este proceso el valor máximo de los EF es la 
duración del proyecto, es decir 17 días. 
Una vez determinado los valores de ES y EF para todas las actividades 
se pueden determinar los LS y LF para las actividades usando las 
ecuaciones 13 y 14. Como ejemplo, se muestran las dos últimas 
actividades. 
 
 
A B C D E F ES LS S 
A 2 
     
0 0 0 
B 1 4 
    
3 3 0 
C 0,5 
 
3,5 
   
2,5 3,5 1 
D 
 
1 1 5 
  
8 8 0 
E 
 
0,5 
  
5 
 
7,5 8 0,5 
F 
   
1 1 3 14 14 0 
EF 2 7 6 13 12,5 17 
   
LF 2 7 7 13 13 17 
   
Figura 2.10. MED incluyendo ES, EF, LS, LF y S con tiempos de 
comunicación. 
 
(𝐿𝐹)𝐹 = 17 
(𝐿𝑆)𝐹 =  (𝐿𝐹)𝐹 − 𝐴𝐹𝐹 = 17 − 3 = 14                       
(𝐿𝐹)𝐸 =  𝑀𝑖𝑛[(𝐿𝑆)𝐹 − 𝐴𝐸𝐹] = 14 − 1= 13 
(𝐿𝑆)𝐸 =  (𝐿𝐹)𝐸 − 𝐴𝐸𝐸 = 13 − 5 = 8                       
 
Una vez calculados todos los ES, LS, EF y LF, los valores de las 
holguras se pueden determinar por la simple resta de LS menos ES, 
esos valores se muestran en la última columna de la Figura 2.10. Las 
actividades A, B, D y F son críticas, mientras que las actividades C y E 
tienen holguras de 1 y 0,5 días respectivamente. 
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2.3.3 Duración del proyecto con solape 
Finalmente podemos programar las actividades y determinar la 
duración del proyecto con solape de actividades, para ello 
necesitaremos las matrices con los factores de solape 𝐵 y 𝐶 (ver 
Figura 2.11). El procedimiento es similar a los dos casos anteriores, 
pero ahora las siguientes ecuaciones son  necesarias: 
 
(𝐸𝑆)𝑗 =  𝑀𝑎𝑥[(𝐸𝑆)𝑖 + (𝐵𝑗𝑖 × 𝐵𝑖𝑖) − (𝐶𝑗𝑖 × 𝐶𝑗𝑗)]          
  0 < 𝑖 ≤ 𝑛, 0 < 𝑗 ≤ 𝑛   (7) 
 
(𝐸𝐹)𝑗 =  (𝐸𝑆)𝑗 + 𝐵𝑗𝑗                      0 < 𝑗 ≤ 𝑛      (8) 
 
𝑃 =  𝑀𝑎𝑥[(𝐸𝐹)𝑗]                            0 < 𝑗 ≤ 𝑛     (9) 
 
(𝐿𝑆)𝑖 =  𝑀𝑖𝑛[(𝐿𝑆)𝑗 − (𝐵𝑗𝑖 × 𝐵𝑖𝑖) + (𝐶𝑗𝑖 × 𝐶𝑗𝑗)]          
  0 < 𝑖 ≤ 𝑛, 0 < 𝑗 ≤ 𝑛   (15) 
 
(𝐿𝐹)𝑗 =  (𝐿𝑆)𝑗 + 𝐵𝑗𝑗                       0 < 𝑗 ≤ 𝑛               (16) 
Similarmente a los casos anteriores, las dos primeras actividades son 
usadas como ejemplo de cálculo de los ES y EF: 
(𝐸𝑆)𝐴 = 0 
(𝐸𝐹)𝐴 =  (𝐸𝑆)𝐴 + 𝐴𝐴𝐴 = 0 + 2 = 2                       
(𝐸𝑆)𝐵 =  𝑀𝑎𝑥[(𝐸𝑆)𝐴 + 𝐵𝐵𝐴𝐵𝐴𝐴 − 𝐶𝐵𝐴𝐶𝐵𝐵]
= 𝑀𝑎𝑥[0 + 0,87 × 2 − 0,13 × 4] = 1.2 
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(𝐸𝐹)𝐵 =  (𝐸𝑆)𝐵 + 𝐴𝐵𝐵 = 3 + 4 = 7                      
 
 
 
A B C D E F 
A 2 
     
B 0,87 4 
    
C 0,95 
 
3,5 
   
D 
 
0,95 0,95 5 
  
E 
 
0,95 
  
5 
 
F 
   
0,95 0,95 3 
       
 
A B C D E F 
A 2 
     
B 0,13 4 
    
C 0,05 
 
3,5 
   
D 
 
0,05 0,05 5 
  
E 
 
0,05 
  
5 
 
F 
   
0,05 0,05 3 
Figura 2.11 MED con factores de solape 𝐵 y 𝐶 
 
También es posible usar una representación matricial para hacer esos 
cálculos en forma manual o usando una planilla electrónica. Sin 
embargo, ahora es necesario una representación más compleja 
porque son dos matrices las que se deben usar. La Figura 2.12 
muestra cómo realizar esos cálculos incluyendo los dos factores de 
solape simultáneamente en la matriz. 
Una vez calculados todos los ES y EF, como se muestra en la Figura 
2.13, se procede a determinar los LS y LF. Similarmente a los casos 
anteriores, las dos últimas actividades son usadas como ejemplo de 
cálculo de los LS y LF: 
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(𝐿𝐹)𝐹 = 12,4 
(𝐿𝑆)𝐹 =  (𝐿𝐹)𝐹 − 𝐵𝐹𝐹 = 12,4 − 3 = 9,4                       
(𝐿𝑆)𝐸 =  𝑀𝑖𝑛[(𝐿𝑆)𝐹 − 𝐵𝐹𝐸𝐵𝐸𝐸 + 𝐶𝐹𝐸𝐶𝐹𝐹]
= 𝑀𝑖𝑛[9,4 − 0,95 × 5 + 0,05 × 3] = 4,8 
(𝐿𝐹)𝐸 =  (𝐿𝑆)𝐸 + 𝐵𝐸𝐸 = 4,8 + 5 = 9,8                     
 
Las holgura son muy pequeñas para las actividades B y E, 0,03 días, 
mientras que las otras actividades tienen cero holguras. En otras 
palabras, al programar este proyecto considerando solape entre las 
actividades predecesoras y sucesoras la duración del proyecto es muy 
sensible a pequeños cambios en la duración de todas las actividades. 
Sin embargo, los efectos de los factores de solape son difíciles de 
identificar. 
 
 
 
 
 
A B C D E F ES LS S 
A 
2 
        
 
 0 0 0 
 
 
      
 
 
B 
0,87 
 
4 
      
 
 1,22 1,25 0,03 
 
0,13 
     
 
 
 
 
                       Max(0 + 0,87 × 2 − 0,13 × 4) = 1,22 
Figura 2.12. Ejemplo de cálculo de ES usando una MED con los dos 
factores de solape simultáneamente. 
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  A B C D E F ES LS S 
A 2         
 
 0 0 0 
        
 
 
B 
0,87 
 4       
 
 1,22 1,25 0,03 
 
0,13 
      
 
 
C 
0,95 
   3,5     
 
 1,73 1,73 0 
 
0,05 
      
 
 
D   
0,95 
 
0,95 
 5   
 
 4,8 4,8 0 
   
0,05 
 
0,05 
  
 
 
E   
0,95 
     5 
 
 4,77 4,8 0,03 
   
0,05 
    
 
 
F       
0,95 
 
0,95 
 3 9,4 9,4 0 
       
0,05 
 
0,05 
EF 2 5,22 5,23 9,8 9,77 12,4 
 LF 2 5,25 5,23 9,8 9,8 12,4 
Figura 2.13. ES, LS, EF, LF y S en programación con solape. 
 
 
 
 
67 
 
3. Análisis de Incertidumbre en la duración de 
proyectos 
 
El análisis de incertidumbre consiste en determinar la incertidumbre 
en las variables o factores de salida que se generan como 
consecuencia en las variabilidades en las variables o factores en 
entrada. En programación de actividades esas variables de salida 
corresponden usualmente a la duración del proyecto y a la 
finalización más temprana de cada actividad, mientras que las 
variables de entrada corresponden a las duraciones de las 
actividades, los niveles de solape e incluso la interdependencia entre 
las actividades. 
Comúnmente el análisis de incertidumbre está formado por cuatro 
componentes (Helton et al., 2006): caracterización de incertidumbre, 
generación de muestra, propagación de la muestra a través del 
modelo, y representación de la incertidumbre de la variable de salida. 
Estos cuatro componentes son brevemente descritos a continuación 
en el contexto del análisis de la incertidumbre en programación de 
actividades usando la MED. 
 
3.1 Caracterización de la incertidumbre 
 
La caracterización de la incertidumbre de las variables de entrada se 
puede realizar usando funciones de distribución de probabilidad 
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(teoría de probabilidad), análisis de intervalos (teoría gris), conjuntos 
difusos o borrosos (teoría difusa), entre otros métodos disponibles. 
La forma como se caracteriza la incertidumbre en la duración de 
actividades, los tiempos de comunicación y los factores de solape es 
clave en análisis de incertidumbre porque esa caracterización 
determina la incertidumbre en las variables de salida como la 
duración de proyecto. Además la forma como se caracteriza la 
incertidumbre define la forma como se debe realizar el análisis de 
incertidumbre. La Figura 3.1 esquematiza los procesos de análisis de 
incertidumbre según como se caracteriza la incertidumbre de las 
variables de entrada. 
Usualmente si la incertidumbre es estocástica y existen datos sobre 
el comportamiento de la variable de entrada la caracterización más 
sensata es la teoría de probabilidad para realizar el análisis de 
incertidumbre3. Basado en el comportamiento de los datos se debe 
seleccionar la función de distribución de probabilidad que mejor 
represente a la variable estocástica.     
Si la incertidumbre es epistémica la caracterización de la 
incertidumbre de las variables de entrada se debe hacer a través de 
un panel de expertos, y su desarrollo puede constituir un costo 
significativo. El proceso de extraer conocimiento de expertos sobre el 
                                                          
3 Según Frank Knight, en su tesis doctoral,  la incertidumbre se distingue del riesgo 
en que del segundo se conoce, cuando menos, la distribución de probabilidad 
asociada al fenómeno. Así, se enfrenta a un riesgo cuando no se sabe con certeza 
qué puede ocurrir pero se sabe atribuir una probabilidad a cada uno de los posibles 
resultados (Chiner y Gómez-Senet, 1992). Estas diferencias entre riesgo e 
incertidumbre no son consideradas en esta tesis. 
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comportamiento de una variable y representarlo por funciones de 
distribución de probabilidad es conocido como elicitación (O’Hagan 
et al., 2006; Meyer y Booker, 2001). El proceso de elicitación puede 
variar ampliamente dependiendo del propósito del análisis, el 
tamaño del análisis y los recursos disponible para realizar este 
análisis. Considerando que la planificación de un proyecto puede 
incluir cientos de actividades, y por lo tanto una gran cantidad de 
variables de entrada, el costo y tiempo para realizar la elicitación 
pueden limitar su aplicación práctica. Una posible estrategia para 
solucionar este problema es realizar una estimación inicial de las 
funciones de distribución para comprender el comportamiento del 
sistema usando análisis de sensibilidad global. Luego, los recursos se 
pueden concentrar en la elicitación de las variables claves. Esto será 
discutido más adelante cuando se presente el análisis de sensibilidad 
global.  
Si bien tanto las teorías difusa, gris y de probabilidad son empleadas 
en sistemas con incertidumbre, las diferencias en las características 
de las incertidumbres son las que definen su mejor aplicación. La 
teoría difusa se aplica mejor cuando la incertidumbre tiene un claro 
significado sin una clara extensión. Por ejemplo, en la transferencia 
de información la frase “la información requerida puede ser 
entregada después que una gran cantidad de trabajo se ha realizado” 
tiene un claro significado, pero la cuantificación del concepto no es 
claro. La idea principal de la lógica difusa es la utilización de 
funciones de pertenencia que se definen basada en experiencia (Dixit 
et al, 2014). La teoría gris en cambio se aplica mejor cuando la 
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incertidumbre tiene una clara extensión sin un claro significado. Por 
ejemplo, cuando se sabe que una actividad se puede realizar con 
certeza dentro de 2 y 4 días, el rango o intervalo [2,4] es un concepto 
gris con su extensión claramente definida. La teoría de probabilidad 
se utiliza cuando la función de distribución de las variables de 
entradas se puede identificar a partir de datos históricos o a partir de 
un proceso de elicitación como funciones de distribución de 
probabilidades. 
Todas estas teorías han sido utilizadas en programación de 
actividades usando la MED. Gálvez et al. (2012) aplicó la teoría gris o 
la matemática de intervalo, representado las incertidumbres de las 
variables de entrada por intervalos. En forma similar Shi y Blomquist 
(2012) representaron las variables de entrada por números difusos, 
específicamente por funciones triangulares. Gálvez et al. (2015a) y 
(2015b) utilizaron funciones de distribución uniforme, normal, log-
normal y triangular para representar las incertidumbres en las 
variables de entrada. Una estrategia distinta fue propuesta por Ko 
(2010) quien propuso usar una matriz de estructura dependiente 
cuantificada (QDSM, Quantified Design Structure Matrix) la cual 
utiliza pesos para representar el nivel de dependía entre actividades.  
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Figura 3.1. Representación de las teorías gris, difusa y de 
probabilidades 
 
 
 
 
 
 Teoría Gris  
 
 
 
 
 Teoría difusa o borrosa  
 
 
 
 
 
 Teoría de Probabilidades  
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3.2 Generación de muestras 
 
En el caso de la teoría de probabilidades es necesario generar 
muestras de las variables de entrada que serán utilizadas para 
generar un conjunto de valores de las variables de salida. La 
estrategia más común utilizada para generar esta muestra es 
muestreo aleatorio porque nuevos puntos o datos de la muestra se 
generan sin considerar los datos previos de la muestra. Como es 
necesario tener una muestra que sea representativa de la función de 
distribución de probabilidades esta estrategia requiere de una gran 
cantidad de puntos. El muestreo usando la estrategia de hipercubo 
latino es ampliamente utilizado para generar muestras controladas. 
Esta estrategia permite que todas las áreas del espacio muestral de 
las variables se encuentren representadas. Otras estrategias incluyen 
el muestreo por importancia y el muestreo ortogonal (Mckay et al., 
1979). Si bien estas estrategias de muestreo son más eficientes su 
implementación es más compleja. Sin embargo, los modelos 
utilizados en la programación de actividades usando la MED son 
simples, razón por la cual el muestreo aleatorio es suficiente para 
resolver este tipo de problemas. De hecho en programación de 
proyectos es común utilizar simulación de Monte Carlo con muestreo 
aleatorio (Huan y Wang, 2009). Si el número de actividades es muy 
grande entonces el muestreo por hipercubo latino puede ser una 
alternativa más adecuada.   
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3.3 Propagación de la muestra a través del modelo 
 
La propagación de la muestra a través del modelo consiste en 
determinar las variables de salida para cada punto de la muestra 
generada. Usualmente esta etapa es la que demanda mayor costo 
computacional, pero como se indicó en la sección anterior esto no es 
el caso de la programación de actividades usando la MED. Los 
modelos a utilizar para determinar la duración de proyecto y sus 
variables intermedias, corresponden a las ecuaciones 1 a 3 para la 
duración convencional, ecuaciones 4 a 6 para la duración normal de 
proyecto, y ecuaciones 7 a 9 para la duración con solape de 
actividades. Esos modelos son simples, pero las funciones de 
maximización, ecuaciones 2, 3, 5, 6, 7 y 9 introducen 
discontinuidades que en alguna manera dificultan su modelamiento. 
En el caso de las teorías gris y difusa no se realiza una propagación de 
la muestra a través del modelo, sino que se rescribe el modelo 
utilizando matemática de intervalos y difusa según corresponda. Este 
significa que cada operador matemático en las ecuaciones 1 a 9 
(suma, resta y multiplicación) es reemplazado por el mismo operador 
en la matemática correspondiente. Por ejemplo, en el caso de la 
matemática de intervalos se puede utilizar dos estrategias, la 
aritmética de intervalos estándar o aritmética de intervalos interiores 
(Zilinskas y Bigle, 2004; Gálvez et al., 2015a). 
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3.4 Representación y evaluación de la incertidumbre en la 
duración de proyectos 
 
La representación de los resultados del análisis de sensibilidad no es 
otra cosa que mostrar de la forma adecuada los resultados obtenidos 
producto de propagar la muestra a través del modelo. Las opciones 
incluyen indicadores estadísticos (como media y desviación 
estándar), funciones de densidad, funciones de distribución 
acumuladas, diagramas de cajas y pruebas estadísticas (Tufte, 2001). 
La función de densidad describe la probabilidad que una variable 
aleatoria tome un determinado valor. La Figura 3.2 muestra 
histogramas y funciones de densidad de la duración de proyecto 
convencional obtenidas por simulación de Montecarlo cuando las 
funciones de distribución de las variables de entrada poseen 
funciones de distribución uniforme, normal y log-normal. Se puede 
observar que la duración de proyecto tiende a tener una distribución 
normal independiente del tipo de función de distribución de las 
variables de entrada. Este resultado se puede asociar a la teoría del 
límite central, según el cual se establece, que bajo ciertas condiciones 
la suma de un gran número de variables aleatorias se distribuye 
como una función normal. Este tipo de gráfica es útil para identificar 
el comportamiento de la incertidumbre de la duración del proyecto. 
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a) Distribución uniforme 
  
b) Distribución normal 
  
c) Distribución log-normal 
Convencional Solape 
Figura 3.2. Histogramas y funciones de densidad para duración de 
proyecto convencional y con solape  (Modificado desde Gálvez et al., 
2015b). 
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La función de distribución acumulada de la duración de proyecto 
describe la probabilidad que la duración del proyecto tenga un valor 
igual o menor a un valor específico. Por otra parte, la función de 
distribución acumulada inversa describe la probabilidad que la 
duración del proyecto tenga un valor igual o mayor a un valor 
específico. La Figura 3.3 muestra ejemplos de funciones acumuladas 
para la duración convencional de proyectos obtenidas por simulación 
de Montecarlo usando MED cuando las variables de entrada poseen 
distribución uniforme, normal y log-normal. Se incluye en esas 
gráficas la función acumulada de una distribución normal, pero no se 
puede apreciar porque no existe diferencia significativa entre ellas, 
excepto una leve diferencia para la distribución log-normal, 
indicando que la duración de proyecto se comporta como una 
distribución normal. Estas gráficas son convenientes para analizar la 
duración de proyecto porque es fácil evaluar la probabilidad que el 
proyecto supere un valor determinado. 
Un diagrama de caja o de caja y bigotes está basada en cuartiles y en 
él se visualiza un conjunto de datos. La caja muestra el primer, 
segundo (mediana), y tercer cuartil, mientras que los bigotes los 
valores máximos y mínimos. Los valores atípicos y la media se 
muestran con puntos. El diagrama de caja es más básico que un 
histograma, pero presenta algunas ventajas. Cuando se desean 
presentar un conjunto de variables de salida son más prácticos 
porque ocupan menos espacio. Por ejemplo, la representación del 
inicio temprano y finalización temprana de las actividades de un 
proyecto se visualizan mejor en este tipo de gráfico. La Figura 3.4 
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muestra un ejemplo para la programación de actividades 
convencional cuando las duraciones de las actividades son 
representadas por funciones de distribución uniforme y log-normal. 
Las gráficas cuando las variables de entrada son representadas por 
distribución uniforme muestran que el comportamiento de inicio y 
finalización temprana es simétrico con pocos casos de valores 
atípicos. Por el contrario, las gráficas cuando las variables de entrada 
son representadas por distribución log-normal muestran que el 
comportamiento de inicio y finalización temprana no es simétrico con 
valores atípicos. 
 
   
a) Uniforme b) Normal c) Log-normal 
Figura 3.3. Funciones acumuladas para la duración de Proyecto 
convencional (Modificado desde Gálvez et al., 2015b).  
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Inicio temprano Finalización temprana 
a) Distribución uniforme 
  
Inicio temprano Finalización temprana 
b) Distribución Log-normal 
Figura 3.4. Diagrama de caja para inicio temprano y finalización 
temprana para duración de proyecto convencional (Modificado 
desde Gálvez et al., 2015b). 
 
En el caso de la aplicación de la teoría gris y difusa las variables de 
salida son representadas por intervalos o conjuntos difusos. Una 
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comparación entre simulaciones de Montecarlo y esas estrategias ha 
demostrado que la aritmética de intervalos estándar y la matemática 
difusa proporcionan sobre-estimaciones de la duración del proyecto 
y la aritmética de intervalos interiores suministra una sub-estimación 
de la duración del proyecto (Gálvez et al., 2015a; Gálvez et al., 
2015b). 
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4. Identificación de variables significativas usando 
análisis de sensibilidad global 
 
El análisis de sensibilidad global (ASG) consiste en determinar la 
contribución a la incertidumbre de la variable de salida que realiza 
cada variable de entrada (Helton et al., 2006). El análisis de 
sensibilidad local, que consiste en determinar el efecto de una 
variable de entrada sobre la variable de salida localmente, no sólo 
presenta desventajas en relación al ASG (se analiza una variable a la 
vez y localizado en un punto específico del rango de incertidumbres 
de todas las variables de entrada) sino que su aplicación no es 
adecuada para la programación de actividades usando MED porque 
las ecuaciones 2, 3, 5, 6, 7 y 9 presentan discontinuidades que 
dificultan su aplicación si se utilizan derivadas. El ASG se puede 
definir como “el estudio de cómo la incertidumbre en el resultado de 
un modelo (numérica u otra) se puede distribuir a diferentes fuentes 
de incertidumbre en la entrada del modelo” (Saltelli et al., 2008). Las 
técnicas de ASG han sido aplicadas ampliamente en varias áreas de la 
ciencia y la ingeniería, transformándose en una herramienta integral 
en el modelado de sistemas (Sepúlveda et al., 2014). El ASG se puede 
utilizar con varios objetivos: a) La aplicación principal es la 
identificación de factores significativos y no significativos que 
permitan la reducción del número de variables de entrada de un 
modelo con el objetivo de simplificar el estudio posterior; b) una 
segunda aplicación corresponde a mejorar la comprensión del 
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comportamiento del modelo, por ejemplo identificando las 
interacciones entre las variables; c) finalmente se puede utilizar para 
regionalizar las variables de entrada que generan un comportamiento 
deseado o no deseado como veremos en la sección siguiente.  
En esta sección se revisan varios métodos de ASG dentro del 
contexto de la programación de actividades usando MED. Cada 
método es brevemente descrito, sin embargo los lectores que estén 
interesados en una descripción más amplia pueden ver las siguientes 
referencias: Saltelli et al. (2008, 2009); Iooss y Lemaȋtre (2015); 
Helton et al. (2006); Ionescu-Bujor y Cacuci (2004); Confalonieri et al. 
(2010);  Cacuci y Ionescu-Bujor (2004); y Frey y Patil (2002).  
 
4.1 Diagramas de dispersión 
 
Los diagramas de dispersión nos permiten visualizar la variable de 
salida (e.g. duración del proyecto) versus las variables de entrada 
(e.g. duración de una actividad) e identificar la naturaleza de la 
relación entre las entradas y las salidas. En el análisis de sistemas 
complejos constituyen un punto de partida que ayuda a seleccionar 
la estrategia de ASG. Por ejemplo, se puede identificar relaciones 
lineales, funciones monótonamente crecientes y monótonamente 
decrecientes, existencia de umbrales, entre otras características. 
La Figura 4.1 muestra ejemplos de diagramas de dispersión en la 
programación de actividades usando la MED. Las Figuras 4.1a y 4.1b 
representan la dependencia de la duración del proyecto con la 
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duración de actividades. La dependencia es monótonamente 
creciente en ambos casos, como es esperable, pero claramente la 
Figura 4.1a muestra una actividad significativa, mientras la Figura 
4.1b representa un caso en donde la influencia de la duración de la 
actividad en la duración del proyecto no es significativa. Por otra 
parte, las Figuras 4.1c y 4.1d muestran la dependencia de la duración 
del proyecto con las razones de solape, mientras que la dependencia 
de la Figura 4.1c es monótonamente creciente, la dependencia de la 
Figura 4.1d es monótonamente decreciente.  
 
4.2 Coeficientes de correlación parcial  
 
El coeficiente de correlación parcial está basado en el coeficiente de 
correlación de Pearson, el cual es una medida de la relación lineal 
entre dos variables aleatorias. Podemos decir, que el coeficiente de 
correlación de Pearson es un índice que se puede utilizar para medir 
el grado de relación lineal de dos variables. Por su parte el coeficiente 
correlación parcial (CCP) es una medida de la relación lineal entre dos 
variables aleatorias donde la influencia de las otras variables es 
eliminada. Los valores de CCP se encuentran entre -1 y 1, donde un 
valor positivo indica que ambas variables crecen o decrecen 
conjuntamente, mientras que un valor negativo indican que las 
variables siguen tendencias opuestas. Valores de CCP 1 o -1 indican 
que la relación entre las variables es lineal. Por su parte si las 
variables son independientes el CCP tiene un valor cero.  Algunos 
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expertos sugieren clasificar la relación entre dos variables de la 
siguiente forma según el valor de CCP: a) entre 1 y 0.6 (o -0.6 a -1) 
fuerte dependencia; b) entre 0.6 y 0.3 (o -0.3 a -0.6) moderada; c) 
entre 0.3 y 0.1 (o -0.1 a -0.3) débil; y d) 0.1 a 0 (o 0 a -0.1) muy débil. 
  
a b 
  
c d 
Figura 4.1. Ejemplo de diagramas de dispersión en programación de 
actividades usando MED (modificado desde Gálvez y Capuz-Rizo, 
2015). 
 
La Tabla 4.1 muestra un ejemplo de valores de CCP para la duración 
convencional y duración con solape de proyecto. En la duración 
convencional, la duración de proyecto tiene una relación lineal con 
las actividades A, B, D y E (valor de CCP igual 1), además se puede 
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inferir que esas actividades influyen en la misma medida a la 
duración del proyecto. En forma opuesta, el CCP entre la duración del 
proyecto y la duración de la actividad C es muy débil (valor de CCP 
igual a 0.035) indicando que no existe una relación entre ambas 
variables. Al analizar la situación del sistema con solape (tercera 
columna) se puede observar que las razones de solape, 𝐵𝑗𝑖 y 𝐶𝑗𝑖, 
presentan comportamientos opuestos, para las razones de solape 𝐵𝑗𝑖 
los CCP son positivos indicando que la duración del proyecto y las 
razones 𝐵𝑗𝑖 siguen la misma dirección, mientras que las razones 𝐶𝑗𝑖  
son negativos revelando que la duración del proyecto y las razones 
𝐶𝑗𝑖  siguen direcciones opuestas. 
La transformación de los datos de la muestra por rangos puede ser 
útil en ASG porque una relación monótona entre dos variables es 
transformada en una relación lineal. En esta transformación el valor 
más pequeño de la muestra es convertido en 1, el segundo valor más 
pequeño es convertido en 2, y así hasta el valor más grande de la 
muestra. Después de la transformación por rango el mismo 
procedimiento es aplicado a la muestra, esto genera el coeficiente de 
correlación por rango parcial (CCRP) (Iooss y Lemaître, 2015). La 
Tabla 4.1 también entrega los CCRP para el ejemplo discutido 
anteriormente, los valores de CCP y CCRP son similares revalidando 
que las relaciones entre las variables son monótonas y lineales. 
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Tabla 4.1. Coeficientes de correlación parcial y coeficientes de 
correlación por rangos parcial (Modificado desde Gálvez y Capuz-
Rizo, 2015).   
Variable 
CCP CCRP 
Duración 
convencional 
Duración con 
solape 
Duración 
convencional 
Duración 
con 
solape 
A 1,000 0,869 0,959 0,849 
B 1,000 0,562 0,957 0,502 
C 0,035 0,641 0,066 0,574 
D 1,000 0,577 0,955 0,469 
E 1,000 0,873 0,961 0,828 
𝐵𝐵𝐴  0,278  0,225 
𝐵𝐷𝐵  0,661  0,589 
𝐵𝐸𝐷  0,566  0,476 
𝐶𝐵𝐴  -0,507  -0,448 
𝐶𝐷𝐵  -0,483  -0,402 
𝐶𝐸𝐷  -0,324  -0,251 
 
 
4.3 Coeficientes de regresión estandarizado  
 
El coeficiente de regresión estandarizado (CRE) o coeficiente beta 
entrega una valorización de la importancia de la variable, en donde 
una variable de entrada es más importante si su incertidumbre tiene 
un mayor efecto en la incertidumbre de la variable de salida. En la 
medida que el valor absoluto del CRE sea mayor, mayor es su 
importancia. El CRE es calculado reemplazando las variables por 
variables estandarizadas, lo cual se logra restando el valor medio de 
la muestra de la variable y dividiendo este resultado por la desviación 
estándar de la muestra. De esta forma, se obtiene el peso relativo de 
 Identificación de variables significativas usando análisis de sensibilidad 
global 
87 
 
cada variable dentro de la especificación, sin importar la unidad de 
medida en que se encuentren expresadas, lo que es muy útil en 
programación de actividades si se desea realizar comparaciones 
entre duración de actividades y razones de solape. Luego el 
coeficiente de regresión lineal es calculado para estas variables 
estandarizadas. En forma similar al CCP es posible realizar 
transformaciones a la muestra, que en el caso de la transformación 
por rangos se denomina coeficientes de regresión por rango 
estandarizado (CRRE).  
Los valores de CRE y CRRE para el ejemplo de la Tabla 4.1 se 
muestran en la Tabla 4.2. Estos valores muestran que para la 
duración convencional del proyecto las actividades A, B, D y E son 
significativas en la incertidumbre del proyecto, todas ellas en un nivel 
de importancia similar. La actividad C no es significativa y por lo tanto 
su incertidumbre no afecta a la incertidumbre de la duración del 
proyecto. En el caso de la duración de proyecto con solape, tercera y 
quinta columnas, la importancia de las variables sigue el siguiente 
orden E > A>  𝐵𝐸𝐷 > C > B > 𝐵𝐷𝐵 > D >  𝐶𝐷𝐵 >  𝐶𝐵𝐴 >  𝐵𝐵𝐴  >  𝐶𝐸𝐷. Los 
valores negativos indican que la duración del proyecto y la variable 
de entrada siguen direcciones opuestas. La identificación de este 
orden de importancia puede tener varias aplicaciones como se 
discutirá posteriormente.  
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Tabla 4.2. Coeficientes de regresión estandarizado y coeficientes de 
regresión por rangos estandarizados (Modificado desde Gálvez y 
Capuz-Rizo, 2015).   
Variable 
CRE CRRE 
Duración 
convencional 
Duración con 
solape 
Duración 
convencional 
Duración 
con 
solape 
A 0,531 0,507 0,516 0,503 
B 0,499 0,213 0,491 0,213 
C 0,000 0,266 -0,015 0,273 
D 0,542 0,172 0,516 0,157 
E 0,568 0,530 0,569 0,514 
𝐵𝐵𝐴  0,077  0,072 
𝐵𝐷𝐵  0,177  0,168 
𝐵𝐸𝐷  0,272  0,260 
𝐶𝐵𝐴  -0,111  -0,106 
𝐶𝐷𝐵  -0,124  -0,123 
𝐶𝐸𝐷  -0,045  -0,064 
 
 
4.4 Método de Morris 
 
El método de Morris (1991) se puede considerar como un método de 
diseño experimental, y su aplicación es adecuada para modelos que 
poseen un costo computacional muy alto o poseen un número muy 
alto de variables de entrada, o ambos. La programación de 
actividades puede constituir un modelo con muchas variables de 
entrada, razón por la cual el método de Morris puede ser una 
alternativa adecuada. En este método se realizan experimentos 
numéricos compuestos de diseños aleatorios cambiando un factor o 
variable a la vez, calculando una especie de razón entre el cambio de 
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la variable de salida y el cambio en la variable de entrada.  Estos 
experimentos generan una muestra que es utilizada para determinar 
dos índices que indican la importancia de la variable de entrada 
(media, µ) y los efectos no-lineales o interacciones (desviación 
estándar, σ). Si µ es grande indica que la variable de entrada produce 
un efecto significativo sobre la variable de salida, y si σ es grande 
significa que existe una gran dispersión en los valores de las razones y 
por lo tanto pueden existir efectos no-lineales o interacciones o 
ambos. En modelos no-lineales las razones entre el cambio de la 
variable de salida y el cambio en la variable de entrada pueden 
presentar valores negativos y positivos dentro de una misma 
muestra, anulando su efecto al determinar su media. Por esa razón 
Campolongo et al. (2007) propuso usar el valor absoluto de las 
razones para calcular la media, µ*. La forma usual de mostrar los 
resultados es en un gráfico σ versus µ*.  
La Figura 4.2 muestra ejemplos de diagramas de Morris en la 
programación de actividades usando la MED. La Figura 4.2a 
corresponde a la duración de proyecto convencional. Los valores de 
la media µ* de las actividades A, B, D y E son significativas indicando 
que todas esas incertidumbres de actividades afectan por igual a la 
incertidumbre de la duración del proyecto. Por su parte la media de 
la actividad C es cero, es decir no es una variable significativa. Las 
desviaciones estándar, σ, son todas pequeñas (~ 10-16) mostrando 
que no existen efectos no-lineales o interacción entre las variables.  
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b 
Figura 4.2. Ejemplo de diagramas de Morris para a) duración 
convencional de proyecto y  b) duración de proyectos con solape 
(modificado desde Gálvez y Capuz-Rizo, 2015).   
 
En la Figura 4.2b se entregan resultados para la programación con 
solape, aquí las variables de entrada siguen el siguiente orden de 
importancia E > A>  C >  D > 𝐵𝐷𝐵 > B > 𝐵𝐸𝐷  >   𝐶𝐷𝐵 > 𝐶𝐸𝐷 > 𝐵𝐵𝐴>  𝐶𝐵𝐴. 
Las actividades E y A son significativas sin efectos no-lineales o 
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interacción, las actividades C, D, B y la razón de solape 𝐵𝐷𝐵 son 
moderadamente significativos y presentan interacciones o efectos 
no-lineales, finalmente las variables 𝐶𝐷𝐵,  𝐶𝐸𝐷,  𝐵𝐵𝐴 y  𝐶𝐵𝐴 son pocos 
significativos. Estos resultados son similares a los obtenidos con los 
coeficientes de regresión estandarizados. Los valores de µ y µ* para 
𝐶𝐷𝐵,  𝐶𝐸𝐷 y  𝐶𝐵𝐴 son iguales pero de signo contrario porque las 
funciones son monotonas, y por lo tanto los valores de µ entregarán 
además la direcciones de los efectos de las variables de entrada. 
 
4.5 Método de Sobol’ 
 
Los métodos basados en la varianza, como es el caso de Sobol’ 
(1993), descomponen la varianza de la variable de salida en términos 
de varianzas parciales que representan las contribuciones de las 
entradas, descompuesta en efectos individuales, efectos de pares de 
variables de entrada, efectos de tríos, y así sucesivamente. Luego, 
cada varianza parcial es divido por la varianza total constituyendo 
cada razón en un índice de sensibilidad. Los índices de sensibilidad de 
los efectos individuales son conocidos como de primer orden, los de 
pares como de segundo orden, y así sucesivamente. Las estimaciones 
estadísticas de las varianzas parciales son realizadas por integrales 
multi-dimensionales, que requieren de una muestra constituida por 
una gran cantidad de datos. El número de varianzas parciales crecen 
exponencialmente con el número de variables de entrada limitando 
la aplicación del método de Sobol’ para sistemas con muchas 
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variables, como es el caso de la programación de actividades. Por esa 
razón, Homma y Saltelli (1996) introdujeron el concepto de índice de 
sensibilidad total, el cual envuelve el efecto total de una variable de 
entrada incluyendo su aporte individual y todos sus efectos de orden 
superior. En esta tesis se muestran valores obtenidas usando las 
fórmulas de Jansen (1999) y Saltelli et al. (2010). 
El método de Sobol’-Jansen calcula dos índices de sensibilidad, el de 
primer orden y el total. La interpretación es simple, cuanto mayor el 
valor del índice mayor es la significancia o influencia de la 
incertidumbre de esa variable sobre la incertidumbre de la variable 
de salida. El índice de primer orden mide solamente el efecto de esa 
variable sin considerar las interacciones con otras variables de 
entrada, y por lo tanto mide cuanto afecta su incertidumbre en forma 
individual. El índice de sensibilidad total mide el efecto total de la 
variable, incluyendo su efecto de primer orden y todas las 
interacciones, por esa razón la diferencia aritmética entre el índice 
total y el índice de primer orden evalúa el efecto de todas las 
interacciones de esa variable. Cuando los índices de sensibilidad son 
muy pequeños entonces la incertidumbre de esa variable no es 
significativa o no influye en la incertidumbre de la variable de salida 
(Adeyinka, 2007).  
La Figura 4.3 exhibe diagramas de Sobol´-Jansen para la duración de 
proyecto convencional y la duración con solape. En la duración de 
proyecto convencional las actividades A, B, D y E son significativas, 
mientras que la actividad C no afecta a la incertidumbre de la 
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duración del proyecto. No existen interacciones entre las duraciones 
de las actividades (los índices totales y de primer orden son 
similares). En la duración con solape las actividades A y E son 
significativas sin interacción, las actividades B, C, D y la razón 𝐵𝐸𝐷 
presentan un efecto moderado con interacción, las otras variables 
presentan un efecto menor o no son significativas. 
  
 
a 
 
b 
Figura 4.3 Ejemplo de diagramas de Sobol’-Jansen para a) duración 
convencional de proyecto y  b) duración de proyectos con solape 
(modificado desde Gálvez y Capuz-Rizo, 2015).   
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4.6 Discusión 
 
Para la programación de actividades usando la MED los métodos CRE, 
Morris y Sobol’ son adecuados para identificar variables significativas, 
siendo el método de Sobol’ el más robusto pero el que demanda de 
una gran cantidad de simulaciones (Gálvez et al., 2015c). Por 
ejemplo, para la programación con solape, resultados mostrados en 
la Figura 4.3b, se utilizó una muestra de seis millones y medio de 
simulaciones, lo cual se compara con 180 simulaciones para el caso 
de Morris y 200 simulaciones para el CRE. 
La identificación de las variables más significativas usando ASG, esto 
es que su incertidumbre afecta a la incertidumbre de la duración de 
proyecto, tiene varias aplicaciones. La primera se relaciona con la 
caracterización de la incertidumbre, es decir determinar la función de 
distribución que mejor representa la incertidumbre de cada variable 
de entrada. En efecto, la caracterización de la incertidumbre se 
realiza usualmente por el proceso de elicitación, que como indicamos 
previamente puede variar ampliamente dependiendo del propósito 
del análisis, el tamaño del análisis y los recursos disponible para 
realizar este análisis. Luego, es lógico concentrarse en las variables 
más significativas focalizando los recursos en una buena 
caracterización de esas variables y destinar menos recursos a las 
variables menos significativas. Si una variable no es significativa, 
entonces su valor puede fijarse en su valor medio y no considerar su 
incertidumbre, es decir reducir el tamaño del modelo. La segunda 
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aplicación está relacionada con el control de la incertidumbre de la 
duración del proyecto, un buen control de las variables de entrada 
significativas se traduce en una reducción de la incertidumbre en la 
duración del proyecto. Esto permite focalizar recursos en mantener 
un buen control de las actividades que son significativas y reducir los 
controles de las variables de entrada pocos o no significativos. 
Gálvez y Capuz-Rizo (2015) realizaron varios experimentos numéricos 
para probar lo anteriormente indicado. Por ejemplo, para la duración 
de proyecto convencional, y según lo observado con CRE (Tabla 4.2), 
Morris (Figura 4.2a) y Sobol’ (Figura 4.3a), las variables significativas 
son la duración de las actividades A, B, D y E, mientras que la 
actividad C no es significativa. Luego se realizaron tres experimentos, 
en el primero se consideró la incertidumbre en la duración de todas 
las actividades, en el segundo experimento la incertidumbre en la 
duración de la actividad C fue eliminada (se fijó en su valor medio) y 
se mantuvieron las incertidumbres en las otras actividades, 
finalmente en el experimento 3 las incertidumbres en la duración de 
las actividades A, B, D y E fueron eliminadas manteniendo sólo la 
incertidumbre de la actividad C. Se realizaron simulaciones de 
Montecarlo para los tres experimentos con diez mil simulaciones. Los 
experimentos 1 y 2 entregaron prácticamente los mismos resultados, 
valores de (17,7; 14,0; 10,5) y (17,9; 14,0; 10,3)  para los 
experimentos 1 y 2 respectivamente, donde los valores significan 
(valor máximo; media; valor mínimo). Sin embargo, para el 
experimento 3 los valores fueron de (14,0; 14,0; 14,0), esto es la 
duración del proyecto no presentó incertidumbre.  
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Gálvez et al. (2015a) también consideró la programación con solape 
de un proyecto con diez actividades y cuarenta variables de entrada. 
Después de aplicar Sobol’ se identificaron las diez variables más 
significativas y las 10 variables menos significativas, y se realizaron 
tres experimentos numéricos. En el primer experimento se consideró 
las incertidumbres en la duración de las 40 variables de entrada, en el 
segundo experimento las incertidumbres en las diez variables menos 
significativas fueron eliminadas (se fijaron en su valor medio) y se 
mantuvieron las incertidumbres en las otras 30 variables de entrada, 
finalmente en el experimento 3 las incertidumbre en las diez 
variables más significativas fueron eliminadas  y se mantuvieron las 
incertidumbres en las otras 30 variables de entrada. La Figura 4.4 
muestra los valores mínimos, medio y máximos obtenidos en la 
duración del proyecto para cada experimento. Los valores obtenidos 
para los experimentos uno y dos son prácticamente iguales, es decir 
el control de las diez variables de entrada menos significativas no 
reducen la incertidumbre en la duración del proyecto. Por el 
contrario, el control de las diez variables más significativas redujo en 
un 62% la incertidumbre en la duración del proyecto. 
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Figura 4.4.  Experimentos numéricos 1) sin control de incertidumbres, 
2) con control de las diez variables menos significativas, 3) con 
control de las diez variables más significativas, para la planificación 
de un proyecto con cuarenta variables de entrada. 
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5. Toma de decisiones en planificación usando 
Monte Carlo Filtering  
 
En la sección anterior hemos observado que el ASG puede ser útil en 
identificar variables significativas y no significativas, en el contexto de 
la programación de actividades usando la MED. Los métodos 
estudiados consideran las incertidumbres de las variables de entrada 
y salida en toda su extensión. En esta sección analizaremos el 
problema cuando deseamos determinar que variables de entrada 
(duración de actividad, razón de solape) son la responsables de un 
comportamiento determinado de la variable de salida (reducción de 
la duración del proyecto o final tardío de la duración del proyecto).  
Por ejemplo, la reducción en la duración del proyecto es una meta en 
varias industrias la cual requiere de una dirección y gestión de 
proyecto sofisticada (Hossain y Chua, 2004). En la literatura se 
mencionan dos estrategias para comprimir la programación de un 
proyecto (Carr, 1979), las cuales se ejemplifican en la Figura 5.1 a y b. 
El Figura 5.1a se utiliza la estrategia de asignar más recursos o costo o 
ambas con el objetivo de reducir la duración de alguna actividad 
crítica, esto usualmente significa un balance entre tiempo y costo 
que se resuelve usando optimización. La Figura 5.1b muestra la 
estrategia de la programación concurrente, en donde actividades 
predecesora y sucesora se solapan para reducir el tiempo del 
proyecto, usualmente sin costo extra significativo (Lim et al, 2014). 
Srour et al. (2013) propusieron una metodología para programar 
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actividades con solape usando MED, sin embargo ellos no 
consideraron que las variables presentan incertidumbres. La Figura 
5.1c muestra una combinación de ambas estrategias, en donde las 
actividades son aceleradas y también traslapadas. La pregunta que 
deseamos responder en este caso es ¿qué actividades deben 
acelerarse y cuales actividades deben traslaparse para lograr 
comprimir la duración del proyecto en una cantidad determinada? 
Esta sección presenta un método desarrollado por Gálvez, Capuz-Rizo 
y Ordieres para determinar y controlar variables críticas para lograr 
una duración de proyecto establecida. 
 
5.1 Descripción del método propuesto por Gálvez, Capuz-Rizo y 
Ordieres 
 
El método propuesto por Gálvez et al. (2015d) consiste en tres fases: 
1) simulación de la duración del proyecto usando la MED; 2) 
reducción del número de variables de entrada usando ASG; 3) 
determinación y regionalización de las variables críticas utilizando 
Monte Carlo Filtering. 
La simulación de la duración del proyecto se realiza usando las  
ecuaciones descritas en la sección 2, especialmente el modelo 
correspondiente a la programación de las actividades con solape, 
ecuaciones 7 a 9, porque a través de ellas se puede estudiar 
estrategias que consideren la reducción de la duración de las 
actividades y el solape entre actividades.  
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a) Aceleración de actividades 
 
2 días de 
reducción 
 
 
b) Solape de actividades 
 
Solape 
de 2 
días 
 
 
c) Aceleración y solape de actividades 
 
1 día de 
reducción 
y 1 día de 
solape 
 
 
Figura 5.1. Estrategias para comprimir una programación de 
actividades (adaptado de Gálvez et al., 2015d) 
 
La reducción en el número de variables de entrada obedece a la 
necesidad de tener un número limitado de variables para aplicar 
Monte Carlo Filtering. Esto se puede realizar aplicando los métodos 
de CRE, Morris y Sobol’ como se explicó en la sección 4, 
seleccionando sólo las variables significativas. Para la selección del 
método más adecuado es necesario considerar que el método de 
Sobol’ es el más robusto, pero es más difícil de implementar y tiene 
un alto costo computacional. Los métodos de Morris y CRE son más 
fáciles de implementar y tiene un bajo costo computacional, pero 
despliegan resultados levemente distintos con cada muestra 
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utilizada. En término general cualquiera de esos métodos será 
adecuado para reducir las variables, una posible manera de 
seleccionar las variables significativas sería ordenar las variables de 
mayor a menor y sólo considerar las variables que son responsables 
del 95% de la incertidumbre de la duración del proyecto. 
Para determinar las variables críticas, es decir las que son 
responsables de un comportamiento deseado de la duración de 
proyecto, solamente las incertidumbres de las variables significativas 
son consideradas, las otras variables son fijadas en su valor nominal o 
su media. Para establecer las variables críticas y su posterior 
regionalización el método de Monte Carlo Filtering (Spear y 
Hornberger, 1980) es aplicado, considerando que veinte o menos es 
un número adecuado de variables significativas para que el 
procedimiento tenga valides estadística. El método de Monte Carlo 
Filtering consiste en dividir la muestra en dos conjuntos basado en 
algún criterio sobre el comportamiento de la duración del proyecto, 
esto significa dividir la muestra en dos conjuntos, uno que incluyen 
las respuestas deseadas y otro que contienen las respuestas no 
deseadas. Para identificar las variables que son críticas las funciones 
de densidad de ambos conjuntos son comparadas, si ellas son 
significativamente diferente entonces esa variable es crítica. Por 
ejemplo, la Figura 5.2 muestra las funciones de densidad acumuladas 
para dos variables de entrada, duración de las actividades A y B, en 
cada gráfica las funciones acumuladas de los dos conjuntos han sido 
incluidas. Para la actividad A se puede observar que las funciones del 
conjunto de respuesta deseada y no deseada son claramente 
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diferentes, es decir es una variable crítica. En cambio en las gráficas 
de la actividad B no se observan diferencias, es decir la duración de la 
actividad B no es significativa. Las funciones pueden ser comparadas 
visualmente o usando alguna prueba estadística como la prueba de 
Kolmogorov-Smirnov (Arnold y Emerson, 2011), o ambos. Saltelli et 
al. (2004) propuso utilizar los siguientes criterios basado en los 
límites de p-valor (un parámetro de la prueba de Kolmogorov-
Smirnov): a) p-valor es menor que 0,01 indica que la variable es 
crítica, b) p-valor entre 0,01 y 0,1 revela que la variable es 
importante, c) p-valor mayor que 0,1 indica que la variable es 
insignificante. Una vez identificadas las variables críticas la 
regionalización se puede realizar por simulaciones de Montecarlo de 
las variables críticas o comparando el comportamiento de esas 
variables en los conjuntos con respuestas deseadas y no deseadas, o 
ambos.   
 
Figura 5.2. Funciones de densidad acumulada de los conjuntos 
deseados y no deseados para la duración de las actividades A y B. La 
duración de la actividad A es crítica y la duración de la actividad B es 
no significativa. 
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5.2 Ejemplo de aplicación 
 
Este ejemplo fue desarrollado por Gálvez et al. (2015d), aquí sólo 
parte de él es usado para ejemplificar la metodología desarrollada. El 
ejemplo considera la programación de actividades de un proyecto 
con seis actividades, el número de variables de entrada corresponde 
a veinte variables: seis que representan la duración de las actividades 
A la F y catorce variables que representan las razones de solape entre 
las actividades dependientes. Todas las variables presentan 
incertidumbres que son representadas por funciones de distribución 
uniforme.   
La simulación de Montecarlo con una muestra de 100.000 puntos 
entrega que la duración del proyecto tiene un valor mínimo es 14,08, 
primer cuartil 17,87, segundo cuartil o media 18,70, tercer cuartil 
19,51 y valor máximo de 23,80. Basado en estos resultados dos 
escenarios son identificados: el primero es lograr que el proyecto se 
cumpla dentro de un tiempo adecuado, es decir entre 18,70 y 19,51 
(el conjunto deseado es definido con duración de proyecto entre 
18,70 y 19,51, y el conjunto no deseado es definido con duración de 
proyecto sobre 19,51); el segundo escenario es lograr comprimir el 
proyecto de modo que la duración del proyecto se cumpla entre 15 y 
16 (el conjunto deseado es definido con duración de proyecto entre 
15 y 16, y el conjunto no deseado es definido con duración de 
proyecto entre 16 y 18).  
La segunda fase consiste en reducir el número de variables de 
entrada utilizando ASG, sin embargo en este ejemplo no es necesario 
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reducir variables de entrada porque el número de estas es veinte, un 
número suficiente para que el método de Monte Carlo Filtering tenga 
significancia estadística. 
La tercera fase es aplicar el método de Monte Carlo Filtering que 
consiste en realizar simulaciones de Montecarlo (un total de 6.000 
simulaciones fueron consideradas para cada escenario) y separar los 
resultados en dos conjuntos, uno que contiene los resultados 
deseados y otro los resultados no deseados. Luego se aplica la 
prueba de Kolmogorov-Smirnov para verificar si las funciones de 
densidad siguen o no comportamientos diferentes en estos dos 
conjuntos. La Tabla 5.1 muestra los valores de p-valor y su 
significado, los resultados para los escenarios 1 y 2 son distintos 
demostrando que las variables críticas no son las mismas según el 
comportamiento deseado de la duración del proyecto. En la Tabla 5.1 
𝐵𝑖𝑖  representa la duración de la actividad 𝑖, 𝐵𝑗𝑖 y 𝐶𝑗𝑖  son los 
elementos de las matrices que contiene los valores de las razones de 
solape entre las actividades 𝑗 e 𝑖. El escenarios 1 tiene trece variables 
críticas y el escenario 2 posee 8 variables críticas, estás variables 
críticas son las responsables del comportamiento deseado del tiempo 
de  duración. El número de variables insignificantes es de cuatro y 
siete para los escenarios 1 y 2 respectivamente, estas variables 
pueden ser fijadas en su valor nominal porque no afectan al 
comportamiento deseado. Las variables importantes, tres y cinco 
para los escenarios 1 y 2 respectivamente, pueden o no afectar el 
comportamiento deseado. Para estas variables es aconsejable 
analizar las curvas de densidad y verificar si son variables críticas o 
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no. En este ejemplo se verificó que todas las variables importantes 
son insignificantes, es decir no se observa una diferencia significativa 
entre las curvas de densidad de los conjuntos deseados y no 
deseados. 
 
Tabla 5.1. Resultados de Monte Carlo Filtering y clasificación de 
variables para los escenarios 1 y 2 (Modificado desde Gálvez et al., 
2015d). 
Variable de 
entrada 
Escenario 1 Escenario 2 
p-valor 
La variable 
es 
p-valor 
La variable 
es 
𝐵𝐴𝐴 0,0000 crítica 0,0000 crítica 
𝐵𝐵𝐵 0,0000 crítica 0,0059 crítica 
𝐵𝐶𝐶  0,5230 insignificante 0,0005 crítica 
𝐵𝐷𝐷 0,0000 crítica 0,1221 insignificante 
𝐵𝐸𝐸 0,0000 crítica 0,1246 insignificante 
𝐵𝐹𝐹 0,0000 crítica 0,0000 crítica 
𝐵𝐵𝐴 0,0000 crítica 0,0108 importante 
𝐵𝐶𝐴 0,1656 insignificante 0,0786 importante 
𝐵𝐷𝐵 0,0072 crítica 0,0042 crítica 
𝐵𝐷𝐶  0,9290 insignificante 0,7083 insignificante 
𝐵𝐸𝐵 0,0015 crítica 0,3190 insignificante 
𝐵𝐹𝐷 0,0000 crítica 0,0000 crítica 
𝐵𝐹𝐸 0,0000 crítica 0,0249 importante 
𝐶𝐵𝐴 0,0000 crítica 0,0016 crítica 
𝐶𝐶𝐴 0,9070 insignificante 0,0714 importante 
𝐶𝐷𝐵 0,0585 importante 0,0756 importante 
𝐶𝐷𝐶 0,0114 importante 0,0086 crítica 
𝐶𝐸𝐵 0,0041 crítica 0,6255 insignificante 
𝐶𝐹𝐷 0,0000 crítica 0,1186 insignificante 
𝐶𝐹𝐸 0,0985 importante 0,7012 insignificante 
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Primero recordemos que la meta del escenario 1 es lograr que el 
proyecto se cumpla entre 18,70 y 19,51, mientras que la meta del 
escenario 2 es lograr que el proyecto se cumpla entre 15 y 16. Para 
verificar que el control de las variables críticas puede lograr esas 
metas tres simulaciones de Montecarlo, con 100.000 simulaciones 
fueron realizadas. Primero todas las incertidumbres de las variables 
fueron consideradas, la función de densidad y la función acumulada 
de la duración del proyecto son mostradas en la Figura 5.3a. La 
duración del proyecto se halla entre 14 y 24 aproximadamente y las 
probabilidades que la duración del proyecto no exceda 19,51 y 16 
son 75 y 5% respectivamente. La segunda simulación de Montecarlo 
considera que todas las variables críticas del escenario 1 son fijadas 
en sus valores medio del conjunto de datos que cumplen con el valor 
deseado. Las otras variables, importantes e insignificantes, 
mantuvieron su incertidumbre. Los resultados se muestran en la 
Figura 5.3b, en donde es claro que la duración del proyecto se 
encuentra dentro de los valores deseados y la probabilidad que la 
duración del proyecto no exceda 19,51 aumentó de 75 a 99 %, es 
decir la probabilidad que exceda 19,51 es de 1% (ver función 
acumulada en Figura 5.3b). Finalmente, una nueva simulación de 
Montecarlo fue realizada considerando que todas las variables 
críticas del escenario 2 son fijadas en sus valores medio del conjunto 
de datos que cumplen con el valor deseado del escenario 2. Las otras 
variables, importantes e insignificantes, mantuvieron su 
incertidumbre. Los resultados se muestran en la Figura 5.3c, en 
donde la duración del proyecto se acerca a los valores deseados. 
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Ahora la probabilidad que la duración del proyecto no exceda 16 
aumentó de 5 a 40 %, es decir la probabilidad que exceda 16 es de 
60%. Sin embargo, la curva acumulada de probabilidad es muy 
empinada (ver gráfico a la derecha de la Figura 5.3c) y la probabilidad 
que no exceda 16.5 es 75 %, o dicho de otra forma la probabilidad 
que exceda 16,5 es 25%.  
 
5.3 Discusión 
 
El método propuesto por Gálvez et al. (2015d) permite por un lado 
identificar las variables críticas que son responsable de un 
comportamiento determinado de la duración del proyecto. Por otra 
parte, la metodología entrega los valores de las variables críticas que 
permitirían lograr los resultados esperados. Estos valores 
corresponden a la media de esas variables en el conjunto de datos 
que entregan el comportamiento deseado. En forma adicional se ha 
demostrado vía simulación de Montecarlo que lo anteriormente 
indicado es verdadero.  
La metodología considera los tiempos de duración de las actividades 
y las razones de solape, razón por la cual se utiliza una estrategia que 
incluye la reducción de los tiempos de duración de actividades así 
como el solape entre actividades. Una limitación de la metodología 
es el número de variables de entrada que puede considerar, si bien 
las variables no significativas son reducidas usando ASG, aún es 
posible que el número de variables de entrada supere la cantidad 
que el método de Monte Carlo Filtering puede considerar. En ese 
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caso es aconsejable identificar hitos y dividir el proyecto en sub-
proyectos. Luego, la metodología puede ser aplicada, por un lado, al 
proyecto considerando a los sub-proyectos como actividades, y por 
otra parte a cada sub-proyecto en forma separada. 
La identificación de las variables críticas para lograr un tiempo de 
proyecto determinado, permite cambiar la idea de identificar un 
camino crítico por identificar las variables críticas lo cual incluye la 
posibilidad que el camino crítico cambie producto de la 
incertidumbre en las variables. En otras palabras, todas la 
incertidumbres son consideradas y no sólo las del camino crítico. 
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Figura 5.3. Estudios de escenarios en la duración del proyecto usando 
Monte Carlo Filtering (Modificado de Gálvez et al., 2015d). 
 
 1 
  
a) Todas las variables de entrada con incerteza 
  
b) Todas las variables críticas en su valor medio, conjunto de valores deseados, escenario 1 
  
c) Todas las variables críticas en su valor medio, conjunto de valores deseados, escenario 1 
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6. Estudio de Casos 
 
Este capítulo presenta tres estudios de casos con el objetivo de 
ilustrar la aplicación del análisis de incertidumbre, del análisis de 
sensibilidad global para identificar variables significativas, y del 
análisis de sensibilidad global para la toma de decisiones.  
 
6.1 Caso estudio 1. Análisis de sensibilidad 
 
Este caso estudio fue propuesto por Shi y Blomquist (2012). Ellos 
utilizaron números difusos triangulares para describir la 
incertidumbre en la duración de las actividades y los factores de 
solape usando MED de tipo difusa. La función de pertenencia para 
una función difusa triangular positiva, 𝐹 = (𝑙, 𝑚, 𝑢), se define como 
sigue 
 
𝑢(𝑥) = {
𝑥−𝑙
𝑚−𝑙
, 𝑙 ≤ 𝑥 ≤ 𝑚
𝑢−𝑥
𝑢−𝑚
, 𝑚 ≤ 𝑥 ≤ 𝑢
0, 𝑒𝑛 𝑜𝑡𝑟𝑜 𝑐𝑎𝑠𝑜
}                    (17) 
 
Aquí, esas funciones de pertenencias triangulares son usadas como 
funciones de distribución triangulares. El Proyecto consta de 17 
actividades, las cuales se muestran en la Tabla 6.1 junto a su duración 
y la información de sus actividades predecesoras. Esta información 
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también se entrega en la Figura 6.1, que corresponde a la matriz de 
factores de solape 𝐵𝑖𝑗. Las filas y columnas representan a las 
actividades del proyecto, mientras que los valores en la diagonal 
corresponden a las duraciones de estas. Este problema tiene 65 
variables de entrada: 17 que representan las duraciones de las 
actividades, 24 adicionales para los factores de solape 𝐵𝑖𝑗 y 
similarmente 24 factores de solape 𝐶𝑖𝑗. 
 
Tabla 6.1 Actividades y relación de dependencia 
Actividad 
Duración (días) 
(𝑙, 𝑚, 𝑢) 
Predecesoras 
A 5, 6, 8 - 
B 3, 4, 6 - 
C 4, 5, 6 - 
D 2, 3, 4 A 
E 1, 2, 4 A, B, C 
F 2, 3, 4 C 
G 5, 6, 7 D 
H 3, 4, 6 E 
I 1, 2, 4 E, F 
J 6, 7, 8 G 
K 1, 2, 4 G, H, I 
L 2, 4, 5 I 
M 1, 2, 4 A 
N 2, 3, 4 M, D 
P 3, 4, 5 C 
Q 2, 3, 5 P 
R 8, 8, 8 J, K, L, N, Q 
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La presencia de valores en los elementos fuera de la diagonal indican 
la dependencia entre las actividades y sus valores representan los 
factores de solape. 
 
 A B C D E F G H I J K L M N P Q R 
A 
5 
6 
8 
                
B  
3 
4 
6 
               
C   
4 
5 
6 
              
D 
0.8 
0.9 
0.9 
  
2 
3 
4 
             
E 
0.6 
0.7 
0.8 
0.8 
0.9 
0.9 
0.4 
0.5 
0.6 
 
1 
2 
4 
            
F   
0.6 
0.7 
0.8 
  
2 
3 
4 
           
G    
0.8 
0.9 
0.9 
  
5 
6 
7 
          
H     
0.6 
0.7 
0.8 
  
3 
4 
6 
         
I     
0.8 
0.9 
0.9 
0.4 
0.5 
0.6 
  
1 
2 
4 
        
J       
0.6 
0.7 
0.8 
  
6 
7 
8 
       
K       
0.8 
0.9 
0.9 
0.6 
0.7 
0.8 
0.4 
0.5 
0.6 
 
1 
2 
3 
      
L         
0.8 
0.9 
0.9 
  
2 
4 
5 
     
M 
0.6 
0.7 
0.8 
           
1 
2 
4 
    
N    
0.8 
0.9 
0.9 
        
0.6 
0.7 
0.8 
2 
3 
4 
   
P   
0.8 
0.9 
0.9 
           
3 
4 
5 
  
Q               
0.8 
0.9 
0.9 
2 
3 
5 
 
R          
0.8 
0.9 
0.9 
0.6 
0.7 
0.8 
0.8 
0.9 
0.9 
 
0.8 
0.9 
0.9 
 
0.6 
0.7 
0.8 
8 
8 
8 
Figura 6.1. Matriz de estructura dependiente con duración de 
actividades 𝐵𝑖𝑖.  (Valores en la diagonal) y los factores de solape  𝐵𝑖𝑗 
(valores fuera de la diagonal). 
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Como se puede observar tres números difusos fueron utilizados 
(0.8,0.9,0.9), (0.6,0.7,0.8) y (0.4,0.5,0.6) cuya interpretación lingüística 
es “la información requerida puede transferirse después que la 
mayoría del trabajo ha finalizado”, “la información requerida puede 
transferirse después que una gran cantidad de trabajo ha finalizado” y 
“la información requerida puede transferirse después que 
aproximadamente la mitad del trabajo ha finalizado” respectivamente 
(Shi y Blomquist, 2012). Los valores de los factores de solape 𝐶𝑖𝑗 son 
los siguientes: 𝐶𝐷𝐴, 𝐶𝐸𝐵, 𝐶𝐸𝐶, 𝐶𝐻𝐸, 𝐶𝐼𝐹, 𝐶𝐾𝐺, 𝐶𝐾𝐼, 𝐶𝐿𝐼, 𝐶𝑃𝐶, 𝐶𝑄𝑃, 𝐶𝑅𝐽, 
𝐶𝑅𝐿, 𝐶𝑅𝑁, y 𝐶𝑅𝑄, los cuales tienen el número difuso (0.1,0.1,0.2) que 
representa la condición “poco trabajo se puede realizar antes de 
recibir la información de su actividad predecesora”;  𝐶𝐸𝐴, 𝐶𝐹𝐶, 𝐶𝐼𝐸, 
𝐶𝐽𝐺 , 𝐶𝐾𝐻, 𝐶𝑀𝐴, 𝐶𝑁𝐷, 𝐶𝑁𝑀, y 𝐶𝑅𝐾 tienen el número difuso (0.2,0.3,0.4) 
cuya transformación lingüística es “algo de trabajo se puede realizar 
antes de recibir la información de su actividad predecesora”; 𝐶𝐺𝐷 
tiene el número difuso (0.4,0.5,0.6) que indica “aproximadamente la 
mitad del trabajo se puede realizar antes de recibir la información de 
su actividad predecesora.” 
El análisis de incertidumbre fue realizado siguiendo los cuatro 
componentes indicados en el capítulo 3: caracterización de 
incertidumbre, generación de muestra, propagación de la muestra a 
través del modelo, y representación de la incertidumbre de la variable 
de salid. La caracterización de la incertidumbre se realizó usando 
funciones de distribución triangular (basado en las funciones de 
pertenencia difusas), la muestra utilizada fue de 100.000 datos 
aleatorios (Monte Carlo) y los modelos descritos en el capítulo 2 
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fueron utilizados para determinar las variables de salida. La 
representación de la incertidumbre es entregada a continuación. 
La Figura 6.2a muestra el histogramas de la duración del proyecto. Los 
valores mínimo, máximo y medio son 16,81, 23,23 y 19,79 días 
respectivamente, los cuales se comparan con los valores 11,6, 27,4 y 
20,4 días determinados usando lógica difusa (Shi y Blomquist, 2012). 
Estos resultados son consistentes con los obtenidos usando aritmética 
de intervalos, esto es la lógica difusa sobre estima la incertidumbre en 
la duración del proyecto. 
Las Figuras 6.3a y 6.3b muestran los diagramas de cajas para el 
comienzo más temprano y la finalización más temprana de las 
actividades. Estos valores son consistentes con los obtenidos con 
lógica difusa, aunque nuevamente se observan sobre estimaciones al 
utilizar la lógica difusa. Estas sobre estimaciones ocurren porque la 
probabilidad que todas las variables estén en sus valores extremos 
(mínimos y máximos) es prácticamente nula, situación que no es 
considerada al usar números difusos.  
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Figura 6.2 Histograma de duración del proyecto. a) Todas las variables 
de entrada con incertidumbre; b) Las primeras quince variables más 
significativas fijas en su valor 𝑚; c) Las primeras quince variables más 
significativas fijas en su valor 𝑙; d) Las últimas cincuentas variables 
menos significativas fijas en su valor 𝑚. 
 
 
  
a) b) 
  
c) d) 
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Figura 6.3 Diagramas de cajas para el comienzo más temprano y 
finalización más temprana para diferentes escenarios.  
 
El método de análisis de sensibilidad global de Sobol’-Jansen se aplicó 
para identificar las variables más significativas en la incertidumbre de 
la duración del proyecto. Una muestra de tamaño 30.000 fue 
utilizada, pero como el problema tiene 65 variables de entrada, el 
costo computacional es de 2.010.000 simulaciones. A pesar de la gran 
cantidad de simulaciones, sólo unos pocos minutos fue necesario en 
  
a) Comienzo más temprano. 
Incertidumbre en todas las variables 
b) Finalización más temprana, 
Incertidumbre en todas las variables 
  
c) Comienzo más temprano. Escenario 1 d) Finalización más temprana. Escenario 1 
  
e) Comienzo más temprano. Escenario 3 f) Finalización más temprana. Escenario 3 
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un notebook con un procesador Intel® Core i7 para determinar los 
índices de Sobol’ porque el modelo es simple. La Figura 6.4 muestra 
los índices de Sobol’ de primer orden y total para las 20 variables de 
entrada más significativas. Las otras 45 variables de entrada exhiben 
índices de Sobol’ iguales a cero. Solamente nueve y doce variables de 
entrada tienen índices totales de Sobol’ mayores a 0,01 y 0,001 
respectivamente. La duración de las actividades A, D y J, y los factores 
de solape 𝐶𝐽𝐺, 𝐵𝐽𝐺 , 𝐶𝐺𝐷, 𝐶𝑅𝐽, 𝐵𝑅𝐽, y 𝐵𝐷𝐴 son las variables más 
significativas en la incertidumbre en la duración del proyecto. 
 
Figura 6.4 Índices de Sobol’-Jansen para las 20 variables más 
significativas. 
 
Para comprobar que esas variables son las más significativas, tres 
escenarios fueron considerados. En el escenario 1 las quince variables 
más significativas fueron fijadas en su valor 𝑚. En el escenario 2, las 
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mismas variables fueron fijadas en su valor 𝑙. Estos escenarios fueron 
generados para probar que esas variables son responsable de la 
incertidumbre en la duración del proyecto. Finalmente, en el 
escenario 3, se fijaron todas las variables, con la excepción de las 
quince más significativas, en su valor 𝑚, para analizar si esas 
variables se pueden considerar como determinísticas para estudios 
de incertidumbre. Para cada escenario simulación de Monte Carlo fue 
utilizada con 100.000 datos en cada escenario. 
La Figura 6.2 muestra los histogramas para la duración del proyecto 
para estos escenarios. Las Figuras 6.2b (escenario 1) y 6.2c (escenario 
2) corresponden a las situaciones cuando las quince variables de 
entrada más significativas son fijadas en los valores 𝑚 y 𝑙 
respectivamente. Los resultados muestran que la incertidumbre en la 
duración del proyecto es prácticamente eliminada a pesar que las 
otras cincuenta variables de entrada mantuvieron su incertidumbre. 
Además, los valores de duración de proyecto en esos escenarios son 
cercanos a los valores de 𝑚 y 𝑙 (19,79 y 16,81 días) de la duración del 
proyecto obtenidos cuando se consideró la incertidumbre en todas 
las variables. En el escenario 3, Figura 6.2d, el efecto de eliminar la 
incertidumbre en las cincuenta variables menos significativas es casi 
nulo, es decir estas variables pueden ser eliminadas para estudios de 
incertidumbre en este proyecto.    
Las Figuras 6.3c y 6.3d incluyen los diagramas de cajas para los 
comienzo más temprano y finalización más temprana para el 
escenario 1, mientras que las Figuras 6.3e y 6.3f contienen los 
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diagramas para el escenario 3. Los resultados son consistentes con 
los obtenidos para la duración del proyecto, es decir las quince 
variables más significativas son responsables de las incertidumbres 
en los comienzos más tempranos y las finalizaciones más tempranas 
de las actividades. 
En conclusión, el análisis de incertidumbre y el análisis de sensibilidad 
global deben ser parte integral de la programación de actividades. 
Estas herramientas nos permiten comprender mejor el 
comportamiento del sistema, identificar las variables más 
significativas, cuyo control permite reducir la incertidumbre del 
sistema o cuyo estudio permite conocer los riesgos asociados a la 
incertidumbre. 
 
6.2 Caso estudio 2. Identificación de variables significativas 
 
Este caso estudio fue desarrollado como parte del estudio para 
identificar variables significativas usando análisis de sensibilidad 
global. Específicamente los métodos de CRE (coeficiente de regresión 
estandarizado) y de Sobol’-Jansen son aplicados y comparados en un 
problema presentado por Maheswari y Varghese (2005) con 
incertidumbres dadas por Gálvez et al. (2015a). La razón para 
seleccionar estos métodos de análisis de sensibilidad global es que se 
observó que ambos métodos entregan resultados similares, mientras 
que el método de CRE es mucho más simple de implementar y utiliza 
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una muestra significativamente menor que el método de Sobol´-
Jansen. 
El proyecto consiste de diez actividades (A a la J) en las cuales se 
considera la posibilidad de solape entre las actividades que presentan 
interacción. Todas las variables de entrada, diez duraciones de 
actividades y treinta factores de solape, presentan incertidumbres 
que son representadas por funciones de distribución uniforme. La 
Tabla 6.2 entrega las actividades, sus dependencias y sus duraciones, 
mientras que la Tabla 6.3 presenta los factores de solape. 
 
Tabla 6.2 Lista de actividades y sus duraciones. 
Actividad Predecesora Duración, U(min,max) 
A - U(5.7,6.1) 
B D U(7.3,9.1) 
C A U(6.2,7.5) 
D A, F U(3.8,4.0) 
E B U(8.3,9.4) 
F A, C U(0.9,1.0) 
G F, J U(2.0,2.1) 
H I U(9.4,10.7) 
I D, G, E U(4.5,5.4) 
J F, B U(2.9,3.0) 
 
Recordemos que el CRE es calculado reemplazando las variables por 
variables estandarizadas, lo cual se logra restando el valor medio de 
la muestra de la variable y dividiendo este resultado por la desviación 
estándar de la muestra. Luego el coeficiente de regresión lineal es 
calculado para estas variables estandarizadas. Por otra parte, los 
índices de Sobol’ se determinan dividiendo las varianzas parciales 
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que representan las contribuciones de las variables de entradas por 
la varianza total. Las estimaciones estadísticas de las varianzas 
parciales son realizadas por integrales multi-dimensionales, que 
requieren de una muestra constituida por una gran cantidad de 
datos. Luego, las diferencias en términos de costes computacionales 
son significativas entre esos dos métodos.  
Tabla 6.3 Factores de solape para caso estudio 2 
j i 
Factor de 
solape 𝐵𝑗𝑖  
Factor de 
solape  𝐶𝑗𝑖  
U(min,max) U(min,max) 
C A U(0.79,0.80) U(0.10,0.11) 
F A U(0.99,1.00) U(0.00,0.05) 
F C U(0.57,0.60) U(0.30,0.32) 
D A U(0.79,0.80) U(0.09,0.10) 
D F U(0.67,0.70) U(0.19,0.21) 
B D U(0.87,0.90) U(0.35,0.40) 
J F U(0.89,0.90) U(0.18,0.21) 
J B U(0.92,1.00) U(0.00,0.05) 
G F U(0.46,0.50) U(0.46,0.50) 
G J U(0.96,1.00) U(0.30,0.32) 
E B U(0.83,0.90) U(0.10,0.11) 
I D U(0.56,0.60) U0.18,0.21) 
I G U(0.79,0.80) U(0.49,0.63) 
I E U(0.96,1.00) U(0.00,0.05) 
H I U(0.63,1.00) U(0.38,0.43) 
 
Los resultados de aplicar los métodos de Sobol’-Jansen y CRE se 
muestran en la Tabla 6.4.  Sólo se entrega el índice de Sobol’-Jansen 
total porque el índice de primer orden es muy similar al total, es decir 
las interacciones entre las variables son despreciables. La última 
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columna de la Tabla 6.4 entrega posición de significancia de las 
variables de entrada, desde la variable más significativa (1) a la 
menos significativa (40), basado en los resultados entregados por 
CRE. 
Los valores de los índices de CRE y Sobol’-Jansen son distintos, sin 
embargo si se comparan los resultados desde el punto de vista del 
posición los resultados son poco más o menos iguales. Las primeras 
diez variables de entrada que más afectan a la incertidumbre de la 
duración del proyecto son: 𝐵𝐻𝐼> 𝐴𝐸𝐵> 𝐴𝐵𝐵>𝐴𝐻𝐻> 𝐴𝐼𝐼 > 𝐴𝐶𝐶> 
𝐵𝐸𝐵>𝐶𝐻𝐼> 𝐶𝐸𝐵>𝐵𝐼𝐸, donde 𝐴𝑖𝑖  representa la duración de la actividad 
𝑖. Las diez variables de entrada que menos afectan a la incertidumbre 
de la duración del Proyecto son: 𝐶𝐼𝐺> 𝐵𝐺𝐽> 𝐵𝐼𝐷>𝐶𝐽𝐵> 𝐴𝐽𝐽 > 𝐵𝐹𝐴> 
𝐶𝐽𝐹>𝐵𝐺𝐹> 𝐶𝐺𝐽>𝐶𝐺𝐹. 
Para verificar que estos resultados son correctos, las siguientes 
simulaciones de Monte Carlo fueron realizadas. En el escenario 1 la 
incertidumbre fue considerada en todas las variables de entrada 
utilizando las funciones de distribución uniforme dadas en las Tablas 
6.2 y 6.3. Luego, las diez variables más significativas fueron fijadas en 
su valor medio y se mantuvo la incertidumbre en las otras treintas 
variables de entrada, esto constituye el escenario 2. Finalmente, en el 
escenario 3, las diez variables que menos afectan a la incertidumbre 
en la duración del proyecto fueron fijadas en su valor medio y la 
incertidumbre se mantuvo en las otras treintas variables. Los 
resultados son los siguientes: 1) para el escenario 1 los valores 
máximos, mínimos y medios en la duración del proyecto fueron 35.2, 
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30.2 y 32.6 días, es decir la incertidumbre es de 5 días; 2) para el 
escenario 2 los valores máximos, mínimos y medios en la duración 
del proyecto fueron 33.1, 32.2 y 32.6 días, es decir la incertidumbre 
es de 0.9 días; 3) para el escenario 3 los valores máximos, mínimos y 
medios en la duración del proyecto fueron 35.1, 30.2 y 32.6 días, es 
decir la incertidumbre es de 4.9 días. Estos resultados confirman los 
resultados obtenidos. 
Una ventaja adicional del método CRE es que no sólo indica las 
variables significativas, sino que también entrega la relación entre las 
variables de entrada y salida. Así un valor positivo de la CRE indica 
que ambas variables crecen o decrecen conjuntamente, mientras que 
un valor negativo indica que las variables siguen tendencias opuestas. 
En la Tabla 6.4 se observa que los factores de solape 𝐶𝑖𝑗 tienen 
valores de CRE negativos, es decir siguen tendencias opuestas con la 
duración del proyecto. Para demostrar la utilidad de esta 
información, las diez variables más significativas fueron fijadas en sus 
valores más convenientes, es decir el límite inferior de la función de 
distribución uniforme para las variables con valores positivos de CRE, 
y el límite superior de la función de distribución uniforme para las 
variables con valores negativos de CRE.  Luego se aplicó simulación 
de Monte Carlo obteniendo que la duración media de duración del 
proyecto es de 29.2 días, esto es un 10% de reducción. Un 
experimento numérico similar con las diez variables menos 
significativas da una duración del proyecto igual a 32.6 días, es decir 
no afectan la duración del proyecto. 
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6.3 Caso estudio 3. Toma de decisiones usando análisis de 
sensibilidad global 
 
Este caso estudio fue desarrollado como parte del análisis para 
identificar variables críticas para lograr un comportamiento deseado. 
El método desarrollado en el capítulo 5 es utilizado para resolver este 
problema. 
 El problema presentado por Maheswari y Varghese (2005) con 
algunas modificaciones es utilizado. El proyecto consiste de diez 
actividades (A la J) en las cuales se considera la posibilidad de solape 
entre las actividades que presentan interacción. Todas las variables 
de entrada, diez duraciones de actividades y treinta factores de 
solape, presentan incertidumbres que son representadas por 
funciones de distribución uniforme. La Tabla 6.5 entrega las 
actividades, sus dependencias y sus duraciones, mientras que la 
Tabla 6.6 presenta los factores de solape. La simulación de Monte 
Carlo para este ejemplo entrega que el valor mínimo de la duración 
del proyecto es 27,29 días, primer cuartil 31,05, media 32,08, tercer 
cuartil 33,07 y valor máximo de 37,14. Además se observó que la 
duración del proyecto sigue una distribución normal a pesar que las 
variables de entrada presentan funciones de distribución uniforme. El 
objetivo es determinar que variables son críticas para lograr que la 
duración del proyecto se encuentre: 1) entre la media (32,08 días) y 
el tercer cuartil (33,07 días), es decir evitar que el proyecto supere el 
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valor 33,07 días; y 2) bajo el primer cuartil (31,05 días), es decir 
acelerar la ejecución del proyecto. 
El método propuesto por Gálvez et al. (2015d) consiste en tres fases: 
1) simulación de la duración del proyecto usando la MED; 2) 
reducción del número de variables de entrada usando ASG; 3) 
determinación y regionalización de las variables críticas utilizando 
Monte Carlo Filtering. La fase 1 ya ha sido discutida y no es analizada 
en esta sección. La reducción del número de variables se realiza 
usando algún método de ASG, el CRE ha mostrado se simple y 
entregar muy buenos resultados y por lo tanto es utilizado en este 
ejemplo. Finalmente, el método de Monte Carlo Filtering es aplicado 
para identificar las variables críticas a las situaciones antes descritas. 
El método de CRE fue aplicado con una muestra de 400 simulaciones, 
cuyos resultados se entregan en la Tabla 6.7. La tercera columna 
entrega el valor absoluto de CRE que se utiliza para identificar la 
posición de significancia de las variables de entrada. Las primeras 
veinte variables son consideradas para la fase siguiente, que 
corresponde a la identificación de variables críticas usando Monte 
Carlo Filtering. Las otras variables son establecidas en su valor 
nominal y por lo tanto su incertidumbre no es considerada. 
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Tabla 6.4 Índices de CRE y Sobol’-Jansen para caso estudio 2 
Variable de entrada CRE 
Sobol'-
Jansen 
Posición 
D
u
ra
ci
ó
n
 d
e 
ac
ti
vi
d
ad
es
 
A 0,1115 0,0131 11 
C 0,2135 0,0517 6 
F 0,0113 0,0002 21 
D 0,0396 0,0024 14 
B 0,3210 0,1015 3 
J 0,0013 0,0000 35 
G -0,0046 0,0000 25 
E 0,3371 0,1213 2 
I 0,2489 0,0658 5 
H 0,2816 0,0783 4 
Fa
ct
o
r 
d
e 
so
la
p
e 
𝐵
𝑗𝑖
 
CA 0,0368 0,0018 15 
FA -0,0011 0,0000 36 
FC 0,0782 0,0056 13 
DA 0,0030 0,0000 30 
DF 0,0118 0,0001 20 
BD 0,0366 0,0018 16 
JF 0,0046 0,0000 24 
JB 0,0031 0,0000 28 
GF -0,0006 0,0000 38 
GJ -0,0028 0,0000 32 
EB 0,1810 0,0432 7 
ID 0,0028 0,0000 33 
IG 0,0030 0,0000 29 
IE 0,1281 0,0166 10 
HI 0,6606 0,4398 1 
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Tabla 6.4 Índices de CRE y Sobol’-Jansen para caso estudio 2 (continuación) 
Variable de entrada CRE 
Sobol'-
Jansen 
Posición 
Fa
ct
o
r 
d
e 
so
la
p
e 
𝐶 𝑗
𝑖
 
CA -0,0300 0,0006 18 
FA 0,0036 0,0000 27 
FC -0,0086 0,0000 22 
DA 0,0058 0,0000 23 
DF -0,0349 0,0008 17 
BD -0,1389 0,0224 9 
JF -0,0008 0,0000 37 
JB 0,0015 0,0000 34 
GF 0.0001 0.0000 40 
GJ 0.0005 0.0000 39 
EB -0.0296 0.0010 19 
ID -0.0036 0.0000 26 
IG -0.0030 0.0000 31 
IE -0.0870 0.0081 12 
 
HI -0.1746 0.0332 8 
 
 
Tabla 6.5 Lista de actividades y sus duraciones para caso estudio 3. 
Actividad predecesora Duración, U(min, max) 
A - U(5.1, 6.7) 
B D U(6.7,9.7) 
C A U(5.6,8.1) 
D A, F U(3.2,4.6) 
E B U(7.7,10.0) 
F A, C U(0.5,1.4) 
G F, J U(1.4,2.7) 
H I U(8.8,11.3) 
I D, G, E U(3.9,6.0) 
J F, B U(2.3,3.6) 
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Tabla 6.6 factores de solape para caso estudio 3 
J i 
Factor de 
solape 𝐵𝑗𝑖  
Factor de 
solape  𝐶𝑗𝑖  
U(min, max) U(min, max) 
C A U(0.74,0.84) U(0.07,0.16) 
F A U(0.92,1.00) U(0.00,0.12) 
F C U(0.53,0.64) U(0.26,0.36) 
D A U(0.75,0.84) U(0.05,0.14) 
D F U(0.63,0.74) U(0.15,0.25) 
B D U(0.83,0.94) U(0.31,0.44) 
J F U(0.85,0.94) U(0.14,0.25) 
J B U(0.88,1.00) U(0.00,0.10) 
G F U(0.42,0.54) U(0.42,0.54) 
G J U(0.92,1.00) U(0.26,0.36) 
E B U(0.79,0.94) U(0.07,0.17) 
I D U(0.52,0.64) U0.14,0.25) 
I G U(0.75,0.84) U(0.45,0.67) 
I E U(0.92,1.00) U(0.00,0.10) 
H I U(0.59,1.00) U(0.34,0.47) 
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Tabla 6.7 Coeficientes de regresión estandarizados (CRE) para caso 
estudio 3 
Variable CRE | CRE | Posición  Variable CRE | CRE | Posición 
𝐵𝐻𝐼  0,388 0,388 1  𝐶𝐹𝐶  -0,021 0,021 21 
𝐵𝐸𝐸  0,360 0,360 2  𝐵𝐷𝐹  0,021 0,021 22 
𝐵𝐻𝐻  0,293 0,293 3  𝐶𝐺𝐽 -0,010 0,010 23 
𝐵𝐼𝐼  0,289 0,289 4  𝐵𝐺𝐹  -0,007 0,007 24 
𝐵𝐵𝐵  0,269 0,269 5  𝐵𝐼𝐷  0,006 0,006 25 
𝐶𝐻𝐼 -0,245 0,245 6  𝐵𝐷𝐴 0,005 0,005 26 
𝐵𝐴𝐴 0,238 0,238 7  𝐶𝐼𝐺  0,005 0,005 27 
𝐵𝐸𝐵  0,234 0,234 8  𝐵𝐽𝐹  -0,005 0,005 28 
𝐵𝐶𝐶  0,214 0,214 9  𝐶𝐹𝐴 -0,005 0,005 29 
𝐶𝐷𝐵 -0,187 0,187 10  𝐵𝐽𝐽  0,003 0,003 30 
𝐵𝐷𝐷 0,177 0,177 11  𝐶𝐼𝐷 0,003 0,003 31 
𝐶𝐸𝐵  -0,163 0,163 12  𝐶𝐺𝐹  0,003 0,003 32 
𝐵𝐹𝐶  0,136 0,136 13  𝐶𝐷𝐴 0,002 0,002 33 
𝐵𝐼𝐸  0,130 0,130 14  𝐵𝐽𝐵  0,002 0,002 34 
𝐶𝐶𝐴 -0,121 0,121 15  𝐵𝐹𝐴  0,002 0,002 35 
𝐵𝐶𝐴 0,108 0,108 16  𝐵𝐼𝐺  -0,001 0,001 36 
𝐶𝐼𝐸  -0,093 0,093 17  𝐶𝐽𝐹  0,001 0,001 37 
𝐵𝐵𝐷 0,078 0,078 18  𝐵𝐺𝐽  0,001 0,001 38 
𝐶𝐷𝐹  -0,072 0,072 19  𝐶𝐽𝐵  0,000 0,000 39 
𝐵𝐹𝐹  0,060 0,060 20  𝐵𝐺𝐺  0,000 0,000 40 
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Los problemas a estudiar corresponden a determinar que variables 
son críticas para lograr que:  
1) la duración del proyecto se encuentre entre la media (32,08 
días) y el tercer cuartil (33,07 días), es decir evitar que el 
proyecto supere el valor 33,07 días; lo cual se representa con 
las siguientes condiciones: 
𝑅 = {𝑥 / 32.08 ≤  𝐷𝑃(𝑥)  < 33.07, 𝑥 ∈ 𝐸} 
?̅? = {𝑥 / 33.07 ≤  𝐷𝑃 (𝑥), 𝑥 ∈ 𝐸} 
2) la duración del proyecto se encuentre bajo el primer cuartil 
(31,05 días), es decir acelerar la ejecución del proyecto; lo 
cual se representa con las siguientes condiciones: 
𝑅 = {𝑥 /  𝐷𝑃 (𝑥)  < 31.05, 𝑥 ∈ 𝐸} 
?̅? = {𝑥 / 31.05 ≤  𝐷𝑃 (𝑥)  < 32.08, 𝑥 ∈ 𝐸} 
Donde 𝐸 es el espacio formado por las incertidumbre de las viente 
variables de entrada consideradas, 𝐷𝑃(𝑥) es la duración del proyecto 
en el punto 𝑥, 𝑅 y ?̅? son los grupos o subconjuntos de la muestra que 
es comparada para identificar las variables críticas. Una muestra total 
de 12.000 simulaciones fue utilizada para comparar las funciones de 
densidad de cada variable en cada subconjunto, y aplicar el test de 
Kolmogorov-Smirnov para identificar las variables de entrada que se 
comportan diferentes en ambos subconjuntos (variables críticas).  
Los resultados indican que existen trece variables críticas para el 
primer problema (𝐵𝐴𝐴, 𝐵𝐶𝐶, 𝐵𝐵𝐵, 𝐵𝐸𝐸, 𝐵𝐼𝐼, 𝐵𝐻𝐻, 𝐵𝐵𝐷, 𝐵𝐼𝐺, 𝐵𝐻𝐼, 𝐶𝐷𝐹, 
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𝐶𝐵𝐷, 𝐶𝐼𝐸, 𝐶𝐻𝐼)  y quince variables críticas para en segundo problema 
(𝐵𝐴𝐴, 𝐵𝐶𝐶, 𝐵𝐷𝐷, 𝐵𝐵𝐵, 𝐵𝐸𝐸, 𝐵𝐼𝐼, 𝐵𝐻𝐻, 𝐵𝐹𝐶,  𝐵𝐵𝐷, 𝐵𝐸𝐷, 𝐵𝐻𝐼, 𝐶𝐵𝐷, 𝐶𝐸𝐵, 
𝐶𝐼𝐸, 𝐶𝐻𝐼).  Aquí 𝐵𝑖𝑖 indican duración de la actividad 𝑖. Observe que en 
general las variables críticas no son necesariamente las mismas, por 
ejemplo para el problema 1, las variables  𝐵𝐼𝐺, 𝐶𝐷𝐹 y 𝐶𝐵𝐷 son críticas, 
pero no lo son para el problema 2.  
Para demostrar que estas son las variables críticas diferentes 
simulaciones de Monte Carlo fueron realizadas. Primero, las 
incertidumbre en las 40 variables de entrada fueron consideradas; 
luego las variables no críticas del problema 1 fueron fijadas en su 
valor nominal; en un tercer experimento numérico las trece variables 
críticas del problema 1 fueron establecidas en su valor medio del 
subconjunto 𝑅, es decir en el conjunto que entrega el valor deseado, 
las otras veinte y siete variables mantuvieron su incertidumbre; 
finalmente, las quince variables críticas del problema 2 fueron fijadas 
en su valor medio del subconjunto 𝑅, es decir en el conjunto que 
entrega el valor esperado de la duración del proyecto, las otras 
veinte y cinco variables mantuvieron su incertidumbre. 
Los resultados se muestran como funciones de distribución 
acumuladas en la Figura 6.5. Las Figuras 6.5a y 6.5b son 
prácticamente iguales, y la probabilidad que la duración del proyecto 
no exceda 33.07 días es de 75%, mientras que al controlar las 
variables críticas esta probabilidad es de 80% y la incertidumbre 
general se ha reducido (Figura 6.5c). Por ejemplo la probabilidad que 
la duración del proyecto no supere los 34 días es ampliada desde 90 
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% a 100% al controlar las variables críticas. Para el segundo ejemplo, 
la probabilidad que la duración del proyecto no exceda 31.05 días es 
de 25% sin controlar las variables críticas, mientras que al controlar 
las variables críticas esta probabilidad es de 99%  (Figura 6.5d). Este 
resultado es muy bueno. 
 
Figura 6.5. Funciones de distribución acumuladas para simulaciones 
de Monte Carlo con: a) incertidumbre en todas las variables, b) 
variables no criticas del problema 1 fijas, c) variables críticas del 
problema 1 fijas, y d) variables críticas del problema 2 fijas. 
 
 
  
a) Todas las variables b) Variables no críticas del problema 1 
  
c) Variables críticas problema 1 d) Variables críticas problema 2 
 
Duración del proyecto Duración del proyecto 
Duración del proyecto Duración del proyecto 
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6.4 Caso estudio 4. Proyecto de construcción de una carretera  
 
Este caso estudio se considera la construcción de una carretera de 
3,53 kilómetros de longitud, consistente de veinte y siete actividades 
como ha sido descrito por Brand et al. (1964), Ioannou y Martínez 
(1998) y Yang (2007). La Figura 6.6 muestra una descripción del 
proyecto, el cual se divide naturalmente en dos secciones basado en 
la ubicación de los puntos de balance del movimiento de tierra 
(cortes y rellenos). Como se muestra en la Figura 6.6, la primera 
sección se extiende desde la estación 42 a la estación 100, mientras 
que la segunda sección se extiende desde la estación 100 a la 158. En 
cada sección la cantidad de recorte iguala la cantidad de relleno. 
 
Figura 6.6 Plano de construcción de carretera 
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La Tabla 6.8 muestra los nombres de las actividades, la función de 
distribución de la duración de cada actividad, y las actividades 
predecesoras. La Figura 6.7 muestra la red de precedencia de 
actividades para el proyecto de construcción. Ioannou y Martínez 
(1998) usaron la estimación de tres puntos para la duración de 
actividad (optimista, más probable, pesimista) y asumieron que los 
recursos necesarios están disponibles y por lo tanto no existe 
correlación entre las duraciones. Yang (2007) utilizó funciones de 
distribución triangular (mínimo, más probable, máximo), uniforme y 
discreta para representar la incertidumbre en la duración de 
actividades, además se asumió que existe correlación entre la 
duración de las actividades porque algunas actividades son realizadas 
por el mismo personal. Sin embargo, esos trabajos están más 
relacionados con análisis de incertidumbre, aquí el objetivo es 
diferente, se desea identificar que variables de entrada son críticas y 
que valores deben tomar la duración de esas actividades críticas, 
para lograr que la duración del proyecto tenga un comportamiento 
deseado. Por esa razón las funciones de distribución de la duración 
de las actividades representan potenciales valores si diferentes 
recursos (personal, equipos, tecnologías) son utilizados.  En la Tabla 
6.8 las funciones de distribución uniforme indican que la duración de 
las actividades pueden tomar cualquier valor entre los límites 
superior e inferior. Por otra parte, las funciones discretas indican que 
la duración de la actividad puede tomar algunos valores predefinidos. 
Aquí se asume que todos los valores discretos tienen la misma 
probabilidad, así la duración de la actividad 6 puede tomar los valores 
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4, 8, 10 o 16, todos ellos con una probabilidad del 25 %. También se 
asume que no existe correlación entre las actividades, es decir 
existen los recursos necesarios para actividades paralelas.  
Primeramente se realiza simulación de Monte Carlo para determinar 
la incertidumbre en la duración del proyecto usando la MED y las 
incertidumbres en las variables de entradas dados en la Tabla 6.8. Los 
resultados obtenidos indican que el valor mínimo es de 44,30; primer 
cuartil 79,77, media 89,94, tercer cuartil 99,41 y valor máximo 143,75 
días. Esta información es relevante porque nos indica el rango de 
potenciales valores para la duración del Proyecto, dados la 
incertidumbre epistémica en la duración de las actividades.  
El segundo paso es la reducción en el número de variables de entrada 
usando el método de CRE. Los resultados se muestran en la Tabla 6.9, 
en ella la tercera columna muestra el valor absoluto de la CRE para 
cada variable de entrada, y la cuarta columna muestra los valores de 
CRE normalizados (para que la suma total de CRE sea 1) y 
acumulados (NCRE). Debemos reducir el número de variables de 
entrada bajo 20 variables, las primeras 18 variables pueden explicar 
sobre el 98 % de la incertidumbre en la duración del proyecto. Luego, 
las primeras 18 variables (significativas) serán consideradas para el 
tercer paso del método. La Figura 6.7 también destaca las variables 
que son significativas (y no significativas) en la incertidumbre en la 
duración del Proyecto.  
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Tabla 6.8. Lista de actividades, funciones de distribución de la 
duración de actividades (días), y actividades predecesoras para el 
proyecto de construcción de carretera (U representa distribución 
uniforme y D distribución discreta). 
ID Actividad Duración Predecesora 
1 Instalación de la planta  U (0.5, 3.5) - 
2 Encargo y entrega de malla de 
pavimentación 
U(2, 8) - 
3 Entrega de barras de refuerzo para 
alcantarilla de doble cajón 
U(2.5, 11.5) - 
4 Movimiento de equipos U(1.5, 4.5) - 
5 Entrega de barras de refuerzo para 
alcantarillas de cajón pequeños 
U(1, 25) - 
6 Construcción de alcantarilla de doble 
cajón 
D(4, 8, 10, 16) 3 
7 Limpieza de terreno desde Est. 42 a Est. 
100 
D(1, 2.5, 7) 4 
8 Limpieza de terreno desde Est 100 to 
Sta. 158 
D(2.5, 7, 11.5) 4 
9 Construcción de alcantarilla de cajón en 
Est. 127 
U(1, 13) 5 
10 Construcción de alcantarilla de cajón en 
Est. 138 
U(0.5, 9.5) 5 
11 Curado de alcantarilla de doble cajón U(3, 15) 6 
12 Movimiento de escombros entre Est. 42 
& Est. 100 
U(2.5, 11.5) 7,11 
13 Inicio de movimiento de escombros 
entre Est. 100 & Est. 150 
U(1.5, 4.5) 8 
14 Curado de alcantarilla de cajón en Est. 
127 
U(1.5, 28.5) 9 
15 Curado de alcantarilla de cajón en Est. 
138 
U(2, 14) 10 
16 Encargo y almacenamiento de material 
de pavimentación 
U(0.5, 3.5) 1 
17 Coloque la subbase desde Est. 42 a Est. 
100 
U(3.6, 14) 12 
18 Finalización de movimiento de 
escombros entre Est. 100 & Est. 150 
U(1, 13) 13, 14, 15 
19 Pavimentación desde Est. 42 a Est. 100 U(4, 16) 2, 16, 17 
20 Coloque la subbase desde Est. 100 a Est. 
158 
U(2, 21.87) 18 
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Tabla 6.8. (Continuación) Lista de actividades, funciones de 
distribución de la duración de actividades (días), y actividades 
predecesoras para el Proyecto de pavimentación (U representa 
distribución uniforme y D distribución discreta). 
ID Actividad Duración Predecesora 
21 Curado de pavimento desde Est. 42 a Est. 
100 
U(2.5, 11.5) 19 
22 Pavimentación desde Est. 100 a Est. 158 U(3, 30) 2, 16, 20 
23 Curado de pavimento desde Est.  100 a Est. 
158 
U(2.5, 11.5) 22 
24 Instale berma desde Est. 42 a Est. 100 U(1,7) 21 
25 Instale berma desde Est. 100 a Est. 158 U(1,7) 23 
26 Instale barandas y elementos de 
paisajismo 
D(2.5, 4, 11) 24, 25 
 
 
Figura 6.7. Red de Actividades del proyecto de construcción de  una 
carretera. 
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Tabla 6.9. Coeficientes de regresión estandarizados (CRE) para el 
proyecto de construcción de carreteras. 
Variable CRE | CRE | NCRE Posición 
22 0,5013 0,5013 0,1711 1 
5 0,4407 0,4407 0,3215 2 
14 0,4235 0,4235 0,4660 3 
20 0,3622 0,3622 0,5896 4 
26 0,2287 0,2287 0,6677 5 
18 0,2186 0,2186 0,7423 6 
9 0,1778 0,1778 0,8029 7 
23 0,1549 0,1549 0,8558 8 
25 0,1072 0,1072 0,8924 9 
6 0,0496 0,0496 0,9093 10 
15 0,0399 0,0399 0,9229 11 
19 0,0312 0,0312 0,9335 12 
10 0,0305 0,0305 0,9440 13 
11 0,0296 0,0296 0,9541 14 
17 0,0283 0,0283 0,9637 15 
24 0,0239 0,0239 0,9719 16 
12 0,0232 0,0232 0,9798 17 
3 0,0181 0,0181 0,9860 18 
21 0,0180 0,0180 0,9921 19 
16 -0,0082 0,0082 0,9949 20 
8 -0,0045 0,0045 0,9964 21 
1 -0,0044 0,0044 0,9979 22 
2 -0,0024 0,0024 0,9987 23 
4 -0,0022 0,0022 0,9995 24 
7 -0,0010 0,0010 0,9998 25 
13  0,0004 0,0004 1,0000 26 
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El tercer paso depende del objetivo definido para la duración del 
proyecto. Dos escenarios son considerados como ilustración: 
disminución del riesgo de entrega tardía del proyecto y compresión 
en la duración del proyecto. 
Escenario 1. Reducción en el riesgo de entrega tardía del proyecto de 
construcción de carretera. 
En esta etapa las 18 variables significativas son consideradas para 
determinar cuáles de ellas son críticas en lograr que la duración del 
proyecto no supere los 99,41 días (tercer cuartil). Esto es reducir el 
riesgo que el proyecto supere esa duración. Para aplicar MCF los 
siguientes conjuntos 𝐵 y ?̅? son definidos: 
𝐵 = {𝑥 / 89,94 ≤  𝑑𝑢𝑟𝑎𝑐𝑖ó𝑛 𝑑𝑒𝑙 𝑝𝑟𝑜𝑦𝑒𝑐𝑡𝑜(𝑥)  < 99,44, 𝑥 ∈ 𝐸} 
?̅? = {𝑥 / 99,44 ≤  𝑑𝑢𝑟𝑎𝑐𝑖ó𝑛 𝑑𝑒𝑙 𝑝𝑟𝑜𝑦𝑒𝑐𝑡𝑜(𝑥), 𝑥 ∈ 𝐸} 
Las variables significativas toman los valores indicados en la Tabla 6.8 
y las variables no significativas toman su valor nominal 
(determinístico). Las funciones de densidad asociado con cada 
variable significativa fueron comparadas usando la prueba de 
Kolmogorov-Smirnov. Los resultados, que se muestran en la Tabla 
6.10, indican que 9 son variables críticas, 8 insignificantes y 1 es 
importante. Aquí sólo consideraremos las variables críticas. La Figura 
6.7 también destaca las variables críticas para este escenario. 
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Tabla 6.10. Resultados de Monte Carlo Filtering para proyecto de 
construcción de carretera, escenario 1. 
 Variable D p-valor La variable es 
3 0,0318 0,1144 insignificante 
5 0,1820 0,0000 crítica 
6 0,0080 1,0000 insignificante 
9 0,1021 0,0000 crítica 
10 0,0214 0,5352 insignificante 
11 0,0151 0,9016 insignificante 
12 0,0351 0,0617 importante 
14 0,2154 0,0000 crítica 
15 0,0172 0,7975 insignificante 
17 0,0221 0,4915 insignificante 
18 0,1182 0,0000 crítica 
19 0,0238 0,3969 insignificante 
20 0,1706 0,0000 crítica 
22 0,2209 0,0000 crítica 
23 0,0711 0,0000 crítica 
24 0,0128 0,9745 insignificante 
25 0,0508 0,0013 crítica 
26 0,0751 0,0000 crítica 
 
Los valores medio de las variables críticas en el conjunto 𝐵 pueden 
ser utilizadas para obtener el valor deseado en la duración del 
proyecto, esto es: 89,94< duración del proyecto<99,14.  Esos valores 
para las actividades 5, 9, 14, 18, 20, 22, 23, 25, y 26 son 
respectivamente 14.441, 7.256, 16.815, 7.369, 13.084, 19.048, 7.143, 
4.171 y 8.0. La Figura 6.8b muestra la función de densidad acumulada 
de la duración del proyecto obtenida por simulaciones de Montecarlo 
con esos valores (y considerando incertidumbre en todas las demás 
variables), y se puede observar que la probabilidad que la duración 
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del proyecto no exceda 99,41 días es 100% (el proyecto tiene una 
duración de 97,3 días). Para comparar la Figura 6.8a muestra la 
función de densidad acumulada cuando todas las variables tienen 
incertidumbre, obteniendo que la probabilidad que no exceda 99,41 
días  es de 75 %.  Por lo tanto se reduce el riesgo de finalización 
tardía del proyecto. 
También es posible regionalizar las variables críticas, por ejemplo la 
Figura 6.9 muestra la regionalización de las tres variables críticas con 
mayor valor de D (ver Tabla 6.10), esto es actividades 22, 5 y 14. Esas 
variables pueden explicar el 46,6 % de la variabilidad en la duración 
del proyecto (ver Tabla 6.9). Esta regionalización se logra por 
simulaciones de Monte Carlo considerando la incertidumbre de esas 
variables y fijando las otras variables críticas en su valor medio del 
conjunto 𝐵. Las Figuras 6.9a y 6.9b muestran las regiones de estas 
variables para los conjuntos 𝐵 y ?̅?. Es claro que existen varias 
combinaciones de valores en la duración de esas actividades que 
permiten lograr el comportamiento deseado en la duración del 
proyecto. Estas combinaciones admiten seleccionar los valores más 
adecuados en caso de no poder usar los valores medios.  
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a b 
 
c 
Figura 6.8. Funciones de distribución acumuladas para la duración del 
proyecto (x) cuando: a) todas las duraciones de las actividades tienen 
incertidumbre; b) las duraciones de las actividades críticas son fijadas 
en el valor medio del conjunto 𝐵 en escenario 1; c) las duraciones de 
las actividades críticas son fijadas en el valor medio del conjunto 𝐵 en 
escenario 2. 
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a) Regionalización de la duración de las actividades 22, 5 y 14 para el 
conjunto ?̅?. 
 
b) Regionalización de la duración de las actividades 22, 5 y 14 para el 
conjunto 𝑅. 
Figura 6.9. Regionalización en la duración de las actividades para 
escenario 1 en proyecto de construcción de carretera.   
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Escenario 2. Reducción de la duración del proyecto de construcción 
de carretera. 
En esta etapa las 18 variables significativas son consideradas para 
determinar cuáles de ellas son críticas en lograr que la duración del 
proyecto no supere los 84 días. Esto es reducir el tiempo de duración 
del proyecto. Para aplicar MCF los siguientes conjuntos 𝐵 y ?̅? son 
definidos: 
𝐵 = {𝑥 /  𝑑𝑢𝑟𝑎𝑐𝑖ó𝑛 𝑑𝑒𝑙 𝑝𝑟𝑜𝑦𝑒𝑐𝑡𝑜(𝑥)  < 84, 𝑥 ∈ 𝐸} 
?̅? = {𝑥 / 84 ≤  𝑑𝑢𝑟𝑎𝑐𝑖ó𝑛 𝑑𝑒𝑙 𝑝𝑟𝑜𝑦𝑒𝑐𝑡𝑜(𝑥) <  95, 𝑥 ∈ 𝐸} 
Las variables significativas toman los valores indicados en la Tabla 6.8 
y las variables no significativas toman su valor nominal 
(determinístico). Las funciones de densidad asociado con cada 
variable fueron comparadas usando la prueba de Kolmogorov-
Smirnov. Los resultados, que se muestran en la Tabla 6.11, indican 
que 13 son variables críticas, 4 insignificantes y 1 es importante. Aquí 
sólo consideraremos las variables críticas. La Figura 6.7 también 
destaca las variables críticas para este escenario. 
Los valores medio de las variables críticas en el conjunto 𝐵 pueden 
ser utilizadas para obtener el valor deseado en la duración del 
proyecto, esto es: duración del proyecto< 84 días.  Esos valores para 
las actividades 5, 6, 9, 11, 12, 14, 17, 18, 20, 22, 23, 25 y 26 son 
respectivamente 9.910, 6, 6.386, 8.855, 6.905, 11.392, 8.682, 6.175, 
9.863, 12.202, 6.544, 3.817 y 5. Las otras variables pueden tomar 
valores aleatorios dentro de su función de distribución indicados en 
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la Tabla 6.8. La Figura 6.8c muestra la función de densidad 
acumulada de la duración del proyecto obtenida por simulaciones de 
Montecarlo con esos valores (y considerando incertidumbre en todas 
las demás variables), y se puede observar que la probabilidad que la 
duración del proyecto no exceda 84 días es 75%. Esto es un cambio 
significativo si comparamos con la Figura 6.8a (función de densidad 
acumulada cuando todas las variables tienen incertidumbre), cuya 
probabilidad que no exceda 84 días  es de 25%.  
 
Tabla 6.11. Resultados de Monte Carlo Filtering para proyecto de 
construcción de carretera, escenario 2. 
Variable D p-valor La variable es 
3 0,0252 0,1710 insignificante 
5 0,2254 0,0000 crítica 
6 0,0433 0,0014 crítica 
9 0,0645 0,0000 crítica 
10 0,0170 0,6291 insignificante 
11 0,0473 0,0003 crítica 
12 0,0394 0,0049 crítica 
14 0,2052 0,0000 crítica 
15 0,0206 0,3829 insignificante 
17 0,0426 0,0017 crítica 
18 0,1110 0,0000 crítica 
19 0,0350 0,0172 importante 
20 0,1521 0,0000 crítica 
22 0,2542 0,0000 crítica 
23 0,0818 0,0000 crítica 
24 0,0160 0,7036 insignificante 
25 0,0652 0,0000 crítica 
26 0,1165 0,0000 crítica 
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7. Resúmenes de manuscritos 
 
Esta sección resume los manuscritos que se originaron producto de 
esta tesis doctoral. Los manuscritos publicados se encuentran en 
anexos al final de esta tesis. La Tabla 7.1 resume los ejemplos 
utilizados, las técnicas de análisis de incertidumbre y análisis de 
sensibilidad global presentados en los manuscritos. 
 
7.1 Estudio de la Incertidumbre en la Programación de 
Actividades usando la  Matriz de Estructura Dependiente 
 
En este trabajo, publicado en Información Tecnológica, la 
incertidumbre de las variables es caracterizada por la teoría gris, es 
decir por intervalos. La teoría gris se emplea cuando la incertidumbre 
tiene una clara extensión sin un claro significado. Por ejemplo, 
cuando se sabe que una actividad se puede realizar con certeza 
dentro de 3 y 5 días, el rango o intervalo [3,5] es un concepto gris con 
su extensión claramente definida. La idea es transformar la MED por 
una MED gris, en donde la duración de actividades, los tiempos de 
duración y las razones de solape son números grises. Luego, las 
ecuaciones 1 a 9 son transformadas usando la matemática de 
intervalos de modo de calcular los comienzos más tempranos grises, 
las finalizaciones más tempranas grises y la duración de proyecto gris.     
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Tabla 7.1. Ejemplos, métodos de análisis de incertidumbre y métodos 
de análisis de sensibilidad utilizados en los manuscritos de esta tesis. 
Manuscrito  Ejemplo 
usado 
Análisis de 
Incertidumbre 
Análisis de 
sensibilidad 
Assessment 
of global 
sensitivity 
analysis 
methods for 
project 
scheduling. 
Ejemplo A 
(ejemplo con 
5 
actividades) 
y Ejemplo 
propuesto 
por 
Maheswari y 
Varghese 
(2005). 
No incluido. Se aplican las técnicas 
de: diagramas de 
dispersión, coeficiente 
de correlación parcial, 
coeficiente de 
correlación por rangos 
parcial, coeficientes de 
regresión 
estandarizados, 
coeficientes de 
regresión por rangos 
estandarizados, 
método de Morris y el 
método de Sobol’. 
Uncertainty 
and 
sensitivity 
analyses of 
project 
duration 
based on 
dependency 
information. 
 
 
Ejemplo B 
(ejemplo con 
6 
actividades) 
y ejemplo 
con 17 
actividades 
propuesto 
por Shi y 
Blomquist 
(2012). 
Representación de la 
incertidumbre con 
funciones de 
distribución normal,  
uniforme y log-
normal.  Se realiza 
representación de la 
incertidumbre, 
generación de 
muestra, 
propagación y 
evaluación y 
representación de la 
incertidumbre. 
Se aplica la técnica 
de Sobol’. 
Scheduling 
decisions 
using 
Monte Carlo 
Filtering for 
reliable 
project 
duration. 
 
Ejemplo A 
(ejemplo con 
5 actividades) 
y Ejemplo 
propuesto por 
Maheswari y 
Varghese 
(2005) y 
Ejemplo de 
Yang (2007). 
No incluido. Se aplica 
coeficientes de 
regresión 
estandarizados para 
reducir variables y 
Montecarlo Filtering 
para regionalizar las 
variables. 
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Tabla 7.1. (Continuación) Ejemplos, métodos de análisis de 
incertidumbre y métodos de análisis de sensibilidad utilizados en los 
manuscritos de esta tesis. 
Manuscrito  Ejemplo 
usado 
Análisis de 
Incertidumbre 
Análisis de 
sensibilidad 
Estudio de la 
Incertidumbre 
en la 
Programación 
de Actividades 
usando la  
Matriz de 
Estructura 
Dependiente.  
 
 
Ejemplo 
propuesto 
por 
Maheswari y 
Varghese 
(2005) y un 
proyecto de 
construcción 
de planta de 
ácido 
sulfúrico con 
26 
actividades. 
Representación de 
la incertidumbre 
con números grises. 
Se define un índice 
de grisicidad que 
mide el efecto de 
la grisicidad de la 
variable de 
entrada sobre la 
grisicidad de la 
duración del 
proyecto. 
Evaluation of 
Project 
Duration 
Uncertainty 
using the 
Dependency 
Structure 
Matrix and 
Monte Carlo 
Simulations.  
Ejemplo 
propuesto 
por 
Maheswari y 
Varghese 
(2015). 
Representación de 
la incertidumbre 
con funciones de 
distribución 
normal, triangular y 
uniforme. 
Simulaciones con 
Monte Carlo. 
Comparación con 
matemática de 
intervalos. 
No incluido. 
Analysis of 
Project 
Duration 
Uncertainty 
using Global 
Sensitivity 
Analysis.  
Ejemplo B 
(ejemplo 
con 6 
actividades). 
No incluido. Se aplican las 
técnicas de Sobol’ 
y Morris. 
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Para conocer el efecto de la grisicidad de cada variable de entrada 
sobre la grisicidad de la duración del proyecto, un índice de grisicidad 
fue definido como la razón entre grisicidad en la duración del 
proyecto producto de la incertidumbre de esa variable de entrada y 
la grisicidad en la duración del proyecto generada por las 
incertidumbres de todas las variables de entrada.  
La metodología fue aplicada a dos casos de estudio, primero a una 
modificación del caso propuesto por Maheswari y Varghese (2005) y 
a un proyecto de construcción de una planta de ácido sulfúrico. La 
conclusión principal es que los números grises, que no son otra cosa 
que números por intervalos, pueden representar la incertidumbre en 
análisis de sensibilidad e identificar las variables más significativas 
usando el índice de grisicidad. 
 
7.2 Evaluation of Project Duration Uncertainty using the 
Dependency Structure Matrix and Monte Carlo Simulations 
 
El objetivo de este trabajo, publicado en Revista de la Construcción, 
es realizar análisis de incertidumbre en la programación de 
actividades basadas en la MED. El ejemplo de Maheswari y Varghese 
(2005) es utilizado, incluyendo la determinación de la duración de 
proyecto convencional, duración de proyecto con tiempos de 
comunicación y duración de proyecto con solape. Las funciones de 
distribución uniforme, normal y triangular son utilizadas para 
representar las incertidumbres en las variables de entrada. 
Diferentes niveles de desviación estándar fueron analizados. Las 
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simulaciones fueron realizadas siguiendo el procedimiento de 
Montecarlo, y la matemática de intervalos fue aplicada para 
comparar los resultados. 
Los resultados muestran que la duración de proyecto se comporta 
como una distribución normal independiente de la función de 
distribución que representa la duración de las actividades, los 
tiempos de comunicación y las razones de solape. Como se puede 
observar en el ejemplo de la Tabla 7.2, la matemática de intervalos 
estándar entrega una sobre estimación de la incertidumbre (y por lo 
tanto los números grises producen una sobre estimación), la 
aritmética de intervalos interna produce una sub estimación de la 
incertidumbre, la media entre ambas aritméticas es una mejor 
estimación del rango en el cual se encuentra la duración del 
proyecto.  
 
Tabla 7.2. Intervalos en la duración de proyecto usando Montecarlo y 
aritmética de intervalos (Modificado desde Gálvez et al., 2015a). 
Duración de 
proyecto 
Simulación 
de 
Montecarlo 
Aritmética de 
intervalos 
estándar 
Aritmética de 
intervalos 
interna 
Promedio 
de las 
aritméticas 
de 
intervalos 
Convencional 47,02-52,07 46,20-53,20 49,50-49,90 47,85-51,55 
Con tiempos de 
comunicación 
66,08-71,88 64,30-74,00 68,70-69,60 66,50-71,80 
Con solape 30,19-33,77 29,48-34,68 30,96-32,83 30,22-33,76 
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7.3 Analysis of Project Duration Uncertainty using Global 
Sensitivity Analysis 
 
En este manuscrito, publicado en Journal of Modern Project 
Management, se propone usar los métodos de Morris y Sobol’ para 
identificar las variables significativas, es decir las que son 
responsables de la incertidumbre en la duración del proyecto. Un 
ejemplo con seis actividades, con y sin solape, es utilizado para 
explicar el procedimiento. Ambos métodos entregan resultados 
similares. Además, se muestra que al reducir la incertidumbre de las 
variables significativas se reduce la incertidumbre en la duración del 
proyecto, situación que no ocurre cuando se reduce la incertidumbre 
de las variables no significativas. 
 
7.4 Assessment of global sensitivity analysis methods for project 
scheduling 
 
Este manuscrito, sometido a publicación en Computers & Industrial 
Engineering, revisa diferentes métodos de análisis de sensibilidad 
global para la programación de actividades usando la MED. Los 
métodos analizados incluyen diagramas de dispersión, coeficiente de 
correlación parcial, coeficiente de correlación por rangos parcial, 
coeficientes de regresión estandarizados, coeficientes de regresión 
por rangos estandarizados, método de Morris y el método de Sobol’. 
Esos métodos son aplicados con la meta de determinar cuáles de las 
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variables de entrada, duración de actividades y razones de solape, 
son significativos en la incertidumbre en la duración de proyectos.  
Se concluye que los métodos de coeficientes de regresión 
estandarizados, método de Morris y el método de Sobol’ son los más 
adecuados. La identificación de las variables de entrada significativas 
puede utilizarse para controlar la incertidumbre de la duración del 
proyecto, reduciendo la incertidumbre de las variables significativas. 
Los coeficiente de correlación parcial, coeficiente de correlación por 
rangos parcial, coeficientes de regresión estandarizados, coeficientes 
de regresión por rangos estandarizados y el método de Morris 
entregan además la dirección de la relación entre la duración del 
proyecto y las variables de entrada. La duración de actividades y la 
razón de solape definida como la razón entre el tiempo necesario 
para enviar información y el tiempo de duración de la actividad aguas 
arriba, tienen la misma dirección que la duración del proyecto; por 
otra parte la razón de solape definida como la razón entre el tiempo 
necesario para recibir información y el tiempo de duración de la 
actividad aguas abajo, tiene dirección opuesta a la duración del 
proyecto.  
 
7.5 Uncertainty and sensitivity analyses of project duration 
based on dependency information 
 
Este manuscrito, sometido a publicación en Automation in 
Construction, tiene como objetivo mostrar que el análisis de la 
incertidumbre y el análisis de sensibilidad son esenciales para 
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analizar la incertidumbre en la duración de proyectos basados en la 
MED. La forma de cómo realizar análisis de sensibilidad es revisado 
en el contexto de la programación de actividades, específicamente se 
revisa como realizar la caracterización de la incertidumbre, la 
generación de muestras, la propagación de la muestra a través del 
modelo y las alternativas para la representación de la incertidumbre 
de las variables de salida. Un ejemplo de seis actividades es utilizado, 
que aunque pequeño en el número de actividades, no es simple por 
las dependencias entre las actividades. Funciones de distribución 
normal, uniforme y log-normal son analizadas. El método de Sobol’ es 
utilizado para realizar análisis de sensibilidad global incluyendo las 
funciones de distribución antes mencionadas. Adicionalmente, un 
ejemplo compuesto por diecisiete actividades y  propuesto por Shi y 
Blomquist (2012) es considerado. Shi y Blomquist utilizaron este 
ejemplo para demostrar el uso de teoría difusa en el análisis de la 
incertidumbre. El ejemplo considera sesenta y cinco variables de 
entrada las cuales son representadas por funciones de distribución 
triangular para simular las funciones de pertenencias difusas 
utilizadas por Shi y Blomquist.  
Las principales conclusiones obtenidas son las siguientes: a) la 
caracterización de la incertidumbre es un componente clave en el 
análisis de sensibilidad, especialmente la magnitud de la 
incertidumbre más que el tipo de distribución de probabilidad; b) la 
duración del proyecto tiende a una distribución normal, 
independiente de la función de distribución de las variables de 
entrada; c) Las funciones de distribución acumuladas son una buena 
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forma de representar la duración del proyecto porque permite 
fácilmente observar la probabilidad de que sea igual o menor que un 
valor determinado. Los diagramas de cajas son la forma más 
adecuada de representar los inicios y finalizaciones tempranas de las 
actividades; d) El método de Sobol’ es adecuado para identificar las 
variables de entrada significativas, y el control de esas variables 
pueden permitir reducir la incertidumbre de la duración del proyecto. 
Además, una adecuada manipulación de las variables significativas 
puede ayudar a reducir o comprimir el tiempo de duración del 
proyecto; e) la representación de la incertidumbre con teoría difusa, 
usando funciones de pertenencia triangulares, tiende a sobreestimar 
la incertidumbre en la duración del proyecto. 
 
7.6 Identification of Critical Scheduling Decisions Using Monte 
Carlo Filtering 
 
Este manuscrito, sometido a publicación en Automation in 
Construction, presenta una metodología para determinar y 
regionalizar variables de entrada críticas para obtener un 
comportamiento deseado en la duración del proyecto. La 
identificación de las variables críticas permite utilizar una estrategia 
consistente en utilizar la aceleración de actividades y el solape de 
actividades en forma simultánea. La metodología propuesta consta 
de tres fases: 1) simulación de la duración del proyecto usando la 
MED; 2) reducción del número de variables de entrada usando ASG; 
3) determinación y regionalización de las variables críticas utilizando 
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Monte Carlo Filtering. Se utilizan dos ejemplos, uno de seis 
actividades previamente propuesta por los autores de esta tesis y 
una modificación del ejemplo propuesto por Maheswari y Varghese 
(2005). 
Los resultados obtenidos permiten confirmar que la aplicación de 
Monte Carlo Filtering facilita la identificación de las variables críticas 
y su regionalización consigue comprimir la duración del proyecto 
incluyendo aceleración de actividades y solape de actividades.  Por 
ejemplo, la Figura 7.1 muestra las funciones de densidad acumulada 
en la duración del proyecto, de un ejemplo con cuarenta variables de 
entrada, en la Figura 7.1a todas las variables poseen incertidumbre y 
en la Figura 7.1b las variables críticas para lograr una duración de 
proyecto menor a 31 son fijadas en su valor medio de la región 
deseada. Los resultados son claros, se logra reducir le duración del 
proyecto y su incertidumbre. 
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a) Todas la variables con 
incertidumbre 
b) Variables críticas fijas en 
su valor medio 
Figura 7.1. Funciones de distribución acumuladas para a) todas las 
variables con incertidumbre y b) variables críticas fijas en su valor 
medio de la región deseada (Modificado de Gálvez et al., 2015d). 
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8. Conclusiones y líneas futuras 
 
8.1 Conclusiones 
 
El análisis de incertidumbre y el análisis de sensibilidad deben ser 
parte integral de la programación de actividades usando la MED, 
estas tecnologías entregan información valiosa para la dirección y 
gestión de proyectos que puede ser utilizada junto a otras 
informaciones para mejorar la ejecución de proyectos. En particular 
de este estudio se pueden aseverar las siguientes conclusiones:   
 En análisis de incertidumbre:  
o La caracterización de la incertidumbre de las variables de 
entrada es un componente clave en el análisis de sensibilidad 
en la duración del proyecto, especialmente la magnitud de la 
incertidumbre más que el tipo de distribución de 
probabilidad. 
o La duración del proyecto tiende a una distribución normal, 
independiente de la función de distribución de las variables 
de entrada. 
o Las funciones de distribución acumuladas son una buena 
forma de representar la duración del proyecto porque 
permite fácilmente observar la probabilidad de que sea igual 
o menor que un valor determinado. Los diagramas de cajas 
son la forma más adecuada de representar los inicios y 
finalizaciones tempranas. 
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o La representación de la incertidumbre con teoría difusa, 
tiende a sobreestimar la incertidumbre en la duración del 
proyecto. 
o La matemática de intervalos estándar entrega una sobre 
estimación de la incertidumbre en la duración del proyecto (y 
por lo tanto los números grises producen una sobre 
estimación), la aritmética de intervalos interna produce una 
sub estimación de la incertidumbre, la media entre ambas 
aritméticas es una mejor estimación del rango en el cual se 
encuentra la duración del proyecto. 
 En análisis de sensibilidad: 
o El análisis de sensibilidad local, expresada como la derivada 
de la duración del proyecto a las variables de entrada, no se 
puede aplicar porque las funciones presentan 
discontinuidades, y por lo tanto no tienen derivadas. 
o Los métodos de coeficientes de regresión estandarizados, 
método de Morris y el método de Sobol’ son los más 
adecuados para realizar análisis de sensibilidad global en el 
contexto de la programación de actividades usando la MED.  
o La identificación de las variables de entrada significativas 
pueden utilizarse para controlar la incertidumbre de la 
duración del proyecto, reduciendo la incertidumbre en esas 
variables significativas. 
o  Los coeficiente de correlación parcial, coeficiente de 
correlación por rangos parcial, coeficientes de regresión 
estandarizados, coeficientes de regresión por rangos 
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estandarizados y el método de Morris entregan además la 
dirección de la relación entre la duración del proyecto y las 
variables de entrada. La duración de actividades y la razón de 
solape definida como la razón entre el tiempo necesario para 
enviar información y el tiempo de duración de la actividad 
aguas arriba, tienen la misma dirección que la duración del 
proyecto; por otra parte la razón de solape definida como la 
razón entre el tiempo necesario para recibir información y el 
tiempo de duración de la actividad aguas abajo, tiene 
dirección opuesta a la duración del proyecto. 
o Los métodos de coeficientes de regresión estandarizados, 
método de Morris y el método de Sobol’ son los más 
adecuados para reducir el número de variables de entrada 
con el objetivo de reducir el modelo para estudios posteriores 
o para reducir costos en la elicitación de las variables de 
entrada. 
o La aplicación de Monte Carlo Filtering facilita la identificación 
de las variables críticas y su regionalización consigue 
comprimir la duración del proyecto incluyendo aceleración de 
actividades y solape de actividades.  
o La identificación de las variables críticas para lograr una 
duración de proyecto determinada, permite cambiar la idea 
de identificar un camino crítico por identificar las variables 
críticas considerando la variabilidad simultánea de todas las 
variables de entrada. 
o  
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8.2 Líneas futuras 
 
El problema de la programación de actividades es más extenso que 
simplemente estimar la duración del proyecto, los tiempos de inicio y 
terminación temprana, las actividades que se deben acelerar y los 
niveles de solape entre actividades. La programación de actividades 
incluye problemas como la estructura organizacional más adecuada, 
localización de recursos, determinación del presupuesto, entre otros 
aspectos. Como estos aspectos no han sido analizados en esta tesis, 
la aplicabilidad práctica puede ser cuestionada. 
La aplicación de otras estrategias para analizar este problema, como 
por ejemplo el uso de programación matemática, se han desarrollado 
gracias al esfuerzo de muchos trabajos hasta lograr el nivel que 
actualmente se conoce. Desde esa perspectiva este trabajo es una 
contribución en el desarrollo de la MED como herramienta para la 
programación matemática, sin embargo más desarrollo son 
necesarios.  
La mayor contribución de esta tesis es la introducción del análisis de 
sensibilidad global como herramienta para analizar programación de 
actividades. Así los trabajos futuros se pueden dirigir en dos 
direcciones. Primero, el uso de la MED para la programación de 
actividades debe ampliarse para considerar costos, la correlación 
entre variables, y el solape forzado entre otras variables importantes 
en la programación de actividades. En esta ampliación del uso de la 
MED debe estar presente el análisis de incertidumbre y el análisis de 
sensibilidad global como parte integral de esta herramienta. Una 
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segunda dirección, una vez que hemos demostrado la utilidad del 
ASG, es la aplicación e incorporación del ASG a otras tecnologías de 
programación de actividades, por ejemplo en la programación 
usando PERT. 
Los estudios realizados en esta tesis deben servir de inspiración para 
abordar esos y otros interesantes desafíos asociados a la 
programación de actividades. 
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