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Abstract: We present an effective field theory study of radiation and radiation reaction
effects for scalar and electromagnetic fields in general spacetime dimensions. Our method
unifies the treatment of outgoing radiation and its reaction force within a single action
principle. Central ingredients are the field doubling method, which is the classical ver-
sion of the closed time path formalism and allows a treatment of non-conservative effects
within an action, action level matching of system and radiation zones, and the use of fields
which are adapted to the enhanced symmetries of each zone. New results include compact
expressions for radiative multipoles, radiation, and radiation reaction effective action in
any spacetime dimension. We emphasize dimension-dependent features such as the dif-
ference between electric and magnetic multipoles in higher dimensions and the temporal
non-locality nature of the effective action for odd spacetime dimensions, which is a reflec-
tion of indirect propagation (”tail effect”) in the full theory. This work generalizes the
method and results developed for 4 dimensions in [arXiv:1305.6930], and prepares the way
for a treatment of the gravitational case.
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1 Introduction
While extensive work has been done on the post-Newtonian (PN) 2-body problem in Gen-
eral Relativity (GR) in four spacetime dimensions (see section (1) of paper I [1] for a
comprehensive review of existing literature), much less is known in general spacetime di-
mensions (d). In this paper we study PN radiative effects, namely radiation and radiation
reaction (RR), for (massless) scalar and electromagnetic (EM) theories in general d. We
work within an effective field theory (EFT) approach, which was introduced in [2] to the
PN limit of GR and applied to the study of dissipative effects in 4-dimensional GR also
in [3–8]. Our study of non-conservative effects in scalar and EM theories gives new results
and insights into the problem already in these physically important cases, and lays foun-
dations for a comprehensive treatment of these effects in higher d GR (see [9] for the first
treatment of gravitational radiation in higher d within the EFT approach), where the main
additional complication is the theory’s nonlinearity.
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Figure 1. Schematic sketch of the two relevant zones. On the left side is the system zone, with
a typical stationary-like field configuration. On the right side is the radiation zone with its typical
out-spiraling waves.
The well known 4d Abraham-Lorentz-Dirac (ALD) formula [10–13] gives the EM self-
force on a point charge in flat spacetime in a covariant manner. There has been an extensive
effort to generalize ALD to any d undertaken by Kosyakov, Gal’tsov, Kazinski and others
[14–22]. Joint treatment of self-force under scalar, vector and tensor fields has been given
by [23–26]. As is well known, in even d waves exhibit direct propagation, that is the
Green’s function is supported only on the lightcone, while in non-even d waves propagate
also indirectly - exhibiting the so-called tail effect. These features appear also in the above
treatments of RR, but to our knowledge a closed-form formula for generalized ALD is
available currently only for EM in even d [16]. The very regularizability of RR in high d is
sometimes put to question in the above treatments.
Our method divides the problem into 2 zones, the system and radiation zones (fig.1).
Each zone has an enhanced symmetry, namely a symmetry that is not a symmetry of the
full problem. Different symmetries emerge when zooming out to the radiation zone or in
to the system zone. The system zone is approximately stationary (time independent) since
by assumption (of the PN approximation) all velocities are non-relativistic. The radiation
zone is approximately spherically symmetric since the system shrinks to a point at the
origin and hence rotations leave it invariant. Identifying symmetries is central to making
fitting choices for the formulation of a perturbation theory in each zone, including the
choice of how to divide the action into a dominant part and a perturbation, the choice of
field variables and - when relevant - the choice of gauge. Hence we insist on using spherical
field variables (in fact, symmetric trace-free tensors), following paper I and [27], and unlike
the more common plane-wave and wave-vectors approach used in many EFT works [3–7].
As is well known, Hamilton’s traditional action formalism is not compatible with dis-
sipative effects. In order to account for non-conservative effects within the action we use
the method of field doubling (see [8] for a crisp general formulation) which is the classical
version of the closed time path (CTP) or in-in formalism [28] introduced in the quantum
field theory context in the 1960’s. In this method each degree of freedom in the system is
doubled and a generalized action principle for the whole system (including doubled fields)
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is constructed from the original action. Only after deriving equations of motion (EOM)
from this generalized action, one enforces the so-called physical condition, identifying each
field with its doubled counterpart. The resulting forces in the EOM can be dissipative.
In order to formulate the whole problem within a single action principle, we introduce
new matching fields which couple to system & radiation zone fields at an appropriate
boundary. We call these fields “2-way multipoles”. We physically interpret them as the
multipole moments of the system (living at the origin of the radiation zone and at infinity of
the system zone), but they are treated as any other field in the theory. Thereby, matching
is lifted to the level of the action.
The main goal of this paper is to compute, in general d, the radiative multipoles,
outgoing radiation, RR effective action, dissipated energy and RR force in the cases of
scalar and electromagnetic fields, thereby generalizing the method devised in paper I to
general d. We comment that this paper is not intended to be self contained: the main
ideas and ingredients of our formulation are thoroughly elaborated on in paper I, and here
we generalize and apply them to obtain new results in higher dimensions. The ability to
generalize the machinery set up in paper I in order to obtain new results demonstrates
the method’s efficiency. Moreover, this generalization is natural since a central step in the
method is a reduction to one dimension (corresponding to the radial coordinate) - and from
there on the treatment is very similar to the one done in 4d.
This paper is organized as follows: In section 2 we treat the scalar field case, which
already contains most of our formulation’s main ingredients. In particular this section
contains a thorough discussion of the tail effect in non-even spacetime dimensions. In
section 3 we treat the EM case, where one must account for the additional polarizations
available for general dimensional vector fields. In both sections we also show explicitly
successful comparisons to known results in 4d and 6d. Sections 2, 3 contain detailed
derivations of our results, intended to maximally clarify our computations for interested
readers. In section 4 we briefly summarize our main results and definitions. In section 5
we discuss these results and elaborate on future directions.
Conventions and nomenclature: We use the mostly plus signature for the flat d-
dimensional spacetime metric ηµν , as well as c = 1. We denote D := d− 1, dˆ := d− 3, and
Ωdˆ+1 is the volume of a unit dˆ + 1 dimensional sphere. Lower case Greek letters denote
{0, 1, .., D} spacetime indices, lower case Latin letters denote {1..D} spatial indices, upper
case Greek letters denote {1..(dˆ+ 1)} indices on the sphere, upper Latin letters are spatial
multi-indices, and Hebrew letters (ℵ) enumerate different vectorial harmonics on the sphere.
Field doubling conventions: We work in the Keldysh ([28]) representation of the
field doubling formalism, where for every field φ (and source function) in the original action,
we introduce a counterpart φˆ, interpreted as the difference between the doubled degrees of
freedom, and with it a new EOM:
δ Sˆ
δ φˆ
= 0 . (1.1)
Sˆ is always linear in the hatted fields, so enforcing the so-called physical condition φˆ = 0
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(after the derivation of EOM) is trivial.
We write the radiation reaction (RR) effective action Sˆ in terms of the system’s mul-
tipoles and their doubled counterparts, which are defined as
Qˆ =
δQ
δρ
ρˆ . (1.2)
In particular, for a source composed of point particles the doubled multipoles are given by
Qˆ =
∑
A
δQ
δxA
xˆA , (1.3)
and the EOM for the Ath point particle is δSˆδxˆA = 0 For a detailed survey of the doubling
formalism used in this paper, see section (2.4) of paper I.
2 Scalar case
2.1 Spherical waves and double-field action
We start with a massless scalar field coupled to some charge distribution in arbitrary
spacetime dimension d. We take the action to be
SΦ = +
1
2Ωdˆ+1G
∫
(∂µΦ)
2rdˆ+1drdΩdˆ+1dt−
∫
ρΦrdˆ+1drdΩdˆ+1dt , (2.1)
which leads to the usual field equation
φ = −Ωdˆ+1Gρ . (2.2)
Spherical waves: conventions. We shall work in the frequency domain and use a
basis of spherical decomposition to multipoles. We note that any symmetric trace free
tensor φL` (` being given), can be represented equivalently using the standard (scalar)
spherical harmonic representation φ`m (who form a basis of dimension D`(dˆ + 1, 0)
1) or
using functions on the unit sphere φ`(Ωdˆ+1), with the different forms related by
φ`(Ωdˆ+1) = φL`
xL`
r`
=
∑
m
φ`m Y`m(Ωdˆ+1). (2.3)
We found it convenient to use the φL decomposition, which is similar to the Maxwell
cartesian spherical multipoles [31–34]. We thus decompose the field and the sources as
Φ(~r, t) =
∫
dω
2pi
∑
L
e−iωtΦLω(r)xL , (2.4)
ρ(~r, t) =
∫
dω
2pi
∑
L
e−iωtρLω(r)xL , (2.5)
1D`(n, s) is the number of independent spherical harmonics of degree ` and spin s on the n-sphere. We
use D`(dˆ+ 1, 0) =
(2`+dˆ)(`+dˆ−1)!
`!dˆ!
[29, 30].
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where L = (k1k2 · · · k`) is a multi-index and xL is the corresponding symmetric-trace-free
(STF) multipole
xL = (xk1xk2 · · ·xk`)STF ≡ r`nL. (2.6)
With gΩΩ
′
the metric on the dˆ + 1 dimensional unit sphere, the xL are eigenfunctions of
the Laplacian operator on that sphere,
∆Ωdˆ+1x
L = −csxL = −`(`+ dˆ)xL. (2.7)
For any dimension d, an orthogonal basis can be constructed from the multipoles, satisfying∫
xL`(r,Ωdˆ+1)x
L′
`′ (r,Ωdˆ+1)dΩdˆ+1 = N`,dˆr
2`Ωdˆ+1δ``′δL`L′`′
, (2.8)∫
gΩΩ
′
∂ΩxL`(r,Ωdˆ+1)∂Ω′x
L′
`′ (r,Ωdˆ+1)dΩdˆ+1 = cs ·N`,dˆr2`Ωdˆ+1δ``′δL`L′`′ , (2.9)
N`,dˆ =
Γ(1 + dˆ/2)
2` Γ(`+ 1 + dˆ/2)
=
dˆ!!
(2`+ dˆ)!!
. (2.10)
We use the summation conventions and definitions following [1] (see Appendix B.1) and
note that d = 4 implies dˆ = 1, N`,1 = (2`+ 1)!!
−1. We also use the inverse transformation
ρLω(r) =
∫
ρω(~r)xL
dΩdˆ+1
N`,dˆΩdˆ+1r
2`
=
∫∫
dteiωtρ(~r, t)xL
dΩdˆ+1
N`,dˆΩdˆ+1r
2`
. (2.11)
Spherical waves: dynamics. In the new notation, using ΦL−ω = Φ∗Lω, the action (2.1)
becomes
SΦ =
1
2
∫
dω
2pi
∑
L
∫
dr
r2`+dˆ+1N`,dˆ
G
Φ∗Lω
(
ω2 + ∂2r +
2`+ dˆ+ 1
r
∂r
)
ΦLω −
(
ρΦLωΦ
∗
Lω + c.c.
),
(2.12)
with the source term defined as
ρΦLω(r) = N`,dˆ Ωdˆ+1r
2`+dˆ+1ρLω(r) = r
dˆ+1
∫
dΩdˆ+1ρω(~r)xL. (2.13)
From (2.12) we derive the EOM
0 =
δS
δΦ∗Lω
=
N`,dˆ r
2`+dˆ+1
G
(
ω2 + ∂2r +
2`+ dˆ+ 1
r
∂r
)
ΦLω − ρΦLω . (2.14)
Defining x := ωr the homogenous part of this equation is
[∂2x +
2`+ dˆ+ 1
x
∂x + 1]ψ`,dˆ = 0, (2.15)
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and its solutions ψ`,dˆ = ψα = j˜α, y˜α, h˜
±
α (with α = ` + dˆ/2) are Bessel functions up to
normalization (see Appendix B.2). Thus the propagator for spherical waves is
L r
r′
≡ GΦret(r′, r) = −iω2`+dˆM`,dˆG j˜α(ωr1) h˜±α (ωr2) ; (2.16)
r1 := min{r′, r}, r2 := max{r′, r} ,
where
M`,dˆ =
pi
22α+1N`,dˆ Γ
2(α+ 1)
=
pi
2`+1+dˆΓ(1 + dˆ/2) Γ(`+ 1 + dˆ/2)
, (2.17)
which we notice is equal to
[
dˆ!!(2`+ dˆ)!!
]−1
for odd dˆ and to pi2
[
dˆ!!(2`+ dˆ)!!
]−1
for even dˆ.
We turn to derive the source terms (vertices) in the radiation zone. This is done through
matching with the system zone according to the diagrammatic definition
:=−Qs,ǫLω :=
. (2.18)
From the radiation zone point of view the sources QLω as located at the origin or r = 0.
Hence the radiation zone field can be written as
ΦEFTLω (r) =
r
= −QLω
(
−iGω2`+dˆM`,dˆ
)
h˜+α (ωr) . (2.19)
In the full theory (or equivalently in the system zone), on the other hand, we can also use
spherical waves to obtain the field outside the source as
ΦLω(r) = −
∫
dr′ρΦL′ω(r
′)GΦret(r
′, r) = −
[∫
dr′j˜α(ωr′)ρΦLω(r
′)
](
−iGω2`+dˆM`,dˆ
)
h˜+α (ωr)
= −
[∫
dDx′j˜α(ωr′)ρω(~r ′)x′L
](
−iGω2`+dˆM`,dˆ
)
h˜+α (ωr) . (2.20)
By comparing the above expressions for the field (2.19,2.20) and using (2.11) to return to
the time domain we find that the radiation source multipoles are
QL =
∫
dDx j˜α(ir∂t)x
STF
L ρ(~r, t) . (2.21)
We note that from the series expansion of j˜α (B.8) it can be seen that Q
L includes only even
powers of i∂t, for every `, dˆ, and is thus well-defined and real. A simple test of substituting
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d = 4 shows these multipoles coincide with the multipoles given by Ross [35] and by paper
I. We can think of this process as a “zoom out balayage” (French for sweeping/scanning -
see paper I) of the original charge distribution ρ(~r) into QL carried out through propagation
with j˜α(ωr). A useful representation of this result is
QL =
∫
dDxxSTFL
∫ 1
−1
dzδ
`,dˆ
(z)ρ(~r, u+ zr) , (2.22)
where (inspired by [36, 37]) we have implicitly defined the dˆ-dimensional generating time-
weighted function∫ 1
−1
dzδ
`,dˆ
(z)f(~r, u+ zr) =
+∞∑
p=0
(2`+ dˆ)!!
(2p)!!(2`+ 2p+ dˆ)!!
(r∂u)
2p f(~r, u) , (2.23)
remarking that for odd dˆ (even space-time dimension),
δ
`,dˆ
(z) =
(2`+ dˆ)!!
2(2`+ dˆ− 1)!! (1− z
2)`+(dˆ−1)/2 . (2.24)
Altogether the Feynman rules in the radiation zone for the propagator and vertices are
= −Qs,Lω , = −Qˆs,∗Lω , (2.25)
L r
r′
= Gs,ret(r
′, r) = −iω2`+dˆM`,dˆRsG j˜α(ωr1) h˜+α (ωr2) r1 ≤ r2 , (2.26)
where for future use we allowed for a possible polarization label  and a rational `, dˆ-
dependent factor Rs which is absent in the scalar case, namely R|s=0 = 1.
2.2 Outgoing radiation and the RR effective action
We can now use these Feynman rules to compute central quantities.
Outgoing radiation can now be found diagrammatically as
ΦLω(r) =
r
= −QL′ωGΦret(0, r) =
√
pi
2dˆ+1
G
Γ(1 + dˆ/2)
(−iω)`+ dˆ−12 QLω
r`
eiωr
r
dˆ+1
2
,
(2.27)
where we used the asymptotic forms of h˜α(x) (B.9) and j˜α(ωr
′)|r′=0 = 1 for the source at
r′ = 0, and (2.17). In odd dˆ we can use (2.5) to find that (as r →∞) the outgoing radiation
is
Φ(~r, t) ∼ G
dˆ!!
r−
dˆ+1
2
∑
L
nL∂
`+ dˆ−1
2
t QL(t− r) . (2.28)
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For d = 4 this coincides with paper I (eq.(3.20)) and with [35] (eq. (21); note our normal-
izations differ by 4pi). While (2.28) is valid and local for all odd dˆ, for non-odd dˆ (non-even
spacetime dimension), the corresponding expression in the time-domain would include a
non-integer number of time derivatives, implying non-locality (see more below). (2.27) is,
of course, valid in every dimension.
Dissipated power. The power carried away by the radiation field (2.27) is
E˙ =
1
G
∫
Φ˙2rdˆ+1dΩdˆ+1 =
1
G
∫
dω
2pi
∑
L,L′
∫
rdˆ+1dΩdˆ+1ω
2Φ∗Lωx
LxL′Φ
L′ω
=
∑
L
∫
dω
2pi
piGN`,dˆ
2dˆ+1Γ2(1 + dˆ/2)
ω2`+dˆ+1QLωQ∗Lω
=
∑
L
∫
dω
2pi
Gω2`+dˆ+1|QLω|2 ·

pi
2
[
dˆ!!(2`+ dˆ)!!
]−1
d odd,[
dˆ!!(2`+ dˆ)!!
]−1
d even,
pi
[
2`+dˆ+1Γ(`+1+ dˆ2) Γ(1+
dˆ
2)
]−1
d non− integer,
(2.29)
where we have used (2.4,2.8,2.10). We note in particular that in even dimension d we can
find the symmetric time-domain form,
E˙ =
∑
L
G
dˆ!!(2`+ dˆ)!!
〈
(∂
`+ dˆ+1
2
t Q
L)2
〉
=
∑
L
G
`!dˆ!!(2`+ dˆ)!!
〈
(∂
`+ dˆ+1
2
t Q
STF
k1k2···k`)
2
〉
. (2.30)
We remark that in 4d this matches (3.22) of [1] and (15) of [35] (note normalization and
summation conventions).
Radiation reaction effective action encodes the RR force and is given formally by
SˆΦ = =
1
2
∫
dω
2pi
∑
L,L′
(−QLω)GΦret(0, 0)
(
−Qˆ∗L′ω
)
+ c.c.
=
G
2
∫
dω
2pi
∑
L
−iω2`+dˆM`,dˆ ·Gα ·QLωQˆ∗Lω + c.c , (2.31)
Gα = j˜α(ωr)
∣∣
r→0 ·
[
j˜α(ωr
′) + iy˜α(ωr′)
]∣∣
r′→0 , (2.32)
where now both vertices are taken at r = r′ = 0. For non-even dˆ (odd or non-integer), we
use j˜α(0) = 1, and (B.8, B.10) for j˜α, y˜α, to find
Gα = j˜α(0) · j˜α(0) +
{
iΓ(α+ 1)2αj˜α(x) [Jα(x)cos(αpi)− J−α(x)]
sin(αpi)xα
}∣∣∣∣
x→0
= 1+
iΓ(α+ 1)2α
sin(αpi)

∞∑
p,q=0
(−)p+qΓ(α+ 1)x2p+2q
2p+q(2p)!!(2q)!!Γ(q+α+1)
[
cos(αpi)
2αΓ(p+α+1)
− 2
αx−2α
Γ(p−α+1)
]
∣∣∣∣∣∣
x→0
.(2.33)
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The contribution from the j˜2α(0) = 1 term is simple and independent of dimension. The
j˜αy˜α contributes both a Taylor series x
2p+2q and a Laurent series x2p+2q−2α. We note
that for every dˆ, the number of terms divergent as x → 0 is finite (` + b dˆ+12 c), and these
amount to renormalizations of the different multipole moments. The Taylor series consists
of an infinite number of zeroes (p + q > 0), and a single (p = q = 0) imaginary numerical
correction, icot(αpi). Therefore for non-even dˆ we are left with
Gα = 1 + i cot(piα) = i sin−1(piα)[cos(piα)− i sin(piα)] = [i2`+dˆ−1 sin(piα)]−1. (2.34)
Substituting in (2.31), we find
SˆΦ =
G
2
∫
dω
2pi
∑
L
(−iω)2`+dˆ
sin(`pi + dˆpi2 )
M`,dˆQ
LωQˆ∗Lω + c.c , (2.35)
in all non-even dˆ. In odd integer dˆ, using (2.11,2.17) we return to the time-domain, finding
the radiation reaction effective action to be
SˆΦ = G
∫
dt
∑
L
(−)`+ dˆ+12
dˆ!!(2`+ dˆ)!!
QˆL∂2`+dˆt QL , (2.36)
where QL was given by (2.21) and
QˆL =
δQL
δρ
ρˆ =
δQL
δxi
xˆi =
∂QL
∂xi
xˆi +
∂QL
∂vi
vˆi +
∂QL
∂ai
aˆi + · · · . (2.37)
We remark especially that this action, and as we shall see the dissipated energy and the self
force, are given by regular, local and real expressions for all odd dˆ. The computation itself
reduces to mere multiplication: vertex – propagator – vertex. The expression (4.6) con-
tains an odd number of time derivatives, matching our expectation of a time-asymmetric
dissipative term.
In fractional dimensions, transforming (2.35) back to the time domain introduces the
Fourier transform of a fractional derivative, yielding
SˆΦ =
G
2
∑
L
M`,dˆ
sin(`pi + dˆpi2 )
∫
dω
2pi
(−iω)2`+dˆ
∫
dt e−iωtQˆL(t)
∫
dt′ eiωt
′
QL(t
′) + c.c
=
G
2
∑
L
M`,dˆ
sin(`pi + dˆpi2 )
∫
dtQˆL(t)
∫
dt′QL(t′) ∂nt
∫
dω
2pi
(−iω)−beiω(t′−t) + c.c
= G
∑
L
M`,dˆ
Γ(b) sin(`pi + dˆpi2 )
∫
dtQˆL(t)
∫
dt′QL(t′) ∂nt
Θ(t− t′)
(t− t′)1−b
=
G
Γ(b)
∑
L
pi
2`+1+dˆΓ(1+dˆ2) Γ(`+1+
dˆ
2) sin(`pi+
dˆpi
2 )
∫ ∞
−∞
dtQˆL(t)
∫ t
−∞
dt′QL(t′) ∂nt (t− t′)b−1 , (2.38)
where n = 2` + ddˆe, b = ddˆe − dˆ. Thus in fractional dimensions, the self-force has a non-
local (”tail”) contribution, originating from transforming (−iω)−b. We note that this tail
integral converges at t′→t, and under reasonable assumptions regarding QL(t) at very early
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Figure 2. Different possible contours are represented by dashed (green) and solid (blue) lines. The
branch cut is represented by the zigzag (red) line.
times converges at t′→−∞ as well. As shown earlier, in even integer dimensions b = 0
and the transformation produces a delta function in time, indicating locality. However, the
same form does not apply at odd integer d, because the Bessel functions and Gα assume
a different form. Using a limiting process over d′ = d+  for → 0+, corresponding to
n=2`+dˆ+1, b=1−, we expect a ln term to appear as b→1−; we treat it separately.
2.3 Odd spacetime dimensions
Radiation in odd spacetime dimensions - as in any dimension - is given in the frequency
domain by eq. (2.27). However, radiation in the time domain will look essentially different,
as we know that in odd d an additional effect of indirect (off the lightcone) propagation
comes into play. In our analysis, this effect appears in (2.27) via non-analyticity of the
frequency domain solution for the field, in the form of a branch cut. An inverse Fourier
transform of the solution can now have two distinct contributions (see fig. 2): one from
the integral along the branch cut, which gives rise to a tail term, and the other from the
arc at |ω|→−∞ (=ω < 0), which may give rise to a local term. Fourier transforming as
described gives the radiation at infinity
Φ(~r, t) =
−G√
2pidˆ!!
r−
dˆ+1
2
∑
L
nL∂
`+ dˆ
2
t
∫ t−r
−∞
QL(t
′)
|t− r − t′|1/2
dt′ , (2.39)
which converges at both integration limits under reasonable assumptions for QL(t).
In the case of odd spacetime dimensions (even dˆ), α = ` + dˆ2 = n is an integer, and
(B.10) for y˜α must be replaced with (B.11). This is of importance in the analysis of the
RR effective action (2.31,2.32). Multiplying the Bessel functions j˜n(ωr), j˜n(ωr
′)+iy˜n(ωr′)
and taking the limit r, r′ → 0 at the same rate2, we again regularize the finite number of
2This makes sense from the point of view of the effective radiation zone theory, since the “zoom out”
procedure out to the radiation zone affects both hatted and unhatted sources in the same manner. From
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terms of joint negative degree, ignore the infinite number of positive degree terms (each
giving zero), and are left only with a ln term and with constant terms,
Gn = 1 +
i
pi
[
2 ln
(
ωr′
2
)∣∣∣∣
r′→0
− (ψ(1) + ψ(n+ 1))−
n∑
m=1
(−)mn!2
m(n+m)!(n−m)!
]
= 1 +
i
pi
[
2 ln
(
ωr′
2
)∣∣∣∣
r′→0
+ 2γ +H(2n)− 2H(n)
]
, (2.40)
where H(n) is the n’th harmonic number. In the frequency domain, therefore, the RR
effective action is given by (2.31) with Gα given in (2.40). To obtain the time-domain
representation of the RR effective action, we integrate over ω. Again, we are presented
with the branch-cut discontinuity of the ln term, absent from the even dimensional case.
Placing the branch cut along the negative imaginary w axis (ω=−iσ, with σ ∈R, σ≥ 0),
we use contour integration (as shown in figure 2) to find the (dimensionally regularized)
identity ∫
dω
2pi
ln(ωr′)e−iω(t−t
′) = −Θ(t− t
′)
t− t′ +
(
i
pi
2
− γ + ln
(
r′
µ
))
δ(t− t′) , (2.41)
where µ is some arbitrary timescale of the system. Using the definition of the Fourier
transform QLω =
∫ +∞
−∞ e
iωtQL(t)dt, the integral (2.41) and the expressions (2.40,2.17),
from (2.31) we obtain the odd-dimensional radiation-reaction effective action in the time
domain,
SˆΦ = G
∫ ∞
−∞
dt
∑
L
(−)`+ dˆ2
dˆ!!(2`+ dˆ)!!
QˆL(t)
[(
1
2
H(2`+ dˆ)−H(`+ dˆ
2
) + ln
(
r′
µ
)∣∣∣∣
r′→0
)
∂2`+dˆt QL(t)
−
∫ t
−∞
dt′
(
1
t− t′∂
2`+dˆ
t′ QL(t
′)
)]
. (2.42)
The ln (r′/µ) term acts as a regulator for the integral - it takes care of its divergence near
the coincidence limit t′→ t, as the size of the system (c = 1) is also roughly the natural
cutoff for the t′ integration. However, it also generically adds a finite local term of the same
form as the local terms already present in (2.42). The value of this additional term depends
on the short-scale structure of the sources (as, for example, in [6]). In principle it should
be determined through matching to the full theory (c.f. [2]). It would be interesting to
start by analyzing the simple case of a single point particle in the full theory, which would
also require Detweiler-Whiting ([38]) regularization.
One can write the RR effective action, therefore, implicitly as
SˆΦ = G
∫ ∞
−∞
dt
∑
L
(−)`+ dˆ2
dˆ!!(2`+ dˆ)!!
QˆL(t)
[(
1
2
H(2`+ dˆ)−H(`+ dˆ
2
)
)
∂2`+dˆt QL(t)
−
∫ t
−∞
dt′
(
1
t− t′∂
2`+dˆ
t′ QL(t
′)
)∣∣∣∣
regularized
]
. (2.43)
the point of view of the full theory, for a single point source and its hatted counterpart obviously r = r′.
For a composite source, however, there is no unique radial position of the source. This is strongly related
to the fact that in general the local term in the RR effective action depends on the source’s short-distance
details.
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Thus we find that in odd spacetime dimensions the action includes both a local (purely
conservative) term and a non-local term, which is responsible for dissipative effects. The
non-local (but causal!) term is a manifestation, in our effective theory of multipoles, of field
propagation inside the lightcone (the so-called “tail” effect) in the spacetime picture. It is
known that integrating out a massless degree of freedom generically leads to a non-local
effective action [22, 39, 40], as was shown to be the case in odd spacetime dimensions. The
even-dimensional case turns out to be the special case where the effective action is still
local after this elimination.
2.4 Applications and tests
Perturbative expansion of the RR force. Consider the case of a single charged body
with a prescribed trajectory (“being held and waved at the tip of a wand”) interacting with
a scalar field. In this case the notion of RR force and self-force coincide. For 4d, the fully
relativistic force expression is given analogously to the Abraham-Lorentz-Dirac (ALD) self
force [11, 12] familiar from electromagnetism:
FµALD ≡
dpµ
dτ
=
1
3
Gq2
(
d3xµ
dτ3
− d
3xν
dτ3
dxν
dτ
dxµ
dτ
)
. (2.44)
Expansion of this equation to leading and +1PN orders yields
~FALD = Gq
2
[
1
3
~˙a+
1
3
v2~˙a+ (~v · ~a)~a+ 1
3
(~v · ~˙a)~v
]
. (2.45)
Upon substituting dˆ = 1, all the expressions given in sections 2.1 and 2.2 can be seen to
yield expressions identical to those given in paper I (section (3.1.2)) for the scalar field;
in particular, the 4d ALD force at leading and next-to-leading order (2.45) is recovered
immediately.
We derive the formula for the RR force in general even dimensions, and also check explicitly
d = 6, for which an ALD-like radiation-reaction 4-force on a scalar charge was developed
by Galt’sov [25, 26]. Our method derives the RR force from the action and multipoles
(2.21,4.6) in three stages: by using a source term of a point particle for ρ, by matching the
appropriate ρˆ, and by finally calculating the contribution from generalized Euler-Lagrange
equation δS/δxˆi. The source term corresponding to a scalar-charged point particle with a
trajectory ~x(t) in d spacetime dimensions is
ρ(~x ′, t) = q
∫
δ(d)(x′ − x)dτ = q
γ
δ(D)(~x ′ − ~x) =
∞∑
s=0
−(2s− 3)!!v2s
(2s)!!
δ(D)(~x ′ − ~x) .(2.46)
Thus we find
QL = −(2`+ dˆ)!!
∞∑
p=0
∞∑
s=0
(2s− 3)!!
(2p)!!(2`+ 2p+ dˆ)!!(2s)!!
∂2pt (v
2sr2pxLTF ),
QˆL = −(2`+ dˆ)!!
∞∑
pˆ=0
∞∑
sˆ=0
(2sˆ− 3)!!
(2pˆ)!!(2`+ 2pˆ+ dˆ)!!(2sˆ)!!
∂2pˆt
δ
δxi
(v2sˆr2pˆxLTF )xˆ
i (2.47)
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Accordingly we obtain the Lagrangian, which after moving 2pˆ time derivatives from the
xˆL multipoles to the xL multipoles by partial integration becomes
LˆΦ = Gq
2
∑
L
(−)`+ dˆ+12 (2`+ dˆ)!!
dˆ!!
∞∑
p=0
∞∑
s=0
∞∑
pˆ=0
∞∑
sˆ=0
(2s−3)!!
(2p)!!(2`+2p+dˆ)!!(2s)!!
(2sˆ−3)!!
(2pˆ)!!(2`+2pˆ+dˆ)!!(2sˆ)!!
× xˆi δ
δxi
(v2sˆr2pˆxLTF )∂
2(`+p+pˆ)+dˆ
t (v
2sr2pxL) . (2.48)
In the EOM, the RR force contribution is given by the variation by xˆj ,
F j =
δSˆ
δxˆj
=
[
∂Lˆ
∂xˆj
− d
dt
(
∂Lˆ
∂ ˙ˆxj
)]
. (2.49)
The leading order arises from the same term (the leading dipole term ` = 1, p = pˆ = s =
sˆ = 0) in every (even) dimension, and is given by
~F
(d)
LO =
(−) d2Gq2
(d− 1)!!(d− 3)!!∂
d−1
t ~x . (2.50)
The term for d = 6 (dˆ = 3) is shown in table 1. Out of the 15 possible action terms
in the next-to-leading order (for different `, p, pˆ, s, sˆ), we find using the Euler-Lagrange
equation 9 non-zero contributions to the force (recorded in table 2 for d = 6). Adding
these contributions we find
F iRR = −Gq2
[
1
45
...
a i +
2
45
v2
...
a i +
2
9
(~v · ~a)a¨i + 2
9
(~v · ~˙a)a˙i + 1
9
(~v · ~¨a)ai
+
1
45
(~v · ...~a )vi + 1
9
(~a · ~˙a)ai + 1
9
a2a˙i
]
. (2.51)
We compared this result (2.51) to Galt’sov’s expression for the 6-dimensional scalar d-force
in flat space. We seem to find sign mismatches between his results from 2007 [25] and 2011
[26]; we assume an expression identical to his up to the signs of two subleading terms
((
...
x x¨)x¨µ, x¨2
...
x ν),
fµflat = − (ηµν + x˙µx˙ν)
[
1
45
x(5)ν −
1
9
x¨2
...
x ν
]
+
2
9
(
...
x x¨) x¨µ, (2.52)
where ηµν is the flat (mostly-plus) metric and with the derivatives taken w.r.t proper time.
Expansion of this expression up to 1-PN (next-to-leading) order to find the D-force gives
F iGalt′sov = −
[
1
45
...
a i +
2
45
v2
...
a i +
2
9
(~v · ~a)a¨i + 2
9
(~v · ~˙a)a˙i + 1
9
(~v · ~¨a)ai
+
1
45
(~v · ...~a )vi + 1
9
(~˙a · ~a)ai + 1
9
a2a˙i
]
, (2.53)
where all derivatives are now with respect to t, namely vi := dxi/dt, ai := d2xi/dt2, etc.
This result coincides exactly with our result (2.51) to +1PN order.
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Table 1. Leading order contribution to the scalar self-force
` p pˆ s sˆ Lˆ/(Gq2) F j/(Gq2)
1 0 0 0 0 − 145 xˆi∂5t xi − 145
...
a j
Table 2. Next-to-Leading order contribution to the scalar self-force
` p pˆ s sˆ Lˆ/(Gq2) F j/(Gq2)
2 0 0 0 0 1630 xˆ
k δ
δxk
[xixj − 15x2δij ]∂7t (xixj) 1315 [∂7t (xixj)xi − 15∂7t (x2)xj ]
1 1 0 0 0 − 1630 xˆi∂7t (x2xi) − 1630∂7t (x2xj)
1 0 1 0 0 − 1630 xˆk δδxk [xix2]∂7t xi − 1630 [x2∂7t xj + 2xjxi∂7t xi]
1 0 0 1 0 + 190 xˆ
i∂5t (v
2xi) +
1
90∂
5
t (v
2xj)
1 0 0 0 1 + 190 xˆ
k δ
δxk
[v2xi]∂5t xi +
1
90v
2∂5t x
j − 145∂t[vjxi∂5t xi]
0 1 1 0 0 + 1450 xˆ
jxj∂
7
t x
2 + 1450x
j∂7t x
2
0 1 0 0 1 − 190 vˆjvj∂5t x2 + 190∂t[vj∂5t x2]
0 0 1 1 0 − 190 xˆjxj∂5t v2 − 190xj∂5t v2
0 0 0 1 1 + 118 vˆ
jvj∂
3
t v
2 − 118∂t[vj∂3t v2]
We can also use the multipole formulation (4.6, 2.37, 2.48, 2.49) to calculate the power
dissipated by the RR force in even dimension d:
PRR = −~v · ~F = −dx
i
dt
δLˆ
δxˆi
∣∣∣∣∣
~ˆx→~x
= G
∑
L
(−)`+ dˆ−12
dˆ!!(2`+ dˆ)!!
δQL
δxi
dxi
dt
∂2`+dˆt QL. (2.54)
The time-averaged power is found using∫
dt
dxi
dt
δQL
δxi
=
∫
dt
dQL
dt
, (2.55)
followed by `+ dˆ−12 integrations by parts, to be
E˙ =<PRR> =
∑
L
G
dˆ!!(2`+ dˆ)!!
〈
(∂
`+ dˆ+1
2
t Q
L)2
〉
, (2.56)
which agrees with (2.30). In 6d, we record the radiated power to +1PN order,
E˙ = Gq2
[
1
45
a˙2 +
1
15
v2(~v ·...~a ) + 1
3
(~v ·~a)(~v ·~¨a) + 1
9
(~a·~˙a)(~v ·~a) + 1
9
a2(~v ·~˙a) + 2
9
(~v ·~˙a)2
]
. (2.57)
We note the special case of 2d, where the only STF multipoles are {1, x}; the leading order
remains (2.50), while at higher orders the sum over L trivializes.
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3 Electromagnetism
The EM action is given by
S = − 1
4Ωdˆ+1
∫
FµνF
µνrdˆ+1drdΩdˆ+1dt−
∫
AµJ
µrdˆ+1drdΩdˆ+1dt . (3.1)
Working in spherical coordinates (t, r,Ω), we reduce over the sphere as in (2.4,2.5). The
EM field and sources are decomposed as
At/r =
∫
dω
2pi
∑
L
ALωt/rxLe
−iωt ,
AΩ =
∫
dω
2pi
∑
L
(
ALωS ∂ΩxL +A
Lω
V ℵx
L
ℵΩ
)
e−iωt ,
J t/r =
∫
dω
2pi
∑
L
J
t/r
Lω x
Le−iωt ,
JΩ =
∫
dω
2pi
∑
L
(
JSLω∂
ΩxL + JV ℵLω x
ℵΩ
L
)
e−iωt , (3.2)
where the scalar multipoles xL (2.8,2.9) are now supplemented by the divergenceless vector
multipoles xLℵΩ, enumerated by an antisymmetric multi-index ℵ taken from the Hebrew
alphabet, representing D − 3 spherical indices:
xLℵΩ = 
(dˆ+1)
ℵΩ Ω′ ∂
Ω′ xL = 
(D)
ℵΩ b cx
b ∂c xL = δaΩ 
(D)
ℵ a b c x
b ∂c xL =
(
?(~r ∧ ~∇)
)
ℵΩ
xL , (3.3)
where 
(dˆ+1)
Ω1···Ωdˆ+1 (
(D)
a1···aD) is the complete antisymmetric tensor on the Ωdˆ+1-sphere (in D
spatial dimensions), ∧ is the exterior product and ? is the Hodge duality operator [41–
47]. The dimension of this independent vectorial basis is D`(dˆ+ 1, 1) =
`(`+dˆ)(2`+dˆ)(`+dˆ−2)!
(dˆ−1)!(`+1)!
[29, 30]3. The complete normalization conditions in d dimensions are [29, 30]∫
xL`x
L′
`′dΩdˆ+1 = N`,dˆr
2`Ωdˆ+1δ``′δL`L′`′
,∫
gΩΩ
′
∂ΩxL`∂Ω′x
L′
`′dΩdˆ+1 = cs ·N`,dˆr2`Ωdˆ+1δ``′δL`L′`′ ,∫
gΩΩ
′
xL`ℵΩx
L′
`′
ℵ′Ω′dΩdˆ+1 = cs ·N`,dˆr2`Ωdˆ+1δ``′δL`L′`′ δℵℵ′ ,∫
gΩΩ
′
gΨΨ
′
xL`ℵ[Ψ;Ω]x
L′
`′
ℵ′[Ψ′;Ω′]dΩdˆ+1 = 2cvcs ·N`,dˆΩdˆ+1r2`δ``′δL`L′`′ δℵℵ′ , (3.4)
where cs := `(`+ dˆ), cv = cs + dˆ− 1 and the semicolon “; ” represents the covariant deriva-
tive on the sphere. The inverse transformations are given by
3These are generalizations of the single 4d (dˆ = 1) multipole family xLΩ =ΩΩ′∂
Ω′xL=(~r×~∇xL)Ω. In 4d,
D`(dˆ+ 1, 1) = 2`+ 1 = D`(dˆ+ 1, 0), and thus these indeed form a single family; ℵ is then an empty string.
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J tLω(r) =
(
N`,dˆr
2`Ωdˆ+1
)−1∫
ρω(~r)xLdΩdˆ+1 =
(
N`,dˆr
2`Ωdˆ+1
)−1∫∫
dteiωtρ(~r, t)xLdΩdˆ+1 ,
JrLω(r) =
(
N`,dˆr
2`Ωdˆ+1
)−1∫
~Jw(~r) · ~nxLdΩdˆ+1 =
(
N`,dˆr
2`Ωdˆ+1
)−1∫∫
dteiωt ~J(~r, t) · ~nxLdΩdˆ+1,
JV ℵLω (r) =
(
csN`,dˆr
2`Ωdˆ+1
)−1∫
~Jw(~r)·
(
?(~r ∧ ~∇)
)
ℵ
xLdΩdˆ+1
=
(
csN`,dˆr
2`Ωdˆ+1
)−1∫∫
dteiωt ~J(~r, t)·
(
?(~r ∧ ~∇)
)
ℵ
xLdΩdˆ+1. (3.5)
We note that only three inverse transformations are required, as we henceforth replace JSLω
using current conservation
0 = DµJ
µ
Lω = iωJ
t
Lω + (∂r +
`+ dˆ+ 1
r
)JrLω − csJSLω. (3.6)
We plug (3.2) into the action (3.1) to obtain
S =
1
2
∫
dω
2pi
∑
L
N`,dˆSLω,
SLω =
∫
drr2`+dˆ+1
{[∣∣iωALωr − 1r` (r`ALωt )′∣∣2 + csr2 ∣∣iωALωS −ALωt ∣∣2 − csr2 ∣∣ 1r` (r`ALωS )′ −ALωr ∣∣2
+cs
(
ω2
r2
− cv
r4
) ∣∣ALωV ℵ∣∣2 − csr2 ∣∣ 1r` (r`ALωV ℵ)′∣∣2 ]
− Ωdˆ+1
[
ALωr J
r∗
Lω +A
Lω
t J
t∗
Lω + csA
Lω
S J
S∗
Lω + csA
Lω
V ℵJ
V ℵ∗
Lω + c.c.
]}
, (3.7)
where ′ := ddr , and we use AL−ω = A
∗
Lω, JL−ω = J
∗
Lω since Aµ(x), J
µ(x) are real. In the
spirit of [27], we notice that ALωr is an auxiliary field, a field whose derivative A
′
r does not
appear in (3.7). Therefore, its EOM is algebraic and is solved to yield
ArLω = −
1
ω2 − cs
r2
[
iω
r`
(r`AtLω)
′ +
cs
r`+2
(r`ASLω)
′ − Ωdˆ+1JrLω
]
. (3.8)
Substituting the solution into the action, it is seen that the action can be separated into
independent fields, corresponding to the different possible polarizations. We distinguish
between the vectorial ALωV ℵ fields, as they appear already in (3.7), coupled to the vector
source terms
ρV ℵLω := J
V ℵ
Lω , (3.9)
and the scalar fields
A˜LωS := A
Lω
t − iωALωS , (3.10)
which are coupled to the corresponding source terms
ρSLω := −J tLω +
i
ωr`+dˆ+1
(
r`+dˆ+1
Λ
Λ− 1J
r
Lω
)′
, (3.11)
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where Λ := ω
2r2
cs
, and we have used (3.6). The action can now be concisely decoupled to
scalar and vector parts (omitting hereafter the indices (Lω) for brevity):
SEM =
1
2
∫
dω
2pi
∑
L
[
SLωS +
∑
ℵ
SLωV ℵ
]
, (3.12)
with
SLωS =N`,dˆ
∫
r2`+dˆ+1dr
[
1
1− Λ
∣∣∣∣ 1r` (r`A˜S)′
∣∣∣∣2 + csr2 ∣∣∣A˜S∣∣∣2 + Ωdˆ+1(A˜SρS∗Lω + c.c.)
]
, (3.13)
SLωV ℵ =N`,dˆ
∫
r2`+dˆ+1drcs
[(
ω2
r2
− cv
r4
)
|AV ℵ|2−
∣∣∣∣ 1r`+1 (r`A˜V ℵ)′
∣∣∣∣2−Ωdˆ+1(A˜V ℵρV ℵ∗Lω +c.c.)
]
,(3.14)
and we treat them separately. Note that for ` = 0 we have ρSLω = 0 (see eq. (3.6),(3.11))
as well as SV = 0, thus only ` ≥ 1 need be considered.
The scalar part of the EM action
We derive the equation of motion for the scalar action from SLωS (3.13) by treating (r
`A˜S)
as the field, and finding equations for its conjugate momentum
(
N`,dˆr
`ΠS
)
,
(
N`,dˆr
`ΠS
)
:=
∂L
∂(r`A˜∗S)′
=
N`,dˆ
1− Λr
dˆ+1(r`A˜S)
′, (3.15)(
N`,dˆr
`ΠS
)′
:=
∂L
∂(r`A˜∗S)
= N`,dˆcsr
dˆ−1(r`A˜S) +N`,dˆΩdˆ+1r
`+dˆ+1ρSLω. (3.16)
Differentiating (3.16) with respect to r, substituting (3.15), and renaming the field AE and
source term ρAELω (recalling (3.5),(3.11)) as
AE =
(
` rdˆ
)−1
ΠS ,
ρAELω =N`,dˆΩdˆ+1
r`+dˆ(r`+2ρSLω)
′
`+ dˆ
=
∫
dΩdˆ+1
rdˆxL
`+ dˆ
[
i
ω rdˆ−1
(
rdˆ+1
Λ
Λ− 1
~Jw(~r)·~n
)′
−r2ρω(~r)
]′
,
(3.17)
we find the equation
0 = N`,dˆ r
2`+dˆ+1 `
`+ dˆ
(
ω2 + ∂2r +
2`+ dˆ+ 1
r
∂r
)
AE − ρAELω . (3.18)
This equation is of the same form as (2.14), up to the replacement of G by
R+1 =
`+ dˆ
`
, (3.19)
thus we find a propagator similar to (2.16),
GAEret (r
′, r) = R+1 G
Φ
ret(r
′, r) = −iω2`+dˆM`,dˆR+1 j˜α(ωr1) h˜+α (ωr2)δLL′ ;
r1 : = min{r′, r}, r2 := max{r′, r}. (3.20)
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We again present the EFT Feynman rules following the steps (2.19,2.20,2.21). In the
radiation zone, the field can be written as
ALωE
EFT
(r) =
(−QELω) (−iω2`+dˆM`,dˆR+1 h˜+` (ωr)) , (3.21)
where QELω are the sources (fig. 2.18). In the full theory the solution outside the sources is
given (see 3.18) by
ALωE (r) =
∫
dr′ρAELω (r
′)GAEret (r
′, r) =
[
−
∫
dr′j˜α(ωr′)ρAELω (r
′)
] [
−iω2`+dˆM`,dˆR+1 h˜+` (ωr)
]
, (3.22)
and the sources can be read off and identified (using (3.5, 3.17), integrations by parts and
2.15) to be
Q
(E)
Lω =
∫
dr′j˜α(ωr′)ρAELω (r
′)
=
1
`+ dˆ
∫
dr′j˜α(ωr′)
∫
dΩ′
dˆ+1
r′dˆx′L
[
−r′2ρω(~x ′) + i
ω r′dˆ−1
(
r′dˆ+1
Λ
Λ− 1
~Jω(~x
′) · ~n ′
)′]′
=
1
`+ dˆ
∫
dDx′x′L
[
1
r′`+dˆ−1
(
r′`+dˆj˜α(ωr′)
)′
ρω(~x
′)− iωj˜α(ωr′) ~Jω(~x ′) · ~x ′
]
. (3.23)
We return to the time domain using (3.5) to find the electric type radiation source multipoles
(compare (2.21))
QL(E) =
1
`+ dˆ
∫
dDxxLTF
[
1
r`+dˆ−1
(
r`+dˆj˜α(ir∂t)
)′
ρ(~x)− j˜α(ir∂t) ∂t ~J(~x) · ~x
]
, (3.24)
QˆL(E) =
δQLE
δJ i
Jˆ i =
δQLE
δxi
xˆi. (3.25)
We note here that an expansion of j˜α according to (B.8) reproduces, for d = 4, eq.(47) of
[35] (after using current conservation, eq. (49) there).
The vector part of the EM action
For the vector sector of the action, we rewrite (3.14) in a form similar to (2.12),
SLωV ℵ =
∫
dr
N`,dˆ r2`+dˆ+1
R−1
A∗Mℵ
(
ω2 + ∂2r +
2`+ dˆ+ 1
r
∂r
)
AMℵ−
(
ρAMℵLω A
∗
Mℵ+c.c.
), (3.26)
where we have defined (recalling (3.5)) as
R−1 =
`
(`+ dˆ)
, (3.27)
AMℵ =
`AV ℵ
r
,
ρAMℵLω = (`+ dˆ)N`,dˆ Ωdˆ+1r
2`+dˆ+2ρVLω(r) =
1
`
rdˆ+2
∫
~Jw(~r)·
(
?(~r ∧ ~∇)
)
ℵ
xLdΩdˆ+1 . (3.28)
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The action (3.26) is again identical to (2.12) up to a prefactor of R−1 , with a source similar
to (2.13). The propagator, therefore, is (compare 2.16, 3.20)
GAMℵret (r
′, r) = −iω2`+dˆM`,dˆR−1 j˜α(ωr1) h˜+α (ωr2) δLL′ ;
r1 := min{r′, r}, r2 := max{r′, r}. (3.29)
We find these sources Q
(M,ℵ)
Lω by again matching Φ
AMℵ
Lω (r) for large r and from the dia-
grammatic representation (in analogy with 2.19,2.20,2.21,3.21,3.22,3.24), to find
Q
(M,ℵ)
Lω =
∫
dDxj˜α(ωr)
(
?(~r∧ ~Jw(~r))
)ℵ
(k`xL−1), (3.30)
where we have used (3.5,3.9). In the time domain, we find the magnetic radiation source
multipoles (compare (2.21, 3.24)),
QL(M,ℵ) =
∫
dDxj˜α(ir∂t)
[(
?(~r ∧ ~J(~r))
)
ℵ
k`xL−1
]STF
, (3.31)
QˆL(M,ℵ) =
δQL(M,ℵ)
δJ i
Jˆ i =
δQL(M,ℵ)
δxi
xˆi. (3.32)
Presenting j˜α as a series expansion using (B.8), these coincide with eq.(48) of [35].
3.1 Outgoing EM radiation and the RR effective action
Outgoing EM radiation can now be found diagrammatically (compare 2.27) as
ALωE (r) =
r
AE
= −QL′ω(E)GAEret (0, r) =
√
pi
2dˆ+1
R+1
Γ(1 + dˆ/2)
(−iω)`+ dˆ−12
QLω(E)
r`
eiωr
r
dˆ+1
2
,
ALωMℵ(r) =
r
AM
= −QL′ω(M,ℵ)GAMℵret (0, r) =
√
pi
2dˆ+1
R−1
Γ(1 + dˆ/2)
(−iω)`+ dˆ−12
QLω(M,ℵ)
r`
eiωr
r
dˆ+1
2
.
(3.33)
In the time domain, for even d, we find (where  is (+)/(−,ℵ) for the electric/magnetic
part/s)
A(~r, t) =
1
dˆ!!
r−
dˆ+1
2
∑
L
R1n
L∂
`+ dˆ−1
2
t Q

L(t− r) . (3.34)
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The EM double field effective action is a sum of the scalar and vector action diagrams and
can be written using our Feynman rules, similarly to (2.31,2.33),
SˆEM =
AE
+
AM
=
1
2
∫
dω
2pi
∑
L,L′
[(
−Q(E)Lω
)
GAEret (0, 0)
(
−Qˆ(E)∗L′ω
)
+
(
−Q(M,ℵ)Lω
)
GAMℵret (0, 0)
(
−Qˆ(M,ℵ)∗L′ω
)]
+c.c.
=
∫
dω
2pi
∑
L
−iω2`+dˆM`,dˆ ·Gα(ω)
2
[
R+1 Q
Lω
(E)Qˆ
(E)∗
Lω +R
−
1 Q
Lω
(Mℵ)Qˆ
(Mℵ)∗
Lω
]
+ c.c. , (3.35)
where QL(E), Qˆ
L
(E), Q
L
(M), Qˆ
L
(M) were given by (3.24,3.25,3.31,3.32). In even d, we can trans-
form to the time domain and use (2.17,3.19,3.27,2.33) explicitly to find
SˆEM =
∫
dt
∑
L
(−)`+ dˆ+12
dˆ!!(2`+ dˆ)!!
[
`+ dˆ
`
Qˆ
(E)
L · ∂2`+dˆt QL(E) +
`2dˆ
(`+1)(`+dˆ−1)Qˆ
(M)
L · ∂2`+dˆt QL(M)
]
,(3.36)
where we have also summed over the ℵ indices, defining the bi-vector multipoles
QL(M) =
∫
dDxj˜α(ir∂t)
(
~r∧ ~J(~r)
)
(k`xL−1), (3.37)
defining QˆL(M) accordingly, and incurring a factor of
D`(dˆ+ 1, 1)
D`(dˆ+ 1, 0)
=
`dˆ(`+ dˆ)
(`+ 1)(`+ dˆ− 1) (3.38)
from summing over the different ℵ combinations.
The case of the EM field in non-even (and in particular odd) spacetime dimensions is treated
in a similar manner to the scalar case (Sec.2.3), and similar non-local “tail” expressions
appear (compare with (2.43)):
SˆEM =
∫
dt
∑
L
(−)`+ dˆ+12
dˆ!!(2`+ dˆ)!!
[
`+ dˆ
`
S(E)(t) +
`2dˆ
(`+1)(`+dˆ−1)S
(M)(t)
]
, (3.39)
S(E/M)(t) = Qˆ
(E/M)
L (t)
[(
1
2
H(2`+ dˆ)−H(`+ dˆ
2
)
)
∂2`+dˆt Q
L
(E/M)(t)
−
∫ t
−∞
dt′
(
1
t− t′∂
2`+dˆ
t′ Q
L
(E/M)(t
′)
)∣∣∣∣
regularized
]
. (3.40)
3.2 Applications and tests
Perturbative expansion of the RR force and comparison with ALD. For the RR
force on a single accelerating electric charge we have the ALD formula [11] in 4d,
FµALD ≡
dpµ
dτ
=
2
3
q2
(
d3xµ
dτ3
− d
3xν
dτ3
dxν
dτ
dxµ
dτ
)
. (3.41)
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Our expressions, specialized to d = 4, can be seen to be identical to those given in paper
I (section (3.2.2)), already shown to reproduce the ALD result. We test here for d = 6,
comparing the force with Galt’sov’s result [25]:
fµflat = − (ηµν + x˙µx˙ν)
(
4
45
x(5)ν −
2
9
x¨2
...
x ν
)
+
2
3
(
...
x x¨) x¨µ . (3.42)
Expanded to leading and next-to-leading order, we find
F iGalt′sov = −
[
4
45
ai
′′′
+
8
45
v2ai
′′′
+
8
9
(~v ·~a)ai′′ + 8
9
(~a′ ·~v)ai′
+
4
45
(~a′′′ ·~v)vi + 4
9
(~a′′ ·~v)ai + 2
3
a2ai
′
+
2
3
(~a′ ·~a)ai
]
, (3.43)
from which we also find an expression for the emitted power,
PGalt′sov = −~v · ~FGalt′sov =
=
4
45
(~v · ~a′′′) + 4
15
~v2(~v · ~a′′′) + 4
3
(~v ·~a)(~v ·~a′′) + 8
9
(~v ·~a′)2
+
2
3
~a2(~a′ · ~v) + 2
3
(~a′ ·~a)(~v · ~a). (3.44)
For our RR force calculation on a point charge q along a path ~x(t), we rewrite the action
SˆEM =
∫
dt LˆEM , LˆEM = Lˆ
S
EM + Lˆ
V
EM , (3.45)
as a PN series expansion. With (3.24,3.31,3.35, B.8) we find for every (even) dimension
LˆSEM = q
2
∑
L
(−)`+ dˆ+12 (2`+ dˆ)!!
`(`+ dˆ)dˆ!!
· ∑∞pˆ=0 ∂2pˆt(2pˆ)!!(2`+2pˆ+dˆ)!! δδxi [(2pˆ+ `+ dˆ)r2pˆxL − ∂t (r2pˆxL~v · ~r)] xˆi
· ∂2`+dˆt
∑∞
p=0
∂2pt
(2p)!!(2`+2p+dˆ)!!
[
(2p+ `+ dˆ)r2pxL − ∂t
(
r2pxL~v · ~r)]STF ,
(3.46)
for the scalar part and
LˆVEM = q
2
∑
L
(−)`+ dˆ+12 `2(2`+ dˆ)!!
(dˆ− 1)!!(`+ 1)(`+ dˆ− 1)
∞∑
pˆ=0
∂2pˆt
(2pˆ)!!(2`+2pˆ+dˆ)!!
xˆi δ
δxi
[
r2pˆ(~r ∧ ~v)(k`xL−1)]
· ∂2`+dˆt
∞∑
p=0
∂2pt
(2p)!!(2`+2p+dˆ)!!
[
r2p(~r ∧ ~v)(k`xL−1)]STF, (3.47)
for the vector part.
Similarly to the scalar RR computation, we integrate by parts to move the 2p (or 2p+ 1)
time derivatives from the xˆL multipoles to the xL multipoles, and use the EOM (2.49)
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found from variation with respect to xˆj . We thus find the leading RR force, arising from
the electric dipole term (` = 1, p = pˆ = 0, sources ρ, ρˆ) at every (even) dimension d to be
~F
(d)
LO = q
2 (−)
d
2 (d− 2)
(d− 1)!!(d− 3)!!∂
d−1
t ~x . (3.48)
The term for d = 4 of course matches ALD; the term for d = 6 is recorded in table 3,
and matches that expected from Galt’sov (3.43). In fact, in every even dimension this
expression matches exactly the leading order PN (vc << 1) which can be derived from
Kazinski, Lyakhovich & Sharapov ([16]) eq. (26),(30), found in a very different method
([17, 18]). We find the exact match to significantly support the validity of both our method
and Kazinski et al’s.
The next-to-leading-order includes 5 contributions to the scalar sector, summarized for
6d in table 4, as well as the leading vector contribution (table 5). Their sum is identical
with Galt’sov’s result (3.43)4. We have also tested these expressions using Mathematica
Code[48] for dimensions (8,10,12,14,16), finding in every case non-trivial cancellations of all
non-physical terms (the terms involving explicit position coordinates, breaking translation
invariance).
We remark also that at d = 2 the only STF tensor is x (` = 1), and we reproduce the
expected null result for the action, radiation and self-force identically to any order.
Table 3. Leading order contribution to the 6d EM self-force (only electric  = +)
` p pˆ src Lˆ/q2 F j/q2
1 0 0 ρ ρˆ − 445 xˆi∂5t xi − 445
...
a j
Table 4. Next-to-Leading order contribution to the 6d EM self-force, scalar (electric  = +) sector
` p pˆ src Lˆ/q2 F j/q2
2 0 0 ρ ρˆ 1252 xˆ
j δ
δxj
[xixk]∂
7
t [x
ixk − 15x2δik] 1126 [xi∂7t (xixj)− 15xj∂7t x2]
1 1 0 ρ ρˆ − 1105 xˆj δδxj [x2xi]∂7t xi − 1105 [x2∂7t xj + 2xjxi∂7t xi]
1 0 1 ρ ρˆ − 1105 xˆi∂7t (xix2) − 1105∂7t (x2xj)
1 0 0 jr ρˆ
1
45 xˆ
i∂6t [vkx
kxi]
1
45∂
6
t (x
jxiv
i)
1 0 0 ρ jˆr − 145 xˆj δδxj [vkxkxi]∂6t xi − 145 [xivi∂6t xj + vjxi∂6t xi − ddt(xjxi∂6t xi)]
4Kosyakov [21] gives a result for the power at d = 6 that seems to agree at LO but disagree at NLO
with our and with Galt’sov’s result.
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Table 5. Next-to-Leading order contribution to the 6d EM self-force, from vector (magnetic  = −)
sector
` p pˆ Lˆ/q2 F j/q2
1 0 0 − 190 xˆi δδxi [rjvk]∂5t (rjvk − rkvj) − 190
(
2vi∂
5
t [x
jvi − xivj ] + xi∂5t [xjai − xiaj ]
)
Dissipated power. Similarly to (2.54), we compute the power of the RR force on the
accelerating charge, now using (3.35):
PRR = −~v · ~F = −dx
i
dt
δLˆ
δxi
∣∣∣∣∣
~ˆx→~x
=
∑
L
(−)`+ d2
(2`+ dˆ)!!dˆ!!
[
`+ dˆ
`
dxi
dt
δQL(E)
dxi
·∂2`+dˆt Q(E)L +
`2dˆ
(`+1)(`+dˆ−1)
dxi
dt
δQL(M)
dxi
·∂2`+dˆt Q(M)L
]∣∣∣∣∣
~ˆx→~x
.
(3.49)
The time-averaged power is found using∫
dt
dxi
dt
∂QL(E)
∂xi
=
∫
dt
dQL(E)
dt
,
∫
dt
dxi
dt
δQL(M)
δxi
=
∫
dt
dQL(M)
dt
, (3.50)
followed by `+ dˆ−12 integrations by parts (and recalling dˆ is odd), to be
<PRR> =
∑
L
1
(2`+ dˆ)!!dˆ!!
〈
R+1 (∂
`+ dˆ+1
2
t Q
L
(E))
2 +R−1
D`(dˆ+ 1, 1)
D`(dˆ+ 1, 0)
(∂
`+ dˆ+1
2
t Q
L
(M))
2
〉
(3.51)
=
∑
L
(`+dˆ)
`(2`+dˆ)!!dˆ!!
〈(
∂
`+ dˆ+1
2
t Q
L
(E)
)2〉
+
∑
L
`2
(`+1)(`+dˆ−1)(2`+dˆ)!!(dˆ−1)!!
〈(
∂
`+ dˆ+1
2
t Q
L
(M)
)2〉
=Prad .
In the 4d case, we recognize this result as Ross’ eq.(52) [35] (with a 4pi normalization factor,
and re-introducing the 1`! factor for comparison, see Appendix B.1).
4 Summary of results
In this section we summarize the essential definitions and main results obtained in the
paper. We use bessel-like functions defined (B.8) as
j˜α := Γ(α+ 1)2
αJα(x)
xα
= 1 + . . . , (4.1)
where Jα(x) is the Bessel function of the first kind. x
TF
L =
[
xk1 . . . xk`
]TF
are trace-free
tensor products of spatial position vectors (2.6), using the summation conventions of (B.1).
We write the radiation reaction (RR) effective action Sˆ in terms of the system’s multipoles
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QL and their doubled counterparts Qˆ = δQδρ ρˆ (1.2), and find the EOM by variation of Sˆ
with respect to hatted fields (1.1).
For a massless scalar field coupled to sources
SΦ =
1
2Ωdˆ+1G
∫
(∂µΦ)
2ddx−
∫
ρΦddx , (4.2)
we find the radiative multipoles to be
QL =
∫
dDx j˜
`+ dˆ
2
(ir∂t)x
TF
L ρ(~r, t) . (4.3)
In even-dimensional spacetime, outgoing radiation is given by
Φ(~r, t) =
G
dˆ!!
r−
dˆ+1
2
∑
L
nL∂
`+ dˆ−1
2
t QL(t− r) , (4.4)
and the power dissipated through it is
E˙ =
∑
L
G
dˆ!!(2`+ dˆ)!!
〈
(∂
`+ dˆ+1
2
t Q
L)2
〉
=
∑
L
G
`!dˆ!!(2`+ dˆ)!!
〈
(∂
`+ dˆ+1
2
t Q
STF
k1k2···k`)
2
〉
. (4.5)
Elimination of system & radiation zone fields gives the radiation reaction (RR) effective
action
SˆΦ = G
∫
dt
∑
L
(−)`+ dˆ+12
dˆ!!(2`+ dˆ)!!
QˆL∂2`+dˆt QL . (4.6)
In odd-dimensional spacetime, frequency domain results are similar to those of the even
dimensional case. In the time domain, outgoing radiation is given by
Φ(~r, t) =
−G√
2pidˆ!!
r−
dˆ+1
2
∑
L
nL∂
`+ dˆ
2
t
∫ t−r
−∞
QL(t
′)
|t− r − t′|1/2
dt′ , (4.7)
and the RR effective action by
SˆΦ = G
∫ ∞
−∞
dt
∑
L
(−)`+ dˆ2
dˆ!!(2`+ dˆ)!!
QˆL(t)
[(
1
2
H(2`+ dˆ)−H(`+ dˆ
2
)
)
∂2`+dˆt QL(t)
−
∫ t
−∞
dt′
(
1
t− t′∂
2`+dˆ
t′ QL(t
′)
)∣∣∣∣
regularized
]
, (4.8)
where the regularization is discussed in Sec. 2.3. The coefficient of the local term in (4.8)
above is not universal but depends on the short-distance details of the system.
For an EM field coupled to sources
S = − 1
4Ωdˆ+1
∫
FµνF
µνrdˆ+1ddx−
∫
AµJ
µrdˆ+1ddx , (4.9)
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we find the following electric and magnetic multipoles
QL(E) =
1
`+ dˆ
∫
dDxxLTF
[
1
r`+dˆ−1
(
r`+dˆj˜α(ir∂t)
)′
ρ(~x)− j˜α(ir∂t) ∂t ~J(~x) · ~x
]
,
QLℵ(M) =
∫
dDx j˜
`+ dˆ−1
2
(ir∂t)
[
k` ℵa b r
a JbxL−1
]STF
, (4.10)
where ℵ is an antisymmetric multi-index (3.3). Radiation in even spacetime dimensions is
given by
A(~r, t) =
1
dˆ!!
r−
dˆ+1
2
∑
L
R1n
L∂
`+ dˆ−1
2
t Q

L(t− r) , (4.11)
where  is (+) for the electric sector and (−,ℵ) for the magnetic sectors, and
R+1 =
`+ dˆ
`
; R−1 =
`
`+ dˆ
. (4.12)
The RR effective action in even spacetime dimensions is
SˆEM =
∫
dt
∑
L
(−)`+ dˆ+12
dˆ!!(2`+ dˆ)!!
[
`+ dˆ
`
Qˆ
(E)
L · ∂2`+dˆt QL(E) +
`2dˆ
(`+1)(`+dˆ−1)Qˆ
(M)
L · ∂2`+dˆt QL(M)
]
.
(4.13)
The case of the EM field in non-even (and in particular odd) spacetime dimensions is
treated in a similar manner to the scalar case, and similar non-local “tail” expressions
appear:
SˆEM =
∫
dt
∑
L
(−)`+ dˆ+12
dˆ!!(2`+ dˆ)!!
[
`+ dˆ
`
S(E)(t) +
`2dˆ
(`+1)(`+dˆ−1)S
(M)(t)
]
, (4.14)
S(E/M)(t) = Qˆ
(E/M)
L (t)
[(
1
2
H(2`+ dˆ)−H(`+ dˆ
2
)
)
∂2`+dˆt Q
L
(E/M)(t)
−
∫ t
−∞
dt′
(
1
t− t′∂
2`+dˆ
t′ Q
L
(E/M)(t
′)
)∣∣∣∣
regularized
]
. (4.15)
5 Discussion
In this paper we formulated an EFT describing radiative effects in scalar and EM theories
in general spacetime dimensions and applied it to solve for the radiation and radiation
reaction effective action in these cases, thereby generalizing the 4d treatment of paper
I. We found that the method devised there naturally generalizes to higher dimensions,
providing new results even in these linear, well studied theories (see section 4) and laying
a solid foundation for the study of such effects in higher dimensional GR.
Some dimension-dependent issues that need to be handled with care appeared. One
of them is the tail effect in odd spacetime dimensions (and, formally, in all non-even d),
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which is due to indirect propagation - propagation not restricted to the lightcone. We
found that while frequency domain analyses of any spacetime dimensions are similar, time
domain results are substantially different. From our analysis’ point of view, the difference
is all due to different analytic properties of the fields and effective actions in the complex
frequency plane. It appears only when transforming the results into the time domain. In
particular, we find that in odd d the RR effective action is composed of a nonlocal part
which contains all the dissipative effects, and a local conservative part; while in even d the
RR effective action contains only a local part which is purely dissipative.
We remark that there has been debate [14–19, 21, 22] over the very possibility of
defining and regularizing self-force and radiation-reaction even in general even dimensions.
We hope our independent method and results for scalar and EM fields in any dimension
help shed new light on the matter.
Another important issue appeared when treating fields with nonzero spin, namely the
issue of having multiple fields, and the associated question of gauges. Here these arose
in the case of the EM field of spin 1. One of the main ideas of our method is the use of
gauge-invariant spherical fields and the reduction of the problem to 1d. This was done
with a vector spherical harmonic decomposition. In 4d, the electric field (which behaves
like a scalar on the sphere) and magnetic field (which behaves like a vector on the sphere)
are very similar - one is a vector field and the other an axial vector field. However, the
magnetic field is more generally a two-form field. This is more visible when working in
d > 4, where for example one obtains essentially different multipoles for these two sectors,
which live in different representations of the rotation group. Going to higher spins in higher
dimensions, more sectors appear - a rank-2 tensor sector in GR, etc.
The main complication that arises in the gravitational case is the theory’s nonlinearity.
Although for the leading order the linearized theory suffices, just as in 4d, going to higher
order one would need to include nonlinear interactions - a +1PN correction from first
system zone nonlinearities, +1.5PN from first radiation zone nonlinearities, and so on.
Also, there is a PN order hierarchy between the different sectors: only the scalar sector is
needed for leading order, for next-to-leading (+1PN) order the vector sector must also be
accounted for, and at next-to-next-to-leading (+2PN) order the tensor sector also begins
to contribute. We treat the general d gravitational 2-body problem and its non-linearities
separately in [49].
It would be interesting to use and enhance our method in the study of higher order
radiation zone effects (first in 4d). For example, one can replace the Bessel functions in our
propagators with Regge-Wheeler/Zerilli functions (solutions for gravitational perturbations
around non-rotating black holes) and compare results for an observable - e.g., emitted
radiation - to those obtained by the usual EFT sum of diagrams for scattering of waves off
the total mass of the system. This could both improve the EFT and give insight on the
problem from a new angle.
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A Solution without zone separation
A.1 Scalar field
Looking back at the field equation for a scalar field Φ (2.2) using the spherical decompo-
sition (2.4,2.5, 2.10,2.11,2.13), we see that it can be solved using the propagator (2.16),
yielding (r>r′)
Φω(~r) =
∑
L
xLΦLw(r) =
∑
L
xL
∫
dr′GΦret(r, r
′)ρΦLω(r
′)
= −iG
∑
L
ω2`+dˆM`,dˆ x
Lh˜+α (ωr)
∫
dDx′j˜α(ωr′)x′Lρω(~r
′) . (A.1)
Restricting to even integer spacetimes d (odd dˆ), the self-force arises only from the time-
asymmetric part of the propagator. Since y˜α contains only odd powers of ω and j˜α only even
powers, by expanding the spherical Bessel functions as series we find the time-asymmetric
propagator is given by
Goddω (~r, ~r
′) = −iG
∑
L
ω2`+dˆM`,dˆ x
Lj˜α(ωr)j˜α(ωr
′)x′L
= G
∑
L
(−)`+ dˆ−12 (2`+ dˆ)!!
dˆ!!
∞∑
p=0
∞∑
pˆ=0
(−iω)2`+2p+2pˆ+dˆr2pˆxLr′2px′L
(2pˆ)!!(2`+ 2pˆ+ dˆ)!!(2p)!!(2`+ 2p+ dˆ)!!
,(A.2)
and
Φω(~r) =
∫
dDx′Goddω (~r, ~r
′)ρω(~r ′) . (A.3)
Here we find it more direct to use the {r, r′} basis rather than the Keldysh basis. The
lagrangian for the self-interactions of a scalar-charged point particle q described by (2.46)
is given in the by
Lω =
∫
dDxρˆw(~r)Φw(~r) =
∫
dDxdDx′ρˆw(~r)Goddw (~r, ~r
′)ρw(~r) = (A.4)
= Gq2
∑
L
(−)`+ dˆ−12 (2`+ dˆ)!!
dˆ!!
∞∑
p=0
∞∑
pˆ=0
∞∑
s=0
∞∑
sˆ=0
Cppˆssˆ
`,dˆ
(−iω)2`+2p+2pˆ+dˆ (r2pv2sxL)(r′2pˆv′2sˆx′L),
Cppˆssˆ
`,dˆ
=
(2s− 3)!!(2sˆ− 3)!!
(2pˆ)!!(2`+ 2pˆ+ dˆ)!!(2p)!!(2`+ 2p+ dˆ)!!(2sˆ)!!(2s)!!
, (A.5)
similarly to the one given by (2.48), and where an `!−1 is implied by the summation
convention. The self-force on the particle is found using the Euler-Lagrange equation by
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first varying according to the difference in trajectories r − r′ (equivalent to the hatted
trajectory of the Keldysh basis), then setting r′→r; we see immediately that the force
found in (2.49) is recovered exactly.
A.2 Electromagnetic self-force in the Lorentz Gauge
We examine the EM action for the field Aµ in d spacetime dimensions (3.1), with a source
d-current
jµ = (ρ,~j), (A.6)
ρ = qδ(D)(x− xp(t)), (A.7)
~j = q ~vpδ
(D)(x− xp(t)). (A.8)
Under the Lorenz gauge condition, the wave equation (2.2) is replaced for the Electromag-
netic field Aµ = (φ, ~A) by
Aµ = Ωdˆ+1j
µ. (A.9)
These d independent equations are each of the form (2.2), except for an opposite overall
sign (and G = 1). We can thus use the same propagator (A.2), and we solve the d equations
using the same method as in the scalar case: we fourier transform each equation along with
its source, integrate using this propagator Godd in the frequency domain, and transform
back to find the d EM components, analogously to (A.3):
Aµω(~r) =
∫
dDx′Goddω (~r, ~r
′)jµw(~x
′). (A.10)
We note that for the scalar potential term A0 = φ, this is just equation (A.3) again, where
the only difference from the scalar case is the simpler source term (A.7) instead of (2.46), or
in other words the absence of the γ term. This means we will find the same contributions to
this potential term as we have found for the scalar potential, but without s > 0 corrections.
For Ak (k = 1..D), solving (A.10) is similar to solving (A.3), but with an additional v′k
present in jk:
φω(~r) = q
∑
L
(−)`+ dˆ+12 (2`+ dˆ)!!
dˆ!!
∞∑
p=0
∞∑
pˆ=0
(−iω)2`+2p+2pˆ+dˆr2pˆxLr2pp xLp
(2pˆ)!!(2`+ 2pˆ+ dˆ)!!(2p)!!(2`+ 2p+ dˆ)!!
,(A.11)
Akω(~r) = q
∑
L
(−)`+ dˆ+12 (2`+ dˆ)!!
dˆ!!
∞∑
p=0
∞∑
pˆ=0
(−iω)2`+2p+2pˆ+dˆr2pˆxLr2pp xLp vkp
(2pˆ)!!(2`+ 2pˆ+ dˆ)!!(2p)!!(2`+ 2p+ dˆ)!!
,(A.12)
and an `!−1 is implied by the summation convention.
We again solve order by order. The leading and next-to-leading orders are recorded in
tables 6,7,8.
– 28 –
Table 6. Leading order contributions from A0 and Ak
` p pˆ
A0/q = φ/q F j/q2
1 0 0 (−) d2 1
D!!dˆ!!
xi(x
i
p)
(D) (−) d2 +1 1
D!!dˆ!!
(xjp)(D)
Ak/q F j/q2
0 0 0 (−) d2−1 1
dˆ!!2
vkp
(dˆ)
(−) d2 1
dˆ!!2
(xjp)(D)
Table 7. Next-to-leading order contributions from A0
` p pˆ
A0/q = φ/q F j/q2
0 1 1 (−)
d
2−1
4D!!2
x2(x2p)
(d+1) (−)
d
2
2D!!2
xjp(x2p)
(d+1)
1 0 1 (−)
d
2
2dˆ!!(d+1)!!
x2xi(x
i
p)
(d+1) (−)
d
2−1
2dˆ!!(d+1)!!
[
2xjpxpi(x
i
p)
(d+1) + x2p(x
j
p)(d+1)
]
1 1 0 (−)
d
2
2dˆ!!(d+1)!!
xi(x
2
px
i
p)
(d+1) (−)
d
2−1
2dˆ!!(d+1)!!
(xjpx2p)
(d+1)
2 0 0 (−)
d
2−1
2dˆ!!(d+1)!!
[
xixk(x
i
px
k
p)
(d+1) − 1Dx2(x2p)(d+1)
] (−) d2
dˆ!!(d+1)!!
[
xpi(x
i
px
j
p)(d+1) − 1Dxjp(x2p)(d+1)
]
Table 8. Next-to-leading order contributions from Ak
` p pˆ Ak/q F j/q2
0 0 1 (−)
d
2−1
2D!!dˆ!!
x2(vkp)
(D) (−)
d
2−1
2D!!dˆ!!
[
2xjpvpkv
k
p
(D) − x2pvjp
(d) − 2(~rp · ~vp)vjp(D)
]
0 1 0 (−)
d
2−1
2D!!dˆ!!
(x2pv
k
p)
(D) (−)
d
2
2D!!dˆ!!
(x2pv
j
p)(d)
1 0 0 (−)
d
2
D!!dˆ!!
xi(x
i
pv
k
p)
(D) (−)
d
2
D!!dˆ!!
[
vpk(v
k
px
j
p)(D) − xpi(vjpxip)(d) − vpi(vjpxip)(D)
]
We derive the EM force from the Action for the particle trajectory in the EM field:
S = Sworldline + SEM = −m
∫
dτ −
∫
dτjµA
µ. (A.13)
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When deriving the E-L equation, the first part introduces the m~¨x term, while
SEM =
∫
dtq( ~A · ~v − φ) =
∫
dtLEM (A.14)
gives the EM force. We thus find
F jEM = q(vk
∂Ak
∂xj
− A˙j − ∂φ
∂xj
) = F jA + F
j
φ (A.15)
The leading and next-to-leading contributions to the self force are recorded in tables 6,7,8.
Summed together, we find the two leading orders of the total self force on an EM charge q
in d spacetime dimensions to be
~FLO = (−) d2 D − 1
(D − 2)!!D!!q
2~x(D)p , (A.16)
~F d=4NLO = +q
2
[
2
3
v2p~˙ap + 2(~vp · ~ap)~ap +
2
3
(~vp · ~˙ap)~vp
]
. (A.17)
~F d=6NLO = −q2
[
2
3
(~a2)~˙a+
2
3
(~a · ~˙a)~a+ 8
9
(~v · ~a)~¨a
+
8
9
(~v · ~˙a)~˙a+ 4
9
(~v · ~¨a)~a+ 8
45
(~v2)
...
~a +
4
45
(~v · ...~a )~v
]
. (A.18)
We see that the leading order matches ALD for d = 4 and Galt’sov for d = 6 (the numerical
factors are +23 and − 445 , correspondingly), and that the next-to-leading order also exactly
matches the expected ALD result for d = 4, and Galt’sov’s result for d = 6 (3.43) [25]. We
also record the emitted power for d = 6 (LO & NLO),
P d=6 = −~v ·
(
~F d=6LO +
~F d=6NLO
)
(A.19)
=q2
[
4
45
(~v ·...~a )+ 2
3
~a2(~v ·~˙a)+ 2
3
(~v ·~a)(~a·~˙a)+ 4
3
(~v ·~a)(~v ·~¨a)+ 8
9
(~v ·~˙a)2+ 4
15
~v2(~v ·...~a )
]
.
Code for computing the self-force for any even dimension is available on our webserver[48].
B Useful definitions and conventions
In this appendix we collect several definitions and conventions used in this paper.
B.1 Multi-index summation convention
Multi-indices are denoted by upper case Latin letters
I ≡ I` := (i1 . . . i`) . (B.1)
Here each ik = 1, . . . , D is an ordinary spatial index, and ` is the total number of indices.
We define a slightly modified summation convention for multi-indices by
PI QI :=
∑
l
PI` QI` :=
∑
`
1
`!
Pi1...i` Qi1...i` , (B.2)
– 30 –
so repeated multi-indices are summed over as in the standard summation convention, but
an additional division by `! is implied. When ` is unspecified the summation is over all `.
In addition a multi-index delta-like function is defined through
δI`J` := `! δi1j1 . . . δi`j` . (B.3)
These definitions are such that factors of `! are accounted for automatically.
B.2 Normalizations of Bessel functions
We find it convenient to define an origin-biased normalization of Bessel functions. We start
with conventionally normalized solutions of the Bessel equation[
∂2x +
1
x
∂x + 1− ν
2
x2
]
Bν(x) = 0 , (B.4)
where B ≡ {J, Y,H±}, namely B represents Bessel (of the first or second kind) and Hankel
functions, and ν denotes their order. Given α, we define
b˜α := Γ(α+ 1)2
αBα(x)
xα
, (B.5)
the “origin normalized” Bessel functions b˜α, which satisfy the equation (compare 2.15)[
∂2x +
2α+ 1
x
∂x + 1
]
b˜α(x) = 0 . (B.6)
The purpose of this definition is to have a simple behavior of j˜α in the vicinity of the origin
x = 0,
j˜α(x) = 1 +O
(
x2
)
. (B.7)
More precisely, the series expansion for j˜α(x) around x = 0 is given by the even series
j˜α(x) =
∞∑
p=0
(−)p (2α)!!
(2p)!!(2p+ 2α)!!
x2p . (B.8)
The asymptotic form of our solutions for x→∞ is best stated in terms of Hankel functions
h˜± := j˜ ± iy˜
h˜±α (x) ∼ (∓i)α+1/2
2α+1/2Γ(α+ 1)√
pi
e±ix
xα+1/2
. (B.9)
Around x = 0 the Bessel function of the second kind for α non-integer is
y˜α(x) =
Γ(α+ 1)2α
xα
cos(αpi)Jα(x)− J−α(x)
sin(αpi)
=
Γ(α+ 1)2α
sin(αpi)
∞∑
p=0
(−)p
(2p)!!
x2p
2p
[
cos(αpi)
2αΓ(p+ α+ 1)
− 2
αx−2α
Γ(p− α+ 1)
]
, (B.10)
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while for integer α = n, using (c.f. equation (9.1.11) of [50]) it is given by
y˜n(x) = −2(2n)!!
pi
n∑
m=1
(2m− 2)!!
(2n− 2m)!!x
−2m +
2
pi
ln
(x
2
)
j˜n(x)
−(2n)!!
pi
∞∑
k=0
[ψ(k + 1) + ψ(n+ k + 1)]
(−)k
(2k)!!(2n+ 2k)!!
x2k , (B.11)
where ψ is the digamma function, defined for integers using the Harmonic numbers H(N)
and the Euler-Mascheroni constant γ:
ψ(N + 1) = H(N)− γ. (B.12)
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