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In social networks, interaction patterns typically change over time. We study opinion dynamics
in tie-decay networks, in which tie strength increases instantaneously when there is an interaction
and decays exponentially between interactions. Specifically, we formulate continuous-time Laplacian
dynamics and a discrete-time DeGroot model of opinion dynamics in tie-decay networks, and we
carry out numerical computations for the continuous-time Laplacian dynamics. We examine the
speed of convergence by studying the spectral gap of combinatorial Laplacian matrices of tie-decay
networks. First, we examine the spectral gaps of tie-decay networks from empirical data. Intuitively,
we expect small tie-decay rates to lead to fast convergence, because the influence of each interaction
event between a pair of nodes lasts longer for smaller decay rates. Moreover, as time progresses
and more interaction events occur, we expect to observe convergence to proceed. However, we
demonstrate that the spectral gaps need not decrease monotonically with respect to the decay
rate or increase monotonically with respect to time. Second, we compare the spectral gaps of
these empirical networks with corresponding randomized and aggregate networks. We find that
the spectral gaps of the empirical networks tend to be smaller than those of the randomized and
aggregate networks. This highlights the importance of the interplay between the times that edges
arise and decay in temporal networks.
I. INTRODUCTION
One can represent the structure of many natural, so-
cietal, and engineered systems as networks [1]. The sim-
plest type of network is a graph, which consists of a set
of nodes (such as individual humans) and a set of edges,
each of which connects a pair of nodes. The qualitative
dynamics of many types of dynamical processes that con-
sist of interacting elements (i.e., nodes) — including the
spread of infectious diseases, opinion formation, synchro-
nization, and cascading failures in power grids — depend
considerably on network structure [2–4].
In the present paper, we consider models of opinion
dynamics. People in a social network have different opin-
ions, and the opinions of people can change as they influ-
ence each other [5, 6]. Examples include choosing among
candidates in an election, debating topics in online fo-
rums, and collective decision-making in animal flocks.
Models of opinion dynamics aim to explore the emer-
gence of consensus, persistent disagreement, transitions
between consensus and disagreement, and the influence
of heterogeneity among individuals, the effect of media
∗ naokimas@buffalo.edu
on opinion dynamics, and more [2–4, 6–11]. Many pre-
vious studies have examined opinion dynamics in time-
independent networks and have illustrated rich phenom-
ena, such as the probability to reach consensus and the
time to reach it, the emergence of different opinion clus-
ters, the influence of stubborn individuals on persistent
disagreement, and the effects of network structure on
these phenomena [5, 6, 8, 9]. However, the structure
of most social networks changes in time [12–14]. Individ-
uals move from one place to another during their lives,
friendships form and dissipate, interactions differ dur-
ing weekdays versus weekends and during the day versus
at night, and so on. This yields time-varying networks,
which are often called “temporal networks” [12–15]. One
can also examine dynamical processes, such as opinion
dynamics, on temporal networks [16–19]. In such scenar-
ios, both the structure of a network and the states of its
nodes and/or edges change in time.
Although various time-dependent networked systems
evolve continuously in time, it is a common practice
to aggregate interactions into homogeneous and discrete
time windows to facilitate analysis of them [14, 15]. If one
is not careful about examining the relative time scales of
dynamical processes on a network and temporal changes
in network structure (or if multiple time scales or bursti-
ness are involved in one or more of these processes), then
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2aggregating network changes into discrete time windows
may lead to qualitatively incorrect conclusions. Such sit-
uations have motivated investigations of the size of the
aggregation time windows and development of methods
to allow them to be heterogeneous [20–23]. An alterna-
tive approach that avoids the use of discrete time win-
dows is to consider time-stamped events, such as conver-
sation events, between pairs of nodes as the objects of
interest [12, 13, 15]. Because events between node pairs
are often bursty in social networks [12, 24–27], it is criti-
cal to carefully consider both the sizes and boundaries of
time windows.
Despite the wealth of previous studies of temporal net-
works, we still lack robust and principled frameworks to
study temporal network data that comes in the form of
a list or stream of time-stamped events. A promising
framework for studying temporal networks in continuous
time is “tie-decay networks” [28, 29], in which one distin-
guishes the concepts of interactions and ties. Interactions
represent discrete contacts, and ties represent relation-
ships between entities that change continuously in time.
The strength of a tie decays in time and increases instan-
taneously by some amount upon an interaction event.
Importantly, tie-decay networks do not impose a hard
partitioning of the set of the interaction events into dis-
crete time windows. In the context of opinion dynamics,
the use of a tie-decay network implies that the effect of
each event on the opinion of the two nodes in an interac-
tion lasts for some time after the time of the event.
In the present paper, we study opinion dynamics in
tie-decay networks. We examine continuous-time Lapla-
cian dynamics [30] and a discrete-time DeGroot model
of opinion dynamics [31] in tie-decay networks, and we
carry out numerical computations for the continuous-
time Laplacian dynamics. We examine the convergence
speed of opinion dynamics that arise from a time-varying
combinatorial Laplacian matrix in tie-decay networks
that we construct from empirical data. We also compare
the convergence speed of opinion dynamics on original
tie-decay networks to such dynamics on randomized and
aggregate networks. We find that the convergence speed
of opinion dynamics in tie-decay networks from the em-
pirical data tends to be slower than in the randomized
and aggregate networks. Interestingly, we also find that
the convergence speed need not decrease monotonically
with respect to the decay rate and the convergence need
not proceed monotonically with respect to time.
Our paper proceeds as follows. In Sec. II, we formu-
late continuous-time Laplacian dynamics and a discrete-
time DeGroot model of opinion dynamics in tie-decay
networks. In Sec. III, we describe how we generate ran-
domized and aggregate networks from a given temporal
network. In Sec. IV, we describe six empirical data sets
that we examine. In Sec. V, we show the results of our
numerical computations for the continuous-time Lapla-
cian dynamics in tie-decay networks that we construct
from these data sets. In Sec. VI, we conclude and discuss
the implications of our work.
II. OPINION DYNAMICS IN TIE-DECAY
NETWORKS
We consider both continuous-time and discrete-time
opinion dynamics in tie-decay networks. Specifically,
we formulate continuous-time Laplacian dynamics and
a discrete-time DeGroot model of opinion dynamics in
tie-decay networks. The continuous-time Laplacian dy-
namics that we observe at the discrete times when events
occur is a DeGroot model.
A. Tie-decay networks and opinion dynamics
We start by briefly describing tie-decay networks [28].
With a tie-decay network framework, we distinguish be-
tween interactions (which represent discrete contacts)
and ties (which represent relationships that change con-
tinuously in time). Assume that there are N nodes, and
let B(t) be an N ×N time-dependent matrix with real,
non-negative entries bij(t) for all node pairs (vi, vj). The
entry bij(t) encodes the strength of the tie from node vi
to node vj at time t. The tie strength (i.e., edge weight)
bij(t) evolves according to the following two rules. First,
in the absence of interactions, ties decay exponentially in
time; specifically,
dbij
dt = −αbij , where α ≥ 0 is the decay
rate. Second, if an event occurs on the edge from vi to
vj at time t, then the tie strength bij(t) grows instanta-
neously by 1.
In the following subsections, we formulate opinion dy-
namics in tie-decay networks. We assume that each node
has a real-valued opinion that changes continuously in
time. Each node vi updates its opinion such that (1) the
magnitude of the opinion change in one unit of time is
the sum of the influence over all of the in-neighbors of
node vi, (2) the influence of each in-neighbor vj on vi
depends on the difference between vi’s opinion and vj ’s
opinion, and (3) the influence of vj on vi is proportional
to the tie strength bji(t).
B. Laplacian dynamics
Let L(t) denote the combinatorial Laplacian matrix,
which we construct from the set of the events at time
t. For i 6= j, the (i, j)th entry Lij(t) of L(t) is −1 if
there is a directed edge from node vi to node vj ; other-
wise, Lij(t) = 0. The diagonal element Lii(t) is equal to
the out-degree of node vi for each i ∈ {1, . . . , N}. Let
L˜(t) denote the combinatorial Laplacian matrix of the
tie-decay network at time t, which refers to the time im-
mediate after the occurrence of any events at time t. The
matrix L˜(t) includes the effect of the events at time t and
those at t′ < t. Given the combinatorial Laplacian ma-
trix of a tie-decay network at time tn−1 and the events
at time tn, the dynamics of the combinatorial Laplacian
3matrix of the tie-decay network satisfy
L˜ij(tn) = L˜ij(tn−1) exp [−α(tn − tn−1)] + Lij(tn) . (1)
Assume that the initial events in a network occur at
time t0 ≡ 0 and that the next events (at some edges)
occur at time t1. This yields
L˜(t) = L˜(0)e−αt , (2)
where L˜(0) = L(0) and 0 ≤ t < t1.
Let x denote the N -dimensional row vector of the opin-
ions of the nodes in our tie-decay network. Assume that
x obeys combinatorial Laplacian dynamics in continuous
time:
dx
dt
= −xL˜(t)> = −xL˜(0)>e−αt
(with 0 ≤ t < t1) , (3)
where > represents the transposition. When there is only
a single interaction at time t, the solution to Eq. (3) is
x(t) = x(0) exp
[
L˜(0)>
α
(e−αt − 1)
]
(with 0 ≤ t < t1) . (4)
However, we have a stream of events, so we also need
to consider other time intervals. We therefore need a
more general version of Eq. (4) for the time intervals
t1 ≤ t < t2, t2 ≤ t < t3, . . ., tn−1 ≤ t < tn and write
x(t) = x(tn′−1) exp
[
L˜(tn′−1)>
α
(e−α(t−tn′−1) − 1)
]
(with tn′−1 ≤ t < tn′ , n′ ∈ {1, 2, . . .}) .(5)
Using Eq. (5), we obtain
x(tn) = x(0)M(tn) , (6)
where
M(tn) =exp
[
L˜(0)>
α
(e−αt1 − 1)
]
× exp
[
L˜(t1)
>
α
(e−α(t2−t1) − 1)
]
× · · ·
× exp
[
L˜(tn−1)>
α
(e−α(tn−tn−1) − 1)
]
. (7)
The matrix M(tn) has an eigenvalue of 1 because each
exponential matrix on the right-hand side of Eq. (7) has
an eigenvalue of 1, with corresponding left eigenvector
(1, . . . , 1).
One can also express Eq. (7) in terms of streaming
data. Given the state at time tn (right before the events
at time tn) and the combinatorial Laplacian matrix of
a tie-decay network at time tn (right after the events at
time tn), the state at time tn+1 (right before the events
at time tn+1) is
x(tn+1) =x(tn)
× exp
[
L˜(tn)
>
α
(
e−α(tn+1−tn) − 1
)]
. (8)
C. DeGroot model of opinion dynamics
We use the discrete-time DeGroot model [32, 33] as
a model of opinion dynamics. We consider discrete
time steps of length ∆t. Let y = (y1, . . . , yN ) denote
the N -dimensional row vector of the opinions of the
nodes. Because time is discrete, we examine y(n∆t) with
n = 0, 1, 2, . . ..
Let A(n∆t) denote the adjacency matrix that we con-
struct from the set of the events at time n∆t, and let
A˜(n∆t) denote the adjacency matrix of the tie-decay net-
work at time n∆t. The matrix A˜(n∆t) includes the ef-
fect of the events at time n∆t, as well as the effect of
exponentially decaying A(n′∆t), with n′ < n. Given the
adjacency matrix at t = (n − 1)∆t and the events at
time t = n∆t, the dynamics of the adjacency matrix of
the tie-decay network are
A˜ij(n∆t) = A˜ij((n− 1)∆t)e−α∆t +Aij(n∆t) , (9)
with the convention that A˜ij(−∆t) = 0. The update rule
in the DeGroot model is
yi((n+ 1)∆t) =
N∑
j=1
yj(n∆t)B˜ji((n+ 1)∆t) , (10)
where
B˜ij(n∆t) =
A˜ij(n∆t)∑N
i=1 A˜ij(n∆t)
. (11)
Equation (10) implies that
y(n∆t) = yinitB˜(0)B˜(1) · · · B˜(n∆t) , (12)
where yinit is the initial condition before streaming net-
work data arrives at time t = 0.
The matrix B˜(0)B˜(1) · · · B˜(n∆t) has an eigenvalue
equal to 1, because each matrix B˜(n′∆t), with n′ ∈
{0, 1, . . . , n}, has an eigenvalue of 1 with corresponding
left eigenvector (1, . . . , 1).
When written in terms of the composite map (7), we
see that the continuous-time Laplacian dynamics is in
fact a DeGroot model. The correspondence between
Eqs. (7) and (12) is given by
B˜(n) = exp
[
L˜(tn−1)>
α
(e−α(tn−tn−1) − 1)
]
. (13)
The column sum of the matrix on the right-hand side of
Eq. (13) is 1 for each column. This is consistent with
the normalization
∑N
i=1 B˜ij = 1 (with j ∈ {1, . . . , N}),
which follows from Eq. (11).
4III. GENERATION OF RANDOMIZED AND
AGGREGATE NETWORKS
We now discuss how we generate randomized and ag-
gregate networks. In this and the following sections, we
consider only undirected networks.
A. Randomized networks
We investigate the convergence speeds of continuous-
time Laplacian dynamics in tie-decay networks and com-
pare them with those of corresponding randomized net-
works. Among various methods to randomize temporal
networks [34], we consider four types of randomization
[12–15]. We explain each randomization method and
summarize them in Table I.
1. Interval shuffling: For each edge, we uniformly ran-
domly permute the inter-event times, except for fix-
ing the times of the first and last events. This type
of shuffling preserves the distribution of inter-event
times of each edge. It also preserves the structure
of an aggregate time-independent network, includ-
ing the weight of each edge, which we construct by
setting the weight of each edge to the number of
events between its incident nodes. However, inter-
val shuffling destroys the temporal correlations of
each edge and across different edges.
2. Shuffled time stamps: We replace time stamps of
two random events from different edges. Specifi-
cally, we first choose two edges uniformly at ran-
dom, choose one event uniformly at random for
each selected edge, and swap the two chosen events.
We repeat this procedure for the number of event
times in a network. This randomization method
preserves the number of events of each edge. It
also preserves the set of the event times of a net-
work, including the multiplicity of each event time.
However, shuffling time stamps destroys the distri-
bution of inter-event times of each edge.
3. Random times: For each edge, we redistribute the
same number of events as the original number in-
dependently according to a uniform density on the
time window of [0, T ], where T is the time of the
last event in the network. This procedure corre-
sponds approximately to assigning an independent
Poisson process to each edge. For each edge, the
rate of this process is equal to the number of events
of edge divided by T .
4. Random edge shuffling: We pick a pair of edges
that we choose uniformly at random with two new
edges. Specifically, we pick two edges, (vi, vj) and
(vi′ , vj′), uniformly at random. We then replace
(i.e., rewire) the two edges (vi, vj) and (vi′ , vj′) by
the edges (vi, vj′) and (vi′ , vj). This preserves the
time stamps of the two edges. We repeat this pro-
cedure for the number of event times. In contrast to
the previous three types of randomization, random
edge shuffling destroys the structure of the aggre-
gate time-independent network in which the weight
of each edge is the number of events between its in-
cident nodes.
B. Aggregate networks
We now compare the convergence speed of the dynam-
ics on tie-decay networks with that in the corresponding
aggregate networks with the same mean over time of the
edge weight for each edge. The aggregate networks that
we consider correspond to an assumption that events oc-
cur in an uncorrelated fashion [35]. Given a temporal
network, we define the weight wij of edge eij of the ag-
gregate network by
wij =
1
T
∑
`
∫ T
t(i,j,`)
exp(−α(x− t(i, j, `)))dx , (14)
where t(i, j, `) is the time of the `th event on edge eij .
Note that wij is equal to the mean over time of the weight
of edge eij in the tie-decay network.
IV. DATA SETS
We construct tie-decay networks from the following six
data sets.
Hypertext: This data set was collected during the
ACM Hypertext 2009 conference over about 2.5 days
[36, 37]. We construct a time-dependent network of face-
to-face proximity of conference attendees. The data set
has a time resolution of ∆t = 20 seconds. This “time
resolution” is defined as the interval between consecutive
observations of events. Each entry in the data set has the
form (t, i, j), where vi and vj are the IDs of the persons
in contact and t is the time of the event. This data set
has 113 nodes, 2,196 edges, and 20,818 events. One of
these nodes is an almost isolated node that has only one
edge (with two events). In Appendix A, we study influ-
ence of this node on the convergence speed of the opinion
dynamics.
Workplace: This data set consists of the contacts
between individuals in an office building in France from
June 24 to July 3 in 2013 [38, 39]. The time resolution
of the data set is ∆t = 20 seconds. The network has 92
nodes, 755 edges, and 9,827 events.
Hospital: This data set consists of the contacts be-
tween individuals, where the individuals are either pa-
tients or healthcare workers (HCWs), in a hospital ward
in Lyon, France from Monday 6 December 2010 at 1:00
pm to Friday 10 December 2010 at 2:00 pm [40, 41]. The
study includes 29 patients and 46 HCWs. The time res-
olution of the data set is ∆t = 20 seconds. The network
has 75 nodes, 1,139 edges, and 32,424 events.
5TABLE I. Comparison of the randomization methods. (The symbol ‘P’ stands for preserved, and the symbol ‘D’ stands for
destroyed.)
Temporal
correlations
Distribution of inter-event
times of each edge
Number of events
at each time step
Structure of
aggregate network
References
Interval shuffling D P D P [15, 34]
Shuffled time stamps D D P P [12–15, 34]
Random times D D D P [12–15, 34]
Random edge shuffling D D P D [12, 13, 15, 34]
Primary School: This data set consists of the con-
tacts between 232 primary school children and 10 teach-
ers in France [42–44]. The people were recorded during
two consecutive days in October 2009. The time resolu-
tion of the data set is ∆t = 20 seconds. The network has
242 nodes, 8,317 edges, and 125,773 events.
High School: This data set consists of the contacts
between students in three classes in a high school in Mar-
seille, France [45, 46]. The people were recorded for four
consecutive days in December 2011. The time resolution
of the data set is ∆t = 20 seconds. The network has 126
nodes, 1,710 edges, and 28,561 events.
Reality Mining: This is a subset of the data that
were collected in an experiment that was conducted with
students at Massachusetts Institute of Technology over
nine months from September 2004 to May 2005 [47]. This
subset of the data was also used in Refs. [48] and [49].
The students were given smartphones, and their pairwise
proximity was recorded via the Bluetooth channel. The
time resolution of the data set is ∆t = 5 seconds. The
network has 64 nodes, 722 edges, and 13,131 events.
In Table II, we summarize the number of nodes, the
number of edges, the number of events, the mean number
of events per node, and the time resolution for these six
data sets.
V. CONVERGENCE SPEED OF LAPLACIAN
DYNAMICS IN TIE-DECAY NETWORKS
We numerically examine the convergence speed of the
continuous-time Laplacian dynamics in tie-decay net-
works (see Sec. II B) that we construct from the empiri-
cal data sets from Sec. IV. We compare the convergence
speed of the same model in the empirical tie-decay net-
works with those in the randomized and aggregate net-
works from Sec. III.
A. Spectral gap as a function of the decay rate α
For the continuous-time Laplacian dynamics in tie-
decay networks, we quantify the convergence speed of
opinion dynamics by the spectral gap [50] of the ma-
trix M(tn). The spectral gap of M(tn) is defined by
the difference between the largest eigenvalue in modu-
lus of M(tn) and the second-largest eigenvalue [51–53].
The largest eigenvalue of M(tn) is equal to 1. Because
the eigenvalue 1 has the corresponding left eigenvector
(1, . . . , 1), which is the consensus state, Eq. (6) implies
that the spectral gap of M(tn) quantifies the speed at
which consensus occurs in the continuous-time Laplacian
dynamics in tie-decay networks between times 0 and tn.
A large spectral gap implies a fast approach to consen-
sus. For the discrete-time DeGroot model (see Sec. II C),
the speed of convergence is governed by the spectral gap
of the product of the B˜ matrices in Eq. (12).
In Fig. 1, we show the spectral gap of M(T ) for tie-
decay networks that we construct from the aforemen-
tioned six data sets. From this figure, we see that larger
values of α (i.e., faster tie decay) tend to lead to smaller
spectral gaps of M(T ) (i.e., slower convergence speed).
This makes intuitive sense, because a large decay rate
implies that there are weaker ties between nodes. Addi-
tionally, in three of the six data sets, the spectral gap of
M(T ) does not decrease monotonically with α. This is
counterintuitive, so it is worth further exploration.
As a quick check, we calculate the spectral gap of each
factor of M(T ) as a function of α. Recall that such a
factor takes the form
exp
[
L˜(tn−1)>
α
(e−α(tn−tn−1) − 1)
]
, (n ∈ {1, 2, . . .}) .
(15)
We find that the spectral gap of each factor (15) of M(T )
decreases monotonically with α for all the data sets. This
makes intuitive sense, so there is nothing “strange” at the
level of any single interval between event times (i.e., for
tn−1 < t < tn). Therefore, it seems that the product of
the factors of M(T ) leads to the above counterintuitive
result for three data sets.
B. Spectral gap as a function of time
To help understand the non-monotonicity of the spec-
tral gap of M(T ) as a function of the decay rate α,
we study the spectral gap as a function of time. In
Fig. 1, we observed non-monotonicity in three data
sets (Workplace, Hospital, and Reality Mining).
Among these data sets, the Reality Mining data set
has the most prominent non-monotonicity, which we ob-
serve between α ≈ 0.1 and α ≈ 1. Therefore, we focus
on three α values in [0.1, 1]. We show the spectral gap of
6TABLE II. Summary of the original networks of the six data sets.
Data set Nodes Edges
Number
of events
Mean number of
events per node
Time
resolution [seconds]
Hypertext 113 2,196 20,818 368 20
Workplace 92 755 9,827 214 20
Hospital 75 1,139 32,424 865 20
Primary School 242 8,317 125,773 1,039 20
High School 126 1,710 28,561 453 20
Reality Mining 64 722 13,131 410 5
M(tn) for the Reality Mining data set as a function of
time for α = 0.1, α = 0.5, and α = 1 in Fig. 2(a). In this
figure, we also show the number of events at each time
step. From this plot, we first observe that the magnitude
of the change in the spectral gap at each time does not
depend monotonically on the number of events. Second,
the spectral gap of M(tn) need not increase monotoni-
cally with time. Third, the dynamics of the spectral gap
of M(tn) depends on the decay rate α. For example,
the most drastic change in the spectral gap of M(tn) for
α = 0.5 and α = 1 occurs at tn = 29,925. At this time,
the increase in the spectral gap of M(tn) is the largest for
α = 1, followed by that for α = 0.5, and then by that for
α = 0.1. In fact, for α = 0.1, the spectral gap of M(tn)
changes little after tn = 29,925, which is why the spectral
gap of M(tn) for α = 0.5 exceeds that for α = 0.1 after
this time, whereas the spectral gap of M(tn) for α = 0.1
is still larger than that for α = 1. This results in the
non-monotonicity of the spectral gap of M(T ) that we
observed in Fig. 1.
FIG. 1. Comparison of the spectral gap of M(T ) in the six
data sets for a range of values of the decay rate α.
C. Transformation of the Fielder vector of the
existing matrix by the new matrix
In Fig. 2(a), it seems that the spectral gap of M(tn)
experiences a sudden increase with respect to time. We
hypothesize that such a sudden increase in the spectral
gap of M(tn) occurs between time tn and time tn+1 when
the time-independent network that we construct from the
events at time tn is effective at shrinking the length of
the normalized Fiedler vector of the matrix M(tn), where
we use an arbitrarily chosen vector norm to calculate the
length. Note that M(tn) indicates the matrix just before
the events at time tn. To try to explain this hypothesis,
we reexamine the matrix M(tn) and its spectral gap.
We rewrite Eq. (7) as
M(tn+1) = M(tn)Y (tn) , (16)
where n ≥ 1 and we define the square matrix Y (tn) by
Y (tn) = exp
[
L˜(tn)
>
α
(e−α(tn+1−tn) − 1)
]
. (17)
Under the assumption of diagonalizability, we decom-
pose the matrix M(tn) as follows:
M(tn) =
N∑
i=1
λiuivi , (18)
where λi is the ith eigenvalue of M(tn) in descending or-
der in terms of the modulus, ui is the associated right
eigenvector, and vi is the associated left eigenvector.
Note that λ1 = 1 and u1 = (1, . . . , 1)
>. We normal-
ize the eigenvectors such that viuj = δij , where δij is
the Kronecker delta. Let v2 denote the left Fiedler vec-
tor of M(tn). In general, we do not expect the matrices
M(tn) and Y (tn) to have the same eigenspace. However,
to explain the idea that underlies our hypothesis, we as-
sume for now an unrealistic situation in which Y (tn) and
M(tn) have the same eigenspace, such that their eigen-
vectors are the same. Let µi denote the eigenvalue of
Y (tn) that corresponds to the right and left eigenvectors
ui and vi. We write
Y (tn) =
N∑
i=1
µiuivi , (19)
7FIG. 2. The spectral gap of M(tn) for the Reality Mining data set as a function of time. We also show the number of
events at each time. (a) The spectral gap. (b) The ratio ‖w2‖/‖v2‖, which shows how much the time-independent networks
that we construct from the events at each time shrink the length of the normalized Fiedler vector of the matrix that represents
the existing tie-decay network.
and we note that µ1 = 1. Using Eqs. (16), (18), and (19),
we obtain
M(tn+1) = M(tn)Y (tn) =
N∑
i=1
λiµiuivi . (20)
Equation (20) indicates that the spectral gap of M(tn+1)
is 1−min2≤i≤N{λiµi}. Recall that |λ2| ≥ · · · ≥ |λN |. For
a given M(tn+1), the spectral gap of M(tn+1) tends to be
large if |λ2µ2| is small, which tends to be the case when
|µ2| is small. Because Eq. (19) implies that v2Y (tn) =
µ2v2, the length of the Fiedler vector of M(tn) decreases
by a large amount as a result of multiplication by Y (tn) if
|µ2| is small. If |µ2| is small, the spectral gap of M(tn+1)
tends to be large. This explains our hypothesis that a
sudden increase in the spectral gap of M(tn) occurs when
the time-independent network that we construct from the
events at time tn is effective at shrinking the length of
the normalized Fiedler vector of M(tn).
In general, M(tn) and Y (tn) have different eigenspaces.
For general diagonalizable Y (tn), we can write
Y (tn) =
N∑
i=1
uiwi , (21)
where wi is an N -dimensional row vector. The jth ele-
ment of wi is the coefficient of ui when we express the jth
column of Y (tn) as a linear combination of u1,. . . ,uN .
Equation (21) indicates that one obtains wi = µivi
if M(tn) and Y (tn) have the same eigenspace. Using
Eq. (21), we obtain
v2Y (tn) = w2 , (22)
because viuj = δij . Therefore, the length of w2 repre-
sents how much the normalized Fiedler vector v2 shrinks
(or expands) in length by right-multiplying by the ma-
trix Y (tn). Because M(tn) and Y (tn) have different
eigenspaces in general, it is not true that w2 ∝ v2. How-
ever, if the length of w2 is small, then it is analogous
to having a small value of |µ2| in the hypothetical case
in which M(tn) and Y (tn) have the same eigenspace.
Therefore, in general, we expect that the spectral gap of
M(tn+1) increases by a large amount in response to right-
multiplication of M(tn) by Y (tn) if the length of w2 is
small. Based on this reasoning, we measure ‖w2‖/‖v2‖
as a function of time, where ‖ · ‖ is the 2-norm.
We show ‖w2‖/‖v2‖ for the Reality Mining data set
with several values of the decay rate (α = 0.1, α = 0.5,
and α = 1) in Fig. 2(b). The figure indicates that
‖w2‖/‖v2‖ depends on α in qualitatively different man-
ners at different times tn. For example, the decrease in
‖w2‖/‖v2‖ at tn = 29,925 is the largest for α = 1, fol-
lowed by that for α = 0.5, and then by that for α = 0.1.
By contrast, the decrease in ‖w2‖/‖v2‖ at tn = 24,020
is the largest for α = 0.1, followed by that for α = 0.5,
and then by that for α = 1. The decrease in ‖w2‖/‖v2‖
at tn = 24,115 is the largest for α = 0.5. These results
are consistent with the dependence of the spectral gap
on α and t in Fig. 2(a). In other words, the spectral gap
of M(tn) in Fig. 2(a) tends to increase when the ratio
‖w2‖/‖v2‖ is small in Fig. 2(b). We obtain the same
qualitative results for the Workplace and Hospital
data sets (see Appendix B).
To develop intuition, we show an illustrative example
of a computation of ‖w2‖/‖v2‖ in Fig. 3. In this exam-
ple, we consider two temporal networks with three nodes.
They have the same set of events at time t0 = 0 but have
different events at time t1 = 1. Therefore, the tie-decay
networks of the two cases — which we label as case A
and case B — is the same for t ∈ [0, 1) but different for
t ≥ 1. We set the decay rate to be α = 1. Consider
the spectral gap of M(2), which is equal to M(1)Y (1)
by Eq. (16). The two tie-decay networks have the same
matrix M(1), but the matrix Y (1) is different for the two
networks. The spectral gap of M(2) is larger in case B
8than it is in case A. Consistent with this observation, the
ratio ‖w2‖/‖v2‖ is smaller in case B than it is in case A.
Consequently, we see that the event at time t1 is more ef-
fective at shrinking the normalized Fiedler vector v2 and
more effective at increasing the spectral gap of M(2) in
case B than it is in case A. Note that w2 is not paral-
lel to v2 in case A, because w2v2
>/(‖w2‖‖v2‖) ≈ 0.954,
which indicates thatM(1) and Y (1) do not have the same
eigenspace in case A.
D. Comparison of the spectral gap between the
original, randomized, and aggregate networks
We compare the original networks and randomized net-
works by calculating the spectral gap of M(T ) with de-
cay rates α = 0.01, α = 1, and α = 100. We show the
results for the six data sets in Fig. 4. For α = 0.01,
we observe that the spectral gaps of M(T ) for the ran-
domized networks are significantly larger than those for
the original networks in all cases except for interval shuf-
fling applied to the Hypertext, Workplace, Hospi-
tal, High School, and Reality Mining data sets (see
Figs. 4(a,d,g,j,m,p)). When α = 1, the spectral gaps
of M(T ) for the randomized networks are significantly
larger than those for the original networks in all cases
except for interval shuffling applied to the Hypertext,
Workplace, High School, and Reality Mining
data sets (see Figs. 4(b,e,h,k,n,q)). When α = 100, the
spectral gaps of M(T ) for the randomized networks are
significantly larger than those for the original networks
in all cases except for interval shuffling applied to the
Hypertext, Workplace, Hospital, High School,
and Reality Mining data sets and random times ap-
plied to the Workplace data set (see Figs. 4(c,f,i,l,o,r)).
Therefore, in a majority of the examined cases and for the
three values of α, the randomization increases the spec-
tral gap of M(T ), implying a faster convergence. The
spectral gap of M(T ) for the randomized networks for
random edge shuffling tends to be larger than those for
the other types of randomization. For example, take a
look at the randomizations for the Hospital and Pri-
mary School data sets for α = 100. Additionally, most
of the cases in which the randomization does not signifi-
cantly increase the spectral gap of M(T ) occur when we
use the interval-shuffling method of randomization. We
do not observe any situations in which the spectral gap
of M(T ) for the original network is significantly larger
than that for a randomized network.
We now compare the spectral gaps of M(T ) for the tie-
decay networks to those for the corresponding aggregate
networks. We set the weight of each edge to be equal
to the mean of the weights of that edge in the tie-decay
network over all times in the window [0, T ]. In Fig. 5,
we show the spectral gap of M(T ) for the temporal and
aggregate networks with decay rates of α = 0.01, α = 1,
and α = 100 for the six data sets. The figure suggests
that, for all of our data sets and all three of these de-
cay rates, the spectral gaps of M(T ) for the aggregate
networks are larger than those for the corresponding tie-
decay networks.
Our results for the aggregate networks are consistent
with those for the randomized temporal networks. This
makes intuitive sense, because (like the randomized tem-
poral networks) our aggregations of the networks destroy
the temporal structure of the original networks. Recall
that interval shuffling, shuffled time stamps, and random
times (which destroy the temporal structure of the event
sequences in the original data sets to different extents)
lead to spectral gaps of M(T ) that are larger than those
in the associated tie-decay networks.
VI. CONCLUSIONS
We studied opinion dynamics in tie-decay networks.
Specifically, we formulated continuous-time Laplacican
dynamics and a discrete-time DeGroot model of opin-
ion dynamics in tie-decay networks. Using numerical
computations, we studied the convergence speed of the
continuous-time Laplacian dynamics in tie-decay net-
works that we constructed from empirical social contact
data by calculating the spectral gap of the matrix M(tn),
which maps the initial state of the nodes to the state of
the nodes at time tn.
We examined the influence of the decay rate on the
spectral gap of M(tn). Intuitively, one expects a decrease
in the decay rate to accelerate the speed of convergence,
because the influence of each event lasts longer when the
decay rate is smaller. However, for some of the data sets,
the spectral gap of M(tn) does not decrease monotoni-
cally with respect to the decay rate. We also examined
the evolution of the spectral gap in time. As time pro-
gresses and more interactions occur, one intuitively ex-
pects the spectral gap to be large. However, we showed
empirically that the spectral gap need not increase mono-
tonically with respect to time.
We showed that how much the time-independent net-
works that we construct from the events at each time
shrink the length of the normalized Fiedler vector of the
matrix M(tn) depends on the decay rate. We observed
that this dependence was often non-monotonic with re-
spect to the decay rate and consistent with the behavior
of the spectral gap of M(tn).
The randomization methods that we considered often
increased the spectral gap in the examine temporal net-
works. We also showed that the aggregate networks al-
ways yielded a larger spectral gap than the original tie-
decay networks. These results are consistent with previ-
ous studies that illustrated that spreading dynamics can
be slower on temporal networks than on corresponding
aggregate networks [12, 16, 17, 19, 54–56].
There are many interesting future directions that build
on our results. For example, it is desirable to examine
how heterogeneous decay rates across different edges in-
fluence the convergence speed of opinion dynamics. Ad-
9FIG. 3. Two temporal networks that have the set of events at time t = t0 but different sets of events at time t = t1. We show
all of the eigenvalues and eigenvectors of matrix M(1) on the left. Because the two cases, which we denote by A and B, have
different events at time t1 = 1, the two cases have a different matrix Y (1), a different spectral gap of M(2), and a different
value of ‖w2‖/‖v2‖. We show the values of our computations to three digits of accuracy.
ditionally, it is worthwhile to examine functional forms of
tie-decay dynamics other than ones that take an exponen-
tial form. The observed non-monotonicity of the spectral
gap of M(tn) may be related to community structure in
temporal networks, and exploring this idea may yield in-
sights into bottlenecks of opinion dynamics between com-
munities. It is important to investigate whether this non-
monotonicity is a property of many dynamical processes
or instead results from some peculiarity of the dynamics
that we investigated. More generally, we have consid-
ered a rather specific form of opinion dynamics, and it
is important to investigate the behavior of other types
of opinion models (and spreading dynamics [57]) on tie-
decay networks.
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Appendix A: Influence of the almost isolated node
in the Hypertext data set
As we indicated in Sec. IV, the Hypertext data set
has 113 nodes. However, it has one almost isolated node
that has only one edge (with two events). In this ap-
pendix, we study the influence of the almost isolated node
on the spectral gap of M(T ) by excluding the almost iso-
lated node and the two events that are associated with
that node. In Fig. 6, we show the spectral gap of M(T )
when we construct the tie-decay networks without the
almost isolated node and the two associated events. We
again use decay rates of α = 0.01, α = 1, and α = 100. In
Figs. 4(a,b,c), we showed the spectral gap of M(T ) when
the almost isolated node and the two associated events
are present. By comparing Figs. 4(a,b,c) with Fig. 6, we
see that the spectral gap of M(T ) for the network that
includes the almost isolated node is smaller than that for
the corresponding network that excludes that node for
the above three decay rates. (See the “Original” labels
in the figures.) This indicates that the almost isolated
node is a bottleneck, as it decelerates the Laplacian dy-
namics for this network.
For the network that excludes the almost isolated node,
the spectral gap of M(T ) for the corresponding random-
ized networks is significantly larger than that for the orig-
inal networks for all three of the above decay rates and
for all types of randomized networks except for interval
shuffling (see Fig. 6). These results are qualitatively the
same as those for the network that includes the almost
isolated node (see Fig. 4).
Appendix B: Non-monotonicity in the Workplace
and Hospital data sets
In this section, we study the non-monotonic behavior
of the spectral gap of M(T ) for the Workplace and
Hospital data sets with respect to the decay rate α.
From Fig. 1, we see that the spectral gap of M(T )
for the Workplace network changes non-monotonically
with respect to α when α is between 0.01 and 0.1. We
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FIG. 4. Comparison of the spectral gap of M(T ) between the original and randomized networks. We examine decay rates of
α = 0.01, α = 1, and α = 100. We calculate the spectral gap of M(T ) for each of 1,000 randomized networks for each type
of randomization. The acronyms IS, STS, RT, and RES stand for interval shuffling, shuffled time stamps, random times, and
random edge shuffling, respectively. We use box plots to show five-number summaries of the distribution: the first quartile
(Q1), the median, the third quartile (Q3), the minimum without outliers (Q1−1.5 × IQR), and the maximum without outliers
(Q3 + 1.5 × IQR), where IQR = Q3 −Q1. Open circles represent outliers.
show the spectral gap of M(tn) as a function of time for
α = 0.01, α = 0.05, and α = 0.1 in Fig. 7(a). In this
figure, we also show the number of events at each time.
Similar to what we found for the Reality Mining data
set, the change of the spectral gap is not related directly
to the numbers of events. Additionally, we see that the
spectral gap of M(tn) increases suddenly from M(tn−1)
at a small number of times tn, and we observe that the
11
FIG. 5. Comparison of the spectral gap of M(T ) between the tie-decay networks and the corresponding aggregate networks
for (a) α = 0.01, (b) α = 1, and (c) α = 100.
FIG. 6. Comparison between the original and randomized networks of the spectral gap of M(T ) for the Hypertext network
without the almost isolated node. We use decay rates of (a) α = 0.01, (b) α = 1, and (c) α = 100.
spectral gap of M(tn) depends non-monotonically on α
at these values of tn. In this data set, at tn = 885,520,
the spectral gap of M(tn) is the largest for α = 0.01,
followed by its value for α = 0.05, and then by its value
for α = 0.1. However, the spectral gaps of M(tn) for
α = 0.05 and α = 0.1 exceed those for α = 0.01 at
tn = 892,280, resulting in the non-monotonic behavior
with respect to the decay rate α that we observed in
Fig. 1. We show the time series of ‖w2‖/‖v2‖ in Fig. 7(b).
The decrease in ‖w2‖/‖v2‖ at tn = 885,520 is the largest
for α = 0.01, followed by that for α = 0.05, and then by
that for α = 0.1. By contrast, the decrease in ‖w2‖/‖v2‖
at tn = 892,280 is the largest for α = 0.1, followed by that
for α = 0.05, and then by that for α = 0.01. Therefore,
the behavior of ‖w2‖/‖v2‖ suggests that the spectral gap
of M(T ) depends non-monotonically on α in Fig. 7(a).
In Fig. 1, we also saw that the spectral gap of M(T )
for the Hospital network depends non-monotonically on
α when α is between 0.001 and 0.005. In Fig. 7(c), we
show the spectral gap of M(tn) as a function of time for
α = 0.001, α = 0.002, and α = 0.003. We also show
the number of events at each time. In this data set, the
spectral gap of M(tn) for α = 0.003 exceeds that for α =
0.002 before the time at which all nodes are connected
as one component (which occurs at tn = 330,840), re-
sulting in the observed non-monotonicity with respect to
the decay rate α. We show the time series of ‖w2‖/‖v2‖
in Fig. 7(d). The behavior of the spectral gap of M(tn)
and that of ‖w2‖/‖v2‖ are consistent with each other.
For example, the increase in the spectral gap of M(tn)
at tn = 331,660 is the largest for α = 0.001, followed by
that for α = 0.002, and then by that for α = 0.003. The
decrease in ‖w2‖/‖v2‖ at tn = 331,660 is the largest for
α = 0.001, followed by that for α = 0.002, and then by
that for α = 0.003.
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