ABSTRACT Sparse and low-rank decomposition (SLRD) poses a big challenge in many fields. The existing methods are used to solve SLRD problem via formulating approximations of sparse and low-rank matrices. These conventional methods consider the approximation of the low-rank matrix as its nuclear norm, which is a convex surrogate function of the rank. Since these approaches simultaneously minimize all the singular values, and thus the rank may not be well approximated in practice. In this paper, we extend the nonconvex nonsmooth weighted nuclear norm to approximate the low-rank matrix and formulate a general form nonconvex nonsmooth sparse and low-rank matrices decomposition problem. Hence, we can adopt the alternating direction method of multipliers to solve this nonconvex nonsmooth problem and analyze its convergence. Simulation results and discussions are given to validate the proposed method.
I. INTRODUCTION
The sparse and low-rank decomposition (SLRD) is also called as the robust principle component analysis (RPCA) [1] - [7] , which poses a big challenge in computer vision, machine learning, and many other applications [8] - [13] . It aims to recover a low-rank matrix L ∈ R m×n and a sparse matrix S ∈ R m×n from a given matrix M = L + S [1] - [4] . The formulation of this model is given as follows 
where S 0 denotes the 0 -norm of S, and τ > 0 is trade-off parameter. Unfortunately, model (1) is NP-hard and thus not trackable in practice. In recent years, researchers have focused the SLRD problem on the sparse and low rank functions approximation. A widely used approach is to apply the nuclear norm (NN) and the 1 -norm to approximate the rank function and the 0 -norm, respectively [14] - [16] . And then, the trackable problem (1) can be approximated by the following convex optimization problem
where
σ i (L) denotes the nuclear norm calculation, σ i (L) represents the i − th largest singular value of L, and S 1 denotes the 1 -norm of S. The optimization problem (2) can be reformulated as a semidefinite program (SDP) and solved by an interior point method [17] . However, the SLRD problem arising in practice is usually of very large scale, and interior point method does not scale well for these problems. More efficient algorithms that solve optimization problem (2) were studied extensively in the literature. Here it is worth mentioning that many algorithms can be developed to solve the optimization problem (2) , such as the greedy-iterative algorithms [18] - [21] , the primal-dual algorithm [22] , the accelerated proximal gradient algorithm [23] and the alternating direction method of multipliers (ADMM) [24] - [28] . Here it is also worth noting that we denote the nuclear norm minimization model (2) based on ADMM as ADMM algorithm [15] .
It is worth mentioning that, to achieve a better sparsity, Huang et al. proposed the group sparsity method by using the group clustering priors [29] . However, in the group sparsity method which achieves good results, the sparsity degree must be known. Liu et al. [30] proposed the structured sparsity norm which achieves state of the art results to approximate the rank function. However, the complexity of the solutions are high since its solutions were obtained by solving a quadratic min-cost flow problem. Comprehend the advantages and disadvantages, we still adopt the 1 -norm to approximate the sparse function, and focus only on studying the approximation of the low rank function in this paper.
Although the nuclear norm has been widely utilized in the scenarios of low rank matrix approximation, it is not a better choice to approximate the rank function, since it used to neglect the prior information of singular values, which is decomposition from the practical data matrix. In other words, larger singular value of matrix can be utilized to exploit the underlying principle components information. That is to say, it is suggested to enlarge larger singular values while to shrink smaller ones in order to recover an accurate matrix. In this case, nuclear norm minimization method may not good choice because it handles fairly for all singular values.
Recently, truncated nuclear norm (TNN) based methods [11] - [13] were proposed to approximate the rank function. Unlike the conventional nuclear norm, truncated nuclear norm based methods consider the sum of all small singular values, since the rank of a matrix is only related to the the larger nonzero singular values. And then, problem (1) can be approximated by the following optimization problem
is the truncated nuclear norm of L, and r is the number of subtracted singular values. It is known that the truncated nuclear norm based model (3) is nonconvex, and thus not trackable in practice. Zhang et al. [11] and Hong et al. [12] proposed to solve problem (3) by locally approximating truncated nuclear norm based on the singular value thresholding (SVT) operator [31] as follows
where I r×r denotes an unit matrix of r ×r, A ∈ R r×m and B ∈ R r×n are the left-and right-singular vectors of L respectively, Tr ALB T denotes the trace of matrix ALB T . We denote the truncated nuclear norm minimization model (3) based on ADMM as TADMM algorithm [11] . Oh et al. [13] directly solved the problem (3) based on the partial singular value thresholding (PSVT) operator [13] . However, All SLRD based on truncated nuclear norm [11] - [13] is not flexible enough since it makes a binary decision that whether to regularize a specific singular value or not [32] . In order to improve the flexibility of the nuclear norm, and treat different singular values unequally since different singular values may have different importance, weighted nuclear norm (WNN) [32] - [38] is proposed to approximate the rank function as follows
where w = w 1 , w 2 , · · · , w min(m,n) , and w i ≥ 0 is a non-negative weight assigned to σ i (L). However, the WNN minimization is not convex in some case, and it is worth mentioning that, recent advances in nonconvex RPCA algorithms [13] , [39] - [41] exhibit better properties than the convex formulations. Hence, instead of the traditional convex weighted nuclear norm, some researchers consider the nonconvex weighted nuclear norm (NWNN) for better approximation to the rank function. However, NWNN minimization is more difficult to solve than nuclear norm minimization, fortunately, it has a closed form solution [37] , [38] . From both the theoretical and practical points of view, the NWNN minimization method is well known to behave better than the traditional nuclear norm and truncated nuclear norm minimization methods [32] - [36] . Gu et al. [32] proposed the WNN minimization based image denoising algorithm which achieves state of the art results. Zha et al. [33] analyzed the WNN minimization and NN minimization from the perspective of the group sparse representation, and showed mathematically that WNN minimization is more accurate than nuclear norm minimization. Ma et al. [34] studied the WNN and total variation (TV) regularization method for deblurring problem which achieves competitive performance. In both image domain and transform domain, Li et al. [35] developed a decoupled method which has been successfully applied in solving image inpainting problems. They are used to decouple as two variational problems, i.e., patch-based WNN minimization based image denoising and linear combination in either image domain or transform domain. Chen et al. [36] proposed WNN penalization approach for low-rank matrix approximation, and used it to develop a new reduced rank estimation method for high-dimensional multivariate regression. Although these nonconvex optimization based approaches improve the computational efficiency upon convex relaxation based methods, they still suffer from either unsatisfied robustness guarantee and/or limitations to specific forms of non-negative weight w i [37] , [38] . Besieds, all these NWNN minimization methods are only for low-rank problem instead of dealing with the 56946 VOLUME 6, 2018 sparse and low-rank decomposition problem, i.e., the RPCA problem.
In this paper, we extend the nonconvex surrogate functions of 0 norm [6] , [37] - [39] , [42] onto the singular values of the matrix, and proposed a novel nonconvex nonsmooth SLRD problem. We also show how to solve this nonconvex nonsmooth problem. We first to utilize the idea of WNN from the low rank problem into the SLRD problem. Obviously, the key issue now is the determination of the weight vector w. Inspired by [37] and [38] , we give a general form of w i in this paper. Then we adopt the general form nonconvex nonsmooth weighted nuclear norm (NNWNN) to approximate the rank function of the SLRD problem, and develop an efficient optimization algorithm based on ADMM (denoted as NADMM) to solve this nonconvex nonsmooth problem, and then analysis its convergence. We also give numerical results to validate the proposed algorithm for both synthetic and real-world data. The experimental results demonstrate that it runs a slightly faster than the TADMM [11] and the ADMM [15] , and gets a satisfying recovery result in terms of the relative error and recovery quality.
We organize this paper as follows. Section II proposes a nonconvex nonsmooth sparse and low-rank matrix model, and give the NADMM for solving the proposed nonconvex nonsmooth model. Section III provides the convergence analysis of the algorithm. In Section IV, we present several simulation results to confirm the the proposed model and algorithm. Finally, Section V gives the concluding remarks.
II. NONCONVEX NONSMOOTH SPARSE AND LOW-RANK DECOMPOSITION VIA ADMM
In this section, to achieve a better approximation of the rank function, we extend the nonconvex surrogate functions of 0 norm [6] , [37] - [39] , [42] onto the singular values of the matrix, and propose a general nonconvex nonsmooth sparse and low-rank decomposition problem, and then show how to solve this nonconvex nonsmooth problem.
The low-rank matrix L and the sparse matrix S can be recovered from a given matrix M = L + S by solving the following nonconvex nonsmooth optimization problem
where g : R → R + is a nonconvex surrogate function of rank function which is continuous, concave and monotonically increasing such as Logarithm, Geman, Schatten p-norms, smoothly clipped absolute deviation (SCAD), and minimax concave penalty (MCP) functions [6] , [37] - [39] , [42] . Inspired by [37] and [38] , we present the RPCA model based on NNWNN, and apply the ADMM to solve the nonconvex nonsmooth model (6) . By the definition of the supergradient of concave function g [37] , [38] , [42] , we have
since g is concave on [0, +∞). That is to say, the supergradient of g is monotonically decreasing on [0, +∞). And then,
Thus we can solve the following relaxed problem
And the problem (7) is clearly equivalent to the optimization problem as follows,
Here it is worth mentioning that WNN and NN are equivalent when all the weight w i are the same. And the WNN in (8) is (m,n) . Therefore the optimization problem (8) is a nonconvex and nonsmooth problem.
In the following, we introduce the ADMM to solve this nonconvex and nonsmooth problem (8) . The augmented Lagrangian function of this problem is given as follows,
where µ > 0 is a penalty variable, ·, · denotes the matrix inner product, and Y is a Lagrangian multiplier.
Problem (10) is still nonconvex, fortunately, it has a closed from solution thanks to 0 ≤ w k [38] . An optimal solution to the above problem is given by the weighted singular value thresholding (WSVT) operator
and V k+1 are obtained by the following singular value decomposition (SVD)
Second, for given L k+1 , Y k , w k i and µ k , the minimizer S k+1 of problem (8) with respect to S is given by
We can solve the above problem via the shrinkage operator
where (S (D, ξ )) ij = max |D ij | − ξ, 0 · sign D ij , and sign (·) denotes the sign function. And then we update w i as follows
where ∂ (·) denotes the supergradient operator. Finally, we update multiplier Y as follows
and the continuation penalty variable µ is given as follows,
where ρ > 1 is the amplification factor. The above ADMM proposed to solve optimization problem (8) which is denoted as the NADMM algorithm can be summarized as follows.
The termination condition in the Algorithm 1 will be discussed in Section 4. 
Terminate or set k := k + 1 and return to step (2).
III. CONVERGENCE ANALYSIS FOR THE PROPOSED ALGORITHM
In this section, we discuss the convergence of Algorithm 1. We first give the following lemma.
Lemma 1: Let L k , S k , Y k be the sequences of iterates generated by Algorithm 1, if
The k-th iterate generated by the proposed Algorithm 1 is characterized by the following
which is equivalent to
From the second equation of (18), we get
According to the Theorem A.2 in [43] , we can get the sequence Y k is bounded since the dual norm of · 1 is · ∞ [43] , [44] .
On the other hand, we have
Recall the bounded of Y k , and
which is also upper bounded. Therefore, both L k and S k are bounded. Theorem 2: Let {µ k } (µ k > 0) be the increasing sequence, the sequences of iterates L k , S k , Y k generated by Algorithm 1, if
< ∞, and then any accumula-
Proof: The sequence L k , S k , Y k generated by Algorithm 1 is bounded as shown in Lemma 3.1. Thus there exists a accumulation point (L * , S * , Y * ) and a convergent subsequence
From the third equation of (17), we get
Besides, the fact that Y k is bounded, and {µ k } is the increasing sequence, we have lim
Let j → ∞, by the upper semi-contious property of the subdifferential [33] , there exists
Thus L * is is a stationary point of the first equation of (17) . In a similar way, we get S * is is a stationary point of the second equation of (17).
Thus we can conclude that
Therefore, (L * , S * , Y * ) is a stationary point of (8).
IV. EXPERIMENTAL RESULTS AND ANALYSIS
This section conducts simulation results in order to evaluate the efficiency of the proposed NADMM, in the scenarios of applications of the nonconvex and nonsmooth RPCA model (8) . We also compare our algorithm with TADMM [11] and ADMM [15] . It is worth mentioning that we have lots of choices of nonconvex surrogate function of rank function, and we simply test on the Logarithm penalty, since it is suggested in Lu et al. [37] , [38] , [42] that it often performs better than other nonconvex penalties [6] , [37] - [39] , [42] .
A. COMPARISON ON SYNTHETIC DATA
In this subsection, r and spr represent the rank and sparsity ratio respectively. The Matlab scripts for generating a given matrix M are as follows:
In all experiments of comparison on synthetic data, we use a fixed parameter τ = From Fig. 1 , we can easily find that the recovered results by using NADMM algorithm are very similar with the real ones. These results show that NADMM algorithm is a trustable algorithm.
Next, we compare the proposed NADMM with TADMM [11] , and ADMM [15] for recovering the low-rank matrix and a sparse matrix from a given matrix.
We test the proposed algorithm for the case m = n = 200 and spr = 0.05mn. The performance of NADMM is reported in Table 1 . We report the relative error of the recovered It is obvious from Table 1 that a notable performance has been achieved by the proposed NADMM algorithm for the novel model (8) in terms of the relative error, the sparsity, the matrix rank, and the run times. Besides, with the increase of the value of r, the advantage of NADMM algorithm is more obvious. From simulation results on synthetic data, we can conclude that the proposed NADMM outperforms the TADMM and ADMM algorithms
B. COMPARISON ON IMAGE DATA
In this subsection, numerical results are obtained by applying our proposed models to noisy images corrupted by the saltand-pepper noise.
We take Imagenum (177 × 185) image for the experiment and comparison. The matrix of the Imagenum image is not low-rank, but it has a small number of dominant singular values, hence it can be approximately considered as a low-rank matrix.
For further comparison, two image quality metrics, the peak signal noise ratio (PSNR) in dB, and the run times in seconds are used to measure the performance of the proposed algorithm for the test image. We terminate Algorithm 1 until the condition is satisfied as 2(a) is the noisy Imagenum image, Fig. 2(b)-(d) are the recovered Imagenum images from our proposed algorithm, the TADMM and the ADMM, respectively. It is clear from Fig. 2 that the recovered images of our proposed algorithm have more detailed information and are much closer to the original test images as compared with the recovered images from the TADMM and ADMM.
For further quantitative comparison of the performance of our proposed algorithm, the PSNR in dB and run time in seconds are computed for different algorithms for the Imagenum image at different noise intensity of salt-and-pepper noise.
The PSNR of Imagenum image at different noise intensity are listed in Table 2 . Table 2 gives the quantitative results of the NADMM, TADMM and ADMM algorithms. It is also clear that, with increasing the noise intensity, the PSNR becomes lower for all the methods. And our proposed TADMM algorithm outperforms other two algorithms in terms of the PSNR at the same noise intensity. Moreover, our algorithm is more obvious superior to the TADMM and ADMM algorithms with the increase of the noise intensity. For example, when the noise intensity is 0.25, the PSNR of Imagenum image using the NADMM is 33.249dB, while that produced by TADMM and ADMM are 30.313 dB, and 27.741dB, respectively. It is obvious that our proposed NADMM achieves about 3dB and 5.5dB performance gain as compared with TADMM and ADMM, respectively. From simulation results on image data, we can conclude that the proposed NADMM is superior to the TADMM and ADMM algorithms at the noise intensity.
The run times in seconds for Imagenum image at different noise intensity are listed in Table 3 . In general, with increasing the noise intensity, the run time increases for all the algorithms. And we can also observe from Table 3 that the NADMM is faster than those of the other two algorithms at the same noise intensity. We do the same experiment on other low rank images with salt-and-pepper noise and other type of sparse noises and get same results as Tables 2 and 3 .
C. COMPARISON ON VIDEO BACKGROUND/FOREGROUND EXTRACTION
In this subsection, we consider the video background (BG) /foreground (FG) extraction problem which aims to separate a video into a static background and a moving foreground objects. We choose the ''Hall'' video contains 70 176 × 144 frames (from airport1600 to airport1670) and the ''Bootstrap'' video contains 70 160 × 120 frames (from b01800 to b01869) for the test videos, and terminate Algorithm 1 until the change falls below 10 −7 , i.e.,
We show the separated results of NADMM, TADMM and ADMM algorithms for Hall video frame of airport1656 (176×144) and Bootstrap video frame of b01842 (160×120) in the Figs. 3 and 4 , respectively. For further quantitative comparison of the separated results of our proposed algorithm, the F-measure [30] , [44] is listed in Table 4 for different algorithms for Hall and Bootstrap videos. The F-measure value is a measure of the separated results's accuracy and it considers both the precision and the recall of the separated results to compute the score. It reaches its best value at 1 and worst at 0, and the higher the F-measure value, the better separated results. Table 4 gives the quantitative separated results of the NADMM, TADMM and ADMM algorithms in terms of the F-measure value. It is clear that our proposed NADMM algorithm outperforms other two algorithms in terms of the F-measure value. For example, the F-measure value of Bootstrap video using our proposed NADMM is 0.8631, while that produced by TADMM and ADMM are 0.8254, and 0.7963, respectively. It is obvious that the proposed NADMM achieves 0.0377 and 0.0668 performance gain as compared with TADMM and ADMM. From simulation results on video background/foreground extraction, we can conclude that our proposed NADMM is superior to the TADMM and ADMM algorithms.
V. CONCLUSION
This paper proposes a new SLRD model via NNWNN for recovering a low-rank matrix and a sparse matrix from a given matrix. And the NADMM algorithm for solving the proposed model is developed. The experimental results demonstrate that it runs a slightly faster than TADMM [11] and the ADMM [15] , and gets a satisfying recovery result in terms of the relative error and recovery quality. In the future, we will use our proposed NADMM directly to solve the nonconvex nonsmooth sparse and low-rank problem via the generalized singular value thresholding (GSVT) operator. VOLUME 6, 2018 
