The angular dependence of emission in gamma-ray bursts (GRB) is of fundamental importance in understanding the underlying physical mechanisms, as well as in multimessenger search efforts. We examine the prospects of using reconstructed GRB jet opening angles and off-axis observer angles in determining the jet structure. We show that the reconstructed angles by Ryan et al. (2015) are inconsistent with uniform jet structure. We further calculate the number of GRBs with accurately reconstructed opening and observer angles necessary to differentiate between some phenomenological non-uniform structures.
INTRODUCTION
Gamma-ray bursts (GRB) are produced by relativistic jets, making the emission highly collimated. The specific angular profile of emission, however, is currently not understood (Granot 2007) . A primary constraint on the jet structure, the presence of beaming, can often be inferred from the GRB afterglow observations (Sari, Piran & Halpern 1999) . Further information about the structure, however, is more difficult since we only observe each GRB from a specific angle.
There is reason to believe that the brightness profile of GRBs is structured. In particular, afterglow observations for some GRBs indicate a two component jet with an inner, narrow ultra-relativistic component, and an outer, wider mildly relativistic part (Frail et al. 2000; Berger et al. 2003; Sheth et al. 2003; Starling et al. 2005) . Direct probes of jet structure using the prompt emission at this point remain inconclusive and references therein) .
Different theoretical models have been proposed that suggest structured emission. Lipunov, Postnov & Prokhorov (2001) proposes universal emission profile identical for all GRBs that is consistent with the observed GRB energy distribution. Such a universal profile could explain the observed GRB energies without requiring an artificial distribution for GRB opening angles. Zhang & Mészáros (2002) Suggests a similar, structured energy distribution that can explain the achromatic break time in broadband afterglow light curves via the expected viewing angle distribution, not requiring an artificial distribution of opening angles. These authors, along with other studies such as that of Pescalli et al. (2015) that ibartos@phys.columbia.edu use the observed GRB luminosity function, suggest GRB energy distribution, Eγ, should vary with the observer's offaxis viewing angle θ obs as
where s is the structure index. As both short and long GRBs arise from broadly similar conditions, this distribution should be applicable to both categories. Zhang & Mészáros (2002) and Salafia et al. (2015) also consider a Gaussian energy distribution, implying a smoother transition between a brighter inner region and farther off-axis.
Recently, Ryan et al. (2015) fit observed afterglow light curves to hydrodynamic simulations to recover jet opening angles along with, for the first time, viewing angles for ∼ 200 afterglows observed with Swift-XRT. Their results are summarized in Fig. 1 . Their simulation calculates the time evolution of spectral parameters in the afterglow, instead of relying only the time of the jet break, as has previously been the standard. The recovery of the opening and viewing angles enables a detailed study of the jet structure.
This paper examines the utilization of recovered opening and viewing angles for a set of GRBs in determining the jet structure. First, we consider the results of Ryan et al. (2015) , namely their "best fit" values for viewing angles, to determine whether they constrain jet structure models. Second, we approach the problem in general, and determine the number of GRBs with well-reconstructed viewing and observing angles needed to differentiate between representative structure models. The measured values of θ obs /θ 0 . "All GRBs" contain all 226 studied events, and "Well Fit" GRBs refer to events which were well-modeled by the methods of Ryan et al. (2015) . This is a recreation of Figure 5 from Ryan et al. (2015) , using the value of θ obs /θ 0 that best fit the light curve, rather than the median value, thereby removing the characteristic peak in the center of the distribution.
METHODS
For the remainder of this paper, we will use the variable θ = θ obs /θ0, where θ0 is the jet's half opening angle. This implies 0 ≤ θ ≤ 1. Let P (θ, r) be the probability density of a GRB occuring at an angle θ and a distance r. Let F (θ, r) be the observed fluence of a GRB at distance r, seen at angle θ.
Every experiment will have some minimum detectable fluence for an event, Fmin. This implies that the the maximum distance at which a GRB can be observed with θ angle, rmax(θ), satisfies
The probability density of observed events, P * (θ), will not be equal to the probability density of all events, P (θ). This is because events can be observed only if they are brighter than Fmin. The observed probability density can be written as
For uniform spatial GRB distribution, neglecting the higher-order effects of redshift (which replaces the r 2 term to r 2 (1 + λr)) we have the scaling relations
Using these relations, we obtain
This allows the conversion of the observed P * (θ) distribution into jet structure:
We will use Eq. 7 to compare the observed P * (θ) with different Eγ(θ) models. We will assume that all GRBs can be, to reasonable accuracy, represented with one model and one set of parameters. We will consider three jet structures: a uniform energy distribution:
a smooth transition represented by a Gaussian distribution:
and a quasi universal distribution:
These three models cover the major representative possibilities considered (c.f. Granot 2007) . It is worth noting that, when the probability distributions are normalized, the uniform emission model has no free parameters, the Gaussian model has one, while the universal model has two. Note that the opening angle for the structured cases is a nominal value, i.e. it is not a strict cutoff for the emission profile.
To probe our models, we take the cumulative distribution function (CDF) of P * (θ) from the data obtained by Ryan et al. (2015) . We fit the CDF obtained using Eγ(θ) for the three considered models to the data. In order to determine if a CDF properly describes experimental data, we will use the p value given by the one-sample KolmogorovSmirnoff test. Ryan et al. (2015) provides two different data samples: 188 GRBs and 31 "well fit" GRBs. These "well fit" GRBs displayed afterglows that were especially well-modeled by their hydrodynamic simulation, allowing for a high degree of confidence in the θ obs /θ0 measurement. All analyses on the data in this paper will be carried out with both data sets.
Minimum number of GRBs necessary for model differentiation
An important question to consider is how many GRBs are necessary in order to confidently distinguish between different models. The following procedure can be carried out in order to find the probability that N GRBs with wellreconstructed θ are enough to rule out jet structure model A, given that the true underlying distribution is drawn from a probability distribution consistent with jet structure model B:
(i) Generate N random points for measurements of θ from the probability distribution given by model B (using the Metropolis-Hastings algorithm, for example).
(ii) Compare the CDF given by model A with the points generated from model B. If the KS test gives a p value below some threshold probability p0, then we can confidently say that these points were not generated by Model A.
(iii) Repeat steps (i) and (ii) multiple times and record the percentage of times that N random points was enough to exclude model A. Figure 2 . Energy distribution (top), observed probability distribution (middle) and cumulative probability distribution (bottom) for the three representative jet structure model considered in this paper.
Effect of reconstruction precision
Another important consideration is the effect random noise has on the efficacy of these models. Is it possible that, given N GRBs, we may accidentally rule out the correct model due to un-biased noise in our measurement? The percentage of times that we accidentally rule out the correct distribution can be determined using a similar procedure: (i) Generate N random points for measurements of θ from the probability distribution given by your chosen model (using the Metropolis-Hastings algorithm, for example).
(ii) Add random Gaussian noise (with some standard deviation σnoise) to each generated point, taking care to not add any noise that would bring the measurement outside of the range 0 ≤ θ ≤ 1.
(iii) Compare the CDF given by the chosen model (with all free parameters re-fitted to the N noisey points) and see if the KS test gives a p value below p0, ruling out the model.
(iv) Repeat steps (i), (ii), and (iii) multiple times and record the percentage of times that N random points generated by some underlying distribution appears to have been generated by a different distribution due to some noise of standard deviation σnoise applied to the data set.
RESULTS

Constraints from observations
We compared our three jet structure models with the data sets from Ryan et al. (2015) , both "well fit" and "complete", after recovering the model parameters that best fit the experimental data sets. The CDFs for the data and the best fit models are shown in Fig. 3 separately for the two datasets. The best fit parameters are shown in Table ? ?. The obtained p-values using the KS test are listed in Table ? ?. We find that the uniform structure model is ruled out for both cases at more than 4σ level. Further, the complete data set is inconsistent with our best fit Gaussian model at a 3σ level, but is consistent with the "well fit" data set. The universal model isn't ruled out in either data set.
Role of noise
We now consider the role random noise has in affecting the above comparisons. We use an unbiased noise with standard deviation σnoise = 0.3 (the typical value for the reconstruction given in Ryan et al. 2015) . We find that the model is unsensitive to noise of this magnitude, as adding such random noise to the data does not affect the obtained constraints, given an underlying probability density arising from either of the structured models. This means, e.g., that the exceptional lack of observed GRBs at large values of θ in the "well fit" dataset must be either the underlying distribution, or the result of systematic errors in the data sample.
Minimum number of GRBs necessary for further constraints
We determined the number of GRBs with well-reconstructed opening and viewing angles needed to constrain the jet structure for different underlying distributions. For this, we first adopt the parameters of the best fits for the different structure models found for the complete and the "well fit" data samples. Executing the steps described in Section 2.1, we find that having ∼ 300 GRBs with accurately reconstructed θ is sufficient to differentiate between the three jet structure models at 95% confidence level. This number is adequate for the best fit parameters for both datasets considered.
Model Parameter fit to all data points Parameter fit to "well fit" data points Gaussian σ = 0.92 σ = 0.63 Universal θcut = 0, s = 0.47 θcut = 0.78, s = 74 Table 1 . The parameters of the CDF fits using all 226 data points and only the 31 "well fit" data points. Note how, while the universal model provides the best fit for both data sets, the full set yields a cut-off angle of 0, while the well-fit set yields a large cut-off angle, past any observed points in the set. This huge cut-off angle and very sharp exponential decay is inconsistent with the implicit assumptions of the model: if the drop-off was actually so steep, with no observed events beyond θcut, then θ 0 would have been defined to be θcut, and the uniform model would have fit the data set well. Therefore, the parameter results for the "well-fit" set can not be taken to be physical, and rather must be the result of some systematic error. 
CONCLUSION
We examined the utility of reconstructed opening and viewing angles for GRBs in determining the underlying jet structure. We considered uniform, Gaussian, and universal jet structures. We used the reconstructed parameters of Ryan et al. (2015) , who analyzed over 200 GRBs by fitting their observed afterglow light curve to expected light curves obtained via magnetohydrodynamic simulations.
We find that their results, taken at face value, are inconsistent with a uniform GRB emission profile, and the observations therefore imply a structured jet. Our comparison with Gaussian and universal (power-law) jet profiles are inconclusive; we find that the data cannot rule out either of these models. We find that expected random noise in the reconstructed angles is unlikely to affect this results.
Considering the reconstruction of GRB opening and viewing angles in general, we find that ∼ 300 wellreconstructed GRBs are likely sufficient to differentiate between the jet structure models we examined. The number of observed GRBs are therefore more than sufficient for an accurate differentiation, if their opening and viewing angles can be determined.
Elucidating the jet structure in GRBs will be important not only for better understanding the mechanism of jet formation, but also in the context of multimessenger observations, for instance in connecting the observed GRB rate with the expected rate of gravitational wave sources (e.g., Bartos, Brady & Márka (2013) ).
Accurate opening and viewing angles for GRBs in the future may require the modification of the method used in Ryan et al. (2015) . Ryan et al. simulated a unform jet profile for the comparison with observed outflow light curves. Allowing for alternative jet profiles will be important for quantitative comparisons. Furthermore, understanding systematic uncertainties in the reconstruction needs to be done to ensure that no such uncertainties affect the results.
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