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The authors showed at the 62nd CSEC and the sixth SPT joint workshop that the shortest vector problem 
can be solved efficiently in high dimensions by exhaustive search in the extended search space (ESS) 
based on natural number representation  of lattice vectors. However, the number of natural number 
representations needed is very large, so that the implementation of exhaustive search in ESS requires 
some solutions. In this paper, we show a method of an efficient implementation of natural number 
representation based on experimental results. We also show the effectiveness of search tree pruning, 
which is easily implemented. Search tree pruning is consequently realized by the implementation of 



































最 短 ベ ク ト ル 問 題 (SVP=Shortest Vector 


































 これらの SVP のアルゴリズムは、整数計画法、
RSAなどの格子暗号以外の暗号解読、ディオファ
ントス近似などに応用されている。 
 2010 年に、ドイツの Darmstadt 工科大学の
Web 上で、SVP の標準的な問題として、SVP 



















































 𝑍! 上の線形独立なベクトルの組  𝐵 =(𝑏!,… , 𝑏!)  について、格子 𝐿(𝐵)  は、𝐵 =(𝑏!,… , 𝑏!) の整数係数線形結合全体の集合と定
義される。ベクトルの組 𝐵 = (𝑏!,… , 𝑏!) を、格
子 𝐿(𝐵)  の基底という。𝑛 を格子の次元という。 𝑛 ≥ 2 のとき格子の基底は、無数に存在する。 
 
2.2 最短ベクトル問題(SVP) 
 格子の最短ベクトル問題（SVP）とは、格子 𝐿(𝐵) 
が与えられたとき、 𝐿(𝐵) における原点を除く原
点に最も近い格子ベクトルを求める問題である。
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 LLL で 計 算 す る 格 子 ベ ク ト ル は 、
Gram-Schmidt 直交ベクトル列の座標系において、
各座標の係数が最小に抑えられている。しかし、

















基 底 𝐵 = (𝑏!,… , 𝑏!) に つ い て 、 𝑅! 上 の




ここで、格子ベクトル  𝜐  を、基底 𝐵 = (𝑏!,… , 𝑏!)の Gram-Schmidt 直交ベクトル
列 (𝑏!∗,… , 𝑏!∗) によって表現する。格子ベクトル 𝜐 = 𝐵𝑥  𝑤𝑖𝑡ℎ  𝑥 ∈ 𝑍! を、基底 𝐵 = (𝑏!,… , 𝑏!) に
よって生成される格子 𝐿(𝐵)における格子ベクト
ルとする。格子ベクトル 𝜐  を、基底 � =(𝑏!,… , 𝑏!) の Gram-Schmidt 直交ベクトル列(𝑏!∗,… , 𝑏!∗)と Gram-Schmidt 直交化法の係数 𝜇!,! とを用いて、𝑣 = 𝜈!!!!! 𝑏!∗ と表せる。𝑣 ∈ 𝑅! 




それぞれの 𝑗 について、0 ≤ |𝜈!| ≤ 0.5、または、0.5 < |𝜈!| ≤ 1.0 を満たす格子ベクトル 𝜐 を計
算する。それ以外の範囲は、RSRでは考えていな
い。ここで、格子ベクトル 𝜐 の Gram-Schmidt
係数 𝜈 について、0 ≤ |𝜈!| ≤ 0.5 であるとき、𝜐 
の 𝑏!∗ 方向の係数が最小であることを意味する。
そして、0.5 < |𝜈!| ≤ 1.0 であるとき、𝜐 の 𝑏!∗ 方
向の係数が 0 ≤ |𝜈!| ≤ 0.5 であるときの次に最
小であることを意味する。 
ESS の網羅列挙においては、Gram-Schmidt
係数 𝜈 について 1.0 < |𝜈!| の格子ベクトル 𝜐 
も 計 算する。ここで、格子ベクトルの
Gram-Schmidt 係数 𝜈 を、−0.5 < 𝜈! ≤ 0 また
は0 < 𝜈! ≤ 0.5のとき 𝑗  に 0 を対応させ、−1.0 < 𝜈! ≤ −0.5 または0.5 < 𝜈! ≤ 1.0のとき 𝑗 
に 1 を対応させ、−1.5 < 𝜈! ≤ −1.0または1.0 < 𝜈! ≤ 1.5のとき 𝑗 に 2 を対応させ、以下同
様にして、全ての 𝑗 をある自然数に対応させる。
このとき、1 ≤ 𝑗 ≤ 𝑛 より 𝑛 個の自然数からなる
自然数列ができる。これを、格子ベクトル 𝜐 の自
然数表現という。ここで、Gram-Schmidt 係数 𝜈 
















































 い ま 、 格 子 ベ ク ト ル の 座 標 と し て
Gram-Schmidt 直交ベクトル列の座標を考えてい
るため、格子ベクトル𝑣 = 𝜈!!!!! 𝑏!∗の長さ（2乗）
は、| 𝑣 |! = 𝜈!!!!!! ||𝑏!∗||!となる。この式から、𝜈!









[00000 00000 00000 00000 
00000 00000 00000 00000 
00000 00000 00000 00000 
00001 00000 00021 10010 
 01000 20010 01000 10110] 
である。また、同じ最短ベクトルについて、別の
基底を考えると、自然数表現は、 
[00000 00000 00000 00000 
00000 00000 00000 00000 
00000 00000 00000 00000 
00001 00000 00021 10010 


































[00000 00000 10000 11000] 
[00000 00000 10000 01001] 
[00000 00000 00000 11001] 
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[00000 00000 00000 00000 
00000 00000 00000 00000 
00000 00000 00000 00000 
00001 00000 00021 10010 
 01000 20010 01000 10110] 
及び 
[00000 00000 00000 00000 
00000 00000 00000 00000 
00000 00000 00000 00000 
00001 00000 00021 10010 











[00000 00000 00000 00000 
00000 00000 00000 00000 
00000 00000 00000 00000 
00001 11100 00020 10000 





















の個数が 3 個以内、2 の現れる範囲が次元 70 か
ら 100」という分布を考えればよい。この例にお
ける自然数表現の格納法として、下位ビットに関
















[00021 10010 01000 20010 
 01000 10110] 
という自然数表現を含む。ここで、下位ビットの
一つの要素[00001 00000]と上位ビットの一つの
要素[00021 10010 01000 20010 01000 10110]
を組み合わせれば、 
[00001 00000 00021 10010 






[00000 00000 00000 00000 
00000 00000 00000 00000 
00000 00000 00000 00000 
00001 00000 00021 10010 





















が 200、rep_array_high の要素数が 10000 個と
する。このとき、rep_array_low の 1つの要素に











int[][] rep_array = new int[200000][rep_length]; 
 
したがって、この場合、2000000×rep_length×        
(int 整数型変数格納に要するメモリ量)のメモリが
必要となる。ここで、rep_length は下位ビットの







int[][] rep_array_low = new 
int[200][rep_length_low]; 
 
int[][] rep_array_high = new 
int[10000][rep_length_high]; 
 








方、2 つの 2 次元配列変数を用いる場合に必要と
なるメモリは、(200×10+10000×30)×32/(1024×8)=約 1MBである。この例では、1つの 2次元





























標を考えているため、格子ベクトル𝑣 = 𝜈!!!!! 𝑏!∗

















































は 5719.7 であった。𝑝𝑓 = 3.0で枝狩りを行った
場合 9.22761 秒の探索で得られた格子ベクトル
の長さの最小値は 5719.7 であった。また、𝑝𝑓 = 2.0で枝狩りを行った場合2.10684秒の探索
で得られた格子ベクトルの長さの最小値は
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