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Computational intelligence (CI) approaches are nature-
inspired methods, which offer a wealth of ideas for complex
problems solving. Comparedwith the traditional approaches,
the CI approaches aremore powerful so that they do not need
the reformulation of the problem to search a nonlinear and
nondifferentiable space with real world conditions and need
for massive parallelism. Another advantage of the CI is the
flexibility of the fitness function formulation, which can be
expressed as a proper function of the system’s output and is
suitable for multiobjective (MO) problems.
Robotics is a wide range research which includes design,
construction, operation, and applications of robotic systems,
as well as computer systems for control, sensory feedback,
and information processing, in which CI approaches have
been widely employed in automation and control that can
take the place of humans in dangerous environments or
manufacturing processes or resemble humans in appearance,
behaviours, and cognition.
The special issue focuses on the theoretical, numeri-
cal, and experimental contributions that describe original
research results, innovative concepts that address all aspects
of robotics, and CI approaches and are applying their results
in the context of robotics, automation, and control. The aim
is to establish a common understanding about the state of the
field and draw a road map on where the research is heading,
highlight the issues, and discuss the possible solutions.
Twenty-three papers are accepted to this special issue
after a thorough reviewing process; the acceptance rate is
38.33% of all the submissions.
The special issue reports the continuing efforts to under-
stand the research and development of CI approaches for
optimisations and field applications, academic excellence,
and ground-breaking research results in robotics, automa-
tion, and control systems, which is dedicated to researchers
who wish to enhance or broaden their knowledge and exper-
tise on academic and industrial leadership in robotics, high
potential growth global robotics market, for example, indus-
trial robotics and professional/domestic service robotics in
the European Union, United States, China, and Japan.
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In dynamic multiobjective optimization problems, the environmental parameters change over time, which makes the true pareto
fronts shifted. So far, most works of research on dynamic multiobjective optimization methods have concentrated on detecting the
changed environment and triggering the population based optimizationmethods so as to track the moving pareto fronts over time.
Yet, inmany real-world applications, it is not necessary to find the optimal nondominant solutions in each dynamic environment. To
solve this weakness, a novel method called robust pareto-optimal solution over time is proposed. It is in fact to replace the optimal
pareto front at each time-varying moment with the series of robust pareto-optimal solutions. This means that each robust solution
can fit for more than one time-varying moment. Two metrics, including the average survival time and average robust generational
distance, are present to measure the robustness of the robust pareto solution set. Another contribution is to construct the algorithm
framework searching for robust pareto-optimal solutions over time based on the survival time. Experimental results indicate that
this definition is a more practical and time-saving method of addressing dynamic multiobjective optimization problems changing
over time.
1. Introduction
Inmany practical fields, such as engineering design, scientific
computing, social economy, and network communication,
there exist a large number of complex optimization problems.
Particularly, many optimization problems contain multiple
objective functions and dynamic parameters that make the
objective functions change over time. Moreover, the number
of objective functions and constraints may also vary from
time to time. We call multiobjective optimization problems
with above uncertain factors as dynamic multiobjective
optimization problems (DMOPs). In this paper, we focus on
the DMOPs with continuously changed dynamic parameters.
Suppose 𝐹( ⃗𝑥, ⃗𝛼
𝑡
) = {𝑓
1
( ⃗𝑥, ⃗𝛼
𝑡
), 𝑓
2
( ⃗𝑥, ⃗𝛼
𝑡
), . . . , 𝑓
𝑀
( ⃗𝑥, ⃗𝛼
𝑡
)} is the
objective vector in DMOPs and ⃗𝛼
𝑡
is the dynamic parameters
depending on 𝑡.The aim of DMOPs is to find the pareto front
(𝑃𝐹𝑡) approximating to the true pareto front of 𝐹( ⃗𝑥, ⃗𝛼
𝑡
) as
soon as possible for all of the dynamic environment.
Aiming at tracking the moving true pareto fronts over
time, dynamic multiobjective evolutionary optimization
algorithms (DMOEA) were proposed [1–12]. The universal
framework of DMOEA is presented in Algorithm 1. First of
all, we need to accurately judge whether the environment
has changed. It is the basic premise of using evolutionary
optimization methods to respond to the environmental
changes. The most common change-detection approach is
to reevaluate the detectors. The detectors can be the current
best solutions, a memory-based subpopulation, or a feasible
subpopulation [5].
Once the various environment parameters happened,
the new evolutionary optimization process was triggered.
Many evolutionary algorithms with good performances on
the static multiobjective optimization problems have been
introduced into theDMOPs one after another, such as genetic
algorithm [6], particle swarm algorithm [7], differential
evolution algorithm [8], quantum immune clonal coevolu-
tionary algorithm [9], and memetic algorithm [10]. As we
know, the goal of the static optimization problems is to make
the population gradually converge to optimal nondominant
solution. The diversity of the population becomes weakened
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Set 𝑡 = 0;
Initialize a population 𝑃
𝑡
;
Repeat
Detect the change of the environment;
if the environment varies then
Set 𝑡 = 0;
Reinitialize the population 𝑃
𝑡
;
end
Excute the evolutionary operations;
𝑡 = 𝑡 + 1;
Until termination criteria met
Algorithm 1: DMOEA (the universal framework).
during the optimization methods. How to improve and
maintain the evolutionary algorithm’s ability to adapt to
the various environment is a major challenge faced in the
dynamic evolutionary computation. In recent years, various
methods have been used to improve the diversity of the
population. Chen et al. [11] extended additional objectives
to deal with the DMOPs. Individual diversity is used as an
additional objective to provide the historical information.
Zhou et al. [12] proposed a population prediction strategy
to improve the DMOEA’s performance when the new envi-
ronment is detected. The reinitial population was formed by
a center point and a manifold. The track of center points
was preserved to train autoregressive model so as to predict
the center point in the new environment. A new coevo-
lutionary paradigm [2] combining competition with cooper-
ation was proposed to track the true pareto front in dynamic
environment.
The conventional methods are mostly to trigger the mul-
tiobjective optimization process after detecting the change
and then finish the evolution process as the following new
environment occurs. Yet, this is impractical in many real-
world optimization problems due to the following reasons.
These methods are not suitable for rapidly changing environ-
ments, in which the environmental parameters vary quickly
or frequently. Moreover, it is difficult to find the satisfied
pareto fronts before detecting the change of fitness landscape
because the methods are extremely time-consuming.
To address the above concern, several methods to find
robust pareto front of multiobjective optimization problems
with noise were presented by [13–17]. The emphasis is to seek
an insensitive robust pareto front instead of the global opti-
mal pareto front.The detailed definition about the robustness
is illustrated in Section 2. For dynamic scalar optimization
problems, robust optimization over time (ROOT) has been
defined clearly by Yu et al. [18]. The task for ROOT is to
find a sequence of robust solutions over time intervals. They
have acceptable qualities and are relatively insensitive to
the dynamic environment. By ROOT, the uncertainties in
the parameter space and their cumulative effect on objec-
tive space are considered simultaneously. Furthermore, Jin
et al. [19] gave a framework of ROOT which consists of
a population-based optimization algorithm, the database, a
fitness approximator, and a fitness predictor. A solution’s
robustness over time is estimated by both its past and its
future performances. Subsequently, Fu et al. [20] provided a
feasible algorithm in order to find robust optimal solutions
over time and gave a detailed definition of the survival time
and the average fitness. The robust solutions are expected to
have longer survival time or larger average fitness. Though
ROOT is easy to be realized and computed, it only fits for
dynamic scalar optimization problems.
For DMOPs, the detailed robust definition over time is
still an open issue. There were seldom relevant literatures
about this area. We will introduce this idea about ROOT into
DMOPs. The main contribution in this paper is to propose a
novel concept on robust pareto-optima over time (RPOOT)
to DMOPs that search for robust pareto-optimal solution set
for all dynamic environments. Subsequently, the population-
based multiobjective evolutionary algorithm is introduced to
find RPOOT in terms of the nondomination solutions’ robust
performance. The robustness is measured by the survival
time derived from the robust index given by Deb and Gupta
[14]. We believe it is a more practical way of addressing
continuously changed DMOPs.
The remainder of the paper is structured as follows.
Section 2 presents a brief introduction to research on exist-
ing robust optimization methods and analyzes the existing
problems in detail. Section 3 presents a class of DMOPs and
describes formally the definition of RPOOT. In Section 4,
the robustness and the performance metrics are defined
for RPOOT. Furthermore, a population-based evolutionary
algorithm to find robust pareto-optimal solutions over time is
presented. Section 5 provides a brief overview of the existing
benchmark functions forDMOPs and the experimental result
for RPOOT. Conclusions and future work are presented in
Section 6.
2. Related Works
In order to solve multiobjective optimization problems with
uncontrollable variations, Li et al. [13] presented a robust
multiobjective genetic algorithm by considering two objec-
tive functions: the fitness value 𝑓V, which measures a solu-
tion’s performance by a combined objective, and the robust-
ness index 𝜂. They investigated the trade-off between the
convergence and robustness of the nondominant solutions.
Furthermore, Li proposed the Outer-Inner optimization
structure. The outer subproblem was to simultaneously min-
imize the fitness value and to maximize the robustness index.
The inner subproblem calculates the radius 𝑅, which repre-
sents a solution’s robustness.
Deb and Gupta [14] extended an existing approach that
finds robust solutions for single-objective optimization prob-
lems to MOPs with dynamic parameters. They defined the
mean effective objective functions instead of the original
objective functions.
Consider a multiobjective optimization problem as fol-
lows:
min F (x) = (𝑓
1
(x) , 𝑓
2
(x) , . . . , 𝑓
𝑀
(x))
subject to x ∈ 𝑆.
(1)
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In order to avoid obtaining the global optimal solutions
which are quite sensitive to such variable perturbation in their
vicinity, the following two approaches are defined for robust
optimization by Deb and Gupta [14].
Definition 1 (multiobjective robust solution of type I
(MORS1)). A solution x∗ is called a multiobjective robust
solution of type I if it is the global feasible pareto-optimal
solution to the following multiobjective minimization prob-
lem (suppose a 𝛿-neighborhood of a solution x is 𝐵
𝛿
(x)):
Minimize Feff (x) = (𝑓eff
1
(x) , 𝑓eff
2
(x) , . . . , 𝑓eff
𝑀
(x))
subject to x ∈ 𝑆,
(2)
where 𝑓eff
𝑗
(x) is defined as follows:
𝑓
eff
𝑗
(x) = 1󵄨󵄨󵄨󵄨𝐵𝛿 ( ⃗𝑥)
󵄨󵄨󵄨󵄨
∫
y∈𝐵𝛿(x)
𝑓
𝑗
(y) 𝑑y. (3)
Definition 2 (multiobjective robust solution of type II
(MORS2)). A solution x∗ is called a multiobjective robust
solution of type II if it is the global feasible pareto-optimal
solution to the following multiobjective minimization prob-
lem:
Minimize F (x) = (𝑓
1
(x) , 𝑓
2
(x) , . . . , 𝑓
𝑀
(x)) ,
subject to
󵄩󵄩󵄩󵄩󵄩
Feff (x) − F (x)󵄩󵄩󵄩󵄩󵄩
‖F (x)‖
≤ 𝜂,
x ∈ 𝑆.
(4)
MORS1 replaces the original objective function F(x)with
the effective objective function Feff(x). Where feff
𝑖
(x) is the
mean of 𝑖th objective function values in the vicinity of x.
In Definition 2, the original objective functions need to be
optimized. At the same time, the feasible solutions must
satisfy the constraint; that is, the objective function values
among neighboring solutions are limited to a user-defined
threshold 𝜂. Subsequently, the solution’s robustness is judged.
Two kinds of performances can not be analyzed at the
same time. Both definitions for robustness took the variable
perturbation into account. However, this is not DMOPs in
fact.
Furthermore, Barrico and Antunes [15] defined the
degree of robustness based on the solutions’ behavior in their
neighborhood in the decision space.The degree of robustness
was also used to evaluate the solutions’ behavior in the neigh-
borhood of the reference scenario in the space of the objective
functions’ coefficients [16]. The weakness of above definition
about the degree of robust is that the pareto-optimal set has
to be known in advance. To solve this problem, Cromvik
et al. [17] put forward a new definition for robustness index
and introduced the utility function to convert multiobjective
optimization problem into an approximation for a single
decision maker. In this method, the robust index cannot be
used as an objective during the optimization.
In a word, the abovemethods can solve themultiobjective
optimization problems with perturbation in the decision
space or the space of the objective function coefficients. How-
ever, only a robust pareto front meeting all multiobjective
optimization problems with the disturbance is found. In this
paper, we will discuss the robust solution set to a class of
DMOPs with changing parameters.
3. The Definition of RPOOT
In this paper, we focus on the DMOPs, in which the environ-
mental parameters continuously change over time and keep
stationary between two time-varying moments. Obviously,
the true pareto fronts shift from time to time. In other words,
the objective functions depending on 𝑡 are deterministic
during each changing stage. Hence, this kind of DMOPs with
continuous parameters can be discretized into a series of
multiobjective optimization problems (MOPs) at each time-
varying moment. Namely, the pareto fronts at each time-
varying moment are regarded as the basis of optimization.
Without loss of generality, dynamic multiobjective opti-
mization problem is defined as follows:
min 𝐹 ( ⃗𝑥, ⃗𝛼
𝑡
) = {𝑓
1
( ⃗𝑥, ⃗𝛼
𝑡
) ,
𝑓
2
( ⃗𝑥, ⃗𝛼
𝑡
) , . . . , 𝑓
𝑀
( ⃗𝑥, ⃗𝛼
𝑡
)}
subject to ⃗𝑥 ∈ 𝑆,
(5)
where ⃗𝑥 stands for the decision variable vector, 𝑆 ⊂ 𝑅𝑁
is the decision space, and 𝑅𝑀 is the objective space. 𝐹 :
(𝑆, 𝑡) → 𝑅
𝑀 consists of𝑀 objective functions 𝑓
𝑖
( ⃗𝑥, 𝑡) (𝑖 =
1, 2, . . . ,𝑀). ⃗𝛼
𝑡
is the time-depending parameter vector. 𝑡 ∈
[0, 𝑡end] represents the time. Suppose 1/𝑇 is the frequency for
dynamic environments. There may be𝑁 = ⌊𝑡end/𝑇⌋ different
time steps. DMOPs are divided into 𝑁 MOPs, denoted by
⟨𝐹( ⃗𝑥, ⃗𝛼
1
), 𝐹( ⃗𝑥, ⃗𝛼
2
), . . . , 𝐹( ⃗𝑥, ⃗𝛼
𝑁
)⟩.
Based on the definition of robust solutions’ index given by
Deb and Gupta [14] and the description of ROOT presented
by Yu et al. [18], we propose a novel concept, called robust
pareto-optimal over time (RPOOT) for DMOPs. It consists
of a sequence of robust pareto-optimal sets, denoted by
⟨𝑆
1
𝑃
, 𝑆
2
𝑃
, . . . , 𝑆
𝑙
𝑃
⟩ (1 ≤ 𝑙 ≤ 𝑁). Each robust pareto-optimal
solution 𝑆𝑖
𝑃
, 𝑖 = 1, 2, . . . , 𝑙 may not approximate to the true
pareto front at each period between changes but is relatively
closer to all true pareto fronts during at least two consecutive
time intervals.
Two hypotheses for RPOOT are that the environmen-
tal parameters change over time with stationary periods
𝑇 between changes and that the robust solution fits for
the consecutive changes during 𝑡 ∈ [𝑡
𝑙
, 𝑡
𝑢
] ⊆ [0, 𝑡end]. With
𝑙
𝛼
= ⌈𝑡
𝑙
/𝑇⌉ and 𝑢
𝛼
= ⌈𝑡
𝑢
/𝑇⌉, we obtain the problem
⟨𝐹 ( ⃗𝑥, ⃗𝛼
𝑙𝛼
) , 𝐹 ( ⃗𝑥, ⃗𝛼
𝑙𝛼+1
) , . . . , 𝐹 ( ⃗𝑥, ⃗𝛼
𝑢𝛼
)⟩ , (6)
where ⃗𝛼
𝑖
= ⃗𝛼
𝑖−1
+ Δ ⃗𝛼. The dynamics parameter Δ ⃗𝛼 is a
random variable obeying a certain distribution such as a
Gaussian distribution or a Uniform distribution. Let 𝑃(Δ ⃗𝛼)
be the probability density function of Δ ⃗𝛼. The nondominant
solutions’ performances are measured by the following two
definitions.
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𝛼2
𝛼1
𝛼(1)
𝛼(2)
𝛼(3)
x2
→
x1
→
x2
→
x3
x1
f2
f1
F2
F1
F3
Figure 1: The relationship of neighborhoods among robust solutions in objective space (for 2-dimension spaces and all functions to be
minimized).
Definition 3 (the average fitness). Consider
𝐹 ( ⃗𝑥; 𝑙
𝛼
, 𝑢
𝛼
) = (𝑓
1
( ⃗𝑥; 𝑙
𝛼
, 𝑢
𝛼
) ,
𝑓
2
( ⃗𝑥; 𝑙
𝛼
, 𝑢
𝛼
) , . . . , 𝑓
ave
𝑀
( ⃗𝑥; 𝑙
𝛼
, 𝑢
𝛼
)) ,
𝑓
𝑖
( ⃗𝑥; 𝑙
𝛼
, 𝑢
𝛼
)
=
1
𝑢
𝛼
− 𝑙
𝛼
+ 1
𝑢𝛼−𝑙𝛼+1
∑
𝑗=1
∫𝑓
𝑖
( ⃗𝑥, ⃗𝛼
𝑙𝛼
+ (𝑗 − 1) Δ ⃗𝛼) 𝑝 (Δ ⃗𝛼) 𝑑Δ ⃗𝛼.
(7)
Definition 4 (the variance of fitness). Consider
𝐷( ⃗𝑥; 𝑙
𝛼
, 𝑢
𝛼
) = (𝛿
1
( ⃗𝑥; 𝑙
𝛼
, 𝑢
𝛼
) ,
𝛿
2
( ⃗𝑥; 𝑙
𝛼
, 𝑢
𝛼
) , . . . , 𝛿
𝑀
( ⃗𝑥; 𝑙
𝛼
, 𝑢
𝛼
)) ,
𝛿
𝑖
( ⃗𝑥; 𝑙
𝛼
, 𝑢
𝛼
) =
1
𝑢
𝛼
− 𝑙
𝛼
+ 1
⋅
𝑢𝛼−𝑙𝛼+1
∑
𝑗=1
∫(𝑓
𝑖
( ⃗𝑥; ⃗𝛼
𝑙𝛼
+ (𝑗 − 1) Δ ⃗𝛼)
− 𝑓
𝑖
( ⃗𝑥; 𝑙
𝛼
, 𝑢
𝛼
) )
2
⋅ 𝑝 (Δ ⃗𝛼) 𝑑Δ ⃗𝛼.
(8)
In essence, 𝐹 measures the average performance of each
objective function within the time interval [𝑡
𝑙
, 𝑡
𝑢
]. 𝐷 is the
degree of the performance influenced by changing the time-
varying environment.
Definition 5 (robustness). A solution ⃗𝑥
𝑖
(𝑡) is called a robust
pareto solution if it is nondominant individuals satisfied to
the following DMOPs:
Minimize 𝐹 ( ⃗𝑥; 𝑙
𝛼
, 𝑢
𝛼
) = (𝑓
1
( ⃗𝑥; 𝑙
𝛼
, 𝑢
𝛼
) , 𝑓
2
( ⃗𝑥; 𝑙
𝛼
, 𝑢
𝛼
) , . . . ,
𝑓
𝑀
( ⃗𝑥; 𝑙
𝛼
, 𝑢
𝛼
))
subject to max
1≤𝑗≤𝑀
𝛿
𝑗
( ⃗𝑥
𝑖
; 𝑙
𝛼
, 𝑢
𝛼
) < 𝜂.
(9)
f2
S1p
PF2
PF1
PF3
f1
Figure 2: The definition of robust pareto-optimal set in objective
space.
In fact, all solutions composed of robust pareto-optimal
solution sets must be compromise. Subsequently, the non-
dominant relationship is defined based on the expected fit-
ness vector over time. Define ⃗𝑥
𝑖
(𝑡) ≻ ⃗𝑥
𝑗
(𝑡) if∀𝑙,𝑓
𝑙
( ⃗𝑥
𝑖
; 𝑙
𝛼
, 𝑢
𝛼
) ≤
𝑓
𝑙
( ⃗𝑥
𝑗
; 𝑙
𝛼
, 𝑢
𝛼
) and ∃𝑘, 𝑓
𝑘
( ⃗𝑥
𝑖
; 𝑙
𝛼
, 𝑢
𝛼
) < 𝑓
𝑘
( ⃗𝑥
𝑗
; 𝑙
𝛼
, 𝑢
𝛼
) is satisfied.
⃗𝑥
𝑖
(𝑡) and ⃗𝑥
𝑗
(𝑡) are compromise, if ∃𝑙, 𝑓
𝑙
( ⃗𝑥
𝑖
; 𝑙
𝛼
, 𝑢
𝛼
) > 𝑓
𝑙
( ⃗𝑥
𝑗
;
𝑙
𝛼
, 𝑢
𝛼
) and ∀𝑘 ̸= 𝑙, 𝑓
𝑘
( ⃗𝑥
𝑖
; 𝑙
𝛼
, 𝑢
𝛼
) ≤ 𝑓
𝑘
( ⃗𝑥
𝑗
; 𝑙
𝛼
, 𝑢
𝛼
). Conse-
quently, we define robust pareto-optimal solutions as 𝑆𝑡
𝑃
=
{ ⃗𝑥
∗
(𝑡) | ¬∃ ⃗𝑥
𝑖
(𝑡) ≻ ⃗𝑥
∗
(𝑡)) and max
1≤𝑗≤𝑀
𝛿
𝑗
( ⃗𝑥
𝑖
; 𝑙
𝛼
, 𝑢
𝛼
) < 𝜂}.
Obviously, RPOOT takes both the approximation and the
robustness into account.
In Figure 1, the parameters vary in different periods,
which map the uncertain area in the objective space. Obvi-
ously, ⃗𝑥
3
(𝑡) ≻ ⃗𝑥
2
(𝑡) and ⃗𝑥
3
(𝑡) ≻ ⃗𝑥
1
(𝑡). ⃗𝑥
1
(𝑡) and ⃗𝑥
2
(𝑡) are
nondominated. However, ⃗𝑥
2
(𝑡) is not robust due to its large
variance. As shown in Figure 2, the true pareto-optimal sets
for three consecutive time-varying periods are 𝑃𝐹
1
, 𝑃𝐹
2
, 𝑃𝐹
3
plotted by the dash lines. 𝑆1
𝑝
plotted by real line in Figure 2 is
the robust pareto-optimal solution. Obviously, 𝑆1
𝑝
is not the
best pareto-optimal set during this period but the satisfied
pareto front over time.
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4. The Robust Solutions’ Performance
In this paper, a robust pareto-optimal solution set needs not
only to approximate to the true pareto front during each
stage to the largest extent but also to satisfy the requirements
of robustness. We would like to make a clear distinction
between the definition of robustness for solutions and the
approximation of each solution.
4.1. The Robustness. For DMOPs, the task of the traditional
optimization methods is to find the pareto-optimal solutions
after detecting the new environment.This is time-consuming.
If the pareto-optimal front can meet the requirements of
more than one kind of environment in a certain accuracy,
the cost for search will be less. Consequently, the robustness
has two means. One is the insensitivity to the fluctuation
parameters. Deb and Gupta [14] has presented a general
definition based on 𝛿-neighborhood perturbation. The other
is the survival time, which reflects how many consecutive
changed environments this solution can fit for. Based on the
above two aspects, corresponding metric called the survival
time is proposed to measure the robustness in DMOPs.
Suppose ⃗𝑥(𝑡) is a nondomination solution at time 𝑡. The
robustness of ⃗𝑥(𝑡) is defined by maximum survival time
𝐿starting from time 𝑡 when all fitness values of ⃗𝑥(𝑡) from 𝑡
to 𝑡 + 𝐿 belong to 𝜂-neighborhood of 𝐹( ⃗𝑥(𝑡), 𝛼
𝑡
).
Define the survival time of solution’s robustness as 𝐿;
𝐿 (𝑆
𝑡
𝑃
, 𝜂) = min
⃗𝑥(𝑡)∈𝑆
𝑡
𝑃
𝐿
𝑠
( ⃗𝑥 (𝑡) , 𝜂) , (10)
𝐿
𝑠
( ⃗𝑥 (𝑡) , 𝜂)
=max{𝑙
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
󵄩󵄩󵄩󵄩󵄩
𝐹 ( ⃗𝑥 (𝑡) , ⃗𝛼
𝑡+𝑖
)−𝐹 ( ⃗𝑥 (𝑡) , ⃗𝛼
𝑡
)
󵄩󵄩󵄩󵄩󵄩
󵄩󵄩󵄩󵄩𝐹 (
⃗𝑥 (𝑡) , ⃗𝛼
𝑡
)
󵄩󵄩󵄩󵄩
≤𝜂, ∀𝑖, 1 ≤𝑖 ≤𝑙 } .
(11)
𝐿
𝑠
( ⃗𝑥(𝑡), 𝜂) stands for the survival time of any optimal
solution ⃗𝑥(𝑡) in robust pareto-optimal set 𝑆𝑖
𝑃
. 𝜂 is the user-
defined threshold, which is the key parameter having a
direct impact on 𝐿. The larger 𝜂 means the tolerance to
the varieties of the fitness is better. It makes 𝐿 larger. ‖ ⋅
‖ operator is used to measure the distance between the
current fitness values and the future predictive fitness values.
Here, the Euclidean norm is used. But any other suitable
norm can also be adopted. 𝐹( ⃗𝑥, 𝛼
𝑡+𝑖
) is the approximated
fitness instead of the real fitness value by a predictor [18].
Because the time-depending parameters vary randomly, each
nondominated solution’s real fitness values for each time-
varying environment cannot be all evaluated accurately. So
we need a prediction method to approximate the fitness in
the future dynamic environments. As shown in Figure 3, if
the robust pareto-optimal solutions at time 𝑡 are satisfied
during the consecutive time-varying moments from 𝑡 to
𝑡 + 𝐿, the fitnesses 𝐹( ⃗𝑥, ⃗𝛼
𝑡+1
), 𝐹( ⃗𝑥, ⃗𝛼
𝑡+2
), . . . , 𝐹( ⃗𝑥, ⃗𝛼
𝑡+𝐿
) are all
constricted to the 𝜂-neighborhood of 𝐹( ⃗𝑥, ⃗𝛼
𝑡
).
f2
f1
𝜂
F(
→
x , 𝛼t+i)
F(
→
x , 𝛼t+L)
F(
→
x , 𝛼t+2)
F(
→
x , 𝛼t+1)
F(
→
x , 𝛼t)
Figure 3: The definition of robust survival time in the neighbor-
hood.
4.2. The Average Fitness Function. Generally, the integral
part of (7) is not easy to be calculated since there is little
knowledge to get the accurate probability density function. So
we take the following average performance as the robustness
of solution over the considered time interval.
We define 𝑆𝑡
𝑃
as a robust pareto-optimal solution over
time if it is the global feasible pareto-optimal solution to the
following multiobjective optimization problem:
min 𝐹ave ( ⃗𝑥, ⃗𝛼
𝑡
) = {𝑓
ave
1
( ⃗𝑥, ⃗𝛼
𝑡
) ,
𝑓
ave
2
( ⃗𝑥, ⃗𝛼
𝑡
) , . . . , 𝑓
ave
𝑀
( ⃗𝑥, ⃗𝛼
𝑡
)}
𝑓
ave
𝑖
( ⃗𝑥, ⃗𝛼
𝑡
) =
1
𝐿 + 1
𝐿
∑
𝑗=0
𝑓
𝑖
( ⃗𝑥, ⃗𝛼
(𝑡+𝑗)
) ,
(12)
where 𝑓ave
𝑖
( ⃗𝑥, ⃗𝛼
𝑡
) stands for the average fitness value of 𝑖th
objective during the consecutive time-varyingmoments from
𝑡 to 𝑡 + 𝐿. Subsequently, 𝐹ave( ⃗𝑥, ⃗𝛼
𝑡
) measures the average
performance of 𝑆𝑡
𝑃
in each objective during the time interval
𝐿. The smaller average fitness value means that 𝑆𝑡
𝑃
is more
approximate to the true pareto fronts of corresponding time-
varying environments.
In aword, the average survival time reflects the robustness
of 𝑆𝑡
𝑃
on the time space; that is, how many time-varying
environments it fits for. The average fitness value measures
how the pareto-optimal fronts approximate to the true pareto
fronts in the objective space during these dynamic stages.
Consequently, a robust pareto-optimal solution must be the
one with the minimum average fitness values.
4.3. The Population-Based Optimization Method. Taking
above metrics as the objectives, a novel framework to solve
RPOOT problems is constructed for DMOPs. In the time-
varyingmoments,manypopulation-based evolutionary algo-
rithms may be adopted to find a set of robust pareto-optimal
fronts over time, denoted by 𝑆1
𝑃
, 𝑆
2
𝑃
, . . . , 𝑆
𝑙
𝑃
.
It is worth noting that we must take into account the
future performance of all objectives during the calculation of
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Set 𝑡 = 1;
Set evolutionary generation 𝑔 = 0;
Initialize a population 𝑃
𝑡
;
Evaluate the fitness value and survival time 𝐿 of every individual in 𝑃
𝑡
;
Caculate the average fitness value 𝐹ave by formula (12);
Repeat
𝑡
0
= 𝑡;
Detect change in the environment landspaces;
if the environment changes then
Set 𝑡 = 𝑡 + 1;
end
if 𝑡 = 𝑡
0
+ 𝐿
Reinitialize the population 𝑃
𝑡
;
Evaluate the fitness value and survival time 𝐿 of every individual in 𝑃
𝑡
;
Caculate the average fitness value 𝐹ave;
Excute evolutionary operations;
else
Optimize the 𝑡
0
th MOP by MOEA/D;
End
𝑔 = 𝑔 + 1;
Until termination criteria met
Algorithm 2: EA for RPOOT (a framework finding RPOOT).
robust survival time and robustness performance.We assume
that future performance can be estimated by a database and
a predictor. The database is used to store historical data,
and the task of the predictor is to estimate a solution’s
future performances [19]. A framework of population-based
optimization algorithm for RPOOT is presented as following
Algorithm 2. By thismethod, the robust pareto solution could
not only approximate to the true pareto front as close as
possible but also fit for more than one dynamic environment.
4.4. TheMeasurement of Algorithm Performance. It is impor-
tant to measure the performance of the RPOOT algorithm.
We should not only consider the robustness of the robust
pareto-optimal solutions but also consider the accuracy of
the solutions to the true pareto front. On the one hand, the
average survival time measures the solutions’ robustness on
the time scale. On the other hand, the average robust metric
measures the approximation to the true pareto front in the
objective space.
4.4.1. The Average Survival Time. In DMOPs, the robustness
of the robust optimal pareto solutions is measured by the
average survival time. Moreover, the algorithms will be
compared across the whole time period 𝑡 = 1, 2, . . . , 𝑁.
Based on the robustness defined in (11), the robustness of the
algorithm performance is defined as follows:
𝐿 =
1
𝑁
𝑁
∑
𝑡=1
𝐿 (𝑆
𝑡
𝑝
, 𝜂) . (13)
𝐿(𝑆
𝑡
𝑝
, 𝜂) is the robustness survival time of the non-
domination solutions obtained from the algorithm during
the timeline. Obviously, the longer the average survival time
is, the better the robustness of solutions is. The robustness of
optimal parato front on the time scale can be reflected by the
average survival time. Moreover, 𝐿 depends on the threshold
𝜂. Therefore, a more exhaustive analysis is necessary for the
robust optimal pareto solutions under different 𝜂.
4.4.2. The Average Robust Generational Distance. Thismetric
reflects the quality of the robust nondominant solution sets.
The general distance (GD) [21] indicates how close the
obtained PFs are to the true pareto front in multiobjective
optimization problems. Furthermore, the inverted genera-
tional distance (IGD) [21] is used to assess the approximation
performance of the algorithms. IGD measures both the
diversity and the convergence of the population. In our
experimental studies, robust generational distance (RGD)
and robust inverted generational distance (RIGD) indicate
the average distance between each robust optimal pareto
front and the true pareto fronts within its survival time.
Suppose 𝑙 is the size of robust nondominant pareto solution
set during the whole time interval. The RGD and RIGD
metrics are defined as follows:
RGDRPOOT = 1
𝑙
𝑙
∑
𝑖=1
MGD (𝑖) ,
MGD (𝑖) = max
𝑘=𝑡𝑖 ,...,𝑡𝑖+𝐿𝑡𝑖
GD (𝑘) ,
RIGDRPOOT = 1
𝑙
𝑙
∑
𝑖=1
MIGD (𝑖) ,
(14)
MIGD (𝑖) = max
𝑘=𝑡𝑖 ,...,𝑡𝑖+𝐿𝑡𝑖
IGD (𝑘) , (15)
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where 𝑡
𝑖
stands for the time step of robust nondomi-
nant solution set. 𝐿
𝑡𝑖
is their survival time. GD(𝑘) =
(1/|𝑃
𝑘
|) ∑]∈𝑃𝑘 𝑑(𝑃𝐹
𝑘
, ])) and IGD(𝑘) = (1/|𝑃𝐹𝑘|) ∑]∈𝑃𝐹𝑘 𝑑(],
𝑃
𝑘
). 𝑃𝐹𝑘 is a set of uniformly distributed optimal solutions in
the true 𝑃𝐹 at t; 𝑃𝑡 is the solutions obtained at 𝑡. 𝑑(𝑃𝐹𝑘, ]) =
min
𝑢∈𝑃𝐹
𝑘√∑
𝑚
𝑗=1
(𝑓
(𝑢)
𝑗
− 𝑓
(V)
𝑗
)
2 is the distance between ] and
𝑃𝐹
𝑘. 𝑑(], 𝑃𝑘) = min
𝑢∈𝑃
𝑘√∑
𝑚
𝑗=1
(𝑓
(V)
𝑗
− 𝑓
(𝑢)
𝑗
)
2 is the distance
between ] and 𝑃𝑘. |𝑃𝑘| and |𝑃𝐹𝑘| are the cardinalities of 𝑃𝑘
and 𝑃𝐹𝑘. In our experiments, we select 100 evenly distributed
solutions in 𝑃𝐹𝑠.
5. Analysis of the Experimental Results
In this section, eight dynamic multiobjective benchmark
functions are adopted in the experiments. Simulation results
and further analysis on solutions’ performance are conducted
in Section 5.2.
5.1. Benchmark Functions. Eight dynamic multiobjective
benchmark functions are adopted to test whether or not the
algorithm can find robust pareto-optimal solutions set. The
first five functions are FDA1-FDA5 presented by Farina et al.
[3]. The other three functions are DMOP1, DMOP2, and
DMOP3 [22]. FDA4 and FDA5 contain three objectives, and
the others include two objectives. 𝜏 is the generation counter.
𝜏
𝑡
is the number of iterations under the time window 𝑡. 𝑛
𝑡
is the number of distinct steps under 𝑡, which controls the
distance between two consecutive PSs.
The first type of benchmark are FDA1, FDA4, and
DMOP3. For Type I problem, only the pareto sets (PSs) in
the decision space dynamically change over time. However,
the corresponding pareto fronts (PFs) in the objective space
do not change with time. At any moment, the optimal pareto
fronts are respectively 𝑓
2
= 1 − √𝑓
1
, 𝑓2
1
+ 𝑓
2
2
+ 𝑓
2
3
= 1, and
𝑓
2
= 1−√𝑓
1
. FDA2 andDMOP1 belong to Type III problems,
in which only the PFs in the objective space change while
the PSs in the decision space remain the same. The optimal
pareto front of FDA2 is 𝑓
2
= 1 − 𝑓
(0.75+0.7 sin(0.5𝜋𝑡))−1
1
that
changes from a convex to a nonconvex shape. DMOP1 has
a convex optimal pareto front 𝑓
2
= 1 − 𝑓
(1.25+0.75 sin(0.5𝜋𝑡))
1
.
FDA3, FDA5, and DMOP2 belonging to Type II problems
have changing PSs and PFs: 𝑓
2
= 1 − 𝑓
(0.75+0.7 sin(0.5𝜋𝑡))−1
1
,
𝑓
2
1
+ 𝑓
2
2
+ 𝑓
2
3
= (1 + 𝐺(𝑡))
2, 𝑓
2
= 1 − 𝑓
(1.25+0.75 sin(0.5𝜋𝑡))
1
.
The definitions of these dynamic multiobjective benchmark
functions are summarized in Table 1. Their true PFs when
𝑡 = 5, 10, 20, 23, 26, 34 are shown in Figure 4.
In this paper, we adopt a multiobjective evolutionary
algorithm based on decomposition (MOEA/D) [21] to track
the moving optimal pareto front over time. In MOEA/D,
the penalty-based boundary intersection (PBI) approach is
used as the surrogate model. For the benchmark functions,
the population size is 100. In all experiments, time-varying
moment 𝑡 alters with the evolutionary generation and is
associated with the parameter 𝜏
𝑡
. The larger 𝜏
𝑡
means that
the environmental parameters change more infrequently and
multiobjective optimization algorithms can spendmore suffi-
cient time tracking the newpareto front.Otherwise, the less 𝜏
𝑡
makes multiobjective optimization algorithm triggered after
detecting the new environment, hardly finding the satisfied
pareto solutions closed to the true pareto front during the
limited iterations. Now we discuss the algorithm perfor-
mances under different frequencies. As shown in Figure 5,
when the environment changes every 20 generations, the
algorithm can track dynamic pareto-optimal fronts better.
But within 5 generations, the satisfied PFs for the new
environment are difficultly obtained. As a result, for all
experiments, 𝜏
𝑡
= 20. The corresponding optimal pareto
fronts of each benchmark function gotten by MOEA/D are
shown below in Figure 6.
5.2. Simulation Results and Analysis. In this section, two
groups of experiments have been done. In the first group, the
optimal nondomination solutions starting from the time 𝑡
0
are obtained. If the minimum survival time of this moment
is 𝐿, robust pareto solution fits for the environment from 𝑡
0
to 𝑡
0
+ 𝐿. The process is repeated until the last environment
occurs. The purpose of the second group of experiments is
to obtain each robust optimal pareto front, respectively, for
RPOOT at 100 time-varying moments.
5.2.1. The Effect of Neighborhood Size 𝜂. The neighborhood
size 𝜂 directly influences the evaluation criterion for the
robust optimal pareto fronts. In the first group of exper-
iments, we compare and analyze the performances of the
robust optimal pareto fronts under different thresholds 𝜂.
The numbers of robust pareto fronts (NRPFs) on 100 time-
varying moments are listed in Table 2. The statistical average
results of RGD and RIGD on eight benchmarks over 15 runs
also can be found in Table 3 under different neighborhood
sizes 𝜂.
As shown in Tables 2 and 3, with the increasing of the
neighborhood size 𝜂, less robust pareto fronts are contained
in thewhole period. Itmeans that the robustness of RPOOT is
better. At the same time, their average inverted generational
distances become larger, which means that the convergence
of the RPOOT is worse. For each benchmark function, the
standard errors of NRPF, RGD, and RIGD over 15 runs are
given in Tables 2 and 3.Themeans and standard errors shown
in these tables indicate that the stability of RPOOTs is good
enough. We choose 𝜂 = 0.4 in the following experiments.
The robust optimal pareto fronts obtained fromMOEA/D are
shown in Figure 7.
From Figures 7(a)–7(h) and Table 4, we find that the GD
and IGD of trackingmultiobjective (TMO) algorithm are less
than RGD and RIGD of RPOOT algorithm. But the number
of robust pareto solution sets of RPOOT is far less than 100.
5.2.2.The Average Survival Time. The second group of exper-
iments record each robust pareto front in RPOOT at each
time-varying moment. Independent 15-time run is done
for each benchmark. The results of the second group of
experiments are plotted in Figure 8. It can be seen from
Figure 8 that the average survival time of the robust pareto
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Table 1: The dynamic benchmark functions.
Benchmark function Definition Type
FDA1
𝑓
1
(𝑋I) = 𝑥1
Type I
𝑓
2
= 𝑔 ⋅ ℎ
𝑔 (𝑋II) = 1 + ∑
𝑥𝑖∈𝑋II
(𝑥
𝑖
− 𝐺 (𝑡))
2
ℎ(𝑓
1
, 𝑔) = 1 − √
𝑓
1
𝑔
𝐺(𝑡) = sin(0.5𝜋𝑡), 𝑡 = 1
𝑛
𝑡
⌊
𝜏
𝜏
𝑡
⌋
where:𝑚 = 10,𝑋I = (𝑥1) ∈ [0, 1]; 𝑋I = (𝑥2, . . . , 𝑥𝑚) ∈ [−1, 1]
FDA2
𝑓
1
(𝑋I) = 𝑥1
Type III
𝑓
2
= 𝑔 ⋅ ℎ
𝑔(𝑋II) = 1 + ∑
𝑥𝑖∈𝑋II
𝑥
2
𝑖
ℎ(𝑓
1
, 𝑔) = 1 − (
𝑓
1
𝑔
)
𝐻(𝑡)
−1
𝐻(𝑡) = 0.75 + 0.7 sin(0.5𝜋𝑡), 𝑡 = 1
𝑛
𝑡
⌊
𝜏
𝜏
𝑡
⌋
where:𝑋I = (𝑥1) ∈ [0, 1]; 𝑋II ∈ [−1, 1], |𝑋II| = 15
FDA3
𝑓
1
(𝑋I) =
𝑛
∑
𝑥𝑖∈𝑋I
𝑥
𝐹(𝑡)
𝑖
Type II
𝑓
2
= 𝑔 ⋅ ℎ
𝑔(𝑋II) = 1 + 𝐺(𝑡) + ∑
𝑥𝑖∈𝑋II
(𝑥
𝑖
− 𝐺 (𝑡))
2
ℎ(𝑓
1
, 𝑔) = 1 − √
𝑓
1
𝑔
𝐺(𝑡) = |sin (0.5𝜋𝑡)|
𝐹(𝑡) = 10
2 sin(0.5𝜋𝑡), 𝑡 = 1
𝑛
𝑡
⌊
𝜏
𝜏
𝑡
⌋
where: 󵄨󵄨󵄨󵄨𝑋I
󵄨󵄨󵄨󵄨 = 1,
󵄨󵄨󵄨󵄨𝑋II
󵄨󵄨󵄨󵄨 = 9, 𝑋I ∈ [0, 1]; 𝑋II ∈ [−1, 1]
FDA4
𝑓
1
(𝑥) = (1 + 𝑔) cos(0.5𝜋𝑥
1
) cos(0.5𝜋𝑥
2
)
Type I
𝑓
2
(𝑥) = (1 + 𝑔) cos (0.5𝜋𝑥
1
) sin(0.5𝜋𝑥
2
)
𝑓
3
(𝑥) = (1 + 𝑔) sin(0.5𝜋𝑥
1
)
𝑔(𝑥) =
𝑛
∑
𝑖=3
(𝑥
𝑖
− 𝐺 (𝑡))
2
𝐺(𝑡) = |sin(0.5𝜋𝑡)|, 𝑡 = 1
𝑛
𝑡
⌊
𝜏
𝜏
𝑡
⌋
where: 𝑥
𝑖
∈ [0, 1], 𝑛 = 12
FDA5
𝑓
1
(𝑥) = (1 + 𝑔) cos (0.5𝜋𝑦
1
) cos(0.5𝜋𝑦
2
)
Type II
𝑓
2
(𝑥) = (1 + 𝑔) cos (0.5𝜋𝑦
1
) sin(0.5𝜋𝑦
2
)
𝑓
3
(𝑥) = (1 + 𝑔) sin(0.5𝜋𝑦
1
)
𝑔(𝑥) = 𝐺(𝑡) +
𝑛
∑
𝑖=3
(𝑥
𝑖
− 𝐺 (𝑡))
2, 𝑦
𝑖
= 𝑥
𝐹(𝑡)
𝑖
𝐺 (𝑡) = |sin (0.5𝜋𝑡)|, 𝐹(𝑡) = 1 + 100 sin4(0.5𝜋𝑡), 𝑡 = 1
𝑛
𝑡
⌊
𝜏
𝜏
𝑡
⌋
where: 𝑥
𝑖
∈ [0, 1], 𝑛 = 12
DMOP1
𝑓
1
(𝑥
1
) = 𝑥
1
Type III
𝑓
2
= 𝑔 ⋅ ℎ
𝑔(𝑥
2
, . . . , 𝑥
𝑚
, 𝑡) = 1 + 9
𝑚
∑
𝑖=2
𝑥
2
𝑖
ℎ(𝑓
1
, 𝑔) = 1 − (
𝑓
1
𝑔
)
𝐻(𝑡)
𝐻(𝑡) = 0.75 sin(0.5𝜋𝑡) + 1.25, 𝑡 = 1
𝑛
𝑡
⌊
𝜏
𝜏
𝑡
⌋
where:𝑚 = 10, 𝑥
𝑖
∈ [0, 1], ∀𝑖 = 1, 2, . . . , 𝑚
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Table 1: Continued.
Benchmark function Definition Type
DMOP2
𝑓
1
(𝑥
1
) = 𝑥
1
Type II
𝑓
2
= 𝑔 ⋅ ℎ
𝑔(𝑥
2
, . . . , 𝑥
𝑚
, 𝑡) = 1 +
𝑚
∑
𝑖=2
(𝑥
𝑖
− 𝐺 (𝑡))
2
ℎ(𝑓
1
, 𝑔) = 1 − (
𝑓
1
𝑔
)
𝐻(𝑡)
𝐻(𝑡) = 0.75 sin(0.5𝜋𝑡) + 1.25, 𝑡 = 1
𝑛
𝑡
⌊
𝜏
𝜏
𝑡
⌋
where:𝑚 = 10, 𝑥
𝑖
∈ [0, 1], ∀𝑖 = 1, 2, . . . , 𝑚
DMOP3
𝑓
1
(𝑋) = 𝑥
1
Type II
𝑓
2
= 𝑔 ⋅ ℎ
𝑔(𝑋, 𝑡) = 1 + 9
𝑛
∑
𝑖=2
(𝑥
𝑖
− 𝐺(𝑡))
2
ℎ(𝑋, 𝑡) = 1 − √
𝑓
1
𝑔
𝐺(𝑡) = sin(0.5𝜋𝑡), 𝑡 = 1
𝑛
𝑡
⌊
𝜏
𝜏
𝑡
⌋
where:𝑋 ∈ [0, 1] × [−1, 2]𝑛−1,𝑚 = 10
Table 2: Comparison of the number of robust pareto fronts (NRPFs) on 100 time-varying moments under different 𝜂.
Functions Measures 𝜂
𝜂 = 0.1 𝜂 = 0.2 𝜂 = 0.3 𝜂 = 0.4 𝜂 = 0.5 𝜂 = 0.6 𝜂 = 0.7 𝜂 = 0.8
FDA1 NRPFs 𝜇 70.9 61 50 37.4 35.9 30 33.1 30
𝜎 0.3162 0 0 0.5164 0.3162 0 0.7379 0
FDA2 NRPFs 𝜇 40 19 9 9.4 1 1.8 2 1.6
𝜎 0 0 0 1.2649 0 0.4216 0 0.5164
FDA3 NRPFs 𝜇 83.4 69 64 51.2 45.5 35.5 34.7 30.8
𝜎 0.5164 0 0 0.6325 1.5811 0.9718 0.4830 0.6325
FDA4 NRPFs 𝜇 79 69.5 56 42.4 36.1 33.4 28.9 29.9
𝜎 0 1.5811 0 1.2649 1.4491 1.3499 0.3162 0.3162
FDA5 NRPFs 𝜇 90 90 70 58.5 50 61.7 45 35
𝜎 0 0 0 1.0801 0 0.4830 0 0
DMOP1 NRPFs 𝜇 24.8 5.9 6 1 1 1 1 1
𝜎 0.6325 1.4491 0 0 0 0 0 0
DMOP2 NRPFs 𝜇 76.4 68 54.5 39.3 32.3 32.8 29.2 28
𝜎 1.2649 0 0.7071 1.1595 0.9487 0.6325 0.7888 0
DMOP3 NRPFs 𝜇 90 89.6 84.6 78.8 80 80 80 79.8
𝜎 0 0.5164 0.6992 1.0328 0 0 0 0.6325
front at each time-varying moment is far larger than 1. The
results of the average survival time listed in Table 5 are all far
longer than changing time 100.
6. Conclusions
Dynamic multiobjective optimization problems with chang-
ing parameters widely exist in real life. The aim of
the traditional optimization algorithms is to track the optimal
pareto solution set after detecting the environment change
efficiently. These algorithms may not obtain the satisfied
nondominant solutions between two time-varyingmoments.
In this paper, we proposed a new perspective for solving
DMOPs with consecutive time-varying periods. Its goal is to
find the robust pareto solution set over time.Three contribu-
tions are contained in RPOOT. At first, the detailed concept
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Figure 4: The true pareto fronts of benchmark functions.
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Figure 5: Continued.
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Figure 5: The pareto fronts of benchmarks under different frequencies when 𝑡 = 5, 10, 20, 23, 26, 34.
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Figure 6: The 100 PFs of benchmark functions changing over time from 𝑡 = 1 to 100.
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Figure 7: The robust optimal pareto fronts of benchmark functions.
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Figure 8: Average survival time of benchmark functions.
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Table 3: Comparison of the robust generation distances of robust optimal pareto fronts under different 𝜂.
Functions Measures 𝜂
𝜂 = 0.1 𝜂 = 0.2 𝜂 = 0.3 𝜂 = 0.4 𝜂 = 0.5 𝜂 = 0.6 𝜂 = 0.7 𝜂 = 0.8
FDA1
RGD 𝜇 0.0064 0.0067 0.0066 0.0054 0.0050 0.0046 0.0050 0.0043
𝜎 0.0014 0.0010 0.0013 6.2714𝑒 − 4 4.1899𝑒 − 4 7.0798𝑒 − 4 2.2421𝑒 − 4 1.2005𝑒 − 4
RIGD 𝜇 0.1258 0.1028 0.1079 0.0095 0.0096 0.0100 0.0094 0.0077
𝜎 0.1012 0.0996 0.0623 0.0021 0.0025 0.0050 0.0022 0.0016
FDA2
RGD 𝜇 0.0493 0.0802 0.2016 0.2044 0.2147 0.2359 0.2510 0.2397
𝜎 0.0082 0.0055 0.0256 0.0186 3.3963𝑒 − 6 0.0128 0.0148 0.0236
RIGD 𝜇 0.0486 0.0822 0.2416 0.2438 0.2613 0.2675 0.2772 0.2762
𝜎 0.0113 0.0049 0.0388 0.0316 8.0722𝑒 − 7 0.0037 0.0148 0.0140
FDA3
RGD 𝜇 0.0438 0.0611 0.0689 0.1205 0.3034 0.3363 0.2115 0.3202
𝜎 0.0183 0.0039 0.0032 0.0084 0.1128 0.1459 0.0240 0.0984
RIGD 𝜇 0.1346 0.1342 0.1308 0.1544 0.3095 0.3452 0.2337 0.3341
𝜎 0.0714 0.0608 0.0742 0.0579 0.1003 0.1544 0.0299 0.1021
FDA4
RGD 𝜇 0.3935 0.3898 0.3886 0.3879 0.3874 0.3877 0.3877 0.3869
𝜎 0.0045 0.0030 7.0914𝑒 − 4 4.6005𝑒 − 4 0.0017 8.8703𝑒 − 4 4.4630𝑒 − 4 5.2637𝑒 − 4
RIGD 𝜇 0.0699 0.0573 0.0520 0.0543 0.0497 0.0476 0.0496 0.0424
𝜎 0.0140 0.0131 0.0021 0.0043 0.0049 0.0033 0.0051 0.0023
FDA5
RGD 𝜇 0.7700 0.7703 0.7698 0.7761 0.7640 0.7650 0.7700 0.7637
𝜎 0.0055 0.0061 0.0059 0.0172 0.0066 0.0060 0.0073 0.0074
RIGD 𝜇 0.0897 0.0879 0.2593 0.3619 0.1659 0.1737 0.1984 0.1973
𝜎 0.0063 0.0044 0.0506 0.1683 0.0020 0.0048 0.0019 0.0018
DMOP1
RGD 𝜇 0.0564 0.0913 0.1195 0.1523 0.1523 0.1523 0.1523 0.1523
𝜎 0.0232 0.0080 0.0093 2.2854𝑒 − 6 3.8348𝑒 − 6 3.1345𝑒 − 6 3.8348𝑒 − 6 3.4498𝑒 − 6
RIGD 𝜇 0.0580 0.0845 0.1240 0.1564 0.1564 0.1564 0.1564 0.1564
𝜎 0.0235 0.0083 0.0084 1.0404𝑒 − 7 1.3379𝑒 − 7 1.2821𝑒 − 7 1.3379𝑒 − 7 1.7569𝑒 − 7
DMOP2
RGD 𝜇 0.0606 0.0611 0.0375 0.1255 0.0509 0.0634 0.0871 0.1198
𝜎 0.0269 0.0193 0.0027 0.0671 0.0033 0.0134 0.0178 0.0594
RIGD 𝜇 0.1779 0.1211 0.0789 0.1335 0.0518 0.0674 0.0866 0.1270
𝜎 0.1300 0.0775 0.0553 0.0743 0.0030 0.0114 0.0218 0.0667
DMOP3
RGD 𝜇 0.0093 0.0098 0.0104 0.0101 0.0129 0.0107 0.0099 0.0107
𝜎 7.9206𝑒 − 004 0.0011 0.0022 0.0025 0.0063 0.0012 0.0013 0.0022
RIGD 𝜇 0.1525 0.1847 0.1824 0.1465 0.1866 0.1517 0.2238 0.1993
𝜎 0.0721 0.0407 0.0711 0.0508 1.1782𝑒 − 6 0.0642 0.1010 0.1035
of the robust pareto-optimal over time is pointed out by the
robustness definition of nondomination solution in the time
scale. Secondly, we developed the new definition survival
time which means how many time-varying environments it
fits for. Thirdly, a framework for finding robust pareto fronts
is proposed, and a MOEA/D is employed as an optimizer.
Lastly, eight dynamic multiobjective benchmark functions
are adopted to indicate the feasibility of the algorithm. From
the simulation results, we receive that the robustness of
RPOOT depends on the parameter 𝜂. Less robust pareto
fronts are contained in the whole period with the increasing
of the neighborhood size 𝜂. It means that the robustness is
better. At the same time, the convergence of the RPOOT is
worse. Moreover, the survival time of the robust pareto front
at each time-varyingmoment is far larger than 1.That is, each
robust pareto front of the robust pareto-optimal solution set
can fit for more than 1 consecutive changed environments.
Due to the fact that the dynamic system is performed
online, we do not obtain the future landscape on the cur-
rent environment. The future fitness values of the solutions
considered in RPOOT should be predicted through the past
fitness values. So, the estimation and prediction task are
inevitable in the future work.
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Table 4: Comparison of the performance between TMO and RPOOT.
Functions TMO RPOOT (𝜂 = 0.4)
GD IGD RGD RIGD
FDA1 𝜇 0.0016 0.0019 0.0054 0.0095
𝜎 6.3501𝑒 − 007 5.9935𝑒 − 008 6.2714𝑒 − 4 0.0021
FDA2 𝜇 0.0016 0.0019 0.2044 0.2438
𝜎 6.3501𝑒 − 007 5.9935𝑒 − 008 0.0186 0.0316
FDA3 𝜇 0.0029 0.0030 0.1205 0.1544
𝜎 5.4816𝑒 − 006 6.6723𝑒 − 005 0.0084 0.0579
FDA4 𝜇 0.0070 0.0067 0.3879 0.0543
𝜎 1.6289𝑒 − 005 1.3751𝑒 − 004 4.6005𝑒 − 4 0.0043
FDA5 𝜇 0.0119 0.0115 0.7761 0.3619
𝜎 1.1204𝑒 − 005 1.3446𝑒 − 004 0.0172 0.1683
DMOP1 𝜇 0.0042 2.6464𝑒 − 005 0.1523 0.1564
𝜎 1.2932𝑒 − 006 1.3513𝑒 − 006 2.2854𝑒 − 6 1.0404𝑒 − 7
DMOP2 𝜇 4.5087𝑒 − 005 5.6999𝑒 − 005 0.1255 0.1335
𝜎 1.5932𝑒 − 005 1.6302𝑒 − 005 0.0671 0.0743
DMOP3 𝜇 3.8105𝑒 − 005 6.7778𝑒 − 005 0.1763 0.1866
𝜎 6.4825𝑒 − 006 8.7792𝑒 − 006 1.4261𝑒 − 5 1.4064𝑒 − 6
Table 5: The overall survival time of robust PFs.
Function FDA1 FDA2 FDA3 FDA4 FDA5 DMOP1 DMOP2 DMOP3
Overall survival time 258 1009 262 273 199 1794 224 135
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We propose the newmethod of tool use with a tool-body assimilationmodel based on body babbling and a neurodynamical system
for robots to use tools. Almost all existing studies for robots to use tools require predeterminedmotions and tool features; themotion
patterns are limited and the robots cannot use novel tools. Other studies fully search for all available parameters for novel tools, but
this leads to massive amounts of calculations. To solve these problems, we took the following approach: we used a humanoid robot
model to generate randommotions based on human body babbling.These richmotion experiences were used to train recurrent and
deep neural networks for modeling a body image. Tool features were self-organized in parametric bias, modulating the body image
according to the tool in use. Finally, we designed a neural network for the robot to generate motion only from the target image.
Experiments were conducted with multiple tools for manipulating a cylindrical target object. The results show that the tool-body
assimilation model is capable of motion generation.
1. Introduction
Humans are capable of expanding their ability by using
tools. Robots are expected to become more useful to society
through the use of tools. With the development of robotics
technology, robots have become very complex, with increas-
ing numbers of applicable sensors and degrees of freedom.
Therefore, complicated calculations are required to build
conventional robot tool use models. Modeling robot tool use
based on human cognitive development has been proposed
as an approach to mitigate this problem [1]. Among the
many factors of human cognitive development, tool-body
assimilation, studied in the field of neuropsychology, has
begun to gather attention [2]. Tool-body assimilation occurs
when humans use a tool and treat it as an expansion of their
own bodies. Iriki et al. recorded neurons called “bimodal
neurons” before and after monkeys were trained to use a
tool. Bimodal neurons respond both to tactile stimulation on
the hand and to visual stimulation.Through tool use training,
the visual receptive field of bimodal neurons expands from
the monkey’s hand to the surroundings of the grasping tool.
This result shows that tool-body assimilation occurs at the
neuron level. We aim to achieve robot tool use by this
approach; by modeling tool-body assimilation, it is possible
to alter the behavior of a posttrained body model by adding
new neurons and expressing a “body model that is using a
tool.”
Tool use with tool-body assimilation is also gathering
attention in the field of robotics. Nabeshima et al. [3] used
visual and touch stimuli to connect bodily and sensory
information. After training the relationships between visual
and touch stimuli, dynamic touch was performed to predict
the inertial parameters of the tool. The resulting simulation
model allowed the robot to perform a pulling task with a
target object located in an invisible area. However, the inertial
parameters used as tool features were determined in advance,
and the model was incapable of adapting to nonrigid bodies.
Hikita et al. [4] treated tools as an expansion of the robot’s
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body in the form of saliency maps, basing their research on
the experimental results of Iriki et al. However, no actual
motion was generated.
There are various studies regarding tool manipulation,
which is limited to not only focusing on tool-body assimi-
lation, but also affordance. Affordance is the value that the
environment provides to animals [5]. For example, a solid
horizontal plane at knee height affords sitting. In the field of
robotics, affordance research is divided into two approaches.
One is the use of human affordance knowledge, while the
second is the acquisition of affordance by the robot itself.
Montesano et al. [6], Saxena et al. [7], and Song et al. [8]
took the former approach, while Stoytchev [9], Detry et al.
[10], and Tikhanoff et al. [11] adopted the latter approach.
Montesano et al. trained a Bayesian network by giving the
network information about the relations between actions
and the resulting effects. Saxena et al. taught a robot where
to grasp during tool use and generalized the model by
categorizing unknown tools with similar shapes, allowing the
grasping of unknown tools. Song et al. succeeded in training
a model that grasps differently for different objectives. For
example, this allows the robot to hold a cup from its side
instead of grasping the top; open side of the cup when
drinking is set as the objective. However, because it is very
difficult for humans to directly teach a robot about the
affordance of the environment, it is unrealistic to use this
approach to teach about various numbers of tools. In addi-
tion, depending on the robot’s bodily structure, it may be
impossible to execute actions based on the trained affordance.
In the study by Stoytchev, a robot learned the relationships
between movements, tool shapes, and target objects by
generating motions based on predetermined motion sets.
Each tool was recognized by its respective colors, and the
target object was moved to the target position by referring
to the learned relationships. However, although the robot
successfully learned the affordance of the tools, the generated
motions were limited to the predetermined motions used
during training. Detry et al. succeeded in achieving almost all
possible graspable parts of various tools by testing almost all
graspable positions. However, this is an unrealistic approach
because large amounts of time will be required when this is
done under real conditions, and the resulting model will not
be able to adapt to unknown tools. Tikhanoff et al. performed
object pulling tasks and taught pulling motions to the robot.
In this case, the robot decided what tool andwhich part of the
tool to use, based on the position of the target object. Because
humans define the decision algorithm by usingmathematical
equations, appropriate modeling is required for new tasks.
The concerns described above are summarized as follows:
(1) Limited motion owing to predetermined motion
patterns,
(2) Inability to adapt to new tools owing to predeter-
mined tool and motion features,
(3) Large calculations required in generating target
motions owing to the need to fully search all available
parameters.
To overcome these concerns, this research will undertake the
following approach with tool-body assimilation:
(1) body babbling with a humanoid model,
(2) recurrent neural network and deep neural networks,
(3) Motion generation by minimizing the error of the
final state predicted from initial states.
Our purpose is to suggest the new method for tool use by
robots by applying the concept of tool-body assimilation in
cognitive science with body babbling and a neurodynamical
system rather than modeling human’s cognitive mechanism.
First we will describe the first step of the approach.
Many past studies have built motion models in advance for
motion generation and used teaching data that are designed
by humans to train robots. This approach can adapt to
conditions and tool functions that are known. However, the
approach cannot adapt to unknown conditions. In addition,
the creation of the teaching data is strongly influenced by
the creator’s knowledge and intentions, causing bias in the
data. Because of this, it is difficult to effectively make use
of the bodily constraints of the robot. It is hypothesized
that the body has a significant influence on the development
of intelligence [12]. During the early days of infants, the
relationship between motion and the nervous system has yet
to bemodeled; thus,movements and interactions between the
body and the environment cannot be reproduced. The infant
learns the reproducible motions and the accompanying sen-
sory information from this interaction. As the infant learns,
passive motions are replaced with autonomous motions,
and as the infant interacts with the environment, relations
between primitive movements and sensations are learned. By
learning these relationships, various information is gained,
such as the postures of the body that are easy to move.
Even in the case of tool use, knowledge related to the tool is
earned and generalized through trial and error [13]. In the
field of robotics, a phenomenon called body babbling, which
is one of the steps in the infant development process, has
recently began to gather attention [14–17]. Humans are
capable of unlimited numbers of movement patterns due to
having bodies with many degrees of freedom. However, the
actual movement patterns that are used are limited owing to
the constraints of the body structure, causing some degrees
of freedom to be easier to move than others. In the case of
tool use, there are unlimited ways to use tools. However, the
actual use of a tool is limited to very fewmethods because tool
use is also influenced by bodily constraints. Thus, it can be
said that the way humans use tools has a strong relationship
with the body [18]. When considering a model with human-
like superior tool use capabilities, by using a body model that
is similar to a human body, it is expected that the model
will generate a human-like motion. In addition, considering
human cognitive development, many trials of movements
must be performed, and a body that is able to withstand these
trials is needed. If this is done with real robots, the robot will
break down. Therefore, the body babbling will be performed
by a robot in a simulator.
We will now describe the second step of the approach.
Past efforts in robotics have required the model of robot
Mathematical Problems in Engineering 3
movement, object manipulation, and features to be designed
in advance. This method is highly effective in fixed envi-
ronments such as factory productionmanagement. However,
when considering robots that work in changing environ-
ments such as human living spaces, it is unrealistic to assume
that the environment does not change. It is possible to
partially overcome this problem by predicting the changes
in the environment. However, the model would still not
be able to adapt to unpredictable environmental changes.
To overcome this issue, we took an approach in which the
robot autonomously acquires features of data and learns the
relationships between input and output from the sensory
data that do not require preset features. With this approach,
the model can adapt to new situations. Specifically, in this
research, tool and motion features in the form of image
features from camera data are self-organized by using deep
neural networks (DNNs) with an autoencoder. The autoen-
coder can generate feature values automatically. This is done
by training the autoencoder to give output values that are
equal to the input values. The relations between the robot
motion and the earned features are used to train a multiple
time-scale recurrent neural network (MTRNN). With these
two methods, it is possible to build a model that allows
the robot to adapt to environmental changes and its own
movements without predetermined information. In addition,
as a characteristic of neural networks, these can estimate
the output even when nontraining data are given based on
the experiences that the neural networks have gained from
training data.
We will now describe the third step of the approach. In
the early days of infants, they tend to predict tool functions
by using dynamic touch [5]. Dynamic touch refers to the
movement of the body to acquire the characteristics of an
object by moving the object [13]. Through tool manipulation
experiences, humans tend to learn to use tool with tool-
body assimilation. Nishide et al. [19] used a neural network
model to build a tool-body assimilation model with dynamic
touch. Because the tool features were self-organized with no
settings determined in advance, the model is also applicable
to untrained tools. The model predicted the features of the
new tool, updated the parametric bias (PB) nodes connected
to the neural network, and performed object pulling tasks.
In their study, dynamic touch was required to differentiate
between different tools. Michaels et al.’s experimental results
imply that human estimates the tool function from the shape
of tool as an overlay of tool use experiences [20]. If robots
can also estimate tool function from the shape of tool,
it should be possible to estimate tool function from the
shape of unknown tools. Unlike Nishide et al.’s approach, our
approach is to perform the estimation of the tool function
from the image of the tool. Moreover, if the robot estimates
the tool function from target state and generates motion with
final states close to the target state, it will be useful because
there is no necessity to teach the process ofmotion. InNishide
et al.’s study it is necessary to search motion parameters
to generate target motion before motion generation. This
results in large calculations.We further developed thismodel,
allowing themodel to predict tool functions from tool shapes,
and designed the model to generate motion by minimizing
errors between the final goal state and the final state predicted
by the MTRNN.
The rest of this paper is composed as follows. In Section 2,
the DNNs are discussed. In Section 3, an overview of the
tool-body assimilation model is provided. In Section 4,
the experimental setup is presented. In Section 5, the exper-
imental results are given. In Section 6, we present our con-
clusions and describe future studies.
2. Deep Neural Networks
DNNs are multilayer neural networks, usually with five to
10 layers. DNNs allow highly precise image and speech
recognition, so they have attracted attention in recent years
[21, 22]. It is possible to reduce the dimensionality of data
and to automatically extract features without predetermined
information by using an autoencoder with a sand-glass-type
DNN. It is possible to extract features from a hidden layer
by substituting the unknown data in a trained DNN. DNNs
are used in field of image recognition and speech recognition;
however, they are not often used in the field of robotics
[23, 24].This is because for trainingDNNs require enormous,
multidimensional training data. It is time consuming to
acquire training data with robots, causing robots to break
owing to use for a long time. To overcome these problems, we
used a robot model in a simulator to perform randommove-
ments in the form of body babbling. This will be described
in detail in Section 3, describing the tool-body assimilation
model.
2.1. Training of Deep Neural Networks. A recent advance
in learning for deep networks is to use layer-wise unsu-
pervised pretraining methods [25]. Applying these methods
before running fine-tuningmethods overcome the difficulties
related to deep learning.Martens [26] proposed the approach
that developed a 2nd-order optimization method based on
the Hessian free approach without using pretraining. This
method is easy to use, effective, and efficient in training.
Therefore, we adapted the learning method proposed by
Martens.
2.2. Hessian-Free Optimization. Newton’s method is the
canonical 2nd-order optimization. The method is iteratively
updates of the parameters 𝜃 ∈ R𝑁 of an objective function
𝑓 by computing search vectors 𝑝 and updating 𝜃 as 𝜃 + 𝛼𝑝
for some 𝛼. The main idea of Newton’s method is that 𝑓 can
be locally approximated around each 𝜃, up to the 2nd-order,
calculated as
𝑓 (𝜃 + 𝑝) ≈ 𝑞
𝜃
(𝑝) ≡ 𝑓 (𝜃) + ∇𝑓(𝜃)
⊤
𝑝 +
1
2
𝑝
⊤
𝐵𝑝, (1)
where 𝐵 = 𝐻(𝜃) is the Hessian matrix of 𝑓 at 𝜃. However,
𝐻 can be indefinite so that (1) may not have a minimum.
Moreover, if the values of 𝑝 are large, the approximation of
𝑓 becomes inaccurate.Therefore,𝐻 uses damping parameter
𝜆 for calculation to readjust 𝐵 = 𝐻 + 𝜆𝐼 for some constant
𝜆 ≥ 0.
In standard Newton’s method, 𝑞
𝜃
(𝑝) is optimized by
computing the 𝑁 × 𝑁 matrix 𝐵 and then solving the system
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Figure 1: Overview of tool manipulation model.
𝐵𝑝 = ∇(𝜃)
⊤. However, the calculation costs are very expen-
sive when 𝑁 is large even with modestly sized neural net-
works. Instead of this calculation, Martens develops the
basis of the 2nd-order optimization approach with the linear
conjugate gradient algorithm (CG) [26]. This optimizing
quadratic objectives require onlymatrix vector products with
𝐵. Details about the implementation are provided in several
other studies [26–28].
2.3. Competition with Self-Organizing Map. Some studies
have used a self-organizing map (SOM) for the extraction
of features [19, 29]. Arie et al. proved that SOM is the
high compatibility with MTRNN. SOM is an unsupervised
learning neural network proposed by Kohonen [30]. It is
composed of input and output neurons. The neurons in the
output layers are two-dimensionally arranged and possess
weight vectors,𝑤. The weight vectors are set to have the same
dimensions (𝐼) as the input vector, V. The image features are
defined by the following formula:
𝑝
𝑖
=
exp {−󵄩󵄩󵄩󵄩𝑤𝑖 − V
󵄩󵄩󵄩󵄩
2
/𝜎}
∑
𝑗∈𝑁
exp {−󵄩󵄩󵄩󵄩󵄩𝑤𝑗 − V
󵄩󵄩󵄩󵄩󵄩
2
/𝜎}
, (2)
where𝑁 is the dimension of the SOM and 𝑖 ∈ 𝐼.
It is possible to reduce the dimensionality of data by using
an SOM. However, if there are many motion patterns for
the robot, it is difficult to extract features using an SOM.
Therefore, we used an autoencoder with the DNN for the
extraction of features. This will be discussed in detail in
Section 5, which describes the experimental results.
3. Tool-Body Assimilation Model
In this section, we provide an overview of the tool-body
assimilation process.This process consists of three phases: (1)
learning of the body model with random movement based
on body babbling by a humanoid robot, (2) learning of tool
dynamics features, and (3) generation ofmotion by using only
a target image. Figure 1 shows an overview of the model. The
model consists of three modules:
(i) body model module: MTRNN,
(ii) image feature extraction module: DNN,
(iii) tool dynamic feature module: PB-nodes.
Figure 2 shows the learning process of tool-body assim-
ilation. First, body babbling is performed with a bare hand,
producingmotor data and camera images.The image features
are extracted with the DNN. Next, the MTRNN is trained by
using these motor data and image features. Upon training,
the MTRNN learns the body model of the robot. Next, by
training only the PB nodes with different tool images, it
is possible for the robot to learn the tool features without
changing the bodymodel. PB neurons are capable of learning
how to modulate the body depending on the tool being used.
This combination of MTRNN and PB nodes thus expresses
“bodymodel that uses tool.”The number of PB nodes ismuch
fewer than that needed for the body model (in this study,
the number of PB nodes is five and body model requires 98
nodes), and the PB nodes represent the tool characteristics.
Because the tool is treated as a part of the body, we expect
the robot to use tools based on the experience of how to
move the body. PB nodes do not represent the complicated
methods of tool use itself but only show how to modulate the
original body model. Therefore, even if the number of tools
is increased, the number of neurons of PB nodes will still be
fewer than in the bodymodel.The time to learn the PB nodes
is shorter than that needed for the body model. However,
we suspect that the proposed model cannot learn all possible
types of tools. This is mainly because of the difficulties in
representing tools that cannot be treated as a modulation of
the body. For example, tools with rotating motions such as a
mixer will be a challenging tool to use.
3.1. Learning of Body Model Based on Body Babbling by
a Humanoid Robot. In this phase, the robot, possessing
a humanoid robot model, performs body babbling with a
target object in its bare hand to learn its own body model.
Figure 2(a) shows the learning process of bodymodel. Firstly,
the robot performs body babbling using bare hand, and
motor data and camera images are produced. Then image
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Figure 3: Dynamics representation of MTRNN.
features are extracted by the DNN. The relationship between
motor and image features is learned by the MTRNN; that is,
the robot learns its own body model.
Body babbling is a behavior observed in infants. Body
babbling is considered as an explorative motion. Such
motions that are related to human’s intrinsic aspects such as
motivation and preference are phenomena that are difficult
to model. Hence, we modeled this as random motions in a
similar way to the previous cognitive robotics studies [14–
17]. By using the concept of body babbling, predetermined
parameters are not required for performing motion by a
robot. Body babbling requires numerous numbers of move-
ments. Simulated experiments are effective, because it is
difficult to performmany trials with real robots. During body
babbling, sequential images andmotor data are acquired.The
features are extracted from the images by an image feature
extraction function.
To adapt to unknown situations, the robot should have
the ability to extract image features by itself. To achieve
this, we propose the use of an autoencoder with the DNN
extraction of image feature. We describe DNN in the next
section. In this research, the input data to the DNN consists
of the raw image pixels from the robot model’s camera.
For the robot’s bodymodel, we implemented theMTRNN
proposed by Yamashita and Tani [31]. The MTRNN is a kind
of recurrent neural network (RNN) [32], which can predict
the next state, IO(𝑡 + 1), given the current state, IO(𝑡). This
MTRNN is capable of learning multiple sequential data. The
MTRNN is composed of three types of neurons: fast context
(𝐶
𝑓
) nodes, slow context (𝐶
𝑠
) nodes, and input-output (IO)
nodes. Each type of node has a different time constant,
representing the firing rate of the nodes.The faster (𝐶
𝑓
)nodes
learn themovement primitives of the data, whereas the slower
(𝐶
𝑠
) nodes learn the sequence of the data (Figure 3). The
structure of the MTRNN proposed in this research is shown
in Figure 4. During the learning of the MTRNN, the back
propagation through time (BPTT) algorithm [33] is applied.
First, the output neurons are calculated by forward calcu-
lation. The internal value of the 𝑖th neuron at step 𝑡, 𝑢
𝑖
(𝑡), is
calculated as
𝑢
𝑖
(𝑡) = (1 −
1
𝜏
𝑖
)𝑢
𝑖
(𝑡 − 1) +
1
𝜏
𝑖
[
[
∑
𝑗∈𝑁
𝜔
𝑖𝑗
𝑥
𝑗
(𝑡 − 1)]
]
, (3)
where 𝜏
𝑖
is the time constant of the 𝑖th neuron, 𝑥
𝑗
(𝑡) is the
input value of the 𝑖th neuron from the 𝑗th neuron, 𝜔
𝑖𝑗
is the
weight value of the 𝑖th neuron from the 𝑗th neuron, and 𝑁
IO(t + i)
IO(t)
Cf(t + i) Cs(t + i)
Cf(t) Cs(t)
Figure 4: Composition of MTRNN.
is the number of neurons connecting to the 𝑖th neuron. The
output of the 𝑦
𝑖
(𝑡) is calculated by multiplying the internal
value and the sigmoid function:
𝑦
𝑖
(𝑡) = sigmoid (𝑢
𝑖
(𝑡)) =
1
1 + exp (−𝑢
𝑖
(𝑡))
. (4)
The input value is calculated as
𝑥
𝑖
(𝑡) = {
𝛼 × 𝑦
𝑖
(𝑡 − 1) + (1 − 𝛼) × 𝑇
𝑖
(𝑡) 𝑖 ∈ IO
𝑦
𝑖
(𝑡 − 1) otherwise,
(5)
where 𝑇
𝑖
(𝑡) is the teacher signal and 𝛼 is the feedback rate
(0 ≤ 𝑟 ≤ 1).The input value is calculated by adding the output
value of the previous step to the teacher signal. This is done
to avoid a diverging error during training. The inputs of the
context layer are the outputs of the previous step.
The weight value is updated using the training error. The
training error is calculated as
𝐸 = ∑
𝑖
∑
𝑖∈IO
(𝑦
𝑖
(𝑡 − 1) − 𝑇
𝑖
(𝑡))
2
. (6)
Theweight from the 𝑖th neurons to the 𝑗th neurons is updated
with the training error 𝜕𝐸/𝜕𝜔
𝑖𝑗
:
𝑤
𝑖𝑗
(𝑛 + 1) = 𝑤
𝑖𝑗
− 𝛼
𝜕𝐸
𝜕𝜔
𝑖𝑗
, (7)
where 𝛼 is the training coefficient and 𝑛 is the number of
updates.
The initial value of 𝐶
𝑠
, 𝐶
𝑠
(0), is also calculated by the
BPTT algorithm:
𝐶𝑠
𝑖
(𝑛 + 1) = 𝐶𝑠
𝑖
(0) − 𝛼
𝜕𝐸
𝜕𝐶𝑠
𝑖
(0)
. (8)
After training, 𝐶𝑠(0) represents the parameters of each
learned sequence. Each sequence can be recovered by sub-
stituting the 𝐶𝑠(0) values into the MTRNN.
By applying the BPTT algorithm to 𝐶
𝑠
(0) with the fixed
weights of MTRNN, it can be used as a recognition unit.
3.2. Learning of Tool Dynamics Features. In addition to the
𝐶
𝑓
, 𝐶
𝑠
, and IO nodes, PB nodes are connected to the
MTRNN. The time constant of PB nodes is set to infinity;
therefore, the values of the PB nodes do not change during
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Figure 5: Robot based on ACTROID with T-shaped tool.
each sequence. During training, the weight of the MTRNN
and𝐶
𝑠
(0) are fixed, and only the weights and values of the PB
nodes are trained (Figure 2(b)). After training, the PB space
that represents the tool dynamic features is formed. In other
words, PB nodes are able to learn the visual changes resulting
from differences in tool types.Then, the PB node applies bias
to the bodymodel according to the tool dynamic features that
it learns, changing the body model’s dynamics accordingly.
This means that there is no need to retrain the robot’s body
model when a new tool is introduced. The value of the PB
node is calculated by using the samemethod as for𝐶
𝑠
(0), and
the weights from the PB nodes to other nodes are updated in
the same manner as for other weights of the MTRNN.
3.3. Generation of Motion from Goal Image. In this phase,
firstly, the initial image and joint angle are provided to the
robot. With this the robot will be able to understand the
environment’s and the robot’s own current state. Secondly,
a target image is shown to the robot. During this time, the
weights of the MTRNN and PB nodes are fixed. The 𝐶
𝑠
(0)
and PB values are calculated using the BPTT algorithm.Next,
the differences between the target image and the associated
image from the MTRNN are minimized. Using the PB and
𝐶
𝑠
(0) values calculated with the algorithm, the MTRNN
generatesmotor sequence data (Figure 2(c)). InNishide et al.’s
research, it was necessary to apply dynamic touch for tool
type recognition. However, in this research, it is possible to
recognize a tool from an image of the grasped tool.
4. Experimental Setup
4.1. Robot Model in Simulation. To evaluate the tool-body
assimilation model, we built a humanoid robot model in the
robotics simulator OpenHRP3 [34]. The model’s size and
Figure 6: Experiment setting.
degrees of freedom (DOFs) were based on the humanoid
robot ACTROID [35]. The range of motion of the model’s
joint angles was based on human [36]. To reduce calculation
time, only the right arm, torso, and head of the robot were
used. In addition, the left arm was removed and the legs were
replaced with a box (Figure 5, Table 1).
4.2. Experimental Evaluation. In this experiment, an object
pulling task with the robot’s bare hand, an I-shaped tool, a
T-shaped tool, an L-shaped tool, a J-shaped tool, “⊢” shaped
tool, a C-shaped tool was used to evaluate the model (Figures
6 and 7). The size of the object was 0.08 [𝑚] in diameter.
The L-shaped tool was treated as an unknown tool, which
is highly similar to the learned tools, and a J-shaped, “⊢”
shaped, and C-shaped tool, which have high dissimilarities
with the learned tools, are only used for evaluation andnot for
training. This task is commonly used in the study of robotic
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Table 1: DOF and link length of the robot.
Link name (Arm) 𝑎 [mm] 𝛼 [deg.] 𝑑 [mm] 𝜃 [deg.] 𝑞max∗ [deg.] 𝑞min∗ [deg.]
RARM SHOULDER P 0 90 −171 90 — —
RARM SHOULDER R 0 90 0 90 120 −50
RARM SHOULDER Y 0 90 273 90 — —
RARM ELEBOW −9 90 0 0 145 0
RARM WRIST Y 0 −90 240 90 — —
RARM WRIST P 0 −90 0 −90 15 −55
RARM WRIST R 0 −90 0 0 — —
(Tool) Tool size 0 0 0 — —
∗Range of motion of the joint angle.
Known
Unknown
Bare hand I-shaped tool
T-shaped tool
L-shaped tool J-shaped tool
C-shaped tool“⊢” shaped tool
Figure 7: Tools used in experiment.
tool use and tool-body assimilation [3, 4, 9, 11, 19]. The robot
performed body babbling in the presence of a target object (a
cylinder) on a table for 6 [𝑠] using its hand and a tool.
4.3. Motion by Body Babbling. To evaluate the effectiveness
of this approach, the movement of the robot was confined to
the plane of the desk (two-dimensionalmovements). In doing
this, out of the seven DOFs of the robot’s arm, only three
DOFs were used. The robot’s arm had two initial positions:
to the left and to the right of the target object (Figure 8).
For each initial position, the robot executed 75 sets of body
babbling. The motions were generated by connecting the
initial pose, the second pose, and the third pose. The second
pose and third pose are selected randomly. The poses are
Figure 8: Hand posture used in motion pattern.
Table 2: Construction of DNN.
Dimensions of input-output nodes 768
Number of hidden layers 9
Dimensions of hidden nodes 500-250-100-50-15-50-100-250-500
Number of teaching data 13500
connected by calculating the required acceleration with fifth-
order linear interpolation.The accelerations of the beginning
and end of themovement are calculated to be 0.Therefore, the
movements become smooth and it is possible to control the
motions according to the targetmotions. Although two initial
positions are used for the teaching data in this study, parts of
the motion paths in the training data are coded during the
training of the RNN. This is synonymous to the learning of
the varieties of trajectories. During body babbling, the robot
obtained the teaching data that were used during training
(Figure 9). The acquired data consisted of motor and image
sequential data. The motor data of the three movable DOFs
were recorded for 30 steps during the 6 [𝑠] of randommotion,
that is, 7.5 [steps/𝑠]. Image data constituted a gray-scale image
of 32 × 24 pixels captured by a visual sensor on the robot.
Twenty-five dimensions of the image features extracted from
the image data by using an autoencoder with DNN, and three
dimensions of the joint angles were used for the input data to
train the MTRNN.The image data and joint angle were then
normalized to [0.1, 0.9] and [0.0, 1.0] for use as the data for
teaching the MTRNN. Table 2 shows the construction of the
DNN. Table 3 shows the construction of the MTRNN.
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Table 3: Construction of MTRNN.
Node name Number of nodes Time constant
Motor input nodes 3 2
Image feature input nodes 15 2
Fast context nodes 60 5
Slow context nodes 20 70
PB nodes 5 ∞
Figure 9: Body babbling with hand and T-shaped tool.
5. Experimental Results and Discussion
5.1. Extraction of Image Features by Self-Organizing Map.
In previous studies, SOM has commonly been used as an
image feature extraction method [19, 29, 37, 38]. To compare
image features extraction by DNN, image features were also
extracted by SOM. Figure 10 shows a visualization of the
reference vectors of the SOM. Reference vectors are the
visualization of image features. Reference vectors represent
the patterns that are extracted from the input data. The
characteristics of reference vectors are that the units that are
mapped close to each other will have close resemblances to
each other. In addition, each input data is classified to the
locations of the reference vectors that are similar to the data.
The dimensions of this SOM were 5 × 5. The results show
Figure 10: Reference vector of SOM.
Figure 11: Reference vector of SOM (bare hand and T-shaped tool
only).
that the difference between the bare hand and tools is not
learned accurately and that the motion patterns are not
learned accurately. We changed the dimensions of SOM to
10 × 10. However, the motion patterns were not learned
accurately after increasing the SOM dimension. Even if
feature extraction is done well by increasing the dimension, it
is difficult to learn by RNN because of the greater dimension.
When more tools are introduced, the various tool conditions
were included in each vector, causing the tool feature classifi-
cation to fail. When only a few tools are used, it is possible to
learn the image features accurately with SOM. This is shown
in Figure 11, where image features of the bare hand and T-
shaped tool were extracted by SOM.
5.2. Extraction of Image Features by DNN. Original images
were recovered by substituting the image features extracted
by DNN (Figure 12). The image of the bare hand and tools
were accurately recovered. In addition, the position of the
target object was recovered. Moreover, even with unknown
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Figure 12: Original images recovered from DNN.
tools it was possible to recover the shapes of the unknown
tools.
In the case of the SOM, extracted features of the target
object were unclear; therefore, it was difficult to recover
the position of the object accurately. DNN does not use
classifications but instead makes use of autoencoders that
are trained to produce the same output as the input data.
With this, it is possible to reduce the dimensionality of large
numbers of high-dimensional data followed by high repro-
duction performance. In addition, there is no need to fine
tune the parameter settings withDNN.Thus, if there are large
amounts of training data, the DNN is superior to the SOM
in the extraction of image features.
5.3. Self-Organized Tool Function from PB Values. The prin-
cipal component analysis (PCA) results of the PB values for
the tool-body assimilationmodel are shown in Figure 13.The
figure shows that self-organization failed for the features of
each tool. Next, after body babbling was performed, as an
additional condition we chose the motion patterns in which
the bare hand and tools of the robot contacted the target
object when moving between the two positions. PCA results
of the PB values for the tool-body assimilation model are
shown in Figure 14. The PB values are clustered based on the
tool used during motion generation, that is, bare hand, I-
shaped tool, and T-shaped tool. By these different conditions,
we can see that the robot often moves without touching the
target object when the additional conditions are not imple-
mented. To generatemotions there is no absolute need to gain
tool functions. However, in this case the robot’s adaptability
PC
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Figure 13: PCA PB space trained from the target image.
to novel tools will decrease. To gain tool functions, we believe
that it is important to actually have a sense of purpose to
use the tool. The learning result implies that it is difficult
to acquire the functions of the tool to just move the arm
without purpose. We hypothesize that it is necessary to move
with a purpose for acquiring tool functions. This idea is also
described in a previous study [39].When infantsmanipulate a
grasped tool, it seems to be a randommovement; however, we
suspect that the intended movements are not performed
correctly because their sensorimotor is not precisely formed.
This problem will be solved by implementing explorative
movements, and not random ones, for efficient learning.
Parts of the clusters are overlapping in Figure 14. In these
overlapping regions, the robot manipulated the target object
with part of its hand or a common part of tool (e.g., part of
the “I” is common between the T-shaped and I-shaped tools)
when the robot performed body babbling with a tool.
Figure 15 shows the clustering of the PB values after
training of the model. As shown, each cluster is formed at a
different area of the graph. Some parts of the clusters are over-
lapping.This is because when the robot generates the motion
close to the target state by using parts of the tool that are
similar to other tools, it distinguishes these as having the same
tool function and chooses similar PB values. When the robot
uses a different tool function, it chooses different PB values.
PB values earned through recognition have large overlapping
areas compared to the PB values earned during training.
This is because the robot can generate the motion that uses
the same tool function even if tool shape is different. It is
considered that the robot generates motion with final states
close to the target state which the robot has many experience
with.The plots of PB values of unknown tools (L-shaped tool,
J-shaped tool, “⊢” shaped tool, and C-shaped tool) overlap
with each other and are hard to observe. This is because PB
reflects not only the effect of tool shapes but also the tool
functions used during each motion. For clarity’s sake, we
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plotted the center of gravity of the PB of each tool (Figure 16).
Variances of the PB values of the bare hand, I-, T-, L-, J-,
“⊢”, and C-shaped tool are 1.41, 3.17, 4.00, 3.87, 5.43, 6.89,
and 3.32, respectively. Figure 16 shows that the PB values of
the bare hand and I-shaped tools are similar. This is because
the similar shapes of the bare hand and I-shaped tools lead
to almost equivalent tool functions. With this observation,
it can be said that similar shapes lead to similar usable tool
functions during motions. It is observed that L-shaped tool
has the intermediate tool functions of I-shaped and T-shaped
tool. This is because L-shaped tool is similar to I-shaped and
T-shaped tools. In the case of the J-shaped and C-shaped
tools, the PC1 values are similar to the PC1 values of the
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Figure 16: PCA PB space recognized (all tools).
L-shaped tool. Here, the difference of PC2 values of the L-
shaped and C-shaped tools is smaller than the difference of
PC2 values of the L-shaped and J-shaped.Thus, it can be said
that the function of C-shaped tool ismore similar to L-shaped
tool than J-shaped tool. It is observed that the PB values of
the “⊢” shaped tool are differ from other tools except the PC1
values of bare hand and I-shaped tool.Thus, it can be said that
“⊢” shaped tool has part of the functions of bare hand and
I-shaped tool and different functions when comparing other
tools. With these observations, it can be said that the robot
recognizes that the tools each have different tool functions.
5.4. GeneratedMotion. We evaluated the performance of our
system by counting the number of the tasks which success-
fully moved the object to a position within the radius of
𝑅 pixels from the goal position in the visible area (32 × 24
pixels). Figure 17 shows the relationships between the success
rate and 𝑅. The success rate within 𝑅 = 2 was about 20 to 35
percent; however within 𝑅 = 5 it was more than 50 percent
even if the robot used the untrained L-shaped tool, J-shaped
tool, “⊢” shaped tool, and C-shaped tool. As one of the ways
to improve the success rate, it may be better to learn gradually
from coarse to fine images as shown by the experimental
results of Kawai et al. [40].
Examples of motion generated by the robot when given
a target image are shown in Figures 18, 19, 20, and 21. As
shown, motions close to the target state were generated even
if the robot uses an untrained tool. In Figure 17, it can be
observed that it is possible to manipulate the object with the
same accuracy as the learned tools evenwhen using unknown
tools. In addition, Figure 22 shows an example of motion
that starts from an untrained initial pose and object position.
As shown, motions close to the target state were generated
even if the robot starts from an untrained initial state. As a
matter of interest, in Figure 19 the robot generated the pulling
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Figure 18: Generated motion by L-shaped tool from right side to
object.
motion with a J-shaped tool after first avoiding contact of the
protruding part of the tool and the object. If the robot did not
avoid the contact at first, the object will be repelled and the
robot would not be able to manipulate the object correctly.
Among the generatedmotions that have a final state close
to a given target state, some have different movement courses
compared to the teaching data (Figure 23). Because motions
other than the learned ones are generated, it can be said that
themodel does not overfit. Figure 14 shows that the PB values
formed different clusters for each tool. Figure 16 shows that
robot recognizes different PB values for each tool. In such
cases, it can be said that the robot have acquired the tool
function (affordance) and generated the motion by using the
tool function.
Target state
Final state
Initial state
Figure 19: Generated motion by J-shaped tool from right side to
object.
Target state Initial state
Final state
Figure 20: Generated motion by “⊢” shaped tool from right side to
object.
Target state Initial state
Final state
Figure 21: Generated motion by C-shaped tool from left side to
object.
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Figure 22: Generated motion by L-shaped tool from random initial
state.
Trained data Generated data
Figure 23: Generated motion by T-shaped tool on the way does not
match.
6. Conclusion
This study’s objective is to achieve robot tool use without
the need for predetermined features and models by having
the robot self-organize the required features inspired by
human development and cognitivemechanisms. By using the
concept of tool-body assimilation, it is possible to treat a
tool as an extension of the body. Therefore, it is possible to
represent the body and tool use models in one single model.
Previous models implemented additional models per addi-
tional tool to be used in addition to the bodymodel. However,
our proposed model made it possible to represent all this
with only one model. Related studies have required preset
motions, preset tool and motion features, and full searches of
all possible motions during motion generation. To overcome
these issues, we propose the following approach: (1) body
babbling with a humanoidmodel that does not require preset
motions, (2) learning algorithm that does not require preset
sensorimotor integration and tool features, with the concept
of tool-body assimilation by using MTRNN and image
feature extraction by an autoencoder with DNN, and (3)
recognition of motion from the goal state. The evaluation
experiment is an object manipulation task conducted with
OpenHRP3, a robotics simulator. As a result, when given an
image of a final state, the robot is able to generate a motion
similar to the final state.
As next steps, we plan to extend the study to a seven-
degrees-of-freedommodel, design research settings that con-
sidermore of the human body, and set amore specific task for
quantitative assessments.
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This paper proposes a novel method for stereomatching which is based on image features to produce a dense disparitymap through
two different expansion phases. It can find denser point correspondences than those of the existing seed-growing algorithms, and
it has a good performance in short and wide baseline situations. This method supposes that all pixel coordinates in each image
segment corresponding to a 3D surface separately satisfy projective geometry of 1D in horizontal axis. Firstly, a state-of-the-art
method of feature matching is used to obtain sparse support points and an image segmentation-based prior is employed to assist
the first region outspread. Secondly, the first-step expansion is to find more feature correspondences in the uniform region via
initial support points, which is based on the invariant cross ratio in 1D projective transformation. In order to find enough point
correspondences, we use a regular seed-growing algorithm as the second-step expansion and produce a quasi-dense disparity map.
Finally, two differentmethods are used to obtain dense disparitymap fromquasi-dense pixel correspondences. Experimental results
show the effectiveness of our method.
1. Introduction
Stereo matching is an international research focus of com-
puter vision [1]. It can produce a disparity map from stereo
images which are captured by cameras in different view-
points. This technology is important in 3D reconstruction,
virtual view rendering, and automatic navigation. It is a key
point to know how to compute a precise disparity map in
a complex environment by stereo matching. There is much
excellent research to solve this problem. However, it still
has some inherent challenges, such as unavoidable light
variations, textureless regions, occluded areas, and nonplanar
surface, that make the disparity estimation difficult [2–4].
To solve the inherent problems, numerous methods have
been proposed in the past two decades. They consist of
local and global methods [5, 6]. Local methods generally
compute the correlation between these points and candidates
over an adequate window and then use winner-takes-all
(WTA) algorithm to find the best candidate to the point
[7, 8]. They are fast to compute a disparity and flexible
to model parametric surfaces within the neighborhood but
have difficulties in handling poorly textured and ambiguous
surfaces. Global methods are different from local approaches;
they commonly integrate prior constraints into optimization
of the point correspondences to solve the poorly textured
areas and lessen the matching ambiguities. They produce
the disparity map by an energy minimization algorithm and
have a better performance in poorly textured and textureless
regions but are limited to model piecewise planar scenes
[9]. Global methods have a goodish performance when the
viewpoints are close [10] but do not handle well when the
space of viewpoints becomes large [11, 12].
In large-scale stereo images, ambiguous areas exist more
than their short-baseline counterpart. Whether the view-
points are close or wide, there are always some significant
features, such as points of interest, which are invariable.
An alternative method uses reliable feature correspondences
as seeds and expands these points by using a growing-
like process to obtain more point correspondences [13–18].
The methods named seed-growing or region-growing can
yield much better results in large perspective distortions and
increased occluded areas than traditional ones. Seed-growing
methods have a low computational complexity since they are
not using global optimization but are sensitive tomismatches.
To lessen the influence of wrong points, Cech and Sara [19]
employed an optimal solution and introduced an improved
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growing method which can handle many difficult instances,
such as repetitive or complex textures. The method does not
need each seed to be accurate in disparity map. However,
seed-growing algorithms only generate a semidense disparity
map because of sparse feature points.
To overcome drawbacks of traditional matching methods
and seed-growing algorithms, the matched features are nat-
urally integrated into state-of-the-art stereo methods as soft
constraints [3, 20]. In these methods, a primary work is to
find accurate point correspondences asGCPs (ground control
points) [21]. GCP-based approaches improve stereomatching
accuracy and correctness. However, GCP-based approaches
need much time to obtain an accurate disparity map.
In this paper, a two-step expansion based robust dense
matching algorithm is proposed based on the previous
works [19, 22–24]. Sparse support points are obtained by
state-of-the-art feature matching methods [22, 23]. Before
two-step expansion, the segmentation-based prior [24] is
used to encode the assumption that the region which has
the same color is a 3D surface. The first-step is a feature
expansion that is presented based on the invariant cross
ratio of projective transformation. The basic idea is to match
more features from initial support points in uniform region
via cross ratio constraint. However, there is no ability to
find enough matched pixels to obtain dense disparity map.
To obtain more point correspondences, in the second-step,
the matched features from the first-step are used as seeds
to grow and build a quasi-dense disparity map which is
denser than the feature correspondences of the first-step
but not an absolutely dense disparity. About the process
stage from quasi-dense disparity to dense disparity, the
paper introduces two methods: (i) fitting process: a planar
surface fitting is used to remove mismatches and can fill
blank occluded areas in the uniform region and (ii) synthe-
sized method: an optimal solution incorporates quasi-dense
pixels into global energy methods to reduce the matching
ambiguities.
This new work mainly focuses on the first-step that
uses a feature-expanded algorithm for stereo matching. In
the first step, we suppose that it is a set of sparse points
whose coordinates are given in the same 3D surface, and the
coordinates of the homologous image pixels satisfy projective
geometry of 1D in horizontal axis. Our motivation comes
from the theory that the points of axis satisfy 1D projective
transformation and that the cross ratio is invariant. By using
the invariance of cross ratio, the inhomogeneous coordi-
nates of each corresponding pixel can be approximated. The
accurate coordinates of the corresponding pixel are found
by a search model that computes a correlation statistic for
neighboring pixels. In addition, to solve the poorly textured
regions, we employ a propagation algorithm to expand low
feature pixels. Occluded areas can be filled by a fitting process
or a synthesized method, and the fitting process method
does not use cross-checking (checking and optimizing the
disparity by computing the differences between left-to-right
disparity and right-to-left disparity). Experimental results
demonstrate that the method of two-step expansion has
considerable performances over the existing ones. It can
produce denser disparity than these existing seed-growing
algorithms, and it has a goodish result in short-baseline and
wide-baseline stereo matching.
The paper is structured as follows: firstly, related work is
discussed in Section 2. In Section 3, we introduce a support-
point based expansion algorithm with cross ratio constraint.
Then, a two-step expansion method is described, and it
mainly presents the first-step about application of features
expanded in Section 4. In Section 5, we describe two different
methods to produce dense disparity map. Finally, we give
the experimental validation supporting the feasibility of the
method in Section 6. In Section 7, we give a conclusion and
hint some future works.
2. Related Work
There are numerous literatures related to this work. Firstly,
Scharstein and Szeliski [1] summarized dense stereomethods
and established an early test bed for stereo matching algo-
rithm.Then, Geiger et al. provided a newly outdoor challenge
[25] for the quantitative evaluation of large-scale stereo
matching. Seitz et al. [26] introduced a comprehensive study
and made a comparison of stereo techniques. It included
two main strategies for obtaining stereo correspondence:
feature correspondences based local approaches and energy-
minimumbased globalmethods. In ourmethod, the previous
two-step expansion algorithm and the latter fitting process
stage belong to the first strategy, and the later synthesized
method falls in the second one.
Dense energy-minimum based global methods had a
good performance in the past decade. Local stereo algorithms
based on feature correspondences are speedy to estimate
disparity [1, 27] but cannot effectively handle the blurry
border and mismatches [7]. Hence, most excellent stereo
matching algorithms rely first on using local approaches to
find the pixel correspondences and then incorporate them
into global constrains by dynamic programming (DP) [28–
31], level sets [32], space carving [33], PDE [12, 34], EM
[35], and voxel coloring [36]. Recently, two global methods
based on Markov random fields (MRFs) are used as basic
algorithms to be improved: Graph Cuts [37] and Belief
Propagation [38].Manyworks of research about both of them
have achieved a desirable result [4, 39, 40]. Both methods are
often used to be comparable data of the top contenders in
the realm of dense stereo matching and are powerful tools to
produce disparity map but intractable to finish the solution
in wide-baseline stereo. In contrast, our method can lessen
the matching ambiguities and is efficient to large-scale stereo
matching.
Sparse local feature based approaches are robust to
the large-scale images. Image features play an important
role in computer vision. They have already been used in
wide-baseline stereo matching [41–43]. In a wide-baseline
setup, the inherent problems are perspective distortions and
occlusion. Feature based matching methods are particularly
effective because features are robust, distinctive, and invariant
to various image and scene transformations [22, 23, 44–47].
However, the traditional methods based on feature matching
produces only sparse pixel correspondences. To find more
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matched points than features, a propagation algorithm from
the matched points to their neighbors is introduced.
The rule of growing a region from primary seeds was
used to segment image [48]. The seed-growing principle
was originally introduced into stereo matching by Otto and
Chau [49], O’Neill and Denos [50], and Kim and Muller [51]
and used for photogrammetric community. Then Lhuillier
and Quan [15, 52] employed the epipolar constraint and
uniqueness constraint to greedily reproduce adjacent com-
ponents in disparity blankness from corresponding seeds.
The growth algorithm cannot achieve a good performance in
the areas of repetitive patterns. The best first strategy as an
optimal solution was used to replace the pixel-wise growth
increments by Zeng et al. [17, 18]. And the optimization
cannot be able to remove the previousmatch errors, especially
in complex scenes. Kannala and Brandt [53] and Megyesi
et al. [54] introduced a propagation algorithm by affine
deformation of image similarity patches. But it had inaccurate
affine parameters due to wrong initial seeds and made a
bad propagation. Cech and Sara [19] introduced an optimal
solution and presented a seed-growing method that could
recover from errors in initial seeds. However, the method
only produced a semidense disparity map. In contrast, our
method can not only handle the difficult instances (e.g.,
repetitive texture, complex scene, andwrong initial seeds) but
also produce denser point correspondences than the existing
methods.
To compute an accurate dense disparitymap, we incorpo-
rate quasi-dense pixel correspondences as GCPs into state-
of-the-art global matching framework. In these literatures
about stereo matching, GCPs-based methods can achieve a
precise result. Bobick and Intille [2] used GCPs to optimize
DP solution and reduce large occlusion. GCPs were used in
preprocessing stage to guide the previous matching process
and could reduce false matched points by using the method
of Kim [3] and Wang et al. [20]. In [21], a GCPs-based
regularization was incorporated into global method by using
the Bayes optimization rule. In contrast, ourmethod does not
need provided special GCPs and can offer quasi-dense pixel
correspondences as GCPs.
Geiger et al. proposed a generative probabilistic model
ELAS [7] for wide-baseline stereo matching and offered a
challenging KITTI dataset [25]. On KITTI dataset, these
methods [55–57] that were used to compute optical flow had
better results. In contrast, our method is a just strategy for
stereo matching and receives a result compared with ELAS.
3. Efficient Expansion with Cross
Ratio Constraint
3.1. Cross Ratio Constraint Model. In the epipolar geometry
of two views, it can restrict the corresponding point on the
polar line. To find the precise position of the corresponding
point, traditional algorithms employ exhaustive search along
the corresponding line and give a statistic for correlation
of all candidates. To fasten the position estimation of the
corresponding point on line, we introduce a new constraint
based on 1D projective geometry.
𝜋
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Figure 1: Two cameras are indicated by their centres 𝑂
𝑙
and 𝑂
𝑟
and
their image planes 𝐼
𝑙
and 𝐼
𝑟
.There are 4 3D points𝑃1,𝑃2,𝑃3, and𝑃4
in uniform 3D planar surface 𝑆, and the point 𝑃4 projects to 𝑝4󸀠 and
𝑝4
󸀠󸀠in the images 𝐼
𝑙
and 𝐼
𝑟
, respectively. Line 𝑙2 in the right image
and line 𝑙1 in the left image are epipolar lines separately with respect
to points 𝑝4󸀠 and 𝑝4󸀠󸀠. Two camera centres, 3-space point 𝑃4, and
its images 𝑝4󸀠 and 𝑝4󸀠󸀠 lie in an epipolar plane 𝜋. The intersection of
the planes 𝜋 and 𝑆 determines the line 𝐿 in 3D. The 3D points 𝑋1,
𝑋2, and 𝑋3 are the closest points on the line 𝐿 to the 3D points 𝑃1,
𝑃2, and 𝑃3. Points 𝑥1󸀠, 𝑥2󸀠, and 𝑥3󸀠 in the left image and points 𝑥1󸀠󸀠,
𝑥2
󸀠󸀠, and 𝑥3󸀠󸀠 in the right image are projected by 3D points𝑋1,𝑋2,
and 𝑋3, and points 𝑥1󸀠, 𝑥2󸀠, and 𝑥3󸀠 lie on the line 𝑙1, and points
𝑥1
󸀠󸀠, 𝑥2󸀠󸀠, and 𝑥3󸀠󸀠 lie on the line 𝑙2.
We assume there is a stereovision system as shown in
Figure 1. It can be seen that there are three sets of four
collinear points in the polar plane 𝜋. Each set is related to the
others by a line-to-line projective transformation. Since the
cross ratio is invariant under a 1D projective geometry, it has
the same value as
𝑋1𝑃4
𝑋2𝑃4
𝑋2𝑋3
𝑋1𝑋3
=
𝑥1
󸀠
𝑝4
󸀠
𝑥2󸀠𝑝4󸀠
𝑥2
󸀠
𝑥3
󸀠
𝑥1󸀠𝑥3󸀠
=
𝑥1
󸀠󸀠
𝑝4
󸀠󸀠
𝑥2󸀠󸀠𝑝4󸀠󸀠
𝑥2
󸀠󸀠
𝑥3
󸀠󸀠
𝑥1󸀠󸀠𝑥3󸀠󸀠
. (1)
3.2. Estimation Model via Cross Ratio. The cross ratio con-
straint based on 1D projective geometry needs three or more
known 3D points. Thus, it needs to obtain the known 3D
points. We employ features matching algorithm as prior
to produce reliable point correspondences which can be
used to calculate the fundamental matrix. The proportional
coordinates of the known 3D points can be estimated by the
point correspondences and the fundamental matrix. It can
produce more errors when the region including the known
3D points is not a planar surface.
To lessen the error, we know that the points on the
same epipolar line satisfy 1D projective geometry whether
the surface is plane or not and introduce a search strategy
that uses image points near the epipolar line instead of the
3D points, as shown in Figure 2. Suppose the images have
been rectified and the point correspondences lie on the same
line in both images.We wonder how the corresponding point
𝑝4
󸀠󸀠 in the right image is found. Firstly, we can find the
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Figure 2: 𝐼
𝑙
and 𝐼
𝑟
are the images observed from the camera
centres 𝑂
𝑙
and 𝑂
𝑟
separately. Given three sets of matched point
pairs(𝑝1󸀠, 𝑝1󸀠󸀠), (𝑝2󸀠, 𝑝2󸀠󸀠), and (𝑝3󸀠, 𝑝3󸀠󸀠), an unmatched point 𝑝4󸀠
in the left image and the unknown corresponding point 𝑝4󸀠󸀠 in the
right image, 𝑙1 and 𝑙2 are the lines on which the corresponding
points 𝑝4󸀠 and 𝑝4󸀠󸀠 lie. Points V1󸀠, V2󸀠, and V3󸀠 are the closest points
on the line 𝑙1 to the points 𝑝1󸀠, 𝑝2󸀠, and 𝑝3󸀠 in the left image, and
points V1󸀠󸀠, V2󸀠󸀠, and V3󸀠󸀠 are the closest points on the line 𝑙2 to the
points 𝑝1󸀠󸀠, 𝑝2󸀠󸀠, and 𝑝3󸀠󸀠 in the right image.
corresponding polar lines 𝑙1 and 𝑙2. Then we can find a point
V4󸀠󸀠 satisfies the following equation:
V1󸀠𝑝4󸀠
V2󸀠𝑝4󸀠
V2󸀠V3󸀠
V1󸀠V3󸀠
=
V1󸀠󸀠V4󸀠󸀠
V2󸀠󸀠V4󸀠󸀠
V2󸀠󸀠V3󸀠󸀠
V1󸀠󸀠V3󸀠󸀠
. (2)
If the points 𝑝1󸀠, 𝑝2󸀠, 𝑝3󸀠 and 𝑝1󸀠󸀠, 𝑝2󸀠󸀠, 𝑝3󸀠󸀠 are the
homologous points that the 3D points 𝑃1, 𝑃2, and 𝑃3 project
to two images separately in Figure 1, the points V1󸀠, V2󸀠,
V3󸀠, and V1󸀠󸀠, V2󸀠󸀠, V3󸀠󸀠 are not the corresponding points
projected by the 3D points 𝑋1, 𝑋2, and 𝑋3 because of
projective transformation. Hence, the point V4󸀠󸀠 is not the
corresponding point 𝑝4󸀠󸀠, but adjacent to the point 𝑝4󸀠󸀠.
The distance points to the epipolar line are shorter; the
position of V4󸀠󸀠 is nearer to the point 𝑝4󸀠󸀠. We employ a
probabilistic search strategy to ensure the point 𝑝4󸀠󸀠 in the
V4󸀠󸀠 has contiguous pixels along the line 𝑙2.
3.3. Search Strategy. The search strategy computes all cor-
relations with the neighbors of the point V4󸀠󸀠 and decides
the position of the point 𝑝4󸀠󸀠. As shown in Figure 3, a set
of neighborhoods {𝑐(1), . . . , 𝑐(𝑚), V4󸀠󸀠, 𝑐(𝑚 + 1), . . . , 𝑐(2𝑚)}
of size (2 × 𝑚 + 1) whose centre is point V4󸀠󸀠 is built as
a set of candidate matches. The value 𝑚 is the radius of
search and is decided by the maximum 𝑑 of the Euclidean
distances from referenced points 𝑝1󸀠󸀠, 𝑝2󸀠󸀠, and 𝑝3󸀠󸀠 to the
line 𝑙2. If the distance from reference point 𝑝𝑖󸀠󸀠 (𝑖 = 1, 2, 3)
to the line 𝑙2 is 𝑑𝑖, then the maximum is 𝑑 = max(𝑑𝑖) and
𝑚 = min(ratio × 𝑑, 𝑟), where ratio, 𝑟, is nonzero constants
for proportional 𝑑 and fixed radius. We use sum of absolute
differences (SAD) [58] on𝑁×𝑁 window as image similarity
statistic between the point 𝑝4󸀠 and all candidate points in the
right image, where 𝑁 is a positive constant. Assuming the
SADvalue between the point𝑝4󸀠 and candidate points is𝐷(𝑖),
where 𝑖 = 1, 2, 3, . . . , 2 × 𝑚 + 1, if the SAD value between 𝑝4󸀠
and V4󸀠󸀠 is 𝐷V = 𝐷(𝑚 + 1), and the 𝑛th point in candidate
ones except the point V4󸀠󸀠 has the SADminimum and𝐷(𝑛) =
min{𝐷(𝑖)}, where 𝑖 = 1, 2, . . . , 𝑚,𝑚 + 2, . . . , 2 × 𝑚 + 1, then
the corresponding point 𝑝4󸀠󸀠 is defined as
𝑝4
󸀠󸀠
=
{{
{{
{
V4󸀠󸀠, if : 𝐷V < 𝐷min× 𝛼,𝐷V < 𝛽,
𝑐 (𝑛) , if : 𝐷V > 𝐷min× 𝛼,𝐷min < 𝛽,
−1, if : 𝐷V > 𝛽,𝐷min > 𝛽,
(3)
where 𝛼 is a proportional constant and 𝛽 is the threshold
for the correct correspondence, if 𝑝4󸀠󸀠 = −1 means no
corresponding point.
4. A Two-Step Expansion Method
In this section, we describe a two-step expansion algorithm
based on image features to compute quasi-dense point cor-
respondences between two views. Our method is inspired
by observing an instance where all points in the uniform
surface satisfy 1D projective geometry in horizontal axis.
And in 1D projective transformation, the cross ratio of the
projected points is invariant. Our algorithm is arranged as
follows: firstly, a sparse set of initial support points are found
by excellent feature matching method. Then, in the first-
step expansion, we use segmentation-based prior to partition
the image into different regions and employ the invariance
of cross ratio as a restrictive condition to find the more
corresponding feature points from the support points in the
same region. Finally, a regular seed-growing approach is used
to obtain more pixel correspondences as the second-step
expansion.
Suppose there exists a pair of images 𝐼 = {𝐼
𝑙
, 𝐼
𝑟
}, where 𝐼
𝑙
,
𝐼
𝑟
are the separately left and right images, this section aims at
finding the quasi-dense disparity 𝐷
𝑞
corresponding to 𝐼
𝑙
. To
expediently introduce our method, we suppose input images
𝐼
𝑙
and 𝐼
𝑟
are rectified, such that corresponding points lie on
epipolar lines of two images.
4.1. Initial Support Points. Before expansion, we introduce
how to establish a sparse set of feature correspondences as
initial support points. Most algorithms which are used to
extract image features can be categorized as either corner
detectors (such asHarris and Stephens [22] and SUSAN [46])
or descriptor extraction (such as SIFT [23], SURF [44], and
DAISY [47]). Recently, a regional feature detector [59] based
on descriptor [23] had a good performance in dealing with
the large-scale instance. In our method, we employed regular
Harris method [22] to obtain initial support points. While
in the presence of large disparity ranges, the number of the
successfully matched Harris points is less than the threshold
𝑁𝑝 (which is decided by the number of the segmented
regions; refer to Section 4.2), scale invariant feature transform
(SIFT) algorithm is used to extract features, and the KD-tree
with the best bin first (BBF) [60] algorithm is employed to
index and match these features. We assume the {(𝑝𝑖󸀠, 𝑝𝑖󸀠󸀠)}
𝑖
is matched point pairs by feature matching method, where
{𝑝𝑖
󸀠
} and {𝑝𝑖󸀠󸀠} are points from two images.
4.2. The First-Step Expansion. At this stage, our objective is
to compute all the possible feature point correspondences
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Figure 3: 𝐼
𝑙
and 𝐼
𝑟
and 𝑙1 and 𝑙2 are separately the corresponding planes and lines. Given a pair of points (𝑝4󸀠, V4󸀠󸀠) whose V4󸀠󸀠 is estimated
by cross ratio model, {𝑐(1), . . . , 𝑐(𝑚), V4󸀠󸀠, 𝑐(𝑚 + 1), . . . , 𝑐(2𝑚)} is a set of neighborhoods of the point V4󸀠󸀠. 𝑁 is the size of window which is
used to compute correlation.
through the initial support points in the uniform region.
The first-step expansion is based on segmented regions; thus,
we employ the mean-shift method to segment the reference
image 𝐼
𝑙
before expanding feature points. The mean-shift
algorithm which was successfully used to partition images by
Comaniciu and Meer [24] can ensure our method estimates
regions correctly and localizes depth boundaries precisely.
The result of image segmentation will set a different label
to each segmented region. If the number of the segmented
regions is 𝐾𝑙, then the threshold 𝑁𝑝 in Section 4.1 is 𝑁𝑝 =
3 × 𝐾𝑙.
In Section 3, we introduce an expansion model based
on 1D projective geometry in the same planar surface. We
now use the expansion model as the first-step expansion
algorithm. More formally, let 𝐿 = {𝑙
1
, 𝑙
2
, 𝑙
3
, . . . , 𝑙
𝑘
} be a set of
labels with respect to the different segmented regions of the
left image. Each pixel 𝑝𝑖 is assigned to a corresponding label
𝑙
𝑗
where 𝑙
𝑗
∈ 𝐿.
We assume the initial support points belonging to a label
𝑙
𝑗
construct a set of samples 𝑆𝑎
𝑗
= {(𝑝𝑖
󸀠
, 𝑝𝑖
󸀠󸀠
)}
𝑖
, where 𝑝𝑖󸀠 ∈
𝑙
𝑗
. In this step, we spread sweeping feature correspondences
from initial support points in the same region. In ourmethod,
the feature means a point whose absolute value of gradient
is bigger than 1. Hence, our prior is a process that computes
gradient 𝐺(𝑥, 𝑦) of each pixel in the image and selects the
pixels whose gradient |𝐺(𝑥, 𝑦)| ≥ 1 as our candidate feature
points. Suppose we have found all the feature points {𝑥𝑖󸀠} and
each feature 𝑥𝑖󸀠 ∈ {𝑥𝑖󸀠} is assigned to a corresponding label
𝑙
𝑗
. We will introduce how to find the corresponding point 𝑥𝑖󸀠󸀠
through 𝑆𝑎
𝑗
.
The expansion algorithm mainly is based on epipo-
lar geometry and 1D projective transformation. Epipolar
restraint has been used to rectify the image and restrict the
corresponding points to the same lines in the images. We just
need to find three support points to estimate the probabilistic
position of the corresponding point.Thenumber of the initial
support points {𝑝𝑖} in each region 𝑙
𝑗
is not fixed and can be
sorted to two statuses: more than three points and no more
than three points. This step mainly handles the first status.
When the number of {𝑝𝑖} is more than three, as shown
in Figure 4, we can consider each horizontal axis on which
pixels lie is its corresponding epipolar because of image
rectification. Suppose each point 𝑝𝑖󸀠 = (𝑥𝑖󸀠, 𝑦𝑖󸀠), where
𝑖 = 1, 2, . . . , 8, and three support points which would be
found satisfy the following conditions: (i) three points have
a minimum summation of the distances to the epipolar line
lj
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Figure 4: In the region 𝑙
𝑗
, a set of matched points
{𝑝1
󸀠
, 𝑝2
󸀠
, 𝑝3
󸀠
, 𝑝4
󸀠
, 𝑝5
󸀠
, 𝑝6
󸀠
} has been known, and 𝑝7󸀠 and 𝑝8󸀠
are the points which need to search the corresponding point. The
horizontal axes 𝑙𝑒7 and 𝑙𝑒8 are the epipolar lines of the points 𝑝7󸀠
and 𝑝8󸀠, separately.
at the same time and (ii) any two 𝑥-coordinates of all points
should not be equal. For example, as shown in Figure 4,
the support points of 𝑝7󸀠 are 𝑝1󸀠, 𝑝2󸀠, and 𝑝5󸀠 and the
support points of 𝑝8󸀠 are 𝑝1󸀠, 𝑝3󸀠, and 𝑝5󸀠, that satisfy the
two conditions.The corresponding search radii are separately
𝑚7 = min(ratio×𝑑7, 𝑟) and𝑚8 = min(ratio×𝑑8, 𝑟).Then the
corresponding point can be found by themethod of Section 3.
4.3. The Second-Step Expansion. The second-step employs
a regular seed-growing method to obtain stable correspon-
dences in poorly textured regions. Suppose the first-step
produces a list of point correspondences 𝑆 = {(𝑝𝑖󸀠, 𝑝𝑖󸀠󸀠)}
𝑖
.
We regard the point correspondences 𝑆 as seeds to grow
corresponding patches. Despite the fact that the first- step
can find more effective point correspondences, it inevitably
introduces errors in complex areas. The traditional seed-
growing algorithms do not handle wrong initial seeds well.
To overcome the drawbacks, Cech and Sara [19] temporarily
forwent uniqueness constraint, propagated most disparity
ingredients, and then optimized them to remove these false
disparity components. Hence, the second-step employs the
method of Cech to obtain quasi-dense disparity𝐷
𝑞
.
Cech method includes two phases: (i) growing and
propagating as many seeds as possible regardless of their
overlaps and (ii) optimizing these seeds of the first phase and
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removing these false ones.The seed-growingmethod of Cech
can keep accurate point correspondences and recover most
disparities from false seeds. The detailed descriptions of the
seed-growing method can be referred to the literature [19].
5. Obtaining Dense Disparity Map
The two-step expansion method cannot find all pixel corre-
spondences in some regions because of occlusion and cannot
produce completely dense disparity map. We introduce two
different processes to compute dense disparity map from
quasi-dense point correspondences.One is a filling process by
regional 3D surface fitting; the other is a synthesized method
that integrates quasi-dense pixel correspondences as GCPs
into global optimization frameworks in a principled way.
5.1. Fitting Process. In Section 4.2, we have obtained different
regions from the image 𝐼
𝑙
by the segmentation-based prior.
The segmented regions may be with respect to different 3D
surface. Now we assume each 3D surface is planar. In some
regions of a quasi-dense disparity 𝐷
𝑞
, there may be only a
few corresponding points and some piecewise patches which
are built by unmatched points due to occlusion. A 3D planar
surface fitting can be applied to fill the uncharted patches in
the same region.
Assume there exists a set of pixel correspondences
{(𝑝𝑖
󸀠
, 𝑝𝑖
󸀠󸀠
)}
𝑖
in an arbitrary region 𝑙
𝑗
, and we use the regional
data {𝑝𝑖󸀠} to compute a 3D plane 𝑃𝑙
𝑗
. We describe each pixel
of the quasi-dense disparity 𝐷
𝑞
as 𝑉
𝑖
= (𝑥𝑖
󸀠
, 𝑦𝑖
󸀠
, 𝑧𝑖
󸀠
), where
𝑥𝑖
󸀠 and 𝑦𝑖󸀠 are the coordinates of 𝑝𝑖󸀠 in the image, and 𝑧𝑖󸀠
is a corresponding disparity. Then, we can use a set of points
{𝑉
𝑖
} ∈ 𝑃𝑙
𝑗
to fit a 3D planar surface:
𝑓 (𝑥𝑖
󸀠
, 𝑦𝑖
󸀠
, 𝑧𝑖
󸀠
) = 𝑎𝑥𝑖
󸀠
+ 𝑏𝑦𝑖
󸀠
+ 𝑐𝑧𝑖
󸀠
+ 𝑑, (4)
where 𝑎, 𝑏, 𝑐, and 𝑑 are the parameters which are used to
describe a plane. These pixels belonging to the same area
satisfy the 3D plane equation and can be computed the
involved disparities.
5.2. Synthesized Method. Recently, a mixed stereo model
which uses these known point correspondences as the GCPs
to improve the result of global matching has a good perfor-
mance in textureless areas and occlusion.
Synthesized method is inspired from the method of
Wang [21] and formulates the stereo modal as a MAP-MRF
problem. Assume the quasi-dense 𝐷
𝑞
is produced from a
pair of images 𝐼 = {𝐼
𝑙
, 𝐼
𝑟
} by two-step expansion. Based on
Bayes’ rule, the posterior probability of the disparity map 𝐷
is expressed as 𝑃(𝐷 | 𝐼, 𝐷
𝑞
) ∝ 𝑃(𝐼 | 𝐷)𝑃(𝐷
𝑞
| 𝐷)𝑃(𝐷).
Finding the maximum posterior cost means minimizing the
corresponding negative log likelihood. Thus computing a
disparity map 𝐷 becomes the problem for minimizing the
energy function:
𝐸 (𝐷) = 𝐸data (𝐷) + 𝐸smoothness (𝐷) + 𝐸quasi-dense (𝐷) , (5)
where 𝐸data is a function to estimate the probability for
disparity map, 𝐸smoothness is a smoothness term to encourage
Table 1: Comparison of the results on number of corresponding
points.
St. Martin Head Larch
Cech 07 481733 293004 165218
Our method 749585 379153 195531
similar neighboring points in locally smooth region, and
𝐸quasi-dense is the energy of 𝐷𝑞 to constrain the accuracy of
disparity map 𝐷. The details can be referred to the literature
[21].
5.3. The Overall Algorithm. The process of two-step expan-
sion algorithm is summarized as in Algorithm 1.
6. Experiments
We took different experiments to demonstrate the validity
of our method. In Section 6.1, we compared our approach
to the seed-growing method of Cech on the real complex
scenes [19]. It was a test on running time for different image
resolutions in Section 6.2.We then separately evaluated fitting
process and synthesized method on Middlebury benchmark
short-baseline stereo imageswith knownground truth data in
Section 6.3. In Section 6.4, we tested our algorithm on large-
scale stereo image pairs.
Throughout all experiments we set ratio = 0.3, 𝑟 = 7,
𝑁 = 5, 𝛼 = 1.2, and 𝛽 = 4 × 10−4, which were empirically
determined. All experiments were operated on the computer
with Intel core 2 duo CPU and 2.93GHz clock frequency.
Unless stated otherwise, we employed regular Harris method
to obtain initial matched points and performed mean-shift
image segmentation using EDISON code [61] implementa-
tion of Comaniciu’s paper [24].
6.1. Computing Quasi-Dense Disparities. Firstly, we can
obtain quasi-dense disparity map by the two-step spreading.
We demonstrated the difference between the seed-growing
method and our algorithm by comparing their performances
on some real data. In known seed-growing algorithms,
the method proposed by Cech and Sara [19] has a better
performance, even in the presence of repetitive patterns.
Hence, we compared our approach to the method of Cech.
We tested different stereo images from the Cech dataset [62],
that is, St. Martin, Head, and Larch.The relevant quasi-dense
disparities of the images are shown in Figure 5. It can be seen
that our algorithm can produce denser disparitymap than the
algorithm proposed by Cech. A comparison to the number
of the corresponding points in different images is depicted in
Table 1.
This experiment result demonstrates that ourmethod can
produce a quasi-dense disparity map via a sparse set of initial
feature correspondences. Our method does not need too
accurate matched features as seeds. In a repeated experiment,
our method always found more point correspondences than
Cech’s method.
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Input: A pair of rectified images 𝐼
𝑙
and 𝐼
𝑟
from different viewpoints of one scene;
Set the values of ratio, 𝑟,𝑁, 𝛼, and 𝛽.
Output: The disparity map with respect to 𝐼
𝑙
.
Begin:
Step 1. Finding initial point correspondences {(𝑝𝑖󸀠, 𝑝𝑖󸀠󸀠)}
𝑖
by using state-of-the-art matching method;
Step 2. Using the mean-shift to partition the image 𝐼
1
to different areas denoted as: 𝐿 = {𝑙
1
, 𝑙
2
, 𝑙
3
, . . . , 𝑙
𝑘
};
Step 3. Assigning the points {𝑝𝑖󸀠} into the corresponding area 𝑙
𝑗
;
Step 4. Removing the coarse mismatches in the area 𝑙
𝑗
by using regional affine transformation;
Step 5. Computes gradient 𝐺(𝑥, 𝑦) of each pixel in the image and selects the pixels {𝑥𝑖󸀠}
whose gradient 󵄨󵄨󵄨󵄨𝐺 (𝑥, 𝑦)
󵄨󵄨󵄨󵄨 ≥ 1 as our candidate feature points;
Step 6. Assign each feature 𝑥𝑖󸀠 to a corresponding label 𝑙
𝑗
;
Step 7. The first step for the matched feature expansion
Repeat:
for: 𝑖 = 1: size({𝑥𝑖󸀠})
ensure 𝑙
𝑗
via to: 𝑥𝑖󸀠 ∈ 𝑙
𝑗
;
find a set of samples 𝑆𝑎
𝑗
= {(𝑝𝑖
󸀠
, 𝑝𝑖
󸀠󸀠
)}
𝑖
, where 𝑝𝑖󸀠 ∈ 𝑙
𝑗
;
if: size({𝑝
𝑖
}) > 3
compute the point 𝑥𝑖󸀠󸀠 by estimation model via cross ratio;
end if
end for
Until {𝑙
𝑗
} is empty
Step 8. The second step expansion by using a regular seed-growing method
Step 9. Obtain dense disparity map by using fitting process or synthesized method
Algorithm 1: Two-step expansion algorithm.
6.2. Running Time. The term of running time is relative to
the elements, that is, image resolution, segmented regions,
and initial support points. We changed the image resolutions
for Tsukuba, Teddy, Cones, and Venus from Middlebury
benchmark [63] and then took a running time statistic with
respect to the three elements separately. We downscaled the
images bicubically by 10%∼90%, tested the running time in
different resolutions, and recorded the corresponding num-
bers of regions and points. As shown in Figures 6(a), 6(b),
and 6(c), it is related to the illustration about the running
time of images in different resolutions, regions, and points.
It can be seen that the numbers of the segmented regions and
the initial points are more, and the corresponding running
time is shorter in the same resolution. Figure 6(d) shows
the corresponding relations between segmented regions and
matched points in different image resolutions.
6.3. Short-Baseline Stereo Matching. We tested the fitting
process and the synthesized method on several image pairs,
that is, Tsukuba, Venus, Teddy, and Cones from the Mid-
dlebury benchmark [63]. The maximum of the disparity
for the images is less than 100. Firstly, we used a two-step
method to produce the different quasi-dense disparities of
the images.Then, we found the corresponding disparitymaps
by the fitting process and synthesized method. When we
implemented the fitting process, we restricted the maximal
difference of disparity in the same region less than 10. In the
synthesized method, we employed Graph Cuts [37] as our
assistant global method. The goal is to compute a disparity
map 𝐷 by the function (5). In time statistics, the fitting
process takes about 1.3minutes to estimate a disparity and the
synthesizedmethod takes about 1.8minutes.We demonstrate
in Figure 7 the results for the images of Tsukuba, Venus,
Teddy, and Cones. As can be seen, these disparities produced
by synthesized method have a clear structure and few blurry
areas.
To evaluate the performance of our method, we used the
quality measure method proposed in [1] with known ground
truth data to evaluate the synthesized results. The matching
results rank 87 and 62 with respect to 1 and 0.5 pixels
error in Middlebury website. These competitive algorithms
were based on these classical original methods and proposed
an improved algorithm. They commonly integrated many
technologies into their methods and had a better perfor-
mance. Our method is first proposed by us without more
refined technologies. To verify the validity of the method, we
compared it with these classical original methods, that is, GC
(graph cuts) [37], CSBP (constant-space belief propagation)
[64], DP [29], and SO (scanline optimization) [1], as shown in
Table 2, where the absolute error ismore than 2 pixels. Quality
evaluation uses the three performancemeasures: nonocc (bad
pixels of nonoccluded), all (bad pixels of the entire image),
and disc (bad pixels of near discontinuous).
It can be seen from Table 2 that our method has a better
result than these of the traditional methods. The wider the
baseline is, the more obvious the accuracy of the disparities
is, for example, the scenes of Teddy and Cones. Because
our method is based on feature matching which is efficient
to large-scale images. On the Venus scene, the error of our
method is not the lowest in these methods. Since global
methods employ energy-minimum function to optimize the
disparity map and have a better performance than feature-
based local methods in short-baseline. The images of Venus
scene belong to short-baseline. The global methods of GC
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Left image Cech 07 Our method
(a)
Left image Cech 07 Our method
(b)
Left image Cech 07 Our method
(c)
Figure 5: Results for quasi-dense disparities of Cech dataset are as follows: (a) St. Martin, (b) Head, and (c) Larch. Disparity maps are
partitioned in different colors: colder color means smaller disparities, warmer color means larger disparities, and deeply blue areas are
unassigned disparity.
Table 2: Comparative performance of stereo algorithms according to Middlebury methodology.
Tsukuba Venus Teddy Cones
Nonocc All Disc Nonocc All Disc Nonocc All Disc Nonocc All Disc
Ours 2.57 3.13 10.8 3.34 3.49 13.1 5.44 7.84 12.1 3.41 8.30 9.21
GC 1.67 3.75 8.20 0.83 2.37 8.12 9.72 18.8 17.2 4.51 15.0 11.2
CSBP 1.74 3.84 9.10 1.09 2.52 12.9 8.18 17.3 20.6 4.07 14.2 11.3
DP 3.43 4.23 9.85 6.50 7.43 17.4 7.11 14.9 13.4 6.52 15.1 15.1
SO 4.23 6.21 10.7 5.14 6.58 17.0 11.3 20.2 18.6 8.76 18.8 16.1
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Figure 6:The relations of running time to (a) image resolution, (b) number of regions, (c) number of support points on the Tsukuba, Teddy,
Cones, and Venus image pairs, and (d) the relevant segmented regions and corresponding points in different resolutions of the images.
and CSBP havemore accurate results than ourmethod on the
Venus scene.
6.4. Large-Scale Stereo Matching. Though short-baseline
stereo matching can yield accurately dense disparity, there
is much more challenge in large-scale stereo images because
of too much occlusion. In large-scale stereo images, we
computed the disparity just via the fitting process andwithout
the synthesized method. Firstly, we compared the fitting
process on a wide range of baseline high resolution images,
that is, Aloe and Raindeer from the Middlebury benchmark
[63] whose maximum of the disparity is bigger than 200.
In particular, we compared our method against the method
ELAS proposed by Geiger et al. [7], as shown in Figure 8.
We compute all erroneous pixels of the entire image whose
absolute error is more than 3 pixels. The error results of our
method are 13.03% and 20.36% separately corresponding to
the images Aloe and Raindeer, and the results of ELAS are
14.14% and 22.28%.
Then, we took a test on the KITTI dataset [25], which
consists of 194 training and 195 test pairs of urban images.
The training images with semidense ground truth disparities
are used to adapt the parameters of stereomatchingmethods.
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Tsukuba Venus Teddy Cones
(a)
Tsukuba Venus Teddy Cones
(b)
Tsukuba Venus Teddy Cones
(c)
Tsukuba Venus Teddy Cones
(d)
Figure 7: Results of our two different methods on short-baseline dataset. (a) Left images. (b) Results of fitting process. (c) Results of
synthesized method. (d) Ground truth disparities.
There is no parameter to be trained and modified in our
method. The test images without ground truth are used to
evaluate participants in the challenge. On the dataset, the
main problem is how to handle these textureless areas. We
computed the disparity maps of these test images via the
fitting process, and some results are shown in Figure 9. The
average run time for computing a disparity map is about 4.7
minutes. The matching results rank 38 and 35 with respect
to 3- and 5-pixel error in KITTI website. We compared our
method to the similar methods, that is, ELAS [7], GCSF
(growing correspondence seeds flow) [55], andGCS (growing
correspondence seeds) [19], as shown in Table 3, where Out-
Noc is the percentage of erroneous pixels in nonoccluded
areas, and Out-All is the percentage of erroneous pixels in
total. Avg-Noc is the ratio of average disparity or end-point
error in nonoccluded areas. Avg-All is the ratio of average
disparity or end-point error in total. The qualitative results
for this dataset are similar to the previous evaluation. We are
able to robustly reconstruct large-scale images, which leads to
low error rates on the street and on other slanted surfaces.
7. Conclusion
In this paper, we introduce a two-step expansion to produce
precise disparity maps from stereo images whether the stereo
baseline is short or large. Our method is based on feature
matching and can cope with the difficult cases such as
large perspective distortions, increased occluded areas, and
complex scenes. Our experiments on Cech’s dataset, the
Middlebury benchmark, and KITTI dataset demonstrate
that our method achieves good results in the real complex
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Aloe Raindeer
(a)
Aloe Raindeer
(b)
Aloe Raindeer
(c)
Aloe Raindeer
(d)
Figure 8: Comparison to Geiger’s method on the Aloe and Raindeer image pairs. (a) Left images. (b) ELAS results. (c) Fitting process results.
(d) Ground truth disparities.
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(a) (b)
Figure 9: Results on urban scenes. (a) Left images. (b) Our method results. Best viewed is in different colors.
Table 3: Comparative evaluation results on KITTI test dataset.
>2 pixels >3 pixels >4 pixels >5 pixels End-point
Out-Noc Out-All Out-Noc Out-All Out-Noc Out-All Out-Noc Out-All Avg-Noc Avg-All
ELAS 10.96% 12.83% 8.24% 9.96% 6.73% 8.24% 5.67% 6.97% 1.4 px 1.6 px
Ours 14.59% 16.08% 9.91% 11.30% 7.32% 8.57% 5.74% 6.87% 1.7 px 1.9 px
GCSF 17.41% 18.73% 12.05% 13.24% 9.22% 10.28% 7.54% 8.49% 1.9 px 2.1 px
GCS 19.03% 20.32% 13.38% 14.54% 10.41% 11.43% 8.64% 9.55% 2.1 px 2.3 px
scenes, short or wide baseline image pairs. Importantly, we
introduce a cross ratio restraintmodel to expandmore feature
correspondences based on state-of-the-art feature matching.
Our method primarily involves performing point com-
putation in large numbers of segmented regions, which is
fit for implementing in GPU and can real-time compute the
disparity map of stereo images.
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A novel pupil tracking method is proposed by combining particle filtering and Kalman filtering for the fast and accurate detection
of pupil target in an active infrared source gaze tracking system. Firstly, we utilize particle filtering to track pupil in synthesis triple-
channel color map (STCCM) for the fast detection and develop a comprehensive pupil motion model to conduct and analyze the
randomness of pupil motion. Moreover, we built a pupil observational model based on the similarity measurement with generated
histogram to improve the credibility of particleweights. Particle filtering candetect pupil region in adjacent frames rapidly. Secondly,
we adopted Kalman filtering to estimate the pupil parameters more precisely.The state transitional equation of the Kalman filtering
is determined by the particle filtering estimation, and the observation of the Kalman filtering is dependent on the detected pupil
parameters in the corresponding region of difference images estimated by particle filtering. Tracking results of Kalman filtering are
the final pupil target parameters. Experimental results demonstrated the effectiveness and feasibility of this method.
1. Introduction
Gaze tracking is the technology to get gaze direction or gaze
point on the computer screen throughmechanical, electronic,
optical, and other methods, which can be classified into two
different types called the intrusive and the nonintrusive. Gaze
tracking is widely used in various applications [1, 2] such as
“human computer interaction for disabled people,” “virtual
reality,” “vehicle driver assistance,” “human behavior study.”
Recently, gaze tracking based on the analysis of digital video
(video oculography (VOG)) is becoming a popular research
topic.
In VOG system, computer vision is used to capture
human face images and detect eye features. From these
features, the gaze parameters can be extracted to acquire the
gaze direction or gaze points. When human eyeball rotates,
namely, gaze direction changes, some eye features such as
the corner of the eye remain unchanged. Some other features
such as pupil center, however, will change correspondingly.
In this case, gaze parameters are produced between the
changed features and unchanged features, which are used for
describing gaze change. The VOG gaze tracking technology
has aroused increasing interests of professionals in research
and development due to its weak interference to people,
simple operation, and high accuracy.
VOG gaze tracking commonly uses pupil center cornea
reflection (PCCR) technique based on the active IR illumi-
nation. The PCCR method applies an infrared light source
to produce cornea reflection (Purkinje spot) and calculates
the vector from cornea reflection to the pupil center in
captured images. Therefore, the PCCR method can estimate
gaze direction through eye structure model or mapping
model [3–6]. Thus, VOG gaze tracking is composed of two
components: gaze feature parameter extraction and gaze
direction estimation.
Eye feature detection in PCCR within VOG system
consists of two processes: pupil segmentation and Purkinje
location in the neighborhood of pupil. In the existing refer-
ences, the method of differentiating of bright pupil and dark
pupil images is utilized widely in the active illuminator (light
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(a) Dark pupil (b) Bright pupil (c) Difference pupil
Figure 1: Bright pupil image, dark pupil image, and difference pupil image.
source) system which is made up of two concentric rings
of IR LEDS whose center coincides with the camera optical
axis [3–5]. The inner ring LED light source is close to the
camera optical axis for producing bright pupil image, which
is just like “red eye” in some photographs. The LED light
source of outer ring is used to produce Purkinje spot on the
surface of the user’s eyeball. The inner ring and outer ring
LED light alternately to produce bright pupil image and dark
pupil image in adjacent frames, which lead to the background
elimination via differentiating bright pupil and dark pupil
images of adjacent even and odd frames. As a result, pupil
is more apparent and easy to be found in the whole face
image [6–8]. In differentiating images of bright pupil and
dark pupil, thresholdmethod is usually used to segment pupil
in local eye region [9–11]. Images of dark pupil, bright pupil,
and difference pupil are shown in Figures 1(a), 1(b), and 1(c),
respectively.
The extraction of gaze parameters within VOG system
mostly relies on pupil location, which is accomplished in two
adjacent frames of bright and dark pupils. Operational steps
for locating the pupil must be repeated in every two bright
pupil and dark pupil frames of video sequence to ensure the
accurate gaze parameters. But there will be some drawbacks,
shown below, if we choose to detect pupil by scanning each
whole image.
(1) A large amount of required calculation to locate pupil
results in the worse real time performance of gaze
direction estimation.
(2) Since the historical information of pupil motion
cannot be used to eliminate the influences of some
factors such as eye blinking and external light, it
is significantly difficult to extract gaze parameters
robustly and get gaze direction estimation accurately.
Under some special conditions, such as in the case of eye
blinking or eye slightly closed, it is hard to obtain precise pupil
parameters by pupil segmentation directly without using the
historical information of pupil motion. In order to solve the
above two issues, after locating pupil in the initial frame,
pupil tracking should be carried out in the following video
sequence. Based on pupil tracking results, we can locate
and accurately segment pupil to extract pupil parameters. In
video sequences, target tracking can be categorized into two
different types.
(1) Tracking before detection [12–14]; that is, determine
the location of target through tracking algorithm and
then finely segment and detect target in the tracking
region.
(2) Tracking after detection [15]; that is, estimate the
detected target parameters through tracking algo-
rithm using the historical information of target,
which can getmore precisely stable target parameters.
Currently, most pupil target tracking algorithms in the
gaze tracking system implemented in two adjacent frames
focus on the pupil fast detection to determine the location of
pupil.Thisway, which can be called tracking before detection,
would result in avoiding detecting pupil in the whole image
and improving real-time pupil detection. Pupil tracking can
be completed and achieved by various proposed techniques
such as Kalman filtering, mean shift, and combination of
Kalman filtering and “mean shift” [11, 16, 17]. In reality, the
fact is that pupil occurs and moves randomly and often
disappears especially in some special conditions like eye
blinking, so it is complicated and difficult to build an accurate
pupil motion model. Both Kalman filtering and “mean shift”
have their own defects to deal with pupil tracking especially
under some special condition that we discussed above.
Particle filtering is ideal to predict the optimal estimation
of a nonlinear and non-Gaussian dynamical system. It can
be used to solve the problems of the pupil occlusion and
disappearance which are caused by randomness of the eye
movement, blinking, and eye closure. For example, Hansen
and Pece [18, 19] used particle filtering for iris and pupil
tracking. References [20–22] used particle filtering for pupil
tracking as well. However, the particle filtering methods
above all aim at solving the pupil fast detection, which do
not take the pupil shape model and the characteristic of the
movement into account. For example, (1) since the shape
of pupil is ellipse, the foreground and background cannot
be distinguished with a rectangular model; (2) they never
consider the geometric similarity of the pupil target ellipse
as important clue in the research.
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Figure 2: Gaze tracking system.
Real-time pupil tracking is the common problem in the
VOG system. The considerations for effective tracking are
listed as follows.
(1) Since the size of pupil is very small and often
influenced by eyelashes and eyelids, one of the most
important functions of pupil target model in tracking
process is to minimize background interference and
distinguish target and background.
(2) Because of the random pupil motion which is caused
by head movement and pupil rotation, transition
equation must always attempt to achieve the detailed
characteristics of pupil motion as far as possible.
In this paper, a costless and widely used gaze tracking
system using PCCR technique is developed for the research.
To achieve fast and precise pupil detection, a pupil tracking
method based on hybrid of particle filtering and Kalman
filtering (HPFKF) in the VOG system is proposed and
qualified to meet the requirements as mentioned. The main
work in this paper includes the following.
(1) Particle filtering is used to track pupil for the fast
determination of the accurate pupil location.
(2) Kalman filtering is utilized to estimate pupil parame-
ters for pursuing the precision in parameter detection
integratedwith particle filtering location, which could
improve the accuracy and reliability of pupil parame-
ters.
2. Gaze Tracking System and the Initial Pupil
Detection Method
In this paper, the gaze tracking system is composed of
an infrared light source with two concentric rings, optical
glass filters, CCD camera, and image grabbing cards, GPIO
(general purpose input/output) cards, single-chip computer,
computer, and display screen. There is an inner ring within
the infrared light source that produces a bright pupil image
when the inner ring is turned on. Alternately, when the outer
ring is on, it produces a dark pupil and Purkinje image.When
the user watches the screen, the CCD camera obtains face
images and sends them to the PC, in which eye features are
extracted and eye focus is gotten by gaze mapping function
while gaze points are displayed on the screen. To capture
the face images that enable this process, the GPIO card is
used to obtain the frame alignment signal of the CCD video
sequence and employs a single chipmicrocomputer to control
the switch of the light source, activating the inner and outer
LED rings alternatively. Gaze tracking system is shown in
Figure 2.
To estimate the gaze points on the screen, the first step is
to detect gaze parameters in image, in which pupil detection
plays an important role. In the initial two frames which CCD
camera grabbed, the pupil is located firstly and its character-
istic parameters are detected. In the following video image
sequences pupil tracking is carried out. The scheme of initial
pupil detection and characteristic parameters extraction are
described as in Figure 3.
3. The Pupil Tracking Based on Combination
of Particle Filtering and Kalman Filtering
3.1. Framework of HPFKF. The procedure of parameters
extraction proposed in Section 2 is completed in the first two
adjacent frames.We capture the pupil in the two initial frames
firstly and then perform pupil tracking in the following video
sequences.
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Extract two adjacent frames of the video sequence
Recognize the bright and dark pupil image
Get difference image of bright pupil image and dark pupil images
Apply morphology filtering to filter out the spurious noise and reshaping of
the boundary of the pupil in difference image
Locate pupil region in difference image and segment pupil
Determine the real pupil by using pupil shape and size analysis; then fit
pupil boundary and obtain subpixel center coordinates
Recognize and segment Purkinje around the pupil region and calculate
the center of Purkinje spot
) represents the vector of the pupil center to corneal reflection,
𝛼major /𝛼minor represents the ratio of major axis to minor axis of the pupil ellipse, 𝜃
represents the angle formed by the major axis of pupil ellipse and the vertical
direction, (ip, jp) represents pupil center, and (ic, jc) represents corneal reflection.
𝛼major /𝛼minor , 𝜃, ic, jc, ip, jp,Detect and calculate the gaze parameters L = Δx, Δy,
where (Δx, Δy
Figure 3: Sketch map of initial pupil detection.
In this paper it is shown that pupil target estimation is
accomplished by the combination of particle filtering [19] and
Kalman filtering by using of bright pupil image, dark pupil
image and difference image in adjacent frames. The latter
process tracks for accurate estimation of pupil parameters,
whereas particle filtering tracks for fast location of pupil.
The objective of this proposed approach is to improve real-
time performance of pupil detection by particle filtering and
improve accuracy of pupil parameters detection by Kalman
filtering, which is carried out in every two adjacent frames.
The flow chart of pupil target tracking method based on
the combination of particle filtering and Kalman filtering is
shown in Figure 4.
During this tracking process, four adjacent frames images
(bright pupil, dark pupil, bright pupil, and dark pupil, resp.)
are generated by system hardware and defined as follows:
the first two frames (bright pupil and dark pupil) are called
previous image frame, and the following two frames are called
next image frame. Difference image of previous image frame
is the subtraction of the bright pupil image and the dark pupil
image of the previous image. Difference image of next image
frame is the subtraction of the bright pupil image and the
dark pupil image of the next image frame. In the initial two
frames of bright pupil and dark pupil image, the following
steps are implemented: firstly, find the difference of the bright
and dark pupil images; secondly, segment pupil in difference
image by use of the pupil detection method introduced in
Section 2; thirdly, detect pupil target parameters; and finally,
accomplish the tracking initialization. Hence, according to
the definition of previous image frame and next image frame,
the pupil tracking process is implemented in these resulting
images.
In previous and next image frames, triple-channel color
image is synthesized by bright pupil, dark pupil, and the
corresponding difference images. The pupil tracking based
on particle filtering is achieved in synthesized color image
made from previous image frame and next image frame.
According to the detected pupil parameters in previous image
frame, we can predict particle state in triple-channel color
image synthesized by next image frame. The process of
particle filtering pupil tracking can determine the location
of pupil. The tracking result based on particle filtering plays
a guiding role for the Kalman filtering pupil parameters
estimation which is accomplished in the difference image
made from previous image frame and next image frames.
The Kalman state transition equation of pupil motion is
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Figure 4: The flow chart of pupil tracking method based on a combination of particle filtering and Kalman filtering.
determined by particle filtering tracking result, which can
predict pupil target parameters. According to particle fil-
tering tracking results, pupil can be segmented and pupil
parameters can be extracted to serve as observation for
the correction of the Kalman prediction above. Finally, the
Kalman filtering process can estimate the pupil parame-
ters of next difference image. Tracking result of Kalman
filtering is not only the results of final pupil detection,
but also the target parameters in the next previous image
frame.
3.2. Review of Kalman Filtering and Particle Filtering
(1) Particle Filtering. Particle filtering [23, 24] is an approxi-
mation algorithm based on Bayesian estimation of sampling
theory, which combines sequential Monte Carlo (SMC)
method together with the Bayesian theory.
Let the state parameter vector of a target at time 𝑡 be
denoted by 𝑥
𝑡
and its observation by 𝑧
𝑡
. The history of obser-
vation from time 1 to 𝑡 is denoted by 𝑍
𝑡
= [𝑧
1
, 𝑧
2
, . . . , 𝑧
𝑡
]. The
Bayesian formulation of particle filtering is expressed as
𝑝 (𝑥
𝑡
| 𝑍
𝑡
) ∝ 𝑝 (𝑧
𝑡
| 𝑥
𝑡
) ⋅ 𝑝 (𝑥
𝑡
| 𝑍
𝑡−1
)
= 𝑝 (𝑧
𝑡
| 𝑥
𝑡
) ⋅ ∫ 𝑝 (𝑥
𝑡
| 𝑥
𝑡−1
) ⋅ 𝑝 (𝑥
𝑡−1
| 𝑧
𝑡−1
) 𝑑𝑥
𝑡−1
.
(1)
The basic idea of particle filter is to find a set of random
samples in the state space of the posterior probability density
𝑝(𝑥
𝑡
| 𝑍
𝑡
) approximation and to replace𝐸[𝑔(𝑥
𝑡
| 𝑧
𝑡
)]with the
sample mean to obtain a state of minimum variance estimate.
The key point of implementation of particle filter is to find
random samples of obeying the distribution of 𝑝(𝑥
𝑡
| 𝑧
𝑡
),
which are called particles. 𝑁 sampling points are extracted
from the posterior probability density independently, which
represented the posterior probability density by the weighted
sum.
Bayesian importance sampling (BIS) is to use an easy
sample of known distribution 𝑞(𝑥
𝑡
| 𝑧
𝑡
) to replace posterior
probability density for sampling by weighing the sampling
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particles of the importance function to approximate 𝑝(𝑥
𝑡
|
𝑧
𝑡
). From the Bayes theory we obtain
𝐸 (𝑔 (𝑥
𝑡
)) = ∫𝑔 (𝑥
𝑡
)
𝑝 (𝑧
𝑡
| 𝑥
𝑡
) 𝑝 (𝑥
𝑡
)
𝑞 (𝑥
𝑡
| 𝑧
𝑡
) 𝑝 (𝑧
𝑡
)
𝑞 (𝑥
𝑡
| 𝑧
𝑡
) 𝑑𝑥
𝑡
= ∫𝑔 (𝑥
𝑡
)
𝑤
𝑘
(𝑥
𝑡
)
𝑝 (𝑧
𝑡
)
𝑞 (𝑥
𝑡
| 𝑧
𝑡
) 𝑑𝑥
𝑡
=
∫ (𝑔 (𝑥
𝑡
) 𝑤
𝑘
(𝑥
𝑡
)) 𝑞 (𝑥
𝑡
| 𝑧
𝑡
) 𝑑𝑥
𝑡
∫𝑤
𝑘
(𝑥
𝑡
) 𝑞 (𝑥
𝑡
| 𝑧
𝑡
) 𝑑𝑥
𝑡
.
(2)
After sampling from the importance function, mathematical
expectation of the target state vector is approximated as
𝐸(𝑔(𝑥
𝑡
)) =
(1/𝑁)∑
𝑁
𝑖=1
𝑔 (𝑥
(𝑖)
𝑡
)𝑤
𝑘
(𝑥
(𝑖)
𝑡
)
(1/𝑁)∑
𝑁
𝑖=1
𝑤
𝑘
(𝑥
(𝑖)
𝑡
)
=
𝑁
∑
𝑖=1
𝑔 (𝑥
𝑖
𝑡
)𝑤
𝑘
(𝑥
𝑖
𝑡
) ,
(3)
where 𝑤
𝑘
(𝑥
𝑖
𝑡
) = 𝑤
𝑘
(𝑥
(𝑖)
𝑡
)/∑
𝑁
𝑖=1
𝑤
𝑘
(𝑥
(𝑖)
𝑡
) is normalized weights
and𝑥(𝑖)
𝑡
is a sampling particle from 𝑞(𝑥
𝑡
| 𝑧
𝑡
). To overcome the
deficiencies of importance sampling, resampling technique
is often used for sampling. The basic idea of resampling is
to suppress or eliminate small weight particles. Big weight
particles are replicated according to their weights. With the
dynamic/temporal propagation, particle filtering has been
widely used for tracking applications.
(2) Kalman Filtering. Kalman filtering [25, 26] is based
on state space model and state space equations of linear
dynamical systems, providing a recursive solution of linear
optimization filtering. Using the estimated value of the
previous time step and the observed value of the current
time step to update the target state estimation, we can get the
estimated target state value of the current time.
Kalman filter is an optimal linear recursive filter accord-
ing to minimum mean square error rule. Its dynamic system
is described by a state equation and observation equation.The
state equation is
𝑋
𝑘
= Φ
𝑘,𝑘−1
𝑋
𝑘−1
+𝑊. (4)
The observation equation is
𝑍
𝑘
= 𝐻
𝑘
𝑋
𝑘
+ 𝑉, (5)
where 𝑋
𝑘
is the state vector in time 𝑘, 𝑌
𝑘
is the observation
vector in time 𝑘, Φ
𝑘,𝑘−1
is the state transition matrix from
time 𝑘 − 1 to time 𝑘, 𝐻
𝑘
is the measurement matrix in
time 𝑘, 𝑊 is state noise vector, and 𝑉 is observation noise
vector. Assume that the process noise covariance is 𝑄, the
observation noise covariance is 𝑅. Combining the predicted
value with measured value of the state, the estimated state
value of the current time can be obtained:
𝑋
𝑘
= 𝑋
𝑘,𝑘−1
+ 𝐾𝑔
𝑘
(𝑍
𝑘
− 𝐻
𝑘
𝑋
𝑘,𝑘−1
)
𝑃
𝑘,𝑘
= (𝐼 − 𝐾𝑔
𝑘
𝐻)𝑃
𝑘,𝑘−1
,
(6)
Figure 5: Synthesis triple-channel color map.
where 𝐾𝑔
𝑘
= 𝑃
𝑘,𝑘−1
𝐻
󸀠
/(𝐻𝑃
𝑘,𝑘−1
𝐻
󸀠
+ 𝑅) is Kalman gain
and 𝑃
𝑘,𝑘−1
= Φ𝑃
𝑘−1,𝑘−1
Φ
󸀠
+ 𝑄 is corresponding covariance
to 𝑋
𝑘,𝑘−1
. The above algorithms constitute the recursive
structure of Kalman filtering.
3.3. Pupil Tracking Based on Particle Filtering
3.3.1. Triple-Channel (HSV) Color Map. In order to make
the pupil region more apparent in the tracking process,
we propose the employment of a synthesized triple-channel
color map (STCCM) based on bright pupil image, dark pupil
image, and corresponding difference images inwhich particle
filtering pupil tracking can be achieved. STCCM is defined
as follows: (1) chrominance of STCCM is equivalent to that
of difference image in order to highlight the pupil region
color; (2) saturation of dark pupil image is representative of
saturation of STCCM; and (3) STCCM brightness is equal to
the average brightness of bright pupil and dark pupil images
to confirm that the brightness of STCCM is between that of
bright pupil anddark pupil images, which prevents significant
change in brightness caused by the external light source.
Synthesized triple-channel color map is shown in Figure 5.
We know that tracking in bright pupil or dark pupil image
is difficult, where the pupil feature is not obvious (pupil
gray is close to the rest of face). However, STCCM takes
full advantage of the triple-channel information, making the
color feature of pupil apparent and significantly different
from the rest of face. The purpose of the proposed STCCM
is to improve the accuracy and stability of pupil tracking.
3.3.2. Pupil Target Model. Pupil target model is established
for particle filtering tracking; namely the state of pupil target
is described by the vector X
𝑡
as follows:
X
𝑡
= (𝑐
𝑥
, 𝑐
𝑦
) , (7)
where 𝑐
𝑥
, 𝑐
𝑦
represent image coordinates of the center of the
pupil ellipse.
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3.3.3. Particle Initialization. The initial state of particle [27] is
STATES
𝑡−1
= { (state𝑛
𝑡−1
, 𝜋
𝑛
𝑡−1
) | state𝑛
𝑡−1
= 𝑋
𝑡−1
+ 𝑉
𝑡−1
,
𝜋
𝑛
𝑡−1
=
1
𝑁
} ,
(8)
where STATES
𝑡−1
represents the sample set, (state𝑛
𝑡−1
, 𝜋
𝑛
𝑡−1
) is
the state and weight of each particle of the set, respectively,
and𝑉
𝑡−1
is noise vector. STATES
𝑡−1
, that is, state of time 𝑡 − 1,
is shown in Figure 6(a).
3.3.4. Particle Selection. According to theweight distribution,
randomly select 𝑁 status from STATES
𝑡−1
. During filtering,
the particleswith higherweight have a greater chance of being
selected and are chosen more often. Hence, the particles with
low weight are eliminated during the selection process:
̃STATES
𝑡−1
= {(s̃tate𝑛
𝑡−1
, 𝜙) | s̃tate𝑛
𝑡−1
∼ STATES
𝑡−1
} . (9)
3.3.5. Pupil Motion Model. Taking into account the changes
of pupil state in a variety of situations, it is possible to establish
a simple linear model to describe pupil motion. The law
of pupil state movement state𝑛
𝑡
is as follows: the elliptical
center position of pupil at time 𝑡 is representative of the
sum of the elliptical center position of pupil at time 𝑡 − 1
and displacement of the pupil movement. In addition, when
the state of particles is predicted, noise vector should be
considered. Then we can obtain the equation of the pupil
motion:
STATES
𝑡
= {(state𝑛
𝑡
, 𝜙) | state𝑛
𝑡
= 𝐴 s̃tate𝑛
𝑡−1
+ 𝑉
𝑛
𝑡−1
} .
(10)
By predicting the state of particles according to pupil
motion equation, we can get the particle collection STATES
𝑡
at current moment 𝑡 as shown in Figure 6(b).
3.3.6. Particle Optimization. After iterations for many times,
the weights of many particles are smaller, which means
that the weight variance of the particle is bigger. The target
tracking may be inaccurate when the target is estimated by
these particles with very small weights. Furthermore, we
can see the phenomenon of particle degeneration. Currently,
there are three methods to solve this problem: (1) choose the
appropriate sampling density function; (2) use the important
resample method [28]; and (3) increase the particle number.
Reference [20] has proved that the best sampling density
function is the posterior probability density function, which
is not easy to sample. Generally the sampling density function
is represented by the prior probability density which is
notably different from the real probability density.The impor-
tant resamplingmethod thatGordon et al. [29] have proposed
can be described as follows: the particles with high weight
reproduce the new particle many times, while the smaller
weighted particles reproduce fewer particles. As a result,
particle variety is reduced. Although the important resam-
pling method can avoid the particle degeneration, it may
cause sampling impoverishment. In addition, the method of
increasing particle number can increase the computational
burden and influence the real-time tracking.
In this paper, we use the Camshift [30] algorithm to
deal with the problem of particle degeneration.The Camshift
algorithm (continuously adaptive mean shift) is a nonparam-
eter iteration technology based on a probability distribution
model and uses color histogram to represent the object’s
observation model. The purpose of the Camshift method
used in particle filtering is to accomplish particle aggregation.
In other words, iterated particles will move to the region of
the target, which reduce the amount of particles with smaller
weight. Even if the particle number is small, it can reflect
the target observation model. An experiment in which 20
particles are used to track pupil in 600 image frames is applied
to verify the effectiveness of the Camshift based particle
optimization method.
RMSE (root of mean square error) of tracking results
shows that the Camshift based particle optimization method
can improve the tracking performance.
Figure 7 has shown the tracking results of frames 15, 177,
310, and 544. Table 1 is the experimental results of RMSE,
which is the average coordinates of particle states.
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(a) The particle filtering method (b) The proposed method
Figure 7: The tracking results.
Table 1: The experiment results of RMSE.
Method 15 frames (pixel) 177 frames (pixel) 310 frames (pixel) 544 frames (pixel)
RMSE (PF method) 256.031 221.181 189.594 305.321
RMSE (the proposed method) 250.008 213.677 184.000 289.249
Center coordinate
= (541.25, 302.58)
Major axis = 23.15
Minor axis = 22.45
Orientation = 84.52
Center coordinate
= (225.32, 309.41)
Major axis = 23.81
Minor axis = 22.74
Orientation = 71.28
Figure 8: The initial state of pupil.
3.3.7. Pupil Observation Model. Color distribution is suit-
able to be used as target model since it is robust and
maintains the persistence of nonrigid target deformation,
rotation, and scale changes. Thus, we consider the color
weighted histogramof pupil region as our observationmodel.
Epanechnikov kernel function highlights the contributions of
different pixel to color histogram. The greatest contribution
to the color histogram comes from the existence of pixels
located at target center, while the smallest contribution occurs
at edge region which may contain background.
Here we use 𝑑(𝑥) = ((𝑥
𝑥
− 𝑐
𝑥
)/𝑎major)
2
+ ((𝑥
𝑦
− 𝑐
𝑦
)/
𝑎minor)
2 as distance measurement [31], which is known as
“gray contour curve distance” and canmeasure the important
weight of the pupil pixel. This means that the smaller the
𝑑(𝑥) is, the greater the pixel weights are. The ellipse curve
is composed of pixels of the same 𝑑(𝑥). That is to say, the
points of this curve have the same gray value. The 𝑑(𝑥) of
pupil ellipse contour is 1, which gradually decreases towards
the pupil center until 𝑑(𝑥) is equal to 0, where the “gray
contour curve” changes to the center of pupil ellipse. The
initial state of pupil and pupil histogram are shown in
Figures 8 and 9.
During the update procession, we calculate the weighted
histogram for each particle and discover that when there are
350
300
250
200
150
100
50
0
0 10 200 300 400 500 600
Figure 9: Pupil histogram.
similar histograms, there is higher weight.The weight of each
particle𝜋𝑛
𝑡
can be calculated based on theweighted histogram
𝐻state𝑛
𝑡
of each particle [32]:
𝜋
𝑛
𝑡
=
1
√2𝜋𝜎
𝑒
(−(1−𝜌(𝐻state𝑛
𝑡
,𝐻𝑋𝑡−1
))/2𝜎
2
)
. (11)
3.3.8. Pupil State Estimation. Pupil target state is estimated by
𝐸 (𝑋
𝑡
) =
∑
𝑁
𝑛=1
𝜋
𝑛
𝑡
state𝑛
𝑡
∑
𝑁
𝑛=1
𝜋
𝑛
𝑡
. (12)
Firstly, the histogram 𝐻
𝐸(𝑋𝑡)
of the estimated target is
calculated. Then, we get the similarity 𝜌(𝐻
𝐸(𝑋𝑡)
, 𝐻
𝑋𝑡−1
), and
finally, we obtain the probability weight 𝜋𝐸
𝑡
. If probability
weight 𝜋𝐸
𝑡
of the estimated target is larger than threshold 𝜋
𝑇
,
the tracking is considered to be successful, and target state
is updated by ratio 𝛼. Contrarily, if the tracking is deemed a
failure, then the target state cannot be updated. The tracking
result is shown in Figure 10.
Mathematical Problems in Engineering 9
Center coordinate
= (536.85, 305.55)
Major axis = 24.84
Minor axis = 23.62
Orientation = 103.02
Center coordinate
= (230.14, 318.82?
Major axis = 24.51
Minor axis = 23.24
Orientation = 75.26
Figure 10: Tracking result.
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Figure 11: The flow chart of particle filtering tracking.
3.3.9. The Estimation Process of Particle Filtering. The flow
chart of the pupil tracking based on particle filtering is shown
in Figure 11.
(1) Synthesize triple-channel color image.
(2) Establish pupil model:
𝑋
𝑡
= (𝑐
𝑥
, 𝑐
𝑦
) . (13)
(3) Initialize the state of each particle of the set
STATES
𝑡−1
= { (state𝑛
𝑡−1
, 𝜋
𝑛
𝑡−1
) | state𝑛
𝑡−1
= 𝑋
𝑡−1
+ 𝑉
𝑡−1
,
𝜋
𝑛
𝑡−1
=
1
𝑁
} .
(14)
(4) Select particle.
According to the weight distribution, select the higher
weight particles from STATES
𝑡−1
; then constitute ̃STATES
𝑡−1
:
̃STATES
𝑡−1
= {(s̃tate𝑛
𝑡−1
, 𝜙) | s̃tate𝑛
𝑡−1
∼ STATES
𝑡−1
} .
(15)
(5) Build pupil motion model.
According to pupil motion model, particle state is pre-
dicted; it can also describe pupil motion state by using a
simple linear model:
STATES
𝑡
= {(state𝑛
𝑡
, 𝜙) | state𝑛
𝑡
= 𝐴s̃tate𝑛
𝑡−1
+ 𝑉
𝑛
𝑡−1
} . (16)
(6) Establish pupil observation model.
Calculate the histogram 𝐻state𝑛
𝑡
of each particle and then
calculate weight 𝜋𝑛
𝑡
of each particle based on histogram:
𝜋
𝑛
𝑡
=
1
√2𝜋𝜎
𝑒
(−(1−𝜌(𝐻state𝑛
𝑡
,𝐻𝑋𝑡−1
))/2𝜎
2
)
. (17)
(7) Estimate pupil state:
𝐸 (𝑋
𝑡
) =
∑
𝑁
𝑛=1
𝜋
𝑛
𝑡
state𝑛
𝑡
∑
𝑁
𝑛=1
𝜋
𝑛
𝑡
. (18)
3.4. Pupil Tracking Based on Kalman Filtering. After pupil
tracking based on particle filtering, we can determine the
location of pupil. As shown in Figure 12, the rectangle
describes the location of pupil. Next, we segment the pupil in
the corresponding pupil region in difference image and attain
pupil parameters to be used as observation of next image
frame. Kalman filtering [33] is then used to precisely estimate
the pupil parameters based on pupil parameters of the
previous frame image and the observation of the next frame
image. Hence, Kalman filtering tracking is implemented in
the difference images.
According to the theory of Kalman filtering, we assume
that the pupil model in the difference image at time 𝑡 can be
represented as follows:
𝑋
𝑡
= (𝑖
𝑡
, 𝑗
𝑡
, 𝑎major
𝑡
, 𝑎minor
𝑡
, 𝜃
𝑡
, V𝑥
𝑡
, V𝑦
𝑡
, ̇𝑎
𝑡
, ̇𝜃
𝑡
) , (19)
where 𝑖
𝑡
, 𝑗
𝑡
are representative of the pupil center coordinates
at time 𝑡; then 𝑎major
𝑡
, 𝑎minor
𝑡
are the major axis and
minor axis of the pupil ellipse, respectively. 𝜃
𝑡
is the angle
between the major axis of pupil ellipse and the vertical
direction. V𝑥
𝑡
, V𝑦
𝑡
represent their respective velocity at time
𝑡 in 𝑥, 𝑦 direction. ̇𝛼
𝑡
, ̇𝜃
𝑡
signify the rate of change of pupil
scale and angle 𝜃
𝑡
, respectively. Pupil location estimated
by particle filtering at time 𝑡 is (𝑐
𝑥𝑡
, 𝑐
𝑦𝑡
). Assuming pupil
position parameters estimated in previous image frame being
(𝑐
𝑥𝑡−1
, 𝑐
𝑦𝑡−1
), we can get V𝑥
𝑡
= (𝑐
𝑥𝑡
− 𝑐
𝑥𝑡−1
)/Δ𝑡 and V𝑦
𝑡
=
(𝑐
𝑦𝑡
− 𝑐
𝑦𝑡−1
)/Δ𝑡.
The state vector X
𝑡
at the next time 𝑡 frame is linearly
related to previous state X
𝑡−1
by the system motion model as
follows:
X
𝑡
= AX
𝑡−1
+W
𝑡
. (20)
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Figure 12: Experiment result based on the proposed method.
Here, A is the state transition matrix, W
𝑡
represents
systemperturbationwhich is normally distributed as𝑃(𝑊
𝑡
) ∼
𝑁(0, 𝑄), and 𝑄 represents the process noise covariance.
If we assume that observation vector of pupil target isZ
𝑡
=
(𝑖
𝑡
, 𝑗
𝑡
, 𝑎major
𝑡
, 𝑎minor
𝑡
, 𝜃
𝑡
) which is the pupil parameters
detected at time 𝑡, we can see that the observation model of
the Kalman filtering is
Z
𝑡
= HX
𝑡
+ V
𝑡
. (21)
Here matrix H is called “observation matrix,” which
represents the relationship between current state and current
measurement, whileV
𝑡
represents measurement uncertainty.
V
𝑡
is normally distributed as 𝑝(𝑉
𝑡
) ∼ 𝑁(0, 𝑅), and 𝑅 is the
measurement noise covariance. HereH is defined as follows:
H =
[
[
[
[
[
[
1 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0
0 0 0 0 1 0 0 0 0
]
]
]
]
]
]
. (22)
Given the state transition model (see (20)), the observa-
tionmodel (see (21)) and the initial condition, the state vector
X
𝑡
and its covariance matrix 𝑃
𝑡
can be updated as follows.
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Let X̂
𝑡|𝑡−1
be the estimated state at time 𝑡, resulting from
the transition of system state model. X̂
𝑡|𝑡−1
is often referred
to as the “prior state estimate.” X̂
𝑡|𝑡
is estimated using both
the system model (see (20)) and the measurement model
(see (21)) and is usually referred to as the “posterior state
estimation.” Let P
𝑡|𝑡−1
and P
𝑡|𝑡
be the covariance matrices
for the state estimates of X̂
𝑡|𝑡−1
and X̂
𝑡|𝑡
, respectively. These
matrices determine the uncertainties associated with the
prior and posterior state estimates.TheKalman filtering algo-
rithm for state prediction and updating may be summarized
below.
3.4.1. State Prediction. According to estimation state X̂
𝑡−1|𝑡−1
and its covariance P
𝑡−1|𝑡−1
at 𝑡 − 1 time, X̂
𝑡|𝑡−1
and its
covariance P
𝑡|𝑡−1
at 𝑡 time can be predicted:
X̂
𝑡|𝑡−1
= AX̂
𝑡−1|𝑡−1
,
P
𝑡|𝑡−1
= AP
𝑡−1|𝑡−1
A𝑇 +Q
𝑡
.
(23)
Here, A represents state transition matrix. In Section 3.3
of this paper, we can determine the location of pupil by
the method of particle filtering. Then, in the corresponding
pupil position in the difference image of next image frame,
we segment pupil target into binary image and calculate the
circularity of the pupil target:
𝑅
𝑡
=
4𝜋𝑆
𝑡
𝐿
2
𝑡
. (24)
Here, 𝑆
𝑡
is the area of the pupil target, while 𝐿
𝑡
is the
perimeter. Both of them are described by pixel number.
The range of value 𝑅
𝑡
is [0, 1], being that the rounder the
target is, the larger the 𝑅
𝑡
is, and the 𝑅
𝑡
value of a standard
circle is 1. The shape of the pupil ellipse can be described by
circularity.
During pupil motion process, both its shape and scale
change. Assuming that𝑅
𝑡
is the target circularity of the region
that Particle filtering tracked at time 𝑡 and 𝑅
𝑡−1
at time 𝑡 − 1,
the ratio of 𝑅
𝑡
and 𝑅
𝑡−1
would be defined as follows:
𝑘 =
𝑅
𝑡
𝑅
𝑡−1
. (25)
According to different value of 𝑘, we can get the different
state transition matrix:
𝑘 > 1: 𝐴 =
[
[
[
[
[
[
[
[
[
[
[
[
[
[
[
[
1 0 0 0 0 Δ𝑡 0 0 0
0 1 0 0 0 0 Δ𝑡 0 0
0 0 1 0 0 0 0 −Δ𝑡 0
0 0 0 1 0 0 0 0 Δ𝑡
0 0 0 0 1 0 0 0 Δ𝑡
0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 1
]
]
]
]
]
]
]
]
]
]
]
]
]
]
]
]
0 < 𝑘 < 1: 𝐴 =
[
[
[
[
[
[
[
[
[
[
[
[
[
1 0 0 0 0 Δ𝑡 0 0 0
0 1 0 0 0 0 Δ𝑡 0 0
0 0 1 0 0 0 0 Δ𝑡 0
0 0 0 1 0 0 0 0 Δ𝑡
0 0 0 0 1 0 0 0 Δ𝑡
0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 1
]
]
]
]
]
]
]
]
]
]
]
]
]
.
(26)
3.4.2. State Updating. Based on particle filtering tracking
results (Section 3.3), the prior state estimate X̂
𝑡|𝑡−1
and its
covariance matrix P
𝑡|𝑡−1
, we can determine the region of the
pupil, and therefore we segment the pupil and attain pupil
parameters Z
𝑡
. We can then perform state updating to derive
the final state and its covariance matrix. The first task during
state updating is to compute the Kalman gain K
𝑡
:
K
𝑡
=
P
𝑡|𝑡−1
H𝑇
HP
𝑡|𝑡−1
H𝑇 + R
𝑡
. (27)
The gain K
𝑡
can be regarded as a weighing factor when
determining the contribution of measurement Z
𝑡
and pre-
diction HX̂
𝑡|𝑡−1
to the posterior state estimate X̂
𝑡|𝑡
. X̂
𝑡|𝑡
is
computed as follows:
X̂
𝑡|𝑡
= X̂
𝑡|𝑡−1
+ K
𝑡
(Z
𝑡
−HX̂
𝑡|𝑡−1
) . (28)
The a posteriori error covariance estimate is computed as
follows:
P
𝑡|𝑡
= (I − K
𝑡
H)P
𝑡|𝑡−1
. (29)
Kalmanfiltering always produces complete recursive state
estimation through the processes of state prediction andmea-
surement updating. Consequently, the posterior estimation at
current moment is a priori estimation of next moment.
4. Experimental Results and Analysis
4.1. Results of the Pupil Tracking. In order to prove the validity
of the tracking procedure proposed in this paper, we chose
1000 frames consecutive image sequences offered by 3 users
for our experiments. An Intel Pentium Dual, CPU E2200
with 2.20GHz frequency hardware configuration was used
to create image of which resolution is 760 by 576 pixels.
The experimental circumstances included indoor, cloudy, and
normal fluorescent lamp illumination without strong light
interference. 1000 frames tracking results of every user are
recorded each time.
During tracking process, the main purpose is to vali-
date the tracking ability of pupil under various conditions.
Figure 12(a) shows the tracking results of frames 169, 468,
715, and 856 under significant facial pose changes. Clearly,
it is seen that the proposed method can stably track pupil
under the conditions of different head poses. Figure 12(b)
shows the tracking results of frames 167, 465, 744, and 955
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(a) Particle filtering method (b) Direct detection method (c) The proposed method
Figure 13: Tracking results based on three methods.
when there are significant face pose changes with glasses. In
these situations, if the light glaring on the glasses does not
completely occlude the pupils, our method will effectively
track pupil. Figure 12(c) shows the tracking effect of frames
166, 310, 519, 767, and 989 under significant face pose changes
when blinking. If there is no long time eye closure, or there
is no sudden head movement, the proposed method in gaze
tracking system can accurately track pupil andmeet real-time
requirement. Figure 12(d) shows the tracking effect of frames
82, 454, 684, and 946 under normal conditions.These results
demonstrate that this method of combining the two tracking
techniques produces much better tracking results than using
the direct detection method and particle filtering method
individually.
4.2. Analysis of Tracking Performance. To illustrate the dif-
ferences among particle filtering method, direct detection
method, and our proposed method, we show the tracking
results of thesemethods under different conditions. As can be
seen from Figure 13(a), particle filtering can be used to track
the eye during thewhole sequence under different conditions,
but it is not always successful in detecting the correct eye
position. In Figure 13(a), we also can see that particle filtering
can only recognize the center of the rectangle range as pupil
center, which leads to the center deviating from the pupil
center. As shown in Figure 13(b), the direct detectionmethod
cannot correctly detect pupil when one is blinking or wearing
glasses. In contrast, the proposed method then shown in
Figure 13(c) can accurately obtain the pupil center under
different conditions.
Table 2 shows experimental results of RMSE for the
detection of pupil center using three methods (particle
filtering, direct detection, and the proposed method). In the
experiment, we are able to locate the true center of pupil
frame by frame manually and determine the real image
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Figure 14: The RMSE of pupil center.
coordinate of pupil center. From above testing sequences,
RMSE between the center of the tracking result and the true
center of pupil target can be calculated as shown in Figure 14.
In Figure 14, particle filtering and direct detection may be
able to track pupil target, but the results are not accurate.
In the entire tracking process, the proposed method usually
maintains stable and accurate tracking and has a smaller
margin of error, whichmeets the accuracy requirement of the
pupil tracking. Figure 15 shows the final gaze point estimation
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Table 2: The pupil parameters and RMSE based on three methods.
Parameters of particle
filtering
(#216#651#1091#1106)
Parameters of detection
(#513#690#732#1123)
Parameters of proposed method
(#46#221#239#1140)
User 1
(Figure 14)
𝑋: 564, 𝑌: 434 𝑋: 557, 𝑌: 434, major: 9, minor: 10 𝑋: 542, 𝑌: 429, major: 9, minor: 10
𝑋: 524, 𝑌: 434 𝑋: 512, 𝑌: 441, major: 8, minor: 10 𝑋: 532, 𝑌: 438, major: 8, minor: 10
𝑋: 576, 𝑌: 454 𝑋: 599, 𝑌: 467, major: 9, minor: 9 𝑋: 568, 𝑌: 454, major: 9, minor: 9
𝑋: 468, 𝑌: 376 𝑋: 496, 𝑌: 382, major: 9, minor: 10 𝑋: 475, 𝑌: 375, major: 9, minor: 10
User 2
(Figure 14)
𝑋: 476, 𝑌: 213 𝑋: 452, 𝑌: 219, major: 7, minor: 8 𝑋: 492, 𝑌: 206, major: 7, minor: 8
𝑋: 490, 𝑌: 300 𝑋: 497, 𝑌: 284, major: 7, minor: 8 𝑋: 471, 𝑌: 298, major: 5, minor: 5
𝑋: 603, 𝑌: 220 𝑋: 510, 𝑌: 290, major: 7, minor: 7 𝑋: 557, 𝑌: 259, major: 7, minor: 7
𝑋: 322, 𝑌: 234 𝑋: 332, 𝑌: 225, major: 7, minor: 8 𝑋: 386, 𝑌: 203, major: 7, minor: 8
User 3
(Figure 14)
𝑋: 674, 𝑌: 340 𝑋: 567, 𝑌: 282, major: 9, minor: 10 𝑋: 132, 𝑌: 371, major: 8, minor: 8
𝑋: 692, 𝑌: 332 𝑋: 469, 𝑌: 277, major: 9, minor: 9 𝑋: 375, 𝑌: 292, major: 7, minor: 9
𝑋: 636, 𝑌: 192 𝑋: 494, 𝑌: 229, major: 8, minor: 9 𝑋: 368, 𝑌: 305, major: 5, minor: 8
𝑋: 569, 𝑌: 321 𝑋: 565, 𝑌: 328, major: 8, minor: 9 𝑋: 567, 𝑌: 331, major: 8, minor: 9
User 1 variance
(Figure 14)
𝑑: 21.954, 𝑑: 14.318 𝑑: 16.279, 𝑑: 21.514 𝑑: 6.708, 𝑑: 5.657
𝑑: 21.024, 𝑑: 5.318 𝑑: 24.012, 𝑑: 15.524 𝑑: 4.472, 𝑑: 6.708
User 2 variance
(Figure 14)
𝑑: 19.106, 𝑑: 15.811 𝑑: 43.382, 𝑑: 24.597 𝑑: 6.325, 𝑑: 5.000
𝑑: 64.815, 𝑑: 49.930 𝑑: 49.930, 𝑑: 51.264 𝑑: 6.245, 𝑑: 4.123
User 3 variance
(Figure 14)
𝑑: 15.624, 𝑑: 21.128 𝑑: 12.258, 𝑑: 17.174 𝑑: 5.886, 𝑑: 5.241
𝑑: 18.854, 𝑑: 12.853 𝑑: 24.263, 𝑑: 10.254 𝑑: 4.236, 𝑑: 5.851
User 1
(variance/1500 frames) 𝑑: 15.325 𝑑: 20.832 𝑑: 6.254
User 2
(variance/1500 frames) 𝑑: 25.248 𝑑: 42.214 𝑑: 6.432
User 3
(variance/1500 frames) 𝑑: 17.115 𝑑: 15.980 𝑑: 5.304
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Figure 15: The gaze estimation results.
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#61                #88             #110         #129
Figure 16: Experimental results of the proposed method.
results on the screen of user 1 based on the proposed method
in gaze tracking system described in Figure 2.
This paper proposes a framework for target tracking by
using particle filter combining with Kalman filtering. It not
only meets requirement of the rapid target location with
particle filter, but also estimates the parameters of the target
with Kalman filtering.The entire framework of this algorithm
achieves the rapid target location and accurate detection of
pupil parameters. Currently, many literatures also proposed
some portfolio tracking methods. In the literature [17], pupil
is located with mean shift method firstly, and then the
algorithm updates the tracking parameters with Kalman fil-
tering. The literature [34] tracks the target with particle filter
combined withmean shift. In order to verify the effectiveness
of the method of particle filter combining with Kalman
filtering proposed in this paper, we compare ourmethodwith
the method of the literature [17], the literature [34], and the
method of particle filtering. We capture 2 groups of image
sequences which includes about 500 frames in each group.
We choose 235 frames from each group including normal
image and blinking image. The four methods mentioned
above are used for tracking pupil target. The tracking results
of frames 127, 147, 173, 179 and 61, 88, 110, 129 from each image
sequence are shown in Figures 1, 2, 3, and 4. In Figures 1
and 2, the green rectangle is the final results of our method,
which is updated by Kalman filtering. The red rectangle
is the results before Kalman filtering updating. Figures 3
and 4 are the results by using particle filtering and using
the method of particle filtering combined with mean shift,
respectively. Figures 1 and 3 show thatwhen the tracking error
is relatively larger by using particle filter, our method can
obtain themore accurate results. During the tracking process,
the robustness of our method is also better. Figure 2 shows
the results of Kalman filtering combined with mean shift,
which use the method mean shift firstly for target location
and then use Kalman filtering to update the parameters of
the tracking target. For the pupil tracking, the results of the
method of Kalman filtering combined with mean shift are
not better than the method we proposed but are better than
the other two methods. For more complex target tracking
problem, the effect of the proposed tracking method where
particle filtering is combined with Kalman filtering will be far
superior to the method where Kalman filtering is combined
with mean shift (see Figures 16, 17, 18, and 19). The results
of the method of particle filtering combinedwith mean shift
are shown in Figure 4. In this method the local peaks of all
particles are gotten by using mean shift; then the tracking
process is calculated together with the original particles and
processed particles. But the experimental results show that
the tracking accuracy of this method is not very nice. This is
because some particles have offset the original particle states,
which make the calculated location farther away from true
position. But the number of particles used in this method is
less than that of other methods, in which only 50 particles
can achieve better results while the number of other methods
is 200. The results of these tracking methods are shown in
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#127             #147              #173       #179
#61                 #88                  #110             #129
Figure 17: Experimental results of the method of Kalman filtering combined with mean shift.
#127                #147             #173                #179
#61            #88                #110            #129
Figure 18: Experimental results of particle filtering.
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Figure 19: Experimental results of the method of particle filter combined with mean shift.
Table 3: Comparison of pupil tracking results and positioning time.
Parameter Kalman + mean shift Particle filter Particle + mean shift Our method
Image classification Normal Wink Normal Wink Normal Wink Normal Wink
Image number 224 11 224 11 224 11 224 11
Accurate tracking number 218 2 199 6 169 7 219 8
Success rate (%) 97.32 18.18 88.84 54.55 75.44 63.63 97.77 72.73
The average success rate (%) 93.62 87.23 74.89 96.59
Positioning time (ms/frame) 38 51 49 46
Table 3. We can see that the results of the proposed method
are better than those of other combination methods [17, 34].
5. Conclusions
In this paper, we proposed a method of pupil tracking in a
gaze tracking system based on the combination of particle
filtering and Kalman filtering when we oriented to fast and
accurate pupil target detection using an active infrared source
gaze tracking system. In order to make the color feature of
the pupil more prominent, we synthesize triple-channel color
image by using the bright pupil image, dark pupil image,
and difference pupil image. Particle filtering is applied for
fast pupil tracking by using triple-channel color image. On
the basis of the tracking results of particle filtering, we use
Kalman filtering to attain more accurate pupil parameters in
difference image. Experimental results and analysis verify and
illustrate the effectiveness of the proposed method.
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For the areas of low textured in image pairs, there is nearly no point that can be detected by traditional methods.The information in
these areas will not be extracted by classical interest-point detectors. In this paper, a novel weakly textured point detectionmethod is
presented.The points with weakly textured characteristic are detected by the symmetry concept.The proposed approach considers
the gray variability of theweakly textured local regions.Thedetectionmechanismcanbe separated into three steps: region-similarity
computation, candidate point searching, and refinement of weakly textured point set. The mechanism of radius scale selection
and texture strength conception are used in the second step and the third step, respectively. The matching algorithm based on
sparse representation (SRM) is used for matching the detected points in different images. The results obtained on image sets with
different objects show high robustness of themethod to background and intraclass variations as well as to different photometric and
geometric transformations; the points detected by thismethod are also the complement of points detected by classical detectors from
the literature. And we also verify the efficacy of SRM by comparing with classical algorithms under the occlusion and corruption
situations for matching the weakly textured points. Experiments demonstrate the effectiveness of the proposed weakly textured
point detection algorithm.
1. Introduction
Local interest points can be used for many applications, such
as video analyzing, object detection, localization, and iden-
tification. Techniques which only use images to reconstruct
3D scenes are now the most popular of its applications.
Since many algorithms based on the diversity of concepts
such as graph cuts [1] and minimal path search [2] can only
handle short-baseline stereo matching, that is, they cannot
be used at the wide-baseline situation, on the other hand,
gradient detectors can be used for wide-baseline matching
well; in general, the process for matching the discrete image
points can be divided into three main steps. First, extracting
the “interest points” from each image, such as T-junctions,
corners, and the point detector should have the property
of repeatability, which guarantee finding the same physical
interest points under different viewing conditions. Next,
each interest point can be represented by a feature vector
through the descriptor, which should also be distinctive,
finally, matching the descriptor vectors between different
images.
Almost all of detectors are based on the gradient map of
image; for example, the Harris corner detector [3] is based
on the second moment matrix, which describes the gradient
distribution in a local neighborhood of a point in image,
but corners detected by this method are not scale invariant.
Mikolajczyk and Schmid [4] proposed two scale-invariant
methods, that is, Harris-Laplace and Hessian-Laplace, which
are based on the concept of automatic scale selection [5], and
the location is selected by Harris measure or the determinant
of the Hessian matrix; scale is selected by Laplacian; Lowe
[6] speeds up the above methods by using the difference of
Gaussians (DoG) to approximate the Laplacian of Gaussians
(LoG). There are lots of different detectors which have been
proposed in the literature [7–10]. However, problems of
methods based on interest point still remain, such as image
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blurring, magnification, and illumination; one of the most
seriousweaknesses between these is that thesemethods could
not get point on the low texture areas. Since these areas can be
defined by its gradient below some constant thresholds, it is
difficult to extract points on them by classical interest-point
detectors.
As a guiding principle for describing shapes this char-
acteristic has a rich history. Animals, man-made objects,
and plants are usually with symmetry characteristic. Many
techniques have been proposed to analyze this characteristic.
For example [11] describes an algorithm to segment objects
into terms of points, line segments, and circles. Loy and
Zelinsky [12] use the local radial symmetry to highlight
points of interest within a scene, which need not consider the
contribution of a local neighborhood to a central pixel. In this
paper we focus on the characteristic of strong self-similarity.
The approach proposed in [13] inspires us that the region
of weakly textured area has the characteristic of strong self-
similarity; hence the weakly textured points can be located
by this characteristic;moreover the locationswith self-similar
structure of local pattern are also distinguishable in different
images. Our goal is to develop both a detector and matching
algorithm for getting corresponding-point inweakly textured
regions underwide-baseline situation.Ourwork in this paper
can be divided into three parts, namely, candidates of weakly
textured point detection, refining the set of candidates, and
weakly textured point matching algorithm based on sparse
representation.
In the detecting part, the proposed detector is based
on the entities: circumferences and radii; it sums the value
on circumferences and radii; the information from image
is very first level of data processing, which is contrary to
gradient-based methods; hence, for giving the scale invariant
as the gradient-basedmethods we introduce amechanism for
automatic radial selection.The following two approaches can
be identified; the first one is used to obtain the symmetry
maps for each pixel in different radius scales, which is also
used in [14]. The second approach selects the radius scale for
each pixel.
In the refinement part, the set of weakly textured points
can be refined by computing the gradient magnitude in
scale-space [15], which is widely used in image processing
community, such as feature description, point detection, and
image structure analysis. Here we use this theory to measure
the texture strength and for reducing the points which do not
belong to weakly textured point; we also propose a threshold
selection mechanism.
In the point matching part, the correspondence relation-
ship of points which contain the same scene in two images
will be determined. The matching between two points set
is a one-to-one mapping between the points in these two
sets. There are many algorithms for computing the similarity
between two point features, such as zero-mean normalized
cross correlation (ZNCC) [16] and Hausdorff distance [17],
which many algorithms have been suggested for. We here
introduced the sparse representation concept [18] for weakly
textured point matching, which has been used for human
face recognition in [19]. This approach considers all possible
supports (here is the set of weakly textured points in the
Mirror line
Ωq
Ωq
Figure 1: Example of a weakly textured region in human model.
second image) and can automatically choose the minimal
number of samples needed to represent each feature of point
in the first image.
The approach proposed in this work gives a new detector
for extracting theweakly textured points from image inwhich
the objects have weakly textured characteristic. Moreover,
since the detector is based on radial symmetry, it is not
sensitive to variations in image illumination. In the exper-
iment for detectors, the results obtained on image sets of
different image sets under different types of geometric and
photometric transformations show that the extracted points
by this detector are the complement of classical detectors
and high robustness with intraclass variations. In the point
matching algorithms test experiment, the method based on
sparse representation outperforms other algorithms under
the pixel corruption and block occlusion situations, respec-
tively, and the results also show that the extracted weakly
textured points are also distinguishable from locations; finally
we use our algorithm to promote the quasi-dense matching
algorithm which was proposed in [20] to verify the proposed
approach under wide-baseline situation.
This paper is organized as follows: in Section 2 the
method is proposed to detect the candidate of weakly
textured regions. In Section 3, we sketch out a mechanism
for points refinement via scale-space selection theory. In
Section 4, the sparse representation theory is used for match-
ing weakly textured point. In Section 5, the proposedmethod
is tested in accordance with two protocols [21, 22] for
evaluation of local region detectors and matching algorithm.
Section 6 provides concluding remarks and possible exten-
sions of the proposed method.
2. Weakly Textured Feature Points Detection
Given an image 𝐼 with the weakly textured region ΩWT and
texture regionΩ
𝑇
, it is clear that there has no corner-point or
have few edge-points in the neighbor region of the points in
ΩWT (see Figure 1). Let 𝐼(𝑥, 𝑦) denote the gray value of image;
then the points’ characteristic in the region ΩWT can be
represented by its first- and second-order partial derivatives
as
𝐼
𝑥
, 𝐼
𝑦
, 𝐼
𝑥𝑥
, 𝐼
𝑦𝑦
, 𝐼
𝑥𝑦
, 𝐼
𝑦𝑥
≈ 0, {(𝑥, 𝑦) ∈ ΩWT} . (1)
For the above mentioned, the detectors based on the
gradient feature such as the Hessian, Harris, and SIFT
detectors could not be used for detecting these points. So
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these points should be detected in different ways. As shown
in Figure 1, the region formed by weakly textured pixel and
its neighborhoods can be segmented in many fragments and
the pixel’s gray value distribution in each fragment is similar.
Let 𝐼(𝑥) be the intensity value at location; Ω
𝑝
denotes
the reference fragment in the image; then the self-similar
fragmentΩ
𝑝
can be measured by the normalized correlation
coefficient as follows:
ncc (𝑃, 𝑇) =
∑
𝑖
(𝐼 (𝑥
𝑖
) − 𝐼) (𝐼 (𝑇 (𝑥
𝑖
)) − 𝐼)
√(∑
𝑖
(𝐼 (𝑥
𝑖
) − 𝐼)
2
) (∑
𝑖
(𝐼 (𝑇 (𝑥
𝑖
)) − 𝐼)
2
)
,
{𝑝 ̸= 𝑞 | 𝑞 = 1, 2, . . . , 𝑁} ,
(2)
where 𝐼(𝑇(𝑥)) = 𝑎 + 𝑏𝐼(𝑥) ∀𝑥 ∈ Ω
𝑝
.
𝐼 denotes the average intensity value of fragment Ω
𝑝
.
The purpose of the formula 𝐼(𝑥
𝑖
) − 𝐼 is to reduce the
influence caused by intensity; 𝑇(⋅) denotes a geometrical
transformation.
From Figure 1, it is clear that the weakly textured region
has strong mirror symmetry; let point 𝑝 = (𝑟, 𝜃) be
represented in polar coordinates, let 𝜑 ∈ [0, 𝜋) denote the
mirror line orientation, and then the symmetric point of 𝑝
about the mirror line can be represented as 𝑝󸀠 = (𝑟, 2𝜑 − 𝜃).
For measuring the mirror symmetry about the region Ω
𝑝
, it
should fulfill all mirror line orientation 𝜑 ∈ [0, 𝜋); here the
symmetry of regionΩ
𝑝
can be obtained as follows [23]:
𝑆
𝑤 texture (Ω𝑝) =
1
𝑁
𝑁−1
∑
𝑖=0
ncc (Ω
𝑝
, 𝑇 (Ω
𝑝
, 𝜑
𝑖
)) , (3)
where 𝑇(⋅) denotes the symmetry transformation function,
and it transforms the Ω
𝑝
to its symmetric region about
the mirror line orientation 𝜑
𝑖
∈ {𝜑
0
, 𝜑
1
, . . . , 𝜑
𝑁−1
}, Δ𝜑 =
𝜋/𝑁, and 𝜑
𝑖
= 𝑖 × Δ𝜑. It is easy to prove that the
max(𝑆
𝑤-texture(Ω𝑝)) = 1 and min(𝑆𝑤-texture(Ω𝑝)) = 0, Ω𝑝 ∈ 𝐼.
2.1. Same Radial for 𝑆
𝑤-texture. In the example shown in
Figure 2 the strength of 𝑆
𝑤-texture with the same radial in
different images is affected by the similarity of its region, as
we can see that the strong texture region has small value of
𝑆
𝑤-texture; in contrast, the value of 𝑆𝑤-texture in weakly textured
region is close to 1. So 𝑆
𝑤-texture can be used for detecting
the weakly textured region. However the middle-down part
of Figure 2 shows that the region with strong similarity but
not weakly textured region has high value of 𝑆
𝑤-texture; this
case indicates that the weak texture cannot be detected by
𝑆
𝑤-texture only. And in Section 3, we will solve this problem by
the differential expressions at the center point of regionΩ
𝑝
.
2.2. Radial Selection for 𝑆
𝑤-texture. According to the above
discussion, we use 𝑆
𝑤-texture as our weakly textured detector
(WTD); however, there are many factors which can affect
the performance ofWTD, including the structure complexity
distributed within the local region, variety illumination for
the local region, and radials chosen by WTD. Here we
Sw-texture = 0.0776 Sw-texture = 0.0642 Sw-texture = 0.0982
Sw-texture = 0.0825Sw-texture = 0.9548 Sw-texture = 0.8244
Figure 2: 𝑆
𝑤-texture in different image structureswith the same radius.
investigate the performance at whichWTDmeasures region’s
texture strength with different radials.
As shown in Figure 3, the texture strength is reflected by
the intensity of the pixel in the similarity map; that is, the
pixel with lower texture strength has higher intensity. When
the radial change from small to large the intensity of the
pixelwith low texture strengthwill become lower, whereas the
intensity of the pixel with high texture strength will become
higher.
The points detect by WTD with different radials are
shown in Figure 4. Obviously, the result is largely affected by
the radials of the operator.
Here we proposed a mechanism for automatic radial
selection. The radial selection mechanism should follow
heuristic principles: first, the radial must be large enough to
contain the weakly textured region; that is, the radial should
extend the weakly textured region until the region bound
close to the texture feature. Second, the points chosen by this
mechanism should have themaxima value of 𝑆
𝑤-texture with its
radial.Third, themechanism should have robustness to small
variations caused by fragments; that is, the radial can ignore
small fragments in the weakly textured region.
As shown in Figure 5, 𝑆
𝑤-texture varies with the radius, and
let 𝑆
𝑅
be the derivative of 𝑆
𝑤-texture with radius. In differential
geometric terms, the fine-radius for each weakly textured
points should simply satisfy 𝑆
𝑅𝑅
= 0, which is the second-
order derivative of 𝑆
𝑤-texture. On the other hand, when con-
sidering the influence caused by neighboring fragments, we
here use the following 𝛾-parameterized normalized derivative:
𝜕
𝑅𝑅
(𝑅
𝛾
𝑆
𝑤-texture) = 0. According to this formula the influence
caused by the fragments can be eliminated under the fitted
parameterized 𝛾, with 𝛾 = 0.5. Figure 6 shows the results with
this radius selection method.
3. Weakly Textured Points Filter for
Fine Positioning
In Section 2 we have analyzed the weakly textured feature
and use WTD with proposed adaptive radial mechanism to
position the weakly textured point. However the problem
4 Mathematical Problems in Engineering
Original R = 4 R = 32
Figure 3: Similarity maps under radii 𝑅 = 4 and 𝑅 = 32.
R = 4
R = 32
Figure 4: Extracted points under radii 𝑅 = 4 and 𝑅 = 32.
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Figure 5: 𝑆
𝑤-texture varies on a scale from 𝑅 = 2 to 𝑅 = 60.
Figure 6: Radius selected for weakly textured points.
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Figure 7: 𝐿grad varies on scale-space from 𝑡 = 10 to 𝑡 = 80.
in the middle-down part of Figure 2 shows that the point
has large value of 𝑆
𝑤-texture which is not the weakly textured
point. On the other hand, the state-of-the-art edge detector
corresponds to detecting points with the maximum gradient
magnitude in the gradient direction, so edges can be detected
in scale-space; here we extend these ideas to remove these
points which do not have the weakly textured property.
3.1. ImproveWTD in Scale-Space. When giving a 2D signal𝑓,
the definition of the scale-space representation 𝐿 : 𝑅2×𝑅
+
→
𝑅 is the solution of the diffusion equation [24]:
𝜕
𝑡
𝐿 =
1
2
∇
2
𝐿 =
1
2
(𝜕
𝑥𝑥
+ 𝜕
𝑦𝑦
) 𝐿. (4)
It can be proved 𝐿(⋅, 𝑡) = 𝑔(⋅, 𝑡)∗𝑓(⋅), where 𝑔 : 𝑅2×𝑅
+
→ 𝑅
is the Gaussian kernel; that is,
𝑔 (𝑥, 𝑦; 𝑡) =
1
2𝜋𝑡
𝑒
−(𝑥
2
+𝑦
2
)/(2𝑡)
. (5)
For removing the point with strong texture feature, we should
detect its texture strength in its neighbor region; here we
use the gradient magnitude to represent it. Based on the
𝛾-𝑝𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟𝑖𝑧𝑒𝑑 normalized derivative concept in the scale-
space, we will consider the following differential expression:
𝐿grad (⋅; √𝑡) = 𝑡
𝛾
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
(
𝜕𝐿 (⋅; 𝑡)
𝜕𝑥
)
2
+ (
𝜕𝐿 (⋅; 𝑡)
𝜕𝑦
)
2󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
. (6)
As shown in Figure 7 when using this operator to measure
the points’ texture strength, it is clear that 𝐿grad will change
along with the scale 𝑡. Moreover the more close the point is to
the edge the bigger the change to 𝐿grad magnitude it has (the
cross-point “+” in each picture denotes the one more close to
the edge).
3.2. Point Texture Strength Based on Local Maximum over
Scales of Derivative. As above mentioned, the point texture
strength can be reflected by 𝐿grad magnitude over scales;
hence we can define it by the local maximum over scales of
derivative, and here we use following step function which is
the close-form theoretical analysis for edgemodels, and it also
can be convenient for further analysis to instead the actual
edges. Consider
𝑓 (𝑥) = {
0 for 𝑥 < 𝑥
0
1 for 𝑥 ≥ 𝑥
0
.
(7)
On the other hand, Gaussian kernel is a local kernel which
responds to near neighbor of the input variables; hence,
we here restrict the kernel size to the interval [−3√𝑡, 3√𝑡].
Consider
𝑔 (𝑥; 𝑡) =
{
{
{
1
2𝜋𝑡
𝑒
−𝑥
2
/(2𝑡)
𝑥 ∈ [−3√𝑡, 3√𝑡]
0 otherwise.
(8)
By substitution from (7) and (8) in (6), we obtain the 𝐿grad
magnitude of 𝑓(𝑥) with the following equation:
𝐿 (𝑥, 𝑡) =
{{{{{{{
{{{{{{{
{
0 𝑥 − 𝑥
0
≤ −3√𝑡
∫
𝑥−𝑥0
−3√𝑡
𝑔 (𝑥
󸀠
; 𝑡) 𝑑𝑥
󸀠
−3√𝑡 < 𝑥 − 𝑥
0
< 3√𝑡
∫
3√𝑡
−3√𝑡
𝑔 (𝑥
󸀠
; 𝑡) 𝑑𝑥
󸀠
𝑥 − 𝑥
0
≥ 3√𝑡.
(9)
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According to above equation, magnitude 𝐿grad of 𝑓(𝑥) can be
represented as the following expression:
𝐿
𝑥
(𝑥, 𝑡) = {
𝑔 (𝑥 − 𝑥
0
, 𝑡)
󵄨󵄨󵄨󵄨𝑥 − 𝑥0
󵄨󵄨󵄨󵄨 < 3
√𝑡
0 otherwise,
(10)
where |𝑥 − 𝑥
0
| represents the distance between 𝑥 and the
discontinuous point 𝑥
0
which is the point on the edge, and
we use the symbol Δ𝑙 instead of it. This formula shows that
when Δ𝑙 < 3√𝑡, 𝐿grad ̸= 0, and as mentioned above, the
local maximum over scales of derivative will be used as the
point’s texture strength. But from Figure 7 it can be shown
that there is no guarantee for getting the local maximum of
the derivative over scales. And the derivative of 𝐿
𝑥
(𝑥, 𝑡) can
be gotten from formula (10) as follows:
𝜕𝐿
𝑥
𝜕𝑡
=
{
{
{
1
2√2𝜋
𝑡
−5/2
𝑒
−Δ𝑙
2
/2𝑡
(Δ𝑙
2
− 𝑡) Δ𝑙 < 3√𝑡
0 otherwise.
(11)
It is clear that the local maximum of 𝐿
𝑥
depends on scale 𝑡;
that is, if 𝑡
0
= Δ𝑙
2, then 𝜕𝐿
𝑥
/𝜕𝑡|
𝑡=𝑡0
= 0. Hence the range of
scale [1, 𝑡max] is difficult to select; for example, when Δ𝑙 = 20,
then 𝑡max must satisfy 𝑡max ≥ 400, and when 𝑡max is set too
large, it will increase in computation complexity for finding
the local maximum of 𝐿
𝑥
. Obviously, we want to find the
way to ignore the influence caused by Δ𝑙; that is, 𝑡
0
is not
proportional to Δ𝑙2.
For this reason we need to transform 𝐿
𝑥
(𝑥, 𝑡) to the
function in which local maximum does not depend on Δ𝑙2;
let 𝐿󸀠
𝑥
= 𝑝(𝑡)⋅𝐿
𝑥
; then 𝜕𝐿󸀠
𝑥
/𝜕𝑡 = (𝜕𝑝(𝑡)/𝜕𝑡)𝐿
𝑥
+𝑝(𝑡)(𝜕𝐿
𝑥
/𝜕𝑡);
that is, the derivative of 𝜕𝐿󸀠
𝑥
/𝜕𝑡 is
𝜕𝐿
󸀠
𝑥
𝜕𝑡
=
{{{
{{{
{
1
2√2𝜋
𝑡
−5/2
𝑒
−Δ𝑙
2
/2𝑡
(2𝑝 (𝑡) 𝑡
2
+ 𝑝 (𝑡) (Δ𝑙
2
− 𝑡))
Δ𝑙 < 3√𝑡
0 otherwise.
(12)
For the purpose of reducing the incremental of 𝑡max when Δ𝑙
increases, hence 𝑝(𝑡) here should be the decreasing function
of scale 𝑡. On the other hand, despite the fact that 𝑡max should
not be proportional to Δ𝑙2, it has to guarantee that the local
maximum position 𝑡
0
increases with increasing Δ𝑙; that is, it
should satisfy
𝜕𝐿
󸀠
𝑥
(Δ𝑙
1
, 𝑡)
𝜕𝑡
= 0, (𝑡 = 𝑡
1
)
𝜕𝐿
󸀠
𝑥
(Δ𝑙
2
, 𝑡)
𝜕𝑡
= 0, (𝑡 = 𝑡
2
)
}}}}
}}}}
}
󳨐⇒ 𝑡
1
> 𝑡
2
. (13)
For the constraint to 𝑝(𝑡), it can be assumed that 𝑝(𝑡) = 𝛼 −
𝑡
𝛾
/𝛽, where 𝛼, 𝛽 > 0, and it also should satisfy log𝛼𝛽 > 𝛾 log 𝑡
(this constraint can guarantee that if 𝑡 ≥ 1, then 𝐿󸀠
𝑥
> 0);
hence, for the above mentioned when 𝑡 ≥ 1, then 𝑝(𝑡),
𝑝
󸀠
(𝑡) ̸= 0; if we insert 𝑝(𝑡) into (13) and give 𝛾 = 1, then
the local maximum position 𝑡
0
is given by
𝜕𝐿
󸀠
𝑥
𝜕𝑡
= 0 󳨐⇒ 𝑡
0
=
− (Δ𝑙
2
+ 𝛼𝛽) + √(Δ𝑙2 + 𝛼𝛽)
2
+ 4𝛼𝛽Δ𝑙2
2
=
2𝛼𝛽Δ𝑙
2
(Δ𝑙2 + 𝛼𝛽) + √(Δ𝑙2 + 𝛼𝛽)
2
+ 4𝛼𝛽Δ𝑙2
=
2𝛼𝛽
(1 + 𝛼𝛽/Δ𝑙2) + √(1 + 𝛼𝛽/Δ𝑙2)
2
+ 4 (𝛼𝛽/Δ𝑙2)
.
(14)
It is clear that when 𝛼𝛽/Δ𝑙2 → 0, then 𝑡
0
→ 𝛼𝛽; moreover
it is an increasing function ofΔ𝑙; that is, it has the samemono-
tonicity property with one in original function 𝜕𝐿
𝑥
/𝜕𝑡|
𝑡=𝑡0
=
0. Figure 8 shows the result improved by 𝐿󸀠
𝑥
(𝑥, 𝑡).
3.3.Threshold Selection forWeakly Textured Points. Amethod
for threshold selection to remove points which are not weakly
textured points is needed, if their local maximum of texture
strength is beyond this threshold.
On the other hand, there is no a priori information that
can be used for removing the point which has no weakly
textured property, and to illustrate the method for threshold
selection, here, let us consider the distribution of weakly
textured points detected by the method in Section 2.
Figure 9 shows the weak points detected by WTD and
the 3D histogram of their distribution in the image. Here, the
image is divided into𝑀×𝑁 fragments; that is, if 𝐼 is the image,
then 𝐼 = {𝑅
1
, 𝑅
2
, . . . , 𝑅
𝑀×𝑁
}; according to this distributionwe
find that regions have more concentrated distribution than
otherswhich areweakly textured regions. It also indicates that
the local maximum texture strength of points distributed in
these regions can be used to detect the threshold.
Through the above result, the properties of weakly tex-
tured region can be assumed as follows.
(i) The points which are detected by WTD in the region
with weakly textured feature have more concentrated
distribution than other regions.
(ii) The mean of local maximum texture strength in the
weakly textured region is lower than that in other
regions.
An important consequence of these properties is that it allows
the threshold to vary with different images. We here use the
Otsu threshold algorithm to segment the point sets detected
byWTD into two classes, that is, the sets belonging to weakly
textured region and the sets belonging to other regions. Let
𝑇
𝑂
be the threshold defined by Otsu threshold algorithm;
𝑁(𝑅
𝑖
) is the number of the points in fragment 𝑅
𝑖
(as shown
above, the image is divided into 𝑀 × 𝑁 fragments), and
according to property (i), if 𝑁(𝑅
𝑖
) ≥ 𝑇
𝑂
, then fragment 𝑅
𝑖
is selected as the part of weakly textured region which will
be used for determining the threshold of texture strength
later. On the other hand, when the weakly textured region is
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Figure 8: Results from improved texture measure method under different images.
determined, then according to property (ii), the threshold 𝑇
𝑠
can be defined as follows:
𝑇
𝑠
= min
𝑖
(max
𝑗
{𝑡 (𝑥
𝑗
) | 𝑥
𝑗
∈ 𝑅
𝑖
}) ,
{𝑅
𝑖
∈ 𝐼 | 𝑁 (𝑅
𝑖
) ≥ 𝑇
𝑂
} ,
(15)
where 𝑡(𝑥) is texture strength which is detected by the local
maximum of the derivative over scales at point 𝑥 ∈ 𝑅
𝑖
. Since
the points in the weakly textured region should be retained
as much as possible, we here use max
𝑗
{𝑡(𝑥
𝑗
) | 𝑥
𝑗
∈ 𝑅
𝑖
} as
the subthreshold detected in region 𝑅
𝑖
; on the other hand,
there also exist points which are not weakly textured points
in some parts of the weakly textured region, so for removing
these points the global threshold here can be obtained as
min
𝑖
(max
𝑗
{𝑡(𝑥
𝑗
) | 𝑥
𝑗
∈ 𝑅
𝑖
}).
3.4. Composed Algorithm. The mechanisms for weakly tex-
tured point detection and fine positioning were proposed,
respectively. And they can be used in various ways in point
detection and point removing. For the purpose of exper-
iments and validation, we have here integrated these two
modules into a composed algorithm, which can be expressed
in the following four-step procedure.
Stage 1. Given a constant integer𝑀, which is the number of
points needed to be detected by WTD, 𝑀 can be adjusted
according to the size of image. Formulas (2) and (3) are then
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Figure 9: 3D histogram of weakly textured points distribution.
used to compute the vector in the radial-space {𝑟
1
, 𝑟
2
, . . . , 𝑟
𝑁
}
for each point 𝑝
𝑖
of image:
V
𝑆
(𝑝
𝑖
) = {𝑆
𝑤-texture (𝑝𝑖, 𝑟1) , 𝑆𝑤-texture (𝑝𝑖, 𝑟2) , . . . ,
𝑆
𝑤-texture (𝑝𝑖, 𝑟𝑁)} .
(16)
Stage 2. Use the mechanism proposed in Section 2 to select
the suitable radial 𝑟fit for each point 𝑝𝑖 of image 𝐼. Take
𝑆
𝑤-texture(𝑝𝑖, 𝑟fit) as the similarity strength of 𝑝𝑖. And arrange
𝑝
𝑖
of image 𝐼 in order of decreasing 𝑆
𝑤-texture(𝑝𝑖, 𝑟fit). Then
choose the first 𝑀 points as the candidates of the weakly
textured points.
Stage 3. Given a constant integer 𝑇, then scale 𝑡 varies within
[1, 2, . . . , 𝑇]. Use 𝐿󸀠
𝑥
= 𝑝(𝑡) ⋅ 𝐿
𝑥
defined in formula (12) for
computing the vector of each point which is obtained from
Stage 2:
V
𝑡
(𝑝
𝑖
) = {𝐿grad (𝑝𝑖, 𝑡1) , 𝐿grad (𝑝𝑖, 𝑡2) , . . . , 𝐿grad (𝑝𝑖, 𝑡𝑇)} ,
𝑡
𝑖
∈ [1, 2, . . . , 𝑇] .
(17)
Choose the biggest element from V
𝑡
(𝑝
𝑖
) as the texture strength
of point 𝑝
𝑖
; that is,
V
𝑡 max (𝑝𝑖) = max
𝑡𝑖∈[1,2,...,𝑇]
𝐿grad (𝑝𝑖, 𝑡𝑖) . (18)
Stage 4. Using the threshold selection mechanism to detect
the threshold 𝑇
𝑠
of texture strength and remove the points by
𝑇
𝑠
, that is, if V
𝑡 max(𝑝𝑖) < 𝑇𝑠, then 𝑝𝑖 is the weakly textured
point.
Figure 10 shows the performance of above composed
algorithm; it is clear that this algorithm can efficiently extract
the weakly textured points, and through the scale-space
texture strength concept, the points have strong textureness
which can be removed completely.
4. Sparse Representation for
Point Correspondence
In this section, we study the feature matching problem
of the weakly textured points detected by the proposed
mechanism in the above two sections. Since the resulting
feature matches can be used in wide-baseline stereo match-
ing problem, it is important to find a matching algorithm
for weakly textured points correspondence. On the other
hand, since the point has the feature of weak texture, it
is difficult to choose features for distinguishing different
weakly textured points. Traditionally, methods of point-
matching are based on the Euclidean distance; namely, if the
distance between the candidate point and the object point is
minimum, then those points are correspondence; moreover,
the algorithms such as support vector machine (SVM) [25]
and nearest neighbor algorithm [26] are largely dependent
on the choice of features. Hence, we here match the feature
via sparse representation, within the proposed framework;
the precise choice of feature space is no longer critical.
In [19], the algorithm used for human face recognition is
similar to our method. And the efficacy of sparse repre-
sentation in solving classification problems has been demo-
nstrated.
4.1. Analyze the Feature of Weakly Textured Points. Since
features of the same point in two different images are almost
equal, the feature of the point in the first image can be thought
as lying on the linear subspace composed by all features of
weakly textured points in the second image. As proposed in
[19], we here use the same hypothesis; that is, the feature from
one point lies on a subspace.This is the only prior knowledge
about our feature matching algorithm.
Given the feature set of points 𝑆
2
= [𝑠
2,1
, 𝑠
2,2
, . . . , 𝑠
2,𝑛2
] ∈
R𝑚×𝑛2 in the second image, where 𝑠
2,𝑗
denotes feature of point
𝑝
𝑗
, if 𝑝
𝑗
exists in the first image, then its feature 𝑠
1,𝑗
will be
approximately in the linear span of 𝑆
2
associated with object
𝑗:
𝑠
1,𝑗
= 𝛼
1
𝑠
2,1
+ 𝛼
2
𝑠
2,2
+ ⋅ ⋅ ⋅ + 𝛼
𝑛2
𝑠
2,𝑛2
, (19)
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Figure 10: Results from threshold mechanism for different images. (a) Points detected by WTD. (b) Points detected by WTD + threshold
mechanism. (c) Regions belong to detected points.
where 𝛼
𝑖
∈ R, 𝑗 = 1, 2, . . . , 𝑛
2
. The linear representation 𝑠
1,𝑗
also can be rewritten in terms of 𝑆
2
as
𝑠
1,𝑗
= 𝑆
2
𝑥 ∈ R
𝑚
. (20)
Since the point 𝑝
𝑗
existed in the two images, its feature
in these two images should be closed enough. Hence, the
coefficient vector 𝑥 could be assumed as 𝑥 = [0, . . . , 0,
𝛼
𝑗
, 0, . . . , 0]
𝑇
∈ R𝑛2 where its entries are zero except those
associated with 𝑗th point. And here we should solve the linear
equation 𝑠
1,𝑗
= 𝑆
2
𝑥; here 𝑆
2
∈ R𝑚×𝑛2 , and 𝑛
2
is the number
of the weakly textured points in the second image, and 𝑚 is
the dimension of the features. Here in order to reduce the
computational complexity, the dimension of features should
be chosen as small as possible; that is, it has 𝑛
2
≫ 𝑚, so the
equation 𝑠
1,𝑗
= 𝑆
2
𝑥 is underdetermined, and its solution is
not unique. On the other hand, since the ideal solution 𝑥
0
of
𝑠
1,𝑗
= 𝑆
2
𝑥 should be dense, as assumed above. So the denser
𝑥
0
is, the easier will it be to determine point 𝑝
𝑗
in the first
image.
Through the above analysis, we here seek the sparsest
solution to 𝑠
1,𝑗
= 𝑆
2
𝑥, that is, solving the following optimi-
zation problem:
𝑥
0
= arg min ‖𝑥‖
0
subject to 𝑠
1,𝑗
= 𝑆
2
𝑥, (21)
where ‖ ⋅ ‖
0
denotes the ℓ
0
-norm, which counts the number
of nonzero entries in a vector. However, this problem is NP-
hard and even difficult to approximate [27]: there are no
more efficient procedures for finding the sparest solution
than exhausting all subsets of the entries for 𝑥. But in the
theory of sparse representation and compressed sensing [28],
it is proved that if the solution of ℓ
0
-minimization is sparse
enough, then it is equal to the solution of the ℓ
1
-minimization
problem:
𝑥
0
= arg min ‖𝑥‖
1
subject to 𝑠
1,𝑗
= 𝑆
2
𝑥. (22)
We here use a simple example for interpretation of the
reason why should we use the ℓ
1
-minimization rather than
ℓ
2
-minimization to get the sparest solution. As shown in
Figure 11, the left and right images show the geometry of ℓ
2
-
minimization algorithm and ℓ
1
-minimization algorithm to
solve 𝑠
1,𝑗
= 𝑆
2
𝑥
0
under two-dimensional situation, respec-
tively. According to Figure 11 the solution of ℓ
1
-minimization
is also the solution of ℓ
0
-minimization; however, the one got-
ten from ℓ
2
-minimization does not satisfy ℓ
0
-minimization.
4.2. Feature Matching Based on Sparse Representation. So far,
we have used the simple example for interpreting the sparse
representation theory and before we give the algorithm, all
the symbols used latter should be defined as follows.
𝐼
1
: the image having the points which should be
matched.
𝐼
2
: the image having the reference points for those in
image 𝐼
1
.
{𝑞
𝑖
}
𝐼1
, {𝑝
𝑖
}
𝐼2
: theweakly textured points sets, which are
detected in the 𝐼
1
, 𝐼
2
, respectively.
𝐹(⋅) : R2 → R𝑚: feature extraction function as
the position of point; that is, it can extract the 𝑚-
dimension feature for the point.
𝛿
𝑖
(⋅): R𝑛 → R𝑛: the function that can get a new
vector from the vector 𝑥 ∈ R𝑛, and the new one
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Figure 11: Geometry of sparse representation with ℓ
2
-minimization and ℓ
1
-minimization.
has the only nonzero entries in 𝑥 ∈ R𝑛 which are
associated with index 𝑖; moreover because the point
in image 𝐼
1
can only have one corresponding point,
so here the new vector gotten from 𝛿
𝑖
(⋅) should have
only one nonzero entry.
Sparse Representation-Based Feature Matching Algorithm
(1) Input the feature set of reference points in image 𝐼
2
.
That is, 𝑆
2
= {𝐹(𝑝
1
), 𝐹(𝑝
2
), . . . , 𝐹(𝑝
𝑛
)} ∈ R𝑚×𝑛2
which is regarded as the matrix for ℓ
1
-minimization
problem. And the feature of test point 𝐹(𝑞)𝑞 ∈ 𝐼
1
,
which can be regarded as a test sample.
(2) Normalize the columns of 𝑆
2
and 𝐹(𝑞) to have unit
ℓ
2-norm; here 𝑆
2
and 𝐹(𝑞) are the normalized 𝑆
2
and
𝐹(𝑞), respectively.
(3) Solve the following ℓ
1
-minimization problems:
𝑥
0
= arg min ‖𝑥‖
1
subject to 𝐹 (𝑞) = 𝑆
2
𝑥 (23)
or
𝑥
0
= arg min ‖𝑥‖
1
subject to 󵄩󵄩󵄩󵄩󵄩𝑆2𝑥 − 𝐹 (𝑞)
󵄩󵄩󵄩󵄩󵄩2
≤ 𝜀, (24)
where if 𝐹(𝑞) have noise term, and the bounded
energy of this noise is less than 𝜀, then we will use the
extended ℓ
1
-minimization problem [19].
(4) Compute the residuals 𝑟
𝑖
(𝐹(𝑞)) = ‖𝐹(𝑞) − 𝑆
2
𝛿
𝑖
(𝑥
0
)‖
2
for 𝑖 = 1, . . . , 𝑛.
(5) Output identity (𝐹(𝑞)) = argmin
𝑖
𝑟
𝑖
(𝐹(𝑞)), then the
position of corresponding point can be determined by
this result.
4.3. Feature Extraction for Weakly Textured Point. As above
shown, we have proposed the feature matching algorithm for
the weakly textured points based on the sparse representation
classifier, but there still remains a problem, that is, what
feature should be extracted. As assumed above the point
feature in image 𝐼
1
should have the sparest solution in the
feature space of image 𝐼
2
; this means that if the feature
satisfies this sparsity condition then it can be used for
matchingweakly textured points, that is, as in [19]: “the choice
of features is no longer critical.” On the other hand, this
condition is satisfied by the feature of texture points, because
these points have their own structure in their neighbor
regions, and this feature cannot be represented by other
points. However, the weakly textured points might not satisfy
this condition, for the reason that these points usually have
no obvious characteristics. So, in the experiment part we
will use the different descriptors including LBP, random, and
downsampled features to investigate their performance to the
proposed matching algorithm. Here the random feature can
be expressed as [29]
𝑥
0
= arg min ‖𝑥‖
1
subject to 𝑦 = 𝑅𝑆𝑥, (25)
where 𝑅 ∈ R𝑑×𝑚 is a random matrix independently sampled
from zero-mean normal distribution; moreover each row of
𝑅 is normalized to unit length, and 𝑦 = 𝑅𝑦 ∈ R𝑑, when
𝑑 ≪ 𝑚; then using this feature can reduce the computation
complex, and the polytope geometry as the analysis indicates
the following: if the solution 𝑥
0
is sparse enough, then it
can be correctly recovered by ℓ
1
-minimization from any
sufficiently large number 𝑑 of linear measurements 𝑦 = 𝑅𝑆𝑥
with the probability:
𝑑 ≥ 2𝑡 log(𝑛
𝑑
) , (26)
where 𝑡 is the number of nonzero entries in vector 𝑥.
For ending this section, we will give the method to decide
the validation of the sample. In the real-world situation, when
a point is detected in image 𝐼
1
might not be detected in
image 𝐼
2
it means that the feature of this point could not be
described by using only one point feature in image 𝐼
2
; that
is, the nonzero entries of its sparse representation in image
𝐼
2
are not concentrated on one subject; in contrary, it has
widely spread sparse coefficients among multiple points in
image 𝐼
2
; hence, the sparsity concentration index (SCI) [19]
to determine the validation of the sample is as follows:
SCI (𝑥) =
𝑘 ⋅max 󵄩󵄩󵄩󵄩𝛿𝑖 (𝑥)
󵄩󵄩󵄩󵄩1
/‖𝑥‖
1
− 1
𝑘 − 1
∈ [0, 1] . (27)
And according to this index then the valid point 𝑝 can be
decided if SCI(𝑝) ≥ 𝜏, where 𝜏 ∈ (0, 1) is a threshold.
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Figure 12: Examples of detected points distributed on different objects with different detectors.
Table 1: Performance under different objects.
Test images Harris-affine SIFT SURF WTD
OP/TP OP OP/TP OP OP/TP OP OP/TP OP
Human face 0.1187 28.0000 0.05464 32.1429 0.1255 46.4286 0.5841 85.2857
Flower 0.1837 28.2857 0.0983 26.1428 0.2387 50.5714 0.7253 107.1429
Human model 0.1315 22.8571 0.0122 5.0000 0.1629 36.2857 0.8240 113.0000
Average 0.1446 26.38 0.05504 21.09523 0.1757 44.4285 0.7111 101.8095
5. Experiment Results
In this section, we present experiments on publicly available
databases for weakly textured points detecting and the feature
matching algorithm based on sparse representation, and
the efficacy of these two algorithms can be demonstrated
by these experiments. The experiments can be divided
into three parts, that is, points detection, feature matching,
and promoting the quasi-dense matching algorithm [20];
in the first part we will examine the performance of the
detection algorithm, comparing with different images in
various situations and comparing to several popular feature
detectors (as shown in Sections 5.1 and 5.2). In the second
part we will examine feature matching algorithm, compar-
ing performance across various features spaces and feature
dimensions and comparing to several popular classifiers
in Section 5.3. Finally, we will demonstrate the proposed
method for improving the quasi-dense matching algorithm
in Section 5.4.
5.1. WTD with Image Perturbations. We here measure the
WTD efficiency for weakly textured points detection under
images with different objects and the robustness across
with the same object has different backgrounds. The data
we choose here include 200 images from Caltech human
faces set, 102 images from category flower dataset, and 100
images from human model. And first we will compare our
detector with three classical detectors in weakly textured
points detection, namely, Harris-affine, SIFT, and SURF. For
measuring the performance here we use the proportion
between the number of detected points (Figure 12) on the
objects (OP) and total number of detected points (TP) and set
the radial of WTD from 𝑅 = 2 to 𝑅 = 32. Table 1 compares
WTD to the other three detectors.
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Table 2: Performance under different objects with different backgrounds.
Test images Human face Flower Human body Average
Harris-affine
RB 0.1242 0.0758 0.0380 0.0794
FB 0.1111 0.0765 0.0234 0.0703
TB 0.1228 0.0556 0.0208 0.0664
SIFT
RB 0.0778 0.0059 0.0009 0.0282
FB 0.0281 0.002 0.0042 0.0114
TB 0.4242 0.0136 0.0167 0.1516
SURF
RB 0.1925 0.1843 0.2135 0.1968
FB 0.2131 0.1808 0.1566 0.1835
TB 0.2157 0.1767 0.0948 0.1624
WTF
RB 0.8750 1 1 0.9583
FB 0.9123 1 1 0.9708
TB 0.8361 1 1 0.9454
Figure 13: Performance of WTD on different backgrounds.
Based on the results on the data, we draw the following
conclusion.
(1) For all data, the performances of WTD consistently
exceed the other three detectors in weakly textured
detection. It means that if the object has large region
of weak texture, thenWTD can detect more points in
this object than other detectors.
(2) The results obtained by WTD and classical detectors
are complementary; namely, the points which are not
detected by classical detectors can be detected by
WTD, so if points detected by those classical detectors
are not enough for the stereo reconstruction, then
WTD can be used as a complement.
As a second set of this experiment, the robustness
of WTD for the same object with three different texture
backgrounds is tested. In order to demonstrate the perfor-
mance of WTD, we here use artificial backgrounds as the
extreme situations, namely, random background (RB), forest
background (FB), and texture background (TB), respectively.
And the parameters of WTD are the same as in the above
experiment. Table 2 and Figure 13 show the performance of
WTD comparing to classical detectors.
It is clear that the points detected by WTD are almost
concentrated on the object with weak texture (humanmodel)
no matter what texture background takes (the WTP/TP
close to 1). On the other hand, this property of WTD is
contrary to classical detectors, whose detected points are
almost concentrated on the texture objects, and it is once
again demonstrating the relationship between WTD and
classical detectors as the above experiment.
5.2. Performance under Varying Blur, Lighting Change, Rotat-
ing, and Viewpoint Change. For this experiment, we test the
repeatability of four detectors under different photometric
and geometric transformations, as the protocol suggested
in [13]. Test images sets and results are shown in Figures
14–17 and each set changes in 6 levels. Because of space
constraints, we here only give three of the six images in
each type of transformation, that is, first, third, and sixth.
Each figure presents the repetition rate which includes three
parts, namely, total number ofmatched points, the number of
matched points on the objects, and thematching score on the
objects. The range of radius scale is set from 𝑅 = 2 to 𝑅 = 30,
and the repetition rate here we just use the region matches,
and the matching conditions follow as recommended in [22].
The matching score 𝑆
𝑖
, here, is given by the proportion of
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Figure 14: Blur for image. (a) Total number of matched points for image blurs. (b) Number of matched points on the objects. (c) Matching
score on the objects.
correspondences with detected regions on the objects for all
correspondences in the test image; that is,
𝑆
𝑖
=
Total number of matches
Total number of detected regions
=
𝑁
𝑖
𝑁
,
(𝑖 = 1, 2, . . . ,𝑀) .
(28)
5.2.1. Blur. Figure 14 shows the results detected by four
detectors undergoing increasing amounts of image blur, and
we here use the Gaussian kernel to blur the image, and the
scale parameter 𝑡 (scale selection) is set as 𝑡 = 0, 10, . . . , 60;
according to the results of all detectors, the number ofmatch-
ing points declined with the blur increasing; on the one hand,
the reason for classical detectors is the image texture reduced
by image blur. On the other hand, the number ofmatch points
detectors by our detector should increase with the blur, but
in fact the threshold selection mechanism discussed in the
previous section would get the small threshold because the
blur causes the number of candidate regions increasing, so
according to formula (15), the threshold will become smaller
than before; hence the number of points detected by WTD
will decline.
5.2.2. Lighting Changes. Figure 15 shows the results for light-
ing changes with four different detectors. From this result we
can find the following: (a) the total number of match points
gotten by WTD is lowest and (b) the match points on the
object (human face) are higher than other detectors. This is
caused by following reasons.
(1) The background of image chosen by us is clatter, so
the total number of match points chosen by classical
detectors is higher than WTD.
(2) When the intensity decreases, then the texture of
backgroundwill increase, and the texture in the object
is also increased with light intensity decreasing, but it
is slower than the increase in the background; hence,
the number of match points on the object by WTD is
staying close to its mean value.
(3) The points detected byWTD are almost concentrated
on the object, so its match score is large than others.
5.2.3. Rotation. Figure 16 shows the performance for image
rotation; the number of match points on the object detected
byWTD is not stable with the image rotation.This is because
the object scale here will vary with the rotating process. And
the same radial (see Section 2) used to measure the same
weakly textured point in these images will get the different
values. On the other hand, the backgrounds of these images
are also textureless, and if the scale changed the threshold
for reducing the texture points will also change; hence,
points detected byWTDwill concentrate on the background.
Although being in such serious situation, the match score of
WTD is also higher than other detectors.
5.2.4. Viewpoint Changes. Figure 17 shows the performance
for viewpoint changes. It is clear that when viewpoint changes
the matching score of WTD is always close to 1. This impli-
cates that the matching points gotten from WTD are almost
concentrating on the object with the viewpoint changes in 15∘
degree limitation.
5.3. Feature Matching Algorithm Experiment. In this part,
we will test the performance of matching algorithm based
on sparse representation with the detected weakly textured
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Figure 15: Lighting changes for image. (a) Total number of matched points for lighting change. (b) Number of matched points on the objects.
(c) Matching score on the objects.
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Figure 16: Rotation for image. (a) Total number of matched points for rotation. (b) Number of matched points on the objects. (c) Matching
score on the objects.
points. We here compare performance across various feature
spaces and feature dimensions with two popular classifiers,
namely, linear SVM and ℓ2-min. Moreover, we will also test
our matching algorithm under random pixel corruption and
random block occlusion, respectively.
5.3.1. Sparse Representation Based Weakly Textured Point
Matching. We match 150 weakly textured points detected by
WTD in each image as shown in Figure 18. Here we only
test the matching algorithm under the WTD, and we use
conventional features LBP (local binary pattern) and two
unconventional features: random and downsampled region
features. The window size of LBP is set to be 30 × 30 pixels,
and we compute the matching rate with the feature space
dimensions 10, 20, . . . , 60. The dimension of random feature
space discussed in the previous section is set the same as
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Figure 17: Viewpoint change for image. (a) Total number of matched points for viewpoint change. (b) Number of matched points on the
objects. (c) Matching score on the objects.
Table 3: Variances of matching rate.
Algorithm LBP Downsample Random
SRM 1.15 × 10−2 9.8 × 10−3 7.9540 × 10−4
ℓ
2-min 2.47 × 10−2 7.2 × 10−3 5.6 × 10−3
SVM 2.63 × 10−2 4.29 × 10−2 2.63 × 10−2
LBP, namely, the random matrix 𝑅𝑑×60 (𝑑 = 10, 20, . . . , 60);
finally the window size of downsampled feature is set to be
30 × 30 with dimensions 60, 45, 30, and 12. Those numbers
correspond to downsampling ratios of 1/15, 1/20, 1/30, and
1/75, respectively. Figure 18 shows the match performance
for the various features, in conjunction with three different
algorithms: SRM, ℓ2-min, and SVM.
Figure 18 also shows results under LBP descriptor with 40
dimensions. The algorithm returns enough matched points
on the low texture region that lets us getmore sufficient points
than traditional sparse matching on these area.
Based on the results on different feature spaces, the
following conclusion can be drawn.
(1) Here we use the variance of feature dimensions to
measure the stability ofmatching rate on different fea-
ture spaces. Table 3 shows the variances of matching
rate for SRM, ℓ2-min, and SVM. It is clear that SRM
is more stable than others for feature dimensions on
the LBP and random spaces.
(2) The biggest matching rate of SRM exceeds the best
performances of others on the LBP and downsample
spaces. More specifically, the best performance for
SRM on the LBP is 80.86%, compared to 71.35% for
ℓ
2-min and 69.70% for SVM. The best rate for SRM
on the downsample is 80.38%, compared to 59.64%
for ℓ2-min and 55.97% for SVM.
(3) The results on the LBP and random spaces suggest
that when the feature dimension is 40, it is sufficed
for sparse recovery. Moreover when the dimensions
are beyond 40, the performances on these two feature
spaces will converge.
5.3.2. Matching despite Random Pixel Corruption. In this
experiment, we test the robustness of SRM under the pixel
of description region occluded by random noise. We use
the extended ℓ
1
-minimization problem [19] at the third step
of SRM for solving this occlusion problem. Here the error
tolerance 𝜀 is set to be the bounded energy of the random
noise. In order to eliminate the influence caused by WTD,
we use the random noise to corrupt the located region in
which the feature is extracted (see Figure 19). On the other
hand, since there are no efficient descriptions for weakly
textured point, the description we used is LBP, because it
has the best performance as shown above. For demonstrating
the performance of SRM, we compare it to the following
algorithms: ℓ2min+PCA, ℓ
2
min+LNMF, and ℓ
2
min+ICA, respec-
tively. Here PCA, LNMP, and ICA are principal component
analysis, local nonnegativematrix factorization (LNMF), and
independent component analysis (ICA), respectively. These
algorithm are used for feature preprocessing and the ℓ2-min
we used here because it has the second highest matching rate
in the above experiment. According to the experiment result,
it can be seen that when the corruption is up to 25 percent the
number of matching points with each algorithm will drop to
zero. So, here we only show the result with corruption from
0 percent to 25 percent. According to the performance of
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Figure 18: Matching rate for various feature transformations.
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Figure 19: Recognition under random corruption.
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Figure 20: Recognition under varying level of contiguous occlusion.
SRM and its three competitors, we see that SRM outperforms
others; namely, from 5 percent up to 20 percent occlusion,
the number of matching weakly textured points are higher
than others. At 10 percent corruption, the highest matching
number of others is 40 points, while the one gotten by SRM
80 points. Even at 15 percent occlusion, thematching number
is still 60 points. Clearly, the SRMcan ensure to tolerate under
the corruption less than 25 percent for matching the weakly
textured points. On the other hand, the matching points
numbers gotten by ℓ2min+LNMF and ℓ
2
min+ICA are obviously
less than SRM and ℓ2min + PCA; it has been suggested that
both LNMF and ICA are not suitable for the preprocessing
of weakly textured feature.
5.3.3. Matching despite Random Block Occlusion. The final
part of the expe riment here is to simulate various levels
of contiguous occlusion, from 0 percent to 40 percent, by
replacing a randomly located square block of each feature
region with the gray-lever at zero, and the reason why we
choose zero gray-lever block is that the matching points are
weakly textured point, so if we choose the texture block
here, the characteristic of these points will be replaced by the
features in this texture block. And the region here is the same
as the discussion in the above experiment (see Figure 20).
The location of occlusion is randomly chosen for each image
and is unknown to the computer. The results got from SRM
and ℓ2min + PCA are still better than others. Again, the above
implication is also true for this case. Despite the fact that
the performances of SRM and ℓ2min + PCA are closed, it is
clear that SRM outperforms ℓ2min + PCA. For example, at 20
percent occlusion, SRM achieves 109 points; it is higher than
ℓ
2
min + PCA’s 98 points. On the other hand, the reason why
the number of matching points is not decreased to zero when
occlusion increases to 40 percent is that the located square
block we used here is the zero gray-lever images. And the
matching points also have weakly textured characteristic, so
it will not be much affected by this square block.
5.4. Improved Quasi-Dense Matching. In this section, we
use WTD to promote the quasi-dense matching algorithm
Table 4: Comparison between original dense matching and
improved one under different circumstances.
Change Algorithm #corresponding-point on untex
Lighting Quasi + ours 845
Quasi 414
Image scale Quasi + ours 490
Quasi 210
Camera angle Quasi + ours 676
Quasi 351
[20]. The quasi-dense matching algorithm starts from a
set of sparse seed matches which were usually obtained
by classical detectors, then propagates to the neighboring
pixels by the best-first strategy, and finally produces a quasi-
dense disparity map. Since most initial sparse seed matches
distribute in the strong texture regions, it nearly has no seed
matches in the textureless areas; furthermore if the matches
got from propagating step in these areas are wrong, gross
reconstruction errors will occur, so here we use the proposed
approach to get the initial sparse seed matches in the large
textureless areas.
The original algorithm is independently implemented for
comparison on the same image pairs. The corresponding-
point sets obtained by WTD and traditional quasi-dense
matching algorithm are shown in Figure 21. One can verify
the effectiveness of our implementation by corresponding
quality measures which are given in Table 4.
Our algorithm is evaluated on the changes of lighting,
scale, and camera angle, respectively, and the results demon-
strate that the algorithm performs particularly better on the
large textureless object surface than the original one (as
shown in Figure 21).
6. Conclusion
In this paper, we proposed an efficient detector for weakly
textured points and used sparse representation for matching
the detected weakly textured points in two different images.
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(a) (b)
Figure 21: Results from improved dense matching and original one under different circumstances. Top row: corresponding-points matched
with lighting changes. Middle row: corresponding-points matched with scale changes. Bottom row: corresponding-points matched with
camera angle changes. (a) Corresponding results from improved quasi-dense matching algorithm. (b) Corresponding results from original
quasi-dense matching algorithm.
We have contended both theoretically and experimentally
that the proposed algorithms outperform others in weakly
textured points detecting and matching. The performance of
the newdetectorwas demonstrated on awide variety of image
sets in which the weakly textured objects were included.
The proposed detector gives a way of detecting the weakly
textured points which would be useful for 3D reconstruction
of the object with weak texture at the dense matching
step. On the other hand, the proposed matching algorithm
SRM has the higher performance than others on the LBP
feature space; moreover, to a certain extent, SRM can handle
occlusion and corruption on the feature of weakly textured
points.
Intriguing questions for future work are whether this
method is appropriate for wide-based stereo and what
description can be used for these weakly textured points.
The first problem can be solved by replacing circumferences
with ellipses; the second one might be solved by using the
information of the surround points which are detected by
classical detectors, such as SIFT, GOLH, and SURF, and it is
a most challenging one as well. These are two directions for
our future work.
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We proposed a face recognition algorithm based on both the multilinear principal component analysis (MPCA) and linear
discriminant analysis (LDA). Comparedwith current traditional existing face recognitionmethods, our approach treats face images
as multidimensional tensor in order to find the optimal tensor subspace for accomplishing dimension reduction. The LDA is used
to project samples to a new discriminant feature space, while theK nearest neighbor (KNN) is adopted for sample set classification.
The results of our study and the developed algorithm are validated with face databases ORL, FERET, and YALE and compared with
PCA, MPCA, and PCA + LDA methods, which demonstrates an improvement in face recognition accuracy.
1. Introduction
Face recognition has become a topical and timely study focus
in the fields of pattern recognition and computer vision for its
wide application prospect [1, 2]. Feature extraction is the key
element in face recognition. Currently, diverse recognition
methods use different extraction strategies. And one of the
most popular algorithms is principal component analysis
algorithm (PCA), which aims to find the projected directions
along with the minimum reconstructing error and then map
the face dataset to a low-dimensional space spanned by
those directions corresponding to the top eigenvalues [3,
4]. Traditional PCA face recognition technology can reach
accuracy rate of 70%–92% [5]. However, it is still not fully
practical.
PCAhas certain limitationswhich result in bad adaptabil-
ity in the image brightness and facial expression variety [6–9].
Under either strong bright light or weak light environments,
the information of the features of the face is deficient; hence
the structural information from the feature points of the face
image may hardly be captured using traditional algorithms
like PCA [10]. In addition, existing algorithms which are
based on capturing single expressions make it difficult and
challenging to capture the correct features of the same person
if he changes his facial expressions. Traditional PCA fails to
see the natural structure and correlation represented in data
set [3], which leads to potential additional loss of compact
and/or useful facial representations and will result in a higher
reconstruction error rate [11].
There are many recognition proposals to address limita-
tions of PCA presented above. In [12], Bansal and Chawla
proposed normalized principal component analysis (NPCA)
to improve the recognition rate. They normalized images to
remove the lightening variations by applying SVD instead
of eigenvalue decomposition. Pereira et al. [13] introduced a
new techniquewhich can reduce face dimensions called class-
modular image principal component analysis (CMIPCA) to
extract local and global information to reduce illumination
effects, face expressions, and head-pos changes resulting in
speed-up over PCA. In [14] Tsai showed an application of
dimensionality reduction techniques, such as PCA, EM-PCA,
multidimensional scaling, and locally linear embedding, to
identity emotion of facial animations. But the application was
not for realistic human faces.
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In our method, we decided to complement some of
these limitations of PCA by adopting the MPCA algorithm
together with the LDA algorithm as the basis for the study
[3, 15]. The MPCA algorithm disregards the traditional
method which is based on two-dimensional data and uses
instead vectors and integrates multiple face images into
a high-dimensional tensor and processes data in tensor
space. The advantage of this approach lies in its ability to
persistently structure facial information images and conse-
quently increases the accuracy rate when spatial relationships
between pixels are considered. When the light brightness
changes or facial expression changes, spatial structural infor-
mation between pixels becomes particularly important.
LDA was adopted to further reduce the dimensions of
samples processed by MPCA as it is capable of aggregating
the samples in subspace and hence improving the face
recognition rate [16, 17]. We combine MPCA and LDA to
form LDA subspace, from which both MPCA features and
LDA features can be extracted.
The organization of this paper is as follows. Our proposed
algorithm will be discussed in Section 2. Methodology of
the approach is presented in Section 3. To demonstrate the
effectiveness of the proposed method, experimental results
will be shown in Section 4. Finally conclusions are drawn in
Section 5.
2. Principle of MPCA
In computer vision, most of the objects are naturally con-
sidered as 𝑛th-order tensors (𝑛 ≥ 2) [18]. Take Figure 1
as an example; the image matrix in (i) is a 2nd-order
tensor and a movie clip, while in (ii) it is a 3rd-order
tensor. Traditional techniques for subspace dimensionality
reduction such as PCA could transform image matrix to
vectors with high dimensionality in one mode only, which
cannot meet the need of dimensionality reduction. So such
techniques are unable to handle multidimensional objects
well and get satisfactory results. Therefore, in order to reduce
dimensionality, a reduction algorithm which can directly
operate on a high-order tensor object is desirable. Two-
dimensional PCA (2DPCA) algorithm is proposed and devel-
oped, while researches are using dimensionality reduction
solutions which represent facial images as matrices (2nd-
order tensors) instead of vectors [19–22]. However, 2DPCA
can only project images in single mode, which results in bad
dimensionality of reduction [3, 23]. Thus, a more efficient
algorithmMPCAhas been proposed to get better dimension-
ality reduction.
2.1. Tensor Notations and Definitions. Multilinear principal
component analysis (MPCA) has been introduced in details
in [3], which is used to solve the problem of gait recognition.
Before describing MPCA, the notations will be shown in this
paper.
Vector 𝛼 denotes 1st-order tensor. Matrix𝐴 denotes 2nd-
order tensor. 𝐴
𝑖𝑗𝑘
denotes 3rd-order tensor. Higher-order
tensors are indicated by 𝐴
𝑖1𝑖2...𝑖𝑛
. Assume image matrix is
indicated by𝑋 ∈ 𝑅𝑛1×𝑛2 . Tensor space is indicated by𝑅𝑛1×𝑅𝑛2 .
(𝑢
1
, 𝑢
2
, . . . , 𝑢
𝑛
) indicates the orthonormal bases of vector
space𝑅𝑛1 and (V
1
, V
2
, . . . , V
𝑛2
) indicates the orthonormal bases
of vector space 𝑅𝑛2 . Vector 𝑢
𝑖
V𝑇
𝑗
indicates orthonormal bases
of tensor space 𝑅𝑛1 ⊗ 𝑅𝑛2 . Image matrix𝑋 equals
𝑋 = ∑
𝑖𝑗
(𝑢
𝑇
𝑖
𝑋V
𝑗
) 𝑢
𝑖
V𝑇
𝑗
. (1)
Define two matrices 𝑈 = [𝑢
1
, 𝑢
2
, . . . , 𝑢
𝑚1
] ∈ 𝑅
𝑛1×𝑚1 and
𝑉 = [V
1
, V
2
, . . . , V
𝑚1
] ∈ 𝑅
𝑛2×𝑚2 . Assume 𝑢, V indicate subspace
of space 𝑅𝑛1 , 𝑅𝑛2 formed by basis vectors {𝑢
𝑖
}
𝑚1
𝑖
= 1 and
{V
𝑗
}
𝑚2
𝑗
= 1. Then 𝑢 ⊗ V indicates subspace of tensor space
𝑅
𝑛1 ⊗𝑅
𝑛2 .The result of 2nd-order tensor𝑋 ∈ 𝑅𝑛1×𝑛2 projected
to 𝑢 ⊗ V is indicated by
𝑌 = 𝑈
𝑇
𝑋𝑉 ∈ 𝑅
𝑚1×𝑚2 . (2)
Based on different objective functions, transformation
matrices 𝑈 and 𝑉 can be obtained by iteration; hence
dimension reduction can be achieved.
2.2. Principle of MPCA. MPCA is developed based on the
PCA algorithm. Its advantage is that it operates on tensor,
replacing the traditional algorithms which transform high-
dimensional data into one-dimensional vector. For example,
to process 100 face images with size 112 × 92, PCA treats
them as a 100 × 10304 matrix while MPCA treat them as a
100 × 112 × 92 tensor. MPCA have the advantage of taking
into account correlation in the original data which is ignored
by PCA.
Assume there are tensor sets of images {𝑋
1
, 𝑋
2
, . . . , 𝑋
𝑀
};
a tensor object is denoted by 𝑋
𝑚
∈ 𝑅
𝐼1×𝐼2×⋅⋅⋅×𝐼𝑁 ; 𝐼
𝑛
denotes
dimensionality of 𝑛-order tensor. Each tensor can be
unfolded as
𝑋 = 𝑆 ×
1
𝑈
(1)
×
2
𝑈
(2)
× ⋅ ⋅ ⋅ ×
𝑁
𝑈
(𝑁)
. (3)
Here, 𝑈(𝑛) denotes orthogonal matrix. So, ‖𝑋‖2
𝐹
= ‖𝑆‖
2
𝐹
[24]. Decompose this matrix; we can get
𝑋
(𝑛)
= 𝑈
(𝑛)
⋅ 𝑆
(𝑛)
⋅ (𝑈
(𝑛+1)
⊗ 𝑈
(𝑛+2)
⊗ ⋅ ⋅ ⋅ ⊗ 𝑈
(𝑁)
⊗𝑈
(1)
⊗ 𝑈
(2)
⊗ ⋅ ⋅ ⋅ ⊗ 𝑈
(𝑛−1)
)
𝑇
.
(4)
The key point of MPCA algorithm is to find a tensor
subspace which can catch the variety of tensor objects and
extract features of object. According to (4), projection of
tensor samples onto tensor subspace is defined as
𝑌 = 𝑋 ×
1
?̃?
(1)
𝑇
×
2
?̃?
(2)
𝑇
× ⋅ ⋅ ⋅ ×
𝑁
?̃?
(𝑁)
𝑇
, (5)
where𝑌 denotes tensor after projection.𝑌 = {𝑌
1
, 𝑌
2
, . . . , 𝑌
𝑀
},
𝑌
𝑚
∈ 𝑅
𝑃1×𝑃2×⋅⋅⋅×𝑃𝑁 . Figure 2 depicts the process.
As Figure 2 shows, by projecting each mode of facial
tensor 𝑋, low-dimensional facial tensor which satisfies max-
imum variance can be achieved.
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(i) Second-order tensor (ii) Third-order tensor
· ·
·
Figure 1: 2nd-order and 3rd-order tensor representations samples.
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(1)T
Figure 2: Illustration of the multilinear projection in the 1-mode vector space.
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Figure 3: Flow chart of face recognition algorithm.
Figure 4: Face image examples of two persons in ORL face database.
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Figure 5: Recognition error rate of PCA against different 𝑘 values (best LDA dimension reduction). In the 1st group, 𝑘 equals 18. In the 2nd
group, 𝑘 equals 98. In the 3rd group, 𝑘 equals 61.
For tensor objects of image samples, the variance before
projection is as follows:
Ψ
𝑋
=
𝑀
∑
𝑚=1
󵄩󵄩󵄩󵄩󵄩
𝑋
𝑚
− 𝑋
󵄩󵄩󵄩󵄩󵄩
2
𝐹
,
𝑋 = (
1
𝑀
)
𝑀
∑
𝑚=1
𝑋
𝑚
.
(6)
And the tensors after projection satisfy the following
equation:
Ψ
𝑌
=
𝑀
∑
𝑚=1
󵄩󵄩󵄩󵄩󵄩
𝑌
𝑚
− 𝑌
󵄩󵄩󵄩󵄩󵄩
2
𝐹
,
𝑌 = (
1
𝑀
)
𝑀
∑
𝑚=1
𝑌
𝑚
.
(7)
By combining (5) and (6), we can get the following
equation:
𝜓
𝑌
=
𝑀
∑
𝑚=1
󵄩󵄩󵄩󵄩󵄩󵄩
𝑋
𝑚
× ?̃?
(1)
𝑇
× ?̃?
(2)
𝑇
× ⋅ ⋅ ⋅ × ?̃?
(𝑁)
𝑇
−𝑥 × ?̃?
(1)
𝑇
× ?̃?
(2)
𝑇
× ⋅ ⋅ ⋅ × ?̃?
(𝑁)
𝑇󵄩󵄩󵄩󵄩󵄩󵄩
2
𝐹
.
(8)
The MPCA algorithm equals to the resolving optimiza-
tion problem:
{?̃?
(1)
, 𝑛 = 1, 2, . . . , 𝑁} = arg max𝜓
𝑌
. (9)
Mathematical Problems in Engineering 5
The 1st group
Er
ro
r r
at
e
0.3
0.25
0.2
0.15
0.1
0.05
k value
1 2 3 4 5 6 7 8 9 10
(a)
The 2nd group
Er
ro
r r
at
e
0.4
0.35
0.3
0.25
0.2
0.15
0.1
0.05
0
k value
1 2 3 4 5 6 7 8 9 10
(b)
The 3rd group
Er
ro
r r
at
e
0.4
0.35
0.3
0.25
0.2
0.15
0.1
0.05
k value
1 2 3 4 5 6 7 8 9 10
(c)
Figure 6: Recognition error rate of MPCA against different 𝑘 values.
In (9), by using alternating-least-square method (ALS),
we are able to calculate local optimization procedure. When
solving the 𝑛th projection matrix ?̃?(𝑛), other matrices
were set constant; tensor 𝑋 is projected to tensor space
(𝑅
1
, . . . , 𝑅
𝑛−1
, 𝑅
𝑛+1
, . . . , 𝑅
𝑁
), where ?̃?(𝑛)
𝑗+1
= 𝑋 × ?̃?
(1)
𝑇
𝑗+1
× ⋅ ⋅ ⋅ ×
?̃?
(𝑛−1)
𝑇
𝑗+1
× ?̃?
(𝑛+1)
𝑇
𝑗+1
× ?̃?
(𝑁)
𝑇
𝑗+1
.
Column of ?̃?(𝑛) can be obtained from orthogonal basis of
projection subspace. Sample 𝑋
𝑚
in (8) is projected to lower
dimensional tensor 𝑌
𝑚
∈ 𝑅
𝑃1×𝑃2×⋅⋅⋅×𝑃𝑛−1×𝐼𝑛×𝑃𝑛+1⋅⋅⋅×𝑃𝑁 . 𝑌(𝑛)
𝑚
, 𝑛th-
mode unfoldingmatrix of𝑌
𝑚
, is inputted to get PCA. It equals
to
argmax
𝑀
∑
𝑚=1
󵄩󵄩󵄩󵄩󵄩󵄩
?̃?
(𝑛)
𝑇
𝑌
(𝑛)
𝑚
− ?̃?
(𝑛)
𝑇
𝑌
(𝑛)󵄩󵄩󵄩󵄩󵄩󵄩
. (10)
2.3. MPCA Algorithm. MPCA have managed to handle
multidimensional objects. According to the above sections,
pseudocode for the computation of theMPCA algorithm can
be concluded [25] as shown in Figure 3.
Step 1. Input sample images and center them as {𝑥
𝑛
∈
𝑅
𝑃1×𝑃2 , 𝑛 = 1, . . . , 𝑁}.
Step 2. Obtain the total scatter matrix’s eigendecomposition.
Step 3. Calculate the eigenvectors and their corresponding
most significant eigenvalues, and the result is output as ?̃?(𝑛).
Step 4. (i) Get {𝑦
𝑛
= ?̃?
(1)
𝑇
× 𝑥
𝑛
× ?̃?
(2)
, 𝑛 = 1, . . . , 𝑁}.
(ii) Calculate 𝜓
𝑌0
= ∑
𝑀
𝑛=1
‖𝑦
𝑛
‖
2
𝐹
.
(iii) For 𝑘 = 1 : 𝐾,
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Figure 7: Recognition error rate of PCA + LDA against different LDA dimension reduction values.
(a) calculate the total scatter matrix’s eigenvectors and
their correspondingmost significant eigenvalues, and
the result is output as ?̃?(𝑗), for 𝑗 = 1, 2;
(b) get 𝜓
𝑌𝑘
and {𝑦
𝑛
, 𝑛 = 1, . . . , 𝑁};
(c) if 𝜓
𝑌𝑘
− 𝜓
𝑌𝑘−1
< 𝑗, then break the loop and go to
Step 5.
Step 5. Finally calculate the feature matrix; see the following
equation:
𝑦
𝑛
= ?̃?
(1)
𝑇
× 𝑥
𝑚
× ?̃?
(2)
, 𝑛 = 1, . . . , 𝑁. (11)
2.4. LDA Algorithm. LDA (linear discriminant analysis)
projects image onto a lower-dimensional vector space to
achieve maximum discrimination as follows.
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Figure 8: Error rate of MPCA + LDA algorithm against different LDA dimension reduction values.
Step 1. Compute the average sample values for different kinds
of facial images in the original space. Total number is denoted
by 𝑐.𝑋
𝑖𝑗
denotes the 𝑗th object of the 𝑖th class of samples:
𝑚
𝑖
=
1
𝑛
𝑖
𝑛1
∑
𝑗=1
𝑋
𝑖𝑗
, 𝑋
𝑖𝑗
∈ 𝑅
𝑑
, 𝑖 = 1, 2, . . . , 𝑐,
𝑚 =
𝑐
∑
𝑖=1
𝑝
𝑖
𝑚
𝑖
.
(12)
Step 2. Compute covariance matrix of each class:
𝑐
𝑖
=
1
𝑛
𝑖
𝑛𝑖
∑
𝑗=1
(𝑋
𝑖𝑗
− 𝑚
𝑖
) ⋅ (𝑋
𝑖𝑗
− 𝑚
𝑖
)
𝑇
. (13)
Step 3. Compute within-class and between-class scatter
matrices:
𝐶
𝑏
=
𝑐
∑
𝑖=1
𝑝
𝑖
(𝑚
𝑖
− 𝑚) ⋅ (𝑚
𝑖
− 𝑚)
𝑇
,
𝐶
𝑤
=
𝑐
∑
𝑖=1
𝑐
𝑖
.
(14)
Step 4. Compute eigenvectors of matrix 𝐶−1
𝑤
𝐶
𝑏
to get pro-
jection vectors. Then dimensionality reduction data can be
obtained by projection [26, 27].
After dimensionality reduction using MPCA, the matri-
ces are arranged in columns into vectors as inputs to the
LDA algorithm. By using MPCA algorithm to reduce the
dimension of the image, we not only solved the problem of
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Figure 9: Histogram of recognition results in experiments.
singular matrix but also retained structure information in the
images and thus improve the recognition rate.
2.5. KNN Algorithm. 𝐾-nearest neighbor (KNN) algorithm
[28, 29] is adopted for sample set classification here, and the
concrete steps are as follows.
Step 1. Select different parameters of𝐾 value.
Step 2.Adopt the method of cross-validation on training face
images, for 𝑘 = 1 : 𝐾.
Step 3. Make the cross-validation error classification rate
minimization and get its corresponding parameter 𝑘.
Step 4. Construct a prediction model with 𝑘.
3. Process of the Recognition Algorithm
3.1. Preprocessing. Image preprocessing and normalization
are vital for face recognition systems as images are often
affected by image quality, illumination, face rotation, facial
expression [8, 30], and so forth. In order to offset above
factors, it is necessary for us to carry out face normalization
before facial feature extraction.
Our data is preprocessing normalized images with a
resolution of 80× 80. In our research, histogram equalization
was applied (see (15)):
𝑦
󸀠
=
𝑦 −min (𝑦)
max (𝑦) −min (𝑦)
. (15)
3.2. Dimensionality Reduction Using MPCA and Feature
Matrix Extraction Using LDA. MPCA reduces dimensions
of input face images and generates feature projection matrix
[30] that are then taken as input samples to LDA. MPCA
and LDA combination were used to construct LDA subspace,
from which both MPCA features and LDA features can be
extracted.
The detailed steps have been described in Sections 2.2 and
2.3.
3.3. Face Recognition Using L2 Distance Measure. We used
resultant output acquired above as input samples for training
and applied aforesaid techniques to get the feature matrix.
Then we carried out a similarity measure on image samples.
In our research,we choose L2 distance formeasures (see (16)):
𝑑 (𝑎, 𝑏) = √
𝐻
∑
ℎ=1
[𝑎 (ℎ) − 𝑏(ℎ)]
2
. (16)
KNN classifier [31] is adopted for sample set classification
here, while the procedure and details are introduced in
Section 2.4.
The overall approach of face recognition proposed in this
paper is shown in Figure 3.
4. Experiments
We evaluated the performance of our algorithm based on
MPCA + LDA in this research and compared with the
PCA, MPCA, and PCA + LDA algorithm by performing
experiments on ORL databases [32]. In order to examine the
ability of our method, we also try it on other classical face
databases such as FERET and YALE.
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Figure 10: Face image examples of two persons in FERET face database.
Figure 11: Face image examples of two persons in YALE face database.
The experiments were conducted with three groups. We
choose part of images in each group for training, while the
rest for testing. As the probabilities for each kind of facial
samples are the same, then 𝑃
𝑖
that equals 1 is set in LDA
algorithm.
Initially, we tested how different parameters affect the
recognition error rate and how classification result is affected
by dimensionality using the MPCA, dimensionality after
using the LDAand 𝑘 value of KNNalgorithm. LDAalgorithm
requires dimension reduction not greater than the total
number of samplesminus 1, so 1 ≤ LDAdimension reduction
≤ 19. There are 10 samples in each category, so 1 ≤ 𝑘 ≤ 10.
Other parameters of MPCA are set to the optimized values.
4.1. Experiments on the ORL. TheORL face database contains
a total of 400 images of 40 individuals (each individual has 10
gray scale images) [33]. Some photos are taken in different
periods, and some are taken with the various countenances
and the facial details. Each image is of a resolution of 256 grey
levels per pixel [34]. Figure 4 shows image examples of two
persons before preprocessing.
Now, images have been divided into three different
groups.With the first group, we select the first 5 images of the
first 20 persons as training data and the last 5 images of the
first 20 persons as test samples for face identification. With
the second group we select the first 5 images of the rest 20
persons as training data and the last 5 images of the rest 20
persons as testing samples. With the third group we select
the first 5 images of 40 persons as training data and the last 5
images of 40 persons as testing samples.
Recognition error rate of PCA is shown in Figure 5.
Judging from the figure, when 𝑘 equals 1, the recognition
error rate reaches minimal value. PCA recognition accuracy
reaches 58%–82%.
Error rate of MPCA under different 𝑘 value is shown in
Figure 6. As shown in the figure, when 𝑘 equals 1, error rate
isminimal.MPCA recognition accuracy reaches 75%–85% in
the experiments.
When 𝑘 equals 8, error rate of PCA + LDA algorithm
reaches minimal value 7%. How different LDA dimension
reduction affects recognition accuracy is shown in Figure 7.
We can see from Figures 5, 6, and 7 that dimension after
LDA increases as the number of samples also increases.When
applying PCA + LDA algorithm, we use MPCA to decrease
dimension of facial samples to 11 and then use LDA. For the
1st group, reduce dimension to 7. For the 2nd group, reduce
dimension to 8. For the 3rd group, reduce dimension to 10.
We can conclude that the LDA algorithm is not satisfied with
multidimensional objects. Accuracy of PCA + LDA reaches
86%–88%.
MPCA + LDA algorithm only produces higher error
rate of 10%–25% when 𝑘 equals 10. In other situations, the
recognition error rate is very low. When 𝑘 equals 8, the error
rate of different LDA dimensionality reduction is shown in
Figure 8. Algorithm recognition accuracy rate reaches a high
value.
Result of the experiments on ORL database is shown in
Figure 9. Take recognition accuracy of four algorithms for
comparison; the combination of MPCA and LDA does result
in better recognition performance than traditional methods.
4.2. Experiments onMore Face Databases. We choose FERET
and YALE for our experiments. Implement steps are similar
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Figure 12: Recognition error rate of PCA against different 𝑘 values (best LDA dimension reduction). In one group of FERET, 𝑘 equals 27. In
one group of YALE, 𝑘 equals 63.
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Figure 13: Recognition error rate of MPCA against different 𝑘 values.
to those in above section, so we just simplify steps and focus
on the results.
FERET face database consists of a total of 1400 images
of 200 individuals (each person has 7 different images).
Figure 10 shows image examples of two persons before
preprocessing.
YALE face database contains 165 images of 15 individuals;
Figure 11 shows image examples of two persons before pre-
processing [35].
The performance of PCA, MPCA, PCA plus LDA, and
MPCA + LDA techniques is tested by varying the number
of eigenvectors. We have chosen one group of result in each
database for comparison.
PCA performed worse on YALE than on FERET because
of the poor adaptability for the image brightness and facial
expression, which is shown in Figure 12.
Though in Figure 13MPCA performedmuch well on face
recognition in YALE database, the process takes longer time
than with PCA.
Figures 14 and 15 show that both PCA + LDA and
MPCA + LDA can turn to high accuracy and low error rate
in recognition. However, PCA + LDA effectively sees only
the Euclidean structure, while MPCA + LDA successes to
discover the underlying structure [36].
Compared against all the other algorithms, although with
simple preprocessing, we can learn that MPCA + LDA has
achieved best overall performance in both FERET and YALE
databases.
5. Conclusions
This paper presents an algorithm for face recognition based
on MPCA and LDA. As opposed to other traditional meth-
ods, our proposed algorithm treats data as multidimensional
tensor and fully considers the spatial relationship.The advan-
tage of our approach is of great relevance to applications and
is capable of recognizing face dataset under different lighting
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Figure 14: Recognition error rate of PCA + LDA against different LDA dimension reduction values.
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Figure 15: Error rate of MPCA + LDA algorithm against different LDA dimension reduction values.
conditions and with various facial expressions. LDA algo-
rithmprojects the data to a new space and has exact clustering
result in our experiments. Compared with traditional face
recognition algorithms, our proposed algorithm is not only
a boost in recognition accuracy but also an unclogging of
dimensionality bottlenecks and an efficient resolution of the
small sample size problem. Future work of our research will
include applying this approach on larger face databases such
as on the CMUMulti-PIE, NIST’s FRGC, and MBGC.
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Current RGB-D sensors provide a big amount of valuable information for mobile robotics tasks like 3D map reconstruction, but
the storage and processing of the incremental data provided by the different sensors through time quickly become unmanageable.
In this work, we focus on 3D maps representation and propose the use of the Growing Neural Gas (GNG) network as a model to
represent 3D input data. GNG method is able to represent the input data with a desired amount of neurons or resolution while
preserving the topology of the input space. Experiments show how GNGmethod yields a better input space adaptation than other
state-of-the-art 3D map representation methods.
1. Introduction
A 3D point is comprised of (𝑋, 𝑌, and𝑍) values representing
the spatial coordinates. Moreover, if color information (R,
G, and B) is available for each point, it is referred to as
RGB-D data. RGB-D cameras provide this kind of data and
have become very popular due to their low cost, like the
Kinect sensor. This sensor could provide more than 300,000
3D points per capture. That feature is very useful to carry
out a fundamental task in mobile robotics: mapping [1].
Mapping is a task that builds a map from the observations
and movements of the robot. Each time the robot moves, an
observation is linked to that movement.Then, using different
methods, for example, registration, the map can be built,
transforming each observation with respect to a common
coordinates frame. This map is useful to develop subsequent
tasks, like localization, navigation, and recognition. The use
of RGB-D data as observations is referred to as RGB-D
mapping and RGB-D maps.
The amount of data in RGB-D maps is huge since the
number of poses is high. In a typical map with 10,000 poses,
the data could consist of more than 3 billion of 3D points,
which are unaffordable for representation and other tasks.
Furthermore, as acquisitions frame rate is high, for a common
area, a huge amount of redundant points is used to represent
the input space. Due to the huge quantity of data, several
methods have been proposed to reduce the number of points
in the map while preserving the main features of the data, as
it would be used in further tasks.
Elevation maps were a commonly used structure in the
past [2].These elevationmaps are represented using a regular
2D cell grid where each cell value represents the elevation
or height of the surface of that space. This compact model
allows a simple representation of large areas but with low
level of detail. Triebel et al. [3] presented an extension of
the height maps to represent different surfaces at different
heights. This multilevel surface map (MLS map) allows the
representation of vertical structures and different surfaces in
a 2D cell-based structure like the ones used in the traditional
height maps. This approach focuses on the representation of
planar surfaces to help mobile robotics tasks like robotics
navigation.
Following this idea of 3D space representation, some
other structures have been proposed like occupancy grids or
Octrees. Occupancy grids represent the entire space as 3D
cell grids. The cell information could consist of a single value
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of occupancy or contain more complex information as the
probability of occupancy. Several works in mobile robotics
have used this structure as a base for their applications [4–6].
Another common structure is the Octree [7]. The Octree is a
tree structure in which each internal node has eight children.
Each node of the tree is recursively subdivided into eight
new nodes until a certain condition is fulfilled, like the size
of the area represented by a node. This structure represents
both occupied and empty space in the area represented
by the Octree. It also allows some optimized operations
like closest point searching or occupancy checking. In [8],
an Octree based framework called OctoMap is presented.
It uses probabilistic occupancy estimation where areas of
the space are represented as occupied, empty, or uncertain.
Another commonly used structure is the voxel grid (VG).
The VG downsampling technique is based on the input space
sampling using a grid of 3D voxels. This technique has been
traditionally employed in the area of computer graphics to
subdivide the input space and reduce the number of points
[7, 9].
Wang et al. [10] presented a feature based 3D point
cloud simplification method. They detect the points with
more information (big curvature) and subsample the rest
of the points using a uniform spherical sampling method.
Therefore, they preserve the keypoints and subsample those
points with less curvature information.Thismethod is able to
subsample 3D point clouds obtained from object surfaces. It
does not work on scene maps since the spherical sampling
and the feature selection process is usually harder and
problem dependent.
Other approaches use self-organizing maps in order to
reduce the input space. Viejo et al. [11] used a Growing
Neural Gas (GNG) algorithm to filter and reduce single
frontal point clouds. In this paper, we propose the extension
of that work to manage complete maps. The GNG adapts its
structure to the complete map, reducing its size, preserving
the input space topology, and providing better adjustment
than existing methods. To validate our method, we present
several experiments comparing our method with map size
reduction state-of-the-art methods.
The rest of this work is organized as follows. First, in
Section 2 we introduce and describe the proposed GNG
application and the Octree and voxel grid methods that
we will use in the experimentation. Next, in Section 3, the
validation of our method is carried out comparing it with the
two previous mentioned methods. Finally, conclusions and
future works are drawn.
2. 3D Representation Methods
One way of selecting points of interest in 3D point clouds is
the use of a topographic mapping where a low-dimensional
map is fitted to the high dimensional manifold of the model,
whilst preserving the topographic structure of the data.
In this section, we review some typical methods to
represent and compress 3D data. First, we propose the use of
a Growing Neural Gas algorithm to reduce and represent 3D
point cloud maps. Then, we briefly describe two well-known
data structures in order to compare them with our method.
2.1. GNGMethod. A commonway to achieve data dimension
reduction is by using self-organising neural networks where
input patterns are projected onto a network of neural units
such that similar patterns are projected onto units adjacent
in the network and vice versa. As a result of this projection,
a representation of the input patterns is achieved, which
in postprocessing stages allows exploiting the similarity
relations of the input patterns.
However, most common approaches do not provide
good neighborhood and topology preservation if the logical
structure of the input pattern is not known a priori. In
fact, the most common approaches specify in advance the
number of neurons in the network and a graph that represents
topological relationships between them, for example, a two-
dimensional grid, and seek the best match to the given input
pattern manifold. When this is not the case, the networks
fail to provide good topology preservation as in the case of
Kohonen’s algorithm [12].
The approach presented in this paper is based on self-
organising networks trained using the Growing Neural Gas
learningmethod [13], an incremental training algorithm.The
links between the neurons in the network are established
through competitive Hebbian learning [14]. As a result, the
algorithm is suitable in cases where the topological structure
of the input pattern is not known a priori and yields topology
preserving maps of feature manifold [15].
In GNG, the nodes of the network compete to determine
the ones with the highest similarity to the input distribution.
In our case, the input distribution is a finite set of 3D
points extracted from different types of sensors. The highest
similarity reflects which node together with its topological
neighbors is the closest one to the input sample point which
is the pattern generated by the network. The 𝑛-dimensional
input signals are randomly generated from a finite input
distribution.
The nodes move towards the input distribution by
adapting their position to the input data geometry. During
the learning process local error measures are gathered to
determinewhere to insert new nodes. New nodes are inserted
near the node with the highest accumulated error. At each
adaptation step a connection between the winner and its
topological neighbors is created as dictated by the compet-
itive Hebbian learning method. This is continued until an
ending condition is fulfilled, for example, the evaluation of
the optimal network topology, a predefined network size or a
deadline.
The network is specified as follows.
(i) It is a set 𝑁 of nodes (neurons). Each neuron 𝑐 ∈
𝑁 has its associated reference vector 𝑤
𝑐
∈ 𝑅
𝑑. The
reference vectors can be regarded as positions in the
input space of their corresponding neurons.
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(ii) It is a set of edges (connections) between pairs of
neurons. These connections are not weighted and its
purpose is to define the topological structure. The
edges are determined using the competitive Hebbian
learning algorithm. An edge-aging scheme is used to
remove connections that are invalid due to the activa-
tion of the neuron during the adaptation process.
The GNG learning algorithm is as follows.
(1) Start with two neurons 𝑎 and 𝑏 at random positions
𝑤
𝑎
and 𝑤
𝑏
in 𝑅𝑑.
(2) Generate a random input signal 𝜉 according to a
density function 𝑃(𝜉).
(3) Find the nearest neuron (winner neuron) 𝑠
1
and the
second nearest 𝑠
2
.
(4) Increase the age of all the edges emanating from 𝑠
1
.
(5) Add the squared distance between the input signal
and the winner neuron to a counter error of 𝑠
1
:
Δerror (𝑠
1
) =
󵄩󵄩󵄩󵄩󵄩
𝑤
𝑠1
− 𝜉
󵄩󵄩󵄩󵄩󵄩
2
. (1)
(6) Move the winner neuron 𝑠
1
and its topological neigh-
bours (neurons connected to 𝑠
1
) towards 𝜉 by learning
steps 𝜀
𝑤
and 𝜀
𝑛
, respectively, of the total distance:
Δ𝑤
𝑠1
= 𝜀
𝑤
(𝜉 − 𝑤
𝑠1
) ,
Δ𝑤
𝑠𝑛
= 𝜀
𝑛
(𝜉 − 𝑤
𝑠𝑛
) .
(2)
(7) If 𝑠
1
and 𝑠
2
are connected by an edge, set the age of
this edge to 0. If it does not exist, create it.
(8) Remove the edges larger than 𝑎max. If this results in
isolated neurons (without emanating edges), remove
them as well.
(9) With every certain number 𝜆 of input signals gener-
ated, insert a new neuron as follows.
(i) Determine the neuron 𝑞 with the maximum
accumulated error.
(ii) Insert a new neuron 𝑟 between 𝑞 and its further
neighbor𝑓:
𝑤
𝑟
= 0.5 (𝑤
𝑞
+ 𝑤
𝑓
) . (3)
(iii) Insert new edges connecting the neuron 𝑟 with
neurons 𝑞 and𝑓, removing the old edge between
𝑞 and 𝑓.
(iv) Decrease the error variables of neurons 𝑞 and
𝑓multiplying them with a constant 𝛼. Initialize
the error variable of 𝑟 with the new value of the
error variable of 𝑞 and 𝑓.
(10) Decrease all error variables by multiplying them with
a constant 𝛽.
(11) If the stopping criterion is not yet achieved, go to step
2.
In summary, the adaptation of the network to the input
space takes place in step 6.The insertion of connections (step
7) between the two closest neurons to the input patterns
establishes an induced Delaunay triangulation in the input
space. The elimination of connections (step 8) eliminates the
edges that no longer comprise the triangulation.This is made
by eliminating the connections between neurons that are no
longer activated or isolated. Finally, the accumulated error
(step 5) allows the identification of those areas in the input
space where it is necessary to increase the number of neurons
to improve the mapping.
Using a Growing Neural Gas model to represent 3D data
has some advantages over the traditionally usedmethods like
voxel grid or Octrees. For example, we specify the number
of neurons (representative points of the map), while other
methods like the voxel grid or Octree get different number of
occupied cells depending on the distribution and resolution
of the cells (voxels on voxel grid and leaves on Octree based
methods).
2.2. Octree Based Method. Most 3D point cloud mapping
algorithms typically use the spatial organization of the points
to encode them in a structure like an Octree to reduce the
amount of information. An Octree is a tree data structure
in which their internal nodes have exactly eight children.
Octrees make a partition of the three-dimensional space by
recursively subdividing it into eight octants. It starts from
a user specified volume space or it computes the bounding
box of the input set. Then, each node or cell is subdivided
into 8 children nodes until a certain condition is reached.
These conditions vary depending on the problem or the
Octree implementation. A commonly used condition is to
stop producing new children nodes when the volume or size
of the corresponding cell node reaches the desired precision.
One of the main features of the Octree representation
is that nodes not containing input space points are not
subdivided and therefore those leaf nodes represent an
empty volume of the space. This feature is useful for some
mobile applications as robot navigation. There exist different
approaches to select the representative point of the occupied
nodes. A simple one is to get the center of the node cell but
using the mean or centroid of the cell inner points improves
the preservation of the topology. This approach offers better
results but it has a higher computational and memory cost.
2.3. Voxel Grid Method. The VG downsampling technique is
based on the input space sampling using a grid of 3D voxels
[16]. VG algorithm defines a voxel grid in the 3D space and
for each voxel a point is chosen as the representative of all
points that lie on that voxel. It is necessary to define the size of
the voxels as this size establishes the resolution of the filtered
point cloud and therefore the number of points that form
the new point cloud. The representative of each cell could
be chosen by using one of the approaches described in the
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Figure 1: Partial point cloud example.
previous section.Thus, a subset of the input space is obtained
that roughly represents the underlying surface.
The VG method, as the Octree based methods, presents
the same problems compared to other subsampling tech-
niques: it is not possible to define the final number of points
which represents the surface, geometric information loss due
to the reduction of the points within a voxel and sensitivity to
noisy input spaces.
2.4. Discussion. In this subsection we briefly describe the
main differences of the above-described methods. Figures 2,
3 and 4 show several examples of using the three described
methods. The GNG representation provides a set of neu-
rons and their neighbors. These representatives and their
connections can be used in some algorithms like 3D mesh
reconstruction or feature extraction.
Both, voxel grid and Octree methods should provide
similar results due to their final representation of the points.
In a point cloud reduction application, the Octree gets their
representatives of the leaf nodes and if we use the same
resolution as the voxel grid method we get a similar division
of the space in cubes or cells of the same dimension.The voxel
grid method is the most simple and fastest reduction method
but it does not have any of the advantages of the Octree
structure or GNG model like neighbor searching facilities.
Figure 5 shows a 2D description of the representative
points of the described methods. We observe that the GNG
method assigns more neurons on high density input areas
(bottom left area) than the voxel grid and Octree methods.
We also observe how the GNG is able to eliminate some
noisy values like the point near the center in contrast with
the representatives used in the VG and Octree methods.
(a) (b)
(c)
Figure 2: GNG representation example of the partial point cloud
shown in Figure 1. Front, side, and top views are shown from (a) to
(c), respectively.
3. Experimentation
In this section we test the quality of adaptation of the three
described methods. We first describe the data used in the
experiments and then we analyze the results of the tested
methods, both quantitatively and qualitatively.
3.1. Experimentation Setup. To test the implemented scene
mapping systems on room map scenarios, we used the
TUM RGB-D dataset [17]. This dataset provides RGB-D
and ground-truth data with the goal of evaluating visual
odometry and visual SLAM systems. The dataset contains
the color and depth images obtained using a Microsoft
Kinect sensor along the ground-truth trajectory of the sensor.
It provides images at full frame rate (30Hz) and sensor
resolution (640 × 480). The ground-truth trajectory was
obtained from a high-accuracy motion-capture system with
eight high-speed tracking cameras (100Hz).
This dataset contains 39 sequences recorded in two
different scenarios.The fr1 datasets were recorded in a typical
office environment (first scenario) and the fr2 datasets were
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(a) (b) (c)
Figure 3: Octree representation example of the partial point cloud shown in Figure 1. Front, side, and top views are shown from (a) to (c),
respectively.
(a) (b) (c)
Figure 4: Voxel grid representation example of the partial point cloud shown in Figure 1. Front, side, and top views are shown from (a) to
(c), respectively.
Table 1: Number of points of each ground-truth map dataset.
Dataset Number of input points
fr1 xyz 1049739
fr1 desk 1952544
fr1 360 2357039
fr1 desk2 2751402
fr2 xyz 3492032
fr2 desk 5841800
fr3 long 1636623
recorded in a large industrial hall (second scenario). Figures 6
and 7 show the ground-truth reconstruction maps of the “fr1
360” and “fr2 desk,” respectively.
Table 1 shows the number of points of the inputmaps used
in the experimentation. We can observe that the number of
input points ranges from one million (“fr1 𝑥𝑦𝑧”) to 6 million
(“fr2 desk”).
3.2. Quality Adaptation Experiment. As we previously men-
tioned, we are going to compare the proposed GNG adapta-
tion with two commonly used data structures in the state-of-
the-art, Octree, and voxel grid. The implementation of both
methods is included in the Point Cloud Library (PCL) (the
Point Cloud Library (or PCL) is a large scale, open project
[18] for 2D/3D image and point cloud processing).TheOctree
implementation uses the center of the leaf nodes as rep-
resentative points. However, the voxel grid implementation
uses the centroid of the points of each nonempty voxel. Both
implementations use a resolution parameter that represents
the size of the voxel in the VG method and the side of the
6 Mathematical Problems in Engineering
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Figure 5: Two-dimensional examples of the three tested methods.
Figure 6: Example of the “fr1 360” ground-truth point cloud map.
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Figure 7: Example of the “fr3 long” ground-truth point cloud map.
leaf cell of the Octree implementation. The GNG results are
obtained using 10,000𝜆 input patterns.
We extensively tested the implemented methods using
different number of representatives. Since the three tested
methods reduce the amount of noise in the generated map,
it is needed to know the real distance from the selected
representatives to the original input space. The following
measure specifies how close the representations are from the
original model.
A quantitative measure of the input space adaptation
of the generated map is obtained by computing the mean
error (ME) of the reducedmap against sampled points (input
space):
ME = 1
|𝑉|
∑
𝑝∈𝑉
min
𝑞∈𝐴
󵄩󵄩󵄩󵄩𝑝 − 𝑞
󵄩󵄩󵄩󵄩 , (4)
where 𝑉 is the input space, 𝑝 is a point that belongs to
the input space, and 𝑞 is the representative point with the
minimum distance to 𝑝. Euclidean distances to closest points
are averaged over the entire input space.
Figure 8 shows the RMS errors of the three methods
on the six different tested maps. We observe that the three
methods have similar behavior on the different datasets. The
Octree method gets the worse results probably due to the
selection of its cell-node center as representative. The voxel
grid gets lower errors than Octree due to the use of the
centroid of the inner points instead of using the center of the
voxel or cell.
It is important to point out again that the representative
selectionmethod used in this comparison is given by the used
implementations. But Octree and voxel grid methods can use
a representative selection strategy. GNG adaption shows the
best results on all datasets. It is noticeable that the GNG gets
lower errors with different number of representatives but as
the number of representatives increases the three different
methods converge to the same error.
3.3. Qualitative Results. In this subsection we qualitatively
analyze the results obtained with the three different methods.
Figure 9 shows the original map and the three tested repre-
sentations of the “fr1 360” scene. Part (a) shows the point
Table 2: Runtimes and speed-up of GPU versus CPU implementa-
tion for different GNG versions.
Neurons Patterns CPU runtime(s)
GPU
speed-up
GPU runtime
(s)
5000 250 63 3× 21
12000 350 526 5× 105.2
18000 500 1448 6× 241.33
cloud that we are trying to represent and reduce. Parts (b) and
(c) are, respectively, the Octree and voxel grid representation,
and part (d) is the GNG representation of the scene. The
Octree representation, using the centers of the leaf nodes, gets
a strongly structured point representation. This representa-
tion gets a more uniform distribution of the representatives
but the adaption error is worse as we saw in Figure 5 and
the mean error graphs. The voxel grid representation gets
similar results compared to the Octree, where the points are
uniformly distributed as it can be observed in the points
that represent the floor. However, it gets better results on
the boundaries compared with the Octree method. Both
VG and Octree place representatives in isolated and noisy
points. However, the GNGneurons are uniformly distributed
over the input space and the impact of the noisy points and
undefined borders on the obtained representation is reduced.
We also observe the inherent triangulation of the space that
the GNG algorithm gets using the neurons neighborhood.
Figure 10 shows two more experiments with GNG repre-
sentation. In these experiments we have selected two maps
with holes. GNG is able to adapt to these holes and it does
not insert neurons in them.
3.4. Execution Time. With respect to computational cost, our
method is feasible to be included in a modern system using
general purpose computing platforms. However, we designed
in a previous work [17] a GPU-based implementation of the
GNG algorithm that speeds up the sequential version several
times. The speedup is increased as the number of neurons
used for the representation grows.
In Table 2 some results can be appreciated with different
number of neurons and input patterns with CPU and GPU
runtimes and speedup obtained with GPU version with
respect to the CPU ones. The GPU used was a GTX 480
NVIDIA graphic card with 480 cores, a global memory of
1.5MB, and a bandwidth memory of 177.4GB/sec.
3.5. GNG Maps Applications. The experiments showed how
the GNG is able to adapt their topology to represent the
input map space. In [19] we showed many applications of the
GNG structure in order to improve 3D data representation
and computer vision methods. We proved that the GNG
representation partially discards most of the noisy values
provided by these RGB-D sensors. In addition, we performed
some experiments to show the improvement obtained using
8 Mathematical Problems in Engineering
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Figure 8: Closest neighbor distance mean errors of the different datasets.
the GNG representation on normal estimation using point
neighborhood and keypoint detection and description.
Normal estimation methods are based on the analysis
of the eigenvectors and eigenvalues of a covariance matrix
created from the nearest neighbours and are very sensitive
to noisy data. Therefore, we computed normals on raw and
filtered point clouds in order to demonstrate how a simple
3D processing step like normal or curvature estimation is
affected by the presence of noise.
Figure 11 shows how more stable normals are estimated
using filtered point clouds produced by the GNG method.
Normals are considered more stable as their distribution
is smooth and also they have less abrupt changes in their
directions. Moreover, a flat wall with some small changes
in its surface was selected to appreciate changes in normal
directions.We employed 20,000 neurons and 1,000𝜆 patterns
as configuration parameters for the GNG method in the
normal estimation experiment Figure 11(b).
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(a) (b)
(c) (d)
Figure 9: (a) Original point cloud map. (b) Octree reduction. (c) Voxel grid reduction. (d) GNG representation.
Figure 10: Other examples of GNG representation with two additional maps. Left part is a zoomed detail.
(a) (b)
Figure 11: Normal estimation comparison. (a) Normal estimation on raw point cloud. (b) Normal estimation on filtered point cloud produced
by the GNG method.
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Table 3: RMS deviation error (meters) is obtained using different detector-descriptor combinations. Combinations are computed on the
original point cloud (raw) and different filtered point clouds using voxel grid and the proposed GNG method. Keypoint detector search
radius is equal to 0.05 meters. Feature extractor search radius is equal to 0.02 meters.
GNG VG Raw
5000𝑝 10000𝑝 20000𝑝 5000𝑝 10000𝑝 20000𝑝 All points
SIFT3D
FPFH 0.168 0.092 0.231 0.239 0.073 0.139 0.103
CSHOT 0.052 0.037 0.019 0.063 0.07 0.037 0.039
PFH 0.185 0.367 0.255 0.54 0.171 0.375 0.082
PFHRGB 0.106 0.029 0.057 0.08 0.05 0.027 0.041
Harris3D
FPFH 0.151 0.114 0.079 0.404 0.088 0.18 0.128
CSHOT 0.085 0.046 0.052 0.038 0.033 0.069 0.066
PFH 0.109 0.177 0.153 0.305 0.097 0.469 0.144
PFHRGB 0.054 0.047 0.042 0.033 0.058 0.043 0.093
Tomasi3D
FPFH 0.049 0.054 0.27 0.383 0.127 0.148 0.659
CSHOT 0.043 0.023 0.063 0.022 0.047 0.046 0.049
PFH 0.189 0.308 0.319 0.067 0.258 0.123 0.765
PFHRGB 0.112 0.121 0.066 0.066 0.049 0.078 0.062
Noble3D
FPFH 0.143 0.186 0.199 0.387 0.188 0.289 0.114
CSHOT 0.098 0.052 0.063 0.085 0.059 0.048 0.06
PFH 0.273 0.127 0.239 0.073 0.244 0.188 0.099
PFHRGB 0.188 0.117 0.064 0.096 0.082 0.079 0.077
Lowe3D
FPFH 0.143 0.117 0.076 0.387 0.188 0.093 0.203
CSHOT 0.065 0.052 0.062 0.04 0.059 0.107 0.067
PFH 0.273 0.12 0.239 0.073 0.244 0.167 0.24
PFHRGB 0.188 0.135 0.016 0.077 0.082 0.076 0.027
Curvature3D
FPFH 0.099 0.228 0.113 0.228 0.103 0.093 —
CSHOT 0.048 0.032 0.022 0.033 0.042 0.05 —
PFH 0.262 0.151 0.123 0.244 0.101 0.057 —
PFHRGB 0.139 0.071 0.053 0.068 0.083 0.023 —
In order to test the keypoint detector/descriptor improve-
ment, we performed a transformation estimation algorithm
and we compared the GNG results against the voxel grid
representation and against the entire source point cloud. We
used the available descriptors [18, 20, 21] and detectors [22]
provided by the Point Cloud Library [23]. The minimum,
median, mean, and maximum of RMS transformation error
(with respect to different keypoint detectors) are presented
in Table 3. These results show how filtered point clouds
using the GNG method generally improved the precision
of the estimated transformation. Moreover, the worst esti-
mated transformations (maximum errors) were also slightly
improved using the GNG compared to the other techniques.
4. Conclusions
3D maps obtained from RGB-D data are useful for robotics
tasks, like robot navigation. But this kind of maps contains
a huge amount of data, which must be reduced to properly
process the map. In this paper, we have presented a method
to represent and reduce 3D maps. Our method is based on a
GNG neural network which is adapted to the 3D input space.
The experiments carried out demonstrated the validity of our
method, as it provided better adaptation than two of themost
used methods for these tasks: voxel grid and Octree.
As future works, we propose to extend our method to
provide a useful map for robot navigation. We also plan
to provide the GNG with a way to revert the reduction or
compression of the points, storing information in the neurons
neighborhood (color, point distribution, etc.).
Conflict of Interests
The authors declare that there is no conflict of interests
regarding the publication of this paper.
Acknowledgments
This work was partially funded by the Spanish Government
DPI2013-40534-R grant. Experiments were made possible
with a generous donation of hardware from NVDIA.
Mathematical Problems in Engineering 11
References
[1] D. Fox, S. Thrun, and W. Burgard, Probabilistic Robotics, The
MIT Press, Cambridge, Mass, USA, 2005.
[2] M. Herbert, C. Caillas, E. Krotkov, I. S. Kweon, and T. Kanade,
“Terrain mapping for a roving planetary explorer,” in Pro-
ceedings of the IEEE International Conference on Robotics and
Automation, vol. 2, pp. 997–1002, 1989.
[3] R. Triebel, P. Pfaff, and W. Burgard, “Multi-level surface maps
for outdoor terrain mapping and loop closing,” in Proceedings
of the IEEE/RSJ International Conference on Intelligent Robots
and Systems (IROS ’06), pp. 2276–2282, October 2006.
[4] A. Elfes, “Using occupancy grids for mobile robot perception
and navigation,” Computer, vol. 22, no. 6, pp. 46–57, 1989.
[5] P. Stepan, M. Kulich, and L. Preucil, “Robust data fusion
with occupancy grid,” IEEE Transactions on Systems, Man, and
Cybernetics C, vol. 35, no. 1, pp. 106–115, 2005.
[6] B. Schiele and J. L. Crowley, “A comparison of position
estimation techniques using occupancy grids,” Robotics and
Autonomous Systems, vol. 12, no. 3-4, pp. 163–171, 1994.
[7] C. I. Connolly, “Cumulative generation of octree models from
range data,” in Proceedings of the 1st International Conference on
Robotics and Automation, vol. 1, pp. 25–32, March 1984.
[8] K. M. Wurm, A. Hornung, M. Bennewitz, C. Stachniss, and
W. Burgard, “OctoMap: a probabilistic, flexible, and compact
3D map representation for robotic systems,” in Proceedings of
the IEEE International Conference on Robotics and Automation
(ICRA ’10), 2010.
[9] L. Kobbelt and M. Botsch, “A survey of point-based techniques
in computer graphics,” Computers and Graphics, vol. 28, no. 6,
pp. 801–814, 2004.
[10] L. Wang, J. Chen, and B. Yuan, “Simplified representation
for 3D point cloud data,” in Proceedings of the IEEE 10th
International Conference on Signal Processing (ICSP ’10), pp.
1271–1274, October 2010.
[11] D. Viejo, J. Garcia, M. Cazorla, D. Gil, and M. Johnsson, “Using
GNG to improve 3D feature extraction: application to 6DoF
egomotion,” Neural Networks, vol. 32, pp. 138–146, 2012.
[12] T. Kohonen, Self-Organizing Maps, vol. 30 of Springer Series in
Information Sciences, Springer, Berlin, Germany, 1995.
[13] B. Fritzke, “A growing neural gas network learns topologies,” in
Advances in Neural Information Processing Systems, vol. 7, pp.
625–632, MIT Press, 1995.
[14] T. Martinetz, “Competitive hebbian learning rule forms per-
fectly topology preserving maps,” in Proceedings of the Interna-
tional Conference onArtificial NeuralNetworks (ICANN ’93), pp.
427–434, 1993.
[15] T. Martinetz and K. Schulten, “Topology representing net-
works,” Neural Networks, vol. 7, no. 3, pp. 507–522, 1994.
[16] G. Xu, B. Mourrain, R. Duvigneau, and A. Galligo, “Analysis-
suitable volume parameterization ofmulti-block computational
domain in isogeometric applications,” Computer-Aided Design,
vol. 45, no. 2, pp. 395–404, 2013.
[17] S.Orts, J. Garcia-Rodriguez,D.Viejo,M.Cazorla, andV.Morell,
“GPGPU implementation of growing neural gas: Application
to 3D scene reconstruction,” Journal of Parallel and Distributed
Computing, vol. 72, no. 10, pp. 1361–1372, 2012.
[18] F. Tombari, S. Salti, and L. Di Stefano, “A combined texture-
shape descriptor for enhanced 3D feature matching,” in Pro-
ceedings of the 18th IEEE International Conference on Image
Processing (ICIP ’11), pp. 809–812, September 2011.
[19] S. Orts-Escolano, A Three-Dimensional Representation Method
for Noisy Point Clouds Based on Growing Self-Organizing Maps
Accelerated on GPUs, University of Alicante, 2014.
[20] R. B. Rusu, N. Blodow, Z. C. Marton, and M. Beetz, “Aligning
point cloud views using persistent feature histograms,” in Pro-
ceedings of the IEEE/RSJ International Conference on Intelligent
Robots and Systems (IROS 08), pp. 3384–3391, Nice, France,
September 2008.
[21] R. B. Rusu, N. Blodow, and M. Beetz, “Fast point feature
histograms (FPFH) for 3D registration,” in Proceedings of the
IEEE International Conference on Robotics and Automation
(ICRA ’09), pp. 3212–3217, Kobe, Japan, May 2009.
[22] I. Sipiran and B. Bustos, “Harris 3D: a robust extension of the
Harris operator for interest point detection on 3D meshes,”
Visual Computer, vol. 27, no. 11, pp. 963–976, 2011.
[23] R. B. Rusu and S. Cousins, “3D is here: Point Cloud Library
(PCL),” in Proceeding of the IEEE International Conference on
Robotics and Automation (ICRA '11), pp. 1–4, Shanghai, China,
May 2011.
Research Article
A Bioinspired Neural Model Based Extended
Kalman Filter for Robot SLAM
Jianjun Ni,1,2 Chu Wang,1 Xinnan Fan,1 and Simon X. Yang3
1 College of IOT Engineering, Hohai University, Changzhou 213022, China
2 Changzhou Key Laboratory of Sensor Networks and Environmental Sensing, Hohai University, Changzhou 213022, China
3 Advanced Robotics and Intelligent Systems (ARIS) Laboratory, School of Engineering, University of Guelph,
Guelph, ON, Canada N1G 2W1
Correspondence should be addressed to Jianjun Ni; njjhhuc@gmail.com
Received 15 March 2014; Revised 22 July 2014; Accepted 22 July 2014; Published 13 August 2014
Academic Editor: Yi Chen
Copyright © 2014 Jianjun Ni et al. This is an open access article distributed under the Creative Commons Attribution License,
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.
Robot simultaneous localization and mapping (SLAM) problem is a very important and challenging issue in the robotic field.
The main tasks of SLAM include how to reduce the localization error and the estimated error of the landmarks and improve the
robustness and accuracy of the algorithms. The extended Kalman filter (EKF) based method is one of the most popular methods
for SLAM. However, the accuracy of the EKF based SLAM algorithm will be reduced when the noise model is inaccurate. To solve
this problem, a novel bioinspired neural model based SLAM approach is proposed in this paper. In the proposed approach, an
adaptive EKF based SLAM structure is proposed, and a bioinspired neural model is used to adjust the weights of system noise and
observation noise adaptively, which can guarantee the stability of the filter and the accuracy of the SLAM algorithm.The proposed
approach can deal with the SLAM problem in various situations, for example, the noise is in abnormal conditions. Finally, some
simulation experiments are carried out to validate and demonstrate the efficiency of the proposed approach.
1. Introduction
Robot simultaneous localization andmapping (SLAM) is one
of the most challenging problems in mobile robotic fields,
which has important theory and application value in vari-
ous robotic applications, such as the underwater detection,
domestic service, and universe exploration [1–5]. Various
approaches have been proposed to deal with the SLAM
problem. Mullane et al. [6] proposed an integrated Bayesian
framework for feature-based SLAM in the general case of
uncertain feature number and data association. Lui and Jarvis
[7] presented a pure vision-based topological SLAM system
formobile robot autonomous navigation in initially unknown
environments. Chatterjee and Matsuno [8] proposed a new
neurofuzzy based adaptive Kalman filtering algorithm for
SLAM of mobile robots or vehicles. Zhou et al. [9] proposed
an auxiliary marginal particle filter and FastSLAM based
compositive SLAM algorithm to improve the performance
of samples and increase the estimation accuracy. Kaess et
al. [10] presented a novel approach to the simultaneous
localization andmapping problem that is based on fast incre-
mental matrix factorization. Benedettelli et al. [11] proposed
a multirobot cooperative SLAM algorithm using M-Space
representation of linear features, suitable for environments
which can be represented in terms of lines and segments.
Previous research on SLAM problemmay be divided into
two broad categories. One category consists of a number of
mathematical probabilistic techniques, such as EKF based
algorithm [12, 13], particle filtering based algorithm [14, 15],
and Monte Carlo localization method [16, 17]. The other cat-
egory of research focuses on emulating the biological systems
thought to be responsible for mapping and navigation in
animals [18–20]. However, both of the category algorithms
have some limitations. For example, the standard Kalman
filtering is based on the minimum variance estimation; the
filter will exhibit a divergence phenomenon with the increase
in the number of filterings; namely, the error between the
estimated value and the actual value will become bigger and
bigger. The biological emulating based algorithms are too
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complex to be realized and the SLAMmechanism of animals
is not very clear now.
Although there are many modern techniques that are
suitable for SLAM, theEKFbased SLAMmethod is still one of
the most popular methods for SLAM, because the EKF based
method has a good algorithm structure for SLAM and a strict
mathematical theory basis. The EKF based method is used
widely to solve SLAM problem [8, 21–24], especially in some
applications, where the computational constraints or the
scarcity of high precision sensors makes it impossible to use
other SLAM methods, such as the methods based on high-
resolution vision sensors [25–27] and the methods based on
high dense topological maps [28, 29]. However, there is a
key problem of the EKF based SLAM method; namely, the
accuracy of the system noise and the observation noisemodel
will decide the final accuracy of the SLAM algorithm. To
deal with this problem, some improved algorithms have been
proposed. For example, Du et al. [30] proposed an improved
fuzzy adaptive EKF to establish a priori noise model for the
SLAM problem. Kang et al. [31] presented a modified neural
network aided EKF based SLAM for improving the accuracy
of the feature map. However, those algorithms introduced
above still have some limitations, such as the computation
which is complex and the algorithm is unstable in some
conditions.
To improve the robustness and accuracy of the EKF
based SLAM algorithm, a novel adaptive EKF based SLAM
approach is proposed in this paper. Firstly, an adaptive EKF
based SLAM algorithm structure is proposed, where the
weights of noises in the EKF based SLAM algorithm are
adjusted adaptively. Secondly, a bioinspired neural model is
used to realize these adjustments for noise weights, which can
guarantee the stability of the filter. Finally, some simulation
experiments were conducted. The results show the efficiency
of the proposed approach. The divergence problem of EKF
is solved effectively, and the robustness and accuracy of the
SLAM approach are improved.
This paper is organized as follows. Section 2 presents the
proposed bioinspired neural model based extended Kalman
filter algorithm.The simulation experiments formobile robot
SLAM task are given in Section 3. Section 4 discusses the
sensitivity of the parameters and some performances of the
proposed approach in detail. Finally, the conclusions are
given in Section 5.
2. The Proposed Bioinspired Neural Model
Based EKF Algorithm
In this paper, the SLAM problem is studied. The core task of
SLAM is that a robot explores in an unknown environment
to learn the environment (map), while simultaneously using
that map to locate within the environment [32–34]. A novel
approach based on bioinspired neural model is proposed.
In the proposed approach, EKF is used to solve the SLAM
problem, while a bioinspired neural model is used to adjust
the weights of system noise and observation noise adaptively
in the EKF based SLAM algorithm. The main reason to use
this bioinspired neural model is that it is not only a feasible
solution, but also an efficient one. The bioinspired method
can deal with SLAM problem efficiently without any a priori
knowledge nor any learning procedures, which is a trend
in the SLAM field [32, 35]. The basic work flow and the
theoretical analysis of the EKF based SLAM algorithm can be
viewed in [8, 36, 37].The proposed approach is introduced in
detail as follows.
2.1. The SLAM Algorithm Based on EKF. The basic idea of
EKF based SLAM is that the robot uses the known states to
predict the states of the next step, and then this prediction is
corrected based on the observation at the next step. The state
equation of EKF based algorithm is as follows [38]:
𝑋 (𝑘 + 1) = 𝐹 (𝑘)𝑋 (𝑘) + 𝐺 (𝑘)𝑈 (𝑘) + 𝑊 (𝑘) ,
𝑍 (𝑘) = 𝐻 (𝑘)𝑋 (𝑘) + 𝑉 (𝑘) ,
(1)
where 𝑋(𝑘) is the state variable of the system at time 𝑘; 𝑈(𝑘)
is the control variable of the system; 𝑍(𝑘) is the observation
value by robotic sensors; 𝐹(𝑘) is the state transition matrix;
𝐺(𝑘) is the control matrix; 𝐻(𝑘) is the observation matrix;
𝑊(𝑘) and 𝑉(𝑘) are the noise of system and observation,
respectively. Here the state of the system is based on the
specific SLAM tasks, such as the number of landmarks and
the dimension of the environment. Assume that the location
of the robot at time 𝑘 is 𝑥V(𝑘) and the position of the 𝑖th
landmark is 𝑙
𝑖
; then the state of the system can be denoted by
𝑋 (𝑘) = [𝑥
𝑇
V (𝑘) , 𝑙
𝑇
1
, 𝑙
𝑇
2
, . . . , 𝑙
𝑇
𝑁
]
𝑇
, (2)
where 𝑁 is the number of landmarks in the environment.
The location of the robot 𝑥V(𝑘) is updated by its kinematic
model, while the landmarks in the environment are assumed
as static, namely, 𝑙
𝑖
(𝑘 + 1) = 𝑙
𝑖
(𝑘) = 𝑙
𝑖
. The general EKF based
SLAM algorithm includes two main steps.
(1) Prediction Step. Firstly, the state equation is used to predict
the state of system at the next time. Assume that the system
state calculated at time 𝑘 is𝑋(𝑘 | 𝑘); the prediction of system
state for the next time 𝑘 + 1 is denoted by𝑋(𝑘 + 1 | 𝑘), which
can be predicted as follows:
𝑋 (𝑘 + 1 | 𝑘) = 𝐹 (𝑘)𝑋 (𝑘 | 𝑘) + 𝐺 (𝑘)𝑈 (𝑘) ,
𝑍 (𝑘 + 1 | 𝑘) = 𝐻 (𝑘)𝑋 (𝑘 + 1 | 𝑘) ,
𝑃 (𝑘 + 1 | 𝑘) = 𝐹 (𝑘) 𝑃 (𝑘 | 𝑘) 𝐹
𝑇
(𝑘) + 𝑄 (𝑘) ,
(3)
where 𝑃(𝑘 + 1 | 𝑘) and 𝑃(𝑘 | 𝑘) are the covariance matrix
related to𝑋(𝑘 + 1 | 𝑘) and𝑋(𝑘 | 𝑘), respectively; and 𝑄(𝑘) is
the covariance matrix of control noise.
(2) Update Step. When the observation of system at time 𝑘+1
is obtained by the onboard sensors of the robot, the system
state at time 𝑘 + 1 can be updated based on the system state
equation and the prediction of system state:
𝑋 (𝑘 + 1 | 𝑘 + 1)
= 𝑋 (𝑘 + 1 | 𝑘) + 𝐾 (𝑘 + 1) (𝑍 (𝑘 + 1) − 𝑍 (𝑘 + 1 | 𝑘)) ,
𝑃 (𝑘 + 1 | 𝑘 + 1)
= 𝑃 (𝑘 + 1 | 𝑘) − 𝐾 (𝑘 + 1)𝐻 (𝑘 + 1) 𝑃 (𝑘 + 1 | 𝑘) ,
(4)
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where𝐾(𝑘) is the gain of EKF, which can be obtained by
𝐾 (𝑘 + 1) =
𝑃 (𝑘 + 1 | 𝑘)𝐻
𝑇
(𝑘 + 1)
𝐻 (𝑘 + 1) 𝑃 (𝑘 + 1 | 𝑘)𝐻
𝑇
(𝑘 + 1) + 𝑅 (𝑘 + 1)
,
(5)
where 𝑅(𝑘) is the covariance matrix of observation noise.
In this paper, the difference between the prediction of
system state and the real value obtained by the robotic
onboard sensors is defined as the innovation, which is
denoted by 𝐶(𝑘). The innovation 𝐶(𝑘) can be calculated by
𝐶 (𝑘 + 1) = 𝑍 (𝑘 + 1) − 𝑍 (𝑘 + 1 | 𝑘) . (6)
The variance of the innovation 𝐶(𝑘) is defined as 𝑆(𝑘),
which can be calculated by
𝑆 (𝑘 + 1) = 𝐻 (𝑘 + 1) 𝑃 (𝑘 + 1 | 𝑘)𝐻
𝑇
(𝑘 + 1) + 𝑅 (𝑘 + 1) .
(7)
The innovation 𝐶(𝑘) can be used to adjust and correct
the EKF based method. In this paper, an adaptive EKF based
SLAM algorithm is proposed, where a bioinspired neural
model is used to adjust the credibility and availability of the
observation.
2.2. The Proposed Adaptive Model for the EKF Based SLAM.
Before the introduction of the bioinspired neural model
based EKF algorithm, it is necessary to set up a control model
for the EKF based SLAMfirstly [30]. In this model, the noises
in the EKF based SLAM algorithm are expressed as follows:
𝑄 (𝑘) = 𝑎 (𝑘)𝑄,
𝑅 (𝑘) = 𝑏 (𝑘) 𝑅,
(8)
where 𝑄 and 𝑅 are the initial covariance matrixes for
noises; 𝑎(𝑘) and 𝑏(𝑘) are the weights for system noise and
observation noise, respectively.
In a certain time window𝑀, themean values of the inno-
vation 𝐶(𝑘) and its variance 𝑆(𝑘) are denoted by 𝐶(𝑘) and
𝑆(𝑘), respectively, which can be calculated as follows:
𝐶 (𝑘) =
1
𝑀
𝑘
∑
𝑖=𝑘−𝑀+1
𝐶 (𝑖) ,
𝑆 (𝑘) =
1
𝑀
𝑘
∑
𝑖=𝑘−𝑀+1
𝑆 (𝑖) 𝑆
𝑇
(𝑖) .
(9)
The confidence levels of themean values of the innovation
𝐶(𝑘) and its variance 𝑆(𝑘) are denoted by 𝑞
1
and 𝑞
2
, respec-
tively, which can be obtained by
𝑞
1
(𝑘) =
(1/𝐽)∑
𝐽
𝑗=1
𝐶
𝑗
(𝑘)
𝑍
𝑗
(𝑘)
𝑞
2
(𝑘) =
Tr (𝑆 (𝑘))
Tr (𝑆 (𝑘))
,
(10)
where 𝐽 is the dimension of the observation and the Tr() is a
function to calculate the trace of a matrix. In the EKF model,
𝑞
1
and 𝑞
2
will fluctuate around 0 and 1 in a very little range,
respectively, if the assumption of the noise model is accurate.
Otherwise, the values of𝐶(𝑘) and 𝑆(𝑘)will increase when the
real value of the observation noise increases. Then the value
of 𝑞
1
will be far away from 0 and the value of 𝑞
2
will be bigger
than 1. Under this condition, the stability of the system will
become worse [30, 36, 38].
Remark 1. Of course, if the parameters of the noise model are
properly tuned and assuming correspondences are known,
the covariance of the noise will become arbitrarily small
and the accuracy of the EKF based SLAM algorithm can be
guaranteed. But it needsmore experience and time, which are
both scarce in the real-world applications of SLAM tasks.
To deal with the problem discussed above, an adaptive
model is proposed in this paper. The basic idea of this model
is to change the weights of the noises if the assumption of
the noise model is away from the actual value. The adaptive
EKF based SLAM algorithm structure is shown in Figure 1.
In this paper, a bioinspired neural model is used to realize
the adjustment function.
2.3. A Bioinspired Neural Model for the EKF Based SLAM. In
the proposed approach, a bioinspired neural dynamic model
is used to adjust the weights of noises adaptively. The first
computational model of a uniform patch of membrane in
a biological neural system using electrical circuit elements
was proposed by Hodgkin and Huxley [39, 40]. In their
membrane model, the dynamics of the voltage across the
membrane is described using a state equation technique (see
[39, 41]). Based on this state equation, a shunting model is
obtained as
𝑑𝑥
𝑖
𝑑𝑡
= −𝐴𝑥
𝑖
+ (𝐵 − 𝑥
𝑖
) 𝑆
+
𝑖
− (𝐷 + 𝑥
𝑖
) 𝑆
−
𝑖
, (11)
where 𝑥
𝑖
is the neural activity (membrane potential) of the 𝑖th
neuron; 𝐴, 𝐵, and 𝐷 are nonnegative constants, representing
the passive decay rate, and the upper and lower bounds of the
neural activity, respectively; and 𝑆+
𝑖
and 𝑆−
𝑖
are the excitatory
and inhibitory inputs to the neuron. This shunting model
was first proposed by Grossberg to understand the real-time
adaptive behavior of individuals to complex and dynamic
environmental contingencies and has many applications in
visual perception, sensory motor control, and many other
areas (e.g., [41, 42]). This shunting model is stable [39, 43],
where the neural activity 𝑥
𝑖
is bounded in the finite interval
[−𝐷, 𝐵]. The state workspace varies in terms of the dynamics
of the neural model, due to the influence of the external
inputs.
In the proposed EKF based SLAM algorithm structure
(see Figure 1), the prediction and update steps are carried out
continuously. As a result, the confidence levels of the mean
values of the innovation𝐶(𝑘) and its variance 𝑆(𝑘)will change
constantly. Because the system tends to be stable if 𝑞
1
is close
to 0 and 𝑞
2
is close to 1, theweights 𝑎(𝑘) and 𝑏(𝑘) of the system
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Figure 1: The adaptive EKF based SLAM algorithm structure based
on the bioinspired neural model.
noise and observation noise in the EKF based SLAM algo-
rithm should be controlled in real time. As introduced above,
the bioinspired neural model has several advantages such as
the guaranteed stability and efficient computation [41, 44], so
it could be used to improve the adaptability of the EKF based
SLAM algorithm.The basic idea of the proposed approach is
to realize the control function based on the bioinspired neural
model above.The inputs of this controller are 𝑞
1
(𝑘) and 𝑞
2
(𝑘),
and the outputs of this controller are 𝑎(𝑘) and 𝑏(𝑘).The adap-
tive control function based on this bioinspired neural model
(namely, the shunting model above; see (11)) is defined as
𝑑𝑎 (𝑘)
𝑑𝑡
= − 𝐴
1
𝑎 (𝑘) + (𝐵
1
− 𝑎 (𝑘)) 𝑓
1
− (𝐷
1
+ 𝑎 (𝑘)) 𝑓
2
,
𝑑𝑏 (𝑘)
𝑑𝑡
= − 𝐴
2
𝑏 (𝑘) + (𝐵
2
− 𝑏 (𝑘)) 𝑓
1
− (𝐷
2
+ 𝑏 (𝑘)) 𝑓
2
,
(12)
where 𝐴
1
, 𝐴
2
, 𝐵
1
, 𝐵
2
, 𝐷
1
, and 𝐷
2
are the parameters of the
controller for 𝑎(𝑘) and 𝑏(𝑘); 𝑓
1
and 𝑓
2
are the inputs of the
bioinspired neural model, which are defined as
𝑓
1
= 𝑞
1
(𝑘) ,
𝑓
2
= 1 − 𝑞
2
(𝑘) .
(13)
Remark 2. Based on the proposed bioinspired model, the
weights for system noise and observation noise (namely, 𝑎(𝑘)
and 𝑏(𝑘)) can be guaranteed in a stable range and change
with the difference between the prediction of the system
state and the real value obtained by the robotic onboard
sensors (namely, 𝑞
1
(𝑘) and 𝑞
2
(𝑘)) adaptively. In addition, this
bioinspired neural model based controller does not need any
a priori knowledge about the noise model nor any learning
procedures.
3. Simulation Experiments
In this paper, to test the performance of the proposed
approach, some simulation experiments are conductedwhich
were coded in MATLAB. In these experiments, a robot
with some sensors moves in a predetermined trajectory and
some SLAM algorithms are used to map the environment
and keep track of the robot position simultaneously (see
Figure 2). In these experiments, the noise model is unknown.
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The actual path
The landmarks
X (m)
Y
(m
)
Figure 2: The simulation environment of the SLAM task.
Table 1: The values of parameters in the experiments.
Parameters Value Remarks
𝐴
1
and 𝐴
2
1 The passive decay rate of theinputs to EKF
𝐵
1
and 𝐵
2
1.5 The upper bounds of the inputsto EKF
𝐷
1
and𝐷
2
−1.5 The lower bounds of the inputsto EKF
For simplificationwithout loss of generality, the noise is given
out artificially in the simulation experiments. The specific
type of sensors and the noise function for a given sensor are
ignored in this paper. To show the advantages of the proposed
bioinspired neural model based EKF approach (B-EKF), it
is compared with the standard EKF algorithm (S-EKF) and
the fuzzy logic based EKF algorithm (F-EKF). To remove the
random effects on the SLAM algorithms, every experiment
was conducted 15 times (about 5000 steps).The parameters in
all of the experiments are the same, which are listed in Table 1.
3.1. The Experiment under Normal Noise Condition. In this
experiment, the noise of the observation is under normal
condition; namely, the noise will fluctuate in a little range
during the whole moving process of the robot (see Figure 3).
The results of the SLAM based on the proposed approach
in this experiment are shown in Figure 4. Figure 5 is the
localization error of the robot and the estimated error of
the landmarks based on the S-EKF method, F-EKF method,
and B-EKF method, respectively. The comparisons of the
localization errors in the SLAM task are listed in Table 2.
Remark 3. The root mean squared error (RMSE) in Table 2 is
calculated by
RMSE = √ 1
𝑛
𝑛
∑
𝑖=1
(𝑒
𝑖
− 𝑒
𝑖
)
2
, (14)
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Figure 3: The noise distribution designed for the first experiment:
(a) the error of the distance observation; (b) the error of the angle
observation.
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Figure 4: The results of the SLAM task based on the proposed
approach in the first experiment.
where 𝑒
𝑖
and 𝑒
𝑖
are the real value and the predicted value of
the robot position at the 𝑖th step, respectively.
The results in Figure 4 show that the trajectory calculated
by B-EKF is closest to the actual trajectory of the robot, and
the estimated landmarks are closest to the actual landmarks.
The results of the localization error and the estimated error of
the landmarks in Figure 5 show that all the threemethods can
complete the SLAM task under the normal noise condition.
Table 2: The root mean square error of the SLAM task in the first
experiment.
The algorithms
for the SLAM task
The root mean square error
Δ𝑋/m Δ𝑌/m ΔAngle/rad
The S-EKF based method 0.2707 0.2366 0.0829
The F-EKF based method 0.1205 0.1473 0.0472
The B-EKF based method 0.0976 0.0816 0.0105
Table 3:The rootmean square error of the SLAM task in the second
experiment.
The algorithms
for the SLAM task
The root mean square error
Δ𝑋/m Δ𝑌/m ΔAngle/rad
The S-EKF based method 0.4064 0.3922 0.0921
The F-EKF based method 0.3083 0.3316 0.0496
The B-EKF based method 0.1132 0.0918 0.0204
However, the error of the proposed approach is less than
both the F-EKF and S-EKF methods (see Table 2) and the
fluctuation of errors in the proposed approach is very little,
which shows that the proposed approach can deal with the
SLAM problem stably (see Figure 5). The results in this
experiment show that the proposed approach has a good
performance to deal with the SLAM problem under normal
noise condition.
3.2. The Experiment under Abnormal Noise Condition. To
further test the performance of the proposed approach, this
experiment is conducted, where the noise will fluctuate with
the time violently (see Figure 6), which would happen if the
performance of the onboard sensors becomes bad (such as
the temperature effects). The results of the SLAM task based
on the proposed approach are shown in Figure 7. Figure 8
is the localization error of the robot and the estimated error
of the landmarks in this experiment. The comparisons of the
localization errors in the SLAM task are listed in Table 3.
In this experiment, with the increase of noises, it is
hard for the S-EKF method to adapt to this change; the
reliability of the observations reduces and the filter becomes
unstable, so the localization error and the estimated error
will increase and fluctuate violently (see Figure 8(a)). In the
F-EKF method, the error will increase obviously too (see
Figure 8(b)), although it is less than the S-EKF method. The
main reason is that the fuzzy rule in the F-EKF method is
fixed, which cannot deal with this abnormal noise condition
very well. However, in the proposed approach, with the
increasing of noises, the bioinspired adaptive controller of
the B-EKF method adjusts the weights of system noise and
observation noise in real time, and the positioning accuracy
will be significantly improved. During the whole exploration
process of the robot, the localization error and the estimated
error always fluctuate in a small range (see Figure 8(c)).
The results in Figure 8 and Table 3 show that the proposed
approach can deal with this abnormal noise condition in the
SLAM task efficiently.
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Figure 5: The localization error and the estimated error in the first experiment: (a) based on S-EKF method; (b) based on F-EKF method;
(c) based on B-EKF method.
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Figure 6: The noise distribution designed for the second experi-
ment: (a) the error of the distance observation; (b) the error of the
angle observation.
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Figure 7: The results of the SLAM task based on the proposed
approach in the second experiment.
4. Discussions
The results of the simulation experiments in Section 3 show
that the proposed approach can satisfy the SLAM task
under various situations.The parameter sensitivity and some
performances of the proposed approach are discussed in this
section.
Table 4: The root mean square error of the SLAM task by different
parameters 𝐴
1
and 𝐴
2
.
The value of the parameters
𝐴
1
and 𝐴
2
The root mean square error
Δ𝑋/m Δ𝑌/m ΔAngle/rad
0.5 0.1176 0.0982 0.0218
1 0.1132 0.0918 0.0204
1.5 0.1148 0.0942 0.0270
2 0.1262 0.1114 0.0385
At first, the parameters of the proposed approach are
discussed. There are many discussions on the parameters
of the bioinspired neural model in our previous work [41,
43, 45]. The upper and lower activity bounds 𝐵 and 𝐷 in
the proposed bioinspired neural model will only effect the
relative range of theweights 𝑎(𝑘) and 𝑏(𝑘) for the systemnoise
and observation noise in the EKF based SLAMalgorithm (see
(8) and (12)), which can be decided by the real noise range
in the SLAM tasks. So here just the parameters 𝐴
1
and 𝐴
2
are discussed, which are very important in the bioinspired
neural model. To analyze the influence of parameters 𝐴
1
and 𝐴
2
, some simulations were carried out under the same
conditions as the second experiment in Section 3.The results
are listed in Table 4. The results in Table 4 show that the
proposed approach is not very sensitive to the variations
of the parameters 𝐴
1
and 𝐴
2
even in the abnormal noise
conditions. So the parameters can be chosen in a very wide
range. All the cases studied in this paper use the same
parameters, which are listed in Table 1.
To discuss the adaptability of the proposed approach in
different SLAM tasks, two simulation experiments were con-
ducted, where the noise distribution and the parameters of
the proposed approach are the same as the second experiment
in Section 3, except that the trajectory of the robot and the
distribution of the landmarks are different. The results of
these experiments based on the proposed approach are shown
in Figure 9. The root mean square errors of the proposed
approach in these SLAM tasks with the simple trajectory and
the complex trajectory are {Δ𝑋/m = 0.1020, Δ𝑌/m = 0.0921,
ΔAngle/rad = 0.0217} and {Δ𝑋/m = 0.1103, Δ𝑌/m = 0.0928,
ΔAngle/rad = 0.0209}, respectively. The errors in the two
experiments are both very little, which show that the pro-
posed approach can deal with various SLAM tasks efficiently.
The process introduced in Section 2 and the simulation
results of the SLAM tasks show that the proposed approach
has some good performances. For example, the adaptivity of
the proposed approach is good, which can adjust the filter
in real time based on the noise conditions. Furthermore,
the proposed approach can extend to real-world SLAM
applications, and nothing needs to be done on the algorithm.
The proposed approach is different from other algorithms,
which need a priori knowledge or learning process [30, 46].
5. Conclusions
The EKF based SLAM approach of robot is investigated in
this paper.When the noisemodel is unknown, the robustness
8 Mathematical Problems in Engineering
0 5 10 15 20
Steps
0 1000 2000 3000 4000 5000
Δ
X
(m
)
Δ
Y
(m
)
Δ
X
(m
)
Δ
Y
(m
)
Δ
A
ng
le
(r
ad
)
−0.5
0
0.5
−0.5
0
0.5
−0.5
0
0.5
−0.5
0
0.5
−0.2
0
0.2 The number of landmarks
(a)
0 5 10 15 20
Steps
0 1000 2000 3000 4000 5000
Δ
X
(m
)
Δ
Y
(m
)
Δ
X
(m
)
Δ
Y
(m
)
Δ
A
ng
le
(r
ad
)
−0.5
0
0.5
−0.5
0
0.5
−0.5
0
0.5
−0.5
0
0.5
−0.2
0
0.2 The number of landmarks
(b)
0 5 10 15 20
Steps
0 1000 2000 3000 4000 5000
Δ
X
(m
)
Δ
Y
(m
)
Δ
X
(m
)
Δ
Y
(m
)
Δ
A
ng
le
(r
ad
)
−0.5
0
0.5
−0.5
0
0.5
−0.5
0
0.5
−0.5
0
0.5
−0.2
0
0.2 The number of landmarks
(c)
Figure 8:The localization error and the estimated error in the second experiment: (a) based on S-EKFmethod; (b) based on F-EKFmethod;
(c) based on B-EKF method.
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Figure 9:The results of the SLAM task based on the proposed approach with different trajectory and landmark distribution: (a) with a simple
trajectory; (b) with a complex trajectory.
and accuracy of the EKF based SLAM algorithm will reduce.
A novel adaptive EKF based SLAM algorithm structure
is therefore proposed to adjust the weights of noises in
the EKF based SLAM algorithm adaptively. Furthermore, a
bioinspired neural model is integrated into this EKF based
SLAM algorithm, which can reduce the error of the EKF
based SLAM algorithm. As our approach is based on a
bioinspired neural model, the SLAM task can be achieved
efficiently, without any a priori knowledge of the noise
model, nor any learning procedures. The feasibility and
efficiency of the proposed approach have been discussed
and illustrated through simulation studies. The proposed
approach can deal with the searching and exploring problem
in unknown environments, which has broad applications,
such as the perceiving and understanding for the underwater
and exoplanetary exploration.
In our research, there still remain some problems to be
addressed. The first arises when the robot works in real and
more complex environments. The second problem is the
theoretical analysis of the bioinspired neural model based
EKF for robot SLAM. In future work, some new bioinspired
learning method and the 3D vision based method will be
studied in the SLAM algorithm for robot.
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Compared with traditional mechanical inertially stabilized platform (ISP), magnetic suspension ISP (MSISP) can absorb high
frequency vibrations via a magnetic suspension bearing system with five degrees of freedom between azimuth and pitch gimbals.
However, force acting between rotor and stator will introduce coupling torque to roll and pitch gimbals. Since the disturbance
of magnetic bearings has strong nonlinearity, classic state feedback control algorithm cannot bring higher precision control for
MSISP. In order to enhance the control accuracy for MSISP, a disturbance compensator based on radial basis function neural
network (RBFNN) is developed to compensate for the disturbance. Using the Lyapunov theorem, the weighting matrix of RBFNN
can be updated online. Therefore, the RBFNN can be constructed without priori training. At last, simulations and experiment
results validate that the compensation method proposed in this paper can improve ISP accuracy significantly.
1. Introduction
As the middle mechanism between aircraft and remote sens-
ing payload, inertially stabilized platform (ISP) supports the
payload, isolates aircraft movements (angular motion and
linear motion), and holds the line-of-sight (LOS) of the
payload vertically steady relative to earth [1–5]. It plays an
important role in the remote sensing image quality.Therefore,
GSM3000, SSM-270, SSM-350 [6, 7], PAV30, PAV80, PAV100
[8, 9], and T-AS mount [10] are developed in recent years.
However, most of the ISPs are suspended by mechanical
bearings. Mechanical ISP absorbs high frequency vibrations
passively via four dampers, but there is still a small proportion
of residual disturbance that is transmitted to the payload
through mechanical bearings. Therefore, the imaging quality
is deteriorated.Magnetic suspension inertially stabilized plat-
form (MSISP), which has the characteristic of frictionless and
active vibration suppression capacity, can further enhance
imaging quality. However, force acting between rotor and sta-
tor will introduce coupling torque to roll and pitch gimbals,
increasing difficulty in gimbal control of ISP.
Currently, ISP control methods can be divided into three
categories: (1) PID-based or intelligent PID control [11–13].
They are widely applied in practical engineering, but gener-
ally the control accuracy and antidisturbance capacity are not
satisfactory. (2) Control methods based on disturbance com-
pensation, attenuation, and rejection; feed-forward control,
disturbance observer based control, and 𝐻
∞
-based control,
the typical literatures are listed as follows. Literature [3, 4]
presented an acceleration feed-forward method to compen-
sate for the disturbing torque caused by the linear acceleration
of the carrier. But the signal of the accelerometer may be
easily distorted by centripetal acceleration. In literature [14], a
reduced-order disturbance observer (DOB) for line-of-sight
control system was proposed. It presented a straightforward
generic design approach and considered system parameter
sensitivity and engineering implementation. Although the
simulations validated system performance and robustness,
the noise coupling would be potentially introduced by the
observer. Literature [15] introduced an𝐻
∞
/predictive output
control method for a three-axis gyrostabilized platform, and
in the severe disturbance environment the proposed con-
troller worked better than nonlinear proportion integration
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differentiation (NLPID) controller. Unfortunately, complex
design procedure limited its practical applications. Com-
pared with the PID-based control, the control methods based
on disturbance compensation, attenuation, and rejection
could enhance the accuracy to some extent, but they are
dependent on systemmodel. (3)Advanced intelligent control:
fuzzy control [16, 17] sliding mode control [18]. In recent
years, neural-network-based control has been widely used
in induction motor control [19, 20] and multiaxis motion
control [21]. It can get much more attractive performance
and robustness than conventional control method. However,
it needs a lot of time and data to train the weighting of the
neural network.
In order to enhance the accuracy and the environmental
adaptability, a new RBFNN-based adaptive control approach
for MSISP is proposed. It can estimate and eliminate dis-
turbance effectively to improve control performance. At last,
simulations and experiment results prove that the RBFNN-
based adaptive control approach proposed can lead to precise
control performance for the MSISP system.
2. Working Principle of the MSISP
Figure 1 shows the structure of three-axis MSISP. There
are three gimbals: roll gimbal (outer gimbal), pitch gimbal
(middle gimbal), and azimuth gimbal (inner gimbal). Both
the roll gimbal and the pitch gimbal use indirect drive
method (motor plus a pair of gears), and bearings of the
two gimbals are mechanical bearings. As for the azimuth
gimbal, it uses direct drive with a brushless DC permanent-
magnetic synchronous motor, and its bearing is a maglev
bearing. Gimbal servo controller generates control signals to
drive the motors according to position and attitude provided
by POS (position and orientation system), as well as the
angular rate measured by rate gyro 𝐺
𝑥𝑦
and 𝐺
𝑧
. Torque
produced by motors compensates for outer disturbances
and rotates the gimbals, thus making payload LOS tracking
command position and attitude. Maglev bearing controller
generates coil current control signals to adjust the distance
between rotor and stator for actively absorb the residual high
frequency vibrations.
Because the bandwidth of the maglev bearing control
system is far beyond that of the gimbal control system,
besides, based on PID control method, the angular error
between the maglev bearing stator and rotor can be con-
trolled within 0.003∘ that can be ignored, the gimbal control
system can be considered to be independent of the maglev
bearing system, and the force between the maglev bearing
stator and rotor is considered as disturbance to the gimbal
system.
According to the typical photo flight situation, the
dynamic rotation range of the base plate is within ±5∘.
Furthermore, the aircraft angular rate is less than 10∘/s under
typical aircraft photo flight frequency spectrum (≤0.5Hz)
[6, 8], so the coupling torque among gimbals and the
comprehensive influence from the base plate to each gimbal
can be ignored [4, 22]. Therefore, the controller for gimbal
can be designed separately.
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Figure 1: MSISP configuration diagram.
As for a single ISP gear-gimbal assembly driven by a DC
torque motor with a pair of gears, its model can be described
as follows:
𝜔
𝐿
(𝑠)
= (𝑁𝐾
𝑡
𝑈 (𝑠) + (𝑁𝑇
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+ 𝑇
𝑑𝐿
) (𝐿
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𝐾
𝑒
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−1
,
(1)
where 𝜔
𝐿
is the angular rate of the gimbal, 𝐾
𝑡
is the torque
sensitivity,𝐾
𝑒
is the back electromotive force (EMF) constant,
𝑅
𝑚
is the motor resistance, 𝐿
𝑚
is the motor inductance, 𝑈 is
the total voltage applied on the motor armature, 𝑇
𝑀
is the
torque generated by motor, 𝑇
𝑑𝐿
is the torque disturbances
imposed on the payload, including imbalance, cable flexure,
friction, and the force between the stator and the rotor of the
maglev bearings, 𝑇
𝑑𝑚
is the torque disturbances imposed on
themotor, which are caused by bearing friction, cogging, and
imperfections in the motor,𝑁 is the gear ratio, and 𝜔
𝑏
is the
angular rate of the base plate [2].
3. The RBFNN-Based Adaptive
Controller Design
3.1. The State Space Modeling for Single ISP Gimbal. In actual
system, the armature inductance 𝐿
𝑚
is so small that it usually
can be ignored in the motor model. The angular rate is
measured by gyro, while the attitude angular is measured by
POS. In order to eliminate the steady error and to compensate
for the attitude error caused by gyro drift error, select the state
variables as
𝑥 =
[
[
[
[
𝑥
1
𝑥
2
𝑥
3
𝑥
4
]
]
]
]
, (2)
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4
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3
. State space
equations of single gimbal are as follows:
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Figure 2: The RBFNN-based disturbance compensation scheme.
Frommodel (1), the control input𝑈 is used to ensure LOS
angularmotion accuracy of the gimbal and to compensate the
disturbance caused by 𝜔
𝑏
, ̇𝜔
𝑏
, 𝑇
𝑑𝑚
, and 𝑇
𝑑𝐿
at the same time.
In order to enhance the accuracy of the MSISP, a RBFNN-
based adaptive control approach is proposed.With the classic
state feedback control, a disturbance compensator based on
RBFNN is designed, which produces an additional equiv-
alent control input based on the current system state and
the desired state, thus realizing disturbance compensation
(Figure 2).
3.2. The RBFNN-Based Adaptive Controller. The description
above shows that the MSISP gimbal system is controllable,
and then control input can be divided into two parts: one is
the state feedback control input 𝐾𝑥(𝑡) and the other is the
disturbance compensation input ?̂?(𝑡), that is,
𝑢 (𝑡) = 𝐾𝑥 (𝑡) + ?̂? (𝑡) , (5)
where ?̂?(𝑡) is disturbance estimation input generated by the
adaptive RBFNN and 𝐾 is weight matrix of state feedback
control.
So, the dynamic model of the ISP gimbal system can be
transformed as follows:
̇𝑥 (𝑡) = (𝐴 + 𝐵𝐾) 𝑥 (𝑡) + 𝐵?̂? (𝑡) + 𝑑 (𝑡) . (6)
Then the error equation is as follows:
̇𝑒 (𝑡) = (𝐴 + 𝐵𝐾) 𝑒 (𝑡) + 𝐵?̂? (𝑡) − 𝑓, (7)
where the error between the desired state variable 𝑥
𝑑
and the
real state variable 𝑥 is denoted as 𝑒 = 𝑥 − 𝑥
𝑑
. The unknown
function𝑓 = ̇𝑥
𝑑
−𝑑(𝑡)−(𝐴+𝐵𝐾)𝑥
𝑑
contains 𝑥
𝑑
and 𝑑(𝑡).The
disturbance 𝑑(𝑡) cannot be measured directly. Since RBFNN
has universal approximation capabilities, it can estimate the
unknown function 𝑓 successfully. Therefore, −𝑑(𝑡) can be
estimated by ?̂?(𝑡).
With RBFNN, the unknown function𝑓 can be estimated:
𝑓 = 𝑊
𝑇
𝑠 (𝑥) + 𝛿 (𝑥) , (8)
where𝑊𝑇 is the ideal neural network weight matrix and 𝛿 is
the offset vector of neural network output layer.
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Therefore, the error dynamic of the ISP gimbal system in
(7) can be transformed as follows:
̇𝑒 (𝑡) = (𝐴 + 𝐵𝐾) 𝑒 (𝑡) + 𝐵?̂? (𝑡) − 𝑊
𝑇
𝑠 (𝑥) − 𝛿 (𝑥) . (9)
Using ?̂? to approximate𝑊, the error between the actual
value and the ideal RBFNN can be expressed as
?̂?
𝑇
𝑠 (𝑥) − 𝑊
𝑇
𝑠 (𝑥) = ?̃?
𝑇
𝑠 (𝑥) . (10)
Considering the following control law and RBFNN
weighting adaptation law:
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𝑠
∗
(𝑥) 𝑒
𝑇
𝑃
∗𝑖
, (11)
?̂?
𝑖
(𝑡) = (𝐵
𝑇
𝐵)
−1
𝐵
𝑇
𝑖∗
?̂?
𝑇
∗𝑖
𝑠
∗
(𝑥)
− 𝛼(𝐵
𝑇
𝐵)
−1
𝐵
𝑇
𝑖∗
sign (𝑒𝑇𝑃
∗𝑖
𝐵
𝑖∗
) ,
(12)
where ?̂?
∗𝑖
= [?̂?
1𝑖
?̂?
2𝑖
⋅ ⋅ ⋅ ?̂?
𝑙𝑖
]
𝑇
, 𝑙 is the number of
hidden nodes of RBFNN, 𝐵
𝑖∗
denotes the 𝑖th row of 𝐵,
and 𝑠
∗
(𝑥) denotes a column vector [𝑠
1
(𝑥) 𝑠
2
(𝑥) ⋅ ⋅ ⋅ 𝑠
𝑙
(𝑥)]
𝑇.
The disturbance can be approximated and eliminated by the
adaptive RBFNN and the tracking error 𝑒 → 0, as 𝑡 → ∞.
Proof. See the appendix.
4. Simulations and Experiments
4.1. Matlab Simulations. The effectiveness of the proposed
RBFNN-based disturbance compensation scheme is evalu-
ated by simulation results. Relevant parameters are listed in
Table 1.
In order to verify the proposed scheme and compare
different systemperformances, two different controlmethods
are used in simulation.
(I) Conventional State Feedback Control. Based on the pole
assignment theory, the matrices 𝐴 ∈ 𝑅4×4 and 𝐵 ∈ 𝑅4×1 and
the state feedback matrix𝐾 ∈ 𝑅1×4 are selected as follows:
𝐴 = (
−1.2059 0 0 0
1 0 0 0
0 1 0 0
0 0 1 0
) ,
𝐵 = (
0.4422
0
0
0
) ,
𝐾 = (−45.3092 −4549 −1813.3 −90.6184) .
(13)
(II) The RBFNN-Based Disturbance Compensation Scheme.
Feedback controller parameters in this scheme are the same
as the parameters of (I). In order to reduce calculations, only
Table 1: Parameters of a single gimbal system.
Parameter Value Unit
Motor torque constant 𝐾
𝑡
= 0.414 Nm/Amp
Back EMF constant 𝐾
𝑒
= 0.407 V/rad/s
Armature resistance 𝑅
𝑚
= 2.6 Ohms
Motor inertial 𝐽
𝑚
= 2.765 × 10
−4 Kgm2
Payload inertial 𝐽
𝐿
= 2.4 Kgm2
Drive ratio 𝑁 = 6.7
10 hidden nodes of the adaptive RBFNN are selected, with
𝛼 = 1.9375.
According to the previous experience and actual flight
tests, the disturbances can be separated as the sinusoidal
eccentric disturbances and random friction disturbances [14].
(I) Sinusoidal part: the maximum payload of ISP is 100 kg,
with maximum eccentric distance 5mm and maximum
disturbance translational acceleration ±1 g. As a result, the
maximum imbalance torque is 5Nm, and its frequency
is selected as the maximum value of aircraft photo flight
frequency (0.5Hz). (II) Random friction part: the magnitude
of the friction torque disturbance is considered as 1/4 of the
sinusoid part. Then the external disturbing torque can be
described as the following expression:
𝑇
𝑑
= 5 sin (𝜋𝑡) + 2.5 (rand (1) − 0.5) , (14)
where rand(1) stands for a random value within 0 and 1.
Besides, set the base plate angular velocity as 𝜔
𝑏
= 1.5 ×
𝜋/180 × sin(0.5 × 2 × 𝜋 × 𝑡) rad/s (amplitude is 1.5∘ and
frequency is 0.5Hz). Figure 3 shows the variation curve of
disturbing torque.
The curves of attitude angles for two different control
methods are shown in Figure 4. The attitude stabilization
accuracy of MSISP system controlled by the RBFNN-based
control scheme is 0.0169∘ (rms), which is 40% of the value
generated by the state feedback control. The maximum
attitude errors of the two control schemes are, respectively,
0.067∘ and 0.0298∘. Additionally, the attitude curve with the
proposed control scheme is more smoother than that of the
state feedback scheme.
4.2. Experimental Setup. In order to validate the RBFNN-
based disturbance compensation method in practical engi-
neering applications, the sway table test is conducted. The
MSISP is shown in Figure 5. The dimensions of the MSISP
are 753mm × 630mm × 225mm, and its weight is 91.5 kg.
Figure 5(c) shows the detail configuration of the maglev
bearings system. Different from the mechanical bearing
suspension ISP, MSISP can achieve the target of noncontact
suspension between the pitch gimbal C and the azimuth
gimbalF.A is the radial bearing stator, andB is the radial
bearing rotor. They compose the radial magnetic bearings.
D and E compose the upside axial magnetic bearings pair,
while G and H compose the underside pair. 0 and 1,
respectively, are the rotor and stator of the azimuth direct-
driven motor.
Mathematical Problems in Engineering 5
0 5 10 15
−8
−6
−4
−2
0
2
4
6
8
Disturbing torque
Time (s)
To
rq
ue
 (N
m
)
Figure 3: The variation curve of disturbing torque.
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Figure 4: Attitude control curves of the two different control
schemes.
Six degrees of freedom sway test table (E-Cue 624-
1800), produced by Dutch FCS Corporation, can simulate
attitude angular motion of the aircraft, and it is capable of
handling a gross moving load (GML) of 1800 kg. Therefore,
the simulation test environment based on six degrees of
freedom is shown in Figure 6. The detail motion parameters
are listed in Table 2. The MSISP is mounted on the top of
the six degrees of freedom sway table. To validate the control
performance, POS AV610, product of Applanix Corpora-
tion, is chosen as measurement, whose real-time attitude
accuracy is 0.005∘ (RMS) [23]. Both ISP gimbal control
system and maglev control system adopt floating-point DSP
chip TMS320F28335. The servo control frequency reaches to
2 kHz. POS AV610 data is stored in the memory card for
data processing after experiments. For safety reasons, each
system adopts independent power supply. To simulate the
airborne sensor, a series of simulated payloads are designed.
The simulated payload on the ISP is 90 kg.
4.3. Experimental Results and Analysis. In the experiment,
the sway table starts to work with small amplitude and
then the amplitude is increased gradually until the expected
sway extent. The sway curve of the test table is shown in
Figure 7. Both control methods are programmed into ISP
control programs, which are distinguished by control com-
mand. Different commands bring different control meth-
ods and the tested attitude curve for MSISP is shown in
Figure 8. From Figures 7 and 8, the isolation role of the ISP
can be shown. While the base plate sways largely as shown in
Figure 7, the ISP can still hold the attitude of the sensor near
0∘ (Figure 8).
Figure 9 shows the comparison curves for two different
control methods. Compared with the classic feedback control
method, the RBFNN-based control method provides a high
performance disturbance observer, so in theory, the perfor-
mance of the latter scheme is higher than the former. In
fact, the classic state feedback control has a certain com-
pensation effect on disturbance, and the proposed RBFNN-
based compensation method is used to further compensate
the residual disturbance which is beyond the compensation
capacity of the state feedback control. Compared with the
classic state feedback control, the RBFNN-based compen-
sation method can improve ISP attitude precision signif-
icantly. The precision and the maximum attitude angular
generated by the RBFNN-based compensation method are
0.0111∘ (rms) and 0.046∘ that are nearly 43 percent and 53
percent of the values generated by the state feedback control
method.
It is proved that the RBFNN-based control method is bet-
ter than state feedback control on disturbance compensation.
A suitable choosing for the node number and parameter 𝛼
can achieve a much better effect.
5. Conclusions
To enhance attitude stabilization accuracy for three-axis
MSISP, this paper proposes a novel RBFNN-based control
scheme. Compared with the conventional state feedback
control, the proposed scheme is effective in engineering
application with easy implementation. Both simulations and
flight tests validated that the proposed scheme could enhance
the attitude stabilization accuracy significantly, and the steady
accuracy of theMSISP control system is less than 0.02∘ (rms).
Moreover, the proposed RBFNN-based control scheme can
offer reference for other servo control systems such as
turntable control, control moment gyro gimbal control, hard
disk drive control, and so on.
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Table 2: The parameters of the sway test table.
Motion dynamics Velocity Acceleration
Typical parameters Absolute parameters
Surge −0.46∼+0.57m −0.57∼+0.57m ±0.7m/s ±7m/s2
Sway ±0.47m ±0.50m ±0.7m/s ±7m/s2
Heave ±0.39m ±0.39m ±0.5m/s ±10m/s2
Roll ±32.2∘ ±32.8∘ ±34∘/s >225∘/s2
Pitch −23.2∘∼+25.5∘ −27.4∘∼+31.6∘ ±34∘/s >225∘/s2
Yaw ±24.3∘ ±27.6∘ ±35∘/s >225∘/s2
Azimuth
gimbal
Roll
gimbal
Pitch
gimbal
Base plate
(a) The simulated payload (b) The MSISP system 
(c) The maglev bearings system configuration
1
2
3 4
5
6
7
8
910
Figure 5: The simulated payload and MSISP system.
IMU(POS RX610) IMU(POS AV610)
MSISP
6-DOF test table
PCS(POS AV610)
GPS receiver PCS(POS RX610) DC power
DC power
Figure 6: Sway test experiment system.
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Appendix
Proof of the asymptotically stable for disturbances estimation
and elimination based on adaptive RBFNN.
Proof. Consider the following Lyapunov function:
𝑉 = 𝑒
𝑇
𝑃𝑒 +
𝑛
∑
𝑖=1
?̃?
𝑇
∗𝑖
Γ
−1
𝑖
?̃?
∗𝑖
, (A.1)
where ?̃?𝑇
∗𝑖
= [?̃?
1𝑖
?̃?
2𝑖
⋅ ⋅ ⋅ ?̃?
𝑙𝑖
], 𝑙 is the number of hidden
nodes of RBFNN, and Γ−1
𝑖
is a dimensional compatible sym-
metric positive definite matrix. And the 𝑃 is the symmetric
definite matrix solution to
(𝐴 + 𝐵𝐾)
𝑇
𝑃 + 𝑃 (𝐴 + 𝐵𝐾) = −𝑄, (A.2)
where 𝑄 is the symmetric definite matrix solution.
Differing the function (A.1),
𝑉 = − 𝑒
𝑇
𝑄𝑒 + 2𝑒
𝑇
𝑃(𝐵?̂? −𝑊
𝑇
𝑠 (𝑥) − 𝛿 (𝑥))
+ 2
𝑛
∑
𝑖=1
?̃?
𝑇
∗𝑖
Γ
−1
𝑖
̇̃
𝑊
∗𝑖
.
(A.3)
Since𝑊 is a constant value, it is clear that
̇̃
𝑊 =
̇̂
𝑊. (A.4)
Since
?̂?
𝑇
∗𝑖
𝑠
∗
(𝑥) − ?̃?
𝑇
∗𝑖
𝑠
∗
(𝑥) = 𝑊
𝑇
∗𝑖
𝑠
∗
(𝑥) , (A.5)
therefore, (A.3) is transformed as
𝑉 = −𝑒
𝑇
𝑄𝑒 + 2𝑒
𝑇
𝑃 (𝐵?̂? − ?̂?
𝑇
𝑠 (𝑥) + ?̃?
𝑇
𝑠 (𝑥) − 𝛿 (𝑥))
+ 2
𝑛
∑
𝑖=1
?̃?
𝑇
∗𝑖
Γ
𝑖
−1 ̇̂
𝑊
∗𝑖
= −𝑒
𝑇
𝑄𝑒 + 2 [𝑒
𝑇
𝑃
∗1
𝑒
𝑇
𝑃
∗2
⋅ ⋅ ⋅ 𝑒
𝑇
𝑃
∗𝑛
]
×
[
[
[
[
[
[
𝐵
1∗
?̂? − ?̂?
𝑇
∗1
𝑠
∗
(𝑥) + ?̃?
𝑇
∗1
𝑠
∗
(𝑥) − 𝛿
1
(𝑥)
𝐵
2∗
?̂? − ?̂?
𝑇
∗2
𝑠
∗
(𝑥) + ?̃?
𝑇
∗2
𝑠
∗
(𝑥) − 𝛿
2
(𝑥)
...
𝐵
𝑛∗
?̂? − ?̂?
𝑇
∗𝑛
𝑠
∗
(𝑥) + ?̃?
𝑇
∗𝑛
𝑠
∗
(𝑥) − 𝛿
𝑛
(𝑥)
]
]
]
]
]
]
+ 2
𝑛
∑
𝑖=1
?̃?
𝑇
∗𝑖
Γ
𝑖
−1 ̇̂
𝑊
∗𝑖
= −𝑒
𝑇
𝑄𝑒 + 2
𝑛
∑
𝑖=1
𝑒
𝑇
𝑃
∗𝑖
× (𝐵
𝑖∗
?̂? − ?̂?
𝑇
∗𝑖
𝑠
∗
(𝑥) + ?̃?
𝑇
∗𝑖
𝑠
∗
(𝑥) − 𝛿
𝑖
(𝑥))
+ 2
𝑛
∑
𝑖=1
?̃?
𝑇
∗𝑖
Γ
𝑖
−1 ̇̂
𝑊
∗𝑖
= −𝑒
𝑇
𝑄𝑒 + 2
𝑛
∑
𝑖=1
𝑒
𝑇
𝑃
∗𝑖
(𝐵
𝑖∗
?̂? − ?̂?
𝑇
∗𝑖
𝑠
∗
(𝑥) − 𝛿
𝑖
(𝑥))
+ 2
𝑛
∑
𝑖=1
𝑒
𝑇
𝑃
∗𝑖
?̃?
𝑇
∗𝑖
𝑠
∗
(𝑥) + 2
𝑛
∑
𝑖=1
?̃?
𝑇
∗𝑖
Γ
𝑖
−1 ̇̂
𝑊
∗𝑖
= −𝑒
𝑇
𝑄𝑒 + 2
𝑛
∑
𝑖=1
𝑒
𝑇
𝑃
∗𝑖
(𝐵
𝑖∗
?̂? − ?̂?
𝑇
∗𝑖
𝑠
∗
(𝑥) − 𝛿
𝑖
(𝑥))
+ 2
𝑛
∑
𝑖=1
(?̃?
𝑇
∗𝑖
𝑠
∗
(𝑥) 𝑒
𝑇
𝑃
∗𝑖
+ ?̃?
𝑇
∗𝑖
Γ
𝑖
−1 ̇̂
𝑊
∗𝑖
) .
(A.6)
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Figure 9: The comparison of the sway experimental.
Submitting (11) and (12) into the (A.6) and choosing
appropriate 𝛼 to guarantee 𝑉 ≤ 0
𝑉 = −𝑒
𝑇
𝑄𝑒 + 2
𝑛
∑
𝑖=1
𝑒
𝑇
𝑃
∗𝑖
(𝐵
𝑖∗
?̂? − ?̂?
𝑇
∗𝑖
𝑠
∗
(𝑥) − 𝛿
𝑖
(𝑥))
= −𝑒
𝑇
𝑄𝑒 + 2
𝑛
∑
𝑖=1
𝑒
𝑇
𝑃
∗𝑖
𝐵
𝑖∗
(−𝛼 sign (𝑒𝑇𝑃
∗𝑖
𝐵
𝑖∗
) − 𝛿
𝑖
(𝑥))
≤ −𝑒
𝑇
𝑄𝑒 ≤ 0.
(A.7)
The error dynamic model of the ISP gimbal system is
asymptotically stable.
Then, it can prove that the tracking error 𝑒 → 0, as 𝑡 →
∞.
Therefore, with the controller (5), (12), and the RBFNN
weighting adaptation law (11), the system (6) is stable. The
external disturbance can be approximated and eliminated by
the adaptive RBFNN, and the tracking error 𝑒 → 0, as
𝑡 → ∞:
lim
𝑡→∞
[𝑥 − 𝑥
𝑑
] = 0. (A.8)
That is, asymptotic tracking is achieved.
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This paper presents a hybrid Taguchi deoxyribonucleic acid (DNA) swarm intelligence for solving the inverse kinematics
redundancy problem of six degree-of-freedom (DOF) humanoid robot arms. The inverse kinematics problem of the multi-DOF
humanoid robot arm is redundant and has no general closed-form solutions or analytical solutions.The optimal joint configurations
are obtained byminimizing the predefined performance index inDNAalgorithm for real-world humanoid robotics application.The
Taguchi method is employed to determine the DNA parameters to search for the joint solutions of the six-DOF robot arms more
efficiently. This approach circumvents the disadvantage of time-consuming tuning procedure in conventional DNA computing.
Simulation results are conducted to illustrate the effectiveness and merit of the proposed methods. This Taguchi-based DNA
(TDNA) solver outperforms the conventional solvers, such as geometric solver, Jacobian-based solver, genetic algorithm (GA)
solver and ant, colony optimization (ACO) solver.
1. Introduction
Recently, humanoid robotics has attracted much attention
in the field of robotics. Humanoid robots are capable of
performing various operations that are originally conceived
for humans [1–5]. In contrast with the industrial robots, the
humanoid robots emulate human’s function to achieve a wide
variety of tasks. These high-DOF humanoid robots are supe-
rior to conventional industrial robots in terms of flexibility,
kinematics performance, agility, and dynamic performance.
With these advantages, humanoid robotics has become a new
challenging field in designing home service robotic systems
[1–5].
Humanoid robot arm is one of the main studies of
humanoid robotics. Generally, a humanoid robot arm is com-
posed of six or seven DOFs from the shoulder to the wrist.
From the kinematics point of view, the robot arm imitating
the human arm motions is kinematically redundant like the
human arm [6–8]. In other words, there is a kinematics
redundancy because an infinite number of joint angles result
in the same end-effector position. In kinematics analysis
of humanoid robot arms, forward kinematics problems are
straightforward and there is no complexity for deriving the
kinematics equations [6–10]. However, inverse kinematics is
a much more difficult problem compared with the forward
kinematics [6–10].
The solution of the inverse kinematics problem is com-
putationally intensive and generally takes a very long time in
the real-time control of robot arms. The inverse kinematics
mapping is in general one-to-many, involves complex inverse
trigonometric functions, and has no closed-form solutions
for the humanoid robot arms. This redundancy problem
refers to the fact that the joint space of robot has a larger
dimension than the task space [9, 10].The inverse kinematics
problem of the humanoid robots has been studied in the
last decade [6–10]. Overall, the conventional analytical and
Jacobian-basedmethods are generally computationally inten-
sive and are not suitable for real-time humanoid robotics
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applications. Moreover, these solvers did not provide a
generalized optimal joint configuration of the high-DOF
humanoid robot arm, meaning that these solvers are not
applicable to other high-DOF robotic arms.
Swarm intelligence is a new category of methods in the
optimization framework for solving the complex optimiza-
tion problems in a wide variety of real-world applications
[11–16]. Compared with the conventional methods, these
approaches are more powerful, so that they do not need the
reformulation of the problem to search a nonlinear space
with real-world conditions [11–16]. Among these modern
metaheuristic-based approaches for complex problems solv-
ing, DNA algorithm has been regarded as another efficient
optimization technique. This algorithm proposed by Aldel-
man [17] emulates the concept of the bimolecular evolution
and uses biomolecules for finding optimal solutions of com-
plicated computational problems. This computing paradigm
has successfully been used to solve complex problems in
many disciplines [17–20] because they have more plentiful
genetic information [17–20]. However, the parameters of
the proposed DNA swarm intelligence algorithms are usu-
ally determined by trial-and-error approach [17–20]. These
parameters influence the performance of the DNA algo-
rithms. Unfortunately, the parameters are not appropriately
set in the studies to solve complex optimization problems [17–
20].
Taguchi method is a statistical method developed by
Genichi Taguchi to improve the product quality and cost
in industrial design [21–25]. This approach has proven to
be an important tool in the system design and process
quality in which the best setting of the control factors
(parameters) is determined and has been applied to solve
many optimization problems in electrical machines design,
aerospace engineering, and controller design. For example,
Su et al. [22] proposed an efficient GA approach combined
with Taguchi method for mixed constrained circuit design.
Yang et al. [23] employed the Taguchi method combined
with GA to design a flight controller. Seenivasan et al. [24]
presented an optimization of dehumidifier using Taguchi
method. Hasanien [25] proposed an optimal controller in
automatic voltage regulator system using Taguchi combined
GA. Compared to the conventional full factorial design
method, this method has fewer experiments to obtain opti-
mal parameters or factors in optimization problems using
the orthogonal array and signal-to-noise ratio techniques. To
the authors’ best understanding, there has been no attempt
to developing hybrid Taguchi DNA swarm intelligences for
the optimal inverse kinematics redundancy resolution of six-
DOF humanoid robot arms.
The objective of this paper is to develop a hybrid Taguchi
DNA algorithm to solve the inverse kinematics problem of
the six-DOF humanoid robot arm more effectively. The rest
of this paper is organized as follows. In Section 2, the forward
kinematics and inverse kinematics of the six-DOF humanoid
robot arm are introduced. Section 3 elucidates the procedure
of how to apply the proposed Taguchi-based DNA swarm
intelligence to solve the redundant problem and find an
optimal configuration of the robot arm. Section 4 conducts
several simulations to show the performance andmerit of the
proposed methods. Section 5 concludes this paper.
2. Forward Kinematics and Inverse Kinematics
of the Six-DOF Humanoid Robot Arm
Forward kinematics and inverse kinematics are very impor-
tant for studying the kinematics motion, path planning, and
coordination of the humanoid robot arm. The joints infor-
mation is necessary for these studies. Tasks to be performed
by a robot arm are assigned in the Cartesian space which
includes position vector 𝑝 ∈ R3 (𝑥, 𝑦, 𝑧), whereas robot
actuators work in joint space is represented by joint angles
𝑞 ∈ R6 (𝜃
1
, 𝜃
2
, 𝜃
3
, 𝜃
4
, 𝜃
5
, 𝜃
6
). The degree in joint space is
three and the degree in Cartesian space is six; the inverse
kinematics is, therefore, a redundancy problem. The forward
kinematic equations relate joint motions of humanoid robot
arm to the Cartesian coordinates. On the other hand, the
conversion of the position of a humanoid robot arm end-
effector from Cartesian space to joint space is called inverse
kinematics problem [6–8].
A commonly used coordinate transformation for select-
ing frames of reference in robotic applications is the Denavit-
Hartenberg (D-H) convention which involves the allocation
of coordinate frames to each link.Thepositions of subsequent
links are defined by the homogeneous transform matrix,
which transforms the frame attached to link 𝑖−1 into a frame
fixed to link 𝑖. In this transformation, each homogeneous
transformation 𝑖−1𝐴
𝑖
is represented as a product of four basic
transformations, given by
𝑖−1
𝐴
𝑖
= 𝑅
𝑧,𝜃𝑖
Trans
𝑧,𝑑𝑖
Trans
𝑥,𝑎𝑖
𝑅
𝑥,𝛼𝑖
=
[
[
[
[
c𝜃
𝑖
−s𝜃
𝑖
0 0
s𝜃
𝑖
c𝜃
𝑖
0 0
0 0 1 0
0 0 0 1
]
]
]
]
[
[
[
[
1 0 0 0
0 1 0 0
0 0 1 𝑑
𝑖
0 0 0 1
]
]
]
]
×
[
[
[
[
1 0 0 𝑎
𝑖
0 1 0 0
0 0 1 0
0 0 0 1
]
]
]
]
[
[
[
[
1 0 0 0
0 c𝛼
𝑖
−s𝛼
𝑖
0
0 s𝛼
𝑖
c𝛼
𝑖
0
0 0 0 1
]
]
]
]
,
(1)
where the four quantities 𝜃
𝑖
, 𝑎
𝑖
, 𝑑
𝑖
and 𝛼
𝑖
are parameters
associatedwith link 𝑖 and joint 𝑖.The four parameters 𝜃
𝑖
, 𝑎
𝑖
, 𝑑
𝑖
,
and 𝛼
𝑖
in (1) generally denote the joint angle, link length,
link offset, and link twist of link 𝑖, respectively. c𝜃
𝑖
, and s𝜃
𝑖
(𝑖 = 1, 2, 3, . . . , 6) denote cos 𝜃
𝑖
and sin 𝜃
𝑖
. These parameters
are derived from the geometric relationship between two
coordinate frames [6–8]. Figure 1 depicts the picture of the
general six-DOF humanoid robot arm. Table 1 lists all the
D-H parameters of the six-DOF humanoid robot arm in
this study. This mechanical information of the robot arm is
needed to derive the forward kinematics of the robot arm.
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Table 1: D-H parameters of the six-DOF humanoid robot arm.
𝑖 𝜃
𝑖
𝑑
𝑖
𝑎
𝑖
𝛼
𝑖
𝜃
𝑖,min < 𝜃𝑖 < 𝜃𝑖,max
1 90∘ 0 𝐿
0
(mm) 142.3 −90∘ −130∘ < 𝜃
1
< 130
∘
2 90∘ 𝐿
1
(mm) 145 0 −90∘ −80∘ < 𝜃
2
< 80
∘
3 −90∘ 𝐿
2
(mm) 120 0 −90∘ −130∘ < 𝜃
3
< 130
∘
4 0∘ 𝐿
3
(mm) 141 0 90∘ −170∘ < 𝜃
4
< −60
∘
5 0∘ 𝐿
4
(mm) 92 0 −90∘ −130∘ < 𝜃
5
< 130
∘
6 90∘ 𝐿
5
(mm) 172 0 −90∘ −140∘ < 𝜃
6
< −70
∘
The transformation matrix between each two successive
joint can be written by simply substituting the parameters
from Table 1 into the matrix given as follows:
0
𝐴
1
=
[
[
[
[
cos (𝜃
1
) 0 − sin (𝜃
1
) 𝐿
0
cos (𝜃
1
)
sin (𝜃
1
) 0 cos (𝜃
1
) 𝐿
0
sin (𝜃
1
)
0 −1 0 0
0 0 0 1
]
]
]
]
,
1
𝐴
2
=
[
[
[
[
cos (𝜃
2
) 0 − sin (𝜃
2
) 0
sin (𝜃
2
) 0 cos (𝜃
2
) 0
0 −1 0 𝐿
1
0 0 0 1
]
]
]
]
,
2
𝐴
3
=
[
[
[
[
cos (𝜃
3
) 0 − sin (𝜃
3
) 0
sin (𝜃
3
) 0 cos (𝜃
3
) 0
0 −1 0 𝐿
2
0 0 0 1
]
]
]
]
,
3
𝐴
4
=
[
[
[
[
cos (𝜃
4
) 0 sin (𝜃
4
) 0
sin (𝜃
4
) 0 − cos (𝜃
4
) 0
0 1 0 𝐿
3
0 0 0 1
]
]
]
]
,
4
𝐴
5
=
[
[
[
[
cos (𝜃
5
) 0 − sin (𝜃
5
) 0
sin (𝜃
5
) 0 cos (𝜃
5
) 0
0 −1 0 𝐿
4
0 0 0 1
]
]
]
]
,
5
𝐴
6
=
[
[
[
[
cos (𝜃
6
) 0 − sin (𝜃
6
) 0
sin (𝜃
6
) 0 cos (𝜃
6
) 0
0 −1 0 𝐿
5
0 0 0 1
]
]
]
]
.
(2)
Therefore, the transformation matrix of the end-effector
with respect to the fixed reference frame can be expressed as
follows:
0
𝑇end=
0
𝑇
6
=
0
𝐴
1
⋅
1
𝐴
2
⋅
2
𝐴
3
⋅
3
𝐴
4
⋅
4
𝐴
5
⋅
5
𝐴
6
=
[
[
[
[
𝑛
𝑥
𝑜
𝑥
𝑎
𝑥
𝑝
𝑥
𝑛
𝑦
𝑜
𝑦
𝑎
𝑦
𝑝
𝑦
𝑛
𝑧
𝑜
𝑧
𝑎
𝑧
𝑝
𝑧
0 0 0 1
]
]
]
]
,
(3)
where 𝑝 = [𝑝
𝑥
, 𝑝
𝑦
, 𝑝
𝑧
]
𝑇 is the position of the end-effector
in Cartesian coordinates and 𝑜 = [
𝑛𝑥 𝑜𝑥 𝑎𝑥
𝑛𝑦 𝑜𝑦 𝑎𝑦
𝑛𝑧 𝑜𝑧 𝑎𝑧
] is the rotation
matrix. Although the orientation of the end-effector is gen-
erally of interest in a robotic application, most robot arms
x0
x4
x5
x6
x3
y0
y4
y5 
y3
y6
z1
z0
z4
z3
z5
z6
𝜃2
𝜃1
𝜃3
𝜃6
𝜃4
𝜃5
L0
L1
L2
L3
x2
y2
z2
x1
y1
Figure 1: Picture of the general six-DOF humanoid robot arm.
are used to perform simple and repetitive tasks. In these
applications, the inverse kinematic solvers only consider the
end-effector position matrix; that is, the Euler angles are
not included and the rotation matrix of end-effector is not
considered [26].
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In the forward kinematics equation (3), there are infinite
inverse kinematics solutions for the six-DOFhumanoid robot
arm. Although the solution of the forward kinematics prob-
lem is steady forward, the solution of the inverse kinematics
problem strictly depend on the robot arm’s structures. It is
difficult to obtain a general closed-form and optimal solution
by using conventional methods, such as analytical approach
[7, 8] and Jacobian-based approach [9]. In other words, the
complex and time-consuming procedure of inverse kinemat-
icsmust be derived again for different humanoid robot robots
using these conventional approaches.
In order to circumvent this disadvantage, this paper
presents an evolutionary DNA swarm intelligence algorithm
combined with Taguchi method to solve the general six-DOF
redundant inverse kinematics problem, thus determining
the optimal joint variables of the six-DOF humanoid robot
arm. The DNA parameters are determined using Taguchi
theory rather than trial-and-error approach. The proposed
DNA algorithm with Taguchi method evolves the optimal
configuration of the joint variables for the six-DOFhumanoid
robot arm by minimizing the predefined fitness function and
signal-to-noise ratio (SNR).
3. Taguchi-Based DNA Inverse Kinematics
Redundancy Solver
3.1. DNA Swarm Intelligence Algorithm. DNA swarm intelli-
gence algorithm is a subcategory of nature-inspired optimiza-
tion and population-based optimization algorithms using the
biomolecular structure of DNA molecules [17–20]. Individ-
uals (chromosomes) cooperate with each other to find an
optimal solution in the problem space. The basic elements
of biological DNA are nucleotides which can be classified
into four bases: adenine (A), guanine (G), cytosine (C), and
thymine (T). A triplet code of nucleotide bases specifies the
codon,which in turn contains a specific anticodonon transfer
RNA (tRNA) and assists subsequent transmission of genetic
information in the formation of a specific amino acid [17–20].
A chromosome consists of combinations of the above four
bases with different chemical structures and can represent
many genes in the optimization problems.
Numerical DNA computing algorithm is similar to GAs
since their own natural genetic operators help evolution of
the genes generation by generation, such as crossover and
mutation; however it is different from GAs. In particular,
the DNA algorithms provide two new operators, enzyme and
virus, which are very useful to enhance the effect of mutation.
Moreover, the coding scheme of DNAs is quite different
from those of GAs. In what follows the coding scheme and
core operators of DNA swarm intelligence algorithms are
summarized.
3.1.1. Coding Scheme. A single strand of DNA can be repre-
sented by a string consisting of a combination of four different
symbols, A, G, C, and T; that is, DNA algorithms use A,
G, T, and C to stand for their chromosomes; for example,
one can define A = 0, G = 1, T = 2, and C = 3 to encode
the chromosomes. Compared with the conventional GAs in
ATT TGA GAT
ATA CTA ACC CAT TTG AGT CTA TTCTCA GAT
ATT TGA GA CTA AC
TTC ATC CAA
C CAT TTG A TT G
TAG CG
CT A T
T CGA TA
T C
C
TTC ATC CAATA A TAG CGTTCA G CGAAT TAC
↓
⇓
Crossover point
Chromosome 1
Chromosome 2
Chromosome 2
Chromosome 1
Figure 2: Illustration of one-point crossover of the chromosomes.
which the binary coding system is employed, this approach
has more genetic information for complex optimization
problems solving. Moreover, (4) can be easily applied to
define the range and precision of a parameter in the DNA
algorithm [17, 18]:
𝜋 =
𝑈max − 𝑈min
4𝑙 − 1
, (4)
where 𝜋 denotes the precision, 𝑙 stands for how many bits
will be used, 𝑈max is the maximum of the parameter, and
𝑈min denotes the minimum of the parameter. It is worth
mentioning that (4) hinges on the fact that DNA swarm
intelligence algorithms use four bits for the coding scheme,
but GAs use only two bits.
3.1.2. Selection (Reproduction). The main task of selection
module is to select individuals from the populations so that
these individuals can be sent to the crossover and mutation
module in order to attain new offsprings. Selection is one of
the key operators that ensure survival of the fitness. There
are several selection methods with different characteristics,
such as roulette selection, rank selection, and tournament
selection. However, it is necessary to get the fitness value of
each chromosome prior to selection process.
3.1.3. Crossover. Crossover is themain procedure of chromo-
somal exchange in the DNA swarm intelligence algorithm
to achieve an effective database of knowledge. In molecular
biology, crossover is the process by two chromosomes, paired
up during prophase of meiosis, which exchanges some distal
portion of their DNA. Crossover occurs when two chromo-
somes break and then reconnect but to different end piece. If
they break at the same place, then the result is an exchange
of genes, called genetic recombination. One-point crossover
is adopted throughout the paper due to high speed operation
shown in Figure 2 with a crossover rate 𝑃
𝑐
.
3.1.4. Mutation (Enzyme and Virus). Mutation is the process
which consists of making small alterations to the bits of
the chromosomes by applying some kind of randomized
changes, such as single-point ormultipointmutation process.
This operation complements the procedures of crossover and
selection. As shown in Figure 3, in DNA swarm intelligence
algorithms, there are two special mutation operators, enzyme
and virus, which are more effective than GAs. The enzyme
Mathematical Problems in Engineering 5
TTC ATC
TTCATT TGA GAT CAA TAG CGT CGA TAC
ATT TGA GAT CAA TAG CGT CGA TAC
 ATC
ATT TGA GAT TTC ATC CAA TAG CGT CGA TAC
ATTTGA GAT TTC
CGA 
CGA ATC CAA TAG CGTCGA TAC
Enzyme
Chromosome 1
Chromosome 1
↓
⇓
Virus
Chromosome 1
Chromosome 1
↓
⇓
Figure 3: Illustration of enzyme and virus operations in DNA
algorithm.
operator refers to deletion, in which one or more base pairs
are removed, while the virus operator refers to insertion, in
which one or more base pairs are inserted into the sequence.
These two operations provide continuous renewal of the
population, the searching diversity is increased, and the pre-
mature convergence problem is avoided. The determination
of whether mutation will occur is decided by the mutation
rate 𝑃
𝑚
.
3.1.5. Fitness Function (Performance Index). The fitness func-
tion is application-specific and is always designed according
to the problem to be optimized. The fitness of new chromo-
somes from genetic operations, such as crossover and muta-
tion, should be evaluated based on the fitness function. For
complex problems, the computation time becomes dominant
in the overall performance.
3.2. DNA Computing for Solving the Inverse Kinematics Prob-
lem. In DNA computing for inverse kinematics, each chro-
mosome contains the set of the joint variables [𝜃
1
𝜃
2
𝜃
3
𝜃
4
𝜃
5
𝜃
6
] of the six-DOF humanoid robot arm. The
optimal solution is evolved by using the DNA evolution
process to solve the redundant problem of the humanoid
robot arm, thereby obtaining the optimal configurations 𝑞 =
[𝜃
1
𝜃
2
𝜃
3
𝜃
4
𝜃
5
𝜃
6
]
𝑇 for the desired position of the
end-effector 𝑝 = [𝑝
𝑥
𝑝
𝑦
𝑝
𝑧
]
𝑇.
In the inverse kinematics redundant problem of the
six-DOF humanoid robot arm, there exist infinitely many
postures for the robotic arm from any starting pose to
any destination pose. The proposed DNA algorithm will be
employed to minimize the whole movement of the robot arm
in the redundant problem.The configuration of the robot arm
can be represented by the following vector matrix:
𝑞 = [𝜃1 𝜃2 𝜃3 𝜃4 𝜃5 𝜃6]
𝑇
. (5)
To determine the minimal movement of the robot arm, one
defines a fitness function composed of the differences from
the initial states of manipulator and the final states of the
robot arm. The initial states 𝑞
𝑖
of the robot arm are denoted
by
𝑞
𝑖
= [𝜃
1,𝑖
𝜃
2,𝑖
𝜃
3,𝑖
𝜃
4,𝑖
𝜃
5,𝑖
𝜃
6,𝑖
]
𝑇
. (6)
The final states of the humanoid robot arm are expressed by
𝑞
𝑓
= [𝜃1,𝑓 𝜃2,𝑓 𝜃3,𝑓 𝜃4,𝑓 𝜃5,𝑓 𝜃6,𝑓]
𝑇
. (7)
The desired final position of the robot’s end-effector
is represented as 𝑋
𝑚,𝑓
= [𝑥
𝑚,𝑓
𝑦
𝑚,𝑓
𝑧
𝑚,𝑓
]
𝑇
=
[𝑝
𝑥
𝑝
𝑦
𝑝
𝑧
]
𝑇. Based on the desired final position of the
end-effector and the inverse kinematics of the robotic arm in
Section 2, one can obtain all the joint angles of the humanoid
robotic arm using the DNA optimization process.
Fitness function (performance index) is very important in
the DNA evolution process because it evaluates all the DNA
chromosomes. In order to employ the DNA algorithm to
solve the redundant problem, one defines the fitness function
𝐹 as follows by considering the minimal movement of the
robot arm:
𝐹 = 𝐹displacement + 𝐹error
= [(𝑞
𝑓
− 𝑞
𝑖
)
𝑇
(𝑞
𝑓
− 𝑞
𝑖
)]
1/2
(𝑞
𝑓
− 𝑞
𝑖
)
𝑇
(𝑞
𝑓
− 𝑞
𝑖
)
+ 𝜔[(𝑥
𝑚,𝑓
− 𝑥
𝑚,𝑖
)
2
+ (𝑦
𝑚,𝑓
− 𝑦
𝑚,𝑖
)
2
+ (𝑧
𝑚,𝑓
− 𝑧
𝑚,𝑖
)
2
]
1/2
,
(8)
where𝑋
𝑚,𝑖
= [𝑥
𝑚,𝑖
𝑦
𝑚,𝑖
𝑧
𝑚,𝑖
]
𝑇 is the initial position of the
end-effector of the robot arm and 𝜔 is the weight factor. The
fitness function 𝐹 combines the position error 𝐹error with
an additional term based on the joint angle displacement
𝐹displacement from the initial position. The proposed DNA
algorithm is then adopted to find the optimal solutions of
the fitness function 𝐹 in (7); that is, the best fitness value is
thus obtained and the optimal configuration is determined.
These optimal parameters, including 𝜃
1
, 𝜃
2
, 𝜃
3
, 𝜃
4
, 𝜃
5
, and 𝜃
6
,
are required for the design of robot arm controller to perform
the desired tasks.
The DNA swarm intelligence algorithm for searching
the optimal configurations of the humanoid robot arm is
described by the following steps. Note that if the correspond-
ing joint angle is within the limit of the motor’s workspace,
the chromosome is acceptable.
Step 1. Initialize the population size 𝑆, crossover rate 𝑃
𝑐
,
mutation rate 𝑃
𝑚
, and number of iterations𝑁.
Step 2. Set the two parents from the selection operation.
Step 3. Execute the crossover operation and also check
whether new chromosomes are acceptable. If the new
chromosomes are unacceptable, repeat this procedure until
acceptable chromosomes are obtained.
Step 4. Perform the mutation process with low mutation rate
and ensure that new chromosomes are acceptable.
Step 5. Repeat the previous four steps again until the conver-
gence criterion is met or predetermined number of iterations
is reached.Output the optimal configuration of the humanoid
robot arm 𝑞∗ = [𝜃∗
1
𝜃
∗
2
𝜃
∗
3
𝜃
∗
4
𝜃
∗
5
𝜃
∗
6
]
𝑇.
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Table 2: Control factors and their levels.
Control factor Level 1 Level 2 Level 3
𝑆 100 200 300
𝑁 50 75 100
𝑃
𝑐
0.6 0.7 0.8
𝑃
𝑚
0.015 0.03 0.05
3.3. Taguchi DNA Inverse Kinematics Solver. Although the
redundant inverse kinematics problem of the six-DOF
humanoid robot arm has been successfully resolved by the
proposed DNA swarm intelligence, the DNA parameters,
such as population size, number of generation, crossover rate,
andmutation rate, are not appropriately set.These parameters
affect the searching performance of the DNA computing
in inverse kinematics solver. The most important problem
is, therefore, how to find the optimal DNA parameters to
increase the search efficiency and decrease the effect of
randomness in the proposed DNA redundancy solver. This
subsection aims at employing Taguchi quality method to
present a Taguchi-based DNA inverse kinematics solver for
the six-DOF humanoid robot arm.
Taguchi experimentalmethod can reduce the disturbance
caused by randomness and can help determine the optimal
parameters in the proposedDNAalgorithm.Theadvantage of
the combination of the DNA computing and Taguchimethod
is that only a few experiments are needed because of the
orthogonal array of the Taguchi method. The proper DNA
parameters can be set without full-parameter experiments.
This approach not only greatly reduces the number of
iterations but also makes the DNA final solution approaches
the optimal values with less randomness. Taguchi method
was constructed based on the principle of an orthogonal array
that can effectively minimize the number of experiments
required in any design process [21–25]. An orthogonal array
is a fractional factorial matrix that provides a balanced
comparison of levels of parameters or factors. This approach
can provide an efficient way to obtain the optimal parameters
or factors in an optimization problem or system design.
In this study, there are four control factors: population
size (𝑆), number of generation (𝑁), crossover rate (𝑃
𝑐
), and
mutation rate (𝑃
𝑚
). Table 2 shows the control factors and
their levels, each factor has three levels (level 1, level 2, and
level 3). Table 3 is a standard Taguchi orthogonal array 𝐿
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(34) which is applied in this inverse kinematics solver.The full
factorial design method requires 34 = 81 experiments while
the Taguchi method needs only nine experiments to obtain
the approximate optimal values.
Signal-to-noise ratio (SNR) is used in Taguchi method
to measure the quality of each experiment in the orthogonal
array. There are several SNRs available depending on the
type of characteristic: nominal-is-best, smaller-the-better, or
larger-the-better [21–25]. This paper adopts the smaller-the-
better characteristic and the SNR is given by
SNR = −10 log𝐹2, (9)
where 𝐹 is the fitness value in (8).
Table 3: Orthogonal array of the inverse kinematics solver.
Exp. number 𝑆 𝑁 𝑃
𝑐
𝑃
𝑚
1 100 50 0.6 0.015
2 100 75 0.7 0.03
3 100 100 0.8 0.05
4 200 50 0.7 0.05
5 200 75 0.8 0.03
6 200 100 0.6 0.015
7 300 50 0.8 0.03
8 300 75 0.6 0.015
9 300 100 0.7 0.05
With the Taguchi method with orthogonal array, the
parameters in DNA swam intelligence are properly set to
obtain optimal performance by only using a few experiments.
This Taguchi-based DNA (TDNA) solver provides a general
redundancy resolution for six-DOF the humanoid robot
arm. The proposed TDNA solver can be easily extended to
resolve the redundancy problem of seven-DOF humanoid
robot arms.TheproposedTDNA solver outperforms the con-
ventional solvers, such as geometric solver, Jacobian-based
solver, GA-based solver, and ACO-based solver, because
more genetic information and Taguchi quality method are
applied in this natural-inspired swarm intelligence.
Remark 1. Once the optimal configuration is obtained via the
TDNAalgorithm, the next goal is to plan themotion profile of
each joint and the time trajectory is then generated between
the initial and final configurations. This motion trajectory
planning can be achieved via the trapezoid velocity profile
[26] and S-curve profile which are commonly used inmotion
control to generate the time trajectories for the joint angles
and avoid strong random motion.
Remark 2. The proposed TDNA solver is easily extended
to address the full inverse kinematics in which the position
and rotation matrix are considered. Moreover, this efficient
TDNA solver is applicable to anymulti-DOF robot arms with
different structures.
4. Simulation Results and Discussion
The aims of the simulations are to examine the effec-
tiveness and performance of the proposed Taguchi-based
DNA algorithm to solve the redundant inverse kinematics
problem of the six-DOF humanoid robot arm. The initial
states 𝑞
𝑖
= [𝑞
𝑚,𝑖
] = [0
∘
0
∘
0
∘
0
∘
0
∘
0
∘
]
𝑇 and the
desired final position of the end-effector is set (20 cm,
20 cm, 10 cm). The Taguchi-based DNA computing is ter-
minated at 100th generation. The evolved optimal joint
solution is (𝜃
1,𝑓
, 𝜃
2,𝑓
, 𝜃
3,𝑓
, 𝜃
4,𝑓
, 𝜃
5,𝑓
, 𝜃
6,𝑓
) = (76.19
∘
, −79.15
∘
,
−43.46
∘
, −68.17
∘
, 28.68
∘
, 1.06
∘
) and its corresponding posi-
tion is (19.98 cm, 19.84 cm, 9.98 cm) which is very close to the
desired position.
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Figure 4: SNR of the proposed Taguchi-based DNA algorithm for
the humanoid robot arm.
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Figure 5: Joint trajectories of the robot arm moving from the
starting point to the ending point.
Figure 4 presents the SNR of the proposed Taguchi-based
DNA algorithm to solve the redundant problem of the six-
DOF robot arm. As can been seen in Figure 4, the proposed
Taguchi-based DNA algorithm successfully searches for the
optimal configurations of the humanoid robot arm. Figure 5
depicts the joint trajectories of the robotmanipulatormoving
from the starting point to the ending point. All the joint
angles 𝜃
1
∼ 𝜃
6
converge to constant values. Figure 6 presents
the convergence of end-effector’s position error. As shown in
Figure 6, the position errors, including x, y, and z, are nearly
converged to zero successfully. These simulations clearly
indicate that the proposed Taguchi-based DNA resolves the
redundant problem and finds optimal configuration of the
six-DOF robot arm.
In order to exhibit the merit of the proposed TDNA over
conventional GA and ACO to solve the redundancy problem
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Figure 6: Position error of the humanoid robot arm.
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Figure 7: The evolutions of performance index in the proposed
TDNA and conventional solvers.
of the humanoid robot arm, Figure 7 presents the evolutions
of performance index (fitness value) for the proposed TDNA
solver and the two conventional solvers. The GA and ACO
were executed with the parameters settings: population size
of individuals is 100, crossover probability is 0.85, mutation
probability is 0.1, and maximum iterations are 100, 𝛼 = 0.2,
𝛽 = 0.3, 𝜌 = 0.7, and 𝑄 = 10. These three solvers employed
the same fitness function in (8) to cope with the same inverse
kinematics redundancy problem of the six-DOF humanoid
robot arm. As shown in Figure 7, the proposed TDNA solver
converges to the optimal solution with better performance
index. Through these results, the proposed TDNA inverse
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kinematics solver is superior to the conventional solvers; that
is, it solves this robotic optimization problemmore efficiently
with better joint configurations. It is worth mentioning that
some metaheuristic algorithms could be considered in this
area in the future, like swarm dolphin algorithm, computa-
tional intelligence aided design (CIAD) framework, and so
on, which could be employed in future work.
5. Conclusions
This paper has presented an efficient inverse kinemat-
ics redundancy solver of six-DOF humanoid robot arm
using Taguchi-based DNA swarm intelligence. The proposed
hybrid algorithmhas been developed to solve the redundancy
problem. This algorithm has more genetic information and
avoids the premature convergence problem in conventional
methods. Through simulation results, the proposed TDNA
optimal solver has been shown to search for the optimal
solutions successfully. This TDNA solver has been shown
to outperform the conventional solvers, such as geometric
solver, Jacobian-based solver, GA solver, and the ACO solver.
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Focusing on the on-line multiagent scheduling problem, this paper considers the time-dependent probability of success and
processing duration and proposes anOL-DEC-MDP (opportunity loss-decentralizedMarkovDecision Processes)model to include
opportunity loss into scheduling decision to improve overall performance. The success probability of job processing as well as the
process duration is dependent on the time at which the processing is started. The probability of completing the assigned job by an
agent would be higher when the process is started earlier, but the opportunity loss could also be high due to the longer engaging
duration. As a result, OL-DEC-MDP model introduces a reward function considering the opportunity loss, which is estimated
based on the prediction of the upcoming jobs by a sampling method on the job arrival. Heuristic strategies are introduced in
computing the best starting time for an incoming job by each agent, and an incoming job will always be scheduled to the agent with
the highest reward among all agents with their best starting policies. The simulation experiments show that the OL-DEC-MDP
model will improve the overall scheduling performance compared with models not considering opportunity loss in heavy-loading
environment.
1. Introduction
Problems involving time-dependent success probability
extensively exist in manufacturing, industrial, and military
domains. One example is the scheduling of a procrastinator
[1], whose speed and success probability of job processing
will increase as the due date is approaching. Practice shows
that a procrastinator’s performance varies under different
time pressures when processing the same job. As higher
time pressure is more likely to force a procrastinator to make
mistakes when processing a sophisticated job, the success
probability is consequentially dependent on the starting time.
Another example is the antiship missile defense by SAM
(surface-air-missile) systems shown in [2]. SAM systems
are scheduled to intercept the incoming antiship missiles
within feasible interception time window. Killing probability
of the interception is associated with the range at which the
interception missile and the antiship missile meets, which
in turn depends on the launching time of the interception.
Usually, an earlier firing time means more flight time before
engagement.
Both of the above examples imply that though early
starting strategy for job processing guarantees maximal time
window for processing, longer processing duration will be
spent as a price. Comparedwith the classic on-line scheduling
[3, 4], extra trade-offs should be considered by the agent
between the current job and the possible incoming jobs. For
example, Figure 1 gives the killing probability associated with
the time at which the engagement occurs for a SAM system
of a Halifax ship against the incoming antiship missile [5].
It can be inferred that an antiship missile can be intercepted
in the feasible time window [𝑡𝑙, 𝑡𝑢]. Hence the SAM system
can choose the best engaging time 𝑡
𝑚
to get the highest
killing probability. If the interception fails, SAM system will
have time window [𝑡
𝑚
, 𝑡
𝑢
] to take an immediate remedial
interception. However, if the SAM system fires at earlier time
and makes the engagement occur at 𝑡𝑙, though the killing
probability is lowered down, longer time window is left in
case of interception fail. Therefore, the SAM system needs to
make trade-off between a high killing probability of current
interception and more feasible time left to take remedial
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Figure 1: Engagement time-dependent killing probability of the
interception missile.
action in case of interception fail. In addition, for an antiship
missile and a SAMsystem, an earlier firing time alwaysmeans
more flight time before the engagement. Hence adopting
the early firing strategy would cause SAM system to spend
longer duration on the current interception, while losing
more opportunities to intercept possible upcoming missiles.
This is the second trade-off to be considered.
Similar trade-off also exists in the application of procras-
tinator on-line scheduling [1]. To the best of our knowledge,
multiagent on-line scheduling with the trade-off discussed
above is not studied by previous researches such as time-
dependent scheduling [6–9], on-line stochastic optimization
[3, 4, 10, 11], and stochastic resource allocation in amultiagent
environment [12–15].Therefore, in this paper, we consider the
above trade-offs in a multiagent scheduling process. There
are several independent agents that can be scheduled to
process the stochastically arriving jobs. Each job has a specific
feasible time window, during which an agent can process
it with time-dependent success probability. In case of fail,
an agent will immediately make another try as long as the
remaining time window allows. The objective is to complete
all jobs with high probability. A general problem definition
is introduced in Section 2, and Section 3 surveys closely
related studies. Section 4 builds a DEC-MDP (decentralized
Markov Decision Processes) to model the on-line multiagent
scheduling process without considering the opportunity loss.
An OL-DEC-MDP (opportunity loss-decentralized Markov
Decision Processes)model is proposed in Section 5 to include
the opportunity loss in the scheduling decision with proofs
on its properties. Section 6 is the simulation evaluation of the
OL-DEC-MDP, and Section 7 contains the conclusions and
the future work.
2. Problem Definitions
There is a group of agents, denoted as 𝐼, that should be
scheduled to process a set of stochastically arriving jobs,
which is denoted as 𝐽. For each job 𝑗 ∈ 𝐽, there is a time
interval 𝑇
𝑗
= [𝑡
𝑙
𝑗
, 𝑡
𝑢
𝑗
], during which the process of job 𝑗 is
feasible. For example, 𝑡𝑙
𝑗
and 𝑡𝑢
𝑗
are the low bound and upper
bound of the feasible time window for job 𝑗 to be processed.
For each agent 𝑖 ∈ 𝐼, there is a duration 𝑑
𝑖𝑗
(𝑡), which should
be spent to process job 𝑗 for one time starting from time 𝑡.The
outcome of the process by the end of 𝑑
𝑖𝑗
(𝑡) is either success or
fail, and probability of success is denoted as 𝑝
𝑖𝑗
(𝑡).
Assumption 1. One agent can only be scheduled to process
one job at a time.
Assumption 2. If the agent fails to complete the job by the end
of the process, it will immediately start another try as long as
the feasible processing time window of the job will not elapse
before the next try can be finished.
Assumption 3. Theagent will be released from the current job
and be available for the next job, if either the current job is
completed successfully or the current job is discarded because
of insufficient time window left for another try.
According to the above assumptions, an agent 𝑖 will have
several opportunities to complete a job 𝑗 before the feasible
timewindow [𝑡𝑙
𝑗
, 𝑡
𝑢
𝑗
] of job 𝑗 elapses depending on the process
duration 𝑑
𝑖𝑗
(𝑡) of each try. For example, If a process starting
from time 𝑡
0
fails by the end of time 𝑡
0
+ 𝑑
𝑖𝑗
(𝑡
0
), agent 𝑖must
try to reprocess the job immediately at time 𝑡
0
+𝑑
𝑖𝑗
(𝑡
0
), as long
as 𝑡
0
+ 𝑑
𝑖𝑗
(𝑡
0
) + 𝑑
𝑖𝑗
(𝑡
0
+ 𝑑
𝑖𝑗
(𝑡
0
)) ≤ 𝑡
𝑢
𝑗
.
Assumption 4. For an assignment of job 𝑗 to agent 𝑖, later a
try of process starts; later the process will end, but the process
duration will be shorter.
Assumption 4 is in accordance with the observations in
the time-sensitive applications such as air defense. With the
threat approaching, the time needed for an interception is
diminishing. For example, the earlier a process starts, the
earlier the effect can be observed, but a longer duration needs
to be spent. According to Assumption 4, For any 𝑡
1
, 𝑡
2
∈
[𝑡
𝑙
𝑗
, 𝑡
𝑢
𝑗
], s.t. 𝑡
1
+𝑑
𝑖𝑗
(𝑡
1
) ∈ [𝑡
𝑙
𝑗
, 𝑡
𝑢
𝑗
], 𝑡
2
+𝑑
𝑖𝑗
(𝑡
2
) ∈ [𝑡
𝑙
𝑗
, 𝑡
𝑢
𝑗
], if 𝑡
1
< 𝑡
2
,
then 𝑑
𝑖𝑗
(𝑡
1
) > 𝑑
𝑖𝑗
(𝑡
2
) and 𝑡
1
+ 𝑑
𝑖𝑗
(𝑡
1
) < 𝑡
2
+ 𝑑
𝑖𝑗
(𝑡
2
).
Assumption 5. Each agent operates independently, and there
is no resource competition or mutual influence between
agents.
The objective is to schedule the agents on-line to success-
fully complete all the arriving jobs with highest probability. In
the off-line case, the objective of the problem can bemodelled
as (1)
max∏
𝑖∈𝐼
(1 −∏
𝑗∈𝐽
(1 − 𝑝
𝑖𝑗
(𝑡))
𝑢𝑖𝑗(𝑡)
) (1)
s.t.
𝑢
𝑖𝑗
(𝑡) =
{{
{{
{
1 if agent 𝑖 starts to process
or reprocess job 𝑗 at time 𝑡
0 otherwise,
∑𝑢
𝑖𝑗
(𝑡) ≥ 0,
(2)
𝑡 ∈ [𝑡
𝑙
𝑗
, 𝑡
𝑢
𝑗
] , 𝑡 + 𝑑
𝑖𝑗
∈ [𝑡
𝑙
𝑗
, 𝑡
𝑢
𝑗
] , for any 𝑢
𝑖𝑗
(𝑡) = 1; (3)
objective function (1) is to maximize the probability of
successfully completing all the incoming jobs. Constraint (2)
implies that an agent can process a job more than one time.
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Constraint (3) ensures that a try of job processing should not
be started if the feasible time window of the job will elapse
before a try can be finished.
Compared with a similar model in Karasakal et al. [2],
the starting time of job processing in the above model is
continuously distributed in a job’s feasible time window.
Moreover, in the on-line version, the future arriving jobs
could not be known in advance, whichmakes themodelmore
difficult to solve.
As a result, trade-off should be made during the on-line
scheduling of the problem to ensure good scheduling quality:
(1) the trade-off between the probability of successful
process of the current job and the probability of the
successful reprocess of the job in case of fail;
(2) the trade-off between the reward of successful process
of the current job and the opportunity loss that the
agentmight have with other incoming jobs during the
current job processing.
3. Related Works
3.1. Scheduling. Job scheduling [16] is a classic domain to
solve the problem, in which jobs need to be handled by
one ore more machines regarding the constraints of due
date, processing time, priorities, and so forth. There are
many different models such as single or parallel machine
model depending on the number of machines. If a job
needs to be handled by a series of machines in-order, the
models are called flow shops, job shops, or open shops under
different situations. The objective is to handle all the jobs
with a minimum makespan [17] or lateness [18, 19]. Time-
independent uncertainties such as machine breakdowns,
unexpected releases of jobs with high priority [16], duration
of a processing [20], and execution uncertainty [21] are
introduced in the scheduling, which are called stochastic
scheduling. Recently, models on time-dependent scheduling
are proposed, in which parameters of the scheduling are
time-dependent. For example, learning effect and processing
time are defined as increasing funtion [22, 23] or deceasing
function [1, 24, 25] of their start times. However, most of the
above studies are discussed in the off-line case, where all of
the jobs exist from the beginning. Moreover, time-dependent
parameters mainly focus on the processing times or the cost
of processing, while time-dependent success probability of
job processing is not discussed.
3.2. On-Line Stochastic Optimization. On-line stochastic
optimization, such as the on-line packet scheduling, stochas-
tic reservations, vehicle dispatching, or routing, has been
studied [3, 4], in which a job or requisition arrives stochas-
tically in queue to wait for a certain machine or a sever to
be served. A job or requisition will be successfully processed
once amachine is scheduled. Scheduling can be centralized or
decentralized depending on whether the scheduling decision
is made globally or by each agent. To model real-world
problems, time-independent uncertainties such as action
duration [11], resource consumption [10], and operation
outcomes [12, 14] are introduced into the scheduling process.
Sampling approach is also introduced to estimate the future
arriving jobs to achieve a global optimal solution [26–28].
Similar to our problem, each agent of the above problem
is dynamically scheduled against the stochastically arriving
jobs, and there is no resource competition or dependences
among the agents. However, time-dependent probability of
success is not considered, and each job will be successfully
processed once an agent is scheduled to process it. Moreover,
job discarding is allowed if a more important job is arriving.
Instead, in our problem, each agent should retry in case of fail
as long as the time allows.
3.3. Stochastic Resource Allocation inMultiagent Environment.
The most related studies in the area of stochastic resource
allocation inmultiagent environmentmainly focus on the fol-
lowing problems; each agent can execute a task independently
while different agents may share the same resources. An
agent consuming shared resources may decrease the reward
of other agents. As the outcome of the job execution is uncer-
tain, the resources are allocated to achieve the global optimal
solution. [12] solves this type of problems by introduc-
ing dynamic constraint satisfaction problem (DCSP) model
into MDP and constructing a Markovian CSP (MaCSP)
model. The best action at each Markovian step depends
on the resource availability. As the state space increases
exponentially with the number of agent and the types of
resource, some studies propose heuristic search [29] and
decomposition approaches [14, 15] in solving Decentralized
MarkovDecision Processes (DEC-MDP). As the dependency
between different agents is taken into account, starting an
action too early or too late by an agent may jeopardize the
operation of others. Hence, trade-off is introduced into DEC-
MDP to estimate the cost that one agent may suffer due to the
negative influence of others [13].
Comparing between our problems with closely related
studies is listed in Table 1.
4. Decentralize MDP (DEC-MDP)
In theory, models (1)–(3) can obtain the optimal scheduling
solution for an off-line problem.However, in the on-line case,
the scheduling decision should be made according to the
state of each agent and the incoming job in real time. As a
result, MDP provides a suitable approach to model the on-
line scheduling by mapping the current state of agents and
incoming jobs to an optimal scheduling decision. In order to
construct theMDPmodel of a problem, the state space of the
problem should be defined.
4.1. States of the Agent and the Job. The state of an agent is
either busy when it is processing a job or unemployed when it
is released from the current job. Let 𝑠𝑖
𝑎
(𝑡) denote the state of
agent 𝑖 at time 𝑡:
𝑠
𝑖
𝑎
(𝑡) =
{{
{{
{
busy if agent 𝑖 is processing a job
at time 𝑡
unemployed otherwise.
(4)
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Table 1: Comparing of the closely related works.
Stochastic
jobs or tasks
Multiagent
(machine)
Dependences or
resource
competition
among agents
Time-
dependent
processing time
or action
duration
Due date
for jobs
On-line
sampling
DEC-
MDP
Time-
dependent
probability of
success
Time-
dependent
scheduling
✓ ✓ ✓
On-line
stochastic
optimization
✓ ✓ ✓ ✓
Stochastic
resource
allocation of
multiagent
✓ ✓ ✓ ✓
OL-DEC-MDP
model based
on-line
scheduling
✓ ✓ ✓ ✓ ✓ ✓ ✓
If a job is being processed by an agent, the state of the job is
modelled as the ratio of the remaining time window feasible
for the job to be completed. If it is waiting to be processed, its
state is set to be 0; if it has been completed successfully, the
state is set to be 1; otherwise the state is set to be −1. Let 𝑠𝑗
𝑚
(𝑡)
denote the state of job 𝑗 at time 𝑡:
𝑠
𝑗
𝑚
(𝑡) =
{{{{{{{{{{{{
{{{{{{{{{{{{
{
0 if 𝑡 < 𝑡𝑙
𝑗
or 𝑗 has not been scheduled
to any agent;
𝑡 − 𝑡
𝑙
𝑗
𝑡
𝑢
𝑗
− 𝑡
𝑙
𝑗
if 𝑡 ∈ [𝑡𝑙
𝑗
, 𝑡
𝑢
𝑗
) , and 𝑗 is being processed
by an agent
1 if 𝑡 ≥ 𝑡𝑙
𝑗
or 𝑗 has been completed;
−1 if 𝑗 has been discarded.
(5)
For example, at time 0𝑠, there is an unemployed agent 𝑖
without any job coming. The state of the agent 𝑖 at 0𝑠 is
𝑠
𝑖
𝑎
(0) = unemployed. (6)
At time 10𝑠, a job 𝑗 arrives with feasible time window [12,
30], and it is scheduled to agent 𝑖 which is due to start at time
12𝑠. Then
𝑠
𝑖
𝑎
(𝑡) = unemployed, 𝑠𝑗
𝑚
(𝑡) = 0 for 𝑡 ∈ [10, 12)
𝑠
𝑖
𝑎
(𝑡) = busy, 𝑠𝑗
𝑚
(𝑡) =
𝑡 − 12
30 − 12
for 𝑡 ∈ [12, 12 + 𝑑
𝑖𝑗
(12)] .
(7)
ByAssumption 4, there is 12+𝑑
𝑖𝑗
(12) ≤ 30. Suppose𝑑
𝑖𝑗
(12) =
8, and job processing ends successfully; then
𝑠
𝑖
𝑎
(20) = unemployed, 𝑠𝑗
𝑚
(20) = 1. (8)
If job processing fails by the time 20𝑠, agent 𝑖will start another
try to process job 𝑗 immediately as long as 20 + 𝑑
𝑖𝑗
(20) ≤ 30
holds. Suppose 𝑑
𝑖𝑗
(20) = 9; then
𝑠
𝑖
𝑎
(𝑡) = busy, 𝑠𝑗
𝑚
(𝑡) =
𝑡 − 12
30 − 12
for 𝑡 ∈ [20, 20 + 𝑑
𝑖𝑗
(20)] .
(9)
If job processing fails again by the end of the second try (e.g.,
at time 29𝑠), and the remaining time window of job 𝑗 (only
1 second is left, since 𝑡𝑢
𝑗
= 30) is not enough for another try,
then job 𝑗 will be discarded from time 29𝑠:
𝑠
𝑖
𝑎
(𝑡) = unemployed, 𝑠𝑗
𝑚
(𝑡) = −1 for 𝑡 > 29. (10)
In this case, agent 𝑖 will be available for other incoming jobs
from time 29𝑠. As the different agents may be released or
start to process a job at different times, it is hard to define
a joint action, which is the set of actions for each agent in
each decision step of the on-line scheduling process [13].
Moreover, because of the time-dependent state space, the
reward of a joint action is difficult to evaluate by a recursive
approach as introduced in [30]. Recently, in order to limit
the set of state space in the multiagent environment, there
is significant progress in extending the Markov Decision
Processes (MDP) for optimizing decentralized control [13,
31]. In this paper, as there is no dependence or resource
competition among agents, a decentralized MDP is adopted
to model the decision process of each agent.
4.2. DEC-MDP. For an agent 𝑖 and its allocated job 𝑗 with
timewindow [𝑡𝑙
𝑗
, 𝑡
𝑢
𝑗
], the correspondingDEC-MDP is defined
as a tuple ⟨𝑠
𝑖𝑗
, 𝐴
𝑖𝑗
, 𝑝
𝑖𝑗
, 𝑟
𝑖𝑗
⟩
𝑡1
, where
(i) 𝑠
𝑖𝑗
= (𝑠
𝑖
𝑎
, 𝑠
𝑗
𝑚
) is the state set regarding agent 𝑖 and job 𝑗
during the whole process period (e.g., from the time
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pij(t1) pij(t2) pij(tK)
1 − pij(t1)
1 − pij(t2) 1 − pij(tK)
(busy ,
tu − t1
tu − tl
) (busy ,
tu − t2
tu − tl
) (busy ,
tu − t3
tu − tl
) (busy ,
tu − tK
tu − tl
)
dij(t1) dij(t2) dij(tK) dij(tK+1)
tK+1 + dij(tK+1)
tl t1
tu
(unemployed, 1) (unemployed, 1) (unemployed, 1)
(unemployed, −1)
· · ·
t1 + dij(t1) = t2 t1 + dij(t2) = t3 tK−1 + dij(tK−1) = tK tK + dij(tK) = tK+1
(sa, sm)
Figure 2: The state transition process of MDP ⟨𝑠
𝑖𝑗
, 𝐴
𝑖𝑗
, 𝑝
𝑖𝑗
, 𝑟
𝑖𝑗
⟩
𝑡1
.
when the process is started for the first time, denoted
as 𝑡
1
, to the time when agent 𝑖 is released from job 𝑗);
(ii) 𝐴
𝑖𝑗
is the strategy set of agent 𝑎
𝑖
, represented by the
starting time that agent 𝑖may choose to process job 𝑗
for the first time. 𝐴
𝑖𝑗
= {𝑡 | 𝑡 ∈ [𝑡
𝑙
𝑗
, 𝑡
𝑢
𝑗
], 𝑡 + 𝑑
𝑖𝑗
(𝑡) ∈
[𝑡
𝑙
𝑗
, 𝑡
𝑢
𝑗
]};
(iii) 𝑝
𝑖𝑗
(𝑡) is a function of time 𝑡, which gives the success
probability of completing job 𝑗 by agent 𝑖 by the time
of 𝑡 + 𝑑
𝑖𝑗
(𝑡), when the process or the reprocess starts
at time 𝑡. According to Assumptions 2 and 3, there is
𝑝
𝑖𝑗
(𝑡) = 0 if 𝑡 ∉ [𝑡𝑙
𝑗
, 𝑡
𝑢
𝑗
] or 𝑡 + 𝑑
𝑖𝑗
(𝑡) ∉ [𝑡
𝑙
𝑗
, 𝑡
𝑢
𝑗
];
(iv) 𝑟
𝑖𝑗
(𝑡) is the reward function as defined in (13).
The initial state of a DEC-MDP is
𝑠
𝑖𝑗
(𝑡
1
) =
{
{
{
𝑠
𝑖
𝑎
(𝑡
1
) = busy, 𝑠𝑗
𝑚
(𝑡
1
) =
(𝑡
1
− 𝑡
𝑙
𝑗
)
(𝑡
𝑢
𝑗
− 𝑡
𝑙
𝑗
)
}
}
}
. (11)
The absorbing state is
𝑠
𝑖𝑗
(⋅) = {𝑠
𝑖
𝑎
(⋅) = unemployed, 𝑠𝑗
𝑚
(⋅) = 1 or − 1} . (12)
Figure 2 shows the state transition process when agent 𝑎
𝑖
starts to process job 𝑗 at time 𝑡
1
for the first time, in which the
maximal retry times are𝐾, and𝐾 is the smallest number that
satisfies 𝑡
𝐾+1
+ 𝑑
𝑖𝑗
(𝑡
𝐾+1
) > 𝑡
𝑢
𝑗
. The reward function is defined
as in (13), which is represented by the probability that agent 𝑖
will successfully complete job 𝑗when starting the first process
at time 𝑡
1
. Consider
𝑟
𝑖𝑗
(𝑡
1
) = 𝑝
𝑖𝑗
(𝑡
1
) +
𝐾
∑
𝑥=2
(
𝑥−1
∏
𝑦=1
(1 − 𝑝
𝑖𝑗
(𝑡
𝑦
))) ⋅ 𝑝
𝑖𝑗
(𝑡
𝑥
) (13)
s.t.
𝑡
𝑥
∈ [𝑡
𝑙
𝑗
, 𝑡
𝑢
𝑗
] , 𝑡
𝑥+1
= 𝑡
𝑥
+ 𝑑
𝑖𝑗
(𝑡
𝑥
) , 𝑡
𝑥+1
∈ [𝑡
𝑙
𝑗
, 𝑡
𝑢
𝑗
] ,
𝑥 = 1, 2, . . . , 𝐾
(14)
𝑡
𝐾+1
+ 𝑑
𝑖𝑗
(𝑡
𝐾+1
) > 𝑡
𝑢
𝑗
; (15)
when starting from time 𝑡
1
, agent 𝑖 can process job 𝑗 notmore
than𝐾 times.With (13)–(15), the best time for agent 𝑖 to begin
to process job 𝑗 is 𝑡∗
1
:
𝑡
∗
1
= argmax
𝑡∈𝐴𝑖𝑗
𝑟
𝑖𝑗
(𝑡) . (16)
Therefore, during the on-line scheduling, we prefer schedul-
ing the incoming job 𝑗 to an agent 𝑖∗ with highest success
probability:
𝑖
∗
= argmax
𝑖∈𝐼
𝑟
𝑖𝑗
(𝑡
∗
1
) . (17)
However, as stated in Section 4, this decision does not take the
opportunity loss into account. Agentmay lose higher rewards
with upcoming jobs during its engagement with the current
job. As a result, we introduce a opportunity loss decentralized
MDP (OL-DEC-MDP) model in the next section.
5. Opportunity Loss Decentralized
MDP (OL-DEC-MDP)
An OL-DEC-MDP model has the same state space, strategy
set, and transition probability with a DEC-MDP. However,
the reward function of anOL-DEC-MDP should be redefined
to take the opportunity loss into account.
5.1. Opportunity Loss. As shown in Figure 2, the agent may
try at most 𝐾 times before being released from the current
job. It will not be available for other upcoming jobs during
the period Δ𝑇𝑧
𝑖𝑗
(𝑡
1
) = [𝑡
1
, 𝑡
𝑧
+ 𝑑
𝑖𝑗
(𝑡
𝑧
)] (1 ≤ 𝑧 ≤ 𝐾) with the
probability
𝑝
𝑧
𝑖𝑗
=
{{
{{
{
1 𝑧 = 1
𝑧−1
∏
𝑥=1
(1 − 𝑝
𝑖𝑗
(𝑡
𝑥
)) 2 ≤ 𝑧 ≤ 𝐾,
(18)
where 𝑡
𝑥+1
= 𝑡
𝑥
+ 𝑑
𝑖𝑗
(𝑡
𝑥
) and 𝑥 = 1, 2, . . . , 𝑧 − 1. As a
result, agent will lose all upcoming jobs during Δ𝑇𝑧
𝑖𝑗
(𝑡
1
) with
probability of 𝑝𝑧
𝑖𝑗
. Hence the opportunity loss for agent 𝑖 to
process job 𝑗 starting from 𝑡
1
can be defined as
OL (𝑖, 𝑗, 𝑡
1
) = max
1≤𝑧≤𝐾
(𝑝
𝑧
𝑖𝑗
max
𝑞∈𝑀(Δ𝑇
𝑧
𝑖𝑗(𝑡1))
𝑟
𝑖𝑞
(𝑡
𝑞
1
)) . (19)
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In the above equation, 𝑡𝑞
1
is the best starting time for agent 𝑖
to process job 𝑞, which is decided by (16).𝑀(Δ𝑇𝑧
𝑖𝑗
(𝑡
1
)) is the
set of all possible jobs that will arrive during period Δ𝑇𝑧
𝑖𝑗
(𝑡
1
).
The opportunity loss of the agent is defined to be the highest
possible reward that the agent may lose during the period of
engagementwith its current job. Considering both the reward
and the potential loss in scheduling decision, we now refine
the reward function in OL-DEC-MDP as following:
𝑟
󸀠
(𝑖, 𝑗, 𝑡
1
) = 𝑟
𝑖𝑗
(𝑡
1
) −OL (𝑖, 𝑗, 𝑡
1
) . (20)
As a result, the best starting time of agent 𝑖 to process job 𝑗 is
𝑡
∗
1
:
𝑡
∗
1
= argmax
𝑡∈𝐴𝑖𝑗
𝑟
󸀠
(𝑖, 𝑗, 𝑡) . (21)
Reward function (21) calculates the maximum reward when
schedule agent 𝑖 to process job 𝑗while taking the opportunity
loss into account.
5.2. Computation of the RewardwithOpportunity Loss. For an
OL-DEC-MDP ⟨𝑠
𝑖𝑗
, 𝐴
𝑖𝑗
, 𝑝
𝑖𝑗
, 𝑟
󸀠
𝑖𝑗
⟩
𝑡1
, if job 𝑗 is allocated to agent
𝑖, then agent 𝑖 should choose a starting time 𝑡
1
from the time
window [𝑡𝑙
𝑗
, 𝑡
𝑒
], while 𝑡
𝑒
+ 𝑑
𝑖𝑗
(𝑡
𝑒
) = 𝑡
𝑢
𝑗
. If derivation of the
reward function (21) exists within interval [𝑡𝑙
𝑗
, 𝑡
𝑒
], the optimal
starting time 𝑡∗
1
can be decided as following:
𝜕 [𝑟
𝑖𝑗
(𝑡
1
) −OL (𝑖, 𝑗, 𝑡
1
)]
𝜕𝑡
1
= 0 (𝑡
1
∈ [𝑡
𝑙
𝑗
, 𝑡
𝑒
]) . (22)
However, if derivation of reward function (21) does not exist
within interval [𝑡𝑙
𝑗
, 𝑡
𝑒
], 𝑡
1
can be decided with the following
heuristics.
(1) Start as early as possible. For example, set 𝑡
1
= 𝑡
𝑙
𝑗
if
the agent is available earlier than 𝑡𝑙
𝑗
, or set 𝑡
1
to be
the earliest time when agent 𝑖 becomes available. We
denote 𝑡
1
under this heuristic as 𝑡
𝑎
, 𝑡
𝑎
∈ [𝑡
𝑙
𝑗
, 𝑡
𝑒
].
(2) Start as late as possible, as long as agent will still have
the same number of retrying opportunities (𝐾) with
starting as early as possible (e.g., at time 𝑡
𝑎
). With this
heuristic, there are 𝑡
𝑥+1
= 𝑡
𝑥
+𝑑
𝑖𝑗
(𝑡
𝑥
) (𝑥 = 1, 2, . . . , 𝐾−
1) and 𝑡
𝐾
+ 𝑑
𝑖𝑗
(𝑡
𝐾
) = 𝑡
𝑢
𝑗
. We denote 𝑡
1
under this
heuristic as 𝑡󸀠.
(3) Start at the time with highest success probability to
complete job 𝑗 within the first try, while still having
themaximal retrying opportunities (𝐾). For example,
𝑡
1
is the time point between [𝑡
𝑎
, 𝑡
󸀠
] with the highest
success probability of the first try. With this heuristic,
there is 𝑡
1
= argmax
𝑡∈[𝑡𝑎,𝑡
󸀠
]
𝑝
𝑖𝑗
(𝑡). We denote 𝑡
1
under
this heuristic as 𝑡
𝑚
.
(4) Start at the time with the highest success probability
to complete the job 𝑗 within the first try. With this
heuristic, there is 𝑡
1
= argmax
𝑡∈[𝑡𝑎 ,𝑡𝑒]
𝑝
𝑖𝑗
(𝑡), while
𝑡
𝑒
+ 𝑑
𝑖𝑗
(𝑡
𝑒
) = 𝑡
𝑢
𝑗
. We denote 𝑡
1
under this heuristic
as 𝑡
𝑀
.
As a result, the best starting time 𝑡∗
1
of agent 𝑖 to process
job 𝑗 considering both rewards and opportunity loss can be
computed as
𝑡
∗
1
= arg max
𝑡1∈{𝑡𝑎 ,𝑡
󸀠
,𝑡𝑚 ,𝑡𝑀}
[𝑟
𝑖𝑗
(𝑡
1
) −OL (𝑖, 𝑗, 𝑡
1
)] . (23)
According to (19), to compute OL(𝑖, 𝑗, 𝑡
1
), we should know
𝑀(Δ𝑇
𝐾
𝑖𝑗
(𝑡
1
)); for example, the set of all possible jobs that will
arrive during time Δ𝑇𝐾
𝑖𝑗
(𝑡
1
). 𝑀(Δ𝑇𝐾
𝑖𝑗
(𝑡
1
)) can be estimated
on-line by the sampling approach, as described in [26, 27],
which can forecast the possible events according to the job
arriving distribution.
5.3. On-Line Scheduling Based on OL-DEC-MDP. The
detailed scheduling algorithm is given as following.
(1) Queuing Up the Incoming Jobs.When a new job comes, it
is queued up in a time-priority queue. A new arrived job with
a smaller low bound of feasible time will have higher priority.
(2) Observing the System State Change. Each agent has a
job list with length of 1, which indicates its next job to be
processed. System state changes when
(a) agent is released from current job and starts to process
the assigned job in its job list (the agent’s job list will
be empty);
(b) agent fails to complete the current job and begins to
make another try (the job in the agent’s job list will be
still waiting, which will be rescheduled);
(c) a new job is coming, and there exists at least one agent
with empty job list (the incoming job will be assigned
to some agent by being pushed into its job list).
(3) Scheduling/Rescheduling When System State Changes.
When system state changes, scheduling or rescheduling
decision will be made to decide or adjust the best next job
as well as the best starting time for each agent. 𝐽
𝐿
denote the
current set of next job of all agents before rescheduling.
(a) If ‖𝐽
𝐿
‖ < ‖𝐼‖, then dequeue ‖𝐼‖−‖𝐽
𝐿
‖ jobs fromqueue.
Let 𝐽
𝑛
be the set of these dequeued jobs. Then, 𝐽
𝐿
∪ 𝐽
𝑛
is the job set to be scheduled/rescheduled, as denoted
by 𝐽
𝑠
.
(b) Order jobs in 𝐽
𝑠
according to time priority, and clear
the job list of all agents.
(c) Schedule each job by order in 𝐽
𝑠
to an agent as
following.
(i) Given job 𝑗, it will be scheduled to the agent 𝑖∗
with highest reward:
𝑖
∗
= argmax
𝑖∈𝐼𝐴
𝑟
󸀠
(𝑖, 𝑗, 𝑡
∗
1
) . (24)
In the above computation, 𝐼
𝐴
is the set of all
agents with empty job list; 𝑡∗
1
is decided by
(23) with given 𝑖 and 𝑗. For each agent, If it
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has not been released when job 𝑗 comes, its
earliest available time 𝑡
𝑎
is set to be the ending
time of its current process cycle. For example,
the scheduling decision is made based on the
assumption that all agents will be released by the
end of its current process cycle. If the assump-
tion is violated according to the observation,
it is thought to be a system state change, and
rescheduling will be made as described in step
3.
(ii) Push job 𝑗 into job list of 𝑖∗.
(4) Job Processing. when available (being released from the
current job), agent will begin to process the job in its job list
at time 𝑡∗
1
, and its job list will be cleared. By Assumption 2,
agents will try many times to complete assigned jobs before
success or time window of the job expires.
5.4. Properties and Proofs
Property 1. The time complexity to compute the best starting
time 𝑡∗
1
for an agent 𝑖 to process job 𝑗 according to (21) is
𝑂(𝑡
𝑢
𝑗
− 𝑡
𝑙
𝑗
).
Proof. As shown in Figure 2, there is one state for an OL-
DEC-MDP in 𝑡
1
, and two possible states in 𝑡
𝑘
, where 𝑘 =
2, 3, . . . , 𝐾,𝐾 + 1. Hence, the maximum number of possible
states during the job process is 2𝐾 + 1. As a result, the time
complexity to calculate the expectation value of completing
current job is 𝑂(2𝐾 + 1). On the other hand, the time
complexity to calculate themaximal possible opportunity loss
is 𝑂(|𝑀(Δ𝑇𝐾
𝑖𝑗
)| ⋅ (2𝐾 + 1)). Therefore, the time complexity to
calculate the reward for a given agent 𝑖, job 𝑗, and start time
𝑡
1
is 𝑂((|𝑀(Δ𝑇𝐾
𝑖𝑗
(𝑡
1
))| + 1) ⋅ (2𝐾 + 1)). As |𝑀(Δ𝑇𝐾
𝑖𝑗
(𝑡
1
))| and
𝐾 are constant for a given instance, we can set a constant
𝐶 = (|𝑀(Δ𝑇
𝐾
𝑖𝑗
(𝑡
1
))| + 1) ⋅ (2𝐾 + 1). Therefore, the time
complexity to compute 𝑡∗
1
in (21) is
𝑂(∫
𝑡
𝑢
𝑗
𝑡
𝑙
𝑗
𝐶) = 𝑂(𝐶 ⋅ (𝑡
𝑢
𝑗
− 𝑡
𝑙
𝑗
)) = 𝑂 (𝑡
𝑢
𝑗
− 𝑡
𝑙
𝑗
) . (25)
Property 2. The average time for agent 𝑖 on processing job 𝑗
is ∑𝐾
𝑧=1
𝑝
𝑧
𝑖𝑗
⋅ (𝑡
𝑧
+ 𝑑
𝑖𝑗
(𝑡
𝑧
) − 𝑡
1
), while 𝑡
𝑧+1
= 𝑡
𝑧
+ 𝑑
𝑖𝑗
(𝑡
𝑧
) and
𝑧 = 1, 2, . . . , 𝐾 − 1.
Proof. As shown in (17), given the starting time of the first
processing 𝑡
1
, the probability is 𝑝𝑧
𝑖𝑗
for the agent 𝑖 to spend
Δ𝑇
𝑧
𝑖𝑗
(𝑡
1
) = [𝑡
1
, 𝑡
𝑧
+ 𝑑
𝑖𝑗
(𝑡
𝑧
)] on processing job 𝑗, where 𝑡
𝑧+1
=
𝑡
𝑧
+ 𝑑
𝑖𝑗
(𝑡
𝑧
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Figure 3: killing probability function.
6. Evaluations
6.1. Evaluation Setting. In the evaluation, a scenario of
antiship missile defence by SAM systems is studied, which is
introduced in [2].
Suppose there are four ship-borne SAM systems that can
be scheduled to intercept the incoming antiship missiles,
and each SAM system is capable of working independently
and intercepting antiship missile coming from any direction
(the modern ship-borne vertical launching missile system
matches these features and is becoming very popular). The
feasible interception time window of each incoming antiship
missile 𝑗 is set to be [𝑡𝑙
𝑗
, 𝑡
𝑗
+ 43.29𝑠], in which 𝑡𝑙
𝑗
is the
time when the antiship missile is detected. The length
of interception time window is decided by the detection
capability of SAM system as well as the speed of the antiship
missile. As a result, based on Section 5, if a SAM system is
available when the missile is detected, there are 𝑡
𝑎
= 𝑡
𝑙
𝑗
,
𝑡
𝑚
= 𝑡
𝑀
= 𝑡
𝑎
+ 15.9𝑠, and 𝑡󸀠 = 𝑡
𝑎
+ 20.47𝑠 based on
scenario in [2]. The killing probability associated with the
starting time of each interception 𝑝
𝑖𝑗
(𝑡) is shown in Figure 3,
which is approximated by a cubic multinomial. The duration
function is defined as 𝑑
𝑖𝑗
(𝑡) = 𝑟
𝑖𝑗
(𝑡)/(]sam+]𝑚), where 𝑟𝑖𝑗(𝑡) is
the range at time 𝑡 between the SAMmissile and the antiship
missile; ]sam and ]𝑚 are the velocities of the SAMmissile and
the antiship missile.
For the incoming antiship missile, the total number
is set to be 𝑚 (𝑚 ∈ {10, 12, 14, 16, 18}), and its arrival
follows uniform distribution during a time span [0, 𝑇] (𝑇 ∈
{20, 30, 40, 50, 60, 70, 80, 90}). To compute the opportunity
loss as described in Section 5, a sampling method [26, 27] is
implemented. Simulations are run under each combination
of 𝑚 and 𝑇 to compare the scheduling result under different
circumstances.
6.2. Quality of Scheduling. In the air-defence scenario, fail to
intercept even one time may result in severe damage. Hence
the quality of scheduling is measured by the probability of
successfully interception of all incoming antiship missiles,
which is denoted as P-interception. As shown in Figures 4
and 5, both DEC-MDP andOL-DEC-MDP based scheduling
approaches illustrate that less intensive the attack comes
(fewer antiship missiles with fixed time span or longer time
8 Mathematical Problems in Engineering
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Figure 4: Probability of overall interception of DEC-MDP based
approach.
span with fixed incoming antiship missiles), higher the P-
interception will be. The reason is that if there are fewer
antishipmissiles per time unit, there should bemore available
SAM systems that can be scheduled, hence the overall
interception performance will be improved.
However, as shown in Figure 6, the OL-DEC-MDP based
scheduling approach always has a higher probability of
overall interception compared with DEC-MDPmodel. It can
be observed that, for the same time span, the improvement
of OL-DEC-MDP becomes more significant as the number
of incoming missiles (𝑚) increases. For example, there
is performance improvement under more intensive attack
environment. On the other hand, the overall shape of the
improvement along the time span (for the fixed number
of incoming antiship missiles, longer time span means less
intensive attack) tends out to be a “cap.” For example, the
improvement rises sharply with the time span increasing at
first and then comes down after reaching some peaks. The
reason is that when the time span is small at first, which
means that the antiship missiles are coming very intensively,
it is very hard to improve the interception performance by
OL-DEC-MDP since the SAM system reaches its saturation
point under very intensive attack. The decision space left
for each SAM system to decide the best starting time of the
interception is quite small; hence OL-DEC-MDP has similar
performance with DEC-MDP. However, when the intensity
falls below the saturation point of the SAM system, the
improvement brought by OL-DEC-MDP becomes gradually
significant as opportunity loss is taken into account in on-
line scheduling to achieve better overall performance. As the
attack intensity continues to lower down with the increase of
time span, the whole system hasmore than enough capability
(available SAM systems) to intercept the incoming missiles;
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Figure 5: Probability of overall interception of OL-DEC-MDP
based approach.
hence the improvement brought by OL-DEC-MDP becomes
less significant.
Figure 7 shows the best starting time of interception used
in OL-DEC-MDP obtained by heuristic strategy introduced
in Section 5. 𝑌-axis is the time indicating how long after an
antiship missile is detected the first interception is launched.
It can be observed that when the antiship missiles arrive
intensively (which means smaller time span with fixed total
incoming missiles), OL-DEC-MDP prefers to postpone the
first interception launch. Study on the simulation data shows
that the optimal starting time for interception under this case
is near the time 𝑡
𝑚
, which means that the strategy to achieve
the highest killing probability against the antiship missile by
one shot is the superior strategy. This observation can be
inferred from Property 2 that the superior strategy in this
case is to release the SAM system as early as possible to treat
the next incoming antiship missile. On the other hand, when
the attack is less intensive (which means longer time span
with fixed total incomingmissiles), OL-DEC-MDP prefers to
start the interception earlier as to leave more feasible time for
retrying in case of interception fail.
7. Conclusions
This paper proposes an OL-DEC-MDP model for on-line
multiagent stochastic scheduling, which considers the start-
ing time-dependent probability of success and processing
duration. The probability of completing the assigned job
by an agent would be higher when the process is started
earlier, but the opportunity loss could be also high due to the
longer engaging duration. As a result, OL-DEC-MDP model
introduces the reward function considering the opportunity
Mathematical Problems in Engineering 9
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Figure 6: The increased probability of interception by OL-DEC-
MDP compared with DEC-MDP.
loss and schedules the incoming job to the agent with the
highest reward. In order to measure the opportunity loss,
OL-DEC-MDP model uses sampling method to predict the
upcoming jobs and introduces heuristic strategies to compute
the best starting time of an agent against an incoming job.The
simulation experiments show that the OL-DEC-MDP model
will improve the overall scheduling performance compared
with models without considering opportunity loss, such as
DEC-MDP. The overall trend of performance improvement
is studied under different scenarios, which shows that the
performance improvement is most significant if the jobs are
coming intensively but within the saturation point of the
multiagent system.
For the future research, we should extend the model to
more general cases.
(1) Dependency Between Agents. In some cases, agents
may interfere with other’s operation. For example, if
soft weapons such as chaff rocket are used during
the interception, there may be mutual interference
between different air defence weapons: firing a chaff
rocket may prevent the missile guiding radar of
the SAM system from working normally. In future
work, the mutual influence between agents will be
considered in constructing available strategy set and
computing action reward.
(2) Partial Observation. For some real-world problem,
the result of the action can only be partially observed.
For example, the result of interception by a SAM sys-
temmaynot be totally observed by other agents due to
the limitation of sensing capability. Hence the reward
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Figure 7: The average starting time of interception (𝑡∗
1
) computed
by OL-DEC-MDP.
and the opportunity loss should be reevaluated, and
POMDP (partial observation MDP) based approach
could be a good candidate.
(3) On-line Learning. The sampling approach imple-
mented in OL-DEC-MDP is based on the prior
knowledge of the arrival distribution of the incoming
jobs. If the prior knowledge of the arrival distribution
does not exist, the on-line learning method could be
used to learn and predict the future incoming jobs.
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In this work we present a topological map building and localization system for mobile robots based on global appearance of visual
information.We include a comparison and analysis of global-appearance techniques applied to wide-angle scenes in retrieval tasks.
Next, we define multiscale analysis, which permits improving the association between images and extracting topological distances.
Then, a topological map-building algorithm is proposed. At first, the algorithm has information only of some isolated positions of
the navigation area in the form of nodes. Each node is composed of a collection of images that covers the complete field of view
from a certain position.The algorithm solves the node retrieval and estimates their spatial arrangement.With these aims, it uses the
visual information captured along some routes that cover the navigation area. As a result, the algorithm builds a graph that reflects
the distribution and adjacency relations between nodes (map). After the map building, we also propose a route path estimation
system. This algorithm takes advantage of the multiscale analysis. The accuracy in the pose estimation is not reduced to the nodes
locations but also to intermediate positions between them.The algorithms have been tested using two different databases captured
in real indoor environments under dynamic conditions.
1. Introduction
The autonomous navigation of a mobile robot usually
involves a minimal knowledge of the surrounding environ-
ment. Normally, that knowledge is used with the purpose of
building an internal representation of the area in amap.Using
the map and the current information that the robot receives
from its sensors, it is possible to carry out the localization of
the robot and also to simultaneously add new information to
the map.
In the literature, we can find a wide variety of environ-
ment representations depending on the sensor used. In this
way, it is possible to find examples that try to compute the
position of the robot using GPS, laser, or wheel encoders as
input information sensors. Among all the possibilities, vision
systems have become common sensors for robot control
due to the richness of the information they provide, their
relative low weight and cost, and the variety of possible
configurations. So that, we can find researches based on
single standard cameras as [1], wide-angle cameras [2],
stereo cameras [3], catadioptric systems that provide us with
omnidirectional images [4], or an array of cameras arranged
circularly to obtain a panoramic image [5]. In this work, we
use a fish-eye single camera, due to the fact that they provide a
wide-angle view of the environment and have lower cost than
other visual systems.
In the great majority of real visual applications, it is not
possible to work with the image information directly from
the sensors, as the memory requirements and computational
cost would make the process unfeasible. Taking this into
account, it is necessary to find an alternative representation
of images that contains as much information as possible with
a reduced memory size. In this task, two main categories
can be found: feature based and global-appearance based
Hindawi Publishing Corporation
Mathematical Problems in Engineering
Volume 2014, Article ID 365417, 23 pages
http://dx.doi.org/10.1155/2014/365417
2 Mathematical Problems in Engineering
descriptors. The first approach is based on the extraction and
description of significant points or regions from the scene.
In this sense, we find examples of the use of SIFT features
[6, 7], SURF [8, 9], or Harris edge and corner detector [10]
applied to localization andmapping tasks. On the other hand,
global-appearance descriptors try to describe the scene as
a whole, without the extraction of local features or regions.
These techniques have a special interest in unstructured and
changing environments where finding patterns to recognize
the scene might be difficult. For example, Kro¨se et al. [11]
demonstrate the robustness of PCA (principal component
analysis) applied to image processing. Menegatti et al. [12]
take advantage of the properties of the discrete fourier
transform (DFT) applied to panoramic images in order to
build descriptors of the scene. In [13], Kunttu et al. describe
the behaviour of a descriptor based on Fourier transform and
Wavelet filter in image retrieving tasks.
Regarding the representation of the map, three main
approaches stand out: metric, topological, and hybrid tech-
niques. Metric maps include information of distances with
respect to a predefined coordinate system. These maps
provide the position of the robot except for an uncertainty
associated with the sensor error. However, they usually have
high computational cost. As an example, it is possible to find
examples based on a sonar sensor applied to robot navigation
[14] and other approaches that solve the SLAM problem
using a team of robots with a map represented by the three-
dimensional position of visual landmarks [15].
In contrast, topological techniques use graph-based rep-
resentations of the environment. The nodes correspond
to different areas of the environment, whereas the edges
represent the connectivity relationships between the nodes.
In those maps there are no absolute distances. Since they
constitute a simple and compact representation, time and
memory requirements are generally lower than in metric
maps. However, they contain enough information to allow
the robot to navigate autonomously through the environ-
ment. Many different visual-based navigation systems can be
found, as [16, 17] present. They both use an omnidirectional
camera as input sensor and topological maps as a repre-
sentation of structured indoor office environments. In these
maps, the nodes correspond to images of the areas where
the robot navigates. These images are described using PCA
techniques in order to reduce the memory requirements.The
navigation between nodes relies on a visual path following
algorithm that extracts the edges of corridor walls. A similar
system but using a single camera is developed in [18]. Nodes
correspond to special locations where certain actionsmust be
taken, such as a turning or a door crossing; meanwhile, the
edges represent trajectories where visual servoing navigation
can be carried out. Specifically, the visual servoing is based
on the vanishing point to keep the trajectory of the robot
centered in the corridor. Other examples of topological map
indoor navigation can be found in [19], where the gradient
orientation histogram of the image is used in order to
describe the scenes. Sˇtimec et al. [20] present an appearance-
based method for path-based map learning in both indoor
and outdoor environments.This system is based on clustering
of PCA features extracted from panoramic images in order
to obtain distinctive visual aspects. In [21] we can find a
topological localization system in a home environment.They
use a sonar sensor and a grid map matching in order to
carry out the localization of a robot, dealing also with the
kidnapping problem. In [22], another example of topological
homing navigation system is presented. In the proposal, some
information from an omnidirectional visual system, a 3D
stereo vision system, and the odometry are combined to carry
out mapping and localization tasks using a mobile robot.
FAB-MAP [23, 24] is another well-known topological SLAM
approach, based on SURF features extraction to describe the
appearance of the images. This algorithm has been tested
in large scale navigation environments. On the other hand,
Bellotto et al. [25] describe a visual topological localization
system formobile robot that uses digital image zooming.This
work is based on the appearance of omnidirectional images
and includes an image matching algorithm that improves the
image association by means of the use of digital zoom of the
scenes.
At last, regarding hybrid techniques, they try to take
advantage of both topological and metric proposals. Nor-
mally, hybrid maps use metric in order to build local maps
of separated areas, whereas topological relations are used in
order to create a general map. It is also possible to introduce
the topological relations to carry out loop closures in metric
maps. An example of hybrid SLAM algorithm is RatSLAM
[26]. This technique integrates the internal odometry of the
robot provided by wheel encoders and visual information,
using a neural network in a biologically inspired fashion. In
[27] we can find the joint use of FAB-MAP and RatSLAM.
In this paper we propose a framework for only-visual
topological map building and localization. Our technique
stands out because of the use of global-appearance techniques
to describe the scenes and the application of amultiscale anal-
ysis of the visual information to estimate relative distances
between images. The system is intended for autonomous
robotic navigation in mainly indoor spaces, such as offices
and industrial environments where topological navigation is
suitable.
The map is represented as a graph. In this graph, the
nodes are collections of 8 wide-angle images captured every
45 degrees, covering the complete field of view around their
positions. The topological distance between nodes, which
is estimated by means of the multiscale analysis, will be
proportional to the actual distance between positions of the
nodes in the real world.
We use the information of several routes of images
acquired along the environment, which pass through the
nodes, to carry out the map building. The map building
system is able to recognize new nodes, find their orientation,
their relative position, and connectivity using these routes
of images. We use the multiscale analysis to obtain both an
increase of correct matching of route images in the map
database and also a measurement of the relative position of
the compared scenes.
After the map building, we propose a route estimation
algorithm, which takes also advantage of that multiscale
analysis. In this case, this analysis is used to enhance
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the localization of the robot, being able to locate the robot not
only in the nodes positions but also in intermediate points.
We also introduce a weighting function that improves the
localization accuracy using the graph obtained during the
map building.
In [28], we find an example of visual route navigation
using visual information that tries to keep the input memory
to a minimum. Following that idea, we include a study of the
computational cost of image retrieving using different global-
appearance descriptors and image sizes in order to minimize
the time and memory requirements. This study will be used
to select the descriptor and the features of the images in the
map building and localization experiments.
The following glossary includes some of the terms used in
the text.
(i) Node: collection of 8 images captured from the same
position on the groundplane every 45∘ approximately,
covering the complete field of view around that
position.
(ii) Map database or node database: collection of the
images of all the nodes.
(iii) Map: graph that represents the topological layout of
the nodes.
(iv) Map building: process of finding the topological
connection between nodes and their relative position.
(v) Topological distance: relative position between images
or nodes in the map.
(vi) Image distance (d): Euclidean distance between the
descriptors of two images.
The contributions of this paper are the following.
(i) We propose the multiscale analysis, which allows
us to determine the relative position of two images
captured with approximately the same orientation
using global-appearance descriptors.
(ii) The paper includes a map building algorithm. Our
algorithm lies in finding the spatial distribution of
a collection of nodes of images distributed along an
area. The system provides a topological graph that
represents the adjacency relations and layout of the
nodes.
(iii) We develop a topological localization system that
extends the possible current pose estimation of the
robot not only to the node locations but also to
intermediate positions, making use of the multiscale
analysis. This system allows the robot to estimate
its path during the navigation using only the visual
information.
(iv) Finally, we offer an experimental validation of the
map building and route path estimation algorithms
using our own database, which contains information
of two different areas.
The remainder of the work is structured as follows.
Section 2 introduces the specifications of the images captured
to carry out the experiments and the global appearance
descriptors considered to describe the scenes. In Section 3
we compare and analyze the computational requirements
and matching precision of different descriptors using several
image resolutions. Section 4 introduces the multiscale anal-
ysis. Next section presents the algorithm developed to build
the topological map. In Section 6, we explain a novel route
path estimation algorithm. Section 7 includes the experimen-
tal results using our own database. Finally, a summary with
the main contributions in this work is included.
2. Images Features and Descriptors
This section describes the main features of the images used in
the experimental part and the techniques we have applied in
order to obtain a descriptor that extracts the main informa-
tion from the images based on their global appearance.
The images are captured using a fisheye lens camera.
Specifically, we use the Hero2 camera of GoPro [29]. We
choose this camera due to its wide-angle field of view (127∘),
its low weight, and relative low cost compared to other visual
systems.
The goal of the image descriptors is to solve the problem
of place recognition using the global appearance of the scenes,
trying to keep the memory requirements and computational
cost to a minimum. The descriptors based on the global
appearance concentrate the visual information of the image
working with it as a whole, avoiding the extraction of
landmarks or local features.They have presented good results
in visual navigation tasks. It is possible to find previous
works comparing these techniques [30, 31] or using them
in map building and localization [32]. These researches use
omnidirectional vision sensors. However, we do not have
knowledge of any work where these techniques had been
applied to nonpanoramic images.
Due to the use of a fisheye lens, the images captured with
our camera present a radial distortion that must be corrected.
It would be impossible to obtain useful information from the
distorted images using global appearance descriptors, since
they are based on the spatial distribution and disposition
of the elements in the scene. For that reason, we use the
Matlab Toolbox OCamCalib [33] to calibrate the camera and
compute the undistorted scenes from the original images.
We consider 𝑈𝑉 the coordinate system of the image
and 𝑋𝑌𝑍 the coordinate system of the real world, which is
situated in the focal point of the lens. We consider the 𝑈𝑉
directions aligned with 𝑋𝑌. The coordinates 𝑥 and 𝑦 of a
point 𝑃 in the real world are proportional to the coordinates
𝑢 and V of an image point:
[
𝑥
𝑦
] = 𝛼 ⋅ [
𝑢
V] . (1)
Therefore, the vector ⃗𝑃 can be defined as
⃗𝑃 = [
[
𝑥
𝑦
𝑧
]
]
= [
[
𝛼 ⋅ 𝑢
𝛼 ⋅ V
𝑓 (𝑢, V)
]
]
. (2)
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Figure 1: Forward projection function of the camera.
We can include the parameter 𝛼 in the function 𝑓(𝑢, V).
In this way, the previous equation can be expressed as
⃗𝑃 = [
[
𝑥
𝑦
𝑧
]
]
= [
[
𝑢
V
𝑓 (𝑢, V)
]
]
. (3)
Due to the symmetric geometry of the lens, the coordi-
nate 𝑧 of the point 𝑃 only depends on the distance of the
image point 𝑝 regarding the image coordinate center:
⃗𝑃 = [
[
𝑥
𝑦
𝑧
]
]
= [
[
𝑢
V
𝑓 (𝜌)
]
]
, with 𝜌 = √𝑢2 + V2. (4)
The function 𝑓, also named forward projection function,
depends on the lens geometry. In general, it can be expressed
as a n-degree polynomial:
𝑓 (𝜌) = 𝑎
0
+ 𝑎
1
⋅ 𝜌 + 𝑎
2
⋅ 𝜌
2
+ 𝑎
3
⋅ 𝜌
3
+ ⋅ ⋅ ⋅ + 𝑎
𝑛
⋅ 𝜌
𝑛
. (5)
In our particular case, the minimum calibration error is
obtained for a polynomial of degree equal to 3.The calibration
function is
𝑓 (𝜌) = −13194.89 + 2.252 ⋅ 10
−4
𝜌
2
+ 5.90 ⋅ 10
−8
𝜌
3
. (6)
This function provides information about the direction
of the rays that arrive to the camera system. The undistorted
image corresponds to the protection of these rays in a plane
parallel to the camera sensor.
Figure 1 shows the forward projection function of the
camera, obtained after the calibration process.
In Figure 2 we can see an example of the original image
and the undistorted view.
In the remainder of the paper, when we talk about the
images, we will refer to the undistorted version of the original
scenes.
Next, we include a summary of different descriptors based
on the global appearance of the scenes.
2.1. Fourier-Based Techniques. It is possible to describe
an image using the discrete Fourier transform over its
rows. We can transform each row of the image {𝑎
𝑛
} =
{𝑎
0
, 𝑎
1
, . . . , 𝑎
𝑁−1
} into the sequence of complex numbers
{𝐴
𝑛
} = {𝐴
0
, 𝐴
1
, . . . , 𝐴
𝑁−1
}:
{𝐴
𝑛
} = F [{𝑎
𝑛
}] =
𝑁−1
∑
𝑛=0
𝑎
𝑛
𝑒
−𝑗(2𝜋/𝑁)𝑘𝑛
; 𝑘 = 0, . . . , 𝑁 − 1.
(7)
The most relevant information of the image is concen-
trated in the low frequencies. These frequencies represent
large scale features of the images. Moreover, in real images,
high frequencies are often affected by noise. Figure 3 shows
the modules of the first components of the Fourier transform
of each row of an image. Hence, we select only the first
coefficients of the discrete Fourier transform of each row to
build the descriptor.
In [12], Menegatti et al. present a descriptor that uses
the discrete Fourier transform in panoramic images, defining
the Fourier signature. Since the magnitude of the transform
presents rotational invariance, in that case it constitutes the
localization descriptor. However, our database images are
not panoramic, and the rotational invariance may introduce
localization errors in areas where there is a symmetry
between different images, as corridors. To avoid it, our
descriptor is not made up by the magnitude but by the
original complex values.
2.2. Histogram of Oriented Gradients. The descriptor based
on the histogram of oriented gradients (HOG) [34] uses the
orientation of the gradient of an image. First we have to
compute the spatial derivatives of the image along 𝑥 and 𝑦-
axis (𝐼
𝑥
and 𝐼
𝑦
).Then, we obtain themagnitude and direction
values of the gradient of each pixel:
|𝐺| = √𝐼
2
𝑥
+ 𝐼2
𝑦
; 𝜃 = arctan(
𝐼
𝑦
𝐼
𝑥
) . (8)
Next, the image is divided into cells, and the histograms of
the cells are computed. In Figure 4 we can see the division of
the gradient of an image to obtain different cells (Figure 4(b))
and the estimation of the histogram of each cell (Figure 4(c)).
The histogram is computed based on the gradient orientation
of the pixels within the cell, weighted with the magnitudes of
the gradient.The descriptor consists of the histograms’ values
of all the cell the image is divided into, ordered in a vector.
2.3. Gist-Based Techniques. Gist denotes a group of tech-
niques that can be used to compress visual information as
[35] details. These descriptors try to obtain the essential
information of the images simulating the human perception
system, that is, identifying a scene through its colour or
remarkable structures, avoiding the representation of specific
objects. Oliva and Torralba [36] develop this idea under the
name of holistic representation of the spatial envelope to create
a descriptor. In [37], this model uses global scene features,
such as spatial frequencies and different scales based on
Gabor filtering.
A Gabor filter is a lineal filter whose impulse response
is a sinusoid modulated with a Gaussian function [38].
Therefore, a Gabor mask is localized both in the spatial and
in the frequency domains (Figure 5). Thanks to its properties
regarding textures treatment, Gabor filter can be used in
compression and segmentation of digital images, as [39]
shows.
First, we create a bank of Gabormasks including different
resolutions and orientations.Then, the image is filtered using
the set of filters. The orientation of each filtering depends
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Figure 2: (a) Image captured with a fisheye lens camera and (b) its corresponding undistorted view.
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Figure 3: Module of the discrete Fourier transform of an image per
rows.
on the number of masks of each resolution, since they are
equally distributed between 0 and 180 degrees. The filtered
images encode different structural information according to
the mask applied. After that, the images are divided into cells,
and we compute the average pixels’ value within each cell.
This process is represented in Figure 6. This is repeated for
every filtered image. The final descriptor is composed of the
mean value of intensity of the pixels contained in horizontal
cells applied to every filtered scene.
3. Localization Recognition
In this section, we present a comparison between the differ-
ent global appearance descriptors included in the previous
section applied to location retrieval tasks. The aim of this
study is to check the performance of these descriptors applied
over perspective images using different resolutions. The
comparison takes into account both the precision in correct
matching and the computational requirements.
The database is composed of several nodes of images
captured in different isolated places randomly chosen in both
indoor and outdoor environments. Note that every node is
composed of 8 images captured with a phase lag equal to 45
between consecutive images.We also take a set of test images.
Table 1: Image resolutions used in the experiments.
Image’s pixels
Size 1 1817 × 1004
Size 2 512 × 283
Size 3 256 × 128
Size 4 128 × 64
Size 5 64 × 32
Size 6 32 × 16
Size 7 16 × 8
The test images are captured in the same locations of the
nodes with unknown orientations. Specifically, we capture 26
nodes and 3 test images per location.This database is different
from the images used in the following sections.
In the experiments, we create a database with the descrip-
tors of all the images of the nodes. When a new test image
arrives, we compute its descriptor and compare it with the
database. We define the image distance as the Euclidean
distance between descriptors, which allows us to measure the
similarity between scenes. Regarding the classifier, we choose
the nearest neighbour.
Moreover, we are interested in finding the minimum
image resolution we can use without detriment of matching
precision. Table 1 shows the image sizes we have tested along
the experiments. Size 1 is the original resolution of the
camera.
In Figure 7 we can see the necessary time to compute the
descriptor of an image.The information has been divided into
two different graphs in order to clarify the data included. On
the other hand, Figure 8 shows the memory requirements to
store the image descriptors of all the nodes in a database. We
can appreciate an exponential reduction of the requirements
when we use smaller resolutions.
Gist-Gabor stands out as the computationally most
expensive descriptor (Figure 7), although as the image size is
reduced, the time differences between descriptors decrease.
Regarding the memory requirements (Figure 8), the Fourier
signature is the technique with highermemory requirements.
Figure 9 shows the performance of each descriptor when
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Figure 4: Example of HOG description process. (a) Original image, (b) gradient of the image and cell division, and (c) histogram of oriented
gradients of each cell.
finding the correct position using recall and precision mea-
surements [40] for the three nearest neighbours. The Fourier
signature is almost invariant to the image resolution, whereas
HOG presents a notable reduction of the precision using the
smallest resolutions.
The main criteria for the selection of the descriptor is
the precision in image association. For that reason, HOG
becomes the less appropriate descriptor, although itsmemory
and time performance are favorable. The Fourier signature
presents a high precision in the position estimation for all
image sizes, but it is lower than Gist-Gabor. Moreover, the
size of the database createdwhenwe use the Fourier signature
is higher than the other techniques. For those reasons, the
descriptor selected is Gist-Gabor. The results obtained using
the fifth image size (64 × 32 pixels) show an appropriate
compromise between time and memory requirements and
precision.
4. Multiscale Analysis
This section describes the multiscale analysis. During the
matching process between the images of the nodes and
the routes, the nodes might be too separated for a correct
association, especially in the route locations that are halfway
betweennodes. As a consequence, the appearance of the route
images could present insufficient similarity with the nodes
scenes to find a reliable retrieval in the node database. The
aim of the multiscale analysis is to improve the association
accuracy and to estimate the relative position between images
making use of the global appearance descriptors.
Given two images, this technique carries out the compar-
ison of several zooms-in of the central area of each image at
different scales. Figure 10 shows the field of view of a camera
when it moves forward perpendicularly to its projection
plane.We can appreciate that the scene in the ahead position,
represented in blue, corresponds to the central area of the
field of view associated with the first position, represented
in orange. If we select the central area of the orange image
and rescale it to the original image size (simulating a digital
zoom), the appearance regarding the second image (the blue)
increases. Figure 11 illustrates an example of this idea. It
includes two images captured during the forward navigation
movement of robot following a route (Figures 11(a) and 11(b)).
In the figure is also included a zoom-in of the central area of
(a) (Figure 11(a󸀠)). We can appreciate that the zoomed image
(a󸀠) is more similar in appearance to (b) than the original
scene (a).
The similarity between scenes is measured using global-
appearance descriptors (Section 3). After the comparisons
with different scales, we select the association with the lowest
image distance (i.e., the nearest neighbour), since it denotes
the most similar images using the global appearance.
The scales of the two images matched during the asso-
ciation process provide information about their relative
position. Specifically, the algorithm uses the difference of the
scales to estimate the distance between images.
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Figure 5: (a) Complex sinusoid, (b) Gaussian envelope, and (c) Gabor filter resulting of the convolution of both functions.
Figure 6: Division of the filtered image in cells and estimation of the mean intensity value of the pixels within each cell.
Figure 12 illustrates this process. The example includes
four images of a route captured sequentially as the camera
moves forward. In the example, we aim to estimate the
topological distance of the four scenes regarding Scene 1,
which is our reference image. For that purpose, we estimate
different scales of Scene 1, compute their global-appearance
descriptors, and compare them with (a) Scene 1, (b) Scene 2,
(c) Scene 3, and (d) Scene 4 without zoom.
Since these images are captured sequentially, each scene is
geometrically more separated from Scene 1 in the real world.
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Figure 7: Necessary time to build each descriptor depending on the image size.
In other words, Scene 3 is more separated from Scene 1 than
Scene 2, and Scene 4 has been captured in the most distant
point from Scene 1.
On the other hand, Figure 12 includes on the right side a
graph that represents the image distances of the four scenes
versus the different scales of Scene 1.
The scale factor (𝑠) is the quotient between the original
resolution of the image and the size of the area we select. For
instance, if the resolution of the image is 32 × 64, a scale equal
to 𝑠 = 2 is supposed to select the 16 × 32 central pixels.
In the graph,we highlight the scale of Scene 1 that presents
the minimum image distance for each scene of the example.
Note that lower image distances (i.e., Euclidean distance
between descriptor) denote higher similarity between scenes.
As expected, the minimum image distance comparing
with Scene 1, which is the same image than the reference
scene, is obtained using a scale equal to 1, that is, when no
zoom is applied. Regarding the comparisons with the other
scenes, we can realize that the minimum image distance
is obtained for higher zoom scales as the scene is more
separated geometrically in the real world from the reference
image (Scene 1).
Therefore, there is a direct correlation between the scale
where the minimum image distance is obtained and the
geometrical distance of the scenes in the real world. In
our map building and localization algorithms, we use the
difference of scales as topological distance between scenes.
Moreover, as seen in Figure 12, we obtain also a reduction
of the image distance when comparing two images, which
means that we increase the similarity of the compared scenes
using the global appearance.
This increase in the similarity between images turns into
an improvement of the precision in the image association
task. The map building and navigation algorithms proposed
in the following sections of this work rely on the matching
between the images of isolated positions in the environ-
ment (the nodes) and images acquired along routes. For
that reason, an improvement of the association precision is
important.
To measure this improvement, we study the association
between 352 node images and 172 images of routes. We
compare each image of the route with all the node images
and select the association with minimum image distance
(the nearest neighbour). We consider that the association
has been correct when the selected node is the nearest
in geometric distance in the real world. Figure 13 shows
the recall-precision results using the multiscale analysis and
without it. Thanks to the introduction of the multiscale
analysis, the precision in correct node retrieval increases 14%.
Therefore, the multiscale analysis improves the asso-
ciation between images and provides a measurement of
topological displacement between two images by means of
the zoom scales (𝑠).
5. Map Building
This section details our topological map building algorithm.
It starts with a database that contains the descriptors of all
the images of the nodes, with no information of their spatial
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Figure 8: Database memory requirements using several image sizes and descriptors.
distribution. In the database, the images of the same node
are stored consecutively, but the order of the nodes does not
provide information about their spatial layout.
We also have different routes of images capturedwhile the
robot navigates along the nodes. The scenes of the routes are
ordered as they are captured during the navigation, and the
algorithm incorporates their information sequentially, that is,
in the same order they are captured.
The aim of this algorithm is to select the nodes of the
database as they are associated with the images of the routes
using the global appearance descriptors, to establish the
adjacency relationship between nodes, to define its orienta-
tion, and to estimate the distances between nodes using the
multiscale analysis.
After the map building process, we obtain a graph that
represents the spatial distribution of the nodes, and the edges
are the adjacency relations between those nodes.
5.1. Estimation of the Relative Position between Nodes and
Route Images Using the Multiscale Analysis. During the map
building, the algorithm uses both the multiscale analysis to
compare each image of the route with the images of the
nodes. Given a route image, the matching process carries out
the comparison of different scales of that image with several
scales of the node images. After the comparisons, we select
the experiment with the minimum image distance. 𝑠
𝑛
and 𝑠
𝑟
represent the specific scale factors of the node and the route
images, respectively, obtained with the multiscale analysis.
These two scales permit determining the relative position
between the image of the node and the route.The topological
distance (l) between the route image and the node can be
estimated as
𝑙 = 𝑠
𝑛
− 𝑠
𝑟
. (9)
Following the example included in Figure 14, when the
route image is in front of the node (example Node 1), the
comparison with the highest similarity between scenes is
obtained doing a zoom-in of the node image (Figure 14(a󸀠)).
Hence, 𝑠
𝑛
> 𝑠
𝑟
, obtaining a negative topological distance
(𝑙 > 0). On the contrary, in the image of the route is situated
backwards the node (example Node 2), the minimum image
distance is obtained when we compare the image of the route
using zoom-in with the image of the node without any zoom.
In that case, according to (9), we obtain 𝑙 < 0. Therefore, the
topological distance 𝑙 not only provides information about
the relative distance between the nodes and the route images
but also the direction of their distance by means of its sign.
In Figure 15, an example of a reduced experiment of node
retrieval and distance estimation is shown. It includes two
node images and nine images of a route whose path coincides
with the nodes position. The results show the nearest node
𝑛, the scales of the node image (𝑠𝑛) and the route image (𝑠𝑟)
estimated using the multiscale analysis, and the topological
distance 𝑙. In this example, we have omitted the estimation of
the orientation, since the route follows a straight line. In the
localization results, we can see that the topological distance 𝑙
is negative when the route images are backwards the nearest
node and positive when they are ahead the node.
5.2. Association between Routes and Nodes Images. The first
step in the map building algorithm is the matching between
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Figure 9: Recall-precision graphs in location retrieval considering the three nearest neighbours for different image’s sizes using (a) Fourier
signature, (b) HOG, and (c) Gist-Gabor.
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Figure 10: Representation of the field of view of a camera considering a movement perpendicular to the projection plane.
(a) (b)
(a󳰀)
Figure 11: (a) Image captured in a route, (b) image captured in front of image (a), and (a󸀠) zoom-in of image (a).
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Figure 12: Consecutive scenes of a route of images and image distance of the scenes regarding different scales of Scene 1.
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Figure 13: Recall-precision of the nearest neighbour in node retrieval using Gist-Gabor as a descriptor. Comparison with and without the
multiscale analysis.
the routes’ and the nodes’ images. This association is used to
decide whether a new node is included in the map and is
based on the image distance using the global appearance of
the scene.
The algorithm can be summarized as follows.
(i) First, we create the map retrieval database. For that
purpose, the algorithm computes the descriptors 𝑧𝑛 ∈
R1𝑥𝑦 of the node imagery (including different scales
of every image).𝑦 denotes the number of components
of each descriptor.
(ii) The descriptors are stored in columns of a
matrix, which represents the map database,
Z = [𝑧𝑛
1
, 𝑧
𝑛
2
, . . . 𝑧
𝑛
𝑖
, . . . , 𝑧
𝑛
𝑚
], and 𝑚 is the number of
images included in the database, that corresponds
with the product of the number of nodes, orientations
per node, and number of zoom scales per image.
(iii) Since the descriptors are stored following the same
order as the database images, it is possible to know
the node 𝑛, orientation in the node 𝜃, and zoom
factor scale 𝑠𝑛 of each descriptor included in the
database, since they are function of the position of the
descriptor in the matrix Z. Denoting 𝑖 as the number
of column in Z,
[𝑛, 𝜃, 𝑠
𝑛
] = 𝑓 (𝑖) . (10)
It should be noted that the order in which the nodes
are stored in the database does not provide infor-
mation about its spatial distribution. The position of
the nodes is totally unknown to the system when the
algorithm starts.
(iv) When a new route image arrives, the algorithm com-
putes its descriptor 𝑧𝑟, and it calculates its Euclidean
distance 𝑑 with all the descriptors included in Z:
𝑑
𝑟
𝑖
= √
𝑦
∑
𝑎=1
(𝑧
𝑛
𝑖,𝑎
− 𝑧𝑟
𝑎
)
2
, 𝑖 = 1, . . . , 𝑚. (11)
(v) The image distance 𝑑𝑟
𝑖
is used as a classifier. The
algorithm selects the nearest neighbour and is associ-
ated with the minimum distance 𝑑 the corresponding
values of 𝑛, 𝜃, and 𝑠
𝑛
.
(vi) The algorithm repeats this process using different
scales of the route image (𝑠
𝑟
).
(vii) Once we have estimated the image association for the
different scales 𝑠𝑟, we order the results regarding𝑑 and
select the experiment with the minimum distance.
(viii) Finally, we save the parameters corresponding to
the minimum image distance (𝑑). From every route
image, we obtain the information vector:
[𝑛 𝑑 𝜃 𝑠
𝑛
𝑠
𝑟
] . (12)
5.3. Graph Creation. The process of including a new node in
the map starts with the information vector described in (12).
We obtain a vector from every route image, and as we study
a new image, we add the new information vector to an array.
The decision of including a node in the map involves the last
5 route images.
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Figure 14: (a) Node image, (a󸀠) zoom-in of the node image (a), and (b) route image located infront of the node image (a). (c) Route image,
(c󸀠) zoom-in of the route image (c), and (d) nearest node image of (c) located in front of that image. 𝑙
1
and 𝑙
2
are topological distances between
a route image and the nearest node, and c is the topological distance between nodes.
𝑀 is the number of repetitions of the mode value 𝑛
𝑚
of
the nodes number (𝑛) included in the last 5 node’s retrieval,
and 𝜇 and 𝜎 are the mean and standard deviation of all the
𝑑 included in the information vectors so far. The node 𝑛
𝑚
is included in the graph if any of these two conditions is
achieved:
(i) 𝑀 ≤ 3,
(ii) 𝑀 = 2 and 𝑑
𝑛𝑚
< 𝜇 − 𝜎.
Therefore, the algorithm includes a new node if it asso-
ciates the same node in 3 of the 5 last route images or in 2
of them but with a los image distance (what denotes a highly
reliable association).
When the image association has an image distance value
𝑑 > 𝜇 + 2𝜎, the information vector is not taken into
account, since a high value of 𝑑 indicates low reliability in the
association.
To know the connections between nodes, we create the
adjacency matrix 𝐴 ∈ R𝑁×𝑁, being𝑁 the number of nodes.
𝐴 is a sparse matrix with rows labelled by graph nodes, with
1 denoting adjacent nodes, or 0 on the contrary. Supposing
we have included the node 𝑛
1
in the graph and the next node
found is 𝑛
2
, 𝐴
𝑛1 ,𝑛2
= 1.
Regarding the topological distance between the nodes in
the graph, wemake use of the image scale factors. To estimate
the distance between two consecutive nodes, the algorithm
uses the following information: the topological distance of
the last route image in which the first node is detected (𝑙𝑙),
and the scale difference between the first image of the route
matched with the next node (𝑙𝑓). It is worthy of recalling that,
as stated above, since the last route scene where a node is
detected is due to be in front of that node, the value of 𝑙𝑙will be
positive. On the contrary, as the first route image where a new
node is matched is usually behind the node, 𝑙𝑓 is expected to
be negative. So then, the topological distance 𝑐
𝑛𝑖 ,𝑛𝑖+1
between
14 Mathematical Problems in Engineering
n = 1
sn = 1
sr = 1.35
l = −0.35
n = 1
sn = 1
sr = 1.1
l = −0.1
n = 1
sn = 1.2
sr = 1.05
l = 0.15
n = 1
sn = 1.7
sr = 1.35
l = 0.35
n = 1
sn = 1.7
sr = 1.15
l = 0.55
n = 2
sn = 1.2
sr = 1.35
l = −0.15
n = 2
sn = 1
sr = 1
l = 0
n = 2
sn = 1.2
sr = 1.1
l = 0.1
n = 2
sn = 1.2
sr = 1
l = 0.2
Node images
n = 1
n = 2
Route images Loc. results
Figure 15: Example of image retrieval experiments carried out using two route images and nine scenes of the route that connects both nodes.
In the right side, the localization results are shown, including the nearest image (n), the node scene scale factor (𝑠
𝑛
), the route scene scale
factor (𝑠
𝑟
), and the relative topological distance between the node and the route images (l).
a node 𝑛
𝑖
and 𝑛
𝑖+1
takes into account the sign of the distances
regarding the relative position of the route images and the
nodes, and it is defined as
𝑐
𝑛𝑖 ,𝑛𝑖+1
= 𝑙
𝑙
𝑛𝑖
− 𝑙
𝑓
𝑛𝑖+1
. (13)
Following the example included in Figure 15, 𝑙𝑙
1
cor-
responds with the topological distance obtained in the
fifth route image (the last one where the node 1 is
detected) and 𝑙𝑓
2
with the topological distance of the sixth
scene (the first where the node 2 is retrieved). Then,
𝑐
1,2
= 0.55 − (−0.15) = 0.7.
To build the graph, it is necessary to incorporate informa-
tion about the orientation. We suppose that the routes follow
a straight path until we detect a change of direction in one
of the nodes. 𝜃𝑓
𝑛𝑖
denotes the orientation associated with the
first route image where the node 𝑖 is retrieved, and the output
angle 𝜃𝑙
𝑛𝑖
is the direction of the last image where the same
node is detected. The difference of these angles provides a
phase lag that coincides with the change in the direction of
the graph:
Δ𝜃
𝑛𝑖
= 𝜃
𝑙
𝑛𝑖
− 𝜃
𝑓
𝑛𝑖
. (14)
Mathematical Problems in Engineering 15
Node 1
Node 2
𝜃l2
𝜃
f
2
Δ𝜃
Node 3
Route
Input image
Output image
Figure 16: Phase change estimation in a node. 𝜃𝑓
2
is the direction of the first image retrieved of node 2 and 𝜃𝑙
2
is the direction of the last image
retrieved of node 2. Δ𝜃 is the phase lag.
Moreover, 𝜃𝑙
𝑛𝑖
is the direction the robot has to follow
in order to arrive from node 𝑛
𝑖
to the node 𝑛
𝑖+1
. Figure 16
illustrates the phase lag between two nodes.
We set the orientation of the map by defining the
direction of the output image in the first node.That direction
determines the global orientation system of the map. The
orientation of the graph is updated in every node with the
phase lag defined in (14). Since we have a global direction
orientation system defined, we can compute for each node
the difference of orientation between its local system and the
global. For instance, if the input direction of a node is 0∘ in the
global system, and it corresponds to 90∘ regarding the local
system, we have a phase lag of 90∘ for that node.That way, we
can include the new nodes and orientate them according to
our global reference system.
When a new route is studied, the algorithm initializes
a new coordinates system for its nodes. That route will be
analysed independently of the global graph until a common
node is found. Using the position and orientation of the
common node regarding both systems, we are able to add
the new nodes of the current route to the global graph. If
two routes share a common path and we match nodes of
the map database that have been previously included in the
global map, the topological distances 𝑐
𝑛𝑖 ,𝑛𝑖+1
between those
common nodes are estimated again, and the results are taken
into account in the graph by calculating the mean of the
new estimation, 𝑐
𝑛𝑖 ,𝑛𝑖+1
, with the previous estimations. The
mean will be weighted by the number of times that the same
distance has appeared.
Therefore, our map building algorithm takes advantage
of the information provided by the routes in order to obtain
the relative position of the nodes by matching the sequence
of images with the nodes descriptors database. It uses that
information to estimate the adjacency relations, but it also
gives information about the relative distance and position
between them using the multiscale analysis.
6. Path Estimation Algorithm
Once we have carried out themap building and we obtain the
graph that represents the layout of the nodes, our aim is to
estimate the path of the routes that the robot follows during
the navigation in this graph. We can divide the localization
of the robot in the map in two main steps: first, we carry
out a coarse estimation, identifying the nearest node and
the orientation. Note that the orientation of the robot is
determined using the phase of the node image associatedwith
the route image. The algorithm uses a weighting function
to penalize associations that are geometrically far from the
previous route pose, since consecutive route images should
be located nearby in the graph.
If the localization of the route images is based only on the
matching with the nodes in an image retrieval process, the
localization accuracy will be limited to the node positions.
In order to obtain a more accurate estimation of the pose,
the second step in the localization algorithm includes the
multiscale analysis. Specifically, we apply this technique using
the current route image and the associated node image. That
way, the algorithm is able to find the relative position between
both images and to extend the possible position values to
intermediate position of the nodes locations.
When a route image arrives, we compare several zoom
scales of this image with the nodes database, Z, that includes
the descriptor of different scales of the nodes images. The
association between the route image and the database is
determined again using the nearest neighbour regarding the
image distance (𝑑). Since the test images come from a route
path, we can suppose that the distance and phase lag between
consecutive images should be not high. For that reason,
in order to improve the localization of the route images,
the algorithm introduces a weighting function in order to
penalize the probability of finding the current location or
orientation far away from the previous image pose.
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6.1. Weighting Function. As stated at the beginning of this
section, we introduce a weighting function in the algorithm
to improve the localization accuracy of the route images in
the topological map. This function reduces the probability of
finding the location of the current nearest node distant from
the previous image pose. Since the image association criteria
are the nearest neighbour, the weighting function increases
the image distance of the associationswhose node image pose
is distant from the last robot pose. In this way, we reduce the
likelihood of selecting them as the current nearest node.
The weighting function is composed of 2 terms: the
first one takes into account the topological distance between
consecutive route images in the graph and the second their
phase lag.
The first term uses the positions of the nearest nodes
associated with the previous and the current route images
in order to estimate their topological distance in the map.
The adjacency matrix 𝐴 allows us to find out the shortest
path between two nodes in the map. Since we have a
connected graph, we can always find a path that connects any
2 nodes of the map. 𝑐
𝑛1 ,𝑛2
represents the cost of traversing
2 adjacent nodes 𝑛
1
, 𝑛
2
∈ 𝐴 (that corresponds with the
topological distance between nodes, defined in (13)) and
𝑃
𝑛𝑖 ,𝑛𝑗
= [𝑛
𝑖
, . . . , 𝑛
𝑗
] the sequence of nodes of the shortest path
that connects 𝑛
𝑖
and 𝑛
𝑗
, the cost 𝐶
𝑛𝑖 ,𝑛𝑗
associated with the
sequence of nodes 𝑃
𝑛𝑖 ,𝑛𝑗
can be defined as
𝐶
𝑛𝑖 ,𝑛𝑗
=
𝑛𝑗
∑
𝑛𝑖
𝑐
𝑛𝑖 ,𝑛𝑖+1
. (15)
The second term takes into account the phase lag between
consecutive route poses.
Finally, the weighting function between two images can
be defined as
𝑤(𝑛
𝑖
, 𝑛
𝑗
, 𝜃
𝑛𝑖
, 𝜃
𝑛𝑗
) = 𝑤
1
⋅ 𝐶
𝑛𝑖 ,𝑛𝑗
+ 𝑤
2
⋅
󵄨󵄨󵄨󵄨󵄨󵄨
𝜃
𝑛𝑗
− 𝜃
𝑛𝑖
󵄨󵄨󵄨󵄨󵄨󵄨
, (16)
where𝑤
1
and𝑤
2
are constants that module the weight action
of the topological distance and the phase lag, respectively.
As (16) shows, the weighting value between 2 images
depends on the cost to traverse the path that connects their
respective closest nodes and their orientation difference.
6.2. Route Images Localization in the Graph. First, the algo-
rithm computes the image distance between the current route
image and the nodes images using (11). From it, we obtain 𝑑𝑟
𝑖
,
𝑖 = 1, . . . , 𝑚, that represents the image distance of the route
image with every image included in the map database, Z. It
includes the descriptors of all the nodes images with different
scales.
Since the map database includes different zoom scales of
image of the nodes, each descriptor included in Z has a value
of 𝑛, 𝜃, and 𝑠
𝑛
associated (10). The algorithm compares the
current route image descriptor with Z, classifies the results
regarding the value of image distance 𝑑, and selects the
k-nearest neighbours. Then, this process is repeated using
different zoom scales of the route image 𝑠
𝑟
.
After that, we update the image distance values 𝑑 of the
𝑘 neighbours selected using each scale 𝑠
𝑟
using the weighting
function:
𝑑
󸀠
= 𝑑 × 𝑤 (𝑛
𝑖
, 𝑛
𝑖−1
, 𝜃
𝑛𝑖
, 𝜃
𝑛𝑖−1
) , (17)
with 𝑛
𝑖−1
and 𝜃
𝑛𝑖−1
the nearest node and orientation of the
previous route image and 𝑛
𝑖
and 𝜃
𝑖
the nearest node and
orientation of each neighbour selected in the matchings. The
weighting valuemay change for every neighbour, since 𝑛
𝑖
and
𝜃
𝑖
might be different in every particular case.
When all the image distances have been updated, we
classify again the results regarding 𝑑󸀠 and choose the Near-
est Neighbour. With the information associated with the
retrieval, we find out the closest node 𝑛 of the route image,
its orientation 𝜃, and the scale factors of both the node and
the route images (𝑠𝑛 and 𝑠𝑟).
With this data, we can determine the current robot pose
in the map. The position is estimated using the nearest
node, and the relative position between the matched images,
provided by the multiscale analysis and the difference of the
scale factors 𝑠
𝑛
and 𝑠
𝑟
defined in (9).The direction of advance
is provided by 𝜃. Note that 𝜃 is the orientation of the node
image regarding the local reference system of each node that
must be corrected with the phase lag between the map global
system and the node reference system, estimated previously
during the map building process.
7. Experiments and Results
This section details the database used during the experiments
and the results of the map building and route path estimation
using the multiscale analysis and the global appearance of
images. As stated at the end of Section 3, the technique
selected to describe the global appearance of the images is
Gist-Gabor, and the image resolution is 32 × 64 pixels.
7.1. Dataset: Nodes and Routes Images. Two different
databases have been captured. They correspond to common
areas of the Merchant Venturers Building of the University
of Bristol.
Each database is composed of a set of nodes, and different
routes of images are distributed along the areas where the
nodes were captured. Note that each node has 8 images, with
a phase lag of 45 between consecutive images, covering the
complete file of view around the position of the node.
The experiments are divided into two different areas. The
number of images of each area appears in Table 2, and the
real distribution of the nodes in Figure 17.The actual distance
between consecutive nodes is 2 meters as a rule, but in places
where an important change of appearance is produced, that
is, changes of direction or crossing a door, a new node is
captured independently of the distance with the previous
node. For that reason, the distance may be lower.
Regarding the routes, the frequency of image acquisition
is higher in the routes of Area 2. The images are taken every
0.5meter in Area 1 and every 0.2meter in Area 2.We increase
the capture rate at turnings. We take a minimum of four
images per positionwhen a change of orientation is produced.
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Figure 17: Representation of the graphs in the plane of each navigation area.
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Figure 18: Synthetic distribution of the nodes and routes for (a) Area 1 and (b) Area 2.
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Figure 19: Examples of images used in the experiments: (a), (b), and (c) are routes images and (d), (e), and (f) are the corresponding nearest
nodes images.
In Area 2, this frequency increases with a minimum of 6
images per position. Figure 18 shows the distribution of the
nodes and the routes in a synthetic representation. Figure 19
presents some examples of node and route images. They
show typical situations of real applications, such as changes
in illumination conditions and movements of the furniture
and occlusions produced by people moving in the area. The
system must be able to cope with these situations.
7.2.Map Building Results. Figure 20 presents the nodes graph
of (a) Area 1 and (b) Area 2. It has been obtained after running
our algorithm. We can appreciate that the algorithm is able
to estimate the connections between nodes, with a similar
distribution regarding the real layout in the both areas.
Area 1 has been the most challenging due to the higher
number of nodes, the transition from different rooms, and
the loop closure in the map. In the loop closure, the graph
representation slightly differs from the real layout. However,
although the map loses some accuracy, the navigation of the
robot is not affected. The robot can navigate from one node
to the other by knowing the node output image that connects
the first node to the second one, and this does not depend on
the graph layout.
It is important to remark that the algorithm needs a min-
imum number of route images between nodes. Otherwise, a
node might not be included in the map.
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Figure 20: Graph representation of the nodes arrangement obtained with the map building algorithm for (a) Area 1 and (b) Area 2.
Table 2: Number of images per area.
Number of images (Area 1) Number of images (Area 2)
Nodes 352 52
Route 1 110 100
Route 2 50 72
Route 3 67 66
Route 4 58 125
Route 5 62 —
Route 6 46 —
Route 7 69 —
Route 8 67 —
Route 9 40 —
Table 3: Procrustes analysis results of the graphs obtained in the
map building.
Area 1 Area 2
𝜇 0.0372 0.0078
We use the Procrustes analysis [41, 42] in order to mea-
sure the error of the graphs obtained in themap building.This
analysis studies the geometric error between the real layout
of the nodes and the layout obtained with our algorithm.
It returns a standardized value of dissimilarity 𝜇 ∈ [0, 1].
The lower 𝜇, the more accurate graph. We show the results
in Table 3. In both cases, the geometric error is considerably
low.
The system is especially sensitive in the phase lag between
nodes, since it is based on the angle estimation of the input
and output images of the node. For that reason, it is advisable
to raise the frequency of the image acquisition in the nodes
where there is a change of direction. In the experiments,
the maximum value of 𝑠𝑛 is 2.5, with a fixed step of 0.1
between consecutive scale factors. Regarding the routes
images, 𝑠𝑟 has amaximum value of 1.4, with a step of 0.05.We
have chosen a small step in both route and node scales since
we have given priority to the performance of the results over
the computational requirements.The average time per image
in Area 1 is 725ms and in Area 2 is 680ms. The difference of
time requirements is due to thematching of the routes images
with the nodes database, since the number of nodes in Area
1 is bigger. The estimation of the Euclidean distance between
the new route image descriptor and the descriptors contained
in the database supposes the 45% of the total time in the map
building process. Area 1 contains more nodes than Area 2, so
that its descriptors database has a higher number of elements,
what supposes more time to carrying out the retrieval and,
therefore, an increase of the global process time in the map
building.
The orientation of the global reference system is deter-
mined by defining the direction of the output image of the
first node. In the experiments, we choose this direction so that
the graph has the same orientation that the layout represented
in Figure 18. If we had chosen any other direction, the map
shape would have been the same, but rotated. Anyway, the
orientation of the global reference system does not affect the
localization algorithm.
7.3. Path Estimation Results. In order to find proper values of
the weighting constants, we carry out a study of the localiza-
tion performance regarding the values of𝑤
1
and𝑤
2
. Figure 21
shows the precision in the node image retrieval varying both
parameters. The dataset of the experiments is composed of
the images included in the routes 1 and 5 of the map 1. In the
precision measurement, we consider that a retrieval has been
successful when it selects the node image that corresponds
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Figure 21: Image retrieval precision regarding the image distance weighting parameters. (a) Precision varying the topological distance
constant (𝑤
1
) and (b) precision varying the phase change constant (𝑤
2
).
with both the correct position and orientation. In Figure 21(a)
we study the retrieval performance regarding the weighting
constant 𝑤
1
. We can notice an increase of the precision for
low values of 𝑤
1
. Once we have selected 𝑤
1
, we study the
precision varying the parameter 𝑤
2
. The results are shown
in in Figure 21(b). Both graphs prove that the weighting
function improves the retrieval precision. However, if we
are too restrictive with the position or phase changes, the
precision decreases. For that reason, when the constants are
given high values, the retrieval accuracy is lower.
In the path localization experiments, the weighting con-
stants are given the values 𝑤
1
= 0.15 and 𝑤
2
= 0.1, and we
use 𝑘 = 10 nearest neighbours when doing the retrieval of
each zoom scale of the route images. The node zoom scale
𝑠
𝑛
varies from 1 to 2.2 with a step of 0.4. Regarding the route
zoom scale, it varies from 1 to 2.2 with a step of 0.3 between
consecutive scales.
Figure 22 shows the path estimation of different routes of
both areas. The dots in the paths of the routes represent the
position of the different images studied. As it can be seen,
the algorithm copes with the interpolation of the location in
halfway positions between the nodes using the image’s scales
information. In general, the precision at turnings in the routes
decreases. It is also important that, despite the fact that we
introduce the weighting function, the algorithm is able to
find again the correct position although a previous estimation
is not correct, as we can see in Figures 22(a) or 22(c). The
result in the path planning of the fourth route of the first
area (Figure 22(b)) is also interesting. As we can appreciate
in Figure 18(a), the route number 4 presents a variation in
its path that differs from the layout of the nodes. However,
despite that fact, the path estimation algorithm is able to
estimate the position accurately.
Therefore, the results prove that our algorithm is able to
estimate the path of the route even in intermediate positions
of the nodes and deal with the correction of false association
of nodes in previous parts of the route.
8. Conclusions
In this paper we have studied the problem of the only-
visual topological mapping and route navigation using global
appearance image descriptors. First, we have included a com-
parison of three global appearance techniques and different
image sizes. Next, we present the multiscale analysis, which
permits estimating the relative position of two images using
digital zooming. Then, we include an algorithm to build a
topological map from a set of nodes and routes of images.
Finally, we have developed a localization algorithm that
estimates the position of the mobile in the graph using the
visual information as input.
In the comparison of the global appearance descriptors,
all the techniques show a reasonable high accuracy in image
retrieving tasks. Fourier analysis presents a stable retrieving
precision with regard to the images size and a reduced
time requirement, but the memory requirement is clearly
higher than the other techniques, especially with the bigger
images. HOG descriptor shows good computational cost and
memory requirements. However, when we reduce the image
size, the accuracy in localization decreases more than in
the case of the other techniques. Hence, since we pretend
to use a reduced image resolution in the map building
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Figure 22: Path estimation of the (a) Route 1, (b) Route 4, (c) Route 6, and (d) Route 8 of the Area 1 and path estimation of the (e) Route 1,
(f) Route 2, (g) Route 3, and (h) Route 4 of Area 2.
and localization algorithms, HOG is inadvisable in these
applications. Gist-Gabor is the most compact representation
in almost all the experiments. We select this descriptor to
carry out the experiments due to the fact that it is the most
reliable descriptor using the lower image resolutions. It is
possible to reduce the scene almost 30 times the original size
without an important detriment of precision. In this way, the
computational time in the image processing in order to obtain
the descriptor is reduced more than 10 times.
Regarding themultiscale analysis, it improves the associa-
tion between images using the global appearance of the scenes
and provides a measurement of the topological distance
between images.
The map building algorithm is able to determine the
adjacency relationships between the nodes distributed in the
navigation area and to create a graph using the information
of routes taken along the nodes positions.The results present
a high accuracy in the node detection and estimation of
adjacency and relative orientation. Moreover, the estimation
of the topological distance between the nodes provides a
graph representation of the nodes with similar layout to the
real distribution.
The algorithm created to estimate the path of routes
along the area takes advantage of the multiscale analysis to
improve the topological localization of the robot in the map.
After doing the matching of the route image with the map
database, the difference of scales between the node and the
route image provides the relative position of both images.
Although we use a weighting function in order to penalize
important changes in position and orientation between con-
secutive route images, the algorithm is able to find again the
correct location although a previous image of the route would
introduce a false pose.
The results obtained both in the map building and the
path representations of routes encourage us to continue the
possibilities of the application of global appearance image
descriptors to these tasks. It would be interesting to extend
this study to find the minimum information that the map has
to include in order to allow a correct navigation of the robot,
the application of new global appearance descriptors, the use
of omnidirectional visual information, or the improvement
in the estimation of the orientation in order to correct small
errors during the navigation.
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Underground mining operations are carried out in hazardous environments. To prevent disasters from occurring, as often as they
do in underground mines, and to prevent safety routine checkers from disasters during safety inspection checks, multirobots are
suggested to do the job of safety inspection rather than human beings and single robots. Multirobots are preferred because the
inspection task will be done in the minimum amount of time.This paper proposes a cooperative behaviour for a multirobot system
(MRS) to achieve a preentry safety inspection in underground terrains. A hybrid QLACS swarm intelligent model based on Q-
Learning (QL) and theAnt Colony System (ACS) was proposed to achieve this cooperative behaviour inMRS.The intelligentmodel
was developed by harnessing the strengths of both QL and ACS algorithms.TheACS optimizes the routes used for each robot while
the QL algorithm enhances the cooperation between the autonomous robots. A description of a communicating variation within
the QLACS model for cooperative behavioural purposes is presented. The performance of the algorithms in terms of without
communication, with communication, computation time, path costs, and the number of robots used was evaluated by using a
simulation approach. Simulation results show achieved cooperative behaviour between robots.
1. Introduction
Multirobot systems share the need to cooperate, creating
the problem of modelling behaviour. When dealing with
multiple robots, with randomness involved, the dynamic and
unpredicted nature of the environment has to be considered.
Hence, the behaviouralmodelling systemhas to copewith the
random (dynamic and unpredictable) nature of the system.
Researchers, on the other hand, have been captivated by this
cooperative and coordinated problem of multirobot systems
(MRS) in recent times. A list of literature on multiple robots’
cooperation implemented in space was reviewed in [1]. Using
multiple robots to achieve tasks has been more effective than
using a single robot. See for instance [2, 3] (and all references
therein) for some specific robotic tasks.
For a full discussion of underground mines, benefits, and
disaster rates, see [4]. Safety is a major element in the under-
ground mine; despite a significant reduction through safety
research measures, the number of disasters in underground
mines in South Africa and the world at large remains high
[5]. To contribute to underground mine safety, that is, to
prevent disasters from occurring, interacting autonomous
multirobots are sent before mine operations resume to
inspect how safe the underground mine is. This is achieved
by assessing the status of the rocks, roofs, and level of toxic
gases.
A multirobot planning algorithm for tunnel and corridor
environments is implemented in [6]. The overall problem
formulation is implemented using a topological graph and
spanning representation. Activities, such as a single robot
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drive and differential robots drive that can rotate in place,
are carried out at different positions of the graph. Different
methods have been used to tackle coordination of MRS
in different domains [7]. Complete task coordination by
multirobots was handled [3, 8]. An extension of a market-
based approach was used. This was achieved by generalizing
task descriptions into tasks trees, thereby allowing tasks to be
traded in a market setting at a variable level of abstraction.
Figure 1 shows an overview of the inspection environment.
We consider a scenario in which an MRS cooperates
to achieve a common goal of safety inspection in a par-
tially observable environment such as the underground
terrain. Each robot requires to be guided using the proposed
cooperative behavioural model. Finding a plan to achieve
this cooperative model often involves solving an NP-hard
problem. This is so because it involves multiple interacting
robots.The interactionwhich comes as a result ofminimizing
time involved in achieving underground inspection requires
reasoning among the robots. In this case, we use the QL
technique to cleverly achieve the reasoning aspect of this
work and combine it with optimal route finding using ACS.
The two major questions answered in this problem are the
following: (1)which state/room should I inspect nowwithout
repetition and a collisionwith another robot? (2)Howdo I get
there using the closest link? However, all robots have partial
knowledge of the environment and they are all equipped with
the necessary sensors required for the inspection. The major
contributions of this paper are as follows:
(i) development of a hybrid QLACS swarm intelligent
model based on Q-Learning and the ant colony
system for addressing cooperative behaviours inMRS
achieving underground terrain safety inspections;
(ii) detailed experimental evaluations of the proposed
QLACS model conducted on a simulated publicly
available underground tunnel. Also, the proposed
model is benchmarked with related methods;
(iii) systematic description of worked scenarios on an
optimal route finder andMRS cooperative inspection
using QLACS for ease of implementation by system
engineers, robotics researchers, and practitioners.
We do not know of any study that analytically describes
how a swarm intelligent model can easily be implemented
and applied to a multirobot system in a heterogeneous envi-
ronment. In the next section, we discuss related work in the
area of multirobot systems for underground terrains’ safety,
reinforcement learning (RL), and ant colony optimization
(ACO). We then detail our proposed cooperative behaviour
framework and approach.The experimental results and eval-
uations of the safety inspections follow. Finally, we conclude
by summarizing and discussing other future extensions.
2. Theoretical Background
In this section, we review some of the related work to MRS
for underground terrains safety, which is the foundational
domain for our research. A look at RL algorithms and its
Gateway
Roof inspection (cracks, crete, loose rocks)
Obstacles (poles, stones)
Router
Robot B
Robot A
Gas level (NH3, CO, SO2)
Figure 1: Overview of MRS inspection in an underground mine.
paradigms follows in Section 2.1. ACO and its paradigm
applied in MRS conclude Section 2.
2.1. Related Multirobot Systems for Underground Terrains
Safety. Effective, exhaustive, quick, and safe navigation of
an MRS is subject to its ability to perceive, interpret, and
interact (cooperate) within their environment. MRS can be
used to achieve different tasks autonomously in structured
and unstructured environments. In these environments, the
automation of the operations is effected in different areas
of MRS research: biologically inspired robot teams, commu-
nication, architectures and task planning, localization and
mapping, object transportation and manipulation, learning,
and so forth [9]. However, an environment such as the
underground terrain has been a grey application domain in
MRS research.
As indicated in Section 1, Peasgood et al. [6] implemented
a multiphase algorithm for multirobot planning in tunnel
environments. The algorithm as presented assumed a cen-
tralized planning architecture. They further compared the
multirobot planning with a sequential planner. Their future
work was to consider a decentralized planner architecture
and might explore hybridizing the two planning algorithms.
Thorp and Durrant-Whyte discussed a starter on field
robots [10]. From their discussion, field robotics involves the
automation of platforms such as air, sea, and land in harsh
unstructured environments such as underwater exploration,
mining, agriculture, and highways. Field robots are made up
of three parts: navigation and sensing, planning and control,
and safety. Their work also discussed the challenges and
progress of field robots. One of the major challenges of field
robots in harsh environments such as an underground mine
is the problem of position determination (localization). This
is so because the global positioning system (GPS) can only
help in an environment where the sky views are guaranteed.
However, progress has been made in automating some of the
environments that are cooperatively constrained.
The proposed model presented in [4] promised to handle
the safety part of field robots presented by Thorp and
Durrant-Whyte [10] in underground mines. Their model
architecture had three layers; the first layer handles the
cooperative behaviour of the model, the second layer deals
with the scalability degree of the model, and the last layer
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Steps:
initialize 𝑄(𝑠, 𝑎) arbitrarily
repeat (for each episode):
initialize 𝑠
Repeat (for each step of episode):
Choose 𝑎 from s using policy derived from 𝑄
Take action 𝑎, observe 𝑠, 𝑠󸀠
𝑄 (𝑠, 𝑎) ← 𝑄 (𝑠, 𝑎) + 𝛼 [𝑟 + 𝛾max
𝑎
󸀠
𝑄 (𝑠
󸀠
, 𝑎
󸀠
) − 𝑄 (𝑠, 𝑎)]
𝑠 ← 𝑠
󸀠
until s is terminal
Algorithm 1: Q-learning algorithm.
handles the applicability of the model. This paper is building
on what has already been proposed in [4].
An investigation into automating the underground mine
environment after blasting, called “making safe,” was carried
out in [11] to ensure the safety of the environment after blast-
ing. Blasting in an underground mine is the controlled use of
explosives to excavate, break down, or remove rock.The need
to investigate the stability of the environment after blasting
before any mining operation takes place is of the highest
priority, hence, the reason for automation. The automation
was centred on a persistent area of concern in South African
underground mine operation called hanging walls which is
caused as a result of rock burst and fall of ground. There
are also other persistence areas such as the levels of toxic
gases which pose great disaster threats to the lives of miners,
for instance, heat sicknesses, explosions, pneumoconiosis
(occupational safety and health-fall of ground management
in South Africa, SAMRASS-code book for mines), and so
forth. Some of these disasters might result in fatalities and/or
disabilities. Again, when an accident happens during mining
operations, rescuers find it difficult to respond immediately
to accidents. Looking at the aforementioned concerns, there
will be a need to create models for safety inspection of
underground mine operations. For instance, monitoring the
underground mine environment for detecting hazardous
gases and/or smoke should be one of the important safety
measures. Continuousmonitoring of workers and equipment
is another crucial safety measure [5]. Picking up the sound
from roof cracking to monitor when a roof is about to fall is
also a safety item.
2.2. Reinforcement Learning. For a robot to operate in a
harsh unstructured environment, considering every possible
event in defining its behaviour is intricate [12]. It is, however,
essential to develop robots that can conform to changes in
their environment. RL is one of the artificial intelligence
(AI) algorithms that can achieve learning by experience.
This enhances robots’ interaction with the environment. We
investigate the use of RL to assist the behaviours of an MRS
in safety inspection of underground mines. RL is a sequence
of actions and state transitions with some associated rewards.
What is being learned in RL is an optimal policy (what is the
right thing to do in any of these states (𝑠)) [13].
At any time step each robot is in a specific state in relation
to the environment and can take one of the following actions:
inspect, ignore, or shutdown. Each robot receives feedback
after performing an action, which explains the impact of the
action in relation to achieving the goal.The effect of the action
can be either a good or bad reward. This reward is measured
in terms of values.Therefore, the value of taking an action 𝑎 in
any state 𝑠 of the underground terrain is measured using the
Action-Value function called 𝑄-value 𝑄𝜋(𝑠, 𝑎). When a robot
is starting from state 𝑠, taking action 𝑎, and using a policy
pi(𝜋), an expected return which is defined as the sum of the
discounted rewards is achieved.
In this research, Q-learning, a method of RL, is explored.
The purpose of RL methods is to study 𝑄𝜋(𝑠, 𝑎) values
so as to achieve optimal actions in the states. QL is an
online RL method that requires no model for its application
and stores the reinforcement values outcome in a look-up
table. The QL architecture used in this work consists of
learning threads, which amount to the number of robots
involved in the inspection behavioural task. Each robot in
the learning thread carries out Q-learning in the environ-
ment. Algorithm 1 explains the QL algorithm used in the
behavioural model.
𝛼 is the learning rate set between 0 and 1. At 0, 𝑄-values
are never updated, hence nothing is learned; learning can
occur quickly at 1. 𝛾 is the discount rate set between 0 and 1 as
well. This models the fact that the future rewards are worth
less than the immediate rewards. max
𝑎
󸀠 is the maximum
reward that is attainable in the state following the current
state. That means the reward for taking the optimal action
thereafter.
QL is a competitive and search-based algorithm inspired
by computational theory. It is not necessarily a multiagent
algorithm but can be adapted to a multiagent or multigoal
scenario.The success of this algorithm relies on the value and
policy iterations, which can be adjusted by some unfairness
(heuristics) to fit the current problem scenario. The most
competitive action is selected by its value and action leads to
another state or condition. Both value and policy are updated
after each decision. Harnessing QL for an MRS scenario
increases the cost exponentially and the overall performance
drops in the same direction. As the robots increase cost, such
as completion time, memory usage, and awareness factor
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Table 1: Variant of ACO.
S/N Year Algorithm
1 1991 Ant system (AS)
2 1992 Elitist A.S
3 1995 Ant-Q
4 1996 Ant colony system
5 1996 Max-Min A.S (MMAS)
6 1997 Ranked based A.S
7 1999 ANTS
8 2000 BWAS
9 2001 Hypercube A.S
(other robots in the environment), search time increases.
However, following our heuristic model of QL which was
mainly determined by the policy we set to achieve our goal,
our QL performs well above traditional QL.
2.3. Ant Colony Optimization. ACO is a type of swarm
intelligence (SI). Bonabeau et al. [14] defined SI as any attempt
to design algorithms or distributed problem-solving devices
inspired by collective behaviour of social insect colonies
and other animal societies. This implies that anytime some-
thing is inspired by swarms, it is called swarm intelligence.
Researchers have been thrilled by swarms because of some
of their fascinating features. For instance, the coordinated
manner in which insect colonies work, notwithstanding
having no single member of the swarm in control, the
coordinatedways inwhich termites build giant structures and
how the flocks move as one body, and the harmonized ways
in which ants quickly and efficiently search for food can only
be attributed to an emergent phenomenon [15, 16].
Ants, an example of a social insect colony, achieve
their self-organizing, robust, and flexible nature not by
central control but by stigmergy. Stigmergy, also known as a
pheromone trail, describes the indirect communication that
exists within the ant’s colony. The indirect communication
which is triggered by pheromone trails helps in recruitment
of more ants to the system. Ants also use pheromones to find
the shortest paths to food sources. Pheromone evaporation
prevents stagnation, which also helps to avoid premature
convergence on a less than optimal path [17].
ACO is necessarily amultiagent based algorithm.Thefirst
implementation of this optimization algorithm is in a classical
search based (combinatory) problem, the travelling salesman
problem, giving the shortest path to a specified destination.
After this feat, many researchers have used it or its variants
to model different problems. In this work, a variant of ACO
is used to find the optimal path for MRS. Table 1 describes
variants of ACO and their meaning [18]; see also [19] and all
references therein.
In AS, the pheromones are updated by all the ants that
complete a tour. ACS is the modified version of AS, which
introduces the pseudorandom proportional rule. In elitist
AS, ants that belong to the edges of the global best tour get
an additional amount of pheromone during the pheromone
update. MMAS introduces an upper and lower bound to the
values of the pheromones trails. All the solutions are ranked
to conform to the ants’ length in ranked-based AS [20].
Our interest is in implementing ACS to find the best pos-
sible round trip inspection path in our model environment.
This best possible inspection path will be supplied as input
or made available for the robots using QL for inspection
decisions. In most of the route finding scenarios, the nodes
are linearly joined and are not largely distributed. This is
a scenario where ants can forage along at least two paths
(multigoal path environment, though in our case there is a
path exposed to four different goals; see Section 3).
3. Proposed Cooperative MRS
Behaviour Framework
The following are some of the factors we are considering in
the course of building the model. Each robot has to learn
to adjust to the unknown underground mine environment.
In this case, each robot requires intelligence and a suit-
able machine learning algorithm is adopted. No robot has
global information of the environment because of its limited
sensing capabilities. Each robot has limited communication
capabilities; therefore, each robot has to keep track of the
information of others to remain in a team. Figure 2 describes
the proposed framework as an approach for building the
distributed, coordinated inspecting model for MRS.
The framework indicates three layers of the model: the
bottom layer, the middle layer, and the topmost layer. The
learning capability of the MRS is achieved in the bottom
layer, with the reinforcement learning algorithm and swarm
intelligence technique. This intelligence enables robot A to
take action knowing the action of robot B and vice versa. At
the middle layer, scalability in terms of the number of robots
the system can accommodate is achieved. This is expedient
because a team of robots tends to achieve tasks more quickly
and effectively than single robots. This scalability is handled
with some memory management techniques, as indicated in
Figure 2.The real life implementation is achieved by using the
information acquired from the topmost layer. Figure 3 is the
breakdown of the framework in Figure 2.
There is a base-station or server that serves as a backup
for the information captured and analysed from individual
robots. The model proposed in this research deals with
the way in which robots need to find their way within
communication range and uses a broadcast approach for
effective communication of navigation status. A team of
robots cooperatively inspecting an area in the underground
mine will need to know where they are and where to
go next, so it is obviously a continuing problem and our
contribution in this case is that before robot R1 takes an
action, it broadcasts its location and inspection status to
other robots, R2, R3, and so forth, and vice versa. An
unreachable robot receives packets of information based on
the destination address through rerouting from the nearer
robots.The reliability of this broadcastmethod is the ability to
determine the extent of the task executed already by looking
at the memory of any leading robot in the team.
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Figure 2: Framework of the proposed QLACS model for cooperative behaviours.
Table 2: State and possible actions of the environment.
State Possible Actions
1 A (lower left part (LLP)) Inspect, ignore
2 B (lower middle part (LMP)) Inspect, ignore
3 C (lower right part (LRP)) Inspect, ignore
4 D (middle left part (MLP)) Inspect, ignore
5 E (central part (MCP)) Inspect, ignore
6 F (upper left part (ULP)) Inspect, ignore
7 G (upper right part (URP)) Inspect, ignore
8 H (outside mine part (OMP)) Shutdown
3.1. Problem Formulations. Suppose we have seven rooms/
states connected by doors/links representing underground
mine regions as shown in Figure 4 and labeled as shown in
Table 2. We label each room 𝐴 through 𝐹. The outside of the
mine can be thought of as one big room (𝐻). Notice that
doors 𝐹 and 𝐶 lead outside the mine 𝐻. We put two robots
in rooms 𝐹 and 𝐶 as their starting states, respectively. The
robots inspect one state at a time, considering the obstacles
encountered in the process. The robots can change direction
freely, having links/doors to other rooms/states. In each of
the states in Figure 4 two actions are possible: inspection of
roof cracks (RC) and level of toxic gases (TG), or ignoring
the state, as it has been inspected earlier. According to
our proposed model, a robot can inspect at least half of
the given underground mine region to attain its maximum
performance, which in turn attracts a good reward. When
the current state of a robot is the end point of the inspection
task, the robots exit the mine using the exit points 𝐶 and
𝐹, respectively. The possible transition states of the robots
are displayed using the state diagram in Figure 5. The state
diagram and the transition matrix are formed using the QL
algorithm.
The global map is assumed to be known by the robots
but there is no prior knowledge of the local map. Robots
only know what they have sensed themselves and what
their teammates communicate to them. Not only does our
improvedQL depend on themap of the environment but also
each robot learns through experience about local changes.
They explore and inspect from state to state until they get
to their goal states. Our proposed model QLACS achieves
an offline mode for the route finding algorithm (ACS). This
means that the global view of the map would have been
provided before the learning robots start.
The model is explained using simulations; the results are
presented in Section 4. Some of the results also have graphical
interpretations. Analysis by a state transition diagram is
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Table 3: Initial reward matrix.
Robot’s action
A B C D E F G H
Robot’s state
A — 50, 100 — 50, 100 — — — —
B 50, 100 — 50, 100 — 50, 100 — — —
C — 50, 100 — — — — 50, 100 150
D 50, 100 — — — 50, 100 50, 100 — —
E — 50, 100 — 50, 100 — 50, 100 50, 100 —
F — — — 50, 100 50, 100 — 50, 100 150
G — — 50, 100 — 50, 100 50, 100 — —
H — — 50, 100 — — 50, 100 — —
Bottom layer
‐ A new hybrid model QLACS
‐ An efficient cooperative and
navigational model
Middle layer
‐ An efficient scalable system
Topmost layer
‐ Acquired results stored for future use
(a) (b)
Shortest round trip paths
Good communication
Time of performance
Number of iterations used
Thorough inspection
Exit the system
Are they
successful?
Monitor memory
with the
utilization
interface platform
Record the results
Acquire information
from the bottom
layer
Build a hybrid model
using QL and ACS
algorithms
Two robots
Test robots for:
Add one more
robot to the
system
Results will be
used in the
application layer
Database
Yes No
Database
Figure 3: Breakdown of the framework. (a) Contributions of the framework, Layer by layer, and (b) processes of the multirobot behavioural
system.
presented in Figure 5. The possible state actions of the robots
are presented in Table 3. The states of the robots are reduced
as follows: searching or inspecting for roof cracks and toxic
gas levels in each state or room and recording the outcome
of the inspection in the robots’ memories. The processes
involved in achieving good communication while the robots
inspect the states are broadcasting inspected states to the
other robots and ignoring the inspected/broadcasted state,
avoiding collision with obstacles and other robots and finally
moving to the next available state that has not been inspected.
The Q-learning algorithm is used to determine what
action is to be selected in any particular state. Let the
action (𝑎) = inspect, ignore, shutdown, state space (𝑠) =
dimensions in the topological map, sensor readings (𝑠
𝑟
),
hazardous conditions (𝐻
𝑐
) = roof crack (RC), toxic gas level
(TG). Each robot is configured with an aerial scanner and
chemical sensitive sensor that will provide readings (𝑠
𝑟
),
to determine if there is a hazardous condition, 𝐻
𝑐
, in the
environment. The selection of an action by a robot through
the Q-learning algorithm is based on the information from
the broadcast. The whole framework uses a decentralized 𝑄-
learning scheme such that each robot has its own thread
with its Q-learning and table. All 𝑄-values on the tables of
the robots in the team are initialized to zero; that is, states
corresponding to such positions have not been inspected.
When a robot enters a new state it broadcast its information
for the current state to all other robots in the environment.
The broadcast indicates whether the current state has been
Mathematical Problems in Engineering 7
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Figure 4: Model of the environment with two entrances and exits
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Figure 5: Events and transition diagram of the modeled environ-
ment with𝐻 as goal state.
inspected or not. The broadcast is a search of corresponding
positions in the memories of all visible robots. If the resultant
search returns a zero; the broadcast indicates that the state
has not been inspected and if it returns a value greater than
zero it indicates that the state is not available for inspection.
All robots must receive a broadcast before they act in any
particular state. When a robot gets to a state, it receives a
broadcast and passes its value to the QL algorithm to make
a decision. The robot carries out the decision of the QL
algorithm. The policy of the Q-learning algorithm makes a
robot carry out an inspection if the resultant search of the
broadcast returns zero and ignores it if the resultant search
is greater than zero. A robot only shuts down if all states have
been visited and inspected. As the broadcast information is
passed to the Q-learning algorithm, the policy is iterated
towards an optimal value and condition.
The broadcast avoids the cost of multiple inspections and
the QL ensures that robots take appropriate actions. The
only state in which inspection is carried out would have
sensor readings (𝑠
𝑟
), indicating 𝐻
𝑐
. For taking an action (𝑎)
in state (𝑠), the robot gets a reward (𝑅), which is used in
(10) to compute the 𝑄-value for the current state and can
send a broadcast to other robots. Figure 5 and Table 3 show
the restrictions and possible transitions among node points,
indicating the possible rewards for any particular action (𝑎)
in any state (𝑠). Every other transition besides the goal state
could result in a reward of 50 or 100 and at completion
the reward is the maximum, 150. We consider it wasteful to
make the robots scan first before sharing intelligence because
such action would slow them down and make them expend
more energy. Robots are to provide the inspection results,
showing actions taken in different states and the nature of
conditions detected in any particular state. The introduction
of the broadcast approach to determine the team’s exploration
reduces the execution time and energy cost of the whole
teamandmakes the collaboration effective. So in amultirobot
scenario the task can be effectively executed if the robots are
made to share intelligence as they progress. Robots do not
have to waste time and energy in doing the same task already
carried out by other robots in the team.
GIVEN. On a mathematical justification of the above, sup-
pose a safety preinspection of toxic gases or rock fall or some
combination of the two is being carried out on a piece of
complex underground terrain in Figure 1, say 𝐿Km2; there
is a limited number of MRS with different capacities, 𝑅, and
precious inspection time, 𝑇minutes. Every region/state 𝑥
1
in
the terrain requires a capacity of robot𝑅
1
ofMRS and limited
time 𝑇
1
while every state 𝑥
𝑛
requires robot 𝑅
𝑛
of MRS and
inspection time, 𝑇
𝑛
. Let 𝑃
1
be the positive reward of QL for
correct behaviour on state 𝑥
1
and let 𝑃
𝑛
be the reward on
state 𝑥
𝑛
. This research aims to maximise positive rewards by
choosing optimal values for states 𝑥
1
, . . . , 𝑥
𝑛
as follows:
Maximise:
𝑃
1
⋅ 𝑥
1
+ 𝑃
2
⋅ 𝑥
2
+ ⋅ ⋅ ⋅ + 𝑃
𝑛
⋅ 𝑥
𝑛
(objective function)
Subject to constraints:
𝑥
1
+ 𝑥
2
+ ⋅ ⋅ ⋅ + 𝑥
𝑛
≤ 𝐿
(limited total states)
𝑅
1
⋅ 𝑥
1
+ 𝑅
2
⋅ 𝑥
2
+ ⋅ ⋅ ⋅ + 𝑅
𝑛
⋅ 𝑥
𝑛
≤ 𝑅
(limited MRS capacity)
𝑇
1
⋅ 𝑥
1
+ 𝑇
2
⋅ 𝑥
2
+ ⋅ ⋅ ⋅ + 𝑇
𝑛
⋅ 𝑥
𝑛
≤ 𝑇
(limited inspection time)
Non-negativity constraints:
𝑥
1
≥ 0, 𝑥
2
≥ 0, . . . , 𝑥
𝑛
≥ 0
(MRS cannot inspect negative states) .
(1)
In terms of solving this optimization problem, we use the
proposed QLACS model to compare the time and number of
states inspected.The number of robots used is also compared.
The graphs results in Section 4 also give more insight into the
solution of the problem.
3.2. Basic Navigation and Cooperative Behaviours Using
QLACS. QLACS has two components. The first component
is formed by an improved ACS and the second component
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is formed by an improved QL. The improvement occurs
because some heuristics were added to the ordinary QL and
ACS to achieve the hybrid QLACS. However, the second
component ofQLACS, which is an improvedQL, was initially
used to solve the proposed problem. After much analysis, we
realized that the system needs to be optimized for effective
cooperation and communication.
Using the second component of QLACS to solve the basic
navigation and cooperative behaviour, the possible actions
were set for each robot as inspect, ignore, and shutdown (after
reaching the goal state 𝐻). Also, a reward system that will
reflect the possible actions of the robots was chosen. In other
words, a robot gets 150 points only when the goal is achieved
(shutdown), 100 points for ignoring an already inspected area
(ignore), and 50 points for inspecting an uninspected area
(inspect). Figure 5 shows the transition events of the model
and Table 3 displays the possible state action for each robot.
The way the QLACS second component works here is based
on both navigation and communication behaviours.
Achieving navigational behaviour with the second com-
ponent of QLACS has some cost associated to it. In our
scenario, because we want the robots to share intelligence
by broadcasting results (robots search through other robots’
memory), our problem is not solely navigational but also
cooperative. Our behavioural actions are inspect, ignore,
and shutdown. We noted that these actions of interest are
not navigation oriented; there is no way we could use
them in making decisions on transition. The functions for
decision can be integrated to assist the other. Therefore,
our behavioural model is an integration of two behaviours:
(1) navigational behaviour and (2) cooperating behaviour
through decision making. The integration works with a
route finding method called RandomStateSelector, which we
introduced in the second component of QLACS to help
determine where the robot goes from the starting point to
the exit point. Two parts of the RandomStateSelector method
are introduced in this work. The first one is the Random-
StateSelector C H, which is used to transit from state 𝐶 to𝐻
and the second one, RandomStateSelector F H, transits from
state 𝐹 to 𝐻. This method works but not effectively because
some of the states are repeated several times because of the
random selection method. However, the decision part of this
second component of QLACS, which is handled by a method
called CheckInspection, worked efficiently. CheckInspection is
responsible for sharing the broadcast among the agents. The
broadcast looks at all the stored 𝑄-values on all the robots
and returns a signal for the action that needs to be taken.
Therefore, we concluded that the heuristically accelerated
component of QLACS has proven to be effective by showing
evidence of effective communication in making inspection
decisions using our model. It did not guarantee shortest pos-
sible time for inspection because of repeated states decisions.
In this light, we only harnessed the communication strength
of the second component of QLACS for communication
and cooperation. Figure 5 and Table 3 form the basis for the
QLACS second component.
To take care of the random state selector problem encoun-
tered in implementing the algorithm used for the second
part of QLACS, we introduced an optimized route finder
Table 4: Combined adjacency and weight matrix.
𝐹 𝐺 𝐸 𝐷 𝐴 𝐵 𝐶 𝐻
𝐹 0 1 1 1 0 0 0 1
𝐺 1 0 2 0 0 0 1 0
𝐸 1 2 0 2 0 2 0 0
𝐷 1 0 2 0 2 0 0 0
𝐴 0 0 0 2 0 2 0 0
𝐵 0 0 2 0 2 0 1 0
𝐶 0 1 0 0 0 1 0 1
𝐻 1 0 0 0 0 0 1 0
1
11
1
1
2
2 2
2
2
E
C
G
B
A
D
F
Figure 6: Weighted map/graph of the model environment.
algorithm. This route finder algorithm, which forms the first
component of QLACS, is a swarm intelligence technique.
Figure 6 andTable 4 form the basis of the exploration space of
the agents (ants) which achieved the optimum route finding.
The weighted graph in Figure 6 is based on the number of
obstacles the ants will encounter from the points of entry 𝐹
and 𝐶. The combined table in Table 4 contains the weights
of the obstacles and evidence of an edge between any two
vertices (states). It shows that there is a connection between
any two vertices in a graph. Generally, a “1” or “2” depicts
the existence of an edge while a “0” represents the absence
of an edge, that is, no transition between such vertices. The
constructed graph is an undirected multigraph, providing
evidence of some agents coming from 𝐹 or 𝐶 of the mine
(logical space). It is unidirectional because agents can move
in any particular direction (multigraph). This means that the
sameweights on the edges apply to both directions.The graph
does not show𝐻; we assume that once the agents reach 𝐹 or
𝐶, they exit if all inspections have been done.
3.3. HybridModel Development . Theparameters for building
the analytical hybrid QLACS (equations (2) through (11))
model are presented in Tables 5 and 6.
3.3.1. Algorithmic and Mathematical Analysis
ACS Starts. Computation of edge attractiveness
𝜂
𝑖,𝑗
=
1
𝐷
𝑖,𝑗
. (2)
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Table 5: A list of parameters for the ACS model.
ACO parameters Meaning
𝛼 Pheromone influence factor
𝛽 Influence of adjacent node distance
𝜌 Pheromone evaporation coefficient
𝑄 Attractiveness constant
𝑒 Visited edge
𝑒
󸀠 Edge not visited
𝐿
𝑘 Length tour of ant k
𝜏 Pheromone concentration (amount)
𝜂 Specific visibility function (attractiveness)
Δ𝜏
𝑘 Pheromone concentration by Kth ant
𝑃
𝑟
(𝑖, 𝑗) Probability of moving from i to j
𝐷
𝑖,𝑗 Visibility or distance between i and j
𝑓
𝑖 Fitness of individual in a population
𝑃
𝑖 Probability of being selected among 𝑓𝑖
𝑁 Number of individuals in the population
𝑖, 𝑗 Denotes any two adjacent nodes in the graph
𝑀
𝑘 Set of unvisited nodes
Table 6: A list of parameters for the QL model.
QL Parameters Meaning
𝑄 𝑄-value update
𝑠 State
𝑎 Action
𝑅 Reward
𝛾 Learning rate
Computation of instantaneous pheromone by ant 𝑘
Δ𝜏
𝑘
=
𝑄
𝐿
𝑘
. (3)
Update of pheromone
𝜏
𝑖,𝑗
= (1 − 𝜌) ∗ 𝜏
𝑖,𝑗
+ Δ𝜏
𝑘
𝑖,𝑗
. (4)
Computation of edge probability
𝑃
𝑟
(𝑖, 𝑗) =
[𝜏
𝑖,𝑗
]
𝛼
[𝜂
𝑖,𝑗
]
𝛽
Σ
𝑒
󸀠
=(𝑖,𝑗)
[𝜏
𝑖,𝑗
]
𝛼
[𝜂
𝑖,𝑗
]
𝛽
. (5)
Adoption of roulette wheel
Cumulative (𝑃
𝑟
(𝑖, 𝑗)) =
𝑁+1
∑
𝑖=1
𝑃
𝑟
(𝑖, 𝑗) , (6)
𝑓
𝑖
=
∑
𝑁
𝑗=1
𝑓
𝑗
𝑁
, (7)
𝑃
𝑖
=
𝑓
𝑖
∑
𝑁
𝑗=1
𝑓
𝑗
. (8)
Equations (2) through (8) build the complete route find-
ing model. Equations (2) through (4) are prerequisite to (5).
Equation (5) is prerequisite to roulette wheel selection. At the
end of (8), new states are selected and the trail is updated.The
best path from both directions is selected and used as input
in Q-learning. Note that 𝐷
𝑖,𝑗
= weight on edges, 𝑃
𝑟
(𝑖, 𝑗) =
chance of moving to a node 𝐸(𝐼, 𝑗), 𝐿
𝑘
= sum of visited nodes
by ant 𝑘.
QL Starts. Each robot in its QL thread
computes its learning rate:
𝛾 =
0.5
[1 + Frequency (𝑠, 𝑎)]
. (9)
𝑄-values are updated:
𝑄 (𝑠, 𝑎) = 𝑅 (𝑠, 𝑎) + 𝛾 (10)
making a broadcast (Decision = Inspect/Ignore/Shut-
down)
𝑄 (𝑠, 𝑎) =
{{
{{
{
𝑄 = 0 Inspect if 𝑠
𝑗
̸= goalstate
𝑄 > 0 Ignore if 𝑠
𝑗
̸= goalstate
𝑄 ≥ 0 Shutdown if 𝑠
𝑗
= goalstate.
(11)
Equation (9) is Gamma, the learning rate, which is always
between zero and 1. This equation is calculated based on
the frequency of action of each robot in inspecting states.
Equations (9) to (11) are state-dependent. The states are kept
in a buffer and then accessed at run time. ACS and QL do not
work simultaneously. ACS works to completion and QL takes
the final output as its input. ACS is not repeatedly called while
QL is working.
Our behavioural model is an integration of two algo-
rithms: (1) route finding algorithm (2) communication and
cooperative algorithm. The integration works the following
way. The optimal route finder (ACS) determines where the
robot goes from the starting point to the destination, while
QL determines what action it takes when it gets to any of
the states. This collaboration works effectively because the
optimal route finder has been proven to give the best possible
transitions and the heuristically accelerated QL has proven
to be effective by showing evidence of effective commu-
nication in making inspection decisions. Consequently, it
guarantees the shortest possible time for inspection in the
absence of wasteful inspection decisions. This framework
forms the basis for our cooperative behaviourmodel forMRS
(QLACS).Thepseudocode for the implementation ofQLACS
is outlined in Algorithm 2.
3.3.2. QLACS Hybrid Approach Evolution. Figure 7 is the
architecture of hybrid QLACS explaining the handshake
between the two components.
(i) Graph Construct Module. This is the interconnection of
states in our model environment (see Figure 4). It encom-
passes all possible transitions from 𝐹 to 𝐶 and vice versa.
Thus from themodelwe construct an adjacency/weight graph
matrix that can be traversed by any graph-oriented algorithm.
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INPUT: Edge distance(obstacles), pheromones, ants’ trail, associated probabilities,
starting and terminating indexes that is, from F or C
OUTPUT: Effective cooperation, inspection and navigation
(1) Boolean CompletedFlag = False //Boolean variable indicates completion for all the threads
(2) Declare CompletedThreadBuffer //Data structure stores Info about completed thread
(3) Initialize all 𝑄values to Zero //All 𝑄values positions are initialized to zero
(4) Initialize Best Paths From ACO algorithm //starting from 𝐹 and 𝐶
(5) While (CompletedFlag <> True) //Checks for when all robots have finished and flag is true
Begin
Create N number of Threads in Parallel
Threads get Current States in Parallel from ACO algorithm
Threads get Next States and Indexes in Parallel from ACO algorithm
Threads compare 𝑄values of all corresponding positions of Current States (Each Robot Broadcast
𝑄value info)
IF ((Q == 0)& (ThreadNextState <> GoalState)) //Checks if a particulate state is available
Begin
State is Available, Robot with the CurrentThreadID Inspects
Compute and Update 𝑄value
End
IF (Q > 0) //checks if a state is not available, because an already inspected state has 𝑄 > 0
Begin
State is already inspected, Robot with the CurrentThreadID Ignore
Compute and Update 𝑄value
End
IF ((Q == 0) & (ThreadNextState == GoalState)) //Checks for goal state and shuts down.
Begin
Compute and Update 𝑄value
Goal state is reached and Inspection Completed
Thread with the CurrentThreadID Shuts down
Store CurrentThreadID in CompletedThreadBuffer
End
IF (Count [CompletedThreadBuffer] == NumberOfRobot) //Learning stops when this happens
Begin
CompletedFlag = True
End
End of While Loop.
Algorithm 2: Pseudocode for QLACS.
No
No
Yes
Yes
2
robots
Graph
construct
Initialize
parameters
module
State
selection
module
State
action
module
QLACS
update
module
State
broadcasting
module
Goal state
module
New state
module
Decision
module
Cooperative
inspection
module
Convergence
decision
module
Transition
module
Update
module
Figure 7: Hybrid architecture.
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Example I of QLACS (Using Figure 5 for optimized route finding)
Parameters used in the first component of QLACS
𝑄 = 2.0, 𝛼 = 3, 𝛽 = 2, 𝜌 = 0.01
Starting State: 𝐹
Terminating State: 𝐶/𝐹
Terminating condition: When all states have been visited at least once and it is at terminating state
State Space = {𝐹, 𝐺, 𝐸,𝐷, 𝐴,𝐵, 𝐶}
Initialize pheromones positions to 0.01
Rand = (0, 1) returns a random value between 0 and 1
Equations
(i) Computation of attractiveness 𝜂
𝑖,𝑗
using (2)
(ii) Computation of instantaneous pheromones by ant 𝑘 for all potential states using (3)
(iii) Pheromone update using (4)
(iv) Computation of probabilities for the potential states using (5)
(v) Adaptation of roulette Wheel using (6)
Equation (5) can be reduced to Let 𝑤(𝑖, 𝑗) = [𝜏
𝑖,𝑗
]
𝛼
[𝜂
𝑖,𝑗
]
𝛽
Sum =
𝑁+!
∑
𝑖=1
𝑤 (𝑖, 𝑗)
So 𝑃
𝑟
(𝑖, 𝑗) = 𝑤
sum
Algorithm 3: Parameters for QLACS Example I.
In our case, there are eight states: primarily seven internal
states and a common terminating state. Since the states are
not just linear, the environment allows for multiple options;
that is, an agent/ant can choose from any present state. This
type of scenario is also called a multigoal scenario.
(ii) State Selection Module. Here, the agents select the start
and end states, which according to our model in Figure 4 are
𝐹 and 𝐶. These states are selected based on the cumulative
probability of two adjacent nodes in (6).
(iii) Transition Module. This module takes care of the tran-
sition rules of the agents by calculating the pheromone
concentrations, distances, and probabilities using (2) through
(4).
(iv)UpdateModule.After transition fromone state to another,
an update of the pheromone is computed, after which
multipath planning with shortest path is achieved.
(v) Convergence Decision Module. This is where the best
trail/path decision is taken.This is the end product of the first
component of QLACS, which is then moved to the second
component of QLACS for cooperative behaviour.
(vi) Cooperative Inspection Module. This is where the robots
are deployed to start inspection. The robots are to use the
acquired best paths starting from 𝐹 and 𝐶, respectively, as
input for the second component of QLACS. The two robots
are to use the learning rate from (9) to learn the environment
and use (10) for cooperation.
(vii) State Broadcasting Module. This module handles the
broadcasting behaviours of the two robots, which are
achieved by using (10). Each robot checks its memory
represented by 𝑄-values before taking any decision.
(viii) State Action Module. State broadcasting by each robot is
immediately followed by action selection. In other words, the
state to inspect or ignore is achieved here using (11).
(ix) QLACS Update Module. After each action selection, the
𝑄-values of each robot are updated using (10).
(x) New State Module. This module takes care of the robot’s
new state after updating the 𝑄-values. Each robot runs in its
own threads, managing its memory, yet sharing information.
(xi) Final Decision Module.This decision module determines
if the robot should exit the environment or still do more
inspections. It is also controlled by (11).
(xii) Goal State Module. The completion of the second com-
ponent of QLACS is getting to the goal state after successful
inspection of states.This goal state according to our model in
Figure 4 is called𝐻.
3.3.3. Analytical Scenario. For the benefit of robotic and
system engineers, practitioners, and researchers, this paper
uniquely presents scenarios on the ease of implementation of
the proposed QLACS as described in Algorithms 3 and 4 and
Tables 7 and 10. The first component of QLACS is explained
in Example I, shown in Algorithm 3 and Table 7. The first
component that achieved optimal route paths for the robots
has the parameters listed in Algorithm 3. The calculation for
different states transition for the first component of QLACS
is analysed in Table 7.
Repeat steps 1–6 for subsequent current states until the
termination condition and state are reached. At the end of
seven updates we have Tables 8 and 9. The total length
shown in Table 8 represents the total number of obstacles
encountered by each agent while trailing to achieve the
optimal route for the robots. The number of obstacle shown
12 Mathematical Problems in Engineering
Ta
bl
e
7:
Q
LA
CS
Ex
am
pl
eI
na
vi
ga
tio
na
la
na
ly
tic
al
so
lu
tio
n.
St
ar
tin
g
sta
te
:𝐹
Po
te
nt
ia
ls
ta
te
s:
𝐷
,𝐸
,𝐺
(1
)U
se
(2
),
𝜂
𝐹
,𝐷
=
1
,𝜂
𝐹
,𝐸
=
1,
𝜂
𝐹
,𝐺
=
1
(2
)U
se
(3
),
𝐿
𝑘
=
1,
Δ
𝜏
𝑘
(
𝐹
,
𝐷
)
=
2
/
1
=
2
,Δ
𝜏
𝑘
(
𝐹
,
𝐸
)
=
2
,Δ
𝜏
𝑘
(
𝐹
,
𝐺
)
=
2
(3
)U
se
(4
),
𝜏
𝐹
,𝐷
=
(
1
−
0
.0
1
)
∗
0
.0
1
+
2
=
2
.0
0
9
9
=
2
.0
1
,𝜏
𝐹
,𝐸
=
2
.0
1
,𝜏
𝐹
,𝐺
=
2
.0
1
Fi
rs
tp
he
ro
m
on
eu
pd
at
e
𝐹
𝐺
𝐸
0
.0
1
2
.0
1
2
.0
1
𝐷
𝐴
𝐵
2
.0
1
0
.0
1
0
.0
1
𝐶
0
.0
1
(4
)U
se
(5
)𝑤
(
𝐹
,
𝐷
)
=
[
𝜏
𝐹
,𝐷
]
𝛼
[
𝜂
𝐹
,𝐷
]
𝛽
=
(
2
.0
1
)
3
=
8
.1
2
,𝑤
(
𝐹
,
𝐸
)
=
8
.1
2
,𝑤
(
𝐹
,
𝐺
)
=
8
.1
2
Su
m
=
𝑤
(
𝐹
,
𝐷
)
+
𝑤
(
𝐹
,
𝐸
)
+
𝑤
(
𝐹
,
𝐺
)
=
2
4
.3
6
𝑃
𝑟
(
𝐹
,
𝐷
)
=
𝑤 su
m
=
8
.1
2
2
4
.3
6
=
0
.3
3
,𝑃
𝑟
(
𝐹
,
𝐸
)
=
0
.3
3
,𝑃
𝑟
(
𝐹
,
𝐺
)
=
0
.3
3
Pr
ob
ab
ili
tie
s
𝐹
𝐺
𝐸
0
0
.3
3
0
.3
3
𝐷
𝐴
𝐵
0
.3
3
0
0
𝐶 0
(5
)U
se
(6
)
𝐻 0
𝐹
𝐺
𝐸
0
0
.3
3
0
.3
3
𝐷
𝐴
𝐵
0
.3
3
0
0
𝐶 0
Ca
ll
Ra
nd
Ra
nd
=
0.
07
,R
an
d
fa
lls
in
st
at
e𝐸
.R
ou
le
tte
w
he
el
se
le
ct
s𝐸
as
th
en
ex
ts
ta
te
,e
nd
of
ro
ul
et
te
w
he
el.
(6
)U
pd
at
et
ra
il:
𝐹
,𝐸
Cu
rr
en
ts
ta
te
:𝐸
Po
te
nt
ia
ls
ta
te
s:
𝐵
,𝐷
,𝐺
(1
)U
se
(2
),
𝜂
𝐸
,𝐵
=
1
/
2
,𝜂
𝐸
,𝐷
=
1
/
2
,𝜂
𝐸
,𝐺
=
1
(2
)U
se
(3
),
𝐿
𝑘
=
(
𝐹
−
𝐸
−
𝐷
)
=
1
+
2
=
3
,𝐿
𝑘
=
(
𝐹
−
𝐸
−
𝐵
)
=
1
+
2
=
3
,𝐿
𝑘
=
(
𝐹
−
𝐸
−
𝐺
)
=
1
+
2
=
3
Δ
𝜏
𝑘
=
2 3
=
0
.6
7
(3
)U
se
(4
),
𝜏
𝐸
,𝐵
=
(
1
−
0
.0
1
)
∗
2
.0
1
+
0
.6
7
=
2
.6
6
,𝜏
𝐸
,𝐷
=
2
.6
6
,𝜏
𝐸
,𝐺
=
2
.6
6
Se
co
nd
ph
er
om
on
eu
pd
at
e
𝐹
𝐺
𝐸
0
.0
1
2
.6
6
2
.0
1
𝐷
𝐴
𝐵
2
.6
6
0
.0
1
2
.6
6
𝐶
0
.0
1
(4
)U
se
(5
)𝑤
(
𝐸
,
𝐵
)
=
(
2
.6
6
)
3
∗
(
1
/
2
)
2
=
4
.7
1
,𝑤
(
𝐸
,
𝐷
)
=
4
.7
1
,𝑤
(
𝐸
,
𝐺
)
=
(
2
.6
6
)
3
∗
(
1
)
2
=
1
8
.8
2
Su
m
=
4
.7
1
+
4
.7
1
+
1
8
.8
2
=
2
8
.2
4
𝑃
𝑟
(
𝐸
,
𝐵
)
=
𝑤 su
m
=
4
.7
1
2
8
.2
4
=
0
.1
7
,𝑃
𝑟
(
𝐸
,
𝐷
)
=
4
.7
1
2
8
.2
4
=
0
.1
7
,𝑃
𝑟
(
𝐸
,
𝐺
)
=
1
8
.8
2
2
8
.2
4
=
0
.6
7
Pr
ob
ab
ili
tie
s
𝐹
𝐺
𝐸
0
0
.6
7
0
𝐷
𝐴
𝐵
0
.1
7
0
0
.1
7
𝐶 0
(5
)U
se
(6
)
𝐻 0
𝐹
𝐺
𝐸
0
0
.6
7
0
𝐷
𝐴
𝐵
0
.1
7
0
0
.1
7
𝐶 0
Ca
ll
Ra
nd
Ra
nd
=
0.
9,
Ra
nd
fa
lls
in
st
at
e𝐷
.R
ou
le
tte
w
he
el
se
le
ct
s𝐷
as
th
en
ex
ts
ta
te
,e
nd
of
ro
ul
et
te
w
he
el.
(6
)U
pd
at
et
ra
il:
𝐹
,𝐸
,𝐷
Mathematical Problems in Engineering 13
Example II of QLACS (For good cooperation and communication between robots)
Parameters used in the second component of QLACS (Using output from the first component of QLACS)
Reward Scheme: Inspect = 50, Ignore = 100, Shutdown = 150
State space: Optimized path from QLACS R1 = {𝐹, 𝐸,𝐷, 𝐴, 𝐵, 𝐶, 𝐺, 𝐶} and QLACS R2 = {𝐶, 𝐵, 𝐴,𝐷, 𝐹, 𝐸, 𝐺, 𝐶}
Starting State: 𝐹/𝐶
𝑆
𝑗
= Terminating State: 𝐶 then𝐻
Terminating condition: When all states have been visited.
Initialize 𝑄value positions to zeros
Equations
(i) Compute learning rate using (9)
(ii) Compute update on 𝑄(𝑠, 𝑎) using (10)
Algorithm 4: Parameters for QLACS Example II.
Table 8: Pheromone update of a full cycle.
Pheromone update
Current states 𝐹 𝐺 𝐸 𝐷 𝐴 𝐵 𝐶
𝐹 0.01 2.01 2.01 2.01 0.01 0.01 0.01 1st update
𝐸 0.01 2.66 2.01 2.66 0.01 2.66 0.01 2nd update
𝐷 3.13 0.01 3.03 0.01 3.03 0.01 0.01 3rd update
𝐴 0.01 0.01 0.01 0.45 0.01 0.45 0.01 4th update
𝐵 0.01 0.01 0.67 0.01 0.67 0.01 0.7 5th update
𝐶 0.01 0.91 0.01 0.01 0.01 0.89 0.01 6th update
𝐺 0.71 0.01 0.69 0.01 0.01 0.01 0.71 7th update
𝐶 = terminating state and ant 𝑘 has moved through all states at least once.
Trail: 𝐹𝐸𝐷𝐴𝐵𝐶𝐺𝐶.
Number of obstacles = 1 + 2 + 2 + 2 + 1 + 1 + 1 + 1 = 10.
Table 9: Probability update of a full cycle.
Probability table
Current states 𝐹 𝐺 𝐸 𝐷 𝐴 𝐵 𝐶
𝐹 0 0.33 0.33 0.33 0 0 0
𝐸 0 0.67 0 0.17 0 0.17 0
𝐷 0.69 0 0.16 0 0.16 0 0
𝐴 0 0 0 0.5 0 0.5 0
𝐵 0 0 0.16 0 0.16 0 0.68
𝐶 0 0.52 0 0 0 0.49 0
𝐺 0.45 0 0 0 0 0 0.45
𝐶 = terminating state.
as 10 is calculated using the trail result in Table 8. Table 9
displays the probability update table for a full cycle of route
finding. In the case of this first example, the first robot will
terminate its inspection through 𝐶 and then𝐻.
Algorithm 4 displays the parameters of the second exam-
ple of QLACS. The second component of QLACS handles
this aspect of the model, which is the communication and
cooperative part. Once the first component hands the output
to the second component, it becomes the second component
input and it runs with it. From Algorithm 4, QLACS R1
represents the input for robot 1 and QLACS R2 represents
the input for robot 2 received from the first component of
QLACS. The terminating condition is when all states have
been visited.
The rest of Example II displayed in Table 10 explains the
cooperative behavioural scenario from one state to another
for two robots. The tables in the last row of Table 10 show the
communication and cooperative output achieved using the
second component of QLACS.
4. Experimental Evaluations: Safety
Inspections for MRS Behaviours
The experimental results of implementing QLACS in an
environment that consists of obstacles and links are tabu-
lated in this section. The experimental setup is explained
in Section 4.1. Different performance categories are shown
in this section: without communication category and with
communication category. In the without communication
category, as displayed in Section 4.2, we found that robots
can inspect all states individually without knowing that
another robot exists. Robots can also inspect some of the
states, thereby leaving some states not inspected. The com-
munication category is explained in Section 4.3 while the
performance of the QLACS measured with other existing
methods is tabulated in Section 4.4.
4.1. Experimental Setup. Figure 8 displays different sets of
experiments conducted in the environment using two robots.
Figure 8(a) shows how two robots resume inspection from
two different entrances. In each set of experiments, the robots
take the readings of the roof cracks and level of toxic gases
using their sensors. The same behaviours happen in Figures
8(b) and 8(c), respectively, at different inspection locations.
The inspection locations vary in the four experimental setups
shown in Figure 8.
4.2. Experiment 1: Performance of QLACS without Coop-
eration. The result of implementing the QLACS without
communication in the proposed environment (Figures 1 and
4) is shown in Tables 11 and 12. In the case of Table 11, robot
1 (R1), enters the mine through state 𝐹 while robot 2 (R2)
enters the mine through state 𝐶. However, each robot learns
by inspecting some of the states and ignoring some of the
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Table 10: QLACS Example II cooperative behaviour.
Starting simulation Robot 1
Starting state: F
(1) Use (9)
𝛾 (𝐹) =
0.5
[1 + 1]
=
0.5
2
= 0.25
(2) Check the 𝑄-value for state 𝐹 (use (11))
𝑄 (𝐹, 𝑎) = 0
Selected action, 𝑎 = inspect
(3) use (10)
𝑄 (𝐹, 𝑎) = 50 + 0.25(0) = 50
End of value iteration
Current state: E, Robot 1
(1) Use (9)
𝛾 (𝐸) =
0.5
[1 + 1]
=
0.5
2
= 0.25
(2) Check the Q-value for state 𝐸 (Use (11))
𝑄 (𝐸, 𝑎) = 0
Selected action, 𝑎 = inspect
(3) Use (10)
𝑄 (𝐸, 𝑎) = 50 + 0.25 (max (0, 0, 0)) = 50
End of value iteration
Current state: C, Robot 2
(1) Use (9)
𝛾 (𝐶) =
0.5
[1 + 1]
=
0.5
2
= 0.25
(2) Check the Q-value for state 𝐶 (use (11))
𝑄 (𝐶, 𝑎) = 0
Selected action, 𝑎 = inspect
(3) Use (10)
𝑄 (𝐶, 𝑎) = 50 + 0.25 (max (0, 0, 0)) = 50
End of value iteration
Current state: B, Robot 2
(1) Use (9)
𝛾 (𝐵) =
0.5
[1 + 1]
=
0.5
2
= 0.25
(2) Check the 𝑄-value for state 𝐵 (use (11))
𝑄 (𝐵, 𝑎) = 0
Selected action, 𝑎 = inspect
(3) Use (10)
𝑄 (𝐵, 𝑎) = 50 + 0.25 (max (0, 0, 0)) = 50
End of value iteration
Current state:D, Robot 1
(1) Use (9)
𝛾 (𝐷) =
0.5
[1 + 1]
=
0.5
2
= 0.25
(2) Broadcast (use (11))
𝑄 (𝐷, 𝑎) = 0
Selected action, 𝑎 = inspect
(3) Use (10)
𝑄 (𝐷, 𝑎) = 50 + 0.25 (max (0, 0, 0)) = 50
End of value iteration
Current State: A, Robot 2
(1) Use (9)
𝛾 (𝐴) =
0.5
[1 + 1]
=
0.5
2
= 0.25
(2) Broadcast (use (11))
𝑄 (𝐴, 𝑎) = 0
Selected action, 𝑎 = inspect
(3) Use (10)
𝑄 (𝐴, 𝑎) = 50 + 0.25 (max (0, 0, 0)) = 50
End of value iteration
Current state: A, Robot 1
(1) Use (9)
𝛾 (𝐴) =
0.5
[1 + 0.25]
=
0.5
1.25
= 0.4
(2) Broadcast (use (11))
𝑄 (𝐴, 𝑎) = 50, that is, 𝑄 > 0
Selected action, 𝑎 = Ignore
(3) Use (10)
𝑄 (𝐴, 𝑎) = 100 + 0.4 (max (0, 0, 0)) = 100
End of value iteration
Current state:D, Robot 2
(1) Use (9)
𝛾 (𝐷) =
0.5
[1 + 0.25]
=
0.5
1.25
= 0.4
(2) Broadcast (use (11))
𝑄 (𝐷, 𝑎) = 50, that is, 𝑄 > 0
Selected action, 𝑎 = ignore
(3) Use (10)
𝑄 (𝐷, 𝑎) = 100 + 0.4 (max (0, 0, 0)) = 100
End of value iteration
Current state: B, Robot 1
(1) Use (9)
𝛾 (𝐵) =
0.5
[1 + 0.25]
=
0.5
1.25
= 0.4
(2) Broadcast (use (11))
𝑄 (𝐵, 𝑎) = 50, that is, 𝑄 > 0
Selected action, 𝑎 = Ignore
(3) Use (10)
𝑄 (𝐵, 𝑎) = 100 + 0.4 (max (0, 0, 0)) = 100
End of value iteration
Current state: F, Robot 2
(1) Use (9)
𝛾 (𝐷) =
0.5
[1 + 0.25]
=
0.5
1.25
= 0.4
(2) Broadcast (use (11))
𝑄 (𝐹, 𝑎) = 50, that is, 𝑄 > 0
Selected action, 𝑎 = ignore
(3) Use (10)
𝑄 (𝐹, 𝑎) = 100 + 0.4 (max (0, 0, 0)) = 100
End of value iteration
Current state: C, Robot 1
(1) Use (9)
𝛾 (𝐵) =
0.5
[1 + 0.25]
=
0.5
1.25
= 0.4
(2) Broadcast (use (11))
𝑄 (𝐵, 𝑎) = 50, that is, 𝑄 > 0
Selected action, 𝑎 = Ignore
(3) Use (10)
𝑄 (𝐵, 𝑎) = 100 + 0.4 (max (0, 0, 0)) = 100
End of value iteration
Current state: E, Robot 2
(1) Use (9)
𝛾 (𝐸) =
0.5
[1 + 0.25]
=
0.5
1.25
= 0.4
(2) Broadcast (use (11))
𝑄 (𝐸, 𝑎) = 50, that is, 𝑄 > 0
Selected action, 𝑎 = ignore
(3) Use (10)
𝑄 (𝐸, 𝑎) = 100 + 0.4 (max (0, 0, 0)) = 100
End of value iteration
Current state: G, Robot 1
(1) Use (9)
𝛾 (𝐺) =
0.5
[1 + 1]
=
0.5
2
= 0.25
(2) Broadcast (Use (11))
𝑄 (𝐺, 𝑎) = 0
Selected action, 𝑎 = Inspect
(3) Use (10)
𝑄 (𝐺, 𝑎) = 50 + 0.25 (max (0, 0, 0)) = 50
End of value iteration
Current state: G, Robot 2
(1) Use (9)
𝛾 (𝐺) =
0.5
[1 + 0.25]
=
0.5
1.25
= 0.4
(2) Broadcast (use (11))
𝑄 (𝐺, 𝑎) = 50, that is, 𝑄 > 0
Selected action, 𝑎 = ignore
(3) Use (10)
𝑄 (𝐺, 𝑎) = 100 + 0.4 (max (50, 50, 50))
= 100 + 20 = 120
End of value iteration
Current state: C, Robot 1
(1) Use (9)
𝛾 (𝐶) =
0.5
[1 + 0.4]
=
0.5
1.4
= 0.36
(2) Broadcast (Use (11))
𝑄 (𝐶, 𝑎) = 50
Selected action, 𝑎 = Ignore
(3) Use (10)
𝑄 (𝐶, 𝑎) = 100 + 0.36 (max (50, 50))
= 100 + 18 = 118
End of value iteration
Current state: C, Robot 2
(1) Use (9)
𝛾 (𝐶) =
0.5
[1 + 0.36]
=
0.5
1.36
= 0.37
(2) Broadcast (Use (11))
𝑄 (𝐶, 𝑎) = 50, that is, 𝑄 > 0
Selected action, 𝑎 = ignore
(3) Use (10)
𝑄 (𝐶, 𝑎) = 100 + 0.37 (max (50, 50))
= 100 + 0.37 ∗ 50 = 118.5
End of value iteration
All QLACS 1 states exhausted
Goal state:H, Robot 1
(1) Use (9)
𝛾 (𝐻) =
0.5
[1 + 1]
=
0.5
2
= 0.25
(2) Broadcast (use (11))
𝑄 (𝐻, 𝑎) = 0
Selected action, 𝑎 = Shutdown
(3) Use (10)
𝑄 (𝐻, 𝑎) = 150 + 0.25 (max (0, 0)) = 150
End of value iteration
All QLACS 2 states exhausted
Goal state:H, Robot 2
(4) Use (9)
𝛾 (𝐻) =
0.5
[1 + 1]
=
0.5
2
= 0.25
(5) Broadcast (use (11))
𝑄 (𝐻, 𝑎) = 0
Selected action, 𝑎 = Shutdown
(6) Use (10)
𝑄 (𝐻, 𝑎) = 150 + 0.25 (max (0, 0)) = 150
End of value iteration
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Table 10: Continued.
End of policy iteration
Robot 1 Robot 2
Inspect Ignore Shutdown
𝐹 Yes No No
𝐸 Yes No No
𝐷 Yes No No
𝐴 No Yes No
𝐵 No Yes No
𝐶 No Yes No
𝐺 Yes No No
𝐶 No Yes Yes through 𝐻
Inspect Ignore Shutdown
𝐶 Yes No No
𝐵 Yes No no
𝐴 Yes No No
𝐷 No Yes No
𝐹 No Yes No
𝐸 No Yes No
𝐺 No Yes no
𝐶 No Yes Yes through 𝐻
states. Since there is no communication, they exit the mine
after learning, consequently not inspecting all the states. The
same routine is reflected in Table 12, but in this case, each
robot ends up inspecting all the states before exiting the
mine. Analysis of Tables 11 and 12 shows that resources are
wasted and the inspection job is not effective and efficient.
Comparing the two tables, the time and distance cost are
high, though higher in Table 12 because of many repetitions.
For instance, the time and distance cost in Table 12 column
2 are 48.0028 and ((F, G, E, D, A, B, C), (C, B, A, D, E, G,
F)), respectively. It also shows that the states are repeated in
Tables 11 and 12. The memory usage is equally high. This led
us to create a more efficient QLACS with communication by
introducing some heuristics.The processes involved in Tables
11 and 12 are explained in Table 13.
One can see from Tables 11 and 12 that there is no good
communication among the robots, hence the evolvement of
Table 14.
4.3. Experiment 2: Performance of QLACS with Good Coop-
eration. The heuristic added to the known QL made this
experiment show good communication. This is where our
contribution to communication is shown. As a robot inspects
and learns the environment, it broadcast its 𝑄-values to the
other robot, which is in the form of a lookup table. In this
case, each robot checks for𝑄-values; when a𝑄-value is equal
to zero; the robot randomly selects a state for inspection. If
a 𝑄-value is greater than zero, the robot checks if the state
is available for inspection or for ignoring. When a robot
encounters a state with a𝑄-value equal to zero and the thread
next to the state is equal to the goal state (𝐻), then it shuts
down. It must have checked the lookup table to see that
all states have been inspected. The result in Table 14 shows
good communication between two robots. No states were
inspected more than once. The iterations for every run with
their times, memory usage, and effective communication are
also displayed in Table 14.
Comparing Table 14 with Tables 11 and 12, one cannot but
notice the huge differences in thememory, time, and distance
costs. The communication between the robots in Table 14
resulted in achieving good inspection; however, the random
method of choosing next inspection states did not give an
optimized route, thereby increasing time cost in passing and
checking through inspected states.
(a) Two robots starting inspection from two different entrances
(b) Two robots inspecting as they navigate in the environment
(c) Two robots inspecting different locations with different positions
Figure 8: Different experimental behaviours for two robots.
4.4. Experiment 3: Performance of QLACS for the Navigation
Behaviour of the ProposedModel. The result of implementing
the first component of QLACS for effective navigation of
the proposed model is tabulated in Table 16. Table 15 shows
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Table 11: QLACS without communication (inspecting some states).
Number of runs 1 2 3 4 5 6 7
Iterations 9 10 10 13 13 9 13
Time (sec) 43.0025 30.0017 34.002 30.0017 31.0017 31.0018 27.0016
Memory usage (bytes) 18872 18160 19204 18208 17896 18164 18308
Inspected states (R1) 𝐺 𝐹,𝐺, 𝐶 𝐶 𝐹,𝐷, 𝐵 𝐸, 𝐴 𝐹, 𝐸,𝐷, 𝐴, 𝐶 𝐹, 𝐺, 𝐸, 𝐴
Inspected states (R2) 𝐵,𝐴, 𝐺 𝐶 𝐶, 𝐵, 𝐴, 𝐸, 𝐹 𝐵, 𝐴 𝐶, 𝐵, 𝐸 𝐵, 𝐴, 𝐸 𝐴, 𝐺
Table 12: QLACS without communication (inspecting all states).
Number of runs 1 2 3 4 5 6 7
Iterations 114 10 70 10 9 10 10
Time (sec) 43.0024 48.0028 41.0023 34.0019 34.0019 34.0019 35.002
Memory usage (bytes) 28440 17960 27216 17000 18456 17672 17968
Inspected states (R1) F, G, E, D, A,B, C
F, G, E, D, A,
B, C
F, G, E, D, A,
B, C
F, G, E, D, A,
B, C
F, G, E, D, A,
B, C
F, G, E, D, A,
B, C
F, G, E, D, A,
B, C
Inspected states (R2) C, B, A, D, E,G, F
C, B, A, D, E,
G, F
C, B, A, D, E,
G, F
C, B, A, D, E,
G, F
C, B, A, D, E,
G, F
C, B, A, D, E,
G, F
C, B, A, D, E,
G, F
Table 13: Processes used in achieving Tables 11 and 12.
(a) For Table 11
Inspecting some States
(1) Initialize the starting and goal states
(2) Initialize all 𝑄values to zeroes
(3) Select a random action If 𝑄values of all possible actions at
current state are zeroes
(4) Select the action with the highest 𝑄value If it is the Max
𝑄value
(5) Compute and update 𝑄value of the selected action
(6) Get new state among possible states
(7) If new state = goal state then go to Steps 5 and 9
(8) Repeat Steps 3 to 6 until Step 7
(9) Shutdown
(b) For Table 12
Inspecting all States
(1) Initialize the starting and goal states
(2) Initialize all 𝑄values to zeroes
(3) Select a random action If 𝑄values of all possible actions at
current state are zeroes
(4) Select the action with the highest 𝑄value If it is the Max
𝑄value
(5) Compute and update 𝑄value of the selected action
(6) Get new state among possible states
(7) If new state = goal state then go to Steps 5 and 10
(8) Repeat Steps 3 to 7 until Step 9
(9) All states except the goal state has taken Action = Inspect
(10) Shutdown
the selected parameters used in achieving the optimal path.
The optimal path found after nine test runs is the path with
a distance cost of 10 for both entries to the environment,
displayed in Table 16. Therefore, columns 4, 5, 7, 8, and 9 can
be used as the optimized path input for the first component of
QLACS. Then QLACS will use any of the optimized paths to
navigate to the specified states and take decisions accordingly.
For instance, the test run result for nine ants gives 16 iterations
under 60.0035 seconds and giving the shortest paths to both
robots coming from entries 𝐹 and 𝐶 of the environment.The
path that gives us cost as 10 is obtained from FEDABCGC
(1.2.2.2.1.1.1) and CBADFGEGC (1.2.2.1.1.2.2.1), respectively.
Alpha (𝛼), Beta (𝛽), and Rho (𝜌) represent the heuristic
properties of the ACS algorithm. The Alpha factor is the
measure of the influence of pheromone concentration that
can influence the selection of the path with the highest
pheromone concentration. Beta is the measure of the influ-
encewhich is related to the distance between any two adjacent
nodes. It is also a heuristic factor that can measure the
influence distance in selecting the next state. It is not limited
to pheromones. Rho has to do with the rate at which the
pheromones evaporate. Rho shows how often new paths
are explored by the agents/ants rather than reinforcing old
paths. Each agent cooperates by having access to other agents’
pheromone values.The pheromone value is initialized to 0.01
and it is continually updated until learning stops. It is similar
to the first component of QLACS, where we initialize all
QLACS positions to zero and update for every new step.
Table 16 gave the optimized route to be used by the robots
to achieve inspection tasks.This resulted in combining Tables
14 and 16 to achieve Table 17. Table 17 shows optimized time
cost, memory usage, route cost, and good communication.
4.5. Experiment 4: Benchmarking the New Hybrid Model
(QLACS) with Popular Methods. Choosing the optimized
paths, QLACS performs cooperative inspection behaviour
through communication among robots. Looking at the sam-
ple result on Table 17, QLACS chooses the shortest and
complete possible inspection routes from different runs. In
this case, the best paths were obtained from Table 16 by using
9 agents, 10 agents, and 12 agents. All the test runs gave best
trail paths from both entrances listing the complete states
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Table 14: QLACS with communication.
Number of runs 1 2 3 4 5 6 7
Iterations 9 10 9 13 10 10 9
Time (sec) 33.0019 31.0017 31.0018 31.0018 29.0023 30.0017 31.0018
Memory usage (bytes) 15748 15948 15748 18232 16576 15948 15748
Inspected states (R1) 𝐹, 𝐺, 𝐸 𝐹, 𝐺, 𝐸,𝐷 𝐹, 𝐺, 𝐸 𝐹, 𝐸 𝐹, 𝐺, 𝐸,𝐷, 𝐵 𝐹, 𝐺, 𝐸,𝐷 𝐹, 𝐺, 𝐸
Inspected states (R2) 𝐶, 𝐵, 𝐴,𝐷 𝐶, 𝐵, 𝐴 𝐶, 𝐵, 𝐴,𝐷 𝐹, 𝐺, 𝐸,𝐷, 𝐴 𝐶,𝐴 𝐶, 𝐵, 𝐴 𝐶, 𝐵, 𝐴,𝐷
Table 15: Navigation behaviour parameter specification.
ACO properties Type of ACO Population Length of path Pheromonecoefficient 𝛽
Heuristic
coefficient 𝛼 Evaporation rate 𝜌
Properties ACS 9 or 12 8 2 3 0.01
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Figure 9: Comparison of time costs for QL, ACS, and QLACS.
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Figure 10: Comparison of route costs for QL and QLACS.
with length 10 as shown in Table 16; that is, they have states
from 𝐹 to 𝐶 and from 𝐶 to 𝐹. The length is the addition of
weights, along the line (trail edges). Then the QLACS uses
the optimized paths to make decisions on inspections. The
result from Table 17 shows that no state is inspected twice or
visited more than required. The QLACS model concentrates
on making the best inspection decisions for MRS. The first
run on Table 17 shows that nine agents/ants were used for
the route finding, the optimized route was achieved after nine
iterations under 7.0004 sec, and the states where all inspected
effectively without redundancies.
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Figure 11: Number of ants/iteration required for QLACS to find
optimal path.
0
2
4
6
8
10
12
14
0 2 4 6 8 10
Ti
m
e/
ite
ra
tio
n
Number of runs
Iteration
Time
Figure 12: Time and iteration required for QLACS to achieve
optimal behavior.
4.5.1. Comparative Study of the ProposedModel (QLACS) with
QL Only and ACS Only. Based on the results tabulated in
Table 18 and Figure 9, the average time costs of achieving the
MRS behaviours for QL, ACS, and QLACS were compared.
Two robots will use an average of 30.8590 sec to achieve
thorough inspection behaviour using QL, an average of
40.4309 sec to achieve optimal navigation behaviour using
ACS, and an average of 9.2868 sec to achieve both navigation
and cooperative behaviour using QLACS. The result shows
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Table 16: Navigation behaviour computations.
Number of runs 1 2 3 4 5 6 7 8 9
Number of Ants 5 7 8 9 10 11 12 15 28
Iterations 12 26 14 16 23 14 16 23 22
Time (sec) 37.0021 37.0021 39.0022 60.0035 32.0019 33.0019 35.002 43.0025 65.0037
Best train distance (R1) 12 12 10 10 10 10 10 10 10
Best trail distance (R2) 10 12 12 10 10 12 10 10 10
Table 17: New hybrid model QLACS computations.
Number of runs 1 2 3 4 5 6 7 8 9
Iterations 9 9 9 9 9 9 9 9 9
Number of ants 9 9 9 10 10 10 12 12 12
Time (sec) 7.0004 8.0005 9.0005 11.0006 11.0006 12.0007 8.0005 9.0005 9.0006
Memory usage (bytes) 10288 10280 10248 10288 10288 10288 10164 10712 10164
Inspected states (R1) 𝐹, 𝐺, 𝐸,𝐷 𝐹, 𝐺, 𝐸,𝐷 𝐹, 𝐺, 𝐸,𝐷 𝐹, 𝐺, 𝐸, 𝐴, 𝐵 𝐹, 𝐺, 𝐸, 𝐴, 𝐵 𝐹, 𝐺, 𝐸, 𝐴, 𝐵 𝐹, 𝐺,𝐷, 𝐴 𝐹, 𝐺,𝐷, 𝐴 𝐹, 𝐺,𝐷, 𝐴
Inspected states (R2) 𝐶, 𝐵, 𝐴 𝐶, 𝐵, 𝐴 𝐶, 𝐵, 𝐴 𝐶,𝐷 𝐶,𝐷 𝐶,𝐷 𝐶, 𝐵, 𝐸 𝐶, 𝐵, 𝐸 𝐶, 𝐵, 𝐸
Table 18: Time cost comparison for QL, ACS, and QLACS.
Runs QL time cost(sec)
ACS time cost
(sec)
QLACS time
cost (sec)
1 33.0019 37.0021 7.0004
2 31.0019 37.0021 8.004
3 31.0018 39.0022 9.0005
4 31.0018 32.0019 9.0005
5 29.0023 35.002 11.0006
6 30.0017 43.0025 12.0007
7 31.0018 60.0035 9.0006
Average 30.8590 40.4309 9.2868
that our proposed integrated algorithm performs better with
reduced time cost. On the same note, the route costs for the
QL and QLACS were also compared. The results in Table 19
and Figure 10 show that the proposed model QLACS gave a
much lower route cost than the QL.
The number of ants and iterations used to achieve this
is displayed in Figure 11. The more the ants, the more the
iteration.The best routes created in the five test runs shown in
Figure 11 are run numbers 1 and 3. They used fewer ants and
iterations to achieve the optimal routes. The optimal result
for the proposed model is achieved under nine iterations for
every run. The iteration remains constant for any number of
agents and robots.The blue line with starmarkers at Figure 12
is the iteration value for 9 runs. The red line shows the
different amounts of time required for each run. The time
is also almost stable for the QLACS, though it fluctuated a
little in the middle. This signifies that the proposed model
is more robust and effective in finding the optimal route
and coordinating MRS. The reduced route cost and shorter
computation time achieved with the QLACS satisfied the
criteria for cooperative behavioural purposes.
4.6. Experiment 4: Scalability of QLACS Using Two, Three,
and Four Robots. In this section, we present some results
obtained by experimenting with the cooperative behavioural
action of two, three, and four robots using the QLACSmodel.
The performance of the two, three, and four robots was
evaluated by running the simulation three times, using the
same number of agents. The performance of the proposed
QLACSmodel shows good communication between the two,
three, and four robots under the states inspected, in the last
four columns of Table 20. An almost stable time was used in
achieving the inspection for all the robots. The detail of the
simulation result is laid out in Table 20.
A notable observation emanating from Table 20 is that
there is a need for a larger mine area of inspection because
robot R1 in rows 4 to 6 could inspect only one state, while
robots R1 and R2 in rows 7 to 9 could inspect only one state
each. This implies that the size of the field of inspection is
proportional to the number of robots to be deployed.
5. Concluding Remarks
This paper has shown how MRS behave cooperatively in
underground terrains. The QL algorithm has been inves-
tigated for its potential quality of good communication,
while the ACS algorithm was explored for good navigation
properties. The strengths of the two algorithms have been
harnessed and optimized to form a hybrid model QLACS
which addressed the behavioural situation inMRS effectively.
The analytical solution of the newmodel was explained as
shown in Algorithms 3 and 4 and Tables 7 and 10.The hybrid
architecture for themodel was also described in Figure 7.The
experimental setup describing different navigation locations
for two robots was shown in Figure 8.
The new hybrid model QLACS for cooperative behaviour
of MRS in an underground terrain was proven able to find
the optimal route andhandle cooperation between two robots
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Table 19: Route cost comparison for QL and QLACS.
Runs QL (sec) QLACS (sec)
Path cost for R1 Path cost for R2 Path cost for R1 Path cost for R2
1 20 20 10 10
2 32 19 10 10
3 28 14 10 10
4 27 27 10 10
5 39 30 10 10
Average 29.5 22 10 10
Table 20: Summary of scalability performance on QLACS.
Row numbers Number of robots Time (sec) Number of states inspected
Robot 1 (R1) Robot 2 (R2) Robot 3 (R3) Robot 4 (R4)
1 2 10.0006 4 3
2 2 11.0007 4 3
3 2 8.0005 4 3
4 3 16.0009 1 3 3
5 3 17.001 1 3 3
6 3 12.0006 1 3 3
7 4 11.0006 1 1 3 2
8 4 14.0006 1 1 3 2
9 4 10.006 1 1 3 2
effectively. The cooperative behavioural problem was nar-
rowed down to two situations: navigational and cooperative
behaviours. ACS was used to establish the shortest optimal
route for two robots while the QL was used to achieve
effective cooperation decisions. The results achieved after
integrating the two algorithms showed a reduction in route
costs and computation times, as shown in Figures 9, 10, 11, and
12. The comparative analysis between QL, ACS, and QLACS
proved that the last-named is more robust and effective in
achieving cooperative behaviour for MRS in the proposed
domain.
The result of this work will be used for future simulation
of MRS applications in hazardous environments. An indica-
tion of expansion of this research area has conspicuously sur-
faced in both real life implementations and model increase.
The model used in this work can also be improved upon by
increasing the state space.
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Imaging satellite scheduling is an NP-hard problem with many complex constraints. This paper researches the scheduling problem
for dynamic tasks oriented to some emergency cases. After the dynamic properties of satellite scheduling were analyzed, the
optimization model is proposed in this paper. Based on the model, two heuristic algorithms are proposed to solve the problem.
The first heuristic algorithm arranges new tasks by inserting or deleting them, then inserting them repeatedly according to the
priority from low to high, which is named IDI algorithm. The second one called ISDR adopts four steps: insert directly, insert by
shifting, insert by deleting, and reinsert the tasks deleted. Moreover, two heuristic factors, congestion degree of a time window
and the overlapping degree of a task, are employed to improve the algorithm’s performance. Finally, a case is given to test the
algorithms.The results show that the IDI algorithm is better than ISDR from the running time point of view while ISDR algorithm
with heuristic factors is more effective with regard to algorithm performance. Moreover, the results also show that our method has
good performance for the larger size of the dynamic tasks in comparison with the other two methods.
1. Introduction
Because earth observation satellites (EOS) have many fea-
tures such as wide coverage area and long duration and are
without boundaries limitation, they have become an impor-
tant means for exploring and researching earth resources and
have been widely used in the fields such as land survey-
ing, vegetation classification, crop growth trend assessment,
natural disaster monitoring, and management of large-scale
infrastructure projects as well as battlefield reconnaissance
and ground military target identification.
Mission planning plays a key role in the whole process
of earth observation. It directly affects the result of task
completion. With the increase of the types of on-orbit
satellites, as well as the increasingly complex requirements for
observation data, how to optimize the scheduling of satellite
resources to meet all types of observational requests has
presented new challenges for satellite mission planning.
Satellite scheduling is to allocate the observation
resources and executing time to a series of imaging tasks.
In the recent years, many researchers have focused on
different types of scheduling problems for EOS. For example,
Parish [1] adopted the genetic algorithm to schedule as
many supports as possible by a schedule builder program
for 24-hour satellite range schedules. Wolfe and Sorensen
[2] described the priority dispatch algorithm and the
look ahead algorithm and then presented a novel genetic
algorithm with two additional binary variables. Vasquez
and Hao [3] formalized the daily photograph scheduling
problem of EOS as a generalized version of the well-known
knapsack model and developed a tabu search algorithm to
solve the problem. Vasquez and Hao [4] also designed a
partition-based approach to get the tight upper bounds for
the daily photograph scheduling problem of EOS, and then a
simplex-based linear programming relaxation and a relaxed
knapsack approach were presented to solve the problem. In
addition, Barbulescu et al. [5] compared simple heuristic
method, local search method, and genetic algorithm and
showed that the genetic algorithm had the best performance
in the three algorithms for the larger and more difficult
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problems. Frank et al. [6] used a constraint-based language
to model the scheduling problem of EOS and put forward a
stochastic greedy algorithm with heuristics search. Globus
et al. [7, 8] compared some algorithms such as the genetic
algorithm, hill climbing, simulated annealing, squeaky wheel
optimization, and iterated sampling on two variants of a
realistically-sized model of the EOS scheduling problem. Lin
et al. [9] adopted Lagrangian relaxation and linear search
techniques to generate a near-optimal, feasible schedule for
satellite daily imaging scheduling problem. Also, Zufferey
et al. [10] designed a tabu search and an adaptive memory
algorithm to tackle the satellite range scheduling problem
by employing the best ingredients of the graph coloring
techniques to the problem. Wang [11] designed a dynamic
insert tasks heuristic algorithm named as DITHA for
imaging satellite scheduling problem, which comprised
three basic processes: insert directly, insert by iteration
method, and insert by replacing. Mansour and Dessouky
[12] proposed a genetic algorithm to solve the SPOT5
selection problem by a new genome representation. Huang
et al. [13] proposed a fast heuristic algorithm called FHTIA
for electronic reconnaissance satellite dynamic scheduling
problem, which comprised three basic operators: directly
insert tasks algorithm, shift and insert tasks algorithm, and
replace tasks algorithm. As well, Zhang et al. [14] presented
an ant colony optimization approach with a guidance
solution to avoid trapping in local optima for solving the
satellite control resource scheduling problem.Wang et al. [15]
presented a nonlinear model of the scheduling problem and
developed a priority-based heuristic with conflict avoided to
schedule EOS constellation. Marinelli et al. [16] developed
a Lagrangian version of the Fix-and-Relax MIP heuristic to
solve the large scale input variables for satellite scheduling
problem. Sarkheyli et al. [17] modeled the scheduling
problem as the graph coloring and proposed a new tabu
search algorithm to solve resources scheduling in low earth
orbit by a new move function. Wu et al. [18] presented a
novel two-phase based scheduling method in task clustering
phase and task scheduling phase, constructed an acyclic
directed graph model, and utilized a hybrid ant colony
optimization algorithm for satellite observation scheduling.
Dishan et al. [19] constructed an integer programming
model, designed the rolling horizon strategy, and proposed
three dynamic scheduling algorithms with the rolling
horizon strategy for the dynamic scheduling problem of
EOS.Wu et al. [20] designed an acyclic directed graph model
by constructing a subacyclic directed graph in each orbit
for multisatellite scheduling problem oriented to emergency
tasks and common tasks and then presented a hybrid ant
colony optimization algorithm mixed with iteration local
search by repairing the constraints to guarantee all solutions
are satisfying the emergency task requirement. Wang et al.
[21] proposed a rule-based heuristic algorithm by describing
the dynamic factors such as the changes of task amount,
task properties, and task constraints into a uniformed form
as inserting new tasks for dynamic scheduling problem of
earth observing satellites and designed two heuristic rules
named asmax-contention for retraction andmin-occupation
for insertion, respectively. Iacopino et al. [22] designed an
innovative dynamic planning algorithm with a high-level
of adaptability and responsiveness, and the algorithm was
based on ant colony algorithm by applying stigmergy to find
near-optimum solutions on a global level for the Disaster
Monitoring Constellation.
This paper is organized as follows. After analyzing the
dynamic properties of imaging satellite scheduling, the opti-
mization model is proposed. Then, two heuristic algorithms
and two heuristic factors are put forward to solve the
problem. A description of the test example follows. After
presenting the results of the tests, the ability and the appli-
cability of the heuristic algorithms and the heuristic factors
are analyzed to derive some conclusions.
2. Analysis for the Dynamic Properties
Imaging satellites scheduling problem may face many
dynamic factors as follows.
(i) Insert a new task: according to the actual requirement,
users may insert some new tasks when a scheduling
scheme is being executed, especially someunexpected
tasks, such as the monitoring of serious earthquakes
and volcanic eruptions and forest fires.
(ii) Cancel some tasks arranged: due to the change of user
requirements, some arranged tasks may be cancelled
before they are scheduled.
(iii) Change the task properties: some tasks may change
their properties because users change their require-
ments or because task attributes are not reasonable.
(iv) Uncertainty of weather conditions: some tasks
arranged may not be completed or have poor quality
due to the change of the weather conditions such as
cloud cover.
In fact, except for the dynamic properties caused by the
tasks, there are many dynamic uncertainties resulting from
the resources. For example, some satellites may be out of use
because of malfunction, or some satellites may change their
attitudes or orbit parameters, which results in the dynamic
changes from the resources. However, the change of the
resources can be seen as a change of the task. If some tasks
are arranged to be executed in advance by a satellite and the
satellite is invalid later, these tasks can be seen as new insert
tasks. Therefore, we research the dynamic scheduling only in
the change of the tasks.
3. Model
This study mainly focuses on imaging satellite scheduling
problem of point targets, which means each target is viewed
as a point that can be observed by a single observation strip.
In fact, the scheduling problem of area targets can be solved
by dividing them into many point targets.
Different to the static scheduling, in addition to the
tradition requirements, there are some new requirements for
the dynamic scheduling. The common requirements for the
dynamic scheduling are as follows.
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As far as possible to maximize the observation income:
the optimal observation income is the initial goal of schedul-
ing scheme and is also the goal always pursued in the whole
scheduling process. This goal is often difficult to achieve
because of a variety of reasons.The complexity of the problem
and the limitation of computing ability result in the difficulty
to achieve the optimal scheduling income. So the decision
makers often have to accept a satisfied solution, not the
optimal solution.
As far as possible to complete all dynamic tasks: in gen-
eral, the dynamic tasks are the emergency tasks, which need
to be completed in time. Therefore, in dynamic scheduling,
the first and foremost thing is to complete the dynamic tasks
immediately when they are added to the task set.
As far as possible to minimize the difference between the
new scheme and the old one: satellite application is a compli-
cated process, and it needs special equipment and takes time
to upload an instruction to the satellite. Once the scheduling
scheme is adjusted on a large scale, there may be a series of
influences on the decision. Although the better income may
be gotten by rescheduling fully, it may lead to a large-scale
adjustment for the scheduling scheme, which results in the
phenomenon of “shock” for the scheduling scheme.
As far as possible to speed up the adjustment from the
old scheme to the new one: in the actual process of imaging
satellites scheduling, the requirement for the timeliness of
dynamic adjustment is very high. If it takes too long time to
adjust the scheme,maybe the new scheme generated just does
not meet the requirement. The goal with the optimal income
usually conflicts with the one with the fastest adjustment.
Although the optimal income can be gained by rescheduling,
the new scheme is usually difficult to meet the timeliness
requirements.
3.1. Parameters. The scheduling problem in the paper is
characterized by the following sets, input parameters, and
decision variables.
Sets:
S: the set of satellites
T: the set of tasks
DT: the set of dynamic tasks
W: the set of the time windows
𝑊
𝑗: the set of the time windows observed by
satellites j
𝑊
𝑗
𝑖
: the set of the timewindows observed by satellite 𝑗
for task i.
Parameters:
m: the number of the satellites
n: the number of all tasks
sn: the number of the tasks scheduled
dn: the number of the dynamic tasks
swn: the number of the time windows scheduled for
static tasks
𝑐
𝑖
: the observed income of task i
𝑛
𝑗
𝑖
: the number of the visible time windows of task 𝑖
observed by satellite j
𝑤
𝑗
𝑖,𝑘
: the kth time windows of task 𝑖 observed by
satellite j
st𝑗
𝑖,𝑘
: the start time the kth time windows observed by
satellite 𝑗 for task i
et𝑗
𝑖,𝑘
: the end time the kth time window observed by
satellite 𝑗 for task i
ang𝑗
𝑖,𝑘
: the swing angle when task 𝑖 is observed by
satellite 𝑗 in its kth time window
pre
𝑗
: the setup time of satellite 𝑗 for starting
shut𝑑
𝑗
: the stable time of satellite 𝑗 for shutdown
lim
𝑗
: the maximum allowable running time of satel-
lite 𝑗 for each loop
𝑡min
𝑗
: the shortest running time for satellite j
𝑡max
𝑗
: the longest running time for satellite j.
Decision variables:
𝑥
𝑗
𝑖,𝑘
: a Boolean variable that can be either 1 if the task
𝑖 can be observed by the satellite 𝑗 in the kth time
window or 0 if not observed.
It is noted that there may be many visible time windows
for every task observed by each satellite. We denote the
number of the visible time windows of task 𝑖 observed by
satellite 𝑗 as |𝑊𝑗
𝑖
|.
3.2. Optimal Model. The optimization model proposed in
the paper consisted of two optimization objectives. The
first one is to complete dynamic tasks as many as possible.
This objective is particularly important for the emergency
scheduling. The second one is to maximize the observation
income, which is the common objective for all imaging
scheduling. In the model, three constraints are considered.
They are as follows:
Max.
𝑑𝑛
∑
𝑖=1
𝑚
∑
𝑗=1
|𝑊
𝑗
𝑖
|
∑
𝑘=1
𝑥
𝑗
𝑖,𝑘
,
Max.
𝑛
∑
𝑖=1
𝑚
∑
𝑗=1
|𝑊
𝑗
𝑖
|
∑
𝑘=1
𝑥
𝑗
𝑖,𝑘
𝑐
𝑖
(1)
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St. 𝑥𝑗
𝑖,𝑘
𝑡min
𝑗
≤ 𝑥
𝑗
𝑖,𝑘
(et𝑗
𝑖,𝑘
− st𝑗
𝑖,𝑘
) ≤ 𝑥
𝑗
𝑖,𝑘
𝑡max
𝑗
,
∀𝑖 ∈ 𝑇, 𝑗 ∈ 𝑆, 𝑘 ∈ 𝑊
𝑗
𝑖
(2)
[st𝑗
𝑖,𝑘
− et𝑗
𝑖
󸀠
,𝑘
󸀠 − (pre𝑗 + shut𝑑𝑗+
Tran (ang𝑗
𝑖,𝑘
, ang𝑗
𝑖
󸀠
,𝑘
󸀠))] 𝑥
𝑗
𝑖,𝑘
𝑥
𝑗
𝑖
󸀠
,𝑘
󸀠 ≥ 0,
∀𝑖, 𝑖
󸀠
∈ 𝑇, 𝑠 ∈ 𝑆, 𝑘 ∈ 𝑊
𝑗
𝑖
,
𝑘
󸀠
∈ 𝑊
𝑗
𝑖
󸀠 , st
𝑗
𝑖,𝑘
> et𝑗
𝑖
󸀠
,𝑘
󸀠
(3)
|𝑆|
∑
𝑗=1
|𝑊
𝑗
𝑖
|
∑
𝑘=1
𝑥
𝑗
𝑖,𝑘
≤ 1, ∀𝑖 ∈ 𝑇, (4)
where Tran(ang𝑗
𝑖,𝑘
, ang𝑗
𝑖
󸀠
,𝑘
󸀠)means the switching time that the
same satellite 𝑗 adjusts its swing angle from ang𝑗
𝑖,𝑘
to ang𝑗
𝑖
󸀠
,𝑘
󸀠
for completing task 𝑖󸀠after having completed task 𝑖 when task
𝑖 and task 𝑖󸀠 are adjacent.
Constraint (2) means that each available time window
must be longer than the shortest running time of its observing
satellite and shorter than the longest running time of the
satellite; constraint (3) denotes that any two observation time
windowsmust satisfy the switch time requirement; constraint
(4) shows that each task is observed no more than one time
by all satellites.
4. Scheduling Strategy
The satellite scheduling is a complex constraint optimal prob-
lem with many constraints. Moreover, the problem has been
turned out to be an NP-hard problem. In fact, Barbulescu
et al. [23] showed that the single resource range scheduling
problem is equivalent to the problem of minimizing the
number of tardy jobs on a single-machine with release dates,
which enables the deterministic algorithms not suitable to
solve the problem if the input size of the problem becomes
larger. In fact, there are hundreds of input variables only
in one day observation for the satellite scheduling problem.
Therefore, in almost all satellite scheduling, nondeterministic
algorithms are adopted to solve the problem.
In order to meet the high timeliness requirement of
dynamic satellite scheduling, two heuristic algorithms and
two heuristic factors are proposed in the paper. In the two
heuristic algorithms, calculating the time windows between
the satellites and the targets is a basic procedure. In our
method, the calculating process includes three steps. Firstly,
the geocentric angle is computed according to the position of
the satellite and the location of the target. Then the direction
of the swing angle towards left or right is determined based on
the relation between the location of the target and the normal
vector of the satellite orbital plane. Finally, the exact visible
time windows between a given satellite and a certain target
are computed by iterating based on dichotomy. The detailed
process to calculate the time windows had been given in our
previous paper [24].
4.1. IDI Algorithm. In the first heuristic algorithm proposed,
new dynamic tasks are inserted directly or inserted by
deleting repeatedly, which is named as IDI. All new tasks are
firstly inserted to a waiting queue according to their priorities
from low to high.Note that the new tasks are sorted according
to their priorities from low to high, not from high to low.
What is the purpose? It is to ensure that the low priority
new tasks can have the chance to be arranged while the high
priority tasks can be arranged by eliminating the low priority
tasks. If the high priority tasks are firstly arranged, the low
priority tasks will not have the chance to be arranged because
the high priority tasks occupied the only time windows of
the low priority tasks. Therefore, if the priorities are sorted
from low to high, the low priority tasks are firstly arranged
and then, when the high priority tasks are considered, they
will be arranged if there is a free time window; even without
a free time window, they can also be arranged by deleting the
low priority tasks (Algorithm 1).
Then the first task in the queue will be inserted to a free
time window directly if it does not conflict with any other
task. If inserting directly fails, some tasks will be deleted for
inserting the first task in the queue.The choice for the deleted
task will depend on an evaluation function. The evaluation
function is based on the conflict degree. Every task has a
conflict degree 𝛿, which is defined as the number of the tasks
that conflict with the task. The evaluation function based on
the conflict degree is defined as follows:
𝑓
𝑖
=
𝑐
𝑖
(1 + 𝛿
𝑖
)
2
, (5)
where 𝑐
𝑖
denotes the observed income of task I and 𝛿
𝑖
the con-
flict degree of task 𝑖. In the formula, the denominator (1 + 𝛿
𝑖
)
2
is designed to avoid the conflict by enlarging the punishment.
The deleted task will be placed in the rear of the queue.
Then all the process will repeat until the waiting queue is
empty.
4.2. ISDR Algorithm. In the second heuristic algorithm
proposed, a new task is scheduled by three ways: insert
directly, insert by shifting, and insert by deleting, and then
the deleted tasks are rearranged; here we name the algorithm
as ISDR. If a new task does not conflict with other tasks, the
task can be inserted directly. If inserting a new task directly
fails, which means the new task conflicts with other tasks,
the task can be inserted by shifting other tasks. If inserting
directly and inserting by shifting do not succeed, some tasks
will be deleted for inserting a new task. The deleted tasks
will be added to a waiting queue. After all new tasks have
been inserted, the deleted tasks in the waiting queue will
be sorted according to their priority. Then the tasks will be
scheduled in turn if there are intervals. By ISDR, the new
tasks, especially emergency tasks, can quickly be inserted to
the initial scheduling scheme (Algorithm 2).
Figure 1 is an example about inserting by shifting. As is
shown in Figure 1, every task has two time windows. One is
the visible time windows and the other one is the available
time windows. As for task i, st𝑗
𝑖,𝑘
and et𝑗
𝑖,𝑘
are the start time
and the end time of a visible time window observed by the
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stj
i,k
etj
i,k
stj
i󳰀 ,k󳰀
Task i
Task i󳰀
Task i󳰀
etj
i󳰀 ,k󳰀
Satellite j
Figure 1: Insert by shifting.
(1) Set values for𝑚, dn
(2) Sort dynamic task set DT according to the priorities from low to high
(3) for all 𝑖 ∈ [1, . . . , dn] do
(4) for all 𝑗 ∈ [1, . . . 𝑚] do
(5) Compute all visible time windows of task 𝑖 observed by satellite 𝑗
(6) Compute the number 𝑛𝑗
𝑖
of the visible time windows
of task 𝑖 observed by satellite 𝑗
(7) end for
(8) end for
(9) while DT is not empty do
(10) Take the serial number 𝑖 of the first task in the queue
(11) for all 𝑗 ∈ [1, . . . , 𝑚] do
(12) for all 𝑘 ∈ [1, . . . , 𝑛𝑗
𝑖
] do
(13) if the time windows[st𝑗
𝑖,𝑘
, et𝑗
𝑖,𝑘
] does not conflict with others then
(14) Inserting the time windows[st𝑗
𝑖,𝑘
, et𝑗
𝑖,𝑘
] directly
(15) goto Step 9.
(16) end if
(17) end for
(18) end for
(19) for all 𝑗 ∈ [1, . . . , 𝑚] do
(20) for all 𝑘 ∈ [1, . . . , 𝑛𝑗
𝑖
] do
(21) Calucate the conflict degree of 𝑤𝑗
𝑖,𝑘
with all time
windows of the tasks scheduled
(22) end for
(23) end for
(24) Selecting the minimum conflict degree, take the serial
number of the satellite as min 𝑗 and the serial number of the time window as min 𝑘
(25) Deleting these scheduled tasks which time window
conflict with the time window 𝑤min 𝑗
𝑖,min 𝑘
(26) Adding them to the rear of the queue
(27) Inserting the time window 𝑤min 𝑗
𝑖,min 𝑘 to the scheduled queue for task 𝑖
(28) end while
Algorithm 1: The algorithm of IDI.
satellite 𝑗. Similarly, st𝑗
𝑖
󸀠
,𝑘
󸀠 and et
𝑗
𝑖
󸀠
,𝑘
󸀠 are the the start time and
the end time of a visible time window of task 𝑖󸀠 observed
by the same satellite 𝑗. The rectangle denotes the available
time windows. Only if the actual time window of one task
is arranged between the start time and the end time of its
visible time windows and there is no conflict with other tasks,
the actual time windows are the available time windows. As
for task 𝑖󸀠, if the actual start time is located between the start
time st𝑗
𝑖
󸀠
,𝑘
󸀠 of the visible time windows and the end time of the
actual time windows of task i, there is a conflict between task
𝑖 and task 𝑖󸀠 because the timewindows overlap. So the conflict
can be eliminated by shifting the actual start time of task 𝑖󸀠.
4.3. Heuristic Factors. In multisatellite scheduling problem,
each task may have many available time windows. Therefore,
when there are a few available time windows for some task,
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(1) Set values for𝑚, dn
(2) Set wn = 0
(3) Sort dynamic task set DT according to the priorities from high to low
(4) for all 𝑖 ∈ [1, . . . , dn] do
(5) for all 𝑗 ∈ [1, . . . , 𝑚] do
(6) Compute all visible time windows of task 𝑖 observed by satellite 𝑗
(7) Compute the number 𝑛𝑗
𝑖
of the visible time windows of task 𝑖 observed by satellite 𝑗
(8) end for
(9) end for
(10) for all 𝑖 ∈ [1, . . . , dn] do
(11) for all 𝑗 ∈ [1, . . . , 𝑚] do
(12) for all 𝑘 ∈ [1, . . . , 𝑛𝑗
𝑖
] do
(13) if 𝑤𝑗
𝑖,𝑘
not conflict with other time windows then
(14) Inserting 𝑤𝑗
𝑖,𝑘
directly
(15) goto Step 10.
(16) end if
(17) end for
(18) end for
(19) for all 𝑗 ∈ [1, . . . , 𝑚] do
(20) for all 𝑘 ∈ [1, . . . , 𝑛𝑗
𝑖
] do
(21) for all 𝑡 ∈ [1, . . . , sn] do
if 𝑤𝑗
𝑖,𝑘
can inserted by shifting the time window of the 𝑡th task scheduled
(22) Insert 𝑤𝑗
𝑖,𝑘
by shifting the time window of the 𝑡th task scheduled
(23) goto Step 10.
(24) end if
(25) end for
(26) end for
(27) end for
(28) for all 𝑗 ∈ [1, . . . , 𝑚] do
(29) for all 𝑘 ∈ [1, . . . , 𝑛𝑗
𝑖
] do
(30) for all 𝑡 ∈ [1, . . . , sn] do
(31) if the priority of the task 𝑡 lower than the priority of task 𝑖 then
(32) if 𝑤𝑗
𝑖,𝑘
can be inserted by deleting the time windows of task 𝑡 then
(33) Insert 𝑤𝑗
𝑖,𝑘
by deleting the time windows of task 𝑡
(34) Add the task 𝑡 to the waiting task list
(35) wn++
(36) goto Step 10.
(37) end if
(38) end if
(39) end for
(40) end for
(41) end for
(42) end for
(43) for all 𝑖 ∈ [1, . . . ,wn] do
(44) for all 𝑗 ∈ [1, . . . , 𝑚] do
(45) for all 𝑘 ∈ [1, . . . , 𝑛𝑗
𝑖,𝑘
] do
(46) if 𝑤𝑗
𝑖,𝑘
not conflict with other tasks scheduled then
(47) Inserting 𝑤𝑗
𝑖,𝑘
directly
(48) goto Step 10
(49) end if
(50) end for
(51) end for
(52) end for
Algorithm 2: The algorithm of ISDR.
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how to select the appropriate timewindow is a very important
problem. If some reasonable heuristic factors can be adopted
to find the best time window for every task, the performance
of the scheduling algorithm can be improved remarkably.
In this paper, we proposed two heuristic factors, one is to
select new task based on the congestion degree between the
time windows. The other one is to minimize the overlapping
degree.
The congestion degree of a time window for some task
is defined as the number of the tasks which could not be
scheduled because they are affected by the task when it is
scheduled in the time windows. When a task is scheduled,
the congestion degree of every time window for the task is
computed.Then all of the timewindows for the task are sorted
depending on the congestion degree in the order from small
to large. For every task, the actual time window is selected
according to the congestion degree.
Given the satellite, the overlapping degree of a task in a
certain time point 𝑡 is defined as the number of the tasks,
which can also start in the time point. If task 𝑖 will be
observed by the satellite in the time windows [st𝑗
𝑖,𝑘
, et𝑗
𝑖,𝑘
],
the overlapping degree of task 𝑖 on every time point will
be computed. For any point, if the task 𝑖 can be arranged
in the time point, we denote 𝑝𝑐𝑘
𝑖
= 1. The overlapping
degree of task 𝑖 on the time point 𝑡 denotes as 𝑂𝐷
𝑖
=
∑
𝑗∈𝐷𝑇,𝑗 ̸= 𝑖
𝑝𝑐𝑘
𝑗
. Once the overlapping degree is computed for
every time point, the actual time windows for a task can be
selected according to the overlapping degree. The lower the
overlapping degree, the more the chances selected.
4.4. Comparing with Other Methods. Wang et al. [21]
designed two heuristic rules named as max-contention for
retraction and min-occupation for insertion, respectively.
The basic idea of max-contention is, for each time window,
to compute the contention of every task that can be observed
in the window and as far as possible to give priority to the
task that only has the time windows, no other windows.
The rule can guarantee to arrange the tasks that have few
time windows. However, the rule does not consider whether
the tasks with low priority have the chance to be arranged.
Moreover, it does also not consider the conflicts of the time
window among the tasks, which maybe result in many other
tasks not being arranged because the task is observed. As for
the rule of min-occupation, when inserted, a task is arranged
in the place with minimal occupation for the time windows.
By computing the occupation for every time window, the rule
considers the occupation for the time window between the
task and other tasks. However, when inserting, the rule is only
based on the occupation, and the priority of the tasks is not
considered, which results in some emergency tasks with high
priority not having any chance to be arranged because they
occupied a large period in the time window.
Based on the independent arriving time and deadline of
the imaging, Dishan et al. [19] proposed three algorithms
named as AIS/RH, DIS/RH, andWIS/RH by combining with
rolling horizon.The algorithms consider the arrival sequence,
the deadline sequence, and the waiting sequence for new
tasks. The main idea is first arrangement for early arrival
or deadline tasks, which can ensure that the tasks with the
earlier arrived time or deadline are observed. However, the
algorithms do not consider the task priority and also do not
involve the occupation or contention. Therefore, the algo-
rithms cannot ensure the real time response for emergency
tasks. Moreover, it is possible for some task to occupy a
certain resource for a long time or result in many other tasks
failure, which deteriorates the overall performance.
The algorithms proposed in this paper, both IDI algo-
rithm and ISDR algorithm, are based on inserting directly
or inserting by deleting. Moreover, two heuristic factors, the
congestion degree or the overlapping degree, are designed to
dealwith the occupation and contention.As for the tasks to be
inserted, they are sorted according to the priority from low to
high, not from high to low, which ensures that the tasks with
low priority have the chance to be observed. It depends on the
conflict degree to decide which task will be deleted in order
to insert a new task. The basic idea can ensure that the tasks
deleted are the tasks that have most impacts on other tasks.
Therefore, many tasks can be observed if the task is deleted,
which improves the overall observation income.
5. Test
In the test, there are 145 static tasks selected from China
cities. The initial scheduling scheme for the 145 static tasks is
generated by genetic algorithm. Dynamic tasks are generated
randomly in the longitude range from 75 to 120 and the
altitude range from 20 to 45. In the test, five group dynamic
tasks with different size are given.There are 11, 21, 61, 101, and
201 dynamic tasks in every group, respectively. In order to
analyze the performance of the heuristic algorithms and the
heuristic factors, seven group tests are designed depending
on the different heuristic strategies, which are named as T1,
T2, T3, T4, T5, T6, and T7.They denote the following means:
T1: IDI algorithm without any heuristic factor
T2: IDI algorithm with congestion degree
T3: IDI algorithm with congestion degree and the
overlapping degree
T4: add the overlapping degree in the process insert-
ing directly
T5: add the overlapping degree in the process insert-
ing directly and inserting by shifting
T6: add the overlapping degree in the process insert-
ing directly, inserting by shifting and by deleting
T7: ISDR without any heuristic factor.
The test results are shown from Table 1 to Table 5.
As is shown in Table 1, if there are only a few dynamic
tasks, whether there is any heuristic factor is not important;
that means the heuristic factor have a little effect for the
small size dynamic tasks. The main reason is to have little
conflicts when the size of the dynamic tasks is small, and all
new tasks can be scheduled. For the running time, it is clear
that the tests with some heuristic factors or some strategy
of ISDR will be slower than the test without any heuristic
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Table 1: The result for 11 dynamic tasks with 145 static tasks.
Test item Number of dynamictasks completed
Number of static
tasks completed
Number of static
tasks affected Income Time (s)
T1 11 145 0 2726 0.093
T2 11 145 0 2726 0.094
T3 11 145 0 2726 0.5
T4 11 145 0 2726 1.093
T5 11 145 0 2726 0.436
T6 11 145 0 2726 0.421
T7 11 145 0 2726 0.031
Table 2: The result for 21 dynamic tasks with 145 static tasks.
Test item Number of dynamictasks completed
Number of static
tasks completed
Number of static
tasks affected Income Time (s)
T1 21 145 2 3641 0.438
T2 21 144 2 3631 0.719
T3 21 144 2 3631 1.875
T4 21 145 2 3641 2.969
T5 21 145 2 3641 1.139
T6 21 145 2 3641 1.139
T7 20 144 3 3544 3.869
strategy because there aremany loops and judgments in ISDR
algorithm, which consumes a lot of time. It is interesting to
note that T1 is slower than T7; maybe there are too many
evaluations to decide which task should be deleted in T1. It
can also be found that T4 is slower than T5 and T6.
As is shown in Table 2, if one or many strategies in ISDR
are adopted, the running time is longer. However, the number
of the tasks completed in T4, T5, and T6 are more than
the number in T2 and T3, which shows that the result of
ISDR is better than IDI when the size of the dynamic tasks
increases. It should be noted that T1 has better result than T2
and T3 although there is no any heuristic factor or heuristic
strategy in T1, which shows the heuristic factors do not work
because there are almost no conflicts when the size of the
new tasks is small. Clearly, comparing T7 with T4, T5 and
T6, ISDR without any heuristic factor is poorer than ISDR
with heuristics, which shows that heuristic factors play an
important role in ISDR. It is also shown there is no obvious
difference in each process heuristic factors are added. The
results in T4, T5, and T6 are closer to the global optimum
than those in T2 and T3, which shows ISDR improves the
effect of the global optimal results.
As is shown in Table 3, from the running time point of
view, IDI is rapider than ISDR. However, the optimal result
is better in ISDR than in IDI by comparing T4, T5, and T6
with T1, T2, and T3. With the increase of the number of the
dynamic tasks, IDI with heuristic factor is better than those
without any heuristic factor because there are more conflicts
by comparing with T1, T2, and T3. It also can be noted that
ISDR without any heuristic factor is significantly poorer than
ISDR with heuristic factors, which shows heuristic factors
play an important role in ISDR again. This conclusion is
consistent with the result in Table 2. Moreover, the heuristic
factors added in the three processes of ISDR have little effect
on the original scheduling scheme.
The results in Tables 4 and 5 also support the conclusion
that IDI is better than ISDR from the running time point
of view. Similarly, the other conclusions in Tables 1, 2, and
3 can be verified from Tables 4 and 5. That is to say, the
optimal result is better in ISDR than in IDI. Moreover,
with the increase of the number of the dynamic tasks,
IDI with heuristic factor is better than those without any
heuristic factor. Finally, ISDR without any heuristic factor is
significantly poorer than ISDR with heuristic factors.
We also tested and compared our method with the
methods proposed by Wang et al. [21] and Dishan et al. [19].
The test results are given in Tables 6 and 7.
In Table 6, there are 101 dynamic tasks. Obviously, the
three methods have good performance for the test. It can
also be seen that Qiu’s method outperforms our method and
Wang’s method both in the performance and in the running
time for the case with 101 dynamic tasks. It should be noted
that all of 101 dynamic tasks and 145 static tasks are completed
in Qiu’s method, which shows that the method based on the
idea of first arrangement for early arrival or deadline tasks is
effective when the size of the new tasks is small because there
are few conflicts between the time windows.
In Table 7, there are 201 dynamic tasks. With the increase
of the number of the dynamic tasks, the performance of
Qiu’s method worsens rapidly, and many dynamic tasks
could not be completed because of the conflicts. In the three
methods, our method outperforms, and all dynamic tasks
are completed in our method, which shows that our method
is effective when the size of the new tasks is larger because
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Table 3: The result for 61 dynamic tasks with 145 static tasks.
Test item Number of dynamictasks completed
Number of static
tasks completed
Number of static
tasks affected Income Time (s)
T1 61 141 9 6969 3.172
T2 61 142 7 6979 2.391
T3 61 142 7 6979 7.218
T4 61 145 8 7010 14.187
T5 61 145 6 7010 13.572
T6 61 145 6 7010 5.648
T7 58 138 17 6716 14.243
Table 4: The result for 101 dynamic tasks with 145 static tasks.
Test item Number of dynamictasks completed
Number of static
tasks completed
Number of static
tasks affected Income Time (s)
T1 101 134 17 10299 7.562
T2 101 136 16 10321 7.313
T3 101 137 15 10332 18.766
T4 101 144 17 10406 110.187
T5 101 142 22 10386 150.976
T6 101 143 32 10396 97.069
T7 93 125 33 9600 80.184
Table 5: The result for 201 dynamic tasks with 145 static tasks.
Test item Number of dynamictasks completed
Number of static
tasks completed
Number of static
tasks affected Income Time (s)
T1 201 105 53 18441 38.422
T2 201 112 51 18518 37.032
T3 201 109 50 18468 89.875
T4 198 123 50 18332 75.578
T5 201 120 57 18621 210.1
T6 201 131 67 18740 315.383
T7 168 103 57 15867 113.178
Table 6: Comparison for three methods (101 dynamic tasks).
Test item Number of dynamictasks completed
Number of static
tasks completed
Number of static
tasks affected Income Time (s)
We 101 143 32 10396 97.069
Wang 101 117 57 9833 107.596
Qiu 101 145 11 10402 77.391
Table 7: Comparison for three methods (201 dynamic tasks).
Test item Number of dynamictasks completed
Number of static
tasks completed
Number of static
tasks affected Income Time (s)
We 201 131 67 18740 315.383
Wang 200 107 84 13692 437.169
Qiu 163 139 41 15771 201.447
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ISDR with the overlapping degree inserts new tasks as much
as possible by inserting directly and shifting or deleting then
inserting. It can be noted that Wang’s method is also effective
for the case of 201 dynamic tasks, which shows that the rules
of themax-contention for retraction and themin-occupation
for insertion play an important role.
As for the running time, as is shown in Tables 6 and 7,
Qiu’s method is fastest in the three methods, maybe because
the rule of first arrangement for early arrival or deadline tasks
is simple. Ourmethod andWang’smethod are slower because
there are many judgments in the two methods.
6. Conclusion
In this paper, two heuristic algorithms are designed for the
dynamic scheduling of imaging satellite. In one algorithm,
new dynamic tasks are inserted directly or inserted by
deleting firstly while there are four steps for scheduling the
new dynamic tasks in another algorithm: insert directly,
insert by shifting, insert by deleting, and reinsert for the tasks
deleted. Moreover, two heuristic factors are also adopted to
improve the algorithm’s performance.The result shows IDI is
better than ISDR from the running time point of view, and
IDI is especially suitable for solving the problem with large-
size dynamic tasks while the high timeliness is the principal
consideration. On the contrary, ISDR with heuristic factors
outperforms IDI with regard to algorithm performance, but
it takes longer time.
In future work, we should be concerned with more real
world problems by taking into account more complex con-
straints such as weather condition and lighting condition. In
addition, ISDR algorithm needs to be improved for speeding
up its running time.
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This paper presents a method to recognize continuous full-body human motion online by using sparse, low-cost sensors. The
only input signals needed are linear accelerations without any rotation information, which are provided by four Wiimote sensors
attached to the four human limbs. Based on the fused hidden Markov model (FHMM) and autoregressive process, a predictive
fusion model (PFM) is put forward, which considers the different influences of the upper and lower limbs, establishes HMM for
each part, and fuses them using a probabilistic fusion model. Then an autoregressive process is introduced in HMM to predict the
gesture, which enables the model to deal with incomplete signal data. In order to reduce the number of alternatives in the online
recognition process, a graphmodel is built that rejects parts of motion types based on the graph structure and previous recognition
results. Finally, an online signal segmentation method based on semantics information and PFM is presented to finish the efficient
recognition task. The results indicate that the method is robust with a high recognition rate of sparse and deficient signals and can
be used in various interactive applications.
1. Introduction
In recent years, sensor-based human motion recognition has
received a great deal of attention from researchers. Sensors
have been adapted for large-scale movements to avoid shad-
ing and lighting problems. This has advantages over vision-
based methods for special scenes and has allowed full-body
motion recognition and sensor-based motion control to be
applied in various fields, such as medical rehabilitation and
interactive games.
Currently, motion control tasks are based on accurate
and complete accelerations, as well as signals provided by
other sensors. Unfortunately, these devices are expensive and
not easily portable. In practice, sparse and low-cost sensors
are more attractive, but they are usually accompanied by
less information, more noise, and frequent signal deletion,
making it difficult to acquire or reconstruct accurate position
information and accordingly harder to achieve a proper
online recognition result. Therefore, reconstructing human
motion from signal features based on sparse and deficient
signals has recently evoked much interest.
In light of the above problems, an online motion recog-
nition method that adopts sparse, low-cost Wii Remote
sensors (Wiimotes) as input devices is proposed. Because
sparse, deficient linear accelerations cannot acquire accurate
position information of human motion, a predictive fusion
model, which combines fused hiddenMarkovmodel (HMM)
with an autoregressive process, is presented. Considering the
independence of each part of the human body, a hierarchical
fusion structure of fused HMM is used to deal with human
motion signals, which enhances the independent and coop-
erative expression of the classification model. The predictive
capability of themodel provided by the autoregressive process
ensures robustness when dealing with noisy and deficient
signals. Once the online recognition process is underway,
a graph model that builds the transition between different
motion types filters those motion types and reduces the
recognition complexity of the predictive fusionmodel (PFM).
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Figure 1:The structure of ourmethod.The threemain technologies include predictive fusionmodel (PFM), graph constraint, and semantics-
based segmentation.
Moreover, a semantic-based automatic signal segmentation
method is introduced to ensure the continuity of the online
recognition processes.
Thus, based on sparse and deficient input signals, a
human motion recognition PFM is presented that effectively
supports sparse, low-cost sensors. The presented model is of
a high accuracy rate and robust enough to handle insufficient
andmissing signals. An onlinemotion recognitionmethod is
also proposed that does not require any position calibration.
The method integrates PFM, action graph structure, and
a semantic-based signal segmentation method to support
user-driven virtual human motion in virtual scenes with
continuous motions.
2. Related Works
As pattern recognition technologies develop, pattern recogni-
tion methods are increasingly used in the context of motion
recognition. Typical methods, including self-organizing
maps (SOMs), support vector machines (SVMs), and HMM
approaches, can be adapted formotion recognition processes.
Methods for motion recognition vary depending on the
input source. It has been shown that vision-based meth-
ods and sensor-based methods constitute two of the main
research areas and are based on two types of input device,
depending on the application. Poppe [1] presented a survey
of vision-based human action recognition systems. Ning and
Mokhtarian [2] used a shape to represent object contours
extracted from each frame of a movie and constructed a
tangent space based on the mean shape to approximate
the linear space encompassing the datasets. Zhou et al.
[3] and Min et al. [4] built a low-dimensional deformable
model based on shape information from human motions
in an image sequence to realize motion control. Lai et al.
[5] proposed a local feature-based human motion analysis
framework that extracted the features directly from local
regions containing motion. Research has shown that the
general idea of vision-based methods is to extract varied
feature information from image sequences. In order to avoid
the effect of light and shade and the inconvenience of vision-
based methods when moving in a larger scene, sensor-based
methods remain a hot topic in this field.
Recent work [6–9] which has described some basic
methods for gesture recognition using accelerometers shows
that sensor-based methods can be adapted for recognition
tasks. Sun et al. [10] and Shiratori and Hodgins [11] used
low-cost sensors to monitor daily physical activities. This
method is practical but the finite types of simple activities
limit recognition. Niu and Abdel-Mottaleb [12] considered
the continuity of signals and provided a segmentation and
recognition method based on HMM. Khan et al. [13] used a
hierarchical scheme for human activity recognition. Tautges
et al. [14] andWong et al. [15] generated simple full-body ani-
mations controlled by sparse and accurate 3D accelerometers
attached to the extremities of a human actor; this method is
able to properly deal with accurate input to recover accurate
human position information. In terms of both sparse and
deficient signals, learning models are more effective than
generative models. Early methods of the learning model
define features analysis with HMM but require improvement
in the robustness for deficient signals and the recognition
rate.
The present research is motivated by the above studies. A
probabilistic fusion model and autoregressive process in the
hierarchicalmodel of virtual humanmovement are proposed,
which ensures that full-body motion information can be
expressed relatively independently and deals with deficient
input caused by sparse, inexpensive sensors. The recognition
process ensures robustness, accuracy, and efficiency.
3. Method
3.1. Overview. In this paper, a recognitionmodel PFM to deal
with offline single motion segments is proposed first. Com-
bined with graph constraint and online signal segmentation,
the model can then be applied to online motion recognition.
The method consists of three main key technologies, the
structure of which can be found in Figure 1.
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Predictive Fusion Model. Sparse and deficient inputs require
more relevant information between each input signal
sequence to keep local and global information. Therefore,
HMMs of different part inputs were constructed, and a
probabilistic model was used to fuse these HMMs together
so as to enhance the model robustness. An autoregressive
process is then introduced, which ensures that the unstable
signals can be adjusted based on the past signals and training
signals. The model can properly deal with offline motion
recognition with sparse and deficient inputs.
Graph Constraint Construction. A graph structure based on
the content of motion segments is constructed, limiting the
choice for the following motion type based on the current
motion content.The graph structure can filter part of motion
type, reducing the complexity when dealing with a large
motion database and improving the recognition accuracy as
well.
Semantics-Based Signal Segmentation. Because input signals
are continuous and may consist of multiple motion types, a
method to separate the long continuous signal into segments
was proposed.This method supports online motion recogni-
tion, the basis of the PFMs and graph constraint built offline.
3.2. Predictive Fusion Model. To build a robust learning
model that can acquire feature information from sparse and
deficient sequential input, HMM shows a high capability of
dealing with time series. Here a predictive fusion model is
presented based on the structure of HMM, which not only
considers the sparse and deficient signal but also considers
the features of human motion.
Consider two HMMs with observations O
1
and O
2
,
which indicate two groups of signal divided from all input
sources, respectively. These input sources can be Wiimotes
attached to different body parts in our experiments. For each
motion type, a corresponding model is needed so as to value
the similarity between the current input and the model, and
the highest similarity probability determines the input type.
Then, the problem can be defined as finding a solution to
constructing the connections between the two HMMs so as
to provide an optimal estimate for this similarity probability
𝑝 (O
1
,O
2
). To capture the statistical dependence between two
observations O
1
and O
2
, the maximum entropy principle is
used:
𝑝 (O
1
,O
2
) = 𝑝 (O
1
) 𝑝 (O
2
)
𝑝 (𝑢, V)
𝑝 (𝑢) 𝑝 (V)
, (1)
where 𝑢 and V are the respective transforms ofO
1
andO
2
and
absorb some dependence between O
1
and O
2
. Here, ⟨𝑢, V⟩
should be chosen from the two components of HMM, that
is, the hidden state S and the observationO.
Supported by themaximummutual information criterion
in [20], it is better to connect two HMMs by the hidden state
sequence for one HMM and the observation sequence for the
other one, rather than two hidden states for each one. The
structure is shown in Figure 2.Thus, the transforms ⟨𝑢, V⟩ can
HMM1
HMM2
O11 O12 O13 O14 O1N
S11 S12 S13 S14 S1N
S21 S22 S23 S24 S2N
O21 O22 O23 O24 O2N
· · · · · ·
Figure 2: The structure of the model. A fusion relationship has
been built between the hidden states of HMM1 and observations of
HMM2.
be replaced by ⟨S
1
,O
2
⟩ or ⟨S
2
,O
1
⟩.Theprobability defined by
(1) yields
𝑝
1
(O
1
,O
2
) = 𝑝 (O
1
) 𝑝 (O
2
| S
1
)
= 𝑝 (O
1
) 𝑝 (O
2
)
𝑝 (S
1
,O
2
)
𝑝 (S
1
) 𝑝 (O
2
)
(2)
or
𝑝
2
(O
1
,O
2
) = 𝑝 (O
2
) 𝑝 (O
1
| S
2
) , (3)
where the structures defined by (2) and (3) are different.
Equation (2) expresses the relationship between S
1
and O
2
,
indicating that the former HMM is more reliable than the
latter one. The reliability of each HMM can be quantified as
the weights for each part:
𝑝 (O
1
,O
2
) = 𝜔
1
𝑝
1
(O
1
,O
2
) + 𝜔
2
𝑝
2
(O
1
,O
2
) , (4)
where 𝜔
1
and 𝜔
2
represent the reliability of each body part
motion. The values of 𝜔
1
and 𝜔
2
are determined by the
selected types of actions. For general and daily activities, such
as actions in our experiment,𝜔 can be valued as 0.5, while for
special occasion and activities, such as ping-pong, where the
action focus is on the upper body part, 𝜔 can be valued as 0.8
and 0.2.
The observation O and state S can be unfolded as O =
(o
1
, . . . , o
𝑡
), S = (s
1
, . . . , s
𝑡
), where 𝑡 is the length of data
sequence.The structure of thismodel is described in Figure 2.
Vary the basic parameters {𝜋,A,B} in HMM, where 𝜋
stands for initial probability vector, A for state transition
probability matrix, and B for observation probability vector,
and the new parameters enhance the model’s ability to deal
with intermittent or noisyO, where the hidden state S is taken
into account in assuming o
𝑡
, which can be written in the form
of autoregressive process:
o
𝑡
= 𝑒 (s
𝑡−1
, s
𝑡
) +
𝑝
∑
𝑖=1
c
𝑖
(s
𝑡−1
, s
𝑡
) o
𝑡−𝑖
+ 𝜖
𝑡
, (5)
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where e
𝑡
is a parameter that preserves the descriptive power of
the standard HMM when c
𝑖
= 0 and 𝜖 is residual error when
calculating the observation o
𝑡
. Since all current observations
are affected by the current hidden state and past observations,
parameter B of HMM can be modified as
B12 (𝑡) = 1
√(2𝜋)
𝐷 󵄨󵄨󵄨󵄨K (s𝑡−1, s𝑡)
󵄨󵄨󵄨󵄨
× exp (−1
2
(𝜖
12
𝑡
)
𝑇
K(s1
𝑡−1
, s1
𝑡
)
−1
𝜖
12
𝑡
) ,
(6)
where 𝜖 can be calculated from (5).
The methods described above define the model parame-
ters 𝜑 = {𝜋
1
,A
1
, e
1
, c
1
,K
1
, 𝜋
2
,A
2
, e
2
, c
2
,K
2
,B
12
}, consisting
of two predictive HMM parameters and the dependencies
parameter B
12
. The training process can be summarized as
follows.
(1) Calculate the parameters of two predictive HMMs
with the expectation-maximization (EM) algorithm pre-
sented in [21] and Baum-Welch method in [22]. To maximize
𝑃 (O | 𝜑),A(s
𝑖
, s
𝑗
)B (s
𝑖
, s
𝑗
) has to be maximized at each time
𝑡 of the sequence, which can also be written as ln𝐴(s
𝑖
, s
𝑗
) +
ln𝐵(s
𝑖
, s
𝑗
). The terms that have to be maximized are
𝑇
∑
𝑡=1
𝛾
𝑡
(s
𝑖
, s
𝑗
)(
transition term
⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞
lnA (s
𝑖
, s
𝑗
) +
observation term
⏞⏞⏞⏞⏞⏞⏞⏞⏞ ⏞⏞⏞⏞⏞⏞⏞⏞⏞
lnB (s
𝑖
, s
𝑗
) ) , (7)
where 𝛾
𝑡
(s
𝑖
, s
𝑗
) is the probability of being in state s
𝑖
at time
𝑡−1 and in state s
𝑗
at time 𝑡 in the Baum-Welch algorithm. To
solve the terms in (7), the derivatives of the termswith respect
to each variable e and cmust be determined:
𝑇
∑
𝑡=1
𝛾
𝑡
o
𝑡
−
𝑇
∑
𝑡=1
𝛾
𝑡
e − c
𝑇
∑
𝑡=1
𝛾
𝑡
Oprior = 0,
𝑇
∑
𝑡=1
𝛾
𝑡
o
𝑡
O𝑇prior −
𝑇
∑
𝑡=1
𝛾
𝑡
eO𝑇prior − c
𝑇
∑
𝑡=1
𝛾
𝑡
OpriorO
𝑇
prior = 0,
(8)
where Oprior indicates {o𝑡−1, o𝑡−2, . . . , o𝑡−𝑝}. The parameters
e(s
𝑖
, s
𝑗
) and c(s
𝑖
, s
𝑗
) can be calculated by solving (8). The
covariancematrixK can then be calculated using the updated
parameters e and c:
K = 1
𝑁
𝑇
∑
𝑡=1
𝛾
𝑡
𝜖
𝑡
𝜖
𝑇
𝑡
. (9)
(2) Select one predictive HMM as the leading HMM and
calculate the hidden state sequence for the leading HMM
using the Viterbi algorithm. Then, determine the fusion
parameters B
12
or B
21
. If O is discrete, the following is
obtained:
b12
𝑖
(𝑗) =
∑
𝑇
𝑡=1
𝛿 (o2
𝑡
, 𝑗) 𝛿 (s1
𝑡
, 𝑖)
∑
𝑁
𝑖=1
𝛿 (s1
𝑡
, 𝑖)
, (10)
where 𝑁 is the total hidden state number, 𝑗 is the clustering
number, and 𝛿 is the impulse function. When the parameter
set 𝜑 of themodel has been trained, the similarities 𝑝 (O
1
, S
2
)
and 𝑝 (O
2
, S
1
) can be acquired by forward-backward algo-
rithm, and the similarity 𝑝 (O
1
,O
2
) can be calculated by (2)
or (3).
Then, how to use the model in the process of recognition
will be shown. In training process, the input signal sequences
O are fourWiimotes attached to all four human limbs, which
are divided into two groups (upper and lower limbs). 𝑀
models are trained for recognition use, where𝑀 indicates the
total number of motion types. In the recognition process, the
models trained for each motion type are used to compute the
model’s similarity to the input signal sequence. The solution
to the similarity probability 𝑝
𝑀
(O
1
,O
2
) can be calculated
using the same forward algorithm as HMM. If the similarity
to any motion exceeds a certain threshold, the sequence
is classified as the motion type for which the similarity
probability is the largest.The recognition result and similarity
probability variation trend are shown in Figure 3. The results
indicate that “waving hello” is the motion most similar to the
input signal of the six types. Inspect the similarity probability
of these models at each time, and it can be found that PFM
had a higher classification capacity than the standard model
because PFM can be determined timely at 20–40th frames.
More experiments with larger databases will be described in
Section 4.
3.3. Graph Constraint Construction. The model detailed
above can properly identify the motion type from dozens of
alternative ones. However, when the number of alternative
motion types grows, it not only affects the accuracy rate
of recognition but also increases the computation time due
to the probability calculations required for each model.
Therefore, a structured method was used to reduce the scale
of alternative motion types in dealing with a large database.
When a user performs continuous and varied actions,
it is noticed that certain action types cannot appear when
the current action type has been determined, due to the
coordination of human motion. This constraint can be used
to guide selection of the following motion type based on the
current determinate type.
The present graph model is motivated by the methods of
Li et al. [23] and the motion graph of Kovar et al. [24] but
different from themethods for different purposes and results.
The model can be weighted or unweighted: the weighted
one is a directed graph that contains the transition pos-
sibility detailing the compatibility and transitivity between
two motion types. The node of the graph is of a single
motion type, such as “walk” or “run.” Before constructing
the graph, a training process is necessary to obtain a more
precise transition probability. Hundreds of long, continuous
humanmotions are required, and the transition probability is
calculated statistically by recording the frequency of motion
transitions from onemotion type to another.The unweighted
graph has a similar structure to the weighted graph, but the
transition probability only contains two values {0,1}. The
structure of the graph is shown in Figure 4.
Once the recognition process is underway, the motion
type is annotated immediately after recognizing the current
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Figure 3: The accumulative results of similarity probability for HMM and PFM in a small scale database. The values on the 𝑦-axis indicate
𝑒
𝑦, taking the logarithm of the probability, and the trend declines over time or frame number.
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Figure 4:The constraint built by unweighted graphs. (a)The transition probability between two motion types. (b)The visual graph structure
constructed from the table on the left. The transition probability [type𝑥, type𝑦] = 0 indicates that the type 𝑥 is not permitted to follow the
type 𝑦.
motion signal segment type 𝑖. For the unweighted graph, the
nodes which are directed from node type 𝑖 are selected, and
the remaining motion types are excluded without calculating
the similarity probability between the upcoming input signal
and the current model. Only the models that correspond to
selected nodes will calculate the similarity probability. For the
weighted graph, the transition probability 𝑃
𝑖𝑗
between two
motion types 𝑖 and 𝑗measures their similarities, as follows:
𝑃
𝑗
(𝑥) =
transition term
⏞⏞⏞⏞⏞⏞⏞⏞⏞
𝑓(𝑃
𝑖𝑗
)
pfm term
⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞
𝑝
𝑥
(𝑂
1
)𝑝(𝑂
2
),
(11)
where 𝑥 is one of the alternative motion types for the current
signal segment and 𝑓 is a scaling function that reduces the
effect of 𝑃
𝑖𝑗
, such as a logarithmic function.
3.4. Online Semantics-Based Signal Segmentation and Motion
Recognition. For the online recognition process input signals
which are always continuous and long need to be separated
into short segments based ondifferentmotion types. In recent
studies, such as the recursive least squares (RLS) method
presented by [25] and the piecewise linear representation
(PLR) method presented by [26], signal segmentation prob-
lems are always located at the break point in the signal energy
curve, which may lead to oversegmentation or skipping
smooth transition points. Therefore, signal segmentation
based only on the signal shape is not comprehensive and
requires consideration of the semantic information in the
signal sequence.
In order to combine the semantic information with the
segmentation process, the motion content needs to be parsed
by a recognition model in the online signal segmentation.
PFM is introduced into the process to acquire semantic infor-
mation.With specific semantic information, it can be ensured
that the segmented sequence is an intact and independent
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Figure 5: The accumulative process of similarity probability for
HMM and PFM in a small scale database. The values on the 𝑦-axis
indicate votes for each motion type at frame 𝑥. The red dotted line
indicates segmentation points based on the method, and the black
dotted line indicates breakpoints that the human actor expects.
motion type, which can greatly reduce the occurrence of
oversegmentation. The method can be described as follows.
Let O = {o
1
, o
2
, . . . , o
𝑇
} be a long sequence of 𝑛-
dimensional input acceleration signal vectors and let V[𝑇][𝑁]
be a two-dimensional integer vote array of time length 𝑇,
where𝑁 is the number of all motion types. The array V[𝑡][𝑘]
indicates the number of votes of type 𝑘 at frame 𝑡, which indi-
cates the current motion type at 𝑡. On the online recognition
stage, a sliding window of length 𝑀(𝑀 << 𝑇) scans the
input sequence O from front to back with a step length of
one frame. Each time the window is moved, the PFMs are
programmed to recognize the signal segment in the current
window𝑀. For example, when the windowmoves to frame 𝑖,
similarity probabilities are calculated by PFMs of alternative
types with input of signals from o
𝑖
to o
𝑖+𝑀
. The vote array
{V[𝑖][𝑘], V[𝑖 + 1][𝑘], . . . V[𝑖 + 𝑀][𝑘]} will then be increased by
1, where 𝑘 is the winner type in the present recognition. After
the window sliding to frame 𝑝,𝑁 curves can be drawn based
on {V[1 ⋅ ⋅ ⋅ 𝑝][1], V[1 ⋅ ⋅ ⋅ 𝑝][2], V[1 ⋅ ⋅ ⋅ 𝑝][𝑁]} before frame 𝑝,
which is shown in Figure 5. The intersection points shown
in Figure 5 can be classified as alternative segment points,
and recognition results can be acquired after finishing the
segmentation.
To deal with transition signals and signals that do not
belong to any alternative motion type, an appropriate thresh-
old for each PFM should be set to filter out the redundant
segment points during the PFM training process.The thresh-
old is defined as the minimum normalized probability in the
training dataset, and it rejectsmotion signals dissimilar to the
training set.
The method presented above considers the semantic
information of signal sequence and acquires the recognition
result based on the PFMs trained offline. The recognition
process is online, and results of which will be discussed in
Section 4.
4. Results and Discussions
In this section, the functions of PFM, the effect of online
recognition, and various applications of this technology will
be described. As is presented in the last section, the input
devices used in our experiment are sparse and low-cost (see
Table 1). Devices with more information provided always
result in higher price. Several general portable input devices
are shown in the table, and sparser and cheaper devices
are chosen to conduct our experiment. The signals analyzed
here were the linear accelerations without any denoising or
angular information, making it difficult to calculate accurate
position information, as Table 2 shows.
The Wiimotes transmitted signals to a computer via a
bluetooth interface that supports an 8–10 meters distance
during an experiment. The sampling time in our experiment
was 25 fps, which can be adjusted to accommodate a range
of precisions. The training motion signal database has been
preliminary constructed, which is clustered as 28 nodes in
graph structure based on the content of themotion signal seg-
ments. Each node consists of 3-4 groups of motion segments
with different variants, such as walking in different styles or
kicking to different positions. Each type of motion signal
is captured 5 times by 4 different actors. These hundreds
of motion signals are well-organized for model training. In
the experiment, thousands of independent action signals and
hundreds of long continuous action signals are performed
by testers in real time to get the result on recognition rate,
robustness, and so forth.
4.1. Performance of Model. Before the experiment, we have
tested several state-based methods, such as coupled HMM
and structural HMM, as Pan et al. [20] presented. The
result shows that fused HMM presents a better accuracy
and robustness to the others when dealing with sparse
and deficient motion signals. Therefore, in this section, the
functions of our PFM will be shown and the accuracy and
efficiency of the recognition process will be only compared
with the performance of traditional Gaussian HMM and
fused HMM when dealing with sparse and deficient input.
In our experiment, the recognition effect of different
actors was validated by leave-one-out and k-fold cross val-
idation methods, and the recognition rates of the PFM are
shown in Figure 6, based on 40 alternative action types from
the database we built. The HMMmethod yielded an average
recognition rate of 42%, lower than the fusedHMMand PFM
recognition rates. The horizontal axis in Figure 6 represents
the type of input signal sample and the vertical axis represents
the types of corresponding models we built. While HMM is
not robust when dealing with certain special motions, the
PFM presents a more robust and accurate recognition result.
In the HMM, without considering the motion of different
body parts, the combined acceleration information led to
confusion and presented a worse classification capability
than for motions of similar variance. The fused HMM
considered the structure of human motion and presented a
higher classification capability than the standard model. The
prediction capabilities of PFM were much better for these
special inputs.
The proposed model can handle imperfect signals as well
as deletion of input signals.The fewest number of sensors that
can retain complete full-body motion information remains
to be determined. Further experiments will be conducted to
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Table 1: The details of general current portable input devices applied to motion control and recognition.
Sensor Amount Per price Output information
Wii Remote 4 $39.99 3D linear accelerations, 2D rotation angle
Xsens’ MTx [14, 16] 4 or more $1500 Orientation, linear accelerations, angular velocity
MEMS sensors [17, 18] 8 for gait analysis $250–8000 3D angular velocity, Orientation, etc
HD Hero [19] 16 or more $250 Scene videos
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Figure 6:The recognition rate shown in the form of confusion matrices. With an increase in the recognition rate, the color of the matrix grid
varies gradually from white to black.
Table 2: The offsets between actual motion data and position
information, calculated by incomplete accelerations as the frame
number increases.
Frame number 10 50 100 150 200
RMS value (cm) 9.55 22.13 49.68 77.86 122.46
show the robustness and capabilities of dealing with deficient
signals and to determine the requisite number of sensors
in order to properly function in the motion recognition
process. Table 3 shows the model’s robustness with respect to
Table 3: The PFM recognition rate for different actors with an
increasing fraction of signal deletion.
Actor Trained actor New actor 1 New actor 2
Completed signals 0.97 0.92 0.91
One intermittent Wii 0.94 0.87 0.89
Two intermittent Wiis 0.85 0.84 0.85
One missing Wii 0.84 0.78 0.75
deficient signals. In this experiment, different actors attached
with reducing input devices are chosen. The actors here
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Table 4: The accuracy rate of our segmentation method for different actors.
Actor Actor 1 Actor 2 Actor 3 Actor 4 Actor 5
Desired points 48/50 50/50 47/50 50/50 49/50
Redundant points 8 10 5 12 7
Accuracy rate 0.86 0.83 0.9 0.8 0.87
include both trainees and newcomers. Since the action data
of trainees are more standard and similar to trained motion
data, the recognition rates for trainees are slightly higher
than those for newcomers as the table shows. In the event
that a short signal sequence from one sensor is lost, the
recognition results remain unchanged from those derived
from the complete signal sequence. For trained actors, the
average recognition rate of HMM is 41% when two Wiis are
intermittent and 73% for FHMM. This comparison shows
that the classifying abilities of the PFM are greater than those
of the two methods.
An analysis of unknown motions not included in the
training datasets provides an estimate for themaximal proba-
bility of the motions most likely to be in the training datasets.
Evaluation methods demonstrate the accuracy of the input
signal relative to the recognition results.
4.2. Online Recognition. In an online recognition system,
continuous signal processing is key for completing the task,
and the results are essential for influencing and evaluating
the recognition process. In our experiments, five actors were
required to perform a continuous motion that included 51
motion segments used to test the segmentation accuracy rate.
The accuracy rate of the segmentation experiment was evalu-
ated by the number of desirable missing segmentation points
and the number of undesirable or redundant segmentation
points. Table 4 presents the segmentation results for these
twomeasures.The desired segmentation points can be always
located properly in our method, and the main factor that
reduces the accuracy is the redundant segmentation points
for our method. Unlike current segmentation methods of
human motion signal sequence, that is, the RLS method
and PLR method, whose abundant parameter and thresh-
old groups are determined by repeated adjustments, our
semantics-basedmethod is more independent of parameters.
For all this, a large number of desirable missing segmentation
points for these two methods with an appropriate parameter
group are always one of the main factors which may affect
the accuracy rate of the segmentation. Besides, the delay of
segmentation points and the accumulation of errors which
always appear in these twomethods can be effectively avoided
in our method. Taking actor 3, for example, the desirable
segmentation points are 41 for RLS and 36 for PLR, and the
redundant segmentation points are 17 and 22, which is also
more than semantics-based method. Figure 7 shows the final
accuracy rate of these methods.
When dealing with large databases of alternative motion
types, the difficulty in distinguishing features between differ-
ent motion types becomes greater.The recognition capability
of PFM is reduced substantially (see Table 5). Based on the
graph structure we built, the alternative types of current
0
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Figure 7:The segmentation accuracy rate of three methods. A long,
continuous motion was performed by five actors.
segment recognition were fewer than the total alternative
types, thereby preserving the online recognition accuracy rate
rather efficiently.The high classification capability of the PFM
model ensures that the results can be efficiently acquired at
30–50 frames of the signal input before the actor finishes the
motion.
4.3. Applications. The methods proposed here are applicable
to a wide variety of applications, including behavioral teach-
ing evaluations, interactive games in virtual environments,
and activity validation systems in large-scale scenes.
A general application of the proposed recognition
method includes driving the virtual human to generate
computer animations or to simulate a virtual environment
for user interactions. After the user performs the continuous
motions the segmentation and recognitions are conducted
efficiently, and the recognition results guide the searching
process of the correspondingmotion data in the database.The
blending process in the motion graph technology guarantees
continuity of the generated motion. Generative models, such
as the Gaussian latent variable model presented by [27],
can be properly embedded to synthesize more delicate and
stylized motion in various applications.
In the context of educational applications, the present
method can be used to evaluate activities, such as playing
tennis, doing martial arts, or dancing. Students can act out
motions while following a standard motion sequence that is
presented in advance. The system can then evaluate the sim-
ilarity of the mimicked sequence to the standard sequence.
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Table 5: The recognition rate of PFM and PFM with graph con-
straint for trained actors with an increasing number of alternative
motions.
Total alternative types 40 55 70 85 100
PFM 0.92 0.85 0.6 0.51 0.39
PFM with graph constraint 0.95 0.94 0.91 0.85 0.85
An evaluation system can be constructed by calculating the
probability ratio between the input motion signal and the
normative training data. The ratio provides an important
evaluation criterion. The weights of the fusion model may
be adjusted to standardize the motions of each appendage.
Figure 8 shows an experiment based on the evaluation system
described here. The proposed method was adapted to a set of
complex motions associated with tennis, Tai chi, and boxing.
The motions performed by the user were recognized and
evaluated using our method.
Complex virtual environmental interactions constitute
the main application focus of our method. Virtual environ-
ment games and special training regimens require environ-
mental immersion and interactions with virtual objects. Our
method, based on sparse, low-cost sensors, performed well
in the context of these applications and can provide the user
with an immersed experience.
5. Conclusion and Future Works
This paper presents a full-body motion recognition method
based on sparse, low-cost accelerometers. In the online
recognition process, a semantics-based signal segmentation
method was adopted to acquire short motion segments,
and a motion transition graph structure was constructed to
reduce the amount of alternative motion types. To recognize
the motion type accurately, a predictive fusion model was
presented to efficiently distinguish between current motion
types and alternative motion types. The models recognition
capability is robust and accurate in dealing with unstable
and deficient signals that provide little information for
reconstructing position information. Results show that the
method has a high recognition rate and can be adapted to
specific input signals.
During experiments, it is found that the method had
difficulty identifying the actors’ orientation, as the input
devices we used lack direction information for recovering
whole motion information. In addition, a short pause in a
continuous motion occasionally led to a redundant motion
segment. In the future, in order to overcome these problems
low-cost sensors will be integrated that will also provide
direction information so that the input device can be more
conveniently adapted to a specific interaction.Thedatabase of
themotion signals and themotion data will also be expanded.
Ultimately, the method will be applied to complicated scene
interactions between users and the virtual environment.
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Awareness of its own limitations is a fundamental feature of the human sight, which has been almost completely omitted in computer
vision systems. In this paper we present amethod of explicitly using information about perceptual limitations of a 3D vision system,
such as occluded areas, limited field of view, loss of precision along with distance increase, and imperfect segmentation for a better
understanding of the observed scene. The proposed mechanism integrates metric and semantic inference using Dempster-Shafer
theory, which makes it possible to handle observations that have different degrees and kinds of uncertainty. The system has been
implemented and tested in a real indoor environment, showing the benefits of the proposed approach.
1. Introduction
Recent years have brought a rapid advance in the area of
mobile robotics and intelligent systems. At the same time,
in many developed countries we observe processes such
as population aging and increase of labor costs. For these
reasons, since the modern society is already accustomed
to the pervasiveness of advanced technology and intelligent
devices, in the near future we can expect robots to become an
indispensable part of our everyday life. Robots and artificial
intelligence agents will be used by nonspecialists and thus
will need to understand semantic concepts and instructions,
which are natural in the human language. To accomplish this
goal, a good understanding of the human environment by
computers is an absolute necessity. Even though the field of
computer vision has provided many useful tools for object
recognition in the last decades, most of the current algo-
rithms used for this task lack any kind of awareness of their
own limitations and thus make it difficult to achieve a deeper
understanding of the observed world. Besides robotics, the
cognitive enhancement of computer vision would be of great
value in such fields as automatic surveillance, augmented
reality,medical imaging and expert systems, computer graph-
ics, computer-aided geometric design, and industrial quality
assurance.
Ignorance and uncertainty are natural, intuitive concepts
used constantly in human cognition [1, 2]. The human mind
is aware of the fact that most information regarding the
surrounding world is not available to it at the moment.
Such “knowledge about lack of knowledge” is used for
reasoning with imaginative exploration of different possible
scenarios and, if necessary, for planning actions that lead
to the acquisition of additional relevant information. When
processing visual stimulus, this kind of awareness allows us
to quickly select the places where an object can be and where
it certainly cannot.
Uncertainty also plays an important role in the process
of human object recognition [3–5]. For example, we would
not classify a lone stick resting against the wall as a broom.
However, if it was coming out frombehind a bucket, wewould
classify it as a possible broom, as we are aware that one of
the ends is not visible and the item might be a broom. If an
object is partially occluded, observed from far away, has a very
small size, or the lighting conditions are bad, we are uncertain
about it to some degree until we look closer. Such inference
mechanisms are obvious and often performed subconsciously
in our daily life. Nevertheless, the explicit use of uncertainty
is rare in computer vision and robotics.
In our previous work [6] we have proposed an object
recognition procedure consisting of 5 elastically designed
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stages: features extraction, segmentation, hypothesis formu-
lation, low-level inference, and high-level inference, where
the usefulness of semantic relations between objects and part-
based reasoning was demonstrated. However, the system
was completely unaware of occlusions or any other form
of perceptual limitations, which are explored in the present
paper.
When data is obtained by an intelligent system in a
real environment, we deal with two kinds of uncertainty:
stochastic, which results from the fact that the system
behaves in a random way, and epistemic, which results from
lack of knowledge. In the field of robotics, when dealing
with decision-making tasks under uncertain conditions, the
classical probability theory is typically applied. However, it is
not capable of capturing epistemic uncertainty, which in our
opinion is a crucial aspect of scene understanding.
In order to integrate ignorance awareness into a holistic
recognition and inference system, we rely on Dempster-
Shafer theory (DST) and the generalized Markov random
fields proposed in [6]. The possibility of applying DST for
the simple task of isolated object classification has been
previously suggested in [7, 8]. In order to use DST in
general object recognition problems we must deal with
several challenges such as ambiguous part and object belief
integration, optimization of the belief function for a whole
scene consisting of multiple known and unknown objects,
and belief aggregation for large numbers of hypotheses which
avoids saturation of the DST parameters.
In this paper we propose a novel, unified approach for
integrating observations with knowledge about various kinds
of perceptual limitations of a 3D object recognition system.
To achieve this we apply Dempster-Shafer theory, which
allows the explicit handling of evidence with different degrees
of uncertainty. In order to improve recognition reliability
we integrate this mechanism with the methods of contextual
semantic inference presented in [6].
The rest of the paper is organized as follows: in Section 2
we discuss the state of the art. The background of Dempster-
Shafer theory is presented in Section 3. Our method of
object classification is described in Section 4. In Section 5
experimental results are presented. We draw conclusions in
Section 6.
2. State of the Art
The recent development of 3D sensors and computer vision
techniques has made it possible to describe the local prop-
erties of the closest environment of a mobile robot with
reasonable accuracy [9, 10]. Knowledge about the robot
environment is usually encoded in the form of a map. Most
methods focus on the following two categories.
(i) Metric maps [11, 12] which represent some geometric
features of the environment. The environment is
represented as a grid of cells or as a feature-based
map. This approach has two major problems: the size
of the map grows with the size of the environment
and the accuracy of the map largely depends on
the size of a cell. Feature-based maps are attractive
because of their compactness and they are very useful
during the process of localization. However, the path-
planning based on this kind of representation is time-
consuming.
(ii) Topological maps [13] which represent relations
between distinctive parts in the environment. This
kind of maps has a graph structure, where nodes
are used to denote some areas or places in the
environment, and edges denote adjacency.
Researchers have been recently focused on topological
andmixed (metric-topological) maps that are semantic—that
is, maps that not only contain data concerning the geometry
and relations between parts of the environment but also hold
the meaning of various recognized, labeled elements of the
observed world [14–16]. The semantic labels attached to the
places and objects give information not only about their
names but also about functionalities: the doorway indicates
the transition between different rooms; that is, a meal can be
prepared in the kitchen using ingredients from the fridge and
so forth.
Over the last years many interesting object recognition
techniques have been developed [14, 17, 18]. Most of these
techniques are focused on analyzing various features of
the objects present on the captured scene. Even though in
many cases they perform well, they do not use any kind of
knowledge about the vision system’s constraints, whichmight
be regarded as a drawback.
Some works explore the effects of possible occlusions in
2D vision systems for specific tasks such as path following
[19–21] and people recognition [22]. The authors of [23]
take advantage of the fact that occlusions occur in order
to penalize impossible alignments of known objects in the
scene. Probably the most advanced use of knowledge about
occlusions in 2D computer vision is presented in [24],
where the authors propose to create a mask of foreground
“occluders,” which influences the scores of feature-based
object classification on the background and [25], where the
authors use reoccurring occlusion patterns learned in the
training process.
3. Dempster-Shafer Theory
Reasoning under uncertainty and using inexact knowledge
is frequently necessary for real-world problems [20]. Obser-
vations, which are the main source of information about the
environment of a mobile robot, are uncertain, meaning that
some data can be missing, unreliable, or ambiguous. The
knowledge representation can be also imprecise, inconsistent,
or partial. If multiple inference rules are applicable, problems
of contradictions between redundant rules and problems of
missing rules are not uncommon. A formalism adequate
to deal with real-world information should therefore allow
us to express and quantify all these aspects and provide an
algorithm of integration of data from multiple sources with
different degrees of uncertainty.
In order to reduce the uncertainty usually probability
theory is applied—either experimental (i.e., based on the
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frequency of events) or subjective (based on expert assess-
ment). The main problem with probability is its difficulty
to deal with ignorance—probabilities must be assigned even
if no information is available. It requires to go beyond the
rules of current interest and consider all possibilities, so it
is not capable of capturing epistemic uncertainty. Also, a
probability given by a single number does not provide any
means to distinguish ignorance and evidence conflicts. A
proper measure of ignorance could be very useful to verify
whether the available knowledge is sufficient to justify a
decision of the system, as it would allow us to consider the
additional option of postponing the decision until enough
information is gathered. In a similar way, in order to draw
conclusions based on various pieces of information, it would
be useful to have a quantitative measure of evidence conflict.
High degrees of conflict represent situations where decisions
should be made more carefully.
Dempster-Shafer theory (DST) [26–28] of evidence is a
formalism for uncertain reasoning which fits the mentioned
requirements. This theory was designed in order to deal
with uncertainty, ignorance, and conflicts. In comparison to
probability theory instead of assigning probabilities to events
(hypotheses), knowledge is encoded by assigning masses 𝑚
to subsets of the set 𝑇 (power set) of all possible events.
Consider
𝑚 : 2
𝑇
󳨀→ [0, 1] . (1)
The masses fulfill the following requirements:
∑
𝑎∈2
𝑇
𝑚(𝑎) = 1,
𝑚 (𝜙) = 0,
(2)
where 𝜙 denotes the empty set. A belief measure is given by
the function bel : 2𝑇 → [0, 1]:
bel (𝐴) = ∑
𝐵⊆𝐴,𝐵 ̸=𝜙
𝑚(𝐵) . (3)
A plausibility measure is given by the function pl : 2𝑇 →
[0, 1]:
pl (𝐴) = ∑
𝐵∩𝐴 ̸=𝜙
𝑚(𝐵) . (4)
The complements of belief and plausibility are called
doubt and disbelief, respectively. The difference pl(𝐴) −
bel(𝐴) describes uncertainty. The process of data aggregation
according to DST consists of the following steps.
(i) Degrees of belief for particular hypotheses are
obtained based on facts, which are treated as infor-
mation sources; for example, when a door handle is
observed it supports the hypothesis that the robot is
observing a door and denies the hypothesis that the
robot is observing a fridge.
(ii) Dempster’s rule is applied in order to combine degrees
of belief and disbelief. Each fact (or source) can
support any hypothesis with a belief degree between
0 and 1 and also deny any hypothesis with a disbelief
degree (also called the belief degree for the negation
of the hypothesis) between 0 and 1. Belief and disbelief
in a hypothesis need not to sum to 1.
Dempster’s rule of combination for two sources (1 and 2)
is described as follows:
𝑚
1,2
(𝑎) =
∑
𝑏∩𝑐=𝑎
𝑚
1
(𝑏) ⋅ 𝑚
2
(𝑐)
1 − ∑
𝑏∩𝑐=0
𝑚
1
(𝑏) ⋅ 𝑚
2
(𝑐)
, (5)
where 𝑎, 𝑏, 𝑐 ⊆ 𝑇. Based on (5) we obtain the following
practical formulas:
𝑚
1,2
(ℎ)
=
𝑚
1
(ℎ) ⋅ 𝑚
2
(ℎ) + 𝑚
1
(ℎ) ⋅ 𝑚
2
(ℎ
𝑢
) + 𝑚
1
(ℎ
𝑢
) ⋅ 𝑚
2
(ℎ)
1 − 𝑚
1
(ℎ) ⋅ 𝑚
2
(ℎ
𝑛
) − 𝑚
1
(ℎ
𝑛
) ⋅ 𝑚
2
(ℎ)
,
𝑚
1,2
(ℎ
𝑛
)
=
𝑚
1
(ℎ
𝑛
) ⋅ 𝑚
2
(ℎ
𝑛
) + 𝑚
1
(ℎ
𝑛
) ⋅ 𝑚
2
(ℎ
𝑢
) + 𝑚
1
(ℎ
𝑢
) ⋅ 𝑚
2
(ℎ
𝑛
)
1 − 𝑚
1
(ℎ) ⋅ 𝑚
2
(ℎ
𝑛
) − 𝑚
1
(ℎ
𝑛
) ⋅ 𝑚
2
(ℎ)
,
𝑚
1,2
(ℎ
𝑢
) = 1 − 𝑚
1,2
(ℎ) − 𝑚
1,2
(ℎ
𝑛
) ,
(6)
where ℎ is the hypothesis, ℎ
𝑛
is the negation of the hypothesis,
ℎ
𝑢
is the uncertainty of the hypothesis, and𝑚(∗) is the belief
(or supporting degree) function. Whereas the values 𝑚(ℎ)
and 𝑚(ℎ
𝑛
) arise from evidence supporting or denying the
hypothesis ℎ and 𝑚(ℎ
𝑢
) represents the degree of uncertainty
(i.e., lack of evidence altogether).
4. Inference under Uncertainty
As we have mentioned, we make use of our previous system
[6]. In the first four, low-level processing stages, we integrate
algorithms for extracting the uncertainty and occlusion data
and we completely redesign the high-level inference stage.
Before we present the details of our new approach, we briefly
describe the function of the system stages.
In the first processing stage three geometric surface
features are calculated for the whole point cloud. In our appli-
cation we make use of an approximate, fast implementation
of CAT features (convexity, anisotropy of convexity, and theta
polar angle of the normal vectors).These are a set of intuitive,
simple features that can be calculated quickly and used to
describe the local properties of a surface. The convexity
of a surface can be intuitively understood as a measure of
how much the surface is convex nearby a selected point.
A negative value of convexity would mean that the surface
is concave. Anisotropy of convexity measures how much
the convexity value varies depending on the direction for
which it is measured. Therefore, the anisotropy of convexity
for a spherical surface would be zero and for a cylindrical
surface would be positive, though both surfaces have positive
convexity. The theta angle represents the inclination of the
surface relative to the gravity vector (measured with an
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accelerometer). Even though this feature cannot always be
applied, for most indoor objects, it is very useful.
Even though a variety of multidimensional descriptors
have been developed to capture rich local surface properties
[29–31], we have chosen the CAT features because of their
high usefulness to distinguish simple shapes despite their low
dimensionality. Due to the use of the theta inclination angle,
these features are particularly useful in indoor environments,
as they allow us to distinguish vertical and horizontal flat
surfaces, which seem identical when analyzed with purely
intrinsic shape descriptors. The benefits of applying a global
𝑧-axis reference have been shown by the authors of [32].
Let us discuss the proposed features in more detail. Con-
sider a spherical coordinate system (𝑅, 𝜑, 𝜃): radial distance
𝑅, azimuthal angle 𝜑, and polar angle 𝜃, beginning at a given
point 𝑃 which lies on the surfaceΠ, with the axis 𝜃 = 0 being
the direction of the normal vector of the surfaceΠ at the given
point 𝑃. The surface Π is defined by
𝜃 = 𝑓 (𝑅, 𝜑) . (7)
We define the surface convexity at 𝑃 for a sphere radius 𝑅 as
𝐶
𝑃
(𝑅) =
1
𝜋𝑅
∫
𝜋
0
Ψ (𝑅, 𝜑) + Ψ (𝑅, 𝜑 + 𝜋) d𝜑, (8)
where
Ψ (𝑅, 𝜑) = 𝜓 (𝑅, 𝜑) ⋅ 𝛿 (𝑅, 𝜑) (9)
for 𝜓(𝜑, 𝑅) being the 𝜃 angle of the vector m, which is the
projection of the vector normal to the Π surface at the point
[𝑅, 𝜑, 𝑓(𝑅, 𝜑)] onto the plane containing the axis 𝜃 = 0 and
the point [𝑅, 𝜑, 𝑓(𝑅, 𝜑)].The 𝛿 function equals either 1 or −1.
It is negative if and only if the vectorm is pointed toward the
line defined by 𝜃 = 0.
Anisotropy of convexity is a measure of how much the
convexity changes in different directions. For a point 𝑃 on
the surface Π (in a spherical coordinate system identical to
the coordinate system used in (7)) anisotropy of convexity is
defined for the sphere radius 𝑅 by
𝐴
𝑃
(𝑅) = max
𝜑∈[0,𝜋)
[Ψ (𝑅, 𝜑) + Ψ (𝑅, 𝜑 + 𝜋)]
− min
𝜑∈[0,𝜋)
[Ψ (𝑅, 𝜑) + Ψ (𝑅, 𝜑 + 𝜋)] .
(10)
These two features are both surface intrinsic properties.
However, the objects commonly found in indoor environ-
ments have a well-defined base or set of possible base surfaces
and thus lack degrees of freedom. This quality makes it
possible to use the polar angle 𝜃 (i.e., inclination of the
surface) as a valid feature of great discriminative power. This
feature is invariant to rotation around any vertical axis.
After calculation, the CAT features are mapped into a
2D image, where the features, for convenience, are treated
as 8-bit “colors” (ranging from 0 to 255)—this is done by
assigning the features of each point to the corresponding pixel
of the original depth image obtained from the sensor, from
which the 3D coordinates were calculated. The features map
is next smoothed using the mean-shift filtering algorithm
described in [33] (implemented in the OpenCV library) with
its spatial window radius set to 10 pixels and “color” window
radius set to 20. After this operation, a canny edge detector is
run and the resulting contours are connected using a simple
morphological closing operation (with a square kernel of
3×3 pixels).The processed contours define a set of segments,
which are further processed by rejecting the smallest ones
(with an experimentally chosen area threshold of 100 pixels).
The next stage consists of formulating object parts
hypotheses for the obtained segments. This is performed
by matching feature histograms of the segments (i.e., the
normalized histograms of CAT features for the pixels lying
inside the segments) to the histograms of features calculated
for “model” object parts (the model segments are obtained
with the same segmentation algorithm, but using test scenes,
where the objects are manually labeled).The histogram com-
parison is done by means of Pearson’s correlation coefficient
defined by
corr (𝑋, 𝑌) = cov (𝑋, 𝑌)
𝜎
𝑋
𝜎
𝑌
=
𝐸 [(𝑋 − 𝜇
𝑋
) (𝑌 − 𝜇
𝑌
)]
𝜎
𝑋
𝜎
𝑌
. (11)
If the correlation coefficient exceeds the required value
(corrmin), an object part hypothesis is formulated. The corre-
lation threshold is set individually for each part of the model
object, depending on how unique the expected part features
are. Each scene segment can have several hypotheses. A null
hypothesis (hypothesis of unknown object) is additionally
attached to each segment.
The low-level inference stage consists of iterative Monte
Carlo matching of model point clouds provided as part
of the system knowledge (described in [6]) to the scene
segments whose feature histograms correlate with the known
object parts. In this stage simple segments are combined into
potential complex objects composed of multiple parts (these
are denominated as object hypotheses or metahypotheses)
by spatial model alignment. The successful alignment of
several scene segments to the model usually does not provide
sufficient evidence to terminate the recognition process.
There are several reasons for this.
(1) Only successfully segmented patches of the scene are
considered—the segmentation is imperfect, so many
details are missing.
(2) Due to self and mutual occlusions, only a fraction of
the full object is visible on the scene.
(3) The false-positive rate of recognition based on seg-
ment alignment is especially high for furniture
regarded as a set of flat patches that can be aligned
to several models.
The aim of the last processing stage (the high-level
inference) is to find the best scene theory—the set of metahy-
potheses that best explains the observations taking into
consideration additional, human-provided knowledge. This
knowledge concerns the known objects (in our system we
use boundaries for altitude above the ground level and parts
importance weights) and their semantic relations with other
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objects (three kinds of relations are currently used in the
system, that is, above, below, and beside). This optimization
is done using a DST belief degree (which is explained in this
section) as an energy function.
4.1. Parts Present on the Scene. In the proposed system each
part of a hypothetical object (whether attached to a particular
scene segment or not) is regarded as an evidence source. For
the found object parts (associated with an observed segment)
the DST parameters are calculated with the equations pre-
sented below. For any given hypothesis let us define a few
parameters:
𝑞 = 2 ⋅
corr (𝐻
𝑆
, 𝐻
𝑀
)
(1 + corrmin)
. (12)
This parameter (𝑞) contains the correlation of the segment
feature histogram (𝐻
𝑆
) with the model part histogram (𝐻
𝑀
)
relative to the minimal correlation required to formulate
a hypothesis (i.e., the correlation threshold corrmin). 𝑞 is
truncated to fit into the range [0; 1]. Next, for any segment
hypothesis of index 𝑗 we define
𝑠
𝑗
= 𝑞
𝑗
⋅
∑
𝑁
𝑖=0
𝑞
𝑖
− 𝑞
𝑗
∑
𝑁
𝑖=0
𝑞
𝑖
, (13)
where ∑𝑁
𝑖=0
𝑞
𝑖
is the sum of the 𝑞 values for all the candidate
hypotheses of the given segment (including 𝑗). The 𝑠 value is
equivalent to accumulated plausibility of the alternative part
hypotheses of the scene segment. The normalization factor
of this parameter is required (as will be shown through the
rest of this section) to ensure that hypotheses of object parts
that were actually found influence positively the belief in their
combined object hypotheses (i.e.,𝑚(ℎ) > 𝑚(ℎ
𝑛
)).
Consider
𝑢area = 1 −
󵄨󵄨󵄨󵄨𝐴𝑀 − 𝐴𝑆
󵄨󵄨󵄨󵄨
𝐴
𝑀
(14)
This parameter (𝑢area) captures the uncertainty derived from
deviations of the hypothetical part’s surface area (𝐴
𝑆
) com-
pared to the model part’s area (𝐴
𝑀
). Such deviations are
allowed to a certain point due to limited precision of the
segmentation algorithm and partial occlusions.
Consider
𝑢dist = 1 −
𝑑
𝑑max
, (15)
where 𝑑 is the mean distance from the sensor to the segment
points and 𝑑max is the maximum sensor range. This value
(𝑢dist) represents the uncertainty which comes from loss
of precision and resolution for further objects. It should
be noted that the linear precision loss model we used is a
simplification and does not describe accurately the Kinect
sensor. However, it reflects the optical linear relation of the
size of the objects perceived as a 2D depth map to the sensor
distance, which directly affects the segmentation algorithm.
Both, 𝑢area and 𝑢dist are truncated to fit in the range [0, 1].
We can now define the DST parameters of ℎ—the hypothesis
of presence of an object part—arising from a present (i.e.,
found) segment as follows:
𝑚(ℎ
𝑢
) = 1 − 𝑢area ⋅ 𝑢dist,
𝑚 (ℎ) = 𝑞
1 − 𝑚 (ℎ
𝑢
)
𝑞 + 𝑠
,
𝑚 (ℎ
𝑛
) = 𝑠
1 − 𝑚 (ℎ
𝑢
)
𝑞 + 𝑠
= 1 − 𝑚 (ℎ) − 𝑚 (ℎ
𝑢
) .
(16)
Therefore, the hypothesis uncertainty sums its area and
distance components. The mass is based on the available
evidence—the similarity of segment features to a model
segment (𝑞 parameter). The disbelief is based on the accu-
mulated evidence supporting the alternative possibilities (𝑠
parameter). As stated before, for found parts the equations
are normalized to ensure𝑚(ℎ) > 𝑚(ℎ
𝑛
).
4.2. Absent Parts. The object parts which have not been
found on the scene are also valuable sources of information.
Their absence can provide strong evidence against a partic-
ular object hypothesis. However, the fact that a part has not
been found does not necessarily lead to the conclusion that
it is missing. The two main factors that can limit the part’s
visibility are occlusions and the camera frame boundaries.
One of the novel features of the presented system is the ability
to detect these factors and quantify them as uncertainty by
using a basic form of spatial imagination described in this
section.
To calculate the parts visibilities, the model object point
cloud concerning a given hypothesis is aligned to the scene
point cloud—this is performed using the transformation
found during the low-level inference stage (for the reasons
mentioned while discussing that stage, the segment-based
alignment, is only a guess, not a sufficient recognition
method). The model object is then projected into the flat
camera coordinate system (knowing the intrinsic camera
parameters). The depth of the projected model points is
subtracted from the input scene depth at the corresponding
points, calculating howmany object points that are “closer” to
the view point than the observed scene points. An example of
such projection is presented in Figure 1.
Let us denote the depth map (2D pixel array) of the scene
point cloud as a matrix K = [𝑘
𝑖𝑗
]. The projection of the
transformedmodel point cloud is a set of𝑁 points, consisting
of 𝑥 and 𝑦 pixel coordinates and depths: 𝑃 = {(𝑥
𝑖
, 𝑦
𝑖
, 𝑑
𝑖
)}.
The number of model points which should be visible can be
calculated as
𝑁VMP =
𝑁
∑
𝑖=0
𝑇 (𝑘
𝑦𝑖𝑥𝑖
− 𝑑
𝑖
− 𝜀) , (17)
where 𝜀 is a small distancemargin left in order to compensate
alignment imperfections. 𝑇 is a thresholding function, which
assigns 1 to positive and 0 to nonpositive arguments. If some
of the model object points fall out of the map boundaries,
they are naturally excluded from this sum. The hypothetical
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Figure 1: Assumed visible (green) and occluded (red) regions of a
hypothetical object (a chair) obtained by spatial reasoning (output
on the depth map).
visibility of a given part which has not been found is
calculated simply as
V =
𝑁VMP
𝑁TMP
, (18)
where 𝑁TMP is the total number of model part points. We
propose to calculate theDSTparameters of ℎ—the hypothesis
of presence of an object part—arising from the fact that it was
not found as
𝑚(ℎ) = 0,
𝑚 (ℎ
𝑢
) = 2 (1 − V) ,
𝑚 (ℎ
𝑛
) = 1 − 𝑚 (ℎ
𝑢
) ,
(19)
where𝑚(ℎ
𝑢
) is truncated to fit into the [0, 1] range.Therefore,
the disbelief of the hypothesis is based on the evidence
pointing that the space where the missing part should be
is empty (i.e., not occluded). The mass of the hypothesis
is obviously zero. As we can see, a part whose visibility is
less than 0.5 will have 𝑚(ℎ
𝑢
) = 1 and thus no effect on
the further calculations. This formula has been chosen in
order to compensate for the imprecision of the segmentation
algorithm near the borders between overlapping parts—if we
expectmost of a part to be occluded, it is likely that it has been
omitted in the segmentation, so its absence is not regarded as
relevant evidence. However, if a part is missing and it should
be (based on the alignment results) in an area that is fully
visible (i.e., empty area) with V = 1, it will strongly affect
the hypothesis, as it will have 𝑚(ℎ
𝑛
) = 1, meaning complete
disbelief in the object part hypothesis.
4.3. Weights. The particular parts observations are not of
equal importance—for example, a patch of flat surface can
belong to many objects, whereas an ellipsoidal patch is
uncommon and can provide strong evidence for the presence
of a particular object such as a lamp. In the presented
inference system, such part properties can be human-defined.
In order to make it possible to include such kind of knowl-
edge in the inference mechanism, we propose a “weighted”
modification of the regular DST rule of combination. This
S1 1
S1 2
S1 m1
S2 1
S2 2
S2 m2
Sn1
Sn2
Sn mn
O1
O2
On
O1
O2
On
Theory
m(h, hn, hu) m(h, hn, hu)
form input form knowledge
...
...
...
...
Figure 2: DST theory quality calculation scheme. Data flows from
left (object parts DST parameters 𝑆
𝑛𝑚
) to right (DST parameters for
the whole scene theory).
modification consists of applying a weight 𝑤 to the DST
parameters of a hypothesis just before combination according
to the following equations:
𝑚
𝑤
(ℎ) =
𝑤 ⋅ 𝑚 (ℎ)
𝑤 ⋅ 𝑚 (ℎ) + 𝑤 ⋅ 𝑚 (ℎ
𝑛
) + 𝑚 (ℎ
𝑢
)
,
𝑚
𝑤
(ℎ
𝑛
) =
𝑤 ⋅ 𝑚 (ℎ
𝑛
)
𝑤 ⋅ 𝑚 (ℎ) + 𝑤 ⋅ 𝑚 (ℎ
𝑛
) + 𝑚 (ℎ
𝑢
)
,
𝑚
𝑤
(ℎ
𝑢
) = 1 − 𝑚
𝑤
(ℎ) − 𝑚
𝑤
(ℎ
𝑛
) .
(20)
The provided weights can be different for found parts (which
we denominate as positive weights) and absent parts (which
we call negative weights).The importance of this feature is best
explained giving the example of a door. Detecting the vertical
board is weaker evidence for the door presence than detecting
the handle, but not detecting the board is stronger evidence
against the door hypothesis than not detecting the handle.
4.4. Fusion. Thehigh-level inferencemechanism introduced
in this paper uses a three-stage Dempster-Shafer fusion
algorithm presented in Figure 2. The rectangles represent
the DST parameters calculated for the parts of each object
included in a scene theory (classification of all the scene
segments) for both present and absent parts.
These parameters are integrated in the first stage of
the fusion method (the metric stage) for each object
in the weighted modification of Dempster’s rule of
combination described before. The resulting parameters
(𝑚(ℎ),𝑚(ℎ
𝑛
), 𝑚(ℎ
𝑢
)) for each object hypothesis are passed
to the next stage (the semantic stage) and fused with a
priori parameters that arise from the detected semantic
relations with other objects present in the theory. These a
priori parameters, fixed for each defined relation, are part
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Figure 3: Recognition results for a simple scene (monitor—blue, laptop—yellow, cup—orange, table—turquoise, chair—green, and
unknown—gray), including semantic relations: beside—green and above—blue.
of the human-provided knowledge of the system and can
define either positive (𝑚(ℎ) > 0,𝑚(ℎ
𝑛
) = 0) or negative
(𝑚(ℎ) = 0,𝑚(ℎ
𝑛
) > 0) relations. Obviously, for impossible
or very unusual relations (such as chair above monitor)
providing 𝑚(ℎ
𝑛
) = 1 guarantees that the result of the fusion
procedure will also be 𝑚(ℎ
𝑛
) = 1, meaning certain rejection
of such theory. Finally, the output parameters calculated for
all the objects are combined together, resulting in a single set
of DST parameters for the whole theory. Due to the tendency
of Dempster’s rule to converge to 1 for large quantities of
plausible elements, the authors decided to apply a scaling
factor for the 𝑚(ℎ) and 𝑚(ℎ
𝑛
) parameters resulting from the
second processing stage (this factor has been experimentally
set to 0.1). However, the scaling factor is applied only if
the 𝑚(ℎ
𝑛
) parameter of a given object is less than 1, which
prevents accepting impossible theories (contradictory to
human-provided categorical rules).
Finding the best theory is a nontrivial optimization
problem, which in our implementation is solved using a
genetic algorithm, which aims to find the scene theory with
the highest mass𝑚(ℎ) (calculated according to the presented
fusion mechanism) among all possible scene theories. The
genetic algorithm initializes a population of theories (each
classified scene segment is regarded as a gene), which then
evolves for a fixed number of generations. Besides cross-over
and mutation, each individual performs local optimization
by single-gene substitutions (as described in [6]). The theory
mass is used as the algorithm’s fitness function. An example
scene theory is shown in Figure 3.
4.5. Computational Complexity. In order to find the com-
putational complexity for the worst-case scenario of the
presented algorithms, we take into consideration the number
of known object parts—𝑁, which is roughly proportional
to the number of known objects. The effort to calculate the
proposed features and perform segmentation is proportional
to number of points (P) present on the scene. Assuming
that the scene resolution and size are fixed, for the first two
processing stages, we get the order of complexity 𝑂(𝑃) =
𝑂(1).
The hypothesis formulation and low-level inference algo-
rithms compare and align (for complex objects) each of the
𝑀 scene segments to eachmodel part.These two stages share
theworst-case scenario order of complexity, which is𝑂(𝑀𝑁),
as the number of maximum iterations of the Monte Carlo
alignment method is fixed.
The last processing stage, as is currently implemented, has
the highest worst-case order of complexity (even though in
practice it has been observed to require about 1/3 of 4th stage’s
effort to complete). The used genetic algorithm requires just
a 𝑂(𝑀)-complex fitness function for the evaluation of each
individual. However, the most complex part resides in the
local optimization performed for each individual. If all the
scene segments were assigned all the possible hypotheses and
the local optimization went through all the possible scene
theories, the order of complexity would be that of a brute-
force search—that is, 𝑂(𝑀 ⋅ 𝑀𝑁) = 𝑂(𝑀𝑁+1). Even though
there is no guarantee for a smaller complexity, the genetic
algorithm proves much faster than a brute-force search. It
would be possible to limit the maximum complexity by
simplifying the local optimization to merely recalculating an
individual’s fitness for each single-gene substitution without
further iterations. This would lead to a maximum order of
complexity of 𝑂(𝑀2𝑁) but would not necessarily reduce the
real amount of computation, as the genetic algorithm would
probably need more generations to reach the best theory.
5. Experiments
The system described in the previous section has been
implemented and tested using point clouds obtained using
the Kinect Fusion algorithm [34] based on input from a
Kinect sensor. The Kinect Fusion is a SLAM-based point
cloud integration and filtering algorithmwhich has been used
by the authors in order to enhance the input precision and to
register reflective (e.g., a monitor) and dark surfaces which
are very poorly captured in single Kinect frames (we used the
open source version implemented in the Point Cloud Library
by Anatoly Baskeheev). Scene views can be obtained with
Kinect Fusion in real time, which requires only a few seconds
of observation to achieve point cloud qualities significantly
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superior to single frame point clouds. Such observations can
be easily made by a mobile robot equipped with a Kinect-like
sensor and a graphics processing unit (GPU).
Three sets of scenes (mostly related to an office environ-
ment) have been registered for the experiment as follows:
(1) a training set of 18 scenes from the office environment,
which contain mainly fully visible objects observed
from a short distance, used to extract the model point
clouds and verify the human-provided parameters of
the system (only some of these scenes were used to
create the model objects);
(2) a test set of 14 realistic scenes of the office environment
with known and unknown objects in different posi-
tions, captured from different distances; Occlusions
occur but the environment presented in these scenes
was relatively tidy and thus the set was denominated
as the easy test set;
(3) a test set of 12 scenes with numerous, prevailing
unknown objects and/or heavy occlusions. Some of
these scenes are completely unrelated to the office
environment; this set has been denominated as the
hard test set; an example scene from this set is
presented in Figure 4.
The system has been provided with 20 model views and
21 semantic relations, as well as the positive and negative
part weights for complex objects. These parameters have
been chosen using feedback from the test set only. In the
experiment we used 9 known object classes: chair, clock, cup,
lamp, laptop, monitor, mouse, pencil case, and table, of which
5 are treated as complex objects (i.e., composed of more than
one part). The recognition performance of the system has
been compared using the 26 test scenes for the following
versions of the system:
(1) the system without any knowledge about its own
perceptual limitations (i.e., limiting its belief on
the formulated hypotheses based only on alterna-
tive hypotheses strength and provided part weights.
However, hypotheses are not formulated for segments
whose size is too big to possibly correspond to a given
object part),
(2) the system aware of occlusions and limited field of
view (i.e., using DST parameters for absent object
parts as described in the previous section) but
unaware of its limited precision,
(3) the system aware of its limited precision (i.e., using
DST parameters for present object parts as described
before) but not aware of occlusions and limited field
of view,
(4) the full system aware of both kinds of limitations
(using the DST parameters for all parts).
The performance was measured using 4 parameters:
(1) correct object recognitions relative to the number of
known objects present on the scene;
(2) incorrect positive recognitions relative to the number
of known scene objects (whether the incorrect deci-
sions concern a known or unknown object);
(3) the 𝐸1 total error rate defined as
𝐸1 =
FN + FP
NO
, (21)
where FN is the number of unrecognized known
objects present on the scene (false negative), FP is the
number of incorrect recognitions (false positive), and
NO is the number of visible known objects;
(4) the 𝐸2 weighted error rate, calculated similarly to the
𝐸1 parameter, but using a weighting factor
𝐸2 =
0.2 ⋅ FN + FP
NO
. (22)
This error rate takes into consideration the fact that usually
the cost of an incorrect positive recognition (false positive)
for a mobile robot is higher than the cost of missing a known
object (false negative), as the first case is more likely to cause
counterproductive or even dangerous actions.
Figure 5 summarizes the experiment results. As we can
see, the use of ignorance awareness slightly decreased the
average correct recognition rate. However, it dramatically
reduced the incorrect recognition rates as well as the error
rates for both test sets, thus improving the system reliability.
The results suggest that the use of present part uncertainty
has higher impact on the system performance than the use
of absent part uncertainty. However, combining both kinds
of limitation awareness leads to the best overall results.
As expected, the advantage of processing both kinds of
ignorance was greater for the hard test set. For the easy test
set, even though the incorrect recognition rate was lowest
for the full system, the 𝐸1 total error rate was even slightly
higher for the full system compared to the version with
only present part uncertainty. The cause of this is the fewer
numbers of unknown objects with misleading similarities to
known object parts in this set. However, when taking into
consideration the unequal cost of both kinds of errors (i.e.,
false positive and false negative), the full system performed
best for this set as well.
The overall, relative reduction of error rates for the full
system was of 12.5% and 35.9% compared to the version
without absent part uncertainty: 58.8% and 79.0% compared
to the version without present part uncertainty and 68.4%
and 85.3% compared to the version without any kind of
uncertainty for the 𝐸1 and 𝐸2 error rates, respectively.
The presented algorithms have been implemented in C++
CPU code, only partially exploitingmulticore possibilities (at
the low-level inference processing stage). The full processing
time for a single scene depends on its complexity and ranges
up to one minute.
6. Conclusions
In this work we have proposed a method to obtain and use
information about the perceptual limitations of a 3D object
Mathematical Problems in Engineering 9
Figure 4: One of the test point clouds enhanced with kinect fusion, along with the recognition results (monitor—blue, laptop—yellow, cup—
orange, table—turquoise, clock—olive, pencil case—pink, and unknown—gray).
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Figure 5: Experiment results statistics for the combined (a), easy (b) and hard (c) test sets. The charts compare the performance parameters
(relative to NO—the number of visible known objects) of the system without ignorance awareness (No uncert.), with the systems using
absent part and present part ignorance awareness (the first coming from occlusions and field of view and the latter from limited sensor and
segmentation precision) as well as the full system using both.
recognition system. By applying Dempster-Shafer theory, the
uncertainty information has been integrated into a metric-
semantic inference system. The sources of uncertainty have
been separated into two categories: absent object parts, for
which the system’s belief in their real absence is obtained
using a form of occlusion-aware spatial imagination, and
present object parts, for which the uncertainty is connected to
distance-related precision loss and segment size deviations.
The impact of both forms of ignorance awareness has been
estimated in an experiment involving realistic scenes of
an indoor environment with variated difficulty levels. The
experiment shows that the use of each kind of uncertainty
effectively increases the system reliability by diminishing the
false-positive error rates.
The presented inferencemechanism is apt to be expanded
by adding new kinds of uncertainty, as well as new kinds of
evidence concerning the observed scene. In future works we
intend to use a wider range of features and focus on real-time
performance by exploiting GPU processing power.
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This paper aims at resolving the path planning problem in a time-varying environment based on the idea of overall conflict
resolution and the algorithm of time baseline coordination.The basic task of the introduced path planning algorithms is to fulfill the
automatic generation of the shortest paths from the defined start poses to their end poses with consideration of generous constraints
for multiple mobile robots. Building on this, by using the overall conflict resolution, within the polynomial based paths, we take
into account all the constraints including smoothness, motion boundary, kinematics constraints, obstacle avoidance, and safety
constraints among robots together. And time baseline coordination algorithm is proposed to process the above formulated problem.
The foremost strong point is that much time can be saved with our approach. Numerical simulations verify the effectiveness of our
approach.
1. Introduction
Since the 1990s, industrial robots have played an important
role in the robotics research [1]. One foremost research
topic of industrial robots is mobile robots’ path planning
[2, 3], wherein the paths connecting the start and end poses
of robots are planned to assist completing their task. In
industrial application, to suit the actual situation, there is no
denial that the nonholonomic constraint [4, 5] which means
the mobile robots subjecting to the requirements of rolling
without slipping should be taken into consideration. Further,
in the traverse process of mobile robots, owing to the mutual
influence of robots and obstacles moving and stationary in
a time-varying environment, the conflicts would be induced
inevitably. Thus, our concerned path planning problems
become much more difficult since the planned paths must
take above geometric and nonholonomic constraints and
conflict-avoidance constraints into account. Then, how to
plan the shortest paths for multiple mobile robots while
explicitly considering smoothness, kinematics constraints,
motion boundary, obstacle avoidance, and safety constraints
among mobile robots becomes our mainly focused problem.
During the past decades, various path planning method-
ologies for mobile robots have been developed [2, 6–12].
We have presented the detailed introduction in [2] with a
sense of hierarchy. In [6, 13], differential evolution and honey
bee mating optimization algorithms are used to resolve the
cooperative multirobot path planning problem, respectively.
However, too many broken lines exist in the planned paths,
which cannot be directly used in the real scenario. With
those ill-smooth paths as depictured in [14], the roller slip
would be triggered in the motion process of mobile robots.
Then, the slip would endanger the safety ofmobile robots and
furthermore lead to the meaninglessness of those paths.
As pointed in [15] the planned path should be smooth
to accord with the practical applications. With the smooth
paths, we can account for the continuity [16] and the
kinematics constraints sufficiently. Contrarily, if with the ill-
smooth paths, the jerks would be triggered during themotion
process. Given that polynomials are the set of highly smooth
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functions, there is no doubt that polynomial based paths are
quite smooth [15]. Hence, we adopt the polynomial based
paths to represent their motion in our research.
Generally in many works like [2, 9, 10], they focus on
two-phase approach for path planning problems. Firstly, the
path for each mobile robot is reached with some certain
algorithm. Following that, by using the predefined principles,
the conflicts among the planned paths are resolved in the
second phase. However, approaches of this category cannot
be illustrated analytically and do not work sometimes. Con-
sequently, the sound approach is disposing of all the conflicts
as a whole not using the two-phase approach.
To avoid the two-phase methods, the studies like [2, 7–
11] adopted quartic Bezier curves to represent the paths of
mobile robots. However, approaches in [7, 8] strictly restrict
the paths to the fourth-order Bezier curves and require the
initial and final velocities of each mobile robot, which would
be impractical for the realistic application. Comparatively, as
a natural continuation of our previous work in [2], to avoid
the deadlock of the two-phase conflict dissolution approach,
in our objective function, we eliminate the overall conflicts of
the focused problem. When it comes to the objective func-
tion, we set the summation of the shortest paths of all mobile
robots as the goal function and take generous constraints into
account. Eventually, we formulate the problem as one time-
varying nonlinear programming problem (TNLPP). To solve
the TNLPP,we devise the time baseline coordinationmethod.
Within this method, we choose the least motion time of all
mobile robots as the time baseline; by using this parameter we
can fulfill their motion coordination.The detailed illustration
is presented in Section 4.
This paper is organized into seven sections. In Section 2,
the shortest polynomial based paths for multiple mobile
robots are defined. In Section 3, modeling for path planning
problems with overall confliction is introduced explicitly. In
Section 4, time baseline coordination algorithm is detailed to
resolve the path planning problems. In Section 5, simulation
results are presented to demonstrate the effectiveness of our
approaches. Section 6 discusses results of cases in Section 5.
Section 7 concludes this paper.
2. Problem Formulation
Suppose that one mobile robot 𝐴
𝑖
(𝑖 = 1, 2, . . . , 𝐽) is repre-
sented by a 𝑟
𝑖
-radius circle with center 𝑥
𝑖
(𝑡) = (𝑥
1𝑖
(𝑡), 𝑥
2𝑖
(𝑡))
and orientation 𝜃
𝑖
(𝑡), 𝑡 ∈ [0, 𝑡
𝑓𝑖
], where 𝑚 is the number
of mobile robots, 𝑥
𝑖
is one parameterized polynomial with
unknown index and used to denote the path of 𝐴
𝑖
, and 𝑡
𝑓𝑖
is
a given real number as final moving time of 𝐴
𝑖
. The poses of
mobile robots at time 𝑡 are illustrated as 𝑃
𝑖
(𝑡) = (𝑥
𝑖
(𝑡), 𝜃
𝑖
(𝑡)).
Then, we should plan the shortest and conflict-free paths for
all mobile robots 𝐴
𝑖
(𝑖 = 1, 2, . . . , 𝐽) from the start pose 𝑃
𝑖0
to
the end pose 𝑃
𝑖𝑓
, where 𝑃
𝑖0
= 𝑃
𝑖
(0) and 𝑃
𝑖𝑓
= 𝑃
𝑖
(𝑡
𝑓
).
As sensors or cameras are used to detect the positions
of obstacles [17], the paths of obstacles can be duly reached.
Meanwhile, suppose the obstacle 𝑂
𝑘
(𝑘 = 1, 2, . . . , 𝑞) is a 𝑟
𝑘
-
radius circle with center 𝛼
𝑘
(𝑡) = (𝛼
1𝑘
(𝑡), 𝛼
2𝑘
(𝑡)), 𝑡 ∈ [0, 𝑡
𝑘
],
where 𝑞 is the number of the obstacles, 𝛼
𝑘
(⋅) is the path of𝑂
𝑘
and expressed with known parameterized polynomial, and 𝑡
𝑘
is a given real number as final motion time of 𝑂
𝑘
.
2.1. Polynomial Based Paths. To detail 𝑥
𝑖
which is the path
of 𝐴
𝑖
and equals (𝑥
1𝑖
(𝑡), 𝑥
2𝑖
(𝑡)), we set 𝑥
1𝑖
(𝑡) = 𝑥
1𝑖
, 𝑥
2𝑖
(𝑡) =
𝑥
2𝑖
, and the unknown indices of 𝑥
1𝑖
and 𝑥
2𝑖
are 𝑀
and 𝑁, respectively. The unknown coefficients of 𝑥
1𝑖
and
𝑥
2𝑖
are represented by [𝑎
0𝑖
𝑎
1𝑖
⋅ ⋅ ⋅ 𝑎
𝑚𝑖
⋅ ⋅ ⋅ 𝑎
𝑀𝑖
] and
[𝑏
0𝑖
𝑏
1𝑖
⋅ ⋅ ⋅ 𝑏
𝑛𝑖
⋅ ⋅ ⋅ 𝑏
𝑁𝑖
] (1 ≤ 𝑚 ≤ 𝑀, 1 ≤ 𝑛 ≤ 𝑁),
respectively. Then, the path of 𝐴
𝑖
is given in the following
form, where 𝑡 ∈ [0, 𝑡
𝑓𝑖
]:
𝑥
1𝑖
= 𝑎
0𝑖
+ 𝑎
1𝑖
𝑡 + ⋅ ⋅ ⋅ + 𝑎
𝑚𝑖
𝑡
𝑚
+ ⋅ ⋅ ⋅ + 𝑎
𝑀𝑖
𝑡
𝑀
,
𝑥
2𝑖
= 𝑏
0𝑖
+ 𝑏
1𝑖
𝑡 + ⋅ ⋅ ⋅ + 𝑏
𝑛𝑖
𝑡
𝑛
+ ⋅ ⋅ ⋅ + 𝑏
𝑁𝑖
𝑡
𝑁
.
(1)
Suppose that 𝐴𝑖 = [𝑎
0𝑖
𝑎
1𝑖
⋅ ⋅ ⋅ 𝑎
𝑚𝑖
⋅ ⋅ ⋅ 𝑎
𝑀𝑖
], 𝐵𝑖 =
[𝑏
0𝑖
𝑏
1𝑖
⋅ ⋅ ⋅ 𝑏
𝑛𝑖
⋅ ⋅ ⋅ 𝑏
𝑁𝑖
], 𝑇𝑖
𝐴
= [𝑡
0
𝑡 ⋅ ⋅ ⋅ 𝑡
𝑚
⋅ ⋅ ⋅ 𝑡
𝑀
],
and 𝑇𝑖
𝐵
= [𝑡
0
𝑡 ⋅ ⋅ ⋅ 𝑡
𝑛
⋅ ⋅ ⋅ 𝑡
𝑁
], 𝑡 ∈ [0, 𝑡
𝑓𝑖
]. Then, the path
𝑥
𝑖
can be
[
𝑥
1𝑖
𝑥
2𝑖
] = [
𝐴
𝑖
0
0 𝐵
𝑖][
𝑇
𝑖
𝐴
𝑇
𝑇
𝑖
𝐵
𝑇
] . (2)
Within path 𝑥
𝑖
, the velocities in the direction of 𝑥
1𝑖
and
𝑥
2𝑖
are ̇𝑥
1𝑖
(𝑡) and ̇𝑥
2𝑖
(𝑡), respectively. The accelerations in the
direction of 𝑥
1𝑖
and 𝑥
2𝑖
are ̈𝑥
1𝑖
(𝑡) and ̈𝑥
2𝑖
(𝑡), respectively.
Consequently, the path length of 𝐴
𝑖
can be
𝑠
𝑖
= ∫
𝑡𝑓𝑖
0
√ ̇𝑥
2
1𝑖
(𝑡) + ̇𝑥
2
2𝑖
(𝑡) 𝑑𝑡 = ∫
𝑡𝑓𝑖
0
󵄩󵄩󵄩󵄩
̇𝑥
𝑖
(𝑡)
󵄩󵄩󵄩󵄩2
𝑑𝑡. (3)
Analogously, for the path of 𝑂
𝑘
featured by 𝛼
𝑘
, we set
𝛼
1𝑘
(𝑡) = 𝛼
1𝑘
, 𝛼
2𝑘
(𝑡) = 𝛼
2𝑘
, and the known indices of 𝛼
1𝑘
and
𝛼
2𝑘
are 𝐿 and 𝑈, respectively. The known coefficients of 𝛼
1𝑘
and 𝛼
2𝑘
are represented by [𝑎
0𝑂𝑘
𝑎
1𝑂𝑘
⋅ ⋅ ⋅ 𝑎
𝑙𝑂𝑘
⋅ ⋅ ⋅ 𝑎
𝐿𝑂𝑘
]
and [𝑏
0𝑂𝑘
𝑏
1𝑂𝑘
⋅ ⋅ ⋅ 𝑏
𝑢𝑂𝑘
⋅ ⋅ ⋅ 𝑎
𝑈𝑂𝑘
] (1 ≤ 𝑙 ≤ 𝐿, 1 ≤ 𝑢 ≤ 𝑈),
respectively. Then the path of 𝑂
𝑘
is given in the following
form, where 𝑡 ∈ [0, 𝑡
𝑓𝑖
]:
𝛼
1𝑘
= 𝑎
0𝑂𝑘
+ 𝑎
1𝑂𝑘
𝑡 + ⋅ ⋅ ⋅ + 𝑎
𝑙𝑂𝑘
𝑡
𝑙
+ ⋅ ⋅ ⋅ + 𝑎
𝐿𝑂𝑘
𝑡
𝐿
,
𝛼
2𝑘
= 𝑏
0𝑂𝑘
+ 𝑏
1𝑂𝑘
𝑡 + ⋅ ⋅ ⋅ + 𝑏
𝑢𝑂𝑘
𝑡
𝑢
+ ⋅ ⋅ ⋅ + 𝑏
𝑈𝑂𝑘
𝑡
𝑈
.
(4)
Suppose that 𝐴𝑘
𝑂
= [𝑎
0𝑂𝑘
𝑎
1𝑂𝑘
⋅ ⋅ ⋅ 𝑎
𝑙𝑂𝑘
⋅ ⋅ ⋅ 𝑎
𝐿𝑂𝑘
],
𝐵
𝑘
𝑂
= [𝑏
0𝑂𝑘
𝑏
1𝑂𝑘
⋅ ⋅ ⋅ 𝑏
𝑢𝑂𝑘
⋅ ⋅ ⋅ 𝑎
𝑈𝑂𝑘
], 𝑇𝑘
𝐴
=
[𝑡
0
𝑡 ⋅ ⋅ ⋅ 𝑡
𝑙
⋅ ⋅ ⋅ 𝑡
𝐿
], and 𝑇𝑘
𝐵
= [𝑡
0
𝑡 ⋅ ⋅ ⋅ 𝑡
𝑢
⋅ ⋅ ⋅ 𝑡
𝑈
],
𝑡 ∈ [0, 𝑡
𝑘
]. Then, the path 𝛼
𝑘
can be
[
𝛼
1𝑘
𝛼
2𝑘
] = [
𝐴
𝑘
𝑂
0
0 𝐵
𝑘
𝑂
][
𝑇
𝑘
𝐴
𝑇
𝑇
𝑘
𝐵
𝑇
] . (5)
2.2. Generous Constraints. To plan the effective and reason-
able paths for multiple mobile robots, when achieving our
objective function, generous constraints including kinemat-
ics, motion boundaries, and obstacle avoidance should be
satisfied. For this end, to probe into the essence of each
constraint, we detail each constraint sequentially.
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2.2.1. Kinematics Constraints. Kinematics constraints indi-
cate that the velocity and acceleration along with the path
should be bound to their maximum allowed intervals to pre-
vent robots from slipping. Then, the kinematics constraints
can be
V
𝑖
(𝑡) ≤ Vmax 𝑖, 𝑎𝑖 (𝑡) ≤ 𝑎max 𝑖, 𝑡 ∈ [0, 𝑡𝑓𝑖] , 𝑖 ∈ [1, 𝐽] .
(6)
In the kinematics constraints, V
𝑖
(𝑡) and 𝑎
𝑖
(𝑡) are denoted
by ̇𝑥
𝑖
(𝑡) and ̈𝑥
𝑖
(𝑡), respectively.
2.2.2. Motion Boundary. 𝑋 is used to represent the two-
dimensional environment boundary. The constraints
imposed by the motion boundary should be satisfied as
below:
𝑃
𝑖
(0) = (𝑥
0𝑖
, 𝜃
0𝑖
) ,
𝑃
𝑖
(𝑡
𝑓𝑖
) = (𝑥
𝑓𝑖
, 𝜃
𝑓𝑖
) ,
𝑋
0𝑖
, 𝑋
𝑓𝑖
∈ 𝑋,
𝑖 ∈ [1, 𝐽] .
(7)
2.2.3. Obstacle Avoidance Constraints. Obstacle avoidance
constraints guarantee the least safe distance between the
current moving robot and all the obstacles. Suppose that 𝑑
𝑜𝑖𝑘
and 𝑑obs 𝑖𝑘 are the real distance and the preset safe distance
between 𝐴
𝑖
and𝑂
𝑘
, respectively. 𝑑
𝑜𝑖𝑘
is represented as below.
For 1 ≤ 𝑖 ≤ 𝐽, 1 ≤ 𝑘 ≤ 𝑞,
𝑑
𝑜𝑖𝑘
(𝑡) =
󵄩󵄩󵄩󵄩𝑥𝑖 (𝑡) − 𝛼𝑘 (𝑡)
󵄩󵄩󵄩󵄩2
− (𝑟
𝑖
+ 𝑟
𝑘
) . (8)
Then, the obstacle avoidance constraints for 𝐴
𝑖
and 𝑂
𝑘
(1 ≤ 𝑖 ≤ 𝐽, 1 ≤ 𝑘 ≤ 𝑞) in𝑋 should be
𝑑obs 𝑖𝑘 − 𝑑𝑜𝑖𝑘 (𝑡) ≤ 0, 𝑡 ∈ [0,max (𝑡𝑓𝑖, 𝑡𝑘)] . (9)
2.2.4. Safety Constraints among Mobile Robots. Within the
safety constraints among mobile robots, all the robots can
be kept away from each other with distances larger than the
predefined safety value. Thus, the collisions between mobile
robots can be averted triumphantly with ease.
Suppose 𝑑
𝑖𝑗
and 𝑑
𝑠 𝑖𝑗
are the real distance and the preset
safe distance between 𝐴
𝑖
and 𝐴
𝑗
, respectively. For 1 ≤ 𝑖 ≤
𝐽, 𝑖 ̸= 𝑗, 𝑑
𝑖𝑗
can be
𝑑
𝑖𝑗
(𝑡) =
󵄩󵄩󵄩󵄩󵄩
𝑥
𝑖
(𝑡) − 𝑥
𝑗
(𝑡)
󵄩󵄩󵄩󵄩󵄩2
− (𝑟
𝑖
+ 𝑟
𝑗
) . (10)
Then, the safety constraints among 𝐴
𝑖
in 𝑋 should be
satisfied as below (1 ≤ 𝑖 ≤ 𝐽):
𝑑
𝑠 𝑖𝑗
− 𝑑
𝑖𝑗
(𝑡) ≤ 0, 𝑡 ∈ [0,max (𝑡
𝑓𝑖
, 𝑡
𝑓𝑗
)] . (11)
2.3. Goal Function. Our goal function is to minimize the
summation of all the paths length, which can be
min
𝐽
∑
𝑖=1
𝑠
𝑖
. (12)
Similar to our work in [2], we equally divide the time
interval [0, 𝑡
𝑓𝑖
] into𝐹 parts, where ℎ denotes the value of each
part, ℎ = 𝑡
𝑓𝑖
/𝐹, 0 ≤ 𝑓 ≤ 𝐹; set 𝐸
𝑖
(𝑡) = ‖ ̇𝑥
𝑖
(𝑡)‖
2
. Consequently,
after the transformation, the goal function can be
min
𝐽
∑
𝑖=1
ℎ (2∑
𝐹
𝑓=1
𝐸
𝑖
(𝑓ℎ) − 𝐸 (0) − 𝐸
𝑖
(𝑡
𝑓𝑖
))
2
. (13)
3. Problem Modeling with the Overall
Conflict Resolution
3.1. TheMeaning of theOverall Conflict Resolution. Generally
in the path planning problems, the conflicts including the
collisions among mobile robots owing to the crossover of
their planned paths and the crashes between mobile robots
and obstacles occurredwithin themotion boundary. To fulfill
the conflict-free path planning, the strategies or methods
adopted to remove and avoid the collisions can be named
conflict resolution strategies. Therein, we propose the overall
conflict resolution.
In our overall conflict resolution, we consider all the
constraints demonstrated above in the process of modeling.
By using the overall conflict resolution, the phase of how
to bring forward some ideal conflict resolution strategies in
the multiphase approaches is deleted. However, compared
with the path planningmodel of themultiphasemethods, the
founded model based on overall conflict resolution is much
more difficult and harder to actualize.
3.2. Problem Modeling. As none of the above constraints can
be violated, with overall conflict resolution, for 1 ≤ 𝑖, 𝑗 ≤
𝐽, 𝑖 ̸= 𝑗, 1 ≤ 𝑘 ≤ 𝑞, we consider all the constraints as a whole
in our objective function as below:
min
𝐽
∑
𝑖=1
ℎ (2∑
𝐹
𝑓=1
𝐸
𝑖
(𝑓ℎ) − 𝐸 (0) − 𝐸
𝑖
(𝑡
𝑓𝑖
))
2
s.t. V
𝑖
(𝑡) ≤ Vmax 𝑖 𝑡 ∈ [0, 𝑡𝑓𝑖]
𝑎
𝑖
(𝑡) ≤ 𝑎max 𝑖 𝑖 ∈ [1, 𝐽]
𝑃
𝑖
(0) = (𝑥
0𝑖
, 𝜃
0𝑖
)
𝑃
𝑖
(𝑡
𝑓𝑖
) = (𝑥
𝑓𝑖
, 𝜃
𝑓𝑖
)
𝑋
0𝑖
, 𝑋
𝑓𝑖
∈ 𝑋
𝑖 ∈ [1, 𝐽]
𝑑
𝑠 𝑖𝑗
− 𝑑
𝑖𝑗
(𝑡) ≤ 0, 𝑡 ∈ [0,max (𝑡
𝑓𝑖
, 𝑡
𝑓𝑗
)]
𝑑obs 𝑖𝑘 − 𝑑𝑜𝑖𝑘 (𝑡) ≤ 0, 𝑡 ∈ [0,max (𝑡𝑓𝑖, 𝑡𝑘)] .
(14)
Based on the overall conflict resolution strategy, our
focused path planning problem is transformed to one objec-
tive function while subjects to all above constraints. Substan-
tially, the concerned problem is one time-varying nonlinear
programming problem with multiple nonlinear constraints.
In (14), conflicts among all the mobile robots and obstacles
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Input: Start and end poses 𝑃
𝑖0
and 𝑃
𝑖𝑓
, respectively. Unknown path 𝑥
𝑖
(𝑡), a known path 𝛼
𝑘
(𝑡), motion time 𝑡fi and 𝑡𝑘, and
number of divided time interval 𝐹, temporary time variable 𝑇min.
Output: Parameters 𝐴𝑖, 𝐵𝑖, 𝑇𝑖
𝐴
and 𝑇𝑖
𝐵
which are used to represent the path of 𝐴
𝑖
.
Begin
𝑇min = 0;
foreach 𝑡fi of 𝐴 𝑖 do
𝑇min = min 𝑡fi;
end foreach
foreach 𝐴
𝑖
in the set of multiple mobile robots
Map motion time interval [0, 𝑡fi] of 𝐴 𝑖 into [0, 𝑡fi/𝑇min] with the multiples of 1/𝑇min.
Map constraints of kinematics and obstacle-avoidance of 𝐴
𝑖
into corresponding forms with respect to [0, 𝑡fi/𝑇min].
end foreach
Modify the objective function with all the adjustments, then reach the newly TNLPPs named TNLPPs new.
Call Trap TNLPPs(TNLPPs new)
foreach 𝐴
𝑖
do
Multiples 𝐴𝑖󸀠, 𝐵𝑖󸀠, 𝑇𝑖󸀠
𝐴
and 𝑇𝑖󸀠
𝐵
with 𝑇min.
end foreach
return 𝐴𝑖, 𝐵𝑖, 𝑇𝑖
𝐴
and 𝑇𝑖
𝐵
.
End
Algorithm 1: TimeCoor(𝑃𝑖0, 𝑃𝑖𝑓, 𝑥𝑖(𝑡), 𝑡𝑓𝑖, 𝛼𝑘(𝑡), 𝑡𝑘, 𝐹, 𝑇min).
moving and static are considered explicitly, which evades
the general multilevel conflicts. Thus, compared with the
multiphrase approaches, since path planning for all mobile
robots just needs to be calculated only once, it is evident that
much time can be saved by using our approach. Logically,
with this model, the path planning efficiency is improved
evidently. However, all above advantages are gained at the
cost of the upgrading of the resolve difficulty of our model.
To entirely dissolute those conflicts, in the following section
we propose the time baseline coordination approach.
4. Optimal Solution to Path Planning Using
the Time Baseline Coordination
In the path planning problems, suppose that all the mobile
robots commence moving at the same time. In this section,
we illustrate the time baseline coordination at first, following
that analyze the equivalence of this approach, and finally put
forward the implementation of our subtle approach.
4.1. Brief Introduction of the Time Baseline Coordination. As
depicted in Section 2, the final motion time of 𝐴
𝑖
and 𝑂
𝑘
is
𝑡
𝑓𝑖
and 𝑡
𝑘
, respectively. Suppose that the baseline time is 𝑇min.
The essence of our time baseline coordination is selecting the
least motion time of 𝐴
𝑖
denoted as 𝑇min to coordinate the
motion of all the mobile robots.
In the time baseline coordination, we demonstrate the
general operating procedures concisely.
Firstly, with 𝑇min, we can transform all the velocities,
the accelerations, and so forth into [0, 𝑡
𝑓𝑖
/𝑇min].
Following that, we renew the corresponding con-
straints in our goal function.
Thirdly, using the algorithmof our formerwork in [2],
we solve then the transformed problems.
And then, with multiple 1/𝑇min, we map the resolu-
tion into [0, 𝑡
𝑓𝑖
] corresponding to the first step.
Finally, we can reach the final solution eventually.
4.2. Time Baseline CoordinationAlgorithmTime
𝐶𝑜𝑜𝑟
. To illus-
trate the proposed approach definitely, we devise the follow-
ing time baseline coordination algorithm calledTimeCoor (see
Algorithm 1).
The algorithm Trap TNLPPs is our previous work in [2],
which is proposed to solve the time-varying nonlinear pro-
gramming problem. Brief flow of algorithm Trap TNLPPs is
presented in the Appendix, and a comprehensive procession
can be found in [2].
4.3. Equivalence of the Time Baseline Coordination Algorithm.
To proof the equivalence of our approach, several equivalent
descriptions (which are abbreviated as Equ) are presented as
below.
Equ-1. The motion boundary has not varied after mapping.
Proof. 𝑋 is the given motion boundary, which has little
relation with the time.
Equ-2. The ration of the transformed velocities to the former
is 𝑇min.
Proof. As shown in Equ-1, there is no change in the trajectory
of 𝐴
𝑖
, while the motion time is mapped into [0, 𝑡
𝑓𝑖
/𝑇min].
Thus, with theorem of integral, the division between the
current velocities and the former is 𝑇min.
Equ-3. The ration of the transformed accelerations to the
former is 𝑇2min.
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Proof. Based on Equ-1 and Equ-2, according to the relation-
ship between velocities and accelerations, with theorem of
integral, the division between the current accelerations and
the former is (𝑇min)
2.
Equ-4. The ration of the velocities in the final solution to the
velocities in the mapped solution is 1/𝑇min.
Proof. Based on Equ-1 and Equ-2, there is no change in the
trajectory of 𝐴
𝑖
, while the motion time is transformed from
[0, 𝑡
𝑓𝑖
/𝑇min] to [0, 𝑡𝑓𝑖]. With theorem of integral, the division
between the velocities in the final solution and the velocities
in the mapped solution is 1/𝑇min.
Equ-5. The ration of the accelerations in the final solution to
the accelerations in the mapped solution is 1/(𝑇min)
2.
Proof. Based on Equ-1 and Equ-2, according to the relation-
ship between velocities and accelerations, with theorem of
integral, the division between the accelerations in the final
solution and the accelerations in the mapped solution is
(𝑇min)
2.
With the overall conflict resolution, when all constraints
are considered, paths for all mobile robots are promptly
achieved based on algorithm TimeCoor.
5. Simulation
Simulations are carried out to show the effectiveness of our
approach. Four curves have been used increasingly asmetrics
to evaluate the performance of the proposed approach [2, 7,
8, 18]. They are the curve of velocities relative to time, the
curve of acceleration relative to time, the curve of the safety
distances relative to time, and the curve of planned paths
relative to their motion time. Experiments are conducted
under several different time-varying scenarios.
In the simulation, we first consider the case without
obstacles and then the latter with static andmoving obstacles.
In the following figures of Section 5, the scales are same and
all quantities conform to one certain unit system, for instance,
meters and meters per second.
5.1. Path Planning for Multiple Mobile Robots without Obsta-
cles. When it comes to the case of multiple mobile robots
moving synchronously in the environment without obstacles,
for 1 ≤ 𝑖, 𝑗 ≤ 𝐽, 𝑖 ̸= 𝑗, the essential objective function can be
min
𝐽
∑
𝑖=1
ℎ (2∑
𝐹
𝑓=1
𝐸
𝑖
(𝑓ℎ) − 𝐸 (0) − 𝐸
𝑖
(𝑡
𝑓𝑖
))
2
s.t. V
𝑖
(𝑡) ≤ Vmax 𝑖 𝑡 ∈ [0, 𝑡𝑓𝑖]
𝑎
𝑖
(𝑡) ≤ 𝑎max 𝑖 𝑡 ∈ [0, 𝑡𝑓𝑖]
𝑃
𝑖
(0) = (𝑥
0𝑖
, 𝜃
0𝑖
)
𝑃
𝑖
(𝑡
𝑓𝑖
) = (𝑥
𝑓𝑖
, 𝜃
𝑓𝑖
)
Table 1: Initial information of mobile robots 𝐴
𝑖
(𝑖 = 1, 2, 3) in
Section 5.1.1.
𝐴
𝑖
𝑃
𝑖0
𝑃
𝑖𝑓
V
0
V
𝑓
Vmax
𝐴
1
[0.2, 1.4, −𝜋/4]
𝑇
[1.4, 0.2, −𝜋/4]
𝑇 0.4 0.4 0.8
𝐴
2
[1.4, 0.2, 3𝜋/4]
𝑇
[0.2, 1.4, 3𝜋/4]
𝑇 0.4 0.5 0.8
𝐴
3
[0.2, 0.2, 𝜋/4]
𝑇
[1.4, 1.4, 𝜋/4]
𝑇 0.4 0.4 0.8
𝑋
0𝑖
, 𝑋
𝑓𝑖
∈ 𝑋
𝑖 ∈ [1, 𝐽]
𝑑
𝑠 𝑖𝑗
− 𝑑
𝑖𝑗
(𝑡) ≤ 0, 𝑡 ∈ [0,max (𝑡
𝑓𝑖
, 𝑡
𝑓𝑗
)] .
(15)
5.1.1. Path Planning forThreeMobile Robots without Obstacles.
In the first case, to test the validity of our approach, we choose
the data listed in Table 1 from recently published work [8] to
examine the effectiveness of our algorithm. Approach in [8]
was based on fourth-order Bezier curve.
In [8], the safety distances, the maximum motion time,
and the maximum accelerations are given as 𝑑
𝑠 𝑖𝑗
= 0.35,
𝑇max 𝑖 = 5, and 𝑎max 𝑖 = 0.5 (𝑖, 𝑗 = 1, 2, 3, 𝑖 ̸= 𝑗), respectively.
Within our approach, in order to fulfill the coordination,
the minimized motion time of all the mobile robots 𝐴
𝑖
(𝑖 = 1, 2, 3) is chosen as the time baseline which is used
for coordination. Subsequently, applying the coordination
algorithm TimeCoor, for 𝑡 ∈ [0, 5], paths of 𝐴 𝑖 (𝑖 = 1, 2, 3)
are obtained as below:
𝐴
1
= [0.2 0.2828 −0.166 0.097 −0.021 0.001];
𝐵
1
= [1.4 −0.2828 0.198 −0.073 0.007];
𝐴
2
= [1.4 −0.2828 0.518 −0.052 0.017 −0.002];
𝐵
2
= [0.2 0.283 −0.127 0.041 −0.004];
𝐴
3
= [0.2 0.2828 0.216 −0.116 0.019 −0.001];
𝐵
3
= [1.4 0.2828 0.145 −0.065 0.007];
𝑇
𝑖
𝐴
= [1 𝑡
𝑖
𝑡
2
𝑖
𝑡
3
𝑖
𝑡
4
𝑖
𝑡
5
𝑖
];
𝑇
𝑖
𝐵
= [1 𝑡
𝑖
𝑡
2
𝑖
𝑡
3
𝑖
𝑡
4
𝑖
𝑡
5
𝑖
].
Corresponding to Figures 1(a), 1(b), and 1(c), our planned
paths evolve from the perspective of three different time
intervals [0, 2.3], [2.3, 5], and [0, 5]. In Figures 1(a), 1(b), and
1(c), it is shown that each mobile robot smoothly moves from
its initial pose to final pose without any collision.The paths of
[8] in the time interval [0, 5] are shown in Figure 1(d). Thus,
our approach based on TimeCoor canmanipulate the multiple
mobile robots path planning problems successfully.
The variation curves of velocities and accelerations along
the time are shown in Figures 2(a) and 2(b), respectively.
Curves in Figure 2 are sufficient to the constraints in Table 1
and all other requirements in [8] fully.Then the planned paths
meet the constraints of kinematics.
Figure 3 illustrates that the variation of safety distances
𝑑
12
, 𝑑
13
, and 𝑑
23
is satisfied with the predefined requirements
in this case.
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Figure 1: Planned paths evolvement of 𝐴
𝑖
and paths of [8], 𝑖 = 1, 2, 3. (a) In [0, 2.3], (b) in [2.3, 5], (c) in [0, 5], and (d) in [0, 5].
In our approach, the polynomials are general that are
more flexible than the polynomials of [8] which are limited to
four.Meanwhile, with approach in [8], prior to path planning,
the initial and final velocities of each mobile robot should be
specified in detail. Generally, in practice, the velocities belong
to some certain intervals, not the constant predefined value.
Contrastively, our approach is much more suitable for the
general multiple mobile robots path planning problems.
Compared to our prior work in [2], the paths of 𝐴
𝑖
(𝑖 = 1, 2, 3) should be calculated for three times in the path
planning phase. In our approach, it only takes a third of
the time in the first phase of [2] to reach the conflict-free
solution. Furthermore, the planned paths of 𝐴
1
and 𝐴
2
in
[2] are almost overlapped, and the conflicts would exist in
the planned paths of 𝐴
𝑖
(𝑖 = 1, 2, 3); the phase of conflict
coordination should be applied which can be ineluctable.
Synthetically, from the perspective of calculational time, the
proposed approach excels the approach of [2] remarkably.
5.1.2. Path Planning for Four Mobile Robots without Obstacles.
To validate the effectiveness and feasibility of our algorithm
under much more complex time-varying environment, the
simulation scenario is presented with four mobile robots
moving synchronously bound to the limited area. For this
case, the essential objective function can be (15), wherein the
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Figure 2: (a) V-𝑡, (b) 𝑎-𝑡 in Section 5.1.1.
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Figure 3: Variation curve of safety distance 𝑑-𝑡 in Section 5.1.1.
maximum number of the robots equals 4 and the test data is
listed in Table 2.
The preset safety distances are 𝑑
𝑠 𝑖𝑗
= 0.25 (𝑖 = 1, 𝑗 = 2, 3),
𝑑
𝑠 𝑖𝑗
= 0.25 (𝑖 = 2, 𝑗 = 3, 4), 𝑑
𝑠 14
= 0.035, and 𝑑
𝑠 34
= 0.25.
In the time baseline coordination method, we select
the minimized motion time of 𝐴
𝑖
(𝑖 = 1, 2, 3, 4) as the
coordinate factor in the function (15). Then, after applying
Table 2: Initial information of mobile robots 𝐴
𝑖
(𝑖 = 1, 2, 3, 4) in
Section 5.1.2.
𝐴
𝑖
𝑃
𝑖0
𝑃
𝑖𝑓
𝑇max Vmax 𝑎max
𝐴
1
[0.8, 0.8, 𝜋/4]
𝑇
[0.2, 0.2, −3𝜋/4]
𝑇 5 0.8 0.5
𝐴
2
[1.4, 0.2, 3𝜋/4]
𝑇
[0.2, 1.4, 𝜋/2]
𝑇 5 0.8 0.5
𝐴
3
[0.2, 1.4, −𝜋/4]
𝑇
[1.4, 0.2, 0]
𝑇 5 0.8 0.5
𝐴
4
[0.2, 0.2, 𝜋/4]
𝑇
[1.4, 1.4, 𝜋/4]
𝑇 5 0.8 0.5
the coordination algorithm TimeCoor, the paths of 𝐴 𝑖 (𝑖 =
1, 2, 3, 4) are reached as below:
𝑥
11
(𝑡) = 0.8 − 0.2819𝑡 + 0.0407𝑡
2
− 0.00167𝑡
3
,
𝑥
21
(𝑡) = 0.8 − 0.2689𝑡 + 0.03𝑡
2
+ 0.00141𝑡
3
− 0.000257𝑡
4
,
𝑡 ∈ [0, 5] ,
𝑥
12
(𝑡) = 1.4 − 0.291𝑡 − 0.00735𝑡
2
+ 0.0035𝑡
3
,
𝑥
22
(𝑡) = 0.2 + 0.472𝑡 − 0.04731𝑡
2
− 0.00136𝑡
3
+ 0.000311𝑡
4
,
𝑡 ∈ [0, 5] ,
𝑥
13
(𝑡) = 0.2 + 0.149𝑡 + 0.0044𝑡
2
+ 0.00276𝑡
3
,
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Figure 4: Planned paths evolvement of 𝐴
𝑖
(𝑖 = 1, 2, 3, 4) in Section 5.1.2. (a) In [0, 1.15], (b) in [1.15, 2.4], (c) in [2.4, 3.4], (d) in [3.4, 5], and
(e) in [0, 5].
𝑥
23
(𝑡) = 1.4 − 0.3353𝑡 + 0.0513𝑡
2
− 0.00812𝑡
3
+ 0.00036𝑡
4
,
𝑡 ∈ [0, 5] ,
𝑥
14
(𝑡) = 0.2 + 0.326𝑡 − 0.02121𝑡
2
+ 0.00079𝑡
3
,
𝑥
24
(𝑡) = 0.2 + 0.3003𝑡 − 0.048𝑡
2
+ 0.01446𝑡
3
− 0.001453𝑡
4
,
𝑡 ∈ [0, 5] .
(16)
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Figure 5: (a) V-𝑡, (b) 𝑎-𝑡 in Section 5.1.2.
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Figure 6: Variation curve of safety distance 𝑑-𝑡 in Section 5.1.2.
Figure 4 demonstrates the paths evolvement from the
perspective of five different time intervals [0, 1.15], [1.15, 2.4],
[2.4, 3.4], [3.4, 5], and [0, 5]. In Figure 4, the subfigures from
(a) to (e) show that each mobile robot smoothly moves from
its start pose to end pose without any collision.
The variation curves of velocities and acceleration along
with time are shown in Figures 5(a) and 5(b), respectively.
Curves in Figure 5 are sufficient to the requirements of the
constraints in Table 2 fully. Thus, the planned paths are
consistent with the constraints of kinematics.
Furthermore, Figure 6 illustrates that the variation of
safety distances 𝑑
12
, 𝑑
13
, 𝑑
14
, 𝑑
23
, 𝑑
24
, and 𝑑
34
lives up to the
predefined requirements quite well.
In a word, with above verification, it is substantiated that
our approach is effective for path planning problems with
even much more time-varying environment.
5.2. Path Planning for Mobile Robots with Static and Moving
Obstacles. The path planning optimization function for mul-
tiple mobile robots with static and moving obstacles is the
same as (14). To test the effectiveness of algorithm TimeCoor
for multiple mobile robots path planning with stationary
and moving obstacles, we use the data in Table 3 and the
information of two stationary obstacles 𝑂
1
, 𝑂
2
and one
moving obstacle 𝑂
3
. For 𝑂
1
and 𝑂
2
, 𝛼
1
= (0.5, 0.6), 𝛼
2
=
(0.8, 0.9), 𝑑obs 1𝑘 = 0.05, 𝑑obs 2𝑘 = 0.03, 𝑟obs𝑘 = 0, and 𝑘 = 1, 2.
Trajectory of 𝑂
3
is one curve from left to right, which is
expressed as below and safety distance is set as 𝑑obs 𝑖3 = 0.16,
𝑖 = 1, 2:
𝛼
31
(𝑡) = 0.27 + 0.02𝑡 + 0.0043𝑡
2
,
𝛼
32
(𝑡) = 0.6 + 0.01𝑡 + 0.001𝑡
2
− 0.00008𝑡
3
,
𝑡 ∈ [0, 10] .
(17)
With our approach, for 𝑡
1
∈ [0, 5] and 𝑡
2
∈ [0, 10], the
expressions of the planned paths are given as below and cor-
responding curves with time intervals [0, 2.1] [2.1, 4] [4, 10],
and [0, 10] are shown in Figure 7. It demonstrates that, with
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Figure 7: Planned paths of𝐴
1
and𝐴
2
with different time intervals in Section 5.2. (a) In [0, 2.1], (b) in [2.1, 4], (c) in [4, 10], and (d) in [0, 10].
our planned paths, there is no collision among the motion
process of the twomobile robots and the three obstacles static
and moving:
𝑥
11
(𝑡
1
) = 0.2 + 0.0711𝑡
1
+ 0.0095𝑡
2
1
+ 0.0017𝑡
3
1
,
𝑥
21
(𝑡
1
) = 1 − 0.08𝑡
1
− 0.04𝑡
2
1
+ 0.01𝑡
4
1
− 0.0006𝑡
4
1
,
𝑥
12
(𝑡
2
) = 1 + 0.0011𝑡
2
− 0.009𝑡
2
2
+ 0.0005𝑡
3
2
,
𝑥
22
(𝑡
2
) = 0.2 + 0.25𝑡
2
− 0.011𝑡
2
2
− 0.003𝑡
3
2
+ 0.0002𝑡
4
2
.
(18)
Table 3: Initial information of mobile robots 𝐴
𝑖
(𝑖 = 1, 2) in
Section 5.2.
𝐴
𝑖
𝑃
𝑖0
𝑃
𝑖𝑓
𝑇max Vmax 𝑎max
𝐴
1
[0.2, 1, −𝜋/4]
𝑇
[1, 0.5, −3𝜋/4]
𝑇 5 0.3 0.4
𝐴
2
[1, 0.2, −3𝜋/4]
𝑇
[0.6, 1, −3𝜋/4]
𝑇 10 0.25 0.4
The V-𝑡 and 𝑎-𝑡 curves are given in Figures 8(a) and 8(b),
respectively. From Figure 8, it is verified that the velocity and
acceleration constraints are satisfied, and then the kinematics
constraints are met as well.
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Figure 9: Variation curves of safety distance 𝑑-𝑡 in Section 5.2.
Distances variation curves 𝑑
12
, 𝑑obs 11, 𝑑obs 12, 𝑑obs 13,
𝑑obs 21, 𝑑obs 22, and 𝑑obs 23 between mobile robots 𝐴1 and 𝐴2,
𝐴
𝑖
and 𝑂
𝑘
(𝑖 = 1, 2, 𝑘 = 1, 2, 3) are shown in Figure 9.
In Figure 9, the safety distance constraints are satisfied as
all the distances are in accordance with the corresponding
requirements.
With this case, it is verified that our approach is effective
for multiple mobile robots path planning under the time-
varying environment with stationary and moving obstacles.
6. Discussion
In the case of Section 5.1.1, from Figure 1, it is shown that
the initial and final poses of 𝐴
1
and 𝐴
2
are interchanged
with each other. Above situations are common in the path
planning problems which belong to the classical deadlock
problems. If using one multiphase approach, it is hard to
present the concerted ideal solution. However, with our
overall conflict resolution and time baseline coordination
algorithm, we can dispose this problem perfectly. Meanwhile,
in the case of Section 5.1.2, from Figures 4, 5, and 6, we
can assert that our approach can handle the path planning
problems under the complex time-varying environment.
Consequently, those numerical case studies substantiate that
our proposed approach would do great deeds for robotic
industrial production.
In the case of Section 5.2, from Figure 7, although the
trajectory of the moving obstacles almost traverses all the
boundaries, no conflict among the planned paths exists. From
this case, it is firmly verified that our approach can resolve the
path planning problem under the congestive situations with
static and moving obstacles which occupied the motion area.
In all the numerical cases, we consider the poses con-
straints of mobile robots, which have not been achieved in
most literatures such as [19]. Thus, our algorithm validates
for the multiple mobile robots path planning problems with
poses’ constraints.
7. Conclusions
The path planning problem for multiple mobile robots under
the time-varying environment with stationary and moving
obstacles has been studied. The considered objective of our
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Input: Admissible error between two consecutive values of path length function: 𝜀, number of the
interval [0, 𝑡
𝑓𝑖
] equal parts: 𝐹, and coefficient of polynomials:𝑚 and 𝑛.
Output: Optimal path parameters of 𝐴
𝑖
: 𝐴𝑖, 𝐵𝑖, 𝑇𝑖
𝐴
and 𝑇𝑖
𝐵
, path length 𝑠
𝑖
.
(1) Set𝑚 = 1, 𝑛 = 1.
(2) NLPP(𝜀, 𝐹,𝑚, 𝑛)
(3) If NLPP is infeasible
(4) then 𝑚++, 𝑛++
(5) Transfer to (2)
(6) else optimal path parameters 𝐴𝑖, 𝐵𝑖, 𝑇𝑖
𝐴
and 𝑇𝑖
𝐵
, path length 𝑠0
𝑖
(7) end if
(8) 𝑚++, 𝑛++
(9) NLPP(𝜀, 𝐹,𝑚, 𝑛)
(10) Assign the results of (9) to 𝐴𝑖, 𝐵𝑖, 𝑇𝑖
𝐴
and 𝑇𝑖
𝐵
, 𝑠1
𝑖
(11) if abs(𝑠0
𝑖
, 𝑠
1
𝑖
) > 𝜀
(12) then Transfer to (8)
(13) else optimal path length value 𝑠
𝑖
= 𝑠
1
𝑖
(14) return optimal path parameters 𝐴𝑖, 𝐵𝑖, 𝑇𝑖
𝐴
and 𝑇𝑖
𝐵
, path length 𝑠
𝑖
Algorithm 2: TrapTNLPPs(𝜀, 𝐹,𝑚, 𝑛).
formulated TNLPPs is to simultaneously minimize all the
paths’ lengths of mobile robots while subjecting to generous
constraints. The algorithm consists of the overall conflict
resolution and time baseline coordination is suggested to
solve this problem. With overall conflict resolution, all con-
flicts among the planned paths are removed in our objective
function. By using the time baseline coordinationmethod, we
can attain the high-quality planned paths.With our approach,
all the paths just need to be calculated only once; there is
no need to calculate the path for each mobile robot one by
one. Furthermore, the phase of conflict coordination is not
required any more. Numerical examples under various sce-
narios are utilized to validate the efficiency of our approach.
Moreover, since generousmetaheuristics have been proposed
and developed in recent years, we can integrate our algorithm
with those heuristics methods to optimize the analytical
solving process in the near future.
Appendix
See Algorithm 2.
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This paper presents the use of fuzzy models to explicitly consider sensor uncertainty and finite resolution in solving the SLAM
(simultaneous localization and mapping) problem for autonomous mobile robots. The approach establishes fuzzy confidence
models in describing occupied obstacles and available space. The problem is transformed into an optimization task of minimizing
the alignment error between newly scanned local fuzzy maps and selected parts of a developing global fuzzy map. In aligning local
fuzzy maps into a global fuzzy map, we developed a prediction strategy to crop the most potential part from the sensed local fuzzy
maps to be overlapped with the global fuzzy map. A mobile vehicle equipped with a laser range finder, the Hokuyo URG-04LX, is
used to demonstrate the procedure of fuzzy map building. Experimental results show that the proposed architecture is effective in
generating a comprehensive global fuzzy map, which is suitable for both human comprehension and path design during real-time
navigation.
1. Introduction
An essential task of an autonomous mobile robot is to
determine its location and construct a map of its environ-
ment, usually denoted as the work of solving the SLAM
(simultaneous localization andmapping) problem [1–3]. Self-
localization is about finding the location of a robot in a map,
while mapping is about constructing a referable map when
the robot ismoving in an unknownor changing environment.
Autonomous map construction has been under extensive
research for decades [4–9]. For instance, Chong andKleeman
[5] used a sonar sensor and a positioning sensor, and Jaradat
and Langari [6] used a sonar sensor in developing the OGM
(occupancy grid map) method, where the environment is
simplified into occupied and vacant grids. Guivant et al. [7]
used encoders in cooperation with a laser range finder for
positioning.Davison andKita [8] combined an accelerometer
and two dynamic video cameras to construct irregular maps.
Tomono [9] used baselines as the basis for a video camera to
choose the characteristic points for map reconstruction.
There are various kinds of sensors developed for these
tasks, such as sonar [10, 11], laser range finders [12], and video
cameras [13]. Sonar is effective in detecting range, but only a
narrow region can be detected at one time. Laser range finders
can effectively provide 2D environmental information at high
refresh rate, up to 10 frames per sec, but may fail to sense
black objects and complex 3D obstacles. Moreover, video
cameras can emulate the capability of human eyes, but huge
computing power is required for real-time implementation.
An early work [14] proposed a fuzzy model for the sonar
sensing, but the paper lacks detailed procedures for the SLAM
problem. Inspired by the research, this paper presents the use
of a fuzzymodel to explicitly consider sensor uncertainty and
finite resolution of laser range finders in solving the SLAM
problem.
Our proposed system is realized by establishing a fuzzy
confidencemodel, which is composed of sensed obstacles and
assured space based on sensor readings. The SLAM problem
is transformed into an optimization task of minimizing the
alignment error between newly scanned local fuzzymaps and
selected parts of a developing global fuzzy map. The task is
then solved by the Cuckoo search optimization algorithm
[15, 16]. Being a nature-inspired meta-heuristic algorithm,
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Figure 1: The profile of a confidence function 𝑓
𝜌
which varies
around a given range reading 𝜌.
the algorithmcan efficiently provide a set of optimal solutions
within a reasonable number of cost function evaluations.
To ease the search, a prediction strategy is applied such
that only the most promising portions of the newly scanned
local fuzzy maps and last fuzzy maps are involved in the
registration. The search starts with adequate knowledge of
moving direction, which makes essentially no assumption
about the environment and is able to incrementally build a
global map in real time. A specific laser range finder, the
Hokuyo URG-04LX, is used to demonstrate the use of the
confidence model in the building of fuzzy maps.
2. Certainty Model of the Sensor
2.1. Characteristics of the Laser Range Finder. Most dis-
tance sensors, such as laser range finders, suffer from both
measurement error and finite resolution, which introduce
uncertainties deteriorating with distance. Knowledge about
these uncertainties may be described explicitly by fuzzy
membership functions in order to build confidence models.
To model the knowledge of measurement error in terms
of the degree of certainty, confidence level for the existence
of an obstacle can be described as a function symmetric to a
given range reading 𝜌. Assuming that 𝐾
0
is a parameter cor-
responding to the maximum confidence level, the confidence
function, 𝑓
𝜌
, can be described as [14]
𝑓
𝜌
(𝑟) =
{{
{{
{
𝐾
0
⋅ [1 − (
𝑟 − 𝜌
𝛿
𝑟
)
2
] , for 󵄨󵄨󵄨󵄨𝑟 − 𝜌
󵄨󵄨󵄨󵄨 ≤ 𝛿𝑟,
0, otherwise.
(1)
The profile of𝑓
𝜌
is depicted in Figure 1, where 𝛿
𝑟
is the bound
ofmeasurement error. According to the figure, the confidence
level decreases along a parabolic shaped trajectory toward
zero as the distance to the range reading 𝜌 increases.
For a typical distance sensor, the effects of finite lateral
resolution can be formulated into another confidence func-
tion similar to (1). Hence, we create a hybrid function 𝐵
𝜌,𝜙
to represent the level of confidence for the combination of
measurement error and finite resolution as
𝐵
𝜌,𝜙
(𝑟, 𝜃)
=
{{{{{{{
{{{{{{{
{
𝐾
𝑟𝜃
⋅ [1 − (
𝑟 − 𝜌
𝛿
𝑟
)
2
]
×[1 − (
𝜃 − 𝜙
𝛿
𝜃
)
2
] , when 󵄨󵄨󵄨󵄨𝑟 − 𝜌
󵄨󵄨󵄨󵄨 ≤𝛿𝑟,
󵄨󵄨󵄨󵄨𝜃 − 𝜙
󵄨󵄨󵄨󵄨 ≤𝛿𝜃,
0, otherwise.
(2)
As depicted in Figure 2, the profile of the confidence
level 𝐵
𝜌,𝜙
is in the polar coordinate system (𝑟, 𝜃), which is
symmetric to both the range reading 𝜌 and angular reading
𝜙, where 𝛿
𝑟
is the bound of longitudinal distance error and 𝛿
𝜙
is the bound of finite lateral resolution. The confidence level
decreases toward zero as the distance to the range reading 𝜌
or angular reading 𝜙 increases.
Information about the existence of obstacles is crucial for
the construction for maps, providing valuable environment
knowledge to the human supervisor. On the other hand, the
information of free space between the sensor and the obsta-
cles is vital for navigation of moving robots, since sensors
cannot provide information behind obstacles.The confidence
function which describes the availability of free space for
navigation is defined as a function 𝑃
𝜌,𝜙
(𝑟, 𝜃) corresponding
to a set of range reading 𝜌 and angular reading 𝜙 in the polar
coordinate system:
𝑃
𝜌,𝜙
(𝑟, 𝜃)
=
{{{{{{{{{{{
{{{{{{{{{{{
{
(
𝑟 − 𝜌
𝛿
𝑟
)
2
⋅ [1 − (
𝜃 − 𝜑
𝛿
𝜃
)
2
] , when 𝜌 − 𝛿
𝑟
≤ 𝑟 ≤ 𝜌,
󵄨󵄨󵄨󵄨𝜃 − 𝜙
󵄨󵄨󵄨󵄨 ≤𝛿𝜃,
1 − (
𝜃 − 𝜑
𝛿
𝜃
)
2
, when 𝑟 < 𝜌 − 𝛿
𝑟
,
󵄨󵄨󵄨󵄨𝜃 − 𝜙
󵄨󵄨󵄨󵄨 ≤ 𝛿𝜃,
0, otherwise.
(3)
The profile of 𝑃
𝑟,𝜃
is depicted in Figure 3. We have that
the 3D shape is the opposite to that of Figure 2. According to
the figure, we have full confidence about the available space
between the observer and a measured obstacle located at
(𝜌, 𝜙). On the contrary, we have little confidence about the
space behind the sensed obstacle.
2.2. Certainty Model of a Specific Laser Range Finder. The
Hokuyo URG-04LX is a popular laser range finder (LRF)
which uses a 785 nm semiconductor laser beam. It has a fixed
scanning range of 60 to 300∘ with a 0.36∘ angular resolution
and a 100 msec scan rate. The data transfer rate can be set at
9Mbps when connected via USB.
The LRF has a quoted range of effective measurement
between 20 and 4,095mm.Themeasurement error is±10mm
for distances of less than 1m. For greater distances, the
error is ±1% of the range readings [17, 18]. The variation of
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measurement error in terms of measured distance is depicted
in Figure 4. As confidence in measured values decreases with
the increase of measurement error, the complementary curve
to the measurement error curve is defined as the confidence
curve and illustrated in the figure, which can be fitted by a 6th
order polynomial function:
𝐾
𝑟𝜃
(𝑟) = 4.70 × 10
−21
× 𝑟
6
− 5.96 × 10
−17
× 𝑟
5
+ 2.82
× 10
−13
× 𝑟
4
− 5.96 × 10
−10
× 𝑟
3
+ 4.56
× 10
−7
× 𝑟
2
− 1.12 × 10
−4
× 𝑟 + 0.76.
(4)
The confidence level, which is a function of range reading
as shown in Figure 4, is used as the parameter 𝐾
𝑟𝜃
in (2)
with 𝛿
𝜃
being 0.36∘. In order to further clarify how the
confidence levels vary with distance measure, 5 confidence
levels with respect to corresponding obstacle detections are
demonstrated in Figure 5, where the dotted green curve is
generated by the closed form of (4).
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Figure 4: Graphic illustration of measurement error as a function
of the range reading. The complementary curve is used as the con-
fidence function.
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2.3. Aggregation for Fuzzy Map Construction. The construc-
tion of a local fuzzy map of obstacles at time 𝑡, denoted as
𝑀
𝑜
(𝑡), is based on the aggregation of several sets of range
reading and angular reading, (𝜌
𝑘
, 𝜃
𝑘
), in polar coordinates:
𝜇Occupied = 𝑀𝑜 (𝑡) = ⋃
𝑘
𝐵
𝑟𝜃
(𝜌
𝑘
(𝑡) , 𝜙
𝑘
(𝑡)) . (5)
Similarly, a local fuzzy map of space at time 𝑡, denoted
as𝑀
𝑠
(𝑡), is based on the aggregation of several sets of range
reading and angular reading, (𝜌
𝑘
, 𝜃
𝑘
), in polar coordinates:
𝜇Space = 𝑀𝑠 (𝑡) = ⋃
𝑘
𝑃
𝑟𝜃
(𝜌
𝑘
(𝑡) , 𝜙
𝑘
(𝑡)) . (6)
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Figure 6: Illustration of fuzzymaps showing both the occupied obstacles and available space.The space is in the darkest color in the diagrams.
Furthermore, to construct a fuzzy map simultaneously
suitable for human comprehension and path design, the oc-
cupied obstacles and available space should be integrated
together:
𝜇Map = 𝑀all (𝑡) = (0.3 ∪ 𝑀𝑜 (𝑡)) ∩ 𝑀𝑠 (𝑡)
= min (max (0.3,𝑀
𝑜
(𝑡)) ,𝑀
𝑠
(𝑡)) ,
(7)
where 𝑀
𝑠
(𝑡) is the complement of 𝑀
𝑠
(𝑡) and the value 0.3
is selected to distinguish uncertain regions from assured
occupied and space regions.
A practical implementation of (7) is demonstrated in
Figure 6where the trianglesmarkedwith 1 and 2 are the initial
and final positions, respectively, of a moving robot carrying a
laser range finder. Figures 6(a) and 6(b) are two-dimensional
diagram and three-dimensional diagram, respectively. Note
that the space is in the darkest color showing the least level,
which is suitable for path planning.The largest areaswith gray
value, assigned as 0.3 in this example, are the regions behind
sensed obstacles and hence unknown to the sensor.
3. Experimental Study
3.1. Registration between Local Fuzzy Maps. The concept of
registration is based on the similarities between two local
fuzzy maps sensed at different instances. As a robot moves,
the scene changes with the emergence and disappearance
of objects and boundaries. These extra items on the maps
increase the difficulty in the judge of matching between two
succeeding local maps, leading to erroneous results. To alle-
viate the difficulty and enhance robustness and correctness
in the search of coordinate transformation for alignment, a
prediction algorithm is proposed. The algorithm exploits the
knowledge of currentmove direction to crop local maps from
the sensed maps.
Let𝑀
𝑜
(𝑡)|
(𝑥,𝑦)
and𝑀
𝑜
(𝑡 + 1)|
(𝑥,𝑦)
be the local fuzzy maps
sensed at 𝑡 and 𝑡 + 1 which have been transformed into
rectangular coordinates from their polar coordinate counter-
parts, 𝑀
𝑜
(𝑡) and 𝑀
𝑜
(𝑡 + 1), respectively. Besides, let 𝑝
𝑘
(𝑡)
Mo(t)
Mo(t + 1)
M̂o(t)
M̂o(t + 1)
t + 1
t
Obstacle A
Obstacle B
ΔXt
Figure 7: The cropping of local maps for registration by the use of
estimated motion.
and 𝑝
𝑗
(𝑡 + 1) be position vectors with confidence values at
𝑀
𝑜
(𝑡)|
(𝑥,𝑦)
and𝑀
𝑜
(𝑡 + 1)|
(𝑥,𝑦)
, respectively.The problem is to
find coordinate transformations, 𝑡+1
𝑡 𝑇(Δ𝑋𝑡) and
𝑡
𝑡+1𝑇(Δ𝑋𝑡),
such that the fuzzy maps are aligned with each other. Here
Δ𝑋
𝑡
is a vector of displacement and rotation for the robot
to move between 𝑡 and 𝑡 + 1. To begin with the prediction
procedure, a rough estimation of Δ𝑋
𝑡
, denoted as Δ𝑋
𝑡
, is
generated based on current moving command. Partial local
fuzzy maps, ?̂?
𝑜
(𝑡 + 1)|
(𝑥,𝑦)
and ?̂?
𝑜
(𝑡)|
(𝑥,𝑦)
, that are cropped
from𝑀
𝑜
(𝑡 + 1) and𝑀
𝑜
(𝑡), are defined as
?̂?
𝑜
(𝑡 + 1)
󵄨󵄨󵄨󵄨󵄨(𝑥,𝑦)
= {
𝑡+1
𝑡 𝑇 (Δ𝑋𝑡) 𝑝𝑘 (𝑡) | 𝑝𝑘 (𝑡) ∈ 𝑀𝑜(𝑡)
󵄨󵄨󵄨󵄨(𝑥,𝑦)
}
∩ 𝑀
𝑜
(𝑡 + 1)
󵄨󵄨󵄨󵄨(𝑥,𝑦)
,
(8)
?̂?
𝑜
(𝑡)
󵄨󵄨󵄨󵄨󵄨(𝑥,𝑦)
= {
𝑡+1
𝑡 𝑇 (Δ𝑋𝑡) 𝑝𝑗 (𝑡 + 1) |
𝑝
𝑗
(𝑡 + 1) ∈ 𝑀
𝑜
(𝑡 + 1)
󵄨󵄨󵄨󵄨(𝑥,𝑦)
} ∩ 𝑀
𝑜
(𝑡)
󵄨󵄨󵄨󵄨(𝑥,𝑦)
.
(9)
The relationship between the local fuzzy maps is illus-
trated in Figure 7. Besides, the homogeneous transformation
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Figure 8: Flowchart of the generation of a global fuzzy map.
matrices, 𝑡+1
𝑡 𝑇(Δ𝑋𝑡) and
𝑡
𝑡+1𝑇(Δ𝑋𝑡), can be easily obtained
by exploiting the relationship 𝑡+1
𝑡 𝑇(Δ𝑋𝑡) =
𝑡
𝑡+1𝑇 (Δ𝑋𝑡)
−1
=
𝑡
𝑡+1𝑇 (Δ𝑋𝑡)
𝑇.
3.2. System Flowchart. This section presents an alternative
solution to simultaneous localization and mapping (SLAM)
problem by direct registration of fuzzy maps of obstacles.
As shown in the flowchart of Figure 8, the data {𝜌, 𝜙}
sensed by the laser range finder are firstly aggregated into
a local fuzzy map 𝑀
𝑜
(𝑡 + 1) in polar coordinates and
transformed into rectangular coordinate system, denoted as
𝑀
𝑜
(𝑡 + 1)|
(𝑥,𝑦)
.The prediction algorithmof (8) and (9) is then
used to crop from this local fuzzy map𝑀
𝑜
(𝑡)|
(𝑥,𝑦)
and the last
local fuzzy map 𝑀
𝑜
(𝑡 + 1)|
(𝑥,𝑦)
to generate two fuzzy maps,
?̂?
𝑜
(𝑡 + 1)|
(𝑥,𝑦)
and ?̂?
𝑜
(𝑡)|
(𝑥,𝑦)
, for registration by the Cuckoo
search [14], where a cost function of overlap between them
is maximized. The registration results in a homogeneous
transformationmatrix 𝑡
𝑡+1𝑇 to be used for the local fuzzymap
𝑀
𝑜
(𝑡 + 1) to be integrated into the global fuzzy map in real
time. The procedure iterates with the movement of the robot
and the receiving of sensed data.
The data {𝜌, 𝜑} sensed by the laser range finder are
firstly aggregated into a local fuzzy map 𝑀
𝑜
(𝑡 + 1) in polar
coordinates and transformed into rectangular coordinate
system, denoted as𝑀
𝑜
(𝑡 + 1)|
(𝑥,𝑦)
. The prediction algorithm
of (8) and (9) is then used to crop from this local fuzzy
map𝑀
𝑜
(𝑡)|
(𝑥,𝑦)
and the last local fuzzy map𝑀
𝑜
(𝑡 + 1)|
(𝑥,𝑦)
to
generate two fuzzy maps, ?̂?
𝑜
(𝑡 + 1)|
(𝑥,𝑦)
and ?̂?
𝑜
(𝑡)|
(𝑥,𝑦)
, for
registration by the Cuckoo search [15], where a cost function
of overlap between them is maximized. The registration
results in a homogeneous transformation matrix 𝑡
𝑡+1𝑇 to be
used for the local fuzzy map𝑀
𝑜
(𝑡 + 1) to be integrated into
the global fuzzy map in real time.The procedure iterates with
the movement of the robot and the receiving of sensed data.
Figure 9 illustrates a situation of two cropped local fuzzy
maps, ?̂?
𝑜
(𝑡 + 1)|
(𝑥,𝑦)
and ?̂?
𝑜
(𝑡)|
(𝑥,𝑦)
, for registration. After
successful registration by the Cuckoo search, an optimal
transformation matrix 𝑡
𝑡+1𝑇 is obtained that has maximum
overlapping for these two fuzzy maps, as shown in Figure 10.
4. Experimental Results
Amoving robot of three omniwheels (or poly wheels) is built
for experimental study; the robot is equipped with a Hokuyo
URG-04LX laser range finder and a notebook of Intel Core i5
and 4GB RAM, as shown in Figure 11.
The proposed procedure was successfully implemented to
generate a global fuzzy map shown in Figure 12. In addition
to the corridor, a closed passage is selected for robustness
evaluation of the approach.The generated global fuzzymap is
demonstrated in Figure 13 showing that the proposedmethod
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Figure 9: Two local fuzzy maps before registration. (a) 2D Fuzzy maps. (b) 3D fuzzy maps.
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Figure 10: Two local fuzzy maps after registration showing maximum overlapping when compared with Figure 9. (a) 2D fuzzy maps. (b) 3D
fuzzy maps.
is effective in generating a comprehensible and useful fuzzy
map of the environment by the introduction of confidence
fuzzy model and the use of the laser range finder.
5. Conclusion
This study proposes an effective SLAM algorithm using
fuzzy confidence functions of the laser range finder. The
fuzzy confidence functions are functions of both range and
anger readings of the sensor which explicitly take sensor
uncertainty and finite resolution into consideration. Based on
the fuzzy functions, we are able to aggregate sensed data into
local fuzzy maps by fuzzy union.
In aligning local fuzzy maps into a global fuzzy map, we
developed a prediction strategy to crop the most potential
part to be overlapped with global fuzzy map from the sensed
local fuzzy maps.This strategy is experimentally evaluated to
be effective in finding homogeneous transformationmatrices
by the Cuckoo search in real time.
In addition to the occupied obstacles, confidence fuzzy
functions for available space are also implemented. The inte-
gration of occupied obstacles and available space allows us to
Mathematical Problems in Engineering 7
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Figure 11: Experimental setup. (a) A moving robot equipped with three omniwheels. (b) A scenario of a corridor with obstacles along the
passage.
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Figure 12: A global fuzzy map generated with the arrangement of Figure 11. (a) 2D fuzzy map. (b) 3D fuzzy map.
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Figure 13: A comprehensive global fuzzy map of a closed passage generated by the proposed approach. (a) 2D fuzzy map. (b) 3D fuzzy map.
generate a comprehensive global fuzzymap that is suitable for
both human comprehension and path design. Performance of
the proposed architecture is verified by experiment results of
a real-time mobile vehicle.
Indeed, fuzzy path planning seems to be more amenable
to the proposed fuzzy map than its nonfuzzy counterparts.
Further research aimed at exploiting the benefits of fuzzy
maps to include measurement errors and uncertainty as
8 Mathematical Problems in Engineering
an integral part of amap to improve reliability and robustness
is needed to elucidate their role in navigation.
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This paper considers the leader-based consensus of heterogeneous multiple agents with nonlinear uncertain systems. Based on the
information obtained from the following agents’ neighbors, leader observers are designed by the following agents to estimate the
leader’s states and nonlinear dynamics. Then, to achieve leader-based consensus, adaptive distributed controllers are designed for
the following agents to track the designed corresponding leader observers.The effectiveness of the leader observers and distributed
consensus controllers are illustrated by formal proof and simulation results.
1. Introduction
In the past decades, cooperative control problems of multia-
gent have attractedmore andmore attention from researchers
for its wide applications in many areas, such as formation
control of mobile robots [1], monitoring [2], medical rescue
[3], and environmental boundary tracking [4]. Consensus is a
fundamental and important problem in the area ofmultiagent
systems where a networked interaction protocol needs to be
designed such that the final states of all agents converge to a
common value.
Compared with the leaderless consensus in which the
agents’ states converge to a common constant value [5, 6], the
states ofmultiagent can converge to a leader’s dynamic state in
leader-based consensus [7]. Though many results on leader-
based multiagent consensus have been obtained [7–14], most
of the results considered agents with integrator or linear
dynamics. However, most real agent systems are inherently
nonlinear and uncertainty termsmay exist in the systems.The
consensus control in integrator or linear dynamics cannot
be used directly in consensus of nonlinear agents. Recently,
results [15–18] considered the leader-based consensus of
homogeneous nonlinear agents with the assumption that
the agents’ nonlinear function satisfies the Lipschitz or like-
Lipchitz condition. The dynamical differences among agents
are neglected in [15–18]. In the paper, we consider the
leader-based consensus of heterogenous agents with different
nonlinear dynamics.
NNs and fuzzy techniques are wildly used in control
design for nonlinear uncertain systems, for their abilities
in nonlinear function approximations [19, 20]. In [21–25],
the leader-based consensus controllers were designed for
heterogeneous nonlinear uncertain multiagent systems. In
the consensus control design, the leader’s nonlinear dynam-
ics was considered as a bounded disturbance and neural
network- (NN-) based consensus controlwas designed for the
following agents.
Distributed estimation via observer design formultiagent
consensus is an important topic in the study of multiagent
networks, with wide applications especially in sensor net-
works and robot networks, among many others [26]. Up to
now, the results [26–31] have been obtained on multiagent
consensus based on the distributed estimation via observer
design. However, the considered agents in [26–31] are with
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integrator or linear dynamics. In this paper, the considered
agents arewith nonlinear uncertain dynamics and distributed
NN-based leader observers are designed to estimate the
leader’s state and nonlinear dynamics. Then, to obtain the
leader-based consensus, NN controllers are designed for the
following agents to track the corresponding leader observers.
2. Preliminaries
2.1. GraphTheory and Some Notations. In this paper, we con-
sider a networked system consisting of𝑁 agents V
1
, V
2
, . . . , V
𝑁
and one leader V
0
. The leader’s system model and motion are
independent of the other agents. Denote 𝐺 = (𝑉, 𝐸) as a
general digraph with the nonempty finite set of 𝑁 nodes or
agents𝑉 = {V
1
, V
2
, . . . , V
𝑁
} and a set of edges or arcs𝐸 ⊆ 𝑉×𝑉.
Denote the connectivity matrix as 𝐴 = [𝑎
𝑖𝑗
] with 𝑎
𝑖𝑗
> 0
if (V
𝑗
, V
𝑖
) ∈ 𝐸 and 𝑎
𝑖𝑗
= 0 otherwise. Note 𝑎
𝑖𝑖
= 0. The set
of neighbors of a node V
𝑖
is 𝑁
𝑖
= {V
𝑗
: (V
𝑗
, V
𝑖
) ∈ 𝐸}, that
is, the set of nodes with arcs incoming to V
𝑖
. Define the in-
degree matrix as a diagonal matrix 𝐷 = diag{𝑑
1
, 𝑑
2
, . . . , 𝑑
𝑁
}
with 𝑑
𝑖
= ∑
𝑗∈𝑁𝑖
𝑎
𝑖𝑗
for node 𝑖. Define the Laplacian matrix
associated with graph 𝐺 as 𝐿 = 𝐷 − 𝐴.
Define an augmented graph as 𝐺 = {𝑉, 𝐸}, where 𝑉 =
{V
0
, V
1
, . . . , V
𝑁
} and 𝐸 ⊆ 𝑉 × 𝑉. Denote the diagonal matrix
𝐵 = diag{𝑏
1
, 𝑏
2
, . . . , 𝑏
𝑁
} as the leader adjacency matrix with
𝑏
𝑖
= 0 if the 𝑖th agent is a neighbor of the leader and 𝑏
𝑖
= 0
otherwise.
Lemma 1 (see [22–24]). Let 𝐿 be irreducible and 𝐵 has at least
one diagonal entry 𝑏
𝑖
> 0. Then 𝐿 + 𝐵 is a nonsingular M-
matrix. Define 𝑞 = [𝑞
1
, . . . , 𝑞
𝑁
]
𝑇
= (𝐿+𝐵)
−1
1, 𝑃 = diag{𝑝
𝑖
} =
diag{1/𝑞
𝑖
}, 𝑄 = 𝑃(𝐿 + 𝐵) + (𝐿 + 𝐵)
𝑇
𝑃. Then 𝑃 and 𝑄 are
positive definite matrices.
2.2. Problem Statement. In the considered leader-based con-
sensus, the leader’s nonlinear dynamics is described as
follows:
̇𝑥
0
= 𝑓
0
(𝑥
0
) (1)
with 𝑥
0
∈ 𝑅 the state and 𝑓
0
(𝑥
0
) a piecewise continuous
function of 𝑥
0
.
Consider 𝑁 (𝑁 ≥ 2) followed heterogenous agents with
nonlinear uncertain dynamics described as follows:
̇𝑥
𝑖
= 𝑓
𝑖
(𝑥
𝑖
) + 𝑢
𝑖
, 𝑖 = 1, . . . , 𝑁, (2)
where 𝑥
𝑖
(𝑡) ∈ 𝑅, 𝑢
𝑖
denote the state and the control input
of the 𝑖th agent, respectively; 𝑓
𝑖
(𝑥
𝑖
) is a nonlinear uncertain
function, which is assumed to be continuous.
In this paper, we make the following assumptions: the
following agent 𝑖, 𝑖 = 1, . . . , 𝑁, can obtain its neighbors’ states
𝑥
𝑗
, 𝑗 ∈ 𝑁
𝑖
, and the leader’s state estimation 𝑥
0𝑗
, only some
agents can obtain the leader’s states 𝑥
0
, and all the following
agents do not know the leader’s nonlinear dynamics.
The objective of this paper is to design controllers 𝑢
𝑖
, 𝑖 =
1, . . . , 𝑁, such that the consensus errors |𝑥
𝑖
− 𝑥
0
| converge to
a small neighborhood of zero.
3. Leader-Based Consensus of Multiple Agents
Since the nonlinear functions 𝑓
𝑖
(𝑥
𝑖
), 𝑓
0
(𝑥
0
) are piecewise
continuous and unknown to agent 𝑖, they can be estimated by
agent 𝑖 using radial basis function (RBF) NNs on a compact
set Ω
𝑖
∈ 𝑅 as follows:
𝑓
𝑖
= 𝑊
𝑇
𝑖
𝜙
𝑖
(𝑥
𝑖
) , (3)
𝑓
0𝑖
= 𝑊
𝑇
0𝑖
𝜑
𝑖
(𝑥
0𝑖
) . (4)
By ideal estimation the 𝑓
𝑖
(𝑥
𝑖
) and 𝑓
0
(𝑥
0
) can be written as
𝑓
𝑖
(𝑥
𝑖
) = 𝑊
∗𝑇
𝑖
𝜙
𝑖
(𝑥
𝑖
) + 𝜖
𝑖
(𝑥
𝑖
) ,
󵄨󵄨󵄨󵄨𝜖𝑖 (𝑥𝑖)
󵄨󵄨󵄨󵄨 ≤ 𝜖𝑖𝑀,
(5)
𝑓
0
(𝑥
0
) = 𝑊
∗𝑇
0𝑖
𝜑
𝑖
(𝑥
0
) + 𝜖
0𝑖
(𝑥
0
) ,
󵄨󵄨󵄨󵄨𝜖0𝑖 (𝑥0)
󵄨󵄨󵄨󵄨 ≤ 𝜖𝑖𝑀,
(6)
where 𝜙
𝑖
(𝑥
𝑖
) ∈ 𝑅
𝑛𝑖 and 𝜑
𝑖
(𝑥
0
) ∈ 𝑅
𝑚𝑖 are suitable basis sets
of 𝑛
𝑖
functions and 𝑚
𝑖
functions, respectively; 𝑊
𝑖
and 𝑊
0𝑖
are current estimation of ideal approximation weights 𝑊∗
𝑖
and𝑊∗
0𝑖
, respectively; 𝜉
𝑖
and 𝜁
𝑖
are bounds of ideal estimation
errors 𝜖
𝑖
(𝑥
𝑖
) and 𝜖
0
(𝑥
0
), respectively; and 𝑥
0𝑖
is the estimation
of 𝑥
0
.
Remark 2. According to the definition of 𝜙
𝑖
, 𝜑
𝑖
,𝑊
𝑖
,𝑊
0𝑖
, it is
easy to observe that there exist positive numbers𝑊
𝑀
,𝑊
0𝑀
,
𝜖
𝑀
, and 𝜖
0𝑀
, such that ‖𝑊∗
𝑖
‖ ≤ 𝑊
𝑀
, ‖𝑊∗
0𝑖
‖ ≤ 𝑊
0𝑀
, |𝜖
𝑖
| ≤ 𝜖
𝑀
,
|𝜖
0𝑖
| ≤ 𝜖
0𝑀
, 𝑖 = 1, 2, . . . , 𝑁.
3.1. Observers for the Leader Agent. For agent 𝑖, the following
NN-based observer is designed to estimate the leader’s state
and nonlinear dynamics:
̇?̂?
0𝑖
= 𝑓
0𝑖
− 𝑐∑
𝑗∈𝑁𝑖
𝑎
𝑖𝑗
(𝑥
0𝑖
− 𝑥
0𝑗
) − 𝑐𝑏
𝑖
(𝑥
0𝑖
− 𝑥
0
) . (7)
Denote 𝑥
0
= [𝑥
0
, 𝑥
0
, . . . , 𝑥
0
]
𝑇
∈ 𝑅
𝑁, 𝑥
0
= [𝑥
01
, . . . , 𝑥
0𝑁
]
𝑇
∈ 𝑅
𝑁, 𝑒
0
= 𝑥
0
− 𝑥
0
, 𝑒
0𝑖
= 𝑥
0𝑖
− 𝑥
0
. Taking time derivative of
𝑒
0
leads to
̇𝑒
0
= 𝑓
0
− 𝑓 (𝑥
0
) − 𝑐 (𝐿 + 𝐵) 𝑒
0 (8)
with 𝑓
0
= [𝑓
01
, 𝑓
02
, . . . , 𝑓
0𝑁
]
𝑇
∈ 𝑅
𝑁, 𝑓(𝑥
0
) =
[𝑓
0
(𝑥
0
), . . . , 𝑓
0
(𝑥
0
)]
𝑇
∈ 𝑅
𝑁.
From (4) and (6), 𝑓
0𝑖
− 𝑓
0
(𝑥
0
) can be expressed as
𝑓
0𝑖
− 𝑓
0
(𝑥
0
) = 𝑊
𝑇
0𝑖
𝜑
𝑖
(𝑥
0𝑖
) − 𝑊
∗𝑇
0𝑖
𝜑
𝑖
(𝑥
0
) − 𝜖
0𝑖
= −𝑊
∗𝑇
0𝑖
𝜑
0𝑖
− ?̃?
𝑇
0𝑖
𝜑
𝑖
(𝑥
0𝑖
) − 𝜖,
(9)
where ?̃?
0𝑖
= 𝑊
∗
0𝑖
−𝑊
0𝑖
.
Remark 3. From Remark 2, we know that −𝑊∗𝑇
0𝑖
𝜑
0𝑖
− 𝜖
0𝑖
, 𝑖 =
1, 2, . . . , 𝑁, are bounded.Then there exists a positive constant
𝜉, such that | − 𝑊∗𝑇
0𝑖
𝜑
0𝑖
− 𝜖
0𝑖
| ≤ 𝜉.
The following theorem illustrates the efficiency of the
designed NN-observer.
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Theorem 4. Consider the leader and its following agents with
the dynamics described by (1) and (2). If the NN weights in the
observer (7) are updated by
̇̂
𝑊
0𝑖
= −
̇̃
𝑊
0𝑖
= −𝐹
−1
𝑖
𝑒
𝑖
𝑝
𝑖
𝜑
𝑖
(𝑥
0𝑖
) − 𝑘𝐹
−1
𝑖
?̂?
0𝑖
(10)
then the estimation errors 𝑒
0𝑖
, ?̃?
0𝑖
, 𝑖 = 1, 2, . . . , 𝑁, are
uniformly ultimately bounded. Furthermore, the estimation
error 𝑒
0𝑖
can be made arbitrarily small by a judicious choice
of corresponding gains.
Proof. Consider the following Lyapunov function: 𝑉
0
=
(1/2)𝑒
𝑇
0
𝑃𝑒
0
+ (1/2)∑
𝑁
i=1 ?̃?
𝑇
0𝑖
𝐹
𝑖
?̃?
0𝑖
. Take time derivative of 𝑉
0
and substitute (8) and (10). Consider
𝑉
0
= −𝑐𝑒
𝑇
0
𝑃 (𝐿 + 𝐵) 𝑒
0
+ 𝑒
𝑇
0
𝑃 (𝑓
0
− 𝑓 (𝑥
0
)) +
𝑁
∑
𝑖=1
?̃?
𝑇
0𝑖
𝐹
𝑖
̇̃
𝑊
0𝑖
= −𝑐𝑒
𝑇
0
[𝑃 (𝐿 + 𝐵) + (𝐿 + 𝐵)
𝑇
𝑃] 𝑒
0
+
𝑁
∑
𝑖=1
𝑝
𝑖
𝑒
0𝑖
(−𝑊
∗𝑇
0𝑖
𝜑
0𝑖
− 𝜖
0𝑖
)
+
𝑁
∑
𝑖=1
?̃?
𝑇
0𝑖
[𝐹
𝑖
̇̃
𝑊
0𝑖
− 𝑒
𝑖
𝑝
𝑖
𝜑
𝑖
(𝑥
0𝑖
)]
≤ −𝑐𝑒
𝑇
0
𝑄𝑒
0
+ 𝜉
𝑁
∑
𝑖=1
𝑝
𝑖
󵄨󵄨󵄨󵄨𝑒0𝑖
󵄨󵄨󵄨󵄨 − 𝑘
𝑁
∑
𝑖=1
?̃?
𝑇
0𝑖
?̃?
0𝑖
+ 𝑘
𝑁
∑
𝑖=1
󵄩󵄩󵄩󵄩󵄩
?̃?
𝑖
󵄩󵄩󵄩󵄩󵄩
𝑊
0𝑀
.
(11)
Since𝑝
𝑖
|𝑒
0𝑖
| ≤ 𝑝max|𝑒0𝑖| ≤ 𝑝max((𝑒
2
0𝑖
/2𝜉
1
)+(𝜉
1
/2))with𝑝max =
max{𝑝
𝑖
, 𝑖 = 1, . . . , 𝑁} and ‖?̃?
𝑖
‖ ≤ (1/2𝜉
2
)?̃?
𝑇
𝑖
?̃?
𝑖
+ (𝜉
2
/2) hold
for arbitrary positive numbers 𝜉
1
, 𝜉
2
,
𝑉
0
≤ − (𝑐𝜆min (𝑄) −
𝜉𝑝max
(2𝜉
1
)
) 𝑒
𝑇
0
𝑒
0
− (𝑘 −
𝑘𝑊
0𝑀
(2𝜉
2
)
)
𝑁
∑
𝑖=1
?̃?
𝑇
𝑖
?̃?
𝑖
+ 0.5𝑁 (𝑝max𝜉1𝜉 + 𝜉2𝑊0𝑀) .
(12)
From (12) we know that the derivative of𝑉
0
is guaranteed
to be less than zero, as long as 𝑐𝜆min(𝑄)−𝜉𝑝max/(2𝜉1) > 0, 𝑘−
𝑘𝑊
0𝑀
/(2𝜉
2
) > 0, and one of the following conditions holds:
󵄩󵄩󵄩󵄩𝑒0
󵄩󵄩󵄩󵄩 ≥
√
0.5𝑁 (𝑝max𝜉1𝜉 + 𝜉2𝑊0𝑀)
𝑐𝜆min (𝑄) − 𝜉𝑝max/ (2𝜉1)
,
𝑁
∑
𝑖=1
?̃?
𝑇
0𝑖
?̃?
0𝑖
≥
0.5𝑁 (𝑝max𝜉1𝜉 + 𝜉2𝑊0𝑀)
𝑘 − 𝑘𝑊
0𝑀
/ (2𝜉
2
)
.
(13)
Therefore 𝑉
0
is negative outside a compact set. According
to the standard Lyapunov theory extension, the estimation
errors 𝑒
0𝑖
, ?̃?
0𝑖
, 𝑖 = 1, 2, . . . , 𝑁, are uniformly ultimately
bounded. Furthermore, the estimation error 𝑒
0𝑖
can be made
arbitrarily small by a judicious choice of corresponding
gains.
3.2. Leader-Based Consensus Control Design. Since the effec-
tiveness of the leader observers’s estimation of the leader’s
state and dynamics, the leader-based consensus problem can
be solved if some controllers are designed for the following
agents to track the designed observers. In this part, NN-based
controllers are designed for the agents 𝑖, 𝑖 = 1, 2, . . . , 𝑁, to
track the corresponding observers.
Denote 𝑒
𝑖
= 𝑥
𝑖
− 𝑥
0𝑖
. Take time derivative of 𝑒
𝑖
and
substitute (2) and (8). Consider
̇𝑒
𝑖
= 𝑓
𝑖
(𝑥
𝑖
) + 𝑢
𝑖
− 𝑓
0𝑖
+ 𝑐∑
𝑗∈𝑁𝑖
𝑎
𝑖𝑗
(𝑥
0𝑖
− 𝑥
0𝑗
) + 𝑐𝑏
𝑖
(𝑥
0𝑖
− 𝑥
0
) .
(14)
If the control law 𝑢
𝑖
is designed as
𝑢
𝑖
= −𝑙i𝑒𝑖 − 𝑓𝑖 + 𝑓0𝑖 − 𝑐∑
𝑗∈𝑁𝑖
𝑎
𝑖𝑗
(𝑥
0𝑖
− 𝑥
0𝑗
) − 𝑐𝑏
𝑖
(𝑥
0𝑖
− 𝑥
0
) ,
(15)
then we have
̇𝑒
𝑖
= −𝑙
𝑖
𝑒
𝑖
+𝑊
∗𝑇
𝑖
𝜙
𝑖
(𝑥
𝑖
) − 𝑊
𝑇
𝑖
𝜙
𝑖
(𝑥
𝑖
) + 𝜖
𝑖
= −𝑙
𝑖
𝑒
𝑖
+ ?̃?
𝑇
𝑖
𝜙 (𝑥
𝑖
) + 𝜖
𝑖
.
(16)
Based on the above analysis, we have the following result.
Theorem 5. Consider the distributed system (1) and the leader
(2). If the control law for the following agents is designed as (15)
and the NN weights𝑊
𝑖
are updated as
𝑊
𝑖
= −
̇̃
𝑊
𝑖
= 𝐹
−1
𝑖
𝜙
𝑖
(𝑥
𝑖
) 𝑒
𝑖
, (17)
then tracking errors 𝑒
𝑖
, 𝑖 = 1, 2, . . . , 𝑁, are uniformly
ultimately bounded and can be made arbitrarily small by
appropriate choice of corresponding gains; that is, the leader-
based consensus is achieved.
Proof. Consider the candidate Lyapunov function 𝑉
1
=
(1/2)𝑒
2
𝑖
+ (1/2)?̃?
𝑇
i 𝐹𝑖?̃?𝑖. Take time derivative of 𝑉1 and
substitute (16)-(17). Consider
𝑉
1
= 𝑒
𝑖
(−𝑙
𝑖
𝑒
𝑖
+ ?̃?
𝑇
𝑖
𝜙 (𝑥
𝑖
) + 𝜖
𝑖
) + ?̃?
𝑇
𝑖
𝐹
𝑖
̇̃
𝑊
𝑖
= −𝑙
𝑖
𝑒
2
𝑖
+ 𝑒
𝑖
𝜖
𝑖
+ ?̃?
𝑇
𝑖
(𝐹
𝑖
̇̃
𝑊
𝑖
+ 𝜙
𝑖
(𝑥
𝑖
) 𝑒
𝑖
)
≤ −𝑙
𝑖
𝑒
2
𝑖
+
󵄨󵄨󵄨󵄨𝑒𝑖
󵄨󵄨󵄨󵄨 𝜖𝑁.
(18)
Since |𝑒
𝑖
|𝜖
𝑁
≤ (𝑒
2
𝑖
/2) + (𝜖
2
𝑁
/2) holds,
𝑉
1
≤ −(𝑙
𝑖
−
1
2
) 𝑒
2
𝑖
+
𝜖
2
𝑁
2
. (19)
From (19) we know that 𝑉
1
is negative, as long as 𝑙
𝑖
−
(1/2) > 0 and |𝑒
𝑖
| ≥ (𝜖
𝑁
/√2𝑙
𝑖
− 1). Therefore, according
to the standard Lyapunov theory extension, the tracking
errors 𝑒
𝑖
are uniformly ultimately bounded and can be made
arbitrarily small by a judicious choice of corresponding gains.
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Since 𝑥
𝑖
− 𝑥
0
= 𝑥
𝑖
− 𝑥
0𝑖
+ 𝑥
0𝑖
− 𝑥
0
, 𝑖 = 1, 2, . . . , 𝑁,
from Theorem 4 and the uniformly ultimately boundedness
of 𝑒
𝑖
= 𝑥
𝑖
− 𝑥
0𝑖
, 𝑖 = 1, 2, . . . , 𝑁, we can conclude that
the consensus errors 𝑥
𝑖
− 𝑥
0
, 𝑖 = 1, 2, . . . , 𝑁, are uniformly
bounded and can be made arbitrarily small by appropriate
choice of corresponding gains.
4. Simulation Results
Consider a group of nonlinear uncertain agents composed of
a leader agent 0 and four following agents 1, 2, 3, 4 described
in Figure 1. Let the dynamics of the agents be
̇𝑥
0
= sin𝑥
0
̇𝑥
1
= cos𝑥
1
+ 𝑢
1
̇𝑥
2
= 2𝑥
2
+ sin𝑥
2
+ 𝑢
2
̇𝑥
4
= cos𝑥
4
+ 𝑢
4
.
(20)
Simulations are carried out on Pentinum(R) Dual-Core CPU
andMatlab 2008b environments. In the simulation, the initial
values of the five agents are 𝑥
0
(0) = 1, 𝑥
1
(0) = 2, 𝑥
2
(0) = 4,
𝑥
3
(0) = 3, and 𝑥
4
(0) = 1 and the NN weights and the
observers are initialized to be zero vectors or zero. Choose
the design parameters as 𝑘 = 3, 𝐹−1
𝑖
= 100, 𝑐 = 5, 𝑙
1
= 5,
𝑙
2
= 8, 𝑙
3
= 9, and 𝑙
4
= 5. The simulation results are present
in Figures 2–4, where leader-based consensus errors 𝑥
0
− 𝑥
𝑖
,
𝑖 = 1, 2, 3, 4, are presented in Figure 2, and the estimation
errors 𝑥
0
− 𝑥
0𝑖
, 𝑖 = 1, 2, 3, 4, in the leader observers are
presented in Figures 3 and 4 describing the tracking errors
𝑥
𝑖
− 𝑥
0𝑖
, 𝑖 = 1, 2, 3, 4, between the following agents and
their corresponding observers. From the simulation results in
Figures 2–4, the errors𝑥
0
−𝑥
𝑖
,𝑥
0
−𝑥
0𝑖
, and𝑥
𝑖
−𝑥
0𝑖
, 𝑖 = 1, 2, 3, 4,
converge to very small neighborhoods of zero after 3 seconds.
So, we can conclude that the leader observers (7) are effective
to estimate the leader’s states and nonlinear dynamics and
the leader-based consensus of multiple nonlinear uncertain
agents can be achieved under the controllers (15).
5. Conclusions
This paper addressed the NN-observer-based leader-follow-
ing consensus of heterogeneous multiagent systems with
nonlinear uncertain dynamics. NN-based leader observers
were designed to estimate the leader’s state and nonlinear
dynamics. Then NN-based controllers were designed for the
following agents to track the corresponding leader observer
so that leader-based consensus can be achieved.The effective-
ness of the consensus construction method was illustrated by
theoretical analysis and simulation results.
In this paper, the considered leader was with nonlinear
time-invariant system. The observer-based leader-following
consensus of nonlinear uncertain systems, inwhich the leader
iswith nonlinear time-varying system, needs to be considered
in the future.
0 1 2
34
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Figure 1: Communication topology of five agents.
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Figure 2: Leader-based consensus errors 𝑥
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We need to predict mathematical model of the system and a priori knowledge of the noise statistics when traditional simultaneous
localization and mapping (SLAM) solutions are used. However, in many practical applications, prior statistics of the noise are
unknown or time-varying, which will lead to large estimation errors or even cause divergence. In order to solve the above problem,
an innovative cubature Kalman filter-based SLAM (CKF-SLAM) algorithm based on an adaptive cubature Kalman filter (ACKF)
was established in this paper.The novel algorithm estimates the statistical parameters of the unknown system noise by introducing
the Sage-Husa noise statistic estimator. Combining the advantages of the CKF-SLAM and the adaptive estimator, the new ACKF-
SLAM algorithm can reduce the state estimated error significantly and improve the navigation accuracy of the SLAM system
effectively. The performance of this new algorithm has been examined through numerical simulations in different scenarios. The
results have shown that the position error can be effectively reduced with the new adaptive CKF-SLAM algorithm. Compared with
other traditional SLAMmethods, the accuracy of the nonlinear SLAM system is significantly improved. It verifies that the proposed
ACKF-SLAM algorithm is valid and feasible.
1. Introduction
The simultaneous localization and mapping (SLAM) is that
the mobile robot builds up the environment map in the
unknown environment by utilizing the sensors onboard; at
the same time the robots location is computed by the same
map [1–3]. The SLAM was first proposed by Smith, Self, and
Cheeseman in 1987, estimating robots poses and the features
of the environment simultaneously using extend Kalman
filter (EKF) [4]. Since then, the SLAM has been implemented
in a number of different domains from indoor robots to
outdoor, underwater, ground, and airborne systems [5, 6].
The SLAM algorithm has received extensive attention.
SLAM problem involves unknown and uncertain envi-
ronment description and sensor noise; therefore its essence
is a probabilistic estimation issue which is widely accepted by
numerous researchers now [4]. At present, the most typical
and widely used SLAM algorithm is EKF-based SLAM (EKF-
SLAM) introduced in [7–9]. But the precision of EKF-SLAM
is limited because the Taylor expansion will causetruncation
errors; on the other hand the EKF needs to calculate the
fussy Jacobian matrix which increases the computational
load. To solve the problems of the EKF, the unscented
Kalman filter (UKF) proposed by Julier and Uhlmann [10]
was used in SLAM [11]. Unlike the EKF, the UKF uses a set of
chosen samples to represent the state distribution. The UKF-
based SLAM (UKF-SLAM) algorithm can not only avoid the
calculation of the Jacobian and Hessian matrices but also
obtain higher approximation accuracy with the unscented
transformation (UT). However, for high-dimensional sys-
tems, the computation load is still heavy; thus, the filter
converges slowly. In 2009, Arasaratnam and Haykin [12, 13]
proposed a more accurate nonlinear filtering solution based
on a cubature transform named the cubature Kalman filter
(CKF) which can avoid linearization of the nonlinear system
by using cubature point sets to approximate the mean and
variance. The third-order accuracy of the system can be
achieved with this method. What is more, the computation
complexity of the CKF is lower than the one of the UKF.
Because of its high accuracy and low calculation load, the
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CKF is widely used in attitude estimation and navigation
[14]. CKF-SLAM was introduced in [5], which achieved
high positioning accuracy compared with traditional SLAM
algorithms.
However, the above filters are all based on the framework
of the Kalman filter (KF); it can only achieve a good
performance under the assumption that the complete and
exact information of the noise distribution has to be known
as a prior. But in practice, the prior noise statistic is usually
unknown totally or may be always time-varying because the
model and the noise of system are influenced by the drift
errors of the robots component, the kinematic model of
the robot, and the uncertainty of the outdoor environment.
With the uncertain or time-varying noise statistic, the state
estimation will have large errors, or, even, the filters will
be possible to diverge [15]. For SLAM, it has been shown
that the performance can become significantly worse and
the estimated results practical diverge with an incorrect a
priori knowledge of the noise statistics [16, 17]. Therefore, to
solve this problem, many researchers have proposed the𝐻
∞
filter algorithm and the adaptive filter algorithm which have
been focused on in recent years. Although the 𝐻
∞
filter has
numerous advantages, such as being robust, independent of
the noise statistic, and easy to set the filter parameters, the
low filter accuracy is still its fatal flaw [18–20]. Hence, we only
focus on the adaptive filter algorithm in this work.
The core idea of the adaptive filter algorithm is that, while
the whole system is filtering, estimating and modifying the
parameters of the systemmodel and the statistic of the system
noise which are unknown or time-varying, to decrease state
estimation errors and improve the estimation accuracy.There
are numerous adaptive algorithms, including the distribution
test method, the maximum a posteriori method, the correla-
tion testmethod, and the Sage-Husa adaptivemethod [21, 22].
Therein, the Sage-Husa adaptivemethodwhich is suboptimal
unbiased maximum a posteriori (MAP) noise estimator is
one of the widely used adaptive filtering methods [23], since
it has advantages that the recursive formula is simple and the
principle is clear and easy to implement.Thereforewe use this
kind of adaptive filtering to estimate unknown system noise
here.
In this paper a novel adaptive filtering algorithm based
on the CKF-SLAM, named adaptive CKF-SLAM (ACKF-
SLAM), for mobile robot outdoors, was proposed. In this
proposed algorithm, we introduced the Sage-Husa adaptive
filtering method into the traditional CKF-SLAM algorithm.
The system noise and the statistics of the observation noise
were estimated on real time and modified to reduce the
errors of the system model by using the adaptive estimator
of the time-varying noise. What is more, it also prevented
the filter divergence and improved the estimation accuracy
significantly. The rest of the paper was organized as follows.
The description of the SLAM and the traditional CKF-SLAM
algorithm were presented in Section 2. Section 3 showed
the adaptive EKF algorithm and then a new ACKF-SLAM
algorithm was proposed. Numerical examples in different
scenarios along with specific analysis were given in Section 4.
Section 5 concluded this paper.
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Figure 1: Sketch of the SLAM algorithm.
2. SLAM
2.1. Description of the SLAM. The SLAM is always described
as follows: the mobile robot starting in an unknown location
without previous knowledge of the environment builds amap
using its onboard sensors while, simultaneously, using this
same map to determine the location of the robot within this
map [2]. Figure 1 illustrates the characteristic data acquisition
and processing of the SLAM.
The essence of the SLAM is the filtering estimation of the
system in the whole path. The system states are composed
of the robots pose (position, orientation) and the landmarks
states observed in the environment. Let the robot states be
represented by its pose with an estimated vector 𝑋V and the
covariance matrix 𝑃VV, defined as
𝑋V = [𝑥V 𝑦V 𝜑V]
𝑇
,
𝑃VV =
[
[
[
[
[
[
𝜎
2
𝑥V𝑥V
𝜎
2
𝑥V𝑦V
𝜎
2
𝑥V𝜑V
𝜎
2
𝑥V𝑦V
𝜎
2
𝑦V𝑦V
𝜎
2
𝑦V𝜑V
𝜎
2
𝑥V𝜑V
𝜎
2
𝑦V𝜑V
𝜎
2
𝜑V𝜑V
]
]
]
]
]
]
.
(1)
Without loss of generality, let us assume that there are a set
of 𝑛 2D static point features observed in themap; the position
estimations of these features are given by their estimated
vector𝑋
𝑚
and the covariance matrix 𝑃
𝑚𝑚
as
𝑋
𝑚
= [𝑥
1
𝑦
1
⋅ ⋅ ⋅ 𝑥
𝑛
𝑦
𝑛
]
𝑇
,
𝑃
𝑚𝑚
=
[
[
[
[
[
[
[
[
[
[
[
𝜎
2
𝑥1𝑥1
𝜎
2
𝑥1𝑦1
⋅ ⋅ ⋅ 𝜎
2
𝑥1𝑥𝑛
𝜎
2
𝑥1𝑦𝑛
𝜎
2
𝑥1𝑦1
𝜎
2
𝑦1𝑦1
⋅ ⋅ ⋅ 𝜎
2
𝑦1𝑥𝑛
𝜎
2
𝑦1𝑦𝑛
...
... d
...
...
𝜎
2
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𝜎
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𝑦1𝑥𝑛
⋅ ⋅ ⋅ 𝜎
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𝜎
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2
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]
]
]
]
]
]
]
]
]
]
]
.
(2)
In the SLAM, the total state vector 𝑋 is composed of the
robots states 𝑋V and the landmarks states 𝑋𝑚. Hence the
Mathematical Problems in Engineering 3
estimations of the total state vector𝑋 and the corresponding
total error covariance matrix 𝑃 are given as
𝑋 = [𝑋
𝑇
V 𝑋
𝑇
𝑚
]
𝑇
,
𝑃 = [
[
𝑃VV 𝑃V𝑚
𝑃
𝑇
V𝑚 𝑃𝑚𝑚
]
]
,
(3)
wherein 𝑃V𝑚 denotes the robot-map correlation.
The key of the SLAM is to determine the posterior
probability density of the state vector𝑋which is 𝑝(𝑋V,𝑘, 𝑋𝑚 |
𝑢
𝑘
, 𝑧
𝑘
) and the implication is to obtain the joint probability
density of the robot pose 𝑋V,𝑘 and the map 𝑋𝑚 when the
control input𝑢
𝑘
and observation 𝑧
𝑘
are known.We can obtain
the following equation by utilizing the Bayes formula:
𝑝 (𝑋V,𝑘, 𝑋𝑚 | 𝑢𝑘, 𝑧𝑘)
= 𝑝 (𝑧
𝑘
| 𝑋V,𝑘, 𝑋𝑚)
× ∫𝑝 (𝑋V,𝑘 | 𝑋V,𝑘−1, 𝑢𝑘)
× 𝑝 (𝑋V,𝑘−1, 𝑋𝑚 | 𝑢𝑘−1, 𝑧𝑘−1) 𝑑𝑋V,𝑘−1,
(4)
wherein 𝑢
𝑘
is the input control of the robot at time 𝑘 which
drives frompose𝑋V,𝑘−1 at time 𝑘−1 to pose𝑋V,𝑘 at time 𝑘; 𝑧𝑘 is
observation to the landmark at time 𝑘; 𝑝(𝑋V,𝑘 | 𝑋V,𝑘−1, 𝑢𝑘) is
themotionmodel which is the conditional probability of𝑋V,𝑘
at time 𝑘 when 𝑢
𝑘
and 𝑋V,𝑘−1 are known; 𝑝(𝑧𝑘 | 𝑋V,𝑘, 𝑋𝑚) is
the observationmodel which is the conditional probability of
𝑧
𝑘
at time 𝑘 when 𝑋V,𝑘 and the landmark collection matrix
𝑋
𝑚
are known.
2.2. CKF-SLAM. In this subsection the principle of the
classical CKF is introduced. Consider the general discrete-
time nonlinear state-space model as follows:
𝑥
𝑘
= 𝑓 (𝑥
𝑘−1
) + 𝑊
𝑘−1
,
𝑧
𝑘
= ℎ (𝑥
𝑘
) + 𝜂
𝑘
,
(5)
wherein 𝑥
𝑘
and 𝑧
𝑘
are the state vector and the measurement
vector at time 𝑘, respectively; 𝑓(⋅) and ℎ(⋅) are specific known
nonlinear functions; and 𝑊
𝑘−1
and 𝜂
𝑘
are the noise vectors
from two independent Gaussian processes with their means
being 𝑞
𝑘−1
and 𝑟
𝑘
and their covariance matrices being 𝑄
𝑘−1
and 𝑅
𝑘
, respectively. The CKF is proposed to solve this
nonlinear filtering problem on the basis of the spherical-
radial cubature criterion. Firstly it approximates the mean
and variance of the probability distribution through a set of
2𝑁 (𝑁 is the dimension of the nonlinear system) cubature
points with the same weight, propagates the above cubature
points through the nonlinear functions, and then calculates
the mean and variance of the current approximate Gaussian
distribution by the propagated cubature points [12]. A set of
2𝑁 cubature points are given by [𝜉
𝑖
, 𝜔
𝑖
], where 𝜉
𝑖
is the 𝑖th
cubature point and 𝜔
𝑖
is the corresponding weight:
𝜉
𝑖
= √𝑁[1]
𝑖
,
𝜔
𝑖
=
1
2𝑁
,
(6)
wherein 𝑖 = 1, 2, . . . , 2𝑁. Under the assumption that the
posterior density at time 𝑘 − 1 is known, the steps involved
in the time-update and the measurement-update of the CKF
are summarized as follows [12].
Time-update:
(1) factorize
𝑃
𝑘−1|𝑘−1
= 𝑆
𝑘−1|𝑘−1
𝑆
𝑇
𝑘−1|𝑘−1
, (7)
(2) evaluate the cubature points (𝑖 = 1, 2, . . . , 2𝑁)
𝑋
𝑖,𝑘−1|𝑘−1
= 𝑆
𝑘−1|𝑘−1
𝜉
𝑖
+ 𝑥
𝑘−1
, (8)
(3) evaluate the propagated cubature points
𝑋
∗
𝑖,𝑘|𝑘−1
= 𝑓 (𝑋
𝑖,𝑘−1|𝑘−1
) + 𝑞
𝑘−1
, (9)
(4) estimate the predicted state
𝑥
𝑘|𝑘−1
=
1
2𝑁
2𝑁
∑
𝑖=1
𝑋
∗
𝑖,𝑘|𝑘−1
, (10)
(5) estimate the predicted error covariance
𝑃
𝑘|𝑘−1
=
1
2𝑁
2𝑁
∑
𝑖=1
𝑋
∗
𝑖,𝑘|𝑘−1
𝑋
∗𝑇
𝑖,𝑘|𝑘−1
− 𝑥
𝑘|𝑘−1
𝑥
𝑇
𝑘|𝑘−1
+ 𝑄
𝑘−1
. (11)
Measurement-update:
(1) factorize
𝑃
𝑘|𝑘−1
= 𝑆
𝑘|𝑘−1
𝑆
𝑇
𝑘|𝑘−1
, (12)
(2) evaluate the cubature points
𝑋
𝑖,𝑘|𝑘−1
= 𝑆
𝑘|𝑘−1
𝜉
𝑖
+ 𝑥
𝑘|𝑘−1
, (13)
(3) evaluate the propagated cubature points
𝑌
𝑖,𝑘|𝑘−1
= ℎ (𝑋
𝑖,𝑘|𝑘−1
) + 𝑟
𝑘
, (14)
(4) estimate the predicted measurement
𝑦
𝑘|𝑘−1
=
1
2𝑁
2𝑁
∑
𝑖=1
𝑌
𝑖,𝑘|𝑘−1
, (15)
(5) estimate the innovation covariance matrix
𝑃
𝑧𝑧
𝑘|𝑘−1
=
1
2𝑁
2𝑁
∑
𝑖=1
𝑌
𝑖,𝑘|𝑘−1
𝑌
𝑇
𝑖,𝑘|𝑘−1
− 𝑦
𝑘|𝑘−1
𝑦
𝑇
𝑘|𝑘−1
+ 𝑅
𝑘
, (16)
4 Mathematical Problems in Engineering
(6) estimate the cross-covariance matrix
𝑃
𝑥𝑧
𝑘|𝑘−1
=
1
2𝑁
2𝑁
∑
𝑖=1
𝑋
𝑖,𝑘|𝑘−1
𝑌
𝑇
𝑖,𝑘|𝑘−1
− 𝑥
𝑘|𝑘−1
𝑦
𝑇
𝑘|𝑘−1
. (17)
With the new measurement vector 𝑧
𝑘
, the estimation of
the state vector 𝑥
𝑘|𝑘
and its covariance matrix 𝑃
𝑘|𝑘
at time 𝑘
can be obtained as follows.
(1) Estimate the Kalman gain
𝐾
𝑘
= 𝑃
𝑥𝑧
𝑘|𝑘−1
(𝑃
𝑧𝑧
𝑘|𝑘−1
)
−1
. (18)
(2) Estimate the updated state
𝑥
𝑘
= 𝑥
𝑘|𝑘−1
+ 𝐾
𝑘
(𝑧
𝑘
− ?̂?
𝑘|𝑘−1
) . (19)
(3) Estimate the corresponding error covariance
𝑃
𝑘|𝑘
= 𝑃
𝑘|𝑘−1
− 𝐾
𝑘
𝑃
𝑧𝑧
𝑘|𝑘−1
𝐾
𝑇
𝑘
. (20)
The CKF-SLAM algorithm uses cubature rule and 2𝑁
cubature point sets [𝜉
𝑖
, 𝜔
𝑖
] to compute the mean and variance
of the probability distribution without any linearization of
the SLAM system. Thus, the CKF-SLAM algorithm does not
demand to calculate Jacobian and Hessian matrices so that
the truncation errors can be avoided. Hence, the estimation
accuracy can reach the third order or higher. Furthermore,
the computational complexity is alleviated to a certain extent
than the UKF [13].
3. SLAM Algorithm Based on Adaptive CKF
3.1. Adaptive EKF. When the system noises are unknown or
time-varying, the filtering algorithm cannot be recursively
carried out in a common way. One effective solution is the
adaptive filtering algorithm.The adaptive filtering technology
has become a focus of the research attempting to solve the
filter divergence problem caused by the inaccurate statistical
properties of the noise and the mathematical model itself.
The Sage-Husa adaptive filtering proposed by Sage and Husa
is one of the most widely used adaptive filtering algorithms.
Estimating the statistical parameters of the virtual noises
online, along with the recursive estimate of the state, this
method can reduce the error of the model and improve the
accuracy of the whole system validly.
Nowadays, the adaptive EKF based on Sage-Husa is the
most widely used adaptive algorithm.However, the estimated
accuracy is low because of the truncation errors of the Taylor
expansion in the EKF. Considering the advantages of the
CKF, an adaptive CKF algorithm was proposed to improve
the estimated accuracy in this work on the basis of the
adaptive EKF. First of all, the adaptive EKF was introduced
in detail here. Suppose that the discrete state equation and
the observation equation of the nonlinear system are shown
as (5). On the basis of [24], the Sage-Husa estimator based
adaptive EKF algorithm is shown as
𝑥
𝑘|𝑘−1
= 𝑓 (𝑥
𝑘−1
) + 𝑞
𝑘−1
,
𝑃
𝑘|𝑘−1
= 𝐹
𝑘−1
𝑃
𝑘−1
𝐹
𝑇
𝑘−1
+ 𝑄
𝑘−1
,
𝜉
𝑘
= 𝑧
𝑘
− ℎ (𝑥
𝑘|𝑘−1
) − 𝑟
𝑘
,
𝑆
𝑘
= 𝐻
𝑘
𝑃
𝑘|𝑘−1
𝐻
𝑇
𝑘
+ ?̂?
𝑘
,
𝐾
𝑘
= 𝑃
𝑘|𝑘−1
𝐻
𝑇
𝑘
𝑆
−1
𝑘
,
𝑥
𝑘
= 𝑥
𝑘|𝑘−1
+ 𝐾
𝑘
𝜉
𝑘
,
𝑃
𝑘
= (𝐼 − 𝐾
𝑘
𝐻
𝑘
) 𝑃
𝑘|𝑘−1
,
(21)
wherein 𝑃
𝑘
is the error covariance matrix of the state 𝑥
𝑘
, 𝐾
𝑘
is the filter gain matrix, 𝐹
𝑘−1
and 𝐻
𝑘
are the nonlinear states
function 𝑓(⋅) and observation function ℎ(⋅) with respect to
states, respectively, 𝜉
𝑘
is the difference between the measure-
ment and the prediction, and 𝑆
𝑘
covariance matrix of the 𝜉
𝑘
,
𝑞
𝑘−1
, 𝑟
𝑘
, 𝑄
𝑘−1
, and ?̂?
𝑘
is obtained by recurrence of the time-
varying noise statistics estimator:
𝑞
𝑘
= (1 − 𝑑
𝑘−1
) 𝑞
𝑘−1
+ 𝑑
𝑘−1
(𝑥
𝑘
− 𝑓 (𝑥
𝑘−1
)) ,
𝑄
𝑘
= (1 − 𝑑
𝑘−1
) 𝑄
𝑘−1
+ 𝑑
𝑘−1
[𝐾
𝑘
𝜉
𝑘
𝜉
𝑇
𝑘
𝐾
𝑇
𝑘
+ 𝑃
𝑘
− 𝐹
𝑘−1
𝑃
𝑘−1
𝐹
𝑇
𝑘−1
] ,
𝑟
𝑘
= (1 − 𝑑
𝑘−1
) 𝑟
𝑘−1
+ 𝑑
𝑘−1
(𝑧
𝑘
− ℎ (𝑋
𝑘|𝑘−1
)) ,
?̂?
𝑘
= (1 − 𝑑
𝑘−1
) ?̂?
𝑘−1
+ 𝑑
𝑘−1
[𝜉
𝑘
𝜉
𝑇
𝑘
− 𝐻
𝑘
𝑃
𝑘|𝑘−1
𝐻
𝑇
𝑘
] ,
𝑑
𝑘−1
=
(1 − 𝑏)
(1 − 𝑏𝑘)
,
(22)
wherein 𝜉
𝑘+1
denotes the innovation sequence; 𝑏 (0 < 𝑏 < 1)
denotes the forgetting factor whose value is often set between
0.95 and 0.99. The memory span is limited utilizing the
forgetting factor. As a result, the old information is forgotten
little by little and the new information plays the lead role in
estimating.
It has been analyzed that adaptive filtering algorithms
cannot estimate the process and the measurement noise
simultaneously in [25]. However, theoretical derivations and
simulations in [26] show that when the measurement noise
is already known, the process noise can be obtained by the
iteration. Usually, themeasurement noise statistic is relatively
well known compared to the system model noise. So we can
use this adaptive estimator to estimate the system noise and
enhance the filtering accuracy.
3.2. Adaptive CKF. It is well known that the truncation
errors of the Taylor expansion in the EKF will reduce the
estimated accuracy or even diverge the filter. However, the
new algorithm named the CKF can increase the estimated
accuracy effectively, which was referred to in Section 2.2.
So analogous with the adaptive EKF, the Sage-Husa noise
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statistics estimator was embedded into the CKF-SLAM. And
the adaptive CKF-SLAM algorithm was obtained, which
combines the advantages of the CKF-SLAM and the Sage-
Husa adaptive method. Without loss of generality, we still
consider the nonlinear system shown as (5) and the detailed
algorithm of the ACKF-SLAM is given as follows.
Time-update:
𝑃
𝑘−1|𝑘−1
= 𝑆
𝑘−1|𝑘−1
𝑆
𝑇
𝑘−1|𝑘−1
,
𝑋
𝑖,𝑘−1|𝑘−1
= 𝑆
𝑘−1|𝑘−1
𝜉
𝑖
+ 𝑥
𝑘−1
,
𝑋
∗
𝑖,𝑘|𝑘−1
= 𝑓 (𝑋
𝑖,𝑘−1|𝑘−1
) + 𝑞
𝑘−1
,
𝑥
𝑘|𝑘−1
=
1
2𝑁
2𝑁
∑
𝑖=1
𝑋
∗
𝑖,𝑘|𝑘−1
,
𝑃
𝑘|𝑘−1
=
1
2𝑁
2𝑁
∑
𝑖=1
𝑋
∗
𝑖,𝑘|𝑘−1
𝑋
∗𝑇
𝑖,𝑘|𝑘−1
− 𝑥
𝑘|𝑘−1
𝑥
𝑇
𝑘|𝑘−1
+ 𝑄
𝑘−1
.
(23)
Measurement-update:
𝑃
𝑘|𝑘−1
= 𝑆
𝑘|𝑘−1
𝑆
𝑇
𝑘|𝑘−1
,
𝑋
𝑖,𝑘|𝑘−1
= 𝑆
𝑘|𝑘−1
𝜉
𝑖
+ 𝑥
𝑘|𝑘−1
,
𝑌
𝑖,𝑘|𝑘−1
= ℎ (𝑋
𝑖,𝑘|𝑘−1
) + 𝑟
𝑘
,
?̂?
𝑘|𝑘−1
=
1
2𝑁
2𝑁
∑
𝑖=1
𝑌
𝑖,𝑘|𝑘−1
,
𝑃
𝑧𝑧
𝑘|𝑘−1
=
1
2𝑁
2𝑁
∑
𝑖=1
𝑌
𝑖,𝑘|𝑘−1
𝑌
𝑇
𝑖,𝑘|𝑘−1
− ?̂?
𝑘|𝑘−1
?̂?
𝑇
𝑘|𝑘−1
+ ?̂?
𝑘
,
𝑃
𝑥𝑧
𝑘|𝑘−1
=
1
2𝑁
2𝑁
∑
𝑖=1
𝑋
𝑖,𝑘|𝑘−1
𝑌
𝑇
𝑖,𝑘|𝑘−1
− 𝑥
𝑘|𝑘−1
?̂?
𝑇
𝑘|𝑘−1
.
(24)
With the new measurement vector 𝑧
𝑘
, the estimation of
the state vector 𝑥
𝑘|𝑘
and its covariance matrix 𝑃
𝑘|𝑘
at time 𝑘
can be obtained by the following equations:
𝐾
𝑘
= 𝑃
𝑥𝑧
𝑘|𝑘−1
(𝑃
𝑧𝑧
𝑘|𝑘−1
)
−1
,
𝑥
𝑘
= 𝑥
𝑘|𝑘−1
+ 𝐾
𝑘
𝜉
𝑘
,
𝜉
𝑘
= 𝑧
𝑘
− ?̂?
𝑘|𝑘−1
,
𝑃
𝑘|𝑘
= 𝑃
𝑘|𝑘−1
− 𝐾
𝑘
𝑃
𝑧𝑧
𝑘|𝑘−1
𝐾
𝑇
𝑘
,
𝑞
𝑘
= (1 − 𝑑
𝑘−1
) 𝑞
𝑘−1
+ 𝑑
𝑘−1
(𝑋
𝑘
− 𝑥
𝑘|𝑘−1
) ,
𝑄
𝑘
= (1 − 𝑑
𝑘−1
) 𝑄
𝑘−1
+ 𝑑
𝑘−1
[𝐾
𝑘
𝜉
𝑘
𝜉
𝑇
𝑘
𝐾
𝑇
𝑘
+ 𝑃
𝑘
− 𝑃
𝑘|𝑘−1
] ,
𝑟
𝑘
= (1 − 𝑑
𝑘−1
) 𝑟
𝑘−1
+ 𝑑
𝑘−1
(𝑧
𝑘
− ?̂?
𝑘|𝑘−1
) ,
?̂?
𝑘
= (1 − 𝑑
𝑘−1
) ?̂?
𝑘−1
+ 𝑑
𝑘−1
[𝜉
𝑘
𝜉
𝑇
𝑘
− 𝑃
𝑧𝑧
𝑘|𝑘−1
] ,
𝑑
𝑘−1
=
(1 − 𝑏)
(1 − 𝑏𝑘)
.
(25)
The improved ACKF-SLAM algorithm proposed in this
paper can be used in the situation when the noise statis-
tical character of the system is absolutely or approximately
unknown to make sure the filter works well, enhancing the
stability of the filter.
4. Experiments and Analysis
4.1. Experiment Modeling. In order to verify the effectiveness
and feasibility of the new SLAM algorithm proposed in
this paper, a large number of simulations are tested with
the simulation environment issued by Tim Bailey from
University of Sydney. The simulation environment which is a
250m × 200m outdoor area includes themovement path and
135 static landmark points.Themobile robot moves along the
path from (0, 0) anticlockwise as it is shown in Figure 2.
The motion model of the mobile robot is shown as
follows:
𝑥V,𝑘+1 =
[
[
[
[
[
[
[
𝑥V𝑥,𝑘 + Δ𝑇V𝑘+1 cos (𝑥V𝜑,𝑘 + 𝜃𝑘+1)
𝑥V𝑦,𝑘 + Δ𝑇V𝑘+1 cos (𝑥V𝜑,𝑘 + 𝜃𝑘+1)
𝑥V𝜑,𝑘 +
Δ𝑇V
𝑘+1
sin 𝜃
𝑘+1
WB
]
]
]
]
]
]
]
+𝑊
𝑘+1
,
(26)
wherein [𝑥V𝑥,𝑘, 𝑥V𝑦,𝑘, 𝑥V𝜑,𝑘]
𝑇 denotes the pose of the mobile
robot at time 𝑘; 𝑥V,𝑘+1 denotes the pose of the mobile robot
at time 𝑘 − 1; Δ𝑇 denotes the sampling time; V
𝑘+1
denotes
the velocity of the mobile robot at time 𝑘 − 1; 𝜃
𝑘+1
denotes
the azimuth angle at time 𝑘 − 1; WB denotes the wheel base
between the two axes;𝑊
𝑘+1
denotes the error of the system at
time 𝑘−1 and𝑊 ∼ 𝑁(0, 𝑄).The observationmodel is shown
as follows:
𝑧
𝑘
= [
𝑟
𝑖
𝜑
𝑖
] =
[
[
[
[
√(𝑥
𝑖
− 𝑥V𝑥,𝑘)
2
+ (𝑦
𝑖
− 𝑥V𝑦,𝑘)
2
arctan
𝑦
𝑖
− 𝑥V𝑦,𝑘
𝑥
𝑖
− 𝑥V𝑥,𝑘
− 𝑥V𝜑,𝑘
]
]
]
]
+ 𝑉
𝑘
, (27)
wherein (𝑥
𝑖
, 𝑦
𝑖
) denotes the detected position corresponding
to the 𝑖th feature; 𝑟
𝑖
denotes the distance between the 𝑖th
detected feature and themobile robot; 𝜑
𝑖
denotes the distance
between the 𝑖th detected feature and the heading of the
mobile robot;𝑉
𝑘
denotes themeasurement error at time k and
𝑉 ∼ 𝑁(0, 𝑅).
The experiment parameters are set as follows. The initial
states of the mobile robot 𝑥V,0 = [0, 0, 0]
𝑇; the sampling
interval Δ𝑇 = 0.025 s; the velocity V = 3m/s; the velocity
error 𝜎V = 0.25m/s; the azimuth error 𝜎𝜃 = 2
∘; themaximum
angular rate is 0.2 s; themaximumdistance ofmeasurement is
30m; the distance error 𝜎
𝑟
= 0.2m; the angular error 𝜎
𝜑
= 1
∘.
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Figure 2: Sketch of the simulation environment.
4.2. Experimental Results and Analysis. Under the above
conditions, fifty Monte Carlo simulations were performed
for four SLAM algorithms, including the EKF-SLAM, CKF-
SLAM, adaptive EKF-SLAM (AEKF-SLAM), and adaptive
CKF-SLAM (ACKF-SLAM). And then the root mean square
errors (RMSE) of the estimated results were compared.
Figures 3 and 4 show the comparisons of the EKF-SLAM
and the CKF-SLAM; Figures 5 and 6 show the comparisons
of the AEKF-SLAM and the ACKF-SLAM, wherein Figures
4 and 6 are partial enlargements of the rectangle regions in
Figures 3 and 5, respectively. System noise𝑄 and observation
noise 𝑅 are shown as follows:
𝑄 = [
[
(0.25)
2
0
0 (
3𝜋
180
)
2]
]
, 𝑅 = [
[
(0.1)
2
0
0 (
𝜋
180
)
2]
]
.
(28)
FromFigures 3 to 6, we obviously know that the estimated
error of the ACKF-SLAM is much smaller than that of
the CKF-SLAM and EKF-SLAM. It means that the ACKF-
SLAM algorithm can provide higher estimated accuracy of
the nonlinear SLAM system than the other three solutions.
Figures 7 and 8 show the RMSEs of the estimated position
errors of the ACKF-SLAM, AEKF-SLAM, CKF-SLAM, and
EKF-SLAM.
From the results shown in Figures 7 and 8, we learn
that the RMSE values of the position estimation errors of
the ACKF-SLAM algorithm are within 3m. The precision
of AEKF-SLAM is nearly the same as CKF-SLAM, and
both of them are lower than ACKF-SLAM algorithm. The
RMSE values of the AEKF-SLAM are within 8m while
the corresponding RMSEs of the CKF-SLAM are within
10m. The EKF-SLAM algorithm has the lowest estimation
precision and the RMSEs are within 17m. So the precision
of ACKF-SLAM is higher than the other three algorithms.
Comparing between these four algorithms, the estimation
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Figure 3: Comparisons of the simulation results with EKF-SLAM
and CKF-SLAM.
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Figure 4: Partial enlargement of Figure 3.
precisions of the standard CKF-SLAM and ACKF-SLAM are
higher than those of standard EKF-SLAM and AEKF-SLAM
because the cubature points are used in the CKF instead
of the nonlinear transformation in the EKF. As a result,
the errors can be reduced and the filtering precisions can
be enhanced availably. We also can see that the estimation
errors increase rapidly in the last part of the standard EKF-
SLAM and CKF-SLAM. However, the estimation results of
the ACKF-SLAM and AEKF-SLAM always keep stable. It is
because the system process noise and observation noise are
estimated and modified on real time to enhance the filter
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Figure 5: Comparisons of the simulation results with AEKF-SLAM
and ACKF-SLAM.
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Figure 6: Partial enlargement of Figure 5.
precision using the adaptive algorithm. These coincide with
the theoretical analysis totally.
Table 1 shows the run time of the four algorithms. The
calculated cost of the EKF-SLAM is the least one, the ones of
the AEKF-SLAM and the CKF-SLAM are almost equal, and
the one of the ACKF-SLAM is themost.That is because of the
fact that the EKF only uses the Taylor expansion to linearize
the nonlinear system which is extremely simple. But the CKF
algorithm approximates the mean and variance by a set of
2𝑁 cubature points, so it costs a longer time than the EKF.
As the adaptive algorithm is adopted in adaptive CKF-SLAM
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Figure 7: Comparisons of the RMSEs of the 𝑥-axis estimated
position errors.
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Figure 8: Comparisons of the RMSEs of the 𝑦-axis estimated
position errors.
algorithm, it costs much longer time than the CKF-SLAM
algorithm.
In order to verify the validity of the ACKF-SLAM suffi-
ciently, some different simulations were done with different
environment noise. Suppose that the observa-tion noise
obeys the mixture Gauss distribution as 𝑉
𝑘
∼ 0.5𝑁(0, 𝑅
1
) +
0.5𝑁(0, 𝑅
2
), wherein
𝑅
1
=
[
[
[
[
(0.1)
2 0.01𝜋
180
0.01𝜋
180
(
𝜋
180
)
2
]
]
]
]
, 𝑅
2
=
[
[
[
[
(0.01)
2 0.3𝜋
180
0.3𝜋
180
(
3𝜋
180
)
2
]
]
]
]
.
(29)
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Figure 9: Comparisons of simulation results about the AEKF-
SLAM and ACKF-SLAM.
Table 1: Comparisons of the run time.
SLAM algorithm Run time (seconds)
Standard EKF-SLAM 196.18
Standard CKF-SLAM 278.52
Adaptive EKF-SLAM 231.74
Adaptive CKF-SLAM 344.39
Figure 9 illustrates the estimated errors of the ACKF-
SLAM and the AEKF-SLAM algorithms and Figure 10 is the
partial enlargement of the rectangle region in Figure 9. As
can be seen from Figures 9 to 11, the mobile robot motion
trajectory still can be estimated with a high precision by
the ACKF-SLAM even though different environment noise
is added.
To verify the effectiveness and superiority of the new
adaptive SLAM algorithm, when the system noises are time-
varying, another simulation scenario was set in which the
process and the observation noises are time-varying. On the
basis of [2], the parameters are set as Table 2.
Figure 12 illustrates the estimation errors of the ACKF-
SLAM, AEKF-SLAM, and CKF-SLAM algorithms when the
system noises are time-varying and Figure 13 is the partial
enlargement of the rectangle region in Figure 12. Figure 14
is the RMSEs of the position errors correspondingly. As
can be seen from Figures 12 to 14, the estimated errors of
the CKF-SLAM are the biggest and the ones of the ACKF-
SLAM and the AEKF-SLAM are much smaller. That is
because of the fact that when the system noises are time-
varying, standard CKF-SLAM cannot accurately estimate
them. However, the adaptive CKF-SLAM and adaptive EKF-
SLAM can estimate and modify the parameters of the system
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Figure 10: Partial enlargement of Figure 9.
model and the statistic of the system noises online to decrease
the estimated errors and improve the accuracy effectively,
owing to the Sage-Husa adaptive estimator. Additionally,
comparing between the two adaptive methods, the estimated
results of the ACKF-SLAM are much better than that of the
AEKF-SLAM.
From the simulation results and the theoretical analysis
above,we can see that theACKF-SLAMhas higher estimation
accuracy with a better numerical performance in the entire
motion process than other algorithms. The effectiveness and
superiority of the ACKF-SLAM are verified.
5. Conclusions and Future Work
In this paper, a novel nonlinear SLAM algorithm based
on the CKF and the Sage-Husa adaptive estimator was
proposed in order to solve the problem that the noise statistic
of the system is unknown or time-varying in real world
and to increase the accuracy of the estimation. Firstly, the
Sage-Husa adaptive noise estimator was introduced and the
superiority of the CKF solution was analyzed theoretically.
Secondly, we focused on proposing a new adaptive SLAM
based on theCKFmethod through combining the advantages
of the Sage-Husa adaptive estimator and the CKF-SLAM
solution, and the novel ACKF-SLAM algorithm proposed
here can estimate and correct the statistical character of
the noises in real time and decrease the estimated errors.
To verify the new SLAM algorithm, numerical simulations
in different scenarios were carried out. The results showed
that the proposed adaptive SLAM algorithm based on CKF
can not only be applied to the systems in which the noise
distribution is unknown or time-varying, but also signif-
icantly improve the estimation accuracy of the nonlinear
Mathematical Problems in Engineering 9
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Figure 11: RMSEs of position errors with the AEKF-SLAM and ACKF-SLAM algorithms.
Table 2: Simulation parameters.
Calculation step 𝑄
𝑘
𝑅
𝑘
1 < 𝑡 < 3000 diag ([(0.1)2; (0.5𝜋/180)2]) diag ([(0.5)2; (0.2𝜋/180)2])
3000 ≤ 𝑡 < 6000 diag ([(0.5)2; (2𝜋/180)2]) diag ([(0.2)2; (𝜋/180)2])
6000 ≤ 𝑡 diag ([(2)2; (4𝜋/180)2]) diag ([12; (2𝜋/180)2])
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Figure 12: Comparisons of simulation results with time-varying
noises.
SLAM system than traditional SLAM algorithms.TheACKF-
SLAM algorithm provides a new method for simultaneous
localization and mapping in an unknown environment.
However, the calculation burden of the ACKF algorithm
is still huge. Reference [27] presented graph-based SLAM
algorithmswhich can reduce the calculation cost significantly
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Figure 13: Partial enlargement of Figure 12.
using a graph whose nodes correspond to the poses of the
robot at different points in time and whose edges represent
constraints between the poses. As a result, we plan to work
on the adaptive graph-based SLAM algorithm to reduce
the computation time at no sacrifice of the accuracy in the
future.
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Formation flight problem is the most important and interesting problem of multiple UAVs (unmanned aerial vehicles) cooperative
control. In this paper, a novel approach for UAV formation flight based on multimodel predictive control is designed. Firstly, the
state equation of relative motion is obtained and then discretized. By the geometrical method, the characteristic points of state are
determined. Afterwards, based on the linearization technique, the standard linear discrete model is obtained at each characteristic
state point. Then, weighted model set is proposed using the idea of T-S (Takagi-Sugeno) fuzzy control and the predictive control is
carried out based on the multimodel method. Finally, to verify the performance of the proposed method, two different simulation
scenarios are performed.
1. Introduction
In recent years, as an advanced system with high autonomy,
UAVs have been widely applied in the fields of both civilian
andmilitary.When a single UAV accomplishes tasks individ-
ually, it will be more likely to reduce mission success, due
to its limited information accessing ability. In comparison,
multiple UAVs collaborating with each other maintain a
certain formation during the flight, which provides themwith
full access to environmental information, increases resistance
to external attack capability, improves working efficiency and
robustness of the system, and so forth, so it has attracted
wide attention [1–3]. Formation flight is an important aspect
of multiple UAVs cooperative control. When the forma-
tion shape maintains or changes according to the mission
requirements, it is necessary to control the relative position,
attitude, and speed between UAVs, and so forth. However,
UAV’s control system is a nonlinear coupling system, coupled
with complex operational environment constraints, putting
forward higher design requirement for formation controller.
So it is essential to propose an effective control strategy to
solve those problems.
Model predictive control (MPC) method is put forward
by some scholars. Here, several typical researches are pre-
sented. A hierarchical approach and a set of MPC strategies
for the UAV formation are proposed in [4], where obstacle
and collision avoidance constraints are taken into account.
A distributed collision-free formation flight control law in
the framework of nonlinear model predictive control is
designed in [5]. In [6], a dual mode MPC method is used for
formation control. To guarantee the stability, the dual mode
controller must switch from an MPC control to a terminal
state controller. A simple nonlinear model predictive control
(NMPC) formulation is used to adequately address the
terrain avoidance problem, as presented in [7]. An online
nonlinear model predictive control framework is used for the
trajectory tracking of autonomous vehicles in [8], where a
bicycle model is used for the prediction of future states in
the NMPC framework. The validation of a formation flight
control techniquewith obstacle avoidance capability based on
nonlinear model predictive algorithms is proposed in [9].
The nonlinear model predictive control method provides
an effective means to solve the control problem of nonlinear
systems [10, 11]. Because the close relative distance between
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Figure 1: The position relationship between two vehicles.
the UAVs may lead to collision; thus, it requires higher
control accuracy. However, stair-like MPC uses the way of
constraining the variation of the future control quantity,
which restricts themaneuverability of the vehicle and is prone
to causing collision between the UAVs due to the overshoot
problem [12]. So it is necessary to adopt a new predictive
control method to achieve the formation flight control. For
somemore complex systems, themultimodel controlmethod
has stronger robustness and higher control accuracy under
certain conditions [13]. Besides, multimodel control method
can provide the nonlinear system with transparent model
and controller, facilitating the system analysis. Compared
with other nonlinear global strategies, themultimodel control
method cannot greatly reduce computational complexity, but
the model and structure of controller are more suitable for
online adjustments and learning algorithm [14], so multiple
model-based predictive control can be used to solve UAV
formation control problem.
This paper is organized as follows. In Section 2, the
discrete relative motion equations for UAV formation are
established. In Section 3, a multiple models-based predictive
control approach is used to design controller of the formation.
Simulation results are given in Section 4. Finally, Section 5
concludes the paper.
2. UAV Formation Flight Control Model
2.1. Kinematics Model of UAV Formation Flight Control.
Assume that during the formation flight, an UAV is flying
horizontally and has no sideslip. In the geographic coordinate
system, the relationship between the position vectors of
leader UAV (leader) and follower UAV (follower) is shown
in Figure 1.
From Figure 1, it is easy to obtain the following equation:
⃗𝐷
𝐿
= ⃗𝐷
𝑊
+ ⃗𝐷, (1)
where, ⃗𝐷
𝐿
, ⃗𝐷
𝑊
are displacement vectors of two vehicles and
⃗𝐷 is the relative displacement vectors between two vehicles.
Differentiating (1), one can obtain
𝑑 ⃗𝐷
𝐿
𝑑𝑡
=
𝑑 ⃗𝐷
𝑊
𝑑𝑡
+
𝑑 ⃗𝐷
𝑑𝑡
. (2)
According to the relationship between the moving coor-
dinate system, one can easily obtain
𝑑 ⃗𝐷
𝐿
𝑑𝑡
=
𝛿 ⃗𝐷
𝑊
𝛿𝑡
+ 𝜔
𝑤
× ⃗𝐷, (3)
where 𝜔
𝑤
is the yaw angular rate.
Since the vehicle is supposed to fly horizontally, the
equation of motion will be
̇𝑥
𝑖
= V
𝑖
cos (𝜑
𝑖
) ,
̇𝑦
𝑖
= V
𝑖
sin (𝜑
𝑖
) ,
̇𝜑
𝑖
= 𝜔
𝑖
, 𝑖 = 𝑙, 𝑤,
(4)
where the subscript 𝑙 and 𝑤 denote leader UAV and follower
UAV, respectively.
Combing (3) and (4), the relative motion equation of two
vehicles can be obtained as
V
𝑙
[
cos𝜑
𝑙
sin𝜑
𝑙
] = V
𝑤
[
cos𝜑
𝑤
sin𝜑
𝑤
] + 𝐶
𝐿
𝑤
([
̇𝑥
𝑑
̇𝑦
𝑑
] + [
−𝜔
𝑤
⋅ 𝑦
𝑑
𝜔
𝑤
⋅ 𝑥
𝑑
]) , (5)
where 𝑥
𝑑
and 𝑦
𝑑
are X-axis value and Y-axis value of the dis-
tance between two vehicles in the tack coordinates of leader
UAV, respectively, and 𝐶𝐿
𝑤
is the coordinate transformation
matrix.
Then, carry on the translational process, and one can
obtain
[
̇𝑥
𝑑
̇𝑦
𝑑
] = 𝐶
𝑊
𝐿
(V
𝑙
[
cos𝜑
𝑙
sin𝜑
𝑙
] − V
𝑤
[
cos𝜑
𝑤
sin𝜑
𝑤
]) − [
−𝜔
𝑤
⋅ 𝑦
𝑑
𝜔
𝑤
⋅ 𝑥
𝑑
] ,
(6)
where
𝐶
𝑊
𝐿
V
𝑙
[
cos𝜑
𝑙
sin𝜑
𝑙
] = V
𝑙
[
cos𝜑
𝑒
sin𝜑
𝑒
] ,
𝐶
𝑊
𝐿
V
𝑤
[
cos𝜑
𝑤
sin𝜑
𝑤
] = [
V
𝑤
0
] .
(7)
So (6) can be written as follows:
[
̇𝑥
𝑑
̇𝑦
𝑑
] = V
𝑙
[
cos (𝜑
𝑙
− 𝜑
𝑤
)
sin (𝜑
𝑙
− 𝜑
𝑤
)
] − [
V
𝑤
0
] − [
−𝜔
𝑤
⋅ 𝑦
𝑑
𝜔
𝑤
⋅ 𝑥
𝑑
] . (8)
Additionally, there is
̇𝜑
𝑤
= 𝜔
𝑤
. (9)
Combing (8) and (9), we can obtain
̇𝑥
𝑑
= V
𝑙
cos (𝜑
𝑙
− 𝜑
𝑤
) − V
𝑤
+ 𝜔
𝑤
⋅ 𝑦
𝑑
,
̇𝑦
𝑑
= V
𝑙
sin (𝜑
𝑙
− 𝜑
𝑤
) − 𝜔
𝑤
⋅ 𝑥
𝑑
,
̇𝜑
𝑤
= 𝜔
𝑤
.
(10)
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Then, (10) can also be written as the state equations which
is shown as follows
[
[
̇𝑥
𝑑
̇𝑦
𝑑
̇𝜑
𝑤
]
]
= [
[
−1 𝑦
𝑑
0 −𝑥
𝑑
0 1
]
]
[
V
𝑤
𝜔
𝑤
] + [
[
V
𝑙
cos (𝜑
𝑙
− 𝜑
𝑤
)
V
𝑙
sin (𝜑
𝑙
− 𝜑
𝑤
)
0
]
]
. (11)
The output equation is
𝑦
1
= 𝑥
𝑑
,
𝑦
2
= 𝑦
𝑑
.
(12)
2.2. Discrete Model of UAV Formation Movement and Its
Predictive Control Analysis. In the previous section, the state
equation of formation control is obtained. Here, discretize
this equation and the following equation can be obtained
[
[
𝑥
𝑑
(𝑘 + 1)
𝑦
𝑑
(𝑘 + 1)
𝜑
𝑤
(𝑘 + 1)
]
]
= [
[
𝑥
𝑑
(𝑘)
𝑦
𝑑
(𝑘)
𝜑
𝑤
(𝑘)
]
]
+ [
[
−1 𝑦
𝑑
(𝑘)
0 −𝑥
𝑑
(𝑘)
0 1
]
]
[
V
𝑤
(𝑘)
𝜔
𝑤
(𝑘)
] Δ𝑇
+ [
[
V
𝑙
(𝑘) cos (𝜑
𝑙
(𝑘) − 𝜑
𝑤
(𝑘))
V
𝑙
(𝑘) sin (𝜑
𝑙
(𝑘) − 𝜑
𝑤
(𝑘))
0
]
]
Δ𝑇.
(13)
Generally, the sampling periodic time is short during
receding optimization process, so the velocity and yaw angle
of leader UAV can be considered constant in sampling period
[15], which means in a short sampling period, there is
V
𝑙
(𝑘 + 𝑖) = V
𝑙
(𝑘 + 𝑖 − 1) = V
𝑙
(𝑘) ,
𝜑
𝑙
(𝑘 + 𝑖) = 𝜑
𝑙
(𝑘 + 𝑖 − 1) = 𝜑
𝑙
(𝑘) .
(14)
According to these two equations, the predicted value of
outputs will be obtained as follows:
𝑥
𝑑𝑝
(𝑘 + 1) , 𝑥
𝑑𝑝
(𝑘 + 2) , . . . , 𝑥
𝑑𝑝
(𝑘 + 𝑁) ,
𝑦
𝑑𝑝
(𝑘 + 1) , 𝑦
𝑑𝑝
(𝑘 + 2) , . . . , 𝑦
𝑑𝑝
(𝑘 + 𝑁) .
(15)
Since at time 𝑘, 𝑦
𝑑
(𝑘), V
𝑙
(𝑘), 𝜑
𝑤
(𝑘), 𝜑
𝑙
(𝑘) are known, the
future output values of formation flight control are 𝑥
𝑑𝑝
(𝑘 +
1), 𝑥
𝑑𝑝
(𝑘 + 2), . . . , 𝑥
𝑑𝑝
(𝑘 + 𝑁 − 1), 𝑥
𝑑𝑝
(𝑘 + 𝑁), and 𝑦
𝑑𝑝
(𝑘 +
1), 𝑦
𝑑𝑝
(𝑘 + 2), . . . , 𝑦
𝑑𝑝
(𝑘 + 𝑁 − 1), 𝑦
𝑑𝑝
(𝑘 + 𝑁), and these
outputs are only the function of the future control quantities
V
𝑤
(𝑘), V
𝑤
(𝑘 + 1), . . . , V
𝑤
(𝑘 + 𝑁 − 1) and 𝜔
𝑤
(𝑘), 𝜔
𝑤
(𝑘 +
1), . . . , 𝜔
𝑤
(𝑘+𝑁−1). Obviously, this function is amulti-input-
multioutput nonlinear control problem. So, these values can
be obtained using the receding optimization algorithm.Then,
using V
𝑤
(𝑘) and 𝜔
𝑤
(𝑘) as outputs of control quantity, and
carry out the receding optimization algorithm in sequence,
the input of control quantity in the next time can be obtained.
According to Section 1, it can be known that for the
problem of UAV formation flight, nonlinearmodel predictive
control and fuzzy stair-like predictive control have some
limitations, but the multimodel control method has stronger
robustness and higher control accuracy, the final predictive
model of which is linear, so the receding optimization
problem can be changed fromgeneral nonlinear optimization
problem to a linear quadratic optimization problem. Since
the linear quadratic optimization has faster computation than
the ordinary nonlinear optimization, the multiple models
can greatly improve real-time of receding optimization [16].
Therefore, multiple model-based predictive control approach
is used to design the controller of UAV formation flight.
3. Predictive Control for UAV Formation
Based on Multimodel Approach
The basic principle of the multimodel control method is
that nearby the different characteristics of nonlinear systems,
different linear model is used to describe this nonlinear
system, and each linear model only describes a part of non-
linear system dynamics. The multiple linearization models
are used to approximate the nonlinear system in its entire
operating range, and the controller is designed based on each
linearizationmodel.These controllers are combined together
to constitute amultimodel controller in someway. Finally, the
control of entire nonlinear system can be achieved through
coordinated control between multiple linearization models.
The basic steps of this method can be summarized in four
steps: (1) acquisition of the model set; (2) local linearization
of the model set; (3) establishment of the controller set; (4)
combination of the model set.
Similarly, the controller design of UAV formation flight
can also include these steps, the flow chart of which is
shown in Figure 2. The details of controller design will
be presented in the following parts using the multimodel
prediction method.
3.1. Determination of the State Characteristic Points of Forma-
tion Control Model. According to the basic principles of mul-
timodel predictive control, the characteristic state points of
the nonlinear model must be obtained first before obtaining
multiple models. Characteristic state points and their region
are determined using methods in [15, 17]. As is shown in
Figure 3, the horizontal axis and vertical axis denote time and
trajectory, respectively.
The basic idea is as follows.
Determine the first characteristic state points, then com-
pute the error between reference trajectory tangent through
the characteristic point and reference trajectory and compare
the error with the maximum permissible error. If it is greater
than the maximum permissible error, redetermine the char-
acteristic point to get the next characteristic state point, and
calculate repeatedly until the last characteristic state point
is obtained; thus, the characteristic state points of nonlinear
system and their applicable region can be determined. So
the linearization model set can be obtained through the
linearization process at the characteristic state point for each
region.
ForUAV formation control, the characteristic state points
are determined as follows.
Assuming that the initial distance between two vehicles
are 𝑥
𝑑
(0) and 𝑦
𝑑
(0), respectively, when UAV formation con-
trol is carried out, so the desired distances of UAV formation
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Figure 2: The flow chart of UAV formation flight controller design.
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Figure 3: Description of tangent error.
are 𝑥
𝑐
and 𝑦
𝑐
. Assuming that the expected time arrival at the
desired value of X-axis and Y-axis is the same, the reference
trajectory of UAV formation can be obtained as follows:
𝑦
1𝑟
(𝑡) = 𝜉
𝑡
𝑥
𝑑
(0) + (1 − 𝜉
𝑡
) ⋅ 𝑥
𝑐
,
𝑦
2𝑟
(𝑡) = 𝜉
𝑡
𝑦
𝑑
(0) + (1 − 𝜉
𝑡
) ⋅ 𝑦
𝑐
.
(16)
Since there are two outputs, generating two reference
trajectories, the algorithm above cannot be applied directly.
But, because the expected arrival time to the desired value is
the same, the reference trajectory of an output can be used to
determine the characteristic point of state. Assume that the
reference trajectory of relative position on the X-axis in the
track coordinate system is used to determine characteristic
point of the state.
At the characteristic state points, there is
̇𝑥
𝑑
= 0, ̇𝑦
𝑑
= 0, ̇𝜑
𝑤
= 0. (17)
Assume that ith characteristic state point is (𝑉𝑖
𝑤
, 𝜔
𝑖
𝑤
, 𝑥
𝑖
𝑑
,
𝑦
𝑖
𝑑
, 𝜑
𝑖
𝑑
), then there will be the following equation:
[
[
[
[
−1 𝑦
𝑖
𝑑
0 −𝑥
𝑖
𝑑
0 1
]
]
]
]
[
[
𝑉
𝑖
𝑤
𝜔
𝑖
𝑤
]
]
+
[
[
[
[
𝑉
𝑙
cos (𝜑
𝑙
− 𝜑
𝑖
𝑤
)
𝑉
𝑙
sin (𝜑
𝑙
− 𝜑
𝑖
𝑤
)
0
]
]
]
]
= [
[
0
0
0
]
]
. (18)
Meanwhile, there is
𝑥
𝑖
𝑑
= 𝑦
1𝑟
(𝑖) , 𝑦
𝑖
𝑑
= 𝑦
2𝑟
(𝑖) . (19)
Solve (18) and (19), then we can obtain
𝜔
𝑖
𝑤
= 0, 𝜑
𝑖
𝑤
= 𝜑
𝑙
, V𝑖
𝑤
= V
𝑙
,
𝑥
𝑖
𝑑
= 𝑦
1𝑟
(𝑖) , 𝑦
𝑖
𝑑
= 𝑦
2𝑟
(𝑖) .
(20)
Assuming the initial point is as the first characteristic state
point, then the state point value will be
𝜔
1
𝑤
= 0, 𝜑
1
𝑤
= 𝜑
𝑙
, V1
𝑤
= V
𝑙
,
𝑥
1
𝑑
= 𝑦
1𝑟
(0) , 𝑦
1
𝑑
= 𝑦
2𝑟
(0) .
(21)
Then, the equation of the tangent is
𝑦
1𝑘
(𝑡) = ̇𝑦
1𝑟
(𝑡) 𝑡 + 𝑥
𝑑
(0) . (22)
Afterward, determine the maximum permissible error
𝐸max, and the time 𝑡2 corresponding to the second charac-
teristic point can be obtained using the method above. Then,
the state point can be obtained as follows
𝜔
2
𝑤
= 0, 𝜑
2
𝑤
= 𝜑
𝑙
, V2
𝑤
= V
𝑙
,
𝑥
2
𝑑
= 𝑥
𝑑
(𝑡
2
) , 𝑦
2
𝑑
= 𝑦
𝑑
(𝑡
2
) .
(23)
So the tangent equation is
𝑦
1𝑘
(𝑡) = ̇𝑦
1𝑟
(𝑡) (𝑡 − 𝑡
2
) + 𝑥
𝑑
(𝑡
2
) . (24)
By repeating these procedures above, time 𝑡
𝑖
correspond-
ing to the characteristic point in the region of multimodel
for formation can be obtained, and at the same time the
characteristic state point corresponding to the time 𝑡
𝑖
can be
also obtained:
𝜔
𝑖
𝑤
= 0, 𝜑
𝑖
𝑤
= 𝜑
𝑙
, V𝑖
𝑤
= V
𝑙
,
𝑥
𝑖
𝑑
= 𝑥
𝑑
(𝑡
𝑖
) , 𝑦
𝑖
𝑑
= 𝑦
𝑑
(𝑡
𝑖
) .
(25)
Calculate until the last characteristic state point is
obtained, and then the computation will be terminated.
3.2. Generation of Discrete Model Sets for Formation Control.
After obtaining the characteristic state points, carry on
linearization at different discrete model sets of formation.
Here, linearization can be realized through the following
methods.
Consider nonlinear systems as described in the form of
discrete-time dynamic equations:
𝑥 (𝑘 + 1) = 𝑓 (𝑥 (𝑘) , 𝑢 (𝑘)) ,
𝑦 (𝑘) = 𝑔 (𝑥 (𝑘) , 𝑢 (𝑘)) .
(26)
Mathematical Problems in Engineering 5
The system has m different characteristic state points.
𝑓(𝑥(𝑘), 𝑢(𝑘)) and 𝑔(𝑥(𝑘), 𝑢(𝑘)) have the first continuous
partial derivative. If system is linearized at each characteristic
state point, the standard discrete state-space model of m
linear models of the original system is obtained as follows:
𝑥 (𝑘 + 1) = 𝐴
𝑖
𝑥 (𝑘) + 𝐵
𝑖
𝑢 (𝑘) − 𝛼
𝑖
.
𝑦 (𝑘) = 𝐶
𝑖
𝑥 (𝑘) + 𝐷
𝑖
𝑢 (𝑘) − 𝛽
𝑖
,
(27)
where
𝐴
𝑖
=
𝜕𝑓
𝜕𝑥
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨(𝑥𝑖 ,𝑢𝑖)
, 𝐵
𝑖
=
𝜕𝑓
𝜕𝑢
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨(𝑥𝑖 ,𝑢𝑖)
, 𝐶
𝑖
=
𝜕𝑔
𝜕𝑥
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨(𝑥𝑖 ,𝑢𝑖)
,
𝐷
𝑖
=
𝜕𝑔
𝜕𝑢
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨(𝑥𝑖 ,𝑢𝑖)
, 𝛼
𝑖
=
𝜕𝑓
𝜕𝑥
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨(𝑥𝑖 ,𝑢𝑖)
𝑥
𝑖
+
𝜕𝑓
𝜕𝑢
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨(𝑥𝑖 ,𝑢𝑖)
𝑢
𝑖
− 𝑥
𝑖
,
𝛼
𝑖
=
𝜕𝑔
𝜕𝑥
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨(𝑥𝑖 ,𝑢𝑖)
𝑥
𝑖
+
𝜕𝑔
𝜕𝑢
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨(𝑥𝑖 ,𝑢𝑖)
𝑢
𝑖
− 𝑦
𝑖
.
(28)
Here, m linearized models constitute the linearized multi-
model presentation of the original system.
For the UAV formation flying control, the characteristic
state points are shown as
𝜔
𝑖
𝑤
= 0, 𝜑
𝑖
𝑤
= 𝜑
𝑙
, V𝑖
𝑤
= V
𝑙
,
𝑥
𝑖
𝑑
= 𝑥
𝑑
(𝑡
𝑖
) , 𝑦
𝑖
𝑑
= 𝑦
𝑑
(𝑡
𝑖
) .
(29)
And it has the following expression:
𝐴
𝑖
=
𝜕𝑓
𝜕𝑥
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨(𝑥𝑖 ,𝑢𝑖)
= [
[
1 0 0
0 1 −V
𝑙
(𝑘) Δ𝑇
0 0 1
]
]
,
𝐵
𝑖
=
𝜕𝑓
𝜕𝑢
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨(𝑥𝑖 ,𝑢𝑖)
= [
[
−1 𝑦
𝑑
(𝑡
𝑖
)
0 −𝑥
𝑑
(𝑡
𝑖
)
0 1
]
]
Δ𝑇,
𝛼
𝑖
=
𝜕𝑓
𝜕𝑥
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨(𝑥𝑖 ,𝑢𝑖)
𝑥
𝑖
+
𝜕𝑓
𝜕𝑢
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨(𝑥𝑖 ,𝑢𝑖)
𝑢
𝑖
− 𝑥
𝑖
= [
[
−V
𝑙
(𝑘) Δ𝑇
−V
𝑙
(𝑘) 𝜑
𝑙
(𝑘) Δ𝑇
0
]
]
.
(30)
Since outputs are linear, 𝐶
𝑖
, 𝐷
𝑖
and 𝛽
𝑖
will not be solved.
Thus, the linearization equation at characteristic state point
will be
[
[
𝑥
𝑑
(𝑘 + 1)
𝑦
𝑑
(𝑘 + 1)
𝜑
𝑑
(𝑘 + 1)
]
]
= [
[
1 0 0
0 1 −V
𝑙
(𝑘) Δ𝑇
0 0 1
]
]
[
[
𝑥
𝑑
(𝑘)
𝑦
𝑑
(𝑘)
𝜑
𝑑
(𝑘)
]
]
+ [
[
−1 𝑦
𝑑
(𝑡
𝑖
)
0 𝑥
𝑑
(𝑡
𝑖
)
0 1
]
]
Δ𝑇[
V
𝑤
(𝑘)
𝜔
𝑤
(𝑘)
] − [
[
−V
𝑙
(𝑘) Δ𝑇
−V
𝑙
(𝑘) 𝜑
𝑙
(𝑘) Δ𝑇
0
]
]
.
(31)
So for different characteristic state points, the linear
model for UAV formation control at different horizons
can be obtained, realizing the acquisition of model sets
for UAV formation. And these models are denoted as
𝑀(1),𝑀(2), . . . ,𝑀(𝑆).
3.3. Combined Method of Model Sets for Formation Flight
Control. Thecharacteristic state points are obtained using the
method above. When the error reaches the maximum value,
switch to the new model, which ensures the maximum error
value between the predictive trajectory and the reference
trajectory. Thus, the determination of model region can be
realized. It can be seen that the applicable range of desired
model is divided based on the time region, so different
sampling points have different models. But the predictive
control is based on the future time region. So in this paper,
the applicable model of predictive point is judged by the time
region, and then this model is used to calculate the predictive
value. The judgment rules of predictive model are described
as follows.
Assuming that the time corresponding to the state char-
acteristic points is 𝑡
1
< 𝑡
2
< ⋅ ⋅ ⋅ < 𝑡
𝑠−1
< 𝑡
𝑠
and the predictive
horizon is [𝑡, 𝑡 + 𝑁], then there will be the following.
If [𝑡, 𝑡 + 𝑁] ∈ [𝑡
𝑖
, 𝑡
𝑖+1
], then the final predictive model of
all points is𝑀
𝑇
= 𝑀
𝑖
; if [𝑡, 𝑡 + 𝑁] ∈ [𝑡
𝑖
, 𝑡
𝑖+𝑁
], one can judge
the interval [𝑡
ℎ
, 𝑡
ℎ+1
] of all points between prediction point
𝑡 + 1 to 𝑡 + 𝑁 in sequence and denote the model of this point
as𝑀
𝑇
= 𝑀
ℎ
; if [𝑡, 𝑡 +𝑁] ∈ [𝑡
𝑠
,∞), the final predictive model
of all the points will be𝑀
𝑇
= 𝑀
𝑠
.
Based on this method, we can obtain the predictive func-
tion during the future horizon to determine the optimization
index. However, the boundary point of the predictive range
may be closer to the next linear model, as shown in Figure 4.
Sampling point 𝑝
1
may be closer to the linear model at
sampling point 𝑡
4
. But according to the method above, the
calculation model used at the sampling point 𝑝
1
is the linear
model of the state characteristic point at sampling point
𝑡
3
. Sampling point 𝑝
2
may be closer to the linear model
of the state characteristic point at sampling point 𝑡
5
. But
according to the method above, the calculation model used
by the sampling point 𝑝
2
is the linear model of the state
characteristic point at sampling point 𝑡
4
.
So the method above may decrease the performance
of the approximation capability on the boundary, and each
model belonging to the model set cannot switch smoothly
[18]. However, T-S fuzzy model as an intelligent control
method, mainly uses fuzzy reasoning to approximate the
nonlinear system. Using this method, the input space can
be divided into several fuzzy subspaces, where a local linear
model is established, and then the local models are combined
smoothly using the membership function, forming a global
fuzzy model of nonlinear function, which is ultimately
identified as a linear model [19]. The predictive control
method based on the T-S fuzzy model belongs to multimodel
predictive control with the weighted models. Compared
with the common multimodel predictive controllers with
weighted models, the fuzzy weighted models have more
accurate nonlinear approximation performance; switch of
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Figure 4: The schematic for determining model of frontier points
during the predictive intervals.
the model is more smooth, and it is easier to understand
[20, 21]. So in this section, T-S fuzzy idea is adopted for the
multimodel control of UAV formation flight, as is shown in
Figure 5.
For each sampling point, use the error between the
tangent of state characteristic point and the reference tra-
jectory of this sampling point to calculate the membership
degree. Assuming that the error between tangent of jth
state characteristic point and the reference trajectory at the
sampling point t is 𝐸
𝑖
(𝑡), so for the point 𝑡+ 𝑖 in the predictive
range, weighted function is as follows:
𝑤
𝑗
(𝑡 + 𝑖) = 𝑒
−(𝐸𝑖(𝑡+𝑖)/𝐸max)
2
, −𝐸max ≤ 𝐸𝑗 (𝑡 + 𝑖) ≤ 𝐸max,
𝑤 (𝑡 + 𝑖) = 0, 𝐸
𝑗
(𝑡 + 𝑖) ≤ −𝐸max
or 𝐸
𝑗
(𝑡 + 𝑖) ≥ 𝐸max.
(32)
This equation can ensure that the farther away from the
state characteristic point the sampling point is, the lower its
weighted value is. Using the weighted values, the prediction
model at the sampling point t is
𝑀
𝑡
=
∑
𝑚
𝑖=1
(𝑤
𝑖
𝑀
𝑖
)
∑
𝑚
𝑖=1
(𝑤
𝑖
)
. (33)
For the sampling points during the predictive horizon,
there is
𝑦
𝑝
(𝑡 + 𝑖) =
∑
𝑚
𝑗=1
(𝑤
𝑗
(𝑡 + 𝑖)𝑀
𝑗
)
∑
𝑚
𝑗=1
(𝑤
𝑗
(𝑡 + 𝑖))
, (34)
where
𝑤
𝑗
(𝑡 + 𝑖) = 𝑒
−(𝐸𝑖(𝑡+𝑖)/𝐸max)
2
,
−𝐸max ≤ 𝐸𝑗 (𝑡 + 𝑖) ≤ 𝐸max,
𝑤 (𝑡 + 𝑖) = 0, 𝐸
𝑗
(𝑡 + 𝑖) ≤ −𝐸max
or 𝐸
𝑗
(𝑡 + 𝑖) ≥ 𝐸max.
(35)
Through this approach, the linear prediction function for
UAV formation can be obtained as follows:
𝑥
𝑑𝑝
(𝑘 + 1) , 𝑥
𝑑𝑝
(𝑘 + 2) , . . . , 𝑥
𝑑𝑝
(𝑘 + 𝑁) ,
𝑦
𝑑𝑝
(𝑘 + 1) , 𝑦
𝑑𝑝
(𝑘 + 2) , . . . , 𝑦
𝑑𝑝
(𝑘 + 𝑁) .
(36)
In this way, predictive outputs can change from a non-
linear function to a linear function. This nonlinear function
includes V
𝑤
(𝑘), V
𝑤
(𝑘+1), . . . , V
𝑤
(𝑘+𝑁−1), and𝜔
𝑤
(𝑘), 𝜔
𝑤
(𝑘+
1), . . . , 𝜔
𝑤
(𝑘 + 𝑁 − 1), while this linear function includes the
control quantities mentioned above. Thus, the control prob-
lem will become a multi-input-multioutput linear predictive
control problem.
3.4. Optimization Index for Formation and Receding Opti-
mization Solution. During the predictive control process, the
goal of receding optimization is to find a set of V
𝑤
(𝑘), V
𝑤
(𝑘 +
1), . . . , V
𝑤
(𝑘+𝑁−1) and 𝜔
𝑤
(𝑘), 𝜔
𝑤
(𝑘+1), . . . , 𝜔
𝑤
(𝑘+𝑁−1),
making prediction outputs at entire optimization horizon as
close to the reference trajectory as possible.
Here, introduce the closed-loop
𝑒
1
(𝑡) = 𝑥
𝑑
(𝑡) − 𝑥
𝑑𝑝
(𝑡) ,
𝑒
2
(𝑡) = 𝑦
𝑑
(𝑡) − 𝑦
𝑑𝑝
(𝑡) .
(37)
The open-loop predictive output can be directly compen-
sated by the output feedback, and then the predictive value of
the closed-loop model will be
𝑥
𝑑
(𝑡 + 𝑖) = 𝑥
𝑑𝑝
(𝑡 + 𝑖) + 𝑒
1
(𝑡) ,
𝑦
𝑑
(𝑡 + 𝑖) = 𝑦
𝑑𝑝
(𝑡 + 𝑖) + 𝑒
2
(𝑡) .
(38)
In this section, there are two control objectives: the
relative distances to X-axis and Y-axis. Since they have equal
importance and the same unit of quantity, they are set with
the same weight when designing the performance index.
Thus, the performance index is defined as follows:
𝐽 =
𝑁
∑
𝑖=1
[(𝑦
1𝑟
(𝑡 + 𝑖) − 𝑥
𝑑
(𝑡 + 𝑖))
2
+(𝑦
2𝑟
(𝑡 + 𝑖) − 𝑦
𝑑
(𝑡 + 𝑖))
2
]
+ 𝜆
1
𝑁−1
∑
𝑖=0
(V
𝑤
(𝑡 + 𝑖) − V
𝑤
(𝑡))
2
+ 𝜆
2
𝑁−1
∑
𝑖=0
𝜔
2
𝑤
(𝑡 + 𝑖) .
(39)
Similarly, the optimization constraints of control quantity
are introduced as follows:
V
𝑤
(𝑘 + 𝑖 − 1) − ΔV < V
𝑤
(𝑘 + 𝑖) < V
𝑤
(𝑘 + 𝑖 − 1) + ΔV,
𝜔min < 𝜔𝑤 (𝑘 + 𝑖) < 𝜔max,
Vmin < V𝑤 (𝑘 + 𝑖) < Vmax,
where 𝑖 ∈ 0, 1, 2, . . . , 𝑁 − 1.
(40)
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Figure 5: The schematic of multimodel control method for UAV formation flight.
After using multiple models, the performance index
is linear quadratic, whose constraints are linear equality
and inequality, so the optimization problem is a linear
quadratic programming problem. The solution methods of
linear quadratic programming problem can be used to solve
the receding optimization problem. The linear quadratic
programming problem is a common programming problem
and has a lot of solution methods and higher speed than the
ordinary nonlinear programming, which increases the speed
of receding optimization solution [22].
4. Simulation
In this section, numerical simulations are performed to
demonstrate the performance of the proposed approach.
Here, the formation control ability can be tested in two
important scenarios. Simulation scenarios are set as follows.
One scenario is the leader UAV flying straight, and the other
is the leader UAV flying with turning course. Additionally,
the comparison simulation between single MPC (SMPC)
method and multiple MPC (MMPC) method is carried on to
verify effectiveness of the method in this paper. Meanwhile,
the parameters used in the simulations are set as follows.
The prediction horizon N is 5 and the sampling interval
is 0.2 s. The angular velocity and velocity of two vehicles
are confined during the interval (−0.1, 0.1) and the interval
(35, 45), respectively. All the computations and experiments
have been on a computer with Inter Core i3 CPU, 3.30GHz,
and Windows XP operating systems. Table 1 summarizes the
initial conditions of the formation.
4.1. Formation Simulation of Leader UAV Flying Straight. The
simulation experiment is mainly used to verify the UAV
formation control capability when the leader UAV is flying
straight. Here, error exists in the position measurement of
Table 1: Initial conditions of UAV formation.
Initial conditions The role of UAV
Leader Follower
Initial position (0, 0) (−100, −100)
Initial angle 0 𝜋/2
Initial velocity 40 40
Initial angular velocity 0 0
leader UAV, which is ±0.5m. There are two different control
goals. One is that the relative position between follower and
leader ofUAV formation in the track coordinates is as follows:
𝑋 = −60,
𝑌 = 30.
(41)
The other is that the formation should be formed within 40 s.
Because the leader UAV has its initial angle of 𝜋/4 and
it flies straight, the initial relative position in the track
coordinates will be obtained as follows:
[
𝑥
𝑑
𝑦
𝑑
] =
[
[
[
cos 𝜋
4
sin 𝜋
4
− sin 𝜋
4
cos 𝜋
4
]
]
]
[
−100
−100
] = [
−100√2
0
] . (42)
Simulation is carried out by using Matlab Simulink toolbox,
and the simulation results are shown from Figures 6, 7, 8, 9,
and 10.
According to Figures 6–10, it can be seen that when
leader UAV is navigating in a straight line, formation control
can be achieved through both SMPC and MMPC method.
However, the SMPC method has a larger tracking error than
the MMPC method. Meanwhile, it can also be seen that it
takes a longer time for SMPCmethod thanMMPCmethod to
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form a steady formation. The UAV formation can be realized
in 40 seconds by the MMPCmethod, which meets the actual
design demand.
4.2. Formation Simulation for LeaderUAVwith Turning Flight.
The UAV formation control capability is proved in this
section when the leader UAV flies with a turning flight path.
The UAV flies 20 s with an initial angle of 0∘ between the
leader UAV and X-axis, and then the UAV flies with angular
velocity of 𝜋/200 for 100 seconds, and then it moves straight
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Figure 8: Relative position of Y-axis.
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in Y-axis direction.There are also two different control goals.
One is that the relative position between follower and leader
of UAV formation in the track coordinates is as follows:
[
𝑥dref
𝑦dref
] = [
−50
−50
] . (43)
The other is the formation should form within 40 s.
From Table 1, the relative position in the track coordinate
system between two vehicles is obtained as follows:
[
𝑥
𝑑
𝑦
𝑑
] = [
cos 0 sin 0
− sin 0 cos 0] [
−100
−100
] = [
−100
−100
] . (44)
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Simulation is carried out by using Matlab Simulink toolbox,
and the results are shown in Figures 11, 12, 13, 14, and 15.
According to Figures 10–14, when leader UAV flies with
a turning flight path, using method proposed in the paper,
formation control can be achieved better than the SMPC
method, whenever the UAV flies straight or flies with a
turning path. The SMPC method has a larger tracking error
than the MMPC method. Meanwhile, it can also be seen
that it takes a longer time for SMPC method than MMPC
method to form a steady formation. The UAV formation can
be realized in 40 seconds by theMMPCmethod, whichmeets
the actual design demand.
According to the Matlab simulation process of UAV
formation in those two scenarios above, when the sampling
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Figure 13: Relative position of Y-axis.
interval is 0.2 s, the simulation time of the receding optimiza-
tion program on the PC is less than 0.2 s each time and the
time will be shorter if the simulation is done on a dedicated
chip. So it meets the real-time needs. It can be seen from
the relative position on the X-axis and Y-axis of two vehicles
in the track coordinate system that the UAV formation is
realized within 40 s. All in all, the simulation shows that
the control requirements and real-time requirements can be
satisfied by using multimodel predictive control method for
UAV formation control.
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5. Conclusion
In this paper, the main work can be concluded as follows to
solve the problem of UAV formation control.
(1) Discrete relative motion equations are established for
UAV formation by using the leader-follower method.
(2) Multimodel sets for UAV formation are established,
and the weighted model sets method is proposed.
(3) The formation controller based on multimodel pre-
dictive control is designed.
(4) Simulation in two scenarios is carried out and the
effectiveness of controller designed and control strat-
egy is verified.
The multimodel predictive control method can be used
for UAV formation control. This method can meet control
requirements and real-time requirements well. The result of
this paper is the basis of further research on formation recon-
figuration control problem. In the future, we will introduce
the approach proposed in this paper to the controller design
of actual UAV formation flight.
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Urban road environments that have pavement and curb are characterized as semistructured road environments. In semistructured
road environments, the curb provides useful information for robot navigation. In this paper, we present a practical localization
method for outdoor mobile robots using the curb features in semistructured road environments. The curb features are especially
useful in urban environment, where the GPS failures take place frequently. A curb extraction is conducted on the basis of the Kernel
Fisher Discriminant Analysis (KFDA) to minimize false detection. We adopt the Extended Kalman Filter (EKF) to combine the
curb information with odometry and Differential Global Positioning System (DGPS). The uncertainty models for the sensors are
quantitatively analyzed to provide a practical solution.
1. Introduction
Outdoor environments have irregular shapes and changes
in geometry and illumination due to the weather condition.
Therefore, environmental uncertainty is relatively high.There
are numerous studies for autonomous navigation of mobile
robot in outdoor environments. Typical examples are the
autonomous vehicles that were developed through DARPA
Grand/Urban Challenges [1, 2]. Most of the vehicles were
equipped with a variety of high cost sensors in order to
overcome various uncertainties.
The aim of this work is to develop a practical localization
method for outdoor mobile robots. In particular, this study
focuses on surveillance robots in urban road environments.
A localization method using a small number of sensors is
proposed instead of using multiple high cost sensors.
The fusion of a global positioning system (GPS) and
inertial measurement unit (IMU) has been widely used for
the outdoor localization of mobile robots [3, 4]. However,
it is difficult to ensure the accurate pose estimation in
dense urban environment, where GPS signal is degraded by
the multipath errors and satellite blockage. Therefore, the
use of environmental features has been studied to enhance
the precision of the estimated robot pose in dense urban
environment [5, 6]. In [7], a 3D representation of the local
environment is used to detect obstruction of the GPS signals,
which is blocked by buildings. In [8, 9], the extracted line
features of buildings are used to estimate the robot position.
However, the available information regarding buildings is
sparse in many places, and the slow update rate limits the
performance of localization. In [10], the road centerline
is extracted to correct the lateral position of the vehicle
in mountainous forested paths. However, the correction of
the heading error is not considered by the extracted road
centerline.
Generally, urban road environments are paved, and the
curbs act as the boundaries of the roads. Therefore, urban
road environments are characterized as semistructured road
environments. In semistructured road environments, the
curb provides useful information for robot navigation.There-
fore, the curb features have been widely used for navigation
strategies and localization methods. In [11], Wijesoma et al.
propose amethod based on EKF for detection and tracking of
the curbs.The range and angle of the curbs are obtained from
an LRF measurement. However, quantitative performance
analysis of the curb detection was not clearly shown. In
[12, 13], the curb on one side of the road is extracted using
a vertical LRF for vehicle localization. The lateral error of
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a vehicle is reduced by map matching approach using the
extracted curb point. However, the correction of the heading
angle is not considered, because there is no angle information
of the curb.
A method for traversable region detection using road
features such as road surface, curbs, and obstacles is pro-
posed in our previous works [14–16]. The curb features are
derived by the geometric features of the road to obtain curb
candidates. In order to extract the correct curb among the
curb candidates, a validation gate is derived from principal
component analysis (PCA).The curb extraction is performed
successfully in a road environment. However, there was a
fundamental limitation on PCA. The validation gate does
not consider the classification of the curb and noncurb
data. Consequently, false detection where noncurb data are
extracted as curbs may occur. The precision of estimated
pose is decreased, when the false detection data are used
for localization. Therefore, it is important to reduce the false
detection rate.
The contribution of this paper can be summarized by two
schemes. The first contribution is the robust curb extraction
scheme by using a single Laser Range Finder (LRF). In
order to reduce the number of false detection of the curbs,
the classification of the curb data and the noncurb data
is conducted by using Kernel Fisher Discriminant Analysis
(KFDA) in [17–19]. On the basis of our previous works,
geometrical features of the curb are defined. The second
contribution is the integrated localization scheme using curb
features on the basis of quantitative sensor uncertainty mod-
els. In particular, the uncertaintymodel for the extracted curb
is quantitatively determined from experiments. Extended
Kalman Filter (EKF) is exploited to combine the curb features
with odometry and Differential Global Positioning System
(DGPS) information. The extracted curbs enable accurate
estimation of the pose of the robot even when the temporal
GPS blackout takes place.
The remainder of this paper is organized as follows.
A method for curb extraction is presented in Section 2.
Section 3 describes the localization method for an outdoor
mobile robot using the extracted curb. It also introduces
the uncertainty models for the sensor measurements. The
experimental results of the proposedmethod are presented in
Section 4. Finally, the conclusion of this research is presented
in Section 5.
2. Road Feature Extraction
2.1. System Configuration. Figure 1 shows the configuration
of the mobile robot and the LRF coordinate configuration.
A single onboard LRF with a tilting angle of 𝛼
𝑡
is used to
extract road features such as the road surface and curbs.
The following list shows the nomenclature for road feature
extraction. The variables are described with respect to the
robot coordinate frame:
𝑤
𝑟
: road width;
𝛼
𝑡
: nominal tilt angle of LRF;
𝜃
𝑓
: angle between the detected road surface points
and 𝑌
𝑅
-axis;
𝑑
𝑓
: horizontal look-ahead distance from the robot to
the road surface points;
(𝑥C,𝑅, 𝑦C,𝑅): coordinates of the right curb edge (point
C);
𝜃C,𝑅: angle between the right curb and 𝑌𝑅-axis;
(𝑥C,𝐿, 𝑦C,𝐿): coordinates of the left curb edge (point B);
𝜃C,𝐿: angle between the left curb and 𝑌𝑅-axis.
2.2. Road Feature Detection. A road feature detection scheme
was proposed in our previous works [14, 15]. The previous
works on road feature detection are briefly reviewed. The
first step for the road feature detection is the road surface
extraction. In order to identify the road surface, the LRF
measurements in expected road region 𝑅
𝑦
are selected as
candidates for the road surface 𝐿
𝑟
. Multiple line segments
are constructed by combining consecutive data points of 𝐿
𝑟
.
The angle of the road surface is parallel with the 𝑋
𝑅
-axis
in the ideal case. Therefore, the range data 𝐿
𝑟
are saved as
road surface points 𝐿
𝑓
if the angle of the line segment is
within threshold 𝜃
𝑒
. The road surface is extracted as a line
by using the least square method. The extracted road surface
provides 𝜃
𝑓
and 𝑑
𝑓
from the robot.The overall algorithm can
be summarized in Algorithm 1.
Figure 2 shows the ideal model of a semistructured road
environment. The geometrical features of the road can be
used to extract the curb features. The curb has the following
four attributes.
(Att 1) The angular difference between the curb ori-
entation (𝜃
𝑐
) and road surface angle (𝜃
𝑓
) is close to
90∘.
(Att 2) The gap between the horizon distance of the
road surface (𝑑
𝑓
) and the 𝑦 value of the curb point (B
or C) is close to 0.
(Att 3) The angular difference between the left curb
( ̄AB) and the right curb ( ̄CD) is close to 0.
(Att 4)The difference between the roadwidth and the
gap between two curbs is close to 0. It is assumed that
the road width is known.
It is commonly assumed that the robot navigates parallel
to the curb. It is reasonable to assume that the robot ismoving
along the road without significant change of orientation
in most cases. Moreover, the vertical surfaces of the curb
are perpendicular to the road surface. When we scan the
road environments using the LRF, the road features are
composed of straight lines with different orientations. In
order to distinguish different line segments that correspond
to the road surface, the curbs, and the sidewalk, it is helpful
to assume that the robot’s heading direction points forward
along the road. The road width is assumed to be known by
given map information.
Thefirst attribute is used to select the curb candidates.The
line segments that satisfy the following condition are selected
as the curb candidates:
𝑎
1
=
𝜋
2
± 𝜀, (1)
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(1) 𝐿
𝑖
← the LRF measurement.
(2) 𝐿
𝑌,𝑖
← 𝑦 coordinate of the LRF measurement.
(3)𝑁 ←The number of the LRF measurement points.
(4)𝑅
𝑌
← Expected 𝑦 range of the road surface points
(5) for 𝑖 ← 1 to𝑁
(6) if 𝐿
𝑌,𝑖
∈ 𝑅
𝑌
, then
(7) 𝐿
𝑟
← save 𝐿
𝑖
as candidate for the road surface.
(8) 𝜃
𝑟
← angle of candidate for the road surface.
(9) 𝑀←The number of candidates for the road surface.
(10) end if
(11) end for
(12) for 𝑗 ← 1 to𝑀
(13) if 󵄩󵄩󵄩󵄩󵄩𝜃𝑟,𝑗
󵄩󵄩󵄩󵄩󵄩
≤ 𝜃
𝑒
, then
(14) 𝐿
𝑓
← save 𝐿
𝑟,𝑗
as the road surface.
(15) end if
(16) end for
(17) return (𝐿
𝑓
)
Algorithm 1: Road surface extraction.
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Figure 1: The configuration of a robot and installation of a LRF.
where 𝑎
1
= |𝜃
𝑓
− 𝜃
𝑐
|, 𝜀 = tolerance.
Once the curb candidates are determined, attributes 2, 3,
and 4 are used to extract the correct curb out of the curb
candidates.The attribute values 𝑎
2
, 𝑎
3
, and 𝑎
4
that correspond
to each attribute are numerically calculated for the pair of
right and left curb candidates as follows:
𝑎
2
= 𝑑
𝑓
− avg (𝑦C,𝑅, 𝑦C,𝐿) ,
𝑎
3
= 𝜃C,𝑅 − 𝜃C,𝐿,
𝑎
4
= 𝑤
𝑟
− 𝑤
𝑐
;
(2)
CurbRoad
LRF
A
B C
D
Extracted road surface
Figure 2: Ideal model of semiconstructed environment (blue dotted
line: LRF data, red line: extracted road surface).
𝑤
𝑐
is the gap between the right and left curb points (𝑤
𝑐
=
𝑥C,𝑅 − 𝑥C,𝐿). When a curb exists on only one side, 𝑎2 and
𝑎
3
are computed from the curb candidates for one side. 𝑎
4
is
assumed to be 0. The data vector of the curb candidates is
given as follows:
x
𝑖
= [𝑎
2
𝑎
3
𝑎
4
]
𝑇
. (3)
2.3. Curb Extraction Using Kernel Fisher Discriminant Anal-
ysis (KFDA). KFDA is applied to extract the correct curb
from the curb candidates. KFDA aims to find a discriminant
function for optimal data classification. Therefore, the dis-
criminant function can be used to classify the curb candidates
as curb and noncurb class. The curb extraction is conducted
by the following procedure. First, the training data with
class information are selected. The discriminant function is
derived from the offline computation of the training data.
When the discriminant function is obtained, classification
of the curb candidates is carried out by the discriminant
function in real time.
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The discriminant function 𝛼 is defined as a vector to
maximize the following object function in the kernel feature
spaceF. Consider the following:
𝐽 (𝛼) =
𝛼
𝑇
𝑆
Φ
𝐵
𝛼
𝛼𝑇𝑆
Φ
𝑊
𝛼
. (4)
The “between-class variance matrix” 𝑆Φ
𝐵
and the “within-
class variance matrix” 𝑆Φ
𝑊
are defined as follows:
𝑆
Φ
𝐵
= ∑
𝑐
ℓ
𝑐
(𝜅
𝑐
𝜅
𝑇
𝑐
− 𝜅𝜅
𝑇
) ,
𝑆
Φ
𝑊
= 𝐾𝐾
𝑇
−∑
𝑐
ℓ
𝑐
𝜅
𝑐
𝜅
𝑐
𝑇
(5)
with 𝜅
𝑐
= (1/ℓ
𝑐
) ∑
𝑖∈𝑐
𝐾
𝑖𝑗
and 𝜅 = (1/ℓ)∑
𝑖
𝐾
𝑖𝑗
. ℓ is the
number of total training samples, and ℓ
𝑐
is the number of class
samples.
Training data {𝑥
1
, 𝑥
2
, . . . , 𝑥
ℓ
} consist of data with obvious
class information. Each sample xtraining,𝑖 ∈ R3 belongs to one
of two classes that include curb and noncurb class. In order to
obtain equivalent effects on classification, the components of
each sample should be normalized. Consider the following:
x(𝑘)
𝑖
=
x(𝑘)
𝑖
− 𝜇
(𝑘)
𝜎(𝑘)
. (6)
Here, 𝜇(𝑘) and 𝜎(𝑘) are themean and standard deviation of
each attribute, respectively.The training data that aremapped
to the kernel feature space are represented by an ℓ × ℓmatrix
𝐾. The Gaussian kernel is used for mapping the data onto
kernel feature spaceF. Consider the following:
𝐾
𝑖𝑗
= 𝑘 (x
𝑖
, x
𝑗
) = exp(−
󵄩󵄩󵄩󵄩󵄩
x
𝑖
− x
𝑗
󵄩󵄩󵄩󵄩󵄩
2
2𝜎2
) . (7)
𝜎 is the control parameter that needs to be tuned to
improve classification performance [19]. If 𝜎 is too small, the
overfitting problem may take place. Although the classifi-
cation accuracy with respect to the training data increases,
the classification performance with respect to the test data
becomes poor under the occurrence of the overfitting. If 𝜎
is too large, the underfitting problem may take place. The
classification performance will not be satisfactory at all cases
when the underfitting takes place. Therefore, 𝜎 should be
carefully selected. In this paper, 𝜎 is manually tuned under
the consideration of experimental performances.
The discriminant function that maximizes the object
function in (4) is derived by an eigenvalue problem. In order
to project the training data onto a one-dimensional (1D)
solution space, the eigenvector that corresponds to the largest
eigenvalue is defined as the discriminant function 𝛼 for data
classification.The discriminant function 𝛼 is given by an ℓ×1
vector. Consider the following:
𝑆
Φ
𝐵
𝛼 = 𝜆𝑆
Φ
𝑊
𝛼. (8)
The classification of the training data is conducted by
an inner product of the data matrix 𝐾 and the discriminant
function𝛼.The projected training data𝑦training are distributed
in the 1D solution space. Consider the following:
𝑦training = 𝛼 ⋅ 𝐾. (9)
The class of test data can be predicted by using the
discriminant function 𝛼. The test data denote the curb
candidates. The test data xtest is projected to the 1D solution
space, as shown in the following equation:
𝑦test = ∑
𝑖
𝛼
𝑖
𝑘 (xtraining,𝑖, xtest) . (10)
The class properties of the training data are used to predict
the class of the test data 𝑦test. The Mahalanobis distances
between each class and the test data are computed by the
following equation:
𝑑 (𝑦test, 𝜇
Φ
𝑐
) =
(𝑦test − 𝜇
Φ
𝑐
)
2
(𝜎Φ
𝑐
)
2
, (11)
where 𝜇Φ
𝑐
and 𝜎Φ
𝑐
denote the mean and standard deviation
of the class distribution, respectively. The class of the test
data is determined as the class with the smallest Mahalanobis
distance. When the test data are classified as the curb class,
they are extracted as the curb.
3. Outdoor Localization Using Curb Feature
3.1. System Design. This paper adopts EKF to estimate the
robot pose using curb features. EKF is a well-known method
for mobile robot localization and sensor fusion [20–22].
When the initial pose of the robot and adequate observations
are provided, the pose of the robot can be estimated by
correcting the odometry error. The EKF process consists of a
prediction step and an update step in sampling time 𝑘. DGPS
and an LRF are used to correct odometry errors. Figure 3
shows a block diagram of the localization process.
3.2. Measurement Uncertainty Model. The GPS error mainly
occurs due to the following two factors. One is the pseu-
dorange errors caused by systematic factors. Another is the
geometric constellation of satellites. In this paper, DGPS is
used to minimize the pseudorange errors. The uncertainty
model for DGPS is computed under the consideration of the
“dilution of precision” in relation to the geometric constella-
tion of satellites and the pseudorange error or so-called “user-
equivalent range error” [23]. Consider the following:
RDGPS,𝑘 = [
𝜎
2
𝑥
𝜎
𝑥𝑦
𝜎
𝑥𝑦
𝜎
2
𝑦
]𝜎
2
UERE. (12)
The error covarianceRDGPS,𝑘 is given as (12).The elements
of the covariance matrix are provided by the DGPS receiver
in real time.
Several studies were proposed to define the error covari-
ance of line features [24, 25]. However, the uncertainty
models are appropriate for a static condition or a low-speed
driving condition on a flat surface. However, the outdoor
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Figure 3: A block diagram of localization process.
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Figure 4: Noise model of the extracted curb.
mobile robots are usually driven in the uneven terrain. The
measurement noise of the extracted curb occurs due to the
wobble of the robot. Therefore, the uncertainty model for
the curb needs to be defined by experiments under resultant
driving conditions.
In order to define the error covariance Rcurb, we consider
the noise model of the extracted curb as shown in Figure 4.
The information of the extracted curb contains estimation
errors in the range and angle. Therefore, the angle and
range measurements for the extracted curb are composed of
the “true” angle 𝜃
𝑖
and the “true” range 𝑑
𝑖
, along with the
estimation errors. Consider the following:
𝛼
𝑖
= 𝜃
𝑖
+ 𝜀
𝛼𝑖
,
𝑟
𝑖
= 𝑑
𝑖
+ 𝜀
𝑟𝑖
,
(13)
where 𝜀
𝛼𝑖
and 𝜀
𝑟𝑖
are the estimation errors for a curb and
have random variances 𝜎2
𝛼
and 𝜎2
𝑟
, respectively. The ground
truth of the curb locations can be measured by an additional
LRF, which is attached to the side of the robot. Because the
additional LRF is directly facing the curb, the range data from
the additional LRF provide reliable geometric information
of the curb during robot’s movement. The measurement of
the curb from the additional LRF is more accurate than the
forward-pointing tilted LRF, because the number of range
data points that correspond to the curb is much larger. The
curb is represented as a straight line by the application of the
least square method. The ground truth implies the relative
range and orientation of the curb. The estimation errors
are computed for the extracted curbs. Therefore, the error
covariance of the curb is defined by the distribution of the
estimation errors. By using a large number of measurements
of the estimation errors 𝜀
𝛼
and 𝜀
𝑟
, the error covariance is
calculated as follows:
Rcurb = [
𝜎
2
𝛼
𝜎
𝛼𝑟
𝜎
𝑟𝛼
𝜎
2
𝑟
] = [
𝐸 (𝜀
𝛼
𝜀
𝑇
𝛼
) 𝐸 (𝜀
𝛼
𝜀
𝑇
𝑟
)
𝐸 (𝜀
𝑟
𝜀
𝑇
𝛼
) 𝐸 (𝜀
𝑟
𝜀
𝑇
𝑟
)
] . (14)
The covariance matrices are experimentally defined as
constant values for the left and right curbs.
3.3. Extended Kalman Filter Localization Using Curb Feature.
The odometry data from the wheel encoders are used to
predict the robot pose. By using the incremental distance
Δ𝑠
𝑘−1
and orientationΔ𝜃
𝑘−1
, the predicted robot pose is given
by the following equation:
x̂−
𝑘
= 𝑓 (x̂
𝑘−1
, u
𝑘−1
) =
[
[
[
[
[
[
𝑥
−
𝑘−1
+ Δ𝑠
𝑘−1
cos(𝜃−
𝑘−1
+
Δ𝜃
𝑘−1
2
)
𝑦
−
𝑘−1
+ Δ𝑠
𝑘−1
sin(𝜃−
𝑘−1
+
Δ𝜃
𝑘−1
2
)
𝜃
−
𝑘−1
+ Δ𝜃
𝑘−1
]
]
]
]
]
]
.
(15)
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Figure 5: Extracted curb features and a line map with respect to the
global coordinate frame.
The state vector x̂−
𝑘
= [𝑥
−
𝑘
𝑦
−
𝑘
𝜃
−
𝑘
]
𝑇
is the predicted robot
pose at sampling time 𝑘. When the initial pose of the robot is
given, the robot pose is represented by 𝑥, 𝑦, and 𝜃 in a global
coordinate frame.Theuncertainty of the predicted robot pose
consistently increases because of the accumulative errors of
the odometry.
In order to correct the odometry error, the first measure-
ment correction is performed using DGPS measurements.
The update frequency is set to 1Hz on the basis of the
DGPS measurement frequency. When the available position
measurement is provided, the observation vector is given in
global coordinates. Consider the following:
zDGPS,𝑘 = [𝑥DGPS,𝑘 𝑦DGPS,𝑘]
𝑇
. (16)
The observation model for the current state is described
as follows:
hDGPS (x̂
−
𝑘
, 𝑘) = [𝑥
−
𝑘
𝑦
−
𝑘
]
𝑇
. (17)
The measurement Jacobian matrixH
𝑘
is given as follows:
HDGPS,𝑘 =
𝜕h (x̂−
𝑘
, 𝑘)
𝜕x̂−
𝑘
= [
1 0 0
0 1 0
] , (18)
zcurb,𝑘 = [𝛼𝑘 𝑟𝑘]
𝑇
. (19)
The second measurement correction is conducted by
using the curb features. The observation vector for the
extracted curb is given by (19). When the curbs are extracted
on both sides, there are two measurement vectors for the left
and right curbs as shown in Figure 5. The sequence of the
second measurement correction is from the right curb to the
left curb.The update rate is 5Hz if the curbs are continuously
extracted.
The robot pose is corrected by comparing the curb with
the map. The extracted curb is matched with the 𝑖th line of
the curb map. The observation model for the 𝑖th line 𝑊z
𝑖
=
[
𝑊
𝛼
𝑖
𝑊
𝑟
𝑖
]
𝑇
and the robot pose at time 𝑘 is given by the
following equation:
hcurb (x̂
+
𝑘,1
, 𝑘, 𝑖)
= [
𝑊
𝛼
𝑖
−𝜃
+
𝑘,1
𝑊
𝑟
𝑖
− {𝑥
+
𝑘,1
cos 𝑊𝛼
𝑖
+ 𝑦
+
𝑘,1
sin 𝑊𝛼
𝑖
}
] .
(20)
The Jacobian matrixH
𝑘
is defined as follows:
Hcurb,𝑘 =
𝜕h (x̂+
𝑘,1
, 𝑘, 𝑖)
𝜕x̂+
𝑘,1
= [
0 0 −1
− cos 𝑊𝛼
𝑖
− sin 𝑊𝛼
𝑖
0
] .
(21)
The consistency of EKF relies on the observation model.
If an erroneous sensor observation is provided, the system
does not provide a consistent result. Therefore, the outliers
that lie outside of the uncertainty bounds should be rejected.
A normalized innovation squared (NIS) test is implemented
in order to confirm the consistency of the filter. NIS value
has a 𝜒2 distribution with respect to 𝑛 degrees of freedom.
Consider the following:
NIS
𝑘
= (z
𝑘
− h (x̂+
𝑘
, 𝑘))
𝑇S−1
𝑘
(z
𝑘
− h (x̂+
𝑘
, 𝑘)) ≤ 𝜒
2
, (22)
where S
𝑘
is the innovation matrix which is defined as S
𝑘
=
H
𝑘
P−
𝑘
H𝑇
𝑘
+R
𝑘
. The NIS value for valid measurements should
be within the threshold of the 𝜒2 distribution. However, the
erroneous measurements are discarded when the NIS value
lies outside the threshold boundary. A threshold value that
corresponds to a 95% confidence region is used for outlier
rejection.
4. Experimental Results
4.1. Experimental Setup. Figure 6 shows the sensor system
attached to the mobile robot. The outdoor mobile robot
is a Pioneer P3-AT, a commercial outdoor platform of
MobileRobots. The wheel encoders attached to the driving
motors provide odometry information. SICK LMS-100 was
used to detect the curb. The LRF was tilted by 5∘ toward
the ground. A Novatel DGPS system was used to measure
the global position. The robot was equipped with a rover
antenna, and a base stationwas located on the roof of a nearby
building. The “true” value for the curb and the ground truth
were measured using an additional LRF (HOKUYO URG-
04lx) attached to the side of the robot.
The experiment was performed in Korea University in
Seoul, Korea, as shown in Figure 7. The robot was driven
manually along the yellow dashed line from “S” to “G”.
The curbs along the experimental path are represented as
solid green lines. The target environment has semistructured
geometry that is composed of paved roads and curbs in
most of the region. Furthermore, there are tall buildings and
tunnels that degrade the DGPS precision.The travel distance
along the experimental path was 775m, and average speed of
the robot was 0.5m/s.
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4.2. Curb Extraction Results. The curb extraction process in
a semistructured road environment is shown in Figure 8.
Figure 8(a) shows the road environment where the experi-
ment was performed. The red dotted line represents the scan
area of the tilted LRF. Figure 8(b) shows the extracted road
surface on the basis of the scanned LRF data in the road
environment. When the road surface is extracted, the line
segments that satisfy attribute 1 in Section 2.2 are selected as
the curb candidates. Figure 8(c) shows the line segments that
correspond to the curb candidates. The first and the second
candidates for each side of the curbs are represented by blue
and green lines, respectively. There are two candidates on
each side.Therefore, four pairs of candidates can be extracted
as curbs: (R1, L1), (R1, L2), (R2, L1), and (R2, L2). The class
prediction results for each pair of curb candidates are listed
in Table 1. The pairs of candidates (R1, L1) and (R1, L2)
are classified as the curb class. Finally, candidate (R1, L1) is
extracted as the curbs as shown in Figure 8(d), which has
the smallest Mahalanobis distance with respect to the curb
Table 1: Class prediction for pairs of curb candidates.
Candidates Mahalanobis distance Class prediction
Curb class Noncurb class
𝑋
1
(R1, L1) 0.0005 163.4922 True Curb
𝑋
2
(R1, L2) 1.9779 202.5195 True Curb
𝑋
3
(R2, L1) 105.6307 4.1180 False Curb
𝑋
4
(R2, L2) 110.2497 3.2296 False Curb
Table 2: Classification results including confusion matrix.
Instance PCA KFDA
Class correct 4338 91.3% 4683 98.6%
Class incorrect 413 8.7% 68 1.4%
Total 4751 100% 4751 100%
Classified as Classified as
True curb False curb True curb False curb
True curb 3524(97.1%)
106
(2.9%)
3566
(98.2%)
64
(1.8%)
False curb 307(27.4%)
814
(72.6%)
4
(0.4%)
1117
(99.6%)
class. If the LRF data that correspond to the vertical surface
are detected, the proposed method will perform successfully
despite the small and less distinct curbs.
The curb extraction was performed while the robot
navigates through the experimental path. Figure 9 shows
the curb mapping result from the curb extraction. The curb
map is shown in the right bottom in Figure 9. The extracted
curbs are denoted by the magenta dots. The results indicate
that most of the curbs along the experimental path were
successfully extracted. In order to demonstrate the robust-
ness of the proposed method, comparison of classification
performance between our previousmethod and the proposed
method is summarized in Table 2. The accuracy of the curb
extractionwith PCAwas 91.3% for 4751 scanned datasets.The
accuracy was improved to 98.6% with the proposed KFDA.
A confusion matrix is presented below. The conventional
method and the proposed method show 97.1% and 98.2%
of true positive rate, respectively. The curb extraction is
performed successfully by the application of both methods.
However, the most important factor in the curb extraction is
to reduce the false detection rate. False detection is that the
noncurb data are misclassified as the curb data.The accuracy
of the estimated pose can be decreased, when the false curbs
are used for localization. The false detection rate was 27.4%
with PCA. The false detection rate was reduced to 0.4% with
the proposed KFDA. The result implies that most of the
noncurb data were classified as noncurb data correctly.
4.3. Uncertainty Measurement Results. The DGPS measure-
ments are represented by red dots along the experimental
path in Figure 10(a). The areas with large DGPS errors are
represented by A–F. Figure 10(b) shows the standard devia-
tion of the DGPS measurements. The standard deviation of
the DGPS is about 2m in open area. There were temporal
blackouts in areas B, D, and E due to satellite blockage.
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Figure 8: Curb extraction results. (a) Road environment. (b) Road surface detection. (c) Curb feature candidates on both sides. (d) Extracted
curb.
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Figure 10: (a) DGPS measurement and (b) DGPS uncertainty measurement (1𝜎 bound).
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Figure 11: Additional LRF for ground truth of the curbs.
The uncertainty measurements in areas B, D, and E were
almost infinite as shown in Figure 10(b). Furthermore, large
DGPS errors occurred in areas A, C, and F due to the
degraded satellite signals. In particular, measurement errors
were 2.1m on average in area F. The standard deviation that
was measured in area F was 6.4m on average. The result
implies that the regional properties ofDGPSwere obtained by
measuring the DGPS uncertainty in real time. However, the
precision of the localization only by DGPS can be decreased
when the robot navigates near the buildings.
The curb estimation errors are considered in order to
define the error covariance. The most accurate result for
the quantitative curb uncertainty is obtained by measuring
the estimation errors in experimental environments. The
estimation errors were measured while the robot navigates
through the road with curbs. Ground truth for the curb was
provided by an additional LRF that is attached to the side
of the robot as shown in Figure 11. Ground truth of the
curb was provided by line feature from the additional LRF
data. Experiments were conducted in order to measure the
estimation errors prior to the localization experiment. The
Table 3: Error covariance of extracted curb.
Range std. 𝜎
𝑟
Angle std. 𝜎
𝛼
Correlation 𝜎
𝑟𝛼
Right curb 0.1620m 0.0575 rad 0.0035m⋅rad
Left curb 0.1614m 0.0649 rad −0.0034m⋅rad
following results show the estimation errors for the range and
angle of the extracted curb.
Figure 12 shows the histogram of the curb estimation
errors for each side.The number of the estimation error mea-
surements is approximately 5000. The covariance matrix of
the curb was computed from the distributions of estimation
errors. The elements of error covariance for each side of the
curb are listed in Table 3.
The covariance representation for the extracted curbs is
shown in Figure 13. The extracted curbs are represented by
blue lines, and the error bounds for the curbs are represented
by green dotted lines. The resultant curbs exist within the
error bounds with 95% confidence.
4.4. Outdoor Localization Results. The localization results are
shown in Figure 14. The proposed method was compared
with the conventional framework for outdoor localization
that combines DGPS measurement with odometry. The blue
dash-dot line represents the localization results corrected
only by the DGPS measurements. The estimated paths show
some difference with respect to the reference path (yellow
dotted line) in area A–F due to theDGPS errors.Themagenta
line represents the localization results corrected byDGPS and
the extracted curb. When the curb information is applied,
the results show that the robot position well matches the
reference path, even if the DGPS errors are large or a blackout
occurs (area A–F). It is clear that the curb information plays a
dominant role. The following part presents the localization
errors in area A–F, as shown in Figure 14. The localization
errors were compared with the conventional framework that
combines DGPS measurement with odometry. The ground
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Figure 12: Distribution of estimation errors for (a) left and (b) right curbs.
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Figure 13: Extracted curbs and covariance representation.
truth was computed using the additional LRF attached to the
side of the robot.
Figure 15 shows the lateral errors of the localization
results. The position errors when using the fusion of the
odometry and DGPS are shown in Figure 15(a). The lateral
errors in each areawere usually greater than 1m. In particular,
the maximum error in area F was 5m. In contrast, the
localization result which was corrected by odometry, DGPS,
and curb information shows that the lateral errors were
within 0.6m across the entire area, as shown in Figure 15(b).
S
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C
F
Reference path
EKF (odometry + DGPS)
EKF (odometry + DGPS + curb)
Figure 14: Localization results in semistructured road environment.
Therefore, the proposed method shows robust performance
in terms of lateral position estimation errors despite the large
DGPS errors.Theheading errors of the localization results are
represented in Figure 16. The result that was corrected using
only the DGPS data is shown in Figure 16(a). The heading
errors were greater than 1∘ on average.The variancewas larger
than 2∘. However, when the curb information is used for
correction, the heading errors were remarkably decreased.
Furthermore, the errors rarely exceed 3∘ in the entire area.
In experiments, the proposed method showed precise and
robust performance for the lateral and heading errors, despite
the large DGPS errors and a temporal blackout.
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Figure 15: Lateral errors (a) corrected by DGPS and (b) corrected by DGPS and extracted curb.
A B C D E F
Section
EKF (odometry + DGPS)
0
5
10
15
A
ng
ul
ar
 er
ro
rs
 (d
eg
)
−5
−10
(a)
A B C D E F
0
5
10
15
A
ng
ul
ar
 er
ro
rs
 (d
eg
)
Section
EKF (odometry + DGPS + curb)
−5
−10
(b)
Figure 16: Heading errors (a) corrected by DGPS and (b) corrected by DGPS and extracted curb.
5. Conclusion
This paper presents a localization method for outdoor robots
using curb features in semistructured road environments.
A reliable curb extraction scheme is proposed to classify
the curb candidates as curb and noncurb classes. Most
of the curbs in an experimental path are extracted with
high accuracy. An EKF-based localization is also proposed
to combine the extracted curbs with odometry and DGPS
measurements. The uncertainty models of the sensors are
defined by experiments to provide a practical solution for
localization. From experimental results, the robustness of the
proposed method is demonstrated in real road experiments.
The curb features can correct significantly the lateral position
and heading errors in dense area, where the DGPS signal gets
degraded by buildings.
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Robot path planning in unknown and dynamic environments is one of the hot topics in the field of robot control. The virtual force
field (VFF) is an efficient path planning method for robot. However, there are some shortcomings of the traditional VFF based
methods, such as the local minimum problem and the higher computational complexity, in dealing with the dynamic obstacle
avoidance. In this paper, an improved VFF approach is proposed for the real-time robot path planning, where the environment
is unknown and changing. An area ratio parameter is introduced into the proposed VFF based approach, where the size of the
robot and obstacles are considered. Furthermore, a fuzzy control module is added, to deal with the problem of obstacle avoidance
in dynamic environments, by adjusting the rotation angle of the robot. Finally, some simulation experiments are carried out to
validate and demonstrate the efficiency of the proposed approach.
1. Introduction
Path planning is one of the important issues in the field of
robot navigation.The goal of path planning is to find an opti-
mal or suboptimal path from the starting position to the tar-
get position, which has been widely used in intelligent trans-
portation system, aerospace, military reconnaissance, family
services, underwater exploration, and so forth [1–6]. Vari-
ous methods have been used to solve the path planning
problem. For example, Jaradat et al. [7] proposed a fuzzy-
based potential field method for autonomous mobile robot
motion planning in dynamic environments including static
or moving target and obstacles. Lee et al. [8] presented an
approach to a time and energy efficient online complete cov-
erage solution for a mobile robot by using a high-resolution
grid map representation to reduce directional constraints on
path generation. Antonelli et al. [9] proposed a path following
approach based on a fuzzy logic set of rules, which emulates
the human driving behavior. Tian et al. [10] used a brain-
inspired simultaneously localization and mapping system to
construct a spatial cognitive map of an office environment
and then a global path is extracted from the built cognitive
map and subsequently used by a local planner to instruct the
robot to navigate. Many other artificial intelligent methods
have been used to deal with the problem of path planning,
such as genetic algorithm [11], particle swarm optimization
[12], neural network [13], and bioinspired intelligent method
[14]. However, these methods have some limitations. For
example, the robot will encounter the local minimum prob-
lem by the traditional artificial potential field or virtual force
field methods [15]; the methods based on grid map require
a high completeness of the environmental information [16];
the fuzzy rule base of fuzzy logic methods is often incomplete
[9]; the computation of neural network methods is complex,
and the traditional neural network methods need a learning
process, which cannot meet the requirements of real-time
applications sometimes [17, 18].
Aiming at the problems above, some improvements
have been proposed recently. Ye et al. [19] presented a vir-
tual obstacles based path planning method for mobile robot
in urban road environment, which is based on the benefits
of both global and local path planners. Lei and Li [20] pro-
posed a method of behavior-based control for mobile robot
path planning in unknown environments using fuzzy logic.
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Song and Liu [21] proposed an improved artificial potential
field method, where the velocity vector is used to modify the
potential field force function, and the fuzzy control method
is used to adjust the factors of repulsion potential field in
real time. Ni and Yang [22] presented a bioinspired neural
network for real-time path planning for multirobot coop-
erative hunting in unknown environments. Those methods
introduced above have some advantages; however, much
research on path planning focused on algorithms, and few
considered real-world problems, such as the size of obstacles
and robots. Furthermore, most of methods in the literature
are complex, which are not suitable for real-time applications.
In this paper, an improved virtual force field (VFF)
approach is proposed to deal with the path planning problem
in unknown and dynamic environments. In the proposed
approach, an area ratio parameter is introduced into the tra-
ditional VFF based method, considering the size of obstacles
and robots in real-world applications. In addition, a fuzzy
control module is used to adjust the rotation angle of the
robot based on the assessment of threats from environments.
By this way, the security of the robotic movement can be
guaranteed.The experimental results show that the proposed
approach is capable of completing the path planning task
efficiently in various situations.
The paper is organized as follows. In Section 2, the prob-
lem statement is given and the fundamental of VFF method
is introduced. Section 3 presents the proposed path planning
approach. Some simulation experiments are conducted, and
the results are discussed in Section 4. At last, the conclusions
are given in Section 5.
2. Problem Statement and
Fundamental of VFF Method
In this paper, the problemof robot path planning in unknown
and dynamic environments is studied.The problem is defined
as follows. (1)Therobot can obtain its location information in
real time by some location technologies. (2)The robot has no
knowledge about the environment, except for the location of
the target. (3)There are a lot of obstacles in the environment,
denoted by Ω = {𝑂
𝑖
, 𝑖 = 1, 2, . . . , 𝑚}. These obstacles may
be static or dynamic. (4) The robot is equipped with some
onboard sensors, which are used to detect the obstacles and
the target. (5) In this paper, it is assumed that the robot can
change themoving directionwithout delay andmove forward
at a constant speed. The next location of the robot is
(𝑥
𝑟
)
𝑡+1
= (𝑥
𝑟
)
𝑡
+ V
𝑟
Δ𝑡 cos (Φ
𝑟
)
𝑡
,
(𝑦
𝑟
)
𝑡+1
= (𝑦
𝑟
)
𝑡
+ V
𝑟
Δ𝑡 sin (Φ
𝑟
)
𝑡
,
(1)
where (𝑥
𝑟
, 𝑦
𝑟
), V
𝑟
, and Φ
𝑟
are the location, the velocity, and
the moving direction of the robot, respectively. The problem
definition is close to the path planning problem in real world,
such as searching for a crashed aircraft positioned by radio
transmitters and extinguishing forest fires.
Before the introduction of the proposed approach, the
fundamental of the VFF based algorithm is given out. Boren-
stein and Koren developed VFF method, and the basic idea
of the VFF based algorithm is to divide the space of robot into
Repulsion force
Target
Attraction force
Resultant force
Repulsion force
Obstacle
Robot
Obstacle
Cell (i, j)
Figure 1: A simple example of path planning based on the VFF
method.
two different computational fields [23, 24]. One computa-
tional field is defined as low potential energy field, according
to the position of the target relative to the instantaneous
position of the robot.This field is concave andminimal in the
target position, which is also called the attraction field. The
other one is defined as high potential energy field, according
to the relative position of the obstacles with respect to the
robot position. This field is also called the repulsion field.
Based on the attraction and repulsion forces computed from
the two different computational fields, the resultant force can
be obtained. The resultant force is used to lead the robot. A
simple example of path planning based on the VFF method
is shown in Figure 1. In this example, there are two obstacles,
one target, and one robot. The detailed introduction of the
traditional VFF based method can be viewed in [23–26], and
a brief introduction of the traditional VFF based method is
given out as follows.
(1) The virtual attraction force 𝐹
𝑎
from the target can be
calculated by
𝐹
𝑎
= 𝐹
𝑐𝑎
[
𝑥
𝑡
− 𝑥
𝑟
𝑑
𝑡
𝑥
󸀠
+
𝑦
𝑡
− 𝑦
𝑟
𝑑
𝑡
𝑦
󸀠
] , (2)
where 𝐹
𝑐𝑎
is the attraction force parameter, which is a
constant; (𝑥
𝑡
, 𝑦
𝑡
) is the location of the target; (𝑥
𝑟
, 𝑦
𝑟
)
is the location of the robot; 𝑑
𝑡
is the distance between
the robot and the target at time 𝑡; 𝑥󸀠 and 𝑦󸀠 are the
unit vectors at 𝑥-axis and 𝑦-axis, respectively.
(2) The virtual repulsion force 𝐹
𝑟
from obstacles can be
calculated by
𝐹
𝑟
= ∑
𝑖,𝑗
𝐹
𝑐𝑟
𝐶
𝑖𝑗
𝑑
2
𝑖𝑗
[
𝑥
𝑖
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󸀠
] , (3)
where 𝐹
𝑐𝑟
is the repulsion force parameter, which is
a constant; 𝐶
𝑖𝑗
is the occupied credibility of the cell
(𝑖, 𝑗) in the environment by the obstacles; (𝑥
𝑖
, 𝑦
𝑗
) is the
center location of the cell (𝑖, 𝑗); and 𝑑
𝑖𝑗
is the distance
between the robot and the center of the cell (𝑖, 𝑗).Then
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the resultant force 𝐹 to the robot in the environment
can be calculated by 𝐹 = 𝐹
𝑎
+ 𝐹
𝑟
; the angle of the
vector𝐹 is denoted by 𝜃
𝐹
, which is used as themoving
directionΦ
𝑟
for the robot at the next time, namely,
(Φ
𝑟
)
𝑡+1
= 𝜃
𝐹
. (4)
3. The Proposed VFF Based Path
Planning Approach
As introduced above, the traditional VFF algorithm is a
combination of grid basedmethod and the artificial potential
fieldmethod, which needs to set up the environmental model
based on grid map firstly [23, 24]. So there are some limita-
tions in the traditional VFF basedmethod; for example, there
is an accumulated error and it needs a large storage space in
the grid based method. It is not suitable for real-time appli-
cations for the robot navigation in unknown and dynamic
environments. In this paper, an improved VFF based path
planning approach is proposed. In the proposed approach,
the grid method in the traditional VFF based method is sim-
plified, and an area ratio parameter is introduced into theVFF
based method to realize the real-time path planning for the
robot in unknown environment, which can reduce the com-
putational complexity and solve the local minimum prob-
lem in the traditional VFF based method, by adjusting the
repulsion forces. Furthermore, a fuzzy control module is
used to deal with the obstacle avoidance problem in dynamic
environments.
3.1. The Area Ratio Parameter. In this study, an area ratio
concept is introduced considering the size of obstacles in the
robotic movement. Before the introduction of this area ratio
concept, a detection model of the robot is set up. In this
paper, the detection range of the robot is represented by a
circular area, which is called the perception space.The radius
of this circular area is the maximum detection range of the
robotic onboard sensors, which is denoted by 𝑅, and it is
determined by real-world applications. An example of the
perception space of the robot is shown in Figure 2. In this
example, there are three obstacles detected by the robot.
The area ratio parameter is denoted by 𝛿
𝑖
, namely, the
area ratio of the 𝑖th obstacle and the robot. Because the robot
cannot know the shape of the obstacle based on its onboard
sensors, it is difficult to determine the area of the obstacle
accurately. In this study, the projected area 𝑆
𝑖
is used to
estimate the area of the 𝑖th obstacle in the robotic perception
space, which can be calculated as follows:
𝑆
𝑖
=
𝛼
𝑖
(𝑅
2
− 𝑙
𝑖
2
)
2
,
(5)
where 𝛼
𝑖
is the subtended angle of the robot to the 𝑖th obstacle
(its unit is radians); and 𝑙
𝑖
is the shortest distance between
the robot center and the 𝑖th obstacle (see Figure 2). Then the
value of the area ratio parameter 𝛿
𝑖
can be obtained by
𝛿
𝑖
=
𝑆
𝑖
𝑆
0
, (6)
where 𝑆
0
is the projected area of the robot in the working
plane; namely, 𝑆
0
= 𝜋𝑟
2, where 𝑟 is the radius of the robot.
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Figure 2: The sketch map of the robotic perception space.
Based on the area ratio parameter 𝛿
𝑖
, the adjusted virtual
repulsion force to the robot can be calculated by
𝐹
𝑟
=
𝑚
∑
𝑖=1
𝛿
𝑖
𝐹
𝑖
𝑟
, (7)
where 𝑚 is the number of the obstacles in the robotic per-
ception space, and 𝐹𝑖
𝑟
is the 𝑖th repulsion force from the 𝑖th
obstacle, which can be obtained based on a simplified com-
putation from (3); namely
𝐹
𝑖
𝑟
=
𝐹
𝑐𝑟
𝑑2
𝑜𝑖
[
𝑥
𝑖
− 𝑥
𝑟
𝑑
𝑜𝑖
𝑥
󸀠
+
𝑦
𝑖
− 𝑦
𝑟
𝑑
𝑜𝑖
𝑦
󸀠
] , (8)
where (𝑥
𝑖
, 𝑦
𝑖
) is the center location of the 𝑖th obstacle and
𝑑
𝑜𝑖
is the distance between the center of the 𝑖th obstacle and
the robot. Because the shape of the obstacle is unknown, the
center of the projected area 𝑆
𝑖
of the 𝑖th obstacle is used to
estimate the center of this obstacle, namely, 𝑑
𝑜𝑖
is:
𝑑
𝑜𝑖
=
𝑙
𝑖
+ 𝑅
2
. (9)
Remark. All the estimations in this study are conservative, to
guarantee the safety of the robot during the process ofmoving
to the target.
3.2. The Fuzzy Control Module. In the traditional VFF based
path planningmethod, the obstacles are always assumed to be
static. But as we know, there are often many dynamic obsta-
cles in the real-world robotic applications [27, 28], such as
the pets and other robots working in the same environment.
In this condition, the robot navigated by the traditional VFF
method could collide with the dynamic obstacles sometimes.
To deal with this problem, some improved methods have
been proposed; however, most of these methods for dynamic
4 Mathematical Problems in Engineering
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Figure 3:The sketch map of the relationship between the robot and
the obstacle.
environments in the literature are focused on the velocity
or acceleration, and few considered the relative position
and moving trend of the obstacles and the robot. The real
threats of the obstacles have not been assessed, which is very
important to reduce the computational complexity of the
algorithms [29–31].
In this paper, a fuzzy control module is used in the
proposed VFF basedmethod to deal with the dynamic obsta-
cle avoidance. For simplification without losing generality,
the dynamic obstacles are assumed to move forward at a
constant speed, which can be easily detected. The details
of the identification and the computing for the movement
parameters of the dynamic obstacles are ignored in this paper.
The relative velocity between the robot and the dynamic
obstacle is denoted as V
𝑜𝑟
and the angle between the relative
velocity vector V
𝑜𝑟
and the line from the robot to the obstacle
is denoted as 𝜃V. The relationship of the robot and the
dynamic obstacle is shown in Figure 3.
In Figure 3, the big circle is the detection range of the
robot, and its radius is𝑅 (it is equal to themaximumdetection
range of the robotic onboard sensors, see Figure 2); the little
circle is the safe range of the robot, and its radius is 𝑎, which is
a constant less than𝑅. Here, the safe range is just used to judge
the risk level of the dynamic obstacles. It does not have a real
physical meaning and is different with the definitions in other
literature; 𝜃
𝑟
is the angle between 𝑥-axis and the line from the
robot to the obstacle; 𝜃
𝑜
is the angle between 𝑥-axis and the
relative speed vector V
𝑜𝑟
; 𝑑
𝑜𝑟
is the distance between the robot
and the obstacle; 𝜃
𝑚
is the collision angle. From Figure 3, we
can see that
𝜃V = 𝜃𝑜 − 𝜃𝑟,
𝜃
𝑚
= arcsin 𝑎
𝑑
𝑜𝑟
.
(10)
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Figure 4:Themembership functions of the inputs and output in the
fuzzy control module.
In this study, the fuzzy control module is based on the
VFF based method, which is easily realized. The common
methods are adopted in this paper to design this fuzzy control
module [18, 32, 33], which are introduced briefly as follows.
(a) The Input and Output of the Fuzzy Control Module. Con-
sidering the safety radius of the robot and the effects of the
speed of the robot and the dynamic obstacle, two inputs of
the fuzzy controlmodule are defined, namely, ‖V
𝑜𝑟
cos 𝜃V‖ and
𝑑
𝑜𝑟
. The two inputs are denoted as 𝜆
1
and 𝜆
2
, respectively,
which are used to assess the threat of the dynamic obstacle in
the detection range. As introduced above, the fuzzy control
module is used to adjust the movement direction of the robot
based on the threat level of the dynamic obstacle. The output
of the fuzzy control module is the rotation angle, denoted by
𝜑. In this study, the sign of the rotation angle 𝜑 is decided
by the following rules: if the obstacle is located at the left
of the robot, the sign of the angle 𝜑 is positive; namely, the
robotwill rotate at a clockwise direction.Otherwise, the robot
will rotate at an anticlockwise direction. If the robot and the
obstacle are in a line, the robot will rotate an angle 𝜑 toward
the target.
(b) The Fuzzification and Defuzzification of the Inputs and
Output. In this study, the membership function method
is used as the fuzzification method of the inputs, and the
center of gravity method is used as the defuzzification of
the output (see [33, 34]). The membership functions of the
inputs and output are shown in Figure 4. The parameters
𝐾
1
and 𝐾
2
of the membership functions for the inputs and
output in Figure 4 are different, which are determined by the
experience in real-world applications. In this paper, the values
of the parameters 𝐾
1
and𝐾
2
are listed in Table 1.
(c) The Fuzzy Control Rules. The fuzzy control rules used in
the fuzzy control module can be obtained based on the real-
world application experience, which are listed as follows.
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Table 1:The values of the parameters in the membership functions.
The value of 𝐾
1
The value of 𝐾
2
The input parameter 𝜆
1
V
𝑟
2V
𝑟
The input parameter 𝜆
2
2𝑟 4𝑟
The output parameter 𝜑 𝜋
4
𝜋
2
Rule 1: If 𝜆
1
is large and 𝜆
2
is small, then 𝜑 is large;
Rule 2: if 𝜆
1
is small and 𝜆
2
is small, then 𝜑 is middle;
...
Rule 9: if 𝜆
1
is middle and 𝜆
2
is small, then 𝜑 is large.
The fuzzy control module will be used when a dynamic
obstacle enters the detection range of the robot and 𝜃V <
𝜃
𝑚
. The inputs are input into the fuzzy control module and
then the output can be obtained based on the fuzzy inference
of the fuzzy control module. The output is defuzzified and
used to adjust the moving angle of the robot obtained by the
VFF method introduced in Section 3.1; namely, the moving
directionΦ
𝑟
for the robot at the next time is adjusted by
(Φ
𝑟
)
𝑡+1
= 𝜃
𝐹
+ 𝜑. (11)
Remark. Although there is much research on the fuzzy logic
based path planning methods. It is clear that there are some
differences between the literature and the proposed approach
in this paper. For example, the fuzzy logic of most of the
research is directly used to control the robotic movement,
whichmakes the fuzzy logic base of the fuzzy control module
more complex than the proposed approach. Furthermore, the
fuzzy control module of the proposed approach is used to
adjust the rotation angle obtained by the proposedVFF based
method,which realizes the static and dynamic obstacle avoid-
ance automatically and it is different from those approaches
based on fuzzy logic directly.
The work flow of the proposed VFF based path planning
approach is summarized as follows.
Step 1. Initialize the task; namely, get the location of the tar-
get.
Step 2. Perceive the environment by the robotic onboard sen-
sors.
Step 3. Calculate the virtual resultant force for the robot nav-
igation based on the proposed VFF algorithm.
Step 4. Judge whether there are any dynamic obstacles in the
perception space of the robot.
Step 5. Adjust the robot moving direction based on the fuzzy
control module, if there are any dynamic obstacles found.
Step 6. Navigate the robot movement based on the proposed
approach.
No
Calculate the virtual 
resultant force
Need to use the fuzzy 
control module?
Adjust the rotation angle by
the fuzzy control module
Reach the target?
Yes
No
Start
End
Perceive the 
environment
Navigate the robot based on 
the proposed approach
Yes
Figure 5: The diagram of the proposed approach.
Step 7. The task is ended if the target is reached; otherwise go
to Step 2. The diagram of the proposed approach is shown in
Figure 5.
4. Simulation Experiment Studies
To demonstrate the effectiveness of the proposed approach
for robot path planning in unknown and dynamic environ-
ments, some experiments are conducted that are coded in the
Mobotsim software. In these experiments, the environment is
set as rectangle. In this paper, two experiments for different
situations are conducted, and the parameters in all of the
experiments are the same (see Table 2).
4.1. Experiment under the Destination Unreachable State.
To test the performance of the proposed approach under
the destination unreachable state, this experiment is con-
ducted. In the path planning process based on the traditional
VFF method, there could be a destination unreachable state.
There are two main conditions that will cause the destination
unreachable state. One condition is that the resultant force 𝐹
could be zero at some time, when the virtual repulsion force
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Y
X
O
(a)
Stop and fail
(b)
Virtual target
(c)
Succeed
(d)
Figure 6: The simulation results in the case of zero force: (a) the initial locations of robot, target, and obstacles, (b) navigated by the T-VFF
based method, (c) navigated by the V-VFF based method, and (d) navigated by the P-VFF based method.
Table 2: The values of parameters in the experiments.
Parameters Value Remarks
𝐹
𝑐𝑟
1 Repulsion constant
𝐹
𝑐𝑎
1 Attraction constant
𝑟 0.4m Radius of the robot
𝑅 2m Detection radius of sensors
V
𝑟
0.5m/s Velocity of the robot
𝑎 0.8m Safe range of the robot
is equal to the virtual attraction force, but their directions are
opposite to each other. The other one is that the obstacle, the
target, and the robot are in a line. In this condition, when the
robot is near the target, the virtual repulsion force could be
bigger than the attraction force [35].Then the robot will move
away from the target and the path planning task will fail.
The unreachable state studied in this paper belongs to the
local minimum problem in the path planning process based
on the traditional VFFmethod. To show the advantages of the
proposedVFF approach based on the area ratio parameter (P-
VFF), it is compared with the traditional VFF based method
(T-VFF) and the VFF method based on the virtual target
(V-VFF). The basic idea of the virtual target based VFF
method is to add a virtual target artificially to deal with the
shortcomings of the traditional VFF based methods (see
[19, 36]).
The experimental results in the first condition are shown
in Figure 6. Figure 6(a) is the initial locations of obstacles,
target, and robot. The initial locations of the robot and the
target are (17.50, 12.32) and (6.04, 12.06), respectively. Figures
6(b) to 6(d) are the results of path planning for the robot
based on T-VFF, V-VFF, and P-VFF methods, respectively.
The experimental results in the second condition are shown
Table 3:The performance comparison among the three methods in
the case of zero force.
The navigation approach Required timeto the target
Average rotation
angle of each step
The T-VFF based method / /
The V-VFF based method 15.3 s 11.2∘
The P-VFF based method 12.4 s 9.7∘
Table 4: The performance comparison among the three methods
where robot, target and obstacle are in a line.
The navigation approach Required timeto the target
Average rotation
angle of each step
The T-VFF based method / /
The V-VFF based method 14.5 s 7.6∘
The P-VFF based method 12.5 s 6.9∘
in Figure 7. In the experiment of the second condition, the
initial locations of the robot and the target are the same as the
experiment at the first condition, except that the obstacles in
the environment are different. The performance comparison
results among the three methods in the two conditions are
listed in Tables 3 and 4.
The results in Figures 6 and 7 show that the path planning
tasks failed based on the T-VFFmethod in the two conditions
(see Figures 6(b) and 7(b), where the robot will stop at the
9.3th second and the 9.7th second, respectively, before reach-
ing the target). The results in Figures 6(c) and 7(c) show that
the robot can complete the path planning task by the V-VFF
method in the two conditions. However, the location of the
virtual target in the V-VFF method is difficult to be deter-
mined, which cannot ensure smoothness of the robotic path
to the target. The average rotation angle at each step of the
robot navigated by the proposed approach is less than that
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Figure 7: The simulation results where robot, target, and obstacle are in a line: (a) the initial locations of robot, target, and obstacles, (b)
navigated by the T-VFF based method, (c) navigated by the V-VFF based method, and (d) navigated by the P-VFF based method.
of the robot navigated by the V-VFF method, which can
reduce the energy consumption of the robot (see Tables 3
and 4).
Remark. Of course the V-VFF based method could be better
tuned to complete the path planning task more efficiently
than the proposed approach, but it needs more experience
and time, which are both scarce in the real-world applications
of path planning.
The results in the experiments show that the proposed
approach can deal with the problems of the path planning
task in the two conditions of the destination unreachable
state. The trajectory of the robot navigated by the proposed
approach is smooth; namely, the energy consumption is less,
which is very important for some real-world applications.
4.2. Experiment under Dynamic Environment. To further test
the performance of the proposed approach in the dynamic
environment, this experiment is conducted. In this exper-
iment, there are two identical robots, which have different
targets. One robot is treated as the dynamic obstacle, denoted
by 𝑂
0
. The targets for the dynamic obstacle 𝑂
0
and the robot
𝑅
0
are denoted as 𝑀
𝑂
and 𝑀
𝑅
, respectively. The dynamic
obstacle is navigated by the traditional VFF method. In
the dynamic environment, it is difficult to determine the
location of the virtual target if the robot is navigated by the
virtual target based VFF method. So in this experiment, the
proposed approach is only comparedwith the traditionalVFF
based method (T-VFF); namely, the robot will be navigated
by the traditional VFF method firstly and then navigated by
the proposed approach (P-VFF), to show the advantages of
the proposed approach. In this experiment, two conditions
are considered, the first condition is that the robot will move
toward the dynamic obstacle, and the second condition is that
a faster dynamic obstacle will track and hit the robot.
In the first condition, the initial locations of the robot
𝑅
0
and the dynamic obstacle 𝑂
0
are (8.56, 6.69) and (1.23,
6.54), respectively.The locations of the targets for the robot𝑅
0
and the dynamic obstacle 𝑂
0
are (1.45, 4.84) and (7.78, 4.14),
respectively (see Figure 8(a)). In this experiment, the velocity
of the dynamic obstacle is the same as that of the robot. The
experimental results are shown in Figure 8.
The results in Figure 8 show that the robot and the
dynamic obstaclewill have the risk to collide, when theymove
6.6 seconds in opposite direction face to face. At thismoment,
the distance between the robot and the dynamic is 0.8m; the
angle 𝜃V = 27
∘; and the angle 𝜃
𝑚
= 36
∘ (see Figure 8(b)). The
robot based on the traditional VFF method will collide with
the dynamic obstacle (see Figure 8(c)), while the robot based
on the proposed approach can avoid the obstacle efficiently
and reach the target successfully (see Figure 8(d)).
In the second condition, the initial locations of the robot
𝑅
0
and the dynamic obstacle 𝑂
0
are (2.00, 5.24) and (1.12,
5.65), respectively.The locations of the targets for the robot𝑅
0
and the dynamic obstacle 𝑂
0
are (7.20, 4.60) and (8.31, 3.94),
respectively (see Figure 9(a)). In this experiment, the velocity
of the dynamic obstacle is twice as quick as the robot. The
experimental results are shown in Figure 9.
The results in Figure 9 show that the robot based on the
traditional VFF method cannot avoid the dynamic obstacle
with higher speed, although the robot can detect the dynamic
obstacle and adjust its moving direction (see Figure 9(c)).
However, the robot based on the proposed approach can
avoid the dynamic obstacle timely by adjusting its moving
direction with the fuzzy rules (see Figures 9(b) and 9(d)).
The results in these experiments show that the robot
will collide with the dynamic obstacle sometimes if it is
navigated by the traditional VFF method (see Figures 8(c)
and 9(c)). The reason is that the repulsion force in the VFF
basedmethod will be very complex and change quickly when
8 Mathematical Problems in Engineering
Y
X
O
M0
R0
MR
O0
(a) (b)
Collide
(c)
Succeed
(d)
Figure 8:The simulation results of the dynamic obstacle avoidance in the first condition: (a) the initial locations of robot, target, and obstacles,
(b) the status that the robot has the risk of collision with the dynamic obstacle, (c) navigated by the T-VFF based method, and (d) navigated
by the P-VFF based method.
Y
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Figure 9: The simulation results of the dynamic obstacle avoidance in the second condition: (a) the initial locations of robot, target, and
obstacles, (b) the status that the robot has the risk of collision with the dynamic obstacle, (c) navigated by the T-VFF based method, and (d)
navigated by the P-VFF based method.
the obstacle is moving. In the proposed approach, a fuzzy
control module is used to adjust the moving direction of the
robot, so the robot can reach the target safely, without colli-
sion with the dynamic obstacle (see Figures 8(d) and 9(d)).
5. Conclusions
The path planning problem for robots in unknown and
dynamic environments is investigated. In order to deal with
this problem, a novel area ratio parameter based VFFmethod
is proposed. The proposed approach can deal with the
destination unreachable state in the path planning process
based on the traditional VFF method, by the area ratio
parameter considering the size of the obstacles and robots.
Furthermore, a fuzzy controlmodule is proposed to deal with
the path planning problem in dynamic environments. The
path generated by the proposed approach is smooth, which
can reduce the energy consumption of the robot. In addition,
the robot navigated by the proposed approach can reach the
target safely in the dynamic environments. The feasibility
and efficiency of the proposed approach are discussed and
illustrated through simulation experimental studies. The
results show that the proposed approach can complete the
path planning task in various situations efficiently, without
complex computing or large fuzzy rule base. The proposed
approach is applicable to the navigation of the robot in vari-
ous unknown environments, such as the forest fires extin-
guishing and underwater navigation [37, 38].
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In future work, the real robot experiments should be
conducted to test the performance of the proposed approach
for path planning in real-world applications considering the
physical constraints of the robot, and the parameters in the
proposed approach should be optimized to further improve
the ability for the robot path planning in complex environ-
ments. Some new bioinspired learning method may be con-
sidered in the path planning method for robot, which is the
development trend in the robot control field [22, 39].
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