We present a theoretical approach for the simulation of scanning local optical spectroscopy in disordered quantum wells ͑QWs͒. After a single realization of the disorder potential, we calculate spectra on a mesh of points on the QW plane, thus obtaining a three-dimensional matrix of data from which we construct two-dimensional spectroscopic images of excitons laterally localized at interface fluctuations. Our simulations are in close agreement with the experimental findings, and contribute to the interpretation of spatially resolved spectra in QWs.
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Optoelectronics based on very thin active layers of semiconductor, such as quantum wells ͑QWs͒ are now currently used for many commercial applications. The performance of such devices is influenced by interface roughness, impurity concentration, and alloy homogeneity of the QW. Optical spectra of QWs yield valuable information on the quality of the interfaces and the growth process.
1,2 Disorder in a QW results in an effective two dimensional ͑2D͒ potential spatially correlated which tend to localize the center of mass of the exciton. This image was put forth on the basis of detailed theoretical simulations [3] [4] [5] and of observed homogeneous and inhomogeneous linewidths.
1 Macroscopic optical probes 1,2 have proven to be powerful techniques for probing localized excitons and hence interface fluctuations of quantum structures, however they perform a spatial averaging of the spectral signal, providing information at best on an inhomogeneous ensemble of quasi-0D ͑zero-dimensional͒ localized exciton states. Recently, techniques of very high spatial resolution optical spectroscopy allowed several groups to study the individual exciton eigenstates laterally localized at interface fluctuations. [6] [7] [8] [9] [10] [11] Stimulated by the relevance of the experimental results cited above, theoretical approaches modeling the interaction of quantum structures with highly inhomogeneous light fields have been recently presented. 5, [12] [13] [14] [15] [16] In this letter, we present theoretical results for scanning local optical spectroscopy in QWs obtained after the simulation of a disorder potential with prescribed statistical properties. We will consider an input light field with a given profile g centered around the beam position R. In experiments done by both illuminating and collecting with the same tip ͑reflec-tion mode͒, the relevant optical signal that can be detected by a general near-field setup is proportional to 17 S ϭ͐dz drP*(r,z)•E(r,z), where P(r,z,) is the macroscopic polarization of the sample induced by the electromagnetic field E(r,z,). We have indicated with rϵ(x,y) the projection of the position vector on the plane of the QW and with z the coordinate along the growth direction. Via interferometric techniques it is possible in principle to measure both the phase and the amplitude of S, thus obtaining information on the local complex susceptibility of a sample. 18 Following the general linear response theory, the linear macroscopic polarization P(r,z,) can be written as 4, 14 P͑r,z, ͒ϭ ͵ ͑r,z;rЈ,z; ͒E͑ rЈ,zЈ, ͒drЈdzЈ, ͑1͒
where (r,z;rЈ,zЈ;) is the nonlocal susceptibility tensor. In systems with extended wave functions such as semiconductors nonlocality plays a relevant rule. 14, 16 In reasonable good quality QWs the amplitude of the confinement energy fluctuations are typically one order of magnitude smaller than the binding energy of the 1S exciton. 3 In this limit the relative exciton motion described by the effective wave function 1S ( eh ) may be assumed undistorted by disorder. Disorder affects significantly only the center of mass ͑COM͒ motion through an effective potential V(r). In particular, for semiconductor structures described within the usual envelope-function formalism with isotropic electron and hole dispersions and neglecting fine structure splittings, the susceptibility tensor becomes diagonal with identical elements given by vc 2 1S (0) 2 (z)(zЈ)G(r,rЈ,), where vc is the interband dipole moment, (z) is the product of the electron and hole envelope functions along the growth axis. The quantity G(r,rЈ,) is the retarded propagator for the exciton COM motion. It obeys the following equation (បϩi␦ ϪĤ r )G(r,rЈ,)ϭ␦(rϪrЈ). The Hamiltonian Ĥ r , describing COM motion, is given by Ĥ r ϭϪ(ប 2 /2M )ٌ 2 ϩV(r) ϩប 0 , where ប 0 is the 1-S exciton energy level in the ideal disorder free QW. For the sake of simplicity in the following we describe the narrow light beam by a Gaussian EM-field profile propagating parallel to the QW growth direction z, g(r)ϭexp͓Ϫ(x 2 ϩy 2 )/ 2 ͔. The relevant optical field that can be detected by a general near-field setup as a function of the beam position and shape is thus proportional to
In the following we will present specific calculations for the imaginary part S g I (R) of S g (R) which is proportional to the total absorption under local illumination. [14] [15] [16] Although not direct, significant information on absorption under local illumination can also be obtained by subwavelength excitation spectroscopy. 9, 11 We model the random potential V(r) felt by the excitons as a zero mean, Gauss distributed and spatially correlated process defined by the property
, where ͗ . . . ͘ denotes ensemble average over random configurations, v 0 is the width of the energy distribution, and is the correlation length characterizing the potential fluctuations. This widely adopted model 4 retains the main physical aspects in a very simple way.
The first step is the growth of the sample. Each sample corresponds to a single realization of disorder. Once obtained, the sample calculations are carried out in real space mapping on a fine mesh of points the Hamiltonian Ĥ r , which is then tridiagonalized by using the Lanczos algorithm. 15, 16 We adopt an exciton kinetic mass of mϭ0.25m 0 typical for AlAs/GaAs quantum wells. The local spectra have been calculated by considering a square region of 4 m 2 which has been reproduced with a 500ϫ500 mesh. Periodic boundary conditions have been adopted. For all the calculated spectra we used a homogeneous broadening ␦ϭ60 eV. The calculations yield a three-dimensional matrix of data S g (x,y,). Figure 1 shows two local spectra calculated with the beam position centered at two different positions and with a resolution ϭ20 nm. Figure 1͑a͒ has been obtained centering the beam at the potential local minimum A indicated in Fig. 2͑a͒ , the sharp peaks thus should origin from the 0D exciton COM states localized inside the potential well. Figure 1͑b͒ has been obtained centering the beam at the potential barrier B indicated in Fig. 2͑a͒ , the continuous band thus comes from quasi-2D states at higher energy. This picture will be further confirmed by the local optical images displayed below. Figure 2͑a͒ displays a 2D gray scale image of the region of the specific realized sample where local spectra have been calculated. The labels A and B specify the locations chosen to calculate the local spectra in Fig. 1 . The disordered potential has been obtained by using a correlation length ϭ30 nm and a strength v 0 ϭ1.5 meV. Figure 2͑b͒ shows the global spectrum obtained replacing g(r) with a constant. The 2D gray scale images shown in Figs. 2͑c͒ and 2͑d͒ have been obtained by summing S g I (x,y,) over spectral windows corresponding to the low energy ͑up to Ϫ1.4 meV͒ and high energy tails ͑from 1.4 meV͒ of the global spectrum. We observe that the two images anticorrelate and are located, as expected, at the potential minima and at the barriers, respectively. These two complementary images give a precise information on the potential profile of the sample. Figure 3͑i͒ displays a spectrum calculated with a beam with ϭ250 nm and centered in the middle of the windows in Fig.  2͑a͒ . Despite the resolution not being too high, it is possible to observe a number of very sharp peaks. Figures 3͑a͒-3͑h͒ show five 2D images generated by sectioning the data S g I (x,y,) in planes of constant energy indicated by letters in Fig. 3͑i͒ . The images, calculated using a beam with ϭ20 nm, show the different behavior of two-dimensional ex-FIG. 1. ͑a͒ Local spectrum obtained centering the beam at the potential local minimum A indicated in Fig. 2͑a͒ ; ͑b͒ local spectrum obtained centering the beam at the potential barrier B indicated in Fig. 2͑a͒.  FIG. 2 . ͑a͒ Specific realization of disorder potential in the region where local spectra have been calculated. The labels A and B specify the locations chosen to calculate the local spectra shown in Fig. 1 ; ͑b͒ global spectrum; ͑c͒ and ͑d͒ show the images obtained summing the local spectra, respectively, over the low and high energy tails of the global spectrum.
FIG . 3 . ͑a͒-͑h͒ 2D images generated by sectioning the data S g I (x,y,) in planes of constant energy indicated by letters in ͑i͒; ͑i͒ spectrum obtained using a Gaussian beam with ϭ250 nm centered in the middle of the image in ͑a͒.
citons when varying the excitation energy and give information on the spatial extension of the quantum states which determine the sharp peaks in Fig. 3͑i͒ . At low energy the images ͓Figs. 3͑a͒-3͑e͔͒ display the lowest states of the exciton center of mass motion located at the individual potential minima. Increasing the excitation energy, tunneling starts and we find an increasing number of structures which originate from excited states shared by different potential minima. An analogous behavior has been observed in experimental spectroscopic images. 6, 11 We also notice that the quite high spatial resolution chosen for the simulations (ϭ20 nm͒ allows not only to look at the local absorption centers but also to partially determine their inner structure. Figure 4 shows the local absorption as a function of the beam position and energy S g I (x,y 0 ,) with yϭy 0 fixed. The location of y 0 is indicated in Fig. 2͑a͒. Figure 4͑a͒ , obtained with ϭ20 nm, clearly displays sharp structures from the individual eigenstates of the quantum systems which merge into quasi-continua near the potential barriers in agreement with the experimental findings. 9 In order to investigate the impact that spatial resolution may have on the local spectra, we show in Figs. 4͑b͒ and 4͑c͒ the local spectra with the same potential used for Fig. 4͑a͒ but with a lower spatial resolution ͑respectively, ϭ75 nm and ϭ150 nm͒. We observe a broadening of the structures but also a modification of the relative intensities of the structures and the appearance of new peaks. This rather complex behavior is not merely an average effect but it also originates from spatial interference of the corresponding quantum states due to the nonlocal character of light-matter interaction in semiconductors according to Eq. ͑2͒. Figure 4͑d͒ has been obtained reducing by a factor of three the strength of the disordered potential. We observe a reduction of the spectral region in agreement to what is generally observed in global spectra. We also observe a reduction of the excited states and an overall broadening of the structures.
In summary we have presented a theoretical formulation of scanning local optical spectroscopy in disordered quantum wells. The two-dimensional images presented here show that our theoretical simulations can give a useful contribution to the interpretation of experimental investigations and characterizations. Furthermore, the direct comparison of spectroscopic images with the realized disorder potential here shown, puts forward the correlation between structural disorder and spectroscopic near-field images in QWs. We also expect that the approach here presented can be applied to other mesoscopic photosensitive two-dimensional systems.
