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R6sum6. On 6tudie le probl~me suivant, fr6quemment rencontr6 en th6orie des langages: soient 
n langages L t , . . . ,  L. reconnus par les monoides M1, . . . ,  M. respectivement. E ant donn6 une 
op6ration q~, on cherche ~ construire un monoide M, fonction de MI , . . . ,  M., qui reconnaisse l  
langage (L~,. . . ,  L~)~p. Nous montrons que la plupart des constructions propos6es dans la 
litt6rature pour ce type de probi~me sont en fait des cas particuliers d'une m6thode g6n6rale que 
nous exposons ici. Cette m6thode s'applique 6galement/t certains probl~mes moins classiques 
relatifs par exemple ~ la r6duction du groupe libre ou aux op6rations de contr61e sur les 
TOL-syst~mes. 
Abstract. We study the following classical problem of formal language theory: let L t , . . . ,  Ln be 
n languages recognized by the monoids M~,.. . ,  M, respectively. Given an operation cp, we want 
to build a monoid M, function of M t . . . .  , M,, which recognizes the language (L t , . . . ,  L~)tp. We 
show that most of the constructions given in the literature for this kind of problem are particular 
cases of a general method. This method can also be applied to some less classical problems related 
for example to the Dyck-reduction of the free-group or to control operations on TOL-systems. 
Introduction 
Nous consid6rons ici le probl~me suivant: soient un, deux ou n langages Li, 
L2, . . . ,  Ln sur un alphabet A et ~p une op6ration qui/t ces un, deux, ou n langages 
fait correspondre un autre langage K = (L~, L2 , . . . ,  Ln)cp; soit maintenant, pour 
chaque 1 <~ i <~ n, un monoide Mi reconnaissant le langage Li; comment construire 
une op6ration t/, qui/t ces un, deux ou n monoides fait correspondre un monoide 
N = (MI, ME, . . . ,  Mn) $ qui reconnaSt le langage K ? 
Ce probl~me st fr6quemment rencontr6, et trait6, dans la litt6rature sur les 
langages rationnels. Par exemple, un m6me monoide M reconnaSt un langage L et 
son image par un homomorphisme inverse, le produit direct M~ x M2 des monoides 
reconnaissant les langages L~ et L2 reconnaSt le langage LI c~ L2, le produit dit 'de 
Schiitzenberger' Mt 0 M 2 de ces deux m6mes monoi'des reconna$t le langage L~ L2, 
produit de Lt et L2, etc. 
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De telles constructions sont en g6n6ral une premiere 6tape pour d6terminer les 
propd6t6s communes ~ Mr, M2, . . . ,  Mn et A (Ml, M2, . . . ,  Mn)~b, ou, autrement 
dit, pour 6tudier les invariants yntaxiques de l'op6ration 9. 
I1 est possible de donner une pr6sentation unifi6e de toutes ces constructions. 
L'id6e-clef de cette pr6sentation est de consid6rer l'op6ration ¢ comme l'inverse 
d'une transduction. Si cette transduction admet une repr6sentation matficielle, une 
simple remarque, hiss6e ici au rang de proposition, donne alors une r6ponse au 
probl6me initial. Le proc6d6 n'est pas universel: toutes les op6rations ne peuvent 
pas s'exprimer comme l'inverse d'une transduction qui admet une repr6sentation 
matricielle: il en est ainsi par exemple de la compl6mentation et de l'op6ration 
'6toile'. Cependant, l'6tendue du champ d'application de cette m6thode st remar- 
quable, insoup~onn6e par les auteurs m~me de cet article qui ne devait ~tre au 
d6part qu'une courte note. Nous nous proposons d'illustrer cette m6thode avec 
toute une s6rie d'exemples, classiques et moins classiques, d'op6rations ur les 
langages. Nous passons en revue les substitutions inverses, l'intersection et l'union, 
le quotient, le produit, le m61ange, de m~me que, et cela est moins attendu, l'op6ration 
de plus long facteur gauche commun, la r6duction du groupe libre, et une op6ration 
de contr61e sur les TOL-syst~mes. Nous donnons ainsi une construction unique qui, 
pour chaque op6ration, fournit une preuve directe de r6sultats, en g6n6ral d6j~ 
connus pour les langages rationnels. 
A la liste d'op6rations ci-dessus, il faut ajouter les op6rations rationnelles qui, 
l'6vidence ou plut6t, grace au th6or~me de Kleene-Schiitzenberger--sont justici- 
ables de la m~me m6thode. Nous 6tudions en d6tail le cas des fonctions rationnelles 
inverses et celui des morphismes, dans le but de donner pour ces op6rations la 
'meilleure' r6ponse possible au probl~me, c'est-~-dire la construction qui donne un 
mono~de aussi petit que possible. 
Pour terminer cet article, nous 6voquerons, avec deux exemples et une d6finition 
formelle, une extension possible de la m6thode A des op6rations ~ dont l'inverse 
n'a pas, au sens usuel donn6 ~ ce terme, une repr6sentation matricielle mais peut 
~tre d6finie par une combinaison 'non lin6aire', et 6ventuellement infinie, des 
coefficients d'une repr6sentation matricielle. Une 6tude plus complete de cette famille 
d'op6rations est report6e ~ un article ~ venir. 
1. Terminologie et notations 
Nous suivons, pour l'essentiel, a terminologie t les notations de Berstel [3] et 
d'Eilenberg [7]. 
Soit A un ensemble fini, appel6 alphabet; on note A* le monoi'de libre engendr6 
par ,4, 1A* (parfois simplifi6 en 1) le mot vide 616ment neutre de A*, et A += A* \  1. 
La longueur d'un mot f de A* est not6e I./1- 
Si M est un monoi'de, on note 1 son 616ment neutre. On note ~(M)  l'ensemble 
des parties de M. La multiplication de M s'6tend en une multiplication sur ~(M)  
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XY={xy lx~X,y~ Y}. 
Muni de l'union (comme addition) et de cette multiplication ~(M)  est un semi- 
anneau. L'ensemble vide, 416ment neutre de l'addition, sera not6 0. 
Si P est une partie de M on note P* le monoide engendr4 par P. 
L'ensemble des parties rationnelles de M, not6 Rat M, est le plus petit ensemble 
de parties de M contenant les parties finies, et ferm6 par union, produit et 6toile. 
On note Fin M l'ensemble des parties finies de M. 
On note Net  B respectivement le semi-anneau des entiers positifs ou nuls et le 
semi-anneau de Boole. 
On dit qu'une partie P d'un monoide M est reconnue par un morphisme 7? : M-+ N 
si P = P~/T/-~, c'est&-dire s'il existe une partie Q du monoide N telle que P = QT/-~ 
Par extension on dR aussi dans ce casque le monoide N reconnait P. Une partie 
P d'un monoide est dite reconnaissable si elle est reconnue par un monoide fini. 
Et le th6or~me de Kleene 6nonce que les parties reconnaissables d'un monoide libre 
finiment engendr4 coincident avec les parties rationnelles de ce monoide. 
Soient Met  N deux monoides. On appelle transduction de M dans N, et on note 
r: M-+N,  route application de M darts ~(N) .  En particulier, une fonction de M 
dans N d6finit une transduction. Le graphe ~ d'une transduction r" M-~ Nest  le 
sous-ensemble de M x N d4fini par 
"~= {(m, n)ln ~ mr}. 
--l S i r :  M-~ Nest  une transduction, la transduction i verse r
par 
• N-~ M est d6finie 
nr - '={m[(m,n)~}.  
Une transduction r : M-~ N s'6tend additivement en une application, not6e encore 
r, de ~(M)  dans ~(N) :  
P'/'~-- U m'/'. 
m~P 
Une transduction de M dans Nest  dite rationnelle si son graphe est une partie 
rationnelle du monoide M x N. En particulier, l'inverse d'une transduction ration- 
nelle est rationnelle. 
Si K est un semi-anneau, ce sera B, N ou ~(M) ,  on note suivant l'usage K ~×" 
le semi-anneau des matrices carr6es de dimension n ~ coefficients dans K. 
On dit qu'une transduction r :  A*---~M admet une reprdsentation matricielle s'il 
existe un entier positif n, un morphisme/~ :A* -~(M)  "×', une matrice-ligne A de 
~(M)  l×", et une matdce-colonne v de ~(M)  "×~ tels que, pour tout f dans A*, 
f r  = a.fg.v. 
On a alors le th6or~me suivant. 
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Th6or~me (Kleene-Schiitzenberger). Une transduction r : A*--~ M est rationelle si, et 
seulement si, elle admet une reprdsentation matricielle fi coefficients dans Rat M. 
2. Une remarque ~l~mentaire 
Tout morphisme de monoides rI:M---~N se prolonge en un morphisme de 
semi-anneau de ~(M)  darts ~(N)  puis en un morphisme du monoide des matrices 
(de dimension n) ~ coefficients dans ~(M)  dans celui des matrices (de m~me 
dimension) ~ coefficients dans ~(N),  que nous noterons encore 77. On peut alors 
6noncer la proposition suivante. 
Proposition 2.1. Soit r 'A* - - *M une transduction admettant une reprdsentation 
matricielle (A,/x, v), et soit P une partie de M, reconnue par un morphisme 77" M--* N. 
Alors le langage p~.-! est reconnu par le monoi'de (de matrices) A*lx~7. 
Preuve. Soient Q = P~7 et R le sous-ensemble d  A*/~ d6fini par 
R= {sIA~7.S.wTn Q # O}. 
On v6rifie sans peine la suite d'6galit6s: 
R(/z'r/) -1= {fe A* lflxr I e R}= {fe A* l Arl.flzrl.vr I n Q ~ 0} 
= { f  e A* lfrrl n Qe  O} = { f  e A* Ifr n Qrl-' ¢0} 
={f~A* l f rnP#O}=Pr - ' .  [] 
I1 s'ensuit imm6diatement de cette proposition une propri6t6 des transductions 
qui admettent une repr6sentation matricielle, qu'elles oient rationnelles ou non. 
Corollaire 2.2. Soit r :A* -~M une transduction admettant une representation 
matricielle. L' image inverse d'une partie reconnaissable de M par res t  un langage 
reconnaissable--donc rationnelmde A *. 
Preuve. Soit P une partie de M reconnue par un morphisme 77 de M dans un 
monoide fini N. D'apr~s la Proposition 2.1, Pr -l est reconnu par A*~,  monoide 
de matrices ~ coefficients dans ~(N)  donc monoide fini 6galement. [] 
3. Operations sur les langages 
Soient At, A2, . . . ,  An n alphabets non n6cessairement disjoints et Lt, L2 , . . . ,  Ln 
n langages de A~*, A2*, • • •, A* respectivement, soit, pour chaque entier i = 1 ,2 , . . . ,  n, 
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"oi'A*i-'t>Mi un morphisme reconnaissant Li. Le morphisme 7/:II~=.~ Ai-~I-Ii=l Mi, 
produit des morphismes ~, reconna$t le sous-ensemble Ll x L2 x. • • x L, de I] i= 1 A~. 
Soit ~0 une op6ration sur les n langages L~; le calcul d'un monoide reconnaissant 
L= (L1, L2, . . . ,  L,)~0 r6sulte de la Proposition 2.1 dans le cas o6 il existe une 
n 
transduction r d'un monoide libre A* dans I-I~=l A* telle que: 
(i) r admet une repr6sentation matricielle (h,/z, ~,), 
(ii) pour tout n-uplet de langages LI, L2, . . . ,  L, on a (LI, L2, . . . ,  L , )¢= 
(L  1 xL2 x" • • xL.)~ ,-1. 
En ettet, la Proposition 2.1 montre que dans ce cas le langage Lest  reconnu par 
A*/~7. 
De fait, nous allons voir que la plupart des op6rations classiques ur les langages 
entrent dans cette cat6gorie. 
3. I. Morphisme inverse et substitution i verse 
Si l'op6ration q~ est un morphisme inverse 0 -1, avec 0: B*--~A*, on prend r= 0 
dont la repr6sentation matricielle st (1A*, 0, 1A*). On retrouve ainsi une proposition 
classique dans l'6tude des monoi'des yntaxiques (cf. [7, Vol. B Proposition VII. 1.3] 
par exemple). 
Proposition 3.1. Soit L un langage reconnu par un monoi'de M; r image de L par un 
morphisme inverse est reconnue ~galement par M. 
Par d6finition une transduction tr de B* dans A* est une substitution si c'est un 
morphisme de B* dans ~(A*);  elle admet la repr6sentation matricielle (1A*, tr, 1A*) 
(de dimension 1). La Proposition 2.1 s'applique donc ~ l'inverse de la substitution 
tr (i.e., la transduction i verse o "-~ et non pas le morphisme inverse de ~(A*) dans 
B*) et on obtient le r6sultat suivant, 6tabli par Reutenauer [21] pour les langages 
rationnels. 
Proposition 3.2. Soit L un langage reconnu par M, l'image de L par une substitution 
inverse est reconnue par ~(  M).  
Une substitution 'est pas n6cessairement une transduction rationnelle mais on 
a, cons6quence imm6diate de la Proposition 3.2, ou sp6cialisation du Corollaire i.2, 
le corollaire suivant. 
Corollaire 3.3 ([21]). L'image par une substitution i verse d'un langage rationnel est 
un langage rationnel. 
3.2. Intersection et union 
Un autre r6sultat 616mentaire et classique de l'6tude des monoides syntaxiques 
conceme rintersection et l'union des langages (cf. [7, Vol. B, Proposition VII. 1.3]). 
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Proposition 3.4. Soient L! et L 2 deux langages de A*, reconnus respectivement par 
MI et M2. Alors M Ix  ME reconna~t LI n L 2 et Li u L2. 
Soit r: A*---~A* × A* la transduction drfinie par fz  = (f , f )  pour tout f dans A*. 
Elle admet la reprrsentation matricielle (h,/z, v) de dimension 1oh h = v = ( 1A*, 1A*) 
et a/x = (a, a) pour tout a dans A. 
On v~rifie imm~diatement que 
L1 n L2 = (L1 x L2)r -1 
et donc L~ n L2 est reconnu par A*/zr/= {(f~l,f'02)[f~ A*}, sous-monoide de M 1 × 
M2. 
L'union est obtenue ~ l'aide d'une autre transduction z:A*--c.A* x A* drfinie par 
f~" = ( fxA*)  u (A* ×f) pour tout f dans A*. 
On vrrifie d'une part que 
Ll u L2 = (LI × L2)~ "-I 
et d'autre part que r admet la reprrsentation matricielle de dimension 2, (h, ~, v); 
avec ;t = ((1, 1), (1, 1)), v = ;t t et 
a ] pourtout a dans A. 
X A* 0 \ 
a/z = 0 A* x a / 
Le langage LI W L2 est donc reconnu par le monoide de matrices 
a , /x r /= { (fr/, xM2 0 
isomorphe au m~me sous-monoide de M~ x M2 que pr6c~demment. 
3.3. Quotient 
Soient Let  P deux langages de A*; par drfinition (cf., par exemple, [7, Vol. A, 
p. 35]), le quotient (fi gauche) de L par P, not6 p-IL, est l'ensemble 
p- IL= {f  ~ A*IPf  n L #O}. 
Une partie P de A &ant fix~e, on voit que P-~L = Lz-* o6 la transduction ~" est la 
multiplication (~ gauche) par P. La representation matricielle de r est (P, ~, 1A*), 
o6 ~ d6signe l'identit6 sur A*. L~ encore on obtient un r6sultat qui appartient au 
folklore (cf. [3, Exercise 1.3.6]). 
Proposition 3.5. Soit L un langage de A* reconnu par un monoi'de M;  alors, pour 
toute partie P de A*, p- I  L est reconnu par M. 
Et on retrouve, quand Lest  un langage rationnel, un rrsultat ancien, dfi cette 
lois ~ S. Ginsburg et E. Spanier. 
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Corollaire 3.6 ([8]). Le quotient fi gauche d'un langage rationnel par une partie 
quelconque st encore un langage rationnel. 
On a bien entendu des r6sultats identiques pour le quotient ~ droite, d6fini 
sym6triquement. 
3.4. Produit 
Dans ce paragraphe nous allons retrouver avec notre m6thode la construction, 
due h Schiitzenberger [25] (dans le casn  = 2) et ~t Straubing [28] (dans le cas g6n6ral), 
d'un monoide reconnaissant le produit L~L2. . .  Ln de n langages h partir des 
monoides reconnaissant chacun des facteurs. 
Soit nun  entier fix6, sup6deur ou 6gal h 2, et soit z:A*--c,A* ×A* x. • • ×A* la 
transduction d6finie par 
Vf~A*  f~-={( f , , f2 , . . . , fn ) l¥ i , f~A*et fd2 . . ,  fn=f}.  
De cette d6finition il suit imm6diatement que 
LIL2 . . .  Ln =(L I  ×L2×" - • xLn) r  -1 
puis on v6rifie facilement (pour &re formel, par induction sur la longueur du mot 
f, puis par induction sur l 'entier n) que z admet la repr6sentation matricelle (A,/.t, ~,) 
suivante, de dimension n: 
A = ((1, 1 , . . . ,  1), 0, 0 , . . . ,  0), 
P~----(0,0,...,0, (|, 1 , . . . ,  1)) t. 
Pour chaque a dans A, et chaque entier k = 1, 2 , . . . ,  n on note ak l'616ment de 
A* x A* x- • • × A* dont toutes les coordonn6es valent 1 sauf la ki~me qui est 6gale 
a. Pour chaque a dans A la matrice a/~ est alors d6finie par 
(a /z ) i , j  = {ak [ i <~ k <~j}. 
Par exemple, pour n = 3, on a 
(a , l ,1 )  {(a , l ,  1),(1, a, 1)} {(a,l ,  1) , ( l ,a,  1),(1,1, a)}) 
a/z= 0 (1, a, 1) {(1, a, 1), (1, 1, a)} . 
0 0 (1, 1, a) 
On v6rifie que pour tout mot u de A* on a 
0 si i>j ,  
(up) i , j=  {(ul, u2 , . . . ,  u, )~A*xA*x . . ,  xA*l 
ul =" " • = ui-l = uj+l = . . . .  un = 1 et uiui+l . . .  uj = u} 
si i<-j. 
Cette construction montre en particu!ier que la transduction 7 est rationnelle. 
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D'apr& la Proposition 2.1, le langage LIL2 . . .  L, est reconnu par A*/x~7, qui est 
un sous-monoi'de du monoide des matrices carr6es de dimension n dont les 
coefficients ont des partiesfinies de I-[i"--~ Mi. On peut &re plus pr6cis: A*/xr/ est 
un sous-monoi'de du monoi'de des matrices carr6es P de dimension n dont les 
coefficients P0 sont des parties finies de 1-is= ~ M~ telles que 
(i) si i< j  et si (p l ,p2 , . . . ,p , )~Po ,  alors pk = 1~ pour k<i  ou k>j ;  
(ii) Psi = {(1, . . . ,  1, mi, 1 , . . . ,  1)} pour un certain mi dans M~; 
(iii) si i >j ,  alors P# = 0. 
Ce dernier monoi'de est appel6 'produit de Schiitzenberger' des monoi'des M~, 
M2, . . . ,  M, et not6 ©,(M~, M2, . . . ,  M,). C'est la d6finition donn6e par Straubing 
[28], qui s'identifie ais6ment ~ la d6finition classique dans le casn = 2 (cf. [7, Vol. 
B, p. 250]). Remarquons que l'op6rateur ~ n'est pas 'associatif': par exemple, 
~3(M~,ME, M3) n'est pas, en g6n6ral, 6gal ~ 02(Ml ,©2(ME,  M3)) ou 
~2(~2( M~, M2), M3). 
On peut maintenant 6noncer la proposition suivante. 
Proposition 3.7 ([7, 28]). Si L~, L2 ,  . . . , L,, sont des langages de A* reconnus respective- 
ment par des monoi'des M~, M2, . . . , M ,  alors le langage L~ L2 • • • L, est reconnu par 
~, (M, ,M2, . . . ,M , ) .  
Les d6veloppements r6cents de la th6ode des vari6t6s des langages rationnels (cf. 
[27, 19]) ont conduit ~ consid6rer plut& que le produit L IL2 ' ' "  L,, le produit 
L l a l L 2 a  2 • • • L,_~a,_~L,, off les as sont des lettres de l'alphabet A. Une construction 
analogue ~ la pr6c6dente permet alors d'6tablir la proposition suivante. 
Proposition 3.8 ([28]). Soient L~, L2, . . . ,  L, des langages de A* reconnus respective- 
ment par des mono~des Mi et soient a~, a2, . . . ,  an-i des lettres de l'alphabet A. Le 
langage LlalL2a2" • • Lr - lan- lL ,  est reconnu par le monoi'de ~,,(Ml, M2,. •., .Mr,). 
3.5. Mdlange, infiltration, nabla 
Rappelons que, par d6finition, le m#lange de deux mots f et g de A* (en anglais 
'shuffle product'), not6 fog,  est la partie de A* d6finie par 
fog= {f~glf2g2. . f ,g ,  lf~, gse A*,fLf2. . . f ,  = f et g ig2. . ,  gn = g}. 
Le m61ange s'6tend additivement/t ~(A*):  
Ll o L2 = [_J fog  
f~  L t ,g  ~ L 2 
et si z:A*-~ A* x A* est la transduction d6finie par 
Vf~A*  f z={(g ,h ) lg ,  h~A* , f~g°h},  
il est clair que d'une part 
Li ° L2 = (LI × L2)'r -l 
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et que d'autre part z admet la repr6sentation matricielle (h,/~, v) de dimension 1 
avec h = v = (1, 1) et, pour tout a dans A, 
= {(a ,  1), (1, a)} 
et on retrouve ainsi la proposition suivante. 
Proposition 3.9 ([17]). Si LI et L 2 sont deux langages de A* reconnus respectivement 
par les monoi'des MI et M2, le langage L1oL2 est reconnu par Fin(MI x M2), le 
monoi'de des parties finies de MI × M2. 
La m~me construction, appliqu6e au cas off L2 = A* (et M2 = {1}), montre que si 
un langage L de A* est reconnu par M, l'id6al de m61ange ngendr6 par L, c'est-~-dire 
LoA*, est reconnu par le monoide des parties finies de M contenant 1M. Cette 
construction trouve son int6r~t quand M est fini [16]. Elle est 6videmment trop 
grossi~re quand M est infini puisqu'elle ne rend pas compte du r6sultat de Haines 
[9], corollaire du th6or~me de Higman [10], qui assure que, quel que soit L, LoA* 
est un langage rationnel. 
L'infiltration est une op6ration sur les mots, comparable au m61ange. Introduite 
en [4] (sous le nom de shuffle d'ailleurs), elle n'a pas, jusqu'~t present, ~t6 consid6r6e 
pour son effet sur les langages mais pour les propfi6t6s combinatoires remarquables 
qui la lient au m61ange (cf. 6galement [14, Chapitre 6]). Elle s'int~gre n6anmoins 
notre cadre; pour sa d6finition, les deux notations uivantes ont commodes. 
Pour tout entier positif m, [m] d6signe l'ensemble {1 ,2 , . . . ,  m}. Soient h = 
al . . .  a, un mot de A* (les ai sont des lettres) et I un sous-ensemble, 6ventuelle- 
ment vide, de [[h[]; on note hi le mot ai, ai2.., ai~ avec i~<i2<'" "<ik et I=  
{i~, i2,. . . ,  ik}; par convention, ho= 1. L'infiltration de deux roots f et g, not6e f~g  
est alors d~finie par 
fT  g= {hlh ~ A*, 31, J c [Ihl], I u J = [[hl], h, =f  et hj = g} 
et s'6tend additivement ~ ~(A*).  La  diff6rence avec le m61ange st que l'on ne 
suppose pas Ie t  J disjoints dans la d6finition de l'infiltration. 
Comme pour le m61ange, si z: A*-~ A* x A* est la transduction d6finie par 
f~ = {(g, h)lg, haA* , f~ g~ h}, 
on v6dfie ais6ment d'une part que si L~ et L 2 sont deux langages de A*, 
LI 1' L2 = (LI x L2)~ --1 
et d'autre part que ~" admet la repr6sentation matricielle (h,/x, l,) de dimension 1 
avec h = z, = (1, l) et, pour tout a dans A; 
a/z = {(a, a), (a, 1), (1, a)}. 
On peut alors ~noncer la proposition suivante. 
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Proposition 3.10. Si L, et L2 sont deux langages de A reconnus respectivement par les 
monoi’des M, et M2, le langage L, t L, est reconnu par Fin( M, x M2). 
Une autre variante du melange a 6% consideree en [I] sous le nom de nabla. 
Soient A,, . . . , A, n alphabets (non necessairement disjoints) et f,, . . . , fn des mots 
de AT,. . . , A: respectivement. On pose 
V,(f,, . - - ,fn> =bl,la1,2.. al,,a2,1. -. a2,,, . . . akt.. . ak,,bO, 
a,j E Aj pour 1 <i<ketl<jsn, 
et a1,1 . . . akl=fi 0~ 
a1,2. . ak2= f2...ou al,n... akn = fn}. 
Comme les autres operations sur les mots le nabla s’etend additivement k 9(A*). 
On notera que le nabla n’est pas associatif. Ainsi si L1, L2 et L3 sont des langages, 
on a generalement V2(V2( L,, L2), L3) # V2(LI, V,( L2, L3)). 
Soit T:A*+ATx* - - xA~ la transduction definie par 
Si L,,.. . , L, sont des langages de AT, . . . , AZ respectivement, on a 
V,( L,, . . . , L,) = (L1 X - * - X L,)T-’ et T admet la representation matricielle (A, p, ZJ) 
de dimension n2 suivante: pour tout a E A, 
(aP)(l,j)(n,j) = AT xs - - xAj”_,, x(a) xAF+, XV - - xA~, 
(ap)(i,j)(i-l,j) = AT x. ~~~A,*_,~{~}~A,*,,x~~~xA~ siifl, 
(ap)(i,j)(i,j,) = 0 dans les autres cas. 
Pour lsjan, h[j,j,=(l,.e.,l) et Acij,=O Si i#j; U=A’. 
Par exemple, pour n = 2, 
i 
0 {a}xA* 0 
{l}xA* 0 
a~= 
0 0 
0 0 
D’apres la Proposition 2.1 le langage V,( L,, . . . , L,) est reconnu par A*pq qui 
est isomorphe a un sous-monoi’de du monoi’de des matrices de la for-me 
0 N2 ... 0 
. . . . 
iI 0 
. 
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o6 les N~ sont de la forme 
0 0 . . .  0 
0 0 . . -  0 
0 0 . . .  0 
0 . . .  0 
mi, k+l 
, . o 
0 
avec mi, j ~ Mi pour 1 <~j ~< n. 
mi.! 0 . . -  0 \ 
0 mi,2 • • - 0 
. . . . . . . . .  m~k 
° ° "  " ° "  ° ° °  0 
° ° .  . ° °  ° ° ,  ° ° .  ° ° °  ° ° °  o ° °  
0 " ' "  m~ 0 
Or le mono ide  des matrices du type Ni n'est atltre que le produit en couronne, 
not6 MioZ/nZ,  de Mi par Z/nZ.  On en d6duit la proposition suivante. 
Proposition 3.11. Soient LI, . . . , Ln des langages de A*, . . . , A* reconnus respective- 
ment par les monoi'des MI , . . . ,  M,,. Le langage Vn(L t , . . .  , Ln) est reconnu par le 
1"i 
monoi'de l-[i=l (M i°Z /nZ)  • 
3.6. Plus long facteur gauche commun 
Si u et v sont deux mots de A*, on note u A V leur plus long facteur gauche 
commun. L'op6ration ainsi d6finie sur les mots s'6tend aux langages par 
L1A L 2 = {u I ^ u2[ u I EL I ,  u2~ L2}. 
Soit ¢: A*- '~A* x A* la transduction d6finie par u¢ = (u, u)R, 06 
R=( lxa* )u(a*x l )u (o~b~A. , , ,b  [''J (aa*xba*) ) .  
On v6rifie ais6ment que 
{(u,, uz)lu,, A*, u, ^  u2= u} 
et done que 
( L1 × L2)z -l = Li A L2. 
Par ailleurs ¢ admet la repr6sentation matrieielle (A,/~, v) de dimension 1 06 
u/x = (u, u) A = (1, 1) et v = R. On peut done 6noncer la proposit ion suivante. 
Proposition 3.12. Soient LI et I_~ deux langages de A*, reconnus respectivement par 
Ml et M2. Alors M lx  M2 reconnait L! ^ 1-,2. 
Et on retrouve n particulier le corollaire suivant. 
Corollaire 3.13 ([5]). Si Ll et 1.,2 sont deux langages rationnels, alors L1 A L2 est un 
langage rationnel. 
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Soit maintenant L un langage alg6brique d6terministe; si K est un langage 
rationnel, LK  -~ est un langage alg6brique d6terministe [ll]. Si Je t  K sont deux 
langages rationnels, on d6montre (cf. [24]) que L J -~n LK  -~ est aussi un langage 
alg6brique d6terministe t qu'une union finie de telles intersections est encore un 
langage alg6brique d6terministe. Par ailleurs, pour tout langage L on a 
avec 
L A L= (L × L)~'- '= (_J (LJr,' n LK-[") 
i~ l  
R = U Ji x Ki, 
i~ l  
et on retrouve ainsi la proposition suivante. 
Proposition 3.14 ([5]). Si Lest  un langage alg~brique d~terministe, L A Lest  un langage 
algdbrique ddterministe. 
3.7. R~duction du groupe libre 
Soient A un alphabet fini et ~, une copie de A. On pose ,4 = A u fi,. Rappelons 
([15]) que le groupe libre F(A)  sur l'ensemble A est le quotient de A* par la 
congruence ngendr6e par les relations aci = 1 et cia = 1 pour tout a c A. On note 
D l'ensemble des mots 6quivalents ~ 1. Un mot qui ne contient aucune occurrence 
de facteurs de la forme a~i ou tia est dit r6duit. L'ensemble des mots r6duits est le 
rationnel 
K=A* \ f i , *VA* ,  o f lV={aa la~A}u{aa]a~A}.  
On d6montre que tout mot f de A* est 6quivalent ~ un unique mot f8 de K. On 
a d6fini ainsi une application 8 :,4"--~,4" qui v6rifie la propri6t6 suivante: si u8 = 
xl . . .  x, avec x, ~ A alors u ~ Dx~Dx2D. . .  x~D. 
Nous allons montrer que 8 est repr6sentable. La fonction r de A* dans A* d6finie 
par u~'={u}nK est une fonction rationnelle qui admet une repr6sentation 
matricielle (A,/3, y). Soit (A,/.t, v) la repr6sentation matricielle d6finie par a/z = 
D(a/3) et ~, = Dy. La propri&6 rappel6e ci-dessus permet de v6rifier que (A,/~, u) 
est une repr6sentation matricielle de 8-~ 
On a obtenu ainsi une nouvelle preuve du r6sultat classique. 
Proposition 3.15 ([2]). Si Rest  un rationnel de z~*, aIors R8 est rationnel. 
Le cas de la congruence ngendr6e par le syst6me {(aci, 1)la ~ A}----ou autres 
variantes [23]----se traite de la m~me fagon. 
3.8. TOL-systdmes 
On appelle TOL-syst~me un ensemble G = (A, ¢r l , . . . ,  trn) o6 A est un alphabet 
et ¢r l , . . . ,  o'n sont des substitutions de A* dans lui-m~me. Contrairement ~tl'usage 
nous n'incluons pas le choix d'un 616ment de A*, appel6 axiome, dans la d6finition. 
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Soit B={1, . . . ,  n}. A tout mot u = i~.. .  ir de B*, on associe la substitution 
tr, = tri, . . .  trir (la substitution associ6e au mot vide est l'identit6). La proposition 
qui suit est une 16g~re xtension d'un r6sultat de Reutenauer [20] dont nous adaptons 
6galement la d6monstration. 
Proposition 3.16. Soit G un TOL-syst~me et K, L deux langages rationnels de A*. 
Alors le langage G(K,  L) = {u ~ B*lKtr . n L # 0} est rationnel. 
Preuve. Soit r :  B*---~A* la transduction d6finie par u~-= LtTu I. La Proposition 3.2 
montre que si Les t  reconnu par un monoi'de M, alors pour toute substitution 
o':A*--~A*, /_xr -1 est reconnu par ~(M) .  En particulier, puisque L est reconnais- 
sable, les langages de la forme Ltr -t forment un ensemble fini Q. Cette remarque 
permet de construire une repr6sentation matricielle (A,/z, v) de r : / z :B* -~ 
~(A*)  °×° est d6fini par 
il~lL R, = R' si RtT i  -1 = R', 
et Aet  v sont d6finis respectivement par 
{10 s iR=L,  
AR = sinon, VR = 1 pour tout R ~ Q. 
On a alors, pour tout u ~ B*, 
t~'(U]~) "l't~- U (I~]'g)L,R = to' -u I -~" u~. 
R~Q 
Maintenant il vient que 
G(K, L)= B*IK n l_zrS' S0}= B*IK n ur-' S0}= K,-' 
Par cons6quent le r6sultat cherch6 d6coule directement du Corollaire 2.2. [] 
4. Relations rationnelles 
On s'int6resse maintenant au cas oh ~0 est une relation rationnelle de A* dans 
B*. L'inverse de q~ admet alors ipso facto une repr6sentation matricielle puisque 
c'est aussi une relation rationnelle. Si Les t  un langage de A*, reconnu par un 
monoide M, le langage L~p est reconnu par un sous-monoide de (Rat M) k×k ofa k 
--1 est la dimension de la repr6sentation de z =~0 
Dans les paragraphes suivants on d6cdt quelques cas particuliers oil les propri6t6s 
de ~o permettent d'&re plus pr6cis pour le calcul de ce sous-monoide qui reconna$t 
L~o. Ce type de probl~me a 6t6 consid6r6 en [25], mais dans une optique toute 
diff6rente, et uniquement pour des langages L rationnels. 
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4.1. Fonction rationnelle inverse 
Si la relation rationnelle ~0 est telle que w~- est une partie finie de A* pour chaque 
w dans B*, toute repr6sentation matricielle (A,/z, 1,) de ~-= ~-~,/t condition d'6tre 
normalis6e (cf. [3, p. 86]), est telle que les coefficients de chaque matrice w/x sont 
des parties finies de A* et le langage L~ est reconnu par (Fin M) k×k. 
Si ~ est l'inverse d'une fonction rationnelle on obtient, toujours en normalisant 
la repr6sentation matricielle de ~" ([3, Proposition IV.I.1]), que L~ est reconnu par 
M k×k. On va pr6ciser ce dernier 6sultat ~ l'aide d'une propri6t6 des repr6sentations 
des fonctions rationnelles et d'une construction alg6brique standard. 
Notons d'abord que le monoide des relations sur un ensemble Q est isomorphe 
au monoide B °×e des matrices carr6es bool6ennes de dimension card Q. On con- 
fondra dans la suite une relation et la matrice bool6enne qui lui correspond. 
D6finition. Un monoide N de relations ur Q est un monoi'de de relations non ambigu 
si pour toute paire r et s d'616ments de Net  tout couple (i, k) appartenant au 
produit rs il existe un unique 616ment j de Q tel que (i, j) appartient A r et (j, k) 
appartient ~ s. 
Toute matrice bool6enne peut ~tre consid6r6e comme une matrice ~ coefficients 
dans N, en donnant au 0 et au 1 leur valeur d'entiers. I1 vient alors qu'un monoi'de 
N de relations sur Q est un ~ monoi'de de relations non ambigu si, et seulement si, 
le produit de deux 616ments quelconques de N, calcul6 dans N °×°, est identique 
leur produit calcul6 dans B °×°, i.e., si dans le calcul de ce produit on n'a jamais 
ettectuer une addition de deux 616ments non nuls. On a alors le r6sultat suivant dfi 
M.P. Schiitzenberger. 
Th6or6me 4.1 ([3]). Toute fonction rationnelle r: B*--~A* admet une reprdsentation 
matricielle normalis~e (A, i~, v) o~ B* I~ est un monoi'de de matrices dont les supports 
forment un monoi'de de relations non ambigu. 
Le r6sultat original donne une description plus pr6cise du monoide B*# mais 
nous n'en aurons pas besoin ici. Le monoide des supports des 616ments de B*# est 
appel6 le monoi'de de relations non ambigu associ~ ti/~; par abus de langage nous 
dirons que c'est un monoide de relations non ambigu associ6 ~ T. 
Pour 6noncer le r6sultat que nous avons en vue, nous introduisons maintenant 
une nouvelle d6finition du produit en couronne de deux monoi'des (cf. [22]). Celle-ci 
s'appuie sur la notion de monoide de relations non ambigu alors que ia d6finition 
classique (cf. [12], par exemple) utilise seulement les monoi'des d'applications. 
D6finition ([22]). Soient M un monoide quelconque t Nun  monoi'de de relations 
non ambigu sur un ensemble Q. Le produit en couronne de M par N, que nous 
noterons M o N, est l'ensemble des matrices de dimension card Q obtenues en 
substituant les 616ments de M aux coefficients non nuls des 616ments de N. 
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La propri6t6 caract6ristique d s monoides de relations non ambigus fait qu'aucune 
addition de deux termes non nuls n'appara?t dans le produit de deux matrices ainsi 
d6finies et que l'ensemble M o Nest  alors ferm6 pour la multiplication usuelle des 
matrices. 
La simple application de la Proposition 2.1 au cas des fonctions rationnelles 
inverses entra~ne la proposition suivante. 
Proposition 4.2 ([22]). Soient r: B*--~A* une fonction rationnelle t N un monoi'de 
de relations non ambigu associ6 fi 7. Soient L un langage de A* et M un monoi'de qui 
reconna~t L. Alors L'r -~ est reconnu par le produit en couronne de M par N. 
4.2. Morphisme injectif ou codage 
Si q~ :A*---~ B* est un morphisme injectif, son inverse est une fonction rationnelle: 
on va pouvoir donner dans ce cas une construction explicite d'un monoide de 
- I  relations non ambigu associ6 ~ • =~ 
Rappelons qu'une partie X de B* est un code si le monoi'de X* engendr6 par 
X est libre de base X. En particulier, si ~:A*---~B* est un morphisme injectif, 
X = A~ est un code. 
Etant donn6 un code X dans B*, on note P l'ensemble des facteurs gauches 
propres des mots de X:  
P = {u ~ B*13v ~ B +, uv~ X} .  
A chaque lettre a de B on assbcie une relation ap d6finie sur P par 
(p, 1) ~ ap si et seulement sipa ~ X 
(p ,q )cap  s ie tseu lements iq=pa,  pourq~l .  
L'application p ainsi d6finie induit un morphisme de B* dans le monoide des 
relations sur P. L'image de B* par pest  un monoide de relations non ambigu qui 
reconnait X*. I1 est appel6 mono~de sagittal de X* et not6 ~ Sag(X*). De plus, si 
X est un code pr6fixe, Sag(X*) est un monoide de fonctions. 
Soit maintenant ~:A*- -~B* un morphisme injectif et posons X=A,p .  Alors 
-1 7"=~ : 
(X, ~, ~) 
B*--~ A* est une fonction rationnelle qui admet la repr6sentation matricielle 
o/i, avec les notations pr6c6dentes, tz:B*'~(A*) PxP est d6fini par 
( al.t )p,l = (Pa)% 
( all )p, pa = 1, 
(a/~)p,q =0 si q# 1 et q~pa 
et 
Ap = vp = sip = 0. 
t Cette terminologie st due ~ J. Berstel et D. Pet-fin. 
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Si u s B*, on trouve 
(utz)p,q = (Xl . . .  x,)~" ofa pu = Xl .. x,q, X l , . . . ,  x, s X, 
p facteur gauche propre de xt. 
On voit que le monoide des supports de B*t~ n'est autre que Sag(X*). Compte- 
tenu de la Proposition 4.2, on a donc d6montr6 le r6sultat suivant. 
Proposition 4.3. Soit ~p" A*---~ B* un morphisme injectif et soit X = A~. Si Les t  un 
langage de A* reconnu par M, le langage Lq~ est reconnu par le produit en couronne 
MoSag(X*) .  
Nous verrons dans la suite que l'on peut associer ~ un morphisme injectif un 
autre monoide de relations non ambigu, appel6 monoide ~ p6tales. 
4.3. Morphisme litt&al 
Par d6finition, un morphisme q~'A*---~B* est dit litt&al (ou strictement 
alphab6tique [3]) si l' image de chaque lettre de A par ~p est une lettre de B, i.e., si 
Aq~c B. 
Si q~ est un morphisme litt6ral, ~" = q~-i admet la repr6sentation (1,/x, 1) de 
dimension 1 avec x~ = xq~ -1 pour tout x dans B. 
On retrouve ainsi un r6sultat d6montr6 ind6pendamment par Reutenauer [21] et 
Straubing [27] dans le cas des langages rationnels. 
Proposition 4.4. Soient tp :A*--~B* un morphisme litt&al et L un langage de A* 
reconnu par un monoi'de M. Alors le langage L~p est reconnu par Fin M. 
4.4. Morphisme faiblement littoral 
Par d6finition, un morphisme ~p:A*---~B* est dit faiblement litt&al (ou 
alphab&ique [3]) si l ' image de chaque lettre de A par ~0 est soit une lettre de B, 
soit 6gale au mot vide. 
Posons C = A c~ 1 q~-~: C est donc l'ensemble des lettres de A dont l'image par ~0 
est 1. Soit or la substitution B*---~A* d6finie par bo" = bq~ -1 pour tout b s B. On notera 
que pour tout us  B ÷ on a uo'= uq~ -1. En revanche ltr={1}, alors que l~p - l=  C*. 
On va d6montrer la formule suivante: 
~(L \C* ) t r - '  si Lea C* =0,  (1) 
Lq~=[(L \C* ) t r - lu{1} si Ln  C*#0.  
On a en effet L= (Ln  C* )u  (L\C*) .  Or, (Ln  C*)~p = 0 ou {1} suivant que Lc~ C* 
est vide ou non. D'autre part, 
(L \C*)tr - '  = {u s B*l u~ n (L\C*)  # 0}. 
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Mais comme 1~ C*, on a l t rn  (L\C*) =~) et donc 
(L\C*)o' - '  = {u ~ B+luo "n(L \C* )  S0} 
= {u B+lu  -' s0}  
= {u B+I u 
= (L\C*)q~. 
Comme L~0 = (L\C*)q~ u (Ln  C*)q~, la formule (1) est 6tablie. Compte tenu des 
r~sultats ant6rieurs ur les substitutions inverses et les op6rations bool~ennes, et en 
remarquant que 1 et C* sont reconnus par U~, le monoi'de h deux 616ments compos~ 
d'un ~16ment neutre et d'un z6ro, on a d~montr~ la proposition suivante. 
Proposition 4.5. Soient q~" A*--c, B* un morphisme faiblement littoral et L un langage 
de A* reconnu par un monoi'de M. Alors le langage Lq~ est reconnu par Rat(M × Ul) 
si L~ ne contient pas le mot vide et par U~ x Rat(M x Ul) si Lq~ contient le mot vide. 
4.5. Morphisme quelconque 
Un morphisme quelconque ~0" A*--~ B* se factorise n le produit d'une projection, 
d'un morphisme injectif et d'un morphisme litt6ral. Posons en effet C= 
{a~Ala~S 1} et soit q~l la projection de A* sur C* (i.e., aq~l =a  si a~ C, a~l = 1 
sinon). Soient q~2:C*--~(CxB)* le morphisme injectif d6fini par c~02= 
(c, b~).. .  (c, b,) oO b l . . .  b, = c~o et q~3: (C x B)*---~B* le morphisme litt6ral d6fini 
par (c, b)~o3= b. Alors q~ = ~pltP2q~3 et les constructions pr6c6dentes permettent, 
partir d'un monoide reconnaissant un langage L de A*, de construire un monoide 
reconnaissant Lq~. 
Nous allons maintenant donner une autre construction, fond6e sur une factorisa- 
tion diff6rente des morphismes. 
Consid6rons d'abord un ensemble fini X de B+; on pose 
Q-- {(1, 1)} u {(u, n ÷ ×n+luv  X}. 
A chaque lettre a de B, on associe une relation ap d6finie sur Q par 
((1, 1),(1, 1)) ~ ap si a e X, 
((1, 1), (a, v))~ap pour toutveB÷te lqueav~X,  
((u, av), (ua, v)) ~ ap pour tout u, v ~ B ÷ tel que uav ~ X, 
( ( u, a ), ( l, 1) ) ~ ap pour tout u ~ B+ tel que ua ~ X. 
L'application p ainsi d6finie induit un morphisme de B* darts le monoide des 
relations sur Q. L'image de B* par p est un monoide des relations qui reconnait 
X*. I1 est appel6 monoi'de fipdtales de X* et not6 Pet(X*) [13]. On v6dfie facilement 
que si X est un code, alors Pet(X*) est un monoide de relations non ambigu. 
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Exemple. B = {a, b}, X = {a, aba, ba, aab}. 
Le diagramme suivant donne, avec les conventions usuelles, une repr6sentation 
graphique des relations ap et bp: 
a 
(aa, b) 
(a, 
(a, ba) 
(z,1) 
U 
b 
(b ,a)  
(ab, 
Soit maintenant q~ :A*---~B* un morphisme et posons X = Atp c~ B + et I*= 1 ~p-~. 
Pour chaque w ~ X, soit C(w) l 'ensemble des lettres de A dont l ' image par q~ est 
w. Formellement, 
C(w)= {a s Ala~p= w}. 
On construit maintenant une transduction T'B*---~A* par sa repr6sentation 
matricielle (A,/z, v) oh tz'B*---~Rat(A*) °×° est d6finie par 
t 
l 
I*C(ua) 
(a~)p.q = I*C(a) 
0 
si (p, q) ~ ap et q # (1, 1), 
s ip  = (u, a),  q = (1, 1) et ua ~ X, 
s ip=q=(1 ,  1) e ta  sX ,  
darts les autres cas 
et o/~ 
{'0" Ap= s ip=(1 ,  1), et z,p= sinon, sinon. 
Une r6currence, fastidieuse, sur la longueur de w permet le calcul de w/z pour 
tout w ~ A*. 
On trouve 
( = {z a, . . . z .a .  In  >I O, a l ,  . . . , a ,  ~ A ,  z l ,  . . . , z , ,  ~ I *  
tels que uwv' = xtx2.. .  Xn+l,  x i  = az.~o pour 1 <~ i ~< n, 
uv  = x~ si uv  ~ I, et u '  v '=  x.+~} 
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si (U', V') ~ (1, 1), et 
(W/X)(,,v)(I,l) = {z la l . . .  z,a,, In >t0, ab . . . ,  a,, ~ A, Zl ,  • • • , Z n ~ I* 
tels que uw = x~. . .  x,,, xi = ai~p our 1 ~< i <~ n 
et uv = X l si uv ~ 1 }. 
La distinction entre les deux cas est rendue n6cessaire pour inclure la possibilit6 
n = 0. Dans cette 6ventualit6 la condition de la premiere formule devient uv = 
t / t t )  t . . . .  
On voit 6galement, grace $ la seconde formule, que w~-= (wi, t)<l,l),<~.~)I*= w¢- '  
et la transduction ~"ainsi construite st bien l'inverse de q~. 
D'autre part, le monoi'de des supports des matrices de B* n'est autre que le 
monoi'de fi p6tales de X*. 
Si q~ est un morphisme injectif, l'ensemble I d6fini ci-dessus est vide, chaque 
ensemble C(w)  poss~de au plus un 616ment et la repr6sentation /~ est $ valeurs 
dans A* o×o. De plus X est un code et Pet(X*) est un monoi'de de relations non 
ambigu. On a donc d6montr6 le r6sultat suivant. 
Proposition 4.6. Soit ~" A*--~ B* un morphisme injectif et soit X = A~p. Si un langage 
L de A* est reconnu par un monoi'de M, le langage 1_4o est reconnu par le produit en 
couronne M o Pet(X*). 
Si ~p n'est pas injectif mais si n6anmoins X est un code, on a la proposition suivante. 
Proposition 4.7. Soit ~p :A*--~B* un morphisme tel que X=A~p c~ B + est un code. 
Si un langage L de A* est reconnu par un monoi'de M, le langage L~p est reconnu par 
le produit en couronne Rat Mo Pet(X*). 
Pour traiter du cas des morphismes quelconques, on est amen6 $poser la d6finition 
suivante. 
Definition. Soit Nun monoide de relations sur un ensemble Q et soit Sun  
semi-anneau. Nous appelons produit de substitution de S par N l'ensemble des 
matrices carr6es de dimension [Q[ obtenues en substituant les 616ments de S aux 
coefficients non nuls des 616ments de N. Nous le noterons encore S o N. 
On v~rifie que S o N est un sous-monoide du monoide (multiplicatif) des matrices 
S °×°. On peut alors 6noncer la proposition suivante. 
Proposition 4.8. Soit ~" A*--~B* un morphisme quelconque t soit X = Aq~ c~ B +. Si 
L est un langage de A* reconnu par un monoi'de M, le langage Ltp est reconnu par le 
produit de substitution Rat M o Pet(X*). 
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5. Operations non lin~aires 
Dans ce qui pr6c6de, nous avons consid6r6 uniquement des op6rations ~0 dont 
l'inverse admet une repr6sentation matricielle c'est-h-dire telles qu'il existe une 
repr6sentation (h, tz, v) avee, pour tout mot f, 
f ip- l= A.fp..v 
Cette propri&6 permet de ealeuler, ~ partir d'un monoi'de M qui reeonna~t un 
langage L, un monoide qui reeonna~t un langage Lq~. Or, il appara~t que ee ealeul 
d6pend du seul morphisme/.t. On peut done ehereher ~ g6n6raliser notre m&hode 
des operations q~ telles que uq~ -~ s'exprime omme une eombinaison, mais pas 
ngcessairement lindaire, des coefficients d'une matriee u~. Un exemple, emprunt6 fi
[11], va d'abord illustrer eette idle. 
Si L est un langage de A* on note 
½L = {u [ ::Ix, y c A*, [x] = ]u] = [y[ et xuy ~ L}. 
On volt que ½L= L~ "-~ off 7"" A*--.-~A* est la transduction d6finie par 
ur  = A lU luA lul. 
Soit/z" A*---~ ~(A*) 2×2 le morphisme d6fini par 
a (o o) 
pour tout a dans A. On a, pour tout u dans A*, 
u /z=(0  A01~)et  /./,'/-=u/J,22u/J, llU/.£22. 
Ainsi, ur est une eombinaison ' on lin6aire' des coefficients de u/x. Anticipant sur 
la g6n6ralisation donn6e ei-dessous de la Proposition 2.1, on peut conclure que si 
~L est reeonnu par M × C off C est un sous- L est reconnu par un monoi'de M, 1 
monoi'de monog~ne de ~(M) ,  et donc que ½L est rationnel quand L l'est. 
Pour formaliser la construction ei-dessus on pose d'abord quelques d6finitions. 
Soient M un monoide et --~ un alphabet fini. On note M* -~* le produit libre (ou 
coproduit) des monoi'des Met  -~*. On sait que M* w* s'identifie avec l'ensemble 
des mots de la forme mo~lml . . .  ~nmn avec mo, . . . ,  mn ~ M et ~:1,..., ~n e --~ muni 
du produit 
( mo~l  ml  . . . ~ ,m, ) (  m~ m't . . . ~ ' ,m' , )  
! I ! 
= (mo~lml .  • • ~, , (m, ,mo)~lml . . .  ~,,,m,~,): --' ~" 
Soit 0 =-w*- - -~(M)  un morphisme. Nous noterons [O]: ~(M*-='* ) - - -~(M)  le 
morphisme de semi-anneau d6fini par 
(a) u[O] = mo(~lO)ml . . .  (~nO)m. pour u = mo~lm~... ~.m. ~ M*~-  *, 
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(b) X[O]= U u[O] pourXe  ~(M*  w*). 
u~X 
Sir/" M--~ Nest  un morphisme de mono]'des, nous notons encore r/le morphisme 
induit de M * w* dans N*  E*, et 6galement, comme depuis le d6but, le morphisme 
induit de ~(M)  dans ~(N) .  On a alors le lemme suivant, dont la v6rification est 
purement formelle. 
Lemme 5.1. Soient r ! • M- -~N et 0:~*- -~(M)  deux morphismes de monoi'des. Le 
diagramme suivant est commutatif : 
[e] 
~(M * -='*) ~" ~(M)  
"1 co. 1 
~(N * -~*) ~ ~(N)  
Pour tout n positif nous noterons ='~ ={~:,,i, ~:t,2,..., ¢,,.} un alphabet ~ n 2 
variables et pour toute matrice m de ~(M)  "×" nous noterons ~galement par mle  
morphisme m " E*--* ~(  M)  d~fini par (¢i,j)m = mi, j. 
Nous pouvons maintenant g~nrraliser la notion de reprrsentation matricielle 
d'une transduction. 
Definition. Une transduction z:A*---~M est representable s'il existe un entier n 
positif, un morphisme tx "A* - -o~(M)  "×", et un 616ment s de ~(M*~*)  tels que, 
pour tout f dans A*, 
f z  = s[ftz ]. 
On dit alors que le couple (s, it) reprdsente ~'. 
La Proposition 2.1 se grn~ralise alors en la proposition suivante. 
Proposition 5.2. Soit  r" A*---~ M une transduction reprgsentde par (s, tz), et soit P une 
partie de M, reconnue par un morphisme ~7 " M--* N. Alors le langage Pz -~ est reconnu 
par le monoi'de (de matrices) A*tt~7. 
Preuve. La v~rification suit pas ~ pas celle de la Proposition 2.1. Soient Q = P~7 et 
R le sous-ensemble d  A*~r/ drfini par 
R = {mira e ~(N)  "×', s~7[m]n Q ~ 0}. 
On a 
R(/z,/) - l=  {f [ fe  A*, sT/[f/.r~/] n Q # ~} 
ce qui s'rcrit, d'apr~s le Lemme 5.1, comme 
R(gn) - '  = {f i fe  A*, (s[f/x]) r /n  Q # 0} 
= { f i fe  A*, s[ftt] n QT/-1 SO} 
={f[ fe  A*,fl" n P ~ 0} = Pr -I. [] 
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Corollaire 5.3. Soit T: A*---~ M une transduction representable. L' image inverse d" une 
partie reconnaissable de M par ~" est un langage reconnaissable--donc rationnel de A*. 
En [6], Conway a appel6 'regulator' toute transduction qui pr6serve les langages 
rationnels e ta  6tudi6 certaines familles de telles transductions. Avec les inverses de 
transductions repr6sentables nous avons d6fini une nouvelle famille de 'regulators' 
que nous nous proposons d'6tudier dans un prochain travail; en particulier nous 
comparerons cette famille avec celle des 'regularity-preserving relations' de 
McNaughton et Seiferas [26]. En guise de conclusion, et pour illustrer la possibilit6 
de combinaisons infinies de coefficients dans les transduetions repr6sentables nous 
pr6sentons un dernier exemple. 
Si Les t  un langage de A, soit L~ le langage d6fini par 
L~ = {u ~ A*13n ~ I~, p = 2n + 1 est premier, 
3x, y ~ A*lxl--lyl = nlu[, et xuy ~ L}. 
Si/x est la repres6ntation matricielle d6finie au d6but de la pr6sente section, et 
si s est le sous-ensemble de A**_w 2 d6fini par 
S U n 1 =- ~22~I ~2"  
n EI~I, 
2n+l premier 
On v6rifie ais6ment que ~'-~ est repr6sent6 par le couple (s,/~) et donc que L~', 
rationnel quand L l'est, est reconnu par le m~me monoide que ½L. 
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