Online linear optimization problem models a situation where an algorithm repeatedly has to make a decision before it sees the loss function, which is a linear function of the decision. The performance of an algorithm is measured by the so-called regret, which is the difference between the cumulative loss of the algorithm and the cumulative loss of the best fixed decision in hindsight.
Introduction
Online Linear Optimization (OLO) is a problem where an algorithm repeatedly chooses a point w t from a convex decision set K, observes a loss vector ℓ t and suffers loss ℓ t , w t . The goal of the algorithm is to have a small cumulative loss. Performance of an algorithm is evaluated by the so-called regret, which is the difference of the algorithm's cumulative loss and the (hypothetical) strategy that would choose in every round the same best point in hindsight.
OLO is a fundamental problem in machine learning (Cesa-Bianchi and Lugosi, 2006; Shalev-Shwartz, 2011) . Many learning problems can be directly phrased as OLO, e.g., learning with expert advice (Littlestone and Warmuth, 1994; Vovk, 1998; Cesa-Bianchi et al., 1997) , online combinatorial optimization (Kalai and Vempala, 2005; Helmbold and Warmuth, 2009; Koolen et al., 2010) . Other problems can be reduced to OLO, e.g. online convex optimization (Shalev-Shwartz, 2011, Chapter 2), online classification and regression (Cesa-Bianchi and Lugosi, 2006, Chapters 11 and 12) , multi-armed problems (Bubeck and Cesa-Bianchi, 2012) , and batch and stochastic optimization of convex functions (Nemirovski and Yudin, 1983) . Hence, a result in OLO immediately implies other results in all these domains.
In particular, any algorithm for linear losses can be easily extended to an algorithm for arbitrary (non-linear) convex losses by feeding it with subgradients as the loss vectors; for details see, for example, Shalev-Shwartz (2011, Section 2.4). Many existing online learning algorithms are nothing else than algorithms for OLO applied to subgradients of convex loss functions. This includes onc 2015 F. Orabona & D. Pál. line gradient descent (Zinkevich, 2003) , Perceptron (Rosenblatt, 1958; Freund and Schapire, 1999) , Hedge (Freund and Schapire, 1997) , exponentiated gradient descent (Kivinen and Warmuth, 1997) .
A desirable property of an algorithm for many of these applications, and for OLO in general, is to deal with arbitrarily large or arbitrarily small norm of loss vectors without knowing any upper or lower bounds upfront. However, many existing algorithms receive as an input-or explicitly assume-an upper bound B on the norm of the loss vectors. The input B is often disguised as the learning rate, the regularization parameter, or the parameter of strong convexity of the regularizer. Examples of such algorithms include Hedge algorithm or online projected gradient descent with fixed learning rate. Both these algorithms have regret after T rounds bounded by O(B √ T ), which is worst-case optimal for sequences of loss vectors with norms at most B. However, these algorithms have two obvious drawbacks.
First, they do not come with any regret guarantee for sequences of loss vectors with norms exceeding B, or, at the very least, the regret guarantee is worse than the regret bound one would obtain by feeding the algorithm with loss vectors scaled so that they meet the norm bound B. Of course, such scaling can be known only at the end of the sequence.
Second, on sequences where the norm of loss vectors is bounded by b ≪ B, these algorithms fail to have O(b √ T ) regret. As before, a simple solution is to scale the loss vectors by B/b. Again, however, the scaling can be only known at the end of the sequence.
Similar problems arise when learning rate is chosen suboptimally, without taking into account the range of the loss vectors. For example, on a bounded decision set, online projected gradient descent algorithm with learning 1/ √ t has regret bounded by O((L 2 + 1) √ T ) where L = max t=1,2,...,T ℓ t 2 . However, with the properly scaled learning rate 1/(L √ t) the regret of the algorithm becomes O(L √ T ). A very natural way to assure that the dependency on the range of the losses is optimal, is to require the online algorithm to be scale-free. That is, the sequence of decisions of the algorithm should not change if the sequence of loss vectors is multiplied by a positive constant. For scalefree algorithms, the regret itself-and not just the upper bound-is proportional to the scale of the losses.
The state-of-the-art algorithms for OLO are summarized in Table 1 . While the scale-free property has been explicitly looked for and implemented in the expert setting, there are not many scale-free algorithms for the general OLO setting. In particular, it appears that for bounded sets two very different algorithms, Optimistic Mirror Descent (MD) (Rakhlin and Sridharan, 2013) and AdaHedge (van Erven et al., 2011; de Rooij et al., 2014) , are necessary to cover all the interesting regularizers and sets. However, the case of unbounded decision sets, that is the most interesting one for machine learning problems, remains completely unsolved.
In this paper, we propose two families of scale-free algorithms, called ADAFTRL and SOLO FTRL. Algorithms in both families are instances of Follow The Regularized Leader (FTRL) with an adaptive learning rate. We show that our algorithms can handle all the strongly convex regularizers, including the entropic regularizer. In fact, AdaHedge belongs to the ADAFTRL family.
For both families of algorithms, we prove that for bounded decision sets the regret after T rounds is at most O T t=1 ℓ t 2 * . For SOLO FTRL family we prove O max t=1,2,...,T ℓ t * √ T regret bound for any decision set, bounded or not, providing the first scale-free online algorithm for unbounded sets. In both these bounds, · * is the dual of the norm with respect to which the regularizer is strongly convex and the constant hidden in O(·) depends only on the regularizer, the decision set and the competitor, but not on T or the sequence of loss vectors. We also show that the T t=1 ℓ t 2 * term is necessary by proving a Ω D T t=1 ℓ t 2 * lower bound on the regret of any algorithm for OLO for a decision set with diameter D with respect to the primal norm · .
Our algorithms are also any-time, that is, the algorithms do not need to know the number of rounds in advance and our regret bounds hold for all time steps simultaneously. The algorithms are simple and do not any have any tuning parameters or side inputs.
Notation and Preliminaries
Let V be a real vector space equipped with a norm · . For simplicity, we assume that V is finitedimensional. 1 We denote by V * its dual vector space. The bi-linear map associated with (V * , V ) is denoted by ·, · : V * × V → R. The dual norm of · is ℓ * .
In OLO, in each round t = 1, 2, . . . , the algorithm chooses a point w t in a decision set K ⊆ V and then the algorithm observes a loss vector ℓ t ∈ V * . The instantaneous loss of the algorithm in round t is ℓ t , w t . The cumulative loss of the algorithm after T rounds is T t=1 ℓ t , w t . The regret of the algorithm with respect to a point u ∈ K is
and the regret with respect to the best predictor is
1. Some of our results can be extended to more general normed real vector spaces. We leave such extensions for future work.
We assume that K is non-empty closed convex subset of V . Sometimes we will assume that K is also bounded. We denote by D its diameter with respect to · , i.e. D = sup u,v∈K u − v . If K is bounded, D is a non-negative real number. If K is unbounded, D = +∞.
Convex Analysis
We will need some basic results from convex analysis. The Bregman divergence of a convex differentiable function f is defined as
Note that D f (u, v) ≥ 0 for any u, v which follows directly from the definition of convexity of f .
The Fenchel conjugate of a function f :
The Fenchel conjugate of any function is convex (since it is a supremum of affine functions) and satisfies for all w ∈ K and all ℓ ∈ V * the so-called Fenchel-Young inequality
The inequality easily follows from the definition of f * . Monotonicity of Fenchel conjugates follows easily from the definition, too: If f, g :
Given λ > 0, a function f : K → R is called λ-strongly convex with respect to a norm · if and only if, for all x, y ∈ K,
where ∇f (x) is any subgradient of f at point x. A function is called strongly convex if it is λ-strongly convex for some strictly positive λ.
The following proposition relates the range of values of a strongly convex function to the diameter of its domain. The proof can be found in Appendix A.
Proposition 1 (Diameter vs. Range) Let K ⊆ V be a non-empty bounded closed convex subset. Let D = sup u,v∈K u − v be its diameter with respect to · . Let f : K → R be a lower semi-continuous which is 1-strongly convex function with respect to · . Then,
Fenchel conjugate of a strongly convex function has certain nice properties, which we list in the Proposition 2 below.
Proposition 2 (Properties of Fenchel Conjugate of Strongly Convex Function) Let K ⊆ V be non-empty closed convex set. Let λ > 0, and let f : K → R be a lower semi-continuous function which is λ-strongly convex with respect to · . Fenchel conjugate of f has the following properties:
Predict w t 6:
∆ t ← ∆ t−1 + δ t 10: end for 1. f * is finite everywhere and differentiable.
Except for properties 6 and 7, the proofs can be found in Shalev-Shwartz (2007) . Property 6 is proven in Appendix A. Property 7 trivially follows from property 2.
AdaFTRL
ADAFTRL algorithm is stated as Algorithm 1. The algorithm is an instance of FOLLOW THE REGULARIZED LEADER (FTRL) algorithm. FTRL algorithm in round t chooses the point
where {η t } ∞ t=1 is a sequence of positive numbers, called learning rates, and R(w) is a strongly convex function, called the regularizer. We assume K is bounded and that R(w) is lower semicontinuous and bounded from above.
The formulas in Algorithm 1 for η t , w t and δ t involve division by zero and infinities. If we look closely, the problem comes from the fact that ∆ 0 = 0. To get rid of these, we define the quantities through a limit process by initializing ∆ 0 = ǫ for ǫ > 0 and then take limit ǫ → 0 + . Equivalently, we can interpret the formulas η t , w t and δ t for the case when ∆ t−1 = 0 as η t = +∞ and
We show the existence of these two limits in Appendix D.
The algorithm chooses the sequence of learning rates adaptively based on the sequence of loss vectors. The algorithm maintains a scalar value ∆ t and the learning rate is simply its inverse η t = 1 ∆ t−1 . To update ∆ t , the algorithm calculates the gap
which is then added to ∆ t−1 . The gap δ t is non-negative, since it is a non-negative multiple of a divergence. Consequently, the sequence {∆ t } ∞ t=0 is a non-negative and non-decreasing, and the sequence of learning rates
is positive and non-increasing. What makes the algorithm scale-free is that δ t and ∆ t and hence 1/η t scale with the sequence loss of vectors. We formally state and prove the scale-free property of the algorithm in Appendix F.
Our main result is an
upper bound on the regret of the algorithm after T rounds. We prove the theorem in Section 3.1.
Theorem 3 (Regret Bound) Suppose K ⊆ V is non-empty bounded closed convex subset. Let D = sup x,y∈K x − y be its diameter with respect to a norm · . Suppose that the regularizer R : K → R is a λ-strongly convex with respect to · and is bounded from above. The regret of Algorithm 1 satisfies
where · * is the dual norm of · .
To get better understanding for the regret bound, note that the iterated square root lies between two multiples of max{D, 1/ √ λ}. Specifically,
The regret bound can be optimized by choosing the optimal multiple of the regularizer. Namely, we choose regularizer of the form λf (w) where f (w) is 1-strongly convex and optimize over λ. The result of the optimization is the following corollary. Its proof can be found in Appendix E.
Corollary 4 (Regret Bound) Suppose K ⊆ V is non-empty bounded closed convex subset. Suppose f : K → R is a 1-strongly convex with respect to · and is bounded from above. The regret of Algorithm 1 with regularizer
The constant 5 is not the best possible choice for all settings of K and R. The inefficiency comes from the crude bound of Proposition 1, which, in many settings, can be replaced by a more refined bound. We do this for a few settings in Appendix I. Also, in Appendix J we show an alternative setting of the learning rate that gives rise to similar guarantees.
Proof of Regret Bound for AdaFTRL
Lemma 5 (Initial Regret Bound) The regret of Algorithm 1 after T ≥ 0 rounds with respect to any u ∈ K is upper bounded as
Proof Without loss of generality we can assume that R(w) is non-negative and that inf v∈K R(v) = 0. Otherwise, we can replace the regularizer with R ′ (w) = R(w) − inf v∈K R(v) which has these properties and the predictions of the algorithm would not change. Thus it remains to prove
is non-decreasing. By Corollary 13 in Appendix C,
Note that, technically, for the Corollary 13 to apply, we need R t to be strongly convex, which is clearly violated when ∆ t = 0. This can be circumvented by initializing the algorithm with ∆ 0 = ǫ for some ǫ > 0 and then taking limit ǫ → 0 + . The limit does not affect of the validity of inequality (1). Also, in this limit process R *
It remains to upper bound ∆ T . Since ∆ T = T t=1 δ t we are naturally lead to the analysis of the sequence of gaps {δ t } ∞ t=1 . It turns out that the sequence of gaps satisfies a recurrence inequality (Lemma 6). We unfold the recurrence and give an upper bound on the ∆ T ; this is done in Lemma 7.
Lemma 6 (Gap Recurrence) Let D = sup u,v∈K u− v be the diameter of K. The gap sequence {δ} ∞ t=1 generated by Algorithm 1 satisfies for any t ≥ 1,
Since R t (w) is λ ηt -strongly convex, Proposition 2 implies that
s=1 δs finishes the proof.
Lemma 7 (Solution of the Gap Recurrence)
The sequence {∆ t } ∞ t=0 generated by Algorithm 1 satisfies for any T ≥ 0,
Proof of the Lemma 7 is deferred to Appendix E. Theorem 3 follows from Lemmas 5 and 7.
SOLO FTRL
The second algorithm that we present is stated below as Algorithm 2. We call it SCALE-FREE ONLINE LINEAR OPTIMIZATION FTRL algorithm, or SOLO FTRL for short. It is also an instance of FOLLOW THE REGULARIZED LEADER algorithm with a strongly convex regularizer R(w). We propose to use the following simple setting for the learning rate
If the denominator is zero, we define η t = +∞ and the prediction w t is defined as the limit
. It is clear that η t = +∞ implies that L t−1 = 0, and therefore in this case the limit is simply the minimizer of the regularizer w t = argmin w∈K R(w).
The algorithm is scale-free which is easy to see since the learning rate is inversely proportional to the norm of the loss vectors.
Our main result for this algorithm is a regret upper bound for bounded as well unbounded decision sets (Theorem 8). We prove it in Section 4.1. 
Theorem 8 (Regret of SOLO FTRL)
Predict w t 6: 
When K is bounded, we can choose the optimal multiple of the regularizer. We choose R(w) = λf (w) where is a 1-strongly convex function and optimize λ. The result of the optimization is Corollary 9; its proof can be found in Appendix H. It is similar to Corollary 4 for Algorithm 1. The scaling however is different in the two corollaries. In Corollary 4,
while in Corollary 9 we have λ ∼ 1/ sup u,v∈K f (u) − f (v). 
Corollary 9 (Regret Bound for Bounded Decision Sets)
has regret bounded as
Proof of Regret Bound for SOLO FTRL
The proof of Theorem 8 relies on an inequality (Lemma 10). Related inequalities were proved by Auer et al. (2002) and Jaksch et al. (2010) . The main property of this inequality is that on the righthand side C does not multiply the T t=1 a 2 t term. We give proof of Lemma 10 in Appendix G. Interesting feature of the proof is that it uses a doubling trick.
Lemma 10 (Useful Inequality) Let C, a 1 , a 2 , . . . , a T be non-negative real numbers. Then,
Proof [Proof of Theorem 8] Without loss of generality assume that R(w) ≥ 0 for all w ∈ K and inf v∈K R(v) = 0. Otherwise, we can take the regularizer R ′ (w) = R(w) − inf v∈K R(w) which satisfies the conditions. Notice that argmin v∈K R(v) = ∇R * (0) exists by Proposition 2 and thus inf v∈K R(v) = min v∈K R(v) is a finite number.
Let R t (w) = 1 ηt R(w). We assume without loss of generality that ℓ t * > 0 for all t, since otherwise we can remove all rounds t where ℓ t = 0 without affecting either regret or the predictions of the algorithm on the remaining rounds.
By Lemma 12 in Appendix C we get
We upper bound the terms of the sum in two different ways. First, by Proposition 2, we have
Second, we have
where in the first inequality we have used the fact that R * t+1 (−L t−1 ) ≤ R * t (−L t−1 ), Hölder's inequality, and Proposition 2. In the second inequality we have used properties 5 and 7 of Proposition 2. Using the definition of η t+1 we have
Denoting by H = min
We bound each of the three terms separately. By definition of η T +1 , the first term is
We upper bound the second term using Lemma 17 (Appendix G) as
Finally, by Lemma 10 we upper bound the third term as
Putting everything together gives the stated bound.
Lower Bound
We show a lower bound on the regret of any algorithm for OLO. The proof is a standard probabilistic argument; we present it in Appendix B.
Theorem 11 (Lower Bound) Let K ⊆ V be any non-empty bounded closed convex subset. Let D = sup u,v∈K u − v be the diameter of K. Let A be any (possibly randomized) algorithm for OLO on K. Let T be any non-negative integer and let a 1 , a 2 , . . . , a T be any non-negative real numbers. There exists a sequence of vectors ℓ 1 , ℓ 2 , . . . , ℓ T in the dual vector space V * such that ℓ 1 * = a 1 , ℓ 2 * = a 2 , . . . , ℓ T * = a T and regret of algorithm A satisfies
The upper bounds on the regret, which we have proved for our algorithms, have the same dependency on the norms of loss vectors. Namely, both upper and lower bounds are multiples of 
This leads to an open problem:
Given a bounded convex set K and a norm · , construct a function f : K → R that is 1-strongly convex with respect to · and minimizes the difference
Per-Coordinate Learning
An interesting class of algorithms proposed by McMahan and Streeter (2010) and Duchi et al. (2011) are based on the so-called per-coordinate learning rates. As shown in Streeter and McMahan (2010) , our algorithms, or in fact virtually any algorithm for OLO, can be used with per-coordinate learning rates as well.
Abstractly, we assume that the decision set is a Cartesian product K = K 1 × K 2 × · · · × K d of a finite number of convex sets. On each factor K i , i = 1, 2, . . . , d, we can run any OLO algorithm separately and we denote by Regret T (u i ) its regret with respect to u i ∈ K i . The overall regret with respect to any u = (u 1 , u 2 , . . . , u d ) ∈ K can be written as
If the algorithm for each factor is scale-free, the overall algorithm is clearly scale-free as well. Using ADAFTRL or SOLO FTRL for each factor K i , we generalize and improve existing regret bounds (McMahan and Streeter, 2010; Duchi et al., 2011) 
Appendix A. Proofs for Preliminaries Proof [Proof of Proposition 1] Let
The minimizer v * is guarenteed to exist by lower semi-continuouty of f and compactness of K. Optimality condition for v * and 1-strong convexity of f imply that for any u ∈ K,
In other words, u − v * ≤ √ 2S. By triangle inequality,
Proof [Proof of Property 6 of Proposition 2]
To bound D f * (x, y) we add a non-negative divergence term D f * (y, x).
where we have used that according to Part 2 of the proposition, ∇f * (·) lies in K.
Appendix B. Lower Bound Proof
Proof [Proof of Theorem 11] Pick x, y ∈ K such that x − y = D. This is possible since K is compact. Since
ℓ, x − y and the set {ℓ ∈ V * : ℓ * = 1} is compact, there exists ℓ ∈ V * such that ℓ * = 1 and
Clearly, ℓ t * = a t . The lemma will be proved if we show that
holds with positive probability.
To show that (2) holds with positive probability, we show that the inequality holds in expectation. That is, we show that
a 2 t where we used that E[Z t ] = 0, the fact that distributions of Z t and −Z t are the same, the formula max{a, b} = (a + b)/2 + |a − b|/2, and Khinchin's inequality in the last step (Lemma A.9 in Cesa-Bianchi and Lugosi (2006)).
Appendix C. Generic FTRL with Varying Regularizer
Algorithm 1 and 2 are instances of a more general FTRL algorithm with varying regularizer, which we state as Algorithm 3. The more general algorithm is parametrized by a sequence {R t } ∞ t=1 of regularizers. 
Algorithm 3 FTRL WITH VARYING REGULARIZER
Predict w t
5:
Observe ℓ t ∈ V * 6:
The regret of the algorithm can bounded using the following lemma.
Lemma 12 (Generic Regret Bound) For any sequence {R t } ∞ t=1 of strongly convex lower semicontinuous regularizers, regret of Algorithm 3 after T rounds is upper bounded as
Adding T t=1 ℓ t , w t to both sides we obtain Regret T (u) on the right hand side. After rearrangement of the terms, we get an upper bound on the regret:
By Proposition 2, part 2, we have w t = ∇R * t (−L t−1 ) and therefore we can rewrite the sum in the last expression as
This finishes the proof.
If the sequence of regularizers {R t } ∞ t=1 is non-decreasing i.e. R t+1 (w) ≥ R t (w) for all t ≥ 1 and all w ∈ K, we can simplify the bound from Lemma 12, since R * t (ℓ) ≥ R * t+1 (ℓ) for every ℓ ∈ V * and thus
Corollary 13 (Generic Regret Bound) For any non-decreasing sequence {R t } ∞ t=1 of strongly convex lower semi-continuous regularizers, regret of Algorithm 3 after T rounds is upper bounded as
Regret T (u) ≤ R T +1 (u) + R * 1 (0) + T t=1 D R * t (−L t , −L t−1 ) .
Appendix D. Limits
In this section we show that w t and δ t are correctly defined when ∆ t−1 = 0 i.e. when η t = +∞. 
Lemma 14 (Prediction for
exists and it is equal to the unique minimizer of R(w) over the set (of minimizers)
Before we give the proof, we illustrate the lemma on a simple example. Let K = [−1, 1] 2 be the unit square in R 2 and let R(w) = w Proof Without loss of generality, we can assume that R(w) is non-negative for any w ∈ K. For otherwise, we can replace R(w) with R ′ (w) = R(w) − inf v∈K R(v).
Recall that we assume that K is a non-empty bounded closed convex subset of a finite dimensional normed vector space. This implies that K is compact.
Let r * = min w∈K L, w . Note the since K is compact, the minimum is attained at some w. Consider the hyperplane
The intersection H ∩ K is a non-empty compact convex set. Let
The existence of v * follows from compactness of H∩K and lower semi-continuity of R(v). Uniqueness of v * follows from strict convexity of R(v). We show that the limit (3) equals v * . By the definition of H, v * ∈ argmin w∈K L, w .
We prove that w(η) ∈ S. Indeed, by optimality of v * and w(η)
and hence R(w(η)) ≤ R(v * ).
By non-negativity of R and optimality of w(η) we have
Taking the limit η → +∞, we see that
From (4) we have L, v * ≤ L, w for any w, and therefore
Consider any sequence {η t } ∞ t=1 of positive numbers approaching +∞. Since K is compact, w(η t ) has a convergent subsequence. Thus {w(η t )} ∞ t=1 has at least one accumulation point; let w * be any of them.
Consider a subsequence {ξ t } ∞ t=1 of {η t } ∞ t=1 such that lim t→∞ w(ξ t ) = w * . Since w(ξ t ) ∈ S and S is closed w * ∈ S. From (5) we have L, w * = L, v * and hence w * ∈ H. Thus w * ∈ H ∩S Since v * is the only point in S ∩ H we must have w * = v * .
Lemma 15 (Gap for Infinite Learning Rate) Let K be bounded closed convex subset of a finite dimensional normed real vector space (V, · ). Let R : K → R be a strongly convex lower semi-continuous function bounded from above. Then, for any x, y ∈ V * , the limit
exists and is a finite non-negative number.
Proof We can write the divergence
Lemma 14 and Proposition 2 imply that the limits exist. By assumptiom R(w) is upper bounded. It is also lower bounded since, it is defined on a compact set and is lower semi-continuous. Thus,
The limit is non-negative because divergence is non-negative.
Appendix E. Proofs for AdaFTRL Proof [Proof of Corollary 4] Let
. Theorem 3 applied to the regularizer R(w) = λf (w) and Proposition 1 gives
We choose λ of the form λ = c/S for some c > 0 and get
It remains to find minimum of g(c) = (1 + c) 8 + 64 + 1 c 2 . The function g is strictly convex on (0, ∞) and by plotting it we find that its minimum is between 0.14 and 0.15. For c = 0.145 we get that g(c) ≤ 5.
Proof [Proof of Lemma 7]
To simplify the notation, let a t = ℓ t * . Our task is to show that
where
We prove (6) by induction on T . For T = 0 there is nothing to prove. For T ≥ 1, from Lemma 6 we get
First we get rid of the trivial cases when
From now on we can assume that ∆ T −1 > 0 and a t > 0. We will consider separately two cases. In the first case, we assume
In this case (6) easily follows from
where we have used the elementary inequality
valid for any x, y > 0 in the fourth inequality, and the inductive hypothesis in the last one.
We now consider the case that
Since C ≥ D √ 2, the last inequality implies that
We now have
The proof of (6) will be finished, once we prove
In the rest of the proof, we show that inequality (8) is implied by (7). As before, we appeal to the inequality
with x = ∆ 2 T −1 and y = C 2 a 2 T . The inequality (8) will follow from
, which is equivalent to
. It remains to show that (9) is implied by (7). In other words, we need to verify that
This equivalent to
This inequality follows from the observation that the left-hand side is a bi-quadratic polynomial in C with positive leading coefficient and its largest real root is D 2 + D 4 + 1 λ 2 which is precisely the value of C.
Appendix F. Scale Free Property of AdaFTRL
Lemma 16 (Scale-Free Property) Let c > 0. Consider L t , w t , δ t , ∆ t , η t generated by Algorithm 1 run on a sequence of loss vectors ℓ 1 , ℓ 2 , . . . . Let L t , w t , δ t , ∆ t , η t be the corresponding quantities generated by the algorithm run on a scaled sequence cℓ 1 , cℓ 2 , . . . . Then, L t = cL t , w t = w t , δ t = cδ t , ∆ t = c∆ t and η t = η t /c.
Proof
We prove the claim by induction on t. The base case is t = 0, L t = cL t and ∆ 0 = c∆ 0 = 0. All other quantities are undefined for t = 0. For t ≥ 1, we use induction hypothesis for t − 1 in an obvious way. We have
Similarly,
Likewise,
Appendix G. Two Inequalities
Lemma 17 (Sum of Square Root Inverses) Let a 1 , a 2 , . . . , a T be non-negative real numbers. If
Proof We prove the claim by induction on T . If T = 1, the inequality is a 1 / √ a 1 ≤ 2 √ a 1 which is trivially true. For T ≥ 2, we have by induction hypothesis
It remains to show that the last expression is upper bounded by 2 T t=1 a t . If we make the substitution x = T −1 t=1 a t and y = a T , this amounts to showing that
holds for any y ≥ 0 and any x > 0. We verify this inequality as follows. If y = 0, the inequality trivially holds. If y > 0, we divide through by √ y, make a substitution z = x/y and get
We multiply both sides by a positive number √ z + 1 and then subtract 1 from both sides. We get
Both sides are positive are positive since z > 0. Hence by squaring both sides we get 4z 2 + 4z ≤ 4(z 2 + 2z + 1) − 4(z + 1) + 1 .
After cancelling terms we get 0 ≤ 1.
Proof [Proof of Lemma 10] Without loss of generality, we can assume that a t > 0 for all t. Since otherwise we can remove all a t = 0 without affecting either side of the inequality. Let α > 1 let us define sequence of real numbers M 1 , M 2 , . . . , M T +1 recursively. We define M 1 = 0 and for t ≥ 1, we define
Let I = {t ∈ Z : 1 ≤ t ≤ T, a t > M t } be the set of indices for which a t > M t . We can split the sum on left hand side and use a different upper bound in each case:
We bound each of the two sums separately. To bound t / If take β = 1 1+α 2 we have β = (1 − β)/α 2 and hence
We thus have
where in the second last step we used Lemma 17. To bound the second term, let t 1 < t 2 < · · · < t |I| be the enumeration of all the indices in I in increasing order. Since a t j > M t j = αa t j−1 we have a t j < a t |I| α j−|I| . Therefore,
Putting everything together, we have
Choosing α = 1.4 finishes the proof.
Given D we can optimize λ. We choose λ = c/D 2 where c is a positive constant that we determine later. The upper bound becomes
Plotting g(c) = (1 + c/8) 1 + 1 + 1/c 2 reveals that the function is convex and has minimum between 1.1 and 1.2. If we choose c = 1.15 we get g(1.15) ≤ 1.745. Thus with R(w) = 
I.2. Learning with Expert Advice
is λ-strongly convex, sup w∈K R(w) = 0 and inf w∈K R(w) = −λ ln d. We get the following regret bound 
Appendix J. Different Algorithm
Algorithm 1 is closely related to Algorithm 4 which a different instance of Algorithm 3. Algorithm 4 is scale-free and has almost the same regret bound as Algorithms 1.
Theorem 18 (Regret Bound) Suppose K is non-empty bounded closed convex subset of a finite dimensional normed real space (V, · ). Let D = sup u,v∈K u − v be its diameter with respect to a norm · . Suppose that the regularizer R : K → R is a lower semi-continuous and λ-strongly convex with respect to · . The regret of Algorithm 4 satisfies
Algorithm 4 DIFFERENT SCALE-FREE FTRL
Require: Strongly convex regularizer R :
δ t ← ℓ t , w t − w + t 10:
The proof of the scale-free property is deffered to Section J.1 where we also prove the gap δ t is non-negative. We prove Theorem 18 in Section J.2.
It easy to prove that δ t = ℓ t , w t − w
Note that in Algorithm 1 the gap is defined as δ t = 1 ηt D R (−η t L t , −η t L t−1 ). Intuitively, this means that Algorithm 4 is a looser version of Algorithm 1. (However, w t , w + t are different in the two algorithms, hence we cannot conclude that the gap sequence is term-by-term smaller than the gap sequence in the other.)
J.1. Basic Properties of Algorithm 4
We show two basic properties of the algorithm. The first property is that the learning rate is nonincreasing. The second property is the scale-free property.
Lemma 19 (Non-negative Gap) The gap δ t is non-negative. Consequently, ∆ 0 , ∆ 1 , ∆ 2 , . . . is a non-negative non-decreasing sequence, and η 1 , η 2 , . . . is non-negative non-increasing sequence.
Proof From optimality of w + t we have the inequality
Likewise, from optimality of w t we have the inequality L t−1 , w t + 1 η t R(w t ) ≤ L t−1 , w Looking at the very beginning and very end of the chain of inequalities, we see that ℓ t , w + t ≤ ℓ t , w t which is equivalent to δ t ≥ 0.
Lemma 20 (Scale-Free Property) Let c > 0. Consider L t , w t , w + t , δ t , ∆ t , η t generated by Algorithm 4 run on a sequence of loss vectors ℓ 1 , ℓ 2 , . . . . Let L t , w t , w + t , δ t , ∆ t , η t be the corresponding quantities generated by the algorithm run on a scaled sequence cℓ 1 , cℓ 2 , . . . . Then, L t = cL t , w t = w t , w + t = w + t , δ t = cδ t , ∆ t = c∆ t and η t = η t /c.
Proof
We prove the claim by induction on t. The base case is t = 0, L t = cL t and ∆ 0 = c∆ 0 = 0. All other quantities are undefined for t = 0. For t ≥ 1, we use induction hypothesis for t − 1 in an obvious way. We have L t = L t−1 + ℓ t = cL t−1 + cℓ t = cL t and η t = 1 ∆ t−1 = 1 c∆ t−1 = η t /c . 
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Finally, δ t = cℓ t , w t − w + t = c ℓ t , w t − w t+1 = cδ t and ∆ t = ∆ t−1 + δ t = c∆ t−1 + cδ t = c∆ t .
J.2. Proof of Theorem 18
We follow the usual analysis of FTRL algorithm, which relies on comparing the algorithm's regret with the regret of the hypothetical "Be-The-Leader" algorithm that is allowed to look one step into the future; see (Cesa-Bianchi and Lugosi, 2006, Chapter 3) .
Lemma 21 (Be-The-Leader Lemma) Let g 1 , g 2 , . . . be a sequence of real-valued functions defined on K. Consider the sequence z t = argmin z∈K t s=1 g s (z). Then, for any T ≥ 0,
Proof We prove the statement by induction on T . For T = 0 and T = 1, the inequality is trivial. For T ≥ 2,
where the first inequality is the induction hypothesis for T − 1 and the second inequality follows from the optimality of z T −1 . The result follows by adding g T (z T ) to both sides.
Lemma 22 (Initial Regret Bound)
Regret T ≤ ∆ T 1 + sup w∈K R(w) − inf w∈K R(w) .
Proof Let w * = argmin w∈K T t=1 ℓ t , w . With this notation Regret T = T t=1 ℓ t , w t − w * . We begin the proof by applying Lemma 21 to the sequence of functions g t (w) = ℓ t , w + 1 η t R(w) − 1 η t−1 R(w)
where we define R(w) = L t , w + 1 η t R(w) ,
