The multiplicative model of for the X-ray emission from X-ray binaries accounts well for the observed global characteristics of the time series such as the linear flux-rms relationship and the lognormal distribution of the fluxes. However, models that are fitted to the bulk of the data may not provide satisfactory models for the extreme events in the series: these might be produced by other unrecognized processes. As the model of implies a well-determined structure of events above high thresholds, we applied methods from extremevalue statistics to check whether the same process can be responsible for the extremes in the data. We first considered the limiting distribution of large events as expected from the model, and compared to that of a model fitted to data from Cygnus X-1. Next, the clustering characteristics of the observed large events was compared to what is expected. Both comparisons show that the multiplicative model can indeed generate the observed extreme events, though there are indications of nonstationarity in the baseline level of the process and also of short periods where the observed extreme-value characteristics could be incompatible with the model implications.
Introduction
Time-domain methods are only rarely applied in the analysis of astrophysical time series for X-ray binaries. Their X-ray variability is usually modelled in frequency space, by the means of the power spectral density (PSD). However, the form of the PSD is not stable over time even for one source in the same state, whereas a lognormal distribution of the fluxes and a linear relationship between the mean flux and the root-mean-square variability on a wide range of time-scales have already been observed both in X-ray binaries and narrow-line Seyfert 1 AGN [1, 2, 3, 4, 5] . As such, they might pertain to processes common over a broad family of objects, and may be fundamental features of accreting systems.
To explain the PSD shape, there were several competing models proposed in the literature: for instance, shot-noise models [6] , thundercloud models [7] and self-organized criticality (SOC) [8, 9] . The multiplicative model of [10] is one model that is intrinsically able to reproduce both the lognormal univariate marginal distribution of the fluxes and the linear flux-rms relationship. The thundercloud model is also able to yield a linear rms-flux relationship, but it implies a power law tail instead of a lognormal one. Additive shot-noise models, though lognormality can be obtained by supposing particular shot width and size distributions, fail to automatically produce the rmsflux relationship, just as SOC models. Thus, the multiplicative model, backed up by a possible background physical mechanism proposed by [11] , is unique in the sense that there is no finetuning required to reproduce these broad characteristics of the X-ray variability.
We checked the ability of this model also for the generation of the occurrence of very large fluxes. Instead of counting events in a time series which was simulated based on rough approximation of the PSD structure, we used well-developed tools from extreme-value statistics which have been regularly applied for risk estimation in climatology, finance or engineering for decades [12, 13, 14, 15] . Each of the models listed above has particular extreme-flux distribution properties, and the general performance or a possible contribution of each can be investigated by carefully examining the statistical characteristics of the extreme events of a time series. Heavy-tailed or additive lognormal models can be distinguished from the multiplicative model by their differing dependence structure and their different extreme-value distributions. In Section 2, we present briefly the formulation of the multiplicative model, and summarize the extreme-value methods that are novel in astrophysics. Then, in Section 3, we apply these methods on the same data set as in [10] , a time series of Cygnus X-1 in the hard state observed by RXTE. Section 4 gives a short summary of the results.
Statistical methods

Multiplicative model
According to [10] , an adequate model that reproduces the features observed in the light curve of Cyg X-1 in the hard state is
where τ is a constant background, and X t is a Gaussian linear process. Then the observed fluxes Y t , apart from an additional Poissonization, follow the shifted lognormal distribution
Linear Gaussian (ARMA) models can be used as approximate models for a very broad class of processes: for any stationary process with autocovariance function γ(h) such that lim h→∞ γ(h) = 0, and for any integer k, there can be found an ARMA process with autocovariance function γ X (h) such that for h = 1, . . . , k, γ(h) = γ X (h) [16] . The existence of an approximate Gaussian linear process with the same autocorrelation structure is therefore assured if Gaussianity is assured on the log scale. This means that a fit, which is in a statistical sense satisfactory, does not necessarily have any physical meaning. After fitting the background shift τ t possibly with time-dependence by maximum likelihood, and after taking log(Y t − τ t ), we may expect to find a sufficiently well-fitting ARMA model for a stationary interval of the data, but physical interpretation of the obtained model should be considered very carefully.
Extreme-value analysis
In extreme-value statistics, an exceedance is defined as an observation X that exceeds a high threshold u, where u is chosen usually so that only a low (<5%) percent of the data is exceedance. An excess X − u from a random sample having a common distribution F follows approximately
for ψ > 0, y > 0 under mild conditions that are satisfied by all practically interesting continuous distribution functions F [13, 14] . (2.2) is called the Generalized Pareto distribution (GPD). The shape parameter ξ determines the tail decay and the probability of the occurrence of very large observations; the scale parameter ψ the spread of the distribution, similarly to a variance parameter. The central importance of the GPD is the fact that it behaves like the normal distribution in the Central Limit Theorem. Regardless of the original distribution F of the sample, under broad conditions, the sample mean follows asymptotically a normal distribution due to the Central Limit Theorem. Likewise, under different but still broad conditions, the excesses of a very high threshold of the same sample follow asymptotically a GPD. However, the GPD class comprises three differently behaved types according to the sign of the shape parameter ξ . In the case ξ < 0, there is an upper boundary of the distribution of the excesses. In the case ξ = 0, there is no finite upper endpoint for the excesses, but the tail probabilities decrease quickly. This is the limiting distribution of excesses from exponential-tailed distributions like the normal, the exponential, the gamma or the lognormal distribution. Finally, the case ξ > 0 describes the excesses of distributions with power law tail. In this case, the probability of observing a really large extreme value is more substantial than for exponential tail.
The GPD is the asymptotic limiting distribution of the excesses from not only independent sequences, but stationary dependent ones too, under conditions that hold for most practically interesting processes. Dependence nevertheless has several consequences, one of which is the clustering of extremes: an independent sequence of random variables will have excesses arriving individually, whereas a dependent one will likely have excesses close-by. The number of extremes close together depends on the strength of dependence. This effect is statistically formulated by the parameter θ called the extremal index, which is equal to the inverse average extreme cluster size; for instance, in a process that produces extremes on average in pairs, θ = 1/2, and for an independent sequence, θ = 1. On the other hand, even dependent processes can have θ = 1, and therefore extremal behaviour identical to an independent process; an example of this is the family of Gaussian linear processes, which is in the background of the multiplicative model. Estimation of the extremal index is possible by fitting a mixture of exponential and a point mass distribution with θ as parameter to the time intervals between exceedances [17, 18] .
In summary, if the extreme X-ray emission in the low/hard state of Cygnus X-1 can be adequately modelled by the multiplicative model, we expect to see from extreme-value fits a shape parameter equal to 0 corresponding to the lognormal univariate distribution, and an average cluster size around 1, corresponding to the linear Gaussian time series structure in the background. Values deviating from these would hint at contributions from other processes. A positive shape parameter could suggest the additional presence of a thundercloud model-like or a SOC-like process. A zero shape parameter combined with an extremal index significantly below 1 may hint at dominant additive contributions from only a small number of regions, each generating lognormally distributed fluxes.
Data analysis
Our data set was an RXTE time series of Cygnus X-1 observed on December [16] [17] [18] [19] 1996 , in the energy band 2-13 keV, binned into 0.125s bins. It consists of 9 continuous periods; the source remained in the low/hard state, with an approximately stable PSD. We analyzed each of the 9 periods, obtaining very similar results on all.
Mean. Stationarity is a prerequisite for the validity of the multiplicative model. In order to check it, we first estimated the mean of each continuous observational period with a kernel smoothing method (see e.g. [19] , Ch.7, Nadaraya-Watson estimator) with two different bandwidths of 450s and 100s. Then we resampled the observations in each period with equal probability and with replacement 200 times to obtain 200 simulated time series of the same length as the original, thereby breaking any systematic pattern of slowly varying mean, and repeated the Nadaraya-Watson estimation on each repetition. A confidence band can be constructed with pointwise significance level of 0.05, by taking the 0.025-and 0.975-quantiles of the 200 simulated smooth values at each time point, and a constant mean can be accepted if the estimated mean of the original time series remains within the band. The results on all periods excluded the hypothesis of constant mean: the curve of the smooth estimate of the mean leaves the bootstrap confidence band in all 9 periods (the result for period 9 is shown in the left panel of Figure 1 ). Similar smooth estimates of the high quantiles show variations parallel to the mean (the smooth 0.97 quantile is shown for period 9 in the right panel of Figure 1 , superposed on the observations).
Extreme-value analysis. To account for this nonstationarity in the data, we must use sliding window estimates for the extreme value analysis too. We accepted approximate stationarity in windows of 450 s, and applied the following procedure: (1) Among the smooth high quantiles, we selected one as threshold for each of the 9 periods by checking the quality of extreme-value models, and calculated the sample of excesses by subtracting the local value of the threshold from the observations. (2) We estimated the local shape and scale parameters ξ (t) and ψ(t) from a GPD model by a maximum likelihood fit in sliding windows of the same length. (3) We estimated the local extremal index θ (t) from an exponential-point mass model by a maximum likelihood fit in sliding windows of the same length. The results of the fits are the following:
• The estimated time-varying shape parameterξ (t) is almost everywhere compatible with the value 0. There are only very short periods where 0 is outside the pointwise confidence inter-val, implying a significant local deviation from the model. In most of these short intervalŝ ξ (t) < 0, excluding a transitory contribution from any process that generates power lawtailed fluxes (e.g. SOC models). However, as these confidence intervals are pointwise, and they represent the results of many local tests, we can expect several excursions even under the hypothesis of constant shape parameter, and the deviations are overall nonsignificant. Nevertheless, the longest of the deviating intervals exhibits a systematic decrease of the shape parameter, presented in the left upper panel of Figure 2 . Unfortunately, it occurs at the end of period 9, and the end of the observational period does not allow to follow the further development of the source.
• The estimated mean cluster size, 1/θ (t) and its confidence intervals (upper right panel, Figure 2 only for period 9) seem to exclude the multiplicative process. However, for time series with linear Gaussian structure in the background, very high thresholds should be used [13] . Such high thresholds are not attainable for our data, partly because of the breaks between observational periods, but mainly because nonstationarity requires us to use short windows. Therefore, we checked the plausibility of the multiplicative model by simulation. First, we estimated a smooth shift parameter τ t from the fitting of the shifted lognormal distribution. Then to the time series log(Y t − τ t ), we fitted Gaussian ARMA models using the same sliding window techniques, and estimated their parameters. Finally, we generated 1000 stationary ARMA sequences with a few selected parameter sets, each time long enough so that the use of higher quantiles gave the same number of exceedances as in our short sliding windows, and checked 1/θ (t) in the simulations. The result is shown in the bottom right panel of Figure 2 . The slow convergence of the average cluster size to 1 can also be observed, thus confirming the compatibility of the exponentiated Gaussian linear process with the observations.
Discussion
We checked the predictions of the multiplicative model of [10] on the extreme events of the Cygnus X-1 in its low/hard state in detail. Applying methods taken from extreme-value statistics, we confirmed that the multiplicative model is compatible with the observed extreme structure, and no evidence for contribution from additional processes was found. However, a contribution from an additive process with lognormal margins cannot be excluded, since the only discriminative parameter, the extremal index, cannot be reliably checked because of nonstationarity. A decrease of the shape parameter towards negative values is possible at the end of the time series, which hints at finite-tailed processes. As all models in the literature predict exponential-or power law-tailed processes, further investigations are necessary to confirm or exclude the existence of such periods.
