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Abstract
Experimentalresults reported in the machine learning AI lit-
erature can be misleading. This paper investigates the com-
mon processes of data averaging (reporting results in terms
of the mean and standard deviation of the results from mul-
tiple trials) and data snooping in the context of neural net-
works, one of the most popular AI machine learning mod-
els. Both of these processes can result in misleading results
and inaccurate conclusions. We demonstrate how easily this
can happen and propose techniques for avoiding these very
important problems. For data averaging, common presen-
tation assumes that the distribution of individual results is
Gaussian. However, we investigate the distribution for com-
mon problems and ﬁnd that it often does not approximate
the Gaussian distribution, may not be symmetric, and may
be multimodal. We show that assuming Gaussian distribu-
tions can signiﬁcantly affect the interpretation of results, es-
pecially those of comparison studies. For a controlled task,
we ﬁnd that the distribution of performance is skewed to-
wards better performance for smoother target functions and
skewed towards worse performance for more complex tar-
get functions. We propose new guidelines for reporting per-
formance which provide more information about the actual
distribution (e.g. box-whiskers plots). For data snooping,
we demonstrate that optimization of performance via exper-
imentation with multiple parameters can lead to signiﬁcance
being assigned to results which are due to chance. We sug-
gest that precise descriptions of experimental techniques can
be very important to the evaluation of results, and that we
need to be aware of potential data snooping biases when for-
mulating these experimental techniques (e.g. selecting the
test procedure). Additionally, it is important to only rely on
appropriate statistical tests and to ensure that any assump-
tions made in the tests are valid (e.g. normality of the distri-
bution).
Introduction
It is knownthat the analysisand presentationofAI machine
learning simulation results needs to be done carefully. For
the speciﬁc case of neural networks, it has been recognized
that experimental evaluation needs improvement (Prechelt
1996; Flexer 1995). Current recommendations include the
)
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reportingofthe meanand standarddeviationofresultsfrom
a number of trials (herein called “data averaging”), and the
computation of statistical tests such as the
* -test for per-
formance comparisons (Flexer 1995). However, these rec-
ommendations assume that the distribution of results from
multiple trials is Gaussian, and that potential biases such
as “data snooping” are taken into account. The ﬁrst part
of this paper shows that the distribution of results may dif-
fer signiﬁcantly from a Gaussian distribution, and that the
common procedure of reporting the mean and standard de-
viationofa numberoftrialscanleadto misleadingorincor-
rect conclusions. The second part of this paper investigates
data snooping,and shows that this can also lead to incorrect
conclusions.
Whiletheexperimentscontainedinthispaperaredonewith
neural networks, the issues raised and the guidelines pre-
sented are much broader and relevant to other AI machine
learning paradigms.
Data Averaging – Presenting the Results of
Multiple Trials
In this part of the paper we investigatethe commonpractice
of reporting neural network simulation results in terms of
the mean and standard deviation of multiple trials. We ﬁrst
provide some background on the neural network training
problem and descriptive statistics.
Complexity of Neural Network Training
The performance of a neural network simulation is the re-
sult of a training process and it is therefore of interest to
consider the properties of the training problem. In general,
the training problem of a multi-layer perceptron (MLP)
neural network is NP-complete (Farag´ o & Lugosi 1993;
Blum & Rivest 1992), i.e. in general, there is no algorithm
capable of ﬁnding the optimal set of parameters which has
computation time that is bounded by a polynomial in
+ , the
input dimension. A typical compromise is to use an itera-
tive optimization technique such as backpropagation (BP).
In most cases, such techniques are only guaranteed to ﬁnd
a local minimum of the cost function. When the problem
and the training algorithm make it hard to ﬁnd a globallyoptimal solution, it may be difﬁcult to predict the expected
quality or the distribution of the solutions found. In such
cases, there is typically no reason to expect that the distri-
bution of results will always be Gaussian, and therefore the
actual distribution is of interest.
Performance Measures
The typical method of assessing performance (by running
multiple simulations, each beginning from a different start-
ing point in weight space, and reporting the mean and stan-
dard deviation of the results (Flexer 1995)) is most suitable
when the distribution of the results is Gaussian. For ex-
ample, if a particular network and training algorithm has a
distribution of results which is skewed or multimodal, this
will notbe observedusing the meanand standarddeviation.
In this case, an alternative method of describing the results
can provide a more accurate understanding of the true na-
ture of the performance of the network and the algorithm.
Descriptive Statistics
Median and Interquartile Range We will use the me-
dian and the interquartile range (IQR) in the following sec-
tions. The median and the interquartile range (IQR) are
simple statistics which are not as sensitive to outliers as
the commonly used mean and standard deviation (Weiss
& Hassett 1987). The median is the value in the middle
when arranging the distribution in order from the smallest
to the largest value. If we divide the data into two equal
groups about the median, then the IQR is the difference
between the medians of these groups. The IQR contains
50% of the points. When comparing the mean and the me-
dian, both have advantages and disadvantages. The median
is often preferred for distributions with outliers, however
the mean takes into account the numerical value of every
point whereas the median does not. For example, if a stu-
dent wishes to average exam results of (5, 90, 94, 92) then
the mean would be more appropriate. However, for AI ma-
chine learning performance distributionswe are often inter-
ested in the distribution of the individual performance re-
sults, rather than the mean performance from a number of
trials. More speciﬁcally, we may be interested in the prob-
ability that a trial will meet a given performance criterion.
The median, IQR, minimum and maximum values can pro-
vide more information about the distribution of results and,
consequently, the nature of the optimization process. Box-
whiskers plots incorporate the median, IQR, minimum and
maximum values of a distribution (Tukey 1977).
Kolmogorov-Smirnov Test We use the Kolmogorov-
Smirnov test in order to test for normality of the distri-
butions. The K-S statistic is (Press et al. 1992):
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results after normalization to zero mean and unit variance.
Empirical Result Distributions
We are primarily interested in the distribution of results for
practical problems, and the resulting implications for how
results are presented. Therefore, we present the results of a
numberof experimentsusingproblemsthat havebeencom-
monly used in the neural network literature. In each case,
we plot and analyzethe distributionof the network error for
the training and test data.
Training Details Standard backpropagation was used
with stochastic update (update after every training point).
Except when speciﬁed, all networks are MLPs. All in-
puts were normalized to zero mean and unit variance. The
quadratic cost function was used (Haykin 1994). The learn-
ing rate was reduced linearly to zero1 over the training pe-
riod from an initial value of 0.1. Performance is reported in
terms of the percentage of examples incorrectly classiﬁed
(for theclassiﬁcationproblem)ornormalizedmeansquared
error (NMSE).
Phoneme Data These experiments use a database from
the ESPRIT ROARS project. The aim of the task is to
distinguish between nasal and oral vowels (Verleysen et al.
1995). There are 3600 training patterns, 1800 test patterns,
ﬁve inputs provided by cochlear spectra, and two outputs.
Using 10 hidden nodes and 250,000 iterations per trial, the
distribution of results is shown in ﬁgure 1. It can be ob-
served that the distributions are skewed towards better per-
formance and are a) not Gaussian and b) not symmetric.
The K-S test is not used in this case, because the under-
lying distribution (of classiﬁcation error) is discrete rather
than continuous.
Mackey-Glass The Mackey-Glass equation is a time de-
lay differential equation ﬁrst proposed as a model of white
blood cell production (Mackey & Glass 1977):
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1We have found this to result in similar performance to
the “search then converge” learning rate schedules proposed by
Darken and Moody (Darken & Moody 1991).0
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Figure 1. The distribution of classiﬁcation performance for the
networks trained on the phoneme problem. The left hand graph
shows the training distribution and the right hand graph shows
the test distribution. The abscissa corresponds to the percentage
of examples correct and the ordinate represents the percentage
of individual results falling within each section of the histogram.
The distribution is created from 200 individual simulations with
random starting points. Note that the scales change between the
graphs.
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. We consider predicting the series
one step ahead. For this problem, the results of a number of
architectures are compared: MLP, FIR MLP, and IIR MLP
(Back 1992). The FIR and IIR MLP networks are simi-
lar to the standard MLP except each synapse is replaced
by FIR and IIR2 ﬁlters respectively. The FIR and IIR ﬁl-
ters in the ﬁrst layer synapses contained 6 taps (the second
layer synapses did not contain FIR/IIR ﬁlters) and the MLP
networks used an input window of 6. Each network had 5
hidden nodes and was trained for 200,000 updates. There
were 1000 training patterns and 1000 test patterns. The
FIR and IIR networks were tested both with and without
synaptic gains (Back 1992). It is interesting to observe the
difference in the distribution of results in this case. When
usingsynapticgainsan extraparameteris insertedintoeach
synapse which multiplies the weighted sum of the individ-
ual ﬁlter outputs. Altering a synaptic gain is equivalent to
altering all of the weights corresponding to the ﬁlter taps.
The addition of synaptic gains does not affect the represen-
tational power of the networks, however it does affect the
error surface and the extra degrees of freedom may make
optimization easier (Back 1992).
Figure 2 shows the distribution of the normalized mean
squared error (NMSE) results. It can be observed that the
distribution varies signiﬁcantly across the various models
and that the distributions are often highly skewed and sev-
eral are multimodal. Figure 3 shows box-whiskers plots
and the usual mean and standard deviation plots for these
models. The mean minus one standard deviation is actu-
ally lower than the best individual error for the two IIR
test cases. An observer interpreting the results using the
meanandstandarddeviationalong withthe assumptionthat
the distributions are approximately Gaussian may be un-
2FIR: Finite Impulse Response, IIR: Inﬁnite Impulse Re-
sponse.
der the impression that a percentage of networks obtained
performance better than the mean minus one standard de-
viation points. However, none of the 100 trials results in
such performance for the two IIR test cases. When consid-
ering the FIR and IIR synaptic gains networks, signiﬁcant
differences are evident from the distributions and the box-
whiskers plots (all distributions are multimodal, however
the IIR case is more signiﬁcantly skewed towards better
performance). However, these differences are not clear in
the mean and standard deviation which is similar for these
two cases. Also interesting are the signiﬁcantly different
distributions for the FIR and IIR MLP networks with and
without synaptic gains. As expected, it can be observed
that, in general, the box-whiskers plots are be more infor-
mative than the mean plus standard deviation plots, but are
not as informative as the actual distributions.
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Figure 2. The distribution of the NMSE results for the MLP, FIR
MLP, and IIR MLP networks trained on the Mackey-Glass prob-
lem. The left hand graphs show the distribution of training errors
and the right hand graphs shows the distributionof test errors. The
abscissa corresponds to the mean squared error and the ordinate
represents the percentage of individual results falling within each
section of the histogram. Each distribution is created from 100
individual simulations. The scales are too small to distinguish –
see ﬁgure 3.
Artiﬁcial Task In order to conduct a controlled experi-
ment where we vary the complexity of the target function,
we used the following artiﬁcial task3:
1. An MLP with 5 input nodes, 5 hidden nodes, and 1 out-
put node is initialized with random weights, uniformly
selectedwithinaspeciﬁedrange,i.e.,
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3The task is similar to the procedure used in (Crane et al.
1995).0
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Figure 3. Box-whiskers plots (Tukey 1977) (on the left in each
case) for the Mackey-Glass task shown with the mean plus or mi-
nusonestandarddeviation (on theright ineachcase). Forthe box-
whiskers plots the box corresponds to the IQR, the bar represents
the median, and the whiskers extend to the minimum and maxi-
mum values. The MLP and FIR no gains cases are compressed in
this graph due to the relative poor performance of the other cases.
Therefore, the results for these cases have been plotted again us-
ing the right hand y scale. These plots can be distinguished with
the dotted line used for the box. Notice that a) although the means
for the FIR and IIR synaptic gains cases are similar, the median
for the IIR MLP networks is much lower, and b) the mean minus
one standard deviation for the IIR MLP networks is lower than
the best individual networks and actually lower than zero for the
synaptic gains case.
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3. The training data set
' is used to train new MLPs. The
initial weights of these new networks are set using stan-
dard procedures (i.e. they are not equal to the weights
in the network used to create the dataset). They are ini-
tialized on a node by node basis as uniformly distributed
random numbers in the range
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Figure 4 shows histograms of the distribution of results
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Figure 4. The distribution of errors for the networks trained on
the artiﬁcial task. From top to bottom, the graphs correspond to
￿
values of 1, 5, 10, and 15. The left hand graphs show the dis-
tribution of training errors and the right hand graphs shows the
distribution of test errors. The abscissa corresponds to the mean
squared error and the ordinate represents the percentage of indi-
vidual results falling within each section of the histogram. Each
distribution is created from 100 individual simulations. The scales
are too small to distinguish – see ﬁgure 5.
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Figure 5. Box-whiskers plots for the artiﬁcial task (left in each
case) together with the mean and plus or minus one standard devi-
ation (right in each case). From left to right,
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Data Snooping
The previous section presents a case for providing more
information about the distribution of results and taking
that information into account when drawing conclusions.
This section presents a case for providing more informa-
tion about the experimental process, and using more infor-
mation when formulating the experimental process, than is
commonly done.
Researchers are aware of many forms of experimental bias,
e.g. ceiling and ﬂoor effects, regression effects, and order
effects (Cohen 1995). However, investigation of the ma-
chine learning AI literature shows that “data snooping” bi-
ases are often ignored. Data snooping commonly refers to
the practice of assigning meaning to spurious correlations
or patterns. For example, running a simulation with many
different parameters and reporting only the best result on
an out-of-sample test set, even though this result may be
partially or completely due to chance.
In order to demonstrate data snooping, we created a purely
random problem, with ﬁve uniformly distributed random
inputs, and a random two class classiﬁcation as the out-
put. Training details are as follows: the training and
test sets consisted of 100 points, the networks contained
three hidden nodes, stochastic backpropagation was used
for 100,000 updates, and the learning rate was reduced lin-
early to zero from an initial value of 0.1 with a linearly
reducing learning rate. Ten simulations were performed for
each setting of parameters.
Figure6showstheresultsofrepeatingtheproblem20times
on different random training and test sets. Overall, we ob-
serve that the performance varies around 50% correct clas-
siﬁcation, as expected. If we compare each of the results
against the null hypothesis of a Gaussian distribution with
mean 50 and the same variance using the commonly rec-
ommended
* -test, then we ﬁnd that 30% of the results are
signiﬁcantly different at p = 1%, 45% at p = 5% and 50%
at p = 10%, i.e. if we only ever ran one of these simula-
tions, there would be a 45% chance that the results would
be signiﬁcantly different from random at the 5% level of
signiﬁcance! Note that this is different from doing all of
these tests and selecting the most signiﬁcant one which is
of course not valid – comparing multiple groups requires
different tests, e.g. ANOVA and Tukey’s HSD. What is
wrong? The
* -tests are not always appropriate – the dis-
tributions are signiﬁcantly different from normal 30% of
the time according to Shapiro-Wilks tests, and the pairwise
variance of the distributions varies signiﬁcantly 25% of the
time according to
￿ -tests. Clearly, care must be taken in
interpreting the results and formulating tests.
Figure 7 shows the results of testing a range of learning
rates, a procedure which is often done and seen summa-
rized in the literature as “We optimized the learning rate”.
Clearly, selection of the optimal value here would allow us
to presentresults whichare signiﬁcantlybetter than chance.
This is a prime example of data snooping and the princi-
ple recommendation (well known to some) is that the result
of the optimization (the “optimal” learning rate) should be
testedonanadditionaltestsetofunseendata, i.e. itispossi-
ble to tune the learning algorithm to the ﬁrst out-of-sample
test set.
Figure 8 shows the results of a comparison study which
compares the performance of different neural networks. In
this case, we modify the random task slightly by assuming
that the problemis temporal and we performtraining with a
variety of recurrent networks as well as the standardTDNN
network (the order of the networks is 5, however details of
the models are not important here). Once again, there is
an overabundance of “statistically signiﬁcant” differences
between the algorithms, e.g. the Gamma network is “bet-
ter” than the Elman, NP, WZ, and FIR at the 1% level of
signiﬁcance according to
* -tests. Problems with drawing a
conclusion such as “The Gamma network is better than...”
include the fact that we are concentrating on a particular
comparison out of a number of possible comparisons, and
the potential inappropriateness of
* -tests as above.
Precise description of experimental techniques can there-
fore be very important to the evaluation of results, and we
need to be aware of potential data snooping biases when
formulating these experimental techniques. Additionally,
it is important to only rely on appropriate statistical tests
(e.g. ANOVA and Tukey’s HSD when comparing multi-
ple groups) and to ensure that any assumptions made in the
tests are valid (e.g. normality of the distribution).
Note that the observeddifﬁculties in the example abovecan
be reduced greatly by using a larger test set size.
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Figure 6. Results on the random problem as different random data
sets are used.
Conclusions
Publications commonly report the performance of neural
networks using the mean and variance of a number of sim-
ulations with different starting conditions. Other papers
recommend reporting conﬁdence intervals using Gaussian
or
￿ -distributions and testing the signiﬁcance of compar-
isons using the
￿ -test (Flexer 1995). However, these as-46
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Figure 7. Results on the random problem as the learning rate is
varied.
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Figure 8. Results on the random problem for different network
types.
sume symmetric distributions. The distribution of results
for neural network simulations can vary widely depending
on the architecture, data, and training algorithm. Compar-
isons based on the mean and standard deviation of simula-
tion results can therefore be misleading if the observer as-
sumes the distributions are Gaussian. Alternative means of
presenting results can be more informative. For example, it
is possible to obtain an indication of how often a particular
network and algorithm will produce an acceptable result.
In a practical situation, the distribution of results can affect
the desirable number of trials, e.g. if the results of multiple
trials do not vary greatly, then it may be reasonable to use a
smaller number of trials. Our recommendations are:
1. Plot the distribution of results for visual inspection. Dis-
tributionscan be signiﬁcantlymultimodalandneitherthe
mean plus standard deviation or box-whisker plots show
the complete picture.
2. Use the median, interquartile range, minimum and max-
imum values as well as the mean and standard deviation
for interpreting results. When plotting results, use box-
whiskers plots.
3. In certain cases it may be possible to approximate a nor-
maldistributionby removingoutliers. Forthecasewhere
a relatively small number of trials result in compara-
tively poor convergence, the practice of removing those
trials from the statistics and reporting the percentage of
“failed” trials would appear reasonable.
It may sometimes be difﬁcult to perform enough simula-
tions in order to accurately characterize the distribution of
performancewithina reasonabletime. Thereforeitmaynot
always be possible to follow these recommendations.
Evenif thedistributionof resultsis takenintoaccountwhen
presenting and analyzing results, there are still many av-
enues for the presentation of misleading results or inaccu-
rate conclusions. One that is often not considered is the
possibility of data snooping biases. We demonstrated that
common procedures for performing experiments and ana-
lyzing results can result in incorrect conclusionsdue to data
snooping. We suggest that precise description of experi-
mental techniques can be very important to the evaluation
of results, and that we need to be aware of possible data
snooping biases when formulating these experimental tech-
niques. Additionally, it is important to only rely on appro-
priate statistical tests and to ensure that any assumptions
made in the tests are valid (e.g. normality of the distribu-
tion).
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