Abstract. The asymptotic behavior of an elastic thin film penalized by a van der Wals type interfacial energy is investigated when both its thickness and the magnitude of the additional energy vanish in the limit. Keeping track of both mid-plane and out of plane deformations (through the introduction of the Cosserat vector), the resulting behavior strongly depends upon the ratio between thickness and interfacial energy. Non-locality is evidenced for a critical value of that ratio.
Introduction
In the paper [2] the main objective was to identify 
for all F ∈ R 3×3 .
We recall that
and for (u, b) ∈ V γ and A ∈ A(ω), 
The lower bound in the original Theorem 3.1 is correct. The mistake in the proof of Theorem 3.1 was in trying to show that the upper bound is still H in Ω (a condition that is automatically satisfied when γ < 2 in the finite energy regime), then indeed
To see this, we refer the reader to the proof of Theorem 4.1 that still works unchanged for any γ > 0 when D 3 b = 0 L 3 a.e. in Ω. To prove the second inequality in (2) we remark that the estimates involving {u * ϕ j , b * ϕ j ) led to (3.2) and (3.3) for (u, b, A), and this analysis relied heavily on the fact that
, then we may apply (3.2) and (3.3) to (u j , b, A), and we deduce that
Taking the infimum over all such sequences {u j } and {b j } yields
Theorem A covers completely the case γ < 2 but leaves (partially) open the case
in Ω We close the gap in this erratum. To be precise, if γ = 2 and if W satisfies the additional q-Lipschitz condition
, then we characterize the Γ-limit in Theorem B, while for γ > 2 we refer to Theorem G.
When γ = 2, we introduce the functional
We have the following representation Theorem B. Assume that γ = 2 and that conditions (H 1 ) and (3) are satisfied. Then for all (u, b) ∈ V 2 and A ∈ A (ω),
where W 2 is defined in (4).
To prove the theorem above, we start by showing that under the q-Lipschitz condition (3), minimizing sequences for W 2 prefer scales L diverging to infinity. 
We now prove that lim sup
Consider a sequence {L n } converging to infinity such that
Let ϕ ∈ W 2,∞ (Q; R 3 ) and L > 0 be admissible for W 2 (F |b), and define 
where in the last equality we used (3) together with the facts that L n → ∞ and
e. x 3 ∈ I, it follows from Lebesgue's Dominated Convergence Theorem, Fubini's Theorem, and the Riemman-Lebesgue Lemma that
Using the arbitrariness of ϕ and L, the density of smooth functions in the set of test functions for (4), and the growth hypothesis (H 1 ) , we conclude that
To prove Theorem B, it is enough to show that for any given sequence {ε n }, with ε n → 0 + , there exists a subsequence {ε n k } of {ε n } such that the Γ-lower limit defined by
and A ∈ A(ω). To choose the subsequence {ε n k }, let R(ω) be the countable subfamily of A(ω) obtained by taking all finite unions of open squares in ω with faces parallel to the axes, centered at x α ∈ ω ∩ Q 2 and with rational edge length. Since L 1 (Ω; R 3 ) is a separable metric space, using Kuratowski's Compactness Theorem and a diagonal argument, we may find a subsequence {ε n k } of {ε n } such that
the trace of a Radon measure absolutely continuous with respect to
Proof. The proof is very similar to that of Theorem 4.2 and thus we only indicate the main changes.
Step 1:
Without loss of generality we may assume that the right-hand side of the previous inequality is finite.
Fix η > 0 and find {u k } ⊂ W 2,2 Ω; R 3 converging weakly to u in W 1,q (Ω; R 3 ) and such that
Extract a subsequence {n kj } for which
In particular
For every v ∈ W 2,2 (Ω; R 3 ), for every Borel set E ⊂ ω, and for every j ∈ N define
Due to the coercivity hypothesis (H 1 ) we may extract a bounded subsequence from the sequence of measures ν j := G j (u kj ; ·)+G j (v kj ; ·) restricted to A \A 3 converging -weakly to some Radon measure ν defined on A \ A 3 . Find t > 0 such that ν (S t ) = 0, where
) and since ϕ δ does not depend on x 3 , we also have that
Thus it remains to estimate the right-hand side of the previous inequality. By the growth condition (H 1 ) , we have the estimate
by Poincaré's inequality we have that
Hence sup
It follows by Rellich Kondrachov Theorem and the fact that u kj
Again by Poincaré's inequality we have that
where
. Similar conclusions hold for v kj . Hence, letting j → ∞ in (12) and using (9) and (10), we have
and letting δ go to zero we obtain
As an immediate consequence of the previous theorem we have We now turn to the proof of Theorem B. The argument is very similar to that of Theorem 4.4 in [2] with the exception that in the proof of the lower bound the additional hypothesis (3) allows us to avoid the use of equi-integrable sequences.
Proof. Fix (u, b) ∈ V
2 and A ∈ A(ω). As usual, we identify u with a function in W 1,q ω; R 3 . Also, for simplicity of notation from now on we write ε k in place of ε n k . Lower bound. We claim that
. Extracting a subsequence if necessary, we may assume, without loss of generality, that
and that the bounded sequence
for some of nonnegative finite Radon measure µ on A × I. Denote byμ the finite Radon measure on A defined byμ
for all Borel sets B ⊂ A. We will show below that the Radon-Nikodym derivative ofμ with respect to the Lebesgue measure on R 2 satisfies
Taking the infimum over all admissible sequences {u k } we obtain (13).
Step 2: As in Lemma 5.1 in [2] , it can be shown that, up to the extraction of a subsequence,
and that for any Borel subset B ⊂ A and for all x 3 ∈ I,
We now address the proof of (15). 
Moreover, viewing b as a Bochner integrable function, that is an element of
for L 1 a.e. x 3 ∈ I, and µ ∂ Q (x 0 α , δ i )×I = 0. From the definition ofμ together with that of the Radon-Nikodym derivative, we obtain
where for y ∈ Q,
) and by (18), we have
On the other hand, in view of (16), for all y 3 ∈ I,
and so by (17) it follows from Lebesgue's Dominated Convergence Theorem,
By (19) we have
By a standard diagonalization argument, we may extract subsequences v i := v ki,i and ε i :=
Reasoning as in Theorem D, we can assume, without loss of generality, that v i = u 0 in a neighborhood of ∂Q × I.
For y ∈ Q define
and note that
Since by (28),
it follows that
We claim that
If the claim holds, then letting i → ∞ in the previous inequality yields
To prove (32) note that, up to a subsequence, from (22) and (24) we may assume that z i (y 3 ) → 0 for L 1 a.e. y 3 ∈ I and that
Hence by Hölder Inequality
and so also by (20)
By extracting a further subsequence, if necessary, we have shown (32). In particular, z i → 0 uniformly. Moreover, by the coercivity hypothesis (H 1 ) and (22)
Hence, using the q-Lipschitz condition (3) we obtain
In turn, using also (22), (33) we have that
Since by construction ϕ i are admissible functions in the definition of
, and the proof of (15) is complete. Upper bound. We first prove the upper bound
when u (x α ) = F x α + c for all x α ∈ Q and for some F ∈R 3×2 , c ∈ R 3 , and
Extend ϕ(·, x 3 ) periodically with period Q and for x ∈ Ω define
Since b and ϕ are bounded, it follows that {u k } converges uniformly to u. In addition for x ∈ Ω we have that
Hence {D p u k } is bounded in L ∞ , and so u k u in W 1,q Ω; R 3 , while by the Riemman-Lebesgue Lemma, Fubini's Theorem, and the fact that
for L 1 a.e. x 3 ∈ I, we have that 
We have that
On the other hand, for x ∈ Ω we have that
and so
Since, for L 1 a.e. x 3 ∈ I the function
Lebesgue's Dominated Convergence Theorem and Fubini's Theorem imply that
which, in view of (35), (37), (38), and (39), finally yields
Letting η tend to 0, we conclude
This proves (34) when u(x α ) = F x α + c for all x α ∈ Q and b ∈W 1,2 I; R 3 . The general case follows as in Step 2 and 3 of Theorem 4.4. We omit the details.
In order to address the case γ > 2 we first recall the result obtained in [1] 
For every i ∈ N, by (42)
where we have used the Riemman-Lebesgue Lemma and the fact that for n ≥ i,
Also by (46), (H 1 ) , the (generalized) Lebesgue Dominated Convergence Theorem, and the Riemman-Lebesgue Lemma we have that
