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Abstract - In this paper, a novel mixed method is used for reducing the higher order system to lower order system. The
denominator polynomials are obtained by the PSO Algorithm and the numerator coefficients are derived by the polynomial
method. This method is simple and computer oriented. If the original system is stable then reduced order system is also
stable. The proposed method is illustrated with the help of typical numerical examples considered from the literature.
Keywords : PSO optimization, polynomial technique, order reduction, transfer function, stability.

I.

INTRODUCTION

Rk(s

The order reduction of a system plays an
important role in many engineering applications
especially in control systems. The use of reduced
order model is to implement analysis, simulation and
control system designs. The use of original system is
tedious and costly. So to avoid the above problems
order reduction implementation is necessary.
Many approaches have been proposed for
reducing higher order to lower order system.
Shamash [1] proposed a method of reduction using
pade approximation. The disadvantage of this method
is reduced order model may be unstable even though
the original high order system is stable. Hutton and
Fried land [3], proposed routh approximation method
which is also disadvantage.
One of the most proposing research fields is
“Evolutionary techniques” [6]. Among all the
Evolutionary techniques particles swarm optimization
appears as a promising algorithm. PSO algorithm
shares many similarities with the genetic algorithm.
one of the most promising advantages of PSO over
the GA is its algorithmic simplicity.
In the present paper to overcome above problem
a new mixed method is proposed. The denominator
polynomials of the reduced order model are obtained
by PSO technique and the numerator coefficients are
determined by using polynomial technique. The
proposed method is compared with the other well
known order reduction techniques available in the
literature.
PROPOSED METHOD
Let the transfer function of high order
original system of the order ‘n’ be

Gn(s) =

=

=

(2)

A) Determination of denominator by PSO:
The PSO method is a member of wide category
of swarm intelligence methods for solving the
optimization problems. Particle swarm optimization
technique is computationally effective and easier.
PSO is started with randomly generated solution as an
initial population called particles. Each particle is
treated as a point in D dimensional space. Each
particle in PSO flies through the search space with an
adaptable velocity that is dynamically modified
according to its own flying experience and also flying
experience of the other particles.
Each particle has a memory and hence it is
capable of remembering the best position in the
search space ever visited by it. The position
corresponding to the best fitness is known as pbest
and the overall best of all the particles in the
population is called gbest [13].
By using iteration the values of pbest and gbest are
calculated. Velocity and particle positions are
updated by using below formulae.

(3)
(4)

(1)

Let the transfer function of the reduced model of the
order ‘k’ be

Where ‘v’ is the velocity, ‘x ’is the position, pid
and gid are the pbest and gbest, ‘k’ is iteration and
c1,c2 are the cognition and social parameter. These
parameters are variable or constant. Generally these
values are ‘2’and r1, r2 are the random numbers in the
range (0, 1). The parameters c1 and c2 determine the
relative pull of pbset and gbset and the parameters r 1
and r2 help in stochastically varying these pulls. To
balance the global and local search parameters ‘w’ is
introduced, this is inertia weight.
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N2(s) = 9.255+5.717s
(15)
the proposed second order reduced model using
mixed method is obtained as follows:
R2(s) =
(16)
the second order reduced model for Mihailov stability
criterion and continued fraction technique is [6]
R2a(s)
=
(17)
The comparison is made by computing the
error index known as integral square error ISE in
between the transient parts of the original and
reduced order model, is calculated to measure the
quality, the smaller the ISE, the closer is R(s) to
G(s),which given by;
ISE=
dt
(18)
Where y(t) and yr(t) are the unit step responses of
original and reduced order systems for a second order
reduced respectively. The error is calculated for
various reduced order models and proposed method
is shown below.
Method
Reduced model
ISE

(5)
Where ‘it’ is the number of iteration

(6)
B) Determination of numerator by polynomial
method
The numerator polynomial is obtained by
equating the original system with reduced order
system
=
(7)
Equate the same power’s of‘s’ on both sides, we
get

Proposed
mixed
method
Mihailov
stability
and
continued
fraction
method

From the above equations we can get the values of
d0, d1….dq.
To match the steady state response multiply the
numerator polynomial with ‘K’
NUMERICAL EXAMPLES:
Example1: Consider the
order transfer function
[6]
G(s)=
(12) For implementing PSO algorithm, to obtained
the reduced denominator several parameters are to be
considered
The values of c1 and c2 are ‘2’
The range of random numbers r1 and r2 are
(0,1).
Swarm size = 20 (Number of reduced order
models)
Unknown coefficients = 2
Number of iterations = 500
The denominator polynomial obtained using
PSO algorithm is
D2(s) =
(13)
For finding the numerator values, use the polynomial
technique. Equate original transfer function and
reduced order transfer function with obtained
denominator.
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Fig1: Step responses of original and reduced order models

=

Example2: Let us consider the transfer function [ 4]

(14)
On cross multiplying the above equations and
comparing the same power of ‘s’ on the both sides,
we get numerator value and multiply the numerator
with ‘k.’
Therefore, the numerator by polynomial method
is

G(s)
(19)
For implementing PSO algorithm, to obtained the
reduced denominator several parameters are to be
considered
The values of c1 and c2 are ‘2’
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The range of random numbers r1 and r2 are

CONCLUSION:

(0,1).
Swarm size = 30 (Number of reduced order
models)
Unknown coefficients = 2
Number of iterations = 100
The denominator polynomial obtained using PSO
algorithm is
D2(s) =
(20)
For finding the numerator values, use the polynomial
technique. Equate original transfer function and
reduced order transfer function with obtained
denominator.

In this paper, a novel mixed method is proposed
for reducing a high order system into a lower order
system. In this denominator polynomial is obtained
by PSO algorithm technique and numerator
coefficients are derived by polynomial method. The
method has been tested using numerical examples.
The results of this method are compared with the
other existing methods available in literature shown
in fig1 and fig2. From these comparisons, it is
concluded that the proposed method is simple;
computer
oriented
and
achieves
better
approximations than the other existing methods. PSO
method is based on the minimization of the integral
squared error (ISE) between the transient responses
of original higher order model and the reduced order
model pertaining to a unit step input. This method
guarantees stability of the reduced model if the
original high order system is stable and which exactly
matches the steady state value of the original system.

=
(21)
Cross multiplying above equations and equating with
the same powers of ‘s’ we get the numerator values.
And multiply the numerator with ‘k.’ Therefore, the
numerator by polynomial method is
N2(s) =
s
The proposed second order reduced model for using
mixed method is obtained as follows:
(22)
The second order reduced model for Pade-Routh
approximation is
(23)
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