An optimal 3-point quadrature formula of closed type is derived. Various error inequalities are established. Applications in numerical integration are also given.
Introduction
In recent years a number of authors have considered an error analysis for quadrature rules of Newton-Cotes type. In particular, the mid-point, trapezoid and Simpson rules have been investigated more recently ( [2] , [4] , [5] , [6] , [11] ) with the view of obtaining bounds on the quadrature rule in terms of a variety of norms involving, at most, the first derivative. In the mentioned papers explicit error bounds for the quadrature rules are given. These results are obtained from an inequalities point of view. The authors use Peano type kernels for obtaining a specific quadrature rule.
Quadrature formulas can be formed in many different ways. For example, we can integrate a Lagrange interpolating polynomial of a function f to obtain a corresponding quadrature formula (Newton-Cotes formulas). We can also seek a quadrature formula such that it is exact for polynomials of maximal degree (Gauss formulas). Gauss-like quadrature formulas are considered in [12] .
Here we present a new approach to this topic. Namely, we give a type of quadrature formula. We also give a way of estimation of its error and all parameters which appear in the estimation. Then we seek a quadrature formula of the given type such that the estimation of its error is best possible. Let us consider the above described procedure with more details.
If we define K 2 (α, β, γ, δ, t) = 1 2 (t − α)(t − β), t ∈ a, 
If we choose α = β = a and γ = δ = b then we get the mid-point quadrature rule. If we choose α = γ = a and β = δ = b then we get the trapezoid rule. If we choose α = 0, β = 
then we get a classical quadrature formula of the form
In practice we cannot find an exact value of the remainder term (error)
All we can do is to estimate the error. It can be done in different ways. For example,
It is a natural question which formula of the type (1) is optimal, with respect to a given way of estimation of the error. The main aim of this paper is to give an answer to this question and to consider the formula from an inequalities point of view. In fact, we seek a quadrature formula of the given type such that its error bound is minimal. Note that we can minimize only the factor b a |K 2 (α, β, γ, δ, t)| dt in (2) . A general approach is: we first consider the minimization problem and then we formulate final results. Vrious error inequalities for the obtained optimal formula are established. Applications in numerical integration are also given. Finally, let us mention that the obtained optimal quadrature formula has better estimations of error than the Simpson's formula (see Remark 2).
An optimal quadrature formula
We consider the problem, described in Section 1, on the interval [0, 1]. Let α, β, γ, δ ∈ R. We define the mapping 
Let I ⊂ R be an open interval such that [0, 1] ⊂ I and let f : I → R be a twice differentiable function such that f ′′ is bounded and integrable. We denote
Integrating by parts, we obtain
where
We require that the coefficients − 
We also have
We now define
and consider the problem
Hence, we should like to find a global minimizer of g. Recall, a global minimizer is a point β * that satisfies
We consider the following cases:
Thus,
We have
From the equation g ′ (β) = 0 we find that
4 is, at least, a local minimizer. We have
From (12), (13) and (16) we conclude that β = √ 2 4 is the global minimizer. If we now substitute β = √ 2 4 in (6) then we get
The above quadrature formula is optimal in the sense described in Section 1.
From the previous considerations we can formulate the following result. 
Remark 2 If we set β = 1 3 in (6) then we get the well-known Simpson's rule:
We have 
Error inequalities
First we consider some basic properties of the spaces L p (a, b), for p = 1, 2, ∞.
) is a Hilbert space with the inner product
In the space X the norm · 2 is defined in the usual way,
We also consider the space Y = (L 2 (a, b), ·, · ) where the inner product ·, · is defined by
It is not difficult to see that Y is a Hilbert space, too. In the space Y the norm · is defined by f = f, f .
We also define the Chebyshev functional
where f, g ∈ L 2 (a, b) and e = 1. This functional satisfies the pre-Grüss inequality ([9, p. 296]),
Specially, we define
The space L 1 (a, b) is a Banach space with the norm
and the space L ∞ (a, b) is also a Banach space with the norm
If f ∈ L 1 (a, b) and g ∈ L ∞ (a, b) then we have
More about the above mentioned spaces can be found, for example, in [1] . Finally, we define the functional
We also need the following lemma.
Lemma 4 Let
f (t) = f 1 (t), t ∈ [a, x 0 ] f 2 (t), t ∈ (x 0 , b] ,(33)where x 0 ∈ [a, b], f 1 ∈ C 1 (a, x 0 ), f 2 ∈ C 1 (x 0 , b). If f 1 (x 0 ) = f 2 (x 0 ) then f
is an absolutely continuous function.
A proof of this lemma can be found in [13] . 
where Q(f ; 0, 1) is defined by (32) and S = f (1) − f (0).
Proof. We define the function
It is easy to verify that (
On the other hand, we have
since (p 1 , e) = 0. From (31) we get
and
From (38)- (40) we see that (34) holds. We now prove that (35) holds. We have
In a similar way we can prove that (36) holds.
Remark 6 Note that we can apply the estimate (34) only if the first derivative f ′ is bounded. It means that we cannot use (34) to estimate directly the error when approximating the integral of such a well-behaved function as
On the other hand, we can use the estimation (35), (since γ = 1/2 on [0, 1] for the given function).
where Q(f ; a, b) is defined by (32) and
where σ(f ; 0, 1) is defined by (28). The inequality (44) Proof. Let p 1 be defined by (37). We have
Hence, the inequality (44) is proved. We have to prove that this inequality is sharp. For that purpose, we define the function
such that f ′ (t) = p 1 (t). From Lemma 4 we see that the function f , defined by (45), is an absolutely continuous function. For this function the left-hand side of (44) becomes
.
The right-hand side of (44) 
where σ(f ; a, b) is defined by (28 
where Q(f ; 0, 1) and P (f ; 0, 1) are defined by (32) and (47), respectively and
where Q(f ; a, b) and P (f ; a, b) are defined by (32) and (47), respectively and From (61) and (62) we see that (58) holds.
If we now sum the above relation over i from 0 to n − 1 then we get
We introduce the notation
