We provide three functorial extensions of the equivalence between localicétale groupoids and their quantales. The main result is a biequivalence between the bicategory of localicétale groupoids, with bi-actions as 1-cells, and a bicategory of inverse quantal frames whose 1-cells are bimodules. As a consequence, the category InvQuF of inverse quantale frames, whose morphisms are the (necessarily involutive) homomorphisms of unital quantales, is equivalent to a category of localicétale groupoids whose arrows are the algebraic morphisms in the sense of Buneci and Stachura. We also show that the subcategory of InvQuF with the same objects and whose morphisms preserve finite meets is dually equivalent to a subcategory of the category of localicétale groupoids and continuous functors whose morphisms, in the context of topological groupoids, have been studied by Lawson and Lenz.
Introduction
Locales [11] are a point-free version of topological spaces. An example is the locale I(A) of closed ideals of an abelian C*-algebra A, which is an algebraic (lattice-theoretic) object that contains all the information about the spectrum of the algebra. In many contexts locales are more convenient to work with than spaces, especially when points, separation axioms, etc., can be ignored. In such situations locales often lead to more general theorems, in particular theorems that are constructive in the sense of being valid in arbitrary toposes [12] . One can also think of a locale as being a kind of commutative ring (with the underlying abelian group replaced by a suplattice). The similarity to commutative algebra goes a long way and it is at the basis of the groupoid representation of Grothendieck toposes [13] , in which localic groupoids (i.e., groupoids in the category of locales Loc) arise from toposes via descent.
A generalization of locales is given by quantales [34] , which are semigroups in the category of sup-lattices and thus are like noncommutative rings. The idea that some quantales can be regarded as generalized, and C*-algebra related, point-free spaces has been around since the term "quantale" was coined [2, 14, 16, [24] [25] [26] 35] , and there is a particularly good interplay between quantales and groupoids [27, 29, 31] . Concretely, the quantale of a topological groupoid G (with open domain map) is the topology of the arrow space G 1 equipped with pointwise operations of multiplication and involution. This can be regarded as a convolution "algebra", for if we identify each open subset U ⊂ G 1 with a continuous mapping to Sierpiński space U : G 1 → $ we obtain UV = U * V , where the convolution of two continuous maps φ, ψ : G 1 → $ is defined by φ * ψ(g) = g=hk φ(h)ψ(k) .
This construction can be carried over to localic groupoids, and the resulting correspondence between groupoids and quantales restricts to a bijection between localicétale groupoids (up to isomorphisms) and inverse quantal frames [31] . This is a topological analogue of the dualities of algebraic geometry, withétale groupoids playing the role of "noncommutative varieties". In particular, any Grothendieck topos coincides, at least in the case of the topos of anétale groupoid, with a category of modules over the quantale of the groupoid [32] (see also [9] for other quantale representations of Grothendieck toposes). However, this analogy is objects-only because the bijection is not functorial with respect to groupoid functors and quantale homomorphisms, and the main aim of this paper is to address this issue.
This functoriality problem is similar to another, well known, one: locally compact groupoids [28, 30] generalize both locally compact groups and locally compact spaces but, if we take groupoid morphisms to be general functors, this generalization is not functorial with respect to convolution algebras and their homomorphisms. In order to see this it suffices to notice that Gelfand duality yields a contravariant functor from compact Hausdorff spaces to C*-algebras, whereas the universal C*-algebra of a discrete group defines a covariant functor. An interpretation of this discrepancy is that a groupoid C*-algebra can be regarded as a description of the space of orbits (in a generalized sense) of the groupoid and that groupoid functors fail to account for this [8] . In addition, for two such spaces to be considered "the same" one usually requires the algebras to be only Morita equivalent rather than isomorphic. Accordingly, appropriate definitions of morphism for groupoids, which subsume groupoid functors and map functorially to bimodules, have been defined in terms of bi-actions [10, 17, 22, 23] . The idea of a groupoid as a generalized space of orbits is even more explicit in topos theory, since any Grothendieck topos is, in a suitable sense, a quotient of the object space of a groupoid in the 2-category of toposes and geometric morphisms [19] . Again, morphisms can be taken to be bi-actions [5, 20, 21] .
In the present paper we show that the correspondence between groupoids and quantales is functorial in the bicategorical sense suggested by the above remarks. In order to achieve this we show, in section 4, following preliminary results about groupoid actions in section 3, that the bi-actions of localic étale groupoids map functorially to quantale bimodules, and that, improving on what would be expected for convolution algebras, this assignment restricts to a biequivalence, namely between the bicategory Gpd of localić etale groupoids and a bicategory IQLoc of inverse quantal frames.
As an example, at the end of section 4 we discuss the notion of algebraic morphism of groupoids [3, 4] . Algebraic morphisms are examples of groupoid bi-actions that map functorially and covariantly to homomorphisms of C*-algebras [4] and to homomorphisms of inverse semigroups [7] , and furthermore, as noted in [4] , specialize both to group homomorphisms (covariantly) and to continuous maps between topological spaces (contravariantly), hence in a narrower extent suggesting a solution to the functoriality problem addressed in this paper. A corollary of our bicategorical equivalence is that the algebraic morphisms ofétale groupoids are "the same" as the homomorphisms of unital (involutive) quantales between the quantales of the groupoids and yield a category Gpd A which is equivalent to the category InvQuF of [31] . Forétale groupoids all the above remarks (except those pertaining to C*-algebras) follow readily from this identification. Another consequence is that there is a covariant functor from a non-trivial category of quantales to C*-algebras. The existence of such a functor is interesting in its own right, in view of the difficulties that arise with respect to functoriality when studying correspondences between quantales and C*-algebras [15, 16] .
In addition to the above results, and independently from bi-actions and bimodules, we show, in section 2, that the subcategory IQFrm of InvQuF whose morphisms are also locale homomorphisms is dually equivalent to a category Gpd C ofétale groupoids whose morphisms, in the topological context, coincide with the covering functors of [18] .
Other functorial aspects of groupoid quantales, for instance regarding Hilsum-Skandalis maps and Morita equivalence, will be addressed in a subsequent paper.
Groupoids and quantales
We shall use common terminology and notation for sup-lattices, locales, quantales, and groupoids, mostly following [31] . In particular, we shall use the following notation for the structure maps of anétale groupoid G
, when convenient), where G 2 is the pullback of d and r in Loc, and we shall again denote the quantale of G by O(G). But we shall not make any distinction between a locale X regarded as an object of Frm or as an object of Loc = Frm op , hence limiting the use of the O notation to groupoid quantales alone. We remark that, keeping up with [31, 32] , our usage of d and r is reversed with respect to the typical conventions for groupoid C*-algebras.
Given an inverse quantal frame Q, we denote the subset
by Q 0 . This is both a locale and a unital involutive subquantale of Q, and we refer to it as the base locale of Q. In order to lighten the notation, we shall denote the inverse semigroup of partial units of Q by Q I instead of I(Q):
An important property of any inverse quantal frame Q is that for all b ∈ Q 0 and a ∈ Q we have (1.1) ba = b1 ∧ a and ab = 1b ∧ a .
We also recall that the category of inverse quantal frames InvQuF of [31] has the homomorphisms of unital involutive quantales as morphisms. Indeed these are all the homomorphisms of unital quantales:
Any homomorphism of unital quantales h : Q → R between inverse quantal frames is necessarily involutive.
Proof. Since h is unital it restricts to a homomorphism of inverse semigroups Q I → R I . This necessarily preserves inverses and, since every element of an inverse quantal frame is a join of partial units, the conclusion follows.
In order to disambiguate some expressions, we shall always write X ⊗ Y (rather than X × Y ) for the product of the locales X and Y in Loc, since this coincides with their tensor product in the category of sup-lattices SL. Accordingly, we extend this notation to morphisms: given two locale maps
The coproduct of X and Y in Loc is the direct sum in SL and we denote it by X ⊕ Y . The category whose objects are the localicétale groupoids and whose morphisms are the groupoid functors will be denoted by Gpd . We note that an equivalent definition of groupoid functor is provided by the following proposition: Proposition 1.3 Let G and H beétale groupoids and let
be two maps of locales that satisfy the following properties:
Then the pair (f 0 , f 1 ) is a functor of groupoids.
Proof. All we have to do is prove that the above inequality is in fact an equality. In point-set notation this follows from a simple series of inequalities:
Converting this to an explicit argument about locale maps is tedious but straightforward.
Groupoid actions
We shall mostly follow the conventions of [32] for groupoid actions and their quantale modules. A left action
X is the pullback of r and p, will be denoted by (X, p) or (X, p, a) according to convenience, or simply by X when no confusion will arise. We shall refer to the map p as the anchor map of the action. A right G-action is defined similarly, with X ⊗ G 0 G 1 being the pullback of p and d in Loc. The category of G-locales and equivariant maps between them is denoted by G-Loc.
In order to simplify notation we shall write Q instead of O(G). The left Q-module associated to an action (X, p, a) is denoted simply by X (rather than O(X) as in [32] ), and we shall continue to refer to it as a (left) Q-locale, by which is meant a locale X which is also a unital left Q-module satisfying the following anchor condition for all b ∈ Q 0 and x ∈ X:
Occasionally, for the sake of clarity, we shall use a dot in order to denote the action, e.g. writing the above condition as
The category of left Q-locales has the left Q-locales as objects, and the morphisms are the maps of locales whose inverse images are homomorphisms of left Q-modules. This category is denoted by Q-Loc and it is isomorphic to G-Loc.
Recall that if X is a left Q-locale, its action is a sup-lattice homomorphism Q ⊗ X → X that factors through another sup-lattice homomorphism α as
and the right adjoint α * is given by the following equivalent formulas:
The latter shows that α * preserves joins, and the corresponding groupoid action (now a map in Loc)
is defined by a * = α * . Similar facts hold for right actions, with the above formulas being rewritten as
We conclude this overview of groupoid actions by looking at a few simple properties of Q-locales. Eq. (1.8) immediately implies both distributivity and "middle-linearity" of the action of the locale Q 0 over binary meets, for all b ∈ Q 0 and x, y ∈ X:
The following generalization of this to partial units is not in [32] and will be needed later on: Proposition 1.15 Let X be a Q-locale. For all s ∈ Q I and x, y ∈ X, we have
Proof. The inequality s(x∧y) ≤ sx∧sy follows immediately from the monotonicity of the action. For the converse inequality, we use the distributivity 1.13, with b = ss * , in order to prove 1:
Condition 2 follows easily:
Functoriality I
We begin by briefly addressing the extent to which the correspondence betweenétale groupoids and quantales is functorial with respect to groupoid functors, going a bit beyond [31] by showing that, although the assignment frométale groupoids to quantales is not functorial unless quantale homomorphisms are "lax", the assignment from inverse quantal frames to groupoids is. A similar fact has been noticed in [18] , in the context of topological groupoids and inverse semigroups.
Group homomorphisms
A similar discrepancy to the one we alluded to in the introduction occurs when relating localic groupoids and quantales. On one hand, the (tautological) functor from Loc to Frm is contravariant, whereas, on the other hand, it is the covariant powerset functor (rather than the contravariant one) which gives us a functor from the category of groups to the category of unital involutive quantales. More than that, the covariant powerset functor is left adjoint to the functor that to each unital quantale Q assigns its groups of units Q × = {a ∈ Q | ab = e for some b ∈ Q} , and thus the group homomorphisms can be identified with homomorphisms of unital quantales:
Moreover, for each discrete group G we have G ∼ = ℘( G) × (the adjunction is a co-reflection).
On the contrary, the contravariant powerset functor behaves poorly with respect to group homomorphisms: Proof. Let f : G → H be a homomorphism of discrete groups. If f −1 is a homomorphism of quantales and h ∈ H we have
which shows that h ∈ f (G) and thus f is surjective.
Conversely, if f is surjective and g ∈ f −1 ({h}{k}) there is k 0 ∈ G such that f (k 0 ) = k and, setting g 1 = gk
and thus f −1 is a homomorphism of quantales. Finally, the quantale unit is preserved by f −1 if and only if {1} = ker f , i.e., f is injective.
This shows that in order to obtain a contravariant functor to the category of unital quantales from a category ofétale groupoids whose morphisms are functors, we should either enlarge the class of quantale homomorphisms or severely restrict the class of groupoid functors.
Covering functors
The idea of restricting the class of groupoid functors has been adopted by Lawson and Lenz [18] , whose notion of 'covering functor', in the context of topologicalétale groupoids, is equivalent to that of a functor (f 0 , f 1 ) : 
Proof. Let Q and R be inverse quantal frames and let f : Q → R be a morphism in IQLoc. Writing G and H for G(Q) and G(R), respectively, we have, as locales, G 1 = Q, H 1 = R, G 0 = Q 0 and H 0 = R 0 , with the structure maps of G given in terms of the quantale structure by, for all a ∈ G 1 and
For H it is similar, and we shall use the same notation for the structure maps of H, without any indices. As a candidate for a groupoid functor we set f 1 = f , and f 0 is given by defining f * 0 to be the restriction of f * to H 0 . (This is well defined because f * is unital.) We note that since f * preserves the quantale involution we immediately obtain (2.4)
Now let us prove the following equalities:
We have: for all a ∈ H 1
which proves Eq. (2.5); for all b ∈ H 0 
and thus by 1.3 the pair (f 0 , f 1 ) is a groupoid functor. Finally, the assignment
is clearly functorial.
Definition 2.7
The category Gpd C is the subcategory of Gpd whose morphisms are the covering functors, by which we mean the continuous functors
Corollary 2.8
The categories Gpd C and IQLoc are equivalent.
Proof. For each inverse quantal frame Q we have O(G(Q)) = Q. And for eachétale groupoid G we have
in Gpd is such that ι 1 is the identity on G 1 and
is the codomain restriction of u ! : G 0 → G 1 . The two assignments Q → G(Q) and G → O(G), which extend to functors as we have seen, together with the two natural transformations
yield an adjoint equivalence of categories.
Lax homomorphisms
For the sake of completeness let us take a very brief look at an alternative way of obtaining functoriality "on the nose", namely by enlarging the class of quantale homomorphisms. We write IQLoc ℓ for the extension of IQLoc whose objects are the inverse quantal frames and whose morphisms f : R → Q are the maps of locales such that
e R ≤ h(e Q ) .
Theorem 2.9 The assignment G → O(G) extends to a faithful functor
Proof. Let f : G → H be a morphism of Gpd , and let Q = O(G) and R = O(H). The assignment f → f * 1 is of course functorial and faithful, so we only have to verify that f * 1 : R → Q satisfies the three above conditions. The first is a consequence of [31, Lemma 5.13] , and the second is an immediate consequence of the fact that functors preserve inverses. The third also holds, as we now explain. The axiom
which, by adjointness, gives us
Composing with (u H ) ! we obtain
and this, using the unit of the adjunction id ≤ u *
Hence,
Groupoid actions
Let us study some constructions related to orbits of groupoid actions, in the language of quantale modules.
Orbits
If G is anétale groupoid and X is a left G-locale, we can construct the orbit locale of the action as the coequalizer in Loc
The locale points of X/G can be regarded as being the orbits of the action of G on X.
Definition 3.1 We refer to X/G as the quotient of X by G. For a right G-locale the corresponding quotient is denoted by G\X.
There is a simple description of these quotients in terms of O(G)-modules. We explain this for left actions only, as for right actions everything is similar. Proof. First we remark that the invariant elements form an obvious subframe F ⊂ X, hence defining a quotient locale as required. It remains to be shown that the following diagram is an equalizer in the category of sets, where ι is the frame inclusion:
In other words, we need to show that x is invariant if and only if
Let us assume that Eq. (3.4) holds. Using the co-unit of the adjunction a ! ⊣ a * we conclude that x is invariant:
Conversely, let us assume that x is invariant. By Eq. (1.9), the condition 1x ≤ x immediately implies that 1 ⊗ x ≤ a * (x). And, by Eq. (1.10), we have, writing Q = O(G),
Hence, Eq. (3.4) holds.
We remark that, although this is not needed in what follows, the idea that the orbits must be certain "subspaces" can be explicitly conveyed by first observing that, as a subframe, X/G is in fact closed under arbitrary meets in X, which means that it also defines a quotient of X in SL [13] . This does not correspond to a sublocale of X because the quotient is not taken in Frm. However, by freely adjoining finite meets to X we obtain the lower powerlocale P L X (one of several localic notions of "powerspace of X"), whose points can be identified (in an arbitrary topos) with the "weakly closed sublocales of X with open domain" [6] (and coincide, in classical set theory, with the closed sublocales of X -see [33] ). Hence, the sup-lattice quotient X → X/G extends uniquely to a frame quotient P L X → X/G, hence depicting X/G as a sublocale of P L X, and allowing us to view the orbits of the action as being sublocales of X.
Diagonal actions
Let G be anétale groupoid with quantale Q = O(G). Given right and left Glocales (X, p, a) and (Y, q, b), we can define on the pullback X ⊗ G 0 Y of p and q (which equals X ⊗ Q 0 Y ) the diagonal action which, in point-set notation, would be given by the formula
Module-theoretically this goes as follows:
Theorem 3.5 Let G be anétale groupoid with quantale Q = O(G), and let X and Y be a right G-locale and a left G-locale with anchor maps p and q, respectively. The following conditions hold:
for all x ∈ X, y ∈ Y and s ∈ Q I , by the condition
This action makes
Proof. For each s ∈ Q I , let the mapping
This clearly preserves joins in each variable separately. And, for each b ∈ Q 0 , the following middle-linearity condition is satisfied:
Hence, f s factors uniquely through the sup-lattice homomorphism given by
x ⊗ y → xs * ⊗ sy , and thus the semigroup Q I acts by endomorphisms on X ⊗ Q 0 Y (the associativity of the action is immediate). Now recall the isomorphism Q ∼ = L ∨ (Q I ) [31] , where the righthand side is the join-completion of Q I that preserves the joins of compatible sets (this can be concretely represented as the frame of compatibly prime ideals of Q I , which are the downwards-closed subsets of Q I that are closed under the formation of joins of compatible subsets). In order to show that the action of Q I extends to the required action of Q it suffices to show that the semigroup action respects such joins. Let then Z ⊂ Q I be compatible, i.e., a subset such that for all s, t ∈ Z we have st * ≤ e and s * t ≤ e. Then Z ∈ Q I and, for all s, t ∈ Z, x ∈ X and y ∈ Y , we have xs * ⊗ ty = xs * ss * ⊗ ty = xs * ⊗ ss * ty ≤ xs * ⊗ sy , and thus we obtain
This proves that X ⊗ Q 0 Y is a left Q-module with the action defined by Eq. (3.6). And it is a Q-locale because the anchor condition holds: for all b ∈ Q 0 and ξ
Tensor products
Let G be anétale groupoid. Given right and left G-locales (X, p, a) and (Y, q, b), a tensor product over G can be defined as a coequalizer in Loc (cf. [20, 21] ):
Our aim now is to show that this tensor product coincides with the "ringtheoretic" tensor product of O(G)-modules, and our first step will be to show module-theoretically that X ⊗ G Y can be given an equivalent definition as the quotient (X ⊗ G 0 Y )/G by the diagonal action (cf. [22] ).
Lemma 3.8 Let G be anétale groupoid, and (X, p, a) and (Y, q, b) a right and a left G-locale, respectively. Then
Proof. The coequalizer X ⊗ G Y can be concretely identified with the subframe of X ⊗ G 0 Y consisting of the elements ξ such that
Using Eqs. (1.10) and (1.12), respectively for b * and a * , this equality is equivalent, letting ξ = i x i ⊗ y i and writing Q = O(G), to (3.9)
In order to conclude the proof we show that ξ satisfies this equality if and only if it is invariant with respect to the diagonal action. Let us assume that Eq. (3.9) holds. Then ξ is invariant:
Conversely, assuming that ξ is invariant, Eq. (3.9) holds: 
Proof. Let us write Q for O(G). As a sup-lattice, X ⊗ Q Y is the quotient of X ⊗ G 0 Y (which equals X ⊗ Q 0 Y ) generated by the middle-linearity relations
for all a ∈ Q, and it is sufficient to take a ∈ Q I . By general sup-lattice algebra [13] , the sup-lattice quotient can be concretely identified with the subset of X ⊗ G 0 Y whose elements ξ are closed under the relations; that is, such that for all x ∈ X, y ∈ Y and s ∈ Q I we have
By 3.8, X ⊗ G Y can be identified with the set of invariant elements for the action Eq. (3.6), so let us show that the invariant elements are the same as those which satisfy the condition (3.11). Let ξ be an invariant element of X ⊗ G 0 Y , i.e., such that s · ξ ≤ ξ for all s ∈ Q I , and let x ∈ X, y ∈ Y , and s ∈ Q I . If xs ⊗ y ≤ ξ we obtain
and, similarly, if x ⊗ sy ≤ ξ we conclude xs ⊗ y ≤ ξ. Hence, ξ satisfies (3.11).
For the converse, assume that ξ = i x i ⊗ y i satisfies (3.11) . For all i and s ∈ Q I , we have
and, using (3.11),
Hence, ξ is invariant, and we conclude that X ⊗ G Y coincides, concretely as a subset of X ⊗ G 0 Y , with X ⊗ Q Y .
Functoriality II
Now we address the main aim of this paper, which is to show that groupoid biactions can be identified with a natural notion of bilocale for inverse quantal frames, and to establish an ensuing (bicategorical) equivalence betweenétale groupoids and inverse quantal frames. Following that, we discuss connections to algebraic morphisms of groupoids in the sense of [3, 4] .
Bimodules
Let Q and R be unital quantales. By a Q-R-bimodule is meant a sup-lattice Q X R , which can simply be denoted by X, equipped with structures of unital left Q-module and unital right R-module that satisfy the associativity condition (rx)q = r(xq) for all r ∈ R, x ∈ X, q ∈ Q .
Similarly to rings, we obtain a bicategory [1, sec. 2.5, 5.7] : the 0-cells are the unital quantales; the 1-cells are the bimodules Q X R ; the composition of 1-cells Q X R and R Y S is given by Y • X = X ⊗ R Y ; and the 2-cells are the homomorphisms of bimodules, with composition defined as usual. A homomorphism of unital quantales h : Q → R can be identified with a Q-Rbimodule X h , which is R with the left Q-action induced by h and the right R-action given by multiplication; there are canonical isomorphisms
and the assignments Q → Q and h → X h embed the category of unital quantales in the bicategory.
Definition 4.1 Let Q and R be inverse quantal frames. A Q-R-bilocale is a bimodule Q X R that is also a locale such that for all b ∈ Q 0 , c ∈ R 0 and x ∈ X the following left and right anchor conditions hold:
A map of bilocales f : Q X R → Q Y R is a map of locales whose inverse image f * is a homomorphism of bimodules, and the resulting category is denoted by Q-R-Loc.
It is immediate that any inverse quantal frame Q is a Q-Q-bilocale, due to Eqs. (1.1). In addition, bilocales behave well with respect to tensor products: Lemma 4.4 Let Q, R, S be inverse quantal frames. The tensor product X ⊗ R Y of bilocales Q X R and R Y S is a Q-S-bilocale.
Proof. X ⊗ R Y is a Q-S-bimodule, it is a locale due to 3.10, and it is a bilocale because the left (and the right) anchor condition holds, since for all b ∈ Q 0 , x ∈ X and y ∈ Y we have
Hence, the following bicategory is well defined: 
and the coherence isomorphisms are the maps of bilocales whose inverse images are coherence isomorphisms in the usual "ring" sense.
Lemma 4.6
The assignments Q → Q and h → X h embed InvQuF into IQLoc.
Proof. All we have to do is prove that if h : Q → R is a morphism of InvQuF the bimodule X h is a bilocale rather than just a bimodule. It is a locale because R is, the right anchor condition follows from Eqs. (1.1), and the left anchor condition holds because h is unital and thus h(b) ≤ e for all b ∈ Q 0 :
Bi-actions
Let G and H be localicétale groupoids. A G-H-bilocale is a locale G X H , which can be simply denoted by X, equipped with a left G-locale structure (p, a) and a right H-locale structure (q, b) such that the following diagrams in Loc are commutative:
The first two diagrams assert that the anchor map of the G-locale is invariant under the action of H, and that the anchor map of the H-locale is invariant under the action of G. Both are in line with the idea that a bilocale may be regarded as being the graph of a binary relation between the "orbit spaces" of G and H, and they ensure that the third diagram (associativity) makes sense.
A map of bilocales f : G X H → G Y H is a map of locales that is both a map of left G-locales and a map of right H-locales. The resulting category of bilocales is denoted by G-H-Loc. The maps of bilocales are the 2-cells of a bicategory, denoted by Gpd, whose 0-cells are theétale groupoids and whose 1-cells are the G-H-bilocales. The composition of 1-cells is defined by the tensor product: given 1-cells G X H and H Y K we define
The coherence isomorphisms are standard (cf. [20, 21] ). Proof. Let us denote O(G) and O(H) by Q and R, respectively. Any bilocale G X H has both a left Q-locale structure and a right R-locale structure, and it is a routine matter to verify that it is a Q-R-bilocale because the associativity condition,
for all a ∈ Q, x ∈ X, and b ∈ R, is essentially the direct image version of the associativity diagram of (4.7):
(4.10)
O O which commutes if and only if for all c ∈ R 0 we have
And the latter condition holds because, on one hand, from Eq. (1.9) (with α * = a * ) and the equality
we obtain
and, on the other, from Eq. (1.10) we obtain 
Algebraic morphisms
Due to the biequivalence, the embedding InvQuF → IQLoc yields a further embedding InvQuF → Gpd such that each homomorphism of inverse quantal frames h : Q → R maps to a G(Q)-G(R)-bilocale. Such a bilocale is precisely the same as an algebraic morphism of groupoids in the sense of Buneci and Stachura [3, 4] . Moreover, their composition of algebraic morphisms is, up to coherence, the same as that which results from the embedding. But it is strictly associative and therefore defines a category. The definitions can be carried over to very general groupoids: Algebraic morphisms have also been used by Buss, Exel and Meyer [7] in order to define a covariant functor from topologicalétale groupoids to inverse semigroups. Their functor can be identified, due to 4.15, with the covariant partial units functor I from spatial inverse quantal frames to inverse semigroups, and therefore it readily extends to localic groupoids.
The results in this section show that forétale groupoids the algebraic morphisms are subsumed by quantale homomorphisms. It is interesting to note that, albeit under completely different terminology, and restricting to discrete groupoids, the idea of defining a morphism of groupoids G → H to be a homomorphism of quantales O(G) → O(H) can be found in the work of Zakrzewski [37] , whose notion of pseudospace (cf. [36] ) is based on the idea of replacing the underlying linear space of an associative * -algebra by the sup-lattice structure of a powerset, hence leading to algebras that are unital involutive quantales and furthermore, as the author states, are equivalent to discrete groupoids. There is more than one way in which such ideas can be carried over to more general groupoids. For arbitrary open groupoids [29] a definition of morphism G → H can of course be based on a homomorphism of involutive quantales O(G) → O(H), but additional requirements are needed, in particular due to the absence of multiplicative units. Besides, for groupoids equipped with non-trivial additional structure, such as non-étale Lie groupoids, a homomorphism of quantales only takes the structure of topological groupoid into account. By contrast, algebraic morphisms were proposed by Buneci and Stachura precisely as a way of generalizing Zakrewski's ideas to (not necessarilyétale) locally compact groupoids, and Zakrzewski's own extension to the differential setting [38] defines morphisms G → H of Lie groupoids and symplectic groupoids to be "differential relations", i.e., submanifolds of G 1 × H 1 satisfying suitable conditions. Our results show that, nevertheless, the identification of groupoid morphisms with quantale homomorphisms is meaningful at least forétale groupoids.
