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I N T E R A T O M I C FORCES^^ 
BY J. E. LENNARD-JONES. 
I N T R O D U C T I O N 
T h e object of theoretical chemistry is to co-ordinate existing 
experimental data, to effect a correlation of phenomena apparently 
unconnected, and to suggest, stimulate, and direct further experi-
mental research. Since chemistry is concerned primarily with the 
interaction of atoms and molecules, it would appear that the most 
fundamental problem of theoretical chemistry is to elucidate, 
classify and determine the forces which atoms and molecules exert 
on each other. This information must provide the key as to which 
atoms will react chemically with each other, what energies will be 
involved, what will be the effect of temperature, pressure and other 
imposed conditions, and what consequential changes are likely to 
occur as a result of a chemical reaction. It must further provide 
the connectmg link between the properties of matter in the different 
states of aggregation, interpret the nature of the solid and liquid 
state, and explain the processes of fusion and evaporation. 
In order to understand the nature of interatomic forces it is 
necessary to make a detailed study of the electronic structure of 
atoms and molecules, so that these forces can be interpreted in terms 
of the fundamental concepts of physical theory. T h e ultimate 
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object must be to predict chemical phenomena in terms only of the 
electrons and nuclei in the reacting systems, and so to bridge the 
gap between physics and chemistry. In view of the central role 
played by interatomic forces in physics and chemistry, it seemed to 
me fitting that I should devote my attention in the Cooch-Behar 
lectures to a consideration of some of the recent advances in this 
subject and to indicate the progress which has ^ been made in their 
determination and interpretation. 
1. THE CLASSIFICATION OF INTERATOMIC FORCES 
Van der Waals forces 
In the first place it is to be observed that there are forces of 
attraction between all atoms and molecules of whatsoever kind, 
whether electrostatically neutral or not, whether saturated chemically 
or not. This statement is an inference from the observed fact that 
all molecules begin to aggregate as the temperature is lowered and 
ultimately assume the liquid state. It is observed that even the 
gases which chemically are inert, have this property and so the 
nature and magnitude of the forces between such atoms have 
received special study, because they are not masked by other forces 
of a more specific type These universal forces of attraction are 
often referred to now as Van der Waals forces because their influence 
on the properties of gases and their function in producing 
liquefaction were first recognised by Van der Waals. It is to be 
observed that we restrict the definition of these forces to just those 
which are operative between inert gas atoms. In other atoms or 
molecules there are usually other forces superimposed on them and 
sometimes forces of a different kind are assigned to this category. 
Intrinsic Repulsive Fields 
The fact that matter does not indefinitely diminish in volume 
at low temperatures leads us to infer the existence of other forces 
which balance the forces of cohesion. The earliest method of 
representing these forces was to picture an atom as a hard, 
impenetrable surface, surrounded by an attractive field. This is, 
however, unsatisfactory as it would make matter incompressible in 
the solid state, which is contrary to experience. An adequate 
representation of the forces between two inert atoms must satisfy 
two requirements, viz. that it is attractive at large distances and 
repulsive at small distances. Within these limits there is one distance 
at which the force vanishes and this determines the relative position 
of the atoms in equilibrium. The work required to separate the 
atoms from this configuration is a maximum. // 
Though the representation of the repulsive fields by rigid 
boundaries is inadequate, the picture can be modified by supposing 
the field to be a suitable function of the distance, rising rapidly as the 
distance diminishes. It is convenient, though somewhat artificial, 
to represent actual fields by the superposition of two functions, one 
of which is repulsive and is predominant at small distances and the 
other is attractive and is predominant at large distances. The 
repulsive part of the force .is then referred to as the intrinsic repulsive 
field. We shall have more to say later as to the origin of this field 
and of its representation by mathematical formulaCc 
A rough estimate of the order of magnitude of the cohesive 
forces between neutral atoms can be formed from the temperature 
at which they aggregate into the liquid state. If there were no forces 
of attraction the atoms would behave almost as a perfect gas and 
would not exhibit the property of liquefaction and solidification at 
low temperatures. The more nearly a gas behaves as a perfect gas 
the lower will be the temperature at which it liquefies. In this sense 
helium atoms approach most nearly to perfect behaviour, the 
temperature of liquefaction being only 4*3° absolute. Actually 
calculations of the cohesive forces between helium atoms from the 
'deviation of helium gas from the ideal gas laws at high temperatures 
confirm this conclusion. The forces of cohesion prove to be the 
smallest known between any atomic systems. Neon boils at 
34*1° abs. and argon at 87*1°. For inert gases the higher the position 
in the periodic table, the higher the boiling temperature and the 
greater are the forces of cohesion. Similar conclusions may be 
drawn as to the forces between more complex systems. We may 
suppose that saturated hydrocarbon molecules, such cis methane, 
ethane, propane and so on, attract each other in virtue of the Van 
der Waals forces. Some of the simpler hydrocarbons exist in the 
gaseous state at ordinary temperatures, others of more complex 
structure exist as liquids, while the longer chain compounds exist 
as solids. 
We might anticipate that the order of magnitude of the energy 
required to separate two inert gas atoms would be about kTj, where 
Tft is the boiling temperature. (Actually recent calculation^^^^ has 
shown that this guess is roughly correct, for the energy proves to be 
about 3/2kTfc). This quantity is not the same as the energy of 
evaporation or the energy of sublimation, for an atom must be torn 
away from a compact structure where it has many immediate neigh-
bours in order to evaporate it. For this reason the energy of 
evaporation is about eight times that required to seperate two atoms 
from their position of equilibrium. These energies can be expressed 
in quantitative form in kilo calories per gram molecule. Thus if 
there were a gram molecule of pairs of argon atoms, each pair in 
equilibrium under their mutual forces, the energy required to separate 
them proves to be about 240 k. cals.. (The heat of sublimation of 
argon is about 1800 k. cals..) 
From a chemical point of view such energies are small but 
it is none the less important to understand what causes these 
forces, because we may then be able to recognise the conditions 
for their existence in other more important examples. They may 
prove to be of real chemical importance, in fact, the example of the 
paraffins has already been cited where these forces are fundamental 
to a study of their physical properties. There may be other cases. 
sucli as in the modern manufacture of synthetic plastics, where Van 
der Waals attractive forces play an important role. Before proceeding 
to a more detailed s tudy of these forces, we wish to consider some 
others of a different type. 
Electrostatic Forces. 
W e have already used the boiling point as a criterion of 
the magnitude of cohesion. What are we to say of crystalline salts 
and metals which boil at much higher temperatures ? T h e alkali 
halides, for example, exist at ordinary temperatures in the form of 
a cubic lattice crystal and have a high melting point. X-ray analysis 
has shown that there is no evidence of an arrangement in pairs. In 
rock salt the sodium atoms are arranged symmetrically round a 
chlorine and vice versa. T h e structure of the crystal and the 
magnitude of the forces holding the units together can only be 
explained if, we suppose that the atoms exist in an ionized state, the 
sodium atoms having a net positive charge and the chlorines a net 
negative charge. W e need not enter here into the reasons for this 
transfer of charge from one to the other, except to say that the 
assembly has a lower energy or greater stability in this state 
than any other. W e may take it as axiomatic in dealing with the 
structure of any solid that it will take up the form of lowest potential 
energy at the absolute zero of temperature and the form of lowest 
free energy at any other temperature. 
T h e attractive forces between the unlike charged ions of a 
crystal such as rock salt are very powerful. Although chlorine and 
sodium ions both have electronic structures like those of an inert 
gas the energy of a gram molecule of rock salt at absolute zero is 
about ] 80 kilo calories per gram molecule, or one hundred times as 
great as that of a gram atom of solid argon. It might be assumed 
m view of what has already been said about the relation between 
the energy and boiling point of a substance that the boiling point 
w|ould be one hundred times as high as that of argon, which would 
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be above 8000° abs. W e have to remember, however, that we are 
not dealing with a single-component system and the conditions of 
evaporation may be very different ; in fact, we may expect that 
rock salt will evaporate so that each unit leaving the substance is 
electrically neutral. Such a unit would be a molecule containing 
one sodium and one chlorine ion. This molecule w^ould still contain 
a large amount of internal energy in virtue of the electrostatic force 
and so the energy required to take it, from the condensed phase 
would not be anything like so great as that required to disperse the 
system as a set of ions. 
We are thus led to infer the existence in molecules and 
solids of forces w^hich may be described as pure electrostatic 
or coulomb forces. These are to be superimposed on the other 
attractive and repulsive fields already discussed. In rocksalt there 
are intrinsic repulsive fields which keep the ions apart and Van der 
Waals forces^ though the latter are weak compared with the electro-
static ones. Sometimes atoms, held together by eletrostatic forces, 
as just described, are said to be bound by electrovalent links. 
Homopolar Forces 
There is another class of attractive forces nearly as strong as 
those between charged particles but, as they exist between similar 
electronic systems, they must be different in origin. Thus the 
energy required to dissociate a gram molecule of hydrogen gas into 
atoms is about 100 kilo cals. per gram molecule. This is the kind 
of link which most concerns the chemist, particularly the organic 
chemist. The nature of this force has only become clear within the 
last few years as a result of the application of quantal principles. 
It seems to depend on the wave nature of matter, the quantisation 
of energy levels in electronic systems and Pauli's Exclusion Principle. 
This type of link is called the homopolar or covalent link. 
W e shall have more to say of this kind of link in a ia^er 
lecture ; but we may remark here that certain solids are held together 
entirely by bonds of the covalent type. In diamond each atom is 
surrounded symmetrically by four others at the corners of a regular 
tetrahedron, and the whole structure may be regarded as one large 
organic molecule. This view is supported by the fact that the 
distance between atomic centres ( r 5 4 A ° ) and the work required to 
separate them are practically the same as in hydro-carbon chains. 
Other examples of what may be described as covalent solids are 
carborundum (CSi), silicon, aluminium nitride (AlN) and beryllium 
oxide (BeO). 
Sometimes in a crystal there is a combination of electrovalent 
and covalent links. In ammonium' salts, or the nitrates, or carbonates, 
there are groups which are ionized and bound to their neighbours by 
electrostatic forces. There is evidence that the ammonium group 
has a single positive charge (NH4)^ and the carbonate ion (CO3) has 
a double negative charge. Within these ions, however, the forces 
are probably of the covalent type, or a mixture of both covalent and 
electrovalent. In (CO;3)~~, for example, there is probably a superposi-
tion of a force system represented by C"*" and three singly charged 
oxygen ions O ' each linked covalently to it, and other structures 
such as C^ "^ "^ "^  and three doubly charged oxygen ions. 
Metallic Cohesion 
T h e metals stand in a class by themselves, so different are they 
in their physical properties from most solids. Some, like the alkalis, 
are melted fairly easily, but in others the melting temperature is high. 
The property which they have of conducting electricity freely has 
led to the hypothesis that certain electrons are liberated from the 
atoms and are not localised like the rest, but migrate from atom to 
atom throughout the solid. Each atom is believed to contribute one, 
two or more electrons to this pool of what are called the free 
electrons. 
It may be supposed from this that the forces which hold a 
metai together are mainly electrostatic. This is true in a restricted 
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sense. A metal is to be regarded as a large molecule in which 
electrons move in certain orbitals in the presence of charged atomic 
cores. There are many quantised electronic levels, and electrons are 
allotted to them in accordance with the Pauli Principle, that is, so 
that not more than two electrons are in any one level and these 
electrons must have opposite spins. 
W e shall discuss later in more detail the role played by these 
electrons in a metal. They contribute to the cohesion by their 
electrostatic interaction with the positive ionic cores, but, by a more 
subtle property, they produce a counteracting influence, a tendency to 
cause a metal to expand. This is due to their kinetic energy, which 
is found to increase as the distance between the atoms of a metal is 
decreased, an interesting and important consequence of the wave 
nature of electrons and of the Pauli Exclusion Principle The 
realisation of the validity of this principle in metals has been one of 
the most potent factors in the theoretical development of the subject. 
The repulsive forces thus introduced have no counterpart in classical 
mechanics. None the less the forces operative in metals have now 
received quantitative treatment and the foundations of the theory of 
metallic cohesion may be regarded as firmly established. 
The forces thus reviewed may be regarded as forming the most 
important categories. There are, however, other forces of an 
intermediate character, which cannot easily be assigned to any of 
these classes, but which often play an important role. 
Forces Between Permanent Electric Dipoles 
It is known that some molecules have a permanent electric 
moment due to the permanent relative shift of the centres of positive 
and negative charge. The water molecule is the most familiar 
example. Alcohols and acids all have permanent dipoles and their 
interaction probably makes an effective contribution to the cohesion. 
As a subheading of electrostatic forces we must thus include forces 
between permanent electric dipoles. 
W e know that certain salts are dissociated into ions in suitable 
solvents and the electrostatic forces between these ions have been 
found to be responsible for some of the characteristic properties of 
electrolytes. T h e existence of ions in solutions produces other effects, 
particularly if the solvent consists of molecules with dipole moments . 
Both negative and positive ions attract these dipoles ( though in 
different ways according to the configuration of the solvent molecule). 
T h e result of this is to produce the phenomenon of hydration, which 
affects the heat of solution, the vapour pressure and other properties 
of an electrolyte. In a similar way inorganic salts, consisting as they 
do of charged ions, attract to themselves water molecules arid others 
with dipole moments and become hydrated even in the crystalline 
state. W e thus have the further subdivision of forces between ions and 
electric moments. 
Polarization Forces 
Finally there are certain secondary forces. W h e n an atom or 
molecule is in an electric field, there is a certain induced movement of 
positive and negative charges, and an induced electric moment is 
produced which is proportional to the strength of the exciting field. 
This is called a polarization of the atom. A similar effect is also 
produced by charged ions in the neighbourhood and the interaction of 
an ion and the dipole which it induces causes a force of attraction. 
W e may call these polarization forces. 
To sum u p we have the following classification of interatomic 
forces :— 
1. Instrinsic repulsive forces. 
2. V a n der Waals attractive forces. 
3. Electrostatic forces : 
(i) Electrovalent links (NaCl). 
(ii) Permanent dipoles (H2O, HCl) . 
(iii) Ions and permanent dipoles (hydration). 
(iv) Polarization forces. 
For small electric fields the dipole induced in an atom will be 
proportional to the applied field and may be written as 
;/; = «F ... ... (1) 
where P is the magnitude of the dipole, F the field strength and a an 
atomic constant, called the coefficient of polarizability. The potential 
energy of a fixed dipole P in a field F is - pF. but when there is a 
functional relationship between v and F as given in (I), we must 
write for the potential energy 
W,= - L d F = - | a F r f F = - i a F V . . (2) 
0 
We may call Wp the polarization energy. 
We have so far assumed the electric field to be a static, one. but 
now let us suppose that it can fluctuate in sign like an alternating 
field. Though the mean value of the field (F) will then be zero, the 
polarization energy will still remain finite, for the mean of the square 
of the field will not necessarily vanish. Thus we shall have 
W.= - i « P (3) 
We now suppose the field F to be caused by a dipole of 
strength /. at a distance ;- from the atom and inclined at an angle 6 to 
the line joming its centre to that of the atom. The lines of force due 
to the field, if it is sufficiently far away, will be nearly like that of a 
parallel field, and its strength will be given by 
where F, is the component of the field along the line of centres and 
P9 the component at right angles, so that 
F' = ^ ^ ^ ^ . F e = ^ (5) 
If the dipole can take up all orientations with equal probability, 
the mean value of the square of the field becomes 
TT 
- - • - | ( 4 c o s ^ . + s i „ ^ . ) ? I ^ ^ « „ . 2 ^ (,) F' = ,e \ (4cos^e + si„^«) ^^~-
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4. Homopolar forces (or covalent links.) 
3. Metallic Cohesion (electrostat ic+wave nature of electrons + 
Pauli Exclusion Principle.) 
T h e ideas underlying the electrostatic forces have not been 
altered in any essential particular by the advent of quantum 
mechanics and I do not propose to deal in any greater detail with 
them. T h e other types have all been elucidated, and methods of 
dealing with them quantitatively have been devised. 1 propose in 
subsequent lectures to say something of the advances which have 
taken place in these directions. 
2. VAN DER W A A L S A T T R A C T I V E FORCES. 
According to the modern point - of view an atom is to be 
regarded as consisting of a small but massive nucleus with an 
integral positive charge, surrounded by a sufficient number of 
electrons to make it electrically neutral. These electrons, formerly 
described as rotating in orbits, are now represented by continuous 
patterns, which give the probability of finding the electron in any 
element of volume.». These patterns are often referred to as 'orbitals* 
a description which implies something of the nature of an orbit but 
has other properties as well. Many, though not all, of these orbitals 
have spherical patterns and it is found that many atoms—more than 
was once thought—have spherical symmetry. Examples of such atoms 
in the first few elements of the Periodic Table are hydrogen, helium, 
lithium, beryllium, nitrogen ( in certain states ), neon and sodium. 
When an atom with its continuous electron cloud is placed in a 
parallel electric field, the electron distribution is disturbed and the 
centre of the electron patterns no longer coincides with the nucleus. 
It is then said to be polarized and to have an electric moment. Van 
der Waals fields may be interpreted in terms of these polarizations, as 
we may show in an elementary way before discussing more accurate 
methods. 
71-f^ 
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Substituting in equation (3), we have then 
W,= - ^ ... (7) 
If there are N dipoles centred about the same point, we have 
rr 22/^n COS On / Q \ 
Fr = 3 ••• . . . . . . \0) 
P ^ S/^ « sin On * ' /Q\ 
r^ ^3 ... ... ... [yj 
Provided that there is no interaction between the dipoles and that 
each can be regarded as having an equal probability of pointing in all 
directions, we find 
p _ 2 2 ^ ... ... ... (10) 
for then the mean value of the cross terms, such as cos 0^ cos O2, 
vanishes, but when these conditions are not satisfied the problem is 
more complicated. 
Now an atom may be regarded as an arrangement of 
fluctuating dipoles. Though the probability pattern of an atom be 
spherical, it does not mean that the field oh. other systems outside it 
entirely vanishes. W e have here a case where the mean value of 
each dipole vanishes but the mean of the square of the field does 
not. Each electron may be associated with a positive charge in the 
nucleus and the two together constitute a dipole of strength es, 
where s is the distance of the electron from the nucleus. The field 
produced at a distant point by such an arrangement of charges will 
be given by 
F ^ = ^^ (^^^ ^QQ ^:^y +^^(2gn sin OnY /1 I \ 
which we shall write as 
f'=2/5/r6 ... ... ... (12) 
where f^ is a kind of mean square of the dipole moment of an atom. 
Thus if the electrons were all in spherical patterns and each moved 
independently of the rest we should have 
^ = e''%sn' ... ... ... (13) 
!3 
T h e effect of this field on another distant atom is by (3) 
equal to 
T h e interaction of two atoms Ai and A2 on each other, 
assuming the effects additive, is 
W = - ^ A l M i ... ... ... (14) 
^ b 
where «] and ^2 are the atomic polarizabilities, and /^i and ^2 are the 
mean square dipole moments . W e may note that « has the 
dimensions of a volume and ^ the dimensions of a square of a charge 
multiplied by a square of a length. T h e numerator of (14), 
therefore, has the dimensions of a square of a charge multiplied by 
a fifth power of a length, as it should to give the right hand side the 
dimensions of an energy. 
This calculation of the interaction of two neutral systems by 
classical methods assumes that the polarization of one atom by another 
is always in phase with the momentary dipole causing it, in the sense 
that it instantaneously takes u p the proper direction appropriate to 
the direction of the resultant field. Since the fluctuations in 
magnitude and direction of the mean square dipole strength may be 
of the same order as the orbital frequencies, this assumption may not 
always be valid. 
T h e method given above, while not strictly accurate as regards 
numerical calculation, does, however, bring out the essential nature 
ot V an der Waals forces. It shows that the two systems tend to 
polarize each other in phase. It is as though each produced a *tide* 
in the other and the two tides tended to be in phase. 
T h e formula is good enough to give a rough guide as to the 
magnitude of the3e forces. T h e value of /^  can be inferred roughly 
from known electron distributions in atoms, as determined, for 
example, by the method of self consistent fields, or from observations 
or the magnetic susceptibility, for the latter quantity is given by 
X='{LI67nc^)e^i^ ... ... (15) 
4 
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where L is Loschmidt 's number , m is the mass of an electron, c the 
velocity of light. Using the relation (13) we then have 
W 1 2 
r'' 
w here 
(16) 
'^ ' i2=(aiX2+«2Xi)6;?^<;2/L ... . . . ( 1 7 ) 
Some values calculated by this formula are given in Table I, 
Table I. 
The Polarizahihties and Magnetic Susceptibilities of Gases. 
He 
Ne 
A 
-x-10''-
1-88 
6-66 
18-13 
a-lO^^ 
070 
0*392 
1-63 
X, 
^12-10«« 
6'1 
47 
475 
^ i 2 - 1 0 « « 
117 
8'32 
103' 
together with values of Ci2 determined by indirect methods us ing the 
observed properties of gases, in particular, the deviations from the 
perfect gas laws. T h e values of C12 derived by the above method are 
given in the third coluinn of figures, the last column being the 
values given by the author '^^  as derived from the equation of 
state. T h e magnet ic susceptibilities are taken from Stoner ^^ ', the 
polarizabilities from Cuthber tson ^^\ T h e calculated values of c,2 
are seen to be of the right order of magni tude (10'^^) but to be ab*^"' 
five t imes too great. Th i s is d u e no doubt to the as? (11) 
involved in assuming the a toms to be polarized in phas*" 
assumption that /:?, which is given by ( H ) , can 
from (13) and (13). •' ^'^^ 
mt of an atom. 
. . ^i^d each moved 
interaction energy in (16) implies a lowering or * 
so a tendency for the a toms to approach each 
result is obtained that the energy of interaction ' ^ ^ 
T h e negative sign which occurs in the 
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sixth power of the distance, while the force itself varies as the 
inverse seventh power of the distance. These conclusions are 
confirmed by the methods of quantum mechanics, the only difference 
introduced being in the evaluation of the constant of the attractive 
field Ci2 
A nearer approach to the calculation by quantum mechanics^"^ 
can be obtained by picturing an atom as an orchestra with a 
series of notes or frequencies given by 
^)kl=(El-Ek)|/l ... ... ... (18) 
corresponding to those transitions which are allowed by quantum rules 
It 
between different pairs of energy levels. To each of these frequencies 
belongs a certain strength, which may be denoted by a quantity ^^ki » 
having the dimensions of an electric dipole. The greater this 
quantity, the greater the probability of the response of this frequency 
to external stimulus ( such as a light wave ). The atom is then 
^represented* by the set of observables ^)ki and f^^i 
As in the classical theory the energy of such an atom induced 
by a field of strength F, when it is in a state characterised by the 
quantum number ^, is given by 
Wyi=- ia ,F2 ... .,. ... (19) 
and if the field is a fluctuating one of frequency i), the formula for 
«;i., given by quantum methods, is 
Now, in the interaction of one atom with another, the field F is 
or \^to the instantaneous values of the dipoles possessed by each of 
polarize ea*,^  frequencies. Thus F is due to a sum of terms of the type 
in the other ai ^/ci'o ,'i ^^ 2c \i o n 
e ormu^^g .^^  ^  dipole in the second atom inclined at an angle 
magnitude of these, j^,—ng the atomic centres. Averaging over all 
from known electa 
example, by the meth 
of the magnetic suscep. F ^ r =^~-^'^^^ ... ... ... (22^ 
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and substituting in equation (19), using (20) and summing over all 
the dipoles we get 
This is the polarization energy of the first atom due to all the 
dipoles of the second, when its unperturbed state is k. There is 
a similar term for the polarization energy of the second atom due 
to the first, obtained by interchanging k and k\ I and l\ The total 
polarization energy of the pair is then 
W,+W.. = - x ^ ^ 2 ^pLll^' ... ... (24) 
Though this reasoning does not claim to be completely rigorous 
in a quantum sense, the formula (24) is the correct one given by 
more detailed and elaborate methods. 
London has given a simplified form of (24) which is often 
useful, provided the conditions under which it is valid are realised. 
In many simple molecules the orchestra may be represented by one 
comparatively powerful note or frequency and a number of other 
weaker ones, which may safely be neglected. The formula for the 
polarizability then simplifies to one term and in the particular case of 
an exciting field, which is static and so of vanishing frequency, 
we have, 
«& = 
2 
3h v^/c ' (25) 
while the interaction of two such systems becomes 
Sometimes the single frequency used for each atom can be equated 
o that associated with a transition from the ground or normal state 
1^ 
of an atom to a state of ionisation. Then we can write ^'Oj, = lk, 
and /iv>/c' = h^y giving 
which for two similar atoms becomes 
W=-4fe"'*'* - (28) 
This is a formula which has been widely used to give the orders of 
magnitude of Van der Waals forces. 
It is not always possible to use formulae (25) and (28) because 
of the difficulty of fixing upon a suitable value for the frequency 
^^ or the ionisation potential. Thus in the case of a long hydro-
carbon paraffin chain, it would be preferable to consider the inter-
action of different parts of one molecule on those of another. The 
'observed' value of ^)j^, is characteristic of a molecule as a whole and 
not of one of its parts. For this reason attempts have been made 
to convert the formulae in terms of other observables. Thus it is 
known that the diamagnetic susceptibility of a compound is equal 
approximately to that of the sum of its parts. A similar property 
holds for the atomic polarizability a. 
If there is only one strong frequency in a system of strength /i^ , 
then we can write approximately for the magnetic susceptibility 
X. g ^ ... ... ... (29) 
and so from (23), 
3h a„ hL o-k 
Instead of (26) we can write 
w . - t - w , , ^ - ^ , " : " " , ... ... (31) 
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For two like systems this becomes 
W = - ^ a x (32) 
Lr 
This is exactly one quarter of the formula (17), obtained by another 
approximate method. It shows the danger of trying to simplify 
general formulae by approximate methods However as an examina-
tion of Table I shows, the formula (32) gives results in fairly close 
agreement with those obtained by other methods. 
The Variation Method. 
T h e methods described ^above are all examples of the 
perturbation theory of quantum rnechanics. This is represented by 
the series development of equation (20), which is the result of 
expressing a small perturbation of one state in terms of all the other 
states. This is equivalent to expressing a small disturbance of a 
sine or cosine curve by a series of other sine or cosine terms of 
different wave length, a practice familiar in Fourier analysis. T h e 
perturbation method takes into account all the possible excited states 
of an electronic system and is extremely valuable when all those are 
known. Its usefulness is, however, limited to atoms of simple 
structure or other systems represented by simple wave functions. 
When the excited states of such a system are not known, the 
variation method is more powerful because it requires only a 
knowledge of the unperturbed state of the system. Ignorance of the 
excited states is largely compensated for by suitably modifying the 
wave functions in terms of parameters, which are then chosen to 
make the total energy a minimum. 
T h e perturbation method has been applied in some detaiJ to 
the atoms of hydrogen and helium not only by Eisenschitz and 
London ^^^ but also by W a n g "^"^  and Lennard-Jones *^'. T h e variation 
method has been used by Atanasoff ^'\ Hasse ' ^^\ Slater and 
Kirkwood^-\ Margenau, '''' Pauling and Beach, ^''\ 
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Many of these investigations have been devoted to at tempts 
to find a relation between the expression for the Van der Waals 
interaction energy and the coefficient of polarizability. T h u s Slater 
and Kirkwood suggested that the constant of the energy {c in—cjr^) 
should be given by 
<? = (const.) Na2 ... ... ... ... (33) 
where N is the number of electrons in the outer shell. This was 
extended by Kirkwood ^^ "^  so as to apply to more general systems. 
More elaborate investigations have been carried out by 
Vinti ^^ '^ \ who used the Kuhn-Reiche sum rule to simplify the second 
order terms of the perturbation theory. Then Hellmann ^^^^  showed 
how to deal with an atom, which could be regarded as consisting of 
a number of closed shells of electrons. This required an elaborate 
use of the variation method for it was necessary to use a parameter 
for each shell of electrons. These calculations have been improved by 
Buckingham ^^ \^ who has included the effect of electron exchange, 
and has applied his results to the rare gas atoms and alkali ions, 
using available wave functions as given by the method of self 
consistent fields or by Fock's method. 
T h e formula obtained by Buckingham for the polarizability of 
an atom can be written in the form 
- = | ; ; j (R^>«o^ ••• - ... (34) 
where R'-' is a certain mean ( matrix ) of the square of the radius of 
the outer orbits, measured in atomic units and is a summation 
mvolving N terms (one for each electron) ; <2o is the radius of the 
first Bohr orbit. T h e significance of Buckingham's result can be 
seen more clearly by writing 
o-2=R^,2^N ... ... ... (35) 
so that <r is a certain mean radius of the outer orbits in cms. Then 
a= ... ... ... (36) 
9 an 
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In terms of the ^ thus defined, the constant of the Van der Waals 
field between two unequal atoms (Nj and N2) proves to be 
... (37) 
9 a o ( ^ i ' •»- ^ 2 ' ) 
which has the dimensions e^  L^, as it should. 
The formulae become more elaborate when there are several 
shells each with a characteristic size and polarizability. Thus if the 
polarizability of the ( w,, /, ) subgroup of electrons in atom 1 is an^t /i, 
and the number of atoms in it is Vn^y A» the constant of the Van der 
Waals field is found to be 
Ci2=|e ' ' ^«0^ 2 2 
riilj . W1/2 
a a 
0^1 0^2 
nd 
(38) 
in which all pairs of subgroups are included in the summation. For 
completely occupied subgroups ^)l^ = 2(2/] + 1 ) and i)i^ = 2(2/2+1). 
A table of values of such force constants, as calculated by 
Buckingham from observed polarizabilities, are given in Table II. 
TABLE i l 
The Van der Waals Constants, Calculated from 
Observed Polarizabilities 
^^ ^ 
> 
0 
CD 
He -He 
H e - N e 
H e - A 
He-Kr 
H e - X e 
Ne-Ne 
N e - A 
Ne-Kr 
Ne - Xe 
A - A 
A - K r 
A - X e 
K r - K r 
K r - X e 
Xe - Xe 
Ci2 .10«« 
1-63 
3-48 
9-89 
14-4 
207 
7-48 
20*5 
30*0 
42*6 
63'5 
927 
135-5 
136 
199 
293 
ergs cm^. 
Li—Li^ 
Li" - Na" 
Li —K" . 
L i " - R b " 
Li" - Cs ^  
Na" - Na" 
Na" - K" 
Na - R b " 
Na" - Cs" 
K " - K " 
K" - Rb" 
K " - C s " 
R b " - R b " 
R b " - C s " 
Cs" -Cs" 
0*097 
0*584 
1*51 
2-21 
3*14 
3*70 
10'4 
15*1 
21-6 
33.3 
48*4 
71*3 
70*5 
104 
155 
21 
There can be no doubt that such calculations as these, based on 
the electronic structure of atoms and a detailed knowledge of wave 
function, are proceeding in the right direction and are full of promise. 
What is required now is a more detailed application of the principles 
and methods already established. 
The Interaction of Dipole and Quadripole. 
It has been shown that the most important term in the Van der 
Waals energy of two atoms varies as r" ,^ and when the distance is 
large it is unnecessary to consider any other terms. But for moderate 
distances, neither large nor small, there is another contribution to the 
energy which may not be negligible. The r'^ term arises from the 
mutual interaction of one dipole with another and so long as an atom 
can be regarded as a superposition of dipoles, this term is adequate. 
But such a representation is valid only when the size of the dipoles 
in the atom is small compared with the distance at which its effect is 
sought. If this is no longer true, then the atom must be represented 
not only by a set of dipoles, but also by a set of quadripoles and other 
terms of higher order. 
The interaction of the dipole system of one atom with the 
quadripole system of another gives rise to a term of the type dr"*. 
Values of the constant d have been calculated by Margenau^^^ ,^ 
Mayer ^^^^  and Buckingham ^^^\ Mayer finds that in certain crystals 
such as NaCl, KCl and Kl, the dipole-quadripole terms contribute to 
the crystal energy about 20% of the dipole-dipole energy. Buckingham 
calculates a distance Ro at which the dipole quadripole term is equal 
to one quarter of that of the dipole-dipole interaction. This gives a 
convenient measure of its relative importance. These values are 
given in Table III Reference to Buckingham's paper ^^""^ should be 
TABLE III 
The Range of Action of Dipole-Quadripole Energy. 
Ro.lO« cms . 
He Li + 
2*94 1*8 
F- Ne Na^ 
2*85 2*4 2*3 
CI- A K 
3*93 3*45 2*95 
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made for a further discussion of the significance of these results and 
also for a comparison of the dipole-dipole constants as derived by 
various methods. 
The methods of obtaining Van der Waals forces, so far 
described, may be called direct or deductive in that they attempt to 
base them on the ultimate structure of the atoms or molecules, 
concerned. While, as we have seen, much progress has been made 
in this direction, our knowledge of atomic structure is not yet accurate 
enough to give these forces precisely. It is therefore desirable to 
consider other methods of an indirect or inductive character, whereby 
these forces can be determined. We shall deal with these in the 
next section in connexion with the discussion of intrinsic repiJsive 
fields. 
3. INTRINSIC REPULSIVE FIELDS. 
Although neutral atoms and molecules attract at large 
distances, the field changes to one of repulsion at small distances. 
This might be interpreted in classical terms as due to the distortion 
of the electronic shells as two atoms approach each oth^r, the electron 
clouds interpenetrating each other in such a way that the screening 
of the nuclear charge is affected and the electrostatic repulsion of the 
nuclei is brought into play. This effect no doubt contributes to the 
repulsion but it is not strong enough to account for the strong fields 
which are known by a variety of methods to be operative. These 
fields set in very suddenly and increase enormously as the distance, 
diminishes, varying as some high inverse power of the distance. 
There is another effect, a more subtle one, which is largely 
responsible for the repulsion. It is similar to the one referred to in 
the introduction in the discussion of the forces in metals. Two 
distant neutral atoms may be described in identical terms without 
conflicting with the Pauli Principle, just because the electrons may 
be regarded as localised in djfferent regions of space. But as two 
such systems are pushed towards each other and begin to overlap, 
they cannot remain unaltered without conflicting with the Pauli 
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Principle. Not more than two electrons can remain in the same 
element of volume with the same velocity and they must have 
opposite electron spins. Consequently the velocity of some electrons 
must be increased, or, in other words, they tend to go into higher 
energy levels. It is this increase of internal energy, when atoms are 
pushed towards each other, that provides the force of repulsion. 
A method of calculating the distributions of electrons in atoms 
has been given by Thomas ^^^^  and by Fermi ^^ \^ which incorporates 
the Pauli Principle into classical statistical methods. It gives, as it 
were, smoothed out distributions of electrons in atoms without the 
refinements of wave mechanics, that is, it neglects the detailed wave 
character ot the individual electron orbitals. This method has also 
been applied to pairs of atoms or ions, in which the electrons move 
in a bi-nuclear field ^^^^  and when the total energy of the system is 
plotted as a function of distance, the repulsive field may be inferred. 
A direct calculation of the interaction energy of two helium 
atoms has been carried out by Slater ^^^^  by the methods of wave 
mechanics. It introduces certain simplifications but may be regarded 
as the most thorough direct evaluation which has ypt been made of 
interatomic forces. The expression thus obtained for the repulsive 
field IS somewhat involved. It contains an exponential of the type 
Ae*^ ,^ multiplied by a series of powers of r and other functions. 
In view of this result it has" become fashionable to represent 
repulsive forces by an exponential term alone, thus reducing the 
number of arbitrary parameters to two. It is to be recognised, 
however, that the basis for this procedure on quantum grounds is 
somewhat thin and not very secure, and that a simple formula of 
this kind is as empirical as any other assumed form, such as a power 
law Ar", which is often used and has much to commend it. 
The interaction of two neutral systems may thus be represented 
by an expression of the type 
W = W - cr~^ -ar~^ rep. 
24^  
where Wrep. stands for the repulsive field and may be assumed to be 
of the form Ae"^ or A^'", provided methods of determining A and 
K or A and n are known. The second and third terms stand for the 
dipole-dipole and dipole-quadripole interaction already discussed. 
(If the interacting systems have a net charge as in the case of ions 
of inert gas like structure, there is a further term of the type 6162/>* to 
be added to the above.) At present we have to rely almost entirely 
on indirect methods of determining the intrinsic repulsive fields, and 
these we shall consider in a subsequent section. 
4. THE ADDITIVITY OF VAN DER WAALS A N D INTRINSIC 
REPULSIVE FIELDS. 
One reason why electrostatic forces are so easy to deal with*is 
that their effects are additive. The potential of one ion due to a 
number of others can be expressed as a series of contributions, each 
of which represents the potential energy due to one other ion. This 
property is not possessed by every type of force. Covalent links in 
molecules are directive and selective, and for this reason we speak 
of bonds being saturated. Such an atom acts differently to other 
neighbouring atoms or molecules than it does to its partners in a 
homopolar bond. It is not obvious without proof that Van der 
Waals fields or intrinsic repulsive fields are additive in this sense. 
An extension of the analysis given above establishes the result 
that the mutual polarizations of neutral atoms can be calculated 
independently in pairs and added together. A similar result is found 
to be valid for the repulsive fields. This additive property is 
important, particularly in calculations concerned with the solid or 
liquid states, where an atom is simultaneously in the fields of several 
others. This result is not obvious, for it might have been supposed 
that the polarization of an atom by several others, symmetrically 
placed about it, would have neutralised Or cancelled each other. 
5. INDIRECT METHODS OF DETERMINING V A N DER WAALS 
A N D INTRINSIC REPULSIVE FIELDS. 
One of the most powerful methods of determining interatomic 
forces of neutral atoms is by a study of the equation of state. The 
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isotherms of a number of gases have been determined with great 
accuracy within recent years and it is possible to state the deviations 
from the perfect gas laws in precise quantitative terms. Both theory 
and experiment agree that the equation of state of a gas of sufficiently 
small density can be expressed as 
pv = NkT + B/v ... ... ... (39) 
or as 
pv = NkT + B'p ... ... ... (40) 
where B and B' are functions of temperature. For densities or 
pressures which are not small, the series in (39) and (40) have to 
be extended and for very large pressures when the gas is in the 
critical region, the series breaks down altogether. ^^ ^^  
The second term in (39) or (40) is clearly a measure of the 
deviation from the ideal gas law. Theoretically it is found to be due 
to the effect of the intermolecular forces when these are reckoned in 
pairs. That is the reason for the condition of small concentration. 
The probability of ternary encounters must be small compared with 
binary interactions. 
The theoretical formulae for B and B' are 
C O 
B = B'NkT = 2^N2kTy;^2^1-exp(-c/>W/kT)}dr ... ... (41) 
o 
where <^  (r) is the potential energy of two atoms (or molecules) at a 
distance r apart. Van der Waals equation can be derived from 
this formula by assuming </>(r) to be negative, corresponding to 
attraction, for all values of ;- greater than a certain value <r, and 
that for less values i> (r) has an infinite value. The latter is equivalent 
to a molecule with a hard rigid core of diameter <r. If the attractive 
field has a potential l^r'"^', then equation (41) leads to 
B^  = b-a/NkT ... ... ... (42) 
where 
B-,TNcr jl S^^ r\{Tm-3)\ - - H3) 
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and 
cf>Q=fia--'" . . . . . . . . . (44) 
is the potential energy of two molecules in contact. Equation (42) 
with (41) and (40) is equivalent to Van der Waals equation when 
the concentration is small and the volume v large. Equation (43) 
thus gives an interpretation of the Van der Waals 'constants* a and b, 
which are seen actually to be functions of temperature. 
The formula (43) was derived by Keesom ^^ ^^  and it may be 
regarded as the first precise derivation of the equation of state in 
terms of a particular form of intermolecular field. Later he considered 
more general types of attractive field, but the repulsive field was 
always represented by rigid cores, either spherical or ellipsoidal 
in shape. 
In view of the obvious limitations of a rigid sphere model, an 
attempt to introduce intrinsic repulsive fields into the theory was 
made by the writer ^^ \^ who used for this purpose an inverse power 
law of the type Ay"''. Other theoretical calculations of the equation of 
state for special types of field have been made by Zwicky^^"* ,^ 
Wohr^^^, Kirkwood and Keyes^^^ ,^ but the results have not the 
same generality. Calculations have also been carried out for a 
repulsive field of the exponential type Ae''^ '^  , but it has not been 
found possible to evaluate the formula (41) by means of a closed 
formula, and recourse has to be had to numerical integration. • 
It is convenient to have a formula for the force field between 
two atoms of such a kind that the parameters in it have a simple 
interpretation, and the sum of two inverse power laws, one for 
repulsion and one for attraction such as 
c/>(r) = V-"-/^r-"^ ... ... ... (45) 
does not at first sight commend itself in this connexion. If, however, 
we denote by - | *^o | the minimum value of (45), which must be 
negative if n ) m, and by r^ the value of r at the minimum, it is easy 
to show that 
^= - 1^ 0 I ro^ - ^ ^ , /^= - I <^J rr " ' - ••• - . (46) 
m — 7i m — n 
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The two quantities | </>o | and r^ can thus be regarded as the 
parameters of the force field. 
In terms of these quantities it is found ^^ ^^  that 
B' = f ' ^NroV(^o/kT) ... ... ... (47) 
where y^ is a power series, whose coefficients depend only on 
n and m. 
T h e function / has been calculated for a range of values of 
<^o/kT for given n (m being taken to be 6) and a comparison of the 
theoretical formula with the observations not only shows what values 
of n are suitable, but determines 4>o and / o as well. One easy method 
of determining ^o is to find the experimental temperature for which B' 
vanishes—sometimes referred to as the Boyle point—and this enables 
<^o to be found at once from the root of 
/•(c^o/kT) = 0 ... ... ... (48) 
T h e value of TQ can then be found if B' is known for other 
temperatures, 
T h e values of n found by this method are in the neighbour-
hood of 1 2, and this may be taken as a reasonable average value 
suitable for many gases. 
Some typical values found by the writer for this type of field 
are given in Table IV. The values given in the last column are given 
in cals/gr. atom and, when divided by Boltzmann*s constant k in the 
same units (1.98), have the dimensions of a temperature. 
TABLE IV. 
Constants of Interatomic Fields, 
> 
Helium . 
Neon 
Argon 
Hyd rogen 
Nitrogen 
Oxygen . 
Carbon monoxide . 
Methane 
ro(A) 
2*917 
3*049 
3*819 
3*276 
4:174 
^ 
<^ o 
( 1 0 - ^ ^ e r g s ) 
0*950 
4*881 
16*50 
4*246 
13*24 
16*97 
13*36 
19*70 
</>o 
(cals/gr. atom) 
13*7 
70*6 
239 
61*4 
192 
244*9 
192*8 
284*3 
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This is useful in applications of the force to calculations of boiling 
points and. so on. 
Ne Ar 
He\H2 ' 'N2 
R(A.U.) 
Interatomic Force Fields. 
The results can also be exhibited in graphical form, as in the 
figure, which serves to bring out more clearly the relative magnitudes 
of the forces and the range of their action. It is to be emphasised 
that the forces here represented refer to the interactions of atoms or 
molecules in pairs, thus one nitrogen molecule with another nitrogen 
molecule. At high temperatures the number of pairs held together by 
these forces will be small but will become appreciable if the 
temperature is sufficiently lowered or the pressure sufficiently 
increased. 
Though the above method of calculating force fields has been 
developed more than any otehr, there are other possible methods 
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which may become equally useful. It has been found that the 
presence of argon in sodium vapour causes a broadening of the 
observed D-lines. This has been explained by Kuhn ^^ ^^  as due to 
the attractive fields between sodium and argon, and he has found 
a relation between the intensity in the neighbourhood of a spectral 
line and the force field. T h e indication is that V a n der Waals 
attractive fields, of the type discussed above, satisfactorily explain 
these observations ^•^^\ but this method is not capable at present of 
giving a precise determination. 
6. APPLICATION OF FORCE FIELDS 
Once the force fields of any element have been determined, 
the next problem is to use them to predict its behaviour in the solid, 
liquid and gaseous states. Research in this direction is actively 
proceeding at present and I can do no more in these lectures than 
refer very briefly to them. 
When the fields are of the spherical type discussed in the 
preceding section and are represented by two inverse power fields, 
theory indicates that atoms would aggregate as a face centred cubic 
lattice at the absolute zero ^^ \^ This is in accord with observation as 
regards the inert gases,*^ except for helium, which is anomalous in its 
behaviour at low temperatures owing to its large zero point energy. 
T h e zero point energy of all the inert gases can be found by 
assuming a Debye distribution of frequencies in the solid state and 
attributing to each an energy of ^k^. T h e total energy due to this 
cause then comes out to be (9/8)/?!^^ per atom, where a^ „j is the 
Debye maximum frequency, obtained from the specific heat curves. 
This is to be added to the heat of sublimation at the absolute zero, 
as deduced from vapour pressure measurements, when comparisons 
are made with the theoretical value of the energy required to separate 
the atoms of a solid. The latter quantity is easily calculated from the 
force curves and proves to be 8*61<^ o per atom for the type of fields to 
which Table IV refers. Values so determined are found to be in 
surprisingly good agreement with experimental values^^^ ^ .^ 
30 
T n e r e \ s no difficulty in principle in calculating the compressi-
bility, specific heats and other properties of solids, once the forces are 
known. There are possibilities for further research in this direction. 
As the temperature rises, the vibrations of the atoms become 
more violent and the probability of atoms getting into irregular 
positions off the lattice sites increases. In dealing with the solid 
state it is necessary, therefore, to consider another property of an 
assembly and that is the degree of order. Once a state of disorder 
sets in, so that there is a general interchange of atomic positions, the 
energy necessary for atoms to migrate is reduced. There is thus an 
intimate connexion between the energy required to produce disorder 
and the amount of disorder present. This interdependence of the 
environment and behaviour of one atom on what all the others are 
doing is an example of what has been called co-operative phenomena. 
It is believed that it is this property which leads to a sharp melting 
point A theory has been constructed on these lines by the writer 
and A. F. Devonshire and it has been found to reproduce all the 
> 
observed features of melting, viz. a sharp change of phase at a 
precise temperature (depending on the pressure), an increase of 
volume and a latent heat of fusion. The latter is found to be due 
not only to the 'change of internal energy but also to the increase of 
entropy of the liquid phase in virtue of its greater disorder. The 
calculated values are in good agreement with observation. 
As a liquid is heated higher and higher above its melting 
point, the disorder increases and it is believed that in a state of 
complete disorder the increase of entropy is equal to an amount k 
per atom above that characteristic of an ordered assembly such as a 
solid. 3^0>' <5^> 
With this hypothesis it is possible to work out the free energy 
of a liquid by supposing each atom to be confined by its neighbours 
to a cell, in which the potential field is a dennite function of the 
average distance between neighbours and the interatomic forces. 
A detailed investigation on these lines ^^ '^ '^ ^^ ^ has made possible a 
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direct calculation of the boiling temperature of liquids, of the change 
of entropy on vaporization and of a theoretical justification and an 
interpretation of Trouton*s rule connecting the heat of evaporation 
and boiling points. 
The explanation of a critical temperature was provided by Van 
der Waals in his early researches on the liquid state, though the 
arguments are not now accepted as rigorous. A treatment of gases 
as dense as those in the critical region is difficult and methods 
devised for gases of low concentration, for which alone Van der 
Waals equation can claim validity, cannot be applied By supposing 
that an atom in a dense gas can be regarded as confined for most of 
its time to a cell, and that its average environment is something like 
that of an atom in a liquid or crystal, an equation of state has been 
found which has the right properties necessary to explain the 
existence of a critical temperature^^^^. The value of this temperature, 
according to the theory, is fixed mainly by the constant i^o of the force 
field the formula being 
kTo = i<^ o ••• ••• .-. (49) 
The corresponding formulae for the melting temperature (T„j) and 
the boiling temperature (T^) at" atmospheric pressure are roughly 
kTm =|</>o ••• ••• ••• (50) 
and 
kT5 = |<^o ••• ••• ••• (51) 
These formulae give theoretical values in substantial agreement with 
experiment. We see for example that the ratio of the boiling 
temperature to the critical temperature is 9/16 or 0'56, a value nearly 
equal to that observed for many gases, e.g. neon (061), argon (0*58), 
krypton (0*58), xenon (0*57), nitrogen (0*61), oxygen (0*58), bromine 
(0o58), methane (0.58), ethane (0.60), benzene (0.59). 
•We may say in conclusion that interatomic forces are providing 
a link between the observed properties of matter in its various 
phase^ and that it seems likely that soon the whole range of obser-
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vations from the lowest attainable temperature to the highest will 
receive its proper interpretation in terms of atomic force fields. 
7. METALLIC COHESION 
O n e of the most striking successes of the quantum theory is 
the explanation it has provided of the electrical and magnetic 
properties of metals. Electrical conductivity, paramagnetic and 
ferromagnetic properties have all been interpreted in terms of 
electronic structure. More recently the same principles have been 
adduced to explain the nature of cohesion. 
T h e main principles may be explained without undue elabora-
tion, if we confine attention to the simplest known metals, such as 
sodium or potassium. These are regarded as consisting of a number 
of positive ions (Na"^), and a number of free electrons, at the rate of 
one per atom, which move in the field of the positive ionic cores. It 
was assumed bySommerfe ld ^^^^  that the periodic field provided by 
the ions was ^o constant that the electrons could be regarded as 
moving in a uniform field of potential — V Q ( say ), which changed 
discontinuously to zero at the boundary of the metal. T h e electrons 
were, in fact, regarded as moving in a cubical box in a force-free 
field. Subsequent researches have shown that this model is 
si:^bstantially correct in its main features. 
T h e kinetic energy of electrons in a box of length L can be 
shown to be given by 
E = ^ {h'^h'-^h') "^  ... ..- (52) 
where m is the n.ass of the electrons and /i, 4 and 4 any positive 
whole numbers . This equal.on gives the qi .ntised energy levels 
appropriate to this system. It arises from the fact t^ i^at the wave 
length of an electron, as determined by the de Broglie relation 
p-hl\ ... ... ... ... (33) 
must be a rational fraction of the length of the box. 
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If now /i, 4 and 4 are plotted relative to their perpendicular 
axes, they form a lattice structure and each point corresponds to one 
state of an electron, that is, one energy level and one wrave function. 
If L is large, the energy levels crowd together so closely that 
the lattice points representing them form almost a continuum. T h e 
number of states with energy less than a given value E is equal to 
the number of lattice points in the positive octant of a sphere of 
radius (8;/2L^E/^^)% which is equal to 
'E\^ 
6 V h"-
By the Pauli Principle two and not more ^ than two electrons 
can be allotted to each state, that is to each lattice point, and so if 
the number of electrons is N, we must have 
iN = ^ ( 8 - ^ ^ y ' ... (54) 
where E„i is the energy of the highest occupied state. 
T h e total kinetic energy of the electrons is given by 
2 ^^ (J 2 _, J 2 A.1 2\ 
where the summation is over all those values of Z^ , L, and 4 which 
lie in the octant just described. It is easy to evaluate this sum for 
it is the same as the mean square of the distance of a uniform 
distribution of matter enclosed within an octant from the origin. It 
is found that it is equal to ( | )N E„,. Now we see from (34) that 
for a given piece of metal, that is for a given value of N, E^ is 
proportional to L~^ and so the total kinetic energy of the 'free' 
electrons is also proportional to this quantity. T h u s 
E/N=(|)Em =const. L- ' ••• •.. (55) 
Since this energy is necessarily positive and increases as the 
distance between the atoms decreases, it means that it provides a 
repulsive force. This is additional to any other repulsion, such as 
might be exerted by the positive ions on each other or by the closed 
ionic shells on each other. 
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Next we consider what it is that causes attraction in a metal 
While the electrons may be regarded as moving freely, they will in 
fact exert forces on each other and on the positive ions, with the 
result that there will be a tendency for one electron to be near each 
ion. Now the atoms of the alkali metals are situated on a body 
centred cubic lattice and we may suppose this divided into a set of 
identical cells by drawing the planes which bisect the lines joining 
nearest neighbours and next nearest neighbours*^ There are eight of 
the former and six of the latter and so each is bounded by fourteen 
planes •, six of these are squares, and eight are hexagons. A polyhedron 
of this regular shape is not very different from a sphere and with a 
slight loss of accuracy it can be replaced by a sphere of the same 
volume. 
It has been shown by Wigner ^^^\ who made the first advances 
in the theory of the cohesion of metals, that it is improbable that any 
compartment would contain two electrons at the same time. Each 
electron may be regarded as carrying with it a sphere" in which the 
probability of finding a second electron is small. 
The potential energy of each electron in its own compartment 
will be given by 
, V = - ^ (e'h^)P{r) 4^r'dr ... ... ... (56) 
0 
where P (r) is the probability of finding an electron within a distance 
r to r+6Zr of the centre of the ion and is so normalised that 
I P(r)47rr'dr=] ... ... ... (57) 
0 
r^ being the radius of the sphere. The function P(r) can only be 
found by solving Schrodinger's equation for the right boundary 
conditions, one of which is in this case thatXjhe radial derivative of the 
wave function shall vanish on the boundary. It is found that P (r) 
is approximately constant, as though the electron had ah equal 
probability of being anywhere in the sphere, except for the immediate 
neighbourhood of the centre of the positive ior. 
35 
If P(r) were actually uniform and equal to P^, we should have 
from (57) 
Po=\l{i^ro'') ... ... ... (58) 
and from (56) 
V = - ^ ... ... ... (59) 
Now / Q is directly proportional to the size of the metal and so 
to L. Hence the attractive potential is given by 
V = - A / L ... ... ... (60) 
where A is a constant. 
We have still to take into account the potential of one compart-
ment, containing a positive ion and electron, with all the rest. The 
potential of such an electrically neutral system is, however, zero at 
all points outside it. To this approximation, therefore, the whole of 
the potential energy is provided by the interaction of each ion and 
electron within a compartment and nothing by the mutual interaction 
of different compartments. The cohesion of a metal on this view is 
provided by the coulomb force between each positive ion and the electron 
nearest to it, shieared out in a continuous uniform spherical pattern. 
The total energy of the metal per free electron is given by 
kinetic plus potential energy and so from (55) and (60) by 
* = ^ - f ' - • (61) 
These two when plotted give a curve of the right characteristics with 
a potential minimum. It is to be observed, however, that the above 
treatment is qualitative and an expression of the type (61) can only 
be expected to be approximately valid near the equilibrium value of L. 
The position of the minimum gives the equilibrium size of the 
metal ( at the absolute zero, neglecting zero point energy ), the depth 
of the minimum gives the lattice energy and the curvature the 
compressibility. Calculations on these lines (with refinements) for 
sodium, potassium copper and gold give values in satisfactory 
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agreement with experiment ^^'''\ The binding energies of these metals 
prove to be of the order of 100 k. cals per gram atom. 
8. HOMOPOLAR FORCES AND RESONANCE. 
Most of the working rules of valency established by the 
chemist have been given a definite and formal interpretation by 
the application of quantum mechanics. This has been made possible 
by the association of wave systems with electrons, whether in 
atoms or molecules and the new mathematical technique, based on 
Schrodinger's theory, of dealing with such wave patterns. These 
patterns, often referred to as orbitals, are closely connected with the 
probability of finding an electron in different parts of space. When 
an electron moves in the presence of one nucleus alone, the orbital 
is localised about that nucleus and is characterised by a set of nodal 
surfaces just like a normal mode of a vibrating system. 
When, however, an electron moves in the presence of two 
nuclei as in a diatomic molecule, the orbitals have a molecular 
character in that there is an indication in the pattern of a sharing of 
electric charge between the two centres. Such an orbital is called a 
molecular orbital. It might with greater precision be described as a 
binuclcar molecular orbital. One method of dealing with the theory 
of valency is to suppose all these orbitals worked out and then to 
assign electrons to them in accord with the Pauli Principle, that is, 
with a pair of electrons of opposite spin to each. This is often 
referred to as the molecular orbital theory. It was first used by the 
writer ^^^ and shown capable of explaining in a qualitative way the 
apparently anomalous spectroscopic and magnetic properties of the 
oxygen molecule. It has since been used to great effect by MuUiken, 
Hiickel, Pauling and others. 
Another method of calculation, which has proved to be a 
powerful one, uses as a basis an artificial configuration in which one 
electron is regarded as belonging to one atom and occupying a 
definite atomic orbital in it with known spin, while the other is 
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considered as belonging to the second atom, also in a known orbital 
with the opposite spin. The theory built up on this basis is known 
as the electron pair theory. It was first used by Heitler and London, 
and has been developed by Hund, Pauling, Van Vleck and 
many others. 
The net result of both theories has been to confirm most of the 
working rules of the chemist, particularly those concerned with what 
may be described as normal single, double and triple bonds. Both 
theories agree 'in assigning to single links the property of axial 
symmetry, so that there is no restriction to rotation about such links. 
There is not, as a rule, axial symmetry about a double link, except 
when single atoms are joined together as in O2. It is in the theory 
of double and triple bonds, particularly of conjugated systems, that 
something new emerges. The essential" difference between the first 
and second bonds has become clear and has received a natural inter-
pretation in terms of electronic orbitals. 
There is not the opportunity in these lectures to enter into any 
great detail concerning the theory, but the essential point may be 
brought out by an example. W h e n one CH2 radical interacts with 
another of the same type to form ethylene, the orbital which charac-
terises the single bond may be regarded as partaking of the properties 
of two *atomic' orbitals, one of which is associated with each carbon 
atom ( or more correctly with each CH2 radical ), These may be 
pictured as prpjecting along the carbon-to-carbon axis with a pear-
like distribution, symmetrical about the axis. The composite orbital 
has the same symmetry. 
The atomic orbitals which lead to the second bond may be 
pictured as having a plane of symmetry in the plane of the CH2 
nuclei. (More accurately the wave function is antisymmetric in this 
plane, the probability pattern symmetric in it.) They can be 
represented diagrammatically by a line passing through the carbon 
atom at right angles to the CH2 plane. Two such electrons in 
different CH2 groups approach, as it were, side by side, and not head 
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to head as in the single bond. Their mode of interaction is accor-
dingly quite different and the resulting molecular orbital also has a 
plane of symmetry, passing through the two CH2 groups. When 
the latter are twisted relative to each other, the symmetry is destroyed 
and a new pattern is created, but only at the expense of energy. 
The interaction of these electrons gives rise to isomers in derivatives 
of ethylene or other molecules containing a similar double link. The 
presence of electrons of this type may conveniently be indicated by 
a cross (after Hiickel), as in the figure. 
H H 
X X 
C C 
W e shall not enter into the discussion of these bonds in greater 
detail, but sufficient has been said to form an introduction to the 
phenomenon of resonance. This may most easily be described by 
means of an example. The allyl radical may be given either of the 
< 
structural formulae I or II. There is an electron of the special kind 
considered above at each carbon atom, and in one form these are 
H H H H 
c c „ c c 
H ^ H 
coupled to form a double bond between the first two carbon atoms, 
and in the second form the double bond occurs between the other 
two. There is thus an ambiguity here in a structural formula, when 
the ordindiry method of indicating bonds is used. This is invariably 
an indication that resonance is present. Resonance nearly always occurs 
when there are these perpendicular or TT electrons occurring singly (some-
times in pairs) on more than two adjacent atoms. The atoms which 
can provide electrons of this type are carbon, nitrogen, oxygen, 
sulphur, phosphorous and possibly silicon. 
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In dealing with the structure of the allyl radical by quan tum 
mechanics, it is found best to consider first the arrangement of single 
bonds. This forms a skeleton framework in which the other electrons 
move. Then there is an electron left over at each carbon atom and 
the initial formula from which we begin is neither I nor 11 above but 
a system of single bonds and three electrons one at each carbon atom. 
The latter form a class by themselves and interact with each other 
more strongly then they do with other electrons because of their 
similar symmetry properties. T h e problem now becomes similar to 
that of a one dimensional metal. T h e electrons may be regarded as 
migrating from one carbon atom to another in a way similar to that 
described in the section on metallic cohesion. For this reason the 
author has sometimes referred to them as the ‘mobile’ electrons. 
Methods have been devised of calculating the distribution of 
these mobile electrons and their contribution to the energy. '«^ '’ '^ «'<^ "'. 
It is not easy to put into physical terms the mathematical content of 
these calculations, but it may be said that roughly the theory is 
similar to that of the electrons of a metal. There are a series of 
standing wave patterns,, stretching from one end of the molecule to 
the other, which can be described by a characteristic wave length. 
One of them has a ‘wave lehgth’ equal to the length of the molecule, 
another a ‘wave length’ equal to half the length of the molecule and 
others of diminishing wave length, but rational fractions of the 
molecular length. T o these patterns there can be attributed a kinetic 
energy which becomes greater the smaller the wave length. 
In addition there is a tendency for one electron to be near to 
one carbon atom, as there is in metals and the electrostatic contribu-
tion to the energy depends on the scale of the region to which this 
electron is confined. (In the theory of metals described above these 
regions were taken to be spherical.) There are thus two opposing 
tendencies, one of an electrostatic kind tending to make the molecule 
smaller and another, the positive kinetic energy of migration, tending 
to make the molecule larger. 
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N o w if the mobile electrons were associated in pairs as in the 
usual chemical method of drawing double bonds, it would imply that 
the electrons of each pair were localised in that bond and that the 
wave length of their pattern was of the same order as the length of 
one bond. Such a small wave length implies ( according to thede 
Broglie relation ) a large kinetic energy. When, however, the electrons 
are allowed to migrate throughout the whole molecule there is a 
possibility for them to have a wave length which is longer and 
consequently an energy which is smaller. The net result is tha4: the 
energy content of a molecule of a conjugated type is always lower 
than would be implied by any of the ordinary conventional chemical 
formulae. T h e difference between the actual energy content and 
that corresponding to one of the structural formulae is called 
the T^esonance Energy. 
Calculations have been made of the resonance energy of 
conjugated chains such as butadiene, hexatriene, of aromatic 
molecules, such as benzene and other ring conipounds. Some 
typical results are given in Table V. 
TABLE V. 
Resonance Energies of Molecules. 
Butadiene ... 
Benzene 
>Diphenyl ... 
* 
Naphthalene 
Calc. 
k. cals. 
5*4 
5*0 
30-2 
65*4 
52-6 
63*3 
Reference. 
(39) 
(40) 
(41) 
(41) 
(41) 
(41) 
The large value of the resonance energy in the ring compounds 
accounts in some measure fo;^  their remarkable stability. 
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Another property of molecules affected by resonance is the 
length of the links. The normal length of a single carbon-to-carbon 
link may be taken to be 1 '54 A ( its value in ethane and in 
diamond), while that of a normal double carbon-to-carbon bond 
o 
is 1'33° A ( in ethylene ). The interchange of the mobile electrons, 
however, produces forces which tend to modify the lengths of the 
Jinks,'which would be labelled as single and double in a conjugated 
system. There is a tendency to average out the lengths, the double 
bonds becoming longer, the single bonds shorter. Thus in butadiene, 
the double bonds expand slightly to I *34 A, while the single bond 
contracts ( from l'54 ) to 1*43 A. In benzene the lengths all come 
out to be equal and to have a value intermediate between that of 
normal single and double links.^ ^^ ^^ '^ ^^ ^ Similar calculations have been 
made for naphthalene, ^^'^^ ^'^^ phenyl ethylene ^''\ stilbene ^''\ tolane^ ^*^ 
Predictions of the theory of this kind lend themselves to 
experimental test and determinations of the size of links in a number 
of molecules have been made by Robertson ^^^^  and other workers. 
The results agree excellently with those obtained theoretically. 
The alteration of the lengths of links is likely to cause other 
modifications of the properties of the links. One of these is the 
frequency of vibration. It would be possible to calculate the normal 
vibrations of a molecule such as butadiene and compare its 
frequencies with those of ethane and ethylene, but no experimental 
information of this kind is yet available. It is to be hoped that 
suitable compounds will be found on which to make observations. 
Finally it may be mentioned that two other properties are 
likely to be modified. One of these is the restriction to rotation 
about a 'single' bond likely to be caused by its conjugation to 
neighbouring double bonds. This subject offers an interesting 
field of inquiry for theoretical and experimental research. Lastly 
there is likely to be a change in the magnetic properties and electrical 
polarizabilities as a result of resonance. The magnetic properties 
of many aromatic molecules have been measured in this laboratory ^^^^  
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and form a fascinating study for theoretical treatment in terms of 
mobile electrons. Investigations have already been made in this 
direction *^^ '^ ^^\ and it has been found that the abnormally high 
magnetic susceptibilities of aromatic ring compounds can be 
satisfactorily explained in terms of molecular orbitals. 
Thus in conclusion we may say that resonance is a pheno-
menon of considerable importance in both physics and chemistry. 
It occurs in many molecules and it affects many properties. Its 
influence in complex molecules of biological importance has prdbably 
not yet been realised. It offers scope for considerable research and 
is an interesting example ,of the progress which can be made when 
there is close co-operation between theory and experiment. 
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