We show the relationships between the determinants and permanents of certain tridiagonal matrices and the negatively subscripted terms of second-order linear recurrences. Also considering how to the negatively subscripted terms of second-order linear recurrences can be connected to Chebyshev polynomials by determinants of these matrices, we give factorizations and representations of these numbers.
Introduction
The well-known Fibonacci, Lucas and Pell numbers can be generalized as follows: Let A and B be nonzero, relatively prime integers such that D = A 2 − 4B = 0. Define sequences {u n } and {v n } by, for all n 2 (see [24] ), For example, when A = 1 and B = −1, then u −n = F −n (the nth negatively subscripted Fibonacci number). In [1] , the author consider the sequence of {F −n } and proves that any integer is uniquely representable as a sum of distinct nonconsecutive Fibonacci numbers of nonpositive indices {F −n }. When A = 2 and B = −1, then u −n = P −n (the nth negatively subscripted Pell number). In [9] , the author proves the following theorem: for any n in Z there exists a unique representation of the form ∞ i=1 a i P −i , where a i in {0, 1, 2} and 2 is always followed by 0. In [8] , the author consider the above work [9] , and then describes an alternative approach to the proof of the above theorem.
In [29, 7] , the authors give complex factorizations of the Fibonacci numbers by considering the roots of Fibonacci polynomials as follow:
In [23, 19] , the authors establish the following forms:
sin n cos −1 − i 2
, n 1 and L n = 2i n cos n cos −1 − i 2 , n 1.
Also in [7] , the authors obtain the factorization of the generalized Fibonacci polynomials by the roots of these polynomials.
In [11] , the authors give the factorizations of the second-order linear recurrences {u n } and {v n } by considering how to these sequences can be connected to Chebyshev polynomials by determinants of the certain matrices. Also the authors give interesting representations of these sequences is as follows:
In [5] , the authors show that
which is a special case of our above result.
In this paper, considering our earlier work [11] , we give some new results for the backward three-terms recurrences.
The permanent of an n-square matrix A = (a ij ) is defined by
where the summation extends over all permutations of the symmetric group S n . Also one can find applications of permanents in [21] . The permanent of a matrix is analogous to the determinant, where all of the signs used in the Laplace expansion of minors are positive.
There are many connections between permanents or determinants of tridiagonal matrices and the Fibonacci and Lucas numbers. For example, in [14] , the authors present a result involving the permanent of an tridiagonal (−1, 0, 1)-matrix and the Fibonacci number F n+1 . The authors then explore similar directions involving the positive subscripted Fibonacci and Lucas numbers as well as their uncommon negatively subscripted counterparts. Finally the authors explore the generalized order-k Lucas numbers, (see [28, 13] for more details on the generalized Fibonacci and Lucas numbers), and their permanents. Minc [20] define an n × n super-diagonal (0, 1)-matrix F (n, k) for n + 1 k, and shows that the permanent of F (n, k) equals a generalized order-k Fibonacci number. Note that when k = 2, the matrix F (n, 2) is reduced to the tridiagonal matrix and its permanent equals a usual Fibonacci number. Also in [25, 27] , the authors define a family of tridiagonal matrices M(n) and show that the determinants of M(n) are the Fibonacci numbers F 2n+2 . In [4, 3] , the family of tridiagonal matrices H (n) is defined and the authors show that the determinants of H (n) are the Fibonacci numbers F n . In a similar family of matrices, the (1, 1) element of H (n) is replaced with a 3, then the determinants, [2] , now generate the Lucas sequence L n . In [18] , Lehmer discussed the relationships between permanent of tridiagonal matrices, recurrence relations, and continued fractions. Recently, in [15] , the authors defined two tridiagonal matrices and then gave the relationships of the permanents and determinants of these matrices and the second-order linear recurrences {u n } and {v n }. In [16] the authors show that the permanents of certain generalized doubly stochastic matrices satisfy a second-order linear recurrence. In [12, 13] , the authors defined certain (0, 1)-matrices and then showed that the relations involving the sums of the usual and generalized Fibonacci and Lucas numbers, and the permanents of these matrices.
In [17] , the authors define some Hessenberg matrices and then show that the determinants or permanents of these matrices are equal to the terms of the second-order recurrence, {u n }, u n , u 2n+1 and u 2n .
On the backward three-term recurrences
We recall that the Binet formula for the backward three-term recurrence {u −n } is given by, for n > 0:
or, by some arrangements,
Let and be nonzero real or complex numbers such that = 0 and ( + ) 2 = 4 .
That is,
Then we have the following theorem. 
We suppose that the equation holds for k. Now we show that the equation holds for k+1. Thus computing all determinants by the Laplace expansion of determinant with respect to last column, we obtain
which, by the Laplace expansion of determinant and the definition of the matrix H n ( , ), satisfy
By our assumption, we write
So the proof is complete.
Corollary 3.
Suppose that A and B satisfy A 2 − 4B = 0 and t 2 − At + B = 0 has roots and . Let u −n be given by (1) . Then for n 2:
Proof. From Theorem 1, we have that
If we multiple and divide the value of det H n ( , ) by ( − ), then we have
So, by (1), the proof is readily seen. Now we recall that the Binet formula for the backward three-term recurrence {v −n } is given by, for n > 0:
Then we have the following theorem.
Theorem 5. Let G n ( , ) be as in Definition 2.
Then for all n 2:
Proof. The proof is very similar to the proof of Theorem 2.
Then, by (2), we have the following corollary without proof.
Corollary 6.
Suppose that A and B satisfy A 2 − 4B = 0 and t 2 − At + B = 0 has roots and . Let v −n be given by (2) . Then for n 2:
We note that it is clear that the value of following determinant is independent of x (see [30, p. 105] ):
If A and B satisfy A 2 − 4B = 0 and t 2 − At + B = 0 has roots and , then we have that A = + and B = . Thus considering the above results and the result of Zhang, we can easily obtain the following facts: we now define the following n × n tridiagonal matrices:
and
Then we have the following corollaries.
Corollary 7.
Suppose that A and B satisfy A 2 − 4B = 0 and t 2 − At + B = 0 has roots and . Let u −n and C n (A, B) be given by (1) and (3), respectively. Then for n 2: 
A matrix is said to be a (1, −1)-matrix if each of its entries is either 1 or −1.
Definition 9. A matrix
We denote the n × n matrices C n (A, B) • S and D n (A, B) • S by E n (A, B) and W n (A, B), respectively. Thus
Then we have the following theorems.
Theorem 10.
Suppose that A and B satisfy A 2 − 4B = 0 and t 2 − At + B = 0 has roots and . Let u −n be given by (1) and let E n (A, B) be given by (5) . Then for n > 1:
Proof. The proof is similar to the proof of Theorem 2.
Theorem 11.
Suppose that A and B satisfy A 2 − 4B = 0 and t 2 − At + B = 0 has roots and . Let v −n be given by (2) and let W n (A, B) be given by (6) . Then for n > 1:
Proof. We will use the induction method to prove that the per W n (A, B) = v −n . If n = 2, then we have
We suppose that the equation holds for n. Then we show that the equation holds for n+1. Computing the per W n+1 (A, B) by the Laplace expansion of permanent with respect to the last column gives 
(A, B).
By our assumption, we may write
which, by the recurrence relations of the sequence {v −n }, satisfy
Thus the proof is complete.
Furthermore, from [21] , it well known that let A be a tridiagonal matrix, and letÂ = (â ij ) be defined byâ st = ia st if s = t andâ ss = a ss , for all s and t (i = √ −1). Then we have
Now we consider the n × n following matrices:
Corollary 12.
Suppose that A and B satisfy A 2 − 4B = 0 and t 2 − At + B = 0 has roots and . Let u −n and E n (A, B) be given by (1) and (7), respectively. Then for n 2:
detÊ n (A, B) = u −(n+1) . Finally, using the above corollaries, the result of Zhang and by simple calculations, the following facts hold:
Corollary 13. Suppose that A and B satisfy
and det Z n (A, B) =
where u −n and v −n are given by (1) and (2), respectively, and A and B be as before.
Also we note that det Q n (A, B) = (−B)per(E n (A, B))
and det Z n (A, B) = per (W n (A, B) ) 2 .
Factorizations
In this section, we consider the sequence {u −n } and then we give its factorizations. There are a variety of ways to compute the matrix determinant (see [6, 10] for more details). In addition to the method of cofactor expansion, the determinant of a matrix can be found by taking the product of its eigenvalues. Therefore, we will compute the spectrum of Q n (A, B) to find an alternative representation of det Q n (A, B) .
We define an n × n tridiagonal toeplitz matrix V n = [v ij ] with v ii = 0 for 1 i n and v i,i−1 = v i−1,i = 1 for 2 i n and 0 otherwise. Clearly
So it is clear that Q n (A, B) = (A/B)I + (i/ √ −B)V n where Q n (A, B) is given by (9)
. Then we give the following theorem.
Theorem 14.
Let u −n be the nth negatively subscripted term of the sequence {u n }. Then, for n 2:
Proof. Let j , j = 1, 2, . . . , n, be the eigenvalues of V n with respect to eigenvectors x j . Then, for all j
. . , n, are the eigenvalues of the matrix Q n (A, B) . Hence, for n 2:
To compute the j 's, we recall that each j is a zero of the characteristic polynomial p n ( ) = |V n − I |. Since V n − I is a tridiagonal toeplitz matrix, i.e.,
we can easily establish a recursive formula for the characteristic polynomials V n :
This family of characteristic polynomials can be transformed into another family {U n (x), n 1} by taking ≡ −2x:
The family {U n (x), n 1} is the set of Chebyshev polynomials of second kind. It is a well-known fact (see [23] ) that defining x ≡ cos allows the Chebyshev polynomials of the second kind to be written as
From (14), we can see that the roots of U n (x) = 0 are given
. . , n. Applying the transformation ≡ −2x, we have the eigenvalues of V n :
Considering (9), (12) and (15), we obtain
which is desired.
We note that an alternative proof of Theorem 14 can be obtained from [26, 22] . For example, when A = 2 and B = −1, the sequence {u −n } is reduced to the negatively subscripted Pell sequence {P −n } and, by Theorem 14, then we obtain that
Corollary 15. Let u −n be the nth negatively subscripted term of the sequence {u n }. Then for n 2 and n even
and, for n odd
Proof. This is an immediate consequence of Theorem 14, since, for 1 k < n/2:
Theorem 16. Let u −n be nth negatively subscripted term of the sequence {u n }. Then, for n 2:
Proof. From (13), we can think of Chebyshev polynomials of the second kind as being generated by determinants of successive matrices of the form
Combining (9), (14) and (16) yields, for n 1
The proof is complete.
When A = 1 and B = −1, the sequence {u −n } is reduced to the negatively subscripted Fibonacci sequence {F −n } and by Theorem 16, we obtain
Now we consider another backward sequence {v −n } and then we give its factorizations. We start with the following theorem.
Theorem 17.
Let v −n be the nth negatively subscripted term of the sequence {v n }. Then for n 2:
Proof. From (10), we have that 2 det Z n (A, B) = v −n . We will not compute the spectrum of Z n (A, B) directly. Instead, we will note the following (det(I + e 1 e T 1 ) = 2):
where e j is the jth column of the identity matrix. Thus we can write the right side of (17) as follows:
where the matrix V n is given by (11) . Let j , j=1, 2, . . . , n, be the eigenvalues of V n +e 1 e T 2 with respect to eigenvectors y j . Then, for all j
To compute the j 's, we recall that all is a zero of the characteristic polynomial t n ( ) = det(V n + e 1 e T 2 − I ). Since det(I − Since t n ( ) is twice the determinant of a tridiagonal matrix, that is,
one can derive a recursive formula for t n ( )/2:
This family of polynomials can be transformed into another family {T n (x), n 1} by taking ≡ −2x:
The family {T n (x), n 1} is the set of Chebyshev polynomials of first kind. In [23] , Rivlin presents that defining x ≡ cos allows the Chebyshev polynomials of the first kind to be written as
From (19) , one can see that the roots of T n (x) = 0 are given by
Applying the transformation ≡ −2x and considering the roots of the t n ( ) are also roots of det(V n + e 1 e T 2 − I ) = 0, we have the eigenvalues of V n + e 1 e T 2 :
From (10), (17) and (20), we obtain
We note that an alternative proof of Theorem 17 can be obtained from [26, 22] . When A = 1 and B = −1, then the backward sequence {v −n } is reduced to the negatively subscripted Lucas sequence and by Theorem 17, we have that
Theorem 18. Let v −n be the nth negatively subscripted term of the sequence {v n }. Then, for n 2:
Proof. From (18), we think of Chebyshev polynomials of the first kind as being generated by determinants of successive matrices of the form
We note that det 
From (10), (19) and (21), we obtain
If A = 1 and B = −1, then the sequence {v −n } is reduced to the negatively subscripted Lucas sequence and by using the Theorem 18, we have that
n cos n cos −1 i 2 . Proof. This is an immediate consequence of Theorem 18, since, for 1 k < n/2:
In the above results, we give the complex factorizations of the sequences {u −n } and {v −n }. Now we give another factorizations of these sequences. From Section 2, we can easily derive the following facts: suppose that A and B be nonzero, relatively prime integers such that D = A 2 − 4B = 0. Then we have, for n 2: 
