1. Introduction. Let (X , ρ) be a complete separable metric (Polish) space with metric ρ. Let T : X → X be a contraction operator over this space, that is, there exists an α ∈ [0, 1) such that for any x, y ∈ X , we have ρ(T (x), T (y)) ≤ αρ(x, y).
According to the Banach contraction mapping theorem, for any starting point x 1 ∈ X , the sequence generated by x k+1 = T (x k ), k ∈ N converges to the unique fixed point x ⋆ of T . Many recursive algorithms in optimization, such as value and policy iteration algorithm, gradient descent algorithms, primal-dual algorithms etc., can be viewed in this manner. In some cases, evaluating T (x) may be computationally challenging, particularly when it involves computing expectations of certain functions of random variables. For such cases, numerous approximation algorithms have been suggested, in which we use a sample average approximation for approximating the expectation in the operator T . This makes each iteration of the algorithm an application of an independent random operatorT instead of T at every instance of the algorithm. Intuitively speaking, such iterated random operators leads to a random sequence that drifts towards the fixed point x ⋆ of T . The goal of this paper is to develop a framework of probabilistic contraction analysis methods for analyzing the convergence behavior of such iterated random operators. We introduce notions of probabilistic fixed points of random operators and provide sufficient conditions under which iterated random operators converge to such probabilistic fixed points.
A motivation for development of the said technique is to devise a conceptual framework for analyzing stochastic recursive algorithms in various machine and reinforcement learning problems. Stochastic recursive algorithms are being developed rapidly for such problems. Formal convergence analysis lags numerical evaluation, since convergence of the (random) sequence is typically proved via custom-tailored arguments based on either martingale, stochastic approximation, or other dynamical properties of the underlying stochastic process. It can be argued that the pace of innovation would be even quicker if there was a common framework within which convergence analysis of various algorithms could be performed quickly. Indeed, such a goal has been expressed recently for deterministic optimization algorithms [23, 2] .
Indeed, Diaconis and Freedman in their seminal paper [8] set out such a framework for analysis of iterated random operators that arise in various stochastic recursive algorithms. They analyzed the Markov chain generated by iterated random operators using a "backward iteration" argument, and proved geometric convergence to an invariant distribution of the resulting Markov chain. While the rate of convergence could be inferred, it is not helpful when one is interested in sample complexity bounds for stochastic algorithms and determine how far the Markov chain is from the fixed point of the deterministic contraction operator.
This paper aims to develop a new convergence analysis framework for iterated random operators within which a large variety of stochastic/randomized recursive algorithms can be analyzed, which also yields non-asymptotic rates of convergence. This new class of techniques can be viewed as 'probabilistic' counterparts of the contraction arguments that are typically used for convergence analysis of deterministic iterative algorithms. The key in the analysis is construction of a stochastically dominating Markov chain which makes the proof argument not too difficult to operationalize. Let us illustrate some application problems through three examples.
Example 1: Consider the infinite horizon discounted cost dynamic programming problem in which s k ∈ S is system state, a k ∈ A is control action, c(s, a) is the one stage cost, γ ∈ (0, 1) is a discount factor, and x k+1 = g(s k , a k , z k ) gives transition dynamics, where z k ∈ Z is the exogenous noise variable. Let π(a|s) denotes a stationary policy, and let Π denote the set of all such stationary policies. The goal of the decision maker is to minimize the total discounted cost by solving the following minimization problem:
The optimal value function V * is a fixed point of a contractive operator T , which is defined as The operator T is called the Bellman operator. It is not difficult to show that T is a contraction operator over the normed vector space V := {V : S → R} endowed with the sup norm. The computation of the optimal value function V * is the limit of
This is often approximated using empirical Bellman operator, defined aŝ
where {Z i } n i=1 are independent samples of the noise variable. At every iteration k, we draw {Z i } n i=1 independently from the past samples. Note that T n is a random operator now, and in fact,
The sequenceV 0 ,V 1 , . . . yields a Markov chain sequence. It is natural to ask what can we say about how farV n k is to V * as k → ∞ for a given n, and also as n → ∞.
Based on the example above, we observe some important properties of the empirical operatorT . First, for every v ∈ V and ǫ > 0, the empirical operator satisfies a probabilistic contraction property:
In addition to this, it is not difficult to prove that for fixed noise samples that generates the empirical operatorT n , it is a contraction operator over the space V with contraction coefficient γ.
We now consider relative value iteration for average cost case MDP.
Example 2. Consider the same setting as above, but instead of the discounted cost MDP, we will consider the average cost scenario. The decision maker aims at minimizing the average cost:
Under some conditions on the MDP's state transition function (called unichain condition), one can show that V * exists. In this case, the optimality condition is given a tuple (V * , g * ), where V * is the optimal value function and g * is a real number called optimal gain. The Bellman operator T satisfies the following property:
Under the unichain condition, one can show that T is a contraction operator over a quotient space with span seminorm (the details are provided later in Subsection 4.5). Here, the span seminorm is defined as
The computation of the optimal value function V * is the limit of the following iterative process, which is known as relative value iteration
In this case, if the expectation operator is difficult to evaluate, then the empirical relative value iteration is defined aŝ
where again,
is a sequence of independent and identically distributed samples of the noise variable. These noise samples are generated from scratch at every iteration k.
Once again, we see thatT n is a random operator now. As we see in Subsection 4.5, we show using our technique thatV n k as k, n → ∞ converges to V * .
The empirical operatorT n in the example above also satisfy the property stated in (1) , where the norm is replaced with span seminorm. However, as we show in Subsection 4.5, the operatorT n fails to be a contraction map.
In fact, we show that ifα n denotes the Lipschitz coefficient ofT n , then it satisfies a probabilistic contraction property,
As we see in one of the main results proved in this paper, the two properties, mentioned in (1) and the above expression, are crucial in bounding the probability of empirical Markov chain being far from the optimal value function as iterations go to infinity. We next consider another example of stochastic gradient descent, where this framework is applicable. Example 3: Consider min x∈R n E [f (x, W )] 1 , where W is a random variable uniformly distributed in the interval [0, 1] and f is convex and differentiable 2 in x. We can use the gradient descent method as follows:
where T : R n → R n is the gradient descent map and β > 0 is the step size or "learning rate". Evaluating E [∇ x f (x k , W )] for every k ∈ N may be computationally challenging, so we can use i.i.d. samples W k,1 , . . . , W k,n to approximate the map T withT n k as follows:
where the samples used to generate the random operatorsT n k andT n l for l = k are independent. Further, we note here that for any x ∈ R n , we have E T n k (x) = T (x) for every k ∈ N. Define x ⋆ := arg min x∈R n E [f (x, W )]. We would like to know how close the sequence (X n k ) k∈N thus generated is to x ⋆ . More importantly, we want to obtain an upper bound on the limit of P ρ(X n k , x ⋆ ) ≥ ǫ for ǫ > 0 as k → ∞ and n → ∞. Let us now formulate the problems precisely. Let (Ω, F , P) be a standard probability space. DefineT n k over this probability space such that (a) for each n ∈ N, the operatorsT n k (x) andT n k ′ (x) are independent of each other for k = k ′ for all x ∈ X , and (b) for every x ∈ X and k ∈ N, ρ T n k (x), T (x) is small in some sense (which will be introduced in Section 2). We will investigate the convergence properties of the (random) sequenceX n k+1 =T n k (X n k ).
The two questions we address in this paper are: (i) For a fixed n, one can view the sequence (X n k ) k∈N as an X -valued Markov chain. Does this Markov chain admit an invariant distribution? If it does, say π n , then does the sequence of invariant distributions (π n ) n∈N converge to a limit as n goes to ∞? Moreover, under what conditions do we have lim n→∞ π n = δ x ⋆ , where δ (·) is the Dirac measure.
(ii) For a fixed n, what is an upper bound on lim sup k→∞ P ρ X n k , x ⋆ ≥ ǫ , where ǫ > 0?
Related Work. Many machine learning algorithms use stochastic gradient descent methods to converge to an optimal solution [22] (or an approximately optimal solution). For instance, while training neural networks or in logistic regression with large amounts of data, batch gradient descent, stochastic variance reduced gradient descent methods [7, 11] , etc. have been used that also feature iterated random maps with varying values of n. Stochastic gradient descent based methods can also be viewed within the framework of iterated random operators, as we have discussed above. Reinforcement learning algorithms can also be viewed within the above framework of iterated random maps, as we have shown in the case of empirical value iteration above. The issue of convergence of the sequence generated through iterated random operators has been previously studied in [14, 25, 26, 3] using stochastic approximation techniques [16, 4] . The convergence analysis of iterated operators within these domains is done either via custom arguments that exploit the problem structure (like convexity, strong convexity, etc.), or use certain well-known convergence theorems, some of which we review below. For deterministic optimization and control algorithms, the convergence analysis may be largely classified into three categories: (i) Identifying each iteration as a monotone operator (with certain contraction-like properties) [23, 19, 2] with fixed point theory as the bedrock principle. (ii) Viewing each iteration as an evolution equation of a dynamical system, with Lyapunov Stability Theory [15] as the bedrock principle. (iii) In many cases, a more direct/alternative methods, e.g., based on exploiting linearity (including frequency domain methods) that do not fall into either of the above categories.
For stochastic optimization, control, and machine learning algorithms, the convergence analysis of the random sequence generated by the algorithms typically use the following techniques. (i) Supermartingale convergence theorem [3, 18] type arguments proves that the random sequence converges to random variable almost surely. While this yields a powerful convergence re-sult for general stochastic processes, it fails to inform us about the properties (distribution, mean, etc.) of the limiting random variable. (ii) If the random sequence is a Markov process, then Foster-Lyapunov techniques [5, 17, 9] can be used to ascertain the existence of an invariant distribution of the limiting random variable. Unfortunately, such techniques are much more difficult to use (than in the deterministic setting) since one needs to devise an appropriate Lyapunov function for the theory to work. (iii) Stochastic approximation scheme is a popular method to design algorithms for various problems mentioned above. Unfortunately, the requirement on the summability properties of the step sizes used (thay they converge fast enough to zero asymptotically but not too fast) [16, 4] often leads to algorithms that are rather slow in practice. In practice, constant stepsizes are used (which don't satisfy the summability properties) and don't guarantee convergence but perform much better. (iv) Random dynamical systems [1] also studies iterated random maps and the orbit (the random sequence) generated by such maps. The goal of this literature is to characterize how the sequence would behave, and understand dynamical properties (bifurcation, limit points, invariant distribution) of the resulting sequence. This theory also falls short of determining the distance between the sequence and the fixed point of the operator.
Besides the above techniques, the analysis of random sequence generated by iterated random operators have been looked at from a different point of view in [8] . In this paper, the authors study a similar problem as we study: when does iterated random operators, where the random operator at each iteration is independent of the past operators, converges. As we state above, such iterated random operators leads to a Markov chain, and the authors characterize conditions under which the Markov chain admits an invariant distribution. They show that if the Lipschitz coefficient of the random operators satisfy certain average contraction property, then the distribution of the Markov chain converges geometrically to the invariant distribution of the iterated random operators. While the result itself is very elegant and useful, it does not yield any insight about how far the tail of the random sequence is with respect to the fixed point of the map T .
In [12] , the authors devised a convergence analysis technique for empirical dynamic programming algorithm within the context of finite state finite action MDPs. They cast the algorithm within the iterated random operators framework. Under the assumption that the random sequence is bounded almost surely by a constant (and some other assumptions), they carry out the convergence analysis via a novel stochastic dominance technique. This paper is partly inspired by this work, and extends the convergence guar-antee in [12] to more general spaces with operators satisfying more general properties.
To sum up, the emphasis here is to devise probabilistic contraction analysis method for iterated random operators and to quantify the probability of a random sequence being far from the fixed point of the original contraction operator. In this process, we also devise sufficient conditions under which for a fixed n, the random sequenceX n k has an invariant distribution as k → ∞, and the invariant distributions itself converges to the unit mass over the fixed point as the number of samples n → ∞.
1.1.
Outline of the Paper. In Section 2, we state the two main results of this paper: Theorem 1 delineates the conditions under which the convergence of π n to δ x ⋆ in weak topology is established. It's proof is provided in Section 3. We apply this result on empirical dynamic programming for Markov decision problem with discounted cost case, and show that the sequence generated by empirical Bellman operators converge in probability to the optimal value function.
In Section 2, Theorem 2 bounds lim sup k→∞ P ρ X n k , x ⋆ ≥ ǫ for ǫ > 0. To prove the result in Section 4, we use the theory of stochastic dominance [24] to derive a lower bound on the probability of error being larger than ǫ in the limit k → ∞. We apply the result to empirical dynamic programming for Markov decision problem with average cost case to arrive at the rate of convergence of the iterates to the optimal value function. In Section 5, we study the convergence analysis of empirical Q-value iteration. Finally, we present some concluding thoughts in Section 6.
Main Results.
In this section, we state the two main results of this paper. Recall that since (T n k ) k∈N is a sequence of random maps, it generates a random sequenceX n k+1 =T n k (X n k ), which may not converge in the limit, and thus, may not have a fixed point. However, as we show below, under sufficient restrictions on the random maps, the sequence will drift towards the fixed point x ⋆ of T . To build the intuition for the result, we first discuss some notions of probabilistic fixed points, as proposed in [12] .
2.1. Probabilistic Fixed Points: Definitions. Following two notions of probabilistic fixed points for iterated random maps were proposed in [12] . Definition 1. We say that a pointx ∈ X is strong probabilistic fixed point of {T n k } k∈N if for every ǫ > 0 and k ∈ N, we get
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Definition 2. We say that a pointx ∈ X is weak probabilistic fixed point of {T n k } k∈N if for any initial point x 0 ∈ X and for every ǫ > 0, the sequenceX n k satisfies
Existence of Invariant Measures.
In the following result, we identify sufficient conditions on the random maps so that the distribution of the Markov chain (X n k ) k∈N converges to an invariant distribution π n as k → ∞. Moreover, we show that the sequence of invariant measures is tight, and as a consequence, converges to the δ x ⋆ in the weak topology. The key to proving this result is the assumption thatT n k is a continuous map, which implies that the Markov chain (X n k ) k∈N is a Feller chain, and then we can use Foster-Lyapunov theorem based arguments to establish the existence of invariant measures.
Below, we outline the assumptions on the random operators.
Assumption 1. The following holds:
(i) X is a locally compact separable Polish space. The map T : X → X is a contraction operator with contraction coefficient α ∈ (0, 1) and fixed point x ⋆ ∈ X . (ii) For every n ∈ N,T n k : X → X is continuous. (iii) There exist functions g : X → [0, ∞), V : X → [0, ∞) and a constant c, both possibly dependent on x ⋆ , such that we have -(a) for every k ∈ N, {x ∈ X : V (x) ≤ k} is compact; and (b) for every n ≥ 1, we have
(iv) For every ǫ > 0 and compact set K ⊂ X , there exists M ∈ N, possibly dependent on ǫ and K, such that for all n ≥ M
Remark 1. In Assumption 1(iii)(b) above, we only need the statement to hold for n sufficiently large.
Using the assumptions above, we now prove the existence of stationary distributions π n and that the sequence of stationary distributions (π n ) n∈N converges weakly to δ x ⋆ , the Dirac measure over x ⋆ . Theorem 1. Let µ n k ∈ ℘(X ) denote the probability measure of the (Xvalued) random variableX n k , whereX n k+1 =T n k (X n k ). If Assumption 1 holds, then
1. There exists a measure π n ∈ ℘(X ) such that µ n k converges weakly to π n as k → ∞. 2. π n converges weakly to δ x ⋆ as n → ∞. Thus,
where w = denotes the equality in the weak topology. 3. The fixed point of T is the strong and weak probabilistic fixed point of the random operators {T n k , N ∈ N, k ∈ N}.
While the above theorem establishes the convergence properties of the distribution of the iterates, it does not provide any useful insight about the rate of convergence, that is, a bound on π n (ρ(X n ∞ , x ⋆ ) ≥ ǫ). To derive such bounds, we need to place some assumptions on the operatorsT n k that are not very restrictive as compared to the Assumption 1 above.
Existence of Probabilistic Fixed Point.
One of the challenge with obtaining π n (ρ(X n ∞ , x ⋆ ) ≥ ǫ) is that the Markov chainX n k sits in a Polish space, and thus, having such an estimate appears difficult using the Markov chain theory. Instead, we use stochastic dominance based argument to derive such a bound. In this process, we show that the weak probabilistic fixed point of (T n k ) n,k coincides with the fixed point of T . First, we need to place the following conditions on the random operators.
Assumption 2. The following holds: (i) T : X → X is a contraction operator with contraction coefficient α < 1.
Let x ⋆ denote the fixed point of T . (ii) For any k ∈ N, x ∈ X and ǫ > 0,
(iii) Letα n k denote the contraction coefficient ofT n k . Then, for any k ∈ N and δ ∈ (0, 1 − α),
Theorem 2. If Assumption 2 holds, then x ⋆ is the strong and weak probabilistic fixed point of {T n k , N ∈ N, k ∈ N}. Further, fix κ > 0 and pick ǫ ∈ 0,
Then, for n sufficiently large,
In order to prove the above theorem, we show that error E n k = ρ(X n k , x ⋆ ) is stochastically dominated by a Markov chain constructed over the space of natural numbers. Note here that although (X n k ) k∈N is a Markov chain, the error process {E n k } k∈N need not be a Markov chain. For n sufficiently high, the Markov chain we construct has an invariant distribution. The invariant distribution allows us to compute an upper bound on the probability of asymptotic error being greater than ǫ. Through this approach, we can also compute the rate of convergence as n → ∞, provided p n ǫ,δ can be computed. We note here that while proving that x ⋆ is a weak probabilistic fixed point requires substantial effort, the fact that it is a strong probabilistic fixed point follows immediately from Assumption 2 (ii). Indeed, for any ǫ > 0, we have
3. Existence of an Invariant Measure. In this section, we prove Theorem 1, i.e., under Assumption 1, the Markov chainX n k admits a stationary distribution π n as k → ∞, which in turn converges to δ x ⋆ as n → ∞. Due to the assumptions, the Markov chain (X n k ) is a weak Feller chain with some stability property leading to the existence of an invariant measure as k → ∞. Then, we exploit Assumption 1(iv) to show that the limit of (π n ) is tight, and that every convergent subsequence of (π n ) in weak* topology converges to δ x ⋆ . This proves Theorem 1. Our first result is as follows.
Lemma 3. If Assumption 1 Parts (i) and (ii) hold, then for any n ∈ N, the Markov chain (X n k ) k∈N is a weak Feller chain.
Proof. By Assumption 1(ii),T n k : X → X is continuous for every n ∈ N. For any continuous and bounded function f : X → R and n ∈ N, the map
) is continuous by dominated convergence theorem. Since X is a locally compact separable Banach space by Assumption 1(i), the result follows (see [ Let µ n k denote the distribution ofX n k , whereX n 1 is picked according to some known distribution µ n 1 .
Lemma 4. If Assumption 1(i)-(iii) holds, then for any n ∈ N, there exists a measure π n ∈ ℘(X ) such that µ n k converges weakly to π n as k → ∞. Furthermore,
Proof. From Assumption 1(iii) (see (4)), for all n ≥ 1, we have
Pick C = {x ∈ X : V (x) ≤ 1 + c}, which is a compact set by Assumption 1(iii). Then, we have −V (x) + c ≤ −1 + (1 + c)1 {C} (x) for all x ∈ X (we use the fact that V (x) ≥ 0), which further implies
The proof of existence of an invariant measure π n follows immediately from Theorem 12.3.4 in [17, p. 299] . Equation (5) is a direct consequence of Assumption 1(iii) and [10, Corollary 4, p. 202] .
We now prove that π n converges weakly to δ x ⋆ . We first prove that (π n ) n≥1 is a tight set of measures. Pick ǫ > 0, n ≥ 1, and l > 0 such that c/l < ǫ. By Lemma 4 and Markov inequality, we have
Since {x : V (x) ≤ l} is a compact set by Assumption 1(iii), (π n ) n≥1 is tight, and therefore, admits a convergent subsequence (π n i ) i∈N by Prohorov's theorem. Let π ∞ be the limiting measure of (π n i ) i∈N . We next show that π ∞ = δ x ⋆ . Let LC b (X ) be the space of functions f : X → R that are Lipschitz continuous and bounded. To establish π ∞ = δ x ⋆ , we need the following claim:
Lemma 5. If Assumption 1 holds, then for every f ∈ LC b (X ),
Proof. See Appendix A.
Our next goal is to show that x ⋆ is the strong and weak probabilistic fixed point of the random maps. First, let ǫ > 0, κ > 0 and define compact set K = {x ⋆ }. Due to Assumption 1 (iv), there exists M ∈ N, possibly dependent on ǫ, κ and K, such that for all n ≥ M
Using Markov's inequality, we obtain for n ≥ M ,
Since κ can be made arbitrarily small, we conclude that x ⋆ is the strong probabilistic fixed point of {T n k } k∈N . The fact that x ⋆ is a weak probabilistic fixed point of {T n k } n,k∈N follows immediately from Lemma 5. The proof of Theorem 1 is thus complete.
3.1. Application to Empirical Value Iteration: Discounted Cost Case. We consider here empirical value iteration for a discounted Markov decision problem. We show that the iterates of empirical Bellman operator converge in probability as n → ∞. The precise problem is formulated below.
Let us consider an infinite-horizon finite Markov decision problem in which the state and action of the decision maker at time t is denoted by s t and a t . The state and action spaces are denoted by S and A, respectively, and we assume it is finite. We use w t to denote the noise and without loss of generality, assume w t to be uniformly distributed in the unit interval [0, 1]. The state transition equation is
where we assume f : S × A × [0, 1] → S to be a measurable function. The cost to the decision maker at time t is c(S t , A t ). Given a stationary strategy γ : S → A, the decision maker's infinite-horizon discounted cost is given by
We assume that the decision maker minimizes this discounted cost by choosing a strategy γ ⋆ .
Lemma 6. Consider an discounted cost MDP described above. Then, there exists a value function v ⋆ : S → R such that
for all s ∈ S. Moreover, the optimal decision rule π ⋆ for the MDP is given by
Proof. See Theorem 8.4.3 in [20] .
Let V := {v ∈ R |S| : max s∈S |v(s)| ≤ c ∞ /(1 − α)} denote the space of value functions with the supremum norm · := · ∞ . Let T : V → V be defined as
where the expectation is taken with respect to the uniform measure over the random noise W . The nonlinear operator T is called the classical Bellman operator.
We now describe the value iteration algorithm. This algorithm is used to compute the value function v ⋆ for the discounted cost MDP. 
and return it as ǫ-optimal decision rule. Otherwise, k ← k + 1 and go to Step 2. Notice that at step k+1, one needs to compute where (Z i ) n i=1 is a sequence of i.i.d. samples of the random variable W . Consider the following approximate empirical relative value iteration algorithm.
1.
and return it as ǫ-optimal decision rule with high confidence. Otherwise, k ← k + 1 and go to Step 2.
It is easy to show that T :
Thus, T is a contraction map over the Banach space V. Our main result is as follows:
Theorem 7. For a fixed n ∈ N,v n k converges in distribution to a random variablev n ∞ as k → ∞. Further,v n ∞ converges in probability to v ⋆ as n → ∞.
Proof. We only need to show that Assumption 1 holds for this case. It is clear that V is a locally compact normed space and T is a contraction operator with contraction coefficient α. Further,T n k is also a contraction operator with contraction coefficient α, and therefore, it is continuous.
Define functions g(v) = V (v) = v − v ⋆ and c 0 = 2 c ∞ /(1 − α). Note that {v ∈ V : V (v) ≤ k} is a compact set for any k ∈ [0, ∞). Further, we naturally have for any n ∈ N,
Next, let ǫ > 0 and K ⊂ V be a compact set. Let κ = max v∈K v . Pick v ∈ K. We have
is a sequence of zero-mean i.i.d. random variables with variance at most 4κ 2 . Thus, for any state action pair (s, a), 
As a consequence of all the facts noted above, for n > (2ακ|S||A|/ǫ) 2 , we have
Since v ∈ K was arbitrary, we have
Since all four assumptions are satisfied by this problem, we use Theorem 1 to conclude both the claims.
Convergence to a Weak Probabilistic Fixed Point.
We now turn our attention to proving Theorem 2. Consider the error process as E n k := ρ X n k , x ⋆ . Although we now know conditions under which the Markov chain (X n k ) k∈N admits an invariant distribution, it is hard to compute the functional form of the invariant distribution. If we knew the invariant distribution, we could easily calculate the asymptotic distribution of the error process. Since computation of invariant distribution is difficult in general, we instead focus on the error process {E n k } k∈N and find an upper bound on the probability of asymptotic error being large for a given n ∈ N.
Proof Technique.
In order to prove the above theorem, we show that error E n k is stochastically dominated 3 by a Markov chain constructed over the space of natural numbers. We prove that if n is sufficiently high, then the dominating Markov chain has an invariant distribution, which allows us to compute an upper bound on the probability of asymptotic error to be greater than some specified threshold. Through this approach, we can also compute the rate of convergence as n → ∞. We now introduce some notation and proof technique in greater details below.
The error evolution can be written as
whereα n k−1 denotes the contraction coefficient ofT n k−1 and
We note here that by Assumption 2(iv), W n k ≤w almost surely for any n ∈ N and k ∈ N.
Remark 2. Note that (α n k , W n k ) are functions ofT n k . SinceT n k is not correlated withT n j for any j = k, we conclude that α n k , W n k k∈N is a sequence of i.i.d. tuple of random variables. However, for every k ∈ N,α n k is correlated with W n k .
Fix κ > 0 and pick ǫ ∈ 0,
We define a Markov chain (Y n k ) k∈N on the set of natural numbers as follows:
If p n ǫ,δ ≤ P {α n k ≤ 1 − δ, Z n k ≤ ǫ}, then we show that at every step of the iteration k, ǫY n k stochastically dominates the error random variable E n k , that is, for any real number q ∈ [0, ∞) and k ∈ N,
This yields for every k ∈ N, we get
For sufficiently large n, we show that the Markov chain (Y n k ) k∈N admits an invariant distribution, say π n . This implies lim sup
Further, as n grows, we show that the invariant distribution at η n ǫ,δ , π n (η n ǫ,δ ), converges to 1, thereby proving the convergence of the error process E n k to 0 in probability as k → ∞ and n → ∞.
Dominating the Error with the Markov Chain
Recall that the error evolves as E n k+1 ≤α n k E n k + W n k , where (α n k , Z n k ) k∈N is an i.i.d. sequence of random variables. We now introduce an auxiliary random process (Z n k ) k∈N , defined as
which implies that E n k+1 ≤ Z n k+1 for all k ∈ N. In the next theorem, we show that ǫY n k stochastically dominates Z n k , which in turn stochastically dominates E n k under a certain assumption on p n ǫ,δ .
Proposition 8. Let n be large such that
, then at every iteration k, ǫY n k stochastically dominates E n k . In other words, for any k ∈ N and any real number q ∈ [0, ∞),
Proof. See Appendix B.
In the light of the theorem above, we need to know a lower bound on the joint distribution P {α n k ≤ 1 − δ, Z n k ≤ ǫ} that can be used to determine p n ǫ,δ . We obtain a lower bound by using Fréchet-Hoeffding theorem.
Lemma 9. For any a 1 , a 2 ∈ [0, ∞), we have
Proof. This is a consequence of Fréchet-Hoeffding Theorem [21, Theorem 3.1.1, p. 1071].
Suppose that we know the upper bounds γ 1 (n, δ) and γ 2 (n, ǫ) on the probability P {α n k > 1 − δ} and P {W n k > ǫ}, respectively:
Assume further that γ 1 (n, δ) → 0 and γ 2 (n, ǫ) → 0 as n → ∞. We let p n ǫ,δ be defined as follows:
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We make the following observation.
Lemma 10. If Assumption 2 holds, then for any ǫ > 0 and δ ∈ (0, 1−α), lim n→∞ p n ǫ,δ = 1.
Proof. The proof essentially follows from Assumption 2. Assumption 2(iii) implies that γ 1 (n, δ) → 0 as n → ∞ for any δ ∈ (0, 1 − α). Assumption 2(iii) implies that γ 2 (n, ǫ) → 0 as n → ∞ for any ǫ > 0. The proof of the lemma is complete.
According to the Lemma above, by picking n sufficiently large, p n ǫ,δ can be made as close to 1 as possible. As we show next, for p n ǫ,δ sufficiently close to 1, the Markov chain (Y n k ) k∈N admits an invariant distribution. 
Proof. See Appendix C.
4.3.
Proof of the Main Result Theorem 2. We now prove Theorem 2 using Propositions 8 and 11 as follows. Recall that we fixed a κ > 0 and picked ǫ, δ > 0 such that η n ǫ,δ = 2 δ < κ ǫ . For n sufficiently large (so that (p n ǫ,δ ) w > 1/2 and p n ǫ,δ > 2w/(2w + 1)), we can use Proposition 8 to conclude that for every k ∈ N,
From Proposition 11, we conclude that
where w := w ǫ . Consequently, we have lim sup
Taking the limit n → ∞ on both the sides and using Lemma 10, we conclude the result.
Sample Complexity.
The sample complexity result is as follows: For a fixed κ > 0 and confidence level γ, let n κ,γ be defined as
where w = w ǫ .
Then, for any n ≥ N κ,γ , we have
The proof of the above result follows immediately from Theorem 2 and Proposition 11. Example 4: Let us now compute the sample complexity bound for the empirical value iteration for the discounted Markov decision problem considered in Subsection 3.1. We restate the space of value functions and the empirical Bellam operator for the convenience of the reader. Define V := {v ∈ R |S| : max s∈S |v(s)| ≤ c ∞ /(1 − α)} to be the space of value functions with the supremum norm · := · ∞ . Let T : V → V be defined as
where the expectation is taken with respect to the uniform measure over the random noise Z.
Recall that α < 1. Thus, for δ ∈ (0, 1 − α), we haveα n k ≤ α < 1 − δ almost surely. Define W n k as
Using Hoeffding inequality [13] and union bound, we conclude that
Thus, we have
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(1−α)κ for this case. Let N κ,γ be chosen such that for any n ≥ N κ,γ , we have
It should be noted that our sample complexity bound for the discounted cost case is much higher than the tighter bound given in [12, Theorem 3.1] . This is attributed to the substantially general setting we are considering in this paper, wherein the dominating Markov chain is defined over the space of natural numbers. Nonetheless, we hope that in the future, one can potentially consider some other tighter dominating Markov chain and improve the sample complexity bound.
Application to Empirical
Value Iteration: Average Cost Case. Let us consider an infinite-horizon finite Markov decision problem in which the state and action of the decision maker at time t is denoted by S t and A t . The state and action spaces are denoted by S and A, respectively. We use Z t to denote the noise and without loss of generality, assume Z t to be uniformly distributed in the unit interval [0, 1]. The state transition equation is
where we assume f : S × A × [0, 1] → S to be a measurable function. The cost to the decision maker at time t is c(S t , A t ). Given a stationary strategy γ : S → A, the decision maker's infinite-horizon average cost is given by
We assume that the decision maker minimizes this average cost by choosing a strategy γ ⋆ .
Let p(j|s t , a t ) denote the transition kernel, which represents the probability that the state at time t + 1 is j ∈ S given that the state and action at time t is s t and a t , respectively. We make the following assumption.
Assumption 3. The MDP is unichain, that is, for every decision rule π : S → A, the Markov chain (
A MDP is said to be unichain if under any (stationary) strategy of the decision maker, the resulting Markov chain visits all the states infinitely often. The second part of the assumption states that for any two current state-action pairs, there exists at least one state j, possibly dependent on the state-action pairs, such that the probability that the future state is j is positive. Note that the two parts of the assumptions are not equivalent to each-other.
Lemma 12.
Consider an average cost MDP that satisfies Assumption 3. Then, there exists a value function v ⋆ : S → R and a gain g ⋆ ∈ R such that
Remark 3. It can be readily checked that if v ⋆ satisfies (9), then v ⋆ + λ also satisfies (9) for every λ ∈ R; thus, v ⋆ is not unique, but g ⋆ is unique.
We now formulate the relative value iteration algorithm within the operator framework considered in this paper. Let V := R |S| denote the space of value functions. Let T : V → V be defined as
where the expectation is taken with respect to the uniform measure over the random noise W . 
where α is given by
Thus, if Assumption 3 holds, then T is a contraction map over the seminormed space V. Now, we can define two elements v 1 , v 2 ∈ V to be equivalent,
The quotient space V/ ∼ with the span seminorm is a Banach space (the seminorm becomes a norm on this space), and T : V/ ∼→ V/ ∼ is a contraction map. We now describe (a variant of) relative value iteration algorithm. This algorithm is used to compute the value function v ⋆ for the average cost MDP. 
and return it as ǫ-optimal decision rule. Otherwise, k ← k + 1 and go to Step 2. Notice that at step k+1, one needs to compute
where (Z i ) n i=1 is a sequence of i.i.d. samples of the random variable W . Consider the following approximate empirical relative value iteration algorithm. and return it as ǫ-optimal decision rule with high confidence. Otherwise, k ← k + 1 and go to Step 2.
Our main result is as follows:
Theorem 13. If Assumption 3 holds, then v ⋆ is the weak probabilistic fixed point of (T n k ), that is, for any κ > 0, we have lim
Proof. Since Assumption 3 holds, we know that
For n sufficiently large, span(T n v − T v) is close to zero with high probability. To see this, note that
For n sufficiently large, Hoeffding inequality implies
Consequently, lim n→∞ P span(T n v − T v) ≥ ǫ = 0 for every ǫ > 0.
Letp n (·|·, ·) be the transition probability underT n , andα n be the corresponding contraction coefficient, given bŷ
which follows from Proposition 6.6.1 in [20] . Note that for any three-tuple j, s ∈ S and a ∈ A,p n (j|s, a) converges almost surely to p(j|s, a) as n → ∞. Thus, for n sufficiently large and δ ∈ (0, 1 − α), the probability ofα n being greater than 1 − δ is vanishingly small. Thus, Theorem 2 implies that v ⋆ is the weak probabilistic fixed point of (T n k ).
5. Empirical Q Value Iteration. We study here the empirical Q value iteration algorithm for the discounted cost Markov decision process introduced in Subsection 3.1. For disounted cost MDPs, the "optimal" Q function is defined as
Define the operator T on the space of Q functions, defined as Q := {Q : S × A → R} endowed with the sup norm, as
It is immediate that the optimal Q function Q * is a fixed point of this map T : Q → Q, and that T is a contraction operator with contraction coefficient γ.
Consider an approximate operator
where {Z i } is a sequence of i.i.d. noises. We again would like to understand the convergence behavior of the iterated mapsT n kT n k−1 . . .T n 0 Q 0 as k → ∞ for a given n, and also as n → ∞. The following theorem summarizes this result. Theorem 14. We have the following three results:
1. The operator T is a contraction with contraction coefficient γ and a fixed point Q * . 2. The operatorT n k is a contraction with the contraction coefficient γ.
Consequently, Q * is both the strong probabilistic fixed point and weak probabilistic fixed point of the random operators {T n k } n,k∈N .
Proof. The proof of all the assertions are identical to the one made in Subsection 3.1 in the context of value iteration for discounted cost Markov decision problems. Statement 3 can be proved either using weak law of large numbers for vectors, or using union bound and Hoeffding inequality as showed in Subsection 4.4. Using statement 4, we can definew = 2γ Q * ∞ .
The fact that Q * is a probabilistic fixed point follows immediately from Theorem 2.
As we can see, for this case, it is easier to check that the Assumptions for Theorem 2 holds. In contrast, if we were to apply Foster-Lyapunov based argument on the Q space, then we will need to carefully construct a Lyapunov function, and then show that the drift conditions are satisfied. This will, however, only lead to convergence to an invariant distribution (that is, the distribution ofQ n k converges to a stationary distribution as k → ∞); it will not inform us about the probability that the iterates are far from the optimal Q function. Theorem 2 allows us to obtain a bound on this probability.
6. Conclusion. In this paper, we have introduced a 'probabilistic' counterpart of the contraction arguments that are useful for analyzing many stochastic recursive algorithms when viewed as iteration of a random operator. We provided such a method for two characterizations of a probabilistic contraction property, (1) and (2). These two properties are useful in analysis of discounted and average cost approximate dynamic programming methods. They are also useful in analysis of stochastic optimization algorithms.
The probabilistic contraction analysis method provides an alternative to the Foster-Lyapunov method (that's rather difficult to use). The method we propose is not difficult to operationalize, and upon further development, may provide a useful framework within which a broad class of stochastic recursive algorithms can be quickly analyzed. The method is also flexible, and allows for careful constructions of dominating Markov chains so we ascertain the tightest possible rate of convergence.
The authors hope that this paper will spark further work by others to develop the new method proposed. This also has the potential to systematize design of stochastic recursive algorithms (which at least for a class of problems have been based predominantly on stochastic approximations), thus likely leading to an acceleration in development of such algorithms for various important problems in stochastic optimization and control, and machine and reinforcement learning.
In future work, we will also consider other characterizations of probabilistic fixed points (e.g., a mean square version), and explore application to analysis of various algorithms for stochastic optimization problems in machine learning. LetT n :=T n k . Let us consider the following expression:
We next show that
Pick ǫ > 0 and a compact set K ǫ ⊂ X such that π n i (K c ǫ ) < ǫ. This implies
Let L f denote the Lipschitz constant of the function f . Then, for n i ≥ M 1 , we have
Thus, for any ǫ > 0, there exists M ǫ such that for all n i ≥ M ǫ , we have
which establishes (12) . This immediately implies
Since f and f • T are bounded continuous functions from X to R, we get the expression in (6) by taking the limit on both sides above. Next, we show that π ∞ = δ x ⋆ . Since (6) holds for every f ∈ LC b (X ), we conclude that the tuple T is a measure preserving map under the measure π ∞ , that is, (X , T, π ∞ ) is a measure preserving system. Now note that since T is a contraction, for every x ∈ X , T k (x) → x ⋆ as k → ∞. Consequently, the only forward recurrent point of T is x ⋆ . By Poincare recurrence theorem [6, Proposition 5.4, p. 52] 4 , π ∞ -a.e. x is forward recurrent, which implies that the support for π ∞ must be contained in the set of fixed points of the map T . This implies π ∞ = δ x ⋆ . Now notice that any limit point of the sequence (π n ) n∈N is δ x ⋆ . Thus, we conclude that the sequence (π n ) n∈N converges to δ x ⋆ in the weak sense. This completes the proof of the lemma.
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Let us define an auxiliary random variable Z n k :
We show using induction that at every step k ∈ N, ǫY n k stochastically dominates Z n k , which by definition stochastically dominates E n k .
Since we have ǫY n 1 ≥ Z n 1 = E n 1 , the statement is true for k = 0. This also implies that for any q ≥ 0,
Assume that the statement holds up to step k. We next prove the induction step in two steps.
Step 1: For any q ∈ [0, ǫη n ǫ,δ ] 5 , we naturally have
because Y n k+1 ≥ η n ǫ,δ by construction. For the next step, we need the following lemma.
Lemma 15. For any k ∈ N, q ∈ ǫη n ǫ,δ , ǫ η n ǫ,δ + w ǫ , we have
4 There are several versions of Poincare recurrence theorem, and the one we use here requires X to be a second countable Hausdorff space, which is readily satisfied if X is a Polish space. 5 Recall that η Proof. Note that Y n k ≥ η n ǫ,δ almost surely by construction. Pick q ∈ ǫη n ǫ,δ , ǫ η n ǫ,δ + w ǫ
. We get
The proof of the lemma is complete.
Step 2: In this step, we consider the case of ǫη n ǫ,δ < q < ∞. We now divide the proof in two steps in which E n k ≥ ǫη n ǫ,δ and E n k < ǫη n ǫ,δ .
Step 2(a): Assume first that E n k ≥ ǫη n ǫ,δ , which implies E n k ≥ 2ǫ/δ. We show that ǫ(Y n k+1 − Y n k ) stochastically dominates Z n k+1 − Z n k . Since E n k ≤ Z n k almost surely, we have
Consider the event E = {W n k ≤ ǫ,α n k ≤ 1 − δ}. Then, for any ω k ∈ E, we have
Now note that Y n k+1 − Y n k is almost surely greater than or equal to −1. This implies for any q ′ ∈ (−∞, −ǫ], we have
If ω k ∈ E, then either W n k ≥ ǫ or 1 − δ ≤α n k ≤ 1, and consequently, Z n k+1 − Z n k may be greater than −ǫ but no greater than w ≤ ǫ⌈w/ǫ⌉. For any q ′ ∈ (−ǫ, ǫ⌈w/ǫ⌉], we have
For q ′ ∈ ǫ w ǫ , ∞ , we have
Thus, ǫ(Y n k+1 −Y n k ) stochastically dominates Z n k+1 −Z n k . Since ǫY n k stochastically dominates Z n k , we conclude that ǫY n k+1 stochastically dominates Z n k+1 .
Step 2(b): Assume now that E n k < ǫη n ǫ,δ , which implies E n k < 2ǫ δ + ǫ. Consider the event E = {W n k ≤ ǫ,α n k ≤ 1 − δ}. Then, for any ω k ∈ E, we have
Thus, for any q ∈ (ǫη n ǫ,δ , ǫ(η n ǫ,δ + ⌈w/ǫ⌉)], we have
(from Lemma 15), which implies that P Z n k+1 ≥ q ≤ P Y n k+1 ≥ q . Now, if ω k ∈ E, then Z n k+1 ≤ E n k + W n k < ǫ(η n ǫ,δ + ⌈w/ǫ⌉) almost surely. This yields for any q ∈ (ǫ(η n ǫ,δ + ⌈w/ǫ⌉), ∞),
Consequently, we proved that ǫY n k+1 stochastically dominates Z n k+1 . The induction step is complete, and we conclude the result.
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Let (Ω,F ,P) be a standard probability space. On this probability space, we define two different Markov chains: (P k ) and (Q k ). Pick w ∈ N and p ∈ (0, 1]. Markov chains P k and Q k , k ∈ N, evolves as
with probability p if P k = 0 P k − 1 with probability p if P k ≥ 1 P k + w with probability 1 − p , Q k+1 =      0 with probability p if Q k = 0 Q k − 1 with probability p if Q k ≥ 1 w ⌈Q k /w⌉ + 1 with probability 1 − p .
Both Markov chains thus constructed are supported over the space of non-negative integers. We next have the following claim:
Claim 16. If P 1 = Q 1 , then Q k stochastically dominates P k for every k ∈ N.
Proof. We show that along every sample path, Q k (ω) ≥ P k (ω). Suppose that P k = Q k = q for some q ∈ N. Then, for anyω ∈Ω, either P k+1 = Q k+1 = max{0, q − 1}, or Q k+1 = w(⌈Q k /w⌉ + 1) ≥ w(Q k /w + 1) = Q k + w = P k + w.
Thus, Q k+1 ≥ P k+1 . The result then holds from Theorem 1.A.6 in [24] .
As a result of the claim above, if both Markov chains (P k ) and (Q k ) admit invariant distributions π P and π Q , respectively, then π P (0) ≥ π Q (0). We next identify certain sufficient conditions under which the two Markov chains admit invariant distributions.
Theorem 17. The following holds true:
1. If p > w/(w + 1), then the Markov chain (P k ) has an invariant distribution (π P (n)) ∞ n=0 . 2. If p > 2w/(2w + 1), then Q k has an invariant distribution (π Q (n)) ∞ n=0 .
Proof. We show that both Markov chains are weak Feller chains since they are defined over a countable state space.
Let γ P = (w + 1)p − w > 0. Consider V P (i) = (i + 1)/γ P and compact set C P = {0}. Then, given P k = i ≥ 1, we have E V P (P k+1 ) P k − V P (P k ) = pP k + (1 − p)(P k + w + 1) − (P k + 1) γ P = −1.
For P k = 0, we have E V P (P k+1 ) P k = 0 − V P (0) = p + (1 − p)(w + 1) − 1
Thus, by Theorem 12.3.4 of [17] , an invariant probability distribution π P for the Markov chain (P k ) exists. Let γ Q = (2w + 1)p − 2w > 0. Consider V Q (i) = (i + 1)/γ Q and compact set C Q = {0}. Then, given Q k = i ≥ 1, we have
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