INTRODUCTION
The rationale for dating and predicting business cycles comes from a recognition that cyclical phases such as expansions, contractions, recessions and the like allow economic agents to make necessary adjustments, so minimizing the negative impact of macroeconomic fluctuations. Moreover, macroeconomic policies rely heavily on Asian Development Policy Review
LITERATURE REVIEW
Before proceeding with the empirical analysis, it is pertinent to revisit the literature available on the dating and prediction of business cycles in India and other economies. Several Indian and international researchers have attempted to date and predict business cycles by constructing composite indices and out of those, some important studies have been reviewed for this paper. Chitre (1982) selected 15 indicators for the Indian economy and constructed a composite index and a diffusion index for dating the growth cycles. Five growth cycles were identified in India from 1951 to 1975 by use of such indices. Gangopadhyay and Wadhwa (1997) analyzed the monthly IIP series for the period 1975 to 1995 and formulated a chronology of Indian business cycles. Mall (1999) examined the cyclical behavior of real GDP, NAGDP, GDP from manufacturing, GDP from a trade, IIP, and the index of sales from the private corporate sector, and concluded that NAGDP can be taken as a reference series for business cycle analysis in India. Dua and Banerji (1999) dated the classical and the growth rate cycles by constructing a coincident index for the Indian economy, following the traditional NBER procedure for the time period 1964 to 1997. The study identified six recessions and five expansions in the Indian economy during that period. In a subsequent paper, Banerji and Hiris (2001) showed that the classical indicator forecasting approach can be refined and applied in a consistent fashion to many economies within a multidimensional framework, allowing for more in-depth analysis, as well as greater breadth of application. This framework can be extended to foreign trade and important domestic sectors like manufacturing, service and construction. For the major 18 economies, business cycle and growth rate cycle reference chronologies have been determined for the period 1948 to 1998. Boehm (2001) reviewed the development of economic indicator analysis (EIA) and its contribution to identifying, understanding, explaining and forecasting business cycles, initially for the US, and then for other countries in North America, Europe and the Asia-Pacific. By contrast, Dua and Banerji (2001) applied a classical leading indicator approach for predicting business and growth rate cycles in India. The indicator approach (attributed to Geofferey H. Moore) was described and the distinction was made amongst classical, growth and growth rate cycles. Dua and Banerji (2001) constructed a composite leading index covering the monetary, construction and corporate sectors to anticipate business cycles' and growth rate cycles' upturns and downturns. Chitre (2001) analyzed 94 monthly indicators to study business cycles in India for the period 1951 to 1982. The reference series was based on eleven economic indicators. The methodology adopted comprised three different techniques: diffusion index; composite index; and the first principal component. Mohanty et al. (2003) attempted the dating of business cycles in India and the construction of a composite leading indicator for forecasting the cyclical turning points. The CLI forecasted the turning points of the reference series with a lead period of about 6 months. OECD (2006) dated growth cycles for the Indian economy between 1978 and 2004 using data on monthly IIP, and identified seven growth cycles with an average duration of 38 months. OECD further developed a CILI for India by selecting eight leading indicators from the initial set of 30. These registered a median lead of only one month for all turning points. Dua and Banerji (2012) described business and growth rate cycles with special reference to the Indian economy.
Their study employed the classical NBER approach to determine the timing of recessions and expansions, as well as the chronology of growth rate cycles based on a consensus between coincident indicators. It also described the performance of the leading index: a composite of leading economic indicators, designed to anticipate business cycle and growth rate cycle fluctuations. Aastveit et al. (2014) have compared the non-parametric B-B rule with the parametric autoregressive MS model using quarterly mainland Norwegian GDP from the 1980s to 2011 as the business cycle indicator. A forecasting exercise where both methods are augmented by financial indicators and survey data were used. This led to the conclusion that the BB rule applied to a density forecast of GDP, augmented with either the consumer confidence index, or a financial condition index, provided the timeliest predictions of peak while troughs augmented with surveys or financial indicators does not increase forecast ability.
DATA SOURCES AND CONSTRUCTION OF VARIABLES
In constructing the composite index of leading indicators, and the prediction of the phases of business cycles in India, turning points in the reference series (i.e. IIP) were first identified, and then 52 leading indicators from all the four sectors: real sector, financial sector, monetary sector, and external sector, for the period 1997:M6 to 2017:M6 were analyzed. Data on these series was obtained from the Handbook of Statistics on Indian Economy, the Reserve Bank of India, the Bureau of Economic Indicators, and the Organization for Economic Co-operation and Development (OECD). The description of all candidate indicators along with their sources are at Appendix 1.
Bearing in mind the presence of a positive trend in the growth trajectory of the Indian economy, classical business cycles are not predicted. Rather, the focus has been on dating and prediction of growth and growth rate cycles. Accordingly, the data series are adjusted as per the business cycle approach to which the data is being applied. For instance, the trend adjusted data series are used for growth cycle analysis, while the annual point-to-point growth rate series has been utilized for the growth rate cycle analysis. It is worth noting here that the variables used for growth cycle analysis are suffixed with "cy", while the variables used for growth rate cycle analysis are suffixed with "gr". The upcoming sub-sections report the preliminary analyses used for screening the variables for their leading capabilities and for inclusion in the composite index. For instance, before carrying out any analysis with respect to such screening, it is pertinent to test the presence of seasonality and, in case of affirmative results, the respective © 2019 AESS Publications. All Rights Reserved. variable series are de-seasonalised using the X-12 ARIMA method, developed by U.S. Census Bureau. The examination of seasonality is significant, bearing in mind the monthly frequency of the data at hand. Fisher's test and the Kruskal-Wallis Chi-Squared test of stable seasonality have been employed for testing the presence of seasonality, and for concluding whether the series are seasonal or non-seasonal in nature. The results 1 of both the tests clearly signify that a null hypothesis of significant stable seasonality is rejected at one, five and ten per cent of significance for ADSCB, BCSCB, CWP, DDSCB, EURO_LI, EXPORT, FCA, FORWARD6, GP_MUMBAI, IIP_BASIC, IIP_CAPITAL, IIP_CD, IIP_CG, IIP_CND, IIP_ELEC, IIP_INT, IIP_MANF, IMPORT_NOIL, IMPORT, INT_OIL, M3, M1, M0, NFC, NIFTY50, REAL_NAGDP, SPREAD_10_1YRC, SPREAD_10_15_91, REALM1, REALM3, RS_DOLLAR, SP_MUMBAI, TDSCBC, USGDP, WPI_ALL, WPI_FA, WPI_MIN, WPI_MP, YIELD_10YR, YIELD_1YR, YIELD_15_91, CEMENT, COAL, ELECTRICITY, RAILWAY, FOODGRAINS, USLI, IIP. However, BSE_SENSEX, NET_FII, REAL_YIELD_10YR, REAL_YIELD_1YR , REAL_YIELD_15_91 are found to be non-seasonal in nature. Consequently, there is no need for seasonal adjustment in these series, and the remaining series have been de-seasonalised through the X-12
ARIMA procedure.
For the construction of CILI, all the candidate indicators from different sectors were exposed to crosscorrelation analysis and other econometric methods such as unit root testing, bivariate granger causality, VAR granger causality, bivariate cointegration tests, and point to point turning point analysis. All these preliminary analyses are reported in the following sub-sections.
Cross-Correlation Analysis
Cross-correlation analysis has been utilized in analyzing the lead/lag structure of the candidate series viz-a-viz the reference series. his is done to filter out the leading indicators, which will further enhance the quality of CILI as the potential leading indicator of IIP cycles. The cross-correlation has a very significant role in separating the variables into different categories as leading, coincident and lagging. In so doing, the cross-correlogram has been used. The first approximation of the lead/lag structure of candidate series is done with cross-correlation coefficients and cross-correlograms.
Equation 1 and Equation 2 reflect that the cross-correlation for IIP and the candidate series can be estimated as:
And, formula 0.1059=1.645/√n (where "n" represents the total number of observations=241). The cross-correlation coefficients for both the categories are reported in Appendix 2 and Appendix 3 respectively. Ideally, out of all the statistically significant cross-correlation coefficients, the maximum value of the coefficient corresponding to an IIP lag shall be considered as a lead for that indicator, after considering the turning point analysis of specific series against reference series.
Unit Root Analysis
The augmented Dickey-Fuller (ADF) test has been employed for unit root analysis. The ADF test measures the null hypothesis, viz: that a time series process is I(1) against the alternative that it is I(0), with the assumption that the series at hand has an Auto-Regressive Moving Average (ARMA) structure. It is worth mentioning here that this technique has been used as a criterion for selection of the appropriate variables for a composite index, with those variables selected from all 52 series that have the same order of integration as the IIP series.
Unit root analysis 2 finds that the reference series for growth cycles -IIP -is stationary at level, and all other candidate series share their level of integration with IIP, i.e. they are integrated at order zero I(0). However, for growth rate cycles, IIP is stationary at first, but the candidate series displays a mix of I(0) and I(1) orders of integration. For instance, the growth rate series of M3gr, BCSCBgr, NFCgr, ADSCBgr, TDSCBgr, GP_MUMBAIgr, SP_MUMBAIgr, IIP_MANFgr, IMPORTgr, IMPORT_NOILgr, and FCAgr are stationary at first difference, while all other series are stationary at level. The summary of unit root testing for all the candidate series is reported in Table 1 .
Bivariate Granger Causality
Further, for ascertaining the changes in the candidate series to precede changes in the reference series, the Granger Causality has also been estimated. Conceptually, a variable x Granger causes another variable y if and only if past values of x can help "explain" y over and above what past values of y can already explain. It is worth noting here that Granger Causality offers the bivariate/two-way cause and effect relationship by posing questions such as x Granger causes y, and y Granger causes x, but it itself does not indicate causation in the more common sense. In the context of the business cycle reference series and the candidate leading indicator, Granger causality will be tested in a bivariate regression framework for the pairs of x and IIP series in a group, as explained below: VEC granger causality-Wald exogeneity test have been used respectively in those cases. The summary results for both the categories are reported in Table 1 .
Bivariate Cointegration tests
Finally, to establish a relationship between the candidate and the reference series, the bivariate cointegration is The summary of results in the order of integration, pairwise Granger Causality in case of growth and growth rate cycles wherein the candidate series Granger causes the reference series, and bivariate cointegration, is reported below in Table 1 in order to scrutinize the variables to be included in the construction of CILI for both approaches.
As per the criteria suggested by Simone (2001) a series will be rejected from the candidacy of leading indicators when its order of integration does not match the order of integration of the reference series, and when it fails to Granger Cause the target variable. However, if the series is not individually cointegrated with the target variable but Granger Causes it and shares its order of integration, then it will be kept for index purposes. Accordingly, it can be inferred from Table 1 Thus, 15 variables are selected for the construction of CILI for growth cycles, and nine variables are selected for constructing the CILI of growth rate cycles from the unit root and econometric testing procedures. Nonetheless, these selected variables will now be subjected to point to point analysis in order to designate them as leading indicators with sufficient lead profiles. 
TURNING POINT ANALYSIS OF SELECTED VARIABLES

CONSTRUCTION OF CILI FOR GROWTH CYCLE AND GROWTH RATE CYCLE THROUGH PCA
In Equation 5, () Pt is the principal component, and  is the factor loading within the principal component.
These factor loadings are used as weights for the construction of principal components. They are chosen so the constructed principal components satisfy the condition of zero multicollinearity amongst PCs (that is orthogonal transformation) thereby creating linearly uncorrelated principal components. Further, the first PC shall account for the maximum possible proportion of variance within the set of variables, with the second PC accounting for the maximum of the remaining variance, and so on until the point where the last PC absorbs the leftover variance.
Generally, the first or first few principal components explain appropriate variation to represent the multivariate data. The principal components with eigen values 5 greater than one will be considered for the formation of the  is the variation explained by the kth component. After ascertaining the weights for all the variables through the method described above, the next step is to construct the index by taking the weighted average of the selected variable as explained below:
5 Eigen values are the variances accounted by the principal components. 
IDENTIFICATION OF TURNING POINTS IN INDIAN GROWTH CYCLES AND GROWTH RATE CYCLES
The identification of turning points in the reference and indicator series employs a computer algorithm developed by Bry and Boschan in 1971 based on the procedures and rules developed at the NBER. Table 2 and   Table 3 And for the growth rate cycle approach, it can be seen that the reference series IIP has experienced six peaks 
PREDICTION EVALUATION OF CILI
Next, a probit model is estimated for evaluating the predictive power of CILI for forecasting the different phases of the economy. Probit analysis is used to analyze many kinds of dose-response or binomial response experiments in a variety of fields. The probit approach is regularly applied in economics and econometrics. In the present context, probit is used for assessing the usefulness of the CILI constructed by PCA in forecasting the turning points in the reference series. The probit analysis has been widely utilized for business cycle forecasting by researchers such as Estrella and Hardouvelis (1991) ; Estrella and Mishkin (1996; ; Bernard and Gerlach (1998) ; Gaudreault and Lamy (2001) and Krystalogianni et al. (2004) .
Under the probit framework, the dependent variable, D can be defined as:
1, for a period of recession in time "t" 0, otherwise
In the context of the present endeavor, a constructed composite index of leading indicators -CILI -from the chosen set of leading indicators proposed for inclusion in the composite index is evaluated for its predictive capabilities using the probit approach and the specified equations: thus, Equation 10 and Equation11are framed as:
. Where,  is the coefficient of CILI with F as,
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The estimated probabilities can be used to get some idea regarding the possibility of future movements in the direction of the reference series. The possibility of a turning point in the IIP is reflected by a rising or a falling trend in probabilities. An increasing trend in the estimated probabilities may be deemed to be a signal for the possibility of a slowdown that may ultimately lead to recession, and vice-versa. However, for a formal determination, one may choose a threshold level of these probabilities to determine possible movement in the economy. If the forecast probability generated by the model exceeds this threshold level, a signal is generated for a possible decline (slowdown) in economic activity. Thus, one can determine how accurately the model has been able to forecast different phases.
For evaluating the predictive power of CILI for forecasting the different phases of the economy, three threshold probability levels are taken into consideration: 40 per cent, 50 per cent and 60 per cent. Table 4 presents a summary of the predictive ability of a CILI constructed for forecasting growth and growth rate cycles in IIP. Its forecasting capacity is evaluated by classifying the different phases as correctly forecasted for the respective threshold probabilities.
For instance, in case of a growth cycle approach corresponding to a threshold probability of 0.4, 79 out of 111 expansion cases and 111 out of 120 recession cases were correctly classified by the growth cycle model. This makes for a probit model for CILI that correctly forecasts 71.17 per cent of observations for an expansion phase, and 92.5
per cent for a recession phase. Overall the model correctly forecast, 82.25 per cent of total observations. Similarly, for the threshold probability of 0.5, the growth cycle model correctly forecast 85 out of 111 expansion cases, and 95 out of 120 recession cases. In total, the model correctly forecast 180 out of 231 cases, which is a forecasting accuracy of 77.92 per cent. Further, for an even higher threshold probability level, the accuracy in predicting economic expansions increased to 93 of 111, while that for recessions decreased to 87 out 120. and In total, the growth cycle model correctly forecast 77.92 cases with accuracy. Therefore, with increments in the levels of threshold probability, the overall accuracy in the prediction of different phases decreased from 82.25 per cent to 77.92 per cent with respect to 0.4 and 0.5 threshold probabilities. However, with a further increase to 0.6, the overall predictive capacity remained at 77.92 per cent. And for a growth rate cycle approach corresponding to a threshold probability of 0.4, 0.5 and 0. However, with a further increase in threshold probability level to 0.6, the overall accuracy of prediction slipped to 67.27 per cent. It can be concluded, therefore, that the model is relatively accurate in terms of its predictive abilities.
However, the null hypothesis of the insignificant difference between actual and predicted phase has been rejected in this instance.
The exactitude of the probit model's fit may be estimated by applying the LR Chi-Squared statistic. The significance of LR statistics for the growth cycle model is inferred from the fact that this statistic is significant at one per cent, while the growth rate cycle's LR statistic is significant at 10 per cent. Thus, it can be maintained that both the models fit well.
PREDICTION OF RECESSION
The CILIs constructed for growth cycles and growth rate cycles are also used to perform dynamic forecasts for the probability of recession with a future horizon. Table 5 displays dynamic forecasts performed with four different future forecasts horizons: three months, six months, nine months, and twelve months ahead. The computed results
for both approaches are shown in the table. It can be observed that the probability of a recession in a growth cycle tends to decline over the forecast horizon. That is, for a three month forecast, the probability of recession is 0.46, for six months 0.43, for nine months 0.41, and for twelve months 0.40. Thus, there is a diminished probability of recession where the growth cycle shows a declining trend against future forecast horizons.
As far as the growth rate cycle is concerned, the probability of recession hovers around 0.40. So, for a forecast three months ahead the probability of recession is 0.39, for six months 0.40, for nine months also 0.40, and for twelve months 0.39. 
FORECAST EVALUATION OF IIP
As with the probability of recession, the reference series IIP can also be forecasted from the constructed CILI for both the approaches, and the turning points in the reference cycle can also be dated from the forecast reference
series. An endeavor has been made to forecast the IIPcy and IPgr series from their respective CILIs through an estimation equation. In the case of IIPcy and CILIgc, they both at a stationary level so a regression equation is made by applying the ordinary least squares (OLS) method. However, where CILIgr is at a stationary level, IIPgr becomes stationary at first difference. Therefore, in the case of a growth rate cycle approach, there is a combination of the I(0) and I(1) series which calls for the estimation of a regression equation with the application of the ARDL technique.
Next, the IIPcy and IIPgr are forecast through these estimated equations for a twelve-month horizon. The next step calls for the forecast evaluation of IIPcyF and IIPgrF. There are four different measures which can be used for evaluating the IIP forecast, the reference series from the composite index of leading indicators. These measures provide the statistics showing the distance between forecast and the actual values. The four measures of forecast evaluation are: root mean squared error (RMSE), mean absolute error (MAE), mean absolute percentage error (MAPE) and the Theil inequality coefficient The variables which are considered for the computation of these forecast evaluating measures are the forecast horizon, the actual value, and the forecast value of the variable being forecast. The results appear in Table 6 . A value approaching zero implies an accurate forecast as it signifies a smaller distance between true and forecast values. Thus, a value equal to zero for any of these forecasts signifies that its evaluation is completely accurate. Larger values in these statistics reflect the distance between actual and forecast values.
CONCLUDING REMARKS
This study has attempted to date monthly growth and growth rate cycles by taking IIP as a proxy variable for overall economic activity, and to construct a composite index of leading indicators (CILI) from the four broad sectors of the economy. For both the approaches, the period examined is 1997:06 to 2017:06. As far as the construction of CILI is concerned, the criteria suggested by Simone (2001) However, of these nine variables, FCA and IMPORT do not satisfy the cointegration condition, but they are retained as per Simone (2001) . So, to begin with, 15 variables were selected for the construction of a CILI for growth cycles, and nine variables for constructing the CILI for growth rate cycles from unit root and econometric testing procedures.
For the construction of CILI, from a set of 52 information variables, six growth cycle variables were chosen as leading indicators for IIPcy, and five growth rate cycle variables were chosen as leading indicators for IIPgr on the basis of cross-correlation analysis, econometric testing procedures, and turning point analysis. For instance, after performing point to point analysis of these specific series against the reference series, six series, BSE_SENSEXcy, EURO_LIcy, IIP_MANFcy, NOIL_IMPORTcy, SPREAD_10_15_91cy, and US_LIcy, were carefully chosen with average lead of four, four, six, six and four months respectively, to be included in the construction of composite index for the growth cycle approach. For the growth rate cycle approach, five series were chosen: ADSCBgr, BCSCBgr, GP_MUMBAIgr, IIP_MANFgr, and M3gr; with an average lead of nine, six, five, six, and seven months respectively, to construct the CILI. Finally, the respective CILIs for both approaches were constructed by computing the weighted average after ascertaining the weights for all variables through the PCA method.
It was evident from the peaks and troughs reported through application of the BB procedure -in both reference and indicator series -that CILI, constructed for both approaches, is a leading indicator for IIP growth cycles and 
