This paper extends Pesaran (2006) common correlated e¤ects (CCE) by allowing for endogenous regressors in large heterogeneous panels with unknown common structural changes in slopes and error factor structure. Since endogenous regressors and structural breaks are often encountered in empirical studies with large panels, this extension makes the Pesaran's (2006) CCE approach empirically more appealing. In addition to allowing for slope heterogeneity and cross-sectional dependence, we …nd that Pesaran's CCE approach is also valid when dealing with unobservable factors in the presence of endogenous regressors and structural changes in slopes and error factor loadings. This is supported by Monte Carlo experiments. Additionally, an empirical example of China's provincial infrastructure investment is used to illustrate the proposed estimator.
Introduction
Among the recent in ‡uential papers in panel data, Pesaran (2006) and Bai (2009 Bai ( , 2013 proposed error factor structures to model cross-sectional dependence due to unobservable common factors. Pesaran (2006) develops the common correlated e¤ects (CCE) estimator for large heterogeneous panels with an error factor structure. The idea of the CCE approach is to use cross-sectional averages of the data to proxy for the unobserved factors, thus the slope parameters can be estimated by least squares using augmented data. Bai In the applications of the CCE approach, for example, common factors are used to account for spillover in a study of private returns to R&D (Eberhardt, Helmers and Strauss, 2013) , and to control for unobserved heterogeneity when examining the relationship between public debt and long-run growth (Eberhardt and Presbitero, 2015) . In Boneva and Linton's (2017) research on the issuing of a corporate bond, unobserved common shocks such as the global …nancial crisis are modelled by interactive …xed e¤ects in a discretechoice model in heterogeneous panels. In addition, heterogeneous responses to aggregate shocks are allowed for by common factors in examining the e¤ect of …nancial aid on macro outcomes by Temple and Van de Sijpe (2017) , also, the reaction in a given US state to capital tax changes in other states by Chirinko and Wilson (2017) .
In the applications of the IFE approach, Kim and Oka (2014) examine the e¤ects of unilateral divorce laws on divorce rates in the US. They control for endogeneity due to the correlation between the unobserved heterogeneity and regressors to deal with bias in the resulting estimates of the treatment e¤ects. Similarly, Gobillon and Magnac (2016) use Bai's (2009) IFE approach to evaluate the e¤ect of an enterprise zone program. Totty (2017), on the other hand, estimates the e¤ect of minimal wage increase on employment in the US with a factor structure to address concerns related to unobserved heterogeneity.
In these empirical studies using the CCE and IFE approaches, there are two main concerns. First, to apply these two approaches, long panel data sets are usually required.
However, over a long span, parameter instability due to structural breaks is possible.
Second, with the exception of Temple and Van de Sijpe (2017), and Chirinko and Wilson (2017) , endogeneity due to the correlation between the regressors and the idiosyncratic errors could bias the resulting estimates. Though an error factor structure can be used to control for the correlation between the regressors and the unobserved factors or loadings, the correlation between the regressors and the idiosyncratic errors could still be present due to reverse causality. This endogeneity is common in empirical studies using aggregate data, for example, the return of public infrastructure as surveyed by Gramlich (1994) and Calderon, Moral-Benito and Serven (2015). This paper extends Pesaran (2006) and BFK by allowing for endogenous regressors in large heterogeneous panels with unknown common structural changes in slopes and error factor structure. Since endogenous regressors and structural breaks are often encountered in empirical studies with large panels, this extension makes the Pesaran's (2006) CCE approach empirically more appealing.
Structural changes in time series regression models with endogenous regressors have been recently studied by Boldea, Hall and Han (2012), Hall, Han and Boldea (2012), Perron and Yamamoto (2014 and Chen (2015) . An important …nding of Perron and Yamamoto (2015) is that the ordinary least squares (OLS) estimates of break fractions are still consistent even in the presence of endogenous regressors. The intuition is that changes in the slope parameters imply changes in the probability limits of the OLS estimates. We extend this intuition to heterogeneous panels with an error factor structure when estimating common break points. In turn, the consistency of the OLS estimator of the break dates, established in BFK, can be extended to the model with endogenous regressors.
We show that the CCE approach is still valid when dealing with cross-sectional dependence due to unobservable factors even in the presence of endogeneity and structural changes in slopes and error factor loadings. As in Pesaran (2006) , after the unobservable factors are controlled for by cross-sectional averages of observable variables, common break points can be consistently estimated using least squares as proposed by Bai (1997a Bai ( , 2010 even in the presence of endogeneity. Conditional on the estimated break points, slope parameters can be consistently estimated by instrumental variable (IV) estimation using augmented data in each regime de…ned by the estimated break point.
We also show that our break date estimator is robust to potential structural changes in the factor loadings, a phenomenon recently considered by Stock Ma and Su (2018) , to name a few. Since the CCE approach used in this paper wipes out factors instead of estimating them directly, structural changes in factor loadings do not a¤ect the consistency of our estimators. In this sense, our methodology di¤ers from other papers on structural changes in panels with interactive …xed e¤ects, e.g., Li, Qian and Su (2015) and Baltagi, Kao and Wang (2015) .
Section 5 provides an application of infrastructure investment using China's provincial panel data, while Section 6 provides concluding remarks.
Model
Consider a heterogeneous panel data model with a multifactor error structure, see Pesaran (2006) :
(1)
i = 1; :::; N ; t = 1; :::; T . x it is a p 1 vector of explanatory variables, and the error term e it is cross-sectionally correlated, modelled by a multifactor structure, where f t is an m 1 vector of unobserved factors and i is the corresponding loading vector. 1 " it is the idiosyncratic error independent of x it . However, x it could be a¤ected by the unobservable common e¤ects f t ,
i = 1; :::; N ; t = 1; :::; T; where i is an m p factor loading matrix. v it is a p 1 vector of disturbances. Given the correlation between x it and e it due to the unobservable factors f t , OLS for each individual series could be inconsistent. Pesaran (2006) develops the CCE estimator of i by using cross-section averages as observable proxies for the f t .
Harding and Lamarche (2011) extend this model by allowing for endogenous regressors and correlation between x it and the factor loadings i in errors in a homogeneous panel data model. They …nd that the Pesaran's CCE approach can be easily modi…ed to accommodate these situations. Recently, Forchini, Jiang and Peng (2015) also study the case of endogenous regressors in Pesaran's (2006) model of heterogeneous panels. Instead of using IV estimation, they control for endogeneity by considering reduced form equations, in which the reduced form parameters can be consistently estimated by the CCE approach. Then, the structural parameters 0 i s (and their mean ) can be inferred from the estimated reduced form parameters. In addition, Neal (2015) extends the CCE approach of Pesaran (2006) , Chudik and Pesaran (2015) in the dynamic heterogeneous panels to the case of endogenous regressors using lags as instruments. 1 Observed common e¤ects like seasonal dummies can be treated as regressors and handled as in Pesaran (2006) . BFK extend Pesaran (2006) by allowing for structural changes in some or all components of i , due to macro policy shocks or technological progress. Assume a structural break at a common unknown date k 0 :
i = 1; :::; N ; t = 1; :::; T; where i (k 0 ) are di¤erent before and after the date k 0 , i.e., i (k 0 ) = 1i ; t = 1; :::; k 0 ; 2i 6 = 1i ; t = k 0 + 1; :::; T: In this model, there are two regimes in the time dimension with a break at k 0 . BFK show that the common break date k 0 can be consistently estimated as in Bai (2010) and Kim (2011) in a panel mean-shift model and a panel deterministic time trend model, respectively. Also, the slopes 0 i s and their cross-section mean can be consistently estimated by the CCE approach in each regime.
In this paper, we consider both endogenous regressors and structural changes in Pesaran's model (1). Speci…cally, " it is allowed to be correlated with v it (thus x it ). In addition, we also allow for a common break in the error factor structure, i.e., i (k 1 ) = 1i ; t = 1; :::; k 1 ; 2i 6 = 1i ; t = k 1 + 1; :::; T; where the common break k 1 can be di¤erent from k 0 . It is important to consider the instability of error factor structure when the structural changes in slopes are present due to technological or macro shocks. As indicated in the Monte Carlo section, a break in error factor loadings could lead to a spurious break in slope parameters. Such error factor structure instability could a¤ect the estimation procedure proposed in similar panel change point models considered in Baltagi, Kao, Wang (2015) and Li, Qian, Su (2017) in which the IFE approach is used to deal with cross-sectional dependence in the errors. Thus, the model considered in this paper is
it 1i + e it ; t = 1; :::; k 0 ; x 0 it 2i + e it ; t = k 0 + 1; :::; T;
where e it and x it are de…ned in (2) and (3), and Cov(" it ; v it ) 6 = 0. 2 Assume there are q instruments z it with q p. z it could be a¤ected by f t . 2 The case of partial changes in slopes can be easily accommodated as in BFK.
The model (5) departs from BFK's by allowing " it to be correlated with v it and break in factor loadings. There are two sources of endogeneity in x it in this model: one is due to common factors f t , and the other one is due to Cov(" it ; v it ) 6 = 0. In this way, this model accommodates 4 important empirical features: slope heterogeneity, cross-sectional dependence, structural breaks and endogeneity. Such rich empirical ‡exibility makes this model more appealing in applied studies. In this model, the parameters of interest are cross-sectional averages of the slopes 1i and 2i , and the common break k 0 . For notational simplicity, we consider the case of one common break here. The case of multiple break points can be easily dealt with as in BFK by following the sequential or one at-a-time approach in Bai (1997b) and Bai (2010).
Estimation Results

A simpli…ed case
In this section, to facilitate the discussion, we start with a simple case where there are no unobserved common e¤ects f t in the errors. For i = 1; :::; N;
it 1i + " it ; t = 1; :::; k 0 ; x 0 it 2i + " it ; t = k 0 + 1; :::; T:
x it is correlated with " it , and z it is the instrumental variable for x it . In this model, we …rst estimate k 0 and then 1i and 2i in each regime, respectively. 
Let Y i = (y i1 ; ; y iT ) 0 and " i = (" i1 ; " i2 ; ; " iT ) 0 denote the stacked data and errors over time, thus
equation (6) can be written in matrix form as
Given any k = 1; :::; T 1, the least squares estimator of b i iŝ
The corresponding sum of squared residuals is given by
Note that bothb i (k) and SSR i (k) depend on k. 3 As in Bai (2010), Kim (2011) and BFK, the least squares estimator of k 0 is de…ned aŝ
Di¤erent from BFK, here " it is allowed to be correlated with x it . Following Perron and
Yamamoto (2015), we can project " i on the column space spanned by X i (k 0 ) such that the new error term " i (de…ned below) is uncorrelated with X i (k 0 ). Rewrite the equation (7) above as:
3 In the case of one common break point,
, and SSR i (k) is the sum of two sums of squared residuals in two regimes:
When there are B breaks, SSR i (k) becomes the sum of B + 1 sums of squared residuals in B + 1 regimes.
where " i = (I P X )" i = (" i1 ; :::; " iT ) 0 and P X is the projection matrix based on X i (k 0 ),
As argued by Perron and Yamamoto (2015) in a time series model, a structural change in the original parameter i (k 0 ) implies a shift in the new parameter, the probability limit of i (k 0 ), at the same break date k 0 , except for a knife-edge case. 4 Since the new errors 
The general case
Next, we consider the case with common correlated e¤ects (5) in the errors: for i = 1; :::; N ,
it 1i + e it ; t = 1; :::; k 0 ; x 0 it 2i + e it ; t = k 0 + 1; :::; T: where e it = i (k 1 ) 0 f t + " it . Besides nonzero Cov(v it ; " it ), this model has an additional source of endogeneity due to the unobservable common factors f t that a¤ect both x it = 0 i f t + v it and e it . Even with endogenous regressors x it , this general model with a multifactor error structure can still …t into Model 1 discussed in the previous subsection. Hence, we can still use OLS to estimate k 0 . However, due to the common f t , errors e it are no longer crosssectionally independent. This is a major di¤erence between Model 2 and Model 1. As pointed out by Kim (2011) , the cross-sectional correlation in the errors could o¤set the information across the cross-sectional dimension under the common break assumption.
is not necessarily achieved without controlling for f t . It depends on the magnitude of the cross-sectional correlation governed by the unobservable loadings.
This …nding is also con…rmed in BFK's Figure 7 in the case of exogenous regressors x it .
As in BFK, to control for the cross-sectional dependence due to f t , we partial out f t …rst. We show that the CCE approach is still valid in the presence of endogeneity (and a common break point). That is, the cross-section averages of the data can be employed as proxies for the unobservable f t . After f t are controlled for by the cross-section averages, the model becomes the simple case considered in the previous subsection, and we can consistently estimate k 0 . Then in each regime de…ned by the estimated change point, IV estimation using instruments z it is applied to obtain consistent estimators of 1i and 2i .
Let (5) can be written in matrix form as
Since f t are unobservable, we follow Pesaran's (2006) idea of using the cross-sectional averages of y it and x it as proxies for f t . Combining (3) and (5) yields
where
In the case that the instruments z it are a¤ected by f t , z it can be included in the vector (12) also shifts at k 0 , and k 1 . Without loss of generality, we assume k 1 > k 0 . Thus,
Common break k 0 splits the data generating process for all individuals into two regimes, and in each regime the unobserved common factors f t can be partialled out by using cross-sectional averages in Pesaran (2006) . Let w t = P N i=1 i w it be the crosssectional average of w it using weights i , i = 1; :::; N . In particular,
and
v t ; t = 1; :::; k 0 ;
For equation (14), when C(k 0 ; k 1 ) is of full rank, f t can be written as
For simplicity, we assume that the rank condition is satis…ed. This is not a restrictive assumption. If the rank condition is not satis…ed, additional variables like z it that are also a¤ected by f t can be included in w it in (12) to proxy f t , as in Chudik and Pesaran 
in both regimes as N ! 1, regardless of the correlation between " it and v it , yielding
This suggests that it is asymptotically valid to use w t as observable proxies for f t . 6 This …nding also shows that the CCE approach proposed by Pesaran (2006) is robust to endogeneity and structural changes in slopes and factor structures.
The Monte Carlo experiments below con…rm that a common break in loadings i does not a¤ect the consistency of the break date estimator and the slope parameters estimator 5 The common break assumption is needed, otherwise C(k 0 ) is not well de…ned. As in Pesaran (2006), the weights i , i = 1; :::; N , satisfy conditions: 6 In the case of a di¤erent break point k 2 in loading i , say i (k 2 ), the expression for C can be similarly de…ned. The main result u t (k 0 ) p ! 0 as N ! 1 still holds, so the idea of using w t as observable proxies for f t is still valid.
asymptotically. Therefore, for simplicity we use the notation i instead of i (k 1 ). The results still hold by replacing i (k 1 ) with i , and C(k 0 ; k 1 ) with C(k 0 ), where
and C 2 includes two values over the span of k 0 ; :::; T:
i = 1; :::; N . By (18) , M w F is expected to be ignorable asymptotically as N ! 1. De…nẽ ) and vanishes as (N; T ) ! 1 , implying that" 0 i can be treated as" i asymptotically in the case of endogeneity. Consequently, the general case (11) considered here can be treated as the simple case (7) using the transformed data fỸ i ;X i (k 0 ); i = 1; :::; N g.
Similarly, for any possible change point k = 1; :::; T 1, the least squares estimates of
for i = 1; :::; N , and the corresponding sum of squared residuals is
The estimator of k 0 is de…ned similarly as
As in BFK, it can be shown that the estimatork is still consistent in the general case with endogenous regressors and structural break in factor loadings, i.e.,k k 0 = o p (1).
The proof of Theorem 1 is given in the Appendix.
Given the consistency ofk, we can estimate the slope parameters in (11) . De…ne
. Equation (11) can be written as
where " Pesaran (2006) and BFK, the CCE estimators of b i are inconsistent due to the correlation between X i (k 0 ) and " i (or between X i (k) and " 0 i ). This is also the case in equation (20) 
As discussed above, the cross-sectional averages of the data w t can be used to proxy the unobservable factors f t , i.e., (F W C) i = o p (1).
In the presence of endogenous regressors, we run an augmented IV regression with extra regressors W t . Given that u t (k 0 ) p ! 0 in equation (16) , the correlation between x it (or v it ) and " it vanishes in w t when N is large. This implies that W can be treated as exogenous asymptotically, and can be included as the …rst-stage regressors along with instruments. Similar to the de…nition of X i (k), we de…ne the instrument matrix
i = 1; :::; N .
Compared with equation (23) in BFK in the case of exogeneity, the key di¤erence here in (23) is replacing endogenous regressors X i (k) with its predicted value b X i (k) using instruments Z i (k) and W .
As in Pesaran (2006) and BFK, the mean group (called CCEMG-IV-b here) estimator of b, the cross-sectional mean of b i , i = 1; :::; N , is de…ned as:
Proposition 1 Under assumptions 1-11,
The proof of Proposition 1 is included in the Appendix. As in Pesaran (2006) , one of the advantages of the mean group estimator is that b can be consistently estimated by
Monte Carlo Simulations
In this section we examine the properties of the break point estimator and check whether there is support for Theorem 1 using Monte Carlo simulations. The data generating process (DGP) used here is a modi…ed design of Model 2 BFK (2016) and is similar to Pesaran's (2006) . The main di¤erence is the correlation between x it (or v it ) and " it . We check the impact of endogeneity on the consistency of the break point estimator using various experiments.
Designs
The DGP:
t + e it ; i = 1; :::; N ; t = 1; :::; T There is a common break k 0 = 0:5T in the slopes i :
i (k 0 ) = 1i ; t = 1; :::; k 0 ; 2i = 1i + i ; t = k 0 + 1; :::; T: where i is the jump in the slope for each series. In addition, x it = a i + 2i f t + v it is correlated with e it :
where e;i denotes the correlation between x it and e it . We also allow a break in the factor
1i (k 1 ) = 1i ; t = 1; :::; k 1 ;
1i + 1i ; t = k 1 + 1; :::; T:
We set the intercepts i iidN ( The factor f t is generated by the stationary process: 
Findings
In the error structure (25) , there are two sources of endogeneity due to the unobserved factor f t and the random component v it . To mute the correlation between x it and e it due to f t , we …rst consider the simpli…ed case without the factor structure in the errors, or factor loadings 1i = 0 in Figure 1 . The …rst row of Figure 1 In Figures 2-5 , we consider the general case (25) . For simplicity, we only ignore the break in factor loading 1i (k 1 ) and set 1i = 0 in Figures 2, 4 , 5. As pointed out by Perron and Yamamoto (2015) , the break fraction 0 = k 0 =T can be consistently estimated by OLS even in the presence of correlation between x it and e it in a time series regression.
However, in a panel data setup, the cross-sectional correlation in the errors due to the common f t could fail to improve the accuracy of the OLS estimator of k 0 , as pointed out by Theorem 1A(iii) of Kim (2011) and Figure 7 in BFK. Thus, the transformation (19) using cross-sectional averages of y it and x it is needed to remove f t before conducting least squares.
The …rst row of Figure 2 f t is asymptotically removed by the CCE transformation (19) . However, as shown in the second row of Figure 5 , the break point in factor loadings could lead to a spurious break in the slope parameters if we ignore the unobserved factors in the errors.
In Figure 4 , the cross-sectional dependence is reduced by changing the distribution of 1i from iidN (1; 0:2) in Figure 2 to iidN (0:5; 0:2). Di¤erent from Figure 2 , the histograms ofk in the second row of Figure 3 show that the OLS estimator of the break point becomes more accurate as N increases even without conducting the transformation (19) . However, this is not the case in Figure 5 when we reduce the correlation between x it and e it by changing the distribution of the loading 2i from N (0:5; 0:5) to N (0:1; 0:1).
Empirical Example: Infrastructure Investment
In this section, a panel data set for China's provincial infrastructure investments during To address whether public infrastructure investment enhances the growth of the whole economy, we follow the literature starting from Aschauer (1989) and estimate the output elasticity with respect to public infrastructure in an aggregate production function.
China is widely considered as an investment-driven economy with infrastructure investment comprising a major component of the total investment accounts for an average rate of 9.3% of China's GDP during 1996-2015 (Feng and Wu, 2018) . In this application, we use China's institutional context as an instrument for the endogeneity between output and infrastructure.
Feng and Wu (2018) start with a homogeneous panel data model based on an aggregate production function:
where y it is the logarithm of GDP per labor in province i in year t, and b it is the logarithm of public infrastructure stock per labor, and k it is the logarithm of non-infrastructure 
where b it and k it are considered as endogenous. Thus, …rst-di¤erenced (FD) estimation and …rst-di¤erenced instrumental variable (FDIV) estimation are considered in that paper.
Summary statistics of the variables used in the regressions are reported in Table 1 . For detailed information of the data construction and variables, see Feng and Wu (2018) .
Panel A of Table 2 gives FD estimates assuming that the regressors b it and k it are exogenous. Besides the full sample estimates in column (1), estimates using subsamples of non-eastern and eastern provinces are reported in columns (2) and (3) (7) and (8), and between (9) and (10) also con…rm the …nding in Panel A on the potential cross-region heterogeneity and structural change.
Besides endogeneity dealt with in Feng and Wu (2018), this paper also considers three other empirical features in various cases: slope heterogeneity, cross-sectional dependence and structural change. In Table 3 , columns (1)- (4) Table 3 estimates a heterogeneous model to allow for di¤erent elasticities across provinces:
Column (3) of Table 3 assumes a factor structure in the error it = 0 i f t + " it in equation (28) to capture heterogeneous impacts of unobserved macro shocks f t , and regressors b it ; k it can be a¤ected by unobserved common factors f t . For this model, Pesaran's 7 A Stata ado …le regif e developed by Gomez 
Compared with the usual …rst-di¤erence estimates in column (1) of Table 2 , CCEMG in column (3) of Table ( Table 3 and both are slightly di¤erent from the FD estimates in column (1) of Table 3 .
In column (4) of Table 3 , using the estimation procedure in BFK, the estimated common Table 3 in di¤erent directions.
Columns (5)- (7) of Panel B of Table 3 are the IV versions of columns of (2), (3) and (4) of Table 3 assuming that b it ; k it are endogenous. Column (8) is the IV version of CCEMG with an imposed common break in slopes in the year of 2007, while in column (7) an estimated common break date is used. As in Panel B of Table 2 , the instruments enb it , k it 2 are used for the endogenous b it ; k it . Compared to the FDIV estimates in column (6) of Table 2 , the CCEMG-IV estimates in column (6) of Table 3 show a positive and signi…cant k , but weak evidence on the productivity of infrastructure.
In column (7) of Table 3 
Conclusion
In empirical studies with long panel data sets using the CCE and IFE approaches, endogenous regressors and structural changes are two main concerns. This paper extends Pesaran Yamamoto (2014, 2015) to heterogeneous panels with an error factor structure.
We show that the model considered in this paper can be estimated by combining
Pesaran's CCE approach and the least squares method proposed by Bai (1997a Bai ( , 2010 ).
The paper also shows that the CCE approach is still valid to control for cross-section dependence due to error factors even in the presence of endogeneity and structural changes in slopes and error factor loadings. Common break points can be consistently estimated by least squares even in the presence of endogeneity. Monte Carlo experiments are used to verify the consistency of common break estimators in various cases. And an application of infrastructure investment using China's provincial panel data is conducted to illustrate the proposed estimation method.
Appendix:
This appendix includes the assumptions required in the text and the proofs of Theorem 1 and Proposition 1.
Assumptions
To estimate the common change point k 0 , we need the following assumptions: (ii) " it is a stationary process with absolute summable autocovariances,
where f it ; t = 1; :::; T g are independent and identically distributed (IID) random variables with …nite fourth-order cumulants. Assume 0 < V ar(
Assumption 4 Common factors f t ; t = 1; :::; T; are covariance sationary with absolute summable autocovariances, independent of the errors " is and v is for all i; s; t: For any matrix or vector A, the norm of A is de…ned as kAk = p tr(AA 0 ). Under Assumption 7, b i is independent of j , implying that as N ! 1,
Di¤erent from BFK's Theorem 1, to accommodate the correlation between " it and x it , heterogeneity and also lagged dependent variables, we follow Assumption 4 of Perron and Yamamoto (2015) and require an additional assumption. Letx 0 it and" it be the t th elements ofX i (k 0 ) and" i , respectively.
Assumption 9
Let the L r -norm of a random matrix A be de…ned by kAk r = (
for any r 1. With fF t : t = 1; 2; :::g a sequence of increasing -…elds, we assume that fx it " it ; F t g, fx it"it ; F t g form an L r -mixingale sequence with r = 2 + for some > 0 for each series i. and (1=j) P k 0 +j t=k 0 +1h ith 0 it are stochastically bounded and have minimum eigenvalues bounded away from zero in probability for all large j. In addition, for each i, (1=T ) P T t=1h ith 0 it converges in probability to a nonrandom and positive de…nite matrix as T ! 1.
Assumption 11
For any positive …nite integer s, the matrices
it , i = 1; :::; N , are stochastically bounded, with minimum eigenvalues bounded away from zero in probability for large N . In addition, for each t, (1=N )
is stochastically bounded as N ! 1.
To identify the cross-sectional means of slopes, as in Pesaran (2006), we assume:
Assumption 12 For i = 1; :::; N , matrices
are nonsingular, and their inverses have …nite second-order moments.
Proof of Theorem 1
In the general case with a factor structure in the error term,
as shown in Section 3.2, the CCE approach proposed by Pesaran (2006) is still valid in the presence of endogeneity and structural changes in slopes and factor structures. The unobserved common factors F can be proxied by the cross-sectional averages of the data.
In the transformed model (20)Ỹ
k is the least squares estimator of k 0 : In what follows, we prove that BFK's Lemma 4 still holds under endogeneity. To proceed, we follow BFK's notation. Since
, we write
Thus,
For the error term (16), denote
; t = k 0 + 1; :::; T:
Thus, stacking cross-sectional averages
Lemma 1 Under Assumptions 1-11, uniformly on the set
where C k is a …nite large number and a < 0 is an arbitrarily small positive number.
(ii)
Now we verify that this lemma holds in the case of endogeneity, i.e., V ar(" it ; v it ) 6 = 0 (but V ar(" it ; v jt ) = 0 for i 6 = j). We need to check the terms a¤ected by V ar(" it ; v it ) 6 = 0, but not those under V ar(" it ; v jt ) = 0 for i 6 = j.
Consider (i):
But if we look at these two terms separately, their orders of magnitude are not a¤ected by V ar(" it ; v it ) 6 = 0.
(ii) Consider the …rst part:
Since the 2nd and 3rd terms are dominated by the 1st one, we only need to consider
Notice that V ar(" it ; v it ) 6 = 0 only a¤ects the 2nd term
it i . Now we check whether endogeneity changes the result O p (
N
). For simplicity, assume i = 1=N and
The 2nd term above
" it v jt j is not a¤ected by endogeneity. We only consider the …rst term
It is easy to verify that it is bounded by
) under exogeneity.) Thus, we have veri…ed that
(ii) 2nd part (iii) Consider the …rst part
is dominated by the …rst term
Since the endogeneity does not a¤ect terms
need to verify the …rst term
Since the 2nd term above
) under exogeneity). Therefore, the …rst part
(iii) 2nd part:
Among these three terms,
t are a¤ected by endogeneity.
The term
is not a¤ected by endogeneity, and
, thus having endogeneity does not change the bound.)
Combining these three terms, we obtain
, which is the same under exogeneity.
(iii) third part
(setting 0 for the …rst k 0 rows of V i ). Thus,
) unchanged under endogeneity.
(iv) The 2nd part
By (ii) and (iii),
, and
) remain unchanged under endogeneity.
Proof of Proposition 1
Under the random coe¢ cient Assumption 7, by plugging in equations (22) and (23), the mean-group estimator (24)
where "
By Assumption 7, the limiting distribution of the …rst term is N (0; b ). The second and fourth term above are O p (
), respectively, as in the proof of Proposition 2 of BFK's Supplementary Appendix. In addition, by Theorem 1, P (jk k 0 j 1) ! 0, it can be shown that the third term
In the simpli…ed case:
As in the exogenous case in BFK, the super-consistency ofk above allows us to treat k 0 as known. Due to the correlation between x it and " it , the
Instead, b i can be consistently estimated by the IV estimator:
where the projection matrix 
For the purpose of comparison in the empirical example in Section 5, we de…ne the mean group (MG) estimator using the OLS estimatorb i as follows: 
The DGP is the same as the one in Figure 2 above except that there is a common break in the error factor loadings 1 
