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ABSTRACT
We present a new measurement of EG, which combines measurements of weak grav-
itational lensing, real-space galaxy clustering and redshift space distortions. This
statistic was proposed as a consistency test of General Relativity (GR) that is in-
sensitive to linear, deterministic galaxy bias and the matter clustering amplitude.
We combine deep imaging data from KiDS with overlapping spectroscopy from
2dFLenS, BOSS DR12 and GAMA and find EG(z = 0.267) = 0.43 ± 0.13 (GAMA),
EG(z = 0.305) = 0.27 ± 0.08 (LOWZ+2dFLOZ) and EG(z = 0.554) = 0.26 ± 0.07
(CMASS+2dFHIZ). We demonstrate that the existing tension in the value of the mat-
ter density parameter hinders the robustness of this statistic as solely a test of GR.
We find that our EG measurements, as well as existing ones in the literature, favour
a lower matter density cosmology than the Cosmic Microwave Background. For a flat
ΛCDM Universe and assuming GR, we find Ωm(z = 0) = 0.25± 0.03. With this paper
we publicly release the 2dFLenS dataset at: http://2dflens.swin.edu.au.
Key words: gravitational lensing: weak – surveys, cosmology: observations, large-
scale structure of Universe
1 INTRODUCTION
Many observations reveal that within the Friedmann-
Robertson-Walker (FRW) framework, the Universe is un-
dergoing a late-time, accelerated expansion, which is driven
by some unknown ‘dark energy’ (see for example Copeland
et al. 2006). While a vacuum energy is the simplest and
? Email: aamon@roe.ac.uk
most widely accepted model of dark energy, there exists an
enormous discrepancy between its theoretical and observed
value (Weinberg 1989). To address this problem, a wide
range of alternative models have been proposed including
those where gravity behaves differently on large cosmological
scales from the framework laid down by Einstein’s General
Relativity (GR). As an understanding of the nature of this
dark energy phenomenon still evades scientists, it is impera-
tive that current cosmological surveys conduct observations
c© 2017 The Authors
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to test for such departures on cosmological scales (Weinberg
et al. 2013).
The perturbed FRW spacetime metric may be com-
pletely defined in terms of the Bardeen potentials (Bardeen
1980), namely the Newtonian potential, Ψ, which along with
density perturbations drives the structure formation of the
Universe, and the curvature potential, Φ, as well as an ex-
pansion scale factor for the Universe, a(t), as,
ds2 = −c2dt2(1 + 2Ψ) + a(t)2dx2(1− 2Φ) , (1)
where x represents the spatial elements of the metric. While
cosmological probes by themselves can be subject to model
degeneracies and systematic biases, a combination of probes,
specifically using imaging and spectroscopic surveys, can
test for departures from GR (see for example Zhang et al.
2007; Jain & Zhang 2008). The Bardeen potentials are equal
in the absence of anisotropic stress, as in the case of GR.
This is not necessarily the case in modified gravity the-
ories (Pogosian & Silvestri 2008), although recent gravi-
tational wave measurements have set tight constraints on
these scenarios (Lombriser & Taylor 2016; Lombriser & Lima
2017; Amendola et al. 2018; Baker et al. 2017; Creminelli &
Vernizzi 2017; Ezquiaga & Zumalaca´rregui 2017; Sakstein &
Jain 2017).
Weak gravitational lensing, a statistical quantification
of the deflection of light by over-densities in the Universe,
has proven itself to be a powerful cosmological probe (see
for example Heymans et al. 2013; Hildebrandt et al. 2017;
Troxel et al. 2017). This measurement is sensitive to the
curvature potential, ∇2(Ψ−Φ), because relativistic particles
collect equal contributions from the two potentials as they
traverse equal quantities of space and time. One particular
observable, galaxy-galaxy lensing, measures the deflection of
light due to the gravitational potential of a set of foreground
lens galaxies, rather than the large-scale structure as a whole
(Hoekstra et al. 2004; Mandelbaum et al. 2005).
The clustering effect of the non-relativistic peculiar mo-
tions of foreground galaxies can be quantified by measuring
redshift-space distortions (RSD; Kaiser 1987). The gravity-
driven motion produces Doppler shifts in galaxy redshifts
that are correlated with each other. As a result, an over-
all anisotropy is imprinted in the measured redshift-space
clustering signal that is a function of the angle to the line-
of-sight. This anisotropy is the redshift-space distortion and
an accurate measurement of its amplitude probes the growth
rate of cosmic structure, f . These probes are sensitive only
to derivatives of the Newtonian potential, ∇2Ψ and as such,
in conjunction with the lensing signal due to the foreground
lens galaxies, allows us to isolate the relativistic deflection of
light from background galaxies. This creates a fundamental
test of the relationship between Ψ and Φ.
The complementarity between imaging and spectro-
scopic surveys has been exploited in the examination of
the level of concordance of cosmological measurements from
combined lensing, clustering and/or redshift-space distor-
tion analyses (van Uitert et al. 2018; Joudaki et al. 2018),
compared to cosmic microwave background (CMB) temper-
ature measurements from the Planck satellite (Planck Col-
laboration et al. 2016). These combined-probe analyses (see
also DES Collaboration et al. 2017) found varying levels of
‘tension’ with the Planck CMB measurements. In this anal-
ysis we combine lensing, real-space clustering and redshift-
space distortions measurements to probe the EG statistic
(Zhang et al. 2007). The relative amplitude of the observ-
ables is used to determine whether GR’s predictions hold,
assuming a perturbed FRW metric and a defined set of cos-
mological parameters. . Any deviations on large scales from
the GR prediction for EG, which is scale-independent will
suggest a need for large-scale modifications in gravitational
physics.
As a choice is made for the cosmology used to com-
pute a GR prediction for EG, this brings into question the
use of this statistic to test GR while any uncertainty ex-
ists in the values of the cosmological parameters. This is
relevant as there exists a current ‘tension’ in the literature
between cosmological parameters (specifically σ8
√
Ωm/0.3)
constrained by Planck CMB experiments (Planck Collab-
oration et al. 2016) and lensing or combined probe analy-
ses. More specifically, Hildebrandt et al. (2017) and Joudaki
et al. (2018) report a 2.3σ and 2.6σ discordance with Planck
constraints. We investigate whether the deviations we find
from a Planck GR prediction are consistent with the expec-
tations given by the existing tension between early Universe
and lensing cosmologies. Even with this uncertainty how-
ever, the EG statistic still provides a test of the theory of
gravity through its scale dependence. We conduct this test,
while investigating the possibility of this effect’s degeneracy
with scale-dependent bias.
The power of combined-probe analyses was investigated
by, for example Zhao et al. (2009); Cai & Bernstein (2012);
Joudaki & Kaplinghat (2012) and later applied to data
(Tereno et al. 2011; Simpson et al. 2013; Zhao et al. 2015;
Planck Collaboration et al. 2016; Joudaki et al. 2018). In this
paper we extend the original EG measurement performed by
Reyes et al. (2010) in redshift and scale, using the on-going
large-scale, deep imaging Kilo-Degree Survey (KiDS; Kui-
jken et al. 2015) in tandem with the overlapping spectro-
scopic 2-degree Field Lensing Survey (2dFLenS; Blake et al.
2016b), the Baryon Oscillation Spectroscopic Survey (BOSS;
Dawson et al. 2013) and the Galaxy and Mass Assembly sur-
vey (GAMA; Driver et al. 2011). With the combination of
these data, we extend the statistic to ∼ 50h−1Mpc in three
redshift ranges. Alam et al. (2017), Blake et al. (2016a), and
de la Torre et al. (2017) previously probed the same high-
redshift range and the latter two cases find some tension be-
tween their measurements compared to a Planck cosmology.
Pullen et al. (2016) measured EG with a modified version
of the statistic that incorporates CMB lensing and allows
them to test larger scales, finding a 2.6σ deviation from a
GR prediction, also computed with a Planck cosmology. A
number of possible theoretical systematics, as well as predic-
tions for EG in phenomenological modified gravity scenarios
are discussed in Leonard et al. (2015a).
This paper is structured as follows. Section 2 describes
the underlying theory of our observables. An outline of the
various datasets and simulations involved in the analysis is
given in Section 3. In Section 4 we present the different com-
ponents of the EG statistic and detail how those measure-
ments were conducted, while in Section 5, we provide our
main EG measurement in comparison to existing measure-
ments, as well as to models using different cosmologies and
with alternative theories of gravity. We summarise the out-
comes of this study and provide an outlook in Section 6.
MNRAS 000, 1–16 (2017)
Combining weak lensing and LSS 3
2 THEORY
2.1 Differential surface density
Galaxy-galaxy lensing can be mathematically expressed in
terms of the cross-correlation of a galaxy overdensity, δg, and
the underlying matter density field, δm, given at a fixed red-
shift by ξgm(r) = 〈δg(x)δm(x + r)〉x. In order to measure
the lensing galaxy-matter cross-correlation function, ξgm,
one can first determine the comoving projected surface mass
density, Σcom, around a foreground lens at redshift zl, using
a background galaxy at redshift zs and at a comoving pro-
jected radial separation from the lens, R. This is given as,
Σcom(R) = ρm
∫ χ(zs)
0
ξgm
(√
R2 + [χ− χ(zl)]2
)
dχ , (2)
where ρm is the mean matter density of the Universe, χ is the
comoving line-of-sight separation and χ(zl), χ(zs) are the co-
moving line-of-sight distances to the lens and source galaxy,
respectively. The shear is sensitive to the density contrast,
therefore, it is a measure of the excess or differential surface
mass density, ∆Σcom(R) (Mandelbaum et al. 2005). This is
defined in terms of Σcom(R) as,
∆Σcom(R) = Σcom(≤ R)− Σcom(R) , (3)
where the average projected mass density within a circle is,
Σcom(≤ R) = 2
R2
∫ R
0
Σcom(R
′)R′dR′ . (4)
For a sufficiently narrow lens distribution (such that it may
be approximated as a Dirac Delta function at zl), in the con-
text of General Relativity, the physical differential surface
mass density of the lens is related to the tangential shear,
γt, of background galaxies as
∆Σphys(R) = γt(R)Σc,phys . (5)
where Σc,phys is the critical surface mass density. This is
defined as,
Σc,phys =
c2
4piG
D(zs)
D(zl)D(zl, zs)
, (6)
where D(zs), D(zl), D(zl, zs) are the angular diameter dis-
tances to the source, to the lens and the angular diameter
distance between the source and lens, respectively, G is the
gravitational constant and c is the speed of light. The sur-
face mass density or the convergence, κ, can be expressed as
the ratio of the physical projected and critical surface mass
densities, Σphys and Σc,phys, respectively, or the equivalent
in comoving units, as
κ =
Σphys
Σc,phys
=
Σcom
Σc,com
, (7)
where the comoving and physical critical surface mass den-
sities1 for a lens at redshift zl are related by,
Σc,com =
Σc,phys
(1 + zl)2
. (8)
1 We note that Σc,com is denoted as Σc in, for example, Mandel-
baum et al. (2005); Leauthaud et al. (2017); Blake et al. (2016a);
Miyatake et al. (2015); Singh et al. (2016), whereas Σc,phys is de-
noted as Σc in, for example, van Uitert et al. (2011); Viola et al.
(2015); Prat et al. (2018).
The cross-correlation of the lens galaxies and the underlying
mass, ξgm(r), that appears in the definition of the differential
surface mass density given by equation 2, depends on the
way that the lens galaxies trace their matter field. This is
known as the ‘galaxy bias’, b, and it can be stochastic, non-
linear and scale-dependent on small scales (Dekel & Lahav
1999). However, on linear scales, the galaxy overdensity is
expected to be related to the matter overdensity as,
δg(x) = b δm(x) , (9)
so that
ξgm(r) = b ξmm(r) , (10)
where ξmm(r) is the matter autocorrelation function, which
can be derived from the cosmological model (Kaiser 1984).
2.2 Galaxy Clustering: Redshift-Space Distortions
An observed redshift has a contribution from the expansion
of the Universe, known as the cosmological redshift, and an-
other from the peculiar velocity. Measurements sensitive to
the peculiar velocities of galaxies are a particularly useful
tool for testing gravitational physics. Peculiar velocities are
simply deviations in the motion of galaxies from the Hubble
flow due to the gravitational attraction of objects to sur-
rounding structures.
The two-point statistics of the correlated positions of
galaxies in redshift-space are a powerful tool for testing GR
growth predictions (Guzzo et al. 2008). Large-scale cluster-
ing in real space is isotropic. However, redshift-space dis-
tortion introduces a directional dependence such that the
redshift-space power spectrum under the assumption of lin-
ear theory is
Pgg(k, η) = b
2(1 + βη2)2Pmm(k) , (11)
where Pmm is the real space matter power spectrum and
η is the cosine of the angle of the Fourier mode to the
line-of-sight (Hamilton 1993). The factor β is introduced
as a redshift-space distortion parameter which governs the
anisotropy of the clustering amplitude on the angle to the
line-of-sight. This factor is defined as,
β ≡ f(z)
b(z)
, (12)
where f(z) is the growth rate of structure. It can be ex-
pressed in terms of the growth factor D+(a) at a particular
cosmic scale factor, a, defined in terms of the amplitude
of the growing mode of a matter-density perturbation as
δm(a) = D+(a)δm(z = 0) to give,
f(z) ≡ d lnD+(a)
d ln a
. (13)
As a function of the matter density parameter, in the ab-
sence of anisotropic stress in GR and with a flat Uni-
verse, the growth rate is well-approximated in terms of the
matter density parameter at a given redshift, Ωm(z), as
f(z) ≈ Ωm(z)0.55 (Wang & Steinhardt 1998; Linder 2005).
2.3 Galaxy Clustering: Projected Correlation
Function
Galaxy clustering independent of RSD can be analysed in
terms of the projected separation of galaxies on the sky. We
MNRAS 000, 1–16 (2017)
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call the associated two-point function in real space the ‘pro-
jected correlation function’, wp(R), and it is formulated from
the integral of the 3D galaxy correlation function, ξgg(R,Π),
along the line of sight as,
wp(R) =
∫ +∞
−∞
ξgg(R,Π) dΠ , (14)
where Π is the co-moving separation along the line-of-sight.
2.4 Suppressing Small Scale Systematics
It is evident that the differential surface density of matter,
defined in equation 4, includes a range of smaller scales from
zero to R. However, the cross-correlation coefficient between
the matter and the galaxy fluctuations is a complicated func-
tion at scales within the halo virial radius (Cacciato et al.
2012) and furthermore, lensing systematics can dominate
on small scales (Mandelbaum et al. 2010). Thus, in order
to reduce the measurement’s systematic uncertainty and to
circumvent the difficulty in modelling the most non-linear
scales, its sensitivity to small-scale information should be
suppressed. This is achieved through a statistic, the comov-
ing annular differential surface density, proposed by Man-
delbaum et al. (2010) as,
Υgm(R,R0) = ∆Σcom(R)− R
2
0
R2
∆Σcom(R0) , (15)
where R0 is the small-scale limit below which informa-
tion is erased. The minimum length scale is chosen to be
large enough to reduce the dominant systematic effects, but
small enough to maintain a high-signal-to-noise ratio in the
galaxy-lens correlation measurement. A similar statistic is
formulated in order to remove the small-scale contribution
to the galaxy auto-correlation,
Υgg(R,R0) = ρc
[ 2
R2
∫ R
R0
R′wp(R
′)dR′−wp(R)+R
2
0
R2
wp(R0)
]
,
(16)
where ρc is the critical density.
We note that an alternative method to remove small-
scale systematics was introduced in Buddendiek et al.
(2016), where they generalised the Υ formalism from Bal-
dauf et al. (2010) by an expansion of the galaxy-galaxy and
galaxy-matter correlation functions using a complete set of
orthogonal and compensated filter functions. This is inspired
by COSEBIs for the case of cosmic shear analysis defined in
Schneider et al. (2010) (see Asgari et al. 2017, for an appli-
cation to data).
2.5 The EG Statistic
The EG statistic, as proposed by Reyes et al. (2010), is de-
fined as a combination of the annular statistics Υgm(R,R0)
and Υgg(R,R0) with the RSD parameter, β (equations 15,
16, 12, respectively) as,
EG(R) =
1
β
Υgm(R,R0)
Υgg(R,R0)
, (17)
where all of the statistics are measured for a particular lens
galaxy sample. This measurement depends on the redshift of
the lens galaxy sample, zl, but we omit this for clarity. In this
combination, the contribution of a linear galaxy bias, as well
as the shape of the matter clustering in the measurements
approximately cancel.
The gravitational statistic was initially theorised by
Zhang et al. (2007), who proposed it as an estimator of the
form,
E˜G(l) =
Cgκ(l)
3H20a
−1(z)Cgv(l)
, (18)
where Cgκ is the projected cross-power spectrum of source
galaxy convergence with lens galaxy positions, l is the am-
plitude of the on-sky Fourier-space variable conjugate to
projected radius, H0 is the Hubble parameter today and
Cgv(l) is a projected version of the cross-power spectrum of
lens galaxy positions and velocities. The theoretical expecta-
tion value of this statistic, averaged over l and under linear
regime, is predicted to take the value,
EG(z) =
∇2[Ψ(z) + Φ(z)]
3H20a
−1(z)f(z)δm(z)
, (19)
where δm is the matter field overdensity and Ψ(z) and Φ(z)
are the Bardeen potentials from equation 1. We do not indi-
cate the k-dependences of Ψ,Φ and δm as in linear regime,
these cancel, thereby rendering EG(z) independent of k. In-
voking mass-energy conservation in a standard FRW Uni-
verse, and under the assumption that we are in the linear
regime, results in Ψ = Φ and
∇2Φ = ∇2Ψ = 3
2
Ωm(z = 0)H
2
0a(z)
−1δm(z) . (20)
Zhang et al. (2007) showed that this can be reduced to a
value of EG(z) which is a function of the matter density
parameter valued today, Ωm(z = 0), and the growth rate of
structure, f(z), that is independent of the comoving scale R
and defined to be
EG(z) =
Ωm(z = 0)
f(z)
. (21)
Here the dependence of this statistic on an underlying cos-
mology is evident. As the prediction from GR is scale-
independent in the linear regime, it is useful to compress
the observable defined in equation 17 to a scale-independent
measurement at the effective redshift of the lens sample,
EG(zˆ) = 〈EG(R)〉.
The elegance of the statistic proposed by Zhang et al.
(2007) is that it is constructed to be independent of the
poorly-constrained galaxy bias factor, b, given that on large
scales, linear theory applies. However, measuring EG follow-
ing equation 18 requires a Fourier space treatment of probes
which are typically analysed in real space, as well as a mea-
surement of the cross-spectra of galaxy positions with con-
vergence and velocities, which are in practice challenging to
determine directly. The real-space statistic of equation 17 is
hence the more convenient estimator and the one we employ
in this paper. Leonard et al. (2015b) showed that in the case
of linear bias, a flat cosmology and in GR, EG = E˜G. It is
worth noting, however, that in real space we lose the abil-
ity to cleanly restrict the measurement to the linear regime.
Therefore, it is less clear at which scales EG remains inde-
pendent of galaxy bias. As shown in Alam et al. (2017) using
N-body simulations, this effect is expected to be at most of
order 8 percent at 6h−1Mpc for Luminous Red Galaxies,
and therefore is unlikely to affect our results significantly.
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We explore the effect of galaxy bias in the measurement in
Section 5.
2.6 Modifications to gravity
EG is designed, in theory, as a model-independent probe of
gravity, such that one does not need to test any one partic-
ular theory of gravity or define a specific form for the de-
viations from General Relativity. However, in order to com-
pare this measurement to other analyses, we consider a phe-
nomenological parameterisation of deviations from GR in a
quasistatic regime. This parameterisation is valid under the
approximation that within the range of scales accessible to
our data, any time derivatives of new gravitational degrees of
freedom are set to zero. This approximation has been shown
to hold in most cosmologically-motivated theories of gravity
on the range of scales relevant to this measurement (Noller
et al. 2014; Schmidt 2009; Zhao et al. 2011; Barreira et al.
2013; Li et al. 2013). In the version of this parameterisation
that we employ here, the modifications to gravity are sum-
marised as alterations to the Poisson equation for relativistic
and non-relativistic particles as (e.g. Simpson et al. 2013),
2∇2Ψ(z, k) = 8piGa(z)2[1 + µ(z, k)]ρmδm(z, k)
∇2(Ψ(z, k) + Φ(z, k)) = 8piGa(z)2[1 + Σ(z, k)]ρmδm(z, k) .
(22)
We model µ and Σ as small deviations from GR+ΛCDM,
assuming flatness and following Ferreira & Skordis (2010);
Simpson et al. (2013) as,
Σ(z) = Σ0
ΩΛ(z)
ΩΛ(z = 0)
µ(z) = µ0
ΩΛ(z)
ΩΛ(z = 0)
,
(23)
where µ0 and Σ0 are the present-day values for the parame-
ters µ and Σ and govern the amplitude of the deviations from
GR and ΩΛ is the density parameter for Λ. This choice of
redshift dependence is selected because in the case in which
deviations from General Relativity are fully or partially re-
sponsible for the accelerated expansion of the Universe, we
would expect µ and Σ to become important at the onset of
this acceleration. This form for µ and Σ assumes that any
scale-dependence of modifications to GR is sub-dominant to
redshift-related effects. Within the regime of validity of the
quasistatic approximation, this has been demonstrated to be
a valid assumption (Silvestri et al. 2013). We also assume a
scale-independent galaxy bias.
Within this scale-independent anzatz for µ and Σ and
assuming small deviations from GR, EG is predicted to be
given by
EG(z) = [1 + Σ(z)]
Ωm(z = 0)
f [z, µ(z)]
, (24)
where the dependence of f(z) on the deviation of the Poisson
equation from its GR values is given explicitly for clarity in
Baker et al. (2014); Leonard et al. (2015b).
3 DATA AND SIMULATIONS
3.1 Kilo Degree Survey (KiDS)
The Kilo-Degree Survey (KiDS) is a large-scale, tomo-
graphic, weak-lensing imaging survey (Kuijken et al. 2015)
using the wide-field camera, OmegaCAM, at the VLT Sur-
vey Telescope at ESO Paranal Observatory. It will span
1350 deg2 on completion, in two patches of the sky with
the ugri optical filters, as well as 5 infrared bands from the
overlapping VISTA Kilo-degree Infrared Galaxy (VIKING)
survey (Edge et al. 2013), yielding the first well-matched
wide and deep optical and infrared survey for cosmology.
The VLT Survey Telescope is optimally designed for lensing
with high-quality optics and seeing conditions in the detec-
tion r-band filter with a median of < 0.7′′.
The fiducial KiDS lensing dataset which is used in
this analysis, ‘KiDS-450’, is detailed in Hildebrandt et al.
(2017) with the public data release described in de Jong
et al. (2017). This dataset has an effective number density
of neff = 8.5 galaxies arcmin
−2 with an effective, unmasked
area of 360 deg2. The KiDS-450 footprint is shown in Fig-
ure 1. Galaxy shapes were measured from the r-band data
using a self-calibrating version of lensfit (Miller et al. 2013;
Fenech Conti et al. 2017) and assigned a lensing weight, ws
based on the quality of that galaxy’s shape measurement.
Utilising a large suite of image simulations, the multiplica-
tive shear bias was deemed to be at the percent level for
the entire KiDS ensemble and is accounted for during our
cross-correlation measurement.
The redshift distribution for KiDS galaxies was deter-
mined via four different approaches, which were shown to
produce consistent results in a cosmic shear analysis (Hilde-
brandt et al. 2017). We adopt the preferred method of that
analysis, the ‘weighted direct calibration’ (DIR) method,
which exploits an overlap with deep spectroscopic fields. Fol-
lowing the work of Lima et al. (2008), the spectroscopic
galaxies are re-weighted such that any incompleteness in
their spectroscopic selection functions is removed. A sample
of KiDS galaxies is selected using their associated zB value,
estimated from the four-band photometry as the peak of the
redshift posterior output by the Bayesian photometric red-
shift BPZ code (Ben´ıtez 2000). The true redshift distribution
for the KiDS sample is determined by matching these to the
re-weighted spectroscopic catalogue. The resulting redshift
distribution is well-calibrated in the range 0.1 < zB ≤ 0.9.
KiDS has spectroscopic overlap with the Baryon Oscil-
lation Spectroscopic Survey (BOSS) and the Galaxy And
Mass Assembly (GAMA) survey in its Northern field and
the 2-degree Field Lensing Survey (2dFLenS) in the South.
The footprints of the different datasets used in this analysis
are shown in Figure 1 and the effective overlapping areas are
quoted in Table 1.
3.2 Spectroscopic overlap surveys
BOSS is a spectroscopic follow-up of the SDSS imaging sur-
vey, which used the Sloan Telescope to obtain redshifts for
over a million galaxies spanning ∼10 000 deg2. BOSS used
colour and magnitude cuts to select two classes of galaxies:
the ‘LOWZ’ sample, which contains Luminous Red Galaxies
(LRGs) at zl < 0.43, and the ‘CMASS’ sample, which is de-
signed to be approximately stellar-mass limited for zl > 0.43.
MNRAS 000, 1–16 (2017)
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Figure 1. KiDS-450 survey footprint. Each pink box corresponds to a single KiDS pointing of 1 deg2. The turquoise region indicates the
overlapping BOSS coverage and the blue region represents the 2dFLenS area. The black outlined rectangles are the GAMA spectroscopic
fields that overlap with the KiDS North field.
Spec. sample Afull (deg
2) Aeff (deg
2) Nlenses z β
GAMA 180 144 33682 0.267 0.60 ± 0.09
LOWZ 8337 125 5656 0.309 0.41 ± 0.03
CMASS 9376 222 21341 0.548 0.34 ± 0.02
2dFLOZ 731 122 3014 0.300 0.49 ± 0.15
2dFHIZ 731 122 4662 0.560 0.26 ± 0.09
Table 1: For each spectroscopic survey used in the analysis, this Table quotes the full area used for the clustering analysis,
Afull, the overlapping effective area Aeff with the KiDS imaging and the number of lenses in the overlap region of each
sample that were used in the lensing analyses. Also quoted are the mean redshift of the spectroscopic sample and the RSD
measurements of the β parameter, taken from Blake et al. (2016b) for 2dFLenS, Singh et al. (2018) for the BOSS samples
and Blake et al. (2013) for the analysis with GAMA.
We used the data catalogues provided by the SDSS 12th
Data Release (DR12); full details of these catalogues are
given by Alam et al. (2015a). Following standard practice,
we select objects from the LOWZ and CMASS datasets with
0.15 < zl < 0.43 and 0.43 < zl < 0.7, respectively, to cre-
ate homogeneous galaxy samples. In order to correct for the
effects of redshift failures, fibre collisions and other known
systematics affecting the angular completeness, we use the
completeness weights assigned to the BOSS galaxies (Ross
et al. 2017), denoted as wl. The RSD parameters, β for
LOWZ and CMASS are quoted in Table 1 and were drawn
from Singh et al. (2018), who follow the method described in
Alam et al. (2015b). This analysis used the monopole and
quadrupole moments of the galaxy auto-correlation func-
tion, obtained by projecting the redshift space correlation
function on the Legendre basis. These multipole moments
were fit in each case applying a perturbation theory model,
using scales larger than 28h−1Mpc and fixing the Alcock-
Paczynski parameters. This fitting range excludes the small
scales that are used in our clustering and lensing measure-
ments and we therefore assume that the RSD parameters are
relatively constant across linear scales. An improvement to
future EG measurements can come from better RSD mod-
elling to the small scales.
2dFLenS is a spectroscopic survey conducted by the
Anglo-Australian Telescope with the AAOmega spectro-
graph, spanning an area of 731 deg2 (Blake et al. 2016b).
It is principally located in the KiDS regions, in order to
expand the overlap area between galaxy redshift samples
and gravitational lensing imaging surveys. The 2dFLenS
spectroscopic dataset contains two main target classes:
∼40 000 Luminous Red Galaxies (LRGs) across a range of
redshifts zl < 0.9, selected by BOSS-inspired colour cuts
(Dawson et al. 2013), as well as a magnitude-limited sam-
ple of ∼30 000 objects in the range 17 < r < 19.5, to as-
sist with direct photometric calibration (Wolf et al. 2017;
Bilicki et al. 2017). In our study we analyse the 2dFLenS
LRG sample, selecting redshift ranges 0.15 < zl < 0.43
for ‘2dFLOZ’ and 0.43 < zl < 0.7 for ‘2dFHIZ’, mirror-
ing the selection of the BOSS sample. We refer the reader to
Blake et al. (2016b) for a full description of the construction
of the 2dFLenS selection function and random catalogues.
The RSD parameter was determined by Blake et al. (2016b)
from a fit to the multipole power spectra and was found to
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be β = 0.49 ± 0.15 and β = 0.26 ± 0.09 in the low- and
high-redshift LRG samples, respectively. This analysis used
a standard model for the redshift-space galaxy power spec-
trum as a function of the angle of the Fourier wave vector to
the line of sight. The model is characterised by three param-
eters: the galaxy bias factor, b, a free parameter for the ve-
locity dispersion, σv(km s
−1) which combines the large-scale
‘Kaiser limit’ amplitude correction with a heuristic damping
of power on smaller scales that describes a leading-order per-
turbation theory correction and of course, the RSD param-
eter, β. This 3-parameter model fixes the Alcock-Paczynski
parameters and is fit to the monopole and quadrupole of
both the power spectrum and the correlation function and
is found to be relatively insensitive to the fitting range. We
present the 2dFLenS data release in Section 7.
GAMA is a spectroscopic survey carried out on the
Anglo-Australian Telescope with the AAOmega spectro-
graph. We use the GAMA galaxies from three equatorial
regions, G9, G12 and G15 from the 3rd GAMA data re-
lease (Liske et al. 2015). These equatorial regions encompass
roughly 180 deg2, containing ∼180 000 galaxies with suffi-
cient quality redshifts. The magnitude-limited sample is es-
sentially complete down to a magnitude of r = 19.8. For
our galaxy-galaxy lensing and clustering measurements, we
use all GAMA galaxies in the three equatorial regions in the
redshift range 0.15 < zl < 0.51. As GAMA is essentially
complete, the sample is equally weighted, such that wl = 1
for all galaxies. We constructed random catalogues using the
GAMA angular selection masks combined with an empiri-
cal smooth fit to the observed galaxy redshift distribution
(Blake et al. 2013). We use the value for the RSD param-
eter from Blake et al. (2013) as β = 0.60 ± 0.09, which,
we note encompasses a slightly different redshift range of
0.25 < zl < 0.5, but still encompasses roughly 60% of the
galaxies in the sample, The use of this measurement is justi-
fied as β varies slowly with redshift, therefore, any system-
atic uncertainty introduced by this choice is smaller than the
statistical error of the measurement. This analysis measured
β similarly to the 2dFLenS case.
3.3 Mocks
We compute the full covariance between the different scales
of the galaxy-galaxy lensing measurement using a large suite
of N -body simulations, built from the Scinet Light Cone
Simulations (Harnois-De´raps & van Waerbeke 2015, SLICS)
and tailored for weak lensing surveys. These consist of 600
independent dark matter only simulations, in each of which
15363 particles are evolved within a cube of 505h−1Mpc on
a side and projected on 18 redshift mass planes between
0 < z < 3. Light cones are propagated on these planes
on 77453 pixel grids and turned into shear maps via ray-
tracing, with an opening angle of 100 deg2. The cosmology
is set to WMAP9 + BAO + SN (Dunkley et al. 2009), that
is Ωm = 0.2905, ΩΛ = 0.7095, Ωb = 0.0473, h = 0.6898,
ns = 0.969 and σ8 = 0.826. These mocks are fully described
by Harnois-De´raps & van Waerbeke (2015) and a previous
version with a smaller opening angle of 60 deg2 was used in
the KiDS analyses of Hildebrandt et al. (2017) and Joudaki
et al. (2018).
Source galaxies are randomly inserted in the mocks,
with a true redshift satisfying the KiDS DIR redshift dis-
tribution and a mock photometric redshift, zB. The source
number density is defined to reflect the effective number
density of the KiDS data. The gravitational shears are an
interpolation of the simulated shear maps at the galaxy posi-
tions, while the distribution of intrinsic ellipticity matches a
Gaussian with a width of 0.29 per component, closely match-
ing the measured KiDS intrinsic ellipticity dispersion (Amon
et al. 2018; Hildebrandt et al. 2017).
To simulate a foreground galaxy sample, we populate
the dark matter haloes extracted from the N -body simula-
tions with galaxies, following a halo occupation distribution
approach (HOD) that is tailored for each galaxy survey. The
details of their construction and their ability to reproduce
the clustering and lensing signals with the KiDS and spectro-
scopic foreground galaxy samples are described in (Harnois-
Deraps et al. 2018). Here we summarise the strategy. Dark
matter haloes are assigned a number of central and satellite
galaxies based on their mass and on the HOD prescription.
Centrals are placed at the halo centre and satellites are scat-
tered around it following a spherically-symmetric NFW pro-
file, with the number of satellites scaling with the mass of the
halo. On average, about 9% of all mock CMASS and LOWZ
galaxies are satellites, a fraction that closely matches that
from the BOSS data. The satellite fraction in the GAMA
mocks is closer to 15%.
The CMASS and LOWZ HODs are inspired by the pre-
scription of Alam et al. (2017) while the GAMA mocks fol-
low the strategy of Smith et al. (2017). In all three cases,
we adjust the value of some of the best-fit parameters in or-
der to enhance the agreement in clustering between mocks
and data, while also closely matching the number density
and the redshift distribution of the spectroscopic surveys.
In contrast to the CMASS and LOWZ mocks, the GAMA
mocks are constructed from a conditional luminosity func-
tion and galaxies are assigned an apparent magnitude such
that we can reproduce the magnitude distribution of the
GAMA data. For 2dFLenS, the LOWZ and CMASS mocks
were subsampled to match the sparser 2dFLOZ and 2dFHIZ
samples.
4 MEASUREMENTS
4.1 Galaxy-galaxy annular surface density
We compute the projected correlation function, wp and the
associated galaxy-galaxy annular surface density, Υgg, using
the three-dimensional positional information for each of the
five spectroscopic lens samples. We measure these statistics
using random catalogues that contain Nran galaxies, roughly
40 times the size of the galaxy sample, Ngal, with the same
angular and redshift selection. To account for this difference,
we assign each random point a weight of Ngal/Nran.
Adopting a fiducial flat ΛCDM WMAP cosmology (Ko-
matsu et al. 2011) with Ωm = 0.27, we estimate the 3D
galaxy correlation function, ξgg(R,Π), as a function of co-
moving projected separation, R, and line-of-sight separation,
Π, using the estimator proposed by Landy & Szalay (1993),
ξgg(R,Π) =
dd− 2dr + rr
rr
, (25)
where dd, rr and dr denote the weighted number of pairs
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with a separation (R,Π), where both objects are either in
the galaxy catalogue, the random catalogue or one in each
of the catalogues, respectively.
In order to obtain the projected correlation function,
we combine the line-of-sight information by summing over
10 logarithmically-spaced bins in Π from Π = 0.1 to Π =
100h−1Mpc,
wp(R) = 2
∑
i
ξgg(R,Πi)∆Πi . (26)
We use 17 logarithmic bins in R from R = 0.05 to R =
100h−1Mpc. The upper bound Πmax = 100h−1Mpc can po-
tentially create a systematic error as R approaches Πmax due
to any lost signal in the range Π > 100h−1Mpc, however the
signal is negligible on these scales and the measurement was
robust to changes in this value for the level of precision of
the analysis. The error in wp(R) is determined via a Jack-
knife analysis, dividing the galaxy survey into 50 regions,
ensuring a consistent shape and number of galaxies in each
region. As such, the Jack-knife box size depends on the size
of the survey at roughly 1 deg2 for GAMA and a few square
degrees for the other lens samples.
We convert this measurement to a galaxy-galaxy annu-
lar differential surface density (ADSD), Υgg, following equa-
tion 16, where we define R0 = 2.0h
−1Mpc. A range of val-
ues of R0 were tested between 1.0 and 3.0h
−1Mpc and it
was found that this choice affected only the first R > R0
data point, but had no significant effect on the value of the
EG measurement over all other scales. As such, scales be-
low R = 5.0h−1Mpc are not included. This choice removes
regions where non-linear bias effects may enter, as well as
account for any bias introduced by this choice of R0. We de-
termine wp(R0) via a power-law fit to the data in the range
R0/3 < R < 3R0 and perform a linear interpolation to the
measured wp(R) in order to compute the integral in the first
term. Any error in the interpolation for wp(R0) is ignored
in the propagation of the Jack-knife error in wp(R) to Υgg,
as this contribution is only significant when R ≈ R0.
The right-hand panel of Figure 2 shows the measure-
ments of Υgg(R,R0 = 2.0h
−1Mpc) for each of the lens sam-
ples.
4.2 Galaxy-matter annular surface density
The galaxy-galaxy lensing estimator is defined as a function
of angular separation in terms of the lensfit weight of the
sources, ws, the spectroscopic weight of the lenses, wl, and
the tangential ellipticity of the source relative to the lens,
t, as,
γt(θ) =
∑Npairs
jk w
j
sw
k
l 
jk
t∑Npairs
jk w
j
swkl
. (27)
This statistic is measured with a selection function such that
only source-lens galaxy pairs within a separation in the inter-
val [θ, θ+ ∆θ] are probed. For this measurement we employ
the treecorr software of Jarvis et al. (2004), but we have
performed consistency checks using the athena software of
Kilbinger et al. (2014).
Lens galaxies were selected by their spectroscopic red-
shift, zl, into Nz redshift ‘slices’ of width ∆zl = 0.01 between
0.15 < zl < 0.43 for LOWZ and 2dFLOZ, 0.15 < zl < 0.51
for GAMA and 0.43 < zl < 0.7 for CMASS and 2dFHIZ.
For each slice of the lens catalogue, the tangential shear was
measured in 17 logarithmic angular bins where the minimum
and maximum angles were determined by the redshift of the
lens slice as θ = R/χ(zl) in order for all slice measurements
to satisfy minimum and maximum comoving projected radii
from the lens of R = 0.05 and R = 100h−1Mpc. For each
slice measurement, the source sample is limited to those be-
hind each lens slice, in order to minimise the dilution of the
lensing signal due to sources associated with the lens. The
selection is made using the zB photometric redshift estimate
as zB > zl + 0.1, which was deemed most optimal in Ap-
pendix D of Amon et al. (2018). The redshift distribution
for each source subsample, N(zs), is computed with the DIR
method for each spectroscopic slice.
The inverse comoving critical surface mass density is
calculated per source-lens slice following equation 6 and 8
as,
Σ
−1
c,com[zl, N(zs)] =
4piG(1 + zl)χ(zl)
c2
∫ ∞
zl
dzs N(zs)
[
1−χ(zl)
χ(zs)
]
,
(28)
where Σ
−1
c,com[zl, N(zs)] is the inverse critical surface mass
density at zl, averaged over the entire source redshift distri-
bution, N(zs), normalised such that
∫
N(zs)dzs = 1. χ(zl)
and χ(zs) are the comoving distances to the lens and source
galaxies, respectively. Again, we adopt a fiducial flat ΛCDM
WMAP cosmology with Ωm = 0.27. Our motivation for
this choice is to ensure an unbiased measurement by choos-
ing a cosmology with a value for the matter density which
lies between the values favoured by KiDS and Planck. This
also ensures consistency with the fiducial cosmological model
adopted for the RSD analyses of the BOSS and GAMA anal-
ysis, which would be subject to Alcock-Paczynski distortion
in different models (Alcock & Paczynski 1979). Adopting
the different value of Ωm preferred by the Planck and KiDS
analyses would not produce a significant change in our mea-
surements compared to their statistical errors.
The estimator for the excess surface mass density is de-
fined as a function of the projected radius and the spectro-
scopic redshift of the lens as a combination of the inverse
critical surface mass density and the tangential shear,
∆Σcom(R, zl) =
γt[θ = R/χ(zl)]
Σ−1c,com[zl, N(zs)]
. (29)
We calculate the tangential shear and the differential
surface mass density, ∆Σ(R), for each of the Nz lens slices
and stack these signals to obtain an average differential sur-
face mass density, weighted by the number of pairs in each
slice as,
∆Σcom(R) =
∑Nz
i [γt(R/χl)/Σ
−1
c,com]
inipairs K
i∑Nz
i n
i
pairs
, (30)
where we include a shear calibration for each redshift slice
Ki, where,
Ki =
∑
s ws(1 +ms)∑
s ws
, (31)
andms is the multiplicative bias per source galaxy as derived
in Fenech Conti et al. (2017).
While it is common to apply a ‘boost factor’ in order
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Figure 2. The galaxy-matter (left) and galaxy-galaxy (right) annular differential surface density measurements as a function of comoving
scale, Υgm(R,R0 = 2.0h−1Mpc) and Υgg(R,R0 = 2.0h−1Mpc), respectively, with LOWZ, CMASS, 2dFLOZ, 2dFHIZ and GAMA lens
galaxy samples, from top to bottom. Scales below R = 5.0h−1Mpc are not included in the analysis in order to remove regions where
non-linear bias effects may enter, as well as to account for any bias introduced in the choice of R0. For Υgm, errors are from simulations,
while the error on Υgg is determined from the propagation of a Jack-knife analysis.
to account for source galaxies that are physically associated
with the lenses that may bias the tangential shear measure-
ment, we show in Amon et al. (2018) that this signal is neg-
ligible for our lens samples and redshift selections for scales
beyond R = 2.0h−1Mpc. As we only probe larger scales
than this, we do not apply this correction. The excess sur-
face mass density was also computed around random points
in the areal overlap. This signal has an expectation value
of zero in the absence of systematics. As demonstrated by
Singh et al. (2016), it is important that a random signal,
∆Σrand(R), is subtracted from the measurement in order to
account for any small but non-negligible coherent additive
bias of the galaxy shapes and to decrease large-scale sam-
pling variance. The random signals were found to be consis-
tent with zero for each lens sample (Amon et al. 2018).
The error in the measurements of ∆Σ(R) combines in
quadrature the uncertainty in the random signal and the
full covariance determined from simulations, as described in
Section 4.3. A bootstrap analysis of the redshift distribution
in Hildebrandt et al. (2017) revealed that this uncertainty
is negligible compared to the lensing error budget for our
analysis, as was also found in Dvornik et al. (2017).
We convert the measurements of the excess surface mass
density and its covariance into the galaxy-matter ADSD,
Υgm, following equation 15, withR0 = 2.0h
−1Mpc. Similarly
to the case of Υgg, we determine ∆Σ(R0) by a power-law fit
to the data and ignore any error on this interpolation.
The left-hand panel of Figure 2 shows the measurements
of Υgm(R,R0 = 2.0h
−1Mpc) for the cross-correlation with
each of the lens samples. The ranges plotted, that is 5 < R <
60h−1 for LOWZ and CMASS and 5 < R < 40h−1Mpc for
2dFLOZ, 2dFHIZ and GAMA, represent the scales where
the assumption of linear bias holds and where we trust the
Jack-knife error analysis for the clustering measurements in
the cases of 2dFLenS and BOSS. We conservatively choose
the minimum fitted scale to be roughly double R0. Our mea-
surements of EG are insensitive to this choice. These are the
scales used in the measurements and fits of EG(R). We note
that the shapes and amplitudes of the lensing profiles on the
left-hand side of Figure 2 differ as the lens galaxy samples
vary in flux limits, redshift and for the case of comparison
between BOSS and 2dFLenS, completeness.
4.3 Covariance for EG
We measure the galaxy-galaxy lensing signal using the en-
semble of Nsim = 600 N-body simulations of source and lens
catalogues with the same pipeline applied to the data. We
construct the covariance matrix from these measurements
by scaling the resulting covariance by 100deg2/Aeff for each
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region, where Aeff represents the effective overlap area of the
surveys, as listed in Table 1 (Schneider et al. 2002). The co-
variance, C, between the measurements at transverse scales
Ri and Rj , is computed as,
Cˆi,j = Cˆ[Υgm(R
i),Υgm(R
j)] =
1
Nsim − 1×[Nsim∑
k=1
(
Υkgm(R
i)−Υgm(Ri)
)(
Υkgm(R
j)−Υgm(Rj)
)]
,
(32)
where Υkgm(R
i) is measured for the kth mock catalogue and
Υgm(R
i) is the average over all mocks.
Under the assumption that the three measurements
that we combine to estimate EG are independent, we esti-
mate the covariance matrix as a combination of the covari-
ance of the galaxy-galaxy lensing measurement estimated
from N-body simulations, the Jack-knife covariance for the
clustering measurement and the error in the β parameter,
which modifies all scales and therefore folds through as a
scalar of amplitude σβ multiplied by a unit matrix. Using
the chain rule for ratios, we obtain:
Cˆ(EG)
i,j
EiGE
j
G
=
Cˆ(Υgm)
i,j
ΥigmΥ
j
gm
+
Cˆ(Υgg)
i,j
ΥiggΥ
j
gg
+
(σβ
β
)2
. (33)
In Appendix A we show the covariance matrix for each
of the additive components of equation 33 and thereby
demonstrate that the error in the clustering measurement
is subdominant compared to the galaxy-galaxy lensing mea-
surement, justifying our use of a Jack-knife approach rather
than mock analysis for this clustering component. For the
cases of BOSS and 2dFLenS analyses, the lensing measure-
ments use a small fraction of the total area used for the
clustering measurement. This justifies our choice to neglect
the cross-covariance between the two measurements and as-
sume that the lensing, clustering and RSD measurements are
independent. In Appendix A we discuss the case of GAMA
and the appropriateness of these assumptions, given that the
lensing area is not significantly smaller than the clustering
area. The errors in the measurements of the RSD parameter,
β, are drawn from the literature and quoted in Table 1.
The inverse of this covariance matrix is used in the
model fitting of EG(R). Whilst we consider our measurement
of Cˆ(EG) from the simulations to be an unbiased estimator
of the true covariance matrix Cˆ, it will have an associated
measurement noise as it is constructed from a finite num-
ber of semi-independent realisations. As such, Cˆ−1 is not an
unbiased estimate of the true inverse covariance matrix. We
correct for this bias due to its maximum-likelihood estima-
tion (Hartlap et al. 2007) as C−1 = α Cˆ−1, where
α =
Nsim −Nbin − 2
Nsim − 1 , (34)
and Nbin is the number of data bins used in the fit. This cor-
rection is valid under the condition that the number of sim-
ulations exceeds the number of data bins with Nbin/Nsim <
0.8. In this case of a large number of simulations, the cor-
rection by Hartlap et al. (2007) gives the same results as the
more robust correction of Sellentin & Heavens (2016).
The correlation matrix for EG is determined from the
covariance as,
ζ(EG)
i,j =
Cˆ(EG)
ij√
Cˆ(EG)iiCˆ(EG)jj
. (35)
Figure 3 illustrates the correlation matrices of the measure-
ments with each of the five lens samples. The correlation
between different physical scales is most significant for cross-
correlations with GAMA and 2dFHIZ and is non-negligible
for the high-redshift samples.
5 COSMOLOGICAL RESULTS
We combine the lensing and clustering measurements with
the redshift-space distortion parameters following equa-
tion 17. We note that while our analysis includes the un-
certainty related to each redshift-space distortion measure-
ment, any potential remaining systematic errors on β could
bias the EG result. Figure 4 shows our measurements of
EG(R) for the low-redshift lens samples (left) and the high-
redshift lens samples (right). The black-line represents the
GR prediction, determined with the KiDS+2dFLenS+BOSS
cosmology measured by Joudaki et al. (2018), that is, with
a matter density today of Ωm(z = 0) = 0.243 ± 0.038. The
coloured lines denote the best-fit scale-independent model,
as determined by the minimum chi-squared using the covari-
ance defined in equation 32.
The mean and 1σ error in the scale-independent best
fit to the measurements, as shown in Figure 4, are quoted
for each lens sample in Table 2. The χ2min for each of the
analyses are quoted in the Table. We note that the χ2min for
the analysis with GAMA is slightly lower than expected for 4
degrees of freedom. In Appendix A we investigate the effect
of the covariance on these fits for each of the lens samples.
We argue that for the analysis with GAMA, the clustering
error is overestimated due to the size of the Jackknife region
and causes an overestimation of the uncertainty of EG, but
is unlikely to bias the fit.
In Figure 5 we plot the fits to our measurements as a
function of the mean redshift of the spectroscopic sample
in pink. BOSS and 2dFLenS are in different parts of the
sky and therefore give independent measurements, which
we find to be consistent with each other at roughly 1.5σ.
As such, we combine the measurements at the same red-
shift using inverse-variance weighting and find EG(z =
0.305) = 0.27±0.08 for the combination of LOWZ+2dFLOZ
and EG(z = 0.554) = 0.26 ± 0.07 for the combination
of CMASS+2dFHIZ. These combinations are denoted by
larger pink data points. Alongside the results of this anal-
ysis, we plot existing measurements of EG in black (Reyes
et al. 2010; Blake et al. 2016a; Pullen et al. 2016; Alam et al.
2017; de la Torre et al. 2017). In light of the current tension
between CMB temperature measurements from Planck and
KiDS lensing data, we plot two GR predictions using both
the preferred Planck cosmology (Planck Collaboration et al.
2016) and the KiDS+2dFLenS+BOSS cosmology (Joudaki
et al. 2018). The Planck cosmology is drawn from Planck
Collaboration et al. (2016), with Ωm(z = 0) = 0.308±0.009.
The 68% confidence regions are denoted by the shaded re-
gions.
While the Reyes et al. (2010) result and the low-redshift
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Figure 3. Correlation coefficients, ζ, defined by equation 35, of the covariance matrix of the EG measurements, determined with each of
the five lens samples. These are computed as a combination of the Υgm covariance determined from the scatter across the 600 simulation
line-of-sights, the Jack-knife covariance of Υgg and the uncertainty on the RSD parameter, β.
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Figure 4. The EG statistic, EG(R), computed using KiDS-450 data combined with low-redshift spectroscopic lenses from GAMA (blue)
in the range 0.15 < zl < 0.51 and from 2dFLOZ (turquoise) and LOWZ (pink) in the range 0.15 < zl < 0.43 in the left-hand panel and
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The coloured lines denote the best-fit scale-independent models to the measurements.
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Spec. sample EG χ
2
min d.o.f.
LOWZ 0.37±0.12 2.8 5
2dFLOZ 0.18±0.11 2.1 4
CMASS 0.28±0.08 3.2 5
2dFHIZ 0.21±0.12 3.4 4
GAMA 0.43±0.13 0.8 4
Table 2: The scale-independent fit to the EG(R) measure-
ments and the 1σ error on the parameter in the fit, along
with the minimum χ2 value and number of degrees of free-
dom (d.o.f.), for the analyses using each of the spectroscopic
samples.
Blake et al. (2016a) measurement of EG are consistent with
both the GR predictions, the high-redshift measurements
show variation. Alam et al. (2017) found their high-redshift
measurement of the EG statistic to be consistent with both
cosmologies. On the other hand, de la Torre et al. (2017), the
high-redshift measurement from Blake et al. (2016a) and the
CMB-lensing Pullen et al. (2016) measurement find values
of the statistic that are more than 2σ low when compared
to the Planck GR prediction. Notably, the highest-redshift
EG measurements by de la Torre et al. (2017) are in ten-
sion with a KiDS+2dFLenS+BOSS GR prediction. The EG
statistic was motivated solely as a test of GR, but a choice
of cosmology has to be made in computing this prediction.
As Figure 5 shows, this choice has a significant impact on
conclusions. Interestingly, in general, our EG measurements
and previous measurements from the literature prefer lower
values of the matter density parameter such as those con-
strained by KiDS+2dFLenS+BOSS.
In Figure 6, we investigate our assumption of scale-
independent bias. We show the prediction for EG(R) in GR
and with a KiDS cosmology, assuming a scale-dependent
galaxy bias model using CMASS Halo Occupation Distri-
bution parameters from More et al. (2015). Alongside, we
plot the measurement with CMASS galaxies. The effect of
including this scale-dependence is shown to be minimal in
comparison with the errors on our measurements, which pro-
vides support for our assumption of linear bias on the pro-
jected scales in question. We do however caution that the
bias model is fit to a marginally fainter galaxy population
than the 2dFLenS LRG samples, and this prediction there-
fore only serves to illustrate the expected low-level impact
of scale-dependent bias on our analysis. As GAMA contains
less bright galaxies than CMASS, we assume that the effect
of scale dependent bias is smaller for this case. The value
of EG in GR with scale-dependent bias deviates from the
scale-independent prediction by at most 10 percent over the
scales in which we are interested.
Figure 7 compares our three measurements to predic-
tions of EG(z) with modifications to GR in the phenomeno-
logical {µ0,Σ0} parametrisation described in Section 2.6,
with a Planck cosmology. We show variations to either µ0
or Σ0 and find that EG is more sensitive to the latter.
Using a combination of the measurements from this
analysis and those from the literature, we calculate the best-
fit prediction for EG and therefore for the matter density
parameter today. We perform this fit under the assumption
of GR and compute the matter density parameter following
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Figure 5. The scale-independent fit to the EG(R) measure-
ments shown in Figure 4, now plotted as a function of the mean
redshift of the spectroscopic lens sample, EG(z). From left to
right, the smaller pink data points represent the fits to the mea-
surements computed using KiDS-450 combined with 2dFLOZ,
LOWZ, CMASS and 2dFHIZ. The errorbars denote the 1σ un-
certainty on the fit to the data. The larger pink data points rep-
resent the fit to the measurement with GAMA, as well as the
combination of the independent fits from 2dFLOZ+LOWZ and
2dFHIZ+CMASS. The blue region denotes the 68% confidence
region of GR for a Planck (2016) cosmology while the turquoise
region represents that for the KiDS+2dFLenS+BOSS cosmology.
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Figure 6. The effect of a scale-dependent galaxy bias on the
predictions of the EG statistic. We show EG(R), computed with
CMASS spectroscopic lenses (pink) plotted with the GR predic-
tion for a KiDS+2dFLenS+BOSS cosmology with the fiducial
scale-independent bias model, b, (black) and a scale-dependent
bias model, b(R) (blue).
equation 21, EG = Ωm(z = 0)/f(z), and using the rela-
tion f(z) = Ωm(z)
0.55. We exclude the data points from de
la Torre et al. (2017) from our fit on the basis that they
conclude that their measurement of EG is biased due to sys-
tematics. Furthermore, we do not include the high-redshift
result of Blake et al. (2016a) in our fit as Alam et al. (2017) is
a more recent analysis with the same datasets. We choose to
only combine measurements that use galaxy-galaxy lensing,
instead of CMB lensing and so we do not count the result of
Pullen et al. (2016). We find Ωm(z = 0) = 0.25± 0.03 with
a χ2min = 6.3 for 5 degrees of freedom. A model with this
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Figure 7. Fits to the measurements of the EG statistic, EG(z)
measured with KiDS combined with GAMA, LOWZ+2dFLOZ
and CMASS+2dFHIZ data compared to the theoretical predic-
tions of the statistic with different gravity models for Planck
(2016) cosmology. The blue shaded region represents the predic-
tion from GR, while the lines denote the theoretical predictions
for modifications to gravity in a (Σ0, µ0) parametrisation with dif-
ferent departures from (0, 0). The pink shaded region shows the
best-fit model for our EG measurements with that from Reyes
et al. (2010), the low-redshift Blake et al. (2016a) and Alam et al.
(2017).
value for the matter density parameter is represented as the
pink shaded region in Figure 7.
6 SUMMARY AND OUTLOOK
We have performed a new measurement of the EG statistic.
This was achieved by using measurements of redshift-space
distortions in 2dFLenS, GAMA and BOSS galaxy samples
and combining them with measurements of their galaxy-
galaxy lensing signal, made using the first 450 deg2 of the
Kilo-Degree Survey. Our results are consistent with the pre-
diction from GR for a perturbed FRW metric, in a ΛCDM
Universe with a KiDS+2dFLenS+BOSS cosmology, given
by Joudaki et al. (2018).
In particular, we determine EG(z = 0.267) = 0.43±0.13
using GAMA and averaging over scales 5 < R < 40h−1Mpc,
EG(z = 0.305) = 0.27± 0.08 using a combination of LOWZ
and 2dFLOZ and averaging over scales 5 < R < 60h−1Mpc
and EG(z = 0.554) = 0.26 ± 0.07 using a combination of
CMASS and 2dFHIZ over scales 5 < R < 60h−1Mpc. To
obtain these constraints we fit a constant EG model and
incorporate the covariance matrix determined by a combi-
nation of the lensing covariance measured using a suite of N-
body simulations, the clustering covariance determined from
a Jack-knife analysis and the uncertainty on the RSD param-
eter, while neglecting the cross-covariances between the clus-
tering and lensing measurements. In order to down-weight
small scales where systematic corrections become signifi-
cant and baryonic physics might have an effect, we suppress
small-scale information from R < R0 = 2.0h
−1Mpc using
annular statistics for the projected clustering and differential
surface mass density and find that above R = 5.0h−1Mpc,
our results are insensitive to the choice of R0, consistent with
previous analyses.
We show that while EG is traditionally regarded a test
of GR gravity, the robustness of this test is hindered by the
uncertainty in the background cosmology, as illustrated by
the current tensions between cosmological parameters de-
fined by CMB temperature measurements from Planck and
state of the art lensing data. While previous measurements
of EG (Reyes et al. 2010; Blake et al. 2016a; Pullen et al.
2016; de la Torre et al. 2017) have reported low measure-
ments when compared to a GR prediction with a Planck
cosmology (Planck Collaboration et al. 2016), similar to our
findings, these apparent deviations are mostly resolved by
a lower Ωm cosmology. Using our measurements combined
with literature measurements from Reyes et al. (2010); Blake
et al. (2016a) and Alam et al. (2017), we find that the best
fit model for EG uses a cosmology with a matter density as
Ωm(z = 0) = 0.25± 0.03 with a χ2min = 6.3 for 5 degrees of
freedom. We present calculations of EG in a 2-parameter
modified gravity scenario and show that 10% changes in
the metric potential amplitudes produce smaller differences
in the predicted EG than changing Ωm between the values
favoured by Planck and KiDS.
With Hyper Supreme-Cam (Aihara et al. 2018), as well
as the advent of next-generation surveys like LSST2, Eu-
clid3, WFIRST4, 4MOST5 and DESI6 surveys, these cross-
correlations and joint analyses will become increasingly im-
portant in testing our theories of gravity (Rhodes et al.
2013). However, we caution that measurements of the EG
statistic cannot be conducted as consistency checks of GR
until the tension in cosmological parameters is resolved.
7 2dFLenS DATA RELEASE
Simultaneously with this paper, full data catalogues
from 2dFLenS (a subset of which are used in our
current analysis) will be released via the website
http://2dflens.swin.edu.au. The construction of these
catalogues is fully described by Blake et al. (2016b), and
we briefly summarize the contents of the data release in this
section.
• The final 2dFLenS redshift catalogue contains the
70,079 good-quality spectroscopic redshifts obtained by
2dFLenS across all target types. These include 40,531 Lumi-
nous Red Galaxies (LRGs) spanning redshift range z < 0.9,
28,269 redshifts which form a magnitude-limited nearly-
complete galaxy sub-sample in the r-band magnitude range
17 < r < 19.5, and a number of other target classes including
a point-source photometric-redshift training set, compact
early-type galaxies, brightest cluster galaxies and strong
lenses.
• The selection function of the Luminous Red Galaxy sub-
samples has been determined, as described by Blake et al.
(2016b). The data release contains LRG data and random
2 http://www.lsst.org/
3 http://sci.esa.int/euclid/
4 http://wfirst.gsfc.nasa.gov/
5 https://www.4most.eu/cms/
6 http://desi.lbl.gov/
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catalogues for low-redshift (0.15 < z < 0.43) and high-
redshift (0.43 < z < 0.7) LRGs in the KiDS-South and
KiDS-North regions, after merging the different LRG target
populations.
• Mock data and random catalogues for 2dFLenS LRGs
were constructed by applying a Halo Occupation Distribu-
tion to an N-body simulation, as described by Blake et al.
(2016b). The data release contains 65 mocks sub-sampled
with the 2dFLenS selection function; the mock random cata-
logues slightly differ from the data random catalogues owing
to approximations in mock generation (that are unimportant
for cosmological applications).
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APPENDIX A: EG COVARIANCE
In Section 4.3 we compute the covariance for EG following
equation 33, where we incorporate a covariance for the lens-
ing measurement estimated from a mock analysis, Cˆ(Υgm),
a covariance of clustering measurement determined from a
Jackknife analysis, Cˆ(Υgg) and the uncertainty on the RSD
parameter, σβ . In this Appendix, we investigate the contri-
bution of each of these terms to the covariance for our final
measurement. The EG covariance in equation 33 can be writ-
ten as the sum of a lensing term, D, a clustering term, W
and a β term, B, as
Cˆ(EG) = D +W +B , (A1)
where, for example,
D = (EiGE
j
G)
Cˆ(Υgm)
i,j
ΥigmΥ
j
gm
, (A2)
with the diagonal components denoted as Dd where,
Dd = (EiG)
2 Cˆ(Υgm)
i=j
(Υigm)2
. (A3)
Figure A1 represents the different components of Cˆ(EG)
for the analyses for each of the lens samples. In all cases it
is evident that the left-hand panel, which shows the lens-
ing covariance, D, defined in equation A2, dominates com-
pared to W the clustering jack-knife covariance. This is ex-
pected as the lensing measurement is dominated by shape
noise. This justifies the use of a jack-knife covariance for the
clustering measurement, rather than a full mock analysis.
Furthermore, for all of the lens samples except for GAMA,
the galaxy-galaxy lensing measurement uses a significantly
smaller area compared to that for the clustering and RSD
measurement, rendering these measurements essentially in-
dependent. For the 2dFLenS analyses, especially 2dFHIZ,
the contribution to the error budget from the RSD param-
eter is more significant. For the case of GAMA, with equal
areas for all components of the EG measurement, we show
MNRAS 000, 1–16 (2017)
16 A. Amon et al.
that while the lensing covariance is dominant, W and B are
significant.
To further investigate the covariance, we compare the
effects of the different components of the covariance on the
best fit value and 1σ uncertainty in the fit for the EG(R)
measurement, as well as the associated χ2min for the fit. The
upper panels of Figure A2 show the best scale-independent
fits to the EG(R) measurements for each of the lens samples
and how they vary as the complexity of the EG covariance
is increased. That is, we consider using the diagonal of the
lensing covariance computed from the mock analysis, Dd
compared to the full covariance, D and follow the same con-
vention adding in the clustering and RSD components. The
lower panels show the associated χ2min values for these fits.
In all cases, the most significant change in the best fit
EG, the associated uncertainty and the χ
2
min was betweenD
d
and D, emphasising the importance of the off-diagonals in
the lensing covariance. For CMASS, as is the case for LOWZ,
the best-fit EG and the χ
2
min are stable to the inclusion of the
clustering and beta uncertainties, though the uncertainty on
the fits increase.
For the cases of 2dFHIZ and 2dFLOZ shown in the mid-
dle panel of Figure A2, the penultimate data point shows
that the effect of including the uncertainty on the RSD
parameter is to lower the best fit EG. As revealed in Fig-
ure A1, as the relative uncertainty of the RSD parameter is
large for these two lens samples, the covariance between the
large scales of the EG measurement is amplified and there-
fore down-weighted. Therefore, the best-fits to the data are
slightly lower than expected when performing a “chi-by-eye”
analysis of Figure 4.
For GAMA, we again show that the clustering covari-
ance and the beta uncertainty contribute significantly to the
final covariance for EG. While the best-fit does not change
with increasing complexity, the χ2min values do. The spuri-
ously low χ2min for the fits that include either W
d or W sug-
gests that the clustering measurements are overestimated
due to the size of the Jack-knife samples and this causes
an over-estimation of the uncertainty on our final measure-
ment. Furthermore, the difference between the χ2min for W
d
and W suggest that the Jack-knife analysis for the clustering
overestimates the uncertainty due to the limited Jack-knife
box size.
We note that we have not accounted for any covariance
between the clustering and RSD measurement. This effect
would be more significant for 2dFLenS and GAMA as in
these cases, the uncertainty on the lensing measurement is
less dominant. However, both the uncertainty on the RSD
measurements and the clustering measurements are shown in
Figure A2 to have at most, a ten percent shift on the value
of EG, compared to the uncertainty on the measurement,
which is roughly fifty percent. As such, we assume that any
covariance between the RSD and clustering measurements
will contribute less and can be safely ignored, given the pre-
cision of this analysis.
This paper has been typeset from a TEX/LATEX file prepared by
the author.
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(a) CMASS
(b) LOWZ
(c) 2dFHIZ
(d) 2dFLOZ
(e) GAMA
Figure A1. The three different components of the EG(R) covariance in equation A1 and 33 and their sum, for the analyses with each
lens sample. From left to right the panels show D, W , B and Cˆ(EG) with a consistent colour scale.
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(a) LOWZ (left) and CMASS (right)
(b) 2dFLOZ (left) and 2dFHIZ (right)
(c) GAMA
Figure A2. The best fit value and 1σ uncertainty in the fit for the EG(R) measurements (upper panels) and the associated χ
2
min for
the fit (lower panels) for the analyses with LOWZ, CMASS, 2dFLOZ, 2dFHIZ and GAMA. From left to right along the horizontal axis,
different components we added to the EG covariance (given in equation A1) in succession. For example, the first two data points compare
the effect of using only the diagonal of the lensing covariance obtained from the mock analysis, Dd, with the full covariance D.
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