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Abstract
Energy efficiency is a fundamental requirement of modern data communication systems, and its
importance is reflected in much recent work on performance analysis of system energy consumption.
However, most works have only focused on communication and computation costs, but do not account for
caching costs. Given the increasing interest in cache networks, this is a serious deficiency. In this paper, we
consider the problem of energy consumption in data communication, compression and caching (C3) with
a Quality of Information (QoI) guarantee in a communication network. Our goal is to identify the optimal
data compression rate and data placement over the network to minimize the overall energy consumption
in the network. The formulated problem is a Mixed Integer Non-Linear Programming (MINLP) problem
with non-convex functions, which is NP-hard in general. We propose a variant of spatial branch and
bound algorithm (V-SBB), that can provide the -global optimal solution to our problem. We numerically
show that our C3 optimization framework can improve the energy efficiency up to 88% compared to
any C2 optimization between communication and computation or caching. Furthermore, for our energy
consumption problem, V-SBB provides comparatively better solution than some other MINLP solvers.
Keywords
Energy Tradeoff, Data analytics, Data Caching, Quality of Information, Mixed Integer Non-Linear
Programming, Spatial Branch-and-Bound
I. INTRODUCTION
The rapid growth of smart environments, and advent of Internet of Things (IoT) have led to the
generation of large amounts of data. However, it is a daunting task to transmit enormous data through
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2traditional networks due to limited bandwidth and energy limitations [1]. These data need to be efficiently
compressed, transmitted, and cached to satisfy the Quality of Information (QoI) required by end users.
In fact, many wireless components operate on limited battery power supply and are usually deployed
in remote or inaccessible areas, which necessitates the need for designs that can enhance the energy
efficiency of the system with a QoI guarantee.
A particular example of modern systems that require high energy efficiency is the wireless sensor
network (WSN). Consider a WSN with various types of sensors, which can generate enormous amount
of data to serve end users. On one hand, data compression has been adopted to reduce transmission
(communication) cost at the expense of computation cost. On the other hand, caches can be used as a
mean of reducing transmission costs and access latency, thus enhancing QoI but with the expense of the
added caching cost. Hence, there exists a tradeoff in energy consumption due to data communication,
computation and caching. This raises the question: what is the right balance between compression and
caching so as to minimize the total energy consumption of the network?
In this paper, we formulate an optimization problem to find the optimal data compression rate and
data placement to minimize the energy consumed due to data compression, communication and caching
with QoI guarantee in a communication network. The formulated problem is a Mixed Integer Non-Linear
Programming problem with non-convex functions, which is NP-hard in general. We propose a variant of
spatial branch and bound algorithm that guarantees -global1 optimality.
Each node has the ability to compress and cache the data with some finite storage capacity. We focus
on wireless sensor networks as our motivating example. In particular, as shown in Figure 1, we assume
that only edge sensors generate data, and there exists a single sink node that collects and serves the
requests for the data generated in this network. The model can be extended to include any arbitrary node
that produces data at the expense of added notational complexity.
Computation: Data aggregation [2], [3] is the process of gathering data from multiple generators (e.g.,
sensors), compressing them to eliminate redundant information and then providing the summarized
information to end users. Since only part of the original data is transmitted, data aggregation can conserve
a large amount of energy. A common assumption in previous works is that energy required to compress
data is smaller than that needed to transmit data. Therefore, data compression was considered a viable
technique for reducing energy consumption. However, it has been shown [4] that computational energy
cost can be significant and may cause a net-energy increase if data are compressed beyond a certain
1-global optimality means that the obtained solution is within  tolerance of the global optimal solution.
3Fig. 1: A general wireless sensor network.
threshold. Hence, it is necessary to consider both transmission and computation costs, and it is important
to characterize the trade-off between them [1].
Caching: Caches have been widely used in networks and distributed systems to improve performance by
storing information locally, which jointly reduces access latency and bandwidth requirements, and hence
improves user experience. Content Distribution Networks (CDNs), Software Defined Networks (SDNs),
Named Data Networks (NDNs) and Content Centric Networks (CCNs) are important examples of such
systems. The fundamental idea behind caching is to make information available at a location closer to
the end-user. Again, most previous work focused on designing caching algorithms to enhance system
performance without considering the energy cost of caching. Caching can reduce the transmission energy
by storing a local copy of the data at the requesting node (or close by), hence eliminating the need for
multiple retransmission from the source node to the requesting node. However, caching itself can incur
significant energy costs [5]. Therefore, analyzing the impact of caching on overall energy consumption
in the network (along with data communication and compression) is critical for system design.
Quality of Information (QoI): The notion of QoI required by end users is affected by many factors. In
particular, the degree of the data aggregation in a system is crucial for QoI. It has been shown that data
aggregation can deteriorate QoI in some situations [6]. Thus an energy efficient design for appropriate
data aggregation with a guaranteed QoI is desirable.
We focus on a tree-structured sensor network where each leaf node generates data, and compresses and
transmits the data to the sink node in the network, which serves the requests for these data from devices
4outside this network. Examples of such a setting are military sites, wireless sensors or societal networks,
where a large number of devices gather data, and desire to transmit the local information to any device
outside this network that requires this information. The objective of our work is to obtain optimal data
compression rate at each node, and an optimal data placement in the network for minimizing energy
consumption with QoI guarantee.
A. Organization and Main Results
Section I-B presents a review of relevant literature. In Section II, we describe our system model in
which nodes are logically arranged as a tree. Each node receives and compresses data from its children
node(s). The compressed data are transmitted and further compressed towards the sink node. Each node
can also cache the compressed data locally. In Section III, we formulate the problem of energy-efficient
data compression, communication and caching with QoI constraint as a MINLP problem with non-convex
functions, which is NP-hard in general. We then show that there exists an equivalent problem obtained
through symbolic reformation [7] in Section IV, and propose a variant of the Spatial Branch-and-Bound
(V-SBB) algorithm to solve it. We show that our proposed algorithm can achieve -global optimality.
In Section V, we evaluate the performance of our optimization framework and show that the use of
caching along with data compression and communication can significantly improve the energy efficiency
of a communication network. More importantly, we observe that with the joint optimization of data
communication, computation and caching (C3), energy efficiency can be improved by as much as 88%
compared to only optimizing communication and computation, or communication and caching (C2). The
improvement depends on the values of parameters in the model and the magnitude of improvement
varies with different energy costs of the model. While the improvement in energy efficient is important,
our framework helps in characterizing and analyzing the enhancement in energy efficiency for different
network settings. We also evaluate the performance of the proposed V-SBB algorithm through extensive
numerical studies. In particular, we make a thorough comparison with other MINLP solvers Bonmin
[8], NOMAD [9], Matlab’s genetic algorithm (GA), Baron [10], SCIP [11] and Antigone [12] under
different network scenarios. The results show that our algorithm can achieve -global optimality, and
the achieved objective function value (we achieve a lower objective function value for a minimization
problem) is mostly better than stochastic algorithms such as NOMAD, GA while it performs comparably
with deterministic algorithms such as Baron, Bonmin, SCIP and Antigone. Furthermore, our algorithm
provides a solution in varying network situations even when other solvers such as Bonmin, and SCIP are
not able to. We provide concluding remarks in Section VI.
5B. Related Work
To the best of our knowledge, there is no prior work that jointly considers communication, computation
and caching costs in distributed networks with a QoI guarantee for end users.
Data Compression: Compression is a key operation in modern communication networks and has been
supported by many data-parallel programming models [13]. For WSNs, data compression is usually
performed over a hierarchical topology to improve communication energy efficiency [2], whereas we
focus on energy tradeoff between communication, computation and caching.
Data Caching: Caching plays a significant role in many systems with hierarchical topologies, e.g., WSNs,
microprocessors, CDNs etc. There is a rich literature on the performance of caching in terms of designing
different caching algorithms, e.g., [14], [15], and we do not attempt to provide an overview here. However,
none of these work considered the costs of caching, which may be significant in some systems [5]. The
recent paper by Li et al. [16] is closest to the problem we tackle here. The differences between our work
and [16] are mainly from two perspectives. First, the mathematical formulations are quite different, we
consider energy tradeoffs between C3 while [16] focused on C2. Second, we provide a -optimal solution
to a MINLP problem while [16] aimed at developing approximation algorithms.
Energy Costs: While optimizing energy costs in wireless sensor networks has been extensively studied
[17], existing work primarily is concerned with routing [18], MAC protocols [17], and clustering [19].
With the growing deployment of smart sensors in modern systems [1], in-network data processing, such
as data aggregation, has been widely used as a mean of reducing system energy cost by lowering the
data volume for transmission.
II. ANALYTICAL MODEL
We represent the network as a directed graph G = (V,E). For simplicity, we consider a tree, with
N = |V | nodes, as shown in Figure 2. It is possible to generalize our framework to general network
topology with arbitrary source nodes, provided that the route between the source and requesting node is
known. Node v ∈ V is capable of storing Sv amount of data. Let K ⊆ V with K = |K| be the set of leaf
nodes, i.e., K = {1, 2, · · · ,K}. Time is partitioned in periods of equal length T > 0 and data generated
in each period are independent. Without loss of generality (W.l.o.g.), we consider one particular period
in the remainder of the paper. We assume that only leaf nodes k ∈ K can generate data, and all other
nodes in the tree receive and compress data from their children nodes, and either cache or transmit the
compressed data to their parent nodes during time T. Arbitrary source nodes can also be incorporated
into the model at the cost of added notational and model complexity.
6Fig. 2: Tree-Structured Network Model.
Let yk be the amount of data generated by leaf node k ∈ K. The data generated at the leaf nodes are
transmitted up the tree to sink node s, which serves requests for data generated in the network. Let h(k)
be the depth of node k in the tree. W.l.o.g., we assume that the sink node is located at level h(s) = 0.
We represent a path from node k to the sink node as the unique path Hk of length h(k) as a sequence
{hk0, hk1, · · · , hkh(k)} of nodes hkj ∈ V such that (hkj , hkj+1) ∈ E, where hk0 , s (i.e., the sink node) and
hkh(k) , k (i.e., the node itself).
We denote the per-bit reception, transmission and compression cost of node v ∈ V as εvR, εvT , and
εvC , respectively. Each node hki along the path Hk can compress the data generated by leaf node k with
a data reduction rate δk,i, where 0 ≤ δk,i ≤ 1, ∀i, k. The reduction rate characterizes the degree to which
a node can compress the received data, which plays an important role for determining the QoI.
The higher the value of δk,i, the lower the compression will be, and vice versa. The higher the degree of
data compression, the larger will be the amount of energy consumed by compression. Similarly, caching
the data closer to the sink node may reduce the transmission cost for serving the request, however, each
node only has finite storage capacity. We study the trade-off among the energy consumed at each node
for transmitting, compression and caching the data.
Denote the total energy consumption at node v as Ev, which consists of reception cost EvR, transmis-
7sion cost EvT , computation cost EvC and storage (caching) cost EvS ; it takes the form
Ev = EvR + EvT + EvC + EvS ,
where EvR = yvεvR, EvT = yvεvT δv,
EvC = yvεvC lv(δv), EvS = wcayvT. (1)
The above energy consumption models for data transmission, compression and caching have been used
in literature [1], [5], [20] and are suitable for highlighting the energy consumption in a communication
network. However, our formulation can be extended to incorporate various other energy consumption
models as well. In (1), lv(δv) captures the computation energy. As computation energy increases with
the degree of compression, we assume that lv(δv) is a continuous, decreasing and differentiable function
of the reduction rate. One candidate function is lv(δv) = 1/δv − 1 [1], [20]. Moreover, we consider an
energy-proportional model [5] for caching, i.e., EvS = wcayvT if the received data yv is cached for
a duration of T where wca represents the power efficiency of caching, which strongly depends on the
storage hardware technology. W.l.o.g., wca is assumed to be identical for all the nodes. For simplicity,
denote f(δv)= εvR+εvT δv+εvC lv(δv) as the sum of per-bit reception, transmission and compression cost
at node v per unit time.
During time period T , we assume that there are Rk requests at sink node s for data yk generated by
leaf node k. For simplicity, we assume that the number of requests for the data of a node k is constant.
The boolean variable bk,i equals 1 if the data from node k is stored along the path Hk at node hki ,
otherwise it equals 0. We allow the data to be cached at only one node along the unique path between
the leaf node and root node. For ease of notation, we define bk,h(k) by bk. Let Cv denote the set of leaf
nodes k ∈ K that are descendants of node v. We also assume that the energy cost for searching for data at
different nodes in the network is negligible [1], [15]. For convenience, let fk,h(k) , fk and δk,h(k) , δk.
For ease of exposition, the parameters used throughout this paper are summarized in Table I.
III. ENERGY OPTIMIZATION
In this section, we first define the cost function in our model and then formulate the optimization
problem. Data produced by every leaf node is received, transmitted, and possibly compressed by all
nodes in the path from the leaf node to the root node, consuming energy
ECk =
h(k)∑
i=0
ykf(δk,i)
h(k)∏
m=i+1
δk,m, (2)
8TABLE I: Summary of notations
Notation Description
yk number of data (bits) generated at node k
δk,v reduction rate at node v, is the ratio of amount of output data to input data
γ the QoI threshold
εvR per-bit reception cost of node v
εvT per-bit transmission cost of node v
εvC per-bit compression cost of node v
bk,v 1 if node v caches the data from leaf node k; otherwise 0
Sv storage capacity of node v
wca caching power efficiency
Rk request rate for data from node k
N total number of nodes in the network
Cv set of leaf nodes that are descendants of node v
T time length that data are cached
φu upper bound of the objective function
L list of regions
R any sub-region in L
φR,u upper bound on the objective function in subregion R
φR,l lower bound on the objective function in subregion R
 difference between the upper and lower bound
wR,li lower bound on auxiliary variable wi in subregion R
wR,ui upper bound on auxiliary variable wi in subregion R
wjbc j
th candidate variable for branching
wb chosen branching variable
w∇b value at which the variable is branched
bt bilinear terms
lft linear fractional terms
Tbt set of bilinear terms (bt)
Tlft set of linear fractional terms (lft)
where
∏j
m=i δk,m := 1 if i ≥ j. Equation (2) captures one-time2 energy cost of receiving, compressing
and transmitting data yk from leaf node (level h(k)) to the sink node (level 0). The amount of data
received by any node at level i from leaf node k is yk
∏h(k)
m=i+1 δk,m due to the compression from level
h(k) to i + 1. The term f(δk,i) captures the reception, transmission and compression energy cost for
node at level i along the path from leaf node k to the sink node.
2During every time period T , data is always pushed towards the sink upon the first request.
9Let ERk be the total energy consumed in responding to the subsequent (Rk − 1) requests. We have
ERk =
h(k)∑
i=0
yk(Rk − 1)
{
f(δk,i)
h(k)∏
m=i+1
δk,m
(
1−
i∑
j=0
bk,j
)
+
( h(k)∏
m=i
δk,m
)
bk,i
(
wcaT
Rk − 1 + εkT
)}
. (3)
Note that the remaining (Rk − 1) requests are either served by the leaf node or a cached copy of data
yk at level i for i = 1, · · · , h(k). W.l.o.g., we consider node vk,i at level i. If data yk is not cached
from vk,i up to the sink node (level 0), i.e., bk,j = 0 for j = 0, · · · , i, the cost is incurred due to
receiving, transmitting and compressing the data (Rk − 1) times, which is captured by the first term in
Equation (3), the second term is 0. Otherwise, the (Rk − 1) requests are served by the cached copy at
vk,i, the corresponding caching and transmission cost serving from vk,i are captured by the second term
in Equation (3), and the corresponding reception, transmission and compression cost from vk,i−1 upto
to sink node is captured by the first term. Note that the first time cost of reception, transmission and
compression the data from leaf node to vk,i is already captured by Equation (2).
We present a simple but illustrative example to explain the above equations.
Example 1. We consider a network with one leaf node and one sink node, i.e., k = 1 and h(k) = 1.
Then the cost in Equation (2) becomes EC1 = y1f(δ1,0)δ1,1 + y1f(δ1,1), where the first and second terms
capture the reception, transmission and compression cost for data y1 at sink node and the leaf node,
respectively.
The cost in Equation (3) is ER1 =
y1(R1 − 1)
[
f(δ1,0)δ1,1(1− b1,0) + δ1,0δ1,1b1,0
(
wcaT
R1 − 1 + ε1T
)]
︸ ︷︷ ︸
Term 1
+ y1(R1 − 1)
[
f(δ1,1)(1− b1,0 − b1,1) + δ1,1b1,1
(
wcaT
R1 − 1 + ε1T
)]
︸ ︷︷ ︸
Term 2
,
where Term 1 and Term 2 capture the costs at sink node and leaf node, respectively. To be more specific,
there are three cases: (i) data y1 is cached at sink node 0, i.e., b1,0 = 1 and b1,1 = 0 (since we only
cache one copy); (ii) data y1 is cached at leaf node 1, i.e., b1,0 = 0 and b1,1 = 1; and (iii) data y1 is
not cached, i.e., b1,0 = b1,1 = 0. We consider these three cases in the following.
Case (i), i.e., b1,0 = 1 and b1,1 = 0, Term 2 becomes 0 and Term 1 reduces to y1(R1−1)δ1,0δ1,1b1,0( wcaTR1−1
+ε1T ) since all the (R1 − 1) requests are served from sink node. This indicates that the total energy
cost is due to caching the data for time period T and transmitting it (Rk − 1) times from the sink node
to users that request it.
Case (ii), i.e., b1,0 = 0 and b1,1 = 1, Term 1 becomes y1(R1 − 1)f(δ1,0)δ1,1, which captures the
reception, transmission and compression costs at sink node 0 for serving the (R1 − 1) requests. Term 2
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becomes y1(R1− 1)δ1,1b1,1
(
wcaT
R1−1 + ε1T
)
, which captures the cost of caching data at the leaf node and
transmitting the data (Rk − 1) times from the cached copy to the sink node . The sum of them is the
total cost to serve (R1 − 1) requests.
Case (iii), i.e., b1,0 = b1,1 = 0, ER1 = y1(R1 − 1)f(δ1,0)δ1,1 + y1(R1 − 1)f(δ1,1), which captures the
reception, transmission and compression costs at sink node 0 and leaf node 1 for serving the (R1 − 1)
requests since there is no cached copy in the network.
The total energy consumed in the network is Etotal,
Etotal(δ, b) ,
∑
k∈K
(
ECk + E
R
k
)
, (4)
where δ = {δk,i,∀k ∈ K, i = 0, · · · , h(k)} and b = {bk,i,∀k ∈ K, i = 0, · · · , h(k)}. Our objective is to
minimize the total energy consumption of the network with a QoI constraint for end users by choosing the
compression ratio vector δ and caching decision vector b in the network G. Therefore, the optimization
problem is,
min
δ,b
Etotal(δ, b) (5a)
s.t.
∑
k∈K
yk
h(k)∏
i=0
δk,i ≥ γ, (5b)
∑
k∈Cv
bk,h(v)yk
h(v)∏
j=h(k)
δk,j ≤ Sv, ∀ v ∈ V, (5c)
h(k)∑
i=0
bk,i ≤ 1, ∀k ∈ K, (5d)
0 < δk,i ≤ 1,∀k ∈ K, i = 0, · · · , h(k), (5e)
bk,i ∈ {0, 1},∀k ∈ K, i = 0, · · · , h(k), (5f)
where h(v) is the depth of node v in the tree.
The first constraint is the QoI constraint, i.e., the total data available at the sink node [1]. The second
constraint indicates that our decision (caching) variable bk,i is binary. The third constraint is on total
amount of data that can be cached at each node. The fourth constraint is that at most one copy of the
generated data should be cached on the path between the leaf node and the sink node.
The optimization problem in (5) is a non-convex MINLP problem with M continuous variables, the
δk,i’s and M binary variables, the bk,i’s where, M =
∑
k∈K h(k).
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A. Properties
We first analyze the complexity of the problem given in (5) and show that it is NP-hard.
Theorem 1. The optimization problem in (5) is NP-hard.
Proof. We prove the hardness by a reduction of any given 0−1 knapsack problem (KP) to a corresponding
instance of (5). The KP is given as follows:
max
|K|∑
k=1
vkxk
s.t.
|K|∑
k=1
wkxk ≤W,
xk ∈ {0, 1}, ∀k ∈ K. (6)
where |K| is the number of items, xk is a boolean variable that shows whether item k is stored in the
knapsack or not, wk is the weight of the item, vk is the value of the item and W is the knapsack capacity.
In the corresponding instance of (5), the processing tree has two levels; that is, the tree has |K| number
of leaf nodes, which can generate data, and the sink node where only the sink node can choose to cache
data generated by the leaf nodes. Furthermore, the threshold γ is set to γ =
∑
k∈K yk that enforces all
the δ’s to be one so that the constraint in (5b) can also be satisfied and thus be removed. We also set the
cache size at the sink node to be W and the caching decisions of bk, ∀k ∈ {1, · · · , |K|} and the data sizes
from all leaf node yk, ∀k ∈ {1, · · · , |K|} are one-to-one correspondent with xk, ∀k ∈ {1, · · · , |K|} and
wk, ∀k ∈ {1, · · · , |K|} of the knapsack problem, respectively. The sum ECk in (4) becomes a constant
as all δ’s have been set to 1. As for the ERk in (3) can be reduced to:
ERk =
1∑
i=0
{
yk(Rk − 1)f(1)
}
− bk
(
1∑
i=0
{
yk(Rk − 1)f(1)
}
− yk(Rk − 1)
(
wcaT
Rk − 1 + εkT
))
(7)
Note that the first term in the above is a constant and can be removed from the objective function. By
setting the caching cost in the instance of (5) to zero, (7) becomes:
ERk = −bk
(
yk(Rk − 1)
{
1∑
i=0
f(1)− εkT
})
(8)
For the given value of vk in the knapsack problem, we choose yk, Rk, εkT so that Equation (8) is given
by:
ERk = −bkck (9)
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where ck = yk(Rk − 1)
{∑1
i=0 f(1)− εkT
}
≥ 0 as f(1) ≥ εkT . As a result, solving the corresponding
instance of (5) provides the solution to the knapsack problem. As the latter is NP-hard, so is (5).
Remark 1. The objective function Etotal defined in (5) is monotonically increasing in the number of
requests Rk for all k ∈ K provided that δ and b are fixed.
Notice that (2) is independent of Rk and (3) is linear in Rk, and its multipliers are positive. Hence,
for any fixed b and δ, (4) increases monotonically with Rk.
Remark 2. Given a fixed network scenario, if we increase the number of requests Rk for the data
generated by leaf node k, then these data will be cached closer to the sink node or at the sink node, if
there exists enough cache capacity, to reduce the overall energy consumption.
For fixed δ, observe from (3) that energy consumption decreases if the cache is moved closer to the
root as the nodes deep in the tree do not need to retransmit.
B. Relaxation of Assumptions
In our model, we make several assumptions for the sake of simplicity. In the following, we discuss
the relaxation of these assumptions.
While we assume that the network is structured as a tree, this assumption can be easily relaxed as long
as there exists a simple fixed path from each leaf node to the sink node. The tree structure represents a
simple topology that captures the key parameters in the optimization formulation without the complexity
introduced by a general network topology. Furthermore, for simplicity, we assume that all parameters
across the nodes are identical, which is not necessary as seen from the cost function. We also assume
that only leaf nodes generate data. However, our model can be extended to allow intermediate nodes to
generate data at the cost of added complexity.
IV. VARIANT OF SPATIAL BRANCH-AND-BOUND ALGORITHM
In this section, we present a variant of the Spatial Brand-and-Bound algorithm (V-SBB). Instead of
solving the MINLP problem (5) directly, we use V-SBB to solve a standard form of the original MINLP.
We first introduce the Symbolic Reformulation [7] method that reformulates the MINLP (5) into a standard
form needed by V-SBB.
Definition 1. A MINLP problem is said to be in a standard form if it can be written as
min
w
wobj
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s.t. Aw = b,
wl ≤ w ≤ wU ,
wk ≡ wiwj , ∀(i, j, k) ∈ Tbt,
wk ≡ wi/wj , ∀(i, j, k) ∈ Tlft, (10)
where the vector of variables w consists of continuous and discrete variables in the original MINLP. The
sets τbt and τlft contain all relationships that arise in the reformulation. A and b are a matrix and a vector
of real coefficients, respectively. The index obj denotes the position of a single variable corresponding
to the objective function value within the vector w.
Theorem 2. The non-convex MINLP problem (5) can be transformed into a standard form.
Due to space constraints, we relegate detailed reformulations (see Appendix B for details of symbolic
reformulation) and standard form of (5) to Appendix A.
Here, we give an example to illustrate the above reformulation process.
Example 2. Consider the same network in Example 1, the non-convex MINLP problem becomes
min
δ,b
Etotal(δ, b) = EC1 + E
R
1
s.t. y1δ1,0δ1,1 ≥ γ,
b1,0, b1,1 ∈ {0, 1},
b1,0y1δ1,0δ1,1 ≤ S0,
b1,1y1δ1,1 ≤ S1,
b1,0 + b1,1 ≤ 1. (11)
δ1,0δ1,1 is a bilinear term. Based on symbolic reformulation rules, a new bilinear auxiliary variable wbt1,0
needs to be added. The first constraint in (11) is then transformed into y1wbt1,0 ≥ γ, which is linear in
auxiliary variable wbt1,0. Similarly, we add w
lft
1,0 for linear-fractional term δ1,1/δ1,0 that appears in f(·).
b1,0δ1,0δ1,1 in the third constraint of (11) is a tri-linear term. Since δ1,0δ1,1 is replaced by wbt1,0, we
obtain a bilinear term b1,0wbt1,0. Again, based on symbolic reformulation rules, b1,0w
bt
1,0 is replaced by
a new auxiliary variable wbt1,0. Similarly we add new auxiliary variables w˜
b
1,1, w˜
bt
1,0,, w˜
lft
1,0 and w˜
lft
1,1. The
objective function in (11) can be then expressed as a function of these new auxiliary variables. Therefore,
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the standard form of (11) is
min
δ,b
wobj
s.t. y1wbt1,0 ≥ γ,
b1,0, b1,1 ∈ {0, 1},
y1w
bt
1,0 ≤ S0,
y1w˜
bt
1,1 ≤ S1,
b1,0 + b1,1 ≤ 1,
wbt1,0 = δ1,1 × δ1,0,
wlft1,0 = δ1,1/δ1,0,
wbt1,0 = b1,0 × wb1,0,
w˜bt1,1 = b1,1 × δ1,1,
w˜bt1,0 = δ1,1 × b1,0,
w˜lft1,0 = b1,0/δ1,1,
wlft1,0 = b1,0w
lft
1,0,
w˜lft1,1 = b1,1/δ1,1,
wobj = y1ε1Rδ1,1 + ε1T y1w
bt
1,0 + y1ε1Cw
lft
1,0 − y1ε1Cδ1,1 + y1ε1Rε1T y1δ1,1 + y1ε1C/δ1,1 − y1ε1C+
y1(R1 − 1)
(
ε1Rδ1,1 + ε1Tw
bt
1,0 − ε1Cδ1,1 + ε1Cwlft1,0 − ε1Rw˜bt1,0 − ε1Twbt10 + ε1Cw˜bt1,0 − ε1Cwlft1,0
)
+
y1(R1 − 1)ε1T + y1wcaTwbt1,0 + y1(R1 − 1)
(
ε1R − ε1C + ε1T δ1,1 + ε1C/δ1,1 − ε1Rb1,0 − ε1Cb1,0−
ε1T w˜
bt
1,0 − ε1Cw˜lft1,0 − ε1Rb1,1 + ε1Cb1,1 − ε1T w˜bt1,1 − ε1Cw˜lft1,1
)
. (12)
Through this reformulation, the non-convex and non-linear terms in the original problem are trans-
formed into bilinear and linear fractional terms, which can be easily used to compute the lower bound of
each region in V-SBB, which are discussed in details later. This is the reason V-SBB requires reformulating
the original problem into a standard form.
Theorem 3. Reformulated problem and the original MINLP are equivalent.
Proof is available in Section 2 (page 460) [7].
Due to the reformulation, the number of variables in the reformulated problem is larger than in the
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original MINLP. In the following, we show that the number of auxiliary variables that arise from symbolic
reformulation is bounded.
Remark 3. The number of auxiliary variables in the symbolic reformulation is O(n2), where n = 2M
is the number of variables in the original formulation.
From [21], a way to transform a general form optimization problem into a standard form (10) is through
basic arithmetic operations on original variables. To be more specific, any algebraic expression results
from the basic operators including the five basic binary operators, i.e., addition, subtraction, multiplication,
division and exponentiation, and the unary operators, i.e., logarithms etc. Therefore, in order to construct
a standard problem consisting of simple terms corresponding to these binary or unary operations, new
variables need to be added corresponding to these operations. From the symbolic reformulation process
[21]–[23], any added variable results from the basic operations between two (including possibly the
same) original variables or added variables. Hence, based on the basic operations, there are at most n2
combinations of these variables, given that there are n variables in the original problem (5). Therefore,
the number of added variables in the symbolic reformulation is bounded as O(n2). In the remainder of
this section, we present the V-SBB to solve the equivalent problem.
Algorithm 1 Variant of Spatial Branch-and-Bound (V-SBB)
Step 1: Initialize φu :=∞ and L to a single domain
Step 2: Choose a subregion R ∈ L using least lower bound rule
if L = ∅ then Go to Step 6
if for chosen region R, φR,l is infeasible or φR,l ≥ φu −  then Go to Step 5
Step 3: Obtain the upper bound φR,u
if upper bound cannot be obtained or if φR,u > φu then Go to Step 4
else φu :=φR,u and, from the list L, delete all subregions S ∈ L such that φS,l ≥ φu − 
if φR,u − φR,l ≤  then Go to Step 5
Step 4: Partition R into new subregions Rright and Rleft
Step 5: Delete R from L and go to Step 2
Step 6: Terminate Search
if φu =∞ then Problem is infeasible
else φu is -global optimal
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A. Our Variant of Spatial Branch-and-Bound
The proposed spatial branch-and-bound method is a variant of the method proposed in [21] and is
primarily tuned for solving our optimization problem (16) that is also the solution of (5). Our algorithm
is different from [21] because
• We do not use any bounds tightening steps as it does not always guarantee faster convergence [24]
and in case of our problem slowed down the process.
• By eliminating the bounds tightening step, we do not need to calculate the lower bound φR,l again
separately and utilize the lower bound obtained in Step 2 for the chosen region R, hence reducing
the computational complexity of the algorithm.
Algorithm 1 provides an overview of the steps involved in spatial branch-and-bound algorithm. We
describe some of the steps in Algorithm 1 in detail below.
Step 2: There are a number of approaches that can be used to choose a subregion R from L [25]. Here
we use the least lower bound rule, i.e., we choose a subregion R ∈ L that has the lowest lower bound
among all the subregions, since it is a widely used and well researched method. The lower bound can
be obtained by solving a convex relaxation of the problem in (16). As our optimization problem in (5)
and (16) contains only bilinear and linear fractional terms, we use McCormick linear over-estimators and
under-estimators [26] (see Appendix C) to obtain a convex relaxation of all such terms. The resulting
problem is then a Mixed Integer Linear Programming (MILP) problem that we solve using the SCIP
solver [11]. The SCIP solver is a faster and well known solver for MILP problems. The subregion with
lowest lower bound is then used as the region to explore for an optimum. The chosen regions’ lower
bound is used as φR,l. If the convex relaxation is infeasible or if the obtained lower bound is higher than
the existing upper bound φu of the problem, we fathom or delete the current region by moving to step 5.
Step 3: In step 3, we calculate the upper bound φR,u for the subregion R chosen in Step 2. This can
be done in a number of ways (see [21]), here we use local MINLP solver such as Bonmin [8] to obtain
a local minimum for the subregion as it performed better in terms of time than using local non-linear
programming optimization with fixed discrete values or added discreteness constraints in our simulation
settings. If the upper bound for the region φR,u cannot be obtained or if it is greater than φu then we
move to Step 4 to further divide the region and search further for a better solution. Otherwise we set it as
the current best solution φu and delete all the subregions whose lower bound is greater than the obtained
upper bound since all such regions cannot contain the -global optimal solution. If the difference between
the upper and lower bound for the region is within the ε-tolerance, the current subregion need not to be
searched further, then we delete the current subregion by going to step 5, otherwise we move to step 4
17
for further searching in the space.
Step 4: Step 4 also known as the branching/partitioning step helps in partitioning/dividing a region to
further refine the search for solution. In branching step, we select a variable for branching/partitioning
as well as the value of the variable at which the region is to be divided. There are a number of different
rules and techniques that can be used for branching (see [25] for detailed discussion). Here we use the
variable selection and value selection rule specified in [22], since it has been found efficient for our
problem [22].
We branch on the variable that causes the maximum reduction in the feasibility gap between the solution
of convex relaxation (solution of Step 2) and the exact problem. To do so, the approximation error for
the bilinear and linear fractional terms in (16) is calculated using (13a) and (13b) respectively where S2
means the value of the variable obtained in Step 2. The variable with the maximum approximation error
of all is chosen as the branching variable as that tightens the gap between the relaxation and the exact
problem [22]. This results in two candidate variables for branching i.e. wi and wj . If one of the variables
is discrete (binary in our case) and the other is continuous then choose the discrete variable since it will
result only in finite number of branches. However, if both variables are of the same type (either binary
or continuous), then the branching variable is chosen using (14) i.e. we choose the variable wb that has
its value wRb closer to its range’s midpoint. However, we first need to obtain the branching value for
the candidate variables w∇bc (the value at which to branch). w
∇
bc should be between the upper and lower
bounds of the variable in the region i.e. w∇,lbc < w
∇
bc < w
∇,u
bc . The rules for the choice of the branch point
have been set in [22], however we restate them here for sake of completeness.
• Set w∇bc to the value obtained in Step 2, i.e., w
∇
bc := w
S2
bc .
• If any feasible upper bound φu = φ(w∗bc) has been obtained and w
∇,l
bc < w
∗
bc < w
∇,u
bc , then w
∇
bc := w
∗
bc
and stop the search for the value.
• If step 4 provided an upper bound φR,u for the subregion R, then w∇bc := wRbc.
After obtaining the branch point value, we have all the parameters required for (14) and can then choose
the variable for branching.
Eijkbt = |wS2k − wS2i wS2j | ∀(i, j, k) ∈ Tbt (13a)
Eijklft =
∣∣∣∣wS2k − wS2iwS2j
∣∣∣∣ ∀(i, j, k) ∈ Tlft (13b)
wb = arg min
{∣∣∣∣0.5− ( w∇i − wR,li
wR,ui − wR,li
)∣∣∣∣, ∣∣∣∣0.5− ( w∇j − wR,lj
wR,uj − wR,lj
)∣∣∣∣
}
(14)
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Fig. 3: Candidate network topologies used in the experiments: (a) one sink node and one leaf node; (b)
one sink node and two leaf nodes; (c) one sink node, one intermediate node and two leaf nodes; and (d)
one sink node, two intermediate nodes and four leaf nodes.
We partition the subregion R into Rright and Rleft and add Rright, Rleft into our region list L. Then we
move to Step 5 and delete the subregion R from the list L.
B. Convergence of Spatial Branch-and-Bound
The spatial branch-and-bound method guarantees convergence to -global optimality, which has been
proven in [24]. However, for sake of completeness, we restate the proof in the Appendix D.
V. EVALUATION
We evaluate the performance of our communication, compression and caching (C3) joint optimization
framework through a series of experiments on several network topologies as shown in Figure 3. Our
goal is to analyze the performance of C3 and assess the improvement in energy efficiency that can be
achieved by jointly considering C3 costs when compared with C2. While highlight the performance gain
is valuable, characterizing the performance of C3 in different settings and parameters, and obtaining the
optimal caching location and data compression rate is also of great significance. We also compare the
performance of our V-SBB algorithm with some other well-known solvers.
The highlights of the evaluation results are:
• Our C3 joint optimization framework improves energy efficiency by as much as 88% compared
to the C2 optimization over communication and computation, or communication and caching. This
shows the significance of jointly considering C3 energy costs.
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• The improvement in energy efficiency with C3 framework increases with an increase in the number
of requests and the network size. Furthermore, data of nodes that had largest number of requests
Rk’s are cached at the sink node or closer to the sink node.
• While comparing different MINLP solvers, V-SBB algorithm can obtain an -global optimal solution
in most situations. We vary the network parameters and find that V-SBB is able to obtain a feasible
solution in all settings. SCIP, Baron, Bonmin and Antigone are faster in obtaining solutions. However,
they are either not able to obtain solutions in all the settings or they provide an objective value higher
than our algorithm particularly for lower values of γ.
A. Methodology
Our primary goal is to highlight the improvement in energy efficiency that is achieved using the C3
framework when compared with C2. We define the energy efficiency as:
E = E
total∗(C2)− Etotal∗(C3)
Etotal∗(C2)
× 100%, (15)
where Etotal∗(C3) and Etotal∗(C2) are the optimal energy costs under the C3 optimization framework in (5)
and the C2 optimization, respectively. E reflects the reduction of energy efficiency for the C3 over the C2
optimization. While, the increase in energy efficiency using C3 framework is noteworthy, characterizing
the magnitude of the improvement and the parameters that significantly impact the energy efficiency is
important. Such characterization can help in identifying the operation regions for the network and then
accordingly devising heuristic algorithms for specific operation regions. We also compare the performance
of V-SBB with other MINLP solvers and show that it performs comparably with other MINLP solvers
for our C3 framework.
Setup: We implement V-SBB in Matlab on a Core i7 3.40 GHz CPU with 16 GB RAM. The candidate
MINLP solvers in this work include Bonmin, NOMAD and GA, which are implemented with Opti-
Toolbox [28]. We summarize the characteristics of these solvers in Table II. Note that these solvers
can be applied directly to solve the original optimization problem in (5), while our V-SBB solves the
equivalent problem. The reformulations needed are executed by a Java based module and we derive
the bounds on the auxiliary variables. We also relax the integer constraint in (5) to obtain a non-linear
programming problem, which is solved by IPOPT [29] and use it as a benchmark for comparison. V-
SBB terminates when -optimality is obtained or a computation timer of 400 seconds expires. We take
 = 0.001 in our study. If the timer expires, the last feasible solution is taken as the best solution.
For cases, where no solution is obtained within the specified timer, we increase the timer limit to 7200
seconds. Our simulation parameters are provided in Table III, which are the typical values used in the
literature [1], [17], [30].
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TABLE II: Characteristics of the solvers used in this paper
Solver Characteristics
Bonmin [8] A deterministic approach based on Branch-and-Cut method that solves relaxation problem with
Interior Point Optimization tool (IPOPT), as well as mixed integer problem with Coin or Branch
and Cut (CBC).
NOMAD [9] A stochastic approach based on Mesh Adaptive Direct Search Algorithm (MADS) that guarantees
local optimality. It can be used to solve non-convex MINLP and has a relatively good performance.
GA [27] A meta-heuristic stochastic approach that can be tuned to solve global optimization problems. We
use Matlab Optimization Toolbox’s implementation.
SCIP [11] One of the fastest, non-commercial, deterministic global optimization solver that uses branch-and-
bound algorithm for solving MINLP problems.
Baron [10] A deterministic global solver for MINLP problems that relies on Branch and Cut approach for solving
MINLP problems.
Antigone [12] A deterministic global solver for MINLP problems that relies on special structure of the problem and
uses Branch and Cut approach to solve the problem.
TABLE III: Parameters used in simulations
Parameter Value Parameter Value (Joules)
yk 1000 εvR 50 × 10−9
Rk 100 εvT 200 × 10−9
wca 1.88 × 10−6 εcR 80 × 10−9
T 10s γ [1,
∑
k∈K yk]
B. Efficacy of the C3 Framework
Figure 4 shows the increase in energy consumption with increase in the number of requests in different
network and compression settings. We observe that as the number of requests increases, the total energy
cost increases, as reflected in Remark 1. An important observation is that the initial increase in the energy
cost is large. However, when the data are cached (number of requests ≈ 40), the slope decreases. This is
because the transmission cost is usually much larger than the caching cost (using the energy proportional
model for caching [5]) and once the data are cached, the cached copy is used to satisfy other requests.
For the energy efficiency, we compare the total energy costs under joint C3 optimization with those
under C2 optimization. We consider two cases for the C2 optimization: (i) C2o (Communication and
Computation), where we set Sv = 0 for each node to avoid any data caching; (ii) C2a (Communication
and Caching), where we set γ =
∑
k∈K yk, which is equivalent to δv = 1, ∀v ∈ V , i.e., no computation.
Comparison between C3, C2o and C2a is shown in Figure 5. For the parameters that we used in
simulation, the energy cost for the C3 joint optimization is lower than that for C2o optimization for
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Fig. 4: Total Energy Costs vs. Number of Requests.
TABLE IV: The Best Solution to the Objective Function (Obj.) and Convergence time for two nodes
network
Solver
γ = 1 γ = 250 γ = 500 γ = 750 γ = 1000
Obj. Time (s) Obj. Time (s) Obj. Time (s) Obj. Time (s) Obj. Time (s)
Bonmin 0.010 0.076 0.018 0.07 0.026 0.071 0.032 0.077 0.039 0.102
NOMAD 0.012 1.036 0.038 0.739 0.033 0.640 0.038 0.203 0.039 0.263
GA 0.010 0.286 0.018 2.817 0.026 7.670 0.042 11.020 0.064 3.330
V-SBB 0.010 18.231 0.018 17.389 0.026 12.278 0.032 7.327 0.039 19.437
SCIP Inf 0.07 0.0012 0.07 0.005 0.05 0.011 0.087 0.039 0.05
Baron 0.01 0.91 0.018 0.79 0.026 0.77 0.032 0.87 0.039 0.49
Antigone 0.01 0.195 0.018 0.18 0.026 0.175 0.032 0.19 0.039 0.2
the same parameter setting. This highlights the improvement that can be achieved using C3 framework.
In other words, although C3 incurs caching costs, it may significantly reduce the communication and
computation, which in turn brings down total energy cost. Similarly, C3 optimization outperforms C2a.
Using Equation (15), energy efficiency improves by as much as 88% for the C3 framework when compared
with the C2 formulation. These trends are observed in other candidate network topologies. Figure 6 shows
the improvement that C3 brings in comparison with C2 for a two nodes network. Using Equation (15),
22
TABLE V: The Best Solution to the Objective Function (Obj.) and Convergence time for seven nodes
network
Solver
γ = 1 γ = 1000 γ = 2000 γ = 3000 γ = 4000
Obj. Time (s) Obj. Time (s) Obj. Time (s) Obj. Time (s) Obj. Time (s)
Bonmin 0.0002 0.214 0.039 0.164 0.078 0.593 0.117 0.167 0.156 0.212
NOMAD 0.004 433.988 0.121 381.293 0.108 203.696 0.158 61.093 0.181 26.031
GA 0.043 44.538 0.096 30.605 0.164 44.970 0.226 17.307 0.303 28.820
V-SBB 0.0001 1871.403 0.039 25.101 0.078 30.425 0.117 23.706 0.156 19.125
SCIP NC 5901.7 NC 7200 NC 4829.4 NC 7200 0.156 1.37
Baron 0.0002 00.74 0.039 1002.14 0.078 7200 0.117 3.41 0.156 0.15
Antigone 0.0002 3.57 0.039 0.38 0.081 0.34 0.117 0.32 0.156 0.13
energy efficiency improves by as much as 70% for the C3 framework when compared with the C2
formulation. The results for three nodes and four nodes networks are presented in Tables VIII and IX.
Remark 4. Note that the above results are based on parameter values typically used in the literature,
as shown in Table III. From our analysis, it is clear that the larger the ratio between εvT and εvR, εvC ,
the larger will be the improvement provided by our C3 formulation.
C. Comparison of Solvers
We compare the performance of our proposed V-SBB with other MINLP solvers in terms of:
1) The Best Solution to the Objective Function: We compare the performance of V-SBB with three
other candidate solvers for the networks in Figure 3. The results for two nodes and seven nodes networks
are presented in Tables IV and V. We observe that V-SBB, Bonmin, SCIP, Antigone, and Baron achieve
comparable objective function value for larger values of γ, while V-SBB outperforms other algorithms for
lower values of γ (discussed in detail later). Furthermore, Bonmin and SCIP cannot generate a feasible
solution even if it exists for some cases. Particularly, for Bonmin, there are a number of probable reasons
for such a problem: a) For MINLP problems with non-convex functions, Bonmin relies on heuristic
options and does not guarantee -global optimality [31]. The heuristics can cause such problems; b)
The Branch-and-Cut method, used by Bonmin, is based on outer-approximation (OA) algorithm [32].
For the MINLP with non-convex functions, OA constraints do not necessarily result in valid inequalities
for the problem. Hence Bonmin’s Branch-and-Cut method sometimes cuts regions where a lower value
exists. NOMAD and GA in general yield a higher objective-function value than V-SBB does. This is
because both NOMAD and GA are based on a stochastic approach which cannot guarantee convergence
to the -global optimum. Similar trends are observed for three and four node networks.
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TABLE VI: Infeasibility of Bonmin for networks in Figure 3
Networks (a) (b) (c) (d)
# of test values 1000 2000 2000 4000
# of infeasible solutions 0 0 1 216
Infeasibility (%) 0 0 0.05 5.4
2) Convergence Time: The time taken to obtain the best solution is important in practice. The amount
of time that an algorithm requires to obtain its best solution as discussed in Section V-C1 are shown
in Tables IV and V for the two nodes and seven nodes networks, respectively. It can be seen that
Bonmin, Antigone, Baron and SCIP (when it is able to provide a solution) are the fastest methods.
However, Bonmin, SCIP and Baron sometimes cannot find a solution although it exists.V-SBB takes
longer to obtain a better solution, because our reformulation introduces auxiliary variables and additional
linear constraints. Different applications can tolerate various degrees of algorithm speed. For the sample
networks and applications under consideration, the speed of V-SBB is considered to be acceptable [25].
3) Stability: From the analysis in Sections V-C1 and V-C2, we know that Bonmin is faster but unstable
in some situations. We further characterize the stability of Bonmin with respect to the threshold value
of QoI γ as follows. Specifically, we fix all other parameters in Table III, and vary only the maximal
possible value of γ in different networks. The results are shown in Table VI. For each maximal value,
we test all the possible integer values of γ between 1 and itself. Hence, the number of tests equals the
maximal value. We see that the number of instances where the Bonmin method fails to produce a feasible
solution increases as the network size increases.
Furthermore, Bonmin, Baron and Antigone can provide a feasible solution for smaller values of γ at
a faster time, we observe that the value of the solution is larger than that of V-SBB. We compare the
performance of V-SBB with these algorithms for smaller values of γ in Table VII. We see that V-SBB
outperforms Bonmin, Antigone and Baron by as much as 52.45%, 50%, and 50%, respectively when
searching for an -global optimum, though it requires more time. The timer is set to 7200s for results
shown in Table VII. Results for three node and four node networks are given in Tables VIII and IX
respectively. SCIP, for certain instances of the three node network, provides the lowest objective function
value. However, for majority of the cases, we observe similar trends like Tables IV and V.
VI. CONCLUSION
We have investigated energy efficiency tradeoffs among communication, computation and caching with
QoI guarantee in distributed networks. We first formulated an optimization problem that characterizes
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TABLE VII: Comparison between V-SBB and Bonmin for smaller values of γ in seven node network
Solver
γ =1 γ=3 γ =5 γ =8 γ =50
Obj. Time (s) Obj. Time Obj. Time Obj. Time Obj. Time
Bonmin 0.0002 0.214 0.0003 0.211 0.0003 0.224 0.0005 0.23 0.0021 0.364
Antigone 0.0002 3.57 0.000317 2.47 0.000395 6.53 0.000512 15.61 0.002153 2.71
Baron 0.0002 0.74 0.00031 4846 0.00039 7200 0.005 7200 0.0021 7200
V-SBB 0.00011 1871 0.00015 2330 0.00019 1243 0.00047 1350 0.0020 3325
Improvement over Bonmin
(%)
52.45 49.43 50.30 7.59 4.62
Improvement over Antigone
(%)
50 52.72 51.92 8.27 7.08
Improvement over Baron
(%)
50 51.61 51.28 6 4.79
TABLE VIII: The Value of Objective Function (Obj.) and Convergence Speed for three node network
Solver
γ = 1 γ = 500 γ = 1000 γ = 1500 γ = 2000
Obj. Time (s) Obj. Time (s) Obj. Time (s) Obj. Time (s) Obj. Time (s)
Bonmin 0.005 0.26 0.01 0.14 0.019 0.10 0.028 0.10 0.0383 5.56
NOMAD 0.045 12.42 0.025 11.14 0.033 9.30 0.029 46.41 0.038 5.45
GA 0.005 0.69 0.025 26.11 0.019 16.85 0.034 40.56 0.044 10.34
V-SBB 0.005 46.1 0.019 45.34 0.019 8.1 0.028 56.3 0.0383 12.2
SCIP 0.00005 4.96 0.000056 0.16 0.000054 0.18 0.028 0.07 0.038 0.05
Baron 0.005 0.1 0.01 0.09 0.019 0.09 0.028 0.1 0.0383 0.1
Antigone 0.005 0.11 0.01 0.09 0.019 0.08 0.028 0.21 0.038 1.51
these energy costs. This optimization problem belongs to the non-convex class of MINLP, which is hard
to solve in general. We then proposed a variant of the spatial branch-and-bound (V-SBB) algorithm,
which can solve the MINLP with -optimality guarantee. Finally, we showed numerically that the newly
proposed V-SBB algorithm outperforms the existing MINLP solvers, Bonmin, NOMAD and GA. We also
observed that C3 optimization framework, which to the best of our knowledge has not been investigated
in the literature, leads to an energy saving of as much as 88% when compared with either of the C2
optimizations which have been widely studied.
Going further, we aim to extend our results in two ways. The first is to refine and improve the symbolic
reformulation to reduce the number of needed auxiliary variables in order to shorten the algorithm
execution time. Second, since many networking problems involve the optimization of both continuous
and discrete variables as in this work, we plan to apply and extend the newly proposed V-SBB to solve
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TABLE IX: The Value of Objective Function (Obj.) and Convergence Speed for four node network
Solver
γ = 1 γ = 500 γ = 1000 γ = 1500 γ = 2000
Obj. Time (s) Obj. Time (s) Obj. Time (s) Obj. Time (s) Obj. Time (s)
Bonmin 0.002 0.36 0.02 0.11 0.039 0.11 0.06 0.10 0.08 0.16
NOMAD 0.003 112.5 0.023 97.68 0.04 59.86 0.06 52.8 0.10 2.28
GA 0.004 1.01 0.02 24.94 0.04 13.02 0.12 27.7 0.14 35.33
V-SBB 0.02 400 0.02 400 0.039 400 0.071 400 0.078 400
SCIP 0.002 7.05 0.02 1999.4 0.0004 2.00 0.009 0.43 0.04 0.16
Baron 0.002 0.52 0.02 2.69 0.039 0.89 0.06 0.16 0.078 0.1
Antigone 0.002 21.2 0.02 0.26 0.042 0.18 0.06 0.1 0.078 0.08
those problems.
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APPENDIX A
min
w
wf
s.t.
∑
k∈K
ykw
C1
k,j ≥ γ,
∑
k∈Cv
ykw
C2
k,i ≤ Sv,∀ v ∈ V,
h(k)∑
i=0
bk,i ≤ 1,∀k ∈ K,
bk,i ∈ {0, 1},∀k ∈ K, i = 0, · · · , h(k),
wl ≤ w ≤ wU , ∀k ∈ K, i = 0, · · · , h(k),
wbk,i = δk,i × wk,a, ∀k ∈ K, i = 0, · · · , h(k),
wfk,i =
wk,a
δk,i
, ∀k ∈ K, i = 0, · · · , h(k),
ykbk,i − wC
′′
2
k,i = 0, ∀k ∈ K, i = 0, · · · , h(k),
wC2k,i = w
C′′2
k,i × wC
′
2
k,β , ∀k ∈ K, i = 0, · · · , h(k),
i−1∑
j=0
bk,j − w˜k,i = 0, ∀k ∈ K, i = 0, · · · , h(k),
wk,i = wk,a × w˜k,i, ∀k ∈ K, i = 0, · · · , h(k),
wbk,i = w
b
k,i × w˜k,i, ∀k ∈ K, i = 0, · · · , h(k),
wfk,i = w
f
k,i × w˜k,i, ∀k ∈ K, i = 0, · · · , h(k),
h(k)∏
m=i+1
δk,m = wk,h(k)− 2− i︸ ︷︷ ︸
a
=

δk,h(k) × δk,h(k)−1, ∀a = 0
wk,a−1 × δk,m, m+ a = h(k)− 1
δk,h(k), ∀i = h(k)− 1,
h(k)∏
i=0
δk,i = w
C1
k,h(k)− 1︸ ︷︷ ︸
j
=

δk,h(k) × δk,h(k)−1, ∀j = 0
wC1k,j−1 × δk,j+1, ∀j = 1 · · ·h(k)− 1
δk,h(k), ∀i = h(k),
h(v)∏
j=h(k)
δk,j = w
C′2
k,τ − 2︸ ︷︷ ︸
β
=

δk,h(k) × δk,h(k)−1, ∀β = 0
wC1k,j−1 × δk,j+1, ∀β > 0
δk,h(k), ∀β < 0,
wf =
∑
k∈K
h(k)∑
i=0
yk
((
εkRwk,a + εkTw
b
k,i + εkCw
f
k,i − εkcwka
)
+A+B
)
,
A = εkRRkwk,a + εkTw
b
k,i + εkcRkw
f
k,i − εkCRkwk,a − εkRwk,a − εkTwbk,i − εkCwfk,i + εkCwk,a,
B = −εkRRkwk,i − εkTRkwbk,i − εkcRkwfk,i + εkCRkwk,i + εkRwk,i + εkTwbk,i + εkCwfk,i − εkCwk,i.
(16)
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TABLE X: Symbolic Reformulation Rules defined in [7] where X stands for expression, C stands for
Constant and V stands for variable
Left Subtree Class Right Subtree Class Binary Operator New Variable Definition New Linear
Constraint
Binary Tree
Class
C C
± C
× C
÷ C
V C
± X
× X
÷ X
X C
± X
× X
÷ X
C V
± X
× X
÷ Linear Fractional V
V V
± X
× Bilinear V
÷ Linear Fractional V
X V
± X
× Bilinear Left X
÷ Linear Fractional Left X
C X
± X
× X
÷ Linear Fractional Right V
V X
± X
× Bilinear Right V
÷ Linear Fractional Right V
X X
± X
× Bilinear Left, Right V
÷ Linear Fractional Left, Right V
APPENDIX B
A. Symbolic Reformulation
The first step of the symbolic reformulation is to represent the algebraic expression (objective function
and constraints) using a binary tree as shown in Figure 7. Symbolic reformulation transforms the algebraic
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Fig. 7: Binary Tree representation for algebraic expression bkw + ak
expression represented as binary tree into a set of linear constraints that might involve some newly
introduced variables. As our optimization problem (5) contains bilinear and linear fractional terms, the
newly introduced auxiliary variables are therefore either products or ratios of other variables i.e. wi ≡
wjwk and wi ≡ wjwk . The rules for efficiently3 achieving such transformation are presented in [7] part of
which we restate in the Table X. We create binary tree for representing the algebraic expressions and
assign the leaf nodes a class that can be either a constant (C), an expression (X), or a variable (V). If
we are at some intermediate node that represents a multiplication operation, and both its right and left
child nodes are of class expression (X), then the reformulation would require us to introduce two linear
constraints (for both right and left node explained) as well as introduce new bilinear auxiliary variable.
min
w
wf
s.t. Aw = b,
wl ≤ w ≤ wU ,
wk ≡ wiwj , ∀(i, j, k) ∈ Tbt,
wk ≡ wi/wj , ∀(i, j, k) ∈ Tlft. (17)
All the linear constraints are added into the constraint Aw = b in (17) while the variables introduced
are added into the vector w and depending on its type (either bilinear or linear fractional) its definition is
added into either Tbt or Tlft. After such reformulation, we obtain (17). The new variable vector w consists
of continuous and discrete variables in the original MINLP, as well as other auxiliary variables introduced
as a result of reformulation. The objective function wf is a single auxiliary variable. This reformulation
3Keeping the number of newly introduced variables to minimum
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ensures that the new objective function and first constraint in (17) are linear, and all non-convexities and
non-linearities in the original MINLP are absorbed by the sets Tbt and Tlft.
B. Linear Constraint and Variable Creation
As seen in Table X, certain arithmetic operations during the symbolic reformulation require creation of
new linear constraints and introduction of new variables. This can be easily explained by an example. Let
the parent node (any intermediate node that has 2 child nodes) represent a multiplication operation, the
left subtree (child) be abc (expression where a,b are constants and c is a variable) and the right subtree
be d (variable), then using the rules in the Table X, we need to introduce a new linear constraint (for
the left subtree) and then a bilinear variable. So the linear constraint would be abc − w(i) = 0 where
w(i) is the ith auxiliary variable introduced. The bilinear variable that has to be introduced would be
w(i+ 1) ≡ w(i)d where d is the variable in the original right subtree. The linear constraint will become
part of of Aw = b in (17) while w(i+1) will be part of the set of binary terms Tbt If the intermediate node
was a division operation, then we introduce the linear constraint just like we did for the multiplication
operation, however we follow that by adding a linear fractional term w(i+ 1) ≡ w(i)d . This is a recursive
process and is repeated until all the terms in our objective function as well constraints are reformulated.
Note that symbolic reformulation does not affect the linear terms in the original problem (5). Using this
process, we reformulate (5) into (16) that can then be used with V-SBB.
APPENDIX C
A. Bilinear Terms
The McCormick linear overestimator and underestimator for bilinear terms with form wk ≡ wiwj are
given by (18) and (19), respectively.
wk ≤ wliwj + wujwi − wliwuj ,
wk ≤ wui wj + wljwi − wui wlj . (18)
wk ≥ wliwj + wljwi − wliwlj ,
wk ≥ wui wj + wujwi − wui wuj . (19)
B. Linear Fractional Terms
The linear overstimator and underestimator for a linear fractional term withform wk ≡ wiwj are similar
to the overstimator and underestimator of bilinear terms given in (18) and (19). We first transform the
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linear fractional term into bilinear term, i.e., wi ≡ wkwj and then we can use (20) and (21) for the the
linear overstimator and underestimator, respectively.
wi ≤ wlkwj + wujwk − wlkwuj ,
wi ≤ wukwj + wljwk − wukwlj . (20)
wi ≥ wlkwj + wljwk − wlkwlj ,
wi ≥ wukwj + wujwk − wukwuj . (21)
The advantage of such linear understimator and overestimator is that even if the original problem is a
non-convex MINLP, the relaxed problem will be an MILP which is comparatively easy to solve.
APPENDIX D
For the completeness, we present the following proofs for the convergence of spatial branch-and-bound
[24], which work for our V-SBB.
Definition 2. Let Ω ⊆ Rn. A finite family of sets S is a net for Ω if it is pairwise disjoint and it covers
Ω.
Definition 3. A net S ′ is a refinement of the net S if there are finitely many pairwise disjoint s′i ∈ S ′
such that s =
⋃
i s
′
i ∈ S and s /∈ S.
Definition 4. Let Mn be an infinite sequence of subsets of x such that Mi ∈ Si. Mn is a filter for Sn
if ∀i ∈ NMi ⊆Mi−1 where M∞ =
⋂
i∈N Mi be the limit of the filter.
Definition 5. Let x ⊆ Rn and f(x) be the objective function of an MINLP problem then a spatial
branch-and-bound algorithm would be convergent if γ∗ = inf f(x) = lim
k→∞
γk .
Definition 6. A selection rule is exact if
1) The infinimum objective function value of any region that remains qualified during the whole
solution process is greater than or equal to the globally optimal objective function value, i.e.,
∀M ∈
∞⋂
k=1
Rk(inf f(x ∩M) ≥ γ∗)
2) The limit M∞ of any filter Mk is such thatinf f(Ω ∩M) ≥ γ∗ where Ω is the feasible set.
Theorem 4. A Spatial branch-and-bound algorithm using an exact selection rule converges.
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Proof. Proof by contradiction:
Let there be x ∈ Ω with f(x) < γ∗. Let x ∈ M with M ∈ Rn for some n ∈ N. Because of the
first condition of exactness of selection rule, the filter M cannot remain qualified forever. Furthermore,
unqualified regions may not, by hypothesis, include points with better objective function values than
the current incumbent γk. Hence M must necessarily be split at some iteration n′ > n so x belongs
to every Mn in some filter {Mn}, thus x ∈ Ω ∩M∞. By condition 2 of exactness of selection rule,
f(x) ≥ f(Ω ∩M∞) ≥ γ∗. The result follows.
