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THE GENERALIZED MANGASARIAN-FROMOWITZ CONSTRAINT
QUALIFICATION AND OPTIMALITY CONDITIONS FOR BILEVEL
PROGRAMS
STEPHAN DEMPE AND ALAIN B. ZEMKOHO
ABSTRACT. We consider the optimal value reformulation of the bilevel programming
problem. It is shown that the Mangasarian-Fromowitz constraint qualification in terms
of the basic generalized differentiation constructions of Mordukhovich, which is weaker
than the one in terms of Clarke’s nonsmooth tools, fails without any restrictive assump-
tion. Some weakened forms of this constraint qualification are then suggested, in order
to derive Karush-Kuhn-Tucker type optimality conditions for the aforementioned problem.
Considering the partial calmness, a new characterization is suggested and the link with the
previous constraint qualifications is analyzed.
1. INTRODUCTION
The optimistic bilevel programming problem is an hierarchical optimization problem,
where the so-called upper level problem is defined as
min F(x; y) s.t. (x; y) 2 X Rm; y 2 	(x); (1.1)
with X being a closed subset of Rn and 	(x) the solution set of the following parametric
optimization problem called lower level problem:
min f(x; y) s.t. y 2 K(x): (1.2)
The functions F; f : Rn  Rm ! R are continuous and throughout the paper, X and K(x)
will be taken respectively as:
X := fxjG(x)  0;H(x) = 0g and K(x) := fyjg(x; y)  0; h(x; y) = 0g;
where the functions G : Rn ! Rk, H : Rn ! Rl, g : Rn Rm ! Rp and h : Rn Rm !
Rq are also continuous.
If we assume that problem (1.1) has at least one feasible point, then a reformulation of
this problem as a one level optimization problem is possible as:
min F(x; y) s.t. x 2 X; y 2 K(x); f(x; y)  '(x); (1.3)
where the optimal value function ' is defined by
'(x) := minff(x; y)jy 2 K(x)g:
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Problem (1.3) is called the optimal value reformulation of problem (1.1). The two problems
are globally and locally equivalent [1]. Our main concern in this paper is to derive KKT
type optimality conditions for problem (1.3).
For many years now, most of the work on bilevel programming has been focussed on
the KKT reformulation of (1.1). To obtain this reformulation, the lower level problem is
replaced by its KKT conditions under the assumptions that the problem be convex and an
appropriate constraint qualification be satisfied. Not only the KKT reformulation is not
equivalent to the initial problem (1.1) for local solutions, but it is more demanding in terms
of differentiation. In fact, deriving first order necessary optimality conditions for (1.1)
using the KKT reformulation usually requires the computation of second order derivatives
for the functions defining the lower level problem. More details on how to derive necessary
optimality conditions for (1.1) using the KKT reformulation can be found in [2, 3, 4, 5].
The price to pay for the optimal value reformulation (1.3) is due to the nature of the
optimal value function itself, which is source of nonsmoothness and the failure of well-
known constraint qualifications like the Mangasarian-Fromowitz constraint qualification
(MFCQ), the linear independence constraint qualification (LICQ) and the Slater constraint
qualification. Already in 1995, Ye and Zhu [6] showed that the nonsmooth version, in
terms of Clarke’s generalized subdifferential of the MFCQ, fails for problem (1.3). In
the same work, these authors introduced the weaker constraint qualification (CQ) named
partial calmness after the stronger concept of calmness introduced by Clarke [7]. Using
the Clarke subdifferential, necessary optimality conditions of KKT type where derived in
[6, 8] under the partial calmness. Also Ye [9] extended the Abadie, Kuhn-Tucker, Zangwill,
Arrow-Hurwicz-Uzawa, weak reverse and weak Slater constraint qualifications to prob-
lem (1.3). KKT type optimality conditions were then derived for problem (1.3) using the
Michel-Penot subdifferential. Recently again Ye [10] considered problem (1.3), where the
constraint function f(x; y) - '(x) was replaced by a new function  (x; y) Lipschitz con-
tinuous near the optimal solution, thus exempting some common requirements on the lower
level problem. Also the KKT optimality conditions were then derived in terms of Clarke’s
subdifferential under some of the CQs already used in [9].
Necessary optimality conditions for problem (1.3), of the KKT type, were also obtained
recently by Babahadda and Gadhi [11] using convexificators. The constraint qualification
used here is in the line of the regularity condition introduced in [12] using the concept of
approximation, which is a nonsmooth differentiation tool.
More recent on the subject is the work of Dempe et al. [13]. In this paper, optimality
conditions of KKT type are obtained for problem (1.3) with some new features, that is
without dependence of the conditions on the partial derivatives of the lower level objective
function with respect to the parameters from the upper level problem. It is important to
mention that this has been possible thanks to the inner semicontinuity of 	 required for the
estimation of the subdifferential of '. In fact, for most of the previous works (see e.g. [2])
on the subject upper semicontinuity has been used. Again the partial calmness was used
here as constraint qualification.
In the present paper, we come back to the MFCQ. First we show that the Mordukhovich
version of this CQ fails to hold for problem (1.3). Then, based on some works by Henrion
and Outrata [14] and Henrion et al. [15] in the framework of the calmness of set-valued
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mappings, we observe that it is possible to weaken the MFCQ in order to derive KKT type
optimality conditions for problem (1.3) using the basic subdifferential of Mordukhovich.
Later in the paper we also suggest new sufficient conditions for the partial calmness based
on a more general notion of the weak sharp minimum.
The rest of the paper is organized as follows. In next section, we recall some definitions
of the nonsmooth tools needed in this work. The preliminaries are mainly concerned with
relevant properties of the basic differentiation tools (i.e. the normal cone, subdifferential
and coderivative) of Mordukhovich. Also of importance are some Lipschitz properties of
multifunctions. In Section 3, we investigate a direct approach to optimality for problem
(1.3) using the mentioned weakened form of the MFCQ. Section 4 is devoted to KKT
conditions for (1.3) using the exact penalization. Also in this section we give new sufficient
conditions for the partial calmness, which in some sense is equivalent to the partial exact
penalization for problem (1.3).
In Section 5, we consider the strong stability in the sense of Kojima, for the parametric
programming problem (1.2). We notice that the inner semicompactness of 	 and the Aubin
property of K needed to estimate the basic subdifferential of' are no longer sufficient. The
constant rank constraint qualification appears to be essential in order to derive necessary
optimality conditions of KKT type for problem (1.3), under strong stability. Throughout
the paper many examples are considered to illustrate some key points.
2. PRELIMINARIES
In this section we present the basic concepts and notations used in the paper. More details
on the material, briefly discussed here, can be found in [16, 17, 18]. We first consider some
notations: LetA be a subset ofRn, coA, clA and intA denotes the convex hull, the closure
and the interior of A, respectively. For a matrix B, B> is the transposed matrix of B and,
finally, k:k denote an arbitrary norm in Rn.
Next we assume that A be a closed subset of Rn. The contingent and Clarke’s tangent
cone to A at some point x 2 A are defined respectively by
TA(x) := fd 2 Rnj 9tk # 0; dk ! d : x+ tkdk 2 Ag;
T cA(x) := fd 2 Rnj8tk # 0; xk ! x (xk 2 A); 9dk ! d : xk + tkdk 2 Ag:
The respective normal cones, i.e. the regular and the Clarke normal cones, are obtained asbNA(x) := fd 2 Rnj hd; di  0; 8d 2 TA(x)g;
NcA(x) := fd
 2 Rnj hd; di  0; 8d 2 T cA(x)g:
Meanwhile, the basic normal cone introduced by Mordukhovich is defined as
NA(x) := fd
 2 Rnj9dk ! d; xk ! x (xk 2 A) : dk 2 bNA(xk)g:
In contrast to the regular and the Clarke normal cones, which are convex, the basic normal
cone is generally nonconvex. For this reason it cannot be polar to any tangential approxima-
tion of A [16]. But, in the context of optimality conditions, the basic normal cone presents
one major advantage: it gives sharper conditions. To see this we mention the following
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relation between the basic and the Clarke normal cones
NcA(x) = cl coNA(x); (2.1)
which shows that the basic normal cone is included in the Clarke normal cone.
For a lower semicontinuous function # : Rn ! R, the Mordukhovich (or basic) and the
Clarke subdifferential of # are, respectively, defined by
@#(x) := fx 2 Rnj (x;-1) 2 Nepi #(x; #(x))g;
@c#(x) := fx 2 Rnj (x;-1) 2 Ncepi #(x; #(x))g;
where epi # is the epigraph of #. A relation (where the closure is omitted), similar to the
one mentioned above between the basic and the Clarke normal cones, can be established
between the basic and the Clarke subdifferentials when # is Lipschitz continuous. Hence
the following convex hull property
co@(-#)(x) = -co@#(x); (2.2)
holds true when # is Lipschitz continuous. Also the basic subdifferential is nonempty and
compact in the latter case. In addition, if # is continuously differentiable, then
@#(x) = fr#(x)g:
Given a set-valued mappingM : Rn  Rm, let us denote by gphM its graph:
gphM := f(u; v) 2 Rn  Rmj v 2M(u)g:
The coderivative ofM at (x; y) 2 gphM is a positively homogeneous mappingDM(x; y) :
Rm  Rn with the values
DM(x; y)(y) := fx 2 Rnj (x;-y) 2 NgphM(x; y)g; 8y 2 Rm;
where the argument y is omitted, if M is single-valued. Moreover, for a single-valued
Lipschitzian mappingM : Rn ! Rm,
DM(x)(y) = @hy;Mi(x); 8y 2 Rm; (2.3)
with hy;Mi(x) := hy;M(x)i and @ being the basic subdifferential defined above. Again
let us mention that, if the single-valued mapping M is continuously differentiable around
x, then
DM(x)(y) = frM(x)>yg; 8y 2 Rm;
where rM(x) is the Jacobian matrix ofM.
Given a set-valued mapping M : Rn  Rm and a point x with M(x) 6= ;, we say that
M is inner semicompact at x, if and only if, for every sequence xk ! x with M(xk) 6= ;
there is a sequence of yk 2 M(xk) that contains a convergent subsequence as k ! 1: It
follows that the inner semicompactness holds whenever M is uniformly bounded around
x, i.e. there exist a neighborhood U of x and a bounded set A  Rm, such that M(x) 
A; 8x 2 U:
A set-valued mappingM : Rn  Rm satisfies the Aubin/Lipschitz-like property around
the point (x; y) 2 gphM, if and only if, there are neighborhoods U of x, V of y and a
constant L > 0, such that
d(y;M(x2))  Lkx1 - x2k; 8x1; x2 2 U; 8y 2M(x1) \ V;
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where d stands for a distance on Rm Rm. The Lipschitz modulus is the infinimum of the
numbers L satisfying Aubin’s property. Estimations of the Lipschitz modulus can be found
in [16].
A weaker concept of Lipschitz-like behavior of set-valued mappings is that of calmness,
which is satisfied at some point (x; y) 2 gphM, if and only if, there exist neighborhoods
U of x, V of y and a constant L > 0, such that
d(y;M(x))  Lkx- xk; 8x 2 U; 8y 2M(x) \ V:
The modulus of calmness ofM at (x; y) (defined in the like manner to the Lipschitz mod-
ulus) is denoted by L(M; x; y). Following the very recent work by Zheng and Ng [18],
L(M; x; y) can be computed using the inner norm. Given a positively homogeneous map-
pingM : Rn  Rm, and a cone A in Rn, the inner norm ofM on A is defined by
kMjAk- := sup
x2B\A
finf kyk : y 2M(x)g; (2.4)
where B denotes the unit ball of Rn. We have the following result from Zheng and Ng [18].
Theorem 2.1. If the set-valued mappingM : Rn  Rm is calm at (x; y), then
L(M; x; y)  lim sup
v2M(x);v!ykD
M(x; v)j-bNM(x)(v)k-:
Furthermore, if gphM is convex, then equality holds true.
This result could be very useful (see Section 4) in order to obtain the uniform calmness of
a certain family of set-valued mappings, which is sufficient to achieve the partial calmness
mentioned in the Introduction.
3. A DIRECT APPROACH TO OPTIMALITY
Consider a classical Lipschitz optimization problem
min f(x) s.t. x 2 A; g(x)  0; h(x) = 0; (3.1)
where A is a closed subset of Rn and the functions f : Rn ! R, g : Rn ! Rr and
h : Rn ! Rs are different from those considered in Section 1. Let us consider a feasible
point x of problem (3.1), then it follows from Ye and Zhu [6] that the nonsmooth MFCQ
for (3.1) at x, has the dual form:
0 2 @c(x)>+NcA(x);  2 NcD((x))

=)  = 0; (3.2)
where Nc and @c denote Clarke’s normal cone and generalized Jacobian, respectively; and
(x) := (g(x); h(x))>; D := Rr-  f0sg. Even though the Mordukhovich subdifferential
does not take its source from a directional derivative, the MFCQ in terms of the basic
generalized constructions can be defined similarly. For a feasible point x of (3.1), the
MFCQ, in terms of the basic generalized differentiation tools of Mordukhovich that we
denote by MMFCQ, is satisfied at x, if and only if
0 2 @h;i(x) +NA(x);  2 ND((x))

=)  = 0; (3.3)
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where @ and N stand for the basic subdifferential and basic normal cone, respectively. By
applying (2.3) to (3.3), the MMFCQ can be rewritten using the coderivative. The condi-
tion (3.3) is closely related to the well-known coderivative criterion of a certain set-valued
mapping; see e.g. Henrion and Outrata [14]. For more on the coderivative criterion and its
applications in nonsmooth analysis, we refer the interested reader to the books by Rock-
afellar and Wets [17] and Mordukhovich [16]. It may also be important to mention that, if
the functions g and h are continuously differentiable and the set A := Rn, then conditions
(3.2) and (3.3) coincide with the dual form of the well-known MFCQ of smooth functions
[19].
We now consider our bilevel programming problem in the optimal value reformulation
(1.3). We let

 := f(x; y)j x 2 X; y 2 K(x)g
define an abstract constraint for the problem and from here on, we define G(x; y) :=
f(x; y) -'(x): Then (1.3) has the form
min F(x; y) s.t. (x; y) 2 
; G(x; y)  0; (3.4)
and one can easily verify that the MMFCQ for (3.4) at (x; y) is
@G(x; y) \ (-N
(x; y)) = ;: (3.5)
From now on, (3.5) will also be denoted as MMFCQ. An interesting thing about the MM-
FCQ for problem (3.4), in comparison to the nonsmooth MFCQ in terms of Clarke’s
tools, is that the earlier CQ is weaker. In fact, let G be Lipschitz continuous; then, as
mentioned in Section 2, we have @G(x; y)  @cG(x; y). We also have from (2.1) that
N
(x; y)  Nc
(x; y). Hence, it follows that: @cG(x; y) \ (-Nc
(x; y)) = ; implies
@G(x; y) \ (-N
(x; y)) = ;. Next, we show that the MMFCQ is violated at any feasible
point of problem (3.4). The only condition needed here is a regularity condition, which
ensures that the sum rule is applicable to the function G + 
, where 
 is the indicator
function of the set
.
Theorem 3.1. Let (x; y) be an arbitrary feasible point of problem (3.4). Assume that
@(G + 
)(x; y)  @G(x; y) + @
(x; y); (3.6)
then the MMFCQ fails at (x; y).
Proof. Assume that (x; y) be a feasible point of (3.4). Then (x; y) 2 gph	 and it follows
that G(x; y) = 0: On the other hand, for all x 2 X, we have f(x; y)  '(x);8y 2 K(x).
It follows that G(x; y)  0;8(x; y) 2 
: That is, G(x; y) = 0  G(x; y);8(x; y) 2 
:
Hence, from (3.6), 0 2 @G(x; y) + N
(x; y) or equivalently @G(x; y) \ (-N
(x; y)) 6=
;: 
Remark 3.2. A simple situation, where (3.6) holds, is when the lower level cost function f
is continuously differentiable and the optimal value function ' is locally Lipschitz contin-
uous [16]. For more details on regularity conditions for (3.6) to hold, we refer the reader to
the books [17, 16].
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Ye and Zhu [6] proved a similar result to Theorem 3.1, in terms of the Clarke’s subdif-
ferential, under the assumption that ' be locally Lipschitz continuous and equality holds
in the estimation of Clarke’s subdifferential as given by Gauvin and Dubeau [20, Theorem
5.3]. These assumptions seem to be restrictive and our result shows that the MFCQ fails
for problem (3.4) in a broader sense.
It is possible to have a weaker CQ for problem (3.4). Recall that for a set A  Rn, the
topological boundary of A is defined as
bdA := clA n intA: (3.7)
We consider the weaker CQ closely related to MMFCQ that we denote by WMFCQ:
@G(x; y) \ (-bdN
(x; y)) = ;: (3.8)
It does not make any doubt that the WMFCQ be implied by the MMFCQ since the normal
cone N
(x; y) is closed and bdN
(x; y)  N
(x; y), cf. (3.7).
Assuming that the WMFCQ has some chances to be satisfied for problem (3.4), we can
derive KKT type optimality conditions for this problem, in a direct way under WFMFQ.
Before heading to that, the following result is crucial. For this, denote by C := f(x; y) 2

jG(x; y)  0g the feasible set of (3.4).
Lemma 3.3. Let (x; y) be a feasible point of problem (3.4). Assume that
 be convex and
G be Lipschitz continuous around (x; y). Then
NC(x; y) 
[
r0
r@G(x; y) +N
(x; y)
provided that WMFCQ holds true at (x; y).
Proof. Assume that
 be convex. Then
 is regular in the sense of Clarke, and semismooth
at (x; y). Thus the result follows from Henrion et al. [15, Theorem 4.1] and Henrion
and Outrata [14, Theorem 3.1]. For the definition of semismoothness and some related
properties, the interested reader is referred for example to [14]. 
Unless otherwise stated, we assume from now on that the functions F; G; H; f; g and h
defining problem (1.1) be continuously differentiable. The Lipschitz continuity of G can
then be achieved when ' is Lipschitz continuous. It appears that the following result due
to Mordukhovich and Nam [21] and Mordukhovich [16] be needed to ensure the Lipschitz
continuity of ' and the estimation of its basic subdifferential.
Theorem 3.4. Assume that 	 be inner semicompact at x and K satisfies Aubin’s property
around (x; y) 2 gphK, for all y 2 	(x). Then ' is Lipschitz continuous around x.
Furthermore the basic subdifferential of ' is estimated as
@'(x) 
[
y2	(x)
h [
(;)2(x;y)


rxf(x; y) +rxg(x; y)>+rxh(x; y)>
i
:
The set (x; y) of Lagrange multipliers for the lower level problem (1.2), when the
parameter is fixed at x, is defined as
(x; y) :=

(; ) 2 Rp  Rqjryf(x; y) +ryg(x; y)>+ryh(x; y)> = 0;
  0; >g(x; y) = 0	:
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The Lipschitz continuity of ' is also achievable under the inner semicontinuity of 	
[21]. Klatte and Kummer [22] also established the Lipschitz continuity of ' under the
upper semicontinuity of 	 and an estimation of @c' has been given by Gauvin and Dubeau
[20], which differs from the one given for @' by the fact that instead the convex hull is
considered in the right hand side of the inclusion in Theorem 3.4.
We are now ready to state our result on the KKT type necessary optimality conditions of
problem (3.4) under the WMFCQ. For this reason, the following regularity conditions are
necessary. Consider a feasible point (x; y) to problem (3.4), the conditionsh
rG(x)> 0 +rH(x)> 0 = 0; ( 0;  0) 2 Rl NRk-(G(x))
i
=) ( 0;  0) = 0;h
ryg(x; y)>+ryh(x; y)> = 0; (; ) 2 Rq NRp-(g(x; y))
i
=) (; ) = 0
define the upper level and lower level regularity condition at x and (x; y), respectively. Let
us remind that this is nothing, but the MFCQ as given in (3.2)-(3.3), for the upper level and
the unperturbed lower level constraints, respectively.
Theorem 3.5. Let (x; y) be a local optimal solution to problem (3.4). Assume that 	 is
inner semicompact at x, the lower (resp. upper) level regularity is satisfied at (x; y), for all
y 2 	(x) (resp. x). Moreover, we suppose that
 is convex and the WMFCQ holds true at
(x; y). Then, there exist r  0, ; ;  0;  0; s; s; s  0, and ys 2 	(x), s = 1; : : : ; n+1
with
Pn+1
s=1 s = 1, such that:
rxF(x; y) + rrxf(x; y) - r
n+1X
s=1
srxf(x; ys)
+rxg(x; y)>- r
n+1X
s=1
srxg(x; ys)>s (3.9)
+rxh(x; y)>- r
n+1X
s=1
srxh(x; ys)>s
+rG(x)> 0 +rH(x)> 0 = 0;
ryF(x; y) + rryf(x; y) +ryg(x; y)>+ryh(x; y)> = 0; (3.10)
ryf(x; ys) +ryg(x; ys)>s +ryh(x; ys)>s = 0; (3.11)
  0; >g(x; y) = 0; (3.12)
 0  0;  0>G(x) = 0; (3.13)
s  0; >s g(x; ys) = 0: (3.14)
Proof. Let (x; y) be a local optimal solution of problem (3.4). Since F is continuously
differentiable at z, it follows from Mordukhovich [16, Proposition 5.1] that
0 2 rF(x; y) +NC(x; y):
Now let us mention that the lower level regularity at (x; y), for all y 2 	(x) implies that
Aubin’s property holds around (x; y), for all y 2 	(x). Thus in addition to the inner
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semicompactness of 	 at x, it follows from Theorem 3.4 that ' is Lipschitz continuous
around x. Hence, the convexity of
 and the Lipschitz continuity of ' imply from Lemma
3.3 that
0 2 rF(x; y) +
[
r0
r@G(x; y) +N
(x; y):
It follows that there exist r  0 and u 2 N
(x; y) such that
-(rF(x; y) + rrf(x; y) + u) 2 r@(-')(x) f0g;
implying that there exist r  0 and u 2 N
(x; y) such that
(rF(x; y) + rrf(x; y) + u) 2 rco@'(x) f0g (3.15)
from
@(-')(x)  co@(-')(x) = -co@'(x):
Since upper and lower level regularities are satisfied at x and (x; y) respectively, then
u 2 N
(x; y) implies ( cf. Rockafellar [23, Theorem 4.3]) that, there exist r  0 and
(;  0; ;  0) 2 Rp  Rk  Rq  Rl such that equality (3.10), (in)equalities (3.12)-(3.13)
and  rxF(x; y) + rrxf(x; y) +rxg(x; y)>+rxh(x; y)>
+rG(x)> 0 +rH(x)> 0 2 rco@'(x) (3.16)
are satisfied.
Picking v 2 co@'(x) and applying Carathe´odory’s theorem (see e.g. Mangasarian [24]),
we find s 2 R and vs 2 Rn with s = 1; : : : ; n+ 1 such that
v =
n+1X
s=1
svs;
n+1X
s=1
s = 1; s  0; vs 2 @'(x); for s = 1; : : : ; n+ 1: (3.17)
Applying Theorem 3.4 to (3.17), we have vectors ys 2 	(x) and (s; s) 2 (x; ys) with
s = 1; : : : ; n+ 1 such that,
vs = rxf(x; ys) +rxg(x; ys)>s +rxh(x; ys)>s; (3.18)
and equality (3.11), (in)equality (3.14) are satisfied. The result then follows by combining
(3.16)-(3.18). 
Remark 3.6. As mentioned in the Introduction of this paper, it was observed by Dempe
et al. [13] that under the inner semicontinuity of 	, the partial calmness CQ leads to
KKT conditions for problem (1.3) without the partial derivative of the lower level cost
function with respect to the upper level variable. In Theorem 3.5, if we replace the inner
semicompactness assumption on 	 by the inner semicontinuity, the WMFCQ will also lead
to the same phenomenon.
We now consider the class of simple convex bilevel programming problems studied for
example by Dempe et al. [25]:
min F(z) s.t. z 2 S := argminff(z)j z 2 
g; (3.19)
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where
 is a closed and convex set, and the upper and lower level objective functions F and
f are also convex. Denoting by  := minff(z)jz 2 
g, problem (3.19) can be reformulated
as
min F(z) s.t. z 2 
; f(z)  : (3.20)
This is a convex optimization problem, but the MFCQ also fails at any feasible point [25].
KKT type necessary optimality conditions can be derived for problem (3.20) by applying
the technique in Theorem 3.5. In this case, the WMFCQ reduces to:
@f(z) \ (-bdN
(z)) = ;: (3.21)
The following example from the class of simple convex bilevel programming problems
shows that the WMFCQ could be quite useful.
Example 3.7. We consider the simple convex bilevel programming problem:
min x2 + y2 s.t. (x; y) 2 S := argminfx+ yj x; y  0g:
We have f(x; y) := x + y and
 := R2+. The point (0; 0) is the unique optimal solution of
the problem and N
(0; 0) = R2-. Hence,
@f(0; 0) = (1; 1) =2 f(x; 0)j x  0g [ f(0; y)jy  0g = -bdN
(0; 0):
Clearly, condition (3.21) is fulfilled at (0; 0).
Continuing with the simple convex bilevel programming problem, the WMFCQ can fur-
ther be weakened by also passing to the boundary of the subdifferential of the optimal value
constraint function G, which corresponds here to z 7! f(z) -. Precisely, unlike in (3.21),
if we assume that the condition
bd@f(z) \ (-bdN
(z)) = ; (3.22)
be satisfied at a local optimal solution z of problem (3.20), then KKT type optimality
conditions can also be derived for this problem using the same technique as in Theorem
3.5. To proceed, one can state a result similar to Lemma 3.3, under condition (3.22); cf.
Henrion and Outrata [14, Theorem 4.2]. It is quite obvious that the qualification condition
in (3.21) implies the one in (3.22). Hence the latter is also satisfied for the problem in
Example 3.7.
Another alternative to the MFCQ in the framework of the simple convex bilevel pro-
gramming problem may be the qualification condition
int
[
f@f(z)j 2 [0; 1]g \ (-N
(z)) 6= ;: (3.23)
KKT type optimality conditions can also be derived for problem (3.20) under the CQ (3.23)
by applying the technique of Theorem 3.5, cf. [15, Theorem 3.6]. The following example
shows that this may also be a quite useful CQ for the bilevel programming problem.
Example 3.8. Let us consider the simple convex bilevel programming problem:
min x2 + 1 s.t. x 2 S := argminfxj x  0g:
We have f(x) := x and
 := R+. We have 0 as the unique optimal solution of the problem.
Also,
S
f@f(0)j 2 [0; 1]g = [0; 1] andN
(0) = R-. One can easily verify that condition
(3.23) is fulfilled at 0.
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It is important to mention that necessary and sufficient optimality conditions for the
simple convex bilevel programming problem were derived in [25] using other CQs.
An approach similar to the one we have used to derive optimality conditions for the
optimal value reformulation of (1.1), can also be applied for the KKT reformulation. To
see this we first assume that, the function f(x; :) and the set K(x) be convex for all x 2 X,
and also that the lower level regularity holds at (x; y) 2 gphK, for all x 2 X. Hence the
feasible set of (1.1) can be replaced by
C 0 := f(x; y) 2 X Rmj 0 2 ryf(x; y) +NK(x)(y)g:
We now assume K(x) := K, i.e. the feasible set of the lower level problem does not
depend on the upper level variable. Then problem (1.1) can be reformulated in a one level
optimization problem as
min F(x; y) s.t. (x; y) 2 X Rm; (y;-ryf(x; y)) 2 gphNK; (3.24)
where gphNK represents the graph of the set-valued mapping NK defined from Rm to Rm
as NK(y) being the normal cone (in the sense of convex analysis) to K at y, when y 2 K;
and NK(y) := ; otherwise. It follows from [23, Proposition 3.3] that gphNK is closed as a
subset of K  Rm. Problem (3.24) is locally and globally equivalent to problem (1.1) [1].
Now let
 0 := X Rm and consider the regularity condition SCQ:
-
r2xyf(x; y)>z;w- r2yyf(x; y)>z 2 -bdN
 0(x; y)
(w; z) 2 NgphNK(y;-ryf(x; y))
 ) (w; z) = 0
defined at a feasible point problem (x; y) of (3.24). Then using SCQ, necessary optimality
conditions for (1.1) can be obtained as follows.
Theorem 3.9. Assume that X be convex and let (x; y) be an optimal solution of (3.24) that
satisfies SCQ. Then, there exist (w; z) 2 NgphNK(y;-ryf(x; y)) and  2 NX(x), such
that
rxF(x; y) - (r2xyf(x; y))>z+  = 0;
ryF(x; y) - (r2yyf(x; y))>z+w = 0:
The SCQ was introduced in [14], in the framework of mathematical programming prob-
lems with complementarity constraints. As far as the the bilevel programming problem is
concerned, an approach similar to the one of Theorem 3.9 has been used in [5]; at the dif-
ference that instead of bdN
 0 (in the SCQ), the normal cone N
 0 was considered. Thus,
making the resulting CQ stronger than the SCQ. The SCQ could be a quite effective CQ
for the bilevel programming problem (see [1, 26]); however, the estimation ofNgphNK may
require very strong assumptions [27]. Some links between the KKT conditions in Theorem
3.9 and those in Theorem 3.5 can be found in [1, 26].
In the line of direct approaches to derive KKT optimality conditions for the bilevel pro-
gramming problem, let us mention the work of Ye [9] where some classical CQs have been
extended and used to obtain optimality conditions for the optimal value reformulation of
problem (1.1) using the Michel-Penot subdifferential. The optimality conditions derived in
[9] are similar to those obtained in Theorem 3.5.
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To close this section, it is worth mentioning that, the CQs in (3.22) and (3.23) may well
be extended to problem (3.4), provided that G is regular at (x; y), in the sense of Clarke.
In the next section, we introduce the concept of partial calmness, a CQ that may be used to
design KKT type optimality conditions for problem (1.3) via (partial) exact penalization.
It will be shown that the WMFCQ strictly implies the partial calmness. Another possible
alternative to the MMFCQ may be the CQ introduced in [28, 29]. This CQ is obtained
by separation arguments in terms of tangent cone of a suitable set in the image space. It
has been shown to be weaker than the MFCQ and its closeness with calmness and other
well-known CQs has been established in [28, 29]. The application of this CQ to the bilevel
programming problem may constitute a topic for future research.
4. OPTIMALITY CONDITIONS VIA EXACT PENALIZATION
In this section, we are mainly concerned with the concept of partial calmness introduced
by Ye and Zhu [6], and which has drawn a lot of attention (see e.g. [13, 30, 1, 31, 6, 8, 32])
in the study of optimality conditions for the bilevel programming problem (1.1), using the
optimal value reformulation (1.3).
Definition 4.1. Let (x; y) be a feasible point of problem (1.3). The bilevel programming
problem (1.1) is partially calm at (x; y), if and only if, there exist > 0 and a neighborhood
U of (x; y; 0) 2 Rn  Rm  R, such that:
F(x; y) - F(x; y) + juj  0;
8(x; y; u) 2 U : (x; y) 2 
; f(x; y) -'(x) + u = 0:
The notion of partial calmness is closely related to that of partial exact penalization as
shown by the following result from [6].
Theorem 4.2. Let (x; y) be a local optimal solution of (1.1). Then, problem (1.1) is par-
tially calm at (x; y), if and only if, there exists  > 0 such that, (x; y) is a local optimal
solution to the partially penalized problem:
min F(x; y) + (f(x; y) -'(x)) s.t. x 2 X; y 2 K(x):
To obtain sufficient conditions for partial calmness, the concept of weak sharp minimum
has been used [6, 8]. We now introduce a notion of weak sharp minimum from Henrion et
al. [15], which generalizes the one used by Ye and Zhu [6]. For this reason, we consider a
general optimization problem
min f(x) s.t. x 2 A; (4.1)
whereA is a closed subset of Rn, the function f : Rn ! R is continuous and we denote the
solution set by S.
Definition 4.3. In (4.1), the function f is said to have S as set of weak sharp minima, with
respect to A \N , if and only if, there exists  > 0 such that
f(x) - f  d(x; S); 8x 2 A \N ;
where f := infff(x)jx 2 Ag and N is a neighborhood of S.
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By replacing the set N by the whole space Rn, we obtain the definition used by Ye
and Zhu [6]. As we will see in what follows, Definition 4.3 can lead to a new sufficient
condition for partial calmness. Before heading to that, it seems appropriate to first recall
the link between the partial calmness and the notion of weak sharp minimum. For this, we
bring the previous definition to the context of the parametric optimization problem (1.2).
The family of parametric problems f(1:2)jx 2 Xg, will be said to have a uniformly weak
sharp minimum, if and only if, there exist  > 0 and a neighborhoodN (x) of 	(x), x 2 X
such that
f(x; y) -'(x)  d(y;	(x)); 8y 2 K(x) \N (x); 8x 2 X:
The term uniformly weak sharp minimumwas first used by Ye and Zhu [6]. We now present
the following result, without the proof, since it can easily be adapted from the one in [6,
Proposition 5.1].
Theorem 4.4. Let (x; y) be an optimal solution of problem (1.1). Assume that F is Lipschitz
continuous in y uniformly in x 2 X, and the family f(1:2)jx 2 Xg has a uniformly weak
sharp minimum. Then problem (1:1) is partially calm at (x; y).
Now, we define the family of functions hx(y) := f(x; y) -'(x) and multifunctions
Mx(z) := fy 2 K(x)jhx(y) + z  0g; 8x 2 X: (4.2)
From the definition of the calmness of a multifunction given in Section 2, we recall that for
a given parameter x 2 X, the multifunctionMx will be said to be calm at (z; y) 2 gphMx,
if and only if, there exist neighborhoods Ux of z, Vx of y and a constant Lx > 0 such that
d(y;Mx(z))  Lxjz- zj; 8z 2 Ux; 8y 2Mx(z) \ Vx: (4.3)
The family of multifunctions fMxjx 2 Xg will be said to be uniformly calm, if and only if,
for each x 2 X, Mx is calm on f0g  	(x) and there is a family fLx(y)jy 2 	(x); x 2 Xg
of calmness constants satisfying
Lx(y)  ; 8y 2 	(x); x 2 X; (4.4)
where  is a positive number. Hence, it should be clear in the definition of uniform calm-
ness that, when we fix x 2 X and a vector y 2 	(x), we consider only a certain calmness
constant Lx(y) satisfying (4:3) and such that Lx(y)  : It is also clear from the definition
of Mx in (4.2) that Mx(0) = 	(x): Hence, the following result ensuring the calmness of
Mx on f0g 	(x) is a simple consequence of [14, Theorem 3.1].
Theorem 4.5. Assume that f be Lipschitz continuous in y uniformly in x, ' continuous
and K be a convex-valued mapping. Then Mx is calm at (0; y) for all y 2 	(x), x 2 X;
provided that the qualification condition
@yf(x; y) \-bdNK(x)(y) = ;; 8y 2 	(x); x 2 X
holds true.
Interested readers are also referred to Heerda and Kummer [33] for other ways to char-
acterize the calmness of the mappingsMx; x 2 X.
We are now able to give a new sufficient condition for problem (1.1) to be partially calm.
The proof is inspired from [15] and the set-valued mappingMx is defined as in (4.2).
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Theorem 4.6. We assume that the family fMxjx 2 Xg be uniformly calm and the set-valued
mapping 	 be compact-valued with dom	 = X. We further assume that the follower’s cost
function f be continuous in y uniformly in x. Then, there exists  > 0, such that
f(x; y) -'(x)  -1 d(y;	(x)); 8y 2 K(x) \N (x); x 2 X;
where N (x) is a neighborhood of 	(x):
Proof. Fix x0 2 X and let y 2 	(x0). Mx0 is calm at (0; y) and it follows from the
definition of calmness (4.3), that there exist "x0 ; x0 > 0 such that
d(y 0;Mx0(0))  Lx0(y)jzj; 8z : jzj < x0; 8y 0 2Mx0(z) \ B(y; "x0): (4.5)
Since f is continuous in y 0 uniformly in x, then we can choose "x0 small enough such that
jf(x0; y
0) - f(x0; y)j < x0; 8y 0 2 B(y; "x0);
with f(x0; y) = '(x0). Thus we have jhx0(y
0)j < x0; 8y 0 2 B(y; "x0): Hence, by taking
z = hx0(y
0) in (4.5) and observing thatMx0(0) = 	(x0), we have
d(y 0; 	(x0))  Lx0(y)jhx0(y 0)j; 8y 0 2 K(x0) \ B(y; "x0):
Since the solution set-valued mapping 	 is compact-valued; then, there is a finite number
of vectors yi 2 	(x0) and real numbers ix0 > 0 and Lx0(yi) > 0 such that 	(x0) 
[
i
B(yi; ix0); and we have
d(y 0; 	(x0))  Lx0(yi)(f(x0; y 0) -'(x0)); 8y 0 2 K(x0) \ B(yi; ix0); 8i:
By taking N (x0) = [
i
B(yi; ix0), it follows that
d(y 0; 	(x0))  c(x0)(f(x0; y 0) -'(x0)); 8y 0 2 K(x0) \N (x0);
where c(x0) = max
i
Lx0(y
i): Since the family of multifunctions fMxjx 2 Xg is uniformly
calm, we assume without lost of generality that the family of calmness constants fLx(y)jy 2
	(x); x 2 Xg is chosen in such a way that, inequality (4.4) is satisfied. Hence, there exists
 > 0 (c(x) < ; 8x 2 X) such that
f(x; y) -'(x)  -1 d(y;	(x)); 8y 2 K(x) \N (x); 8x 2 X:

The next result gives a possible way to achieve the uniform calmness of the family of
multifunctions fMxjx 2 Xg, with the possibility of estimating the constant . We recall
that L(Mx; 0; y) denotes the modulus of calmness of the mapping Mx at the point (0; y)
and the restricted inner norm k:jAk- used here is defined in (2.4).
Theorem 4.7. Assume that the function f(x; :) be convex for all x 2 X and the set-valued
mappingK be convex-valued. Also, we suppose that for all x 2 X,Mx is calm on f0g	(x).
Then, we have
L(Mx; 0; y) = lim sup
v2	(x); v!ykD
Mx(0; v)j-N	(x)(v)k-; 8y 2 	(x); x 2 X: (4.6)
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Furthermore, assume that for all y 2 	(x); x 2 X, L(Mx; 0; y) be achieved as a minimum;
and there is a number  > 0 such that
L(Mx; 0; y)  ; 8y 2 	(x); x 2 X: (4.7)
Then, the family fMxjx 2 Xg is uniformly calm.
Proof. Fix x 2 X, if f(x; :) is convex and K(x) is convex, then gphMx is convex. Hence,
the equality in (4.6) follows from Theorem 2.1, given that Mx(0) = 	(x) and 	(x) is
convex. Finally, if L(Mx; 0; y) is achieved as a minimum for all y 2 	(x); x 2 X, then
we choose Lx(y) = L(Mx; 0; y); y 2 	(x); x 2 X and it follows from (4.7) that the family
fMxjx 2 Xg is uniformly calm. 
A second approach to obtain a result similar to Theorem 4.6 for the family f(1:2)jx 2 Xg
to have a uniformly weak sharp minimum is to consider but the family of multifunctions
Mx(z) := fy 2 K(x)j f(x; y)  zg; x 2 X
instead of that in (4.2). Hence, in the definition of the uniform calmness of the family of
multifunctions fMxjx 2 Xg, consider but the calmness of eachMx on f'(x)g	(x) instead
of f0g  	(x). A result similar to Theorem 4.6 can then be stated and proven using [15,
Lemma 4.7].
In the following example, we give an example of parametric optimization problem where
each set-valued mappingMx, defined as in (4.2), is calm on f0g 	(x); x 2 X.
Example 4.8. We consider the parametric optimization problem
minfyjy 2 K(x)g;
where K(x) := fyj x  yg, for all x 2 X := R. We have f(x; y) := y, and it is obvious
that 	(x) = fxg, for all x 2 X. Hence, 8x 2 X; 8y 2 	(x); we have @yf(x; y) = 1
and NK(x)(y) := R-. Clearly, 1 =2 f0g = bdR+. The calmness of Mx (see (4.2), with
'(x) := x) on f0g 	(x) for all x 2 X, then follows from Theorem 4.5.
It has been shown in [1, Theorem 4.2], that the bilevel programming problem (1.1) is
partially calm at any feasible point, provided that X := Rn; dom	 = Rn, the upper-level
objective function F be Lipschitz continuous, and the functions f, g and h be linear w.r.t.
y. Other sufficient conditions for the partial calmness of the bilevel programming problem
have been given in [31, 6, 8].
We now present the optimality conditions for the bilevel programming problem (1.1) un-
der the partial calmness, and outline the difference with the optimality conditions obtained
under the WMFCQ.
Theorem 4.9. Let (x; y) be a local optimal solution to problem (3.4). Assume that 	 be
inner semicompact at x, the lower (resp. upper) level regularity be satisfied at (x; y), for
all y 2 	(x) (resp. at x). Moreover, we suppose that problem (3.4) be partially calm at
(x; y). Then, there exist r > 0, ; ;  0;  0; s; s; s  0, and ys 2 	(x), s = 1; : : : ; n+1
with
Pn+1
s=1 s = 1; such that the optimality conditions in Theorem 3.5 hold.
16 STEPHAN DEMPE AND ALAIN B. ZEMKOHO
Proof. Under the assumptions of inner semicompactness of 	 at x and lower level regular-
ity at (x; y), for all y 2 	(x), it follows from Theorem 3.4 that ' is Lipschitz continuous
around x. Then applying Theorem 4.2 to problem (3.4), we have that there exists r > 0
such that (x; y) is a local optimal solution of
min F(x; y) + r(f(x; y) -'(x)) s.t. (x; y) 2 
; (4.8)
where
 is defined in (3).
Since F and f are continuously differentiable, the objective function of problem (4.8) is
Lipschitz continuous. Hence, from Mordukhovich [16, Proposition 5.3], it follows that
0 2 rF(x; y) + rrf(x; y) + r@(-')(x) f0g +N
(x; y):
From here the rest of the proof follows as that of Theorem 3.5. 
What holds our attention here is the nature of the multiplier r, which is positive in Theo-
rem 4.9 and simply nonnegative in Theorem 3.5. Though surprising, given that the partial
calmness is weaker than the WMFCQ, as we show in the next result, this is rather under-
standable considering the difference in the two processes. Another important point here is
that, the convexity of the set
 is not necessary in the latter result.
Theorem 4.10. Consider problem (1.3) and assume that 
 be convex and G be Lipschitz
continuous. Then, the following implications hold true at a local optimal solution of prob-
lem (1.3).
MMFCQ =)WMFCQ =) partial calmness:
Proof. Since the proof of the first implication is straightforward (see Section 3), we focus
our attention on the second implication.
Under the convexity of
 and the Lipschitz continuity of G, the WMFCQ is well-defined
to be a CQ at a given point (x; y), as we can observe from Lemma 3.3. Moreover, it follows
from [14] that the set-valued mapping
M(t) = f(x; y) 2 
jG(x; y)  tg
is calm at (0; x; y). Also observe that the feasible set of (1.3) is C = M(0). Hence, it
follows from [7] that, if (x; y) is a local optimal solution of (1.3), then there exists  > 0
and a neighborhoodW of (x; y), such that
F(x; y)  F(x; y) + d((x; y);M(0)); 8(x; y) 2W: (4.9)
On the other hand, the calmness ofM at (0; x; y) implies that there exist neighborhoods U
of 0, V of (x; y) and a constant L > 0 such that
d((x; y);M(0))  Ljtj; 8t 2 U; 8(x; y) 2M(t) \ V: (4.10)
By combining (4.9) and (4.10), it follows that
F(x; y) - F(x; y) + Ljtj  0; 8t 2 U; 8(x; y) 2W \ V \M(t);
which coincides with the definition of partial calmness in Definition 4.1. 
In the next example, we show that the converse of the second implication of this result is
not always possible.
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Example 4.11. Consider the bilevel program
min x2 + y2 s.t. x 2 R; y 2 argminfx2y+ yj y  0g: (4.11)
Set f(x; y) := x2y + y and 
 := R  R+. We have '(x) = 0; 8x 2 X := R, and
G(x; y) = x2y+y. We can easily check that (0; 0) is an optimal solution of problem (4.11).
Hence @G(0; 0) = (0; 1) and N
(0; 0) = f0g  R-. It follows that (0; 1) 2 f0g  R+ =
-bdN
(0; 0). This means that WMFCQ fails at (0; 0).
On the other hand, it follows from [1, Theorem 4.2] that problem (4.11) is partially calm
at (0; 0).
5. OPTIMALITY CONDITIONS UNDER STRONG STABILITY
We consider the bilevel programming problem (1.1). Let a feasible point (x; y) be such
that, the vector y 2 	(x) is a strongly stable local optimal solution of the parametric
optimization problem (1.2), in the sense of Kojima [34]; i.e. there exist open neighborhoods
U(x) of x, and V(y) of y, and a uniquely determined continuous vector-valued function
y(:) : U(x) ! V(y) such that, y(x) is the unique local optimal solution of problem (1:2)
in V(y), for all x 2 U(x). Then, the optimal value function takes the form
'(x) = f(x; y(x)); 8x 2 U(x): (5.1)
In this case, the mapping 	 is obviously inner semicompact at x, given that it is uniformly
bounded around x, from the definition we have in Section 2. In contrast to what we had
in the previous sections, the estimation of the subdifferential of the optimal value function
' at the point x, could face some difficulties, since the function y(:) : U(x) ! V(y)
may not be Lipschitz continuous [35], even when the lower level regularity is achieved.
Before tackling this problem, we give a result ensuring the strong stability in the sense
of Kojima. For this, we assume for the rest of the section that the functions f; g and h
are twice continuously differentiable; hence we can mention the following strong sufficient
condition of second order (SSOC) which is needed:
SSOC is said to hold at (x; y), if and only if, for each (; ) 2 (x; y) and for each
d 6= 0 satisfying
rygi(x; y)d = 0; for each i 2 J := fjjj > 0g
ryhj(x; y)d = 0; for j = 1; : : : ; q;
we have
d>r2yyL(x; y; ; )d > 0;
where L(x; y; ; ) := f(x; y) + >g(x; y) + >h(x; y) is the Lagrangian function of
problem (1.2). We can then state this theorem from Kojima [34].
Theorem 5.1. Let y 2 	(x) be a local optimal solution of problem (1.2). Assume that
the SSOC and the lower level regularity hold at (x; y), then the local optimal solution y is
strongly stable.
In order to obtain the Lipschitz continuity of y(:), and hence to be able to compute
the subdifferential of ', the following constant rank constraint qualification (CRCQ) is
crucial, as was pointed out by Ralph and Dempe [35]:
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CRCQ is said to be satisfied for problem (1.2) at (x; y), if and only if, there exists an
open neighborhoodW of (x; y) such that, for subsets
I  I(x; y) := fijgi(x; y) = 0g; J  f1; : : : ; qg;
the family of gradient vectors frygi(x; y)ji 2 Ig [ fryhj(x; y)jj 2 Jg, has the same rank,
for all (x; y) 2W:
We are now ready to state a result analogous to Theorem 3.4.
Lemma 5.2. Consider a local optimal solution y 2 	(x) of problem (1.2). Assume that
the lower level regularity, the SSOC and the CRCQ hold at (x; y). Then, it follows from
Theorem 5.1 that, y is strongly stable. Moreover, there exists a neighborhood U(x) of x
such that, the optimal value function defined by (5.1) is Lipschitz continuous around x and
@'(x) = rxf(x; y) +Dy(x)(ryf(x; y)): (5.2)
Proof. From Theorem 5.1, it follows that the local optimal solution y, of the lower level
problem (1.2), is strongly stable. Furthermore, from [2, Theorem 4.10], y(:) is Lipschitz
continuous around x provided that, CRCQ is satisfied. Hence, equality (5.2) follows from
the chain rule in [16, Theorem 1.110]. 
In the next result, we give KKT type optimality conditions for the optimal value refor-
mulation (1.3), of problem (1.1) under the strong stability of the parametric lower level
problem, in the sense of Kojima.
Theorem 5.3. Let (x; y) be a local optimal solution to problem (3.4). Assume that the
SSOC, CRCQ, and lower (resp. upper) level regularity be satisfied at (x; y) (resp. x).
Moreover, we suppose that
 be convex and the WMFCQ holds true at (x; y). Then, there
exist r  0 and ; ;  0;  0 such that:
0 2 rxF(x; y) - r@y(x)>ryf(x; y) +rxg(x; y)>+rxh(x; y)>
+rG(x)> 0 +rH(x)> 0;
ryF(x; y) + rryf(x; y) +ryg(x; y)>+ryh(x; y)> = 0;
  0; >g(x; y) = 0;
 0  0;  0>G(x) = 0;
where @y(x) denotes the Clarke generalized Jacobian of the function y(:).
Proof. The proof is identical to that of Theorem 3.5, at the exception that in (3.16), one has
to notice the following changes: Firstly, it follows from Lemma 5.2 that
co@'(x) = rxf(x; y) + coDy(x)(ryf(x; y))
and secondly, from Mordukhovich [36] one has
co Dy(x)(ryf(x; y)) = @y(x)>ryf(x; y):

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For the computation of the generalized Jacobian of the function y(:), the interested
reader is referred to Dempe and Vogel [37]. Optimality conditions for problem (1.1), under
strong stability, can also be derived by inserting the solution function y(:) in the upper level
objective function. Thus, the new problem to be solved is:
min F(x; y(x)) s.t. x 2 X:
For more on this direction, the reader is referred to Dempe [2].
6. CONCLUSION
After observing that the Mangasarian-Fromowitz constraint qualification in terms of the
basic generalized differentiation constructions of Mordukhovich (MMFCQ) is weaker than
the MFCQ in terms of Clarke’s tools, we have shown that the former CQ fails under a mild
assumption. Knowing that the nonsmooth MFCQ in terms of Clarke is weaker than the
nonsmooth linear independence CQ and the nonsmooth Slater CQ [6], we can conclude
that under the sum rule (3.6), the latter CQs fail for problem (1.3). Using a weakened form
of the MMFCQ (i.e. the WMFCQ), KKT type optimality conditions have been derived
for problem (1.3). Other closely related CQs have also been suggested (see Section 3),
which seem quite interesting and easier to check in the case of a simple convex bilevel
programming problem.
In this work, we have also given a new sufficient condition for the partial calmness of
problem (1.3) based on the new concept of uniform calmness of a certain family of set-
valued mappings, but the difficulty here is how to choose the desired family of calmness
constants. The first step in this direction is given in Theorem 4.7.
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