This two-part article presents a combustion model for boosted and moderately stratified homogeneous charge compression ignition combustion for use in thermodynamic engine cycle simulations. The model consists of two parts: one an ignition model for the prediction of auto-ignition onset and the other an empirical combustion rate model. This article focuses on the development of the combustion model which is algebraic in form and is based on the key physical variables affecting the combustion process. The model is fit with experimental data collected from 290 discrete automotive homogeneous charge compression ignition operating conditions with moderate stratification resulting from both the direct injection and negative valve overlap valve events. Both the ignition model from part 1 and the combustion model from this article are implemented in GT-Power and validated against experimental homogeneous charge compression ignition data under steady-state and transient conditions. The ignition and combustion model are then exercised to identify the dominant variables affecting the homogeneous charge compression ignition and combustion processes. Sensitivity analysis reveals that ignition timing is primarily a function of the charge temperature, and that combustion duration is largely a function of ignition timing.
Introduction
While computational fluid dynamics (CFD) simulations with detailed chemical kinetics [1] [2] [3] [4] [5] [6] can capture the thermal and compositional stratification governing homogeneous charge compression ignition (HCCI) combustion rate, these simulations are too expensive for batch quantity open-cycle simulations. However, while single-zone zero-dimensional (0D) simulations with detailed chemistry are relatively fast and are capable of capturing ignition characteristics, they cannot properly resolve the thermal and compositional stratification present within the domain and typically overpredict combustion rate. 7, 8 While quasi-dimensional multi-zone 9-12 models have been developed to address these issues, their zone initialization and subsequent treatment of the domain's thermal and compositional stratification development are uncertain, and they remain relatively expensive. Alternatively, highly simplified mean value models appropriate for use in engine controllers can run faster than real time but require extensive calibration and are system specific. 13, 14 Empirical 0D models 15, 16 are perhaps best suited for engine system-level analysis as they capture the physical phenomenon required to describe complex combustion processes but at the same time are 100-1000 times faster than detailed CFD simulations. Typically, these models are divided into ignition and combustion submodels. The ignition model often consists of an auto-ignition integral (AI) which stems from the AI concept originally developed by Livengood and Wu 17 for spark ignition (SI) engine end-gas knock. Modified versions of the AI have been frequently utilized for HCCI modeling. 16, [18] [19] [20] [21] A key component of these models is an Arrhenius ignition delay expression, which often relies on thermodynamic information from the domain, such as temperature, pressure, and composition (e.g. fuel-air equivalence ratio and oxygen concentration). The companion article addresses issues with traditional means of ignition modeling and proposes an improved model. 22 HCCI combustion is an auto-ignition cascade which depends on ignition timing and operating conditions (engine speed, total dilution, etc.). 15, 16, 23, 24 It can be described in 0D engine models by empirically derived correlations which typically consist of algebraic expressions for the key mass fraction burned (MFB) locations during combustion. The combustion profile is often modeled as a Wiebe curve, 25 which has been shown to roughly approximate the combustion profiles within SI and HCCI engines. This form has been extensively used for system-level 0D modeling since its initial publication. 26 An exhaustive review of Wiebe function development and use within internal combustion (IC) engine simulations can be found in Ghojel. 27 Prior empirical models have been based on closed-cycle CFD simulation results 16 or limited engine experiments. 15 , 23 Chang et al. 15 used a small experimental dataset of 28 points from a single-cylinder rebreathing automotive HCCI engine for their burn correlation, while Ortiz-Soto 23 used single-cylinder data and closed-cycle CFD simulations for the development of his burn rate model. Although 535 experimental data points were used for the fit, there was no engine speed variations (which was constant at 2000 r/min) and very limited variations in intake boost (1-1.2 bar). Hellstro¨m and Stefanopoulou 21 and other controloriented studies 28, 29 adopt an even simpler form for their combustion model, which is a function of only the ignition timing, to model the post-ignition burn in the interest of simplicity and computational expense. This form, however, loses the sensitivity of the combustion to key engine parameters such as engine speed, total charge dilution, and intake boost.
Potrzebowski et al. 18 and Qin et al. 30 have demonstrated through their HCCI gasoline heat release data that the combustion profile can be divided into an initial slow burn followed by a fast burn period. Both have presented combustion profile models based on the correlation of Watson et al., 31 which was originally formulated for diesel combustion modeling. Qin et al. tuned their model with six experimental data points from 1500 to 2000 r/min, at fuel-air equivalence ratio (f) = 1 under naturally aspirated conditions. However, Potrzebowski et al. had a larger dataset of 45 points for model tuning over a speed range from 1000 to 2900 r/ min, with 0.77 \ f \ 1 and under naturally aspirated conditions.
While the above empirical combustion models are very valuable, they are limited to a relatively narrow range of operating conditions. In this work, a new correlation is developed based on a large set of steadystate HCCI experiments conducted over a wide range of operating conditions including high levels of intake boost. The combustion process is divided into three parts within the correlation, including the initial slow burn, the fast burn which approximately corresponds to 10%-90% mass burned, and the late slow burn that completes the combustion process. Given recent advances in HCCI combustion technology and control, the experiments used for model correlation cover a much wider range of automotive HCCI operating conditions compared to prior work. The resulting algebraic combustion duration correlation is dependent on ignition timing, engine speed, total dilution, and a measure of intake manifold pressure. The adiabatic core ignition model from the companion article 22 and combustion duration correlation are implemented into GT-Power and are subsequently validated against both steadystate and transient HCCI engine experiments. Sensitivity analysis is then performed to isolate the importance of the different parameter variations affecting HCCI timing and combustion duration during transients.
Engine setup and thermodynamic analysis
The experiments used to develop the combustion profile model were performed on a modified dual variable valve timing (VVT), spark ignited direct ignition (SIDI) 2010 GM Ecotec 2.0-L engine with the specifications provided in Table 1 . The engine has been modified from its base configuration by increasing the geometric compression ratio from 9.25:1 to 11.0:1. A recompressiontype negative valve overlap (NVO) strategy is used to enable HCCI operation with hydraulic-operated VVT cams. The peak lifts and duration for the intake and exhaust valves are 3.5 mm and 153^o crank angle (CA) respectively. Haltermann EPA Tier II Gasoline with a research octane number (RON) of 97.0, motor octane number (MON) of 88.1, and antiknock index (AKI) of 92.6 is used as the fuel. The fuel flow to each cylinder is regulated by specifying the injection pulse width in the Bosch engine control unit (ECU). In turn, the fuel flow rate to each cylinder is correlated to the direct fuel injector pulse from injector bench experiments. The total fuel flow into the engine is measured by a positive displacement flow meter (Pierburg PLU 103A). Fuel-air equivalence ratio (f) is reported based on a wideband exhaust oxygen sensor (Bosch LSU 4.9), mounted post turbine. Fourier transform infrared spectroscopy (FTIR) analysis using an MKS MultiGas analyzer 2031 is used to measure the CO, CO 2 , and H 2 O in the exhaust, while a heated flame ionization detector (Horiba FIA-236) is used to measure the total hydrocarbon (THC) emissions. Sampling of all emissions is performed post turbine. A redundant equivalence ratio determination is made based on the measured exhaust constituents. 32 The stock BorgWarner K04 turbocharger is replaced with a smaller BorgWarner KP31 turbocharger which is necessary to achieve boost in the HCCI combustion mode due to the low enthalpy of the exhaust gas. 33 The compressor outlet is fed to a watercooled intercooler, and the boosting system is capable of producing intake manifold pressures of 2.25 bar absolute from 1500 to 3500 r/min. In-cylinder pressure is measured for all cylinders with Kistler model 6125C piezoelectric pressure transducers at 0.1°CA resolution for 300 consecutive cycles at steady state. Cylinder 1 intake and exhaust runner pressures were measured at the same CA resolution. The experimental HCCI data were obtained from a set of experiments consisted of 290 unique operating conditions performed to map the maximum operating region of the engine and are summarized in Table 2 .
Thermodynamic analysis of the in-cylinder processes is performed with the three-pressure analysis (TPA) found within GT-Power. A one-dimensional (1D) model of cylinder 1 from the intake pressure sensor to the exhaust pressure sensor is used for this analysis. This portion of the model is available as part of the full engine model which has been validated by Shingne et al. 34 across a range of speed, loads, and combustion modes (HCCI, spark-assisted compression ignition (SACI), and SI). The validation provides confidence in the modeled flow paths, combustion chamber geometry, as well as the valve lift and flow coefficient profiles. The measured pressures at the intake runner, exhaust runner, and inside the cylinder are imposed along with the intake runner temperature, engine speed, fuel rate, and injection timing at each operating point. Two calculations are performed for each cycle simulation. The backward calculation only considers the high-pressure loop of the cycle, from intake valve closing (IVC) to exhaust valve opening (EVO), and uses the measured cylinder pressure to calculate the heat release rate. Then, the forward calculation is performed which is for the full cycle including the low-pressure loop (gas exchange and NVO) using the calculated heat release rate. The resulting in-cylinder pressure trace and IVC conditions are used as convergence criteria for the analysis. In order to match the calculated in-cylinder pressure to the measured value, the mean intake manifold pressure is shifted by 60.05 bar. However, to match the simulated f at IVC to the measured value, the exhaust valve closing (EVC) timing is shifted by 62.5°CA. This adjustment is within the error in valve timings introduced by the dynamic operation of the valve train 35 for the wide range of operating conditions provided in 36 correlation. A predictive temperature solver is used to calculate the cylinder wall temperature rather than estimate and impose them at each condition. Critical cylinder head dimensions, coolant, and oil temperatures are provided to solve for the wall temperatures using a finite element method. A total of 300 consecutive cycles were recorded at each operating condition in Table 2 . Figure 2 displays the cyclic variability in terms of the cylinder pressure data and the frequency of occurrence of a given peak pressure for a case at 1500 r/min, 5.6 bar net indicated mean effective pressure (IMEP), and 1.4 bar intake manifold pressure. The cycle with peak pressure closest to the mean peak pressure, the cycle with the median peak pressure, and the 10 most frequently occurring peak pressure cycles (labeled as mode) are marked. All these cycles are tightly distributed within the total set, similar to the behavior observed by Middleton 37 for stable HCCI operation. Hence, the cycle with peak pressure closest to the mean peak pressure has been used for heat release analysis, combustion profile development, and model comparison. Figure 3 shows the TPA output for the mean peak pressure cycle at the operating point mentioned above. Figure 3(a) shows the TPA predicted pressure compared to the measured pressure; they are well matched through the cycle. Figure 3 . Cycle-to-cycle variation in pressure data at steady state for an operating point: (a) cylinder pressure traces for all cycles and (b) frequency of occurrence based on cyclic peak pressure. The cycle closest to the mean peak pressure, cycle with the median peak pressure, and 10 most frequent operating peak pressure cycles (labeled as mode) have also been marked. combustion can be interpreted as a three-step process. First, beginning with intermediate temperature heat release (ITHR) 38 starting around 210°CA after top dead center (aTDC), there is slow reaction progress up to around 2°CA aTDC. Beyond 2°CA aTDC, the combustion proceeds rapidly during the high-temperature heat release stage, until 20°CA aTDC. Beyond 20°CA aTDC, there is slow heat release until after 80°CA aTDC, which could be due to reactions in the cooler thermal boundary regions adjacent to the walls as shown by chemiluminescence imaging by Dec et al. 39 and predicted by Fiveland 40 and Yasar et al. 41 Initial attempts to fit the combustion profiles of the 290 experimental data points with a Wiebe function were not successful in capturing the experimental normalized MFB profile as shown in Figure 4 (a). An example of this will be shown in the next section. Instead, the three-step combustion process is modeled with the three functions described schematically in Figure 4 (b). The dashed curve is the normalized MFB curve, which is exaggerated in this figure for clarity and modeled as a composite of the three functions. The majority of the heat release, denoted by MFB 2 , the blue curve in Figure 4 (b), continues to be modeled with a Wiebe function 25, 27 that is defined based on u IGN , u 25 , u 50 , and u 75 . The adiabatic core ignition model described in Shingne et al. 22 provides u IGN , whereas u 25 , u 50 , and u 75 are correlated as a function of u IGN , engine speed and other thermodynamic parameters, as described below. Prior work models the combustion profile as a function of ignition timing and mixture composition at IVC. 16, 23 There is a tendency to over-fit the correlation by adding more physical variables to the function for improving the fit quality over a given training dataset. In order to select only the physical variables having the most effect on combustion, Shingne 42 performed dedicated CFD sweeps where inputs were independently swept while holding constant the location of 10% MFB (u 10 ) timing and total mixture dilution (f 0 ). Physical variables affecting the HCCI combustion profile were found to be ignition timing (u IGN ), total mixture dilution (f 0 ), engine speed (r/min), and boost pressure. Thus, these terms are included in the forms of fit for u 25 , u 50 , and u 75 , which are given by equations (1)- (3) where u IGN-25 is the burn duration from ignition to 25% MFB, u 25-50 is the burn duration from 25% to 50% MFB, u 50-75 is the burn duration from 50% to 75% MFB, r/min is the engine speed, f 0 is the fuel À to À chargeequivalenceratio=(m fuel =(m total À m fuel ))= (m fuel =m air ) st , P TDC is the pressure at top dead center (TDC) calculated polytropically based on IVC conditions (bar) = P IVC Á (V IVC =V TDC )
Combustion profile model
g IVC (measure of intake boost). Figure 5 shows the comparison of the burn model predictions to the experimental values of u 25 , u 50 , and u 75 : The three fits have coefficients of determination (R 2 ) . 0.9 which suggests that if ignition is predicted correctly; the combustion profile from u 25 to u 75 can be predicted with high accuracy. MFB 2 is computed in this work as shown in equations (4)- (6) 25 
where u BDUÀWiebe is the duration of Wiebe, typically chosen as burn duration from 10% to 90% MFB, u 0ÀWiebe is the CA at start of Wiebe curve, w is the Wiebe constant, BM is the MFB at Wiebe duration midpoint = 0.5, BS is the MFB at Wiebe duration start = 0.1, BE is the MFB at Wiebe duration end = 0.9, and k is the Wiebe exponent, typically set at 2.0. The first stage of combustion (MFB 1 ), represented by the green line, and third (MFB 3 ) stage of combustion, represented by the red line in Figure 4 (b), are described by the exponential and linear functional forms presented in equations (7) and (10), respectively. The range of CA (u fit1 ) selected for fitting MFB 1 is from the CA where MFB = 0.1% (i.e. u IGN ) to the CA where dRoHR=du is at its maximum value; u fit3 is selected for MFB 3 from the CA where MFB = 95% to the CA where MFB = 100%. These fit ranges have been chosen in order to capture the shape of the curve correctly over the range of available data. Coefficients A, B, M, and C are calculated for each of the measured experimental cases from the dataset (Table 2 ) such that the difference between the modeled and actual MFB is minimized over u fit1 and u fit2 , respectively. These coefficients are correlated to u IGN or u 50 , f 0 , rpm, and P TDC according to functional forms described in equations (7)-(12) The coefficients a 1 À a 9 , x 1 À x 9 , c 1 À c 4 , d 1 À d 5 , e 1 À e 5 , and f 1 À f 4 are determined by fitting expressions to the experimental heat release results by the method of linear least squares using the MATLAB optimization toolbox. Quadratic Bezier curves expressed by equation (10) are employed to smooth the transitions from curve MFB 1 to MFB 2 and MFB 2 to MFB 3
Bez(t) describes the Bezier curve and t is the unit distance traversed in the blending space. Referring back to Figure 4 (b), for the transition between MFB 1 and MFB 2 , there are three control points P 0 , P 1 , and P 2 that define the blending range and shape. Here, P 1 is the point of intersection of MFB 1 and MFB 2 . P 0 and P 2 are the start and end points for the transition which lie on MFB 1 and MFB 2 , respectively. Equations (14) and (15) represent the blending space translated into physical space where u P i and norm:MFB P i are, respectively, the abscissa and ordinate of P i Figure 5 . Comparison of the correlation predictions to the experimental values at (a) the location of 25% fuel mass burned (u 25 ), (b) the location of 50% fuel mass burned (u 50 ), and (c) the location of 75% fuel mass burned (u 75 ).
Thus, for the transition from MFB 1 to MFB 2 , as t goes from 0 to 1, the Bezier curve goes from P 0 to P 2 . A similar process is followed for the transition from MFB 2 to MFB 3 . Control point P 4 is defined as the intersection of MFB 2 and MFB 3 , whereas P 3 and P 5 are the start and end points of the transitions laying on MFB 2 and MFB 3 , respectively. The start and end points (P 0 , P 2 and P 3 , P 5 ) for both transitions are defined with respect to the middle control points (P 1 and P 3 , respectively) such that the predicted MFB curve has smooth transitions for the entire experimental dataset.
The normalized MFB described above quantifies the reaction progress relative to the total mass of fuel consumed during the combustion process; hence, this variable will always achieve unity at the end of combustion. However, the true MFB curve (equation (16)) has to account for combustion inefficiency and will not necessarily achieve unity reaction progress since the entire fuel mass within the cylinder is typically not consumed during combustion
Combustion efficiency is estimated by GT-Power TPA 25 based on HC and CO emissions data and agrees well with those estimated by Ortiz-Soto. 23 Babajimopoulos et al. 16 have shown that combustion efficiency is a strong function of peak cylinder temperature with values greater than 90% for peak temperatures in excess of 1600 K, with a sharp drop off for lower temperatures. The experiments in this work were all performed with high levels of combustion efficiency; hence, the lowest peak temperatures recorded were nearly 1500 K. Few points with peak temperatures greater than 1800 K have a combustion efficiency less than 90% which is unexpected and could be due to errors in the estimation process. The dramatic drop off in combustion efficiency is not observed here, although the falling trend is apparent at the lower temperatures in Figure 6 . Nevertheless, based on prior work, 16 ,23 a hyperbolic fit was used to describe the dependence of combustion efficiency on peak cylinder temperature. The two conceptual intersecting lines in Figure 6 are used to fit a hyperbola which is a function of peak temperature and other global thermodynamic parameters. Equation (17) shows the form of fit for combustion efficiency 
The hyperbolic function Fn 1 (T peak ) is described in equations (18)-(20)
The parameter h 0 corresponds to the value of the horizontal line in Figure 6 set to the maximum combustion efficiency of the engine from the TPA (h 0 = 0:97). Coefficients b 0 À b 5 are fit using the TPA results from experimental data (Table 2 ) by the method of least squares using the MATLAB optimization toolbox. An R 2 value of 0.6 is attained after fitting, as shown in Figure 7 . The relatively poor fit could be due to either incorrect estimates of combustion efficiency for higher peak temperatures or the selected form of fit being insufficient. The coefficients of the empirical Figure 6 . Combustion efficiency variation with peak temperature from the experimental dataset ( Table 2 ). The two intersecting lines provide a basis for the hyperbolic fit used in the model. combustion model from least square fitting are given in Table 3 .
Model setup and combustion model validation
The modeling framework used here is the same as the TPA model described earlier except now the ignition and combustion are being modeled. GT-Power carries out the 1D gas dynamics to evaluate the IVC conditions and also performs the energy balance at each time step from IVC to EVO. The onset of combustion and subsequently the MFB at each computational time step are provided by user-defined routines based on the ignition model in the companion article 22 and the combustion model described in this work. Similar to the TPA, the boundary conditions are prescribed for cylinder 1 including the CA-resolved runner pressures, fuelling rate, engine speed, valve timings, injection timing, and runner temperatures. In order to evaluate the performance of the combustion model alone, the engine is simulated at the same operating condition as the previous example TPA case (1500 r/min, 17.5 mg fuel/cycle/ cylinder, 95°CA NVO, and 1.4 bar boost) while changing the intake temperature to match the experimental u 50 (10°CA aTDC) phasing. An additional simulation is also performed where combustion is modeled by a Wiebe function. Figure 8 compares the normalized MFB from TPA for the mean peak pressure cycle with those predicted by the Wiebe function and the new three-step combustion model. The three-step combustion model matches the normalized MFB from the experimental TPA curve for the entire burn duration. However, the Wiebe combustion model matches the experimental normalized MFB curve only from approximately u 10 to u 85 , with noticeable differences outside of that range. It is clear that the Wiebe combustion model fails to capture the ITHR and late burn which is well predicted by the three-step correlation, as shown in Figure 9 . The pressure predicted by the Wiebe combustion model from TDC to 5°aTDC falls below the experimental value; however, it overpredicts the experimental peak pressure by approximately 3 bar. This is a result of the Wiebe function overpredicting the combustion rate of the late burn (Figure 8 ). The three-step combustion model matches the experimental pressure up to 12°CA aTDC and then overpredicts the peak pressure by 1 bar, which could, in part, be due to errors in combustion efficiency model and heat transfer prediction. Thus, the new three-step combustion model improves on the combustion prediction relative to the Wiebe function, in particular during the ITHR and late phases of reaction progress. 
Ignition and combustion model performance evaluation
This section provides steady-state and experimental validation for the full model, including the adiabatic core ignition model and the three-step combustion correlation. The ignition model used here has tuned activation energies regressed to operating conditions with equation (8) of the companion article. 22 The ignition model is fully described in that article and is implemented here and held constant for the remainder of this work. Figure 10 compares the key combustion parameters predicted by these models to the experimental values of the cycle with the mean peak pressure for each operating point. The comparison presented here is of the experiments with the full model, different from Figure  5 which presents the fit quality only for the combustion correlation. Note that the error bars denote two standard deviations (2s) of the respective combustion parameter about the mean value. Figure 10 compares the predicted to the experimental value from the mean peak pressure cycle. The statistics here are slightly worse compared to Figure 5 since Figure 10 depicts results that include errors in the ignition, combustion, and combustion efficiency prediction. Errors in u 50 , peak pressure rise rate (PPRR), and u 10À90 are typically on the same order of magnitude as the values themselves; hence, it is more useful to use the root mean squared (RMS) errors in this comparison. The u 50 predications in Figure 10 The full model is now evaluated against transient engine experiments. The experiments are performed by varying a single-input actuator independently while holding fixed the remaining inputs, namely, the speed, injection timing (start of injection (SOI)), exhaust valve timing, and fuelling rate (Appendix 2). Engine speed affects the time available for chemical kinetic reactions and heat losses. 43 Valve timings and fuel injection timings and amount affect the charge temperature, composition, 44, 45 and mixture stratification, 46 ,47 which in turn affects combustion. The proposed model, therefore, should and does account for the various physical effects associated with the different input actuator settings.
For the simulations, the experimental transient boundary conditions are prescribed for each cycle, including the fuelling rate, engine speed, valve timings, injection timing, and instantaneous intake and exhaust pressures and intake and exhaust runner temperatures. Sensitivity analysis is performed to isolate the effect of individual thermodynamic variables on the ignition timing and combustion profiles.
Engine speed transient
Performance of the HCCI model is evaluated against the experimental speed transient summarized in Table 4 . Figure 11(a) shows the engine speed input to the experiment and model. It consists of an initial speed of 2500 r/min followed by a ramp down to 1500 r/min in 2 s, a 5-s dwell at 1500 r/min followed by a ramp up from 1500 to 2500 r/min in 2 s followed by steady-state operation at 2500 r/min. Figure 11 (b) shows the f measured by the exhaust lambda sensor and the in-cylinder f predicted by the model. The model captures the experimental trend and the mean/maximum absolute error = 0.03/0.08. Figure  11 (c)-(e) shows the variation of f 0 , u IGN , and polytropically calculated P TDC , respectively. f 0 follows the curves of measured and predicted f. The response of u IGN is opposite to that of f and f 0 , where the greater f 0 values at the initial and final steady-state point correspond to an earlier u IGN , while the lower f 0 values in the middle of the transient correspond to a later u IGN . P TDC does not change significantly through the transient since the intake manifold pressure remains approximately constant. Figure 11 (f) shows the measured and predicted u 50 , which is initially at ;2.5°CA aTDC but then retards quickly with the speed decrease (to ;9°CA aTDC) and continues later (;10.5°CA aTDC) during the dwell period at 1500 r/min. As the engine speed is increased from 1500 to 2500 r/min, the phasing returns to ;2.75°CA aTDC. The model predicts a similar behavior, with a mean/maximum absolute error = 1.12/ 4.34°CA. Figure 11 (g) compares the measured and predicted 10-90 burn duration (u 10À90 ). The trends in u 10À90 follow the trends in u 50 ; initially, the burn duration is short at ;5.5°CA and then increases with decreasing speed to ;8.5°CA at 1500 r/min. As the speed increases back to 2500 r/min, the u 10À90 returns to ;5.5°CA. The strong correlation between combustion phasing and duration is well documented by previous experimental 48, 49 and simulation studies 48, 50 and has been attributed to lower combustion temperatures associated with the later combustion phasing. As a result, the auto-ignition rates are slower, resulting in a longer combustion duration. 51 In Figure 11 (h) and (i), the PPRR and peak pressure (P MAX ) trends follow the trends in combustion phasing and burn duration. An earlier phasing and shorter burn duration produce both higher PPRR and P MAX . The model predictions match the experiment with good agreement for the PPRR and slight overprediction for P MAX . The mean/maximum absolute errors for PPRR and P MAX are 0.28/1.31 bar/°CA and 1.07/5.2 bar, respectively. Figure 11(j) shows the variation of the experimental and predicted gross and net IMEPs through the engine speed transient. The model matches the experimental trend but overpredicts both the IMEPs which is, in part, due to the overprediction of peak pressure. The mean/maximum absolute errors for gross and net IMEP are 15.57/28.35 and 7.24/ 21.45 kPa, respectively. The errors in IMEP could be due to confluence of many errors including the fact that the model typically runs leaner than experiment, affecting g, the P-V curve evaluation, and hence the indicated work. Bias errors in the pressure data and encoder alignment, transducer thermal shock, and variation in the fuel mass delivered per cycles can all affect IMEP from the experimental measurements. Additionally, there is inherent randomness in the flow wall interactions, which can affect the heat loss from cycle to cycle, 52 the potential for NVO heat release, 53 uncertainties in ignition delay, combustion, air path modeling, and so on, all of which can affect our ability to predict IMEP. While we have done our best to eliminate the experimental and modeling errors that we control, there are inherently bias errors in data, along with many effects the model cannot capture. Efforts to minimize the differences between models and experiments, while important, are unfortunately beyond the scope of this work. The mean/maximum absolute errors in the critical parameters for the speed transient are presented in Table 5 . Analysis to isolate the relative importance of factors affecting ignition timing is presented in Figures 12 and 13. Figure 12 shows the variation of the thermodynamic variables that are input into the ignition delay correlation of the ignition model. The temperature at 20°CA before top dead center (bTDC) in Figure 12 (a) follows the trend in engine speed, while the pressure at 20°CA bTDC is similar to P TDC and increases only slightly at lower engine speeds as shown in Figure  11 (e). Fuel-oxygen equivalence ratio (f FO ) follows the engine speed trend, while x O 2 has an opposite trend to that of f FO . Note that although speed is the only input actuator changing in this transient, several thermodynamic inputs are changing indirectly as shown in Figure 12 . Figure 13 isolates the effect of each of the thermodynamic variables presented in Figure 12 on ignition timing. The solid red line denoted as the ''Default'' result shows the ignition timing predicted by the model when all of the thermodynamic variables are input to the ignition model. The dashed black line shows the predicted ignition timing if the speed is independently changed with all the other inputs held constant at their initial values. The ignition timing is advanced at low speed due to the greater residence time of the charge. The dotted magenta line shows the predicted ignition timing if only the charge temperature changes through the transient, with the lower charge temperature retarding ignition slightly more than the ''Default'' condition. The thick dashed green line shows the predicted ignition timing when f FO is independently changed. As expected, the ignition is later with a leaner f FO . However, the thick dashed-dotted gray line shows the predicted ignition timing if x O 2 is independently varied. The ignition is advanced with increased x O 2 . It is clear that reducing temperature has the most prominent effect on ignition timing. Reduced f FO retards ignition while increased x O 2 nearly compensates for this. The speed effect advances the ignition timing from the curve where temperature alone is varied. The pressure remains approximately constant during the transient and minimally affects the ignition timing. Figure 14 presents sensitivity analysis to isolate the importance of the various inputs to the combustion model to combustion phasing and the burn duration. Figure 14(a) and (b) shows the respective u 50 and u 10À90 variations for the speed transient if the u IGN , engine speed, f 0 , and P TDC trajectories are varied individually while holding the other variables constant at the initial values. The solid red line denotes the results when all the variables can evolve, producing the ''Default'' result. The contributions of f 0 and P TDC to the combustion profile are minimal and in the opposite direction offsetting each other. However, u IGN has a dominant effect on the combustion profile, which is influenced in a secondary manner by engine speed. If u IGN alone is changed, then u 50 is more retarded and u 10À90 is longer than the ''Default'' case. However, the engine speed has an opposite effect on the combustion profile compared to u IGN , where reducing engine speed advances combustion. However, the magnitude of this effect is smaller than the effect of u IGN . As a result, overall, the ignition timing dominates the u 50 combustion timing and u 10À90 burn duration.
SOI timing transient
The details of the SOI transient are summarized in Table 6 , where Figure 15(a) shows the SOI input to both the experiment and model. During the transient, there is a step change from 2300°CA aTDC to 2360°CA aTDC. This change is followed by an 8-s dwell followed by an SOI step change back to 2300°CA aTDC. Figure 15(b) shows the measured and predicted f, with the model approximately matching the experimental trend with mean/maximum absolute error = 0.02/0.04. The f 0 trend in Figure 15 (c) matches the trend in f, while the u IGN trend is opposite Figure 13 . Effect of individual ignition model input terms on ignition timing during the speed transient. to the f 0 trend, as shown in Figure 15(d) . Similar to the previous transients, the change in P TDC through the transient is small (\ 1 bar) as shown in Figure 15 experiments. u 10À90 , PPRR, and P MAX follow the combustion phasing trends as shown in Figure 15(g)-(i) ; however, the model u 10À90 predictions are consistently ;1°CA shorter than the experiments (mean/maximum absolute error = 0.77/2.81°CA). The PPRR model predictions approximately match those of the experiment (mean/maximum absolute error = 0.52/1.65 bar/°CA); however, the peak pressure is overpredicted (mean/ maximum absolute error = 1.77/5.87 bar). Net and gross IMEPs are overpredicted with mean/maximum absolute errors = 7.4/17.56 and 7.84/15.49 kPa, respectively, as shown in Figure 15 (j). Refer to Table 7 for the mean/maximum absolute errors in the model predictions for the critical parameters of the injection timing transient.
Analysis of Figures 16 and 17 provides the dominant thermodynamic variables affecting ignition timing. Figure 16(a) shows the temperature at 20°CA bTDC increasing with advanced ignition timing, with minimal change in cylinder pressure as shown in Figure 16 (b). The mixture is slightly enriched with increasing f FO for the advanced ignition timing as shown in Figure 16 (c), whereas the oxygen mole fraction (x O 2 ) reduces slightly with advanced ignition timing in Figure 16(d) . It is clear from Figure 17 that the main effect determining the ignition timing is the charge temperature. The speed has no effect as it is held constant through this transient, while pressure has minimal influence, and the f FO and x O 2 have opposing effects on ignition timing and nearly cancel out. As a result, the ''Default'' curve nearly matches the curve where the temperature alone is varied.
In Figure 18 , the effects of varying u IGN , engine speed, f 0 and P TDC on the combustion profile are isolated for the SOI transient. From Figure 18(a) , the earlier u IGN leads to the earlier u 50 ; f 0 and P TDC have minimal effect on phasing. From Figure 18 (b) for u 10À90 , the earlier phasing appears to be the main effect leading to a faster combustion rate with earlier SOI, while the effect of f 0 and P TDC is approximately equal yet opposite in magnitude.
Summary and conclusion
A new correlation-based combustion model was developed from experimental heat release analysis of moderately stratified HCCI combustion with 92.6 AKI gasoline. The experimental data used to fit the model were collected from a turbocharged four-cylinder 2.0-L engine with direct injection. The data were collected over a wide range of operating conditions, including engine speed, injection timing, intake and exhaust valve timing, dilution fraction, and method, along with intake manifold pressures ranging from near atmospheric to over 2 bar absolute.
Combustion was treated as a three-step process to reproduce the behavior observed in the experimental heat release analysis. Combustion begins with ITHR following ignition, then transitions to a fast burn where the majority of the chemical energy is released, and then is completed in a late, slow burn. The combustion duration model was cast in an algebraic form as a function of ignition timing, engine speed, total dilution, and intake manifold pressure, similar to previous work. The new combustion duration correlation achieved an R 2 value of . 0.9 for the prediction of u 25 , u 50 , and u 75 when compared with experimental data, provided that combustion phasing is well matched. The three-step combustion model better predicts the normalized MFB and pressure traces compared to a Wiebe combustion model, especially during ITHR and the late burn.
The full model (ignition + burn correlation) was validated against steady-state and transient HCCI experiments. In the transient experiments, engine speed and SOI (EVC and injected fuel mass experiments in Appendix 2) were varied independently. The full model captures experimental combustion behavior over the entire range of operating conditions with a single consistent tuning of activation energy. The model matched the experimental trends of f, u 50 , u 10À90 , PPRR, peak pressure, and IMEP with mean absolute errors within 0.03, 1.6°CA, 0.52 bar/°C, 1.8 bar, and 16 kPa, respectively.
The developed ignition and combustion models were then exercised to isolate the effect of the model input variables on u IGN , u 50 , and u 10À90 during transient HCCI experiments. For all cases, u IGN was primarily sensitive to the charge temperature, although the effect of f FO on ignition was nearly as large as temperature during the fuelling transient. While increases in f FO and x O 2 both enhanced reactivity and reduced ignition delay times, f FO and x O 2 were negatively correlated, meaning that one rose as the other fell during the transients. These variables had a nearly equal yet opposite effect on ignition timing and were, therefore, essentially mutually offsetting in most instances. However, u 50 was primarily a function of u IGN with the other independent model parameters having much lower impact on combustion phasing. Finally, u 10À90 was primarily a function of u IGN , except for the EVC transient where u IGN , the fuel-to-charge equivalence ratio (f 0 ), and to a lesser extent TDC pressure affected the u 10À90 variations, while for the fuelling transient, both f FO and u IGN had similar effect on combustion duration.
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while P TDC changes minimally considering the near constant intake manifold pressure during the transient. In Figure 19 (f), the experimental u 50 is initially at ;4.5°CA aTDC and then advances quickly to ;2.5°CA aTDC with the EVC variation, remains constant during the dwell period, and then returns to ;4.25°CA aTDC as EVC returns to 303°CA. The model has similar behavior with later u 50 and mean/ maximum absolute errors = 1.59/6.04°CA. The u 10À90 trend shown in Figure 19 (g) follows the u 50 trend, and the model predictions match the experiment values with mean/maximum absolute errors = 0.51/1.95°CA. Similarly, the PPRR and P MAX predictions match the experimental trends in Figure 19 Table 9 . Figure 20 shows the ignition model inputs, where Figure 20 (a) shows the charge temperature at 20°CA before top dead center (bTDC) increasing with advancing EVC due to greater trapped residuals. Figure  20(b) shows the pressure at 20°CA bTDC decreasing slightly with advancing EVC. The mixture becomes richer (higher f FO ) with advanced EVC as shown in Figure 20 (c), and as a result, the oxygen mole fraction decreases (lower x O 2 ) with advanced EVC as shown in Figure 20(d) . Figure 21 shows the effect of each of the input on the ignition timing when varied independently. The solid red line in Figure 21 shows the ''Default'' result when all the inputs are allowed to vary without modification. The speed (dashed black line) does not affect ignition timing since it is held constant for the EVC transient. As expected, increasing f FO advances ignition timing (thick dashed green line), whereas reducing x O 2 retards it. The reduced pressure retards ignition by a very small value as shown by the dashed-dotted blue line in Figure 21 , while it is apparent that the increased adiabatic core temperature has the most effect on the ignition timing (dotted magenta). The combined effect of pressure, f FO , and x O 2 retards the ignition slightly compared with the temperature effect. The effect of varying u IGN , r/min, f 0 , and P TDC independently on combustion phasing and burn duration through the transient is presented in Figure 22 (a) and (b). The solid red line presents the ''Default'' result when all the varying inputs are imposed on the combustion correlation. The effect of f 0 and P TDC on u 50 is minimal and opposite in magnitude as shown in Figure 22 (a). Engine speed has no effect since it is held constant during the transient. f 0 and P TDC are relatively more important for u 10À90 compared to u 50 as shown in Figure 22(b) . However, they nearly offset each other's effect, and u IGN has the dominant effect on u 50 and u 10À90 .
Fuelling transient
This section analyzes the fuel step increase in a manner similar to the prior discussion. Figure 23 presents the model predictions compared to experiments, with Figure 23(a) showing the fuelling step from 10.5 to 12.5 mg/cycle (Table 10) . Correspondingly, f increases from 0.87 to 0.97 (Figure 23(b) ) and f 0 increases from 0.41 to 0.52 ( Figure 23(c) ). u IGN advances from 27.5°CA aTDC to 210.3°CA aTDC (Figure 23(d) ), and a small decrease in P TDC occurs (0.5 bar) from 24 to 23.5 bar (Figure 23(e) ). Following the ignition timing trend, u 50 advances from 10.5°CA aTDC to 6.6°CA aTDC (Figure 23(f) ), u 10À90 decreases from 8°CA to 5.75°CA (Figure 23(g) ), peak pressure rise rate (PPRR) increases from 2.0 to 4.6 bar/°CA (Figure 23(h) ), and maximum cylinder pressure increases from 32.5 to 39.0 bar (Figure 23(b) ). The model trends match the experimental data overall with absolute errors given in Table 11 . Figure 24 shows the thermodynamic variable inputs to the ignition model. The temperature at 20°CA bTDC increases with fuelling, f FO increases, x O 2 decreases, while the pressure at 20°CA bTDC remains approximately constant. Figure 25 provides the relative contribution of the independent thermodynamic variables to the ignition timing. Pressure has minimal effect on ignition timing, while the increase in both temperature and f FO advance ignition timing by almost the same crank angle amount (2°CA), while the reduced x O 2 retards ignition by less than half of that amount (1°CA).
The effect of independently varying u IGN , engine speed, f 0 , and P TDC on the combustion profile is presented in Figure 26 . f 0 and P TDC have a negligible and opposite effect on u 50 as shown in Figure 26 (a). u IGN is the dominant effect on u 50 for the fuel step change, while both u IGN and f 0 shorten the u 10À90 burn duration as shown in Figure 26(b) , while the effect of P TDC remains negligible. 
