Lidskii's additive inequalities (both for eigenvalues and singular values) can be interpreted as an explicit description of global minimizers of functions that are built on unitarily invariant norms, with domains consisting of certain orbits of matrices (under the action of the unitary group). In this paper, we show that Lidskii's inequalities actually describe all global minimizers of such functions and that local minimizers are also global minimizers. We use these results to obtain partial results related to local minimizers of generalized frame operator distances in the context of finite frame theory.
Introduction
Lidskii's additive inequalities [17] are ubiquitous in matrix analysis. They are part of the fundamental toolkit to deal with some of the most natural problems in this theory, such as matrix approximation problems (matrix nearness problems) and singular values/eigenvalues inequalities (see [3, 12, 13] and the references therein). Lidskii's inequalities are expressed in terms of an important pre-order between real vectors called majorization. Since majorization is intimately related to tracial inequalities involving convex functions, Lidskii's inequalities can be used to describe the structure of matrices that are optimal with respect to families of entropic-like functionals (see [18, 20, 22, 23] ). Lidskii's inequalities also provide some simple relations between the spectra of the sum of selfadjoint matrices and its summands, related to the solution of Horn's conjecture [11] on the spectra of the sum of selfadjoint matrices, based on the work of A. Klyachko [14] and A. Knutson and T. Tao [15] (see [9] for a historical account and a comprehensive description of the solution of Horn's conjecture).
In the present paper, we consider local versions of Lidskii's inequalities with respect to unitarily invariant norms (u.i.n.). To be more precise, consider a strictly convex u.i.n., denoted by N, on M d (C) -the algebra of complex d × d matrices -and fix a selfadjoint matrix S ∈ M d (C). Fix µ ∈ R d and let O µ = {U * D µ U : U ∈ U (d)}, where U (d) denotes the group of unitary matrices and D µ ∈ M d (C) denotes the diagonal matrix with main diagonal µ. Then, we consider Φ : O µ → R ≥0 given by Φ(G) = N (S − G) . Using Lidskii's additive inequality for eigenvalues of selfadjoint matrices, we can construct G op ∈ O µ such that Φ(G op ) ≤ Φ(G), for every G ∈ O µ (see Section 2 for details). That is, Lidskii's inequality allows us to construct (explicitly) global minimizers of Φ. It is natural to wonder about the structure of all possible minimizers of Φ in O µ . Moreover, since O µ has a natural metric (induced by the spectral norm) then we can ask about the structure of local minimizers of Φ in O µ . These local minimizers arise naturally when considering optimization of Φ 2 (G) = S − G 2 , i.e. when N is the Frobenius norm. In this case, Φ 2 2 is a smooth function defined on a smooth manifold and thus we can apply (adapted) gradient descent algorithms to find minimizers of Φ 2 ; notice that local minimizers of Φ 2 are stability points of these algorithms and therefore their structure becomes part of the convergence analysis of these methods. Thus, our first main problem is to study the structure of global and local minimizers of Φ, for a general strictly convex u.i.n. N . We carry out a similar analysis for Lidskii's inequality for singular values. In both cases we show that local minimizers are indeed global minimizers and we compute their geometrical properties.
Finite frame theory is a well established and rapidly growing area of research (see [5] ). It is well known by now that several fundamental results of finite frame theory are counter-parts of well known results in matrix analysis. For example, the so-called frame design problem with prescribed frame operator and norms -that has played a central role in finite frame theory -is equivalent to some formulations of the Schur-Horn theorem (see the survey [4] and the reference therein). So it is no surprise that our results have implications in this area of research. Indeed, from the local version of Lidskii's theorem we derive some partial results related to the structure of local minimizers of the generalized frame operator distance (G-FOD) (see [2, 18, 24] ).
The paper is organized as follows. In Section 2 we recall several results from matrix analysis that we use throughout the paper. In section 3 we state and prove our main results related to the local versions of Lidskii's theorem. Indeed, in Section 3.1 we obtain complete results showing that local minimizers of functions that are built on strictly convex u.i.n's (as above) are global minimizers. In Section 3.2 we consider the corresponding problem for Lidskii's singular value inequalities. In order to obtain these results, we consider some (differential) geometrical properties of some auxiliary smooth maps. In Section 4 we apply the results from the previous sections to the study of local minimizers of the G-FOD induced by strictly convex u.i.n's. We obtain some partial results regarding the general structure of these local minimizers and show that under some further hypothesis, they are global minimizers of the G-FOD.
Preliminaries
In this section we introduce the notations, terminology and results from matrix analysis that we will use throughout the paper (see the texts [3, 12, 13] ).
Notation and terminology. We let M k,d (C) be the space of complex k × d matrices and write
subspace of selfadjoint matrices and by M d (C) + ⊂ H(d) the cone of positive semidefinite matrices. We let
) i∈I d the vector obtained by rearranging the entries of x in non-increasing order. We denote by (
↓ the eigenvalues of A counting multiplicities and arranged in non-increasing order. For B ∈ M d (C) we let s(B) = λ(|B|) denote the singular values of B, i.e. the eigenvalues of |B| = (B * B) 1/2 ∈ M d (C) + ; we also let σ(B) ⊂ C denote the spectrum of B. If x, y ∈ C d we denote by x ⊗ y ∈ M d (C) the rank-one matrix given by (x ⊗ y) z = z , y x, for z ∈ C d .
Next we recall the notion of majorization between vectors, that will play a central role throughout our work.
Definition 2.1. Let x ∈ R k and y ∈ R d . We say that x is submajorized by y, and write x ≺ w y, if
y i = tr y, then x is majorized by y, and write x ≺ y.
Remark 2.2. Given x, y ∈ R d we write x y if x i ≤ y i for every i ∈ I d . It is a standard exercise to show that:
Although majorization is not a total order in R d , there are several fundamental inequalities in matrix theory that can be described in terms of this relation. As an example of this phenomenon we can consider Lidskii's (additive) inequality for eigenvalues of sums of hermitians (see [3, 12, 13] ).
In the following result we also include the characterization of the case of equality obtained in [22] .
Notice that in this case, A and B commute.
Recall that a norm
Examples of unitarily invariant norms (u.i.n.) are the spectral norm · and the p-norms · p , for p ≥ 1. It is well known that majorization relations between singular values of matrices are intimately related with inequalities with respect to u.i.n's. The following result summarizes these relations (see for example [3] ):
. Then:
2. If we assume that there exists a strictly convex u.i.n.
then we have that s(A) = s(B).
Local Lidskii's theorems for unitarily invariant norms
Lidskii's additive inequalities (both for eigenvalues and singular values) can be interpreted as an explicit description of global minimizers of functions that are built on unitarily invariant norms and whose domains consist of certain orbits of matrices (under the action of the unitary group). In this section, we show that Lidskii's inequalities actually describe all global minimizers of such functions, and that local minimizers are also global minimizers. This last fact will play a central role in the next section, in which we state and study Strawn's generalized conjecture.
Selfadjoint matrices -eigenvalues
We begin with the following comments related to the classical Lidskii's inequality. Fix S ∈ H(d) and µ ∈ (R d ) ↓ , and consider O µ given by
We consider the usual metric in O µ induced by the operator norm; hence O µ is a metric space.
For N a strictly convex u.i.n., let
Using an ONB of eigenvectors of S we can construct G op ∈ O µ such that λ(S − Gop) = (λ(S) − µ) ↓ . By Lidskii's inequality and Remark 2.2, we see that for every G ∈ O µ we have that
Hence, Theorem 2.4 implies that Φ(
The previous comments together with item 3. in Remark 2.2 show that
where we have used the fact that N is strictly convex, the submajorization relation in Eq. (4) 
It is then natural to ask about the structure of local minimizers G 0 of the map Φ in O µ , which is our main problem in this section. As we will see, these local minimizers are actually global minimizers of Φ (see Theorem 3.5 below).
△
Our motivation for considering the previous notions comes from the following:
, the following conditions are equivalent:
2. =⇒ 1. This is a consequence of the fact that the map [7] ).
In what follows, given S ⊂ H(d) we consider the commutant of S, denoted S ′ , that is the unital * -subalgebra of M d (C) given by Recall that U (d) has a natural smooth (differential) manifold structure. Hence, we can consider
as a smooth manifold, endowed with the product structure. 
Proof. The (exponential) map H(d) ∋ X → exp(X) allows us to identify the tangent space T I U (d) with i·H(d). Since we consider the product structure on U (d)×U (d) we conclude that the differential of Γ satisfies
Therefore Γ is not a submersion at (I, I) if and only if there exists 0 
Proof. Assume that [S, G 0 ] = 0. Then there exists a minimal projection P of the unital * -subalgebra
If I is not a minimal projection in C then there exists P 1 , P 2 ∈ C non-zero projections such that I = P 1 + P 2 ; hence [P i S, P i G 0 ] = 0 for i = 1 or i = 2. If the corresponding P i is not minimal in C we can repeat the previous argument (halving) applied to P i . Since we deal with finite dimensional algebras, the previous procedure finds a minimal projection P ∈ C as above. By applying a convenient change of orthonormal basis we can assume that R(P ) = span{e i : i ∈ I r }, where r = rk(P ) > 1. Since P reduces both S and G 0 we can consider S 1 = S| R(P ) ∈ H(r) and
. By minimality of P we conclude that
Using the case of equality of Lidskii's inequality (see Theorem 2.3), we conclude that
If we let σ = tr(S 1 − G 1 ) then, by Lemma 3.3 the map
is a submersion at (I r , I r ). In particular, for every open neighborhood N of (I r , I r ) in U (r) × U (r) the set
contains an open neighborhood of
because N is a strictly convex u.i.n., where
Since N was an arbitrary neighborhood of (I r , I r ) we conclude that (
, which contradicts Lemma 3.2.
where
Proof. By Lemma 3.2 and Proposition 3.4 we conclude that [S,
for some ν 1 , . . . , ν d ∈ R. We now show that under a suitable permutation of the elements of I d we can obtain a representation as in Eq. (7) above. Indeed, assume that j ∈ I d−1 is such that ν j < ν j+1 . If we assume that λ j > λ j+1 then consider the continuous curve of unitary operators
Notice that U (0) = I d . We now define the continuous curve
. Then G(0) = G 0 and we have that
is determined by
Let us consider
We claim that λ(R(t)) ≺ λ(R(0)) and λ(R(t)) = λ(R(0)) for t ∈ (0, π/2) (i.e., the majorization relation is strict). Indeed, since R(t) is a curve in H(2) such that tr(R(t)) is constant, it is enough to show that the function [0, π/2) ∋ t → tr(R(t) 2 ) is strictly decreasing in [0, π/2). Using that λ j − λ j+1 > 0 we have that
is strictly increasing in [0, π/2), since ν j < ν j+1 . Thus, λ(R(t)) ≺ λ(R(0)) and λ(R(t)) = λ(R(0)) for t ∈ (0, π/2). Hence, by Eq. (9), we see that
Then, using Eq. (8) and Theorem 2.4, for t ∈ (0, π/2)
This last inequality, which is a consequence of the assumption λ j < λ j+1 , contradicts the local minimality of G 0 in O µ . Hence, since λ j ≤ λ j+1 we see that λ j = λ j+1 ; in this case, we can consider the basis B ′ = {v ′ i } i∈I d obtained by transposing the vectors v j and v j+1 in the basis B. In this case
. After performing this argument at most d times we get the desired ONB.
Arbitrary matrices -singular values
In this section we obtain results related to a local Lidskii's theorem for arbitrary matrices with respect to singular values. As a consequence, we characterize the case of equality in the classical Lidskii's inequality for singular values.
Recall that if A, B ∈ M d (C) then Lidskii's singular value inequality states that
In what follows we fix
and N a strictly convex u.i.n. We consider the set of matrices whose vector of singular values is s, i.e.
endowed with the usual metric, induced by the spectral norm. We further consider the function
With an argument similar to that in the beginning of Section 3.1, now based on the singular value decomposition (SVD) and Lidskii's inequality in Eq. (10), we can explicitly construct global minimizers of Ψ on V s . As before, we are interested in the structure of local minimizers of Ψ in V s .
We will describe the structure of local minimizers of Ψ in V s and show that local minimizers are actually global minimizers. In order to do this we consider the following well known matrix construction: for C ∈ M d (C), let C ∈ H(2d) be given by
The map
Π (A , B) = Π : U (d) 4 → S given by Π(U 1 , U 2 , V 1 , V 2 ) = (U 1 ⊕ V 1 ) * A (U 1 ⊕ V 1 ) − (U 2 ⊕ V 2 ) * B (U 2 ⊕ V 2 ) (12) = U * 1 A V 1 − U * 2 B V 2 .
Proof. An argument similar to that in the proof of Lemma 3.2 shows the equivalence of the items above.
Next we develop some geometric properties of Π. As before, we consider U (d) 4 as a smooth manifold, endowed with the product structure.
Lemma 3.8. Let A, B ∈ M d (C) and let Π be as Eq. (12) . Then the following conditions are equivalent:
is a submersion at (I, I, I, I);
Proof. Notice that since Π is a smooth function, item 1. holds if and only if the differential map
We now check that D is not surjective if and only if there exists
Indeed, it is straightforward to compute
Hence, D is not surjective if and only if there exists Z ∈ M d (C), Z = 0, such that
In this case (setting X 2 = Y 2 = 0) we have that
Using that Re[tr(C)] = tr(Re[C]) and the tracial property, we see that Eq. (15) is equivalent to
Since
(16) holds if and only if
Similarly, by setting X 1 = Y 1 = 0 in Eq. (14) and arguing as before, we conclude that BZ * , B * Z ∈ H(d).
Conversely, assume that there exists Z ∈ M d (C), Z = 0, such that A * Z , AZ * , B * Z , BZ * ∈ H(d).
Then, arguing as before, it follows that Z verifies the perpendicularity condition in Eq. (14); thus, D is not surjective in this case.
is not a submersion at (I , I , I , I ). (A , B) is a submersion at (I , I , I , I). Assume further that any of the conditions A * B , A B * ∈ H(d) does not hold. In this case it is straightforward to check that A and B do not commute. In particular, by Theorem 2. Hence, if we let ρ : [0, 1] → R 2d be given by ρ(t) = (1 − t)ã + tb , for t ∈ [0, 1] then:
Proof. Assume that Π
1. ρ(t) ≺ a and ρ(t) ↓ = a, for every t ∈ (0, 1] ;
2. ρ(0) =ã ;
3. For every t ∈ [0, 1] there exists c t ∈ R d such that ρ(t) = (c t , −c t ).
In order to see item 1. above, recall that
, and define
. Then, using item 3. above, we see that T (t) ∈ S for t ∈ [0, 1]. By the hypothesis on Π (A , B) = Π, for every open neighborhood of I ∈ N ⊂ U (d), the set
contains an open neighborhood of A − B in S. Since T : [0, 1] → S is a continuous curve such that T (0) = A − B, then there exists t 0 ∈ (0, 1) such that T (t) ∈ M, for t ∈ [0, t 0 ]. In particular, there exist U i , V i ∈ N , for i = 1, 2 such that
. Using that N is a strictly convex u.i.n. we conclude that
Since N is an arbitrary neighborhood of I in U (d) we see that (I , I , I , I) is not a local minimizer of Ξ (A , B) , which contradicts Lemma 3.7.
The previous argument shows that A * B , AB * ∈ H(d). If we set Z = B ∈ M d (C), we see that
Now, Lemma 3.8 implies that Π is not a submersion at (I , I , I , I), which contradicts our assumption on Π; this last fact proves the result.
Remark 3.10. Let A , B ∈ M d (C) be such that A * B, AB * ∈ H(d). Then, Eckart and Young [8] claimed that there exist matrices U, V ∈ U (d) such that
Indeed, notice that the hypothesis also holds for X * AY and X * BY , for any X , Y ∈ U (d). Thus, by considering a SVD of A and the previous comment, we can assume that In particular, if i = j and α i = 0 we get
In case that i = j and α i = 0 then α j B ij = 0 =⇒ B ij = 0 because α j = α i = 0. And if
is arbitrary. Consider now the unitary matrices
U i ∈ U (d i ) such that U * B ii U = D γ i , with γ i ∈ R d i for α i = 0 (that includes 1 ≤ i ≤ k − 1
), and eventually (when
Proof. We argue by induction on the dimension d ≥ 1. Indeed, in case d = 1 then the result follows from the fact that, given a ∈ C, any local minimizer b of the function f (c) = |a − c| for c ∈ {z ∈ C : |z| = s > 0} satisfies thatā · b ∈ R, and then also a ·b ∈ R.
We assume that the result holds for all dimensiond such that 1 ≤d ≤ d − 1. Let A , B ∈ M d (C) be such that B is a local minimizer of Ψ in V s . Notice that by Proposition 3.9, Π (A , B) is not a submersion at (I , I , I , I). By Lemma 3.8, we conclude that there exists
By replacing A and B by U * A V and U * B V we can further assume that Z = D s(Z) , where
We let:
2. I j = {i ∈ I d : s i (Z) = σ j } and m j = #(I j ), for j ∈ I k .
Notice that since Z = 0 then σ 1 > 0. Using that A * Z , AZ * , B * Z , BZ * ∈ H(d) with Z = ⊕ j∈I k σ j I j and Remark 3.10, we conclude that:
where I j , A j , B j ∈ M m j (C), for j ∈ I k ; moreover, A j , B j ∈ H(m j ), whenever σ k = 0, for j ∈ I k . Using the fact that B is a local minimizer of Ψ on V s we see that
where N j is the strictly convex u.i.n. on M m j (C) given by N j (C) = N (C ⊕ 0 d−m j ). In turn, this last fact shows that for each j ∈ I k for which σ j = 0 -which includes all 1 ≤ j ≤ max{k − 1 , 1} -B j is a local minimizer of Φ (N j , A j , λ(B j )) ; Theorem 3.5 shows that A j and B j commute, so A * j B j , A j B * j ∈ H(m j ), for j ∈ I k such that σ j = 0. Therefore, we consider two possible cases: on the one hand, if σ k = 0 then the previous remarks show that
and similarly, A B * ∈ H(d).
On the other hand, if σ k = 0, notice that m k = dim ker Z < d (since Z = 0), and
. In this case we can apply the inductive hypothesis and
Since we have already showed that A * j B j , A j B * j ∈ H(m j ), for 1 ≤ j ≤ k − 1, we now see that A * B , A B * ∈ H(d). 
and N be a strictly convex u.i.n. If B is a local minimizer of Ψ in V s then A and B have a joint SVD i.e., there exist U, V ∈ U (d) such that
Since V s ∋ C → X * CY ∈ V s is a homeomorphism of V s then we can assume, without loss of generality, that A = D s(A) . By Proposition 3.11 we get that A B, A B * ∈ H(d); then by [8] (see Remark 3.10) there exist matrices U, V ∈ U (d) such that
is strictly decreasing. Let W (t) = (w jk ) j, k ∈I d ∈ U (d) be the diagonal matrix whose main diagonal is given by w jj = 1 for all j = ℓ, and w ℓℓ = e it for t ∈ [0, π]; hence W (0) = I. Define
Then B(t) is a continuous curve such that B(0) = B, B(t) ∈ V s for t ∈ [0, π], and
where β(t) = s(B(t)) for t ∈ [0, π]. Hence, β j (t) = β j for j = ℓ and β ℓ (t) = e it β ℓ . Therefore, |α j − β j (t)| = α j − β j is constant for j = ℓ and |α ℓ − β ℓ (t)| = f (t) for t ∈ [0, π]. Since f is strictly decreasing, we conclude that
This last fact contradicts the assumption of B. Therefore β ∈ R 
Application: Generalized Strawn's conjecture
In this section we consider some problems within the theory of finite frames (see the texts [5, 6] . for general references on this topic). It is worth pointing out that our results can be also be described as the solution to certain matrix nearness problems, following the scheme of [10] (see Remark 4.3) .
In what follows we adopt the following:
Notation and terminology: let F = {f i } i∈I k be a finite sequence in C d . Then,
denotes the analysis operator of F and it is given by T * F · f = ( f, f i ) i∈I k .
3. S F ∈ M d (C) + denotes the frame operator of F and it is given by
4. We say that F is a frame for C d if it spans C d ; equivalently, F is a frame for C d if S F is a positive invertible operator acting on C d . △
Generalized frame operator distances
Let S ∈ M d (C) + and a = (a i ) i∈I k ∈ (R k >0 ) ↓ . In this case we consider
By definition, T d (a) is the (Cartesian) product of spheres in C d ; hence, we consider the product metric of the Euclidean metrics in each of these spheres, namely
Notice that T d (a) is a compact metric space with the product metric. Given a strictly convex u.i.n N on M d (C), we can consider the generalized frame operator distance (G-FOD) in T d (a) (see [18] ) given by
where S G = i∈I k g i ⊗ g i denotes the frame operator of a family G ∈ T d (a). This notion is based on the frame operator distance (FOD) Θ ( · 2 , S, a) introduced by Strawn in [24] , where A 2 2 = tr(A * A) denotes the Frobenius norm, A ∈ M d (C).
Based on his work and on numerical evidence, Strawn conjectured in [24] that local minimizers of Θ ( · 2 , S, a) : T d (a) → R ≥0 are global minimizers. In [18] we settled Strawn's conjecture in the affirmative; indeed, we obtained the following results related to the more general G-FOD induced by a strictly convex u.i.n.:
↓ (that can be computed explicitly) such that:
2. If N is a strictly convex u.i.n. and G 0 is a global minimizer of
We point out that Theorem 4.1 is obtained in terms of a translation of G-FOD problems into frame completion problems with prescribed norms. Roughly speaking, given S ∈ M d (C) + and a = (a i ) i∈I k ∈ (R k >0 ) ↓ as above, there exists a family
Notice that if we let F = (F 0 , G) ∈ (C d ) d+k be the finite sequence obtained by juxtaposition of F 0 and G then S F 0 + S G = S F . In [18] any such F is called a completion of F 0 by a family G, with norms prescribed by the sequence a. Eq. (19) can be used to show items 1. and 2. in Theorem 4.1 for a u.i.n. N . In order to get information about local minimizers of Θ (N, S, a) from Eq. (19) we should assume further that N is the Frobenius norm. This obstruction to the general case of item 3. (for a strictly convex u.i.n. N ) seems to be a limitation of the reduction methods from [18] . Hence, we state the following: In what follows, we will describe the first features of local minimizers of Θ (N, S, a) : T d (a) → R ≥0 , for an arbitrary strictly convex u.i.n. N in M d (C). We will also show that Conjecture 4.2 holds under some further hypothesis on the spectral structure of local minimizers.
We end this section with the following remark, in which we show the connection between G-FOD problems and matrix nearness problems.
for j ∈ I k , and consider the orbits
We can then consider the matrix nearness problem (as described in [10] , see also [16] )
Let a = (a i ) i∈I k ∈ (R k >0 ) ↓ and consider the particular case: µ j = a j e 1 , for j ∈ I k , where
denotes the canonical basis of C d . Then G ∈ O µ j if and only if G = g ⊗ g for some g ∈ C d with g 2 = a j , j ∈ I k . Hence, the matrix nearness problem in Eq. (20) coincides with the problem of computing global minimizers on Θ (N , S , a) in T d (a). Similarly, the study of local minimizers of the matrix nearness problem corresponds to the study of local minimizers of Θ (N , S , a) . It is worth pointing out that for the Frobenius norm, local minimizers of the matrix nearness problem arise naturally as stability points of (effective) gradient descent algorithms, as those considered in [16] . Hence, settling Conjecture 4.2 in the affirmative would be a relevant result from an applied point of view. △
Properties of local minimizers of the G-FOD on T d (a)
In this section we consider the following
with the usual metric, induced by the operator norm; 
There exists {v
In particular, we have that
= a j and it is straightforward to check that g j ⊗ g j is a local minimizer
. Thus, by Theorem 3.5, g j ⊗ g j commutes with S [j] , for j ∈ I k . This last fact implies that S − S 0 and g j ⊗ g j commute, for j ∈ I k , which proves item 1.
Since G 0 is a local minimizer of Θ in T d (a), there exists ε > 0 such that
where we are using Notation 4.4, with µ = λ(S 0 ). Indeed, let ε > 0 be such that for
) is an open neighborhood of S 0 in O µ , and S 0 is a local minimum for the map Φ (N, S, µ) on O µ . Item 2 now follows from Theorem 3.5 and the fact that
2. Let σ(D) = {c 1 , . . . , c p } be such that c 1 < c 2 < . . . < c p and let
Then I k is the disjoint union of {J j } j∈Ip ;
3. If we let W j = span{g ℓ : ℓ ∈ J j } then W j reduces both S and S 0 , for j ∈ I p . Moreover,
Proof. Notice that W = span{g i : i ∈ I k }; on the other hand, by Theorem 4.5, g i is an eigenvector of S − S 0 , for each i ∈ I k . These two facts show that W is an invariant subspace of S − S 0 ; since S − S 0 is selfadjoint, W reduces S − S 0 . Thus, the restriction D = (S − S 0 )| W ∈ L(W ) is a well defined selfadjoint operator acting on W . The previous remarks also show that I k is the disjoint union of {J i } i∈Ip .
Let j, ℓ ∈ I p with j = ℓ and let r ∈ J j and s ∈ J ℓ . Then, g r ⊥ g s , since these vectors are eigenvectors of a selfadjoint operator, corresponding to different eigenvalues. Hence, W j ⊥ W ℓ and
Thus, in particular, W j reduces S 0 ; using that W j also reduces S − S 0 we conclude that W j reduces S = (S − S 0 ) + S 0 , for j ∈ I p . On the other hand, since W = j∈Ip W j then W = ⊕ j∈Ip W j . 
= 0 , and such that R ′′ (0) = 0. Therefore lim t→0 t −2 R(t) = 0. We now consider
Then dim V = s + 1, for s = dim span{g l : l ∈ I j } ≥ 1. By construction, the subspace V reduces S − S 0 and T (t) in such a way that (S − S 0 )| V ⊥ = T (t)| V ⊥ , for t ∈ (−1/2 , 1/2). On the other hand
where we use the fact that the ranges of the selfadjoint operators in the second and third term in the formula above clearly lie in V . Then
where we have used the definition of s and the fact that |z l | > 0 for l ∈ I j (and the known fact that if S , T ∈ M d (C) + =⇒ R(S + T ) = R(S) + R(T ) ). Hence, for sufficiently small t, the spectrum of the operator A(t) ∈ L(V ) defined in Eq. (23) is
where we have used the fact that g l , h = 0 for every l ∈ I j . Let us now consider
Recall that in this case lim t→0 t −2 δ j (t) = 0 for 1 ≤ j ≤ s + 1. Using Weyl's inequality on Eq. (23), we now see that
We know that
Since by hypothesis c j < c then, the previous remarks show that there exists ε > 0 such that if t ∈ (0, ε) then, for every i ∈ I s
The previous facts show that for t ∈ (0, ε) then ρ(t) ≺ λ((S −S 0 )| V ) = c , c j 1 s strictly. Therefore,
where the second majorization relation is strict (i.e.
Since N is strictly convex, for every t ∈ (0, ε) we have that
This last fact contradicts the assumption that G 0 is a local minimizer of Θ in T d (a). 
Hence, we consider
endowed with the metric induced by the operator norm. Moreover, we consider the map
By Eq. (25) we see that
The inequality in Eq. (27) can be strict. Yet, we will show that under some additional hypothesis equality holds in Eq. (27). Moreover, since M d (C) + t is a (larger but) simpler set, we are able to compute those A ∈ M d (C) + t that attain the minimum in the left hand side of Eq. (27) (see Theorem 4.9 below); these facts together will allow us to prove Conjecture 4.2 in some special cases.
Then, A op is a global minimizer of D, defined as in Eq. (26).
Proof. By construction we see that
+ t be arbitrary; we consider the following cases:
In case c ≤ λ d then we see that λ(S − A op ) = c 1 d . Since tr(A) = t, then tr(λ(S − A)) = tr(S − A) = tr(S) − t = tr(λ(S − A op )). Thus, in this case we have (see item 4. in Remark 2.2) that
In case c > λ d , there exists r ∈ I d−1 such that λ r ≥ c > λ r + 1. Then,
If we let λ(A) = (α i ) i∈I d ∈ (R d ≥0 ) ↓ then, by Lidskii's additive inequality, we get that
We now show that (γ i ) i∈I d ≺ (δ i ) i∈I d ; by construction tr((γ i ) i∈I d ) = tr((δ i ) i∈I d ) that is tr(γ) = 
Thus, in order to show that (γ i ) i∈I d ≺ (δ i ) i∈I d we need to prove that 
We now define β = 
where ( Thus, G 0 is a global minimizer of Θ in T d (a).
