Slope failures occur when parts of a slope collapse abruptly under the influence of gravity, often triggered by a rainfall event or earthquake. The resulting slope failures often cause problems in mountainous or hilly regions, and the detection of slope failure is therefore an important topic for research. Most of the methods currently used for mapping and modelling slope failures rely on classification algorithms or feature extraction, but the spatial complexity of slope failures, the uncertainties inherent in expert knowledge, and problems in transferability, all combine to inhibit slope failure detection. In an attempt to overcome some of these problems we have analyzed the potential of deep learning convolutional neural networks (CNNs) for slope failure detection, in an area along a road section in the northern Himalayas, India. We used optical data from unmanned aerial vehicles (UAVs) over two separate study areas. Different CNN designs were used to produce eight different slope failure distribution maps, which were then compared with manually extracted slope failure polygons using different accuracy assessment metrics such as the precision, F-score, and mean intersection-over-union (mIOU). A slope failure inventory data set was produced for each of the study areas using a frequency-area distribution (FAD). The CNN approach that was found to perform best (precision accuracy assessment of almost 90% precision, F-score 85%, mIOU 74%) was one that used a window size of 64 × 64 pixels for the sample patches, and included slope data as an additional input layer. The additional information from the slope data helped to discriminate between slope failure areas and roads, which had similar spectral characteristics in the optical imagery. We concluded that the effectiveness of CNNs for slope failure detection was strongly dependent on their design (i.e., the window size selected for the sample patch, the data used, and the training strategies), but that CNNs are currently only designed by trial and error. While CNNs can be powerful tools, such trial and error strategies make it difficult to explain why a particular pooling or layer numbering works better than any other.
Introduction
Slope failures are dangerous mass movements that occur frequently in mountainous terrains, causing extensive damage to natural features, as well as to economic and social infrastructure [1] . They can also have direct, long-term, physical impacts on major infrastructure such as roads, bridges, and human habitations, with severe effects on local infrastructure development and land use management [2] . Slope failures can occur for a variety of reasons; they can, for example, be triggered by heavy rainfall, slope disturbance during road construction, or earthquake shocks. There have been a number of investigations into different types of slope failure susceptibility analysis, and mitigation strategies are increasingly being applied [3] [4] [5] . Slope failure analysis generally aims not only to detect slope failures but also to delineate the areas affected and compile inventories. Recent susceptibility analyses have aimed to determine hazard-prone areas on the basis of previously generated inventory data set [6] . In order to complete a slope failure susceptibility analysis it is crucial to first analyze any available inventory of previous events and their areal extent, and to investigate the relationship between their spatial distribution and the conditioning factors, in order to then be able to identify other hazard-prone areas [3, 7] . The results are heavily dependent on the accuracy of the inventory data set, especially when using machine learning for susceptibility analysis as both training and testing are based on selected portions of the inventory [8] . Although most of the knowledge-based susceptibility analysis approaches are not dependent on inventory data sets, the hazard-prone areas predicted still need to be validated, for which a reliable inventory data set is required [9] . Both machine learning and knowledge-based mass movement susceptibility analyses therefore require an accurate inventory data set in order to be able to model and map hazard-prone areas [10] .
Slope failures are often dangerous, particularly those that occur along a road. Falling masses of soil and rock require a rapid response [1] . Since such mass movements often occur in remote mountainous areas, there can be considerable time pressure to delineate the areas affected so that any victims can be reached in good time and provided with humanitarian support [11] . Remote sensing and GIS are therefore considered fundamental for slope failure analysis [12] . However, while remote sensing provides frequently updateable data for almost all parts of the world, the data products generated often suffer from relatively low resolution.
In recent years unmanned aerial vehicle (UAV) technologies have become widely accepted as a way of providing low-cost opportunities to obtain critical up-to-date and accurate field data. This technology is still developing and is being used for an increasing number of applications [12] . UAV-based field surveys have been assisted by improvements in the global navigation satellite system (GNSS) [13] . Enhanced data production workflows allow emergency response teams to obtain the required images in a timely manner, in order to respond to emergency situations. The potential for UAV use in natural hazard and emergency situations is clearly growing, and the latest technological developments have been described in recent publications [1, 4, 14, 15] . Compared to traditional mapping methods, the use of UAVs has the potential to acquire data with higher spatial and temporal resolutions, as well as offering flexible deployment capabilities [16] .
As well as the possibility of using UAVs to obtain very high resolution (VHR) imagery, software such as Agisoft PhotoScan or Pix4D Processes has also helped in the compilation of mosaics, as well as with image georeferencing and post-processing, allowing users to obtain, for example, digital elevation models (DEMs) [13] . UAVs have in the past been used on a number of occasions to collect data for slope failure inventories [12, 17, 18] , but analysis and classification of remotely sensed (UAV-derived) imagery in order to extract slope failures along roads is a new area of research.
The strategies used for image analysis and classification are generally either object-based or pixel-based. Both have been integrated into different machine learning models for semi-automated feature extraction [19] . Although object-based analysis has become more common [20] , pixel-based methods have long been the mainstay for remotely sensed image classification [19] . A number of object-based and pixel-based semi-automated approaches have already been developed for mass movement detection, using different machine learning models [6, 21, 22] .
Over the last decade deep-learning models, and in particular CNNs, have been successfully used for classification and segmentation of remotely sensed imagery [23] [24] [25] , for scene annotation, and for a broad range of object detection applications [26] . Although there are some ways of using deep learning approaches in an unsupervised mode, CNNs are supervised machine learner in which masses of labelled sample patches are used to feed learnable filters, in order to minimize the applied loss function [27] . The performance of these approaches is strongly dependent on their network architecture, the sample patches selected for input, and on graphics processing unit (GPU) speed [28] . While CNNs have been shown to have superior capabilities for extracting features from remotely sensed images, only a limited number of investigations have been carried out to date using CNN approaches for slope failure detection. Ghorbanzadeh et al. [28] evaluated different CNN approaches using different input data sets and sample patch widow sizes for their research into landslide detection in the high Himalayas of Nepal. They trained their CNN approaches on two sets of spectral band data together with topographic information. Their highest detection accuracy using CNNs was obtained using a small window size for the CNN sample patches, with a mean intersection-over-union. Ding et al. [29] used a CNN approach to detect landslides in Shenzhen, China, with optical data from GF-1 imagery, but only obtained a relatively low overall landslide detection accuracy of 67%.
The literature review has revealed that we are not the first to use CNN approaches for mass movement detection. However, the potential of CNN approaches using data from UAV remotely sensed imagery for slope failure detection remains under-explored. We have therefore investigated the use of CNN approaches for slope failure detection from UAV remote sensing imagery. By using the spectral information from the UAV imagery, together with a slope data, we have demonstrated the performance of CNN approaches and the advantages of using topographic data, in particular slope data, for slope failure detection. We compared the maps produced using different CNN approaches with manually extracted slope failure inventory data sets obtained from a variety of different sources. The maps were evaluated using a frequency area distribution (FAD) technique. The detected slope failures were then validated using conventional computer vision validation methods.
Study Areas
Both the training and testing areas selected for this study were located along the river Ganga, in the Himalayas of northern India (see Figure 1 ).
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Study Areas
Both the training and testing areas selected for this study were located along the river Ganga, in the Himalayas of northern India (see Figure 1 ). This is a high elevation area, with altitudes ranging from 700 m.a.s.l. in the river bed to 2500 m.a.s.l. on the mountain peaks. The rock formations in the area comprise highly fractured and weathered quartzite schist and phyllite [5] . Most of the slope failures occur along the main road, where the road has been widened by cutting into the valley slopes, and they are usually enlarged by heavy rainfall events. This area is therefore particularly vulnerable to mass movements during the monsoon season, when the number of slope failures along this stretch of road is a significant problem. Many new roads are being built at present, to provide access to the numerous popular This is a high elevation area, with altitudes ranging from 700 m.a.s.l. in the river bed to 2500 m.a.s.l. on the mountain peaks. The rock formations in the area comprise highly fractured and weathered quartzite schist and phyllite [5] . Most of the slope failures occur along the main road, where the road has been widened by cutting into the valley slopes, and they are usually enlarged by heavy rainfall events. This area is therefore particularly vulnerable to mass movements during the monsoon season, when the number of slope failures along this stretch of road is a significant problem. Many new Remote Sens. 2019, 11, 2046 4 of 24 roads are being built at present, to provide access to the numerous popular tourist attractions in the Himalayas [9] . Excavation into slopes for road construction creates areas that are particularly sensitive and susceptible to large mass movements and slope failures. Slope failures along these roads result mainly in debris slides and rockfalls, which block the transportation corridors between the higher Himalayas and the central parts of India. People sometimes have to wait for days for roads to be cleared, as it would be extremely difficult and dangerous to try and get past the road clearance teams on such narrow roads. Slope failures can cause major problems, not only for transportation corridors but also for human settlements, which tend to be located in the lower sections of the roads. Slope failures can have a direct effect on such settlements and have caused casualties in a number of villages.
Workflow

Overall Methodology
The spectral information and the slope data derived from the UAV remotely sensed imagery were used to evaluate the accuracy with which the CNNs were able to detect displaced masses along a road, using different sample patch window sizes. The workflow was as follows:
Layers were first compiled for two different training and testing data sets, one (a) containing spectral information only, and the second (b) containing spectral information and slope data. FAD techniques were used to find the optimal and most detailed slope failure inventories to use for both training and validation purposes. CNN-based patches were created using multiple window sizes. Two different CNN approaches were designed, each with a number of different window sizes. The performance of each CNN approach was tested and validated, and the benefit of and the benefits of including slope data evaluated. A description of the methodology used can be found in the following sections, together with the results of the experiments.
Materials
UAV Surveys
A range of UAVs are currently in use, including both fixed-wing and rotary-wing aircraft. The availability of high quality miniature camera sensors has enabled their use as affordable and practical remote sensing platforms [16] . The low altitude remote sensing platform used for image acquisition in this study (in April 2019) was a quadcopter UAV (DJI Mavic 2 pro, DJI, Nanshan District, Shenzhen, China), see Figure 2 ), equipped with global navigation satellite system (GNSS), GPS and GLONASS sensors. To achieve acceptable position accuracy with the applied UAV in this study, we used ground control points (GCP) during the fieldwork and data acquisition. Therefore, more than 20 GCPs were measured using GPS (Etre 20X, Garmin, Olathe, Kansas, USA). The accuracy of the GCPs surveyed on the ground is approximately 2 cm standard deviation. The measured GCPs were used in Agisoft Photoscan (St. Petersburg, Russia) during the photo alignment process.
With its 15.4 V/3850 mA-h lithium battery the UAV could fly autonomously for about 25 min following a flight plan, at an altitude of 300 m above the launching site. Data were collected at a ground speed of approximately 15 m/s. An RGB camera was mounted on the UAV and set to collect images at 2-s intervals, which were recorded in a JPEG format. The maximum resolution of the UAV camera was set to 20 megapixel and exposure compensation to -1/3EV. Additional information on the camera is presented in Table 1 . The camera had a 1-inch CMOS sensor with a maximum image resolution of 5472 × 3648 pixels. The camera lens had a focal length of 10.26 mm, resulting in a horizontal field of view (FOV) of 77 degrees. Images were collected during each flight with 75% trajectory overlaps and 65% side overlaps, in order to ensure a high quality for the ortho-mosaic map produced (see Figure 3 ). RGB images were collected on two flights, one on 8th April 2019 and the second on 9th April; additional information including details of altitude, ground resolution, number of images, and flight dates, can be found in Table 2 . A total of 338 images were collected for the training area and 169 for the testing area. The UAV flights were carried out at an altitude of approximately 300m above the launching site. The ground resolution of the imagery obtained over the training and test areas ranged between approximately 11 and 12 cm per pixel. Image overlap between the two study areas ranged from one to more than nine images. The reprojection error is a measure of accuracy of the points, measured in pixels. The reprojection error is one indication of the quality of the calibration process and should be less than or equal to one pixel. According to Table 2, in our case reprojection error is 0.52 pixel for training area and 0.68 for testing area, which are less than one pixel. The camera had a 1-inch CMOS sensor with a maximum image resolution of 5472 × 3648 pixels. The camera lens had a focal length of 10.26 mm, resulting in a horizontal field of view (FOV) of 77 degrees. Images were collected during each flight with 75% trajectory overlaps and 65% side overlaps, in order to ensure a high quality for the ortho-mosaic map produced (see Figure 3 ). RGB images were collected on two flights, one on 8th April 2019 and the second on 9th April; additional information including details of altitude, ground resolution, number of images, and flight dates, can be found in Table 2 . A total of 338 images were collected for the training area and 169 for the testing area. The UAV flights were carried out at an altitude of approximately 300m above the launching site. The ground resolution of the imagery obtained over the training and test areas ranged between approximately 11 and 12 cm per pixel. Image overlap between the two study areas ranged from one to more than nine images. The reprojection error is a measure of accuracy of the points, measured in pixels. The reprojection error is one indication of the quality of the calibration process and should be less than or equal to one pixel. According to Table 2, in our case reprojection error is 0.52 pixel for training area and 0.68 for testing area, which are less than one pixel. 
Photogrammetric Processing of UAV Data
Processing of the remotely sensed UAV data started with a manual evaluation of image quality [16] . Those images that had noticeable artefacts or were blurred were deleted, as were those acquired when the drone was too close to the ground (i.e., during take-off and landing). Agisoft PhotoScan software was then used for further photogrammetric processing of the retained images. This processing of raw image data consisted of two steps: (a) ortho-mosaic image generation, and (b) DEM generation.
Ortho-Mosaic Map
To generate a mosaic the acquired UAV image data were processed using software based on the Agisoft PhotoScan Professional 1.5.3 'Structure from Motion' algorithm. Generating the ortho-mosaic images involved three main steps: (a) camera calibration and image alignment, (b) point cloud and mesh generation, and (c) ortho-mosaic map export [30] . The final step generated a map with dimensions of 5472 × 3648 pixels.
Digital Elevation Model Generation
A DEM was produced using the point cloud and mesh generation processes in the same software. A total of 243,141 point cloud points were used for the training area and 121,041 for the testing area. The resultant DEM had a ground resolution of about 44.8 cm/ pixel for the training area and 48.8 cm/ pixel for the testing area. The root-mean-square reprojection error was 0.16 (0.51 pixel) for the training area and 0.12 (0.68 pixel) for the testing area. During the whole the process we were careful to keep the spatial resolution of the orthomosaic resolutions by 11.2 cm/ pixel and 12.2 cm/ pixel for training and testing images respectively. Thus, the resultant DEMs were resampled to the same spatial resolutions. The ortho-mosaic and DEM maps were georeferenced using the latitude and longitude coordinates recorded for each image by the GPS and GLONASS modules on the UAV. 
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A DEM was produced using the point cloud and mesh generation processes in the same software. A total of 243,141 point cloud points were used for the training area and 121,041 for the testing area. The resultant DEM had a ground resolution of about 44.8 cm/ pixel for the training area and 48.8 cm/ Remote Sens. 2019, 11, 2046 7 of 24 pixel for the testing area. The root-mean-square reprojection error was 0.16 (0.51 pixel) for the training area and 0.12 (0.68 pixel) for the testing area. During the whole the process we were careful to keep the spatial resolution of the orthomosaic resolutions by 11.2 cm/ pixel and 12.2 cm/ pixel for training and testing images respectively. Thus, the resultant DEMs were resampled to the same spatial resolutions. The ortho-mosaic and DEM maps were georeferenced using the latitude and longitude coordinates recorded for each image by the GPS and GLONASS modules on the UAV. The DEMs produced were then used to extract the slope data for both training and testing areas (see Figure 4 ). The slope data was extracted using ArcMap 10.3 software, (ESRI, Redlands, California, USA).
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The DEMs produced were then used to extract the slope data for both training and testing areas (see Figure 4 ). The slope data was extracted using ArcMap 10.3 software, (ESRI, Redlands, California, USA). 
Inventory Generation for Training and Testing
An accurate inventory map of slope failures was required, not only for training the detection algorithm but also for testing its performance. Common techniques used for slope failure inventory production include manual detection and extraction from optical remote sensing data, and field survey techniques such as the use of laser rangefinder binoculars in combination with a GPS receiver. Field surveys are usually expensive and can even be dangerous, and since we had access to very high-resolution imagery we relied on manual slope failure detection from the images that we 
An accurate inventory map of slope failures was required, not only for training the detection algorithm but also for testing its performance. Common techniques used for slope failure inventory production include manual detection and extraction from optical remote sensing data, and field survey techniques such as the use of laser rangefinder binoculars in combination with a GPS receiver. Field surveys are usually expensive and can even be dangerous, and since we had access to very high-resolution imagery we relied on manual slope failure detection from the images that we used for training and testing. Three different experts were asked to manually delineate any slope failures in these images (see Figure 5 ). A common problem with expert-based techniques is the associated uncertainty in the results [31] , which is why three different experts were consulted.
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failures in these images (see Figure 5 ). A common problem with expert-based techniques is the associated uncertainty in the results [31] , which is why three different experts were consulted. All of the inventories generated by our experts were evaluated using FAD curves. This technique involves plotting areas affected by mass movements against the cumulative and non-cumulative area frequencies. We used a power-law, which is a statistical functional relationship between two quantities. Those areas in the inventories that were affected by slope failures were plotted against their non-cumulative frequency density to generate the FAD curves. The power-law function has previously been successfully used to evaluate some medium to large mass movements [32] . The probability of a landslide of a particular size can be obtained with the power-law using the following equation:
where is observed values, is a normalization constant, and β is the power-law exponent of Details of the FAD are presented in Figure 6 . In the FAD the power-law distribution curves for larger slope failures diverge from those for smaller slope failures [33] . The point at which this divergence begins is defined as the cut-off point [33] . For non-cumulative probability density distributions of slope failure, the peak value of an FAD curve for small landslides, before it begins to decrease following a positive power-law decay, is referred to as the rollover point [34] . The slope of a power-law distribution is defined by a power-law exponent [35] , and that part of the slope that represents large mass movement areas is referred to as the power-law tail. We used this technique to evaluate our inventories, plotting separate FAD curves for inventories for the training and testing areas. All of the inventories generated by our experts were evaluated using FAD curves. This technique involves plotting areas affected by mass movements against the cumulative and non-cumulative area frequencies. We used a power-law, which is a statistical functional relationship between two quantities. Those areas in the inventories that were affected by slope failures were plotted against their non-cumulative frequency density to generate the FAD curves. The power-law function has previously been successfully used to evaluate some medium to large mass movements [32] . The probability of a landslide of a particular size can be obtained with the power-law using the following equation:
where X is observed values, c is a normalization constant, and β is the power-law exponent of Details of the FAD are presented in Figure 6 . In the FAD the power-law distribution curves for larger slope failures diverge from those for smaller slope failures [33] . The point at which this divergence begins is defined as the cut-off point [33] . For non-cumulative probability density distributions of slope failure, the peak value of an FAD curve for small landslides, before it begins to decrease following a positive power-law decay, is referred to as the rollover point [34] . The slope of a power-law distribution is defined by a power-law exponent [35] , and that part of the slope that represents large mass movement areas is referred to as the power-law tail. We used this technique to evaluate our inventories, plotting separate FAD curves for inventories for the training and testing areas. The FAD of the slope failures can be defined by a three-parameter inverse-gamma distributionsee Equation (2) below:
where is the parameter primarily controlling power-law decay for medium and large slope failures Γ( ) is the gamma function of ρ, A is the slope failure area, is the location of the rollover point, is the exponential decay for small slope failure areas. According to Malamud et al. [35] , the smallest resulting rollover point value is considered to represent the best fit for the power-law exponent.
Convolutional Neural Network (CNN)
Image processing approaches have traditionally focused on knowledge-based, low-level handcrafted and machine learning feature representations [24] . Although these classification algorithms yield acceptable results for remote sensing classification problems, CNNs have recently been used to obtain state-of-the-art results in computer vision and some limited remote sensing applications (i.e., object detection and scene classification). However, using UAV remotely sensed images for the CNNs still presents a challenge because of the limited availability of labelled data [23] . The multiple layers in feed-forward CNNs are able to provide critical feature representations of an image in a hierarchical manner, which allows them to distinguish the visual laws in the feed-forwarded image from any expert-designed complex ruleset [29] . Any CNN approach involves a number of "hidden" convolutional layers, each consisting of a set of learnable filters together with a nonlinear function, and also pooling layers, which are used to downsample feature maps output from its previous layer in order to reduce computation costs.
The non-linear activation functions commonly used in a convolutional layer are rectified linear units (ReLUs), the sigmoid function, and the hyperbolic tangent function [28] . We used max-pooling, a widely used pooling layer that retains only the maximum values from the feature maps that were produced from its previous convolution layer. The last fully connected layer was responsible for the highly refined features presented in the final probability map [36] . The FAD of the slope failures can be defined by a three-parameter inverse-gamma distributionsee Equation (2) below:
where ρ is the parameter primarily controlling power-law decay for medium and large slope failures Γ(ρ) is the gamma function of ρ, A L is the slope failure area, a is the location of the rollover point, s is the exponential decay for small slope failure areas. According to Malamud et al. [35] , the smallest resulting rollover point value is considered to represent the best fit for the power-law exponent.
The non-linear activation functions commonly used in a convolutional layer are rectified linear units (ReLUs), the sigmoid function, and the hyperbolic tangent function [28] . We used max-pooling, a widely used pooling layer that retains only the maximum values from the feature maps that were produced from its previous convolution layer. The last fully connected layer was responsible for the highly refined features presented in the final probability map [36] .
Optimizing Sample Patch Selection
In this subsection the generation of a CNN training data set based on the fishnet tool is explained, and the problems associated with using the common sample patch selection methods (such as the random, central, and moment bounding (MB) box methods) for our specific purpose of slope failure detection discussed. The ultimate objective of preparing any CNN training dataset is to obtain a consistent set of sample patches for feature extraction, segmentation, and object detection [37] . The method most commonly used to select patches is the random selection method, which has been used in a number of previous investigations [28, 38] . The MB box method has also been used and is considered a practical method for finding both the optimal position and the optimal size for the patches. The advantages of using the MB box method for CNN sample patch selection have been previously described by Zhang et al. [39] , in an investigation into the use of object-based CNN for urban land use classification. However, in view of the large variation in the shape and dimensions of areas affected by slope failure, using this detection method leads to a large increase in the number of neighboring areas in each patch, resulting in increased computation time and reduced accuracy. The central sample patch selection method has been proposed by Ghorbanzadeh and Blaschke [40] , who used only those patches selected from the central line/point of an object and compared their results with those obtained using random selection. They found that using the central patch selection method increased the accuracy by 3%. However, considering the resolution of our VHR images and the applied window sizes for sample patches selection, this method is not applicable to our case. We therefore used the fishnet tool, which provides us with equally spaced points that were considered as the central point of each patch. The fishnet tool was used on the inventory polygons in the UAV image that was selected for training (see Figure 7 ). The central points of the sample patches were then selected on the basis of the fishnet points. Based on the ratio of the slope failure areas to the non-slope failure areas in the images, different distances were applied for the fishnet points. Thereafter these points were used for patch selecting from the slope failure inventory polygons and the other areas. In this subsection the generation of a CNN training data set based on the fishnet tool is explained, and the problems associated with using the common sample patch selection methods (such as the random, central, and moment bounding (MB) box methods) for our specific purpose of slope failure detection discussed. The ultimate objective of preparing any CNN training dataset is to obtain a consistent set of sample patches for feature extraction, segmentation, and object detection [37] . The method most commonly used to select patches is the random selection method, which has been used in a number of previous investigations [28, 38] . The MB box method has also been used and is considered a practical method for finding both the optimal position and the optimal size for the patches. The advantages of using the MB box method for CNN sample patch selection have been previously described by Zhang et al. [39] , in an investigation into the use of object-based CNN for urban land use classification. However, in view of the large variation in the shape and dimensions of areas affected by slope failure, using this detection method leads to a large increase in the number of neighboring areas in each patch, resulting in increased computation time and reduced accuracy. The central sample patch selection method has been proposed by Ghorbanzadeh and Blaschke [40] , who used only those patches selected from the central line/point of an object and compared their results with those obtained using random selection. They found that using the central patch selection method increased the accuracy by 3%. However, considering the resolution of our VHR images and the applied window sizes for sample patches selection, this method is not applicable to our case. We therefore used the fishnet tool, which provides us with equally spaced points that were considered as the central point of each patch. The fishnet tool was used on the inventory polygons in the UAV image that was selected for training (see Figure 7 ). The central points of the sample patches were then selected on the basis of the fishnet points. Based on the ratio of the slope failure areas to the non-slope failure areas in the images, different distances were applied for the fishnet points. Thereafter these points were used for patch selecting from the slope failure inventory polygons and the other areas. 
CNNs with Different Patch Window Sizes and Network Depths
We used multiple CNN training window sizes for slope failure detection. Four sample patch window sizes (32 × 32, 48 × 48, 64 × 64, and 80 × 80 pixels) were used for the CNN training windows. These CNN training window sizes were carefully chosen on the basis of cross-validation results. Multiple input window sizes were used because of the extent of the inventory polygons and the different dimensions of the slope failures. Most of the slope failures were quite extensive along the line of failure, becoming narrower below this line before broadening again in the depositional area. The resulting features can therefore sometimes be quite elongated and thin, more closely resembling an unsealed road than a mass movement. However, we also used the slope data and a single slope failure can consist of different slopes, which should be taken into account in the training process. Zhang et al. [39] and Ghorbanzadeh et al. [28] have previously used the same approach in separate studies to annotate sophisticated shape features in urban areas and in slope failure areas.
Automatic frameworks for designing the state-of-the-art CNN architectures without any expert knowledge have considered as a crucial part of the related studies recently [41] . There are some studies that attempt to find an automatic solution for defining the optimized CNN architectures [42, 43] . However, these frameworks have automatically optimized based on their specific applied training datasets such as CIFAR-100, MNIST, and Tiny-ImageNet, whereas in our case we use our prepared training dataset using the multiple input sample patch selection window sizes. Although the optimal architecture for any specific application of a CNN approach remains a matter of ongoing discussion [44] , the number of convolution and pooling layers should correspond to the input patch window sizes. In this study, the number of hidden layers including the convolution and pooling layers is defined by term "depth" taken from term "deep" of deep learning which refers to the several hidden layers in a neural network. We used two CNN structures with a different number of layers in each, in response to the multiple input window sizes that we used (see Figure 8 ). A six-layer depth CNN was used for 32 × 32 pixels and 48 × 48 pixels window sizes, and a nine-layer depth CNN for 64 × 64 pixels and 80 × 80 pixels window sizes. Both CNNs were fed with the three original RGB spectral bands of the UAV remotely sensed image. We then added the slope data to the input data set as an additional layer. A composite of four layers was therefore used for training both of the CNNs. We used different numbers of feature maps and a max-pooling layer of 2 × 2 was applied immediately after any convolution layer except the last layer of the six-layer depth CNN. The dimensionality-reduced feature maps of the max-pooling layer were then used as input for the next convolution layer. A kernel size of 5 was used for the first convolution layer and of 3 for additional convolution layers. Using a dropout of 0.5 is useful for fully connected layers to increase the generalization of the approach and avoid overfitting, which result in better transferability of the approach. Dropout is considered as a regularization method which use during training and it randomly dropped the connections among the network for reducing overfitting [23] . The kernel sizes and the number of feature maps were selected on the basis of our input window sizes. The last convolution layer of the six-layer depth CNN and the last max-pooling layer of the nine-layer depth CNN were not used for the 32 × 32 and 64 × 64 pixels window sizes, respectively, due to the dimensionality limitation. Our CNN approaches were structured and implemented in Trimble's eCognition software, based on the Google TensorFlow software library. The resulting gradients for each weighting were calculated within each hidden layer, and a statistical gradient descent function applied to optimize these weightings. The best detection rate was obtained with a batch size of 50, a learning rate of 0.0001, and 5000 training steps. 
Results
Selection of Optimal Inventories
The FAD curves were plotted for each of the training and testing areas (see Figure 9 ) and the extracted values are presented in Table 3 . The minimum slope failure areas extracted for the training area ranged between 81 m² for the first inventory and 334 m² for the third inventory; those extracted for the testing area ranged between 86 m² for the third inventory and 144 m² for the second. The β value ranged from 1.44 to 148 for the training inventories and from 1.53 to 2.02 for the testing inventories. The smallest rollover point value for the training inventories was 256.74 m² for the first testing inventory, while the smallest rollover point value for the second testing inventory was 171.31 m². The first inventory for the training area and the second inventory for the testing area were therefore selected as our optimal inventories and used for the training and testing approaches. From the resulting rollover point values we can not claim that the selected inventories are the most accurate, but we can say that the distribution patterns obtained from these inventories were closest to those of accurate slope failure inventories.
The first inventory for the training area, which included three different zones, was the one used to train the different CNN approaches. The fishnet tool was used to produce point features on a uniform grid, based on the inventories for the training zones. The points produced were taken to be the central points of CNN sample patches. The distribution of the sample patches was therefore based on the fishnet tool. As the total area covered by slope failures within a particular image was less than the total area unaffected by slope failure and almost the same number of points allocated to slope failure areas as to areas unaffected by slope failure, the distance between points created within the slope failure areas was less than that between points created outside the slope failure areas. 
Results
Selection of Optimal Inventories
The FAD curves were plotted for each of the training and testing areas (see Figure 9 ) and the extracted values are presented in Table 3 . The minimum slope failure areas extracted for the training area ranged between 81 m 2 for the first inventory and 334 m 2 for the third inventory; those extracted for the testing area ranged between 86 m 2 for the third inventory and 144 m 2 for the second. The β value ranged from 1.44 to 148 for the training inventories and from 1.53 to 2.02 for the testing inventories. The smallest rollover point value for the training inventories was 256.74 m 2 for the first testing inventory, while the smallest rollover point value for the second testing inventory was 171.31 m 2 . The first inventory for the training area and the second inventory for the testing area were therefore selected as our optimal inventories and used for the training and testing approaches. From the resulting rollover point values we can not claim that the selected inventories are the most accurate, but we can say that the distribution patterns obtained from these inventories were closest to those of accurate slope failure inventories.
The first inventory for the training area, which included three different zones, was the one used to train the different CNN approaches. The fishnet tool was used to produce point features on a uniform grid, based on the inventories for the training zones. The points produced were taken to be the central points of CNN sample patches. The distribution of the sample patches was therefore based on the fishnet tool. As the total area covered by slope failures within a particular image was less than the total area unaffected by slope failure and almost the same number of points allocated to slope failure areas as to areas unaffected by slope failure, the distance between points created within the slope failure areas was less than that between points created outside the slope failure areas. This higher point density within the slope failure areas made up for their smaller area, resulting in a balance between the total number of points within slope failure areas and the number outside these areas. This balance within the CNN training data is crucial and needs to be taken into account in the training process [28] . Sample patches were generated for all windows with 32 × 32, 48 × 48, 64 × 64 and 80 × 80 pixel sizes, based on the fishnet points. An illustration of sample patches generated for different window sizes is presented in Figure 10 . This higher point density within the slope failure areas made up for their smaller area, resulting in a balance between the total number of points within slope failure areas and the number outside these areas. This balance within the CNN training data is crucial and needs to be taken into account in the training process [28] . Sample patches were generated for all windows with 32 × 32, 48 × 48, 64 × 64 and 80 × 80 pixel sizes, based on the fishnet points. An illustration of sample patches generated for different window sizes is presented in Figure 10 . 
Results of Slope Failure Detection
The CNN approaches using all of the above-mentioned parameters were trained using the selected inventory data set for the training zones and tested on the testing area. In all of the resulting maps we removed those detected slope failure areas that covered less than 144 m 2 in order to reduce the geometric inaccuracies between the inventories and the UAV remotely sensed images. This area was the area of the smallest polygon in the inventory map chosen for the testing process. The results of a statistical analysis of the detected slope failures (i.e., minimum, maximum, sum, mean and standard deviation of the extracted areas) are presented in Table 4 . A total of eight slope failure maps were generated on the basis of all the different CNN approaches and parameters used. Each of the presented maps (see Figure 11 ) shows the results obtained using the same sample patch window size with different RGB and RGB,S (RGB and slope) data sets, making it easier to distinguish the effects of using different training data sets and sample patches. Both results were overlaid on the chosen optimal testing inventory map. As an example, the CNN _ , approach used a window size of 48 × 48, and RGB,S indicates the use of a training data set comprising optical data from RGB layers, together with slope data. 
The CNN approaches using all of the above-mentioned parameters were trained using the selected inventory data set for the training zones and tested on the testing area. In all of the resulting maps we removed those detected slope failure areas that covered less than 144 m 2 in order to reduce the geometric inaccuracies between the inventories and the UAV remotely sensed images. This area was the area of the smallest polygon in the inventory map chosen for the testing process. The results of a statistical analysis of the detected slope failures (i.e., minimum, maximum, sum, mean and standard deviation of the extracted areas) are presented in Table 4 . A total of eight slope failure maps were generated on the basis of all the different CNN approaches and parameters used. Each of the presented maps (see Figure 11 ) shows the results obtained using the same sample patch window size with different RGB and RGB,S (RGB and slope) data sets, making it easier to distinguish the effects of using different training data sets and sample patches. Both results were overlaid on the chosen optimal testing inventory map. As an example, the CNN 48_RGB,S approach used a window size of 48 × 48, and RGB,S indicates the use of a training data set comprising optical data from RGB layers, together with slope data. Table 4 . Statistical analysis of slope failure detection results showing the number of polygons extracted as slope failure areas, the minimum and maximum areas of the individual slope failures detected, total area of all slope failures detected, and the mean and standard deviation of these areas compared to those of the inventory. 
Method
Comparison of Results Obtained by Manual Detection with Those Obtained Using CNNs
A number of accuracy assessment measures relevant to this study were used to comprehensively evaluate the performance of the applied CNNs by analyzing the conformity between the manually detected slope failure inventory dataset and the dataset derived using CNNs. The performances were compared using the positive predictive value (PPV), the true positive rate (TPR) and the F-score metrics. These accuracy assessment measures were calculated using three different pixel classifications: true positive (TP), false positive (FP), and false negative (FN) -see Table 5 . The PPV, also known as the precision (Prec) [45] , the proportion of slope failure pixels correctly identified by the CNNs, which can be calculated as:
where TP is the number of pixels that were correctly detected as slope failure areas (i.e., the number of true positives) and FP is the number of false positives -i.e., pixels that were incorrectly identified as slope failure areas (see Figure 12 ). 
where TP is the number of pixels that were correctly detected as slope failure areas (i.e., the number of true positives) and FP is the number of false positives -i.e., pixels that were incorrectly identified as slope failure areas (see Figure 12 ). The true positive rate (TPR), also known as the recall (Rec), is the proportion of slope failure pixels in the polygons extracted manually from the slope failure inventory that were correctly detected by the CNNs, which is derived as follows:
in which FN is the number of inventory slope failure areas that were not detected by the CNNs, i.e., the number of slope failure areas missed (see Figure 12 ). The F-score was used to reach an overall model accuracy assessment. The F-score, also known as the F1 measure (F1), is defined as the weighted harmonic mean of the PPV and the TPR, which is calculated using Equation (5): The true positive rate (TPR), also known as the recall (Rec), is the proportion of slope failure pixels in the polygons extracted manually from the slope failure inventory that were correctly detected by the CNNs, which is derived as follows:
in which FN is the number of inventory slope failure areas that were not detected by the CNNs, i.e., the number of slope failure areas missed (see Figure 12 ). The F-score was used to reach an overall model accuracy assessment. The F-score, also known as the F1 measure (F1), is defined as the weighted harmonic mean of the PPV and the TPR, which is calculated using Equation (5):
where α is a figure used to define the desired balance between the PPV and the TPR. When α= 0.5, the PPV and the TPR are in balance, a compromise that gave the highest level of accuracy in our CNN results. The over prediction rate (OPR) -also known as the commission error, the unpredicted presence rate (UPR) [46] , are the other relevant accuracy assessment measures used to assess the similarity between manually extracted slope failure areas and CNN-detected areas. These measures are also based on matches and mismatches between the inventory and the CNN-detected polygons of slope failure areas using TPs, FPs and FNs, which can be estimated using Equations (6) and (7):
The mean intersection-over-union (mIOU) is another accuracy assessment metric that applied in this study. The mIOU is a known accuracy assessment metric in computer vision domain, particularly for semantic segmentation and object detection studies. The application of mIOU for landslide detection validation is fully described by [28] and [40] . In general, the mIOU is an appropriate accuracy assessment metric where any approach that results in bounding polygons (see Figure 13 ) can be validated by using this metric based on the ground truth dataset. It is specified as the mean of Equation (8) where α is a figure used to define the desired balance between the PPV and the TPR. When α= 0.5, the PPV and the TPR are in balance, a compromise that gave the highest level of accuracy in our CNN results. The over prediction rate (OPR) -also known as the commission error, the unpredicted presence rate (UPR) [46] , are the other relevant accuracy assessment measures used to assess the similarity between manually extracted slope failure areas and CNN-detected areas. These measures are also based on matches and mismatches between the inventory and the CNN-detected polygons of slope failure areas using TPs, FPs and FNs, which can be estimated using Equations (6) and (7):
The mean intersection-over-union (mIOU) is another accuracy assessment metric that applied in this study. The mIOU is a known accuracy assessment metric in computer vision domain, particularly for semantic segmentation and object detection studies. The application of mIOU for landslide detection validation is fully described by [28] and [40] . In general, the mIOU is an appropriate accuracy assessment metric where any approach that results in bounding polygons (see Figure 13 ) can be validated by using this metric based on the ground truth dataset. It is specified as the mean of Equation (8) The CNN _ , approach achieved the highest overall accuracy assessment, with an F-score of 85.46%, followed by the CNN _ , and CNN _ , approaches which achieved F-scores of 80.67 and 79.42%, respectively (see Table 6 ). The CNN _ , and CNN _ approaches resulted in the lowest F-scores, both having values of just over 59%. All CNNs apart from those that used a sample patch size of 80 × 80 pixels, yielded higher F-scores when the slope data was taken into account in the training and testing processes. The greatest increase in accuracy obtained by including the slope data was in the CNN with a sample patch size of 48 × 48 pixels, whose F-score increased by 2%; the mIOU value of results The CNN 48_RGB,S approach achieved the highest overall accuracy assessment, with an F-score of 85.46%, followed by the CNN 32_RGB,S and CNN 64_RGB,S approaches which achieved F-scores of 80.67 and 79.42%, respectively (see Table 6 ). The CNN 80_RGB,S and CNN 80_RGB approaches resulted in the lowest F-scores, both having values of just over 59%. All CNNs apart from those that used a sample patch size of 80 × 80 pixels, yielded higher F-scores when the slope data was taken into account in the training and testing processes. The greatest increase in accuracy obtained by including the slope data was in the CNN with a sample patch size of 48 × 48 pixels, whose F-score increased by 2%; the mIOU value of results from the same CNN when including the slope data increased by about 35. The increases for CNNs with sample patch sizes of 32 × 32 and 64 × 64 pixels were smaller, at about 18 and 19 percent, respectively. The PPV for CNN 32_RGB,S was 83%, whereas that for CNN 48_RGB,S was 89.9%; their TPR values decreased to 78.46% and 81.85%, respectively.
Discussion
Sample Patch Selection and Optimality in CNNs
Recent publications have reported high classification performance for CNNs, particularly when compared to the traditional machine learning classifiers. We have also achieved good results with CNNs but our research has shown that it is critical to select appropriate CNN sample patch window sizes and input training data for the specific area under investigation. Sample patch window sizes need to be defined that best reflect the resolution of the images, the dimensions of the areas affected by slope failure, and the shape complexity of the features in the study area. This is often achieved by trial and error and it remains unclear if the window size that yields the highest accuracy in one study will also yield the best results when used in other studies. However, the parameters used in our approach can certainly be used for other similar areas in the Himalayas, when using UAV images with a similar resolution.
There are a number of different ways to design a CNN approach. As discussed in the Introduction, a CNN will not automatically outperform other classification algorithms and feature extraction models, in spite of any such claims in popular science articles. Furthermore, using different training data for the same CNN approach can have a significant effect on the slope failure detection results.
Our experiments have shown that similarities between slope failures and other neighboring features can result in an increased number of FPs. In both of our study areas woodlands were the most common areas adjacent to slope failures. As our CNN approaches were trained with sample patches that took into account these neighboring areas within the window, it was possible to select those areas neighboring to any woodland as the slope failure. This problem is illustrated in Figure 14E : most of the river bed areas adjacent to woodland were incorrectly identified as slope failures, increasing the number of FPs. This problem even is much more when the slope was also applied for training the CNNs and because the samples contain much more neighbored areas with different slope degrees. This is the reason that, as the sample patch window size increases, the overall detection accuracy decreases. As the window size increases, the amount of information that it contains on those areas with no slope failures will also increase if the window is located close to the edge of an area affected by slope failure. Thus when we used a window size of 80 × 80 pixels we obtained the lowest accuracies in almost all accuracy assessment metrics (except the PPV, which yielded a value of 0.86). The mentioned patches could be easily removed by selecting the border areas of an area affected by slope failure. However, this would result in information on the exact position of the border of the area affected by slope failure being lost. A balance therefore needs to be found between the amount of information required from those areas with no slope failures and from the slope failure itself.
However, using small window sizes results in having less information from those areas with no slope failures while still retaining critical information from the border areas of slope failures within the window. By reducing the window size, useful information on the neighboring areas and on the shape a patch, as well as spectral information, would be lost. A CNN approach with a window size of 48×48 pixels yielded a higher F-score when using both input data sets than an approach using a smaller window size of 32 × 32 pixels.
same CNNs were trained with only the optical RGB data. Use of the slope data therefore reduced the effect of using different sample patch window sizes and, more importantly, resulted in a significant increase in the PPV of the results. The increase in PPV varies as the parameters vary. Although using the RGB data set yielded almost identical TPR values for different window sizes (see Figure 15 ), using the data set that combines RGB data with slope data dramatically reduced the TPR value when the window size was increased. 20 
UAV Remotely Sensed Multiple Training Data Sets
For our research we used two different training data set composites, different sample patch window sizes, and multiple-layer depth CNNs. The only spectral information that we used was derived from the UAV remotely sensed images. According to the different accuracy assessment metrics used in this study, using only optical data resulted in a larger number of FPs than using a combination of optical data and slope data. Similarities between the spectral information from areas affected by slope failure and spectral information from the wrongly detected areas was the main reason for the increase in the number of FPs. Most of the river bed areas (see Figure 14D ,E), the road sections (see Figure 14A ,B), and uncultivated agriculture fields or bare soils (see Figure 15 ), usually yielded similar spectral information to areas affected by slope failure. We concluded that, within our study area, it is necessary to use high-resolution slope data for efficient slope failure detection, as it helps to distinguish between different features with similar spectral information within areas affected by slope failure. Using multiple training data sets derived from UAV remotely sensed images, together with different sample patch window sizes, is a practical way to determine the influence of each parameter on the accuracy of slope failure detection. The PPVs levelled out at around 0.85 when the CNNs with different window sizes were trained using the RGB optical data in conjunction with the slope data (see Figure 15 ). However, the PPV fluctuated around 0.55 when the same CNNs were trained with only the optical RGB data. Use of the slope data therefore reduced the effect of using different sample patch window sizes and, more importantly, resulted in a significant increase in the PPV of the results. The increase in PPV varies as the parameters vary. Although using the RGB data set yielded almost identical TPR values for different window sizes (see Figure 15 ), using the data set that combines RGB data with slope data dramatically reduced the TPR value when the window size was increased. Figure 15 . The influence of different training data sets (RGB, and RGB plus slope data) on the positive predictive value (PPV) (left), and the true positive rate (TPR) (right) of a CNN approach, using multiple sample patch window sizes. Figure 15 . The influence of different training data sets (RGB, and RGB plus slope data) on the positive predictive value (PPV) (left), and the true positive rate (TPR) (right) of a CNN approach, using multiple sample patch window sizes.
Limitations of This Research
Slope failures have traditionally been detected using knowledge-based algorithms or by visual interpretation of satellite images. The availability of VHR imagery facilitates visual interpretation of slope failures but the requirement for rapid updating of slope failure maps makes an automated approach essential. Our approach has its restrictions because of limitations in our UAV image acquisition, for example in the number of images acquired and the number of spectral bands available. Since only one set of images was acquired for both training and testing areas we were unable to obtain any mass displacement information, since that would require two or more different DEMs. Displacement information would be useful for illustrating the differences between stable areas and areas of slope failure at a specific point in time. The camera used was also unable to capture the near-infrared (NIR) band.
There are also some general limitations regarding the use of UAVs. The market for drones is growing rapidly due to rapidly improving hardware and software, and they have many uses, including field surveys. However, they still have a number of problems such as the limited battery life, which is the main factor preventing larger areas being covered without requiring interim landings and battery replacement before restarting. The limited availability of GNSS satellites is another problem with using UAVs, and wind conditions can also lead to complications, mainly in mountainous areas [47] . Despite these limitations, UAVs are considered to be quite flexible and a valuable tool for monitoring slope failures. We have confirmed the value of using UAV remotely sensed images with CNNs for slope failure detection (when using appropriate parameters), as has been previously reported [12] . However, choosing the optimal parameters when designing a CNN network, including the optimal CNN design and depth, the training data set, sample patch selection, and the training data set, in order to obtain the best results, remains problematic. The presented work offers some solutions to these problems, although these solutions still require improvement as the best options were selected on the basis of trial and error and cross-validation.
Conclusions
We have investigated the effectiveness of CNN approaches based on UAV remotely sensed images for slope failure detection. The increasing availability of VHR imagery from different sources, such as UAV products, provides many options for detecting and mapping mass movements. The detection of slope failures that occur along road networks remains a challenging task due to the complexity of possible triggering factors and the many shapes and sizes that the associated mass movements can have. We have analyzed and compared different CNN approaches for slope failure detection along road networks in the Himalayas, using different training data sets and parameters. As could be expected, the CNN approach that included slope data yielded the highest detection accuracy. We conclude that CNN approaches have a high potential for mass movement detection. However, CNNs are currently designed by trial and error and it often remains unclear why a particular design yields the highest accuracy. CNN approaches generally require little human supervision compared to more traditional approaches, and they can be easily transferred to other regions by retraining the CNN with new training data. However, the effectiveness of such approaches for slope failure detection when reapplied at a larger scale remains unclear. Our future work will aim to develop an object-based CNN approach for the detection of different types of slope failures such as debris slide and rock fall. We will aim to increase the detection accuracy by combining CNN productions with object-based geographic analysis. We also plan to investigate a linear transformation method for data augmentation as an alternative to the data distortion methods that have recently been widely used, which are based on deformation techniques used to artificially multiply the volume of the training data set. We thus hope to enable CNNs to reach their full potential in image classification, to move beyond the more standard tasks of basic feature identification in imagery, and to deal with the various problems associated with remotely sensed imagery such as terrain effects, shadows, variations in radiometric conditions, etc. 
