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Drought has become a reoccurring phenomenon throughout many regions around
the world. Significant drought conditions have beenobserved overthe past five decades
in relation to economic, social, and agricultural impacts. In this study, Southern Michigan

is investigated over the past 52 years from 1960-2012. The Standardized Precipitation

Index (SPI) will be calculated over a 6-month timescale from monthly precipitations.
Three variables including 500-mb heights, surface pressure maps, and sea surface

temperatures, will becorrelated with the SPI using sliding correlations and Pearson's R
correlation to determine any relations between these variables and precipitation
variations. We will further investigate the five driest, wettest, and normal years to

identify patterns inlarge-scale atmospheric circulation. This will allow us to examine the
specific patterns associated with these extreme droughts and floods, and provide insight
on drought prediction. The main goal ofthis thesis is to find correlations between these
variables and drought in order to help better mitigate and forecast for drought in Southern
Michigan.
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CHAPTER I
INTRODUCTION

The Drought Phenomenon

Michigan Drought

Weather phenomena and hazards play a crucial role in people's lives, economics,

social settings, and many other human activities. Drought affects nearly every climatic

region and over 50 percent of the earth is prone to drought. Throughout the world drought
is the most occurring natural disaster in the number of people that are affected by it

(Wilhelmi & Wilhite 2002). The southern Michigan climate is usually moist during the
summer. However, in the summer of 2012, there was a dry spell across most of the mid

west, including much of Michigan's Lower Peninsula. The drought was not accurately

forecasted for this region nor were there accurate predictions regarding when the drought
would end. The 2012 drought caused significant damage to agriculture in Michigan,

hurting agrotourism (Kullgren 2012). Understanding the causes of the drought will

improve the predictability of droughts and help farmers minimize economic loss.
Drought Problems

Drought occurs in all climatic regions and affects many different sectors around
the world including economic, social, and agriculture (Wilhelmi & Wilhite 2002). In the
most basic definition, drought usually occurs when a region has a lack of rainfall which

makes the monthly precipitation fall below average for continuous months. Yet, many

other definitions of drought are present due to the diverse features of drought and the

areas that are impacted by drought. The complexity of drought makes it difficult for

drought to be described accurately due to its spatial variance and specific area (Quiring &
Papakryiankou 2003). It is estimated that the global economic losses caused by drought
are as large as 6 to 8 billion dollars (US) every year. This makes drought one of the most
expensive but least understood disasters (Zhang et al. 2012). The large expenses and
complexity of predicting drought have made the subject matter of drought become an
interesting topic to research.

Many studies have been conducted on drought throughout the past five decades in
hopes of understanding different impacts of drought (McNider et al. 2011). The impacts
include causes of drought, duration of drought, magnitude of drought, and the affects
drought has on the environment. Lack of rainfall could be a result of many factors

including a blocking pattern set up in the United States Plains region, a powerful

anticyclonic high pressure system over an area for an extended amount of time, or a
strong dry air mass that keeps moving dry air into the region (Namias 1982). All of these
systems that cause reduced rainfall are strong enough to overcome the forcing
mechanisms that usually push the dry air masses out of the area.

Drought has many other hazards associated with it than just lack of precipitation.
In the southern Michigan area drought has secondary hazards affecting the agricultural
sector and increases the chance for fires. In late June 2012, since the area was already in a

confirmed drought with the conditions expected to continue, weather forecasters
cautioned Michiganders in the arid regions to not set off fireworks or start fires to prevent
more hazards (McMillion 2012). The drought of 2012 was the cause of a bad agricultural

output, especially in Van Buren, Cass, St. Joseph and Calhoun counties which had a

record low crop production in 2012 (Chang 2012). The records show that most areas in

southern Michigan only saw 20 to 30 percent of their normal crop production this year.

The negative feedbacks continued as the cost of corn and soybeans increased as supply
decreased. Some areas reported an eight dollar per bushel of corn increase compared to a
normal year (Chang 2012).
Drought Study

In this study, past drought episodes were investigated using precipitation data
from southern Michigan during a 50 year period, 1962 - 2012. The Standardized

Precipitation Index (SPI) was calculated to determine the five driest years, five wettest

years, and the five "normal" years. The five driest years, the most extreme drought years,
were investigated in detail to examine what the probable causes of drought in southern

Michigan. Once the SPI was calculated, different variables, including 500-mb heights,
meridional winds, sea surface temperatures, and zonal winds were analyzed to see if there

was a unique spatial pattern in the variables during these five driest years. The purpose of
this study is to find patterns that relate to drought to better forecast, mitigate, and assess
drought. It should be noted that the complexity of drought is not well understood and
assessments of drought can sometimes be complicated and not understood (Sonmez et al.
2005). There were two types of analysis to these data that was been collected, a spatial
analysis and a temporal analysis.

The spatial analysis consisted of analyzing maps generated from the National

Earth Systems Laboratory. The generated maps contain 500 and 1000 mb geopotential

height anomalies, 300 and 1000mb zonal wind speed anomalies, 300 mb and 1000mb
meridional wind anomalies, air temperature anomalies at 1000 mb and 500 mb, and sea

level pressure anomalies. The timescale used for the anomalies are the summers of the 15

selected years. Also, anomalies for the spring months for these parameters were analyzed
to indicate warning signs for a dry, wet, or normal year. Spatially analyzing theese data

presented spatial relationships between drought and the area being studied.
The temporal analysis consisted of analyzing ocean indexes with the 15 selected

years for this study. The ocean indexes being considered in this study included the North
Atlantic Oscillation (NAO), Multivariate ENSO Index (MEI), Southern Oscillation Index

(SOI), Pacific North American Index (PNA), and El Nino Southern Oscillation (ENSO).
The ocean indexes were individually analyzed along with the SPI in a sliding correlation

of 15 year increments. Analyzing drought temporally increased the chance for finding
statistically significant correlations.
This thesis, then, analyzed possible relationships between the climatological
variables and drought. The main objectives of this research were: (1) to create a SPI
database for the southern Michigan area from 1960-2012; (2) to identify the most

anomalous wet and dry years in southern Michigan; (3) to determine climatological
factors that play a significant role in causing droughts from spatial and temporal

perspectives. The proposed hypothesis was that there is a relationship between certain
climatological variables creating conditions for drought in southern Michigan. Two
overarching questions drive this research: (1) Are there any parameters that have
reoccurring anomalies during drought in southern Michigan? (2) Are there any

parameters that may be able to predict drought in southern Michigan?
Overall the spatial variances of drought in different regions have caused a

complex issue in assessing drought causes and duration. In southern Michigan there are
different micro-climates, mainly because of the Great Lakes, that cause variations in the

weather patterns and climatological averages. Many variables contribute to the weather
patterns that occur in this region. There have not been many studies conducted in
southern Michigan regarding drought and its micro-climate variables. Being a Michigan
native, I am interested in studying this subject in hopes of finding out the variables
involved with drought in this region.

The drought of 2012 peaked my interest when the drought stage got upgraded to
extreme drought and the farming industry was not prepared due to a non-existent drought
warning system. Many tourists that travel to Michigan for the states variety of produce
noticed the impact. Yet in 2012, the federal government declared most of Michigan a
disaster area because of damaged fruit crops, one of the main factors in the cause of the

damaged fruit crops was the summer drought. It was stated that the drought caused major
hardships for the Michigan fruit industry (Lempert 2012). The drought in 2012 also had
an extreme impact on water resources in southern Michigan. Rivers and Streams suffered
an all-time low as farmers had to use these resources to irrigate their crops due to the lack

of rain. This resulted in water levels being at a record low surpassing the water shortage

in 1964 (Kullgren 2012). Figuring out the variables that cause drought in southern
Michigan would hopefully be able to better prepare and mitigate for drought.
Conclusion

This thesis is divided into five chapters. This first chapter describes the

background information on the study area and drought. The second chapter gives a
review of past studies conducted on drought and the effects of drought. The third chapter

presents the methods that were used in this study. The fourth chapter discusses the
results. I proffer some current thought, future work and conclusions in chapter five.

CHAPTER II

REVIEW OF LITERATURE

Specifics of Drought
Introduction

It is crucial to monitor drought duration and the severity of drought to know why

a drought continues and when the drought recovery processes will start. Research has
been conducted on drought prediction, drought occurrence, and the impacts of drought.
This review of literature will consist of six sections. Section one will discuss some

common definitions of drought. Section two will discuss the causes of drought. Section
three will discuss the standardized precipitation index. Section four will compare the

Palmer Drought Severity Index (PDSI) and the Standardized Precipitation Index (SPI).

Section five will discuss past findings on the climatological variables that will be used in

this study. Section 6 will discuss problems that are associated with drought research.
Definitions of Drought

Drought can be distinguished as either conceptual or operational. A conceptual
definition of drought would simply be below average rainfall over a period of time. An

operational drought identifies the onset, severity, and the end of the drought (Stoltman et
al. 2004). In addition to drought forecasting, specific types of drought must be defined so

parameters can be developed to categorize each type of drought. The three main types of
droughts include meteorological, hydrological, and agricultural, which are evaluated

using a set of six criteria shown in Table 1 (Keyantash & Dracup 2002). The duration of
meteorological drought can vary due to anomalies, as in large term blocking patterns or a
6

flux in the global wind patterns (Keyantash & Dracup 2002). Hydrological drought is the
slowest type of drought to form but lasts the longest. Agricultural drought occurs quickly
and is of the shortest duration among all droughts (Keyantash & Dracup 2002). Defining

these types of drought will aid in developing parameters to classify drought.
Table 1: The six criteria for a drought index and the ranking of importance for a
successful drought evaluation, with 1 being the most important and 6 being the least
important (Keyantash & Dracup 2002).
Criteria

Rank in Importance

Robustness

1

Tractability

2

Transparency

3

Sophistication

3

Extendibility

5

Dimensionality

6

Keyantash & Dracup (2002) refers to robustness in context of how useful the drought
index is over diverse physical features, the tractability relates to how practical the data is,

transparency is the precision of the objectives and rationale. The sophistication relates to
transparency but includes the quality of the index, extendibility is how the index can

range over timescales and different drought scenarios, and dimensionality is the index in
relation to the physical world (Keyantash & Dracup 2002).

Definitions of conceptual and operational drought differ significantly. Quiring

(2009) mentioned that most state and federal agencies use the operational method to
determine drought. A method to determine the most appropriate way to classify

operational drought was established by Quiring (2009) in which he applied the SPI for
the entire United States to determine if state governments understand their drought
characteristics and parameters. Most states were using the Palmer Drought Severity index

in the recent years, but some states are starting to use the SPI. The transition is coming
from state government plans not accounting for new drought events that are related to

climate change (Quiring 2009). Being able to determine drought parameters also comes
from figuring out potential causes of drought.
Causes of Drought

Drought formation is studied from a variety of disciplines using a wide range of
data and methods. For instance some researches focus on climatological data to assess

drought. An analysis of the 1980 summer drought in the United States Great Plains
identified the causes of this severe drought. Namias (1982) found that the drought in the
United States Great Plains was caused by a quick forming upper level anticyclone that

was submerged in a ridge between two troughs, one on the west coast and one on the east
coast of the United States, creating a blocking pattern. The blocking pattern prolonged

the drought by causing rain and other moisture sources to follow the jet stream and go
over the ridge. This kept moisture away from the plains for most of the summer in 1980
(Namias 1982). The blocking patterns may have similarities in their atmospheric setup
and would need to have a climatological study completed for the region that the blocking
patterns are occurring.

To be classified as a climatological study, the research must include 30 or more

years of data. Eigenvector analysis was used in a climatological study based on over 39

years of drought data covering the U.S. Midwest to access patterns in moisture variability
8

in order to identify drought patterns (Klugman 1978). Klugman (1978) found that the

moisture patterns did not correlate well with the drought patterns. Typically, the factors
that cause drought were strong westerly flow, reoccurring upper level anticyclones, or

persistent meridional or zonal flow (Klugman 1978). Climatological data is necessary to
study the phenomena of drought. Illari (1984) examined a high pressure system stalled
over Europe in the summer of 1976 and found that the maintenance of the stationary
blocking patterns associated with potential vorticity were responsible for the long

duration of drought. Climatological analyses of past events will help forecast future
droughts.

Piechota & Dracup (1996) used PDSI to identify a correlation between ENSO

and drought in the Western and the Southeastern United States due to shifting cold ocean
currents. Piechota & Dracup (1996) found that cold currents lowered the surface

temperature and caused more precipitation in the Western and Southeastern United
States. Englehart & Douglas (2003) used the PDSI to assess intensity, duration, and

spatial extent of dry conditions compared to normal conditions and found that distinct
intra-seasonal long period of dry weather varied regionally due to different climate

controls (Englehart & Douglas 2003). Englehart & Douglas (2003) found that past

episodes of drought were not always tied to ENSO signals which have been debated
about for a while. A model of drought based on hydrological analysis was made for the
United States in order to make a drought monitoring system with a physical basis

(Sheffield et al. 2004). Drought events could potentially be incorporated into operational
uses such as forecasting for droughts. Different models help forecast drought from past

events depending on the location and how the model is calibrated (Sheffield et al. 2004).

Models are useful when evaluating the cause for any given drought situation.
Both PSDI and the SPI can be used to compare short and long-term positive and negative

precipitation anomalies with drought signatures generated using a high-resolution gridded
dataset (Kangas & Brown 2007). Statistical analysis shows that long-term precipitation
anomalies lead to longer drought duration. Whereas during short-term precipitation
anomalies the duration of the drought is shorter but the droughts are more frequent

(Kangas & Brown 2007). The Palmer Hydrological Drought Index (PHDI) is commonly
used to evaluate severe drought cases. Kari et al. (1987) gathered drought related
information in the United States and identified two factors that matter most when

assessing drought recovery: (1) the cycle of precipitation and (2) heavy precipitation
versus light precipitation.

Climatic and hydrological factors, such as changes in sea surface temperatures,

ocean circulations, and moisture transport were analyzed in the Amazonia Drought of

2005 (Marengo et al. 2008). Comparisons with previous droughts indicated that the main
result of the 2005 Amazonia drought was below average river levels. Other differences in
the 2005 Amazonia drought compared to past droughts also included lower rainfall
amounts and warmer ocean temperatures (Marengo et al. 2008).

Overall, previous studies suggest varying dominant factors for droughts in

different regions and different times. To determine what approach works the best to study

drought, different indexes have to be measured in order to find the best order for a study.
The two most used drought indexes will be compared to determine which one would be
more accurate for this study.
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Standardized Precipitation Index

McKee et al. (1993) stated that the SPI is considered to be the most robust and

effective drought indices and its most appealing advantage is that it can help determine
the duration and intensity of drought. Since SPI is able to determine the duration and

intensity of drought, the index can identify the three major types of drought:
meteorological, agricultural, and hydrological. Meteorological drought varies by weather
anomalies such as blocking patterns and anticyclonic flow patterns. Agricultural drought
has the fastest onset and the shortest duration due to lack of precipitation in a regional

area. Hydrological drought has the slowest onset but lasts the longest due to a slow rate
of source water recharge (Keyantash & Dracup 2002).

The SPI was developed to measure a precipitation shortage for different

timescales. It is designed to be an indicator of drought that recognizes the importance of
the time scales in the analysis of water availability and use (Guttman 1998). SPI is used

in many studies to determine frequency distribution of precipitation, the effectof the time
scales on the drought parameters, and the spatial classification of drought patterns

(Vincente-Serrano 2006). Guttman (1998) compared different frequency distributions, in
many regions, to see which frequency distribution was mostcompatible with the SPI.
Guttman (1998) found that the Pearson III distribution was the most suitable model when
calculating the SPI. Ntale and Gan (2003) studied each timescale of three different

drought indices (PDSI, Bhalme-Mooley index, and SPI) in Eastern Africa and found that
the SPI could use any timescale which would aid in measuring any type of drought. Lana

et al. (2001) studied the spatial precipitation patterns of drought in Northeast Spain from
1961-1990 and found that more patterns appear as the drought becomes more severe.
11

Comparing the PDSI and SPI

There have been many drought indices and variables computed throughout the

past century. The two most commonly used drought indices in the United States are the
Palmer Drought Severity Index (PDSI) and the Standardized Precipitation Index (SPI)

(Wilhite & Svoboda 2000). Both indices have similarities and differences pertaining to
how drought is measured. The two main similarities are (1) both indices have a ranking

system to classify precipitation and (2) both of them measure drought over time and
space (Quiring & Papakryiakou 2003). The ranking systems in these two indices differ
slightly. The SPI uses a scale from 2 and above (extremely wet) to -2 and below
(extremely dry) and the PDSI uses 4 and above (extremely wet) to -4 and below

(extremely dry) and 0 indicates normal conditions. These indices have two major
differences (1) PDSI uses more drought variables than SPI and (2) the PDSI is influenced

by topography and geographical differences where the SPI does not factor in these
parameters (Alley 1984, Tonkaz 2006). The PDSI uses a series of variables, including
precipitation, evapotranspiration, and soil moisture, to compute the drought ranking.
However, the SPI only uses the precipitation variable in its ranking system (Alley 1984,
Tonkaz 2006).

Climatic Influences on Drought

The index chosen to study drought is important but also the Climatological

variables are just as important when analyzing any weather phenomenon. It is important
to realize the variables that could potentially cause drought in southern Michigan.
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Different variables will be addressed in this subsection in order to hopefully find the
variables that have a factor in drought.
Spatial Variables
McCabe et al. (2004) noted that the zonal wind patterns associated with increased

baroclinicity over the Rocky Mountains along with increased surface flow from the Gulf
of Mexico and enhanced subtropical jet stream flow will increase the precipitation
amount in the Midwest. Some studies have linked droughts and wet periods in the

Midwest too ocean temperatures and circulation patterns in the Pacific and the Atlantic
(Andresen et al. 2012).

The upper level zonal wind speeds and flow, especially at the 300 mb level, can
affect the surface weather patterns, especially the precipitation and temperature patterns.
The National Weather Service (2013) defines zonal winds as a large scale flow that is

mainly from east to west, which in return causes the low pressure systems and cyclones

to move quicker across the United States. NOAA (2013) suggests that a weak upper level
zonal flow will cause below average storms and warmer temperatures.

The meridional wind flow and speed is just as important as the zonal wind flow.

A simple definition for meridional wind flow is upper level winds that cross the latitude
lines. Meridional flow usually enhances the chances for a blocking pattern setup in the
United States (Andresen et al. 2012). The blocking patterns can cause lack of rainfall and

create a great flux in temperatures. The National Weather Service (2013) uses a definition
that relates more to large scale flow in the north-south component which creates a weaker
zonal wind flow pattern, slowing down low pressure systems and cyclones.

13

The 500-mb height analysis is crucial when determining temperature and more

importantly water vapor content. The purpose of including the 500-mb heights is to
determine if there were higher temperatures within the area, higher temperatures in an

area cause greater saturation vapor pressure which at lower levels will cause a lower dew
point temperature (Weiss et al. 2009). The geopotential height approximates the actual

height of pressure surface at all upper levels. The lower the height the more dense the air
is whereas the higher the height the less dense the air and the warmer the temperatures. A
negative geopotential height anomaly suggests that heights were lower meaning cooler

temperatures, which means a positive anomaly would suggest higher heights and higher
temperatures (NOAA 2013).

The 500 mb temperatures can work as indicators of cyclone development as well,

the cooler temperatures recorded at the 500 mb level have a great potential to aid in
upward motion and help strengthen a surface cyclone (NOAA 2013). The 500 mb
temperatures also help signify energy transport. Kraus (1977) analyzed the energy
transport through meridional 500 mb temperatures in relation to drought in the
subtropics. The gradient of the 500 mb meridional temperature was distinguished when

studying drought in the subtropics. During years when the upper latitudes were warmer
than average and the lower latitudes were cooler than average, the 500 mb meridional
temperature gradient was weaker which had a factor in causing less poleward heat

transport. The lack of poleward heat transport causes less heat in the middle and upper
latitudes causing a decrease in uplift and convection, which results in lack of precipitation
or drought (Kraus 1977).

14

Temporal Variables

Sea surface temperatures (SSTs) also have a major impact on the world's climate
and are one of the largest problems in inter-annual variability for climatologists and

meteorologists (Keshavamurty 1982). A shift in the SSTs pattern can drive different air
masses into a region causing anomalous weather which could be a factor in drought
(Gershunov et al. 2001). Two common events associated with change in ocean currents
and SSTs are the El Nino and La Nina, which cause a shift in the ocean patterns. These

events have been analyzed in past drought studies in relation to studying SSTs and

regional temperature change (Gershunov et al. 2001).

Changes in oceanic conditions often can affect large-scale atmpsheric circulation
therefore influencing weather in various regions on Earth. Studies have shown that both
the Pacific and Atlantic ocean teleconnections have an impact on the Midwest

climatology, yet the strength of the impact is not too well known (Andresen et al. 2012).
The ocean indices that will be addressed in this section are the Pacific North Atlantic

Oscillation, Southern Oscillation Index, the Multivariate ENSO index.

The PNA has a positive and negative phase, like all of the other ocean currents,
which affect the Pacific coast. The positive phase, warming in the pacific, of the PNA has

history of causing above average precipitation in the Gulf of Alaska and the
Northwestern United States. Yet the positive phase causes below average precipitation in
the upper Midwestern United States and an opposite effect to the midwest during a

negative PNA (National Weather Service 2012). Isard et al. (2000) analyzed zones of
origins for all cyclones in the Great Lakes from 1899 to 1996, using PNA as a variable of

study. The cyclones and precipitation increased in the southern planes during a negative
15

PNA (less than 0.5) which increased the Gulf of Mexico origin of moisture bringing more
rain into the Midwest. Whereas during a positive PNA (greater than 0.5) the Midwest

decreased in precipitation as cyclones would track northward (Isard et al. 2000).
Leathers et al. (1991) also analyzed the PNA in the United States for temperature

and precipitation patterns, but the research was directed to the summer, spring, and fall
months during 1947-1982. A negative correlation was found between the PNA and the

precipitation and temperature patterns over the Midwest. The negative correlation is
mainly found during the winter months and very weak during the spring and fall
(Leathers et al. 1991). The PNA is an independent mode of climatic variability, yet the
PNA can be strongly influenced by the Multivariate ENSO Index. The positive PNA

phase is usually associated with the El Nino (warming) phase of the ENSO index and the
negative PNA phase is associated with the La Nina (cooling) phase of the ENSO index,
which both are from the source of the Pacific Ocean (National Weather Service 2012).

Another ocean index based mainly from the Pacific Ocean is the MEI

(Multivariate ENSO Index) which was developed to observe the largest coupled ocean
index, the El Nino / Southern Oscillation on climate variability on inter-annual time

scales (NOAA 2013). The MEI is created around six variables that are measured around
the Pacific Ocean; the six variables are sea level pressure, zonal wind flow, meridional

wind flow, sea surface temperatures, air temperature at the surface, and the sky cover.
Each of these variables in computed into two month intervals to help analyze the ENSO

dynamics and strength by standardizing the variables and comparing them to their means
(NOAA 2013).
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Wolter & Timlin (2011) analyzed historical events of the ENSO index using the
MEI and an updated form of the MEI. The original MEI uses six variables to determine

the ENSO parameters, yet Wolter & Timlin were interested in only two of the variables
(which are perhaps the most important variables when measuring), the sea surface

temperature and the sea surface pressure. Eventually, by taking all of the historic events
from 1871-2005 and using the two most important variables, Wolter & Timlin were able

to identify two relationships in relation to ENSO events; (1) between peak amplitudes of
ENSO events and the duration of each event and (2) The peak amplitudes of the ENSO
events and the time between ENSO events (Wolter & Timlin 2011). The study also

conducted a pearson R correlation to determine the relationship between the MEI with
two variables and the original MEI, which resulted in a 93% relationship.
The SOI (Southern Oscillation Index) measures the sea surface pressure in the
eastern and western tropical pacific specifically between Tahiti and Darwin, Australia.

This ocean index specifically has a seesaw pattern which includes the two pressure

systems, low pressure and high pressure, to move back and forth between the western
Pacific. The seesaw patterns lead to a wet and dry season when this event occurs (Kahya

& Dracup 1993). The SOI is also coupled with the El Nino and La Nina to create the
ENSO index which is one of the most powerful ocean indices to date. The negative SOI

phases is usually associated with a warm Pacific Ocean temperature and an El Nino event
and a positive SOI phase is usually associated with cold waters in the eastern Pacific and
a La Nina event (NOAA 2013).

The SOI role in ENSO is measuring the pressure and the La Nina and the El Nino

account for the temperature. Carlson et al. (1996) reported that there is a weak correlation
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between the SOI and the Midwest flux with weather patterns based on statistical analysis.

Although it should be noted that there is no known relationship between the SOI and the

physical weather parameters (i.e. rain and cloud measurements). Carlson et al. (1996)
found a weak statistical correlation between the weather and the SOI through studying

corn crops in the Midwest in response specifically to the 1991 through 1995 El Nino
incident and a full study involving years between 1900-1994. The El Nino, warm phase,

is typically correlated with the negative SOI phase and the La Nina, cold phase, is
typically correlated with a positive SOI phase (Carlson et al. 1996).
The ENSO events can alter the upper level flow during the event or between
events. Andresen et al. (2012) notes that during an El Nino episode during the winter

months there are signatures of enhanced subtropical jet stream flow throughout the
southern United States and the polar jet stream tends to stay in its normal area in Canada.

The Midwest, being split between the two jet streams, usually experiences lack of upper
level wind flow during the winter months which in return causes lack of precipitation and
warmer temperatures (Andresen et al. 2012). The La Nina winter episodes tend to take a
more meridional jet stream flow. The meridional flow brings more precipitation to the
plains and to the eastern parts of the Midwest. It is noted that the meridional flow has a
high potential to form a blocking pattern (Andresen et al. 2012).

The ENSO phenomenon has also been analyzed during the three other months as
well, yet a notable signature has yet to be found for the changing months. Andresen et al.
(2012) argues that there is a weak correlation during the changing months of the year.
The summer months have a weak pattern throughout most of the Midwest. Carlson et al.

(1996) notes that, for the Midwest, there is a weak cool and wet signature associated with
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a negative phase of ENSO and a mild and dry signature associated with the positive

phase of the ENSO. Recent studies propose that there might be other impacts that could
affect ENSO cycles on the Midwest. Birka et al. (2010) suggests that the Midwest could
be under interdecadal time scales that are roughly 20 year periods. The recognized links
come from the Pacific Decadal Oscillation (PDO) and the North American Oscillation
(NAO).

The NAO (North Atlantic Oscillation) is one of the more noticeable

teleconnection patterns during all of the seasons. Even though the NAO is specifically

profound in the winter season, it can occur in any season. The NOA includes different
regions of the west and east Atlantic Ocean (National Weather Service 2012). The NAO
includes a negative and positive phase, each phase affecting the temperature and
precipitation patterns in North America and Europe. In theory, Rogers and Van Loon
(1979) discuss that the positive phase of the NAO causes lower atmospheric heights and

pressure over the higher latitudes in the Atlantic Ocean regions and the opposite effect in
the lower latitudes in the Atlantic Ocean regions. The Negative phase of the NAO causes

a see-saw pattern where the parameters switch and the higher latitudes get higher heights

and pressures. Both phases result in change in the upper air forcings including the jet
stream, storm tracks, the zonal wind patterns and the meridional wind patterns (Hurrell
1995, National Weather Service 2012).

Rogers and Van Loon (1979) were interested in researching the NAO and the see
saw pattern over northern Europe and the United States for over 100 years, 1854-1968.

The see-saw pattern occurred many times throughout the years in the study with great
variation in temperature and precipitation patterns in Europe. Yet, besides the eastern
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United States, most of the United States had minor impacts from the NAO (Rogers &
Van Loon 1979). Another study was completed for the NAO over Europe and the
Northeastern United States; Kingston et al. (2006) evaluated relationships between

climate variability, and atmospheric circulation patterns associated with the NAO. Some

portions of the Midwest, especially the eastern part, experience different variations in
climatic variables during positive NAO phases.

The temperature and precipitation totals during winter and summer increase, yet

during a negative phase the opposite does not happen. Even though there are different
climatic patterns that occur with a positive NAO phase, the Midwest as a whole does not

have a strong link with the NAO phases. Although there was no main link with the NAO

cycle around the study area, Hurrell (1995) noted that the NAO exhibits variability in the
inter-seasonal and inter-annual timescales. Also that extended periods of both the positive

and negative phases are common and the winter and early spring NAO has signatures of
multi-decadal variability (National Weather Service 2012).
Problems associated with Drought Research

Drought is a natural hazard that has been a reoccurring problem for decades
throughout the world. Each year over half of the earth is vulnerable to drought (Kogan
1997). Studies on occurrence of drought focus on identifying advanced information on

the evolution and impacts of drought. Although drought affects most climatic regions, it
can affect each region differently (Wilhelmi & Wilhite 2002, McNider 2011). The United
States has many different climate types. Svoboda (2002) states there are strong need for

improved drought monitoring and assessment methods in the United States. Wilhite &
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Svoboda (2000) reported that drought is the most costly natural disaster, which is often
overlooked by the formation of assessments and forecast products.
Drought prediction is not the only problem. Monitoring drought is also a major

problem. Being able to know the duration and severity of drought can help inform the
industries that rely on precipitation for their business. Yet, a uniform method for
monitoring drought conditions and the severity of the drought conditions does not exist at
this time (Quiring 2009). Inaccurate monitoring or assessment of the severity of drought

can trigger a response when it is not needed or fail to trigger a response when it is needed
(Quiring 2009). Response to drought hazard is needed as droughts affect many
environmental and socioeconomical factors including surface and ground water, water

quality, crop damage, power generation reduction, habitats disturbance, as well as
recreational and social activities (Kangas & Brown 2007).

Forecasting and monitoring severity drought remain problematic due to the fact
that no one uniform definition of drought can cover all the different types of drought or
can combine all of the variables involved with drought (Svoboda 2002). There are over

150 working definitions of drought and drought can be generally classified into four main

categories meteorological, hydrological, agricultural, and socioeconomic (Heim 2002,
Sheffield et al. 2004, Quiring 2009). The meteorological drought is defined as a large

negative deviation from the average precipitation, hydrological drought is defined as a
deficit in the surface water and ground water, and agricultural drought is a combination

of both the meteorological drought and hydrological drought but explains these two

effects on agriculture (Heim 2002, Sheffield et al. 2004). Socioeconomic drought is the
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supply and demand difference caused by meteorological, hydrological, or agricultural
drought (Sheffield et al. 2004).
Even if there was one definition and classification for all droughts, it would most

likely not be able to work because not every drought will occur in the same way. The
Midwest, since approximately half of the agriculture in the region is mostly rainfed, is

highly vulnerable to summer drought. There have been many droughts throughout the
Midwest, the most common meteorological droughts in the Midwest have been from
1895-1965 (Andresen et al. 2012). The most severe droughts since 1965 were the 1988

and 2012 droughts which caused severe impacts not just in Michigan but through the
entire Midwest (Andresen et al. 2012).

The amount of parameters and variables that go into studying drought can vary

depending on the area and where the place is located. The study parameters first need to
be set to be able to determine the area being studied. The next step after determining the

parameters would be to determine the variables that affect the study area the most. To be
able to find parameters and variables that affect the areas precipitation will help solve
some of the problems regarding precipitation extremes.
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CHAPTER III

METHODOLOGY

Analyzing Drought in Southern Michigan
Study Area

The study area consists of the 20 most southern counties in Michigan including
Allegan, Barry, Berrien, Branch, Calhoun, Cass, Eaton, Hillsdale, Ingham, Jackson,
Kalamazoo, Lenawee, Livingston, Macomb, Monroe, Oakland, St. Joseph, Van Buren,
Washtenaw, and Wayne. Figure 1 shows a map of the 20 counties and the area used in

this study. The total of the entire area is 12327.4 square miles (USDA 2013). This region
is known for its varied agricultural production and socioeconomic activities, and different

weather patterns or weather anomalies could impact one or both of these sectors.

Michigan grows over 300 different varieties of food and the agriculture industry
contributes approximately 91.4 billion dollars to the Michigan economy (Michigan
Economic Development Corporation 2013). Michigan's agricultural industry employs

over 923,000 people every year. Every part of Michigan contributes different agriculture
due to growing conditions. Many of the counties in this study have a large soy bean, corn

and fruit production which needs the appropriate rain and temperatures to be able to grow
(Michigan Economic Development Corporation 2013). A key aspect in why Michigan
has diverse crop production is because of the Great Lakes. The shorelines around the
lakes are protected by the lakes microclimate. The lakes moderate the temperatures along

the shoreline leading to not as cold temperatures in the fall to prevent frost damage and
cooler temperatures in the spring to prevent late spring frost (Michigan Department of
Natural Resources 2007).
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Study Area: Southern Michigan
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Figure 1: The study area in Southern Michigan
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Michigan Climate

The climate of the northern part of the Midwest is strongly affected by the Great
Lakes. The other factors that contribute to the region's climate are latitude, continental

location, and large scale circulation patterns (Andresen et al. 2012). Michigan is
classified as a type D climate using the Koppen Climate Classification System
(Christopherson 298). A type D climate has over a 40 degree temperature range year

round and a nearly equal precipitation distribution for each month around 4 to 5 inches a

month. Michigan typically has a moist summer with ample precipitation which aids in
crop growth. Certain parts of Michigan are known for their crop production, as the
Midwest is the largest producing region of corn in the United States (Schlenker &
Roberts 2009).

Drought can have a major impact on crops. When crops do not get the
temperature or water needed for growth, most crops will parish. Certain crops, including

grapes, apples, and corn, are also able to grow in this area because of the climate.
However, change in climatic conditions could have significant impacts on production of
these crops. Many farming industries rely on crops for their income which makes drought
a natural disaster that has a major economic impact (Quiring & Paparylakou 2003). Some

crops could be saved if the mitigation processes of drought were improved and

implemented. The Michigan climate can be complex due to the climatic variability of the
Great Lakes. To study this area, many variables are needed to try and understand the

drought phenomenon in southern Michigan.
This study requires three data sources with fifteen variables. The first data set

includes precipitation data collected over the past 50 years, 1962-2012. The second data
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set will include the 500-mb heights and temperatures of the United States, the zonal and
meridional wind speed maps of the United States. The third data set used was the global
SST anomalies. The combinations of these three data sets will be analyzed to determine if

there is any correlation between dry years, wet years, and "normal" years. This section
will have two different subsections, the first subsection will be explaining the datasets
that will be used and the second subsection will explain the methods.
Datasets

There were three data sets used in this thesis including precipitation, spatial maps,

and sea surface temperature anomalies. The precipitation data was obtained from the
PRISM website, operated by the PRISM climate group (Daly 2007). PRISM data uses
point measurements of precipitation, temperature, and other climatic factors to create
different climatic parameters (Daly 2007). The point measurements were converted into

grid format to interpret the data spatially. PRISM data is very useful when studying
climate especially when the data points are scarce, which is a common problem with
climatological and meteorological studies (Hijmans et al. 2005). The PRISM data is
available from the early 1900s to the end of 2012 and is updated frequently as time

progresses. The rest of this section will explain the spatial and temporal data sets that will
be used in this thesis.

The spatial data for this thesis comes from the ESRL (Earth System Research
Laboratory) website (NOAA 2013). Nine different variables will be analyzed in relation
to drought. The nine variables include geopotential height at 500 mb, geopotential height
at 1000 mb, air temperature at 1000 mb, air temperature at 500 mb, 500 mb thickness,

zonal wind speeds at 300 mb, zonal wind speeds at 1000 mb, meridional wind speeds at
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300 mb, and meridional wind speeds at 1000 mb. All of these variables will be analyzed

but the variables that show the most correlation will be analyzed more in depth and
discussed in the results chapter.

The temporal data for this thesis comes from the CPC (Climate Prediction Center)
and the ERSL website. Both of these sources were used to acquire the monthly sea

surface temperature anomalies from different ocean indices. The ocean indices will be

analyzed from the years 1960-2012 in monthly timetables (winter, spring and summer
months). The ocean indices used from the CPC (National Weather Service 2012) are the

NAO (North Atlantic Oscillation), MEI (Multivariate ENSO Index), SOI (Southern
Oscillation Index), and PNA (Pacific North American Index). The ocean index used from
the ERSL (NOAA 2013) was the ONI (Oceanic Nino Index). These indices were
correlated with the SPI values using a sliding window correlation.
Methods

Combinations of the three data sets were analyzed to determine if there was any

relationship in relation to the five most extreme dry years. The five wettest years and

"normal" years were also used in this thesis to determine if there was any large scale
correlation between the anomalous years. This section will describe methods that were
used in this thesis.

The SPI is calculated using at least 30 continuous years of precipitation data.

Averaging periods are then calculated using a series of monthly timescales, which will be
described in the next paragraph. The months in the SPI are calculated by data from the

three previous months (McKee et al. 1993). Each of these data sets are then fitted to a
function (gamma) which distinguishes the probability of precipitation. Once the
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probability of precipitation is calculated, this probability for the point being used is
calculated along with an estimate of the inverse normal to compute the precipitation

deviation for a normally distributed probability density (McKee et al. 1993). The mean of
this probability is zero and the standard deviation is fixed, which will cause a normal
distribution for the point being studied. The point will then be compared to the normal
distribution to find if there is a non-normal year (McKee et al. 1993).
The timescales most commonly used in this SPI are 1, 2, 3, 6, 9, 12, 24, 36, 48

months which are determined by the type of drought being studied. Meteorological

drought typically uses 1, 2, and 3 month timescales, agricultural drought uses 1, 3, 6, and
12 month timescales, and hydrological drought uses 12, 24, and 36 month timescales
(Edwards 1997). The timescales for each drought type are determined by the onset and

duration of drought. In this study, the 6-month SPI will be calculated for the summer
months of June, July, and August and the average of these months will be used to

represent the summer precipitation conditions.
The precipitation was obtained from the PRISM data set, the data is in a raster
format due to scarce point data. The computer program FORTRAN77 was used to read

the data and convert the precipitation data to the corrected SPI index. When the data was
downloaded from the PRISM website, the file format had to be converted from a gz file

to an .asc file to be properly read by FORTRAN. The SPI index uses a scale to classify

the precipitation during that month distinguishing if the year measured is wet, dry, or
"normal". Table 2 shows the SPI ranking system based on a positive number above 0.99

is classified as a wet timescale, a negative number below -0.99 is a dry timescale, and in
between 0.99 and -0.99 is considered a year of "normal" precipitation.
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Table 2: The SPI ranking system created by McKee et al. (1993).
SPI Value
>2.00

Classification

Extremely Wet

1.50 to 1.99

Severely Wet

1.00 to 1.49

Moderately Wet

-0.99 to 0.99

Normal

-1.00 to-1.49

Moderately Dry

-1.50 to-1.99

Severely Dry

< -2.00

Extremely Dry

Once the SPI values were calculated from 1960-2012, the values were placed into
Microsoft Excel to be categorized. Once the values are categorized the five lowest
(highest negative SPI), highest (highest positive SPI), and closest to normal (SPI values
closest to zero) values were be determined. Once the 15 years were found, they were

categorized on severity (normal, minimal, moderate, and extreme). These 15 years are
analyzed with other climatic variables with the goal to find correlations between the
anomalous years and the climatic variables.

The climatic variables used were geopotential height at 500 mb, geopotential
height at 1000 mb, air temperature at 1000 mb, air temperature at 500 mb, 500 mb

thickness, zonal wind speeds at 300 mb, zonal wind speeds at 1000 mb, meridional wind
speeds at 300 mb, and meridional wind speeds at 1000 mb. Each of these variables were
tested using the anomalous years through six different monthly sequences. The monthly
sequences were chosen to represent seasonality (Winter, Spring, and Summer) as well as
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the length of the SPI time. The months included in this study include winter, spring, and
summer months, to analyze before and during the anomalous years. The sequences of
months included: (1) December, January, February (Winter); (2) January, February,
March (Late Winter); (3) March, April, May (Spring); (4) January, February, March,
April, May, June (SPI timescale); (5) January February, March, April, May, June, July,
August (SPI timescale); and (6) June, July, and August (Summer).
The nine climatic variables were tested with the monthly sequences during the

anomalous years. The ESRL website is able to create maps for averages and anomalies.
Each variable that was selected used anomalies to show how different these years were

from the average years (averages of 1980-2010). The output maps were then made for
each variable for each monthly sequence, showing if there were any anomalies that

occurred. Not every variable had anomalies that occurred; the variables that had
anomalies between the dry and wet years will be explained in the results chapter.
The Sea Surface Temperature (SST) anomalies for the NAO, MEI, SOI, and PNA

were gathered from the ESRL website as well. The ESRL website offers monthly ocean
time series data from 1950, this data was used for SST anomalies used in this thesis. The

SST anomalies were inputted into Microsoft Excel along with the SPI values. Once the

monthly SST anomaly values were inputted into excel, the values were grouped, by
averaging, into the monthly sequences that were used for the climatic parameters. The
SPI values were also grouped into the monthly sequences by averaging, for temporal
analysis on SST anomalies.
Once the SST anomalies and SPI values had the same monthly sequences, every

year involved in this study was analyzed with a sliding window correlation. The sliding
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window correlation was used to compare the SPI and SST anomalies in 15 year
increments in hopes to find heterogeneity in the data. The ONI (Ocean Nino Index) was
the other SST anomaly that was used in this thesis. The ONI was adapted from the CPC
and the ONI was also averaged into the monthly increments. The 15 anomalous years
were also compared with the ONI to determine if there was any correlation between El
Nino years and La Nina years with wet, dry, or "normal" years.
This methodology was strictly chosen for the great lakes region, specifically in
southern Michigan. The methodology used in this thesis will be followed as stated above
and the results may vary if these methods are tried in a different region. The results from
all of these processes are discussed in Chapter 4, the results chapter.
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CHAPTER IV
RESULTS AND DISCUSSION
Introduction

This chapter of the thesis discusses the results of the analyses. The results are in

both spatial and temporal form. The spatial aspects are discussed through map anomalies
whereas the temporal aspects are discussed through graphs. The SPI output will be shown
along with the five anomalous years each with dry, wet, and normal characteristics. There
is a discussion on the outputs and the overall analysis of these data.
Table 3 shows the results from the SPI results of the five driest, five wettest, and

five most "normal" years during the years of 1960-2012 in southern Michigan. The

numerical value of the SPI along with the ranking is incorporated in the table. There were
no extremely wet or dry years (SPI > ± 2.0) found in the 50 year span, yet severely wet
and dry years (SPI between ±1.50 and ±1.99) were found. There were three moderately

wet and dry years (SPI between ±1.0 and ±1.49) and one slightly wet year (SPI between
0.51 and 0.99) found in the studies timeframe. For the normal years, the five SPI values
that were closest to zero were chosen. The normal years had three dry years (1979, 1982,

and 1960) and two wettest years (1989 and 2001).
Over the 62 year time period, four of the wettest years occurred during the year
2000 or after with only one of the years (1975) before the year 2000. The dry years are
more sporadic than the wet years, only having two of the driest years after 2000 with the

other three years being before 1990. The normal years only have one year after 2000,
while the other four years are before 1990. It is important to note that there were no SPI
values of 0 observed in this thesis.
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Table 3: The numerical and categorical SPI rankings for the five driest, five wettest, and
five most "normal" years during 1960-2012.
Driest Years

"Normal" Years

Wettest Years

1988 (-1.94)
Severely Dry

1979 (-0.02)

2011 (1.86)
Severely Wet

1971 (-1.84)
Severely Dry

1982 (-0.03)

1962 (-1.28)
Moderately Dry

1960 (-0.07)

2009(1.38)
Moderately Wet
2000(1.35)
Moderately Wet

2005 (-1.15)
Moderately Dry

2001 (0.13)

2010(1.04)
Moderately Wet

2012 (-1.14)
Moderately Dry

1989(0.18)

1975 (0.99)
Slightly Wet

The summer SPI values for the years of 1960 - 2012 are shown in Figure 2. The

SPI values and graphed by year and displayed in their category (severely dry, moderately

dry, normal, moderately wet, and severely wet). Overall there were five classified wet
years; one severely wet and four moderatelywet. There were seven dry years; two
severely dry and five moderately dry. The "normal" years (SPI value of 0.99 to -0.99)

had 50 years of this study. Throughout the variation of this study, the years in the normal
classification flux from slightly dry to slightly wet during most years. In other words,

there are not many years in a row that have the same classification (this includes the
values that are around 0, going from negative to positive values). It is also important to

note that the largest change in values throughout the timescale of this study occurred
recently between 2011 and 2012. The value went from 1.86 (severely wet) to -1.14
(moderately dry).
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Figure 2: The summer SPI for each year during 1960 - 2012

SPI Values during the study timescale

Spatial Results

The 15 extreme SPI values that were found (dry, wet, and normal) were used

when the spatial maps were created. The climatic variables that were analyzed for

investigation of patterns were the 500 mb geopotential height, 300 mb zonal wind speeds,
300 mb meridional wind speeds, and 500 mb air temperature anomalies. Nothing

significant was observed for the 1000 mb geopotential height, 1000 mb zonal winds,
1000 mb meridional winds, 1000 mb air temperature, and the sea level pressure at 1000
mb.

500 mb Geopotential Heights

Figure 3a shows the 500 mb geopotental heights of the dry anomalous years

during the monthly sequence of January through March. The dry anomalous years have a

strong negative anomaly in central Canada and in the central part of the United States
around the Great Plains. A smaller negative anomaly in the Midwest and East Coast is

also present. The extreme western part of the United States has positive anomalies, with a

strong positive anomaly over the Pacific Ocean. There are weakerpositive anomalies in
northeast Canada and the Gulf of Mexico.

Figure 3b shows the anomalous wet years and the 500 mb geopotential heights

during January through March. The wet anomalous years have negative geopotential
height anomalies throughout most of the United States with the peak negative anomalies
in Washington, northern Idaho, and northwestern Montana as well as British Columbia in
Canada. The positive anomalies are in northeastern Canada and slight positive anomalies
are in western Mexico and the Pacific Ocean. The 500 mb geopotential height patterns
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Figure 3a: The January through March 500 mb geopotential height during the Anomalous
dry years.
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Figure 3b: The January through March 500 mb geopotential height during the Anomalous
wet years.
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are important to analyze when looking at different height values. The higher heights show
less water vapor, meaning fewer clouds could form, whereas lower heights have more

water vapor meaning more clouds. It is important to point out that during the dry
anomalous years, the Midwest was under lower geopotential heights and during the wet

anomalous years the heights were around average. This conforms to the North Carolina
State Research (2010) with higher geopotental heights being higher during the wet years

and geopotential heights being lower during the dry years.
The 500 mb geopotential height during the months of March to May show a

different pattern. Figure 3c shows the 500 mb geopotential heights of the dry anomalous
years during these months. Unlike the winter months, the March through May dry
anomalous months have below average heights on the East Coast and the northern Pacific
Ocean. The lowest geopotental heights are in the Atlantic Ocean and the far northern
reaches of the Pacific Ocean. The majority of the United States is either below average or

around the average geopotential heights in the springs of these. The only area with

heights that were above average was northeastern Canada.
Figure 3d shows the 500 mb geopotental heights in March through May during
the wet anomalous years. The lower heights are shifted more to the west, with the West

Coast having lower geopotential heights, with lowest heights in the northwest United
States. The higher heights are located in the Midwest, Southeast, the southern Great
Plains, and East Coast, with a peak highest height on the East Coast. The distinct line

separating the high and low height anomalies show a potential blocking pattern
associated with this time locating in the Great Plains. The geopotential height signifies

ridges or troughs at the surface. The higher geopotential heights are a result of a ridge
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Figure 3c: The March through May 500 mb geopotential height during the Anomalous
dry years.
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Figure 3d: The March through May 500 mb geopotential height during the Anomalous
wet years.
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pattern with little to no stormy weather. The lowerthe geopotential height results in a
trough with a great potential for stormy weather (University of Illinois 2013).
300 mb Zonal Wind Speeds

The 300 mb zonal wind patterns can show distinct changes in the jet stream and

upperair flow, which means the zonal wind speeds anomalies can help locate thejet
stream. The higher anomalies mean higher overall wind speeds whereas the negative

wind speed anomalies mean lower wind speeds. Lower wind speeds suggest that the jet
stream shifted from the area. Figure 4a shows the zonal winds during the anomalous dry

years during the spring months (Marchthrough May). There were lower than average
zonal wind speeds throughout the East, Midwest, and the northern Great Plains, with the
lowest zonal wind speeds located in eastern Canada and the extreme northeastern United

States. The higher than average wind speeds are located in the Pacific Ocean and the
extreme southeast United States.

The anomalous wet years during the spring months, shown in Figure 4b, have

higher wind speed averages over the most of the United States and into eastern Canada
with peak wind speeds in the Pacific Ocean. The lowerthan average wind speeds are
mainly in the southeastern United States and the Gulf of Mexico, with the lowest zonal
wind speeds located in southern Florida. It is important to note that between the dry and
wet anomalous years during the spring months, the zonal wind speed patterns were
reversed for most of the United States. The dry months had a decrease in zonal wind

speed whereas the wet months had an increase in the zonal wind speeds. This is important
to note because zonal wind speeds affect our cyclones as Andresen et al. (2012)
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Figure 4a: The March through May 300 mb zonal wind speed anomalies during the
anomalous dry years.
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Figure 4b: The March through May 300 mb zonal wind speed anomalies during the
anomalous wet years.
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suggested that weaker zonal wind speeds will cause a decrease in midlatitude cyclones
and also cause weaker midlatitude cyclones.

Looking into a six month timescale before the summer, Figures 4c and Figure 4d
measured from January to June. Figure 4c shows the zonal wind speeds for the dry

anomalous years. There were lower wind speed averages throughout most of the
Northeast, Midwest, central Great Plains, and the Southwest, with the lowest wind speeds
located in the extreme northeastern United States and eastern Canada. The higher wind
anomalies were around the southern Atlantic Ocean, the extreme southeastern United

States, and the northern Pacific Ocean. Figure 4d shows the zonal wind speeds for the

wet anomalous years during January through June. The zonal wind speeds were below

average in Canada, the southern Pacific Ocean, and the southern Atlantic Ocean. The
zonal wind speeds were above average in the northern Pacific Ocean, the western United
States, the Great Plains and the Midwest.

Figure 4e shows the dry anomalous years during June through August. The below

average zonal wind speeds are located throughoutmost of the United States, with the
most below average wind speeds in the Great Plains and the Midwest. The above average

wind speeds are located in central Canada, Mexico, and the northwestern United States.
A recurring pattern, in all timescales, throughoutthe dry years is a weaker zonal wind in
the northern Pacific Ocean. Whereas during the wet anomalous years the zonal wind is

strongest in the northern Pacific Ocean, possibly causing a greater forcing throughout the
United States. A greater forcing in the northern Pacific Ocean would increase the chance
for the Jetstream to keep its track and stay strong over the Midwest. Yet, A weaker

forcing in the northern Pacific may lead to a shift in the Jetstream causing slower winds.
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Figure 4c: The January through June 300 mb zonal wind speed anomalies during the
anomalous dry years.
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Figure 4d: The January through June 300 mb zonal wind speed anomalies during the
anomalous wet years.
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Figure 4e: The June through August 300 mb zonal wind speed anomalies during the
anomalous dry years.
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Figure 4f: The June through August 300 mb zonal wind speed anomalies during the
anomalous wet years.
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Figure 4f shows the wet anomalous years during June through August. The above

average wind speeds are located in the Great Plains, intermountain West, and the
Midwest. The most above average wind speeds are in the Northern Pacific Ocean. The

below average wind speeds are located in northern Canada, the extreme southern United
States, and the Gulf of Mexico. It is important to note that in the dry anomalous years

during the summer the lowest zonal wind speeds are located in the Great Plains and the
Midwest, near the study area. The anomalous wet years during the summer show a nearly

opposite trend with wind speeds, having some of the stronger wind speeds in the Midwest
and northern Great Plains.

The zonal wind flow anomalies conform to Andresen et al. (2012) who suggests

that a slower 300 mb zonal wind speed will cause not as many cyclones to pass through
the United States. A weaker zonal wind speed will cause cyclones to move slower and

not be as strong. The wind flows not only help the track of the storm but also help

regulate the flow of the cyclone and the cyclone development. The stronger zonal wind
flows are more prone to cause the cyclones to move quicker through the United States
and create more summer rainfall (Andresen et al. 2012). Also, the strength and placement

of the zonal wind speed in northern Pacific Ocean seems to have an impact on the
Jetstream and zonal wind speed anomalies in the Great Plains and Midwest. The higher

zonal wind speed anomalies that are closer to the west coast of the United States, in all

three of the wet year cases, cause the wind speeds to be greater over the Great Plains and
the United States. Whereas during the years where the zonal wind speed anomaly is
weaker and further off the west coast, the wind speeds are below average in the Great
Plains and the Midwest.
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300 mb Meridional Wind Speeds

The meridional flow represents a large scale flow in a north-south component in
the United States which creates a weaker zonal wind flow pattern, slowing down low

pressure systems and cyclones (National Weather Service 2013). Figure 5a shows the
meridional wind speeds in the anomalous dry years during January through June. The

below average wind speeds during the anomalous dry years are in the Pacific Ocean, the
eastern United States, and the midwestern United States. The above average meridional

wind speeds are located in the southern Pacific Ocean, the Gulfof Mexico, and the
Caribbean Sea, with the most above average meridional wind speeds located in
northeastern Canada. 300 mb Meridional flow can affect the Michigan climate by

disturbing the southerly flow pattern from the south which brings large amounts of water

vapor into Michigan. The lack ofwater vapor with a slower or directional change in
meridional flow can cause a decrease in rainfall.

The wet anomalous years during January through June, shown in Figure 5b, still

have below average wind speeds inthe northern Pacific Ocean, yet the meridional wind

speeds are farther below average in the Pacific Ocean during wet anomalous years (dry
years have around -1.5 m/s below average meridional wind speeds in the Pacific Ocean
whereas the wet years have around -3 m/s below average). The Great Plains and the
Midwest have above average wind speeds during the wet anomalous years and the below

average wind speeds that were present in the Midwest and East during the dry years has
shifted farther east during the wet years. This shift inthe wind speeds could signify a

blocking pattern setup throughout the United States and have an impact on the zonal wind
speeds as well.
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Figure 5a: The January through June 300 mb meridional wind speed anomalies during the
anomalous dry years.
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Figure 5b: The January through June 300 mb meridional wind speed anomalies during
the anomalous wet years.
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The spring months, March through May, show similar patterns in the meridional
winds. Figure 5c shows the meridional winds during dry anomalous years in this
timescale. The below average meridional wind speeds are located in the Great Plains,
Midwest, and East, as well as the southern Pacific Ocean. The most below average

meridional winds are in the central Midwest, in the study region. The above average

meridional wind speeds are located in Canada and the Atlantic Ocean, with the most
above average wind speeds in extreme western Canada.

The wet anomalous years, shown in Figure 5d, have the below average winds
located in the extreme western United States, extreme eastern Canada, the southern

United States, the New England region of the United States, and the Pacific and Atlantic
Oceans. The most below average wind speeds are located in the northern Pacific Ocean.

The above average wind speeds are located in the Great Plains and midwestern United

States. The greatest above average wind speeds are located in the northern Great Plains.
The decrease in meridional winds throughout Michigan and the Midwest during

the dry years suggest that a blocking pattern could have been present. This also
complements Andresen et al. (2012) who noted that meridional winds are more prone to
create a blocking pattern set up. During the wet years the wind speeds increased, meaning
the meridional flow of the jet stream could have come from the Gulf of Mexico causing
warm/moist air to come from the south and help induce convection.
The 300 mb meridional wind flow results, like the zonal wind flow results, do

conform to Andersen et al. (2012) and the National Weather Service (2013). A weaker

meridional wind speed slows down the cyclone track and has a great potential to be a
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Figure 5c: The March through May 300 mb meridional wind speed anomalies during the
anomalous dry years.
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Figure 5d: The March through May 300 mb meridional wind speed anomalies during the
anomalous wet years.
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signature of a blocking pattern setup in the United States. Both the dry and wet

anomalous years have below average meridional winds present in the Pacific Ocean, yet

during the wet years the meridional winds are stronger in the Pacific Ocean than during
the dry years. Also, during the wet years, the above average meridional winds are extend
through the entire Great Plains region and the Midwest.
500 mb Air Temperature

The 500 mb air temperature has an important impact on distinguishing 500mb
geopotential heights. The main reason temperatures have an impact on geopotential
heights are that higher temperatures cause higher heights and lower temperatures cause

lower heights. These heights can help distinguish patterns, especially with ridges and
troughs. Figure 6a is the dry anomalous years of the 500 mb air temperature during
January through June. The anomalous dry years have below average temperature
throughout most of the United States, with the most below average temperatures in
western Canada and the eastern United States. The above average 500 mb temperatures
are located in eastern Canada.

The wet anomalous years, shown in Figure 6b, have above average 500 mb
temperatures anomalies in the Midwest, East, and the southern United States. The most
above average heights are located in the east and in northern Mexico. The lower than
average 500 mb temperatures are located in southwestern Canada and the northwestern
United States. The lowest average 500 mb temperatures are found in southwestern

Canada. It is important to note that during the meridional flow in the January through
June wet year anomalies had positive anomalies from the southtwestern United States
into the Midwest, where a similar signature appears with the 500 mb air temperature.
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Figure 6a: The January through June 500 mb air temperature anomalies during the
anomalous dry years.
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Figure 6b: The January through June 500 mb air temperature anomalies during the
anomalous wet years.
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Figures 6c and 6d show the 500 mb temperature anomalies during the time scale
March through May. Figure 6c is the dry anomalous years of the 500 mb temperatures

during the spring months. The dry anomalous years have below average 500 mb

temperatures throughout most of the United States excluding the northern plains region.
The most below average temperatures are found in the eastern and southeastern United
States. The above average temperatures are found in north central and northeastern
Canada.

The wet anomalous years, shown in Figure 6d, have above average temperature

located throughout most of the United States excluding the northern Great Plains and the
western United States, with the most above average wind speeds located in the eastern

United States and extreme southern Canada. The below average wind speeds are located
in the western United States and southwestern Canada. The lowest wind speed anomalies

are in the northwestern United States. It is important to note that during both timescales

that the dry years have lower than average meridional wind speeds anomalies throughout
most of the United States, yet during the wet anomalous years most of the United States
has above average wind speeds.

During the dry years the low meridional wind speed anomaly tends to stay
offshore in the Pacific Ocean, whereas during the wet years the low wind speeds anomaly

was located onshore in the western part of the United States. Kraus (1977) explained that

a weak 500 mb temperature gradient is more likely to be a factor in drought potential.

The gradients in the 500 mb temperatures are weaker during dry years. The 500 mb air
temperatures do conform to Kraus (1977), with a lower gradient in air temperatures being
more prone to have a factor in drought.
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Figure 6c: The March through May 500 mb air temperature anomalies during the
anomalous dry years.
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Figure 6d: The March through May 500 mb air temperature anomalies during the
anomalous wet years.
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The spatial interpretations of the maps help distinguish the variables that may
have a factor in drought. Through different analysis and different variables being used,

the prediction for drought is still a difficult subject to attain. The spatial variables used in
this study help not just for the drought forecasting for Michigan but also help show

gradients and other aspects that are occurring in other parts of the country. Different
signatures, like the blocking patterns, can be seen from a national analysis.
Temporal Results

The temporal results, between ocean indices (MEI, SOI, PNA, NAO) and the SPI,
were measured over the time scale of this thesis (1960-2012). In this section there are

four sliding window correlations analyzed. The four sliding window correlations that

proved significancewere: (1) December to February SOI vs. June, July, August SPI; (2)
January to August SOI vs. June, July, August SPI; (3) January, to August PNA vs. June,

July, August SPI; and (4) December to February MEI vs. June, July, and August SPI.
The sliding window correlation takes the correlation from the years in 15 year

increments to observe any temporal variability. For example, the sliding window
correlation in this study starts at 1975, which means it includes the years from 19611975. A correlation coefficient above 0.41 indicates a significant correlation. The four

sliding window correlations that proved significant involved three ocean indices, SOI,
PNA and MEI. No significance above 0.41 was found with the NAO. It is also important
to note that out of the four significant correlations, all of the correlations in these indices
occurred later in the time series of this study.

The first significant sliding window correlation occurred with the DJF SOI and

the JJA SPI. Figure 7 shows a moderate positive correlation between the winter SOI and
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the summer SPI. A significant correlation occurred late in the time of study, during 20042012, which with all of the years involved is from 1990-2012. The correlation during the

DJF SOI ranged from R = 0.41 to 0.60 during the later portion of the study period (20062010). This result would suggest a relationship between greater amounts of rain (positive
SPI) with a positive SOI and less amount of rain (negative SPI) with a negative SOI. A

negative SOI index is usually correlated with an El Nino episode and a positive SOI
index is usually correlated with a La Nina event (Carlson et al. 1996). In Michigan,

during the summer months, the La Nina events typically bring wet years and El Nino
events bring dry years (NOAA 2012).
The correlation between JFMAMJJA SOI and JJA SPI was also calculated to

investigate the possible linkage between them. Figure 8 shows a moderate positive
correlation between the JFMAMJJA SOI and the summer SPI. There are not as many

years that are correlated with the JFMAMJJA correlation but the highest value of both of
the graphs is from the JFMAMJJA SOI correlation (R = 0.6039) which suggests a

stronger relationship during the last part of the timescale of this study (Figure 8). Also,
the two peaks from the JFMAMJJA SOI match up with the same years as the DJM SOI
correlation. The two SOI timescales, DJF SOI and JFMAMJJA SOI, show a similar

pattern. Even though the strength of the correlations may not be the same, their peaks for
both positive and negative correlations are similar. A few distinct peaks, specifically

positive correlations, occur around 1988 and 2011. It is important to note that both of
these peaks include the most severe dry year (1988) and the most severe wet year (2011).
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Figure 8: The sliding window correlation of the JFMAMJJA SOI vs. JJA SPI during the years 1960-2012

The MEI for this study was measured during the same monthly increments, although the
same results were not found during the same monthly increments as the PNA, the MEI

had a negative correlation with the summer SPI during the winter months of December,
January, and February (Figure 9). The DJF MEI had moderate correlations during the

years 2000-2009, through the sliding window; the full year span would be 1986-2009.
Some of the same years involved in the MEI's moderate correlation are the same in the
PNA's moderate correlation. Although Leathers et al. (1991) found a correlation between
the PNA and MEI, it is not likely to have as strong as correlation between the two ocean
indexes during the summertime in Michigan.

The temporal analysis of this thesis has agreed with most of the past research
related to the ocean indices used in this study and precipitation patterns in Michigan. It is

important to note that ocean indices in relation to Michigan are complex and research is
still progressing on this subject. Different indices could have an impact on Michigan that
the research community may not have knowledge of at this time. Leathers et al. (1991)
notes that the effects of the SOI on the Midwest and much of the United States is still

under investigation.

The MEI is a coupled index that involves the SOI. Looking at Figure 7 and 9,
there is an inverse relationship between the two indices (DJF SOI and DJF MEI). The

pattern is present at the peaks (1988 and 2011) that were discussed during the SOI
analysis. In both the 1988 and 2011 DJF SOI (Figure 7) the peaks had a positive
correlation, whereas in the DJF MEI the peaks at 1988 and 2011 are negative

correlations. The graphs throughout the whole timescale of the sliding window tend to
move in opposite directions.
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The PNA and the SPI also had a significant correlation found through the sliding window

correlation procedure. The JFMAMJJA PNA and the JJA SPI had a few areas with
correlations throughout the years (Figure 10). the strongest correlations were 1998-2002,

which includes the years 1983-2002, the correlation (R) value during this time ranged
between -0.52 and -0.59. There were also significant correlations during the years 1988,

1989, 2008, and 2009 yet the correlation value was not as strong at these times, ranging
between -0.41 and -0.49. The correlation found was a negative correlation meaning

during a positive PNA phase there was less rain (negative SPI) and during a negative
PNA phase there would be more rain (positive SPI).

The PNA having a negative correlation in the Midwest was analyzed by Leathers

et al. (1991). They found that the PNA has a weak relationship with the Midwest during

the spring, summer, and fall months, yet a correlation was still present. The National
Weather Service (2012) also states that the PNA has a negative correlation with the

Midwest precipitation. The results of this thesis and the findings with the PNA in relation
to Michigan are consistent with findings in Leathers et al. (1991). Leathers et al. (1991)
also mentioned that the PNA may have a large influence on the MEI index.

The DJF MEI (Figure 9) and JFMAMJJA PNA (Figure 10) seem to have some

similar patterns during different monthly timescales. The first peak, in 1974, is the

highest positive correlation during both measurements. After the peak in 1974, both of
the indices take the same trend into a weaker positive correlation for nearly a decade until
1986 when both of the indices cross into a weak negative correlation. In 1988, there is a

distinct negative correlation peak for both of the indices which since 1988 both of the
indices have remained in negative correlations.

59

OS
o

Table 10: The sliding window correlation between JFMAMJJA PNA and JJA SPI during 1960-2012

Summary and Relationship with Drought Prediction

The results section presented many direct relationships between climatic variables
and the anomalous year types. The main climatic variables discussed in the results section

include 500 mb geopotential heights, 300 mb zonal winds, 300 mb meridional winds, and
500 mb air temperatures. The direct relationship between the climatic variables and the

anomalous years proved to be stronger during certain monthly sequences. The March

through May monthly sequence showed direct relationships (positive anomaly and above
average amount of rainfall, negative anomaly and below average amount of rainfall)
between all of the climatological variables and the anomalous variables. Whereas the

January through June monthly sequences showed direct relationships between most of the
climatological variables except for the geopotential height at 500 mb.
Spring in the defined dry years showed a decrease in meridional and zonal winds

throughout the central and midwestern United States. The decrease in winds suggests that
there was a shift in the jet stream during these years. These results also complement

Hansen et al. (2001) who found that there is some existing statistical relations between

the upper tropospheric wind flow and season weather anomalies in the midwestern part of
the United States. The wind flow patterns for the six months before the summer droughts,

January through June, also had a decrease in zonal and meridional winds suggesting a
shift in the jet stream.

The spring months also had a direct relationship with the 500 mb geopotential

height and the 500 mb temperature. The geopotential height signifies ridges or troughs at
the surface. The higher geopotential heights are a result of a ridge pattern with little to no

stormy weather. The lowerthe geopotential height results in a trough with a great
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potential for stormy weather (University of Illinois 2013). The months prior to the
summer SPI months have an inverse affect to the 500 mb geopotential height theory. The

anomalous dry years had lower heights during the March through May months and the
anomalous wet years had higher heights during the March through May months. The
same inverse relationship was present with the January through March sequence,

although it should be noted that wet year height anomalies could have been zero. Even

though the inverse was found for the spring months for the dry and wet years, the
summer months did conform to the geopotential height theory. The anomalous dry years

had approximately 10 m above average height throughout half of the United States and
the anomalous wet years had approximately 5 m below average height.

If a prediction for drought could be made through the climatic parameters used in

this thesis, a prediction for summer drought at the end of the spring months could be
applied. It is important to note that there may be more variables that are present in

predicting drought. A prediction made at the end of spring for drought in southern
Michigan, the Midwest, and the Great Plains would be below average 500 mb

geopotential heights, below average 300 mb meridional and zonal wind speeds, and
below average 500 mb air temperatures. The exact opposite parameters would be used to
forecast for wet years. Table 4 shows the prediction grid for the variables during the

spring months in order to try to predict what type of summer precipitation pattern will
occur. The anomalies during the summer months are shown in Table 5. The anomalies

during the summer months do not have as distinct of pattern as the spring anomalies do in
relation to the summer SPI.
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Table 4: A prediction grid of the variable set up through the spring months, March - May
over the Midwest and Great Plains region, to try to predict what type of summer will
occur.

Variable

Dry Year

Normal Year

Wet Year

500 mb

Negative Anomaly

No Anomaly

Positive Anomaly

Negative Anomaly

No Anomaly

Positive Anomaly

Negative Anomaly

No Anomaly

Positive Anomaly

Negative Anomaly

No Anomaly

Positive Anomaly

Geopotential
Height
300 mb Zonal
Winds

300 mb Meridional
Winds

500 mb Air

Temperatures

Table 5: The actual variable anomalies during the summer months throughout the
Midwest and Great Plains in relation to anomalous years in Southern Michigan.
Dry Year

Normal Year

500 mb

Positive Anomaly

No Anomaly

No Anomaly

300 mb Zonal

Negative Anomaly

Positive Anomaly

Positive Anomaly

No Anomaly

Positive Anomaly

Positive Anomaly

Negative Anomaly

No Anomaly

Positive Anomaly

Variable

Geopotential
Height

Wet Year

Winds

300 mb Meridional
Winds

500 mb Air

Temperatures

The temporal analysis also conformed to past research and theories. Although the
research on the SOI in relation to Michigan has been scarce, new developments are

occurring with studying ocean indices such as interactions between more than one ocean
index. Assumptions can be made in relation to the results found in this thesis. The SOI,
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which has a weak correlation with weather patterns in the Midwest, had a positive

correlation throughout southern Michigan. The link with the SOI occurs with the positive

correlation. A positive SOI phase was typically linked with a La Nina event which brings
wet weather to Michigan and a negative SOI phase is typically linked with an El Nino

event which brings dry weather to Michigan (Carlson et al. 1996). Using the results and
theory in trying to predict drought during the winter, if the DJF SOI or the JFMAMJJA
SOI is in a negative phase, drought would have a greater potential to occur in Michigan.
The PNA has been suggested to have a greater correlation with the Midwest then

other ocean indices (Leathers et al. 1991). The PNA results had the most frequent
correlations over the other indices in this study. The PNA had a negative correlation with

precipitation in southern Michigan, which agrees with Leathers et al. (1991) research.
The strong correlations of the PNA came from studying the eight month time scale
(JFMAMJJA), leading to this belief that drought is more prone to occur during a positive
phase of the PNA.

Leathers et al. (1991) also noted that the PNA index has an effect on the severity
of the MEI index in the Midwest. The MEI in this study had a negative correlation with

precipitation patterns in the Midwest. The MEIs significant correlations occurred around
the same time as the PNA's correlations. Yet, it is important to note that only the MEI

correlated during the winter timescale (DJF). Also, the MEI had the largest running

correlation, ranging for nine straight years. Included in the string of years with significant
correlation was the strongest drought year based on the SPI (1988). Although the MEI

might change due to the impacts of the PNA, based off of just the MEI, the MEI would
have to be in the negative phase for the best chance for drought.
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Although studies of ocean indices are ongoing in the broader research community,
several interesting correlations were present in this analysis. In all three ocean indices
with significant correlations, each of the indices has a number of significant correlations
in the last decade and a half. There are also interdecadal patterns that are still not well
known. The SOI was found to have an interdecadal signature with the Pacific Decadal
Oscillation and the NAO. Although the NAO did not have any correlations with the

summer SPI, the SOI had a strong positive correlation at the beginning of the 2000s.
Table 6 shows the prediction grid and phases for predicting drought if it were based on a
specific index. During the December through February timescale, drought was found

during a negative phase of the SOI and a positive phase of the MEI. The other significant
timescale that had significance was January through August, drought was found during a
negative phase of the SOI and a positive phase of the PNA. It is important to note that

these indices may be a factor on drought either together or separately, that case still needs
to be determined in future research.

Table 6: A grid interpreting the phase of a specific ocean index and the phase of the index
in relation with high potential drought years.
Index

DJF

SOI

Negative

PNA

MEI
NAO

JFM

MAM

JFMAMJJA

Negative

JFMAMJ

No

No

Correlation

Correlation

No

No

No

Correlation

Correlation

Correlation

Positive

No

No

No

No

Correlation

Correlation

Correlation

Correlation

No

No

No

No

No

Correlation

Correlation

Correlation

Correlation

Correlation
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No

Correlation
Positive

No

Correlation

Conclusion

It is important to note that some of the correlations that have occurred temporally

might be a result of different ocean currents interacting with each other and land-

atmospheric interactions. Understanding the causes of these correlations could improve
drought predictability in southern Michigan. Also, understanding the impacts that result

spatially with different variables could help with drought prediction as well. The results
of this thesis show some of the factors that could result in varying precipitation patterns
in southern Michigan.
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CHAPTER V
CONCLUSION

Summary

Drought is a major problem throughout the world. The different climates and

types of drought make it difficult to forecast, mitigate, and assess drought. Through
analyses of different variables and the SPI in southern Michigan, different correlations
could be found in relation to drought. Other anomalous years, including the wet years and

normal years, are included in this thesis in hopes to find correlations associated with

these years as well. The main goal of this thesis was to find correlations between different
climatic variables and drought. It would also be beneficial to find a large scale correlation
between all of the anomalous years and variables in relation to the southern Michigan
region.

A major part of the spatial analyses of this thesis showed patterns during the
spring before the summer of the dry or wet years. Out of the four climatological variables
that were used in this study (500 mb geopotential heights, 300 mb zonal and meridional
winds, and 500 mb air temperatures during the spring months), all of the variables had a

negative anomaly throughout the Midwestand Great Plains during the dry years. The wet
years had a direct relationship as well. During the anomalous wet years there were

positive anomalies in the variables throughout the Great Plains and Midwest. The spatial
analyses throughout the United States during the spring months could help to predict

drought in the future for southern Michigan, even though other variables could be
involved. The four variables that were involved in this study show patterns that could be

adapted into a model for drought mitigation if the proper model parameters were set.
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One problem that does arise is that a very weak pattern was found in some of the
variables during the summer months and predicting drought duration could still prove to

be a problem. Adding more variables during both timeframes could increase the chance

of full prediction of drought to alleviate this problem. Also, using the variables from this
study or any new variables applied at different atmospheric heights could prove
beneficial in determining more patterns associated with wet years and drought years.
The temporal results of this thesis compliment past research regarding the ocean

indices and Michigan. Out of the four indices analyzed (SOI, PNA, NOA, and MEI) three

of them had significant correlations in the sliding window correlation analysis. The SOI
had two timescales that had a significant positive correlation with Michigan precipitation

patterns, one during the winter months (DJF) and one during the eight month timescale
(JFMAMJJA). The PNA ocean index had a significant negative correlation using the

eight month timescale, meaningthat the PNA had the strongest correlation with the
Midwest compared to other ocean indices. The PNA also had impacts on the MEI, which

had a negative correlation during the winter months. Out of the three ocean indices that
had correlations, each of the significant correlations found were during the last decade
and a half (1997-2012).

Different Approaches

There are a few different approaches that could have been used during this study.

One different approach would be to include more ocean indices and study the ocean
indices first. Then, after studying the temporal variation of the ocean indices, use the

spatial variables specifically during the statistically significant temporal variations to see

if any observable changes occurred during the temporal variations. Another approach that
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could have been used would include looking at the spatial variables first, while including

more variables (such as temperatures at different heights, wind direction etc.), to see if

there were any notable changes in the atmosphere. Then once the notable changes were
collected, examine use the SPI in southern Michigan to determine if atmospheric changes

occur during extreme precipitation years. Another method that could prove to be
beneficial would be to look at the drought years separately instead of grouping the five
extremes of the events. Looking at the extreme years separately could show different

patterns in part with the severity of the event. For example, certain variables will change
depending if the year is slightly dry rather than severely dry. It is important to note that
the timescale of the study may have to be extended to at least a century to find a greater
range of extreme precipitation events.
The last method that could be used in this study would be to use the SPI index

during all seasons. The summer SPI was heavily studied in this thesis, but looking at
winter, spring, and fall SPI values have the potential to be beneficial in future drought

prediction. If a pattern is found between winter SPI and summer SPI, or other seasonal
SPI patterns, the prediction for extreme precipitation events could increase within having
extended warning times of three months to possibly a year.
Future Research

Future research stemming from this thesis would be to involve more climatic
variables and increase the time span. Increasing the climatic variables may be beneficial

in finding more correlations to extreme precipitation events in Michigan. By increasing
the variables, more accurate predictions for drought could be made. Also, the problem of

determining drought duration could also be assessed. Eventually, if more variables are
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found, a climatic model could be constructed for predicting drought in southern

Michigan. Another potential future research direction is to increase the area of study,
potentially to a statewide study area. Increasing the study area and creating a climate
prediction model could help better mitigate against drought in the future. As research
with ocean indices and drought variables improve, the subject of predicting drought may
become clearer and better mitigation processes will evolve, not just regionally but

globally. Additionally a future goal will be to figure out why there are correlation
changes with time and the interaction of impacts of different variables on summer
precipitation patterns in southern Michigan.
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