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LOCAL THETA CORRESPONDENCE AND NILPOTENT
INVARIANTS
CHEN-BO ZHU
Dedicated to Joseph Bernstein on the occasion of his seventy-second birthday
Abstract. We consider two types of nilpotent invariants associated to smooth
representations, namely generalized Whittaker models, and associated charac-
ters (in the case of a real reductive group). We survey some recent results on
the behavior of these nilpotent invariants under local theta correspondence, and
highlight the special role of a certain double fiberation of moment maps.
1. Introduction
One of the most fruitful approaches in representation theory is to understand
representations through their invariants. Among the most well-known invariants
are matrix coefficients (and their growth), and the character of a representation,
which are of analytic nature. In the case of a real reductive group, fundamental
invariants of algebraic nature include the infinitesimal character and the restriction
of the representation to a maximal compact subgroup. Each of the afore-mentioned
invariants has played a prominent role in the most important tasks of representa-
tion theory, for example in the classification of representations [28, 53].
In the current article, we will be concerned with smooth representations of a
reductive group defined over a local field F of characteristic 0. By a smooth
representation we mean a smooth representation in the usual sense for F non-
Archimedean, namely it is locally constant, and a Casselman-Wallach representa-
tion for F Archimedean [4, 59].
The invariants we will consider will be informally referred to as nilpotent invari-
ants as they depend on various types of nilpotent orbits and thus reflect various
kinds of singularities.
The first nilpotent invariant to be examined is the space of generalized Whittaker
models [63, 39, 57]. As it is well-known, the study of Whittaker and generalized
Whittaker models for representations evolved in connection with the theory of
automorphic forms, and has found numerous applications. See for example [48, 40,
23, 22, 63, 57]. We will recall the basic definitions regarding generalized Whittaker
models in Section 3.1.
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The second nilpotent invariant to be examined is defined by Vogan [54] for a
Harish-Chandra (g, K)-module (and therefore for a Casselman-Wallach represen-
tation of a real reductive group G), and is called the associated character. This is
an element of the Grothendieck group of K-equivariant coherent sheaves on N (p)
(the nilpotent cone on p), and is a refinement of the associated cycle, which is a
(finite) union of the closure of K-orbits in N (p) with multiplicities. Here g = k⊕p
is the complexified Cartan decomposition, and K is the complexification of K. We
will recall the basic definitions regarding the associted character in Section 4.1.
Remark 1.1. Another well-known nilpotent invariant (which we will not examine)
is the wave front cycle, defined by Harish-Chandra in the non-Archimedean case
([16]) and by Howe and Barbasch-Vogan in the Archimedean case ([19, 3]; see also
[46]). In the non-Archimedean case, Mœglin and Waldspurger have established [39]
that the wave front cycle controls the spaces of generalized Whittaker models. In
the Archimedean case, Schmid and Vilonen have shown [49] that the wave front
cycle and the associate cycle determine each other through the Kostant-Sekiguchi
correspondence [47].
Remark 1.2. While both of nilpotent invariants examined in this paper are defined
for a smooth representation, it is generally very difficult to compute them, even
when we have a precise description of the representation.
We now come to the other part of the title regarding local theta correspon-
dence. Let (G,G′) ⊆ Sp(W ) be a reductive dual pair of type I in the sense of
Howe [18]. By fixing a non-trivial unitary character ψ of F, we have the smooth
oscillator representation of S˜p(W ) associated to ψ. For a smooth irreducible gen-
uine representation π of G˜, we have the full theta lift Θ(π) of π, which is a smooth
representation of G˜′ of finite length. For readers’ convenience, we have included a
brief review of the theory of dual pairs and local theta correspondence in Section
2. The question we wish to address in the current article is the behavior of these
invariants under local theta correspondence, more specifically the relationship of
the nilpotent invariants of Θ(π) with those of π.
In the first part of this article (Section 3), we focus on the behavior of the gen-
eralized Whittaker models under local theta correspondence. We shall summarize
the result as follows. Let O be a nilpotent orbit in the Lie algebra g of G. Let
γ = {H,X, Y } be an sl2-triple with X ∈ O and P = MN the associated para-
bolic subgroup of G. Then we have an oscillator representation or a 1-dimensional
character Sγ of M˜X ⋉N , where M˜X is a double cover of the stabilizer group MX
of X in M . For a reductive subgroup R of MX and a genuine representation τ of
R˜, we consider its model
WhO,τ (π) = HomR˜⋉N(V ,Vτ ⊗̂Sγ).
(When R is the trivial group, we will simply write WhO(π).)
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To any nilpotent orbit O′ ⊂ g′ in the image of the moment map, one may
associate a nilpotent orbit O ⊂ g via the moment maps, called the generalized
descent of O′. The associated stabilizer groups MX and M ′X′ are of the form
MX ⊃MX,X′ × L, M ′X′ = MX,X′ × L′,
for some reductive dual pair (L, L′) of the same type as (G,G′). Then the main
result (which generalizes [15], in the so-called descent case where L is trivial and
MX =MX,X′) says that
WhO′,τ ′(Θ(π)) ≃WhO,Θ(τ ′)∨(π∨)
as M˜X,X′-modules. Here Θ(τ
′) is the full theta lift of τ ′ with respect to the dual pair
(L, L′), and the symbol ∨ indicates the dual in the category of Casselman-Wallach
representations. We also prove that if O′ is not in the image of the moment map,
then
WhO′(Θ(π)) = 0.
For precise statements and unexplained notations, see Sections 3.2 and 3.3.
In the second part of this article (Section 4), we focus on the behavior of the
associated character under local theta correspondence (over R). We shall also
summarize the result. Let O be a nilpotent orbit in g, now the complexified Lie
algebra of G. To any (g, K˜) module Π of finite length whose complex associated
variety is contained in the closure of O, Vogan associates an element (called the
associated character)
ChO(Π) ∈ KO(K˜) :=
⊕
KO(K˜)
where O runs over K-orbits in O ∩ p, and KO(K˜) is the Grothendick group of
K˜-equivariant algebraic vector bundles on O .
Suppose that nilpotent orbits O ⊂ g and O′ ⊂ g′ are the images of an element
of maximal rank under the moment maps. Then the result of [35] gives an upper
bound
ChO′(Θ(π
∨))  ϑO,O′(ChO(π)),
where ϑO,O′ is a certain sum of maps between the Grothendieck groups of algebraic
vector bundles and is also defined via the moment maps. Moreover, if (π,G′) is in
the so-called convergent range (see Definition 4.7), then this inequality becomes
an equality with Θ(π∨) replaced by a certain quotient Θ¯(π) of Θ(π∨). We refer the
reader to Sections 4.4 and 4.5 for precise statements and unexplained notations.
Our results have the following immediate consequences: if WhO,Θ(τ ′)∨(π
∨) 6= 0
for some O and τ ′, then Θ(π) 6= 0. For example if (G,G′) is in the so-called
stable range with G the smaller member [29], one may find a nilpotent orbit
O′ in g′ which descents to the zero orbit in g (such an O′ is called quadratic
nilpotent). This immediately implies that Θ(π) 6= 0 for any smooth irreducible
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genuine representation π of G˜. Similarly, if (π,G′) is in the convergent range,
and if ϑO,O′(ChO(π)) 6= 0 for some O ⊂ g and O′ ⊂ g′ in the images of an
element of maximal rank under the moment maps, then Θ¯(π) 6= 0 and consequently
Θ(π∨) 6= 0.
Each of the above provides an effective criterion for the nonvanishing of Θ(π).
Both are internal in the sense that one does not invoke other dual pairs or other
representations. Of course conservation relations (conjectured by Kudla and Rallis
[27] and established by B. Sun and the author in its full generality [50]) provide
one other way to determine the vanishing/nonvanishing, which is external. (We
refer the reader to [51] for a easy read on the conservation relations.) Note that
vanish/non-vanishing of Θ(π) amounts to an inequality on the first occurrence
index of π in a (generalized) Witt tower, and so will yield information on the non-
vanishing/vanishing in another (generalized) Witt tower. The two results on the
correspondence of nilpotent invariants surveyed in this article, when combined with
conservation relations, will thus provide additional information on the questions
of vanishing and nonvanishing in local theta correspondence.
As a concluding remark, the author wishes to highlight in this article the special
role of the double fiberation of moment maps in questions on the local theta
correspondence. Important earlier work on this double fiberation of moment maps
include those of Kraft-Procesi [24] and Prezbinda [44]. More recent work connected
to the theme of this article include [41, 42, 33, 15, 35].
Acknowledgements: The author would like to thank the anonymous referee for
his thoughtful comments and suggestions, which helped to substantially improve
the exposition of this article. The author would also like to thank Kyo Nishiyama
whose collaboration a decade ago has helped to shape the author’s thinking on
nilpotent invariants of smooth representations.
2. Dual pairs and local theta correspondence: a brief review
We review the basic set-up of the theory of dual pairs [18].
Let F be a local field of characteristic zero, and let D be one of the following
division algebras over F: the field F itself, a quadratic field extension of F or the
central quaternion division algebra over F.
Let ǫ = ±1, and V be an ǫ-Hermitian space, namely a finite dimensional right
D-vector space, equipped with the ǫ-Hermitian form (·, ·)V . The isometry group
G = G(V ) is a type I classical group, as in the following table.
D F quadratic extension quaternion algebra
ǫ = 1 orthogonal group unitary group quaternionic symplectic group
ǫ = −1 symplectic group unitary group quaternionic orthogonal group
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Let V ′ be an ǫ′-Hermitian right D-vector space, equipped with the ǫ′-Hermitian
form (·, ·)V ′, where ǫǫ′ = −1. Denote by G′ = G(V ′) the corresponding isometry
group. Let W =: HomD(V, V
′), and we define a symplectic form 〈·, ·〉W on W by
setting
〈T, S〉W := TrD/F(T ∗S), T , S ∈ HomD(V, V ′),
where TrD/F(T
∗S) is the trace of T ∗S as an F-linear transformation, and T ∗ ∈
HomD(V
′, V ) is defined by
(Tv, v′)V ′ = (v, T
∗v′)V , v ∈ V , v′ ∈ V ′.
Let Sp(W ) be the isometry group of 〈·, ·〉W .
There is a natural homomorphism: G×G′ −→ Sp(W ) given by
(g, g′) · T = g′Tg−1 for T ∈ HomD(V, V ′), g ∈ G, g′ ∈ G′.
Fix a non-trivial unitary character ψ of F, and let (ω,Y ) be the smooth oscillator
representation of S˜p(W ) associated to ψ. Here S˜p(W ) is the metaplectic cover of
Sp(W ), namely the unique topological central extension of the symplectic group
Sp(W ) by {±1} which does not split unless W = 0 or F = C. For a subgroup E
of Sp(W ), let E˜ be the inverse image of E in S˜p(W ). By restriction, (ω,Y ) yields
a representation ω|
G˜×G˜′
, and the basic problem is to understand this restriction.
The main assertion of the theory of local theta correspondence is the Howe
duality conjecture [18]: the condition Hom
G˜×G˜′
(ω, π⊗̂π′) 6= 0 1 determines a one
to one correspondence
{π ∈ Irr(G˜) | HomG˜(ω, π) 6= 0} ←→ {π′ ∈ Irr(G˜′) | HomG˜′(ω, π′) 6= 0}.
Here and as usual, Irr(R) denotes the set of equivalent classes of irreducible smooth
representations of a reductive group R.
The Howe duality conjecture is now a theorem in its full generality. It was
established by Howe when F is Archimedean [20], by Waldspurger when F is p-adic
(for p 6= 2) [56], and completed by Minguez [36], Gan-Takeda [13] and Gan-Sun
[12], without any restriction on the residue characteristics.
It is convenient to introduce the following version of the Howe duality theorem:
Let (π,V ) be a smooth irreducible genuine representation of G˜, and consider the
maximal π-isotypic quotient of Y , called the Howe quotient of π. It is of the
form V ⊗̂Θ(V ), where Θ(V ) carries a smooth representation Θ(π) of G˜′. The
representation Θ(π) is often referred to as the full theta lift (or colloquially the
big theta lift) of π. The fundamental results of Howe, Waldspurger, Minguez,
Gan-Takeda, and Gan-Sun say that Θ(π) is an admissible representation of finite
length, moreover, when Θ(π) is non-zero, it has a unique irreducible quotient θ(π),
called the (local) theta lift of π.
1Here ⊗̂ denotes algebraic tensor product for F non-Archimedean, and completed projective
tensor product for F Archimedean. See [1] on the issue of algebraic versus smooth correspon-
dences for F Archimedean.
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3. Correspondence of generalized Whittaker models
In this section we will discuss a refinement, due to Gomez and the author, of
a previous work [15], which computes the generalized Whittaker models of the
full theta lift in a general setting. Related earlier works on transition of models
include those of Furusawa [9], Mœglin [37] and Ginzburg-Jiang-Soudry [14]. See
also Gan’s article in this volume [10].
3.1. Generalized Whittaker models. We recall some basics of generalized Whit-
taker models [63, 39, 57]. Let G be a reductive group over F, g its Lie algebra, on
which we fix an AdG-invariant non-degenerate bilinear form κ. Let O ⊂ g be a
nilpotent orbit, and X ∈ O. We complete X to an sl2-triple γ = {X,H, Y } ⊂ g,
namely
[H,X ] = 2X, [H, Y ] = −2Y, [X, Y ] = H.
Set gj = {Z ∈ g | ad(H)Z = jZ} , for j ∈ Z. Then, from standard sl2-theory, we
have a finite direct sum g = ⊕j∈Zgj. Define the Lie subalgebras u = ⊕j≤−2gj,
n = ⊕j≤−1gj , p = ⊕j≤0gj and m = g0. Let U , N , P , and M be the corresponding
subgroups of G. Thus U = exp u, N = exp n, P = {p ∈ G |Ad(p)p ⊂ p} and
M = {m ∈ G |Ad(m)H = H} . Define the (non-degenerate) character χγ of U by
(1) χγ(expZ) = ψ(κ(X,Z)), ∀ Z ∈ u.
Let MX = {m ∈M |Ad(m)X = X} , the stabilizer group of X in M . Then it is
well-known [6, Section 3.4] that
MX = Gγ := {g ∈ G |Ad(g)X = X , Ad(g)Y = Y , Ad(g)H = H} .
In particular MX is reductive. For the moment assume that g−1 6= 0. In this
case ad(X)|g−1 : g−1 −→ g1 is an isomorphism, and we may define a symplectic
structure on g−1 by setting
(2) κ−1(S, T ) = κ(ad(X)S, T ) = κ(X, [S, T ]), for S, T ∈ g−1.
We may exhibit a canonical surjective group homomorphism from N to the as-
sociated Heisenberg group Hg−1 which maps expZ to κ(X,Z) in the center of
Hg−1 , for Z ∈ u. Then, according to the Stone-von Neumann theorem, there ex-
ists a unique, up to equivalence, smooth irreducible (unitarizable) representation
Sγ of N such that U acts by the character χγ . Since MX preserves γ and thus
the symplectic form κ−1, it is well-known [61] that the representation Sγ extends
to the semi-direct product M˜X ⋉ N , where M˜X is the inverse image of MX in
S˜p(g−1). If g−1 = 0, we will use the same notation Sγ to denote the 1-dimensional
representation of N = U given by the character χγ, and M˜X := MX acts on it
trivially.
Definition 3.1. (a) Let (π,V ) be a smooth representation of G. We define the
space of generalized Whittaker models of π associated to the nilpotent orbit O by
WhO(π) = HomN(V ,Sγ).
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WhO(π) is naturally an M˜X-module.
(b) Let R be a reductive subgroup of MX . Also define
WhO,τ(π) = HomR˜N(V ,Vτ⊗̂Sγ),
where (τ,Vτ) is a smooth genuine representation of R˜.
Remark 3.2. In the representation theory literature, elements of WhO,τ (π) are
referred to as (local) models, which are generalizations of Bessel and Fourier-Jacobi
models. (Typically one takes R to be a relatively big (e.g. spherical) subgroup of
MX .) We refer the reader to [11] for more information on these special models
such as uniqueness. See also [21] which discusses their roles in a general theory of
periods of automorphic forms.
We now assume that G is a type I classical group defined by an ǫ-Hermitian
space (V,B), where B is the ǫ-Hermitian form. Set gγ = SpanF{X,H, Y } ⊂ g.
Under the action of gγ , we have the isotypic decomposition:
V =
l⊕
j=1
V γ,tj ,
where V γ,tj is a direct sum of irreducible tj-dimensional gγ-modules, and t1 > t2 >
. . . > tl > 0.
We need one more notation. Denote by (ρm,F
m) the irreducible representation
of gγ ≃ sl2 of dimension m. There is a non-degenerate invariant bilinear form on
Fm, which is unique up to scalar and is (−1)m−1-symmetric. We fix one such form
(·, ·)m, and denote the corresponded formed space by (Fm, (·, ·)m).
Let V
γ,tj
tj−1
be the space of highest weight vectors in V γ,tj (the subscript refers
to the H-weight), and let ij = dimV
γ,tj
tj−1
, which is the multiplicity of (ρtj ,F
tj) in
V . The isotypic decomposition gives rise to a partition or equivalently a Young
diagram dγ = [ti11 , . . . , t
il
l ] of size dimV . Using sl2 theory and the ǫ-Hermitian
form B on V , one may define a non-degenerate ǫj-Hermitian form B
γ,tj
tj−1
on V
γ,tj
tj−1
,
where ǫj = (−1)tj−1ǫ. As ǫ-Hermitian spaces, we have
(3) (V,B) ≃
⊕
j
(V
γ,tj
tj−1
, B
γ,tj
tj−1
)⊗ (Ftj , (·, ·)tj).
We may also describe the stabilizer group MX as follows. Since MX acts on V
γ,tj
tj−1
preserving B
γ,tj
tj−1
, there is an embedding of G(V
γ,tj
tj−1
) into MX , and we identify
G(V
γ,tj
tj−1
) with its image in MX . Then we have
(4) MX ∼=
l∏
j=1
G(V
γ,tj
tj−1
).
It is well-known [6] that the pair, consisting of
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(i) the Young diagram dγ = [ti11 , . . . , t
il
l ], and the collection of
(ii) the formed spaces (Vγ(j), Bγ(j)) := (V
γ,tj
tj−1
, B
γ,tj
tj−1
) of dimension tj for 1 ≤
j ≤ l,
uniquely determines the sl2-triple γ up to the Adjoint action of G. This is an ex-
ample of an admissible ǫ-Hermitian Young tableaux (or admissible Young tableaux
in short; admissibility refers to the requirement in (3)). With an obvious notion
of equivalence, nilpotent orbits in g are then parameterized by equivalence classes
of admissible ǫ-Hermitian Young tableaux. See [15, Section 3.2]).
3.2. Generalized descent of sl2-triples. We are back in the setting of Section
2, namely we are given (G,G′) = (G(V ), G(V ′)) ⊂ Sp(W ), a type I reductive dual
pair.
To ease notation, we will skip D in HomD(V, V
′) from now on. Recall the
moment maps: [24, 7]
Hom(V, V ′)
g
ϕ
<
g′
ϕ′
>
where ϕ(T ) = T ∗T and ϕ′(T ) = TT ∗.
Define
(5) GenHom(V, V ′) = {T ∈ Hom(V, V ′) |Ker(T ) is non-degenerate}.
For a given sl2-triple γ = {X,H, Y } ⊂ g, set Vk = {v ∈ V |Hv = kv}, for k ∈ Z.
We have by standard sl2-theory,
V =
⊕
k∈Z
Vk.
Similar notations apply for an sl2-triple γ
′ = {X ′, H ′, Y ′} ⊂ g′.
Definition 3.3. Let γ ⊂ g, γ′ ⊂ g′ be two sl2-triples, and T ∈ Hom(V, V ′). We
say that T lifts γ to γ′ if
(1) T ∈ GenHom(V, V ′).
(2) ϕ(T ) = X and ϕ′(T ) = X ′.
(3) T (Vk) ⊂ V ′k+1 for all k.
We set
(6) Oγ,γ′ = {T ∈ Hom(V, V ′) | T lifts γ to γ′}.
Lemma 3.4. Let γ′ = {X ′, H ′, Y ′} ⊂ g′ be an sl2-triple. If X ′ is in the image of
ϕ′, then there is a unique conjugate class of sl2-triple γ = {X,H, Y } ⊂ g, such
that Oγ,γ′ is non-empty. Furthermore Oγ,γ′ is a single MX ×M ′X′-orbit.
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Proof. We will only show the existence part, namely there is an sl2-triple γ =
{X,H, Y } ⊂ g such that Oγ,γ′ is non-empty.
Decompose
V ′ =
l⊕
j=1
(V ′)γ
′,tj ,
into sl2-isotypic components, where (V
′)γ
′,tj is a direct sum of irreducible tj-
dimensional sl2-modules, and t1 > t2 > . . . > tl > 0. We fix one such irreducible
module Fr+1 of dimension r + 1, as well as a basis {v′−r, v′−(r−2), ..., v′r−2, v′r} con-
sisting of H ′-weight vectors.
Write X ′ = ϕ′(S), for some S ∈ Hom(V, V ′). Define the following set of vectors
in V :
v−(r−1) = S
∗v′−r, v−(r−3) = S
∗v′−(r−2), ..., vr−3 = S
∗v′r−4, vr−1 = S
∗v′r−2.
It is easy to see that {v−(r−1), v−(r−3), ..., vr−3, vr−1} span a non-degenerate subspace
of V , of dimension r.
Now define a new element T ∈ Hom(V, V ′) by setting
T ∗ =
{
S∗, on v′−r, v
′
−(r−2), ..., v
′
r−4, v
′
r−2,
0, on v′r.
Clearly the image of T ∗ will be non-degenerate, and so is Ker(T ). Putting together
the above construction for all (V ′)γ
′,tj ’s, the newly defined T and X := ϕ(T ) will
have all the required properties.
The rest of proof follows the same line of argument as the proof of Proposition
5.3 and Lemma 5.7 of [15], which is the special case when Ker(T ) = 0. 
Definition 3.5. We are in the setting of Lemma 3.4. We will say that γ (resp.
O) is the generalized descent of γ′ (resp. O′), and we write
O = ∇genV ′,V (O′).
When T ∈ Oγ,γ′ is injective, we will refer to it as the descent case, and we call γ
(resp. O) the descent of γ′ (resp. O′). We also write
O = ∇V ′,V (O′).
We will describe the generalized descent O′ 7→ O using the parametrization of
nilpotent orbits by admissible Young tableaux.
Let the nilpotent orbit O′ ⊂ g′ correspond to the admissible ǫ′-Hermitian Young
tableaux (dγ
′
, (V ′γ′(j), Bγ′(j)), with
dγ
′
= [(t1 + 1)
i1, . . . , (tl + 1)
il, 2a, 1s], tl ≥ 2,
and a (resp. s) is the dimension of the ǫ-Hermitian space ((V ′)γ
′,2
1 , B
γ′,2
1 ) (resp.
ǫ′-Hermitian space ((V ′)γ
′,1
0 , B
γ′,1
0 ).
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If O′ is in the image of the moment map, then we have an embedding of ǫ-
Hermitian spaces (via T ∗):
{⊕1≤j≤l((V ′)γ
′,tj+1
tj , B
γ′,tj+1
tj )⊗(Ftj , (·, ·)tj)}⊕((V ′)γ
′,2
1 , B
γ′,2
1 )⊗(F1, (·, ·)1) →֒ (V,B).
Denote by (U,BU) be the orthogonal complement of {⊕1≤j≤l((V ′)γ
′,tj+1
tj , B
γ′,tj+1
tj )⊗
(Ftj , (·, ·)tj)} in V with respect to the form B. Then (U,BU) contains
(U1, BU1) := ((V
′)γ
′,2
1 , B
γ′,2
1 )⊗ (F1, (·, ·)1) ≃ ((V ′)γ
′,2
1 , B
γ′,2
1 )
as a non-degenerate ǫ-Hermitian subspace.
The admissible ǫ-Hermitian Young tableau (dγ , (Vγ(j), Bγ(j)) corresponding to
O ⊂ g is as follows.
• dγ = [ti11 , . . . , till , 1a+b], where dimU = a + b.
• (V γ,tjtj−1, B
γ,tj
tj−1
) ∼= ((V ′)γ′,tj+1tj , Bγ
′,tj+1
tj ), for all j = 1, . . . , l;
Or in descriptive words:
• The Young diagram of O is obtained by erasing the first column off the
Young diagram of O′, and then adding some additional boxes (this is the
b) in the first column.
• After erasing the first column off the Young diagram of O′, one keeps the
forms on the spaces of multiplicities unchanged.
In the setting of the generalized descent, the two stabilizer groups MX and M
′
X′
are closely related. We proceed to describe their relationship.
Definition 3.6. Let γ, γ′ be as before, and T ∈ Oγ,γ′. Define the following non-
degenerate subspaces of V and V ′:
Vγ,γ′ := Ker(T ) and V
′
γ,γ′ := (V
′)γ
′,1
0 (the space of γ
′-invariants).
Let L and L′ be the isometry groups of Vγ,γ′ and V
′
γ,γ′, respectively.
We define a group homomorphism
(7) α = αT : M
′
X′ −→MX
by setting αT (m
′) to be the identity map on Ker(T ), and equal to T−1m′T on
(KerT )⊥, for m′ ∈M ′X′ .
We have a direct product
(8) M ′X′ =MX,X′ × L′, where MX,X′ =
l∏
j=1
G((V ′)
γ′,tj+1
tj )×G(U1).
Similarly we have
(9) MX =
l∏
j=1
G(V
γ,tj
tj−1
)×G(U) ∼=
l∏
j=1
G((V ′)
γ′,tj+1
tj )×G(U).
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Note that the latter contains MX,X′ × L as a symmetric subgroup, due to the
fact that U = U1 ⊕ Ker(T ) (orthogonal direct sum) and so G(U) ⊃ G(U1) × L
as a symmetric subgroup. Under the above identification, α : M ′X′ → MX is the
identity homomorphism on the first factor of (8), and the trivial homomorphism
on the second factor of (8).
3.3. Transition of generalized Whittaker models. We are in the setting of
Section 2: we are given (G,G′) ⊂ Sp(W ), a type I reductive dual pair, and the
smooth oscillator representation (ω,Y ) of S˜p(W ) associated to a fixed ψ. We are
interested in knowing all generalized Whittaker models of Θ(π), where π ∈ Irr(G˜).
We state our result on the transition of generalized Whittaker models. This is
an extension of the main result of [15], which is the descent case (i.e., Ker(T ) = 0,
in which case L is trivial and MX =MX,X′) in the terminology of this article.
Theorem 3.7. ([Gomez and Zhu]) Let π ∈ Irr(G˜).
(a) If O′ is not in the image of the moment map ϕ′, then
WhO′(Θ(π)) = 0.
(b) If O′ is in the image of the moment map ϕ′, let O = ∇genV ′,V (O′) be its generalized
descent. We have (as in (8) and (9))
MX ⊃MX,X′ × L,
M ′X′ = MX,X′ × L′,
and (L, L′) forms a dual pair of the same type as (G,G′). Then for any τ ′ ∈ Irr(L˜′),
we have
WhO′,τ ′(Θ(π)) ≃WhO,Θ(τ ′)∨(π∨)
as M˜X,X′-modules. Here Θ(τ
′) is the full theta lift of τ ′ with respect to the dual pair
(L, L′), and the symbol ∨ indicates the dual in the category of Casselman-Wallach
representations.
Let γ ⊂ g and γ′ ⊂ g′ be two sl2-triples of type O and O′, where O = ∇genV ′,V (O′).
We may assume that
(10) V =
r⊕
k=−r
Vk and V
′ =
r+1⊕
k=−r−1
V ′k,
for some r. Write T = ⊕rk=−rTk, where Tk = T |Vk . The following diagram is
instructive:
(11)
V−r ⊕ V−r+1 ⊕ · · · ⊕ Vr−1 ⊕ Vr
ցT−r ցT−r+1 · · · ցTr−1ցTr
V ′−r−1 ⊕ V ′−r ⊕ V ′−r+1 ⊕ · · · ⊕ V ′r−1 ⊕ V ′r ⊕ V ′r+1.
We have Ker(T ) = Ker(T0) ⊆ V0, and Tk is injective for k 6= 0, by our non-
degeneracy assumption on Ker(T ).
12 CHEN-BO ZHU
Recall that (G,G′) ⊆ Sp(W ) is a type I reductive dual pair, and (ω,Y ) is
the smooth oscillator representation of S˜p(W ) associated to a non-trivial unitary
character ψ of F, which we fix. Denote by YU ′,χγ′ the space of (U
′, χγ′)-covariants
of the smooth oscillator representation (ω,Y ).
The key technical result to derive Theorem 3.7 is the following
Proposition 3.8. Let γ ⊂ g and γ′ ⊂ g′ be two sl2-triples of type O and O′, where
O = ∇genV ′,V (O′). Then, given any T ∈ Oγ,γ′, there exists a G˜×M˜ ′X′N ′-intertwining
isomorphism
ΨT : YU ′,χγ′ −→ C (L˜N\G˜;Sγˇ ⊗Sγ′ ⊗ Yγ,γ′),
where γˇ = {−X,H,−Y }, and Yγ,γ′ is the smooth oscillator representation associ-
ated to the symplectic subspace Wγ,γ′ := Hom(Vγ,γ′ , V
′
γ,γ′) of W .
Remark 3.9. In the above proposition and in the sequel, the unexplained notation
C denotes certain space of rapidly decreasing functions defined by an appropriate
collection of semi-norms. See [15, Section 4.3]. We also refer to [15, Proposition
6.3] for other unexplained actions such as the action of M˜ ′X′N
′ on the right hand
of the isomorphism ΨT .
In the descent case, Vγ,γ′ = 0, L is the trivial group,MX = MX,X′ , and the above
proposition is just [15, Proposition 6.5]. The proof in the general case is along the
same line, and it is by induction on r. We will outline the main ingredients of the
inductive step in the next subsection.
3.4. The inductive step. To facilitate the discussion, we introduce some nota-
tions. For l ≤ r and m ≤ r + 1, set
V(l) =
l⊕
k=−l
Vk, and V
′
(m) =
m⊕
k=−m
V ′k.
Clearly both V(l) and V
′
(m) are non-degenerate. Let G(l) := G(V(l)) (the isometry
group of V(l)), which we view as a subgroup of G in the obvious way. We define
G′(m) similarly. Let (ω(l),(m),Y(l),(m)) be the smooth oscillator representation asso-
ciated to the dual pair (G(l), G
′
(m)) and the character ψ of F. Let the symbol S
stand for the Schwartz space (of a vector space). Set S(l),m = S (Hom(V(l), V
′
m)),
Sl,(m) = S (Hom(Vl, V
′
(m))) and Sl,m = S (Hom(Vl, V
′
m)). Note that Y(l),(m) can
be identified with the Schwartz space of a Lagrangian subspace of Hom(V(l), V
′
(m)),
through the Schrodinger model.
Under these notations, we have
V = V(r), and V
′ = V ′(r+1);
G = G(r), and G
′ = G′(r+1);
(ω,Y ) = (ω(r),(r+1),Y(r),(r+1)).
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Let P ′m be the stabilizer of V
′
m in G
′
(m). We have P
′
m =M
′
(m)N
′
m, where N
′
m
is the unipotent radical of P ′m, M
′
(m) = M
′
m × G′(m−1), and M ′m ∼= GL(V ′m).
Set
N ′(m) = N
′ ∩G(m), U ′m = U ′ ∩N ′m, and U ′(m) = U ′ ∩N ′(m).
Recall that χ′ =: χγ′ is the character of U
′ associated to the sl2-triple γ
′, as in
(1). We set
χ′m = χ
′|U ′m , and χ′(m) = χ′|U(m).
Using these notations, we then have
(12) U ′ = U ′(r+1) = U
′
(r)U
′
r+1, and χ
′ = χ′(r+1) = χ
′
(r)χ
′
r+1.
Instead of working with the covariant space YU ′,χ′, it is more convenient to work
dually with the space of quasi-invariant distributions (Y ′)U
′,χ′. It is also convenient
to adopt the notion of V -distributions on a manifold, where V is a Fre´chet space.
We refer the reader to [25] for a general introduction on such distributions.
To carry out the induction, we will apply the decomposition
(13) V ′(r+1) = V
′
r+1 ⊕ V ′−r−1 ⊕ V ′(r),
followed by the decomposition
(14) V(r) = V−r ⊕ Vr ⊕ V(r−1).
This gives rise to the decomposition
Hom(V(r), V
′
(r+1)) = Hom(V(r), V
′
r+1)⊕ Hom(V(r), V ′−r−1)⊕Hom(V(r), V ′(r))
= (Hom(V(r), V
′
r+1)⊕ Hom(V−r, V ′(r)))⊕ (Hom(V(r), V ′−r−1)⊕ Hom(Vr, V ′(r)))
⊕ Hom(V(r−1), V ′(r)).
Note that Hom(V(r), V
′
r+1)⊕Hom(V−r, V ′(r)), Hom(V(r), V ′−r−1)⊕Hom(Vr, V ′(r))
are totally isotropic, complementary subspaces, and thus via the mixed models,
we will have the identification
(15)
Y(r),(r+1)
∼= S(r),r+1 ⊗ Y(r),(r)
∼= [S(r),r+1 ⊗S−r,(r)]⊗ Y(r−1),(r), r > 0.
This identification allows us to do the induction with respect to r.
There are two steps in each induction, corresponding to the two isomorphisms
in (15).
Our goal is to understand the space (Y ′(r),(r+1))
U ′(r+1),χ
′
(r+1). In view of (12), we
start with a (tempered) distribution λ ∈ (Y ′(r),(r+1))U
′
r+1,χ′r+1.
Step 1: We use the explicit realization of Y(r),(r+1) given by the first isomorphism
in (15). We identify λ with a Y ′(r),(r)-valued distribution on Hom(V(r), V
′
r+1), as in
[25]. By using (derived) action of elements in the center of u′r+1 and the fact that
Im(X ′) contains V ′r+1, one shows that λ may be identified with a Y
′
(r),(r)-valued
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distribution that lives on HomGNM(V(r), V
′
r+1) (i.e., having transverse order zero
at all points of HomGNM(V(r), V
′
r+1)), where
HomGNM(V(r), V
′
r+1) =
{T ∈ Hom(V(r), V ′r+1) | TT ∗ = 0 and T has maximal rank dimV ′r+1}.
(Here the subscript GNM stands for generic null mappings.)
(A1) Assume that HomGNM(V(r), V
′
r+1) is non-empty.
Then HomGNM(V(r), V
′
r+1) is a single orbit under the action of G = G(r). We pick
one representative of HomGNM(V(r), V
′
r+1) called Tr, and by permuting under the
G-action if necessary, we may pick a Tr with the following property: there exists
a totally isotropic subspace Vr of V = V (r) having the same dimension as V
′
r+1,
and
(16) Tr|V(r−1)⊕V−r = 0, and Tr : Vr → V ′r+1 is a linear isomorphism.
Here V−r is the isotropic subspace dual to Vr, and V(r−1) = (Vr ⊕ V−r)⊥.
Remark 3.10. Note that in Part (a) of Theorem 3.7, we are only given the nilpo-
tent orbit O′, and not O. Thus we have the decomposition (13), but not the
decomposition (14). Nevertheless, the just concluded discussion allows us, under
the hypothesis (A1), to find Vr, V−r, V(r−1) so that the decomposition (14) holds.
Of course these spaces (Vr, V−r, V(r−1)) no longer carry any meanings in terms of
eigenvalues of the neutral element of an sl2-triple. With the decomposition (14) in
place, we then continue the induction.
Let Pr be the stabilizer of V−r in G. Then Pr = M(r)Nr, where Nr is the
unipotent radical of Pr, M(r) = Mr × G(r−1), and Mr ∼= GL(V−r). Note that
NrG(r−1) is the stabilizer of Tr.
Step 2: Since we have the decomposition V = V−r ⊕ V(r−1) ⊕ Vr, we could now
use the explicit realization of Y(r),(r+1) given by the second isomorphism in (15).
After evaluating at Tr, and by using (derived) action of other elements of u
′
r+1,
one finds that λ may be identified with a distribution that lives on G×A , where
A is the affine space given by the linear system:
{S ∈ Hom(V−r, V ′(r)) | Tr(R′TrS∗) = Tr(R′X ′), ∀R′ ∈ Hom(V ′r+1, V ′(r−1)⊕V ′−r)}.
Remark 3.11. The above affine space A appears incorrectly in line 18, page 842
of [15]: Tr should be inserted on both sides.
(A2) Assume that A is non-empty.
Observe that the corresponding homogeneous system of A has Hom(V−r, V
′
−r)
as the general solution. Due to the way we have arranged Tr, we may choose a
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particular solution T−r or equivalently T
∗
−r so that
(17) T ∗−r ∈ Hom(V ′r−1, Vr) and TrT ∗−r = X ′ on V ′r−1.
Figuratively, we have completed a triangle:
Vr
T ∗
−r րց Tr
V ′r−1
X′−→ V ′r+1
The full solution of the linear system is then T−r + Hom(V−r, V
′
−r), and λ is
identified as distribution that lives on G× [T−r +Hom(V−r, V ′−r)].
Given a function f ∈ Y(r),(r+1) ∼= [S(r),r+1 ⊗ S−r,(r)] ⊗ Y(r−1),(r), define a new
function fr ∈ C∞(G;S−r,−r ⊗ Y(r−1),(r)) by
fr(g)(S) = [ω(r),(r+1)(g)f ](Tr, T−r + S), g ∈ G, S ∈ Hom(V−r, V ′−r).
The final result of the inductive step, which will relate covariants of Y(r),(r+1)
with those of Y(r−1),(r), is the following
Lemma 3.12. (a) For (Y(r),(r+1))U ′r+1,χ′r+1 to be non-zero, both (A1) and (A2)
must be satisfied.
(b) Assume both (A1) and (A2). For r > 0, the map f 7→ fr induces a G-
intertwining isomorphism
Ψr : (Y(r),(r+1))U ′r+1,χ′r+1 −→ C (NrG(r−1)\G;S−r,−r ⊗ Y(r−1),(r)),
where the action of NrG(r−1) on S−r,−r ⊗ Y(r−1),(r) is given by equations (6.37)-
(6.39) in [15].
3.5. Sketch of proof of Theorem 3.7. Continuing the induction provided by
Lemma 3.12, Part (a) of Theorem 3.7 follows. This is because the nonvanishing
of (Y(r),(r+1))U ′(r+1),χ′(r+1) requires both (A1) and (A2) to be satisfied for all r. We
may thus find Tr and T−r as in equations (16) and (17). It is then clear that the
moment map ϕ′ will send T =: ⊕rk=−rTk to X ′, and so O′ is in the image of the
moment map ϕ′.
For Part (b) of Theorem 3.7, we proceed with the induction as in the descent
case. For details, see Sections 6.4 and 6.5 of [15]. At the end of the induction, we
will need the following lemma, which is a replacement of [15, Lemma 5.8] in the
descent case. Together with the inductive steps, it implies Proposition 3.8, which
in turn implies Part (b) of Theorem 3.7.
Recall g−1 is a symplectic space whose symplectic structure is defined through
an AdG-invariant non-degenerate F-bilinear form κ on g, as in (2). We now fix
the bilinear form κ as 1
2
Tr(T ∗S) (for T, S ∈ g), and likewise for κ′.
Lemma 3.13. Let W0 be the symplectic subspace of W defined by
W0 =
r⊕
k=−r
Hom(Vk, V
′
k) ⊂ Hom(V, V ′).
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Given T ∈ Oγ,γ′, the map
JT : −g−1 ⊕ g′−1 −→ W0,
(R,R′) 7→ TR +R′T
is a symplectic imbedding, with (ImJT )
⊥ = Wγ,γ′.
Remark 3.14. The smooth oscillator representation of S˜p(W0) is realized in the
tensor product space S−r,−r⊗S−r+1,−r+1 · · ·⊗S−1,−1⊗Y(0),(0). This representation
naturally appears when we carry out the induction. See Lemma 3.12.
Proof. A straightforward computation shows that
〈JT (R1, R′1), JT (R2, R′2)〉 = −κ−1(R1, R2) + κ′−1(R′1, R′2),
for all R1, R2 ∈ g−1, R′1, R′2 ∈ g′−1. Since κ−1 and κ′−1 are non-degenerate, we
see that JT is injective.
It is also straightforward to show that
〈S, JT (R,R′)〉 = 0, for S ∈ W0, R ∈ g−1 and R′ ∈ g′−1.
It remains to show that the dimensions match. Observe that there is a linear
isomorphism between ⊕k≤0Hom(Vk, Vk−1) and g−1. From this we conclude that
dim g−1 =
−r+1∑
k=0
dimVk · dimVk−1
=
−r+1∑
k=0
dimV ′k−1 · dimVk−1 + dim(KerT ) · dimV−1
=
−r∑
k=−1
dimV ′k · dimVk + dim(KerT ) · dim V−1.
Here we have used the easily checked fact that dimV0 = dimV
′
−1 + dim(KerT )
and dimVk = dimV
′
k−1 for k ≤ 1. C.f. the diagram in (11). Similarly,
dim g′−1 =
−r∑
k=0
dimV ′k · dimV ′k−1
=
−r∑
k=0
dimV ′k · dimVk − dimV ′0 · dim(KerT )
=
r∑
k=0
dimV ′k · dimVk − dimV ′0 · dim(KerT ).
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Here we have the fact that dimVk = dimV−k. Therefore we have
dim g−1 + dim g
′
−1 =
r∑
k=−r
dimV ′k · dimVk − dim(KerT ) · [dimV ′0 − dim V−1]
= dim(W0)− dim(KerT ) · [dimV ′0 − dimV ′−2]
= dim(W0)− dim(KerT ) · dim((V ′)γ′,10 ).

4. Correspondence of associated characters
In this section, the local field F will be R. We will discuss a recent result of
Ma, Sun and the author [35], which computes the associated character of the local
theta lift, in the so-called convergent range. Related earlier works on transition of
associated cycles include [41, 42, 33].
4.1. The associated character map. We first recall some basics of Vogan’s
theory of associated varieties [54]. We will need a minor extension of the theory
to allow covering groups which appear in the theory of dual pairs.
Let G be a complex reductive Lie group and g is its Lie algebra. Denote by
NilG(g) the set of nilpotent G-orbits in g. We will be concerned with genuine
Casselman-Wallach representations of G˜ and their Harish-Chandra modules. Here
(G,G′) ⊆ Sp(W ) is a type I reductive dual pair as in Section 2. In this context,
G is the complexification of G, which is a complex classical group.
Suppose O ∈ NilG(g). We say that a finite length (g, K˜)-module Π is O-bounded
(or bounded by O) if the associated variety of the annihilator ideal Ann(Π) is
contained in O (the closure of O). Let
g = k⊕ p
be the complexified Cartan decomposition fixed by our choice of the maximal
compact subgroup K of G. It follows from [54, Theorem 8.4] that Π is O-bounded
if and only if its associated variety AV(Π) is contained in O ∩ p. Let MO(g, K˜)
denote the category of genuine O-bounded finite length (g, K˜)-modules, and write
KO(g, K˜) for its Grothendieck group.
Under the adjoint action of K, the complex variety O ∩ p is a union of finitely
many orbits, each of dimension dimCO
2
. For any K-orbit O ⊂ O∩ p, let KO(K˜) de-
note the Grothendieck group of K˜-equivariant coherent sheaves (or the Grothedieck
group of the category of K˜-equivariant algebraic vector bundles) on O . Taking
the isotropy representation at a point X ∈ O yields an identification
(18) KO(K˜) = R(K˜X),
where the right hand side denotes the Grothendieck group of the category of alge-
braic representations of the stabilizer group K˜X .
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Put
(19) KO(K˜) :=
⊕
O is a K-orbit in O ∩ p
KO(K˜).
According to Vogan [54, Theorem 2.13], we have a canonical homomorphism,
called the associated character map:
(20) ChO : KO(g, K˜)→ KO(K˜).
Briefly, starting from a good filtration of a finite length (g, K˜)-module Π, one
obtains a finitely generated (S(g), K˜)-module M by taking the graded module.
Vogan shows that there is a finite filtration {Mj} of M by (S(g), K˜)-submodules
with the property that every subquotient is generically reduced along every mini-
mal prime in the associated variety of M . The virtual representation ChX of K˜X
that Vogan attaches to X ∈ O is then
ChX =
∑
j
Mj/(m(X)Mj +Mj−1),
where m(X) is the maximal ideal in S(g) corresponding to X . It is independent
of all the choices that have been made. See [54, Section 2] for details.
For a Casselman-Wallach representation of G˜, we define its associated character
by using its Harish-Chandra module.
4.2. Algebraic theta lifting. We are back in the setting of Section 1, namely we
are given (G,G′) = (G(V ), G(V ′)) ⊂ Sp(W ), a type I reductive dual pair, and the
smooth oscillator representation (ω,Y ) of S˜p(W ) associated to a fixed ψ. Let ΩV,V ′
be the Harish-Chandra module of (ω,Y ), which is naturally a (g × g′, K˜ × K˜ ′)-
module.
Definition 4.1. For a genuine (g, K˜)-module Π of finite length, define
ΘˇV,V ′(Π) := (ΩV,V ′ ⊗Π)g,K˜ , (the coinvariant space).
The (g′, K˜ ′)-module ΘˇV,V ′(Π), or Θˇ(Π) in short, is genuine and of finite length
[20].
Remark 4.2. If π is a smooth irreducible genuine representation of G˜, and let Π
denote the Harish-Chandra module of π. Then
Θˇ(Π) ≃ Θ(π∨)al,
where π∨ is the contragredient representation of π, and Θ(π∨) is the full theta
lift of π∨ (in the smooth category), and Θ(π∨)al is the Harish-Chandra module of
Θ(π∨).
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For the moment, we let (G,G′) ⊆ Sp(W) be a complex reductive dual pair [18].
Recall we have the moment maps: [24, 7]
W
g
M
<
g′
M′
>
Let us describe the moment maps explicitly for a type I complex dual pair. Let
V be an ǫ-symmetric bilinear space and V′ be an ǫ′-symmetric bilinear space,
where ǫ, ǫ′ ∈ {±1} with ǫǫ′ = −1. We have the complex symplectic space W :=
Hom(V,V′), with the symplectic form:
< T1, T2 >W:= Tr(T
⋆
1 T2), T1, T2 ∈W.
Here ⋆ : Hom(V,V′)→ Hom(V′,V) is the adjoint map induced by the form (·, ·)V
on V and the form (·, ·)V′ on V′:
< Tv, v′ >V′=< v, T
⋆v′ >V, v ∈ V, v′ ∈ V′, T ∈ Hom(V,V′).
Then (G,G′) := (GV,GV′) ⊆ Sp(W). The moment maps are then given by
M(T ) = T ⋆T, and M′(T ) = TT ⋆.
We also recall the notion of theta lift of nilpotent orbits for a complex dual pair
(G,G′) ⊆ Sp(W). By [7, Theorem 1.1], for any O ∈ NilG(g),M′(M−1(O)) equals
the closure of a unique nilpotent orbit O′ ∈ NilG′(g′). We call O′ the theta lift of
O, and we write
(21) O′ = θV,V′(O).
Now we fix compatible Cartan forms L on V, L′ on V′ and LW on W (as in
[35, Section 2]), and this leads us to a real reductive dual pair in (G,G′) ⊆ Sp(W )
(also called a rational dual pair). Denote K = GL and K′ = (G′)L
′
.
Let i denote a fixed
√−1. We decompose
W = X ⊕ Y
where X and Y are +i and −i eigenspaces of LW, respectively. Restriction on X
induces a pair of maps:
X
p
M :=M|X
<
p′
M ′ :=M′|X
>
which are also called moment maps (with respect to the rational dual pair).
We have the following estimate of the size of Θˇ(π).
Proposition 4.3 ([33, Theorem B and Corollary E]). For any genuine (g, K˜)-
module Π of finite length, we have
AV(Θˇ(Π)) ⊂M ′(M−1(AV(Π))).
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Consequently, if Π is O-bounded for a nilpotent orbit O ∈ NilG(g), then Θˇ(Π) is
θV,V′(O)-bounded.
4.3. Descent and lift of nilpotent orbits. Let
W◦ := {T ∈W| T is an injective map from V to V′}.
Clearly W◦ 6= ∅ only if dimV ≤ dimV′.
Suppose e ∈ O ∈ NilG(g) and e′ ∈ O′ ∈ NilG′(g′). We call e (resp. O) a descent
of e′ (resp. O′), if there exists T ∈W◦ such that
M(T ) = e and M′(T ) = e′.
For a rational dual pair (G,G′) ⊆ Sp(W ), put
X ◦ :=W◦ ∩ X .
Suppose X ∈ O ∈ NilK(p) and X ′ ∈ O ′ ∈ NilK′(p′). We call X (resp. O) a descent
of X ′ (resp. O ′), if there exists T ∈ X ◦ such that
M(T ) = X and M ′(T ) = X ′.
In both cases, we will say that T realizes the descent, and O′ (resp. O ′) is the lift
of O (resp. O). We will write
(22) O =∇(O′) =∇V′,V(O′) and O = ∇(O ′) = ∇V′,V(O ′).
By using explicit formulas in [24, 7] (for complex dual pairs) and [43, Lemma 14]
(for rational dual pairs), we have the following key property:
M(M′−1(O)) = O′ and M(M ′−1(O)) = O ′,
where “ ” means taking Zariski closure. (The notion of lift is thus stronger than
the notion of theta lift for a complex nilpotent orbit.)
Given T ∈ X ◦ which realizes the descent from X ′ = M ′(T ) ∈ O ′ ∈ NilK′(p′) to
X = M(T ) ∈ O ∈ NilK(p), we denote the respective isotropy subgroups by
ST := StabK×K′(T ), KX := StabK(X) and K
′
X′ := StabK′(X
′).
Then there is a unique homomorphism
(23) α = αT : K
′
X′ → KX
such that ST is the graph of α:
ST = {(α(k′), k′) ∈ KX ×K′X′ | k′ ∈ K′X′}.
The homomorphism α is uniquely determined by the requirement that
T (α(k′)(v)) = k′(T (v)) for all v ∈ V, k′ ∈ K′X′.
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4.4. Lift of algebraic vector bundles. Attached to a dual pair (G(V ), G(V ′)),
there is a distinguished genuine character ςV,V ′ of K˜×K˜′ arising from the oscillator
module ΩV,V ′ , as in [35, Section 2.7].
Recall the notations from Section 4.1. Thus O ∈ O ∩ p is a K-orbit, and we
identify KO(K˜) with R(K˜X), the Grothendieck group of the category of genuine
algebraic representations of the stabilizer group K˜X .
Let ρ be a genuine algebraic representation of K˜X . Then the representation
ςV,V ′|K˜X ⊗ ρ of K˜X descends to a representation of KX . Define
ϑT (ρ) := ςV,V ′ |K˜′X′ ⊗ (ςV,V ′|K˜X ⊗ ρ) ◦ α,
which is a genuine algebraic representation of K˜′X′ .
Clearly ϑT induces a homomorphism from R(K˜X) to R(K˜′X′). In view of (18),
we thus have a homomorphism
ϑO,O′ : KO(K˜) // KO′(K˜′).
This is independent of the choice of T .
Suppose O ∈ NilG(g), O′ ∈ NilG′(g′) and O =∇(O′). Using the decomposition
in (19), we define a homomorphism
(24) ϑO,O′ :=
∑
O′⊂O′∩p′
O=∇(O′)⊂p
ϑO,O′ : KO(K˜) // KO′(K˜′)
where the summation is over all pairs (O ,O ′) such that O ⊂ p is the descent of
O ′ ⊂ O′ ∩ p′.
4.5. An upper bound and an equality of associated characters. We have
an upper bound of associated characters in the descent situation.
Recall the natural partial order  on KO(K˜) and KO(K˜) defined as follows. We
say c1  c2 (or c2  c1) if c1− c2 is represented by a K˜-equivariant coherent sheaf.
Proposition 4.4 ([35, Theorem 4.3]). Let O ∈ NilG(g), O′ ∈ NilG′(g′) and O
is a descent of O′. Then for every genuine O-bounded (g, K˜)-module Π of finite
length, ΘˇV,V ′(Π) is O′-bounded and
ChO′(ΘˇV,V ′(Π))  ϑO,O′(ChO(Π)).
Remark 4.5. We may also define the notion of generalized descent in the setting
of complex or rational dual pairs [35, Section 2.6]. Proposition 4.4 extends to a
more general situation, where O′ is “good for generalized descent”. See [35, Section
4.1].
The proofs of Propositions 4.3 and 4.4 are similar and are largely geometric.
There are natural good filtrations on Π and ΘˇV,V ′(Π), which are generated by
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the minimal degree K˜-types and K˜ ′-types, respectively. After twisting by ςV,V ′,
their graded spaces may be viewed as a K-equivariant coherent sheaf on p and K′-
equivariant coherent sheaf on p′, respectively. Thus it boils down to understanding
this lifting of equivariant coherent sheaves induced by the double fiberation of
moment maps, and this can be readily analyzed via algebraic-geometric techniques.
See [35, Section 4.1] for details.
The final theorem we will discuss is more precise and it is concerned with the
associate character of a quotient of ΘˇV,V ′(π), where π is a certain genuine irre-
ducible Casselman-Wallach representation of G˜. Note that by Proposition 4.4, we
will have an upper bound on the full maximal quotient ΘˇV,V ′(π).
We will review the notion of convergent range in the setting of local theta cor-
respondence ([35, Sections 3.1 and 3.2]). First recall that a function on a real
reductive group G is called ν-bounded if it is bounded by the ν-th power of the
Harish-Chandra’s Ξ-function ΞG on G, up to a function of logarithmetic growth.
From the well-known properties of ΞG, we see that every ν-bounded continuous
function on G is integrable, for ν > 2. One may also define the notion of ν-
boundedness for a Casselman-Wallach representation in the obvious way, by using
its matrix coefficients. Under this terminology, tempered representations are then
1-bounded.
Fix a type I dual pair (G,G′) = (G(V ), G(V ′)) as in Section 2, where V is an
ǫ-Hermitian space and V ′ is an ǫ′-Hermitian space. Define
(25) dim◦F V = dimF V − 2
d1
d
,
where d = dimFD, and d1 = dimF{t ∈ D|t¯ = ǫt}. Here the superscript bar
denotes the standard involutive anti-automorphism of D.
We have the following estimate of matrix coefficients. See [35, Lemma 3.8] or
[29, Theorem 3.2].
Lemma 4.6. The representation ωV,V ′ |G˜ is dimF V
′
dim◦F V
-bounded.
We thus make the following
Definition 4.7. Assume that dim◦F V > 0. Let π be a genuine Casselman-Wallach
representation of G˜. The pair (π, V ′) (or (π,G′)) is said to be in the convergent
range if π is νπ-bounded for some νπ > 2− dimF V ′dim◦F V .
Suppose that (π, V ′) is in the convergent range. This ensures that the following
integral is convergent:
(26) (π⊗̂ωV,V ′)× (π∨⊗̂ω∨V,V ′) // C,
(u, v) ✤ //
∫
G˜′
< g · u, v > dg.
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Define
Θ¯V,V ′(π) :=
π⊗̂ωV,V ′
the left kernel of (26)
.
This is a Casselman-Wallach representation of G˜′, since it is a quotient of (π⊗̂ωV,V ′)G
(the Hausdorff coinvariant space, which is the full theta lift of π∨).
As usual we parameterize a nilpotent G′-orbit O′ in g′ by its Young diagram
D(O′), but labelled by its column partition [c0, c1, · · · , ck], where c0 ≥ c1 ≥ · · · ≥
ck > 0, and
∑k
l=0 cl = dimV
′ (and with some additional constraints on cl’s de-
pending on g′).
Theorem 4.8 ([35, Theorem 4.4]). Let O ∈ NilG(g) and O′ ∈ NilG′(g′) such
that O is the descent of O′. Write D(O′) = [c0, c1, · · · , ck] (k ≥ 1). Assume that
c0 > c1 when G is a real symplectic group. Then for every O-bounded irreducible
Casselman-Wallach representation π of G˜ such that (π, V ′) is in the convergent
range, Θ¯V,V ′(π) is O′-bounded and
ChO′(Θ¯V,V ′(π)) = ϑO,O′(ChO(π)).
Remark 4.9. (a). Theorem 4.8 is the most crucial technical ingredient of [35] on
the construction of unipotent representations of real classical groups. When (V, V ′)
is in the stable range, the result was proved for unitary representations π in [33].
(b) Note that in [35] the authors only consider the cases of real (or quaternionic)
orthogonal and symplectic groups. The case of unitary groups is proved by a similar
method.
We outline the basic ideas in the proof of Theorem 4.8 for the cases of real (or
quaternionic) orthogonal and symplectic groups and offer brief remarks for the
case of unitary groups.
First observe that the Harish-Chandra module of Θ¯V,V ′(π) is isomorphic to a
quotient of Θˇ(πal), where πal denotes the Harish-Chandra module of π. Thus
Proposition 4.4 implies that Θ¯V,V ′(π) is O′-bounded and
(27) ChO′(Θ¯V,V ′(π))  ϑO,O′(ChO(π)).
In order to show that the equality in (27) is actually achieved, we will apply
another (appropriate) theta lifting by integration. This idea is due to He [17], who
used it to show the nonvanishing of a certain theta lift. We choose a split space
U , of the same type as V , which is roughly twice the size of V ′. The reader is
referred to [35, Section 3.5] for the precise description of U . The space V is then
realized as a non-degenerate subspace of U and we write V ⊥ for the orthogonal
complement of V in U . We will consider the two-step theta lifting by integration
Θ¯V ′,V ⊥(Θ¯V,V ′(π)).
The Rallis quotient (the maximal quotient of the trivial representation of G(V ′)
with respect to the dual pair (U, V ′) will now sit inside a degenerate principal series
representation of G˜(U) induced from a certain character of its Siegel parabolic
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subgroup. Because of our choice of U , the corresponding degenerate principal
series is on the unitary axis when G is a real orthogonal or a real symplectic group,
and is induced from det
1
2 (resp. det−
1
2 ) when G is a quaternionic orthogonal group
(resp. a quaternionic symplectic group). Here det denotes the reduced norm of an
appropriate general linear group in the quaternionic case. Note that the structure
of afore-mentioned degenerate principal series of G˜(U) relative to Rallis quotients is
well-known by the work of Kudla-Rallis [26], Lee-Zhu [31, 32] (for real orthogonal
and real symplectic groups) and Yamana [62] (for quaternionic orthogonal and
quaternionic symplectic groups). (For unitary groups, the corresponding results
are in [30].)
One shows that (Θ¯V,V ′(π), V
⊥) is in the convergent range. The decisive obser-
vation ([35, Lemma 4.5] and [35, Proposition 3.16]) which enables us to conclude
the desired equality of associated characters is as follows: via a variant of the well-
known doubling method (c.f. [45, 38]), the two-step theta lifting Θ¯V ′,V ⊥(Θ¯V,V ′(π))
is inside a certain degenerate principal series representation of G˜(V ⊥) which is
intimately related to the aforementioned degenerate principal series of G˜(U) and
in a completely explicit way. A result of Barbasch [2] then allows us to determine
the associate cycle of Θ¯V ′,V ⊥(Θ¯V,V ′(π)).
On the other hand, there is an upper bound of the associate character of
Θ¯V ′,V ⊥(Θ¯V,V ′(π)) (by applying Proposition 4.4 twice). By comparing the associ-
ated cycles, one concludes that there is no other choice except to have the desired
equality in (27). This comparison is also the step where one needs to do a case-
by-case check for real orthogonal and real symplectic groups, and for quaternionic
orthogonal and quaternionic symplectic groups, and similarly for unitary groups.
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