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Abstract
We study the arithmeticity of special values of L-functions attached to cuspforms which are Hecke eigen-
functions on hermitian quaternion groups Sp∗(m,0) which form a reductive dual pair with G = O∗(4n).
For f1 and f2 two cuspforms on H , consider their theta liftings θf1 and θf2 on G. Then we compute a
Rankin–Selberg type integral and obtain an integral representation of the standard L-function:
〈θf1 ·Es, θf2 〉G = 〈f1, f2〉H ·Lstd(f1, s).
Also a short proof the Siegel–Weil–Kudla–Rallis formula is given. This implies that at the critical point
s = s0 = m − n + 12 Eisenstein series Es have rational Fourier coefficients. Via the natural embedding
G×G ↪→ G˜ = O∗(8n) we restrict the holomorphic Siegel-type Eisenstein series E˜ on G and decompose
as a sum over an orthogonal basis for holomorphic cusp forms of fixed type. As a consequence we prove
that the space of holomorphic cuspforms for O∗(4n) of given type is spanned by cuspforms so that the
finite-prime parts of Fourier coefficients are rational and obtain special value results for the L-functions.
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Siegel studied modular forms on the Siegel upper-half space with the action of the real sym-
plectic group Sp(n,R). Similarly, Hel Braun studied modular forms on the hermitian upper
half-space with the action of the unitary group U(n,n). These are the two best known hermitian
tube domains. A third kind of hermitian tube domain, the quaternion upper half-space, has been
relatively neglected, an exception being Krieg’s work on classical modular forms on this space
with the action of the skew-hermitian quaternion group O∗(4n) [12]. We treat automorphic forms
on G = O∗(4n) in the framework of the theta correspondence with the hermitian quaternion
group H = Sp∗(m,0). They form a dual reductive pair (G,H) in the sense of Howe [9]. This
approach yields, for example, Siegel–Weil-type formulas and analytic properties of automorphic
L-functions.
Let k be a totally real number field, A the adele ring of k, and D a quaternion division algebra
over k such that D⊗k kv = H (the Hamiltonian quaternions) at archimedean places v. Let V˜ be a
2n-dimensional vector space over D with a skew-hermitian form and G=O∗(4n) be its isometry
group. Let V be a maximal totally isotropic subspace of V˜ . Let W = Dm with a hermitian form
and H = Sp∗(m,0) be its isometry group. We assume that H is k-anisotropic. Then G and H act
on V˜ and W respectively. Let X = V ⊗k W . Let ρ denote the Weil representation of GA × HA
on the space S(X) of Schwartz–Bruhat functions on XA. For ϕ ∈ S(X), g ∈ GA and h ∈ HA,
define the theta kernel
θϕ(g,h)=
∑
x∈X(k)
(
ρ(g,h)ϕ
)
(x)
and theta lifting of a cusp form f on H
θϕ,f (g)=
∫
Hk\HA
f (h)θϕ(g,h)dh.
Let f1, f2 be two cuspforms on H and Es a Siegel–Eisenstein series on G. Consider the Rankin–
Selberg integral
〈θϕ1,f1Es, θϕ2,f2〉Gk\GA =
∫
Gk\GA
θϕ1,f1(g)Es(g)θ¯ϕ2,f2(g) dg.
For the moment take m= n. We have the seesaw picture
E˜s θf1 ⊗ θf2
Sp∗(n,n) O∗(4n)×O∗(4n)
↑ ↖ ↗ ↑
↓ ↙ ↘ ↓
Sp∗(n,0)× Sp∗(n,0) O∗(4n)
f1, f2 Es
˜〈f1 ·Es,f2〉Hk\HA 〈θf1 ·Es, θf2〉Gk\GA
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they are equal to the standard Langlands L-function attached to a cuspform on Sp∗(n,0). The
integral representation of the L-function on the left-hand side is given by the doubling method
of [22]. Therefore we have
Theorem 1.
〈θf1 ·Es, θf2〉Gk\GA = 〈f1, f2〉Hk\HA ·LS
(
s + 1
2
,π ⊗ χ
)
·L(bad)
where LS(s,π ⊗ χ) is the (partial) standard Langlands L-function of degree 2n+ 1 associated
to π ⊗ χ and L(bad) is the product of bad prime factors. Here f1, f2 ∈ π an irreducible cuspidal
representation of HA and χ is a quadratic character of A×/k× determined in the construction
of the Weil representation. Similarly, the pairing of two theta liftings in the context of the dual
pair Sp(2n),O(m) was computed in [23] and for other dual pairs in [19].
Another aspect of the theta correspondence is Siegel–Weil-type formulas which relate Siegel-
type Eisenstein series on G evaluated at a certain point (the critical point) with the theta liftings
of trivial automorphic forms on H . The point s0 = m− ρn = m− n+ 12 is the critical point for
our case. Let P be the Siegel parabolic subgroup of G. For g ∈ G(A), ϕ ∈ S(X(A)), and s ∈ C
define a function
Φ(g, s,ϕ)= ρ(g)ϕ(0)|deta|s−s0
where a ∈ GL(n) is the Levi component of g in P . Note that the map ϕ → Φ(s0) defines a
G(A)-intertwining map from S(X) to the degenerate principal series I (s0, χ) and this is not so
for the other values of s. The Siegel–Eisenstein series E(g, s,Φ) is absolutely convergent for
Re(s) > n− 12 . We assume that s0 > n− 12 , that is, m> 2n− 1.
Theorem 2 (Siegel–Weil–Kudla–Rallis formula). E(g, s0,Φ)=Θϕ,1(g).
The formula goes back to Siegel [24]. Weil [30] gave a representation-theoretic formulation
for the classical groups provided that the Eisenstein series are convergent. Later Kudla and Ral-
lis [14–18] extended the result to a larger range of critical points for pairs of symplectic and
orthogonal groups. In the earlier paper they treated the convergent range in which Eisenstein
series converges, and later they treated the divergent range. By using the ideas of Kudla–Rallis
we give a shorter proof of the formula in the convergent range. The proof is mainly based on
local considerations. After showing uniqueness of invariant distributions we use the theory of
singular automorphic forms [10,20]. The irreducibility of degenerate principal series Iv(s0, χv)
at nonarchimedean places is invoked in the proof [16].
The last part of the paper is devoted to arithmetic automorphic forms. Shimura has played
the leading role in the development of the theory. Shimura [27] discovered how to prove the
algebraicity of critical values when an integral representation of an L-function is given. The
arithmetic of Fourier coefficients of Eisenstein series is necessary for this method. Shimura’s
theory of canonical models was the first approach to these arithmetic results [1,8,25,26,28]. The
direct computation of Fourier coefficients of Eisenstein series is also possible.
We prove the rationality of Fourier coefficients of Eisenstein series by using the Siegel–Weil–
Kudla–Rallis formula. We extend the result of [3] for the group G=O∗(4n) which gave a direct
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rational tube-type groups was pointed out in that paper. We have a natural imbedding G×G ↪→
G˜=O∗(8n). Let f1 and f2 be cuspforms generating irreducible cuspidal representations π1 and
π2 on G and E˜s be a Siegel–Eisenstein series on G˜. Consider the integral
I (s, f1, f2)=
∫
(G×G)k\(G×G)A
E˜s(g1, g2)f¯1(g1)f¯2(g2) dg1 dg2.
I (s, f1, f2) factors over primes and is non-zero only if f2 generates the contragredient repre-
sentation πˇ1 of the representation π1 generated by f1. By a geometric algebra computation on
orbits as in [22] and [3] and by a multiplicity-one property as in [4] (see also [21]) we have the
decomposition formula:
Es
(
ι(g1, g2)
)=∑
f
f (g1)f
(g2)λ(f )/〈f,f 〉
where {f } is an orthogonal basis for holomorphic cusp forms of fixed K∞-type. By using the
Siegel–Weil formula, we show that the Eisenstein series has rational Fourier coefficients and
Theorem 3. The space of holomorphic cuspforms for O∗(4n) of given K∞-type is spanned by
cuspforms with rational Fourier coefficients.
Theorem 4. If π is an irreducible cuspidal representation generated by f , then
λ(f )
〈f,f 〉 ∈ Q
where
λ(f )= λbad(f ) · L
S(s + 12 ,π ⊗ χ˜)
dS8n(s,χ)
and dS8n(s,χ) =
∏
v /∈S d8n,v(s,χv) where
d8n,v(s,χv)=
4n∏
i=1
ζv(2s + 2i − 1).
Here S is the finite set of bad primes and s =m− 2n+ 12 with m> 4n− 1.
2. The Weil representation and the theta lifting
Let k be a totally real number field, D a quaternion division algebra over k with main invo-
lution σ , A the adele ring of k. Let A = M2n(D) be the central simple k-algebra of 2n-by-2n
matrices with entries in D with involution i
i(a) = S(a)σ S−1
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G=G(A, i,k)= {a ∈A: i(a) · a = 1}.
Let B = Mm(D) be the central simple k-algebra of m-by-m matrices with entries in D with
involution j
j (b) = T (b)σ T −1
where T ∈ GLm(D) with j (T )= T . Suppose that T has signature (m,0). Let H = Sp∗(m,0) be
H =G(B, j,k)= {b ∈ B: j (b) · b = 1}.
Then (G,H) is a dual reductive pair in the sense of Howe [9].
Let V˜ be a 2n-dimensional vector space over D. Let V be a maximal totally isotropic subspace
of V˜ . Let W = Dm. Then G and H act on V˜ and W respectively. Write G = O∗(V˜ ) and H =
Sp∗(W).
For a commutative k-algebra A, let G(A) denote the A-valued points of G. The Siegel par-
abolic subgroup in G is
P(A) =
{
g =
(
a b
c d
)
∈G(A): a, b, c, d ∈ Matn(D ⊗k A), c = 0 and d = a∗−1
}
.
Here a∗ = (a)σ . The Siegel parabolic subgroup has Levi decomposition P = MN where
M(A) =
{
m(a)=
(
a 0
0 a∗−1
)
: a ∈ GL(n,D ⊗k A)
}
is the standard Levi subgroup and
N(A)=
{
n(b)=
(
1n b
0 1n
)
: b = b∗ ∈ Matn(D ⊗k A)
}
is the unipotent radical.
Let S(V ⊗k W) be the space of Schwartz–Bruhat functions on V ⊗k W ⊗k A. Fix ψ a non-
trivial character on A/k. We will define a Weil representation ρ of G(A) × H(A) on S(V ⊗k
W ⊗k A), which will be a restricted tensor product of local Weil representations. We define
the local Weil representation at a place v as follows. Suppress the subscript when feasible. Let
x =∑v ⊗ w ⊗ α be an element in X = Xv = V ⊗k W ⊗k kv and let fv ∈ S(Xv) be the local
component of a monomial tensor f ∈ S(V ⊗k W).
The Fourier transform Ff of f is
Ff (y)=
∫
X
f (x)ψ¯
(
tr(x, y)
)
dx
where the pairing on Xv is given by
(x, y) =
(∑
αv ⊗w,
∑
α′v′ ⊗w′
)
=
∑
αα′vv′(w,w′)
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Let det and tr be reduced norm and reduced trace from Dv to kv . The actions of g ∈ G and
h ∈H on X are
gx =
∑
αvg ⊗w and hx =
∑
αv ⊗ hw.
Our Weil representation is defined as follows:(
ρ(h)f
)
(x) = f (h−1x), h ∈H,(
ρ
(
m(a)
)
f
)
(x) = χ(deta)|deta|mf (ax), m(a) ∈Mn,(
ρ
(
n(b)
)
f
)
(x) = ψ(tr(b · (x, x)))f (x), n(b) ∈Nn,(
ρ(w0)f
)
(x) = c · Ff (x), w0 ∈G,
where w0 is the longest Weil element w0 =
( 0 −1n
1n 0
)
, c is a constant determined by the require-
ment that ρ be a group homomorphism, χ is a suitable quadratic (Hecke) character. The repre-
sentation is determined completely by continuity from its definition on the big cell Pw0P .
Let ϕ ∈ S(V ⊗W)= S(X). For g ∈G(A) and h ∈H(A) the theta kernel attached to ϕ is
θϕ(g,h)=
∑
x∈X(k)
(
ρ(g,h)ϕ
)
(x).
The series for θϕ is absolutely convergent, uniformly for (g,h) in compacta, so continuous in
(g,h). It is G(k) ×H(k)-invariant. And θϕ is of moderate growth in Siegel sets in G×H . Let
H be k-anisotropic. By reduction theory, Hk\HA is compact. For ϕ ∈ S(X) and f a continuous
function on Hk\HA, the theta lifting θϕ,f of f is
θϕ,f (g)=
∫
Hk\HA
f (h)θϕ(g,h)dh.
Since Hk\HA is compact, since f is continuous, and since the theta kernel is continuous, the
integral is an integral of a continuous function on a compact space (of finite measure) so yields a
continuous function.
Let P be the Siegel parabolic subgroup of G. Let α be an algebraic character on P and for
a complex parameter s let χ˜s :PA → C× be defined by χ˜s(p) = |α(p)|s where | | is the idele
norm. This factors over primes in the obvious way χ˜s =∏′v χ˜v,s where χ˜v,s is a continuous un-
ramified character of Pv . Choose a monomial vector εs =⊗v εs,v in the induced representation,⊗′
v Ind
Gv
Pv
(χ˜s,vδ
1/2
v ). Form an Eisenstein series
Es(g) =
∑
γ∈Pk\Gk
εs(γg).
Let f1, f2 be cuspforms on H . Choose ϕ1, ϕ2 ∈ S(X). We want to compute the pairing
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∫
Gk\GA
θϕ1,f1(g)Es(g)θ¯ϕ2,f2(g) dg.
Let m= n.
Proposition 5. Fix an archimedean place v. Let ϕ be a (monomial) Schwartz function on X(A)
such that it and its translates under the Weil representation vanish on the set of n-by-n matrices x
over k such that xv has rank less than n. Then the theta kernel θϕ(g,h) attached to ϕ is of rapid
decay in Siegel sets in G.
Proof. The local factors ϕv are rapidly decreasing at infinite places and locally constant at finite
places. Thus it suffices to find an estimate for the archimedean places of the following summation∑
x∈X(k)
(
ρ(g,h)ϕ
)
(x).
Here we fix the archimedean place and suppress it in the notation.
Recall that g = Lie(G)C = so∗(2n,C). Let T be a maximal torus in so∗(2n,C) so that it has
Lie algebra
t =
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
X =
⎛⎜⎜⎜⎜⎜⎜⎜⎝
x1
. . .
xn
−x1
. . .
−xn
⎞⎟⎟⎟⎟⎟⎟⎟⎠
: xj ∈ C for 1 j  n
⎫⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎭
.
The set of roots Φ(g, t) of t on g is
±ei ± ej for 1 i < j  n, where ei(X)= xi for X ∈ t.
The positive roots are the ei ± ej with i < j . The set Δ of positive simple roots is the set
{α1, . . . , αn} where
αi = ei − ei+1 for i = 1, . . . , n− 1 and αn = en−1 + en.
For a given t > 0, we consider a Siegel set in G of the form S = N0AtK where N0 ⊂ N is a
compact subset, K is a maximal compact subgroup of G and
At =
{
a ∈A: ∣∣α(a)∣∣ t for α ∈Δ}.
By using the set of positive simple roots above we have
At =
{
a = diag[a1, . . . , an, a−11 , . . . , a−1n ] ∈A: ∣∣∣∣ aiai+1
∣∣∣∣> t for i = 1, . . . , n− 1
and |an−1 · an|> t
}
.
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the norm ‖ · ‖ will be useful later:
• c · ‖x‖n  |det(x)| for a constant c > 0,
• ‖xy‖ ‖x‖ · ‖y‖.
By the property of ϕ the sum ∑
x∈X(k)
(
ρ(g,h)ϕ
)
(x)
is indeed over matrices of rank n in a lattice L. For a fixed h ∈ H , ρ(h)ϕ is also a rapidly
decreasing function. Thus we can assume without loss of generality that h= 1. Since for nb ∈N ,
|nbϕ(x)| = |ϕ(x)| and PwnP is dense in G, it suffices to find an estimate for g = wnma . The
longest Weil element wn acts as a multiple of the Fourier transform and the Fourier transform
sends Schwartz functions to Schwartz functions continuously. Thus without loss of generality
g = ma ∈ M . Since we will give an estimate for the sum on the Siegel set, without loss of
generality, further we assume that ma ∈At . If a = diag[a1, . . . , an] then∣∣∣∣ aiai+1
∣∣∣∣> t for i = 1, . . . , n− 1
and
|an−1 · an|> t.
Thus for i = 1, . . . , n − 1 we have |ai | > tn−i and ‖a‖  |a1| > tn−1. Also there are constants
c2, c3 > 0 such that ∥∥a−1∥∥< c2‖a‖c3 .
Thus, for i = 1, . . . , n− 1
|ai+1|−1 
∥∥a−1∥∥< c2‖a‖c3
and ∣∣αi(a)∣∣= |ai | · |ai+1|−1 < c2‖a‖c3+1.
Similarly, ∣∣αn(a)∣∣= |an−1| · |an|< c2‖a‖2.
Therefore, there are constants c2, c4 > 0 such that
‖a‖−r < c2
∣∣α(a)∣∣−c4·r for any α ∈Δ.
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Lt =
{
x ∈X(R): ‖x‖ t}∩L.
Since the first set is compact and L is a discrete set
Card(Lt )
(
1 + t2)N
where N is an integer which can be calculated explicitly.
For ma ∈M , ∣∣(maϕ)(x)∣∣= ∣∣det(a)∣∣m∣∣ϕ(ax)∣∣.
Let xt be the lattice point in Lt so that |ϕ(axt )| is the largest value among x ∈ Lt . Note that
‖xt‖> 0 since rank(x)= n. Similarly, for i  0, let xt+i+1 be the lattice point in Lt+1+1 −Lt+1
so that |ϕ(axt )| is the largest value among x ∈ Lt+1+1 −Lt+1. Therefore we have
∑
x∈X(k)
∣∣(maϕ)(x)∣∣= ∑
x∈Lt
∣∣(maϕ)(x)∣∣+ ∞∑
i=0
( ∑
x∈Lt+i+1−Lt+i
∣∣(maϕ)(x)∣∣)

∣∣det(a)∣∣m(1 + t2)N ∣∣ϕ(axt )∣∣
+ ∣∣det(a)∣∣m ∞∑
i=0
((
1 + (t + i + 1)2)N − (1 + (t + i)2)N )∣∣ϕ(axt+i+1)∣∣.
For given t > 0 and r > 0, let 0 < t0 < tn−1‖xt‖ and r0 = rc4 +nm. Note that for any ma ∈At we
have tn−1 < ‖a‖ and thus 0 < t0 < ‖axt‖. Since ϕ is a rapidly decreasing function on X, there
exists c0 > 0 such that ∣∣ϕ(x)∣∣ c0‖x‖−r0 for ‖x‖> t0.
Now we are ready to give an estimate for the sum above. Let us begin the estimate from the first
term of the sum. Since c1 · ‖x‖n  |det(x)| for some constant c1,∣∣det(a)∣∣m(1 + t2)N ∣∣ϕ(axt )∣∣ c0c1(1 + t2)N‖a‖nm‖a‖−r0‖xt‖−r0
= c0c1
(
1 + t2)N‖a‖−r‖xt‖−r0
< c0c1c2
(
1 + t2)N ∣∣α(a)∣∣−c4·r t r00 t (n−1)r0
= c5
∣∣α(a)∣∣−r
for some constant c5 > 0. For the other terms in the sum we will have a similar estimate. Since
‖xt+i‖> t + i − 1 and ‖axt+i‖> t0 we have∣∣ϕ(axt+i )∣∣ c0‖a‖−r0‖xt+i‖−r0  c0‖a‖−r0(t + i − 1)−r0 .
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c6 > 0. Hence for any r > 0 and for any α ∈Δ,∑
x∈X(k)
∣∣(maϕ)(x)∣∣<C∣∣α(a)∣∣−r
for some constant C > 0. This completes the proof of the proposition. 
2.1. Proof of Theorem 1
Choose ϕ2 so that it is a finite combination of monomial Schwartz functions satisfying the
hypothesis of Proposition 5. The integrand in the pairing is absolutely convergent. Use Fubini’s
theorem to change the order of integration:
〈θϕ1,f1Es, θϕ2,f2〉Gk\GA =
∫
Gk\GA
θϕ1,f1(g)Es(g)θ¯ϕ2,f2(g) dg
=
∫
Gk\GA
θ¯ϕ2,f2(g)θϕ1,f1(g)
∑
γ∈Pk\GA
εs(g) dg
=
∫
Pk\GA
θ¯ϕ2,f2(g)θϕ1,f1(g)εs(g) dg
by unwinding the Eisenstein series. Since the set of n-by-n matrices of rank n can be identified
with the Levi subgroup Mk of Pk
θϕ2(g,h)=
∑
x∈X(k)
(
ρ(g,h)ϕ2
)
(x)=
∑
x∈X(k)
(gϕ2)
(
h−1x
)
=
∑
ma∈Mk
(gϕ2)
(
h−1a
)= ∑
ma∈Mk
(magϕ2)
(
h−1
)
.
By using this equality, rewrite the pairing as
〈θϕ1,f1Es, θϕ2,f2〉Gk\GA =
∫
Pk\GA
∫
Hk\HA
f¯2(h)
∑
ma∈Mk
(magϕ2)
(
h−1
)
dhθϕ1,f1(g)εs(g) dg
=
∫
Hk\HA
f¯2(h)
∫
Nk\GA
(gϕ2)
(
h−1
)
θϕ1,f1(g)εs(g) dg dh.
Note that, for g ∈G and h ∈H
(
ρ(g,h)ϕ
)= (1 00 −1
)
g
(
1 0
0 −1
)
hϕ¯.
Since εs(nbg)= εs(g) and (nbgϕ)= n−b(gϕ) for nb ∈NA, the pairing becomes
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Hk\HA
f¯2(h)
∫
Nk\GA
(nbgϕ2)
(
h−1
)
θϕ1,f1(nbg)εs(g) dg dh
=
∫
Hk\HA
f¯2(h)
∫
NA\GA
( ∫
Nk\NA
n−b(gϕ2)
(
h−1
)
θϕ1,f1(nbg) dnb
)
εs(g) dg dh.
By unwinding the theta lifting, and applying n= nb, rewrite the inner integral∫
Nk\NA
ψ
(
1
2
tr
(−b · (h−1, h−1)))(gϕ2)(h−1)( ∫
Hk\HA
f1(h
′)
∑
x∈X(k)
(ngh′ϕ1)(x) dh′
)
dn
= (gϕ2)
(
h−1
) ∑
x∈X(k)
( ∫
Hk\HA
f1(h
′)(gh′ϕ1)(x) dh′
×
∫
Nk\NA
ψ
(
1
2
tr
(
b · ((x, x)− (h−1, h−1))))dn).
The character on Nk\NA given by
nb →ψ
(
1
2
tr
(
b · ((x, x)− (h−1, h−1))))
is non-trivial unless (x, x) − (h−1, h−1) = 0. Thus, we have non-zero summands in the inner
integral only when (x, x)− (h−1, h−1)= 0. Since h ∈HA,
(x, x)= (h−1, h−1)= h−1h−1 = 1n
and {
x ∈X(k): (x, x)= 1n
}=Hk.
Thus the inner integral is
(gϕ2)
(
h−1
) ∑
x∈Hk
( ∫
Hk\HA
f1(h
′)
(
gϕ′1
)(
h′−1x
)
dh′
∫
Nk\NA
dn
)
.
Here dn is normalized so that vol(Nk\NA)= 1. Since f1 is left Hk-invariant, by replacing h′ by
xh′ and unwinding the integral, we have
(gϕ2)
(
h−1
) ∫
HA
f1(h
′)(gϕ1)
(
h′−1
)
dh′.
Therefore the original integral is
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=
∫
Hk\HA
f¯2(h)
∫
NA\GA
( ∫
HA
(gϕ2)
(
h−1
)
f1(h
′)(gϕ1)
(
h′−1
)
dh′
)
εs(g) dg dh
=
∫
Hk\HA
f¯2(h)
∫
HA
f1(h
′)
( ∫
NA\GA
(gϕ2)
(
h−1
)
(gϕ1)
(
h′−1
)
εs(g) dg
)
dh′ dh.
Since NA\GA =∏′v Nv\Gv and HA =∏′v Hv , the above becomes∫
Hk\HA
f¯2(h)
(∏
v
′
Tv
)
f1(h) dh
where
Tvf1(h) =
∫
Hv
f1
(
h′v
)( ∫
Nv\Gv
(gvϕ2,v)
(
h−1
)
(gvϕ1,v)
(
h′−1v
)
εs,v(gv) dgv
)
dh′v.
Let S be a finite set of places including archimedean places so that D splits at v /∈ S and
such that ϕv is the spherical vector at v /∈ S. Then the inner integral is Kv-invariant and we can
integrate over the Levi component Mv . Suppress the place v. The Haar measures satisfy
dg = δP (m)−1 dndmdk
and the modular function of P is ΔP (nbma)= δP (ma)= |deta|n− 12 . The inner integral becomes∫
H
f1(h
′)
(∫
M
(maϕ2)
(
h−1
)
(maϕ1)
(
h′−1
)
εs(ma)|deta|−n+ 12 dma
)
dh′.
By applying ma and by using the fact that χ is unitary, this becomes∫
H
f1(h
′)
(∫
M
ϕ2
(
h−1a
)
ϕ1
(
h′−1a
)
εs(ma)|deta|−1 dma
)
dh′.
First replacing a by ha and then replacing h′ by hh′ this becomes∫
H
f1(hh
′)
(∫
M
ϕ1
(
h′−1a
)
ϕ2(a)εs(ma)|deta|− 12 dma
)
dh′
since h ∈H , |deth| = 1 and εs(mha)= εs(ma).
Recall that H = Sp∗(W). Let W˜ = W ⊕W . Let Wd = {i(v, v) ∈ W˜ } be the image of the di-
agonal embedding of W in W˜ . Then Wd is a maximal isotropic subspace. Let Wd be an isotropic
complement of Wd such that W˜ = Wd ⊕ Wd . Let H˜ = Sp∗(W˜ ) = Sp∗(2m,0). Let P˜ be the
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position P˜ = M˜N˜ where
M˜(k)=
{
ma =
(
a 0
0 a−1
) ∣∣∣ a ∈ GL(n,k)}
is a Levi subgroup and
N˜(k)=
{
nb =
(
1n b
0 1n
) ∣∣∣ b = −b}
is the unipotent radical. For Q˜= ( 0 1n1n 0 ),
H˜ (k)= {h˜ ∈ GL(2n,k) ∣∣ h˜Q˜h˜= Q˜}.
Define the embedding i :H ×H ↪→ H˜ by
(h1, h2) → i(h1, h2)=A
(
h1 0
0 h2
)
A
where A= 1√
2
( 1 1
−1 1
)
. For h˜ ∈ H˜ and ϕ1, ϕ2 ∈ S(X), let
Fs(h˜, ϕ1, ϕ2)=
∫
M
h˜(ϕ1 ⊗ ϕ2)(a, a)εs(ma)|deta|− 12 dma
where
h˜(ϕ1 ⊗ ϕ2)(a, a)= ϕ1(a1)ϕ2(a2)
with a1, a2 ∈ GL(n) determined by(
a1
a2
)
=Ah˜−1A
(
a
a
)
.
It is clear that Fs(h˜, ϕ1, ϕ2) is in the local induced representation IndH˜P˜ (χ˜sδ
1
2 | |− 12 ). Therefore
the vth local factor of the inner integral becomes∫
H
f1(hh
′)Fs
(
i(h′,1), ϕ1, ϕ2
)
dh′
and the pairing becomes
〈θϕ1,f1Es, θϕ2,f2〉Gk\GA =
∫
Fs
(
i(h′,1), ϕ1, ϕ2
)〈h′f1, f2〉dh′ (1)
HA
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〈h′f1, f2〉 =
∫
Hk\HA
f1(hh
′)f2(h) dh.
2.1.1. Doubling method
In this section we explain the doubling method of [22] and [2]. Then we will apply the dou-
bling method to the groups O∗(4n) and Sp∗(m,0) to construct L-functions with Euler product
associated to irreducible cuspidal automorphic representations of O∗(4n) and Sp∗(m,0).
Let G be a reductive algebraic group over k with anisotropic center. This means that if Z is
the center of G then Zk\ZA is compact. Let H be another algebraic group over k. Assume that
we can embed
i :G×G ↪→H.
Identify G×G with its image under i and let Gd ⊂H be the image of G under the composition
of the diagonal embedding g → (g, g) of G ↪→G×G and i :G×G ↪→H .
Let P be a parabolic subgroup of H . Then we have an action of G × G on the flag variety
X = P \H and X will decompose into orbits under the action of G×G. A G×G orbit X′ ⊂X
will be called negligible if the stabilizer R′ in G × G of a point x′ ∈ X′ contains the unipotent
radical N ′ of a proper parabolic subgroup of G × G as a normal subgroup. Let x0 ∈ X be the
point of X corresponding to the coset P · 1 and X0 its orbit. The stabilizer R0 of x0 in G×G is
then just P ∩ (G×G).
For the construction of L-functions assume that:
(1) The stabilizer R0 of x0 is Gd .
(2) If X′ is any orbit other than X0, then X′ is negligible.
The contribution of negligible orbits in certain integral representations of L-functions attached
to cuspforms is zero. For this reason X0 is called the main orbit.
Assume that the above conditions are satisfied. Let δ :P → k× be the modulus function of P
and let ω : Ik/k× → C be any quasi-character such that ω ◦ δ is trivial on GdA. Let ε(g) = εω(g)
be a vector in the unnormalized induction indHAPA (ω ◦ δ), that is εω is a function on G such that
ε(pg)= ω(δ(p))ε(g) for g ∈HA and p ∈ PA.
Then to ε we associate the Eisentein series
Eε(h)=
∑
γ∈Pk\Hk
ε(γ h).
Let π be an irreducible cuspidal automorphic representation of G and π˜ be its contragredient.
Then to f1 ∈ π and f2 ∈ π˜ we may associate a Rankin–Selberg type integral
Z(f1, f2, ε)=
∫
Eε
(
i(g1, g2)
)
f1(g1)f2(g2) dg1 dg2.(G×G)k\(G×G)A
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erties of the Eisenstein series Eε(h). By unwinding the Eisenstein series Eε(h) and by orbit
filtration, Piatetski-Shapiro and Rallis prove the following theorem in [22].
Theorem 6 (The Basic Identity).
Z(f1, f2, ε)=
∫
GA
ε
(
(g,1)
)〈
π(g)f1, f2
〉
dg
where 〈,〉 is the canonical pairing of π and π˜
〈f1, f2〉 =
∫
Gk\GA
f1(g)f2(g) dg.
2.1.2. Computations for O∗(4n) and Sp∗(n,0)
In this section, we apply the doubling method to the quaternion skew-hermitian and hermitian
groups O∗(4n) and Sp∗(n,0). We treat both cases together, so we consider O∗(2n) with n is
even. Let k be a totally real number field as before and let D be a quaternion division algebra
over k with main involution σ . Let S ∈ GL(n,D) satisfy S∗ = S with  = ±1. Here S∗ = (S)σ
where  is the matrix transpose and the involution σ is applied to all entries of the matrix. Let
G= {g ∈ GL(n,D): g∗Sg = S}.
Then
G=
{
O∗(2n) if  = −1,
Sp∗(n) if  = +1.
Let V =Dn as a space of row vectors. Then G acts on V on the right. Let W = V ⊕ V and set
S˜ =
(
S 0
0 −S
)
∈M2n(D).
Then S˜ defines a D-valued σ -Hermitian form on W and S˜∗ = S˜. Let
H = {h ∈M2n(D): h∗S˜h= S˜}.
Then
H =
{
O∗(4n) if  = −1,
Sp∗(n,n) if  = +1.
Let i be the diagonal embedding
i :G×G ↪→H
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i(g1, g2)=
(
g1 0
0 g2
)
.
Let V d = {i(v, v) ∈ W } be the image of the diagonal embedding of V in W . Then V d is a
maximal isotropic subspace. Let Vd be an isotropic complement to V d such that W = V d ⊕ Vd .
Let P be the Siegel parabolic subgroup of H preserving V d . Take a basis of W so that P has the
Levi composition P =MN where
M(k)=
{
ma =
(
a 0
0 a∗−1
) ∣∣∣ a ∈ GL(n,D)}
is a Levi subgroup and
N(k)=
{
nb =
(
1n b
0 1n
) ∣∣∣ b ∈Mn(D), b = −b∗}
is the unipotent radical.
From [22] it follows that the choices of group H , parabolic subgroup P and embedding
i :G×G ↪→H satisfy conditions (1) and (2) of Section 2.1.1.
2.1.3. Local L-factors at the unramified places
Let v be a finite place of k at which D splits. Then
G
{
O(4n,kv) if  = −1,
Sp(2n,kv) if  = +1.
Let Ov be the ring of integers of kv . Then K = G(Ov) is a good maximal compact subgroup of
Gv = G(kv). Let πv be an irreducible unramified spherical representation of Gv and πˇv be its
contragredient. Let f0 ∈ πv and fˇ0 ∈ πˇv be K-fixed vectors so that 〈f0, fˇ0〉 = 1. Let φK,s be the
unique K-fixed vector in IndHvPv (|det(·)|sv · χv) with φK,s(1)= 1.
Theorem 7. [22] ∫
Gv
φK,s
(
(g,1)
)〈
πv(g)f0, fˇ0
〉
dg = L(s +
1
2 ,πv,χv)
d4n,v(s,χv)
where
d4n,v(s,χv)=
{∏2n
i=1 ζv(2s + 2i − 1) if  = −1,∏2n
i=1 ζv(2s + 2i − 1) ·Lv(s + 2n+ 12 , χv) if  = +1.
Now it can be seen that the integral in (1) is the same integral as the integral in Theorem 6.
By the Basic Identity in the doubling method, we conclude the proof of Theorem 1.
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In this section we prove a Siegel–Weil formula for the dual pair (G,H) = (O∗(4n),Sp∗(m,0))
in the convergent range, that is the case where the Eisenstein series is absolutely convergent:
m > 2n − 1. This case was proved in [30]. Here we give a shorter proof by using the ideas of
Kudla–Rallis and the theory of singular automorphic forms. By following these ideas we hope
to extend the formula to the divergent range in the future.
For any ring R let Symn(R) be the set of n-by-n symmetric matrices with entries in R.
Let ϕ ∈ S(X). The theta kernel attached to ϕ is
θϕ(g,h) =
∑
x∈X(k)
(
ρ(g,h)ϕ
)
(x)
for g ∈ G(A) and h ∈ H(A). For ϕ ∈ S(X) and f a continuous function on Hk\HA, define the
theta lifting Θϕ,f of f
Θϕ,f (g)=
∫
Hk\HA
f (h)θϕ(g,h)dh.
Consider the theta lifting
Θϕ =Θϕ,1(g)=
∫
Hk\HA
θϕ(g,h)dh
of the trivial function 1. Let
I (s,χ) = IndG(A)
P (A)
(
χ · | |s)
be the (normalized) degenerate principal series representation of G(A). We fix a standard max-
imal compact subgroup K =∏v Kv of G(A). Then I (s,χ) is a representation of (g∞,K∞) ×
G(Af ), where g∞ is the Lie algebra of G∞. A function s →Φ(s) ∈ I (s,χ) is called a standard
section if the restriction of Φ(s) to K is independent of s. The point s0 = m− ρn = m− n+ 12
is the critical point. For g ∈G(A), ϕ ∈ S(X), and s ∈ C define
Φ(g, s,ϕ)= ρ(g)ϕ(0)|deta|s−s0 .
This Φ(s) is called the standard section associated to ϕ. Note that the map ϕ → Φ(s0) defines
a G(A)-intertwining map from S(X) to I (s0, χ). This is not so for the other values of s. For the
standard section Φ(s) ∈ I (s,χ) associated to ϕ, and g ∈G(A) define the Eisenstein series
E(g, s,Φ)=
∑
γ∈Pn(k)\G(k)
Φ(γg, s).
This is absolutely convergent for Re(s) > ρn = n− 12 .
Let β ∈ Symn(k). Identify β with the character of the unipotent radical N of P given by
ψβ
(
n(b)
)=ψ(tr(bβ)).
166 Ç. Ürtis¸ / Journal of Number Theory 125 (2007) 149–181Write fβ for the βth Fourier coefficient of an automorphic form f on G(A), with respect to the
character ψβ . It is
fβ(g)=
∫
Nk\NA
f (ng)ψ−β(n)dn.
Assume that Φ(s) =⊗v Φv(s) is a factorizable standard section of I (s,χ), that is Φv(s) ∈
Iv(s,χ) and almost everywhere it is spherical. For β ∈ Symn(k) with detβ = 0 and for Re(s) >
ρn, the βth Fourier coefficient of E(g, s,Φ) is
Eβ(g, s,Φ) =
∫
Nk\NA
E
(
n(b)g, s,Φ
)
ψ−β(b) db =
∏
v
Wβ,v(g, s,Φv)
with
Wβ,v(g, s,Φv)=
∫
Symn(kv)
Φv
(
wn(b)g, s
)
ψ−β(b) db.
3.1. Moment map (Harish-Chandra)
The following discussion is valid in both nonarchimedean and archimedean cases. Let M be
a real or a p-adic manifold (see [7]). Let C∞(M) denote the space of all C∞ functions from
M to C. Let C∞c (M) denote the subspace of all functions in C∞(M) with compact support. Let
ω be a C∞ differential form on M of degree m. Fix a point p ∈ M and let (x1, . . . , xm) be a
coordinate system on some open and connected neighborhood U of p in M . Then there exists a
unique function g ∈ C∞(U) such that ω = g dx1 ∧ dx2 ∧ · · · ∧ dxm on U . We say ω = 0 at p if
g(p) = 0. Moreover if M is oriented and ω is real, we say ω > 0 at p if ±g(p) > 0 according to
orientation. We write ω > 0 if ω is positive everywhere.
Now suppose ω > 0. Then it defines a (positive) Borel measure μ on M such that∫
M
f dμ=
∫
M
fω
for any f ∈ C∞c (M). Let M and N be two oriented manifolds of dimensions m and n respectively
and π :M → N be a surjective C∞ mapping such that rank dπ = n everywhere, that is π is
submersive.
The following is Theorem 1 in [6] for real manifolds and Theorem 11 in [7] for p-adic mani-
folds.
Theorem 8. Let ωM and ωN be differential forms on M and N respectively of degree m and n.
Assume that ωN is nowhere zero. Then for every g ∈ C∞c (M), there exists a unique function
fg ∈ C∞c (N) such that ∫
(F ◦ π)gωM =
∫
FfgωNM N
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C∞c (M) into C∞c (N). Also if ωM is nowhere zero, this mapping is surjective.
Define a moment map η :X → Symn(k) by η(x) = 12 (x, x). Let Xn ⊂ X be the open subset
of x whose components span an n-dimensional subspace of X. Its image Ω = η(Xn) under the
moment map is open. The map η :Xn → Ω is submersive and surjective. Thus by Theorem 8,
there is a surjective map C∞c (Xn) → C∞c (X) given by ϕ → Mϕ . Since Ω is open in Symn(k),
the space C∞c (Ω) can be identified with a subspace of C∞c (Symn(k)). The map ϕ → Mϕ is
characterized by the condition that for any locally integrable function f on Symn(k)∫
Xn
f
(
η(x)
)
ϕ(x)dx =
∫
Ω
f (y)Mϕ(y)dy.
Lemma 9. [17] Suppose that β ∈Ω . Then there exists a function ϕ ∈ C∞c (Xn) such that
Wβ(e, s,Φ) =
∫
Symn(k)
Φ
(
w0n(b), s
)
ψ−β(b) db
does not vanish at s = s0, where Φ(s) ∈ I (s,χ) is the standard section associated to ϕ.
Proof. By the definition of the standard section we have∫
Symn(k)
Φ
(
w0n(b), s
)
ψ−β(b) db
=
∫
Symn(k)
(
c
∫
X
ψ
(
tr
(
bη(x)
))
ϕ(x)dx
)
· ∣∣deta(w0n(b))∣∣s−s0ψ(−tr(βb))db
=
∫
Symn(k)
(
c
∫
Symn(k)
ψ
(
tr(by)
)
Mϕ(y)dy
)
· ∣∣deta(w0n(b))∣∣s−s0ψ(−tr(βb))db
=
∫
Symn(k)
c · M̂ϕ(b) ·
∣∣deta(w0n(b))∣∣s−s0ψ(−tr(βb))db.
Here c is the constant coming from the action of the longest Weil element w0 and M̂ϕ is the
Fourier transform of Mϕ . At the point s = s0, the integral becomes c ·Mϕ(β). Since β ∈ Ω and
the map ϕ →Mϕ is surjective, there exists a function ϕ ∈ C∞c (Xn) such that Mϕ(β) = 0. 
3.1.1. Nonarchimedean case
Let v be a nonarchimedean place of k. For β ∈ Sym(kv),
SN,ψβ = S/
{
ρ(n)ϕ −ψβ(n)ϕ: n ∈N, ϕ ∈ S
}
be the (twisted) Jacquet module of S associated to ψβ and N . Let Ωβ = {x ∈X: (x, x)= 2β}.
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ϕ → ϕ|Ωβ . In particular, if detβ = 0, then Ωβ is single H -orbit and the quotient map S →
(SN,ψβ )H is given by
ϕ →
∫
Ωβ
ϕ dμβ
where dμβ is the unique (up to scalar) H -invariant measure on Ωβ . If Ωβ = ∅, then SN,ψβ = 0.
Proof. See Lemma 4.2 in [23] and Lemma 2.3 in [17]. 
3.1.2. Real case
The analogue of the lemma in the nonarchimedean case for the real places is:
Lemma 11. Let β ∈ Symn(R) with rankβ = n. Let (S ′β)H be the space of H -invariant distribu-
tions T such that
T
(
ρ(X)ϕ
)= dψβ(X) · T (ϕ)
for all X ∈ LieN and for all ϕ ∈ S . If Ωβ = ∅, then (S ′β)H = 0. If Ωβ = ∅, then dim(S ′β)H = 1
and this space is spanned by
ϕ →
∫
Ωβ
ϕ dμβ
where dμβ is the unique (up to scalar) H -invariant measure on Ωβ .
Proof. See Lemma 4.2 in [23] and Proposition 2.9 in [17]. 
3.2. Singular representations
Recall the notion of a non-singular representation. Let π =⊗v πv be an irreducible admis-
sible representation of G(A). Let v be a finite prime and let
S0 =
{
f ∈ Sv(Nv): support(Ff )⊂N0v
}
where
N0v =
{
n(bv): detbv = 0
}
.
Then πv is non-singular if πv(S0) = 0, that is if there is f ∈ S0 which does not act by zero in πv .
Proposition 12. There is a non-zero constant c (depending only upon the quadratic form and
upon n) such that the function
I (g,ϕ)=Θϕ(g)− c ·E(g, s0, ϕ)
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Iβ(g,ϕ)= 0
for all β with detβ = 0.
In particular, I (g,ϕ) generates a singular representation.
Proof. Let β ∈ Symn(k) with detβ = 0. Suppose that Ωβ = 0. Since s0 > ρn, the Eisenstein
series E(g, s,Φ) is analytic at s = s0, so is Eβ(g, s,Φ). From Lemma 9 we may assume that
Eβ(g, s0,Φ) = 0.
We claim that Eβ(g, s0,Φ) satisfies the hypotheses of Lemmas 10 and 11 at all places. We will
give the proof for the nonarchimedean case. The real case is analogous. Fix a nonarchimedean
place v and drop in the notation. Recall that the local component of Eβ is given by
Wβ(g, s0,Φ)=
∫
Symn(k)
Φ
(
wn(b)g, s0
)
ψ−β(b) db =
∫
Symn(k)
ρ(g)ϕ(0)ψ−β(b) db.
For n(b′) ∈N we have
Wβ
(
wn(b)n(b′), s0, ϕ
)= ∫
Symn(k)
ρ
(
wn(b)
)(
ρ
(
n(b′)
)
ϕ
)
(0)ψ−β(b) db
=
∫
Symn(k)
(
ρ
(
wn(b)n(b′)
)
ϕ
)
(0)ψ
(−tr(βb))db
=ψβ(b′)
∫
Symn(k)
(
ρ
(
wn(b)
)
ϕ
)
(0)ψ
(−tr(βb))db
=ψβ(b′)Wβ
(
wn(b), s0, ϕ
)
which proves the claim.
On the other hand, the βth Fourier coefficient of Θϕ is
Θϕ,β(g)=
∫
Symn(k)\Symn(A)
( ∫
Hk\HA
θϕ
(
n(b)g,h
)
dh
)
ψ
(−tr(bβ))db
=
∫
Symn(k)\Symn(A)
( ∫
Hk\HA
∑
x∈X(k)
(
ρ
(
n(b)g
)
ϕ
)(
h−1x
)
dh
)
ψ
(−tr(bβ))db
=
∫
Symn(k)\Symn(A)
( ∫
HA
ψ
(
1
2
trb(h,h)
)(
ρ(g)ϕ
)
(h) dh
)
ψ
(−tr(bβ))db
=
∫
H
( ∫
Sym (k)\Sym (A)
ψ
(
1
2
trb
(
(h,h)− β))db)(ρ(g)ϕ)(h) dh.A n n
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Θϕ,β(g) =
∫
Ωβ(A)
(
ρ(g)ϕ
)
(h) dh.
For n(b′) ∈N and x ∈Ωβ we have
(
ρ
(
n(b′)ϕ
))
(x)=ψ
(
1
2
tr
(
b(x, x)
))
ϕ(x)=ψ(tr(bβ))ϕ(x)
which shows that θϕ,β(g) satisfies the hypotheses of above lemmas everywhere locally. Therefore
both the βth Fourier coefficients of the Eisenstein series and the theta lifting lie the same one-
dimensional space of distributions. Thus there exists a constant c(β,g) depending on β and g so
that
θϕ(g)= c(β,g)Eβ(g, s0, ϕ).
First we show that c does not depend on g. Let S be a finite set of places v such that even
and archimedean places are in S and for v /∈ S the local quadratic form is unramified, ϕv is the
characteristic function of the standard lattice in X(kv) and det(βv) is a unit in kv . Further, make
S larger so that for v /∈ S, gv ∈Kv .
For v ∈ S, choose ϕv so that supp(ϕv) ⊂ {x ∈ X(kv): dμβ is submersive at x} and
Mϕv(g

v βgv) = 0. Let gS =
∏
v∈S gv where gv ∈ GLn(kv) ↪→ G(kv). Let ϕ =
⊗
v ϕv . Then
we have
Eβ(gS, s0, ϕ)=
(∏
v∈S
χv(detgv)|detgv|s0Mϕv
(
gv βgv
))
ESβ(e, s0, ϕ)
where
ESβ(g, s,ϕ)=
∏
v /∈S
Wβ,v(g, s, ϕv).
On the other hand, we have∫
Ωβ(A)
(
ρ(gS)ϕ
)
(h) dh=Mρ(gv)ϕ(β)
∫
Ω(AS)
ϕ(h)dh.
Note that by the choice of ϕv that
Mρ(gv)ϕ(β)= χv(detgv)|detgv|s0Mϕ
(
gv βgv
)
.
This implies that
ESβ(e,0, ϕ)= c(β,g)
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Ω = {β ∈ Symn(k): detβ = 0 and 2β = (x, x) for some x ∈X(k)}.
Note that Ω is a single GLn(k) orbit in Symn(k). For a ∈ GLn(k), we have
Wβ
(
g, s0, ρ
(
m(a)
)
ϕ
)=Waβa(g, s0, ϕ)
and similarly for Θϕ,β . Therefore the constant c does not depend on β . 
We consider the degenerate Whittaker model IndGvNv (ψβv ). From [11] if detβ = 0
dim HomGv
(
Iv(s,χv), IndGvNv (ψβv )
)= 1
which gives
Proposition 13. If Iv(s,χv) is irreducible, then Iv(s,χv) is non-singular.
Let S be the set of all archimedean places and all finite places v such that D does not split
at v. If v /∈ S then Gv ∼= O(2n,2n). The reducibility points of Iv(s,χv), v /∈ S, are given in the
Proposition A.1. in [16]:
Proposition 14. The degenerate principal series Iv(s,χv) is reducible precisely for s in the
following set {
−n+ 1
2
,−n+ 3
2
, . . . , n− 3
2
, n− 1
2
}
+ 2πi
logq
· Z.
A proof of a weaker version of the proposition, which is sufficient our purposes, is given
in [29].
Note that we are interested in the convergent range, that is s0 =m−n+ 12 > n− 12 . Therefore
Corollary 15. Iv(s0, χv) is irreducible.
Recall that we have a Gv-intertwining map from S(Xv) to Iv(s0, χv), ϕ →Φ where
Φ(g, s,ϕ)= ρ(g)ϕ(0)|deta|s−s0 .
From [23], this map induces an isomorphism
SHv →Rv
where SHv = S(Xv)(Hv) be the space of Hv-co-invariants. Note that Θϕ is in this space. Since
Iv(s0, χv) is irreducible, we have
Lemma 16. The theta lift Θϕ generates Iv(s0, χv) at almost all finite prime v.
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Theorem 17 (Siegel–Weil formula).
Θϕ(g)=E(g, s0, ϕ).
Proof. We have proved that I (g,ϕ) = Θϕ(g) − c · E(g, s0, ϕ) generates Iv(s0, χ) at almost all
finite primes v. Also we have seen that I (g,ϕ) generates a singular representation. Irreducibility
of Iv(s0, χ) implies that it is non-singular. Hence we have a contradiction unless I (g,ϕ)= 0. To
find the constant c, it suffices to compare the constant terms of the theta lifting and the Eisen-
stein series with respect to the Siegel parabolic P . The constant term of the theta lifting Θϕ is
ρ(g)ϕ(0).
Θϕ,0(g)=
∫
Nk\NA
Θϕ(ng)dn
=
∫
Nk\NA
∫
Hk\HA
∑
x∈X(k)
ρ(ng)ϕ
(
h−1x
)
dhdn
=
∫
Hk\HA
∑
x∈X(k)
∫
Nk\NA
ψ
(
tr
(
b · (x, x)))ρ(g)ϕ(h−1x)dhdn
= ρ(g)ϕ(0)
since the inner integral vanishes unless (x, x) = 0, since ( , ) is anisotropic, it vanishes unless
x = 0.
The constant term of the Eisenstein series E(g, s,ϕ) has n + 1 terms. Since the Eisenstein
series is holomorphic at s0, only the first term ρ(g)ϕ(0) is non-vanishing. Therefore comparing
the constant terms we conclude that c = 1 and prove the Siegel–Weil formula. 
4. Arithmetic automorphic forms and special values
Let G=O∗(4n) and G˜=O∗(8n). G×G is embedded in G˜ as usual by
ι :
(
a b
c d
)
×
(
a′ b′
c′ d ′
)
→
⎛⎜⎝
a 0 b 0
0 a′ 0 b′
c 0 d 0
0 c′ 0 d ′
⎞⎟⎠ .
Let P˜ be the Siegel parabolic subgroup of G˜. Let α be an algebraic character on P˜ and for a
complex parameter s let χ˜s : P˜A → C× be defined by χ˜s(p)= |α(p)|s where | | is the idele norm.
This character factors over primes in the obvious way χ˜s =∏′v χ˜v,s where χ˜v,s is a continuous
unramified character of P˜v given by χ˜v,s(p)= |α(p)|sv . Choose a monomial vector εs =
⊗
v εs,v
in the induced representation
IndG˜A
P˜A
(
χ˜sδ
1
2
A
)=⊗′ IndG˜v
P˜v
(
χ˜s,vδ
1
2
v
)
v
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Es(g)=
∑
γ∈P˜k\G˜k
εs(γg).
Let f1 and f2 be cuspforms generating irreducible cuspidal representations π1 and π2. Consider
IA(εs, f1, f2)=
∫
(G×G)k\(G×G)A
Es
(
ι(g1, g2)
)
f¯1(g1)f¯2(g2) dg1 dg2.
IA is a (G × G)A-intertwining operator from ResG˜Aι(G×G)A Ind
G˜A
P˜A
(χ˜) ⊗ (π1 ⊗ π2) to the trivial
representation C of (G×G)A. By unwinding the Eisenstein series,
IA(εs, f1, f2)=
∫
(G×G)k\(G×G)A
Es
(
ι(g1, g2)
)
f¯1(g1)f¯2(g2) dg1 dg2
=
∫
(G×G)k\(G×G)A
∑
γ∈P˜k\G˜k
εs
(
γ ι(g1, g2)
)
f¯1(g1)f¯2(g2) dg1 dg2.
Let X = P˜k\G˜k/ι(G×G)k. For ξ ∈X, let Θξ = {(g1, g2) ∈ (G×G)k: P˜kξ ι(g1, g2)= P˜kξ} be
the isotropy group of P˜kξ . Thus, the integral can be written as
∑
ξ∈X
∫
Θξ \ι(G×G)A
εs
(
ξ ι(g1, g2)
)
f¯1(g1)f¯2(g2) dg1 dg2.
For negligible orbits, by cuspidality, the inner integral becomes 0. Let GΔ = ι({(g, g): g ∈Gk}).
Then, GΔ is the isotropy group of P˜k · 1. By a geometric algebra computation on orbits as in
Proposition 2.1 in [22] (see also [3]), there is a unique non-negligible (cuspidal) representative,
which by conjugation we may suppose without loss of generality to be 1. Hence,
IA(εs, f1, f2)=
∫
GΔ\ι(G×G)A
εs
(
ι(g1, g2)
)
f¯1(g1)f¯2(g2) dg1 dg2.
The following theorem is known as “Multiplicity-one criterion for Euler factorization” (Sec-
tion 1.2 in [4] and see also [21]).
Theorem 18. If for all primes v outside a finite set S we have the multiplicity-one property
dimC HomGv×Gv
(
ResG˜vGv×Gv Ind
G˜v
P˜v
(χ˜v)⊗ (π1,v ⊗ π2,v),C
)
 1
for all v /∈ S, then the integral factors over primes.
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v /∈ S of k and suppress the subscript v. By duality
HomG×G
(
ResG˜G×G Ind
G˜
P˜
(χ˜)⊗ (π1 ⊗ π2),C
)∼= HomG×G((π1 ⊗ π2),ResG˜G×G IndG˜P˜ (χ˜−1δP˜ )).
Since there is only one cuspidal orbit, to prove the multiplicity-one property it suffices to show
that
dimC HomG×G
(
π1 ⊗ π2, c − IndG×GGΔ
(
β−1
))
 1
where
β(g)= χ˜(ι(g, g))δP˜ (ι(g, g)).
By Frobenius reciprocity,
HomG×G
(
π1 ⊗ π2, c − IndG×GGΔ
(
β−1
))∼= HomG(π1 ⊗ π2, β−1).
Since π1 and π2 are irreducible,
dimC HomG
(
π1 ⊗ π2, β−1
)= {1 if π2 ∼= πˇ1,
0 otherwise.
This proves
Proposition 19. IA(εs, f1, f2) factors over primes and is non-zero only if f2 generates the con-
tragredient representation πˇ1 of the representation π1 generated by f1.
Define an involution on GA by
g = βgβ−1 where β =
(−1n 0n
0n 1n
)
and define an involution on automorphic forms by f (g) = f¯ (g). If f generates the irreducible
representation π then f  generates the contragredient representation πˇ1.
Let f1 = f and f2 = f . Let
IA
(
εs, f, f

)= λ(f )= ∏
v bad
λv(f )
∏
v good
λv(f ).
Fix a special maximal compact subgroup Kv of Gv locally everywhere and write K =∏v Kv .
We make specific choices for the Eisenstein kernel at bad primes. For archimedean v, let
εs,v(g) = (ρ(g)φ)(0) where φ(x) = e−π tr(x,x). For finite v, let εs,v ∈ IndG˜vP˜v (χ˜s,vδ
1
2
v ) such that
it is supported in P˜vξ ι(K ′v × 1) where ξ is a representative of the main orbit and K ′v is a small
enough compact open subgroup in Kv . Let {f } be an orthogonal basis for holomorphic cusp
forms of a fixed K∞-type. Then we have
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Es
(
ι(g1, g2)
)=∑
f
f (g1)f
(g2)
λ(f )
〈f,f 〉 .
Note that by choices above the pullback of Eisenstein series becomes a cuspform as a function
of both g1 and g2.
4.1. Non-vanishing of the constant λ(f )
It is necessary to show that λv(f ) = 0 for archimedean v. Fix an archimedean place v and sup-
press the subscript v. Let ξ =w−10 un(−w)w0 where w =
( 0n 1n
1n 0n
)
and un(X)=
( 1n X
0n 1n
)
. Consider
the local convolution operator
(Tf )(g2)=
∫
Gv
εs
(
ξ(g1, g2)
)
f (g1) dg1.
We have the Iwasawa decomposition G = K∞A+N where K∞ is the maximal compact,
A+ is the Levi subgroup consisting of upper triangular matrices with positive diagonal entries,
and N is the unipotent radical. Since εs and f are both right K∞-equivariant, in the integral
equivariance factors cancels each other. Therefore the integral becomes an integral on A+N and
we can assume
g1 =
(
1n X1
0n 1n
)(
Y1 0n
0n Y1∗−1
)
and g2 =
(
1n X2
0n 1n
)(
Y2 0n
0n Y2∗−1
)
.
The Fourier expansion of f (g1) is given by
f (g1)=
∑
α>0
cα(detY1)m/2 exp
(−2π 〈α,Y1Y ∗1 〉) exp(2πi〈α,X1〉).
We use the following lemma to calculate εs(ξ(g1,1)).
Lemma 21. For ϕ(x) = ϕ1(x1) ⊗ ϕ2(x2) with x = (x1, x2) ∈ Mm×2n(kv), and x1, x2 ∈
Mm×n(kv),
εs
(
ξ(g1, g2)
)= (ρ(ξ(g1, g2))ϕ)(0)= ∫
Mm×n(kv)
(g1ϕ1)(x2)(g2ϕ2)
∧(x2) d+x2
where F∧ denotes the Fourier transform and F∨ denotes the inverse Fourier transform of F .
Proof. By using the definition of the Weil representation we apply the actions of w−10 , un(−w)
and w0. ((
ξ(g1, g2)
)
ϕ
)
(0)= (ξ)(g1ϕ1 ⊗ g2ϕ2)(0)
= (w−1un(−w)w0)(g1ϕ1 ⊗ g2ϕ2)(0).0
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first calculate (w−10 un(−w)w0)(g1ϕ1 ⊗ g2ϕ2)(y) and then set y = 0.(
w−10 un(−w)w0
)
(g1ϕ1 ⊗ g2ϕ2)(y)
=
(
(g1ϕ1 ⊗ g2ϕ2)∧(y)ψ
(
−1
2
〈y,Qyw〉
))∨
=
∫
Mm×n
∫
Mm×n
(g1ϕ1)
∧(x1)(g2ϕ2)∧(x2)ψ
(
−1
2
〈x,Qxw〉
)
ψ
(−〈y,Qx〉)d+x
=
∫
Mm×n
( ∫
Mm×n
(g1ϕ1)
∧(x1)ψ
(−〈x2,Qx1〉)d+x1)(g2ϕ2)∧(x2)ψ(−〈y,Qx〉)d+x2.
Here we use the fact that 〈x,Qxw〉 = 2〈x2,Qx1〉. The inner integral gives the inverse Fourier
transform of (g1ϕ1)∧ which is (g1ϕ1). By setting y = 0, we have(
ξ(g1, g2)ϕ
)
(0)=
∫
Mm×n
(g1ϕ1)(x2)(g2ϕ2)
∧(x2) d+x2. 
Now on we set ϕ1(x)= ϕ2(x)= exp(−π〈x,Qx〉) and ψ(x)= exp(2πix).
The first term in the integral
εs
(
ξ(g1, g2)
)= ∫
Mm×n
(g1ϕ1)(x2)(g2ϕ2)
∧(x2) d+x2
is (g1ϕ1)(x2) = |detY1|m/2ϕ1(x2Y1)ψ( 12 〈x2,Qx2X1〉). The second term can be calculated as
follows:
(g2ϕ2)
∧(x2)=
(
|detY2|m/2ϕ2(x2Y2)ψ
(
1
2
〈x2,Qx2X2〉
))∧
=
∫
Mm×n
|detY2|m/2ϕ2(yY2)ψ
(
1
2
〈y,QyX2〉
)
ψ
(〈y,Qx2〉)d+y
= |detY2|m/2
∫
Mm×n
exp
(−π 〈y,Qy(Y2Y ∗2 + iX2)〉) exp(2πi〈y,Qx2〉)d+y.
To calculate the integral we use the following result:
Lemma 22. For Z =X + iY ∈Mn×n(kv)C with Z∗ = Z and X > 0,∫
Mm×n
exp
(−π〈y,QyZ〉) exp(−2πi〈y,Qx〉)d+y = (detZ)−m/2 exp(−π 〈x,QxZ−1〉).
Proof. See [13, Appendix A] and [5, Lemma XVI.2.4]. 
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(g2ϕ2)
∧(x2)=
(
detY2Y ∗2 + iX2
)−m/2
exp
(−π 〈x2,Qx2(A+ iB)〉).
Therefore, εs(ξ(g1, g2)) becomes
=
∫
Mm×n
|detY1|m/2ϕ1(x2Y1)ψ
(
1
2
〈x2,Qx2X1〉
)(
detY2Y ∗2 + iX2
)−m/2
× exp(−π 〈x2,Qx2(A+ iB)〉)d+x2
= |detY1|m/2C(Y2,X2)
∫
Mm×n
exp
(−π〈x2Y1,Qx2Y1〉) exp(−iπ〈x2,Qx2X1〉)
× exp(−π 〈x2,Qx2(A+ iB)〉)d+x2
= |detY1|m/2C(Y2,X2)
∫
Mm×n
exp
(−π 〈x2,Qx2(Y1Y ∗1 − iX1 +A+ iB)〉)d+x2
= |detY1|m/2C(Y2,X2)
(
detY1Y ∗1 − iX1 +A+ iB
)−m/2
.
Here C(Y2,X2) = (detY2)m/2(det(Y2Y ∗2 + iX2))−m/2. Now we can go back to convolution op-
erator
(Tf )(g2)=
∫
G
εs
(
ξ(g1, g2);m/2
)
fv(g1) dg1
= C(Y2,X2)
∫
A+
∫
Symn
|detY1|m/2
(
detY1Y ∗1 − iX1 +A+ iB
)−m/2
×
∑
α>0
cα(detY1)m/2 exp
(−2π 〈α,Y1Y ∗1 〉) exp(2πi〈α,X1〉)dX1 dY1.
We calculate the integral term-by-term. Fix α > 0 and compute the corresponding integral. Let
W =A+ iB and Z1 = Y1Y ∗1 − iX1. Let
Iα(W)=
∫
(detY1)m(detZ1 +W)−m/2 exp
(−2π 〈α,Y1Y ∗1 〉) exp(2πi〈α,X1〉)dZ1.
For any W0 =W ∗0 ∈Mn×n(kv), by changing X1 with X1 +W0 we have
Iα(W + iW0)= exp
(−2π〈α, iW0〉)Iα(W).
Since Iα(W) is a holomorphic function of W , it must be of the form Iα(W)=λα exp(−2π〈α,W 〉)
for some constant λα . Let β ∈ GLn(kv) such that β∗β = α. Replacing Z1 by β−1Z1β∗−1 we see
that
Iα(W)= I1n
(
βWβ∗
)= λ1n exp(−2π 〈1n,βWβ∗〉)= λ1n exp(−2π〈α,W 〉).
178 Ç. Ürtis¸ / Journal of Number Theory 125 (2007) 149–181This shows that the constants λα do not depend on α. Now we will show that λ= λ1n is non-zero
by calculating I1n(W) which can be written as a double integral:
I1n(W)=
∫
A+
∫
Symn
(detY1)m
(
detY1Y ∗1 − iX1 +A+ iB
)−m/2
exp
(−2π 〈1n,Y1Y ∗1 〉)
× exp(2πi〈1n,X1〉)(detY1)−4n+2 dX1 dY1. (2)
Change the variable X =X1 −B and get
I1n(W)= exp
(
2πi〈1n,B〉
) ∫
A+
∫
Symn
(
detY1Y ∗1 +A− iX
)−m/2
× exp(−2π 〈1n,Y1Y ∗1 〉) exp(2πi〈1n,X〉)(detY1)m−4n+2 dXdY1.
Since Y1Y ∗1 + A is a positive definite matrix there exists a positive definite matrix S such that
SS∗ = Y1Y ∗1 +A. Consider the transformation X → SXS∗, hence dX → (detS)4n−2 dX. Thus
det(Y1Y ∗1 +A− iX)= det(SS∗)det(1n − iX) and
I1n(W)= exp
(
2πi〈1n,B〉
) ∫
A+
(
detY1S−1
)m−4n+2
exp
(−2π 〈1n,Y1Y ∗1 〉)
×
∫
Symn
exp
(−2π 〈1n, SXS∗〉)(det 1n − iX)−m/2 dXdY1.
To compute the integral in X we use the Fourier transform of the following function. For s >
2n− 2, define
f (Y ) =
{
0 if Y /∈Ω,
exp(−2π〈1n,Y 〉)(detY)s−2n+1 if Y ∈Ω,
where Ω = Posn(H) is the symmetric cone. By applying the following lemma we obtain the
Fourier transform of f (Y ).
Lemma 23. [12, 5.1.6] For s ∈ Z, s > 2(n− 1) and Z ∈ Hn(F )
∫
Posn(F )
(detX)s−2n+1 exp
(
2πi〈X,Z〉)dX = (det(−iZ))−sπn(n−1)(2π)−ns n−1∏
j=0
(s − 2j).
The Fourier transform of f is
fˆ (X)= (2π)−nsΩ(s)det(1n + iX)−s
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Ω(s)= πn(n−1)
n−1∏
j=0
(s − 2j)
is the generalized gamma function attached to the cone Ω . By the Fourier inversion we have(
det(1n + iX)−s
)∧
(Y ) = (2π)nsΩ(s)−1f (Y ).
Therefore the integral in X is the Fourier transform of det(1n − iX)−m/2 evaluated at S∗S:
CΩ(n)
(
detS∗S
)m/2−2n+1
exp
(−2π 〈S∗S,1n〉)
where CΩ(n) = 2−n(2n−1)(2π)mn/2Ω(m/2)−1. Now if we go back to the double integral (2),
we get
I1n(W)= CΩ(n) exp
(
2πi〈1n,B〉
) ∫
A+
(
detY1S−1
)m−4n+2
exp
(−2π 〈1n,Y1Y ∗1 〉)
× (detS∗S)m/2−2n+1 exp(−2π 〈S∗S,1n〉)dY1
= CΩ(n) exp
(
2πi〈1n,B〉
)
exp
(−2π〈1n,A〉)
×
∫
A+
(detY1)m−4n+2 exp
(−4π 〈1n,Y1Y ∗1 〉)dY1
= CΩ(n) exp
(−2π〈1n,W 〉) ∫
A+
(detY1)m−4n+2 exp
(−4π 〈1n,Y1Y ∗1 〉)dY1.
The integral in Y1 can be computed in terms of the coordinates of Y1 = (yij ) with j  i. Since
detY1 =∏ni=1(yii)2 and 〈1n,Y1Y ∗1 〉 = Tr(Y1Y ∗1 )=∑ij |yij |2 the integral becomes
n∏
i=1
∞∫
0
y2m−8n+4ii exp
(−4πy2ii)dyii · 4∏
k=1
∏
i<j
∞∫
−∞
exp
(−4π(y(k)ij )2)dy(k)ij .
Here k = 1, . . . ,4 represents the components of a Hamilton quaternion. By using the fact∫∞
−∞ exp(−x2) dx =
√
π and the definition of the usual gamma function we have(
2−2m+6n+4π−m+4n+3/2(m− 4n+ 5/2))n.
This completes the calculation of the constant
λ1n = CΩ(n)
(
2−2m+6n+4π−m+4n+3/2(m− 4n+ 5/2))n
which is non-zero. Hence the constant λv(f ) is non-zero.
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A/k of the form
ψ(x)=
∏
v
ψv(xv)
where ψ∞(x∞) = e2πix∞ and ψv is trivial on ring of integers Ov for every nonarchimedean v.
For β ∈ Symn(k), the βth Fourier coefficient of an automorphic form f on G(A) is given by
fβ(g)=
∫
N(k)\N(A)
f
(
n(b)g
)
ψ
(−tr(bβ))dn
where dn is the additive Haar measure chosen so that N(k)\N(A) has measure is 1. When f is
holomorphic, we separate the finite part and archimedean part
fβ
(
m(a)
)= Vβ(f, a0) ·Wβ(f,a∞)
where a∞ is the archimedean part of a ∈ GL(n,A), where a0 is the nonarchimedean part of a
and where Vβ(f ) is a function of a0 only. Vβ(f ) is called the finite part of the Fourier coefficient
of f .
By using the Siegel–Weil formula, we show that the Eisenstein series has rational Fourier
coefficients (finite part). By the argument in [3] we have
Theorem 24. The space of holomorphic cuspforms for O∗(4n) of given K∞-type is spanned by
cuspforms so that the finite parts of their Fourier coefficients are Q-valued.
Theorem 25. If π is an irreducible cuspidal representation generated by f , then we have
λ(f )
〈f,f 〉 ∈ Q
where
λ(f )= λbad(f ) · L
S(s + 12 ,π ⊗ χ˜ )
dS8n(s,χ)
and dS8n(s,χ) =
∏
v /∈S d8n,v(s,χv) where
d8n,v(s,χv)=
4n∏
i=1
ζv(2s + 2i − 1)
and s =m− 2n+ 12 with m> 4n− 1.
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