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A Class of Graphs Containing the Polar Spaces 
A. BLOKHUIS, T. KLOKS AND H. WILBRINK 
We consider finite graphs with the property that there exists a constant e such that for every 
maximal clique M and vertex x not in M, x is adjacent to exactly e vertices in M. It is shown 
that these graphs have a highly geometric structure which in many ways resembles that of the 
polar spaces. 
1. INTRODUCTION 
In this paper, all graphs occurring are finite, undirected, and without loops or multiple 
edges. In [ 6], F. Zara considers graphs satisfying the following two axioms: 
(Al) there is an integer m such that every maximal clique has cardinality m; 
(A2) there is an integer e such that for every maximal clique M and every vertex x eM, 
x is adjacent to precisely e vertices of M. 
In this paper, a Zara graph is a graph satisfying (Al) and (A2). The class of Zara 
graphs includes the collinearity graphs of the (finite) polar spaces, T(2m) and Lim) 
(here e = m- 2 in both cases), McLaughlin's graph on 275 vertices and many others (see 
[ 4] for a description of these graphs). For a complete list of all known reduced Zara 
graphs see [7] (a precise definition of the term 'reduced' will be given below). Inspection 
of this list shows that all these graphs are strongly regular. It will be shown here that 
necessarily every reduced Zara graph is strongly regular. In addition to this, it will be 
shown that Zara graphs have a highly geometric structure which is very reminiscent of 
the geometry of polar spaces. For example, Zara graphs have a Buekenhout diagram (c. f. 
[4]) 
~--·~ 
The following three trivial observations are fundamental. 
(1) Let rt. T2 , ••• , r. be Zara graphs (on disjoint vertex sets) with parameters (mi. eJ, 
i = 1, 2, ... , s, such that mi- ei does not depend on i. Then the direct sum 
s 
T=E9Ti 
i=l 
is also a Zara graph (with parameters m = m1 + · · · + m. and e = e1 + m2 + · · + m.). Here, 
the direct sum graph r is the graph with vertex set 
i=l 
(graphs will be identified with their vertex sets), two vertices being adjacent in r if and 
only if they are in distinct ri or are adjacent in the same ri. 
(2) Let T be a Zara graph with parameters (m, e) and let t be some positive integer. 
Then a Zara graph tT with parameters ( tm, te) can be obtained by 'blowing up' all vertices 
with a factor t. More formally, take r x {1, ... , t} to be the vertex set of tT and call (x, i) 
and (y, j) adjacent if x = y and i >'= j, or if x and y are adjacent in r. 
(3) If r is a Zara graph with parameters (m, e) and C is a clique, then 
r(C) := {xE Fix- y, Vy E C} 
is a Zara graph with parameters ( m -I Cl, e -I Cl). 
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The third observation suggests how theorems on Zara graphs should be proved: by 
induction. The first two observations, on the other hand, show the kind of difficulties that 
can be expected. At first sight, (1) seems to give little problem: if r is a Zara graph with 
cocomponents F 1 , ••• , r. (i.e. the connected components of the complementary graph 
f), then r = EB:=I rj and clearly each rj is also a Zara graph. Thus, it suffices to consider 
Zara graphs with only one cocomponent (such a graph is called coconnected or indecompos-
able). However, in an inductive proof there seems to be no guarantee that r( C) is 
indecomposable, even if r is indecomposable. As for (2), the trouble starts right at the 
beginning. One would like to divide out a 'blowing up' factor of a graph r by considering 
the graph r* which is defined as follows. For X E r set 
r(x) := {yE Tly-x}, x_j_:={x}ur{x), 
and define an equivalence relation ""' on r by 
X""'y:~x_j_=y_j_. 
The ""'-class containing x will be denoted by x* and the set of all ""'-classes will be 
denoted by r*. The original graph r induces in a natural way a graph structure on r*. 
Suppose r is a Zara graph. The difficulty here is that it is not clear that F* is also a Zara 
graph. {The obvious sufficient condition for F* to be a Zara graph is that all ""'-classes 
have the same size.) In order to explain how these problems are solved in this paper, it 
is necessary to recall some more of the graph theoretic notions developed by D. G. 
Higman {see e.g. [3]). Let r be any graph. For a subset S c r define 
r{S) := n r{x) and 
XES 
Then s ~ s_j__j_ is a closure operator and the closed sets (i.e., the sets s for which s = s_j__j_' 
or equivalently, those of the form S = T_j_) form a lattice with respect to inclusion. The 
greatest element of this lattice is r = 0 _j_ and the least element is Rad r := r_j_, the radical 
of r. Note that Rad r is a clique. If C is a clique, then C_j__j_, the closure of C, is also a 
clique. The closed cliques are of special interest and are called singular subspaces. Suppose 
C is a clique. Then Rad r( C)= 0 (or equivalently Rad C_j_ = C), if and only if C is a 
singular subspace. (This already suggests that the singular subspaces are the right objects 
to work with.) Finally, a graph r is called reduced if r is indecomposable and r = F*. 
This is enough terminology to explain the contents of this paper. 
In Section 2 we show that Zara's axiom (Al) is more or less superfluous. The only 
reduced Zara graphs satisfying (A2) but not (Al) are the collinearity graphs of m x m' 
grids with m ¥ m'. Using elementary counting arguments, it is shown in Section 3 that 
reduced Zara graphs are strongly regular. For applications in later sections, however, 
most results are stated here for indecomposable graphs. Section 4 contains results of a 
more geometric nature. It is shown that for every maximal clique M, the sublattice of all 
singular subspaces contained in M, is semimodular. Moreover, all these sublattices turn 
out to have the same rank. Then, perhaps most important of all, it is shown that for an 
indecomposable Zara graph r the local graphs FXx), X a singular subspace, are again 
indecomposable. Using induction it is then shown in Section 5 that in an indecomposable 
Zara graph, the ""'-classes have constant cardinality so that r* is a reduced Zara graph. 
2. PRELIMINARY RESULTS 
In this section it will be shown that axiom (Al) 'almost' follows from (A2). For this, 
some lemmas are needed which are also of considerable importance for the rest of this 
paper. 
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LEMMA 2.1. Let r be a graph satisfying (A2) and let M be a maximal clique. Every 
vertex x e M is in a unique maxial clique intersecting M in e vertices. 
PROOF. Clearly, any two maximal cliques intersect in at most e vertices. This shows 
that an x e M is in at most one maximal clique intersecting M in e vertices. Extend 
(x.L 11M) u {x} to a maximal clique. 
The collection {M1 , ••• , M.} of maximal cliques which intersect a given maximal clique 
M in e vertices is called the M-decomposition of r. Note that ((x.L 11M) u {x} ).L is the 
unique maximal clique in the M -decomposition of r containing X e M. 
LEMMA 2.2. Let r be a graph satisfying (A2) and let x andy be nonadjacent vertices. 
Then x andy are in the same number of maximal cliques. In particular, if r is indecomposable, 
then every vertex is in the same number of maximal cliques. 
PROOF. The map M ~ ((x.L 11M u {x} ).Lis a bijection from the set of maximal cliques 
containing y to the set of maximal cliques containing x. 
THEOREM 2.3. Let r be an indecomposable graph satisfying (A2) withe> 0. Then either 
r satisfies (Al ), i.e. r is a Zara graph, or T* is the collinearity graph of an m X m' grid 
with m~ m'. 
PROOF. Let M and M' be distinct maximal cliques. Count pairs (x, x'), x E M\M', 
x' E M'\M, x- x', in two ways. This gives 
(IMI-IM 11 M'l)(e-IM 11 M'l) = (IM'I-IM 11 M'l)(e-IM 11 M'l). 
Hence, any two maximal cliques of different size intersect in e vertices. This, together 
with Lemma 2.1, shows that, if x andy are nonadjacent vertices and xis on a maximal 
clique of size m, then y is on at most one maximal clique of size ~ m. Therefore, by 
Lemma 2.2, if some vertex is on maximal cliques of different size, then every vertex is 
on exactly two maximal cliques, one of each size. 
REMARK. The graphs satisfying (A2) with e = 0 have the trivial structure of a disjoint 
union of cliques. 
REMARK. Note that maximal cliques in a Zara graph are regular cliques in the sense 
of Neumaier [5]. 
3. THE CoMBINATORics oF ZARA GRAPHS 
The following notation will be used. For distinct vertices x and y of a graph r define 
k(x) = IT(x)l, 
JL(X, y) = IT(x) 11 T(y)l, if x 7- y, 
A(x, y) = IT(x) 11 T(y)l, if x- y. 
In this section it will be shown that reduced Zara graphs are strongly regular, i.e., the 
numbers k(x), JL(X, y), A(x, y) do not depend on x and y. For the parameters of the 
known examples of Zara graphs see [7]. 
PROPOSITION 3.1. Let r be a Zara graph (with parameters m and e). Ifx andy are 
nonadjacent vertices, then k(x) = k(y). 
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PROOF. Let M be a maximal clique containing x and let {M~> ... , Ms} be the M-
decomposition of r withy E Ml' say. Take y' E Ml \M. For i = 2, ... ' s, T(y') n M n M; = 
M 1 nM; so that I(T(y')nM;)\MI=e-IM1 nMJ Hence, by Lemma 2.1 
s 
k(y')=m-1+ I (e-IMtnM;I}. 
i=2 
This shows that all vertices in M 1\M have the same valency k(y). By symmetry, all 
vertices in M\M1 have the same valency k(x). Count pairs (x', M;), x' E (M n M;)\M;, 
i;;?; 2, in two ways. This gives 
(m-e)k(x)-(m-1) £ (e-IMinM;I). 
m-e i=2 
Hence, k(x) = k(y) by(*). 
CoROLLARY 3.2. An indecomposable Zara graph is regular. 
PROPOSITION 3.3. Let r be an indecomposable Zara graph. There exists a constant f.t 
such that f.t ( x, y) = f.t for all x, y E r, x -1- y. 
PROOF. Since r is coconnected, it suffices to show that J.t(x, y 1) = J.t(X, h) for each 
triple x, y1 , y2 with x -1- y 1 and x -1- y2 • 
Case a: y1 - h· Let M 1 be a maximal clique containing y1 and J2, and let M be the 
maximal clique containing x and intersecting M 1 in e vertices. Let {M1 , ••• , Ms} be the 
M -decomposition of r. Then 
J.t(X, y;) = e+ I (e -IMI n Mkl), i= 1, 2. 
k 
Hence, J.t(X, Y1) = J.t(X, Y2). 
Case b: Yt -1- Y2. If there is a z E r such that z -1- X, z- Yt' z- Y2, then }.t(X, Yt) = J.t(X, z) = 
J.t(X, y2) by Case a. Assume therefore that yt n yt c x_j_. Then in fact x_j_ n yt = x_j_ n yt so 
that again J.t(X,y1) = lx_j_nytl =lx_j_nytl = J.t(x,y2). To see this, let zEx_j_nyi. Let M be 
a maximal clique containing z and y2 • Then yt n M c yt n yt n M c x_j_ n M so yt n M = 
x_j_ n M 3 z. Therefore, z E x_j_ n yt and it follows that x_j_ n yi c x_j_ n yt. The opposite 
inclusion follows by symmetry. 
It remains to show that for reduced Zara graphs, A(x, y) is also constant. Of course, 
for nonreduced Zara graphs one cannot expect this to be true. All one can hope for is 
that in an indecomposable Zara graph, A (x, y) is constant for adjacent but not =-equivalent 
vertices x and y. In the proof of this result, the following lemma will be used. 
LEMMA 3.4. Suppose the edges of the complete graph K" are coloured with k colours in 
such a way that 
( 1) in each triangle at most two colours occur, 
(2) for each colour, the induced subgraph on K" is connected. 
Then k is at most 2. 
PROOF. Let K" be a minimal counterexample. From (b) it follows that: 
( *) every vertex is in at least one edge of each colour. 
Fix a vertex oo of K". The coloured graph on Kn-l := Kn \{oo} satisfies (1). If it also satisfies 
(2), then at most two colours occur in Kn-l, white and blue say. From ( *) it then follows 
that all edges containing oo are colored red, contradicting ( *). Hence, K" _1 is disconnected 
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for some colour, red say. Let Rand R' be two disinct red components of Kn-I· Let {x, y} 
be a red edge in Rand let x' E R'. By (1), {x, x'} and {y, x'} have the same colour. Hence, 
all edges {x, x'}, x E R, x' E R', have the same colour. Suppose the edge {oo, x} is white. 
Let R be the red component containing x, and let R' be another red component. Since 
Kn is connected for the colour red, there exists x' E R' such that {oo. x'} is red. By (1 ), 
{x, x'} must be white. This shows that for any two distinct red components Rand R', the 
edges {oo, y}, y E R u R', are either red or have the same colour as the edges {x, x'}, x E R, 
x' E R'. Since oo is in at least one white and one blue edge, this is a contradiction. 
PROPOSITION 3.5. Let r be an indecomposable Zara graph. There exists a constant A 
such that A (X, y) = A for all X, y E r, X - y, X 'I" y. 
PRoOF. Colour the edges and coedges of r* as follows. All coedges get the same 
colour oo. The edge {x*, y*} of r* gets the colour A (x, y ). It suffices to prove the conditions 
(1) and (2) of the previous lemma for this colouring. 
Ad (1): Let x*, y*, z* be three distinct points of r*. There are two nontrivial cases to 
consider: 
(a) y*- x*- z* andy* 7- z*. 
Here Proposition 3.1, applied to the Zara graph r(x), yields A(x, y) = A(x, z). 
(b) x*- y*- z*- x*. 
If there is a u E r adjacent to precisely one of X, y, z, to X say, then A(x, y) = A(x, u) = 
A ( x, z) by (a). Assume therefore that every u E r is adjacent to 0, 2 or 3 vertices in { x, y, z}. 
Then, writing A(x, y, z) for the number of vertices adjacent to x, y and z, 
k(x) =A (x, y) +A (x, z)- A (x, y, z ), 
k(y) = A(y, z) + A(y, x)- A(x, y, z), 
k(z) = A(z, x)+ A(z, y)- A(x, y, z). 
Since k(x)=k(y)=k(z), it follows that A(x,y)=A(y,z)=A(z,x). 
Ad (2): Suppose on the contrary that there is a connected component .1 * ¥ r* for colour 
c. Then 1.1 *I> 1, and certainly c ¥ oo since r, and therefore also r* is coconnected. If 
x*e.1*, then by the 'isosceles' property (1), all edges {x*,y*}, y*E.1*, have th~ same 
colour. In particular, a point not in .1 * is either adjacent to all points in .1 *, or is 
nonadjacent to all points in .1 *. Let A*, respectively N*, be the set of points adjacent, 
respectively nonadjacent, to all of .1 *. Observe that, 
N* ¥ 0 (this follows from the fact that r* is coconnected), 
A* ¥ 0 (otherwise r*, and therefore also r, is not connected. This implies that e = 0. 
Then r* is a coclique, contradicting c ¥ oo.), 
.1 * is not a clique (otherwise xu= y*J., x*, y* E .1 *,but 1.1 *I> 1 ). This shows that there 
exist n*EN*, a*EA*, and x*, y*, z*E.1* such that x*-y*-z*, x*-r-z*. Let M be a 
maximal clique in r containing y, z and a. Then n e M (since n 7- y, z) and x e M (since 
x 7- z). Therefore, n is adjacent toe vertices b of M with b* E A*. Hence xis also adjacent 
to these e vertices, but also to y E M. This is a contradiction. 
THEOREM A. A reduced Zara graph is strongly regular. 
4. THE GEOMETRY OF ZARA GRAPHS 
In this section we shall prove that, if X is a singular subspace of a Zara graph r, then 
the sublattice of all singular subs paces contained in X is a geometric lattice. In addition, 
if r is indecomposable then so is r(X). 
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In the sequel the following notation will be used. For a graph r, the set of singular 
subspaces will be denotated by Y. If X E Y, then Y(X) denotes the set of singular 
subspaces contained in X. We start with a lemma that gives a more geometric characteriz-
ation of the singular subspaces. 
LEMMA 4.1. Let r be a graph. A clique X is a singular subspace if and only if X is the 
intersection of maximal cliques. 
PROOF. Let X be any clique. Suppose X E Y, i.e., X= x_j__j_. Then X is the intersection 
of all maxial cliques containing X. To see this, suppose x E M for every maximal clique 
M :::::>X. Then X E y.L for every y E x.L (extend Xu {y} to a maximal clique), i.e. X E x_j__j_ = 
X. 
Conversely, suppose X= nj Mj where {MJj is a collection of maximal cliques. Let 
x E X_j__j_ and suppose M is a maximal clique containing X. Then M c X.L and therefore 
X E x_j__j_ c M.L = M. In particular X E Mj for all i. This shows that x_j__j_ c X. Since s c s_j__j_ 
for every subset s of r, it follows that x_j__j_ =X. 
Thus, if Z E [I and X, Y E Y(Z), then the greatest lower bound of X and Y in the 
sublattice (Y(Z), c) is just X 11 Y. The least upper bound of X and Y is the intersection 
of all maximal cliques containing X and Y, and will be denoted by X+ Y. The least 
element of (Y(Z), c) is Rad r. The atoms of (Y(Z), c) are the sets x.LL, x E Z. If r is 
a Zara graph with Rad r = 0, then the atoms coincide with the ""-classes. The proof of 
this fact is based on the following lemma. 
LEMMA 4.2. Let r be a Zara graph. If x.L c y.L, then x.L = y.L or y E Rad r (x, y E r). 
PROOF. Suppose x.L c y.L and y e Rad r. There exists z E r\y.L. Then X 7- z 7- y so by 
Proposition 3.1, k(x) = k(z) = k(y), hence x.L = y.L. 
PROPOSITION 4.3. Let r be a Zara graph with Rad r = 0. Then x_j__j_ = x* for all X E r. 
PROOF. Let X E r. Clearly x* c x_j__j_ (this holds in any graph). Conversely, if y E x_j__j_, 
then x.L c y.L. Therefore x.L = y.L by the previous lemma. 
A lattice (2, c) is called a geometric lattice if it has finite rank, every element is the 
join of atoms, and if it is semimodular (c.f. [1], [6]), i.e. if 
X>X11Y~X+Y>Y 
for all X, Y E 2 (here S> T means that S covers T: S :::::> T and if S :::::> U :::::> T, then S = U 
or U = T). The first two conditions for a lattice to be geometric are trivially satisfied 
by the lattices (Y(Z), c). The semimodularity is the content of the following proposition. 
PROPOSITION4.4. LetrbeaZaragraph and letZ E Y. Then (Y(Z), c) isasemimodular 
lattice. 
PROOF. Let X, Y E Y(Z) such that X 11 Y <X. Let z E (X+ Y)\ Y and let M be a 
maximal clique containing z and Y. By Lemma 4.1., it suffices to show that X+ Y c M. 
Take x E X\(X 11 Y). Then x.L 11 Y.L c z.L 11 Y.L as will be shown. Let u E x.L 11 Y.L. Extend 
{u, x}u Y to a maximal clique M'. Then X c M' (since X 11 Y <X), and therefore also 
X+ Y c M'. Now u and z are both in M' so that u E z.L. This proves that x.L 11 Y.L c z.L 11 
Y.L. Apply Lemma 4.2 to the Zara graph Y.L. This gives x.L 11 Y.L = z.L 11 Y.L since z e Y = 
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Rad ( Y.L). Since M c. z.L n Y.L, it follows that M c. x.L. Hence x EM and therefore 
X+Yc.M. 
COROLLARY 4.5. Let r be a Zara graph and let z E Y. Then (Y(Z), c.) is a geometric 
lattice. 
Let r be a Zara graph. The rank of X E Y is the rank of the lattice (Y(X), c) and 
will be denoted by rk(X). Thus, rk(Rad T) = 0 and rk(X) = rk( Y) + 1 whenever X> Y. 
By the semimodularity, rk(X) + rk( Y) ~ rk(X + Y) + rk(X n Y) for X, Y E Y(Z). If M 
and M' are two maximal cliques intersecting in e vertices, then clearly rk(M) = 
rk(M n M') + 1 = rk(M'). Therefore the following proposition shows that all maximal 
cliques have the same rank. 
PROPOSITION 4.6. Let r be a Zara graph. The graph on the set of maximal cliques 
defined by M- M' if and only if M and M' intersect in e vertices, is connected. 
PROOF. Let M and M' be two maximal cliques. Use downward induction on IM n M'l 
to construct a path from M to M'. If IM n M'l = e, there is nothing to prove, so assume 
I M n M'l < e. Take x E M'\M and let M 1 be the maximal clique in the M -decomposition 
of r containing x. Then M 1 ,eM', M 1 - M and IM1 n M'l > IM n M'l, so there is a path 
from M 1 to M' by the induction hypothesis. 
CoROLLARY 4.7. All maximal cliques in a Zara graph have the same rank. 
The rank of a Zara graph r is the rank of the maximal cliques of r. 
REMARK 4.8. Let r be a Zara graph and suppose for convenience that Rad r = 0. If 
r has rank 1, then maximal cliques cannot intersect since e = 0 and therefore r is the 
disjoint union of cliques. If r has rank 2, then maximal cliques are either disjoint or 
intersect in e vertices. The rank 1 singular subs paces x*, x E r, all have cardinality e. 
hence, T* is a Zara graph with e = 1, i.e. a generalized quadrangle. This and Corollaries 
4.5 and 4.7 show that a rank r Zara graph has the Buekenhout diagram 
o--l:-o--J:.-o .. -~ 
2 3 r-2 r-1 r 
where node i corresponds to the singular subspaces of rank i. 
The last missing ingredient is the fact that in an indecomposable Zara graph r, for 
every X E Y, the Zara graph T(X) is again indecomposable. The following two lemmas 
pave the way for this result. 
LEMMA 4.9. Let r be an indecomposable Zara graph. If x andy are adjacent vertices, 
then there is a Z E T such that X -f- Z -f- y. 
PROOF. If x = y, then any vertex z which is nonadjacent to x will also be nonadjacent 
to y (and clearly such z exists). By Corollary 3.2 and Proposition 3.5, 
is independent of the choice for u and v, u- v, u ~ v. Since r is indecomposable, it is 
possible to choose u and v in such a way that I(T\u.L) n (T\v.L)I > 0. 
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LEMMA 4.10. Let r be an indecomposable Zara graph and let x, y, z be three mutually 
adjacent but not ===-equivalent vertices. If y and z are in different cocomponents of T(x*), 
then x and z are in different cocomponents of T(y*). 
PROOF. The result follows from the equivalence of the following four statements: 
(a) y and z are in different cocomponents of r(x*); 
(b) x_j_cy_j_uz_j_; 
(c) y_j_cx_j_uz_j_; 
(d) x and z are in different cocomponents of T(y*). 
Clearly, (a) implies (b). To prove the converse, suppose that y and z are in the same 
cocomponent ..::1 of r(x*). By Lemma 4.9 applied to ..::1, there is au E ..::1 such that y 7- u 7- z, 
i.e. u E x_j_\(y_j_ u z_j_). 
The equivalence of (c) and (d) is the same as the equivalence of (a) and (b). It remains 
to show that (b) and (c) are equivalent. Set 
A1(x) = lx_j_\(y_j_u z_j_)i, A1(y) = jy_j_\(x_j_ u z_j_)j, A(x, y, z) = jr(x) n r(y) n r(z)j. 
Then, 
k(x) = A1(x) + A(x, y) + A(x, z)- A (x, y, z), 
k(y) = A1 (y) +A (y, x) +A (y, z)- A (x, y, z ). 
By Corollary 3.2 and Proposition 3.5 it follows that A1(x)=A 1(y). Therefore A1(x)=O if 
and only if A1(y) == 0. 
Triples {x, y, z} as in Lemma 4.10 will be called trios. Note that the Lemma says that the 
order of x, y, z is irrelevant. 
PROPOSITION 4.11. Let r be an indecomposable Zara graph. Then r(x*) is indecompos-
able for every X E T. 
PROOF. It suffices to show that trios do not exist. Suppose {x, y, z} is a trio. Set 
C = r(x) n r(y) n r(z), 
and define Ay and Az similarly. 
y 
0 
Observe that 
N ;6 0 (Lemma 4.9), 
Ax u Ay u Az ;6 0 (otherwise x """y""" z""" x ), 
n 7- a for all n EN, a E Ax.u Ay u Az (if a E Ax, then {a, y, z} is a trio for x and a are 
in the same cocomponent of T(y*) and therefore a and z are in different cocomponents 
of r(y*)). 
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Take n EN, a E Ax. Since r(a) n C c r(a) n r(x)\{y, z}, it follows that IF( a) n Cl ~ 
IL - 2. Since r( a) n r( n) c r( a) n C, it follows that I r( a) n Cl ~ IL, a contradiction. 
CoROLLARY 4.12. Let r be an indecomposable Zara graph. Then r(X) is indecomposable 
for every X E Y. 
PROOF. Use induction on rk(X). 
5. REGULARITY PROPERTIES OF ZARA GRAPHS 
It is now no longer difficult to show that for an indecomposable Zara graph, the 
""-classes x* all have the same cardinality. In fact, one can show every kind of regularity 
that can be expected. For this the following connectivity result will be useful. 
LEMMA 5.1. Let r be an indecomposable Zara graph. For each i> 1, the graph with as 
vertices the singular subspaces of rank i and adjacency defined by 
X- Y:¢:}X n Y~ 0, 
is connected. 
PROOF. If the rank of r is less than 2, then there is nothing to prove. Assume the 
rank of r is at least 2. Then r is connected. Let X and Y be singular subspaces of rank 
i > 1. Replace every edge in a path (in r) connecting an x E X with a y E Y by a singular 
subspace of rank i containing that edge (by Corollary 4.5, this can be done). 
PROPOSITION 5.2. Let r be an indecomposable Zara graph of rank r. There exist constants 
R 0 > R 1 > · · · > R, = 1, such that each singular subspace of rank i is contained in R; maximal 
diques. 
PRooF. Induction on i. For i = 0 there is nothing to prove, and for i = 1 the result 
follows from Lemma 2.2. Suppose i > 1 and let X and Y be singular subs paces of rank 
i. By the foregoing lemma it is enough to show that X and Yare in equally many maximal 
cliques if X n Y ~ 0. Since F(X n Y) is indecomposable, this case follows immediately 
by induction on the rank of r. 
PROPOSITION 5.3. Let r be an indecomposable Zara graph of rank r. There are constants 
0 = K 0 < K 1 < · · · < K, = m such that lXI = K; for every singular subspace of rank i. 
PROOF. Induction on r. If r = 1 or r = 2, this is trivial (see Remark 4.8). Assume r > 2. 
If X and Y are singular subspaces of rank i ~ 2 such that X n Y ~ 0, then lXI =I Yl by 
the induction hypothesis applied to F(X n Y). Hence, by Lemma 5.1, there exist constants 
K2 , ••• , K, such that lXI = K; for every singular subspace of rank i ~ 2. It remains to 
show that all rank 1 singular subspaces, i.e. all x*, have the same cardinality. Let x E r 
and put s = lx*l. The number of rank 2 singular subspaces containing x* equals (k-
(s -1))/(K2 - s), where k is the valency of r. Count pairs (L, M), x* c Lc M, rk(L) = 2, 
rk(M) = r. This gives 
k-s+1 K -s ---·Rz=R~·-'-. K2 -s K2-s 
Hence, s = (R!Kr- Rz(k+ 1))/(Rl- Rz), independent of X E r. 
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CoROLLARY 5.4. Let r be an indecomposable Zara graph. Then the geometric lattices 
(9'(X), c), X E 9', are perfect matroid designs (cf. [6]). 
REMARK. There are only a few families of perfect matroid designs (pmd's) known. 
The known classes of Zara graphs lead to the following pmd's: projective spaces, affine 
spaces and trivial designs. 
The main results of the last two sections are summarized in the following theorem. 
THEOREM B. Let r be an indecomposable Zara graph. There exists r E N u { 0} (the rank 
of r) and a rank function rk: 9' ~ N u {0} such that 
(a) for every X E 9', (9'(X), c) is a geometric lattice of rank rk(X), 
(b) rk(M) = r for every maximal clique M. 
Moreover, 
(c) If X E 9' and rk(X) = i, then r(X) is an indecomposable Zara graph of rank r- i, 
(d) there exist constants R0 >R1 >· · ·>R,=l and O=K0 <K1 <· · ·<K, such that if 
X E 9' and rk(X) = i, then lXI = K; and X is contained in R; maximal cliques. In particular, 
lx*l = Ki for every X E r, so that r* is a reduced Zara graph. 
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