This report presents a method for finding parameters of connectionist models that allows the behavior of the model to be fit as closely as possible to empirical data regarding the behavior of human subjects in psychological experiments. The method is based on minimization of a cost function that expresses how different the statistics describing behavior of the model are from the statistics of the subjects' performance in the experiment. An optimization algorithm is used to find the values of the parameters for which the value of the cost function is the smallest. The cost function also indicates whether the model's statistics are significantly different from those obtained in the experiment. In some cases, the method can find the required parameters automatically. In other cases it may help in and accelerate the process of manual parameterization. The
Introduction
Connectionist models are abstract models of how information processing occurs in the brain during performance of psychological tasks (Rumelhart, McClelland & the PDP Research Group, 1986) . In these models, task performance is simulated as the flow of activity between sets of processing units that comprise processing pathways.
Connectionist models have been successfully used to explain a variety of effects observed in psychological experiments (e.g. Rumelhart, McClelland & the PDP Research Group, 1986; Cohen et al., 1990; Cohen et al., 1992; Spencer & Coles, 1999; Usher & McClelland, 2001; Yeung et al. 2002; Holroyd and Coles, 2002) . Furthermore, they provide a natural bridge between theories about cognitive processes and their implementation in the brain.
An example of a very simple connectionist network is shown in Figure 1 . It is a model of the behavior of subjects in a two-choice experiment (e.g. subjects have to indicate whether a letter on the screen is A or B by pressing a corresponding button; simplified from Usher & McClelland, 2001) . In psychological experiments, subjects repeat the task a large number of times, and various statistics can be computed describing subjects' performance, e.g. error rate, mean reaction time for correct and error trials, standard deviation of the reaction times, etc.. Similarly, the connectionist model of a task can be executed many times, and the same statistics can be calculated for the model. Such a repeated execution of the model in order to evaluate the statistic will be termed "run of required behavior of the model. This parameterization of the model is usually done manually (i.e. researchers execute models with different sets of parameters and search for the set resulting in the closest match), and may be extremely time consuming. This may be due, in part, to the computational demands of wide-scale automated parameter search procedures for models that are, themselves, computationally demanding.
With continued improvements in computational power, some have begun to use automated procedures for parameterization of connectionist models. As yet, however, these have not typically been reported (to our knowledge, there are no published reports on universal tools for parameterization of connectionist models). Furthermore, these procedures may not be optimal; they may also be designed for a particular model and may not easily generalize to work for other models.
For example, Usher & McClelland (2001) automated parameterization of their twochoice model. However, the optimization algorithm they used was based on random search. Hence, although it was appropriate for the simple two-choice model, it is likely to be too slow for larger models (i.e. models of more complex tasks with larger number of parameters). Furthermore, the cost function they minimized was chosen arbitrarily for their model, thus may not generalize to other models. Ratcliff et al. (1999) automated parameterization of their diffusion model of two-choice tasks. They used the Simplex optimization algorithm (Nedler & Mead, 1965 ) -a type of algorithm that we have also found to be useful for parameterization of connectionist models. Ratcliff et al. (1999) found that automatic parameterization was very useful: "… it was only when the parameter space could be automatically searched […] allowed the model to fit the different patterns of error reaction times" (Ratcliff et al., 1999, p. 268 ).
This gives hope that automatic parameterization procedures would similarly allow the finding of closer fits of other psychological models to experimental data.
Although there are well-described methods for optimizing certain parameters of connectionist networks (such as the back-propagation algorithm for setting connection strengths -e.g. Rumerhalt et al., 1986) , setting parameters for other parts of the model is more challenging for several reasons. First, the analytic expressions describing how the model' s statistics depend on the parameters are not fully described, and can be very complex (Brown & Holmes, 2001) . For example, while back-propagation can be used to find connection weights that minimize error, it has not been specified how to do so for a particular mean or distribution of reaction times.
Furthermore, connectionist models often incorporate noise, so that the statistics calculated during two different runs of the model with the same set of parameters differ from each other. This demands the model be run multiple times for each set of parameters to be tested, as well as methods of comparing the statistics generated by one run with another.
This report describes an algorithm for parameterization of connectionist models that seeks to address the challenges outlined above. It can be used for any connectionist model implemented as a computer program. In some cases, the algorithm can find the required parameters automatically. In other cases it may help in and accelerate the process of manual parameterization. The algorithm employs a statistically motivated cost function, which indicates whether the model' s statistics are significantly different from those obtained in the empirical experiment.
The algorithm has been implemented in Matlab and is free for download at:
http://www.math.princeton.edu/~rbogacz/autofit. It requires a user only to write a short Matlab script that executes the model and returns a vector containing the model' s statistics as outputs.
The algorithm is described in Section 2. Section 3 demonstrates how the method performs in the parameterization of a sample connectionist model. Section 4 discusses various issues related to the usage of the method. A brief user' s manual for the program implementing the algorithm is contained in the Appendix.
Parameterization algorithm
The process of parameterization of connectionist models described in this report is based on minimization of a cost function that is sensitive to differences between the statistics describing the behavior of the model and those derived from empirical data concerning human subject performance. An optimization algorithm is used to find the values of the model parameters for which the value of the cost function is least. Here we describe the parameterization algorithm. Section 2.1 describes how units of time in the model are converted to the time units of the experiment, which must be done before the cost function can be defined. Section 2.2 introduces a general form of the cost function. Section 2.3 describes the motivation for our choice of a particular optimization algorithm, and Section 2.4 details the parameterization procedure.
Matching time units of model and experiment
Statistics describing the reaction time of the model are expressed in time units of the model (e.g. number of iterations of updating units' activations required for a decision unit to cross a given threshold), while in the experiment they are expressed in milliseconds. In some models the relation between model time and real time is an explicit assumption of the model (e.g. it is assumed that one step of the model corresponds to 50 ms; Anderson, 1993) . However, in the majority of connectionist models such explicit assumptions are not made, and the reaction time statistics must be converted from model time units to milliseconds. Such conversion must be performed after each run of the model (i.e.
repeated execution of the model in order to compute statistics) before the cost function may be evaluated, because the cost function includes terms expressing the difference between reaction times of the model and the experiment. In order to do so, they need to be in the same units. This conversion is described below. 
In Equation 2, the same conversion factor a is used as in Equation 1 Considering fits of the model to experimental data more generally, each statistic can be assigned to one of three types: 1. those that do not require the change of units described in this Section (e.g. error rates), 2. those being fit by regression with intercept (e.g. , n i denotes the normalization factor for statistic i. It must be introduced to ensure that each statistic contributes equally to the cost function, because different statistics may have values with different orders of magnitude (e.g. error rate may be equal to 0.1 and reaction time to 400). A natural choice for the normalization factor is n i = e i , and such factors were used in the initial simulations described in the following Section 2.3. However, we found that a somewhat different set of values is superior, as described in Section 2.4.
Cost function

Optimization algorithm
We compared a number of different optimization algorithms in simulations. Specifically, we used them to parameterize the simple two-choice model shown in Figure 1 . The best performance was achieved by an algorithm called Subplex (Rowan, 1990) .
Subplex is a modification of the simplex algorithm (Nedler & Mead, 1965) . Subplex is specifically designed to minimize noisy functions, i.e. functions that may have different values when called two times with the same arguments. Hence the choice we made is well suited to connectionist models, as many connectionist models incorporate noise into processing.
In the Simplex algorithm, a simplex in n-dimensional parameter space is a set of n+1 points that bound part of the space. For example on a plane (i.e. 2-dimensional space), a simplex is a triangle. The simplex defines the region in which the algorithm looks for the minimum of the cost function. The Simplex algorithm starts by defining a simplex in the parameter space of a given size centered in a given point (i.e. the starting point of optimization). It evaluates the cost function in every point of the simplex (by running the model). Then in the following steps, the set of parameters (i.e. a point of the simplex) which results in the highest value of the cost function is replaced by a new set of parameters and cost function for it is evaluated (for details see Nedler & Mead, 1965) .
The Subplex method (Rowan, 1990 ) is a generalization of the Simplex algorithm. It works by decomposing high-dimensioned problems into low-dimensioned sub-spaces which are easily handled by Simplex method (for details see Rowan, 1990 ).
In the remainder of this Section, the comparison of the performance of different optimization algorithms in parameterization of connectionist models is described, which motivated our choice of Subplex as our optimization algorithm. However, for readers not interested in this comparison, the rest of this Section may be skipped without loss in understanding of our parameterization procedure.
An important constraint for the optimization algorithm is that it must be fast, i.e. find the minimum of the cost function with as few runs of the model (i.e. sampling the parameter space) as possible. This feature is critical as one run of a complex connectionist model may take a significant period of time. Therefore, we did not test optimization algorithms that involve extensive random search such as genetic algorithms and simulated annealing.
The optimization algorithms were tested on parameterization of the two-choice model shown in Figure 1 . We wanted the model to produce the following values of the statistics we chose arbitrarily: error rate = 20%, mean reaction time = 10 model units of time, standard deviation of reaction time = 2 model units of time. We specified the statistics concerning time in model units for simplicity, so the conversion of units described in Section 2.1 did not need to be performed for the immediate purposes.
We fixed the threshold parameter (see legend of Figure We tested three algorithms implemented in Matlab that are specifically designed to deal with noisy functions: Subplex (Rowan, 1990) , implicit filtering (Kelley, 1999 ) and implementation of Simplex by Hooke-Jeeves (Kelley, 1999) . Their performance is compared in Figure 2 -the best performance we observed was achieved by Subplex. We did not test all possible optimization algorithms, so it is possible that some other algorithms are more suitable for parameterization of connectionist models. We chose Subplex for further examination, because its performance was the best among the algorithms we tested.
We also assessed the impact of the choice of the optimization starting point. We 
Parameterization procedure
This section describes in detail the parameterization procedure implemented in our tool.
Each optimization session consists of three phases: finding a starting point of optimization, optimizing model parameters, and tuning the parameters.
Finding a starting point of optimization
The starting point of optimization may be either specified by the user or found during random search. In the second case, the user specifies the number of search iterations S, and values p i for each parameter i which define the range of search. Namely, the model is run S times for S sets of parameters generated randomly such that each parameter i is chosen as a random number from range [0, 2p i ]. The set of parameters which resulted in the lowest value of the cost function is taken as the starting point of optimization.
During evaluations of the cost function the normalization factors of Equation 6 are different from n i = e i . If a simple normalization n i = e i were used, then statistics that had values very close to zero (e.g. an error rate for a given condition may be smaller than 1%), could contribute to the cost function much more than others, because for them the denominator of Equation 6 would be very close to 0. To avoid this problem, during this phase, the normalization factors n i of the cost functions are taken in the following way.
For each type j of the statistics (defined in the last paragraph of Section 2.1) the average value E j of the empirical statistics e i belonging to that type is calculated, i.e. E j = mean {e i : c i = j}. That is, the normalization factor for a given statistic is taken as the average goal statistics for its type, i.e. n i = i c E . This choice was motivated by the fact that the statistics belonging to the same type usually have values relatively close to one another.
Optimization of parameters
Subplex searches for the set of parameters minimizing the cost function. The set of parameters found in the previous phase is taken as a starting point for Subplex. The initial size of the simplex in dimension i in the parameter space is taken as 30% of p i (we found empirically that this value resulted in the highest performance of Subplex during parameterization of the model shown in Figure 1) . The number of model runs executed by Subplex is specified by the user. The same normalization factors of the cost function are used as in phase 1.
Tuning of parameters
In the second phase, the optimization algorithm may find a set of parameters resulting in a quite close match between the statistics of the model and of the experiment. However, typically, these parameters can be further tuned which is attempted in phase 3.
Some statistics of the model may differ substantially from run to run with the same parameters, while other statistics may be more stable, i.e. have very similar values for different runs of the model with the same parameters. It may prove impractical to further optimize parameters to fit statistics which differ substantially from run to run with the same parameters, so it is better to focus on fitting the more stable statistics. Such This Section has described a single session of parameterization. Since the optimization process may find only a local minimum of the cost function, the optimization sessions may be repeated. The number of such repetitions is also specified by the user.
Case study
To verify how our parameterization procedure performs on more complex models, it has been used to parameterize a connectionist model of the Eriksen flankers task (Eriksen & Eriksen, 1974) .
In one version of the Eriksen task, subjects are presented with one of the following visual stimuli: "<<<<<", ">>>>>", "<<><<", ">><>>", and have to indicate the direction of the middle arrow by pressing the left or the right button. Stimuli in which the direction of the middle arrow is the same as the "flanker" arrows are called compatible, and the other are called incompatible. Cohen et al. (1992) proposed a connectionist model that simulated many of the behavioral effects observed in this experiment. Recently, Yeung et al. (2002) conducted an empirical study using this task. We tried to fit the model to the values of the statistics describing the mean performance of subjects in that experiment using the procedures described above.
The architecture of the version of the Eriksen task model we used is shown in Figure 3 (simplified slightly from Cohen et al., 1992) The value of the cost function for the best solution found by the parameterization algorithm was equal to 27.6. The values of the individual statistics are also compared in Table 1 .
Discussion
This report describes an algorithm for parameterization of connectionist models and an example of its application to a particular model. The method can be used for parameterization of any connectionist model implemented as a computer program. The optimization procedure uses a statistically motivated cost function which indicates whether the statistics of the model differ significantly from those obtained in the experiment.
Since the algorithm may find a local minimum of the cost function, it is important to perform a suitable number of optimization sessions. For example, in the simulations described in Section 3, the parameterization procedure found sets of parameters resulting in a low value of the cost function in only about 10% of the sessions.
We have noticed that the quality of the solution found by the algorithm strongly depends on the initial range of parameters p i from which starting points of optimization are taken.
If the method cannot find good solutions, it may mean that it is searching in the wrong part of the parameter space and getting stuck in local minima. Therefore, in such situations, it may be sometimes worthy to try to run the model with different parameters, When a run of a connectionist model takes a long time, then it may take many days for our algorithm to parameterize the model. In this case it is worth trying to speed the computer program implementing the model (e.g. if the model is implemented in Matlab, it could be translated into C). In order to find an approximation of parameters, one can modify the way the model is executed such that it reduces the execution time. For example, one can try to decrease the number of model executions in one run, or if the model is described by continuous differential equations, one can also try to make its discrete approximation coarser. Although this may reduce the precision of the estimate of the model' s statistics, or make them noisier, the result may provide useful guidance in the choice of a starting point for optimization of the full but slowly executing model.
The cost function used in the algorithm has statistical meaning, and one may be tempted to use it to compare different models. For example, if two models of a given task are compared, and the parameters of the first model result in a lower value of the cost function than the second, one could claim that the first model fits the data better than the second. However, it should be remembered that the value of the cost function depends on the number of simulated trials in a run, because the number of trials influences the normalization factors n i of the cost function. Namely, n i are equal to the standard deviations of the statistics across trials for a given set of parameters, and the more simulated trials, the more similar are the values of statistics across trials. Hence, if the cost function is used to compare the models, it must be insured that the models were executed with the same number of simulated trials per run.
Finally, in the simulations described in Section 3 we fit the model to mean experimental statistics averaged across subjects. But one could also use the algorithm to fit the model to behavior of each of the subjects, and then explore individual differences between subjects using the model. Of course, these methods can be also used to fit neurophysiological statistics such as the amplitude or latency of ERPs or hemodynamic response measurements (such as fMRI).
Appendix. User manual
The parameterization algorithm has been implemented in Matlab and can be downloaded 
The usage of fitparam function
The function has the following format:
function [bestpar, bestval, bestat, step, delay, p] = fitparam (model, startpar, goalstat, typestat, randiter, optiter, tuneiter, nosession, statweight, parange) The following inputs must be specified: Since the optimization may take long time, at the end of every session the outputs are written to a Matlab data file: bestmy.mat.
Example of usage
The package downloadable includes a function " twodecision" which implements a simplified version of the model from Figure 1 Cohen et al., 1992) . Arrows denote excitatory connections, arches with circles at the end indicated that all the units in a given layer mutually inhibit one another. 
