Hausdorff Distance Applied On Real Data Experiment For Underwater Localization by Martins De Magalhães, Pedro, et al.
HAL Id: hal-01552436
https://hal.archives-ouvertes.fr/hal-01552436
Submitted on 2 Jul 2017
HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.
L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.
Hausdorff Distance Applied On Real Data Experiment
For Underwater Localization
Pedro Martins de Magalhães, Jerome Mars, Cornel Ioana, Xavier Cristol
To cite this version:
Pedro Martins de Magalhães, Jerome Mars, Cornel Ioana, Xavier Cristol. Hausdorff Distance Ap-
plied On Real Data Experiment For Underwater Localization. OCEANS’17 MTS/IEEE, Jun 2017,
Aberdeen, United Kingdom. ￿hal-01552436￿
Hausdorff Distance Applied On Real Data 
Experiment For Underwater Localization  
 
Pedro Eugênio Martins de Magalhães  
Univ. Grenoble Alpes, CNRS, G-INP,  
GIPSA-Lab, France 
 
Jérôme Mars  
Univ. Grenoble Alpes, CNRS, G-INP,  
GIPSA-Lab, France 
Cornel Ioana  
Univ. Grenoble Alpes, CNRS, G-INP,  
GIPSA-Lab, France 
 
Xavier Cristol  
Thales Underwater Systems 
Sophia Antipolis, France 
 
 
Abstract— This paper addresses the problem of localizing and 
tracking a surface or underwater vessel with the technique called 
as Hausdorff Distance. Two proposed approaches, based on 
TDOAs comparison, were used for 2-D localization, in range and 
depth, with one sensor only, and have been successfully applied 
to localize a motionless unknown target in a tank’s experiment. 
Results in terms of the localization accuracy have been obtained 
with real signal and the performance of the proposed localization 
techniques have been demonstrated and confirmed by simulation 
with respect of signal-to-noise ratio and compared with the 
correlation techniques used nowadays for single hydrophones.  
Keywords— Underwater source localization; Underwater Ray 
path propagation;  Hausdorff Distance; TDOAs correlation; 
Geoacoustic Inversion Underwater problem. Matched Field 
Processing. 
I. INTRODUCTION  
The main goal of this work is to build a robust underwater 
localization program, despite inaccurate sound speed profile 
and/or bottom depths, and ocean noise information. Through 
this innovative matching Hausdorff technique, used for 
underwater localization, it becomes possible localize the target 
in a 2-D scenario, range and depth, with only one sensor at the 
receiver, and being more accurate and faster that previous 
techniques, and insensible to variation in phase.  
Localization of acoustic sources is usually done by using 
the measurement of the time difference of arrival (TDOA) [1]. 
Nowadays several solutions exist for localization called as 
matched field processing, based on cross correlation processing 
[2], the Bartlett estimator [3] and high resolution Algorithms 
(adaptive beamforming) such as: Maximum Likehood [4], 
MUSIC with real data experiment [5], ESPRIT [6]. However 
all those techniques are common for an array of hydrophones 
which have the advantage of diversity. 
The Hausdorff Distance technique is commonly used in 
many domains, generally in image processing and pattern 
matching, such as: Matching radar and satellite images [7], 
ship positioning by matching radar images with satellite 
images [8], speech recognition, [9], video recognition, [10], 
underwater vehicles classification, [11] [12], sidescan sonar 
[13], and others [14]. In this paper we are interesting on 
applying for the first time a direct comparison only in time 
domain using the time difference of arrival (TDOA), obtained 
from the experiment and compared with the simulated from a 
ray path program developed by the authors. 
This paper is organized as follow. Section II aims to present 
an underwater propagation program based on ray propagation 
theory, equivalent to Bellhop, used to obtain the TDOAs 
references. Section III we present the localization techniques 
used to find the best match between the TDOA emulated from 
the propagation program and the TDOA recorded at the 
experiment. In section IV we explain the experiment set-up 
recorded at the GISPA-Lab tank in Grenoble, France. Section 
V, we present the simulations in order to check the accuracy of 
each technique with respect to signal noise ratio (SNR). In 
Section VI, the main results of the paper are summarized in 
term of precision at the experiment. Finally, Section VII, we 
present the conclusion of this paper. 
II. UNDERWATER PROPAGATION  
A. Ray Propagation Theory 
Ray Path propagation has been used since early 1960s, 
commonly for high frequencies and deep water [1]. The ray 
propagation theory is mainly described in [2] [3]. In this work, 
we are interested in how to obtain the TDOA from the ray 
propagation theory to the localization problem. We want to 
understand its variation with the depth and range, which in 
some scenarios may works as a fingerprint being only 
associated with a unique point in space.  
 
Fig. 1. Rays Paths pack for a certain position in space. 
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In a deep ocean scenario, sound may propagate along 
different paths, shown at “Fig 1”. Each ray path suffers small 
variations of its curvature due to variation of the sound speed 
profile, according to Snell’s law. In our plot, we consider a 
canonic Munk’s sound speed profile and a range independent 
scenario. The received signal is composed of several arrivals 
that are the time shifted and attenuated versions of the emitted 
signal, originating from, direct path, surface reflection, bottom 
reflection, and surface duct. In our work, we only consider 3 
different groups, which differ between themselves by the 
number of the bottom reflections.  
On the first group, zero bottom reflection, we have 2 rays 
called as direct path and one surface (S) reflection, solid line at 
“Fig 1”, second group, once bottom reflection, we count 4 rays, 
called as bottom (B), BS, SB, SBS reflections, dashed line, and 
at third group, twice bottom reflection, 4 rays , BSB, BSBS, 
SBSB, SBSBS reflections, dash-dot line. We also defined to 
maximum of 2 bottom reflections, due to high attenuation, 
around 20 dB, that lead the signal's level to be too weak and in 
some cases below the level of noise. 
The localization procedure, “Fig 2”, consist of: Simulate a 
2D scenario (range and depth), and record a target in any 
position on the grid of the simulation. In our experiment we 
used a step of 0.1 m either for range and depths. The next step 
consists of finding the best match between simulated and 
recorded, using the techniques proposed in this work, which 
should be close to the real target position. The set of all delays 
and attenuation together with the channel environmental 
conditions provides sufficient information for determining the 
source location, however in some situation it can also give us 
ambiguity results. The accuracy will be improved once that the 
input parameters on the simulation are as closer as possible to 
the real environment. 
III. LOCALIZATION TECHNIQUES  
A. Maximum Hausdorff Distance   
The comparison of TDOA was done by using the 
Hausdorff distance (HD), proposed by Huttenlocher [15], 
which is a technique to measure the degree of similarity among 
different objects, giving an interesting measure of their mutual 
Fig. 2. Schematization of the localization problem. 
proximity. The matching is performed through the 
minimization of the algorithm between those two sets of point. 
Let consider two sets of points, one being the received 
TDOA { }x321T r,...r,r,rR = , and the other the simulated 
TDOA 
{ }y321T s,...s,s,sS = , the HD between them is small 
when every point in one of the sets is near to some point in the 
other, been defined as: 
( ) ( ) ( ){ }TTTTTT R,Sh ,S,Rh max=S,RH        (1) 
Where: 
( ) ( )[ ] { }x,…1,2,3,=i     minmax=S,Rh
Rr
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( ) ( )[ ] { }y,…1,2,3,=j     minmax=R,Sh 
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The Euclidean distance function was used to evaluate the 
norm
.
, and selects the farthest which is the largest 
discrepancy between the two sets of points or maximal 
distance.  
B. Mean Hausdorff Distance 
A variation of the technique was done by Dubuisson, in 1994, 
called Modified Hausdorff Distance (MHD) with the Mean 
Hausdorff Distance [16]. The main difference is that all points 
contribute to measure the average of the distance, which 
ensures that more measurement points closely resemble the 
model. In other words this can soften the problems with false 
alarm or fake point at the received. It is given by: 
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In this work we only consider one side, ( )TT S,Rh  and 
( )TT S,Rh , which is the recorded, used as reference, into the  
 
 
 
 
 
 
 
 
 
 
 
simulated, because in a long distance the signal of the last path, 
2 bottom reflection, will not be detect anymore, not being 
possible to compare the last paths with the simulated one, 
which in this situation it can generate a mismatch of the 
localization. 
C. Correlation 
In 1998, Porter [17] has shown a technique that is applied 
in our problem, considering only one sensor at the receiver, 
and it is recommended for a known signal. Using the time 
domain he computed the correlation in time domain, however 
this technique is sensible to phase changes, which occurs with 
the bottom interaction. To solve this problem Porter only 
consider the envelope of the signal.  
 n    ) (t,h  (t)=(t)S sd)(r,d)(r, +∗ θx                       (7) 
( ) ( )[ ]sd)(r,s
1
sd)(r,  ) (t,h θτδθθ x
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x
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=
              (8) 
Where: 
(t)S d)(r,  : is the simulated signal for each variation in 
range and in depths. 
 (t)x : is the transmitted signal. 
) (t,h sd)(r, θ  : is the impulse response for each position. 
( )sθxa  : is the amplitude for each different take off angle. 
Later it is applied the correlation with the recorded 
signal )(tR , and the best result, which most resemble the real 
position is taken by the maximum value. 
τττ t)d-(S )(max corr d)(r,d)(r, = RX            (9) 
IV. EXPERIMENT IN THE TANK (GIPSA-LAB ) 
 In order to test and prove the applicability of the Hausdroff 
Distance for underwater localization problems, we conducted 
one experiment in the tank of the laboratory of GIPSA-Lab at 
University of Grenoble - France, whose size is 1.5 meters’ 
length by 1 meter width by 1 meter height. The main goal is 
validate this new technique with respect of the precision of the 
real position. The measurement setup consists of a 2 
hydrophones, one at the receiver and one at the transmitter. 
The sensors have 7 degrees’ beam spread at 1MHz for 0.5-inch 
diameter, which allows us to disregard the tank’s side 
considering a narrow beam spread. The transmitted signal was 
a chirp with time duration of 100 µs and frequency range of 
500 KHz to 1.5 MHz. The signal was sampled at 25 MHz with 
a resolution of 16 bits. The medium was considered as 
homogeneous, used for approximation of the linear wave 
equation, also with a flat bottom and a constant SSP. The target 
was motionless so the Doppler Effect was disregarded. Due to 
the directivity of the sensor we have to mechanically tilt the 
sensor to obtain the entire set of different take off angles, 
reason to we accept 10 % of error in depth position (9 cm). We 
set the position of the receiver at 0.1 m deep and the transmitter 
was located at 0.3 m deep and 0.7 m horizontally range from 
the receiver, centered horizontally in the tank as shown at “Fig 
3”. 
The record procedure consists of align the sensors for each 
different take-off angle, recording each ray path separately, 
“Fig 4”, and the sum in time all different paths, using the 
transmitted signal as reference in time for synchronization of 
the different recorded signals, “Fig 5”. Once that we have all 
package containing 9 different take-off angles, called for 
complete received signal, we apply the auto-correlation, and 
after, selecting the peaks that will be used to compare with the 
simulated TDOA, using the Hausdorff techniques, in order to 
find the correct position. In our case, the 2 amplifiers, one for 
Tx and another for Rx, were not kept constant, since that in our 
first experiment the most important was to have the 
information of the time from each ray path. The signal noise 
ratio for this measure was 23.69 dB. 
 
Fig. 3. Experimental facility. 
Fig. 4. TDOA recorded of 9 diferent take-off angles. 
Fig. 5. Sum in time of all diferent take-off angles. 
V. SIMULATION RESULTS 
In order to check the accuracy of each technique, we 
prepare 3 different simulations, which correspond to a 3 
different scenarios, the first one, “Fig 6”; we simulate a well-
known environment without any variation at the received 
TDOA generated by mismatch between the model and real 
environment. This situation correspond the best case scenario, 
however it seems to be improbable due to some small 
fluctuations in SSP and imprecision at bottom depths.  The 
second configuration, “Fig 7”; we simulate all path suffer a 
small variation in time. At each ray path we add a small 
random time interval, which correspond to variation of 
environmental parameters. The horizontal stratification of the 
oceans cannot be assumed at this case. This scenario 
corresponds to the worst possible case. The last configuration, 
“Fig 8”; corresponds to the some random well-known ray 
paths and some ray path plus a time variation interval. This 
scenario is the closest to the real environment since that in real 
case some path will be well defined for previous studies. 
The simulation was done based on 200 realizations for each 
one of 9 different SNR, calculated as the mean of the signal 
divided by the mean of noise of the received signal. 
The transmitted signal was a hyperbolic frequency 
modulation (chirp) with time duration of 100 µs and frequency 
range of 300 KHz to 700 KHz. The medium was considered as 
homogeneous, with a flat bottom and a constant SSP. The 
target was motionless. The sea states considered was 3. The 
transmitted signal was considered a known signal with the 
duration less than the next time arrival ray path to avoid the 
interference, which is a limited factor for the correlation 
technique.  
The random time interval was limited at 60 μs, which in our 
case, considering the SSP at 1475 m/s, corresponds a 
mismatch maximum at around 8.9 cm (10% bottom depth). 
In all simulations 4 techniques were evaluated. Starting for 
maximum Hausdorff Distance, which selects the farthest 
value, the mean Hausdorff Distance, which calculates the 
average of all peaks, the correlation, which take in count the 
phase of the signal, and the last one the correlation 
considering the signals envelope, phase was disregarded. 
 
Fig. 6. First scenario – well-known enviroment, no variation in time. 
 
Fig. 7. Second scenario – all ray path  suffer a small variation in time. 
 
Fig. 8. Third scenario – random path suffer small variation in time. 
In low SNR the correlation present better results and it can 
be explained due to some fake detection or false alarm after the 
matched filtering for the Hausdorff techniques. As we can see 
at “Fig 8”, which is considered the closest to real environment 
the Mean Hausdorff Distance presents the best results because 
it can soften the path with larger discrepancy in time. 
In terms of processing time the Hausdorff Distance takes 
0.02 s, the correlation in frequency domain 1.15 s and the 
correlation of the signal envelope in time domain 2.48 s, which 
represents, using Hausdorff, an improvement around 58 and 
124 times respectively.   
VI. TECHNIQUES RESULTS  
Both Hausdorff techniques were used to evaluate the 
localization at the tank’s experiment. The real target is located 
in the red line intersection. The dark blue means the minimum 
error that correspond the best result. The Mean Hausdorff 
Distance shows better resolution, which means small variance 
of error. In order to compare the most accurate technique, the 
results have been normalized and kept the same logarithmic 
scale being possible to direct compare the accuracy of each 
technique as shown the histogram at “Fig 7 and Fig 8”.  
This result shows us that we can localize a target using both 
techniques with good accuracy. The table 1 shows the results 
after the interpolation with a step of 0.005 m and the error 
when compared with the real position, 0.7 m range and 0.3 m 
deep. 
 
Fig. 9. Hausdorff Distance. 
 
Fig. 10. Mean Hausdorff Distance. 
TABLE I.  LOCALIZATION ACCURACY 
VII. CONCLUSION 
 We have proposed in this paper, innovative and efficient 
Hausdorff techniques to passive underwater localization. 
Overall the new technique demonstrates accuracy in range 
localization. As a theoretical feasibility, our investigation has 
shown that we can localize a target in a 2-D scenario, with a 
good precision, with no a prior information about source, using 
a passive approach with only one sensor at the receiver. As an 
experimental feasibility, we could localize the target in a tank 
experiment, with satisfactory results for all techniques. The 2 
techniques utilized a priori for image localization, shown to be 
robust for underwater localization. 
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Max Hausdorff 
Distance 
Mean Hausdorff 
Distance 
Estimated 
Range 0,705 0,69 
Depth 0,26 0,275 
Error 
Range 0,005 0,01 
Depth 0,04 0,025 
Total Error 0,0403 0,0269 
Area 0,0011 0,0005 
Total Error X Area 4,43E-05 1,35E-05 
