We propose a novel model for nonlinear dimension reduction motivated by the probabilistic formulation of principal component analysis. Nonlinearity is achieved by specifying different transformation matrices at different locations of the latent space and smoothing the transformation using a Markov random field type prior. The computation is made feasible by the recent advances in sampling from von Mises-Fisher distributions. The computational properties of the algorithm are illustrated through simulations as well as an application to handwritten digits data.
INTRODUCTION
PRINCIPAL component analysis (PCA) is an old statistical technique for unsupervised dimension reduction. It is often used for exploratory data analysis with the objective of understanding the structure of the data. PCA aims to represent the high-dimensional data points with low-dimensional representers commonly called latent variables, which can be used for visualization, data compression, and so forth. Sometimes PCA is also used as a preprocessing step before regression [1] or clustering [2] . In this context, however, PCA typically does not have satisfying performance due to the ignorance of subsequent analysis.
We denote the original high-dimensional data by Y ¼ fy 1 ; y 2 ; . . . y n g T , where y i ¼ fy i1 ; . . . ; y ip g T 2 R p . Note that the superscript T is used to denote transposition so that y i is a column vector. We assume the data are already centered so that y ¼ P n i¼1 y i =n ¼ 0. One common definition of PCA is that of taking a linear combination of the components of y i :
y ij v j ; i ¼ 1; 2; . . . ; n;
where v j is the weighting coefficient of the jth covariate. This can be written as
where v ¼ ðv 1 ; . . . ; v p Þ T . We take kvk ¼ 1 so that (1) represents a projection onto the linear subspace spanned by v. Given v and x i , the optimal linear reconstruction of y i is given byŷ i ¼ vx i . We wantŷ i to be a good representation of the original y i . Thus, we aim to minimize P i ky i Àŷ i k 2 ¼ P ky i À vx i k 2 . It can be shown that the minimizing v is the eigenvector of Y T Y =n ¼ P y T i y i =n associated with its largest eigenvalue, called the first principal component and denoted by v 1 . Similarly, for d p, we can define d principal components v 1 ; . . . ; v d as the minimizer with respect to V of the total squared reconstruction error P ky i Àŷ i k 2 , wherê y i ¼ V x i , V ¼ ðv 1 ; v 2 ; . . . ; v d Þ, V T V ¼ I dÂd , and x i ¼ V T y i 2 R d is the projection of y i onto the subspace spanned by the columns of V , the principal components.
PCA is a linear procedure since the reconstruction is based on a linear combination of the principal components. Several nonlinear extensions have been proposed. The most famous one in the statistical literature is the principal curves proposed in [3] . The principal curve is defined as the curve such that each point on the curve is the center of all the data points whose projection onto the curve is that point. Thus, visually, the principal curve is defined as the curve that passes through the "middle" of the data points. Although conceptually appealing, the computational constraint makes it difficult to extend this approach to higher dimensions. Other approaches, including neural networks [4] , kernel embedding [5] , and generative topographic mapping [6] , have been proposed.
The absence of probabilistic models in traditional PCA motivated the probabilistic PCA (PPCA) approach adopted in [7] . The advantage of probabilistic modeling is multifold, including providing a mechanism for density modeling, determination of degree of novelty of a new data point, and naturally incorporating incomplete observations. In [7] , the generative model is defined through the observation equation:
which stated the linear relationship between the latent variable and the data points, W is a p Â d matrix that is not constrained to have orthogonal columns a priori, and i are i.i.d. noises with i $ Nð0; 2 I pÂp Þ. Note that we assume that the data are already centered; otherwise, the observation model should be changed to
with shift parameter . In PPCA, we put a zero mean, unit covariance Gaussian prior on x i and the likelihood is maximized over ðW ; 2 Þ after marginalizing over x i :
It is shown that, when the noise level goes to zero, the maximum likelihood estimator for W will converge to
where the matrices V and D comes from singular value decomposition of Y = ffiffiffi n p ¼ UDV T . Thus, PPCA is a natural extension of the traditional PCA. The paper by Tipping and Bishop [8] extends PPCA to mixture PPCA, which can be used to model nonlinear structure in the data. In PPCA, after marginalizing over x i , the distribution of y i becomes Nð; W W T þ 2 IÞ if the data are not centered. The mixture PPCA models the marginal distribution of y i as
a mixture with M components, and for the mth component, the observation model is
if the ith observation comes from the mth mixture component. Thus, in mixture PPCA, each mixture component is defined by a different linear transformation, while clustering is defined on the original p-dimensional space. Marginalization over x i is still the same using unit covariance Gaussian distribution. The maximization over fW m g and f m g can be performed using EM algorithm taking the mixture indicators as the missing data. The experiments in [8] showed that this model has a wide applicability. We also note that when using x i to reconstruct the data point y i , we must also store the mixture component that is responsible for generating x i or, more preferably, the posterior responsibility of each mixture for the ith observation. This piece of information cannot be recovered from the latent variable x i alone. The question of how to choose the number of mixtures M is not addressed in that paper. Another approach of probabilistic nonlinear PCA based on Gaussian processes has been proposed in [9] . It starts from the same observation model (2) , but, instead of marginalizing over x i , it marginalizes over W by putting independent spherical Gaussian prior on the d columns of W , resulting in the marginal distribution of y :j $ Nð0; XX T þ 2 IÞ, where y :j is the jth column of Y and X is the n Â d matrix of latent variables. The author noticed that one can replace XX T þ 2 I with another kernel matrix to achieve nonlinearity. Conceptually, this can be regarded as a multivariate nonparametric regression problem y i ¼ fðx i Þ þ i with x i unknown and need to be found by optimization of the likelihood. The computational complexity of the Gaussian process approach is cubic in the number of data points n, although approximation algorithm can be designed to reduce the complexity.
In this contribution, we propose a novel Bayesian approach to nonlinear PCA, which puts priors on both x and V . The model is based on an observation model similar to (2) but with two differences. First, the linear transformation is defined through the orthonormal matrix V instead of W , which roughly corresponds to V D in PPCA. Second, the linear transformation V in our model is dependent on the corresponding latent variable. The linear transformations in different parts of the latent space are related by putting a Markov random field (MRF) prior over the space of orthonormal matrices, which makes the model identifiable. The model is estimated by Gibbs sampling, which explores the posterior distribution of both the latent space and the transformation space. The computational burden for each iteration of Gibbs sampling is square in the number of data points.
The rest of this paper is organized as follows: In Section 2, we present the Bayesian model and discuss the Gibbs sampling estimation procedure. Since we think the readers might not be familiar with the von Mises-Fisher distribution, some background material is also provided. Some experiments are carried out in Section 3 using both simulated manifold data and the handwritten digits data. We conclude in Section 4 with some thoughts on possible extensions of the model.
BAYESIAN NONLINEAR PCA

Stiefel Manifold and von Mises-Fisher Distribution
Orthonormal matrices play a key role in our Bayesian model. By definition, the set of n Â d matrices X with X T X ¼ I nÂn is called the Stiefel manifold and denoted by n;d . This is a compact manifold. The most common probability distribution on the Stiefel manifold is the von Mises-Fisher distribution with a density with respect to the uniform distribution on the Stiefel manifold, which has an exponential family form:
where C is a matrix of the same dimension as X and the normalizing constant is omitted above. This distribution is denoted by vMF ðCÞ. Note that vMF ð0Þ is just the uniform distribution on the Stiefel manifold. Suppose the singular value decomposition of C is C ¼ UDV T , with U and V being n Â d and d Â d orthonormal matrices, and D is a diagonal matrix containing the singular values of C. The density pðXjCÞ is maximized at X ¼ UV T , which gives the "most likely" matrix from the Stiefel manifold under this distribution. The diagonal matrix D can be regarded as the concentration parameter of the distribution, which determines the closeness of samples to the mode. Larger entries in D makes the distribution more peaked around the mode UV T .
Sampling from von Mises-Fisher distribution has been studied in detail in [10] . Two efficient algorithms are proposed. One is the rejection sampling approach. The simplest proposal distribution for rejection sampling is the uniform distribution on the Stiefel manifold. Sampling randomly from n;d can be done as follows [11] :
.
Sample u 1 uniformly from the unit sphere S nÀ1 and set
Sample u 2 uniformly from the unit sphere S nÀ2 and set v 2 ¼ N 1 u 2 , where N 1 is an orthonormal matrix whose columns spanned the subspace orthogonal to v 1 . . . .
. Sample u d uniformly from the unit sphere S nÀd and set v d ¼ N d u d , where N d is an orthonormal matrix whose columns span the subspace orthogonal to v 1 ; . . . ; v d . In [10] , more efficient rejection sampling is presented using a better proposal distribution. Yet another approach in [10] is to use iterative Gibbs sampling on each column of X based on the full conditional density. In our implementation, we use the rejection sampling approach, the R code of which is available from the website of Hoff [10] , [11] . In [11] , von Mises-Fisher distribution aided with Gibbs sampling is used to build a Bayesian model for PCA. Our model can also be regarded as a nonlinear extension of that work.
Nonlinear PCA Model with MRF
The observation model of our Bayesian approach is similar to (2) but with the additional flexibility that the linear transformation is dependent on the latent variable:
. . . n, are constrained to be orthonormal and depends on the latent variable x i . This is one difference with previous approaches in [7] , [8] , and [9] , where the transformation matrix W roughly corresponds to principle directions properly scaled by the singular values of the data matrix, see (3) . The prior on the noise is the same as before: i $ Nð0; 2 I pÂp Þ. We use a conjugate prior Gammað; 2 =2Þ on the precision parameter 1= 2 so that the expectation of 1= 2 is 1= 2 . The prior on x i is an isotropic Gaussian x i $ i:i:d: Nð0; a 2 I dÂd Þ. Note that we do not necessarily have a ¼ 1 here. The reason is that, after putting the orthonormal constraint on V x , the scale information of the data is shifted to the latent variable x. In our implementation, we set a 2 to be the sample variance of each covariate of the data points and averaged over p covariates. We find the result is insensitive to the choice of a as long as a is large enough. It is also as good to use the (improper) uniform prior for x i . An important task is the specification of the prior for V xi , i ¼ 1; 2; . . . n. Independent prior obviously will not work here since the parameter V x typically has more degrees of freedom than can be estimated by the single constraining equation (4) . Therefore, we seek a prior that takes into account the correlation of transformation matrices for all i simultaneously. A natural correlation between those orthonormal matrices can be introduced by the assumption that the transformation evolves slowly over the latent space. That is, the closeness of x i and x j for a pair ðx i ; x j Þ as measured by the euclidean distance in the latent space implies the closeness of V xi and V xj on the Stiefel manifold.
An MRF is particularly useful for studying spatial models where the strength of interaction between random variables depends on the closeness of the corresponding sites. It has been widely used in image analysis and computer vision (e.g., [12] , [13] ). Formally, let S be a finite index set representing the sites, with a random variable Z s associated with each site s 2 S and taking values in a subset of a Hilbert space with inner product hÁ; Ái. A neighborhood system is defined on the sites so that the full conditional probability of Z s only depends on its neighbors. One can think of the neighborhood system as an undirected graph where each vertex represents one site and two sites are neighbors of each other if and only if there is an edge connecting the two vertices. Although, generally, the conditional probabilities uniquely determine the joint distribution, the existence of the joint distribution is difficult to ascertain from the conditional ones. Thus, it is generally more convenient to start by defining the joint distribution of the random variables.
One simple example of MRF is defined by the joint distribution of all random variables:
where the sum is over all pairs ðs; tÞ that are neighbors of each other. This distribution represents the pairwise interactions of random variables between neighbors. In our case, the sites are represented by the position of the latent variables x i in the latent space R d . At each site, we attach a random variable V xi taking values on the Stiefel manifold. The MRF prior for the n orthonormal matrices V xi , i ¼ 1; . . . ; n, is defined by the joint density with respect to the uniform measure:
where the sum is over all pairs of data points, i.e., the neighborhood system is defined by the complete graph that puts an edge between all pairs of sites. For ease of notation, this joint distribution is denoted by MRFð ij Þ. The scalar ij represents the strength of interaction between sites i and j and its choice is discussed later. Thus, in our prior, the full conditional probability pðV xi jV xj ; j 6 ¼ iÞ (omitting the conditioning on x i for simplicity) cannot be further reduced. The interaction between variables in this model is still additive in a pairwise manner though. The above probability density is well defined since the Stiefel manifold is compact and the normalizing constant can be found at least in theory. The conditional probability is trivially
which is a von Mises-Fisher density with parameter C ¼ P j;j6 ¼i ij V xj :
As discussed previously, the mode of the conditional distribution pðV xi jV xj ; j 6 ¼ iÞ can be found from the singular value decomposition of the matrix P j;j6 ¼i ij V xj . The decomposition is difficult to find in closed form, but some approximation can give us some insight into the prior. Suppose that ij is large when x i and x j are close and negligible when they are distant from each other. Besides, if for those x j close to x i , the corresponding matrices V xj are also close to each other and approximated by a common orthonormal matrix V , then P j;j6 ¼i ij V xj can be approximated by ð P j;j6 ¼i ij ÞV . The mode of the conditional distribution is thus approximately V and P j;j6 ¼i ij determines the concentration of the distribution. So, the effect of the MRF prior is to smooth the transformation matrices V xi so that sites close by in the latent space are associated with similar transformations.
By the above discussion, we would like to specify ij as a decreasing function of the euclidean distance between x i and x j , kx i À x j k. In this work, we make use of a Gaussian kernel function for this purpose, although other popular kernels can certainly be used:
where ðxÞ ¼ expfÀx 2 =2g. The kernel width w determines the relative influence of different sites and the parameter c is related to the concentration of the conditional distribution and thus affects the "smoothness" of the joint distribution of fV xi g. Summarizing, we use the following model for nonlinear dimension reduction:
We choose a 2 to be a large number or even infinity. Similarly to [11] , we set the "prior sample size" ¼ 2, and 2 is derived from a pilot dimension reduction study such as the traditional PCA. For example, we can use 2 ¼ P i ky i Àŷ i k 2 =np, whereŷ i is the reconstructed data point from d-dimensional PCA. The choice of c and w is more difficult. For full Bayesian analysis, we should put a prior on c and w also. But, this will cause computational difficulty with Gibbs sampling. In our experience, the choice w ¼ P i<j kx i À x j k= n 2 À Á and c ¼ 100=n generally gives satisfactory results and is used in all our experiments later. The robustness of the result with respect to these choices is also demonstrated in Section 3.
On a final note about the complete graph structure used in the current implementation, we mention that, like GP-LVM, our algorithm cannot find the correct projection for data like "swissroll." It was pointed out by one referee that it is possible to use a graph structure with connections only between nearest neighbors. This could be a useful alternative for future study.
Posterior Computation
We propose using Gibbs sampling for posterior computation. The full conditional distribution of V xi is
The expressions for other full conditional distributions are standard and their derivations omitted. The Gibbs sampling then iterates between the following steps:
. Update V xi , for i ¼ 1; . . . ; n, by sampling from vMF ðCÞ
Update the latent variables x i , for i ¼ 1; . . . ; n, by sampling from
Update the parameter 2 by sampling 1= 2 from Gammaðð þ npÞ=2; ð 2 þ P i ky i À V xi x i k 2 Þ=2Þ. The Gibbs sampling algorithm is initialized using standard PCA, setting the parameters and variables to the corresponding variables obtained from singular value decomposition of the data matrix. For statistical inferences of the parameters, we suggest using the posterior sample average after the "burn in" period. The decision of using the sample average instead of posterior mode is mostly motivated by ease of computation.
Computationally, if one lets c ! 1, a ! 1, and then ! 0, and if we initialize with standard PCA, the variables will never change during the iterations of the Gibbs sampling algorithm (skip the step of sampling ). To see this, suppose that we initialize V xi V with V containing the principal components. For the step of sampling V xi from vMF ðCÞ, the matrix C % V with ! 1, so the algorithm will return again the transformation matrix V . Also, sampling of x i from Nð a 2 a 2 þ 2 V T xi y i ; a 2 2 a 2 þ 2 Þ reduces to NðV T y i ; 0Þ in the limit, which is just a degenerate distribution at V T y i ¼ x i . Thus, our Bayesian nonlinear PCA reduces to the standard (noiseless) PCA.
Finally, like GP-LVM, it is difficult to project new observations onto the low-dimensional space without retraining. Thus, our approach is mainly intended for exploratory data analysis, as PCA is commonly intended for. One heuristic way to project new data points is to fix the projection matrices V xi and latent variables x i at the posterior mean for the original data and only perform Gibbs sampling for the new data points. This can save some computation when we want to project a small number of new observations and the disturbances to the original observations are believed to be minimal. When we have a large number of new observations, it would be better to retrain with the combined data and the original projection matrices and latent variables can serve as a good initialization.
EXPERIMENTAL RESULTS
In this section, we perform some limited experiments to illustrate our nonlinear Bayesian model for dimension reduction.
To demonstrate the nonlinearity of the model, we sample 100 points on the surface of the unit sphere with noise level ¼ 0:05. The data are shown in Fig. 1 . The Bayesian model is fitted with latent space dimension d ¼ 2. The reconstructed data points from the latent space representation are also shown in Fig. 1 . We can compare the histograms of the distances of data points to the surface. We also show the histogram of the reconstruction errors to illustrate the accuracy of the reconstruction. It should be noted that reconstruction from standard linear PCA will show a flat plane in R 3 . The average distance of reconstructed points to the surface of the sphere turns out to be 0.48 for linear PCA.
Due to the use of rejection sampling, it is difficult to analytically assess the computational complexity of the algorithm in terms of the dimension of the observation or the reduced space. Instead, we use the above simulation to give the readers some idea on the feasible range of ðn; p; dÞ where the approach can be applied. It can be seen from Fig. 2 that our approach can be applied to data sets with sample size of several hundred. Theoretically, the complexity is quadratic in the sample size n due to the computation of ij , but Fig. 2a shows that, in practice, the increase in computation is almost linear, probably because computation of ij can be implemented in R efficiently using the vectorization technique. Also, the method can be applied to problems with dimensions of about 100, which is sufficient for most applications, although this becomes a constraint even for small-size images like the handwritten digits example below. The algorithm is implemented in R on an HP xw4550 workstation with a 2.20 GHz AMD processor and 1 Gbyte memory.
Using the same simulation with ðn; p; dÞ ¼ ð100; 3; 2Þ, we also assess the influence of w and c on the reconstruction. In Table 1 , we show the mean distance of reconstructed data points to the surface with varying w and c. When varying c, the value of w is fixed at the value suggested in the text and similarly when varying w. In the table, we normalize the values of w and c, so that the values suggested at the end of Section 2.2 is 1. A column with 1/256, for example, means that either c or w used is 1/256 times the suggested value in the text. It can be seen that the result is relatively insensitive to their choice and the suggestion made at the end of Section 2.2 gives reasonable performance. We have also tried other values of ðn; p; dÞ and the findings are similar (not shown). The experiments below use the values as suggested in Section 2.2.
Next, as a toy example, we consider images containing either a vertical bar or a horizontal bar as illustrated in Fig. 3 . We use 100 such images with dimension 10 Â 10 in our experiments, 50 of which contain vertical bars. The position of the bar in the image is randomly generated, while the size of the bar is fixed to be 6 pixels long and 2 pixels wide. Thus, the space of images with vertical bars is a 2D manifold and the same for the space of images with horizontal bars. In Fig. 3 , the 2D representation of the images using our nonlinear PCA model shows two clearly separated components. The representation using standard PCA is also shown for comparison.
One popular data set for visualization of dimension reduction is handwritten digits. We therefore use the MNIST database of handwritten digits and apply the model to a subset of 150 digits 1, 2, 3 (50 of each). The image dimension of this data set is 28 Â 28. To reduce computational complexity, we subsample the images so that the dimension is reduced to 14 Â 14. The position of each image in the 2D latent space is shown in Fig. 4 , together with that obtained by traditional PCA. An objective assessment can be obtained by counting the number of images whose nearest neighbor in the latent space represents a different digit. For traditional PCA, we have 53 such images, while we only have 25 such images in our new model. Note that our focus is on unsupervised dimension reduction and the classification that is only used to illustrate it gives a more separable representation of the data. Since the label is not used in projecting the data into lowdimensional space, the reduction in error cannot be attributed to overfitting. We also use 200 digits 1, 3, 7, 9 and show the visualization results in Fig. 5 . The nonlinear model produces visually better separation for the digits. Also, it is clear from the reduced space that the digits 7 and 9 are very close to each other.
Finally, we apply dimension reduction to the oil flow data [14] , which is a 12D synthetic data set that arose out of a project aimed at measuring noninvasively the proportions of oil, water, and gas in North Sea oil transfer pipelines. The flow in the pipe takes one out of three possible configurations: horizontally stratified, nested annular, or homogeneous mixture flow. In Fig. 6 , we present the visualization of all 1,000 data points in two dimensions using both linear PCA and our nonlinear dimension reduction approach. Nonlinearity seems to greatly improve the separability of the three classes. Quantitatively, again using the nearest neighbor classifier, we find that the number of errors is 26 for nonlinear PCA, while, for linear PCA, the number is 162. This error rate is nevertheless worse than that in [9] , which reported the number of errors to be 1 using the full GP-LVM algorithm, while it is similar to the error rate using sparse GP-LVM with Gaussian kernel. Recently, Lawrence [15] has used more elaborate techniques for sparse Gaussian process regression, which can achieve better performance with the number of errors between 3 and 6.
In the experiments, we have observed that the projections tend to have similar norms. This effect is less pronounced in some data sets (e.g., the oil flow data) than in others. Thus, we think that this is not totally an artifact of our algorithm and can be at least partially attributed to the characteristics of the data.
CONCLUSION
We have presented a novel Bayesian framework for performing nonlinear PCA. Each data point is associated with a different transformation and the different transformations are smoothed by an MRF type prior. We demonstrated with some experiments that our new model can discover nonlinear structure underlying the data sets. One potential advantage of using a probabilistic model is that uncertainty in the inferences can be quantified by drawing multiple samples from the posterior, although this is not pursued in this short paper. Compared to GP-LVM, our model is fully Bayesian since we put a prior on the latent projection. It is thus easy to incorporate prior information about the shape of the latent space if it is available. For example, if it is known that the projected data roughly lie inside a rectangular area, the prior can be adapted to this case. Also, for GP-LVM, optimization of a highly nonlinear and nonconvex objective function is challenging. Although MCMC has its own convergence issues, there are theories that guarantee that the samples represent the posterior truthfully. Finally, from a modeling point of view, using an independent prior on the different columns of the transformation matrix as in GP-LVM makes less intuitive sense since this obviously does not correspond to orthogonal matrices and thus more difficult to interpret. Although the current experiments do not suggest superior performance of our model compared to GP-LVM, more extensive experiments need to be carried out for both models.
As in the traditional PCA, dimension selection is a difficult problem. We are currently investigating the possibility of automatic dimension selection as done in [11] by putting a prior on the dimension. This seems to be a viable approach.
Although the computational complexity for our model is square in the number of samples, this compares favorably with the approach adopted in [9] . It is still desirable to reduce the computation if possible. The MRF prior used in our current implementation corresponds to a complete graph. It is possible to use a sparser graph that only connects nearby points in the latent space. This strategy can further reduce the computational complexity. Ideas and techniques used in [15] could provide us with new insights into the computational issues involved. Fig. 4 . Visualization results for the handwritten digits data. (a) Projection given by PCA. (b) Projection given by our model. "1" is represented by "," "2" by "4," and "3" by "þ." Fig. 5 . Visualization results for the handwritten digits data. (a) Projection given by PCA. (b) Projection given by our model. "1" is represented by "," "3" by "4," "7" by "þ," and "9" by "Â." Fig. 6 . Visualization results for the oil flow data. (a) Projection given by PCA.
(b) Projection given by our model.
