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Abstract—Genetic circuits are designed to implement certain
logic in living cells, keeping burden on the host cell minimal.
However, manipulating the genome often will have a significant
impact for various reasons (usage of the cell machinery to
express new genes, toxicity of genes, interactions with native
genes, etc.). In this work we utilize Koopman operator theory to
construct data-driven models of transcriptomic-level dynamics
from noisy and temporally sparse RNAseq measurements. We
show how Koopman models can be used to quantify impact
on genetic circuits. We consider an experimental example, using
high-throughput RNAseq measurements collected from wild-type
E. coli, single gate components transformed in E. coli, and a
NAND circuit composed from individual gates in E. coli, to
explore how Koopman subspace functions encode increasing
circuit interference on E. coli chassis dynamics. The algorithm
provides a novel method for quantifying the impact of synthetic
biological circuits on host-chassis dynamics.
I. INTRODUCTION
Synthetic biology is concerned with building useful biolog-
ical circuits with predictable dynamics. Most genetic circuits
depend on the local machinery of a host chassis. Since the
host must expend energy in expressing exogenous genes,
resources are taken from endogenous processes which can
impact the function of both synthetic and native genes. Genetic
circuit burden is often explicitly modeled as sequestration of
cellular resources or competition for a limited set of binding
sites. These models are hypothesis driven, in that they rely
on hypotheses or explicit knowledge of the nature of circuit
burden.
Functional genetic circuits require a minimal footprint on
the host. The higher the burden on the host, the more likely
it is that the host mutates out the circuit. Even in cases where
synthetic genes leave a minimal footprint on the host, an
unpredictable change in dynamic behavior may occur due
to the activation of synthetic genes. Rondelez showed that
competition between synthetic and native genes have important
effects on the global dynamics of the system [14]. Recent stud-
ies involving host-circuit interactions looked at cross talk [20]
between genetic circuits and host resources for transcription
[8], translation [2], [3], [5], [7], [11], and protein degradation
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[6], [13]. These model-based approaches further our under-
standing of host-circuit interaction, however the models are
often based on biophysical mechanisms that are difficult to
validate or observe. Transcriptomics and proteomics resolve
the activity of thousands of genes, providing a rich resource for
learning models to answer key questions without the need for
hypothesis-driven modeling. How can these measurements be
leveraged through a data-driven approach to better understand
host-circuit interaction and genetic stability?
Spectral methods have been increasingly popular in the
data-driven analysis of nonlinear dynamical systems. Recently,
researchers working in Koopman operator theory have shown
that it is possible to identify and learn the fundamental modes
of a nonlinear dynamical system from data [15]. The seminal
work by Schmid in developing dynamic mode decomposition
(DMD) has led to an enormous growth in the use of Koopman
spectral analysis of nonlinear dynamical systems [16]. More
recently, learning higher dimensional Koopman operators from
data has become computationally tractable, largely due to
advances in integrating machine learning and deep learning to
generate efficient representations of observable bases [9], [12],
[21]. Often in biology and especially in omics measurements,
the data are temporally sparse. Sinha and Yeung developed a
method for computing the Koopman operator from sparse data
[17].
Synthetic biological circuit design is often viewed from
a reductionist’s perspective. Biological parts are designed
and optimized for modularity, so that composition gives rise
to predictable behavior. The challenge is that composition,
while at times successfully gives rise to predictable observed
behavior, has an unknown emergent effect on the host, and by
the principles of feedback, the circuit as well [4].
In this paper we develop a completely novel algorithm,
structured DMD, to complement bottom-up genetic circuit
design approaches in synthetic biology. Structured DMD is
a purely data-driven model discovery framework that takes
advantage of a part-by-part construction process to decouple
emergent phenomena from isolated part dynamics. It reduces
the total model complexity in the model identification process
by adopting a hierarchical approach to identifying components
of the model in stages. The decomposition we obtain is
additive, due to nice linear mathematical properties endowed
by Koopman operators [10]. We showcase our algorithm on
a coupled oscillator system, but then consider a real genetic
circuit design problem using a NAND gate designed from
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TetR orthologs [18]. Full-state but temporally sparse RNAseq
measurements collected from wild-type E. coli, single gate
components transformed in E. coli, and a NAND circuit
composed from individual gates in E. coli are used to explore
how Koopman subspace functions encode increasing circuit
interference on E. coli chassis dynamics.
II. KOOPMAN OPERATOR FORMULATION AND DYNAMIC
MODE DECOMPOSITION
We briefly introduce Koopman operator theory (see [10]
for a full discussion); as we will use it throughout this paper.
Consider a discrete time open-loop nonlinear system of the
form
xt+1 = f(xt) (1)
where f : M ⊂ Rn → M is an analytic vector field on the
state space. The Koopman operator of (1), K : F → F , is
a linear operator that acts on observable functions ψ(xk) and
propagates them forward in time as
ψ(xt+1) = Kψ(xt). (2)
Here F is the space of observable functions that is invariant
under the action of K.
Using data-driven approaches, commonly DMD [16] or ex-
tended DMD [19], an approximation to the Koopman operator,
K, can be computed. The approach taken to compute an
approximation to the Koopman operator in both DMD and
extended DMD is to solve the following optimization problem
min
K
||Ψ(Xf )−KΨ(Xp)|| (3)
where Xf ≡
[
x1 . . . xN−1
]
, Xp ≡
[
x2 . . . xN
]
are
snapshot matrices formed from the discrete-time dynamical
system (1) and Ψ(X) ≡ [ψ1(x) . . . ψR(x)] is the mapping
from physical space into the space of observables. DMD is a
special case of extended DMD where ψ(x) = x. It was shown
by Rowley et al. that the approximate Koopman operator
obtained from DMD is closely related to a spectral analysis
of the linear but infinite-dimensional Koopman operator [15].
III. STRUCTURED DYNAMIC MODE DECOMPOSITION
In this section we, for the first time, introduce structured
dynamic mode decomposition (structured DMD). The struc-
tured DMD algorithm takes advantage of bottom-up design
approaches where an original system is built upon by adding
parts layer by layer to achieve complex dynamical behaviors.
The Koopman model (2) can be decomposed into original
and added equations, or its parts in the bottom-up design
approach, written as[
ψO(xt+1)
ψA(xt+1)
]
≡
[
KOO KOA
KAO KAA
] [
ψO(xt)
ψA(xt)
]
(4)
where the subscripts O and A correspond to the original and
added components. The matrix of Koopman operators in (4)
is unknown, but can be obtained using the standard techniques
outlined in Section II. However, these approaches would not
allow the decoupling of the underlying dynamics of the origi-
nal components from added components. Therefore, it would
not be possible to determine the impact that new components
have on the original components. With this algorithm, we
propose to discover the underlying (original) dynamics directly
from data first, and then subsequently learn the interaction
dynamics as an additive perturbation in the Koopman model.
If we want to solely understand the impact of added
components on the original components of a system, we first
learn the original-original interaction dynamics matrix KOO
from the original system without added parts. This original
system has Koopman model
ψO(xt+1) = KOOψO(xt) (5)
where KOO is learned through the optimization problem (3).
The original-added interaction dynamics matrix KOA can now
be learned by viewing it as an added perturbation in the
original Koopman model, i.e. the new model is
ψO(xt+1) = KOO︸ ︷︷ ︸
known
ψO(xt) +KOAψA(xt). (6)
Here we have already learned KOO and of interest to us is
KOA which can now be learned directly from data. In this way,
we can completely decouple the underlying original dynamics
from the effect that any added parts have on the original
dynamics.
IV. IMPACT OF GENETIC CIRCUIT ON HOST
First, note that typically RNAseq measurements are sparse
in time (two timepoints and four replicates in this case). Sinha
and Yeung [17] have addressed the problem of computation
of the Koopman operator when the data is sparse. For each
data tuple (xi, xi+1), the artificial data point (xi+δxi, xi+1+
δxi+1) is added. Artificial snapshot matrices are formed as
Xf ≡
[
x1 . . . xN−1 x1 + δx1 . . . xN−1 + δxN−1
]
,
Xp ≡
[
x2 . . . xN x2 + δx2 . . . xN + δxN
]
These artificial data points (which are sufficiently small per-
turbations) are added to the sparse data set to enrich the
data. Robust optimization-based techniques are then used to
compute the approximate Koopman operator. The optimization
problem to be solved is
min
K
||Ψ(Xf )−KΨ(Xp)||F + λ||K||F
where λ is a regularization parameter.
Figure 1 shows the bottom-up construction of a NAND
gate in E. coli where each iteration also has an associated
host Koopman model (under each schematic). The composite
interaction matrix KHAIRPY defines the impact of the NAND
gate on the host. To learn this matrix, we first learn the
underlying host dynamics KH in figure 1a. A heatmap of KH
can be seen in figure 2. Inducer-host interactions KHI and
KHA in figure 1b and 1c are computed next. The subscripts
I and A correspond to the inducers IPTG and L-arabinose,
respectively. PhlF and IcaR inverters are then added along with
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Fig. 1. Schematic of the bottom-up design of a NAND gate in E. coli. a) E. coli, b) E. coli with IPTG input c) E. coli with L-arabinose input d) E. coli
with IPTG input, PhlF gate, and YFP reporter e) E. coli with L-arabinose input, IcaR gate, and YFP reporter, f) complete NAND circuit. Under each design
iteration is the associated host Koopman model.
yfp reporters as seen in figure 1d and 1e. KHIPY and KHARY
are learned from these systems where the subscripts P , R, and
Y denote the PhlF inverter, IcaR inverter, and yfp reporters,
respectively. At this stage, we can learn KHAIRPY since all
the terms in the Koopman model of figure 1f are now known.
Figure 3 shows a heatmap of KHAIRPS .
The discovered host Koopman model from wild type
MG1655K12 E. coli reveals a fundamentally antagonistic
relationship between the LacI and AraC control modules in
the transition from the first time point (log phase) to the
second timepoint (stationary phase). We see that arabinose
induction activates most of the Ara operon genes, as expected,
but simultaneously creates a negative inhibitory effect on
LacY, LacZ, and LacI. Conversely, induction with IPTG has
a significant downregulating effect on the Ara operon genes,
specifically the cluster of genes downstream of the pBAD
cluster. This is consistent with prior analysis of the hierarchy
of sugar utilization [1]. Crosstalk mechanisms mediated by the
catabolite repression protein (CRP) and cyclic AMP pathway
prioritize Lac operon activity over Ara operon activity when
both sugars are present. While IPTG is not a sugar, it acts
as a structural analog and thus induces the same diauxic
response. We have verified this phenomena, using a data-
driven approach, using only two timepoints and four biological
replicates from noisy RNAseq measurements.
The import of this finding is that the NAND circuit
inherently activates the diauxic response mechanism to its
advantage. Since PhlF and IcaR are designed and intended
to act independently, mutual repression of their underlying
host machinery results in stronger underlying XOR logic and
mutual coupling. That is, activation with arabinose will result
in indirect repression of the lactose operon, and vice-versa.
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Fig. 2. The Koopman operator estimated from structured DMD of the host
dynamics in response to arabinose and IPTG induction. The color scale
represents likely causal interaction; positive causal interaction represented by
positive values and negative causal interaction represented by negative values.
Finally, we discovered that IcaR gene expression induces a
positive-feedback loop with the AraBAD cluster. This in turn,
results in elevated IcaR expression, which induces cytotoxicity.
When calculating the Frobenius norm, as a total sum measure
of circuit-to-host impact, we found that arabinose induction
in the host had an impact of ||KHA||Fp×q = 4× 10−7 (p and
q are the dimensions of KHA), while induction of the IcaR
component had an impact of ||KHIPY ||Fr×s = 2× 10−2, nearly 5
orders of magnitude greater. Even though PhlF and IcaR had
comparable per-term gain over the 429 genes we analyzed,
IcaR impacted 420 genes, while PhlF only impacted 269
genes. When analyzing DNA sequencing data, we found that
the IcaR gene had been deleted from the NAND circuit on
the genome; the disparity in gain and widespread influence
between the IcaR and the other circuit components provides a
hypothesis for IcaR mutation. The IcaR part imposes consider-
able widespread perturbation on host genes, which is evidence
of cytotoxicity leading to mutation.
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