Abstract-Several methods have been developed for joint working and spare capacity planning in survivable wavelength-division-multiplexing (WDM) networks. These methods have considered a static traffic demand and optimized the network cost assuming various cost models and survivability paradigms. Our interest primarily lies in network operation under dynamic traffic. We formulate various operational phases in survivable WDM networks as a single integer linear programming (ILP) optimization problem. This common framework avoids service disruption to the existing connections. However, the complexity of the optimization problem makes the formulation applicable only for network provisioning and offline reconfiguration. The direct use of this method for online reconfiguration remains limited to small networks with few tens of wavelengths.
Major carriers in the United States announced that data traffic, for the first time, has overtaken voice traffic. With deregulation of telecommunication markets in Europe and Asia, the pattern is similar, if not more significant. Many of today's businesses rely heavily on a reliable and continuously available high-speed communications infrastructure. With millions of wavelength miles laid out in typical global and nationwide networks, fiber-optic cables are among the most prone to failures. TEN (formerly Hermes Europe Railtel), a pan-European carriers' carrier network, estimates an average of one cable cut every four days on their network [1] . Therefore, it is imperative to design survivable networks to avoid catastrophic socioeconomic effects.
Today's Internet is dominated by applications and services based on the ubiquitous Internet protocol (IP). The trend is likely to continue as IP continues to provide a form of protection and restoration by enabling packets to be dynamically rerouted around link or node failures. With transmission control protocol providing a reliable transport service, it is very likely that IP-based applications will continue to dominate Internet traffic for years to come. It is therefore evident that the WDM backbone networks should be optimized for IP services. These factors make it attractive to carry fast growing IP traffic directly over an optical network without the intervening synchronous optical network (SONET)/synchronous digital hierarchy (SDH) layer.
SONET has its own protection schemes providing fast recovery (50 ms). The SONET restoration time is dictated by the fact that voice calls could be dropped if the restoration times were any longer. The study in [2] provides interesting comparisons on the impact of restoration times on various applications. To accommodate the changing trends, the entire network needs restoration strategies that are different from the conventional SONET-like implementations [3] . Optical layer protection and restoration offers several advantages.
1) Recovery mechanisms provided by the optical layer are expected to be faster compared to those provided by the higher level service layers. 2) Optical layer can better optimize resources such as wavelengths. 3) Optical layer provides protection to higher layer protocols that do not have their own recovery mechanisms. Restoration could be provided by either the service layer or the optical layer, and the relative benefits are being debated. However, carriers have made huge investments, and the transition to a single optical layer providing all the services is expected to be slow. Considerable research is needed to understand the interactions of recovery protocols that operate at multiple layers 0733-8716/02$17.00 © 2002 IEEE in the event of a fiber cut. The outage duration in the event of a failure could be lengthened, as recovery protocols from various layers may interfere with each other. The network could enter into a deadlocked state, never converging to a new topology. As a result, protection interoperability studies for optical networks are gaining considerable importance in the research community [4] , [5] .
B. Objective
Several methods have been proposed for joint working and spare capacity planning in survivable WDM networks. These methods have considered a static traffic demand and optimized the network cost assuming various cost models and survivability paradigms. Our interest is primarily in network operation under dynamic traffic. In [6] and [7] , we captured various operational phases in survivable WDM networks as a single integer linear programming (ILP) optimization problem. This common framework incorporates service disruption. However, the complexity of the optimization problem makes the formulation applicable only for network provisioning and offline reconfiguration. The direct use of this method for online reconfiguration remains limited to small networks with few tens of wavelengths.
C. Outline of this Paper
The remainder of Section I reviews prior work on survivable WDM network design. Section II explores choices for restoration architectures and introduces the restoration model adopted for our formulation. The ILP formulation for various operational phases in survivable WDM networks appears in [6] and [7] and is presented in Section III for convenience. Section IV discusses techniques to prune the size of the ILP. In Section V, we present a heuristic algorithm based on the LP relaxation technique. Section VI compares the ILP and the LP solution for small problem instances and demonstrates the heuristic algorithm applied to large problem instances. Section VII presents our conclusions and observations on the heuristic algorithm.
D. Related Work
To date, design problems in mesh-survivable WDM network research have been studied in [8] - [15] . The study in [8] proposes an optimal design scheme for survivable WDM transport networks in which fast restoration can be achieved by using predetermined restoration paths. Integer programming-based design problems were formulated to optimally determine working paths together with their corresponding restoration paths, the number of fibers in each span, and the optical cross-connects in each node. The study in [9] examines different approaches to protect mesh-based WDM optical networks from single-link failures. ILPs were formulated to determine the capacity requirements for a static traffic demand based on path/link protection/restoration survivability paradigms. In [10] , ILP and simulated annealing (SA) were used to solve optimization problems for routing, planning of working capacity, rerouting, and planning of spare capacity in WDM networks. The purpose of the study was to design a fiber topology and optical path layer for WDM networks, with a fixed channel plan, minimizing the total cost for a given traffic demand. The work in [11] aims at providing design protection that is well adapted to WDM networks, where many channels share the same fiber. The design protection, however, does not guarantee carrying all the traffic that was carried prior to the failure. Instead, it aims at maintaining connectivity between all pairs of network ports following a single failure and lets the higher level network layers reconfigure themselves to carry only the high-priority traffic. Joint optimization of primary and restoration routes to minimize the network capacity was studied in [12] . The study also tried to determine the best restoration route for each wavelength demand, given the network topology, the capacities, and primary routes of all demands. The work in [13] mainly concerns connection provisioning for optical networks. A heuristic algorithm was developed for routing and wavelength assignment for a set of static connections, and an adaptation of the algorithm was proposed to handle a set of failures. The study in [14] proposes a methodology for performing automatic protection switching in optical networks with arbitrary topologies in order to protect the network from fiber link failures. The work in [15] studies the influence of modularity and economy-of-scale effects on the survivable network design. Results indicate that there are worthwhile savings by including modularity aspects directly in the design formulation. The significant research finding is the topology reduction arising spontaneously in optimized designs under the combined effects of high modularity and economy-of-scale.
Once the network is provisioned, the critical issue is how to operate the network in such a way that the network performance is optimized under dynamic traffic. Every connection request between a given source-destination (s-d) pair is satisfied by establishing a primary lightpath and a backup (restoration) lightpath. The operational phases in survivable WDM networks are formulated as a single ILP problem [6] , [7] . The initial call setup phase is a static optimization problem where the network capacity is optimized, given the topology and a traffic matrix to be provisioned on the network. Once calls arrive dynamically in the network, they are admitted based on a routing and wavelength assignment algorithm. The network cannot afford to run optimization procedures to route every call arriving dynamically. It may be feasible to apply such procedures on a per-call basis for long-term connections in the absence of automated provisioning. However, this trend is expected to change, and provisioning of lightpaths is expected to happen in real time. As a result, for such short-term on-the-fly requests, it may not be feasible to run optimization procedures for every call arriving in the network. As a result, the network capacity utilization slowly degrades to a point when calls may be blocked due to inefficient usage of network resources. This triggers various reconfigurations stages, which try to better utilize the network capacity.
In short-and medium-term reconfiguration, the goal is to optimize resource consumption for a few or all of the backup paths, respectively, while not disturbing the primary paths of the currently working connections. Backup paths are activated only when the primary path fails, so reconfiguring backups does not affect the service. If further optimization is required, a long-term reconfiguration is triggered. The goal of the long-term reconfiguration stage is as follows: given the current working demands in the network and a new set of demands to be provisioned, optimize the network capacity while avoiding service disruption to the current working connections. We use the terms "demands" and "connections" interchangeably in the paper.
The above optimization problem can also be treated as a static formulation that optimizes the network capacity for the complete demand set, which includes the current working demands and the new demands. This treatment provides the best capacity optimization, but all the current connections may be disrupted, which may not be acceptable. We should have an additional requirement to avoid disrupting any of the currently working demands. One way to achieve this is to remove the capacity used by the primary paths of the current working demands and optimize the network capacity only for the new demands. This treatment avoids disruption to the current working paths and tries to optimize on the reduced capacity. This, however, may result in poor capacity utilization. To the best of our knowledge, none of the existing methods captures service disruption in the problem formulation. We avoid service disruption in our framework by adding a penalty term for disrupting existing connections, as explained in Section III.
E. Outline of the Proposed Work
The complexity of the optimization problem makes the formulation applicable only for provisioning and offline reconfiguration. The use of these methods for online reconfiguration is limited to small networks with a few tens of wavelengths. To reduce the complexity of such problems, and to make it more tractable, various decomposition techniques based on Lagrangean relaxation [16] and LP relaxation [17] exist in the literature. We discuss some approaches that have been used for solving large instances of problems in optical networks.
In [12] , the Lagrangean relaxation method was used to simplify the integer problem into subproblems for each demand. Since a solution to the relaxed problem may not necessarily be a feasible solution to the original problem, heuristics were employed to extract a feasible solution. The LP relaxation of the ILP model is one of the widely used relaxation techniques. In this technique, the integrality constraints of the ILP variables are relaxed. In [18] , the LP relaxation technique was used to derive an upper bound on the carried traffic of connections for any routing and wavelength assignment algorithm. In [19] , a randomized rounding technique was used to convert fractional flows provided by the LP solution to integer flows, and graph coloring algorithms were used to assign wavelengths to the lightpaths. The problem of minimizing the total wavelength mileage, in a network with arbitrary topology, to provide shared line protection was studied in [20] . In [21] , the authors proposed an efficient approach for solving the wavelength mileage problem. The algorithm provides a feasible solution, with minimal violation of the design constraints, and a pruning technique of the search space to reduce the problem complexity.
Our goal in this paper is to develop an algorithm for fast online reconfiguration. We propose a heuristic algorithm based on the LP relaxation technique to solve this problem. Since the ILP variables are relaxed, we provide a way to derive a feasible solution from the relaxed problem. The algorithm consists of two steps. In the first step, the network topology is processed based on the demand set to be provisioned. This preprocessing step is done to ensure that the LP yields a feasible solution. The preprocessing step in our algorithm is based on a) the assumption that in a network, two routes between any given node pair are sufficient to provide effective fault tolerance, and b) an observation on the working of the ILP for such networks. In the second step, using the processed topology as input, we formulate and solve the LP problem. Interestingly, the LP relaxation heuristic yielded a feasible solution to the ILP in all our experiments. We provide insights into why the LP formulation yields a feasible solution to the ILP. We demonstrate the use of our algorithm on practical size backbone networks with hundreds of wavelengths per link. The results indicate that the run time of our heuristic algorithm is fast enough (in order of seconds) to be used for online reconfiguration.
II. RESTORATION ARCHITECTURE

A. Choices for Restoration Architecture
Several survivability paradigms have been explored for surviving single link failures in mesh-based networks [3] , [8] , [9] , [12] , [22] , [23] . They can be classified based on their route computation and execution mechanisms as centralized or distributed, by their rerouting as path or link based, by their computation timing as precomputed or real time, and their capacity sharing as dedicated or shared. Link-based restoration methods reroute disrupted traffic around the failed link, while path-based rerouting replaces the whole path between the source and destination of a demand. The link-based approach requires the ability to identify a failed link at both its ends and makes restoration difficult when node failures happen. The choice of restoration paths is limited and thus may use more capacity than required. The precomputed approach calculates restoration paths before a failure happens, and the real-time approach does so after the failure occurs. The former approach allows fast restoration as the paths are precomputed, while the latter approach is slow, as the alternate path is computed after the failure is detected. Centralized restoration methods compute primary and restoration paths for all demands at a central controller where current information is assumed to be available. The paths are then downloaded into each node's route tables. These algorithms are usually path based. They may use precomputed routes or detect routes at run time. As explained above, since this step needs to identify failure, ascertain the remaining topology and capacity, and then find the best alternate route for the affected demands, the procedure is very slow. Given the importance of restoration speed and potential difficulty in fast failure isolation in optical networks, this approach is therefore not very attractive. Centralized schemes that involve precomputed routes are more conducive for practical implementations. However, maintaining up-to-date information requires frequent communications between the nodes and the central controller. This overhead becomes a potential problem as the network size grows. Distributed methods may involve precomputed tables of routes and discovers capacity in real time. Real-time capacity discovery is slow and the capacity utilization may be inefficient. Distributed precomputation of restoration route is an attractive approach. Capacity sharing among the primary and restoration paths can be dedicated or shared. The dedicated technique uses 1:1 protection, where each primary path has a corresponding restoration path. In the shared case, several primaries can have the same backup path as long as the primaries are node and link disjoint. This scheme is called the backup multiplexing technique [22] . These paradigms serve as a good framework for analyzing the different design methodologies, as each design methodology uses a restoration model, which is a combination of the different paradigms just described.
B. Restoration Model
We consider 100% restoration guarantee for any single node or link failure for protected connections. This means that primary and restoration paths of protected connections are allocated the same capacity and are node and link disjoint. We employ the backup multiplexing technique to improve the wavelength utilization. This technique allows many restoration paths, belonging to demands of different node pairs, to share a wavelength on link if and only if their corresponding primary paths are link and node disjoint. It should be noted that although every primary lightpath has a corresponding backup lightpath dedicated to it, wavelengths on a link can be shared by restoration paths belonging to demands of different node pairs, as long as their primary paths do not share any common links. This is due to the fact that no single failure will cause two primary paths to contend for the same backup capacity. This improves wavelength utilization while providing 100% guarantee under the single fault assumption. We have the following constraints in our restoration model.
1) The number of connections (lightpath) on each link is bounded. 2) Demand constraints: All demands both primary and backup for every node pair must be met. 3) Primary path wavelength restrictions: Only one primary path can use a wavelength on link ; no restoration path can use the same on link . 4) Restoration path wavelength restrictions: Many restoration paths can share a wavelength on link if and only if their corresponding primary paths are link and node disjoint. 5) Primary and backup paths for a given demand should be node and link disjoint.
III. FORMULATION OF THE OPTIMIZATION PROBLEM
For the ILP formulation, the following information is assumed to be given: the network topology, a demand matrix consisting of the new connections to be established, and the set of current working connections. We also assume that two alternate routes between each node pair are precomputed and given. Information regarding whether any two given routes are link and node disjoint are also assumed to be given. Each route between every s-d pair is viewed as wavelength continuous paths (lightpaths), one for each wavelength, and therefore, we do not have an explicit constraint for wavelength continuity. The ILP solution determines the primary and backup lightpaths for the demand set and hence determines the routing and wavelength assignment.
A. Notation
The network topology is represented as a directed graph with nodes and links with wavelengths on each link. We also assume that two alternate routes, which are node and link disjoint, for each s-d pair, are used to provide survivability. The following notation is used.
Number assigned to each node in the network. Number assigned to each link in the network. Number assigned to each wavelength. Number assigned to each s-d pair. cost of using link (data); cost of disrupting a currently working path (data). The following information is given regarding whether two given paths are link and node disjoint.
takes a value of one if paths and have at least one link in common; zero otherwise. If two routes share a link, then all lightpaths using those routes have the corresponding value set to one; else zero. (data). The following notations are used for path-related information.
Path indicator that takes a value of one if is chosen as a primary path; zero otherwise (binary variable). Path indicator that takes a value of one if is chosen as a restoration path; zero otherwise (binary variable). Link indicator that takes a value of one if link is used in path ; zero otherwise (data). Wavelength indicator that takes a value of one if wavelength is used by the path ; zero otherwise (data).
Takes a value one if wavelength is used by some restoration route that traverses link (binary variable). Path indicator that takes a value of one if is a currently working primary path; zero otherwise (data). We are only interested in the primary paths of the current working connection, as the restoration paths can be reassigned.
B. Problem Formulation 1) Objective:
The objective is to minimize the network capacity. The first term in the objective function [ (1) (4) 3) Link Capacity Constraint:
The demand constraints for each node pair are The ILP can be used in different phases of network operation by appropriately setting the value. For example, in the initial call setup phase, all are zero, as there are no working connections. Hence the third term in (1) is zero. The higher the value of , the more the guarantee that primary paths of the working connections will remain unaffected. In the short/medium reconfiguration phase, the cost of is typically set very high for the primary paths of the working connections. It is to be noted here that a high value of does not guarantee that the primary path will not be rerouted in the final solution. Hence to avoid disruption to primary paths of working connections, the capacity consumed by them should be removed and the backup capacity consumption can be optimized. In the long-term reconfiguration phase, an intermediate value of is chosen to capture the tradeoff between possibly disrupting all connections and avoiding disrupting any connection.
The number of variables and grow rapidly with network size. This effect is more pronounced with an increase in the number of wavelengths. For a network of size and , there are instances of each variable for every node pair. Since there are node pairs, we have 11 648
variables and 11 648 variables. The number of equations will be roughly 125 million (11 648 ) . These numbers can be obtained by substituting the values of in each of the equations in the ILP formulation. Thus the problem is complex even for small networks.
IV. ILP PROBLEM SIZE REDUCTION
In this section, we discuss techniques for ILP problem size reduction.
A. Pruning the Variables
As explained in the previous section, the number of variables and grow rapidly with network size. A smarter solution would be to consider only variables that are relevant to the problem at hand. This implies that variables that are zero are removed. If a node pair does not have any demands to be routed between them, then all the variables relating to that node pair are removed.
Again
Further reductions are possible by considering only links that affect the specific instance of demands to be provisioned. For each link not considered, we get a reduction of 248 equations in our example. The above discussions suggest that it is necessary to carefully enumerate the constraints.
B. Demand Normalization Technique
Another procedure that results in significant problem size reductions is the demand normalization technique. Since we deal with wavelength continuous request chunks between node pairs and since all demands between every node-pair source and sink at the same nodes, we do not distinguish between each of those requests.
To reduce the solution space, we treat each chunk of requests between every demand pair as one entity. Since the whole network should have a consistent view of each entity, we normalize the demand sets by finding the greatest common divisor for all the demand requests and dividing each demand set by that factor. The capacities on all links are also normalized. This results in a scaled-down version of the original problem, which is less difficult to solve.
Since the capacity on each link is normalized, the number of wavelengths reduces by a factor of , where is the greatest common divisor of the demand sets. Considering the network with and , and if is, say, 2, the number of variables reduces by a factor of two and we are left with 660 equations, which is a 1 reduction. This technique can yield considerable reduction if were to be comparable to . An appropriate procedure that can be adopted here is to adjust demand requests to obtain an comparable to , and the solution can be adjusted accordingly. If the solution is obtained for more demands than required, then resources may be reclaimed. If fewer demands were given, then the ILP can be solved again with the solution from the previous stage fed in as currently working connections. Such approaches may deviate from the optimal value, but a feasible solution can be obtained. We use this multistage approach in our heuristic, as will be discussed in Section V-C. It is to be noted that the demand normalization technique tends to group demands belonging to a node pair and forces the demand chunks to follow the same route in the network. This may be restrictive, as a more optimal solution in terms of capacity utilization may be obtained if these demands could be spread across multiple diverse routes between the source-destination pair.
Although we employ all the reduction techniques discussed above to get significant reductions, it is not sufficient to guarantee that large networks with a huge number of demands can be solved. Therefore, we still need a faster approach that yields a feasible solution.
V. HEURISTIC BASED ON LP RELAXATION
In this section, we present a heuristic algorithm based on the LP relaxation. The LP relaxation of the ILP model is one of the most widely used decomposition techniques. Since the integrality constraints of the ILP variables are relaxed, we may violate some constraints when the fractional flows of the LP solution are rounded off to integer flows. There is no guarantee of extracting a feasible solution once the LP provides a solution with fractional flows. Hence, we need a way of forcing the fractional flows to integer flows so that the LP formulation yields a feasible solution.
We address this problem using a two-step algorithm. In the first step, the network topology is processed based on the demand set to be provisioned. The preprocessing step is done to ensure that the LP formulation yields a feasible solution. The preprocessing step identifies possible routes for backup multiplexing demands belonging to different node pairs. Each node pair is assigned a set of wavelengths based on a set of rules, as explained in Section V-A.
In the second step, using the processed topology as input, we formulate and solve the LP problem (developed in Section V-B). It is to be noted that the preprocessing step merely assigns a set of wavelengths to each node pair and the actual routing and wavelength assignment is performed by the LP formulation.
A. Preprocessing Step
The preprocessing is done to ensure that the LP yields a feasible solution, as will be demonstrated later. The preprocessing step in our algorithm is based on a) the assumption that in a network, two routes between any given node pair are sufficient to provide effective fault tolerance, and b) an observation on the working of the ILP for such networks. The ILP in our formulation decides for each node pair which route, of the two available, is to be used for primary and which one for backup. We then classify demands into one of the two categories: a) if two node pairs have common links on both their routes, their backups cannot be multiplexed on the same wavelengths (as they violate the criteria for backup multiplexing), and b) if we have two node pairs and at least one route for each of them is node and link disjoint with the other, then backup paths of demands belonging to these node pairs may or may not be multiplexed depending on the specific instance of traffic that is contending for resources. The preprocessing step is formally presented below. 1) Identify the bottleneck link for each node pair as follows. a) Bottleneck link for a node pair is defined as that link on either of its two routes, which is part of the routes of most other node pairs. b) If multiple links have the same value, the tie is arbitrarily broken. 2) Prewavelength set assignment. a) Arbitrarily choose a node pair . b) Assign wavelengths on both its routes. (For satisfying demands, a node pair needs wavelengths on each of its routes for its primary and backup paths. A node pair is of Type1 on a particular route if it has been assigned exactly the same number of wavelengths as the number of demands on its route). In this case, is of Type1 on both of its routes. c) For every node pair using , we have the following.
i) One route of and already share a common link . Without loss of generality, let this be route 1 for both node pairs. Now, if route 2 of node pair is link and node disjoint with route 2 of , then assign wavelengths for on route 1, out of which wavelengths are shared with . (A node pair is of Type2 if it has been assigned more wavelengths than its demand requirements.) is of Type2 in its route 1. On 's other route, it is exactly assigned wavelengths ( is of Type1 on its route 2). ii) If node pairs and share link(s) on their other route (route 2), then is assigned wavelengths, disjoint to those assigned to , on both its routes. In this case, is Type1 on both its routes. iii) Repeat the procedure for all using , comparing with every Type1 node pair available on the link. The following rules apply. (Note: These rules are enforced to handle problems arising as a result of the relaxation. This will be explained in detail in Section V-B). A) A Type2 node pair can share wavelengths with only one Type1 node pair on a link. B) Every Type1 node pair can have exactly one Type2 pair sharing wavelengths with it. If more than one such Type2 pair exists on the link, for every Type1, then the demands belonging to those node pairs are removed. The problem is solved for only one set of interacting demands at a time. iv) Once step 2c) is completed, node pairs that have been assigned wavelengths are marked. v) Arbitrarily choose one of the node pairs that has been marked and repeat step 2c) on its bottleneck link. vi) Repeat step 2cv) for all marked pairs on link . vii)
Repeat step 2) and terminate when all node pairs that have nonzero demands are marked. The preprocessing step identifies possible routes for backup multiplexing demands belonging to different node pairs. Each node pair is assigned a set of wavelengths based on a set of rules [2iiiA) and 2iiiB) above]. It is to be noted that the preprocessing step merely assigns a set of wavelengths to each node pair and the actual routing and wavelength assignment is performed by the LP formulation (developed in Section V-B). We provide insights into the working of the preprocessing step through an illustrative example.
Consider an example network shown in Fig. 1(a) . The node pairs of interest to us and the alternate routes between them are shown in Fig. 1(c) . Let be the demand request for each pair 1, 2, 3, respectively. The links that are of interest to us are ones where more demands belonging to different node pairs interact. In this example, links 5 8 8 7 fall into that category. We arbitrarily choose link 5 8 for demonstration. Each node pair is assigned a set of wavelengths. This allocation does not affect the actual routing and wavelength assignment to be performed by the LP formulation. For a node pair, as long as enough wavelengths (capacity) are allocated to meet the demands, it does not matter what range of wavelengths was assigned to it.
Examining link 5 8, we arbitrarily choose node pair 3 and assign wavelengths on both of its routes. Node pair 3 is of Type1 on both of its routes. Next we arbitrarily choose node pair 1, and since node pairs 1 and 3 have common links on both of their routes, they cannot be backup multiplexed with each other. This implies that disjoint wavelength sets are needed for these two link-sharing pairs. Node pair 1 is assigned wavelengths ( to on its route 2) on both of its routes. Hence node pair 1 is also of Type1 on both of its routes. Since node pair 2 has at least one route (its route 1) that is disjoint from the possible routes of both of the other node pairs, there is potential to do backup multiplexing, so the wavelengths may be shared with either of the Type1 pairs available. We arbitrarily choose to share with node pair 1, since a contiguous set of wavelengths can be assigned. The order of wavelengths can be easily rearranged such that contiguous sets of wavelengths can be allocated to Type2 and Type1 node pairs that need to share the same set of wavelengths. Node pair 2 is assigned to on its route 2 and wavelengths on its route 1. Hence, node pair 2 is of Type2 in its route 2, as it shares wavelengths with a Type1 node pair 1, and is of Type1 on its route 1. We will assume that the LP solves a demand matrix that is feasible for the ILP.
B. LP Formulation
The LP relaxation of the ILP formulation is developed in this section. In the formulation, and denote the range of wavelengths assigned for node pair on routes . Minimize (12) The demand constraints for each node pair are (13) (14) 1) Restoration Path Wavelength Usage Indicator Constraint:
2) Primary Path Wavelength Usage Constraints: (17) 3) Constraint to Ensure That Type2 Primary Never Clashes With Type1 Backups: For Type2 demands on a link , the following constraint applies. Node pair belongs to Type1. Node pair belongs to Type2, which shares wavelengths with node pair .
are those paths on the node pair routes that use (18) We demonstrate that the LP yields a feasible solution based on the following observation. This observation is assumed as the basis for further argument. For a given node pair, the LP formulation has a different cost associated with the primary and backup variables. Also, the cost incurred depends only on the route on which the variable's path is present. For a given node pair, if all the LP constraints are being met, the LP will prefer to route the primary variable of a demand on the route that incurs a lesser cost, and as long as the constraints are being met will allocate all primaries on the same route. The same reasoning holds for the backup variables. Thus it can be expected that the primary variables for a particular node pair take nonzero values only on one route. The same is expected of the backup variables. We state the observation more formally as follows.
Observation 1: The LP has a tendency to group the weights of the variables and for any given . As a result, for any and , either all variables have nonzero assignments or all variables have nonzero assignments.
Based on Observation 1, we make claims that provide insights into why LP formulation yields a feasible solution for the ILP. These claims elucidate the operation of heuristic based on LP relaxation. We now state the claims and provide arguments to support the claims.
Claim 1: The LP solution guarantees integer (binary) assignments for all Type1 variables.
Indeed, consider (13) and (14) . They are of the form and . Terms represent variables on one route and represent variables on the other route. Based on Observation 1, either or is zero. Without loss of generality, let the term . This would force and hence . We now have and . Recall that for Type1 variables, . Since , all the variables in terms (primary variables) and (backup variables) are forced to be assigned as one and all the variables in the other terms are zero.
Claim 2: The LP solution guarantees integer (binary) assignments for all Type2 variables.
The above claim follows from the following argument. Let node pair be of Type1 and be of Type2. All variables, primary and backup of node pair , are guaranteed to be binary (Claim 1). Equations (13) and (14) are of the form and . Terms represent variables on one route and represent variables on the other route. Without loss of generality, let the term . This would force and . Recall that for Type2 variables, on one of its routes and on its other route. Let represent variables on the route where has been assigned. out of belong to Type1 variables and are guaranteed to be one. Equations (17) and (18) ensure that out of the variables cannot be used and hence forces the remaining variables in term to be one.
A similar argument can be applied by letting . In this case, and for , and hence the variables are forced to be one.
A similar argument can be applied for variables of Type2 when and for that route and variables in are forced to be one. Suppose that and ; then there are two cases. If were primaries, then (18) forces the variables in to be one. However, if were backups, then we have variables and capacity to fill. In this one case, the assignments may be fractional. This case is still acceptable because these violations occur only when Type1 and Type2 backups share the link on the route. Since we allow this case for backup multiplexing, we might be able to reclaim resources by adjusting the fractional flows of Type2 to be one and make it coincide with the backups of Type1.
We now proceed with the LP formulation. In the ILP formulation, takes a value of one or zero. We should find a way to identify that a wavelength is being used as a backup or else (17) will be violated and the primary and backup path may end up using the same wavelength on a link.
We have to appropriately modify for the LP and make it choose a higher value whenever a wavelength on a link is used for backup. Recall rules 2iiiA and 2iiiB in the heuristic algorithm, which state that every Type1 node pair can have exactly one Type2 pair sharing wavelengths with it. If more than one such Type2 pair exists on the link, for every Type1, then the demands belonging to those node pairs are removed. The problem is solved for only one set of interacting demands at a time. The multistep procedure for such a solution and its implications are discussed in Section V-C. Since only one Type2 demand is allowed to share wavelengths with Type1 demands, the value of , which counts the number of backup paths that share a wavelength on link , can be either zero (if the path is not used for backup), one (one backup path), or two (if two paths share this link and wavelength as backup). Equation (3) of the ILP is modified as shown in (16) .
Since can take values of zero, one, or two (enforced by rules 2iiiA, 2iiiB), in (16) can take values 0, 0.5, or 1, respectively. In the ILP formulation, is guaranteed to be one or zero. In the LP formulation, this cannot be captured exactly. Since implies that only one backup path uses link and wavelength implies that two backup paths share link and wavelength , we can modify the objective to make it favor cases when . This formulation is not exact, since the cost of two backup paths sharing link and wavelength is the same as using two different wavelengths for backup . The modified objective is shown in (12) . Equations (5) and (9), representing link capacity constraint and backup multiplexing constraint of the ILP, are no longer constraints in the LP formulation, as these constraints are ensured in the preprocessing step.
C. Solving for Excess Demands
As explained in the previous subsection, every Type1 node pair can have exactly one Type2 pair sharing wavelengths with it. If more than one such Type2 pair exists on the link, for every Type1, then the demands belonging to those node pairs are removed. In such cases, the problem is solved for one set of interacting demands at a time. We propose a multistage approach to solving this problem. We used a similar approach to solve large demands sets in [7] and [24] . At each stage, one instance of the problem is solved, for one set of interacting demands, and the result is used in successive stages. If the problems are solved independently, the resulting solution may be infeasible, as the same path might be used by multiple primaries or backups. To avoid infeasibility, we feed the information about one stage to the next through the variable. Typically, this variable is used to feed information about existing paths to avoid service disruption. We exploit this aspect of our formulation by feeding the solution of one stage to the next. The objective function is modified to include backups chosen during one stage to be fed to the next. This feature is exploited only to make sure that assignments are binary. However, there may be a penalty for this type of solution. First, because the problem is solved sequentially and is not shown the full solution space, the result may be suboptimal. Secondly, depending on the solution from one stage, some demands may be blocked.
VI. RESULTS
A. Experimental Design
We use CPLEX Linear Optimizer 7.0 [25] to solve the ILP and the LP formulations. The experiments were run on a Pentium III 500-MHz processor with 256-MB RAM (note that the solution to the optimization problem is both CPU and memory intensive). These data are provided for the results on run times of our algorithm presented later in this section. We ran our experiments on the 14-node 21-link NSFNET topology (shown in Fig. 2 ) and the 20-node 32-link ARPANET topology (shown in Fig. 3) . The following experiments are presented in the remainder of this section. We present sample results, that provide insight into the working and quality of our LP formulation, presented in Section VI-B. The complexity of the optimization problem makes the ILP solution intractable for large problem instances. This effect is sometimes seen for small problem instances. In Section VI-C, we compare run times for the ILP and LP solutions for small problem instances. Finally, for large problem instances, we demonstrate the run time of our LP heuristic algorithm in Section VI-D. The LP heuristic algorithm yielded a feasible solution in all the experiments presented in this section.
B. Insights Into the Working and Quality of the LP Heuristic Algorithm
Consider the node pairs and their two alternate routes shown in Table I . Let the number of wavelengths per link be ten. Let the node pairs, in this example, require five primaries and five backups. Since we have a restriction in our model that only one Type2 node pair can share wavelengths with a Type1 node pair on a link, demand requests for node pair 32 are removed in the first stage. The results of the ILP and the LP are shown in Tables II and III, respectively.
The ILP solution assigns backups for demands belonging to node pairs 1 and 27 in the route that has the common link 3 2 and similarly assigns backups for demands belonging to node pairs 110 and 167 on the route that has the common link 13 6. The primary paths were assigned as shown in the Table II . Now, let us compare the LP solution in Table III .
Since the cost of two backup paths sharing a link and wavelength is the same as using two different wavelengths for backup (refer to discussion on in Section V-B), the backup wavelength assignment is different from the ILP assignment. As in the case of the ILP solution, the backups for demands belonging to node pairs 1 and 27 are assigned on the route that has the common link 3 2. But the wavelength assignment for backups is different. The backup paths for node pair 1 were assigned on route 1 3 2 on wavelengths , and backups for node pair 27 were assigned on route 3 2 1 on wavelengths . Only one wavelength was used for backup multiplexing, as against all five in the ILP solution. However, once the LP provides this feasible solution, we may, in TABLE VI  COMPARING ILP AND LP SOLUTION RUN TIMES such cases, merge the backup routes to coincide with backup paths of node pair 1 and reclaim the wavelengths (refer to the discussion in Section V-B on adjusting Type2 backups to coincide with backup paths of its corresponding Type1. In this case, demands of node pair 1 belong to Type1 and those of node pair 27 belong to Type2).
For the next set of node pairs, 110 and 167, primary paths for demands belonging to both pairs were chosen on their first route and backup paths on their second route, as shown in Table III . Hence, no backup multiplexing was done. This is in contrast with the ILP solution that used the route containing the common link 13 6 for routing backups and as a result could backup multiplex the demand requests of node pairs 110 and 167.
In the above example, node pair 32 has to be solved in the next stage. In such cases, the solution from the first stage is fed to the second stage as currently working primary and backup paths. In this example, we considered that since the LP chose the backup routes for node pairs 1 and 27 on the route that uses link 3 2, all the requests for node pair 32 were accommodated with the primary and backup route and wavelength assignments as shown in Table III . Although the demands for node pair 32 were accommodated in this example, there is no guarantee that all the demands will be accepted for node pairs that are solved in successive stages. Thus, there may be a penalty for solving the problem sequentially, as discussed in Section V-C. Now suppose that the node pairs required ten demands each instead of five demands as in the previous case. The solution for the LP and ILP for this case is the same and is shown in Table IV . The LP in this situation, to accommodate all demand requests, is forced to backup multiplex all possible demands and thus yields an optimal solution. It is well known that if the LP relaxation to the ILP provides a solution that is an integer vector, then the solution is feasible and hence optimal to the ILP [17] . This is the reason for the LP's providing an optimal and a feasible solution to the ILP in this case, as the LP solution vector is forced to be an integer in such cases. This behavior is demonstrated in Table V . The results are run on the NSFNET topology with ten wavelengths per link for the example in Table I , with demand requests distributed uniformly across five node pairs. As explained earlier, the reason why the LP yields an optimal and a feasible solution to the ILP as the number of demand requests per node pair increase (comparable to the capacity on the link) is due to the fact that the LP solution vector is forced to be an integer in such cases.
C. Comparing ILP and LP Solution Run Times
The complexity of the optimization problem makes the ILP solution intractable for large problem instances. This effect is [25] . CPLEX will find an integer optimal solution and terminates when all nodes have been processed. Optimality in this case is relative to the tolerances and other optimality criteria set by the user. The default relative optimality tolerance is 0.0001, in which case the final integer solution is guaranteed to be within 0.01% (default mipgap in CPLEX) of the optimal value. Many formulations do not require such tight tolerances. Requiring CPLEX to seek integer solutions that meet 0.01% tolerance in such cases is wasted computation time. In our case, to make the comparison fair, we report results when the mipgap is around 3-5%. The problem could be terminated when the mipgap reaches within a desired value. As the results show, the LP solution time is considerably less for this example. In the ILP solution result, the fast run times for 52 and 72 demands as against the slower run times for smaller demand requests is not surprising. The solver performs a lot of preprocessing, and depending on how close the initial solution is to the final integer optimal solution, the problem can run that much faster.
D. Run Times for the LP Heuristic Algorithm
We demonstrate the use of our algorithm on practical size backbone networks with hundreds of wavelengths per link. Numerical results for NSFNET and ARPANET topologies, with 100 wavelengths per link, are shown in Tables VII and VIII, respectively. All the techniques discussed for problem size reduction were applied before the LP was solved. The complexity of the problem is determined by the number of variables and constraints in the formulation. We can see from the results that for large demand sets, the run time of our heuristic algorithm is considerably fast (on the order of seconds). This has a great impact on the applicability of our solution for online decision-making at various phases in survivable WDM network operation.
VII. CONCLUSION
Considerable literature exists on the design of survivable WDM networks. In this paper, our focus is on network operation under dynamic traffic. Once the network is provisioned, the critical issue is how to operate the network in such a way that the network performance is optimized under dynamic traffic. The various operational phases in survivable WDM networks are formulated as a single ILP optimization problem. This common framework incorporates service disruption. However, the complexity of the optimization problem makes the formulation applicable only for network provisioning and offline reconfiguration. The direct use of this method for online reconfiguration remains limited to small networks with a few tens of wavelengths.
We propose a heuristic algorithm based on an LP relaxation technique to solve this problem. Since the ILP variables are relaxed, we provide a way to derive a feasible solution from the relaxed problem. The algorithm consists of two steps. In the first step, the network topology is processed based on the demand set to be provisioned. This preprocessing step is done to ensure that the LP yields a feasible solution. The preprocessing step in our algorithm is based on: a) the assumption that in a network two routes between any given node pair are sufficient to provide effective fault tolerance and b) an observation on the working of the ILP for such networks. In the second step, using the processed topology as input, we formulate and solve the LP problem.
Interestingly, the LP relaxation heuristic yielded a feasible solution to the ILP in all our experiments. We provide insights into why this is so. The claims we make in this paper are argued based on the following observation. For demands belonging to a given node pair, the optimization formulation has a tendency to group the primary paths of all demands on one route and the backup paths on the alternate route. We provide arguments to support the observation. Currently, we are working on proving the observation, or alternatively providing conditions under which the observation holds true. We are extending our formulation to accommodate pairs of alternate routes for each node pair, and the optimization problem can be made to choose from such candidate pairs. Our relaxation heuristic can directly be used with optimization formulations that provide such sets of candidate pairs for every node pair.
We presented sample results that provide insight into the working and quality of our LP formulation. We showed that as the number of demand requests per node pair increases (comparable to the capacity on the link), the LP yields an optimal and a feasible solution to the ILP, as the LP solution vector is forced to be an integer in such cases. We also provided comparison on the run times of the ILP and the LP solution, and the LP solution run time is considerably fast. We demonstrated the use of our algorithm on practical size backbone networks with hundreds of wavelengths per link. We can see from the results that for large demand sets, the run time of our heuristic algorithm is considerably fast (in order of seconds). This has a great impact on the applicability of our solution for online decision-making at various phases in survivable WDM network operation.
