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Abstrat
We determine the orbit types of the ation of the group of loal gauge transformations on the
spae of onnetions in a prinipal bundle with struture group O(n), SO(n) or Sp(n) over
a losed, simply onneted manifold of dimension 4. Complemented with earlier results on
U(n) and SU(n) this ompletes the lassiation of the orbit types for all lassial ompat
gauge groups over suh spae-time manifolds. On the way we derive the lassiation of
prinipal bundles with struture group SO(n) over these manifolds and the Howe subgroups
of SO(n).
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1 Introdution
The priniple of loal gauge invariane plays a fundamental role in modern theoretial physis.
Its appliation to the theory of partile interations gave rise to the standard model, whih proved
to be suessful from both theoretial and phenomenologial points of view. There is a lot of im-
portant results obtained within perturbation theory, whih works well for high energy proesses.
On the other hand, the low energy hadron physis, in partiular, the quark onnement, turns
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out to be dominated by nonperturbative eets, for whih there is no rigorous theoretial expla-
nation yet. To study nonperturbative aspets, a variety of dierent onepts and mathematial
methods has been developed.
One of the main reasons, whih makes a nonabelian gauge theory so dierent from other eld
theories is the rih mathematial struture of its lassial onguration spae (the gauge orbit
spae) and the orresponding phase spae. The gauge orbit spae is obtained by fatorizing
the inte-dimensional ane spae of gauge potentials by the ation of the group of loal gauge
transformations. Sine this ation is not free, non-generi orbit types (singularities) our en-
dowing the gauge orbit spae with a stratied struture. Let us disuss some aspets indiating
its physial relevane.
First, the geometry and topology of the generi (prinipal) stratum has been laried a long
time ago [33, 40℄. In partiular, one gets an intrinsi topologial interpretation of the Gribov-
ambiguity [18℄. We stress that the problem of nding all Gribov opies has been disussed within
spei models, see e.g. [28℄. For a detailed analysis in the ase of 2-dimensional ylindrial spae
time (inluding the Hamiltonian path integral) we refer to [39℄. Investigating the topology of
the determinant line bundle over the generi stratum, one gets an understanding of anomalies in
terms of the family index theorem [1, 5℄, see also [11℄ for the Hamiltonian approah. In partiular,
one gets anomalies of purely topologial type [47℄ whih annot be seen by perturbative quantum
eld theory.
There are partial results and onjetures onerning the relevane of nongeneri strata. First,
generally speaking, nongeneri gauge orbits aet the lassial motion on the orbit spae due
to boundary onditions and, in this way, they may produe nontrivial ontributions to the path
integral. They may lead to loalization of ertain quantum states, as it was suggested by nite-
dimensional examples [14℄, see also [22℄ for a nite-dimensional gauge model. Further, the gauge
eld ongurations belonging to nongeneri orbits an possess a magneti harge, i.e. they an be
onsidered as a kind of magneti monopole ongurations. Following t'Hooft [46℄, these ould be
responsible for quark onnement. The role of these ongurations was investigated within the
framework of Shrödinger quantum mehanis on the gauge orbit spae of topologial Chern-
Simons theory in [2℄, see also [3℄ for an approah to 4-dimensional Yang-Mills theories with
θ-term. Within t'Hooft's onept, the idea of abelian projetion is of speial importane and has
been disussed by many authors. This onept was studied within the setting of quantum eld
theory at nite temperature on the 4-torus in [16, 17℄. There, a hierarhy of defets, whih should
be related to the gauge orbit spae struture, was disovered. Finally, let us also mention that
in [21℄ the existene of additional anomalies orresponding to non-generi strata was suggested.
Most of the problems mentioned here are still awaiting a systemati investigation. For that
purpose, a deeper insight into the struture of the gauge orbit spae is neessary. The stratied
struture of the full gauge orbit spae was investigated in detail in [27℄. Based on that, in a
series of papers [34, 35, 37℄, see also [36℄ for a review, we have given a omplete solution to
the problem of determining the strata (inluding their partial ordering) for gauge theories with
struture group SU(n) on losed onneted manifolds of dimension d = 2, 3, 4. Our analysis
was based in partiular on the observation, made e.g. in [27℄, that orbit types are in bijetive
orrespondene with a ertain type of bundle redutions of the prinipal bundle underlying the
gauge theory under onsideration. We all bundle redutions of this type holonomy-indued
Howe subbundles. This observation yields a method for solving the lassiation problem for
orbit types, beause it turns out that holonomy-indued Howe subbundles an be lassied by
methods of algebrai topology. In the present paper we extend the above results to the ase of
struture group O(n), SO(n) or Sp(n). We apply the same general method, but the lassiation
problem for the subbundles turns out to be muh harder than in the ase of SU(n).
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Let us put this paper into a broader perspetive. In a next step, we will investigate the struture
of the phase spae (innite-dimensional Hamiltonian system with symmetry) by applying the
method of singular Marsden-Weistein redution. This will yield the redued phase spae as a
Hamiltonian system with singularities, whih an be taken as a starting point for onstruting
the quantum theory. To separate the geometri problems arising from the redution proess
from the analyti problems due to innite dimensions, it is reasonable to study nite-dimensional
approximations (provided by lattie gauge theory) of the above situation. We refer to [12, 13, 15,
22℄ for rst results in this diretion. In partiular, in [22℄ we have studied the role of non-generi
strata on the quantum level for one of these nite-dimensional models.
The paper is organized as follows: In Setion 2 we present the method and formulate the program
for solving the lassiation problem. In Setion 3 we determine the Howe subgroups of O(n),
SO(n) and Sp(n). In Setion 4 we lassify prinipal bundles whose struture group is a Howe
subgroup under some assumptions onerning the spae time manifold. This hapter is the heart
of the paper. In Setion 5 we determine the Howe subbundles of a given prinipal bundle and in
Setion 6 we speify the Howe subbundles whih are holonomy-indued. Setion 7 ontains the
fatorization with respet to the ation of the struture group on bundle redutions and in Setion
8 we summarize the lassiation result. As an illustration, in Setion 9 we apply the results to
gauge theories with struture group O(4), SO(4) or Sp(2), dened over a spae-time manifold
dieomorphi to CP2 or S2 × S2. For the onveniene of the reader, the paper is supplemented
by 5 Appendies, where we ollet relevant material from algebrai topology referred to in the
text.
Finally, we note that we restrit attention to losed (ompat, without boundary) and simply
onneted spae time manifolds of dimension 4. However, the topologial results derived in
Setion 4 are obtained for CW -omplexes, some of them hold true without the above assumptions.
2 Orbit types and holonomy-indued Howe subbundles
Let M be a losed onneted orientable manifold, let G be a ompat onneted Lie-group and
let P be a prinipal bundle over M with struture group G. We denote the ane Hilbert-spae
of onnetion forms on P of an appropriate Sobolev lass k by A the Hilbert-Lie group of vertial
automorphisms of P of Sobolev lass (k+1) by G. For the analyti framework, see [33, 40℄. The
results we are going to derive are independent of the hoie of k provided k is large enough.
Our aim is to investigate the struture of the onguration spae of a gauge theory on P ,
M = A/G ,
where the ation of G on A is given by
(g,A) 7→ A(g) = g−1Ag + g−1dg.
This spae is known as the gauge orbit spae. Sine, in general, the ation of G is not free, M
is not a smooth manifold. However, the ation is proper and admits slies [27℄. Therefore, M is
a stratied spae, where the stratiation is indued by the orbit types of the ation of G on A.
Let us briey reall the onstrution. The stabiliser (or isotropy group) of a onnetion A ∈ A
is given by GA = {g ∈ G | A
(g) = A}. It transforms under the ation of G like GA(g) = g
−1GAg.
This allows to dene the type of an orbit [A] to be the onjugay lass of the subgroup GA in G.
For given orbit type τ let Mτ denote the subset ofM of orbits of type τ . This denes a disjoint
deomposition
M =
⋃
orbit types
Mτ . (1)
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The following was shown in [27℄:
 eah Mτ arries the struture of a Hilbert manifold,
 the orbit type deomposition (1) is loally nite,
 the frontier ondition holds: if Mτ ∩Mσ 6= ∅ then Mτ ⊂Mσ.
In [26, 27℄, the deomposition (1) is therefore alled a stratiation and the orbit type subsets
Mτ are referred to as the strata of M. We adopt this terminology
1
. It was also shown in [27℄
that the natural partial ordering of orbit types, whih is indued from the inlusion relation
between subgroups of G, satises
τ ≤ σ ⇔ Mσ ⊆Mτ .
Thus, the the partially ordered set of orbit types ontains information about whih strata our
in the gauge theory on P and how they are glued together. In the present paper we determine
the orbit types for struture groups G = O(n), SO(n) and Sp(n) and forM being a losed simply
onneted manifold of dimension 4; the partial ordering will be studied in a separate paper. For
that purpose, we use a relation between orbit types and ertain types of bundle redutions of P
whih for the rst time was desribed in detail in [27℄. Let us explain this relation. A subgroup
H ⊆ G with the property C2G(H) = H is alled Howe subgroup. For any subgroup H of G
there exists a smallest Howe subgroup H˜ of G suh that H ⊆ H˜. We say that H˜ is the Howe
subgroup generated by H. H˜ an be obtained by taking the double entralizer, H˜ = C2G(H).
A redution of P to a Howe subgroup is alled Howe subbundle. For any redution Q of P to
a subgroup H there exists a smallest Howe subbundle Q˜ suh that Q ⊆ Q˜. We say that Q˜ is
the Howe subbundle generated by Q. Q˜ an be obtained from Q by extending the struture
group to the Howe subgroup generated by H, i.e., Q˜ = Q · CG(H). A Howe subbundle is alled
holonomy-indued if it is generated by the holonomy subbundle of some onnetion in P . Due
to existene results for holonomy subbundles [25, Ch. II, Thm. 8.2℄ in dimension d ≥ 2 this is
equivalent to requiring that the Howe subbundle be generated by a onneted redution of P .
Theorem 2.1 (Kondraki and Rogulski [27℄). If dimM > 1, there is an (order-preserving)
bijetion from the set of orbit types onto the set of isomorphism lasses of holonomy-indued
Howe subbundles, fatorized by the ation of the struture group G on bundle redutions.
For a detailed proof, see [34℄. The idea of the proof is based on the observation that when gauge
transformations are viewed as equivariant maps from P to G, the stabilizer of a onnetion
onsists of the gauge transformations whih are onstant on any holonomy subbundle of that
onnetion. It follows that the stabilizer is the same for any two onnetions whose holonomy
subbundles (based at the same point) generate the same Howe subbundle. Therefore, stabiliz-
ers orrespond to holonomy-indued Howe subbundles. Passing to lasses on the level of the
subbundles then orresponds to passing to onjugay lasses on the level of the stabilizers.
Aording to Theorem 2.1, in order to determine the orbit types of the ation of G on A we have
to do the following.
1. Determine the Howe subgroups of G.
2. Determine the Howe subbundles of P up to isomorphy.
3. Speify the Howe subbundles whih are holonomy-indued.
4. Fatorize by the ation of the struture group G on bundle redutions.
To work out the full program for G = O(n), SO(n) or Sp(n) we have to assume that M is simply
onneted and of dimension 4. Step 1 will be treated in Setion 3. Step 2 is the hardest one, it
1
There exist several stronger notions of stratiation.
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will be worked out in Setions 4 and 5. Steps 3 and 4 are treated in Setions 6 and 7, respetively.
The results are summarized in Setion 8.
As mentioned above, for struture group G = SU(n) the orbit types and their partial ordering
have already been determined in [34, 35℄, see also [37℄. Here the assumption that M be simply
onneted an be dropped. For the sake of ompleteness, we inlude these results into the
summary in Setion 8.
Remark 2.2. The assumption that dim(M) be exatly 4 is just made for simpliity. Our results
on the lassiation of Howe subbundles hold also in dimension d ≤ 4. In view of Theorem 2.1,
we thus derive the orbit types for dim(M) = 2, 3, 4.
3 Howe subgroups
Let K = R,C,H denote the real numbers, omplex numbers and quaternions, respetively. Let
IK(n) denote the isometry groups of the standard salar produts on K
n
. The standard notation
is obtained by replaing IR = O, IC = U and IH = Sp. For a group G and a subgroup H ⊆ G,
let CG(H) and NG(H) denote the entralizer and the normalizer, respetively, of H in G.
The study of the Howe subgroups of O(n) and Sp(n) amounts to an appliation of the theory of
nite-dimensional real and quaternioni von Neumann algebras, respetively. We ite the results
from [38℄ where the more general ase of the isometry group of a Hermitian form over K was
treated. The Howe subgroups of SO(n) an be derived from those ofO(n). Sine to our knowledge
this is not doumented in the literature, we give full proofs here. For this disussion, and also for
the disussion of the property of a bundle redution to be holonomy-indued in Setion 6, we need
information about the inlusion relations between Howe subgroups of O(n) and Sp(n). Therefore,
for these groups, from [38℄ we also ite the operations produing the diret predeessors (up to
onjugay) of a given Howe subgroup w.r.t. the natural partial ordering dened by the inlusion
relation.
Let G = IK(n) be given. A Howe subgroup H of G is alled irreduible if the representation
of H × CG(H) on K
n
is irreduible. Orthogonally deomposing K
n = Kn1 ⊕ · · · ⊕ Knr into
H × CG(H)-irreduible subspaes one obtains a deomposition of H into a diret produt of
irreduible Howe subgroups of IK(ni). The entralizer of H is then the diret produt of the
entralizers of the irreduible fators of H in the groups I(ni).
3.1 Howe subgroups of O(n)
For any positive integer m, eld restrition denes homomorphisms
ϕC,R : MC(m)→ MR(2m) , ϕH,C : MH(m)→ MC(2m) , ϕH,R : MH(m)→ MR(4m) .
For onveniene, we set ϕR,R = idMR(m). Expliitly, we hoose
ϕC,R(a1 + ia2) =
[
a1 a2
−a2 a1
]
, ak ∈ MR(m) , (2)
ϕH,C(a1 + a2j) =
[
a1 −a2
a2 a1
]
, ak ∈ MC(m) , (3)
and ϕH,R := ϕC,R ◦ ϕH,C. I.e.,
ϕH,R(a1 + ia2 + ja3 + ka4) =


a1 −a2 −a3 −a4
a2 a1 a4 −a3
a3 −a4 a1 a2
a4 a3 −a2 a1

 , ak ∈ MR(m) . (4)
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These mappings ommute with taking adjoints w.r.t. the respetive salar produt. Therefore,
they indue Lie group embeddings (denoted by the same symbol)
ϕC,R : U(m)→ O(2m) , ϕH,C : Sp(m)→ U(2m) , ϕH,R : Sp(m)→ O(4m) .
Sine U(m) is onneted, ϕC,R(U(m)) ⊆ SO(2m) and hene ϕH,R(Sp(n)) ⊆ SO(4m). Moreover,
ϕH,C(Sp(n)) ⊆ SU(2m).
The onjugay lasses of irreduible Howe subgroups of O(ni) are in bijetive orrespondene
with the solutions of the equation δimiki = ni, where (mi, ki) is an ordered pair of positive
integers and δi = 1, 2, 4. For given δi,mi, ki, a representative for the orresponding lass of Howe
subgroups is given by Hi = I
ki
Kimi
where
I ki
Kimi
= {ϕK,R(a)⊗R 1ki : a ∈ IKi(mi)} (5)
w.r.t. the deomposition R
ni = Rδimi ⊗R R
ki
or, alternatively,
I ki
Kimi
=
{
ϕK,R(a)⊕
ki
· · · ⊕ϕK,R(a) : a ∈ IKi(mi)
}
(6)
w.r.t. the deomposition R
ni = Rδimi⊕
ki
· · · ⊕Rδimi . Here Ki = R for δi = 1, Ki = C for δi = 2 and
Ki = H for δi = 4. We all Ki the base eld, mi the rank and ki the multipliity of Hi. Moreover,
we denote Okimi = I
ki
Rmi
, Ukimi = I
ki
Cmi
and Spkimi = I
ki
Hmi
. A representative for the onjugay lass
of the entralizer of Hi is given by I
mi
Ki ki
(i.e., rank and multipliity are interhanged). Thus, up
to onjugay, the Howe subgroups of O(n) are given by the diret produts
H = I k1
K1m1
× · · · × I kr
Kr mr
,
∑r
i=1
dimRKimiki = n , r = 1, 2, 3, . . . . (7)
where the fators are embedded by virtue of the homomorphisms ϕKi,R. The fators are referred
to as O-fators, U-fators and Sp-fators aording to the base eld being R, C or H, respe-
tively. A representative for the onjugay lass of the entralizer of H is obtained from H by
interhanging ranks and multipliities. The subgroup I n
R 1 ≡ O
n
1 oinides with the enter of
O(n) and the subgroup I 1
Rn ≡ O
1
n oinides with O(n) itself.
The operations whih produe the diret predeessors of a given Howe subgroup of O(n) (up to
onjugay) are
 Merging: replaing a double fator I k1
Km × I
k2
Km by a single fator I
k1+k2
Km ; IK(m) is diagonally
embedded into IK(m)× IK(m);
 Splitting: replaing a fator I kKm with m > 1 by the double fator I
k
Km1
× I kKm2 , where
m1 +m2 = m; IK(m1)× IK(m2) is embedded into IK(m) in the obvious way;
 Inverse eld restrition: replaing a fator Ok2m or U
k
2m by a fator U
k
m or Sp
k
m, embedded
via ϕC,R or ϕH,C, respetively;
 Inverse eld extension: replaing a fator Ukm or Sp
k
m by a fator O
2k
m or U
2k
m , embedded in
the obvious way.
As an example, the Hasse diagrams of the sets of onjugay lasses of Howe subgroups of O(2),
O(3) and O(4) are displayed in Figure 1.
We will also have to study the identity onneted omponent H0 of a Howe subgroup H. One
has
H0 = (I
k1
K1m1
)0 × · · · × (I
kr
Kr mr
)0 ,
where (I ki
Kimi
)0 denotes the identity onneted omponent of the fator I
ki
Kimi
. For Ki = R,
this is (I ki
Rmi
)0 ≡ SO
ki
mi
, whereas for Ki = C, H, it oinides with I
ki
Kimi
. Thus, H0 onsists of
SO-fators, U-fators and Sp-fators.
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Figure 1: Hasse diagrams of the sets of onjugay lasses of Howe subgroups of O(2), O(3), O(4).
For brevity, diret produt signs are omitted, i.e., O11O
1
1 stands for O
1
1×O
1
1 et.
3.2 Howe subgroups of Sp(n)
We use the onvention that on H
n
, salars at by multipliation from the right and endomor-
phisms by matrix multipliation from the left. The onjugay lasses of irreduible Howe sub-
groups of Sp(ni) are in bijetive orrespondene with ordered pairs of positive integers (mi, ki)
suh that miki = ni, together with a hoie of Ki = R,C,H. For given (mi, ki) and Ki, a
representative for the orresponding lass of Howe subgroups is given by Hi = I
ki
Kimi
, where
I ki
Kimi
= {a⊗H 1ki : a ∈ IKi(mi)} (8)
w.r.t. the deomposition H
ni = Hmi ⊗H H
ki
or, alternatively,
I ki
Kimi
=
{
a⊕
ki
· · · ⊕a : a ∈ IKi(mi)
}
(9)
w.r.t. the deomposition H
ni = Hmi⊕
ki
· · · ⊕Hmi . Reall that the tensor produt over H is dened
w.r.t. the ations of H by right multipliation on the rst fator and by left multipliation on
the seond fator. Thus, operators of the type a ⊗H b an be dened provided the entries of b
are entral, i.e., real. We will use the same terminology as in the ase of O(n), i.e., Ki will be
referred to as the base eld of Hi, mi as the rank of Hi and ki as the multipliity of Hi and we
will speak of O-, U- and Sp-fators. A representative for the onjugay lass of the entralizer
of I ki
Kimi
is given by I mi
Li ki
, where Li = H if Ki = R, Li = R if Ki = H and Li = C otherwise.
Thus, up to onjugay, the Howe subgroups of Sp(n) are given by diret produts
H = I k1
K1m1
× · · · × I kr
Kr mr
, n =
∑r
i=1
miki , , r = 1, 2, 3, . . . , (10)
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Figure 2: Hasse diagrams of the sets of onjugay lasses of Howe subgroups for Sp(1) and Sp(2).
For the notation, see Figure 1. For Sp(1) one has the identiations Sp11 = Sp(1) ≡ SU(2), U
1
1 =
maximal toral subgroup of SU(2) and O11 ≡ Z2 = enter of SU(2).
and a representative for the onjugay lass of the entralizer of H is obtained from H by
interhanging ranks and multipliities as well as base elds R and H. The subgroup I nR 1 ≡ O
n
1
oinides with the enter of Sp(n) and the subgroup I 1Hn ≡ Sp
1
n oinides with Sp(n) itself.
The operations whih produe the diret predeessors of a given Howe subgroup of Sp(n) (up to
onjugay) are
 Merging and splitting similar to the ase of O(n)
 Inverse eld restrition: replaing a fator Ok2m or U
k
2m by a fator U
2k
m or Sp
2k
m , embedded
via ϕC,R or ϕH,C, respetively;
 Inverse eld extension: replaing a fator Ukm or Sp
k
m by a fator O
k
m or U
k
m, respetively,
embedded in the obvious way.
3.3 Howe subgroups of SO(n)
First, we treat the ase of odd n. Here
O(n) = Z · SO(n) , (11)
where Z = {1,−1} is the enter of O(n).
Proposition 3.1. For n odd, intersetion with SO(n) denes a bijetion from the set of Howe
subgroups of O(n) onto the set of Howe subgroups of SO(n). The bijetion preserves the equiva-
lene relation of onjugay. Its inverse is given by multipliation by the enter Z.
Proof. We start with deriving some formulae. As an immediate onsequene of (11), for any
subgroup H of O(n),
CO(n)(H) = CO(n)(Z ·H) . (12)
Furthermore, the hain of inlusions SO(n) ∩H ⊆ H ⊆ Z · (SO(n) ∩H) implies
CO(n)(SO(n) ∩H) ⊇ CO(n)(H) ⊇ CO(n)
(
Z · (SO(n) ∩H)
)
.
Then (12), applied to the subgroup SO(n) ∩H, yields
CO(n)(H) = CO(n)(SO(n) ∩H) . (13)
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Finally, by writing the entralizer in SO(n) as CSO(n) = SO(n)∩CO(n) one sees that (11) implies
that, for any subgroup H˜ of SO(n),
Z · CSO(n)(H˜) = CO(n)(H˜) . (14)
Now let H be a Howe subgroup of O(n). Then H = CO(n)(H
′) for some subgroup H ′ of O(n).
Aording to (13), then H = CO(n)
(
SO(n) ∩H ′
)
. Intersetion with SO(n) yields
SO(n) ∩H = CSO(n)
(
SO(n) ∩H ′
)
.
Hene, SO(n) ∩ H is a Howe subgroup of SO(n). Conversely, let H˜ be a Howe subgroup of
SO(n). Consider H = Z ·H˜. By onstrution, H˜ = SO(n)∩H. Moreover, sine H˜ = CSO(n)(H˜
′)
for some subgroup H˜ ′ of SO(n), (14) implies H = CO(n)(H˜
′). Hene, H is a Howe subgroup of
O(n).
Finally, in view of (11) it is obvious that subgroups of O(n) that are onjugate under O(n) are
also onjugate under SO(n).
When n is even, there exist Howe subgroups of O(n) whose intersetion with SO(n) is not a
Howe subgroup of SO(n). The simplest example of suh a situation is provided by the enter of
O(2) whih is ontained in SO(2) but is not a Howe subgroup there, beause SO(2) is Abelian.
Moreover, distint Howe subgroups of O(n) may have the same intersetion with SO(n). Again,
the simplest example is provided by O(2), and the Howe subgroups SO(2) and O(2).
To begin with, let us introdue some notation. For a subgroup H of O(n) let
CH := CO(n)(H) , SH := SO(n) ∩H , MH := C
2SH .
By onstrution, MH is the Howe subgroup of O(n) generated by SH, i.e., the smallest Howe
subgroup of O(n) ontaining SH. For onveniene, C, S and M will be viewed as maps on the
set of subgroups of O(n). The basi properties of these maps are monotony,
H ⊆ K ⇒ CH ⊇ CK , C2H ⊆ C2K , SH ⊆ SK , MH ⊆ MK
and periodiity resp. idempotene,
C3 = C , S2 = S , M2 = M .
For C, these properties are well known. For S, they are obvious. For M, monotony follows
from that of C2 and S. Idempotene an be seen as follows. MH is a Howe subgroup of O(n)
ontaining SMH. Sine M2H is the smallest suh subgroup, M2H ⊆ MH. Conversely, we have
both SH ⊂ MH and SMH ⊂ M2H. Applying S to the rst inlusion and omposing with the
seond one we obtain SH ⊆ SMH ⊆ M2H. I.e., M2H is a Howe subgroup ontaining SH. As
MH is the smallest suh subgroup, MH ⊆ M2H.
A Howe subgroup H of O(n) will be alled S-admissible if SH is a Howe subgroup of SO(n) and
there is no smaller Howe subgroup of O(n) ontaining SH. Using M, this an be reformulated
as follows. H is S-admissible if and only if SH is a Howe subgroup of SO(n) and MH = H.
Proposition 3.2. S indues a bijetion from the set of S-admissible Howe subgroups of O(n)
onto the set of Howe subgroups of SO(n). The inverse is given by M.
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Proof. By denition of S-admissibility, S denes a map from the set of S-admissible Howe
subgroups of O(n) to the set of Howe subgroups of SO(n). Sine the intersetion of arbitrarily
many Howe subgroups is a Howe subgroup, this map is injetive. To see that it is also surjetive,
let H˜ be a Howe subgroup of SO(n). We show that H˜ = SMH˜ (then evidently MH˜ is S-
admissible and M is inverse to S). Sine SH˜ = H˜, H˜ ⊆ MH˜. Appliation of S yields H˜ ⊆ SMH˜.
Conversely, by SCH˜ ⊆ CH˜ and monotony of C and S,
SMH˜ = SC
(
CH˜
)
⊆ SC
(
SCH˜
)
.
The rhs. equals C2SO(n)(H˜). Sine H˜ is a Howe subgroup of SO(n), C
2
SO(n)(H˜) = H˜ and hene
SMH˜ ⊆ H˜.
Note that S-admissibility is not a neessary ondition for a Howe subgroup ofO(n) to yield a Howe
subgroup of SO(n) by intersetion. In fat, for Howe subgroups H that are not S-admissible, SH
may or may not be a Howe subgroup of SO(n), as is shown by the Howe subgroups H = O(2)
and H = enter of O(2).
Next, we determine the S-admissible Howe subgroups of O(n). As noted above, any suh sub-
group is stable under M.
Lemma 3.3. Let H be an M-stable Howe subgroup of O(n). Then SH is a Howe subgroup of
SO(n) if and only if H = (MC)2H.
Proof. First, assume that H = (MC)2H holds. Appliation of S yields SH = S(MC)2H.
We observe: if K is a Howe subgroup of O(n) then SK ⊆ MK ⊆ K. Appliation of S yields
SMK = SK. In partiular, this implies SMC = SC. Using in addition the obvious relation
CM = CS, the expression S(MC)2H an be rewritten as SC(SCH), i.e., as the entralizer of the
subgroup SCH of SO(n), taken in SO(n). It follows that SH is a Howe subgroup of SO(n).
Conversely, assume that SH is a Howe subgroup of SO(n). We rewrite (MC)2H as C2(SC)2H.
Applying C to H = MH and using CM = CS again we obtain CH = CSH. Hene, in the
expression C2(SC)2H we an replae H by SH, thus obtaining C2(SC)2SH. Now (SC)2SH is
the double entralizer of SH in SO(n) and hene equals SH. Upon using CH = CSH one more,
we arrive at (MC)2H = H, as asserted.
As a result, in order to determine the Howe subgroups of SO(n), we may rst determine the
Howe subgroups that are stable under M and then, among these, the Howe subgroups that are
stable under (MC)2.
Lemma 3.4. A Howe subgroup H of O(n) is stable under M exept for the following ases.
(A) H has a fator Ok2 with k odd and no other O-fator of odd multipliity. Here, MH arises
from H by inverse eld restrition, i.e., by replaing Ok2 by U
k
1.
(B) H has a double fator Ok1 ×O
l
1 with k, l odd and no other O-fator of odd multipliity.
Here, MH arises from H by merging this double fator to Ok+l1 .
Proof. First, we determine MH in ases (A) and (B). In ase (A), let K be the Howe subgroup
obtained from H by inverse eld restrition of the fator Ok2 under onsideration. Thus, this
fator is replaed by the fator Uk1. Sine the original fator O
k
2 is the only O-fator of odd
multipliity of H, an element of H has negative determinant if and only if its entry in this fator
has so. Hene, SH = K. Sine K is Howe, then MH = K. In ase (B), let K be the Howe
subgroup obtained from H by merging the double fator Ok1 ×O
l
1 to O
k+l
1 . Sine H has no other
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O-fators of odd multipliity, an element of H has negative determinant if and only if its entries
in the two fators Ok1 and O
l
1 are distint. Hene, SH = K and so MH = K. Thus, in ases (A)
and (B), H is not stable under M.
Conversely, assume that H is not stable under M. Sine SH has the same dimension as H, MH
has the same dimension as H. It follows that H has a diret predeessor K, wrt. the natural
partial ordering of Howe subgroups modulo onjugay, of the same dimension. By omparing
the dimension of the fators that are replaed by one another through the operations of merging,
splitting, inverse eld restrition and inverse eld extension, one nds that there are only two
situations where the dimension does not hange. These are
 inverse eld restrition of a fator Ok2 , whih yields the fator U
k
1 instead,
 merging of a double fator Ok1 ×O
l
1, whih yields the fator O
k+l
1 .
If, in the rst situation, k is even or if H ontains further O-fators of odd multipliity, SH
ontains elements whose entry in the fator Ok2 under onsideration has negative determinant,
hene SK 6= SH. Similarly, in the seond situation, if k or l is even or if H ontains further
O-fators of odd multipliity, SH ontains elements whose entries in the fators Ok1 and O
l
1 are
distint. Thus, we are either in ase (A) or ase (B).
Lemma 3.5. Let H be a Howe subgroup of O(n) whih is stable under M. Then H is stable
under (MC)2 if and only if CH is stable under M .
Proof. If CH is M -stable then (MC)2H = MCMCH = MC2H = MH = H. If CH is not
M -stable then by Lemma 3.4 CH and MCH are of the form
CH = (CH)(0) ×Ok2 , MCH = (CH)
(0) ×Uk1
or
CH = (CH)(0) ×Ok1 ×O
l
1 , MCH = (CH)
(0) ×Ok+l1 ,
where k and l are odd and (CH)(0) does not ontain an O-fator of odd multipliity. Then H
and CMCH are of the form
H = H(0) ×O2k , CMCH = H
(0) ×U1k
or
H = H(0) ×O(k)1 ×O
1
l , CMCH = H
(0) ×O1k+l ,
respetively, where H(0) orresponds to (CH)(0) under taking the entralizer. In both ases,
H and CMCH have dierent dimension. On the other hand, (MC)2H arises from CMCH by
appliation of M and hene has the same dimension as CMCH. Therefore, H 6= (MC)2H.
Lemmas 3.33.5 imply
Proposition 3.6. A Howe subgroup of O(n), n even, is S-admissible if and only if neither itself
nor its entralizer in O(n) belong to ases (A) or (B) of Lemma 3.4.
For onveniene, we reformulate the onditions for CH to belong to ases (A) or (B) of Lemma
3.4 as onditions on H. CH belongs to ase (A) of Lemma 3.4 i H has an O-fator of odd rank
and multipliity 2 and no further O-fator of odd rank. CH belongs to ase (B) of Lemma 3.4
i H has two O-fators of odd rank and multipliity 1 and no further O-fator of odd rank.
Remark 3.7. Propositions 3.2 and 3.6 apply trivially to the ase of odd n.
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Example 3.1. We determine the S-admissible Howe subgroups of O(2) and O(4), see Figure 1.
Cases (A) and (B) refer to Lemma 3.4.
O(2): O12 belongs to ase (A), O
1
1×O
1
1 belongs to ase (B). Sine O
1
2 is the entralizer of O
2
1, the
only S-admissible Howe subgroup of O(2) is therefore U11 whih amounts to SO(2) itself. This is
onsistent with the fat that SO(2) is abelian.
O(4): O12×O
2
1 and O
1
2×U
1
1 belong to ase (A). O
1
1×O
1
1×U
1
1, O
1
1×O
1
1×O
2
1 and O
1
1×O
1
1×O
3
1
belong to ase (B). By anelling these subgroups and their entralizers we arrive at the following
list of S-admissible Howe subgroups of O(4): O41, O
2
1×O
2
1, U
2
1, O
1
1×O
1
1×O
1
1×O
1
1, O
2
2, U
1
1×U
1
1,
Sp11, U
1
2, O
1
2×O
1
2, O
1
4.
It remains to disuss the passage to onjugay lasses in SO(n), n even. We will show
Proposition 3.8. Let H be an S-admissible Howe subgroup H of O(n), n even. On intersetion
with SO(n), the O(n)-onjugay lass of H passes to a single onjugay lass of Howe subgroups
of SO(n) exatly in the following ases:
 H ontains an O-fator of odd rank or odd multipliity.
 H ontains a U-fator of odd rank and odd multipliity.
Otherwise, the O(n)-onjugay lass of H gives rise to two distint SO(n)-onjugay lasses,
generated by SH and S(aHa−1) for some a ∈ O(n) with negative determinant.
We start with some preliminary observations. Sine SO(n) is normal in O(n), intersetion with
SO(n) ommutes with onjugation under either O(n) and SO(n). It is therefore suient to
show that the onjugay lasses of H under O(n) and SO(n) oinide if and only if H belongs
to one of the two ases listed in the proposition. If the two onjugay lasses do not oinide, it
is lear that the O(n)-lass splits into two distint SO(n)-lasses given by H and aHa−1, where
a is an arbitrary element of O(n) with det(a) = −1. Sine the onjugay lasses of H under
O(n) and SO(n) oinide i NO(n)(H) ontains an element with negative determinant, we have
to determine the normalizer of H. This will be done in two lemmas. We inlude the ase of
the identity onneted omponent H0 beause this will be needed in Setion 7 and we get it for
granted here.
Lemma 3.9. The normalizer of a Howe subgroup H = I ki
K1mi
× · · · × I kr
Kr mr
of O(n) onsists of
all elements of O(n) whih an be written in the form ab where
a =
(
a1⊕
k1
· · · ⊕a1
)
⊕ · · · ⊕
(
ar⊕
kr
· · · ⊕ar
)
with ai ∈ NO(δimi)
(
I 1
Kimi
)
and b ∈ CO(n)(H). The assertion still holds if H is replaed by H0
and I ki
Kimi
by
(
I ki
Kimi
)
0
.
Proof. It is evident that any element of O(n) of the form given in the lemma belongs to the
normalizer of H in O(n). Conversely, let c ∈ NO(n)(H). Consider the standard deomposition
R
n =
(
R
δ1m1⊕
k1
· · · ⊕Rδ1m1
)
⊕ · · · ⊕
(
R
δrmr⊕
kr
· · · ⊕Rδrmr
)
into H-irreduible subspaes, used in the denition of H aording to (6). The linear transfor-
mation c maps this deomposition to another orthogonal deomposition of Rn into H-irreduible
subspaes. As abstrat diret sums of orthogonal representations of H, the two deompositions
are isometrially isomorphi. Hene, there exists b1 ∈ O(n) ommuting with H suh that cb1
13
leaves invariant eah H-irreduible subspae Rδimi in the standard deomposition above sepa-
rately. Then
cb1 = (c11 ⊕ · · · ⊕ c1k1)⊕ · · · ⊕ (cr1 ⊕ · · · ⊕ crkr)
with cij ∈ NO(δimi)(I
1
Kimi
). Sine the ation of onjugation by cij on the operators of I
1
Kimi
is
independent of j, cij = aibij , where ai ∈ NO(δimi)(I
1
Kimi
) and bij ∈ CO(δimi)(I
1
Kimi
). Setting
b = (b11 ⊕ · · · ⊕ b1k1)⊕ · · · ⊕ (br1 ⊕ · · · ⊕ brkr) b
−1
1 we arrive at the assertion. The argument for
H0 is ompletely analogous.
Lemma 3.10. The normalizers NO(δimi)
(
I 1
Kimi
)
are as follows.
Ki = R: NO(mi)
(
O1mi
)
= NO(mi)
(
SO1mi
)
= O(mi) .
Ki = C: NO(2mi)
(
U1mi
)
is generated by U1mi , its entralizer and 1mi,mi =
»
1mi 0
0 −1mi
–
.
Ki = H: NO(4mi)
(
Sp1mi
)
is generated by Sp1mi and its entralizer.
With the exeption of the subgroups O1mi and U
1
2, in any ase the indued homomorphism from
the normalizer to the automorphism group of IKi(mi) or IKi(mi)0 is surjetive. In the ase of
the subgroup U12, the image of this homomorphism is generated by inner automorphisms and the
outer automorphism of omplex onjugation of matries.
Proof. For Ki = R, the normalizers are obvious. As for the automorphism groups it is known
that for odd mi all automorphisms of O(mi) are inner whereas for even mi they are generated
by inner automorphisms and the outer automorphism D : a 7→ det(a)a. The automorphisms of
SO(mi) are restritions of automorphisms of O(n). Sine in ase mi is even, D ats trivially on
SO(mi), they are restritions of inner automorphisms of O(n), as asserted.
For K = C, let b ∈ NO(2mi)(U
1
mi
). Conjugation by b denes an automorphism of U(mi). In
ase mi 6= 2, the automorphism group of U(mi) is generated by inner automorphisms and by
the outer automorphism of omplex onjugation of matries. In ase of U(2) there is one further
generator, given by the outer automorphism D(a) = det a · a. When U(mi) is embedded into
O(2mi) via ϕC,R, omplex onjugation of matries an be represented by onjugation by 1mi,mi ,
but D an not. Thus, b = Tb1b2 where T = 12mi or 1mi,mi , b1 ∈ U
1
mi
and b2 ∈ CO(2mi)
(
U1mi
)
.
Conversely, any element of O(2mi) of this form normalizes U
1
mi
.
For Ki = H the argument is similar. Here all automorphisms are inner.
Proof of Proposition 3.8. Aording to the above onsiderations, we have to show that NO(n)(H)
ontains an element with negative determinant if and only if H belongs to one of the two ases
given in the proposition. In the rst ase, H itself or its entralizer ontains an element of negative
determinant. In the seond ase, by Lemmas 3.9 and 3.10, NO(n)(H) ontains an element whih
in the notation of Lemma 3.9 is given by ab with b = 1n, ai = 1mi,mi for the relevant U-fator
and ai = 1δimi for the other fators. The determinant is det(ab) = (−1)
miki = −1.
Conversely, let an element of NO(n)(H) with negative determinant be given. We an write it in
the form ab where b ∈ CO(n)(H) and a is given in Lemma 3.9. Then
det(ab) = (det a1)
k1 · · · (det ar)
kr det b = −1 .
If det b = −1, CO(n)(H) ontains an O-fator of odd multipliity, hene H ontains an O-fator
of odd rank and we are in the rst ase of the proposition. If det b = 1, one of the ai must have
negative determinant and the orresponding multipliity ki must be odd. By Lemma 3.10, if
ai has negative determinant then Ki = R, where we are in the rst ase of the proposition, or
Ki = C and mi odd, where we are in the seond ase of the proposition.
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Figure 3: Hasse diagram of the set of onjugay lasses of Howe subgroups of SO(4). For the
notation, see Figure 1.
To dene a standard form for Howe subgroups of SO(n), we x a(n) ∈ O(n) with det(a(n)) = −1,
e.g. a(n) =
»
−1 0
0 1n−1
–
. For a Howe subgroup H of O(n) let
SH+ := SH , SH− := a−1(n)SHa(n) . (15)
By a subgroup of SO(n) of type [SH±] we mean a subgroup of the form SH± where H is a Howe
subgroup of O(n) in standard form. For simpliity, when treating SO(n) in the following, all
results will be derived for both these types of subgroups, irrespetive of that some of them may
not be Howe or that SH+ and SH− may dene the same onjugay lass in SO(n). If the latter
is true we may just forget about SH− and onsider SH+ alone. This applies in partiular when
n is odd.
Example 3.2. Consider the S-admissible Howe subgroups of O(2) and O(4) derived in Example
3.1. We determine their onjugay lasses in SO(2) and SO(4), respetively. For O(2), the
situation is trivial. Let us hek onsisteny, anyhow. The only S-admissible Howe subgroup
of O(2) is U11; it possesses a U-fator of odd rank and odd multipliity and hene denes a
single onjugay lass in SO(2) by Proposition 3.8 (onsisting of SO(2) itself). For O(4), the
S-admissible Howe subgroups whih give rise to two distint onjugay lasses in SO(4) by
Proposition 3.8 are U21, U
1
2, O
2
2 and Sp
1
1. Thus, there are altogether 14 onjugay lasses of Howe
subgroups in SO(4). The orresponding Hasse diagram is shown in Figure 3. It is interesting to
note that one of the two lasses of type Sp11 orresponds to the subgroup of left isolini rotations
in SO(4) and the other one to the subgroup of right isolini rotations. These two subgroups are
known to be onjugate in O(4) but not in SO(4), indeed.
Remark 3.11. O(n) ontains Howe subgroups whih give rise to two distint onjugay lasses
in SO(n) if and only if n is a multiple of 4. Indeed, any O-fator of suh a Howe subgroup must
have even rank and even multipliity and any U-fator must have even rank or even multipliity.
Hene, any irreduible fator ontributes to the dimension by a multiple of 4. Conversely, if
n = 4l then e.g. the Howe subgroup O22l gives rise to two distint onjugay lasses in SO(n) by
Proposition 3.8.
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4 Prinipal bundles with a Howe subgroup as struture group
The aim of this setion is to lassify prinipal bundles whose struture group is a Howe subgroup
of O(n), SO(n) or Sp(n) and whose base spae is a simply onneted CW-omplex of dimension
4 without 2-torsion in H4(X,Z). We will use lassifying spaes and lassifying maps to onstrut
harateristi lasses whih distinguish the bundles, see Appendies A and D for a brief overview.
We start with introduing some notation. For a Lie group G, let BG denote the lassifying spae
and let [X,BG] denote the set of homotopy lasses of maps from X to BG or, equivalently, the
set of isomorphism lasses of prinipal G-bundles over X.
Let H be a Howe subgroup of G = O(n) or G = Sp(n). Due to (7) and (10), as a Lie group,
H ∼= IK1(m1)× · · · × IKr(mr) .
Aordingly, the lassifying spae of H deomposes as
BH = BIK1(m1)× · · · × B IKr(mr)
and any prinipal H-bundle Q over X deomposes as
Q = Q1 ⊕ · · · ⊕Qr
(ber produt), where the Qi are IKi(mi)-bundles over X. We refer to them as the fators of Q.
More preisely, extending the terminology used for the Howe subgroups, we speak of O-, U- and
Sp-fators, depending on whether Ki = R, C or H, respetively. We will also have to onsider
the identity onneted omponent H0 of H. As a Lie group,
H0 ∼= IK1(m1)0 × · · · × IKr(mr)0 ,
where IKi(mi)0 = SO(mi) for Ki = R and IKi(mi)0 = IKi(mi) for Ki = C, H. The lassifying
spae is
BH0 = B IK1(m1)0 × · · · × B IKr(mr)0
and prinipal H0-bundles over X deompose as
Q0 = Q01 ×X · · · ×X Q0r ,
where the Q0i are IKi(mi)0-bundles over X, referred to as the fators of Q0. Similarly to the Howe
subbundles we speak of SO-, U- or Sp-fators here. Sine X is simply onneted, any H-bundle or
SH+-bundle (in the ase G = O(n)) an be redued to H0, where the redutions are given by the
onneted omponents of the given H-bundle. As a onsequene, the lassiation of H-bundles
and SH+-bundles an be derived from the lassiation of H0-bundles. To lassify H0-bundles
it sues to lassify bundles with the fators of H0 as struture group, i.e., SO(m), U(m) or
Sp(m). The ases of U(m) and Sp(n) are standard; the neessary results will be ited below.
Thus, the problem is redued to the lassiation of prinipal SO(n)-bundles. Sine the solution
is obvious for n = 1, 2, it remains to solve the problem for n ≥ 3. We use methods introdued
by Woodward [48℄ and improved by adek and Vanºura [8, 9, 10℄. Sine X has dimension 4, we
have stability beginning with n = 5 i.e. [X,BSO(5)] = [X,BSO(6)] = · · · = [X,BSO]. Sine X
is simply onneted, [X,BSO] = [X,BO].
Remark 4.1. The reason for the assumption that X be simply onneted is that it allows to re-
due the study of [X,BO(4)] to the study of [X,BSO(4)]. As we have to make it anyhow, we an
use it further to make simplify arguments by, e.g., treating H-bundles and SH-bundles simulta-
neously through H0-bundles or swithing freely between O(m)-bundles and SO(m)-bundles. The
assumption of simple onnetedness is however not as general as possible; in fat it is suient
that H1(X,Z2) = 0.
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4.1 Prinipal bundles with struture group O(n) or SO(n)
Let θ∗ : H
∗(X,Z2)→ H
∗(X,Z4) be the map indued by the inlusion homomorphism θ : Z2 →
Z4 and let ρ and ρn denote the maps indued by redution Z4 → Z2 and Z → Zn repetively.
Let P and Sq1 denote the ohomology operations of Pontryagin square and Steenrod square,
repetively, see Appendix C. Dene a mapping
R : H1(X,Z2)⊕H
2(X,Z2)⊕H
4(X,Z2)⊕H
4(X,Z)→ H4(X,Z4)
by
R(u1, u2, u4, v4) := ρ4v4 −Pu2 + θ∗(u1Sq
1u2 + u4) ,
for all spaes X . Let wk ∈ H
k(BO,Z2) be the k-th Stiefel-Whitney lass, p1 ∈ H4(BO,Z) the
rst Pontryagin lass and denote α = (w1, w2, w4, p1) . It an be shown, see Theorem D.3, that
R(α) = 0 (16)
holds for harateristi lasses of real vetor bundles of arbitrary dimension n . For any CW-
omplex X the 4-tuple α of ohomology elements denes a mapping
α∗ : [X,BO]→ H
1(X,Z2)⊕H
2(X,Z2)⊕H
4(X,Z2)⊕H
4(X,Z)
by
α∗(ξ) := ξ
∗(α) , ξ ∈ [X,BO] . (17)
Obviously, we have α∗(ξ) =
(
w1(ξ), w2(ξ), w4(ξ), p1(ξ)
)
.
Theorem 4.2. Let X be a CW-omplex of dimension four. The mapping α∗ dened by (17) is
injetive if H4(X,Z) has no element of order 4.
Remark 4.3. Let X be a 4-dimensional CW-omplex without 4-torsion in H4(X,Z). Then, a-
ording to the above theorem the sets [X,BO(n)], n ≥ 5 , are lassied by tuples (w1, w2, w4, p1).
Moreover, via the natural projetion BSO(n)→ BO(n) we obtain a lassiation of [X,BSO(n)] ,
n ≥ 5 , given by (w2, w4, p1).
Proof of Theorem 4.2: The strategy will be to replae BO by a 5-equivalent spae. For that
purpose, onsider the following produt of Eilenberg-MaLane spaes
2
K = K(Z2, 1)×K(Z2, 2) ×K(Z2, 4)×K(Z, 4) .
By virtue of the natural isomorphism Hn(BO, ·) = [BO,K(·, n)] , see Appendix B, the 4-tuple α
of ohomology elements indues a mapping BO→ K , whih will be also denoted by the letter α .
Let
(κ1, κ2, κ4, χ4) ∈ H
1(K(Z2, 1),Z2)⊕H
2(K(Z2, 2),Z2)⊕H
4(K(Z2, 4),Z2)⊕H
4(K(Z, 4),Z)
denote the fundamental lasses and let (u1, u2, u4, v4) ∈ H
1(X,Z2)⊕H
2(X,Z2)⊕H
4(X,Z2)⊕
H4(X,Z). Then via the isomorphism Hn(X, ·)→ [X,K(·, n)] we get a map f = ϕ1 ×ϕ2 ×ϕ4 ×
φ4 ∈ [X,K] suh that
(u1, u2, u4, v4) = f
∗(κ1 ⊗ 1⊗ 1⊗ 1, 1⊗ κ2 ⊗ 1⊗ 1, 1⊗ 1⊗ κ4 ⊗ 1, 1⊗ 1⊗ 1⊗ χ4).
2
See Appendix B.
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In what follows we leave out the 1's in the formulae. Sine R is built of ohomology operations
we have:
R ◦ f∗(κ1, κ2, κ4, χ4) = f
∗ ◦R(κ1, κ2, κ4, χ4).
That means R is uniquely determined by its value on the fundamental lasses. Moreover, sine
R(κ1, κ2, κ4, χ4) ∈ H
4(K,Z4), it denes a unique mapping k : K → K(Z4, 4) by
k∗(ι4) = R(κ1, κ2, κ4, χ4) , (18)
where ι4 ∈ H
4(K(Z4, 4),Z4) denotes the fundamental lass.
By passing to a homotopy equivalent K we an turn k into a bration [19℄. The homotopy ber
is given by F = k−1(∗) , where ∗ denotes the base point of K(Z4, 4) . We show that equation
(16) implies that k ◦ α is nullhomotopi:
(k ◦ α)∗(ι4) = α
∗ ◦ k∗(ι4)
= α∗ ◦R(κ1, κ2, κ4, χ4)
= R ◦ α∗(κ1, κ2, κ4, χ4)
= R(α∗κ1, α
∗κ2, α
∗κ4, α
∗χ4)
= R(α) = 0 ,
where we have used again the isomorphism Hn(X, ·) = [X,K(·, n)] . By lifting the homotopy
k ◦ α ∼ 0 to K we an ahieve that α(BO) ⊆ F . Thus, there exists a lift α˜ : BO → F and we
have the following ommutative diagram
F
j // K
k // K(Z4, 4)
BO
α˜
aaB
B
B
B
α
OO (19)
Lemma 4.4. The mapping α˜ is a 5-equivalene.
Proof of the Lemma: We will use that j∗ ◦ α˜∗ = α∗ and determine α˜∗ from j∗ and α∗. The
low-dimensional homotopy groups of BO are
π1(BO) = π2(BO) = Z2 , π3(BO) = 0 , π4(BO) = Z .
The homotopy groups of K are
π1(K) = π2(K) = Z2 , π4(K) = Z2 ⊕ Z , πi(K) = 0 , i = 3, i ≥ 5 .
The exat homotopy sequene of the bration (19) deomposes into the portions
0→ πi(F )
j∗
→ πi(K)
k∗→ 0 , i 6= 3, 4 ,
and
0→ π4(F )
j∗
→ π4(K)
k∗→ π4(K(Z4, 4))→ π3(F )
j∗
→ 0 . (20)
It follows that j∗ is an isomorphism for all i 6= 3, 4 and injetive for i = 4. First, this implies
π5(F ) = π5(K) = 0, hene α˜∗ is onto for i = 5. Seond, we onlude that for i = 1, 2, α˜∗ is an
isomorphism i so is α∗.
18
We determine α˜∗ in dimension i = 3 using homology. Let ν be an element of the subgroup
H4(K(Z, 4)) ⊂ H4(K) . Evaluation of (18) on 1× 1× 1× ν yields for the l.h.s.
k∗(ι4)(1 × 1× 1× ν) = ι4(k∗(1× 1× 1× ν))
and for the r.h.s.
R(κ1, κ2, κ4, χ4)(1× 1× 1× ν) = ρ4 ◦ χ4(ν) .
Thus,
k∗(1× 1× 1× ν) = ι4
−1 ◦ ρ4 ◦ χ4(ν) .
Sine χ4 and ι4 are isomorphisms and ρ4 is surjetive, k∗ is surjetive. Hene, π3(F ) = 0. Sine
also π3(BO) = π2(O) = 0, α˜∗ is trivially an isomorphism in dimension i = 3.
Thus, it remains to show that α∗ is an isomorphism in dimensions i = 1, 2 and ... in dimension
i = 4. We have α∗ = w1∗ × w2∗ × w4∗ × p1∗ . Thus, in dimension i = 1, 2 we get
α∗ = wi∗ : πi(BO)→ πi(K(Z2, i))
and in dimension 4 we obtain
α∗ = w4∗ × p1∗ : π4(BO)→ π4(K(Z2, 4)) × π4(K(Z, 4)) .
We alulate wi∗ for i = 1, 2, 4 : Let [ξ] ∈ πi(BO) = [S
i,BO] . Then wi∗ ([ξ]) = [wi ◦ ξ] . By the
isomorphism [Si,K(Z2, i)] ∼= H
i(Si,Z2) the element [wj ◦ ξ] orresponds to
(wi ◦ ξ)
∗(κi) = ξ
∗ ◦ w∗i (κi) = ξ
∗wi = wi(ξ) ,
where wi(ξ) is the i-th Stiefel-Whitney lass of the real vetor bundle ξ . Sine πi(K(Z2, i)) = Z2
and sine there exist real vetor bundles with nonvanishing i-th Stiefel-Whitney lass in all ases
(the real, omplex and quaternioni Hopf bundles), wi∗ is surjetive. Sine π1(BO) = Z2 =
π2(BO) and π4(BO) = Z we onlude that wi∗ is an isomorphism for i = 1, 2 and w4∗ is
redution modulo 2 . This nishes the proof for i = 1, 2 .
Next, we alulate p1∗: As above, for [ξ] ∈ π4(BO) , we get
p1∗ ([ξ]) = p1(ξ) .
Using the standard relation ρ2p1 = w
2
2 , see Proposition D.4, together with H
2(S4, Z2) = 0, we
onlude ρ2p1(ξ) = 0 . Thus, p1∗ is multipliation by an even number. Consider the quaternioni
line bundle assoiated with the quaternioni Hopf bundle S3 → S7 → S4 , whih an be viewed
either as a real bundle ξ or as a omplex bundle η . Then, ξC = η ⊕ η and the third relation in
Proposition D.5 together with the Whitney sum formula for the Chern lasses yields
p1(ξ) = −c2(ξ
C) = −2c2(η)− c1(η)
2 = −2c2(η) .
Sine c2(η) is a generator of H
4(S4,Z) we onlude that (p1)∗ is multipliation by two. Hene,
we get
α∗ = (w4)∗ × (p1)∗ : π4(BO) = Z→ Z2 ⊕ Z = π4(K) , n 7→ (n mod 2, 2n) .
In partiular, α∗ is injetive. Sine j∗ is also injetive and α∗ and j∗ have the same image, α˜∗ is
an isomorphism. 
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We ontinue with the proof of the Theorem. Sine α˜ is a 5-equivalene the sets [X,BO] and
[X,F ] are isomorphi. By iterating the proess of forming homotopy bers one obtains a sequene
of brations assoiated with the bration (19):
. . . −→ ΩF −→ ΩK −→ ΩB −→ F −→ K −→ B ,
with B = K(Z4, 4) . Consider the following exat sequene related to this bration (obtained by
applying the funtor [X,−]):
· · · −→ [X,ΩK]
Ωk∗−→ [X,K(Z4, 3)]
i∗−→ [X,F ]
j∗
−→ [X,K]
k∗−→ [X,K(Z4, 4)] ,
where ΩB = K(Z4, 3) has been used. The aim is to nd a ondition whih ensures the injetivity
of the map j∗ in the sequene above. Obviously, j∗ is injetive if and only if i∗ is the zero map. The
latter is true if and only if Ωk∗ is surjetive. Thus, we have to alulate Ωk . We know that Ωk ∈
[ΩK,K(Z4, 3)] = H
3(ΩK,Z4). Under the isomorphism H
3(K(Z4, 3),Z4) = [K(Z4, 3),K(Z4, 3)] ,
the element ι3 ∈ H
3(K(Z4, 3),Z4) obviously orresponds to the identity [id] . Thus, (Ωk)
∗(ι3)
orresponds to [id ◦ Ωk] = [Ωk] and omputing Ωk is equivalent to omputing (Ωk)∗(ι3) . For
this alulation onsider the ommutative diagram built from the path loop brations of K and
K(Z4, 4) respetively:
ΩK
Ωk //

K(Z4, 3)

PK //

PK(Z4, 4)

K
k // K(Z4, 4)
In what follows all suspension homomorphisms
3
ouring in the text will be denoted by σ . Using
(76) together with (Ωk)∗ ◦ σ = σ ◦ k∗ , see [30, Chapter 6.2℄, and (18) we get:
(Ωk)∗(ι3) = (Ωk)
∗
(
σ(ι4)
)
= σ
(
k∗(ι4)
)
= σ
(
R(κ1, κ2, κ4, χ4)
)
= σ
(
ρ4χ4 −Pκ2 + θ∗(κ1Sq
1κ2 + κ4)
)
.
Obviously, Ωk∗ is surjetive if so is its restrition to K(Z, 3), whih is the map indued by the
rst summand in the last line above. We have, see [30, Chapter 6.2℄,
σ ◦ ρ4(χ4) = ρ4 ◦ σ(χ4) = ρ4(χ3) ,
where χ3 ∈ H
3(K(Z, 3),Z) is the fundamental lass and K(Z, 3) = ΩK(Z, 4) ⊂ ΩK . Now let
f ∈ [K(Z, 3),K(Z4, 3)] denote the restrition of Ωk indued by ρ4(χ3) , i.e.
f∗(ι3) = ρ4(χ3) .
On the level of ohomology equivalene lasses that means
[ι3 ◦ Ωk]co = [ρ4 ◦ χ3]co . (21)
3
see Appendix B
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We laim that the following diagram is ommutative:
[X,K(Z, 3)]

f∗ // [X,K(Z4, 3)]

H3(X;Z)
ρ4 // H3(X;Z4)
Here the unnamed arrows are the natural isomorphisms, see Appendix B. Let g ∈ [X,K(Z, 3)] .
Using (21) we get
ρ4g
∗(χ3) = [ρ4 ◦ χ3 ◦ g]co = [ι3 ◦ f ◦ g]co =
(
f ◦ g
)∗
(ι3) .
Thus, the above diagram is ommutative, indeed. That means j∗ is injetive if the map
H3(X,Z)→ H3(X,Z4) : x 7→ ρ4x
is surjetive. For the nal step onsider the following portion of the Bokstein sequene assoiated
to Z
4
→ Z
ρ4
→ Z4:
H3(X,Z)
ρ4 // H3(X,Z4)
β // H4(X,Z)
4 // H4(X,Z)
Thus, ρ4 is surjetive i β = 0 , that means i multipliation by 4 is injetive, that means i
H4(X,Z) has no elements of order 4. This nishes the proof.

Corollary 4.5. The image of the mapping α∗ dened by (17) oinides with the set of 4-tuples
β = (u1, u2, u4, v4) ∈ H
1(X,Z2)⊕H
2(X,Z2)⊕H
4(X,Z2)⊕H
4(X,Z)
fullling the relation
R(u1, u2, u4, v4) = 0 . (22)
Proof : Let β be a 4-tuple fullling relation (22) and let us denote the orresponding mappping
X → K also by β . By the same arguments as above, there exists a lift β˜ of β , i.e. the following
diagram ommutes:
F
j // K
k // K(Z4, 4)
X
β˜
__?
?
?
?
β
OO (23)
Putting together the diagrams (19) and (23) we obtain
BO
α˜
}}||
||
||
||
α

F
j // K
k // K(Z4, 4)
X
β˜
aaBBBBBBBB
β
OO
(24)
21
By Lemma 4.4, α˜ indues an isomorphism
α˜∗ : [X,F ]→ [X,BO] .
Thus, using the inverse isomorphism (α˜∗)
−1
we get a mapping lass βˆ := (α˜∗)
−1(β˜) ∈ [X,BO] .
We ompute
α ◦ βˆ = j ◦ α˜ ◦ βˆ = j ◦ α˜∗
(
(α˜∗)
−1(β˜)
)
= j ◦ β˜ = β ,
or on the level of ohomology lasses α∗(βˆ) = β . 
Next, in analogy to the situation in Theorem 4.2 we onsider the 3-tuple α′ = (w1, w2, p1)
of ohomology elements with wk ∈ H
k(BO(3),Z2) and p1 ∈ H
4(BO(3),Z) being the Stiefel-
Whitney lasses and the Pontryagin lass respetively. As above, α′ denes the mapping
α′∗ : [X,BO(3)]→ H
1(X,Z2)⊕H
2(X,Z2)⊕H
4(X,Z) , α′∗(ξ) := ξ
∗(α′) , (25)
for any CW-omplex X . This means α′∗(ξ) =
(
w1(ξ), w2(ξ), p1(ξ)
)
.
Theorem 4.6. Let X be a omplex of dimension four. Then, the mapping α′∗ dened by (25) is
injetive if H4(X,Z) has no element of order 4.
Remark 4.7. Let X be a 4-dimensional CW-omplex without 4-torsion in H4(X,Z). Then,
aording to the above theorem the sets [X,BO(3)] are lassied by tuples (w1, w2, p1). Moreover,
via the natural projetion BSO(3) → BO(3) we gain a lassiation of [X,BSO(3)] given by
(w2, p1).
The proof of Theorem 4.6 is ompletely analogous to the proof of Theorem 4.2 and will be
omitted. We also have the analogous
Corollary 4.8. The image of the mapping α′∗ dened by (25) oinides with the set of 3-tuples
(u1, u2, v4) ∈ H
1(X,Z2)⊕H
2(X,Z2)⊕H
4(X,Z)
fullling the relation
ρ4v4 −Pu2 − θ∗(u1Sq
1u2) = 0 . (26)
The next result generalizes a lassial one (see [45℄).
Theorem 4.9. Let X be a omplex of even dimension n. Then the number of dierent iso-
morphism lasses of n-dimensional orientable vetor bundles whih have the same Euler lass
and whih are stably equivalent is bounded from above by the number of 2-torsion elements in
Hn(X,Z).
Corollary 4.10. If Hn(X,Z) has no 2-torsion then two vetor bundles ξ and η over X are
isomorphi i they are stably equivalent and have the same Euler lass.
Remark 4.11. For the ase n = 4 and under the assumption that H4(X,Z) has no 2-torsion, it
follows from Theorem 4.2 that two prinipal SO(4)-bundles are stably equivalent i their seond
and fourth Stiefel-Whitney lasses and their rst Pontryagin lasses oinide. Thus, prinipal
SO(4)-bundles P over X are lassied by tuples (w2(P ), w4(P ), p1(P ), e(P )) . This follows from
the fat that (w2(P ), w4(P ), p1(P )) = f
∗
P ◦ µ
∗(w2, w4, p1) , where µ : B SO(4) → BSO is the
natural projetion, fP is the lassifying map of P and (w2, w4, p1) are the Stiefel-Whitney lasses
and the rst Pontryagin lass in the ohomology of BSO .
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Proof of Theorem 4.9: We formulate the statement in terms of a lifting property: Let there be
given 2 elements fi ∈ [X,BSO(n)] , i = 1, 2 , whih dene stably equivalent bundles. Stable
equivalene means π ◦ f1 = π ◦ f2 , with π being the projetion of the anonial bration S
n →֒
BSO(n) → BSO(n + 1) . Thus, the question is how many lifts (dening the same Euler lass)
of a given map f : X → BSO(n + 1) do exist. This problem will be solved by using the
Moore-Postnikov tower for the bration BSO(n)→ BSO(n + 1) (see [44℄ for the details of this
onstrution). It turns out that it is suient to onsider its rst nontrivial stage:
Sn
ι′

K(Z, n)
ι

BSO(n)
pi

ϕ // E
p

X //
f1
99sssssssssss f2
99sssssssssss
BSO(n+ 1) BSO(n+ 1)
k // K(Z, n+ 1)
For the onveniene of the reader we reall that this diagram is ommutative and has the following
properties:
1. The map ϕ is an (n+ 1)-equivalene.
2. The bration p : E → BSO(n+ 1) is the pull-bak of the path loop bration of K(Z, n+ 1)
under the mapping k .
3. The map k : B SO(n+ 1)→ K(Z, n+ 1) is given by
k∗(ιn+1) = τ
′(on) , (27)
where τ ′ is the transgression homomorphisms, see Appendix B, assoiated with the bration
π : B SO(n)→ BSO(n+1) , ιn+1 is the fundamental lass of K(Z, n+1) and on ∈ H
n(Sn,Z) is
the n-th ohomology generator.
Lemma 4.12. Let wn be the n-th Stiefel-Whitney lass of BSO(n+ 1) . We have
τ ′(on) = β(wn) , (28)
where β is the Bokstein homomorphism assoiated to 0→ Z→ Z→ Z2 → 0 .
Proof of the Lemma: Consider the following portion of the Serre exat sequene assoiated to
the bration π : B SO(n)→ BSO(n+ 1):
· · · −→ Hn(Sn,Z)
τ ′
−→ Hn+1(B SO(n+ 1),Z)
pi∗
−→ Hn+1(B SO(n),Z).
We have im (τ ′) = ker(π∗). Reall that n is even. Aording to (88) in Appendix D, the Euler
lass of BSO(n+ 1) satises ρ2e = wn+1. On the other hand, we have
ρ2 ◦ β(wn) = Sq
1(wn) = wn+1 .
Sine ρ2 is injetive on the torsion elements of H
∗(B SO(n+1),Z), we onlude that e = β(wn) .
Now onsider the Gysin sequene of the bration Sn →֒ BSO(n)
pi
→ BSO(n+ 1):
· · · −→ H0(B SO(n+ 1),Z)
β(wn)
−→ Hn+1(B SO(n+ 1),Z)
pi∗
−→ Hn+1(B SO(n),Z) −→ · · · .
Obviously, kerπ∗ is generated by β(wn) whih proves the lemma. 
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By point 1 of the above list, the indued mapping
ϕ∗ : [X,BSO(n)]→ [X,E]
is an isomorhism. Thus, instead of fi we onsider their images under this isomorphism, whih
we denote by the same letter. By point 2 as well as the above Lemma we have
E = {(b, γ) ∈ BSO(n + 1)× PK(Z, n+ 1) | β(wn)(b) = γ(1)} .
Sine K(Z, n) = ΩK(Z, n+ 1) we an dene a multipliation m : E ×K(Z, n)→ E by
m
(
(b, γ), α
)
= (b, γ ◦ α) .
In every point x ∈ X the two lifts f1 and f2 dier only by an element α ∈ ΩK(Z, n+1) = K(Z, n).
Thus, there is a map d : X → K(Z, n) suh that
f2 = m(f1, d) , (29)
where m is viewed as point-wise produt.
Lemma 4.13. The indued mapping m∗ : Hn(E,Z)→ Hn(E × ΩK(Z, n+ 1)) is given by
m∗(xn) = xn ⊗ 1 + 1⊗ ι
∗(xn) , (30)
where ι is the inlusion of the ber into the bration ΩK(Z, n+ 1) →֒ E → BSO(n+ 1).
Proof of the Lemma: Using the Künneth Theorem we obtain
Hn(E × ΩK(Z, n+ 1),Z) = Hn(E,Z)⊗H0(ΩK(Z, n+ 1),Z)
⊕H0(E,Z)⊗Hn(ΩK(Z, n+ 1),Z).
Sine H0(E,Z) = Z = H0(ΩK(Z, n+ 1),Z) we get
m∗(xn) = (
∑
k
(yn)k ⊗ µk) + (
∑
r
νr ⊗ (zn)r)
= (
∑
k
µk(yn)k ⊗ 1) + (1⊗
∑
r
νr(zn)r)
= (yn ⊗ 1) + (1⊗ zn) .
For the omputation of yn and zn let the anonial inlusions and projetions of E×ΩK(Z, n+1)
to its fators be denoted aording to the following diagram:
E × ΩK(Z, n+ 1)
pr1
wwppp
pp
pp
pp
pp
pp
pr2 ))SSS
SSS
SSS
SSS
SS
E
i1
77ppppppppppppp
ΩK(Z, n+ 1)
i2
iiSSSSSSSSSSSSSS
Obviously, we have m ◦ i1 = id and hene:
xn = i
∗
1m
∗(xn) = i
∗
1(yn ⊗ 1 + 1⊗ zn) = yn
where the last equality simply follows from the fat that i∗1 pr
∗
1(yn) = yn and i
∗
1 pr
∗
2(yn) = 0. We
show that zn = ι
∗(xn). For that purpose note that m ◦ i2 = ι and hene:
ι∗(xn) = i
∗
2m
∗(xn) = i
∗
2(xn ⊗ 1 + 1⊗ zn) = zn .
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>From Proposition E.1 applied to the map ϕ : B SO(n)→ E we know that
ϕ∗ : Hn(E,Z)→ Hn(B SO(n),Z)
is an isomorphism. In what follows we identify the Euler lass e ∈ Hn(B SO(n),Z) with its image
(ϕ∗)−1(e) in Hn(E,Z) .
Lemma 4.14. Let ιn ∈ H
n(K(Z, n),Z) be the fundamental lass. Then we have
ι∗(e) = (±)2ιn .
Proof of the Lemma: Let us onsider the following portion of the Serre sequene for the bration
K(Z, n)
ι
→֒ E
p
→ BSO(n+ 1) as well as for the bration Sn
ι′
→֒ BSO(n)
pi
→ BSO(n+ 1):
Hn(BSO(n+ 1),Z)
p∗ // Hn(E,Z)
ι∗ //
ϕ∗

Hn(K(Z, n),Z)
(ϕ↾Sn )
∗

Hn(BSO(n+ 1),Z)
pi∗ // Hn(B SO(n),Z)
(ι′)∗ // Hn(Sn,Z)
Hn(K(Z, n),Z)
(ϕ↾Sn
)∗

τ // Hn+1(B SO(n+ 1),Z)
p∗ // Hn+1(E,Z)
ϕ∗

Hn(Sn,Z)
τ ′ // Hn+1(B SO(n+ 1),Z)
pi∗ // Hn+1(BSO(n),Z)
Sine p◦ϕ = π we have π∗ = ϕ∗◦p∗ and hene ker π∗ = kerϕ∗◦p∗. Moreover, applying Proposition
E.1 again to the mapping ϕ : B SO(n)→ E we see that ϕ∗ : Hn+1(E,Z)→ Hn+1(B SO(n),Z) is
injetive and hene ker π∗ = ker p∗. Sine the Serre sequene is exat this implies im τ ′ = im τ .
Sine both, Hn(Sn,Z) and Hn(K(Z, n),Z) are generated by a single element, namely on and ιn ,
Lemma 4.12 implies
τ ′(on) = β(wn) = τ(ιn) .
Sine β(wn) is a 2-torsion element the kernel of τ is given by the multipliation map by 2. Sine
the Sequene is exat this kernel equals im (ι∗), i.e. the image of ι∗ is generated by 2ιn . It is
well-known that Hn(B SO(n),Z)/im π∗ is generated by the Euler lass e. Sine π∗ = ϕ∗ ◦ p∗ we
see that Hn(E,Z)/im p∗ is generated by e, too. (Reall that we have identied e with its image
under (ϕ∗)−1.) Thus, we obtain the result ι∗(e) = ±2ιn . 
For the nal step of the proof we write down (29) more preisely as the omposition:
X
f2
55
∆ // X ×X
f1×d // E ×K(Z, n)
m // E
and alulate:
f∗2 (e) = ∆
∗(f1 × d)
∗m∗(e)
= ∆∗(f1 × d)
∗
(
e⊗ 1 + 1⊗ ι∗(e)
)
= ∆∗(f1 × d)
∗(e⊗ 1± 1⊗ 2ιn)
= ∆∗
(
f∗1 (e) ⊗ 1± 1⊗ 2d
∗(ιn)
)
= f∗1 (e)± 2d
∗(ιn) .
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Assume that the two stably equivalent bundles f1 and f2 have the same Euler lass. Then, the
last equation implies that they an only dier by a map d with the property 2d = 0 . Realizing
that the homotopy lasses of suh maps are in one-to-one orrespondene with 2-torsion elements
of Hn(X,Z) it ompletes the proof of the theorem. 
Remark 4.15. The Stiefel Whitney lass w3 does not enter in any of the above lassiation
results. This suggests that there should be a relation expressing w3 in terms of the other har-
ateristi lasses. Indeed, (89) implies
w3(P ) = w1w2 + Sq
1 w2(P ) . (31)
In partiular, for X being simply onneted or for prinipal SO(n)-bundles P we have w1(P ) = 0
and, therefore,
w3(P ) = Sq
1 w2(P ) . (32)
For further use, we will now formulate the lassiation of SO(n)- and O(n)-bundles over 4-
dimensional CW-omplexes X in a universal way. For onveniene, in both ases we assume that
X is simply onneted, although this assumption is neessary only for the O(n)-bundles4.
Theorem 4.16. Let X be a simply onneted CW-omplex of dimension 4 without 2-torsion in
H4(X,Z). SO(n)-bundles over X are lassied by the harateristi lasses w, p, and e. More
preisely, the map
[X,BSO(n)] → H2(X,Z2)×H
4(X,Z2)×H
4(X,Z) ×Hn(X,Z)
P 7→
(
w2(P ), w4(P ), p1(P ), e(P )
)
(33)
is a bijetion onto the subset dened by the fundamental relation
R(0, w2(P ), w4(P ), p1(P )) ≡ ρ4 p1(P )−Pw2(P ) + θ∗w4(P ) = 0 (34)
and the following speial relations:
n = 1: w2(P ) = w4(P ) = p1(P ) = e(P ) = 0.
n = 2: w2(P ) = ρ2e(P ), w4(P ) = 0, p1(P ) = e(P )
2
.
n = 3: w4(P ) = 0, ρ2e(P ) = Sq
1w2(P ).
n = 4: w4(P ) = ρ2e(P ).
Remark 4.17. In ase n = 3, the relation for e determines e(P ) uniquely beause e(P ) is a
2-torsion element here, see [20, Prop. 3.13℄. Hene, the Euler lass is a relevant parameter for
n = 2 and n = 4 only.
Proof. We have w1(P ) = 0 and w3(P ) = Sq
1w2(P ) , by Remark 4.15. For the stable ase n ≥ 5 ,
the theorem follows from Theorem 4.2 and Corollary 4.5. As mentioned earlier, see (16), the
fundamental relation is fullled in all ases. For n = 1, the assertion is obvious. For n = 2 we
have the isomorphism ϕC,R : U(1) → SO(2). Aording to Proposition D.5,
(
BϕC,R
)∗
e = c1.
Sine c1 denes a bijetion from [X,BU(1)] ontoH
2(X,Z), the same holds for e and [X,BSO(2)].
It remains to hek the relations. The rst one follows from the relation ρ2e = w2, see (88). The
seond one is obvious. The third one follows from Theorem D.2.
4
See however Remark 4.1
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For n = 3, w4 = 0. The relation for e is due to (31) and (88). Hene, the assertion follows from
Theorem 4.6 and Corollary 4.8.
For n = 4 , the lassiation is given by tuples (w2(P ), w4(P ), p1(P ), e(P )) of harateristi
lasses aording to Theorem 4.2 and Corollary 4.10. It remains to show that the image of the
mapping (33) is dened by the above relations: For that purpose, observe that for every SO(4)-
bundle with lassifying map f there exists a stable bundle µ◦f indued via the natural projetion
µ : B SO(4) → BSO . For a given tuple (w2, w4, p1), fullling the fundamental relation, there
is always a stable bundle and hene an SO(4)-bundle P with lassifying map fP and lasses
(w2(P ), w4(P ), p1(P )) = f
∗
P ◦ µ
∗(w2, w4, p1) , whih also full the fundamental relation. This
follows from Corollary 4.5, see also Remark 4.11. For any lass e ∈ H4(X,Z) fullling the
relation w4(P ) = ρ2e we take c2 = BϕC,R(e) . This is the seond Chern lass of a prinipal U(2)-
bundle with lassifying map g . Then, BϕC,R ◦ g denes a prinipal SO(4)-bundle with Euler
lass e . The relation w4(P ) = ρ2e follows from (88).
Sine X is simply onneted, from the lassiation of [X,BSO(n)] we obtain a lassiation
of [X,BO(n)] by identifying SO(n)-bundles whih are redutions of the same O(n)-bundle, i.e.,
whih dier at most in the sign of the Euler lass. To formalize that, for α ∈ Hk(X,Z) let [α]
denote the lass of α under the equivalene relation α ∼ β ⇔ α + β = 0 and let PHk(X,Z)
denote the set of equivalene lasses. On PH∗(X,Z), the following operations an be dened:
 the up produt by [α][β] = [αβ],
 the square as a map PHk(X,Z)→ H2k(X,Z) by [α]2 = α2,
 redution mod 2 as a map PH∗(X,Z)→ H∗(X,Z2) by ρ2([α]) = ρ2α.
Dene a map [e] : [X,BO(n)] → PHn(X,Z) by [e](P ) := [e(P0)], where P0 is some redution
of P to SO(n). We will loosely speak of [e] as a harateristi lass for O(n)-bundles, although
it is not a ohomology element of X and it is not dened by a ohomology element of BO(n).
Passing to equivalene lasses of e(P ) in Theorem 4.16 we obtain
Corollary 4.18. Theorem 4.16 remains true when SO(n) is replaed by O(n), Hn(X,Z) by
PHn(X,Z) and e(P ) by [e](P ).
4.2 Prinipal bundles with struture groups H0, H and SH
±
We reall the lassiation of U(n) and Sp(n)-bundles over a CW-omplex X of dimension 4:
 The Chern lass c of BU(n) denes a bijetion from [X,BU(n)] onto H2(X,Z) for n = 1 and
onto H2(X,Z)×H4(X,Z) for n ≥ 2.
 The Chern lass c of BSp(n), dened by c
(
Sp(n)
)
=
(
BϕH,C
)∗
c
(
U(2n)
)
, denes a bijetion
from [X,BSp(n)] onto H4(X,Z). This is a onsequene of the isomorphy of Sp(1) and SU(2)
and the fat that in 4 dimensions, Sp(1) is already the stable ase.
Putting all of the above fats together we obtain the following lassiation result for Lie groups,
whih appear as Howe subgroups of O(n) and Sp(n).
Theorem 4.19. Let X be a simply onneted CW-omplex of dimension 4 without 2-torsion in
H4(X,Z) and let H = IK1(m1)× · · · × IKr(mr) , where Ki = R, C, H. Prinipal bundles Q over
X with struture group H0 or H are lassied by the olletion of harateristi lasses of their
fators Qi, i.e.,
 in ase of H0 by w(Qi), p(Qi) and e(Qi) for Ki = R and c(Qi) for Ki = C,H,
 in ase of H by w(Qi), p(Qi) and [e](Qi) for Ki = R and c(Qi) for Ki = C,H.
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For Ki = R , the harateristi lasses are subjet to the relations given in Theorem 4.16, Corol-
lary 4.18 and Formula (31).
More preisely, the statement of the theorem reads as follows. Let K = H0 or H and let Ji
denote the image of the harateristi lasses of the fator Qi in the ohomology of X (where it
is understood that in ase K = H the image of the Euler lass is a subset of PHmi(M,Z)). Then
the olletion of harateristi lasses of the fators Qi of Q denes a bijetion from [X,BK]
onto J1 × · · · × Jr.
It remains to treat the ase of prinipal bundles whose struture group is a subgroup of type
[SH±] of SO(n). In the following we assume that H has an O-fator (otherwise H ⊆ SO(n) and
there is nothing to be disussed). First, onsider type [SH+]. For the notation, see (15). Let
H be a Howe subgroup of O(n) in standard form and let Q be a prinipal SH+-bundle over X.
Sine the identity onneted omponent H0 of H is also the identity onneted omponent of
SH+ and sine X is simply onneted, any onneted omponent of Q is a prinipal H0-bundle.
One may use the lassiation of H0-bundles to desribe Q in terms of the harateristi lasses
of its onneted omponents. In general, the latter will not be isomorphi, so that one would
have to identify their harateristi lasses appropriately to obtain a unique desription of Q.
Although this an be done easily we will pursue another approah here.
For a Lie subgroup G ⊆ G′ and a prinipal G-bundle P over X, let PG
′
denote the extension of P
to the struture group G′. This is the unique prinipal G′-bundle whih ontains P as a redution
to the subgroup G.5 Consider the prinipal H-bundle QH obtained from Q by extension of the
struture group to H. Q is a redution of that bundle to the subgroup SH+. Sine H/SH+ = Z2,
there exists exatly one further suh redution Q′, whih might be isomorphi to Q but in general
is not. Thus, we may lassify SH+-bundles by the harateristi lasses of H-bundles and a
ertain Z2-valued quantity. To onstrut it, hoose unique representatives in H
∗(X,Z) of the
lasses in PH∗(X,Z) and dene a map σ : H∗(X,Z)→ Z2 by
σ(α) =
{
1 α is a representative,
−1 α is not.
For a prinipal H0-bundle Q0 dene
σ(Q0) :=
∏
Ki=R
σ
(
e(Q0i)
)ki .
Lemma 4.20. Let Q0 and Q
′
0 be prinipal H0-bundles over X whih have isomorphi extensions
to H. Then Q0 and Q
′
0 have isomorphi extensions to SH
+
if and only if σ(Q0) = σ(Q
′
0).
Proof. We may identify Q0 and Q
′
0 with subsets of the extension Q
H
0 ≡ Q
′H
0 = Q˜. We laim that
there exists h ∈ H transforming Q0 to Q
′
0 inside Q˜. To see this, onsider the quotient bundle
Q˜/H0. This is a prinipal bundle over X with struture group H/H0. The natural projetion
p : Q˜→ Q˜/H0 together with the homomorphism H → H/H0 yields a prinipal bundle morphism
overing the identity on X. There exist setions s, s′ in Q˜/H0 suh that Q0 = p
−1(s(X)) and
Q′0 = p
−1(s′(X)). Sine Q˜/H0 has nite bers, s and s
′
are determined by their values at a single
point. Hene, there exists an element of H/H0 transforming s to s
′
. Then any representative of
this element transforms Q0 to Q
′
0.
5PG
′
an be onstruted as the ber bundle assoiated with P by virtue of the ation of G on G′ by left
multipliation. The ation of G′ on PG
′
is indued from the ation of G′ on itself by right multipliation.
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Now let hi denote the projetions of h to the fators of H. Then
det(h) =
∏
Ki=R
det(hi)
ki . (35)
The group element hi transforms the fator Q0i of Q0 to the fator Q
′
0i of Q
′
0, where both fators
are viewed as subbundles of the orresponding fator of Q˜. Hene, for the fators with Ki = R
there holds
e(Q′0i) = det(hi)e(Q0i) . (36)
In ase e(Q0i) = −e(Q0i), the fators Q0i and Q
′
0i are isomorphi, no matter what determinant
hi has. By passing from Q
′
0 to an isomorphi subbundle, denoted by the same symbol, we may
assume that hi = 1 in that ase. Under this assumption on h, (35) and (36) yield
σ(Q′0) = det(h)σ(Q0) . (37)
If σ(Q′0) = σ(Q0), (37) implies that h ∈ SH
+
and hene QSH
+
0 = Q
′SH+
0 . Conversely, if
QSH
+
0 = Q
′SH+
0 then Q0 and Q
′
0 projet to the same setion in the quotient bundle Q˜/SH
+
.
Then h projets to the lass of the identity in H/SH+, i.e., h ∈ SH+. Hene, (37) implies
σ(Q′0) = σ(Q0).
Lemma 4.20 yields in partiular that for an SH+-bundle Q we may dene σ(Q) to be σ(Q0) for
some onneted omponent Q0. By onstrution, this denition applies when H possesses an
O-fator. If it does not, we dene σ(Q) = 1. Then Theorem 4.19 and Lemma 4.20 imply
Theorem 4.21. Let X be a simply onneted CW-omplex of dimension 4 without 2-torsion
in H4(X,Z) and let H = I k1
K1m1
× · · · × I kr
Kr mr
be a Howe subgroup of O(n) of standard form.
Prinipal SH+-bundles are lassied by the harateristi lasses of the fators of their extension
to the struture group H and the invariant σ.
Finally, onsider type [SH−]. For a prinipal bundle Q with struture group SH− we form the
extension QO(n) and transform Q inside QO(n) by the element a(n) of O(n) we had hosen for
the denition of SH−. (We ould take any a ∈ O(n) suh that aSH−a−1 = SH+.) Sine the
transformed bundle has struture group SH+, we an dene σ(Q) and the harateristi lasses
of Q to be given by the orresponding quantities of the transformed bundle.
Remark 4.22. Sine the Euler lass is a 2-torsion element in odd dimension, only SO(2)-
and SO(4)-fators ontribute to σ. If moreover one is interested in holonomy-indued Howe
subbundles only, SO(2)-fators do not appear, hene here it is just the Euler lasses of the
SO(4)-fators whih determine σ.
We now pass to manifolds as base spaes. It was shown by Thom [42℄ and Milnor [32℄ that
every losed n-dimensional manifold M is homeomorphi to a nite n-dimensional CW-omplex.
Thus, all the above lassiation results arry over to bundles over losed manifolds. Sine in
our situation M is in addition simply onneted and hene orientable, Poinaré duality holds.
This implies:
 Hn(M,Z) is torsion-free. Hene, Theorems 4.16, 4.19 and 4.21 as well as Corollary 4.18 apply
to losed and simply onneted manifolds of dimension 4.
 H3(M,Z) = 0. Hene the Euler lass of any SO(3)-bundle vanishes.
 H3(M,Z2) = 0. Hene, the indued homomorphism θ∗ is injetive in dimension 4. Then
w4(P ) is uniquely determined by the fundamental relation (34) in terms of w2(P ) and p1(P ):
θ∗w4(P ) = Pw2(P )− ρ4p1(P ) . (38)
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This means that we an ignore w4 in the lassiation of SO(n)- and O(n)-bundles over M .
Replaing w4 by (38) in the relations listed in Theorem 4.16, we obtain new relations involving
only w2, p1 and e or [e], respetively, and the fundamental relation is automatially satised. In
partiular, for O(n) and SO(n) with n ≥ 5 there are no relations any more.
Remark 4.23. If we drop the restrition on X to be simply onneted, the bundles need not
be orientable so that the lassiation of [X,BO(4)] may not be redued to the lassiation of
[X,BSO(4)] anymore. Presumabely the lassiation an be done for orientable four dimensional
base omplexes using similar methods as in the proof of Theorem 4.9, but replaing the ordinary
Euler lass by the Euler lass with loal oeients.
5 Howe subbundles
In this setion we determine the isomorphism lasses of Howe subbundles of prinipal bundles
P with struture group G = O(n), SO(n) or Sp(n) over losed simply onneted manifolds of
dimension 4. Sine
 subsequently we have to further fatorize the isomorphism lasses by the ation of the struture
group G of P ,
 this ation transforms the struture group of the redution by onjugation,
 any Howe subgroup is onjugate to one of standard form, see Setion 3,
it sues to disuss redutions of P to Howe subgroups of standard form. Suh redutions will
be referred to as Howe subbundles of standard form.
First, we explain the idea. If a prinipal H-bundle Q and a prinipal G-bundle P are given then
Q is a redution of P if and only if the extension QG of Q to the struture group G is isomorphi
to P . Aording to the results of Setion 4, in the ase where G = O(n), SO(n) or Sp(n) and M
is losed simply onneted and of dimension 4 it sues to ompare the harateristi lasses.
Thus, all we have to do is to ompute the harateristi lasses of the G-bundle QG in terms of the
harateristi lasses of theH-bundle Q. The lassifying map ofQG is B j◦f , where f : M → BH
is the lassifying map of Q and B j : BH → BG is the lassifying map of the extension of the
universal H-bundle to the struture group G. Consequently, α(QG) = f∗ ◦ (Bj)∗α. It follows
that Q is a redution of P i there holds α(P ) = f∗ ◦ (Bj)∗α for any harateristi lass α of
G-bundles. This provides a set of equations in the ohomology of M whose solutions lassify the
redutions of P to the struture group H.
5.1 Howe subbundles of prinipal O(n)- and SO(n)-bundles
We treat redutions of O(n) to Howe subgroups and redutions of SO(n) to subgroups of type
[SH±] simultaneously. Let H = I k1
K1m1
× · · · × I kr
Kr mr
be a Howe subgroup of O(n). We observe:
sine M is simply onneted, a prinipal H-bundle Q is a redution of a prinipal O(n)-bundle
P i there exists a ommon redution of Q and P to H0. A similar statement holds for H and
O(n) replaed by SH+ and SO(n). Hene, it sues to study the ase of an H0-bundle Q and
to ompute the harateristi lasses of its extension QSO(n) to SO(n), i.e., α
(
QSO(n)
)
, where
α = w, p, e. Let fi : M → B IKi(mi)0 denote the lassifying map of the fator Qi of Q. For
any set X let ∆r : X → X×
r
· · · ×X denote the diagonal map. For larity, in the alulation to
follow we label harateristi lasses by the group they belong to.
The lassifying map of Q is given by
f =
(∏
i
fi
)
◦∆r . (39)
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The lassifying map of QSO(n) is B j ◦ f , where B j : BH0 → BSO(n) is the map of lassifying
spaes indued by j. Hene,
α(QSO(n)) = f∗ (B j)∗α(SO(n)) , α = w, p, e . (40)
We deompose j : H0 → SO(n) as
H0 =
∏
i
IKi(mi)0
Q
i ϕKi,R−→
∏
i
SO(δimi)
Q
i ∆ki−→
∏
i
SO(δimi)×
ki
· · · × SO(δimi)
i
−→ SO(n) ,
where δi = dimR(Ki) and i denotes the standard blokwise embedding. Hene,
(B j)∗ α(SO(n)) =
(∏
i
(
BϕKi,R
)∗)
◦
(∏
i
∆∗ki
)
◦ (B i)∗ α
(
SO(n)
)
. (41)
Sine for the standard embedding ϕ : SO(l) → SO(l + 1) there holds (Bϕ)∗α(SO(l + 1)) =
α(SO(l)),
(B i)∗α(SO(n)) =
∏
i
α(SO(δimi))×
ki
· · · ×α(SO(δimi)) , (42)
where × and
∏
i refer to the ohomology ross produt. Eqs. (39), (40), (41) and (42) imply
α
(
QSO(n)
)
=
(
f∗1
(
BϕK1,R
)∗
α(SO(δ1m1))
)k1
· · ·
(
f∗r
(
BϕKr ,R
)∗
α(SO(δrmr))
)kr
, (43)
where powers and produts refer to the up produt on M . Sine BϕKi,R ◦ fi is the lassifying
map of the extension Qˆi := Q
SO(δimi)
i of the fator Qi ('realiation'), we an simplify (43) to
α
(
QSO(n)
)
= α
(
Qˆ1
)k1 · · ·α(Qˆr)kr . (44)
For Ki = R, we have δi = 1 and α
(
Qˆi
)
= α
(
Qi
)
. For Ki = C,H , denote p˜ =
∑
k(−1)
kpk and
c˜ =
∑
k(−1)
kck. The standard relations between Chern lasses and real harateristi lasses
listed in Proposition D.5 imply
w
(
Qˆi
)
= ρ2 c
(
Qi
)
, p˜
(
Qˆi
)
= c
(
Qi
)
c˜
(
Qi
)
, e
(
Qˆi
)
= c 1
2
δimi
(
Qi
)
. (45)
Theorem 5.1. Let H = I k1
K1m1
× · · · × I kr
Kr mr
be a Howe subgroup of O(n) and let M be a losed
simply onneted 4-manifold. Let P be a prinipal SO(n)-bundle over M and let Q be a prinipal
H0-bundle over M . Then Q is a redution of P if and only if
w(P ) =
∏
Ki=R
w(Qi)
ki ·
∏
Ki=C,H
ρ2 (c(Qi))
ki , (46)
p˜(P ) =
∏
Ki=R
p˜(Qi)
ki ·
∏
Ki=C,H
c(Qi)
ki c˜(Qi)
ki , (47)
e(P ) =
∏
Ki=R
e(Qi)
ki ·
∏
Ki=C
cmi(Qi)
ki ·
∏
Ki=H
c2mi(Qi)
ki , (48)
Proof. As noted above, Q is a redution of P i QSO(n) is isomorphi to P , hene i α(QSO(n)) =
α(P ) for α = w, p and e. Equations (46)(48) then follow from Equations (44) and (45), where
for (47) one has to use that p 7→ p˜ ommutes with the up produt.
By the arguments given above, Theorem 5.1 solves the problem of Howe subbundles of prinipal
bundles with struture groups O(n) and SO(n). It remains to rewrite the redution equations
(46)(48) in terms of the quantities whih lassify H-bundles and SH±-bundles, respetively.
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Corollary 5.2. Under the assumptions of Theorem 5.1, let P be a prinipal O(n)-bundle over M
and let Q be a prinipal H-bundle over M . Then Q is a redution of P if and only if Equations
(46) and (47) hold, as well as
[e](P ) =
∏
Ki=R
[e](Qi)
ki ·
∏
Ki=C
[cmi(Qi)]
ki ·
∏
Ki=H
[c2mi(Qi)]
ki , (49)
where taking the lass [cmi(Qi)] means that cmi(Qi) is identied with −cmi(Qi) .
Proof. As noted above, Q is a redution of P i there exists a ommon redution Q0 to H0.
This is equivalent to the ondition that there exist redutions Q0 of Q to H0 and P0 of P to
SO(n) suh that Q0 is a redution of P0, i.e., suh that Equations (46)(48) hold with P replaed
by P0 and Qi replaed by Q0i. By using that for Ki = C and H one has Q0i = Qi, in (46) and
(47) we an then replae P0 by P and Q0i by Qi again, with Q and P now meaning the bundles
given here. Equation (49) follows from (48) using that the up produt ommutes with passing
to equivalene lasses w.r.t. the equivalene relation α ∼ β ⇔ α+ β = 0.
Corollary 5.3. Under the assumptions of Theorem 5.1, let P be a prinipal SO(n)-bundle over
M and let Q be a prinipal SH±-bundle over M . Then Q is a redution of P if and only if for
the fators Qi of the extension of Q to the struture group H there hold Eqs. (46) and (47), as
well as
e(P ) = ±σ(Q) ·
∏
Ki=R
e◦(Qi)
ki ·
∏
Ki=C
cmi(Qi)
ki ·
∏
Ki=H
c2mi(Qi)
ki , (50)
where the postitive sign applies to SH+ and the negative sign to SH− and where e◦(Qi) denotes
the representative for the equivalene lass [e](Qi) hosen in the denition of σ.
Proof. If Q is an SH+-bundle, it is a redution of P i there exists a ommon redution Q0
to H0, i.e., i there exists an H0-bundle suh that (46)(48) hold with Qi replaed by Q0i. By
the same argument as in the proof of Corollary 5.2, in (46) and (47) we an replae Q0i by Qi
again, with Qi now meaning the fators of the extension Q
H
. Equation (50) follows from (48)
by replaing e(Q0i) = σ
(
e(Q0i)
)
e◦(Qi). If Q is an SH
−
-bundle, we pass to QO(n) and PO(n) and
transform both Q inside QO(n) and P inside PO(n) by the element a(n) of O(n) hosen to dene
SH−. Let the transforms be denoted by Q˜ and P˜ , respetively. We have Q ⊆ P i Q˜ ⊆ P˜ , i.e.,
i (46), (47) and (50) hold with Q and P replaed by Q˜ and P˜ , respetively. By denition of
the lassifying data of Q, in these equations we an replae Q˜ by Q again. Sine w(P˜ ) = w(P ),
p(P˜ ) = p(P ) and e(P˜ ) = −e(P ), the assertion follows.
Remark 5.4. The powers of harateristi lasses appearing in Corollaries 5.2 and 5.3 amount
to
w(Qi)
ki = 1 + kiw2(Qi) + kiw3(Qi) + kiw4(Qi) +
(
ki
2
)
w2(Qi)
2 ,
c(Qi)
ki = 1 + kic1(Qi) + kic2(Qi) +
(
ki
2
)
c1(Qi)
2 ,
p˜(Qi)
ki = 1− kip1(Qi) ,
c(Qi)
ki c˜(Qi)
ki = 1 + 2kic2(Qi)− kic1(Qi)
2 .
We observe:
 Equation (46) has to be analyzed in dimension 2 only;
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 Equations (48), (49) and (50) have to be analyzed for n 6= 2, 4 only.
Indeed, due to (31), if (46) holds in dimension 2 then it holds in dimension 3. Similarly, if (47)
is satised and if (46) holds in dimension 2 then it is automatially satised in dimension 4,
beause w4(P ) is determined by w2(P ) and p1(P ), see 38. Finally, for n 6= 2, 4, Equations (48),
(49) and (50) are automatially satised, beause for n = 3, H has an O-fator of odd rank and
for n ≥ 5 the produt of Euler lasses vanishes identially beause of the dimension.
Remark 5.5. The redution equations (46)(48), (49) or (50) are supplemented by the relations
between the harateristi lasses of the SO- or O-fators, respetively, listed in Theorem 4.16
or Corollary 4.18, respetively. As observed above, in these relations, w4(Qi) an be replaed by
w2(Qi) and p1(Qi) using (38).
5.2 Howe subbundles of prinipal Sp(n)-bundles
Let a Howe subgroup H = I k1
K1m1
× · · · × I kr
Kr mr
of Sp(n) and a prinipal H-bundle Q be given.
We have to ompute c
(
QSp(n)
)
. The lassifying map of Q is given by f = (
∏
i fi) ◦∆r , where
fi : M → B IKi(mi) are the lassifying maps of the fators Qi of Q. The lassifying map of
QSp(n) is B j ◦ f , where j : H → Sp(n) denotes the natural embedding. Hene
c
(
QSp(n)
)
= f∗(B j)∗c
(
Sp(n)
)
.
We deompose j as
H =
∏
i
IKi(mi)
Q
i jKi,H−→
∏
i
Sp(mi)
Q
i∆ki−→
∏
i
Sp(mi)×
ki
· · · × Sp(mi)
i
−→ Sp(n) ,
where jKi,H : IKi(mi) → Sp(mi) denotes the natural embedding as a subset. Argueing as in
Subsetion 5.1 we arrive at
c
(
QSp(n)
)
=
(
f∗1
(
B jK1,H
)∗
c(Sp(m1))
)k1
· · ·
(
f∗r
(
B jKr ,H
)∗
c(Sp(mr))
)kr
. (51)
Sine B jKi,H ◦ fi is the lassifying map of the extension Q
Sp(mi)
i , (51) an be written as
c
(
QSp(n)
)
= c
(
Q
Sp(m1)
1
)k1 · · · c(QSp(mr)r )kr . (52)
For Ki = H one has Q
Sp(mi)
i = Qi and hene c
(
Q
Sp(mi)
i
)
= c(Qi). The standard relations between
harateristi lasses listed in Proposition D.5 yield
c
(
Q
Sp(mi)
i
)
=
{
p˜(Qi)
2
Ki = R ,
c(Qi) c˜(Qi) Ki = C .
Combining this with (52) we arrive at
Theorem 5.6. Let H = I k1
K1m1
× · · · I kr
Kr mr
be a Howe subgroup of Sp(n) and let M be a losed
simply onneted 4-manifold. Let P be a prinipal Sp(n)-bundle over M and let Q be a prinipal
H-bundle over M . Then Q is a redution of P if and only if
c(P ) =
∏
Ki=R
p˜(Qi)
2ki ·
∏
Ki=C
c(Qi)
ki c˜(Qi)
ki ·
∏
Ki=H
c(Qi)
ki . (53)
For expliit formulae for the powers appearing in (53) see Remark 5.4. Like in the ase of O(n)-
bundles and SO(n)-bundles, the redution equation is supplemented by the relations between
the harateristi lasses of O-fators, see Remark 5.5 for details.
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6 Holonomy-indued Howe subbundles
Aording to our programme, next we have to speify the Howe subbundles whih are holonomy-
indued, i.e., generated by a onneted subbundle. Over a simply onneted manifold, this turns
out to be a purely algebrai ondition.
Lemma 6.1. Let P be a prinipal G-bundle over M . If M is simply onneted then a redution
of P to a Howe subgroup H of G is holonomy-indued if and only if H is generated by its identity
onneted omponent H0. That is to say, H = C
2
G(H0) or, alternatively, CG(H) = CG(H0).
Proof. Let H be given and let Q be a redution of P to H. First, assume that H = C2G(H0).
Sine M is simply onneted, Q an be redued to H0. By assumption, Q is the Howe subbundle
generated by the redution. Sine H0 is onneted, the redution is onneted
6
. Conversely,
assume that Q is holonomy-indued. Let Q1 be a onneted subbundle generating Q as a Howe
subbundle and let H1 be the struture group of Q1. Then H = C
2
G(H1). We show that H1
is onneted, hene H1 = H0. For that purpose, it sues to show that the bers of Q1 are
onneted. Thus, let qa, qb ∈ Q1 with ommon base point m ∈ M . Sine Q1 is onneted,
there exists a path γ from qa to qb. The path γ projets to a losed path in M based at m.
Sine M is simply onneted, the projeted path is homotopi to the onstant path through m.
Consequently, by the homotopy lifting property, there exists a map H : [0, 1] × [0, 1]→ Q1 suh
that H(0, ·) = γ and H(1, ·) is a path in the ber of Q1 over m. Then the three piees H(·, 0),
H(1, ·) and H(1− ·, 1) establish a path from qa to qb inside this ber.
Thus, we have to determine the Howe subgroups satisfying
H = C2G(H0) ⇔ CG(H) = CG(H0) . (54)
First, we will treat the ases G = O(n) and G = Sp(n).
Lemma 6.2. A Howe subgroup of a ompat Lie group satises (54) if and only if it does not
ontain another Howe subgroup of the same dimension.
Proof. Let G be ompat and let H be a Howe subgroup. The subgroup C2G(H0) is a Howe
subgroup. Sine H0 ⊆ C
2
G(H0) ⊆ H, it has the same dimension as H. Hene, if H does not
ontain another Howe subgroup of the same dimension, (54) holds. Conversely, let K ⊂ H
be another Howe subgroup of the same dimension. Sine K0 and H0 are losed (i.e. ompat
without boundary) onneted manifolds of the same dimension, invariane of domain (see [29,
p. 217, Ex. 6.5℄) implies that the embedding K0 ⊆ H0 is an open map. Thus K0 is an open and
losed subset of H0 and hene there holds K0 = H0. It follows C
2
G(H0) = C
2
G(K0) ⊆ K 6= H.
Lemma 6.3. A Howe subgroup of O(n) or Sp(n) ontains another Howe subgroup of the same
dimension if and only if it ontains a fator O(2) or a double fator O(1) ×O(1).
Proof. We give the argument for G = O(n); the ase of Sp(n) is ompletely analogous. Consider
the operations produing diret predeessors in the set of Howe subgroups of O(n), listed in
Setion 3.1. A given Howe subgroup H ontains another Howe subgroup of the same dimension
i an operation an be applied to H whih does not hange the dímension. As noted in the proof
6
The impliation under onsideration holds without the assumption that M be simply onneted; using this
assumption simplies the proof though.
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of Lemma 3.4, the operations whih do not hange the dimension are inverse eld restrition of
a fator O(2) and merging of a double fator O(1) ×O(1).
Lemmas 6.16.3 imply
Theorem 6.4. A Howe subbundle of a prinipal O(n)- or Sp(n)-bundle is holonomy-indued if
and only if its struture group does not ontain a fator Ok2 nor a double fator O
k
1 ×O
l
1.
Next, we will treat the ase of G = SO(n). Sine in the ase of odd n the argument is not simpler
than in the ase of even n and sine the desription of Howe subgroups of SO(n), n even, in
terms of S-admissible Howe subgroups of O(n) trivially applies to the ase of odd n, too, we an
treat both ases at one, always working with S-admissible Howe subgroups of O(n).
Lemma 6.5. Let H be an S-admissible Howe subgroup of O(n). Then SH ontains another Howe
subgroup of SO(n) of the same dimension if and only if H ontains another Howe subgroup of
O(n) of the same dimension.
Proof. If H does not ontain another Howe subgroup of O(n) of the same dimension, then H
satises CO(n)(H) = CO(n)(H0) by Lemma 6.2. Sine H0 ⊆ SH ⊆ H, there holds CO(n)(H0) ⊇
CO(n)(SH) ⊇ CO(n)(H), hene CO(n)(H0) = CO(n)(SH). Interseting with SO(n) and using
(SH)0 = H0 we obtain CSO(n)(SH) = CSO(n)
(
(SH)0
)
.
Conversely, assume that H ontains another Howe subgroup K of O(n) of the same dimension.
Then SK ⊆ SH. Sine intersetion with SO(n) does not hange the dimension, SK has the
same dimension as SH. It remains to show that SK is a Howe subgroup of SO(n) and that it is
distint from SH. For that purpose, it sues to show that K is S-admissible. We may assume
that K is a diret predeessor of H and thus is obtained from H by inverse eld restrition of a
fator Ok2 or by merging a double fator O
k
1 ×O
l
1. We hek that neither of these two operations
produes a fator that auses K or CO(n)(K) to belong to ases (A) or (B) of Lemma 3.4. For
inverse eld restrition of a fator Ok2 this is obvious, as it produes a fator U
k
1 . Merging a
double fator Ok1 ×O
l
1 produes the fator O
k+l
1 . This annot make K belong to ase (A) nor
CO(n)(K) to ase (B) but it might make K belong to ase (B) or CO(n)(K) to ase (A). If K
belongs to ase (B), k + l is odd, hene exatly one of the two fators that are merged has odd
multipliity. Moreover, among the remaining fators of K there must be a single O(1)-fator
of odd multipliity and no further O-fator of odd multipliity. Sine all the remaining fators
are also present in H, H belongs to ase (B) itself (ontradition). If CO(n)(K) belongs to ase
(A), there holds k + l = 2, hene k = l = 1, and K has no further O-fator of odd rank. Then
CO(n)(H) belongs to ase (B), whih is a ontradition, too.
Lemmas 6.16.3 and 6.5 imply
Theorem 6.6. A Howe subbundle Q of a prinipal SO(n)-bundle is holonomy-indued if and
only if the Howe subgroup of O(n) generated by the struture group of Q does not ontain a fator
Ok2 nor a double fator O
k
1 ×O
l
1.
When n is even, the onditions given in the theorem supersede onditions (A) and (B) of Lemma
3.4. Hene, in this ase we arrive at the following haraterization. The holonomy-indued Howe
subbundles of a prinipal SO(n)-bundle, n even, are given by the redutions to the subgroups
SH, where H is a Howe subgroup of O(n) whih does not belong to one of the following ases:
 H ontains a fator Ok2 ,
 H ontains a double fator Ok1 ×O
l
1,
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 H ontains a fator O2m with m odd and no further O-fator of odd rank,
 H ontains a double fator O1k ×O
1
l with k and l odd and no further O-fator of odd rank.
For illustration, Figures 4 and 5 show the Hasse diagrams of the sets of onjugay lasses of
Howe subgroups satisfying (54) for some low-dimensional lassial ompat Lie groups. These
are the struture groups of holonomy-indued Howe subbundles in the respetive situations. The
diagrams an be extrated from the Hasse diagrams in Figures 1, 2 and 3 by removing verties
whih orrespond to Howe subgroups ontaining a fator Ok2 or a double fator O
k
1 ×O
l
1.
7 Fatorization by the ation of the struture group
Let P be a prinipal bundle with struture group G = O(n), SO(n) or Sp(n). In the last step
of our program we have to fatorize the set of isomorphism lasses of holonomy-indued Howe
subbundles of P by the ation of the struture group G on subbundles. Sine above we have
already restrited attention to Howe subbundles of standard form, all we have to do now is to
analyze whih of these Howe subbundles of standard form are onjugate under the ation of the
struture group. Thus, below we will assume that we are given a redution Q of P to some Howe
subgroup H of G of standard form and determine whih bundles arise from Q by transformation
with d ∈ G suh that dHd−1 is of standard form again.
7.1 Struture groups O(n) and Sp(n)
First, onsider G = O(n) and Sp(n). Up to isomorphy, Howe subbundles of P of standard form
are haraterized by r-tuples(
(K1,m1, k1, α1), . . . , (Kr,mr, kr, αr)
)
(55)
where
 r is a positive integer,
 I k1
K1 m1
× · · · × I kr
Kr mr
is a Howe subgroup of G,
 αi are harateristi lasses of IKi(mi)-bundles over M , satisfying the respetive redution
equations derived in Setion 5. That is, αi = w, p, [e] for O-fators and αi = c for U- and
Sp-fators.
To derive how the struture group ats on these data we also have to onsider the onneted
omponents of Howe subbundles of standard form. These are haraterized analogously by the
data (55), where now αi are harateristi lasses of IKi(mi)0-bundles over M . I.e., αi = w, p, e
for SO-fators and αi = c for U- and Sp-fators.
We dene the ip to be the following operation on fators. For an SO-fator, multiply the Euler
lass e by −1. For a U-fator, multiply the rst Chern lass c1 by −1, i.e., replae c by c˜. For
O-fators and Sp-fators, the ip is not dened.
Theorem 7.1. Let P be a prinipal bundle with struture group G = O(n) or Sp(n) over a
losed simply onneted manifold of dimension 4. Two Howe subbundles of P of standard form
are onjugate under the ation of the struture group if and only if they an be transformed into
one another by a permutation of fators and by ips.
Proof. First, let G = O(n). Let there be given a Howe subbundle of P of standard form and
let H denote the orresponding Howe subgroup. Let d ∈ O(n) suh that dHd−1 is of standard
form again. We have to nd out how d ats on the data of a onneted omponent Q0 of Q
and derive from that how it ats on the data of Q. Sine dHd−1 is of standard form, we an
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Figure 4: Hasse diagrams of the sets of onjugay lasses of Howe subgroups whih are generated
by their identity onneted omponents for O(n), n = 2, . . . , 6 and SO(n), n = 3, . . . , 6. For the
notation, see Figure 1.
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Figure 5: Hasse diagrams of the sets of onjugay lasses of Howe subgroups whih are generated
by their identity onneted omponents for G = Sp(1) and Sp(2). For the notation, see Figure
1. For identiations due to Sp(1) ≡ SU(2), see Figure 2.
deompose d = d1d2d3, where d1 is a pure permutation of fators, d2 ∈ CO(n)(H) and d3 leaves
invariant eah fator separately. The ation of d1 on Q is by the orresponding permutation
of fators. The ation of d2 is trivial. The group element d3 an be further deomposed as
d3 = d31 ⊕ · · · ⊕ d3r with d3i ∈ NO(δimiki)
(
I ki
Kimi
)
. Eah d3i denes an automorphism ϕi of the
identity onneted omponent IKi(mi)0 of IKi(mi). Aording to Lemma 3.9, up to a redenition
of d2 we may assume that d3i = ai⊕· · ·⊕ai (ki times) for some ai ∈ NO(δimi)
(
I 1
Kimi
)
. Then ϕi is
indued from the ation of ai on the subgroup
(
I 1
Kimi
)
0
of O(δimi) by onjugation. We have to
determine how (Bϕi)
∗
maps the harateristi lasses of IKi(mi)0. If ϕi is inner, (Bϕi)
∗αi = αi,
beause IKi(mi)0 is arwise onneted. In the following situations, ϕi is outer, f. Lemma 3.10:
 Ki = R, mi even, det ai = −1. Here (Bϕi)
∗w(SO(mi)) = w(SO(mi)), (Bϕi)
∗p(SO(mi)) =
p(SO(mi)) and (Bϕi)
∗e(SO(mi)) = −e(SO(mi)).
 Ki = C, ai = 1mi,mi . Here (Bϕi)
∗c(U(mi)) = c˜(U(mi)).
In either ase, (Bϕi)
∗
indues a ip of the fator under onsideration. Conversely, sine a ip of
an SO-fator of odd rank is trivial, any ip of Q0 an be generated in this way. Finally, when
passing to Q, ips of SO-fators anel whereas ips of U-fators persist.
For G = Sp(n), the proof is analogous. Here, the automorphisms ϕi are indued by the ation
of d3i ∈ NSp(miki)
(
I ki
Kimi
)
on the subgroup I ki
Kimi
of Sp(miki). A ase by ase inspetion of the
outer automorphisms of O(m), U(m) and Sp(m) shows that here the ϕi are outer in the following
situations:
 Ki = R, mi even, d3i = ai ⊕ · · · ⊕ ai (ki times) with ai ∈ O(mi) suh that det ai = −1;
 Ki = C, d3i = j1miki ; here j denotes the seond quaternioni unit.
The ation of (Bϕi)
∗
on the harateristi lasses is the same as for G = O(n). Hene, the
assertion.
7.2 Struture group SO(n)
Let P be a prinipal SO(n)-bundle. As before, we will more generally onsider redutions to
subgroups of type [SH±], see (15) and the omment after this formula. Suh redutions will be
referred to as redutions of type [SH±]. Isomorphy lasses of suh redutions are haraterized
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by the data (55) for Howe subbundles of PO(n), together with a ompatible value of the invariant
σ. Like in the ase of G = O(n), to prove the result for the redutions of type [SH±] we
have to onsider their onneted omponents, i.e., the redutions of P to the identity onneted
omponents of Howe subgroups of O(n). These are haraterized by the same data as for G =
O(n) where now the redution equations are those of the SO(n)-bundle P .
To formulate the result we need some more terminology. SO-fators of odd multipliity, O-fators
of odd multipliity and U-fators of odd rank and odd multipliity will be alled signed fators.
All other fators are alled unsigned. A ip is alled signed or unsigned aording to the fator
it is applied to. An SO-fator or a U-fator is alled stable if it does not hange under a ip, i.e.,
if for its harateristi lass(es) there holds −e = e or c˜ = c, respetively. Otherwise, it is alled
unstable. An O-fators is alled stable (unstable) if it arises from a stable (unstable) SO-fator
by extension. This denition makes sense, beause the SO-fator in question is determined by the
given O-fator up to the sign of the Euler lass. Note that to be signed is an algebrai property,
depending on the struture group of the bundle redution under onsideration, whereas to be
stable is a topologial property, depending on the bundle redution itself. Finally, if σ an take
the value −1, there exists an unstable signed O-fator. In this ase, we dene the ip of σ as
the passage to −σ. We assume this ip to be signed. Thus, unsigned ips involve ips of fators
only, whereas signed ips involve ips of fators and of σ, provided the latter is dened.
Theorem 7.2. Let P be a prinipal bundle with struture group G = SO(n) over a losed simply
onneted manifold of dimension 4. Two bundle redutions of P of type [SH±] are onjugate
under the ation of the struture group if and only if they an be transformed into one another
by a permutation of fators and by the following operations:
 If there exists a signed stable fator or an O-fator of odd rank, any ip.
 Otherwise, unsigned ips and pairs of signed ips.
Proof. First, we onsider bundle redutions of type [SH+]. Let H be a Howe subgroup of O(n)
and let Q be a redution of P to the subgroup SH+. Let d ∈ SO(n) suh that d(SH+)d−1 is of
standard form, i.e., equal to SK+ for some Howe subgroup K of O(n) of standard form. We have
to determine how d ats on a onneted omponent Q0 of Q and derive from that how it ats on
QH and on σ. We start with some preliminary onsiderations. The struture group of Q0 is H0.
If d(SH+)d−1 is of standard form then so is its identity onneted omponent dH0d
−1
. A similar
argument as in the proof of Theorem 7.1 shows that then d an be deomposed as d1d2d3, where
d1 is a pure permutation of the fators of H0 (equivalently, those of H), d2 ∈ CO(n)(H0) and
d3 = (a1⊕
k1
· · · ⊕a1)⊕ · · · ⊕ (ar⊕
kr
· · · ⊕ar) ,
with ai ∈ NO(δimi)
(
(I 1
Kimi
)0
)
≡ NO(δimi)
(
I 1
Kimi
)
. Sine d ∈ SO(n),
(det d1)(det d2)(det a1)
k1 · · · (det ar)
kr = 1 . (56)
The only eet of d2 is that it might ompensate for a sign stemming from d1 or the ai. We
laim that for this purpose it is suient that d2 ∈ CO(n)(H). Indeed, sine CO(n)(H0) is a
Howe subgroup, it ontains an element of negative determinant if and only if it has an O-fator
of odd multipliity. Then the double entralizer K = C2O(n)(H0) ontains an O-fator of odd
rank. Sine H0 ⊆ K ⊆ H, K has the same dimension as H. It is therefore obtained from H by
inverse eld restrition of a fator Ok2 to the fator U
k
1 or by merging a double fator O
k1
1 ×O
k2
1
to the fator Ok1+k21 . In both ases, H has at least the same number of O-fators of odd rank
as K, hene CO(n)(H) has an O-fator of odd multipliity and therefore ontains an element of
negative determinant.
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It follows that we may restrit attention to elements d of SO(n) for whih d2 ∈ CO(n)(H). For
suh elements, dHd−1 is of standard form. If, onversely, dHd−1 is of standard form then so is
d(SH+)d−1. This shows that the operations whih apply to redutions of P to H0 are given by
those operations on redutions of PO(n) to H0 whih an be implemented by d ∈ SO(n). We
take the latter operations from the proof of Theorem 7.1 and determine what signs they require.
Like there, let ϕi denote the automorphism of IKi(mi) indued by ai. We hek:
 The determinant of d1 is given by the sign of the orresponding permutation of the standard
basis in R
n
. If it is negative then H ontains an O-fator of odd rank and odd multipliity.
 The ips of signed fators of Q0 produe a sign in (56): indeed, sine the multipliity is odd, it
sues to onsider det ai. To indue a ip for the ase of SO-fators of even rank and U-fators
of odd rank, ϕi must be outer. Then Lemma 3.10 yields det ai = −1. The ase of SO-fators
of odd rank is degenerate in that the ip is trivial here. Nevertheless we may hoose ai so that
det ai = −1 and assume that ϕi generates this (trivial) ip.
 The ips of unsigned fators of Q0 do not produe a sign in (56): here either the multipliity
is even, in whih ase the assertion is obvious, or the fator is a U-fator of even rank, in whih
ase the assertion follows from Lemma 3.10.
Now we an prove Theorem 7.2. If QH has an O-fator of odd rank, CO(n)(H) has an O-fator
of odd multipliity. Then CO(n)(H) ontains an element of negative determinant so that we may
hoose the sign of d2 appropriately to ompensate for any sign produed by d1 or the ai in (56).
It follows that in this ase, any permutation and any ip an be applied to Q0 and hene to
QH and to σ. If QH does not have an O-fator of odd rank, det d1 = 1. In addition, CO(n)(H)
does not have an O-fator of odd multipliity, hene det d2 = 1. Hene, while permutations and
unsigned ips of Q0 an be applied arbitrarily, signed ips have to be paired. Sine the properties
of fators of Q0 to be signed or unsigned and stable or unstable arry over to the orresponding
fators of QH , signed/unsigned ips of U-fators of Q0 translate into signed/unsigned ips of
fators of QH , ips of signed unstable SO-fators translate into ips of σ and ips of unsigned
SO-fators anel. This proves the assertion for the ase where QH does not possess a stable
signed O-fator. If, on the other hand, QH has a stable signed fator then Q0 has a stable signed
fator. By pairing any signed ip with the ip of this fator we see that in eet any ip an be
applied to Q0 and hene to Q
H
and to σ.
Finally, onsider a bundle redution Q of type [SH−] of P . Let d ∈ SO(n) suh that d(SH−)d−1
is of standard form, i.e., equal to SK− for some Howe subgroup K of O(n) of standard form.
Let a(n) be the element of O(n) hosen to dene SH
−
and put d˜ = a(n)da
−1
(n). Let Q˜ be obtained
by transforming Q by a(n) inside Q
O(n)
and let P˜ be obtained by transforming P by a(n) inside
PO(n). Then Q˜ is a bundle redution of type [SH+] of P˜ and d(SH−)d−1 is of standard form
i d˜(SH+)d˜−1 is of standard form. Thus, any operation appliable to bundle redutions of type
[SH+] applies to Q˜ and hene to Q, by denition of the lassifying data of Q.
8 Summary: Classiation of orbit types
We summarize the lassiation of orbit types obtained in this paper. For the sake of omplete-
ness, we inlude the results for U(n) and SU(n) derived in [34℄.
Let M be a losed, simply onneted7 manifold of dimension 4 and let P be a prinipal G-bundle
over M , with G being a lassial ompat Lie group. Orbit types of the ation of the group of
7
The assumption thatM be simply onneted an be dropped in ase G = U(n) or SU(n). For the other groups,
it an be weakend to H1(M,Z2) = 0, see Remark 4.1. In any ase, the results hold as well for dim(M) = 2, 3.
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vertial automorphisms of P on the ane spae of onnetions are 1:1 with isomorphism lasses
of holonomy-indued Howe subbundles of P , fatorized by the ation of the struture group.
In the following, r,mi, ki denote positive integers and w, p, e and c denote the Stiefel-Whitney,
Pontryagin, Euler and Chern lasses, respetively. Let p˜(Qi) =
∑
k(−1)
kpk(Qi) and c˜(Qi) =∑
k(−1)
kck(Qi) and let ρ2 : H
∗(M,Z)→ H∗(M,Z2) be indued by redution mod 2.
Isomorphism lasses of Howe subbundles of P
G = U(n): The lasses are labelled by
(
(m1, k1, c(Q1)), . . . , (mr, kr, c(Qr))
)
, (57)
where Qi are prinipal U(mi)-bundles over M . These data are subjet to the relations
n =
∑r
i=1 kimi , (58)
c(P ) = c(Q1)
k1 . . . c(Qr)
kr . (59)
G = SU(n): The lasses are labelled by the data (57) and a harateristi lass ξ ∈ H1(M,Zg)
for Zg-bundles, where g is the greatest ommon divisor of the ki. These data are subjet to the
relations (58), (59) and
βξ =
∑r
i=1
ki
g
c1(Qi) ,
where β : H1(M,Zg)→ H
2(M,Z) is the onneting (Bokstein) homomorphism assoiated with
the sequene of oeient groups 0→ Z→ Z→ Zg → 0.
G = Sp(n): The lasses are labeled by r-tuples
(
(K1,m1, k1, α1), . . . , (Kr,mr, kr, αr)
)
, (60)
where Ki = R, C or H and αi are harateristi lasses of prinipal bundles Qi over M with
struture group O(mi) for Ki = R, U(mi) for Ki = C and Sp(mi) for Ki = H. In detail,
αi = {w(Qi), p(Qi), [e](Qi)} for Ki = R and αi = c(Qi) for Ki = C or H. Here [e](Q0) is dened
as the equivalene lass {±e(Qi0)}, where Qi0 is a redution of Qi to SO(mi). These data are
subjet to the relation (58) and
c(P ) =
∏
Ki=R
p˜(Qi)
2ki ·
∏
Ki=C
c(Qi)
ki c˜(Qi)
ki ·
∏
Ki=H
c(Qi)
ki . (61)
G = O(n): The lasses are labeled by the data (60), subjet to the relations
n =
∑r
i=1 (dimRKi) kimi , (62)
w(P ) =
∏
Ki=R
w(Qi)
ki ·
∏
Ki=C,H
ρ2 (c(Qi))
ki , (63)
p˜(P ) =
∏
Ki=R
p˜(Qi)
ki ·
∏
Ki=C,H
c(Qi)
ki c˜(Qi)
ki , (64)
[e](P ) =
∏
Ki=R
[e](Qi)
ki ·
∏
Ki=C
[cmi(Qi)]
ki ·
∏
Ki=H
[c2mi(Qi)]
ki . (65)
For Ki = R, the lasses αi are in addition subjet to the relations valid for the harateristi
lasses of O(mi)-bundles, see Corollary 4.18 and the disussion after Equation (38).
G = SO(n): The lasses are labelled by those of the data (60) whih satisfy
1. if there is i with Ki = R, mi = 2 and ki odd there is also j 6= i with Kj = R and kj odd,
2. if there are i 6= j with Ki = Kj = R, mi = mj = 1 and ki, kj odd there is also k 6= i, j with
Kk = R and kk odd,
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3. Conditions 1 and 2 with m and k exhanged.
Moreover, the following additional data our. If there does not exist i with Ki = R and mi odd
or ki odd, or with Ki = C and mi, ki odd, the Howe subgroup H of O(n) dened by the data
(60) gives rise to two distint onjugay lasses of Howe subgroups of SO(n), see Proposition
3.8. These two lasses are distinguished by a sign ±. If furthermore there exists i with Ki = R,
ki odd and 2e(Qi0) 6= 0 for some redution Qi0 of Qi to SO(mi), the two redutions to the
subgroup SO(n)∩H of the prinipal bundle with struture group H dened by the data (60) are
nonisomorphi. They are distinguished by a further sign σ = ±1. All of these data are subjet
to the relations (62)(64) and
e(P ) = ±σ ·
∏
Ki=R
e◦(Qi)
ki ·
∏
Ki=C
cmi(Qi)
ki ·
∏
Ki=H
c2mi(Qi)
ki , (66)
where e◦(Qi) are representatives for the equivalene lasses [e](Qi). As for O(n), in ase Ki = R,
the harateristi lasses are subjet to the relations listed in Theorem 4.16.
Holonomy-indued Howe subbundles For G = U(n) or SU(n), all Howe subbundles are
holonomy-indued. For G = O(n), SO(n), or Sp(n), a Howe subbundle is holonomy-indued
if in the data (60) there is neither an i with Ki = R and mi = 2 nor an i and a j 6= i with
Ki = Kj = R and mi = mj = 1.
Fatorization by the ation of the struture group on bundle redutions The stru-
ture group ats on the data (60) and (57) by permuting the members (Ki,mi, ki, αi) and
(mi, ki, c(Qi)), respetively. For G = Sp(n), O(n) and O(n), the struture group ats in ad-
dition on the harateristi lasses of the fators Qi. For G = Sp(n) and O(n) this ation is
given by c(Qi) 7→ c˜(Qi). For SO(n), we refer to Theorem 7.2.
9 Examples
To illustrate the above results, we will determine the Howe subbundles of prinipal bundles with
struture groups G = O(4), SO(4), Sp(1) and Sp(2). We will start with Sp(1) and Sp(2), beause
there is only one equation to be studied here. To be denite, we restrit attention to the base
manifolds M = S2 × S2 and CP2. Let us reall the ring struture of H∗(M,Z) and H∗(M,Z2).
Let ζ denote the generator of H2(S2,Z) and let γ denote the generator of H2(CP2,Z). Then
M = S2 × S2 M = CP2
group generated by group generated by
H2(M,Z) Z⊕ Z ζ × 1, 1× ζ Z γ
H4(M,Z) Z ζ × ζ Z γ2
H2(M,Z2) Z2 ⊕ Z2 ρ2ζ × 1, 1× ρ2ζ Z2 ρ2γ
H4(M,Z2) Z2 ρ2ζ × ρ2ζ Z2 ρ2γ
2 .
We use the following parameterization of harateristi lasses of fators Qi. For U- and Sp-
fators,
c1(Qi) = xi γ , c2(Qi) = zi γ
2
in ase M = CP2 and
c1(Qi) = xi ζ × 1 + yi 1× ζ , c2(Qi) = zi ζ × ζ
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in ase M = S2 × S2, where xi, yi, zi are integers. The only O-fators we will ome about have
struture group O(2) or O(3). In ase of an O(2)-fator, w2(Qi) and p1(Qi) an be expressed in
terms of [e](Qi), see Theorem 4.16 and Corollary 4.18. Writing, respetively,
[e](Qi) = fi [γ] , [e](Qi) = [fi ζ × 1 + gi 1× ζ]
with integers fi, gi ∈ Z, we obtain
w2(Qi) = fi ρ2γ , p1(Qi) = f
2
i γ
2
for M = CP2 and
w2(Qi) = fi ρ2ζ × 1 + gi 1× ρ2ζ , p1(Qi) = 2figi ζ × ζ
forM = S2×S2. The integers fi, gi are determined uniquely if we require fi ≥ 0 or (fi, gi) ≥ (0, 0)
(lexiographi ordering), respetively. In ase of an O(3)-fator, we write
w2(Qi) = si ρ2γ , p1(Qi) = ai γ
2
in ase M = CP2 and
w2(Qi) = si ρ2ζ × 1 + ti 1× ρ2ζ , p1(Qi) = ai ζ × ζ
in ase M = S2 × S2, where si, ti, ai ∈ Z. The parameters si, ti are uniquely determined if we
require si, ti = 0, 1.
Finally, let us note the following. With the exeption of SO(2), the enter of O(n), SO(n)
or Sp(n) (orresponding to the Howe subgroup On1 ) is nite. Due to the assumption that M
be simply onneted, redutions to the enter are therefore neessarily trivial and hene our
exatly when P is trivial. They will not be mentioned below.
9.1 Sp(1) and Sp(2)
The redution equation is given by (53). We parameterize the harateristi lass of P by an
integer Z, i.e., c2(P ) = Zγ
2
for CP2 and c2(P ) = Zζ × ζ for S
2× S2. Aording to Theorem 7.1,
redutions have to be identied i they an be transformed into one another by ips of U-fators
and permutations. To fatorize by ips we require xi ≥ 0 or (xi, yi) ≥ (0, 0) (lexiographi
ordering), respetively, for any U-fator. To fatorize by permutations we x an order of the
fators Hi for eah onjugay lass of Howe subgroups H and require that the parameters of
idential fators (same eld, rank and multipliity) inrease w.r.t. lexiographi ordering. In
detail, for i < j we require
 fi ≤ fj or (fi, gi) ≤ (fj, gj), respetively, whenever Hi = Hj = O
k
2 ,
 (ai, si) ≤ (aj , sj) or (ai, si, ti) ≤ (aj , sj , tj), respetively, whenever Hi = Hj = O
k
3 ; here the
restrition on si, sj , ti, tj to take the values 0 and 1 only is understood,
 (xi, zi) ≤ (xj, zj) or (xi, yi, zi) ≤ (xj, yj , zj), respetively, whenever Hi = Hj = U
k
m,
 zi ≤ zj whenever Hi = Hj = Sp
k
m.
Now onsider G = Sp(1). The only nontrivial Howe subgroup is U11. It is holonomy-indued.
Parameters are x ∈ Z for M = CP2 and x, y ∈ Z for M = S2 × S2. The redution equation (53)
reads c(P ) = c(Q)c˜(Q). In terms of parameters, this amounts to
Z = −x2 or Z = −2xy ,
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respetively. In aseM = CP2, a solution x exists i −Z is a square. Due to 0 ≤ x, the solution is
unique. In ase M = S2×S2, solutions exist i Z is even. Under the ondition (0, 0) ≤ (x, y) the
solutions are parameterized as follows. If Z 6= 0, x = ε1, · · · , εs, where εl are the (nonnegative)
divisors of
|Z|
2 . If Z = 0, one has x = y = 0 and the two families of solutions x > 0, y = 0 and
x = 0, y > 0. Thus, over CP2 the number of orbit types with stabilizer isomorphi to U(1) an
be 0 or 1, whereas over S2 × S2 it an be any nonnegative integer or ountably innite.
Remark 9.1. By virtue of the isomorphism ϕH,C : Sp(1) → SU(2), U
1
1 is mapped to the
subgroup of diagonal matries in SU(2). The above result is onsistent with what is known
about redutions of SU(2)-bundles to this subgroup.
Now onsider G = Sp(2). Equations will be given in terms of parameters only. First, we disuss
holonomy-indued Howe subbundles, see Figure 5.
U21: In ase M = CP
2
, Z = −2x2; in ase M = S2× S2, Z = −4xy. The disussion is analogous
to the ase of the Howe subgroup U11 of Sp(1).
O11×U
1
1: In ase M = CP
2
, Z = −x2. In ase M = S2 × S2, Z = −2xy. The parameters x
and y belong to the U-fator. In both ases, the disussion is analogous to the ase of the Howe
subgroup U11 of Sp(1).
O11× Sp
1
1: In both ases, the equation is Z = z, where z belongs to the Sp-fators. Hene, there
exists a unique redution for any P .
Sp21: In both ases, the equation is Z = 2z. There exists a redution i Z is even and the
redution is unique.
Sp11× Sp
1
1: In both ases, the equation is Z = z1+ z2. Redutions exist for any P . They an be
parameterized by z1 ∈ Z.
U11×U
1
1: In ase M = CP
2
, Z = −(x21 + x
2
2). There is no redution for Z > 0 and a unique
redution x1 = x2 = 0 for Z = 0. For Z < 0, there is the lassial result that for given integer
n the number of solutions of the equation a2 + b2 = n satisfying a ≥ 0 and b > 0 is given
by N(n) =
∑
d|n χ(d), where the sum runs over the divisors of n and χ denotes the nontrivial
Dirihlet harater modulo 4, dened by χ(d) = 1 if d = 1 mod 4, χ(d) = −1 if d = 3 mod 4
and χ(d) = 0 if d is even [24℄. First, it follows that redutions exist if and only if those of the
prime fators p of −Z whih satisfy p = 3 mod 4 appear with even powers. That this ondition
is suient for the existene of redutions an also be dedued diretly from Fermat's theorem on
sums of two squares and the Brahmagupta-Fibonai identity. Seond, it follows that the number
of redutions, i.e., solutions satisfying 0 ≤ x1 ≤ x2, is
N(−Z)+1
2 if −Z is a square or double a
square and
N(−Z)
2 otherwise. For example, for small n we have N(−Z) = 0 for −Z = 3, 6,
N(−Z) = 1 for −Z = 1, 2, 4, 8, 9 and N(−Z) = 2 for −Z = 5, 10; yet the redution is unique
also in the last two ases. On the other hand, it is easy to see that both N(−Z) and the number
of redutions an take any nonnegative integer value.
In ase M = S2 × S2, Z = −2(x1y1 + x2y2). Redutions exist i Z is even. They may be
enumerated by hoosing (x1, y1) ≥ (0, 0) arbitrarily and letting (x2, y2) run through the solutions
of x2y2 = −
Z
2 − x1y1 whih satisfy (x2, y2) ≥ (x1, y1) (for ertain values of (x1, y1) there may be
no suh solutions).
U11× Sp
1
1: In ase M = CP
2
, Z = z − x2. In ase M = S2 × S2, Z = z − 2xy. Here x and
y belong to the U-fator and z belongs to the Sp-fator. Redutions exist for all P . They are
parameterized by x ≥ 0 in ase M = CP2 and (x, y) ≥ 0 in ase M = S2 × S2.
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U12: In ase M = CP
2
, Z = 2z−x2. Redutions always exist. They are parameterized by x = 2l
if Z is even and x = 2l+1 if Z is odd, where l = 0, 1, 2, . . . . In ase M = S2×S2, Z = 2(z−xy).
Redutions exist i Z is even. They are parameterized by (x, y) ≥ (0, 0) then.
Out of the Howe subgroups whose redutions are not holonomy-indued, there is only one whih
does not onsist exlusively of O(1)-fators:
O12: Here the abstrat redution equation is c(P ) = p˜(Q)
2
. Using the relation p1(Q) = [e](Q)
2
,
see Theorem 4.16 and Corollary 4.18, we obtain c2(P ) = −2[e](Q)
2
. In ase M = CP2, this
equation beomes Z = −2f2 with f ≥ 0. In ase M = S2 × S2, Z = −4fg with (f, g) ≥ (0, 0).
The disussion of these equations is analogous to the ase of the Howe subgroup U11 of Sp(1).
9.2 O(4)
We parameterize the harateristi lasses of P by
w2(P ) = S ρ2γ , p1(P ) = Aγ
2 , [e](P ) = F [γ2] (67)
for M = CP2 and by
w2(P ) = S ρ2ζ × 1 + T 1× ρ2ζ , p1(P ) = Aζ × ζ , [e](P ) = F [ζ × ζ] (68)
for M = S2 × S2, where A,F, S, T are integers. S, T, F are determined uniquely under the
onditions S, T = 0, 1 and F ≥ 0. These onditions will be assumed to hold below. The
harateristi lasses of P are subjet to a single relation whih arises from the relation w4(P ) =
ρ2[e](P ) of Theorem 4.16 by replaing w4(P ) by means of the fundamental relation, see (38).
Using (87) we nd that in terms of the parameters, this relation reads, respetively,
A− S2 − 2F = 0 mod 4 , A− 2ST − 2F = 0 mod 4 . (69)
In partiular, in ase M = S2 × S2, A must be even. To obtain unique representatives under
the ation of the struture group, see Theorem 7.1, the same onditions on the parameters as
for the struture groups Sp(1) and Sp(2) above have to be imposed. The redution equations
are given by (46), (47), (49). We disuss them in terms of the parameters, starting with the
holonomy-indued redutions. The equation for w4(P ) needs not be onsidered, beause it is
automatially satised if the equation for [e](P ) holds.
U21: In ase M = CP
2
, S = 0 mod 2, A = 2x2, F = ±x2. Redutions exist i S = 0 mod 2,
A = 2F and F is a square. Under the ondition x ≥ 0, they are unique. In ase M = S2 × S2,
S = T = 0, A = 4xy and F = ±2xy. Redutions exist i S = T = 0 and A = ±2F . Under the
ondition (x, y) ≥ (0, 0), they are parameterized as follows. If F 6= 0, (x, y) = (ε,± F2ε), where ε
runs through the (nonnegative) divisors of F . If F = 0, one has x = y = 0 and the two families
of solutions x > 0, y = 0 and x = 0, y > 0.
O21×U
1
1: In ase M = CP
2
, S = x mod 2, A = x2 and F = 0 where the parameter x refers to
the U-fator. A redution exists i F = 0 and A is a square. Due to x ≥ 0, it is unique. Sine
the mod 4 redution of a square is 0 if the square is even and 1 if the square is odd, the equation
for S is automatially satised due to (69).
In ase M = S2 × S2, S = x mod 2, T = y mod 2, A = 2xy and F = 0. Redutions exist i
F = 0 and (S = 1 or T = 1 or A is divisible by 8). If A = 0, (69) implies S = 0 or T = 0.
Aordingly, redutions are parameterized by x = 0, y = 2l + T or y = 0, x = 2l + S, l ≥ 0.
If A 6= 0, redutions are parameterized as follows. If S = T = 0, A must be divisible by 8 and
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x = 2ε1, . . . , 2εs, where εi are the divisors of
A
8 . If S = 1, T = 0, x runs through the odd divisors
of
A
2 . Similarly for y in ase S = 0, T = 1. If S = T = 1, x runs through the divisors of
A
2 .
O11×O
1
3: In ase M = CP
2
, S = s mod 2, A = a, F = 0 where the parameters refer to
the O(3)-fator. Together with (69), these equations imply a − s2 = 0 mod 4, whih is the
fundamental relation for the O(3)-bundle parameterized by a and s. Hene, redutions exist i
F = 0 and are unique then. In ase M = S2× S2, the above equations hold, together with T = t
mod 2. The result is analogous.
Sp11: Here, A = 2z, F = ±z, S = 0 or S = T = 0, respetively. Redutions exist i S = 0 or
S = T = 0, respetively, and A = ±2F . They are unique.
U12: In ase M = CP
2
, S = x mod 2, A = x2 − 2z, F = ±z. Redutions exist i A − 2F or
A + 2F is a square. They are unique in eah of these two ases. (That means in partiular, if
both A − 2F or A + 2F are squares and F 6= 0 there exist exatly 2 solutions.) By the same
argument as in the disussion of the Howe subgroup O21×U
1
1, (69) implies that the equation for
S is automatially satised.
In ase M = S2 × S2, S = x mod 2, T = y mod 2, A = 2(xy − z), F = ±z. The last and the
third equation yield xy = A2 ± F . Hene, in ase F 6= 0, potentially there are two families of
redutions, orresponding to the two signs. For eah of these families, the disussion is analogus
to the ase of redutions to the Howe subgroup O21×U
1
1 above, with A replaed by A± 2F .
U11×U
1
1: In ase M = CP
2
,
S = (x1 + x2) mod 2 , A = x
2
1 + x
2
2 , F = x1x2 . (70)
We have omitted the equation F = −x1x2, beause it does not have a solution due to the
requirement 0 ≤ x1 ≤ x2. Dene x± := x2 ± x1. Then (70) translates into
S = x+ mod 2 , A+ 2F = x
2
+ , A− 2F = x
2
− (71)
and the requirement 0 ≤ x1 ≤ x2 translates into the requirement 0 ≤ x− ≤ x+. Systems (70)
and (71) are equivalent: the only thing to be heked is that if x± is a solution of (71) then
x1 =
x+−x−
2 and x2 =
x++x−
2 are integers. Sine x
2
+ and x
2
− dier by 4F , this is obvious. Thus,
a redution exists i A = S mod 2 and A± 2F are both squares. If it exists, it is unique.
In ase M = S2 × S2,
S = (x1 + x2) mod 2 , T = (y1 + y2) mod 2 ,
A = 2(x1y1 + x2y2) , F = ±(x1y2 + x2y1) (72)
Dene x± := x2 ± x1 and y± := y2 ± y1. Then (72) translates into
S = x+ = x− mod 2 , T = y+ = y− mod 2 ,
A
2 + F = x+y+ ,
A
2 − F = x−y− or
A
2 + F = x−y− ,
A
2 − F = x+y+ (73)
(reall that A is now even due to the relation (69); moreover we have added the obvious equations
S = x− mod 2 and T = y− mod 2). The requirement (0, 0) ≤ (x1, y1) ≤ (x2, y2) translates
into the requirement (0, 0) ≤ (x−, y−) ≤ (x+, y+). It is straightforward to hek that systems
(72) and (73) are equivalent. We disuss the solutions of the latter system.
 If S = T = 1, the relation (69) implies that A2 ± F is odd. Hene, redutions always
exist. They are parameterized by arbitrary ombinations of deompositions
A
2 + F = a+b+
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and
A
2 − F = a−b− with (a±, b±) ≥ (0, 0). Then (x+, y+) = max{(a+, b+), (a−, b−)} and
(x−, y−) = min{(a+, b+), (a−, b−)}
 If S = 1, T = 0, the relation (69) implies that A2 ± F is even. Therefore, again, redutions
always exist. They are parameterized in the same way as in the ase S = T = 1, with the
additional ondition that a± has to be odd.
 The ase S = 0 and T = 1 is similar. Instead of a±, b± has to be odd.
 If S = T = 0, the relation (69) yields that A2 ±F is even. For redutions to exist, however, both
A
2 +F and
A
2 −F have to be divisible by 4. In this ase, redutions are parameterized by arbitrary
ombinations of deompositions
A+2F
8 = a+b+ and
A−2F
8 = a−b− with (a±, b±) ≥ (0, 0). Then
(x+, y+) = max{(2a+, 2b+), (2a−, 2b−)} and (x−, y−) = min{(2a+, 2b+), (2a−, 2b−)}
Next, we disuss the redutions whih are not holonomy-indued.
O22: In ase M = CP
2
, S = 0, A = 2f2, F = ±f2; in ase M = S2 × S2, S = T = 0, A = 4fg,
F = ±2fg. The disussion is analogous to that for the Howe subgroup U12, with x, y replaed
by f, g8. The present requirement f ≥ 0 or (f, g) ≥ (0, 0), respetively, whih ensures that the
parameters are uniquely determined orresponds to the requirement x ≥ 0 or (x, y) ≥ (0, 0),
respetively, whih singles out unique representatives for the lasses of bundle redutions under
the ation of the struture group there.
O12×O
1
2: In aseM = CP
2
, S = (f1+f2) mod 2, A = f
2
1+f
2
2 , F = ±f1f2; in aseM = S
2×S2,
S = (f1 + f2) mod 2, T = (g1 + g2) mod 2, A = 2(f1g1 + f2g2), F = ±(f1g2 + f2g1). The
disussion is analogous to that for the Howe subgroup U11×U
1
1, with xi, yi replaed by fi, gi.
O12×U
1
1: In ase M = CP
2
, S = (f + x) mod 2, A = f2 + x2, F = ±fx; in ase M = S2 × S2,
S = (f + x) mod 2, T = (g + y) mod 2, A = 2(fg + xy), F = ±(fy + xg). Variables f, g refer
to the O-fator, variables x, y to the U-fator. The disussion is analogous to that for the Howe
subgroup U11×U
1
1, with x1, y1 replaed by f, g and x2, y2 replaed by x, y; the only dierene is
that here permutations do not appear, hene the variables f, g and x, y are independent from
one another.
O12×O
2
1: In ase M = CP
2
, S = f mod 2, A = f2, F = 0; in ase M = S2 × S2, S = f
mod 2, T = g mod 2, A = 2fg, F = 0. The parameters refer to the last fator. The disussion
is analogous to that for the Howe subgroup O21×U
1
1, with x, y replaed by f, g.
For O11×O
1
1×U
1
1 and O
1
1×O
1
1×O
1
2, see O
2
1×U
1
1.
9.3 SO(4)
The harateristi lasses w2(P ) and p1(P ) are parameterized as in (67) and (68). The Euler
lass will be parameterized by e(P ) = Fγ2 in ase M = CP2 and by e(P ) = Fγ × γ in ase
M = S2 × S2. Here F an take any integer value. Again, the harateristi lasses of P are
subjet to the single relation (69). The redution equations are given by (46), (47) and (50). In
omparison with the ase of struture group O(4), the orresponding equations for the parameters
A, S and T are the same, whereas the equation for F is modied as follows:
 F an take any integer value,
 The sign is either positive or negative, aording to whether the Howe subgroup SH+ or SH−
is onsidered. Thus, solutions for positive sign belong to SH+ and solutions for negative sign
8
In fat, [e](Q) here and c1(Q) there are related via the extension of the struture group to O(2). This holds
similarly for the other redutions whih are not holonomy-indued.
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belong to SH−. If SH+ and SH− are onjugate in SO(4), only the equation with the positive
sign has to be taken into aount.
 The fator σ is added.
First, we disuss holonomy-indued Howe subbundles. Here, σ = 1, beause if G = SO(4)
then σ = −1 requires an O(2)-fator. The system of equations is therefore the same as for the
orresponding subgroup of O(4). We omment on how the disussion has to be modied and we
derive the onditions on the parameters of the redutions whih have to be imposed in order to
obtain unique representatives w.r.t. the ation of the struture group SO(4). Generally, F ∈ Z
and solutions for positive sign belong to SH+ and solutions for negative sign belong to SH−.
U21
±
: In ase M = CP2 the ondition 〈A = 2F and F is a square〉 has to be replaed by
〈A = ±2F and ±F is a square〉. In partiular, in the ase of U21
+
, neessarily F ≥ 0 whereas in
the ase of U21
−
, F ≤ 0. Sine the fator U21
±
is unsigned, any ip is allowed. Hene, we have
to require x ≥ 0 in ase M = CP2 and (x, y) ≥ (0, 0) in ase M = S2 × S2. This is the same
ondition as in the ase of struture group O(4).
U11×U
1
1: Only the positive sign has to be disussed. In ase M = CP
2
this was so before for
another reason. In ase M = S2×S2 this amounts to setting (x+, y+) = (a+, b+) and (x−, y−) =
(a−, b−). Sine the fators of U
1
1×U
1
1 are both signed, ips an be applied in pairs only. We
thus have to require (x1, x2) ≥ (0, 0) in ase M = CP
2
and ((x1, y1), (x2, y2)) ≥ ((0, 0), (0, 0))
(lexiographi ordering) in ase M = S2 × S2. We leave it to the reader to translate these
onditions to (x±, y±).
Sp11
±
: The disussion of the redution equations is modied in the standard way. The ation
of the struture group SO(4) is trivial.
U12
±
: Again, the disussion of the redution equations is modied in the standard way. Sine
the fator U12 is unsigned, it an be ipped. This leads to the same onditions on the parameters
as in the ase of O(4).
Next, we disuss Howe subbundles whih are not holonomy-indued, omitting Howe subgroups
onsisting enirely of O(1)-fators. To dene the invariant σ, as unique representatives for the
lasses in PH2(M,Z) we hoose the elements of H2(M,Z) with nonnegative (w.r.t. lexiographi
ordering) oeients w.r.t. the generators γ and γ × 1, 1 × γ, respetively. For an integer x,
dene sgn(x) = 1 if x ≥ 0 and sgn(x) = −1 otherwise. For integers x, y dene sgn(x, y) = 1 if
(x, y) ≥ (0, 0) and sgn(x, y) = −1 otherwise.
O22
±
: Sine the multipliity is even, σ = 1. Therefore, the redution equations are the same as
for O(4) and the disussion is modied in the standard way. The ation of the struture group
SO(4) is trivial.
O12×O
1
2: In the equation for F , σ an be omitted if one allows fi and (fi, gi), respetively, to
take arbitrary values. This amounts to seeking redutions to the identity onneted omponent,
whih oinides with the Howe subgroup U11×U
1
1 disussed above. For any redution (x1, y1),
(x2, y2) found there, we dene:
 in ase M = CP2, σ = sgn(x1) sgn(x2) and fi = sgn(xi)xi, i = 1, 2,
 in ase M = S2 × S2, σ = sgn(x1, y1) sgn(x2, y2) and (fi, gi) = sgn(xi, yi)(xi, yi), i = 1, 2.
This way, due to the onditions imposed on xi and (xi, yi), respetively, eah redution toO
1
2×O
1
2
arises from exatly one redution to U11×U
1
1. For the same reason, the ation of the struture
group SO(4) is already fatored out. For ompleteness, let us just state what this ation amounts
to. As operations there our the interhange of fators and the ip of σ. Sine both fators
of O12×O
1
2 are signed, ips have to be applied in pairs whih means that σ remains unhanged
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unless one of the fators is stable and the other one is not. That is, f1 = 0 and f2 6= 0 or
(f1, g1) = (0, 0) and (f2, g2) 6= (0, 0), respetively, or vie versa.
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A Universal bundles
We ollet some basi fats about universal bundles and lassifying spaes. For details, see e.g.
[41, 19℄ or [23℄.
For every Lie group G and every positive integer n there exists a prinipal G-bundle (EG)n →
(BG)n suh that for every onneted (n−1)-dimensional CW -omplex X, the assignment of the
pull-bak bundle f∗(EG)n to a map f : X → (BG)n indues a bijetion from the set of homotopy
lasses of maps X → (BG)n onto the set of isomorphism lasses of prinipal G-bundles over X.
The bundle (EG)n is referred to as an n-universal bundle for G, (BG)n is referred to as an
n-lassifying spae of G and the map f : X → (BG)n assoiated with a prinipal G-bundle P
over X is referred to as an n-lassifying map of P . Given a prinipal G-bundle E → B, this
bundle is n-universal for G if and only if B is path onneted and
πi(E) = 0 , 1 ≤ i < n . (74)
For the groups onsidered in this paper, n-universal bundles are onstruted as follows. For
K = R, C, H and positive integers k < l let V Kl,k denote the Stiefel manifold of orthonormal
k-frames in Kl and let GKl,k denote the Grassmann manifold of k-dimensional subspaes in K
l
.
By mapping an orthonormal frame to the subspae it spans one obtains a prinipal bundle
V Kl,k → G
K
l,k with struture group IK(k) (see Setion 3 for this notation), known as the K-Stiefel
bundle of k-frames in dimension l. Sine πi(V
K
l,k) = 0 for i < (dimR K) (l− k+1)− 1, the Stiefel
bundle in dimension l = m+ k − 1 is n-universal for IK(k), where n = (dimRK)m− 1.
The n-universal bundles of a Lie group G an be arranged suh that there exist embeddings
(EG)ni →֒ (EG)ni+1 for an inreasing sequene n1 < n2 < . . . . The indutive limit of suh a
sequene provides a universal bundle EG→ BG for the group G. A general onstrution of the
universal bundle as the innite join of G is given in [31℄, see also [23℄. Sine πi(EG) = 0 for all
i, the long exat homotopy sequene of the universal bundle implies
πi(G) = πi+1(BG) , i = 0, 1, 2, . . . . (75)
The assignment G 7→ BG an be made a funtor as follows. Let φ : G → H be a Lie group
homomorphism and let P be a prinipal H-bundle over X. The ber bundle P φ = P ×H G
assoiated with P by virtue of the left ation of G on H by (g, h) 7→ φ(g)h is a prinipal
H-bundle over X, where the ation of H is indued from the ation of H on itself by right
multipliation. Dene Bφ : BG → BH to be the lassifying map of the prinipal H-bundle
(EG)φ → BG. The assignment φ 7→ Bφ is indeed funtorial,
B(ψ ◦ φ) = Bψ ◦Bφ , B idG = idBG .
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The lassifying map of P φ is Bφ ◦ f : X → BH, where f : X → BG is the lassifying map of P .
In the speial ase where φ is a Lie subgroup embedding, P φ is usually denoted by PH and is
alled the extension of P to the struture group H. Then P is a redution of PH to the subgroup
G of H. Sine the prinipal G-bundle EH → EH/G is universal for G, the lassifying map Bφ
an be identied with the projetion in the ber bundle EH/G → BH with ber H/G. For
example, the lassifying spae BSO(n) is the 2-fold overing of BO(n).
B Eilenberg-MaLane spaes
Let π be an Abelian group. Up to homotopy equivalene, there exists a unique spae X with
πi(X) = π if i = n and πi(X) = 0 otherwise. This spae is known as the Eilenberg-MaLane
spae K(π, n). It an be realized as a CW -omplex. The following properties of Eilenberg-
MaLane spaes are used in the paper:
1. Aording to the Hurewiz Theorem and the Universal Coeient Theorem, there is a
anonial isomorphism
Hn(K(π, n), π) = Hom(π, π) .
This way, the identity of π is mapped to a distinguished lass ιn ∈ H
n(K(π, n), π), alled
the fundamental lass of K(π, n). For any CW -omplex X, the assignment of f∗ιn to a map
f : X → K(π, n) denes a bijetion from the set of homotopy lasses of maps X → K(π, n) onto
the ohomology group Hn(X,π).
2. From the long exat homotopy sequene of the path-loop bration ΩK(π, n) →֒ PK(π, n)→
K(π, n) of the spae K(π, n) one obtains ΩK(π, n) = K(π, n− 1).
3. From the long exat homotopy sequene of the produt bundleK(π1, n)×K(π2, n)→ K(π2, n)
one obtains K(π1, n)×K(π2, n) = K(π1 ⊕ π2, n).
Furthermore, the notions of transgression and suspension homomorphism are used. Let F
ι
→֒
E
p
→ B be a bration and δ : H∗(F ) → H∗(E,F ) be the onneting homomorphism of the
long exat sequene of the pair (E,F ). Let H˜∗(B) = H∗(B, ∗) denote the redued ohomology
groups and p˜ : (E,F )→ (B, ∗) the indued map. Dene subsets
T ∗(F ) = δ−1p˜∗H˜∗(B) ⊂ H∗(F ) , S∗(B) = (p˜∗)−1δH∗(F ) ⊂ H˜∗(B) .
The transgression is the homomorphism
τ : T ∗(F )→ S∗(B)/ ker(p˜∗)
dened by τ(u) = [u′], where δu = p˜∗u′. The suspension homomorphism is the homomorphism
σ : S∗(B)→ T ∗(F )/im (ι∗)
dened by σ(v) = [v′], where p˜∗v = δv′. Due to ker τ = im ι∗ and ker σ = ker p˜∗, τ and σ indue
inverse isomorphisms
T ∗(F )/im ι∗ = S∗(B)/ ker p˜∗.
Now onsider the bration K(Zr, n − 1)
ι
→ PK(Zr, n)
p
→ K(Zr, n). The Serre exat sequene
for this bration ontains a portion
Hn−1(PK(Zr, n),Zr)
ι∗
→ Hn−1(K(Zr, n− 1),Zr)
τ
→ Hn(K(Zr, n),Zr)
p∗
→ Hn(PK(Zr, n),Zr) .
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Sine H i(PK(Zr, n),Zr) = 0 for all i, im (ι
∗) = 0 = im p∗. It follows that τ itself is an isomor-
phism here and σ is its inverse. Let κn−1 and κn denote the fundamental lass ofK(Zr, n−1) and
K(Zr, n) respetively. Sine κn−1 and κn are the unique generators of H
n−1(K(Zr, n − 1),Zr)
and Hn(K(Zr, n),Zr) respetively, we get
τ(κn−1) = κn , σ(κn) = κn−1. (76)
The denitions of τ and σ given here follow [44℄. There is an equivalent denition of the trans-
gression as a ertain dierential of the Serre spetral sequene. For this as well as for further
details we refer to [30℄.
C Cohomology operations
A ohomology operation is a map Θ = ΘX : H
m(X,π1) → H
n(X,π2) dened for all spaes X,
with a xed hoie of m and n, π1 and π2 satisfying the naturality property that for all maps
f : X → Y the following diagram ommutes:
Hm(Y, π1)
f∗

ΘY // Hn(Y, π2)
f∗

Hm(X,π1)
ΘX // Hn(X,π2)
Let ιm ∈ H
m(K(π1,m), π1) be the fundamental lass, see Appendix B. For xed m,n, π1
and π2, the assignment of Θ(ιm) to Θ denes a bijetion between the set of all ohomology
operations Θ : Hm(X,π1) → H
n(X,π2) and the ohomology group H
n(K(π1,m), π2). See e.g.
[19, Prop.4I.1℄ for a proof. The following ohomology operations are used in the text:
1. Let R be a ring. The transformation Hm(X,R) → Hmp(X,R), α 7→ αp is a ohomology
operation sine f∗(αp) = (f∗(α))p. This example shows that ohomology operations need not
be homomorphisms.
2. The Bokstein homomorphisms are ohomology operations. We use in partiular the Bok-
stein homorphisms βm : H
n(X,Zm) → H
n+1(X,Zm) assoiated with the oeient sequene
0 → Zm
m
→ Zm2 → Zm → 0 and β : H
n(X,Zm) → H
n+1(X,Z) assoiated with the oeient
sequene 0→ Z
m
→ Z
ρm
→ Zm → 0. They are related via
βm = ρm ◦ β . (77)
We use this relation for the ase m = 2.
3. The Steenrod square Sqi : Hn(X,Z2)→ H
n+i(X,Z2), see e.g. [19℄, is a ohomology operation
uniquely dened by the following axioms:
Sq0 = id , (78)
Sqi x = x2 , x ∈ H i(X,Z2) , (79)
Sqi x = 0 , x ∈ Hj(X,Z2) , j < i , (80)
Sqi(x+ y) = Sqi(x) + Sqi(y) , (81)
Sqi(xy) =
i∑
j=0
Sqj(x) Sqi−j(y) . (82)
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One has Sq1 = β2, the Bokstein homomorphism assoiated with the sequene of oeient
groups 0→ Z2
2
→ Z4 → Z2 → 0. Hene (77) implies
Sq1 = β2 = ρ2 ◦ β . (83)
4. The Pontryagin square P : H2k(X,Z2) → H
4k(X,Z4), see [43℄, is a ohomology operation
uniquely dened by the following axioms:
Pρu = u2 , (84)
ρPv = v2 , (85)
P(v1 + v2) = Pv1 +Pv2 + θ∗(v1v2) , (86)
for all u ∈ H4k(X,Z4) , v, v1, v2 ∈ H
2k(X,Z2) . Writing u = ρ4x with x ∈ H
2k(X,Z) in (84) we
obtain
Pρ2x = ρ4x
2 . (87)
D Charateristi lasses
We ollet the basi fats about harateristi lasses for prinipal bundles with struture group
G = O(n), SO(n) and Sp(n). For our purposes, it is suitable to view harateristi lasses of a
G-bundle P as being obtained from generators α of the ohomology of the lassifying spae BG
as
α(P ) = f∗α ,
where f : X → BG is the lassifying map of P . This way, any relation between generators
translates into a relation for harateristi lasses of bundles.
Theorem D.1. H∗(BO(n),Z2) is the polynomial ring Z2[w1, . . . , wn], with wi ∈ H
i(BO(n),Z2).
Similarly, in the omplex ase H∗(BU(n),Z) is the polynomial ring Z[c1, . . . , cn], with ci ∈
H2i(BU(n),Z).
See [20, Thm. 3.2℄ for a proof. The generators wi ∈ H
i(BO(n),Z2) are alled Stiefel-Whitney
lasses, the generators ci ∈ H
2i(BU(n),Z) are alled Chern lasses.
Theorem D.2.
1. All torsion elements in H∗(BO(n),Z) are of order 2, and H∗(BO(n),Z) modulo torsion is
the polynomial ring Z[p1, . . . , pk] for n = 2k or 2k + 1.
2. All torsion elements in H∗(B SO(n),Z) are of order 2, and H∗(B SO(n),Z) modulo torsion is
the polynomial ring Z[p1, . . . , pk] for n = 2k + 1 and Z[p1, . . . , pk−1, e] for n = 2k, with e
2 = pk
in the latter ase.
Proofs of this theorem an be found in [20℄ and [19℄. The generators pi are alled Pontryagin
lasses. The generator e is the Euler lass of the universal real n-dimensional vetor bundle.
This lass is also present in ase n = 2k + 1 where it is a nontrivial 2-torsion element, uniquely
determined by the equation
ρ2e = wn , (88)
see [20, Prop. 3.13℄. Appliation of the long exat sequene assoiated with the oeient
sequene 0 → Z
2
→ Z
ρ2
→ Z2 → 0 shows that the torsion subgroup of H
∗(BO(n),Z) is mapped
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injetively to H∗(BO(n),Z2) , i.e. H
∗(BO(n),Z) is ompletely determined by the lasses pi and
wi. The same argument shows that H
∗(B SO(n),Z) is determined by pi, wi and e. The injetivity
of ρ2 on torsion elements also follows diretly from a Lemma of Borel, see [6℄, Lemma 24.2.
There exist many relations between the above generators and, hene, between the harateristi
lasses they dene. First, there are relations among the real harateristi lasse. As before,
let β : Hn(X,Z2) → H
n+1(X,Z) denote the Bokstein homomorphism assoiated with the
oeient sequene 0 → Z → Z → Z2 → 0 and let ρm : H
n(X,Z) → Hn(X,Zm) denote the
homomorphism indued by redution mod m.
Theorem D.3. The following relations hold:
Sqj wm =
∑j
l=0
(
m− j + l − 1
l
)
wj−l wm+l , (89)
Pw2i+1 = ρ4 ◦ β ◦ Sq
2i w2i+1 + θ∗
(
w1 Sq
2iw2i+1
)
, (90)
Pw2i = ρ4pi + θ∗
(
w1 Sq
2i−1w2i +
∑i−1
j=0
w2jw4i−2j
)
, (91)
See [43℄ and [49℄ for a proof. Equation (89) is known as the Wu formula.
Proposition D.4. There holds ρ2pi = w
2
2i .
Proof: Consider the oeient sequene 0 → Z2
θ
→ Z4
ρ
→ Z2 → 0. By applying ρ to (91) and
using ρ ◦ ρ4 = ρ2 and (85) we obtain 0 = ρPw2i − ρ2pi = w
2
2i − ρ2pi .
Seond, there are relations between real, omplex and quaternioni harateristi lasses. For
larity, in the following we label the ohomology generators by the groups they belong to. Denote
p˜ =
∑
k(−1)
kpk and c˜ =
∑
k(−1)
kck . Let
ϕC,R : U(m)→O(2m) ϕH,C : Sp(n)→U(2n) ϕH,R = ϕC,R ◦ ϕH,C : Sp(n)→O(4n)
jR,C : O(n) →U(n) jC,H : U(n) → Sp(n) jR,H : O(n) → Sp(n)
be the embeddings dened by eld restrition and eld extension, respetively. The ϕ·,· an be
hosen as in Setion 3. Reall that the Chern lass for Sp(n)-bundles is dened by the element
c(Sp(n)) :=
(
BϕH,C
)∗
c(U(2n)) ∈ H∗(B Sp(n),Z).
Proposition D.5. The following relations hold:(
BϕC,R
)∗
w(SO(2n)) = ρ2 c(U(n)) , (B jR,C)
∗c(U(n)) = p˜(O(n)) ,(
BϕH,R
)∗
w(SO(4n)) = ρ2 c(Sp(n)) , (B jC,H)
∗c(Sp(n)) = c(U(n)) c˜(U(n)) ,(
BϕC,R
)∗
p˜(SO(2n)) = c(U(n)) c˜(U(n)) , (B jR,H)
∗c(Sp(n)) = p˜(O(n))2 ,(
BϕH,R
)∗
p˜(SO(4n)) = c(Sp(n)) c˜(Sp(n)) ,(
BϕC,R
)∗
e(SO(2n)) = cn(U(n)) ,(
BϕH,R
)∗
e(SO(4n)) = c2n(Sp(n)) .
Proof. The relations for ϕC,R are well known, see [23℄, 17 and 20, Proposition 8.4. Sine
ϕH,R = ϕC,R ◦ ϕH,C, the relations for ϕH,R follow from those for ϕC,R by replaing c(U(n)) by
c(Sp(n)). The relation for jR,C is an equivalent denition of Pontryagin lasses. To prove the
relation for jC,H, observe that by denition of c(Sp(n)), we have
(B jC,H)
∗c(Sp(n)) = (B jC,H)
∗ (BϕH,C)
∗ c(U(2n)) .
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We ompute
ϕH,C ◦ jC,H(a) =
[
a 0
0 a
]
, a ∈ U(n) .
Sine c(U(n)) 7→ c˜(U(n)) under the map BU(n)→ BU(n) indued by onjugation of matries,
(B jC,H)
∗ (BϕH,C)
∗ c(U(2n)) = c(U(n)) c˜(U(n)). To prove the relation for jR,H, we ompute
(B jR,H)
∗c(Sp(n)) = (B jR,C)
∗ (B jC,H)
∗c(Sp(n)) = (B jR,C)
∗
{
c(U(n)) c˜(U(n))
}
.
Due to (B jR,C)
∗c˜(U(n)) = p˜(O(n)) , the assertion follows.
E The Moore-Postnikov tower
Below we work in the pointed ategory, hene all maps are assumed to preserve base points.
A map f : X → Y is alled an n-equivalene if f∗ : πi(X) → πi(Y ) is an isomorphism for i < n
and an epimorphism for i = n. If f∗ is an isomorphism for all i then f is alled a weak homotopy
equivalene. If f : X → Y is an n-equivalene and K is a CW -omplex then omposition with
f denes a bijetion from the set of homotopy lasses of maps K → X onto the set of homotopy
lasses of maps K → Y , see e.g. [7, Cor.11.13℄.
Proposition E.1. Let f : X → Y be an (n + 1)-equivalene and let F →֒ X → Y be the
orresponding bration obtained by homotopy equivalent deformation of X. Assume that Y is
simply onneted. Then the map
f∗ : Hk(X,Z)→ Hk(Y,Z) ,
is an isomorphism for all k ≤ n , and a monomorphism for k = n+ 1.
Proof : From the exat homotopy sequene of the bration F →֒ X → Y we onlude that
πk(F ) = 0 , for k ≤ n . Using the Hurewiz theorem we get Hk(F ) = {0} for all k ≤ n. Inserting
this in the universal oeient theorem
Hk(X,Z) ∼= F
(
Hk(X,Z)
)
⊕ Tor
(
Hk−1(X,Z)
)
,
we obtain Hk(F,Z) = {0} for all k ≤ n. Sine Y is simply onneted we obtain (using again
the Hurewiz theorem and the universal oeient theorem) H1(Y,Z) = 0. Moreover, sine Y
is simply onneted, we have a trivial ation of π1(Y ) on H
∗(F,Z) . These fats imply that we
have a Serre sequene up to (n+ 2):
· · · // Hn−1(F,Z) // Hn(Y,Z)
f∗ // Hn(X,Z) // Hn(F,Z)
// Hn+1(Y,Z)
f∗ // Hn+1(X,Z) // Hn+1(F,Z) // · · ·
Sine Hk(F,Z) = {0} for all k ≤ n, the assertion follows. 
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The Moore-Postnikov-tower of a bration F →֒ E
p
→ B is a ommutative diagram

En
pn
.
.
.

E1
p1

E
p //
q1
55llllllllllll
qn
CC















B
suh that
1. the maps qn : E → En are n-equivalenes;
2. the maps Pn = (p1 ◦ p2 ◦ · · · ◦ pn) : En → B indue isomorphisms on πi for i > n and an
injetion for i = n;
3. the map pn+1 : En+1 → En is a bration with ber K(πn(F ), n).
In Theorem 4.9 we use the onvenient fat that every bration p : E → B between onneted
CW-omplexes has a Moore-Postnikov tower, see e.g. [19℄. For a detailed exposition of Moore-
Postnikov theory see [44℄.
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