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ABSTRACT
Kernel phase interferometry is an approach to high angular resolution imaging which en-
hances the performance of speckle imaging with adaptive optics. Kernel phases are self-
calibrating observables that generalize the idea of closure phases from non-redundant arrays
to telescopes with arbitrarily shaped pupils, by considering a matrix-based approximation to
the diffraction problem. In this paper I discuss the recent history of kernel phase, in particular
in the matrix-based study of sparse arrays, and propose an analogous generalization of the
closure amplitude to kernel amplitudes. This new approach can self-calibrate throughput and
scintillation errors in optical imaging, which extends the power of kernel phase-like methods
to symmetric targets where amplitude and not phase calibration can be a significant limitation,
and will enable further developments in high angular resolution astronomy.
Key words: techniques: interferometric — techniques: image processing — instrumentation:
adaptive optics — instrumentation: high angular resolution — instrumentation: interferome-
ters
1 INTRODUCTION
In imaging stars and their environments from the ground, under
most circumstances the chief limitation on resolution and on sensi-
tivity to faint structure is imposed by the turbulence of the Earth’s
atmosphere. This ‘seeing’ introduces random delays in the phase of
incoming light, so that when it arrives at a ground-based telescope,
the wavefront is distorted and generates blurry, speckled images.
Furthermore, as a higher-order effect, this wavefront distortion in-
duces focussing and defocussing of the light in the Fresnel regime,
so that there is also generally amplitude aberration, or scintillation,
which is the reason that stars appear to twinkle. This is a major
challenge in doing optical astronomy from the ground at high an-
gular resolution, and in this paper I will review the history of tech-
niques for ameliorating the effects of the atmosphere from speckle
imaging; early hardware developments in non-redundant masking,
where the telescope aperture is selectively masked out to facilitate
optical calibration; and through to the more recent computer post-
processing technique of kernel phase, where such a masking proce-
dure is simulated purely with software. I will then present a gener-
alization of the kernel phase idea, to kernel amplitudes, and discuss
its applicability to present and future adaptive optics systems and
space telescopes.
For mathematically modelling the atmospheric distortion of
images, it is useful to consider any telescope, even one with a
conventional filled aperture, as an interferometer, where light in-
cident at different parts of the telescope is optically combined and
caused to interfere. By measuring these interference fringes, the
Van Cittert-Zernike theorem (Zernike 1938) states that we can map
? E-mail: benjamin.pope@physics.ox.ac.uk
out the Fourier transform of the intensity distribution of the source
on the sky. This means that the Fourier plane is a natural represen-
tation for understanding optical imaging under most circumstances.
Pairs of points in the telescope aperture are considered to form
baselines, whose length and orientation determine the Fourier com-
ponent to which the associated fringe is sensitive. Interferometers
are classically considered to be either of the Michelson configura-
tion, where the light is combined in the pupil plane, or the Fizeau
configuration, where the light from all elements of the pupil is di-
rectly combined on a detector.
In radio astronomy, it has long been possible to record the
electric field received at each detector, and combine these pupil-
plane signals in postprocessing via a correlator. In optical astron-
omy, because it is not possible to directly sample the waveform of
the electric field as it is at radio frequencies, single-telescope filled-
aperture imaging typically occurs in the Fizeau configuration. As
a result, fringes from every pair of points in the pupil are superim-
posed to form the point spread function (PSF) of the telescope. This
is true both of discrete sets of apertures, for example the double slit
whose PSF is a sinusoidal fringe, and filled apertures, where the
familiar circular telescope aperture’s PSF is the Airy pattern. In the
following, I will refer interchangeably to pupil elements and sub-
apertures, and stations and antennae, using the appropriate termi-
nology for specifically-optical applications and for historical radio
applications respectively.
Sophisticated techniques for analysing images degraded by
atmospheric turbulence have long been in use. By modelling
the effects of the atmosphere on Fourier components of the im-
age, speckle interferometry (Labeyrie 1970) and speckle masking
(Weigelt 1977) have been used to resolve systems at very high an-
gular resolution while ameliorating the effects of the atmosphere.
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These techniques rely on the fact that, while the PSF is degraded in
potentially complicated ways, the complex visibilities in its Fourier
transform can be represented simply. To achieve this, one must
be able to ‘freeze the seeing’, i.e. to take exposures with appro-
priate signal-to-noise at timescales shorter than the characteristic
timescale of the atmosphere’s variations.
A successful solution to the problem of seeing has been the
technique of aperture masking, first used by Fizeau (1868), where
sections of the telescope aperture are deliberately blocked out to
leave a non-redundant pattern of holes, i.e. a pattern of holes in
which no two are separated by the same baseline, in order to make
the resulting fringe pattern more resilient to aberrations and eas-
ier to calibrate. In a redundant aperture, on the other hand, multiple
sets of subapertures generate the same baseline, and it is not so easy
to disentangle their contributions to the resulting visibilities. Aper-
ture masking has yielded some of the highest-resolution astronom-
ical images obtained with a single-mirror telescope (Tuthill et al.
1999; Monnier et al. 1999), relying on the idea of closure phase
(Jennison 1958), an interferometric self-calibration technique orig-
inating in radio astronomy. Often in interferometry, the dominant
source of uncertainty is from phase aberrations in the pupil plane
(i.e. for discrete interferometers, delay errors at individual stations),
which are in general very large, originating from the ionosphere in
the context of radio astronomy, or from atmospheric turbulence in
the optical regime. These are especially important because, since
the Fourier transform is Hermitian, the Fourier phases of a nonneg-
ative real source (i.e. any astronomical image) encode only infor-
mation about the asymmetric component of an image, and the mod-
uli about its point-symmetric component (Monnier 2007). There-
fore in the absence of prior information it is crucial to have access to
both; regularly in astronomy, the issue is therefore to restore phase
information which is typically more-degraded by the atmosphere.
In this paper, we will discuss the context of methods for doing this,
and then show that these can be generalized to self-calibrating both
phase and amplitude information.
The key idea in interferometric self-calibration is the closure
phase or (bispectral phase). These are sums of measured phases
around closing triangles of baselines; because errors occur locally
to each station, while astrophysical signals are encoded in corre-
lations between stations, if you add the phases measured around
such a triangle of baselines, the local phase errors cancel but the
astrophysical signal adds. As a result, for a simple three-element
interferometer, for the price of three phase observables corrupted
by aberrations, one very stable observable can be obtained, which is
often a significant advantage. This idea entered optical astronomy
under the guise of ‘triple-correlation’ speckle imaging (Labeyrie
1970; Weigelt 1977), which was shown by Roddier (1986) to be
the exact equivalent of the closure phase idea. While aperture mask-
ing in general requires, as with speckle imaging, that exposures are
taken fast enough to freeze the seeing, adaptive optics can be used
to dramatically increase the timescale of phase variations and ef-
fectively remove this limitation (Tuthill et al. 2006).
In radio astronomy, successive generations of calibration
schemes have been able to use closure information in conjunction
with the phases and amplitudes recorded at each antenna for self-
calibration. Smirnov (2011) classifies these into first-generation
schemes using closure phases but not using individual receiver
phases directly, second-generation schemes which iteratively self-
calibrate the phase and gain at each receiver, and third-generation
schemes which use the radio interferometry measurement equation
to include direction-dependent effects. Because the phases and am-
plitudes of individual aperture elements cannot at present be easily
and directly measured, optical imaging does not yet benefit from
these second- and third-generation calibration schemes. As a re-
sult, we are still limited to the classical closure relations in self-
calibration, and I therefore seek to obtain the fullest and most de-
tailed understanding of these quantities as is possible.
Kernel phase interferometry was proposed for this reason by
Martinache (2010), who also coined the term itself. The key idea
was a generalization of closure phase, using a matrix approach
to show that a wider class of telescopes possess linearly self-
calibrating quantities that can be used to improve the imaging per-
formance of telescopes at resolutions close to the diffraction limit.
Closure phases are shown to be a special case of this formalism,
which in general applies to any standard Fizeau imaging system
subject to only small aberrations. This technique has been used
both for space telescopes such as the Hubble Space Telescope (Pope
et al. 2013), and also for ground-based adaptive optics systems
(Pope et al. 2016).
In this paper, I discuss the closure and kernel quantities asso-
ciated with general Fizeau interferometers and the relationship of
previous methods to the more recent development of kernel phase
interferometry. I propose the extension of this to kernel amplitudes,
a natural generalization of the kernel phase theory which allows us
to calibrate not only phase errors but also scintillation.
2 MATRIX THEORY OF PHASE SELF-CALIBRATION
The Jennison (1958) idea of closure phase rests on the fact that if
two antennae, 1 and 2, would in the absence of noise record be-
tween them a complex visibility C12 having phase Φ12, when they
experience phase errors φ1 and φ2 then the recorded phase of the
complex visibility between them is instead
Φ′12 ≡ Φ12 + φ1 − φ2. (1)
Therefore if we add the phases around a closing triangle of
baselines,
Φ123 ≡ Φ′12 + Φ′23 + Φ′31 (2)
contains each error φi exactly once positively and once negatively,
and so the errors cancel out and the closure phase Φ123 is invariant.
On the other hand, Lannes (1991) derives this closure phase
relation in terms of a phase-transfer matrix, linearly mapping phase
aberrations at discrete points in the pupil plane onto phases on the
measured visibilities. This is a useful framework in which to con-
sider generalizing the idea of closure phases to arbitrary pupils,
which have kernel phases that work in the same way.
As an example, consider a three-element array, with stations
at the vertices of some triangle. The matrix
Aφ ≡
 1 −1 00 1 −1
−1 0 1
 (3)
encodes this linear relation between the three pupil samples and the
three baselines that they generate:
 Φ′12Φ′23
Φ′31
 =
 1 −1 00 1 −1
−1 0 1
 ·
 φ1φ2
φ3
+
 Φ12Φ23
Φ31

(4)
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Φ31
Figure 1. Lower-case φi are phase errors local to receiver i, while upper-
case Φij are the phases of the complex visibilities on baselines ij.
where Φ′ij are the phases measured on the baseline i, j; φj is the
phase aberration at station j; and Φij the true phase as would be
seen on an ideal unaberrated interferometer on baseline ij. This is
illustrated in Figure 1.
The sum of each column of this matrix is zero, so that the
row-vector
Cφ ≡
(
1 1 1
)
(5)
must annihilate Aφ, i.e., Cφ ·Aφ = 0. An operator Cφ satisfying
this condition is called a ‘left-kernel’ operator for Aφ, whose rows
span a ‘left null space’ or ‘cokernel space’ for Aφ, which motivates
the use of the term ‘kernel phase’ for quantities of the form Cφ ·
Φ1, i.e. for linear combinations of baseline phases Φ that ‘live in’
the cokernel of Aφ. This will not in general be a row-vector for
interferometric arrays with more elements, but a matrix whose rows
consist of vectors like in Equation 5 which encode closure relations.
A diagram illustrating the relations of these spaces is provided for
clarity in Figure 2.
By summing phases around a closed triangle as above, phase
aberrations do not propagate to the new closure phase observable,
which accordingly is much more reliable than raw phases and can
be used to anchor image reconstruction and model-fitting. In gen-
eral, we will consider pupil phases as being relative to the phase at
an arbitrarily chosen point, and thereby eliminate this arbitrary de-
gree of freedom, so that pupil sample 1 is taken to have identically
zero phase, and the matrix in Equation 3 becomes
Aφ ≡
 −1 01 −1
0 1
 (6)
which is annihilated by Cφ in the same way as before.
Closure phases do not necessarily have to be taken around a
triangle: Lannes (1991) identifies this cokernel of Aφ as the defini-
tion of the closure operator, rather than as an alternative derivation.
This operator then generates all orders of closure phase, not just
the set of closing triangles, including for example loops containing
four or more elements. The kernel of Aφ can be found numeri-
cally by singular value decomposition (SVD), by arranging as a
matrix the singular vectors whose singular values are zero. For a
non-redundant aperture, this left-kernel operator’s rows consist of
a basis of vectors spanning the space of closure (kernel) phases.
In order for this self-calibration to be exact, closure phases
must be taken around closing sets of baselines whose phases map
1 We need to choose a left-kernel as Aφ and ATφ map vectors between
different spaces and multiplication is not commutative.
φ
K · Φ0
Aφ · φ
+Φ0
Aφ
Baseline Phases
Pupil Aberrations
Figure 2. Relations between spaces of phases on pupil and baselines. The
operatorAφ injects phase aberrations φ into a subspace of baseline phases
Φ. There is another subspace of baseline phases, Kφ · Φ0, which are not
affected by these phase aberrations, and we call these kernel phases.
linearly onto the measured baseline phases, which is true for non-
redundant baselines, where the two stations are not separated by
the same vector as any other pair of holes (or for completeness,
also in the special case of phasors which have identical amplitudes
on doubly-redundant baselines). The phase noise introduced to clo-
sure phases by aberrations in a circular redundant aperture scale as
∼ (D/rcoh), where D is the telescope diameter and rcoh the at-
mospheric coherence scale (Readhead et al. 1988). Avoiding this
redundancy noise has traditionally necessitated the use of a non-
redundant mask, but the advent of modern adaptive optics means
that phase-based interferometric techniques can now be extended
at high fidelity to filled apertures of high redundancy.
The idea of kernel phase interferometry is that, while these re-
lations are no longer exact for redundant arrays, they approximately
hold true for small phase aberrations (Martinache 2010). This now
requires that each baseline be weighted by a diagonal matrix R,
whose entries are the redundancies of each baseline (i.e. how many
pairs of subapertures correspond to that baseline), such that now
Φ′ ≈ R−1 ·Aφ · φ+ Φ (7)
and the kernel matrix Kφ is found by SVD of R−1 · Aφ. As in
this general case Aφ never appears without R−1, it is standard to
redefine the transfer matrix Aφ as the originally-defined matrix of
ones and zeros, rescaled by R−1. This is the redundant, weighted
equivalent of the phase aberration matrix in Lannes (1991), so that
the kernel phases are a generalization of the higher-order closure
phases of a filled pupil. We will use this rescaling in the remainder
of this text.
Such a kernel space necessarily exists for any linear imaging
system with more baselines than pupil sample points, according to
the fundamental theorem of linear algebra: aberrations from p pupil
sample points can map onto at most a space of dimension p over
the baselines, which will ordinarily have a much larger dimension
than the pupil samples. This implies that we should look for further
generalizations to other observables and imaging systems.
3 KERNEL AMPLITUDES
In this Section, we will show that there is an analogous quantity to
the kernel phase in the case of amplitudes, which we will call the
kernel amplitude. This allows us to self-calibrate both phase and
amplitude information in arbitrary Fizeau interferometers.
c© 0000 RAS, MNRAS 000, 000–000
4 B. J. S. Pope
Twiss et al. (1960) first introduced the concept of a four-
element interferometer closure amplitude, which was subsequently
systematically studied and described by Readhead et al. (1980).
This quantity is an extension of the idea of closure phase to visi-
bilities which are affected by uncertainties in the gain on individual
antennae, or equivalently the throughput and reflectivity of differ-
ent optical paths in optical interferometry. In the following, for ease
of reference, ‘visibility’ is used to mean the modulus of the com-
plex visibility unless stated otherwise, and similarly, ‘gain’ for the
modulus of the complex gain. The derivation is similar to the Jenni-
son (1958) idea described at the beginning of Section 2, except that
for each visibility Vij between telescopes i and j, there are gain er-
rors gi and gj which multiply rather than add, so that the measured
visibility is
V ′ij = Vij · gi · gj (8)
Therefore the quantity
V1234 ≡ V
′
12V
′
34
V ′13V
′
24
(9)
multiplies each gain error through once on the numerator and once
on the denominator; these cancel out and the closure amplitude
V1234 is seen to be invariant with respect to this type of error.
The same matrix approach as for closure phases can be used
to derive closure amplitudes. It is useful to deal with log-visibilities
on each baseline, and log-gains on antennae, so that these quantities
add and subtract rather than multiply and divide. Lannes (1991)
notes that while the phase error on a baseline is the difference in
phase between the stations, the measured log-visibility of a point
source is the sum of the log-gains on each telescope. Therefore the
elements of the transfer matrix AV are just the absolute values of
the corresponding elements of Aφ.
The linear gain transfer operator AV for a non-redundant
four-element interferometer is therefore
AV ≡

1 1 0 0
0 1 1 0
0 0 1 1
1 0 0 1
 (10)
with a transfer equation

log(V ′12)
log(V ′23)
log(V ′34)
log(V ′41)
 =

1 1 0 0
0 1 1 0
0 0 1 1
1 0 0 1
 ·

log(g1)
log(g2)
log(g3)
log(g4)
 (11)
+

log(V12)
log(V23)
log(V34)
log(V41)
 (12)
which we write in vector notation as
V′ = AV · log(g) + V (13)
and we see that the operator
CV ≡
(
1 −1 1 −1 ) (14)
annihilates AV , so that
log(V1234) ≡ CV ·V′ (15)
= log(V12) + log(V34)− log(V13)− log(V24) (16)
which is the standard four-element closure amplitude relation from
Equation 9. Gains can be chosen to be relative to a fixed gain of
unity as was done with phases in Section 2 without loss of general-
ity, and are shown above in full unreduced form above for clarity. In
software implementations, I will follow the kernel phase example
and fix the gain of aperture 1 at unity.
This formalism applies to only single baselines: the visibility
of a redundant baseline is the modulus of the sum of the individual
phasors, so that we want to add the visibilities and not the log-
visibilities. As a result, the non-redundant calculation of Lannes
(1991) does not hold in the redundant case, and we must consider
differential quantities in order to linearize the problem. First we
note the Taylor expansion
log(g) ≈ log(1 + ∆v) ≈ ∆v (17)
which means that gain perturbations away from unity map approx-
imately linearly onto the corresponding, generally-redundant base-
lines. We are therefore able to consider the linear gain transfer
equation
∆V ′ = R−1 ·AV ·∆v + ∆V (18)
which can be considered as the generalization of the Martinache
(2010)-style approximation to the Lannes (1991) matrix-based clo-
sure amplitudes. We therefore analogously construct KV by SVD
such that KV · (R−1 · AV ) = 0, and take this to be the kernel
amplitude operator.
By the rank-nullity theorem, there will be at least nb − np
kernel amplitudes, where nb is the number of baselines and np
the number of pupil samples. This is in general large: in the non-
redundant case, nb is combinatorically larger than np, and while
this is lower for redundant cases, depending on the detailed pupil
geometry we may recover as much as 90% of the amplitude infor-
mation as is done with kernel phases (Martinache 2013a).
The same transfer matrix formalism used to derive kernel
phases can also be inverted for wavefront sensing (Martinache
2013b; Pope et al. 2014). In this framework, a Moore-Penrose pseu-
doinverse is generated by SVD of the transfer matrix, and used to
map measured u, v phases back onto the pupil sampling points.
This requires not only that the kernel phase approximation holds,
but also that the pupil itself is not inversion-symmetric; otherwise,
it is only possible to sense aberration modes that are odd under
inversion, and even modes are unsensed. This generalizes to the
kernel amplitude formalism, although as with the case of phases,
there are detailed issues surrounding matrix stability and conver-
gence that mean that a proper examination must be left to future
studies.
As the quantities we are considering in the redundant case are
differential amplitudes (i.e. ∆V relative to a standard visibility), it
is necessary to have some standard visibility model against which
these differences can be taken. There are several possible ways to
do this: most simply, an image of a fiducial point source can be used
as a calibrator, such that the differential visibilities we choose when
making the kernel amplitudes are the differences between the sci-
ence target and the calibrator. In this approach, we calibrate pupil-
dependent aberrations, but baseline-dependent aberrations are not
c© 0000 RAS, MNRAS 000, 000–000
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corrected, and we expect to have potentially substantial residual
systematic errors.
A sensible and self-consistent alternative to this is to use the
redundancy information already encoded in the matrix R. For a re-
dundant pupil consisting of discrete elements, the normalized vis-
ibility of a point source is given by the magnitude of the optical
transfer function (OTF) on any baseline, which is proportional to
the redundancy on that baseline and normalized to unity at the ori-
gin. Thus the pupil model itself generates a starting point for cal-
culating differential visibilities. In this case, we can then use the
kernel amplitudes measured on a known point source to calibrate
baseline-dependent systematics that would otherwise not be cor-
rected.
A treatment of the full general case of phase and amplitude
errors in arbitrary linear imaging systems is beyond the scope of
this paper, but we may start to sketch out a roadmap to finding
such a theory. If we write the total aberrations as a concatenation
of phase and amplitude error vectors, i.e.
aT ≡ [φT ,∆VT ] (19)
then the full transfer matrix for a linear Fizeau interferometer
is the block diagonal matrix
A ≡
(
Aφ 0
0 AV
)
. (20)
The kernel operator for this matrix is also a block-diagonal
matrix of the kernel operators of each block separately, so that at
linear order the full kernel phase and amplitude problem is itself
separable. For systems which mix phase and amplitude errors, the
above matrix will instead have non-zero off-diagonal elements, but
will have a set of kernel phase-amplitude quantities which never-
theless permit self-calibration.
4 PHASE NOISE AND KERNEL AMPLITUDES
In the above analysis, I have noted that the effects of phase errors on
visibilities enter at second order. Given that phase noise generally
dominates over amplitude noise in ground-based observations, it is
therefore important to examine these effects at higher order, and
the possibilities of linear-order phase effects, which have not been
hitherto included in the kernel amplitude derivation.
The principal effect of phase aberrations on visibilities is to
bias them downwards: because of the triangle inequality, the length
of the sum ofN vectors with any orientations is necessarily smaller
than when they are all lined up. In Figure 3, I show the results of a
simple simulation to illustrate this. We add 1000 vectors (i.e., simu-
late a redundancy-1000 baseline) with the same length, and phases
drawn from a uniform distribution of width s, which is displayed
on the horizontal axis. We see that the visibility bias is smooth,
with a small uncertainty at each scale, growing stronger and more
uncertain at higher phase noise levels. Importantly, near zero phase
error, the function is locally flat, and so the block-diagonal transfer
matrix approximation holds.
We see that at higher levels of phase noise (∼ 0.5 rad), the bias
increases, as does its variance. We see this error plotted for a range
of redundancies in Figure 4. The error is much worse for lower
redundancies than higher redundancies: as we add more vectors,
the central limit theorem constrains the variance of the outcome
more strongly.
Figure 3. Visibility bias, with uncertainties (1σ), for a 1000-redundancy
baseline, with equal visibilities and phases drawn from a uniform distribu-
tion of width s on the horizontal axis.
Figure 4.Visibility bias error: standard deviations of visibilities across 5000
simulations on a single baseline, for a range of baseline redundancies (listed
in legend).
In cases such as these, it seems likely that the moderate phase-
to-amplitude off-diagonal block may be numerically simulated for
a given visibility bias, which must be measured in practice from
observations and cannot be determined a priori like the standard
phase and visibility transfer matrices. The singular vectors of this
matrix will generate a kernel phase and amplitude basis, though
this added layer of complexity may not be of practical utility.
5 SIMULATION
In the following, I present the results of a number of simula-
tions to determine the performance of kernel amplitudes relative
to raw visibilities. As diffraction simulations to generate PSFs are
much more computationally expensive than subsequently convolv-
ing these PSFs with binary or disk templates, I adopt the approach
of using a single ensemble of PSFs and introducing successively
fainter versions of a binary or disk, with all other parameters held
c© 0000 RAS, MNRAS 000, 000–000
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fixed. As a result, the simulations in this section are intended to
display the relative performance of the two techniques under iden-
tical conditions, rather than to forecast actual contrasts achievable
in real observations. In Section 5.1 we search for a single point-like
companion; in Section 5.2, we do the same as before, but testing for
the effects of phase noise on kernel amplitudes; and in Section 5.3,
we illustrate how kernel amplitudes are sensitive to a symmetric
target (which kernel phases alone are necessarily insensitive to), in
this case a circumstellar debris disk. In many but not cases the ker-
nel amplitude approach produces a less biased estimate, with more
conservative errorbars, and typically extends comparable sensitiv-
ity to fainter contrasts than using raw visibilities alone.
In Sections 5.1 to 5.3, I have generated a sample of 100 ampli-
tude screens, calculated using the analytic Rufenach (1975) power
spectrum for Fresnel diffraction from a single layer of turbulence,
PS = 4Pφ sin
2(κ2r/κ
2
F ) (21)
where Pφ is drawn from a Kolmogorov spectrum with r0 = 1mm,
κr is an isotropic spatial frequency and κF the Fresnel wavenum-
ber κF =
√
(4pi/λz), and z is the height of the turbulent layer,
which we choose to be 30 km. This is simulated across a pupil
of the same dimensions as the Palomar Hale 200-Inch Telescope
(outer diameter 5.093 m, secondary diameter 1.829 m), and then
scaled so that the amplitude is positive-definite with variations of
a specified scale. These parameters are generous but not unreason-
able, but specifically chosen to guarantee sufficiently low spatial
frequency pupil plane speckles that these are computationally effi-
cient to sample. A more detailed simulation would require a much
denser discrete pupil model and correspondingly larger interfero-
metric field of view. I also note that while these speckles are rather
large for the fiducial Hale 200-Inch telescope model used here, a
smaller telescope will more often experience scintillation speckles
of a similar scale relative to the telescope diameter. An example of
such an amplitude screen is shown in Figure 5.
These screens then multiply the pupil binary mask function
to generate the input pupil plane. This is Fourier transformed to
generate PSFs, which are then convolved with source functions to
generate images. No shot or detector readout noise is added. I then
use MULTINEST (Feroz et al. 2009, 2013) to conduct a Bayesian
fit of an analytic parametric models to the ensemble mean of the
squared visibilities or kernel amplitudes extracted from these.
5.1 Binaries
To test the stability of kernel amplitudes, we first simulate binary
systems without any phase aberrations, from Kolmogorov spectrum
scintillation screens of peak-to-trough variation 10% relative to the
unaberrated image, to explore the effect of scintillation directly.
(This is a high but not very high value, with typical scintillation
ranging up to ∼ 1% in RMS photometric amplitude with a more
complicated spatial distribution). In the following, PSFs generated
as above are shifted and added to simulate a binary at a varying
contrast and a separation of 150 mas (∼ 1.4λ/D). I then fit an an-
alytic binary model to the ensemble mean of kernel amplitudes or
squared visibilities from these, taking a uniform prior in contrast
(the ratio of primary to secondary flux) between c/2 and 2c for
each input contrast c. The results are displayed in Figure 6.
I note that the fits from mean kernel amplitudes have smaller
errorbars than those from raw visibilities, and that in all cases these
overlap with the true value. This is not the case for visibilities: these
Figure 5. Example amplitude screen. Colourmap in dimensionless units of
relative amplitude.
fits are perturbed by systematics that are not well-accounted for and
retrieve larger errorbars in position and a downward bias in contrast
increasing as we push to the fainter end.
I expect that this effect is more pronounced at lower contrasts
for higher-amplitude scintillations, and vice versa, and illustrates
that while under good observing conditions visibilities behave well,
that kernel amplitudes allow us to push to greater precision and
sensitivity at a given level of scintillation.
5.2 Phase Noise
To determine the effect of phase noise on the practical use of kernel
amplitudes, I re-did the binary simulations in Section 5.1 with the
same parameters, except with the pupil screen changed to a 1.5 rad
peak-to-peak variation, where these are drawn from the same Gaus-
sian random fields as in Section 5.1 scaled by a square root fac-
tor for consistency (as atmospheric scintillation ordinarily enters at
second and higher order in the phase variation). These simulations
include no amplitude noise. Binary models are then fitted as above,
using the same kernel amplitude operator.
As seen in Figure 7, posterior parameter uncertainties are suc-
cessively degraded to higher contrasts for both raw visibilities and
kernel amplitudes, with no obvious indication of severe failure on
either part out to high contrast and with neither obviously perform-
ing better or worse than the other in either contrast or angle, al-
though visibilities perform better at reconstructing the separation.
From these results, I take that the kernel amplitude is not much
more adversely affected than the raw visibility, which is in line
with our expectations that it should have no special self-calibrating
property in this regard.
5.3 Disks
In addition to simulating binaries, which are inherently point-
asymmetric images, I also simulate elliptical annuli as an example
of centrosymmetric circumstellar disks. PSFs are generated as in
Section 5.1, and convolved with a top-hat-like model which takes
the value unity between two similar ellipses, and zero everywhere
else. These are scaled by the desired contrast (taken as the ratio of
total unresolved flux to disk flux) and added to the original PSF. An
c© 0000 RAS, MNRAS 000, 000–000
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Figure 6. Kernel amplitude (dark teal) and raw visibility (bright orange) best fits to the ensemble mean of 50 sets as a function of input binary contrast, under
conditions of 10% scintillation and no phase noise. Both methods obtain precise estimates at low contrasts, but at higher contrasts the estimate from fitting to
raw visibilities is increasingly biased, while the kernel amplitudes maintain a close 1:1 correlation.
elliptical annulus has the analytic visibility function of the normal-
ized difference between two ellipses, with five parameters: semi-
major axis, eccentricity, position angle of the major axis, contrast
ratio, and thickness (ratio of the difference in semi-major axes of
the inner and outer ellipse, normalized to the outer).
We fit these in the same way as with the binaries in Section 5.1,
except that with five parameters it is no longer feasible to fit each re-
alization separately, so I only fit to the mean signal at each contrast.
As seen in Figure 8, both kernel amplitudes and raw visibilities per-
form well at low contrasts, and then gradually lose effectiveness at
higher contrasts. We see that raw visibility fits are biased low in
contrast, with many-σ systematic discrepancies from the true con-
trasts, while for kernel amplitudes, error bars get larger but always
include the true value. The two methods seem to perform similarly
well as a function of contrast for ∆a/a, with visibilities biased a
little high and kernel amplitudes low, while for position angle θ,
eccentricity e, and semi-major axis a (except at high contrast), ker-
nel amplitudes offer more precise and accurate measurements out
to high contrast.
As with the binary case in Section 5.1, the amplitude errors in-
troduced are in practice very large in an observational context, to il-
lustrate the effect, and higher contrasts will be reachable with corre-
spondingly lower amplitude noise. It is not apparent from Figure 8
that kernel amplitudes reach a dramatically better performance than
raw visibilities for disks, but they nevertheless appear to be some-
what more accurate, and often more precise, than using raw visibil-
ities.
6 DISCUSSION
Kernel amplitudes have promise for improving observations in
optical regimes where small-to-moderate amplitude aberrations are
a limiting noise source. While phase aberrations are under normal
circumstances a much more severe problem, correcting amplitudes
is useful under several circumstances:
a) Amplitude errors arising from plane-wave atmospheric
scintillation impose limitations on the performance of adaptive
optics (Angel 1994; Lee et al. 2006). In cases where these cannot
be otherwise corrected, imaging performance may be enhanced by
anchoring models or image reconstructions with kernel phases and
amplitudes.
c© 0000 RAS, MNRAS 000, 000–000
8 B. J. S. Pope
Figure 7. Ensemble mean kernel amplitude (dark teal) and raw visibility (bright orange) best fits as a function of input binary contrast, under conditions of
phase noise with no amplitude aberrations.
b) In certain cases it is important to establish with great preci-
sion the optical visibilities of an astrophysical object whose angu-
lar size is close to the diffraction limit of available telescopes. For
instance, in studying dusty circumstellar environments with aper-
ture masking, it is useful to consider differential visibilities between
two polarization channels (Norris et al. 2012, 2015). In such situa-
tions, uncertainties in the throughput of each optical channel con-
tribute significantly to the error budget. While future instruments
may be able to directly measure this with pupil remapping (Perrin
et al. 2006), for the present and near-term a software solution may
be preferable. Differential (polarimetric) kernel amplitudes permit
the extension of the experiments described above to, for example,
the SPHERE-ZIMPOL extreme-AO polarimetric imager (Langlois
et al. 2014). By using a filled pupil and extreme adaptive optics,
kernel phases already enable us to push towards fainter objects than
are accessible with the large throughput losses from aperture mask-
ing on comparable instruments. We have shown kernel amplitudes
have the potential to enhance this effect in situations where scintil-
lation is also a problem.
7 CONCLUSION
With kernel amplitudes and kernel phases, we now have a full
formalism to describe all self-calibrating observables in a direct
Fizeau imaging system, such as most full-aperture telescopes. This
means that both even and odd symmetry components of an image
reconstruction can now be directly based upon self-calibrating ob-
servations. By including both even and odd image components, we
will be able to improve existing methods of imaging stars, circum-
stellar and protoplanetary disks, and other astrophysical sources
with both extended symmetric structure and embedded inhomo-
geneities. This may be of limited use in standard imaging, but in
specialist cases where scintillation is the limiting factor (such as in
Section 6) this may be a step forward. I hope that this will prove
useful in forthcoming imaging campaigns with adaptive optics and
space telescopes.
The fundamental theorem of linear algebra also implies that
similar self-calibrating observables may be discoverable for other
linear imaging systems, whenever the relevant measurement basis
(e.g. baselines) is of substantially higher dimension than the pupil
samples which generate it. It will be of compelling future interest to
establish the extent to which this is true of coronagraphic systems,
c© 0000 RAS, MNRAS 000, 000–000
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Figure 8. Ensemble mean kernel amplitude (dark teal) and raw visibility (bright orange) best fits as a function of input binary contrast.
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whose sensitivity to small phase and amplitude aberrations is a key
limiting factor in the search for exoplanets.
In the interest of open science, IPYTHON Notebooks and
PYTHON scripts implementing the simulations used in this paper
are available at https://github.com/benjaminpope/
pysco, under a GNU General Public License (v3).
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