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Abstract
For an elliptic curve E over an abelian extension k/K with CM by K of Shimura
type, the L-functions of its [k : K] Galois representations are Mellin transforms of Hecke
theta functions; a modular parametrization (surjective map) from a modular curve to
E pulls back the 1-forms on E to give the Hecke theta functions. This article refines the
study of our earlier work and shows that certain class of chiral correlation functions in
Type II string theory with [E]C (E as real analytic manifold) as a target space yield the
same Hecke theta functions as objects on the modular curve. The Ka¨hler parameter of
the target space [E]C in string theory plays the role of the index (partially ordered) set
in defining the projective/direct limit of modular curves.
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1 Introduction
The L-function of an elliptic curve with complex multiplication defined over Q, or over the
imaginary quadratic field K in question, is the Mellin transform of a Hecke theta function,
or of the product of them [Deu]. This statement has been generalized to multiple directions;
one is to think of elliptic curves of Shimura type [Shim-AA], and the other is to think of
elliptic curves defined over Q not necessarily with complex multiplication [BCDT].
It is not immediately clear why the inverse Mellin transform of the L-functions f(τ) come
to have modular invariance. Another question closely related to the one above is what the
argument τ and the value f(τ) stand for; functions appearing in natural science describe how
the output changes as an input changes, and the input/output often has substance such as
time, energy, entropy, and scattering amplitude, not just an abstract number in Z, R, or C.
When one comes to have an idea about the substance in the argument τ and value f(τ) of
those modular forms, one might also begin to have an idea where the modularity also comes
from.
In our previous paper [KW],1 we identified a class of observables in superstring theory
with those Hecke theta functions, in the cases of elliptic curves of Shimura type. To be more
specific, Ref. [KW] pointed out that chiral correlation functions of the form
f II1Ω′(τws; β) := Tr
Rmnd
Vβ
[
FeπiF q
L0− c24
ws (∂X
C)
]
(1)
are equal to those Hecke theta functions f(τ) after appropriate linear combinations of those
f II1Ω′ are formed and the argument τws is rescaled somewhat. The observation in [KW] there-
fore hints that the modular nature of the inverse Mellin transform of the L-function may
originate from (a part of) the SL(2;Z)ws transformation on the homology basis of the genus-
one world sheet in string theory, the complex structure modulus τws of the genus-one world
sheet is somewhat the argument τ of the modular form in question, and the value of the
modular forms are the chiral correlation functions in string theory. See the main text for
notations.
Missing the most in [KW] was why the specifically chosen chiral correlation functions (1)
are relevant to the L-functions of elliptic curves. One can think of infinitely many observables
in string/superstring theory even after a target space is chosen and fixed; we have seen
in [KW] that the observables on the right hand side of (1) do reproduce the Hecke theta
functions corresponding to the L-functions (after taking linear combinations and rescaling of
1For an earlier attempt in this direction, see [Schimm].
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the argument), but no explanation was given to why the specific choice of the observables (1)
is natural or sensible for that purpose. It is one of the primary objectives of this article to
explain why (1) is a natural choice. Here is a digest version of the explanation. In the theory
of modular parametrization, a modular form f(τ) regarded as a 1-form dτf(τ) on a modular
curve corresponds to the pull-back of a 1-form of an elliptic curve. The observables (1) also
measure the same 1-form of the target-space elliptic curve (pulled-back to the genus-one world
sheet of string theory) because of the operator (∂XC) in (1); see (72). The modular invariance
of the chiral correlation functions indicates that they are functions on a quotient of the upper
complex half plane, H/Γ. The subgroup Γ ⊂ SL(2;Z)ws is determined by the monodromy
representation associated with the rational model of T 2-target conformal field theory (CFT);
see Prop. 2.4.10. In this way, both the 1-form dτf(τ) in the Langlands correspondence and
the chiral correlation functions f II1Ω′ are regarded as objects on the modular curve H/Γ, and
are identified with each other; see a schematic diagram in (73). The idea is presented in
section 2, and the triangle in (73) closes in Thm. 4.2.3 after details are discussed.
This article also introduces improved/clarified understandings on a couple of things that
have already been treated in [KW]. For example, the rescaling of the argument necessary in
seeing f II1Ω′(τws) as a modular form of some Γ1(M) is now given by a simpler formula (95),
which is in association with the isomorphism in Lemma 2.5.6. Another improvement is in
identifying the action of complex multiplication as a guiding principle2 in determining choices
of linear combinations of f II1Ω′ , as explained in section 3.
We also write down an observation that possible choices of the Ka¨hler parameter on the
target-space elliptic curve, which is necessary in formulating string theory but not in defining
the L-function, can be regarded as a directed partially ordered set. By taking the direct
limit of the vector space of chiral correlation functions with respect to this set of Ka¨hler
parameters, we arrive at the notion of the vector space of certain string-theory observables
that does not depend on a specific choice of a Ka¨hler parameter. This way of thinking fits
very well with the subject that we deal with in this article. See sections 4.2 and 5.2.
In section 5.2, we add one remark (5.2.3) on the relation between (a) the theory of
modular parametrization and (b) Galois action on the monodromy representations of models
of rational CFT; both (a) and (b) are placed within the Galois–Teichmu¨ller theory.
2 In [KW], we determined the linear combinations in the way Hecke theta functions are reproduced from
f II1Ω′ . So, the result of Ref. [KW] should be read as follows: there exist appropriate linear combinations of
f II1Ω′ that become the Hecke theta functions. In this article, however, we say that the linear combinations of
f II1Ω′ that diagonalize the action of complex multiplication are Hecke theta functions if h = 1, and are their
building blocks if h > 1.
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Contents of section 3 may also be regarded as how chiral correlation functions of vari-
ous rational vertex operator algebras occupy the vector space of modular forms for various
congruence subgroups of SL(2;Z), and how Hecke operators act on those chiral correlation
functions (of course Hecke operators act on modular forms). Section 3.3 shows, in particular,
that the Hecke operators bring the chiral correlation functions (f II1Ω′’s) of one rational vertex
operator algebra associated with one CM elliptic curve ([Ez]C, fρ) to linear combinations of
the chiral correlation functions (f II1Ω′ ’s) of other rational vertex operator algebras, in general,
but the action of the Hecke operators is closed within the set of those f II1Ω′ ’s associated with
the elliptic curves with complex multiplication by the maximal order OK forming a Galois
orbit of size h(OK). So, the study in section 3 is not far in spirit from the work [HW] on
characters of general models of rational CFT.
Reading Guide: Large fraction of the materials in sections 2.1–2.4 are review on ele-
mentary things in vertex operator algebra, but a small number of ideas crucial in this article
are scattered here and there; most of those important ideas are already referred to above,
so one may jump directly to those places. We wish that the presentation in sections 2.1–2.4
are readable enough for number-theory experts. Section 2.5, on the other hand, is a densely
packed review on almost all we need about modular forms in this article; they are all textbook
materials but we wish this review saves time for people in string-theory community.
Materials in sections 4.1 and 5.1 are almost entirely a review on things known in arithmetic
geometry. The theory of modular parametrization has been explained in many places for
elliptic curves defined over Q, but there is no reference with a systematic exposition of the
one for elliptic curves of Shimura type (except [Wort] covering special cases referred to in
4.1.15 and 4.1.20). So, section 4.1 brings various known facts together from the literature,
and add some statements (in sections 4.1.3 and 4.1.4) not found in the literature, to provide
a systematic one, and prepares for discussions in section 4.2. Section 5.1, on the other hand,
reviews some aspects of Galois–Teichmu¨ller theory. This material is included in this article
only for the purpose of setting notations to be used in section 5.2.
An article [KW] by the authors has already provided a concise review (in §4.2) on Hecke
characters of a number field and also arithmetic models of elliptic curves of Shimura type.
We do not include those reviews in this article again, but they will be helpful for readers not
familiar with those materials. Almost the same set of notations is being used in [KW] and
in this article.
This article has partially adopted a style of presentation with Theorem, Remark, etc.,
because that is useful in making contexts explicit, and also in referring to a specific re-
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sult/logic. Because it often happens in physics that certain observations are more important
than solid technical relations between well-defined objects, it is not necessarily meant in this
article that Theorems are more important than Remarks, Statements, and Discussions.
2 Modular Curves for a T 2-target RCFT Model
2.1 String Theory
There are a couple of different versions (formulations) of string theory, such as bosonic string
theory and Type II string theory; each of those versions assigns3 a model of CFT to a set
of data of geometry. Here, our primary interest is in a set of data of the form ([E]C, fρ),
where [E]C is a C-isomorphism class of elliptic curves with complex multiplication, and fρ a
positive integer; bosonic string theory assigns a model of CFT to a set of data ([E]C, fρ).
We begin by recalling basic facts about elliptic curves with complex multiplication. First,
let z be a complex number in the upper half plane, z ∈ H, and C/(Z ⊕ zZ) be an analytic
representation of an elliptic curve:
[Ez]C =
{
XC ∈ C} / (XC ∼ XC + 1, XC ∼ XC + z) = C/bz; bz := (Z⊕ zZ). (2)
The C-isomorphism class of the elliptic curve specified by z ∈ H in this way is denoted by
[Ez]C. Now, suppose that an elliptic curve [Ez]C has complex multiplication. This extra
condition is known to be equivalent to the presence of a set of integers [az, bz, cz] prime to
each other, (az, bz, cz) = 1, such that
azz
2 + bzz + cz = 0. (3)
The root z ∈ H of this equation is algebraic, and hence there is a quadratic extension
field K := Q(z) associated with this elliptic curve [Ez]C with complex multiplication. The
discriminant DK < 0 of the degree-2 extension field K and the discriminant of the quadratic
equation are related by
Dz := 4azcz − b2z = (−DK)f 2z , ∃fz ∈ N>0. (4)
3String theory does more than assigning a model of CFT to a set of data. String theory characterizes
and/or constrains the kinds of data to which models of CFT can be assigned. Here, however, we will not
pay attention to this aspect of string theory. It is well understood that at least a pair of data ([E]C, fρ) in
the main text is well within the kinds of data to which a model of CFT is assigned, and we will focus our
attention to the mathematical relation between i) the input geometry data ([E]C, fρ) for string theory, ii)
the model of vertex operator algebra, and iii) arithmetic models of [E]C, by using the geometry of modular
curve as a hub among them.
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We have K = Q(
√
DK) because
z =
−bz + fz
√
DK
2az
. (5)
Algebraic integers in K form a ring, which is denoted by OK . It is expressed, as an abelian
group, as OK = Z+wKZ with wK =
√
DK/2 if DK ≡ 0 mod 4, and with wK = (1+
√
DK)/2
if DK ≡ −3 mod 4. A subring of OK in the form of Z + wKfzZ with an integer fz ∈ N>0
is denoted by Ofz , and is said to be an order of K. When any element α ∈ Ofz is given,
multiplication of α on the complex coordinate XC maps the rank-2 lattice bz to bz (not
necessarily one-to-one). Conversely, the set of elements in K that maps bz to bz is the
ring Ofz . So, a choice of an elliptic curve [Ez]C with complex multiplication specifies an
imaginary quadratic field K, its order Ofz , and an (SL(2;Z) orbit of) algebraic number(s)
z ∈ H (equivalently a fractional ideal4 of Ofz that is proper, bz). Conversely, when an
imaginary quadratic field K and its order Ofz are specified, there is only a finite number of
C-isomorphism classes of elliptic curves with complex multiplication by Ofz ,
E ll(Ofz) := {[Eza ]C | a = 1, · · · , h(Ofz)} . (6)
A set of data ([Ez]C, fρ), to which either bosonic string theory or Type II string theory
assigns a model of CFT, contains extra information fρ. The positive integer fρ is used to set
the complexified Ka¨hler parameter ρ = fρazz, which determines the Ka¨hler metric on [Ez]C:
ds2 =
1
2
(
dXC ⊗ dXC + dXC ⊗ dXC
) Im(ρ)
Im(z)
(2π)2α′. (7)
A set of data ([Ez]C, fρ) therefore specifies a C-isomorphism class of elliptic curves with
a (complexified) Ka¨hler metric on it, rather than [Ez]C with just the complex structure
specified.
Let us now move on and describe the model of CFT that bosonic string theory or Type
II string theory assigns to a set of data ([Ez]C, fρ). As a preparation, we introduce three
lattices that are determined by the data ([Ez]C, fρ). First, think of a free abelian group
H1(E;Z) ⊕ H1(E;Z) of rank 4, where E is an elliptic curve, and introduce an intersection
form on this rank-4 abelian group by using the cohomology–homology natural pairing. The
lattice obtained in this way is II2,2, the even unimodular lattice of signature (2, 2), for any
complex structure of the elliptic curve E = [Ez]C.
4 azbz ⊂ Ofz .
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The remaining two lattices are denoted by Λ− and Λ+, which are both sublattices of II2,2
introduced above. Let {α, β} be a basis of H1(E;Z) and {αˆ, βˆ} the basis of H1(E;Z) dual
to {α, β}. Then think of four linear maps, Ω′−, Ω′−, Ω′+ and Ω′+, from II2,2 to C.
Ω′− : (αˆ, α, βˆ, β) 7−→
i√
2Im(z)Im(ρ)
(−z, ρ¯, 1, zρ¯), (8)
Ω
′
− : (αˆ, α, βˆ, β) 7−→
−i√
2Im(z)Im(ρ)
(−z¯, ρ, 1, z¯ρ), (9)
Ω′+ : (αˆ, α, βˆ, β) 7−→
i√
2Im(z)Im(ρ)
(−z, ρ, 1, zρ), (10)
Ω
′
+ : (αˆ, α, βˆ, β) 7−→
−i√
2Im(z)Im(ρ)
(−z¯, ρ¯, 1, z¯ρ¯), (11)
so Ω
′
∓ = cc · Ω′∓. The sublattices Λ− and Λ+ of II2,2 are defined to be the kernel of Ω′+ :
II2,2 → C and Ω′− : II2,2 → C, respectively. So, the choice of the sublattices Λ∓ in II2,2
depends on the data z and ρ = fρazz. To be more concrete,
Λ− = SpanZ
{
fρazαˆ + α, fρbzαˆ− fρczβˆ − β
}
=: {e−2, e−1} (12)
Λ+ = SpanZ
{
fρazαˆ− α− fρbzβˆ, −fρczβˆ + β
}
=: {e+2, e+1} (13)
as free rank-2 abelian groups, and the intersection form of Λ− and Λ+ on the basis above is
given by
fρ
[
2az bz
bz 2cz
]
, and − fρ
[
2az bz
bz 2cz
]
, (14)
respectively. Each is an even lattice, and the signature is (2, 0) and (0, 2), respectively. The
discriminant is discr(Λ∓) = f 2ρDz = fρf
2
z |DK |. (We may use, later on, a lattice Λ[Ez]C :=
Λ−[1/fρ], which depends only on the information [Ez]C, not on fρ.) The dual lattice of Λ∓
is denoted by Λ∨∓ and is isomorphic to II2,2/Λ± as an abelian group. Now, we have finished
introducing three lattices II2,2 and Λ∓; let us now use those three lattices to describe the
models of CFT assigned to ([Ez]C, fρ).
There are a multiple different ways to specify a model of CFT. One way to do this is to
specify a couple of things starting with i) a pair of vertex operator algebra5 (V∓, Y∓) labeled
5The terminology “vertex operator algebra” in math corresponds to “chiral algebra” in the language
of string theorists; V− [resp. V+] is the set of states in a model of CFT whose vertex operator is purely
holomorphic [resp. purely anti-holomorphic], and Y− [resp. V+] is the linear operation assigning the vertex
operator to such a state.
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by {−,+}, where (V−, Y−) contains the Virasoro algebra associated with the holomorphic
coordinate reparametrization of a local neighborhood of a Riemann surface Σ, and (V+, Y+)
contains that with the anti-holomorphic coordinate reparametrization. This is followed by
ii) a set A− of representations of (V−, Y−) and another set A+ of representations of (V+, Y+),
iii) a Z-valued matrix dαβ (α ∈ A−, β ∈ A+), and iv) a choice of a set of intertwining
operators (chiral vertex operators, OPE coefficients) subject to some constraints. Bosonic
string theory assigns one set of data i–iv) of a model of CFT to a set of data ([E]C, fρ), and
Type II superstring theory assigns another set of data i–iv) of a model of CFT to the same
set of data ([E]C, fρ).
Proposition 2.1.1. Bosonic string theory assigns to a set of data ([E]C, fρ) a model of CFT
in the following way. (V−, Y−) is the vertex operator algebra associated with the even rank-2
positive definite lattice Λ−, and (V+, Y+) that with the even rank-2 positive definite lattice
Λ+[−1]. The set of irreducible representations are
A− = Λ∨−/Λ− ∼= II2,2/(Λ− ⊕ Λ+) ∼= Λ∨+/Λ+ = A+, (15)
where the isomorphism from II2,2/(Λ−⊕Λ+) to Λ∨∓/Λ∓ is given by Ω′±. Let φ : A− → A+ be
the isomorphism above between the two sets (two abelian groups in fact). Then dαβ = δφ(α)β .
Remark 2.1.2. The model of CFT assigned to ([E]C, fρ) by the bosonic string theory is
a model of rational CFT that is diagonal. Due to the isomorphism between the vertex
operator algebra for the holomorphic part and anti-holomorphic part (Λ+[−1] ∼= Λ−), we will
sometimes drop the reference to the distinction between them, and use the notation (V, Y ).
The sets of representations A− and A+ are written as iReps instead. iReps ∼= Λ∨/Λ, where
Λ := Λ− = Λ+[−1].
Let us now leave a statement about how Type II string theory assigns a model of SCFT
to a set of data ([Ez]C, fρ). A model of N = (2, 2) SCFT is specified [SVOA] by things such
as i) a pair of N = 2 super vertex operator algebras (V±, Y±) of NS-type, ii) the sets ANS−
and AR− of NS-type representations and R-type representations
6 of the N = 2 super vertex
operator algebra (V−, Y−), and the sets ANS+ and A
R
+ for (V+, Y+), iii) Z-valued matrices
dNSNSαβ , d
NSR
αβ , d
RNS
αβ , and d
RR
αβ , and iv) a choice of intertwining operators (OPE coefficients)
satisfying certain sets of conditions.
6 The Ramond sector in string-theory language corresponds to parity-twisted modules of a super vertex
operator algebra [Rsector].
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Proposition 2.1.3. The Type II superstring theory assigns to a set of data ([Ez]C, fρ) a
model of N = (2, 2) superconformal field theory (SCFT) in the following way. Both of
the N = 2 super vertex algebras (V−, Y−) and (V+, Y+) are that of N = 2 superconformal
symmetry and the lattice Λ. ANS+ = A
R
+ = A
NS
− = A
R
− = Λ
∨/Λ (due to the spectral flow in
the case of T 2-target models). The common set Λ∨/Λ is denoted by iReps.. φ : A− ∼= A+ is
the trivial identification, and dαβ = δφ(α)α for all the four matrices d
∗∗
αβ .
2.2 The Chiral Correlation Functions of Interest: Bosonic String
Theory
2.2.1 Objects of Interest in the Operator Formalism
In our previous paper [KW], we have seen that certain sets of operator matrix elements in
the model of rational CFT corresponding to ([Ez]C, fρ) are closely related to the L-functions
of arithmetic models7 of the elliptic curve [Ez]C. They were
fbos0 (τws; β) := TrVβ
[
qL0−
c
24
]
, (16)
fbos1Ω′−(τws; β) := TrVβ
[
qL0−
c
24αC0
]
, (17)
fbos
1Ω
′
−
(τws; β) := TrVβ
[
qL0−
c
24αC0
]
, (18)
which are functions of τws in the upper half complex planeH defined for individual irreducible
representations β ∈ iReps. of the chiral algebra (V−, Y−). Vβ is the representation space of
(V−, Y−), L0 is the Cartan generator of the Virasoro algebra of the holomorphic coordinate
reparametrization of Riemann surfaces, and c = 2 is the central charge of the Virasoro
algebra. The linear operators αC0 and α
C
0 on the vector space Vβ are described by using the
decomposition
Vβ = ⊕w∈Λ∨−, w+Λ−=β Vw; (19)
the operators αC0 and α
C
0 take Vw’s as eigenspaces, and the eigenvalues are given by Ω
′
−(w)
and Ω
′
−(w), respectively, where Ω
′
− and Ω
′
− have been restricted to Λ− ⊂ II2,2 and then
extended Q-linearly from Λ− to Λ∨−.
With the definitions given, it is straightforward (for experts of string theory and conformal
field theory) to find an explicit formula for fbos0 for the model of RCFT assigned to a set of
7
Definition: We refer to an elliptic curve E defined over a number field k (modulo isomorphism over k)
as an arithmetic model of a C-isomorphism class of elliptic curves, [E]C, if E ×k C = [E]C.
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data ([Ez]C, fρ):
fbos0 =
ϑΛ−(τws; β)
(η(τws))2
. (20)
Here, η(τ) := q
1
24
∏∞
n=1(1− qn) for q := e2πiτ is the Dedekind η-function of τ ∈ H. The theta
function ϑL(τ ; x) for an even lattice L, an element x ∈ L∨/L, and τ ∈ H is given by
ϑL(τ ; x) :=
∑
w∈L∨, w+L=x
e2πiτ
(w,w)L
2 =
∑
w∈x
q
(w,w)L
2 , (21)
where (−,−)L is the intersection form of L extended to L∨ ⊂ L⊗Q linearly. In the expression
(20, 21), the sum over w’s in a coset β ∈ Λ∨−/Λ− is from the decomposition (19) of the vector
space Vβ.
The expressions for fbos1Ω′−
and fbos
1Ω
′
−
are
fbos1Ω′− =
ϑ
1Ω′−
Λ−
(τws; β)
(η(τws))2
, fbos
1Ω
′
−
=
ϑ
1Ω
′
−
Λ−
(τws; β)
(η(τws))2
; (22)
type-1 theta functions ϑ1ωL (τ ; x) for an even lattice L, an element x ∈ L∨/L, and a linear
map ω : L∨ → C is given by
ϑ1ωL (τ ; x) :=
∑
y∈L∨, y+L=x
ω(y)q
(y,y)L
2 . (23)
2.2.2 Operator Formalism and Conformal Blocks
The three functions fbos0 (τws; β), f
bos
1Ω′−
and fbos
1Ω
′
−
on τws ∈ H can be thought of as chiral
correlation functions of one local operator on a Riemann surface (worldsheet) Σws of genus
g = 1. A genus g = 1 Riemann surface is given an analytic representation Σws = C/(Z+τwsZ),
or
Σws = {u ∈ C} /(u ∼ u+ 1, u ∼ u+ τws). (24)
For a point p ∈ Σws, u(p) stands for the complex value u of the point p modulo Z + τwsZ.
First,
fbos0 (τws; β) = 〈ϕβ, 1〉Σws , (25)
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βα1 = 0
(a) (b)
Figure 1: A g = 1 Riemann surface Σws with n = 1 marked point is regarded as one pants with
its two legs sewn together along the dotted line in (a). The degeneration limit corresponding
to the pants decomposition (a) is described by the skeleton graph in (b).
where the notation 〈ϕβ, O(u(p))〉Σws represents a (g, n) = (1, 1) chiral correlation function
computed by inserting a local operator O(u) at the point p, and having restricted the states
propagating in the handle part of Figure 1 to be those in Vβ.
For fbos1Ω′−
and fbos
1Ω
′
−
, string theorists realize immediately that
TrVβ
[
qL0−
c
24αC0
]
= − 1
2π
√
2
α′
TrVβ
[
qL0−
c
24 (∂uX
C)(u(p))
]
, (26)
TrVβ
[
qL0−
c
24αC0
]
= − 1
2π
√
2
α′
TrVβ
[
qL0−
c
24 (∂uX
C
)(u(p))
]
, (27)
so that the operators αC0 and α
C
0 can be replaced by local operators (∂uX
C) and (∂uX
C
).
Here, √
2
α′
(∂uX
C)(u) = −(2π)αC0 − (2π)
∑
06=m∈Z
αCme
2πimu, (28)√
2
α′
(∂uX
C
)(u) = −(2π)αC0 − (2π)
∑
06=m∈Z
αCme
2πimu, (29)
with the commutation relation [αCm, α
C
n ] = 2mδm+n, [α
C
m, α
C
n ] = 0, and [α
C
m, α
C
n ] = 0. Because
the operators αCm and α
C
m with m 6= 0 map an L0 = h eigenstate into L0 = h−m eigenstates
with the eigenvalue different from the one before, the αCm6=0 terms in ∂uX
C do not contribute
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to the trace, which justifies the relation (26, 27). So,
fbos1Ω′− = −
1
2π
√
2
α′
〈ϕβ, (∂uXC)(u(p))〉Σws, (30)
fbos
1Ω
′
−
= − 1
2π
√
2
α′
〈ϕβ, (∂uXC)(u(p))〉Σws. (31)
The expressions on the right-hand side of (25, 30, 31) do not depend on which point p ∈ Σws
we choose to insert those operators; we can see this both from the translational symmetry of
Σws, and also from the fact that the α
C
0 term in (28) and the α
C
0 term in (29) do not have
u(p)-dependence.
All of (25, 30, 31) are in the form of a (g, n) = (1, 1) chiral correlation functions of one
local operator,
〈ϕβ, Y−(v; u∗)〉Σws (32)
for a state v ∈ Vα with α = 0 ∈ Λ∨−/Λ− = iReps. For the vertex operators Y−(v; u) to be 1,
−(2π)−1√(2/α′) (∂uXC) and −(2π)−1√(2/α′)(∂uXC), the states v should be
v = |0〉, i
2π
αC−1|0〉,
i
2π
αC−1|0〉. (33)
All those states are Virasoro primary, with the conformal weight h = 0, h = 1, and h = 1,
respectively. Let h(v) be the conformal weight, the L0-eigenvalue, of a Virasoro primary state
v in Vα=0. Then
〈ϕβ, Y−(v; u(p))〉Σws (du)h(v) (34)
with an extra factor of formal differential du to the h(v)-th power is independent of the choice
of a local coordinate at the point of Σws where the vertex operator Y−(v; u(p)) is inserted.
One can see (32) as a definition of a C-valued linear functional of the space of local sections
of the bundle Vα=0 of the vertex algebra (V−, Y−) on a genus g = 1 Riemann surface Σws
[FB-Z, §6.5]. We need to invoke a notion of the bundle Vα over Σws for α ∈ iReps because
the vertex operator Y−(v; u) for a state v ∈ Vα=0, in fact, depends also on a choice of local
coordinate on Σws; a set of (v, u), a combination of a state v ∈ Vα=0 and a choice of local
coordinate of Σws, determines a local section Y−(v; u) of the bundle Vα=0 on Σws; a set (v, u′)
of the same state v but with a different choice of a local coordinate u′ determines a local
section Y−(v; u′) of Vα=0 that is different from the local section Y−(v; u). The expression (32)
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is a linear functional of the space of such local sections over Σws; [f
bos
{0} ]{β} : Γ(U ;Vα=0)→ C,
where U is a patch of local coordinate u of Σws. Such a linear functional is called a conformal
block.
For different β’s in iReps and for a g = 1 Riemann surface Σws with different complex
structure parameter τws’s, the conformal blocks [f
bos
{0} ]{β} introduced above are different. The
parameter τws should be regarded as a local coordinate of the moduli space M1,1 of (g, n) =
(1, 1) pointed Riemann surfaces, Riemann surfaces of genus g = 1 with n = 1 point u = u∗
specified; the one point at u = u∗ can be brought to the origin in the analytic representation
Σws = C/(Z+ τwsZ) (by translational symmetry or by coordinate redefinition u
′ = u− u∗),
and hence just τws ∈ H is enough. The mapping class group of (g, n) = (1, 1) pointed
Riemann surfaces is SL(2;Z), which acts on τws and u∗ through
τws 7−→ γ · τws := pτws + q
rτws + s
, u∗ 7−→ uγ∗ :=
u∗
rτws + s
(35)
for
γ = [p, q; r, s] :=
(
p q
r s
)
∈ SL(2;Z), (36)
so the moduli space M1,1 is H/PSL(2;Z), but we keep in mind that there is a residual
Z/(2) ⊂ SL(2;Z) symmetry acting on the differential du even after setting u∗ = 0. The way
the conformal block [fbos{0} ]{β} changes over M1,1 is described by the Knizhnik–Zamoldchikov
equation adapted to the model of rational CFT for ([Ez]C, fρ).
Generally in a model of rational CFT, we have a set of i) the vertex operator algebra
(V−, Y−), ii) the set of irreducible representations A− of (V−, Y−) and iii) the set of OPE
coefficients satisfying certain conditions (cf comments just before Prop. 2.1.1). For any choice
of a (g, n) pointed Riemann surface m∗ ∈ Mg,n, which is a Riemann surface Σws of genus g
and n points on it, we can specify a set of n irreducible representations {α} = {α1, α2, · · · , αn}
from A−; an idea is to insert at the i-th point ui ∈ Σws the vertex operator for a state vi
in the representation αi of (V−, Y−). We can further introduce a pants decomposition of the
(g, n) pointed Riemann surface m∗, where Σws with n points are decomposed into 2g− 2+n
pants sewn together along 3g− 3+n pairs of pants-boundaries. Once a pants decomposition
is given, then one can think of assigning an irreducible representation βa ∈ A− to the a-
th sewing locus for each one of a = 1, · · · , 3g − 3 + n; an idea here is to have states in
the representation βa propagate at the a-the sewing locus in computing chiral correlation
functions of the model of rational CFT. So, in a given model of rational CFT, for a given
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(g, n) pointed Riemann surface m∗ ∈ Mg,n, once {α} = {α1, · · · , αn} ∈ (A−)n is chosen,
then
[f{α}]{β} : {v1, · · · , vn} 7−→ 〈ϕ{β},
n∏
i=1
Y−(vi; ui)〉Σws (37)
for each choice of {β} ∈ (A−)3g−3+n is a linear functional on the space of choice of states for
vi ∈ Vαi, where Vαi is the vector space of the representation αi of (V−, Y−). To be a little more8
precise, a choice of a state vi (along with a choice of local coordinate ui in a neighborhood
of the i-th point) specifies a local section of the bundle V˜αi on Mg,1, the bundle obtained
by treating as a family the bundles Vαi on individual genus g Riemann surfaces Σ [FB-Z,
6.5.3]; the bundles V˜αi for i = 1, · · · , n are pulled back from Mg,1 to Mg,n to form a bundle
⊗ni=1V˜αi , and a choice of n states {v1, · · · , vn} specifies a local section of the bundle ⊗ni=1V˜αi .
The conformal block [f{α}]{β} for a given choice {β} ∈ (A−)3g−3+n is a linear functional on
the space of such local sections.
So long as we deal with the (g, n) = (1, 1) conformal blocks in T 2-target models of rational
CFT (and their N = (2, 2) supersymmetric versions), there is just one (3g−3+n = 1) sewing
locus in the (g, n) = (1, 1) pointed Riemann surface, so the label {β} ∈ (A−)3g−3+n is just a
choice β ∈ A−. Moreover, within this class of models, the conformal blocks can be non-trivial
only for {α} = {α1} with α1 = 0 ∈ Λ∨−/Λ− = A− because of the momentum conservation (in
the T 2 target space). Therefore, [f{0}]{β} is the only form of conformal blocks that can be
non-trivial.
2.2.3 Conformal Blocks and Monodromy Representations
For a model of rational CFT, the Friedan–Shenker bundle F{α} on Mg,n for a choice of
{αi=1,··· ,n} is the bundle of linear functionals of ⊗ni=1V˜αi onMg,n that are consistent with the
action of (V−, Y−). The (g, n) conformal blocks of that model, [f{α}]{β} for {β} ∈ (A−)3g−3+n,
are sections of the Friedan–Shenker bundle F{α} defined locally in Mg,n. The bundle F{α}
further has a structure locally in Mg,n of
F{α} ∼= ⊕{β}∈(A−)3g−3+n [F{α}]{β}, (38)
8Because of the fact that the conformal weights (the eigenvalues of L0 in the Virasoro algebra) are not
integer valued in all the irreducible representations α ∈ A− except α = 0, such notions as “the bundle Vα
on a Riemann surface Σws” fail in capturing mathematical structures of rational CFT appropriately [FB-Z,
§7.3]. Discussions in the main text completely ignore this aspect. This article only deals with conformal
blocks for {α} = {0}, where this issue is absent. So we consider that too much reference to this issue would
be rather distracting.
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and [f{α}]{β} for a given {β} ∈ (A−)3g−3+n is a section of [F{α}]{β}. Neither the bundle F{α}
has this structure of direct sum globally over Mg,n, nor the local sections [f{α}]{β} can be
extended globally over Mg,n without giving up single-valuedness.
Proposition 2.2.1. A conformal block f{α} = ([f{α}]{β}), a local section of the bundle F{α}
on Mg,n, undergoes monodromy transformation as one moves along a closed path on Mg,n.
Let γ ∈ π1(Mg,n;m∗), where m∗ ∈Mg,n is a base point. For any point m ∈Mg,n, let γm be
a path from m∗ to m. Then another local section γ ◦ f{α} = ([γ ◦ f{α}]{β}) of the bundle F{α}
on Mg,n, is given by
[γ ◦ f{α}]{β}(m) := [f{α}]{β}(γm · γ−1 · γ−1m ·m), m ∈Mg,n, (39)
which is the analytic continuation of [f{α}]{β} along the path γm · γ · γ−1m . Let
[γ ◦ f{α}]{β} =
∑
{β′}∈(iReps)3g−3+n
[f{α}]{β′} [ρ
(g,n)
{α} (γ)]{β′}{β}. (40)
For γ1, γ2 ∈ Γg,n, (γ1γ2) ◦ f{α} = γ1 ◦
(
γ2 ◦ f{α}
)
. So, this ρ
(g,n)
{α} is a representation of
Γg,n := π
top
1 (Mg,n) (only a projective representation for general (g, n)’s, even for {α} = {0}),
and is called the monodromy representation of the mapping class group Γg,n of n-pointed
genus-g Riemann surfaces. The representation ρ
(g,n)
{α} is determined by a model of rational
CFT, (g, n), and a choice of {α1, · · · , αn} ∈ (A−)n. See [FS, TK, Koh, MS, BK, Schn-btc]
for more information. •
Example 2.2.7 will describe the monodromy representations ρ for T 2-target models of
rational CFT, for (g, n) = (1, 1), and the only non-trivial choice of {α} = {α1}, which is
α1 = 0 ∈ Λ∨−/Λ− = A−. As a preparation for the Example 2.2.7, we write down a few
definitions.
Definition 2.2.2. A pair (M, qM ) of a finite abelian groupM and a map qM : M → Q/2Z is
called a finite quadratic module, if i) qM (−x) = qM(x) for any x ∈M , ii) (−,−)M : M×M →
Q/Z defined by (x, y)M = [qM(x+ y)− qM(x)− qM (y)]/2 is Z-bilinear. Such a pair may be
denoted by M = (M, qM).
It follows from the conditions i) and ii) that qM(ax) = a
2qM(x) for any a ∈ Z and x ∈M .
In particular, qM (0) = 0. •
Definition 2.2.3. A finite quadratic module M = (M, qM) is said to be non-degenerate, if,
for u ∈M , there exists y ∈M so that (u, y)M 6= 0 ∈ Q/Z, unless u = 0.
16
Definition 2.2.4. For an even positive definite lattice L, which consists of a free abelian
group L and a bilinear form (−,−)L, its discriminant form DL := (GL, qL) is a pair of finite
abelian group GL := L
∨/L and a quadratic form qL : GL ∋ x + L 7→ (x, x)L + 2Z ∈ Q/2Z.
The symmetric bilinear form GL × GL ∋ (x, y) 7→ [qL(x + y) − qL(x) − qL(y)]/2 ∈ Q/Z is
denoted by (−,−)L by recycling the notation. The discriminant form DL = (GL, qL) is a
non-degenerate finite quadratic form.
Definition 2.2.5. Let DL = (GΛ, qL) be the discriminant form associated with an even lat-
tice L of even rank 2r0, with the signature either (2r0, 0) or (0, 2r0). The Weil representation
of SL(2;Z) of DL, denoted by ρWeilDL , takes the vector space C[GL] = SpanC{ex | x ∈ GL} as
the representation space, and is given by the following representation of the two generators
T := [1, 1; 0, 1] ∈ SL(2;Z) and S := [0,−1; 1, 0] ∈ SL(2;Z):
T · ex =
∑
y∈GL
eyδx,yE
[
qL(x, x)
2
]
=:
∑
y
ey (ρ
Weil
DL (T ))yx, (41)
S · ex = E[−sgn(L)/8]√|GL|
∑
y∈GL
eyE [−(y, x)L] =:
∑
y∈GL
ey (ρ
Weil
DL (S))yx. (42)
The group SL(2;Z) is generated by the two elements T and S with the two following relations:
S2 = (ST )3, (S2)2 = 1 ∈ SL(2;Z). (43)
It is known that the representation matrices ρWeilDL (T ) and ρ
Weil
DL (S) also satisfy the same
relations, and hence the Weil representation is a linear representation of SL(2;Z) rather than
a projective representation of SL(2;Z).
Definition 2.2.6. A 1-dimensional representation (ϑη)
2 : SL(2;Z)→ S1 is given by
(ϑη)
2 : T 7−→ E[−1/12], and S 7−→ E[+3/12]. (44)
This is a linear representation of SL(2;Z), rather than a projective representation; this can
be verified easily by substituting the complex phases E[−1/12] and E[+3/12] into T and S
in (43).
Now, we are ready to write down the following well-known
Example 2.2.7. Think of a model of rational CFT for ([Ez]C, fρ), where [Ez]C is a C-
isomorphism class of elliptic curves with complex multiplication and fρ ∈ N>0 controlling
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the complexified Ka¨hler parameter ρ = fρazz. For (g, n) = (1, 1), and α = 0 ∈ GΛ− = A−,
the monodromy representation ρ
(1,1)
{α} of the mapping class group Γ1,1 = SL(2;Z) determined
by the non-trivial conformal block f{α} (Prop. 2.2.1) is
ρ
(1,1)
{0} = (ϑη)
−2ρWeilDΛ−[−1]. (45)
Proof. The moduli space M1,1 of (g, n) = (1, 1) pointed Riemann surfaces is isomorphic
to H/PSL(2;Z), where τws can be used as a coordinate of H. Let us choose a base point
[τ∗] of Γ1,1 = π
top
1 (M1,1; [τ∗]) at the PSL(2;Z)-orbit of τ∗ = i∞ − iǫ ∈ H. The generator
γT ∈ Γ1,1 = πtop1 (M1,1; [τ∗]) is a path in H that starts from τws = τ∗ and ends at τws = τ∗+1
represented by a line segment horizontal to the real axis; the path γ−1T is from τws = τ∗ to
τws = τ∗ − 1 then. The other generator γS ∈ Γ1,1 = πtop1 (M1,1; [τ∗]) is a path starting from
the same point τws = τ∗ and ending at τws = −1/τ∗ which avoids the point τws = +i by
staying within the second quadrant; γ−1S is a path from τws = τ∗ to τws = −1/τ∗ that goes
through the first quadrant.
Let us first work out the monodromy representation ρ
(1,1)
{0} by using the image of the state
v = |0〉 ∈ Vα=0 under the conformal block f{0},
[f{0}]{β} : |0〉 7−→ fbos0 (τws; β), (46)
rather than f{0} as a whole. The analytic continuation of fbos0 (τws; β) in (20) by T and by S
turns them into(
γT ◦ fbos0
)
(τws; β) = f
bos
0 (τws − 1; β) =
E[−qΛ−(β, β)/2] ϑΛ−(τws; β)
E[−1/12] (η(τws))2 ,
=
∑
γ∈GΛ−
[(ϑη)
−2ρWeilDΛ−[−1]](T )βγ f
bos
0 (τws; γ). (47)
(
γS ◦ fbos0
)
(τws; β) = f
bos
0 (−1/τws; β) =
i(−τws)√
|GΛ− |
∑
γ∈GΛ− E[(γ, β)] ϑΛ−(τws; γ)
(E[+1/8]
√−τws)2(η(τws)2 ,
=
∑
γ∈GΛ−
[(ϑη)
−2ρWeilDΛ−[−1]](S)βγ f
bos
0 (τws; γ). (48)
Here, we used Lemma 2.2.8 and Lemma 2.2.9 for the modular transformation law of the η-
function and ϑ-functions, respectively. This proves that the monodromy representation ρ
(1,1)
{0}
of a T 2-target model of rational CFT is (ϑη)
−2ρWeilDΛ−[−1].
The monodromy representation ρ
(1,1)
{0} can also be computed by using a state v ∈ Vα=0 other
than v = |0〉; let us see that the results remain the same for the two other choices of v in (33).
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Naive analytic continuation of fbos1Ω′−
(τws; β) and f
bos
1Ω
′
−
in the argument τws from τws = τ∗ to
τws = γ
−1 ·τ∗ inH would then turn 〈ϕβ, ∂uXC〉Σws(τ∗) to 〈ϕβ, ∂uγ−1XC〉Σws(γ−1·τ∗), rather than
to 〈ϕβ, ∂uXC〉Σws(γ−1·τ∗); see (35) for the definition of the choice of local coordinate uγ−1. So,
the inserted vertex operator ∂uX
C in fbos1Ω′−
before the analytic continuation is (∂uγ
−1
/∂u) =
1/(−cτ∗ + a) times the inserted vertex operator in fbos1Ω′− after the continuation.
9 Therefore,
in order to work out the monodromy representation of the conformal block f{0} : Vα=0 → C,
we should look at the following:
(
γT ◦ fbos1Ω′−
)
(τws; β) = 1 · fbos1Ω′−(τws − 1; β) =
E[−qΛ−(β, β)] ϑ1Ω
′
−
Λ−
(τws; β)
E[−1/12] (η(τws))2 ,
=
∑
γ∈GΛ−
[(ϑη)
−2ρWeilDΛ−[−1]](T )βγ f
bos
1Ω′−
(τws; γ). (49)
(
γS ◦ fbos1Ω′−
)
(τws; β) =
1
(−τws)f
bos
1Ω′ (−1/τws; β),
=
1
(−τws)
i(−τws)2√
|GΛ− |
∑
γ∈GΛ− E[(β, γ)] ϑ
1Ω′−
Λ−
(τws; γ)
(E[1/8]
√−τws)2 (η(τws))2 ,
=
∑
γ∈GΛ−
[(ϑη)
−2ρWeilDΛ−[−1]](S)βγ f
bos
1Ω′−
(τws; γ). (50)
Here, we used Lemma 2.2.9 for the modular transformation of the type-1 theta functions. The
extra factor 1/(−cτws + a)w=1 of the (∂uγ−1/∂u)w=1 for the state level-L0 = w = 1 Virasoro
primary state v cancels against the extra (−cτws+ a)w in the modular transformation law of
the weight w = 1 theta function, and eventually the same monodromy representation ρ
(1,1)
{0} =
(ϑη)
−2ρWeilDΛ−[−1] of the conformal block f{0} is reproduced when we use a state v ∝ αC−1|0〉.
The same result is obtained for a state v ∝ αC−1|0〉.
Note that the Weil representation on C[GL] splits on the subspace spanned by {(ex +
e−x) | x ∈ GL} and another subspace by {(ex − e−x) | x ∈ GL}. Because fbos0 (τws;−β) =
fbos0 (τws; β), and f
bos
1Ω′−
(τws;−β) = −fbos1Ω′−(τws; β), both of the sub-representations are covered
by the study above.
Lemma 2.2.8. The Dedekind η(τ) function transforms under the action of γ = [a, b; c, d] ∈
9An alternative (but equivalent) to this argument is to study analytic continuation of fbos1Ω′
−
(τws;β)du; for
the state v ∝ αC−1|0〉, which is a Virasoro primary state, the combination (∂uXC)du is independent of the
choice of a local coordinate on the Riemann surface Σws. The continuation of du to du
γ then yields a factor
duγ/du = 1/(cτws + d).
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SL(2;Z) on the argument τ ∈ H as follows:
(η(γ · τ))2 = ϑ2η(γ−1) (cτ + d) (η(τ))2, (51)
where ϑ2η(γ
−1) = E[2b/24] when c = 0 and d = 1, while10
ϑ2(γ−1) = E
[
2(a+ d)
24c
− s(d, c)− 2
8
]
, s(d, c) :=
c−1∑
r=1
r
c
(
dr
c
−
⌊
dr
c
⌋
− 1
2
)
(52)
if c > 0. For γ’s with c = 0 and d = −1 or c < 0, let γ′ := (−12×2) · γ, and ϑ2η(γ−1) :=
−ϑ2η(γ ′−1).
In particular,
for γ = T−1, (η(τ − 1))2 = E[−2/24](η(τ))2, ϑ2η(T ) = E[−2/24], (53)
for γ = S−1, (η(−1/τ))2 = E[+2/8](√−τη(τ))2, ϑ2η(S) = E[+2/8]. (54)
For γ = (−12×2), ϑ2η(γ) = −1 and (cτ + d) = −1, so (51) is trivial.
The multiplier ϑ2η(S) = E[+2/8] for S : τ → −1/τ is the inverse-cubic power of ϑ2η(T ) =
E[−2/24] for T : τ → τ +1, which is not surprising because the τ → −1/τ transformation is
obtained by a consecutive three Dehn twists of a g = 1 curve Σ = Σws. •
Lemma 2.2.9. Let L be an even positive definite lattice of rank 2r0. The theta functions
ϑL(τ ; x) for x ∈ GL transform under the action of γ = [a, b; c, d] ∈ SL(2;Z) on the argument
τ ∈ H as follows:
for γ = T−1, ϑL(τ − 1; x) = E
[
−qL(x, x)
2
]
ϑL(τ ; x), (55)
for γ = S−1,
ϑL(−1/τ ; x)
(−τ)r0 =
E[2r0/8]√|GL|
∑
y∈GL
E [(x, y)L] ϑL(τ ; y). (56)
Let us fix a linear functional ω : L∨ → C, and think of how the type-1 theta functions
ϑ1ωL (τ ; x) for x ∈ GL transform under the action of γ ∈ SL(2;Z). Now,
for γ = T−1, ϑ1ωL (τ − 1; x) = E
[
−qL(x, x)
2
]
ϑ1ωL (τ ; x), (57)
for γ = S−1,
ϑ1ωL (−1/τ ; x)
(−τ)r0+1 =
E[2r0/8]√|GL|
∑
y∈GL
E [(x, y)L] ϑ
1ω
L (τ ; y). (58)
•
10 The flooring function rounds down x ∈ R to the largest integer ⌊x⌋ not greater than x. ⌊−2.4⌋ = −3
and ⌊2⌋ = 2.
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Remark 2.2.10. We have remarked that both of the representations ϑ2η and ρ
Weil
DΛ−[−1] are
not projective representations of SL(2;Z) but its linear representations; this means that the
monodromy representation ρ
(1,1)
{0} for the T
2-target models of rational CFT are also linear
(rather than projective) representations of the mapping class group SL(2;Z) = Γ1,1.
In general, monodromy representations ρ
(1,1)
{α} of a (g, n) = (1, 1) conformal block f{α} of
a general model of rational CFT are projective representations of Γ1,1, not necessarily linear
representations. The special fact above for the T 2-target models of rational CFT is consistent
with the observation in [MS]; Ref. [MS] states that the projective representation of Γ1,1 can
be regarded a linear representation, when Γ1,1 is replaced by its central extension of Γ1,1 by
a central element R, which multiplies11 the complex phase E[∆(α)] ∈ C; the second relation
in (43) among the generators of Γ1,1 is modified into (S
2)2 = R; the first relation S2 = (ST )3
remains the same. For the obvious representation α = 0 in A−, ∆(α = 0) = 0 ∈ Q/Z,
so the element R is just an identity operator for the (g, n) = (1, 1) conformal block f{α}
for any model of rational CFT. We have remarked earlier that f{0} is the only non-zero
(1, 1)-conformal blocks in the case of the T 2-target models of rational CFT. •
2.3 The Chiral Correlation Functions of Interest: Type II String
Theory
In our previous paper [KW], we focused on the following set of chiral correlation functions
of the rational model of N = (2, 2) SCFT for a set of data ([Ez]C, fρ):
f II0 (τws; β) := TrV Rβ
[
eπiF−qL0−
c
24F−
]
= ϑΛ−(τws; β), (59)
f II1Ω′−(τws; β) := −
−i
2π
√
2
α′
TrV Rβ
[
eπiF−qL0−
c
24F−(∂uXC)(u = u1)
]
= ϑ
1Ω′−
Λ−
(τws; β), (60)
f II
1Ω
′
−
(τws; β) := −−i
2π
√
2
α′
TrV Rβ
[
eπiF−qL0−
c
24F−(∂uX
C
)(u = u1)
]
= ϑ
1Ω
′
−
Λ−
(τws; β), (61)
where τws ∈ H is the complex structure parameter of the worldsheet (Riemann surface) Σws
of genus 1, and β ∈ Λ∨−/Λ− = A− is one of the irreducible representations of the left-mover
(holomorphic) chiral algebra (V−, Y−). The trace is taken over V Rβ , the vector space of all
the left mover sates in the Ramond sector. The linear operator F− is the fermion number
operator, which is also the zero-modes of the U(1) current J− in the left-mover (holomorphic)
N = 2 superconformal algebra on Σws. We have seen that the Mellin transform of f II1Ω′− and
11∆(α) + Z ∈ Q/Z is the fractional part of the L0-eigenvalues (conformal weights) of all the states in Vα
to be inserted at the n = 1 point of a genus g Riemann surface Σws.
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f II
1Ω
′
−
[resp. f II0 ] with respect to τws can be used to write down the L-functions L(H
1
et(Ez))
[resp. Dedekind zeta function ζK(s) of the CM field K] of (some class of) arithmetic models
Ez of the C-isomorphism class [Ez ]C we have started with.
Now, beginning in this section 2.3, we wish to elaborate more on the observation above by
exploiting the geometry of modular curves. For that purpose, we start off by re-capturing the
chiral correlation functions above as objects defined on the moduli space of pointed Riemann
surfaces of genus g = 1.
Note, first, that f II1Ω′−
and f II
1Ω
′
−
could have been defined by using the operators αC−1 and
αC−1 in (28, 29). In a basis of V
R
β where the linear operators L0 and F− are diagonalized, α
C
0
and αC0 are diagonal; all other α
C
m’s and α
C
m’s have zero diagonal entries, however, and hence
they do not contribute to the trace. Exploiting this observation (as in (26, 27)), we have
chosen to use an expression with a local operator inserted, ∂uX
C and ∂uX
C
, rather than αC0
and αC0 .
Next, remember that
F− =
∫ 1
0
dσ1 J−(u), (62)
where u is the analytic coordinate of the genus g = 1 worldsheet Riemann surface Σws, as in
(24), and let (σ1, σ2) ∈ [0, 1]× [0, 1] be a set of real coordinates on Σws so that u = σ1+ τwsσ2
in a unit cell of the torus Σws = C/(Z + τwsZ). Due to the conservation of the fermion
number F−, we can further replace this expression by
F− =
∫
Σws
dσ1dσ2 J−(u) =
∫
Σws
dudu¯
2Im(τws)
J−(u). (63)
So,12 the chiral correlation functions f II0 , f
II
1Ω′−
, and f II
1Ω
′
−
have alternative expressions:
f II0 (τws; β) =
∫
Σws
du2du¯2
2Im(τws)
〈ϕβ, J−(u2) Y−(v0; u1) 〉Σws , (64)
f II1Ω′−(τws; β) =
∫
Σws
du2du¯2
2Im(τws)
〈ϕβ, J−(u2) Y−(v1Ω′− ; u1) 〉Σws , (65)
f II
1Ω
′
−
(τws; β) =
∫
Σws
du2du¯2
2Im(τws)
〈ϕβ, J−(u2) Y−(v1Ω′−; u1) 〉Σws , (66)
12The J−–(∂uX
C) chiral correlation function and also the J−–(∂uX
C
) chiral correlation function do not
have singularity as a function on the coordinate u2 − u1 on Σws.
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βα1 = 0α2 = 0
(a) (b)
Figure 2: A g = 1 Riemann surface with n = 2 marked points is regarded as two pants sewn
together at their legs (along the two dotted lines) in (a). The degeneration limit corresponding
to this pants decomposition is described by the skeleton graph (b).
where the three states v0, v1Ω− , and v1Ω′−
in V NSα1=0 are those in (33). Here, we take p1 and
p2 to be arbitrary points in Σws = C/(Z + τwsZ), and u1 and u2 to be the values of their
complex analytic u-coordinate (modulo Z + τwsZ) in the analytic representation (24). The
notation
〈ϕβ, O2(p2) O1(p1) 〉Σws (67)
for two vertex operators Oi inserted at two points pi ∈ Σws (i = 1, 2) means the chiral
correlation functions of the two vertex operators with contributions from all the states in the
representation β ∈ Λ∨−/Λ− (but nothing else) in the two pants-leg-sewing loci designated in
Figure 2.
The observations up to this point show that the integrands of (64, 65, 66) are all (g, n) =
(1, 2) chiral correlation functions of local operators on m∗ = [(Σws(τws); {p1, p2})] ∈ M1,2, a
(g, n) = (1, 2) pointed Riemann surface. Those integrands (64, 65, 66) are the (g, n) = (1, 2)
conformal blocks [f{0NS,0NS}]{βR,βR} on m∗ ∈ M1,2 for the choice {α1, α2} = {0NS, 0NS} of
the irreducible representations for the vertex operator insertion at n = 2 points, evaluated
for the choice of Y−(v0,1Ω′−,1Ω
′
−
, u) for the vertex operator at p1 and J−(u) for the one at p2.
The vertex operators to be inserted, Y−(v1Ω′−,1Ω
′
−
; u) and J−(u), depend on the choice of
a local coordinate of Σws at the point of insertion.
13 Only a pair of a state v ∈ V NSα=0 and
13Although the complex u-coordinate in (24) looks like “the most canonical” choice of such a local coor-
dinate for the case of g = 1 Riemann surface Σws, in fact, there is SL(2;Z) transformation acting on such a
choice of the holomorphic coordinate of the analytic representation (24).
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a choice of a local coordinate of Σws determines a local section of the bundle VNSα=0 on Σws
of the vertex algebra of a rational model of N = (2, 2) SCFT, and a local section of the
bundle V˜NSα=0 onMg,1. However, in the case the vertex operator Y−(v; u) is Virasoro primary,
which is the case for all of Y−(v0,1Ω′−,1Ω
′
−
; u) and J−(u), the combination Y−(v; u)(du)h(v)
with h(v) the L0 eigenvalue of the state v determines a local section of the bundle VNSα=0 ⊗
(T ∗Σws)⊗h(v) on Σws, and a local section of the bundle V˜NSα=0 ⊗ (T ∗Σws)⊗h(v) over Mg,1 that
depends only on the choice of a Virasoro primary state v, but not on the choice of a local
coordinate on Σws [TUY, FB-Z]. In this perspective, the (g, n) = (1, 2) conformal blocks
[f{0NS,0NS}]{βR,βR} send linearly the local sections of the bundle ⊗ni=1π∗i
(
V˜NSαi=0 ⊗ (T ∗Σ)h(vi)
)
(when all the vi’s are Virasoro primary) to sections of ⊗ni=1π∗i ((T ∗Σws)h(vi)) over Mg,n. The
monodromy representation ρ
(1,2)
{0NS,0NS} of the group Γ1,2 (the mapping class group of (g, n) =
(1, 2) pointed Riemann surfaces) for the conformal blocks [f{0NS,0NS}]{βR,βR}, or for the chiral
correlation functions in the integrands of f II0 , f
II
1Ω′−
and f II
1Ω
′
−
, can be studied without paying
attention to the choice of a local coordinate on Σws. The representation matrices of the
elements of Γ1,2 are locally constant.
We are interested in the integrals, f II0 , f
II
1Ω′−
, and f II
1Ω
′
−
, rather than their integrands. The
local chiral correlation functions in (64–66)—the integrands—are completely independent of
the choice of two points p1, p2 ∈ Σws in the genus g = 1 Riemann surface Σws, so there is no
non-trivial monodromy associated with the choice of the point p2 relatively to p1, or there
is no ambiguity in the definition of the integrand. So, the integration
∫
Σws
du2du¯2 is simple
and straightforward. Suppose that
γ ◦ 〈ϕβ, J−(u2) Y−(v1Ω′− ; u1)〉 du2du1
=
∑
β′∈iReps.−
(
ρ
(1,2)
{0,0}(γ)
)
β,β′
〈ϕβ′, J−(u2) Y−(v1Ω′−; u1)〉 du2du1 (68)
where γ is a closed path inM1,2. Because the integration measure du2du¯2/Im(τws) is invari-
ant under the SL(2;Z) transformation, we have the following transformation law under the
analytic continuation along [γ] ∈ Γ1,1 = SL(2;Z):(
[γ] ◦ f II1Ω′−du1
)
(τws; β) =
∑
β′∈iReps
(
ρ
(1,2)
{0,0}(γ)
)
β,β′
(cτws + d)f
II
1Ω′−
du1, (69)(
[γ] ◦ f II1Ω′−
)
(τws; β) =
∑
β′∈iReps
(
ρ
(1,2)
{0,0}(γ)
)
β,β′
(cτws + d)
2f II1Ω′−, (70)
if [γ] = [a, b; c, d] in SL(2;Z). We find in this way that f II1Ω′−
(τws; β) labeled by β ∈ iReps
are weight-2 modular forms taking their values in the vector space C[iReps]. When they are
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multiplied by a differential dτws on H, each—f II1Ω′−(τws; β)dτws—can be regarded as a vector-
valued holomorphic 1-form without a pole on the compactification of the curve H/SL(2;Z),
subject to the monodromy determined by ρ
(1,2)
{0,0}; due to the p1–p2 independence of the
(g, n) = (1, 2) local correlation function with the two vertex operators ∂uX
C and J− in-
serted, the monodromy matrix ρ
(1,2)
{0NS,0NS}(γ) of [γ] ∈ Γ1,1 does not depend on the choice of
a representative γ ∈ Γ1,2. Repeating the same logic, we obtain the same transformation law
for f II
1Ω
′
−
(cf. [KW]).
Definition 2.3.1. There is no convenient jargon for (g, n) chiral correlation functions on
Mg,n that are integrated along the fiber of Mg,n → Mg,n−1. As we have to refer to f II1Ω′−
and f II
1Ω
′
−
many times in this article, we refer to them as “(g, n) = (1, 2) chiral correlation
functions”, or “chiral correlation functions” with the quotation marks.
Proposition 2.3.2 (§4.1 of [KW]). Think of a rational model of N = (2, 2) SCFT associated
with a set of data ([Ez]C, fρ). We have seen that the “(g, n) = (1, 2) chiral correlation
functions” {f II1Ω′−(τws; β) | β ∈ iReps} are regarded as a local section on M1,1 of the bundle
C⊕|iReps| ⊗ T ∗M1,1, which fails to be a global section on M1,1, due to the monodromy that
descends from the monodromy representation of Γ1,2. The monodromy representation of
Γ1,1 ∼= SL(2;Z) for the sections {dτwsf II1Ω′−(τws; β) | β ∈ iReps} is ρ
Weil
DΛ−
.
Proof. The last sentence is from a property of theta functions; see Lemma 2.2.9, or many
other references.
Remark 2.3.3. In the theory of modular parametrization, an elliptic curve E defined over
Q has its L-function L(H1et(E ×Q Q), s), and it is known that there must be a weight-2
modular form f(τ) of a congruence subgroup Γ0(N) of SL(2;Z) for some N ∈ N>0 so that
i) the Mellin transform of f(τ) agrees with L(H1et(E ×Q Q), s) (i.e., the L-function of the
automorphic representation on f agrees with L(H1et(E×QQ), s)), and ii) the correspondence
between f and E/Q is given by a morphism (ν ◦ µ) : X0(N) → E defined over Q, in that
(ν ◦ µ)∗(ωE) = dτf(τ) for a holomorphic (1,0)-form ωE on E (cf. [BCDT, p. 845]).
In the previous paper [KW], we have seen for a class of elliptic curves E (explained shortly)
that the “(g, n) = (1, 2) chiral correlation functions” f II1Ω′−
(τws; β) in the rational model of
N = (2, 2) SCFT for ([E]C, fρ) for some appropriately chosen fρ ∈ N can play a role a little
more general than that of f(τ) above for L(H1et(E × Q), s). The class of arithmetic models
of elliptic curves under consideration (in [KW] as well as in this article) is the elliptic curves
of Shimura type; section 4.1.2 of this article explains what it is; the field of definition of E is
not necessarily Q (more general), but E has complex multiplication (more special).
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It is one of central questions in this article how general the relation between the CFT
correlation functions and the arithmetic modular forms is. Here is an observation that makes
us feel that the relation is not just outright coincidence. Remember that f II1Ω′−
’s are obtained
(by integrating partially) from the n = 2 point correlation functions
〈ϕβ, (J−du)(p2) (du∂uXC)(p1)〉, (71)
and one of the two operators to be inserted is du(∂uX
C). This dXC is the holomorphic
(1,0)-form of the target space [E]C, so it is ωE. The model of superconformal field theory
in consideration is formulated (roughly speaking) by using path-integration over the space
Map(Σws, ([E]C, fρ)), and the insertion of an operator (du∂uX
C) in a correlation function is
to include a factor
P (1,0)
(
φ∗(dXC)
) ∝ P (1,0) (φ∗(ωE)) (72)
in the integrand of the path-integration over Map(Σws, ([E]C, fρ)); here, P
(1,0) is the pro-
jection H1(Σws;C) → H1,0(Σws;C), and φ ∈ Map(Σws; ([E]C, fρ)). So, the “(g, n) = (1, 2)
chiral correlation functions” f II1Ω′−
du, associated with ωE ∈ H1,0([E]C;C) in its definition, has
a good reason to play a role similar to that of the modular form (ν ◦ µ)∗(ωE) ∝ f(τ)dτ in
the theory of modular parametrization. In the rest of this article, we will elaborate more on
this observation, by closing the remaining edges of the following triangle (73).
f ∈ S2(Γ) X0(N) or XΓ
ν◦µ
##
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
(ν ◦ µ)∗(ωE) = dτf(τ)
f II1Ω′−
(τws; β) ∝
∫
Σws
d2u〈J−(u)φ∗(ωE)〉
Map(Σws, ([E]C, fρ)) ∋ φ : Σws // E/Q or E/k
(73)
Sections 2.4–3.5 are for the upper left edge, while section 4.1 is for the upper right edge. •
2.4 Modular Curves for the g = 1 Chiral Correlation Functions
2.4.1 Bosonic String Theory: Warming Up
The (g, n) = (1, 1) chiral correlation functions fbos0 (τws; β), f
bos
1Ω′−
(τws; β), and f
bos
1Ω
′
−
(τws; β) for
β ∈ iReps in the given model of rational CFT for a set of data ([Ez]C, fρ) can be regarded as
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functions on the entire upper complex half plane, τws ∈ H; for each one of β ∈ iReps, they
are single valued functions.
An alternative way to look at them is to think of [fbos0 (β)]β∈iReps as a section of rank-
|iReps| trivial bundle C|iReps| over M1,1 = H/PSL(2;Z) that is defined locally; [fbos1Ω′− ]β∈iReps
as a whole can be regarded as a section of the rank=|iReps| bundle C|iReps| ⊗ (T ∗M1,1)⊗1/2
over M1,1 defined locally. The sections [fbos0 ]β∈iReps and [fbos1Ω′− ]β∈iReps fail to be extended
to a well-defined section defined globally on M1,1 because of the non-trivial monodromy
representation ρ
(1,1)
{0} of the mapping class group Γ1,1 = SL(2;Z) (Example 2.2.7).
There is a third way that comes in between the two different (but compatible) ways
described above in thinking of fbos0 , f
bos
1Ω′−
and fbos
1Ω
′
−
. Let Γ
(1,1)
{0} ⊂ SL(2;Z) be the kernel of the
monodromy representation ρ
(1,1)
{0} . For any subgroup Γ that is contained in Γ
(1,1)
{0} , we can think
of a curve XΓ, which is a compactification of the open space H/Γ, and a projection morphism
pΓ : XΓ →H/SL(2;Z) ∼=M1,1. The pull-back of the Friedan–Shenker bundle F{0}, p∗Γ(F{0})
on XΓ, is a trivial bundle C
|iReps| then. The locally defined section [fbos0 ]β∈iReps of C
|iReps| over
M1,1 is also pulled back to p∗Γ(C|iReps|) over XΓ where the section p∗Γ([fbos0 ]β∈iReps) is globally
well-defined (the monodromy is trivial). Similarly, the section p∗Γ([f
bos
1Ω′−
]β∈iReps) is a section
of the bundle (T ∗XΓ)⊗1/2 that is well-defined globally over the curve XΓ (the monodromy is
trivial).
This intermediate way to look at the conformal blocks and chiral correlation functions
will sound very natural to arithmetic geometers, but may sound a little strange to string
theorists. If we do not want to have non-trivial monodromy around, then why don’t we lift
all the chiral correlation functions all the way to the upper complex half plane, which is
available for any model, and for any choice of the representation {α} for the vertex operator
insertion. Why do we bother to think of a partial lift to XΓ that depends on a model of
rational CFT? An answer to this question is given in Remark 2.4.13 after we repeat the same
discussion for the “(g, n) = (1, 2) chiral correlation functions” f II0 , f
II
1Ω′−
, and f II
1Ω
′
−
of Type II
string theory.
Let us stick to the model of rational CFT assigned by bosonic string theory for a set of data
([Ez]C, fρ) for a while. In this case, the monodromy representation ρ
(1,1)
{0} is known explicitly;
see Example 2.2.7. So, we can extract more information on the kernel Γ
(1,1)
{0} ⊂ Γ1,1 = SL(2;Z).
Lemma 2.4.1. The kernel of the 1-dimensional representation (ϑη)
2 : SL(2;Z)→ S1 contains
the principal congruence subgroup Γ(12).
Proof. One can use [SAGE] to generate a set of generators of Γ(12), which consists of A =
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[1, 12; 0, 1] ∈ SL(2;Z), 66 elements of the form A = [a, b; c, d] ∈ SL(2;Z) with c > 0, and
30 other elements of the form A = [a, b; c, d] ∈ SL(2;Z) with c < 0. To prove that Γ(12) is
contained within the kernel, it is enough to verify that ϑ2η(A) = 1 for all those generators
(A’s) of Γ(12).
As for the first generator A = [1, 12; 0, 1] = T 12 of Γ(12), (ϑη)
2(T 12) = (E[2/24])12 = 1.
For A’s with c > 0, we have evaluated (52) for all the 66 elements, and confirmed that
they all satisfy ϑ2η(A) = 1.
For A’s with c < 0, we have verified that ϑ2η(−A) = −1 by evaluating (52) explicitly for all
the 30 generators of this type; this means once again that ϑ2η(A) = 1 for those 30 generators
of Γ(12).
Let us now move on to the kernel of the Weil representation ρWeilDΛ− ; we quote the relevant
result in Lemma 2.4.7, but before doing so, we need to review more technical results.
Definition 2.4.2. Let DL := (GL, qL) be the discriminant form associated with an even
lattice L. The level of the discriminant form DL is defined by
NDL := GCD[N ∈ Z | N(x, x) ∈ 2Z for ∀x ∈ GL]. (74)
We also introduce a closely related integer,
N ′DL := GCD[N ∈ Z | Nx = 0 ∈ GL for ∀x ∈ GL]. (75)
NDL is either equal to N
′
DL or 2N
′
DL.
Lemma 2.4.3. Think of the discriminant formDΛ− = (GΛ−, qΛ−) of the even rank-2 positive
definite lattice Λ− introduced in section 2.1. Then NDΛ− = Dzfρ. Furthermore,
N ′DΛ− =
{
NDΛ−, bz ≡ 1(2),
NDΛ−/2, bz ≡ 0(2). (76)
Proof. For any x, y ∈ Z, NDΛ− has to satisfy
(x, y)
NDΛ−
fρDz
(
2cz −bz
−bz 2az
)(
x
y
)
∈ 2Z. (77)
It is easy to see that NDΛ−|fρDz, because the condition above is satisfied when NDΛ− is
replaced by fρDz. Conversely, we also see that 2fρDz|2czNDΛ− is necessary for (x, y) =
(1, 0). Similarly, 2fρDz|2azNDΛ− and 2fρDz|2bzNDΛ− are necessary for (x, y) = (0, 1) and for
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(x, y) = (1, 1), respectively. Because (a, b, c) = 1, it is also necessary that fρDz|NDΛ−. So,
we see that NDΛ− = fρDz.
As for N ′DΛ−, note that the discriminant group of Λ− is always of the form GΛ−
∼=
Z/(fρδ1) ⊕ Z/(fρδ2), with δ1|δ2 and δ1δ2 = Dz = |DK |f 2z . If δ1 > 1, then that means that
the matrix [2az, bz; bz, 2cz]—the intersection form (14) without the factor fρ—is divisible by
δ1. So, δ1 > 1 if and only if bz is even (because (az, bz, cz) are mutually prime). In that case,
δ1 = 2 and N
′
DΛ−
= fρδ2, which is fρDz/δ1 = NDΛ−/2. If bz is odd, instead, then δ1 = 1, and
N ′DΛ− = fρδ2 = fρDz = NDΛ−.
Corollary 2.4.4. The discriminant group GΛ (as an abelian group) is determined by DK , fz,
and fρ. In particular, even when there are more than one C-isomorphism classes of elliptic
curves with complex multiplication by Ofz , h(Ofz) > 1, the abelian groups GΛ of all those
h(Ofz) CM elliptic curves in (6) are all isomorphic to one another.
Proof. Discussion in the proof of the preceding Lemma almost already proved this. To add
a little more, we see that bz is odd if both fz and DK are odd; bz is even otherwise, which
means that either all the h(Ofz) CM elliptic curves have even bz , or all of them have odd
bz.
Lemma 2.4.5. Let M = (M, qM) be a non-degenerate finite quadratic module. Then there
exists a decomposition
M ∼= ⊕p:prime M(p); (78)
the finite abelian group M is decomposed into the direct sum of the groups M(p) labeled
by prime numbers p, where M(p) is the set of elements of M whose order is a power of p;
the bilinear form (−,−)M derived from qM splits (becomes block diagonal) into the pieces
labeled by the prime numbers. Moreover, for an odd prime number p,
M(p) ∼= ⊕npi=1
(
Ati
pki
)
(79)
for an appropriately chosen set of {(ki, ti)i=1,··· ,np} where ki ∈ N>0 and ti ∈ [Z/(pki)]×. Atpk is
a finite quadratic module on the abelian group Z/(pk) where the quadratic form assigns the
generator 1 of the cyclic group to 2t/pk + 2Z ∈ Q/2Z.
The finite quadratic module M(2) also has a similar result on its structure, although that
is a little more complicated. See section 2.3 of [WeilRep-2] for more details. •
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Definition 2.4.6. Let M = (M, qM ) be a non-degenerate finite quadratic module. Then it
is known that
1√|M |∑
y∈M
E
[
qM(y)
2
]
=: E
[
sgn(M)
8
]
(80)
is an 8-th root of unity. An integer sgn(M) mod 8 is defined by the relation above, and is
called the signature of the finite quadratic module. If a finite quadratic module is that of an
even positive definite lattice, its signature is the same as the rank of the lattice modulo 8. •
Lemma 2.4.7 (cf. Lemma 5.5 of [WeilRep-2]; also [WeilRep-1]). Let L be a rank-2 even
lattice that is either positive definite or negative definite, and DL its discriminant form.
Then the kernel of the Weil representation ρWeilDL contains the group Γ(NDL). Furthermore,
for an element14 A ∈ Γ00(NDL) ⊂ SL(2;Z), whose 2× 2 matrix representation is [a, b; c, d],
A · ex = ed·x ǫ−1DL(d), (81)
where x is any element of the set GL = L
∨/L, and ex the corresponding generator of the
vector space C[GL] of the Weil representation. ǫ
−1
DL is a character of the multiplicative group
[Z/(NDL)]
× given15 explicitly by
ǫ−1DL : d 7−→
(
d
|GL|
)
E
[
(d− 1)sgn(DL(2))
8
]
. (82)
The character ǫDL for a rank-2 positive definite lattice L has a simpler expression (Lemma
2.4.8). There is a good reason to believe that this Lemma has been known for a long time,
but we could not find out a reference, so we write it down here along with a proof.
Lemma 2.4.8. Let L, DL, and ǫ−1DL be the same as in the previous Lemma. Then it is
ǫ−1DL(d) =
(
DK
d
)
(83)
for ∀d ∈ [Z/(NDL)]×. It is {±1}-valued. There are h(Ofz) distinct rank-2 lattices L sharing
the same set of DK , fz, and fρ, but the character ǫ
−1
DL on [Z/(NDL)]
× is the same for all of
those lattices, even when h(Ofz) > 1.
14 The group Γ00(N) ⊂ SL(2;Z) is defined in (128).
15(−/−) stands for the Jacobi symbol. Ref. [WeilRep-2, §1.2] uses a convention (*a) that (x/2) = −1 for
x ≡ 3 mod 8, and (x/2) = +1 for x ≡ 7 mod 8; another convention (*b) is to assign (x/2) = 0 for x ≡ 3, 7
mod 8 [Miy, §3]. We follow the convention (*a) in this article. Then (2/y)(y/2) = 1 for any odd integer y,
and (x/y) is fully multiplicative in both x and y.
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Proof. We use [WeilRep-1, §4 (p.1503)]
E
[
sgn(DL(2))
4
]
= E
[
sgn(L)
4
] ( −1
|GL|
)
= (−1)
( −1
|GL|
)
, (84)
where sgn(L) = 2 has been used in the second equality. When DK ≡ −3 mod 4, it is always
−(−1/|DK |) = +1. When DK =: −4D′K for an odd square-free positive D′K ≡ 1 mod 4, it is
always −(−1/|DK |) = −(−1/D′K) = −1. Finally, when DK =: −8D′′K for an odd square-free
positive D′′K , it is −(−1/|DK |) = −(−1/2)(−1/D′′K) = −(−1)(D′′K−1)/2.
Let us evaluate ǫ−1DL(d) for d ∈ [Z/(NDL)]× for the three separate cases of DK . The
simplest case is for DK = −4D′K with an odd positive square free D′K ≡ 1 mod 4. In this
case, d is always odd.
ǫ−1DL(d) =
(
d
|DK |
)
× (−1) d−12 =
(
d
D′K
)
× (−1) d−12 =
(
D′K
d
)
× (−1) d−12 =
(
DK
d
)
. (85)
In the case of DK = −8D′′K with an odd positive square-free D′′K ,
ǫ−1DL(d) =
(
d
2D′′K
)
× (−1) d−12 +D
′′
K−1
2
d−1
2 =
(
2
d
)
×
(
D′′K
d
)
(−1)D
′′
K−1
2
d−1
2 × (−1) d−12 +D
′′
K−1
2
d−1
2
=
(−2D′′K
d
)
=
(
DK
d
)
. (86)
The last case DK ≡ −3 mod 4 needs to be treated separately for an odd d and an even
d. For an odd d,
ǫ−1DL(d) =
(
d
|DK |
)
× 1 d−12 =
( |DK |
d
)
(−1) d−12 |DK |−12 =
( |DK |
d
)
(−1) d−12 =
(
DK
d
)
. (87)
We need to evaluate ǫ−1DL(d) for an even d, only when NDL is odd, which means that the abelian
group DL(2) is trivial, and sgn(DL(2)) ≡ 0 mod 8. So, E[(d − 1)sgn(DL(2)/8] = 1d−1 = 1.
Now, if d = 2even · d′′ with an odd d′′,
ǫ−1DL(d) =
(
d
|DK |
)
=
(
d′′
|DK |
)
= (−1) d
′′−1
2
|DK |−1
2
( |DK |
d′′
)
= (−1) d
′′−1
2
( |DK |
d′′
)
=
(
DK
d
)
.
(88)
If d = 2odd · d′ with an odd d′ instead,
ǫ−1DL(d) =
(
2oddd′
|DK |
)
=
( |DK |
2odd
)(
DK
d′
)
=
(
DK
2odd
)(
DK
d′
)
=
(
DK
d
)
. (89)
For all the cases, we have now verified that ǫ−1DL on [Z/(NDL)]
× is the same as (DK/−).
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Proposition 2.4.9. In the model of rational CFT assigned by bosonic string theory to the
data ([Ez]C, fρ), the monodromy representation ρ
(1,1)
{0} of Γ1,1 = SL(2;Z) associated with the
(g, n) = (1, 1) conformal block f{0} has a kernel that contains a group Γ(Nbos), where
Nbos = LCM(NDΛ−, 12) = LCM(fρDz, 12). (90)
In particular, the kernel is a congruence subgroup of SL(2;Z).
When the Friedan–Shenker bundle F{0} of the conformal blocks onM1,1 = H/PSL(2;Z)
is lifted to the modular curve XΓ with the congruence subgroup Γ contained in the kernel
of the monodromy representation, X(Nbos) for example, p
∗
Γ(F{0}) is a trivial bundle on XΓ.
The chiral correlation functions fbos0 (β) become a single C-valued function defined globally
on XΓ for individual β ∈ iReps; fbos1Ω′−(β) and f
bos
1Ω
′
−
(β) are globally well-defined sections of
(T ∗XΓ)⊗1/2 for individual β ∈ iReps.
Proof. We just have to use the Lemmas 2.4.1, 2.4.7, and 2.4.3, in the Example 2.2.7.
2.4.2 Type II String Theory
Proposition 2.4.10. In the model of rational N = (2, 2) SCFT assigned by Type II string
theory to the data ([Ez]C, fρ), the “(g, n) = (1, 2) chiral correlation function(s)”
f II0 = ([f
II
0 (β)]β∈iReps), (91)
[resp. f II1Ω′− = ([f
II
1Ω′−
(β)]β∈iReps), f II1Ω′−
= ([f II
1Ω
′
−
(β)]β∈iReps) ] (92)
is a section of (T ∗M1,1)⊗1/2 [resp. are sections of T ∗M1,1] defined locally.
They fail to be a global section on M1,1 due to the monodromy representation ρWeilDΛ− of
πtop1 (M1,1) = SL(2;Z). The kernel of this representation contains Γ(NDΛ−) = Γ(fρDz), and
hence is a congruence subgroup of SL(2;Z).
When the “(g, n) = (1, 2) chiral correlation functions” are lifted to the modular curves
XΓ whose group Γ is contained in the kernel, such as X(NDΛ−) = X(fρDz), they become
sections of (T ∗XΓ)⊗1/2 and T ∗XΓ, respectively, defined globally over the entire modular curve
XΓ, without a non-trivial monodromy among those with different β’s in iReps.
dτwsf
II
1Ω′−
(τws; β) = dτws ϑ
1Ω′−
Λ−
(τws; β) ∈ Γ(XΓ;T ∗XΓ), β ∈ iReps, (93)
dτwsf
II
1Ω
′
−
(τws; β) = dτws ϑ
1Ω
′
−
Λ−
(τws; β) ∈ Γ(XΓ;T ∗XΓ), β ∈ iReps. (94)
•
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Remark 2.4.11. We have emphasized already in Remark 2.3.3 that the chiral correlation
functions f II1Ω′−
take expectation values of an operator in quantum field theory whose classical
interpretation is the pull-back of the holomorphic (1,0)-form of the target space elliptic curve
[Ez]C. The Proposition above then implies that the lift of f
II
1Ω′−
from M1,1 to an appropriate
modular curve XΓ, a finite covering ofM1,1, allows us to see dτwsf II1Ω′−(τws; β) as holomorphic
1-forms of the modular curve XΓ globally well-defined. Alternatively, we can see them as
weight-2 cuspforms of the congruence subgroup Γ.
In [KW], we have seen that the chiral correlation functions f II1Ω′−
can be used to construct
the L-functions, L(H1et(E), s), of the CM elliptic curve E defined over a certain class of
number fields. We did so in [KW] by comparing the Mellin transform of f II1Ω′−
’s and the
L-functions directly; this observation is now quite reasonable, and in line with the theory of
modular parametrization, because the chiral correlation functions dτwsf
II
1Ω′−
can be seen as
1-forms on modular curves, once we unwind the monodromy representation of πtop1 (M1,1) by
taking a finite covering XΓ over M1,1. •
Remark 2.4.12. As reviewed in Lemmas 2.5.3 and 2.5.6, a cusp form f(τ) of weight 2
for Γ(N) for some N turns into a cusp form of weight 2 for Γ1(N
2), when the argument τ
is replaced by Nτ . For more background materials on modular forms, see section 2.5, or
introductory textbooks/lecture notes (e.g. [DS, RS]). Therefore, the “(g, n) = (1, 2) chiral
correlation functions” f II1Ω′(τws; β) for β ∈ iReps.− in Γ(NDΛ−) can also be regarded, via the
linear map |[diag(NDΛ−, 1)]2, as an element of S2(Γ1(N2DΛ−)).
When the “(g, n) = (1, 2) chiral correlation functions” f II1Ω′−
(β) are written as power series
of
e2πi(τws/NDΛ− ) = q
1/NDΛ−
ws = q = e
2πiτ (τws = NDΛ−τ), (95)
we only need terms with integer-power of the variable16 q for any β ∈ iReps. We can see
this directly from the expression of f II1Ω′−
: contributions to ϑ
1Ω′−
Λ−
(τws; β) are always of the
form of a coefficient times E[τws qΛ−(w)/2] = E[τ NDΛ−qΛ−(w)/2], with w ∈ Λ∨−, so one just
16 Our previous paper [KW] introduced the following change-of-variable operation,
τws =
fρDz
C2az
τ, (96)
where C is an integer used in the presentation of [KW], so C2az is also an integer. Because NDΛ− = fρDz,
the variable τ in that paper and τ here are related by τthere = C
2azτhere. The normalization of the variable
τthere was determined in [KW], in effect, so that the power series expansion of f
II
1Ω′
−
(β)’s only have terms
with integer-power of e2πiτthere for a class of β’s within iReps, but not for all of β’s in iReps.
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have to remember that NDLqL(w)/2 ∈ Z for any lattice L (by definition). Alternatively, we
can also tell from the fact that f II1Ω′−
|[diag(NDΛ−, 1)]2 ∈ S2(Γ1(N2DΛ−)) has just terms that
are integer-power of the variable q = e2πiτ ; the congruence subgroup Γ1(N
2
DΛ−
) contains the
element T = [1, 1; 0, 1].
Remark 2.4.13. Here is a comment for string theorists. It may sound a little strange to
think of lifting the conformal blocks and “chiral correlation functions” onM1,1 = H/SL(2;Z)
not all the way toH, but only half way to modular curves XΓ ⊃ H/Γ where Γ’ are congruence
subgroups that are contained in the kernel of the monodromy representation of SL(2;Z). Lifts
to H always unwind the monodromy for any model of rational CFT, so one may wonder if
there is any point in thinking of partial lifts to modular curves XΓ that vary from one model
of rational CFT to another.
There is an important difference between H and H/Γ in fact, although they are both
a covering space for M1,1. The projection H/Γ → H/SL(2;Z) = M1,1 is a morphism in
algebraic geometry, while H → H/SL(2;Z) = M1,1 is not; the j-function, which describes
the latter projection, is a transcendental (non-polynomial, non-rational) function. So, by
dealing with lifts of the chiral correlation functions and conformal blocks to various modular
curves but not to H, we can stay within the realm of algebraic geometry. By allowing to
think of all kinds of possible modular curves (instead of just one covering space), in effect we
still have a notion of “universal cover” within algebraic geometry (implemented in the form
of the inverse system of modular curves (cf sections 4.1.3 and 4.2, and the observation (ii) in
5.2.3)).
Modular curves XΓ can be regarded as algebraic varieties (as stacks for some Γ’s), while
the upper complex half plane H or the unit disc in C is not. Moreover, the field of moduli
kmod of a modular curve is a number field within Q [DS, §7.6], so one can think of the Galois
group Gal(Q/kmod) acting on the Q-coefficient function field and the cohomology groups of
XΓ. The Galois group action plays a central role in the discussion in sections 4 and 5.
Another benefit of paying attention to intermediate things such as H/Γ and Γ ⊂ SL(2;Z)
than just to the truly universal H and ∩Γ is in the fact that the vector space of all the
modular forms (for some congruence subgroup ∃Γ ⊂ SL(2;Z)) is horribly complicated. The
vector space of modular forms for a given congruence subgroup Γ forms a finite dimensional
vector space, and moreover, one can derive a lot more knowledge on the substructure in this
finite dimensional vector space (see section 2.5 for a review) by exploiting the action of the
Hecke algebra. •
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2.4.3 “(g, n) = (1, 2) Chiral Correlation Functions” as Hecke Eigenforms: Easiest
Examples
Let us fix one set of data ([Ez]C, fρ), and the rational model of N = (2, 2) SCFT assigned by
Type II string theory. For any β ∈ iReps, the “(g, n) = (1, 2) chiral correlation function” is
an element of S2(Γ(N)) ∼= S2(Γ(HN , N2, 1)) with N = NDΛ−; see (131) and Lemma 2.5.6 for
the definition of HN and this isomorphism.
2.4.14 (cf [Moo, GV]). Recall that C/Ω′−(Λ−) ∼= C/bz = [Ez]C (via homothety). This is
because
Ω′−(e−2) =
√
2azfρ, Ω
′
−(e−1) =
√
2azfρ(−z), Ω′−(Λ−) =
√
2azfρbz. (97)
When the linear map Ω′− : Λ− → C is extended linearly to Λ∨− ⊂ Λ− ⊗Q,
Ω′−(eˆ−2) = −i
√
2az
fρDz
z, Ω′−(eˆ−1) = −i
√
2az
fρDz
, (98)
where {eˆ−2, eˆ−1} is the set of generators of the lattice Λ∨−,
eˆ−2 =
1
fρDz
(2cze−2 − bze−1), eˆ−1 = 1
fρDz
(−bze−2 + 2aze−1). (99)
We have
Ω′−(Λ
∨
−) = Ω
′
−(II2,2) = −i
√
2az
fρDz
bz. (100)
The set of irreducible representations iReps ∼= GΛ− of the chiral algebra of the model for
([Ez]C, fρ) can be identified with a subset of [Ez]C through
17
Ω′(Λ∨−/Λ−) = Ω
′
−(Λ
∨
−)/Ω
′
−(Λ−) ⊂ C/Ω′−(Λ−) ∼= [Ez]C. (101)
Ω′−(iReps) forms a finite set of torsion points of [Ez]C.
Here, this identification comes with an ambiguity of the group of automorphisms of [Ez]C,
Aut([Ez]C). We may fix one identification once and for all, and may sometimes refer to an
irreducible representation β ∈ iReps as a torsion point of [Ez]C.
17 In the language of open string, the set iReps is identified with the set of Cardy states of D0-brane type,
and is identified naturally with a set of finite torsion points of [Ez ]C for this physical reason [GV]. We will
not discuss open string interpretations of f II1Ω′
−
in this article, however.
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2.4.15. When iReps = GΛ− contains a 2-torsion element (2β = 0 in the abelian group
GΛ− = Λ
∨
−/Λ−), f
II
1Ω′−
(τws; β) = ϑ
1Ω′−
Λ−
(τws; β) is identically zero. This is because of the
linearity of ϑ1ωL (τ ; x) with respect to x ∈ GL; ϑ
1Ω′−
Λ−
(τws;−β) = −ϑ1Ω
′
−
Λ−
(τws; β). Similarly,
when [Ez]C is that of j([Ez]C) = 0, which means that [z] = [e
2πi/3] and the automorphism
group is Aut([Ez]C) ∼= Z/(6), f II1Ω′−(τws; β) vanishes for any β ∈ Λ
∨
−/Λ− that remains fixed
(modulo Λ−) under the multiplication of e2πi/3. Let G∗Λ− be all the elements of GΛ−
∼= iReps
that are not a 2-torsion point or a fixed point of the e2πi/3 multiplication.
For the model for the data ([Ez]C, fρ), think of the vector space
F
(Ω,
∫
J)
{0,0} ([z], fρ) = F ([z], fρ) := SpanC
{
f II1Ω′−(τws; β) | β ∈ G
∗
Λ−
}
= SpanC
{
ϑ
1Ω′−
Λ−
(τws; β) | β ∈ G∗Λ−
}
⊂ S2(Γ(NDΛ−)). (102)
We may also be interested in the vector space
[F ([z], fρ)]K = SpanK
{
f II1Ω′−(τws; β)/
√
2azfρ | β ∈ G∗Λ−
}
. (103)
In the homomorphism
CGΛ− ∋ eβ 7−→ f II1Ω′−(τws; β) ∈ F ([z], fρ), (104)
where CGΛ− := SpanC{eβ | β ∈ GΛ−} is a vector space of dimension |iReps| = |GΛ−|,
eβ’s with β ∈ GΛ−\G∗Λ− are in the kernel. Note also that, if there is an automorphism
σ ∈ Aut([Ez]C) ∼= O×fz ,
f II1Ω′−(τws; σ · β) = ρ
1(σ) f II1Ω′−(τws; β), (105)
where ρ1 is the embedding K → C that maps √DK into the upper complex half plane; σ
is regarded as an element of Ofz ⊂ K here. Therefore, the homomorphism (104) factors
through
CGΛ− → CG∗Λ−/Aut([Ez]C) −→ F ([z], fρ). (106)
The same homomorphism can also be formulated with the coefficients in K, rather than in
C.
The vector-space homomorphism CG∗Λ−
/Aut([Ez]C) −→ F ([z], fρ) is still not necessarily
injective; there may be further linear relations among the “chiral correlation functions” than
the relations that follow immediately from the automorphism Aut([Ez]) of the target-space
elliptic curve. We will see in section 3.3, in the cases of fz = 1, when and how this last
homomorphism fails to be injective. •
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For concreteness, let us take a look at a few examples of how the vector space F ([z], fρ)
of a model for ([Ez]C, fρ) fits into the vector space S2(Γ(NDΛ−)).
Example 2.4.16. Take an example of a CM elliptic curve [Ez]C with z = i, the elliptic curve
with the j-invariant j(z) = 1728. Then
GΛ[Ei]C
∼= Z/(2)⊕ Z/(2), GΛ ∼= Z/(2fρ)⊕ Z/(2fρ), NDΛ− = Dzfρ = 4fρ. (107)
In the case of the data ([z], fρ) = ([i]C, 1), the fρ = 1 case, GΛ−
∼= Z/(2)⊕ Z/(2) consists
only of 2-torsion elements, and the “(g, n) = (1, 2) chiral correlation function” f II1Ω′−
(τws; β)
vanishes for any one of β ∈ GΛ−. This observation fits very well with the fact that the kernel
of ρWeilDΛ for fρ = 1 contains Γ(4fρ) = Γ(4), and the vector space S2(Γ(4)) is known to be
empty.18
In the case of the data ([z], fρ) = ([i]C, 2), the fρ = 2 case, the vector space F ([i], 2) can
be as large as 3-dimensional, because G∗Λ− consists of 4
2−22 = 12 elements, and Aut([Ei]C) ∼=
Z/(4), so |G∗Λ−|/|Aut([Ei]C)| = 3. To be more concrete,
i
√
|GΛ−|
f II1Ω′−
(τws; 1)√
2fρ
=
√
azϑ
1Ω−
Λ−
(τws; 1) = (q − 3q9 + 2q17 + 5q25 + · · · ), (108)
i
√
|GΛ−|
f II1Ω′−
(τws; 3 + 2i)√
2fρ
=
√
azϑ
1Ω−
Λ−
(τws; 3 + 2i) = −2
(
q5 − q13 + · · · ) , (109)
i
√
|GΛ−|
f II1Ω′−
(τws; 1 + i)√
2fρ
=
√
azϑ
1Ω−
Λ−
(τws; 1 + i) = (1 + i)
(
q2 − 2q10 − 3q18 + · · · ) , (110)
where we have introduced19 a linear map Ω− : Λ∨− → C simply rescaled from Ω′− by
Ω− = i
√|GΛ−|√
2azfρ
Ω′−, (111)
18There is no weight-2 cuspform for Γ0(16) with nebentypus χ16 : [Z/(16)]
× → S1 whose conductor cf
divides (4)Z. Although there are two independent weight-2 cuspforms for Γ1(16), they are for different
nebentypuses: dimC[S2(Γ1(16))] = dimC[S2(Γ0(16), χ16(0, 1))] + dimC[S2(Γ0(16), χ16(0, 3))] = 1 + 1 ([SAGE]
can be used to get this computation done), where χ16(0, 1) : [15] 7→ 1 and [5] 7→ i, and χ16(0, 3) : [15] 7→ 1
and [5] 7→ (i)3. The conductor of the two characters χ16(0, 1) and χ16(0, 3) do not divide (4)Z. (Background
materials, such as the nebentypus decomposition of the vector space S2(Γ1(N)), are reviewed in section 2.5.
Alternatively, see any basic textbooks on modular forms.)
19In [KW], the linear map Ω− : Λ
∨
− → C was introduced as Ωthere− = C−1
√
2azfρIm(z)i Ω
′
−, where C
is an integer used in the presentation in [KW]; this is a little different from the linear map Ω− here (by
normalization). Eq. (111) is equivalent to Ωhere− =
√
2azfρIm(z)i Ω
′
−.
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and used q = e2πiτ in (95) as the variable on the right hand sides instead of τws. The
irreducible representations, β’s in GΛ−, are also referred to in (108–110) by the complex value
(mod Ω−(Λ−)) of their linear map Ω− in the second argument of f II1Ω′− and ϑ
1Ω−
Λ−
. Obviously
they are linearly independent over C, and hence F ([i], 2) is of 3-dimensions indeed. They
must be a part of the space of weight-2 cusp forms for Γ(8).
Independently from the discussion based on a rational model of N = (2, 2) SCFT, it is
known (we used [SAGE])20 that21
dimC S2(Γ
0
0(8), χ8(0, 0)) = 3, dimC S2(Γ
0
0(8), χ8(0, 1)) = 2, (112)
where χ8(a, b)’s with (a, b) ∈ Z/(2) × Z/(2) are Dirichlet characters [Z/(NDΛ−)]× → S1
modulo NDΛ− = 8, such that χ8(a, b) : [7] 7→ (−1)a and χ8(a, b) : [5] 7→ (−1)b.
As a basis of the vector space
S2(Γ
0
0(8), χ8(0, 0)) |[diag(8, 1)]2 ∼= S2(Γ0(64), χ8(0, 0)), (113)
we can choose the following three elements [SAGE],
(q − 3q9 + 2q17 − q25 + 10q41 − 7q49 − 12q65)
± 2(q5 − 3q13 + 5q29 + q37 − 3q45 − 7q53 + 5q61), (114)
(q2 − 2q10 − 3q18 + 6q26 + · · · ); (115)
this basis is chosen so that it suits the decomposition (142, 149). The cuspform (114) with
the + sign is the newform of level Mf = N
2
DΛ−
= 64 generating a one-dimensional space
of [S2(Γ0(64), χ8(0, 0))]
new
64 , and the cuspform (114) with the − sign the newform of level
Mf = 32 generating a one-dimensional space [S2(Γ0(32), χ8(0, 0))]
new
32 . The last one (115) is
the image of the previous level Mf = 32 newform by |[diag(r, 1)]2 with r = 2|(64/Mf). For
more information, see a brief review in section 2.5 or literatures.
20 SAGE allows us to deal with the vector space of cuspforms for the group Γ(HN , N
2, 1) ⊂ Γ0(N2), and
those for Γ0(N
2) with the nebentypus specified. To list up all the possible nebentypuses of the group Γ0(N
2)
with N = NDΛ = 8, we see that [Z/(64)]
× ∼= Z/(2)×Z/(16) where the first factor is generated by 63 ≡ (−1)
mod 64, and the second factor by 5 mod 64; the Dirichlet characters of [Z/(64)]×—χ64(a, b)—are labeled by
(a, b) ∈ Z/(2) × Z/(16), where χ64(a, b) : (−1) 7→ (−1)a and χ64(a, b) : [5] 7→ ζb16. A character χ64(a, b) is
trivial on the subgroup HN ⊂ [Z/(N2)]× with N = NDΛ− = 8 if and only if b ∈ {0, 8} ⊂ Z/(16). The two
characters χ64(0, 0) and χ64(0, 8) of the group [Z/(N
2)]× ∼= Γ0(N2)/Γ1(N2) with N = NDΛ− = 8 correspond
to the two characters χ8(0, 0) and χ8(0, 2), respectively, of the group Γ
0
0(N)/Γ(N) with N = NDΛ− = 8.
Whenever we need to carry out this kind of calculation using SAGE, we repeated this logic and procedure.
21 The space of cusp forms with χ8(1, b) is empty for any b ∈ Z/(2), because a non-zero weight k = 2
cuspform should have nebentypus that is even for −1 ≡ 7 mod NDΛ− = 8.
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By comparing the Fourier coefficients of the first several orders of (108–110) and (114,
115), we see that
F ([i], 2) ∼= S2(Γ00(8), χ8(0, 0)). (116)
Moreover,
fρfz
√
DK√
2fρ
(
f II1Ω′−(τws; 1)− f
II
1Ω′−
(τws; 3 + 2i)
)
|[diag(NDΛ− , 1)]2 ∈ NewForm(64, χ8(0, 0)),
fρfz
√
DK√
2fρ
(
f II1Ω′−(τws; 1) + f
II
1Ω′−
(τws; 3 + 2i)
)
|[diag(NDΛ− , 1)]2 ∈ NewForm(32, χ8(0, 0)),
(117)
and
f II1Ω′−(τws; 1 + i) =
(
f II1Ω′−(τws; 1) + f
II
1Ω′−
(τws; 3 + 2i)
)
|[diag(2, 1)]2. • (118)
Example 2.4.17. Take an example of a CM elliptic curve [Ez]C with z =
√
2i, the elliptic
curve with the j-invariant j(z) = 8000. In the rational model of N = (2, 2) SCFT for the
data ([Ez]C, fρ) with (z, fρ) = ([
√
2i], 1),
GΛ−
∼= Z/(2)⊕ Z/(4), NDΛ− = Dzfρ = 8× 1 = 8. (119)
The set G∗Λ−/Aut([Ez]C) consists of two elements, represented by two β’s in iRpes that are
mapped by Ω− (introduced in (111)) to 1+Ω−(Λ−) (or 3+Ω−(Λ−)) and (1+
√
2i)+Ω−(Λ−)
(or (3 +
√
2i) + Ω−(Λ−)). The vector space F ([
√
2i], 1) is therefore generated by the two
elements
i
√
|GΛ−|
f II1Ω′−
(τws; 1)√
2fρ
= (q − q9 − 6q17 + 5q25 + · · · ), (120)
i
√
|GΛ−|
f II1Ω′−
(τws; 1 +
√
2i)√
2fρ
= 2(q3 − 3q11 + q19 + 2q27 + · · · ). (121)
They are linearly independent from each other, and hence the vector space F ([
√
2i], 1) of the
model for ([E√2i]C, 1) is of 2-dimensions.
This vector space F ([
√
2i], 1) should be a subspace of S2(Γ(NDΛ−)) with NDΛ− = 8 in
this model. Using [SAGE], we see that we can choose a set of generators for the remaining
component
S2(Γ
0
0(8), χ8(0, 1)) |[diag(8, 1)]2 ∼= S2(Γ0(64), χ8(0, 1)) (122)
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to be
q − q9 − 6q17 + 5q25 + 12q33 − 6q41 − 7q49 − 4q57
± 2i(q3 − 3q11 + q19 + 2q27 + 5q43 − 6q51 − 3q59) +O(q60). (123)
Once again, this basis is chosen so that this is consistent with the substructure (142, 149) of
this vector space. This time, the two elements are both in NewForms(64, χ8(0, 1)), the level
Mf = N
2
DΛ−
= 64 newforms of nebentypus χ8(0, 1).
Therefore, by comparing the first several Fourier coefficients of (120, 121) and (123), we
find that
F ([
√
2i], 1) ∼= S2(Γ00(8), χ8(0, 1)), (124)
and{
fρfz
√
DK√
2fρ
(
f II1Ω′−(τws; 1)± if
II
1Ω′−
(τws; 1 +
√
2i)
)}
= NewForms(64, χ8(0, 1)). • (125)
Remark 2.4.18. We find, therefore, that the vector space S2(Γ(8)) is completely recovered
by the vector space of “(g, n) = (1, 2) chiral correlation functions” F ([z], fρ) of the two
rational models of N = (2, 2) SCFT with NDΛ− = 8; one is for ([z], fρ) = ([i], 2) and the
other for ([
√
2i], 1). Models with ([z] = [2i], fρ) never have NDΛ− = 8 because Dz = 16.
2.5 Appendix: Minimum on Modular Forms and Modular Curves
2.5.1 Congruence Subgroups
There are a few series of subgroups of SL(2;Z) that have a dedicated notation.
Definition 2.5.1. Let N be a positive integer.
Γ(N) :=
{[
a b
c d
]
∈ SL(2;Z)
∣∣∣∣ b, c ≡ 0(N), a, d ≡ 1(N)} , (126)
Γ1(N) :=
{[
a b
c d
]
∈ SL(2;Z)
∣∣∣∣ c ≡ 0(N), a, d ≡ 1(N)} , (127)
Γ00(N) :=
{[
a b
c d
]
∈ SL(2;Z)
∣∣∣∣ b, c ≡ 0(N), a, d ∈ [Z/(N)]×} , (128)
Γ0(N) :=
{[
a b
c d
]
∈ SL(2;Z)
∣∣∣∣ c ≡ 0(N), a, d ∈ [Z/(N)]×} , (129)
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so Γ(N) ⊂ Γ1(N) ⊂ Γ0(N) and Γ(N) ⊂ Γ00(N) ⊂ Γ0(N). Γ(N) is a normal subgroup of
SL(2;Z), and hence also that of any subgroup of SL(2;Z) that contains Γ(N).
All those subgroups can be regarded as special cases of a more general class of subgroups
([Shim-AA, §3.3] and [RS, §9.1])
Γ(H,N,M) :=
{[
a b
c d
]
∈ SL(2;Z)
∣∣∣∣ c ≡ 0(N), b ≡ 0(M), a, d ∈ H} (130)
where N and M are positive integers, and H is a subgroup of the multiplicative group
[Z/(NM)]×. Γ(N) corresponds to the case of M = N and H = HN , where
HN := {1, N + 1, 2N + 1, · · · , N2 −N + 1} ⊂ [Z/(N2)]×. (131)
The subgroup Γ1(N) is reproduced by settingM = 1 and H = {1}, Γ00(N) by settingM = N
and H = HN , and Γ0(N) by setting M = 1 and H = [Z/(N)]
×. •
Definition 2.5.2. A subgroup Γ of SL(2;Z) is said to be a congruent subgroup, if there exists
a positive integer N so that Γ(N) ⊂ Γ.
Lemma 2.5.3. There is an isomorphism from Γ(H,N,M) to Γ(H,NM, 1) given by[
a b
c d
]
7−→
[
M−1
1
] [
a b
c d
] [
M
1
]
=
[
a b/M
cM d
]
. (132)
In particular, this isomorphism identifies Γ(N) with Γ(HN , N
2, 1).
2.5.2 The Vector Space of Modular Forms
Notation 2.5.4. Let A be an element of {[a, b; c, d] ∈ GL(2;Z) | ad− bc > 0}, and k ∈ Z.
Then |[A]k is an operator acting on the space of holomorphic functions on H as follows. For
a holomorphic function f(τ) on τ ∈ H, f |[A]k is another holomorphic function on H given
by
(f |[A]k)(τ) := [det(A)]
k/2
(cτ + d)k
f(A · τ). (133)
The operator |[A]k is linear on the vector space of holomorphic functions on H.
Definition 2.5.5. Let Γ be a congruence subgroup of SL(2;Z). When a holomorphic function
f(τ) on τ ∈ H satisfies f |[γ]k = f for γ ∈ Γ, it is said to be a modular form of weight-k for
Γ. When such a modular form f vanishes at all the cusp points of Γ, it is called a cuspform.
They form vector spaces over C, and are denoted by Mk(Γ) and Sk(Γ), respectively.
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Lemma 2.5.6. The linear operator |[diag(N, 1)]k induces an isomorphism
Sk(Γ(N)) ∼= Sk(Γ(HN , N2, 1)). (134)
This isomorphism is a special case of |[diag(M, 1)]k : Sk(Γ(H,N,M))→ Sk(Γ(H,NM, 1)), or
even a special case of |[diag(r, 1)]k : Sk(Γ(H,N,M)) → Sk(Γ(H,Nr,M/r)) for any positive
divisor r of M .
Lemma 2.5.7. Let Γ and Γ′ be both congruent subgroups of SL(2;Z). Suppose that Γ is
a normal subgroup of Γ′. The group Γ acts trivially (=as identity) on Sk(Γ) via the |[−]k
operator; the fact that Γ is a normal subgroup of Γ′ can be used to see that f |[γ]k ∈ Sk(Γ)
for f ∈ Sk(Γ) and γ ∈ Γ′, so the group Γ′ also acts on the vector space Sk(Γ) via |[−]k, but
non-trivially. The vector space Sk(Γ) can be decomposed under the action of Γ
′ into the form
of
Sk(Γ) ∼= ⊕ρ∈iReps(Γ′/Γ)Sk(Γ′, ρ), (135)
where iReps(Γ′/Γ) is the set of irreducible representations of the finite group Γ′/Γ; cusp
forms in Sk(Γ
′, ρ) transform under γ ∈ Γ′ as
Sk(Γ
′, ρ) ∋ f |[γ]k 7−→ ρ(γ) · f ∈ Sk(Γ′, ρ). (136)
When a cuspform f belongs to the subspace Sk(Γ
′, ρ), we call the choice of the representation
ρ ∈ iReps(Γ′/Γ) the nebentypus of f .
Here are two examples of this decomposition. The first example is for Γ = Γ1(N) and
Γ′ = Γ0(N).
Sk(Γ1(N)) ∼= ⊕χN∈Char([Z/(N)]×)Sk(Γ0(N), χN ), (137)
so χN is a Dirichlet character modulo N .
The other example is for Γ = Γ(N) ∼= Γ(HN , N2, 1) and Γ00(N2). First,
Sk(Γ(N)) ∼= ⊕χN∈Char([Z/(N)]×) Sk(Γ00(N), χN). (138)
Due to the isomorphism Γ(N) ∼= Γ(HN , N2, 1) and Γ00(N) ∼= Γ0([Z/(N2)]×, N2, 1) = Γ0(N2),
we can also recycle the decomposition (137) and use it after replacing N with N2 to make a
statement equivalent to (138). Because the group HN fits into the chain of subgroups of the
multiplicative group {1} ⊂ HN ⊂ [Z/(N2)]×, a cuspform for Γ1(N2) = Γ({1}, N2, 1) is also
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a cuspform for Γ(HN , N
2, 1) if the nebentypus χ : [Z/(N2)]× → S1 of the cuspform vanishes
on HN ⊂ [Z/(N2)]×. This idea is schematically written down as
Sk(Γ(HN , N
2, 1)) ∼= ⊕χN∈iReps([Z/(N)]×) Sk(Γ0(N2), χN), (139)
which is equivalent to (138). SAGE allows us to work out this decomposition (139) explicitly,
so we can just translate the result into the language of (138) appropriately. •
2.5.8. We are not going to provide a review on such notions as (the subspace of) oldforms,
(the subspace of) newforms, and Hecke operators in this article. Single page is not enough
to review those materials for string theorists, while they are quite standard for experts of
number theory. We just refer the readers to such textbooks and lecture notes as [DS] and
[RS]. In the following, we quote from those references a result that we refer to in the text,
without explaining the jargons.
We begin by stating structure within the vector space S2(Γ1(N)) for positive integer N .
Theorem 2.5.9. (e.g., Thm. 5.8.2 of [DS]) For any positive integer N , there is a vector
subspace of Sk(Γ1(N)) called the space of newforms, whose definition is found in standard
textbooks and lecture notes on modular forms. This subspace is denoted by [Sk(Γ1(N))]
new
N ,
and the modular forms in this subspace is said to be of level N . For any nebentypus χN ,
[Sk(Γ0(N), χN)]
new
N is Sk(Γ0(N), χN ) ∩ [Sk(Γ1(N))]newN , so
[Sk(Γ1(N))]
new
N
∼= ⊕χN [Sk(Γ0(N), χN)]newN . (140)
The Hecke algebra, an algebra over Z generated by Hecke operators, acts on the individual
components [Sk(Γ0(N), χN)]
new
N within Sk(Γ1(N)), and all the operators in the algebra are
diagonalized simultaneously. There is no two simultaneous eigenvectors of the Hecke algebra
in [Sk(Γ0(N), χN )]
new
N on which the 1-dimensional representation of the Hecke algebra are
identical, except when the two eigenvectors are identical except the normalization, so there
is no ambiguity in eigenspace decomposition [Sk(Γ0(N), χN)]
new
N ; this property is called the
multiplicity one theorem. It is conventional to choose each one of those eigenvectors so that
its power series expansion in q = e2πiτ begins with the term q (with the coefficient 1). Such
eigenvectors in [Sk(Γ0(N), χN )]
new
N are called weight-k, level-N newforms for Γ0(N) with the
nebentypus χN . Let NewForms(N,χN ) be the set of those eigenvectors (newforms). •
Theorem 2.5.10. (e.g, Thm. 5.8.3 of [DS]) Let N be a positive integer. The vector space
Sk(Γ0(N), χN ) contains a subspace [Sk(Γ0(N), χN)]
new
N , as stated in Thm. 2.5.9; the whole
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space Sk(Γ0(N), χN ) has a structure that is made up of subspaces associated with the vector
spaces [Sk(Γ0(Mf), χN)]
new
Mf
labeled by all possible positive integers Mf that divide N . To be
more concrete,
Sk(Γ0(N), χN ) ∼= ⊕Mf |N [Sk(Γ0(N), χN )]Mf , (141)
and the individual components associated with Mf |N are
[S2(Γ0(N), χN )]Mf
∼= ⊕r|(N/Mf )|[diag(r, 1)]k [Sk(Γ0(Mf), χN)]newMf ,
= ⊕f∈NewForms(Mf ,χN ) ⊕r|(N/Mf ) Cf |[diag(r, 1)]k, (142)
=: ⊕f∈NewForms(Mf ,χN ) [f ]NMf . (143)
A newform f ∈ NewForms(Mf , χN) mapped into Sk(Γ0(N), χN ) via the |[diag(1, 1)]k operator
is called a weight-k, level-Mf newform for Γ0(N) of nebentypus χN .
The set NewForms(Mf , χN) and the vector space [Sk(Γ0(Mf), χN)]
new
Mf
is empty, if the
Dirichlet character χN : [Z/(N)]
× → S1 cannot be induced from a Dirichlet character of
[Z/(Mf)]
×.
The dimension of the vector space [f ]NMf is the number of divisors of the integer N/Mf ,
including 1 and (N/Mf ).
dimC
(
[Sk(Γ0(N), χN)]Mf
)
= |NewForms(Mf , χN)| × |divisors of (N/Mf)|, (144)
dimC (Sk(Γ0(N), χN )) =
∑
Mf |N
|NewForms(Mf , χN)| × |divisors of (N/Mf)|. (145)
•
Now, let us write down the statement on the structure of the vector space Sk(Γ(H,N,M)).
Theorem 2.5.11. [RS, §9.1] Let N and M be positive integers, and H a subgroup of the
multiplicative group [Z/(NM)]×. In the decomposition and the isomorphisms
Sk(Γ(H,N,M)) ∼= ⊕χNMSk(Γ([Z/(NM)]×, N,M), χNM),
∼= Sk(Γ(H,NM, 1)) ∼= ⊕χNMSk(Γ([Z/(NM)]×, NM, 1), χNM), (146)
we already have the notion of the subspace of newforms (introduced in Thm. 2.5.9)
[Sk(Γ([Z/(NM)]
×, NM, 1), χNM)]newNM = [Sk(Γ0(NM), χNM )]
new
NM ⊂ Sk(Γ0(NM), χNM ),
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so we can also introduce the notion of the subspace of newforms [Sk(Γ(H,N,M))]
new
NM and
[Sk(Γ([Z/(NM)]
×, N,M), χNM)]newNM through the identification (146) . So long as the charac-
ter χNM vanishes on the subgroup H ⊂ [Z/(NM)]×, there is one to one correspondence
|[diag(M, 1)]k : NewForms(Γ([Z/(NM)]×, N,M), χNM) ∼= NewForms(Γ0(NM), χNM ).
(147)
The vector spaces Sk(Γ([Z/(NM)]
×, N,M), χNM ) with χNM ’s that vanish on H have a
substructure precisely the same as that of Sk(Γ0(NM), χNM ) stated in Thm. 2.5.10; we can
just translate the substructure by using the isomorphism |[diag(M, 1)]k.
Of particular interest in this article is the case M = N and H = HN . So, let us write
down the result of the translation in the notation for this particular M = N and H = HN
case.
Sk(Γ
0
0(N), χN)
∼= ⊕Mf |N2
[
Sk(Γ
0
0(N), χN )
]
Mf
, (148)
and the individual components associated with Mf |N2 are
[Sk(Γ
0
0(N), χN)]Mf
∼= ⊕r|(N2/Mf )|[diag(N−1, 1)]k · |[diag(r, 1)]k [Sk(Γ0(Mf ), χN)]newMf ,
= ⊕f∈NewForms(Mf ,χN ) ⊕r|(N2/Mf ) Cf |[diag(r/N, 1)]k, (149)
=: ⊕f∈NewForms(Mf ,χN ) [f ]N
2,N
Mf
. (150)
•
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3 Chiral Correlation Functions and Hecke Eigenforms
We have seen a few examples where the vector space F ([z], fρ) of the “(g, n) = (1, 2) chiral
correlation functions” {f II1Ω′−(β) | β ∈ iReps} fits into the vector space of weight-2 cuspforms.
In this section, we study systematically how the vector space F ([z], fρ) of the model for a set
of data ([z], fρ) fits into the vector space of cuspforms on various modular curves for different
choices of ([z], fρ).
3.1 CM Group in Models of Rational CFT: Definition
In Examples 2.4.16 and 2.4.17, we have considered the linear combinations, (117) and (125),
respectively, of the “(g, n) = (1, 2) chiral correlation functions” f II1Ω′−
in the rational models
of N = (2, 2) SCFT associated with CM elliptic curves. The complex phases that determine
those linear combinations are chosen so that the resulting linear combinations of the theta
functions become the Hecke theta functions, so that they become newforms of some level Mf
([Shim-eCM, Lemma 3] quoted as Lemma 3.3.3 in this article).
There is nothing wrong mathematically in choosing the linear combinations of f II1Ω′−
’s by
hand in that way, even when we do not find much motivation for those particular linear
combinations from the perspectives of string theory / vertex operator algebra. That was an
attitude of the authors in [KW]; f II1Ω′−
’s span a vector space F ([z]; fρ) over C, and we may call
{f II1Ω′−(τws; β) | β ∈ iReps} the VOA basis. But the individual f
II
1Ω′−
(τws; β)’s for β ∈ iReps
are not Hecke eigenforms.
In this section, we go back to the question of how to choose linear combinations of the
“(g, n) = (1, 2) chiral correlation functions” f II1Ω′−
, and present a little more idea, spoken
in the language of rational vertex operator algebra, that motivates the choice of the linear
combination coefficients, to a large extent. Along the way, we arrive at the perspective of
identifying the set iReps as a finite quotient of “the Tate modules” ⊗ℓTateℓ(E), and also
provide conceptual clarification at a few points where we were confused in [KW].
A guiding principle from arithmetic geometry is the following. First, for an abelian variety
B defined on a number field K, the representation ρ∨ℓ (B/K) of Gal(K/K) on Tateℓ(B/K) ∼=
Z⊕2ℓ splits into ⊕λ|(ℓ)ρ∨λ(B/K) on Z⊕2λ where λ’s are all the finite primes of OK dividing
(ℓ). In section 4, we will be concerned about such representations with (B,K) = (E, k)
of an elliptic curve of Shimura type E defined over a number field k, and also about its
Weil restriction (B,K); see section 4.1.2. Second, any complex multiplication operation of
a CM abelian variety B defined over K can be regarded as an element of EndK(B/K);
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that is, we can choose the field of definition of the complex multiplication operation as K
[Shim-zA, Thm. 5]. Thirdly, the action of any element of EndK(B/K) (and hence any
complex multiplication operation) on Tateℓ(B/K) commutes with the action of the Galois
group on Tateℓ(B/K). So, the complex multiplication operation and the representation of
the Galois group Gal(K/K) can be diagonalized on Tateℓ(B/K) ⊗K = ⊕λ|(ℓ)K⊕2λ . So, the
Hecke theta functions, which are supposed to be in one-to-one with Galois representations
in the Langlands correspondence (see sections 4.1.3 and 4.1.4), should be identified with
something on which the action of complex multiplication operations is diagonalized already.
Given those observations in arithmetic geometry, we are therefore motivated to capturing
action of complex multiplication operations in the language of rational CFT.
3.1.1 The CM Group
Definition 3.1.1. Think of the model of rational CFT assigned by bosonic string theory for
a set of data ([Ez]C, fρ); here, [Ez]C is an elliptic curve with complex multiplication by an
order Ofz of an imaginary quadratic field K, as a reminder.
Due to the isomorphism (101), the elliptic curve C/Ω′−(Λ−) of the model of rational CFT
also has complex multiplication by Ofz , the same order as that of the target-space elliptic
curve [Ez]C. So, any complex multiplication α ∈ Ofz maps Ω′−(Λ−) to itself (though not
necessarily surjective). Similarly, one can see from (100) that C/Ω′−(Λ
∨
−) is isomorphic to
[Ez]C (complex analytically), and hence any complex multiplication α ∈ Ofz maps Ω′−(Λ∨−)
to itself. This means that, when iReps is regarded (see Statement 2.4.14) as a set of torsion
points of the elliptic curve C/Ω′−(Λ−), any complex multiplication α ∈ Ofz induces a map
from iReps to iReps.
Now, we define a subset of Ofz ,
c([Ez]C, fρ) := {α ∈ Ofz | (1 + α) = id : iReps→ iReps}
=
{
α ∈ Ofz | αΩ′−(Λ∨−) ⊂ Ω′−(Λ−)
}
, (151)
which is an integral ideal of Ofz . Two complex multiplications α1, α2 ∈ Ofz induce an
identical map from iReps ⊂ C/Ω′−(Λ−) to itself iReps ⊂ C/Ω′−(Λ−), if and only if α1 − α2
is in the ideal c. So, a map from iReps to itself is defined for individual elements of Ofz/c.
Such a map iRpes→ iReps is not necessarily injective or surjective for arbitrary element of
[Ofz/c]. For an element in [Ofz/c]×, however, there is an inverse in the multiplication law of
Ofz/c, and forms a multiplicative group. We call this finite abelian group the CM group of
the model of rational CFT for ([Ez], fρ). •
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Proposition 3.1.2. The CM group is given by
[Ofz/(fρ
√
Dzi)Ofz ]
× = [Ofz/(fρfz
√
DK)Ofz ]
× (152)
for the model of rational CFT associated with the data ([Ez]C, fρ).
Because Dz = f
2
z (−DK) depends only on the imaginary quadratic field K and fz, which
specifies the order Ofz ⊂ OK , the models of rational CFT for ∀[Ez]C ∈ E ll(Ofz) and a
common fρ have the same CM group. So, the ideal c([Ez]C, fρ) may be denoted by c(Ofz , fρ)
or c(K, fz, fρ) instead.
Before giving a proof of this Proposition,
Lemma 3.1.3. Let [Ez]C be an elliptic curve with complex multiplication by an order Ofz
of an imaginary quadratic field. We use the notation introduced in section 2.1. Then the
lattice bz := (Z+ zZ) for the analytic representation [Ez]C ∼= C/bz is a proper22 ideal of Ofz .
Let us then fix an isomorphism C/Ω′−(Λ−) ∼= C/bz (cf Lemma 2.4.14). Then the set iReps
corresponds to
iReps ∼= (fρ
√
Dzi)
−1bz/bz ⊂ C/bz ∼= C/Ω′−(Λ−). (153)
Proof. : In the Statement 2.4.14, we have almost already argued that Ω′−(Λ
∨
−) is mapped
into (1/(ifρ
√
Dz)) × bz, when Ω′−(Λ−) is mapped to bz. The claim of this Lemma is then
obvious.
Proof. of Proposition 3.1.2: it is easy to understand that (fρ
√
Dzi)Ofz is contained in the
ideal c of Ofz . At least by resorting to the honest-to-definition study of the subset c ⊂ Ofz ,
we have verified that c is indeed equal to (fρ
√
Dzi)Ofz .
Remark 3.1.4. In the case fz = 1, so Ofz = OK , there is a relation23 c = (fρ
√
DK)OK =
fρdK/Q. It then follows that
[OK : c] = NmK/Q(c) = f 2ρ |DK |. (154)
One will also notice that
N2DΛ− = |DK |2f 2ρ = |DK | · NmK/Q(c). (155)
22
Definition: A fractional ideal bz of an order Ofz of an imaginary quadratic field K is said to be proper,
if its algebra of complex multiplication is no less, no larger than Ofz .
23The different dK/Q is known to be equal to the principal integral ideal (
√
DK)OK for an imaginary
quadratic field K.
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3.1.2 Decomposition of F ([z], fρ) under the Action of the CM Group
3.1.5. Think of a model of diagonal rational CFT, and let A− be the set of irreducible
representations of the chiral algebra (V−, Y−). Let Z[A−] be the fusion algebra; the generators
of Z[A−] are denoted by {eβ | β ∈ A−}.
The symmetry group of the fusion algebra, Aut(Z[A−]), acts on the vector space of
conformal blocks. Let [f{α}] = {[f{α}]{β} | {β} ∈ (A−)3g−3+n} be a (g, n) conformal block
for a choice of irreducible representations {α} = {α1, · · · , αn} ∈ (A−)n of the n external
lines (vertex operator insertions); the |A−|(3g−3+n) components are for different choices of
irreducible representations β at (3g − 3 + n) sewing loci of a pants decomposition of a (g, n)
pointed Riemann surface. The group Aut(Z[A−]) acts on the set (A−)n naturally, where
{α} = {0, 0, · · · } ∈ (A−)n forms a trivial orbit. We consider the action of Aut(Z[A−]) on the
vector space of (g, n) conformal blocks with {α} = {0} in the following, given by
g : [f{0}]{β1,··· ,β3g−3+n} 7→ [f{0}]{g−1·β1,··· ,g−1·β3g−3+n}, g ∈ Aut(Z[A−]). (156)
Suppose that G0 is a symmetry group of the vertex operator algebra (V−, Y−); a symmetry
operation g0 ∈ G0 induces a map A− → A−, β 7→ g0 · β, in a way the vertex operators for
states v ∈ Vβ=0 satisfy
Y (g0 · v; u(p)) = [g0] · Y (v; u(p)) · [g0]−1 (157)
for [g0] ∈ ⊕β∈A−Hom(V−,Y−)(Vβ, Vg0·β). So, we have a homomorphism G0 → Aut(Z[A−]).
When we choose a set of n representations {ρ1,··· ,n} of G0 where each ρi is one of irreducible
components of G0 on V−, the chiral correlation functions
f⊗ivi := 〈f{0}, ⊗ni=1vi〉 (158)
of n states {vi=1,··· ,n} in ρi=1,··· ,n inserted at n points transform under G0 as
[f⊗ivi ]{g−10 ·β} = [f⊗ivi ]{β} · (⊗
n
i=1ρi(g0)) . (159)
Now let us assume that the group G0 is abelian, and choose an abelian subgroup G of
Aut(Z[A−]) that contains G0. The representations ρi=1,··· ,n of G0 are all 1-dimensional then.
For a chosen {vi=1,··· ,n}, consider the representation of the group G on the vector space of
chiral correlation functions SpanC{[f⊗ivi ]{β} | {β} ∈ (A−)3g−3+n},” where on which g ∈ G
acts via (156). Some of those chiral correlation functions are trivially zero,
[f⊗ivi ]{β} = 0, {β} ∈ (A−)3g−3+n \ (A−)3g−3+n∗ ; (160)
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those with {β} ∈ (A−)3g−3+n∗ are subject to the relation (159). Thus the vector space
SpanC{[f⊗ivi ]{β} | {β} ∈ (A−)3g−3+n} is obtained from the quotient vector space
C(A−−)3g−3+n → C(A−)3g−3+n∗ /G0 , (161)
where C(set) := SpanC{ex | x ∈ (set)} is a formal vector space over C generated by formal in-
dependent basis elements ex that are in one-to-one with the elements of the (set). Restriction
of the representation of G on this quotient vector space to G0 reproduces the representation
⊗ni=1ρi, with the multiplicity |(A−)3g−3+n∗ /G0|. •
Now, let us go back to the cases of our interest in this article. We consider models of
rational CFT for ([Ez], fρ) in bosonic string theory (a T
2-target model) and the corresponding
version in Type II string theory.
3.1.6. In the model of rational CFT and in the rational model of N = (2, 2) SCFT for a
set of data ([Ez]C, fρ), the vertex operator algebra (V−, Y−) has a symmetry group G0 =
Aut([Ez]C) ∼= O×fz . Each one of the CM group [Ofz/c]× elements induces an automorphism
of the fusion algebra Z[iReps], and hence the CM group is contained24 in Aut(Z[iReps]) as
a subgroup.25 So, the CM group plays the role of the group G in the discussion above.
Consider the vector space generated by the “(g, n) = (1, 2) chiral correlation functions.”
We set {α} = {0, 0} as in 3.1.5; this is because the two vertex operators (∂uXC) and J− both
belong to 0 ∈ iReps. The “(1, 2) chiral correlation functions” are identical to zero, if {β1, β2}
does not satisfy β1 = β2. So, (iReps)
3g−3+n
∗ = G
∗
Λ−
⊂ GΛ−.
The representation ρ of G0 = Aut([Ez]C) is (ρ
1)−1 and trivial for the states (∂uXC) and
J−, respectively. The relation (105) in the model for ([Ez]C, fρ) can be read as a special
case of (159). As a special case of Statement 3.1.5, the CM group G = [Ofz/c]× acts on
the vector space of “the (g, n) = (1, 2) chiral correlation functions”26 CG∗Λ−/G0
; when the
24 The fusion algebra here is the group algebra Z[iReps] of iReps over Z where iReps ∼= Λ∨/Λ is an
abelian group. We know (cf. [Sehg, p.198, Prop 36.1]) that the automorphism group of the fusion algebra is
isomorphic to the automorphism group of the abelian group iReps. Thus, the CM group can be regarded as
a subgroup of the automorphism group of the fusion algebra. It is in general merely a proper subgroup; not
all automorphisms of the fusion algebra can be regarded as elements of the CM group.
25 Reference [FG-RSS] identifies a subgroup of Aut(Z[A−]) of a model of rational CFT in the following way.
The Galois action on the monodromy representation matrices (as reviewed in 5.2.2) induces permutation on
A− where 0 ∈ A− (the vacuum repr) is mapped to itself. Such a Galois action is a symmetry of the fusion
algebra and the charge conjugation combined [FG-RSS]. The authors of the present article are not ready to
state the relation between this subgroup of Aut(Z[A−]) and the CM group in the case of T
2-target models.
26 The corresponding discussion in our previous paper [KW] exploited too much a non-canonical embedding
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representation is restricted from the group G to G0 = Aut([Ez]C), we have just |G∗Λ−/G0|
copy of the representation (ρ1)−1.
We will see in Thm. 3.3.13 that the homomorphism CG∗Λ−/Aut([Ez ]C)
→ F ([z], fρ) is not
necessarily injective; “the (g, n) = (1, 2) chiral correlation functions” may still be subject to
linear relations not captured in the quotient (161). The representation space CG∗Λ−/G0
may
have multiple copies of the same representation of the CM group, and this redundancy is just
gone on the representation space F ([z], fρ). Because the CM group [Ofz/c]× is abelian, the
representation space F ([z], fρ) can be decomposed into subspaces
F ([z], fρ) ∼= ⊕χ−1f ∈Char([Ofz/c]×)F ([z], fρ)
χ−1f (162)
where each subspace is the representation space (allowing multiplicity larger than 1) of a
character χ−1f of the group [Ofz/c]×. •
3.1.3 Interpretation
3.1.7. Before moving on to the sections, we discuss in the following, what the complex
multiplication operation in [Ofz/c]× does on the conformal blocks (and the states in the
models of rational CFT) to the extent that we can at this moment.
Remark 3.1.8. The most solid interpretation on the complex multiplication operation
[Ofz/c]× ∋ [α] : iReps→ iReps (163)
[α] : CG∗Λ/Aut([Ez]C) → CG∗Λ/Aut([Ez]C), (164)
we have at the moment is that it is a map from iReps to iReps in the open string lan-
guage. Here, we see iReps = Λ∨−/Λ− ∼= ΛCardy/Λwinding as the D0-brane Cardy states in a
model of diagonal rational CFT [GV]. The complex multiplication operation [α] induces a
1-to-1 exchange among the Cardy states. The Cardy states are labeled by the finite group
ΛCardy/Λwinding ⊂ C/Λwinding = [Ez]C of torsion points of the CM elliptic curve [Ez]C. So,
mathematicians are familiar with this action of the complex multiplication operation as that
on a finite quotient of ⊗ℓ∈Spec(Z)Tateℓ(E), where Tateℓ(E) ∼= Zℓ ⊕ Zℓ is the Tate module for
of Λwinding ∼= Λ− into a sublattice of OK ; in fact, Λwinding and ΛCardy ∼= Λ∨− are the modules of the order
OK , which may well be rescaled to be within OK , but it is not mandatory or essential to do so. In the
presentation here, it is clear that the complex multiplication operations Ofz [resp. [Ofz/c]×] forms a ring
[resp. a group]; lattices Λ− and Λ
∨
− [resp. iReps
∼= Λ∨−/Λ−] are modules/lattices [resp. is a set] on which
the ring [resp. the group] acts on. We do not think of multiplication between elements of Λ∨− or iReps. We
were, in fact, a bit confused about this in our previous paper.
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a rational prime integer ℓ associated with an elliptic curve [Ez ]C = C/Λwinding. When a data
([Ez]C, fρ) is given and fixed, then the finite group of torsion points ΛCardy/Λwinding is fixed;
when we scan fρ while [Ez]C fixed, then multiple different finite quotients of ⊗ℓTateℓ(E) are
obtained as iReps’ for such a class of models of rational CFT.
The interpretation of the complex multiplication operation as permutation of the Cardy
states is well-defined and solid, as above; here, we will now try to see if we can interpret
the complex multiplication operation as a homomorphism on the Hilbert space of the cor-
responding model(s) of rational CFT. There will be multiple versions of defining such a
homomorphism, but one version is presented in the following.
Let [Ez]C be an elliptic curve with complex multiplication, and A ∈ End([Ez]C) = Ofz . It
defines a linear map A : H1([Ez]C;Z) → H1([Ez]C;Z). Its dual isogeny A∨ ∈ End([Ez]C) (so
A∨ ·A = A ·A∨ = deg(A) · 1 in End([Ez]C)) also defines a linear map (A∨)∗ : H1([Ez]C;Z)→
H1([Ez]C;Z).
Now, think of the model of rational CFT for a set of data ([Ez]C, fρ) for some fρ ∈ N.
The linear map
A⊕ (A∨)∗ : H1([Ez]C;Z)⊕H1([Ez]C;Z) −→ H1([Ez]C;Z)⊕H1([Ez]C;Z) (165)
can be extended to the entire Hilbert space of the model of rational CFT by having (A⊕(A∨)∗)
act only on the U(1) charges while keeping stringy oscillator excitations intact.
The endomorphism (A⊕ (A∨)∗) on the Hilbert space of the model of rational CFT is not
one-to-one; (A ⊕ (A∨)∗) ∈ End(II2,2) maps II2,2 to its index deg(A)2 subgroup. Moreover,
it is a homomorphism of the abelian group II2,2 = H1([Ez]C;Z)⊕H1([Ez]C;Z), but violates
the intersection form of the lattice II2,2 by a scalar factor deg(A). The homomorphism
(A ⊕ (A∨)∗) : II2,2 → II2,2 maps Λ∓ to themselves, and Λ∨∓ also to themselves, where the
image is an index deg(A) subgroup. The complex multiplication operation (A + c) ∈ Ofz/c
on iReps ∼= Λ∨−/Λ− in section 3.1.1 agrees with the map (A⊕ (A∨)∗) : Λ∨−/Λ− → Λ∨−/Λ−.
3.2 CM Group Character and Nebentypus
We have seen in 2.4.15 that the vector space F ([z], fρ) of the rational model of N = (2, 2)
SCFT for a set of data ([z], fρ) is a subspace of S2(Γ(NDΛ)). On the other hand, the
vector space S2(Γ(N)) has a decomposition (138). In the following, we will see that the
decomposition (162) of the vector space F ([z], fρ) under the action of the CM group is
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compatible with the decomposition (138) of S2(Γ(NDΛ)) with respect to the nebentypus
χNDΛ ∈ Char([Z/(NDΛ)]×).
In the rest of this article, the linear maps Ω′± and Ω±, and the lattices Λ± are denoted by
Ω′, Ω, and Λ, respectively.
Proposition 3.2.1. The vector space F ([z], fρ)
χ−1f for χ−1f ∈ Char([Ofz/c]×) is in the com-
ponent S2(Γ
0
0(NDΛ), χNDΛ[χf ]) where the nebentypus χNDΛ ∈ Char([Z/(NDΛ)]×) for χ−1f —
denoted by χNDΛ[χf ]—is given by
χNDΛ[χf ] = ǫ
−1
DΛ · χ−1f =
(
DK
−
)
χ−1
f
. (166)
Both ǫ−1DΛ and χf are characters of the multiplicative group [Z/(NDΛ)]
×; ǫ−1DΛ has been intro-
duced in Lemma 2.4.7, while χ−1
f
:= χ−1f · i, where27 i : [Z/(NDΛ)]× → [Ofz/c]× is to regard
multiplication of an integer (modulo NDΛ) as a complex multiplication.
Proof. : The vector space F ([z], fρ)
χ−1f is generated by the linear combinations of the “(g, n) =
(1, 2) chiral correlation functions” of the form
f II1Ω′(τws; [β0];χf) :=
1
|Aut([Ez]C)||[Ofz/c]×β0|
∑
g′∈[Ofz/c]×
χf(g
′) f II1Ω′(τws; (g
′)−1 · β0) (167)
for β0’s in G
∗
Λ. Here, [Ofz/c]×β0 is the isotropy subgroup of the CM group at β0 ∈ iReps. To
see this, one just has to note that
g · f II1Ω′([β0];χf) =
1
|Aut([Ez]C)||[Ofz/c]×β0|
∑
g′∈[Ofz/c]×
χf(g
′) f II1Ω′(g
−1 · (g′)−1 · β0)
=
χ−1f (g)
|Aut([Ez]C)||[Ofz/c]×β0|
∑
g′∈[Ofz/c]×
χf(g
′g) f II1Ω′(g
−1 · (g′)−1 · β0)
= χ−1f (g) f
II
1Ω′([β0];χf ). (168)
The action of g ∈ [Ofz/c]× on f II1Ω′ ’s is that of (156, 158).
27 Note that c | (NDΛ)Ofz (and hence this homomorphism i : [Z/(NDΛ)]× → [Ofz/c]× is well-defined).
This is because the former is c = (fρ
√
Dzi)Ofz , and the latter is (NDΛ)Ofz = (fρDz)Ofz ; finally,
√
Dzi =
fz
√
DK ∈ Ofz .
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Now, it is straightforward to see, for A = [a, b; c, d] ∈ Γ00(NDΛ), that
f II1Ω′([β0];χf )|[A]2 =
1
|Aut([Ez]C)||[Ofz/c]×β0 |
∑
g′∈[Ofz/c]×
χf (g
′) f II1Ω′((g
′)−1 · β0)|[A]2
=
ǫ−1DΛ[−1](a)
|Aut([Ez]C)||[Ofz/c]×β0 |
∑
g′∈[Ofz/c]×
χf (g
′) f II1Ω′(a · (g′)−1 · β0)
= ǫ−1DΛ(d)χ
−1
f
(d) f II1Ω′([β0];χf); (169)
we have used Prop. 2.4.10, eq. (60), and Lemma 2.4.7, in the second equality above.
3.2.1 The Example S2(Γ(8)) Once Again
Let us revisit the examples we worked on in section 2.4.3 to see that linear combinations (167)
diagonalizing the CM group action correspond indeed to Hecke newforms and their images in
the vector space of oldforms. The 5-dimensional vector space S2(Γ(8)) ∼= S2(Γ00(8), χ8(0, 0))⊕
S2(Γ
0
0(8), χ8(0, 1)) is generated by “the chiral correlation functions” of the model with the
data (j, fρ) = (1728, 2) and the model with the data (j, fρ) = (20
3, 1); the two models have
their own CM groups, which act on the 3-dimensional F ([i], 2) ∼= S2(Γ00(8), χ8(0, 0)) and the
2-dimensional F ([
√
2i], 1) ∼= S2(Γ00(8), χ8(0, 1)) separately. So, we study the action of the
CM group on F ([i], 2) and F ([
√
2i], 1) separately.
Example 3.2.2. In the model of rational CFT associated with the data (j(z), fρ) = (1728, 2),
K = Q(
√−1), and c([Ez=i]C, 2) = (4)OK . [OK/c]× ∼= Z/(2)× Z/(4), where the first factor is
generated by an order-2 element (3+2i) mod c and the second factor by an order-4 element (i)
mod c. The Aut([Ez]C) ∼= Z/(4) subgroup of [OK/c]× is precisely the Z/(4) factor generated
by [(i)×], the multiplication of i.
The CM group [OK/c]× acts on the vector space F ([z], fρ) in the way the restriction of
the characters χ−1f on Aut([Ez]C) ⊂ [OK/c]× is (ρ1)−1. Let us parametrize the characters χf
of the CM group by χf(a, b) with a ∈ Z/(2) and b ∈ Z/(4); χf : [(3 + 2i)×] 7→ (−1)a and
χf : [(i)×] 7→ ib. The condition (χ−1f )|Aut([Ez ]C) = (ρ1)−1 leaves b = 1 ∈ Z/(4), and ∀a ∈ Z/(2).
The conductor is cf = (4)OK if a = 1 ∈ Z/(2), and cf = (2 + 2i)OK if a = 0 ∈ Z/(2).
Let us work out the nebentypus of the lift of chiral correlation functions by using Prop
3.2.1. First, ǫ−1DΛ on [Z/(NDΛ)]
× is ǫ−1DΛ = (DK/−) = χ8(1, 0) (recall that NDΛ = 8 in this
example) in the convention of Example 2.4.16. Secondly, the character χf = χ8(1, 0) when
χf = χf (a, 1), regardless of a ∈ Z/(2); this is because the homomorphism i : [Z/(8)]× =
[Z/(NDΛ)]
× → [Ofz/c]× = Z/(2) × Z/(4) is given by i : [7] 7→ [(i)×]2 and i : [5] 7→ [(1)×].
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So, the nebentypus is χNDΛ [χf(a, 1)] = χ8(1, 0) ·χ8(1, 0)−1 = χf(0, 0) regardless of a ∈ Z/(2).
Therefore, we see by applying Prop. 3.2.1 that all of F ([z = i], fρ = 2)
χf (a,1)
−1
with ∀a ∈ Z/(2)
of this model should contribute to the cuspforms of nebentypus χ8(0, 0) (as we knew in
Example 2.4.16).
In the following, we see explicitly that the newforms (117) and the oldform (118) both
of nebentypus χ8(0, 0) are not just random linear combinations of the “(g, n) = (1, 2) chiral
correlation functions,” but are those (167) that diagonalize the action of the CM group. As a
preparation, let us have a look at how iReps of this SCFT model decomposes into the orbits
of the CM group action. In the image Ω(iReps) ∼= OK/(4),
orbq=OK = {1, i, 3, 3i, 3 + 2i, 2 + 3i, 1 + 2i, 2 + i}, (170)
orbq=(1+i) = {1 + i, 3 + i, 3 + 3i, 1 + 3i}, (171)
and {2, 2i}∐{2+2i}∐{0}; notations for the orbits to be introduced systematically in Lemma
3.3.8 are already used here.
Let us start off with working on F ([z], fρ)
χf (1,1)
−1
. The CM-group-diagonalizing combi-
nation (167) for the character χf (1, 1) and the orbit orbOK
f II1Ω′(τws; [1];χf(1, 1)) =
1
4
(
f II1Ω′(1) + if
II
1Ω′(3i)− f II1Ω′(3)− if II1Ω′(i)
)
− 1
4
(
f II1Ω′(3 + 2i) + if
II
1Ω′(2 + i)− f II1Ω′(1 + 2i)− if II1Ω′(2 + 3i)
)
= f II1Ω′(1)− f II1Ω′(3 + 2i), (172)
is already the newform in (117); the level Mf = 64 is also reproduced by |DK |Nm(cf ) = 4 ·16
because cf = (4) for this χf .
Let us now work on F ([z], fρ)
χf (0,1)
−1
. The CM-group-diagonalizing combination (167)
for this χf and the orbits orbOK and orb(1+i) are
f II1Ω′(τws; [1];χf(0, 1)) =
1
4
(
f II1Ω′(1) + if
II
1Ω′(3i)− f II1Ω′(3)− if II1Ω′(i)
)
+
1
4
(
f II1Ω′(3 + 2i) + if
II
1Ω′(2 + i)− f II1Ω′(1 + 2i)− if II1Ω′(2 + 3i)
)
= f II1Ω′(1) + f
II
1Ω′(3 + 2i), (173)
f II1Ω′(τws; [1 + i];χf(0, 1)) =
1
4
(
f II1Ω′(1 + i) + if
II
1Ω′(1 + 3i)− f II1Ω′(3 + 3i)− if II1Ω′(3 + i)
)
= f II1Ω′(1 + i). (174)
Those two combinations agree with the level Mf = 32 newform and oldform in (117, 118).
55
The example above might have given an impression that there is one-to-one correspon-
dence between “a choice of a character and a CM-group orbit” and “a newform or an oldform
of certain type”. This is a little too naive, however. Theorems 3.3.10 and 3.3.12 describe
which orbits of the CM group contribute to which newform/oldform.28
Presentation on the example for ([z], fρ) = ([i], 2) so far illustrates how discussions in
section 3.1 and Prop. 3.2.1 work in practice. The following materials on this example, on
the other hand, correspond to the general theory reviewed in section 4.1. Notations and
reasonings to be introduced there are used also here without an extra explanation.
In the example above with χf(0, 1) and Mf = 32, the Hecke character ϕ
(10)
K is such that
(cf Lemma 3.3.1 and Def. 3.3.2)
ϕ
(10)
K : (3)OK 7→ −3, (2 + i)OK 7→ −1 + 2i, (2− i)OK 7→ −1− 2i, (175)
(11)OK 7→ −11, (4 + 3i)OK 7→ −3 + 4i, (4− 3i)OK 7→ −3− 4i. (176)
So, for this newform, T
ϕ
(10)
K
= K(ϕ
(10)
K (a)) is Q(i), which agrees with the CM field K. So,
[T
ϕ
(10)
K
: K] = 1. This Hecke character satisfies ϕ
(01)
K = cc · ϕ(10)K = ϕ(10)K · cc, and Kf for the
Hecke theta function f = f
ϕ
(10)
K
is Q; see Lemma 4.1.2 and Example 4.1.4. This Mf = 32
newform alone forms a Q-simple CM-type abelian variety Af/Q, which is 1-dimensional.
To the Hecke character ϕ
(10)
K : K
×\A×K → C of type [-1/2;1,0], there is one corresponding
arithmetic model E/K of [Ez=i]C of Shimura type (see section 4.1.2 for a definition of elliptic
curves of Shimura type; see section 4.2 of [KW] for the correspondence); the field of definition
k can be K in this example. So, B/K = E/K is also 1-dimensional (Lemma 4.1.8), which is
consistent with [T
ϕ
(1,0)
K
: K] = 1 in this example. There is an isogeny Af×QK ∼ B/K = E/K
(Prop. 4.1.16).
The arithmetic model E/K in this example descends to a model E+/Q (see section 4.2
of [KW]), so we also have an abelian variety B+/Q (see Statement 4.1.15). B+/Q = E+/Q,
and [T+ : Q] = 1. The isogenies Af ×QK ∼ B/K descends to isogenies Af/Q ∼ B+/Q as in
[Wort, Thm. 3.1].
In the example above with Mf = 64, precisely the same story can be repeated, although
the Hecke character ϕ
(10)
K is different from the one for Mf = 32.
The two Hecke theta functions (114)—therefore the “chiral correlation functions” (117)—
are related to the L-functions for (appropriate arithmetic models of) the corresponding elliptic
28In the language of Thm. 3.3.12, the newform/oldform of level Mf = 32 above is for cf = (2 + 2i),
where c/cf = (1 + i), qp.cf = OK . For the r = 2 oldform, we can choose qr = (1 + i) = qr.f ; qr.p.cf = OK .
Contributing to the r = 2 oldform is the orbit orbq0 with q0 = qr.f .
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curve [Ez]C with complex multiplication. The choice χf(0, 1) (the conductor (2 + 2i)OK and
Mf = 32) is known to be for the arithmetic model E
+
z=i/Q given by y
2 = x3 − x and its
Q-isogenous class.29 See [Kob, Chap.II]. NE/Q = (32) ∈ Div(Spec(Z)). The choice χf (1, 1)
(the conductor (4)OK and level Mf = 64) is known to be for the arithmetic model E
+
z=i/Q
given by y2 = x3 − 4x and its Q-isogenous class. NE/Q = (64) ∈ Div(Spec(Z)). •
Example 3.2.3. For (j(z), fρ) = (j(
√
2i), 1) = (203, 1), K = Q(
√−2), and c([E√2i]C, 1) =
(2
√
2i)OK , which is an example of the general formula (Props. 3.1.2) for c for the cases with
complex multiplication by a maximal order OK , fz = 1.
The group of CM operations is [OK/c]× ∼= Z/(4) generated by [(1+
√
2i)×], which contains
Aut([Ez]C) = {[(±1)×]} as the Z/(2) ⊂ Z/(4) subgroup. Characters of the CM group are
labeled by a ∈ Z/(4), where χf (a) : [(1 +
√
2i)×] 7→ ia. For the restriction of the character
χ−1f of [OK/c]× to the subgroup Aut([Ez]C) = {±1} to be (ρ1)−1, a ∈ Z/(4) needs to be either
one of {1, 3} ⊂ Z/(4). For both of the two characters χf(a) with a ∈ {1, 3}, the conductor
cf is equal to c.
Prop. 3.2.1 determines the nebentypus of the cuspforms in F ([z], fρ)
χf (a)
−1
; that should
reproduce the result χ8(0, 1), which we found in Example 2.4.17 by comparing Fourier coef-
ficients with database. First, ǫ−1DΛ = (DK/−) = χ8(1, 1) in this case. Secondly, χf = χf · i is
χ8(1, 0) for any one of χf = χf (a
′′) with a′′ ∈ {1, 3}. So, the nebentypus χNDΛ[χf(a′′)] of the
linear combination of the “chiral correlation functions” is determined by Prop. 3.2.1 to be
ǫ−1DΛ · χ−1f = χ8(1, 1) · χ8(1, 0)−1 = χ8(0, 1) indeed.
The set G∗Λ = GΛ\GΛ[2] consists of single orbit under the CM group action, orbq=OK =
{1, 1 +√2i, 3, 3 +√2i} in the image Ω(iReps). The “chiral correlation functions” summed
over this orbit as in (167),
f II1Ω′(τws; [1];χf(a
′′)) =
1
2
[
f II1Ω′(1) + i
a′′f II1Ω′(3 +
√
2i)− f II1Ω′([3])− ia
′′
f II1Ω′(1 +
√
2i)
)
,
=
(
f II1Ω′(1) + i
a′′f II1Ω′(3 +
√
2i)
)
, (177)
are precisely the linear combinations identified with the newforms in (125). F ([
√
2i], 1) ∼=
S2(Γ
0
0(8), χ8(0, 1)).
29 According to Table 1 of [Crem], the Q-isogenous class of the model y2 = x3 − x over Q, where NE/Q =
(32) ∈ Div(Spec(Z)), consists of four models over Q not mutually isomorphic over Q; two have j = 1728, and
the other two have j(2i) = 663. All of them have the same (Mf = 32) newform. The newform for Mf = 64
is for four Q-isomorphism classes including y2 = x3 − 4x; two are for j = 1728 and the remaining two for
j(2i) = 663, NE/Q = (64); the four forms one Q-isogenous class, as before.
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For the two characters χf (a
′′), a′′ ∈ {1, 3} = {±1}, we have two Hecke characters of
K×\A×K of type [-1/2;1,0], which we denote by ϕ(10)K,±:
ϕ
(10)
K,± : (1 +
√
2i)OK 7→ ±(−
√
2 + i), (1−
√
2i)OK 7→ ±(+
√
2 + i). (178)
ϕ
(01)
K,± : (1 +
√
2i)OK 7→ ±(−
√
2− i), (1−
√
2i)OK 7→ ±(+
√
2− i). (179)
Two Hecke characters of type [-1/2;-1,0] are also presented here. T
ϕ
(1,0)
K
= K(
√
2) = K(i),
and [T
ϕ
(1,0)
K
: K] = 2, in particular. The Hecke theta functions satisfy f
ϕ
(10)
K,±
= f
ϕ
(01)
K,∓
, so there
are two Hecke theta functions, not four, which are the newforms with level Mf = 64 and
nebentypus χ8(0, 1) we have seen already. Kf = Q(i) for both. So, [Tϕ(1,0)K
: Kf ] = 2 (see
Lemma 4.1.2 and Example 4.1.5). This pair of newforms have one common Q-simple abelian
variety Af/Q of CM type.
To the two Hecke characters ϕ
(10)
K,±, there is just one isogenous class of elliptic curves of
Shimura type, E/k. This statement follows from the fact that the character χf(±1) takes
value in O×K = {±1} only in the Z/2Z subgroup {1, 3} ⊂ [OK/cf ]× ∼= Z/4Z; see section 4.2 of
[KW] for why. B/K is 2-dimensional, and is K-simple, because the pair ϕ
(10)
K,± for this model
E/k forms just one GaloisK-orbit (see Lemma 4.1.2). There is an isogeny Af ×Q K ∼ B/K
defined over K (Props. 4.1.16).
The arithmetic model E/k also descends to E+/F , where F must be a degree-2 subfield
of k, and must be a degree-2 extension of Q. We can see this by applying the condition of
Thm. 4.2.25 of [KW]. Now, dim(B+/Q) = 2. B+ consists of just one Q-simple factor. There
is an isogeny Af → B+ defined over Q, as in [Wort, Thm. 3.1] •
3.3 Hecke Theta Functions and Type II String Chiral Correlation
Functions
In Theorems 3.3.4, 3.3.12, and 3.3.13 in this section 3.3, we find that Hecke theta functions
of an imaginary quadratic field K (reviewed below by just writing down mathematical facts)
are realized by the “chiral correlation functions” of T 2-target models of rational CFT asso-
ciated with elliptic curves with complex multiplication by OK . A similar version of them
has been presented in [KW], but in the following, we present a version much more refined
from mathematical perspectives. The relevance of those Hecke theta functions in arithmetic
geometry of CM elliptic curves is reviewed in section 4.1.
First, we refer to some facts about Hecke characters of an imaginary quadratic field K,
and then define Hecke theta functions associated with a Hecke character.
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Lemma 3.3.1. Let K be an imaginary quadratic field, and cf an integral ideal of OK that
satisfies the following compatibility condition. For any Hecke character ϕ : K×\A×K → C× of
the idele class group K×\A×K of type [-1/2; 1,0] with the conductor cf (where we assume that
the ideal cf is compatible with the type [1,0]), one character χ
′
f : [OK/cf ]× → S1 is assigned.
Conversely, suppose that cf is an integral ideal of OK compatible with the type [1,0], and
χ′f : [OK/cf ]× → S1 is a character whose restriction on the subgroup O×K ⊂ [OK/cf ]× is
(ρ1)−1. Then there are h(OK) distinct Hecke characters {ϕaˆ | aˆ = 1, · · · , h(OK)} of the idele
class group of K. The relation between χ′f and ϕ is characterized by the condition that
ϕ((α)OK) = ρ
1(α)χ′f(α),
∀α ∈ OK s.t. (α) + cf = OK . (180)
See section 4.2 of [KW] for a review.
Definition 3.3.2. Let K be an imaginary quadratic field, ϕ a Hecke character of the idele
class group K×\A×K , and cf its conductor. Then its Hecke theta function ϑ(τ ;ϕ) over τ ∈ H
is defined by
ϑ(τ ;ϕ) :=
∑
Iintegral
ϕ(I)qNm(I), (181)
where the sum runs over all the integral ideals I of OK , and ϕ(I) for I not mutually prime
to cf is defined to be zero.
Here is a property of Hecke theta functions that we need.
Lemma 3.3.3. ([Hecke]; Lemma 3 of [Shim-eCM]) Let ϕ : A×K/K
× → C1 be a Hecke
character of the idele class group of an imaginary quadratic field K of type [−1/2; 1, 0], and
cf its conductor. Then its Hecke theta function ϑ(τ ;ϕ) is a Hecke newform in the vector
space S2(Γ0(Nϕ), χN) with
Nϕ = |DK | NmK/Q(cf), (182)
χNϕ(d) =
(
DK
d
)
χ′f(d) (183)
for d ∈ [Z/(Nϕ)]×.
3.3.1 Newforms Realized by Chiral Correlation Functions
For a given imaginary quadratic field K and its Hecke character ϕ of type [-1/2; 1,0], its
Hecke theta function ϑ(τ ;ϕ) is a weight-2 cuspform with the level and nebentypus given
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above. It is in the space of newforms [S2(Γ0(Nϕ);χNϕ)]
new
Nϕ , in particular. In the following,
we will see that all of those Hecke theta functions are realized by the “chiral correlation
functions” of rational T 2-target models of Type II string for ([z], fρ) with [z] ∈ E ll(OK) and
an appropriately chosen Ka¨hler parameter fρ ∈ N.
Theorem 3.3.4. Fix Ofz with fz = 1 (so Ofz = OK) and fρ. Think of rational T 2-target
models of N = (2, 2) SCFT associated with data ([z], fρ), [z] ∈ E ll(OK). Then the CM group
[OK/c]× is common to all of those h(OK) models (Prop. 3.1.2). For a character χf of this
common CM group whose restriction to the subgroup Aut([Eza ]C) = O×K is ρ1, the vector
space
F (E ll(OK), fρ)χ
−1
f := ⊕h(OK)a=1 F ([za], fρ)χ
−1
f . (184)
of “(g, n) = (1, 2) chiral correlation functions” of those models is of our interest.
Let cf be an integral ideal of OK compatible with the type [1,0], and suppose that cf |c.
Let ϕ be a Hecke character of the idele class group K×\A×K of type [-1/2; 1, 0] with the
conductor cf . Then its Hecke theta function ϑ(τ ;ϕ) is found within the vector space (184),
if the character χ′f associated with ϕ (cf Lemma 3.3.1) is equal to χ
−1
f . Here, the argument
τ of the Hecke theta functions is related to the complex structure moduli parameter τws
of g = 1 worldsheet through (95). Moreover, the Hecke theta functions ϑ(τ ;ϕ) are linear
combinations of f II1Ω′(τws; β)([za],fρ)’s in the vector space (184) with all the coefficients having
the same absolute value (modulus) unless the coefficient is zero (Thm. 3.3.10 describes for
which β ∈ iRepsa the coefficient vanishes).
Remark 3.3.5. Before getting into a proof, here we run a consistency check. The level
NDΛa and the character ǫ
−1
DΛa
are common to all the h(OK) models associated with ([za], fρ),
a = 1, · · · , h(OK) (see and Lemmas 2.4.3 and 2.4.8). The vector spaces F ([za], fρ)χ
−1
f for
a = 1, · · · , h(OK) with a common character χf are therefore identified with a part of a
common vector space S2(Γ
0
0(NDΛ), χNDΛ[χf ]) because of Prop. 3.2.1.
The rescaling of the argument (95) brings the chiral correlation functions in the vector
space S2(Γ
0
0(NDΛ), χNDΛ[χf ]) into S2(Γ0(N
2
DΛ), χNDΛ[χf ]).
The vector space S2(Γ0(N), χN) contains NewForms(Mf , χN)|[diag(1, 1)]2 with Mf |N ,
and the case N = N2DΛ = |DK |NmK/Q(c) is of our interest (Rmk. 3.1.4). So, if a Hecke theta
function ϑ(τ ;ϕ) is to be found in the vector space S2(Γ0(N
2
DΛ), χN [χf ]), then Nϕ|N2DΛ should
be satisfied, or equivalently NmK/Q(cf)|NmK/Q(c) (see Lemma 3.3.3). •
In proving Thm 3.3.4, the following two well-known results are used.
60
Lemma 3.3.6. Notation is the same as in Def. 3.3.2. The Hecke theta function ϑ(τ ;ϕ) has
the following expression:
ϑ(τ ;ϕ) =
∑
K∈ClK
ϑ(τ ;ϕ;K), (185)
ϑ(τ ;ϕ;K) =
1
|O×K |
1
ϕ(a(K))
∑
α∈a(K)
χ′f (α)ρ
1(α)q|ρ
1(α)|2
C
/Nm(a(K)), (186)
where a(K) is any integral30 ideal of OK that belongs to the ideal class K−1 prime to cf .
The value ϕ(a(K)) ∈ C should, when the ideal class a(K) is an order r element in ClK ,
satisfy (ϕ(a(K)))r = ϕ((α)OK) = χ
′
f (α)ρ
1(α), where α ∈ K× is a generator of the principal
ideal (a(K))r. This is why the character χ′f of [OK/cf ]× almost determines the Hecke character
ϕ but not quite (finite choices {ϕaˆ | aˆ = 1, · · · , h(OK)} remain for a given χf , as stated in
Lemma 3.3.1). •
Lemma 3.3.7. For [Eza ]C ∈ E ll(OK), the rank-2 lattices bza for [Eza ]C are all fractional ideals
of OK , and azabza are integral ideals of OK . NmK/Qbza = 1/aza, and NmK/Q(azabza) = aza . •
Proof. of Thm. 3.3.4: For each [za] ∈ E ll(OK), let [bza ] = K−1a ∈ ClK , so Ka = [b−1za ]. Let us
first prove for each Ka ∈ ClK that ϑ(τ ;ϕ,Ka) is in the vector space F ([za], fρ).
The integral ideal azabza can be used as a(Ka) in Lemma 3.3.6, if (azabza) is prime to
cf . If it is not, then choose c
′
a ∈ K so that c′aazabza is integral and also prime to cf . Such
b′za := c
′
aazabza is used for a(K). The sum in (186) is over the lattice b
′
za then. NmK/Q(b
′
za) =
|c′a|2Caza . When the sum over α ∈ b′za is grouped into ∐[α0]∈b′za/b′za c(α0 + b′zac), the coefficient
χ′f(α) in the sum remains the same in individual groups; χ
′
f(α1) = χ
′
f(α2) if α1, α2 ∈ α0+cb′za
because the conductor cf divides c, and hence it also divides cb
′
za .
This observation helps in finding a relation between the Hecke theta functions and the
“chiral correlation functions”. The linear map Ω introduced in (111) maps the lattices Λa
and Λ∨a of the rational T
2-target model of N = (2, 2) SCFT to
Ω(Λa) = cbza , Ω(Λ
∨
a ) = bza , (187)
so the groups of the sum labeled by bza/cbza are in one-to-one with the irreducible represen-
tations of the vertex operator algebra:
iRepsa ↔ Ω(iRepsa) = Ω(Λ∨a )/Ω(Λa)↔ b′za/cb′za . (188)
30 Any fractional OK ideal a that is prime to cf and [a] = K−1 can play the role of a(K), by extending the
definition of χ′f properly. But we stick to an integral a(K) in the main text to keep the presentation simple.
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For each group,
i
√|GΛa|√
2azafρ
f II1Ω′(τws; β0)([za],fρ) =
w0+Ω(Λa)∑
w∈
ρ1(w) qaza |w|
2
C =
α0+b′zac∑
α∈
ρ1(α)
c′aaza
q
|α|2
C
|c′a|
2
C
aza (189)
indeed, where Ω(β0) = [w0] ∈ bza/cbza , and the label w in the sum in the middle is related
to α in the sum (186) are in the relation c′aazaw = α. So, we can just take a sum of them to
arrive at
ϑ(τ ;ϕ,Ka) =
1
|O×K |
i
√|GΛ|√
2fρ
c′a
√
aza
ϕ(b′za)
∑
β∈iRepsa
χ′f(c
′
aazaΩ(β))f
II
1Ω′(τws; β)([za],fρ). (190)
Obviously, the value of χ′f is either zero or a root of unity. The factor c
′
a
√
aza/ϕ(b
′
za) is
also a root of unity. So, all the f II1Ω′(τws; β)([za],fρ)’s in the expression above have either the
vanishing coefficient (when χ′f = 0) or a C-valued coefficient that is |O×K |−1 ×
√
fρ|DK |/2
times a root of unity.
Next, let us confirm that ϑ(τ ;Ka) is in the vector space F ([za], fρ)
χ−1f . The set iRepsa
can be grouped into orbits under the action of the CM group [OK/c]×, and the sum over
β ∈ iRepsa in (190) can also be grouped accordingly. The sum in each group is (for some
β∗ ∈ iRepsa representing an orbit)∑
g∈[OK/c]×
χ′f(c
′
aazaΩ(g · β∗))f II1Ω′(g · β∗)([za],fρ)
= χ′f (c
′
aazaΩ(β∗))×
∑
g∈[OK/c]×
χ′f (g)f
II
1Ω′(g · β∗)([za],fρ),
precisely the same form of sum in (167), if and only if χ′f = χ
−1
f .
Finally, because ϑ(τ ;ϕ,Ka)’s are in the vector space F ([za], fρ)
χ−1f for all [za] ∈ E ll(OK)
(if χ−1f = χ
′
f and cf |c), the Hecke theta functions ϑ(τ ;ϕ) in (185) must be in the vector
space F (E ll(OK), fρ)χ
−1
f in (184). For a given character χ−1f = χ
′
f ∈ Char([OK/cf ]×), there
are h(OK) distinct Hecke characters associated with the same χ′f (Lemma 3.3.1), all of their
Hecke theta functions are in the same vector space F (E ll(OK), fρ)χ
−1
f .
Theorem 3.3.4 has not specified for which β ∈ iRepsa, a = 1, · · · , h(OK) the linear
combination coefficient of f II1Ω′(τws; β)([za],fρ) is non-zero. As a preparation for stating this
information, we write down a decomposition of iRepsa that is compatible with the CM group
action. This decomposition (for any rational T 2-target model with fz = 1) is a generalization
of what we already worked out in Examples 3.2.2 and 3.2.3.
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Lemma 3.3.8. Let K be an imaginary quadratic field, c an integral ideal of OK , and b a
fractional ideal. Let c =
∏
i p
ni
i be the prime ideal decomposition in OK . The group [OK/c]×
within the ring OK/c acts on the OK/c-module b/bc, and the set b/bc is decomposed into
orbits under the action of the group [OK/c]×.
The orbit decomposition is given by
b/bc = ∐q|c orbq, (191)
orbq :=
(
bq \ ∪q | q′ | c bq′
)
/bc, (192)
and the action of the group [OK/c]× on the orbit orbq0 factors through [OK/c0]× where
c0 := c/q0. An element x ∈ b/bc is in orbq0 iff c0 := Ann(x). •
The elementary Lemma above in algebraic number theory is translated to the following
statement in rational T 2-target models of CFT.
Proposition 3.3.9. For a fixed Ka¨hler parameter fρ ∈ N>0, think of h(OK) models of T 2-
target CFT associated with the data ([za], fρ), where [za] ∈ E ll(OK), a = 1, · · · , h(OK).
The set of irreducible representations iRepsa is decomposed into the orbits of the CM group
[OK/c]× where the orbits are labeled by integral ideals q0 that divides c. The orbit in iRepsa
that is mapped by Ω to orbq0 ⊂ bza/bzac is denoted by orbaq0 . The number of irreducible
representations in orbaq0 depends only on q0, but not on a ∈ {1, · · · , h(OK)}.
In Statement 2.4.15, we have seen that f II1Ω′(τws; β) = 0 for β’s in GΛ = Λ
∨/Λ where
the subgroup G0 = Aut([Ez]C) of the CM group does not act freely. One of such β’s are
the 2-torsion points GΛ[2] ⊂ GΛ, which is non-empty iff 2|f 2ρDK (fz = 1 now). The CM
group action preserves GΛ[2], and the orbits within GΛ[2] are orbq0 ’s with q0 that divisible
by (fρ
√
DK/2)OK . The other group of β’s are the fixed points of order-3 automorphisms
available when DK = −3. They correspond to orbq0 with q0 = c/(
√−3)OK . •
Theorem 3.3.10. When a Hecke theta function ϑ(τ ;ϕ) is written as a linear combination
of f II1Ω′(τws; β)([za],fρ)’s, the coefficients are non-zero only for β’s in the orbits
∐h(OK)a=1 ∐q|c, and q+cf=OK orbaq . (193)
The condition on q here is equivalent to q|qp.cf , where qp.cf :=
∏
i/∈Supp(cf ) p
ni
i when c =
∏
i p
ni
i
is the prime ideal decomposition.
Proof. Suppose that α ∈ c′aazabza = b′za in the proof of Thm. 3.3.4 is in orbaq0 . This means
that q0 is the largest ideal dividing (α)OK(b
′
za)
−1 + c. The coefficient χ′f (α) is non-zero if
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and only if (α)OK is prime to cf ; this condition is the same as (α)OK(b
′
za)
−1 being prime to
cf , because we chose b
′
za to be prime to cf in the proof. So, χ
′
f (α) is non-zero if and only if
q0|qp.cf .
Remark 3.3.11. Reference [Ribet, §3] introduces a notion of CM modular form. It is a Hecke
newform f ∈ Sk(Γ0(N), χ), where χ is the nebentypus, with certain properties described in
[Ribet, §3]. Ref. [Ribet, §3 and Thm 4.5] states further that those CM modular forms are in
one-to-one with Hecke theta functions of some imaginary quadratic field K and some Hecke
character of ϕ : K×\A×K → C of type [−(k − 1)/2; (k − 1), 0].
Therefore, Thm. 3.3.4 can be rephrased as follows. All the CM modular forms in
S2(Γ1(N
2
DΛ)), including the |[diag(1, 1)]2 image of those of S2(Γ1(Mf )) with the level dividing
N2DΛ, are found within the subspace ⊕χfF (E ll(OK), fρ)χ
−1
f of S2(Γ1(N
2
DΛ)). •
3.3.2 Oldforms Realized by Chiral Correlation Functions
The vector space of “(g, n) = (1, 2) chiral correlation functions” often allows more indepen-
dent linear combinations than those exploited in Theorem 3.3.4; (118) and (174) are examples.
We also know that the vector space S2(Γ0(N), χN [χf ]) with N = N
2
DΛ not only contains Hecke
theta functions for Hecke characters with a conductor cf dividing c (as in Theorem 3.3.4), but
also their images under the linear operators |[diag(r, 1)]2 for r|NmK/Q(c)/NmK/Q(cf ). In the
following, we study which of those oldforms are realized by chiral correlation functions, and for
which of them multiple realizations exist (i.e., the homomorphism CG∗Λ/Aut([Ez ]C) → F ([z], fρ)
is not an isomorphism but a projection).
Theorem 3.3.12. Notations being the same as in Theorem 3.3.4. Suppose that cf |c, and
χ′f = χ
−1
f . Then the oldforms ϑ(τ ;ϕ)|[diag(r, 1)]2 associated with the Hecke theta function
ϑ(τ ;ϕ) are found within the vector space (184), if there exists an integral ideal qr satisfying
r = NmK/Q(qr), qr | c/cf . (194)
Proof. The task now is to find a relation between the functions ϑ(rτ ;ϕ;Ka) with a =
1, · · · , h(OK) and the “chiral correlation functions,” because
ϑ(τ ;ϕ)|[diag(r, 1)]2 = r
∑
K∈ClK
ϑ(rτ ;ϕ,K). (195)
Let a′ ∈ {1, · · · , h(OK)} be such that [bza′ ] = [bzaq−1r ] in the ideal class group ClK . Then
there exists ξa,qr ∈ K such that
b′zaq
−1
r = (ξa,qr)OKb
′
za′
. (196)
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Using this, a Fourier series of qr×Nm(I)’s with [I] = Ka can be regarded as a Fourier series of
qNm(I
′)’s with [I ′] = Ka′ :
ϑ(rτ ;ϕ;Ka) =
1
|O×K |
1
ϕ(b′za)
∑
α∈b′za
ϕ((α))q
r
|α|2
C
Nm(b′za ) , (197)
=
1
|O×K |
1
ϕ(b′za)
∑
α∈b′za
ϕ((α))q
|α|2
C
Nm(b′zaq
−1
r ) , (198)
=
1
|O×K |
1
ϕ(b′za)
∑
α∈b′za
χ′f(α)ρ
1(α)q
|α/ξa,qr |
2
C
Nm(b′z
a′
) . (199)
Note that the sum over α ∈ b′za is equivalent to the sum over α/ξa,qr ∈ b′za′qr, and is also
equivalent to the sum over integral ideals of the form (α/ξa,qr)(b
′
za′
)−1q−1r .
The character χ′f has periodicity, χ
′
f (α1) = χ
′
f(α2) when α1 − α2 ∈ b′zacq−1r , because we
assume in this Theorem that cf |cq−1r . This periodicity translates to (α1 − α2)/ξa,qr ∈ b′za′ c.
So,
ϑ(rτ ;ϕ,Ka) =
1
|O×K |
ξa,qr
ϕ(b′za)
∑
y∈qrb′z
a′
/b′z
a′
c
χ′f(y)
∑
γ∈y
ρ1(γ)q
|γ|2
C
Nm(b′z
a′
) , (200)
where γ = α/ξa,qr , and χ
′
f(y) := χ
′
f((ξa,qrγ)OK ) for any γ in the mod b
′
za′
c class, y. It is then
easy to see that
ϑ(rτ ;ϕ,Ka) =
1
|O×K |
i
√|GΛ|√
2fρ
c′a′
√
aza′ξa,qr
ϕ(b′za)
∑
y∈qrb′za′ /b
′
za′
c
χ′f(y)f
II
1Ω′(τws; β)([za′ ],fρ); (201)
c′a′aza′Ω(β) = y. The function ϑ(rτ ;ϕ;Ka) is in F ([za′ ], fρ)
χ−1f with χ−1f = χ
′
f , and the oldform
ϑ(τ, ϕ)|[diag(r, 1)]2 is in F (E ll(OK), fρ)χ
−1
f .
The overall factor in front of the sum in y has the absolute value independent of a ∈
1, · · · , h(OK). The sum in (201) has non-zero contributions only from c′a′aza′Ω(β) = y’s in
the orbits orba
′
q0
in iRepsa′ with q0 of the form
q0 = qr.fq0.p.cf ,
∀q0.p.cf s.t. qr.p.cf |q0.p.cf and q0.p.cf |qp.cf , (202)
where qr =: qr.fqr.p.cf is the decomposition into Supp(cf) and Supp(c)\Supp(cf). One can
easily see that this condition on q0 for the r = 1 case (newform)—the qr = OK case—becomes
the condition q0|qp.cf in Thm. 3.3.10.
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Theorem 3.3.13. The image of the homomorphism
⊕h(OK)a=1 CG∗Λa/Aut([Eza ]C) −→ S2(Γ(NDΛ))→ S2(Γ1(N
2
DΛ)), (203)
denoted by
F (E ll(OK), fρ) := ⊕χfF (E ll(OK), fρ)χ
−1
f = ⊕h(OK)a=1 F ([za], fρ), (204)
is within the vector subspace spanned by Hecke theta functions of the imaginary quadratic
fields K such that cf |c, and their oldforms.
The homomorphism above is not necessarily surjective to this subspace. This is because
there is not always an ideal qr for r = NmK/Q(qr); at a rational prime (p) that is inert in the
extension K/Q, NmK/Q(q) cannot have an odd power of p.
The homomorphism above is not necessarily injective. This is because there are multiple
choices of qr for a given r if it is divisible by a rational prime p above which OK is unramified,
and which splits completely in OK .
Proof. Consider the homomorphism
Corbaq0/Aut([Eza ]C)
−→ F ([za], fρ) = ⊕χfF ([za], fρ)χ
−1
f ⊂ S2(Γ(NDΛ)) (205)
first. This homomorphism is injective. This is because the dimension of the vector space
Corbaq0/Aut([Eza ]C)
is the same as the number of characters of [OK/c0]× (where c0 = cq−10 )
whose restriction on G0 = Aut([Eza ]C) (use G0 ⊂ [OK/c]× → [OK/c0]×) is the same as ρ1.
This means that each one of those characters χf gives rise to a linear combination of the
“chiral correlation functions” in Corbaq0/Aut([Eza ]C), which is in the subspace F ([za], fρ)
χ−1f .
So, all the images are mutually linearly independent, and hence the homomorphism above
is injective. We have also learned that the linear combinations using the characters of the
CM group—(167)—already realize all the possible linearly independent combinations of the
“chiral correlation functions” associated with the orbit orbaq0 .
Let us now focus on the homomorphism projected onto the component F ([za], fρ)
χ−1f , and
consider
⊕(cf |cq−10 )q0 Corbaq0/Aut([Eza ]C) −→ F ([za], fρ)
χ−1f . (206)
This is not necessarily injective for the reason stated already in the statement of this Theorem;
the proof of Thm. 3.3.12 (the argument around (201)) indicates that two different choices of
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qr give rise to two different linear combinations of the “chiral correlation functions” that are
identical.
The arguments so far have shown that all that we obtain as ⊕aF ([za], fρ)χ
−1
f are the
ϑ(rτ, ϕ,Ka′)’s with r for which qr exists. Therefore, the image F (E ll(OK), fρ) remains within
the Hecke theta functions of the imaginary quadratic field K with the conductor cf dividing
c, and their oldforms. Moreover, the set of all possible values of r is also determined by the
availability of an ideal qr. So, the oldform ϑ(τ, ϕ)|[diag(r, 1)]2 is not obtained within the
vector space F (E ll(OK), fρ) for r’s stated already in this Theorem.
Remark 3.3.14. Thm. 3.3.4 states that Hecke theta functions, newforms of level Nϕ, are
realized within the vector space F (E ll(OK), fρ) ⊂ S2(Γ1(N2DΛ)) only when we include the
“chiral correlation functions” from all the components, F ([za], fρ), with a = 1, · · · , h(OK).
The vector spaces F ([za], fρ) with different [za] ∈ E ll(OK) are “chiral correlation functions”
of SCFT’s with different target-spaces. When Hecke operators of Γ0(N
2
DΛ) act on “chiral
correlation functions” of a model for ([za], fρ), the results are no longer within (∂uX
C)–J−
“(g, n) = (1, 2) chiral correlation functions” of the same model (cf [HW]), but are linear
combinations of those of models for ([zb], fρ) with [zb] ∈ E ll(OK), including31 [zb] 6= [za].
When we bring the “(g, n) = (1, 2) chiral correlation functions” F
(Ω,
∫
J)
{0,0} ([za], fρ) together
from the set of models with ([za], fρ) for all [za] ∈ E ll(OK), the action of Hecke operators is
closed within this vector space. Although it sounds a little odd to take a linear combination
of correlation functions of multiple different field theory models, it turns out to be quite
reasonable thing to do from the perspective of arithmetic geometry. See Statement 4.2.4. •
3.4 An Example: S2(Γ(20))
We have seen that the vector space
S2(Γ(8)) = S2(Γ
0
0(8), χ8(0, 0))⊕ S2(Γ00(8), χ8(0, 1)) (207)
is obtained entirely by the vector spaces of “(g, n) = (1, 2) chiral correlation functions”
F ([i], 2) ⊕ F ([√2i], 1) of the two rational models of N = (2, 2) SCFT, those for ([z], fρ) =
([i], 2) and ([
√
2i], 1). Let us present here a less trivial example of the discussions in section
3.3.
31There are infinitely many imaginary quadratic fields K, but the set Ell(OK) consists of just one element
(i.e., h(OK) = 1) for only nine K’s.
67
As such an example, we choose S2(Γ(20)). For NDΛ = fρDz = fρf
2
z (−DK) to divide 20,
the only possibilities are (Dz, fρ) = (4, 5) and (20, 1). Since fz = 1 for both of those two
models, we can use all the results obtained in section 3.3.
3.4.1 The Vector Space S2(Γ(20))
First, we have a brief look at the number of newforms that belong to S2(Γ(20)). All the con-
crete results in this section 3.4.1 are obtained by using SAGE. The vector space S2(Γ(20)) of
weight-2 cuspforms for Γ(20) can be decomposed into ⊕χ20S2(Γ00(20), χ20), where the neben-
typus32 χ20 : [Z/(20)]
× → S1 can be either one of χ20(0, 0), χ20(1, 1), χ20(0, 2), and χ20(1, 3);
there are four other characters of the group [Z/(20)]×, but there is no weight-2 cuspform of
such a nebentypus. The number of newforms of level Mf |202 in S2(Γ00(20), χ20) for each one
of the four χ20’s are shown below. First, for the nebentypus χ20(0, 0),
|NewForm(400, χ20(0, 0))| = 8, |NewForm(80, χ20(0, 0))| = 2, (208)
|NewForm(200, χ20(0, 0))| = 5, |NewForm(40, χ20(0, 0))| = 1, (209)
|NewForm(100, χ20(0, 0))| = 1, |NewForm(20, χ20(0, 0))| = 1, (210)
|NewForm(50, χ20(0, 0))| = 2, (211)
next for the nebentypus χ20(0, 2),
|NewForm(400, χ20(0, 2))| = 8, |NewForm(80, χ20(0, 0))| = 2, (212)
|NewForm(200, χ20(0, 2))| = 4, |NewForm(40, χ20(0, 0))| = 2, (213)
|NewForm(100, χ20(0, 2))| = 2, |NewForm(20, χ20(0, 0))| = 0, (214)
|NewForm(50, χ20(0, 2))| = 2, (215)
and finally for χ20(1, 1) and χ20(1, 3),
|NewForm(400, χ20(1, 1))| = 9, |NewForm(80, χ20(0, 0))| = 3, (216)
|NewForm(200, χ20(1, 1))| = 0, |NewForm(40, χ20(0, 0))| = 0, (217)
|NewForm(100, χ20(1, 1))| = 7, |NewForm(20, χ20(0, 0))| = 1. (218)
The dimension of the entire vector space S2(Γ
0
0(20), χ20(1, 1)), for example, is
1× 9 + 2× 0 + 3× 7 + 2× 3 + 4× 0 + 6× 1; (219)
32 Here, a character of the group [Z/(20)]× ∼= Z/(2) × Z/(4) is denoted by χ20(a, b), with a ∈ Z/(2) and
b ∈ Z/(4). The factor Z/(2) of [Z/(20)]× is generated by 11 mod 20, and Z/(4) of [Z/(20)]× by 17 mod 20.
χ20(a, b) : [11] 7→ (−1)a and χ20(a, b) : [17] 7→ ib.
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the factors multiplied to the number of newforms of level Mf take account of the number of
oldforms associated with the newforms, and are the number of divisors of 400/Mf .
Now, we have a detailed look at the cuspforms for Γ00(20) with the nebentypus χ20(1, 1).
At level Mf = 400, there are nine newforms,
q +
10
7
iq29 +
16(i− 1)
7
q33 − 16(1 + i)
7
q37 − 3
7
q41
+ a3
(
q3 − 6q23 + 7iq27)
+ a7
(
q7 + 3iq23 + 3q27 − iq43)
+ a9
(
q9 − 4
7
q29 +
2(1 + i)
7
q33 +
2(i− 1)
7
q37 +
3
7
iq41
)
+ a11
(
q11 + (i− 1)q23 + (i+ 1)q27 + q31 − iq39)
+ a13
(
q13 +
3(1− i)
7
q29 − 3
7
q33 − 3
7
iq37 +
3(1 + i)
7
q41
)
+ a17
(
q17 − 2(1 + i)
7
q29 − 5
7
iq33 − 2
7
q37 +
2(1− i)
7
q41
)
+ a19
(
q19 + 3(1 + i)q23 + 3(1− i)q27 − iq31 − q39)
+ a21
(
q21 +
6
7
iq29 +
3(1− i)
7
q33 +
3(1 + i)
7
q37 − 6
7
q41
)
, (220)
with the nine choices of the Hecke eigenvalues {a3, a7, a9, a11, a13, a17, a19, a21}:
0 0 (−3i) 0 5(1− i) 5(1 + i) 0 0
±√(10i) ±√(−10i) (7i) 0 0 0 0 10
±√(6i) ∓√(−6i) (3i) ±(2√3)i (−1 + i) −(1 + i) ±4√3 −6√
i 4
√
(−i) (−2i) ±(3√3)i ±2√(−3i) ∓3√(3i) ±√3 4
−√i −4√(−i) (−2i) ±(3√3)i ∓2√(−3i) ±3√(3i) ±√3 4
 . (221)
Here,
√
i and
√
(−i) are short-hand notations of eπi/4 and e−πi/4, respectively.
There is no newform at level Mf = 200. There are seven newforms at level Mf = 100,
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which are
q + iq9 − 2q11 + 2iq14 + 2q16 − 2iq19 + · · ·
+ a2
(
q2 − 3(1 + i)
2
q9 − 3
2
(1− i)q11 − 2q12 + iq13 + 3(i− 1)q16 − q17 − iq18 + 3
2
(i+ 1)q19
)
+ a3
(
q3 + (i− 1)q9 − (1 + i)q11 + 2(1 + i)q16 + iq17 − 2q18 + (1− i)q19 + · · · )
+ a4
(
q4 +
1
2
q9 +
3
2
iq11 − q14 − 2iq16 − 3
2
q19 + · · ·
)
+ a6
(
q6 − 1
2
iq9 − 1
2
q11 + iq14 − q16 − 1
2
iq19 + · · ·
)
(222)
+ a7
(
q7 − (1 + i)
2
q9 +
(1− i)
2
q11 − 2q12 + iq13 + (i− 1)q16 + (i+ 1)
2
q19 + · · ·
)
+ a8
(
q8 +
(i− 1)
2
q9 − (1 + i)
2
q11 − iq12 − q13 + (i+ 1)q16 + iq17 − q18 + (1− i)
2
q19 + · · ·
)
with the coefficients given by
{a2, a3, a4, a6, a7, a8}=

(1 + i) 0 2i 0 0 (−2 + 2i)
±(1 − i) ±(1 + i) −2i 2 ∓3(1 − i) ∓(2 + 2i)
±
√
3i+
√−5i
2
∓√5i −i+
√
15
2
−5−i√15
2
0 ±
√
−11i+3√5
2
±
√
3i−√−5i
2
±√5i −i−
√
15
2
−5+i√15
2
0 ±
√
−11i−3√5
2
 .
(223)
At level Mf = 80, there are three newforms,
q + q9 + (i− 3)q13 + (−3i− 1)q17 + (i− 3)q21 + 5iq25 − 4iq29 + · · ·
+ a3
(
q3 + iq7 + (−i− 1)q11 + (−2i− 1)q15 + (2i− 2)q19 + q23)
+ a5
(
q5 + (−i− 1)q9 + 2iq13 − 2q17 + (−i+ 1)q21 + (−i+ 1)q25) , (224)
with the coefficients given by
{a3, a5} =
[
0 (2 + i)
±√(6i) −(1 + 2i)
]
. (225)
There is no newform at level Mf = 40, and there is just one newform at level Mf = 20,
which is
q + (−i− 1)q2 + 2iq4 + (i− 2)q5 + (−2i+ 2)q8 − 3iq9 + (i+ 3)q10 + (i− 1)q13 − 4q16 + · · · .
(226)
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We will see that the “(g, n(= (1, 2) chiral correlation functions” of rational models of N =
(2, 2) SCFT end up having nebentypus χ20(1, 1) or χ20(1, 3), but not χ20(0, 0) or χ20(0, 2).
Although we have had detailed look at the newforms of the nebentypus χ20(0, 0) and those
of the nebentypus χ20(0, 2), we are not including them here. In light of Rmk. 3.3.11, we see
that there is no CM modular form in S2(Γ0(400), χ) with χ = χ20(0, 0) or χ20(0, 2).
3.4.2 The Models for ([Eza ]C, fρ) with fρ = 1, and [Eza ]C ∈ E ll(OK), K = Q(
√−5)
For an imaginary quadratic field K = Q(
√−5), the ideal class group is ClK = Z/(2), and
hence E ll(OK) = Z/(2). There is a pair of C-isomorphism classes of elliptic curves with
complex multiplication by OK . One is C/(Z + wKZ) = [EwK ]C and the other C/(Z +
w′KZ) = [Ew′K ]C, where wK =
√−5 and w′K = (1 + wK)/2 in this section 3.4.2; they are
labeled by a ∈ {0, 1} ∼= Z/(2), respectively. The two lattices bz0 := (Z + wKZ) = OK
and bz1 := (Z + w
′
KZ) =: 2
−1p2 are both fractional OK-ideals. Their inverse, OK and
p2 := (1 + wK , 1− wK)OK respectively, represent the two ideal classes of ClK = Z/(2).
Think of the pair of rational models of N = (2, 2) SCFT corresponding to the pair of data
([z], fρ) = ([za], 1) with z0 = wK and z1 = w
′
K . For both models, NDΛ = Dzfρ = 20 · 1 = 20.
So, the lift of (g, n) = (1, 2) “chiral correlation functions” should be found within S2(Γ(20)).
Let us see how they fit into the decomposition of S2(Γ(20)) in terms of the nebentypuses and
level Mf . The CM group is common to both models, and is
[OK/c]× ∼= Z/(2)× Z/(4) (227)
where the first and the second factor are generated by the CM operation [(4 + wK)×] and
[(3)×], respectively. Their characters χf are labeled by χf (a, b) with a ∈ Z/(2) and b ∈ Z/(4),
if χf : [(4 + wK)×] 7→ (−1)a and χf : [(3)×] 7→ ib. We will be interested in the characters
with ∀a ∈ Z/(2) and b ∈ {1, 3} ⊂ Z/(4), so that the restriction of the representation χ−1f
of the CM group is restricted to Aut([Ez]C) ∼= {(±1)} →֒ [OK/c]× to become (ρ1)−1. The
conductor of those characters are cf = c = (2wK)OK for χf (0, b
′′) with ∀b′′ ∈ {1, 3}, and
cf = (wK)OK for χf(1, b
′′) with ∀b′′ ∈ {1, 3}. Note also that χf (a, b′′) · cc 6= cc · χf (a, b′′) for
any choice of a ∈ Z/(2) and b′′ ∈ {1, 3} ⊂ Z/(4).
The character ǫ−1DL = (DK/−) on [Z/(20)]× is χ20(1, 2). The character χf of [Z/(20)]×
is determined by using the fact that i : [Z/(NDΛ)]
× → [OK/c]× is given by [11] 7→ [(1)×]
and [17] 7→ [(3)×]3. For χf = χf(a, b′′) with a ∈ Z/(2) and b′′ ∈ {1, 3} ⊂ /Z/(4), χf =
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χ20(0,−b′′). So, the nebentypus χNDΛ[χf ] is χ20(1, 2) · χ20(0, b′′) = χ20(1,−b′′).
F (E ll(OK), 1)χf (a,b′′)−1 →֒
[
S2(Γ
0
0(20), χ20(1, b
′′))
]
Mf (χf (a,b′′))
(228)
for a ∈ Z/(2) and b′′ ∈ {1, 3} ⊂ Z/(4). Remember that Mf(χf (a, b′′)) = |DK |NmK/Q(cf).
In the following, we write down the linear combinations of the “(g, n) = (1, 2) chiral
correlation functions” explicitly, and confirm that they reproduce the newforms and oldforms
in the way described in section 3.3. As a preparation, let us have a look at how iReps of the
two models decomposes under the action of the CM group. In the model for ([za=0], fρ) =
([wK ], 1), the set iRepsa=0 is GΛa=0 = OK/(2
√
5i)OK , and is decomposed into
orba=0q=OK = {1, 3, 9, 7, 4 + wK , 2 + wK , 6 + wK , 8 + wK} ⊂ iRepsa=0, (229)
orba=0q=p2 = {1 + wK , 3 + wK , 9 + wK , 7 + wK}, (230)
orba=0q=(2)OK
= {2, 6, 8, 4}, (231)
and the orbits GΛa=0[2] = (
√
5i)OK/(2
√
5i)OK . In the other model, where ([za=1], fρ) =
([w′K ], 1), the set iRepsa=1 = GΛa=1 = 2
−1p2/
√
5ip2 is decomposed into
orba=1OK =
{
7 + wK
2
,
1− wK
2
,
3 + wK
2
,
9− wK
2
,
3− wK
2
,
9 + wK
2
,
7− wK
2
,
1 + wK
2
}
⊂ iRepsa=1, (232)
orba=1q=p2 = {1, 3, 9, 7}, (233)
orba=1q=(2)OK
= {2, 6, 8, 4}, (234)
and the orbits GΛa=1[2] = 2
−1√5ip2/
√
5ip2.
Let us first work out (228) explicitly for (a, b′′) = (0, 3); the conductor is cf = (2wK)OK =
c, so the level Mf is expected to be 20 ·NmK/Q((2wK)OK ) = 20 ·20 = 400; we also expect that
“chiral correlation functions” of the orbits orbaq0=OK should be enough in reproducing the
Hecke theta functions associated with χf = χf(0, 3), because c/cf = OK in (202). Indeed,
straightforward calculation using (189) is enough to see that
i
√|GΛ|√
2fρ
f II1Ω′([1];χf(0, 3))([z0],1) =
(
q + 3iq9 + 2q21 + 6iq29 + · · · )
+
(
4iq9 + 8q21 − 12q41 + · · · ) . (235)
i
√|GΛ|√
2fρ
f II1Ω′([(7 + wK)/2];χf(0, 3))([z1],1) =
√
10(q3 − iq7 − 3q23 + iq27 + · · · ). (236)
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The two linear combinations of those “chiral correlation functions” from the two rational
models of N = (2, 2) SCFT,
i
√|GΛ|√
2fρ
(
f II1Ω′([1];χf(0, 3))([z0],1) ±
√
if II1Ω′([(7 + wK)/2];χf(0, 3))([z1],1)
)
, (237)
agree with two—those in the second row of (221)—of the nine newforms of the group Γ00(20),
weight 2, level Mf = 400, and nebentypus χ20(1, 1), as expected.
Next, we work out (228) for the other character χf—χf = χf(1, 3)—of the CM group
[OK/c]×, which we expect to contribute to the cuspforms of nebentypus χ20(1, 1). The
conductor is cf = (wK)OK , and c/cf = (2)OK . So we expect that the level is Mf = 20 ·
NmK/Q((wK)OK ) = 20 · 5 = 100. The CM group orbits of the form orbaq0 with q0 = OK , p2,
and (2)OK , of both of the models (a = 0, 1) are expected to contribute to the Hecke theta
functions and their oldforms of this level Mf = 100. To verify this expectation, we do the
straightforward computation using (189) once again.
i
√|GΛ|√
2fρ
f II1Ω′([1];χf(1, 3))([z0],1) =
(
q + 3iq9 + 2q21 + 6iq29 + · · · )
− (4iq9 + 8q21 − 12q41 + · · · ) . (238)
i
√|GΛ|√
2fρ
f II1Ω′([1 + wK ];χf(1, 3))([z0],1) = 2q
6 + 6iq14 + 2q46 − 8iq54 + · · · , (239)
i
√|GΛ|√
2fρ
f II1Ω′([2];χf(1, 3))([z0],1) = 2q
4 − 4iq16 + 4q24 − 2iq36 − 8q64 + · · · , (240)
are “chiral correlation functions” of the rational model of N = (2, 2) SCFT for ([Ez]C, fρ) =
(EwK , 1), and
i
√|GΛ|√
2fρ
f II1Ω′([(7 + wK)/2];χf(1, 3))([z1],1) =
√
2
(
iq3 − 3q7 + iq23 + 7q27 + · · · ) , (241)
i
√|GΛ|√
2fρ
f II1Ω′([1];χf(1, 3))([z1],1) =
√
2
(
q2 − iq18 − 8q42 + · · · ) , (242)
i
√|GΛ|√
2fρ
f II1Ω′([2];χf(1, 3))([z1],1) =
√
2
(
2q8 + 2iq12 − 6q28 + 6iq72 + · · · ) , (243)
are those for ([Ez]C, fρ) = ([Ew′K ]C, 1).
Two out of the seven newforms of the group Γ00(20), weight 2, level Mf = 100, and
nebentypus χ20(1, 1) are reproduced by the following two linear combinations of the six
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“chiral correlation functions” above (over orbaq0 ’s with q0 that divides qp.cf = p
2
2):
f II1Ω′([1];χf)([z0],1) + f
II
1Ω′([1 + wK ];χf )([z0],1) − if II1Ω′([2];χf)([z0],1)
±
√
(−i)
(
f II1Ω′ ([(7 + wK)/2];χf)([z1],1) + f
II
1Ω′([1];χf)([z1],1) − if II1Ω′([2];χf)([z1],1)
)
[all χf ’s here are χf(1, 3), just to save space], multiplied by i
√|GΛ|/(2fρ), is equal to
(q − 2iq4 + 2q6 − iq9 + 6iq14 − 4q16 + · · · )
± (1− i)(q2 + iq3 − 3q7 − 2iq8 − 2q12 − iq18 + · · · ), (244)
which correspond to the second row of (223) indeed.
For each one of these two Hecke newforms of level Mf = 100, there are two oldforms in
[S2(Γ
0
0(20), χ20(1, 1))]Mf=100; they are obtained from the newforms by |[diag(r, 1)]2 with r =
2, 4. We expect that all those oldforms are also obtained within ⊕[Ez]∈Ell(OK)F ([za], 1)χf (1,3)
−1
;
this is because c/cf = (2)OK = p
2
2, and hence we can choose qr = p2 for r = 2, and qr = (2)OK
for r = 4. Indeed, the linear combinations (over orbaq0 ’s with q0 = q0.p.cf = p2 and p
2
2)
f II1Ω′([1];χf)([z1],1) − if II1Ω′([2];χf )([z1],1) ±
√
i(f II1Ω′([1 + wK ];χf)([z0],1) − if II1Ω′([2];χf)([z0],1))
multiplied by i
√|GΛ|/(2fρ) is equal to
√
2(q2 − 2iq8 − 2q12 − iq18 + 6iq28 + · · · )
±
√
2(1− i)(q4 + iq6 − 3q14 − 2iq16 + · · · ), (245)
and the linear combination (over orbaq0 ’s with q0 = q0.p.cf = p
2
2)
i
√|GΛ|√
2fρ
(
f II1Ω′([2];χf)([z0],1) ±
√
(−i)f II1Ω′([2];χf )([z1],1)
)
(246)
is equal to
2(q4 − 2iq16 + 2q12 − iq18 + · · · )± 2(1− i)(q8 + iq12 − 3q28 + · · · ) (247)
indeed. The “chiral correlation functions” are summed in order to reproduce the oldforms
only over the CM group orbits of the irreducible representations of the chiral algebras specified
by (202).
To summarize,
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Example 3.4.1. The “(g, n) = (1, 2) chiral correlation functions” (60, 65) of the rational
model of N = (2, 2) SCFT for two sets of data, ([Eza ]C, fρ = 1) with [Eza ]C ∈ E ll(OK), be-
come single-valued when lifted to the modular curve X(20), the compactification ofH/Γ(20).
They form a vector space ⊕[Ez ]∈Ell(OK)F ([za], 1) over C of dimension 16, and occupies an
8-dimensional subspace of the vector space of cuspforms S2(Γ
0
0(20), χ20(1, 1)) and an 8-
dimensional subspace of S2(Γ
0
0(20), χ20(1, 3)).
The subspace of S2(Γ
0
0(20), χ20(1, 1)) obtained in this way is generated by two newforms
of level Mf = 400 (among the nine newforms of level Mf = 400), two newforms of level
Mf = 100 (among the seven newforms of level Mf = 100), and all possible oldforms of the
two level Mf = 100 newforms. Schematically, we might describe this situation in this way:
2400 + 2
(1,2,4)
100 ⊂ 9400 + 7(1,2,4)100 + 3(1,5)80 + 1(1,2,4,5,10,20)20 . • (248)
3.4.3 The Model for ([Ez ], fρ) with fρ = 5 and [z] = i
For an imaginary quadratic field K = Q(
√−1), the ideal class group is trivial, and there is
just one C-isomorphism class of elliptic curves with complex multiplication by OK ; z = i.
Now, we consider the rational model of N = (2, 2) SCFT for the data ([z], fρ) = ([i], 5). Then
NDΛ = Dzfρ = 4 · 5 = 20, so the lift of the “(g, n) = (1, 2) chiral correlation functions” of
this model should also contribute to S2(Γ(20)). bz = OK and bzc = (10)OK in this example.
In this model, the CM group is
[OK/c]× ∼= Z/(2)× Z/(4)× Z/(4), (249)
where we choose the generators of those three factors to be the CM operation [(3i)×], [(1 +
4i)×], and [(i)×]. The characters of this group are denoted by χf(a, b, c) with a ∈ Z/(2),
b ∈ Z/(4), and c ∈ Z/(4), when χf : [(3i)×] 7→ (−1)a, χf : [(1+4i)×] 7→ ib, and χf : [(i)×] 7→
ic. Due to the condition that the restriction of the representation (χf )
−1 to the subgroup
Aut([Ez]C) ∼= {±1,±i} →֒ [OK/c]× should be (ρ1)−1, only the characters χf(a, b, c) with
c = 1 ∈ Z/(4) are relevant. The conductor of those eight character χf(a, b, 1), a ∈ Z/(2),
b ∈ Z/(4) are summarized in Table 1. Their corresponding nebentypus χNDΛ[χf ] is also
computed33 by using Prop. 3.2.1, and are also written in the Table.
33 First, ǫ−1DL = (DK/−) = (−4/−) = χ20(1, 0). The other character χf of [Z/(20)]× is χ20(0, 2a+ 1) for
χf(a, b, 1), because i : [Z/(20)]
× → [OK/(10)]× is given by i : [11] 7→ [(1)×] and i : [17] 7→ [(3i)×]3[(i)×]. So,
χNDΛ [χf ] = χ20(1, 0) · χ20(0, 1 + 2a)−1 = χ20(1, 2a− 1).
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χf (a, b, 1) (0,1) (0,0) (0,3) (0,2) (1,0) (1,3) (1,2) (1,1)
cf (10) (5) (2− 4i) (1 + 2i) (10) (5) (2 + 4i) (1− 2i)
Mf 400 100 80 20 400 100 80 20
χ20[χf ] χ20(1, 3) χ20(1, 1)
Table 1: This table summarizes properties of the eight characters of the CM group labeled by
(a, b) ∈ Z/(2)× Z/(4) shown in the first row. Conductors cf , the level Mf , and nebentypus
χ20[χf ] of the corresponding Hecke theta function are shown for each column.
The CM group [OK/c]× acts on the set of irreducible representations of the chiral algebra
GΛ and decomposes into the orbits. The 96 elements of GΛ are grouped into
orbOK = {1, · · · }32, orb(1±2i) = {(1± 2i), (−2± i), · · · , (4± 3i), (−3± 4i), · · · }8,
orb(1+i) = {1 + i, · · · , }16, orb(1∓3i) = {(1∓ 3i), (3± i), (−3∓ i), (−1± 3i)}4
orb(2) = {2, · · · , }16, orb(2±4i) = {(2± 4i), (4∓ 2i), (8∓ 4i), (6± 2i)}4,
and GΛ[2] = (5)/(10); the number of β’s in the orbits are indicated by the subscripts {· · · }n.
Let us first work out F ([i], 5)χf (1,0,1)
−1
. We expect that the “chiral correlation functions”
only of the orbit orbOK are necessary in reproducing one Hecke newform of level Mf = 400
and nebentypus χ20(1, 1). By using (189), we find that
i
√|GΛ|√
2fρ
f II1Ω′([1];χf(1, 0, 1)) = q − 3iq9 + (5− 5i)q13 + (5 + 5i)q17 − 4iq29 + · · · , (250)
− (5 + 5i)q37 + 8q41 + 7iq49 − (5− 5i)q53 − 12q61 − (5− 5i)q73 − 9q81 + 16iq89 + · · ·
which agrees with one of the nine newforms of weight 2, level Mf = 400, and nebentypus
χ20(1, 1); the one corresponding to the first row of (221).
Next, we confirm that F ([i], 5)χf (1,3,1)
−1
is indeed contained in [S2(Γ
0
0(20), χ20(1, 1))]Mf=100.
As a preparation, we work out f II1Ω′([β];χf(1, 3, 1)) of this model for the orbits orbq0 with
q0 = OK , (1 + i)OK , and (2)OK ; this is because cf = (5)OK , and hence c/cf = qp.cf = (2)OK .
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Brute force computation results in
i
√|GΛ|√
2fρ
f II1Ω′([1];χf) = q − 3iq9 + (1− i)q13 − (3 + 3i)q17 + 4iq29 + · · · , (251)
i
√|GΛ|√
2fρ
f II1Ω′([1 + i];χf ) = (1 + i)q
2 + (3− 3i)q18 + 2q26 + · · · , (252)
i
√|GΛ|√
2fρ
f II1Ω′([2];χf) = 2q
4 + (2 + 2i)q8 + 4iq16 + · · · . (253)
Their linear combination
i
√|GΛ|√
2fρ
(
f II1Ω′([1];χf) + f
II
1Ω′([1 + i];χf ) + if
II
1Ω′([2];χf)
)
= q + (1 + i)q2 + 2iq4 + 2(−1 + i)q8 − 3iq9 + (1− i)q13 − 4q16 − 3(1 + i)q17 + · · · (254)
agrees with one of the seven newforms of level Mf = 100 and nebentypus χ20(1, 1), the one
in the first row of (223). Two other linear combinations
i
√|GΛ|√
2fρ
(
f II1Ω′([1 + i];χf) + if
II
1Ω′([2];χf)
)
= (1 + i)
(
q2 + (1 + i)q4 + 2iq8 + 2(−1 + i)q16 + · · · ) , (255)
i
√|GΛ|√
2fρ
f II1Ω′([2];χf) = 2(q
4 + (1 + i)q8 + 2iq16 + · · · ) (256)
are its oldforms obtained by |[diag(2, 1)]2 and |[diag(4, 1)]2, respectively. The CM group orbits
contributing to the two oldforms above follow the pattern of (202) with c/cf = qp.cf = (2),
and qr = qr.p.cf = (1 + i) for r = 2 and = (2) for r = 4, respectively.
The vector space F ([i], 5)χf (1,2,1)
−1
is contained in [S2(Γ
0
0(20), χ20(1, 1))]Mf=80; to see this,
we use
i
√|GΛ|√
2fρ
f II1Ω′([1];χf) = q − 3iq9 − (5− 5i)q13 − (5 + 5i)q17 − 4iq29 + (5 + 5i)q37 + 8q41+,
i
√|GΛ|√
2fρ
f II1Ω′([2 + i];χf) = (2 + i)q
5 + (3 + 4i)q25 + (3− 6i)q45 + · · · , (257)
the “chiral correlation functions” summed over β’s in orbOK and orb(1−2i), respectively; be-
cause cf = (2 + 4i) implies c/cf = qp.cf = (1 − 2i), they are all that we need. Their linear
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combinations
i
√|GΛ|√
2fρ
(
f II1Ω′([1];χf) + f
II
1Ω′([2 + i];χf)
)
= q + (2 + i)q5 − 3iq9 − 5(1− i)q13 − 5(1 + i)q17 + (3 + 4i)q25 + · · · , (258)
i
√|GΛ|√
2fρ
f II1Ω′([2 + i];χf ) = (2 + i)
(
q5 + (2 + i)q25 − 3iq45 + · · · ) (259)
are one of two newforms at the level Mf = 80 and nebentypus χ20(1, 1)—the one corre-
sponding to the first row of (225)—and its oldform obtained by |[diag(r, 1)]2 with r = 5;
qr = qr.p.cf = (1− 2i) can be used.
There is one more character of the CM group, χf(1, 1, 1), whose F ([i], 5)
χ−1f contribute
to the cuspforms of nebentypus χ20(1, 1). The conductor cf = (1− 2i) implies c/cf = qp.cf =
(1+i)2OK (1+2i)OK , so there are six orbits orbq0 that contribute to [S2(Γ
0
0(20), χ20(1, 1))]Mf=20;
they are for q0 = (1+ i)
p
OK(1+2i)
q
OK with 0 ≤ p ≤ 2 and 0 ≤ q ≤ 1. Because there is just one
Hecke newform of level Mf = 20 and nebentypus χ20(1, 1), as we have seen in Thm. 3.3.10,
a sum over all the six orbits will yield the newform (226). We expect that all the possible
oldforms of this newform are also realized by the “chiral correlation functions” of this model;
we can choose qr = (1 + i)
p(1 + 2i)q with 0 ≤ p ≤ 2 and 0 ≤ q ≤ 1. Because the choice of
qr is unique for any one of r ∈ {2, 4, 5, 10, 20}, the homomorphism (206) is expected to be
injective in this example. We have not verified those expectations by explicit Fourier series
expansion for this case χf = χf (1, 1, 1), however.
To summarize,
Example 3.4.2. The “(g, n) = (1, 2) chiral correlation functions” (60, 65) of the rational
model of N = (2, 2) SCFT for the set of data ([Ez]C, fρ) with [z] = [i] and fρ = 5 become
single-valued when lifted to the modular curve X(20). They form a vector space F ([i], 5) over
C of dimension 24, and occupies a 12-dimensional subspace of the vector space of cuspforms
S2(Γ
0
0(20), χ20(1, 1)) and a 12-dimensional subspace of S2(Γ
0
0(20), χ20(1, 3)).
The subspace of S2(Γ
0
0(20), χ20(1, 1)) obtained in this way is generated by one newform of
levelMf = 400 (among the nine newforms of levelMf = 400), one newform of levelMf = 100
(among the seven newforms of level Mf = 100), one newform of level Mf = 80 (among the
two newforms), one (unique) newform of level Mf = 20, and all possible oldforms of those
newforms. Schematically, we might describe this situation in this way:
1400 + 1
(1,2,4)
100 + 1
(1,5)
80 + 1
(1,2,4,5,10,20)
20 ⊂ 9400 + 7(1,2,4)100 + 3(1,5)80 + 1(1,2,4,5,10,20)20 . (260)
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There is no overlap between the Hecke newforms obtained from the models of [Ez]C ∈
E ll(OK) of K = Q(
√−5), and the newforms obtained from the model of [Ez]C with z = i.
There are (6+4+2) newforms of level Mf = 400, 100 and 80 in the vector space of cuspforms
S2(Γ
0
0(20), χ20(1, 1)) that are NOT realized by the “(g, n) = (1, 2) chiral correlation functions”
(60, 65) of rational models of N = (2, 2) SCFT. None of the weight-2 cuspforms for Γ00(20)
of nebentypus χ20(0, 0) or χ20(0, 2) is realized by the “chiral correlation functions” either.
3.5 Chiral Correlation Functions of Models ([Ez]C, fρ) with Differ-
ent fρ’s
In section 3.3, we studied how the vector space F
(Ω,
∫
J)
{0,0} ([z], fρ) of “(g, n) = (1, 2) chiral cor-
relation functions” of the rational model of N = (2, 2) SCFT for a set of data ([Ez]C, fρ) fills
a part of the vector space H1,0(X(NDΛ);C), or a part of the vector space H
1,0(X1(N
2
DΛ);C).
Here, the level N of the principal congruence subgroup Γ(N) ⊂ SL(2;Z)ws acting on τws ∈ H
is chosen to be NDΛ = Dzfρ, because Γ(Dzfρ) is contained in the kernel of the monodromy
representation of SL(2;Z)ws ∼= Γ1,1 of this model of SCFT. It then makes sense also to
pose a question which subspace of H1,0(X(N);C) (and also of H1,0(X1(N
2);C) is filled by
F
(Ω,
∫
J)
{0,0} ([z], fρ) for any one of N ’s that are divisible by NDΛ, because such Γ(N)’s are also
contained in the kernel of the monodromy representation.
Take N = NDΛd, where d ∈ N>1. Then there are embeddings
ı(K,fρ;d
2,d′′) : F
(Ω,
∫
J)
{0,0} (E ll(OK), fρ) →֒ H1,0(X(NDΛd);C), (261)
ı
(K,fρ;d2,d′′)
1 : F
(Ω,
∫
J)
{0,0} (E ll(OK), fρ) →֒ H1,0(X1(N2DΛd2);C), (262)
labeled by integers d′′ that divide d2. Here, the embedding ı(K,fρ;d
2,d′′)
1 is the simple lift of
the “chiral correlation functions” to X(NDΛ) followed by |[diag(NDΛ, 1)]2 to X1(N2DΛ) (as in
sections 2 and and 3.3 so far), and further by |[diag(d′′, 1)]2 to X1(N2DΛd2); the embedding
ı(K,fρ;d
2,d′′) in (261) brings the image of ı
(K,fρ;d2,d′′)
1 to X(NDΛd) by |[diag(1/(dNDΛ), 1)]2. In
the discussion that follows, we are primarily concerned about the embeddings ı
(K,fρ;d2,d′′)
1 ’s
(than ı(K,fρ;d
2,d′′)’s).
The images of F
(Ω,
∫
J)
{0,0} (E ll(OK), fρ) under ı(K,fρ;d
2,d′′)
1 with multiple different d
′′’s mutually
overlap within H1,0(X1(N
2
DΛd
2);C), in general. Let f be the Hecke theta function associ-
ated with a Hecke character of K whose infinity type is [-1/2;1,0] and conductor cf . This
newform is in the image of ı
(K,fρ;1,1)
1 in H
1,0(X1(N
2
DΛ);C), so long as cf |c(K, fz = 1, fρ)
(Thm. 3.3.4). When the image of ı
(K,fρ;1,1)
1 contains the |[diag(d′, 1)]2 image of the level
79
Mf = |DK |NmK/Q(cf) newform (cf Thm. 3.3.12) the image of ı(K,fρ;d
2,d′′)
1 contains the
|[diag(d′d′′, 1)]2 image of the level Mf newform f . When one can find another pair of d′
and d′′ whose product d′d′′ remains the same as before, then the image of ı(K,fρ;d
2,d′′)
1 overlaps
with that of ı
(K,fρ;d2,d′′)
1 with d
′′ that of the other d′–d′′ pair.34
The largest value of d′ is NmK/Q(c/cf), and the largest possible value of d′′ is d2. The
combination of both yields the |[d′d′′, 1]2 image of the newform in H1,0(X1(N2DΛd2);C) with
the largest possible
d′d′′ ≤ NmK/Q(fρ
√
DK)/cf)d
2 = NmK/Q((dfρ
√
DK)OK/cf). (264)
To summarize the discussion so far,
Theorem 3.5.1. Let K be an imaginary quadratic field, and fρ ∈ N>0. Let N be (DKfρ)2d2
for some d ∈ N≥1. Then the images of the vector space of “chiral correlation functions”
F
(Ω,
∫
J)
{0,0} (E ll(OK), fρ) by ı(K,fρ;d
2,1)
1 in H
1,0(X1(N);C)’s with all the d
′′’s (s.t. d′′|d2) combined
contain all the Hecke newforms associated with Hecke characters of K of type [-1/2;1,0] and
conductor cf ’s that divide c = (fρ
√
DK)OK , and their |[diag[d′d′′, 1]2 images with d′′|d2 and
d′ = NmK/Q(qr) with ∃qr characterized in Thm. 3.3.12.
Let us now turn the question around. For N = (DKf)
2, where K is an imaginary
quadratic field and f ∈ N>0, think of the set of embeddings
{ı(K,fρ;(f/fρ)2,d′′)1 | d′′ = NmK/Q(q′′), q′′|(f/fρ)OK} (265)
from F
(Ω,
∫
J)
{0,0} (E ll(OK), fρ) to H1,0(X1(N);C), for any fρ ∈ N>0 with fρ|f . The images of
F
(Ω,
∫
J)
{0,0} (E ll(OK), fρ) by {ı(K,fρ;(f/fρ)
2,Nm(q′′))
1 } with one fρ|f overlaps a lot with those with
another fρ|f . When fρ|f ′ρ|f , in particular, the images of F (Ω,
∫
J)
{0,0} (E ll(OK), f ′ρ)χ
−1
f by (265)
with f ′ρ instead of fρ completely overlap with the images of F
(Ω,
∫
J)
{0,0} (E ll(OK), fρ)χ
−1
f by (265),
if and only if the conductor cf of χf divides c(K, fρ), not just c(K, f
′
ρ). So, some of the
34 Such phenomena can be understood also explicitly in terms of theta functions. For example, for δ ∈ N>0,
ϑΛ(τws; δβ) =
∑
β′∈[β]
ϑΛ(δ
2τws;β
′), (263)
where [β] is the subset of iReps ∼= b/(fρDzi)b that all fall into the same image as β ∈ iReps does in the
projection b/(fρDzi)b → b/(δ−1fρDzi)b. Similar relations for the theta functions of infinity type [-1/2;1,0]
describe the overlap of the images for (d′, d′′) = (d′∗δ
2, d′′∗) and (d
′, d′′) = (d′∗, d
′′
∗δ
2). The relation above may
hold also for δ ∈ Ofz=1 = OK , not just for δ ∈ N; the expression δ2 should be generalized to NmK/Q(δ) then.
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linear combinations (those that fall within F ([za], fρ)
χ−1f with such a conductor) of “chiral
correlation functions” of the model for ([Eza ], f
′
ρ) are not new but old, in the sense that they
can be realized as “chiral correlation functions” of some of the models for (Eza ]C, fρ) with
fρ|f ′ρ. This observation is implemented by using a direct limit in section 4.2.
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4 Modular Parametrizations and RCFT Chiral Corre-
lation Functions of an Elliptic Curve of Shimura-type
We have introduced the idea of assigning a modular curve for a T 2-target rational model of
N = (2, 2) SCFT in section 2, and worked out in detail where the vector space of “(g, n) =
(1, 2) chiral correlation functions” of those models fit into in the vector space of holomorphic
1-forms on the modular curves in section 3. Having looked at the upper-left edge of the
triangle in (73), we will now describe the upper-right edge in the triangle (73)—modular
parametrization for elliptic curves of Shimura type—in section 4.1. Most of the task in
section 4.1 is to bring known math together. This sets the stage for discussion in section 4.2,
where we see that the computation of chiral correlation functions in string theory plays a role
quite analogous to the modular parametrizations (non-constant maps from modular curves).
4.1 Modular Parametrization of Elliptic Curves of Shimura-type
4.1.1 The K-simple Abelian Varieties of a Hecke Theta Function
Let us start off by recalling well-known facts about a Hecke newform f of weight 2, level Mf ,
and nebentypus ǫ.
Proposition 4.1.1. Let f =
∑
n≥1 anq
n be its Fourier series expansion, and Kf = Q(an|n ≥
1) be the number field generated by the eigenvalues of the Hecke operators acting on f . Then
all of {fσ = ∑n≥1 aσnqn | σ ∈ Gal(Q/Q)} are also weight-2 and level-Mf Hecke newforms
with nebentypus ǫσ, not necessarily the same as ǫ. [Kf : Q] distinct newforms are obtained in
this way. We will call this set of newforms the Fourier-coefficient-Galois orbit (GalFC orbit)
of a newform f .
Those [Kf : Q] weight-2 modular forms f
σ can be regarded as holomorphic 1-forms on
the modular curve X1(Mf); f
σ 7→ fσ(τ)dτ . They span a vector subspace of H1,0(X1(Mf);C)
of dimension [Kf : Q]. This subspace specifies an abelian variety Af that is a quotient of
Jac(X1(Mf )). The abelian variety Af is of [Kf : Q] dimensions. It is further known that we
can choose the field of definition of Af to be Q, and it is assumed implicitly that we choose
so unless otherwise stated. It is also known that Af is Q-simple and is of GL2-type for any
Hecke newform f [RS, §14 and Prop. 15.1.5].
It is also known that the number field Kf is either totally real or a CM field, and moreover,
Kf is CM only when ǫ 6= 1 [Ribet, Props. 3.2 and 3.3].
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For a positive integer N divisible by Mf , the newform f has its images f |[diag(r, 1)]2 ∈
S2(Γ1(N)) with r|(N/Mf). One can define an abelian variety Af,N associated with f itself
(r = 1) as a quotient of Jac(X1(N)), where now dimAf,N is [Kf : Q] times the number of
divisors of (N/Mf) (i.e, the number of images of the form f |[diag(r, 1)]2). One can also take
the field of definition of this Af,N to be Q.
For a positive integer N , there is an isogeny over Q between Jac(X1(N)) and
∏
f Af,N
where the product runs over all the newforms f of level Mf that divides N [RS, §14.2]. •
From now on, we focus on the GL2-type abelian varieties Af associated with a special
class of newforms. Let K be an imaginary quadratic field. For a Hecke character ϕ
(10)
K :
K×\A×K → C of the idele class group of K of infinity type [-1/2; 1,0], let fϕ(10)K be its Hecke
theta function, which is a Hecke newform of weight 2; see Lemma 3.3.3 for the level Mf
and nebentypus ǫ. In the rest of section 4.1.1, we quote known results on whether and how
the Q-simple abelian variety Af for such a newform f = fϕ(10)K
is decomposed over K into
K-simple varieties.35
Lemma 4.1.2. For a Hecke character ϕ
(10)
K of an imaginary quadratic field, let Tϕ(10)K
be
the number field generated over Q [Schap, §1.5 p.26] by the values ϕ(10)K (a) ∈ Q of integral
ideals a of OK . Then Tϕ(10)K is always a CM field [Schap, p.4], and Tϕ(10)K = KKfϕ(10)K , so
[T
ϕ
(10)
K
: Kf
ϕ
(10)
K
] is either 2 or 1 [Schap, Ch.5 Lemma 2.1.1 (p.141)]. Now we see that one and
only one of the following three must hold true [Schap, Ch. 5 §2.1.2–2.1.4].
Case (i-real): [T
ϕ
(10)
K
: Kf
ϕ
(10)
K
] = 2, and Kf
ϕ
(10)
K
is totally real. In this case, the GaloisK
orbit36 {σ ·ϕ(10)K | σ ∈ Gal(Q/K)} of the Hecke character ϕ(10)K consists of [Tϕ(10)K : K] distinct
35Even if an abelian variety A/F is F -simple, A×F E may not be E-simple, where E/F is a field extension.
If A ×F E is E-simple, however, A/F is F -simple. Similarly, even if A/F is F -simple, A ×F Q may not be
simple over Q.
36 For a Hecke character ϕ(10) : K×\A×K → C of infinity type [-1/2; 1, 0] where the conductor is an integral
OK ideal cf , let Tϕ(10) ⊂ Q ⊂ C be the number field generated by the images of IK(cf ) ⊂ A×K under ϕ(10);
IK(cf ) is the group of ideals of OK prime to cf . This Tϕ(10) contains (an embedded image of) K in Q ⊂ C.
Then there is a unique algebraic Hecke character χ : IK(cf )→ T ′ of infinity type n = 1 (weight 1) where T ′
an abstract algebraic extension field of K isomorphic to T (cf [Schap, §0–1]). The Hecke characters in the
GaloisK-orbit are all of those that give rise to a common algebraic Hecke character χ over K with value in
T ′; the [T : K] distinct Hecke characters in the GaloisK-orbit correspond to the [T
′ : K] distinct embeddings
HomK(T
′,Q) with a fixed embedding ρ1 : K →֒ Q. This algebraic Hecke character χ also determines an
object called the motive of χ over K with value in T ′, denoted by M(χ). So, the GaloisK orbit of Hecke
characters of the idele class group of K in the main text can be regarded as a synonym of the motive over
K. We decided, however, not to use the word “motive” in the main text because it is so a powerful jargon
that it would fend off large fraction of readers in string-theory community (including one of the authors).
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Hecke characters, and each one of them, σ ·ϕ(10)K , satisfies the relation (σ ·ϕ(10)K )∧ = (σ ·ϕ(10)K );
here, the ∧-operation converts one Hecke character ϕ : K×\A×K → C of infinity type [-1/2;
1,0] into another Hecke character ϕ∧ := ccC · ϕ · ccK : K×\A×K → C of the same infinity
type. Because [Kf
ϕ
(10)
K
: Q] = [T
ϕ
(10)
K
: K] in this case, the GalFC orbit of the newform f
ϕ
(10)
K
agrees with the set of Hecke theta functions corresponding to the GaloisK-orbit of the Hecke
character ϕ
(10)
K .
Case (i-CM): [T
ϕ
(10)
K
: Kf
ϕ
(10)
K
] = 2, and Kf
ϕ
(10)
K
is also a CM field. The GaloisK orbit of
ϕ
(10)
K as a whole remains invariant under the
∧-operation, but the individual Hecke characters
in the GaloisK orbit are not; they are exchanged within the orbit. The Gal
FC orbit of f
ϕ
(10)
K
agrees with the set of Hecke theta functions corresponding to the Hecke characters in the
GaloisK orbit of ϕ
(10)
K also in this case.
Case (ii): Kf
ϕ
(10)
K
= T
ϕ
(10)
K
. The GalFC orbit of f
ϕ
(10)
K
consists of the Hecke theta functions
corresponding to two GaloisK orbits of Hecke characters of the same infinity type. One is
the GaloisK orbit of ϕ
(10)
K itself, and the other that of (ϕ
(10)
K )
∧. •
Proposition 4.1.3. ([Schap, Ch.5 Prop. 2.2 (p.142)]; [Ribet, p.41]) Let K be an imaginary
quadratic field, ϕ
(10)
K a Hecke character of infinity type [-1/2;1,0], and fϕ(10)K
its Hecke theta
function. Then the base change Af ×Q K of the Q-simple abelian variety Af remains K-
simple in both of case (i-real) and case (i-CM). In the case (ii), Af ×Q K is isogenous over
K to a product of the pair of K-simple abelian varieties defined over K, B
ϕ
(10)
K
× B
(ϕ
(10)
K )
∧ ,
where B
(ϕ
(10)
K )
∧ is a K-simple abelian variety whose associated
37 Hecke character is (ϕ
(10)
K )
∧.
We have already encountered examples of Hecke characters of imaginary quadratic fields
(and their Hecke theta functions) of all the three cases above.
Example 4.1.4. Case (i-real): For the imaginary quadratic field K = Q(
√−1), there is
one Hecke character of infinity type [-1/2;1,0] with the conductor cf = (2 + 2i), and there
is another with the conductor cf = (4). The Hecke theta functions of those two Hecke
characters appeared in Example 2.4.16; a follow-up discussion is in Example 3.2.2. Mf = 32
and 64 there. For both of those Hecke characters, T = K and Kf = Q; dimQAf = 1, and
[T : K] = 1 = [Kf : Q], the case (i-real).
37 Af ×Q K ∼= M(χ) as motives over K in both of the cases (i-real) and (i-CM), where χ is the algebraic
Hecke character corresponding to the GaloisK-orbit of ϕ
(10). Af ×Q K ∼= M(χ) ⊕M(χ∧) in the case (ii),
where χ and χ∧ are the algebraic Hecke characters corresponding to the GaloisK-orbit of ϕ
(10) and (ϕ(10))∧,
respectively.
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Example 4.1.5. Case (i-CM) For the imaginary quadratic field K = Q(
√−2), there is
a pair of Hecke characters with the infinity type [-1/2;1,0] and the conductor cf = (2
√
2i);
we have already encountered their Hecke theta functions in Example 2.4.17, where Mf = 64
(additional discussion is in Example 3.2.3). For this pair, T = K(i) = Q(
√
2i, i) and Kf =
Q(i); there is just one Q-simple and CM-type Af/Q, with dimQAf = 2. [T : K] = 2 = [Kf :
Q]. This is a case (i-CM).
For the imaginary quadratic field K = Q(
√−5), there are two pairs of Hecke characters
all of infinity type [-1/2;1,0] and conductor cf = (
√
5i). Their Hecke theta functions appeared
in section 3.4.2; Mf = 100 for all the four; two of them have nebentypus χ20(1, 1), while the
other two χ20(1, 3). The corresponding Hecke characters are denoted by ϕ
(10)
ǫ;2± and ϕ
(10)
ǫ′;2±,
respectively. In this example, T = HK (the Hilbert class field of K = Q(
√−5)) and Kf =
Q(i), so [T : K] = 2 = [Kf : Q]. This is another case (i-CM). The pair {ϕ(10)ǫ;2+, ϕ(10)ǫ′;2+} forms
one GaloisK orbit, and their corresponding newforms also forms one Gal
FC orbit, so there is
one Q-simple CM-type Af/Q of dimQAf = 2. The pair {ϕ(10)ǫ;2−, ϕ(10)ǫ′;2−} also has one Q-simple
CM-type abelian variety of dimension 2.
Example 4.1.6. Case (ii): For the imaginary quadratic field K = Q(
√−1), there is one
pair of Hecke characters with the conductor cf = (10), another pair with cf = (5), another
pair with cf = (2± 4i), and another pair with cf = (1∓ 2i), all with infinity type [-1/2;1,0].
Their Hecke theta functions appeared in section 3.4.3, where Mf = 400, 100, 80, and 20,
respectively. For all of Mf ’s, T = Kf = K for the pair of Hecke characters, and they
remain to form one-element GaloisK orbits separately that are mutually
∧-operation pair.
The corresponding pair of newforms forms one GalFC orbit, and hence one Q-simple CM-
type abelian variety Af/Q of dimQAf = 2.
For the imaginary quadratic fieldK = Q(
√−5), there is a quartet of Hecke characters with
the infinity type[-1/2;1,0] and conductor cf = (2
√
5i). Their Hecke theta functions appeared
in section 3.4.2, where Mf = 400; two of them—denoted by ϕ
(10)
ǫ,2±—have the nebentypus
χ20(1, 1), and the nebentypus is χ20(1, 3) for the other two, which are denoted by ϕ
(10)
ǫ′;2±. In
this example, T = Kf = Q(
√
(10i)) = HK , and the Hecke theta functions of those four
Hecke characters of type [-1/2;1,0] form one GalFC orbit. There is just one Q-simple CM-
type Af/Q. The GaloisK orbit decomposition of the four Hecke characters is {ϕ(10)ǫ;2+, ϕ(10)ǫ′;2−}∐
{ϕ(10)ǫ′;2+, ϕ(10)ǫ;2−}. The ∧-operation exchanges the two orbits. •
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4.1.2 Elliptic Curves of Shimura-type
We collect some more math, concerning elliptic curves of Shimura type. This subsubsection
is independent of the previous section 4.1.1, and will be used in the following subsubsections.
Definition 4.1.7. Let E/k be an elliptic curve with complex multiplication by an order Ofz
of an imaginary quadratic field K, and let k be the field of definition of the elliptic curve E.
We assume that k is a finite abelian extension of K. This elliptic curve E/k is said to be of
Shimura type, if k(Etor)/K is abelian.
Lemma 4.1.8. Let E/k be an elliptic curve with complex multiplication by some order Of
of an imaginary quadratic field K, and suppose that the field of definition k is an abelian
extension of K (and contains the ring class field Lf ). Then there is an isomorphism
B := Resk/K(E) ∼=/k
∏
σ∈Gal(k/K)
(σE) (266)
over k, where Resk/KE is an abelian variety over K of dimension [k : K], called the Weil
restriction of E. This statement (existence of the isomorphism over k) is found at the
beginning of §4 of [GS] (and also in [Gross, §15]).38
Lemma 4.1.9. Let E be an elliptic curve defined over a number field k, and k be a finite
extension over a number field K; k/K is not necessarily Galois, nor E/k is of CM type. Then
L(E/k, s) = L(B/K, s). (267)
See [Mil-pd, Lemma 13.3] for a sketch of proof.
Proposition 4.1.10. [GS, Thm 4.1 and Lem. 4.8(i)] Let E/k be an elliptic curve with
complex multiplication by an order of K, and suppose that the field of definition k is an
abelian extension of K. Then the following four conditions are equivalent.
• (i) E/k is of Shimura type.
• (v) For the Hecke character ψ(1,0)E/k : k×\A×k → C× [resp. Serre–Tate character ψE/k :
k×\A×k → K×] associated with E/k, there exists a Hecke character ϕ(1,0) : K×\A×K →
C× such that ψ(1,0)E/k = ϕ
(1,0) · Nmk/K [resp. an algebraic Hecke character χ over K such
that ψE/k = χ ◦ Nmk/K ].
38 For this statement to be true, an elliptic curve E/k does not have to have complex multiplications, or the
extension k/K Galois; when k/K is not Galois, the product on the right hand side is over σ ∈ HomK(k, k¯)
[Mil-pd, just before Lemma 13.3].
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• (iv) Let T := EndK(B)⊗ZQ be the ring of endomorphisms tensored by Q. There exists
a finite set I such that T ∼= ⊕e∈ITe with each Te a CM field (commutative in particular);
the set I consists of primitive idempotents of the algebra T (e ∈ T ). Each one of those
CM fields (Te’s) contains K, and [k : K] = dim(B) =
∑
e∈I [Te : K].
• (ii)–(iii) The representation IndGal(Q/K)
Gal(Q/k)
(ρℓ(E/k)) = ρℓ(B/K) is abelian.
Here, ρℓ(B/K) and ρℓ(E/K) denote the Galois representations associated with the dual of
the respective ℓ-adic Tate modules tensored with Qℓ. •
Some remarks are in order here so we can digest all that are crammed into the Proposition
above. We begin with additional information related to the condition (v).
Remark 4.1.11. [Shim-AA, Thm. 7.42 and 7.44] When those conditions are satisfied, (v)
in particular, there are |Gal(k/K)| = [k : K] distinct Hecke characters ϕ(1,0) satisfying the
condition ψ
(1,0)
E/k = ϕ
(1,0) · Nmk/K . They are denoted by ϕ(10)K,i labeled by i = 1, · · · , [k : K].
Similarly, ϕ
(01)
K,i with i = 1, · · · , [k : K] are the Hecke characters K×\A×K → C× for ψ(01)E/k.
L(E/k, s) = L(ψ
(1,0)
E/k , s)L(ψ
(0,1)
E/k , s) =
[k:K]∏
i=1
L(ϕ
(1,0)
K,i , s)
[k:K]∏
i=1
L(ϕ
(0,1)
K,i , s). (268)
The conditions (ii)–(iii) in the Proposition and the Hecke characters that appeared in the
Remark above are related as follows.
Remark 4.1.12. Suppose k ⊃ K. On the two dimensional Qℓ-vector space Tateℓ(E) ⊗Zℓ
Qℓ, we have a representation of the Galois group Gal(Q/k) dual to ρℓ(E/k); the image of
the group Gal(Q/k) under this representation ρℓ is in an abelian subgroup M ⊂ GL2(Qℓ),
because E has complex multiplication (defined over k). The two-dimensional representation
ρℓ(E/k) on the dual of Tateℓ(E) ⊗Zℓ Qℓ splits into a pair of one-dimensional representation
over the dual vector space of Tateℓ(E) ⊗Zℓ Qℓ, so the two representations are denoted by
ρ
(10)
ℓ (E/k) and ρ
(01)
ℓ (E/k). The Hecke characters ψ
(10)
E/k and ψ
(01)
E/k are those that correspond to
the Galois representations ρ
(10)
ℓ (E/k) and ρ
(01)
ℓ (E/k) via class field theory (or the Langlands
correspondence).
Consider the induced representation of ρℓ(E/k), and also of ρ
(10)
ℓ (E/k)⊕ ρ(01)ℓ (E/k), for
the inclusion of the groups Gal(Q/k) ⊂ Gal(Q/K), namely,
Ind
Gal(Q/K)
Gal(Q/k)
(ρℓ(E/k)), Ind
Gal(Q/K)
Gal(Q/k)
(
ρ
(10)
ℓ (E/k)⊕ ρ(01)ℓ (E/k)
)
. (269)
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The subgroup [GK , GK ] of GK := Gal(Q/K) may not be in the kernel. The conditions (ii)–
(iii) on an arithmetic model E/k of an elliptic curve [E]C with complex multiplication is that
[GK , GK ] is in the kernel, so the representation of GK on the dual space of Tateℓ(B)⊗Zℓ Qℓ
splits into [k : K] + [k : K] separate one-dimensional representations. The Hecke characters
corresponding via class field theory to one-dimensional representations of GK = Gal(Q/K)
are the Hecke characters ϕ
(10)
K,i=1,··· ,[k:K] and ϕ
(01)
K,i=1,··· ,[k:K]. •
Now, the following remark elaborates more on the condition (iv) in the Proposition.
Remark 4.1.13. The direct sum structure of the algebra T ∼= ⊕e∈ITe corresponds to K-
simple decomposition of the abelian variety B/K. To be more explicit, let
B ∼/K
∏
e∈I
Be (270)
be an isogeny defined over K, where each factor Be is a CM-type abelian variety defined
over K and is K-simple; we have already used the set IforT of primitive idempotents of T
also in labeling the K-simple factors of B, IforB. To see that IforB = IforT , note that the
endomorphism algebra EndK(Be/K) ⊗Z Q of a K-simple CM-type abelian variety is a CM
field Te, e ∈ IforB; if there were an isogeny over K between a pair of the K-simple factors
Be and Be′ with e, e
′ ∈ IforB, the total endomorphism algebra T = EndK(B/K)⊗Z Q would
have a structure of ⊕isogeny classesMatrix(CM field). The structure T ∼= ⊕e∈ITe with all the
Te’s commutative implies that there must be no isogeny over K between a pair of K-simple
factors in (270), and that IforB is equal to IforT (as announced already).
Due to [Shim-zA, Thm. 5], the absence of an isogeny between different K-simple factors
Be and Be′ in (270) indicates that their Serre–Tate characters ψe/K : K
×\A×K → T×e and
ψe′/K : K
×\A×K → T×e′ should be different.39 Now, for each factor Be/K, and its Serre–
Tate character ψe/K , there are [Te : K] + [Te : K] Hecke characters χ
(10)
e;K,α and χ
(01)
e;K,α, where
α = 1, · · · , [Te : K], corresponding to the same number of embeddings of Te to Q; the
superscripts (10) and (01) refer to how the subfield K ⊂ Te is embedded into Q. Applying
general results on CM-type abelian varieties [Gross, 18.1.6],
L(B/K, s) =
∏
e∈I
[Te:K]∏
α=1
L(χ
(10)
e;K,α, s) L(χ
(01)
e;K,α, s)
 . (271)
39That does not rule out a possibility that their CM fields Te and Te′ happen to be isomorphic, however.
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The decomposition (270) into K-simple factors is determined modulo isogenies defined
over K. Neither we require that Be’s are subvarieties of B nor are obtained as a quotient
of B. That is fine, because the L-function of an abelian variety defined over K remains the
same for all that belong to the same class of isogeny over K. •
Remark 4.1.14. The set of Hecke characters {ϕ(10)K,i | i = 1, · · · , [k : K]} in Remark 4.1.11
agree with ∪e∈I {χ(10)e;K,α | α = 1, · · · , [Te : K]} in Remark 4.1.13, and so do the Hecke
characters of the infinity type [-1/2;-1,0]. cf. [GS, Lemma 4.8 (i)].
There are 13 elliptic curves [E]C with complex multiplication that have arithmetic models
E+/Q; even for such an [E]C, not all its models E/K defined over the imaginary quadratic
field K can be regarded as the base change of a model over Q, E = E+ ×Q K. A model
E+/Q is found for some models E/K, but there is none for other models E/K. A similar
story holds for all the CM elliptic curves [Ez]C not necessarily with h(Ofz) = 1.
4.1.15. [Wort] Let E/k be an elliptic curve of Shimura type. It is said to be an elliptic curve
of Shimura type with the (S2) condition, if it satisfies the following:
(S2) there exist a subfield F of k which does not contain K, k = FK, and an elliptic curve
E+ defined over F , such that the base change reproduces E/k. That is, E+ ×F k = E.
Let B+ := ResF/Q(E
+) be the Weil restriction, an abelian variety over Q of dimension [F :
Q] = [k : K]. Then B = B+×QK. The algebra of endomorphisms T+ := EndQ(B+)⊗ZQ is an
index 2 subalgebra of T = EndK(B)⊗ZQ fixed by a non-trivial involution on T . Furthermore,
the condition (S2) is equivalent to j([E]C)
cc = j([E]C) and {(ϕ(10)e,K,α)∧} = {(ϕ(10)e,K,α)}. So, it
follows that e∧ = e for e ∈ I of case (i-real) and (i-CM), while e ∈ I of case (ii) is accompanied
by e∧ ∈ I different from e itself. Let I+ := {[e] |e ∈ I}e:case (i) ∐ {[e] | (e, e∧) ⊂ I}e,e∧:case (ii).
Then T+ ∼= ⊕d∈I+T+d , where [Te : T+d=[e]] = 2 is the invariant part of the CM field Te
under an involution on T for e ∈ I of case (i), and T+d=[e] ∼= Te is the invariant part of
(Te⊕Te∧) for (e, e∧) ⊂ I of case (ii). The Q-simple decomposition of B+ is B+ ∼=/Q
∏
d∈I+ B
+
d ,
and T+d = EndQ(B
+
d ) ⊗Z Q. The base change of those Q-simple abelian varieties B+d are
Be = B
+
d=[e] ×Q K for e ∈ I of case (i), and Be ×Be∧ ∼= B+d ×Q K for (e, e∧) ⊂ I of case (ii).
The representation ρℓ(B
+) = Ind
Gal(Q/Q)
Gal(Q/F )
(ρℓ(E
+)) of Gal(Q/Q) on the dual vector space
of Tateℓ(B
+) ⊗Zℓ Qℓ splits into [F : Q] = [k : K] distinct two-dimensional representations.
This is because the restriction of ρℓ(B
+) on the index two subgroup Gal(Q/K) should be the
same as ρℓ(B) = Ind
Gal(Q/K)
Gal(Q/k)
(ρℓ(E)), which is the sum of 2[k : K] distinct one-dimensional
representations. Their induced representations can only be two-dimensional. •
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4.1.3 A Non-constant Map from the Jacobian of Modular Curves to a Elliptic
Curve of Shimura-type
The aim of this section is to construct a morphism over K from the Jacobian of modular
curves to the Weil restriction B = Resk/K(E) of an elliptic curve E/k of Shimura type,
so that we have a good description of the pullback map induced on H1,0 of those abelian
varieties.
Proposition 4.1.16. Let E/k be an elliptic curve of Shimura type. The notation being the
same as in sections 4.1.1 and 4.1.2. Then there exists a surjective morphism
νN : Jac(X1(N))×Q K → B (272)
defined over K, when a positive integer N is divisible by a certain positive integer NE that
is specified (eq. (274)) in the proof below.40
Proof. For each K-simple factor Be/K of
∏
eBe, the set of [Te : K] Hecke characters {χ(10)e;K,α}
share the same conductor cfe, and the set of [Te : K] Hecke theta functions {fχ(10)e;K,α} have the
same level Mfe = |DK |NmK/Q(cfe). Now, to those Hecke theta functions, a Q-simple CM-
type abelian variety is assigned by the argument in Prop. 4.1.1 (also [Shim-AA, Thm.7.14
p.183]), which we denote Af [e]/Q. One such Af [e] is for two Be’s, if and only if Af [e] in
question is the case (ii) in Lemma 4.1.2 and Prop. 4.1.3, and both Bϕ and Bϕ∧ appear in
the product
∏
eBe. Otherwise, one Af [e]/Q is for just one factor Be. Let I
′ := {[e] | e ∈ I}
be the label of such abelian varieties Af [e]’s without duplication (this set I
′ is in one-to-one
with the GalFC orbits of such Hecke theta functions); [e] = [e′] ∈ I ′ when Af [e] = Af [e′] for
e, e′ ∈ I.
Because there is a surjective morphism Af [e] ×Q K → Be defined over K (Prop. 4.1.3),
there is a morphism ∏
[e]∈I′
(
Af [e] ×Q K
)→∏
e∈I
Be ∼= B (273)
defined over K. The morphism above is surjective.
Now, we set41
NE := LCM
{
Mf [e] | [e] ∈ I ′
}
. (274)
40Because N = N2DΛ = |DK |NmK/Q(cf ) = D2Kf2ρ ≥ 9 cannot be very small, X1(N) is an algebraic variety,
not an orbifold (defined over Q).
41At this moment, we do not know whether Mf [e] can be different for different [e]’s, or whether NE ∈ N is
somehow related to the conductor describing the degeneration of E/k over the curve Spec(Ok).
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Then for any positive integer N divisible by NE , there is a natural surjective morphism
π[e] : X1(N)→ X1(Mf [e]) defined over Q for each [e] appearing in the product
∏
[e]Af [e], and
there is also a surjective morphism (π[e])∗ : Jac(X1(N))→ Jac(X1(Mf [e])). By combining this
set of morphisms (π[e])∗ over Q with the surjective morphisms over Q from Jac(X1(Mf [e]))
to Af [e]/Q, a morphism over Q from Jac(X1(N)) to
∏
[e]Af [e] is obtained; this morphism is
surjective, because all the Hecke characters {ϕ(10)K,i } of infinity type [-1/2;1,0] are distinct from
one another, and no two Af [e]’s are isogenous with each other over Q (cf Prop. 4.1.1).
Combining the two surjective morphisms, Jac(X1(N))→
∏
[e]Af [e] over Q, and the mor-
phism (273) over K, we obtain a surjective morphism (272) defined over K.
Composing ν above with the morphism µ : X1(N) → Jac(X1(N)), we obtain X1(N)×Q
K → B. We know that H1,0(X1(N);C) is isomorphic to the space of cusp forms of level
N . We also know that H1,0(B;C) is spanned by eigenstates of the action of the algebra
T ∼= ⊕e∈ITe that are in one to one with the [k : K] Hecke characters {χe;K,α}e,α. We have
the following corollary.
Corollary 4.1.17. The image of the pullback map H1,0(B;C)→ H1,0(X1(N);C) is the span
of the Hecke theta function fχe;K,α(τ) of χe;K,α.
4.1.18. For a given positive integer M , the set of integers N[M ] := {N ∈ N |M |N} forms
a directed partially ordered set where the partial order is set by the divisibility. The set of
modular curves {X1(N) | N ∈ N[M ]} labeled by this directed partially ordered set forms an
inverse system, where we use the ordinary projection πNN ′ : X1(N
′) → X1(N), that is, the
projection H/Γ1(N ′) → H/Γ1(N) extended to X1(N ′) and X1(N), as the morphism of the
inverse system for any pair N,N ′ ∈ N[M ] with N |N ′. Therefore, for any positive integer M ,
we can think of the projective limit of the curves,
lim←−
N∈N[M ]
X1(N). (275)
We note that all the morphisms πNN ′ are defined over Q (see [DS, §7] and [RS, §11–12]).
For an elliptic curve E/k of Shimura type, there is a surjective morphism νN in (272)
defined over the field K for any N ∈ N[NE ]; those morphisms satisfy
EndK(B) ◦ νN = EndK(B) ◦ νN ′ ◦ (πNN ′)∗ (276)
(Props. 4.1.16). Thus, there is a left-(EndK(B)◦)-coset of surjective morphisms
ν : lim←−
N∈N[NE ]
(Jac(X1(N))×Q K) −→ B (277)
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defined over K. •
4.1.4 Galois Representations Associated with Elliptic Curves of Shimura Type,
and the Corresponding Cuspforms
In Remark 2.3.3, it has been stated that there exists a morphism ν : Jac(X0(N)) → E/Q
defined over Q for any elliptic curve E defined over Q; in the Langlands correspondence, the
Galois representation ρℓ(E/Q) of Gal(Q/Q) corresponds to the automorphic representation
πf of GL2(AQ) associated with f(τ)dτ = µ
∗ ◦ ν∗(ωE), where f(τ) can also be regarded as a
weight-2 cuspform for Γ0(N). This correspondence is expressed in the form of
π(ρℓ(E/Q)) = πf , ρ(πf ) = ρℓ(E/Q) (278)
using π() and ρ(). The L-functions of the Galois representation ρℓ(E/Q) and the automorphic
representation πf=(ν◦µ)∗(ωE) agree,
L(ρℓ(E/Q), s) := L(H
1
et(E ×Q Q;Qℓ), s) = L(µ∗ ◦ ν∗(ωE), s) =: L(πf , s). (279)
There have been attempts of generalizing the statements above in multiple different di-
rections. Section 4.1.4 leaves a statement available for elliptic curves of Shimura type E
defined over a number field k that is an abelian extension of the imaginary quadratic field K
of complex multiplication. Such E/k’s are more general than E/Q’s above in that the field
of definition k is allowed not to be Q, while we have paid the price by restricting ourselves
to E’s that have complex multiplication, and furthermore are of Shimura type.
4.1.19. For an elliptic curve E/k of Shimura type, the representation Ind
Gal(Q/K)
Gal(Q/k)
(ρℓ(E/k))
of the group Gal(Q/K) splits into the direct sum of 2[k : K] distinct 1-dimensional represen-
tations (Prop. 4.1.10). They are denoted by ρ
(10)
e;α=1,··· ,[Te:K] and ρ
(01)
e;α=1,··· ,[Te:K]. If we are to use
the notation above, then π
ϕ
(10)
e;α
= π(ρ
(10)
e;α ) and πϕ(01)e;α = π(ρ
(01)
e;α ), where the Galois representa-
tions of Gal(Q/K) are GL1(Qℓ)-valued, and the automorphic representations πϕ’s are those
of the group GL1(AK). For any one of (e;α), one can further think of the representation of
Gal(Q/Q),
ρe;α := Ind
Gal(Q/Q)
Gal(Q/K)
(ρ(10)e;α )
∼= IndGal(Q/Q)
Gal(Q/K)
(ρ(01)e;α ). (280)
This representation of Gal(Q/Q) is GL2(Qℓ) valued, and is irreducible [Ribet, p.29 Thm
2.3]. The automorphic representation π(ρe;α) of GL2(AQ) that corresponds to this Galois
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representation must be associated with some weight-2 cuspform f in general, and in this
special case, the cuspform in question is the Hecke theta function f
ϕ
(10)
e;α
associated with the
Hecke character ϕ
(10)
e;α .
π(ρe;α) = πf
ϕ
(10)
e;α
, ∀e, α = 1, · · · , [Te : K]. (281)
Just like the cuspforms f with πf = π(ρℓ(E/Q)) are obtained through µ
∗ ◦ ν∗(ωE) for
elliptic curves E defined over Q, the Hecke theta functions {f
ϕ
(10)
e;α
| (e, α)} of an elliptic curve
E/k of Shimura type are characterized in terms of the surjective morphism ν : Jac(X1(N))×Q
K −→ B and a (1,0)-form ωE of E/k, as follows.
First, the representation Ind
Gal(Q/K)
Gal(Q/k)
(ρℓ(E/k)) of the group Gal(Q/K) is on the dual of
the vector space Tateℓ(B/K)⊗Zℓ Qℓ; the representation space is
H1et(B ×K Q;Qℓ) ∼= HomZℓ(Tateℓ(B/K),Qℓ). (282)
For this representation space
H1et(B ×K Q;Qℓ) ∼= H1(B(C);C) (283)
over the field Qℓ ∼= C, we may first choose a set of representatives{
gσ ∈ Gal(Q/K) | [gσ] = σ ∈ Gal(k/K)
}
(284)
of one element gσ for each element σ ∈ Gal(k/K), and then set
{ωEgσ | σ ∈ Gal(k/K)} (285)
as a basis. Here, we fix one (1,0)-form ωE for the original elliptic curve E/k of Shimura type,
and then determine ωEgσ on E
σ/k as the ‘Galois conjugate’42 by gσ. The basis elements ωEgσ ’s
in (288) generate H1,0(Eσ(C);C) of all σ ∈ Gal(k/K), and hence the entire H1,0(B(C);C).
Secondly, due to Prop. 4.1.10 and Remark 4.1.12, the representation of Gal(Q/K) on the
vector space (282) splits into 1-dimensional representations, [k : K] of which are generated
by the linear combinations∑
σ∈Gal(k/K)
ωEgσ
(
ρ(10)e;α (gσ)
)−1 ∈ H1et(B ×K Q;Qℓ) (286)
42 For g ∈ Gal(Q/K), there is an isogeny φg : E → Eg so that the Galois action of g on the torsion points
of E is reproduced by φg. The 1-form ωEg in the text is characterized by φ
∗
g(ωEg ) = ωE.
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labeled by {(e, α) | α = 1, · · · , [Te : K]}.
Finally, the surjective morphism in Props. 4.1.16 identifies the vector space (282) as a
subspace of H1et(Jac(X1(N)) ×Q Q;Qℓ) for any N divisible by NE in (274).43 The [k : K]
1-forms in (286) are mapped toν∗
 ∑
σ∈Gal(k/K)
ωEgσ
(
ρ(10)e;α (gσ)
)−1 ∣∣∣∣∣∣ (e, α) α = 1, · · · , [Te : K]
 . (287)
Those [k : K] weight-2 cuspforms of Γ1(N) are the newforms fϕ(10)e;α (except that they may
not be properly normalized):
f
ϕ
(10)
e;α
∝ µ∗ ◦ ν∗
 ∑
σ∈Gal(k/K)
ωEgσ
(
ρ(10)e;α (gσ)
)−1 , ∀e, α = 1, · · · , [Te : K]. (288)
Those representation spaces can also be regarded as a subspace of the direct limit,
ν∗ : H1et(B ×K Q;Qℓ) →֒ lim−→
N∈N[NE ]
(
H1et(Jac(X1(N))×Q Q;Qℓ)
)
. (289)
The arrow on the upper right edge of (73) meant this. •
In the argument above, we have defined representations ρe;α of the group Gal(Q/Q)
through (280). While the representations ρ
(10)
e;α and ρ
(01)
e;α of Gal(Q/K) have construction
associated with the arithmetic geometry of B defined over K, the representations ρe;α of
the group Gal(Q/Q) are not directly related to a geometric object defined over Q. The
latter representations are relevant to geometry only through an abstract procedure in group
representation theory, induced representation.
4.1.20. The representations ρe;α of Gal(Q/Q), however, can be constructed directly from
geometry when the elliptic curve of Shimura type, E/k, satisfies the (S2) condition in 4.1.15
(see [Wort]). The [F : Q] distinct 2-dimensional representations of Gal(Q/Q) in 4.1.15 are
ρe;α’s.
43 Although the choice of a surjective morphism ν is not unique in that it may well be followed by any
endomorphism of B/K defined over K, the subspace of H1et(Jac(X1(N))×QQ;Qℓ) identified in this way does
not depend on the choice of the morphism ν.
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4.2 Chiral Correlation Functions on the Tower of Modular Curves
In [KW], we have observed that the L-functions of elliptic curves E/k of Shimura type can
be reproduced by using as building blocks the “(g, n) = (1, 2) chiral correlation functions”
f II1Ω′(τws; β)’s of a rational model of N = (2, 2) SCFT for ([E]C, fρ), when fρ ∈ N>0 is chosen
appropriately. Having done preparation in sections 2 and 3, we are now ready to present a
polished-up version of that statement in [KW] and discuss implications of the observation.
4.2.1. Let K be an imaginary quadratic field, and fρ ∈ N>0. Then we have seen that
the vector space of “(g, n) = (1, 2) chiral correlation functions” F
(Ω,
∫
J)
{0,0} (E ll(OK), fρ) can be
identified with the subspace of H1,0(X1(N);C) so long as
(D2Kf
2
ρ ) = N
2
DΛ | N. (290)
Moreover, the embeddings
ı
(K,fρ;d2,1)
1 : F
(Ω,
∫
J)
{0,0} (E ll(OK), fρ) →֒ H1,0(X1(N2DΛd2);C), d ∈ N>0 (291)
are compatible with the natural pull-backs H1(X1(N
′);C)→ H1(X1(N ′d2);C), so there is a
well-defined embedding
ı
(K,fρ;∗,1)
1 : F
(Ω,
∫
J)
{0,0} (E ll(OK), fρ) →֒ lim−→
N∈N2[(DKfρ)2]
(
H1,0(X1(N);C)
)
; (292)
here,
N2[M ] :=
{
N ∈ N>0 |M |N, ∃N0 ∈ N>0 s.t. N20 = N
}
(293)
for a positive integer M is a directed partially ordered set (by the divisibility).
As a side remark, we just note one thing. Although we have introduced the projective
limits (275) labeled by a positive integerM (and the Jac version in (277)), and also the direct
limits (292) labeled by (DKfρ)
2 and (289) by NE , those limits are independent of those M ’s,
(DKfρ)
2’s, and NE ’s. For example, take the limits over the directed partially ordered set
N[M ]. Then the limit over N[M ] and the limit over N are isomorphic; for any N ∈ N, one
can find N ′ ∈ N[M ] so that N |N ′, and that is enough to prove the isomorphism.
Now, the set of positive integers {fρ ∈ N>0} also forms a directed partially ordered set
(by the divisibility). The vector spaces F
(Ω,
∫
J)
{0,0} (E ll(OK), fρ) forms a direct system along with
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the homomorphism ı
(K,fρ;d2,1)
1 : F
(Ω,
∫
J)
{0,0} (E ll(OK), fρ) → F (Ω,
∫
J)
{0,0} (E ll(OK), fρd) over fρ ∈ N.
So, using the vector space
F
(Ω,
∫
J)
{0,0} (E ll(OK)) := lim−→
fρ∈N
F
(Ω,
∫
J)
{0,0} (E ll(OK), fρ), (294)
we can describe the embeddings (292) for various fρ’s as one injective map
F
(Ω,
∫
J)
{0,0} (E ll(OK)) →֒ lim−→
N∈N
(
H1,0(X1(N);C)
)
. (295)
The vector subspace introduced here depends on the choice of an imaginary quadratic field
K, and fz = 1 implicitly, but not on fρ. Although there is no choice but to specify a Ka¨hler
parameter fρ in formulating a geometry-target model of rational CFT, such notion as “the
vector space of chiral correlation functions with [Ez]C as a target space” (without specifying
the metric on [Ez]C) can be formulated by taking the direct limit
44 with respect to the choice
of the Ka¨hler parameter. •
Theorem 4.2.2. Let K be an imaginary quadratic field. The vector space F
(Ω,
∫
J)
{0,0} (E ll(OK))
contains all the Hecke theta functions of all the Hecke characters of K×\A×K of infinity type
[-1/2;1,0]. At least some of the |[diag(r, 1)]2 images for r ∈ N>1 may also be contained in this
vector space.
Proof. For a given Hecke character ϕ
(10)
K of K
×\A×K of infinity type [-1/2;1,0], its Hecke theta
function f
ϕ
(10)
K
is contained in F
(Ω,
∫
J)
{0,0} (E ll(OK), fρ) if and only if |DK |NmK/Q(cf) divides
(DKfρ)
2; here cf is the conductor of ϕ
(10)
K . Because there are such fρ’s in the directed
partially ordered set N = {fρ ∈ N}, the Hecke theta function fϕ(10)K is contained in the vector
space (294).
44 To think of such things as a vector space of (chiral) correlation functions for a target space with a given
complex structure but without a specific choice of Ka¨hler parameter, we need to introduce some rule of how to
identify correlation functions of models with different Ka¨hler parameters. The direct limit is one way to do the
identification. Remember that, for a directed partially ordered set A, a direct system {{Fa}a∈A, {φba|a ≤ b}}
consists of objects Fa for a ∈ A and one morphism φba : Fa →֒ Fb for a, b ∈ A, a ≤ b. The direct limit lim−→
a∈A
Fa
is constructed by taking a quotient of ⊕a∈AFa by relations determined by {φba}.
Here is also an alternative idea for identification. Think of a system {{Fa}a∈A, {Mba|a ≤ b}} instead where
Mba ⊂ Hom(Fa, Fb); this is a generalization of a direct system, in that Mba may consist of more than one
element of Hom(Fa, Fb). One might require Mcb ◦Mba = Mca for a ≤ b ≤ c, for example. A limit may be
defined by taking a quotient of ⊕a∈AFa by all the relations determined by φba ∈Mba.
When this idea is applied to the system of {Fa} = {H1,0(X1(N);C) | N ∈ N} and MN ′N =
{|[diag(r, 1)]2 | r|(N ′/N)}, for example, the limit will retain only the newforms, not oldforms. Similarly,
one can think of a limit for the system of {Fa} = {F (Ell(OK , fρ)} andMf ′f = {ı(K,f ;(f ′/f)2,d′′) | d′′|(f ′/f)2}.
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Theorem 4.2.3. Let E/k be an elliptic curve of Shimura type, and K be its imaginary
quadratic field of complex multiplication. The modular forms f
ϕ
(1,0)
e;α
for π (ρe;α)’s given by
(288) are always found within the vector space of “the (g, n) = (1, 2) chiral correlation
functions of E ll(OK)”. Put differently,
F
(Ω,
∫
J)
{0,0} (E ll(OK)) ⊃ ν∗
(
H1,0(B;C)
)
, (296)
where both are regarded as subspaces of lim−→
N∈N
H1,0(X1(N);C) through (295) and (288, 289),
respectively.
The Theorem above is one of the main results in this article that fit into the form of math-
ematical statements (such as non-trivial relations among well-defined objects). Observations
of importance in physics/string theory cannot always be stated in that way, however:
4.2.4. To find the modular form f that corresponds (via the Langlands correspondence) to
the Galois representation ρℓ(E/k) of an elliptic curve of Shimura type E/k, the standard
story in math has been to find a surjective morphism ν from the Jacobian of a modular curve
and work out dτf = µ∗◦ν∗(ωE) (see review in sections 4.1.2 and 4.1.3). Theorem 4.2.3 states
that string theory computation provides an alternative.
Instead of surjective morphisms ν from Jac(X1(N)) to E/k which pull back the 1-form
ωE, string theory pulls back ωE in the form of the vertex operator Ω = du(∂uX
C) by the map
φ : Σws → [E]C. A choice of arithmetic model E/k has been thrown away because string
theory deals with the target space only as E ×k C = [E]C, and further the map φ is not
required to be holomorphic in string theory. The totality of the “chiral correlation functions”
in string theory that result from the insertion of the operator Ω—F
(Ω,
∫
J)
{0,0} (E ll(OK))—yields
all the possible modular forms that correspond to the Galois representations associated with
elliptic curves of Shimura type, with complex multiplication by OK .
When it comes to an elliptic curve of Shimura type E/k, all of its Galois conjugates
Eσ with σ ∈ Gal(k/K) share the same L-function. Put differently, the 2[k : K] Ga-
lois representations that are reviewed in Remark 4.1.12 are not just for E/k but for all
of {Eσ/k | σ ∈ Gal(k/K)}. So, it makes sense now to find the modular forms that cor-
respond to those Galois representations within the vector space of the “chiral correlation
functions” with any one of {Eσ ×k C = [Eσ]C | σ ∈ Gal(k/K)} as the target space. If
[E/k]C belongs to E ll(OK), then45 the base change operation Eσ 7−→ Eσ×kC is a projection
45Theorem 4.2.3 also states that the modular forms that correspond to the Galois representations of elliptic
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Gal(k/K) → Gal(HK/K) ∼= E ll(OK), where HK is the Hilbert class field of K. The vector
space F
(Ω,
∫
J)
{0,0} (E ll(OK)) is a collection of the “chiral correlation functions” with any one of
the elliptic curves in E ll(OK) as the target space indeed. •
Results in this article have already improved the results and theoretical understanding in
our previous work [KW] in various respects, but Ref. [KW] is not entirely a proper subset of
this article. Here are two remarks.
Remark 4.2.5. Instead of specifying an elliptic curve of Shimura-type E/k first, and then
asking whether the modular forms π(Ind
Gal(Q/K)
Gal(Q/k)
(ρℓ(E/k))) are found within the vector space
of “chiral correlation functions of E ll(OK)”, we may ask a converse question. Namely, we
may specify a set of chiral correlation functions of a set of CM elliptic curves E ll(OK) first,
and then ask if there is any elliptic curve of Shimura-type E/k whose Galois representation
is ρ(f) of the modular form in this vector space of the “chiral correlation functions”; we may
ask what the field of definition k can be at the same time. This question was surveyed (in
the form of a pure math subject) in section 4.2 of [KW]. So, we do not explore this question
further in this article.
Remark 4.2.6. In our previous paper [KW], we considered using only the chiral correla-
tion functions in F
(Ω,
∫
J)
{0,0} ([z], fρ) along with their images under |[diag(r, 1)]2 and |[diag(1, s)]2
for integers r, s, in reproducing the modular forms (288) dual to the Galois representation
Ind
Gal(Q/K)
Gal(Q/k)
(ρℓ(Ez/k)) of an elliptic curve of Shimura type. In this article, Theorem 4.2.3 in
particular, we do not allow to include the images of chiral correlation functions by |[diag(r, 1)]2
or |[diag(1, s)]2 in recovering those modular forms, but we allow ourselves to use the “chiral
correlation functions” of rational models of N = (2, 2) SCFT with other elliptic curves [Eza ]C
in E ll(OK); we take a direct sum over a = 1, · · · , h(OK) in (184, 204). So, this article poses
a question a little different from the one in [KW].
From conventional perspectives in physics, it is not a natural idea to take a linear com-
bination of correlation functions of multiple different models of quantum field theory. The
authors—we—were still within this physics tradition in our previous paper [KW]. Although
curves of Shimura type E/k are found within the same vector space F
(Ω,
∫
J)
{0,0} (Ell(OK)), even when E/k (and
[E]C) has complex multiplication by a non-maximal order Ofz . This is not totally an odd thing; the Galois
representation of an elliptic curve E/k is the same as that of another elliptic curve E′/k iff there is an
isogeny (not isomorphism) E ∼/k E′ defined over k. So, the vector space of chiral correlation functions
with Ell(OK) as the target spaces, F (Ω,
∫
J)
{0,0} (Ell(OK)), may contain the modular forms that correspond to the
Galois representation of E/k with complex multiplication by Ofz , if E/k has a k-isogenous E′/k whose base
change [E′]C belongs to Ell(OK).
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it is a little too artificial and less motivated rule of game from math perspectives (if not
ill-defined) to allow including arbitrary |[diag(r, 1)]2 and |[diag(1, s)]2 operations, we decided
not to be concerned about this artificial aspect too much in [KW]. In this article, how-
ever, we chose not to allow those operations that bring the “chiral correlation functions” out
of F
(Ω,
∫
J)
{0,0} (E ll(OK)); instead we allow to include the “chiral correlation functions” of all of
[Ez]C ∈ E ll(OK) at the same time; the linear combination (185, 186) with a(Ka) = bza just
does that (Rmk. 3.3.14). Math motivation in allowing this has been stated in 4.2.4.
As one more comment,
Remark 4.2.7. We have not studied what the vector space ⊕h(Ofz )a=1 F (Ω,
∫
J)
{0,0} ([za], fρ) is like for
the set of models for a fixed value of fρ and a set of elliptic curves with complex multiplication
by an order Ofz that is not maximal (fz > 1). Neither this article nor [KW] has tried to
characterize the vector space of the “chiral correlation functions” of non-diagonal models of
rational CFT with an elliptic curve [E]C with complex multiplication as the target space; by
non-diagonal, it is meant that the complexified Ka¨hler parameter ρ ∈ Ofz is not of the form
ρ = fρazz labeled by fρ ∈ N>0. The task will be to repeat analysis like the one in section 3,
but we leave this task beyond the scope of this article. (This is partly because the “chiral
correlation functions of E ll(OK),” (294), is already enough for Theorems 4.2.2 and 4.2.3.)
5 Two Families of Galois Group Actions Associated
with a CM Elliptic Curve
In this section, we wish to share an observation (5.2.3) with readers. The observation is
presumably not particularly striking, or not of immediate consequences perhaps (at least
to the minds of the authors). Parts of the observation written down in the following have
been written or discussed in various literatures, but not in an entire form anywhere (to
the knowledge of the authors); the observation emerges naturally after we understand the
material in the preceding sections. For this reason, the authors consider that it is worthwhile
to have this section as a part of this article. Materials in section 5.1 comes mostly from Ref.
[Schn-GT] and references therein, while those in 5.2.2 mostly from [CG, Deg-eMS].
5.1 Galois Group and Etale Coverings of Mg,n
There are infinitely many number fields, and they form an intricate network under the
relation of one number field being an extension of another. The absolute Galois group
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GQ := Gal(Q/Q) contains the whole information of this intricate network; a better under-
standing of this intricate network is one of big dreams in number theory. A quite common
strategy in understanding the structure of a complicated group is to study representations
of the group.
5.1.1. An idea of Galois–Teichmu¨ller theory [I-1, Groth] is to use a fact46 that
1→ πalg1 (X ×L Q; x¯)→ πalg1 (X, x¯)→ Gal(Q/L)→ 1 (297)
is exact; here, X is a variety or stack defined over a number field L, and x¯ a geometric point
of X . πalg1 stands for the etale fundamental group (e.g., [Mil-et]), and Gˆ is the profinite
completion of a group G (see [Oort] for def). From the fact that this short sequence is exact,
it follows that there is a homomorphism
φX : Gal(Q/L) −→ Out
(
πalg1 (X ×L Q; x¯)
)
; (298)
for σ ∈ Gal(Q/L), φX(σ) ∈ Out(πalg1 (X ×L Q, x¯)) is realized by
φX(σ) : π
alg
1 (X ×L Q) ∋ γ 7−→ γσ := σ˜ · γ · (σ˜)−1 ∈ πalg1 (X ×L Q) ⊂ πalg1 (X ; x¯), (299)
where σ˜ ∈ πalg1 (X ; x¯) is a lift of σ ∈ Gal(Q/L), as usual.
When the geometric point x¯ of X lies over a point x ∈ X rational over some Galois
extension field k over L, there exists (see [Mat]) a section (lift homomorphism) Gal(Q/k)→
πalg1 (X, x¯), from which one can determine a homomorphism
φX,x¯ : Gal(Q/k) −→ Aut(πalg1 (X ×L Q; x¯)); (300)
further quotient Aut(πalg1 (X×LQ))→ Out(πalg1 (X×LQ)) by the subgroup Int(πalg1 (X×LQ))
brings this back to the homomorphism (298). •
Example 5.1.2. The simplest example of this construction is to take X = Gm = P
1\{0,∞}
with the field of definition L = Q. Then X(C) = C×, πtop1 (X(C)) ∼= Z, and πˆtop1 (X(C); x¯) ∼=
Zˆ. The representation φ in this example is the cyclotomic character, φ = χ : Gal(Q/Q) →
Gal(Qab/Q) ∼= Zˆ×, which acts on πˆtop1 (X(C)) ∼= Zˆ by multiplication (eg [Oort]).
The moduli space of (g, n) = (0, 4) pointed Riemann surfaces, M0,4, is isomorphic to
P1\{0, 1,∞}, and we can take its field of definition to be L = Q. Another example is M1,1
46When X is a non-singular variety, then πalg1 (X ×L Q; x¯) ∼= πˆtop1 (X(C); x¯), where πtop1 (X(C)) is the
topological fundamental group [Mil-et].
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which is a stack defined over L = Q. More generally, we can think of X =Mg,n defined over
L = Q for all (g, n) (e.g., [Schn-GT, p.200]), and a geometric point x¯ over a tangential base
point—a maximal degeneration limit of a (g, n) curve—can be used as the base point, where
k = Q as well [tbp]. So, there exists an exterior representation φX,x¯ of Gal(Q/Q)—(300)—
on the group πˆalg1 (Mg,n ×Q Q) for X = Mg,n. The group πalg1 (Mg,n ×Q Q) is the profinite
completion of the mapping class group Γg,n of a genus g and n-pointed Riemann surface. •
5.1.3. Both of the groups Gal(Q/L) and πalg1 (XL; x¯) are infinitely large, but the exterior
representation φX,x¯ for (X, x¯) defined over L can be studied in the form of infinitely many
representations φΓ : Gal(Q/L)→ Aut(πalg1 (X ×L Q)/Γ) associated with normal subgroups Γ
of πalg1 (X×LQ) of finite index. Choosing a normal subgroup Γ of finite index is equivalent to
choosing a finite etale Galois cover π : YL0 → XL with πalg1 (Y ×L0Q) ∼= Γ; the field of definition
L0 of Y and π is an extension of L here. The quotient group π
alg
1 (X ×L Q)/πalg1 (Y ×L0 Q)
can be regarded as the group of covering transformation of π : Y ×L0 Q→ X ×L Q, denoted
by AutX×LQ(Y ×L0 Q), and is also in one-to-one with the finite set of points of the fiber of
π : Y (C)→ X(C) over x¯ ∈ X(C). Now, we have an exact sequence of finite groups,
1→ πalg1 (X ×L Q)/πalg1 (Y ×L0 Q)→ πalg1 (XL)/πalg1 (Y ×L0 L′)→ Gal(L′/L)→ 1, (301)
where L′ is any finite Galois extension over L0 ⊃ L that contains the number field LY/X that
is the normal closure of the field of moduli of all the covering transformations in AutX(YL0).
Applying the same logic as before, we have a homomorphism
φ(X,x¯)/(Y,y¯) : Gal(Q/L)→ Gal(L′/L)→ Aut
(
πalg1 (X ×L Q)/πalg1 (Y ×L0 Q)
)
; (302)
this exterior representation factors through Gal(LY/X/L); a choice of the number field L
′
above is irrelevant in the end. See [Oort] or [Mil-et], for example, for more information. •
Example 5.1.4. In the case X = M1,1 and x¯ is the tangential base point47 τ =
−−−→
(i∞)i, for
example, we can choose Y = H/Γ(N) for a positive integer N . The number fields in the
discussion above are L = Q, and L0 = LY/X = Q(ζN) [DS, §7]. The exact sequence (301) is
1→ SL(2;Z)/Γ(N)→ GL(2;Z/NZ)→ Gal(Q(ζN)/Q)→ 1 (303)
47 This base point is placed at the τ = i∞ limit of H approached from the positive imaginary axis; a path
comes out from the τ = i∞ base point to the direction of τ = i. In the algebraic coordinate of M1,1, 1/j,
it is
−→
01 pointing from 1/j = 0 to the direction of 1/j = 1/1728. In the coordinate q, it is also pointing from
q = 0 to the direction of q ∈ R>0.
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when we set L′ to be the minimal possible one, and we have an exterior representation
φM1,1/H/Γ(N) : Gal(Q(ζN)/Q)→ Aut (SL(2;Z/NZ)) . (304)
5.1.5. There are two different (and equivalent) ways to see how Galois transformation acts
on the group πalg1 (X ×L Q)/πalg1 (Y ×L0 Q) through the exterior representation φ(X,x¯)/(Y,y¯) in
(302). Suppose that the base point x¯ is lying over a point x ∈ XL rational over L. Then the
representation φ(X,x¯)/(Y,y¯)(σ) : γ 7→ σ˜−1 · γ · σ˜−1 (where γ ∈ πalg1 (X ×L Q)/πalg1 (Y ×L0 Q)) can
be understood in a highly intuitive (geometric) way, a combination of Galois transformation
on geometric points in the fiber of x¯ and tracking of those points along a path in X(C). See
[Schn-btc, “well-known facts” in §2.8].
The alternative (and equivalent) way to understand the action of the Galois group is to
keep track of functions on Y instead of points on Y . Rational functions on Y are expanded
into power series of a local coordinate tX in X around x¯ with coefficients in LY/X (called
Puiseux series);48 the lift of σ ∈ Gal(L′/L), σ˜, simply acts as Galois transformation on all the
coefficients of the Puiseux series expansion, and γ acts on those functions by their analytic
continuation along the path γ in X(C). For a test function f ∈ L′(Y ),
f 7−→ (γ ◦ (f)σ˜−1)σ˜ =: γσ ◦ f, (305)
and a path γσ should be found from πalg1 (X ×L Q)/πalg1 (Y ×L0 Q) so that the relation above
should hold for any test function. This algorithm determines the element γσ in φ(X,x¯)/(Y,y¯) :
γ 7−→ γσ [I-2, EL].
The same material as in this section 5.1 have been reviewed in literatures addressed toward
string theorists (at least as much as to mathematicians) already; see [Deg-eMS, Deg-200] and
[Gan, §6.3]. •
5.2 Galois Group Action on Modular Curves and Monodromy
Representations
5.2.1. Just like a representation of a group ρ : G → Aut(V ) on a vector space V has a
sub-representation when there is a vector subspace W ⊂ V where any one of ρ(G) maps
W to itself, the exterior representation of a group φ : G → Aut(Γ) on a group Γ has a
sub-representation when there is a subgroup H ⊂ Γ where any one of φ(G) maps H to
itself. In the case G = Gal(Q/Q), Γ = πalg1 (M1,1 ×Q Q), and φ = φM1,1,−−−→(i∞)i, a subgroup
48Fractional powers of tX need to be allowed when the closure of Y is ramified over the closure of X at x¯.
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H = πalg1 ((H/Γ1(M))Q×Q Q) has that property for arbitrary positive integer M because the
modular curve (H/Γ1(M))Q and a natural projection π : H/Γ1(M)→M1,1 are defined over
Q ([DS, §7] and [RS, §11–12]).
The sub-representation φX,x¯ : Gal(Q/Q) → Aut(H) with H = πalg1 (Y1 ×Q Q) and Y1 =
(H/Γ1(M))Q also induces a representation on the module,
Hom(H,Z/(ℓm)) = Hom(H/[H,H ],Z/(ℓm)) ∼= H1et(Y1 ×Q Q;Z/(ℓm)), (306)
and also a representation on the module
lim←−
m∈N
H1et(Y1 ×Q Q,Z/(ℓm)) = H1et(Y1 ×Q Q;Zℓ). (307)
The compactified modular curve X1(M) contains Y1(M) = H/Γ1(M) as its Zariski open
subvariety, and
H1et(X1(M)×Q Q;Zℓ) ∼= H1et(Jac(X1(M))×Q Q;Zℓ) (308)
(the dual of the Tate module of Jac(X1(M))) is regarded as a submodule of H
1
et(Y1(M) ×Q
Q;Zℓ) that is preserved by any one of φM1,1,
−−−→
(i∞)i(Gal(Q/Q)).
Therefore, the set of [k : K] representations of Gal(Q/Q) associated with an elliptic curve
E/k of Shimura type (reviewed in section 4.1.4) correspond to some appropriate submodules
of H1et(X1(M) ×Q Q;Zℓ) above, and hence are associated with the sub-representation of
φM1,1,
−−−→
(i∞)i : Gal(Q/Q)→ Aut(π
alg
1 (M1,1×QQ;
−−−→
(i∞)i)) in (300) corresponding to the subgroup
πalg1 ((H/Γ1(M))Q ×Q Q) of πalg1 (M1,1 ×Q Q). In the perspective of string theory, one may
well say that the set of the “chiral correlation functions” {f II1Ω′(τws; β)}β∈iReps for the data
([Eza ]C, fρ) with [Eza ]C ∈ E ll(OK) facilitate a part of the sub-representations Gal(Q/Q) →
Aut(H). •
5.2.2. Just like a representation of a group on a vector space ρ : G → Aut(V ) with a non-
trivial sub-representation ρ : G → Aut(W ) with W ⊂ V is accompanied with the quotient
representation ρ : G → Aut(V/W ), we can think of a quotient exterior representation for
φX,x¯ : Gal(Q/L) → Aut(πalg1 (X ×L Q; x¯)), using a finite etale Galois cover π : Y → X . The
homomorphism (302) does that; note that the field of definition L0 of the finite cover Y over
X can be larger than the field of definition L of (X, x¯).
For X = M1,1 and x¯ =
−−−→
(i∞)i defined over L = Q and its finite etale and Galois cover
Y := H/Γ(N)→M1,1, (304) is such a quotient representation.
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Just like the “chiral correlation functions” of Type II string theory with the target spaces
{([Eza]C, fρ) | [Eza ]C ∈ E ll(OK)} constitute a part of the module (308) of the sub-action
φX,x¯ : Gal(Q/Q) → Aut(πalg1 (Y1(M) ×Q Q)), chiral correlation functions with an elliptic
curve of complex multiplication as a target space also provide some of test functions (see
5.1.5) in working out the quotient representation φ(X,x¯)/(Y,y¯) : Gal(Q/Q)→ Gal(Q(ζN)/Q)→
Aut(SL(2;Z/NZ)).
To be more specific, think of the chiral correlation functions {fbos0 (τws; β) | β ∈ iReps.}
obtained in bosonic string theory for the data ([Ez]C, fρ); they are functions of τws ∈ H,
and are also regarded as meromorphic functions on Y (Nbos) := H/Γ(Nbos) where Nbos =
LCM(12, NDΛ) as we have seen in Prop. 2.4.9. They are genuine functions rather than a
section of such bundles as (T ∗Y (Nbos))⊗h over the curve Y (Nbos) for some h ∈ N>0, because
{fbos0 (τws; β)} is a weight-zero modular form (when they may well be regarded as (g, n) =
(1, 1) chiral correlation functions, but the inserted operator, 1, is a Virasoro primary operator
of weight h = 0). The Fourier series expansion (power series in qws = e
2πiτws) of those
chiral correlation functions fbos0 is much the same as the Puiseux series expansion of rational
functions on the finite etale Galois cover Y (Nbos) → M1,1 at the tangential base point
x¯ = {τws =
−−−→
(i∞)i}; certainly it is 1/j(τws) rather than qws that should be used for the
Puiseux series expansion (because that is the algebraic coordinate of M1,1), but the qws-
series expansion 1/j(τws) ≃ qws+(· · · )q2ws+ · · · only involves coefficients in Q, so it does not
matter whether we use qws or 1/j(τws) for the Puiseux series expansion in working out γ
σ for
γ ∈ πalg1 (M1,1 ×Q Q)/πalg1 (Y (Nbos)×Q(ζNbos ) Q) = SL(2;Z/NZ) through the algorithm (305).
The action of Gal(Q/Q) in (305) is, in the end, the same as carrying out the Galois
transformation of the individual matrix entries of the monodromy representation of γ in the
mapping class group Γ(g,n)=(1,1) = SL(2;Z) associated with the
49,50 (g, n) = (1, 1) conformal
block of the rational model of CFT for ([Ez]C, fρ). This is because the Puiseux series co-
efficients of f get Galois transformation once by σ−1 in (305) and then once by σ; linear
combination coefficients that emerge as a result of monodromy along the path γ, however, is
subject to the Galois transformation by σ, and hence the Galois transformation acts only on
the linear combination coefficients describing the monodromy along γ [Deg-eMS, §5.2].
49 There can be multiple (g, n) = (1, 1) conformal blocks of a given rational model of CFT, F{α1}, depending
on which irreducible representation is to be inserted at n = 1 point in a g = 1 Riemann surface. In the case
of a T 2-target rational model of CFT, however, (g, n) = (1, 1) conformal blocks are non-empty only when
α1 = 0 ∈ iReps, so there is just one conformal block F{α1=0} of interest.
50 For (g, n) = (1, 1), conformal blocks give rise to monodromy representation of the group Z.Γ1,1 rather
than Γ1,1. In the case of a (g, n) = (1, 1) conformal block with α1 = 0, however, the monodromy representation
reduces to that of Γ1,1 because the conformal weights in the vacuum representation α1 = 0 are all integers.
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The individual entries of the monodromy representation matrices of SL(2;Z) ∼= Γ1,1 should
be within the number field51 Q(ζNbos), because the quotient representation factors through
Gal(Q(ζNbos)/Q) (Example 5.1.4). There is indeed an argument [dBG, CG] that those matrix
entries should be in Qab (the maximal cyclotomic extension), and moreover, it is known that
they are indeed in Q(ζNbos) [Br, just above Lemma 5.1]. •
5.2.3. By bringing together all the pieces of discussions above (which are in the literature),
and presenting in one common narrative, we wish i) to write down an observation that (a) the
Galois group representations on H1et of the modular curves and (b) the Galois group action
on the covering transformation groups of finite etale coverings of M1,1 can be regarded as
partial information of one and the same thing, the action of Gal(Q/Q) on πalg1 (M1,1 ×Q Q)
given in (300).
The other observation, ii), in the collection of discussions in this section is that the group
πalg1 (M1,1 × Q) is split into the quotient πalg1 (M1,1 × Q)/πalg1 (Y (Nbos) ×Q(ζNbos ) Q) and the
subgroup whose abelianization is dual to the etale cohomology group of the modular curve,52
once a set of data {([Eza]C, fρ) | [Eza ]C ∈ E ll(OK)} is specified, depending on the kernel
of the monodromy representation of SL(2;Z) ∼= Γ1,1. For a fixed set E ll(OK) of elliptic
curves with complex multiplication by OK , the Ka¨hler parameter {fρ ∈ N>0} plays the role
of the index set in promoting53 the action of Gal(Q/Q) on SL(2;Z/NZ) = πalg1 (M1,1 ×Q
Q)/πalg1 (Y (Nbos) ×Q(ζNbos ) Q) into the action of the profinite group π
alg
1 (M1,1 ×Q Q). The
Ka¨hler parameter also plays the role of the index set in section 4.2 in packing the “chiral
correlation functions” of the models with complex multiplication by OK together to form
the vector space F
(Ω,
∫
J)
{0,0} (E ll(OK)). Such an observation on the role played by the Ka¨hler
parameter of the string theory target space is also a reason of existence of this section, and
is also an answer to a question posed at Introduction of our previous article [KW]. •
51 The minimal number field that contains the entries of the monodromy representation of SL(2;Z) have
been studied for the Wess–Zumino–Witten model [CG] and S1-target rational models of CFT [Deg-S1,
BCLDB].
52There is a discrepancy between fbos0 in bosonic string and f
II
1Ω′ in superstring for the choice of the level,
of the modular curves in question.
53 We (the authors) have a vague memory that we might have seen in a literature an idea that the Ka¨hler
parameter plays the role of realizing Galois action on the profinite group, not just on a finite quotient group.
As we are posting this article to arXiv, however, we have not been able to dig out such a paper from our
desktop.
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