Abstract. I set out the theory of Schunck classes and projectors for soluble Leibniz algebras, parallel to that for Lie algebras. Primitive Leibniz algebras come in pairs, one (Lie) symmetric, the other antisymmetric. A Schunck formation containing one member of a pair also contains the other. If H is a Schunck formation and H is an H-projector of the Leibniz algebra L, then H is intravariant in L. An example is given to show that the assumption that the Schunck class H is a formation cannot be omitted.
Introduction
The theory of Schunck classes, formations and projectors was originally developed for finite soluble groups. This theory is set out in Doerk and Hawkes [12] . It was adapted to Lie algebras in Barnes and Gastineau-Hills [2] (but set out in older terminology), and to restricted Lie algebras in Barnes [8] . Most of the theory for Leibniz algebras is a straightforward translation of the theory for Lie algebras. Where proofs are the same as for Lie algebras, I omit the proofs, indicating this by placing the end of proof symbol at the end of the statement of the result.
A (left) Leibniz algebra is an algebra L over a field F for which all the left multiplications are derivations, that is, a(bc) = (ab)c + b(ac) for all a, b, c ∈ L. The basic properties of Leibniz algebras and their modules may be found in Ayupov and Omirov [1] or Patsourakos [15] . Some further definitions and notations used in this paper are in Barnes [9] , along with some lemmas fundamental to the study of Schunck classes.
That the left ideal generated by the squares of elements of a Leibniz algebra L is a two-sided ideal whose quotient is a Lie algebra is well known. I propose to call this ideal the Leibniz kernel of L and to denote it by Leib(L). The following stronger result appears not to have been noticed. Lemma 1.1. Let L be a Leibniz algebra. The subspace x 2 | x ∈ L is a 2-sided ideal of L.
Proof. We have x(xy) = (xx)y + x(xy), so (xx)y = 0. Also (x + y 2 ) 2 = x 2 + xy 2 + y 2 x + y 2 y 2 = x 2 + x(y 2 ).
Thus
The powers L n of a Leibniz algebra L are defined inductively by L 1 = L and L n+1 = LL n . I quote Ayupov and Omirov [1, Lemma 1] .
Proof. We use induction over r. The result holds by definition for r = 1.
The result follows.
Proof. Since left multiplications are derivations, A r is a left ideal. I use induction over r to prove it a right ideal. We have
It might seem superfluous to prove Corollary 1.3, but a product of ideals of a Leibniz algebra need not be an ideal. Bosko, Hird, McAlister, Schwartz and Stagg, [11] have proved (as a corollary to a deeper result) that the sum of two nilpotent ideals of a finite-dimensional Leibniz algebra is nilpotent. Using Corollary 1.3, this can be proved without the assumption of finite dimension. For a finite-dimensional Leibniz algebra L, the nil radical N (L) is defined to be the sum of all nilpotent ideals of L. By Lemma 1.5, N (L) is nilpotent.
For an L-(bi)module M and the representation (S, T ) of L on M , I write ker(M ) or ker(S, T ) for ker(S) ∩ ker(T ). The following result is implicit in Loday and Pirashvili [14] and proved in Barnes [10] . Lemma 1.6. Let L be a finite-dimensional Leibniz algebra and let M be a finitedimensional irreducible L-module. Then L/ ker(M ) is a Lie algebra and either M L = 0 or mx = −xm for all x ∈ L and m ∈ M .
An L-module M satisfying mx = −xm for all x ∈ L and all m ∈ M is called (Lie) symmetric, while a module satisfying M L = 0 is called antisymmetric. For a given module M , I denote by sym M , the module with the same left action as M but with the right action replaced by the symmetric action. I denote by asym M the module M with the right action replaced with the zero action. It follows from Lemma 1.6, that primitive algebras come in pairs, one in which the action on the socle is symmetric, the other antisymmetric. For the primitive algebra P with socle Soc(P ) = C, I denote by sym P the primitive algebra which is the split extension of sym C by P/C and by asym P the split extension of asym C by P/C. Necessarily, P is one or other of these. The 1-dimensional algebra is primitive, both symmetric and antisymmetric, and is its own pair.
I want to show that in any module V , there is a composition series in which the symmetric factors are above the antisymmetric factors. This is complicated by the fact that a module with trivial action is both symmetric and antisymmetric. To cope with this, I give the following definition. Definition 1.7. Let V be an L-module and let A/B be a composition factor of V . Let X be the split extension of V by L. We say that A/B is inner relative to V if A/B ⊆ Leib(X/B) and that A/B is outer otherwise.
Let K = Leib(X). Since Leib(X/B) = Leib(X) + B/B, A/B inner is equivalent to K + B ⊇ A. As K + B ⊇ A if and only if there exists k ∈ K ∩ A, k / ∈ B, A/B outer is equivalent to K ∩ A ⊆ B. Note that the property is relative to V , not an inherent property of the module A/B. Lemma 1.8. Let L be a Leibniz algebra and let V be a non-trivial antisymmetric irreducible L-module. Let X be the split extension of V by L. Then V ⊆ Leib(X).
Proof. If v ∈ V and v = 0, then there exists x ∈ L such that xv = 0. But
Thus a non-trivial antisymmetric composition factor of any module is inner. Clearly, a non-trivial symmetric composition factor is outer. For trivial composition factors, the usual correspondence between factors of different composition series need not preserve the property of being inner. Example 1.9. Let L = x and let V = a, b, c with xa = b, xb = xc = ax = bx = cx = 0. Then in the notation used above, Leib(X) = K = b and we have (at least) the following submodules:
The factor b, c / c of the composition series V ⊃ b, c ⊃ c ⊃ 0 is inner and corresponds to the factor b + c of the composition series
Theorem 1.10. Let L be a Leibniz algebra and let V be an L-module. Then there exists a unique submodule W of V such that every composition factor of W is inner and every composition factor of V /W is outer.
Proof. Let X be the split extension of V by L and let K = Leib(X). Let W be a submodule of V and let
We cannot interchange inner and outer in Theorem 1.10. To see this, we use the Loday-Pirashvili short exact sequence. Let L be a Lie algebra and let V be a left L-module. We putV = Hom(L, V ) ⊕ V as left L-module and make it a bimodule by setting (f, v)x = (−xf, f (x)) for x ∈ L, f ∈ Hom(L, V ) and v ∈ V . The Loday-Pirashvili short exact sequence is the sequence
Lemma 1.11. Suppose that there exist linearly independent elements a, b ∈ L such that the left action T a of a on V is invertible. Then the Loday-Pirashvili short exact sequence does not split.
Proof. Suppose that U is a submodule which complements
For U to be a submodule, for all x ∈ L and f ∈ Hom(L, V ), we need Because of this, it is sometimes convenient to work instead with the Frattini ideal Ψ(L), the largest ideal of L contained in Φ(L). However, the characteristic 0 result does extend to Leibniz algebras. Theorem 1.14. Let L be a Leibniz algebra over the field F of characteristic 0.
Proof. If A ¡ L, by induction, we may suppose that the intersection K of the maximal subalgebras containing A is an ideal. The result holds if L is a Lie algebra, so we may suppose that there exists an abelian minimal ideal A of L. If every maximal subalgebra contains some minimal ideal, then the result holds, so we may suppose that there exists a maximal subalgebra M which does not contain any minimal ideal of L. Consider the Lie algebra X = L/A. Let R be the soluble radical of X. Let B be a minimal R-submodule of A. Then R ′ acts trivially on B since R ′ + A is nilpotent. But all R-composition factors of A are isomorphic, so R ′ acts nilpotently on A. Therefore, there exists a ∈ A, a = 0 such that R ′ a = 0. As R ′ ¡ X, {a ∈ A | R ′ a = 0} is an X-submodule of A. Since A is a faithful irreducible X-module, this implies that R ′ = 0. Let S be a Levi factor of X. Then Φ(S) = 0 by the Tuck-Towers Theorem [18, Corollary 3.3] . Since X/R ≃ S, Φ(X) ⊆ R. As S-module, R is completely reducible,
i is a maximal subalgebra of X and it follows that Φ(X) = 0. Thus the intersection of the maximal subalgebras of L which contain A is A and it follows that Φ(L) = 0.
Classes and Projectors
Following the notations of Doerk and Hawkes, I denote the class of all finite dimensional soluble Leibniz algebras over the field F by S, the class of nilpotent Leibniz algebras by N, the class of abelian Leibniz algebras by A and the class of primitive Leibniz algebras by P. For a class X, I define the closure operations
Thus qX is the class of quotients of Leibniz algebras in X, rX is the class of subdirect sums and e Φ X the class of Frattini extensions of algebras in X, while pX is the class of all algebras whose primitive quotients are in X.
Definition 2.1. A non-empty class X of soluble Leibniz algebras which is q-closed, that is, qX = X, is called a homomorph. An r-closed homomorph is called a formation. A non-empty class which is e Φ -closed is called saturated. A non-empty class X satisfying pX = X is called a Schunck class.
These definitions differ from those of Doerk and Hawkes by the inclusion of the requirement, convenient for the theory of Leibniz algebras but not for that of finite groups, that the classes be non-empty. Note also that saturation had a different meaning, explained below, in the older terminology. Clearly, a Schunck class is a saturated homomorph. If X is a homomorph, then pX is the smallest Schunck class containing X.
There are some results in the literature giving stronger forms of e Φ -closure. We say that X is e 
In the older terminology of [2] , these subalgebras were called X-projectors.)
Thus, an X-covering subalgebra U of L is an X-projector of every subalgebra of L which contains U . We denote the (possibly empty) set of X-projectors of L by Proj X (L) and the set of X-covering subalgebras by Cov X (L). Lemma 2.6. Let X be a homomorph and let Theorem 2.14. Let X be a homomorph. Then the following are equivalent:
(a) X is a Gaschütz class.
(b) X is a projective class.
(c ) X is a Schunck class.
The next lemma is a slightly modified version of Doerk and Hawkes [12, Lemma 3.14, p.295].
Lemma 2.16. Let X be a Schunck class. Let N be a nilpotent ideal of L and let
Theorem 2.17. Let X be a Schunck class of soluble Leibniz algebras.
Lemma 2.18. Let H be a homomorph. A necessary and sufficient condition for H to be a Schunck class is that
Proof. By Theorem 2.14, the condition is necessary. Suppose H satisfies the condition. We use induction over dim(L) to prove for all L that Proj H (L) = ∅. Let A be a minimal ideal of L. By induction, there exists a subalgebra U ⊇ A such that
Corollary 2.19. Let F be a formation. Then F is a Schunck class if and only if F is saturated.
Suppose F is saturated. Suppose L ∈ F and that A is a minimal ideal of L with L/A ∈ F. By Lemma 2.18, it is sufficient to prove that Proj
Schunck formations
In this section, I consider the special properties of those Schunck classes which are formations. Proof. Since the condition for an algebra L to be in H is a condition on the chief factors, H is a formation. We have to prove that it is saturated. So suppuse that
Note that, as L/C L (A/B) is a Lie algebra, we can always replace the defining formation F by the class of Lie algebras in F. The class N of nilpotent algebras is locally defined by the class {0}. We denote by Cs the class of completely soluble Leibniz algebras, that is, those algebras with nilpotent derived algebra. As L Note that an eigenvalue of the action on L is necessarily an eigenvalue of the action on some chief factor of L. Since the chief factor is either symmetric or antisymmetric, we need only consider the left actions. Again, the defining property is a condition on the chief factors, so Ev(Λ) is clearly a formation.
Let Λ be a normal subspace of the algebraic closureF of F
Proof. Let λ 1 , . . . , λ n be the eigenvalues of d which lie in Λ. Put
is a polynomial over F all of whose roots lie in Λ. Therefore ab ∈ K Λ (d). Proof. Ev(Λ) is a formation. Suppose that A is a minimal ideal of L and that
Theorem 3.9. The class U of supersoluble Leibniz algebras is the Schunck formation Cs ∩ Ev(F ).
Proof. We have U ⊆ Cs ∩ Ev(F ). Suppose that L ∈ Cs ∩ Ev(F ). Let A ⊆ L ′ be a minimal ideal of L. By induction, we may suppose that L/A is supersoluble. We have to prove dim(A) = 1. But A is an irreducible module for the abelian Lie algebra L/L ′ and all eigenvalues of the left actions of elements are in F . Therefore there exists a 1-dimensional invariant subspace. As A is either symmetric or antisymmetric, this subspace is also invariant under the right actions, so dim(A) = 1. Let L be a Leibniz algebra and let V, W be L-modules. We can define a left action of L on V ⊗ W as for Lie algebras, setting x(v ⊗ w) = xv ⊗ w + v ⊗ xw. There is in general, no such obvious way to define a right action. If either, both V and W are symmetric or both are antisymmetric, then we can set (v ⊗ w)x = vx ⊗ w + v ⊗ wx. Lemma 3.13. Suppose that V, W are F-hypercentral L-modules, either both symmetric or both antisymmetric. Then V ⊗ W is F-hypercentral.
Proof. We need only consider the case where both V and W are irreducible, then general case then following. By replacing L by L/(C L (V ) ∩ C L (W )), we can assume that L is a Lie algebra in F. We form the class 2 nilpotent Lie algebra N = V ⊕ W ⊕ (V ⊗ W ) defining vw = v ⊗ w for v ∈ V and w ∈ W . Using the actions of L on V, W, V ⊗ W to define the multiplication makes X = L ⊕ N into a Leibniz algebra in either case. We have Φ(N ) = N ′ . If A ¡ X, A ⊆ N ′ and A/B is a chief factor of X, then X/B does not split over A/B since N/B does not split. It follows that X ∈ F and that V ⊗ W is F-hypercentral.
Lemma 3.14. Let V, W be F-hypercentral L-modules, either both symmetric or both antisymmetric. Then Hom(V, W ) is F-hypercentral.
Proof. We need only consider the case where both V and W are irreducible. The result follows from Lemma 3.13 as for Lie algebras. Proof. We may suppose that V is non-trivial. By replacing L with L/ ker(V ), we may suppose that V is faithful and that L is a Lie algebra. We may suppose that at least one of
F. We show that there exists a 0 ∈ L such that the left action T a0 : V → V is invertible. Let A be a minimal ideal of L. For any a ∈ A, a ⊳⊳ L, so all acomposition factors of Lie V are isomorphic. If the action of a on the composition factors is trivial, then T a is nilpotent. If all T a are nilpotent, then by Engel's Theorem, the space W = {v ∈ V | av = 0 for all a ∈ A} = 0. But W is a submodule of the irreducible module Lie V , so W = V contrary to V being faithful. Therefore there exists a 0 ∈ A such that the action of a 0 on the composition factors is non-trivial. This implies that T a0 is invertible.
If dim(L) = 1, we replace L with the Lie algebra L ⊕ a 1 and still have L ∈ Lie F. We then have the conditions for Lemma 1.11 which does not require that the module V be faithful. By Lemma 1.11, the Loday-Pirashvili exact sequence We can now strengthen Theorem 3.15.
Theorem 3.19. Let F be a Schunck formation of soluble Leibniz algebras. Let L be a (not necessarily soluble) Leibniz algebra and suppose that U ⊳⊳ L, U ∈ F. Let V be an L-module. Let V + and V − be the F-hypercentral and F-hypereccentric components of V as U -module. Then
By Theorem 3.15, the result holds if n = 0. We use induction over n, so we suppose V + , V − are U n−1 -submodules. Let W be either of V + , V − and let x ∈ L. For u ∈ U , ux, xu ∈ U n−1 . Thus for w ∈ W , we have u(xw) = (ux)w+x(uw) ∈ W +xW and (xw)u = x(wu)−w(xu) ∈ xW +W . Thus W + xW is a U -submodule. The map φ : W → W + xW/W given by φ(w) = xw + W is a U -module homomorphism as
since (ux)w, w(xu) ∈ W . But W and V /W have no U -bimodule composition factors in common. Therefore φ = 0 and xW ⊆ W .
We now consider W x + W . We have u(wx) = (uw)x + w(ux) ∈ W x + W and (wx)u = w(xu) − x(wu) ∈ W since xW ⊆ W . Thus W + W x is a U -submodule and the right action of U on W + W x/W is zero. The map ψ : W → W x + W/W given by ψ(w) = wx + W is a left U -module homomorphism as uψ(w) = u(wx) + W = (uw)x+w(ux)+W = ψ(uw). Thus any U -module composition factor of W x+W/W is isomorphic to asym X for some U -module composition factor X of W . But asym X is F-central if and only if X is F-central. Since W is one of the components V + , V − , it follows that W + W x/W = 0 and W x ⊆ W .
F-normalisers
Let F be a Schunck formation of soluble Leibniz algebras. We cannot follow the definition used in the theory of soluble groups as the required structures do not exist in Leibniz or Lie algebras. In [17] , Stitzinger defined F-normalisers for Lie algebras using a property proved for those of groups. I copy that approach with only minor changes arising from the need to use Ψ(L) in place of Φ(L) at some points. The following two results are essentially Proposition 10 and Theorem 3 of Stitzinger [16] . Note that assuming Ψ(L) = 0 is weaker than assuming Φ(L) = 0.
Proof. There exists a maximal subalgebra M of L which does not contain A.
If A is a minimal ideal, the result holds. So suppose that B = 0. We use induction over dim(A). By induction, there exists a subalgebra C which complements B.
By the modular law for subspaces, since B ⊆ M , we have (
and is complemented in L.
In the following, F is a Schunck formation of soluble Leibniz algebras. 
and U has no F-critical maximal subalgebras.
It is clear that every soluble Leibniz algebra L has an F-normaliser and that if U is an F-normaliser of L, then U ∈ F.
Theorem 4.11. Let K be an F-normaliser of L. Then K covers every F-central chief factor of L and avoids every F-eccentric chief factor of L.
There are many more results in Stitzinger's paper [17] which generalise to Leibniz algebras. I quote here only those needed later in this paper. 
Frattini properties
Theorem 5.2. Suppose that F is a Schunck formation of soluble Leibniz algebras. Then F is e ⊳⊳ Φ -closed.
Proof. Suppose that V ¡ U ⊳⊳ L, V ≤ Φ(L) and that U/V ∈ F. We use induction over dim(L). By Barnes [9, Theorem 3.6] , the result holds if U/V is nilpotent, so we may suppose that U N = 0. By Barnes [10, Theorem 2.5] , U N ¡ L, so there exists a minimal ideal K of L, K ≤ U . By induction, we have U/K ∈ F. But F is a formation, so U/K ∩ V ∈ F. If K ∩ V = K, then K as U/K-bimodule has an F-central composition factor. By Barnes [10, Theorem 2.2], all composition factors of K are isomorphic, so K is F-hypercentral and U ∈ F. Hence we may suppose that K ∩ V = K and so K ≤ Φ(L).
As we are supposing that U is not nilpotent, we have U N > K and there exists an
There are some special cases for which the stronger result that F is e ⊳⊳ r Φ -closed holds.
and that U/V ∈ F. Let N/V be the nil radical of U/V . Then N ⊳⊳ r L and by Barnes [9, Theorem 3.6] , N is nilpotent. Since U/N ∈ K, we have U ∈ Loc(K).
Corollary 5.5. Suppose char(F ) = 0. Let F be a Schunck formation. Then F is e ⊳⊳ r Φ -closed. Proof. By Barnes [6] , Lie F is eigenvalue defined, and it follows from Corollary 3.17, that F is eigenvalue defined.
Intravariance
A subalgebra U of a Lie algebra L is called intravariant in L if every derivation of L is the sum of an inner derivation and a derivation whch stabilisees U . This is not appropriate for Leibniz algebras as it ignores the right actions of elements. Loday in [13] , has introduced the concept of a biderivation which remedies this deficiency. Definition 6.2. Let L be a Leibniz algebra. The inner biderivation given by a ∈ L is the pair Biad a = (ad a , Ad a ), where ad a (x) = ax and Ad a (x) = −xa.
The biderivations of an algebra A with multiplication
form a Leibniz algebra denoted by Bider(A). If L is a Leibniz algebra and a ∈ L, then Biad a is a biderivation of L and the map a → Biad a is a Leibniz algebra homomorphism of L into Bider(L). Unfortunately, biderivations are too general for the purposes of this section. Given any algebra A and an algebra B of biderivations of A, we can form the split extension X = A + B of A by B by defining the products of a ∈ A and 
Lemma 6.4. The close biderivations of a Leibniz algebra L form a subalgebra Cloder(L) of the biderivation algebra Bider(L). 
Thus the Leibniz identity holds. Theorem 6.7. Let L be a Leibniz algebra and let U be a subalgebra of L. Then U is intravariant in L if and only if, whenever L is an ideal of a Leibniz algebra X,
Proof. Suppose that L ¡ X and that U is intravariant in L. Let x ∈ X. Then Biad x | L is a close biderivation of L, so we have a ∈ L such that Biad x − Biad a is a biderivation which stabilises U . Put n = x − a. Then Biad n stabilises U , so n ∈ N X (U ) and x ∈ L + N X (U ).
Suppose conversely, that for every Leibniz algebra X which contains L as an ideal, we have X = L + N X (U ). Let b = (d, D) be a close biderivation of L and let B be the subalgebra of Cloder(L) generated by b. Form the split extension X of L by B. Then X = L + N X (U ), so b = a + n for some a ∈ L and n ∈ N X (U ). We have Biad b = Biad a + Biad n . But b = Biad b | L and the result follows.
In Barnes [4] , it was shown that for Schunck classes H of soluble Lie algebras, all H-projectors are intravariant. That this does not hold for Leibniz algebras follows from Example 5.1 and the following theorem. The above proof of the equivalence of e ¡ Φ -closure and the intravariance property remains valid if we restrict the larger algebra for each property to being soluble, that is, if we work within the category of soluble Leibniz algebras. However, if H has the intravariance property within the category of soluble Leibniz algebras, then it has the property in the larger category. For suppose x ∈ L. Then the algebra L x = alg x, A is soluble and so L x = A + N Lx (U ), that is, x ∈ A + N L (U ) and it follows that L = A + N L (U ). It follows that if H has the e ¡ Φ -closure property within the category of soluble Leibniz algebras, it also has that property in ther larger category. 
