Equivalence between the normal form (NF) and the Carleman linearization of a nonlinear dynamic system is established. The near-identity nonlinear coordinate transformation which brings a system to its NF is shown to be the similarity transformation bringing a Carleman system to a Jordan canonical form. It is shown that the steady-state multiplicity is given by the nullity of the first Carleman matrix with noncomplete nullspace. The stability of the limit cycles at Hopf bifurcation is determined by the direction of the &generalized eigenvector of the first odd order Carleman matrix which has a noncomplete iw-eigenspace. The coefficients of the resonant terms that are retained in the NF are explicitly determined. 
INTRODUCTION
The normal form of a nonlinear dynamic system in the vicinity of a critical point x,,, is obtained by a smooth coordinate transformation that reduces the original system to a simpler (linear if possible) form, which yet retains the qualitative dynamic behavior in the neighborhood of x0. A systematic procedure for constructing NFs by use of Lie brackets is given in [6] . A key notion in NF reduction is that of resonance. In particular, the Jacobi matrix of the system, evaluated at x0 determines which monomials in the formal expansion of the system are resonant and cannot be removed by any smooth coordinate transformation [2, 6, 73 . These monomials appear in the NF of the system and thus constitute limiting 123 factors to how "linear" the system can become by a smooth near-identity coordinate transformation in the neighborhood of x0. NF theory has been successfully applied in detecting "robust" or structurally stable modes of behavior of dynamic systems in the various subdomains of the parameter space, each one associated with a different qualitative evolution. Structural changes (bifurcations) occur when parameters varied continuously along a parametric path, cross the boundary (bifurcation hypersurface) between these subdomains. Of particular interest are the points at which bifurcation hypersurfaces intersect themselves or lose their smoothness. At these (singular) points the NF is structurally rich enough to encompass the full variety of the adjacent parametric regimes so that the singular corners can be considered as organizing centers for the qualitatively different subdomains.
In this vein the theory of NFs has been recently [l, 9, 121 applied to study the dynamics of chemical reactors. The equations that describe the dynamic behavior of chemical reaction systems include both polynomial vector fields (arising from isothermal mass action kinetics) and nonpolynomial ones (arising from the temperature dependence of reaction rate expressions or from fast equilibrium and/or quasi-steady-state assumptions employed in the determination of appropriate reaction rate expressions). In general reduction of a physical system model to its NF is a complicated task often warranting the use of symbolic manipulators.
In this work we present a new method for the determination of the NF of a dynamic system and the coordinate transformation that is needed for the NF reduction. It can be argued that for physical applications, the determination of this transformation is at least as important as the NF itself. The method is based on the diagonalization of a Carleman linear approximation to the original nonlinear system. The Carleman linearization, introduced in [S] has been used in [3] to obtain approximate solutions to nonlinear systems, in [ 1 l] to derive rapidly converging series solutions in parametric regimes of highly nonlinear behavior, in [ 151 to analyze the Lotka-Volterra system for predator-prey dynamics, and in [4, 8, 13 , 161 to compute Volterra kernels for bilinearization.
Recently, steady-state multiplicity of bifurcating solutions [ 173 and an analysis of Hopf bifurcation for 2-dimensional systems [lo] were presented in terms of the Carleman linearization. State feedback was analyzed and an explicit inversion of nonlinear control systems was given via the Carleman linearization in [18] .
The present work demonstrates the equivalence between the Carleman linearization and the NF of a general nonlinear dynamic system. Both the nonresonance and resonance cases are examined. Bifurcations are viewed as special cases of resonance and the theorems of [lo, 171 are recovered as example cases and strengthened. A geometric approach is followed demonstrating once more how simple geometric ideas can provide insight and facilitate the analysis of actual problems. Section 2 briefly reviews the basics of NFs. Section 3 reviews the Carleman linearization, presenting in addition a classification of the various types of bifurcation and the corresponding conditions to be satisfied by the coefficients of the characteristic polynomials of the Carleman matrices. The main theorems are given in Sections 3 and 4 whereas Section 5 analyzes the special but important cases of steady-state and Hopf bifurcations.
NORMAL FORMS
With f(x, p) a CK vector field, f: R" x R" -+ R", x the n-state, and p the m-parameter vector, let the system be described by
If an eigenvalue A,, s E { 1,2, . . . . u) of the nxn Jacobi matrix of (1). A = df/iJxI,, at a steady state x0 can be written as 
where the mi are integers, then A, is a resonant eigenvalue of order m.
Resonance is only a necessary condition for loss of hyperbolicity and bifurcation when f(x, p) is real valued. It becomes also sufficient for the system that results by complexification. With e, the eigenbasis of ,4 and x, the corresponding coordinates, the monomial xmes =def xylx;1* . . x:e, is said to be resonant if A, = (m, A), m 2 2. We have [2] :
Zf f(x) = Ax + . . . is a formal series, (1) can be reduced to the canonical form j = Ay + z( y) by means of a formal transformation x = y + h(y), where the vector z contains only the resonant monomials.
In practice one uses the PD theorem to remove the inessential terms from the series up to some degree, say ZV, i.e., to obtain j=Ay+z(y)+o(IylN+'). (3) Given the formal series off one can immediately write down form (3) . Determination of h(y) as well as of the coefficients of the resonant terms is more complicated. The transformation is needed in most practical applications while the NF coefficients often characterize the local stability.
Classically, determination of h(y) and of the coefficients of z is accomplished by solving the homological equation
where g(x) contains the part of the expansion off of degrees 2, 3, . . . . N. In case of a holomorphic right-hand side, the normal form as well as h are polynomials in the absence of resonance. If resonance is present then one obtains polynomials again, if the convex hull of Ai, A,, . . . . 1, does not contain the zero point.
CARLEMAN LINEARIZATION
A brief discussion of the Carleman linearization and a relevant classification of the various bifurcation types is in order. With @ denoting the Kronecker product (i.e., ijth block of A @B is a9B) and xc2' = x0 x, xt3] = XC'] Ox, etc. a formal series of (1) around the steady state x,, is i= f A,jz[jl , (6) j=l where 1= x -x,, and A,j contains partial derivatives off of jth order; e.g., A,, is the Jacobian off at x0. The fth order Carleman linearization of (1) 
For convenience we will drop the -and write (7) as 2; = c/x;. Remark. A Carleman system, Cl, of lower dimensions is obtained if we do not consider the same monomial(s) more than once (i.e., if we do not distinguish between x1x2 and x2x,). To this end, C; can be obtained by differentiation of XiXj and use of the chain rule. If one still wants to use the Kronecker recursive formulae (7), (8), e.g., for a computer program, then C; is obtained from C, by adding the columns of the same monomials to one column and obviously considering only one of the rows of the same monomial. Note that the dimension of C; is pl x p,, where p,= i n(n+l).;.l(n+j-l)= ' I( n+/-1 j= 1 i= I .I ) (equivalent to that given in [16] ), which is significantly smaller than the order of C,, rl ( =n + n2 + ... + n') for 13 3. 
Proof (by induction on 1). First note that l,i are the eigenvalues of Ai,, A A/,* 21 7 . ..Y From (8) for i = 1, j= 1 and, using the Kronecker product properties [14] or theorem (1) of [15] , we obtain that the eigenvalues of A,, are the pairwise sums 1,-l,i + lj, i = 1, 2, . . . . r,-, and j = 1, 2, . . . . n.
For I= 2, (11) follo&s directly from this observation, the eigenvalues of A,, being the pairwise sum of 1;s. Also, the eigenvalues of Al1 are of the form
where (13) By the induction hypothesis, and then (11) follows directly using (12), (13) . This completes the proof.
Note that according to the theorem and since A ,i = .4 is in Jordan form, C, will be upper triangular and the eigenvalue on the ith diagonal position, r,--l <i< r,, will be the integral relation xi=, m&&, where mlk are read off from the ith monomial-Carleman coordinate xii = x~'x~~ . . . x7; e.g., if xT = (x,, x2, xX) then the monomial x:x2x3 corresponds to the eigenvalue A,, = 21, + 1, + 1,. Using the theorem, the various types of bifurcation can be characterized by the vanishing or not of coefficients of the characteristic polynomials of Carleman matrices. One can use Table I 
in (9) leads to the normal form ~=~Y+o(IYl'+% (15) where x and y are related by a near identity transformation x = y + h( y), h containing terms of 0( 1 ~1').
Proof: First we show that CI is diagonalizable. Indeed since ii, i = 1, 2, . . . . n, are distinct and due also to nonresonance, multiple eigenvalues will appear only at the positions corresponding to same monomials, which have been considered more than once according to the Carleman notation. Since these same monomials correspond to different coordinates in the Carleman system, CI is diagonalizable (note that CT' has no multiple eigenvalues at all). Then from (9) one obtains Jv=~Y;+o(lYl'+l), (16) where D = d:ag {&}. Since now A ii = diag;, , { lj}, (8) implies that each Ai,, i = 1,2, . . . . Z, is diagonal. Therefore CI is upper triangular implying that the eigenvector matrix is upper triangular and can be normalized to have diagonal elements equal to one. Furthermore the upper n x n principal minor of Q, is identity since it leaves the upper n x n principal minor of C, invariant. Thus the first n among the I,,,s are the original system eigenvalues and the first n-equations (16) give (14) with x = y + h(y) an almost identity transformation. In particular, x= (I, H,) yC3' j_l;
i.e.,h(y)=H, (17) is valid, and the transformation x = y + h(y) is read off from the first n rows of Q,. Note that the coefficient ySj of a resonant monomial was determined by (19) and the requirement that the jth element of w,! is one, so that Q, is a near identity transformation. leads to p'=diag(2, 1,4, 3, 3, 2) y'+ O(ly13) from which the first two equations read j = Ay + 0( 1 ~1'). If now a,, # 0 then the last column of Q2 is the generalized eigenvector of I = 2 satisfying ( Cz -21) wb = y,6 w,. We find that yi6=uo2 in order that w& = 1. Then wd= (0 6,, 0 0 0 1)' and thus the transformation x; = (w,, w2, . . . . w5, wk) y; gives I;; = diag (2, 1,4,3,3,2} Y; + ao2e1 Y: from which the first two equations constitute the NF of (20), namely
In both cases the nonlinear (quadratic, here) part of the near identity transformation ( 17) 
Steady State Multiplicity
In [17] it was shown that in case of one zero eigenvalue, i.e., D, of Table I , the local steady state multiplicity is equal to the order of the lirst Carleman matrix with noncomplete nullspace. We now obtain this theorem as a corollary to Theorem 3. Let Ai be the only zero eigenvalue. Then, by Lemma In view now of the implicit function theorem and Ai # 0, i = 2, 3, . . . . n, yi are locally uniquely determined in terms of y,, and (21) together with the fact (from (17) ) that xi= yi+ O(l y12), i= 1, 2, . . . . n imply that the multiplicity of the steady state x0 is exactly p.
Hopf Bifurcation
Consider now the case D, (Hopf) of Table I , i.e., A =diag{ fro}. Since for any integer m > 2, A, = ml, + (m -1)1,, 1, = (m -1)1, + ml,, A, ( = iw), and A, ( = -io) reappear in every CZ,-i at the positions corresponding to the monomials x;" xy ~ i and x7 -' xy , respectively. Thus the NF is (22) If fact y2 = j,, yzj= 'yv, [7] , and bringing (22) to polar coordinates shows that if Re(y,,) ~0, the amplitude of the cycles is descreasing while if Re(y,,) > 0, it is increasing. If Re(y ,,) = 0 the same conclusions can be drawn from yiJ.
Now from our previous analysis iff yiZ = 0 the + i w eigenspaces of C; are complete (each one 2-dimensional) and the resonant monomials x:x,, xi xi will not appear in the NF (degenerate case). The requirement y i2 # 0 is equivalent to requiring the f io eigenspaces of C; to be noncomplete and the fiw generalized eigenvectors of C; determined from The normal form of an autonomous dynamic system was shown to be equivalent to the Carleman linearization system of order equal to the resonance order of the nonlinear system. Thus it was established that this (finite order) Carleman linearization of a nonlinear system retains all the essential local nonlinearities. The coefficients of the resonant monomials are determined from the Carleman matrix of order equal to the order of resonance. Steady state and Hopf bifurcations constitute special resonance cases and the conditions for steady state multiplicity and limit cycle stability were determined only in terms of the first Carleman matrix with noncomplete eigenspace for the corresponding resonant eigenvalue. Among the open problems to be considered next is the effect of multiple eigenvalues and in particular multiple zero eigenvalues in the original system Jacobian. Starred coefficients correspond to same monomials and have to be added to obtain the coefficient in the reduced form, i.e., u21 = a:, + a;,* + a;,**.
