We give methods for bounding the higher-order filling functions of a Carnot group and apply them to a family of quadratically presented groups studied in [8] and [20] . These methods give sharp bounds on some higher-order filling invariants of these groups. We show that groups with arbitrarily large nilpotency class can have euclidean n-dimensional filling volume; in particular, there are groups with arbitrarily large nilpotency class and quadratic Dehn functions.
The Dehn function of a group measures the complexity of the word problem for a group by counting the number of relators necessary to reduce a word to the identity. A key connection between geometric and combinatorial group theory is the observation that reducing a word to the identity corresponds to filling a closed curve with a disc. This allows geometric methods to be applied to the problem of finding bounds for the Dehn function. In the case of nilpotent groups, these geometric methods often come from Carnot-Carathéodory geometry; many nilpotent groups can be given a left-invariant Carnot-Carathéodory metric, and efficient fillings of curves often come from discs satisfying certain tangency conditions. In this paper, we will use this connection to find Dehn functions and higher-order filling functions for some nilpotent groups.
One natural question is finding the possible range of Dehn functions for nilpotent groups of a given nilpotency class. Gersten's conjecture, proven by Gromov [14, 5. A 5 ] using infinitesimally invertible operators and combinatorially by Gersten, Holt, and Riley [11] , gives an upper bound: all c-step nilpotent groups satisfy an isoperimetric inequality of order δ(n) ≺ n c+1 . This is sharp; free c-step nilpotent groups achieve this bound.
A lower bound is provided by a theorem of Gromov [13] (see also [16] ) stating that a group has a linear Dehn function if and only if it is hyperbolic and that any non-hyperbolic group has a Dehn function which grows at least quadratically. Thus, the Dehn function of any torsion-free non-abelian nilpotent group is at least quadratic. There are several examples of two-step groups achieving this bound; one goal of this paper is to give examples of groups of arbitrary nilpotency class which achieve this bound.
One example of a family of two-step nilpotent groups with quadratic Dehn function is the higher-dimensional Heisenberg groups. This result was stated by Thurston [9] and proved by Gromov [14] , Allcock [1] , and Sapir and Ol ′ shanskii [17] . Such two-step examples are relatively common; in [22] , we showed that many central powers of two-step nilpotent groups satisfy such a bound, and similar results are implicit in many of the methods used on the Heisenberg group. In [15] , Gromov showed that having quadratic Dehn function is in fact generic for two-step nilpotent Lie groups that satisfy an inequality involving their rank and that of their abelianization. On the other hand, there are few known examples of nilpotent groups of class 3 or higher with quadratic Dehn function. An example of such a class 3 group was given in [22] , and this paper presents the first known examples of class 4 and higher.
We will bounds the filling invariants of these examples by constructing horizontal balls. These balls can be scaled to provide efficient fillings of large, "simple" spheres. The idea of using horizontal discs to bound the Dehn functions of nilpotent groups is due to Gromov [15, 14] , who found bounds by decomposing a curve into "simple" pieces and using microflexibility to fill those pieces. In [22] , we developed a combinatorial version of Gromov's technique and used it to give an example of a class 3 group with quadratic Dehn function; in this paper, we will extend this technique to more groups and higher dimensional fillings. This technique gives some of the first sharp bounds on higher-order Dehn functions of nilpotent groups. Previously, sharp bounds were known only for abelian groups [10] and the top-dimensional filling functions of nilpotent groups [19, IV.7] .
We will prove:
Theorem 1. For any m > 0, k > 0, the group J m (R k ), when endowed with a left-invariant riemannian metric, has
For i ≤ k, these are the same filling inequalities as for euclidean space, so we call these bounds euclidean. Since J m (R k ) has nilpotency class m + 1, this gives examples of groups of any nilpotency class with euclidean filling functions. In addition, since J 1 (R k ) = H 2k+1 , the 2k + 1-dimensional Heisenberg group, parts (i) and (ii) of Conjecture 5.D.5(f) in [14] follow as a special case: Corollary 1. For H 2k+1 endowed with a left-invariant riemannian metric,
Theorem 1 will follow from several different theorems. The euclidean upper bounds are obtained by proving that if G has "enough" k-dimensional horizontal submanifolds, then F V k (G) is at most euclidean in Theorem 4 and then proving that the J m (R k ) have "enough" horizontal manifolds in Lemma 12. The non-euclidean upper bound will follow from Theorem 7, a generalization of Theorem 4 to a weaker horizontality condition. The lower bounds will follow from Theorem 8, which uses cohomology to show that certain submanifolds are difficult to fill.
In Section 1, we will introduce some preliminaries on the geometry of Carnot groups and filling functions, including scaling automorphisms and horizontal maps. In Section 2, we will prove Theorem 4, which is the basis for all our upper bounds on filling functions. In Section 3, we will define the J m (R k ) and show that they satisfy the conditions of Theorem 4. In Section 4, we will introduce some tools for bounding higher-order filling functions in more general nilpotent groups. These will allow us to give an upper bound on the higher-order filling functions of c-step Carnot groups and find an upper bound on F V k+1 of J m (R k ). Finally, in Section 5, we will give cohomological lower bounds for higher-order filling functions, showing that our isoperimetric inequalities for the J m (R k ) are sharp.
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Preliminaries
The Dehn function of a group is an invariant measuring the complexity of the word problem by counting the number of relators necessary to reduce a word to the identity. This can be interpreted geometrically as a problem of filling closed curves in a corresponding space with discs; this equivalence is an important connection between geometry and combinatorics. In this section we will define Dehn functions and their higher-dimensional analogues; for a more detailed survey of Dehn functions, see [4] .
Let H = {a 1 , . . . , a d |r 1 , . . . , r s } be a group. Any word w in the a i representing the identity can be reduced to the trivial word by using the relators; that is, there is a decomposition
where the equality is taken in the free group generated by the a i . We define the area δ(w) of w to be the smallest k for which such a decomposition exists. Equivalently, take the universal cover of the presentation 2-complex. This cover is a simply connected 2-complex whose 1-skeleton is the Cayley graph of H and whose faces correspond to conjugates of relators. Words then correspond to closed curves in the complex and decompositions as in (1) correspond to van Kampen diagrams(roughly, mappings of discs into the 2-complex) with boundary w. The area δ(w) of w is then the minimal number of faces in such a van Kampen diagram.
We then define the Dehn function of H by setting
where the maximum is taken over all words representing the identity with at most n letters. This function depends on the presentation of H, but only by a linear distortion of the domain and range. We define the partial ordering If M is a simply-connected riemannian manifold, one can define a similar geometric Dehn function. Given a Lipschitz closed curve γ in M , one can define its area δ(γ) to be the infimum of the areas of all the Lipschitz discs bounded by γ and thus define a Dehn function of M :
where the supremum is taken over all Lipschitz closed curves of length at most n. The connection between these two definitions is given in a theorem stated by Gromov and proved in [4] and [7] : Theorem 2. If M is a simply connected riemannian manifold and H is a finitely presented group acting properly discontinuously, cocompactly, and by isometries on
These functions can be generalized to filling functions for cycles of higher dimension. If α : S k → X is a Lipschitz map of a sphere into a complex, define its Dehn filling volume δ k (α) as the infimal (k + 1)-volume of a Lipschitz homotopy between α and a point. Then we can define the n th -order Dehn function of X as
and the k th -order Dehn function of a group G to be the k th -order Dehn function of any k-connected complex on which G acts properly discontinuously and cocompactly. Then δ 1 is just the geometric Dehn function defined above.
Another generalization is used in [14] . Define the filling volume of a Lipschitz k-cycle as the infimal volume of a Lipschitz (k + 1)-chain that it bounds. Then F V k+1 (V ), the (k + 1)-dimensional filling volume function, can be defined as the supremal filling volume of a k-cycle of volume at most V . Note that the subscripts of the two functions differ: F V k measures fillings by k-chains and δ k measures fillings by (k + 1)-submanifolds. Furthermore, F V k is not a priori related to δ k−1 , though the functions are equivalent in many cases and the bounds obtained in this paper will apply to both.
Under appropriate finiteness conditions, one can define equivalent functions using combinatorial maps instead of Lipschitz maps. Roughly speaking, if a group has a K(π, 1) with finite k-skeleton, we can define filling functions for π by counting the number of simplices needed to fill a simplicial map of a k-sphere or a simplicial k-cycle. To define this rigorously, one must be careful about which maps are considered and how one counts cells; we will not use the combinatorial version here and refer the interested reader to [2] or [5] .
We will also need some background on the geometry of homogeneous nilpotent Lie groups. Let G be a nilpotent Lie group and g its Lie algebra. Then if we let g 1 = g and g i = [g, g i−1 ], there is a filtration
corresponding to the lower central series, and [g i , g j ] ⊂ g i+j . If g k = 0, we call k the nilpotency class of G.
If G is a connected, simply connected, nilpotent Lie group and the filtration on g can be refined to a grading
then G is called a Carnot group. We can define a family of scaling automorphisms s t of g which act on V i by multiplication by
It will be important to know how the volume of a chain changes under scaling. First, extend the V i to left-invariant subbundles of T G and put a left-invariant riemannian metric on G for which the V i are orthogonal. Then s t distorts vectors in T G according to where they lie in the grading.
One final fact about nilpotent groups and scaling automorphisms is that if a homogeneous nilpotent group contains a lattice, it contains lattices which contain their scalings, that is, s t (Γ) ⊂ Γ for t ∈ N. The existence of such lattices follow from Proposition 2 of [22] :
If Γ 0 is such a lattice, generated by elements a 1 , . . . , a d ∈ exp V 1 , then s t (Γ 0 ) is the sublattice generated by a t 1 , . . . , a t d .
Proof of Main Theorem
In [14] and [15] , Gromov used scaling automorphisms, horizontal maps, and microflexibility to bound the Dehn functions of nilpotent groups. His method uses microflexibility to fill small curves and scales them into fillings of large curves. Our theorem extends this to higher dimensions and uses the existence of certain horizontal triangulations instead of microflexibility.
We will first state the theorem in terms of a strong existence property for horizontal maps (cf. the disk extension theorem and Lipschitz extension theorem in [15, 3.5 .D]), but the theorem can be proved under weaker assumptions. Definition 3. If for any 1 ≤ i ≤ k and any horizontal map f :
This property is actually much stronger than is necessary. It is only used to prove Lemma 4, so any other way of obtaining the lemma will suffice to prove Theorem 4. In low dimensions, where one can construct part of a K(Γ, 1) from a presentation, it is convenient to prove similar theorems based on conditions weaker than Lemma 4 (see [22] ).
Note that though property horiz k provides horizontal fillings, the volumes of these fillings are not bounded; this is similar to the situation in [14, 5.A 3 ]. Our theorem is that we can find fillings of bounded area.
By Proposition 2, we may assume that s 2 (Γ) ⊂ Γ. We will proceed as follows:
(1) First, we will show that a cycle can be approximated by a horizontal cycle.
To do this, we will first use property horiz k to construct a Γ-equivariant map φ : G → G which is horizontal on a k-skeleton of a triangulation τ of G. Using the Federer-Fleming deformation lemma (Lemma 3), we will show that a (k − 1)-cycle α in G can be approximated by a horizontal cycle P 0 (α) of volume at most C vol(α). (2) We will construct a series of approximations P i (α) of various scales by using scaling automorphisms. P i (α) will consist of simplices in s 2 i (φ(τ (k−1) )) and its volume will be at most C vol(α); thus, when i is small, P i (α) is an approximation by many small simplices and when i is large, it is an approximation by a few large ones. In particular, if i is sufficiently large (i ≫ log 2 (vol(α))/k), then P i (α) = 0, since its volume is smaller than any simplex of s 2 i (φ(τ )). (3) The approximations P i and P i+1 are relatively close together; their distance is ∼ 2 i . We will construct a series of horizontal chains T i with boundary
and volume at most 2 i C vol(α). We will connect these approximations together to obtain a filling of α and bound its volume.
We first state the version of the Federer-Fleming deformation lemma which we will use. If X is a space with an action by Γ, we define a Γ-adapted triangulation of X as a Γ-invariant triangulation of X which descends to a finite triangulation of X/Γ. [10, 9, 7] ). Let M be a space with a riemannian metric on which a group Γ acts properly discontinuously, cocompactly, and by isometries. Let τ be a Γ-invariant triangulation of M such that on each simplex, the metric restricts to that of a riemannian manifold with corners. A chain α can be approximated by a chain P τ (α) in τ in the following sense: If α is a j-chain in M with boundary ∂α a simplicial cycle in τ (j−1) , then there are a j-chain P τ (α) and a (j + 1)-chain Q τ (α) such that
Lemma 3 (Deformation Lemma
where c τ depends only on M and τ .
Proof. Federer and Fleming prove a version of this lemma for R n [10, 5.5], and another version was used to work with higher-order Dehn functions in [9] . Burillo and Taback used similar methods to prove a version of the lemma which is essentially the current one [7] .
To use this to construct horizontal approximations, we need the triangulation to be horizontal. Property horiz k provides such triangulations. If M is a space with an action by Γ, we call a triangulation Γ-adapted if it satisfies the conditions of the Deformation Lemma.
Lemma 4. Let G be a Carnot group satisfying horiz k and given a left-invariant riemannian metric. Let Γ be a cocompact lattice in G such that s 2 (Γ) ⊂ Γ. Then there is a Γ-adapted triangulation τ of G and a Γ-equivariant Lipschitz map φ :
Proof. We choose τ to be any Γ-adapted triangulation of G and ν to be any s 2 (Γ)adapted triangulation of G × [0, 1] with the appropriate restrictions on G × 0 and G × 1. Since s 2 (Γ) ⊂ Γ, this is possible.
We then construct φ by induction; it is trivial to construct a Γ-equivariant map on the 0-skeleton, and if we have a Γ-equivariant map on τ (i−1) , we can construct a Γ-equivariant map on τ (i) which is horizontal if i ≤ k and Lipschitz otherwise. We construct ψ similarly.
Choose a metric on G such that the spaces comprising the grading of g are orthogonal and fix τ , ν, φ, and ψ. If α is a Lipschitz j-cycle for j < k, we can use the Deformation Lemma to construct an approximation
Conjugating with s ♯ 2 i leads to a coarser approximation
with cells of radius ≈ 2 i and lying in s 2 i (φ(τ (j) )). Define
for all j-cycles α, where c τ is the constant from the Deformation Lemma.
Proof. Note that by the choice of the metric on G, for any j-chain α and any 0 ≤ t ≤ 1, vol s ♯ t (α) ≤ t j vol(α) and that for any horizontal j-chain σ and any t > 0,
as desired.
We want to construct horizontal cycles connecting these approximations. As in constructing the approximations, we will proceed by giving a construction at a small scale and scaling to obtain a construction for an arbitrary scale. Lemma 6. With the notation of Lemma 4, there is a constant c T depending only on τ, ν, φ, ψ, and the metric such that if α is a Lipschitz j-cycle in G, j < k, then there is a horizontal j + 1-chain T 0 (α) such that
fulfills the conditions of the lemma.
Conjugating T 0 with a scaling gives cycles connecting coarser approximations. That is, if
Finally, there is a (n − 1)-chain connecting α and P 0 (α):
for some constant C independent of α.
Proof.
Let ω : G × [0, 1] be a Lipschitz homotopy from φ to the identity map on G.
We let
as desired and
Using these constructions, we can prove the theorem.
Proof of Theorem 4. Given a j-cycle α, 1 ≤ j < k, we need to construct a (j + 1)chain β with ∂β = α. This chain will be of the form
where ∂β 0 = α − P 0 (α) as in Lemma 7. Then
we need to show that P i0+1 (α) = 0 for an appropriate choice of i 0 and bound the volume of β.
We first claim that
) is a simplicial cycle in τ of volume at most c τ 2 −j(i0+1) vol(α). Let D be the smallest volume of a j-simplex of τ and choose i 0 to be the minimal integer such that
Then P τ (s ♯ 2 −(i 0 +1) (α)) = 0. Finally, we bound the volume of β. We have that
Letting n = j + 1, we find that F V G n (V ) ≺ V n n−1 as desired.
One can use the same techniques to show that other higher-order filling invariants of such a group are euclidean. For instance, the j-th order Dehn filling volume δ j (α) of a Lipschitz map α : S j → G is the infimal volume of a Lipschitz homotopy between α and a point. We will show how to adapt the construction above to produce such homotopies.
First, the Federer-Fleming deformation lemma can be modified to produce homotopies; see for instance, [9] , [7] . We will use the following statement: Lemma 8. Let G and τ be as in Lemma 3. Then there exists a constant c h τ , depending only on G and τ , with the following property: Let X be a finite simplicial complex of dimension j and X 0 be a subcomplex of dimension j − 1. Let α : X → G be a Lipschitz map such that α(X 0 ) ⊂ τ (j−1) . Then there exists a Lipschitz map
The proof is the same as the proof of Lemma 2.1 of [7] .
We can then define approximations
: S j → G and state an analogue of Lemma 6.
Lemma 9. If the maps of Lemma 4 exist, there is a constant c h
T depending only on τ, ν, φ, and ψ such that there is a horizontal homotopy T h 0 (α) : S j × [0, 1] → G between P h 0 (α) and P h 1 (α) where vol T h 0 (α) ≤ c h T vol(α). As before, when i ≥ 0, we can define
This is a homotopy connecting P h i and P h i+1 and satisfying vol(T h i (α)) ≤ 2 i c h T vol(α). We can then sketch the proof of Sketch of proof. Let α : S j → G and let i 0 and ω be as in Theorem 4. It suffices to construct a Lipschitz homotopy β between α and a point which has volume ≺ vol(α) j+1 j . β will be composed of a homotopy β 0 between α and P h 0 (α), a series of homotopies T h i , 0 ≤ i ≤ i 0 , and finally, a homotopy β 1 between P h i0+1 (α) and a point.
The only new argument is the construction of β 1 . As in Theorem 4, the image of P h τ (s −1 2 i 0 +1 • α) is too small to fully contain any j-simplex of τ . For each jsimplex ∆ of τ , choose a point p ∈ ∆ not contained in the image of P h τ (s −1 2 i 0 +1 • α). Radial projection from p to ∂∆ gives a Lipschitz homotopy from P h τ (s −1 2 i 0 +1 • α) to a map which misses the interior of ∆. This homotopy lies in τ (j) and thus has zero (j + 1)-volume. Doing this simultaneously for all j-simplices gives a Lipschitz homotopy from P h τ (s −1 2 i 0 +1 • α) to a map whose image lies in τ (j−1) . This can be shrunken to a point through a homotopy which also has zero (j + 1)-volume. If we denote the whole homotopy from P h τ (s −1 2 i 0 +1 • α) to a point by β ′ 1 , we can let
The proof of Theorem 5 leads to a weaker version of property horiz k . Namely, one can show that any horizontal j-sphere, j < k, can be filled with a disc which is locally horizontal, that is, a disc which is locally Lipschitz on its interior and has horizontal tangent planes almost everywhere. The construction is as follows. Let α : S j → G be a horizontal sphere. Then vol(s t (α)) = t j α, and so
Moreover, as i → −∞, P i (α) converges to α in the C 0 sense. We can thus glue the T i for i ∈ Z, i ≤ i 0 together to get a map β : D j+1 → G which is locally Lipschitz on the interior, continuous on the boundary, has horizontal derivative almost everywhere, and has volume vol(β) ≤ C vol(α) j+1 j .
Examples
In this section, we will construct a family of groups with many horizontal submanifolds and show that they satisfy euclidean filling inequalities. This family has also appeared as a family of non-rigid Carnot groups [20] and a family of quadratically presented Lie algebras [8] . Warhurst defined the group by putting a group structure on the m-jet bundle J m (R k ); we will give a simplified version of Warhurst's construction.
The m-jet bundle, J m (R k ) is a vector bundle over R k with fiber R ( k+m m ) . We identify the fiber with the vector space
We think of W i as the set of ith derivatives of maps R k → R and a C n map f : R k → R corresponds to a C n−m section, called a prolongation, j m (f ) : R k → J m (R k ), given by taking derivatives: the projection to W 0 corresponds to the original map, the projection to W 1 = R k * is the gradient of f , and so on. We will often write j m p (f ) in place of j m (f )(p).
Let {x 1 , . . . , x k } be the standard chart on R k . If we let
this gives a basis y (a1,...,a k ) | a i = n of the fibers and an identification J m (
. We define the group structure as follows. Let p = (p 1 , p 2 ), q = (q 1 , q 2 ) ∈ J m (R k ). Define P p : R k → R to be the unique degree m polynomial in k variables such that D m p1 (P (p)) = p 2 . Then let (p 1 , p 2 )(q 1 , q 2 ) = p 1 + q 1 , D m p1+q1 (P (p)) + q 2 . One can check that with this multiplication, J m (R k ) is a group, (R k , 0) is a subgroup, and p · (R k , 0) is j m (P (p))(R k ).
To describe the Lie algebra j m,k of J m (R k ), consider the basis
of j m,k . Calculating brackets, we find that
and all other brackets are zero. This is isomorphic to the Lie algebra corresponding to the model M m,k defined in [8] . Since the structure constants of j m,k with respect to the basis {x i , y (a1,...,a k ) } are rational, {exp x 1 , . . . , exp x k } ∪ exp y (a1,...,a k ) a i = m generate a lattice in J m (R k ). Call this lattice Γ m,k . Note that the groups J 1 (R k ) are the (2k + 1)-dimensional Heisenberg groups and J 2 (R 2 ) is the class 3 example given in [22] ; one isomorphism between them takes a, b, c, d, e, f, g, h to y (2,0) , x 1 , y (1,1) , x 2 , y (0,2) , −y (1, 0) , y (0,1) , −y (0,0) respectively.
Warhurst shows that the tangent distribution corresponding to R k ⊕ W m agrees with the standard contact structure on J m (R k ) [20, Thm. 4.4.1] . This implies that if f : U → R is smooth, then the image of the prolongation j m (f ) : U → J m (R k ) is a horizontal submanifold. We can also see this directly.
Proof. Let x ∈ U . By left-translating to the origin, we can assume x = 0 and f vanishes to m th order at 0. The tangent plane to j m (f ) is the graph of the (m+1)-st derivative (considered as a linear map R k → W m ) of f at 0 and lies in R k ⊕W m .
In [15, 4.4 .A-B] Gromov uses flexibility to prove an Extension Theorem for the jet bundle, which implies the existence of the maps required by Lemma 4. To keep this paper self-contained, we will give another proof here.
If M is a piecewise smooth submanifold of R k , U is an open set containing M , and f : U → R is smooth, then j m (f )(M ) is a piecewise smooth horizontal submanifold. We call such submanifolds or maps with images in such a submanifold holonomic.
Cycles in holonomic submanifolds are easy to fill; for instance, if a cycle can be expressed as j m (f )(α) for a cycle α ⊂ R k , we can construct a horizontal filling by letting β ⊂ R k be a chain in R k whose boundary is α and extending f to an open neighborhood of β. Then j m (f )(β) is a horizontal chain filling the cycle. This is the basic construction we will use in extending horizontal maps. The point that makes the construction possible is that α is already equipped with a smooth function which can be extended to obtain β; we will thus be interested in maps X → J m (R k ) which are locally equipped with smooth functions. It is important not only to know that the maps are locally holonomic, but to fix the corresponding function; that way, we can make sure our extensions are compatible.
Let X be a simplicial complex. An augmented map from X to J m (R k ) is a tuple consisting of
Because of the compatibility condition, this is well-defined and α is locally holonomic.
Lemma 11. If κ : ∆ → R k is an embedding of a simplex and
is an augmented map, there is an augmented map (α, κ, {f ′ δ : V ′ δ → R} δ⊂∆ ) to ∆ such that α extends α 0 and the f ′ δ are restrictions of the f δ for δ = ∆. Proof. The proof is a partition of unity argument.
Let V ∆ be a neighborhood of κ(∆) and let
Then U δ is open, U δ ⊃ κ(int(δ)) and the U δ cover α(X). There is a smooth partition of unity subordinate to {U δ }; using this, we can construct the required f ′ and the V ′ δ . We will use this to construct maps satisfying the conditions of Lemma 4. We first define an action of J m (R k ) on augmented maps. Let p = (p 1 , p 2 ) ∈ J m (R k ). Define Proof. Choose τ to be a Γ m,k -adapted triangulation of J m (R k ) and ν to be a Γ m,k -adapted triangulation of J m (R k ) × [0, 1] with the appropriate restrictions on J m (R k ) × 0 and J m (R k ) × 1.
Note that there is a projection J m (R k ) → R k sending Γ m,k to Z k , and so we can construct an action of Γ m,k on R k . After possibly subdividing τ , we can construct a Γ m,k -equivariant map κ : τ → R k so that the vertices of any simplex of τ lie in general position and each simplex is mapped linearly to R k ; this is an embedding on each simplex in τ (k) .
We can now use Lemma 11 to build a Γ m,k -equivariant augmented map on the 0-skeleton, then the 1-skeleton, and so on up to the k-skeleton. This constructs a horizontal Γ m,k -equivariant map on τ (k) which can then be extended to J m (R k ). We construct ψ similarly.
We thus have Theorem 6. J m (R k ) satisfies the filling inequalities
Note that the construction in Proposition 11 is independent of m; in fact, the proposition can be stated in terms of the sheaf of smooth functions. Recall that we can define an equivalence relation on the set of smooth functions defined on neighborhoods of x by letting f ∼ g if and only if f and g agree on some neighborhood of x. An equivalence class of such functions is called a germ of smooth functions at x, and encapsulates all local information about the functions. In particular, j m x (g) is well-defined when g is a germ at x, and this gives a projection from the bundle of germs to J m (R k ) for any m. Moreover, the bundle of germs can be given a topology in which a map X → G(R k ) is continuous if and only if it is locally holonomic. An augmented map then corresponds to a continuous map from X into the bundle of germs of smooth functions over R k , and so our theorem states that such maps can be extended. When given this topology, the bundle of germs is called theétalé space of the sheaf of smooth functions; the abundance of k-dimensional horizontal maps into J m (R k ) is then a consequence of the abundance of k-dimensional continuous maps into theétalé space, that is, the fact that the sheaf of smooth functions is flexible in the sense of [12] .
This could lead to other examples of families of groups with euclidean Dehn function. The J m (R k ) are groups which can be constructed as quotients of thé etalé space of a flexible sheaf; do other flexible or microflexible sheaves lead to groups with euclidean Dehn functions as well?
Non-euclidean bounds on higher-order filling functions
Previously, we used V 1 -horizontality to give a euclidean bound on filling functions. In this section, we will weaken this condition and get more upper bounds; this weaker condition is similar to the generalizations considered in [14, 5.A 4 ].
The important property of horizontal submanifolds is that they grow and shrink at controlled rates; if α : A → G is a V a ⊕ · · · ⊕ V b -horizontal n-chain in G, then there is a c such that vol(s t (α)) ≤ ct bn vol(α)
for t > 1 and vol(s t (α)) ≤ ct an vol(α)
for t < 1.
One can also consider more complicated tangency conditions; for instance, submanifolds tangent to planes spanned by a vector in V 1 and a vector in V 2 . If α : A → G is a map tangent to such planes,
for all t. We will use a condition generalizing both examples: if f is an injective linear map R n → g, fix a metric on g and call f an (a, b)-horizontal map if there exists c such that vol(s t (f (B) )) ≤ ct b vol(f (B)) for t > 1 and vol(s t (f (B) )) ≤ ct a vol(f (B)) for t < 1, where B is the unit ball in R n . In fact, we can choose c independently of f . Similarly, define an (a, b)-horizontal map on a simplex to be a map α such that vol(s t (α)) ≤ ct b vol(α) for t > 1, and vol(s t (α)) ≤ ct a vol(α) for t < 1. If the derivative of a map of a simplex is (a, b)-horizontal at each point, the map is (a, b)-horizontal. Then the first example is (an, bn)-horizontal and the second is (3, 3)-horizontal.
The following theorem follows from a variation on the proof of Theorem 4:
Theorem 7. Let G be a nilpotent Lie group with left-invariant riemannian metric and Γ ⊂ G a lattice such that s 2 (Γ) ⊂ Γ.
If there are ψ, τ, φ, and ν satisfying the conditions of Lemma 4 with the horizontality conditions replaced by the condition that φ and ψ restrict to (a i , b i )-horizontal maps on τ (i) and ν (i) , where b j > a j−1 , then
for n < dim(G).
Sketch of proof.
We proceed similarly to the proof of 4.
Let α be a (j − 1)-cycle. Recall that the chain α+ ∂Q τ (α) = P τ (α) approximates α and is (a j−1 , b j−1 )-horizontal, so by replacing α with P τ (α), we can assume that α is (a j−1 , b j−1 )-horizontal without loss in our bounds.
Then we can define P i (α) and T i (α) as before. We get weaker bounds on the volumes: vol(P i (α)) ≤ c2 (bj−1−aj−1)i vol(α) vol(T i (α)) ≤ c2 (bj −aj−1)i vol(α) for some c.
We then construct as before
where we choose i 0 to be the minimal integer such that
for C the minimal volume of a j − 1-simplex of τ . Then P τ (s −1 2 i 0 +1 (α)) = 0 and P i0+1 (α) = 0.
Summing the volumes, we find that vol(β) ≤ c ′ vol α b j a j−1 as desired.
As an aid to applying the theorem, we prove the following lemma: Lemma 13. If G is a homogeneous nilpotent Lie group of nilpotency class m, k ≥ 1, and κ 0 : K → G is a map of a simplicial complex into G which is (a, b)horizontal on K (k) , there is a map κ : K → G which agrees with κ 0 on K (k) and is (a + 1, b + m)-horizontal on K (k+1) . If there is an action of Γ ⊂ G on K such that κ 0 is equivariant, then κ can be chosen to be equivariant as well.
Proof. The proof uses the methods of [14, 5. A 2 ] and [18] : if f : ∂∆ → G is an (a, b)-horizontal map of a k-simplex, then there is a map
Using this construction, we can work simplex by simplex to extend κ 0 as desired.
As an example, we can find bounds on F V k+1 for J m (R k ). Lemma 12 gives a (k, k) horizontal map on τ (k) , so Lemma 13 provides a (k + 1, k + m + 1)-horizontal map on τ (k+1) . Then by Theorem 7,
In the next section, we will show that this bound and the euclidean bounds in lower dimensions are sharp. Another possible application is finding bounds on the filling functions of arbitrary homogeneous m-step nilpotent groups which contain lattices. Any nilpotent group satisfies property horiz 1 , so we can always find a (1, 1)-horizontal map on a 1skeleton. The methods above allow us to extend it to an (n, 1+m(n−1))-horizontal map on the n-skeleton. Thus if G is a homogeneous m-step nilpotent group which contains a lattice, its filling functions satisfy the bound
. This is not sharp; Wenger has found better bounds using cone type inequalities [21] .
Lower bounds on higher-order filling functions
Methods similar to those used in [14] , [3] , [18] , and [6] give lower bounds for higher-order Dehn functions. Baumslag, Miller, and Short note that if z is an invariant 2-cocycle in a group G, simplicial if G is discrete, de Rham if G is Lie, then the value of z on an 2-chain α is determined by its boundary ∂α. Furthermore, the value of z(α) is bounded by the area of α, so if z(α) is large, α must be large. In fact, any chain filling ∂α must be large, giving a lower bound on δ(∂α) and F V 2 (∂α). If there are a cocycle z and a family of α with small boundaries and large values of z(α), one gets lower bounds on the asymptotics of F V and δ.
Pittet, following an argument of Gromov, found such cocycles and cycles by looking at 2-dimensional subalgebras of a nilpotent Lie algebra. If a is such a subalgebra and the map H 2 (g, R) → H 2 (a, R) induced by inclusion is nonzero, there is a class in H 2 (g, R) which measures areas in a. By constructing curves approximating the boundary of large rectangles in a, one finds lower bounds on the Dehn function of the group. Burillo generalized the argument to higher dimensions and explicitly constructed families of cycles in the Heisenberg groups to give lower bounds for their higher-order filling functions.
We will give lower bounds in the n-dimensional case by using arguments related to Pittet's and Burillo's: we will obtain a family of horizontal chains which approximate the boundaries of balls in appropriate subgroups. To state our theorem, we will need to understand how scaling affects cochains. To that end, we define a grading on the de Rham cochains. The grading of a homogeneous nilpotent Lie algebra g induces a grading on its dual g * , which generates the algebra g * of de Rham cochains. So we get a grading:
where m is the degree of polynomial growth of the corresponding Lie group and K m is 1-dimensional, generated by the volume form of the Lie algebra. This grading is preserved by the differential and by the scaling automorphism. In particular, s * t acts on the ith factor as multiplication by t i . If v is an n-chain and z ∈ K i is an n-cochain, z(s t (v)) = s * t (z)(v) = t i z(v). We prove the following theorem: Theorem 8. Let G be a simply connected homogenous nilpotent Lie group with a left-invariant riemannian metric and let τ , φ be maps as in Theorem 7 such that φ restricts to a (j, k)-horizontal map on τ (n−1) . Let a be an n-dimensional Lie subalgebra of g and z ∈ K i be an n-cocycle which does not map to zero under the map H n (g, R) → H n (a, R) induced by a ⊂ g. Then F V n (V ) ≻ V i/k and δ n−1 (V ) ≻ V i/k Proof. We want to find an n-cycle α such that s t (∂α) grows slowly (i.e. ∂α is k-horizontal) and z(s t (α)) grows quickly. Let A ⊂ G be the subgroup determined by a. Since any subgroup of a nilpotent group is nilpotent, A has polynomial growth and we can choose α 0 ⊂ A to be an n-chain, indeed a ball, such that vol(∂α 0 ) < ǫ vol(α 0 ) for any ǫ > 0.
Since the image of z in H n (a, R) is nonzero, it is a multiple of the volume form. Let c z be such that z(α 0 ) = c z vol(α 0 ). Include α 0 in G and consider P 0 (∂α 0 ). By Lemma 7, there is an n-chain β 0 such that ∂β 0 = ∂α 0 − P 0 (∂α 0 ) and vol β 0 ≤ C vol(∂α 0 ) ≤ Cǫ vol(α 0 ).
Let α = α 0 − β 0 . Then |z(s t (α))| ≥ |z(s t (α 0 ))| − |z(s t (β 0 ))| ≥ c z t i vol(α 0 ) − |z|t i vol(β 0 ) ≥ c z t i vol(α 0 ) − |z|Cǫt i vol(α 0 ).
If c α = (c z − |z|Cǫ) vol(α 0 ), then F V n (s t (α)) ≥ c α t i .
If ǫ < c z /|z|C, then c α > 0, and since vol(∂s t (α)) = vol(s t (P 0 (∂α 0 ))) ≤ ct k vol(P 0 (∂α 0 )) we conclude that F V n (V ) ≻ V i/k and δ n−1 (V ) ≻ V i/k
We can use this to show that for the groups J m (R k ), the upper bounds on F V i when i ≤ k + 1 given by Theorem 6 and in Section 4 are sharp. By Lemma 12, there is a φ : J m (R k ) → J m (R k ) and τ a triangulation of J m (R k ) such that φ restricts to a (i, i)-horizontal map on τ (i) when i ≤ k. To apply Theorem 8, we need to find appropriate cohomology classes and subalgebras.
The Lie algebra of J m (R k ) can be decomposed as
Let e 1 , . . . , e k generate R k and let a i = e 1 , . . . , e i for i ≤ k and a k+1 = R k ⊕ W 0 . Then a i is an i-dimensional subalgebra of j m,k . Write j * m,k = R k * ⊕ W * m ⊕ W * m−1 ⊕ · · · ⊕ W * 0 . Let e * 1 , . . . , e * k generate (R k ) * and w * generate W 0 . If z i = e * 1 ∧ · · · ∧ e i for i ≤ k and z k+1 = e * 1 ∧ · · · ∧ e * k ∧ w * , then z i ∈ K i for i ≤ k and z k+1 ∈ K k+m+1 . Moreover, z i is an i-cocycle which does not map to zero under the map H i (j m,k , R) → H i (a i , R). Thus for J m (R k ),
