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A
mAbstract
Background: Ambient noise correlation techniques are of growing interest for
imaging and monitoring deep geothermal reservoirs. They are simple to implement
and can be performed continuously to follow the evolution of the reservoir at low
cost. However, these methods rely on assumptions of spatial and temporal
uniformity of seismic noise sources. Violating them can result in misinterpretation of
seismic velocities owing to preferential noise propagation directions.
Methods: Using several years of seismic data recorded around the two geothermal
sites of Soultz-sous-forêts and Rittershoffen in northern Alsace, France, we propose a
detailed characterization of the spatial and temporal properties of the high
frequency seismic noise (0.2 to 5Hz). We consider two fundamental properties of the
cross correlation functions (CCFs) of ambient noise. Firstly, the reliability of the
Green's function reconstruction, an important indicator for tomographic studies.
Secondly, the temporal repeatability of the CCFs between 0.2 and 0.5 seconds.
Results and conclusions: At periods below 1s, we observe a sharp decrease in
signal to noise ratio resulting from the non uniform distribution of anthropogenic
sources. At periods above 1s, we show that the high directivity of the northern
Atlantic microseismic peak biases the CCFs' phase significantly. We show that
nocturnal noise is the most suited for temporal analysis of the CCFs. Using nocturnal
noise, we should be able to monitor temporal variations induced by the geothermal
activities inside the reservoir.
Keywords: Ambient noise; Cross-correlation; Surface waves; Anthropogenic noiseBackground
Projects dedicated to the exploitation of deep geothermal resources need to probe the
upper crustal structure of the targeted area in order to characterize the reservoir and its
relation to pre-existing geological formations. Active seismic sounding is a commonly
used approach; its dense spatial and temporal sampling provides high-resolution images
of the reflectivity of the subsurface layers and of fault geometry. However, such seismic
data are not readily available everywhere, and acquisition of new data, especially in 3D, is
often very expensive compared to the profitability of geothermal resources. Its high cost2015 Lehujeur et al.; licensee Springer. This is an Open Access article distributed under the terms of the Creative Commons
ttribution License (http://creativecommons.org/licenses/by/4.0), which permits unrestricted use, distribution, and reproduction in any
edium, provided the original work is properly cited.
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medium during production.
Images of the upper crustal structure can also be obtained from tomographic inversion
of arrival times of natural or induced local earthquakes. These inversions can be repeated
over time to map velocity changes (e.g., Calò et al. 2011; Calò and Dorbath 2013) much
more cheaply than active seismic sounding. Producing good-quality tomographic images
of geothermal reservoirs using arrival times requires having induced seismicity around the
wells, but geothermal operators need to minimize induced seismicity to reduce the seismic
risk associated with their exploitation. The need to minimize seismic risk excludes using
time-lapse arrival-time tomography for continuous reservoir imaging.
Over the past 10 years, another promising passive seismic imaging technique has
emerged. Known as ‘ambient noise tomography’, it uses seismic noise as a permanent
source of energy that propagates through the target region. The cross-correlation func-
tion (CCF) of long records of seismic noise at a pair of stations provides an estimation
of Green's function between them (Lobkis and Weaver 2001; Shapiro and Campillo
2004; Sabra et al. 2005a). The resulting correlogram is similar to the signal that would
be obtained if an impulsive source occurred at one station and was recorded by the
other one. This method allows us to perform tomographic studies using all possible
pairs of stations over a network (Shapiro et al. 2005; Sabra et al. 2005b). The resolution
of the recovered seismic velocity models only depends on the geometry of the stations.
This technique has been widely applied at various scales, from the structure of the
mantle using worldwide broadband stations (Poli et al. 2012; Lin and Tsai 2013; Lin
et al. 2013) to laboratory samples using piezoelectric sensors (e.g., Lobkis and Weaver
2001; Derode et al. 2003a, b; Larose et al. 2007). At the local scale, the method has
been applied in various environments from offshore oil reservoirs (Bussat and Kugler
2011; Mordret et al. 2013) to active volcanic systems (Brenguier et al. 2008, 2011). Al-
though the applicability of ambient noise tomography in the context of geothermal res-
ervoirs is still under debate, at least one application has already been attempted using a
local network of short-period seismometers around the geothermal site of Soultz-sous-
Forêts (Calò et al. 2013). Beyond its use in seismic tomography, the continuous nature of
seismic noise can also be exploited to observe subtle variations in the seismic velocity or
the diffracting character of the crust. For example, Brenguier et al. (2008, 2011) and Ober-
mann et al. (2013) were able to produce 4D pictures of the Piton de la Fournaise volcano
by applying interferometric analysis to the coda part of the correlograms.
The seismic noise-based methods described above all rely on strong assumptions
concerning the noise sources. For tomography applications, noise sources should be
homogeneously distributed (Lobkis and Weaver 2001; Roux et al. 2005). Under this as-
sumption, only the sources located in a narrow area along the continuation of the path
joining the two stations contribute to the recovered Green's function (Roux et al. 2004;
Sabra et al. 2005c; Larose 2005; Gouédard et al. 2008). For applications that monitor
time-dependent perturbations of the medium, noise sources may be inhomogeneously
distributed, but in this case, they must be repeatable. If the seismic noise sources move
too much over time, the resulting changes in the signal could be mistaken for perturba-
tions of the medium (Hadziioannou et al. 2009; Weaver et al. 2011).
The consequences of violating these assumptions have been studied theoretically and
numerically using synthetic data (Weaver et al. 2009; Froment et al. 2010). Although
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CCFs approximate Green's functions correctly if the inter-station distances are long
and the azimuthal distribution of the noise is smooth. However, when the noise source
distribution is highly heterogeneous, some studies using real data report significant bias
and incorrect estimation of seismic velocities between the station pairs (Pedersen and
Krüger 2007).
Here, we focus on the application of the ambient noise correlation technique in the
context of a geothermal reservoir (i.e., a kilometer scale) using seismic data around geo-
thermal sites in northern Alsace. We analyze the characteristics of the seismic noise in
the period range between 0.2 and 5 s (0.2 to 5 Hz). We then study the correlograms of
ambient noise records between pairs of stations and show how the seismic noise distri-
bution influences the quality and reliability of the reconstructed Green's functions in
this particular period range. Finally, we examine the stability of the high-frequency
CCF coda for future analysis of temporal changes within the reservoir.Data
The Upper Rhine Graben concentrates several sites dedicated to the exploration and
exploitation of deep geothermal energy. Northern Alsace hosts both the prototype site
of Soultz-sous-Forêts which was initiated about 20 years ago and a recent industrial
project in Rittershoffen (ECOGI), 10 km to the southeast, which started in 2012 and is
expected to reach its exploitation phase in 2015. Seismometers have been deployed
around both sites to monitor the natural and induced seismicity (Figure 1). They form
a permanent network of 12 short-period stations equipped with 1-Hz L4C sensors and
digitizers sampling at rates from 100 to 200 Hz. In this study, we use the high-quality
continuous recordings available since 2010 for the Soultz-sous-Forêts network and
since 2012 for the Rittershoffen network. We also include data from a temporary net-
work of 16 short-period sensors (1-Hz corner frequency) installed in May 2013 by the
Karlsruhe Institute of Technology and Ecole et Observatoire des Sciences de la Terre
of Strasbourg to densify the permanent network around the site of Rittershoffen (pur-
ple network, Figure 1; Gaucher et al. 2013) during stimulation of the GRT1 well. Taken
altogether, these stations form a 15-km-wide seismic array, whose station spacing
ranges from 1 to 15 km.
In order to extend our understanding of the origins of seismic noise to higher fre-
quencies, we deployed two small aperture arrays, ARIT and AKUL, close to the location
of the permanent stations RITT and KULH (Figure 1). The arrays operated for 2
months during fall 2012. Each array contained six vertical short-period sensors (1-Hz
corner frequency) with one three-component L4C sensor at the center. All the sensors
were connected by cables to a central acquisition system that provided a common time
reference for the nine recorded channels. They were deployed in a helical configuration
with a 300-m maximum aperture.Methods
Frequency content and temporal variability of seismic noise
Empirical Green's functions constructed from the correlation of vertical component
ambient seismic noise records are dominated by surface waves, because most noise
Figure 1 Map of geothermal sites (Soultz-sous-Forêts and Rittershoffen) and available seismic
stations in the area. ©OpenStreetMap contributors.
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Rayleigh waves is the primary information that can be extracted from correlograms
(Campillo et al. 2011). Dispersion measurements for each pair of stations (group or
phase dispersion curves) can be regionalized to provide spatial variations of surface-
wave velocities at each period. Inversion can then be used to convert surface-wave vel-
ocities as a function of period to S-wave velocities as a function of depth (the longer
the surface-wave period, the greater the investigation depth). At Soultz-sous-Forêts and
Rittershoffen, the reservoir lies between 2- and 5-km depths. In order to map S-wave
velocities from the surface to that depth using the dispersive character of the Rayleigh
waves, we must work in the period range of 0.2 to 5 s. This range is compatible with
the bandwidth of our seismometers (cutoff period of 1 s) and benefits from low instru-
mental noise.
Between 0.2 and 5 s, seismic noise has differing origins and properties. For periods
above 2 s, seismic noise spectra everywhere on Earth contain a broad, highly energetic
peak called the ‘secondary micro-seismic peak.’ This peak results from pressure varia-
tions on the sea bottom induced by interferences of oceanic waves traveling in opposite
directions (Longuet-Higgins 1950). A few dominant zones in the north Atlantic (south
of Greenland, along the Canadian coasts and around the mid-Atlantic ridge) generate
most of the secondary micro-seismic peak energy recorded in Europe (Gutenberg 1936;
Kedar et al. 2008; Sergeant et al. 2013).
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noise. They can be split into two categories: natural sources, among which the wind acting
on trees or structures sealed into the ground in the vicinity of the recording stations
(Withers et al. 1996; Bonnefoy-Claudet et al. 2006), and anthropogenic sources like road
traffic, industries, or other types of human activities (McNamara and Buland 2004; Groos
and Ritter 2009). As seismic noise from these high-frequency sources propagates only to
local distances, its characteristics change from one region to another. A region-specific
analysis of the high-frequency noise spectrum is therefore recommended before applying
ambient noise correlation techniques (Campillo et al. 2011).
Figure 2 presents spectrograms of the noise recorded at station RITT. The columns
in each spectrogram represent the amplitude of the Fourier transform of the ground ac-
celeration computed for 1 h of signal. The 1- to 10-s period range (above the white dot-
ted line) is dominated by the secondary micro-seismic peak; its maximum amplitude
occurs between 2 and 7 s. The amplitude of this noise is independent of the recording
site (see Additional file 1 and Additional file 2: Figure S1), proving that it is produced
by distant sources and is recorded coherently over the whole network. We observe an
annual periodicity, with an increase of energy during the winter (white arrows labeled
W). Below 1 s, the noise is very different and presents a strong daily periodicity with a
decrease of energy during the night (white arrows labeled N) and at noon (white arrows
labeled 12). We also observe a weekly periodicity with significant noise reductionFigure 2 Vertical component spectrograms of over 2 years of data at station RITT. Top: full data set.
Spectra are averaged per 24 h. Bottom: zoomed-in image showing nearly 3 weeks of data. The color
corresponds to the modulus of the ground acceleration expressed in decibels (20 log(m.s−2.Hz−1)). The
white dotted line at 1-s period separates the noise dominated by the secondary micro-seismic peak (above
the line) from the noise dominated by anthropogenic activity (below the line). White arrows labeled ‘W’
indicate stronger seismic noise occurring during winter. Arrows labeled as ‘N’ and ‘12’ indicate weaker
anthropogenic noise occurring during the night and at noon, respectively. ‘Sat’ and ‘Sun’ labels stand for
Saturday and Sunday, respectively.
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role played by anthropogenic sources in this period band. Even though the same overall
features are observed on most stations, the energy and detailed characteristics are
highly dependent on the recording site, confirming that this high-frequency noise is
generated close to the stations (see Additional file 1 and Additional file 2).
Spatial distribution of seismic noise
To estimate the spatial origin of the seismic noise over the whole period range of inter-
est, we apply a classical beamforming technique (e.g., Rost and Thomas 2002) to the
local monitoring network and the small aperture arrays. This technique allows us to de-
termine the dominant back azimuth and phase velocity of an incoming seismic wave,
so long as the network's station spacing is less than half the wavelength. By applying
the method on a sliding window, we can estimate the directivity and phase velocity of
the noise as a function of time. The longer the period of the noise to be processed, the
wider the array must be.
The permanent network of Soultz-sous-Forêts can be used as a single array for pe-
riods between 2 and 5 s. We estimate the most probable incoming direction and phase
speed of the noise over 4 years of continuous records divided into 15-min windows.
The results are given as a probability density function in the phase speed-back azimuth
domain. Figure 3 shows an example for 2-s period. At this period, we observe a domin-
ant phase velocity of approximately 3 km/s, corresponding to the average phase speed
of Rayleigh waves under the Soultz network. Over 95% of the noise arrives from back
azimuths between 265° and 345°, which correspond to the direction of the northern
Atlantic Ocean. The other periods between 2 and 5 s yield similar results. If we group
the beamforming results as a function of the month of the year, we observe a coherent
annual variation of ±5°, which is probably related to small seasonal variations in the lo-
cation of the noise sources in the Atlantic Ocean (Figure 3, bottom).
Below 1 s, beamforming can no longer be performed on the full network because the
station spacing is too large compared to the wavelength of the seismic noise, which re-
sults in aliasing effects. For this reason, we use the two small aperture arrays AKUL
and ARIT to identify the origin of the noise at periods below 1 s. We estimate the most
probable incoming direction and phase speed of the noise from 2 months of continu-
ous recording divided up into 15-s windows. Figure 4 presents the results of the beam-
forming analysis at a period of 0.3 s. The radial histograms of measured back azimuths
are normalized to the total number of 15-s windows and superimposed on the map of
the area at the array locations (left side of Figure 4). Note that these histograms do not
provide any information about the energy of the seismic sources but only their statis-
tical distribution in azimuth. The azimuthal distribution of seismic sources is heteroge-
neous with few narrow peaks, indicating that the high-frequency noise around the
arrays is mostly generated in two zones that roughly correspond to the neighboring vil-
lages. Furthermore, the relative weight of these zones varies with the time of day (right
side of Figure 4). For instance, the source detected by array AKUL at back azimuth
140° - the village of Rittershoffen - becomes prominent during the day. Other sources
can only be observed at night, such as the one detected by array AKUL at back azimuth
50°, which does not point towards any particular village. These sources may be con-
tinuous in nature but are masked during the day by other dominant sources.
Figure 3 Beamforming analysis performed on the Soultz-sous-Forêts network. About 4 years of data
have been divided up into 15-min windows and filtered around 1s. Top: probability density function (color
code) of the estimated phase speed (expressed in km/s and displayed as the radius) and back azimuth
(measured clockwise from the north in degrees) of the noise. Bottom: detail of the variation of the dominant
back azimuth measured using the 4 years of data grouped by month (all January months together, etc.).
Error bars delimitate the 16% and 84% percentiles of the statistical distribution of detected back azimuths.
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Cross-correlation functions and dispersion measurements
We compute CCFs for each possible pair of stations of the full network (excluding the
small aperture arrays). Each 1-h-long segment of noise is processed individually prior
to correlation (see Additional file 1 and Additional file 3). Following the sign conven-
tion proposed by Stehly et al. (2006), we systematically correlate the noise recorded at
the eastern station of a pair with the western one. Consequently, the noise sources
occurring west (resp. east) to the two stations affect the positive (resp. negative) part of
the CCF. We band-pass filter the CCFs in three period ranges and represent them
according to the inter-station spacing (hodograms; Figure 5). Between 1.25 and 5 s (0.2
to 0.8 Hz; Figure 5, top left), the Rayleigh waves can be unambiguously identified on
almost all station pairs. The stronger amplitudes of the positive parts of the correlations
Figure 4 Beamforming analysis performed at the two small aperture arrays ARIT and AKUL at 0.3-s
period (3.3 Hz). Left side: polar histograms showing the relative number of detected arrivals with back
azimuth. The histograms are superimposed to the map of the area at the array locations, ©OpenStreetMap
contributors. Right side: evolution of the histogram of detected arrivals with the hour of the day at array
AKUL. All histograms are normalized to the total number of detected arrivals during each hour.
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shown by the beamforming analysis, this noise mainly originates from the northern At-
lantic Ocean located west-northwest of the network. Around 1 s (Figure 5, top right),
the Rayleigh waves can still be followed on the hodogram. The increased symmetry in-
dicates that, in this period range, noise sources are more uniformly distributed around
the network or that the noise energy is efficiently distributed through the medium via
scattering. However, the signal-to-noise ratio is significantly lower than that in the
1.25- to 5-s period range. Finally, at periods below 1 s (Figure 5, bottom left), no coher-
ent wave field can be clearly observed, and the signal-to-noise ratio is very low.
These observations are confirmed by the dispersion analysis performed on individual
CCFs. We measure the Rayleigh wave dispersion on the CCFs by frequency time ana-
lysis (FTAN), which provides an estimation of the group velocity at each period (e.g.,
Dziewonski et al. 1969; Bensen et al. 2007). Figure 5 (bottom right) illustrates a typical
dispersion diagram obtained for the station pair KUHL-BETS. Despite its noisy aspect,
we can clearly identify the dispersion of the fundamental mode Rayleigh wave at pe-
riods longer than 1 s (solid black curve on Figure 5, bottom right). This mode can be
easily identified on most station pairs. The dispersion diagrams change markedly
around 1 s, and we cannot estimate group velocities at shorter periods. This inability
occurs regardless of the chosen station pair and the time range (from weeks to years)
used to compute the CCF. This transition period of approximately 1 s is similar to the
one observed on the seismic noise spectrograms (Figure 2) and corresponds to the
transition between the noise originating from oceanic sources and that generated by
local anthropogenic activities.
We propose two possible explanations for the poor quality of the reconstructed
Green's function at periods below 1 s: (1) because of attenuation, the noise generated
by low-energy local sources cannot travel far enough to be coherently recorded by two
separate stations and/or (2) the non-uniform distribution of the local sources limits the
reconstruction of Green's function, as theoretically predicted. The consequences of
non-uniform noise sources are described in the following section.
Figure 5 Band-pass filtered cross-correlation functions and example of dispersion diagram. The CCFs
are computed for each possible station pair and band-pass filtered between 0.2 and 0.8 Hz (1.25 to 5 s, left), 0.8
and 1.5 Hz (0.66 to 1.25 s, right), and 1.5 and 3 Hz (0.33 to 0.66 s, bottom left). Bottom right: dispersion diagram
obtained by frequency-time analysis of the KUHL-BETS station pair. The solid line indicates the fundamental
mode of the Rayleigh waves. The color code corresponds to the energy of the signal in the group velocity
versus period domain in arbitrary units (red corresponds to high energy and blue means no energy).
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We observe high signal-to-noise ratio on the phase of the CCFs between 0.2 and 1 s
(Figure 5, top left). We should therefore be able to estimate phase velocities for each
station pair and invert them to map their geographical variations. We start by estimat-
ing the average Rayleigh wave phase speeds over the whole network at each period by
looking for phase alignments among band-pass-filtered CCFs in the time-distance do-
main (slant stack technique). Figure 6 (top left) presents the CCFs band-pass filtered
around 2 s; the dashed lines correspond to the estimated average phase speed
(2.45 km/s). We then measure the time shift between the phase arrival time picked on
each CCF and the one predicted by the average dispersion law (time delay measured
between the phase of each CCF and the dashed lines on Figure 6, top left). Negative
time shifts correspond to phases arriving sooner than predicted by the reference phase
velocity. In the ideal case, these time delays should only be caused by spatial variations
of the phase velocities.
We display the measured time shifts as a function of the orientation of the station
pair (Figure 6, top right). Because of the chosen orientation convention, phase shifts
measured on the positive (resp. negative) part of the CCFs are attributed to azimuths
ranging from 180° to 360° (resp. 0° to 180°) and are caused by eastward (resp. west-
ward) propagating noise. We observe a sinusoidal shape with a minimum occurring for
Figure 6 Impact of the noise directivity on the CCF phase. Top left: cross-correlation functions band-pass
filtered at 2-s period (0.5 Hz). The dashed lines indicate the phase speed of the Rayleigh waves averaged over
the full network and measured via slant stack (2.45 km/s). Top right: time shift measured between the phase
arrival time of each CCF and the time predicted by the average phase speed. A negative time shift corresponds
to a phase arriving before the predicted one. Because of the chosen orientation convention, phase shifts
measured on the positive (resp. negative) part of the CCFs are attributed to azimuths ranging from 180° to
360° (resp. 0° to 180°). Bottom left: synthetic distribution of the noise energy with back azimuth. Amplitudes are
normalized so that the area below the curve is 1. Bottom right: synthetic time shifts predicted using the formula
from Weaver et al. (2009) at 2 s in a homogeneous medium (2.45 km/s).
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tion pairs are aligned with the dominant direction of oceanic noise in this period range
(Figure 3). Even though these phase shifts might be due to spatial variations of the
phase speed at depth, the sinusoidal-shaped variation combined with a minimum phase
shift at 300° suggests that the phase shifts might in reality be caused by noise directiv-
ity. In another context, Pedersen and Krüger (2007) observed apparent variations of the
group speed that were actually caused by strong noise directivity.
To corroborate the claim that our phase shifts are essentially caused by noise direc-
tivity, we propose a synthetic test with a homogeneous medium (constant phase speed
of 2.45 km/s at 2-s period). Using the work of Weaver et al. (2009) and Froment et al.
(2010), we estimate the theoretical phase shifts predicted by a given azimuthal distribu-
tion of the noise energy (ADNE). We find that a simple synthetic ADNE made of two
Gaussian functions centered at 150° and 300° (the principal back azimuths of the noise
directivity observed in Figure 3) reproduces the main features (sinusoidal shape and
amplitudes) of the phase shifts measured on real data. Because the synthetic medium is
homogeneous, these phase variations can be attributed unambiguously to the noise di-
rectivity. Interestingly, as soon as the ADNE contains an isotropic component, however
small (even 0.01% of the dominant arrival), the phase shifts become negligible. This
confirms the main conclusion of Weaver et al. (2009) and implies that a complete lack
of coherent isotropic noise strengthens our observed phase variations.
Lehujeur et al. Geothermal Energy  (2015) 3:3 Page 11 of 17The predicted time shifts in our synthetic test vary from 0% to +40% of the time
needed by the phase to travel between two stations, depending on the distance separat-
ing the stations and how the pair is oriented with respect to the incoming noise. As
our network is quite dense, each grid cell is observed by several station pairs having dif-
ferent orientations and separations. In a tomographic application, one can naively ex-
pect to restore the uniform distribution of the noise with azimuth by canceling out the
noise-induced phase shift. To understand how the error on the phase of the CCF
spreads over the spatial distribution of phase velocities through tomography, we invert
the biased synthetic propagation times (Figure 7). We assume a homogeneous a priori
velocity of 2.45 km/s, and set the smoothing distance to 5 km. As the computed phase
shifts are all positive, most grid cells exhibit overestimated phase speeds that can reach
30% more than the true value (green/blue zones). These artefacts are heightened by the
large number of station pairs oriented perpendicularly to the dominant noise arrival
(300°). The inverse problem also produces zones of underestimated phase speeds (yel-
low zones) to balance the overestimations and satisfy most of the observations. Future
work will focus on how to take this bias into account for a reliable estimation of vel-
ocity variations at depth.
Impact of localized and repetitive deterministic high-frequency sources
Since the energy of short-period noise (below 1 s) presents a strong weekly and daily
periodicity resulting from human activity (Figure 2, bottom), we average the short-
period CCFs (0.2 to 0.5 s) separately for each day of the week. Figure 8 illustrates the
evolution of the CCFs for the 7 days of the week for the station pair RITT-BETS
(2.8 km apart). We observe that the CCFs are very similar from Monday to Friday,
while a clear change in phase and amplitude appears on Saturday and Sunday. The sta-
bility of the short-period CCFs during weekdays proves that anthropogenic noise can
indeed be recorded coherently over several kilometers. We can therefore conclude thatFigure 7 Tomographic inversion of the theoretical time shifts induced by the synthetic anisotropic
ADNE. Yellow dots correspond to the stations used in the inversion. The ideal model is homogenous with
a phase speed of 2.45 km/s (white color). Green/blue (resp. yellow) colors correspond to over-estimated
(resp. under-estimated) phase speeds; both causal and acausal time shifts are included in the inverse
problem. The black line delimits the resolved zone.
Figure 8 Vertical component cross-correlation functions measured between stations RITT and BETS
and band-pass filtered between 0.2- and 0.5-s period. The waveforms are averaged separately
depending on the day of the week over 2 years. Bottom: zoom between 8 and 10 s of correlation lag time.
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non-uniform distribution of short-period noise sources, and not by attenuation. Fur-
thermore, this observation suggests that the anthropogenic sources are not only local-
ized in space but also repetitive in time.
To refine our understanding of how the variability of anthropogenic sources impacts
the correlations, we estimate the variability of the correlation waveform as a function
of the local time of the day, restricting the analysis to weekdays (Monday to Friday). To
do so, we first isolate the seismic noise recorded from Monday to Friday, then we com-
pute the CCFs in 5-min windows. Finally, we stack the 5-min-long CCFs separately de-
pending on the local time of the day over the whole acquisition period (for instance, we
compute all the CCFs of the noise recorded at two stations every working day between
local times 08:00 and 08:05 a.m. and stack them). The results for the RITT-BETS case
are presented in Figure 9 (left side). Differences can be seen between day and night,
with sudden changes of the waveform at 5 a.m. and 9 p.m. (horizontal dashed lines). A
very energetic arrival is observed between 5 a.m. and about 7 a.m. (thick black arrow
and closeup circle on Figure 9). Its origin has not yet been identified, but this arrival
could be caused by a sudden increase of the traffic every morning at the same time
along the same roads or by regular start-up times of machines in neighboring indus-
tries. The same energetic arrival between 5 a.m. and 7 a.m. is observed for other station
pairs but at different correlation lag times, indicating that it is probably caused by a
unique localized source. Some arrivals of the early part of the CCF (thick white arrows
on Figure 9) can only be seen when the anthropogenic activity decreases (during the
nighttime and lunchtime) and could be due to natural (wind related) or continuous
anthropogenic noise sources (e.g., pumps or industries in continuous operation). Given
Figure 9 Evolution of the vertical component CCF waveform and the coda repeatability with local
time. Left side: RITT-BETS CCFs, obtained from Monday to Friday, band-passed between 0.2 and 0.5 s and
stacked separately for all the 5-min time slots of the day over the 2 years of available data. The stations are
2.8 km apart. The color bar corresponds to the amplitudes of the CCFs in arbitrary units. The thick black
arrow indicates an enlarged part of the figure displayed in the closeup circle. Right side: temporal analysis
of the coda (17 to 30 s of correlation lag time) performed separately for each hour of the day using a
30-day sliding window. The black curves show the median and standard deviation of the correlation
coefficients measured between the coda and its reference. The red curve shows the standard deviation
of the stretching coefficients measured before the drilling activities. We interpret these as the lowest
detectable speed variations.
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an estimated group speed ranging from about 0.18 to 0.3 km/s, we expect
fundamental-mode Rayleigh waves to occur between 9 and 16 s of correlation lag time.
Earlier arrivals observed throughout the day may be caused by clustered noise sources
that are not aligned with the axis formed by the pair of stations. Such sources generate
wave fields that reach the two stations with delay times shorter than the Rayleigh wave
propagation time from one first station to the other. Interpreting these phases as part
of Green's function would lead to an over-estimation of the group speed between the
stations.
The late part of the correlation function (coda, e.g., after 16 s in the RITT-BETS case;
Figure 9, left side) results from diffuse wave fields recorded coherently at both stations
(seismic waves refracted on scatterers while traveling from one station to the other).
Sens-Schönfelder and Wegler (2006) proposed to study the variability of the CCF coda
over time to highlight velocity changes within the medium. This technique first estab-
lishes a reference coda by averaging the CCFs on a time span over which the medium
is assumed to be invariant. Then, the CCFs computed on a sliding window are com-
pared to this reference in order to identify infinitesimal variations (waveform stretch-
ing) of the coda. Obviously, the method requires the coda to be extremely repeatable
so that any modification in its waveform can be attributed to changes into the medium.
We observe that the coda part of the CCF seems more stable during the night than
during the day (Figure 9, left side). The early part of the coda (i.e., between 17 and
25 s, arrows labeled ‘A’) displays similar waveforms from 10 p.m. to 4 a.m., while no
coherent phases can be seen in this part of the coda from about 8 a.m. to 9 p.m. (white
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change more than those of nocturnal sources within our time resolution of 5 min. The
daytime coda of the CCFs results from illuminating the scatterers around the station
pair in a randomly time-varying manner, making it less repeatable.
In order to determine which part of the day is most suited for temporal analysis of
the medium, we quantify the repeatability of the coda over time using the techniques
of Sens-Schönfelder and Wegler (2006) and Brenguier et al. (2008). We conduct this
analysis separately for each hour of the day. We first calculate 24 reference CCFs by
averaging the CCFs separately as a function of local hour over the whole acquisition
period. Then, for each local hour, we estimate how the coda computed over a 30-day
sliding window resembles its reference CCF. Finally, for each local hour, we obtain a
set of stretching coefficients (SCs) and their corresponding correlation coefficients
(CCs). Medians and standard deviations of the CCs are used as indicators of coda re-
peatability (for instance, a value of 100% ± 0% would correspond to a coda that always
matches its reference whatever the position of the 30-day window). Results obtained in
the RITT-BETS case, using the 17- to 30-s coda filtered between 0.2 and 0.5 s (2 to 5
Hz), are presented in Figure 9 (right side, black curves). The coda is confirmed to be
more stable at nighttime (up to 40% ± 10% correlation between the coda and its refer-
ence). The standard deviation of the SCs obtained before the first drilling (190 days) is
also displayed as a function of local hour (Figure 9, right side, red curve). This curve is
used as an indicator of the smallest detectable relative speed variation (Δv/v) that could
be observed using our data set with a temporal resolution of 30 days. The detectable
speed variation is about 0.1% during the day and 0.05% at night.
Conclusions
In this work, we benefited from the high station density available close to the two geo-
thermal sites of Soultz-sous-Forêts and Rittershoffen and the long duration of available
data (up to 4 years). We propose a detailed analysis of the seismic noise recorded in
the area. The period range of interest is constrained by the dimension of the targeted
structures. Based on the estimated seismic velocity model of the area, investigating the
first 5 km of the crust requires working at periods between 0.2 and 5 s, which include
seismic noise that has various origins and properties. At periods above 1 s, the second-
ary micro-seismic peak dominates the signal. This peak is characterized by a strong di-
rectivity (approximately 300° back azimuth) in good agreement with its origin
(northern part of the Atlantic Ocean). At periods below 1 s, the noise has clear daily
and weekly periodicities, which indicate its anthropogenic origin. The spatial analysis of
this noise reveals that the sources are numerous but clustered around a few zones that
roughly correspond to the densely populated villages of the area.
We compute CCFs for all station pairs of the network and analyze two of their prop-
erties. Firstly, we examine how the CCFs resemble Green's functions in terms of
signal-to-noise ratio (SNR), dispersive behavior, and phase. This property of the CCFs
is required for modeling the geographical distributions of seismic velocities (tomog-
raphy), which will lead to better knowledge of the geological structures and
characterization of the geothermal reservoir. At periods above 1 s, the SNR is low and
the spatial distribution of the (mainly anthropogenic) noise sources limits our ability
to reconstruct Green's function, making dispersion measurements difficult. At periods
Lehujeur et al. Geothermal Energy  (2015) 3:3 Page 15 of 17below 1 s, the SNR is higher. However, the high directivity of the noise at these periods
affects the phase of the CCFs in a way that cannot be neglected. We expect CCFs to
provide reliable information about distributions of seismic velocities inside the
reservoir only if accurate knowledge of the noise directivity and rigorous estimates of
errors induced on the phase are taken into account. This issue will be addressed in a
forthcoming study.
Secondly, we analyze the stability of the correlation functions in time. This property
is commonly used to follow the temporal variations of seismic velocities at depth and
does not require a perfect match between the CCF waveform and the true Green's
function. This technique is expected to provide information about changes that could
occur inside the reservoir due to geothermal activities (relative displacement of scat-
terers induced by pressure variations, thermal fluctuations, variations of the fluid con-
tent, etc.). We show that high-frequency noise (0.2 to 0.5 s) due to anthropogenic
activity is more stable/repeatable at night. The nocturnal noise sources, although non-
uniformly distributed, seem to be more stable in space and time, making nocturnal
CCFs more suited for temporal analysis. With a time resolution of 30 days, we esti-
mate the smallest detectable relative phase speed variation to be about 0.05% to 0.1%.
Future work will focus on the temporal variations of the medium induced by the oper-
ations conducted at the geothermal sites (drilling, injection/production tests, etc.).
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Additional file 1: Supplementary materials. This file contains a discussion of spectrograms and pre-processing
of the noise.
Additional file 2: Figure S1. Long-term spectrograms measured on vertical component of stations LAMP (top,
settled away from any village), RITT (middle, located about 1 km away from the nearest village), and BETS (bottom,
located very close to a village). The spectra are computed per 24 h. The color corresponds to the amplitude of
the Fourier spectrum of the ground acceleration expressed in decibels (20 log(m.s−2.Hz−1)); the color scale is
defined in the same manner for the three stations in order to facilitate comparison. The white dashed lines
delimitate the noise dominated by anthropogenic noise (below the line) from the one dominated by the
secondary micro-seismic peak (above the line).
Additional file 3: Figure S2. Evolution of the RITT-BETS causal CCF, computed on vertical components over
2 years of data in the 0.2- to 5-s period band. The CCF is computed on a 1-week-long sliding window with a 1-day
sliding step. Five processing schemes are compared to understand how the order in which temporal (ONEB) and
spectral (WH) normalizations are applied affects the CCF stability. The blue circles show a high-frequency signal
occurring close to the 0 correlation lag time regardless of the processing method. This signal corresponds to the
two drilling stages performed on the Rittershoffen platform. The red circles indicate a sudden frequency change
observed on both ONEB and ONEBWH methods.
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