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Abstract 
The distance rstab(d) of a stable matrix A to the set of unstable matrices and the norm of the exponential of matrices 
constitute two important topics in stability theory. We treat in this note the case of large matrices. The method proposed 
partitions the matrix into two blocks: a small block in which the stability is studied and a large block whose field of 
values is located in the complex plane. Using the information on the blocks and some results on perturbation theory, 
we give sufficient conditions for the stability of the original matrix, a lower bound of rstab(A) and an upper bound on 
the norm of the exponential of A. We illustrate these theoretical bounds on a practical test problem. @ 1999 Elsevier 
Science B.V. All rights reserved. 
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1. Introduction 
Let us begin with the following classical example of the bidiagonal matrix A of order IZ = 20 
with -1 on the diagonal and 10 on the subdiagonal. This matrix is theoretically stable (in the sense 
of Hurwitz) since its eigenvalues, which are equal to - 1, belong to the left-half part of the complex 
plane. Now if the zero element A(1,20) is replaced by E, then it is easy to see that the eigenvalues 
A of A satisfy the equation (1 + A)2o - 1019s = 0. If we take E = lo-“, then one of the eigenvalues 
becomes A. = ‘m - 1 > 0. 
This example shows that the stability analysis based only on the numerical computation of eigen- 
values may be misleading. 
Another important issue on stability theory is the stability radius denoted hereafter by rstab(A) = 
min&_=O Gmin(A -zI), where Cmin stands for the smallest singular value and Rez is the real part of z. 
The quantity rstab(A) measures the distance between a stable matrix A and the set of unstable 
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matrices [17, 21. Note that if A is stable, then minRez,,, omin(A - zI) = minRe,,o ami,,(A - zl), and 
if A is a matrix such that min aezao gmin(A - zI) > 0 then A is stable. For a stable matrix A, the 
quantity rstab(A) measures the smallest perturbation A such that A + A has an eigenvalue on the 
imaginary axis. 
Finally, another point in stability theory is the norm of the exponential of a stable matrix A: it 
is important to give estimate in the form lletA 11 < Me-“” with co > 0, t > 0 and A4 > 1, where the 
symbol 11 11 denotes, throughtout this note, the Euclidean norm or its induced matrix norm. 
This work is concerned with the study of the stability radius and the norm of the exponential of 
large matrices. The idea is to reproduce the behavior of large problems by combining the standard 
stability techniques with Krylov type methods. More precisely, the method proposed partitions the 
large matrix A in the following way: 
the other matrices A12,A2* and V, are of conforming size. The matrices A,,, 6 and the quantity I\R(J 
are explicitly given by Krylov-type methods. 
Since r < n, reliable methods for computing rstab(A,,) [2, 171 and for bounding Ile’A1l II [l] are 
used. The large matrices V2, A 22 and Al2 are of course not computed, but we show that the largest 
eigenvalue ,LL of (A22 + Az2)/2 can easily be computed. 
Using the information on A II and p and some results on perturbation theory, we give a lower 
bound for rstab(A) and an upper bound for 11 etA 11. The bounds involve quantities readily computable. 
This note is organized as follows: in Section 2, we briefly recall some known results on stability, 
stability radius and the norm of the exponential of matrices. In Section 3 we propose a variant 
suitable for large matrices. Section 4 is devoted to numerical results on some test problems. 
Throughtout this note the identity matrix in @ pxp is denoted by Ip or just I if the order p is 
clear from context. C” = C > 0 ( < 0) for a matrix C means that C is Hermitian positive (negative) 
definite. If H* = H and C* = C > 0 then the set of eigenvalues of the Hermitian positive-definite 
matrix pair (H, C) is defined by ;1(H, C) = {p E R : det(H - PC) = 0). Since C* = C > 0, we also 
have n(H, C) = A( C-‘,/2HC-‘/2, I) where C ‘!2 denotes the square root of C. From the Courant-Fischer 
minimax theorem [7, p. 41 l] the largest eigenvalue of the matrix pair (H, C) is then characterized 
by &,,,(H, C) = maxXfO (C-‘12HC- 1!2~,~)/(x, x) = max,fo (Hx, x)/( Cx, x). The smallest eigenvalue is 
defined in a similar way. 
2. On the stability of matrices 
We recall a few classical results on stability, the stability radius and the norm of the exponential 
of matrices. Consider the Lyapunov equation 
A*H+HA+C=O, (1) 
where A and C are given square matrices and where H is an unknown Hermitian matrix. 
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Theorem 2.1. If the matrix A is stable then the solution H of (1) exists for all matrices C and 
is given by the formula 
.I’ 
cc 
H= etA‘ Ce’” dt. 
0 
(2) 
Conversely, if C” = C > 0 and if Eq. (1) has a solution H = H* > 0, then the matrix A is stable. 
Moreover. 
kin(C) 
rstab(4 2 2,,H,, 3 
Proof. The first part of the theorem is known. See for example [ 111. 
To prove (3) let &, E [w and ~0 E @” with (Ju~/( = 1 such that 
1 
rstab(d) = E;; ll(A - V’ II = K-4 - iM-‘u~ll 
(3) 
(4) 
(5) 
and let x = (A - itor)’ uo, then from ( 1 ), we have 
A,~~(c)II~II~ < (CX,X) = (((A*H + HA)x,x>l = We(Hx, uo)l G W-k uo>l G 2lIffll IHI. (6) 
For the proof of (4), consider the differential equation (d/dt)x(t) =Ax(t) whose solution is 
x(t) = e’“x(0). Then, 
&WM~~ = (HAx(t),x(t)) + (Hx(t),Ax(t)) 
= -(cx(t>At)) 
< _ (H-(thx(t)) 
’ A,,,,(H, C) ’ 
(7) 
(8) 
(9) 
which implies 
(Hx(t),x(t)) < (Hx(O),x(O)) e-“[“m”Y(“,c)l. (10) 
Inequality (4) follows then from (10) and from the inequalities ;Imin(H)Jlx(t)J12 d (H(x(t),x(t)) and 
(H(x(O),x(O)) ~~~~~(W~~x(0)l12. 0 
There are, of course, sharper bounds for (IetA II [12, 161, but they are often based on the Schur or the 
Jordan factorization. The advantage with the bounds (3) and (4) is that, as we will see in Sections 3 
and 4, they involve computable quantities even with large matrices. 
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An obvious, but important consequence of Theorem 2.1 is given in the following corollary. 
Corollary 2.2. If (A + A* ) < 0 then 
rstab(A) >, Amin - ~ 
t >, 0. 
(11) 
(12) 
Inequality (12) is actually true for any matrix A [3], but it exhibits the asymptotic behavior of 
etA only tf A + A* > 0. 
Theorem 2.3. Let A be a matrix of order n. 
(i) If A + A is stable, then rstab(A + A) > rstab(A) - I( A 11. 
(ii) If I(erA 11 < Me-‘“’ with o > 0, t>O, M>, 1, then ]jer(A+d)(( < Me(-‘“+“‘lldll)‘. 
Proof. see [13, p. 4951 for a proof of (ii). 0 
In Theorem 2.3(ii), it is important that the quantity --u + MI\ AlI remains negative. In the case 
where -o+M]jA(] > 0 and ]]A([ > rstab(A), we have the following result. 
Proposition 2.4. Assume that there exist M, co, y > 0 such that 
(JetA]] < Me-“‘, t > 0 (13) 
with 
)]A(] > rstab(A) - y and y < co, (14) 
then A + A is stable and 
Ilet(A+d)l( < Men 1 + rsrab(A~‘~l(dl _ J e+, 
( 
t > 0. (15) 
Proof. Note first that condition (13) implies that A is stable, and as a consequence rstab(A) is well 
defined. 
Let ~EC with Re[ > 0, then o,i”(cI-(A+A)) >,rstab(A)- [\A(] > y > 0 and hence A and A+yl 
are stable and 51 - (A + A + yZ) is nonsingular. 
From the equality ([I- (A + A + ~1)))’ = (51 - (A + ~1)))‘(I + A([1 - (A + A + ~1))~‘) and the 
formula (51 - (A + ~1))~’ = JQm e -@e’(A+yf) dt we see that for all c with Re i > 0 
11(51- (A + A + yW’ II < 
M IPII 
Rei+w-y ’ $- rstab(A) - 1) A\( - y 
M 
-( 
IPII 
Rel ’ $- r&b(A) - /(A(] - y ’ 
(16) 
(17) 
This 
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implies (see [4, p. 2271) that 
(le’(A+d+7’)II < Men 1 + rstab(A)(ld’l/dl, _ J, t>o. 0 (18) 
3. Case of large matrices 
If II is large, the study of the stability and estimates (3) and (4) cannot be obtained by the 
standard techniques because the quantities in (3) and (4) would involve large expense of storage 
requirements and high computational cost. We propose the use of Krylov-type methods [18] for 
computing an approximate invariant subspace corresponding to a few rightmost eigenvalues of A. 
We thus obtain two matrices fi and Al 1 of size n x r and Y x r, respectively, such that 
AV, - VA,, =R, llRl[ < 6, <*vl =r, &*R=o, (19) 
where 6 is a small positive parameter and where r is an integer small compared to n. 
Let us now consider a matrix V, of size n x (n - 7) such that the matrix V = [V, V,] is unitary. 
The matrix A can be written as 
A=V(;;; ;;:) V*=Ao+/4, (20) 
with 
A, = q*Al$, i, j = 1,2 (21) 
and 
(22) 
(23) 
Note that the matrices Al2 and AZ2 can be determined in the following way. 
Let V, =PlP2... Pr(t) be the QZ? factorization of V; obtained by the Householder transformations 
q, i=l,... Y [7]. The matrix F$ can be written as V2 = PI P2 . . . P, (, ’ ), and hence n-_, 
A;“2 =(0 Zn_,)Pr* . ..P.P;A*&. (24) 
Since the matrix AZ2 is large, only matrix-vector multiplications can be used on it. We notice that 
A2g = (0 In_,.)e* . . . Pz*P,*AP,P2 . . . 
A&X = (0 I,+r)e* . . . P;P;A*P,Pz . . 
(25) 
for all vector x. Thus, we can apply the Lanczos method to the Hermitian matrix (AZ2 + Azz)/2 and 
estimate its largest eigenvalue. If this eigenvalue is negative, we conclude that the field of values of A 
and hence the eigenvalues of A z2 belong the left-half part of the complex plane. 
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3.1. Stability and stability radius 
We first note that if A, I is unstable, then so is the matrix A0 and hence minRezaO cm,n(Aa -zJ) = 0. 
This means that minRezaO CJ,,,~,,(A - zl) < 6. 
Let p = 13,,,in(-(A22+A&)/2). The following proposition gives a sufficient condition for the stability 
of A and a lower bound for rstab(A). 
Proposition 3.1. Assume that A I, is stable and (AZ + A&) < 0. Let 
1 1 
y1 = max IIAl211 
i’ rstab(A,,) ’ prstab(A,,) ’ ) 
1 
r2 = max “+ IIA,2 II 
rstab(A,, )’ p p rstab(A, , ) > ’ 
J 1 1 y3 = lIA,2112 (rstab(A,, ))2 + 2 + p2(rstab(A, I ))” 
of 6 < l/ min(a, r3) then A is stable and rstab(A) 2 1/ min(fi,r3) - 6. 
Proof. We have 
min omin(A - zl) > ,g$~~ omln(Ao - ~1) - 6 = rstab(Ao) - 6, 
Re;>O 
and 
1 
= max 
IK 
(A,, - zIJ’ -(A,, - z&)-‘A,2(A22 - .4-J’ 
rstab(Ao) Re;20 0 (A22 - zl,_,.)-’ >lI 
d IPII 
with B = (“0 f) and 
a=Rma;oll(A,, -z’)-,ll=rstab;A,,). 
c= Rma;o IN422 - zl,-r)-‘ii = rsta,__A22) 
b = pyo II(All - zA)-‘A12(A22 - zL,.) z/ 
< A (Corollary 2.1) 
P 
’ II G acb42ll. 
The rest of the proposition is a direct application of the inequality IlBll d min( dm, ~~B~~F), 
where (IB(I ,, llB1loo and )I B II F stand for the 1 -norm, the infinite norm and the Frobenius norm, 
respectively. 0 
3.2. Norm of the exponential of matrices 
If A,, is stable and (A22 + A,*,) ~0, then Theorem 2.1 and Corollary 2.2 allow us to estimate 
a), ,U > O,Ma 1 such that [letAll II <Me-‘U’ and l(e-tA221( < e- P’ for all t 20. We then have the fol- 
lowing result. 
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Proposition 3.2. Assume that A II is stable and (AZ2 +A&) < 0. Let co, p > 0, M 2 1 such that for 
all t 20, [letAll 11 < Me-O’ and IlefA2ZI) ,< e-pLf, then 
(27) 
< M(1 + tJIA1211)e-2vr (28) 
,< Ce-“’ (29) 
and 
[letA 11 < ce’-“+W 
fir all t>O with v= i min(a,p) and C=Mmax(l, ~~A,2~~/v), 
(30) 
Proof. We have 
The matrix X(t) satisfies the differential equation (d/dt)X(t) = Al J(t) + A12efAz2, X(0) = 0 whose 
solution is X(t) = $ e(‘-T~411A,2eT’22 dz with IlX(t)(l < MIIA1211e-‘U’ $ e(w-l’)r dz, from which (27) fol- 
lows. Bounds (28) and (29) are obvious and bound (30) is a consequence of (29) and 
Theorem 2.2(ii). 0 
Remark. Let rI,r2 and r3 be the parameters defined in Proposition 3.1 and let y be a positive number 
such that 6 < min(m,T3)--Y and y’-<v. From Proposition 2.4 we have the following result which, 
unfortunately, depends on n 
6 
min(fi, rJ)-6-y 
e-:“, (31) 
4. Numerical experiments 
In this section, we outline and test an algorithm that summarizes the discussion of Section 3: 
Algorithm 
/L=o; r=O 
until (p>O) 
r=r+l 
Compute 6 E CUxr and AlI E UY” as in (19) 
Compute p = ;Imin( -(A22 + A&)/2) as discussed in Section 3 
end 
The algorithm needs two methods: first, an Arnoldi-type method for computing the approximate 
invariant subspace span { VI1 } associated with a few rightmost eigenvalues of the large matrix A 
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Fig. 1. Eigenvalues of the Ox-Sommerfeld operator (n = 400, c( = 1, R = 1000). 
and second, the Lanczos method for computing the smallest eigenvalue of the Hermitian matrix 
4422 + 4 Y2. 
It is clear that the proposed algorithm works well if the number Y of the required rightmost 
eigenvalues is not very large. 
Let us illustrate the behavior of the algorithm on the On-Sommerfeld operator [ 141 defined by 
-&L2 y-i( ULy- U”y)-Uy = 0, (32) 
where M and R are positive parameters, J. is a spectral parameter number, U = 1 --x2, y is a function 
defined on [-l,+l] with y(f1) = y’(f1) = 0, L = d2/dx2-a2. 
Discretizing this operator using the following approximation 
2 
xi=-1 +ih, h=- 
n+ 1’ 
Lh = kTridiag(1, -2-ct2h2, l), 
Uh=diag(l-x:,...,l-xi), 
gives rise to the eigenvalue problem 
Au=lu with A= -&Lh-iL;‘(UhLh + 21,). (33) 
Taking a = 1, R = 1000, n = 400 yields a complex non Hermitian matrix A (order n = 400, [(A I( = 
160.80) whose spectrum is plotted in Fig. 1. 
For comparison purpose, and since the matrix A is not so large, an application of the Matlab 
minimization function FMINU to the map c E [w--f IJ(i@--A)-’ 11 gives rstab(A) x 1.97e-03. Fig. 2 
shows the ]]efA]] as a function of t. 
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Fig. 2. jlefAIIvs. t for the Orr-Sommerfeld operator (n =400,x= l,R= 1000). 
The stability of the Orr-Sommerfeld operator has been studied in [5]. Here we are interested in 
a simple version of the operator using the above discretization that leads to large matrices. 
As we have already mentioned, the approximation of fl and All may be obtained, for example, by 
Arnoldi’s method [ 181. For the Orr-Sommerfeld example, the basic Arnoldi method was inefficient 
and we had to combine it with complex Chebyshev acceleration techniques [9, 191 which consist 
in restarting the Arnoldi process using Chebyshev polynomials that amplify the components of the 
required eigendirections while damping those in the unwanted ones. In this example, we worked 
with an Amoldi basis of dimension 40 and Chebyshev polynomials of degree 20. It is clear that 
other techniques may also be used. We stress that it is not the intention of this note to compare the 
efficiency of existing sophisticated eigenvalue methods, but rather to show how rstab(d) and /letA ]I 
may be relatively cheaply approximated. 
The computation of ,u is done with the Hermitian Lanczos method which is very suitable for 
computing the extreme parts of the spectrum of Hermitian matices [ 181. 
Using the above algorithm, the condition ‘A I 1 stable and AZ2 +A,*, < 0” of Proposition 3.1 occurred 
for the first time when 
r = 10 and p =4.91e-02 (34) 
with a tolerance 
6 = l.OOe-10 (35) 
for both Arnoldi and Lanczos methods. 
We applied the Matlab minimization function FMINU to the map 5 E R --+ ]](i@-A,,)-’ ]I and 
obtained 
rstab(A1r)=2.71e-03. (36) 
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Several “tricks” can be used to estimate lIA12]). The obvious one is llA12(] < llA]l = 160.80 but we 
can notice from (21) or (24) that I]A1211 d ]]v*AIl = 1.35e + 00. Note that the exact computation of 
II&II gives II&II = 0.65. 
The parameters yl,r2 and r3 of Proposition 3.1 are then: 
rl M l.Ole + 04, r2 = 9.83e + 03 and r3 = 9.81e + 03. (37) 
Therefore, 
rstab(d) 2 l.Ole-04-6. (38) 
The Lyapunov equation ATIH + HAI, + I = 0, solved by the Matlab LYAP function gives 
M=dmi=2.86e+Ol and co= 
1 
2&R&0 
= 2.04e-03. (39) 
Therefore, inequality (4) of Theorem 2.1 can be written as 
lIefAll 11 <Me 
From Proposition 
lletAoI) <M( 1 
and 
(0 f 
2 tao. 
3.2, we have 
+ tllA121])e-‘Ut, t20. 
[letA 11 < Ce(-G+CW, t>O with C=3.78e+04. 
(40) 
(41) 
(42) 
5. Conclusion 
We have proposed and justified mathematically some techniques for analyzing the stability radius 
and the behavior of the norm of the exponential of large matrices. The proposed method uses Krylov 
subspace techniques to split the matrix into two blocks: a first block corresponding to the rightmost 
eigenvalues, explicitly given by the Krylov method, in which the stability radius and the norm of the 
exponential can be estimated using the standard methods, and a second block, whose field of values, 
estimated by the Hermitian Lanczos method, must belong to the left-half part of the complex plane. 
The method should work well if the block corresponding to the rightmost eigenvalues is small. In 
particular, this technique is suitable for elliptic operators and more generally for sectorial operators 
[13, p. 2801, [6], i.e. operators whose field of values lies in a sector, provided that the part of the 
sector which lies on the right-half plane of the complex plane is small. 
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