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Abstract
The design of optimal morphological filters, in the binary or gray scale domain,
involves a computationally intense search procedure that, in practice, can be
intractable. The present work provides a practical method for optimal morphological
filter design that is based on the statistical estimation theory and lattice theory. A link is
made between optimal morphological filter and the conditional probability distribution.
For a given conditional probability distribution a morphological filter may or may not
exist. If a morphological filter exists, then the method designs the one that is optimal
among morphological and all other filters. If an optimal morphological filter does not
exist for the given conditional distribution then, an algorithm called the switching
algorithm is used. The switching algorithm is employed to transform the probability
distribution in a way such that a optimal morphological filter can be designed for the
transformed probability distribution and the final increase in the mean squared error is
minimum.
The method has been applied on binary and gray-scale image restoration and
has proven to be very efficient, in restoring the various different types of degradations
considered. The results obtained using the optimal morphological filters are compared
against ones obtained by using median filters. Overall the performance of the optimal
morphological filters is superior to that of median filters. Computationally the
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1 Introduction
Signal processing can be treated by the use of a variety of concepts such as:
linear filtering, Fourier analysis and others [3][4][5][61 These approaches are very
successful for a wide range of applications, such as estimation, filtering, compression
etc. Often in an application the main concern is with phenomena that spread in space
and which exhibit certain spatial structure. These can be seen as shapes and
geometrical structures that exist in an image. A valid approach in this type of situations
is to consider the shapes and the geometric structures in the image as objects, i.e., as
sub-sets of their space of definition. The method that derives from this point of view
analysis is called Mathematical Morphology m.
1.1 Historical Review
The word Morphology refers to the study of forms and structures, if used in the
general sense. In image processing it characterizes a specific methodology of study,
initially developed by G. Matheron[1]. Initial study in the field was done at the Centre de
Morphologie Mathematique in Fontainebleau, France Pl. Now the area has expanded
both theoretically and application wise all over the world. Matheron initially used it to
analyze porous material images [101. Since then the field of study expanded in various
directions and presently it's applications span the entire imaging spectrum, which
include areas such as character recognition, microscopy, inspection, metallurgy, robot
vision etc. The mathematical origins of morphology lie in the set theory, integral
geometry, convex analysis, stereology and geometrical probabilities
[8] There have
been publications which compare morphological operations with other most commonly
used linear operations and to some other non-linear operations [11ll12] Work has also
been done in implementing morphology using neural networks
[13] Some work has been
done by framing morphology in a fuzzy logic sense of view [14].
A distinction that is made in the current mathematical morphology theory is the
one of treating the binary morphology in one way and gray-scale morphology in
another. Recent papers try to deal with the problem and use lattice theory
[23]
as a
common base for both binary and gray-scale morphological theories. In essence, the
work of Matheron was statistical in nature, synthesizing the geometric probability
utilized in stereology with the shape-oriented Minkowski algebra of Hans Hadwiger
[9]
In-spite of the growth of the area, most of the work in the field has been done without
an association to the probabilistic theory. Generally when an operation such as, for
example, filtering circular shapes in an image is desired, the elements of the filter are
based on the fact of knowing what kind of information is to be filtered from the image.
In terms of signal processing it's often common practice to design filters that
accomplish tasks such as, edge detection, segmentation, image restoration and
enhancement etc. Analogously in morphology, filters can be designed to perform a
variety of these tasks. Morphological filters are nonlinear signal transformations that
locally modify geometric features of signals. As the signals and the shapes within them
are viewed as sets, morphological filters are set operations that transform the graph of
the signal and can provide a quantitative description of its geometrical structure. Some
of the salient points regarding the morphological approach are as follows:
1. Morphological operations provide for the systematic alteration of the geometric
content of an image while maintaining the stability of important geometric
characteristics.
2. There exists a well-developed morphological algebra that can be employed for
representation and optimization.
3. There exist rigorous representation theorems, by means ofwhich one can obtain
the expression of morphological filters in terms of the primitive morphological
operations.
4. A very small class of primitive morphological operations can be used to create
complex digital algorithms.
In the next chapters each of the above points will be exploited in details and it
should be evident why these points and others that shall be mentioned later make
morphology such a strong field of analysis.
1.2 Problem Statement
The present work provides a practical method for optimal morphological filter
design that is based on statistical estimation theory and lattice theory. The approach
used here is applicable to both binary and gray-scale settings. A link has been
established between the morphological operations and statistical estimation theory. An
extremely efficient algorithm has been developed to implement the design of optimal
morphological filters based on the conditional probability distribution.
For a given conditional probability distribution a morphological filter may or may
not exist. In the case where a morphological filter exists then the algorithm designs the
one that is optimal, in the Mean Square Sense, among morphological and all other
filters. If a morphological filter does not exist for the conditional distribution then an
algorithm denoted as the switching algorithm is used to transform the conditional
probability distribution in such a way that a morphological filter can be designed for the
transformed conditional distribution and the final increase in the mean squared error is
minimum.
Although the theory developed here is not restricted to image processing
applications, in the present work optimal morphological filters are designed for image
restoration. The lattice theory linked with the statistical estimation theory, is used a
base for the design of optimal morphological filters. The reason to use the lattice theory
as base, is the fact that generalization of the binary space which are boolean lattices,
to generic n spaces or gray-scale space, which are generic lattices, is directly
available.
The design method used in the binary case described in the chapter 3 is based
on the work done by Mathew, Dougherty
[17]
and Swamakar on optimal binary
morphological filters [18p01 In Chapter 4 the binary method is expanded and the
increasing filter theory is developed. Modifications to the existent gray-scale
morphological theory are proposed, such that optimal filter design in the gray-scale can
be performed as a generalization of the binary optimization techniques. Once all the
theoretical background is made up, the derived theory is used for restoration of real
images and experimental results are presented in the chapter 5.
2 Mathematical Background
This chapter summarizes some of the mathematical definitions and theorems
that are used as a basis for the optimal filter design theory developement. The next
section is based primarily on Lattice Theory. A more broad disscusion about the theory
can be found in the book on lattice theory, by Birkhoff [16].
2.1 Lattice Theory - Basic Concepts
In morphology sets represent the shapes which are manifested in the images. In
the frame of work adapted here, images are limited to gray-scale images. Thus, the
sets used here can also be limited to the domain of gray-scale values or Z+.
Definition 2. 1: For any two sets x and y, the set inclusion relation e is defined as
following:
xcy if Xj <Vj V i
Xj and y are elements of the sets x and y respectively.
Definition 2.2: A partially ordered set, poset, is a set in which a binary relation x
c y is defined and satisfies for all x, y, z the following conditions:
i) For all x, x c x (Reflexive)
ii) If x c y and ycx then x
=
y (Antisemetry)
ii) If x c y and ycz then xcz (Transitivity)
Definition 2.3: The minimal element of any subset X of a poset P, is an element
a e X such that for no x X, x cz a. The maximal element of any subset X of P, is an
element be X such that for no x e X, x 3 b.
Theorem 2.1: Any finite non-empty subset X of a poset has minimal and maximal
members.
The upper bound of a subset X of a poset P is an element a e P containing
every x e X . The least upper bound is an upper bound contatined in every other upper
bound, and is denoted as sup<X> From the property ii) above it can be seen that
sup<X> is unique, if it exists. The lower bound of X is an element a e P, contained in
every x e X, the greatest lower bound is an lower bound that contains every other
lower bound, and is denoted as inf<X>. Analogously to sup<X> it is also unique, if it
exists.
Definition 2.4: A lattice is a poset P, such that any two of it's elements have a
greatest lower bound, denoted by x a y and a least upper bound, denoted by x v y. A
lattice L is complete when each of its subsets X has a sup<X> and an inf<X> in L.
Definition 2.5.a: The lower set, Lx, of an x e L, is a set such that Lx
= {z | z c x, V
ze L}.
Definition 2.5.b: The greater set, Gx of an x e L is a set such that Gx = {z | z 3 x,
V z L}.
It can be easily noted that x is the lowest upper bound of Lx, and x is the greatest lower
bound of G.
Definition 2.6: A sublattice of a lattice L is a subset E of L such that a e E, b e E
imply a v b e E and a a b E.
As an example to illustrate the above definitions, let X be a lattice made up of
the elements X, = {0,0}, X2 = {0,1}, X3
= {1,0} and X4 = {1,1}. Then X.cX^X.cz X3, X2
c X4 and X3 c X4. The set X is a complete lattice. X, is the greatest lower bound of X,
X4 is the least upper bound of X. Now let Y be a lattice made of all elements of X and Y,
= {2,0} Y2 = {0,2} and Y3 = {2,2}. Then, Y is complete lattice, and X is sublattice of Y.
The greater set of X2 is G^ = {X2,X4,Y2,Y3}. The lower set of Xj is L^
= {X1f XJ
Let E be a generic space. During the following the terms space and set will be
used interchangebly. The sub-spaces, or sub-sets, that form the space E are all X, such
that X, c E. The family of sub-spaces being dealt with here is chosen such that the
algebra that governs this family obeys the following properties:
i) a class of sets C(E) is a complete lattice. Moreover every (finite or not) family of
members Xt in C(E) has a least upper bound (their union, u X{) and a greatest lower
bound (their intersection, n X() which both belong to C(E). The least upper bound of
E is denoted as O and the greatest lower bound denoted as I.
ii) the lattice C(E) is distributive, i.e.
Xu(YnZ) = (XuY)n(XuZ)VX,Y,Ze C(E)
iii) is complemented, i.e. there exists a greatest set (E itself) and a smallest set 0









Given any two sets X and Y e C(E) the notion of their set difference derives from
the intersection and the complement, as follows:
X/Y = X n
Yc
where the set difference X/Y is the part of X which does not belong to Y. Figure 2.1
shows the above definitions.
For the above two sets any of the following conditions might hold:
(i) Y is included in X, (Y c X)
(ii) B hits X (B ft X) meaning BnX^O
(iii) B misses X (B 11 X) meaning B n X = 0
Once the above conditions and properties hold mathematical morphology can be
seen as the application of lattice theory to spatial structures.
The following three properties are the key to any morphological analysis. Here *
is used as a generic morphological transformation over C(E).
I) Increasing: an operator *F is said to be monotonically increasing ifwhenever A1 is
a subset of A^ then ^(A,) is a subset of ^(A^, so that preserves a order relation. If
when A1 is a subset of A2, VF(A2) is a subset of ^(AJ, the operation is called
decreasing.
ii) Anti-extensivity: an operator
4* is said to be anti-extensive when *F(A) is a subset
of A. In the case where ^(A) is not a subset of A the operation is called extensive.
iii) Idempotence: an operator Y is called idempotent if for a given set A, Y =4/(A) is
thesameasY=vF(vF(A)).
The fundamental morphological operations obey, if not all, some of the above
properties.
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3 Binary Morphological Filters
Morphological filters are in general required to preserve, up to the possible
extent, the relation of inclusion or occlusion that might exist in between the objects that
form an image. These filters thus, instead of being linear must be increasing. Then, a
required property in this case is idempotence. In the general case of a space E that is
the only required property from the filter. In the Euclidean cases continuity and
translation invariance can be added just as in the case of Linear filters [15]. In the
present work filters that obey the above requirements will be called morphological
filters. This chapter deals with the design and optimization issues related to filters that
operate on binary images.
3.1 Mathematical Aspects of the Binary Morphological Filters
In the binary setting mathematical morphology can be based on the boolean
algebra frame work. The lattice theory properties can be directly applied to the boolean





is called a T-mapping if it is a translation invariant i.e. if
4/(A+x) = 4/(A)+x 3.1.1
for any subset X of
RN
and for any point x e RN. The T-mappings are sub-set of the
morphological filters, being the most generic morphological filter a increasing
T-mapping. The key to the theory of morphological filters is the kernel of an increasing
T-mapping. The kernel of such a mapping VF, denoted as Ker^] is defined by
Ker[] = {A: 0 e 4>(A)} 3.1.2
where 0 denotes the origin (0,0,. ...,0).
Once the kernel of a mapping is known, the complete mapping is known and the
following theorem states that two mappings that have the same kernel are identical.
Theorem 3.1. Suppose 4/1 are 4/2 are increasing T-mappings. Then KerpFJ c
KerpFJ if and only if V,(A)
c4>
2(A)




The next theorem states that every morphological filter can be represented as
union of erosions.
Theorem 3.2 (Matheron Representation Theorem). If 4* is a morphological filter,
then for any X c RN,
4/(X)= (J X0Y 3.1.3
YG KerpF]
Here the operation X Y is the binary erosion of Y by X and is given by
X 0 Y= {z:X c Y(z)} 3.1.4
The above operation marks all locations z of the set Y where X fits under the set Y. In
the binary case, where X and Y can assume only 0 and 1 values, and for X and Y of
same size, the above expression can be written as:
X G Y= min{Y(z)|X(z)
= 1} 3.1.5
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The above concept of kernel is very un-widely. In practical sense it is not very
easy to apply the above theorem because of the enormous amount of possible kernels
that can exist and satisfy the above concept. The concept about kernel can be
improved by utilizing the concept of basis, a notion introduced by Maragos and
Schafer1111. A basis for Ker^] is a subclass of Ker^] such that:
(i) for any two elements in the basis there is no proper inclusion relation
(ii) if X is any element of Kerf/F], then there exists a basis element Y such that Y <=
X.
If there exists a basis, it is unique and is written Bast^]. The importance of basis
comes from the fact that if there exists a basis then the Matheron expansion given in
Theorem 3.2 needs to be taken only over the basis instead of the entire kernel. So if
the Theorem 3.2 is reformulated then the following results:
4/(X)= \J XQY 3.1.6
Ye Bas^]
Due to the nature of the basis the redundant elements that exist in the kernel are
removed. By redundant elements it is meant that if there are two structuring elements X
and Y in the kernel such that X c Y, due to the increasing property of the morphological
filters, for any signal S,
SOYcSGX
and thus when the union is taken it is not necessary to take SOY.
Using the Matheron representation a generic binary morphological filter
operation is defined to be a functional of the form
4'(x) = max{xO A(i)} 3.1.7
i
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where A(i)'s are the structuring elements that make up the basis of T. If the set of A(i)'s
is constructed to be minimal, i.e., all redundant elements are removed from it, then it is
also denoted as the basis of 4*.
3.2 Optimal Binary Morphological Filters
In the present work the Mean Squared Error (MSE) has been chosen as the
measure of optimality. Note that in the binary setting the Absolute Mean Error (AME)
and the MSE, both yield the same results. In order to be able to optimize the
morphological operation of erosion, it has to be adapted to the standard statistical
theory.
Consider N binary random variables X[1], X[2], ..., X[N]. In the present case as
the frame of work is binary, each of these variable can only assume two values. For
analytical purpose, the domain of the variables is the
Z2
space and thus are allowed to
take one of the two values 0 or 1 . A possible interpretation of these numbers can be, 0
as being the background and 1 as the objects in an image. Let now X be a vector made
up of one realization of the random variables X[1], X[2], ..., X[N]. For a single
realization, x
= (x[1], x[2], ..., x[N]) is an N-tuple of zeros and ones. Given the
realization, the goal is to estimate the variable x[N+1]. Here x[N+1] can represent the
value that the pixel at location N+1 in the image must have. As in the case of the
random variables X[1], .... X[N], the variable, X[N+1], also can assume values only
between 0 and 1, or, the domain of the estimated variable is the same as the
observation space. Let g be a function of the N random variables, and be denoted as
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g(X[1], X[2] X[N]). If g is used as an estimator function for the random variable
X[N+1] then by using the mean squared error criterion, it should minimize the following:
9(X[1], X[2] X[N]) = MSE<g> = E[ |X[N+1] - g(X[1], X[2] X[N])|2] 3.2.1
any function g that minimizes the above expression is the optimal MSE estimator. The
optimal estimator, in the MSE sense, from the statistical theory |30], is the conditional
expectation, and if g is the conditional expectation then it can be written as:
9(X[1], X[2] X[N]) = E[ X[N+1] | X[1], X[2] X[N]] 3.2.2
In the present work the theory is developed for the erosion filters. Analogous
results can be obtained if instead, any other basic morphological operation is used for
filtering.
Let A = (a[1], a[2], ..., a[N]) be a deterministic structuring element. If the random
variable X is eroded by A then the result is also a random variable. The function g is
now defined to be the erosion operation and thus taking the form
g(X[1], X[2] X[N]) = (X[1], X[2] X[N]) O (a[1], a[2], ..., a[N])
or
g(X)
= X 0 A 3.2.3
The structuring element A that minimizes the MSE will be the optimal one. The




For any specific structuring element A there are two possible outcomes of the
erosion operation. One outcome is 1
,
that is, X 0 A = 1 , and the other is 0. The erosion
here is the one defined in equation 3.1.5.
The MSE for the structuring element A
= (a[1], a[2], ..., a[N]) can be written as
MSE<A> = X (f(x[1], x[2], ..., x[N+1]) | x[N+1] /(X0 A)) 3.2.6
where
f(x[1],x[2] x[N]) =
= P(X[1] = x[1], X[2] = x[2] X[N] = x[N], X[N+1] = x[N+1]) 3.2.7
Now that the function g is well defined in terms of a single erosion and the MSE
has been represented in terms of that g, it can be re-defined by using the Matheron
expansion theorem. If A(i)'s are all the structuring elements that belong to Ker[4/],
where
4* is a morphological filter, then the MSE expression can be re-written as
MSE<4/> = E[|X[N+1] - 4'(X[1], X[2], ..., X[N]) |2] 3.2.8
where
g(x)
= 4/<X> = U { S 0 A : A e Ker(4') }
The main task now is to determine 4*, such that it's elements are all the
elements of the Basis. The task then is to find the basis of the filter
4*
.
The figure 3.1 shows a graph. Only the basics of the graph will be given here. A
more detailed discussion about the graph and graph theory can be found in t21] In the
14
present work this graph is called a basis graph. The basis graph shows how the
algebra behaves in the binary case.
Oil ... 1
1 1 ... 1
101 ... 1 1 ... 101 01 ... 11




Figure 3.1: Binary Basis Graph
The graph is a lattice representation of the space on which the filter is being
designed. The structure of the graph can be sub-divided into levels and arrows each
level contains possible structuring elements. In a given level all structuring elements
have the same amount of one's and zero's. Arrows are directed between levels. If a
structuring element Ak in a level k is related to another structuring element Am in a level
m, such that Ak Am then a arrow is drawn from structuring element Am to Ak. The
meaning of an arrow is that if the structuring element at which the arrow originates is in
the basis of 4*, then the structuring element at which the arrow terminates can not be in
the basis as they are properly related by inclusion, and thus existence of both in the
basis would contradict the definition of the basis. Similar relation is valid for elements
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that point to the structuring element in the basis. These also cannot be in the basis,
because the previous reasoning would eliminate the possibility of the structuring
element being in the basis. It can be seen now, how the number of elements that form
the basis can be reduced greatly.
An N observation filter 4* is a mapping
4/:2N
-> {0,1}. Given the mapping 4*,
immediately two sets can be defined: 4*0 and 4^, where, 4*0
= {x: 4*(x) = 0} and 4/1 = {x:
4*(x) =1}. With respect to the lattice the set 4/0 is the complementary set of 4/1 and vice
versa. From here-after the set 4*0 will be referred to as the 0-Set and the set 4'1 will
be referred to as 1-set.
The erosion of an observation X e
2N





into {0,1}. Based on the properties of the space
2N
and the
definition of erosion, it can be seen that for any X and A in 2N, X 0 A = 1 if and only if
Ae L,,. Here Lx is the lower set of X. Similarly it can be seen that for a given structuring
element A and observation X, X 0 A = 1 if and only if X e GA. Here GA is the greater set
of A.
Consider the N observation morphological filter
4* determined by equation 3.1.6.
The following conditions, when satisfied guarantee that 4'(x)
= 1.
i) xe 1-set.
ii) There exists at least one i such that x 0 A(i)
= 1 .
ii) There exists at least one i such that x e GA(i) .
iii) There exists at least one i such that A(i) e Lx.




. ii) For alii, x0 A
= 0.
iii) For all i, x e GA(i).
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iv) For all i, A(i) Lx.
The filter 4* that satisfies the above conditions is a morphological filter. Further
more Kerf^] = Bas[set-1]. The following theorem determines, what are the elements
that constitute the Bas^].
Theorem 3.3: A filter 4* is a morphological filter on
2N
if and only if no minimal
element of set-1 lies beneath a maximal element of set-0. Furthermore, if
4*
is a
morphological filter, then the basis for
4*
consists of all minimal elements of set-1 .
The theory developed above to determine the basis for a mapping
4/:2N
-> {0,1}
and the statistical theory can now be united. The key point here is the formation of the
set-1 and set-0. Once these have been determined a mapping can be defined. As seen
above for a given observation X
E[X[N+1 ] | X] = P(X[N+1 ] = 1 | X) 3.2.9
Let set-1 be formed of all observations X, such that P(X[N+1]
= 1| X,) > P(X[N+1]
= 01^) and set-0 be formed of all observations X; such that P(X[N+1]
= 0 | X,) >
P(X[N+1] = 1 | Xj). If the sets set-1 and set-0 are formed as above and a mapping
4*
can be found on these sets, such that
4* is morphological then
4*
represents the
optimal binary morphological filter, in the mean-square sense. A morphological filter
41
can only be found for the sets set-1 and set-0 above if set-1 and set-0 form a boolean
lattice. The morphological filter
4* designed over this boolean lattice is not only the best
mean-square morphological filter, but it is the best among all other filters.
In the case where set-0 and set-1 do not form a boolean lattice, it is not possible
to determine a morphological filter 4*. In that case a algorithm is designed that converts
17




in a way that they form a boolean lattice
and
the conversion is done such that a minimum increase in the final MSE is achieved. The
following section describes the algorithm for the binary case.
3.3 Binary Switching Algorithm
Let O and
4*
be any two filters. $0 and 01 are the set-0 and set-1 derived
from
O and 4*0 and 4% are the set-0 and set-1 derived from 4*. The switching set S
is
defined as:
S[0,4/] = (01 nx0)u{O0 n<Pi) 3.3.1
The elements of SfO^] are the ones that need to be considered in order to transform
the filter 0> in to filter 4*. If O is the mapping that yields conditional expectation, then
MSE<4/> = MSE<0> + a<4/> 3.3.2
where
a<4'>=Z{f(x)|f(1 |x)-f(0|x)|:xe S[Oy]}
The optimal morphological filter is the one that minimizes ct<4'> , and is
represented by the basis of
4*
or, all the minimal elements of 4V The key here is to
minimize the necessary switches in order to
transform the O0 and 0>i in-to the sets 4*0
and 4/i .
Let S be the set formed of all elements in set-0 that have elements in set-1
below them. If x is such an element then all y e set-1 such that ye L^ are part of S0.
Let S be the set formed of all elements in set-1 that have elements in set-0 above
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them. If x is such an element then all y e set-0 such that y e Gx are part of Sr The
switching set now is defined as:
SW=S0US1 3.3.3
Let P^ and Px1 be the P(X[1] = x[1], X[2] = x[2], ..., X[N+1] =0) and P(X[1] = x[1], X[2] =
x[2], ..., X[N+1] = 1) respectively. When an element x is moved from S0 to set-1 the
increase in MSE is given by
error(x - 1 ) = Px1
-
P^ 3.3.4
When an element x is moved from S, to set-0 the additional error is given by




Py1 for all y e {Lx n set-1 } 3.3.5
Set Sw is the set that contains all the elements involved in the switching process. Any
element that is not in Sw need not be switched because it's current location is a valid
location in order to have set-1 and set-0 form a boolean lattice. The above error
quantities can be calculated taking in consideration only one of the sets S0 or Sv
For an element x that is in S! there are two possible switch options:
i) leave it in set-1 , which implies that all elements y in Gx and in S0 must be
moved to set-1
,
ii) move it to set-0, which implies moving all elements in Lx, that are also in set-1 to
set-0
The above combination of switches can be performed independently for each
element in the S^ given that the elements do not have common lower set elements that
are in set-1. The figure 3.2 shows a possible situation. The Wenn diagram in the figure
represents all the elements that have to be switched in this case, being these Xv X2, X3
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and X4. The circle around each element represents it's lower set elements that are in
set-1. The intersections of each area represents the elements in common to the
elements being switched. When there are intersections between the lower sets of
elements, then the elements have to be switched together and the decision has to be
made jointly. In the case of figure 3.2, Xv X2 and X3 must be considered jointly and X4
can be considered independently. The meaning of some elements being considered
jointly is that, when one of them is moved from it's location to other, the effect on the
others due to this move has to be calculated also. Independent elements do no affect
each other thus there moves do not affect any other elements and the error accounting
is direct.
Sets of elements that intersect and elements that do not intersect are grouped
together and denoted as group. In the above case, there are two groups, group-1 being
formed of xv x^ and X3 and group-2 being formed with x4. Note that a group contains the
elements and there lower sets that are in set-1 . For the group-1 there are total of eight
possible switches. For the group-2 there are two possible switches. The best switches
for group-1 and for group-2 combined will yield the least increase in MSE. Due to the
20





make-up a boolean lattice. The basis for the optimal filter can then be readily found.
A similar switching pattern can be generated if instead of concentrating on the S!
elements, the S0 elements were used. The difference being in this case that the if an
element from S0 is moved to set-1 then all the elements in greater set that are in S0
must be also moved. In chapter 5 which shows some practical experimental results,
examples are shown, in which switching is required and some in which no switching is
required.
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4 Gray-Scale Morphological Filters
Initial attempts of generalizing the binary morphology theory to gray-scale, were
based on a concept named as umbra, [91[22]. Most recent extensions to the gray-scale
morphology rely more on the basic mathematical structure that supports the




results in a different view of the field. Here the gray-scale morphology is seen as an
operation on sets that form complete lattices. As it is, the theory that was developed,
based on boolean lattices, for binary morphology can be readily extended to gray-scale
domain. The definitions of a greatest element and a smallest element, and greater set,
lower set, are all applied here. The gray-scale morphology in these setting obeys all
the properties of the boolean lattices.
A common notion that came from this point of view is that of the use of threshold
decomposition. The concept of threshold decomposition has been used in the
literature, with different names. Maragos denotes these as FSP filters t24], Janowitz
[251
and Dougherty
[2] denote these as flat filters [, and Wendt, Coyle and Gallagher call
these stack filters t26]. The design of optimal stack filters has been considered in the
work done by Coyle and Moncef
[27]
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Independent of what approach is taken to design the filters, one of the key
concepts that can be utilized, as in the binary case is the concept of a kernel. The






The kernel then consists of all sets A, such that the output of the mapping
4*
on
the sets A is non-negative. Based on this definition of the kernel the following theorem
is stated:
Theorem 4.1 : If 4* is a morphological filter then
4>(S) = U (S 0 A)
A e Kerm
where morphological filter, is an increasing an translation invariant mapping.
As was done in the binary case, the notion of basis of the kernel can be applied
here. If 4* is a morphological filter then B, the basis of the kernel, is such that
(i) no two elements of B are properly related by the set inclusion relation
"c"
(ii) for any set A e Ker^], there exists a set
A'
in B such thatA'cA
The following two theorems can be stated for complete lattice structures.
Theorem 4.2: If there exists a basis for the kernel of a morphological filter, then
that basis is unique.
Theorem 4.3: If
4* is a morphological filter over a complete lattice then there
exists a basis for the kernel.
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The above paragraphs discuss the existing methodologies, when dealing with
gray-scale morphology. The next section, develops the theory of increasing filters. This
theory will be applied towards the design of optimal increasing filters. Under certain
circumstances the optimal morphological filters are the same as the optimal increasing
filters, and these conditions will be derived.
4.1 Mathematical Aspects of Gray-scale Increasing Filters
In this section, the theory of a class of filters, that is denoted as increasing
filters, is developed. The approach pursued here is primarily based on the concepts of
basis and lattices. The theory developed here is for the discrete setting, more
specifically the finite set
Z+
= { 0,1,...,n-1}, as this is the setting used when dealing with
gray-scale digital signals.
Let L be a class of the discrete space
Z+
such that it forms a complete lattice.
Let O be a increasing mapping over L. If O is a morphological filter, then from the
definition of a morphological filter (Theorem 4.1), <(A) > 0 for any A in L. As L is
defined over
Z+
the domain for the basis elements of O is L and range for O (A), for any
A in L is also L. For any A in L, O(A)
= n-1 only if the null element {0, 0, ..., 0} is part of
the basis. Let A be such that max(A(i))
= k, 0 < k < n-1, then, 0 < O(A) < k. From a
practical point of view, the above characteristics of morphological filters can be seen
as constraints. When designing optimal filters these constraints are not desired. For
example, for the element A above, if the optimal value desired from
0> (A) is p, where k
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< p < n-1, then when O is a morphological filter over L, it is not possible to obtain the
optimal solution.
The thrust here is to design a class of filters that are increasing and translation
invariant, as morphological filters, but they do not have the constraints mentioned
above. The rest of this section and the next section develop the theory that allows the
design of filters with the desired characteristics. It should be noted, though, that in the
binary setting the constraints mentioned above for the morphological filters are not an
issue. There, the only outputs are 0 or 1, which represent a not fitting or fitting
respectively.
Let Ek be a sub-space of L such that it obeys the following conditions:
(i) any element X in Ek has a greatest lower bound and a least upper bound in Ek
(ii) for all Y e Es and X e Ek, the relation s < k implies YcX.
Note that if Ek satisfies the conditions (i) above it is a lattice, or the inclusion
relation holds in between the elements of Ek. If Ek's are made up to satisfy all the above
conditions then \^J Ek = L. The subscript k in Ek, is used to indicate that for any element
X in Ek, 4*(X) = k, where
4*
is a mapping defined over L.
In a way similar to traditional morphology, where there is the concept of basis,
given a set Ek, the concept of basis-set is defined over the lattice L.
Definition 4.1.1: A basis-set Bk, is a set of elements of Ek such that no two of
these elements can be properly related through inclusion.
Proposition 4.1.1: For any element X e Ek, there is an element Y in the basis-set
of Ek such that YcX.
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Proof: The set Ek is a lattice, and the basis-set Bk of Ek is made up of all minimal
elements of Ek. From the definition of minimal elements, definition 2.3, the proof is
direct.
Definition 4.1.2: Given a basis-set Bk and an element A, the relation B => A
holds if and only if for at least one X e Bk, X e A. The relation => is denoted as
basis-set-fitting.
The above condition is always true for Bk and A belonging to Ek. The concept
behind basis-set-fitting is the same behind morphological fitting, or, it determines
whether at least one element y of a set Bk fits under an arbitrary element A of L or not.
The definition of erosion is now adapted to the basis-set concept and is denoted
as S-erosion. Let Bk be the basis set for the set Ek, then
Definition 4. 1.3: S-erosion of an element S by the basis - set Bk is
SO Bk = {k: Bk=>S} 4.1.1
The next definition places the notion of a kernel in the frame developed for the
basis - set.
Definition 4. 1.4: The Kernel-Set of a mapping
4*
is
KS[4/] = UBk 4.1.2
If it is desired that for any X in L, 4*(X)
= k, then based on the definition of
S-erosion above, and the Kernel-Set, the following proposition is stated, which is
similar to the Theorem 3.3:
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Proposition 4.1.2: For any element A
4>(X) = max {X0A} 4.1.3
A 6 KSm
The proposition above states that, in order to obtain the desired value k, as the
output of the S-erosion of any element X, it is only necessary to perform the S-erosion
over the elements that form the kernel-set of that mapping.
The filter that posses the above properties is called a increasing filter. Once the
filter 4* is defined the following proposition can be made:
Proposition 4.1.3: If
4*
is a filter given by equation 4.1.3 then it is an increasing
filter. For any two sets A and B such thatAcB, 4/(A) <
4*
(B).
Proof: The relation AcB, implies that if A e Ek and Be Es, k < s, it follows from
the lattice structure of the space L. Due to the way the filter
4/
is designed, proposition
4.1.2, the relation k < s guarantees that 4*(A) <
4/ (B).
The next section develops the optimal increasing filter design theory.
4.2 Optimal Increasing Filters
Following the line of reasoning in the binary setting a link is made between the
statistical estimation theory and the optimal increasing filter theory.
Consider a vector X = (X[1], X[2], ..., X[N]), where X[j], j=1,2,...,N, are random
variables on
Zn
and as such can assume any values from 0 to n-1. A specific
observation can be viewed as x = (x[1], x[2],..., x[N]). If X[N+1] is a random variable to
27
be estimated then, as before the best estimator g(x[1], x[2], ... x[N]) is the one that
minimizes
MSE = E[ | X[N+1] - g(X[1], X[2], ..., X[N+1]) |2] 4.2.1
The best estimator is given by the conditional expectation
g(X[1], X[2], ... X[N]) = E[X[N+1] | (X[1], X[2] X[N+1])] 4.2.2
For any given observation x
= (x[1], x[2], ..., x[N]), g(x) can assume any of the n
values, 0 to n-1. The values that g(x) is allowed to take are integers on
Zn
and thus
quantization must be used in order to have a valid output for a filter that implements
g(x). There are many quantization approaches that can be taken, such as using the
median of the input random variables or using the mode of the probabilities. The










x[1], X[2] = x[2] X[N+1]
= i) 4.2.4
then, if o is rounded to it's nearest integer value, this number is taken as the quantized




Note that in the case n = 2, the quantization rule used here reduces to the same one
used in the binary case. Once again, means of obtaining the conditional expectation
are not discussed here, a possible option is demonstrated in the chapter 5, when
discussing the experimental results of the theory developed.
In the present work, the function g is restricted to the lattice setting, more
specifically to the class of increasing filters. Using the definitions and propositions of
section 4.1, the increasing filter theory can be properly placed in the statistical
estimation frame work. Let A be a basis - set and x=(x[1], x[2], ..., x[N]) an observation.
If g(X) is given by
g(x[1],x[2] x[N])
= x9A 4.2.6
then the mean square error for a deterministic vector x is given by
MSE<A> = [|E[X[N+1 ] - (x 0 A)|2] 4.2.7
For a random vector X = (X[1], X[2], ..., X[N]), and an estimated random variable
X[N+1], the above MSE can be stated as
MSE<A> = Z I X[N+1] - (X 0
A)|2
. f(X[1], X[2], ..., X[N]) 4.2.8
It is possible that a single S-erosion yields the minimum MSE, but the use of the
Kernel-Set is more powerful. If
4* is an increasing filter, then the MSE can be written as:
MSE<4>> = E[|X[N+1]
- 4>(X[1], X[2] X[N]|2] 4.2.9
The filter that minimizes the above is the optimal increasing filter. There are a
total of
nN
possible observations and n possible outcomes for each observation or there
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are n-1 basis-sets. For every k there are some Tk number of elements out of the
nN
possible that should yield k as the output. If Ek is the set formed by all the Tk elements
and each of the Ek obeys the properties discussed in section 4.1, then the increasing
filter exists, and it will be the best among all other filters. If the sets Ek do not obey the
required conditions, then a switching is required, and this switching is done such that
the increase in the MSE is the least possible. The procedure to perform the switching is
described in the next section.
Given the conditional distribution, the main task for the design of optimal
increasing filter is to find the basis of the kernel of this filter. As in the binary case, a
graph is used to facilitate the search processes of the basis. The figure 4.2 shows a
graph, that shall be called as before the basis graph. The graph shown here is a
special case for N = 3 and n = 3. The complexity of the lattice can be easily seen
through this simple case. The basis graph for the binary case is a sub-set of this graph.
The key elements of that graph were the arrows, and the levels. In the gray-scale
setting, there are two additional elements, these being the plane and the semi-plane.
The planes are composed of binary elements, where the meaning of binary elements is
that the element can be made of up to two different values out of the n possible. In the
graph of figure 4.2 there are three planes. Each plane can be seen as the basis graph
shown in the binary case, Figure 3.1. The bottom plane is the binary plane with all
elements being composed of O's and 1's. On a given plane there are levels, which have
the same meaning, and relation to each other that they had in the binary basis graph.
Higher planes, or planes 2, 3 in this specific case, are made up of combinations of
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greater numbers. Plane 2 is made up of O's and 2's, and plane 3 is made up of 1's and
2's. It can be seen that as n increases the number of planes in the lattice increases
combinatorialy.
The semi-planes are made up of structuring elements that need not be binary or
composed of only two numbers. The structuring elements here are made up of
combinations of 3 or more different numbers. There is no relationship between
elements lying in the same semi-plane. The semi planes are always located in between
the planes. For any two elements A and B, there will be an arrow pointing from A to B if
and only if A B. Thus, the arrows have the same meaning as what they had in the
binary basis graph.
Once the lattice is seen as being a structured graph as the one shown in figure
4.2. the search of the basis-sets for a increasing filter over a given lattice is much
simplified. If a certain sub area of the graph is considered, then the minimal elements
here are the ones to which all the arrows point to. This follows directly from the
definition of minimal elements. If an element Ak is in a basis-set Bk, then, by definition of
a basis-set, it is one of the minimal elements of the sub-space Ek of all elements for
which k is the desired output. In terms of the graph, all the elements of Ek are located in
the complete basis graph of the lattice L, of which, Ek is a sub-space. Given the
element A,, and any arbitrary element Am of Ek, there can not be an arrow originating at
Ak and terminating at an element Am, or else it would not be a minimal element.
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Figure 4.1: Gray-Scale Basis Graph
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An N observation increasing filter
4* is a mapping 41:
nN
- {0, ..., n-1}.
Analogously to the binary case, given the mapping 4*, immediately, n sets can be
formed, these being 4ii
= {x: 4/(x) = i; i=0, ..., n-1}. From here after the set 4V will be
called set-i and i = 0, ..., n-1.
The following conditions can be stated, in order to have 4/(x) = i, for any
arbitrary observation x over the lattice L, i = 0, ..., n-1 and
4*
is an increasing filter.
i) x e set-i
ii) There exists at least one j such that x 0 Af
= i, and As belongs to the basis-set B.t.
iii) There exists at least one j such that x e GAj and A; belongs to the basis-set Br
iv) There exists at least one j such that Aj e Lx, and x is in any sub-space Ek of L
where, k > i.
The filter 4* that satisfies, the above conditions is an increasing filter. Further
more Ker[4*] = U Bk, k=1, ..., n-1. The following proposition determines the elements of
the lattice L that will constitute the basis-set's Bk .
Proposition 4.3.1: If the space
nN





will be an increasing filter if and only if no minimal element of set-i lies
under a maximal element of set-j for j < i. Given
4* is an increasing filter, then
basis-set's B( will be formed by the minimal elements of the set-i, and the kernel of
4*
is
the union of all Bj.
Proof: Let x and y be elements of
nN
such that x < y and x belongs to set-j and y
belongs to set-i for any j < i. Due to the increasing property of nN, it is impossible to
have an increasing filter for which 4/(x)
= i, because this would imply in i = 4*(x) <
4/
(y)= j. Now suppose that
4* is any filter such that there does not exist a minimal element
in set-i beneath a maximal element in set-j. Let
4/ be a mapping such that for some x <
y,
i= 4/(x) > 4*(y)
= j. Then x e set-i and y e set-j. Let x1 be the minimal element of set-i
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and let y1 be the maximal element of set-j. From the definitions of minimal and maximal
elements it follows that x1
< x and y
<
y, and also that x,
> y1( it can be concluded that
y < x which contradicts the initial assumption about x and y. For the second part of the
proposition, basis minimality guarantees that all elements of Bk consist of the minimal
elements of set-k. Thus for any x that belongs to set-k, from the definition of set-erosion
4*(x) = k.
The binary optimal filter now can be seen as a special case of the optimal
increasing filter defined above. There the only values k can assume are 0 and 1 , which
imply in the sub-spaces E0 and Er These are denoted as set-0 and set-1, when
developing the optimal binary morphological filter theory. When these sets obey the
required conditions for the increasing filters, the optimal increasing filter can be readily
found. In the binary case the optimal increasing filter and the optimal binary
morphological filter are the same. Due to the binary nature of the problem, the erosion
operation is doing what the set-erosion operation is doing, that is checking if a given
structuring element fits or not under an observation. If there is a fitting, the erosion
returns a one or else it returns a zero. As the kernel of the optimal erosion filter is made
up of the minimal elements of set-1, these will fit only under the elements in set-1, due
to the increasing structure of the lattice, and thus the desired value of 1 is the same as
eroded output of 1. Only one of the sub-spaces E0 and E1 is enough to determine the
optimal binary filters, independent ofwhether it is an increasing filter or a morphological
filter. The basis of the optimal morphological filter is the basis-set B1 of Ev
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In the gray-scale case when using the increasing filter, if the output of the
S-erosion is defined as 0 when there is no fitting, then n-1 basis-sets are enough to
uniquely map any observation x, these being all basis-set, for i = 1 n-1.
The following proposition states the a condition under which the optimal
increasing filter is an optimal morphological erosion filter in the gray-scale setting.
Proposition 4.3.2: If all Ek's that form L are such that the basis-set Bk for each Ek
can be seen as a flat filter, then B0 is the only basis required, to design the optimal
morphological erosion filter. Furthermore the MSE of the increasing filter defined on L
and the MSE of the erosion filter will be the same.
Proof: A basis-set can be seen as a flat filter if all it's elements have constant
values. This follows from the definition of flat filter. Now for any k > 0, and X e B0 and Y
e Bk , so, X c Y, this follows from the structure of the lattice L. As all elements in the
basis-set Bk are constant, X+k
= Y, for some X e B0 and some Y e Bk. This follows from
the way the basis sets are formed. Now if B0 is used as the basis for the kernel <X> of a
morphological erosion filter, using the standard erosion definition given in 2.2.1, then
for any X in Ek, O(X)
= k and also the 4/(X) = k, where
41 is an increasing filter on L
and O is a morphological filter on L. As the filter
4*
is optimal, the filter O is also
optimal.
From the conditional distribution all the set-i can be formed. The criteria of
forming these is given in equation 4.2.3 and 4.2.4. If these sets satisfy the properties
discussed above then the increasing filter can be readily found.
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The next section discusses the algorithm design to implement the necessary
switching on a lattice such that the optimal increasing filter can be designed on the
lattice. Once again it will be seen that the binary switching algorithm is a subset of the
gray-scale switching algorithm and the reasoning used here shall follow the same line
as the one used in the section 3.3.
4.3 Gray-Scale Switching Algorithm
In a given lattice structure, it might occur that an increasing filter cannot be
designed, such that for all it's elements it yields an output that is the desired value for
that particular element. This situation implies that there are certain elements in the
lattice that are not located appropriately or their position in a basis graph leads to the
generation of an invalid basis-set. Invalidity here means that, the basis-set brakes any
one of the rules that it should obey to, section 4.1. The switching algorithm is a method
to convert the given lattice in a new lattice, in which all the elements should yield the
desired values. The new lattice differs from the original, in such a way that the increase
in the final MSE between the new desired values and the original ones is the minimum.
In chapter 3, the algorithm was designed for the discrete space
Z2
There, the
complexity of the conversion process increased as the number of elements in invalid
locations increased. In the gray-scale setting the complexity increases also as a
function of n, the number of gray levels. The next paragraphs describe the method
proposed to perform the conversion for a lattice over the space En, in a way that the
final increase in MSE is minimized.
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Let SLi be formed of all elements of set-i that have elements in set-j below them
for any i and all j, such that i < j and if x is such an element then all y e set-j such that
y e Lx also belong to SLi. Let SGj be formed of all elements of set-j that have elements
in set-i above them for any j and all i such that i < j. and if x is such an element then all
y e set-i such that y e Gx also belong to SGj. The switching set is defined as:
Sw= U(SLlu SGj) 4.3.1
i.j
Let x e Sw be located in some set-k of the lattice L. The switching algorithm
moves x to a set-m, also in L, such that the increase in error by moving x from set-k to
set-m is the least possible. When x is moved, elements belonging to the lower set Lx
and the greater set Gx also might have to be moved. The following possibilities can be
considered to move x
i) Leave it in set-k. This implies in moving all elements of Gx that are in set-i, i < k to
set-j, where j > k. It also implies in moving all elements of Lx that are in set-m, m > k, to
set-n, where n < k. The increase in error is due to moving the elements of Gx and Lx.
ii) move x to set-m, m > k. This implies in moving all elements of Gx, that are in set-i, k
< i < m, to set-j, where j > m. It also implies in moving all elements of Lx that are in set -
n, n > m, to set-p, where p
< m. The increase in error is due to moving elements of Gx
and Lx, and also due to moving x from set-k to set-m.
iii) move x to set-m, m < k. This implies in moving all elements of Lx, that are in set-i, m
< i < k, to set-j, where j < m. It also implies in moving all elements of Gx, that are in
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set-n, n < m, to set-p, where p > m. The increase in error here is due to moving
elements of Gx and Lx and also due to moving x from set-k to set-m.
It should be noted that all the elements of Lx and Gx considered in the switching
above are part of the switching set. The three conditions stated above can be
expressed in terms of error equations. Let Pxk = P(X[1] = x[1], X[2]
=
x[2], ..., X[N+1] = k)
be the probability of x being in the set-k. Let Pxm
= P(X[1] = x[1], X[2] = x[2], ..., X[N+1]
=
m) be the probability of x being in the set-m. Assume that x e Sw . If x is moved from
set-k to set-m, then based on the three conditions above the error equations can be
written as:
i) m = k:
error (x -> m)
= error (y - j) + error (z -^ n) 4.3.2
for all y e {SGk n Gx }, all z e { SLk n Lx}, j
> k and n < k.
ii) m > k:
error (x - m)
= (k - m)2|Pxk
- Pxm| + error (y -> j) + error (z -> p) 4.3.3
for all y e { Gx n SGk}, all z e {Lx n SLm }, j
> m and p
< m.
iii) m < k:
error (x -> m)
= (k - m)2|Pxk
- Pxm| + error (y -> j) + error (z -> p) 4.3.4
for all y e {Lx n SLm}, all z {Gx n SGm }, j
< m and p > k.
Elements that are not part of the switching set need not be considered, because
their location in the lattice is a valid one.
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The switching set can be very large, and thus an algorithm that tries to switch all
the elements of the switching set can consume an enormous time calculating all the
possible errors. Due to nature of the switching, which preserves the lattice structure,
some of the switching combinations are redundant. Based on this redundancy, a
reduced switching, R^,, can be used instead of the complete switching set.
Let X1 be made of all elements x in set-1 that have elements from Gx in set-0.
Similarly for k = 2 ... n-1., let Xk be made of all elements x in set-k that have elements
from Gx in set-j, j < k. Then R^, is made up of all Xk and X1 or




= U (x e {Gx n set-j} for all j < k }
The example given ahead in this chapter will demonstrate that these are indeed the
only elements needed to be considered.
Although, the view above might seem simplistic, the complexity arrives from the
need to check all possible combinations of moves allowed for the elements involved in
the process of moving one single element. These choices can be performed
independently for each x that is to be moved, if they do not have elements affected by
the move solution in common. If this can be done, then groups of elements can be
formed that need not be considered together. The error for each group can be
calculated separately and then the least errors can be summed. The errors in each
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group need to be calculated jointly for all x in that group, because each of them has
elements in common with another one. The Wenn diagram of figure 3.2 depicts a
possible situation that can be applied in the gray-scale domain.
Due to the nature of the error calculation each move combination guarantees
that after the moves are made the elements of the lattice will be located correctly in the
lattice. The optimal filter then will be the one that is designed over the transformed
lattice. Once the lattice has been modified, the basis-sets for the increasing filter can
be readily found using the procedure described in the section 4.2.
In order to make the procedure described above more clear, consider the
following example. Here N = 2 and n = 4. Assume that from, the conditional densities
the following set-k are formed, for k = 0, ..., 3. Here an element x
= (x[1], x[2], ..., x[N])
is in a set-k if P(X = x and X[N+1] = k) > P(X = x and X[N+1] = m) for any m * k. The
desired value after filtering any element in the set-k is k.
set-3 = { (3,0), (1,3), (3,2), (2,3), (3,3)}
set-2 = { ( 2,0), (2,2), (3,1)}
set-1 ={(1,0), (1,1), (1,2), (2,1)}
set-0 = { (0,0), (0,1), (0,2), (0,3)}
In figure 4.3, the elements above are placed in the basis-graph and square is
drawn around them. The minimal elements of each set-k are the circled ones. The
arrows are drawn between elements that are related to the minimal elements in each
set-k. Note that the minimal elements form the basis-set Bk for k=1, .., 3. The set-0 is
not shown because there are no elements located improperly in that set.
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Using the equation 4.1.3 and the definition 4.1.2 of basis-sets, an increasing
filter can be designed for the set's above. This filter is given by
O = { B, = { (1 ,0) }; B2
= { (2,0) }; B3 = { (3,0), (1 ,3) }
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Figure 4.2: Initial Lattice
If the increasing filter 0> is used over the set's
generated by the conditional
density, the elements (3,1) and (2,1) will yield a wrong
desired output. The desired
value for (3,1 ) is 2 and from the basis graph the increasing
filter will yield an output of 3
for it. The desired value of (3,1) is 1 and the filter output will be
3. So a switching is
necessary. The switching set in this case is, from
equation 4.3.1
S ={(2,0), (2,1), (3,0), (3,1)}
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The reduced switching set is given, from equation 4.3.5, by:
r\
= {(2,0), (3,0)}.
The elements of R^, are all the elements that must be considered in order to
transform the lattice such that a valid increasing filter can be designed over it. In order
to illustrate the switching procedure, consider the increase in error caused by moving
(2,0). One possibility is to leave (2,0) in set-2, and the increase in error due to this is
given by
error((2,0) - 2) = error((2,1) -> k) , k > 2
(2,1) is the only element of the greater set of (2,0) located in set-j, j < 2. No
elements of the lower set of (2,0) are located in set-n, n > 2, so these are not in the
error equation. The other possibility is to move (2,0). There are three possible locations
to move (2,0), it can be moved either to set-2, set-1 or set-0. If it is moved to set-1 , then
the increase in error is given only by
error((2,0) - 1 ) = |P(x[1 ]
= 2, x[2] = 0, x[3] = 2) P(x[1 ] = 2, x[2] = 0, x[3] = 1 )|
The increase in error cause by moving (2,0) to set-0 is given by
error((2,0) -> 0) = 2*|P(x[1]
= 2, x[2] = 0, x[3]
= 2) P(x[1] = 2, x[2] = 0, x[3] = 0)|
+ error((1,0) -> 0)
Note that here it is necessary to consider (1 ,0) as it lies in set-1 and if (2,0) is placed in
set 0, then it will be above (2,0) and thus violate the lattice structure. If (2,0) is moved
to set-3 the increase in error will be given by
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error((2,0) -> 3) = |P(x[1] = 2, x[2] = 0, x[3] = 2) - P(x = [1], x[2] = 0, x[3]
= 1)|
+ error(y - 2)
where y are all the elements of greater set of x = (0,2), located in set-j, 2 < j < 3, or all
elements from {(2,1), (2,2), (3,1), (3,2), (2,3)}. If instead of Rw the elements of Sw are
taken, then consider moving (2,1). If (2,1) is left in set-1, (2,0) must be moved to set-1
or set-0, errors already calculated above. If (2,1) is moved to set-2 or set-3, then the
errors are the same as leaving (2,0) in set-2 and moving (2,3), these errors also have
been calculated. So, it can be seen that it is not necessary to calculate the errors
caused by moving (2,1). Analogously it can be shown, that it is only necessary to
consider the moves of (3,0) and not of (3,1 ).
Assume that after the individual increases in error caused by all possible
switching combinations are calculated it was found that the least increase is given by
moving (2,1) to set-2 and moving (3,1) to set-3. Then the new sets formed are,
set-3 = { (3,0), (3,1), (1,3), (3,2), (2,3), (3,3) }
set-2 = {( 2,0), (2,1), (2,2)}
set-1 ={(1,0), (1,1), (1,2)}
set-0 = { (0,0), (0,1), (0,2), (0,3)}
The elements of these sets when placed in the basis graph generate an
increasing filter that yields the desired output for all the elements of the lattice. The
figure 4.3 shows the lattice with the modified sets. As it can be seen there are no
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Figure 4.3: Transformed Lattice
The increasing filter is given by:
Y ={B1={(1,0)}; B2
= {(2,0)}; B3
= { (3,0), (1,3) } }
The filter
4* is the optimal increasing filter and MSE<4/>> MSE<0>.
The next chapter illustrates practical applications of the above procedure along
with applications of the binary theory.
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5 Experimental Results
This chapter presents results obtained by using the optimal filter design theory
developed in the previous chapters (2,3 and 4). The theory was applied here to binary
images and gray-scale images. The results are grouped in two parts, these being, the
results for binary images and the results for the gray-scale images.
The hardware for image acquisition and display consists of a camera and a
dedicated image processor, the ITEX-150, attached to a PC. The source code that
implements the optimal filter design theory was developed in C programming language,
and can be run on any machine that supports C. In the present work the code was run
on a PC-386 and also on the DEC VAX main frame. Appendix B has a listing of the
source code. A user-interface program was developed to make the acquisition,
manipulation, storage and processing of images easier. There are two user interfaces,
one developed for the PC to which, the image processor is connected, and another one
to use the software on the VAX.
The software that implements the optimal increasing filter theory accepts two
types of input. In the first type, two images are given to the program as input, image A
is considered to be the original image, and image B is the image A corrupted due to
some degradation. The software generates the conditional distribution for the images,
given the size of the filters and the number of gray-levels in the image. Let N and M be
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the vertical and horizontal dimensions, respectively, of the desired filter and let n be
the number of gray levels in the image. The software generates a look-up table that
maps the gray level value of a pixel that is being displayed to a number between 0 and
n-1. The reason to do so, is that for instance, if a binary image is being displayed, the
pixel with a gray value 0, represents the background and a pixel with a gray value 255
represents the foreground. If these values were used in the lattice theory, the actual
setting would have 255 levels, instead of the desired 2, or binary. The look-up table
maps, 0 to the number 0 and 255 to the number 1, thus enabling to have a binary
setting with only two levels. After an image is processed through a filter, a inverse
look-up table maps the numbers back to their displayed gray-level values. From here
after the values of pixels that are shown are all mapped values, and not the displayed
values in the image it-self. Let x[1], ..., x[k] be the values of the pixels in the image A,
at the location of a mask of size MxN and let x[k+1] be the value of the center pixel in
the image B at the location of a mask, also of size MxN. Then
P(X[1] = x[1], ..., X[k]
=
x[k], X[k+1] = x[k+1]) 5.1
for all possible x[i], i
= 1, ..., k+1; gives the conditional distribution for the two images.
Note that the x[i] can take any value between
and including 0 and n-1. The figure 5.1
describes the above procedure.
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IMAGE A
Figure 5.1: Sheme to obtain Conditional Distribution.
Another form of input that is accepted by the software is by directly giving the
conditional distribution, which might have been obtained through some other method.
Once the conditional distribution is available the software generates the optimal
increasing filter satisfying that distribution. The software also performs any necessary
switching in order to convert the given distribution into an increasing lattice. In the case
where n = 2, the setting is binary and optimal binary increasing filters derived are the
same as optimal morphological filters. For n > 2 this, in general, is not valid.
In order to be able to have a measurement of the quality of the processed
images a Mean Squared Error (MSE) is calculated. For any two images A and B the






where p is the total number
of pixels in the image A or B and n is the number of gray
levels. In the present work in order to calculate the MSE, the original image is always
one of the images, and the second image can be, the degraded image, the image
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restored via the use of the optimal increasing filters or the image restored via the use of
Median filters. In some cases the results obtained by using either of the two types of
filters are same, although in general the optimal increasing filter achieves better results
than the median filter. The next pages show examples of processed images. Along with
the images a detailed description of the filter and switching set obtained, if that was the
case, are also given.
The results are presented in a tabular form, in section 5.1 and 5.2, where the
different fields of the table contain relevant information for each of the images. The
images are shown at the end of chapter 6. In the gray-scale images section the number
of gray levels are specified in the field Gray Levels. In the binary images section, this
field is not present and it is assumed that all images have n = 2 or, 2 gray levels. The
field Noise has a description of the type of degradation that the original image was
subjected to. The field F/7fer Mask shows the mask size of the filter. The field Initial
Lattice has the set-0 ... set-n-1, that were obtained form the conditional distribution, n
here is the number of gray levels. The field Switch shows the elements that were
switched, if this were the case. The field Final Lattice shows the set-0 ... set-n-1 after
the switching was done. The field Basis Sets has the basis sets B-1 ... B-n-1, that were
formed.
The numbers that appear in the sets in the table are the decimal equivalent of a
n base number that appears as observation in the mask, n being the number of gray
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levels. Thus for example in a binary case, with a filter mask of 3x1, the decimal
equivalent of the observation 101 would be 5 and 17 if n were 4.
The figure 5.2 shows the order in which the images appear in Appendix A. The
top left corner, is the original image, or the desired image. The top right side is the
degraded image. The degradation vary from image to image, and are specified in the
table. The bottom left side, is the degraded image after being processed using a
median filter, with the mask size given in the filter mask field of the table. The bottom
right is the degraded image after being processed through a optimal increasing filter
with the same mask size as the one used in the median processing. The mean square















Alternated Black and White Bars. Filter designed for
complete image.
20% Uniformly distributed noise added to each gray level.
3x1.








Alternated Black and White Bars. Filter designed for
complete image.










Binarized image of a Coke can. Filter designed only for the
degraded portion.











Binarized image of a Coke can. The filter designed for
image 2-A is applied to complete image.
20% Uniformly distributed noise added to each gray level.
The filter designed for image 2-A is applied to full image.
2x2.
Set - 0: same as in image 2-A.
Set - 1: same as in image 2-A.






Partially binarized text image. Filter designed for the
binarized portion.










Binarized text image. Filter designed for complete image.
5% Gaussian distribution noise added to each gray level.











White Square centered in a Black Square. Filter designed for
complete image.
20% Uniformly distributed added to level 1 .
3x2.
Set-0: {0,1,2,3,4,5,16,17,20,21 }
Set-1: {6,7, ...,15,18,19,22,23, ...,62,63}








White Square centered in a Black Square. Filter designed for
complete image.
20% Uniformly distributed added to gray level 0.
2x3.
Set-0: {0,1,2, ...,26,28,29,30,32, ...,55,61 }
Set-1: {27,31,56,57,58,59,60,62,63}
{61}
Set - 0: {0,1,2 26,28,29,30,32, ...,55 }







White Square centered in a Black Square. Filter designed for
complete image.
5% Uniformly distributed added to each gray level.
2x3.
Set-0: {0,1, ...,14,16, ...,25,28,32,38,40,41,42,44,48,49,50,54}
Set-1 : {1 5,26,27,29,30,31 ,39,43,45,46,47,51,53,55,63}









Partially binarized check image. Filter designed only for
binarized portion.








- {2, 4, 8}






Binarized text image. Filter designed for complete image.











Binarized text image. Use filter designed for image 6-A.














Binarized finger print image.
Different gray levels for thresholding or binarizing.
2x3.
Set - 0: {0, ...,7,20,21 ,28,29,41 ,42,45,46 }












Metallic piece image. Filter designed for complete image.














Thresholded text image. Original at 120,155,180,255.
Thresholded at 60, 100,150,255.
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3x1.

















Thresholded Bills image. Filter designed for complete
image.









Set - 2: {8,15,17,19,20,23,24,25,26}
B, -{4, 10, 12}
B2










Thresholded 25 cents coin image. Filter designed for area
around the coin image. Original thresholded at 90,100,200,
255.





















- {29, 54, 60}
56
6 Conclusion
The goal of this work was to develop a coherent theory for the design of optimal
filters, that preserve the basic properties of the morphological filters. In chapter four the
theory of optimal increasing filters was developed. The results obtained from the
application of this theory show that in most of the cases considered here the optimal
filter does have a good performance. As with any other filter design technique there are
some advantages and some disadvantages of using the technique developed here.
The main contribution of the method developed here, is in the gray-scale
domain. Most of the previous approaches, that attempted to design the gray-scale
morphological filters, were either practically not possible to be implemented or had so
many constrains imposed on them that as a result the range of application was
extremely reduced. The theory of optimal increasing filter, as demonstrated by the
results, has a broad range of application. The filters designed for a set of images are
robust enough, so that they can be used on another image that belongs to same class
for which the filter was designed, which implies in a certain universality of the design.
The procedure, is fairly simple to be implemented practically and the time it takes to
obtain the results is also very small. Just as an example, a filter of size 3x1 over a
lattice with 4 gray levels, assuming there is no switching, can be designed in less than
1 second on the PC. Even with the switching that were found in the results of chapter 5,
the maximum time spent was not above a few seconds. Besides the practical aspects
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of the approach, the theoretical base of the method is also very solid, as it is based on
the lattice theory, statistical analysis and set theory. In the past attempts the
gray-scale scenario was generally treated separately from the binary. The method
proposed here has the binary setting as a subset of the gray-scale, thus a unique
design technique is available independent of the scenario.
One of the main constraints for the method is the limitation, in terms of
implementation, to small mask sizes, and few gray levels. Once the gray levels
increase, the possible combinations to search the lattice increase exponentially and in
the case where there are switching the situation could get more complicated. This
constrain is mainly governed by the type of computer that is used to run the software.
Another constraint is the dependence of the design on the complete knowledge of the
conditional distribution. Although once the design is done, the filter is robust, the initial
design is dependent on the knowledge of the conditional distribution.
In the present work, no studies have been made to see the effects on the design,
once it is know that a certain type of degradation is present, such as all images are
corrupted by a gausian distribution noise or some other degrading process that is
constant for the images to be processed. In the few cases shown here, the filter seems
to be robust enough, but a more detailed study is necessary. The effects of considering
only parts of the lattice in the
filter design, in the case of having large lattices has also
not been studied here. The switching algorithm is a very complicated one, and further
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study can be done in order to arrive at simpler algorithms, based on the knowledge of
the type of degradation or size of lattice.
As an overall view, the main goal of this work has been accomplished. A method
of designing optimal filters that have properties similar to the morphological filters is
available. The method has been implemented and tested, and the preliminary results
demonstrate the power of the method.
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