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When approaching the semantic segmentation of overhead imagery in the decime-
ter spatial resolution range, successful strategies usually combine powerful methods to
learn the visual appearance of the semantic classes (e.g. convolutional neural networks)
with strategies for spatial regularization (e.g. graphical models such as conditional ran-
dom fields).
In this paper, we propose a method to learn evidence in the form of semantic class
likelihoods, semantic boundaries across classes and shallow-to-deep visual features,
each one modeled by a multi-task convolutional neural network architecture. We com-
bine this bottom-up information with top-down spatial regularization encoded by a con-
ditional random field model optimizing the label space across a hierarchy of segments
with constraints related to structural, spatial and data-dependent pairwise relationships
between regions.
Our results show that such strategy provide better regularization than a series of
strong baselines reflecting state-of-the-art technologies. The proposed strategy offers
a flexible and principled framework to include several sources of visual and structural
information, while allowing for different degrees of spatial regularization accounting
for priors about the expected output structures.
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1. Introduction
This paper deals with parsing decimeter resolution abovehead images into semantic
classes, relating to land cover and/or land use types. We will refer to this process as
semantic segmentation. For a successful segmentation, one requires visual models able
to disambiguate local appearance by understanding the spatial organization of semantic
classes (Gould et al., 2008). To this end, machine learning models need to exploit
different levels of spatial continuity in the image space (Campbell et al., 1997; Shotton
et al., 2006). Accurate land cover and land use mapping is an active research field,
growing in parallel to developments in sensors and acquisition systems and to data
processing algorithms. Applications ranging from environmental monitoring (Asner
et al., 2005; Gime´nez et al., 2017) to urban studies (Zhong and Wang, 2007; Jat et al.,
2008) benefit from advances in processing and interpretation of abovehead data.
Semantic segmentation of sub-decimeter aerial imagery is often tackled by Markov
and conditional random fields (MRF, CRF) (Besag, 1974; Lafferty et al., 2001) com-
bining local visual cues (the unary potentials) and interaction between nearby spatial
units (the pairwise potentials) (Kluckner et al., 2009; Hoberg et al., 2015; Zhong and
Wang, 2007; Shotton et al., 2006; Volpi and Ferrari, 2015). By maximizing the poste-
rior joint probability of a CRF over the labeling (i.e. minimizing a Gibbs energy), one
retrieves the most probable labeling of a given scene, i.e. the most probable configura-
tion of local label assignments over the whole image space. These frameworks allow to
model jointly bottom-up evidence, encoded in the unary potentials, together with some
domain specific prior information encoded in the spatial interaction pairwise terms.
The idea behind the proposed model is that, when dealing with urban imagery (and
in general decimeter resolution imagery), both the content of the image and the classes
are highly structured in the spatial domain, calling for data- and domain-specific regu-
larization. To follow such intuition, we model two key aspects of spatial dependencies:
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input and output space interactions. The former are usually encoded by operators ac-
counting for the spatial autocorrelation of pixels in their spatial domain. The latter are
encoded by different kinds of pairwise potential, favoring specific configurations issued
from a predefined prior distribution.
- To extract information about local input relations, we combine state-of-the-art
convolutional neural networks (CNN, (LeCun et al., 1998; Simonyan and Zis-
serman, 2015; Krizhevsky et al., 2012)) providing data-driven cues for multiple
tasks: We employ a CNN to not only provide approximate class-likelihoods, but
also to predict semantic boundaries between the different classes. The latter co-
incide usually with natural edges in the image, but also corresponding to changes
in labeling. Then, we build a segmentation tree using the semantic boundaries
predicted by the CNN. Such tree represents hierarchy of regions spanning from
the lowest level defined by groups of pixels (or superpixels) to the highest level,
the whole scene. The region partitioning depends jointly on shallow-to-deep
visual features and the semantic boundaries learned by the multi-task CNN.
- To account for the output relations between regions, we combine the informa-
tion within each region in a hierarchy using a top-down graphical model model
including different key aspects of the spatial organization of labels, given the
observed inputs. This second modeling step is based on a CRF that aims at re-
ducing the complexity (i.e. regularizing) of the pixel-wise maps, by semantically
and spatially parsing consistent regions of the image, likely to belong to given
classes, at different scales. Specifically, the CRF model takes into account evi-
dence from the CNN (class-likelihoods, learned visual features and presence of
class-specific boundaries) and spatial interactions (label smoothness, label co-
occurrence, region distances, elevation gradient) within the hierarchy. In other
words, it learns the extent and the labeling of each segment simultaneously, by
minimizing a specifically designed energy.
A visual summary of the proposed pipeline is presented in Figure 1.
We evaluate all the components of the system and show that spatial regularization is
indeed useful in simplifying class structures spatially, while achieving accurate results.
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Figure 1: Flowchart of the proposed pipeline: from multi-modal inputs and multi-task learning to multi-
modal and geographically regularized semantic segmentation.
Since spatial structures are learned and encoded directly in the output map, we believe
our pipeline is a step towards systems yet based on machine learning, but not requiring
extensive manual post-processing (e.g. local class filtering, spatial corrections, map
generalization, fusion and vectorization Crommelinck et al. (2016); Ho¨hle (2017)), at
the same time employing domain knowledge and data specific regularization, tailor-
ing it to specific application domain and softening black-box effects. Specifically, the
contributions of this paper are:
- A detailed explanation on our multi-task CNN, building on top of a pretrained
network (VGG);
- A strategy to transform semantic boundaries probabilities to superpixels and hi-
erarchical regions;
- A CRF encoding the desired space-scale relationships between segments;
- The combination of different energy terms accounting for multiple input-output
relationships, combining bottom-up (outputs and features of the CNN) and top-
down (multi-modal clues about spatial arrangement) into local and pairwise re-
lationships.
In the next Section, we summarize some relevant related works. In Section 3, we
present the proposed system: the multi-task CNN architecture (Sec. 3.1), the hierar-
chical representation of image regions (Sec. 3.2) and the CRF model (Sec. 3.3). We
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present data and experimental setup in Section 4 and the results obtained in Section 5.
We finally provide a discussion about our system in Section 6, leading to conclusions
presented in Section 7.
2. Related works
2.1. Mid-level representations
To generate powerful visual models, traditional methods compute local appearance
models mapping locals descriptors to labels, over a dense grid covering the image
space. Then, the relationships between output variables are usually modeled by MRF
and CRF. Standard approaches to local image descriptors involve the use of local color
statistics, texture, bag-of-visual-words, local binary patterns, histogram of gradients
and so on (Kluckner et al., 2009; Hoberg et al., 2015; Zhong and Wang, 2007; Volpi
and Ferrari, 2015; Shotton et al., 2006).
However, the use of fixed shape operators causes an inevitable loss of geometrical
accuracy, in particular on objects borders. The most common solution to this problem
is to employ a locally adaptive spatial support, to either summarize precomputed dense
descriptors or to retrieve new ones. This strategy is usually implemented by the use
of superpixels, which are defined to be small spatial units, uniform in appearance,
while matching the natural edges in the image (Felzenszwalb and Huttenlocher, 2004).
Moreover, superpixels significantly reduce the number of atomic units to be processed
and consequently the computational time.
2.2. Deep representations
Convolutional neural networks (CNN), learn a parametric mapping from inputs to
outputs, sidestepping the definition of i) an explicit processing resolution, ii) the type
of appearance descriptors best representing the data, iii) a classifier to map descrip-
tors to output labels (LeCun et al., 1998; Simonyan and Zisserman, 2015; Krizhevsky
et al., 2012). The fact that a CNN learns an end-to-end mapping from data to outputs
directly within the network makes deep neural networks more than valid alternatives
to classical models, since complex feature engineering is avoided. However, most of
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these methods still rely on a fixed spatial support, either in the form of a patch to be
classified (for patch classification) or in the form of the convolution kernel (for fully
convolutional architectures) (Long et al., 2015). This can cause boundary blur and loss
of definition on small image details. But despite blurring effects related to the size of
the field of view, fully convolutional architectures are of particular interest for semantic
segmentation. These techniques provide impressive accuracy and, once the architec-
ture and hyperparameters are set, can be trained with ease as long as enough training
data is available to learn the parameters.
For aerial and satellite image semantic segmentation, fully convolutional architec-
tures are becoming state-of-the-art. A notable work in this direction is by Sherrah
(2016), where the author modifies a pretrained network to not downsample and per-
forms dense semantic segmentation directly. In our previous work (Volpi and Tuia,
2017), we explored the use of deconvolutions to learn upsamplings providing outputs
of the same resolution as inputs. Results outperformed standard patch-based strategies,
both in terms of accuracy metrics and computational time, suggesting that fully con-
volutional architectures are best suited for semantic segmentation. In (Marcos et al.,
in press) we extended standard CNN to incorporate rotation invariance at the convolu-
tional kernel level, resulting in small and compact models, but providing accuracy com-
parable to state-of-the-art architectures. Maggiori et al. (2017) showed that a slightly
modified hypercolumn architecture (originally proposed in (Hariharan et al., 2015)) is
well suited for semantic segmentation of aerial images. Hypercolumns architectures
exploit the entirety of the multiscale structures learned within the network, by upsam-
pling intermediate activations and stacking them into a hypercolumn layer. On top
of the latter, another sub-network learns to map to desired outputs, by exploiting the
stack of multiscale structures, that can be seen as input features to this sub-network,
and learning how to combine them. This is desirable for a model working in a highly
structured input-output space with unique and explicit spatial relations. Due to these
properties, we also adopt a modification of the hypercolumn architecture, which we
detail in Section 3.1.
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2.3. Learning boundary detectors
In this work we propose a multi-task CNN architecture to jointly learn a semantic
segmentation task and a semantic boundary detection task. This latter task relates to
supervised learning of semantic boundaries, as introduced in (Hariharan et al., 2011).
Authors proposed to combine bottom up edge detectors with object detectors in the
image to enhance boundaries semantically The framework presented in the latter work
has been reformulated in terms of deep learning (Shen et al., 2015; Xie and Tu, 2015;
Kokkinos, 2016; Maninis et al., 2017).
Usually, the prediction of boundaries supports semantic segmentation tasks, as the
edges are naturally embedding shape information and contours of semantic classes.
Such ideas have been exploited in computer vision since years (see e.g. the works
stemming from (Arbelaez et al., 2011)) and now also framed as deep learning systems
(Kokkinos, 2017; Maninis et al., 2017) or (Marmanis et al., 2018) for an example in
aerial image segmentation.
In this work we build on the idea to retrieve semantic boundaries for one specific
semantic class at a time. In this respect, we implement a sort of situational boundary
detector (Uijlings and Ferrari, 2015), but rather than training a boundary detector on
groups of images with similar appearance we train it on binary subproblems. More
specifically, we train our detector to learn boundaries of one class at a time, versus
non-edges for that class. For instance, we would learn a building versus non-building
boundary detector, resulting in only building contours to be learned.
2.4. Models of output structures
Most CRF formulations model the conditional smoothness of the labels in the out-
put space (Boykov et al., 2001), facilitating two neighboring locations to share the
same label if the mutual local appearance is similar. It is also common to incorporate
information about the prior distribution of the label by weighting this potential with
information about the statistical co-occurrence or relative location of labels at neigh-
boring locations (Gould et al., 2008).
In Volpi and Ferrari (2015) the energy employed to perform semantic segmentation
is composed by a contrast-sensitive spatial quantization of label interactions allowing
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to learn specific dependencies at different scales with a structured Support Vector Ma-
chine. Hoberg et al. (2015) present an approach not only modeling spatial dependencies
at different scales, but also including class-specific temporal transition probabilities.
Hedhli et al. (2016) propose a hierarchical CRF to model image time series of different
spatial resolution, where the hierarchy copes with the different scales represented in
the image. Zheng et al. (2017) propose a semantic segmentation system exploiting a
hierarchy of labels in order to flexibly deal with possibly different labelings of the im-
age. The auxiliary labels for each region in the images are modeled by a CRF. Golipour
et al. (2016) exploit a hierarchy of regions built by region-merging into a MRF model.
They also extrapolate a score over edges of regions by checking relationships in the hi-
erarchy. Finally, Li et al. (2015) rely on a higher-order CRF to jointly infer at pixel and
region level whether pixels and regions belong to rooftops or not. The line followed by
these works show that accounting for hierarchical relationships jointly with the spatial
distribution of labels allows for more expressive models.
In this paper we model spatial dependencies by following this last line of works. We
employ a segmentation tree to encode multilevel likelihoods, in which regions merged
according to learned and input cues should approximate object extent, and thus favoring
a geometrically and semantically accurate segmentation.
3. Deep parsing of aerial images
Our model is composed of three main ingredients: a multi-task CNN providing
class-likelihoods and probabilities of boundaries (Section 3.1), a segmentation tree
(Section 3.2) and a CRF model encoding information about spatial dependency of the
labeling (Sect. 3.3).
3.1. Multi-task CNN
Figure 2(a) presents the general network architecture. It closely follows the hyper-
column architectures presented in (Hariharan et al., 2015) (illustrated in Figure 2(b)),
then used in (Maggiori et al., 2017) (Figure 2(c)), yet with small differences from both.
The main trunk of the network consists in a standard classification network, specif-
ically the VGG-16 network pretrained on the ImageNet Image Large Scale Visual
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Recognition Challenge (ILSVRC) (Simonyan and Zisserman, 2015), which maps fixed
size inputs to class scores. However, differently from other works employing pretrained
networks, we remove the last fully connected layers and the last convolutional block
and add two additional task-specific sub-networks to learn semantic segmentation and
semantic boundary detection jointly. We do so, after rearranging the whole structure to
follow the hypercolumns strategy (Hariharan et al., 2015).
Deep neural networks learn mappings with increasing abstraction power: from in-
puts to deep layers the learned features span from general and basic image descriptors
(e.g. gradient detectors) to semantic concepts. The hypercolumn strategy aims at mak-
ing use of such hierarchical abstraction in a more general framework, supporting fully
convolutional architectures, and therefore no longer dependent on the extent of spatial
activations.
To this end, such architectures resample activations from each block and we learn
a mapping to the hypercolumn layer. On top of this hypercolumn, one or more convo-
lutional layers learn a mapping into class scores. The rationale behind is that, by com-
bining different levels of information, the first fully connected layer is not exclusively
dependent from the activations learned sequentially up to that point, but can reuse pre-
vious activations if the problem requires so. This idea has been further extended in the
DenseNet architectures (Huang et al., 2017).
Differently from standard hypercolumn models, we jointly learn two tasks on top of
the hypercolumn stack: a semantic segmentation and a semantic boundary task. To this
end, the network learns jointly two independent branches composed by two layers and
a class score layer each (one per task). The semantic segmentation and the semantic
boundary tasks are learned by minimizing a standard weighted cross-entropy loss, but
with different scores aggregation strategies. This choice follows logically from the fact
that a given pixel can belong to several semantic boundaries at the same time, typically
two or three, while usually can only belong to a single semantic class.
The global loss function is given by a linear combination of the independent losses
for each task t as:
L(y, yˆ) =
∑
i∈{S ,B}
βtLi(y, yˆ), (1)
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where β balances the contribution of each loss. We observed that changing this hy-
perparameter modifies the speed of convergence of a task at the expense of the other.
Loss scaling does not seem to be a problem as each multi-task branch is independently
learned. Therefore, we set the contribution of both losses to be equal.
Both functions are defined by cross-entropy losses: the semantic segmentation loss
LS as:
LS (y, yˆ) = − 1
N
∑
c
ωcJyi = cK log (p(yi = c|xi)), (2)
where N is the number of pixels in every input patch, yi is the ground truth class as-
signed to pixel i and yˆi the prediction. The posterior p(yi = c|xi) is obtained by nor-
malizing the activations through a sigmoid. The cross-entropy loss puts all the mass
on a single class c, meaning that an increase in the posterior probability for one class
corresponds to a decrease in another one.
Regarding learning the semantic boundaries, we define the loss LB as the average
cross-entropy loss computed for each semantic boundary subproblem, as:
LB(yi, yˆi) =
∑
b
Lb(ybi , yˆbi )
= − 1
N
∑
b
ωbJybi = bK log (p(ybi = b|xi)), (3)
where ybi and yˆ
b
i are the binary ground truth and prediction for the bth binary seman-
tic boundary problem for pixel i. The posteriors p(ybi = c|xi) are again obtained by
normalizing the activations through a sigmoid.
Therefore, the final loss allows a given pixel to be predicted as boundary across
several classes. Recall that, since we approach modeling semantic boundaries as sep-
arate sub-problems, every bth task involves modeling only the semantic boundaries of
class b, pooling non-boundary pixels and boundaries from other classes.
Both losses are weighed for each class by ω: for the segmentation loss, we set a
weight proportional to the inverse class frequency (Mostajabi et al., 2015), while for
boundary we weigh errors on boundaries by 0.99, while on non-boundaries 0.01, since
the prior probability of boundary pixels is extremely low (Xie and Tu, 2015).
During backpropagation, only the partial derivative of the total loss of Eq. (2) with
respect to the weight for one task is non-zero. Therefore, only the sub-loss computed at
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one output backpropagates gradients for a specific task. Gradients at the hypercolumn
layer are added and backpropagated through the intermediate layers and added again
to those coming from the layers of the main trunk. Learning rates are scaled by a factor
10−3 on the layers pretrained on the ILSVRC ImageNet.
Differently from (Hariharan et al., 2015), we do not sum activations at the hyper-
column layer, since in their model each intermediate layer is a classifier. Although
this is a very effective way for single tasks, in our model we needed more flexibility to
learn both tasks jointly. To this end, we stacked the input image to activations derived
from the rectified linear units nonlinearities (ReLU) of the classification network. This
composes the input to both fully connected layers, composed by two layers. On the
other hand, our model does not simply stack resampled activations, but also learns an
intermediate mapping from the ReLU to the hypercolumns by a convolutional block
(see Figure 2). We observe this strategy to be beneficial for three main reasons: first, it
allows the hypercolumn layer to be composed by slightly altered activations, closer to
the tasks that we want to learn. This is especially important when using pretrained net-
works, since, although being related, tasks and modality of our problem differ to those
of the ImageNet ILSVRC. Secondly, we map arbitrarily sized mid-representations from
ReLUs to activations of same dimensionality, typically smaller or equal to the dimen-
sionality of the original ReLU activations. Although this might seem unimportant since
we stack activations (contrarily to (Hariharan et al., 2015) where the hypercolumn is a
sum of activations), it still has at least three main benefits:
- It allows to control the dimensionality of the hypercolumn stack and the total
number of learnable parameters
- We distill information closely related to the tasks at hand by keeping the added
layers lower-dimensional
- Intermediate features also learn important local correlations in the feature maps,
since these intermediate mappings are learned by standard convolutional layers.
When coupled to the effective field of view of the classification network and to the
spatial resampling needed to stack activations into the hypercolumns, the fully con-
11
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<latexit sha1_base64="svJJ3i5jqSPfW+huJjaWqMJpIc0=">AAAB7HicbVA9SwNBEN2LXzF+RS1tFoNgFe7SqGARsLGwiOAlgeQIe5u5ZM3e7rG7Jxwh/8HGQsXWH2Tnv3EvuUIT Hww83pthZl6YcKaN6347pbX1jc2t8nZlZ3dv/6B6eNTWMlUUfCq5VN2QaOBMgG+Y4dBNFJA45NAJJze533kCpZkUDyZLIIjJSLCIUWKs1L4jGajKoFpz6+4ceJV4BamhAq1B9as/lDSNQRjKidY9z01MMCXKMMphVumnGhJCJ2QEPUsFiUEH0/m1M3xmlSGOpLIlDJ6rvyemJNY6i0PbGRMz1steLv7n9VITXQZTJpLUgKCLRVHKsZE4fx0PmQJqeGYJoYrZWzEdE0WosQHlIX jLL68Sv1G/qrv3jVrzukijjE7QKTpHHrpATXSLWshHFD2iZ/SK3hzpvDjvzseiteQUM8foD5zPH2tjjog=</latexit><latexit sha1_base64="svJJ3i5jqSPfW+huJjaWqMJpIc0=">AAAB7HicbVA9SwNBEN2LXzF+RS1tFoNgFe7SqGARsLGwiOAlgeQIe5u5ZM3e7rG7Jxwh/8HGQsXWH2Tnv3EvuUIT Hww83pthZl6YcKaN6347pbX1jc2t8nZlZ3dv/6B6eNTWMlUUfCq5VN2QaOBMgG+Y4dBNFJA45NAJJze533kCpZkUDyZLIIjJSLCIUWKs1L4jGajKoFpz6+4ceJV4BamhAq1B9as/lDSNQRjKidY9z01MMCXKMMphVumnGhJCJ2QEPUsFiUEH0/m1M3xmlSGOpLIlDJ6rvyemJNY6i0PbGRMz1steLv7n9VITXQZTJpLUgKCLRVHKsZE4fx0PmQJqeGYJoYrZWzEdE0WosQHlIX jLL68Sv1G/qrv3jVrzukijjE7QKTpHHrpATXSLWshHFD2iZ/SK3hzpvDjvzseiteQUM8foD5zPH2tjjog=</latexit><latexit sha1_base64="svJJ3i5jqSPfW+huJjaWqMJpIc0=">AAAB7HicbVA9SwNBEN2LXzF+RS1tFoNgFe7SqGARsLGwiOAlgeQIe5u5ZM3e7rG7Jxwh/8HGQsXWH2Tnv3EvuUIT Hww83pthZl6YcKaN6347pbX1jc2t8nZlZ3dv/6B6eNTWMlUUfCq5VN2QaOBMgG+Y4dBNFJA45NAJJze533kCpZkUDyZLIIjJSLCIUWKs1L4jGajKoFpz6+4ceJV4BamhAq1B9as/lDSNQRjKidY9z01MMCXKMMphVumnGhJCJ2QEPUsFiUEH0/m1M3xmlSGOpLIlDJ6rvyemJNY6i0PbGRMz1steLv7n9VITXQZTJpLUgKCLRVHKsZE4fx0PmQJqeGYJoYrZWzEdE0WosQHlIX jLL68Sv1G/qrv3jVrzukijjE7QKTpHHrpATXSLWshHFD2iZ/SK3hzpvDjvzseiteQUM8foD5zPH2tjjog=</latexit>
Network<latexit sha1_base64="J+zpaVgOpo3x0lfC7/DTT3N3lyU=">AAAB7XicbVBNS8NAEN 34WetX1aOXxSJ4KmkvKngoePEkFYwttKFstpN2yWYTdidKCf0RXjyoePX/ePPfuG1z0NYHA4/3ZpiZF6RSGHTdb2dldW19Y7O0Vd7e2d3brxwcPpgk0xw8nshEdwJmQAoFHgqU0Ek1s DiQ0A6i66nffgRtRKLucZyCH7OhEqHgDK3UvgV8SnTUr1TdmjsDXSb1glRJgVa/8tUbJDyLQSGXzJhu3U3Rz5lGwSVMyr3MQMp4xIbQtVSxGIyfz86d0FOrDGiYaFsK6Uz9PZGz2JhxH NjOmOHILHpT8T+vm2F44edCpRmC4vNFYSYpJnT6Ox0IDRzl2BLGtbC3Uj5imnG0CZVtCPXFl5eJ16hd1ty7RrV5VaRRIsfkhJyROjknTXJDWsQjnETkmbySNyd1Xpx352PeuuIUM0fk D5zPH+ozj3U=</latexit><latexit sha1_base64="J+zpaVgOpo3x0lfC7/DTT3N3lyU=">AAAB7XicbVBNS8NAEN 34WetX1aOXxSJ4KmkvKngoePEkFYwttKFstpN2yWYTdidKCf0RXjyoePX/ePPfuG1z0NYHA4/3ZpiZF6RSGHTdb2dldW19Y7O0Vd7e2d3brxwcPpgk0xw8nshEdwJmQAoFHgqU0Ek1s DiQ0A6i66nffgRtRKLucZyCH7OhEqHgDK3UvgV8SnTUr1TdmjsDXSb1glRJgVa/8tUbJDyLQSGXzJhu3U3Rz5lGwSVMyr3MQMp4xIbQtVSxGIyfz86d0FOrDGiYaFsK6Uz9PZGz2JhxH NjOmOHILHpT8T+vm2F44edCpRmC4vNFYSYpJnT6Ox0IDRzl2BLGtbC3Uj5imnG0CZVtCPXFl5eJ16hd1ty7RrV5VaRRIsfkhJyROjknTXJDWsQjnETkmbySNyd1Xpx352PeuuIUM0fk D5zPH+ozj3U=</latexit><latexit sha1_base64="J+zpaVgOpo3x0lfC7/DTT3N3lyU=">AAAB7XicbVBNS8NAEN 34WetX1aOXxSJ4KmkvKngoePEkFYwttKFstpN2yWYTdidKCf0RXjyoePX/ePPfuG1z0NYHA4/3ZpiZF6RSGHTdb2dldW19Y7O0Vd7e2d3brxwcPpgk0xw8nshEdwJmQAoFHgqU0Ek1s DiQ0A6i66nffgRtRKLucZyCH7OhEqHgDK3UvgV8SnTUr1TdmjsDXSb1glRJgVa/8tUbJDyLQSGXzJhu3U3Rz5lGwSVMyr3MQMp4xIbQtVSxGIyfz86d0FOrDGiYaFsK6Uz9PZGz2JhxH NjOmOHILHpT8T+vm2F44edCpRmC4vNFYSYpJnT6Ox0IDRzl2BLGtbC3Uj5imnG0CZVtCPXFl5eJ16hd1ty7RrV5VaRRIsfkhJyROjknTXJDWsQjnETkmbySNyd1Xpx352PeuuIUM0fk D5zPH+ozj3U=</latexit>
Hypercolumn
<latexit sha1_base64="Aj1kFIV4iKDdjQpMEvj27CdPoBs=">AAAB8XicbVC7SgNBFL0bXzG+opY2g0GwCrtpVLAI2KSM4JpAsoTZyWwyZB7LzKwQlnyGjYWKrX9j5984SbbQxAMD h3PuvXPviVPOjPX9b6+0sbm1vVPereztHxweVY9PHo3KNKEhUVzpbowN5UzS0DLLaTfVFIuY0048uZv7nSeqDVPywU5TGgk8kixhBFsn9VpO0m5KJuSgWvPr/gJonQQFqUGB9qD61R8qkgkqLeHYmF7gpzbKsbaMcDqr9DNDU0wmeER7jkosqInyxcozdOGUIUqUdk9atFB/d+RYGDMVsasU2I7NqjcX//N6mU2uo5zJNLNUkuVHScaRVWh+PxoyTYnlU0cw0cztisgYa0ysS6 niQghWT14nYaN+U/fvG7XmbZFGGc7gHC4hgCtoQgvaEAIBBc/wCm+e9V68d+9jWVryip5T+APv8wcTL5FJ</latexit><latexit sha1_base64="Aj1kFIV4iKDdjQpMEvj27CdPoBs=">AAAB8XicbVC7SgNBFL0bXzG+opY2g0GwCrtpVLAI2KSM4JpAsoTZyWwyZB7LzKwQlnyGjYWKrX9j5984SbbQxAMD h3PuvXPviVPOjPX9b6+0sbm1vVPereztHxweVY9PHo3KNKEhUVzpbowN5UzS0DLLaTfVFIuY0048uZv7nSeqDVPywU5TGgk8kixhBFsn9VpO0m5KJuSgWvPr/gJonQQFqUGB9qD61R8qkgkqLeHYmF7gpzbKsbaMcDqr9DNDU0wmeER7jkosqInyxcozdOGUIUqUdk9atFB/d+RYGDMVsasU2I7NqjcX//N6mU2uo5zJNLNUkuVHScaRVWh+PxoyTYnlU0cw0cztisgYa0ysS6 niQghWT14nYaN+U/fvG7XmbZFGGc7gHC4hgCtoQgvaEAIBBc/wCm+e9V68d+9jWVryip5T+APv8wcTL5FJ</latexit><latexit sha1_base64="Aj1kFIV4iKDdjQpMEvj27CdPoBs=">AAAB8XicbVC7SgNBFL0bXzG+opY2g0GwCrtpVLAI2KSM4JpAsoTZyWwyZB7LzKwQlnyGjYWKrX9j5984SbbQxAMD h3PuvXPviVPOjPX9b6+0sbm1vVPereztHxweVY9PHo3KNKEhUVzpbowN5UzS0DLLaTfVFIuY0048uZv7nSeqDVPywU5TGgk8kixhBFsn9VpO0m5KJuSgWvPr/gJonQQFqUGB9qD61R8qkgkqLeHYmF7gpzbKsbaMcDqr9DNDU0wmeER7jkosqInyxcozdOGUIUqUdk9atFB/d+RYGDMVsasU2I7NqjcX//N6mU2uo5zJNLNUkuVHScaRVWh+PxoyTYnlU0cw0cztisgYa0ysS6 niQghWT14nYaN+U/fvG7XmbZFGGc7gHC4hgCtoQgvaEAIBBc/wCm+e9V68d+9jWVryip5T+APv8wcTL5FJ</latexit>
Subsequent
<latexit sha1_base64="q2Q3vULLh/50/V0MfmKppm1+XSQ=">AAAB8HicbVA9TwJBFHyHX4hfqKXNRmJiRe5o1MSCxMYSowgRLmRveQcb9vbO3T0TcuFf2FiosfXn2PlvXOAKBSfZ ZDLzJvveBIng2rjut1NYWV1b3yhulra2d3b3yvsH9zpOFcMmi0Ws2gHVKLjEpuFGYDtRSKNAYCsYXU391hMqzWN5Z8YJ+hEdSB5yRo2VHm7TQONjitL0yhW36s5AlomXkwrkaPTKX91+zNLIZpmgWnc8NzF+RpXhTOCk1E01JpSN6AA7lkoaofaz2cYTcmKVPgljZZ80ZKb+TmQ00nocBXYyomaoF72p+J/XSU147mdcJqlByeYfhakgJibT80mfK2RGjC2hTHG7K2FDqigztq SSLcFbPHmZNGvVi6p7U6vUL/M2inAEx3AKHpxBHa6hAU1gIOEZXuHN0c6L8+58zEcLTp45hD9wPn8ATneQ2A==</latexit><latexit sha1_base64="q2Q3vULLh/50/V0MfmKppm1+XSQ=">AAAB8HicbVA9TwJBFHyHX4hfqKXNRmJiRe5o1MSCxMYSowgRLmRveQcb9vbO3T0TcuFf2FiosfXn2PlvXOAKBSfZ ZDLzJvveBIng2rjut1NYWV1b3yhulra2d3b3yvsH9zpOFcMmi0Ws2gHVKLjEpuFGYDtRSKNAYCsYXU391hMqzWN5Z8YJ+hEdSB5yRo2VHm7TQONjitL0yhW36s5AlomXkwrkaPTKX91+zNLIZpmgWnc8NzF+RpXhTOCk1E01JpSN6AA7lkoaofaz2cYTcmKVPgljZZ80ZKb+TmQ00nocBXYyomaoF72p+J/XSU147mdcJqlByeYfhakgJibT80mfK2RGjC2hTHG7K2FDqigztq SSLcFbPHmZNGvVi6p7U6vUL/M2inAEx3AKHpxBHa6hAU1gIOEZXuHN0c6L8+58zEcLTp45hD9wPn8ATneQ2A==</latexit><latexit sha1_base64="q2Q3vULLh/50/V0MfmKppm1+XSQ=">AAAB8HicbVA9TwJBFHyHX4hfqKXNRmJiRe5o1MSCxMYSowgRLmRveQcb9vbO3T0TcuFf2FiosfXn2PlvXOAKBSfZ ZDLzJvveBIng2rjut1NYWV1b3yhulra2d3b3yvsH9zpOFcMmi0Ws2gHVKLjEpuFGYDtRSKNAYCsYXU391hMqzWN5Z8YJ+hEdSB5yRo2VHm7TQONjitL0yhW36s5AlomXkwrkaPTKX91+zNLIZpmgWnc8NzF+RpXhTOCk1E01JpSN6AA7lkoaofaz2cYTcmKVPgljZZ80ZKb+TmQ00nocBXYyomaoF72p+J/XSU147mdcJqlByeYfhakgJibT80mfK2RGjC2hTHG7K2FDqigztq SSLcFbPHmZNGvVi6p7U6vUL/M2inAEx3AKHpxBHa6hAU1gIOEZXuHN0c6L8+58zEcLTp45hD9wPn8ATneQ2A==</latexit>
This paper
<latexit sha1_base64="uaSG8xlcOJ9vhvJ69jdk4wnU9sA=">AAAB8HicbVBNS8NAEJ34WetX1aO XxSJ4KkkvKngoePFYobHFNpTNdtIu3WzC7kYoof/CiwcVr/4cb/4bt20O2vpg4PHeDDPzwlRwbVz321lb39jc2i7tlHf39g8OK0fHDzrJFEOfJSJRnZBqFFyib7gR2EkV0jgU2A7HtzO//YRK80S2zCTFIKZ DySPOqLHSY2vENUlpiqpfqbo1dw6ySryCVKFAs1/56g0SlsUoDRNU667npibIqTKcCZyWe5nGlLIxHWLXUklj1EE+v3hKzq0yIFGibElD5urviZzGWk/i0HbG1Iz0sjcT//O6mYmugpzLNDMo2WJRlAliEjJ 7nwy4QmbExBLKFLe3EjaiijJjQyrbELzll1eJX69d19z7erVxU6RRglM4gwvw4BIacAdN8IGBhGd4hTdHOy/Ou/OxaF1zipkT+APn8we9EZB5</latexit><latexit sha1_base64="uaSG8xlcOJ9vhvJ69jdk4wnU9sA=">AAAB8HicbVBNS8NAEJ34WetX1aO XxSJ4KkkvKngoePFYobHFNpTNdtIu3WzC7kYoof/CiwcVr/4cb/4bt20O2vpg4PHeDDPzwlRwbVz321lb39jc2i7tlHf39g8OK0fHDzrJFEOfJSJRnZBqFFyib7gR2EkV0jgU2A7HtzO//YRK80S2zCTFIKZ DySPOqLHSY2vENUlpiqpfqbo1dw6ySryCVKFAs1/56g0SlsUoDRNU667npibIqTKcCZyWe5nGlLIxHWLXUklj1EE+v3hKzq0yIFGibElD5urviZzGWk/i0HbG1Iz0sjcT//O6mYmugpzLNDMo2WJRlAliEjJ 7nwy4QmbExBLKFLe3EjaiijJjQyrbELzll1eJX69d19z7erVxU6RRglM4gwvw4BIacAdN8IGBhGd4hTdHOy/Ou/OxaF1zipkT+APn8we9EZB5</latexit><latexit sha1_base64="uaSG8xlcOJ9vhvJ69jdk4wnU9sA=">AAAB8HicbVBNS8NAEJ34WetX1aO XxSJ4KkkvKngoePFYobHFNpTNdtIu3WzC7kYoof/CiwcVr/4cb/4bt20O2vpg4PHeDDPzwlRwbVz321lb39jc2i7tlHf39g8OK0fHDzrJFEOfJSJRnZBqFFyib7gR2EkV0jgU2A7HtzO//YRK80S2zCTFIKZ DySPOqLHSY2vENUlpiqpfqbo1dw6ySryCVKFAs1/56g0SlsUoDRNU667npibIqTKcCZyWe5nGlLIxHWLXUklj1EE+v3hKzq0yIFGibElD5urviZzGWk/i0HbG1Iz0sjcT//O6mYmugpzLNDMo2WJRlAliEjJ 7nwy4QmbExBLKFLe3EjaiijJjQyrbELzll1eJX69d19z7erVxU6RRglM4gwvw4BIacAdN8IGBhGd4hTdHOy/Ou/OxaF1zipkT+APn8we9EZB5</latexit>
Task(s)
<latexit sha1_base64="ldKaoBBmRCzU+veXpC+VZrZPDnU=">AAAB7nicbVBNS8NAEJ31s9avqkcvi0Wol5L0ooKHghePFRpbaEPZbDft0s0m7m6EEvonvHhQ8erv8ea/cdP moK0PBh7vzTAzL0gE18ZxvtHa+sbm1nZpp7y7t39wWDk6ftBxqijzaCxi1Q2IZoJL5hluBOsmipEoEKwTTG5zv/PElOaxbJtpwvyIjCQPOSXGSt020ZOavigPKlWn7syBV4lbkCoUaA0qX/1hTNOISUMF0brnOonxM6IMp4LNyv1Us4TQCRmxnqWSREz72fzeGT63yhCHsbIlDZ6rvycyEmk9jQLbGREz1steLv7n9VITXvkZl0lqmKSLRWEqsIlx/jwecsWoEVN LCFXc3orpmChCjY0oD8FdfnmVeI36dd25b1SbN0UaJTiFM6iBC5fQhDtogQcUBDzDK7yhR/SC3tHHonUNFTMn8Afo8wdBuY72</latexit><latexit sha1_base64="ldKaoBBmRCzU+veXpC+VZrZPDnU=">AAAB7nicbVBNS8NAEJ31s9avqkcvi0Wol5L0ooKHghePFRpbaEPZbDft0s0m7m6EEvonvHhQ8erv8ea/cdP moK0PBh7vzTAzL0gE18ZxvtHa+sbm1nZpp7y7t39wWDk6ftBxqijzaCxi1Q2IZoJL5hluBOsmipEoEKwTTG5zv/PElOaxbJtpwvyIjCQPOSXGSt020ZOavigPKlWn7syBV4lbkCoUaA0qX/1hTNOISUMF0brnOonxM6IMp4LNyv1Us4TQCRmxnqWSREz72fzeGT63yhCHsbIlDZ6rvycyEmk9jQLbGREz1steLv7n9VITXvkZl0lqmKSLRWEqsIlx/jwecsWoEVN LCFXc3orpmChCjY0oD8FdfnmVeI36dd25b1SbN0UaJTiFM6iBC5fQhDtogQcUBDzDK7yhR/SC3tHHonUNFTMn8Afo8wdBuY72</latexit><latexit sha1_base64="ldKaoBBmRCzU+veXpC+VZrZPDnU=">AAAB7nicbVBNS8NAEJ31s9avqkcvi0Wol5L0ooKHghePFRpbaEPZbDft0s0m7m6EEvonvHhQ8erv8ea/cdP moK0PBh7vzTAzL0gE18ZxvtHa+sbm1nZpp7y7t39wWDk6ftBxqijzaCxi1Q2IZoJL5hluBOsmipEoEKwTTG5zv/PElOaxbJtpwvyIjCQPOSXGSt020ZOavigPKlWn7syBV4lbkCoUaA0qX/1hTNOISUMF0brnOonxM6IMp4LNyv1Us4TQCRmxnqWSREz72fzeGT63yhCHsbIlDZ6rvycyEmk9jQLbGREz1steLv7n9VITXvkZl0lqmKSLRWEqsIlx/jwecsWoEVN LCFXc3orpmChCjY0oD8FdfnmVeI36dd25b1SbN0UaJTiFM6iBC5fQhDtogQcUBDzDK7yhR/SC3tHHonUNFTMn8Afo8wdBuY72</latexit>
Input Image
<latexit sha1_base64="H5lb8p3+n4VoJjMPHRNOBxZ+MtI=">AAAB8XicbVBNSwMxEJ2tX7V+VT16CRbBU9ntRQUPBS/2VsG1he1SsmnWhmaTJckKZenP8OJBxav/xpv/xmy7B219EHi8NzOZeVHKmTau++1U1tY3Nreq27Wd3b39g/ rh0YOWmSLUJ5JL1Y+wppwJ6htmOO2niuIk4rQXTW4Kv/dElWZS3JtpSsMEPwoWM4KNlYKOSDODOlakw3rDbbpzoFXilaQBJbrD+tdgJEmWUGEIx1oHnpuaMMfKMMLprDbINE0xmdjZgaUCJ1SH+XzlGTqzygjFUtknDJqrvztynGg9TSJbmWAz1steIf7nBZmJL8OcFXdRQRYfxRlHRqLifjRiihLDp5ZgopjdFZExVpgYm1LNhuAtn7xK/FbzqunetRrt6zKNKpzAKZyDBxfQhlvogg8EJDzDK7w5xnlx3p2PRWnFKXuO4Q+czx9LKJDG</latexit><latexit sha1_base64="H5lb8p3+n4VoJjMPHRNOBxZ+MtI=">AAAB8XicbVBNSwMxEJ2tX7V+VT16CRbBU9ntRQUPBS/2VsG1he1SsmnWhmaTJckKZenP8OJBxav/xpv/xmy7B219EHi8NzOZeVHKmTau++1U1tY3Nreq27Wd3b39g/ rh0YOWmSLUJ5JL1Y+wppwJ6htmOO2niuIk4rQXTW4Kv/dElWZS3JtpSsMEPwoWM4KNlYKOSDODOlakw3rDbbpzoFXilaQBJbrD+tdgJEmWUGEIx1oHnpuaMMfKMMLprDbINE0xmdjZgaUCJ1SH+XzlGTqzygjFUtknDJqrvztynGg9TSJbmWAz1steIf7nBZmJL8OcFXdRQRYfxRlHRqLifjRiihLDp5ZgopjdFZExVpgYm1LNhuAtn7xK/FbzqunetRrt6zKNKpzAKZyDBxfQhlvogg8EJDzDK7w5xnlx3p2PRWnFKXuO4Q+czx9LKJDG</latexit><latexit sha1_base64="H5lb8p3+n4VoJjMPHRNOBxZ+MtI=">AAAB8XicbVBNSwMxEJ2tX7V+VT16CRbBU9ntRQUPBS/2VsG1he1SsmnWhmaTJckKZenP8OJBxav/xpv/xmy7B219EHi8NzOZeVHKmTau++1U1tY3Nreq27Wd3b39g/ rh0YOWmSLUJ5JL1Y+wppwJ6htmOO2niuIk4rQXTW4Kv/dElWZS3JtpSsMEPwoWM4KNlYKOSDODOlakw3rDbbpzoFXilaQBJbrD+tdgJEmWUGEIx1oHnpuaMMfKMMLprDbINE0xmdjZgaUCJ1SH+XzlGTqzygjFUtknDJqrvztynGg9TSJbmWAz1steIf7nBZmJL8OcFXdRQRYfxRlHRqLifjRiihLDp5ZgopjdFZExVpgYm1LNhuAtn7xK/FbzqunetRrt6zKNKpzAKZyDBxfQhlvogg8EJDzDK7w5xnlx3p2PRWnFKXuO4Q+czx9LKJDG</latexit>
nDSM
<latexit sha1_base64="4FkGAT8XAbSrFIMqJCpKhDeHpeM=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0l6UcFDQQ9ehIrGFtpQNttNu3R3E3Y3Qgn9C148qHj1F3nz37hpc9DWBwOP92aYmRcmnGnjut9OaWV1bX2jvFnZ2t7Z3avu HzzqOFWE+iTmseqEWFPOJPUNM5x2EkWxCDlth+Or3G8/UaVZLB/MJKGBwEPJIkawySV5fX/br9bcujsDWiZeQWpQoNWvfvUGMUkFlYZwrHXXcxMTZFgZRjidVnqppgkmYzykXUslFlQH2ezWKTqxygBFsbIlDZqpvycyLLSeiNB2CmxGetHLxf+8bmqi8yBjMkkNlWS+KEo5MjHKH0cDpigxfGIJJorZWxEZYYWJsfFUbAje4svLxG/UL+ruXaPWvCzSKMMRHMMpeHAGTbiBFvhAYATP8ApvjnBenHfnY95acoqZQ/gD5/MHDF+Nvw==</latexit><latexit sha1_base64="4FkGAT8XAbSrFIMqJCpKhDeHpeM=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0l6UcFDQQ9ehIrGFtpQNttNu3R3E3Y3Qgn9C148qHj1F3nz37hpc9DWBwOP92aYmRcmnGnjut9OaWV1bX2jvFnZ2t7Z3avu HzzqOFWE+iTmseqEWFPOJPUNM5x2EkWxCDlth+Or3G8/UaVZLB/MJKGBwEPJIkawySV5fX/br9bcujsDWiZeQWpQoNWvfvUGMUkFlYZwrHXXcxMTZFgZRjidVnqppgkmYzykXUslFlQH2ezWKTqxygBFsbIlDZqpvycyLLSeiNB2CmxGetHLxf+8bmqi8yBjMkkNlWS+KEo5MjHKH0cDpigxfGIJJorZWxEZYYWJsfFUbAje4svLxG/UL+ruXaPWvCzSKMMRHMMpeHAGTbiBFvhAYATP8ApvjnBenHfnY95acoqZQ/gD5/MHDF+Nvw==</latexit><latexit sha1_base64="4FkGAT8XAbSrFIMqJCpKhDeHpeM=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0l6UcFDQQ9ehIrGFtpQNttNu3R3E3Y3Qgn9C148qHj1F3nz37hpc9DWBwOP92aYmRcmnGnjut9OaWV1bX2jvFnZ2t7Z3avu HzzqOFWE+iTmseqEWFPOJPUNM5x2EkWxCDlth+Or3G8/UaVZLB/MJKGBwEPJIkawySV5fX/br9bcujsDWiZeQWpQoNWvfvUGMUkFlYZwrHXXcxMTZFgZRjidVnqppgkmYzykXUslFlQH2ezWKTqxygBFsbIlDZqpvycyLLSeiNB2CmxGetHLxf+8bmqi8yBjMkkNlWS+KEo5MjHKH0cDpigxfGIJJorZWxEZYYWJsfFUbAje4svLxG/UL+ruXaPWvCzSKMMRHMMpeHAGTbiBFvhAYATP8ApvjnBenHfnY95acoqZQ/gD5/MHDF+Nvw==</latexit>
Layer
<latexit sha1_base64="svJJ3i5jqSPfW+huJjaWqMJpIc0=">AAAB7HicbVA9SwNBEN2LXzF+RS1tFoNgFe7SqGARsLGwiOAlgeQIe5u5ZM3e7rG7Jxwh/8HGQsXWH2Tnv3EvuUIT Hww83pthZl6YcKaN6347pbX1jc2t8nZlZ3dv/6B6eNTWMlUUfCq5VN2QaOBMgG+Y4dBNFJA45NAJJze533kCpZkUDyZLIIjJSLCIUWKs1L4jGajKoFpz6+4ceJV4BamhAq1B9as/lDSNQRjKidY9z01MMCXKMMphVumnGhJCJ2QEPUsFiUEH0/m1M3xmlSGOpLIlDJ6rvyemJNY6i0PbGRMz1steLv7n9VITXQZTJpLUgKCLRVHKsZE4fx0PmQJqeGYJoYrZWzEdE0WosQHlIX jLL68Sv1G/qrv3jVrzukijjE7QKTpHHrpATXSLWshHFD2iZ/SK3hzpvDjvzseiteQUM8foD5zPH2tjjog=</latexit><latexit sha1_base64="svJJ3i5jqSPfW+huJjaWqMJpIc0=">AAAB7HicbVA9SwNBEN2LXzF+RS1tFoNgFe7SqGARsLGwiOAlgeQIe5u5ZM3e7rG7Jxwh/8HGQsXWH2Tnv3EvuUIT Hww83pthZl6YcKaN6347pbX1jc2t8nZlZ3dv/6B6eNTWMlUUfCq5VN2QaOBMgG+Y4dBNFJA45NAJJze533kCpZkUDyZLIIjJSLCIUWKs1L4jGajKoFpz6+4ceJV4BamhAq1B9as/lDSNQRjKidY9z01MMCXKMMphVumnGhJCJ2QEPUsFiUEH0/m1M3xmlSGOpLIlDJ6rvyemJNY6i0PbGRMz1steLv7n9VITXQZTJpLUgKCLRVHKsZE4fx0PmQJqeGYJoYrZWzEdE0WosQHlIX jLL68Sv1G/qrv3jVrzukijjE7QKTpHHrpATXSLWshHFD2iZ/SK3hzpvDjvzseiteQUM8foD5zPH2tjjog=</latexit><latexit sha1_base64="svJJ3i5jqSPfW+huJjaWqMJpIc0=">AAAB7HicbVA9SwNBEN2LXzF+RS1tFoNgFe7SqGARsLGwiOAlgeQIe5u5ZM3e7rG7Jxwh/8HGQsXWH2Tnv3EvuUIT Hww83pthZl6YcKaN6347pbX1jc2t8nZlZ3dv/6B6eNTWMlUUfCq5VN2QaOBMgG+Y4dBNFJA45NAJJze533kCpZkUDyZLIIjJSLCIUWKs1L4jGajKoFpz6+4ceJV4BamhAq1B9as/lDSNQRjKidY9z01MMCXKMMphVumnGhJCJ2QEPUsFiUEH0/m1M3xmlSGOpLIlDJ6rvyemJNY6i0PbGRMz1steLv7n9VITXQZTJpLUgKCLRVHKsZE4fx0PmQJqeGYJoYrZWzEdE0WosQHlIX jLL68Sv1G/qrv3jVrzukijjE7QKTpHHrpATXSLWshHFD2iZ/SK3hzpvDjvzseiteQUM8foD5zPH2tjjog=</latexit>
Fine-tuned
<latexit sha1_base64="NLqcphkzV6wkDNh/8ecSgVOqz9Y=">AAAB8HicbVBNS8NAFNzUr1q/qh69BIv gxZL0or0VBPFYwdhiG8pm89Iu3WzC7otQQv+FFw8qXv053vw3btsctHVgYZh5w743QSq4Rsf5tkpr6xubW+Xtys7u3v5B9fDoQSeZYuCxRCSqG1ANgkvwkKOAbqqAxoGATjC+nvmdJ1CaJ/IeJyn4MR1KHnFG0UiPNyZ2g ZmEcFCtOXVnDnuVuAWpkQLtQfWrHyYsi0EiE1Trnuuk6OdUIWcCppV+piGlbEyH0DNU0hi0n883ntpnRgntKFHmSbTn6u9ETmOtJ3FgJmOKI73szcT/vF6G0ZWfc5lmCJItPooyYWNiz863Q66AoZgYQpniZlebjaiiDE1 JFVOCu3zyKvEa9WbduWvUWs2ijTI5IafknLjkkrTILWkTjzAiyTN5JW+Wtl6sd+tjMVqyiswx+QPr8we6iZB1</latexit><latexit sha1_base64="NLqcphkzV6wkDNh/8ecSgVOqz9Y=">AAAB8HicbVBNS8NAFNzUr1q/qh69BIv gxZL0or0VBPFYwdhiG8pm89Iu3WzC7otQQv+FFw8qXv053vw3btsctHVgYZh5w743QSq4Rsf5tkpr6xubW+Xtys7u3v5B9fDoQSeZYuCxRCSqG1ANgkvwkKOAbqqAxoGATjC+nvmdJ1CaJ/IeJyn4MR1KHnFG0UiPNyZ2g ZmEcFCtOXVnDnuVuAWpkQLtQfWrHyYsi0EiE1Trnuuk6OdUIWcCppV+piGlbEyH0DNU0hi0n883ntpnRgntKFHmSbTn6u9ETmOtJ3FgJmOKI73szcT/vF6G0ZWfc5lmCJItPooyYWNiz863Q66AoZgYQpniZlebjaiiDE1 JFVOCu3zyKvEa9WbduWvUWs2ijTI5IafknLjkkrTILWkTjzAiyTN5JW+Wtl6sd+tjMVqyiswx+QPr8we6iZB1</latexit><latexit sha1_base64="NLqcphkzV6wkDNh/8ecSgVOqz9Y=">AAAB8HicbVBNS8NAFNzUr1q/qh69BIv gxZL0or0VBPFYwdhiG8pm89Iu3WzC7otQQv+FFw8qXv053vw3btsctHVgYZh5w743QSq4Rsf5tkpr6xubW+Xtys7u3v5B9fDoQSeZYuCxRCSqG1ANgkvwkKOAbqqAxoGATjC+nvmdJ1CaJ/IeJyn4MR1KHnFG0UiPNyZ2g ZmEcFCtOXVnDnuVuAWpkQLtQfWrHyYsi0EiE1Trnuuk6OdUIWcCppV+piGlbEyH0DNU0hi0n883ntpnRgntKFHmSbTn6u9ETmOtJ3FgJmOKI73szcT/vF6G0ZWfc5lmCJItPooyYWNiz863Q66AoZgYQpniZlebjaiiDE1 JFVOCu3zyKvEa9WbduWvUWs2ijTI5IafknLjkkrTILWkTjzAiyTN5JW+Wtl6sd+tjMVqyiswx+QPr8we6iZB1</latexit>
Fully trained
<latexit sha1_base64="jZyRG4fQE9DK0fTPReivKiFnUb8=">AAAB83icbVDLSsNAFL2pr1pfVZduBovgqiTdaHcFQVxWMLbQhjKZTNqhk4czN4US+h1uXKi49Wfc+TdO2yy09cDA4Zx7mHuPn0qh0ba/rdLG5tb2Tnm3srd/cHhUPT5 51EmmGHdZIhPV9anmUsTcRYGSd1PFaeRL3vHHN3O/M+FKiyR+wGnKvYgOYxEKRtFI3m0m5ZSgoiYeDKo1u24vQNaJU5AaFGgPql/9IGFZxGNkkmrdc+wUvZwqFEzyWaWfaZ5SNqZD3jM0phHXXr5YekYujBKQMFHmxUgW6u9ETiOtp5FvJiOKI73qzcX/vF6G4bWXizjNkMds+VGYSYIJmTdAAqE4Q3N2IChTwuxK2IgqytD0VDElOKsnrxO3UW/W7ftGrdUs2ijDGZzDJThwBS24gza4wOAJnuEV3qyJ9WK9Wx/L0ZJVZE7hD6zPHyDlkdc=</latexit><latexit sha1_base64="jZyRG4fQE9DK0fTPReivKiFnUb8=">AAAB83icbVDLSsNAFL2pr1pfVZduBovgqiTdaHcFQVxWMLbQhjKZTNqhk4czN4US+h1uXKi49Wfc+TdO2yy09cDA4Zx7mHuPn0qh0ba/rdLG5tb2Tnm3srd/cHhUPT5 51EmmGHdZIhPV9anmUsTcRYGSd1PFaeRL3vHHN3O/M+FKiyR+wGnKvYgOYxEKRtFI3m0m5ZSgoiYeDKo1u24vQNaJU5AaFGgPql/9IGFZxGNkkmrdc+wUvZwqFEzyWaWfaZ5SNqZD3jM0phHXXr5YekYujBKQMFHmxUgW6u9ETiOtp5FvJiOKI73qzcX/vF6G4bWXizjNkMds+VGYSYIJmTdAAqE4Q3N2IChTwuxK2IgqytD0VDElOKsnrxO3UW/W7ftGrdUs2ijDGZzDJThwBS24gza4wOAJnuEV3qyJ9WK9Wx/L0ZJVZE7hD6zPHyDlkdc=</latexit><latexit sha1_base64="jZyRG4fQE9DK0fTPReivKiFnUb8=">AAAB83icbVDLSsNAFL2pr1pfVZduBovgqiTdaHcFQVxWMLbQhjKZTNqhk4czN4US+h1uXKi49Wfc+TdO2yy09cDA4Zx7mHuPn0qh0ba/rdLG5tb2Tnm3srd/cHhUPT5 51EmmGHdZIhPV9anmUsTcRYGSd1PFaeRL3vHHN3O/M+FKiyR+wGnKvYgOYxEKRtFI3m0m5ZSgoiYeDKo1u24vQNaJU5AaFGgPql/9IGFZxGNkkmrdc+wUvZwqFEzyWaWfaZ5SNqZD3jM0phHXXr5YekYujBKQMFHmxUgW6u9ETiOtp5FvJiOKI73qzcX/vF6G4bWXizjNkMds+VGYSYIJmTdAAqE4Q3N2IChTwuxK2IgqytD0VDElOKsnrxO3UW/W7ftGrdUs2ijDGZzDJThwBS24gza4wOAJnuEV3qyJ9WK9Wx/L0ZJVZE7hD6zPHyDlkdc=</latexit>
(a)
Pretrained<latexit sha1_base64="dSfg5iYgOU5ncqSBSKqy4vYdie0=">AAAB8HicbVBNS8NAFH ypX7V+VT16WSyCp5L2ooKHghePFYwttqFsNpt26WYTdl+EEvovvHhQ8erP8ea/cdvmoK0DC8PMG/a9CVIpDLrut1NaW9/Y3CpvV3Z29/YPqodHDybJNOMeS2SiuwE1XArFPRQoeTfVn MaB5J1gfDPzO09cG5Goe5yk3I/pUIlIMIpWemxrjprabDio1ty6OwdZJY2C1KBAe1D96ocJy2KukElqTK/hpujnVKNgkk8r/czwlLIxHfKepYrG3Pj5fOMpObNKSKJE26eQzNXfiZzGx kziwE7GFEdm2ZuJ/3m9DKNLPxcqzZArtvgoyiTBhMzOJ6HQnKGcWEKZFnZXwkZUU4a2pIotobF88irxmvWrunvXrLWuizbKcAKncA4NuIAW3EIbPGCg4Ble4c0xzovz7nwsRktOkTmG P3A+fwAcYpC3</latexit><latexit sha1_base64="dSfg5iYgOU5ncqSBSKqy4vYdie0=">AAAB8HicbVBNS8NAFH ypX7V+VT16WSyCp5L2ooKHghePFYwttqFsNpt26WYTdl+EEvovvHhQ8erP8ea/cdvmoK0DC8PMG/a9CVIpDLrut1NaW9/Y3CpvV3Z29/YPqodHDybJNOMeS2SiuwE1XArFPRQoeTfVn MaB5J1gfDPzO09cG5Goe5yk3I/pUIlIMIpWemxrjprabDio1ty6OwdZJY2C1KBAe1D96ocJy2KukElqTK/hpujnVKNgkk8r/czwlLIxHfKepYrG3Pj5fOMpObNKSKJE26eQzNXfiZzGx kziwE7GFEdm2ZuJ/3m9DKNLPxcqzZArtvgoyiTBhMzOJ6HQnKGcWEKZFnZXwkZUU4a2pIotobF88irxmvWrunvXrLWuizbKcAKncA4NuIAW3EIbPGCg4Ble4c0xzovz7nwsRktOkTmG P3A+fwAcYpC3</latexit><latexit sha1_base64="dSfg5iYgOU5ncqSBSKqy4vYdie0=">AAAB8HicbVBNS8NAFH ypX7V+VT16WSyCp5L2ooKHghePFYwttqFsNpt26WYTdl+EEvovvHhQ8erP8ea/cdvmoK0DC8PMG/a9CVIpDLrut1NaW9/Y3CpvV3Z29/YPqodHDybJNOMeS2SiuwE1XArFPRQoeTfVn MaB5J1gfDPzO09cG5Goe5yk3I/pUIlIMIpWemxrjprabDio1ty6OwdZJY2C1KBAe1D96ocJy2KukElqTK/hpujnVKNgkk8r/czwlLIxHfKepYrG3Pj5fOMpObNKSKJE26eQzNXfiZzGx kziwE7GFEdm2ZuJ/3m9DKNLPxcqzZArtvgoyiTBhMzOJ6HQnKGcWEKZFnZXwkZUU4a2pIotobF88irxmvWrunvXrLWuizbKcAKncA4NuIAW3EIbPGCg4Ble4c0xzovz7nwsRktOkTmG P3A+fwAcYpC3</latexit> Intermediate<latexit sha1_base64="aPxnXpS/9407qt+pl0jBQ77Uenk=">AAAB83icbVBNS8NAEN 3Ur1q/qh69LBbBU0l7UcFDwYveKhhbaEPZbCbt0t1N3N0USujv8OJBxat/xpv/xk2bg7Y+GHi8N8PMvCDhTBvX/XZKa+sbm1vl7crO7t7+QfXw6FHHqaLg0ZjHqhsQDZxJ8AwzHLqJA iICDp1gfJP7nQkozWL5YKYJ+IIMJYsYJcZK/p00oASEjBioDKo1t+7OgVdJoyA1VKA9qH71w5imAqShnGjda7iJ8TOiDKMcZpV+qiEhdEyG0LNUEgHaz+ZHz/CZVUIcxcqWNHiu/p7Ii NB6KgLbKYgZ6WUvF//zeqmJLv2MySQ1IOliUZRybGKcJ4BDpoAaPrWEUMXsrZiOiCLURqHzEBrLL68Sr1m/qrv3zVrrukijjE7QKTpHDXSBWugWtZGHKHpCz+gVvTkT58V5dz4WrSWn mDlGf+B8/gDdcpGs</latexit><latexit sha1_base64="aPxnXpS/9407qt+pl0jBQ77Uenk=">AAAB83icbVBNS8NAEN 3Ur1q/qh69LBbBU0l7UcFDwYveKhhbaEPZbCbt0t1N3N0USujv8OJBxat/xpv/xk2bg7Y+GHi8N8PMvCDhTBvX/XZKa+sbm1vl7crO7t7+QfXw6FHHqaLg0ZjHqhsQDZxJ8AwzHLqJA iICDp1gfJP7nQkozWL5YKYJ+IIMJYsYJcZK/p00oASEjBioDKo1t+7OgVdJoyA1VKA9qH71w5imAqShnGjda7iJ8TOiDKMcZpV+qiEhdEyG0LNUEgHaz+ZHz/CZVUIcxcqWNHiu/p7Ii NB6KgLbKYgZ6WUvF//zeqmJLv2MySQ1IOliUZRybGKcJ4BDpoAaPrWEUMXsrZiOiCLURqHzEBrLL68Sr1m/qrv3zVrrukijjE7QKTpHDXSBWugWtZGHKHpCz+gVvTkT58V5dz4WrSWn mDlGf+B8/gDdcpGs</latexit><latexit sha1_base64="aPxnXpS/9407qt+pl0jBQ77Uenk=">AAAB83icbVBNS8NAEN 3Ur1q/qh69LBbBU0l7UcFDwYveKhhbaEPZbCbt0t1N3N0USujv8OJBxat/xpv/xk2bg7Y+GHi8N8PMvCDhTBvX/XZKa+sbm1vl7crO7t7+QfXw6FHHqaLg0ZjHqhsQDZxJ8AwzHLqJA iICDp1gfJP7nQkozWL5YKYJ+IIMJYsYJcZK/p00oASEjBioDKo1t+7OgVdJoyA1VKA9qH71w5imAqShnGjda7iJ8TOiDKMcZpV+qiEhdEyG0LNUEgHaz+ZHz/CZVUIcxcqWNHiu/p7Ii NB6KgLbKYgZ6WUvF//zeqmJLv2MySQ1IOliUZRybGKcJ4BDpoAaPrWEUMXsrZiOiCLURqHzEBrLL68Sr1m/qrv3zVrrukijjE7QKTpHDXSBWugWtZGHKHpCz+gVvTkT58V5dz4WrSWn mDlGf+B8/gDdcpGs</latexit>
Layer
<latexit sha1_base64="svJJ3i5jqSPfW+huJjaWqMJpIc0=">AAAB7HicbVA9SwNBEN 2LXzF+RS1tFoNgFe7SqGARsLGwiOAlgeQIe5u5ZM3e7rG7Jxwh/8HGQsXWH2Tnv3EvuUITHww83pthZl6YcKaN6347pbX1jc2t8nZlZ3dv/6B6eNTWMlUUfCq5VN2QaOBMgG+Y4dBNF JA45NAJJze533kCpZkUDyZLIIjJSLCIUWKs1L4jGajKoFpz6+4ceJV4BamhAq1B9as/lDSNQRjKidY9z01MMCXKMMphVumnGhJCJ2QEPUsFiUEH0/m1M3xmlSGOpLIlDJ6rvyemJNY6i 0PbGRMz1steLv7n9VITXQZTJpLUgKCLRVHKsZE4fx0PmQJqeGYJoYrZWzEdE0WosQHlIXjLL68Sv1G/qrv3jVrzukijjE7QKTpHHrpATXSLWshHFD2iZ/SK3hzpvDjvzseiteQUM8fo D5zPH2tjjog=</latexit><latexit sha1_base64="svJJ3i5jqSPfW+huJjaWqMJpIc0=">AAAB7HicbVA9SwNBEN 2LXzF+RS1tFoNgFe7SqGARsLGwiOAlgeQIe5u5ZM3e7rG7Jxwh/8HGQsXWH2Tnv3EvuUITHww83pthZl6YcKaN6347pbX1jc2t8nZlZ3dv/6B6eNTWMlUUfCq5VN2QaOBMgG+Y4dBNF JA45NAJJze533kCpZkUDyZLIIjJSLCIUWKs1L4jGajKoFpz6+4ceJV4BamhAq1B9as/lDSNQRjKidY9z01MMCXKMMphVumnGhJCJ2QEPUsFiUEH0/m1M3xmlSGOpLIlDJ6rvyemJNY6i 0PbGRMz1steLv7n9VITXQZTJpLUgKCLRVHKsZE4fx0PmQJqeGYJoYrZWzEdE0WosQHlIXjLL68Sv1G/qrv3jVrzukijjE7QKTpHHrpATXSLWshHFD2iZ/SK3hzpvDjvzseiteQUM8fo D5zPH2tjjog=</latexit><latexit sha1_base64="svJJ3i5jqSPfW+huJjaWqMJpIc0=">AAAB7HicbVA9SwNBEN 2LXzF+RS1tFoNgFe7SqGARsLGwiOAlgeQIe5u5ZM3e7rG7Jxwh/8HGQsXWH2Tnv3EvuUITHww83pthZl6YcKaN6347pbX1jc2t8nZlZ3dv/6B6eNTWMlUUfCq5VN2QaOBMgG+Y4dBNF JA45NAJJze533kCpZkUDyZLIIjJSLCIUWKs1L4jGajKoFpz6+4ceJV4BamhAq1B9as/lDSNQRjKidY9z01MMCXKMMphVumnGhJCJ2QEPUsFiUEH0/m1M3xmlSGOpLIlDJ6rvyemJNY6i 0PbGRMz1steLv7n9VITXQZTJpLUgKCLRVHKsZE4fx0PmQJqeGYJoYrZWzEdE0WosQHlIXjLL68Sv1G/qrv3jVrzukijjE7QKTpHHrpATXSLWshHFD2iZ/SK3hzpvDjvzseiteQUM8fo D5zPH2tjjog=</latexit>
Network<latexit sha1_base64="J+zpaVgOpo3x0lfC7/DTT3N3lyU=">AAAB7XicbVBNS8NAEN 34WetX1aOXxSJ4KmkvKngoePEkFYwttKFstpN2yWYTdidKCf0RXjyoePX/ePPfuG1z0NYHA4/3ZpiZF6RSGHTdb2dldW19Y7O0Vd7e2d3brxwcPpgk0xw8nshEdwJmQAoFHgqU0Ek1s DiQ0A6i66nffgRtRKLucZyCH7OhEqHgDK3UvgV8SnTUr1TdmjsDXSb1glRJgVa/8tUbJDyLQSGXzJhu3U3Rz5lGwSVMyr3MQMp4xIbQtVSxGIyfz86d0FOrDGiYaFsK6Uz9PZGz2JhxH NjOmOHILHpT8T+vm2F44edCpRmC4vNFYSYpJnT6Ox0IDRzl2BLGtbC3Uj5imnG0CZVtCPXFl5eJ16hd1ty7RrV5VaRRIsfkhJyROjknTXJDWsQjnETkmbySNyd1Xpx352PeuuIUM0fk D5zPH+ozj3U=</latexit><latexit sha1_base64="J+zpaVgOpo3x0lfC7/DTT3N3lyU=">AAAB7XicbVBNS8NAEN 34WetX1aOXxSJ4KmkvKngoePEkFYwttKFstpN2yWYTdidKCf0RXjyoePX/ePPfuG1z0NYHA4/3ZpiZF6RSGHTdb2dldW19Y7O0Vd7e2d3brxwcPpgk0xw8nshEdwJmQAoFHgqU0Ek1s DiQ0A6i66nffgRtRKLucZyCH7OhEqHgDK3UvgV8SnTUr1TdmjsDXSb1glRJgVa/8tUbJDyLQSGXzJhu3U3Rz5lGwSVMyr3MQMp4xIbQtVSxGIyfz86d0FOrDGiYaFsK6Uz9PZGz2JhxH NjOmOHILHpT8T+vm2F44edCpRmC4vNFYSYpJnT6Ox0IDRzl2BLGtbC3Uj5imnG0CZVtCPXFl5eJ16hd1ty7RrV5VaRRIsfkhJyROjknTXJDWsQjnETkmbySNyd1Xpx352PeuuIUM0fk D5zPH+ozj3U=</latexit><latexit sha1_base64="J+zpaVgOpo3x0lfC7/DTT3N3lyU=">AAAB7XicbVBNS8NAEN 34WetX1aOXxSJ4KmkvKngoePEkFYwttKFstpN2yWYTdidKCf0RXjyoePX/ePPfuG1z0NYHA4/3ZpiZF6RSGHTdb2dldW19Y7O0Vd7e2d3brxwcPpgk0xw8nshEdwJmQAoFHgqU0Ek1s DiQ0A6i66nffgRtRKLucZyCH7OhEqHgDK3UvgV8SnTUr1TdmjsDXSb1glRJgVa/8tUbJDyLQSGXzJhu3U3Rz5lGwSVMyr3MQMp4xIbQtVSxGIyfz86d0FOrDGiYaFsK6Uz9PZGz2JhxH NjOmOHILHpT8T+vm2F44edCpRmC4vNFYSYpJnT6Ox0IDRzl2BLGtbC3Uj5imnG0CZVtCPXFl5eJ16hd1ty7RrV5VaRRIsfkhJyROjknTXJDWsQjnETkmbySNyd1Xpx352PeuuIUM0fk D5zPH+ozj3U=</latexit>
Hypercolumn
<latexit sha1_base64="Aj1kFIV4iKDdjQpMEvj27CdPoBs=">AAAB8XicbVC7SgNBFL 0bXzG+opY2g0GwCrtpVLAI2KSM4JpAsoTZyWwyZB7LzKwQlnyGjYWKrX9j5984SbbQxAMDh3PuvXPviVPOjPX9b6+0sbm1vVPereztHxweVY9PHo3KNKEhUVzpbowN5UzS0DLLaTfVF IuY0048uZv7nSeqDVPywU5TGgk8kixhBFsn9VpO0m5KJuSgWvPr/gJonQQFqUGB9qD61R8qkgkqLeHYmF7gpzbKsbaMcDqr9DNDU0wmeER7jkosqInyxcozdOGUIUqUdk9atFB/d+RYG DMVsasU2I7NqjcX//N6mU2uo5zJNLNUkuVHScaRVWh+PxoyTYnlU0cw0cztisgYa0ysS6niQghWT14nYaN+U/fvG7XmbZFGGc7gHC4hgCtoQgvaEAIBBc/wCm+e9V68d+9jWVryip5T +APv8wcTL5FJ</latexit><latexit sha1_base64="Aj1kFIV4iKDdjQpMEvj27CdPoBs=">AAAB8XicbVC7SgNBFL 0bXzG+opY2g0GwCrtpVLAI2KSM4JpAsoTZyWwyZB7LzKwQlnyGjYWKrX9j5984SbbQxAMDh3PuvXPviVPOjPX9b6+0sbm1vVPereztHxweVY9PHo3KNKEhUVzpbowN5UzS0DLLaTfVF IuY0048uZv7nSeqDVPywU5TGgk8kixhBFsn9VpO0m5KJuSgWvPr/gJonQQFqUGB9qD61R8qkgkqLeHYmF7gpzbKsbaMcDqr9DNDU0wmeER7jkosqInyxcozdOGUIUqUdk9atFB/d+RYG DMVsasU2I7NqjcX//N6mU2uo5zJNLNUkuVHScaRVWh+PxoyTYnlU0cw0cztisgYa0ysS6niQghWT14nYaN+U/fvG7XmbZFGGc7gHC4hgCtoQgvaEAIBBc/wCm+e9V68d+9jWVryip5T +APv8wcTL5FJ</latexit><latexit sha1_base64="Aj1kFIV4iKDdjQpMEvj27CdPoBs=">AAAB8XicbVC7SgNBFL 0bXzG+opY2g0GwCrtpVLAI2KSM4JpAsoTZyWwyZB7LzKwQlnyGjYWKrX9j5984SbbQxAMDh3PuvXPviVPOjPX9b6+0sbm1vVPereztHxweVY9PHo3KNKEhUVzpbowN5UzS0DLLaTfVF IuY0048uZv7nSeqDVPywU5TGgk8kixhBFsn9VpO0m5KJuSgWvPr/gJonQQFqUGB9qD61R8qkgkqLeHYmF7gpzbKsbaMcDqr9DNDU0wmeER7jkosqInyxcozdOGUIUqUdk9atFB/d+RYG DMVsasU2I7NqjcX//N6mU2uo5zJNLNUkuVHScaRVWh+PxoyTYnlU0cw0cztisgYa0ysS6niQghWT14nYaN+U/fvG7XmbZFGGc7gHC4hgCtoQgvaEAIBBc/wCm+e9V68d+9jWVryip5T +APv8wcTL5FJ</latexit>
Layer
<latexit sha1_base64="svJJ3i5jqSPfW+huJjaWqMJpIc0=">AAAB7HicbVA9SwNBEN 2LXzF+RS1tFoNgFe7SqGARsLGwiOAlgeQIe5u5ZM3e7rG7Jxwh/8HGQsXWH2Tnv3EvuUITHww83pthZl6YcKaN6347pbX1jc2t8nZlZ3dv/6B6eNTWMlUUfCq5VN2QaOBMgG+Y4dBNF JA45NAJJze533kCpZkUDyZLIIjJSLCIUWKs1L4jGajKoFpz6+4ceJV4BamhAq1B9as/lDSNQRjKidY9z01MMCXKMMphVumnGhJCJ2QEPUsFiUEH0/m1M3xmlSGOpLIlDJ6rvyemJNY6i 0PbGRMz1steLv7n9VITXQZTJpLUgKCLRVHKsZE4fx0PmQJqeGYJoYrZWzEdE0WosQHlIXjLL68Sv1G/qrv3jVrzukijjE7QKTpHHrpATXSLWshHFD2iZ/SK3hzpvDjvzseiteQUM8fo D5zPH2tjjog=</latexit><latexit sha1_base64="svJJ3i5jqSPfW+huJjaWqMJpIc0=">AAAB7HicbVA9SwNBEN 2LXzF+RS1tFoNgFe7SqGARsLGwiOAlgeQIe5u5ZM3e7rG7Jxwh/8HGQsXWH2Tnv3EvuUITHww83pthZl6YcKaN6347pbX1jc2t8nZlZ3dv/6B6eNTWMlUUfCq5VN2QaOBMgG+Y4dBNF JA45NAJJze533kCpZkUDyZLIIjJSLCIUWKs1L4jGajKoFpz6+4ceJV4BamhAq1B9as/lDSNQRjKidY9z01MMCXKMMphVumnGhJCJ2QEPUsFiUEH0/m1M3xmlSGOpLIlDJ6rvyemJNY6i 0PbGRMz1steLv7n9VITXQZTJpLUgKCLRVHKsZE4fx0PmQJqeGYJoYrZWzEdE0WosQHlIXjLL68Sv1G/qrv3jVrzukijjE7QKTpHHrpATXSLWshHFD2iZ/SK3hzpvDjvzseiteQUM8fo D5zPH2tjjog=</latexit><latexit sha1_base64="svJJ3i5jqSPfW+huJjaWqMJpIc0=">AAAB7HicbVA9SwNBEN 2LXzF+RS1tFoNgFe7SqGARsLGwiOAlgeQIe5u5ZM3e7rG7Jxwh/8HGQsXWH2Tnv3EvuUITHww83pthZl6YcKaN6347pbX1jc2t8nZlZ3dv/6B6eNTWMlUUfCq5VN2QaOBMgG+Y4dBNF JA45NAJJze533kCpZkUDyZLIIjJSLCIUWKs1L4jGajKoFpz6+4ceJV4BamhAq1B9as/lDSNQRjKidY9z01MMCXKMMphVumnGhJCJ2QEPUsFiUEH0/m1M3xmlSGOpLIlDJ6rvyemJNY6i 0PbGRMz1steLv7n9VITXQZTJpLUgKCLRVHKsZE4fx0PmQJqeGYJoYrZWzEdE0WosQHlIXjLL68Sv1G/qrv3jVrzukijjE7QKTpHHrpATXSLWshHFD2iZ/SK3hzpvDjvzseiteQUM8fo D5zPH2tjjog=</latexit>
Fine-tuned
<latexit sha1_base64="NLqcphkzV6wkDNh/8ecSgVOqz9Y=">AAAB8HicbVBNS8NAFNzUr1q/qh69BIv gxZL0or0VBPFYwdhiG8pm89Iu3WzC7otQQv+FFw8qXv053vw3btsctHVgYZh5w743QSq4Rsf5tkpr6xubW+Xtys7u3v5B9fDoQSeZYuCxRCSqG1ANgkvwkKOAbqqAxoGATjC+nvmdJ1CaJ/IeJyn4MR1KHnFG0UiPNyZ2g ZmEcFCtOXVnDnuVuAWpkQLtQfWrHyYsi0EiE1Trnuuk6OdUIWcCppV+piGlbEyH0DNU0hi0n883ntpnRgntKFHmSbTn6u9ETmOtJ3FgJmOKI73szcT/vF6G0ZWfc5lmCJItPooyYWNiz863Q66AoZgYQpniZlebjaiiDE1 JFVOCu3zyKvEa9WbduWvUWs2ijTI5IafknLjkkrTILWkTjzAiyTN5JW+Wtl6sd+tjMVqyiswx+QPr8we6iZB1</latexit><latexit sha1_base64="NLqcphkzV6wkDNh/8ecSgVOqz9Y=">AAAB8HicbVBNS8NAFNzUr1q/qh69BIv gxZL0or0VBPFYwdhiG8pm89Iu3WzC7otQQv+FFw8qXv053vw3btsctHVgYZh5w743QSq4Rsf5tkpr6xubW+Xtys7u3v5B9fDoQSeZYuCxRCSqG1ANgkvwkKOAbqqAxoGATjC+nvmdJ1CaJ/IeJyn4MR1KHnFG0UiPNyZ2g ZmEcFCtOXVnDnuVuAWpkQLtQfWrHyYsi0EiE1Trnuuk6OdUIWcCppV+piGlbEyH0DNU0hi0n883ntpnRgntKFHmSbTn6u9ETmOtJ3FgJmOKI73szcT/vF6G0ZWfc5lmCJItPooyYWNiz863Q66AoZgYQpniZlebjaiiDE1 JFVOCu3zyKvEa9WbduWvUWs2ijTI5IafknLjkkrTILWkTjzAiyTN5JW+Wtl6sd+tjMVqyiswx+QPr8we6iZB1</latexit><latexit sha1_base64="NLqcphkzV6wkDNh/8ecSgVOqz9Y=">AAAB8HicbVBNS8NAFNzUr1q/qh69BIv gxZL0or0VBPFYwdhiG8pm89Iu3WzC7otQQv+FFw8qXv053vw3btsctHVgYZh5w743QSq4Rsf5tkpr6xubW+Xtys7u3v5B9fDoQSeZYuCxRCSqG1ANgkvwkKOAbqqAxoGATjC+nvmdJ1CaJ/IeJyn4MR1KHnFG0UiPNyZ2g ZmEcFCtOXVnDnuVuAWpkQLtQfWrHyYsi0EiE1Trnuuk6OdUIWcCppV+piGlbEyH0DNU0hi0n883ntpnRgntKFHmSbTn6u9ETmOtJ3FgJmOKI73szcT/vF6G0ZWfc5lmCJItPooyYWNiz863Q66AoZgYQpniZlebjaiiDE1 JFVOCu3zyKvEa9WbduWvUWs2ijTI5IafknLjkkrTILWkTjzAiyTN5JW+Wtl6sd+tjMVqyiswx+QPr8we6iZB1</latexit>
Fully trained
<latexit sha1_base64="jZyRG4fQE9DK0fTPReivKiFnUb8=">AAAB83icbVDLSsNAFL2pr1pfVZduBovgqiTdaH cFQVxWMLbQhjKZTNqhk4czN4US+h1uXKi49Wfc+TdO2yy09cDA4Zx7mHuPn0qh0ba/rdLG5tb2Tnm3srd/cHhUPT551EmmGHdZIhPV9anmUsTcRYGSd1PFaeRL3vHHN3O/M+FKiyR+wGnKvYgOYxEKRtFI3m0m5ZSgoiYeDKo1u24vQNaJ U5AaFGgPql/9IGFZxGNkkmrdc+wUvZwqFEzyWaWfaZ5SNqZD3jM0phHXXr5YekYujBKQMFHmxUgW6u9ETiOtp5FvJiOKI73qzcX/vF6G4bWXizjNkMds+VGYSYIJmTdAAqE4Q3N2IChTwuxK2IgqytD0VDElOKsnrxO3UW/W7ftGrdUs2ij DGZzDJThwBS24gza4wOAJnuEV3qyJ9WK9Wx/L0ZJVZE7hD6zPHyDlkdc=</latexit><latexit sha1_base64="jZyRG4fQE9DK0fTPReivKiFnUb8=">AAAB83icbVDLSsNAFL2pr1pfVZduBovgqiTdaH cFQVxWMLbQhjKZTNqhk4czN4US+h1uXKi49Wfc+TdO2yy09cDA4Zx7mHuPn0qh0ba/rdLG5tb2Tnm3srd/cHhUPT551EmmGHdZIhPV9anmUsTcRYGSd1PFaeRL3vHHN3O/M+FKiyR+wGnKvYgOYxEKRtFI3m0m5ZSgoiYeDKo1u24vQNaJ U5AaFGgPql/9IGFZxGNkkmrdc+wUvZwqFEzyWaWfaZ5SNqZD3jM0phHXXr5YekYujBKQMFHmxUgW6u9ETiOtp5FvJiOKI73qzcX/vF6G4bWXizjNkMds+VGYSYIJmTdAAqE4Q3N2IChTwuxK2IgqytD0VDElOKsnrxO3UW/W7ftGrdUs2ij DGZzDJThwBS24gza4wOAJnuEV3qyJ9WK9Wx/L0ZJVZE7hD6zPHyDlkdc=</latexit><latexit sha1_base64="jZyRG4fQE9DK0fTPReivKiFnUb8=">AAAB83icbVDLSsNAFL2pr1pfVZduBovgqiTdaH cFQVxWMLbQhjKZTNqhk4czN4US+h1uXKi49Wfc+TdO2yy09cDA4Zx7mHuPn0qh0ba/rdLG5tb2Tnm3srd/cHhUPT551EmmGHdZIhPV9anmUsTcRYGSd1PFaeRL3vHHN3O/M+FKiyR+wGnKvYgOYxEKRtFI3m0m5ZSgoiYeDKo1u24vQNaJ U5AaFGgPql/9IGFZxGNkkmrdc+wUvZwqFEzyWaWfaZ5SNqZD3jM0phHXXr5YekYujBKQMFHmxUgW6u9ETiOtp5FvJiOKI73qzcX/vF6G4bWXizjNkMds+VGYSYIJmTdAAqE4Q3N2IChTwuxK2IgqytD0VDElOKsnrxO3UW/W7ftGrdUs2ij DGZzDJThwBS24gza4wOAJnuEV3qyJ9WK9Wx/L0ZJVZE7hD6zPHyDlkdc=</latexit>
(Hariharan et al., 2017)
<latexit sha1_base64="2423rPfrnw6WY/iH/Q348r 02/ek=">AAACAHicbVBNS8NAEN3Ur1q/ol4EL4tFqCAh6aX2VvDSYwWjhTaUyXbbLt1swu5GKKVe/CtePKh49Wd 489+4aXPQ1gcDj/dmmJkXJpwp7brfVmFtfWNzq7hd2tnd2z+wD4/uVJxKQn0S81i2Q1CUM0F9zTSn7URSiEJO78 PxdebfP1CpWCxu9SShQQRDwQaMgDZSzz6pNEGyEUgQmGoM3LnEVderXfTssuu4c+BV4uWkjHK0evZXtx+TNKJCE w5KdTw30cEUpGaE01mpmyqaABnDkHYMFRBRFUznH8zwuVH6eBBLU0Ljufp7YgqRUpMoNJ0R6JFa9jLxP6+T6sFV MGUiSTUVZLFokHKsY5zFgftMUqL5xBAgkplbMcnSINqEVjIheMsvrxK/6tQd96ZabtTzNIroFJ2hCvJQDTVQE7W Qjwh6RM/oFb1ZT9aL9W59LFoLVj5zjP7A+vwBZUmUbA==</latexit><latexit sha1_base64="2423rPfrnw6WY/iH/Q348r 02/ek=">AAACAHicbVBNS8NAEN3Ur1q/ol4EL4tFqCAh6aX2VvDSYwWjhTaUyXbbLt1swu5GKKVe/CtePKh49Wd 489+4aXPQ1gcDj/dmmJkXJpwp7brfVmFtfWNzq7hd2tnd2z+wD4/uVJxKQn0S81i2Q1CUM0F9zTSn7URSiEJO78 PxdebfP1CpWCxu9SShQQRDwQaMgDZSzz6pNEGyEUgQmGoM3LnEVderXfTssuu4c+BV4uWkjHK0evZXtx+TNKJCE w5KdTw30cEUpGaE01mpmyqaABnDkHYMFRBRFUznH8zwuVH6eBBLU0Ljufp7YgqRUpMoNJ0R6JFa9jLxP6+T6sFV MGUiSTUVZLFokHKsY5zFgftMUqL5xBAgkplbMcnSINqEVjIheMsvrxK/6tQd96ZabtTzNIroFJ2hCvJQDTVQE7W Qjwh6RM/oFb1ZT9aL9W59LFoLVj5zjP7A+vwBZUmUbA==</latexit><latexit sha1_base64="2423rPfrnw6WY/iH/Q348r 02/ek=">AAACAHicbVBNS8NAEN3Ur1q/ol4EL4tFqCAh6aX2VvDSYwWjhTaUyXbbLt1swu5GKKVe/CtePKh49Wd 489+4aXPQ1gcDj/dmmJkXJpwp7brfVmFtfWNzq7hd2tnd2z+wD4/uVJxKQn0S81i2Q1CUM0F9zTSn7URSiEJO78 PxdebfP1CpWCxu9SShQQRDwQaMgDZSzz6pNEGyEUgQmGoM3LnEVderXfTssuu4c+BV4uWkjHK0evZXtx+TNKJCE w5KdTw30cEUpGaE01mpmyqaABnDkHYMFRBRFUznH8zwuVH6eBBLU0Ljufp7YgqRUpMoNJ0R6JFa9jLxP6+T6sFV MGUiSTUVZLFokHKsY5zFgftMUqL5xBAgkplbMcnSINqEVjIheMsvrxK/6tQd96ZabtTzNIroFJ2hCvJQDTVQE7W Qjwh6RM/oFb1ZT9aL9W59LFoLVj5zjP7A+vwBZUmUbA==</latexit>
M
<latexit sha1_base64="5W7254JuDTtpvxPB6SmpqfWmfa g=">AAAB73icbVDLSgNBEOyNrxhf0Ry9DAZBEMKuF80t4MVjBNcoyRJmJ7PJkHksM7NCWPIVXjyo5Opf+A3e/Bsnj4MmFjQU Vd10d8UpZ8b6/rdXWFvf2Nwqbpd2dvf2D8qHR/dGZZrQkCiu9EOMDeVM0tAyy+lDqikWMaeteHg99VtPVBum5J0dpTQSuC9 Zwgi2TnrsxKyvUp6Zbrnq1/wZ0CoJFqTaOP+sTACg2S1/dXqKZIJKSzg2ph34qY1yrC0jnI5LnczQFJMh7tO2oxILaqJ8dvA YnTqlhxKlXUmLZurviRwLY0Yidp0C24FZ9qbif147s8lVlDOZZpZKMl+UZBxZhabfox7TlFg+cgQTzdytiAywxsS6jEouhG D55VUSXtTqNf/WhVGHOYpwDCdwBgFcQgNuoAkhEBDwDK/w5mnvxXv3JvPWgreYqcAfeB8/AXCSOQ==</latexit><latexit sha1_base64="X/Y3x2kiRHHT/YgVQGpXVNhAAR k=">AAAB73icbVDLSgNBEOyNrxhf0Ry9DAZBFMLGi+YW8OIxgmsiyRJmJ7PJkHksM7NCWPIVXjyoeM1f+A3e/Bsnj4MmFjQU Vd10d0UJZ8b6/reXW1vf2NzKbxd2dvf2D4qHRw9GpZrQgCiudCvChnImaWCZ5bSVaIpFxGkzGt5M/eYT1YYpeW9HCQ0F7ks WM4Ktkx47EeurhKemWyz7FX8GtEqqC1KuX3yWJud+0OgWvzo9RVJBpSUcG9Ou+okNM6wtI5yOC53U0ASTIe7TtqMSC2rCbHb wGJ06pYdipV1Ji2bq74kMC2NGInKdAtuBWfam4n9eO7XxdZgxmaSWSjJfFKccWYWm36Me05RYPnIEE83crYgMsMbEuowKLo Tq8surJLis1Cr+nQujBnPk4RhO4AyqcAV1uIUGBEBAwDO8wpunvRfv3fuYt+a8xUwJ/sCb/AD2b5Lx</latexit><latexit sha1_base64="X/Y3x2kiRHHT/YgVQGpXVNhAAR k=">AAAB73icbVDLSgNBEOyNrxhf0Ry9DAZBFMLGi+YW8OIxgmsiyRJmJ7PJkHksM7NCWPIVXjyoeM1f+A3e/Bsnj4MmFjQU Vd10d0UJZ8b6/reXW1vf2NzKbxd2dvf2D4qHRw9GpZrQgCiudCvChnImaWCZ5bSVaIpFxGkzGt5M/eYT1YYpeW9HCQ0F7ks WM4Ktkx47EeurhKemWyz7FX8GtEqqC1KuX3yWJud+0OgWvzo9RVJBpSUcG9Ou+okNM6wtI5yOC53U0ASTIe7TtqMSC2rCbHb wGJ06pYdipV1Ji2bq74kMC2NGInKdAtuBWfam4n9eO7XxdZgxmaSWSjJfFKccWYWm36Me05RYPnIEE83crYgMsMbEuowKLo Tq8surJLis1Cr+nQujBnPk4RhO4AyqcAV1uIUGBEBAwDO8wpunvRfv3fuYt+a8xUwJ/sCb/AD2b5Lx</latexit>
Local Scoring
<latexit sha1_base64="x34YMuYP/HNs4VQ/nCeTJEVOff8=">AAAB83icbVA9TwJBEJ3DL8Qv1NJmIzGxInc0SkdiY2GB0RMSuJC9ZQ827O0eu3sk5MLvsLFQY+ufsfPfuMAVCr5kkpf3ZjI zL0w408Z1v53CxubW9k5xt7S3f3B4VD4+edIyVYT6RHKp2iHWlDNBfcMMp+1EURyHnLbC0c3cb02o0kyKRzNNaBDjgWARI9hYKbiTBHP0QKRiYtArV9yquwBaJ15OKpCj2St/dfuSpDEVhnCsdcdzExNkWBlGOJ2VuqmmCSYjPKAdSwWOqQ6yxdEzdGGVPoqksiUMWqi/JzIcaz2NQ9sZYzPUq95c/M/rpCa6DjImktRQQZaLopQjI9E8AdRnihLDp5Zgopi9FZEhVpgYm1PJhuCtvrxO/Fq1XnXv a5VGPU+jCGdwDpfgwRU04Baa4AOBMTzDK7w5E+fFeXc+lq0FJ585hT9wPn8A0d+RpA==</latexit><latexit sha1_base64="x34YMuYP/HNs4VQ/nCeTJEVOff8=">AAAB83icbVA9TwJBEJ3DL8Qv1NJmIzGxInc0SkdiY2GB0RMSuJC9ZQ827O0eu3sk5MLvsLFQY+ufsfPfuMAVCr5kkpf3ZjI zL0w408Z1v53CxubW9k5xt7S3f3B4VD4+edIyVYT6RHKp2iHWlDNBfcMMp+1EURyHnLbC0c3cb02o0kyKRzNNaBDjgWARI9hYKbiTBHP0QKRiYtArV9yquwBaJ15OKpCj2St/dfuSpDEVhnCsdcdzExNkWBlGOJ2VuqmmCSYjPKAdSwWOqQ6yxdEzdGGVPoqksiUMWqi/JzIcaz2NQ9sZYzPUq95c/M/rpCa6DjImktRQQZaLopQjI9E8AdRnihLDp5Zgopi9FZEhVpgYm1PJhuCtvrxO/Fq1XnXv a5VGPU+jCGdwDpfgwRU04Baa4AOBMTzDK7w5E+fFeXc+lq0FJ585hT9wPn8A0d+RpA==</latexit><latexit sha1_base64="x34YMuYP/HNs4VQ/nCeTJEVOff8=">AAAB83icbVA9TwJBEJ3DL8Qv1NJmIzGxInc0SkdiY2GB0RMSuJC9ZQ827O0eu3sk5MLvsLFQY+ufsfPfuMAVCr5kkpf3ZjI zL0w408Z1v53CxubW9k5xt7S3f3B4VD4+edIyVYT6RHKp2iHWlDNBfcMMp+1EURyHnLbC0c3cb02o0kyKRzNNaBDjgWARI9hYKbiTBHP0QKRiYtArV9yquwBaJ15OKpCj2St/dfuSpDEVhnCsdcdzExNkWBlGOJ2VuqmmCSYjPKAdSwWOqQ6yxdEzdGGVPoqksiUMWqi/JzIcaz2NQ9sZYzPUq95c/M/rpCa6DjImktRQQZaLopQjI9E8AdRnihLDp5Zgopi9FZEhVpgYm1PJhuCtvrxO/Fq1XnXv a5VGPU+jCGdwDpfgwRU04Baa4AOBMTzDK7w5E+fFeXc+lq0FJ585hT9wPn8A0d+RpA==</latexit><latexit sha1_base64="C39OhB+IczRcjLNINXH29e9lt8M=">AAAB2HicbZDNSgMxFIXv1L86Vq1rN8EiuCpTN+pOcOOygmML7VAymTttaCYzJHeEMvQFXLhRfDB3vo3pz0KtBwIf5yTk3hM XSloKgi+vtrW9s7tX3/cPGv7h0XGz8WTz0ggMRa5y04+5RSU1hiRJYb8wyLNYYS+e3i3y3jMaK3P9SLMCo4yPtUyl4OSs7qjZCtrBUmwTOmtowVqj5ucwyUWZoSahuLWDTlBQVHFDUiic+8PSYsHFlI9x4FDzDG1ULcecs3PnJCzNjTua2NL9+aLimbWzLHY3M04T+zdbmP9lg5LS66iSuigJtVh9lJaKUc4WO7NEGhSkZg64MNLNysSEGy7INeO7Djp/N96E8LJ90w4eAqjDKZzBBXTgCm7hHroQ goAEXuDNm3iv3vuqqpq37uwEfsn7+Aap5IoM</latexit><latexit sha1_base64="1JYNHrMIn8Khg2+efFsXMByIZjs=">AAAB6HicbZDNSgMxFIXv+Ftr1erWTbAIrsqMG3UnuHHhoqJjC+1QMumdNjSTjEmmUIY+hxsXKj6RO9/G9GehrQcCH+ck3Js TZ4Ib6/vf3tr6xubWdmmnvFvZ2z+oHlaejMo1w5ApoXQrpgYFlxhabgW2Mo00jQU24+HNNG+OUBuu5KMdZxiltC95whm1zoruFKOCPDCluex3qzW/7s9EViFYQA0WanSrX52eYnmK0jJBjWkHfmajgmrLmcBJuZMbzCgb0j62HUqaoomK2dITcuqcHkmUdkdaMnN/vyhoasw4jd3NlNqBWc6m5n9ZO7fJZVRwmeUWJZsPSnJBrCLTBkiPa2RWjB1QprnblbAB1ZRZ11PZlRAsf3kVwvP6Vd2/96EE x3ACZxDABVzDLTQgBAbP8AJv8O6NvFfvY97Wmreo7Qj+yPv8AY8NkFE=</latexit><latexit sha1_base64="1JYNHrMIn8Khg2+efFsXMByIZjs=">AAAB6HicbZDNSgMxFIXv+Ftr1erWTbAIrsqMG3UnuHHhoqJjC+1QMumdNjSTjEmmUIY+hxsXKj6RO9/G9GehrQcCH+ck3Js TZ4Ib6/vf3tr6xubWdmmnvFvZ2z+oHlaejMo1w5ApoXQrpgYFlxhabgW2Mo00jQU24+HNNG+OUBuu5KMdZxiltC95whm1zoruFKOCPDCluex3qzW/7s9EViFYQA0WanSrX52eYnmK0jJBjWkHfmajgmrLmcBJuZMbzCgb0j62HUqaoomK2dITcuqcHkmUdkdaMnN/vyhoasw4jd3NlNqBWc6m5n9ZO7fJZVRwmeUWJZsPSnJBrCLTBkiPa2RWjB1QprnblbAB1ZRZ11PZlRAsf3kVwvP6Vd2/96EE x3ACZxDABVzDLTQgBAbP8AJv8O6NvFfvY97Wmreo7Qj+yPv8AY8NkFE=</latexit><latexit sha1_base64="+i/TChPtvlFbDT/5dccl+oV5Lq8=">AAAB83icbVA9T8MwEL2Ur1K+CowsFhUSU5WwQLdKLAwMRRBaqY0qx3Vaq44dbKdSFfV3sDAAYuXPsPFvcNMM0PKkk57eu9P dvTDhTBvX/XZKa+sbm1vl7crO7t7+QfXw6FHLVBHqE8ml6oRYU84E9Q0znHYSRXEcctoOx9dzvz2hSjMpHsw0oUGMh4JFjGBjpeBWEszRPZGKiWG/WnPrbg60SryC1KBAq1/96g0kSWMqDOFY667nJibIsDKMcDqr9FJNE0zGeEi7lgocUx1k+dEzdGaVAYqksiUMytXfExmOtZ7Goe2MsRnpZW8u/ud1UxNdBRkTSWqoIItFUcqRkWieABowRYnhU0swUczeisgIK0yMzaliQ/CWX14l/kW9UXfv 3FqzUaRRhhM4hXPw4BKacAMt8IHAEzzDK7w5E+fFeXc+Fq0lp5g5hj9wPn8A0T+Rog==</latexit><latexit sha1_base64="x34YMuYP/HNs4VQ/nCeTJEVOff8=">AAAB83icbVA9TwJBEJ3DL8Qv1NJmIzGxInc0SkdiY2GB0RMSuJC9ZQ827O0eu3sk5MLvsLFQY+ufsfPfuMAVCr5kkpf3ZjI zL0w408Z1v53CxubW9k5xt7S3f3B4VD4+edIyVYT6RHKp2iHWlDNBfcMMp+1EURyHnLbC0c3cb02o0kyKRzNNaBDjgWARI9hYKbiTBHP0QKRiYtArV9yquwBaJ15OKpCj2St/dfuSpDEVhnCsdcdzExNkWBlGOJ2VuqmmCSYjPKAdSwWOqQ6yxdEzdGGVPoqksiUMWqi/JzIcaz2NQ9sZYzPUq95c/M/rpCa6DjImktRQQZaLopQjI9E8AdRnihLDp5Zgopi9FZEhVpgYm1PJhuCtvrxO/Fq1XnXv a5VGPU+jCGdwDpfgwRU04Baa4AOBMTzDK7w5E+fFeXc+lq0FJ585hT9wPn8A0d+RpA==</latexit><latexit sha1_base64="x34YMuYP/HNs4VQ/nCeTJEVOff8=">AAAB83icbVA9TwJBEJ3DL8Qv1NJmIzGxInc0SkdiY2GB0RMSuJC9ZQ827O0eu3sk5MLvsLFQY+ufsfPfuMAVCr5kkpf3ZjI zL0w408Z1v53CxubW9k5xt7S3f3B4VD4+edIyVYT6RHKp2iHWlDNBfcMMp+1EURyHnLbC0c3cb02o0kyKRzNNaBDjgWARI9hYKbiTBHP0QKRiYtArV9yquwBaJ15OKpCj2St/dfuSpDEVhnCsdcdzExNkWBlGOJ2VuqmmCSYjPKAdSwWOqQ6yxdEzdGGVPoqksiUMWqi/JzIcaz2NQ9sZYzPUq95c/M/rpCa6DjImktRQQZaLopQjI9E8AdRnihLDp5Zgopi9FZEhVpgYm1PJhuCtvrxO/Fq1XnXv a5VGPU+jCGdwDpfgwRU04Baa4AOBMTzDK7w5E+fFeXc+lq0FJ585hT9wPn8A0d+RpA==</latexit><latexit sha1_base64="x34YMuYP/HNs4VQ/nCeTJEVOff8=">AAAB83icbVA9TwJBEJ3DL8Qv1NJmIzGxInc0SkdiY2GB0RMSuJC9ZQ827O0eu3sk5MLvsLFQY+ufsfPfuMAVCr5kkpf3ZjI zL0w408Z1v53CxubW9k5xt7S3f3B4VD4+edIyVYT6RHKp2iHWlDNBfcMMp+1EURyHnLbC0c3cb02o0kyKRzNNaBDjgWARI9hYKbiTBHP0QKRiYtArV9yquwBaJ15OKpCj2St/dfuSpDEVhnCsdcdzExNkWBlGOJ2VuqmmCSYjPKAdSwWOqQ6yxdEzdGGVPoqksiUMWqi/JzIcaz2NQ9sZYzPUq95c/M/rpCa6DjImktRQQZaLopQjI9E8AdRnihLDp5Zgopi9FZEhVpgYm1PJhuCtvrxO/Fq1XnXv a5VGPU+jCGdwDpfgwRU04Baa4AOBMTzDK7w5E+fFeXc+lq0FJ585hT9wPn8A0d+RpA==</latexit><latexit sha1_base64="x34YMuYP/HNs4VQ/nCeTJEVOff8=">AAAB83icbVA9TwJBEJ3DL8Qv1NJmIzGxInc0SkdiY2GB0RMSuJC9ZQ827O0eu3sk5MLvsLFQY+ufsfPfuMAVCr5kkpf3ZjI zL0w408Z1v53CxubW9k5xt7S3f3B4VD4+edIyVYT6RHKp2iHWlDNBfcMMp+1EURyHnLbC0c3cb02o0kyKRzNNaBDjgWARI9hYKbiTBHP0QKRiYtArV9yquwBaJ15OKpCj2St/dfuSpDEVhnCsdcdzExNkWBlGOJ2VuqmmCSYjPKAdSwWOqQ6yxdEzdGGVPoqksiUMWqi/JzIcaz2NQ9sZYzPUq95c/M/rpCa6DjImktRQQZaLopQjI9E8AdRnihLDp5Zgopi9FZEhVpgYm1PJhuCtvrxO/Fq1XnXv a5VGPU+jCGdwDpfgwRU04Baa4AOBMTzDK7w5E+fFeXc+lq0FJ585hT9wPn8A0d+RpA==</latexit><latexit sha1_base64="x34YMuYP/HNs4VQ/nCeTJEVOff8=">AAAB83icbVA9TwJBEJ3DL8Qv1NJmIzGxInc0SkdiY2GB0RMSuJC9ZQ827O0eu3sk5MLvsLFQY+ufsfPfuMAVCr5kkpf3ZjI zL0w408Z1v53CxubW9k5xt7S3f3B4VD4+edIyVYT6RHKp2iHWlDNBfcMMp+1EURyHnLbC0c3cb02o0kyKRzNNaBDjgWARI9hYKbiTBHP0QKRiYtArV9yquwBaJ15OKpCj2St/dfuSpDEVhnCsdcdzExNkWBlGOJ2VuqmmCSYjPKAdSwWOqQ6yxdEzdGGVPoqksiUMWqi/JzIcaz2NQ9sZYzPUq95c/M/rpCa6DjImktRQQZaLopQjI9E8AdRnihLDp5Zgopi9FZEhVpgYm1PJhuCtvrxO/Fq1XnXv a5VGPU+jCGdwDpfgwRU04Baa4AOBMTzDK7w5E+fFeXc+lq0FJ585hT9wPn8A0d+RpA==</latexit>
Pretrained<latexit sha1_base64="dSfg5iYgOU5ncqSBSKqy4vYdie0=">AAAB8HicbVBNS8NAFHypX7V+VT16WSyCp5L2ooKHghePFYwttqFsNpt26WYTdl+EEvovvHhQ8erP8ea/cdvmoK0D C8PMG/a9CVIpDLrut1NaW9/Y3CpvV3Z29/YPqodHDybJNOMeS2SiuwE1XArFPRQoeTfVnMaB5J1gfDPzO09cG5Goe5yk3I/pUIlIMIpWemxrjprabDio1ty6OwdZJY2C1KBAe1D96ocJy2KukElqTK/hpujnVKNgkk8r/czwlLIxHfKepYrG3Pj5fOMpObNKSKJE26eQzNXfiZzGxkziwE7GFEdm2ZuJ/3m9DKNLPxcqzZArtvgoyiTBhMzOJ6HQnKGcWEKZFnZXwkZUU4a2pI otobF88irxmvWrunvXrLWuizbKcAKncA4NuIAW3EIbPGCg4Ble4c0xzovz7nwsRktOkTmGP3A+fwAcYpC3</latexit><latexit sha1_base64="dSfg5iYgOU5ncqSBSKqy4vYdie0=">AAAB8HicbVBNS8NAFHypX7V+VT16WSyCp5L2ooKHghePFYwttqFsNpt26WYTdl+EEvovvHhQ8erP8ea/cdvmoK0D C8PMG/a9CVIpDLrut1NaW9/Y3CpvV3Z29/YPqodHDybJNOMeS2SiuwE1XArFPRQoeTfVnMaB5J1gfDPzO09cG5Goe5yk3I/pUIlIMIpWemxrjprabDio1ty6OwdZJY2C1KBAe1D96ocJy2KukElqTK/hpujnVKNgkk8r/czwlLIxHfKepYrG3Pj5fOMpObNKSKJE26eQzNXfiZzGxkziwE7GFEdm2ZuJ/3m9DKNLPxcqzZArtvgoyiTBhMzOJ6HQnKGcWEKZFnZXwkZUU4a2pI otobF88irxmvWrunvXrLWuizbKcAKncA4NuIAW3EIbPGCg4Ble4c0xzovz7nwsRktOkTmGP3A+fwAcYpC3</latexit><latexit sha1_base64="dSfg5iYgOU5ncqSBSKqy4vYdie0=">AAAB8HicbVBNS8NAFHypX7V+VT16WSyCp5L2ooKHghePFYwttqFsNpt26WYTdl+EEvovvHhQ8erP8ea/cdvmoK0D C8PMG/a9CVIpDLrut1NaW9/Y3CpvV3Z29/YPqodHDybJNOMeS2SiuwE1XArFPRQoeTfVnMaB5J1gfDPzO09cG5Goe5yk3I/pUIlIMIpWemxrjprabDio1ty6OwdZJY2C1KBAe1D96ocJy2KukElqTK/hpujnVKNgkk8r/czwlLIxHfKepYrG3Pj5fOMpObNKSKJE26eQzNXfiZzGxkziwE7GFEdm2ZuJ/3m9DKNLPxcqzZArtvgoyiTBhMzOJ6HQnKGcWEKZFnZXwkZUU4a2pI otobF88irxmvWrunvXrLWuizbKcAKncA4NuIAW3EIbPGCg4Ble4c0xzovz7nwsRktOkTmGP3A+fwAcYpC3</latexit>
Network<latexit sha1_base64="J+zpaVgOpo3x0lfC7/DTT3N3lyU=">AAAB7XicbVBNS8NAEN34WetX1aOXxSJ4KmkvKngoePEkFYwttKFstpN2yWYTdidKCf0RXjyoePX/ePPfuG1z0NYH A4/3ZpiZF6RSGHTdb2dldW19Y7O0Vd7e2d3brxwcPpgk0xw8nshEdwJmQAoFHgqU0Ek1sDiQ0A6i66nffgRtRKLucZyCH7OhEqHgDK3UvgV8SnTUr1TdmjsDXSb1glRJgVa/8tUbJDyLQSGXzJhu3U3Rz5lGwSVMyr3MQMp4xIbQtVSxGIyfz86d0FOrDGiYaFsK6Uz9PZGz2JhxHNjOmOHILHpT8T+vm2F44edCpRmC4vNFYSYpJnT6Ox0IDRzl2BLGtbC3Uj5imnG0CZVtCP XFl5eJ16hd1ty7RrV5VaRRIsfkhJyROjknTXJDWsQjnETkmbySNyd1Xpx352PeuuIUM0fkD5zPH+ozj3U=</latexit><latexit sha1_base64="J+zpaVgOpo3x0lfC7/DTT3N3lyU=">AAAB7XicbVBNS8NAEN34WetX1aOXxSJ4KmkvKngoePEkFYwttKFstpN2yWYTdidKCf0RXjyoePX/ePPfuG1z0NYH A4/3ZpiZF6RSGHTdb2dldW19Y7O0Vd7e2d3brxwcPpgk0xw8nshEdwJmQAoFHgqU0Ek1sDiQ0A6i66nffgRtRKLucZyCH7OhEqHgDK3UvgV8SnTUr1TdmjsDXSb1glRJgVa/8tUbJDyLQSGXzJhu3U3Rz5lGwSVMyr3MQMp4xIbQtVSxGIyfz86d0FOrDGiYaFsK6Uz9PZGz2JhxHNjOmOHILHpT8T+vm2F44edCpRmC4vNFYSYpJnT6Ox0IDRzl2BLGtbC3Uj5imnG0CZVtCP XFl5eJ16hd1ty7RrV5VaRRIsfkhJyROjknTXJDWsQjnETkmbySNyd1Xpx352PeuuIUM0fkD5zPH+ozj3U=</latexit><latexit sha1_base64="J+zpaVgOpo3x0lfC7/DTT3N3lyU=">AAAB7XicbVBNS8NAEN34WetX1aOXxSJ4KmkvKngoePEkFYwttKFstpN2yWYTdidKCf0RXjyoePX/ePPfuG1z0NYH A4/3ZpiZF6RSGHTdb2dldW19Y7O0Vd7e2d3brxwcPpgk0xw8nshEdwJmQAoFHgqU0Ek1sDiQ0A6i66nffgRtRKLucZyCH7OhEqHgDK3UvgV8SnTUr1TdmjsDXSb1glRJgVa/8tUbJDyLQSGXzJhu3U3Rz5lGwSVMyr3MQMp4xIbQtVSxGIyfz86d0FOrDGiYaFsK6Uz9PZGz2JhxHNjOmOHILHpT8T+vm2F44edCpRmC4vNFYSYpJnT6Ox0IDRzl2BLGtbC3Uj5imnG0CZVtCP XFl5eJ16hd1ty7RrV5VaRRIsfkhJyROjknTXJDWsQjnETkmbySNyd1Xpx352PeuuIUM0fkD5zPH+ozj3U=</latexit>
Hypercolumn
<latexit sha1_base64="Aj1kFIV4iKDdjQpMEvj27CdPoBs=">AAAB8XicbVC7SgNBFL0bXzG+opY2g0GwCrtpVLAI2KSM4JpAsoTZyWwyZB7LzKwQlnyGjYWKrX9j5984SbbQxAMD h3PuvXPviVPOjPX9b6+0sbm1vVPereztHxweVY9PHo3KNKEhUVzpbowN5UzS0DLLaTfVFIuY0048uZv7nSeqDVPywU5TGgk8kixhBFsn9VpO0m5KJuSgWvPr/gJonQQFqUGB9qD61R8qkgkqLeHYmF7gpzbKsbaMcDqr9DNDU0wmeER7jkosqInyxcozdOGUIUqUdk9atFB/d+RYGDMVsasU2I7NqjcX//N6mU2uo5zJNLNUkuVHScaRVWh+PxoyTYnlU0cw0cztisgYa0ysS6 niQghWT14nYaN+U/fvG7XmbZFGGc7gHC4hgCtoQgvaEAIBBc/wCm+e9V68d+9jWVryip5T+APv8wcTL5FJ</latexit><latexit sha1_base64="Aj1kFIV4iKDdjQpMEvj27CdPoBs=">AAAB8XicbVC7SgNBFL0bXzG+opY2g0GwCrtpVLAI2KSM4JpAsoTZyWwyZB7LzKwQlnyGjYWKrX9j5984SbbQxAMD h3PuvXPviVPOjPX9b6+0sbm1vVPereztHxweVY9PHo3KNKEhUVzpbowN5UzS0DLLaTfVFIuY0048uZv7nSeqDVPywU5TGgk8kixhBFsn9VpO0m5KJuSgWvPr/gJonQQFqUGB9qD61R8qkgkqLeHYmF7gpzbKsbaMcDqr9DNDU0wmeER7jkosqInyxcozdOGUIUqUdk9atFB/d+RYGDMVsasU2I7NqjcX//N6mU2uo5zJNLNUkuVHScaRVWh+PxoyTYnlU0cw0cztisgYa0ysS6 niQghWT14nYaN+U/fvG7XmbZFGGc7gHC4hgCtoQgvaEAIBBc/wCm+e9V68d+9jWVryip5T+APv8wcTL5FJ</latexit><latexit sha1_base64="Aj1kFIV4iKDdjQpMEvj27CdPoBs=">AAAB8XicbVC7SgNBFL0bXzG+opY2g0GwCrtpVLAI2KSM4JpAsoTZyWwyZB7LzKwQlnyGjYWKrX9j5984SbbQxAMD h3PuvXPviVPOjPX9b6+0sbm1vVPereztHxweVY9PHo3KNKEhUVzpbowN5UzS0DLLaTfVFIuY0048uZv7nSeqDVPywU5TGgk8kixhBFsn9VpO0m5KJuSgWvPr/gJonQQFqUGB9qD61R8qkgkqLeHYmF7gpzbKsbaMcDqr9DNDU0wmeER7jkosqInyxcozdOGUIUqUdk9atFB/d+RYGDMVsasU2I7NqjcX//N6mU2uo5zJNLNUkuVHScaRVWh+PxoyTYnlU0cw0cztisgYa0ysS6 niQghWT14nYaN+U/fvG7XmbZFGGc7gHC4hgCtoQgvaEAIBBc/wCm+e9V68d+9jWVryip5T+APv8wcTL5FJ</latexit>
Subsequent
<latexit sha1_base64="q2Q3vULLh/50/V0MfmKppm1+XSQ=">AAAB8HicbVA9TwJBFHyHX4hfqKXNRmJiRe5o1MSCxMYSowgRLmRveQcb9vbO3T0TcuFf2FiosfXn2PlvXOAKBSfZ ZDLzJvveBIng2rjut1NYWV1b3yhulra2d3b3yvsH9zpOFcMmi0Ws2gHVKLjEpuFGYDtRSKNAYCsYXU391hMqzWN5Z8YJ+hEdSB5yRo2VHm7TQONjitL0yhW36s5AlomXkwrkaPTKX91+zNLIZpmgWnc8NzF+RpXhTOCk1E01JpSN6AA7lkoaofaz2cYTcmKVPgljZZ80ZKb+TmQ00nocBXYyomaoF72p+J/XSU147mdcJqlByeYfhakgJibT80mfK2RGjC2hTHG7K2FDqigztq SSLcFbPHmZNGvVi6p7U6vUL/M2inAEx3AKHpxBHa6hAU1gIOEZXuHN0c6L8+58zEcLTp45hD9wPn8ATneQ2A==</latexit><latexit sha1_base64="q2Q3vULLh/50/V0MfmKppm1+XSQ=">AAAB8HicbVA9TwJBFHyHX4hfqKXNRmJiRe5o1MSCxMYSowgRLmRveQcb9vbO3T0TcuFf2FiosfXn2PlvXOAKBSfZ ZDLzJvveBIng2rjut1NYWV1b3yhulra2d3b3yvsH9zpOFcMmi0Ws2gHVKLjEpuFGYDtRSKNAYCsYXU391hMqzWN5Z8YJ+hEdSB5yRo2VHm7TQONjitL0yhW36s5AlomXkwrkaPTKX91+zNLIZpmgWnc8NzF+RpXhTOCk1E01JpSN6AA7lkoaofaz2cYTcmKVPgljZZ80ZKb+TmQ00nocBXYyomaoF72p+J/XSU147mdcJqlByeYfhakgJibT80mfK2RGjC2hTHG7K2FDqigztq SSLcFbPHmZNGvVi6p7U6vUL/M2inAEx3AKHpxBHa6hAU1gIOEZXuHN0c6L8+58zEcLTp45hD9wPn8ATneQ2A==</latexit><latexit sha1_base64="q2Q3vULLh/50/V0MfmKppm1+XSQ=">AAAB8HicbVA9TwJBFHyHX4hfqKXNRmJiRe5o1MSCxMYSowgRLmRveQcb9vbO3T0TcuFf2FiosfXn2PlvXOAKBSfZ ZDLzJvveBIng2rjut1NYWV1b3yhulra2d3b3yvsH9zpOFcMmi0Ws2gHVKLjEpuFGYDtRSKNAYCsYXU391hMqzWN5Z8YJ+hEdSB5yRo2VHm7TQONjitL0yhW36s5AlomXkwrkaPTKX91+zNLIZpmgWnc8NzF+RpXhTOCk1E01JpSN6AA7lkoaofaz2cYTcmKVPgljZZ80ZKb+TmQ00nocBXYyomaoF72p+J/XSU147mdcJqlByeYfhakgJibT80mfK2RGjC2hTHG7K2FDqigztq SSLcFbPHmZNGvVi6p7U6vUL/M2inAEx3AKHpxBHa6hAU1gIOEZXuHN0c6L8+58zEcLTp45hD9wPn8ATneQ2A==</latexit>
Task(s)
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(b) (c)
Figure 2: A comparison of three hypercolumn architectures. In all images, white empty arrow means learned
convolutions while thin arrows correspond to bilinear upsampling. (a) shows our architecture, (b) the one
from (Maggiori et al., 2017) and (c) the original hypercolumn as presented by (Hariharan et al., 2015). Note
that this last one, since sums responses from activation-specific classifiers, cannot be used for multitask
learning out of the box.
nected layers have at their disposal information about features carrying different levels
of abstraction and accounting for different degrees of spatial dependencies, both short-
and long-range. Note that at this level we also include the original optical image and
information about the elevation (in the form of a normalized digital surface model), so
effectively coupling the power of large scale pretrained network to extract features and
additional information which could not be fed to it.
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3.2. From probability of semantic boundaries to segmentation trees
In the presented pipeline, we use the learned semantic boundaries at two different
levels in our pipeline: as a pairwise potential in the CRF model (see Eq. (7)) and as
features to retrieve the segmentation tree, whose delineation is explained in this section.
In order to obtain a segmentation tree common to all classes, we combine the se-
mantic boundary probabilities into a score g. This score denotes the maximum poste-
rior probability for a pixel xi to belong to a semantic boundary in task LB (Eq. (3)):
g(xi) = max
b
(
p(ybi |xi)
)
.
This ensures that, independently of the semantic boundary class, strong edges always
prevail over weak ones, enabling us to obtain the most probable segmentation tree. We
will employ the learned class-specific boundaries in the CRF model.
Before building the segmentation tree, we transform the boundary scores g(x) into
an ultrametric contour map (UCM, Arbelaez et al. (2011)). An UCM defines a hierar-
chy of non-overlapping and closed contours based on a boundary probability score. The
basic level of the hierarchy is defined by region contoured by low-probability bound-
aries, which in our case is defined by a watershed oversegmentation, where the land-
scape is defined by g(x). Moving up in the segmentation tree, only boundaries with
stronger UCM contours define closed contours. The attractive property of UCMs is
that, for a given edge between two regions, the score is constant and defines a natural
dissimilarity metric across regions.
In order to build the segmentation tree, we complement the UCM dissimilarity with
other two metrics defined over regions: the Euclidean distance between per-region av-
erage hypercolumn activation xh and the Euclidean distance between region centroids
xc in the spatial domain. The former provides high-level information about region
contents, while the second favors small isolated regions to be clustered to a nearby
neighbor. For any two regions i, j, these distances are defined as Di j = ‖xi − x j‖2 by
employing the appropriate feature vector in x. If we define these three dissimilarities
as Dg, Dh, Dc for the UCM, hypercolumn and spatial distance, respectively, our fi-
nal segmentation tree is defined by clustering regions based on a convex combination
(
∑
i wi = 1): D∗ = w1Dg + w2Dh + w3Dc. The type of distances reflect those used
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as pairwise potentials. Their normalization and the weights w are selected based on
the average class purity per leaf region on validation images. We observed that the
UCM dissimilarity tends to receive the highest weight, followed by the hypercolumn
distances and spatial distance. Note that we will also use these dissimilarities in the
CRF model described below.
3.3. Semantic segmentation model
Our CRF model is defined over the regions of the segmentation tree, and not over
pixels directly. The main assumption behind this choice is that every pixel is covered
by a set of regions with different sizes and somewhere, along the tree, the region which
best explains the semantic land-cover classes is present. Given this assumption, we
naturally chose to employ the Pylon model (Lempitsky et al., 2011). The Pylon model
is an inference framework that, given a segmentation tree and relationships across leaf
regions, finds the most probable tree cut and segmentation. This is done by exploiting
pairwise spatial smoothness terms and local evidence about class likelihoods together.
Such joint optimization allows flexibility to choose whether large segments are better
than superpixels to describe a given region or if smaller ones are to be preferred in
order to respect objects boundaries.
We model the joint probability of a labeling given the data as a Gibbs distribution
p(y|x) ≈ exp (−E(y; x)). To obtain the most probable label assignment (maximum-a-
posteriori inference), one has to find among all possible label permutations for every
possible semantic segmentation map, the one minimizing energy E(y; x).
We define the energy over the pairwise graph G = (V,E), where every i ∈ V
denotes a node (i.e. a region) with neighbors j ∈ Ei. Specifically, we define the CRF
as:
E(y; x) =
∑
i∈V
(
ϕ(yi; xi) +
∑
j∈Ei
µ(yi, y j)φ(yi, y j; xi, x j)
)
. (4)
In the above model ϕ(yi; xi) is the cost of including in the labeling region i with label y,
given some evidence x, while the term φ(yi, y j; xi, x j) is a combination of four different
pairwise potentials and it takes into account the interactions between different label-
ings of two neighboring regions i, j. The pairwise function µ(yi, y j) provides a term
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accounting for global compatibility of labels. The rest of this section details all these
terms.
Unary - ϕ(yi, xi). The unary potential is the negative log-likelihood provided by the
CNN using task LS v (Eq. (2)) for each region in the segmentation tree. First, the dense
per-pixel prediction of the CNN is averaged over leaf regions, for each class. This
provides a rough approximation of the class-likelihood for each region, given their
appearance modeled by the CNN. However, since we are dealing with a segmentation
tree, the larger the region the more entropic the average probability, due to larger noise
and variability. Therefore, to allow to select also parent regions, we weigh each unary
by the size (in pixel) of its region, after transformation to standard scores. We define
the unary potential as:
varphi(yi; xi) = − log
(
aγi p(yi|xi)
)
, (5)
where ai denotes the area of region i and γ is a parameter controlling the spread of the
values.
Interaction terms - φ(yi, y j; xi, x j). The interaction terms account for a series of prior
beliefs about the spatial organization of classes and their interactions. In this work, this
term is a sum of the four terms below, weighted by λ:
1. Label smoothness. This potential encourages neighboring nodes to share the
same label if the visual appearance of the regions is similar. It is usually based
on a similarity across edges, so that connected nodes having similar colors but
different labels penalize the energy more than two regions having different color,
and therefore a low similarity.
In our formulation we do not only use the input color similarity, but also deep fea-
tures learned specifically for the problem. To this end, we average the activations
stacked in the hypercolumn layer for each region. Remind that the hypercolumn
layer contains information ranging from the input image to higher level visual
concepts. If we denote xh as the set of average features from the hypercolumn
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layer, the label smoothness pairwise energy is defined as:
φh(yi, y j; xhi , x
h
j ) = exp
−‖xhi − xh‖22
σh
 . (6)
The hyperparameter σh is set as the median squared Euclidean distance between
features of all the connected regions.
2. Edge Penalty. The edge penalty favors neighbors to share a similar label if no
strong semantic edge separates the regions. This potential relies on the notion
that two given adjacent regions can be very different in color, but belonging to
the same semantic class. The information brought by learned boundaries aims at
compensating such situations, by bringing new bottom-up evidence about label
smoothness, this time accounting for local geometric features. We define this
potential as:
φg(yi, y j; xgi , x
g
j ) = exp
−θ(xgi , xgj )σg
 , (7)
where θ(xgi , x
g
j ) is the UCM score on the separating edge across two neighboring
regions. As for the label smoothness potential, σg is set as the median UCM
score across neighbors.
3. Spatial distance. This potential considers spatial distances between region cen-
troids. Leaf regions can be of different size. Usually, small regions whose cen-
troids are close to each other tend to belong to the same class, while large regions
with far apart centroids tend to belong to different classes. This potential scales
the energy with respect to the spatial distance across regions, forcing smoothing
to be stronger for close-by regions and softer for regions with far apart centroids.
Its effect is to avoid having small isolated regions, independently on color or
edge strength. This potential is defined as:
φc(yi, y j; xci , x
c
j) = exp
−‖xci − xci ‖22
σc
 , (8)
4. Elevation difference. This potential relies on the assumption that regions belong-
ing to the same object will share similar elevation range:
φe(yi, y j; xei , x
e
j) = exp
(−|xei − xei |1
σc
)
, (9)
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where σe is the median of the absolute difference (denoted as the |· | in the numer-
ator). This potential is actually independent from the actual absolute elevation
xe, since only relative local differences are considered. Also, note that the label
smoothness potential already contains elevation information, where global region
similarity is evaluated by considering the whole hypercolumn stack. Neverthe-
less, we opted for making such information more explicit by adding a dedicated,
independently weighted potential.
Summing up all of the above, the final total pairwise potential φ(yi, y j; xi, x j) is
given by the weighted sum of each independent potential, as:
φ(yi, y j; xi, x j) = λhφh(yi, y j; xhi , x
h
j ) + λgφ
g(yi, y j; xgi , x
g
j )
+ λcφ
c(yi, y j; xci , x
c
j) + λeφ
e(yi, y j; xei , x
e
j) (10)
Global label compatibility - µ(yi, y j). To complete Eq. (4), and to employ a more in-
formative model that the standard Potts, we weigh the sum of the pairwise potentials of
Eq. (10) by a co-occurrence score, biasing labels association depending on the pairwise
co-occurrence probability observed in training data. This statistic carries important in-
formation about the spatial organization of classes and conveys semantic ordering into
the model. For instance, it is very likely to have cars and streets spatially co-occurring,
while it is improbable to have many cars being direct neighbors of water regions.
We estimate this statistic by decomposing the ground truth of the training images
into superpixels (corresponding to the lowest level of the segmentation tree) and simply
counting co-occurrences of labels for adjacent regions. As superpixels, we use the
leaves in the segmentation tree described in Section 3.2.
Although estimating such statistic on segmented training images, overfitting is not
an issue, as we only retrieve counts to parametrize a metric with a number of parameters
equal to C2 −C, for C classes. We do not employ directly the joint probability p(yi, y j)
but we count conditionally and then average to obtain a symmetric measure p(yi|y j).
Our final label compatibility is given by the negative log-likelihood of this frequency:
µ(yi, y j) = − log
(
1
2
(
p(y j|yi) + p(yi|y j)
))
. (11)
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Figure 3: Example of compatibility label matrix between the classes of the Zeebrugges dataset (the class
IDs are given in Section 4.2). Red cells denote co-occurrence of classes never observed in training, such as
class pairs 7 (“Boats”) and 4 (“low vegetation”), 5 (“buildings”), 6 (“trees”) and 8 (“cars”). On the contrary,
lighter colors denote more likely combinations, such as 1 (“impervious surfaces”) and 8 (“cars”).
An example matrix for one of the dataset used in the experiments (Zeebrugges) is
illustrated in Figure 3. Note that we force a null diagonal to enforce label smoothness.
3.4. Inference in the Pylon model
The Pylon model has been developed to perform semantic segmentation by jointly
inferring regions extent and labels issued from a tree representation. The model im-
poses two main constraints on the segmentation: first, a single non-zero label must be
assigned to every pixel, what Lempitsky et al. (2011) call the completeness constraint.
It implies that only one labeled region from the tree can cover the pixel, while the other
regions defined over a specific location take the zero-label, i.e. inactive regions. This
second requirement is made explicit by the non-overlap constraint, encoding the fact
that overlapping regions cannot take non-zero labels. Both constraints are trivially met
for a flat CRF, but become crucial constraints when making inference over a hierarchy
of overlapping segments. We refer the interested reader to (Lempitsky et al., 2011) for
details about the reformulation of a CRF into a Pylon model.
One of the most interesting aspects of the pylon model is that inference can be
performed by graph-cuts, thus taking advantage of the global optimality for the two
classes case and of the efficiency. In our setting, we employ α-expansion to perform
inference with multiple classes. The Pylon models reformulates inference as a lin-
ear program leading to a pseudo-boolean optimization, which can be solved by the
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quadratic pseudo-boolean optimization (QPBO) Rother et al. (2007).
4. Data and experimental setup
4.1. Vaihingen benchmark
The Vaihingen dataset is a dataset provided by the International Society for Pho-
togrammetry and Remote Sensing (ISPRS), working group II/4, in the framework of a
“2D semantic labeling contest” benchmark. 1.
The dataset is composed of 33 orthorectified image tiles acquired by a near infrared
(NIR) - green (G) - red (R) aerial camera, over the town of Vaihingen (Germany).
Images are accompanied by a digital surface model (DSM) representing absolute height
of pixels. Gerke (2015) released a normalized DSM, which represents the pixels height
relative to the elevation of the nearest ground surface. We use this normalized DSM
(nDSM) as an additional input to the hypercolumn layer.
The average size of the tiles is 2′494 × 2′064 pixels with a spatial resolution of
9 cm. 16 out of the 33 tiles are fully annotated at pixel level and openly distributed to
participants. In our experiments, we use 11 out of the 16 fully annotated image tiles
for training (and hyperparameter selection), while the remaining ones (tile ID 11, 15,
28, 30, 34) for validation, as in Sherrah (2016); Volpi and Tuia (2017); Maggiori et al.
(2017). The ground truths maps for the remaining tiles are undisclosed and used to
evaluate the accuracy of submissions on an evaluation server run by the organizers.
The semantic segmentation task involves the discrimination of 6 land-cover / land-
use classification classes: “impervious surfaces” (IS) (roads, concrete surfaces), “build-
ings” (BU), “low vegetation” (LV), “trees” (TR), “cars” (CA) and a class of “clutter”
(CL) representing uncategorizable land covers. For this problem, classes are highly im-
balanced: classes “buildings” and “impervious surfaces” cover 50% of the data, while
“car” and “clutter”only for 2% of the total labels. Note that in our experiments, follow-
ing the evaluation practice, we do not predict the class “clutter”. For the color coding
of this dataset, we refer to Table 1.
1http://www2.isprs.org/commissions/comm3/wg4/semantic-labeling.html
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4.2. Zeebrugges benchmark
This benchmark has been provided as part of the IEEE GRSS Data Fusion Contest
in 2015 (Campos-Taberner et al., 2016) 2.
This dataset is composed of seven tiles of size 10′000 × 10′000 pixels. Single
images have a spatial-resolution of 5 cm, which we downgrade to 10 cm for compu-
tational efficiency (in our past research (Marcos et al., in press) such downgrade did
not lead to losses in performances after final upsampling of the predictions for eval-
uation). The images span RGB channels only. Five of the seven images are released
with labels (Lagrange et al., 2015) and used for training and hyperparamter selection,
while the remaining two are undisclosed for evaluating the generalization accuracy on
an evaluation server, according to the challenge guidelines. Intuitively, the absence of
a near infrared channel makes this dataset very challenging, even after resampling. The
Zeebrugges dataset also comes with a LIDAR point cloud, that we transformed into a
DSM by gridding and averaging the point cloud. As the area is relatively flat, there
is no apparent need to normalize the DSM to relative heights. We include the DSM,
together with the RGB images, at the hypercolumn layer.
This problem involves 8 classes (Campos-Taberner et al., 2016): the same six as in
the Vaihingen benchmark, plus a land-cover “water” (WA) and a semantic class “boats”
(BO). The class “clutter” (CL) represents a group of visual concepts semantically more
uniform than in the Vaihingen benchmark. This class groups now mostly containers
and other man made structures found in the harbor area. The classes distribution is
also very unbalanced: the “water” class (in Vaihingen it was part of the “clutter” class)
composes almost 30% of the annotated data, while while “cars” and “boats” labels
account for 1% of the total. The color coding is presented in 3.
4.3. Experimental Setup
CNN architecture. We first train the architecture presented in Section 3.1. To this
end, we employ the standard VGG-16 network (Simonyan and Zisserman, 2015), from
2http://www.grss-ieee.org/community/technical-committees/data-fusion/
2015-ieee-grss-data-fusion-contest/
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which we remove the last (5th) convolutional block and the fully connected layers.
Although the last layers could bring additional information, we argue that they are
too specialized on the ImageNet ILSVRC classes. The multi-task layers learned on
the hypercolumn stack have a similar purpose, which is to learn a high-level, task
specific, convolutional layers. To train the network, we scale the learning rate of the
pretrained VGG network to be 0.001 of the global learning rate and we increase the
weight decay by a factor 10. We set the learning rate to 10−2 for Vaihingen and 10−3
for Zeebrugges. For Vaihingen, we half its value every 100 epochs for a total of 300
epochs. The weight decay has been set to 0.01 for 50 epochs to avoid initial spiking
and then to 0.0005 for the rest. Inputs are 256×256 patches with a minibatch size of 16.
For Zeebrugges, we halve the learning rate after 200 epochs and train for another 200
epochs, with a constant weight decay of 0.0001. For Zeebrugges inputs are 500 × 500
sub-tiles, and the minibatch set to 4. For both cases, the loss is weighted by a inverse
frequency strategy, truncated when the inverse frequency is larger than 10. Note that
a small random subset of the training patches is used for model selection, on which
architectural choices and hyperparameters are selected. for both dataset, 10% of the
training patches are randomly held out at each run and used as a development set.
For the Vaihingen experiments, we learn 20-dimensional 3× 3 nonlinear mappings
from each VGG layer to the hypercolumn, with the exception of the last layer which is
only a 1 × 1, thus being a fully connected layer. For the Zeebrugges experiments, the
architecture is the same but we employ 15-dimensional transitional layers. We fixed the
kernel sizes to 3x3 and we selected the dimensionality of the activation based on the er-
ror on a small random held-out subset of the training set patches, after 50 epoch. Every
activation is upsampled at the original input size by using bilinear interpolation, after
learning the layer specific convolutional mapping. We did not experiment with learned
upsampling and other complex interpolation strategies. This line of works could be an
interesting extension in the future. We add two parallel 3 × 3 layers, mapping from
the hypercolumn stack to a 25-dimensional activation space, followed by a fully con-
nected layer for each branch with the same dimensionality. One branch densely maps
to semantic classes, while the other scores densely the semantic boundaries.
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Semantic boundary ground truths. Our system is based on a two-tasks hypercolumn
network, optimizing one loss on the semantic segmentation task (Eq. (2)) and a second
one on the semantic boundaries extraction task (Eq. (3)). If the ground truth for the
semantic segmentation task is a classical ground truth as the one provided in the two
datasets used in this work (for an example in the Vaihingen dataset, see Figure 5(b)),
building a ground truth to learn the semantic boundaries is less straightforward: to do
so, we extracted all the binary semantic boundaries from the ground truth (e.g. between
buildings and the rest, between cars and the rest) and used them as boundary classes
(see Figure 7 for an example of predictions reflecting this scheme). It is built so that
only 1 pixel thick line of pixels at the internal part of the object are considered as edges,
which means that two ground truth edges never overlap and always lie one next to each
other. Globally, for the employed datasets, this means 5 GT for the Vaihingen and 8
GT for the Zeebrugges datasets.
Inputs. As the input to VGG has to be three-dimensional, we input the nDSM only
at the hypercolumn layer. We believe this strategy is more natural: first, as the VGG
network is specialized in extracting visual concepts from natural images, we let the
pretrained network to work only on the optical domain, by allowing some adjustment
brought by fine tuning. This avoids an unnatural stack of elevation and visual infor-
mation directly at the input layer, or even more artificial 3-dimensional inputs such as
grayscale stacks. Although many works underline that non-standard input spaces still
perform well, e.g. (Marmanis et al., 2018; Sherrah, 2016), we prefer to use nDSM
as a feature and not as a visual input. Secondly, by following the hypercolumn phi-
losophy, VGG can be seen as a feature extractor and only after we learn a “second”
convolutional neural network performing segmentation. Summing up, at the hypercol-
umn layer we concatenate i) elevation information, ii) the original input image and iii)
the activations learned from the VGG. Studying the effects of concatenating features
learned by specific networks at the hypercolumn stack could be another interesting line
of future research. In this work, we rely on ideas presented in (Maggiori et al., 2017;
Marcos et al., in press) where networks perform first feature extraction and, from the
hypercolumn, learn semantic segmentation. Following these intuitions, we let the net-
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work learn to combine features, from both the network activation and the visual and
elevation input domains.
CRF and Pylon. We tune the hyperparameters of the segmentation tree and of the
CRF using a random subset of the training patches. Note that this step follows the
CNN training and the computation of the superpixels. Specifically, once the CNN
is trained, we estimate superpixels based on (Dollar and Zitnick, 2013), which links
predicted edge strength with color cues. Then, we estimate the UCM by the approach
and toolbox of (Arbelaez et al., 2011). To generate the segmentation tree, we estimate
the hyperparameters of the dissimilarity metric presented in Section 3.2 by measuring
on training images how the generated regions match their median label at different
levels of the tree. We also adjusted some hyperparameters controlling the region size
and edge-versus-color regularization.
Regarding the CRF potentials, we learn co-occurrence scaling (·µ(yi, y j) in Eq. (11))
by counting first order interactions among the labels observed at the superpixels (leaf)
level in the training set. We simply count frequencies of classes appearing on two
neighboring superpixels over all the available training images. We assume that this
distribution is the same as the one of test images, which is often true. The other pa-
rameters of the CRF are tested by measuring the segmentation accuracy on the random
validation subset of patches from the training set.
5. Results
Baselines. We compare the proposed segmentation pipeline to different baselines. The
first, named Unary PX, evaluates the segmentation accuracy as given by the pixelwise
prediction from the CNN. The second is named Unary SP and reports the accuracy of
superpixels labeling. Pixel-based likelihoods are averaged for each superpixel and the
maximum-a-posteriori for each region provides the final labels. Note that superpixels
represent the lowest level of the segmentation tree and these are produced by aggre-
gating edge predictions for each class and performing a watershed oversegmentation
(Dollar and Zitnick, 2013). The third and fourth baselines exploit a CRF on top of the
Unary SP aggregation. The first CRF model CRF Color – implements a standard CRF,
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using a contrast sensitive potential applying Eq. (6) and using pairwise co-occurrences.
This implement as simple yet effective baseline. The second CRF uses all the potentials
described in the paragraph “interaction terms” in Sec. 3.3, in a flat graph structure. We
name it CRF Flat. Finally, the method making use of the segmentation tree is named
CRF Tree. The aim of these comparison is to show the improvement brought by every
module in the pipeline.
Accuracy metrics. We report the overall accuracy (OA, total number of correctly pre-
dicted pixels over total number of labeled pixels), the average accuracy (AA, or recall,
fraction of correctly retrieved pixels for each class, averaged) and the F1-score (F1, ge-
ometric mean between precision and recall, averaged for each class). These measures
show global accuracy independently of class size (OA), global accuracy by consider-
ing all classes equally important (AA) and global accuracy by considering over- and
under-predictions for each class (F1). We also report the per-class F1 score for the
teste baselines and proposed pipeline. Finally, we shortly report and discuss results
from other papers working on the same datasets.
Furthermore, we measure the accuracy of the predicted semantic edges by plotting
ROC curves and comparing the area under the curve (AUC). To do so, we use the raw
edge likelihood as provided by the network, after a step of non-maximum suppression.
We use two different edge ground truths for the evaluation: the first one has a 1-pixel
edge line, while the second a 3-pixel width one. Although the network has been trained
with the former one (also see Figure 7), we evaluate also with the latter, which is
more permissive. We do that because the ground truths for both datasets have been
manually generated by photointerpretation and are thus far from being accurate on
objects borders, a fact also worsened by orthorectification artifacts.
5.1. Vaihingen
Table 1 shows numerical results obtained on the Vaihingen validation set. The pro-
posed pipeline achieves the best overall accuracy and best F1 score compared to com-
petitors. Unary PX and Unary SP show slightly better AA (+0.59 and +0.07, respec-
tively) thanks to an inferior oversmoothing of small classes. The F1 scores indicate that
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Color code
Model IS BU LV TR CA OA AA F1
Unary PX 85.36 90.97 72.05 84.19 69.70 83.38 82.75 80.45
Unary SP 86.57 91.68 73.23 84.83 71.00 84.33 82.33 81.46
CRF Color 86.10 91.41 72.43 83.18 71.54 83.55 80.68 80.93
CRF Flat 85.72 91.48 72.21 82.83 71.76 83.31 80.01 80.80
CRF Tree 86.80 91.85 73.80 84.57 73.82 84.50 82.16 82.17
Table 1: Semantic segmentation accuracies on the Vaihingen validation set. F1 scores evaluate per-class
accuracy. Bold denotes best results. Models not employing CRF tend to provide more accurate segmentation
of small classes (e.g. cars), as indicated by the highest AA. CRF-based methods helps in balancing errors on
both small and large classes, achievingbest average F1 scores.
AUC 1px AUC 3px
Class IS BU LV TR CA Mean
AUC 1px 83.53 85.53 82.59 84.37 97.64 86.73
AUC 3px 86.58 90.80 85.10 87.17 98.23 89.58
Figure 4: Average per-class ROC curves (across validation images) and average per-class AUC on the Vai-
hingen validation set. Prediction of the 1-pixel wide edges is a challenging problem. 3-pixel wide edges are
much more accurate, in particular for spatially smooth classes. The creation of the UCM allows to cope with
blurred predictions.
CRF Flat and CRF Tree achieve more balanced average precision and average recall
scores. Combining this observation with the fact that CRFs tend to oversmooth small
classes (mostly “car”) with the F1 scores, it seems that Unary methods also tend to
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Figure 5: Examples of semantic segmentation on zoom of a validation image. (a) original image, (b) ground
truth, (c) Superpixels, (d) Unary PX, (e) Unary SP, (f) CRF Color, (g) CRF Flat, (h) CRF Tree. Oversmooth-
ing on cars (purple) is visible. However, larger and smoother structures are better delineated. (Note: in this
preprint we had to decrease the graphics resolution. For full resolution, please refer to the published
version, or contact the authors)
overpredict them, making CRF Tree achieve more balanced segmentations, i.e. better
F1 scores.
Figure 5 details some examples of semantic segmentation results. It only focuses
on a detail of a validation map (ID 28, upper left corner). Figure 5(c) shows the com-
mon superpixel representation obtained by the edge pooling step, which is then used to
group probabilities from Unary PX into Unary SP maps (Figure 5(d) and Figure 5(e),
respectively). Spatially pooling predictions in superpixels remove spurious noise and
spatially smoothes class labels, as expected, which is reflected by improved or wors-
ened class-specific accuracies, depending on the degree of smoothing beneficial to such
class. Even without explicitly modeling context, maps are highly improved visually. As
superpixels are generated accordingly to learned semantic boundaries, spatial pooling
respects actual class borders more rather than pure color homogeneity of superpixels,
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as commonly implemented.
Maps generated by CRF models (Figure 5(f)-(h)) tend to switch labels for regions
which are ambiguously assigned to a class. We typically observe improved segmen-
tation across objects edges, where the Unary PX model provides spatially inhomoge-
neous labelings. These improvements are expected when modeling context and spatial
smoothness by a CRF. The CRF Tree model (Figure 5(h) finds a good compromise be-
tween the oversmoothing offered by the CRF Color (Figure 5(f)) and the preservation
of detail given by Unary SP Figure 5(e). CRF Flat seems to perform in between the
two, as one would expect.
Prediction of semantic edges is accurate overall, with the tendency of being more
accurate for well-defined objects (cars, buildings, trees) rather than for amorphous
classes. The increase in the AUC scores from 1 pixel (1px) to 3 pixels (3px) indi-
cates that (assuming the ground truths are precise enough) the prediction is dilated for
classes that have mostly ambiguous boundaries, complex shape or wide and smooth
transitions between colors and labels.
Table 2 shows comparison to state-of-the-art approaches. We list approaches cov-
ering different families of architectures, which in turn also provide very diverse accu-
racies. The best performing strategies rely on ensembling of the prediction of multiple
networks, while very deep and complex segmentation approaches do improve the re-
sults, but not significantly over fully convolutional networks and standard SegNets.
Our approach compares similarly to other standard fully convolutional networks. Dif-
ferences are mostly visual, where our approach provides an improved spatial regular-
ization at the cost of some oversmoothing. However, the main trunk we use (VGG) can
replaced by any modern architecture in a straightforward way, and lead to improved
performances without any modification to the method itself.
5.2. Zeebrugges
The results on the Zeebrugges dataset in Table 3 reflect similar observations, with
CRF Color performing slightly better on average. CRF Tree and CRF Flat provide
the highest OA. In terms of AA, Unary SP still provides best numbers, since it avoids
oversmoothing. However, in terms of balance between commission and omission errors
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AUC 1px AUC 3px
Class IS WA CL LV BU TR BO CA Mean
AUC 1px 65.15 33.60 81.75 67.90 66.66 62.96 82.41 89.63 68.76
AUC 3px 77.67 64.50 87.80 79.05 78.60 75.78 89.75 94.64 80.97
Figure 6: Average per-class ROC curves and average per-class AUC on the Zeebrugges test set. Edge
probabilities are less sharp than the Vaihingen ones (see sharp increase for the large false-positive rates),
suggesting that the problem might be harder. This is also supported by the larger gap between 1- and 3-px
predictions.
Figure 7: Example of semantic boundary detection on a test image zoom-in. (a) original image, (b) pre-
dicted edges, (c) superpixels, (d) UCM, (e) estimated class likelihoods. (Note: in this preprint we had to
decrease the graphics resolution. For full resolution, please refer to the published version, or contact
the authors)
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Reference OA AA
(Marmanis et al., 2018), boundary, single scale 84.8 -
(Marmanis et al., 2018), no boundary, ensemble 85.5 -
(Marmanis et al., 2018), full model 89.8 -
(Marcos et al., in press), rotation equivariant network 87.5 83.9
(Volpi and Tuia, 2017), SegNet 87.8 81.3
(Audebert et al., 2018), SegNet 89.4 -
Tang, W. (Abbrev.: WUH W3) †, ResNet-101, a`-trous conv. 89.7 -
Li, H. (Abbrev.: CAS L1)†, PSPNet 85.7 -
Sun, Y. (Abbrev.: HUSTW5)‡ Ensemble of Deconv. Net and U-Net 91.6
Ours 84.50 82.16
Marcos et al. (in press), baseline 87.4 78.2
Table 2: Comparison to state-of-the-art approaches from the literature on the ISPRS Vaihingen dataset.
† and ‡ are taken from the ISPRS Vaihingen challenge website ranking (http://www2.isprs.org/
commissions/comm2/wg4/vaihingen-2d-semantic-labeling-contest.html) as representative of
recent computer vision methods, and ‡ is the current best performing method on the challenge, as per May
8, 2018. (Marcos et al., in press) baselines denotes a CNN with a number of parameters close to our VGG-
derived trunk.
Color code
Model IS WA CL LV BU TR BO CA OA AA F1
Unary PX 80.98 98.62 61.41 80.31 80.60 57.71 57.77 78.12 84.51 74.47 74.44
Unary SP 82.48 98.88 66.06 80.99 82.10 59.24 62.47 77.47 85.54 75.81 76.21
CRF Color 83.08 98.97 67.55 81.47 82.82 56.43 63.78 72.53 85.89 74.52 75.83
CRF Flat 83.94 98.81 67.24 80.88 84.48 48.01 60.51 72.03 86.00 71.24 74.49
CRF Tree 83.15 98.94 68.12 81.21 83.44 58.34 65.65 76.96 86.05 75.09 76.98
Table 3: Semantic segmentation accuracies on the Vaihingen validation set. F1 scores evaluate per-class
accuracy. Bold denotes the best results. Models not employing CRF do not oversmooth spatially small
classes (e.g. cars) by a large margin, while CRF helps in removing errors in spatially smooth structures.
CRF Tree finds a good balance between these solutions.
(F1 score), CRF Tree outperforms all competitors, +0.77 F1 points.
Figure 7 presents a detail of the results obtained on one of the two test images.
In Figure 7(b), we show edge likelihoods for three classes in a RGB composition:
“impervious surfaces”, “buildings” and “cars”. On screen, the edges overlap: while the
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contour color for “impervious surfaces” is red, buildings are almost always contoured
also by the aforementioned class, making their contour yellow (red and green). For the
same reason, cars appear in purple, a composition of red and blue. Note that a given
pixel can have high likelihood for more than one semantic boundary class.
It is interesting to note that the class “buildings” shows high internal variability,
since the class is cluttered with edges and boundaries that are similar to actual semantic
boundaries. Superpixels shown in Figure 7(c) are obtained by employing predicted
edges into a watershed transform. It clearly appears that the semantic edges are more
exactly followed than other boundaries, making the Unary PX pooling into Unary
SP more accurate. Merging predicted edges likelihoods and superpixels edges into
the UCM map (Figure 7(d)) has the effect of thinning the predicted likelihoods and
making them form a segmentation tree for each class. Figure 7(e) shows the raw class
likelihoods (Unary PX) the network predicts for the same area. The more saturate the
color is, the more confident is the prediction.
Figure 8 shows full predictions maps for the Zeebrugges test tile representing the
town center. Different smoothing levels can be appreciated in particular in large se-
mantically homogeneous regions and around object borders.
Contrarily to the Vaihingen dataset, 1px edges are not predicted well, overall. This
is due to to mostly imprecise delineation of the ground truth. Although the CNN is able
to learn where in a given field-of-view an edge should likely appear, at test time this re-
sults in rather smooth and fuzzy edges. Also, the variance of flat uniform surfaces (e.g.
“Water”) makes the prediction of actual semantic boundaries fuzzy, an effect quantified
by the large gap between 1px and 3px AUC. As for the Vaihingen benchmark, classes
with relatively straight and sharp boundaries (such as “clutter”, “boats” or “cars”) are
the ones delineated best. Figure 9 shows image-scale predictions of semantic edges,
for each class independently.
Table 4 shows a comparison to available state-of-the-art results on the Zeebrugges
dataset. Other approaches rely on relatively standard architectures and schemes, which
are outperformed by our regularization scheme. The only notable exception is the cur-
rent leader of the challenge (RIT1), but no details about the method used are currently
reported. However, we note that this dataset has received less attention than the Vai-
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Reference OA AA
(Campos-Taberner et al., 2016), VGG/SVM 76.6 -
(Campos-Taberner et al., 2016), AlexNet 83.3 -
(Marcos et al., in press), rotation equivariant network 82.6 75.3
RIT1‡, [method not reported] 87.9 -
Ours 86.0 75.1
Table 4: Comparison to state-of-the-art results on the Zeebrugges challenge dataset. ‡ is the current best
performing method on the challenge leaderboard, as per May 8, 2018.
hingen benchmark.
6. Discussion
The basic Unary PX and Unary SP perform really well in terms of AA. The reason
is that they do not tend to oversmooth predictions and, even when Unary SP does, it
oversmooths only locally in the extent of the superpixels. Since the shape of superpix-
els directly follows semantic boundaries in the images, average class-likelihoods in re-
gions tend to be positively correlated with the actual label, filtering out spurious noise.
Overmoothing concerns mostly spatially small classes, where CRFs tend to favor the
class surrounding locally the smaller ones, missing some pixels of such objects. How-
ever, modeling spatial interactions allows to remove erroneous localizations, which is
reflected by better F1 scores. For instance, accounting for relationships of class “cars”
to other classes in the output space, allows to remove erroneous occurrences, such as
mislabeling of car-like structures on top of buildings.
CRF are the best options. In the proposed pipeline and most baselines, CRFs are
not only smoothing schemes relating on local likelihoods and color distribution but
they take into account the spatial arrangement of classes (co-occurrences) together
with color, deep features, relative elevation and semantic edges between them. This
makes the smoothing scheme better reflect the prior information about the problem,
as well as the prior knowledge acquired from training data (or possibly unrelated an-
cillary sources, when available). In addition, exploiting a hierarchical representation
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of regions further helps in smoothing only selectively, where accommodated by the
energy minimization process.
The simultaneous prediction of semantic edges by the multi-task CNN seems accu-
rate, but obviously highly correlated to the quality (and availability) of a dense ground
truth used for learning. During training, the CNN seems robust to some errors in edge
localization: the translation invariance property of the VGG base trunk allows the hy-
percolumn to contain all the relevant information to compensate for systematic shifts
and biases in the ground truth. The differences between the 1px and 3px semantic
edge evaluations account for these effects. In any case, edge thinning and postpro-
cessing into superpixel edges allows for an accurate and informative UCM, impacting
positively the resulting segmentation tree and the semantic segmentation overall.
Furthermore, the presented pipeline allows to use any available CNN network as
the main trunk in the feature extraction network, providing the hypercolumn features.
We argue that more accurate networks would provide more expressive features, leading
to better segmentation quality overall. On another line, if the ground truth is limited,
other schemes such as the one presented in (Marcos et al., in press) can be adopted.
We posit that the presented architecture is generic and allows for data and problem
specific regularization, on top of an already trained network. If the data coming from
the domain specific problem (e.g. the Zeebrugges dataset) is not enough to train or
properly fine tune a very deep network, it might be enough to learn multi-task layers
modeling specific features of the problem with different sources of data, on top of the
available architectures trained on natural images.
It is worth mentioning that we did not spend significant amount of time in fine tun-
ing the CNN architecture and hyperparamters, nor the CRF potentials, so we assume
that further improvements can be obtained by extended hyperparameters and architec-
ture search.
7. Conclusions and future perspectives
We proposed a model fusing bottom-up hierarchical evidence about local appear-
ance and top-down prior information about local spatial organization and pairwise re-
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Figure 8: Example of semantic segmentation on a full Zeebrugges test image. (a) original image, (b) ground
truth∗, (c) Unary PX, (d) Unary SP, (e) CRF Color, (f) CRF Flat, (g) CRF Tree. Better viewed in the electronic
version. Overall, CRF offer smoother and maps which are easier to read. Unary-derived maps are much more
noisy and cluttered. ∗The ground truth has been screen-printed from (Lagrange et al., 2015) and color for the
“car” ground truth modified in a photo-editing software, resulting slightly blurred. (Note: in this preprint
we had to decrease the graphics resolution. For full resolution, please refer to the published version,
or contact the authors)
lationships between superpixels.
Regarding the first aspect, we showcased the possibility of learning the tasks of
dense semantic segmentation and semantic boundaries jointly, in an end-to-end way,
using a modified pretrained network. To do so, we extended a CNN formulation for
multi-task learning, relying on the hypercolumn architectures built around a truncated
pretrained VGG network. In our setting, we proposed to control the number of learn-
able parameters by forcing intermediate layers stacking into the hypercolumn to act
as information bottlenecks distilling information from the original VGG activations.
It results that the hypercolumn stack contains only the relevant information to solve
the tasks at hand, which we assume to be less complex than vision tasks such as the
ILSVRC ImageNet classification task. As the last convolutional block and the fully
connected layers of the original VGG network are not dropped, the size of the network
we adopted in this paper is still smaller that the full VGG. Further improvement might
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Figure 9: Per-class semantic edges on the same Zeebrugges image. Better viewed in the electronic version.
Overall, structures are well delineated indicating that learning semantic boundaries in overhead imagery
leads semantically coherent results (Note: in this preprint we had to decrease the graphics resolution.
For full resolution, please refer to the published version, or contact the authors).
be gained by employing other solutions in terms of modern CNN architectures.
Regarding the second aspect, we built a CRF model specifically tailored to segment
color and elevation information, with pairwise potentials accounting for the expected
aspects of both data sources. We also made use of statistics collected on the training
data to facilitate or to avoid specific class combinations. Thanks to the dense semantic
edge likelihood, we were able to translate this information first into superpixels and
then unto a segmentation tree by means of the UCM representation. We performed in-
ference by employing the Pylon model wrapping a graph-cut solver (QPBO). Both the
numerical accuracy and the overall readability of the maps were improved by injecting
prior knowledge about typical layout configurations.
Future research will explore how to further simplify the segmentation map while
preserving geometrical features, in order to achieve accurate vectorization and general-
ization without losing important details. It would be interesting to do so by specifying
a generalization level e.g. corresponding to probable cuts in the segmentation tree. An-
other interesting research direction would be to learn pairwise potentials used in this
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work directly from data, since some class combinations would require more or less
influence from specific potentials. This combination could be learned using structured
learning, similarly to (Volpi and Ferrari, 2015).
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