Introduction
The purpose of this paper is to compare the empirical merits of di¤erent approaches to modelling monetary policy within the context of a dynamic stochastic general equilibrium (DSGE) model. To this end we evaluate a New Keynesian small open economy model estimated on Norwegian data under alternative speci…cations of monetary policy. We believe the case of Norway to be of general interest. First, to our knowledge, Norges Bank is the only central bank that has stated publicly that it uses 'optimal' policy as a normative benchmark for monetary policy (see e.g., Holmsen et al. (2007) ). Second, since 2005 Norges Bank has published its own interest rate projections along with forecasts of other key macrovariables.
In most DSGE models, the central bank is assumed to set the interest rate according to a simple instrument rule (e.g., a Taylor rule). In addition to computational simplicity, one reason behind the popularity of this approach is that simple instrument rules have been shown to give a reasonable empirical description of actual monetary policy in many countries. Moreover, simple rules are perceived to be more robust in that they perform reasonably well in terms of welfare across models.
An alternative approach is to assume that monetary policy is conducted optimally.
By optimally, we mean that the central bank chooses the interest path that minimizes an intertemporal loss function. The optimal policy approach gives a more symmetric treatment of central bank and private sector behaviour and, moreover, allows the central bank to make e¢ cient use of all relevant information. As pointed out by Svensson (2003) , it seems somewhat odd to assume a priori that the central bank has a less sophisticated approach to optimization than the private agents. Finally, the optimizing framework appears to be more in line with the way monetary policy is actually conducted in most developed countries.
From an empirical point of view it is not obvious which of the two policy assumptions provides the most plausible account of the data. There are two opposing mechanisms at play. On the one hand, the optimal policy framework is more ‡exible than the simple instrument rule in the sense that the implied interest rate rule contains a larger set of variables than the simple instrument rule. However, this ‡exibility comes at the cost of introducing a new set of restrictions on the reduced form solution of the model, restrictions that could potentially be at odds with the data.
The estimated model is similar in size and structure to NEMO, the model that is used as the core model in the policy process in Norges Bank 1 , and thus constitutes a real world example of empirical interest. The model is estimated using Bayesian techniques on data for the Norwegian mainland economy over the period 1987Q1-2007Q4. We consider two di¤erent speci…cations of monetary policy: a simple instrument rule and optimal policy based on a loss function that is consistent with the monetary policy remit. The di¤erent speci…cations of the model are compared using both in-sample and out-of-sample measures of …t, where the latter exercise is based on recursive forecasts from 1998Q1 to 2007Q4. We 1 See Monetary Policy Report 3/07 (available at www.norges-bank.no).
stress the out-of-sample forecasting properties of the models for two reasons. First, model comparisons based on Bayesian measures of in-sample …t can be problematic (see e.g., Sims (2003) ). Second, and more importantly, forecasting is a key activity of an in ‡ation targeting central bank. Hence, in practical policy work, models are ultimately judged by their forecasting properties. In order to shed some light on the accuracy of the pure model projections, we also compare the model forecasts of the interest rate and in ‡ation to the o¢ cial forecasts actually published by Norges Bank from 2005Q4 onwards. 2 There exists a small, but increasing literature estimating New Keynesian models with optimal monetary policy. Dennis (2004) jointly estimates the parameters in the central bank's objective function and the parameters in the optimizing constraints in a New Keynesian model of the US economy, under the assumption that monetary policy is conducted optimally under discretion. In two recent papers Ilbas (2008a) and Ilbas (2008b) use a Bayesian approach to estimate the monetary policy preferences in New Keynesian closed-economy models for the euro area and the US assuming that the central bank minimises an intertemporal loss function under commitment. Adolfson et al. (2009) We supplement and add to their results by also considering the out-of-sample forecasting performance of the models.
Our …ndings can be summarised as follows. First, the in-sample …t of the model with optimal policy is superior to the model with a simple instrument rule. However, in terms of forecasting accuracy, which is our favoured measure of model …t, the models perform about equally well. Turning to the absolute performance, the estimated models signi…cantly overshoots both the actual outcomes and the o¢ cial Norges Bank forecasts for in ‡ation and the interest rate. This overshooting is more pronounced for the model with optimal policy than in the model with a simple instrument rule, re ‡ecting in part the fact that optimal policy is solved under the assumption of timeless commitment. Interestingly, the parameter estimates appear to be quite robust to the choice of monetary policy. Thus, it would be tempting to conclude that the model parameters in this sense are structural.
However, this would ignore the issue of misspeci…cation.
In the above exercise, we implicitly assume that, under each of the two approaches to modelling monetary policy, the resulting theoretical model provides an accurate probabilistic description of our data. This is obviously a strong assumption. Despite the recent progress in getting DSGE models to …t the data (see e.g., Smets & Wouters (2004 ), Edge et al. (2010 , Adolfson et al. (2007b) and Adolfson et al. (2007c) ), potential model misspeci…cation remains a key concern. As discussed in Del Negro & Schorfheide (2009) , the issue of model misspeci…cation in DSGE models can be approached in a number of ways.
The more practical approach, favoured by most central banks, is to account for model misspeci…cation by adding signi…cant amounts of judgment to the forecasts from their core models. In order to investigate the importance of model misspeci…cation, we employ the DSGE-VAR approach proposed by Del Negro & Schorfheide (2004) . In their framework, the DSGE model is used as a prior to inform the parameters of an unrestricted vector autoregression (VAR). The idea is to impose some of the structure from the theoretical model on the less dogmatic data representation provided by the VAR. The DSGE-VAR approach still produces estimates of the parameters in the DSGE model that can be compared to those obtained using the traditional full-information approach. In some sense, the DSGE-VAR captures the dichotomy between model and judgement in practical policy work. One of the questions we ask in this paper is to what extent accounting for misspeci…cation a¤ects the parameter estimates and the forecasts from the models.
In a related paper, Adjemian et al. (2008) use the DSGE-VAR framework to compare the in-sample …t of a closed economy DSGE model for the US economy when monetary policy is conducted optimally under commitment and when the central bank follows a Taylor-type rule. Recognising that in-sample model comparison within a Bayesian framework can be problematic, we extend their results by considering the out-of-sample forecasting performance of the two models. Our recursive estimation procedure has the added advantage that it allows us to investigate the stability of the parameters over time. Our paper also di¤ers from Adjemian et al. (2008) in that we assume the same set of stochastic disturbances in the two models, which makes the model comparison more transparent.
Based on the marginal data densities, we …nd that the data clearly favour the DSGE-VAR model with optimal policy. This runs contrary to the …ndings in Adjemian et al. (2008) . However, as in our benchmark case, the forecasting performance of the two DSGE-VAR models are almost identical. Interestingly, allowing for misspeci…cation brings the projected interest and in ‡ation paths from the DSGE-VARs much closer to both the actual outcomes and Norges Bank's o¢ cial interest rate forecasts. In this sense, the DSGE-VAR models can be said to better capture the judgment imposed by the policymakers.
The remainder of the paper is organized as follows. In section 2 we give a brief description of the DSGE model used in the empirical exercise. In section 3 we present the estimation strategy and the empirical results for the two speci…cations of the DSGE model.
In section 4 we discuss the results obtained when using the DSGE-VAR approach. Section 5 concludes the paper.
The DSGE model
The benchmark DSGE model used in the forecasting exercise is a medium-scale New Keynesian open economy model. The theoretical framework builds on the New Open Economy Macroeconomics (NOEM) literature (see e.g., Lane (2001) for a survey) as well as the closed economy models in e.g., Christiano et al. (2005) and Smets & Wouters (2003) , and is similar in structure to existing open-economy models such as the Global Economy Model (GEM) model at the International Monetary Fund and the model developed in Adolfson et al. (2007a) . 3 The economy has two production sectors. Firms in the intermediate goods sector produce di¤erentiated goods for sale in monopolistically competitive markets at home and 3 We refer to Brubakk et al. (2006) for a more thorough discussion of the model and literature references. abroad, using labour and capital as inputs. Firms in the perfectly competitive …nal goods sector combine domestically produced and imported intermediate goods into an aggregate good that can be used for private consumption, private investment and government spending. The household sector consists of a continuum of in…nitely-lived households that consume the …nal good, work and save in domestic and foreign bonds. The model incorporates real rigidities in the form of habit persistence in consumption, variable capacity utilisation of capital and investment adjustment costs, and nominal rigidities in the form of local currency price stickiness and nominal wage stickiness. The model is closed by assuming that domestic households pay a debt-elastic premium on the foreign interest rate when investing in foreign bonds. The model evolves around a balanced growth path as determined by a permanent technology shock. The …scal authority runs a balanced budget each period, and we consider two alternative speci…cations of monetary policy. The exogenous foreign variables are assumed to follow autoregressive processes.
Final goods sector The perfectly competitive …nal goods sector consists of a continuum of …nal good producers indexed by x 2 [0; 1] that aggregates composite domestic intermediate goods, Q, and imports, M , using a constant elasticity of substitution (CES) technology:
The degree of substitutability between the composite domestic and imported goods is determined by the parameter > 0, whereas (0 1) measures the steady-state share of domestic intermediates in the …nal good for the case where relative prices are equal to 1.
The composite good Q(x) is an index of di¤erentiated domestic intermediate goods,
produced by a continuum of …rms h 2 [0; 1]:
where the time-varying elasticity of substitution between domestic intermediates is captured by t and evolves according to:
where > 1 is the steady-state value.
Similarly, the composite imported good is a CES aggregate of di¤erentiated import goods indexed by f 2 [0; 1]:
where f > 1 is the steady-state elasticity of substitution between imported goods.
Intermediate goods sector Each intermediate goods …rm h is assumed to produce a di¤erentiated good T t (h) for sale in domestic and foreign markets using the following CES production function:
where 2 [0; 1] is the capital share and denotes the elasticity of substitution between labour and capital. The variables l t (h) and K t (h) denote, respectively, hours used and e¤ective capital of …rm h in period t. There are two exogenous shocks to productivity in the model: Z t refers to an exogenous permanent (level) technology process, which grows at the gross rate z t , whereas z L t denotes a temporary (stationary) shock to productivity (or labour utilization). The technology processes are modelled as
and
The variable K t (h) is de…ned as …rm h's capital stock that is chosen in period t and becomes productive in period t + 1. Firm h's e¤ ective capital in period t is related to the capital stock that was chosen in period t 1 by
where u t (h) is the endogenous rate of capital utilization. When adjusting the utilization rate the …rm incurs a cost of u t (h) units of …nal goods per unit of capital. The cost function is
where u 1 and u 2 are parameters determining the cost of deviating from the steady state utilization rate. The steady state utilization rate is normalized to one. 4 Firm h's law of motion for physical capital reads:
where 2 [0; 1] is the rate of depreciation and t (h) denotes capital adjustment costs.
The adjustment costs take the following form:
4 Note that u 1 is not a free parameter. It is set to ensure that the marginal cost of utilisation is equal to the rental rate of capital in steady-state.
where I t denotes investment and z I t is an investment shock 5 that evolves according to
The labour input is a CES aggregate of hours supplied by a continuum of in…nitely-lived households indexed by j 2 [0; 1]:
where t denotes the elasticity of substitution between di¤erent types of labour that evolves according to:
Firms sell their goods in markets characterised by monopolistic competition. International goods markets are segmented and …rms set prices in the local currency of the buyer.
An individual …rm h charges P Q t (h) in the home market and P M f t (h) abroad, where the latter is denoted in foreign currency. Nominal price stickiness is modelled by assuming that …rms face quadratic costs of adjusting prices,
in the domestic and foreign market, respectively and denotes the steady-state in ‡ation rate in the domestic economy. In every period cash- ‡ows are paid out to the households as dividends.
Firms choose hours, capital 6 , investment, the utilization rate and prices to maximize the present discounted value of cash- ‡ows, adjusted for the intangible cost of changing prices, taking into account the law of motion for capital, and demand both at home and abroad, T D t (h). The latter is given by:
Households The period utility function is additively separable in consumption and leisure. The lifetime expected utility of household j is:
where C denotes consumption, l is hours worked and is the discount factor 0 < < 1.
The consumption preference shock, z u t ; evolves according to
The current period utility functions for consumption and labour choices, u(C t (j)) and
where the degree of external habit persistence in consumption is governed by the parameter
[and the disutility of supplying labour is governed by the parameter > 0:] Each household is the monopolistic supplier of a di¤erentiated labour input and sets the nominal wage subject to the labour demand of intermediate goods …rms and subject to quadratic costs of adjustment, W :
where W t is the nominal wage rate.
The ‡ow budget constraint for household j is:
where S t is the nominal exchange rate, B t (j) and B f H;t (j) are household j's end of period t holdings of domestic and foreign bonds, respectively. Only the latter are traded internationally. The domestic short-term nominal interest rate is denoted by r t , and the nominal return on foreign bonds is r f t . The variable DIV includes all pro…ts from intermediate goods …rms and nominal wage adjustment costs, which are rebated in a lump-sum fashion.
Finally, home agents pay lump-sum (non-distortionary) net taxes, T AX t , denominated in home currency.
A …nancial intermediation cost, B f , is introduced to guarantee that aggregate net foreign assets follow a stationary process. This cost depends on the average net foreign asset position of the domestic economy. The intermediation cost takes the following form 7
where 0
B1
1 and B2 > 0: The exogenous 'risk premium', z B t , evolves according to
Government The government purchases …nal goods …nanced through a lump-sum tax. Real government spending (adjusted for productivity), g t G t =Z t ; is modelled as a …rst-order autoregressive process
where G t is real per capita government spending.
The central bank sets a short-term nominal interest rate, r t . We consider two alternative speci…cations of monetary policy. First, we assume that the behaviour of the central bank can be represented by a simple instrument rule. Speci…cally, the central bank sets the interest rate according to a rule which in its log-linearised version takes the form
where t is the aggregate in ‡ation rate, and rer t is the real exchange rate de…ned as
The parameter ! r 2 [0; 1i determines the degree of interest rate smoothing. Output (gdp t ) is measured in deviation from the stochastic productivity trend 8 , the remaining variables are in deviation from their steady-state levels.
The alternative assumption about monetary policy is that the central bank sets the interest rate to minimise the intertemporal loss function.
As argued by e.g., Holmsen et al. (2007) including this interest rate changes in the loss function is necessary in order to produce interest rate paths that do not look immediately unacceptable. Adolfson et al. (2009) also include an interest-rate smoothing term in their loss function. The central bank minimises the loss function subject to the log-linearised …rst-order conditions of the private sector and the exogenous shock processes.
For both speci…cations of monetary policy we assume that the interest rate that enters into the decisions of households and …rms, r t ; equals the interest rate set by the monetary policy authority, r t ; plus a shock, z r t , that is
where
This shock could be interpreted e.g., as variations in the banks interest rate margins or in the spread between the key policy rate and the short-term interest rate in the money market.
Note that we depart from the conventional set-up by excluding the monetary policy shock from the instrument rule. This re ‡ects the fact that there is no obvious equivalent to the monetary policy shock in the model with optimal policy. In order to make the model comparison as transparent as possible, we would like the two models to include the same number of stochastic shocks. Instead of taking out the monetary policy shock from the instrument rule model, we could of course have added some sort of 'monetary policy'shock to the optimal policy model (as in e.g., Adjemian et al. (2008) ). The problem, however, is that there is no unique way of doing this.
Foreign variables
The foreign variables that enter the model are the real marginal cost of foreign …rms, mc f t ; the output gap, y f t , the interest rate r f t and the in ‡ation rate f t . There are two shocks originating in the foreign economy. 9 Speci…cally, foreign marginal costs and the output gap in the foreign economy are assumed to follow …rst-order autoregressive processes ln mc
Model solution To solve the model we …rst transform the model into a stationary representation by detrending the relevant real variables by the permanent technology shock.
Next, we take a …rst-order approximation (in logs) of the equilibrium conditions around the steady-state. In the computation of the optimal policy we treat the model as exactly linear. Following the exposition in Juillard & Pelgrin (2007) , the equilibrium conditions of 9 As we have not included shocks to foreign in ‡ation or the interest rate in the model, we cannot separate the risk premium shock in the UIP condition from a foreign interest rate shock. Moreover, all movements in the real exchange rate will be attributed to shocks a¤ecting the nominal exchange rate or the domestic in ‡ation rate. the model can be written
where x t is a vector of endogenous variables, r t is the key policy rate and " t is the vector of white noise disturbances. Letting z t = h x 0 t r t i 0 we can rewrite the intertemporal loss
the Lagrangian of the optimal policy problem can be expressed as
or, alternatively, in matrix form, as
The …rst-order conditions can be written as
and h
with 0 = 0 and x 0 given. Inspection of equations (38) and (39) reveals that this is a linear rational expectations model expanded with di¤erence equations for the Lagrange multipliers that can be solved using standard techniques.
Notice that the optimal commitment rule involves treating the …rst period di¤erently from subsequent periods. When setting the interest rate in the …rst period, the policy maker takes the expectations of the private sector as given and is not constrained by any previous commitments. This is re ‡ected in the initial value of the Lagrange multiplier being zero. The optimal commitment policy is time-inconsistent; for all periods t > 0 the policy maker will have an incentive to deviate from the previously announced path and exploit the private sector expectations. To overcome this 'initial value'problem Woodford (1999) proposes instead that the policy maker behaves as if the commitment to the optimal policy was made far in the past. This approach is referred to as 'timeless perspective commitment'.
To compute optimal policy projections under commitment in a timeless perspective one In this paper we simply assume that monetary policy has been conducted optimally under commitment since the start of the estimation period and that the central bank never re-optimizes. The unobserved state variables, including the Lagrange multipliers, are initialized at zero which correspond to the steady-state values of the variables. When the e¤ect of the initial conditions have died out, the optimal commitment policy will coincide with the timelessly optimal policy. Following the suggestion in Ilbas (2008a), we also experimented with using a presample approach to initialise the multipliers. Our experience is that the estimation results are not much a¤ected by how we initialize the multipliers in the estimation.
Adopting the notation in Fernández-Villaverde et al. (2007) , the transition equations describing the model solution can be expressed in state-space form as
where Y t is a k 1 vector of variables observed by the econometrician. In the case of optimal commitment policies, the state vector Z t will contain the Lagrange multipliers associated with the behavioural equations of the private sector and the structural shock processes.
The matrices A; B; C and D are non-linear functions of the structural parameters in the DSGE model as represented by the vector . In this paper we focus on the case with an equal number of shocks and observable variables so that D is square and invertible.
In the DSGE-VAR approach, the …nite-order VAR approximation to the DSGE model plays a key role. Fernández-Villaverde et al. (2007) show that i¤ the eigenvalues of A BD 1 C are strictly less than one in modulus, Y t has an in…nite-order VAR representation
given by: 10
In general, a …nite-order VAR is not an exact representation of the linearised DSGE model.
Speci…cally, the …nite order VAR approximation will only be exact if all the endogenous state variables are observable and included in the VAR (see e.g., Ravenna (2007) ). The rate at which the autoregressive coe¢ cients converge to zero is determined by the largest eigenvalue of A BD 1 C. If this eigenvalue is close to unity, a low order VAR is likely to be a poor approximation to the in…nite-order VAR implied by the DSGE model.
Empirical results
This section documents the estimation results for the two DSGE models that di¤er only in their assumptions regarding monetary policy. First, we describe the data and the estimation method. Then we document estimation results based on the full sample, before we turn to the out-of-sample forecasting exercise.
1 0 If one or more of the eigenvalues of A BD 1 C are exactly equal to one in modulus, Yt does not have a VAR representation, i.e., the autoregressive coe¢ cients do not converge to zero as the number of lags tends to in…nity. Often, roots on the unit circle indicate that the observables have been overdi¤erenced. Fernandez-Villaverde et al (2007) refer to this as a 'benign borderline case'.
Data and estimation method
The model is estimated on quarterly, seasonally adjusted data for the Norwegian economy covering the period from 1987Q1 to 2007Q4. The sample period available for presample estimation is 1981Q4-1986Q4. The estimation is based on the following eleven variables: GDP, private consumption, business investment, exports, the real wage, the real exchange rate, overall in ‡ation, imported in ‡ation, the 3-month nominal money market rate, the overnight deposit rate (the policy rate) and hours worked. Since the model predicts that domestic GDP, consumption, investment, exports and the real wage are non-stationary, these variables are included in …rst di¤erences. We take the log of the real exchange rate and hours worked.
The data series relate to the mainland economy, that is, the total economy excluding the petroleum sector. The series for GDP, exports, consumption, business investment and hours worked are measured relative to the size of the working age population (16-74 yrs.). The real wage is measured as total wage income per hour divided by the private consumption de ‡ator. The quarterly series for growth in wage income per hour is obtained by taking a linear interpolation of the annual series from the national accounts. The nominal exchange rate is an e¤ective import-weighted exchange rate based on the bilateral exchange rates of the Norwegian krone versus 44 countries. Consumer price in ‡ation is measured as the total CPI adjusted for taxes and energy (CPI-ATE), and imported in ‡ation is measured as the in ‡ation rate for imported goods in the CPI-ATE. The money market rate is the 3 months e¤ective nominal money market rate (NIBOR). All the series are demeaned prior to estimation.
The choice of information set is based on data availability and on the perceived quality of the data series as well as a desire to obtain good estimates of the structural parameters in the DSGE model. 11 In general, the issue of parameter identi…cation points to including a large number of variables in the information set. 12 Within the context of a DSGE-VAR, however, the price of working with a large set of variables is that the size of the VAR becomes large relative to the sample size, resulting in imprecise estimates of the VAR parameters and wide forecast error bands. In particular, the VAR becomes much larger than what is typically used in standard forecasting applications. 13 We estimate the DSGE models from a Bayesian perspective. The estimation of the DSGE model is based on the state-space representation (40). The likelihood function is evaluated using the Kalman …lter and we use a Metropolis-Hastings (MH) algorithm to draw from the posterior distribution of the structural parameters starting from the posterior mode of the parameters computed in a …rst step. The full-sample results reported below are based on 3 million draws from the posterior distribution. In the forecasting experiment, the number of draws in each recursion is 100000. 14 1 1 E.g., due to perceived poor quality of the national accounts data, imports are not used as an observable variable.
1 2 See e.g., the discussion in Adolfson et al. (2007a) . 1 3 For example, a typical VAR for a small open economy contains a measure of real activity, in ‡ation, the exchange rate and the interest rate in addition to foreign variables. 1 4 The results are obtained using Dynare (see http://www.cepremap.cnrs.fr/dynare/) and our own Matlab
The shape, the mean and the standard deviation of the prior distributions for the estimated parameters are given in tables 3 and 4. Priors for the means are partly taken directly from other studies and partly chosen in order to provide shock responses that are consistent with our prior beliefs on the transmission mechanism of the Norwegian economy. Note that we apply the same priors independent of the choice of monetary policy. This is meant to re ‡ect the somewhat heroic assumption that these parameters are truly structural. Another way to choose the priors, would be to follow the approach of Del
Negro & Schorfheide (2008a). In our case, their approach would imply having di¤erent sets of priors for the structural parameters depending on the choice of monetary policy.
However, since we deal explicitly with the issue of misspeci…cation in the DSGE-VAR setup, it makes sense to assume that the priors on the structural parameters are independent of the policy assumptions.
Some of the parameters were …xed at the outset. This can be interpreted as a very strict prior, where all the probability mass is concentrated on a single value. The steadystate per capita growth rate z is calibrated to equal 2:25 per cent on an annualised basis.
Based on current estimates, 15 we assume a long-run annual real interest rate of 2:5 per cent.
Consistent with this, we set the discount factor to 0:9994. The quarterly depreciation rate of capital is set to 1:8 per cent, which is in line with the recent estimates from the national accounts. The steady-state elasticity of substitution between di¤erentiated intermediate goods, and is set to 6 corresponding to a price mark-up on marginal cost of 20 per cent. The home bias parameter, 16 , is set close to 0:65 to ensure a steady state import share of roughly 30 per cent, and the elasticity of substitution between capital and labour, , is set to 0:7, which yields a steady state wage income share of 0:6. The utilization cost parameter, u 2 ; is set to 0:38. Some parameters, such as the parameters related to investment costs,
I
1 and the adjustment cost parameter in export prices M f turned out to be di¢ cult to identify. Furthermore, it is not possible to identify both intermediation cost parameters B 1 and B 2 , using a …rst order approximation of the model. We therefore set Table 1 reports measures of the in-sample …t of the DSGE model for alternative assumptions about the conduct of monetary policy. The marginal data density is measured using the modi…ed harmonic mean estimator proposed by Geweke (1999) . A key result is that the model with a simple instrument rule is clearly dominated by the model with optimal policy in terms of in-sample …t. Hence, the implicit rule following from the assumption of optimal monetary policy appears to give a more accurate description of the way monetary policy was conducted over the sample period than does a simple instrument rule. However, this result depends to a large extent on the symmetric treatment of the shock processes in the codes for estimating of DSGE models with optimal policy under commitment and forecasting with a DSGE-VAR. 1 5 See Norges Bank's In ‡ation Report 2/06. 1 6 This parameter represents the share of domestic intermediates in the …nal goods aggregate that would prevail in the hypothetical case where the prices on domestic and imported goods were equal. two models. Including a policy shock in the simple rule brings the marginal data density much closer to the model with optimal policy. Adolfson et al. (2009) also make the point that the ranking of the models in terms of in-sample …t will depend on whether one or both of the models include a monetary policy shock. E.g., they …nd that when the instrument rule includes a monetary policy shock, but the model with optimal policy does not, the model with a simple instrument rule gives a better …t. Note, however, that the instrument rule considered in Adolfson et al. (2009) is somewhat more ‡exible than the instrument rule considered in this paper; in addition to the level variables, it includes both the change in in ‡ation and in the growth rate of GDP.
Full-sample estimation results
Turning to the parameter estimates, table 2 reports the estimates of the monetary policy preferences from the DSGE model. The estimates imply a high relative weight on interest rate changes in the loss function. The posterior estimates of the remaining parameters are reported in tables 3 and 4. Comparing the DSGE models, the parameter estimates do not seem to be signi…cantly in ‡uenced by the choice of monetary policy, consistent with the …nding in Adolfson et al. (2009) . This conclusion is supported by the impulse responses of the estimated shocks, which appear fairly similar. However, there is one notable exception to this conclusion. The stickiness of domestic good prices is estimated to be signi…cantly higher in the model employing a simple instrument rule. As we shall see in the next section, this could potentially explain the di¤erences in the forecasting properties of the two models, in particular with respect to in ‡ation and the interest rate.
Forecast comparison
The forecast experiment is constructed as follows. We estimate each model on a sample period ending 1998Q4 and compute forecasts for horizons of one up to twelve quarters.
We then extend the sample by one quarter, demean the data, re-estimate the models and compute new forecasts. The implicit steady-states of the variables are allowed to vary over time; we demean the data prior to estimation in each recursion. This exercise is repeated until the end of the sample. All the parameters in the DSGE model are re-estimated in each recursion. The forecasts are based on 100000 MH draws starting from the posterior mean of the previous recursion.
We measure forecasting accuracy by univariate root mean squared forecast error (RMSE).
The point forecasts used to calculate the RMSEs are the posterior means of the forecast draws. Following Adolfson et al. (2007c) we also compute a measure of multivariate forecast accuracy, namely the trace of the mean squared forecast error (MSE) matrix for horizon h. The MSE matrix is denoted M (h) and is de…ned as
where N h is the number of forecasts and M is a diagonal matrix with the sample variances of the variables as diagonal elements. For the variables that enter the model in growth rates, we follow Del Negro et al. (2007a) and report the RMSE for the cumulative changes in the variables. Figure 1 plots the univariate RMSEs from the DSGE model under the di¤erent assumptions about monetary policy. The ranking of the models is less clear than was the case when using measures of in-sample …t based on the full sample. In terms of forecasting accuracy the models perform about equally well. The model with optimal policy produces more accurate forecasts of the growth rates of GDP, consumption and investment, whereas the model with a simple instrument rule produces more accurate forecasts of the in ‡ation and interest rates. We conjecture that one reason why the model with a simple instrument rule produces more accurate forecasts of in ‡ation and interest rates is that price stickiness parameter is estimated to be higher in this version of the model, giving rise to weaker equilibrium-correction, which is an inherent feature of both interest rates and in ‡ation over the out-of-sample period.
As a next step we compare the model projections of in ‡ation and the interest rate with the o¢ cial Norges Bank projections. The exercise is somewhat restricted by the fact that o¢ cial forecasts are only available from 2005 onwards, and the fact that forecasts are published only three times per year, however, we still believe that it provides some interesting insights. Figure 4 shows the DSGE forecasts and the o¢ cial forecasts for each quarter in the period 2005q3-2008q2. 17 As is evident from the …gures, both versions of the DSGE model consistently predict a sharper increase in interest rates than the o¢ cial forecasts. This is especially true for the model assuming optimal policy. Furthermore, we observe that Norges Banks o¢ cial forecasts are more in line with the actual interest path.
However, in contrast to the DSGE models, there seems to be a slight tendency for the Norges Bank forecast to under-predict the actual interest path. The di¤erences between the model forecasts and the o¢ cial Norges Bank forecasts re ‡ect to some extent the use of judgment and o¤-model considerations in arriving at the …nal projections. This can be interpreted as an attempt to correct for model misspeci…cation.
Acknowledging model misspeci…cation
In the above exercise, we implicitly assume that, under each of the two approaches to modelling monetary policy, the resulting theoretical model provides an accurate probabilistic description of our data. In this section, we assess the robustness of our results to model misspeci…cation using the DSGE-VAR approach proposed by Del Negro & Schorfheide (2004) . The DSGE-VAR approach allows us to relax the tight cross-equation restrictions implied by the DSGE model for the parameters in a VAR. The DSGE-VAR approach also produces estimates of the parameters in the DSGE model that can be compared to those obtained using the traditional full-information approach.
The DSGE-VAR approach
As alluded to in the introduction, the basic idea of the DSGE-VAR approach is to use the DSGE model to construct prior distributions for the VAR. The starting point for the estimation is an unrestricted VAR of order p
where Y t is an n 1 vector of observables, 0 is an n 1 vector of constant terms, i are n n matrices of autoregressive parameters i = 1; : : : ; p and u t N (0; u ): If we let the vector of regressors in the VAR be denoted x t = [1; y t 1 ; y t 2 ; : : : ; y t p ], the VAR can be written compactly as
where Y is T n with rows y 0 t , X is T (1 + np) with rows x 0 t , U is T n with rows u 0 
The prior distribution for the VAR parameters proposed by Del Negro & Schorfheide (2004) is based on the VAR approximation to the DSGE model. Let xx ; yy ; xy and yx be the theoretical second-order moments of the variables in Y and X implied by the DSGE model.
can be interpreted as the probability limits of the coe¢ cients in a VAR estimated on arti…cial observations generated by the DSGE model. Conditional on the vector of structural parameters in the DSGE model , the prior distribution for the VAR parameters p( ; u j );
is of the Inverted-Wishart (IW) -Normal (N ) form
where k = 1+np. The tightness of the prior distribution is governed by the hyperparameter 2 [0; 1]. This hyperparameter can be loosely interpreted as the size of the sample of arti…cial or dummy observations generated by the DSGE model relative to the size of the actual sample in the estimation.
The posterior distribution of the VAR parameters is also of the Inverted-Wishart -
The matrices e ( ) and e u ( ) have the interpretation of maximum likelihood estimates of the VAR parameters based on the combined sample of actual observations and arti…cial observations generated by the DSGE model, that is
From the above expressions we see that if is small, the prior on the DSGE model restrictions is di¤use. In particular, setting = 0 we would retrieve the unrestricted OLS estimates. Notice, however, that in order for the prior distribution (47) to be proper, has to take a value larger than min = (k + n)=T (see e.g., Adolfson et al. (2007b) ). The higher is ; the more the VAR estimates will be tilted towards the parameters in the VAR approximation of the DSGE model ( ( ) and u ( )). Del Negro et al. (2007a) choose by maximising the marginal data density p (Y ) over a pre-speci…ed grid for . In this paper we specify a uniform distribution for over the interval [ min ; 1).
The speci…cation of the VAR prior is completed with the speci…cation of prior distributions for the DSGE model parameters : The DSGE-VAR approach allows us to draw posterior inferences about the DSGE model parameters . As explained by Del Negro & Schorfheide (2004), the posterior estimate of has the interpretation of a minimumdistance estimator, where the minimand or distance function is given by the discrepancy between the unrestricted OLS estimates of the VAR parameters and the coe¢ cients in the VAR approximation to the DSGE model, the latter being functions of . Obviously, then, the posterior estimates of will depend on the hyperparameter . In the limit ! 0;
there will not be any information about in p(Y j ); and hence, the posterior estimates of will be equal to the prior estimates.
Empirical results
The estimation of the DSGE-VAR is based on the MH algorithm to draw from the joint posterior distribution of ; u ; described in Del Negro & Schorfheide (2004) . An important modelling choice for the DSGE-VAR is the choice of lag length. As argued by Del Negro et al. (2007b) there are essentially two dimensions to the choice of lag length for a DSGE-VAR. The …rst dimension is related to the accuracy of the VAR approximation to the DSGE model. This suggests we choose the lag-length to minimise the approximation error, that is, to minimise the discrepancy between the dynamics of the DSGE-VAR (1) and the dynamics of the DSGE model. Since, in general, the accuracy of the approximation increases with lag length, this criterion points to having a fairly large number of lags. In the previous literature (see e.g., Adolfson et al. (2007b) Table 1 reports the posterior mean of the hyperparameter in the DSGE-VAR and the marginal data densities for the two speci…cations of monetary policy. The estimated weight on the DSGE model in the DSGE-VAR is higher in the case of optimal policy than in the model with a simple rule (the posterior mean of the hyperparameter is 1:14 in the case of optimal policy and 0:89 in the model with a simple rule). We also see that the …t of the model is improved if we shrink the VAR parameters towards the restrictions implied by the DSGE model, or, alternatively, if we relax the DSGE model restrictions in the direction of the unrestricted VAR estimates. That is, the marginal data density is higher for the DSGE-VAR than for the DSGE model. This is true under both assumptions about monetary policy. In the next subsection we examine whether this holds true also in terms of out-of-sample forecasting performance. Table 2 reports the estimates of the monetary policy parameters obtained using the DSGE-VAR approach. The parameters in the loss-function do not appear to be much a¤ected by allowing for model misspeci…cation. This does not hold true for the parameters in the simple instrument rule: the weight on in ‡ation increases signi…cantly once we allow for misspeci…cation. In this sense, the optimal policy framework appear to be more robust to misspeci…cation than a model with a simple Taylor-type rule.
Full-sample estimation results
As evidenced in tables 3 and 4, the estimates of the other parameters in the model di¤er even less than for the DSGE models. This indicates that part of the di¤erences in the estimated DSGE parameters are due to misspeci…cation. One way to think about this is that misspeci…cation adds an extra source of variation to the estimated parameters. Another robust …nding is that the degree of external persistence as measured by the …rst-order autocorrelation of the exogenous shock processes is reduced signi…cantly once misspeci…cation is taken into account. It is clear from table 4 that both the autocorrelation coe¢ cient and the standard deviation of the shock processes are in general lower in the DSGE-VAR models than the DSGE models. Hence, taking into account misspeci…cation reduces the need for exogenous persistence. 18
Forecast comparison
In addition to the DSGE-VAR forecasts we compute forecasts from a Bayesian VAR (BVAR) with a Minnesota-type prior. The prior in the BVAR will tilt the VAR towards univariate random walks of the variables in levels. The lag-length in the BVAR is set to two. All the parameters in the BVAR and DSGE-VARs, including the hyperparameter ;
are re-estimated in each recursion. The forecasts are based on 100000 MH draws starting from the posterior mean of the previous recursion. Figure 2 compares the univariate
RMSEs from the DSGE model with optimal policy to those obtained using a DSGE-VAR approach and the BVAR. One tentative conclusion one could draw from this exercise is that the DSGE-VAR model mimics the combination of pure model forecasts and judgment inherent in the o¢ cial Norges Bank forecasts. As noted above, the DSGE model employed in this paper is broadly similar to the core model used for policy projections at Norges Bank. However, arriving at the …nal o¢ cial projections is a complex process, involving input from other forecasting models, add factors and o¤-model considerations. Our results indicate that the iterative forecasting process used by the Norges Bank can be well represented by a DSGE-VAR model, where the restrictions from the core DSGE model can be interpreted as a prior on the VAR parameters.
A notable feature of the interest rate and in ‡ation projections from the DSGE model with optimal policy is that they 'overshoot' the long-run level in the medium run. This feature of optimal policy under commitment is less pronounced in Norges Bank's projections since 2005, and is not a feature of the DSGE-VAR forecasts. This is a sign that the model with optimal monetary policy is misspeci…ed. One interpretation is that the Norges Bank does not fully exploit the expectations channel when setting policy, or alternatively, that it perceives the gains from commitment in the current speci…cation of the DSGE model to be too large (e.g., that the price-setters in the model are in a sense too forward-looking).
Concluding remarks
The results in this paper suggest that the empirical merits of the DSGE model estimated with optimal monetary policy is comparable to the performance of a model with a simple Taylor-type rule -both with regards to in-sample and out-of-sample measures of …t. This conclusion also holds when taking account of misspeci…cation. One way of interpreting the DSGE-VAR results, is that introducing optimal monetary policy reduces the degree of misspeci…cation. Interestingly, in contrast to the model using a simple rule, the policy parameters in the optimal policy model appear to be quite robust to misspeci…cation.
Hence, based on our empirical …ndings and given the superior theoretical (and intuitive) appeal of the optimizing approach to monetary policy, we argue that the optimal policy framework should be a natural ingredient in any DSGE model describing central bank behaviour.
However, as is evidenced both by the optimal value of the DSGE-VAR hyperparameter and the forecasting performance of the di¤erent models, model misspeci…cation remains a serious concern for the use of DSGE models in practical policy analysis. Hence, one tentative conclusion that could be drawn from our analysis is that the empirical gains from assuming optimal monetary policy is of second order relative to improving the modelling of the transmission mechanism itself. In this respect, it is interesting to note that o¤-model considerations appear to bring the o¢ cial projections closer to the DSGE-VAR model, and, as a result, also reduce the forecast errors.
Marginal data density Weight on DSGE DSGE optimal policy 3223.0 DSGE simple rule 3157.3 DSGE-VAR optimal policy 3247.8 1:1381 DSGE-VAR simple rule 3223.1 0:8929 
