Abstract-Optical networks-on-chip constitute a promising approach to tackle the power wall problem present in large-scale circuit design. In this paper, we propose Amon, an all-optical, mesh-like design based on passive microrings and wavelength division multiplexing, including the switch architecture and a contention-free routing algorithm. Amon provides power efficiency by decreasing the number of microrings, wavelengths and path lengths, which, in turn, reduces ring heater and laser power, as well as the required area. An analytic comparison of Amon against the state-of-the-art, low power, ring-based designs QuT and Spidergon shows that Amon significantly reduces network diameter and number of microrings. Our experimental results using DSENT show that Amon provides better scalability up to 256 nodes, significant power and area savings of up to 71% and 21%, respectively, while imposing only low wiring overhead and design complexity. Finally, Amon provides a tile-based structure which should facilitate VLSI integration.
I. INTRODUCTION
The transition into the many-core era caused a paradigm shift from computation-centric to communication-centric computing systems. This forced the interconnection of on-chip components, commonly implemented using electrical NoCs, to become the limiting factor regarding performance and power consumption. While electrical networks-on-chip (NoCs) are an effective solution for current on-chip communication requirements, it is questionable whether they can fulfill the performance requirements and tight power budgets of future many-core systems with the ever-increasing number of cores. In fact, it was previously shown that a 256-node 2D mesh NoC in 22nm CMOS technology exceeds the allocated network power budget by an order of magnitude [1] .
The emergence of integrated silicon-compatible nanophotonic technologies may provide high bandwidth, low latency and low power interconnects [2] [3] . This is achieved by using light as the medium to transmit data, which features a nearly distance-independent power consumption on the waveguides -the equivalent to the electrical wires in an alloptical NoC (oNoC). As opposed to electrical interconnects, in an all-optical NoC, electrical buffering and switching, which contribute most of the power budget in electrical NoCs (see, e.g. [4] ), are not needed. Moreover, different data packets can be sent simultaneously on a single waveguide, by using wavelength division multiplexing (WDM), significantly improving the network throughput. These two properties clearly outline the advantages of oNoCs.
Hybrid oNoCs, featuring a mixture of both electrical and optical components, have been proposed as a first step towards exploiting emerging nano-photonic technologies [5] [6] . However, they can not make use of the full potential of optical data transmission, as the electrical parts significantly increase latency and power. ONoCs do not impose these limitations, but require an underlying control network (CN) in order to avoid contention. Next to the significant benefits of oNoCs, there are a number of design challenges imposed by currently available nano-photonics that have to be tackled to enable oNoCs. Power Consumption: The minimization of insertion loss (IL), number of microrings, and number of wavelengths in the NoC is crucial as they all contribute to the oNoC's power consumption [7] . The required laser power is determined based on the maximum IL in the network, which consists of the passing-through microring loss (0.5dB), passing-by microring loss (0.005dB), waveguide crossings (0.15dB), bending loss (0.005dB/90 o ) and propagation loss (1.5dB/cm) [8] on the path from a modulator to a detector. Therefore, an oNoC with lower diameter and fewer waveguide crossings leads to a lower required laser power. The number of employed wavelengths contributes to the total power consumption as more photodetectors and modulators are required per node. Energy Consumption: Electrical to optical (E/O) and optical to electrical (O/E) back-end circuitry and microring heating are the main contributors to the energy consumption of oNoCs, the latter being the dominant. Microring heating is a tuning technique that allows microrings to maintain their resonance wavelength in the presence of process-or temperature-induced resonance mismatches [9] . The energy consumed is non-datadependent and may limit the photonic's scaling potential as it does not scale with electrical process technology. However, other tuning techniques exist, such as the electricallyassisted [10] or bit-reshuffle [11] tuning models, which could, when properly designed, eliminate non-data-dependent tuning power completely [9] . As each ring must be heated, the number of microrings directly affects the ring heater power.
Although the technologies to realize oNoCs are available and the first prototypes have been recently fabricated, it is still unclear how we can design production systems out of these technologies. Spidergon [12] and QuT [7] are recently proposed oNoC architectures, but both of them fail to scale particularly well according to the above challenges. Our proposal, Amon, overcomes their limitations by addressing these key issues and can save power consumption up to 71% and photonic area up to 21%.
II. RELATED WORK
The integration of silicon-compatible nano-photonics as interconnects is generating high interest within the community; however, given that oNoC design is a rather new field, only a moderate number of architectures have been proposed yet.
The first designs to appear were hybrid NoCs, in which electrical and optical components are combined [5] [6] . While they allow for design approaches closer to the well-known electrical NoCs, electrical components, i.e. routers and links, increase latency and power compared to oNoCs, and thus limit the achievable performance and scalability. ONoCs are a step further as they only consist of optical components, either by using electro-optic broadband ring resonators or passive microring resonators.
Electro [17] . These kind of oNoCs use circuit-switching and require establishing (and then freeing) a path between source and destination which significantly affects latency and power. Generally, circuit-switching drawbacks can be mitigated by sending large data messages which is uncommon in on-chip interconnects, e.g. a cache line is typically 64-128 bytes. Optical networks based on passive microring resonators are more efficient as path establishment and teardown phases are eliminated by routing packets according to their wavelengths. Moreover, passive microrings use less power than broadband ring resonators.
The photonic Clos [18] is a crossbar-based topology using point-to-point connections to decrease power consumption; however, given that the number of waveguides required for its implementation scales quadratically with the number of nodes, it may only have limited scalability. R-3PO [19] is also crossbar-based, deploying a Multi-Write-Single-Read (MWSR) bus [8] . Crossbar-like networks have a simpler design than those using switches, but have scalability issues due to high microring numbers.
λ-Router [20] is an all-optical, contention-free network, in which all N nodes are connected to one λ-router, that is composed of N/2 × (N − 1) 4-port switches. The quadratic scaling of switches and the linear scaling of wavelength sets lead to a high number of microrings which, again, may limit the scalability of this approach. Corona [21] is an oNoC using optical token ring arbitration as a CN in order to permit a node to transmit a packet. This arbitration scheme imposes a penalty in terms of latency for larger network sizes as the waiting time for a token increases with the number of nodes. The actual data network employs a MWSR bus and uses 64 wavelengths per node to modulate data, which is impractically high as the same number of rings for modulation would be required at each node. Using less wavelengths trades off performance for fewer number of microrings, and thus less energy consumption and area.
The optical Spidergon [12] is based on the Spidergon topology, which is a ring topology where opposite nodes are connected. It uses an electrical CN, which could, however, be replaced by common optical CN solutions such as an MWSR bus. There is one distinct, but not unique, wavelength assigned to each node, that is used by others to address this node by modulating data on this wavelength. In total, their approach requires N/2 wavelength sets, given that it is connected to its direct neighbors, as well as the opposite node that is in N/2 hops distance.
QuT [7] is also based on a ring topology, consisting of odd and even nodes. Each even node has a cross link to both of its neighbors at N/4 distance. As they only use N/4 distinct wavelength sets, they require bypass links on each odd node in order to avoid contention. Therefore, if two source-destinationpairs send data at the same time, they will not contend as they will use different paths through the network. They propose an efficient CN based on an MWSR optical bus, and use splitters to decrease the number of waveguides required to N/16. This also reduces the number of ring modulators to N/16, as one waveguide is accessed by 16 nodes. In order to address a single node in the CN, the destination address is encoded in the request packets. The most notable benefits of QuT are the low number of wavelengths, microrings and simple switch design -only two different switch types.
We compare Amon to the later two designs, as they are the most scalable of the discussed architectures. Evaluation results show that they can be considered as state-of-the-art solutions for efficient, low power all-optical oNoCs [7] .
III. NETWORK ARCHITECTURE
In this section, we will introduce Amon's data network topology, routing algorithm and switch architecture. Further, we will discuss implications on the control network (CN). Fig. 1 shows the topology of a data network containing 64 nodes with four 4x4 submeshes. The plot shows node numbering (every node has a unique address) and wavelength assignment (unique within each submesh but reused across them to allow for N/4 wavelength sets). All links are bidirectional, except the gray, dashed arrows. In this hierarchical structure, there are three different kinds of links: Mesh links: are the regular links within a 2D mesh topology. Inter-mesh links: allow data transmission among submeshes. Bypass links: separate packets addressed to other submeshes.
A. Data Network
Mesh links are shown in black, whereas Inter-mesh and Bypass links are in gray, to emphasize they are physically connected. Amon data network can be scaled very flexibly as it does not require a square mesh. Its only limitation being that the four submeshes must have exactly the same size.
B. Control Network
Every node in Amon has 1 ejection channel and, so, can receive data only from one node at a time. This is because two simultaneously sending nodes would overwrite each other's data as they would modulate over the same wavelength. Therefore, Amon requires an underlying CN to manage data transfer. When a node wants to send to a certain destination, it sends a request first. Once the destination node is free, it replies with an ACK. If no ACK has been received within a certain back-off time another request is sent. We are using a simple optical MWSR bus for that purpose. Optimizing the CN is a research question by itself and is left as future work.
C. WDM Routing
Routing is performed based on the positions of the source and destination with respect to each other: In the same submesh: packets will be injected into the local submesh and routed within using static XY routing. In a different submesh: packets will be injected into the corresponding bypass links and will continue in that direction until they cross the inter-mesh link. Once in the desired submesh, XY routing is used normally, as above.
This simple behavior is directly implemented in hardware (see the router architecture below) so the only routing computations that need to be done are: selecting the wavelength (destination modulo N/4) and the submesh (destination divided by N/4). With typical power of 2 number of nodes, this can be further simplified to bit operations (the 2 MSB define the submesh and the remaining bits define the wavelength).
1) Routing Example: Fig. 1 shows a few routing examples on Amon, exposing how the bypass and inter-mesh links are used and how XY routing is performed. For instance, if node 43 sends to node 10, it uses its bypass link to the left. Subsequently, packets will be forwarded over their bypass links to the inter-mesh link between 41 and 5, after which the mesh links will forward the packet to 10 using XY routing.
As discussed, routing through an optical network with passive components must guarantee contention-free operation, i.e. if two source-destination pairs send on the same wavelengths, they must not use the same paths. In Amon this is achieved as follows. First, the underlying CN ensures that only one packet can be sent to each destination at once. Therefore, the only possibility for contention is sending data to two nodes with the same wavelength. Given that these destinations are located in different submeshes and that bypass links are physically separated, contention-freedom is ensured.
D. Router Microarchitecture
All-optical NoCs using passive microring resonators can only perform predefined, deterministic routing which is implemented by employing microrings as switches. Given the different routing tasks that different nodes in our network have to perform, there are six basic different router microarchitectures in our design that feature the same types and numbers of microrings. If design simplicity is desired, an universal switch design could be used for each switch. However, this would lead to a non-optimal design as the switches would have microrings that are not used. The description is based on the upper left mesh in Fig. 1 , and refer to nodes based on the wavelength set that is assigned to them. The other meshes have analogous, but mirrored, architecture. Every switch has four injection channels. Three of them are used to send inter -mesh data, while the remaining one is used to send data within the same submesh. Add microring resonators (AmRs) are used to modulate data from the injection channel on the corresponding waveguide. As every node within the other submeshes must be addressable, N/4 AmRs are required at inter-mesh injection channels. Intramesh injection channel do not need to generate the local wavelength and so requires (N/4) − 1 AmRs. Drop microring resonators (DmRs) are used to eject the data modulated on the wavelength that is assigned to the node. It thus has to be able to react to all the wavelengths within a given wavelength set. The number of Switching microring resonators (SmRs) depends on the type of switch, i.e. where it is located in the network. The more destination nodes are still reachable for a propagating packet, the more wavelength sets the microrings need to be sensible to. This, in turn, influences the number of microrings in the network, as a higher quantity of the same microring type is required to cover all possible wavelengths.
1) Switch A: Switch A (Fig. 2(a) ) has to provide routing for the mesh and two inter-mesh links. In this discussion, we will describe node 1. The connections for node 4 are the same, just mirrored. Injection channels can send data on the two intermesh links for destinations in the submesh below and to the right, on the bypass channel to the right to address the bottom right submesh, as well as on the submesh link to the right and down. Ejection must be provided for all the intra-mesh waveguides. The bypass channels, coming from the bottom and right, simply forward data as it is intended for other submeshes. Incoming data from the inter-mesh links could be intended for destinations on the right, bottom, or for switch 1 itself. Given that XY routing is performed, all destinations that are to the right of switch 1 could be addressed. As this would require a large number of microrings, we simply forward these kinds of optical data, and only perform switching when the destination is in the same column as switch 1 (performed by microring 6). Packets coming from the mesh link to the right are either intended for switch 1 itself or any of the nodes below. Therefore, according wavelengths will be send to the bottom if they are not the wavelength assigned to switch 1 (performed by microring 9). The remaining switches work in a similar fashion. Table I lists the types and their quantities required to implement this switch (if several indexes are listed, that quantity of each of them is required).
2) Switch B: Switch B (Fig. 2(b) ) has to provide routing for the mesh and one inter-mesh link. Injection channels modulating data on the bypass links to the left and right are used to send data to the two submeshes below. Data meant for the submesh to the left will be modulated on the inter-mesh link, while packets intended for destinations within the same submesh could be modulated on the left, right and down link. Data coming from the bypass links will simply be forwarded. Packets from the inter-mesh link from the top may be addressed to any node in this submesh and, therefore, may switch to all directions in the mesh, as well as the ejection channel (performed by microrings 4,5,6, and 14). Packets incoming from the left or right will be switched down the mesh in case their wavelength conforms with one of the destination in the same column as Switch B, and will be forwarded to the opposite side otherwise. Packets coming from the bottom can only be intended for Switch 2 based on the XY routing approach, and are therefore automatically ejected. Table II lists the types and their quantities required to implement this switch. Note that some of the quantities depend on the exact position of a Switch B type router. Therefore, to have a generalized number to calculate the number of required microrings, we averaged the possible cases, e.g. for microrings 10 and 12 (inject +X or -X), the aggregated number of needed wavelengths will always be 12λ, how many are needed for each will depend on the actual position in the topology. This generalization was considered in our calculations every time such a case occurred.
3) Switch C: Switch C (Fig. 2(c) ) has to provide routing for the mesh and one inter-mesh link. Injection channels are assigned to the according bypass channels and intermesh channels in the same manner as in Switch A/B, i.e. in the direction of the target submesh. Data may have to be ejected from each passing waveguide except from packets coming from the adjacent bypass links, which will simply be forwarded. Incoming packets from the top or bottom submesh links will either be forwarded or ejected, as XY routing would have performed the X routing first. Packets from the left or right (depending the side of Switch C) will either be ejected, or switched up or down based on the modulated wavelength. If Switch C is the injecting node, it will modulate its data on the mesh links corresponding to the destinations address and the XY routing. Table III lists the types and quantities of microrings required to implement this switch.
4) Switch D:
Switch D (Fig. 2(d) ) covers every switch located in the middle of a submesh and are, therefore, the most common. Injection channels modulate their data on a waveguide in each cardinal direction for destinations in the same submesh, and on all bypass links to reach destinations in other submeshes. Data incoming from bypass links will be forwarded. Packets from the top/bottom mesh link will either be ejected if its meant for Switch D, or forwarded to its opposite direction. If packets come from the right or left, they will either be forwarded, ejected or switched up/down, based on their modulated wavelength. Table IV depicts the types of microrings and their quantities required for this switch.
5) Switch E: Switch E (Fig. 2(e) ) are the switches located in the lower left and right corner of the upper two submeshes and in the upper left and right corner of the lower two submeshes. They are connected to one inter-mesh link. Data injection is performed on the bypass links and inter-mesh link to reach other submeshes, and on the mesh links up and left/right, for destinations in the same submesh. Incoming data on bypass channels will be forwarded to the opposite inter-mesh link. Incoming data from the intra-mesh link will be switched according to XY routing either on the mesh link up or to the left/right. Based on XY routing, if a packet comes from the mesh link from the top, it will be ejected. Packets from the left/right will either be ejected or sent up in the mesh. Cost calculations for this switch are illustrated in Table V. 6) Switch F: Switch F (Fig. 2(f) ) are the switches located, depending on the submesh, in the middle of either the lowest row for upper submeshes, or the highest row for lower submeshes. They are not connected to any inter-mesh links. Data injection is performed on according bypass waveguides to other submeshes, and on the mesh links for destinations in the same submesh. Packets on the bypass waveguides will simply be forwarded. Data coming from the top mesh link will be ejected according to XY routing, and data from the left/right will be forwarded, ejected or sent up/down based on the modulated wavelength. Table VI lists the number and types of microrings required.
IV. EVALUATION
We first compare Amon analytically to Spidergon and QuT, considering the diameter, the number of microrings and the number of wavelength sets. Secondly, we present experimental results for Amon and QuT using DSENT [9] and discuss the relation between our analytical and experimental results.
A. Methodology
We assume wavelength sets consist of 8 wavelengths which are sent simultaneously using WDM, and provide an efficient trade-off between throughput and power consumption. Packets sent on the CN are modulated over a single wavelength, as the packet sizes are small and no large bandwidth is required. We use the same network configuration and technology parameters for both QuT and Amon for the sake of fairness. We assume a core data rate of 4Ghz, optical link data rate of 8Ghz per λ, and a square die layout with 1mm input site pitch for each tile. We provide the networks with a standard laser source that is always turned on, and use full-thermal ring tuning. We use 20µW/ring, which is the required ring heater power when a temperature range of 20K is experienced [18] . The photonic technology parameters for determining the laser power are listed in Table VII . We used 22nm process technology for the electrical backends and aggressive photonic parameters to identify the full opportunity of power savings in the networks. More conservative parameters increase the power consumption; however, relative trends of our results still remain unchanged.
B. Diameter
In electrical NoCs, a small diameter leads to lower hop counts and lower latency. In oNoCs, switching does not introduce an additional cycle -bandwidth is effectively limited by the number of wavelengths used and the speed of light. Other parts of the oNoC, such as E/O and O/E conversion, or contention resolution, have a higher impact on performance. However, in oNoCs, a lower hop count reduces laser power as shorter paths introduce a smaller IL. A higher hop count translates into higher number of passing-by, -through and propagation loss, and thus into higher power consumption. As described in Section II, both QuT and Spidergon are ring-based topologies that aim to decrease their network diameter by inserting cross links into their design. Given that our network is mesh-based, we result in a smaller, more scalable diameter. In fact, the longest hop count a packet will ever have to travel in our network is 3 √ N /2 − 2. As illustrated in Table VIII , this provides a much better scalability than N/4 and N/4 -1 for Spidergon and QuT, respectively.
C. Number of Microrings
The number of microrings is one of the major design constraints as they are the main contributors to the overall area and power consumption. Our design requires N/4 wavelengths sets, just like QuT, which uses the lowest number of recent oNoC proposals. Spidergon uses N/2 distinct wavelength sets, which directly affects its number of microrings and scalability. The microrings are found in all the main building blocks of an oNoC, as follows: Modulators: In order to send packets to every other node, each node has to be able to modulate data on all the required wavelengths and so, requires one modulator per injection channel and wavelength. Assuming a wavelength set size of 8 and considering that Amon has four injection channels (one per submesh) and N/4 distinct wavelength sets. Note, however, that the injection channel used to send data within the same submesh only needs to modulate on (N/4)−1 wavelength sets as the local one is not needed. The total number of microrings for modulation is:
Photodetectors: Each node requires a microring perdedicated wavelength. With 8 wavelengths per set, the total number of photodetectors in the network is 8N . The filters required prior to the photodetectors are counted as part of the switching. Switching: The microrings required in the switches depends on the design. We calculated QuT's and Spidergon's number of microrings similarly to Amon's (in Section 3). CN: each node requires N −1 modulators to modulate its own wavelength on each waveguide, and N − 1 photodetectors on its own waveguide to receive from other nodes. This makes a total of N × (2N − 2) microrings.
Our results are listed in Table IX and clearly show that Spidergon requires the highest number of microrings, due to the larger number of wavelength sets (N/2) in the network. QuT requires a higher number of microrings than Amon due to its switch design. Many of the switches need to respond to N/4 wavelength sets, whereas Amon mesh structure allows more sophisticated and fine-tuned types of microrings, as they only need to respond to a lower number of wavelengths. The percentage of microring savings, listed in Table IX , slightly decrease with a higher node count. This is because, with higher node counts, the number of rings required for modulation dominates the number of switching rings. However, at 256 nodes, Amon still saves 26% and 51%, respectively.
D. Area
The DSENT results confirm our analytical ones. The total area consists of microring area (modulators, detectors and switching), and waveguide area, as illustrated in Fig. 3(a) and Fig. 3(b) , respectively. Savings in microring area of 27.1%, 24% and 21.7% can be obtained for 64, 144, and 256 node networks, respectively. We chose these sizes for simplicity as they allow for square submeshes in Amon (4 × 4, 6 × 6, and 8 × 8). The CN requires around 20% of the microring area.
Both Spidergon and QuT decrease their diameter by introducing cross links, which possibly lead to a large number of waveguide crossings, particularly with an increasing network size. Amon features very few crossings caused by the topology. The only obvious crossing is the one of the inter-mesh links in the middle of the topology. However, a wire only crosses √ N /2 other wires, which is much less than in Spidergon and QuT, where every node or every second node is connected to its opposite counterpart, respectively. Given the IL caused by waveguide crossings, this is another benefit in terms of power efficiency. The number of cross-links in Spidergon and QuT scales with N/2, which means that the number of crosslinks that have to be added increases linearly. In order to scale our proposal up, however, only inter-mesh/bypass links have to be added, which scale with 6 × √ N /2. Mesh waveguides only need to be made longer to add further nodes to a mesh. This benefit, however, is balanced by the fact that the nodes in Amon have a higher radix, leading to more connections. Hence, DSENT (Fig. 3(b) ) reported a slight waveguide area overhead of Amon. While placement algorithms may be able to further optimize the waveguide placement of QuT and Spidergon, the mesh-like, tile-based structure of Amon is generally more suitable for VLSI implementation.
The CN requires a tremendous amount of waveguide area, as, in a simple MWSR bus, each node has its own assigned waveguide. The waveguide overhead problem has been addressed in [7] using Splitters, which help to reduce the number of waveguides by steering a signal from one waveguide to several others. However, Splitters can only help to a certain extend and may not fully mitigate the scalability problem. More efficient CN implementations are particularly important for large network sizes.
The total photonic area results comprising both microring and waveguide area are listed in Table X . Amon provides area savings up to 21% despite the waveguide overhead because of large savings in microring area. E. Power Table XI lists the power results of Amon, QuT and the CN, and depicts the significant power savings of our design. Amon requires significantly less laser power with better scalability, which can be explained by the shorter paths. Savings in the ring heater power are as expected, given that Amon features a lower number of microrings. However, the ring heater power still dominates laser power. Advanced ring tuning techniques have been proposed [9] and have the potential to further decrease the ring heater power. Static power dominates dynamic power in oNoCs, as already shown in [23] . We simulated the latter with an injection rate of 0.5 (#flits/cycle/core) at uniform random traffic, assuming non-saturated networks. Technology parameters and number of wavelengths are the major contributors to the energy per average flit unicast. We used the same configurations for both Amon and QuT, hence the small difference in dynamic power. The CN is a minor contributor to the overall power consumption as we use small CN packets that require only one wavelength for modulation to provide sufficient throughput.
F. Discussion
Based on our analytical and experimental results, Amon constitutes a more efficient design than previous oNoC proposals regarding power and area demands, with a much better scalability. The waveguide overhead (up to 19%) that Amon introduces is insignificant compared to the waveguide area requirements of the CN, and is amortized by savings in microring area. The evaluation using DSENT confirmed the significance of a low number of microrings and path lengths of oNoCs. Our experimental results show that the network diameter in an oNoC strongly impacts the laser power. While we assumed standard laser sources that are always turned on, advanced techniques such as throttled laser sources, that can be switched on and off, may be able to further reduce the power demands and may be worth investigating. As discussed in Section I, full-thermal tuning for ring heating may not be scalable with respect to electrical process technology. Other ring tuning techniques have been proposed [10] and may have the potential to further reduce the required power. Throughputper-watt and packet latency simulations would help to assert how beneficial oNoCs truly are compared to electrical NoCs.
V. CONCLUSION
ONoCs provide a wide range of design possibilities to enable future, low power and high performance many-core systems. However, the integration of current photonic technologies requires sophisticated designs that allow low power operation. We propose Amon, an oNoC that achieves low power operation by minimizing the number of microrings, path lengths and waveguide crossings. Analytical results regarding these metrics were presented and confirmed by using DSENT. The mesh-based topology facilitates the tile-based VLSI implementation. Future work includes the evaluation of the performance results under realistic traffic patterns using the Graphite simulator [24] , so that the impact of the low diameter on throughput-per-watt characteristics can be assessed, as well as possible optimizations of the CN's waveguide area.
