The higher-order characteristic basis function method (HO-CBFM) is clearly formulated. HO-CBFM provides results accurately even if a block division is arbitrary. The HO-CBFM combined with a volume integral equation (VIE) 
Introduction
The Method of Moments (MoM) has been widely used for numerical analysis of integral equations [1] , [2] . In recent years, fast MoMs such as the characteristic basis function method (CBFM), have been proposed for the analysis of large-scale problems [3] . In the CBFM, the original N × N matrix equation is reduced to a smaller M 2 × M 2 matrix equation, and the reduced matrix is solved by the GaussJordan method, where N is the number of segments and M is the number of blocks, respectively. It has been shown that the minimum CPU time of the CBFM is O(N 7/3 ) when the number of blocks M ≈ 0.9N 1/3 [4] . In our research, the CBFM has been applied to the numerical analyses of small antennas in the vicinity of dielectric objects [5] , [6] . The CPU time can be saved for the numerical analyses of small antennas in the vicinity of dielectric objects when M = 0.9N 1/3 and all antenna segments are allocated to the same block. However, decreasing CPU time can have a negative impact on accuracy. It is difficult to save the CPU time of the CBFM without allocating the antenna segments to different blocks when the size of the antenna in the vicinity of a dielectric object is more than several wavelengths. Moreover, it has been shown that the accuracy of the final results obtained using the CBFM becomes extremely poor when the antenna segments are allocated to different blocks [5] , [6] . Therefore, the CBFM should be improved if it is used to analyze medium or large-sized antennas in the vicinity of dielectric objects. Recently, the high order CBF, such as the tertiary basis function, has been proposed to enhance the accuracy of the CBFM and a connected patch array has been analyzed using the CBFM along with the tertiary basis function [7] . In this study, it has been demonstrated that the accuracy of the final results obtained using the CBFM can be enhanced by including the tertiary basis function and the fourth order CBF; however, the accuracy of the final results obtained by the CBFM with the high order CBF has not been proven successful for arbitrary block division because each block corresponds to a pair of patch elements. In addition, the numerical example was limited to the connected patch array antenna, and no numerical analysis results for other antennas have been found. On the other hand, a voltage source expression to enhance the quality of the primary CBF has been proposed and applied to the CBFM with the tertiary basis function [8] . Furthermore, it has been indicated that the higher-order CBFs beyond the tertiary basis have little impact on the accuracy of the final results; however, none of the numerical results obtained using CBFs beyond the tertiary basis were shown. In addition, the performance of the proposed CBFM has not been proven successful for arbitrary block division because the number of block divisions in the CBFM with the tertiary basis was limited to two. As described above, the higher-order CBFM has not been formulated in a general form. Moreover, the accuracy of the final results and the CPU time of the higher-order CBFM with arbitrary block division has not been quantitatively demonstrated.
In this paper, a higher-order CBFM (HO-CBFM) is clearly formulated in a general form. The HO-CBFM is capable of controlling both the accuracy of the final results and the CPU time without using singular value decomposition (SVD), which is used in the conventional third or fourth order of CBFM [7] , [8] . Because the accuracy of the final results obtained by the HO-CBFM can be fully enhanced by the order of CBFs and the size of the overlapping region, the HO-CBFM allows for the arbitrary block division of antenna segments. As a result, the CPU time for the numerical analysis of medium or large-sized antennas in the vicinity of dielectric objects can be saved without the large compromise in accuracy. The performance of the HO-CBFM is clarified and compared with the conventional fourth order of CBFM. This paper is organized into five sections. The principle and the formulation of the HO-CBFM is shown in Sect. 2.
Copyright c 2014 The Institute of Electronics, Information and Communication Engineers
The theoretical computational cost of the HO-CBFM is discussed in Sect. 3. In Sect. 4, the numerical analysis of various antennas in the vicinity of dielectric objects using the HO-CBFM is explained. Based on the results of the numerical analysis, both the accuracy of the final results and the computational cost of the HO-CBFM are shown. Section 5 is the conclusion.
The Principle and the Formulation of HO-CBFM
This section presents the formulation of the Lth order of the CBFM in a general form. Here, L represents the order of the HO-CBFM, and the conventional form of the CBFM corresponds to L = 2. A planar antenna, which is shown in Fig. 1 , is chosen as an example to explain the algorithm of the Lth order of the CBFM. In the Lth order of the CBFM, the analysis model is divided into M blocks, which is also shown in Fig. 1 , in which each block includes a number of segments. According to the block division of the analysis model, the Z matrix is divided into M 2 blocks, and both voltage/current vectors are divided into M blocks. In Fig. 2 , N is the total number of segments, M is the number of blocks, K is the number of segments in a block, and K o is the number of overlapping segments in an extended block. The extended block includes overlapping segments between adjacent blocks and is used to calculate the CBFs accurately. Subscript b represents the block that does not include overlapping segments, while subscript e represents the extended block which includes overlapping segments.
In the Lth order of the CBFM, an unknown block current can be expressed by following the equation,
where
is the kth CBF of the lth order in the ith block and α l (i,k) is its weighting coefficient. The CBF is called the primary basis when i = k and l = 1, while the CBF is called the secondary basis when i k and l = 2. The higher-order CBFs correspond to the CBFs of the l ≥ 3 order.
The primary basis J
of the HO-CBFM can be obtained the same way as the conventional CBFM and is calculated from following (
Equation (2) is solved using a direct solver, such as the Gauss-Jordan method, and the resultant inverse matrix (Z 
where Z e ik is a part of the block matrix Z e ik and its size is The CBFs of the lth order are obtained from the sum of the CBFs of the (l − 1)th order as follows:
the total number of CBFs is M × M C , where M C is the number of CBFs in each block and
Because the CBFs obtained are not necessarily orthonormal, Gram-Schmidt orthonomalization is applied to the CBFs. After the orthonormalization, the original matrix equation is transformed into an expression using CBFs.
The inner product of two vectors are taken using Eq. (5) Both the accuracy and the CPU time of the HO-CBFM depend on the total number of CBFs. Therefore, controlling the total number of CBFs is important in the HO-CBFM. In the CBFM shown in references [7] and [8] , the higher-order CBFs corresponding to each of the lower CBFs are calculated. Because the number of the higher-order CBFs is the order of M L , the total number of CBFs increases exponentially as a function of L. Therefore, singular value decomposition (SVD) is used to reduce the number of CBFs, and the total CPU time of the CBFM is controlled. On the other hand, the higher-order CBFs corresponding to the sum of the lower CBFs are calculated in the HO-CBFM as shown in Eq. (4) . Because the total number of the higher-order CBFs is proportional to L, the total number of CBFs can be controlled linearly as a function of L. As a result, the CPU time and the accuracy of the HO-CBFM results can be easily controlled without using SVD.
The Computational Cost of the HO-CBFM
The computational cost of the HO-CBFM is shown in Table 1 and Table 2 . Both the CPU time and the computer memory are functions of N, M, and L. The order L of the HO-CBFM slightly affects the computational cost unless L Table 1 The order of the CPU time at each step of the HO-CBFM. Table 2 The order of the computer memory for the HO-CBFM.
Matrix filling time
is more than or equals to N and M. Therefore, the order of the computational cost in the HO-CBFM is nearly independent of L when L is sufficiently small in comparison with N and M. As a result, it can be said that the minimum CPU time of the HO-CBFM is approximately O(N 7/3 ) when M = 0.9N 1/3 [4] . On the other hand, the computer memory cannot be saved using the HO-CBFM because the full impedance matrix must be obtained and stored in the computer memory; however, the computer memory of the HO-CBFM can be saved when the impedance matrix is stored on a hard disk. When the impedance matrix is stored on a hard disk and M = 0.9N 1/3 , the computer memory of the HO-CBFM is O(N 5/3 ), but additional time for reading the impedance matrix is required.
Numerical Results
The HO-CBFM was applied for the numerical analysis of various antennas in the vicinity of uniform dielectric objects. In this analysis, an MoM based on the volume integral equation (VIE-MoM) was used because the VIE-MoM can be easily applied for the analysis of a non-uniform dielectric object. The volume integral equation was formulated using Richmond's MoM [2] , [9] - [12] .
The analysis models and their block division in the HO-CBFM are shown in Figs. 3 ∼ 5. The analysis models shown in Figs. 3 and 4 consist of both an antenna and a uniform dielectric object. The antenna was divided into wire grid segments with the uniform radius a, while the dielectric object was divided into block dipole and monopole segments. The length of a wiregrid segment is 2Δl. In the numerical analyses of these antennas, the arrangement of all segments was either parallel or perpendicular, and no segments were arranged diagonally. As a result, the multiple integral in the expression of self impedance and mutual impedance between block segments was reduced analytically using coordinate transformation [9] . Moreover, the symmetric property of the positions of block segments was used, and a significant amount of time was saved filling the impedance matrix. In addition to the antenna in the vicinity of the dielectric object, a helical antenna array with a finite ground plane that consists of both linear and curvilinear wire grid segments was analyzed as an example of typical antenna problems. The finite ground plane was constructed using wire grid segments, and several segments were placed diagonally near the feeding point of the helical antenna. N x and N y are the number of helical elements on the ground plane in the x and y direction, respectively. The delta gap source model was used as a feed model throughout these analyses. Antenna segments were allocated to different blocks to verify the enhancement of the accuracy of the HO-CBFM. The total number of segments and blocks in each numerical analysis model are shown in Table 3 . The total number of blocks M = M x M y M z was set to approximately satisfy M = 0.9N 1/3 . The extended block and the overlapping segments are defined by the size of the overlapping region w e . Without including the overlapping region (i.e. w e = 0), the accuracy of the HO-CBFM is compromised because the CBFs obtained from the block matrices include fictitious edge effects. On the other hand, the quality of the CBFs is enhanced by including the overlapping region because the block matrices are extended and the fictitious edge effects are removed from the CBFs. As a result, the accuracy of the final results of the HO-CBFM is also improved. An Intel Core i7-3820 CPU with a 64 GB memory was used for numerical calculation.
The input reactance of the monopole antenna on the conducting box in the vicinity of the dielectric objects obtained by the second order of the CBFM and the HO-CBFM is shown in Fig. 6 . The input reactance of the antenna cannot be obtained accurately using the second order of the CBFM even when the size of the overlapping region w e is large. Because the number of CBFs in the second order of the CBFM is insufficient to obtain accurate results, it is difficult to improve the accuracy of the final results simply by increasing the size of overlapping region w e ; however, the input reactance of the antenna can be obtained accurately using the HO-CBFM because the number of CBFs are sufficient to obtain accurate results. Therefore, the accuracy of the final results obtained using the HO-CBFM are accurate even when the block division is arbitrary. The current density distribution of the monopole antenna on the conducting box is shown in Fig. 7 . The accuracy of the current density distribution obtained using the CBFM becomes better as the order of the CBFM increases from L = 2 to L = 3. Because the HO-CBFs indicate multiple scattering between blocks, mutual coupling between the blocks can be calculated accurately using the HO-CBFs. As a result, the current and input reactance are obtained accurately using the HO-CBFM.
The relation between the CPU time and the accuracy of the proposed HO-CBFM is compared with the conventional HO-CBFM proposed in Ref. [7] . Singular value decomposition (SVD) was applied to the final set of CBFs obtained in the conventional HO-CBFM, and the remaining CBFs were used for calculating the reduced matrix. After applying the SVD, the CBFs with relative singular values above a certain threshold, were retained. The threshold was chosen by normalizing the singular values in comparison with the maximum values. The accuracy of the proposed and of the conventional HO-CBFM is quantitatively evaluated using following relative error,
where I f is the current obtained from the full-wave analysis and I c is the current obtained from each CBFM. Figures 8 ∼ 10 show the total CPU time with the exception of the matrix filling time and the relative error of , the compromise between the accuracy and the CPU time is clearly seen in the results obtained using the proposed and the conventional HO-CBFM; however, in terms of the CPU time, the proposed HO-CBFM is more efficient than the conventional HO-CBFM. As explained in Sects. 2 and 3, the number of CBFs is proportional to L and linearly increases in the proposed HO-CBFM. Therefore, the number of CBFs need not be reduced via the SVD when L is sufficiently small. On the other hand, the number of total CBFs exponentially increases as a function of L in the conventional HO-CBFM, and the excessive number of CBFs must be reduced via the SVD with threshold . Consequently, the CPU time of the conventional HO-CBFM is longer than the CPU time of the proposed HO-CBFM when the number of CBFs in the proposed HO-CBFM equals to the number of CBFs after applying SVD in the conventional HO-CBFM. Therefore, in terms of the CPU time, the proposed HO-CBFM is more efficient than the conventional HO-CBFM. The relative error of the current obtained using the conventional and the proposed HO-CBFM heavily depends on the size of the overlapping region w e . The size of the overlapping region w e affects the quality of the CBFs. Because the CBFs are obtained using a block matrix equation that is truncated by fictitious edges, the CBFs include fictitious edge effects between adjacent blocks. In the conventional and the proposed HO-CBFM, the current obtained by solving the original matrix equation before it is reduced is expressed approximately by the superposition of CBFs. Therefore, the CBFs must approximate the current distribution of the original problem as much as possible. Namely, the fictitious edge effects in the CBFs must be removed. The overlapping region between the blocks can alleviate the fictitious edge effects in the CBFs because the continuity of the current between the adjacent blocks is maintained by including the overlapping region. As a result, the relative error of the current obtained using the conventional and the proposed HO-CBFM with an overlapping region (w e = Δl, 2Δl) becomes much smaller than those without an overlapping region (w e = 0).
In Fig. 10 , the relative error of the current obtained using the proposed HO-CBFM shows a strong convergence in comparison with the conventional HO-CBFM. Because the helical antenna array with a finite ground plane has several feeding points, multiple scattering between blocks strongly affects the current in comparison with the other two models. In the conventional HO-CBFM, the HO-CBFs are orthonormalized and reduced by applying SVD with threshold , and the effect of multiple scattering in the current is partially lost. On the other hand, the HO-CBFs are orthonormalized using the Gram-Schmidt orthonormalization but not reduced in the proposed HO-CBFM. Thus, the current obtained using the HO-CBFM has an effect of multiple scattering.
In conclusion, the proposed HO-CBFM is effective for the numerical analysis of various antennas even if its block division is arbitrary. Based on the results of the numerical analyses presented in this paper, the relative error is below 1% for the proposed HO-CBFM when the number of CBFs is from N 4 to N 3 and w e = 2Δl. As shown in Fig. 10(a) , the relative error of the current obtained using the proposed HO-CBFM may increase even when the number of CBFs increases. Similar results for the relative error of the current obtained using conventional HO-CBFM have been reported in previous studies [7] . The increase of the relative error is considered to be the results of numerical error.
Conclusions
In this paper, the HO-CBFM is clearly formulated and applied to the numerical analysis of various antennas in the vicinity of dielectric objects. Because the number of CBFs in the proposed HO-CBFM is proportional to L, the size of the reduced matrix in the HO-CBFM can be controlled easily using L. The results of the numerical analysis show that both the accuracy of the final results and the computational cost can be easily controlled in the proposed HO-CBFM even when the block division is arbitrary. The relationship between the performance of the HO-CBFM, the order L and the size of the overlapping region w e was clarified.
