they form a topological basis is proved in §2. The remarks at the end are intended to clarify some of the rather arbitrary assertions implicit in the process of defining.
1.1. Notations. The symbol 0 as usual will denote the empty set. By a sequence we shall mean a function defined on either the set of all positive integers, or the set of all nonnegative integers, or any initial segment of either of them. With this in mind the following notations are adopted.
1.1.1. A"=the set of all finite sequences of real numbers, defined on initial segments of the nonnegative integers, such that if xe X, then x(i)=0 only in case /=0.
If xe A'
, then \x\ will denote the greatest integer for which x is defined.
(I*! may be thought of as the length of x.) 1.1.3. y=the set of all reversible sequences of positive numbers, defined on the set of all positive integers. The word "reversible" will be used instead of "oneto-one."
1.1.4. Z=the set of all infinite sequences of positive numbers, defined on the set of all positive integers.
1.1.5. If r is a positive number, then Yr will denote the set of all members of Y which take on the value r, and 1.1.6. FT will denote a reversible function from the positive numbers onto Yr. 1.1.7. If A" is a collection of sets, then K* will denote the union of members' of a:.
Points of A.
There are two types of points of A and these types will be called Px and P2.
1.2.1. Px = the set of all sequences of nonzero real numbers, defined on the positive integers.
1.2.2. P2 = Xx YxZ. (px,Pv, and pz will denote the coordinates of peP2.) 1.3 . Regions of A. There are also two types of regions and these types will be denoted by Tx and T2.
Risa member of Tx only in case there is an x e X with |x| #0 such that, 1.3.1. R = R1kj R2, where 1.3.2. R1 = {p \pePx; and p(i) = x(i) for z'=l,..., \x\}, and 1.3.3. R2={p\peP2; \px\^\x\; and px(i)=x(i) for i=l,..., \x\}. Such a region R will be denoted by Rx.
Ris a member of T2 only in case there is a point p eP2 and a positive integer n such that, 1.3.4. R = R° u R* u R-, where 1.3.5. R° = {q\qeP2; qx=Px\ Çy=Py; and if n>\, then qz(i)=pz(i) for i=l,..., n-\}, and
1.3.6. R* =(Jf=i **,.«. + >, and R~ = U" i A*,.».-),, where {y(p, n, +),}f and {y(p, n, -\)x are the two infinite reversible sequences of members of A'such that if y is a positive integer, then 1.3.7 . \y(p,n, ±),\ = \px\+n+l, 1.3.8. y(p, n, ±)j(i)=Px(i) for ¿=0,..., \px\, 1.3.9. y(p,n, ±)f(\px\ + l)= ±pA\n+j-\), 1.3.10 . y(p,n, ±)f(\Px\+2)= + Fp-Y\n+f-»(pY), andifn>l, 1.3.11. y(p,n, ±)f(\px\+2 + i)=+pz(i) for i=l,...,n-l. Such a region 7? will be denoted by 7?(p>n). 1.4 . Remarks. Note that 1.1.6 makes sense because Yr has the power of the continuum. In 1.2, Px n F2 = 0. In 1.3, the fact that {y(p, n, + )¡}f and {y(p, n, -)(}f are reversible sequences follows from 1.3.9, 1.1.3, and 1.1.1, whereby pY is a reversible sequence of positive numbers, and two members of X are different if they differ for some integer. Also for the same reason we have that y(p, n, +), / y(p, n, -)k for each of y and k an integer. Finally observe that item 1.3.10 makes sense because by 1.1.5 pYe YPYin+j-X) and by 1.1.6, FPy(n + j.X) is a reversible function onto YPr(n+f_X).
2. Some preliminary lemmas. Now we shall exhibit, in a series of lemmas, certain basic properties of the space A, including a proof that the regions defined in §1, are indeed well defined. In subsequent sections these lemmas will be translated into statements asserted in the theorem. "C by 1.3.5.
For the second implication we get immediately from 1.3.5 that qx=Px> Iy-Py, and if n>l, then qz(i)=pz(i) for /= 1,...,«-1. Hence, recalling that n^m, K.n)=>K.m) by 1.3.5. Moreover, in view of 1.3.7-1.3.11 it follows from 2.1.1 that Ri9.m,±)cRlp ,n ,±),+m." fory« 1, 2, 3,.... It follows then that F(i>,n) = F(,,m).
Finally in the last implication we only need to prove that \px\ = \qx\ and n^m.
If on the contrary \px\ > \qx\, then by 1. are to be adopted. Proof. The proof follows immediately from 2.2.4 and the definitions of Tx and T2, using members of Tx to cover points in Px and using members of T2 to cover points in P2. Consider now the case where 7?<PiB) e T2 n GjV and
In this situation we shall show that (4) if Rx n 7*(p,n) # 0 then 7*(P,n) e Ex, and thus finish the proof of the lemma. Noting that 7?* n R°p<n)= 0 by (3) We further claim that
for otherwise: by (3), \px\ +2á |x|, and then by 1.3.10 and (8)
which implies in view of (1) that
and hence by 1.1.5, 1.1.6, and 1.1.3, we have that
namely, a contradiction to (6) . Now, in view of (9), (8) implies that pY e Yixiixm, and this together with (9) and (7) are exactly the conditions (see 2.2.1) that F(J,>n) e Ex. Thus (4) is established and the proof of the lemma is completed.
Lemma. IfRxeTx and F(p>n) g Ex then
Rxr\R,p,n) = 0 on »FfHWMyD+l-Proof. Suppose that y is a positive integer so that n+j=pÇ1(\x(\x\)\)+\. Now in view of 2.2.1 we have that: \x\ = \px\ + 1 < \px\+n+\ = \y(p, n, ±),\, by 1.3.7; x(i)=Px(i)=y(p, n, ±)j(i) for /= 1,..., \px\, by 1.3.8; and x(\x\)= ±pY(n+j-1) =v(p,n, ±),(\x\), by 1.3.9. Therefore, by 2.1.1, if x(\x\)<0 then F* = £,(",",_, but if x(|jc|)>0 then Rx=>Ry(pn. + )-and hence Rx n F(p>n)# 0.
Conversely suppose that n^pY~1(x(\x\)) + l. Recalling that |/>x|+ l = |x|, we get that Rx n R°p¡n)¿ 0 by 1.3.5 and 1.3.3. Also if y is a positive integer then: \y(p,n, ±),\>\px\ + l = \x\, by 1.3.7, but y(p, n, ±)j(\x\)= ±pY(n+j-l)^x(\x\), by 1.3.9 due to 1.1.3 and the fact that n+j-1 >n-1 ^pÇx(\x(\x\)\)-and hence Px n FKp,n.±),# 0 by 2.1.1. Thus Rx n F(p,n)= 0.
2.6. Lemma. If F(pn) e T2, then there exists a positive integer N such that if Re GN and R è F(p,n) then
The least such positive integer N will be denoted by #(",",.
Proof. The implication to the right is transparent. But the converse requires an explanation. First let (1) N=\Px\+n+\.
Suppose that Rx e Tx n GN. Since \x\ ä A^> \px\ by 2. On the other hand we shall show that (4) if 7?<P,B) n 7?(5>m) ré 0 and \px\ ï \qx\ then /?<,.m) e £(P>B), and thereby complete the proof of the lemma. Noting that 7?(p-n) n R°qM = 0 by 2.1.4 due to (2), and /&,", n 7?(t,m) = 0 =7?(°5,m) n Ä(*,B) by 1.3.5, 1.3.7, and 1.3.3 due to (2) and (3), we let x=y(p, n, ±); for some/and x' = y(q,m, ±)k for some k so that Rxr\ Rx.r± 0. But then in view of 2.1.1 we get : (3) and (2), (6) ?Jt(i) = x'(i) = x(/) for/-0,...,|fa|, by 1.3.8 and (5), and for otherwise, recalling that \px\ = \qx\ is ruled out by assumption, we have that if 10x1 < \Px\ then by 1.3.11, x'(\px\ + l)-x'(\px\ +2)>0, which implies that x(\px\ +1) ■x(\px\+2)>0-a contradiction to 1.3.9 and 1.3.10, and similarly if \px\+n > \qx\> \Px\, then x(\qx\ + l)x(\qx\+2)>0, whereby x'(\qx\ + l)-x'(\qx\+2)>0-again a contradiction to 1.3.9 and 1.3.10. Now in view of (8), (5) says that (|^x| +1) = |x| and (7) says that qY e Ylxi[xm, and these together with (6) are exactly the conditions (see 2.2.1) that Riq,m) e Ex, which means that, recalling x=y(p, n, ±)f, R(q,m) g F(P,B) by 2.2.2. Thus (4) is established, whereby the proof of the lemma is completed.
2.7. Lemma. FAe regions are well defined, that is, if U and V are regions with a point p' e V n V, then there is a region W such that p e W<=-U n V. Finally supposé that/? s F2 and q e P2 with \px\ ~ä\qx\-\n case px=qx&nd pY=qY, then by fixing, in view of 1.2.2 and 1.1.4,y to be a positive integer withpz(j)¥=qz(j), we get by 1.3.5 that peR{PJ+X) and qeRiqJ+X), but R?pj + X) n R%J + X)= 0, which implies by 2.1.4 that F(p; + 1) n RiqJ+x-,= 0. On the other hand suppose that it is not true that px=qx and pY=qY. By 1.3.5,pe F(Pil) andqe R¡,q,N(¡,_U). But since IPxI^kxl, we get that R(q.Nip^tRiP.X) by 2.1.4 and 1.3.5, and F(íiV(pa)) i EiPiX) by 2.2.2 and 2.2.1. Now applying Lemma 2.5, F(p-1) n Rlq,Nlv_",= 0. lfRx, R2 eGN,pe Rx and Rx n R2j= 0, then Rx e GN2 and Rx n V2± 0. Hence Rxc Vx. Therefore R2 n Vx# 0 and G2 s GNl. Hence 7?2C U. Thus, Rxv R2<= U. 4 . Completeness of the space A. Since completeness may be considered as a natural extension of the notion of compactness, and as the various dimensions are the same for compact metric spaces [1, p. 2] , it is somewhat curious that the space A turns out to be complete. In any case the completeness of A will be used to compute the dimensions of A in the later sections. 5. Dimensions of the space A. In this section we shall show that the ind (A)=0 but dim (A) = l. The latter will be proved by first showing that Ind (A)>0, then using Katetov's result that Ind (A) = dim (A) for all metric spaces, and finally demonstrating that dim (A)^ 1.
Lemma. Each region of A is closed.
Proof. Suppose that Rx e Tx and p e A -Rx. In case p e Px or peP2 but F(pl) £ Ex, by Lemmas 2.3 and 2.8 let R e GNx so that p e R i Ex. It follows by Lemma 2.4 that R n Rx= 0. In case p eP2 and F(Pil) e Ex, then putting n=pY1(\x(\x\)\) +1, we have by Lemma 2.5 that /? e 7?(P,B) but 7?(P,B) n Rx= 0. Hence each region in Fx is a closed set.
Suppose now that 7?(P-B) e T2 and qeA. -7?(P-B). In case qePx or qeP2 but 7?(s-1) <£ £(P,B), by Lemmas 2.3 and 2.8, let ReGNipn) such that qeR$EiPtn). It follows by Lemma 2.6 that 7? n 7?(PrB)= 0. In case ?ef2 and Riq,X) e F(P>B), by 2.2.2 and 2.2.1 let x=y(p, n, ±)k for some positive integer k such that Rlq¡1) eEx. Now put w=/?y ^IxflxDD+l. Noting that by 2.2.1 and 1.3.7 \qx\ = \Px\+n we have that: Riq¡m) n Rx= 0 by Lemma 2.5, R"x n 7?<°P,B) = 0 by 1.3.5 and 1. ind (boundary of R) = ind ( 0 ) = -1.
Notations and Definitions.
We shall adopt the following terms. 5.3.1. n=the set of all finite sequences of positive numbers, defined on initial segments of the set of positive integers. If it e XI, then \tt\ =the greatest integer for which tt is defined. 5 .3.2. K is an indicator means that K is a subset of n with (1) if -n, tt' e K, then |7r| = \tt'\, and that integer is denoted by \K\, (2) {r | r=rr(l) for some tt e K} is an infinite set, and (3) if tt e K and /" is a positive integer with j< \n\, then {r \ r=Tr'(j+1) for some ■n' e K with tt'(í)=tt(í) for i'= 1,...,/} is an infinite set. Proof. For each positive number r, let qr e R°p,n) with (q,)z(n)=r, and let KT be an indicator with 2 (Kr, (qT, n + l))<=-H. Since {M\ M=\Kr\ for some r} is a countable set of integers, let N be a positive integer and F be an infinite set of positive numbers such that if r e T then .|ATr| = iV. Define K' by requiring that where z'= 1,..., |7r|, for some it' e K'}. Hence by part (2) of 5.3.2 lety be a positive integer such that J{K.\ is an infinite set. Now define K by requiring that -n e K only in case for each 1 <n^\K'\, (4) there is a w' e/¿.|_n+1 with 7r(z')=7r'(z) for i = 1,..., n.
By the definition of {//}& ! and in particular (3), we have that K is an indicator. Moreover by (1) it is evident that Proof. The proof will consist of exhibiting x', K3, and Kt. Let ax and a2 be reversible sequences into (1) {r\r = kx(l) for some kx e Kx} and {r \ r = k2(l) for some k2 e K2} respectively with disjoint ranges. Let a be a sequence such that for each positive integer n, (2) a(2n-l) = ax(n) and a(2n) = o2(n).
Clearly a e Y. Let (3) S = {y I y e Y and er is a subsequence of y}, and for each s e S let qs be a point such that (4) qs e P2, (qs)x = x, (qs)Y = s. [October By application of Lemma 5.6 to 7?(5s-1) for each s e S and noting that S is uncountable, we obtain without loss of generality a set S ' such that S' <^ S, S' is uncountable,
s' e S' implies there is a Ks-with (2 (Ks-, (qs-, 1))* c Ux.
But {\K\ | K=KS, for some s' e S} is a countable set of integers. Consequently let N be a positive integer and F be a set such that (6) F c S', Fis infinite, t e Timplies that \Kt\ = N.
Define x'elas follows :
(7) |x'| = 14+1, x'(|x'|) = -a2(N), x'(i)=x(i) (i = 0,..., \x\).
Define K3 by requiring that tt e K3 only in case :
|v| -N + 1, «(I) = F-^ÍO (for some t e T) (o) tt(í+ 1) = tt'(í) where i »■ 1,..., N for some -n' e Kt.
By (6), (1), and 1.1.6 it is evident that K3 is an indicator. Define Kt by requiring that ■rreKi only in case |7r| = |A"2|, if |A"2|>1 then tt(í)=tt'(í+1) (i'=l,..., \K2\ -1), for some tt' e K2 with tt'(1) = o2(N).
In view of the definition of a2 it is clear that K^ is an indicator. Moreover by (1) and (7) we have that (2 (Kt, x'))* c {Rx. j Rx. e 2 (K2, x-) and x"(|x| +1) = -o2(N)}*, and hence from the hypothesis (2 (K<, x'-))* c (2 (JTS, x-))* <= U2. But now observe that for each / e F we have that by (4) and 1.3.7-1.3.11, xt = y(<it, 1, -)mt, where mt = t~1(o2(N))'=iN=\Kt\, by (2) and (6), and hence applying Lemma 5.7, (2 (Kt, x( + ))*c (2 (Kt, (?(,1)))*.
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use It now follows in view of (9) and by (6) and (5) In view of (1) and (2) and by repeated application of Lemma 5.8, we get a decreasing sequence {RXi}x of open and closed sets such that if z is a positive integer,
