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ABSTRACT 
Starting  from  the  iterative multi‐scaling  approach  previously  studied  for monochromatic  illuminations,  two multi‐
resolution strategies for dealing with multi‐frequency  inverse scattering experiments have been developed. The first 
procedure is based on the integration of the iterative multi‐scaling algorithm into a frequency‐hopping reconstruction 
scheme, while in the second one the multi‐frequency data are simultaneously processed exploiting a multi‐resolution 
expansion  of  the  problem  unknowns.  The  numerical  and  the  experimental  analysis  presented  in  this  contribution 
concern with a preliminary assessment of the reconstruction effectiveness of the proposed approaches in comparison 
with a monochromatic multi‐step process. 
 
1. INTRODUCTION 
The reconstruction of the electromagnetic properties of an  inaccessible area of  investigation [1]‐[4] can be obtained 
processing  the  scattered  electromagnetic  radiation  collected  in  a  non‐invasive  fashion  on  a  measurement  region 
external to an investigation area. 
As far as microwave imaging techniques are concerned, they lack of sufficient collectable information on the scenario 
under test. In fact, the information content available from the scattering experiments cannot be arbitrarily increased 
by  oversampling  the  scattered  field  [5]  and,  since  single‐illumination measurement  setups  do  not  usually  allow  a 
detailed  reconstruction  of  unknown  scatterers,  multi‐view  and  multi‐illumination  acquisition  systems  have  been 
proposed [6]. 
Moreover, several works have been focused on the potentialities of frequency‐hopping strategies [7] or on strategies 
aimed at the simultaneous processing of multi‐frequency data [8]‐[10]. Both the approaches can effectively  improve 
the reconstruction capabilities of inverse scattering algorithms.  
However, some intrinsic drawbacks of multi‐frequency strategies have to be considered in order to efficiently exploit 
the frequency diversity. 
First of all, the increase of the data space unavoidably requires additional (with respect to the monochromatic case) 
software/hardware  resources  for  the  processing  and  the  storage.  Moreover,  the  object  function  modeling  the 
dielectric  and  conductivity  parameters  of  the medium  depends  on  the working  frequency  according  to  a  suitable 
Maxwellian model that describes the relationship between dielectric parameters and operating frequency [8] [9]. 
Undoubtedly, the advantages of using multi‐frequency measures have been widely  investigated  in the framework of 
single‐step  inversion  algorithms,  but  limited  efforts  have  been  dedicated  to  the  integration  of  multi‐frequency 
strategies and multi‐resolution approaches [11]. 
Therefore, this paper investigates and assesses the profitable combination between a multi‐frequency approach and 
the IMSA multi‐step inversion algorithm [12][13] previously studied facing monochromatic data.  
Such an  integration  is expected to provide effective advantages since multi‐frequency strategies based on the  IMSA 
could better exploit the benefits of a multi‐resolution expansion of the unknowns space ([12]‐[15]) taking into account 
the enlarged set of information coming from the scattering experiments at different frequencies. 
In the following Sections, the mathematical formulation of the multi‐frequency IMSA is briefly presented (Sect. 2) and 
a set of representative synthetic as well as experimental results are reported in Sect. 3. Finally, Sect. 4 concludes the 
paper. 
 
 2. MATHEMATICAL FORMULATION 
A two‐dimensional scenario characterized by an inhomogeneous cross section   is assumed. The investigation area 
is illuminated by a set of   monochromatic (  being the working frequency of the 
ID
Φ φf φ  ‐th illumination,  Φ= ,...,1φ ) 
incident electric fields TM‐polarized impinging from V  different directions ( zyxEincv ˆ),(,φ , , Vv ,...,1= Φ= ,...,1φ ) 
The multi‐frequency information collected through the scattered radiation  zyxE mm
scatt
v ˆ),( ,,, φφφ  at   
points belonging to the observation domain   can be exploited for reconstructing the following contrast function 
pvpv Mm ,, ,...,1=
OD
           
o
r f
yxjyxyx επ
σετ
φ
φ 2
),(1),(),( −−=             (1) 
 
),( yxrε and  ),( yxσ  being  the  relative permittivity and  the  conductivity,  respectively. The object  function  (1)  is 
related to the scattered  field  in the observation domain,  ,  , and to the  incident 
field in the investigation domain,  , 
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where   and   indicate the external and internal scattering operators, respectively. Eqs. (2) and (3) have to be 
solved in order to obtain the contrast function 
ext
v φ,Α int,φvΑ
),( yxφτ ,  Φ= ,...,1φ . Toward this aim two possible multi‐frequency 
multi‐resolution strategies have been developed. 
 
2.1. Multi‐resolution Frequency Hopping Strategy 
A frequency hopping scheme can be efficiently integrated in the IMSA by exploiting the multi‐frequency data set in a 
cascade fashion starting from the lowest available frequency ( 1ff = ).  
At each hop of such a strategy ( Φ= ,...,1φ ), a nested multi‐scaling procedure of  φφ Ss ,...,1=  optimization steps is 
performed in order to processes the monochromatic data‐set related to the φ ‐th frequency.  
This frequency hopping multi‐resolution (IMSA‐FH) procedure consists of the following steps: 
 
- Initialization. The  investigation domain  ID   is partitioned  into  φN  sub‐domains chosen taking  into account the 
information content of  the scattered  field  [9] at  φff = . Then,  the problem unknowns are  initialized with  the 
free‐space configuration 
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if  1=φ , otherwise the profile reconstructed at the convergence step of the  1−φ ‐th frequency stage is suitably 
mapped into the investigation domain: 
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- Low‐order Reconstruction. The  first step of  the multi‐scaling procedure at each hop aims at obtaining a coarse 
reconstruction of the problem unknowns through the minimization of a low‐order cost function 
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- Higher‐order Reconstructions.  Successively,  thanks  to  a  clustering procedure  [13]  that  identifies  a  set of   
regions‐of‐interest  (RoIs),  a  high  resolution  representation  of  the  unknowns  can  be  retrieved  performing  an 
iterative  minimization  of  the  cost  function  (8).  In  fact,  at  each  step  the  unknowns  are  looked  for  using  the 
following  multi‐resolution  expansion  
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φφ ss Rr ,...,1=  being the resolution index and   indicates the n–th rectangular basis function as the s‐
th step of the 
),( yxB
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- Termination of the frequency hopping Multi‐resolution scheme. The multi‐scale process is stopped when a set of 
stability criteria on the reconstruction [12] hold true and the solution of the  Φ ‐th frequency  is assumed as the 
final estimated profile of the multi‐scaling frequency hopping strategy. 
 
2.2. Multi‐frequency Multi‐Scaling Approach 
The IMSA was originally proposed in [12] for the reconstruction of single scatterers and extended in [13] for multiple‐
objects for processing single‐frequency data. Its generalization to the multi‐frequency case (IMSA‐MF) can be obtained 
by carefully performing the following modifications concerning the object functions and the construction of the cost 
function: 
 
- Contrast Function Model. By means of some manipulations of eq.  (1), the  following expression  for the contrast 
function can be obtained 
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where the value of the contrast at the φ ‐th frequency,  ),( yxφτ ,  is related to that of the reference frequency 
φf ,  ),( yxφτ .  Therefore,  the  inversion  process  only  aims  at  determining  the  unknown  reference  contrast 
 function,  ),( yxφτ . This  approach  allows  to  avoid  the  increase of  contrast  function unknowns  and hence  the 
multi‐frequency data space can be profitably exploited. However, the internal fields have to be estimated for each 
working frequency. 
 
- Multi‐Frequency Multi‐Scaling Reconstruction. 
Likewise the standard IMSA, a multi‐scaling procedure of s=1,...,S steps is performed in order to define the multi‐
resolution expansion of the unknown parameters by minimizing at each step of the iterative profile retrieval the 
following multi‐frequency cost function 
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3. NUMERICAL ANALYSIS 
In  this  Section,  a  selected  set  of  comparative  reconstruction  results  are  presented  and  discussed.  The  aim  is  to 
preliminary assess the reconstruction capabilities of the proposed multi‐resolution strategies (IMSA‐MF and IMSA‐FH) 
in comparison with the standard IMSA (referred in the following as Single‐Frequency Iterative Multi‐Scaling Approach ‐ 
IMSA‐SF). 
 
Figure 1. Layered Profile – Reference distribution of the object function 
 
Fig.  1  shows  the  geometry  of  the  considered  test  case.  It  consists  of  a  layered  cylindrical  structure  centred  at 
 (λ6.0=−= refcrefc yx λ  being the wavelength at  GHzf 6= ) in a square investigation domain  λ3=IDL ‐sided 
(for convenience, the distribution of Fig. 1, and as well as those concerning the profile reconstructions, has been cut at 
λ4.0−=cutx ). The object  function of  the  inner square  layer  ( λ3.0=inL   in side)  is  5.0=inτ , while  that of  the 
outer  layer  ( λ9.0=inL ‐sided)  is equal  to  0.2=outτ . The  investigation domain has been  illuminated by a  set of 
incident plane waves  impinging  from   equally‐spaced directions. For each  illumination, multi‐frequency data 
( ,  ,  ,  ) have been simulated in a set of measurement points located on a 
circle 
8=V
3=Φ GHzf 51 = GHzf 62 = GHzf 73 =
λ3  in radius. Moreover, the data have been blurred adding a Gaussian noise characterized by  dBSNR 20= . 
Because  of  the  different  information  content  available  at  each  frequency  [5][15],  , 311, =vM 372, =vM ,  and 
  field  samples have been  taken  into  account  at  ,    and  ,  respectively.  Therefore, 443, =vM 1f 2f 3f 1211 =N , 
 1442 =N , and   basis functions have been used for the IMSA‐FH and the IMSA‐SF), while 1693 =N 3)( NRN s = , 
, has been chosen for the IMSA‐MF inversion. Ss ,...,1=
In order  to  carry out  a  comparative  study,  the  results of  the  inversion procedure  for  the  IMSA‐SF  simulations  are 
shown in Figs. 2(a)‐(c), while the result for the IMSA‐MF approach is shown in Fig. 3. 
   
(a)  (b) 
 
(c) 
Figure 2. Layered profile – Reconstructed distributions (SNR=20dB) by means of the IMSA‐SF at the working frequency 
of (a)  , (b) GHzf 51 = GHzf 62 = , (c)  GHzf 73 =  
 
As expected, the plots of the object function distribution point out that the multi‐frequency data  improves both the 
refinement  of  the  outer  and  the  inner  layer.  More  rigorously,  such  a  qualitative  impression  can  be  numerically 
evaluated by computing the corresponding values of the error figures defined as in [12]. 
 
Figure 3. Layered profile – Reconstructed distributions (SNR=20dB) by means of the IMSA‐MF   GHzf 7,6,5=
 
The IMSA‐MF turns out to be better guaranteeing enhanced performances in the whole considered frequency range 
used  for  the  IMSA‐SF  inversion.  In  particular,  observing  the  errors  histogram  of  Fig.  4,  it  is  noticed  that 
 { } MFIMSAtotSFIMSAtot −−= ≥ χχ φφ 21.2min 3,2,1 ,  { } MFIMSASFIMSA −−= ≥ intint3,2,1 20.1min χχ φφ   and { } MFIMSAextSFIMSAext −−= ≥ χχ φφ 58.1min 3,2,1 . 
 
 
 
Figure 4. Layered Profile – Values of the quantitative error figures at the convergence. 
 
It  is now mandatory to compare the  IMSA‐MF to the multi‐resolution frequency hopping approach (IMSA‐FH) which 
has been run considering the  3=Φ  different frequencies used for the monochromatic simulations whose results are 
presented  in  Figs.  2(a)‐(c).  The  dielectric  profile  retrieved with  the  IMSA‐FH  strategy  is  shown  in  Fig.  5.  It  can  be 
noticed that the IMSA slightly takes advantage of the frequency hopping scheme. 
As a matter of fact, it turns out that  ,   and  . 19.4=−FHIMSAtotχ 69.28int =−FHIMSAχ 77.1=−FHIMSAextχ
 
Figure 5. Layered Profile – Reconstructed distributions (SNR=20dB) by means of the IMSA‐FH. 
 
4. CONCLUSIONS 
In  this paper, a preliminary comparative assessment of  two multi‐resolution approaches exploiting multi‐frequency 
data has been carried out.  
As a matter of  fact,  the  IMSA‐MF has shown a better effectiveness  in processing multi‐frequency  information with 
respect to the multi‐scaling inversion scheme based on the frequency hoping strategy. Our first objective was finding 
some indications on the most suitable strategy able to improve in a non‐negligible fashion the reconstruction accuracy 
with an acceptable amount of computational resources. 
However,  further  researches  will  be  dedicated  to  the  comparative  studies  of  the  proposed  approach  with  other 
traditional single‐step inversion schemes also considering experimental datasets. 
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