Abstract-Under the background of the deficiencies and shortcomings in traditional diesel engine fault diagnostic, the naïve Bayesian classifier method which built on the basis of the probability density function is adopted to diagnose the fault of diesel engine. A new approach is proposed to weight the super-parent one dependence estimators. To verify the validity of the proposed method, the experiments are performed using 16 datasets collected by University of California Irvine (UCI) and 5 diesel engine datasets collected by our lab. The comparison experimental results with other algorithms demonstrate the effectiveness of the proposed method.
INTRODUCTION
Diesel engine is a complex machine and a multi-interference system. The relationship between its input and output variables, fault and sign is unobvious and uncertainty. Poor working conditions easily lead to signal distortion etc. These have greatly increased the types of diesel engine fault diagnosis difficulty. In recent years, scholars from various countries for the diesel engine fault diagnosis methods have made a lot of related.
Bayesian diagnosis is established based on the probability density function. Compared to the diagnosis based on the failure mechanism, it has smaller diagnostic error rates. So it has an extensive application. With the development of information and automation technology, a lot of running data and diagnostic data has been accumulated and it is possible to calculate the prior probabilities of Bayesian method. However, in many practical fields, the independency assumption of Naïve Bayes (NB) does not hold. Therefore, many researches are mainly about how to use some technology to find a most favorable topology among all possible network structures. At present, such technologies can be summarized into two categories: heuristic search and correlation analysis. To relax the independency assumption, the researchers have done a lot of work. With the development of modern science technology and the degree of automation, diesel engine fault diagnostic technique has undergone significant changes and Bayesian diagnosis become one of the most efficient diagnosis methods.
Among all these improving approaches, One-Dependence Estimators (ODEs) [1] are simple but effective classifiers. ODEs are very similar to NB but they also allow every attribute to depend on, at most, another attribute besides the class. Both theoretical analysis and empirical evidence have shown that ODEs can improve upon NB's accuracy when its attribute independence assumption is violated. Tree Augmented Bayesian Network (TAN) [2] is kind of ODE which provides a powerful alternative to NB. Super Parent-One-Dependence Estimators (SPODEs) [3] can be considered a subcategory of ODEs where all attributes depend on the same attribute. L.X. Jiang [4] et al adds the parent node for some attributes in Bayesian network using conditional mutual information. Aggregating One-Dependence Estimators (AODE) ensembles all SPODEs that satisfy a minimum support constraint [5] and estimate class conditional probabilities by averaging across them. This ensemble has demonstrated very high prediction accuracy with modest computational requirements. However, it is based on an implicit assumption that all SPODEs have the same or equivalent learning ability. But the leaning ability of different Bayesian networks is different. Simply averaging all SPODEs may scale up the influence of the bad performance classifiers so as to affect the final classification result. WAODE [6] is an improvement of AODE. It uses conditional mutual information to determine the weight of each SPODE. HNB [7] and HODE [8] are another two improved versions of AODE. Addressing how to select SPODEs for ensemble so as to minimize classification error, Yang Y et al [9] proposed five selection methods, minimum description length (MDL), minimum message length (MML), and leave one out (LOO), Backward Sequential Elimination (BSE) and Forward Sequential Addition (FSA). Their experimental results showed that measuring ensembles outperforms measuring single SPODE and model selection for SPODE is advisable since the selection makes differences. In addition, Li Nan et al [10] take each SPODE as a production model and weight each SPODE using the fitting degree of the model to data.
II. SUPERPARENT-ONE-DEPENDENCE ESTIMATORS (SPODES)
Assume D is a set of training instances, 
Since the above equality holds for every SPODE, it also holds for the mean over any subset. An ensemble of k SPODEs corresponding to the super-parents A 1, … , A k estimates the class probability by averaging their results as follows.
AODE selects a limited class of 1-dependence classifiers and aggregate the predictions of all qualified classifiers within this class. To avoid including models for which the base probability estimates are inaccurate, ensemble of all SPODEs except for those who have less than 30 training instances. Hence, AODE classifies an instance X by using the following equality.
^:
Where F ( ) is a count of the number of training examples having attribute-value and is used to enforce the limit m that we place on the support needed in order to accept a conditional probability estimate. In the presence of estimation error, if the inaccuracies of the estimates are unbiased the mean can be expected to factor out that error. 
III. NEW APPROACH TO WEIGHT SPODE
A data sample of n attributes can potentially have n SPODEs, each alternatively taking a different attributes as the super parent, as shown in Fig.1 . In this paper, we consider the diversity of SPODE and its corresponding NB and propose a new approach to weight SPODE. 
A. Diversity of SPODE and its corresponding NB
A natural question is that how well a SPODE can perform in predictive tests. If the prediction result for a test instance by using a SPODE is same with that by using NB, we can say that the performance of the SPODE is not very well. We would rather use its corresponding NB than the SPODE since the structure of SPODE is more complex than simple NB and the parameter estimation needs more time while the performance are the same.
Definition 1 If a test instance X is classified to the same class by using SPODE and by using NB, then we say the performance of SPODE and NB is equivalence.
Definition Diver Diver
Further, we have the following discussion. that agreement is weaker than expected by chance. In another words, the chance of the two classifiers obtain the same classification is slim.
If the diversity between the augmented naïve bayes and the simple naïve bayes is small, it has no need to expand the network structure of NB. Because of the complexity of probability estimation is closely related to the network structure.
From the above discussion, we can get the conclusion that the diversity between the augmented naïve bays and the simple naïve bays 
Where is defined in (4) Since (1) holds for every SPODE, we can estimate the probability of each class label given an c X instance as follows:
The proposed classifier is named WSPODE. WSPODE classifies a newly instance using (9) In this section, we describe our algorithm for training and inference. During the training phase, the goal is to determine the weight of every SPODE using (7). The learning algorithm for WSPODE is depicted as follows. In classification phase, use (8) In order to train the weight of every SPODE, we All datasets are preprocessed with the help of WEKA1 software before using. Use the supervised filter Discretize in WEKA to discretize all the numeric attributes; Use the unsupervised filter Remove in WEKA to remove useless attributes. The discretized data # is showed in tableⅣ. (2) Validation method 10 runs of 10-folds CV test for comparing the classifier performances. Each datasets are divided into 10 almost equal-sized blocks randomly, and in each validation, one block was used for test data and the remaining blocks were used for training classifiers. Average all 10 runs as the final results like table Ⅴ.
Throughout all the tests, we measured the classification error rate, i.e., the percentage of incorrectly classified instances. 
