Under mild Markov assumptions, sufficient conditions for strict minimax optimality of sequential tests for multiple hypotheses under distributional uncertainty are derived. First, the design of optimal sequential tests for simple hypotheses is revisited and it is shown that the partial derivatives of the corresponding cost function are closely related to the performance metrics of the underlying sequential test. Second, an implicit characterization of the least favorable distributions for a given testing policy is stated. By combining the results on optimal sequential tests and least favorable distributions, sufficient conditions for a sequential test to be minimax optimal under general distributional uncertainties are obtained. The cost function of the minimax optimal test is further identified as a generalized fdissimilarity and the least favorable distributions as those that are most similar with respect to this dissimilarity. Numerical examples for minimax optimal sequential tests under different uncertainties illustrate the theoretical results.
1. Introduction. Sequential hypothesis tests are well-known for being highly efficient in terms of the number of required samples and, as a consequence, for minimizing the decision delay in time-critical applications. In his seminal book [64] , Wald showed that, compared to fixed sample size tests, sequential tests can reduce the average number of samples by a factor of two. In general, the ability to allow the overall number of samples to depend on the current history makes sequential procedures more flexible and adaptable than procedures whose sample size is chosen a priori. Comprehensive overviews of sequential hypothesis testing and related topics can be found in [64, 56, 23, 49, 59] , to name just a few.
A well-established drawback of sequential hypothesis tests is that their higher efficiency depends critically on the assumption that the process generating the observations indeed follows the assumed model. If this is not the case, i.e., if a model mismatch occurs, the number of samples can increase significantly-compare, for example, [59, Figure 3.4] , which illustrates the influence of a model mismatch on the expected run-length of a sequential test for the mean of an auto-regressive process. This observation lead Kiefer and Weiss to propose a sequential test that, in addition to meeting the targeted error probabilities under the hypotheses, minimizes the maximum expected run-length over all feasible distributions [13, 35] . Different variations of the corresponding optimization problem are known as Kiefer-Weiss problem or modified Kiefer-Weiss problem and have received considerable attention in the literature [38, 12, 47, 68] . However, to the present day, exact solutions to the Kiefer-Weiss problem have only been shown for special cases of binary hypothesis tests.
A natural generalization of the Kiefer-Weiss problem is to include the error probabilities in the minimax criterion; that is, to design a test whose maximum error probabilities are minimal over the set of feasible distributions. For fixed sample sizes, this minimax approach to the design of statistical tests was pioneered by Huber [29] and is known as robust hypothesis testing or robust detection. In general, robust hypothesis tests sacrifice some efficiency under ideal conditions in order to be less sensitive to deviations from the ideal case [30] . In this sense, robust hypothesis tests, and robust statistics in general, form a middle ground between parametric and nonparametric approaches. For an overview of existing results, recent advances, and applications of robust statistics see, for example, [33, 39, 69, 1, 70] .
The idea underlying this paper is to leverage both sequential and robust hypothesis testing. Ideally, a robust sequential test is fast and reliable, i.e., it requires fewer observations than a fixed sample size test and at the same time works reliably under model mismatch. In this sense, both concepts complement each other: by sequentially performing a robust test, the loss in nominal efficiency can be compensated; by robustly performing a sequential test, its sensitivity to model mismatch can be reduced.
The literature on minimax optimal sequential hypothesis testing is rather scarce. To the best of our knowledge, the general design of strictly minimax optimal sequential tests has not been treated in the literature yet. However, preliminary and related works exist. Some of the earliest results in the field can be found in [40] , where a minimax test for the mean of two normal distributions is investigated, and [11] , where a minimax optimal procedure for the detection of a mean shift in Brownian motion is derived. The latter has been further generalized in [55] . The majority of the existing literature deals with the design of asymptotically minimax sequential tests. Asymptotic results exist, for example, for tests of distributions of the exponential family [28] , the presence of a signal in additive noise [14] , multiple distributions with unknown parameters [6] , and discrete distributions [20] . An approach to robust sequential testing based on adaptive nonlinearities is suggested in [63] , some application-specific procedures are given in [10, 62] . Closely related to the problem of minimax sequential tests is the problem of minimax quickest change detection, which was studied in [7, 60, 21, 2] . A noteworthy exception from the asymptotic approach to minimax sequential testing is the work presented in [34] , which is concerned with the design of strictly minimax optimal tests for discrete distributions. Finally, the minimax optimal binary sequential test is studied, under slightly stricter assumptions, in [15] , of which this paper is an extension and generalization.
The main contribution of this paper is a coherent framework for the design of strictly minimax optimal sequential hypothesis tests for Markov processes under mild assumptions. In particular, no assumptions about the nature of the model mismatch are introduced and the number of hypotheses is assumed to be arbitrary, but finite. An exact and general solution to the general Kiefer-Weiss problem is included as a special case. Moreover, the presented framework allows for the design of strictly minimax optimal tests in practice. This is illustrated with numerical examples, which, to the best of our knowledge, are the first implementations of minimax sequential tests in the literature.
Notation and Problem Formulation.
In this section, the minimax optimal sequential testing problem is defined and some common notations are introduced. Notations not covered here are defined when they occur in the text.
2.1. Notation. Random variables are denoted by upper case letters, their realizations by lower case letters. Analogously, probability distributions are denoted by upper case letters, their densities by the corresponding lower case letters. Blackboard bold is used to indicate product measures. Measurable sets are denoted by tuples (Ω, F). Boldface lower case letters are used to indicate vectors; no distinction is made between row and column vectors. The inner product of two vectors x and y is denoted by x, y , the elementwise product by xy. All comparisons between vectors are defined elementwise. The indicator function of a set A is denoted by I(A). All comparisons between functions are defined point-wise.
The notation ∂ y k f (y) is used for the subdifferential [52, §23] of a convex function f : Y ⊂ R K → R with respect to y k evaluated at y, i.e., If a function f y k exists such that f y k (y) ∈ ∂ y k f (y) ∀y ∈ Y, then f y k is called a partial generalized derivative of f with respect to y k . The set of all partial generalized derivatives f y k is denoted by ∂ y k f .
2.2.
Underlying Stochastic Process. Let X n n≥1 be a discrete-time stochastic process with values in (Ω X , F X ). The joint distribution of X n n≥1 on the cylinder set
is denoted by P, the conditional or marginal distributions of an individual random variable X on (Ω X , F X ) by P , and the natural filtration [8, Definition 2.32] of the process X n n≥1 by F n X n≥1
. In order to balance generality and tractability, the analysis in this paper is limited to stochastic processes that satisfy the following three assumptions.
1. The process X n n≥1 admits a time-homogeneous Markovian representation. That is, there exists a (Ω Θ , F Θ )-valued stochastic process Θ n n≥1 adapted to F n X n≥0
such that
for all n ≥ 1 and all E ∈ F X . The distribution of X 1 is denoted by P θ 0 , where θ 0 is assumed to be deterministic and known a priori. An extension to randomly initialized θ 0 should not be hard, but will not be entered.
2. There exists a function ξ : Ω Θ × Ω X → Ω Θ that is measurable with respect to P θ for all θ ∈ Ω Θ and that satisfies
for all n ≥ 0. 3. For all θ ∈ Ω Θ , the probability measure P θ defined in Assumption 2 admits a density p θ with respect to some σ-finite reference measure µ.
The set of distributions P on (Ω N X , F N X ) that satisfy these three assumptions is denoted by M. The set of distributions P on (Ω X , F X ) that admit densities with respect to µ is denoted by M µ .
The above assumptions are rather mild and are introduced primarily to simplify the presentation of the results. In general, the sufficient statistic Θ can be chosen as a sliding window of past samples, i.e., Θ n = (X n−m , . . . , X n ), where m is a finite positive integer. Hence, the presented results apply to every discrete-time Markov process of finite order. However, in order to implement the test in practice, Ω Θ should be sufficiently low-dimensionalcompare the examples in Section 8. As long as the existence of the corresponding densities is guaranteed, the reference measure µ in Assumption 3 can be chosen arbitrarily. This aspect can be exploited to simplify the numerical design of minimax sequential tests and is discussed in more detail in Sections 7 and 8.
2.3. Uncertainty Model and Hypotheses. For general Markov processes, the question of how to model distributional uncertainties is non-trivial and has far-reaching implications on the definition of minimax robustness. In the most general case, the joint distribution P is subject to uncertainty. However, defining meaningful uncertainty models for P is an intricate task and usually neither feasible nor desirable. An approach that is more tractable and more useful in practice is to assume that at any given time instant n ≥ 1 the marginal or conditional distribution of X n is subject to uncertainty.
In this paper, it is assumed that the conditional distributions P θ , as defined in (2.4), are subject to uncertainty. More precisely, for each θ ∈ Ω Θ the conditional distribution P θ is replaced by an uncertainty set of feasible distributions P θ ⊂ M µ . This model induces an uncertainty set for P, which is given by (2.6)
and is completely specified by the corresponding family of uncertainty sets for the conditional distributions {P θ : θ ∈ Ω Θ }. The goal of this paper is to characterize and design minimax optimal sequential tests for multiple hypotheses under the assumption that under each hypothesis the distribution is subject to the type of uncertainties introduced above. That is, each hypothesis is given by (2.7)
where all P k are of the form (2.6) and are defined by a corresponding family of conditional uncertainty sets {P
Note that the parameter θ, which corresponds to the sufficient statistic in Assumption 2, does not depend on k, i.e., the statistic needs to be chosen such that it is sufficient under all hypotheses.
Before proceeding, it is useful to illustrate the assumptions on the underlying stochastic process and the proposed uncertainty model with an example. Consider an exponentially weighted moving-average process, i.e., (2.8)
where a ∈ (−1, 1) is a known scalar and W n n≥1 is a sequence of independent random variables that are identically distributed according to P W . This process can equivalently be written as (2.9)
where the sufficient statistic Θ n can be updated recursively via
In order to introduce uncertainty to this model, it is assumed that with probability ε the increment W n is replaced by an arbitrarily distributed outlier. This model yields the following family of conditional uncertainty sets
where E ∈ F and E − θ is shorthand for {x ∈ Ω X : x + θ ∈ E}. In Section 8, a variant of this example is used to illustrate the design of a minimax optimal test with dependencies in the underlying stochastic process.
Testing Policies and Test Statistics.
A sequential test is specified via two sequences of randomized decision rules, ψ n n≥1 and δ n n≥1 , that are adapted to the filtration F n X n≥1
. Each ψ n : Ω n X → [0, 1] denotes the probability of stopping at time instant n. Each δ n : Ω n X → ∆ K is a k-dimensional vector, δ n = (δ 1,n , . . . , δ K,n ), whose kth element denotes the probability of deciding for H k , given that the test has stopped at time instant n. The set of randomized k-dimensional decision rules defined on (Ω n X , F n X ) is denoted by ∆ k n . The stopping time of the test is denoted by τ = τ (ψ).
For the sake of a more concise notation, let π = π n n≥1 , with π n = (ψ n , δ n ) ∈ ∆ 1 n × ∆ K n , denote a sequence of tuples of stopping and decision rules. In what follows, π is referred to as a testing policy and the set of all feasible policies is denoted by Π := × n≥1 ∆ 1 n × ∆ K n . A test statistic is a stochastic process T n n≥0 that is adapted to the filtration F n X n≥1
and allows the stopping and decision rules to be defined as functions that map from the codomain of T n to the unit interval. Of particular importance for this paper is the case where the sequence of test statistics T n n≥0 is itself a time-homogeneous Markov process and the stopping and decision rules are independent of the time index n. The corresponding testing policies are in the following referred to as time-homogeneous. This property is formalized in the follow defintion and significantly simplifies the derivation of non-truncated, strictly minimax optimal tests. Definition 1. A policy π ∈ Π is referred to as time-homogeneous if there exists a (Ω T , F T )-valued stochastic process T n n≥0 that is adapted to the filtration F n X n≥1
and it holds that (2.12)
where the functions ψ :
2.5. Performance Metrics and Problem Formulation. The performance metrics considered in this paper are the probability of erroneously rejecting the kth hypothesis, α k , and the expected run-length of the sequential test, γ. Both are defined as functions of the testing policy and the true distribution:
with k = 1, . . . , K. A generalization to performance metrics that are defined in terms of the pairwise error probabilities should not be difficult, but would considerably complicate notation, while adding little conceptual insight.
It is important to note that for the design of robust sequential tests the error probabilities and the expected run-length need to be treated as equally important performance metrics. On the one hand, reducing the sample size is typically the reason for using sequential tests in the first place. On the other hand, a test whose error probabilities remain bounded over a given uncertainty set, but whose expected run-length can increase arbitrarily, cannot be considered robust. In other words, a robust test should not be allowed to delay a decision indefinitely in order to avoid making a wrong decision.
The first optimality criterion considered in this paper is the weighted sum cost, i.e., (2.15) L λ (π, P P P) = γ(π,
where P P P = (P 0 , . . . , P K ) denotes a K + 1 dimensional vector of distributions and λ = (λ 1 , . . . , λ K ) denotes a K dimensional vector of non-negative cost coefficients. The minimax problem corresponding to the cost function in (2.15) reads as
where P P P ∈ P is used as a compact notation for P k ∈ P k , k = 0, . . . , K.
The second optimality criterion is the expected run-length under constraints on the error probabilities. The corresponding minimax problem reads as (2.17) inf
where the constraint holds for all k = 1, . . . , K and α k denotes an upper bound on the probability of erroneously deciding against H k . The notation for the minimax optimal policies is fixed below and concludes the section.
Definition 2. The set of time-homogeneous policies that are optimal in the sense of (2.16) is denoted by Π * λ (P). The set of time-homogeneous policies that are optimal in the sense of (2.17) is denoted by Π * α (P).
3. Optimal Tests. Assume that the distributions P 0 , . . . , P K ∈ M are given and fixed. In this case, problems (2.16) and (2.17) reduce to the design of an optimal test for K simple hypotheses, i.e.,
The notation for the corresponding optimal policies is fixed in the next definition.
Definition 3. The set of time-homogeneous policies that are optimal in the sense of (3.1) is denoted by Π * λ (P P P). The set of time-homogeneous policies that are optimal in the sense of (3.2) is denoted by Π * α (P P P).
The solutions to both the unconstrained problem (3.1) and the constrained problem (3.2) can be found in the literature. The binary case (K = 2) was treated in [16] under the same assumptions as stated in Section 2.2. In [43] , the general solution for an arbitrary number of hypotheses and arbitrary underlying stochastic processes is derived.
For easier reference, the solution of (3.1) is restated in this section. To this end, the functions G
≥0 and λ ∈ R K ≥0 is the vector of cost coefficients introduced in Section 2.5. Note that both G The cost function that characterizes the optimal test is stated in the following theorem. It extends Theorem 2.1 in [16] to multiple hypotheses. Theorem 1. Let λ ≥ 0, let P P P ∈ M K+1 , and let ρ λ : Ω ρ → R ≥0 , where
The integral equation
with g λ defined in (3.4), has a unique solution and it holds that
Theorem 1 follows directly from Theorem 5 and Lemma 6 in [43] and the Markov property of the stochastic process X n n≥1 . Also compare Theorem 5 in [15] . The optimal test statistic and testing policies are obtained by comparing the cost for stopping with the expected cost for continuing under the optimal policy. Corollary 1. The optimal test statistic of a test solving (3.1) is given by
where θ n is a sufficient statistic for (x 1 , . . . , x n ) in the sense of (2.4) and z n = (z 0,n , . . . , z K,n ) is the vector of likelihood ratios (Radon-Nikodym derivatives)
By Assumption 2 in Section 2.2, the test statistic can be calculated recursively via
with ξ θ is defined in (2.5).
Corollary 2. Let λ ≥ 0, let P P P ∈ M K+1 , and let ρ λ be as defined in Theorem 1. A policy π is time-homogeneous in the sense of Definition 1 and optimal in the sense of (3.1), i.e., π ∈ Π * λ (P P P), if and only if its stopping and decision rules are of the form
where
and (z n , θ n ) is defined in Corollary 1.
Corollary 1 and Corollary 2 follow immediately from Theorem 6 in [43] and characterize the set of optimal time-homogeneous policies under Markov assumptions. The two components of the optimal test statistic (z n , θ n ) correspond to the two types of information that are necessary to apply the optimal stopping rule. The likelihood ratios z are needed to evaluate the cost for stopping, while the state of the Markov process θ is needed to evaluate the conditional expectation that determines the cost for continuing.
The policies defined in Corollary 2 are optimal in the sense of the unconstrained problem (3.1). The solution of the constrained problem is closely related, but its statement is deferred to the next section since it relies on properties of the optimal cost function ρ λ that need to be established first. Before turning to the latter, a more compact notation and a useful way of characterizing the performance of time-homogeneous tests of the form (3.8) are introduced.
For policies of the form given in Corollaries 1 and 2, it is convenient to define the expected run-length and the error probabilities of the underlying test as functions of the initial state of the test statistic, i.e.,
where γ π,P : Ω ρ → R ≥0 ∪ {∞} and α π,P :
is a time-homogeneous Markov process, γ π,P and α (k) π,P solve the ChapmanKolmogorov equations [27] (3.17)
Conditioning on the true initial states of the statistics reduces the conditional performance metrics in (3.15) and (3.16) to the unconditional ones in (2.13) and (2.14), i.e., (3.19) γ π,P (1, θ 0 ) = γ(π, P) and α
. Being able to characterize the performance of a test in terms of solutions of (3.17) and (3.18) is of critical importance for the proofs given in later sections.
In order to simplify the notation of the central integral equations of this section, let µ z,θ : (z, θ) ∈ Ω ρ and P z,θ : (z, θ) ∈ Ω ρ be two families of probability measures on Ω ρ that are defined via
where E z × E θ ∈ F ρ , with F ρ denoting the natural σ-algebra on Ω ρ . The notation P (k) z,θ is used to refer to the probability measure in (3.21) with P θ chosen to be P (k) θ . Using this notation, the integral equations in (3.6), (3.17) , and (3.18) can be written more compactly as
Both notations are used in what follows.
4. Properties of the Cost Function ρ λ . While Theorem 1 is wellknown in the literature, the cost function ρ λ in (3.6) has rarely been studied in detail. The connection between ρ λ and the properties of sequential tests using policies π ∈ Π * λ is the subject of this section. It extends and generalizes the results in Section 3 of [16] .
Theorem 2. Let ρ λ be as defined in Theorem 1 and let Π * λ (P P P) be as defined in Corollary 3. For all π ∈ Π * λ (P P P) it holds that
where γ π,P and α
π,P are defined in (3.15) and (3.16), respectively.
See Appendix A for a proof. Theorem 2 connects the performance metrics in Section 2.5 to the optimal cost function ρ λ and is key to solving the unconstrained minimax problem (2.16). However, obtaining a solution to the constrained minimax problem (2.17) additionally requires control over the individual error probabilities. In what follows, a connection between the latter and the partial generalized derivatives of ρ λ is established. First, some useful technical properties of ρ λ are shown.
Lemma 1. For all λ ≥ 0 and all P P P ∈ M K+1 the function ρ λ that solves (3.6) is non-decreasing, concave and homogeneous of degree one in z.
A proof is detailed in Appendix B. Lemma 1 is significant for two reasons. First, it ensures that ρ λ admits a generalized differential, a property that is used in the next theorem to establish a connection between ρ λ and the error probabilities α k . Second, being concave and homogeneous qualifies ρ λ as an f -dissimilarity, i.e., a statistical measure for the joint similarity of P
. This property of ρ λ is not used explicitly in the derivations of the minimax optimal sequential test, but it puts the results into context and will later be shown to provide a unified interpretation of minimax optimal sequential and minimax optimal fixed sample size test. A more detailed discussion of this aspect is deferred to Section 7.
Theorem 3. Let ρ λ be as defined in Theorem 1, let Π * λ be as defined in Corollary 3, and let γ π,P 0 , α
be as defined in (3.15) and (3.16), respectively.
1. For all π ∈ Π * λ and all k = 1, . . . , K it holds that
2. For all π ∈ Π * λ , all (z, θ) ∈ Ω ρ , and all k = 1, . . . , K it holds that
Theorem 3 is proven in Appendix C. Its two parts correspond to a global and a local statement about the generalized differentials of ρ λ . The first part states that for all π ∈ Π * λ the functions γ π,P 0 and α
are valid generalized differentials of ρ λ . The second part states that at every point (z, θ) ∈ Ω ρ , the generalized differential of ρ λ coincides with the set of all error probabilities that can be realized by policies π ∈ Π * λ . Note that since the optimal policy is deterministic on the interior of the decision regions, the remaining degrees of freedom in terms of the error probabilities are exclusively due to the randomization on the boundary of the stopping and decision regions. The local statement in Theorem 3 cannot be extended to a global statement since the integral equations (C.6) and (C.7) establish a coupling between the local differentials so that they cannot be chosen independently of each other. This coupling reflects the fact that changing the randomization on the boundaries of a decision region also affects the overall performance of the corresponding sequential test.
Based on Theorem 3, the following optimality result can be obtained for the constrained sequential testing problem in (3.2).
Theorem 4. Let P P P ∈ M K+1 and let π * ∈ Π * α (P P P), i.e., π * solves (3.2). If
with ρ λ defined in Theorem 1, then it holds that for all π ∈ Π * λ * (P P P)
Moreover, it holds that
i.e., there exists at least one π ∈ Π * λ * (P P P) that is optimal in the sense of (3.2).
A proof is detailed in Appendix D. The significance of Theorem 4 lies in the fact that it characterizes solutions to the constrained problem (3.2) in terms of the optimal cost function of the unconstrained problem (3.1). From an algorithmic point of view, Theorem 4 makes it possible to design constrained sequential tests via a systematic optimization of the cost coefficients λ instead of Monte Carlo simulations or resampling techniques [58, 57] . Theorems 2, 3, and 4 form the basis for the derivation of minimax optimal tests, which will be characterized as optimal tests for least favorable distributions. The latter are introduced and discussed in the next section.
Least Favorable Distributions.
The counterpart of the optimal testing problems investigated in the previous sections is the problem of determining the least favorable distributions for a given testing policy π. In this case, the unconstrained problem (3.1) reduces to
Since the expected run-length and the error probabilities are coupled only via the policy, the joint problem in (5.1) decouples into K + 1 individual maximization problems
which can be solved independently.
For arbitrary stopping and decision rules, solving the problems in (5.2) exactly is challenging and, in general, the least favorable distributions depend on the time instant n as well as on the history of the random process. However, for time-homogeneous policies of the form (3.12), a more elegant solution can be obtained.
Theorem 5. Let P be an uncertainty set of the form (2.6) and let γ π,P : Ω ρ → R ≥0 ∪ {∞} and α (k) π,P : Ω ρ → R ≥0 . For all testing policies π of the form (3.12), it holds that the integral equations
have unique solutions. Theorem 6. Let P = (P 0 , . . . , P K ) be uncertainty sets of the form (2.6) and let π be of the form (3.12).
• If it holds that for every
with γ π defined in (5.3), then every distribution
is least favorable with respect to the expected run-length of the test, i.e.,
γ(π, P).
is least favorable with respect to the probability of erroneously deciding against H k , i.e.,
Theorems 5 and 6 are proven in Appendices E and F, respectively. From Theorem 6 it follows that under the least favorable distributions the process X n n≥1 is a Markov process with sufficient statistic (z n , θ n ). That is, the least favorable distributions adapt to the policy of the test as well as to the history of the random process.
It is worth highlighting that even in the case where all X n are mutually independent, the least favorable distributions generate a Markov process whose sufficient statistic is given by the vector z. This is in line with the concept of sequential inference, for which the order of the samples is crucial, even under an independence assumption. For fixed sample size tests, in contrast, the outcome does not depend on how the samples are ordered.
Having characterized optimal tests and least favorable distributions, everything is in place for the derivation of minimax optimal sequential tests.
6. Minimax Optimal Sequential Tests. In this section, sufficient conditions for strict minimax optimality of sequential hypothesis tests are given. Following the procedure for the optimal sequential test without uncertainty, the solutions of the unconstrained problem (2.16) are derived first and are then shown to contain a solution of the constrained problem (2.17).
The following three theorems are stated in sequence and constitute the main contribution of the paper. A discussion and an interpretation of the results is deferred to the next section.
Theorem 7. Let λ ≥ 0, let P = (P 0 , . . . , P K ) be uncertainty sets of the form (2.6), and let
with g λ defined in (3.4) has a unique solution.
Theorem 8. Let λ ≥ 0, let P = (P 0 , . . . , P K ) be uncertainty sets of the form (2.6), and let ρ λ , d λ , and D λ be as defined in Theorem 7. If for all
is minimax optimal in the sense of (2.16), i.e,
Theorem 9. Let P P P = (P 0 , . . . , P K ) be uncertainty sets of the form (2.6) and let (π * , P P P * ) ∈ Π * α (P P P), i.e., (π * , P P P * ) solves (2.17). If
with ρ λ defined in Theorem 7, then it holds that for all π ∈ Π * λ * (Q Q Q)
where Q Q Q is defined in Theorem 8. Moreover, it holds that
i.e., there exists at least one π ∈ Π * λ * (Q Q Q) that is optimal in the sense of (2.17).
Theorems 7, 8, and 9 are proven in Appendices G, H, and I, respectively. 7. Discussion. Theorems 8 and 9 in the previous section provide a sufficient condition for the characterization of minimax optimal tests in terms of optimal testing policies and least favorable distributions. In this section, the question of existence is discussed and an interpretation in terms of statistical similarity measures is given that provides additional insight and establishes a connection to minimax optimal fixed samples size tests.
7.1. Statistical Similarity Measures. In order to obtain a better conceptual understanding of minimax optimal sequential tests, it is helpful to introduce a class of statistical similarity measures known as f -dissimilarities. They were first proposed by Györfi and Nemetz [24, 25, 26] as an extension of f -divergences to multiple distributions and play an important role in the theory of statistical decision making. In particular, the connection between f -dissimilarities and Bayesian risks has been a topic of high interest in statistics [42] , signal processing [61] and machine learning [50] .
In this section, it is shown that the function ρ λ in Theorem 7 induces an f -dissimilarity and that this f -dissimilarity provides a sufficient characterization of the minimax optimal test. For this purpose, a variation on the concept of f -dissimilarities is useful, which is defined as follows.
Definition 4. Let P 1 , . . . , P K be probability measures on a measurable space (Ω, F) and let f :
, be homogeneous of degree one and concave in (y 1 , . . . , y K ). The functional
is called f -similarity of P 1 , . . . , P K .
I f in (7.1) is referred to as a similarity measure since for concave and homogeneous functions f , the functinal −I f = I −f is a dissimilarity measure in the sense of Györfy and Nemetz [26, Definition 1] . Allowing f to depend on the integration variable directly is a minor generalization that, in the context of this paper, allows the similarity measure to depend on the history of the random process. Similar generalizations have been introduced in the literature before [51, 45, 5] .
Using Definition 4, an intuitive characterization of the family of least favorable distributions can be given in terms of a corresponding family of f -similarities.
Corollary 3. At every time instant n ≥ 1, the least favorable distributions of X n+1 , conditioned on the state (Z n , Θ n ) = (z, θ), are the feasible distributions that are most similar with respect to the f -similarity defined by
with ρ λ given in Theorem 7.
The family of f -divergences defined by {f z,θ : (z, θ) ∈ Ω ρ } can be interpreted as follows. The equation system in Theorem 7 defines the optimal cost function ρ λ , which in turn defines the similarity measure in Corollary 3. The sequential aspect of the test is captured by the parameters (z, θ). The likelihood ratios z determine the weights of the individual densities. That is, the larger z k , the larger the influence of the kth distribution on the similarity measure. In terms of the underlying hypothesis test, a high value of z k implies that the test is likely to decide in favor of H k . Consequently, depending on whether H k is true or not, the least favorable distributions need to be as similar or dissimilar to H k as possible. On the other hand, a low value of z k implies that a decision in favor of H k is highly unlikely so that the corresponding distribution contributes little to the overall similarity measure. The influence of the parameter θ, i.e., the history of the underlying random process, does not affect the relative weighting of the individual distributions, but rather the shape of ρ λ itself. It strongly depends on the underlying random process.
The use of statistical similarity measures for the design of (sequential) tests for composite hypotheses has been suggested in the literature beforesee, for example, [48, 3, 46, 67] . However, in most works a suitable similarity measure is chosen beforehand -usually based on asymptotic results, bounds, or approximations-and is used as a surrogate objective whose optimization is easier than solving the actual testing problem. Here, by contrast, it is shown that the formulation of the testing problem induces a similarity measure and that optimizing the latter is equivalent to solving the former.
The connection of minimax optimal tests to f -similarities also allows for some interesting comparisons to other robust methods. Particularly instructive is the comparison to the binary minimax fixed sample size test when the observed random variables are independent with identical uncertainty sets. In [31, 17] , it is shown that in this case a sufficient condition for a pair of distributions to be least favorable is that it jointly minimizes all f -divergences over the sets of feasible distributions. This implies that the least favorable distributions do not depend on the decision rule, i.e., the likelihood ratio threshold. For the minimax sequential test, this decoupling no longer holds. Instead, the least favorable distributions need to minimize a particular f -dissimilarity that depends on ρ λ and the current state of the test statistic. On the one hand, this coupling significantly complicates the design of minimax robust sequential tests. On the other hand, it can be seen how the same principles underpin the test design in both cases: minimax optimality is achieved by using a policy that leads to the best separation of the most similar distributions.
7.2.
Existence. The results presented so far allow for some statements about the existence of minimax optimal tests. Stronger statements can be made for the unconstrained problem formulation (2.16) than for the constrained formulation (2.17). The former is considered first.
Since
the minimax optimal objective value in (2.16) is guaranteed to be finite for all cost coefficients λ ≥ 0 and all uncertainty sets P P P. This includes scenarios where two uncertainty sets overlap or are identical. However, it does not imply that a testing policy exists that achieves this value. In order to guarantee (6.4), i.e., that the supremum is attained, the uncertainty sets P 1 , . . . , P K need to be compact [54, Theorem 4.16] . While this assumption seems restrictive in theory, it is automatically fulfilled when the problem is discretized in order to be solved numerically. Moreover, given that the least favorable distributions are maximizers of concave functionals, we conjecture that compactness is not necessary for the existence of minimax solutions. A more thorough discussion would need to go into the technical details of optimization on function spaces, which is beyond the scope of this paper. For the constrained problem (2.17), the situation is more involved since, in order to be able to satisfy the constraints on the error probabilities, the uncertainty sets P 1 , . . . , P K need to be sufficiently separated, i.e., the distance between the two sets needs to be large enough to statistically separate them using a finite number of samples. The appropriate way to measure this distance is via the f -similarity that is induced by the corresponding cost function ρ λ . This leads to the following result.
Corollary 4. The minimax optimal objective in (2.17) is finite, if and only if the right hand side of (6.7) is bounded, i.e., if
with ρ λ defined in Theorem 7.
A proof of Corollary 4 is detailed in Appenidx J. As in the unconstrained case, existence of a finite supremum does not imply that an optimal policy exists, unless the uncertainty sets are compact.
Interestingly, the conditions for the existence of minimax optimal sequential tests are rather mild, especially for the unconstrained problem formulation. This is in contrast to the fixed sample case, for which much stricter sufficient conditions are given in the literature [31, 17] . This leads us to conjecture that these stricter conditions are only necessary to guarantee that the optimal policy and the least favorable distributions are decoupled and that minimax optimal fixed sample size tests for arbitrary uncertainty sets exist, but that they require a joint design of the policy and the least favorable distributions. Unfortunately, applying the results presented in this paper to the fixed sample case is not straightforward. First, as mentioned in Section 3, the concept of ordered samples, which is essential to sequential hypothesis testing and induces state-dependent least favorable distributions, in general does not apply to fixed sample size tests. Second, owing to the deterministic stopping rule, the policies of fixed sample size tests are not timehomogeneous in the sense of Definition 1. However, the second numerical example given in the next section indicates that time-homogeneous policies can lead to truncated stopping rules-see Section 8.2 for more details.
Finally, it should be highlighted that the least favorable distributions do not depend on the reference measure µ. More precisely, if µ is absolutely continuous with respect to an alternative reference measureμ, it follows from the homogeneity of ρ λ that
wherep = (p 0 , . . . ,p K ) are probability densities with respect toμ.
Example and Numerical Results.
In order to illustrate the presented results, two examples for minimax optimal sequential tests are given in this section. First, a test for three hypotheses that is robust with respect to the error probabilities is designed under the assumption that X n n≥1 is a sequence of independent random variables with identical uncertainty sets. Second, the case when the underlying processes admits dependencies is illustrated by solving the Kiefer-Weiss problem for a variant of the uncertainty model in Section 2.3. In both examples, the targeted error probabilities are set to α k = 0.01 for all k = 1, . . . , K.
The test design is based on the following iterative procedure. First, all P (k) θ are initialized with some feasible distribution. Keeping these distributions fixed, an optimal sequential test is designed by solving (4.2) for λ * and ρ λ * . In the second step, ρ λ * is kept fixed and the distributions are updated by solving the optimization problem in (6.4). Both steps are iterated until the changes in the function ρ λ * are small enough to assume convergence. For both examples, convergence was assumed if the relative difference between two consecutive approximations of ρ λ * fell below 10 −3 . The question whether this procedure is guaranteed to converge in general is certainly worth investigating, but beyond the scope of this paper.
It should be noted that this iterative procedure does not alternate between the design of optimal testing policies and least favorable distributions. Unless the procedure has converged, the distributions that solve (6.4) are not least favorable in the sense of Theorem 6. Moreover, the test statistic, which is part of the optimal policy, depends on the likelihood ratios and is hence affected by the update of the distributions in the second step.
In order to solve (4.2) and (6.4) numerically, both the state space Ω ρ and the sample space Ω X are discretized using a regularly spaced grid and linear interpolation is used to evaluate functions between grid points. This straightforward approach works well for the examples presented here. However, if a larger number of hypotheses or more complex dependencies need to be considered, more sophisticated approximations need to be used [22, 36] . The linear programming algorithm detailed [16] was used to efficiently solve (4.2) jointly for λ * and ρ λ * . However, in principle, any suitable convex optimization algorithm can be used to solve (4.2) and any method for solving nonlinear integral equations can be used to obtain ρ λ * .
In both examples, the distributional uncertainty is of the density band type [32] , i.e., (8.1)
where 0 ≤ p ≤ p ≤ ∞, P (Ω X ) ≤ 1, and P (Ω X ) ≥ 1. Here P and P denote the measures corresponding to p and p , respectively. The reason for using this uncertainty model is twofold. First, it contains several popular uncertainty models as special cases, for example, the ε-contamination model [29] , the bounded distribution function model [44] , and the f -divergence ball model [19] . Second, an efficient iterative algorithm for the minimization of convex functionals of probability distribution under density band constraints exists that makes it possible to obtain accurate numerical solutions with moderate computational efforts. A more detailed discussion of the band model, its properties, and how to obtain the least favorable distributions numerically can be found in [32] and [17] .
8.1. IID process under three hypotheses. For the first example, all X n , n ≥ 1, are assumed to be independent and distributed on the interval Ω X = [−1, 1]. Let P n denote the distribution of X n . The task is to decide between the following three hypotheses:
for all n ≥ 1. Here, U [a,b] denotes the continuous uniform distribution on the interval [a, b] and the uncertainty sets P 1 , P 2 are of the form (8.1) with
where a ≈ 0.1907 was chosen such that P 1 (Ω X ) = P 2 (Ω X ) = 0.9 and P 1 (Ω X ) = P 2 (Ω X ) = 1.1. The expected run-length was minimized under H 3 , i.e., P n = U [−1,1] for all n. Moreover, in order to keep the domain of the cost function two-dimensional, the reference measure µ was set to µ = U [−1,1] so that z 0 = z 3 = 1 and ρ λ becomes a function of (z 1 , z 2 ) only.
In order to solve this example numerically, the likelihood ratio plane (z 1 , z 2 ) was discretized on [−20, 10] × [−20, 10] using 301 × 301 uniformly spaced grid points and the sample space Ω X = [−1, 1] was discretized using 100 uniformly spaced grid points. The design procedure detailed above converged after five iterations. The optimal weights were found to be λ * ≈ (133.41, 133.41, 45.41). The resulting cost function ρ λ * , as well as the corresponding testing policy, are depicted in Fig. 1 . While the cost function as such provides little insight, the testing policy lends itself to an intuitive interpretation. In analogy to the regular sequential probability ratio test (SPRT), the minimax optimal test consists of two corridors that correspond to a binary test between H {1,2} and H 3 , respectively. Interestingly, there is a rather sharp intersection of the two corridors so that the test quickly reduces to a quasi-binary scenario. The expected run-length and the error probabilities as functions of the state of the test statistic can be obtained either via the partial derivatives of ρ λ * or by solving the integral equations (3.16) and (2.13) and are depicted in Fig. 2 . The "blocky" appearance of some of the functions is due to them having being downsampled to a coarser grid for plotting. Moreover, no smoothing was applied in order not to smear the hard transitions between the decision regions. Finally, note that the plots are oriented differently to provide the most suitable visual representation of the respective function.
The stopping and decision rules in Fig. 1 are depicted as functions of the log-likelihood ratios. The latter are in turn defined in terms of the least favorable distributions, i.e., the distributions that solve the maximization in (6.4) . Four examples of densities of least favorable distributions are depicted in Fig. 3 . As can be seen, the densities change significantly, depending on the state of the test statistic. In the top left plot, the test statistic is in its initial state, meaning that there is no preference for either hypothesis. Consequently, the least favorable densities are chosen such that all three distributions are equally similar to each other, which in this case implies that they are symmetric around the y-axis and that q or H 2 , respectively-compare the decision regions in Fig. 1 . In both cases, the least favorable densities are no longer symmetric, but their probability masses are shifted, their tail-behavior is noticeably different, and the interval of overlap can no longer be observed. Finally, in the lower right plot, there is a strong preference for H 3 , which leads to q (1) z and q (2) z both shifting as much probability mass as possible to their tails in order to reduce the significance of the corresponding observations. It is interesting to observe the effect that an imminent decision for H 3 has on q (1) z and q (2) z , namely that they become less similar to each other in order to increase the joint similarity to p (3) z . This is in contrast to the initial state depicted in the upper left plot, where q (1) z and q (2) z also try to approximate p (3) z , but at the same time need to be similar to each other as well.
In order to verify the numerical results, 10 000 Monte Carlo simulations were performed using the testing policy depicted in Fig. 1 . The observations were drawn from the least favorable distributions, which were calculated on the fly by solving (6.4) for the current weights (z 1 , z 2 ). The resulting confusion matrix as well the average run-length of the tests are shown in Table 1 . (log z 1 , log z 2 ) = (−4, −10) 
8.2.
Binomial AR(1) process under two hypotheses. For the second example, a discrete version of the uncertainty model in Section 2.3 is considered, namely a binomial AR(1) process [65] , which has applications, for example, in finance and monitoring [66] . A binomial AR(1) process X n n≥1 is a homogeneous Markov process with transition probabilities (8.5)
and (β 0 , β 1 ) = β ∈ (0, 1) 2 characterizes the dependence structure of the process. See [65, Definition 1. 4 Monte Carlo runs of the minimax optimal test using the policy depicted in Fig.1 . The target detection probability is 99%, the theoretical expected run-length under H3 is E P 3 τ (ψ) ≈ 36.31 samples.
of the binomial AR (1) process is given by Θ n = X n with Ω θ = Ω X = {0, 1, . . . , M }. In what follows, M = 7. Let P θ,β denote the distribution in (8.5), i.e., the conditional distribution of X n , given x n−1 = θ. The following two simple hypotheses are considered in this example:
Note that for β 2 = (0.5, 0.5) the binomial AR(1) process reduces to a process of independent binomial random variables with distribution B(M, 0.5). Hence, the two hypotheses in (8.7) correspond to a test for dependencies in the observed data. The aim is to solve the Kiefer-Weiss problem for the hypotheses in (8.7), i.e., to design a sequential test whose worst-case expected run-length over all possible random processes is minimal. Consequently, the uncertainty sets for the conditional distributions P θ are chosen as P θ = M µ for all θ ∈ Ω θ . Note that this type of uncertainty can be interpreted as a special case of the density band model in (8.1), with p = 0 and p = 1, or as an outlier model with contamination ratio ε = 1. In analogy to the previous example, the reference measure is set to µ = P (2) θ = B(7, 0.5), so that z 2 = 1 and ρ λ becomes a function of (z 0 , z 1 ) only. The initial state of the sufficient statistic is set to θ 0 = 3.
Since the hypotheses in (8.7) are simple, a regular sequential probability ratio test with log-likelihood ratio thresholds B < 0 < A can be applied as well. However, under the above uncertainty model, its worst-case expected run-length is infinite. In order to see this, consider a deterministic process that alternates between two observations, x (1) and x (2) , which are chosen such that their log-likelihood ratios satisfy For this process, the log-likelihood ratio increments keep canceling each other out so that neither of the thresholds is ever crossed. A minimax robust test, by contrast, makes it possible to leverage the increased efficiency of sequential tests while at the same time having a bounded worst-case runlength.
In order to obtain a numerical solution, the likelihood ratio plane (z 0 , z 1 ) was discretized on [−4, 8] × [−6, 6] using 241 × 241 uniformly spaced grid points. The iterative design procedure converged after four iterations. The optimal weights were found to be λ * ≈ (1526.38, 1178.24). The resulting cost function ρ λ * , as well as the corresponding testing policy, are depicted in Fig. 4 . Both are distinctly different from their counterparts in the first example. First, the stopping region is no longer a corridor, but is of a conic shape with no clear upper and lower threshold. Second, it is noteworthy that for log z 0 greater than approximately five, the sequential test reduces to a single threshold test, which is an indicator for the test being truncated under certain conditions and is in line with the goal of minimizing the worst-case expected run-length. For different values of θ, slight changes in the location of the decision regions can be observed, but the overall shape remains the same.
Four examples of conditional distributions that are least favorable with respect to the expected run-length are depicted in Fig. 5 . Note that a linear interpolation is used to connect the point masses; although this a potentially misleading representation, it helps to make the differences in shape more recognizable. In the depicted examples, the least favorable distributions are conditioned on z = 1 and on different values for θ, which corresponds to the previous observation x n−1 . It can be observed how the least favorable distribution, depicted in red, adapts to the state of the test statistic in such a way that it is equally similar to both hypotheses. Moreover, it is noteworthy that, even without bounds on the densities, the least favorable distributions do not reduce to a single point mass, meaning that for any given state of the test statistic there is no single least favorable observation. This is a consequence of the fact that the least favorable distributions under density band uncertainty turn out to be equalizers with respect to the respective performance measure, so that in this case all observations lead to the same expected run-length-see [18] for a more detailed discussion. In analogy to the first example, 10 000 Monte Carlo simulations were performed using the testing policy depicted in Fig. 4 in order to verify the numerical results. The confusion matrix as well the average run-length of the tests are shown in Table 2 Results of 10 000 Monte Carlo runs of the minimax optimal test using the policy depicted in Fig.4 . The target detection probability is 99%.
distribution Q 0 was obtained to be approximately 74.66 samples. Interestingly, a fixed sample size test between H 1 and H 2 using 75 samples results in error probabilities close to 1% as well. This raises the question whether there is a relation between the worst-case expected run-length of a minimax sequential test and the number of samples required by the equivalent fixed-sample size test. More precisely, since the latter is an upper bound on the former, the question is whether the least favorable distributions attain this bound; this conjecture will be investigated in future work. Regardless of whether or not the conjecture holds, the minimax sequential test still achieves significant reductions in the average sample size under both hypotheses, in particular H 2 , as is clear by inspection of Table 2. APPENDIX A: PROOF OF THEOREM 2
In order to prove Theorem 2, it suffices to show that the right hand side of (4.1) solves the integral equation (3.6) . Since ρ λ is unique, this implies that both functions are identical.
Two auxiliary results are used in the proof:
(I) For every function of the form z k f (z, θ), with f : Ω ρ → R ≥0 , it holds that
(II) For π = (ψ, δ) ∈ Π * λ , it follows from Corollary 2 that
Using these properties and the Chapman-Kolmogorov equations (3.17) and (3.18), it follows that for all (ψ, δ)
where the last equality follows again from Corollary 2. This concludes the proof.
APPENDIX B: PROOF OF LEMMA 1
Consider the sequence of functions ρ n λ n≥0
with ρ 0 λ = g λ and
Assume that ρ n λ ≤ ρ n−1 λ for some n ≥ 0. It then holds that
is non-increasing. Moreover, the sequence is non-negative and hence bounded from below. This implies that it converges pointwise to a unique limit. Since this result is used repeatedly in the paper, it is fixed in the next lemma.
Lemma 2. Let (Ω, F) be a measurable space and let f n n≥0 , with f n : Ω → R, be a sequence of functions. If this sequence is non-increasing, i.e., f n ≤ f n−1 for all n ≥ 0, and a function g > −∞ exists such that f n ≥ g for all n ≥ 0, then the pointwise limit
exists and is unique. The same result holds if the sequence is non-decreasing, i.e., f n ≥ f n−1 for all n ≥ 0, and a function g < ∞ exists such that f n ≤ g.
Lemma 2 is a well-known result in Real Analysis. It follows from the fact that for every ω ∈ Ω, it holds that f n (ω) n≥0 is a monotonic and bounded sequence of real numbers. Sequences of this type are guaranteed to converge to a unique limit-see, for example, [54, Theorem 3.14] and [41, Theorem 3.1.4]. This immediately implies the statement in Lemma 2.
From Lemma 2 it follows that the sequence ρ n λ n≥0
converges pointwise to unique limit ρ λ for n → ∞-also compare [43, Lemma 4, Lemma 5] and [16, Appendix A] . By definition (3.4), g λ is non-decreasing, concave, and homogeneous of degree one in z. Using this as a basis, it can be shown via induction that these properties carry over to ρ λ . Here, only the concavity of ρ λ is proven in detail; the other properties can be shown analogously.
Assume that ρ n λ is concave for some n ≥ 0, i.e.,
for all z, z ∈ Ω ρ and all κ ∈ [0, 1]. From the fact that g λ and the minimum being concave functions it follows that
is concave as well. Taking the limit on both sides of (B.5) yields (B.6)
This concludes the proof.
APPENDIX C: PROOF OF THEOREM 3
Since ρ λ is concave, its generalized partial derivatives in the sense of (2.1) exist. Moreover, for π ∈ Π * λ , ρ λ can be written as (compare Appendix A)
Exploiting the coupling between ρ λ and d λ is key to the proof of Theorem 3. The argument used here is based on a generalized version of Leibniz's integral rule, which is given in the next lemma.
Lemma 3 (Generalized Leibniz integral rule). Let (Ω, F) be a measurable space and let f : R K × Ω → R be a convex or concave function. If f (y, ω) is µ-integrable for all y ∈ R K , it holds that
where the integral on the right hand side is a short-hand notation for the set of integrals over all feasible partial derivatives of f , i,e.,
The generalized Leibniz integral rule is proven, for example, in [53, Theorem 23] . Extensions and variations are given in [45] and [9] . Since
Hence, Leibniz's integral rule applies to d λ so that
By expressing ρ λ as in (C.1) and taking the partial generalized derivatives, the following set-valued integral equations [4] are obtained:
for k = 0 and
for k = 1, . . . , K. Read from "right to left", (C.6) and (C.7) state that inserting any function r k ∈ ∂ z k ρ λ into the integral on the right hand side yields another function r k ∈ ∂ z k ρ λ on the left hand side. Read from "left to right", (C.6) and (C.7) state that given any function r k ∈ ∂ z k ρ λ on the left hand side, a function r k ∈ ∂ z k ρ λ exists such that the right hand side evaluates to r k . The above characterization of the generalized differentials, which follows solely from the concavity and integrability of ρ λ , already implies both statements in Theorem 3. By inspection of (3.23) and (3.24) , it can be seen that γ π,P 0 and λ k α (k) π,P k are solutions of (C.6) and (C.7), respectively, for all π ∈ Π * λ . This yields the first statement in Theorem 3. The second part of Theorem 3 is proven by showing that the sets in the statement are subsets of each other. The details are only given for k ≥ 1 since the proof for k = 0 follows analogously. From the above results it is clear that λ k α
In order to show the converse, the following lemma is useful.
Lemma 4. Given two policies π, π ∈ Π * λ that satisfy
for some (z, θ) ∈ Ω ρ , it holds that for everyã ∈ [a, a ] there exits a policỹ π ∈ Π * λ such that
The lemma can be shown by considering a randomized policyπ, which, at each time instant, is chosen to be π with probability κ and π with probability (1 − κ), where κ ∈ [0, 1]. The conditional probability of erroneously deciding against H k when using this mixed policy is given by the integral equation
The Lemma follows. Using Lemma 4, the desired result can be shown by contradiction. Assume that r k ∈ ∂ zz ρ λ exists such that for some (z, θ) it holds that (C.13)
By (C.7), a policy π ∈ Π * λ and a function r k ∈ ∂ z k ρ λ exists such that (C.14)
Now consider the sequence of functions defined by
with r 0 k = r k . Assume that r n k ≥ r n−1 k for some n ≥ 0. Via induction, it follows that
Since the induction basis is satisfied by construction of r 0 k , it follows that r n k n≥0
is a non-decreasing sequence. Moreover, since ρ λ is concave in z, it holds that
so that r 0 k = r k is bounded from above by λ k . Again, using this as an induction bases, it follows that
is bounded by λ k . Hence, by Lemma 2, the limit lim n→∞ r n k = r k exist and it solves the integral equation
By inspection of Π * λ in Corollary 2, the supremum is achieved by the decision and stopping rules defined by the decision functions
and (C.23)
so that (C.21) can equivalently be written as
Consequently, it holds that
Analogously, by replacing the supremum in (C.15) with the infimum, a sequence r n k n≥0
can be constructed that is non-increasing, bounded from below by zero, and, therefore, converges to a unique limit
From Lemma 4 it now follows that a policyπ ∈ Π * λ exists such that
which contradicts the assumption (C.13). Hence, it holds that
for all (z, θ) ∈ Ω ρ . This concludes the proof of the second statement in Theorem 3.
APPENDIX D: PROOF OF THEOREM 4
The outline of the proof is as follows: first, it is shown that if λ * satisfies (4.2), it holds that γ(π * , P P P) ∈ ∂ z 0 ρ λ * (1, θ 0 ) and that α k ∈ ∂ z k ρ λ * (1, θ 0 ). Theorem 4 then follows as a consequence of Theorem 3.
In order to show the first part, the following lemma is useful.
Lemma 5. For ρ λ defined in Theorem 1 it holds that for all (z, θ) ∈ Ω ρ and all k = 0, . . . , K
where λ 0 = 1 is defined to unify notation.
In order to show the lemma, assume that a functionρ : Ω ρ → R ≥0 exists such that for all (z, θ) ∈ Ω ρ it holds that
Given that (D.2) holds, it immediately follows that
where ∂ λ k z kρ denotes the generalized differential ofρ with respect to λ k z k . The existence ofρ can be shown via induction. Let the sequence ρ n λ be as defined in (B.1) and assume that (D.2) holds for some n ≥ 0, i.e., a functioñ ρ n exists such that ρ n λ (z, θ) =ρ n (λz, θ). It then follows that
whereg(λz) = g λ (z) and the induction basis is given by ρ 0 λ =ρ 0 =g = g λ . A necessary condition for λ * to solve (4.2) is that for all k = 1, . . . , k
By Theorem 3, it also holds that for all π ∈ Π * λ * (P P P)
This proves (4.4) . In order to show (4.3), it suffices to show that γ(π * , P P P) ∈ ∂ z k ρ λ * (1, θ 0 ). Lemma 4 guarantees that a policy π † ∈ Π * λ * (P P P) exists that satisfies the error probability constraints in (2.17) with equality, i.e.
for all k = 1, . . . , K. It then follows that
which implies inf π∈Π α γ(π, P 0 ) = γ(π † , P 0 ). By definition of π * and Theorem 3 it follows that
This implies that π † ∈ Π * λ * (P P P) ∩ Π * α (P P P), which concludes the proof.
APPENDIX E: PROOF OF THEOREM 5
The existence and uniqueness of γ π,P and α
π,P can be proven in analogy to the existence and uniqueness of ρ λ in Theorem 1. Consider the sequence of functions α (k),n π,P n≥0 that is defined recursively via
It is not hard to show that this sequence is nondecreasing and bounded for all n ≥ 0. The nondecreasing property can be shown via induction. Assuming α
The induction basis is given by
Boundedness can be shown in the same manner. Assuming that α The same arguments can be used to show existence of γ π,P , the only difference being that γ π,P is not bounded from above. More precisely, the sequence γ n π,P n≥0 that is defined recursively via
with γ n π,P = 0, can be shown to be nondecreasing. Hence, for every (z, θ) ∈ Ω ρ , γ n π,P (z, θ) n≥0 is a monotonic sequence of real numbers. If this sequence is bounded, the same arguments as before apply and a unique limit γ π,P (z, θ) exists. If the sequence is unbounded, it is guaranteed to diverge to infinity [37, Theorem 3.12] , i.e., lim n→∞ γ n π,P (z, θ) = γ π,P (z, θ) = ∞. Consequently, γ π,P (z, θ) ∈ R ≥0 ∪ {∞} exists and is unique for every (z, θ) ∈ Ω ρ . This concludes the proof.
APPENDIX F: PROOF OF THEOREM 6
Theorem 6 follows from Theorem 5 and can be proven via contradiction. The proof is detailed only for Q k , k = 1, . . . , K; for k = 0 it follows analogously. Assume that a distribution P * ∈ P k exists such that α k (π, P * ) > α k (π, Q k ), with Q k defined in Theorem 6. By (3.19) , this implies that α
and {P * θ } θ∈Ω θ denotes the family of conditional distributions corresponding to P * . However, by definition,
so that, using the same arguments as in Appendix E, a nondecreasing sequence of functions α (k),n π,P * can be constructed with α
π,P * for n → ∞. Since by Theorem 5 this limit is unique, it follows that α
π,P * , which contradicts the assumption that α
(1, θ 0 ). This concludes the proof.
APPENDIX G: PROOF OF THEOREM 7
The proof of Theorem 7 closely follows the proof Theorem 5 in [43] . That is, it is shown that the functions ρ λ , d λ , and D λ can be defined as pointwise limits of monotonic and bounded sequences. From this, existence and uniqueness follow. for all P and, consequently,
APPENDIX H: PROOF OF THEOREM 8
A pair (π * , Q Q Q) is minimax optimal in the sense of (2.16) if it satisfies the saddle point condition
for all π ∈ Π and all P P P ∈ M K+1 . That is, π * is optimal with respect to Q Q Q and Q Q Q is least favorable with respect to π * . Assume that the pair (π * , Q Q Q) satisfies the conditions in Theorem 8. The inequality on the right hand side of (H.1), i.e., optimality of the policy π * , follows immediately from π * ∈ Π * λ (Q Q Q). The inequality on the left hand side, i.e., Q Q Q being least favorable, can be shown as follows. Let Q z,θ ∈ Q z,θ so that D λ (z, θ; Q z,θ ) = sup P ∈P θ D λ (z, θ; P ) = sup P ∈P θ ρ λ zp(x), ξ θ (x) µ(dx).
By Theorem 2, the integral on the right hand side can equivalently be written as That is, γ π * ,Q and α (k) π * ,Q solve the integral equations (5.3) and (5.4). By Theorem 6, this implies that Q 0 is least favorable with respect to the conditional expected run-length γ π,P 0 (z, θ) for all (z, θ) ∈ Ω ρ and that Q k is least favorable with respect to the conditional error probabilities α (k) π,P k (z, θ) for all k = 1, . . . , K and all (z, θ) ∈ Ω ρ . Finally, using (3.19) , it follows that sup P P P∈P L λ (π * , P P P) = sup
APPENDIX I: PROOF OF THEOREM 9
Theorem 9 is proven in two steps. First, by definition, all policies π ∈ Π * λ * (Q Q Q) satisfy Theorem 4, which immediately implies (6.9) as well as the existence of a policy π † ∈ Π * λ * (Q Q Q) that satisfies the constraints on the error probabilities with equality for a given vector of distributions Q Q Q. The second step is to show that the pair (π † , Q Q Q) is a saddle point and, hence, minimax optimal. Using the same arguments as in Appendix H, it holds that
Moreover, by Theorem 8, it holds that
Hence, (π † , Q Q Q) satisfies (I.1) inf
which implies minimax optimality. Finally, (6.9) follows from (I.1) and the fact that π † ∈ Π * λ * (Q Q Q). This concludes the proof.
APPENDIX J: PROOF OF COROLLARY 4
Corollary 4 can be proven by a standard duality argument. Let Π α (P) be the set of all policies that satisfy the error probability constraints in (2.17): inf π∈Π α (P) sup P P P∈P γ(π, P 0 ) ≥ sup λ≥0 inf π∈Π α (P)
Theorem 4 follows immediately.
