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ABSTRACT
The Howard-Jewell algorithm for programming over a
Markov-renewal process is analyzed in terms of a perturbation
theory formalism which describes how the stationary distribution
changes when the transition probabilities change. The policy im-
provement technique is derived from this new viewpoint. The rela-
tive values may be interpreted as partial derivatives of the gain rate
with respect to policy.
The value equations are shown to be solvable, with the rela-
tive values unique up to one additive constant, if and only if the under-
lying Markov chain is irreducible. The policy iteration algorithm is
shown not to cycle, thus guaranteeing convergence.
A discussion of the existence, uniqueness, and characteri-
zation of the solution to the functional equation of dynamic programming
is given. Emphasis is placed upon the value-maximization of transient
states.
The fundamental matrix is developed as a useful tool for
doing perturbation theory, describing first-passage properties of
semi-Markov processes, and for dealing with semi-Markov processes
with rewards.
Thesis Supervisor: Dr. Philip M. Morse
Title: Professor of Physics
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CHAPTER 1
INTRODUCTION
1A. Formulation of Problem
We consider a system which can be in any one of a multitude
of states. In each state a decision must be made as to which of a multi-
tude of alternative strategies is to be used. Once the decision is made,
the system earns a random reward and makes a random transition,
after some random holding time, to another state. The distributions
of rewards, holding times, and terminal states depend only on the initial
state and decision.
A choice of strategy in each state determines a policy. Once
the policy is specified, the description of system behavior via the embedded
chain of transitions is a Markovian one. The description in continuous
(1)
time is that of a Markov renewal process or semi-Markov process.
The basic problem of programming over such a Markov
renewal process is the determination of the stationary policy which has
the largest expected reward per unit time, if the rewards are undis-
counted, or the largest total expected reward if future rewards are dis-
counted. Jewell calls this Markov renewal programming.
A second problem is the determination of the optimal time-
dependent policy if the system is to earn rewards for a specified length
-9-
of time, after which a terminal reward ("scrap value") is paid depending
upon the state at the time of termination. This can usually be accomplished
by the iterative technique of dynamic programming known as the principle
of optimality (Ref. 2, Pg. 83).
An optimal policy has the property that whatever the initial
state and initial decision are, the remaining decisions must constitute
an optimal policy with regard to the state resulting from the first deci-
sion.
A third problem is the investigation of conditions under which
the optimal time-dependent policy approaches the optimal stationary
policy as the time duration of the process becomes very large.
-10-
IB. Literature Survey
The earliest reference to Markovian reward processes known
to the author occurs in a remark of Smith(3 ) that just as the transition
probability matrix P operating to the left give the probabilities for the
process, so too does that P matrix operating to the right give the reward
behavior (values).
The first problem, that of programming over a Markov
(4)
chain was first posed by Bellman , who established the concept of
gain rate and also derived equation (1. 1) under the assumption that
P > 0.
The major breakthrough in this field is due to Howard whose
(5)doctoral thesis and lucid book gave a detailed discussion of the con-
cept of gain rate and gave the first presentation of finite algorithms
for finding optimal stationary policies for both discounted and non-
discounted rewards, by improvement in policy-space. These held
for systems making one transition per unit time (Markov chains) and
for Markov processes in continuous time with exponentially distributed
holding times.
The extension of Howard's policy-iteration algorithm to Markov
renewal processes was made simultaneously and independently by
Jewell , Howard , de Cani(7 ) and the author, all of whom noted
-11-
that merely the mean holding time is required. Jewell has a lucid
description of semi-Markov processes, with references to the pioneer-
ing work by Pyke. The reader is assumed to be familiar with both
Howard's(5, 6) and Jewell's work ( )
An alternate formulation by linear programming is due to
(8) (9) (10)
Manne ( 8 ) and Wolfe and Dantzig ( 9 ) Wagner used linear programming
to show that optimal policies are pure, never randomized. Blackwell(1 1 )
and Jewell have investigated the case of near-vanishing interest rate,
nearly infinite number of transitions, and nearly infinite time dura-
tions. Derman has looked at randomized strategies. A good bibliography
of recent papers containing these references and others is found in
Reference 1. In addition, Jewell has investigated ( 1 2 ) the case of
ties--policies with equal expected reward per unit time--and has shown ( 1 3 )
that the relative values, although inadequate for finding the policy with
largest total expected reward, are adequate for finding the policy with
minimum variance of the reward per unit time.
Markov processes in continuous time with rewards are proba-
bly best handled by the techniques of optimal control theory, for example,
by Pontryagin's maximum principle.
The second problem, called value-iteration by Howard, is
found scattered throughout the literature, for example in studies by
Bellman, Glicksberg and Gross ( 1 4 ) and by Iglehart(15) on the asymptotic
-1 2 -
behavior of the optimal inventory equation. A recent paper by Derman
and Klein ( 1 6 ) showed that the finite-horizon problem can be set up via
linear programming, and moreover the transition probabilities need
not be time-independent.
Very little work has been done on the third problem, except
for some situations involving discounting. White ( 1 7 ) has given a result
equivalent to the theorem that if some state m is accessible from all
others after u transitions, regardless of policy, then the vector of
total rewards for the optimal time-dependent policy and the vector of
total rewards for the optimal stationary policy differ asymptotically
by a vector all of whose components are identical (see corollary to
Theorem 10. 5) as the number of remaining steps goes to infinity.
A new aspect of the problem, a selection of policies if the
transition probabilities are not known exactly but rather have distri-
butions placed upon them, is solved by Bayesian techniques developed
at M. I. T. by Cozzolino, Gonzalez-Zubieta, and Miller ( 1 8 ) and by
Martin ( 1 9 )
-13-
1C. Present Results
This thesis continues the investigation into the structure of
Markovian decision processes. While many general results about conver-
gence and asymptotic behavior are derived, no special structure--such
as Howard's formulation of the replacement problem--is looked at.
The topics dealt with herein fall in three distinct classes.
First we resolve some purely mathematical questions which were not
explicitly raised in previous treatments of Markov renewal programming
by Howard and Jewell. For example, we give necessary and sufficient
conditions for the value-determination equations to be solvable, that is,
possess a non-vanishing system determinant. We show that the Howard-
Jewell algorithm for policy iteration in the nondiscounted case converges,
supplying a proof that cycling is impossible which has been omitted so
far. The relation of this algorithm to linear programming is touched
upon.
We show that the relative values are involved in policy improve-
ment in a purely mathematical fashion with no need of an interpretation
as a limiting intercept. They may be interpreted as partial derivatives
of the gain rate with respect to policy. The policy improvement routine
may then be interpreted as technique for finding a new policy by chosing
a ray in policy space in whose direction the directional derivative is
-14-
largest. This is the explanation for the test quantities. It then becomes
clearer why the values, properties of one policy, are useful for policy
improvement. In addition, the mathematical properties of the functional
equation
max k k N
v. = l<k<n. qi -gT . + (1. 1)1 - i 1 3
are studied. A sufficient condition for existence of a solution is given.
So are uniqueness proofs: g is unique, as the largest possible gain rate,
and the v. are unique up to an additive constant. We also continue
1
Howard's discussion of the maximization of the relative values of tran-
sient states, and prove rigorously that this is so: the v. are "as large1
as possible".
Again in the formal vein, expressions for the absolute values
are obtained and compared with previous results of Jewell ( 1) . A simple
proof of the theorem that a pure (not randomized) policy achieves the
highest possible gain rate is presented. We show that the relative values
for a policy are equal if and only if the expected reward per transition
is, for all states, proportional to the expected holding time.
A decomposition of a Markov chain into steady-state and tran-
n oo n
sient components, p = p + E n > 1, and a factorization of the
oo0 00 - singular and regular
singular kernel I - P = (I-p )(I-E) = (I-p )Z into singular and regular
-15-
components are presented. These are used over and over and deserve
mastery by operations researchers interested in stationary Markov
chains. Many additional properties of the fundamental matrix are dis-
cuss ed.
The properties of the operator T : E - E defined by
N N
max ik
(Tf) i = 1< k < n b +
1 -
N k
p.ij
j= 1
where
f.3 l<i<N (1.2)
max
l<k<n = 0
are discussed, and four important
\\T f < \f\\
\\Tf- Th\\ < \\f- h\
Tnf -- c as n-
Tf = f if an
are derived, the last two holding ii
ergodic.
1<i<N
results,
(1.3)
00oo
I only if f = c 1
n general only if all policies are
While the dry mathematical format used in resolving these
technical questions lacks the motivation and intuitive appeal of Howard's
arguments, it has the advantage of clearly separating the purely mathe-
matical consequences from the postulates.
-16-
Second, we develop a new approach to Markov renewal program-
ming. We use a perturbation technique (calculus of variations) which
provides an alternative to dynamic programming for deriving the algorithm
for gain maximization. The values and test quantities appear in a different
way than previously, and the alternate approach supplies fresh insight.
D r.
Formulas for and are presented and group-
mn mn
theoretic implications of this perturbation approach are touched upon.
A method of steepest ascent is suggest for finding optimal parameter
settings, for example the values of the trigger level and reorder amount
in an (s, S) inventory system.
The fundamental matrix plays an important role in this pertur-
bation technique, and is shown to be closely connected with the ergodic
behavior of the chain. It is developed here as a useful tool.
Third, as many of our results as possible are stated for the
case of a continuum of states as well as for the N-state case. A unified
description is made possible by use of an abstract operator notation and
by appeal to some results of functional analysis, especially the Fredholm
theory of integral operators.
The continuum generalization was not carried out for its own
sake--even though the abstract operator notation is easier to read than
more explicit expressions, and even though the inventory equation assumes
a continuum of states. It was undertaken because of the observation that
-17-
many Markovian decision problems occur with thousands of states where
these states may most naturally be thought of as occupying a lattice in
some multidimensional Euclidean space. Furthermore, the rewards
and holding times vary slowly from state to state and the relative values
will also. It then seems desirable to (1) approximate the thousands of
simultaneous linear equations for the values by a single integral equation
with continuous kernel (2) quantize the kernel of the integral equation
into a kernel of finite rank, hopefully, by a clever choice of basis func-
tions, a much smaller rank than the original rank of several thousand
of the coefficient matrix for the simultaneous linear equations.
It is part (1) which involves a continuum of states. If the
lattice points are dense enough, the integral equation is a good approxi-
mation to the simultaneous linear equations. Hence the method should
work best with problems involving many states.
Such a situation was encountered in solving a single-server
queueing problem with a queue capacity of m = 8, and two classes of
customers with Poisson arrival rates Xl, X2, mean service time T1
,
T2, and waiting cost-time C 1 , C 2 . A state for the imbedded chain of
epochs where the server has to decide which class to service next is
described by the vector (nl, n 2 ) where ni = number on queue of type i.
(m+ l)(m+ 2) =Since n + n < m = 8, there are 2 45 states.2 2
-18-
The optimal policy (minimum cost per unit time) can be found,
once all X 's, T's and C's are specified numerically, by the policy itera-
tion algorithm. One finds that the relative values v(n , n2 ) for the 45
states vary smoothly, when plotted on a two dimensional grid. Indeed
nd rd
a 2ndor 3 degree polynomial in n 1 and n 2 least squares fit yields
v(n1, n2) to one per cent. This remains true even though the traffic
-3
intensity factor =XlT + X Z T  was varied from 10 to 20.. The smooth-
ness is encouraging because the variation in ? changes the frequency of
occurrence of the various states from 99. 9 per cent occupancy in (0, 0),
(0, 1), (1, 0) when = 10- 3 to 99. 9 per cent occupancy of the states
(0, 8) and (1, 7) when t = 20. The optimal policy for the finite queue
capacity case turns out to be the same as for the infinite queue capacity
case: service first the class whose C./T. ratio is highest.
1 1
The important observations to be made about this problem are
the following:
(1) the 45 state points lie naturally in a lattice in two dimen-
sional space. Similarly inventory problems when quantized lead to
lattice- state- spaces.
(2) the 45 states can be numbered in an arbitrary one-dimensional
fashion when the policy iteration algorithm is used. This is wasteful
because valuable geometric insight is lost when the results come off
the computer in a one-dimensional array.
-19-
(3) if m were much larger than 8, we would have hundreds
of states and equations, and brute force numerical solution by the
Howard-Jewell algorithm is out of the question. But due to the simple
lattice structure, we would expect a continuum approximation to be rea-
s onable.
Howard's taxicab problem, (Ref. 5, Chapter 5) in which the
driver must decide at every street-corner in each of the three cities
which strategy to follow is another example of a natural lattice ordering.
The states may be considered as points in a two-dimensional region--
namely a map of the three cities. The continuum-state version is obtained
when the driver must decide at every point upon a strategy to follow.
Many pursuit and search problems (minimum expected time to capture
or detection) have similar structures.
Stated more formally, our objection to the usual Howard-
Jewell algorithm is that if the states are numbered in a one-dimensional
sequence, any natural ordering or smoothness of behavior is lost. In
order to have a topological structure (ordered states), a lattice or con-
tinuum of state approach is needed.
Since the continuum approach is somewhat unfamiliar, expli-
cit results concerning the chain structure, eigenvalue spectrum, and so
forth have been collected together to provide some insight.
-20-
An alternate way of grouping the present results is in terms
of the three problems stated in Section lB.
(1) The Markov renewal programming algorithm and functional
equation (1. 1) are discussed in great detail, as described above.
(2) Since no special reward structures are postulated in this
thesis, nothing can be said about the form of the policy obtained by
solution of the value-iteration equations.
(3) Several results have been obtained about the asymptotic
behavior of value-iteration. We are able to prove Howard's conjecture,
that the solution v.(n) of the equation
max N k
v.(n + 1) = <k<n q +  Pi v .(n) 1< i < (1.3)
1 -- 1 L j=l J
has the asymptotic behavior, if all policies are ergodic,
lim vi(n) -ng - v . = c 1 < i< (1.4)
n-4 00
where v. and g are given by (1. 1).
1
From this follows both White's theorem and also convergence
of the policy to (one of) the optimal stationary policy. Thus a quantized
inventory problem, for example, will have order amounts and trigger
levels which become independent of time if the process is many transi-
tions from termination.
-21-
Equation (1. 4) implies that the gain rate of the optimal time-
dependent policy and the gain rate of the optimal time-dependent policy
agree. Hence Howard's restriction to stationary policies is justified.
In the discounted case, convergence of the total expected
reward for the optimal time-dependent policy to that of the optimal
stationary policy is proved, along with policy convergence, as the
remaining number of transitions becomes large. This justifies Howard's
restriction to stationary policies. In addition, the case of vanishing
interest rate is investigated.
-22-
CHAPTER 2
THE MODEL
2A. Introduction
In this chapter the semi-Markov model with alternatives is
presented. The N-state case and the continuum-state case are presented
separately for pedagogical reasons, although may be treated simultane-
ously by use of the Stieljies integral.
A constant interest rate is assumed, so that if a discount
factor a is defined as the present value of a dollar received one time
period hence, then at is the present value of a dollar received at a time
t in the future. The equations for the discounted case (0 < a < 1) and
the undiscounted case (a = l)are derived simultaneously.
-23-
2B. The N-State Semi-Markov Model: Value-Iteration Equations
Consider a system which has N states labeled 1, 2, ... N.
At the instant of entering state i, one of n. alternative strategies must
1
by selected. If the kt h alternative is selected (I < k < n.), then there
-1
is a probability p ijk(t)dt that the system leaves state i for the first time
after a duration of length t to t+ dt and enters state j (1 < j < N). We
assume that p..k(t) has no impulse component at the origin.
13
k
Of major interest are the probability p.. of a transition from
ij
k k
i to j, the product T.. of pij with the mean time for a transition from
k
i to j, and the mean holding time T. in state i. These are defined by
1
00
k P k
Pijk C dt p.. ijk(t) (2.1)
13 0 13
00
T k= dt p.. (t)t (2. 2)
N 00 N
T = dt p ij(t) =  T i (2.3)j I j = I
1< i< N < k < n.
we assume that these are all finite and that probability is conserved:
N k
.. = 1 1< i< N 1 <k<n. (2.4)
ij - - - - 1
j=1
The finiteness of the mean holding time T. guarantees that a1
transition out of state i is certain to occur if one waits long enough.
-24-
Indeed by the Chebyshev inequality,
Pr (holding time in i > t) =  dt' p..(t')
j l t
N o
< dt' - p (t )
jel t i
N t' Pij(t')
j--1 0 t
T.
1
t
So called "virtual transitions" from a state i back to itself are permitted
in this model, since we nowhere assume that p. = 0.
As Jewell has pointed out, a convenient way to think of the
transition mechanism out of i if the kt h alternative is used is to imagine
k
first that the final state j is chosen with probability p.. and second that
ij
k k
the holding time t is chosen with probability density pij (t)/pij . The
imbedded chain of transitions is Markovian, hence the name semi-
Markov process.
Any reward structure (lump payments at the beginning or end
of the sojourn in i, or at a rate r..k (t) dependent upon the duration t so
1far) is permitted. We merely n ed to know
far) is permitted. We merely need to know
-25-
q k(t, a) immediate expected reward if process terminates
at time t after the system enters state i, and if
k t h alternative is used. i< i < N, 1 < k< n.. (2.5)
-- 
- -1
and
q k(a)= lim q. (t,a) (2. 6)
t4o0
These are the earnings (discounted via a) only while in state i and do
not include the earnings in any state j to which a transition was made
from i.
We assume that the qk (t, a) are finite and the limit in (2. 6)
exists.
A simple example is the Markov case,
k k
p (t) = pij 6(t-1)
where transitions occur precisely one unit of time apart. If the system
is in i and is headed for j, we assume rewards are earned at a rate r...
If there is no discounting (a=l) and if the terminal value (scrap value)
of being in state i is v.(0), then
1
N
Sp..ij rij t + v.(O) t< 1 (2. 7)
q. (t, a 1) =
1
N
i IP j r.. t> Ii j -j=1
kN
qi k (a = 1) = p. r
j= 1
-26-
It is a general result that the scrap values v.(0) do not enter1
q. k(a) since a transition out of i is certain to occur if one waits long
enough.
k k
We will use the notation qi = q. (a=) for the undiscounted
case.
A specification of the alternative chosen for each of the N
th
states is called a pure policy. If the k. alternative is chosen in state i,1
then the N-vector k = (kl, k2 , . . kN ) is called the decision vector.
There are NN pure policies, where
N
NN = n.
i=l 1
Capital letters A,B, C,... will be used to denote pure policies. Thus
policy A means k A = (kA1, k A2 .. kAN) is given. Randomized policies
and alternatives will be discussed later.
Once a policy A has been selected, one can speak of the
expected return v.A (t) in the next t using policy A and starting in state
1
i. It satisfies the equation
A A N A t' A
v. (t, a) qi (t, a) + 1 j dt' p ( t ')a v. (t-tI, a) (2.8)
1 j=l 0J
l<i<N t> 0
where the first term describes expected earnings in state i and the
-27-
second term describes expected earnings thereafter starting from a state
j reached from i after a holding time t'.
In the Markov case, Pij(t) = pij 6(t-1), and one speaks of the
expected return v A(n, a) in n transitions, starting from i and using
policy A. It satisfies the equation(Ref. 5, eq. 7. 2)
N
A A N A A
v.A (n+ 1,a) = q.A (a) + a Ip ijv (n, a) (2.9)
1 1 = J
I<i<N n>0
where qA (a) is the expected discounted reward in one transition, excluding
the scrap values v. A(0). The scrap values enter via
1
v. A(0, a) = v.A (0)1 < i < N (2.10)
1 1 - -
It is understood in (2. 9-2.10) that p ij(t) and q i(t, a) depend
A A
only on k. and not on the entire decision vector kA
1
Equations (2. 8-2. 9) hold for a stationary policy A, that is, a
policy A independent of time. If we believe that a time-dependent policy
gives sufficiently higher reward to merit consideration, we could find
the optimal time-dependent policy by the following considerations.
If v.(t, a) (or v.(n, a) ) denotes the maximum possible expected
1 1
return, if the system has just entered state i and if the process will
terminate after duration t (or after n transitions) then the principle of
optimality leads to
kN t k t'
v.(t, a) = max q. (t, a) + I dt' p.. (t)a v. (t-t') (2. 11)
1 l<k<n 1 j l 0 J
-28-
l<i<N t> 0
and
k N k (2.12)
v.(n+ 1, a) = max q. (a)+ a .p v(n, a (2.12)
1 1 ij 31<k<n.' j= 1
-- 1
1<i<N n> 0
for the semi-Markov and Markov cases, respectively.
Equations (2. 8, 2. 9, 2. 11, 2. 12) are called value-iteration
equations by Howard because they are sequential.
As Jewell(1 ) has pointed out, the a in Equation (2. 9) can be
interpreted as the probability of not terminating after a transition,
while in (2. 8) the quantity In i/a can be interpreted as the probability
per unit time of terminating the process.
-29-
2C. N-State Semi-Markov Model: Asymptotic Behavior
We conjecture (see below) that for a fixed policy A,
Av'At' a}- i A(a) a < 1 (2. 13a)
v. (t, a)-
A A
gi t+ v. a = 1 (2.13b)
as t-j oc
v iv. (a) A a < 1 (2.13c)
1gi n+ v. a = 1 (2.13d)
as n- o0
where the total rewards are finite in the discounted cases (a, c) and
A
diverge linearly with time in the undiscounted cases (b, d). The gi
in the undiscounted cases are called gains using policy A and are inter-
pretable as the expected reward per unit time in the semi-Markov case
b and as expected reward per transition in the Markov case d. In this
A
thesis only the single-chain case is considered so that the gain rate gi is
assumed to be independent of i.
The v.A are called values or absolute values and, in b and d,
1
are interpretable as asymptotic intercepts.
Howard has shown by z-transform that (2. 13c, d) are correct
A A.
in the Markov case, and that g. is independent of i if p is ergodic.
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Equation (2. 13b) can be deduced from (2. 11) by Laplace transform:
see Section 5J. Equation (2. 13a) can also be proved by Laplace trans-
forms.
Similarly we conjecture (see below) that for the optimal time-
dependent policy,
v.(a) a< 1 (2. 14a)
v.(t, a)-
g. t + v. a = 1 (2. 14b)
as t- 0o
v.(a) a < 1 (2. 14c)
v.(n, a) -
ng i + v. a 
= 1 (2. 14d)
as n-Aco
Equation (2. 14c) is proved in Chapter 3, Equation (2. 14d)
A
is proved--and again g. is independent of i--if all NN policies are
ergodic in Chapter 10. At present, nothing is known about the correct-
ness of (2. 14a, b).
If (2. 13-2. 14) are inserted into (2. 8, 2. 9, 2. 11, 2. 12), one
obtains the following infinite horizon equations for 1 < i < N:
1) fixed policy, discounted Markov case
N
A A A A
v. (a) = qi (a) + a p.. v. (a) (2. 15a)
j1 3 J
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2) fixed policy, discounted semi-Markov case
N
v.A(a) = q. A(a)+ jT f
1 1 j=1 0
dt' pij A(t')a v.A (a)
= qiA (a) +
1
p.. (In 1/a)
13
v.A (a)
vJ(
3) fixed policy, undiscounted Markov case
N
A A A A A
v. = qi - g + T Pij v.
j= 1
4) fixed policy, undiscounted semi-Markov case
A A A T Av. =q. - g T +
1 1 1 j=l
A A
p.. v.
13 3
5) optimal time-dependent policy, discounted Markov case
v.(a) = max qk(a)
S l<k<n.
-1
+ a k v.(a)
j=1
6) optimal time-dependent policy, discounted semi-Markov case
v.(a) = max q (a) +
1 l<k<n. j= dt' pi k(t') a v.(adt 13 ,) a1 V
N
k r, k
-max q. (a)+ N p (In /a) v (a
l<k<n. j= 1
-- 1
-32-
(2. 15b)
(2. 15c)
(2. 15d)
(2.15e)
(2. 15f)
7) optimal time-dependent policy, undiscounted Markov case
Nk k
v.= max q - g + p.. v. (2. 15g)
1l<k<n. j= 1 J
8) optimal time-dependent policy, undiscounted semi-Markov case
k k N
v. = max q - gT + 1 v (2. 15h)
1 i i ijI1<k<n. j= 1
-- 1
where the tilde stands for Laplace transform:
00
.r -stf(s) = Jdt f(t)e (2. 16)
0
Some sleight-of-hand has gone into these derivations and must
be justified. For example, in the undiscounted case, the second term
in (2. 8) is
N t
S dt' pij (t') v.(t-t')
j=1 0
For large t, one breaks the t' integral up into two pieces, (0, T 0 ) and
(T 0 ,t) where t - T>> 0 and T >>0.
In the first piece, t'E(0, T ) and t - t'>> 0 so that the asymp-
totic form (2. 13b) is justified. In the second piece, (2. 13b) is not justi-
fied. However, the integral will vanish as T O and t approach oo, provided
A
v(t) grows no faster than linearly in t, because the finiteness of T..
implies that
implies that
-33-
i0 dt' p ijA(t) t' -- 0
t
as t4 00o
Equations (2. 15a, b, c, d) are called the value-determination
equations by Howard, and equations (2. 15e, f, g, h) will be called
functional equations. In the discounted case, the v. are uniquely deter-1
mined from the equations. In the undiscounted case, equations (2. 15c,
d, g, h) determine the v. only up to an additive constant: if v. is a solu-
1 1
tion, so is v. + c. One arbitrarily picks the constant (a convenient choice
1
is to set vN 0) and then deals with the so-called relative values.
-34-
Solution of the Value-Determination Equations: A Preview
A
1) Since ap.. > 0 while I ap..
13 - j ij=j=l
A -1(I- aP ) = I+
n=l
converges.
< 1, the series
a (pA )
The solution to (2. 15a) is therefore
A
v. (a) = (I
j=l1
SpA -i q A )
j
2) Similarly the solution to (2. 15b) is
-1N
v. A(a) =  -P (in 1/a)
j=l1
A(a) I < i < N (2. 18b)
A
3) Equation (2. 15c) is subsumed under (2. 15d) by setting T. = 1.
1
4) The solution to (2. 15d) is given in Section 5H and also by Theorem
5.9.
5) We show in Section 3C that the solution to (2. 15e) is
v.(a) = max
all NN
(2. 18c)
N B -1
policies B =I
1 <i<N
6) The solution to (2.15f) can, by the same arguments, be shown to be
-35-
(2. 17)
1 <i<N (2. 18a)
N -1
.(a) = max I- (In 1/a) q (a (2. 18d)
1 all NN policies B j= iji< i< N
l<i<N
k7) Equation (2. 15g) is subsumed under (2. 15h) by setting T. = 1 for1
all i and k.
8) The existence, uniqueness and characterization of the solution to
(2. 15h) is discussed in Chapter 8.
Optimal Stationary Policies: A Preview
Equations (2. 15a, b, c, d) hold for any fixed policy A with
an infinite horizon. If we are restricted to stationary policies, it is
of interest to learn which stationary policies A are optimal.
In the discounted case, we would like, for each state i, to
pick A to maximize the right hand side of (2. 18a) or (2. 18b). This can
be done: the same policy A which maximizes for one i maximizes for
all i. Furthermore, the v.(a) as well as the policy A, which one obtains1
by this procedure agree with those given by (2. 18c) and (2. 18d); the
optimal stationary policy for the discounted Markov or semi-Markov
cases agrees with the (stationary) policy which achieves the values for
the optimal non-stationary policy, and the values agree as well. This
justifies the restriction to stationary policies in the discounted infinite-
horizon case.
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Similarly in the undiscounted Markov case, the gain rate of
the optimal time-dependent policy agrees with the maximum, overall
NN policies, of the gain rate of the pure policies. The relative values
also agree up to an additive constant. This justifies the restriction to
optimal stationary policies in the undiscounted case.
Vanishing Interest Rate
Another way to handle the case of infinite horizon is to let
the discount factor a approach 1. This is done in Section 81, where
we are able to relate (2.15e) to (2. 15g) and (2. 15f) to (2.15h).
Warning
The v's and g's in (2. 15a-h) all have different numerical
values and should not be considered equivalent. For example, the
g is (2. 15g) is the maximum expected reward per transition (T, q)
while the g in (2. 15h) is the maximum expected reward per unit time
(Tr, q)/(Tr, T).
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~---=I-
I
(2. 19)
.IL
For each state x there is a set of alternatives S(x) from which one
must be selected. If Y ( ) is selected, ? ( ')t) At
is the probability that the transition from x occurs between t and t + dt
after entering x, and goes to a region of volume dy about yE .s.
If
(2.20)
cN' (W;r~ )
(2.21)
ot S- (2. 22)
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2D. The Continuum-State Model
We consider the situation where the state of the system is given
by a vector x which lies in a state space _O which is a region
in some finite-dimensional Euelidean space. We assume that .A
is bounded and, therefore, has finite volume V:
o d
N = -'V
co Y0 A-L V (~
are all finite,
\ E .9L
(2.23)
and if 1 !. t)Q) is replaced by N t)
the analogy between the N-state and continuum state models is
complete. For example, (2. 8) becomes
= cf, (' )t)&)i-
.L 0
while (2. 9) becomes
N( (X, f~)
IN
-/ ix~ Q
(2.25)
$ C St-'
Equation (2. 15g-h) can be similarly transcribed. In particular,
(2. 15e) becomes
\1L
1 (9 3 y, ok.Sa
(2.26)
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\L; 24)
P ~x~y):~
\1 )t)'L)
and may be thought of as the optimal inventory equation with discounting
(x = amount of inventory) in which restrictions have been placed on the
allowed actions such that (2. 19) holds: the inventory x lies in a
bounded interval 2-L, 
A policy Y = ((x, is a choice of alternative (xCN()E
for each ( 6 . We assume that for each policy, (% )
is L 2 :
(2.27)
This restriction is not too serious since most transition matrices in
practice are not only L2 but are piecewise continuous as well.
The L 2 assumption is made for two reasons. First, if the functions
vA (x), qA(x) and so on are L 2 ,
(2.28)
the existence of the integrals in (2. 24 - 2. 26) is guaranteed almost
everywhere (for all x except a set of measure zero). Thus vA(x) will be
finite for almost all x. Second, it permits the Fredholm Theory of
integral operators to be brought to bear to discuss the eigenvalue spectrum
and ergodicity of the G(X, 9S -
The restriction (2. 19) is actually no restriction at all since any
infinite region can be mapped in a one-to-one fashion into a bounded
region. For example, the mapping Y, n , takes (- o)~ )
-40-
A ..Y'
into - , % . However, such a mapping might destroy the
square integrability of the transition probability so that (2. 28) is a
true restriction.
It may also be argued that (2. 19) is not unreasonable since all
physical quantities (the components of x) assume bounded values. In
the inventory problem, for example, it is highly unlikely that the
inventory will ever be allowed to exceed \ , or that the
backlog will ever exceed \ .
We will assume that the supremum in (2. 26) and the other
variants of (2. 15e-h) are actually attained so that "sup" can be replaced
by "max"; sufficient conditions for this would be that S(x) contains
only finitely many elements or that S(x) is compact and the brackets in
(2. 26) are continuous in k for each x. This assumption can be justified
mathematically since it simplifies the theory, and also physically, since
an unattained supremum does not define an optimal policy (only an
infinite collection of near-optimal policies) and our major concern is for
finding policies.
2E. The N-State Process in the Continuum Formalism
An N-state Markov chain with transition probability matrix
can always be considered as a special case of a continuum-state
Markov chain in which "the system is in state i" becomes transcribed
to "the system point lies in cell i" where cell i is the intervalLi-l . .L
More concretely, if we consider the continuum process with the kernel
-41-
of finite rank, rank N,
\Cx~v )
1 :
given by
43'Y
where
{ x
Pl is a Markov chain with state space .fL = 0 . \
iterates of P 1 satisfy
JL10i
\§V., (2. 31)(s2) l b(Y)
which may be proved by induction, using the orthonormality property
5 (2. 32)
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T
(2. 29)
(2. 30)
Then the
(:F-,,) *"k
L 3
Equation (2. 31) shows that the n-step transition probabilities Pn can
be obtained from (P
In addition, if
(0)
O
l)n and conversely.
o.(0
I
is any initial distribution,
, (o)
(2. 33)
then the n-step distribution is
b) Z
(o0 \Y IJ
(2. 34)
while a corresponding initial distribution
(0)J (*,
(2. 35)
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u v
t"\
L ,
leads to an n-step distribution
-: 4" (~
-iL
d a
\=\
(2. 36)
Hence the n-step distributions given by (2. 35) and (2. 36) agree.
d(n)(x) can be recovered from d ( n ) by (2.36) while d. n ) can be
1 1
recovered from d (n) (x) by
In S ck ~C'"~
0
L (2. 37)
Thus any iterate or probability in the N-state case can be obtained
from the corresponding iterate or probability in the continuum case.
In addition, the L 2 norms will agree. If Pn and (P )n are given by
((2.31) n) (n)(2. 31), and d and d (x) by (2.37), then
\\ \
( YO\\J (-I) X \
Thus the N-state case is a specialization of the continuum case to
kernels of finite rank. All theorems which we prove for the continuum
case must hold true for the N-state case as well.
This result should come as no surprise since it is well-known
that kernels of finite rank lead to simultaneous linear equations.
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(2. 38)
( ' ) -' (t ' t.,
Generalizations
1. This trick by replacing a state i by an interval enables us
to replace a process with a continuum of states plus
finitely many discrete states by a process with only a con-
tinuum of states.
2. Conversely, any L 2 kernel P(x, y) can be approximated as
closely as desired by a kernel of finitely many box
functions j8 , Pg. 1581 . That is, equation (2.29)
will be approximately true. The interpretation would be
th
that if x lies in the i-t h cell (the cell in which k i is
non-zero), then we say the system is in state i. These
cells need not be the same sizes: we could have a finer
division of cells (note the cells form a partition of _( ,
and may be multi-dimensional) in areas of greater interest
or in areas where things are changing more rapidly.
If (2. 29) and (2. 32) hold, then we can think of (2. 29) as a usual
expansion in an orthonormal family of functions (Fourier series) and
obtain the coefficients by
Since 0 and the box functions ' >, O ,the
are ) .
3. More generally we can expand Pl(x,y) via (2. 29) in terms
of any orthonormal set, for example, reliability problems
-45-
m
in terms of sums of exponentials. Equation (2. 39) will still
be valid but it will no longer be true, in general, that T.; 0 .
Equations (2. 31 - 2. 36) will be approximately valid, but
the interpretation as an N-state approximation to a continuum
process will be lost: it will no longer be possible to speak
of "the system is in state i (cell i)" because the i may
be overlapping or negative and no longer define cells.
Nevertheless, this method of approximating continuum problems
by finite systems of linear equations is potentially much more powerful
than the brute-force partition of St discussed in 2, because one can
tailor the family of functions i to match the kernel P(x,y) and perhaps
get adequate approximations with N small.
2F. A Unified Notation
A unified notation is presented in Appendix A which permits
simultaneous treatment of the N-state and continuum-state cases. The
symbol f, or occasionally f for emphasis, will stand for an abstract
vector with components f. in the N-state and f(x) in the continuum-state1
case. Similar, the symbol M will stand for an abstract linear operator
with components M.., or M(x,y). I is the identity with components .1J
or %0.t6)
In this notation, equations (2. 8) and (2. 24) can be consolidated
to read t
C1 t
-46-
Equations (2. 9) and (2. 25) become
NC (N. -) ; (C) - a.?N
Equations (2. 15a, b, c, d) and their continuum generalizations
become
(X)
NJN
( a)
ctj (0,)
P\ N
ct
0IN C
4 ~ '(v 01
I
IN It INy
We have here introduced a '"one" vector i, all of whose components
are unity:
L
The 1 vector notation is convenient in several places
becomes
becomes
-47-
- N N)a
7-
\4 (,
al i a al Z
become
c) The normalization of a distribution
-. L
becomes
d) Operating with the
becomes
-48-
kernel
all i and l x
- (\\3 )
1 C
CHAPTER 3
DISCOUNTING
3A. Introduction
Markovian decision process with discounted rewards are
well-understood (see for example Ref. 2, Chapter IV). This chapter
rederives some of the typical results in order to familiarize the reader
with our notation and with techniques which will prove useful later.
Only the continuum case is treated in detail here, similar
arguments being applicable to the N-state case. The case of vanish-
ing interest rate is treated in Section 81. Semi-Markov processes
are not treated.
Our results are contained in Theorems 3. 1 and 3. 2. They
show that the total expected reward for the optimal infinite-horizon
time-dependent policy is finite and can be approached arbitrarily
closely by a stationary policy.
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3B. Convergence and Fixed Point Theorems
The iterative equation of dynamic programming has been
derived in Chapter 2:
vn+ (x) = max qk(x)+ a dypk(x,y)vn(Y)k cS(x
xEO
where the dependence of qk(x) on a has been suppressed. Due to the
presence of the discount factor a, we are able to handle the supremum
case as easily as the case where the maximum is achieved: only the
continuum case will be treated, the N-state case occurring as special-
ization where p(ky) is of rank N. In this chapter the L norm is used
throughout:
\\ \\= sup \f(x)\
x 4E
Theorem 3. 1
Let
n+ 1(X)= sup qk (x)+ a dypk(x,y)vn(y) (3.1)
ke S(x
0 < a < 1 (3.2)
Ssup qk(x) < Q allx e (3.3)
ke S(x)
Vo < 00 (3.4)
-50-
pk(xy) and v 0 (x) obey sufficient conditions of measurability
exist and be measurable for all n > 0 and x E C2.
that v (x)
n
i) vn is uniformly bounded:
n
n \ I-a
ii) vn(x)--v(x) uniformly
00
in x as n4oo
(3.7)iii) v 11
iv) Vo(X) satisfies the functional equation
sup qk(x)+ a dypk(x,y)v (y)
ke S(x) n1
(3.8)
v) v (x) is .independent of v 0 (x).
Proof
i) Insertion of v (x) >n
-v\\ \ and v (x) < \\ v
(3. 1) leads to
sup )qk(x) - a
keS(x) v
v (x) < sup qk(x) +a v
ke S(x)
Q- a~\AQ+ n(X)
Vn+l < a + a vn
-51 -
Then
(3.5)
(3.6)
into
v (x) =
< Q +
\
\ a kQ + al I v(0) Q
n+ 1 1
k=
+ \\() \\
which proves (3. 5).
Using
inf (A - B) < sup A - sup B < sup (A - B)
where all infimum and supremum go over the same set, we get
(x)-vn(X)< sIdy
n+l n C X).fs(x) SdyUe' (X pk(x, y) Vn(Y
- a Vn-Vn- < Vn(x)-v (x) < a \\Vn-Vn-% n-1 - n+1 n - n- n-1I
n> 1
V-V 0 is bounded, since v 1 and v 0 are bounded:
+ \\ 0 < 0
Then the series
v0(X) vn+ 1(X)-
n=l
is majorized by the geometrically convergent series
oo
S\ Vn+
n = 1
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(3.10)
)-v (Y]
Also,
\\ 1 - o\\ \\
(3.11)
(3.9)
pk(x, Y) v n(Y)Vn_1(Y) < v
v nl-vn\ < a\\ nn-l
% v
vn(x)
n
and must have a limit Vo(X) for each x:
v (x) = lim v (X) (3. 12)
To show that the limit in (3. 12) is uniform in x, as well as
pointwise, we sum (3. 11) over m successive values of n to obtain
- k\\n-V \\ < v m(x)-v (x) <
1nn- 1-l- n+ m Vn(X)
k= 1
n
v n+m(x)-Vn(x )\ < \\Vn-Vn\ - i-v i < a\
n+m n - 1-a n n-1 -1-o 1O0
Let m-i co to obtain
n
v (x) - v (x) < v \- \\ (3. 13)
which shows uniform convergence, and also shows that \\v \\v -9
at least geometrically fast. This completes the proof of (ii).
By combination of (3. 9) and (3. 13) we obtain
n
n
< - +  n + a 0-
- \iO\
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k=l
If n4oo , (iii)is obtained.
Insertion of
n n
v0(x) - -v Vn(X) < (x)+ -a -v0
into (3. 1) produces
V 1 (x) su ke S k(x)+ ndy pk(x, y)v\ ( < \ -v1I ln sp -- 1-a 1
x
Letting n- o, we obtain
v (x) = sup qk(x) + oady p k(xy)v y
ke S(x). E
This proves (iv).
The proof of (v) follows from the third part of the next
theorem. QED
Theorem 3. 2 (Existence and Uniqueness)
Consider the functional equation
f(x) = sup )k(x) + dy pk(x, y)f(y) (3. 14)
ke S(x) I
where
Ssup qk(x) < Q (3.15)
ke S(x) x C'
0< aC <1
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and we require f be finite everywhere:
Then
i) a solution f exists
ii) f is unique
iii) f = sup (I -pB) p q
B
Proof
Existence follows from part iv of Theorem 3. 1. To show
uniqueness, let f and g denote two solutions to (3. 14). Subtraction
and use of (3. 10) leads to
Ca inf dy pk(x, y)tf(y)-g(y ~ f(x)-g(x)< a sup dy pk(x, y) f(y)-g(y
ke S(x) kc S(x)
g\\ g\< ct\\ f-g\\
Since a x 1, this implies \f - g\\ = 0 so that f and g agree everywhere.
This proves ii. The proof of iii now follows. Result iii is an alternate
method of proving ii.
It follows from (3. 14) that for all policies B,
f(x) > qB(x) + a pBf( x) all x c A.
On the other hand, given e > 0 there is a policy A such that
f(x)< qA(x)+ pAf(x) + E all x c 2.
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An n-fold iteration of these equations yields
n
f(x) > qB(x) +z
m=1
(ap ) mq B(x) + (op ) f(x)
all x Ec&
f(x) < q A(x) + (apA ) mq (x)
m=l
n+ 1
+ E +(ap
1- a
all x ell
A)n+ If(x)
(3. 17)
as n400 because \\pnf\\< \\f\\ < o
Consequently, the last term in (3. 16-3. 17) disappears as
n-oo . The series q+ 2
m=l
(e p)m q
a(a p)mq
m = 1
as n S oo ,
is convergent in L norm:
n+ 1
n\\pmq\\ < -a_-C
m=l
to (I - ap).-1
to (I- op) q.
Equations (3. 16) and (3. 17) become, as n4oo,
(I- apB - q (x)
all policies B
f(x) < (I -a pA)-1 qA
Equations (3. 18-3. 19) complete the proof of (iii):
f(x) = sup (I - apB -
B
QED
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(3.16)
But \(p)nf \\ 0
for n> 1.
all x E G (3.18)
(x)+ -- all x en (3. 19)
(X)1A (3. 20a)
Remarks
(1) The policy B which achieves the maximum (if the supremum
is achieved) on the right side of (3. 20) for some value of x
need not be unique.
(2) If a policy B achieves the maximum on the right side of
(3. 20), it can be taken to be independent of x. This occurs
because we are trying to maximize the reward for all states.
(3) In the N-state case, equation (3. 20a) becomes
f. = max (I - p ) i q B I< i < N (3.20b)
SNN policies B Iij
= 1
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3C. Stationary Policies
A stationary policy B will have a total expected reward
- ap B qB\ (x) in an infinite number of transitions starting from
state x. Equation (3. 20) therefore indicates that the optimal total reward
using a time-dependent policy is the supremum over all stationary
policies of the total reward using a stationary policy.
More concretely, (3. 18-3. 19) show that there always exists
a stationary policy A whose total expected reward differs from the
total expected reward of the time-dependent policy by as little as
desired. This conclusion is due to Blackwell ( 1 1 ). It justifies the
restriction by Howard and Jewell to consideration, in the infinite hori-
zon discounted case, of only stationary policies.
In the finite horizon discounted case, equation (3. 6) shows
that vn(x), the total reward from the optimal time-dependent policy
approaches f(x), the total reward from the optimal stationary policy
as n--oo . Hence stationary policies may be adequate for large but
finite n. It is intuitive that result v of Theorem 3. 1 holds: as the
number of remaining transitions becomes very large, the terminal
values become irrelevant if there is discounting.
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3D. Policy Convergence
In the N-state case, policy convergence as well as value
convergence can be demonstrated. Let
N
f.max q + a kfpj 1 <i<N (3. 21)
1 l<k<n. 13
k k-
--- 1 j= 1
N
v(n+ 1) iij a- -
i 1<k<n<i<N
-- 1 j= 1
We know that f is unique and v.(n)-4f. as n- oo. Let k.(n+ 1) denote
the alternative chosen on the right side of (3. 19), i. e. , the decision
in state i at the time n+ 1. Let A. be the set of integers k, 1 < k < n.,
1 - -- 1
which achieve the maximum on the right side of (3. 21). Then we claim
that for all sufficiently large,
k.(n+ 1) CA. (3.23)
1 1
Proof
Insertion of (3. 13):
n n
f. -a V < v.(n ) < f. + -v 01 -l  1 - 1 -- 1 1-a
into both sides of (3. 22) leads to
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k.(n+ 1) n+ I
f.+
1 i - a 1
k.(n+ 1)
f. 1 -1 i
j=1
k.(n+ 1)
Pij
1J
Let
d. f. - max q
1 1 1<k<n. i
k 4 A.
1
According to (3. 21), d. > 0.
1
k
)ij "J
j=1
If k.(n+ 1) j A.,
1 1
n+ 1
0< d. <1-- 1-a
then (3. 24) implies
tl 1 0o
and is a contradiction if n is sufficiently large.
if n is sufficiently large that
n+ 1 \-V < d.
1- a 1
Therefore, k.(n+1) EA.1 1
(3. 25)
QED
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n+ 1
a 1-af.
k.(n+ 1)
1
N
j=1
-vo
f.<j -
n+ 1
l-a \-v 4 (3. 24)
An -vo\ < v(n + 1) < q41 1 0 - 1 - 1
3E. Further Developments
The above sections show that even in the continuum case,
strong results can be stated about the asymptotic behavior of the value-
iteration equations provided (3. 3) and (3.4) hold.
At this point, two avenues of development are possible. One
is to make explicit assumptions about the form of the rewards and proba-
bility densities, and then investigate the structure of the optimal policy.
For example, under what conditions will the optimal policy for an inven-
tory system be s, S? Investigation along these lines very rapidly becomes
specialized and is not undertaken here.
The second approach is to relax (3. 3) and (3.4) and see what
can be said about the value-iteration procedure. For example, will
v (x) have a limit v (x)? These assumptions that the scrap value v (x)n0
and maximum possible immediate rewards sup qk(x) from any state
ke S(x)
x are bounded seem to be quite reasonable and no realistic reason seems
to exist for dropping them. The usual difficulty with the inventory
equation, for example, which requires such a painful analysis ( 1 5 ) to
show that v o(x) exists is the assumption of a constant purchase cost
per item with no restriction on the amount that could be ordered. This
assumption invalidates (3.3) and could be argued to be unrealistic:
all physical quantities assume bounded values and in particular, purchase
orders or backlogs above 10 dollars seem unlikely.
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The simplicity of the results in 3B-3E follow from the pre-
sence of the discount factor a. For example, no attention has been
paid to the chain structure of the process.
In the case of no discounting, a = 1, the description of the
process becomes more complicated. The chain structure and period-
icities or lack of them play important roles in determining the accumu-
lation of rewards.
Chapters 4 and 5 develop the tools needed in the remainder
of this thesis for dealing with the undiscounted case. Chapter 4 dis-
cusses the chain structure while Chapter 5 discusses the fundamental
matrix which plays an important role in describing the steady-state
behavior.
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CHAPTER 4
CHAIN STRUCTURE, ERGODIC BEHAVIOR, AND SPECTRAL
PROPERTIES OF MARKOV CHAINS
4A. Introduction
The present chapter attempts to relate the chain structure of
a Markov chain (number of irreducible disjoint sets of states) with its
eigenvalue spectrum. That relations exist might be suspected from the
fact that the stationary distribution 1T of a Markov chain P satisfies
irP = n and therefore is a left eigenvector of P with eigenvalue unity.
Carried further this approach simultaneously yields all the subchains
of P and all of the eigenvectors with eigenvalue 1. An extensive discus-
sion of the chain structure is given. Necessary and sufficient condi-
tions for a Markov chain to be ergodic are discussed. The fundamental
matrix Z, which will prove invaluable later, is obtained by a new
method which seems well-motivated. The method involves the decompo-
sition of P into steady-state and transient components, and the factori-
zation of I-P.
The collection of theorems contained here is an attempt to
give the reader an intuitive feeling for Markov chains with a continuum
of states. It consists of a systematic exposition of techniques and
results spread throughout the literature and hopefully will be useful
for reference purposes.
-63-
The results hold for both N-state case and the continuum-
state case, and the reader is urged to relate the theorems to his own
experience in handling finite-state Markov chains. The analogies are
quite extensive between the finite and continuum-state cases.
In the remainder of this thesis, we will confine ourselves to
Markov chains with a single irreducible set of states. The many-chain
case is included here for completeness and may be skipped if desired:
Sections 4G and 4H are not needed.
The assumption which enables us to get these results rather
painlessly is that P is L2:
Sdx dy\P(xy)\2< 00
It permits the functional analysis approach to Hilbert space to be em-
ployed, with all the elaborate machinery for eigenvalue spectrum analy-
sis and so on. The assumption is partly justified because it enables
us to easily get an overall picture of continuous-state Markov chains.
However, the principle justification is that it is not unreasonable. In
many modeled situations, transition probabilities are piecewise
continuous or are normal or exponential--or at any rate have tails which
fall off fast enough--and the assumption is met. One somewhat unex-
pected consequence of the L Z assumption is that there can be only
finitely many sub- chains.
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We shall be somewhat careless in our vocabulary and use
"all x" or "almost all x" to mean all but a set x of measure zero.
This allows us to omit some dull and uninspired reasoning. The L 2
norm is used in this chapter.
We will say r is a "unique distribution" if rrP = rr and any
other left eigenvector of P at eigenvalue 1 is a multiple of r.
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4B. Norms of Probability Vectors and Markov Operators
In the N-state case, the real vector f = (fl' " fN ) is called
a probability vector if
f.>0 1<i<N
1- - -
N
Sf.= 11i=l
The real N x N matrix P is called a Markov operator if
p> 0 1 < i, j<N
13- - -
- p = 1T ijj= 1
These possess L2 norms which are bounded as described in
Theorem 4.1 N-State Case
Let f be a probability vector and P a Markov operator.
f = 1 if and only if there is some integer j, 1 < j < N, such
that
. = 6..
f 1 if and only if f =
N Ti
1
P\\ = 1 if and only if p -
ij N
l<i<N
1 <i<N
1 < i, j < N
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l<i<N
Then
(4. 1)
(4.2)
(4.3)
(4.4)
(4.5)
'N if and only if for each i, there is one j for which p = 1.
Proof (4.6)
4. 1-4. 3
0 <f. < 1 i- 1-
2f. <f.
2f.2
1
- 1 so \\ f \< 1
Equality if and only if f. 2 = for all i, whence f. = 0 or 1.
1 1 1
1 = (f, 1) =\(f, 1)\ \\f\\ \\'\\ = \ f\\
Also,
1
Thus f > -
N ~ff
with equality if and only if f is parallel to 1 .
4.4-4. 6
N
f ( (p..) -
ij=l
2
1 =
whence \\ P\\ > 1 with equality if and only if
Pij
1
N for all i and j.
Also,
= i (P ij)2 <
ij= 1
p = N
ij = ijij=1
whence \\ P \ NR with equality if and only if = p.. for all i1J
and j. QED
In the continuum case, a real L 2 function f(x), x e V, is called
a probability vector if
almost all x cC
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1 2
(p ij N0 < :ji, j=1
\ P\\ 2
f(x) > 0
(pij)2
IC-i_-- .7-
(f, 1) dx f(x) = 1
A real L 2 kernel p(x, y) is called a Markov operator if
p(x, y)> 0 almost all x,y E
dy p(x, y) = 1 almost all x E
These are bounded as described in
Theorem 4. 2 (continuum case)
Let f by a probability vector and P a Markov operator defined
on a state-space 0 with volume V given by (t.\q ). Then
- 1 
(4.7)
7 < \\f\\ < 
1 1
f = if and only if f(x) for (4.8)
almost all x E
1 < 00< (4.9)
\\P\\ = 1 if and only if p(x,y)= - for (4. 10)
almost all x, y E
Proof
4. 7-4. 8
1 = (f, 1) = \(f,l) < \\f \\ =\\f\\ NTV
whence \\ f\\ > 1/V with equality if and only if f is proportional to 1
almost everywhere.
\\ f can get arbitrarily close to co as seen by the choice
S/a x E a subset of ~ of volume a < V
f(x)
0 elsewhere
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for which \\f= 1/a and ranges from 1/NFV to o as a ranges from
V down to 0.
4.9-4.10
0 < dx dy (x, y) - 22 1
whence \\\ > 1 with equality if and only if p(x, y) = 1/V almost every-
where. By letting P come arbitrarily close to a lattice process (i. e.,
impulse components), \\P\\ can be made arbitrarily large. QED
An Application
Using (4. 4), it is possible to give a simple proof of the exis-
tence of the limit as m goes to infinity of
2 mp + P 2+ ... + PmS = (4.11)
m m
in the N-state case.
Theorem 4. 3
Let P by an N-state Markov operator, and S be defined by
m
(4. 11). Then
S = lim S
m
m.00
exists (element by element convergence).
Proof
Since P\J \\< NN for j = 1,2,..., it follows from (4.11) that
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P J+ !IP2 + .. + IPmI
m
so that Sm is uniformly bounded and possesses a cluster point S
That is, a sequence {n.} exists for which S - S
1 n.
1
It follows from (4. 11) both that S - S P =P S and that
m+l m m
S -S - 0 , so that S = P S = S P.
m+1 m
To show that S is unique, we suppose that T is another cluster
point of S . Again T = PT = TP from which follows T = S T
m m
= T S . Letting m run through {n. , we obtain T = ST = TS .
Interchange of S and T leads to S =T , S therefore has one
m
cluster point and the limit exists. QED
Corollary
S=SP=PS
2
S=S
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4C. The Spectral Properties of Markov Operators
The reader is asked to turn to Appendix B for definitions and
discussion of the terms eigenvalue, eigenvector, geometric multiplicity,
algebraic multiplicity spectral radius, Fredholm determinant, and so
forth. It is assumed that P is L2 so that the Fredholm theory can be
brought to bear. We recall that P > 0 and P 1 = 1 . Both Chapter 4
and Appendix B treat the N-state case and continuum case simul-
taneously.
Theorem 4.4
Let X be an eigenvalue of P. Then L\ < i.
Proof (continuous case only)
If X is an eigenvalue, then at least one L 2 left eigenvector e
with eigenvalue X must exist.
X e(x) = Idy e(y) p(y, x) almost all x E
\X\ \e(x) = dy e(y) p(y, x)\ < dy\e(y) p(y, x) (4.12)
Integrate over all x to get
X (\e\,1)< idy \e(y)\ (\e , 1) (4. 13)
Since e is non-trivial, ( \e\, 1)> 0 and (4. 13) implies \\ < i.
QED
Corollary
If e(x) is a left eigenvector of P with eigenvalue , and
\h = 1, then \e(x)\ is a left eigenvector of P with eigenvalue 1.
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rProof
(4. 13) must be an identity, whence (4. 12) must hold for
almost all x.
An Example
PA
e= 1)
f~ [1 -13
= left eigenvector
= left eigenvector
Then \,fi ei.
Theorem 4. 5
X = 1 is an eigenvalue for P
Proof
P1=
Thus 1 is an eigenvalue of P, with 1 as a right eigenvector.
Corollary 1
The spectral radius of P is 1.
Proof
Foll os from Theorems 4. 4 - 4. 5.
QED
QED
According to Theorem 4. 5, P must have one or more left
eigenvalues at X = 1. These will all be denoted by "TrT" , and satisfy
TwP = f.
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QED
S=l
X = -1
~II_
Corollary 2
If Tw(x) is a left eigenvector of P with eigenvalue 1, then so
is \1 (x) .
Proof
See Corollary to Theorem 4. 4. QED
Theorem 4. 6
Let P have r linearly independent left eigenvectors Tl, . 0 Tr
at = 1i. Then with no loss of generality, these can all be taken as
real and non-negative: Tr.(x) > . \ . 5 Y
Proof
Since P is real, the equation TP = iT implies that both the real
and imaginary parts of wT are left eigenvector with X = 1. From the Zr
real left eigenvectors
1T(x) + iTj (x)] rj(x) - (1T(x)
3 J ) 3 1 <j<r2 2i
one can extract r linearly independent ones. Hence there is no loss
of generality in taking r 1, .'" r as all real.
According to Corollary 2 of Theorem 4. 5, if l, ... r are r
real left eigenvectors of P at 1, then so are \rj(x)\, 1 <j < r. From
the 2r real, non-negative left eigenvectors
rj(x) j+ k (x) I < j < r
one can extract r which are linearly independent. QED
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Corollary
The rw's can be normalized to a probability distribution:
(T, 1) = 1.
We will later show that if P has r left eigenvectors Tr 1 ,... r
at 1, then P contains exactly r disjoint irreducible sets of states.
th
By an appropriate choice, 1T. is the stationary distribution for the j
irreducible set of states.
According to (Bi), the number r of left eigenvectors of P
at k = 1 can be bounded:
r < \P\ 2 (4.14)
This also implies that an L 2 P operator has only finitely many irreduc-
ible sets of states. The bound in (4. 14) is the best possible, since the
N-state case p.. = 6i 1< i, j < N has r = N eigenvectors "1  T.N
at ( = 1: r.). = 6.. and also satisfies (see (4. 4)) \\Pk\ = -N . This1 J 13
example confirms our assertion that r is the number of chains.
As the example to Theorem 4.4 demonstrates, eigenvalues
of P on the unit circle other than 1 correspond to periodic states. This
property will not be discussed further except for our frequent usage
of the corollary to Theorem 4. 4.
The eigenvalue spectrum of P can be described in terms of
the results summarized in Appendix B:
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(1) All eigenvalues of P lie in or on the unit circle. X = 1 is
an eigenvalue of P.
(2) Each eigenvalue corresponds to at least one left (and at
least one right) L 2 eigenvector. The number of eigenvectors
at an eigenvalue X # 0 is finite, and by (Bl), equal to or less
than \\P\\ 2/ \X\ 2 . The algebraic multiplicity of any eigen-
value X # 0 is also finite.
(3) The number of eigenvalues of P is either finite (as in the
N-state case) or denumerably infinite. The number of eigen-
values within any annulus 0 < a < X < b is finite. The
eigenvalues, if infinite in number, have k = 0 as their only
cluster point. The eigenvalues can be numbered X 1, 2,A 3' " " " '
each repeated as often as its geometric or algebraic multi-
plicity, with \X n*l\ < \n\ . Any closed region of the X
plane which excludes the origin has finitely many eigenvectors.
In particular, there are only a finite number of eigenvalues on
the unit circle.
(4) X = 0 can be an eigenvalue, although it need not be as the
N-state case P = I illustrates. If X = 0 is an eigenvalue, it
can correspond to a finite number, say k (k > 1) eigenvectors,
as the following case, where P is a (k+l)x(k+ ) matrix,
illustrates:
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ij 6 j, 1
m
e)i 1
-0
0
1 <i, j <k+
l<m<k
i= 1
i = m+l
all other i, 1 < i < k+l
On the other hand, if X = 0 is an eigenvalue, it could also correspond
to a non-denumerably infinite number of eigenvectors, as the following
example illustrates:
p(x, y) = 1
0 e(x) = 1/ a
- 1/a
0
O <x, y< 1
O<x< a
1 - a <x< 1
all other x 0 < x < 1
eP= 0
so that as a ranges over the open interval (0, 1/2) the a e form a non-
denumerably infinite set of L 2 eigenvectors with eigenvalue 0.
(5) If X is an eigenvalue, so is X . Indeed if Pe = X e , then
Pe - e
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P =~-
4D. Chain Structure of Markov Operators
We turn next to a systematic discussion of the chain struc-
ture of Markov processes, and show how the chain structure is related
to the eigenvectors of P with eigenvalue 1.
We say that a set of states S is closed if, for almost all
x C S,
Sdy p(x, y) = 1
Stated verbally, the probability of leaving S once inside is zero.
The entire state space n is a closed set of states. A more
useful way of finding closed sets of states is given by
Theorem 4.7
Let Tr by a left eigenvector of P with eigenvalue 1. Accord-
ing to Theorem 4. 6, we can assume that rr is real and -r(x) > 0..
Let
S = x \(x) > 0
Then S is a closed set of states.
Proof
Let f(x) = dy p(xy)
S
Then integration of
Tr(x) = dy 1(y) p(y, x) almost all x C
over x e S leads to
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(r, 1) = dy rr(y)f(y) ( , f)
But by its definition 0 < f(x) < 1. The last equation therefore implies
that f(x) = 1 for almost all x E S. QED
We say that a set R is irreducible if it is closed and if no
proper subset is closed. (We say that A is a proper subset of B if
A SB and if the measure of A is strictly less than the measure of B.)
An example
Let S be a closed set of states with a stationary distribution
T > 0 defined on it. If the subset of S on which T = 0 has positive mea-
sure, then S is not irreducible.
Proof
According to Theorem 4. 7 we can delete the set of states
with r(x) = 0 and still have a closed set.
QED
The moral is that "transient states" must be removed to get
an irreducible set of states. We say that a set S contains a unique
irreducible set of states if (1) it contains at least one irreducible set
of states and (2) if S contains two irreducible sets of states, then these
must be identical up to a set of zero measure.
Theorem 4. 8
Let a set S contain two irreducible sets of states R 1 and R 2.
Then either R 1 and R 2 are disjoint (except for a set of zero measure)
or identical (except for a set of zero measure).
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Proof
Either RI and R 2 are disjoint, and the theorem is proved,
or they overlap on a set R12 = R1 R2 of positive measure. We wish
to show that in the latter case, R 1 and R 2 coincide: R 1 = R 2 = R120
Assuming the contrary, R12 and say R 1 - R 1 2 are disjoint sets of
states. Moreover, R12 is not a closed set of states for it is a proper
subset of R 1 and R12 being closed would contradict the irreducibility
of R . Therefore, there is a set of x's in R12 of positive measure for
which
I dy p(x, y) > 0
R1-R12
However, these x's are in RI 2 , hence R2 and the above inequation states
that R - R is accessible from R . Since R - R is disjoint from1 12 12 1 12
R 2, this would contradict the irreducibility of R 2 . QED
Theorem 4. 9
If wr is any stationary distribution defined on some irreducible
set R, then Tr(x) > 0 for almost all x t R.
Proof
By Theorem 4. 7, the set
R' = x (x) > 0 R'CR
is closed. Hence R is irreducible only if R and R' differ by a set of
zero measure. QED
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Theorem 4. 10
Let W(x) be a real left eigenvector of P with eigenvalue 1,
taking on both positive and negative values. Then the sets S+ and S
S = x\T(X)< 0
are closed sets of states, and possess, respectively, the stationary
distributions
v+ (x) = (X)
0
T (x) = -
with the properties
T(x) = TT+(x) 
- T_(x)
T P = 7
+ +
x S+
otherwise
x CS
otherwise
T P = 1T
Proof
If w(x) is a left eigenvector, so is wTr(x) . So are r(x))k (x)
The definitions
T (X) \(x)\ + w(x)
+ 2
- 2
are equivalent to the ones given above and demonstrate (4. 15). Since
they are both left eigenvectors, (4. 16) holds. S and S are closed by
appeal to Theorem 4. 7. QED
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L
(4. 15)
(4.16)
r
An example
10
P 0 1T1
Tv =12 01 
=10 11 1T P = 1
S+ = state i, and is closed.
S = state 2, and is closed.
The example shows that if wT takes both signs, then the state space
can be split into two two disjoint closed sets of states, those for
which r> 0 and those for which T < 0.
Theorem 4. 11
Scontains only finitely many, indeed at most \P\ 2, dis-
joint closed sets of states.
Proof
Each closed set S. of states has a stationary distribution
1
i.. Also 1.P = r. since .r has all its mass on S.. The T. are disjoint
1 1 1 1 1 1
thus linearly independent. By (4. 14), there are at most 1P 2 T's,
hence at most \\P\\ 2 disjoint closed sets of states. QED
Corollary
$f contains only finitely many, indeed at most 1iP\1 2, dis-
joint irreducible sets of states.
Proof
Irreducible sets of states are closed.
-81- QED
I -
Theorem 4. 12 (Converse to Theorem 4. 9)
Let S be a closed set of states, which we can consider as
a new state-space for a new Markov chainusing P. Suppose S has only
one stationary vector T and that ir(x) > 0 for all x e S. Then S is
irreducible.
Proof
If S is not irreducible, it has a proper subset S' which is
closed. Let -a' be a stationary vector for S'. Define r(x) by
(X) TrI(X) xe S'
0 x r S-S'
Then rP = n whence Tr is the unique stationary vector for S. But this
contradicts v > 0. QED
Theorem 4. 13
Let S C~ be closed and possess at least two stationary
distributions i' r2. With no loss of generalityrl(x)> 0, TZ(X) > 0,
( r 1) = (T, 1) = 1. Then S can be split into two disjoint closed sets
of states. These are S+ and S given by
S = {x 2(x) - l(x) > 0'
S = x T 2(x) - w1l(x)< 0
Proof
*2 - cannot have the same sign for all x e S, for
T2
(x ) 
- T (x) > 0 x S would imply
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0 = 1 - 1 dx t 2 (x) - r (x)] > 0
S
whence T2 = T 1 almost everywhere. Hence T 2 - T 1 changes sign.
It is a left eigenvector of P at 1. Now invoke Theorem 4. 10. QED
A Technique for Finding Disjoint Closed Sets of States
Given any closed set S, such as S = Z, it either has a unique
stationary distribution T or two or more such wT's. In the latter case,
Theorem (4. 13) shows that S can be split into two disjoint closed sets
of states. We apply the same splitting procedure to each of the closed
sets of states with two or more ir's, and keep getting more or more
disjoint closed sets of states. According to Theorem(4. 11), this
procedure must stop after finitely many splits since there will be at
most \P1 2 disjoint closed sets of states. Convergence is achieved
when each of the closed set of states has a unique r.
Theorem 4. 14
Let SC be closed and possess a unique stationary distribu-
tion n > 0. Then S contains an irreducible set of states, namely those
states for which w> 0.
Proof
Take the subset S' of S on which rr(x) > 0. Then S' is closed
and possesses a stationary vector wr'(x). We claim thatrrw'(x) is unique:
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4
-r'(x)= rr(x). For r(x) is one stationary distribution for S', and any
other stationary distribution r " of S' (i. e., T "(x) = 0 if xd S') will be
a stationary distribution of S, hence Tr" = rr.
Appeal to Theorem 4. 12, since S' is closed and r > 0 on
S', yields the result that S' is irreducible. QED
Remarks
This theorem enables us to locate irreducible sets of states.
Theorem 4. 15 will show that S possesses only one irreducible
set of states.
Corollary
0 contains at least one irreducible set of states.
Proof
The splitting technique described above this theorem pro-
duces disjoint closed sets of states, each with a unique r vector. Then
apply this theorem to each of the disjoint closed sets of states with
unique 1r to get an irreducible set of states for each.
QED
Theorem 4. 15
A set of states S has a unique stationary distribution Tr (that
is, the geometric multiplicity of X = 1 is 1) if and only if it contains a
unique irreducible set of states.
Proof
a) Let S have a unique r vector. Then it either contains
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no, one, or two or more irreducible sets of states. The above corol-
lary eliminates the first possibility while Theorem 4. 13 eliminates
the second possibility.
b) Let S contain a unique irreducible set of states. Then
either S has either 1 or two or more 1r vectors. The latter case cannot
hold for Theorem 4. 13 would then imply that S contains two or more
closed sets of states. QED
Theorem 4. 16
Let R be an irreducible set of states. Then R possesses a
unique left eigenvector 1T, r > 0, (7r, 1) = 1. Furthermore r> 0 almost
everywhereo% ~*
Proof
rr> 0 follows from Theorem 4. 9. Uniqueness of IT follows
from Theorem 4. 13 and the irreducibility of R. QED
Another criterion for irreducibility is given by
Theorem 4. 17
Suppose an integer n exists such that pn > 0. Then the state
space n is irreducible and r > 0 almost everywhere on Q.
Proof
We know that (2 contains at least one irreducible set R. If
T > 0 is a stationary distribution on R, then rP = Tr and TPn = r. Written
out, this says
I dy w(y) pn(y, x) = r (x) all x en
R
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The left side is positive for all x, while the right side is positive only
for x c R, whence R = &. The above equation becomes 1r(x) > 0
everywhere. QED
Decomposition of G Into Irreducible Sets of States
Theorem 4. 14 provides a method by which the irreducible
set of states can be obtained from any closed set of states with a unique
r vector. But the technique described above Theorem 4. 14 enabled us
to decompose n into say r disjoint closed sets of states S I , S2,...Sr
Applying Theorems 4. 14-4. 15 to each of these we can decompose S k
into an irreducible set of states ( k plus a remaining set of states.
Lumping the remaining set of states together into a set Cr+1' we have
achieved the decomposition:
i) n = S  + ... +  r+ l  are disjoint
ii) 5 1" " r are irreducible with nk possessing a
stationary distribution kT > 0.
iii) n r is not closed.
r+l
As before, r < P .2 r gives the number of "chains"
within the process.
We let
ijPx(x, y) =j y
0 otherwise
l<i, j<r+ 1
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IP(x, y) = ip(x, y)
Since S. is
1
yE ( .. Thus
1
closed, 1 < i< r,
ijP(x,y) = 0 i # j
then if x E S., P(x, y) vanishes
1
1 < i < r. Schematically we
0
2 P
0 .
0 .
3
P.
r+l, 2 r+ 1, 3
.. O
o 0
• 0
0
r+ 1,
r+ I, rp
where the i t h row refers to $ ..1
Since 9 is not a closed set of states,
r+ 1
dy r +P(x, y) < 1
r+ 1
for a set x c r+ of positive measure. Then r+1 is a transient
r+o r+1
set of states with
\\(r+ " 0
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unless
have
1
P
0
0
0
r+l, 1p
'p
(4. 17)
0
r+ 1
l<i<r+ 1
r+l r+1
In particular, X = 1 is not an eigenvalue for P and P does not
possess a stationary distribution. The operator (I - r+ 1 -1 will
exist since 1 is not eigenvalue for P. Indeed all eigenvalues of
r+ 1
P will be strictly inside the unit circle, so that the expansion
(see Theorem B Z )
(I - P)r+I)- I+ + (r+ P)2 + ... (4.18)
converges in L 2 norm.
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4E. Ergodicity
We say that P is ergodic if there exists an L 2 vector
1(x)(or i.) such that
1
lim \\Pn - P
n- co
oo00
P T=.
P (x, y) = (y)
=0
1< ij <N
all x, y e &I
Theorem 4. 18
If P is ergodic, then the following properties hold:
00
P is L 2 and unique
m 00 00 m 00
P P = P P
00 2
(P )
00  00
P = (P)
m>
m>1
co
P is real
00
P > 0 almost everywhere
c
P 1=1
(i, 1) = 1
rrP = Tr
1(x) > 0
and T. > 0
1 -
1TP = 1T
almost all x
1 <i<N
Proof
(4.21): 1\ P\ = \\l\\ \\7\\ < 00
N-state case
continuum case
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where
(4. 19)
(4.20)
(4.21)
(4. 22)
(4.23)
(4.24)
(4.25)
(4.26)
(4.27)
(4.28)
(4.29)
(4.30)
= v - \
NT -V
-r
(4.22): \pmpop PI< \\pmpo pmpn\\+\\ pmpn p \
< \\pm \\\ pP_ pnI + pm *nn pOO\ 0
(4. 23): (P) -P\\ 00 _00pn\\ < \\ , \\pI_ pn\\_. 0
00
(4. 24): Let P = A + iB where A and B are real and L 2 . Then
Pn is real so that
SB\ 2 < \ pnA 2 + \ B\\ 2 = pnpo 2 0
(4. 25): Since pn> 0
dx dy \P < dxdyPn P\ 2\\pn P\\ 0
cc
Poo< 0 P <0
(4.26): Since pn 1 = 1i,
\\ -1 \\< \\(POO n \~ + \\pn \\ <  poopn\\ 
1 \\~
(4. 27): follows from (4.26) .
00 00
(4.28): follows from P P= P
00
(4.29): follows from P > 0.
00o 2 oo
(4. 30) follows from (P ) = P . QEb
The results show that r is a real, non-negative sta-
tionary distribution of P and justifies the notation (ir as a left eigenvec-
tor) in (4. 20). 1T turns out to be the unique stationary distribution,
for if 'P = r', then r' = r'Pn 4rP o= (r', l)r so that any distribution
r' is parallel to wr. The equations
Pof = (rr, f) 1 (4.31)
00
fP = (f, l)r
-90-
_I
for any vector f are important, since they indicate that operating
oo
with P performs an "averaging".
We also note the property
oo n o
tr (P ) tr P = 1 n = 1 (4.32)
The Error Operator
n oo
Since P P , it is convenient to define an "error" operator
c00
E = P- P (4.33)
00 00 00 00 2
The equations POP = P = (P ) imply that
00oo 00
EP = PE = 0 (4.34)
i. e., E 1 = 0 and TE = 0.
If the equation
00
P=P + E
th
is raised to the n power, the cross-terms all vanish, and one
obtains
pn = P + En n> 1 (4.35)
Hence just as E measures the discrepancy between P and P , so does
E measure the discrepancy between Pn and P .
Since \\ En \\ = \ \\ 0, it follows that all eigenvalues
of E are strictly less than one in magnitude. Therefore E is regular
-i
at unity and (I - E)-1 exists. The operator Z
- 1 00 -1
Z = (I- E) = (I- P + P ) (4. 36)
00 00
Z = I+ En + (n Poo
n= 1 n= 1
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is called the fundamental matrix and will play an important role in
our future discussion. As(B 1 0 ) indicates, the series
oo
I+ En= (I - E)-
n= 1
converges in L2 norm if P is ergodic, and furthermore, since E is
L2, Z - I is L 2 .
-i1
An alternate proof of the existence of (I - E)-1 which does
not explicitly use J\En \ \  0 is obtained by noting that if (T- E)-1 fails
to exist, a left eigenvector f exists for E with eigenvalue 1:
00oo
f = fE = f(P - P .) = fP - (f, 1) (4.37)
Taking dot products with 1 yields
(f, 1) = (fPl) - (f, 1)(r, 1) = (f, 1) - (f, 1) = 0
whence f = fP.
But we know that the only stationary distribution for P is Tr
(i. e., the geometric multiplicity of X = 1 for P is one) whence f = 7 ,
contradicting (f, 1) = 0.
00oo
Since P and E are orthogonal,
00 00
P E = EP =0
it follows that
-1
1 0-1 00 -1(I-zP) =(I-zP )(I-zE = (I-zE) (I-zP ) (4.38)
By (B 7 ), this becomes
-1 00 -1 -1(I-zP) = (I-zP ) -I+ (I-zE) (4.39)
- P + (I-zE) (4.40)
1-z
-92-
Equation (4. 40) indicates that the eigenvalue spectrum of P
consists precisely of the spectrum of P (namely 1) plus the spectrum
of E (inside the unit circle). That is X # 0 is an eigenvalue of P if
00
and only if it is an eigenvalue of P or E. This argument is extended
to the eigenvectors in Theorem 4. 23.
Finally the factorization
oo oo00 -1
I - P = (I-P)(I-E) = (I-P )Z (4.41)
= (I-E)(I-P)= Z (I-P) (4.42)
of I-P, whichpossesses no inverse since P 1 = 1, into the product of
an invertible operator I-E (with inverse the fundamental matrix Z)
oo
and a simple non-invertible operator I-P again hint at the usefulness
of the concepts of the error operator and fundamental matrix.
The factorization in (4. 41-4. 42) and the decomposition
P = P +E of a kernel (P) at an eigenvalue (1) into an operator (P )
of finite rank singular at the eigenvalue and an operator (E) which is reg-
ular are both well known to workers in integral equations (28, pp. 167-172) but
apparently are not widely-used in Markov process theory. One can
00oo
look upon P = P + E as a splitting of the P operator into projections
oo oo oo
onto two perpendicular subspaces (P E = EP = 0),P would be a"steady-
state" operator while E is a "transient" operator.
Theorem 4. 19
If P is ergodic, then
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i) the geometric multiplicity of X = 1 for P is
ii) the algebraic multiplicity of X = 1 for P is 1
iii) all other eigenvalues of P are strictly less than
one in magnitude.
Conversely, if (i) and (iii) hold, then P is ergodic.
Proof
i) Let P be ergodic. If rr' is any left eigenvector of P at
1, then r' = 1'P = rr'P - =r'P  (wTr', 1) so that rr is the only left
eigenvector at 1. Hence the geometric multiplicity at 1 is 1.
oo
ii) According to (B 6), 6 (z;P) = 6 (z;P )(z;E) . Since E
is regular at 1, the order of the zero of 6 (E;P) at z = 1 is that of the
oo
zero of 6 (z; P ). But
z 00 z
1-u(z;P)P du 2 untr(P .1 n+ 0 1 -u
0 n = 1 0
by use of (4. 32). Then
6(z;P ) =(1-z) e
indicating a simple zero at z = i.
iii) If X is an eigenvalue of P, then it has a left eigenvector
f, Pf= Xf, pnf = Xnf. As n-00 , the left approaches P f while the
right has no limit unless either X = 1 or Ik < i.
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To prove the converse, we suppose that (i) and (iii) hold.
Let w be the unique left eigenvector of P, normalized to rT > 0, (IT, 1) = 1.
00oo
If P and E are defined by (4. 20) and (4. 33), then (4. 34) holds and
n = P + E n> 1
We will succeed in proving that P is ergodic if we can show that all
eigenvalues of E are strictly less than 1 in magnitude, for Theorem B1
would then imply that
Sn P0 = \En \\ 0.
If X # 0 is an eigenvalue of E with right eigenvector f,
then
Xf = Ef = (P - P)f
= Pf - , f) 1
Take the scalar product with 1T to get k (Tr, f) = 0 so that Pf = f. Hence
either X = 1 or \X\ <1. The first case is impossible since it would
imply f = 1 contradicting (Tr, f) = 0. QED
Corollary
Let the algebraic multiplicity of X = 1 be 1, and all other
eigenvalues of P strictly inside the unit circle. Then P is ergodic.
Proof
Since the geometric multiplicity of an eigenvalue is bounded
below by 1 and above by the algebraic multiplicity, the geometric multi-
plicity of (K = 1) for P is 1. Now invoke the second half of the theorem.
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Note that our definition of ergodicity allows transient states.
The state space n consists of an irreducible set R on which r1(x) > 0
and a set of transient states SI-R. The condition that the geometric
multiplicity of X = 1 is 1 guarantees that there is only one irreducible
set, while the assumption that there are no other eigenvalues on the
unit circle prevents R from being periodic.
Another way of preventing periodicities is given by the
following theorem, and provides a test for ergodicity which is more
useful than investigating the eigenvalue spectrum of P.
Theorem 4.20
Suppose an integer n exists such that pn > 0 almost every-
where. Then P is ergodic and r> 0 almost everywhere (i. e., the
irreducible set is 2).
Proof
Invoking a theorem by Zaanen on positive operators (Ref. IZ,
pp. 496), pn has an eigenvalue X 0:
n
i) L0 real, X > 0, 0 has geometric multiplicity 1 for pn.
ii) all other eigenvalues of pn are strictly less than X 0 in
magnitude.
iii) the left eigenvector ir can be taken real and positive
almost everywhere.
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But we know that the spectral radius of pn is 1, with I an eigenvalue.
Hence,
iv) 1 has geometric multiplicity 1 for pn
v) all other eigenvalues of pn are strictly less than 1 in
magnitude.
But if f is an eigenvector of P with eigenvalue X, then f is also an
eigenvector of P with eigenvalue X n. Results iv and v then imply that
vi) X - 1 has geometric multiplicity 1 for pn
vii) r = 0 is the left eigenvector of P at 1. Results vi and
vii, together with Theorem 4. 19, imply ergodicity.
QED
Remark
This theorem is reminiscent of the N-state case, since
the communicability without periodicity of all the states guarantees
ergodicity.
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4F. The Single Chain Case
If 0 only a single irreducible set of states, with unique left
eigenvector r for P at 1, r > 0, (T , 1) = 1, then much of the analysis
in 4E remains valid.
00
We again define E and P by
o00
P (x, y) = r(y)
00
E= P -P
It still follows that PP = P P (P )= P , rrE = 0, E 1 = 0,
oo oo
P 1 = 1, rrP= rrP = r and so forth. Most important are the results
oo oo
P E = EP = 0
00
P=P +E
n 00
P P +E n>
00(I - zP) = (I - zE)(I - zP ).
The geometric multiplicity ofk = 1 for P is unity (Theorem 4.15) whence
the proof by (4. 37) again shows that the fundamental matrix
-1 00 -1
Z = (I - E) =(I - P+ P ) (4.43)
exists.
The only results which fail to hold are those involving the
limiting behavior. In general, E n will not approach 0 (E will have an
eigenvalue on the unit circle if P is periodic) and Pn will not approach00 n -
P . In particular I + En will fail to converge even though (I - E)
exists. n1
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4G. The Stable Case
In conformity with engineering parlance, we say a Markov
operator P is stable if it possesses a bounded limit as time becomes
o00
infinite. That is, P is stable if there exists an L2 operator P such
that
lim \\Pn = 0 (4.44)
n4 oo
Ergodicity is a special case of stability, where the additional
00
requirement that P be of rank 1 is made.
The error operator E is again defined by
00
E= P- P
Just as in 4E, the following properties hold:
00
P is unique
m 00 00 m 00
PP = P = P
002 00 00 m
(p)2 (P)= (P)
00
P is real
if rP = r, then
if Pf = f, then
o0
in particular P 1 = 1
m> 0
m>1
00
P >0
rP Tr
00
P f=f
Also,
00 00
P E=EP =0
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m
n 00 nP =P + E
0En \ 
All eigenvalues of E are inside unit circle. Since E is regular at 1,
the fundamental matrix
-1 00 -1
Z =(I- E) = (I- P + P ) (4.45)
00
I + En
n=1
00
= I + (Pn _ Poo00
n= 1
can still be defined.
Theorem 4. 21
P is stable if and only if it has no eigenvalues on the unit
circle except at k = 1. If P is stable, then P is of some finite rank
r, where r P 2. r is both the algebraic and geometric multiplicity
of k = 1 for P. Also
r
P (x,y) = ~ .(x) Tri(y) almost all x, y (4.46)
i=l 1
where the i. are the left (and the i. the right) linearly independent
eigenvectors of P at 1.
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Proof
If P is stable with eigenvalue k and right eigenvector f, then
Pf = Xf, Xnf= nf f. Hence either X = 1 or \X\ <1. Since
00 00 00
PP = P , P (x, y) when considered as a function of x with y held con-
stant (note P (x, y) is L 2 in x alone for almost all y if P\lp < 00)
is a right eigenvector of P with eigenvalue 1. By letting y vary we
00
obtain various eigenvectors, but P has only finitely many, whence
00
P must be of finite rank.
Thus (4. 46) holds, where the r functions 1 1(x). . .wr (x)
are L 2 linearly independent, and left eigenvectors of P:
P = i =  ,...r (4.47)
00
Similarly P (x, y) considered as a function of y is a right eigenvector
of P. Thus the r functions #1' r are linearly independent, L 2,
and right eigenvectors of P:
P. = +. (4. 48)11
Equation (4. 47) shows that the geometric multiplicity of
X = 1 for P is at least r. To show it cannot exceed r, we note that
00
if Pf = f, then f = P f so f must be a linear combination of the r.C ,1
00 2 00
Since (P ) = P , the linear independence of the 4 ., and of the
ir., requires that
1
(T. , 4 )= 6 .. 1 < i,j < r (4.49)
1 J 1J - -
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rConsequently tr(P ) = tr P =  (0., =.)
i =1
r
Then just as in the proof of Theorem (4. 19)
oo
f(z; P )= -r In (1-z) - t
00 r
6(z; P ) = (z) r
00 r
6(z;P) =6 (z; P )6(z;E) = (1-z)r6(z; E) e
Since E is regular at 1, 6(z=1 -, E) # 0 and the algebraic multi-
plicity of P at 1 is r.
r < k\Pj 2 follows from (4. 14).
Conversely, suppose P has no eigenvalues on the unit circle
except at unity. Since the (say r) left and right eigenvectors of P at
unity may be biorthogonalized (see Theorem 4. 25ii)
rP = W. P+= i 1<i<r1 i 1 1
(ri,..)= 6ij 1 <i,j < r
we can define P by (4.46) with PP = P P = P and the properties:
oo 2 00o oo oo00 00
(P P . If E = P-P , then .E = 0 1 < i < r so that P E =0.1 -
Similarly EP = 0. Also E is regular at X = 1 for if fE = : f then
00 00 00oo
f(P-P )= f and postmultiplication by P leads to 0 = fP whence
fP = f. This would imply that f is a linear combination of the T.,1
in which case the results r.E = 0 and fE = f are contradictory.1
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Then the factorization in (B 6 ) indicates that the spectrum of
E is the spectrum of P(X = 1 plus other eigenvalues inside the unit
circle) excluding X = 1. All eigenvalues of E are inside the unit circle,
En4\\0, and the equation
n 0o n
implies that P is stable. QED
Stability and the State Space Decomposition
If the decomposition in (4. 17) is employed, then it is
possible to show that P is stable if and only if each of its r disjoint
irreducible sets of states is ergodic.
Indeed if P is stable, (4. 17) leads to
1 00oo
P 0 0.. ... 0 0
2 00
0 P 0 . . . . .0 0
3 oo0 0 P . . . . .O 0
00
P = . (4. 50)
r oo0 0 0 . . . . . P 0
A A A 0
1 2 r
where
P (x, y) = w(y) 1 < k < r
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kTr = unique stationary distribution for kp,
k k k( ,1) 1, rr> 0 on G = 0 elsewhere
Ak(x, y = fk(x)Tk(y) 1 < k < r x rl
Sr-- -1 r+ k+
fk(x) = dy (I - r+P)- r+ P, k(x, y)
Gk(or &)
By insertion of (4. 18), fk(x) = probability of eventually
k , conditioned on starting at x. 0 < fk(x) < 1 for
If r functions
k < r, then(x) (4. 19)
for 1 < k < r, then (4. 19)
k
k4(x) are defined by
1 xE k
0 xE . 1
fk(x) x E~tr+
may be rewritten as
<j<r, j#k
oo
P (x, y) =
k= 1
k k
c (x) i(y)
in confirmation of (4. 46). The quantities k4 satisfy
k0 < k (x) < 1 (4. 52)
k (x) = probability of reaching k,' conditioned (4. 53)
on starting at x e Q.
Then (4. 51) has the interpretation that the steady-state probability
of being at y, starting at x, is the summation over all chains of the
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FT_
reaching
1 < k < r.
x, y E (4. 51)
probability of reaching that chain from x times the probability of being
at y conditioned on starting in that chain.
00
In particular, for anyx e , P (x, y) = 0 for any y ~r+l
Thus, 1r+l is a transient set of states.
In addition,
r
k= 1
so that the probability of reaching some irreducible set of states is
one.
Warning
While the biorthogonality (iTi , 4 j ) = 6 ij and even the choice
Ti.(y) > 0, (.Tr, 1) = 1 holds for (4. 46), the interpretation of i (x) as
th
the probability of reaching the i chain does not hold unless the i
and 1T. are picked cleverly, with i being the stationary distribution
1 1
.th
for the ith chain.
For example, the process
00 =1 0
0 1
has k = state ki k= 1,2
2
00 1k k
k1 1k=l
where
k ki = Ti= 6ik 1<i, k<2
-10 5 -
On the other hand, the less clever choice
00 k
P = +=1
k = 1
kit
3
where 1' = (-1
2'=(2
1
T' =(.6
2
T' =(.8
has kw' > 0 but does
separate the closed
4)
-3)
.4)
.2)
not meet 0 < k4. < 1. Clearly the failure to
sets into irreducible closed sets is responsible.
sets into irreducible closed sets is responsible.
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4H. The General Case
In the most general case of a Markov chain with L 2 transi-
tion matrix P--the ergodic, single chain and stable cases being special-
izations--the decomposition in (4. 17) still holds.
k
Since k is irreducible, 1 < k < r, P has a unique leftk -
k k
eigenvector T (x) (=0 x nk , > 0 x 2.C with normalization ikr > 0,
(k , 1) = 1. Just as in Section 4F we may let
k 00 k
P (xky) (y) < k < r
k k k oo
Again we define
kA (x, y)= f (x) T(y) 1 < k < r x +
where y Ok
fk(x) = dy (I - r+lP) rl P(x,y)
= probability of reaching k from x
0 < k(x)< 1
00
We define P schematically by
100
P 0 0 . .O
2 00
P = (4.54)
r oo
0 0 0. . .rp 0
A A A3  . . Ar 01 2 30 r
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O
and E = P - P
It follows from
kpOpj = jp kpo = pk jk
P 6bjk
r+ l, k r+ 1
P P + PAk) (x, y)
r+1, k 1 + r+ (I _ r+l p) -
r+ l - r+l, k k((I - P Pl)(x) w(y)
1<j, k<r
r+ 1, kp l)(x) k(y)
= A(x, y)
1<k<r
and so forth that
O0 O0 Co 2 01
PP = P P= (P) = P
In addition, (proofs omitted)
oo
P > 0
00P
P 1 = 1 (since Y
k =1
Ak = i)
P is singular at 1 (since (P ) 2
regular everywhere else
P is of finite rank r:
P is of finite rank r:
00
P (x,y) k W kx)(y)~(x) ir(y)
k= 1
where
1
7[ 
W
S(x) 0
(k(x)
X E ~.
x'"j k
x Cn.
j k
r+ 1
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(4. 55)
(4. 56)
(4.57)
00
P ) and (4.58)
(4.59)
(4. 60)
l<j<r
= probability of reaching &k, starting from x.
k(, )= k < j, k< r (4.62)
(since (P ) = P )
(3j)P = (Jw)P= jr 1 < j < r (4. 63)
P() = P )= 1< j < r (4.64)
(Jw)E = 0 1 < j < r (from 4. 63) (4.65)
E() = 0 1 < j < r (from 4. 64) (4.66)
00 00
EP = P E= 0 (from (4. 65-4. 66)) (4. 67)
n = 00 + En n> 1 (4.68)
The fundamental matrix is again defined by
-1 0 -1
Z = (I- E) = (I - P+ P ) (4. 69)
Theorem 4. 22
Z exists.
Proof
If the inverse in (4. 58) fails to exist, then 1 is an eigenvalue
0o oo
of P - P , with corresponding right eigenvector say h: (P-P )h = h.
Decomposition of h into the r + 1 subspaces 2 l, . . .  r + l :
h = (h, 2h,... r+h) leads to the r + 1 equations
kE kh= kh 1 < k < r
r
(r+ 1, k Ak)kh + r+ l r+h = r+ 1h
k= 1
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Since kE is regular at 1, the first r equations imply
kh= 0 1<k<r
The r+ 1s t equation becomes r+ r+ h = r+ h and since r+ 1P is
regular at 1 implies
r+h
h= O.
Thus h =0 and P -  is regular at
Thus h = 0 and P - P is regular at
S= 1. QED
Corollary
(I - E)- is analytic in z near z =(I - zE) is analytic in z near z = 1.
Proof
A small neighborhood about z = 1 is regular for E. In this
neighborhood (I - zE)- 1 exists and is infinitely differentiable. QED
Theorem 4. 23 Eigenfunctions of P and E.
i) If # 1 or O, Pf = Xf if and only if Ef = Xf; P f = 0.
ii) If X = 1, Pf = f if and only if P f = f. Similarly for
left eigenvectors.
Proof
oo0 00 00
Ifk # I, Xf = Pf = P f + Ef implies thatX P f = P f whence
oo
P f = 0 and Ef = kf.
oo oo
If X# 1,0 then Ef =K f implies that 0 = P Ef = XP f whence
00 00
P f = 0 and f = (P + E)f = Pf
00 - 00 00
Ifk = i, Pf = f implies f = (P +E)f = (I-E) P f =ZP f
00Pf(see(4.70))
= P f (see (4.70))
00 00
IfX = 1, P f = f implies Ef = EP f = 0 so that
00
f= P f+ Ef = Pf. QED
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This theorem shows that just as E and Pw pick up the
eigenvalues of P, so too do they pick up the eigenvectors.
Theorem 4. 24 Properties of the Fundamental Matrix
00 00 o0 00
ZP = P Z = P (Z commutes with P ) (4. 70)
00
ZP = PZ = Z - I + P (Z commutes with P) (4.71)
Z 1=1 (4.72)
00
Z(I - P) = (I - P)Z = I - P (4.73)
00-1 -1(I - P) = (I - P )Z = Z (I - P ) factorization (4. 74)
Proof
Since Z=(I- P + P )
00
Z =I+ Z(P- P ) (4.75)
00 00 00 00 co
whence ZP = P . Similarly P Z = P follows from Z = I + (P - P )Z.
From (4. 75) follows
oo 00
ZP = Z - I+ ZP = Z - I+ P
00
Similarly PZ = Z - I + P
Z1= Z (I-P+ P)1 = Zz-11= 1
Equation (4. 73) follows from (4. 71)
0C 00 -1I- P = (I- P )(I - E) = (I - P )Z
00 -(1 00
= (I- E)(I- P ) Z ( - P ) QED
Our general theorem about spectral properties of P is now
given in terms of the decomposition given above.
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Theorem 4. 25
i) The algebraic and geometric multiplicities of P at X = 1
are identical, say r, and agree with the number of disjoint irreducible
00
sets of states of P and with the rank of P.
kii) The r left eigenvectors of P at 1 are 1r, i< k< r and
the r right eigenvectors are + 1 < k< r defined above. They may
be biorthogonalized: (ir, J )= 6 1 < i,j < r.
-1
iii) The resolvent (I - zP)-1 has a simple pole at z = 1:
(I- zP) = (I- zP ) .I + (I- zE) -
00
z + (I - zE) (4.76)1-z
00
zP
- + Z + 0(1 - z) (4.77)1-z
iv) The number of chains r is finite and satisfies (4. 14):
r< P 2
The bound is tight in the N-state case if P = I.
Proof
i) According to Theorem 4. 23 ii, the geometric multiplicity
00
of P and P at X = 1 agree. The latter has geometric multiplicity r
( 1 < j <r are the r right eigenvectors of P and P at 1, and Tr
o00
the r left eigenvectors of P and P at 1), hence the geometric multi-
plicity of 1 for P is r.
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To calculate the algebraic multiplicity of X = 1 for P we
use (B o ) to obtain
6(z; P) =6 (z; P) 6 (z; E)
But tr (PO)n = r so that , just as in Theorem 4. 21,
6 (z; P )= (1- z) e
Since E is regular at 1, 6(z; E) # 0 and 6(z; P) has an r-fold
zero at z = I. Thus the algebraic multiplicity of X = 1 for P is r. This
completes the proof of (i).
(ii) is proved by (4. 63-4. 64), with the biorthogonalization
in (4. 62). An alternate proof is by Theorem 4. 23ii.
(iii) is proved by use of (B 7 ). Note that by the Corollary
-1l
to Theorem 4. 22, (I - zE)-1 is analytic at z=1. Its value at z = 1
-1
is (I- E)-1 = Z, whence
-1(I - E)= Z + O(z-1) QED
Example 1
.8 .2 0 0 0
.6 .4 0 0 0
P= 0 0 0 1 0
0 0 1 0 0
0 .5 .5 0 0
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r= 2 chains : Gi (1, 2) w = (.75, .25
14= (1, 1, 0,
2
2 (3,4) rr (0, 0, 5
24 (0, 0, 1,
I3 = (5) = transient state
Can verify that (1, jTr ) .. 1 < i, j < 2.1 -
only vectors for which iwP = iT and Pi+ =
multiplicity ofX=l1 for P is r = 2.
det (I - zP)= (z - 1) 2 z(z - .2)(
so geometric multiplicity of X = 1 is r = 2
P ij
k= 1
k k( ).( Tr).
0,
0, 0, 0)
.5)
.5, 0)
.5)
i i
And that iw and 14 are the
i 1 < i < 2. Hence geometric
z+1)
.
00implies rank of P is r = 2.
implies rank of P is r = 2.
.75
.75
0
0
.375
.25 0
.25 0
0 .5
0 .5
.125 .25
.5
.5
.25
Example 2
The N-state process with P= I has det (I-zP) = (1-z) N con-
firming that the order of the zero of the Fredholm denominator, here N,
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00
P =
gives the number of irreducible sets of states (sub-chains). In addition
00
-1 I P(I - zP) - -1-z 1-z
-1
confirming both that the resolvent (I - zP)-1 has a simple pole at z = 1
and that the coefficient multiplying 1/l-z is P
As the theorem and examples show, the number of chains r
can be quickly obtained by calculating the algebraic multiplicity at
X = i1, i.e., det (I - zP).
If we recall how S = lim S was defined by (4. \\ ), we see
m
that P = S. This is no accident, for if S exists, then the equation
PS = P implies that the columns of S are right eigenvectors of P at
X = 1 while the equation SP = S implies that the rows of S are left
eigenvectors of P at X = 1. Therefore S is of finite rank:
r
S(x, y) - i (x) Tij (y) x, y €
i,j=1
Since the c 's and T's are biorthogonal,
T.. = ( S ) = lim (iT, S ( ))13m m
But (iT, Smi) = (1i, )=6 .. , whence T = Iand
m 13
S P (4.78)
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CHAPTER 5
THE FUNDAMENTAL MATRIX
5A. Introduction
If P is stable, Il P -- U > 0 and the fundamental
matrix Z is defined by (4.45) as
Z (T P4 (5.1)
z ( P- (5.2)
convergent in norm
Even in the general case where P is not stable, Z is given by (5.1)
where PO is defined by (4.54). The properties of P" are given by
(4.55 - 4.68).
Most of the discussion in this chapter is limited to the case where
P has a unique irreducible set of states, i.e., a unique stationary dis-
tribution7T= -7T P which we will always normalize to T Oj(-K, I) = I
In this case, P o is of rank I: P0o(,y) - 7(y) . The ergo-
dic case, it will be recalled, is a specialization of this case in which
periodicities are not allowed.
The arguments in this chapter apply equally well to the N-state and
continuum-state cases.
In this chapter we discuss the eigenvalue spectrum of Z and the use-
fulness of Z for solving equations containing the kernel I - P. The
fundamental matrix contains within it a virtually complete description of
the transient and first passage properties of an N-state semi-Markov chain.
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The chapter concludes with the derivation of expressions, involving Z,
for the absolute (not relative) values of Markov and semi-Markov pro-
cesses with stationary policies.
In Chapter 6, particularly (6.10), we will show that the fundamental
matrix is useful for treating perturbations of a Markov chain containing
a unique irreducible set of states, and is intimately connected with the
ergodic behavior of the chain.
Another advantage of the fundamental matrix is that it can be ob-
tained numerically for large N-state Markov chains with a unique irre-
ducible set of states (N >; 1) by matrix inversion. The most straight-
forward scheme is to solve
. (5.3)
for 1[, thus p . Then inversion of (I - P + PD ) produces Z. This
method involves two inversions of N x N matrices and can be carried out
on a digital computer even if N is several hundred. An alternate method,
presented in Section 6E, involves only one matrix inversion. Once the
numerical values for the Z.. are known, of course, all of the formulas
ii
(5.32, 5.40, 5.41, 5.127, and so forth) can be immediately applied.
By contrast, the generating function approach discussed in 5 ,
although providing important theoretical insight into the transient be-
havior and so forth, is totally impractible for large systems, due to the
difficulty of locating the (possibly complex) zeros of det(I - ZP) and the
resultant difficulty in performing a partial fraction expansion of
(I -P)--1. Flow graph analysis of Markov processes also founders on the
(I -NP) . Flow graph analysis of Markov processes also founders on the
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shoals of dimensionality.
The above remarks indicate that the fundamental matrix is useful
both theoretically and computationally for providing information about
the steady-state and transient behavior of semi-Markov chains and of
semi-Markovian reward processes. The fundamental matrix deserves an
important position in the analyst's bag of tools for treatment of
Markov chains.
-118-
5B. Properties of the Fundamental Matrix
The following properties of Z are recalled from Theorem 4.24:
First Z commutes with P and P o :
(5.4)
7p- PLZ- Z-I+Poo
Second, the factorization
which we will use often.
Third, the rows of Z sum to unity:
(5.5)
(5.6)
(5.7)
However, as the example in Section 6.C shows, Z is not a stochastic matrix:
it may possess negative matrix elements.
Fourth, as (5.1) shows, Z is always invertible.
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5C. Eigenvalue Spectrum of Z
Theorem 5.1
a) 1 is always an eigenvalue of Z
b) 0 is never an eigenvalue of Z
c) if e(f) is a left (right) eigenvector of P with eigenvalue
X# 0, then e(f) is a left (right) eigenvector of P with
eigenvalue
I-X
X, I
d) if e(f) is a left (right) eigenvector of Z with eigenvalue
X (# 0), then e(f) is a left (right) eigenvector of P with
I
eigenvalue 1 - if A 0 1; if = i, t(f) lies in the left
(right) nullspace of P - P"'
e) all eigenvalues X of Z lie in the region
Y (5.8)
f
follows from (5.7)
Z is invertible, hence Zf = 0 imp
suppose Pf = X f
If = 1i, Theorem 4.23 C4 implie
so that
(I - P P f f
If X # 1, Theorem 4.23 i impli
fof - o
lies f = Z-10 = 0
s that P "of 4
es that
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Proc
a)
b)
c)
so that
Z-'f (I-P P) (- X)f
and
I- X f
A similar proof holds for left eigenvectors.
d) Suppose Zf = Xf. Multiply by PO* and use (5.4) to obtain
(1 - X)POO f = 0. If X 1, then Poo f = 0, and, since 0
is not an eigenvalue of Z,
Pf ('- V)f
If X= 1, then Zt+=, f = Z'fl (I -P + P )f
so that (P-Po) = .
A similar proof holds for left eigenvectors.
e) If X is an eigenvalue of Z, a right eigenvector f must exist
for Z with X as its eigenvalue. Invoke part d to conclude that
1
either \ = 1 or 1 - is an eigenvalue of P (or both). But
= 1 clearly satisfies (5.8).
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Since all eigenvalues of P are not greater than unity in magnitude
(Theorem 4 4 ), the second possibility satisfies
(5.9)
which can be shown to be equivalent to (5.8)
QED
In particular, (c) states that if -TP = IT, then
(5.10)
so that the steady state vector ITof an ergodic chain P is always a left
eigenvector of Z with eigenvalue 1.
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5D. Recovery of P From Z
Theorem 5.2
-l
Let P have a unique irreducible set of states and let P exist.
Then P can be recovered from Z.
Proof
Since X=l is an eigenvalue of Z, the equation f = fZ has at least
one solution. We show now that it has precisely one solution with f pro-
portional to the unique IT vector for P.
f fZ f = Z -' f (-P
But -T P if implies -TIT f P-
(f P)P-' (f I) r
and therefore
P~' - jf( KI
Consequently the unique left eigenvector
normalization to (f,l) = 1, gives the i vector
Then P can be recovered from Z via P - -Z
f of Z at 1, after a
and then P (xy =  (Y'
+ P 0 o I
QED
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In general, P cannot be recovered from Z if P-1 fails to exist.
For example, the set of P matrices with all rows identical (these satisfy
det P = 0, so P-I fails to exist) all satisfy P = PO , so that Z = I.
Thus, P cannot be recovered if the only information given is that Z = I.
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~--1L_-_- _~--Y-;-- -Ili- __
5E. The Kernel I - P
The fundamental matrix provides a powerful tool for solution of
equations involving the kernel I - P. The reason for this is the
convenient technique of kernel factorization derived in Chapter 4. If
P is stable, then
-P (i-po)(I-L) (I- po)z-j
(5.11)
(5.12)
Our results concerning the solutions of such equations are contained
in the following two theorems which are closely related to the Fredholm
alternative theorem[ 2 , Pg. 172]
Theorem 5.3
The equation
(1_- P)v L A (5.13)
has a solution U if and only if
0 /\ = t (5.14)
If the consistency condition in (5.14) is met, then the most general
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solution to (5.13) is
UZ ZA+PooVM
(5.15
where M(= P' U) is arbitrary.
The equation
(5.16)
has a solution W if only if
B P" = O (5.17)
If the consistency condition in (5.17) is met, then the most general
)
solution to (5.16) is
\,/ - BZ+NF P
(5.18)
where N(= WPO ) is arbitrary.
Proof
The necessity of (5.14) and (5.17) follow from (5.13) and (5.16).
If (5.13) has a solution, then (5.12) implies that the solution must be
U - ZA+P U
If (5.16) has a solution, then (5.11) implies that the solution
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must be
-+ \ P0\AJ
Conversely, to show the sufficiency of (5.14) and (5.17), we compute,
by (5.6),
- ( p")A
QED
Corollary
If P is a Markov chain with a unique irreducible set of states,
then
(I - ) A = - (Trct) O
(5.19)
implies that
x -.Z Ot C1 C (rr x.) (5.20)
The equation
(b, I )(5.21)
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(-P)(7 A, P fN)
(e 13 2 *N )(1- p)
Y (I -P) a
implies that
yb 7 j -Z (Y' I
(5.22)
The constants c and d cannot be determined from (5.19) and (5.21).
Theorem 5.4
The equations
(1 -P x (5.23)
x (L-P) ZB
(5.24)
are solvable for X if and only if
(5.25) a)
(5.25) b)
(5.25) c)A(-P)- (I-P)b
If these consistency constraints are met, then the most general solution
to (5.23 - 5.24) is
(5.26)
8 Z t ZAP +P"MP-
(5.27)
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Trd r
.- ZA -P" BH _ -P'O',1 po
where r\ C- PX poo ) is arbitrary.
Proof
Suppose (5.23) - 5.24) have a solution X. Then (5.25 a,b,c)
follow directly. To find X, we may apply (5.15) to (5.23) to obtain
-: Z ZA - P (5.28)
If we apply (5.18) to (5.24), we obtain
(5.29)
Insertion of (5.29) on the right of (5.28) yields
of (5.28) on the right of (5.29) yields (5.27).
Conversely,
(5.26), while insertion
if (5.25 a,b,c) hold, it is possible to show that (5.26)
and (5.27) both satisfy (5.23 - 5.24):
P) 2- PA P ' P CO M Poo). ( -P )_ A
(_ PO)A = A
(zA +Po b-- + P 0 PcoI)- P)
-P)(57-+ 7- A P , M p 0
-+ A Po tP"rI
1 (-P)8+P B7 (I- P)
(I - P ") 1 + P0 B (T- P C)
8- Poo 13- t P 8 = 1E
A (I -P)L -k (I- P)ZA P
-A (-T- P-)+-T- P0)1 P
-A-AP %AP A
- 13(-P)
QED
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5F. Mean First Passage Times for Semi-Markov Chains
We give an example of the usefulness of Theorem 5.3 by deriving
expressions, in terms of the Z matrix, for the mean time u.. and mean
(2)
square time u ..until the system, starting from state i, lands in
1j
state j for the first time. We assume in 5F that we have an N-state
Markov chain whose irreducible set of states consists of all N-states.
This implies that WTj > 0 1ij Z N so that all N-states are recurrent.
(Note that ergodicity is not assumed: the process could be periodic).
(2)We denote by T. the mean holding time in state i, by T   the mean
1 1
square holding time in state i, and by T.. the quantity P.. multiplied by
the mean time for a transition from i to j.
The matrices u and u( 2 ) satisfy consistency equations which may be
obtained by the following considerations. The mean time to land in j
from i is the mean time for the first transition plus the mean time for
remaining transitions, if these prove necessary. Consequently,
JL -Y N ' j (5.30)
L LV\
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Similarly, the mean square time is the expected value of square
of the sum of the time for the first transition plus the time for
remaining transitions, if these prove necessary. Consequently,
r<) (5.31)
'3 Lz
Theorem 5.5
- c--
(5.32)'Y,
where
(5.33)
= mean time per transition
In particular,
.. (C
(5.34)
Proof
Rewrite (5.30) as
Multiply by -TT and sum over
1
(5.35)
i to get, using rT P -rT
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( -1-C\ 1 r ')
- Pg Ual
which proves (5 .34).
Rewrite (5.35) as
(5.36)
where
*\ ((j
. ) I.
Invoke (5.15) -- after checking that I Tr Li Fi O
L I
(5.37)
--to obtain
U)..
The second term on the right is independent of i and can be eliminated
by our knowledge of U..:
JJ
"3.. - tz>- -Z)~ \ J (5.38)
Since
- - S 00
4L \4 (5.39)
Insertion of (5.39) into (5.38) yields (5.32).
QED
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L~iS' (tF~q t (00
a 3-- (t 3 t ~.
J
Theorem 5.6
( 5
*L "N
'3
- ?-'a - V-
-( )U
\ - ) K t4
where
(5.41)
\ C?)
(.
(A
)tilZ
(5.42)
= mean square time per transition
Proof
Rewrite (5.31) as
U Ce)
(5.40)
(5.43)
-133-
(e) t
'S, 7:E- t~;~ ~
-t e ~(~C ~C
Y%
r4
(~C(e~~
: F;j- P ~
-(t~u~j57
Jr
where
(5.44)
Multiplication of (5.43) by T . and1 summation over i, using Tr( - )-O,
yields
Ce
L 'L
which demonstrates (5.41).
Invoke (5.15)--now that (5.14) is satisfied--to obtain the solution
to (5.43):
(2*) 14
?k (5.46)
The last term on the right is independent of i, and may be eliminated by
knowledge of u ( 2 ) .. .If we also use
JJ
ZP _ -T + P
equation (5.46) becomes
Ce)
+. ") U..
'9)- ~
from which (5.40) follows.
QED
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(5.45)
C2)
140
, Y \ %
r
SCe'
OA5 VV.
-- Ts 't\Y%~
In a similar fashion higher moments of the first passage times
can be expressed in terms of the fundamental matrix. The expressions
become very clumsy and are not presented here.
Note that (5.34) can be given a very simple interpretation via
the usual renewal theory arguments.
If all the transition times become unity:
t I -\' ) ' L
then -N ' and - N where N.. andSJ
(2)
N .. are the first two moments of the number of transitions until theij
system, starting in state i, lands in state j.
Theorems 5.5 and 5.6 now can be collected into
Theorem 5.7
________ 
-- L= ' t (5.47)
3
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()
(5.48)A 7Z-
Proof
i) Since f -I (5.32) goes into
-7Z*Z.
Tr -
J
Lr
L j
which demonstrates (5.47).
ii) Equation (5.41) goes into
- 1% 
,'. 
-w
3NN
NN
Use
3
3 1
-W = r
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I\ -V-
-- c~
- -Z -' )
2 y 416~
L . . ,:
- ct
Y-36~-4 ~tJJ
\ -N- '2
I- \ -..k Z
Equation (5.40) becomes
:z ? - 7- t
(Xr
ii
paO.1
- ;;
J .
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J1
(5.49)
(.t~ljB)~
(5.50)
Since
rf 3%' (5.51)
3 i \ -f
t , tz~~\3
(tP) J31"EI(~P~ \3
- $ + \
'3
ij
r
3
irtij]
so that
3 3 (5.52)
Insertion of (5.49), (5.51) and (5.52) into (5.50) yields (5.48).
QED
Formulas (5.47) and (5.48) were derived by Kemeny and Snell
(- Ch~q~t', S , f ad ) from the equations
.
(5.53)
= \ (5.54)
An Application
An N-state ergodic Markov chain is under observation and the
off-diagonal mean first passage times N.. i # j are known from
1J
measurements. What are N.., iT., and p..? Assume T.7 O,
1 j -  N.
Solution: Let M be given,
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It follows from (5.47) that
- 3 w
-; \-~ ~
so that
(j k' I
The (trZ-l) can be eliminated by recalling that Tr is normalized to be a
probability vector. Therefore,-T can be calculated via
'\4=: \
and N..
JJ
(5.55)
can be calculated via
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5 t ~b~ -LL 6M ga~
Z - -,C- - -
j\L
1 4 - --
i iM~\1
CW\A
The matrix D
=
- . 3
(note D.. = 0) can now be computed and so can the vector f,ii
But (5.47) implies that
\:j ~ j
and since TT Z = , Z.. = .
]] di
and P can be calculated via
- f..
3
Therefore, Z can be calculated
'P IL
= 42' 4~ 3
An Example
If
then
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via
P ..
I.
~__ __=_ ___ ___
13 I
0 'U'
CO,
~oz
-3
U1
-'p ~" 4 2Q
r3\, o o(s
"' "Z
-Z *o ctg
x i 8,
An alternate method of finding the P.. 's consists of holding
i fixed and considering
0 
\4
t l,=\
f4 -\
as a set of N simultaneous linear equations for the N unknowns P.. with
1J
1 ! j :N. This method requires inversion of N distinct NxN matrices,
one matrix (say R(i) ) for each i. The first method, which exploits the
fundamental matrix, requires inversion of 2 NxN matrices and involves much
less computation if N is large.
The two methods are actually closely related, for R(i) differs from
M only by having the ith column of M replaced by a column of l's.
-i
The above technique assumed that M exists. This is indeed so
and is proved in the following
lemma
Let P be ergodic.
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**), 0
-i
Then M exists.
Proof
Write M = AB where
-1 . -1 -1 -1B I exists, so that M 1 exists if and only if A exists. If A fails
to exist, there is a vector e such that eA = 0. This may be rewritten
eZ - (e, 1) h
where h = Z... Since Z1 = 1, the above becomes1 11 -
(e,l) = (e,Zl) (e,1)(h,l) (e,1) (trZ)
so that either (e,l) = 0, in which case eZ = 0, e = OZ - = 0 and A-
exists, or trZ = 1. In the latter case,
I
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NKj t ,
B, -s~l,~
-1
This is impossible since N. 1 and 7,> O for all i and j. Thus, A-
exists.
QED
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5G Transient Processes
If j is a transient state of an ergodic Markov chain P, then 7. = OJ
and
Y\ \ (5.56)
may be interpretated as the expected number of occurrences of state j,
for an infinite duration process starting in state i.
This interpretation shows that the fundamental matrix contains
information about the transient behavior of the process. Since Z
contains both transient and recurrent (first passage) information, it
provides an amazingly compact description of the intrinsic structure
of the Markov chain.
We turn next to showing how the fundamental matrix is useful for
describing semi-Markov chains with a reward structure. That this is so
is not too surprising since the values V and steady state 7F 5 act as
dual or adjoint variables to each other (pointed out by Smith ( 3) ),
the former appearing in expressions of the form Pv, the latter in
expressions of the form 7P.
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5H. Semi-Markov Chains with Rewards
The gain and relative values v defined in Chapter 2 by the equation
(5.57)
can be obtained by appeal to (5.19
?)Py - -9
- 5.20), since the form
shows the appearance of the kernel (I - P). If P has a unique irreducible
set of states,(5.14) states that
Q" C \N (5.59)
is a necessary and sufficient condition for (5.58) to be solvable. The
gain rate must, therefore, be
(5.6
Equation (5.20) becomes E1l
\ Z I Or(5.6 L)
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(5.58)
~ t. ~u
0)
where the unknown scalar c is the arbitrary constant which may be added
to the relative values. The most convenient choice is c = 0, correspond-
ing to
\J s- , (-v) ~O
(5.62)
We shall call this choice the natural convention for relative values.
The convention vN = 0 is more convenient for numerical computation,
and is equivalent to setting
(5.63)
Regardless of convention chosen, equation (5.61) shows that the funda-
mental matrix enters the description of relative values. Jewell has pointed
out E171 that if P is ergodic,
CPO V (5.64)
may be interpreted as a cumulative sum of the discrepancy c - T
between the actual reward q per transition and the expected reward per
transition gT, averaged with respect to the deviation pn _ poo of the
th
process at the n step from its statistical equilibrium. It is this
averaging over deviations which causes the Z matrix to enter, and helps
explain why v. - vj., the difference in deviations, measures the difference
in total earnings between states i and j.
It is of interest to know when the relative values of all states are
equal. This question is resolved by
-146-
Theorem 5.8
V is proportional to 1 if and only if gis proportional to T.
Proof
If /, then (5.61) implies c = a,
so that q is proportional to T.
Conversely, if q is proportional to T, (5.60) shows that the pro-
portionality constant is g. Then
QED
In the Markov case, T = 1 so that the relative values are constant
if and only if the immediate expected rewards are constant.
In the continuum case, the theorem may be phrased as v(x) = a for
almost all X if and only if q(x) = gT(x) for almost all X.
Scaling
If the values are given by the natural convention
V(-1
-147-
then under the transformation
the gain, values, stationary distribution and fundamental matrix change
according to
Periodic and Multichain Processes
The assumption of ergodicity is, by (5.61), sufficient to guarantee
the existence of the relative values, i.e., the solvability of equation
(5.57). However, it is not necessary since the value equations are
solvable for the periodic case, such as
provided there is only one irreducible set of states. In such a case
v(n) - ng 1 possesses no limit as n---c:> . Therefore, the relative
-148-
values can no longer be interpreted
However, the relative values can be
v(n) - ng 1, as (5.86) illustrates.
General conclusions about the
as the asymptote in (2.13 b,d).
interpreted as the time average of
solvability of
(IP)= 
- (5.65)
are contained in the following
Theorem 5.9
a) If P has only one irreducible set of states, (5.65) is always
solvable: g is unique and v is unique up to one additive constant
(5.66)
\J- ~t(cL3) - c!
(5.67)
where 7T is the unique stationary distribution,
(5.68)
(5.69)
5CPO
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b) If P has several irreducible sets of states, (5.65) is solvable
if and only if all of the irreducible sets of states have the same gain
k k
rate. That is, if krand g are the stationary distribution and gain
th
rate for the k-- chain,
(5.70)
%, f'CL.
then (5.65) is solvable if and only if
4 Y,N I
(5.71)
If P o is defined by (4.60 ),
%73C)
(5.72)
and the fundamental matrix by
'? ? gooFP~-~ (5.73)
then g is unique (5.71) and
irreducible set of states:
J -- - ( 5
v is unique up to one constant in each
C'
(5.74)
where
(5.75)
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tF
~c= \
C nY:
c) (5.65) is solvable with g unique and v unique up to one additive
constant if and only if P has only one irreducible set of states.
Proof
a) See arguments by (5.59-5.61).
b) According to Theorem (5.3), especially (5.14), equation (5.65)
is solvable if and only if
(5.76)
Insertion of (5.72) leads to
t\, \ (5.77)
Since ( TT1  )0 and the O's are linearly independent, we conclude
that (5.71) is necessary and sufficient for solvability.
The solution is given by (5.15) as
-J-
(5.78)
which proves (5.74).
c) Follows from a) and b)
QED
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51. Absolute Values for a Fixed Markov Chain
Let P be stable and the n-step return v(n) defined by
(5.79)
The gain rate for this process is
(5.80)
The absolute values Va are defined by
- C\;: -Y-
(5.81)
It follows from (5.79) that
-4 (-\t\
so that
\CL +%6ooNe -
Letting -~O0 , this becomes (
N4 s
. \2 C= 4 (b)
\j ()
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(5.82)
uCnsl~ 3 9_t Pv_(n)
r P"
CL~
In the ergodic case, (5.82) becomes
(5.83)
(5.84)
We note that
(5.85)
so that if the average scrap value (Tr, \/ (o))= O , then the absolute
values and the natural convention for relative values agree.
In general the absolute values will not exist if P is not stable.
For example the periodic process
c11 31\
0N( to-- o
has
Ii.
,*-4 z h AA' -tz,
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(5.86)
-01ii- -- -- M-- CMMMM---
5 - C -K-\3 C
\,jCL oo 7 C
We note first that the linear divergence as 2n justifies the ter-
minology gain rate of = . Second V(Y)- k possesses no limit
as )i --3 oo , so the absolute values are undefined. Third, appeal to
Theorem 5.9 leads to the result
(5.87)
for the relative values. Comparison of (5.86) and (5.87) shows that the
relative values differ only by a constant (here c = 1/2) from the time
average of V (ri') -- . It is only in this last sense that the
relative values can be interpreted when the policy is not stable.
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5J. Absolute Values for a Fixed Semi-Markov Chain
We wish to find the limiting behavior as t-->c, of the quan-
tities V (t ) and V (X, t) for the N-state case and continuum
case,. respectively, defined by
N- +
(-L I
\4 ( t) = &(y,) +
21
3=' 1 (5.88)
- 0
(5.89)
These may be condensed into vector notation as
-e:
N-(-i Nt
(5.90)
and treated simultaneously. We assume that the transition matrix P
0
of the imbedded Markov chain is ergodic, with steady-state distribution- .
We also assume that
(5.91)
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" A+- - ,(, 4 (+ t')
t, )\1( f f-)
exists and is finite for all components of the vector, and furthermore
that the area
-- - (5.92)
under the curve q(t -- q is finite for all components.
We will use the Laplace transform method to find the asymptotic
behavior. The Laplace transform L/ (S) of a time function w(t) is
indicated by a tilde:
\,db) St t
Sre s sufficiently large.
Since ((0) P exists, we know that P (s) exists for
re s O. In addition, since for re s > 0,
the method of Theorem 4 4shows that all eigenvalues of P(s) are
strictly less than unity in magnitude. With due caution for P (Xt)
having a latticadistribution of t's this statement holds true as well for
almost s with re s = 0. It then follows ( (s) is L2 since P is L2)
thatl[- P ()1 exists for all s with re s > 0, and almost all s
with re s = 0.
According to (5.92), the Laplace transform of q(t) - q exists at
s = 0, hence for re s > 0. Then the Laplace transform of
CtYq 9)t -
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C----L ~FL - ~111
'*(S') CL.
S (5.93)
exists for re s > 0. Indeed
S 
(594
Equation (5.90) can be transformed into
C ) 9 (s) V(S)
(5.95)
( Cs) V z S -)
(5.96)
Since I -
s = 0. We
P (0) -P has no inverse, equation (5.96) breaks down at
conjecture that the Laurent series
R- A Nc _, A, +.
S Y. (5.97)
converges (for almost all x,y) for s lying in some deleted neighborhood
of the origin (in which all future manipulations will be carried out),
and can then show that k = 1.
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Xleitl-el
II -F(F~S
ru
~L 9Cs~ -
Insertion of (5.93) and (5.97) into (5.96) produces
so that if the gain rate is defined by
91- (5.98)
then the absolute values are given by
S(5.99)
We now know that v(t) diverges linearly with t with slope g, and
will carry out the above program to find g and the absolute value va.
Jewell has also worked out expressions for the gain and absolute
values of an ergodic semi-Markov chain . Why then are we going
through this laborious transform analysis, for which the crucial assump-
tion,' the existence of (5.97) cannot be justified? First because
Jewell's expressions for the absolute values involve the mean and mean
square first passage times U. ,).. which do not exist for the con-J JJ
tinuum case. The Laplace transform approach allows unified treatment of
the N-state and continuum state cases. Second, there is the pleasure of
doing the calculation from a new viewpoint (thereby gaining a deeper
appreciation of the structure of the chain) as well as obtaining an
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independent check on Jewell's results. Third it gives us an opportunity
to use Theorem 5.3 and 5.4 and demonstrate their power.
Fourth, the theorem can be proved rigorously in the N-state case,
and presumably generalized to the continuum-state case. For suppose all
holding times vanish exponentially fast:
all i,j
Then P (S ) exist for re s - C , and will be analytic in s in
the disc S\ , C . The remarks in the first part of the proof hold
and the theorem is valid.
Finally, our expressions for the absolute values will involve the
fundamental matrix (not the U i j ) and are both more convenient for
numerical work and indicative of the important role that Z plays in deter-
mining the reward structure.
Some notation is needed before A 1 and A can be evaluated. First
-1 o
we define operators T(x,y) and T(2)(xy) (T.. and T ( 2 ) in the N-state case) by
we de o r s T(x) a sn T S(xy T o l
(5.100)
- si - OCs
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T= T(1) and T(2) are identical in meaning to the T and T(2) introduced
in 5F: T (n) (xy) is P(xy) times the nth moment of the time for a
transition from x to y.
We define vectors
A T(Y, )S-r3L Q(h& (5.101)
= mean holding time at x
~c (%) ? a \' (5.102)
= mean square holding time at x.
Since P is ergodic, it will be convenient to use the notation
(5.103)
(g,_
(5.104)
where M is any square matrix (or kernel) and f is any vector. For
example, in the N-state case (5.103) becomes
s \ "s\
This definition of "averaging" is useful because it possesses
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c~C I~
the properties
O M POany M (5.104)
any f (5.105)
Because of (5.101-5.102), there is no ambiguity whether F>
refers to the average of the matrix T or vector T. Note also that <(T
and< T(2)> are mean and meansquare holding times.
The derivation of A-1, AO, g and va which now follows is frankly
heuristic, since the convergence of (5.97) is assumed. We will see
that a sufficient condition for convergence in the N-state case is
that all of the P (S) are analytic in a small vicinity of the
origin. Unfortunately this is not necessarily true. The analyticity
of the P. (S) is known only for re s>0 unless the P. (t) all
decay at least exponentially fast for large t.
Theorem 5.10
Let P be ergodic and all1 s be finite. Then
CPR 0-O 0(s) (5.106)
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where
R, ;f~~(pC)
The gain and absolute values are given by
(5.109)
where
c=
ONv ;sjL) (%1)
< VN
where
(S )
Equation (5.109) shows that in the ergodic case the gain rate is
the same for all states.
We note that the relative values Z(q - gT) in va appear in a very
natural way and that an explicit expression (5.112) is given to determine
-162-
t v - 0' \
(5.107)
(5.108)
(5.110)
(5.111)
(5.112)
_ 11it
Y~ 2~9-3~ -OJT) a~
the additive constant which converts relative values to absolute values.
Note also that the relative values require knowledge of only the
mean holding time vector T, while the absolute values require knowledge
of the entire matrix T... Similarly the relative values require only
q (oM) = q while the absolute values require also the areasRv under
q (t) - q.
Equation (5.112) can be rewritten by use of
as
(a)
KT))
From this equation and (5.111) we see that q never enters the
expression for absolute values alone; it is always the combination
Z(q - gT) which appears.
Proof
i) Motivation for the Laurent series (5.97) in the N-state case
comes from Cramer's rule, where
~S-~~ --
13)
If each of the N 2 P (s) are analytic near the origin, then the
numerator and denominator are finite sums of finite products of analytic
functions and are also analytic near the origin. Since the zeros of a
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(not-trivially zero) analytic function are of finite order, say (
we can write s () where h(s) is analytic near the
origin and h(O) f 0, thereby deriving (5.97).
Presumably this argument can be extended to the continuum case
by using the Fredholm expression instead of (5.113).
ii) Motivation for k = 1 comes from the Tauberian theorem which
deduces from
S
that v(t) grows as t k. We suspect the growth is linear, so that k i1.
iii) More motivation for k = 1 comes from the N-state case, where
we can show that . Let
since det (I - P) = 0. We show that f'(O) f 0 by expanding f'(O) as
the sum of N determinants, where the ith determinant corresponds to
differentiating only the ith row of I - P(s) and setting s = 0.
Expanding the ith determinant on its ith row leads to
S\ "(5.114)
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Let C.. = cofactor of (I - P) ... By a general result of matrixiJ j
theory
so that C '? C and C- C C ?. LettingY-,>ooand recalling that
P is ergodic, these lead to
C= c et = - <c) 1 (5.115)
Then 0%Foj (l 0-? ). -=- C. (5.116)
The independence of this cofactor of j has previously been noted in the
literature (30). We note also that(C) o 0. If<C) were o, then all
cofactors of I - P would vanish and det M, given by (9.3-9.6), would
vanish, violating our assumption of the existence of a unique T1 vector.
Insertion of (5.116) into (5.114) yields
so that the system determinant has a first order zero at s = 0.
Presumably this argument can be extended to discussion of the order to
the zero of the Fredholm denominator at s = 0 in the continuum state
case.
iv) A proof of k = 1 valid for the continuum case is obtained by
inserting (5.97) and (5.100) into
(5.117)
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and equating coefficients of i/sk and 1/sk -l . One obtains
(--- ) N ,- o~
(5.118)
~~-)4R *~
(5.119)
Equation (5.118) implies that
R_,-~~_, -Y
(5.120)
Equation (5.119), after premultiplication by P", becomes
(5.121)
Now Ak 1 0 else (5.120) imply that the leading term A_k in (5.97)
vanish. Also-T>is the mean holding time and is positive. Equation
(5.121) therefore implies that k = 1 and that _ ko , Therefore
S(5.122)
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pop90a C (AC$)
(~~)A-K -Y ? C4 S
v) Evaluation of A0 may be accomplished by rewriting (5.119) as
oo
<s')
7 CA "cIN
(5.123)
(5.124)
It is easy to check that (5.25 a,b,c) hold. Theorem 5.4 may be invoked
to yield the expression
P\ __ 7 zT? A- 0 co
which confirms (5.107).
vi) Evaluation of <o> requires the coefficient of s in (5.117):
06 CPO )
r~~'~
1CAA
According to (5.107),
INcp
(c\'ta,> gf (5.125)
9C -K~lcy ijZ)
oCob
Comparison with (5.125) and cancellation of PO yields (5.108).
Insertion of (5.122) into (5.98) leads to (5.109), while insertion
-167-
-DC
(7Y-) N
coo N~
(5.107) into (5.99) leads to
:C%)L)
- 7- T v>I
(~C')~
-\CCL 3~ct (5.126)
where
§L, l K\Ktv>
(5.127)
Dotting (5.126) with -T leads to
(1L ,Vs < 1 C
(5.128)
(5.126-5.128) complete the proof of the theorem.
QED
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Equations
r- ---- ~
of (5.122) and
Ttg
5K. Comparison with Jewell's Result
Jewell has derived an alternate expression for the
absolute values in the N-state case:
Z (L (5.129)
where j' - and the u's are the first passage moments discussion
in 5F. This expression assumes all states are recurrent since it is
undefined if any u.. = 0.
If (5.32) and (5.41) are inserted into Jewell's expression, it
reduces to (5.112). Some very heavy algebra is required; the proof is
omitted.
-169-
5L. Reduction of the Semi-Markov Case to the Markov Case
For a Markov chain we insert
?,) %t -') (5.130)
into the above to obtain
((Si' (a)>
(5.131)
- 6. ; (ci,\c ) (- P v+
(~rij'~ -~ ~
We assume that the process earns at a rate r.. if in state i headed
towards state j, so that (2.7 ) becomes
P~~j ~;A- '4. (6)
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9 ,i(c~ ;
(t)
s P
-- 001
ct~tc",-Z?
3~(de)
P
IL -(+) zL=
Then
L L
-Z '3 '2,;
a 
-
.L()- cL.LI%. L :
d{ \-*tj (5.132)
Insertion of (5.132) into (5.131) yields
which agrees with (5.85). Hence the semi-Markov model has gain and
absolute values which reduce to those for the Markov model when (5.130)
holds.
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CHAPTER 6
PERTURBATION THEORY AND MARKOV CHAINS
6A. Introduction
Let A and B denote Markov chains each with one irreducible set of
states, with transition matrices PA and P B If PB is "close" to PA, we
would expect that the limiting distribution 1B and fundamental matrix
ZB for B are close to those, 1 A and ZA , of A. In this chapter we show
that this is so. Perturbation expressions are derived showing the rate
of change ofT and Z with respect to the matrix P.
The only assumption needed below is that PA and PB are L2 and
have but one sub-chain. The proofs hold for the N-state case and also
for the continuum case. The recurrent chains of A and B need not
overlap.
The L2 norm is used in this chapter.
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6B Finite Changes in Policy
It turns out to be convenient to measure the distance between
PA and PB by the matrix
U\9 AS
The following three theorems show how 7 B and ZB can be expressed in
terms ofW 'A ZB and U.
Theorem 6.1
-I
(I-U)-1 exists.
Proof
Since the rows of 2- B- B sum to unity, it follows
that B 9 and . Then
-
:r -
0 t 0
- -R~T
?aC )I.L
J Oa- T 1*O
Z N
,D O
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(6.1)(? aP,) A
-' 9
- Xi. -N
~P, 4+ ('goo-
Since (I D)-  I - D if D2 0, the last equation implies that
Since (I-f D) I- D if D 0, the last equation implies that
(6.2)
QED
Theorem 6.2
-% B- 'WA (I - U) -
Proof
(6.3)
-1Since -A Z
AA SNA and A1 (I - P) 0, equation (6.2) implies that
QED
Corollary
Theorem 6.3
ZB ZA(I- U) 1 - P (I - UZ ( I - U)
Proof
Premultiply (6.2) by N-
Since PB c PA (I - U)-, this last equation is equivalent
to (6.4).
QED
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(6.4)
to obtain
( : -X)-\N
A A O 4- , CAB
? 
C
-) 3C-1
Q N"0 -\J -
6C. Perturbation Series
If PB -PA is sufficiently small that all eigenvalues of U are
strictly less than unity in magnitude -- for example, if
\
is satisfied --
Equations (6.3)
then (I -
and (6.4)
U)-1 can be expanded in powers of U.
become
(6.5)
coo
Y\ z \
Np' (6.6)
COO
These series may be thought of as the usual Rayleigh perturbation
th
expansion in powers of the smallness parameter U, the n term in the
series being of order Un. The series show that ~.q and
-Z _ 9 as '--- . Bounds such as
\v f \ (6.7)
~; \ *\
can be used to estimate the order to which the perturbation series
expansions need be carried.
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An Example
Consider the ergodic Markov chain A with transition matrix
.1I ?K
Then solution of IN -- I
N - t• 75 .-251
-rx) = \I yields
. i1 a2 .v~5
We note that the rows of ZA sum to 1, thatA ZA 
= A and that Z can
have negative matrix elements.
Suppose there is a new ergodic Markov chain B with transition
-176-
- 1 +\-t P%.0 ASs8
-E N = I 
-... Y 1 tq N 0,0 1
matrix
At
sotht oe nt ife geal
so that PB does not differ greatly
B8P ' I 0
\) %j \)i Nir
from PA:
~.O
- o.\o
The two eigenvalues \1, 2 of U are = 0 (since the rows of U
sum to zero) and 2 = tr U -) = -.225. Since these are both less than
1 in magnitude, equation (6.5) provides a convergent series for
calculating- B. The k partial sum for (AB)1 I
(-w 6) \Q\i
is tabulated, along with the deviation from the exact value (B ) = .6939
obtained by solving B(I-PB) = 0 (Bl) = 1i.
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_ir
YN
k ~ (k) error
.7500
.6812
.6967
.6932
.6939
.0561
-.0127
.0028
-.0007
The ratio of errors approaches the dominant eigenvalue, here 2 =
-.225, of U. The series therefore converges quickly in this case.
The steady state distributionW B could alternately be obtained via
5--k o _ " ,, "- ,\75 
,
L.0 \
-~B ~ -\ (§I-\JI~
The perturbation series avoids the matrix inversion needed here. Note
-I
that the rows of I - U and (I - U) sum to 1. These are general results.
Since the rows of E and P sum to unity, it follows from (6.1) that the
rows of U sum to zero
U \: o0
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k (-B I (k) error
.\0 \
- ( \ 9'
.3
Then the rows of I-U sum to 1
and operating on this with (I - U) -1 shows that the rows of (I - U)-
sum to 1:
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6D. Partial Derivatives
Let PA P and PB - - P - SP, where P is small and
satisfied the three requirements
P P -P
PI * 0
P-V P has only one irreducible set of states.
Then for the N-state case (6.5) and (6.6) become
*NO((C sV')
rYmnv=\ a -r n (6.8)
- . (9~Yr
'V(\ j 9,ro( 6~Z
(6.9)
where
(6.10)
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-%N- L(' -N- -L() - % V'A
~f~. ~ptS~\j
.. .- -L
-. 
- I --\ YVN 7-- -j\ -U
7-
(6.11)
Equations (6.10) and (6.11) show how the ' vector and fundamental
matrix depend upon the elements in the P matrix. In particular, (6.10)
shows that the fundamental matrix is closely linked to the ergodic
behavior of the Markov chain.
Equations analogous to (6.10 - 6.11) but involving functional
derivatives ) instead of partial derivatives can be derived in the
continuum case to show how and Z change when P(xy) is changed.
The higher order terms in (6.8-6.9) can be obtained from (6.5-6.6).
Equations (6.10 - 6.11) are not truly partial derivatives because
of the constraint b \-0 on the allowed variation. In particular,
taking the derivative of (6.10) will not give the second order correction
in (6.8).
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__~___
6E. An Application: Finding the Fundamental Matrix With
Only One Matrix Inversion
The method presented in Section 5A for obtaining the Z matrix
involves two matrix inversions and is therefore very clumsy if N is
large. It would be far better to have a scheme for computing Z which
involves only one matrix inversion. Such a scheme can be devised by use
of (6.4).
If for PA we pick the ergodic matrix (PA. j  ( ) then PA
P and ZA = I. Equation (6.4) becomes
( uq (6.12)
where
(6.13)
Equations (6.12 - 6.13) allow the fundamental matrix ZB to be computed
for any one-chain Markov process PB with only a single matrix inversion,
that of I - U.
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6F. A Special Case
Suppose A and B are N-state ergodic Markov chains which differ
only in one state, say the kth state. Then the matrix (PB - PA)
th
vanishes except for its k row, and the same holds true for U =
(PB - PA)ZA . One then finds that
VU \ J
-Il
\-g'
(6.14)
(6.15)
Equation (6.3) becomes
-N ' N
\ - U v4
which exhibits a very simple structure.
Note here that the rows of U must sum to zero if VB is to be a
probability vector. This is a general property of U which follows from
(6.1) and the fact that the rows of ZA and P sum to unity.
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\ L .N (6.16)
6G. Group Properties
Since an ergodic chain C can be reached from an ergodic chain A
either directly or via an intermediate ergodic chain B, UAB and UBC
should be related to U AC Indeed
CThe suggested identity
The suggested identity
(6.17)
can be established from (6.2):
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- - \ : ( - \ s -( I- vsc)-l
Qs( ( -V,\i AS
OIL~8)( vs C-
oD CA
-N -Y CO CPOZia 1 16 S C. I
9\
ce t p~bl~
~5--PA
By setting C = A and using U = 0, equation (6.17) becomes
\_ N (-I _ V(6.18)
-1
Equations (6.3), (6.17) and (6.18) show that the (I-U) 's possess
group properties and act as "generators" for transformations from one
-1
ergodic Markov chain to another. The study of the (I-U) 's, their
spectral properties and transformation is suggested as an area for future
research.
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6H. Randomized Markov Chains
Let A and B denote two stationary Markov chains, each with one
irreducible set of states. Then the stationary Markov chain with
transition matrix
(6.19)
may be thought of as a randomization of A and B such that in each state,
the transition mechanism is chosen as PA with probability 1- X and
as PB with probability \ .
It turns out that P( ) will also have exactly one irreducible set
of states, namely the union of the irreducible set of states for A and
B. Hence P(\) has a unique stationary distribution IT (\).
Theorem 6.4
Let P and P each have exactly one irreducible set of states, sayA B
RA and RB respectively. Then P(X) given by (6.19) also has exactly one
irreducible set of states, namely RA U RB.
Proof:
i) P(X) has at least one irreducible set of states.
To prove it cannot have to or more, we assume the contrary and
obtain a contradiction. If RI and R are two disjoint irreducible sets
of states for P(2), then for
of states for P(\), then for 1 6 RIE
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whence R1 is a closed set of states for PA. Similarly R2 is also a
closed set of states for PA. But this contradicts the irreducibility of
P.A"
ii) Let R denote the one irreducible set of states for P(\). It is
easy to show that RAURB is a closed set of states for P(X), whence
Either R agrees with RAURB , and the theorem is proved, or it is a
proper subset. In the latter case
where SA and SB are the subsets of RA and RB which contribute to R:
With no loss of generality we may take SA as a proper subset of RA.
Since RA - SA is not in R,
-187-
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In particular, pick KCS to get
A
.%4
whence SA is closed. This contradictsA the irreducibility of
If we invoke Theorems (6.2) and (6.3), but with PB replaced by
P(X), we conclude that P(O has a stationary distribution W(/ and
fundamental matrix Z(\) given by
d~h s- x (,?S- ?K) 7 h A, (6.20)
-\xS - t X 1 XU j N(6.21)
These are analytic functions of X for 0X~- 41 since (I-XU)-1
exist (and therefore is analytic) for \ in that range.
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QED.
must
a
N7-S
~~9,(xy~
N (-j
I? N .)
-- T\h \Q , -,
Perturbation Series
If\.\ is sufficiently small -- for example, if/ 
-- that all eigenvalues of UAB are strictly less than \\ in
-I
magnitude, then (I-XUAB)- may be expanded in powers of N. Equations
(6.20 - 6.21) become
\( & >CR t' 5 X ~.~n(6.22)
YN \
s ~ s L (6.23)
In particular we note that an expansion in powers of X is precisely an
expansion in powers of U, i.e. in powers of PB - PA'
The Rayleigh Method
An alternate derivation of (6.22 - 6.23) by the Rayleigh method of
equating coefficients of \ will prove instructive.
To derive (6.22), we assume convergence near = 0 of the series
* " (6.24)
The normalization (q(),1) = 1 (all \) leads to the constraints
I( ,1) = . If ~(') is the unique left eigenvector of P(\), then
n no
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Equating the coefficient of \n on both sides yields
-V\, 0 ) - I\ 0
The first, after appeal to Theorem 5.4, becomes
cK
The others, after appeal to (5.21), become
-IV\ 14\ - : - ? \ )
X\ = B-'XN sK f
A- QAo
(% -\ f
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It follows from
V\ 
-- N
(6.25)
that
(6.26)
which completes the derivation of (6.22).
Similarly g' CO where
oO
To derive (6.23), we assume convergence near = 0 of the series
Z N) X" V (6.27)
The condition ZN \ I, leads to
If Z(ho is indeed the inverse to 1- ?(\)
Equating coefficients of Xn yields
t,(l-P~ T C14
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Vt (1YN , then
7 *I\ -- -\\+% U
C 4
~,~SSno
CPO-g"X
The first implies, by Theorem 5.4, that
The second implies that
The condition l.-no leads to
that
Z, ?C,
00
S2
ZC P A
P\ TOA
(6.28)
(6.29)
from which (6.23) follows.
The disadvantage of the Rayleigh technique, as opposed to the
method employed in 6B, is that the convergence of the power series in
must be investigated.
If the power series in (6.24) and (6.27) are used for actual
numerical work, if ) is small, or if the series obtained by setting
N= 1 :
- ~,4 - -- . (6.30)
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coO
IR CI
(6.31)
\\PB 
- PA
(6.32)
are used if is small, then it is convenient to calculate
the coefficients recursively by
(6.33)
COO _
(6.34)
(6.35)
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61. Symmetry Properties
All formulas given above should remain unchanged under the
transformation A -t B, B--- A, 1- l .
Equation (6.3) goes into
- P% = V1 % I -
and is essentially unchanged, since (6.18) holds.
Equation (6.18) goes into
and is essentially unchanged.
Equation (6.20) goes into
(6.36)
and remains true because the right side is given by
-B \jY jt-h (% V'~X)
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( - \3 ise -
Q U-1
~ laj~l-VRB)-i
r\ S -- ' U IB
'9 (' , kj
T\ V T
The identity
proved immediately above expresses a relation among the U's which would
otherwise have gone unnoticed. In general, the group and symmetry
properties of the U's lead to many intriguing identities.
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(6.37)
0 X)
6J. Another Look at the U Matrix
The property leads to U? N so that
1 V --? - Y CPO )
or
(6.38)
Equation (6.38) is another example of kernel factorization, in which a
singular kernel has been broken into the product of an invertible and a
singular kernel. Replacement of PB by P() leads to
-1 ? (X) C XUX (1-4 N) (6.39)
Equations (6.38) and (6.39)
"correction" to carry one (I - P)
In addition, U can be given
show that (I - U) serves as a
into another.
by
"3 - \
Since the rows of U sum to zero, j U 0 coo
UZ
and in general
'TS V
U -S -7- -N 0
(6.40)
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, so that
--- -- ---- --------
( V - Q N's ) ( -- -- ?; )
Equation (6.40) indicates that U measures the difference between ZA
and ZB.
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6K. The Multichain Case
The perturbation approach developed above falls through if A and
B are multi-chained. The mathematical breakdown occurs at the very
beginning. Theorem 6.1 fails to hold since usually C4 9 o
in the general multichain case. That is, the rows of P are not
A
identical unless PA has only one irreducible set of states.
One intuitive explanation for the breakdown is that PA and PB
may have different numbers of chains, so that the chain structure of
P() is discontinuous at = 0. This discontinuity in the "()'s
invalidates the perturbation approach.
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CHAPTER 7
PERTURBATION THEORY AND PROGRAMMING
OVER A MARKOV CHAIN
7A. Introduction
In this chapter the formalism for perturbation theory developed
in Chapter 6 will be applied to the problem of programming over a
Markov chain. We will be able to give a new derivation of the Howard-
Jewell algorithm for policy iteration, and to give a new interpretation
to the relative values as partial derivatives of the gain rate with respect
to the matrix elements p...
A geometric interpretation of policy iteration, as a maximizer
of the directional derivative of the gain rate, is presented. This will
lead to a discussion of randomized policies.
Various formulas for partial derivatives of g are given, and
some interrelationships among test quantities are derived.
We assume that each of the Markov chains under considera-
tion has a unique irreducible set of states. This guarantees the exis-
tence of a unique stationary distribution T and of the fundamental matrix Z.
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7B. A New Derivation of the Policy Iteration Algorithm
i. The Policy Improvement Technique in the Markov Case
A
If a Markov chain A has a unique stationary vector Tr and an
immediate expected reward vector qA, then it has a gain rate (expected
reward per transition) gA given by
A A Ag (A , q ) (7.1)
In order to determine whether a new chain B has a higher gain rate,
we compute the difference in gain rates,
B A B B A qA
g - g = ( , q )- (T , q
B B (B( AB A
= (T , q ) - ( (I - U ), q )
B A B ABg -g (= O, ) (7.2)
where
AB B A B A A(A
= q - q + (pB _ p (7.3)
AA
Since r = 0, the policy B chosen in each state i by maximizing
B A B A A AB B A(q - q + (p -p )Z q ).i satisfies i > 0 so that g > g . If
a quantity
A AA
v =Z q +cl (7.4)
is introduced, the policy improvement technique can be characterized
by the statement that it chooses B to maximize, in each state, the test
quantity,
B BAq +p v
This is precisely Howard's policy improvement technique developed in
Chapter 4 of (Ref. 5), because it is possible to show that our v A, defined
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by (7. 4), satisfies Howard's value determination equation:
A A A AA
v = q - g + p v (7.5)
The proof is to premultiply (7.4) by I - pA to obtain
(I- pA)vA (I- pA )ZA q
00
=(I-pA )qA
A A
=q -g 1
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ii. The Policy Improvement Technique in the Semi-Markov
Case
A
If a semi-Markov chain A has a stationary vector w , an
immediate expected reward vector q A, and a mean holding time vector
T A , then it has a gain rate (expected reward per unit time) gA given by
A (vA, qA)
g = A A (7.5)
( iT , T )
The Markov case is obtained by setting T A = 1. In order to determine
whether the gain rate gB of a new policy B is greater than that of A,
B A
we compute the difference g - g via
B B ) B A) B B A B(, T)(g -g)=(t ,q -g T) (7.6)
B A B A B A B A
Since g - g vanishes if q - q = 0, T -T 0 and p - p = 0,
we are motivated to introduce these three differences into the right
of (7. 6). Insertion of
q =q + (q B qA)
TB = TA + (TB T A )
converts the right side of (7. 6) into
B B A A(TB -A t B A ATA(tw , q q- - g (T TA + ( , q g T ) (7.7)
B AThe last term on the right side of (7. 7) would vanish if p = p ,
B Afor that would implyiv = i , and we know that
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A A AA(T , q - g T )= 0 (7.8)
B AWe therefore seek to exhibit the factor p - p in the last term. The
goal can be achieved by insertion of
B A B AB
rr = r + T U (7.9)
where
AB B AAUA (pB pA)Z (7. 10)
into the last term.
One then obtains the expression
B A , y (7.11)
g -g 'B(7. 11)
r B , TB
where
yAB =q -q A (TB _ T ) + (p p )Z (q -g T ) (7. 12)
AASince y = 0, it follows that if B is chosen to maximize, in
AB AB
each state, y , then y > 0.
B A
Then (7. 11) would show that g > g . If a vector
A AA AA
v Z (q - g T )+ c 1 (7.13)
is introduced, then the policy improvement technique can be characterized
by the statement that it chooses B to maximize, in each state, the test
quantity
B AB BATQ = q - g T+ p v (7.14)
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The vA's defined by (7. 13) will be shown to satisfy
A A ATA A A
v =q -g T +p v
the equation
(7. 15)
and therefore agree with what Howard and Jewell call the relative values:
(I -pA )vA (I-pA)Z A(qA A T A)
A A(I- p )(q
A ATAq -g T
since (7. 8) implies that
oo
A A
p (q
ATA )
- gT )
ATA)
-g T )=0.
Equations (7. 12) and (7. 15) imply that
AB B
AB (qB
T.
1
- gATB + (pB_ i)v A )(p - I)v )
T.B
1
B B A(q + (pB_ I) v ).
1 A
T.B
1
-g
(7. 16)
Consequently, if policy B is chosen to maximize the alternative test
quantity TQ2,
TQ2.
1
B B A(qB + (pB_ I)v )i
TBT.
1
(7. 17)
AB
YiTQ2. B
T.
1
+ gA
AA
A +i
T.A
1
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then
F----- _ -;-- -i- i:-
and
AB B A
Yi = T. (TQZ. - g )> 0 (7. 18)
Thus maximization of TQ2 also succeeds in producing a policy ? with
B A
g>g.
The test quantities TQI and TQ2 are called value-oriented
and gain-oriented, respectively, by Howard (Ref. 6, page 44) because
of their dimensions.
The arbitrary constant c in (7.4) and (7. 13) merely shifts the
values and TQI by c, and does not enter TQ2 at all. Lt therefore does
not affect the policy improvement technique. The usual convention is
to adjust c such that v 0. This completes the derivation of the
Howard-Jewell algorithm for gain maximization over a semi-Markov
chain.
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Figure 1. The Policy Iteration Algorithm
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I '
We already know that the gain rate is non-decreasing if this algorithm
is used, and we will show in Chapter 8 that it converges if all policies
each have only one irreducible set of states.
The "advantage" of the above derivation of the policy improve-
ment algorithm is that the relative values enter in a purely mathematical--
although very natural--fashion. No interpretation for the v's as asympto-
tic intercepts, as in (2. 13b)is needed.
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7C. A New Interpretation of the Relative Values
The above derivation of the policy-iteration algorithm by
perturbation techniques stripped the v's of intuitive interpretation.
In this section, perturbation techniques will be used to clothe the rela-
tive values with a new interpretation.
Inspection of (7. 13) reveals that a convenient choice of addi-
tive constant is C = 0. This implies that
v = Z(q - gT) (7. 19)
and, as in (5. 61), is called the natural convention for relative values.
It corresponds to insisting upon the normalization
(r , v) =0 (7. 20)
because ( T ,v) = (TZ, q-gT) = (r ,q-gT) = 0
If P is a small perturbation in an ergodic Markov chain P,
chosen subject to the three requirements in 6D, then insertion of
7T (P + 6P)= 7 (P) + Iw(P)6PZ + 0 (6P)2
into
(T(P + 6P), q)g(P + 6 P) =( r(P+ 6P),T)
leads to the result
g(P+ 6P) = g(P) + (r(),6PZ(q-g(P)T) + 0 (6P)2  (7.21)(1T(P), T )
which could alternatively have been derived from (7. 11) by letting
P A- P, qA- q, TA- T, PB-'jP + 6P, qB--Iq and TB- T.
This may be written more concretely as
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N
g( + 6P) g() + g(P) 6p + 0 (6P) 2  (7. 22)
g(P + 6) = g(P) + mn
m, n=l mn
where
1T. V.
_ g _ 1 3
1. (natural convention) (7.23)8pi j  (, T)
Equation (7. 23) provides a new interpretation of the v.'s.
1
They act as partial derivatives of the gain rate with respect to the
matrix elements p .. This new interpretation is not totally unexpected
since the problem of maximizing g can be set up via linear programming
(Ref. 6, pages 47-52) with the v's appearing as dual variables to the iT's.
It is well-known that the dual variables (shadow prices) function as
partial derivatives.
Previous definitions of the values, either formally by (7. 19)
or as a limiting asymptote, define the v's as properties of a fixed
policy. It was not clear why the values are useful for policy improvement.
Equation (7. 23) provides the explanation.
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7D. Ranking the States
Suppose i is a recurrent state, i. > 0, and that v > v .1 m n
Then a small change in the transition matrix which increases p.im and
decreases pin by the same amount will, according to (7. 23), increase
the gain rate. Stated verbally, if v > v then any change in the proba-
m n
bilistic structure which enhances the "drift" towards m at the expense
of that towards n will increase the gain rate. In this sense the relative
values rank the states, since they indicate desirable modifications in
the structure.
This use of the v's for ranking the states complements Howards:
for a fixed policy, v - v is the amount a rational person would be
m n
willing to pay to start in m rather than n.
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7E. Gain Maximization by Parameter Variation
Suppose the policy chosen depended on a controllable parameter
c, so that p..ij q and T i all depended on c. This parameter could be for
example the trigger level in an s S inventory scheme or the production
rate of a machine. Of considerable interest is learning how to adjust
the parameter to maximize the gain rate.
For large systems the analytical maximization of g(c) is
near-impossible. But a perturbation approach is possible. If c is
changed by a small amount 6c, then according to (7. 11) the gain rate
is changed by 6g-ag 6c where
ac
N q.(c) T.(c) N ap. (c) 1
I N .(c) 1 - g(c) + N v.(c)1 C c ac Fc 3
g( ) i= j= 1 (7. 24)
Dc N
Ir k(c) Tk(c)
k= 1
Equation (7. 24) is useful for numerical gain maximization
by hill-climbing methods. One sets c = c o and finds the gain g(c 0 ),
values v(c 0 ) and steady state vector wr(c0 ) for this choice of c by solu-
tion of the value equations on a computer. (c is then computed by
(7. 24) and used to determine whether to raise or lower the parameter
s etting.
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7F. A Geometric Interpretation of Policy Iteration
The gain rate g for an N-state process is a function of
N + N independent variables, namely the N(N - 1) independent p.ij's
the N q.'s and the N T.'s. It therefore may be considered as a func-1 1
tion defined on some region R in EN2+N
A A A A
A policy A, with p , q. and T. , is a point X in R.
The NN possible policies are NN points sprinkled in R.
A randomization of two policies A and B is given by
PijO)= (l ×) A+ p BpA) pij i 0 < x < 1 (7. 2 5a)
p.(X) (I-X)qp.A+ . q B (7. 25b)q.(X) (1 - X)q A + q B (7. b)1 i 1
A BT.(X) (1 - k)T. + XT. (7. 25c)
1 1 1
These may be summarized as
X(X) = (I - X)XA + XXB  (7. 25d)
which states that all randomizations of A and B are points on the line
segment in R connecting X A and X B
The randomized policy has a gain rate
g(X)= g (X)= (7.26)
If (7. 11) is used but with policy B replaced by the randomized policy
of (7. 25 ), then
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AB A (T(X), AB)
g () - X g = (7.27)grr(X ), T(X))
Division by X and a limiting process produces
AB 'A AB
dg (X ) (,y )
dX A A (7.28)
=0 ( , T )
Now wA > 0 and the policy iteration algorithm picks B to
AB
maximize y . The policy iteration algorithm can be given the follow-
ing geometric interpretation: there are NN points (policies) sprinkled
in R. The algorithm, from any current point (policy) A, computes the
directional derivative, evaluated at A, towards each of the remaining
NN - 1 points (policies) B. The point B in whose direction the directional
derivative at A is largest becomes the new policy, unless y < 0 for
all B.
AB
dg (X)It is this interpretation of dX 0 as the directional
derivative of g at X A in the direction X B - X A which provides an explana-
tion to Bellman's objection (Ref. 31, page 304) that "It is not intuitive
that a decision dictated by gain and values of one policy (i. e., evaluated
at X = 0) will yield a policy with larger gain. " The gain and values of
A
X enter precisely because they determine the directional derivative
of g at X A .
It is important to note that the surfaces g = constant in R
are not, in general, planes. It is not generally true that g is monotonic
-213-
!- -- -
if one proceeds along a line segment in R. This can be shown by the
AB
example in 8F where gAB (X) is not monotonic in X. In particular the
dg(AB B A
fact that (X) is positive did not lead to g > g . In general=0
g(X ) is a rational function of X of degree N, so that not much can be said
about it. This follows from (7. 26) since the (rrk ) may be obtained by
application of Cramer's rule to (6. 20) and are the ratio of a (N-1) s t
degree polynomial in X (the cofactor) to a Nth degree polynomial in
X (the determinant), the latter of which cancels out in (7. 26).
In one special case more detailed knowledge about the behavior
of g( ) is available. Suppose policies A and B differ in only one state,
say state k. Equation (6. 16) goes into
A AB
(X1 A k ki < i < N (7. 29)
1 - kUkk
and (7. 27) then implies that g(X ) is a linear fractional function of X .
Therefore g(X ) is either strictly constant or strictly monotonic in .
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V
7G. Relations Among the Test Quantities
In the Markov case, (7. 2) implies that
B A B ABg -g =(B, rAB)
B A
Interchange of A and B sends g - g into its negative, so that
(TB, AB) = _(A , A BA) _B(I - UAB), BA)
The suggested identity
AB AB BA
i = -(I -U )V
can be proved by summation of
AB
C
B A AB A
=q -q +U q
and
BA A B BA B
=q -q +U q
A B AB
=q -q -U (I-
-1AB B
U )q
A B AB BA B
- q- U ( I - UB)q
One obtains
AB +BA uAB A B B
+ = q - q + UBA
as desired.
Equation (7. 31) implies that if BA= O
AB BA
P i
ABSthen =0 also.
(7.30)
I I- I------ -
A relation among the (t 's for three policies can be obtained
by subtraction of
AC= (pC
A) A+ C
-p )v +q
from the sum of
AB (p- pA) vA + q
and
BC (C B B C+B = (p - p ) v + q
One obtains
AB BC
I-ti(1 AC C B B-r' = (p -p )(vB
BC B B A
= UBCZ (v B - v )
Subtraction of the value equations
B B B BB
v =q -g 1+p v
A A A A A
v =q -g l+p v
leads to
B A
V -V =
AB B AAB -(g -gA)
_ (g
1+ pB(vB
with solution
B A B AB
v -v =Z r'
Insertion of (7. 32) in (7. 31) leads to the desired relationship,
BC AB BC(I-U ) I-t' AC (7.33)
If c = A, (7. 33) reduces to (7. 30).
Formulas analogous to (7. 30) and (7. 33) for the semi-Markov
case (the y's) can be derived by similar techniques.
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A
-q
-q
-q
-v A )
(7. 31)
-v A )
+ cl (7.32)
7H. A New Ifterpretation of the M Matrix
The M matrix is
j=1
defined by (9.3) and has the property
Nj qj
which implies that
M-1I = j
Nj (r, T) (7.34)
As A and B become close, (7. 11-7. 12) imply that
N
6 g= =l
i= 1
ag
8q
i
a8g
aT.
ag
apij
8q.1 aV5-4-
6q i
-1
- M
-1
-g M Nj
-1
SM Nv.
Nj 3
+ ag
aT.
1
N
6T+ 
j=1
ag
api1
(7.35)
(7.36)
(7.37)
(7.38)
In a similar fashion it can be shown that the other rows of the
matrix give various partial derivatives of v. - VN.
1N
- -217-
where
-1M
CHAPTER 8
THE POLICY ITERATION ALGORITHM AND
THE FUNCTIONAL EQUATION OF DYNAMIC PROGRAMMING
8A. Introduction
In Chapter 7, a policy iteration algorithm for finding the
stationary policy with largest gain rate g was developed. In this
chapter we discuss the convergence of the algorithm and describe
its relation to the functional equation
N
k kk
v. = max qi - g T.+ pij v (8. 1)
1<k<n j=l
l<i<N
We assume throughout the chapter that each of the NN policies has
a unique irreducible set of states.
We use the notation that R A is the recurrent chain of a N
A A
state Markov chain P with stationary distribution r . That is,
RA = ;iA > 0
AThe transient states of A are the states i with rrA = 0.
1
R A is the uniquely irreducible set of states for the process,
and the transient states consist of all remaining states.
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8B. Convergence of the Policy Iteration Algorithm
algorithm
B A
g =g .
with equality for all i E K and strict inequality for
at least one transient state of A.
Proof
a) Subtraction of the value equations
B B BB BB
v =q -gT + P v
A A AA AA
v =q -gT +Pv
for the two policies yields
B A AB (gB gA)TB +BB A
v- = -(g -g)T +P(v-v) (
AB BB A
=y + P (v - v) (8.4)
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r
f
Theorem 8. 1
Let all NN policies be ergodic. Suppose the policy iteration
proceeds from a policy A to a different policy B, but with
Then
(a) R = R A (The recurrent chains of A and B agree.)
B AiT = l<i<N
1 1 --
(b) A and B must have the same transient states. A and B
each must have at least one transient state.
(c) by a choice of additive constant in the relative values,
vA <B (8.2)
A
3.3)
where
AB B A A(TB A B AA (8
y = q - q - g(T -T + (p - p )v(8.5)
Recalling the policy improvement technique by which B was
chosen to supercede A,
AB
7i > 0 1 < i < N (8.6)
B
Dotting (8. 3) with W gives another derivation of the equation
B ABB AA_ ( B , A B
g - g (B B (8.7)
Since g - g = 0, T > 0, y
implies that
AB> 0 and ( B , T B)> 0, equation (8. 7)
AB
Recalling
= 0
the policy improvement
B A
k. = k.
1 1
B
Pij 
- Pij
i R B
technique,
ieR
RB IiER I<j<N
B BMultiply (8. 10) by WT. and sum over all i C R- The
1
can be extended to the i's with i j R B since these terms do not
One obtains
N N
B TB B - B p
j ij i 3
i = 1 i = 1
sum
contribute.
I<j<N
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(8.8)
(8.9)
(8. 10)
But p A, since ergodic, has a unique left eigenvector TA with eigenvalue
B BA
unity. The above equation r = r p therefore implies that
B A
. = T. 1 < j < N (8. 11)
so that the transient states of A and B are identical, and so are the
recurrent states. Thus
R R (8. 12)
ABb) There must be at least one L, say L 0 , for which (y )L > 0.
OAB
Otherwise y = 0 and B = A. Then L 0 is a transient state of B by
(8. 8), and is a transient state of A by (8. 11).
c) The solution to (8. 4) is
B A B AB B B A
v -v Z y + ( , v - v ) (8.13)
By proper choice of the additive constant in vB, the last term on the
right of (8. 13) can be dropped, so that
B A B AB
v -v = Z (8. 14)
If the formula
00
(Z B.. 6 + ) - (8. 15)
13 1
n = 1
B B AB
is inserted for Z B , and if (r , y ) = 0 is used, equation (8. 14)
becomes
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00 N
(vB A AB+j (B n AB (8.16)
1 1 ij j
n=l j=l
l<i<N
Since AB > 0 and (pB) n > 0 this implies
v - v >AB >0 (8.17)
In particular,
(v - vA > ( A B )  > 0 (8. 18)
0 0
B B n B B AB
If iR , (pB ) = 0 unless j R ,and j c R implies y 0.
Equation (8. 16) becomes
B A = B(v v ). 0 ie R (8. 19)
Equations (8. 17, 8. 18, 8. 19) complete the proof of (c). QED
Stated verbally, (c) says that if the gain is not improved,
then the relative value of at least one transient state must be improved.
Corollary 1
Let all NN policies be ergodic.
A
Let g achieve the maximum gain g of all NN policies.
A
Let (iA )i >0 for all i.
Then y < 0. The policy iteration algorithm, if it reaches
A, must converge on A.
Proof
Consider a policy improvement starting from A. Either a
new policy B is found or the algorithm converges on A. We can show
that the first alternative is impossible as follows.
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B AWe know by gain monotonicity that g > g and also that
g gA since gA achieves the highest possible gain. Therefore
B A
g = g . Appeal to part (b) of Theorem 10. 1 to conclude that A has
at least one transient state. This contradicts wA > 0. QED
Corollary 2
The policy iteration algorithm cannot cycle.
Proof
Suppose the algorithm cycled on policies A B .. W A.
By the monotonicity of gain, gA < g < .. < g< g , so that
A B W
g . . = g . Invoke Theorem 10. 1 to conclude A has at least
A B W A
one transient state. v < < . . v A ; with equality for all
A A
recurrent states of A and strict inequality in v < v for at least
one transient state, which is a contradiction. QED
Corollary 3
The policy iteration algorithm must converge in a finite
number of steps.
Proof
Corollary 2 shows that the algorithm cannot return to the
same policy. Hence it must converge before exhausting all NN
policies. QED
Corollary 4
Let all NN policies be ergodic. Let the policy iteration
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algorithm converge to policy A. Then (a) gA is the largest gain rate
among all NN policies (b) policy K satisfies the functional equation
A k
v. =max q.
1<k<n.
A T k+
-g T.+
1
j=1
1<i<N
Proof
(a) If the algorithm converges to A,
B
using r > 0,
B
g
B ABA (I , y )<
=g + <g
( B , T )
for any pure policy B.
AB(b) The property y AA< 0, together with y = 0, implies
that
AB
maxy = 0
B
0 = max q.
<k<ni
k AAk' A
-q -g (T. -T. )
j=1
k AvA(p. -p.. )v. I
13j 13 3j
1<i<N
A AA AA A
By the value equation for policy A, q - g T + p v = v so that
(8. 21) is equivalent to (8. 20). QED
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k A
pij v.
13
(8. 20)
AB .
y ( o. Then
(8.21)
- -
Theorem 8. 1 and its four corollaries were proved under the
assumption that all NN pure policies are ergodic, One might suspect,
however, that the policy iteration algorithm converges under the weaker
assumption that the NN pure policies each have a unique irreducible set
of states (that is, the geometric multiplicity of X = 1 is unity). That
is, periodic chains are permitted, but only one closed set of states is
allowed. This conjecture is correct and is formally stated as
Corollary 5
Theorem 8. 1 and its four corollaries remain true if the
ergodicity assumption is relaxed to the simpler assumption that each
of the NN pure policies has a unique irreducible set of states.
Proof
Theorem 5. 9 guarantees the solubility of the value-determina-
tion equations.
A A
For any policy p with unique stationary vector Tr > 0,
(7A, 1) = 1, the recurrent states RA are still defined as thosei for
A AA A A
which 1r. > 0. The equation rA p = rr still implies that if i E RA
1
A A A
then pi = 0 unless jR . Hence R is a closed set of states.
The only proof in Theorem 8. 1 and its corollaries which
needs revision is that of part (c) of Theorem 8. 1. The new arguments
proceed as follows.
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B AB B B
If i R , then = 0 and p i= unless j R .Then
(8.4) becomes
(vB - v) =  (pB )ij(B v A) i RB
B B
so that pB, considered as a chain only on the recurrent states R
B A B
has v -v as a right eigenvector with eigenvalue 1. But R is irre-
ducible; therefore, the geometric multiplicity of X = 1 is unity, hence
B A
v -v must be a multiple of the unique right eigenvector 1:
(vB vA) = c iE R
1(V cnti n i c R
and by choice of additive constant in vB
B A B(v - v ) 0 iE R (8. 22)
i
B A B A
Let S =  i(v -v )i = (vB - v )min
Equation (8. 4) implies that.
(v B  A) AB + pBB A AB B A(v-v ).y + p (v-v ). > y + (v -v rmin
1 i 1- i mn
AB B
Pick i e S to conclude y = 0 and pij = 0 unlessj E S.
Hence S is a closed set of states for pB. Either S and RB
are disjoint or they overlap. They cannot be disjoint, for that would
contradict the assumption that pB has only one irreducible set of states.
Therefore S and R B overlap and (8. 22) implies that
(v- v A) . = 0
min
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Cons equently
B A(v - v > 0
with equality for all i R and strict inequality for at least one i,
namely i = L 0 . This completes the proof of Theorem 8. Ic. QED
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8C. Discussion of Convergence
1) Previous descriptions ( 1 6,7) of the policy iteration algorithm
showed that the gain was non-decreasing as the policy improvement part
proceeded from one policy to another, but never completed the proof
that the algorithm converges by showing that cycling at a fixed value of
gain was impossible.
Since the policy iteration algorithm is related to linear pro-
gramming (where only one component of the decision vector is changed
at a time), which can cycle, it might have been feared that the policy
iteration algorithm could cycle. Fortunately, the rule of not changing
alternatives in a state if a positive improvement in test quantity for
that state is impossible prevents cycling.
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8D. Value-Maximization for Transient States
Theorem 8. l(c) shows that the policy iteration algorithm does
not, in general, converge immediately upon locating the policy with
highest gain rate. Instead, iterations continue from one policy to
another, with all recurrent chains identical, with relative values iden-
tical for all recurrent states, and with an improvement in relative value
for at least one transient state. Thus the "route" by which the system
passes from a transient to recurrent state is improved.
Howard, in the Appendix to reference (5), reached the same
conclusion for the Markov case, and used it to describe his baseball
B
example. In fact, if j is a transient state of B, then our Z.. and
Howard's U.. agree both represent the mean number of occurrences,
starting from state i, of state j.
We can loosely state the above property by saying that the
policy iteration algorithm does not merely maximize the gain rate. It
also maximizes the relative (to the values of the recurrent states) values
of the transient states as well. This statement is justified by the follow-
ing theorem, which shows that if the policy iteration algorithm converges
to policy A, no other policy can have larger relative values.
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Theorem 8. 2
Let each of the NN pure policies have a unique irreducible
set of states, so that the policy iteration algorithm converges, say
to policy A, where gL is the maximum of the NN gain rates. Also
A
v satisfies
A B A
v. = max qi - g T.B
Sall NN B's (BA) (8. 20)
1<i<N
A
v. max
1
ZB (qB
B A
g =g
Bg T )i
1<i<N
B vA)
+ (11" ,V
Proof
For any policy B with gB
A B BB BA
v =q -gT +p v
B BB BB
Define v = ZB(q - g T ). Then
B B BB BB
v =q -gT +p v
Subtracting,
A B pBA B
v -v > p(v -v )
A B Bm A Bv -v >(p ) (v -v )
B Bm
A B p + ... + (p ) A
v -v > (v -
- m
B _ A B
v )= S (v -v )
m
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Then
(8.23)
m>l
m
00
B
Letting m4 00, S -4 S by Theorem (4. 3) and S = p by (4. 78).
m
Then
00oo
A> vB B (A B B B A )
v >v +p (v -v )=v + (r ,v
o 00oo
B B B B B B
p v =p (q g ) = 0. Thus
A B B
B
g =g
The maximum is achieved when B = A. QED
Corollary
B A
Let B be any policy with g = g . Then be appropriate
choice of additive constant in v-,
B
v <v
B A
V. =V.
1 1
(8. 24a)
(8. 24b)iER B
Proof
B BB BB BA
Let v = Z(q -g T )+ (r , v 1
(B B B A A B
with the property (r , v ) = (B , v ). Then (8. 23) implies that > v
which proves (8. 24a). Multiply (8. 24a) by r B > 0 to obtain
(TB A B B B v A )(T ,v )=( ,v )< ( ,v
This must be an equality, whence
B
V. V.
1 1
which confirms (8. 24b).
iE RB
QED
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since
Discus sion
(1) (8. 23) shows that, except for the additive constant
B A A(r , v ), the relative value v. of the optimal policy is the maximum,
1
over all policies B which achieve the maximum gain rate g A, of the
BB BB
relative value Z (q - g T )..
(2) The policy which achieves the maximum in (8. 23) is inde-
pendent of i.
(3) If only one state, say state N, is recurrent for all gain-
optimal policies:
B
T. 6. l<i<N
i i,N --
B A
all B with g = g
Athen the choice of additive constant vN = 0 converts (8. 23) to
A zBB BBv. =max Z (q -g T)
1 B i
B A
g =g.
1 <i<N (8. 25)
In particular, multiplication by TA turns (8.25) into
A AA AAA AA
vNA = (r ,v ) = (r ,Z A (q - g T. ))= 0
A
so that (8. 25) is consistent with v N  = 0.N
(4) The corollary shows that the values vA for the policy A
to which the policy iteration algorithm converges are largest in the
sense that any other policy B with the maximum gain rate has relative
values satisfying vB < vA, with equality for some components.
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7
(5) The statement is sometimes loosely made that the set S
of all stationary policies which achieve the maximum gain rate can be
located by first finding any policy A to which the policy iteration algorithm
converges, and then identifying S as the set of all policies B with
AB
AB
This is incorrect. The set of policies B with y = 0 not
only achieves gA but also satisfies the functional equation (8. 20),
hence is in general a subset of S. It is usually difficult to locate all
policies B with maximum gain rate, because some of these may satisfy
AB
Yi < 0 for some transient states i of B.
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8E. The Functional Equation of Dynamic Programming
We now discuss the existence and uniqueness of the solution
to the functional equation
N
k k Pik v*
v.- max q. - g T. + p v. (8.26)
I l<k<n. j
-- 1 j 1
l<i<N
Theorem 8. 3
Let each of the NN pure policies have only one irreducible
set of states. Then
(a) a solution (g , v. ) exists to (8. 26)
1
(b) g is unique:
* B
g = max g (8.27)
B
where the maximization is taken over all NN pure policies.
(c) v is unique up to an arbitrary additive multiple of 1.
Proof
(a) Corollary 3 of Theorem 8. 1 shows that the policy itera-
tion algorithm converges, say to policy A. Then Corollary 4 shows
A A
that (g , v. ) satisfy (8. 26).
1
(b) Let k denote any of the NN pure policies. Then (8. 26)
implies N
* k * k k *v. > gi -g T +  Pij v. < i < N
= 1 3 -
j=1
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Multiplication of wT > 0, summation over i and cancellation ofi-
k *(Tr , v ) yields
kk
* (r-, q-) kg > g-Sk k('-, T
A
This, combined with g g ) yields (8. 27).
(c) If (g ,v ) is a solution to (8. 26), it is easy to show that
so is (g , v + c 1) for any scalar c. Conversely, if (g ,v ) and (g ,v )
are two solutions to (8. 26) we will now show that x = v - v is a
multiple of 1.
Since g = g , the functional equations become
k * k k *
v. = nax q - gT + pv (8.28)
1 <k<n.
l<i<N
v. = max q - gT + kv (8.29)
S <k<n." i--
Define b by
N
k k * k k ** **
b = q. - g T. + pj v. - v. (8.30)
j=l
1 <k-< n.
<i -1
1<i<N
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with the property, according to (8. 29),
max
1<k<n
--- 1
If 8. 30 is
k
b 0i 1<i<N
k k
solved for q - g T. , and this result put into (8. 28),i i
obtains
x. = max b.k
1 l<k<n.
- -1
kj J
>. x. 1
j=1
If Theorem 10.2 is invoked to deal with (8. 31-8. 32) we conclude
x=c 1 . QED
Theorem 8.4
Let policy A achieve g given by (8. 27). Let all states of A
A
be recurrent, iT > 0. Then A satisfies (8. 26), That is, (8. 20) holds.
Proof
According to Corollary 1 of Theorem (8. 1), the policy itera-
tion algorithm, starting from A, converges on A. Invoke Corollary 4
to get the desired result.
Corollary 1 Bellman's Theorem(4)
Suppose all policies satisfy p.. > d > 0.
ij-
g given by (8. 27). Then policy A satisfies (8. 20).
Proof
A
The condition p..i > d > 0 ensures that T > 0.
13 -
the above theorem.
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QED
Let policy A achieve
Then invoke
QED
(8.31)
one
(8.32)
-
- -------
8F. Randomized Policies
We show in this section that (8. 26) possesses a solution
(indeed the same solution) if randomized policies are permitted.
Furthermore the maximum gain rate achievable by a stationary random-
ized strategy agrees with the maximum gain rate achievable by one of
the NN pure policies. Hence no generality has been lost be restricting
ourselves to pure policies.
A stationary randomized policy is described by a matrix
fik < i < N < k<n. whereik - - -- 1
fik > 0 f ik =
k = l
1 < i < N (8.33)
f.ik is the probability that alternative k
ikA randomized policy fik has
mean immediate expected reward qi(f)
Ti(f) = fikTik
k= l
The transition probability matrix p.i(f)
13
is used in state i.
a mean holding time T.(f) and
1
in state i given by
n,
qif fik qi
k=l
(8.34)
l<i<N
is given by
pij(f) =
k = 1
f.ik Pi
Ik 13
1 < i, j < N
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(8.35)
If each of the NN pure policies has a unique irreducible set of states,
then this will be true for p(f) for any f. Hence a stationary distribution
Tr(f) will exist for any f. The gain rate g(f) for the randomized policy
is given by
(,r(f), q(f)) (8936)
(f) (f), T(f)
Theorem 8. 5
Let each of the NN pure policies have a unique irreducible
set of states. Then the functional equation
nN
n1 N
k k k*
v. = max fik i - g Ti + ij vj (8.37)
ik k=l j= 1
ni
ik ik < N
k= 1l
has a solution. Indeed (8. 37) is equivalent to (8. 26).
Proof
Define v. and g by (8. 26), which we know has a solution.
1
Since the maximum possible weighted average of a set of numbers
is the largest number in the set,
N
v. = max q - g T i + pij vj
-<-1 j= 1
= right hand side of (8. 37)
which proves (8. 37). QED
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Corollary
Let each of the NN pure policies have a unique irreducible
set of states. Let g denote the maximum gain rate achievable by
a stationary randomized policy:
g = max g(f) (8. 38)
f
where g(f) is given by (8. 36). (The supremum is actually achieved
since g(f) is a continuous function of f defined on a closed and bounded
domain for f. )
Then g agrees with the maximum gain rate achievable by
the NN pure policies. That is,
g = g (8.39)
where g is given by (8. 27).
Proof
According to (8. 37),
N
v. > q i(f) -gT (f)+ v.
j=l
1<i<N
Multiply by w.(f)> 0 and sum over i to obtain
1
* (f), q(f) .
g > = g(f)
- (f), T(f))
g >g
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On the other hand, by letting f run over the NN pure policies, (8. 38)
implies g > g . Together these imply (8. 39). QED
(10)
This corollary was originally proved by Wagner , who set
up the right side of (8. 38) as a linear programming problem. We
obtained it as a by-product of the functional equation.
It is important to note the crucial feature that the different
rows for p can be chosen completely independently. If a choice of
alternative in one state constrains the choice of alternative in another
state, then it is no longer generally true that a pure policy has equal
or higher gain rate than a randomized policy.
To demonstrate this property, we consider the case of two
policies A and B given by
A A V 1 A A
p =p 0 ; q = 0 ; g =0
B B B B
P =p =1 0; q =1 ;g =-1
If X(O < k < 1) is the probability, in either state, that policy B is used,
then
p(k) = (-X)pA+ Xp = B r(x) = 1-1
q(X) = (l-)qA+ \ qB
g(X =(Tr(X), q(X))= (I - 2K)
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A plot of g(X ) reveals that g(X ) is monotone increasing for 0 < < . 25
from gA = 0 to a maximum of 1/8, and monotone decreasing for
.25 <X < 1 from 1/8 to a minimum of g B= -1.
Thus g(X ), the gain resulting from a randomization of A and
B, is not monotone. Its maximum does not occur at X = 0 or 1, pure
policies. Even more striking, it is not true that g(X ) lies between
AB AB0 = max (g ,g ) and -1= min (g , g ). A randomized strategy
X = .25 has higher gain rate than do the pure policies K = 0, 1.
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8G. The Supremum Case
In order to demonstrate the epsilonic acrobatics which are
required if one has only suprema and not maxima, we prove the
following theorem:
Theorem 8. 6
Let any policy k = k(x) (k(x) E S(x) for all xc ' ) have a
unique Tr vector. If v (x) and g satisfy
v (x) = sup q (x) -
ke S(x)
g T k(x) +
k I
Idy pk(x, y)v (y)
-%3
x er
*e k
then g = sup g-
all k
Proof
*, k * k k *
v >q -gT +pv
(8.41)
any k
Multiply by 1k > 0 and integrate over x to get
*, (k qk>l ,> ) 
g- > k g
(iT ,T)
any k (8.42)
On the other hand, given any e > 0 there is a policy k (x) such that
v (x) < q (x) - gT (x) + dy p (x, y)v (y) +
all x e f
-242-
(8. 40)
~--'--i ~ih~Yi~
Multiply by 1T (x) > 0 and integrate over all x to obtain
.j* .,,
g < +
(Tr ,T
for some k > (x) "
Equation (8. 42) and (8. 43) complete the proof of (8. 41).
QED
Corollary
g = sup g(f)
all f
That is, g is the supremum over all randomized strategies as well
as the supremum over all pure strategies.
Proof
Same as the proof of the corollary to Theorem 8. 5.
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(8. 43)
6~---11 r~n~--~ - -
8H. Characterization of the Solutions to the Functional Equation
Suppose each of the NN policies possess a unique irreducible
set of states, so that (8. 26) possesses a solution. Then the set of all
policies which satisfy (8. 26) can be achieved in the following way.
Theorem 8. 7
Let a policy A satisfy (8. 26), i. e., let (8. 20) hold. Then
AB
policy B is another solution of (8. 26) if and only if y 0.
Proof
a) If A and B are both solutions, we may subtract the
two equations
A A AA AA
v =q -g T +p
B B BTB B B
v q -g +p v
B A B A
and insert g = g , v = v + c 1 to obtain
B A A B A B AA AB0 = q - q - g (T - T ) + (p -P )v= y
AB
b) If A is a solution and yAB = 0, then (8. 7) shows that
B A
g = g . Also
A k Ak kA
v max(q -g T + p )
k (8.44)
A gATA AA
=q -gT +p v
B gATA B A AB
=q -gT +p v +y
B BB BA (8.45)
=q -gT +p v
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rn ~ -- 
--
~- ~-
(8. 45) shows that the choice k = k B in (8. 44) achieves the maximum.
QED
Theorem 8. 8
Policy A satisfies (8. 26) if
Proof
AB AB
If y < 0, then max y =
If A satisfies (8. 26),
AB
and only if y < O for all B.
AA
Y =0 from which (8. 26)
then (8. 20) holds so that
A ATA A max (qkq -gT +p v =max(q
whence max
ATk pkvA)
-g T +pv
yAk = 0 and yAk < 0.
Theorem 8. 9
Let V.
1
= k\1 < k < n.; k achieves the
- 1
the right side of (8. 26)
Then any policy (k =(k 1 , . . . k with kN 1
maximum on
(8.46)
has gain and values
which satisfy (8. 20)
Proof
By definition,
v. =(q - gT +pv )
1
which confirms that g and v are the gain and values of k .
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follows.
QED
QED
Theorem 8.10 (Converse)
Let policy kA = (kiA ,... kNA ) produce gain and values which
satisfy (8. 20). Then
-f,
k.A  l<i<N
1 i
Proof
Comparison of (8. 20) and (8. 26), and appeal to Theorem
8. 3c, yields the conclusion
A *
v =v +cl
If kA maximizes the right side of (8. 20), it also maximizes the right
side of (8. 26) and k.A  QED
i
A convenient way to find all solutions to (8. 26) is provided
by Theorems 8. 9-8. 10.
First the policy-iteration algorithm is used to find a single
A t A 1
policy A which satisfies (8. 20). Then g = g and v = v + c 1 , and
(8.46) can be used to find all alternatives in state i,Y which are
i
optimal. These alternatives are precisely the ones for which the test
quantity used in the policy improvement technique achieves its maxi-
mum value.
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81. Vanishing Interest Rate
In this section, we investigate the behavior of \(Q), the maximum
expected reward using a stationary policy, as the discount factor a
goes to unity 1 1 . U 1 is given by (2.18c) in the Markov case and
(2.18d) in the semi-Markov case. We show that as a 1, the equations
with discounting approach the functional equations (2.15g) and 2.15h)
without discounting, respectively. Hence the policy chosen in the
discounted case will maximize the expected reward per transition or
expected reward per unit time as the interest rate goes to zero.
We assume that the expected reward per transition i
is twice differentiable in o. so that
holds for all k. and \4. In particular, the finiteness of .( /
is related to the finiteness of the area %L under the curve
S.' -Y o) if the rewards come in via some (holding-time-
dependent) rate: it can be shown that
1A (8.48)
In addition we assume that each of the NN policies has a single
irreducible set of states, i.e. a unique'~ vector. ZB will denote the
fundamental matrix for policy B.
The discount factor a satisfies Oc 4\and will be allowed to
approach 1 from below.
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Theorem 8.11 (Markov Case)
Let I.(a) be given by (2.18a)
C.
VIN0Q2*
tAt 4 ,)
I, S(a.)
L
or alternatively by (2.15e):
- ( CoL %
1) s13
Define the expected reward per transition and relative values
(note convention) for a policy B by
95 1 
-\) CL5 7
L cij ~8] 'a\)
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(6.49)
(8.50)
(8.51)
(8.52)
- k la -N
j=,
0 e-Ck.e-
L
Then
i) As a41, the policy C which achieves the maximum on the right
side of (8.49) satisfies
C
+ \J 0 ( L.' (8.53)
ii)
(8.54)
(8.55)
iii)
C
=
to
C
iv) \S satisfies the functional equation (2.15g):
C A\4.r
(. ~ i C
\. \4~C2r'h~
(8.56)4 C
L
-249-
4 N R O N .vo 5
3 SI
rc\ ay ~"II
Proof: Insert (4.17 ):
~1-98-\ ~8~ ( --T- ae)
-V ( -1- GIB - -\ Q(\-c~.)
- O -
and (8.47) into
L(a
(8.49) to obtain
,Sc Y
As a- 1, the policy C is chosen first to maximize the divergent term and
second, if there are any ties in gain rate, to maximize VB . This proves
(8.53-8.55). Insertion of (8.53) into (8.50), use of
\ C c c
and a limiting argument as all, noting that gc and VC are independent
of a, leads to (8.56).
QED
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Boo
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\ - Oc
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", .(
Theorem 8.12 (Semi-Markov Case)
Let '.(a) be given by (2.18d):
CV\ \I(0)
(8.57)
\4 Le 14
or alternately by (2.15f):
Y.,4
Lo-~ blc \(
\L N
Define the expected reward per unit time and relative values
(note convention) for a policy B by
C4 )T B
-T\ ) \ )
.L -7 S( 8 C
-251-
(8.58)
(8.59)
(8.60)
~_~__: ___L _ij
I CL
+II
(8.61)
where<Ao) is given by (5.108), T and T(2) by Theorem 5.10.
Then the policy C which maximizes the right hand side of (8.57)
for a near \ satisfies
i)
c
C..L (8.62)
ii)
M A X g B
4VA ON\C\ts (8.63)
iii)
\ 1.4 NL. (8.64)1
iv) Vc satisfies the functional equation (2.15h):
C Y%
N O L
(8.65)C
V. N
'3
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S
'2
G (8.64)
(N-O) - \ ( --\
Proof:
By appeal to Theorem 5.10,
(yRW'013
Also, when ; \ Y ' (0
I-
- -I
'5\- k *tO~s
so that (8.57) and (8.47) imply
N -U (C\- c) k0 \Y
Maximization of the divergent term and then, if there are ties in gain,
the relative values, leads to (8.62-8.64). Insertion of (8.62) into
(8.58) and use of
'CL) ? -
~X *t- 0 ((\-QL.)
leads to (8.65) as a-l.
s
t- ?~o~
q (CL) -\JcR)
-253- QED
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CHAPTER 9
POLICY ITERATION CHANGING ONLY ONE
ALTERNATIVE PER CYCLE
9A. Introduction
The simplicity of equations (6. 15) and (6. 16) when policies
A and B differ in only one state leads us to suspect that the gain and
values change in a simple fashion if the alternative is changed in only
one state. This, indeed turns out to be so. The equations (9. 15) and
-i
(9. 16) which exhibit the change in gain, values and M-1 are so simple,
and even more important, involve so little storage in a computer fast
memory, that this method of policy improvement in only one state per
iteration is suggested as a practical technique for dynamic programming
over Markov chains with very many states.
To date the policy-iteration algorithm has not been used for
large problems, say more than 100 states, because of the difficulty of
solving 100 simultaneous equations. The method proposed here bypasses
the solution of simultaneous equations. It allows computer solution of
problems involving up to five thousand states, with arbitrarily many
alternatives permitted in each state. It is therefore a strong competitor
to linear programming for gain maximization of a Markovian reward
process.
-254-
The statement is sometimes loosely made that the policy
iteration algorithm is merely a modified form of linear programming--
with the gain rate as objective function--in which several vectors can
be brought into the basis simultaneously. This is not quite correct
since linear programming may converge once the maximal gain is
found while the policy iteration algorithm, according to 8D, keeps
iterating until the relative values of the transient states have been
maximized as well.
The proposed scheme of changing only one alternative per
iteration is therefore distinct, although closely related, to linear
programming. In particular, Equation (9. 16) is reminiscent of the
change in simplex tableau when a new vector is brought into the basis.
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9B. Changing the Decision in State a
The value determination equations for a policy A
NA A AT A A Av. = qi -g T. + N p.. v. 1 < i<N
1 1 j= 1 3
vN 0
N
can be summarized as
AA A
M w = q
where
- pij
A =
1
A A
v. - vN 1<
11Awi =
The solution to (9. 2) can be written as
N -1
A A A
w. (M ).. qj
j=1
1 <i<N 1<j< N-1
(9.3)
l<i<N j=N
i < N-1
(9.4)
N
Nr L~ (9.5)
A A Afor which the gain g and relative values v.A - v N may be extracted.
As we have shown in Theorem 5. 9, M A - I exists if X = 1 has geometric
multiplicity 1 for P i. e., if PA has one subchain.
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(9. 1)
(9. 2)
In particular, if we compare
N -1
g = 2 (M A  Nj j
j=l
with
A
g
A)(T , q )
A A(A , T A )
and pick off the coefficients of the q's, we obtain
(MA) Nj Nj (T, T) iLj<N
Cons equently, if (MA) - I is known, the w 's can be obtained as a by-product
via
-1
(MA
A Ni
N -1
A(MA
jNjj= 1
1<i<N (9.6)
Suppose policy B differs from policy A in only one state,
say state a. Let
6q = q
B A (9.7)
B
-p. + p .ai a
1< i < N-i
i=N
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(9.8)
Then
B A 0q - qi = q
B A 0
Pij Pij 
-x
1
N-1l
T. -_ T. -
I XN
B
The change 6M = M - M
(9.9)
i = a
i# a 1<j<N
i = C 1 < j < N-1
i= j=N
(9. 10)
(9. 11)
i=a
in the M matrix is given by
i#a i<j<N
i=a I<j<N
Let U = (6M)(M A )
6M, hence U, vanishes except for its ac row, so that
U 2 =U U
-1 U
(I+ U) I U
I+ U
(M) = (M A + 6M)- =
-1
= (M ) (I + U)-
(I + U)MA)
-I MA-1u
(MA )(M ) U
1+ U
Ga
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(6 M).ij - (9.12)
(9. 13)
Then
(9.14)
(9. 15)
-1
- 1 (M A) U
=(MA) i- a j
13 1+ U 1< i, j < N
Equation (9. 15) shows how M1- is updated if the policy changes in state a.
According to (9. 5) we have
-11
B B B -A (M ) 1U B A AwB (M) q = () +-U
so that di
(MA) NB A i(MA) A
w. =w = 6q U q A
S i 1+ U a aj
aa j= 1
(9. 16)
l<i<N
Equation (9. 16) shows how the gain and relative values are updated if
the policy changes in state a.
-1 -1
We note that if(M B ) and(MA ) are assumed to exist, then
(I U)-1 must exist, so that U -1.(I - U) ust exist, so that  # -1.
GG
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(MB)..
13
9C. The Proposed Algorithm for Policy Improvement One State Per Cycle
We propose a new form of policy iteration, defined as follows:
(a) policy improvement is the same as ever, except that only
one state is improved per iteration
(b) The value-determination operation for the new policy
is accomplished by (9. 15-9. 16), and not by solution of simultaneous
equations.
The flow diagram is given in Figure 2.
-260 -
Figure 2. The Policy Iteration Algorithm Changing One Alternative
Per Iteration.
-261-
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The test quantity for policy improvement is
N-1k A k N-i k A A
q -g +: p..(v. v N
j=l J
Note that the value determination operation is bypassed if
there is no policy improvement in state a. The proof of convergence
of this algorithm parallels the proof in Theorem 8. 1.
The most important feature about this algorithm is that no
simultaneous equations need be solved. Instead (9. 15-9. 16) are used
for value evaluation.
No time penalty is paid for this scheme, which updates the
values after policy improvement in each state. The reason is that
the value updating by (9. 15-9. 16) takes C( N2 computations. A pass
through all N states therefore takes CN 3 computations, which is com-
parable to the time spent in solving N simultaneous linear equations in
the usual method where improvements are made in all N states. Pro-
vided tape handling time is equal, both methods require comparable
time for value determination.
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9D. Initialization
-1
A A 1The vector gain and values w and inverse matrix (M ) of
the initial policy must be available (box I) before the algorithm in Figure
2 can be used. These can be determined as follows.
We start the computer program with the artificial initial
policy A given by
Aqi =0 1 < i < N (9.17)
A
T. = 1 1 < i < N (9.18)
1
A
ij 6jN 1 < i, j < N (9.19)
State N is a trapping state so that pA is ergodic. Then
6.. 1 < i < N 1 < j < N-1
MiA (9.20)
-1 1 < i < N j=N
(MA MA (9.21)
It follows from (9. 17) that
gA = 0 (9. 22)
A AAA A
and then, since q is proportional to T , v is constant. Since vN = 0,
A
v. = 0 1 < i<N (9.23)
1
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Equations (9. 22) and (9. 23) together state that
A
w. = 0 1 < i < N (9.24)1
Thus equations (9. 21) and (9. 24) give the w vector and M-1 matrix for
the initial policy.
We write a subprogram POLCH, mnemonic for "policy change",
which is called with a desired policy B (k ,B . KN B ) where 1 < k.B < n
for 1 < i < N. POLCH will go through N passes. The rth pass replaces
th th
the r row of p..ij and the r elements of qi and T. for the initial policy
A given by (9. 17-9. 21) by those of alternative krB and then calls the
value-determination routine (box III) to update M-1 and w. The rth
pass therefore replaces the A policy in state r by the B policy. Each
pass of POLCH is a specified policy change, followed by a policy evalua-
tion, as opposed to a policy improvement, followed by a policy evaluation.
When all N passes of POLCH are completed, the A policy has
B
disappeared completely and the B policy has taken its place, w and
-i
(M B ) are now available.
The POLCH subroutine can be used in two ways. First it
is useful for initialization. Suppose a feasible policy B is selected,
for example, which, in each state i maximizes the immediate expected
k k k
reward qi or the immediate expected reward rate q. IT. . If POLCH
i 1
is called with the specified policy B, then wB and (MB ) are computed.
These can then be used to enter box I of Figure 2.
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Second, the POLCH is useful to prevent round-off errors
-1
which would otherwise degrade the accuracy of w and M-1 if the algorithm
in Figure 2 went through many cycles. The idea is to use POLCH, after
-1
every 20 or 30 iterations of the algorithm, to evaluate w and M-1 from
scratch by calling it with k B set to the present policy. Then we return
to the algorithm.
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9E. Storage Requirements
We will show in this section that roughly 5N cells of core
storage are needed for the above algorithm. This implies that problems
involving up to 4000 or 5000 states can be solved on a 32, 000 word
digital computer.
We assume that two auxiliary tapes are available for storage.
Tape 1 contains all the transition data for the NN policies, stored with
the state variable i varying mostly slowly and alternative variable k
k k
varying from 1 to n.. For fixed i and K the N+2 numbers pij , q.
I ij 1
k
T. are stored with j going from 1 to N. Tape 2 contains the inverse1
-1
matrix M for the current policy, stored by rows , then the policy vector
k for the current policy, finally the q vector for the current policy.
The subprograms for II, III and POLCH will be written as
separate links so that their storage requirements can be discussed
independently. Since POLCH does hardly anything more than call III
N times, its storage requirements need not be discussed.
Box II, the policy improvement technique, needs roughly
4N cells of core storage. These would comprise
(i) N cells for wA
k k k(ii) N+2 cells for p , qa , T read in from tape 1
one K at a time
-266-
(iii) N+2 cells for p .,j q., T. for the best alternative found
so far, as k is increasing
A A(iv) N+2 cells for storage of p , q. , T. once k reaches k
aj j
After the best alternative k B is located, N+2 cells are needed
B A B A
to hold 6M ., qa -q , T -T . These can be either ii, iii, or
iv. The new k is put onto Tape 2.
Box III, the policy evaluation technique, proceeds in two
passes. The first pass needs 5N cells of storage which are used as
follows.
B A B A(i) N+2 cells for 6M , q -q , T -T which have
been computed in Box II.
-A
Box III will read in (M A )  one row at a time. Hence
-1
(ii) N cells for storing (MA).. 1 < j < N (i fixed). The ith
1
row of (M A ) is used to compute a partial contribution to all N of the
numbers U1
U 6 M (MA) - 1 = Ua (9.25)
(iii) N cells for storing U
-1A-(iv) N cells for storing Yi = (M ). (9.26)
A A
The second pass reads the wA and qA vectors from tape 2
into the N cells 6M . in (i), and the N cells in (ii), and computes the
scalar d,
B A A
d = q - qa Uq -267-
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It then computes the new w vector by (9. 16):
Y.dB A i
w. =w +1 i 1+U
and stores it back on tape 2. The q vector on tape 2 is updated via the
B A th
addition of q -q to its a component.
-1
The second pass then reads (M A )  from tape 2 into core,
one row i at a time--these N numbers can be put into (i)--and computes
the new ith row of M-1 by (9. 15):
-1 -1 Y.U.
(MB) = (MA ) 1 1 < j < Nij ij 1 + U
These are returned to tape 2. The quantities
-1
C. = (M B )
1 Ni
-1
are saved in (ii) during this updating of M-1 and are used after pass 2
is otherwise completed, to compute the steady state vectoriTB for the
new policy by (9. 6):
C.B 1
i N
C.
j=These are printeda d discarded, hence require no storage.
These are printed and discarded, hence require no storage.
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9F. Conclusion
A modified form of the policy iteration algorithm has been
presented in which only one state has its policy improved per cycle.
The convergence properties of the new algorithm do not differ from the
old, and the computation time is expected to be comparable.
However, the new version has several computational advan-
tages rendering it far superior to the original algorithm. The solution
of simultaneous equations, infeasible due to storage and accuracy
limitations for large systems has been eliminated. Storage limitations
no longer exist: problems with 4000 or 5000 states may be treated,
just as in linear programming. Accuracy limitations no longer exist:
periodic appeal to POLCH eliminates roundoff errors.
A similar treatment holds for the discounted case as well
as the undiscounted one, but will not be presented here.
-269-
CHAPTER 10
VALUE- ITERATION
10A. Introduction
In Chapter 2 we made the assumption that if all NN policies are
ergodic, then the solution to
L+ (10.1)
has the asymptotic form
L L (10.2)
In this chapter we prove that this is so and also show that the
policy converges for large fl to the optimal stationary policy. This
justifies the restriction in the Howard-Jewell policy-iteration algorithm
to stationary policies.
The technical problems associated with these proofs are connected
with the VT operator discussed in 10C. Its major properties are given
by (10.17-10.18) and Theorems 10.2 and 10.3.
In the case where the NN policies are not all ergodic but where it
is merely known that each of them has a single irreducible set of states,
equation (10.2) fails to hold. However \\~(C( \\ \\(o) \\for all \ still
remains true, so that
\\"'-"4"_y* ~P~)~f~cN4
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is finite for all v%. Thus g* is still a sort of asymptotic gain rate
and the restriction to stationary policies a reasonable one for the
policy-iteration algorithm.
The L norm is used in this chapter.
o00
-271-
10B. The Error Vector
If (10. 2) holds, then g*: and the v.i: satisfy the functional1
equation
N
v.max (qk k
V - g + 1 Pij V.)
1 1<k<n i j= 1 3
(10.3)
But we know from theorem (8. 3) that if all NN policies are ergodic,
(10. 3) has a solution with g* unique and v' unique up to an arbitrary
additive multiple of 1. If this additive multiple is fixed, so v: is fixed,
we can define the error vector
e.(n) = v.(n) - ng* - v.- 1 < i < N (10.4)1 1 1 - -
which is completely specified once v(0) is given.
We will justify our assumption by proving the following con-
vergence theorem:
Theorem 10. 1
Let all NN policies be ergodic. Then
(i) L = lim e(n) exists
n4 oo
(ii) L. is independent of i 1< i< N1
Before proceeding to the proof of the theorem, some preliminary results
must be presented. The L norm will be used in this chapter.00
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By insertion of
v(n) = ng* 1 + v* + e(n)
into (10. 1), the iteration equation for e is obtained:
e.(n+ 1) =
1
max b.k
l<k<n.
-1
N
+j=
j=l
k
Pij ej(n) 1 < i < N
where
N
b.k q +Si Pi v.*- g*- v.1 3 1
According to(10. 3),
max b =i 0
1<k<n.
-- 1
1<i<N
We will need the notation (see 8.46)
*= k bk = 0 1 < i < N
so that any policy k = (k ,... kN) with k.E K. is a solution to (10. 3).
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(10. 5)
(10. 6)
(10.7)
(10. 8)
(10. 9)
10C. The T Operator
The T operator is a non-linear operator T:
defined by
(Tf). max
1<k<n.
max
1<k<n
We summarize (10. 6) as e(n+l) = Te(n), or e(n) = Tne(0).
The T operator has the following properties:
(Tf)ma x < fmax- max
(Tf) < f .min
min - min
Tf < Tg
T(c 1) =c
T(f + c 1) = Tf + c 1
any scalar c
any scalar c
\\Tf - Th \\
Equations (10. 12-10. 14) are proved by insertion
f. > fmin and f. < gj, respectively, into (10. 10).
10. 16) follow from P1 = 1.
of f. < fj - max
Equations (10. 15-
To prove (10. 17) we insert f. <J-
f. > - f\\ into (10. 10) and use (10.11) to obtain
j---
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E -NN
(b .
and
p.ij f.)1j J+ j=1j= 1
l<i<N (10. 10)
b.k = 0
1
1 <i<N 10. 11)
if f < g, then
(10. 12)
(10. 13)
(10. 14)
(10. 15)
(10. 16)
(10. 17)
(10. 18)< -h\\
\ Tf I< \ f N
Equation (10. 18) is obtained by use of the inequation
min (A - B) < max A - max B < max (A-B) (10. 19)
where all maxima and minima go over the same set, so that
N N
min pij (f.-h)< Tf.-Th. < max pj (f.-h.)
1<k<n. j 1 i  - 1 1- 1<k<n. j 1
- -1 1
Insertion of f.-h. < f - h on the right and f.-h. > - f-h on
J J- J J-
the left produces the desired result,
- \\f-h\\ < Tf. - Th. < f - h
Equation (10. 17) shows that T is a bounded operator, with oper o "
norm of 1, while (10. 18) shows that T is continuous.
The operator also satisfies the following fixed point theorem.
Theorem 10.2
Let T be defined by (10. 10-10. 11), with all NN policies
ergodic. Then Tf = f if and only if f = cl.
Proof
a) If f = cl , then (10. 15) shows that Tf = f .
b) Suppose Tf = f. Either f =f , and the theorem is
max minm
proved, or f > f . . In the latter case define the two disjoint sets
max mmin
of states A and B,
A= iIfi = fmin B= ilf = fI ma1  a
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k
Since f. < f and b. < Q, it follows from (10. 10) that if iEB, then1 - max i -
the policy k.** which achieves the maximization in (Tf). has the proper-
1 1
b.ki ki**
ties b ki = 0 and p = 0 unless j E B. For otherwise f max= (Tf).< f m a x
1 ij max i max
Consequently any (p..) in which alternative k.** is chosen in
1J 1
all states i e B has B as a closed set of states.
On the other hand, for any i E A, the choice k. e i has
b.ki = 0 so that
1
NN ki
f f. = Tf. > p f" > f
min 1 1j= ij J- min
The last inequality must be an equality, whence p ..i is zeroij
unless j e A.
Consequently any (p..ij) in which alternative k. . is chosen
in all i e A has A as a closed set of states.
The policy k = (kl, .. .. kN) with k. chosen as described above
for i E A and i E B, and k. arbitrary for other i, has A and B as two
1
disjoint closed sets of states. This contradicts the assumption that all
NN policies are ergodic. Thus fmin < f is impossible. QED
min max
Corollary
Theorem 10. 2 holds without the ergodicity assumption. It
suffices to assume that each of the NN pure policies has a unique left
eigenvector 7r with eigenvalue 1, i. e., only one subchain.
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Proof
The only modification needed in the above proof occurs in the
last paragraph. If A and B are disjoint closed sets of states, then each
has a r vector and the assumption is violated. QED
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10D. Proof of Theorem 10. 1
Theorem (10. 1) can be restated in the following form.
Theorem 10.3
Let e(n+1) = Te(n) = T n + le(0) where T is given by (10. 10-
10. 11) and where all NN policies are ergodic. Let 1\e(O)1\ < o0. Then
L = lim e(n) exists.
n 0o
L. is independent of i 1 < i < N
1
Proof
(i) By use of (10. 17) we have
e(n+)\\ =  Te(n) < e(n)
Se(n)\ < \\e(n-1) \\< ... \e(1h < \e(O)\k < c
so that each of the e(n), considered as a point in E N , lies in a cube of
side 2 \\e(0)\\ centered at the origin.
Invoking the Bolzano-Weierstrass theorem, e(n) possesses
at least one cluster point c. That is, there is a sequence {n and a
function N 0 (6) such that
\\e(n) - c\\< 6 all > N 0 (6) (10. 20)
Invoke (10. 18) to obtain
\\e(n + 1) - Tc < \\e(n) - c < 6 ally> NO(6)
It
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so that if c is a cluster point, so is Tc. By induction, so is Tnc for any
n> 0.
(ii) Let m. = lim inf e.(n), M. = lim sup e.(n )  1 < i < N
These are finite since \e.(n) < \\e(0)\ . Then
mmin < m. < c. < M. < M (10.21)
m - 1- 1 - 1 - max
We will now show that
c = M (10. 22)
max max
c = M (10. 23)
min min
e(n + u) = TU e(n)
e(n )< c+ + 6 1 >N (6)
e(n + u) < (Tuc)i + 6 < c + > N(6)
These are infinitely many u's for which e.(n + u) > M. - 6, so that
M. < c + 26. The 6 > 0 is arbitrary and may be deleted, with the1 - max -
result M < c . But (10. 21) implies that c < M . This
max - max max - max
completes the proof of (10. 22).
e(n.+ u) = Tue(n )
e(n )> c -61 c> N (6)
ei(n + u) > (Tc)i - 6 > c min - 6 > NO(6)
There are infinitely many u's for which
e.i(n, + u)< m i + 6, so that m. > c min - 26
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The 6 > 0 is arbitrary and may be deleted with the result m min> c mi
Comparison with the conclusion from (10. 21) that m min < c yields
(10. 23).
Equations (10. 22) and (10. 23) hold whenever c is a cluster
point of e(n). Replacement of c by Tnc yields
n(Tnc)(Tnc)min = m . * (T c) = Mm min ) max max
b.ki*
1
n>0 (10.24)
(iii) Let k* = (k* , . °. k* ) by any policy k.* E . so that
= 0. Let R* denote its positively recurrent chain
R*il Tri > 0
where Tw* is the limiting distribution of the (by assumption ergodic)
Markov chain P* = (p ij) = (p i ). We will now show that if c is any
cluster point of e(n), then c. = mmin for all i E R*.
1 rai
+ u) = (T u
e(n ) > c - 6 1
e(n )).> (Tuc) -
1- 1
If we picked not the optimizing policy in Tc, T2c, TUc but rather k*,
then we would have
N
(Tuc) i >
j=1
Set u = n - n
s :
P)u(P,  c.ij J
s >1 > NO(6) so that
c. + 6 > ei(n ) >
For I> N (6),
e.(n1
(10. 25)
1 <i<N
(P*)..j=
j=1
c. - 6
3
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Let sioo so that u4oo and Su(P ) i wr . The above equation becomes
ij J
c.+ 6> F.
j=1
T- c. - 6
J J
The 6 > 0 is arbitrary and may be deleted, with the result
c. > (rr *, c)
1-
Multiply by 1T > 0 and sum on i to obtain (Tr', c) > (r', c). This must be1-
an equality, whence
c. = ( *, c)1
c.> (rr*, c)
1-
<i<NR*
l<i<N
mmin = Cmin= (*, c).
This proves (10. 25).
(iv) Since c is any cluster point of e(n), the c in (10. 25)
can be replaced by Tnc with the result
(Tnc). = min
1 rain
i R* n> 0
The relation
c. -6 < e.(n ) < c. + 6
1 1A -1
becomes, after operation with Tu
I> N 0 (6)
(Tnc)i -6 < e.(nf + u) < (Tnc). + 6
1 - 1 - 1
l<i<N
By appealing to (10. 26), the above becomes
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(10. 26)
f> NO(6) 1<i<N
L---- -- ----------~---
min -6 < e.(n + u)< m +6i- mn
lim
n4oo
e.(n) = min1 m1n
This in turn implies
m . = m. = M.i
min 1 1
>N 0 (6) ic R*
i R*: (10.27)
iE R*; (10. 28)
(v) There are now two cases to be considered, m . < M
main max
and m = M
main max
(iVi) Suppose mi n < M . We know from (10.28) thatmax
i e R' implies m. = M. = m . Also, any policy p.. which uses k'
1 1 mi ij i
in state i, for all i c R*, has R: as a closed set of states, for i C R '
kimplies p i is zero unless j e R*.
ij
For all n sufficiently large, e.(n) < Mj + 6. This holds for
all j since there are only finitely many (N) values of j. Then
k N Nk
e.(n+ 1) = max b. + P.. e(n) < maxb.+ p.. M.+ 6
S l<k<n. j=  1<k<n. j 1
1 -- 1
l<i<N
Let k."'J 1 be the alternative in state i which maximizes the far
1
right hand side of the above equation. If n is chosen cleverly,
-282-
__1
e.(n+ 1) > M. - 6 so that, after deleting the arbitrary 6 > 0,
1 -- 1
M. < b. + Pj..**M. <  Pij M.
j= 1 j=
Iteration of M < PP* M yields
N
M. < ,(p**)n M . N *. * M. = (**, M)
Sj=l 1
and dotting this
M.
1-
with w'rr- yields
M) < (Tr *, M), so
(T **, M)
i RN =j 0
l < i < N
so that
(TW**, M) = Mmax
max
M. = M
1 max
(10. 29)
(10.30)ic R**.
According to (10. 28) and (10. 30) and the assumption
, R* and R** are disjoint. We can imagine a policymax
wvhich uses the alternatives
k.*. i E R*
k. =k.i i R
arbitrary elsewhere
-283-
m . < M
min
P = p p..
1j
policy will have two closed sets of states, Rs and R** and contra-
the assumption that all policies are ergodic. Hence the case
< M is impossible.
S max
(vii) The remaining case mmin = Mmax must hold. Accord-
(10.21), m. = M. for 1 < i< N so that
1 1 - -
lim e.(n) = m1 mmin
n 4 00
Since there are only N values of
in i with the result
1 <i<N
i, this convergence can be made uniform
\\ e(n) - m ni \ 0 as n- oo
This completes the proof of theorem 10. 3.
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This
dicts
m .
min
ing tc
QED
ii
m
10E. Policy Convergence
Theorem 10. 3 shows that the values converge, i. e., that
(10. 2) holds. In addition, we can prove convergence of the policy as
well.
Let N 0 (6) be the function such that
Ie.(n)
- mmin\ < 6 n > N (6) l<i<N (10.31)
be defined by (10. 9) and letLet
(10, 32)d. max b. 0
l<k<n.
kSi
Then the following theorem can be proved.
Theorem 10.4
Let k.(n) be (one of) the alternatives which achieves the maxi-
1
mum in
e.(n+l) max lb +
l<k<n.~i
-- 1
k
p.. e.(n)ij
Let all NN policies be ergodic.
Then for any i, 1 < i < N,
if n > N0(6)
for any 6 satisfying 0 < 6< -d./2.
1
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(10.33)
(10. 34)
_~__ ~__ _; I ~~
k.(n) e i1 1i
Proof
If all NN policies are ergodic, (10. 31) holds.
e.(n+ 1) = b. ki(n) +
1 1
j=1
ki(n)
ij
ej(n)
3
Then
l<i<N
Pick n > NO () so that
e.(n)<m in+ 63 - min 1<j<N
Then mmi n - 6 < e.(n + 1) and consequently,
- 1
-26 < b.ki(n)
-1
l<i<N
IfI satisfies (10. 34) for some i,
max b. k = d. < b. k i ( n )1 1 1
whence ki(n) e i Q
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ED
10F. Remarks On Theorem 10. 3
a) It follows from (10. 2) that if all NN policies are ergodic,
then
v.(n)
lim g uniformly in i
n
n.. 00
Consequently g', defined as the maximum gain rate of the NN stationary
policies, is identical with the gain rate lim v(n)/n of the optimal timen
dependent policy. An even stronger statement is that \ v(n) - ng*l <
so that v(n) and ng*l never differ by more than a finite amount. These
results show that the gain rate of the optimal time-dependent policy is
achieved by a stationary policy, and justifies our self-imposed restric-
tion of consideration of only stationary policies.
b) The actual value of lim e.(n) is very difficult to find, since
it involves the transient buildup of the policy and values to their steady-
state values. Three general remarks which can be made, however, are
the following.
First if v(0) = v: + c 1 , then e(0) = e(n) = c 1 for all n.
Stated verbally, if the scrap values happen to be identical with the
relative values of the optimal policy, then the system begins and remains
in the steady-state:
ki(n) .1 < i < N n> 0
1.(1
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Second, if v(0) is changed to v(0) + c 1 , then e(n) is changed
to e(n) + c 1 n = 0, 1, 2, .... Therefore, adding a constant to all
the scrap values merely shifts lim v(n) by that same constant.
Third, L = L (a) = lim Tn a is a continuous function of the
scrap value e(0) = a. This follows from
\\ Tn+ " ' + \\ < \\T - <.. \\. T -.
for alln, sothat \\(') - L(a)\\ < \\ '- a
c) The relations
\Ne(n+ 1)\\ < e(n)\\
\\ e(m + 1) - e(n + 1)\\ < \e(m) - e(n)\
e(n+ 1) < e(n)max - max
e(n + 1 )min > e(n)rin
for the error e(n) = Tne(0), all of which follow from (10. 12-10. 18),
are not sufficient to prove convergence of e(n). A counter-example is
the case N = 2, e(n) = L(-1)n, (-i)n+l
Apparently ergodicity or something similar is needed to guaran-
tee convergence of e(n).
The case N = 2, n. = 1 for i = 1,2, given by (5. 86) is another1
example where the possession of a single irreducible closed set of
states is not sufficient for v(n) - ng* - v* to converge. Again ergodicity
seems to be needed.
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10G. White's Value-Iteration Scheme
The value iteration scheme
Nk N k
v.(n + 1) = max Iq + pj k v(n) 1 <i<N (10.35)1 ij 
-l<k<n, j= 1
__ 1
is ill-suited for numerical computation since v(n) diverges linearly in
n. White has devised a modification of the scheme, which overcomes
the divergence by subtracting from v.(n) another term which grows like
1
g*n.
White uses the new variables
w.(n) = v.(n) - v N(n-1) 1 < i < N (10.36)
If all NN policies are ergodic, we know that
v.(n) ng*+ v.*+ c 1 < i < N (10.37)
1 1 - -
uniformly in i
Cons equently,
w.(n) -) viv - VN + g*  1 < i < N (10.38)
uniformly in i
The w.(n) remain bounded for all n, and approach the limits given on
1
the right side of (10. 38). Thus the gain g* and relative values v.* - v N1 N
of the optimal stationary policy may be obtained as
g* = wN(oo) (10. 39)
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v.- = w.(oo) - g  1 < i < N-i (10.40)
1 N 1
If (10. 36) is inserted into (10. 35), we find that the w's satisfy
the iterative equation
q k N k (n)
w.(n+ 1)= max q  + p w.(n) - wN (10. 41)
1<k<n. j= I1
1<i<N n>0
This completes the proof of
Theorem 10.5
Let all NN pure policies be ergodic. Let w.(n) be given by
1
(10. 41), with w.(0) = v.(0) (actually any choice of w(0) will do, since
1 1
v.* and g* are independent of scrap values.) Then
1
a) w.(n) remain bounded for all n.
1
b) lim w.(n) = w.(o) exists for all i, 1 < i < N. This
1 1
n- oo
convergence is uniform in i.
c) The numbers v.*, g* which satisfy (10. 3) may be found
1
via (10. 39) and (10. 40).
d) If the initial choice w.(0) = v.(0) all i is used, then1 1
(i) v.(n) can be recovered from w.(n) via1 1
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nvN(n) = ~ N() + N(0) n > 1 (10.42)
v.(n) = w.(n) + vN(n-l) n > 1 1 < i < N-1 (10.43)
(ii) The w.(n) can be recovered from the v.(n) via (10. 36)..
1 1
(iii) The alternatives k.(n) which achieve the maximum
1
on the right hand side of (10. 35) are identical with the alternatives
which achieve the maximum on the right hand side of (10. 41).
Corollary
k ... k
Let (P ).. denote the probability, conditioned on start-
ing from i and making decisions k ,...k , that the system is found in
u
state j after u transitions.
Suppose there exists a state m, a number a., 0 a < 1, and
an integer u > 0 such that for all states i and for all k , Ia k...k ,O- 1 2 u+1'
k ...k
(P 1 uO+). >a > 0 (10. 44)im -
Then the w.(n) given by (10. 41) converge uniformly to w.(oo).
1 1
If g* and v.* - vN- are given by (10. 39) and (10. 40), then they satisfy
(10. 3).
Proof
If k I = k2  = kn + , we see from (10. 44) that every pure
policy has state m as a recurrent state. Hence each of the NN policies
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has only one closed set of states, since m is accessible from all states.
Equation (10. 44) also implies that the NN pure policies are aperiodic.
The NN pure policies, being a periodic and possessing only one closed
set of states, must each be ergodic. Then invoke Theorem 10. 5. QED
Discussion
White proved only the above corollary. He used (10. 44) to
show that the convergence of w.(n) is geometric.
1
The assumption (10. 44) is far more restrictive than neces-
sary to guarantee uniform convergence of w.(n). It is a rather gross
1
way of guaranteeing ergodicity of the NN pure policies, at which point
Theorem 10. 5 can be invoked. However, it has the advantage of ensur-
ing that the convergence is geometric.
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10H. Value Iteration For the Semi-Markov Case
We could try to use the notation of error operator to find the
limiting behavior of v(t) given by
v.(t) = max qik(t) + N ) dt' p ij(t') v.(t-t') (10.45)<k<n j= 1 0
-1
t> 0 1<i<N
If we insert into (10.44) the equation
v.(t) = g*t + v.* + e.(t) (10. 46)
1 1
where g* and v.* satisfy the functional equation1
N
.k k N k
v.* = max qi k( 0 ) - g* Tk + p v.* (10. 47)
1 1<k<n. i 1 j= ij vJ
-1
l<i<N
then we would like to show that e.(t). c (independent of i) as t- oo.
1
Unfortunately the proof in Theorem 10. 3 no longer goes through as
before. We cannot show that e.(t) is uniformly bounded, much less
1
convergent.
Consequently, no proof exists for the convergence of value-
iteration in the semi-Markov case. That the method of Theorem 10. 3
breaks down is not completely unexpected, for (10. 47) involves merely
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k
the limiting immediate rewards qi (oo) while we know from Theorem 5. 10
that the absolute values, at least for a fixed policy, are finite only if
k k kthe areas under curves q (t) - () are finite.ii i
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10I. Value-Iteration for Multi-Chain Processes
Results similar to Theorems 10. 3 and 10. 4 for value conver-
gence and policy convergence can be obtained in the multi-chained case,
provided one assumes all NN pure policies are stable. These have been
omitted due to the lengthy arguments required for their proof.
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APPENDIX A
NOTATION
State Space and Vectors
N-state case: state space is . L (l,2,--N) 4
continuum case: state space is f , a bounded subset of some finite
dimensional Euclidean space, with finite volume
(Al)
Vectors ao have components
Use the L2 norm for length of a vector,
or f (x)
(A2)
and use the scalar product
(FS~A
C
-R'
(A3)
F~k ('* q qC~
with the properties
(A4)
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that
Linear
Define
by
5)
6)
7)
=-297-
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if and only if f - 0 \ -
i (A
f (K)=:0 almost all x
.W (A
\( ' \ \\ \ \ \ Schwarz inequality (A
We will usually assume f is L.t n particularly this implies
f(x) is bounded for almost all YX. .
Operators
the linear operator A
L i
L
We consider only operators with finite L norm:
( Y,)
'a
"A is a bounded operator"
If A and B are bounded, then so are cA, A+ B, and AB:
If f and A are both bounded, so is Af:
Thus (Af)(x) is an L vector. Also, if A is an L operator, then
for almost all y, A(xy) is square-integrable in x. Thus given an
equation like
where C and \ are assumed to be Lp , the square integrability of ? and P
guarantees the square integrability of t-' - - r - -
and thus the square integrability of v . Then v(x) will be finite for
almost all x.
A is called a kernel of finite rank if
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almost all x,y where the integer r is finite. If 'C is the smallest
such integer, that is if fi--fro are linear independent and
gl--gro are linearly independent, then we say A is of rank ro .
Equalities, Inequalities, and Limits
A = B means \\A - B\\ 0, Thus for all \ ,_ 
and A(x,y)-- B(x,y) for almost all x and y. Similarly f g means
\f - g %= 0. f Sg means -  i for \ L 14 or
j~C y( for almost all x. Similarly Al B means \i'.-
and A(x,y) 4 B(x,y) for all ij and for almost all x,y. Thus f' o
means f(x). o for all x but a set of zero measure.
These are so-called "convergence in norm" conditions.
Identity Operator and 1 Vector
Identity operator I, If --f, has components '. - I .. \ "\4
and o otherwise. Formally I(x,y)-- %(x-y).
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The one vector 1 has components
\ ± LSYA
The requirement (Al) guarantees that 1 is an L2 vector:
The requirement that 1 be L2 is a necessity if we insist that the Markov
operator P be L2 . For 1 is a right eigenvector of P, Pl = 1 and all
eigenvectors of a L2 kernel P must be L2
Markov Operators and Distributions
P is a Markov operator if P 1 0 and P1 = 1. Written out, these say
L 6 NEw
*l CSL
The quantity P;' is the probability of reaching state j given a transition
out of state i. Similarly P(x,y) is the probability density of the
terminal state y given a transition out of x.
The real vector f is called a distribution if
k>o
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~\~ isu
~ )r O r p..,\
3~\
? (-I, kj ::
That is
f~Ld
O'C
and Sdxf(x) : 1. We note that
\ \\ \\\\\
so that if f has finite L2 norm, it is absolutely integrable,\e. L
The symbol P always stands for an L2 Markov operator. The symbol T
uSoAlly
always stands for a real, non-negative left eigenvector of P with
eigenvalue 1
It is usually normalized to 7T) - \
be carried out if is L 2 , for
~R,~\ ~n~ 4- c4o
. The normalization can always
So that if - is L2 it is also absolutely integrable. This is another
reason why we insist on (Al).
If .. - % or if T , %h)
then
Hence P will be L2 since 1 and "
The L., Norm
We will occasionally use the L 0o
both are.
for a vector, defined by
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M Y
I\ % )k4
Each chapter states explicitly whether the L2  or L norm is used.
Equation (A4-A6) hold for the L norm.
We also use the notation
so that
S,,' . cFc\91
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-L\
LmnS cc\o~
~C\A'I\
\~ L CI~~
APPENDIX B
ELEMENTS OF THE FREDHOLM THEORY OF L 2 OPERATORS
-1
Let K by an L 2 linear operator. If (K - XI)-1 exists, then
K is called regular at X. If the inverse fails to exist, K is called
singular at X , and X is called an eigenvalue of K. It can be shown that
X # 0 is an eigenvalue of K if and only if there exists at least one L 2
vector , such that Ke = Xe. Also X 0 is an eigenvalue of K if and
only if there exists at least one L 2 vector f such that fK = X f. The
vectors e and f are called right and left eigenvectors of K with eigen-
value k.
The number of linearly independent left eigenvectors of K
with eigenvalue k # 0 agree with the number of linearly independent
right eigenvectors. This number is called the geometric multiplicity
of k. It is possible to show that the geometric multiplicity of X # 0
is finite:
geometric multiplicity f Kl 2
< (BI)
of eigenvalue X $ 0 \ \ 2
This bound on the geometric multiplicity in terms of the L 2 norm on K
can be proved by noting that if f I,...f are any m linearly independent
right eigenvectors of K, Pf. = Xf. 1 < i < m , then they can be made1 1 - -
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_
orthonormal by the Gram-Schmidt procedure:
(e i j)= 6 ij 1 <i, j <m
Finally expansion of
0 < xdy K(x,y)
m
e i(x)i (y)
i=l
m
- 2 re
i=l 1
- 2 re
i= 1
(ei Kt)K +
1 ( i j) 2
i,j=l
+ii+  (6ij)
i, j=l
yields (Bl).
It also turns out that X 1 0 is an eigenvalue of K if and only
if 1/ is a zero of the modified Fredholm determinant 6(z) defined by
6(z) = 6(z, K)
where
f(z) = f(z:K)
= ef(z)
= du
z 00
n
4a tr(Kn+ 1 ) (B3)
n = 1
(B2)
trA=
i=
ft
A..
dx A(x, x)
N-state case
continuum case
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\×\2
\ Z
\X\ 2 
.
(B4)Tmmo
Since \tr(AB)\ < \\ \\B\\ if A and B are both L 2 , \tr(Kn+1)< \K\ n + 1
It follows that f(z), and therefore 6(z), are analytic functions of z for
\ 1/ \\K\\. Mcoreover, 6(z) turns out to be an entire function of z,
analytic everywhere.
In the N-state case where K is an NxN matrix, the Fredholm
determinant is closely related to det (I - zK), hence its connection
with the eigenvalue spectrum. To see this, we recall that if l,... N
are the N eigenvalues of K, then
N
tr(Km) =  ()m m 1,2,3,.
i= 1
so that N
f(z) = -z tr(K) - in (1 - zX)
i =1
N
z tr(K)N6(z) = e (1 - zk.)
i = 1
6(z) = e tr(K) det (I - zK) (B5)
If X # 0 is an eigenvalue of K, then the order of the zero
of 6(z) at z = I/X is called the algebraic multiplicity of X. Since the
order of the zeros of a not-identically-zero analytic function are of
finite order, the algebraic multiplicity is always of finite order. Fur-
thermore, the geometric multiplicity is less than or equal to the
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algebraic multiplicity. This fact is well-known in the N-state case,
where det(K - zI) may have a r-fold zero at z = X yet possess only
s, 1 < s < r, left and right eigenvectors with eigenvalue X.
We note that if K can be decomposed into the sum of two
orthogonal operators,
K = A+ B AB = BA = 0
then
6(z; A+ B) = 6(z A) 6(z; B) (B6)
This can be proved by noting that
Kn = An + B n  ; tr(K n ) = tr(An) + tr(Bn)
f(z; A + B) = f(z;A) + f(z;B)
from which (B6) follows.
Equation (B6) shows that the eigenvalue spectrum of K (the
reciprocals of the zeros of 6(z; A + B)) consists of the eigenvalue
spectrum of A plus that of B. This could also be deduced via
- -1
(I - zK) = (I - zA)(I - zB)
= (I- zB)- (I - zA)-
(I - zB) + (I - zA) - I (B7)
where the identity
(I - C)- = I + (I - C) C = I + C(I- C)- 1
has been used with C = A and with C = B.
-306-
Since the number of zeros of a not-identically zero analytic
function like 6(z) in any finite region of the z-plane is finite, we conclude
that K has only finitely many eigenvalues k in any region of the X -plane
which excludes the origin. Each of the eigenvalues X 0 has been
shown to have a finite geometric multiplicity and algebraic multipli-
city. The eigenvalues are denumerably infinite. The only possible
cluster point for the eigenvalues of K is the origin. Since the zeros
of an analytic function are isolated, the non-zero eigenvalues of K are
isolated.
The spectral radius of K is defined as the magnitude of
the largest eigenvalue of K:
= max \\ = 1 (B8)
z
where the maximization is taken over all eigenvalues of K, and the
minimization over all zeros of 6(z). It exists, is finite, and turns
out to be given by
= lim ~KnK 1/n (B9)
n-4 oc
All eigenvalues X of K must lie within the circle \k\ <
and furthermore any annulus 0 < a < \1\ < b contains only finitely
many eigenvalues.
From (B9) follows the theorem that if the spectral radius
of K is less than unity, namely if all eigenvalues of K are strictly
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less than 1 in magnitude, then \ Kn\\ 0.
Theorem BL
If < 1, then \Kn\\- 0 as n-4 cc
Proof
According to (B9), if
for n > N = N(E).
-o o0
\ Kn 1/n
\\ Kn\\ < ( )n 0
E > 0 is given, then
Pick E =(1-?/2 > 0 to get, for n> N (),
-0
1 +?
< 1
as nA4o o.
Theorem B2
If the spectral radius of E is less than unity,
exists and
-1 2 3(I - E) I + E + E +E + . ..
in the sense of convergence in L2 norm. Furthermore,
-1
(I - E) - I is an L 2 operator.
Proof
According to Theorem Bl, A En\ 4 0.
then (I-E)-1
(BI0)
Pick m big enough
that 1ErnI< 1. Let
U= E+ E + ... + Em AU\ < o
-30 8-
QED
k \\Kn\\ 1/n f - < C
Then
n=1 j=O
< U\\ (I + f \\Em
j=1
< 00 QED
1 - Em
-309-
APPENDIX C
SUGGESTIONS FOR FUTURE RESEARCH
(1) Investigate the spectral properties and group properties
of the U A B discussed in 6G.
AB AB(2) Investigate the group properties of the y and AB dis-
cussed in 7G.
(3) Investigate the role of U, in (6. 3), as the generator of the
process. What is the infinitesimal generator? How can
finite perturbations be composed of infinitesimal ones?
(4) Extend Theorem 5.10 to the continuum case.
(5) Prove 2.14a, b. Extend Theorem 10. 2 and 10. 3 to the
continuum case.
(6) Discuss the existence and uniqueness of the solution to the
functional equation (8. 26) in the continuum case. Extend
all of Chapter 8 to the continuum case.
(7) Extend all of the above to the multi-chain case.
(8) Numerical studies as to how best quantize a continuum pro-
cess. For example, if the family fl(x), . . . fn(x) is given
then will the choice of cl,... Cnc ~obtained by minimizing the
quadratic form in n+ 1 varables
h(c 1',c 2 ,...cng') = c.(P-I)f. + q - g'T
i=l
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yield an approximate solution to
v =q - gT + Pv
in the sense that
n
v(x) % c.f.(x)
i= 1
g_ g
If so, what is a convenient basis family for say inventory
problems and how large should n be?
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