Vocalization is an essential medium for social and sexual signaling in most birds and mammals. 1 Consequently, the analysis of vocal behavior is of great interest to fields such as neuroscience and 2 linguistics. A standard approach to analyzing vocalization involves segmenting the sound stream 3 into discrete vocal elements, calculating a number of handpicked acoustic features, and then using 4 the feature values for subsequent quantitative analysis. While this approach has proven powerful, 5 it suffers from several crucial limitations: First, handpicked acoustic features may miss important 6 dimensions of variability that are important for communicative function. Second, many analyses 7 assume vocalizations fall into discrete vocal categories, often without rigorous justification. Third, a 8 syllable-level analysis requires a consistent definition of syllable boundaries, which is often difficult 9 to maintain in practice and limits the sorts of structure one can find in the data. To address these 10 shortcomings, we apply a data-driven approach based on the variational autoencoder (VAE), an 11 unsupervised learning method, to the task of characterizing vocalizations in two model species: 12 the laboratory mouse (Mus musculus) and the zebra finch (Taeniopygia guttata). We find that the 13 VAE converges on a parsimonious representation of vocal behavior that outperforms handpicked 14 acoustic features on a variety of common analysis tasks, including representing acoustic similarity and 15 recovering a known effect of social context on birdsong. Additionally, we use our learned acoustic 16 features to argue against the widespread view that mouse ultrasonic vocalizations form discrete 17 syllable categories. Lastly, we present a novel "shotgun VAE" that can quantify moment-by-moment 18 variability in vocalizations. In all, we show that data-derived acoustic features confirm and extend 19 existing approaches while offering distinct advantages in several critical applications. 20 1 Introduction 21 Vocalization is an essential medium for social and sexual signaling in most birds and mammals, and also serves as a 22 natural substrate for language and music in humans. Consequently, the analysis of vocal behavior is of great interest to 23 ethologists, psychologists, linguists, and neuroscientists. A major goal of these various lines of enquiry is to develop 24 methods for quantitative analysis of vocal behavior, efforts that have resulted in several powerful methods that enable 25 the automatic or semi-automatic analysis of vocalizations. Key to this approach has been the existence of software 26 packages that calculate acoustic features for each syllable within a vocalization [4, 43, 45, 7, 6]. For example, Sound 27 Analysis Pro, focused on birdsong, calculates 14 features for each syllable, including duration, spectral entropy, and 28 goodness of pitch, and uses these as a basis for subsequent clustering and analysis [43]. More recently, MUPET and 29 DeepSqueak have applied a similar approach to mouse vocalizations, with a heavy focus on syllable clustering [45, 7]. 30 Collectively, these and similar software packages have helped facilitate numerous discoveries, including the overnight 31 consolidation of learned birdsong [9], cultural evolution among isolate zebra finches [11], and differences in ultrasonic 32 vocalizations (USVs) between mouse strains [45]. Despite these insights, this general approach suffers from several limitations. First, handpicked acoustic features are 34 often highly correlated, and these correlations can result in redundant characterizations of vocalization. Second, an 35 experimenter-driven approach may exclude features that are relevant for communicative function or, conversely, may 36 emphasize features that are not salient or capture negligible variation in the data. Third, there is no diagnostic approach 37 to determine when enough acoustic features have been collected: Could there be important variation in the vocalizations 38 that the chosen features simply fail to capture? Lastly and most generally, committing to a syllable-level analysis 39
: Autoencoders learn a latent vocal manifold. a) The VAE takes spectrograms as input (left column), maps them via a probabilistic "encoder" to a vector of latent dimensions (middle column), and reconstructs a spectrogram via a "decoder" (right column). The VAE attempts to ensure that these probabilistic maps match the original and reconstructed spectrograms as closely as possible. b) The resulting latent vectors can then be visualized via dimensionality reduction techniques like principal components analysis. c) Interpolations in latent space correspond to smooth syllable changes in spectrogram space. A series of points (dots) along a straight line in the inferred latent space is mapped, via the decoder, to a series of smoothly changing spectrograms (right) . This correspondence between inferred features and realistic dimensions of variation is often observed when VAEs are applied to data like natural images [24, 34] Figure 2: Learned acoustic features capture and expand upon traditional features. a-c) A UMAP projection of latent descriptions of mouse USVs, colored by various traditional acoustic features. The smoothly varying colors reflect that these traditional acoustic features are represented by the latent features. d) Many traditional features are highly correlated. When applied to the mouse USVs from a-c, many of the acoustic features compiled by the analysis program MUPET have high correlations, although an ideal representation would exhibit minimal off-diagonal correlations. e) To better understand the representational capacity of traditional and latent acoustic features, we used each set of features to predict the other and vice versa (see Methods). We find that, across software programs, our learned latent features were better able to predict the values of traditional features than vice-versa, suggesting they have a higher representational capacity. f) As a another test of representational capacity, we performed PCA on the feature vectors to determine the effective dimensionality of the space spanned by each set of features (see Methods). We find in all cases that latent features require more principal components to account for the same portion of feature variance, evidence that latent features span a higher dimensional space than traditional features applied to same datasets.
The degree to which our learned features capture novel information can also be demonstrated by considering their ability 
Latent spaces facilitate comparisons between vocal repertoires 116
Many experimental designs require quantifying differences between sets of vocalizations. As a result, the ability of a 117 feature set to distinguish between syllables, individuals, and groups poses a key test of our approach. Here, we apply 118 our VAE features to several comparison problems for which handpicked features are often used.
119
For example, a common comparison in birdsong research is that between female-directed and undirected song. It is 120 well-established in the literature that directed song is more stereotyped and slightly faster than undirected song [41] . We 121 thus asked whether our learned features can detect this effect. In Figure 4a we plot the first two principal components of 122 named acoustic features calculated by the Sound Analysis Pro software package [43] for both directed and undirected 123 renditions of a single zebra finch song syllable. We note a generally diffuse arrangement and a subtle leftward bias in 124 the directed syllables compared to the undirected syllables. Figure 4b Similarly, we can ask whether latent features are able to capture differences between groups of individuals. In [45] , 131 the authors compared USVs of 12 strains of mice using a clustering-based approach. Here, we perform an alternative 132 version of this analysis using two publicly available mouse strains (C57/BL6 and DBA/2) that were included in this 133 earlier study. Figure 4d shows a UMAP projection of the 31,440 detected syllables, colored by mouse strain. Visualized 134 with UMAP, clear differences between the USV distributions are apparent. In contrast to traditional acoustic features 135 such as 'mean frequency', individual latent features (vector components) are generally less interpretable. Despite this, 136 we note that, when taken together with an "atlas" of USV shapes derived from this visualization ( Figure S6 ), we can 137 develop an intuitive understanding of the differences between the USVs of the two strains: the C57 mice mostly produce 138 noisy USVs, while the DBA mice produce a much greater variety, including many short low-frequency syllables that 139 C57s rarely produce.
140
Given these results, we asked whether these strain differences are evident at the level of individual 6.5-minute recording 141 sessions. To compare distributions of syllables without making restrictive parametric assumptions, we employed 142 Maximum Mean Discrepancy (MMD), a difference measure between pairs of distributions [13] . We estimated MMD 143 between the distributions of latent syllable encodings for each pair of recording sessions (see Methods) and visualized 144 the result as a distance matrix ( Figure 4e ). Here, lighter values indicate more similar syllable repertoires. We note that, 145 in general, values are brighter when comparing repertoires within strains than when comparing across strains, consistent 146 with the hypothesis of inter-strain differences. We also note some substructure, including a well-defined cluster within 147 the C57 block (annotated).
148
Finally, we used a much larger library of female-directed mouse USVs (36 individuals, 2-4 20-minute recording sessions 149 each, 40 total hours of audio) to investigate the diversity and stability of syllable repertoires. We repeated the above 150 procedure, estimating MMD for each pair of recording sessions ( Figure S7) , and then computed a t-SNE layout of the 151 recording sessions (see Methods). In Figure 4f , each recording session is represented by a scatterpoint, and recordings of 152 the same individual are connected and displayed in the same color. We note an overall organization of syllables into two clusters, corresponding to the genetic backgrounds of the mice. Furthermore, we note that almost all recordings of the 154 same individuals are co-localized, indicating that within-subject differences in syllable repertoire are smaller than those 155 between individuals. Although it has been previously shown that a deep convolutional neural network can be trained . Lighter values correspond to more similar syllable repertoires. f) Visualization of USV repertoire variation across strains, individuals, and days. The dataset, which is distinct from that represented in d and e, contains 36 individuals, 118 recording sessions, and 156,180 total syllables. Color indicates individual mice, and scatterpoints of the same color represent repertoires recorded on different days. Distances between points represent the similarity in vocal repertoires (see Methods), with closer points more similar. We note that the major source of repertoire variability corresponds to genetic background, corresponding to the two distinct clusters. A smaller level of variability can be seen across individuals in the same clusters. Finally, we see that individual mice have repertoires with even less variability, indicated by the close proximity of most repertoires from a single mouse. The degree to which these connected points are spatially localized reflects the individuality of vocal repertoires. Here, by adopting a a data-driven approach, we have shown that features learned by the variational autoencoder (VAE), 234 an unsupervised learning method, outperform frequently used acoustic features across a variety of common analysis was used as a basis for predicting the features in the other set using k-nearest neighbors regression with k set to 10 and 349 nearest neighbors determined using Euclidean distance in the assembled feature spaces. The variance-explained value 350 reported is the average over 5 shuffled train/test folds (Figure 2e ). (2)
We calculate above metric for every combination of syllable (A-F), feature set (SAP-generated vs. VAE-generated), 361 and social context (directed vs. undirected) and report the variability index of the directed condition relative to the 362 variability index of the undirected condition (Figure 4c ).
363
For Figure 6e , we would ideally use the variability index defined above, but ρ(z) is expensive to compute for each 364 data point, as required in (1). Thus, we use an approximate center point defined by the median along each coordinate: USVs from a single recording were treated as independent and identically distributed draws from a recording-specific 376 USV distribution, and MMD was estimated using these latent means. In Figure 4e , these MMD values are represented 377 as a matrix with darker values representing more distinct repertoires. The order of rows was obtained by agglomerative 378 clustering. In Figure 4f , a t-distributed Stochastic Neighbor Embedding (t-SNE) was computed for each recording 379 session, with the distance between recording sessions taken to be the estimated MMD between them.
380
Unsupervised Clustering Metrics
381
We used three unsupervised clustering metrics to assess the quality of clustering for both zebra finch and mouse For each species (zebra finch and mouse) we partitioned the data for tenfold cross-validation (train on 9/10, test on 384 1/10 held out). For a null comparison, for each 10% subset of the data, we created a synthetic Gaussian noise dataset 385 matched for covariance and number of samples. These synthetic noise data sets were then used to produce the dotted 386 line in Figure 5d .
387
For each data split, we clustered using a Gaussian Mixture Model (GMM) with full covariance using Expectation
388
Maximization on the training set. We then evaluated each clustering metric on the test set. The number of clusters, k, 389 was set to 6 in Figure 5d , but qualitatively similar results were obtained when k was allowed to vary between 2 and 12 390 ( Figure S8) . Reported values in Figure 5d and Figure S8 are the differences in unsupervised metrics on real data and Figure S8 : Three unsupervised clustering metrics evaluated on the latent description of zebra finch song syllables ( Figure 5a ) and mouse USV syllables (Figure 5b ) as the number of components, k, varies from 2 to 12. Clustering metrics are reported relative to moment-matched Gaussian noise (see Methods) with a possible sign change so that higher scores indicate more clustering. Figure S9 : Absence of continuous interpolations between zebra finch song syllables. Each row displays two random zebra finch syllables of different syllable types at either end and an attempted smooth interpolation between the two. Interpolating spectrograms are those with the closest latent features along a linear interpolation in latent space. Note the discontinuous jump in each attempted interpolation. Compare with Figure 5e . Figure S10 : Removing noise from single mouse recordings (see Recordings). Above is a UMAP projection of all detected USV syllables. The false positives (red) cluster fairly well, so they were removed from further analysis. Figure S11 : VAE network architecture. The architecture outlined above was used for all training runs. The looping arrows at the right of the encoder and decoder denote repeated sequences of layer types, not recurrent connections. For training details see Methods. For implementation details, see: https://github.com/jackgoffinet/ autoencoded-vocal-analysis
