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Abstract
As a generalisation of the classical linear factor model, generalised latent factor
models are a useful tool for analysing multivariate data of different types, including
binary choices and counts. In this paper, we propose an information criterion to deter-
mine the number of factors in generalised latent factor models. The consistency of the
proposed information criterion is established under a high-dimensional setting where
both the sample size and the number of manifest variables grow to infinity and data
may have many missing values. To establish this consistency result, an error bound is
established for the parameter estimates that improves the existing results and may be
of independent theoretical interest. Simulation shows that the proposed criterion has
good finite sample performance. An application to Eysenck’s personality questionnaire
confirms the three-factor structure of this personality survey.
KEYWORDS: Generalised latent factor model; Joint maximum likelihood estimator;
High-dimensional data; Information criteria; Selection consistency
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1 Introduction
Factor analysis is a popular method in social and behavioral sciences, including psychol-
ogy, economics, and marketing (Bartholomew et al., 2011). It uses a relatively small num-
ber of factors to model the variation in a larger number of manifest variables. For ex-
ample, in psychological science, manifest variables may correspond to personality ques-
tionnaire items for which factors are often interpreted as personality traits. Multivariate
data in social and behavioral sciences often involve categorical or count variables, for which
the classical linear factor model may not be suitable. Generalised latent factor models
(Skrondal and Rabe-Hesketh, 2004; Chen et al., 2019b) provide a flexible framework for more
types of data by combining generalised linear models and factor analysis. Specifically, item
response theory models (Embretson and Reise, 2000; Reckase, 2009), which are widely used
in psychological measurement and educational testing, can be viewed as special cases of
generalised latent factor models.
Factor analysis is often used in an exploratory manner for generating scientific hypotheses,
known as exploratory factor analysis. In that case, the number of factors and the correspond-
ing loading structure are unknown and need to be learned from data. Quite a few methods
have been proposed for determining the number of factors in linear factor models, including
eigenvalue thresholding (Kaiser, 1960), subjective search for eigengap based on scree plot
(Cattell, 1966), information criteria (Bai and Ng, 2002), cross-validation (Owen and Wang,
2016), and parallel analysis (Horn, 1965; Buja and Eyuboglu, 1992; Dobriban and Owen,
2019). However, fewer methods are available for determining the number of factors in gener-
alised latent factor models and statistical theory remains to be developed, especially under
a high-dimensional setting when the sample size and the number of manifest variables are
large.
Traditionally, statistical inference of generalised latent factor models is usually carried out
based on a marginal likelihood function (Bock and Aitkin, 1981; Skrondal and Rabe-Hesketh,
2004), in which latent factors are treated as random variables and integrated out. However,
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for high-dimensional data involving large numbers of observations, manifest variables and
factors, marginal-likelihood-based inference tends to suffer from a high computational burden
and thus may not be always feasible. In that case, a joint likelihood function may be a good
alternative that treats factors as fixed model parameters (Chen et al., 2019a,b; Zhu et al.,
2016). Specifically, a joint maximum likelihood estimator is proposed in Chen et al.
(2019a,b) that is not only easy to compute, but also statistically optimal in the minimax
sense when both the sample size and the number of manifest variables grow to infinity. With
a diverging number of parameters in the joint likelihood function, the classical information
criteria, such as the Akaike information criterion (AIC; Akaike, 1974) and the Bayesian
information criterion (BIC; Schwarz, 1978), may no longer be suitable.
In this paper, we propose a joint-likelihood-based information criterion (JIC) for deter-
mining the number of factors in generalised latent factor models. The proposed criterion
is suitable for high-dimensional data with large numbers of observations and manifest vari-
ables, and can be used even when data contain many missing values. Under a very general
setting, we prove the consistency of the proposed JIC when both the numbers of samples and
manifest variables grow to infinity. Specifically, the missing entries are allowed to be non-
uniformly distributed in the data matrix and their proportion is allowed to grow to one (i.e.,
the proportion of observable entries decays to zero). An error bound for the joint maximum
likelihood estimator is established under a general missing data setting that improves upon
the ones given in Cai and Zhou (2013), Davenport et al. (2014), Chatterjee et al. (2015),
Bhaskar and Javanmard (2015), Ni and Gu (2016), and Chen et al. (2019b). Simulation
shows that the proposed JIC has good finite sample performance under different settings
and an application to the revised Eysenck’s personality questionnaire (Eysenck et al., 1985)
finds three factors which confirms the design of this personality survey.
3
2 Joint-likelihood-based Information Criterion
2.1 Generalised Latent Factor Models
We consider multivariate data involving N individuals and J manifest variables. Let yij be
a random variable denoting the ith individual’s value on the jth manifest variable. Factor
models assume that each individual is associated with K latent factors, denoted by a vector
Fi = (fi1, ..., fiK)
T . We assume that the distribution of yij given Fi follows an exponential
family distribution with natural parameter dj + A
T
j Fi, and possibly a scale (i.e. dispersion)
parameter φ, where dj and Aj = (aj1, ..., ajK)
T are manifest-variable-specific parameters.
Specifically, dj can be viewed as an intercept parameter, and ajk is known as a loading
parameter. More precisely, the probability density/mass function for yij takes the form
g(y|Aj, dj, Fi, φ) = exp
(
y(dj + A
T
j Fi)− b(dj + ATj Fi)
φ
+ c(y, φ)
)
, (1)
where b and c are pre-specified functions that depend on the exponential family distribution.
Given all the person- and manifest-variable-specific parameters, data yij, i = 1, ..., N , j =
1, ..., J , are assumed to be independent. In particular, linear factor models for continuous
data, logistic for binary data, and Poisson model for counts, are special cases of model (1).
We present the logistic and Poisson models as two examples, while pointing out that (1) also
includes linear factor models as a special case when the exponential family distribution is
chosen to be a Gaussian distribution.
Example 1. When data are binary, (1) leads to a logistic model. That is, by letting b(dj +
ATj Fi) = log(1+exp(dj+A
T
j Fi)), φ = 1, and c(y, φ) = 0, (1) implies that yij follows Bernoulli
distribution, with success probability exp(dj + A
T
j Fi)/(1 + exp(dj + A
T
j Fi)). This model is
known as the multi-dimensional two-parameter logistic model (Reckase, 2009) that is widely
used in educational testing and psychological measurement.
Example 2. For count data, (1) leads to a Poisson model by letting b(dj+A
T
j Fi) = exp(dj+
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ATj Fi), φ = 1, and c(y, φ) = − log(y!). Then yij follows a Poisson distribution with intensity
exp(dj+A
T
j Fi). This model is known as the Poisson factor model for count data (Wedel et al.,
2003).
We further take missing data into account, under an ignorable missingness assumption.
Let ωij be a binary random variable, indicating the missingness of yij. Specifically, ωij = 1
means that yij is observed and ωij = 0 if yij is missing. It is assumed that, given all the
person- and manifest-variable-specific parameters, the missing indicators ωij, i = 1, ..., N, j =
1, ..., J , are independent of each other, and are also independent of data yij. The same missing
data setting is adopted in Cai and Zhou (2013) for a 1-bit matrix completion problem and
Zhu et al. (2016) for collaborative filtering. For nonignorable missing data, one may need
to model the distribution of ωij given yij, Fi, Aj, and dj. See Little and Rubin (2019) for
more discussions on non-ignorable missingness. For the ease of explanation, in what follows,
we assume the dispersion parameter φ > 0 is known and does not change with N and J .
Our theoretical development below can be extended to the case when φ is unknown; see
Remark 4 below for a discussion.
2.2 Proposed Information Criterion
Under the above setting for generalised latent factor models, the log-likelihood function for
observed data takes the form
lK(F1, ..., FN , A1, d1, ..., AJ , dJ) =
∑
ωij=1
log g(yij|Aj , dj, Fi, φ).
Note that a subscript K is added to the likelihood function to emphasize the number of
factors in the current model.
For exploratory factor analysis, we consider the following constrained joint maximum
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likelihood estimator as proposed in Chen et al. (2019a,b)
(Fˆ1, ..., FˆN , Aˆ1, dˆ1, ..., AˆJ , dˆJ) ∈ argmax lK(F1, ..., FN , A1, d1, ..., AJ , dJ),
s.t. (‖Fi‖2 + 1) 12 ≤ C, i = 1, ..., N,
(d2j + ‖Aj‖2)
1
2 ≤ C, j = 1, ..., J,
(2)
where ‖ · ‖ denotes the standard Euclidian norm. Here C is a reasonably large constant to
ensure that a finite solution to (2) exists and satisfies certain regularity conditions.
As there is no further constraint imposed under the exploratory factor analysis setting,
the solution to (2) is not unique. This indeterminacy of the solution will not be an issue for
determining the number of factors, since the proposed JIC only depends on the log-likelihood
function value rather than specific parameter values. The computation of (2) can be done by
an alternating maximisation algorithm which has good convergence properties according to
numerical experiments (Chen et al., 2019a,b), even though (2) is a non-convex optimization
problem.
Let n be the number of observed data entries, i.e.,
n =
N∑
i=1
J∑
j=1
ωij.
The proposed JIC takes the form
JIC(K) = −2lK(Fˆ1, ..., FˆN , Aˆ1, dˆ1, ..., AˆJ , dˆJ) + v(n,N, J,K),
where Fˆi, Aˆj , and dˆj are given by (2), and v(n,N, J,K) is a penalty term depending on n,
N , J , and K that will be discussed below. We choose Kˆ that minimizes JIC(K).
As will be shown in Section 3, the consistency of Kˆ can be guaranteed under a wide
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range choice of v(n,N, J,K). In practice, we suggest to use
v(n,N, J,K) = K(N ∨ J) log(n/(N ∨ J)), (3)
where N∨J denotes the maximum of N and J . When there is no missing data, i.e., n = NJ ,
then (3) becomes v(n,N, J,K) = K(N ∨ J) log(N ∧ J), where N ∧ J denotes the minimum
of N and J . The advantage of this choice will be clarified in Section 3.
3 Theoretical Results
We start with the definition of several useful quantities. Let pij = Pr(ωij = 1) be the
sampling weight for yij and pmin = min1≤i≤N,1≤j≤J pij be their minimum. Also let n
∗ =∑N
i=1
∑J
j=1 pij, n
∗
i· =
∑J
j=1 pij, and n
∗
·j =
∑N
i=1 pij be the expected number of observa-
tions in the entire data matrix, each row and each column, respectively. Let pmax =
(J−1max1≤i≤N n
∗
i·) ∨ (N−1 max1≤j≤J n∗·j) be the maximum average sampling weights for dif-
ferent columns and rows. Let m∗ij = d
∗
j +(A
∗
j)
TF ∗i be the true natural parameter for yij, and
let M∗ = (m∗ij)1≤i≤N,1≤j≤J . We also denote Mˆ = (dˆj + Aˆ
T
j Fˆi)N×J to be the corresponding
estimator of M obtained from (2). To emphasize the dependence on the number of factors,
we use Mˆ (K) to denote the estimator when assuming K factors in the model. Let Kmax
denote the maximum number of factors considered in the model selection process and let K∗
be the true number of factors.
The following two assumptions are made throughout the paper.
Assumption 1. For all x ∈ [−2C2, 2C2], b(x) <∞.
Assumption 2. The true model parameters F ∗i , A
∗
j , and d
∗
j satisfy the constraint in (2).
That is, (‖F ∗i ‖2 + 1)
1
2 ≤ C and ((d∗j)2 + ‖A∗j‖2)
1
2 ≤ C, for all i and j.
In the rest of the section, we will first present error bounds for the joint maximum
likelihood estimator, and then present conditions on v(n,N, J,K) that guarantee consistent
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model selection.
Theorem 1. Assume n∗/(log n∗)2 ≥ (N ∧ J) log(N + J) and the true number of factors
satisfies 1 ≤ K∗ ≤ Kmax. Then, there is a finite constant κ depending on pmax/pmin, C,
φ, the function b and independent with Kmax, N , J and n
∗, such that with probability 1 −
(n∗)−1 − 2(N + J)−1,
max
K∗≤K≤Kmax
{
(NJ)−1/2
∥∥Mˆ (K) −M∗∥∥
F
}
≤ κ
{Kmax(N ∨ J)
n∗
}1/2
. (4)
In particular, if K∗ is known then we have (NJ)−1/2‖Mˆ (K∗) −M‖F ≤ κ
{
K∗(N∨J)
n∗
}1/2
.
We make a few remarks on the above theorem.
Remark 1. It is well-known that in exploratory factor analysis, the factors F1, · · · , FN
are not identifiable due to rotational indeterminacy, while mijs are identifiable. Thus, we
establish error bounds for estimating the matrix M rather than those of Fis and Ajs. If
additional design information is available and a confirmatory generalised latent factor model
is used, then the methods described in Section 2.2 and theoretical results in Theorem 1 may
be extended to establish error bounds for Fis following a similar strategy as in Chen et al.
(2019b).
Remark 2. The error bound (4) improves several recent results in low-rank matrix esti-
mation and completion. For example, when n∗ = o
(
(N ∧ J)2), it improves the error rate
O
({(N ∨ J)(n∗)−1 + NJ(n∗)−3/2}1/2) in Chen et al. (2019b) where fixed K∗ and uniform
sampling (i.e., pmax = pmin) are assumed. Other examples include Bhaskar and Javanmard
(2015) and Ni and Gu (2016) where the error rates are shown to be O({K∗(N ∨ J) log(N + J)(n∗)−1}1/2)
and O(K∗(N ∨ J)1/2(n∗)−1/2 + (N ∨ J)3(N ∧ J)1/2(K∗)3/2(n∗)(−2)}) assuming binary data.
The error estimate (4) is also smaller than the optimal rate {K∗(N ∨ J)(n∗)−1}1/4 for ap-
proximate low rank matrix completion (e.g., Cai and Zhou, 2013; Davenport et al., 2014;
Chatterjee et al., 2015), which is expected as the parameter space in these works (nuclear-
norm constrained matrices) is larger than that of our setting. Several technical tools are
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used to obtain the improved error estimate including a sharp bound on the spectral norm of
random matrices which extends a recent result in Bandeira et al. (2016) and an upper bound
of singular values of Hadamard products of low rank matrices based on a result established
in Horn (1995).
Note that the constant κ in Theorem 1 depends on pmax/pmin. Thus, it is most useful
when pmax/pmin is bounded by a finite constant that is independent of N and J . In this case,
the asymptotic error rate is similar between a uniform sampling and a weighted sampling.
In the case where the sampling scheme is far from a uniform sampling, the next theorem
provides a finite error bound.
Theorem 2. Let κ2C2 = sup|x|≤2C2 b
′′(x), δC2 =
1
2
inf |x|≤C2 b
′′(x), κ1,b,C,φ = 8δ
−1
C2 (φκ2C2)
1/2 +
16C2 and κ2,b,C,φ = (φ/C
2) ∨ (φκ2C2)1/2. Then, there exists a universal constant c such that
with probability at least 1− 2(N + J)−1 − (n∗)−1,
max
K∗≤K≤Kmax
∥∥Mˆ (K) −M∗∥∥
F
≤p−1minK1/2max{κ1,b,C,φ(max
i
n∗i·)
1/2 ∨ (max
j
n∗·j)
1/2 + c(κ2,b,C,φ logn
∗ + 2C2) log1/2(N + J)}
(5)
for all N ≥ 1, J ≥ 1, n∗ ≥ 6 and Kmax ≥ K∗ ≥ 1.
Remark 3. Theorem 2 provides a finite error bound for the joint maximum likelihood esti-
mator when the number of factors is known to be no greater than Kmax. It extends Theorem 1
in several aspects. First, the constants κ2C2, δC2, κ1,b,C,φ and κ2,bC,φ are made explicit in The-
orem 2. In addition, it allows the missing pattern to be far from uniform sampling. To see
this, consider the case where J = Nα, pmin = N
−β, and pmax/pmin ≤ Nγ with α ∈ (0, 1],
β ∈ [0, α), γ ∈ [0, β] and C is fixed. Roughly, a larger γ suggests a more imbalanced sam-
pling scheme. Then, Theorem 2 implies (NJ)−1/2‖Mˆ (K∗)−M∗‖F = Op(N (β+γ−α)/2(K∗)1/2).
Thus, if γ < α− β and K∗ = o(Nα−β−γ), the estimator Mˆ (K∗) is consistent in terms of the
scaled Frobenius norm (NJ)−1/2‖Mˆ (K∗) −M∗‖F .
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Let u(n, J,K) = v(n,N, J,K) − v(n,N, J,K − 1), and let σ1(M∗) ≥ σ2(M∗) ≥ · · · ≥
σK∗+1(M
∗) be the non-zero singular values of M∗. Note that due to the inclusion of the
intercept term dj, a non-degenerate M
∗ is of rank K∗ + 1. The next theorem provides
sufficient conditions on u(n,N, J,K) for consistent model selection.
Theorem 3. Consider the following asymptotic regime as N, J →∞,
C = O(1), p−1min = O(1), and K
∗ = O(1). (6)
If the function u satisfies
u(n,N, J,K) = o
(
σ2K∗+1(M
∗)
)
and N ∨ J = o(u(n,N, J,K)) uniformly in K as N, J →∞,
(7)
then, limN,J→∞ Pr(Kˆ = K
∗) = 1.
We elaborate on the asymptotic regime (6) and the conditions on u(n,N, J,K) in (7).
First, C = O(1) and K∗ = O(1) requires that C and the number of factors are bounded as
N and J grow. Second, p−1min = O(1) suggests that the missing pattern is similar to uniform
sampling with n∗ growing at the order of NJ . Third, u(n,N, J,K) = o(σ2K∗+1(M
∗)) requires
that u(n,N, J,K) is smaller than the gap between non-zero singular values and zero-singular
values ofM∗. Under this requirement, the probability of underselcting the number of factors
is small. Fourth, N ∨ J = o(u(n, J,K)) requires that u(n,N, J,K) grows in a faster speed
than N ∨ J . This requirement guarantees that with high probability, we do not overselect
the number of factors. Fifth, we point out that n is random when there are missing data,
and thus u(n,N, J,K) may also be random. In this theorem, we do not allow u(n,N, J,K)
to be random as implicitly required by condition (7). A general result allowing a random
u(n,N, J,K) is given in Theorem 4 below.
We now discuss concrete choices of the penalty term under the setting of Theorem 3.
From (7), informally speaking, u(n,N, J,K) needs to be larger than N ∨ J and smaller
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than σ2K∗+1(M
∗), where σ2K∗+1(M
∗) can be viewed as the signal level of the data and N ∨ J
measures the noise level. As our signal level σ2K∗+1(M
∗) is usually unknown in practice,
we suggest to choose u(n,N, J,K) to be close to the asymptotic lower bound N ∨ J , so
that it works for a wider range of signal levels. Specifically, consider the case when there
is no missing data, i.e., pmin = 1. Then a sensible choice would be u(n,N, J,K) = (N ∨
J) log(N ∧ J). This choice is implied by the penalty (3) when there is no missing data. We
provide the following corollary of Theorem 3 to establish conditions under which this choice
of u(n,N, J,K) leads to consistent model selection. In the presence of missing data, the
consistency of the suggested penalty (3) will be established in Corollary 2 as an implication
of Theorem 4.
Corollary 1. Assume that the asymptotic regime (6) holds. Consider v(n,N, J,K) =
K(N ∨ J)h(N, J) for some function h. If limN,J→∞ h(N, J) =∞ and limN,J→∞(h(N, J))−1(N∨
J)−1σ2K∗+1(M
∗) = ∞, then limN,J→∞Pr(Kˆ = K∗) = 1. Specifically, suppose that pmin = 1.
If (N ∨ J) log(N ∧ J) = o(σ2K∗+1(M∗)) and we choose v(n,N, J,K) = K(N ∨ J) log(N ∧ J),
then limN,J→∞ Pr(Kˆ = K
∗) = 1.
The next theorem is a generalisation of Theorem 3 that is established under a more
general asymptotic setting.
Theorem 4. Consider the following asymptotic regime as N, J →∞,
C = O(1) and (N ∧ J) log(N + J) = O(n∗/(logn∗)2). (8)
Also, assume p−2minpmaxK
∗(N ∨ J) = o(σ2K∗+1(M∗)). If there exists a (possibly random) se-
quence {ξN,J} such that ξN,J →∞ in probability as N, J →∞, and with probability converg-
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ing to one as N, J →∞, the following inequalities hold
u(n,N, J,K)


≤ ξ−1N,Jpminσ2K+1(M∗), if 1 ≤ K ≤ K∗,
≥ ξN,J(K∗ + 1)(pmax/pmin)(N ∨ J), if K = K∗ + 1,
≥ ξN,J(pmax/pmin)(N ∨ J), if K∗ + 2 ≤ K ≤ Kmax,
(9)
where Kmax ≥ K∗ denotes the largest number of factors considered in model selection, where
we allow Kmax =∞. Then, limN,J→∞Pr(Kˆ = K∗) = 1.
Theorem 4 relaxes the assumptions of Theorem 3 in several aspects. First, it is established
under a more general asymptotic regime by allowing K∗ to diverge and pmin to decay to
zero, as N and J grow. It also allows the missing pattern to be very different from uniform
sampling by allowing pmax/pmin to grow. Second, u(n,N, J,K) is allowed to be random as
long as (9) holds with high probability. In particular, the model selection consistency of the
suggested penalty (3) is established in Corollary 2 below, as an implication of Theorem 4.
Third, (9) provides a more specific requirement on u(n,N, J,K). The second and third lines
of (9) depend on the true number of factors K∗. In practice, we need to choose u(n,N, J,K)
in a way that does not depend on K∗. For example, we may choose u(n,N, J,K) = (K ∧
Kmax)(pmax/pmin)(N ∨ J)h(n,N, J) for some sequence h(n,N, J) that tends to infinity in
probability as N and J diverge, so that the second and third lines of (9) are satisfied.
Corollary 2. Assume the asymptotic regime (6) holds and N∨J = o(σ2K∗+1(M∗)). Consider
v(n,N, J,K) = K(N ∨ J)h(n,N, J). If h(n,N, J) → ∞ in probability as N, J → ∞ and
(h(n,N, J))−1(N∨J)−1σ2K∗+1(M∗)→∞ in probability as N, J →∞, then limN,J→∞Pr(Kˆ =
K∗) = 1. In particular, if we choose v(n,N, J,K) = K(N ∨ J) log(n/(N ∨ J)) as suggested
in (3) and assume (N ∨ J) log(N ∧ J) = o(σ2K∗+1(M∗)), then limN,J→∞ Pr(Kˆ = K∗) = 1.
Remark 4. In Theorems 3 and 4, the dispersion parameter φ is assumed known. When
φ is unknown, we may first fit the largest model with Kmax factors to obtain an estimate
φˆ, and then select the number of factors using JIC with φ replaced by φˆ. Similar model
12
selection consistency results would still hold. We note that the use of the plug-in estimator
for dispersion parameter is common in constructing information criteria for linear models
and linear factor models (see, e.g., Bai and Ng, 2002).
4 Numerical Experiments
4.1 Simulation
We use a simulation study to evaluate the proposed JIC, focusing on the suggested choice
v(n,N, J,K) = K(N ∨ J) log(n/(N∨J)). Twelve settings are considered as listed in Table 1,
given by different combinations of models, N , J , and missing data design. Specifically, we
generate data from the logistic and Poisson models given in Examples 1 and 2, respectively.
Two combinations of N and J are considered, (1) N = 1000 and J = 100, and (2) N = 2000
and J = 200. The true number of factors is set to K∗ = 5. Moreover, we consider three
settings for missing data, including (1) no missing data, (2) uniformly missing, with missing
probability pij = 0.5 for all i and j, and (3) non-uniformly missing, with missing probability
pij = exp(f
∗
i1)/(1 + exp(f
∗
i1))
that depends on the value of the first factor.
For each setting, 100 independent simulations are run, with the true factor values F ∗i
generated from a K∗-variate truncated normal distribution which truncates a K∗-variate
standard normal vector in a ball with center at the origin and radius 2
√
2. The true factor
values thus satisfy (‖F ∗i ‖2 + 1)
1
2 ≤ 3. The true parameter vectors (d∗j , (A∗j)T )T for manifest
variables are generated from a (K∗+1)-variate truncated normal distribution which truncates
a (K∗ + 1)-variate standard normal vector in a ball with center at the origin and radius 3.
Under the constraint for Fi, we have the bounds 0.06 ≤ pij ≤ 0.94 for the non-uniform
missing setting. For each dataset under each setting, we use the proposed JIC to select K
13
Setting Model N J Missing Correct Under-selection
1 No 100 0
2 1000 100 Uniform 98 2
3 Logistic Non-uniform 86 14
4 No 100 0
5 2000 200 Uniform 100 0
6 Non-uniform 100 0
7 No 100 0
8 1000 100 Uniform 100 0
9 Poisson Non-uniform 100 0
10 No 100 0
11 2000 200 Uniform 100 0
12 Non-uniform 100 0
Table 1: Twelve settings of simulation study and simulation results based on 100 independent
replications for each setting.
from the candidate set {4, 5, 6} and the constraint constant C in (2) is set to be 4.
Our results are given in Table 1, where for each setting we show the numbers of times
among the 100 independent replications that the number of factors is correctly selected and
under-selected. Note that over-selection is never observed in these simulations. For the
logistic model, we see that under-selection only happens to settings 2 and 3, where both N
and J are relatively small and there exist missing data. When N and J are relatively larger
or when there is no missing data, the proposed JIC always correctly selects the number of
factors. In addition, under-selection is more likely to happen under setting 3 where data are
non-uniformly missing. This result is consistent with Theorem 2, where the term 1/pmin in
the error bound (5) for Mˆ (K) suggests that model estimation tends to be more challenging
for smaller pmin. Inaccurate estimation further leads to inaccurate model selection. For
the Poisson model, the number of factors is always correctly specified under all six settings.
These results suggest that the proposed JIC performs well under most of our simulation
settings, especially for count data from a Poisson factor model.
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4.2 Application to Eysenck’s Personality Questionnaire
We apply the propose JIC to a dataset based on the revised Eysenck’s personality ques-
tionnaire (Eysenck et al., 1985), a personality inventory that has been widely used in clinics
and research. This questionnaire is designed to measure three personality traits, including
extraversion, neuroticism, and psychoticism. We refer the readers to Eysenck et al. (1985)
for the characteristics of these personality traits. We analyse all the items from the ques-
tionnaire, except for lie scale items that are used to to guard against various concerns about
response style. There are 79 items in total, each with “Yes” and “No” response options.
An example item is “Do you often need understanding friends to cheer you up?”. Among
the 79 items, 32, 23, and 24 items are designed to measure psychoticism, extraversion, and
neuroticism, respectively. The determination of the number of latent factors underlying this
personality questionnaire is important in personality psychology. Specifically, the number
of factors underlying the revised Eysenck’s personality questionnaire has been studied using
data from many countries (Barrett et al., 1998).
Here, we analyse the female UK normative sample data (Eysenck et al., 1985) for the
questionnaire, for which the sample size is 824 and there is no missing values. The dataset
has been analysed in Chen et al. (2019a) using the same model given in Example 1 above.
Using a cross-validation approach, Chen et al. (2019a) find three factors. We now explore
the dimensionality of the data using the proposed JIC. Specifically, we consider possible
choices of K = 1, 2, 3, 4, and 5. Following the previous discussion, the penalty term in the
JIC is set to K(N ∨ J) log(n/(N ∨ J)), where n = NJ , N = 824, and J = 79.
The results are given in Table 2. Specifically, the three-factor model achieves the min-
imum value of JIC among the five candidate choices of K, suggesting that three factors
should be chosen. This result is consistent with the design of the questionnaire, as well as
the cross-validation result in Chen et al. (2019a). On the other hand, it is also worth noting
that the JIC value of the two-factor model is quite close to that of the three-factor model,
suggesting that the signal in the third factor may not be very strong.
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K 1 2 3 4 5
Deviance 63263 57683 53883 51225 48812
Penalty 3600 7201 10801 14402 18002
JIC 66864 64884 64684 65627 66814
Table 2: JIC results for an application to the revised Eysenck’s personality ques-
tionnaire. The rows named “deviance”, “penalty”, and “JIC” show the values of
−2lK(Fˆ1, ..., FˆN , Aˆ1, dˆ1, ..., AˆJ , dˆJ), v(n,N, J,K), and JIC, respectively, for models with dif-
ferent values of K.
5 Further Discussion
As shown in Section 3, there is a wide range of penalties for guaranteeing the selection
consistency of JIC. Among these choices, v(n,N, J,K) = K(N ∨ J) log(n/(N ∨ J)) is close
to the lower bound. This penalty is suggested when the signal strength of factors is unknown,
for being able to detect weak factors. According to simulation study and real data analysis in
Section 4, this penalty choice performs well for both the logistic and Poisson factor models.
On the other hand, if one is only interested in detecting strong factors, then a larger penalty
may be chosen based on prior information about the signal strength of the factors.
When our model (1) takes the form of a Gaussian density and there is no missing data,
then the proposed JIC and its theory are consistent with the results of Bai and Ng (2002) for
high-dimensional linear factor models. In this sense, the current work substantially extends
the work of Bai and Ng (2002) by considering non-linear factor models and allowing a general
setting for missing values.
Although we focus on generalised latent factor models with an exponential-family link
function, the proposed JIC is applicable to other models, for example, a probit factor model
for binary data that replaces the logistic link by a probit link in Example 1. The consistency
results are likely to hold under similar conditions, for a wider range of models. This extension
is left for future investigation.
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A Proof of Theoretical Results
A.1 Proof of Theorem 1 and Theorem 2
We will present the proof of Theorem 2 first and then that of Theorem 1 because the former
is more general than the latter. The proof of Theorem 2 is based on the following two
lemmas, whose proof will be provided later in the supplementary material.
Let Gi = (1, F
T
i )
T and Bj = (dj, A
T
j )
T , then mij = G
T
i Bj . Define Mr = {M =
(mij)1≤i≤N,1≤j≤J : mij = G
T
i Bj : Gi, Bj ∈ Rr, ‖Gi‖ ≤ C, ‖Bj‖ ≤ C for all 1 ≤ i ≤ N, 1 ≤
j ≤ N}, then M∗ ∈ MK∗+1. Let r∗ = K∗ + 1 under Assumption 2. Also, let l(M,Y,Ω)
denote the log-likelihood function where Ω = (ωij)1≤i≤N,1≤j≤J .
Lemma 1. For all M ∈Mr,
φ{l(M,Y,Ω)− l(M∗, Y,Ω)}
≤(r + r∗)1/2{‖Z ◦ Ω‖2 + 2δC2C2‖Q‖2}‖M −M∗‖F − δC2pmin‖M −M∗‖2F
(10)
where Z = (zij)1≤i≤N,1≤j≤J , zij = yij−b′(m∗ij), and ‘◦’ denotes the matrix Hadamard product.
Lemma 2. There is a universal constant c > 0 such that
Pr
(
‖Ω− P‖2 ≥ 4(max
i
n∗i·)
1/2 ∨ (max
j
n∗·j)
1/2 + c log1/2(N + J)
)
≤ (N + J)−1. (11)
Lemma 3. Let V = (vij)1≤i≤N,1≤j≤J be a random matrix with independent and centered
entries. In addition, assume vijs are sub-exponential random variables with parameters ν, α >
0. That is, E(eλvij ) ≤ eλ2ν2/2 for all |λ| < 1/α. Then, there exists a universal constant c > 0
such that with probability at least 1− (N + J)−1 − (n∗)−1,
‖V ◦Ω‖2 ≤ 4max
ij
{E(z2ij)}1/2(max
i
n∗i·)
1/2 ∨ (max
j
n∗·j)
1/2 + c(α ∨ ν) log n∗ log1/2(N + J) (12)
for all N ≥ 1, J ≥ 1, and n∗ ≥ 6. In particular, under Assumptions 1 and 2, zij = yij −
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b′(m∗ij) is sub-exponential with parameters ν
2 = φκ2C2 = φ sup|x|≤2C2 b
′′(x) and α = φ/C2,
and there is a universal constant c > 0 such that with probability at least 1−(N+J)−1−(n∗)−1,
‖Z ◦Ω‖2 ≤ 4(φκ2C2)1/2(max
i
n∗i·)
1/2∨(max
j
n∗·j)
1/2+c{(φ/C2)∨(φκ2C2)1/2} logn∗ log1/2(N+J)
(13)
for all N ≥ 1, J ≥ 1, and n∗ ≥ 6.
Remark 5. The constant 4 in the first term of the right-hand side of (12) can be improved
to 2
√
2 + ǫ for any ǫ > 0 with the constant c replaced by an ǫ-dependent constant cǫ. The
logarithm term can be improved if Z is further assumed sub-Gaussian or bounded. We keep
the current form which is sharp enough for our problem.
Proof of Theorem 2. By the definition of Mˆ (K) and K ≥ K∗, we have φ{l(Mˆ (K), Y,Ω) −
l(M∗, Y,Ω)} ≥ 0. Apply Lemma 1 with M = Mˆ (K), r = K + 1 and combine it with
φ{l(Mˆ (K), Y,Ω)− l(M∗, Y,Ω)} ≥ 0. We obtain that for every K ≥ K∗,
‖Mˆ (K) −M∗‖F ≤ p−1min(K +K∗ + 2)1/2
{
δ−1C2‖Z ◦ Ω‖2 + 2C2‖Q‖2
}
. (14)
Thus,
max
K∗≤K≤Kmax
(‖Mˆ (K) −M∗‖F) ≤ 2p−1minK1/2max{δ−1C2‖Z ◦ Ω‖2 + 2C2‖Q‖2}, (15)
where we used the fact thatK+K∗+2 ≤ 2(Kmax+1) ≤ 4Kmax forKmax ≥ 1. Apply Lemma 2
and Lemma 3 to obtain an upper bound of the right-hand side of the above inequality and
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simplify it. We arrive at
max
K∗≤K≤Kmax
(‖Mˆ (K) −M∗‖F )
≤2p−1min(Kmax)1/2
[{4δ−1C2 (φκ2C2)1/2 + 8C2}(maxi n∗i·)1/2 ∨ (maxj n∗·j)1/2
+ c{(φ/C2) ∨ (φκ2C2)1/2 log n∗ + 2C2} log1/2(N + J)
]
=p−1min(Kmax)
1/2{κ1,b,C,φ(max
i
n∗i·)
1/2 ∨ (max
j
n∗·j)
1/2 + 2c(κ2,b,C,φ log n
∗ + 2C2) log1/2(N + J)}
(16)
where we recall that κ1,b,C,φ = 8δ
−1
C2 (φκ2C2)
1/2+16C2 and κ2,bC,φ = (φ/C
2)∨ (φκ2C2)1/2. This
completes our proof.
Proof of Theorem 1. Note that maxi n
∗
i· ≤ pmaxJ and maxj n∗·j ≤ pmaxN . Thus, (5) is sim-
plified to
max
K∗≤K≤Kmax
(‖Mˆ (K)−M∗‖F) ≤ κ(Kmax)1/2{p−1/2min (N∨J)1/2+p−1min log n∗ log1/2(N+J)} (17)
for some κ depending onC, b, φ and pmax/pmin. Because pmin = (pmin/pmax)pmax ≥ (pmin/pmax)n∗/(NJ),
the above inequality implies
max
K∗≤K≤Kmax
(‖Mˆ (K) −M∗‖F)
≤κ(Kmax)1/2{(n∗/(NJ))−1/2(N ∨ J)1/2 + (n∗/(NJ))−1 log(n∗) log1/2(N + J)}
(18)
with a possibly different κ that also depends on C, b, and φ. Multiplying both sides by
(NJ)−1/2 and simplifying it, we arrive at
max
K∗≤K≤Kmax
{
(NJ)−1/2‖Mˆ (K) −M∗‖F
}
≤κK1/2max
[{
(N ∨ J)/n∗}1/2 + {(NJ)1/2 log1/2(N + J)}(n∗)−1 logn∗]. (19)
Note that for n∗/(logn∗)2 ≥ (N ∧ J) log(N + J), {(N ∨ J)/n∗}1/2 ≥ {(NJ)1/2 log1/2(N +
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J)}(n∗)−1 log n∗, and the above inequality is simplified as
max
K∗≤K≤Kmax
{
(NJ)−1/2‖Mˆ (K) −M∗‖F
} ≤ 2κ{Kmax(N ∨ J)/n∗}1/2. (20)
This completes the proof.
A.2 Proof of Theorem 3, Theorem 4, and Corollary 2
The proofs of Theorem 3 and Theorem 4 are based on the following three supporting lemmas,
whose proofs are given in the supplementary material. We start by recalling u(n,N, J,K) =
v(n,N, J,K)− v(n,N, J,K − 1) and defining R = 4(pminδC2)−1
{‖Z ◦ Ω‖2 + 2δC2C2‖Q‖2}2.
Lemma 4. If u(·) satisfies
lim
N,J→∞
Pr
(
u(n,N, J,K∗ + 1) > 2φ−1(K∗ + 1)R
)
= 1 (21)
and
lim
N,J→∞
Pr
(
inf
K∗+2≤K≤Kmax
u(n,N, J,K) > 2φ−1R
)
= 1, (22)
then
lim
N,J→∞
Pr(Kˆ > K∗) = 0, (23)
for Kmax ≥ K∗ ≥ 1.
Lemma 5. If
lim
N,J→∞
Pr
(
4(δC2pmin)
−1K∗R ≤ σ2K∗+1(M∗)
)
= 1, (24)
and u(·) satisfies
lim
N,J→∞
Pr
(
u(n,N, J,K) < φ−1δC2pminσ
2
K+1(M
∗) for all 1 ≤ K ≤ K∗
)
= 1 (25)
then limN,J→∞ Pr(Kˆ < K
∗) = 0 for K∗ ≥ 1.
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Lemma 6. Under the asymptotic regime (8), R = Op(pmax/pmin(N ∨ J)).
In the rest of the section, we provide the proof of Theorem 4 first and then the proof of
Theorem 3 because the former is more general than the latter.
Proof of Theorem 4. In the proof, we will verify that conditions of Theorem 4 ensure condi-
tions in Lemma 4 and Lemma 5. We start with verifying conditions in Lemma 4. According
to the second line of (9),
lim
N,J→∞
Pr
(
u(n,N, J,K∗ + 1) > 2φ−1(K∗ + 1)R
)
≥ lim inf
N,J→∞
Pr
(
ξN,J(K
∗ + 1)(pmax/pmin)(N ∨ J) > 2φ−1(K∗ + 1)R
)
≥ lim inf
N,J→∞
Pr
(
ξN,J(pmax/pmin)(N ∨ J) > 2φ−1R
)
=1,
(26)
where the last line is obtained according to Lemma 6 and that ξN,J → ∞ in probability.
Similarly,
lim
N,J→∞
Pr
(
inf
K∗+2≤K≤Kmax
u(n,N, J,K) > 2φ−1R
)
≥ lim inf
N,J→∞
Pr
(
ξN,J(pmax/pmin)(N ∨ J) > 2φ−1R
)
=1.
(27)
Thus, conditions of Lemma 4 are verified and we obtain
lim
N,J→∞
Pr(Kˆ > K∗) = 0. (28)
Next, we verify conditions of Lemma 5. According to Lemma 6 and the assumption p−2minpmaxK
∗(N∨
J) = o(σ2K∗+1(M
∗)), we have
4(δC2pmin)
−1K∗R = Op
(
p−2minpmaxK
∗(N ∨ J)) = op(σ2K∗(M∗)). (29)
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Thus,
lim
N,J→∞
Pr
(
4(δC2pmin)
−1K∗R ≤ σ2K∗(M∗)
)
= 1. (30)
In addition, according to the first line of (9),
lim
N,J→∞
Pr
(
u(n,N, J,K) < φ−1δC2pminσ
2
K+1(M
∗) for 1 ≤ K ≤ K∗
)
≥ lim inf
N,J→∞
Pr
(
ξ−1N,Jpminσ
2
K∗+1(M
∗) < φ−1δC2pminσ
2
K+1(M
∗) for all K
≥ lim inf
N,J→∞
Pr
(
ξ−1N,J < φ
−1δC2
)
=1.
(31)
From (30) and (31), conditions of Lemma 5 are verified and thus
lim
N,J→∞
Pr(Kˆ < K∗) = 0. (32)
We complete the proof by combining (28) and (32).
Proof of Theorem 3. First note that the existence of u satisfying (7) implies N ∨ J =
o(σ2K∗+1(M
∗)), which further implies p−2minpmaxK
∗(N ∨ J) = o(σ2K∗+1(M∗)) under the asymp-
totic regime p−1min = O(1), K
∗ = O(1). Thus, the assumption about the singular value of M∗
in Theorem 4 is verified. Also, p−1min = O(1) implies that (N∧J) log(N+J) = o(n∗/(logn∗)2).
Thus, (8) is verified.
We proceed to verify that u satisfies (9) in Theorem 4. We note that p−1min = O(1),
K∗ = O(1) and u satisfies (7) implies that there exists ξN,J →∞ satisfying
u(n,N, J,K) ≤ ξ−1N,Jpminσ2K∗+1(M∗) for all K, (33)
u(n,N, J,K) ≥ ξN,J(pmax/pmin)(N ∨ J) for all K, (34)
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and
u(n,N, J,K∗ + 1) ≥ ξN,J(K∗ + 1)(pmax/pmin)(N ∨ J). (35)
Note that σ2K+1(M
∗) ≥ σ2K∗+1(M∗) for K ≤ K∗. Thus, (33) implies the first line of (9); (35)
implies the second line of (9); and (34) implies the last line of (9). This verifies (9) and
completes the proof.
Proof of Corollary 2. Under the asymptotic regime (6) and N ∨ J = o(σ2K∗+1(M∗)), (8) and
p−2minpmaxK
∗(N ∨ J) = o(σ2K∗+1(M∗)) are already verified in the proof of Theorem 3. We
proceed to verify (9).
From the conditions on h(n,N, J), there exists a sequence ξN,J (possibly depending on
h(n,N, J)) such that ξN,J →∞ in probability and
ξN,J < h(n,N, J)(pmin/pmax)(K
∗ + 1)−1 and ξN,J ≤ (h(n,N, J))−1(N ∨ J)−1pminσ2K∗+1(M∗).
(36)
Also, note that u(n,N, J,K) = v(n,N, J,K)− v(n,N, J,K − 1) = (N ∨ J)h(n,N, J). It is
not hard to verify (36) implies (9), and, thus Theorem 4 applies.
We proceed to the proof of the ‘in particular’ part. Note that by definition E(n) = n∗ and
V ar(n) =
∑
i
∑
j pij(1 − pij) ≤
∑
i
∑
j pij = n
∗, which implies limN,J→∞ Pr(n > 2n
∗ or n <
n∗/2) = 0 and further implies
lim
N,J→∞
Pr
(
n/(N ∨ J) ≥ 2n∗/(N ∨ J) or n/(N ∨ J) ≤ n∗/{2(N ∨ J)}) = 0.
Note that in this part, h(n,N, J) = log(n/(N ∨ J)). Also, log(n∗/{2(N ∨ J)}) → ∞.
Thus, h(n,N, J) → ∞ in probability. In addition, on the event n/(N ∨ J) ≤ 2n∗/(N ∨ J),
(h(n,N, J))−1(N ∨ J)−1σ2K∗+1(M∗) ≥ log
(
2n∗/(N ∨ J))(N ∨ J)−1σ2K∗+1(M∗). The right-
hand-side of this inequality tend to infinity under the assumptions of the Corollary. This
implies (h(n,N, J))−1(N ∨ J)−1σ2K∗+1(M∗)→∞ in probability.
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A.3 Proof of Supporting Lemmas
Proof of Lemma 1. By definition,
φ{l(M,Y,Ω)− l(M∗, Y,Ω)}
=
∑
ij
ωij
{
yijmij − b(mij)− yijm∗ij + b(m∗ij)
}
=
∑
i,j
(yij − b′(m∗ij))(mij −m∗ij)ωij −
∑
ij
{
b(mij)− b(m∗ij)− b′(m∗ij)(mij −m∗ij)
}
ωij.
(37)
In the rest of the proof, we derive upper bounds for each term on the right-hand-side of the
above display. For the first term
∑
i,j(yij − b′(m∗ij))(mij −m∗ij)ωij, we write it as
∑
i,j
(yij − b′(m∗ij))(mij −m∗ij)ωij = 〈Z ◦ Ω,M −M∗〉, (38)
where 〈A,B〉 = tr(ATB) denotes the matrix inner product. Recall the following inequality
in linear algebra: |〈A,B〉| ≤ ‖A‖2‖B‖∗ ≤
√
rank(B)‖A‖2‖B‖F for any two matrices A and
B. Applying this fact to the above display, we obtain
∣∣∑
i,j
(yij − b′(m∗ij))(mij −m∗ij)ωij
∣∣ ≤{rank(M −M∗)}1/2‖Z ◦ Ω‖2‖M −M∗‖F . (39)
Notice that rank(M −M∗) ≤ r + r∗ for M ∈Mr. Thus, the above inequality implies
∣∣∑
i,j
(yij − b′(m∗ij))(mij −m∗ij)ωij
∣∣ ≤(r + r∗)1/2‖Z ◦ Ω‖2‖M −M∗‖F . (40)
We proceed to the analysis of the second term
∑
ij
{
b(mij)−b(m∗ij)−b′(m∗ij)(mij−m∗ij)
}
ωij.
Note that for M ∈ Mr, |mij | ≤ ‖Bi‖‖Gj‖ ≤ C2. Similarly, |m∗ij | ≤ C2. Thus, for any
m˜ij = tm
∗
ij+(1−t)mij and t ∈ (0, 1), |m˜ij| ≤ C2. Recall the definition of δC2 = inf |x|≤C2 b′′(x).
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Then, 1
2
b′′(m˜ij) ≥ δC2. This implies
∑
ij
{
b(mij)− b(m∗ij)− b′(m∗ij)(mij −m∗ij)
}
ωij
=
∑
ij
1
2
b′′(m˜ij)(mij −m∗ij)2ωij
≥δC2
∑
ij
(mij −m∗ij)2ωij.
(41)
Note that
∑
ij
(mij −m∗ij)2ωij
=
∑
ij
(mij −m∗ij)2(ωij − pij) +
∑
ij
pij(mij −m∗ij)2
≥〈(M −M∗) ◦ (M −M∗), Q〉+ pmin‖M −M∗‖2F
≥− ‖(M −M∗) ◦ (M −M∗)‖∗‖Q‖2 + pmin‖M −M∗‖2F .
(42)
where we define Q = Ω−P and P = (pij)1≤i≤N,1≤j≤J . The next lemma is helpful for bounding
matrix norms involving Hadamard products, whose proof is given later this section.
Lemma 7. For M ∈Mr, ‖(M −M∗) ◦ (M −M∗)‖∗ ≤ 2C2(r + r∗)1/2‖M −M∗‖F .
Remark 6. The proof of Lemma 7 utilizes the property that mij = B
T
i Gj with ‖Bi‖, ‖Gj‖ ≤
C and combine it with a result in Horn (1995). This improves the estimate in Chen et al.
(2019b) where |mij| ≤ C2 is directly used to derive an upper bound 2C2(r+ r∗)‖M −M∗‖F .
Comparing with this bound, the above lemma provide a sharper bound in the order of r+ r∗.
Applying Lemma 7 to (42) and combine it with (41), we obtain
∑
ij
{
b(mij)− b(m∗ij)− b′(m∗ij)(mij −m∗ij)
}
ωij
≥δC2
{
pmin‖M −M∗‖2F − 2C2(r + r∗)1/2‖M −M∗‖F‖Q‖2
}
.
(43)
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We complete the proof by combining the above display with (37) and (40).
Proof of Lemma 7. Let B˜i = (B
T
i ,−(B∗i )T )T and G˜j = (GTj ,−(G∗j )T )T . Then, B˜i, G˜j ∈
R
r+r∗ , ‖B˜i‖, ‖G˜j‖ ≤
√
2C, and mij −m∗ij = B˜Ti G˜j for all i, j.
On the other hand, Theorem 2 in Horn (1995) states that, for any m × n matrices
A = (aij), B = (bij), if aij = g
T
j fi for vectors gj and fis. Then,
k∑
i=1
σi(A ◦B) ≤
k∑
i=1
‖f[i]‖‖g[i]‖σi(B) for k = 1, · · · , m ∧ n, (44)
where σi(·) denotes the ith largest singular value of a matrix, ‖f[1]‖ ≥ ‖f[2]‖ ≥ · · · ≥ ‖f[m]‖
and ‖g[1]‖ ≥ · · · ≥ ‖g[n]‖ denote the order statistics of {‖fi‖}mi=1 and {‖g‖j}nj=1. Now, we
let k = N ∧ J , A = M −M∗, B = A, fi = B˜i, gj = G˜j in the above result and note that
‖f[i]‖, ‖g[j]‖ ≤
√
2C in this case, we obtain
N∧J∑
i=1
σi((M −M∗) ◦ (M −M∗)) ≤
N∧J∑
i=1
2C2σi(M −M∗) = 2C2‖M −M∗‖∗. (45)
Noting the left-hand side of the above display equals ‖(M −M∗) ◦ (M −M∗)‖∗. Thus,
‖(M −M∗) ◦ (M −M∗)‖∗ ≤ 2C2‖M −M∗‖∗ ≤ 2C2(r + r∗)1/2‖M −M∗‖F . (46)
The proofs of Lemmas 2 and 3 are based on the next lemma that provides an upper tail
bound for the spectral norm of a large class of random matrices. Its proof mainly combines
standard symmetrization and truncation arguments with a recent result by Bandeira et al.
(2016) on the spectral norm of symmetric random matrices with independent, centered and
symmetric entries.
Lemma 8. Let X = (xij)1≤i≤N,1≤j≤J be an N × J matrix with E(xij) = 0 and E(x2ij) <∞.
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Then, there is a universal constant c > 0 such that for all t, λ ≥ 0
Pr
(
‖X‖2 ≥ 4(σ1 ∨ σ2) + t
)
≤ (N + J)e−t2/(cλ2) +
N∑
i=1
J∑
j=1
Pr
(|xij − x′ij | > λ), (47)
where we define σ1 = max1≤i≤N{
∑J
j=1E(x
2
ij)}1/2, σ2 = max1≤j≤J{
∑N
i=1E(x
2
ij)}1/2, and x′ij
is an independent copy of xij.
Proof of Lemma 8. Let X ′ = (x′ij) which is an independent copy of X and let X˜ = (x˜ij) =
X − X ′. Then, x˜ijs have symmetric distribution and are independent. Let Z = (zij) =
 0 X˜
X˜T 0

 . Z is a symmetric (N+J)×(N+J) randommatrix whose entries are independent
and symmetric random variables. Define a random matrix Z(λ) as the truncated Z,
Z(λ) = (zij(λ))1≤i≤N,1≤j≤J = (zijI(|zij | ≤ λ))1≤i≤N,1≤j≤J . (48)
Then, entries of Z(λ) are independent, symmetric random variables and are bounded by λ.
Apply Corollary 3.12 in Bandeira et al. (2016) to Z(λ), then there exists a universal constant
c > 0 such that
Pr
(
‖Z(λ)‖2 ≥ 23/2 max
1≤i≤(N+J)
[ N+J∑
j=1
E{z2ij(λ)}
]1/2
+ t
)
≤ (N + J)e−t2/(cλ2) (49)
Note that
max
1≤i≤(N+J)
[ N+J∑
j=1
E{z2ij(λ)}
]1/2 ≤ max
1≤i≤(N+J)
{ N+J∑
j=1
E(z2ij)
}1/2
=max
[
max
1≤i≤N
{
J∑
j=1
E(x˜2ij)}1/2, max
1≤j≤J
{
N∑
i=1
E(x˜2ij)}1/2
]
=
√
2(σ1 ∨ σ2).
(50)
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Thus,
Pr
(
‖Z(λ)‖2 ≥ 4(σ1 ∨ σ2) + t
)
≤ (N + J)e−t2/(cλ2). (51)
On the other hand,
Pr
(‖Z‖2 ≥ 4(σ1 ∨ σ2) + t) ≤ Pr (‖Z(λ)‖2 ≥ 4(σ1 ∨ σ2) + t)+ Pr ( max
1≤i,j≤N+J
|zij | > λ
)
.
(52)
The above two inequalities together imply
Pr
(‖Z‖2 ≥ 4(σ1 ∨ σ2) + t) ≤ (N + J)e−t2/(cλ2) + Pr( max
1≤i,j≤N+J
|zij | > λ). (53)
Note that ‖Z‖2 = ‖X˜‖2 and max1≤i,j≤N+J |zij | = max1≤i≤N,1≤j≤J |x˜ij|. From the above
inequality, we obtain
Pr
(‖X˜‖2 ≥ 4(σ1 ∨ σ2) + t) ≤ (N + J)e−t2/(cλ2) + Pr( max
1≤i≤N,1≤j≤J
|x˜ij | > λ). (54)
With a union bound, we further get
Pr(‖X˜‖2 ≥ 4(σ1 ∨ σ2) + t) ≤ (N + J)e−t2/(cλ2) +
∑
1≤i≤N,1≤j≤J
Pr(|x˜ij | > λ). (55)
Recall X˜ = X −X ′ and the function I(‖X −X ′‖2 ≥ 4(σ1 ∨ σ2) + t) is convex in X ′. Thus,
by Jensen’s inequality,
Pr(‖X‖2 ≥ 4(σ1∨σ2)+t) ≤ Pr(‖X−X ′‖2 ≥ 4(σ1∨σ2)+t) = Pr(‖X˜‖2 ≥ 4(σ1∨σ2)+t). (56)
This, together with (55) completes the proof.
Proof of Lemma 2. Let ω′ij be an independent copy of ωij, then |ω′ij − pij − (ωij − pij)| ≤
1. In addition, E(ωij − pij)2 = pij(1 − pij) ≤ pij. Thus, maxi{
∑
j E(ωij − pij)2}1/2 ≤
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maxi(
∑
j pij)
1/2 = (maxi n
∗
i·)
1/2 and maxj{
∑
iE(ωij − pij)2}1/2 ≤ (maxj n∗·j)1/2.
Choose λ = 1 and apply Lemma 8 to Ω− P , we obtain that for all t ≥ 0,
Pr
(‖Ω− P‖2 ≥ 4(max
i
n∗i· ∨max
j
n∗·j)
1/2 + t
) ≤ (N + J)e−t2/c. (57)
Let t = (2c log(N + J))1/2 in the above inequality, we obtain
Pr
(‖Ω− P‖2 ≥ 4(max
i
n∗i· ∨max
j
n∗·j)
1/2 + (2c log(N + J))1/2
) ≤ (N + J)−1. (58)
We complete the proof by noting that (2c)1/2 is still a universal constant.
Proof of Lemma 3. Apply Lemma 8 to V ◦ Ω, we obtain that for all t, λ ≥ 0,
Pr
(‖V ◦ Ω‖2 ≥ 4(σ1 ∨ σ2) + t) ≤ (N + J)e−t2/(cλ2) +∑
ij
Pr(|vijωij − v′ijω′ij| ≥ λ), (59)
where (v′ij , ω
′
ij) is an independent copy of (vij , ωij), σ1 = maxi{
∑
j E(v
2
ijω
2
ij)}1/2 and σ2 =
maxj{
∑
iE(v
2
ijω
2
ij)}1/2. We proceed to a detailed analysis of σ1, σ2 and the probability
Pr(|vijωij − v′ijω′ij | ≥ λ). First, a direct calculation gives
σ1 = max
i
{∑
j
pijE(v
2
ij)
}1/2 ≤ (max
i
n∗i·)
1/2max
ij
{E(v2ij)}1/2. (60)
Similarly, σ2 ≤ (maxj n∗·j)1/2maxij{E(v2ij)}1/2. Now we find an upper bound of Pr(|vijωij −
v′ijω
′
ij| ≥ λ). Note that
Pr(|vijωij − v′ijω′ij | ≥ λ)
=p2ij Pr(|vij − v′ij | ≥ λ) + 2pij(1− pij) Pr(|vij | ≥ λ)
≤3pij Pr(|vij − v′ij| ≥ λ) ∨ Pr(|vij| ≥ λ).
(61)
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For Pr(|vij| ≥ λ), we use a tail bound for sub-exponential variables
Pr(|vij| ≥ λ) ≤ 2e−λ2/(2ν2) ∨ e−λ/(2α). (62)
Similarly, noting that vij − v′ij is also sub-exponential with parameters 2ν2, α, we have
Pr(|vij − v′ij | ≥ λ) ≤ 2e−λ
2/(4ν2) ∨ e−λ/(2α). (63)
Combining the above two inequalities with (61), we have
Pr(|vijωij − v′ijω′ij| ≥ λ) ≤ 6pije−λ
2/(4ν2) ∨ e−λ/(2α). (64)
Combining the above inequality with (59), we arrive at
Pr
(‖V ◦ Ω‖2 ≥ 4max
ij
{E(v2ij)}1/2(max
i
n∗i·)
1/2 ∨ (max
j
n∗·j)
1/2 + t
)
≤(N + J)e−t2/(cλ2) + 6e−λ2/(4ν2) ∨ e−λ/(2α)n∗.
(65)
Let λ = 4(α ∨ ν) logn∗. It is not hard to verify that 6e−λ2/(4ν2) ∨ e−λ/(2α)n∗ ≤ (n∗)−1 for
n∗ ≥ 6. Let t = λ{2c log(N+J)}1/2, we obtain (N+J)e−t2/(cλ2) ≤ (N+J)−1. Combining the
above inequalities with (65), we obtain that with probability at least 1− (N +J)−1− (n∗)−1,
‖V ◦ Ω‖2
≤4max
ij
{E(v2ij)}1/2(max
i
n∗i·)
1/2 ∨ (max
j
n∗·j)
1/2 + 4
√
2c1/2(α ∨ ν) log n∗ log1/2(N + J).
(66)
This completes the proof of inequality (12) (note that 4
√
2c1/2 is also a universal constant).
We proceed to prove the ‘in particular’ part of the lemma. For each zij = yij − b′(m∗ij), its
second moment is E(z2ij) = φb
′′(m∗ij) ≤ φκ2C2 . In addition, its moment generating function
is E(eλzij ) = exp[φ−1{b(m∗ij + λφ)− b(m∗ij)} − λb′(m∗ij)] = exp{φb′′(m∗ij + λ˜φ)λ2/2} for some
|λ˜| ≤ |λ|. Since |m∗ij | ≤ C2 by assumption, we can see that for |λ| ≤ C2/φ, |m∗ij + λ˜φ| ≤ 2C2
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and thus E(eλzij ) ≤ exp{κ2C2φλ2/2} for all |λ| ≤ C2/φ. This implies that zij is sub-
exponential with the parameters ν2 = φκ2C2 and α = φ/C
2. We complete the proof by
applying (12) with the above parameters for Z.
Proof of Lemma 4. For each K∗ + 1 ≤ K ≤ Kmax, we first derive an upper bound for
φ{l(Mˆ (K), Y,Ω)− l(Mˆ (K∗), Y,Ω)}− (v(n,N, J,K)− v(n,N, J,K∗)). According to Lemma 1,
φ{l(Mˆ (K), Y,Ω)− l(M∗, Y,Ω)}
≤(K +K∗ + 2)1/2(‖Z ◦ Ω‖2 + 2δC2C2‖Q‖2)‖Mˆ (K) −M∗‖F
≤2K1/2(‖Z ◦ Ω‖2 + 2δC2C2‖Q‖2)‖Mˆ (K) −M∗‖F .
(67)
Combining this with (14) gives
φ{l(Mˆ (K), Y,Ω)− l(M∗, Y,Ω)} ≤ 4p−1minK
{‖Z ◦ Ω‖2 + 2δC2C2‖Q‖2}2 = KR. (68)
Thus, the penalized log-likelihood satisfies
max
K∗+1≤K≤Kmax
[
− 2l(Mˆ (K), Y,Ω) + v(n,N, J,K)− {−2l(M∗, Y,Ω) + v(n,N, J,K∗)}
]
≥ max
K∗+1≤K≤Kmax
[
− 2φ−1KR +
K∑
l=K∗+1
u(n,N, J,K)
]
(69)
It is easy to see that, if the events u(n,N, J,K∗ + 1) > 2φ−1(K∗ + 1)R and u(n,N, J, l) >
2φ−1R happen at the same time for all K∗ + 2 ≤ l ≤ Kmax, then the right-hand side of the
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above inequality is strictly greater than zero. Thus,
Pr
(
Kˆ ≤ K∗
)
≥Pr
(
max
K∗+1≤K≤Kmax
[
− 2l(Mˆ (K), Y,Ω) + v(n,N, J,K)− {−2l(M∗, Y,Ω) + v(n,N, J,K∗)}
]
> 0
)
≥Pr
(
u(n,N, J,K∗ + 1) > 2φ−1(K∗ + 1)R, and inf
K∗+2≤l≤Kmax
u(n,N, J,K) > 2φ−1R
)
.
(70)
We complete the proof by noting the right-hand side of the above inequality tend to one
under the assumptions of the lemma.
The proof of Lemma 5 requires the next lemma.
Lemma 9. If 4(δC2pmin)
−1K∗R ≤ σ2K∗+1(M∗), then
φ{l(Mˆ (K), Y,Ω)− l(Mˆ (K∗), Y,Ω)} ≤ −1
2
δC2pmin
{ K∗+1∑
l=K+2
σ2l (M
∗)
}
(71)
for 0 ≤ K ≤ K∗ − 1.
Proof of Lemma 9. First, according to Lemma 1, Mˆ (K) ∈MK+1 and K + 1 ≤ K∗, we have
φ{l(Mˆ (K), Y,Ω)− l(M∗, Y,Ω)}
≤(K +K∗ + 2)1/2{‖Z ◦ Ω‖2 + 2δC2C2‖Q‖2}‖Mˆ (K) −M∗‖F − δC2pmin‖Mˆ (K) −M∗‖2F
≤ sup
M∈MK+1
[
2(K∗)1/2
{‖Z ◦ Ω‖2 + 2δC2C2‖Q‖2}‖M −M∗‖F − δC2pmin‖M −M∗‖2F].
(72)
Note that the expression inside ‘sup’ is a quadratic function in ‖M−M∗‖F . Let d(M∗,MK+1) =
infM∈MK+1 ‖M−M∗‖F . From properties of a quadratic function, if d(M∗,MK+1) ≥ 2(δC2pmin)−1·
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2(K∗)1/2
{‖Z ◦ Ω‖2 + 2δC2C2‖Q‖2}
φ{l(Mˆ (K), Y,Ω)− l(M∗, Y,Ω)}
≤(2K∗)1/2{‖Z ◦ Ω‖2 + 2δC2C2‖Q‖2}d(M∗,K+1 )− δC2pmind2(M∗,K+1 )
≤− 1
2
δC2pmind
2(M∗,MK+1).
(73)
Note that φ{l(Mˆ (K∗), Y,Ω) − l(M∗, Y,Ω)} ≥ 0. Thus, the above inequality implies that on
the event d(M∗,MK) ≥ 4(δC2pmin)−1(K∗)1/2
{‖Z ◦ Ω‖2 + 2δC2C2‖Q‖2},
φ{l(Mˆ (K), Y,Ω)− l(Mˆ (K∗), Y,Ω)} ≤ −1
2
δC2pmind
2(M∗,MK). (74)
Now we proceed to a lower bound for d(M∗,MK+1). Recall the well-known fact that
inf
M has a rank K+1
‖M∗−M‖2F =
∑K∗+1
l=K+2 σ
2
l (M
∗) where σ1(M
∗) ≥ · · · ≥ σK∗+1(M∗) denotes the
non-zero singular values of M∗. Thus, d(M∗,MK+1) ≥ {
∑K∗+1
l=K+2 σ
2
l (M
∗)}1/2 ≥ σK∗+1(M∗).
Combine this with (74), we have
φ{l(Mˆ (K), Y,Ω)− l(Mˆ (K∗), Y,Ω)} ≤ −1
2
δC2pmin
{ K∗+1∑
l=K+2
σ2l (M
∗)
}
, (75)
if 4(δC2pmin)
−1(K∗)1/2
{‖Z◦Ω‖2+2δC2C2‖Q‖2} ≤ σK∗+1(M∗) and K ≤ K∗−1. We complete
the proof by noting that 4(δC2pmin)
−1(K∗)1/2
{‖Z ◦ Ω‖2 + 2δC2C2‖Q‖2} ≤ σK∗+1(M∗) is
equivalent to 4(δC2pmin)
−1K∗R ≤ σ2K∗+1(M∗).
Proof of Lemma 5. According to Lemma 9, for each 0 ≤ K ≤ K∗ − 1,
− 2l(Mˆ (K), Y,Ω) + v(n,N, J,K)− {− 2l(Mˆ (K∗), Y,Ω) + v(n,N, J,K∗)}
≥φ−1δC2pmin
{ K∗+1∑
l=K+2
σ2l (M
∗)
}
−
K∗∑
l=K+1
u(n,N, J, l),
(76)
if 4(δC2pmin)
−1K∗R ≤ σ2K∗(M∗). Clearly, right-hand-side of the above inequality is strictly
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greater than zero if u(n,N, J, l) < φ−1δC2pminσ
2
l+1(M
∗) for all 1 ≤ l ≤ K∗. Thus,
Pr
(
Kˆ ≥ K∗)
≥Pr
(
max
1≤K≤K∗
[− 2l(Mˆ (K), Y,Ω) + v(n,N, J,K)− {− 2l(Mˆ (K∗), Y,Ω) + v(n,N, J,K∗)}] > 0)
≥Pr (4(δC2pmin)−1K∗R ≤ σ2K∗+1(M∗) and u(n,N, J,K) < φ−1δC2pminσ2K+1(M∗) for all 1 ≤ K ≤ K∗)
(77)
The right-hand-side of the above inequality tend to one under the assumptions of the Lemma.
This completes the proof.
Proof of Lemma 6. According to Lemma 3, there is a universal constant c such that with
probability least 1− (N + J)−1 − (n∗)−1,
‖Z◦Ω‖2 ≤ 4(φκ2C2)1/2(max
i
n∗i·)
1/2∨(max
j
n∗·j)
1/2+c{(φ/C2)∨(φκ2C2)1/2} logn∗ log1/2(N+J).
(78)
Under the asymptotic regime (8), we have 4(φκ2C2)
1/2 = O(1), maxi n
∗
i· = O(pmaxJ),
maxj n
∗
·j = O(pmaxN), c{(φ/C2) ∨ (φκ2C2)1/2} = O(1), and logn∗ log1/2(N + J) = O
(
(N ∧
J)−1/2(n∗)1/2
)
= O
({pmax(N ∨ J)}1/2). Thus, the right-hand-side of (78) is of the order
O({pmax(N ∨ J)}1/2) and
‖Z ◦ Ω‖2 = Op({pmax(N ∨ J)}1/2) (79)
as N, J →∞. Similarly, according to Lemma 2,
‖Q‖2 ≤ 4(max
i
n∗i·)
1/2 ∨ (max
j
n∗·j)
1/2 + c log1/2(N + J) (80)
with probability at least 1 − (N + J)−1. Under the the asymptotic regime (8), the right-
34
hand-side of the above inequality is of the order O({pmax(N ∨ J)}1/2), and thus
‖Q‖2 = Op({pmax(N ∨ J)}1/2). (81)
We complete the proof by combining (79), (81), and the definition of R.
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