We demonstrate Babinet's principle by the absorption of high intensity light from dense clouds of ultracold atoms. Images of the diffracted light are directly related to the spatial distribution of atoms. The advantages of employing Babinet's principle as an imaging technique are that it is easy to implement and the detected signal is large. We discuss the regimes of applicability of this technique as well as its limitations.
Babinet's principle derives from linear superposition applied to diffraction. It says that the light field diffracted from an aperture plus the field that would be diffracted from the aperture's complement must sum to the incident light field [1] . A well-known and experimentally verified restatement of Babinet's principle says that the diffraction pattern from an opaque object is the same as that from a hole of the same shape, except for the forward beam intensity [2] . In this Letter, we demonstrate Babinet's principle using a sample of ultracold atoms as semi-opaque objects. Light energy proportional to the integrated atom density is spontaneously scattered from the probe, which causes a dip in the electric field amplitude of the probe beam. When the undiffracted part of the probe beam is blocked, the image formed by the remaining light is the same as it would be if the electric field at the position of the atoms had the shape of the dip. Our technique amounts to imaging the diffraction pattern produced by an "obstacle." The converse, or imaging the diffraction pattern of a bright "aperture," is high intensity fluorescent imaging [3] . Along with the physical interest of applying this centuries old idea in this modern context, it has some unique features as an imaging technique.
Imaging is the dominant way to gain information about a sample of ultracold atoms. Images of atom clouds may be taken either in-situ or after ballistic expansion. They can be used to access a wide variety of information about an evolving cloud of ultracold atoms, including position and momentum distributions [4] [5] [6] [7] , coherence properties [8, 9] , and quasimomentum distributions [10] . Techniques for imaging ultracold atom clouds can be placed into three broad categories: fluorescent, absorptive, and dispersive. For imaging low density clouds, on-resonance fluorescence or absorption with low probe intensities are often employed. These techniques are not easy to use for dense atomic clouds, since probe beam absorption makes atoms see a nonuniform probe intensity along the direction of the beam. Low intensity absorption imaging of small clouds further suffers from distortion of the image due to "lensing" caused by the atoms' index of refraction and the cloud's small radius of curvature.
Atomic clouds with optical thickness much larger than one, such as in-situ Bose-Einstein condensates (BECs) or degenerate Fermi gases, are often imaged using dispersive techniques [11] [12] [13] . These techniques rely on the interference of phase shifted probe light with unshifted light. Because the probe is highly detuned from resonance, these techniques do not suffer significantly from image distortion due to lensing or from probe saturation. Dispersive imaging is often the most attractive technique for imaging dense clouds, although it does require a highly detuned (hundreds of atomic linewidths) probe beam and involves non-trivial image processing. Resonant fluorescence from a high intensity probe beam can also be used to image dense clouds [3] . While fluorescent imaging is robust and requires no signal processing, it suffers from smaller signal than other imaging techniques. This is because in fluorescent imaging, one collects a fraction of all scattered light, while in other techniques one collects the entire available signal which is imprinted on the probe beam. The Babinet's principle technique we describe here uses absorption of a high-intensity resonant probe to image dense clouds. We have used it to study the selftrapping dynamics of quasi-1D gases in a 2D optical lattice [14] . Its features are that it is simple to implement, has high signal to noise, and requires minimal image processing compared to dispersive imaging. However, it requires a very high intensity probe and involves a reduction of the resolution by a factor √ 2 and a small amount of density-dependent distortion at very high densities (although the distortion is smaller than for low-intensity absorption imaging).
In our experiment, a resonant probe beam of intensity I o and 1/e 2 waist 1.3 mm impinges on a 87 Rb BEC and continues through the imaging system shown schematically in Fig. 1 . When I o − OT × I s ≫ 1, where I s is the saturation intensity and OT is the optical thickness, all the atoms spontaneously emit at the maximum rate, and the probe intensity is decreased by an amount proportional to the integrated atom density along a line. Be-cause the light intensity is so far above saturation, the ground and excited state populations are nearly equal, which should suppress non-linear effects [15] . We block the undiffracted part of the probe using a 400 µm diameter "dark spot" in the focal plane, and collect the diffracted light with a one-to-one imaging system. We note that our Babinet's principle technique is different from previously reported high intensity absorption imaging in which the "standard" absorption imaging geometry was used with probe beams about 40 times less intense than the ones used here [16] . Since the probe beam had to be filtered before the camera to prevent saturation, the per atom signal was reduced as the OT went up. It is unchanged in the Babinet's principle technique. We now derive the light intensity at the output of our imaging system as a function of the 2D integrated atomic density. We denote the electric field of the incident probe beam as E o , the decrease in electric field due to spontaneous emission as E dip , and the field transmitted through the atoms as E prop . By the superposition principle,
By conservation of energy,
where I scat is the part of the incident intensity that is spontaneously scattered out of the probe beam, and I prop is the intensity of the probe beam immediately after passing through the atoms. Note that only in the limit of a completely black absorber, where
It is easy to show that
where I s is the saturation intensity, σ o is the resonant scattering cross section, and n 2D (x, y) is the 3D density distribution integrated along the line of sight. Using I = cǫo 2 | E| 2 in free space, we can combine Eqs. 1 and 2 to obtain
Since
cǫo I scat and we may expand the square root to first order to obtain
Because of the dark spot, only − E dip propagates through the entire imaging system. We detect a bright image on the CCD due to the dip in the probe electric field caused by light being scattered out of the probe beam. This is the essence of Babinet's principle, that a dip in the electric field of a beam gives the same diffraction pattern as an electric field with the shape of the dip. Specifically, the intensity detected on the CCD is
For the probe to not get depleted, I o must be at least several times bigger than I scat for every path through the atoms. The largest obtainable I sig ≈ I scat /4, which for our 0.1 numerical aperture imaging lens is 177 times larger than the peak signal from collecting fluorescence. For a given choice of I o , I sig is proportional to n 2 2D (x, y). Since n 2 2D (x, y) features are narrower than n 2D (x, y) features, the effective resolution of the imaging system is reduced by about a factor of √ 2. From Eq. 6, it is clear that a quantitative measurement of the total atom number requires a quantitative measurement of I o .
The linearly polarized probe beam is tuned to resonance with the 87 Rb D2 transition, |F = 2, m F → |F ′ = 3, m F with I o up to 600 times I s . To avoid loss to the |F = 1, m F state via off-resonant scattering from |F ′ = 2, m F we repump on the |F = 1, m F → |F ′ = 2, m ′ F transition using a 10% sideband. The atoms therefore spend little time in the |F = 1, m F state. Also, any light scattered out of the repumping part of the beam has the same effect on the transmitted field as light scattered on the primary transition. Figure 2a shows the spatial integral of the detected intensity distribution, S, for an in-situ BEC image. In the limit of small probe power, the signal intensity increases with power as the probe beam intensity exceeds saturation everywhere and more atoms scatter photons. In the opposite limit, Eq. 6 is valid and the signal intensity decreases with probe power. In between, there is a maximum. Figure 2b shows the measured root-meansquare (RMS) widths. In the large intensity limit, where each atom's absorption is totally saturated, the measured RMS width is independent of the probe beam intensity.
To quantitatively understand the behavior of these data, we have performed a numerical simulation of our system. Using the exact expression for the atomic susceptibility, χ, we first determine the change in amplitude and phase of a resonant optical field after it passes through an atomic cloud. We then simulate the propagation of that field through our imaging system by numerically solving the Fresnel diffraction integrals. The calculation incorporates an average over the measured time dependence of our 3 µs probe pulse, which rises and falls in 210 ns. Accounting for the known time dependence has up to a 55 % effect on S at large probe intensity (bringing the curve closer to the data), but a negligible effect on the predicted widths. The inputs to the calculation are the atom number, N = 2.7 × 10 5 determined from low-intensity absorption imaging after the cloud is allowed to expand, as well as the in-situ size of the BEC, inferred from the data in Fig. 2b and the known imaging system resolution of 1.7 µm. Because the measured atomic distributions are well fit by gaussians, the calculation uses a gaussian input cloud, with RMS widths of 6.51 µm in the horizontal direction and 6.13 µm in the vertical direction. The results of our simulation are insensitive to the distribution of atoms among Zeeman sublevels. This is because in the limit of high probe intensity, a reduction in the Clebsch-Gordan coefficient for the transition will lead to a larger saturation intensity, but a smaller optical thickness for the cloud, and these two effects approximately cancel.
We find good agreement between the theory and experiment for the horizontal RMS width. Note that, for this comparison, we are not accounting for the small effect of density-dependent probe beam distortion (see below). The relative minimum in the theoretical curve results from the transition from a saturated distribution to a gaussian as the probe intensity is increased and the beam remains well above saturation everywhere, a shape transition not seen in the experiment. The theoretical curve of S vs probe intensity has the same qualitative behavior as the data. In the limit of large intensity the simulation drops as approximately I −1 o in accord with Eq. 6. The data, however, reaches a smaller peak value, decreases more slowly, and does not fall below about 1/3 of its peak value. Collection of spontaneously emitted light does not account for this discrepancy. That the theory describes the data as well as it does with no free parameters, leaves little doubt that the essential physics here is that of Babinet's principle. Figure 2 suggests the appropriate strategy for implementation of this imaging technique. One should take images of the atom cloud as a function of probe intensity, and then choose an intensity large enough that the size of the image is independent of intensity, but small enough to give favorable signal to noise. The probe intensity that gives the peak signal decreases as the density of the atomic cloud becomes smaller and the sample becomes less optically thick. Our method is valid in the limit of a small dark spot, which only filters the low spatial frequencies comprising E o , not the higher spatial frequencies comprising E dip . The dark spot should be large enough to completely block the propagation of the field E o in the Fourier plane, but small compared to the spatial extent of the field E dip . For our 400 µm diameter dark spot, our calculations show distortions of the image for a cloud of RMS width greater than ∼ 30 µm. In practice, however, we can faithfully image clouds of RMS width of up to 180 µm [17] . This is likely caused by imperfect imaging system alignment. The location of the dark spot is chosen so that it coincides with the position of the probe beam in the Fourier plane. If either the object or the probe beam are not exactly on the optical axis, E dip focuses to a different position in the Fourier plane than the dark spot. Thus, for larger objects, which diffract less and make E dip smaller in the Fourier plane, the dark spot blocks only a fraction of any given low angle component of E dip .
Because atoms in the excited state have the opposite dispersion of atoms in the ground state, and the atoms spend half their time in each, lensing of the probe beam is a much smaller issue than with weak nearly resonant probes. Still, we have measured a density-dependent effect by imaging an atomic cloud loaded into a twodimensional, blue-detuned optical lattice. If the cloud is released in a lattice deep enough that tunneling is negligible, it expands along the untrapped direction, while its width remains fixed along the two lattice directions. The 3D density, and hence the unwanted effect of lensing, drops as a function of evolution time in the 2D lattice, while the true transverse width remains fixed. The measured transverse width varies by about 10% (from 5.8 µm to 5.3 µm) when a cloud of initial density 1.5 × 10 14 cm −3 (peak OT = 362) drops to a final density of 3.7 × 10 12 cm −3 (peak OT = 9). In conclusion, we have demonstrated Babinet's principle using a high intensity probe beam passing through a cloud of ultracold atoms. The technique can be used to image dense atomic clouds. Like high intensity fluorescent imaging, its Babinet counterpart requires no image processing, but it yields a much higher signal to noise, some 20 times larger than the signal from spontaneously emitted photons collected by the camera. However, it is inconvenient for measuring absolute densities. Also, although density-dependent image distortion is relatively small, it is not wholly avoided in this technique. Finally, unlike low intensity absorption imaging, the technique measures the square of the atomic density integrated along the line of sight and not the line density. This is disadvantageous from the perspective of spatial resolution, but might have a niche application.
