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Initial Experiments in Cooperative Control
of Unmanned Air Vehicles
Derek R. Nelson1 , ∗Timothy W. McLain1 , Reed S. Christiansen2 ,
Randal W. Beard1 , David Johansen1
1

Brigham Young University Provo, UT 84602
2
AeroVironment, Inc. Monrovia, CA 91016

This paper addresses cooperative control for a team of unmanned air vehicles (UAVs).
Specifically, a team of three small UAVs is controlled to perform a cooperative timing
mission. Starting at loiter locations distributed around the periphery of a 2 km square
battle area, the UAVs cooperatively plan paths to arrive at a target at the center of the
battle area in sequence at 10 sec intervals. Cooperative path planning is performed using
the methodology of coordination variables and coordination functions. Coordination and
waypoint path planning are centralized on a ground station computer. Experiments have
been performed using BYU’s fleet of small fixed-wing UAVs, which employ BYU’s autopilot
and ground station technology. Experimental results demonstrating cooperative timing are
presented.

I.

Introduction

Unmanned air vehicles (UAVs) are playing increasingly prominent roles in the nation’s defense programs
and strategy. While drones have been employed in military applications for many years, the dramatic growth
in technological capabilities in recent years has increased their utility and versatility. Speciﬁcally, advances in
microcontrollers, sensors, and batteries have enabled both the signiﬁcant improvements seen in large UAVs
(e.g., Global Hawk, Predator), and the creation of smaller, increasingly capable UAVs. The focus of our
eﬀorts at BYU has been on these smaller miniature UAVs (MUAVs), which range in size from 1 ft to 6 ft in
wingspan. There are numerous military applications for mini-UAVs including reconnaissance, surveillance,
battle damage assessment, and communication relays. These applications are of current and pressing interest
and signiﬁcant resources are being directed towards their development.1
Civil and commercial applications are not as well developed, although the potential applications are
extremely broad in scope. Possible applications for MUAV technology include environmental monitoring
(e.g., pollution, weather, scientiﬁc applications), forest ﬁre monitoring, homeland security, border patrol,
drug interdiction, aerial surveillance and mapping, traﬃc monitoring, precision agriculture, disaster relief,
ad-hoc communications networks, and rural search and rescue. For many of these applications to develop
to maturity, reliability of MUAVs will need to increase, their capabilities will need to be extended further,
their ease of use will need to be improved, and their cost will have to come down.
Spurred by recent increased interest in UAVs from the military community, research activity in the area
of cooperative control of UAV systems has been high. Progress has been made in theoretical areas such as
cooperative search,2–4 cooperative path planning,5 and cooperative control strategies.6, 7 Experimental work
with teams of UAVs has been limited, primarily due to the practical challenges of ﬁelding multiple vehicles
simultaneously. At the present, most UAV cooperative control experiments have focused on demonstrations
of leader following with two UAVs.8–10 The work presented here shows the execution of a cooperative timing
mission by a team of three UAVs. A unique characteristic of this experimental work is that the cooperation
occurs in path planning and assignment rather than in trajectory tracking.
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II.

Problem Overview

This paper addresses a cooperative surveillance problem where a team of UAVs is directed to ﬂy over a
target with a speciﬁed time interval between the time over target for each vehicle. An example scenario of
this cooperative mission is depicted in Figure 1. During the initial phase of the mission, the UAVs perform
preprogrammed tasks independent of each other. These tasks could be search or surveillance operations,
or as in the work presented here, a simple loiter task. On command from the operator on the ground,
cooperative path plans are computed for the UAVs. Based on the location of the UAVs at the time the
command is issued, these paths lead the UAVs over the target at the speciﬁed time spacing and the same
heading. In this way, a persistent image of the target can be acquired. The paths selected minimize the
battery energy required to complete the ﬂy by of the target. Upon completion of the ﬂy by, the UAVs return
to their independent tasks until the next cooperative ﬂy-by command is received. The primary challenge in
this scenario is the real-time demands placed on the cooperative path planning.
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Figure 1. Cooperative fly-by scenario.

Once a cooperative ﬂy-by command is issued, candidate path plans are issued for each of the UAVs.
These paths are based on the current location of the UAV, the target location, and the desired ﬂy-by
heading. Candidate waypoint paths are calculated that satisfy the mission speciﬁcations. The arrival order
of the UAVs, their velocities, and the speciﬁc waypoints they ﬂy are selected by optimization based on
coordination function information for each vehicle. Coordination variables and coordination functions have
proven useful for cooperative control problems such as the ﬂy-by scenario addressed here11 and will be brieﬂy
discussed.

III.

Technical Approach

The underlying concept of coordination variables and coordination functions is that the minimal information essential to achieving a cooperation objective should be identiﬁed and communicated among vehicles
on the team. Let xi deﬁne the situation state for the ith vehicle on a cooperative team. For the cooperation
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problem considered here, the situation state includes information about a UAV’s current position, the target
position, the ﬂy-by heading, and the time interval between UAV arrivals. Additional information about
the environment (e.g., wind speed and direction) can also be included. For a given situation xi , the set of
feasible decisions for a vehicle is given by Ui (xi ) and ui ∈ Ui is the decision variable for the ith vehicle. The
choice of the decision variable by each vehicle on the team aﬀects both the feasibility and the quality of the
cooperation achieved. In the ﬂy-by scenario, the decision variable vector is consists of path waypoint and
velocity information.
The process of cooperation among agents can be viewed as having objectives and constraints. For the
ﬂy-by scenario, the cooperation constraint requires the UAVs to ﬂy over the target with the second vehicle
at a speciﬁed time interval behind the ﬁrst, and the third vehicle arriving at a speciﬁed time interval after
the second. Cooperation is said to occur if the cooperation constraints are met.
The quality of the cooperation is quantiﬁed by the cooperation objective. In the ﬂy-by scenario, the
cooperation objective is to minimize the battery energy required to complete the mission. The contribution
of a vehicle to the team cooperation objective is represented by an inﬂuence function, φi = Ji (ui ). In this
case the energy consumption for the ith vehicle (represented by φi ) is a function of the UAV velocity and the
waypoints ﬂown (represented by u). The coordination variable θ represents the minimal amount information
necessary to achieve cooperation. For the ﬂy-by problem, the coordination variable is the arrival time of the
ﬁrst UAV and the arrival order for the vehicles. If every vehicle knows the value of the coordination variable
and responds accordingly, cooperative behavior will be achieved by the team. For a vehicle, the value of the
coordination variable is related to the decision variable, θi = fi (ui ), and deﬁnes what the vehicle can do to
ensure that cooperation constraints are met. In the ﬂy-by scenario, the UAVs choice of path and velocity
determines its energy consumption and arrival time and therefore inﬂuences the cooperation objective and
the cooperation constraint.
Under the assumptions that battery power is proportional to aerodynamic drag and that the UAV ﬂies
at constant speed, the battery energy consumption to ﬂy to the target is given by
Ji = cb vi Li
where cb > 0 is a constant, vi is the UAV velocity, and Li is the length of the waypoint path taken.
For the cooperative ﬂy-by scenario with three UAVs, the cooperation constraint can be written as
T1 = Ts
T2 = Ts + ∆2

(1)

T3 = Ts + ∆3
where Ti is the arrival time of the ith vehicle, ∆i represents the interval between the arrival of the ﬁrst and
ith vehicles, and θ = Ts is the coordination variable.
Critical to the implementation this approach is the deﬁnition of the coordination function. The coordination function models an vehicle’s inﬂuence on the cooperation objective in terms of what the agent can do
to meet the cooperation constraints. The coordination function, φi (θi ) is derived from the inﬂuence function
and coordination variable deﬁnitions as
φi = Ji (ui )
= Ji [fi† (θi )]
= φi (θi ),
where fi† is the pseudoinverse of fi . Typically, fi is not a one-to-one mapping in that numerous values of
the decision variable (waypoint paths, velocities) can result in a single value of the coordination variable
(time over target). The pseudoinverse of fi is found by taking the value of decision variable that minimizes
the inﬂuence function Ji , thus creating a one-to-one map between θi and u. In other words, when multiple
options exist to get the same result, the lowest-cost option is chosen.
Using coordination variables and coordination functions, the battery energy required complete the mission
can be minimized by solving the optimization problem
θ∗ = arg min [φ1 (T1 ) + φ2 (T2 ) + φ3 (T3 )] .
θ=Ts
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subject to the constraint of Equation (1).
Once a team optimal value for the coordination variable is found, vehicle decisions can be found from
the relationship
ui = fi† (θ∗ ).

IV.

Experimental Setup

A reliable and robust platform for multi-agent UAV testing has been developed, starting with the BYU
MAGICC Lab’s Kestrel autopilot, shown in Figure 2. The autopilot is equipped with a Rabbit 3000 29 MHz
processor, rate gyros, accelerometers, as well as absolute and diﬀerential pressure sensors. The autopilot
measures only 1.5 by 2 by 3/4 inches and weighs 18 grams. The airframe chosen was the Zagi XS EPP
foam ﬂying wing (Figure 3). This platform was chosen for its durability, desirable ﬂying characteristics, and
ease of installation of additional components needed for autonomous ﬂight, including the radio modem, GPS
unit, video transmitter, and autopilot. BYU has also developed Virtual Cockpit software for programming
and controlling UAV ﬂight, along with a ground station transmitter with the capability of handling multiple
aircraft, shown in Figure 4. The aircraft and ground station transmitter use Aerocomm 4490 1000 mW,
900 MHz wireless modems for communications. The aircraft are also equipped with a Furuno GH-80D GPS
unit.

Figure 2. Kestrel autopilot.

Figure 3. Zagi airframe.
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Figure 4. Virtual Cockpit and ground station.

For this initial implementation of the cooperative ﬂy-by problem, the path planning requirements for the
individual UAVs were straightforward. First, there were no threats or obstacles to be avoided. Second, the
target location and ﬂy-by heading were speciﬁed. For each UAV, a single path composed of straight-line
segments from the UAV’s current location to the target on the desired heading was adequate to meet the
mission requirements.
Figure 5 shows an example of the waypoint paths used in the experiment. The ﬁrst waypoint for each
agent was calculated to be 50 meters directly ahead of the initial position of the UAV. The second waypoint
was deﬁned to be a ﬁxed distance ahead of the target location along the desired ﬂy-by heading. The next
waypoint was the target location. The fourth waypoint was collinear with waypoints 2 and 3 and was the
same distance opposite the target as was point 2. Points 2, 3, and 4 were the same for each agent and were
referred to as ﬂy-through points. The ﬁfth waypoint was included to help the agents distance themselves
from the target before returning to their ﬁnal loiter positions, point 6.
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Figure 5. Waypoint path example.

The cooperative timing algorithm was implemented on the ground station computer. Once the UAVs
were in the air and performing their individual tasks, the operator executed the cooperative ﬂy-by algorithm.
The algorithm used for this work, was carried out in the following steps:
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1. Acquire GPS locations and headings for each UAV.
2. Calculate waypoint paths for each UAV.
3. Compute range of arrival times for each UAV.
4. Compute coordination function for each UAV.
5. Based on coordination functions, choose team optimal coordination variable (arrival time of ﬁrst UAV,
arrival order).
6. Calculate desired velocity for each UAV.
7. Send waypoint paths and desired velocities to each UAV.
Figure 6 illustrates the coordination functions calculated for a cooperative ﬂy-by based on input information provided to the algorithm. Because the coordination function for each UAV is monotonically decreasing,
the team-optimal arrival time for one of the vehicles will always lie at the right extreme of its coordination
function. Determining the minimum energy arrival time and order for the team involves a simple search
through the right extreme (minimum) values of each coordination function with an evaluation of the team
objective to determine the best values.
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Figure 6. Initial coordination functions.

In some cases, depending on the initial UAV positions and headings, the coordination functions do not
yield a solution that satisﬁes the cooperative timing constraint. For the problem considered in Figure 6, a
time spacing of 10 seconds was required. Based on the coordination functions calculated from the waypoint
paths, it can be easily seen that this was not feasible. In these instances, it became necessary to develop
some simple heuristics for adding length to one or more paths so that the timing constraints could be met.
Based on the coordination functions, the length to be added to a path to ensure constraint feasibility
was calculated. If the length that needed to be added was less than 50 meters, the location of the ﬁrst
waypoint was adjusted using the law of cosines so that the total distance would be the original length plus
the necessary additional length. If the additional length was longer than 50 meters, two additional waypoints
were added to the path immediately following the ﬁrst waypoint. The second waypoint was calculated so
that its distance from the ﬁrst waypoint was half of the required additional distance, and the waypoint was
placed in a direction directly opposite the target. The third waypoint was placed at the same location as
the ﬁrst, thus eﬀectively adding the required length to the path.
Figure 7 shows how the coordination function for UAV 3 was modiﬁed by adding length to the original
path. With the added length, the coordination function shifted up and to the right allowing the 10 second
interval timing constraint to be satisﬁed.
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Figure 7. Final coordination functions.

The cooperative ﬂy-by algorithm was implemented as part of the Virtual Cockpit ground station software.
The implementation was a centralized solution, in that the ground station acquired all the information
required to do the cooperative timing calculations from the vehicles, performed the calculations and sent
only the paths and desired velocities back to be ﬂown by the UAVs. Execution of the algorithm took
approximately one second, with a signiﬁcant portion of the time utilized for communication between the
UAVs and the ground station. Once the UAVs received the paths and velocities, there was no further
feedback to ensure proper timing. The onboard autopilot controlled each vehicle by maintaining a constant
airspeed and adjusting the heading so that the vehicle was directed towards the next waypoint.

V.

Results and Discussion

For the test results presented here, three UAVs were put into the air and commanded to loiter at speciﬁed
locations. The UAVs were then commanded to perform a cooperative ﬂy-by and return to their loiter points.
A second ﬂy-by command was given after which the UAVs returned again to their loiter points. This
implementation did not correct for trajectory tracking errors due to wind disturbances, the inability of
the vehicles to track sharp corners in the waypoint paths, or airspeed sensing inaccuracies. The weather
conditions had a signiﬁcant impact on the results of the test. On the day of the ﬂy-by test, the winds were
6 to 8 m/sec or approximately 30 to 50 percent of the UAV airspeed. The desired interval for arrival for the
vehicles at the target was 10 seconds between the ﬁrst and second vehicle and the second and third vehicle.
The ﬁrst of the three-vehicle ﬂy-by passes had actual arrival intervals of 25 and 6 seconds, while the second
ﬂy-by pass had intervals of 10 and 9 seconds.
Snapshots showing an overhead view of the second ﬂy-by pass, plotted from the telemetry data, can be
seen in Figure 8. Initially the UAVs were loitering around the locations marked with circles. The coordination
algorithm was called and the UAVs ﬂew to their ﬁrst waypoint (not plotted), followed by the ﬂy-through
waypoints. The magenta triangles indicate the ﬂy through entry and exit points and the green square marks
the target that the vehicles coordinated around. Window (b) of Figure 8 shows the UAVs en route to the
entry waypoint. Windows (c), (d), and (e) show the arrival of the ﬁrst, second, and third UAVs at the target.
After the ﬂy by, the vehicles returned to their loiter position as shown by window (f).
The cause of the large timing interval error in the ﬁrst ﬂy-by was due to the high wind speeds present
during the test. Both UAV 2 and UAV 3 were headed upwind while UAV 1 was ﬂying downwind when
the cooperative ﬂy-by algorithm was executed. UAVs 2 and 3 took signiﬁcantly longer to reach their ﬁrst
waypoint than did UAV 1. Since the target was downwind from the loiter positions, UAV 1 had a large head
start. This accounts for the 25 second interval between UAV 1 and UAV 2. The 6 second interval between
UAVs 2 and 3 is reasonable due to the wind conditions. The second ﬂy-by yielded better results because the
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Figure 8. Cooperative fly-by results.

cooperative ﬂy-by algorithm was executed when all three vehicles were ﬂying in a crosswind direction. With
all of the vehicles in a similar wind condition initially, the intervals between arrival times were much closer
to what was desired.
Although these initial results are promising, there are several improvements that could be made to
improve the robustness and practical feasibility of the approach. Implementation of a trajectory generator
and tracker would make the UAVs more robust to wind disturbances. Currently, the cooperative timing
is based on ground speed, while the control of the UAVs is based on air speed. When wind speeds are
signiﬁcant, this can result in timing errors. Periodic updates of the range to target could be used to adjust
UAV velocities while the mission is underway. This too would increase robustness to tracking and ground
speed errors. While the current centralized implementation yields excellent results, improved scalability for
larger numbers of vehicles could be realized by decentralizing more of the computations to the individual
vehicles.

VI.

Conclusions

The experimental results presented here demonstrate that real-time cooperative control with miniature
UAVs is possible and can be done eﬀectively. Three UAVs were ﬂown simultaneously using a single ground
station to coordinate their eﬀorts. Cooperative ﬂy-by missions were successfully ﬂown using an algorithm
based on coordination functions and variables. Although preliminary, the results are promising and demonstrate the feasibility of the approach.
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