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Abstract
There is a long standing conjecture that there are at least n closed characteristics for any
compact convex hypersurface Σ in R2n, and the symmetric case, i.e. Σ = −Σ, has already
been proved by C. Liu, Y. Long and C. Zhu in [Math. Ann., 323(2002), pp. 201-215]. In this
paper, we extend the result in that paper to the P -symmetric case Σ = PΣ for a certain class
of symplectic matrix P , and prove that there are at least [3n4 ] closed characteristics on Σ for
any positive integer n, where [a] := sup{l ∈ Z, l ≤ a}. To obtain our result, the key problem
is to estimate (3.13) in which the method is based on the theorem called Common Index Jump
Theorem. By using the Bott-type iteration formulas of Maslov index and Maslov-type index
for a certain kind of iteration symplectic path, we provide the some new estimations (4.9-4.11),
which are not considered in other papers.
Keywords: Compact convex hypersurfaces, P -symmetric closed characteristics, Iteration
theory, Maslov-type index and Maslov index, Hamiltonian system.
AMS classification: 58E05, 70H12, 34C25.
1. Introduction
This paper deal with the multiplicity of closed characteristics on P -symmetric compact
convex hypersurfaces in R2n. For each C2-compact convex hypersurface Σ ∈ R2n surrounding
0, we will consider the following problem:{
y˙(t) = JNΣ(y(t)), y(t) ∈ Σ, ∀t ∈ R,
y(τ) = y(0), τ > 0,
(1.1)
with the standard symplectic matrix J , i.e.
(
0 −In
In 0
)
, and the outward normal unit vector
NΣ(x) of x ∈ Σ. A solution (τ, y) of (1.1) is called a closed characteristic on Σ, and we call it
a prime closed characteristic if τ is the minimal period. If two closed characteristics (τ, y) and
(σ, z) are not completely overlapping, then they are called geometrically distinct. For the set of
closed characteristics and geometrically distinct ones
[(τ, y)] = {(σ, z) ∈ J (Σ)|y(R) = z(R)},
we denote them by J (Σ) and Jˆ (Σ), respectively.
In the last century, this problem attracted the attentions of many mathematicians. The
milestone of this problem was made by P.H. Rabinowitz and A. Weinstein in 1978 [20, 27], who
Email addresses: 201511242@mail.sdu.edu.cn (Lei Liu), 201790000005@sdu.edu.cn (Li Wu)
The author is partially supported by NSFC(No.11425105).
Preprint submitted to Elsevier April 30, 2019
proved that
#Jˆ (Σ) ≥ 1, ∀Σ ∈ H(2n).
The notation H(2n) denotes the collection of all hypersurfaces as considered in (1.1). After this,
I. Ekeland, H. Hofer, L. Lassoued and A. Szulkin [6, 7, 23] provide a stronger result that
#Jˆ (Σ) ≥ 2, ∀Σ ∈ H(2n), n ≥ 2.
This result was improved greatly by Y. Long and C. Zhu [18]. They showed that
#Jˆ (Σ) ≥ [n/2] + 1,∀Σ ∈ H(2n).
Later, the case n = 3, 4 for this conjecture were proved in [28] and [25], respectively.
Besides, there are also plenty of results for special compact convex hypersurfaces. In [10],
C. Liu, Y. Long and C. Zhu gave the first surprising result that
#Jˆ (Σ) ≥ n, ∀Σ = −Σ. (1.2)
This is the only result that proves the conjecture in high dimension. After that, Y. Dong and
Y. Long [3] studied the P-symmetric case for
P = diag(−In−κ, Iκ,−In−κ, Iκ), κ ∈ {1, · · · , n}.
Under certain assumptions about Σ, it holds that
#Jˆ (Σ) ≥ n− 2κ, Σ = PΣ.
The P -symmetric case was studied by D. Zhang in [29]. He considered the symplectic and
orthogonal matrix P with satisfying P r = I2n for some integer r > 1, and proved there are at
least two geometrically distinct closed characteristics (τj , xj) satisfying that
xj(t+
τj
r
) = Pxj(t), t ∈ R, j = 1, 2.
For other kinds of special hypersurfaces such as brake symmetric, pinched or star-shaped hyper-
surfaces, we refer to [1, 4, 14, 12, 15, 13, 19, 21, 24, 26] and it’s references.
However there are still no other results about the total number of closed characteristics on
P -symmetric ones yet. Therefore, in this paper, we will focus on the P -symmetric case. We
define the symplectic group as
Sp(2n) = {M ∈ GL(2n,R)|MTJM = J}.
For Σ ∈ HP (2n) := {Σ ∈ H(2n)|x, Px ∈ Σ,∀x ∈ Σ}, P ∈ Sp(2n), we call Σ P -symmetric, and
we also call a closed characteristic (τ, x) P -symmetric if (τ, x) belongs to the set
JP (Σ) := {(τ, x) ∈ J (Σ)|x(R) = Px(R)}.
Then we prove the following main results.
Theorem 1.1. Assume that P ∈ Sp(2n) and Σ ∈ HP (2n). If P is similar to the matrix
R(−θ)⋄n−[n2 ] ⋄R(θ)⋄[n2 ] (1.3)
with ⋄ defined as (4.3), then
#Jˆ (Σ) ≥ [3n
4
], (1.4)
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where R(θ) =
(
cos θ − sin θ
sin θ cos θ
)
, eimθ = 1 for some integer m > 1 and θ2π /∈ Z.
Actually, this estimation is followed directly by Theorem 4.7, and we can also obtained
#Jˆ (Σ) ≥ n whenm is even, i.e. the result in [10]. Besides, according to Proposition 3.1(3) below,
we find out for any P -symmetric closed characteristic (τ, x), there exist l(x) ∈ {1, · · · ,m − 1}
such that x(t) = Px(t+ l(x)τ
m
). However l is indeterminate for each (τ, x). If we fix l(x) ≡ 1 for
all prime closed characteristics, the following result will hold.
Theorem 1.2. Let P ∈ Sp(2n) and integer m > 1. Assume that the following conditions hold:
(i) P is similar to the matrix R(−θ)⋄n with θ ∈ (0, π] and eimθ = 1,
(ii) x(t) = Px(t+ τ
m
) for any prime closed characteristic (τ, x) ∈ JP (Σ) and t ∈ R,
then
#Jˆ (Σ) ≥ n.
Remark 1.3. If P is orthogonal, we can also replace Theorem 1.1 in [11], i.e. the Bott-type
fomula for Maslov index, with Theorem 1.1 in [9] to prove these results.
An outline of this paper is as follows. In Section 2, the Maslov-type index and Maslov index
are briefly introduced, and then we list some properties of splitting numbers and Krein type
numbers. In Section 3, firstly, we provide the properties of symmetric closed characteristics,
which have been considered by X. Hu and S. Sun in [9] for orthogonal symplectic matrix P .
Then we transfer the multiplicity problem into the estimation (3.13) by using the Common
Index Jump Theorem, i.e. Lemma 3.4. In Section 4, by using the Bott-type iteration formulas,
especially, Theorem 1.1 in [11], we provide some new estimations (4.9-4.11) and prove the main
results.
2. Known properties
In this section, we first introduce the Maslov-type index and Maslov index briefly. Then we
will list some useful properties of Splitting numbers and Krein type numbers which will play
important roles in this paper.
Let Pτ (2n) be the collection of symplectic paths in C([0, τ ],Sp(2n)) starting from I2n and
Sp(2n)0ω ={M ∈ Sp(2n)|det(M − ωI2n) = 0}, Sp(2n)∗ω = Sp(2n) \ Sp(2n)0ω
for any n ∈ N, ω ∈ U := {z ∈ C, |z| = 1} and τ > 0. The vector space V is called symplectic if
V endows with a nondegenerate and closed two form ωV . Let J˜ : V → V be a complex structure,
i.e. J2 = −id. J is said to be compatible with ωV if
ωV (Ju, Jv) = ωV (u, v), ωV (v, Jv) > 0,∀u, v ∈ V.
A subspace Λ ⊂ V is called Lagrangian if ωV |Λ = 0 and dimΛ = n. Let (R2n, ωst) be the
standard symplectic space, where the standard symplectic form
ωst((x1, y1), (x2, y2)) := (x1, y2)− (x2, y1), ∀(xi, yi) ∈ R2n, i = 1, 2.
Each Lagrangian Λ in (R2n, ωst) will possess a Lagrangian frame Z(Λ) = (X,Y )
T : Rn → R2n
whose image is Λ, where X,Y are n × n matrices satisfying Y TX = XTY . Let Lag(n) be the
Lagrangian Grassmannian which is the collection of all Lagrangian in (R2n, ωst).
We introduce the maslov-type index and Maslov index as follows.
Definition 2.1. Let γ ∈ Pτ (2n) and ω ∈ U, the Maslov-type index (ω index) is a integer-pair
value map
(iω, νω) : Pτ (2n)→ Z× {0, 1, · · · , 2n},
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in which
νω(γ) := dimC kerC(γ(τ) − ωI2n)
and iω is uniquely characterized by five properties of Theorem 6.2.7 in [16].
Let P([a, b], V ) be the collection of pairs of Lagrangian paths in V. For any pair of Lagrangian
paths (Λ1,Λ2), the Maslov index (CLM index) is an integer value map
µ : P([a, b], V )→ Z
uniquely characterized by properties I-VI in [2].
Remark 2.2. From the Theorem 2.6.6 in [16], we known that for each symplectic matrix M , the
symplectic path MeJt ∈ Sp(2n), t ∈ R, will transverse the singular cycle Sp(2n)0ω for any ω ∈ U.
Here we call the directions of path MeJt and Me−Jt are the positive and negative direction of
M , respectively. For any symplectic path γ ∈ Pτ (2n), the Maslov-type index iω(γ) ∈ Z in [16]
is actually defined by counting how many half-turns γ winds after perturbing the end point γ(τ)
along the negative direction a little.
For any symplectic path γ which may not start from I2n, the Maslov index is originally
defined in Theorem 1.1 in [2]. However , if Λ1 ≡ V is contant, we can also explain µ(Λ1,Λ2) as
[e−ǫJ˜Λ : Σ(V )], which is the number of points (counting the multiplicity) that the path e−ǫJ˜Λ,
i.e. perturbing the whole curve along the negative direction a little, intersects on the Maslov
cycle
Σ(V ) := {Λ ∈ Lag(2n),Λ ∩ V 6= {0}} ⊂ Sp(2n).
Where ǫ > 0 is small enough and the matrix J˜ is compatible with the symplectic form ωV .
All the details of this two definitions can be found in [17], [16], [2] and [9]. Especially, when
(V, ωV ) = (R
4n, ωst⊕ (−ωst)), the graph of any symplectic path γ ∈ C([a, b],Sp(2n)) will become
a Lagrangian path in (R4n, ωst ⊕ (−ωst)), i.e.
Gr(γ(t)) := {(x, γ(t)x), x ∈ R2n} ∈ Lag(2n),∀t ∈ [a, b].
Then we can define the Maslov index of γ respect to P ∈ Sp(2n) as
µ(Gr(P T ), Gr(γ)) = [e−ǫJ˜Gr(γ) : Σ(Gr(P T ))] = [Gr(e−2ǫJγ) : Σ(Gr(P T ))],
in which J˜ will be J ⊕ (−J) and is compatible with the symplectic form ωst ⊕ (−ωst).
By these definitions above, the relations between this two indies given by Lemma 4.6 in [9]
still hold when P is not just orthogonal but symplectic.
Lemma 2.3. Let P ∈ Sp(2n), γ ∈ Pτ (2n), we have
µ(Gr(ωI), Gr(γ(t))) =
{
i1(γ) + n, ω = 1
iω(γ), ω ∈ U \ {1},
(2.1)
and
µ(Gr(ωP−1), Gr(γ(t))) = µ(Gr(ω), Gr(Pγ(t))) = iω(γ˜ ∗ ξ)− iω(ξ) (2.2)
for any path ξ ∈ Pτ (2n) connecting I2n to P , where γ˜ = Pγ and
γ˜ ∗ ξ :=


ξ(2t), t ∈ [0, τ
2
]
γ˜(2t− τ), t ∈ [τ
2
, τ ].
(2.3)
Note that the identity (2.2) is exactly same as the Maslov index iP
−1
ω (γ) defined in [11].
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Denote M as the end point γ(τ) of γ, the Krein type numbers (Pω(M), Qω(M)) are defined
by the total multiplicities of positive and negative eigenvalues of
√−1J restricted on Eω =
ker(M − ωI2n)2n, respectively. Since
√−1J is nondegenerate, then we have
Pω(M) +Qω(M) = dim(Eω) ≥ νω(M), ∀ω ∈ U. (2.4)
The m-iteration path of γ is defined by
γm(t) = γ(t− jτ)γ(τ)j , ∀jτ ≤ t ≤ (j + 1)τ, j = 0, · · · ,m− 1.
In addition, the splitting numbers of γ were introduced in Section 9.1 of [16] as
S±M (ω) = limǫ→±0
(iexp(
√−1ǫ)ω(γ)− iω(γ)), (2.5)
which only depend on the end point M , actually. For splitting numbers, we have
Proposition 2.4. Let M ∈ Sp(2n), ω ∈ U and 0 ≤ θ¯ ≤ θˆ ≤ 2π. σ(M) donates the spectral set
of M . Then there hold
S±M (ω) ≥ 0,∀ω ∈ U, S±M (ω) = 0, ω /∈ σ(M), (2.6)
S±M (ω) = S
∓
M(ω), νω(M) = νω(M), (2.7)
Pω(M)− S+M (ω) = Qω(M)− S−M (ω) ≥ 0, (2.8)
S+M(ω) + S
−
M (ω) ≤ dimker(M − ωI2n)2n, ω ∈ σ(M), (2.9)
(S+I2(1), S
−
I2
(1)) = (1, 1), (S+−I2(−1), S−−I2(−1)) = (1, 1), (2.10)
(S+
R(θ)(e
√−1θ), S−
R(θ)(e
√−1θ)) = (0, 1) and (2.11)
(S+
R(−θ)(e
√−1θ), S−
R(−θ)(e
√−1θ)) = (1, 0),∀θ 6= ±1, (2.12)
S±M1⋄M2(ω) = S
±
M1
(ω) + S±M2(ω), Mj ∈ Sp(2nj), j = 1, 2 and n = n1 + n2, (2.13)
S+M (ω) = S
+
N (ω), for any N ∈ Sp(2n) similar to M, (2.14)
0 ≤ νω(M)− S−M (ω) ≤ Pω(M), 0 ≤ νω(M)− S+M(ω) ≤ Qω(M), (2.15)
(Pω(M), Qω(M)) = (Qω(M), Pω(M)), (2.16)
1
2
∑
ω∈U
νω(M) ≤
∑
ω∈U
Pω(M) =
∑
ω∈U
Qω(M) ≤ n. (2.17)
i
e
√
−1θˆ (γ) = i1(γ) +
∑
0≤θ<θˆ
S+M(e
√−1θ)−
∑
0<θ≤θˆ
S−M (e
√−1θ). (2.18)
µ(Gr(e
√−1θˆI2n), Gr(Pγ)) − µ(Gr(e
√−1θ¯I2n), Gr(Pγ))
=
∑
θ¯≤θ<θˆ
S+PM (e
iθ)−
∑
θ¯<θ≤θˆ
S−PM (e
iθ)− (
∑
θ¯≤θ<θˆ
S+P (e
iθ)−
∑
θ¯<θ≤θˆ
S−P (e
iθ)). (2.19)
Proof. (2.6,2.7,2.13) follow from Lemma 9.1.6 and Lemma 9.1.9 in [16]. (2.8,2.9) follow from
Lemma 1.8.14, Theorem 9.1.7 in [16] and the definition of Krein type numbers. (2.10-2.12)
follow from List 9.1.12 in [16]. (2.14) is a spacial case of Theorem 9.1.10(1). (2.15) follows
from Proposition 9.1.11 in [16]. (2.16) follows from Lemma 1.3.8 in [16]. (2.17) follows from the
second identity of (2.7), (2.4) and (2.16). (2.18) follows from Proposition 9.1.11 in [16]. (2.19)
follows from (2.2) and (2.18).
Remark 2.5. For any diagonalizable matrix P ∈ Sp(2n), we also have
S+P (ω) = Pω(P ), S
−
P (ω) = Qω(P ), S
+
P (ω) + S
−
P (ω) = νω(P ),∀ω ∈ U.
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Indeed, let ω ∈ U. According to the diagnalizable condition, (2.4), (2.9),(2.8) and (2.13).
νω(P ) ≤ Pω(P ) + S−P (ω) ≤ Pω(P ) +Qω(P ) = dimker(P − ωI2n)2n = νω(P ).
Then we have S−P (ω) = Qω(P ). Similarly, S
+
P (ω) = Pω(P ) and the last identity follows directly.
3. Special properties of P -symmetric hypersurfaces
In this section, we first provide some useful properties of closed characteristics. Then based
on the method in [10], we conclude that the multiplicity problem, i.e. estimating the total
number of geometrically distinct closed characteristics on Σ, is equivalent to the estimation
(3.13).
Let jΣ : R
2n → R be a gauge function of Σ defined by
jΣ(0) = 0, jΣ(x) = inf{λ > 0, xλ ∈ C}, x 6= 0.
Fix a constant α ∈ (1, 2) and define the Hamiltonian function Hα : R2n → [0,∞) by
Hα(x) = jΣ(x)
α, ∀x ∈ R2n. (3.1)
Note that Hα ∈ C1(R2n,R)∩C2(R2n \ {0},R) is convex and Σ = H−1α (1). Since the gradient of
Hα on Σ is normal and nonzero, then the problem (1.1) is equivalent to the following fixed-energy
problem 

Hα(x) = 1,
x˙ = JH ′α(x),
x(0) = x(τ).
(3.2)
It’s well know that the solutions of (3.2) and (1.1) are in one to one correspondence with each
other. It does not depend on the particular choice of α.
For any (τ, x) ∈ J (Σ), we denote by γx ∈ Pτ (2n) the fundamental solution of the linear
system
y˙(t) = JH ′′α(x(t))y(t), (3.3)
which is the linearization of system (3.2) respect to x. We also call γx the associated symplectic
path of (τ, x). Consider P ∈ Sp(2n) and Σ ∈ HP (2n), it implies that Hα(x) = Hα(Px),
∀x ∈ R2n. Then we have
H ′α(x) = P
TH ′α(Px),H
′′
α(x) = P
TH ′′α(Px)P. (3.4)
Denote by (l, k) the greatest common divisor of l, k ∈ N . l and k are relatively prime integers
if (l, k) = 1. Then we have following properties, which have been considered by X. Hu and S.
Sun in [9] for orthogonal case.
Proposition 3.1. Let (τ, x) ∈ J (Σ) be a closed characteristic, and let γx be the associated
symplectic path of (τ, x), then we have
(1) (τ, Px) ∈ J (Σ) is also a closed characteristic.
(2) γPx(t) = Pγx(t)P
−1, where γPx is the associated symplectic path of (τ, Px).
(3) If there exist a, b ∈ [0, τ)(a < b) and a smallest integer k > 0 such that x(a) = Px(b) and
x(t) = P kx(t),∀t ∈ [0, τ), then (τ, x) is P -symmetric and
x(t) = Px(t+
lτ
k
),
where (l, k) = 1.
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(4) If (τ, x) is P -symmetric as in (3), then γx(t+
lτ
k
) = P−1γx(t)Pγx( lτk ). Especially,
γx(lτ) = P
−k(Pγx(
lτ
k
))k.
Proof. (1) Since (τ, x) ∈ J (Σ), then (τ, x) solves the system (3.2), i.e.
x˙ = JH ′α(x), x(0) = x(τ). (3.5)
Σ ∈ HP (2n) implies that Px ∈ Σ and Px(0) = Px(τ). By (3.4), we obtain
Px˙ = PJH ′α(x) = PJP
TH ′α(Px) = JH
′
α(Px).
Then (1) follows.
(2) Combining with (3.4) and identity PJP T = J , it follows that
γ˙x(t) = JH
′′
α(x(t))γx(t) (3.6)
implies that
P γ˙x(t) = JH
′′
α(Px(t))Pγx(t).
Since the fundamental solution starts from I2n, we get (2).
(3) By condition x(a) = Px(b) and the uniqueness of solution of (3.5), we have
x(t) = Px(t+ b− a) = P 2x(t+ 2(b− a)) = · · · = P kx(t+ k(b− a)).
Since x(t) = P kx(t) with the smallest integer k > 0, there exist l < k such that k(b−a) = lτ , i.e.
x(t) = Px(t + lτ
k
), and l, k are relatively prime integers. Otherwise, let l = rl1, k = rk1, r > 1,
we obtain k1 < k such that
x(t) = Px(t+
l1τ
k1
) = · · · = P k1x(t),
which is a contradiction.
(4) Replacing t of (3.6) by t+ lτ
k
, by (3.4) and (3) above, we get that
P γ˙x(t+
lτ
k
) = PJH ′′α(x(t+
lτ
k
))γx(t+
lτ
k
)
= PJH ′′α(P
−1x(t))γx(t+ lτk )
= PJP TH ′′α(x(t))Pγx(t+
lτ
k
)
= JH ′′α(x(t))Pγx(t+
lτ
k
).
Since the fundamental solution starts from I2n again, we have
Pγ(t+
lτ
k
)γ(
lτ
k
)−1P−1 = γ(t),
then (4) follows.
Note that (3) of Proposition 3.1 actually implies that there are only two possibilities for each
closed characteristic (τ, x), x(R) = Px(R) or x(R) ∩ Px(R) = ∅.
Now, we will introduce the Common Jump Index Theorem since this theorem is so important
in this paper. First we define the mean index of γ ∈ Pτ (2n) by
iˆ1(γ) = lim
m→∞
i1(γ
m)
m
=
1
2π
∫
U
iω(γ)dω,
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which is always a finite real number.
Consider the linear hamiltonian system (3.3) where (τ, x) ∈ J (Σ). Since Hα is autonomous
and also convex, i.e. H ′′α(x) > 0 on R \ {0}, then by Proposition 15.1.3 in [16], the associated
symplectic path γx satisfies
ν1(γx) ≥ 1, i1(γx) =
∑
0<s<1
ν1(γx(sτ)) + n ≥ n. (3.7)
Then we have the following proposition.
Proposition 3.2. Let Σ ∈ H(2n), (τ, x) ∈ J (Σ) and m ∈ N, denote by M = γ(τ), imx = i1(γmx ),
and νmx = ν1(γ
m
x ). Then
im+1x − imx ≥ 2, im+1x + νm+1x − 1 ≥ im+1x > imx + νmx − 1, (3.8)
iˆ1(γ) > 2, (3.9)
i2x + 2S
+
M2
(1)− ν2x ≥ n. (3.10)
Proof. (3.8) is followed by Theorem 10.2.4 in [16] and (3.7). (3.9) is followed by Corollary
8.3.2(2) in [16]. (3.10) is followed by Lemma 15.6.3 in [16].
Apart from the Maslov-type index above, Ekeland also provided a very important result
by using Fadell-Rabinowitz S1 index theory. Let Eα := {u ∈ Lβ([0, 1],R2n)|
∫ 1
0 udt = 0},
α−1 + β−1 = 1 and α ∈ (1, 2). In Chapter V of [5], the Clarke-Ekeland dual action functional
on Eα is defined by
fα(u) =
∫ 1
0
(
1
2
Ju ·Πu+H∗α(−Ju))dt,
where Hα is defined as (3.1) and the operator Π : E
β → Eα is defined by d
dt
Πu = u and∫ 1
0 Πudt = 0 which is compact. Note that for any (τ, x) ∈ J (Σ) and m ∈ N, the action
functional fα has the corresponding critical point
uxm(t) = (mτ)
α−1
α−2 x˙(mτt), t ∈ [0, 1], (3.11)
which is also a 1-periodic orbit of Hamiltonian system of Hα.
Since there is a nature S1 action on Eα by shifting, then the Fadell-Rabinowitz S
1-cohomology
index, i.e. “ind”, for S1-invariant subset [fα]c := {u ∈ Eα, f(u) < c} ⊂ Eα is defined by
ind([fα]c) := sup{k|c1(Eα)k−1 = c1(Eα) ∪ · · · ∪ c1(Eα) 6= 0},
where Eα is a principle S
1 bundle, c1(Eα) denote the first Chern class and ∪ is the cup product.
For further details of Fadell-Rabinowitz index theory, we refer to their original paper [8]. Define
a sequence of critical values ck as
ck = inf{c < 0, ind([fα]c) ≥ k}, k ∈ N,
which satisfy
−∞ < min
u∈Eα
fα(u) = c1 ≤ · · · ≤ ck ≤ · · · < 0,
and ck → 0 as k → +∞. By Theorem V.3.4 in Ekeland’s book [5], it holds that for any k ∈ N,
there exist (τ, x) ∈ J (Σ) and m ∈ N such that the critical point uxm of fα defined by (3.11)
satisfy
f ′α(u
x
m) = 0, fα(u
x
m) = ck, i
m
x ≤ 2k − 2 + n ≤ imx + νmx − 1. (3.12)
Under this result, Long and Zhu proved the following lemma.
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Lemma 3.3. Suppose #Jˆ (Σ) < +∞. There exists an injection map Ψ : N → Jˆ (Σ) × N(k 7→
([(τ, x)],m)) such that (3.12) happens for (τ, x).
Proof. This Lemma is followed by Lemma 15.3.5(i) in [16].
Now we show the famous Common Index Jump Theorem proved by Long and Zhu in [18]
also in Chapter 11 of Long’s book [16].
Lemma 3.4. For k = 1, · · · , q, let γk ∈ Pτk(2n) be a finite family of symplectic paths, denote
by Mk = γ(τk), i
m
k = i1(γ
m
k ), and ν
m
k = ν1(γ
m
k ). Suppose
iˆ(γk) > 0, ∀k = 1, · · · , q.
Then there exist infinitely many (N,m1, · · · ,mq) ∈ Nq+1 with N ≥ n such that
ν2mk−1k = ν
1
k , ν
2mk+1
k = ν
1
k ,
i2mk−1k + ν
2mk−1
k =2N − (i1k + 2S+Mk(1)− ν1k),
i2mk+1k =2N + i
1
k,
i2mkk ≥ 2N − n, i2mkk + ν2mkk ≤ 2N + n,
for k = 1, · · · , q.
By using this Common Index Jump Theorem, we have the following Proposition. Note that
this proof is basically using the approach in [15] with a small modification. However, we would
like to show the details of this proof because the following Proposition is the key in this paper.
Proposition 3.5. Let P ∈ Sp(2n), Σ ∈ HP (2n) and assume #Jˆ (Σ) < +∞. If there exists an
integer n1 > 0 such that for any prime symmetric closed characteristic [(τ, x)] ∈ Jˆ (Σ),
i(γx) + 2S
+
γx(τ)
(1)− ν(γx) ≥ n1, (3.13)
then
#J (Σ) ≥ [n1 + n
2
].
Proof. According to the assumption that the set Jˆ (Σ) is finite and the fact that x and Px are
overlapped or completely separated, we can denote Jˆ (Σ) by
{[(τ1, x1)], · · · , [(τp, xp)]} ∪
q⋃
i=1
{[(τp+i, xp+i)], [(τp+i, Pxp+i)], · · · , [(τp+i, P kixp+i)]}. (3.14)
Where {[(τj , xj)]}pj=1 are geometrically distinct P -symmetric closed characteristics and
{[(τp+i, xp+i)], [(τp+i, Pxp+i)], · · · , [(τp+i, P kixp+i)]}qi=1
are distinct sets of P -asymmetric ones. Let K be the total number of P -asymmetric closed
characteristics. Since ki ≥ 2 for any i = 1, · · · , q, then we have #Jˆ (Σ) = p +K < +∞, K =
k1 + · · · + kq ≥ 2q.
Let imj = i1(γ
m
xj
), νmj = ν1(γ
m
xj
),Mj = γxj(τj), j ∈ {1, · · · , p + q}. By (3.9), every closed
characteristic on Σ corresponds to a sympletic path with positive mean index. Applying the
Common Index Jump Theorem, i.e. Lemma 3.4, to the associated symplectic paths of
{(τ1, x1), · · · , (τp+q, xp+q), (2τp+1, x2p+1), · · · , (2τp+q, x2p+q)},
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we obtain infinite many (N,m1, · · · ,mp+2q) ∈ Np+2q+1, N ≥ n such that
i
2mj+1
j = 2N + i
1
j , i
2mj−1
j + ν
2mj−1
j = 2N − (i1j + 2S+Mj (1)− ν1j ), (3.15)
i
2mj
j ≥ 2N − n, i
2mj
j + ν
2mj
j ≤ 2N + n, (3.16)
∀j ∈ {1, · · · , p + q}, and
i
4mp+q+j1+2
p+j1
= 2N + i2p+j1 , (3.17)
i
4mp+q+j1−2
p+j1
+ ν
4mp+q+j1−2
p+j1
= 2N − (i2p+j1 + 2S+M2p+j1 (1)− ν
2
p+j1
), (3.18)
i
4mp+q+j1
p+j1
≥ 2N − n, i4mp+q+j1p+j1 + ν
4mp+q+j1
p+j1
≤ 2N + n, (3.19)
∀j1 ∈ {1, · · · , q}.
Claim 1: mp+j1 = 2mp+q+j1 for any j1 ∈ {1, · · · , q}.
In fact, by using (3.16), (3.10), (3.18) and (3.7), we have
i
2mp+j1
p+j1
≥2N − n ≥ 2N − (i2p+j1 + 2S+Mp+j1 (1)− ν
2
p+j1)
=i
4mp+q+j1−2
p+j1
+ ν
4mp+q+j1−2
p+j1
> i
4mp+q+j1−2
p+j1
.
Then, by (3.7), (3.16) and (3.17),
i
2mp+j1
p+j1
< i
2mp+j1
p+j1
+ ν
2mp+j1
p+j1
≤2N + n ≤ 2N + i2p+j1 = i
4mp+q+j1+2
p+j1
.
Finally, by (3.8), we get
4mp+q+j1 − 2 < 2mp+j1 < 4mp+q+j1 + 2.⇒ mp+j1 = 2mp+q+j1.
The claim follows.
According to Lemma 3.3, we get an injection map Ψ : N→ Jˆ (Σ)× N. Let
Ψ(N − s+ 1) := ([(τj(s), xj(s))],m(s)), s ∈ {1, · · · , n},
such that
i
m(s)
j(s) ≤ 2N − 2s + n ≤ i
m(s)
j(s) + ν
m(s)
j(s) − 1. (3.20)
where j(s) ∈ {1, · · · , p + q},m(s) ∈ N. Then from (3.20), (3.7) and (3.15), we deduce that
i
m(s)
j(s) ≤ 2N − 2s+ n < 2N + n ≤ 2N + i1j(s) = i
2mj(s)+1
j(s) . (3.21)
Let
S1 = {k ∈ {1, · · · , [n1 + n
2
]}, 1 ≤ j(k) ≤ p}, S2 = {k ∈ {1, · · · , n}, p+1 ≤ j(k) ≤ p+ q}. (3.22)
Claim 2: #S1 ≤ p.
In fact, let k ∈ S1, then 1 ≤ j(k) ≤ p. By (3.20), (3.15) and the assumption (3.13), it follows
that
i
m(k)
j(k) + ν
m(k)
j(k) − 1 ≥ 2N − 2k + n ≥ 2N + n− 2(
n1 + n
2
) = 2N − n1
≥ 2N − (i1j(k) + 2S+Mj(k)(1)− ν
1
j(k)) = i
2mj(k)−1
j(k) + ν
2mj(k)−1
j(k) .
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According to (3.21) and (3.8), we conclude that
2mj(k) − 1 < m(k) < 2mj(k) + 1⇒ m(k) = 2mj(k).
Then Ψ(N − k + 1) = ([(τj(k), xj(k))], 2mj(k)). Since Ψ is injective, by (3.22), we have #S1 ≤ p.
Claim 3: #S2 ≤ 2q.
In fact, let k ∈ S2, then p + 1 ≤ j(k) ≤ p + q. From (3.20), (3.10), (3.18) and Claim 1, we
obtain
i
m(k)
j(k) + ν
m(k)
j(k) − 1 ≥ 2N − 2s+ n ≥ 2N − n ≥ 2n− (i2j(k) + 2S+M2
j(k)
(1)− ν2j(k))
= j
4mq+j(k)−2
j(k) + ν
4mq+j(k)−2
j(k) = j
2mj(k)−2
j(k) + ν
2mj(k)−2
j(k) .
By (3.21) and (3.8) again, we have
2mj(k) − 2 < m(k) < 2mj(k) + 1⇒ m(k) ∈ {2mj(k) − 1, 2mj(k)}.
Since Ψ is injective again, this claim follows.
Finally, combining with Claim 2, Claim 3 and (3.22), we have
#Jˆ (Σ) = p+K ≥ p+ 2q ≥ #S1 + #S2 ≥ [n1 + n
2
].
4. Iteration theory of Maslov index and the proof of the main theorem
In this section, the symplectic matrix P , which Σ is symmetric with, will be selected as a
special class of symplectic matrix satisfies Pm = I for some m. Under this case, we will use
Bott-type iteration formulas for (P,m)-iteration paths in [11] to estimate the number n1 in
Proposition 3.5. We provide this estimation in Theorem 4.6 below. In the end of this section,
we will prove the main results. Note that, this special (P,m)-iteration was found by Dong and
Long in [3].
First we will show some notations. Let
ωk := e
√−1θk = e
2kpi
√
−1
m , k = 0, · · · ,m− 1. (4.1)
σ(M) denotes the spectrum set of matrix M . Then we define
Ωm(2n) := {P ∈ Sp(2n)|Pm = I2n and σ(P ) = {ωk, ω¯k}, k ∈ {1, · · · , [m
2
]}},
Ωm,k(2n) := {P ∈ Ωm(2n)|ωk ∈ σ(P )}, k = 1, · · · , [m
2
],
Ω˜am(2n) := {P ∈ Ωm(2n)|S+P (ω) = S−P (ω) + a,∀ω ∈ U+}
and
Ω˜am,k(2n) := {P ∈ Ωm,k(2n)|S+P (ωk) = S−P (ωk) + a}, k = 1, · · · , [
m
2
],
where a = −1, 0, 1 and U+ := {e
√−1θ, θ ∈ (0, π]}. For convenience, we denote by
Ω˜m(2n) = Ω˜
0
m(2n), Ω˜m,k(2n) = Ω˜
0
m,k(2n).
Remark 4.1. Note that P ∈ Ωm(2n), m ≥ 2 if and only if P is similar to the following matrix
R(−θ)⋄n−S−P (ω) ⋄R(θ)⋄S−P (ω), (4.2)
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where R(θ) =
(
cos θ − sin θ
sin θ cos θ
)
, eimθ = 1 and θ2π /∈ Z.
Indeed, ⇐ follows directly. We only consider ⇒. Denote the minimal polynomial of P by
f(P ) = (P − ωk)p(P − ωm−k)p,
for some positive integers k ∈ {1, · · · , [m2 ]}, p > 0. Since Pm = I2n, this polynomial f(y) should
exactly divide polynomial ym − 1, which means p must be 1. Then we have P is diagonalizable
and then (4.2) is followed by (2.10-2.14).
According to Remark 4.1 above, we know that a = 0 (resp., ±1) implies that n is even(resp.,
odd).
For any two matrices M1 =
(
A1 A2
A3 A4
)
2i×2i
and M2 =
(
B1 B2
B3 B4
)
2j×2j
, we define the dia-
mond product of them by the 2(i+ j)× 2(i + j) matrix
M1 ⋄M2 =


A1 0 A2 0
0 B1 0 B2
A3 0 A4 0
0 B3 0 B4

 , (4.3)
and denote by M⋄k the k-fold diamond product M ⋄ · · · ⋄M .
According to the properties of P -symmetric closed characteristics given by Proposition 3.1(4),
we define the following (P,m)-iteration for symplectic pathes as [3] did. Note that this is the
definition in [11] if we replace P by P−1.
Definition 4.2. Let γ ∈ Pτ (2n), P ∈ Sp(2n). Define the (P,m)-iteration of γ by
γm,P := P−(j−1)γ(t− (j − 1)τ)(Pγ(τ))j−1, t ∈ [(j − 1)τ, jτ ], ∀j ∈ {1, · · · ,m}.
Then following Bott-type iteration formulas hold.
Proposition 4.3. For any P ∈ Sp(2n), γ ∈ Pτ (2n), ω0 ∈ U, and m ∈ N, we have
µ(Gr(ω0I2n), Gr(P
mγm,P )) =
∑
ωm=ω0
µ(Gr(ωI2n), Gr(Pγ)), (4.4)
νω0(P
mγm,P ) =
∑
ωm=ω0
νω(Pγ), (4.5)
S±
Pmγm,P (mτ)
(ω0) =
∑
ωm=ω0
S±
Pγ(τ)
(ω), (4.6)
where γ1 := γ1 ∗ ξ for any symplectic path γ1 ∈ C([0, τ ],Sp(2n)) not starting from I2n, ξ is
arbitrary in {ξ ∈ Pτ (2n)|ξ(τ) = γ1(0)} and ∗ is defined as (2.3).
Proof. In view of Proposition 3.1(4), we have γm,P (mτ) = P−m(Pγ(τ))m. According to the
relation (2.2) and Definition 2.7 of Maslov (P, ω)-index iPω (γ) in [11], we have
µ(Gr(ωI2n), Gr(Pγ)) = iω(Pγ)− iω(ξ) = iP−1ω (γ), Pγ = Pγ ∗ ξ.
The iteration path γm defined in (5.5) of [11] is exactly the iteration path γm,P
−1
defined above.
It follows from Theorem 1.1 in [11] that
µ(Gr(ω0I2n), Gr(P
−mγm,P
−1
)) = µ(Gr(ω0I2n), Gr(P
−mγm)) = iP
m
ω0
(γm) =
∑
ωm=ω0
iPω (γ)
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=
∑
ωm=ω0
µ(ωI2n, Gr(P
−1γ)),
after replacing P−1 by P , (4.4) holds. By the definition of νω(γ) and Theorem 9.2.1(2) in [16],
νω0(P
mγm,P ) = νω0(P
mγm,P (mτ)) = νω0((Pγ(τ))
m) =
∑
ωm=ω0
νω(Pγ(τ))
=
∑
ωm=ω0
νω(Pγ),
then (4.5) follows. For the last one, by using Theorem 9.2.4 in [16], we have
S±
Pmγm,P (τ)
(ω0) = S
±
(Pγ(τ))m(ω0) =
∑
ωm=ω0
S±
Pγ(τ)(ω0),
thus (4.6) follows directly.
Note that, if ω0 = 1, P is orthogonal and satisfies P
m = I2n, then (4.4) will reduce to the
Theorem 1.1 in [9]. Next, in order to calculate the Maslov index of symplectic paths which
does not start from I2n, we need to prove the following Lemma. Before this, we introduce the
definition of the crossing form in [22].
Let V, Λ(t) ∈ Lag(n), t ∈ [a, b] be a Lagrangian and a Lagrangian path, respectively. For
each pair (V,Λ), we define the crossing form as
Γ(Λ(t), V, t) := Q(Λ(t), Λ˙(t))|Λ(t)∩V , ∀t ∈ [a, b], (4.7)
where, for some Lagrangian W ,
(Q(Λ(t0), Λ˙(t0))u, v) :=
d
dt
|t0ωst(v,w(t)), ∀v ∈ Λ(t0), w(t) ∈W, v + w(t) ∈ Λ(t),
which does not depend on the choice ofW . Like Maslov index, the crossing form is also invariant
under the action of Sp(2n), i.e. Γ(ΦΛ,ΨV, t) = Γ(Λ, V, t), ∀Φ ∈ Sp(2n). If the Lagrangian path
Λ has only regular crossings which means the crossing form Γ(Λ(t), V, t) is nondegenerate when
Λ(t) ∩ V 6= {0}, then [17] provides the following relation
µ(V,Λ) = m+(Γ(Λ(a)), V, a) +
∑
0<t<1
Sign(Γ(Λ(t), V, t)) −m−(Γ(Λ(b), V, b))), (4.8)
wherem±(M) denote the dimensions of positive and negative definite subspace of matrixM , re-
spectively. Sign(M) = m+(M)−m−(M) denotes the signature ofM . Note that any Lagrangian
path can be regularized by a small perturbation.
Now we show the crossing form in a special case.
Proposition 4.4. Let γ ∈ C([0, τ ],Sp(2n)). If γ(t0) ∈ Sp0ω(2n) and −Jγ˙(t0)γ(t0) is positive
definite for some t0 ∈ [0, τ ], then Γ(Gr(γ(t0)), Gr(ωI2n), t0) is positive definite and
Sign Γ(Gr(γ(t0)), Gr(ωI2n), t0) = νω(γ(t0)).
Proof. First we knowGr(ωI2n), Gr(γ(t0)) are Lagrangian in (R
4n, ωst⊕(−ωst)). Let Eω(γ(t0)) 6=
{0} be the eigenvector space of ω. Since γ(t0) ∈ Sp0ω(2n), then Eω(γ(t0)) ∼= Gr(ωI2n) ∩
Gr(γ(t0)) 6= {0}. Let Z(M) =
(
M
I2n
)
: R2n → R4n be the Lagrangian frame of M ∈ Sp(2n) in
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(R4n, ωst ⊕ (−ωst)) whose image is Gr(M). Then for any u ∈ Eω(γ(t0)) we have
(Γ(Gr(γ(t0)))u,Gr(ωI2n), t0) =
d
dt
|t0(ωst ⊕ (−ωst))(Z(ωI2n)u,Z(γ(t0))u)
=
d
dt
|t0(
(
J 0
0 −J
)(
ωI2n
I2n
)
u,
(
γ(t)
I2n
)
u)
=
d
dt
|t0(J(ωI2n)u, γ(t)u)
= (Jγ(t0)u, γ˙(t0)u)
= (−Jγ˙(t0)γ(t0)−1u, u) > 0.
Then Γ(Gr(γ(t0)), Gr(ωI2n), t0) is positive definite and the signature is exactly dim(Eω(γ(t0))).
Therefore this proposition follows.
Lemma 4.5. Let P ∈ Sp(2n) and let symmetric matrix path B|[0,τ ] be positive definite. γ ∈
Pτ (2n) denotes the fundamental solution of y˙(t) = JB(t)y(t), then
µ(Gr(ωI2n), Gr(Pγ)) = νω(P ) +
∑
0<t<τ
νω(Pγ(t)).
Proof. First we get
Bp(t) = −JP γ˙(t)(Pγ(t))−1 = (P−1)TB(t)P−1, t ∈ [0, τ ],
which is positive definite. By Proposition 4.4, it further implies that the crossing form is always
nondegenerate, i.e. Pγ is regular. Then, by Lemma 4.4 and (4.8), we have
µ(Gr(ωI2n), Gr(Pγ))
= m+Γ(Gr(P ), Gr(ωI2n), 0) +
∑
0<t<τ
Sign Γ(Gr(Pγ(t)), Gr(ωI2n), t)−m−Γ(Gr(Pγ(τ)), Gr(ωI2n), τ)
= νω(P ) +
∑
0<t<τ
νω(Pγ(t)).
This lemma follows.
Then we have following estimation results.
Theorem 4.6. Let P ∈ Ωm(2n) with prime number m ≥ 2. (τ, x) ∈ J (Σ) is a prime closed
characteristic and γx is the associated symplectic path of (τ, x). Assume that
x(t) = Px(t+
τ
m
),∀t ∈ [0, τ ],
then
µ(Gr(I2n), Gr(γx)) + 2S
+
γx(τ)
(1)− ν(γx) ≥ 2n− S−P (ω), ω ∈ σ(P ) ∩U+. (4.9)
Especially, if P ∈ Ω˜m(2n), then
µ(Gr(I2n), Gr(γx)) + 2S
+
γx(τ)
(1) − ν(γx) ≥ 3n
2
, (4.10)
else if P ∈ Ω˜1m(2n)(resp., Ω˜−1m (2n)), then
µ(Gr(I2n), Gr(γx)) + 2S
+
γx(τ)
(1)− ν(γx) ≥ [3n
2
] + 1(resp., [
3n
2
]). (4.11)
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Proof. Denote by ω := e
√−1θ and ωk as (4.1). Without loss of generality, we assume P ∈
Ωm,k(2n), i.e. {ωk, ωm−k} = σ(P ) where k ∈ {1, · · · , [m2 ]}. Let M = γ( τm ), γˆx(t) = γx(t), ∀t ∈
[0, τ
m
]. According to Proposition 3.1 and Definition 4.2, we have γx = γˆ
m,P
x with end point
γx(τ) = (PM)
m.
(1) When m > 2, we know that k − 1, k,m − k are all different. In view of Proposition 4.3,
Remark 2.5, (2.6,2.8,2.15,2.17,2.19), Lemma 4.5 and the convexity of Σ, we have following facts
(2.6), (2.8), (2.15)⇒ 0 ≤ S±N (ω) ≤ νω(N) ≤ Pω(N) + S−N (ω) & Qω(N) + S+N (ω),
S+N (ω) ≤ Pω(N), S−N (ω) ≤ Qω(N),∀N ∈ Sp(2n).
P ∈ Ωm,k(2n), Remark 2.5, Remark 4.1⇒ P is diagonalizable and S+P (ωk) = Pωk(P ),
S−P (ωk) = Qωk(P ), S
+
P (ωk) + S
−
P (ωk) = νωk(P ) = n.
P ∈ Ωm,k(2n),H ′′α(x) > 0, Lemma 4.5⇒ µ(Gr(ωkI2n), Gr(Pγ)) ≥ νωk(P ) = n.
P ∈ Ωm,k(2n), (2.19)⇒ µ(Gr(ωkI2n), Gr(P γˆx))− µ(Gr(ωk−1I2n), Gr(P γˆx))
=
∑
θk−1≤θ<θk
S+PM (ω)−
∑
θk−1<θ≤θk
S−PM(ω)− S+P (ωk−1) + S−P (ωk).
P roposition 4.3, (2.15), (2.17)⇒ ν1(γx)− S+(PM)m(1) ≤
m−1∑
i=0
Qωi(PM) =
m−1∑
i=0
Pωi(PM) ≤ n.
With these facts, we can deduce that
µ(Gr(I2n), Gr(γx)) + 2S
+
γx(τ)
(1)− ν1(γx)
=
m−1∑
i=0
µ(Gr(ωiI2n), Gr(P γˆx)) + 2S
+
(PM)m(1)− ν1(γx)
≥ µ(Gr(ωk−1I2n), Gr(P γˆx)) + µ(Gr(ωkI2n), Gr(P γˆx)) + µ(Gr(ωm−kI2n), Gr(P γˆx))
+2S+(PM)m(1)− ν1(γx)
≥ 2νωk(P ) + νωm−k(P ) + µ(Gr(ωk−1I2n), Gr(P γˆx))− µ(Gr(ωkI2n), Gr(P γˆx))
+2S+(PM)m(1)− ν1(γx)
= 3n− (
∑
θk−1≤θ<θk
S+PM(ω)−
∑
θk−1<θ≤θk
S−PM(ω)) + S
+
P (ωk−1)− S−P (ωk)
+
m−1∑
i=0
S+PM(ωi) + S
+
(PM)m(1) − ν1(γx)
≥ 3n− S−P (ωk)−
∑
θk−1<θ<θk
S+PM (ω)−
m−1∑
i=0
Pωi(PM)
≥ 3n− S−P (ωk)−
∑
ω∈U
Pω(PM) ≥ 2n − S−P (ωk).
When m = 2, P must be −I2n. Similarly, we can deduce that
µ(Gr(I2n), Gr(γx)) + 2S
+
γx(τ)
(1) − ν(γx) ≥ 2n. (4.12)
By Remark 2.5, (2.7), P ∈ Ω˜m,k(2n) implies that n is even and
S±P (ωk) = S
∓
P (ωm−k) =
n
2
.
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Thus we get (4.10). Similarly, P ∈ Ω˜1m,k(2n)(resp., P ∈ Ω˜−1m,k(2n)) implies that n is odd and
S−P (ωk) = [
n
2
](resp., [
n
2
] + 1).
Then (4.11) follows.
Here we note that, when m = 2, the calculation in the above proof essentially coincides with
the proof of C. Liu, Y. Long and C. Zhu in [10]. Therefore, we omit the calculation.
Then we conclude the following Theorem.
Theorem 4.7. Let P ∈ Ωm(2n) with an integer m ≥ 2 and Σ ∈ HP (2n). It holds that
#Jˆ (Σ) ≥ [n1 + n
2
] = n+ [
−max{S−P (ω), S−P (ω¯)}
2
]. (4.13)
Especially, if m is even, then
#Jˆ (Σ) ≥ n. (4.14)
Proof. We prove this result by following steps.
Step 1: Assume that m is not prime. Denote by m = m1p and P1 = P
m1 , where p is a prime
factor. Then we have Σ = P p1Σ, and it is sufficient to consider m as a prime number.
Step 2: Let m be a prime. Assume that P ∈ Ωm,k(2n) and (τ, x) ∈ JP (Σ) is a prime closed
characteristic. By Proposition 3.1(3), there exist an integer l ∈ {1, · · · ,m− 1} such that
x(t) = Px(t+
lτ
m
), ∀t ∈ R.
Then we can choose r ∈ {1, · · · ,m− 1} such that
x(t) = P rx(t+
τ
m
), ∀t ∈ R.
By Remark 4.1, P r will be similar to R(−rθ)⋄S+P (ω) ⋄R(rθ)⋄S−P (ω), where ω = e
√−1θ. It implies
S±P (ω) = S
±
P r(ω
r). (4.15)
If #Jˆ(Σ) = +∞, we are done. Then we assume that #Jˆ(Σ) < +∞ and m > 2. If ωrk ∈
{ω1, · · · , ω[m
2
]}, then by (4.9), (2.1) and (4.15), we obtain that
i1(γx) + 2S
+
γx(τ)
(1)− ν1(γx) ≥ n− S−P r(ωrk) ≥ n−max{S−P (ωk), S−P (ωm−k)}, (4.16)
else if ωrm−k ∈ {ω1, · · · , ω[m2 ]}, (4.16) follows as well. Since (4.16) does not depend on the choice
of (τ, x), we have
n1 = n−max{S−P (ωk), S−P (ωm−k)}.
Then by Proposition 3.5, (4.13) follows. However, if m = 2, it follows from (4.12) that n1 = n.
Then combining with Step 1 and Proposition 3.5, this theorem holds.
Then we prove Theorem 1.1 as follows.
Proof. When m is even, by Remark 4.1 and (4.14), (1.4) follows. We only focus on m > 2 is odd.
If n is even, it follows from the assumption (1.3) and Remark 4.1 that P ∈ Ω˜m,k(2n) for some
k ∈ {1, · · · , [m2 ]}. By Remark 4.1 and Theorem 4.7, we have S±P (ωk) = S±P (ωm−k) = n1 = n2 and
(1.4) holds. Similarly, If n is odd, P ∈ Ω˜±1m,k(2n) for some k ∈ {1, · · · , [m2 ]}. By Remark 4.1 and
16
Theorem 4.7 again, we get max(S+P (ωk), S
−
P (ωk)) = [
n
2 ] + 1 and n1 = [
n
2 ], then
#Jˆ (Σ) ≥ [3n−14 ].
Since n is odd, it holds that [3n4 ] = [
3n−1
4 ] and this result follows.
Proof of Theorem 1.2.
Proof. If m = 2, P is similar to −I2n, then this theorem follows from Theorem 1.1. Let m > 2
and eiθ = ω. From assumption (i) and Remark 4.1, we know that S−P (ω) = 0 and S
+
P (ω) = n.
According to (ii), (2.1), and (4.9), we have n1 = n. Then by Proposition 3.5, this result
follows.
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