The intensity and location of Sun glint in two Medium Resolution Imaging Spectrometer (MERIS) images was modeled using a radiative transfer model that includes elevation features as well as the slope of the sea surface. The results are compared to estimates made using glint flagging and correction approaches used within standard atmospheric correction processing code. The model estimate gives a glint pattern with a similar width but lower peak level than any current method, or than that estimated by a radiative transfer model with surfaces that include slope but not height. The MERIS third reprocessing recently adopted a new slope statistics model for Sun glint correction; the results show that this model is an outlier with respect to both the elevation model and other slope statistics models and we recommend that its adoption should be reviewed.
Introduction
Sun glint consists of light that has been directly reflected from the sea surface into a satellite sensor, without ever entering the water. In Sun glint contaminated regions the glint signal is typically much larger than the below-water signal, which makes retrieval of variables such as chlorophyll concentration difficult or impossible. Sun glint is a serious problem for marine satellite imagery, causing large amounts of ocean color data loss, particularly for sensors that do not tilt to avoid the worst glint, such as the Medium Resolution Imaging Spectrometer (MERIS) and Moderate Resolution Imaging Spectroradiometer (MODIS); see Fig. 2 below for an example of glint contamination in two MERIS images. However, Sun glint data can be important for applications such as oil slick detection [1] , so making all sensors tilt away from Sun glint is not the solution.
Some correction of Sun glint is implemented in the standard atmospheric correction code for a number of ocean color satellites, including MERIS and MODIS. The current method relies on geometry: for each pixel, the sea surface is divided into many small facets and an estimate is made of the fraction of the facets that are orientated to reflect light directly from the Sun to the satellite. From this the radiance (or reflectance) due to Sun glint can be calculated and subtracted from the radiance measured by the sensor [2, 3] ; see Subsection 2.B. The calculation requires the probability distribution function (PDF) of the sea surface facet slopes, which can be calculated from the wind speed using the well-known model of Cox and Munk [4, 5] or later variants [6, 7] . Zhang and Wang [8] compared the results obtained using a number of sea surface-slope-wind-speed relationships for a limited number of MODIS images and concluded that the model of Cox and Munk was the most accurate for estimation of Sun glint.
Other glint correction methods are under investigation and showing some promise [9, 10] ; a neural network method is available for MERIS processing for Case 2 waters [11] and the POLYMER algorithm [9] has currently been chosen as the atmospheric correction code of choice for MERIS processing within the ESA Ocean Color Climate Change Initiative project [12] . However, for the moment the slope statistics method is the standard approach used in the atmospheric correction code for processing Case 1 waters.
Slope statistics methods are also used to model the water surface in radiative transfer models such as Hydrolight [13] . These models can make good estimates of the directional reflection and refraction of light at the water surface, but they assume zero elevation, i.e., that the sea surface is at its equilibrium height everywhere. Therefore they cannot include elevation-dependent processes such as multiple interactions at the water surface and the shadowing effect of tall waves. Use of an air-water interface that includes the elevation as well as the slope of the sea surface can alter the results of radiative transfer models [14] and so could contribute to better estimation of Sun glint.
In this study a radiative transfer model with an elevation-based air-water interface was used to estimate the intensity and location of Sun glint corresponding to two MERIS images. The results were compared to estimates made using radiative transfer modeling with a slope-statistics interface and to calculations using the current standard method as used in atmospheric correction code, with various versions of the wind-surface slope relationship:
• The original model of Cox and Munk [4] , as used for MERIS data processing until Summer 2011 [15] ;
• The model of Ebuchi and Kizu [6] , which has been adopted for MERIS data processing at the third reprocessing (2011) [3] ;
• The method of the third MERIS reprocessing, but using the model of Bréon and Henriot [7] ;
• A simplified version of the Cox and Munk model, without wind speed dependence: this is used in data processing for SeaWiFS and MODIS [2] ;
• Another variation on Cox and Munk, as used for Hydrolight [16] . Section 2 describes the methods used and the two images chosen for this case study. Section 3 compares the results from the various methods and Section 4 presents a summary and conclusions.
Methods
Seven estimates of the Sun glint pattern in sections from two MERIS images were made, using two types of method: radiative transfer modeling and the approach used within standard atmospheric correction code. This section describes these methods, starting with the radiative transfer model, and then the selection and processing of the two images. The seven methods are summarized in Table 1 .
A. Methods Used for Radiative Transfer Modeling
The radiative transfer model PlanarRad [17, 18] was used to simulate the transfer of light at the water surface by a Monte Carlo technique. Light rays were sent toward the surface from all directions, and the direction and intensity of received light was used to build up a bidirectional reflectance distribution function. Two models of the surface were used:
1. Elevation-based surfaces (Elmodel), which are numerical realizations of the surface with statistics of both slope and elevation matching those of observed seas at a given wind speed. This method has been previously described in [14] .
2. A slope-statistics representation (CMmodel), in which each photon encounters a different surface slope, with the distribution of slopes given by the Cox-Munk model. This method has been used in Hydrolight [13] and a number of other radiative transfer models [14] , and is described fully in [16] .
The elevation-based surfaces were created by Fourier inversion of a unified slope spectrum designed to cover wavelengths from a few millimeters to several hundred meters [19] , with a directional spectrum that allowed fully two-dimensional surface realizations to be created [20] . Each surface As for MERIS2, but using the PDF of Bréon and Henriot [7] 
SWcalc
As for the SeaWiFS and MODIS algorithm: calculation using a Gaussian PDF and the mean square slope independent of wind direction [2] CMcalc Calculation using a Gaussian PDF with the same Cox-Munk model as the CM surfaces realization represented an area of sea 200 m square, with a grid size of 3 mm. At this level of resolution the variance of both sea surface slope and elevation is within the range of those observed in real seas [14] : for example the mean square slope lies within the limits of accuracy of the Cox-Munk model [4] . A coarser grid would omit shorter waves, which contribute substantially to the slope. The horizontal size of the sea surface realization was on a similar scale to the pixel size for MERIS reduced resolution images (1000 m), so results from an entire surface realization were used to simulate each pixel. The results reported are for the average of ray tracing on ten surface realizations, each time with 5 × 10 7 rays. The sphere was partitioned into sections ("quads") 10°vertically by 15°horizontally, with two end caps of angular width 5°at the poles, and the horizon quads were further divided into two 5°sections (Fig. 1) ; this is the same as the partitioning used in standard Hydrolight configurations [13] . Surface files for use in the simulation were created for wind speeds between 3 and 8 m s −1 , at intervals of 0.5 m s −1 , with ten surfaces at each speed. The glint reflectance ρ g was calculated by using
( 1) where L g is the upwelling reflected radiance in the direction of the sensor and E d is the downwelling planar irradiance, both just above the surface; this expression makes the reflectance directly comparable to that obtained from the calculation method [Eq. (2)]. E d was estimated by using libRadtran [21] . Data for the solar flux and the atmosphere model were taken from the libRadtran library, with the default aerosol options and maritime aerosol in the boundary layer [22] . Values of the ozone column density were taken from the MERIS image data (Subsection 2.C). The irradiance was distributed across the upper hemisphere according to the clear sky model of [23] . L g is a model output for a given E d and surface. Note that, since ρ g depends on the ratio L g ∕E d , the glint reflectance depends only weakly on the atmospheric model chosen. For the CMmodel simulations the same modeling framework was used, with slope-statistics surfaces replacing the elevation-based surfaces [16] .
Two further checks were made on the model. The model glint reflectances were created for a clear sky scenario and include light scattered to the water surface from the atmosphere (sky glint); the MERIS values, calculated by adding contributions to the reflected sunlight from different parts of the surface, do not. The effect of sky glint was assessed by running the model with the same direct irradiance, all in the section of the sphere containing the Sun, and zero irradiance elsewhere. The second check was on the effect of angular resolution. In PlanarRad the minimum angular size is one sphere section; for the results presented above this is 15°× 10°so the modeled Sun is much larger than the real solar disc (diameter 0.5°). To investigate the sensitivity of the model to angular resolution, the model was run with each quad half the size in both directions (7.5°× 5°, and the end caps were reduced to 2.5°). For this run the wind speed was approximated as 5 m s −1 for all pixels to reduce processing requirements.
B. Methods for Calculating Sun Glint
Calculation of Sun glint was as used in standard atmospheric correction code for ocean color sensors, such as SeaWiFS, MODIS, and MERIS [2, 3, 24] . A PDF was used to estimate the fraction of the sea surface orientated so as to reflect incoming sunlight directly toward the sensor. From this the received glint reflectance was calculated:
where L glint is the reflected radiance just above the surface, E is the downwelling irradiance just above the surface, θ s and θ v are the Sun and sensor zenith angles, and β is the slope of a surface facet that will reflect light directly from the Sun to the sensor: it can be calculated from the Sun and viewing geometry. pξ; η is the PDF of sea surface slopes; ξ and η are normalized slopes and depend on the Sun and viewing geometry and the wind speed and direction. ρω; λ is the Fresnel reflection coefficient; ω is the angle of incidence and can be calculated from θ s and θ v . Cox and Munk [4, 5] expressed the PDF as a GramCharlier expansion with seven parameters. Of these, the mean square slope in the upwind and crosswind directions have received the most attention. Cox and Munk suggested the following relationship between mean square slope and wind speed: 
where σ w and σ c are the root mean square slopes in the downwind and crosswind directions and U is the wind speed at 41 feet (12.5 m) above sea level. This model was used for MERIS data processing until Summer 2011, and for the MERIS2 method in the present work. Ebuchi and Kizu [6] used satellite measurements 
They also give slightly altered values for the other Gram-Charlier parameters. These values were used in the BHcalc method. Glint correction in SeaWiFS and MODIS processing (SWcalc) uses only the Gaussian terms of the PDF and omits dependence on the wind direction:
Hydrolight also uses a Gaussian PDF, with a version of the mean square slope formula without any offsets: 
This PDF was used for the CMcalc results.
C. Simulation of Glint in MERIS Images
The methods described above were applied to simulate Sun glint for across-swath lines from two MERIS images (Fig. 2) . The images were chosen to have only [25] . In both cases the line extends from an area of low glint (left-hand side of the image) into the peak glint area. The Mediterranean image is for a higher latitude and has a closer proximity to land. The aerosol optical thickness as retrieved by the MERIS algorithm was around 0.05-0.1 for most pixels in the Atlantic image and 0.1-0.2 for the Mediterranean image.
The glint reflectance was estimated for every tenth pixel along the two lines, using the methods in Table 1 [26] . The Fresnel reflection coefficient was taken as 0.022, as used for MERIS data processing [3] .
As a check that the model estimates were in line with MERIS measured values, an estimate of the at-sensor radiance was also made for the same set of pixels. For this an in-water section was added to the model, using PlanarRad [17, 18] , with values of the inherent optical properties selected to suit ocean waters.
Results and Discussion
The radiance estimated by the elevation-based model gave a reasonable match to the size and position of the glint signal in the MERIS level 1 values (Fig. 3) . The values of the modeled radiance depend strongly on the atmospheric and in-water models, which are out of the scope of this study and will not be discussed further. So a one-to-one matching of the radiance is not considered, but this comparison serves as a basic validation of the model.
The glint signal in the modeled reflectance was in approximate agreement with that calculated using the MERIS glint algorithm, with agreement better for the second reprocessing values than the third ( Fig. 4; see also Fig. 6 ). The reflectances had only a weak dependence on wavelength: reflection at the water surface is wavelength dependent only through the refractive index, which was taken as constant for this model, consistent with the MERIS treatment of the Fresnel reflectance as a wavelength-independent constant [3] .
The zenith and azimuth angles of the ingoing and outgoing model quads are shown in the plots below the main sections of Fig. 4 ; these refer to the quad centers. It can be seen that many of the sudden changes in model results occur where there is a move from one quad to another. Other spatial discontinuities in reflectance occur where there is a change from one wind speed level to the next as the wind varies across the image. The vertical lines on the plots show the boundaries of the medium and high glint regions, as used by the MERIS correction algorithm. Medium glint is a relatively narrow band of the whole glint pattern, illustrating how current approaches address and correct only a relatively small proportion of the image.
Model results using surfaces created by the slopestatistics method gave higher peak glint reflectance, but lower reflectance near the edge of the glint region (Fig. 5, CM model) . This is in line with results presented previously [14] , which showed that the elevation-based surfaces give reduced forward scattering and enhanced sideways scattering when compared to slope-statistics models. For pixels near the glint peak the Sun and satellite are more directly in line; so the signal is dominated by forward scattering, while sideways scattering influences the edge of the glint pattern.
Comparison of the various calculation methods listed in Table 1 shows broad agreement on the location of the glint pattern (Fig. 6) , but with the Ebuchi from radiative transfer modeling at elevation-based surfaces is Cox and Munk (MERIS2), but all the methods give higher peak glint reflectance than Elmodel, and all except CMcalc give a lower value in the medium glint region [Figs. 6(c) and 6(d)]. The medium glint region is important, as this is where correction is currently possible; however the progress made using other approaches, e.g., [9] , suggests that correction of higher glint may be possible, and so the aim should be a model with good performance in all parts of the glint pattern. The elevation-based model's agreement with the Cox and Munk model is consistent with the results of Zhang and Wang [8] , who also found that Ebuchi and Kizu's values gave the lowest correlation to measurement in their study of MODIS images. The Bréon and Henriot values gave results very similar to the original Cox-Munk values: Bréon and Henriot's values are based on a data set with greater global coverage than that of Ebuchi and Kizu, and so may be more robust. Given that the Ebuchi and Kizu model has appeared as an outlier in both this study and in [8] , which used a different method and wavelength range, we suggest that its use for MERIS data processing may need to be reviewed, especially if correction at higher glint levels is desired.
The calculation with the CM/Hydrolight parameters, CMcalc, gave a higher glint reflectance than that estimated by the model using slope-statistics surfaces, CMsurf. This demonstrates that the calculation and ray-tracing methods can give different estimates for the glint reflectance, even when using the same assumptions about the surface and the same PDF.
For all the quantities tested, variation between results from different surface realizations was low compared to variation between the model and MERIS values, or between wavelengths. The data in Fig. 5 , which shows values varying within a few per cent of the mean, were typical. This indicates that differences in reflectance due to variation in the sea surface shape are much smaller than those due to other modeled processes, indicating that pixel-topixel variation due to the exact position of surface waves within pixels is a minor contributor to noise in MERIS reflectances (see also [14] ).
Removal of the sky glint component in the radiative transfer model, by considering direct irradiance only, reduced the reflectance by about 50% in the medium glint zone and about 20% in the highest glint region. The change improves agreement between the model and MERIS2 estimates for the medium glint regions: this is clearest in Figs. 7(c) and 7(d) which show the lower glint regions in greater detail. However, agreement is reduced in the high glint region. Running the model at higher angular resolution smoothed some of the variation in the simulated glint reflectance, but did not change the overall size or distribution (Fig. 8) . A further preliminary trial was carried out for eight pixels from the Atlantic image at 443 nm, using a quad size of 1°zenith between 25°and 35°, 5°elsewhere, and 2°azimuth. This limited set gave very similar glint reflectance to the values in Fig. 8 .
Summary and Conclusions
A radiative transfer model that includes sea surface elevation as well as slope has been used to simulate the position and intensity of Sun glint in two MERIS images. The results have been compared to calculations of glint made with the current MERIS glint correction algorithm for Case 1 waters, using a variety of values for the slope statistics.
The radiative transfer model gave lower peak glint and higher levels in the medium glint zone than any of the calculation methods tested. The same differences were observed, to a lesser extent, when the model results were compared to an estimate made using the same radiative transfer model with a slope-statistics method used at the air-water interface. The best agreement between the model and calculation methods was reached when using the surface model of Cox and Munk [4] or Bréon and Henriot [7] .
The results presented here suggest that elevationdependent processes could affect the level of Sun glint, and that an elevation-based model could make estimates of Sun glint reflectance that are different from the slope-statistics methods currently used. This initial study included two sample images, with wind speeds below 8 m s . The findings for the two images were similar in spite of differences in latitude, proximity to land, and reported aerosol quantity, but to investigate how widely the conclusion holds the work should be extended to further images with a greater variety of conditions.
Calculation of glint using the model of Ebuchi and Kizu [6] gives a glint pattern that is different from all other models tested and from the results of radiative transfer modeling, especially in the high glint region. We recommend that its adoption for MERIS data processing should be reviewed. 
