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We present a rigorous Ewald summation formula to evaluate the electrostatic interactions in two-
dimensionally periodic planar interfaces of three-dimensional systems. By rewriting the Fourier part of the
summation formula of the original Ewald2D expression with an explicit order N2 complexity to a closed form
Fourier integral, we find that both the previously developed electrostatic layer correction term and the boundary
correction term naturally arise from the expression of a rigorous trapezoidal summation of the Fourier integral
part. We derive the exact corrections to the trapezoidal summation in a form of contour integrals offering precise
error bounds with given parameter sets of mesh size and system length. Numerical calculations of Madelung
constants in model ionic crystals of slab geometry have been performed to support our analytical results.
I. INTRODUCTION
Structural and dynamical properties of liquid-vapor, liquid-
liquid, and liquid-solid interfaces are of great interest to
chemists, physicists, and material scientists[1–4]. As atoms
in the molecules generally have partial charges, determination
of the interfacial properties requires an accurate treatment of
the long-ranged Coulomb interactions in a slab geometry of
two-dimensional (2D) periodicity. However, it remains a great
challenge for theoretical physical chemists to efficiently and
accurately treat the long-ranged Coulomb interaction when
performing molecular dynamics or Monte Carlo simulation
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FIG. 1: Illustration of the systems of interest with 2D (up) and 3D
(down) periodicity. x, y, and z directions are pointing to the right,
into the paper, and up respectively. When transferring the evaluation
of the electrostatic interaction in a system with 2D periodicity to that
of 3D periodicity, the boundary correction term and the electrostatic
layer correction term are added.
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studies for three-dimensional (3D) charged systems with 2D
(e.g. x and y directions) periodic boundary condition (PBC)
and the other dimension (e.g. z direction) nonperiodic (see
Fig. 1). More than 30 years ago, an Ewald summation method
for 3D charged systems with 2D periodicity was first derived
by Parry[5], by Heyes, Barber and Clarker[6] and by de Leeuv
and Perram[7] (referred as Ewald2D method). For a system
of N charged particles, the computational cost of Ewald2D
method carried out over distinct pairs of charges scales as
O(N2) and becomes very expensive when N is very large.
Many researchers have thus proposed alternative Ewald type
methods to introduce significant reduction in the computa-
tional time [8–17]. Hautmann and Klein developed a method
based on an expansion of Ewald2D expression to a Taylor se-
ries which can be applied to thin layer configurations where
the extension in the dimension with no periodicity (length in
z direction) is much smaller than the length of the unit cell in
the other two dimensions (x and y directions)[8, 9]. For a sys-
tem of charges with an arbitrary length in the nonperiodic di-
mension, the first successful method to improve the efficiency
of Ewald type computation with sufficient accuracy was pro-
posed by Yeh and Berkowitz[11]. Their method relates the
electrostatic potential of a 3D system of 2D PBC to that of
a corresponding 3D system of 3D PBC but with a correction
term accounting for the difference between the two bound-
ary conditions (refered as Ewald3DC method) [10, 11]. Suffi-
cient accuracy of Ewald3DC method can be always obtained
by introducing large empty space in the artificial 3D periodic
system. The Ewald3DC method has been widely applied to
molecular dynamics or Monte Carlo simulation studies of var-
ious interfacial systems in slab geometry (e.g. ref.[18]). With
the same intuition of relating electrostatics in 2D periodicity
to that in 3D periodicity (see Fig. 1), Holm and coworkers
have further added an electrostatic layer correction term to
remove the effect of artificial electrostatic layers in the cor-
responding 3D full periodic system (referred as EwaldELC
method)[15]. Aside from extending the problem to full 3D
periodicity and then correcting the effect of boundary and
electrostatic layers, several researchers have sought to rewrite
the Ewald2D expression in an alternative way in order to ob-
tain better computational scaling [13, 16, 17]. Notably, re-
cent development by Lindbo and Tornberg have successfully
2developed fast and accurate Ewald2D techniques which in-
volves a Particle Mesh type generalization[17]. These types
of Ewald2D summation methods by Kawata and Mikami[13]
or Lindbo and Tornberg[17] start from an equivalent Fourier
integral expression of the Ewald2D formula and apply an in-
terpolation treatment for a term purely depending on z and a
fast griding treatment for the other part of the Fourier integral.
The above development has focused on the exact treatment of
the long-ranged Coulomb interaction which obviously leads
to exact dynamical and structural properties of interfaces. On
the other hand, Weeks and coworkers have developed a mean
field treatment called local molecular field theory [19–22]
which directly treats the short-ranged part of the Coulomb
interaction and maps the effect of the long-ranged part of
the Coulomb interaction to a mean-field single particle ex-
ternal potential. When combined with a configuration-based
linear response theory, simulations based on local molecular
field theory are able to yield accurate structural and thermody-
namic properties with a significant reduction in computation
cost[23]. However, a controllable way to achieve accurate dy-
namics has yet to be developed for simulation studies of inter-
faces in the framework of local molecular field theory.
To efficiently reduce the computational cost and accurately
determine the instantaneous potential and force, the Fourier
integral expression of the Ewald2D formula derived as early
as in the work by de Leeuv and Perram[7] has been of-
ten used as a starting point in the previous developments
[13, 16, 17, 24]. In the present work, we will start from
the same Fourier integral formula and mathematically analyze
how the error can be controlled when approximating the inte-
gral formula. To the best of our knowledge, the point of nov-
elty in the present work is threefold. First, we will suggest
a new formulation for the z dependent term which might be
superior to the previous interpolation methods. Second, we
will directly derive the boundary correction and electrostatic
layer correction terms from the Fourier integral expression.
Our analytical derivation will make a natural connection to the
previous Ewald3DC and EwaldELC method. Third, we will
show that the error bound due to the trapezoidal approxima-
tion to the Fourier integral expression in Ewald2D is a Gaus-
sian decay function of an appropriate combination of setup
parameters. The rest of this paper is organized as follows. In
section II, we provide brief background on Ewald2D summa-
tion method. In sections III to V, we formulate an alternative
expression of the z independent term in Ewald2D summation,
derive rigorous error bounds when applying trapezoidal ap-
proximation to Fourier integrals, and naturally develop the
boundary correction term and the electrostatic layer correc-
tion term respectively. In section VI, we draw conclusions
from our present work.
II. GENERAL BACKGROUND FOR EWALD2D METHOD
Let’s consider a unit cell of N charged particles located at
positions r1, · · · , rN respectively. The lengths of the unit cell
in x and y direction are Lx and Ly respectively. The j-th par-
ticle has its infinite periodic images in 2D located at positions
rj + n where the vector n stands for (nxLx, nyLy, 0) and
both nx and ny are integers (see Fig. 1). The total electro-
static potential energy per unit cell is obtained by adding up
all Coulomb interactions:
U = 1
2
∑′
n

 N∑
i=1
N∑
j=1
qiqj
|n+ rij |

 , (1)
where rij stands for the relative vector between the i-th and
the j-th particle. The sum over the vector n is the sum over
infinite images of N points in both x and y directions. The
prime indicates that the i = j term is omitted in case of
nx = ny = 0. For simplicity of notation, we have omitted
the prefactor of 1/(4πǫ0).
It is known that the series U of eq. (1) is slowly conver-
gent subject to the condition of electroneutrality: ∑j qj = 0.
Because of the slow decay of the Coulomb interaction 1/r in
the series, the straightforward term-by-term summation in real
space is impractical for an accurate determination of U . The
Ewald sum introduces a screening factor α and separates the
Coulomb interaction in eq. (1) into a combination of short-
and long-ranged components[25]:
1
r
=
erfc(αr)
r
+
erf(αr)
r
, (2)
where the long-ranged component is proportional to the elec-
trostatic potential arising from a normalized Gaussian charge
distribution with width 1/α,
erf(αr)
r
≡ α
3
π3/2
∫
dr′e−α
2r′2 1
|r− r′| . (3)
The sum over the vector n for the short-ranged component de-
cays very fast and is carried out in real space as is done for the
usual Lennard-Jones potential. One can convert the sum over
the vector n for the long-ranged component to a sum over the
reciprocal (Fourier) space vector h = 2π(hx/Lx, hy/Ly, 0)
via Fourier transform. It has been shown that the series U of
eq. (1) subject to the electroneutrality condition is a combina-
tion of real space sum and reciprocal space sum [5–7, 16, 17]:
U = UR + UhF + U0F , (4)
where
UR = 1
2
∑
i,j
qiqj
∑′
n
erfc(α|rij + n|)
|rij + n| −
α√
π
∑
i
q2i , (5)
UhF =
π
2LxLy
∑
i,j
qiqj
∑
h 6=0
eih·rij
h
[
ehzijerfc(
h
2α
+ αzij)
+ e−hzijerfc(
h
2α
− αzij)
]
, (6)
and
U0F =
−π
LxLy
∑
i,j
qiqj
[
zijerf(αzij) +
1
α
√
π
e−α
2z2ij
]
. (7)
3The term U0F is the limit of UhF as h approaches 0. The sin-
gularity of the reciprocal space sum has been removed under
the condition of electroneutrality. An alternative expression
of UhF is written as an integral form:
UhF =
1
LxLy
∑
h 6=0
∫ ∞
−∞
du
e−
h2+u2
4α2
h2 + u2
∣∣∣∣∣∣
N∑
j=1
qje
ih·rjeiuzj
∣∣∣∣∣∣
2
.
(8)
Eqs. (5) to (8) are the usual Ewald2D formulas. These
expressions have been derived in many different ways by
Parry[5], by Heyes, Barber and Clarke[6], by de Leeuw and
Perram[7], by Grzybowski, Gwozdz and Brodka[12], by Mi-
nary et. al.[16] and very recently by Lindbo and Tornberg[17].
Derivation of the above equations based on knowledge of el-
ementary calculus is doable but we are not going to show this
in the content of current work as excellent derivations have
been done many times in the past. Instead, we emphasize
that unlike the case of 3D periodicity, Ewald2D expressions
in eqs. (5) to (8) are exact subject to neutrality condition only
irrespective of the shape of the system boundary at infinity.
For a neutral system with 2D periodicity, the convergence of
the series in eq. (1) does not depend on how the 2D summa-
tion vectorn approaches infinity. On the contrast, for a neutral
system with 3D periodicity, the value of the series in eq. (1)
depends on the behavior that the 3D summation vector ap-
proaches infinity.
Calculation of the Fourier part sum using eqs. (6) requires
evaluation of pairs i, j and is thus of O(N2) complexity. Ef-
ficient methods starting from eq. (8) have been developed to
introduce significant reduction of computational cost [13, 17].
Alternative expression at the computational cost of O(N) us-
ing a power-series expansion for the term U0F has been given
by Minary et. al. [16]. In the next section, we will show
that how one can rewrite the expression for U0F to achieve a
natural expansion which requires only computational cost of
O(N) when the system is extended along the periodic x and
y directions.
Although eq.(8) carries a computational cost of O(N) for
the sum over the total number of the charges, the computa-
tional cost in total from a straightforward implementation of
eq.(8) is not rigorously O(N). In a typical case of extending
the system in the periodic x and y directions, the computa-
tion cost for the sum over the vector h grows as the prod-
uct of Lx and Ly and thus of O(N) itself at a required accu-
racy. The overall computational complexity of eq.(8) is thus
O(N2). Excellent developments analog to the well estab-
lished 3D PME method using grid interpolation and FFT treat-
ment have been done recently by Lindbo and Tornberg[17].
The current work will not aim at providing a competitive effi-
cient algorithm for the UhF term but to analyze analytically the
error bounds when approximating the Fourier integral. As dis-
cussed previously[17], implementation of Particle Mesh tech-
niques to the Fourier integral part of the Ewald2D expression
will necessarily involve an approximation to the Fourier inte-
gral. Our derivation of the error bounds will show that how
the up limit of the accuracy is determined by the combination
of appropriate parameters.
III. ALTERNATIVE EXPRESSION OF U0F
The equivalence between the two expressions for the term
UhF in Eq. (8) and Eq. (6) was known from the mathematical
identity (see mathematical book[26]) as early as in 1970s[6,
7]:
Ih(ω, ν) =
π
2ω
[
eωνerfc(ω +
ν
2
) + e−ωνerfc(ω − ν
2
)
]
= e−ω
2
∫ ∞
−∞
dt
e−t
2
ω2 + t2
eitν , (9)
where for simplicity, we have used dimensionless quantity t =
u/(2α), ω = h/(2α), and ν = 2αzij . In line with the limit of
ω → 0 in the above Eq. (9) with the divergence removed, we
are able to write the following mathematical identity:
I0(ν) = π
[
νerfc
(ν
2
)
− ν
]
− 2√πe−ν2/4
=
∫ +∞
−∞
dt
e−t
2
eitν − 1
t2
. (10)
When numerically evaluating the integral, we often apply the
usual trapezoidal approximation to the integral with infinity in
upper and lower limits:
I ≡
∫ ∞
−∞
dtg(t) ≃
∞∑
m=−∞
ζg(mζ)
= ζg(0) +
∞∑
m=1
ζ [g(mζ) + g(−mζ)] ≡ S(ζ), (11)
where an extra parameter of ζ is used as a small mesh size.
Therefore, the right hand side of Eq. (10) can be evaluated
approximately as:
I0(ν) ≃ S0(ν, ζ) = −ζ(1 + ν
2
2
)+
2ζ
∑
m=1
e−(mζ)
2
(mζ)2
cos(mνζ) − 2ζ
∑
m=1
1
(mζ)2
. (12)
Note that we have computed the limit value for the m = 0
term of the series in eq. (11):
lim
m→0
e−(mζ)
2
eimζν − 1
(mζ)2
= −(1 + ν
2
2
). (13)
Substituting ν = 2αzij in eqs. (10), (11), and (12) and realiz-
ing the fact that
∑
i,j qiqjz
2
ij = −2(
∑
j qjzj)
2 subject to the
electroneutrality condition
∑
j qj = 0, The formula of U0F in
eq. (7) can now be rewritten as a form with the computational
cost of O(N):
U0F ≃
2ζα
LxLy

∑
j
qjzj


2
+
ζ
αLxLy
∑
m=1
e−(mζ)
2
(mζ)2
∣∣∣∣∣∣
∑
j
qje
i2mαzjζ
∣∣∣∣∣∣
2
, (14)
4Real Axis
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θ>0  β>0
FIG. 2: Illustration of the path when there is no pole in the complex
plane for the integrand. Integration along the two straight lines gives
the error term. See eq. (18) and (19).
where the approximation follows from the use of trapezoidal
sum in eq. (12). Evaluation of the term U0F from the above
eq. (14) is a natural expansion of the Fourier integral to the
charge density in the reciprocal space and might be supe-
rior to the previous development based on interpolation meth-
ods which do not contain any intrinsic information from the
Fourier transform.
IV. ERROR BOUNDS FOR THE TRAPEZOIDAL
APPROXIMATION
Using the trapezoidal sum to approximately evaluate the
Fourier integrals U0F and UhF both generate errors. In gen-
eral, when the chosen mesh size ζ is small enough, excellent
accuracy can be achieved given that enough terms in the trape-
zoidal series are computed. However, one might always want
to save computational cost by using relatively larger value of
ζ at a required accuracy of computation. It is still unknown
that how the accuracy of eq. (14) is controlled by the choice
of parameter ζ. We now proceed to discuss in general how the
setup of the mesh size ζ affects the error due to the use of the
trapezoidal approximation S(ζ) to the integral I in eq. (11).
We start from a rigorous mathematic formula connecting an
arbitrary integral to its trapezoidal sum which states that the
definite integral over infinity in real axis can be expressed rig-
orously as a combination of the trapezoidal sum, a correction
term and an error term:
I =
∫ ∞
−∞
dt g(t) = S(ζ) + C(ζ) + E(ζ), (15)
where S(ζ) is the trapezoidal sum as in eq. (11). The error
term E(ζ) is expressed as an integration along a path in the
complex plane:
E(ζ) =
1
2πi
∮
path
dzΨ(z)g(z), (16)
where Ψ(z) is the characteristic function in the complex plane
defined as:
Ψ(z) =
∓2πi
1− e∓2piiz/ζ Im(z) ≷ 0. (17)
The characteristic function Ψ(z) depends on the mesh size
parameter ζ but does not depend on the form of the integrand
g(z). Depending on the nature of the integrand g(z), the cor-
rection term C(ζ) could be zero or proportional to the residue
of the complex function Ψ(z)g(z) at the singularity point of
g(z). Eq. (16) expresses the difference between the integral
and the corresponding trapezoidal form to the integral along
the certain path in the complex plane. This powerful equation
has been used to develop the double-exponential transform
in the field of mathematics[27]. For the ease of reading this
work, we provide a brief proof of the above important eqs (15)
to (17) in Appendix VII A. Note that the symbol z in these
equations stands for the variable in the complex plane which
should not be confused with the previous notation of z used as
the variable of position or length. The error term E(ζ) is the
value of the integration along the contour and thus depends
on both the form of the integrand and the choice of the path.
When two infinite lines parallel to the real axis are chosen as
the contour (see Fig. 2) and the integrand in eq. (10) has no
pole in the interior formed by the contour, the correction term
C(ζ) is simply zero and the error term E(ζ) is the integral
along the two straight lines (see details in Appendix VII A).
We thus obtain an exact expression for the integral I0(ν):
I0(ν) = S0(ν, ζ) + E0(ν, ζ), (18)
where S0(ν, ζ) is the expression in eq. (12) and the error term
is written as:
E0(ν, ζ) =
1
2πi
∫
z=ξ+iθ
dzΨ(z)g0(z)
+
1
2πi
∫
z=ξ−iβ
dzΨ(z)g0(z), (19)
and
g0(z) =
e−z
2
eizν − 1
z2
. (20)
We now directly manipulate the complex integral such that an
appropriate error bound δ(ν, ζ) exists:∣∣E0(ν, ζ)∣∣ 6 δ(ν, ζ). (21)
Because one can always numerically determine the difference
at ν = 0 between the trapezoidal sum S0(ν, ζ) and I0(ν) eval-
uated as in eq. (10), it is much simpler but enough to evaluate
the integration over the major part of g0(z) which is:
g0m(z) =
e−z
2
eizν
z2
. (22)
Each of the integration along the two straight lines in Fig.2
has its own up limit:
∣∣∣∣ 12πi
∫
z=ξ+iθ
dzΨ(z)g0m(z)
∣∣∣∣ < δu(ν, ζ, θ)
=
√
πe[θ−(pi/ζ+ν/2)]
2
θ2(1 − e−2piθ/ζ) e
−(pi/ζ+ν/2)2 , (23)
50 5 10 15 20 25 30
ν=2αz
1e-12
1e-11
1e-10
1e-09
1e-08
1e-07
1e-06
1e-05
δ(ν
,ζ)
ζ=pi/(3+5) ζ=pi/(3+10) ζ=pi/(3+15)
ζ=pi/(4+5) ζ=pi/(4+10) ζ=pi/(4+15)
FIG. 3: Analytical error bounds (δ(ν, ζ): ◦) compared to the com-
puted error (E0(ν, ζ): +) at different values of ζ. The exact value
of I0(ν) is calculated from the expression with complementary error
function in eq. (10) and E0(ν, ζ) is thus evaluated as E0(ν, ζ) =
I0(ν) − S0(ν, ζ) (see eq. (18)). The plus symbols overlap with the
circle symbols indicating that the evaluation of error bounds using
eq. (25) is almost exact. Note that when comparing the error and its
error bound, we have removed a constant accounting for the differ-
ence at ν = 0.
and∣∣∣∣ 12πi
∫
z=ξ−iβ
dzΨ(z)g0m(z)
∣∣∣∣ < δd(ν, ζ, β)
=
√
πe[β−(pi/ζ−ν/2)]
2
β2(1− e−2piβ/ζ) e
−(pi/ζ−ν/2)2 . (24)
The right hand sides of the above two equations have mini-
mum values at θ0 ≃ π/ζ + ν/2 and β0 ≃ π/ζ − ν/2 respec-
tively. The total error bound for the evaluation of I0(ν) using
the trapezoidal approximation is simply the sum of the above
two error bounds at their minima:
δ(ν, ζ) = δu(ν, ζ, θ0) + δ
d(ν, ζ, β0). (25)
A proof of eqs. (23) and (24) can be found in Appendix VII B.
Fig. 3 shows direct calculations of the error (plus symbols)
introduced when using trapezoidal approximation in eq. (12)
to the integral I0(ν) in eq. (10) as well as the total error
bound (circle symbols) as a function of chosen parameter ν
for largest ν values taken to be 10, 20 and 30 respectively.
The overlap between the errors and the error bounds shown in
Fig. 3 indicates that using Eq. (25) for the error bound is pretty
rigorous. Because the error bound is a Gaussian function of
π/ζ−ν/2, strong error control can be achieved by simply ad-
justing the value of ζ when the system length scale z becomes
large. When plotting in the logarithm scale, the Gaussian form
of the error bounds behaves linearly as in Fig. 3.
For the case of more complicated integral Ih(ω, ν) in
eq. (9), the integrand in the complex plane has two symmetric
first order poles (simple poles) at points z = ±iω:
gh(z) =
e−(ω
2+z2)eizν
ω2 + z2
. (26)
Now we proceed to see how we can choose appropriate con-
tour lines such that the error term is minimized. Similar to
the case of I0(ν), the integral in eq. (9) can be written as (see
details in Appendix VII B).
Ih(ω, ν) ≡ Sh(ω, ν, ζ) + Ch(ω, ν, ζ) + Eh(ω, ν, ζ), (27)
where the trapezoidal sum is
Sh(ω, ν, ζ) = ζe−ω
2
[
1
ω2
+
∞∑
m=1
2e−(mζ)
2
cos(mζν)
ω2 + (mζ)2
]
= ζe−ω
2
∞∑
m=−∞
e−(mζ)
2
eimζν
ω2 + (mζ)2
, (28)
and the error term is an integration along the two straight lines
shown in Fig. 4:
Eh(ω, ν, ζ) =
1
2πi
∫
z=ξ+iθ
dzΨ(z)gh(z)
+
1
2πi
∫
z=ξ−iβ
dzΨ(z)gh(z). (29)
The correction term is related to the negative residue of the
pole in the complex plane. According to residue theorem, we
have
−1
2πi
∮
C+
dzΨ(z)gh(z) =
π
ω
e−ων
1− e2piω/ζ , (30)
and
−1
2πi
∮
C−
dzΨ(z)gh(z) =
π
ω
eων
1− e2piω/ζ . (31)
When either pole is inside the interior formed by the two
straight lines, its corresponding residue will be included in
the correction term Ch(ω, ν, ζ). Otherwise, the pole makes
no contribution to the correction term. For example, in the
case of θ > ω and β > ω, both poles are inside the region
(see the top-left part of Fig. 4). A rigorous expression for the
correction term is written as:
Ch(ω, ν, ζ) =
π
ω
e−ων
1− e2piω/ζ +
π
ω
eων
1− e2piω/ζ . (32)
When both poles are outside the two straight lines (θ < ω and
β < ω, see the top-right part of Fig. 4), the correction term
Ch(ω, ν, ζ) is thus simply zero.
To get the error bound for the error term Eh(ω, ν, ζ) such
that: ∣∣Eh(ω, ν, ζ)∣∣ 6 ε(ω, ν, ζ), (33)
we further find that (see details in appendix VII B):∣∣∣∣ 12πi
∫
z=ξ+iθ
dzΨ(z)gh(z)
∣∣∣∣ < εu(ω, ν, ζ, θ)
=
e−ω
2√
πe[θ−(pi/ζ+ν/2)]
2
|θ2 − ω2|(1 − e−2piθ/ζ) e
−(pi/ζ+ν/2)2 , (34)
6-iω
iω
z=ξ+iθ
z=ξ-iβ
Real Axis
θ>ω β>ω
z=ξ+iθ
z=ξ-iβ
θ<ω β<ω
iω
-iω
Real Axis
iω
-iω z=ξ-iβ
Real Axis
z=ξ+iθθ>ω β<ω
Real Axis
θ<ω β>ω
z=ξ+iθ
z=ξ-iβ
-iω
iω
FIG. 4: Illustration of the path when there are two simple poles
(±iω) for the integrand gh(z). The expression of the correction term
Ch(ω, ν, ζ) depends on the relative position of ω to θ or β. When the
pole is inside the interior formed by the two straight lines, the corre-
sponding integral around the pole (residue) is then included into the
correction term. When the pole is outside the region, there is no need
to perform the integral along the contour (C+ or C−).
and∣∣∣∣ 12πi
∫
z=ξ−iβ
dzΨ(z)gh(z)
∣∣∣∣ < εd(ω, ν, ζ, β)
=
e−ω
2√
πe[β−(pi/ζ−ν/2)]
2
|β2 − ω2|(1− e−2piβ/ζ)e
−(pi/ζ−ν/2)2 . (35)
Assuming θ = θ0 and β = β0 are to minimize the right hand
side of eqs. (34) and (35) respectively, the total error bound is
taken to be the sum of the minima:
ε(ω, ν, ζ) = εu(ω, ν, ζ, θ0) + ε
d(ω, ν, ζ, β0). (36)
A comparison between ε(ω, ν, ζ) and Eh(ω, ν, ζ) at given
mesh size ζ = 0.8 is shown as circle symbols and plus sym-
bols respectively in Fig. 5. Clearly, the error bounds are al-
ways in the same magnitude as the exact errors indicating that
eq. (36) is rigorous when used to control the errors generated
from the trapezoidal approximation. Because the error bound
is proportional to a Gaussian function of π/ζ−ν/2, adjusting
the mesh size ζ will dramatically change the accuracy. Fig. 6
shows that how the change of ζ affects the value of the error
bound ε(ω, ν, ζ) with comparison to the exact error computed
numerically.
Clearly for both cases of Fourier integrals UhF and U0F , we
have shown that numerical analysis of the errors generated
from trapezoidal approximation to Ih(ω, ν) and I0(ν) sup-
ports our rigorous analytical error bounds of Gaussian func-
tions of π/ζ − ν/2. UhF and U0F are combinations of pairs of
product of charges and thus much more complicated. How-
ever, the error control through the Gaussian decay function
should still work well. In a word, we have started from the
integral expression eq. (8) and analytically proved that the er-
ror bounds generated from the trapezoidal approximation to
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FIG. 5: Error bounds (ε(ω, ν, ζ):◦) compared to the computed error
(Eh(ω, ν, ζ): +) as a function of ω for a given value of ζ = 0.8
and a series of values of ν. Insets show the same data but multiplied
by a factor of eω
2
. The line for ν = 0 is very closed to the line at
ν = 0.05 and is thus multiplied by 0.1 for easy view. See eq. (36)
for the evaluation of error bounds and eqs. (9) and (27) for the nu-
merical error of using the trapezoidal sum and the correction term to
approximate the integral Ih(ω, ν).
eq. (8) and eq. (7) scale as Gaussian functions of the appro-
priate combination of system parameters and can thus be well
controlled.
To check the validity of the present formula of the error
bounds in a realistic example, we compute the Madelung con-
stants in model ionic crystals. The Madelung constant of the
i-th charge in the slab geometry (M si ) is defined as the total
electrostatic potential felt by the i-th particle in the infinite
2D periodic system normalized to the electrostatic potential
between the nearest neighbor pair of charges:
M si =

∑′
n

 N∑
i=1
N∑
j=1
qiqj
|n+ rij |



 r0
q1q2
, (37)
where r0 is the distance between the nearest neighbor charges
q1 and q2. The prime indicates that the i = j term is omitted in
case of nx = ny = 0. Notations in the above equation are the
same as in eq. (1). We set up a simple toy model consisted of
one cation and one anion both with unit charge and located at
the z axis. The unit cell lengths in x and y direction are chosen
as Lx = Ly = 10 A˚. Fig. 7 compares the computed error and
the error bounds as well as the evaluation of the Madelung
constant as a function of the lattice constant (r0). Clearly, the
analytical formula of the error bounds work for an arbitrary
range of accuracy control (up to machine accuracy) for the
computation of Madelung constants of the model crystals.
V. THE BOUNDARY CORRECTION AND
ELECTROSTATIC LAYER CORRECTION TERMS
The above derivation followed the Fourier integral expres-
sions and then employed trapezoidal approximation. Alterna-
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tive methodologies relating the 2D electrostatics to the well
known Ewald expression for 3D periodicity (Ewald3D) have
been developed and widely used[11, 14]. In their develop-
ment, the nonperiodic z dimension is extended to periodic-
ity with a chosen unit length of Lz (see Fig. 1). To correct
the effect of modified boundary condition and added extra
layers in the z direction, two terms are added to the usual
Ewald3D expression. One is the boundary correction term
(BC) in Ewald3Dc method[11] and the other is the electro-
static layer correction (ELC) term[15] (see Fig. 1). Using our
notation, the BC and ELC terms (see eq. 10 of ref.[11] and
eq. 11 of ref.[15]) are written as :
UBC = 2π
LxLyLz
∣∣∣∣∣∣
N∑
j=1
qjzj
∣∣∣∣∣∣
2
, (38)
and
UELC = 2π
LxLy
∑
i,j
qiqj
∑
h 6=0
eih·rij
h
cosh(hzij)
1− ehLz , (39)
respectively. We now proceed to see how our rigorous devel-
opment is related to the previous physical intuitions. Combin-
ing eqs. (8), (9), (27), (28),and (32), the major part including
the trapezoidal term and the correction terms of the Fourier
integral UhF is written as:
UhF =
1
2αLxLy
∑
i,j
qiqj
∑
h 6=0
eih·rijIh(ω, ν)
≃ 1
2αLxLy
∑
i,j
qiqj
∑
h 6=0
eih·rij ·
(Sh(ω, ν, ζ) + Ch(ω, ν, ζ))
=
ζ
2αLxLy
∑
m
∑
h 6=0
e−(mζ)
2
e−h
2/(4α2)
(mζ)2 + h2/(4α2)
·
∣∣∣∣∣∣
∑
j
qje
i(h·rj+2mαζzj)
∣∣∣∣∣∣
2
+
2π
LxLy
∑
i,j
∑
h 6=0
qiqj
h
cosh(hzij)
1− epih/(αζ) e
ih·rij , (40)
where we have considered the correction term corresponding
to the top-left part of Fig. 4. Similarly, we have written the
major part of the Fourier integral U0F as in eq. (14):
U0F ≃
2ζα
LxLy

∑
j
qjzj


2
+
ζ
αLxLy
∑
m=1
e−(mζ)
2
(mζ)2
∣∣∣∣∣∣
∑
j
qje
i2mαzjζ
∣∣∣∣∣∣
2
. (41)
The error introduced by the trapezoidal approximation has
been discussed as combinations of Gaussian functions. Let’s
8set the dimensionless mesh size ζ = π/(αLz) and define a
Fourier space vectork = 2π(hx/Lx, hy/Ly,m/Lz), we have
UhF + U0F ≃
2π
LxLyLz
∑
k 6=0
e−k
2/(4α2)
k2
∣∣∣∣∣∣
∑
j
qje
ik·rj
∣∣∣∣∣∣
2
+
2π
LxLyLz

∑
j
qjzj


2
+
2π
LxLy
∑
i,j
qiqj
∑
h 6=0
[
eih·rij
h
cosh(hzij)
1− ehLz
]
, (42)
where the first, second, and third term in the right hand side
of eq. (42) are the Fourier part of the regular Ewald3D ex-
pression, the BC term (see eq. (38)) and the ELC term (see
eq. (39)) respectively. Therefore, in connection with the
previous developments, our analytical formulation rigorously
shows that both ELC[15] and BC[11] terms naturally arise
from the trapezoidal expressions to the Fourier integral terms
UhF and U0F respectively.
VI. CONCLUSION
We have systematically described how the error of using
trapezoidal approximation to the Fourier integrals in Ewald2D
expression can be controlled through Gaussian functions of
the appropriate parameters. Our analytical derivation illus-
trated the intrinsic relation between the previous developed
Ewald3DC/EwaldELC methods and the methodologies of us-
ing trapezoidal sum to Fourier integrals. The formulation of
singularity term in the Fourier integral as a natural expansion
to charge densities in the reciprocal space might be useful to
replace the previous interpolation methods.
VII. APPENDIX
A. Exact correction to the trapezoidal approximation of an
integral
In this appendix, we prove a rigorous formula to write the
integral in eq. (11) as a sum of the trapezoidal term S(ζ), the
correction term C(ζ), and the error term E(ζ):
I ≡
∫ ∞
−∞
dt g(t) ≡ S(ζ) + C(ζ) + E(ζ). (A1)
where the error term E(ζ) is written as a contour integral over
the integrand Ψ(z)g(z):
E(ζ) =
∮
C
dzΨ(z)g(z), (A2)
and the trapezoidal sum S(ζ) is written as in eq. (11):
S(ζ) =
∞∑
n=−∞
ζg(nζ). (A3)
Let’s first take a look at the case g(z) has no poles in the com-
plex plane and C(ζ) = 0. Using Cauchy’s residue theorem
and choosing a path C such that all real numbers in the real
axis are included in its interior, the left hand side of eq. (A1)
can be written as:
I =
∫ ∞
−∞
dt
[
1
2πi
∮
C
dz g(z)
1
z − t
]
=
1
2πi
∮
C
dz g(z)
∫ ∞
−∞
dt
1
z − t , (A4)
where we have assumed the validity of exchange of integra-
tion order. Similarly, we write the trapezoidal term as the fol-
lowing:
S(ζ) =
∞∑
n=−∞
[
1
2πi
∮
C
dz g(z)
ζ
z − nζ
]
=
1
2πi
∮
C
dz g(z)
∞∑
n=−∞
ζ
z − nζ
=
1
2πi
∮
C
dz g(z)π cot(πz/ζ). (A5)
We have used a mathematical identity called Euler’s partial
fraction expression of the cotangent function:
π cot(πx) ≡ 1
x
+
∞∑
n=1
(
1
x+ n
+
1
x− n
)
=
∞∑
n=−∞
1
x− n. (A6)
Recalling another mathematical identity:∫ ∞
−∞
dt
1
z − t =
{ −πi Im(z) > 0
πi Im(z) < 0
, (A7)
and subtracting S(ζ) from I , we have
E(ζ) = I − S(ζ)
=
1
2πi
∮
C
dz g(z)Ψ(z), (A8)
where
Ψ(z) =
∓2πi
1− e∓2piiz/ζ Im(z) ≷ 0. (A9)
which is eq. (17) in the main text. Direct evaluation of
eq. (A8) along the two straight lines in Fig. 2 will yield an
error bound for the trapezoidal approximation to the integral.
If there is a pole z = iω on the positive imaginary axis for the
integrand g(z) as shown in the bottom-left part of Fig. 4, we
choose the contour line to be C−C+ instead of C. Following
steps from eq. (A4) to (A8), we have
E(ζ) + C(ζ) = I − S(ζ)
=
1
2πi
∮
C−C+
dz g(z)Ψ(z)
=
1
2πi
∮
C
dz g(z)Ψ(z)− 1
2πi
∮
C+
dz g(z)Ψ(z)
= E(ζ) − Res [Ψ(z)g(z), iω] , (A10)
9where Res [Ψ(z)g(z), iω] denotes the residue of Ψ(z)g(z) at
the point z = iω. When
g(z) =
e−(ω
2+z2)eizν
ω2 + z2
, (A11)
by choosing the contour as in the bottom-left part of Fig. 4 we
obtain the expression for the correction term:
C(ζ) = −Res [Ψ(z)g(z), iω] = π
ω
e−ων
1− e2piω/ζ , (A12)
which is eq. (30) in the main text.
B. Error bounds for the trapezoidal approximation to the
integral
In this appendix, we discuss how to obtain eqs. (23)
and (24) and eqs. (34) and (35). Because the major part of
g0(z) in eq. (20) is the limit of ω → 0 of gh(z) in eq. (26),
it is enough to consider the general case in eqs. (34) and (35).
We first consider the error bound in eq. (34):
Eu =
∣∣∣∣ 12πi
∫
z=ξ+iθ
dzΨ(z)gh(z)
∣∣∣∣ . (B1)
Substituting z = ξ + iθ, Ψ(z) of eq. (17), and gh(z) of
eq. (26), the left hand side of eq. (34) can be evaluated as:
Eu =
∣∣∣∣∣
∫ ∞
−∞
dξ
e−(ω
2+(ξ+iθ)2)+i(ξ+iθ)ν
(1− e2pi(θ−iξ)/ζ) (ω2 + (ξ + iθ)2)
∣∣∣∣∣
6
∫ ∞
−∞
dξ
e−(ω
2+ξ2)eθ
2−θν
∣∣ei(ξν−2ξθ)∣∣∣∣1− e2pi(θ−iξ)/ζ∣∣ · |ω2 + (ξ + iθ)2|
=
∫ ∞
−∞
dξ
e−(ω
2+ξ2)eθ
2−θν∣∣1− e2pi(θ−iξ)/ζ∣∣ · |ω2 + (ξ + iθ)2|
<
∫ ∞
−∞
dξ
e−(ω
2+ξ2)eθ
2−θν∣∣1− e2pi(θ−iξ)/ζ∣∣ · |θ2 − ω2|
<
∫ ∞
−∞
dξ
e−(ω
2+ξ2)eθ
2−θν(
e2piθ/ζ − 1) |θ2 − ω2|
=
e−ω
2
e(θ−(pi/ζ+ν/2))
2
e−(pi/ζ+ν/2)
2
|θ2 − ω2| (1− e−2piθ/ζ)
∫ ∞
−∞
dξ e−ξ
2
=
e−ω
2√
πe(θ−(pi/ζ+ν/2))
2
e−(pi/ζ+ν/2)
2
|θ2 − ω2| (1− e−2piθ/ζ) , (B2)
which is the right hand side of eq. (34). Following the detailed
steps in eq. (B2) for the case of
Ed =
∣∣∣∣ 12πi
∫
z=ξ−iβ
dzΨ(z)gh(z)
∣∣∣∣ . (B3)
we are able to easily prove eq. (35). By taking the limit of
ω → 0 in eqs. (34) and (35), we then obtain eqs. (23) and (24).
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