Abstract-We present a simple yet effective enhancement to the operation of the Ethernet passive optical network (EPON) multipoint control protocol (MPCP) for wavelength division multiplexing (WDM) EPON. The enhancement, inspired by our earlier work in a related but different context, allows the optical line terminal (OLT) to perform look-ahead scheduling on each of the upstream channels. The look-ahead operation is fully compatible with the existing standard and may be implemented via software updates to the OLT without affecting the operation of optical network units in EPON. The look-ahead enhanced MPCP achieves significant performance gains across a wide range of traffic loads and opens up new opportunities for the design of sophisticated dynamic bandwidth algorithms to support advanced quality of service capabilities.
I. INTRODUCTION
T he growth in network applications and services continues at a high rate, requiring network providers to offer improved and faster Internet connectivity so as to keep up with user demand. Technology constraints place a limit on the data rates that traditional access network architectures (e.g., DSL and cable) can support in connecting subscribers to the central office (CO). Therefore, fiber optic networks have an important role to play in the access network. Passive optical networks (PONs) are attractive due to their longevity, low operational costs, and high capacity and have already been deployed in the first/last mile [1] .
In this work, we consider the Ethernet PON (EPON) and multiwavelength EPON technology that represents the dominant trend of PON deployment in the access network [2] . EPON is based on the point-to-multipoint architecture that is common to all PON technologies [3] . Specifically, EPON is deployed in a tree or tree-and-branch topology that connects an optical line terminal (OLT) to multiple optical network units (ONUs), typically via a 1∶N splitter and N∶1 combiner in the downstream and upstream directions, respectively. The OLT, located at the CO, is the root of the tree topology. The ONUs, residing at or near the customer premises, are the leaves of the tree topology and connect to user equipment. Communication between the OLT and the ONUs is carried out in a different mode depending on the direction of the transmission. In the downstream direction, that is, from the OLT to the ONUs, the EPON operates in a point-to-multipoint mode such that traffic from the OLT is broadcast to the ONUs. In the upstream direction, Ethernet packets from the ONUs to the OLT are time division multiplexed onto the single upstream wavelength. EPON is considered a shared media network in the upstream direction and uses the multipoint control protocol (MPCP) to manage and coordinate access to the shared upstream channel [3] .
As the number of users increases and new bandwidthintensive applications continue to emerge, it is expected that current single-channel EPONs will have to be upgraded in order to satisfy the growing traffic demands [1] . One approach to upgrading an existing EPON system that carries a high capital cost [4] is to increase the data rate from 1 to 10 Gbps. Another approach is to deploy multiple wavelengths, hence forming a wavelength division multiplexed (WDM) EPON. The ONUs may be equipped with fixed-tuned or tunable transceivers. This option allows for incremental upgrades, whereby the operator may add wavelengths as needed. A WDM EPON separates upstream data transmissions across both the time division multiplex (TDM) and wavelength dimensions but otherwise retains the overall EPON architecture.
upstream channel in an efficient and effective manner. The look-ahead operation may be implemented via software updates to the OLT without affecting the operation of ONUs. With the proposed enhancement, the stable operation regime of a WDM EPON may be extended to high loads. The look-ahead feature also allows the OLT to dynamically allocate ONUs to upstream wavelength channels based on traffic demands. Such a load balancing operation adds to the effectiveness of the system in carrying time-varying demands.
The paper is organized as follows. In Section II, we discuss briefly the operation of MPCP at the media access control (MAC) layer of EPON, and we review related work on dynamic bandwidth allocation (DBA) schemes for both EPON and WDM EPON. In Section III we introduce the look-ahead enhancement to MPCP, and in Section IV we present simulation results to demonstrate the performance benefits that can be achieved. We conclude the paper in Section V.
II. MPCP AND RELATED WORK
MPCP, developed and standardized by the IEEE 802.3ah task force [6] , is the protocol used to arbitrate the upstream transmission among the ONUs. MPCP does not dictate a specific DBA scheme, but it facilitates the implementation of DBA schemes by enabling the exchange of information that the OLT needs to allocate bandwidth to each ONU. MPCP introduces two 64-byte MAC control messages, GATE and REPORT. The OLT grants bandwidth to each ONU by sending a GATE message that informs the ONU of the start time and duration of its transmission on the upstream channel. Each ONU requests bandwidth by sending a REPORT message to the OLT that reports the current size of its transmission buffer. The two messages also carry timestamps that make it possible to determine the round-trip time (RTT) between the OLT and each ONU; the OLT uses the RTT information to ensure that the transmission windows of different ONUs do not overlap in time.
Several WDM EPON architectures have been proposed and studied; for a comprehensive survey, the reader is referred to [7] . In this work we consider the general (and interesting) case of a WDM EPON in which (1) the number of upstream channels is smaller than the number of ONUs and hence the ONUs have to share the upstream bandwidth and (2) ONUs have tunable transmitters. In this case, effective management of the upstream bandwidth requires the DBA to consider all channels in an integrated manner. In particular, there are two key problems that the DBA needs to address [8] : allocating ONU transmissions to the available upstream channels and arbitrating the transmissions on each channel. The latter issue is similar to that encountered in a single-channel EPON. To address the former problem, however, MPCP must be extended accordingly [1] . Specifically, we assume that the GATE message is modified to also include upstream channel information for the ONU. This information conveys to the ONU the upstream channel that it must use to transmit data during its next transmission window (i.e., the window specified by the start time and duration information included in the same GATE message); the ONU must then tune its transmitter to the specified channel before the start of its transmission window. This simple extension to MPCP enables the OLT to manage the upstream bandwidth effectively by scheduling upstream transmissions by ONUs on any wavelength channel. For instance, the OLT may track the utilization of the upstream channels and use the GATE messages to reallocate ONUs to wavelengths periodically to ensure that traffic is load-balanced across the various channels.
A. Related Work
Since all ONUs share the capacity of the common channel in the upstream direction, the development of efficient DBA algorithms that avoid collisions and attempt to optimize the utilization of the shared bandwidth resource has been a main focus of EPON-related research. For a comprehensive survey of the literature that reviews and classifies a wide range of DBA algorithms for EPONs, the reader is referred to [9] . In this section we only summarize the schemes that are most relevant to our work.
It was recognized early on [10] that bandwidth allocation schemes based on time division multiple access (TDMA) or basic polling would not be effective in an access network based on EPON technology: TDMA performs poorly under bursty IP traffic, while polling leads to high delays due to the accumulation of walk times. The interleaved polling with adaptive cycle time (IPACT) algorithm is an early scheme that improves upon basic polling, thus achieving high utilization [11, 12] . According to IPACT, the OLT uses GATE messages to poll the ONUs in a round-robin fashion and grant each ONU a transmission window that reflects its backlog (as reported in the corresponding REPORT message). Two key ideas underlie the operation of IPACT. First, unlike basic polling schemes, the OLT does not poll each ONU sequentially; rather, it pipelines the GATE messages such that the walk times overlap and the idle time on the upstream channel is reduced significantly. Second, since the bandwidth grants reflect the instantaneous queue loads at the respective ONUs, the length of each transmission round adapts to the aggregate load on the upstream channel, and the bandwidth is allocated according to the requirements of each ONU, leading to effective statistical multiplexing.
The operation of MPCP with pipelining is shown in Fig. 1 . As we can see, by pipelining the GATE messages, IPACT makes it possible to schedule the transmission windows of the various ONUs on the upstream channel so as to eliminate idle times (ignoring the guard bands between the transmission windows). The only idle time is between two consecutive rounds, as seen in Fig. 1 and as we discuss in more detail in the next section.
The basic IPACT algorithm has been extended and analyzed extensively in the literature. Variants of IPACT implementing different service disciplines can be classified as fixed service, gated service, or limited service [13] [14] [15] [16] .
Analytical models to compute the mean packet delay and mean queue length in an IPACT system using mean value analysis have been developed in [13, 14] . DBA schemes that estimate the amount of new packets arriving between two consecutive polling instants and grant ONUs a larger window size based on this estimate were proposed in [15, 16] and were shown to improve performance over the basic IPACT scheme. A polling protocol for EPONs called transmission upon reception was introduced in [17] ; the protocol ensures collision-free transmission while taking into account fairness considerations in allocating bandwidth.
Polling mechanisms for WDM EPONs have also been developed and analyzed [18] [19] [20] . The WDM IPACT-ST (single polling table) algorithm in [18] is an extension of IPACT [11, 12] that is designed for operation in a WDM environment. IPACT-ST assigns transmission windows to ONUs in a round robin manner such that they transmit in the first available upstream channel. Another polling mechanism called simultaneous and IPACT was presented in [19] . Furthermore, a group-synchronized polling algorithm was proposed in [20] for WDM EPONs.
DBA algorithms can generally be classified as online or offline [9] . With an online algorithm, as soon as the OLT receives a REPORT message from an ONU, it immediately schedules a transmission window for this ONU and sends the corresponding GATE message. With offline scheduling, the OLT waits until it receives REPORT messages from all ONUs; it then makes scheduling decisions and sends the GATE messages. An offline DBA uses traffic demand information from all the ONUs and can make scheduling decisions that are more effective in utilizing the upstream bandwidth than those of an online algorithm. On the other hand, waiting for all REPORT messages before making decisions may waste upstream channel resources. Online and offline scheduling algorithms also apply to WDM EPON. For instance, the next available supported channel online scheduling policy is adopted in [9] . An online just-in-time scheduling framework for WDM EPON was proposed in [21] to overcome the drawbacks of online and offline scheduling. The impact on polling of large differential distances between OLT and ONUs has been considered in [22] , and various algorithms, including earliest finish time (EFT), latest finish time, EFT with void filling, and distancebased grouping were used to solve the grant scheduling problem. A generalized scheduling approach for both single-wavelength and WDM PONs, referred to as the K-out-of-N technique, was presented and analyzed in [23] ; with this technique, efficiency is improved by having the OLT grant the top K requests out of the N ONUs for transmission within a round, where K is a tunable parameter. Finally, several DBA variants that use quality of service (QoS) and fairness criteria have been proposed in [24] [25] [26] [27] [28] ; these schemes aim to support differentiated services and applications with heterogeneous requirements while making efficient use of the network resources. For an in-depth discussion of DBA algorithms for EPONs, please refer to [9] .
The problem of assigning wavelengths to ONUs [7] has also been studied. In view of the potential for asymmetrical loads on the various channels, the study in [29] focuses on the fair assignment of excess bandwidth in the upstream direction. In considering network and service evolution, the work in [30] studies three types of WDM/TDM PONs, in terms of the number and tunability of ONU transmitters and introduces three respective lightweight optimal wavelength scheduling algorithms.
III. LOOK-AHEAD ENHANCED MPCP

A. Motivation
Our objective is not to introduce a new DBA scheme but rather to enhance the performance of the underlying MPCP protocol. The motivation for our work is based on the observation that it is possible to improve upon the basic MPCP pipelining scheme shown in Fig. 1 . As the figure illustrates, there is an idle time on the upstream channel between two consecutive transmission rounds. This idle time is mandated by the fact that information carried by REPORT messages transmitted in round i is used to make bandwidth allocation decisions for round i 1. Specifically, when an offline DBA is employed, the OLT has to wait until it has received a REPORT message from each ONU in round i before it can finalize the bandwidth grants and send the first GRANT message in round i 1. For instance, the OLT has to ensure that the sum of bandwidth requests does not exceed a certain threshold on the length of a transmission round determined either by the specification or by desired bounds on, for instance, packet delay.
Let T idle be the idle time between two consecutive rounds, RTT min be the smallest RTT between the OLT and any of the ONUs, T OLT proc be the time required by the OLT to process the REPORT messages and execute the DBA, and T ONU proc denote the time required by the ONU to process the GATE message. Then, we have that
The idle time T idle increases packet delay and reduces the utilization of the upstream channel: if R is the average length of a transmission round, then channel utilization is R∕R T idle , not accounting for guard bands or other overhead that is independent of MPCP. The motivation for our work is based on the observation that the idle time is due to the fact that existing approaches, including the one in [23] , use requests made by ONUs in the current round for scheduling upstream transmissions. Next, we introduce a new look-ahead operation for MPCP, the novelty of which lies in the fact that bandwidth is allocated based on requests made in earlier rounds. This feature eliminates the idle time T idle and, hence, is expected to improve the performance of any offline DBA scheme that is based on MPCP.
B. MPCP-l: MPCP With Look-Ahead
We define MPCP-l, an enhancement of MPCP that implements a look-ahead operation with parameter l as follows:
The MPCP protocol is configured such that queue length information carried by REPORT messages transmitted in round i is used by the OLT to allocate bandwidth in round i l.
Clearly, when the look-ahead parameter l 1, MPCP-1 is equivalent to the basic MPCP protocol. Figure 2 illustrates the operation of MPCP-2, that is, when the look-ahead parameter l 2. Queue length information carried in REPORT messages in round i is used by the OLT at the end of the round to execute a DBA method and allocate bandwidth for round i 2. We make the reasonable assumption that DBA processing takes time less than the time for the ONUs to complete their transmissions in round i 1; if that is not the case, we can increase the look-ahead value, as we discuss shortly. Therefore, during round i 1, the OLT can start transmitting the GATE messages to inform ONUs of their transmission windows in round i 2, as shown in Fig. 2 . As long as the first such GATE message reaches the ONU before the end of round i 1, the idle time between rounds is eliminated, ensuring continuous transmission on the upstream channel (ignoring, of course, guard bands or other gaps between frames mandated by Ethernet). In essence, the look-ahead operation masks the three components of the idle time in the right-hand side of expression (1), namely, minimum RTT between the first GATE message and receipt of the first bit of data, processing time for DBA, and processing time at the ONU, by overlapping them with data transmission during a round. As a result, this small change in the operation of MPCP completely removes the delays associated with the DBA and GATE messages.
This operation can be readily generalized to look-ahead values l > 2. Larger look-ahead values would be needed if the idle time from expression (1) is larger than the average length of a transmission round, that is, due to long RTTs between the OLT and ONUs and/or the processing requirements of the DBA. In this case, it may be necessary to use more than one round to completely mask the idle time.
The look-ahead feature of MPCP-l, l ≥ 2, improves the delay and throughput performance of the protocol by achieving better utilization of the upstream channel, as the numerical results we present in the next section indicate. The look-ahead operation affords further benefits. First, since the delay introduced by the RTT is masked, the allowable distance between the OLT and ONUs is limited only by transmission impairments, not performance issues due to the MPCP protocol. Second, whereas the execution time of DBA increases the idle time of MPCP, it does not affect the channel utilization of MPCP-l, l ≥ 2. Consequently, network operators may implement sophisticated bandwidth allocation algorithms that would not otherwise be possible to implement in basic MPCP due to running time constraints.
C. MPCP-l for WDM EPON
The look-ahead feature of MPCP may also be implemented in a WDM EPON. We consider two cases. If all ONUs have a fixed-tuned transmitter, then each upstream channel operates independently, as we discussed earlier. Therefore, the OLT simply executes a separate instance of MPCP-l for each upstream channel. In fact, due to channel independence, the parameter l of the protocol may be different for different channels.
Consider now a WDM EPON in which each ONU has a tunable transmitter. In this case, the OLT executes a single instance of MPCP-l. Specifically, upon receiving the REPORT messages from all ONUs within transmission round i, the OLT carries out three operations. First, it runs a load balancing algorithm to allocate wavelengths to ONUs, in other words, to determine the set of ONUs that will transmit on each upstream channel during round i l. Then it runs a DBA algorithm for each channel to schedule the round i l transmissions by ONUs assigned to that channel. Finally, it transmits the scheduling information, including the upstream channel to be used, in the GATE message it sends to each ONU.
Note that it is the upstream channels (wavelengths) that are allocated to the various ONUs, not the downstream channel. Since the downstream wavelength does not change, the OLT may send GATE messages on this channel regardless of the upstream channel assignment; all ONUs receive the GATE messages correctly since they have a receiver fixed to the downstream channel. Once an ONU receives a GATE message for round i, and assuming that it must tune its transmitter between rounds i − 1 and i, it will do so immediately after transmitting its packets in round i − 1. Given that the length of a round is relatively large (e.g., 2 ms) compared to the transmitter tuning time, the ONU will have sufficient time to retune its transmitter between rounds when it is necessary to do so.
Note that, similar to the single-channel EPON, MPCP-l prescribes neither a DBA algorithm nor a load balancing algorithm. For instance, the load balancing algorithm may attempt to spread the traffic demands in round i l evenly across all channels without any other considerations. Alternatively, the load balancing algorithm may take other parameters into account, for instance, balancing the traffic while also maximizing the number of ONUs that do not need to tune their transmitter from the channel they were assigned in round i l − 1. The important point is that the look-ahead operation supports the development of more sophisticated algorithms than would be possible without it.
D. Look-Ahead Implementation Considerations
Implementing the look-ahead feature does not require any changes to the GATE messages. For REPORT messages, two relatively minor modifications are required at the OLT only, without any change to how ONUs operate. Specifically, the OLT uses the information in the REPORT messages to allocate bandwidth not in the next transmission round, as with basic MPCP, but in a future round determined by the value of the look-ahead parameter l. Second, the OLT must be careful in how to interpret the queue length information reported by the ONUs since the latter record instantaneous queue lengths in their report. For instance, consider l 2 as shown in Fig. 2 . When, say, ONU 1 reports its queue length in round i, it includes all the packets currently in its queue. However, the OLT has already allocated bandwidth to ONU 1 in a GATE message that has not been received or processed by the ONU. Therefore, the OLT must subtract this allocated bandwidth from the queue length information carried in the REPORT message from ONU 1 before it uses it to allocate bandwidth for round i 2. Finally, to jumpstart the look-ahead operation, for any value of l, the OLT must initially transmit l rounds of GATE messages that make bandwidth grants only large enough for the ONUs to transmit REPORT messages; from then on, the bandwidth grants will be determined from queue length information from l rounds in the past.
IV. NUMERICAL RESULTS
A. Simulation Model
1) Network Environment:
For the simulation results we present in this section, we consider a WDM EPON with one OLT and N ONUs, N 32; 64; 128. The network has W upstream channels, W 1; …; 16; when W 1, the system reduces to a single-channel EPON. Since we are only interested in the performance of traffic in the upstream direction, without loss of generality, we assume that there is only one downstream channel. Each ONU employs one fixed-tuned receiver (listening on the downstream channel) and one tunable transmitter capable of tuning to any of the upstream channels. We also assume that tuning times are negligible compared to the RTT and transmission windows. All channels (upstream and downstream) operate at a rate of 1 Gbps, and each channel is on a different wavelength. The distance between the OLT and the ONUs is within the range of 2-5 km. The GATE and REPORT messages each have a length of 64 bytes. The length of each transmission round can be no larger than 2 ms, and we assume a 5 μs guard time between successive transmission windows from different ONUs. The buffer size of each ONU is limited to 10 KB.
2) Traffic and Packet Length Distributions: Packet lengths L (in bytes) at each ONU are generated from a trimodal distribution that is meant to reflect the distribution of packet lengths that has been observed in the Internet [31] : 
Consequently, the average packet length is 770 B. We consider two types of traffic distribution, uniform and hot-spot. With uniform distribution, each ONU generates the same amount of traffic, whereas under the hot-spot distribution 25% (respectively, 75%) of the ONUs generate 80% (respectively, 20%) of the traffic.
3) Bandwidth Allocation: Recall that the focus of our work is on the look-ahead enhancement to MPCP, not bandwidth allocation. Therefore, in our simulations we use a simple strategy that allocates each ONU a bandwidth grant sufficient to satisfy the corresponding request, as long as the length of the transmission round is no larger than 2 ms. If the sum of bandwidth requests for a given round exceeds 2 ms, then the OLT scales down all the requests by a constant factor so that their sum does not exceed 2 ms and grants the corresponding amount to each ONU.
4) Load Balancing:
The look-ahead operation is an instance of offline scheduling as defined in Subsection II.A, in that the OLT schedules transmissions in round i based on queue information submitted by the ONUs in round i − l. Since the OLT has complete information regarding the traffic demands for each transmission round i, it can assign transmission wavelengths to ONUs so as to ensure that the traffic is balanced across the upstream channels. To this end, we apply the largest processing time (LPT) algorithm [32] , an approximation algorithm for the multiprocessor scheduling problem that works well in practice. In the EPON context, each channel corresponds to a processor, and the queue length of each ONU corresponds to a task that must be scheduled (transmitted) on one of the processors (channels). The objective of LPT is to minimize the finish time (makespan) of the schedule, and this objective is equivalent to load balancing across the processors. 1 Once the ONU has determined the channel assignment and start time for each ONU, it conveys this information in the modified GATE messages, as we described earlier.
B. Results: Single-Channel EPON
Let us first consider a single-channel EPON (i.e., W 1). Figures 3-5 present the results of OPNET simulations comparing the performance of three protocols, MPCP-l, l 1; 2; 3, where MPCP-1 is equivalent to the original MPCP protocol and the other two implement two versions of look-ahead scheduling. These figures present results for a 32-node EPON; results for a 16-node network are very similar and can be found in [35] . For all the results, we have estimated 95% confidence intervals using the method of batch means. Since the confidence intervals are narrow, we omit them to avoid cluttering the figures. Figures 3 and 4 plot the average packet delay as a function of the traffic load under uniform and hot-spot traffic, respectively. The main observation from the figures is that the look-ahead operation reduces the delay considerably compared to the original MPCP across the whole range of traffic loads. Despite the fact that all packets are kept in the queue for an additional amount of time equal to one or two transmission rounds under MPCP-2 and MPCP-3, respectively, look-ahead scheduling eliminates the idle time between successive rounds, resulting in lower delay per round, such that in a steady state the average packet delay is significantly lower.
We also note that the delay is higher for MPCP-3 than for MPCP-2. This result is due to the fact that, for the system parameters we used in the simulation scenarios, the idle time is smaller than the length of a transmission round; hence the extra delay that packets incur under MPCP-3 does not offer any extra benefit. As we mentioned earlier, a look-ahead parameter l > 2 would be of value when two More sophisticated objectives may be considered in assigning upstream channels to ONUs, for instance, those similar to the ones we have in a similar context in [33, 34] . However, in this paper we are simply interested in demonstrating the effectiveness of MPCP-l, not in exploring new channel assignment schemes.
or more transmission rounds are necessary to completely mask the idle time, that is, for networks with long RTTs or when the DBA is computationally expensive.
Another interesting observation from these figures is that delays under the hot-spot traffic scenario are lower than those under the uniform traffic scenario. This behavior can be explained by the fact that in the simulations we have the OLT schedule ONUs with large demands early in the transmission round. Since four out of sixteen ONUs generate 80% of the total traffic under the hot-spot scenario, scheduling this traffic early reduces the overall average delay.
Finally, Fig. 5 plots the aggregate throughput on the upstream channel as a function of traffic load. As we can see, the throughput increases almost linearly until the load reaches 60%. After that point, the overhead due to idle time on the operation of the original MPCP is evident in the fact that the corresponding curve increases more slowly. On the other hand, the look-ahead feature also improves the throughput performance of the protocol, and, especially for l 2, the throughput curve increases almost linearly until the load reaches 80%. individual channel exhibit similar behavior and are omitted to avoid cluttering the figures.
C. Results: WDM EPON
In terms of the relative performance of the MPCP-l protocols, the results are consistent with our earlier observations regarding the single-channel EPON: MPCP-2 results in the lowest overall average delay and MPCP-1 (i.e., the original protocol without look-ahead) in the highest. MPCP-3 performs better than MPCP-1 but worse than MPCP-2 for the same reasons we explained in the singlechannel EPON above. These results indicate that the lookahead operation is also effective in a multichannel network and that, under the network parameters considered in our study, MPCP-2 may reduce average delay up to 60%-70% across a wide range of loads compared to MPCP-1 that does not have the benefit of look-ahead.
2) Delay Under Hot-Spot Traffic: The three Figs. 9-11 are similar to the three Figs. 6-8, respectively, but present results for hot-spot traffic. Our observations regarding the relative performance of the three MPCP variants are identical to those regarding uniform traffic. Also, the average delays under hot-spot traffic are lower than those for uniform traffic at the same load, consistent with the results for the single-channel EPON case we presented earlier. order. Also, the throughput of MPCP-2 and MPCP-3 increases almost linearly even at high load values.
Overall, the results of our simulation study indicate that a relatively small modification to the MPCP protocol allows the OLT to mask the idle time between transmission rounds by performing look-ahead scheduling of ONU requests for bandwidth. This look-ahead feature is applicable to both single-channel and multichannel EPONs. The lookahead operation requires no changes to the ONUs and can be implemented via a software update to the OLT. This simple modification to the MPCP protocol can be very effective in (1) lowering the average packet delay and (2) allowing the upstream channels to operate at high loads without a significant decrease in their traffic carrying capacity.
V. CONCLUDING REMARKS
We have presented MPCP-l, a simple yet effective extension to the MPCP protocol for WDM EPONs that allows for look-ahead scheduling of the upstream channels. Our simulation results indicate that the proposed look-ahead operation increases bandwidth utilization and improves average packet delay. Although this work focused on demonstrating the benefits of the look-ahead operation using a simple bandwidth allocation algorithm, the new look-ahead feature makes it possible to design new, sophisticated DBA schemes that can take advantage of the additional information at the OLT to support advanced QoS capabilities; this is an area of ongoing research in our group. 
