Five statistical approaches were applied for assessing the performance of participants in 19 rounds (2007)(2008)(2009)(2010)(2011) of the Proficiency Testing Program for lead in blood determination (PEP-Pbs), conducted by Instituto Adolfo Lutz. The performance evaluation was provided by using the z-score. The following statistical approaches were tested: 1 -mean and standard deviation, after rejecting outliers; 2 -median and normalized inter-quartile range; 3 -robust mean and robust standard deviation; 4 -robust mean and standard deviation for proficiency assessment of 3 µg/100 mL (for concentrations up to 40 µg/100 mL and a standard deviation for proficiency assessment of 7.5 % of the assigned value (for concentrations above 40 µg/100 mL); 5 -robust mean and standard deviation for proficiency assessment of 2 µg/100 mL (for concentration up to 40 µg/100 mL) or 5 % of the assigned value (for concentrations above 40 µg/100 mL). The approach 4 showed to be the most adequate statistical methodology to assess the performance of participating laboratories in the PEP-Pbs.
INTRODUCTION
Proficiency testing programs are designed to evaluate the analytical performance of participating laboratories, making it possible to accomplish a critical evaluation of the validity of experimental assays carried out routinely and also to identify analytical problems and facilitate the implementation of necessary corrective actions 1, 2 . A Proficiency Testing Program provider (PT schemes) is responsible for conducting the statistical analysis and supply an indicator of the performance of all participants.
The participation of laboratories in proficiency testing activities is usually evaluated in the process of accreditation of assays by ISO/IEC 17025 or ISO 15189 3, 4 . . Currently, the PEP-Pbs has financial support from the Instituto Adolfo Lutz and from the Rede de Sangue e Hemoderivados (REDSANG-SIBRATEC/ FINEP), and therefore, the participating laboratories have no expenses by adhering to the PEP-Pbs. The frequency of the PEP-Pbs is quarterly and the participation is open to public and/or private laboratories.
In order to meet this metrological demand in
In each round, three test items (sufficiently homogeneous and stable) are sent to laboratories. The test samples consist of bovine blood spiked with lead at concentrations ranging from 10 to 100 µg/100 mL. This concentration range covers the reference values established as clinically important for the evaluation of environmental and occupational human exposure.
The exposure of children to lead is evaluated based on the reference established by the Centers for Disease Control and Prevention (CDC), which associates adverse effects in children even at blood lead concentrations below 10 µg/100 mL 6 . The uncertainty associated with results in this concentration range should be carefully evaluated by clinical laboratories, because the analytical results are used to provide reliable data that can direct individual treatment interventions appropriately. Likewise, the laboratory must provide adequate answers to occupational exposure issues in order to describe correctly the exposed individuals. It is, therefore, recommended that laboratories that conduct epidemiological and occupational studies look for information regarding tools that check for performance assessment of their measurements.
Regarding PT schemes, it is of paramount importance to assess the performance of each participating laboratory by using statistical methods. In this sense, the PEP-Pbs provider established a statistical criterion based on the following: the assigned value was obtained from the mean of participants results within the range of ± 2 standard deviations from the overall average and the criterion for acceptance was defined by + 6 µg/100 mL of the assigned value for concentrations up to 40 µg/100 mL or ± 15 % of the assigned value when the lead concentration was higher than 40 µg/100 mL 7 . The data from each laboratory were considered satisfactory when the results were within this range, whereas the performance was considered unsatisfactory when data were outside the range.The tolerance range adopted by PEP-Pbs provider was the same employed by other programs, such as Programa interlaboratorios de [8] [9] [10] . As well outlined by Kisets 11 , a correct choice of proper performance indicator sometimes presents drawbacks, which come from the lack of international consensus and well-founded criteria of proving the choice of an optimal method, including the statistical procedures. Indeed, from a methodological standpoint, both statistical approach and its application are far from being perfect. Therefore, the assessment of different statistical methods is essential to evaluate the performance of laboratories in PT schemes. The need to promote the continuous improvement of laboratories implies that the statistical methods used to assess the performance of laboratories in proficiency testing program be improved in order to assure the quality of the analytical results. Certainly, it is important to PT scheme providers and participants to know if there would be any significant difference in the evaluation results when different performance statistics methods are applied 12 . Based on these considerations, this study compared the suitability of different statistical approaches for determining the assigned value and the standard deviation for proficiency assessment, considering three concentration ranges of lead in blood. This work also aimed to improve the statistical approach that has been currently used by this proficiency testing program.
MATERIAL AND METHODS

Samples
In PEP-Pbs, three samples with different concentration levels of lead in blood were sent to the laboratories in each round, in which an average of 20 laboratories participated. This study evaluated data from19 rounds in the period between 2007 and 2011, totaling 57 samples with different lead concentrations (within the rangeof 10 to 100 µg/100 mL).
The participating laboratories could use the analytical technique of their choice to determine lead in blood. The used techniques wereas follows: graphite furnace atomic absorption spectrometry (ETAAS), flame atomic absorption spectrometry (FAAS) or inductively coupled argon plasma mass spectrometry (ICP-MS). Each laboratory provided three results (replicates) for each sample. Different statistical approaches were assessed in relation to their suitability in three concentration ranges: I (10 -30 µg/100 mL); II (30 -50 µg/100 mL); III (50 -100 µg/100 mL).
Data treatment
The result of each laboratory was converted to the z-score, according to Equation (1):
Where is the mean of the values reported by the laboratory is the assigned value and the standard deviation for proficiency assessment 13 . The criteria used to assess the performance of each laboratory were 2 z ≤ , satisfactory; 3 z 2 < < , questionable; 3 z ≥ , unsatisfactory.
The assigned value was obtained by consensus among participants of the round for each sample. Estimates of the assigned value and the standard deviation for proficiency assessment, considered in the z-score expression, were calculated using five statistical approaches, as described below:
Approach 1
The assigned value and standard deviation for proficiency assessment were obtained by the arithmetic mean and standard deviation of the means of results from laboratories, after rejecting outliers detected by Cochran and Grubbs tests 14, 15 .
Approach 2
The assigned value and the standard deviation for proficiency assessment were obtained by the median and by the normalized interquartile range (NIQR) from the results of each laboratory 16 . In the current work, NIQR was used to estimate the SD once this method is recommended by NATA and many PT providers in Brazil use this statistical criterion.
Approach 3
The assigned value and the standard deviation for proficiency assessment were obtained by the robust mean and robust standard deviation. The robust parameters were determined by using the Algorithm A 13, 17 .
Approach 4
The assigned value was obtained by the robust mean as calculated by the Algorithm A (approach 3). The standard deviation for proficiency assessment was assigned at 3 µg/100 mL for concentrations up to 40 µg/100 mL and also a value of 7.5 % of the robust mean for concentrations above 40 µg/100 mL was assessed. These tolerance ranges are currently employed by other international PT providers, such as OSHA 10 .
Approach 5
The assigned value was obtained by the robust mean as calculated by the Algorithm A (approach 3). The standard deviation for proficiency assessment was assigned at 2 µg/100 mL for concentrations up to 40 µg/100 mL or 5.0 % of the robust mean for concentrations above 40 µg/100 mL. These tolerance ranges are currently employed by the Clinical Laboratory Improvement Amendments (CLIA) 18 .
(1)
Comparison of the percentage of acceptable z-scores in the concentration ranges
The z-test for dependent samples was used in order to compare the percentage of acceptable z-scores for each approach for the three concentration ranges of lead in blood. A p-value above 0.05 showed that there were no significant statistical differences between percentages.
RESULTS AND DISCUSSION
The objective of this article was to discuss the use of five different statistical approaches to assess the performance of participating laboratories in PEP-Pbs, including a traditional approach with outlier detection (approach 1), another one based on the median and NIQR (approach 2), another approach based on the algorithm A -recommended by ISO 13528 (approach 3) -and finally, a practical approach that takes into account a fit-for-purpose criterion to establish a specified target value (approaches 4 and 5) for improvement of PEP-Pbs statistical analysis. It is worthy to state that the IUPAC encourages basing the scoring methods on fitness for purpose criterion 19 . The methods took into account the different concentration ranges that the participating laboratories routinely analyze. The influence of different concentration levels on the performance of measurement methods to quantify lead in blood was also considered.
From the experimental results, about 50 % of data (29 mean data sets) did not present a normal distribution and, approximately, 70 % (45 mean data sets) presented outliers, according to Shapiro-Wilk and Cochran/Grubbs tests, respectively. Furthermore, all data sets presented unimodality and most part of them were roughly symmetric.
The statistical approach 1, which uses a classical statistics, provides the best estimate of the true value and the dispersion of the population for a data set only when the results are normally distributed with no outliers. Therefore, this approach was unsuitable to evaluate the performance of participating laboratories of PEP-Pbs, because even if outliers are removed, the data still may not follow a normal distribution. Furthermore, this procedure has the disadvantage that simple versions of the outlier tests may mislead if two or more outliers are present 20 . Thus, the approaches 2, 3, 4 and 5, which used robust methods, were more suitable to the data because they are not significantly influenced by the presence of outliers in the data sets and are unaffected by deflection of the normal distribution 21 . Even though the z-score calculated by the conventional method (mean and standard deviation) provides a valid indicator to assess the performance of laboratories in interlaboratory comparison programs, it is recommended that other statistical approaches be tested to determine the assigned values (measures of central tendency and dispersion) 22 . In the current study, the statistical approach 2 was considered not adequate for PEP-Pbs because this method is more robust for asymmetric data, which is not the case of most part of the PEP-Pbs data 23 . Furthermore, it presented z-score values slightly higher than the values calculated with approach 3. When the concentration of lead in blood was in the range of 10 to 30 µg/100 mL, the NIQR value was low. Indeed, the standard deviation (SD) obtained by NIQR was lower than the considered fitness for purpose, in other words, 28 % of the NIQR were lower than the SD adopted in the approach 4 and 11 % of the NIQR were lower than the SD adopted in the approach 5, resulting in a considerably number of laboratories with unsatisfactory performance that would require the laboratories to improve performance unnecessarily.
The statistical approach 3, recommended by ISO 13528, which uses the robust mean and the robust standard deviation calculated by Algorithm A, is more suitable to be applied when the distribution is approximately symmetrical. Based on this consideration, approach 3 presented no disadvantages such as approaches 1 and 2.
The median is substantially more variable than the mean when the data are not outlier contaminated 24 . Thus, the robust mean calculated by the Algorithm A (approaches 4 and 5) was selected as an estimate to determine the assigned value for the PEP-Pbs. Srnkováand Zbíral 25 compared the performance measured by the z-score of several laboratories in the determination of minerals in different materials in proficiency testing programs using three statistical techniques: i) mean and standard deviation, ii) robust mean and robust standard deviation; and iii) robust mean and standard deviation of Horwitz. The authors found that the procedure ii) was more suitable for the data matrix.
The statistical approach 4 was adequate to assess the performance of laboratories. This approach is based on fitness for purpose criterion as recommended by IUPAC 19 , where a maximum reproducibility standard deviation internationally adopted was considered for SD for proficiency assessment.
In order to investigate whether SD of fitness for purpose could be reduced,were selected nine laboratories (expert) that presented at least 80 % of satisfactory z-scores in the last 10 rounds. The reproducibility SD of these expert laboratories results was calculated using the method proposed by ISO 5725 14 . In this sense, the mean reproducibility SD was found to be 2.74 µg/100 mL for concentrations up to 40 µg/100 mL and 3.88 µg/100 mL (6.5 % of assigned value) for concentrations higher than 40 µg/100 mL. These results are slightly lower than the internationally employed, showing that the use of this reproducibility SD was suitable to be adopted by PEP-Pbs at all concentration levels. In other words, the internationally used criterion was deemed suitable to be applied in PEP-Pbs.
The approach 5, used by some PT providers such as CLIA, considers the SD as 2 µg/100 mL for concentrations up to 40 µg/100 mL and 5.0 % of the robust mean for concentrations above 40 µg/100 mL. In the current work, this approach was studied in order to observe data behavior since this criterion is more stringent. In fact, by using the statistical approach 5, higher values of z-scores were obtained for 88 % of the data sets as compared to those obtained by the other statistical approaches and, consequently, presented the highest proportion of unsatisfactory results in all concentration levels of lead in blood. Figure 1 shows the percentages of laboratories that obtained a satisfactory performance in the PEP-Pbs and the percentages of satisfactory performance when different statistical approaches were used to evaluate the performance of the participating laboratories. It is possible to observe that the percentages of satisfactory performance as calculated by the statistical approaches 1 and 3, for the three concentration ranges, were similar (p > 0.05).The approach 2 presented similar percentages of satisfactory performance to approaches 1, 3 and 4, for the concentration ranges I and II. The percentages of satisfactory performance calculated by the approach 4 were similar to the ones obtained by the approach used in the PEP-Pbs, for all concentration ranges of lead in blood. By using the statistical approach 5, the lowest percentages of satisfactory performance were obtained in all concentration ranges of lead in blood. Therefore, this procedure is more restrictive since it uses the smallest standard deviation for proficiency assessment, resulting in only 78.6 %, 64.7 % and 61.3 % of satisfactory results in the concentration ranges 10-30 µg/100 mL, 30-50 µg/100 mL and 50-80 µg/100 mL, respectively.
In summary, it is widely known that one statistical approach should be used considering the distribution of data, resistance to outliers and closeness to expected values.
CONCLUSION
Data analysis and statistical treatments showed that the approach 1, which used classical statistics, was not considered suitable to estimate the central tendency and the standard deviation for PEP-Pbs results due to the fact that data distribution did not follow a normal distribution even if outliers were removed. The approach 2, which used the median and the normalized interquartile range, was considered unsuitable because most part of the data was not asymmetric, resulting in inadequate z-scores especially for samples with low concentrations of lead in blood (10 to 30 µg/100 mL). The approach 3 showed no disadvantages in relation to approaches 1 and 2, but the approach 4 is more suitable for the PEP-Pbs as compared to approach 3, once it uses a prescribed standard deviation for proficiency assessment, presenting a more appropriate performance assessment with regards to the purpose of the PT scheme. The approach 5 was more stringent than the others because it uses a lower standard deviation as compared to the deviations obtained by the other approaches for most part of the samples. If PT providers adopt the approach 5, one may induce an analytical quality improvement of participants test results. This is the goal when a proficiency test is organized, however, it may be not technically feasible for some of participating laboratories. Thus, the approach 4 was chosen to evaluate the analytical performance of laboratories that take part of the proficiency testing program for determination of lead in blood at concentrations ranging from 10 to 100 µg/100 mL from the 50th round onwards. Despite the performance evaluation of laboratories using the statistical method described by approach 4 be similar those obtained by PEP-Pbs, the statistical analysis was amended to use the z-score, widely disseminated and understood by participants which include questionable performance while the provider only assessed participants performance as satisfactory or unsatisfactory. Therefore, providers should conduct studies based on different approaches statistics in order to get an estimate more accurate of PT SD, and to assess the performance of laboratories since there is no international consensus on which methods more suitable to the experimental data. Overall, it is suggested that PT providers use a score to evaluate laboratories performance in which the assigned value is obtained independently of the participants data and also consider the uncertainty of the experimental results.
