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Abstract In this paper we analyze the stability of different coupling strategies
for multidomain PDEs that arise in general circulation models used in climate
simulations. We focus on fully coupled ocean-atmosphere models that are needed
to represent and understand the complicated interactions of these two systems,
becoming increasingly important in climate change assessment in recent years.
Numerical stability issues typically arise because of different time-stepping strate-
gies applied to the coupled PDE system. In particular, the contributing factors
include using large time steps, lack of accurate interface flux, and singe-iteration
coupling. We investigate the stability of the coupled ocean-atmosphere models for
various interface conditions such as the Dirichlet-Neumann condition and the bulk
interface condition, which is unique to climate modeling. By analyzing a simplified
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model, we demonstrate how the parameterization of the bulk condition and other
numerical and physical parameters affect the coupling stability.
Keywords stability analysis, coupled system, partitioned algorithm, ocean-
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1 Introduction
We analyze the stability of different coupling strategies for multidomain partial
differential equations (PDEs) motivated by general circulation models used in cli-
mate simulations. Solving these problems with large time steps on each of the
domains is known to cause numerical stability issues of the coupled PDE sys-
tem. Without loss of generality we consider two coupled PDEs that correspond to
coupled ocean-atmosphere:
∂u1(t, x)
∂t
= F1(t, u1(t, x), u2(t, x)) [domain 1] (1a)
∂u2(t, x)
∂t
= F2(t, u1(t, x), u2(t, x)) [domain 2] (1b)
0 = G12(u1(t, x), u2(t, x)) , [interface 1-2] (1c)
t ≥ t0 , uk ∈ R×Dk , Fk : R×D → Dk , k = 1, 2
G12 : D → D , D =
⋃
k=1,2
Dk
where, for instance, (1a) represents the atmosphere, (1b) the ocean, and (1c) the in-
teraction between the two problems. Stability is defined as ||un(x)|| ≤ C||u(t0, x)||,
∀n > 0, where C is a finite constant independent of t and u = [u1, u2]>.
This problem has been analyzed by normal mode analysis and matrix stability.
The normal mode method was originally developed by Godunov and Ryabenkij
[17], Kriess [22] and Osher [29], and later led to the theory of Gustafsson, Kriess,
and Sundstrom (GKS) [19], which establishes necessary and sufficient conditions
that the discretization schemes must satisfy in order to ensure stability. We are
interested in utilizing this tool to analyze stability of various interface conditions
for coupled climate models.
1.1 Scientific application
Coupling methods have been a limiting factor in researchers’ ability to address
science questions where the relevant processes are strongly coupled. Each model
inside the coupled system is often associated with different time scales, posing a
great challenge on time integration. The integration is becoming more challenging
as the coupled simulation codes are evolving to support high resolution in time and
space and concurrent execution of components. While the time integration for each
model is often well founded in theory, little work has been done on characterizing
the influence of different coupling strategies on the stability of the fully coupled
system.
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In the U.S. climate community models, including CESM [21] and DOE E3SM
[18] (previously known as ACME), the Earth system components (global at-
mosphere, global ocean, sea ice and land surface) are numerically treated inde-
pendently. The interaction among these components is done through a compo-
nent called a “coupler” which accommodates the information exchange. In the
E3SM coupler, the components of the Earth system model are marched forward
in time nearly independently from each other, with appropriate field information
exchanged using the lagged states at the previous time interval, also known as
“explicit flux coupling.” While this popular coupling method, really more of a
decoupled method, enables concurrent execution of multiple components for com-
putational efficiency, in certain parameter regimes it has been shown to induce
numerical instability at the air-sea interface [25], air-land interface [5], and sea-ice
interface [20,32]. In the tropics where the atmosphere is very sensitive to the sea
surface forcing, the standard coupling strategy that propagates the atmospheric
model with multiple small explicit time steps followed by a large ocean time step is
physically reasonable [7,30,3]. In other regions such as the extratropics [24], how-
ever, the atmospheric forcing is dominated by its own internal variability, providing
rapid feedback to the ocean via the turbulent heat flux. Thus, using large time
steps for the ocean can be problematic. On long timescales (e.g., more than one
year), the standard coupling method fails to produce the correct ocean-atmosphere
heat flux both in magnitude and in sign, contributing to poor understanding of
climate variability in these regions [24,6,26,28]. In [24], Kushnir et al. concluded
that the thermal coupling coefficient should be a function of latitude and season
in order to enhance the predictability of extratropical systems.
The occasional failure of decoupled methods can be attributed to the fact
that these methods perform a single step of an iterative process [25], which is
insufficient to secure stable and accurate solutions. A theoretically ideal solution
for stability is to build a monolithic fully coupled system and solve it implicitly.
Doing so is difficult, however, because it is intrusive in nature, requiring significant
development effort to refactor existing codes; and solving the full implicit system
efficiently is also a computational challenge. A more practical approach is for
each component to compute interface fluxes using lagged information from the
other components and implicitly the states owned by itself. In this way, partial
implicitness has been added, thus improving stability without the need for many
iterations when compared with explicit flux coupling; but the resulting system is
not as stable as the one using full implicitness [25]. Rigorous analysis of decoupled
methods remains limited and does not provide sufficient understanding of optimal
choices for stability.
To improve the stability of surface models (e.g., snow, ice, or soil) that are cou-
pled to atmospheric models, Beljaars et al. [5] proposed a fully implicit formulation
that uses an estimate of the surface temperature at the new time level instead of
solving for it. The estimate is obtained with an empirical relation between surface
heat flux and surface temperature that is derived from idealized simulations of a
fully coupled implicit system. A matrix stability analysis was preformed on the
forced surface models; however, only an empirical stability condition was given.
The stability limits in fluid-solid interaction (FSI) coupled models have been
widely studied, but little is known for climate models that are intrinsically large
scale and involve complex dynamics. Recently Connors and his colleagues con-
ducted a series of studies [9,10,11,1] that provide rigorous analysis of various
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partitioned algorithms for fluid-fluid interaction with a focus on convergence and
accuracy aspects. Peterson [31] et. al. proposed a new synchronous partitioned
method that eliminates the need to solve a coupled implicit system, while not
subject to additional stability constraints as in traditional partitioned schemes.
Although the approach is developed for general transmission problem, it can be
potentially extended to coupled climate models.
This work studies the stability of different partitioned coupling methods for
ocean-atmosphere coupling, which involves the most computationally expensive
components in climate models. We examine the stability behaviors of common
interface conditions with a focus on the bulk interface condition that is pervasive
in coupled climate models. We show by analysis that partially implicit and fully
implicit flux coupling can lead to an unconditionally stable coupling algorithm,
whereas explicit flux coupling requires certain Courant-Friedrichs-Lewy (CFL)-
like conditions to be satisfied for stability. We also derive the closed-form neces-
sary and sufficient stability condition for a one-way coupled system, and connect
one-way and two-way coupled models in terms of stability regions. The theoreti-
cal analyses are accompanied by numerical experiments. The new results lead to
better understanding of the stability properties of the existing algorithms as well
as provide guidance for developing new stable coupling algorithms.
1.2 Model problem
Since the vertical diffusion provides the strongest coupling between the atmo-
spheric boundary layer and the ocean, we consider a 1D diffusion equation for
temperature defined on two neighboring domains
∂
∂t
T+ =
∂
∂z
(K+
∂
∂z
T+), z > 0 (2a)
∂
∂t
T− =
∂
∂z
(K−
∂
∂z
T−), z < 0 (2b)
with the eddy diffusivity coefficient determined by
K± =
ν±
ρ±c±
, (3)
where ν and ρ and c are the heat diffusion coefficient, the density, and the heat
capacity, respectively. The subscripts + and − correspond to atmosphere and
ocean. respectively. In this case u1 = T+, u2 = T−, D1 is the positive domain, and
D2 is the negative domain in the (1).
In addition to the governing equations for each subsystem, the continuity of
fluxes at the interface is typically used as the coupling condition
ρ+c+K+
∂
∂z
T+ = ρ−c−K−
∂
∂z
T− , (4)
which corresponds to (1c).
Note that the diffusion problem can also be represented in an equivalent form
ρ+c+
∂
∂t
T+ =
∂
∂z
(ν+
∂
∂z
T+), z > 0
ρ−c−
∂
∂t
T− =
∂
∂z
(ν−
∂
∂z
T−), z < 0
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and the flux continuity becomes
ν+
∂
∂z
T+ = ν−
∂
∂z
T−.
This alternative form makes the coupling condition simpler, but involves more
parameters in the implementation of the subsystems.
1.3 Interface conditions
The physical processes in the interior of each domain are independent of the others;
each domain-specific process interacts with processes in other domains only at
their common interface. Therefore, conditions need to be imposed at the interface
in order to guarantee that the numerical solution exists for the coupled system.
In classical domain decomposition methods, both the state and the normal-
direction flux often are required to be continuous across the interface. When a
partitioned approach is used, each domain is solved independently by using bound-
ary information coming from the other domains. The information is often lagged in
time if the domains are solved concurrently. A natural choice for implementing the
interface conditions is to treat them as boundary conditions and apply Dirichlet
or Neumann conditions to each subproblem.
In a climate model, the surface fluxes of momentum, sensible heat, and latent
heat are calculated by using bulk formulas, following the Monin-Obukhov similar-
ity theory [35]. The physical processes near the surface are parameterized as bulk
transfer coefficients as studied in classical works [27,34,14]. Through bulk transfer
coefficients, a bulk formula relates the flux to easily measured surface quantities
such as averaged wind speed, temperature, and humidity. The most popular bulk
flux algorithm, the Coupled Ocean–Atmosphere Response Experiment (COARE)
algorithm [14], has been used in coupled air-sea [3] and sea-ice [2] simulations and
has been continuously improved over wider wind-speed range and more compli-
cated physics such as weave feedback [13,23].
From a mathematical point of view, the bulk flux algorithm can be abstracted
as a special type of interface condition: the flux is continuous in the normal direc-
tion at the interface, but the state can jump across the interface. Without loss of
generality, the bulk interface condition can be described as
ν+
∂
∂z
T+ = ν−
∂
∂z
T− = b(T+ − T−) (6)
with the bulk coefficient defined as
b = ρ+c+CH‖U‖, (7)
where CH is the exchange coefficient at reference height r (e.g., a typical value is
10 meters) that depends on surface roughness and local stability and ‖U‖ is the
absolute (wind) velocity. This parameter is defined in a bulk way in the region
between the lowest vertical level in the atmospheric model and the shallowest
vertical level in the oceanic model. Some authors in literature have described the
same interface condition based on a variable α, which can be related to b by
α = b/(ρ+c+). (8)
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For the convenience of denoting flux, we prefer the notation b. But using the other
notation should not affect the conclusions reached in this paper.
Consequently, the heat flow at the the interface can be computed as
K+
∂
∂z
T+ = ρ+c+α(T+ − T−), K− ∂
∂z
T− =
ρ−c−
ρ+c+
α(T+ − T−). (9)
1.4 Partitioned coupling algorithms
The classical partitioned approach is the convectional serial staggered (CSS) algo-
rithm that solves the two subsystems alternatively. We assume at time tn that the
temperature fields Tnj are given and are consistent at the interface. With a grid
setup shown in Figure 1, the algorithm can be described compactly as
Tn0+ = T
n
0− (10a)
ρ+c+
∂
∂t
Tj =
ν+
(∆z+)2
(Tj+1 − 2Tj + Tj−1) , j > 0 (10b)
q 1
2
= ν+
T1 − T0+
∆z+
, q− 1
2
= ν−
T0− − T−1
∆z−
(10c)
1
2
(ρ−c−∆z− + ρ+c+∆z+)
∂
∂t
T0− = q 1
2
− q− 1
2
, j = 0 (10d)
ρ−c−
∂
∂t
Tj =
ν−
(∆z−)2
(Tj+1 − 2Tj + Tj−1) j < 0. (10e)
z-4 -3 -2 -1 0 1 2 3
∆z− ∆z+
Fig. 1 Grid setting for Dirichlet-Neumann condition. Space is discretized on uniform grids
with each node denoted by zj = j∆z+ j = 0, 1, 2, . . . and zj = j∆z− j = 0,−1,−2, . . .
where ∆z+ and ∆z− are the grid spacing on the left and right sides of the interface respectively.
They may differ significantly.
The procedure to advance the solution from tn to tn+1 is as follows:
1. At time tn, transfer the temperature T
n
0− to the positive domain, and update
its interface boundary with a Dirichlet condition (10a).
2. Advance the solution on the right domain from tn to tn+1 (10b), and compute
the flux at the interface (10c).
3. Transfer the flux quantifies to the left domain, and update its interface bound-
ary with a Neumann condition (10d).
4. Advance the solution on the left domain (10e)
This algorithm can also be applied to Neumann-Neumann or bulk interface
conditions with a slightly different grid setting, as shown in Figure 2. For the
convenience of flux calculation, the interface is positioned at the cell edge for both
domains; in this way, each subdomain can have uniform cells, but ghost cells need
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z-7/2 -5/2 -3/2 -1/2 1/2 3/2 5/2
∆z− ∆z+
Fig. 2 Grid setting for bulk and Neumann-Neumann interface conditions. Space is discretized
on uniform grids with each node denoted by zj+1/2 = (j + 1/2)∆z+ j = 0, 1, 2, . . . and
zj+1/2 = (j+ 1/2)∆z− j = −1,−2, . . . where ∆z+ and ∆z− are the grid spacing on the left
and right sides of the interface respectively. They may differ significantly.
to be used to apply the boundary conditions at the interface. We denote the ghost
cell values for the left and the right domains by T0+ and T0− , respectively.
After spatial discretization, the following system of ordinary differential equa-
tions is obtained:
q0+ = b(T 1
2
− T− 1
2
) (11a)
∂
∂t
Tj+ 1
2
=
1
ρ+c+∆z+
(qj+1 − qj) , j ≥ 0 (11b)
q0− = q0+ (11c)
∂
∂t
Tj+ 1
2
=
1
ρ−c−∆z−
(qj+1 − qj) , j < 0. (11d)
For simplicity, we will focus on backward Euler when referring to the implicit
time stepping method, unless otherwise noted. Extending to high-order time inte-
gration schemes is possible but complicates the algebraic analysis considerably.
1.5 Manuscript organization
The rest of this paper is organized as follows. Normal mode stability analysis for
two-way coupled models using Dirichlet-Neumann and bulk interface conditions is
given in Sections 2 and 3. Section 4 applies the analysis to a one-way coupled model
that can be considered as a limiting case for two-way coupled models. Section 5
describes how to validate the analysis using matrix stability and provides the
numerical results. In Section 6, we summarize the results and their implications
to practical applications.
2 Normal mode stability analysis for Dirichlet-Neumann condition
In the normal mode method, the PDE solution is represented as a certain mode,
which is typically exponential in time and space. For example, the numerical so-
lution of one-dimensional PDE can be assumed in the form
T bj = Anφj , (12)
where A is an eigenvalue with eigenfunction φj (bounded as j goes to infinity).
Then one needs to solve a system of algebraic equations, resulting directly from
numerical discretization and boundary (or interface) conditions, for the amplitude
of the mode.
Based on this technique, the GKS theory [19] establishes a necessary and suf-
ficient condition for stability, as summarized below.
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Proposition 1 The approximation scheme is stable in the GKS sense if and only
if no nontrival eigensolution exists for |A| ≥ 1.
The stability definition is given in Definition 3.3 in [19], and Proposition 1 refers
to Theorem 5.1 in Section 5 in [19]. Although the original theory was described
for quarter-plane problems, it can be naturally applied to problems with multiple
boundaries and interface problems such as FSI.
Giles has shown in [16] that for FSI problems that the key point to achieving
numerical stability is to transfer the interface temperature from the solid to the
fluid (Dirichlet condition) and to pass the heat flux (Neumann condition) from
the fluid to the solid. Roux and Garaud confirmed in [33] that Dirichlet conditions
must be imposed in the domain with lower conductivity.
Lemarie et al. also followed Giles’ partitioned approach in [25]. The main dif-
ference between Giles’ approach and the one considered in this paper is the former
is derived based on an engineering consideration—a half-sized cell is used at the
interface so that each domain can be treated independently. Consequently, the
partitioned approach solves a slightly different model from the one targeted by
a monolithic approach. In this section, we present a normal mode analysis for a
partitioned approach without using half-sized cell. Both explicit and implicit time-
stepping schemes will be considered in order to provide a direct comparison with
results in [16].
2.1 Explicit flux coupling with explict time stepping
Following the explicit methods (as opposed to implicit) of Giles [16], we calculate
the interfacial flux (10c) for the time step from tn with
qn1
2
= ν+
Tn1 − Tn0+
∆z+
, qn− 1
2
= ν−
Tn0− − Tn−1
∆z−
(13)
and assume a solution of the form
Tnj =
{
Anκj−, j = 0,−1,−2, . . .
Anκj+, j = 1, 2, . . . ,
(14)
where j denotes exponent, κj are bounded functions of space, and A is a complex
scalar. We define the following constants:
r =
ρ+c+∆z+
ρ−c−∆z−
, d± =
ν±∆t
ρ±c±(∆z±)2
. (15)
Discretizing (10) explicitly with the coupling flux being computed according
to the formula (13), substituting the solution (14) into the discretized equations,
and using (15) to simplify expression, we have
A = 1 + d+(κ+ − 2 + κ−1+ ) (16a)
(A− 1)(1 + r) = 2d+r(κ+ − 1)− 2d−(1− κ−1− ) (16b)
A = 1 + d−(κ− − 2 + κ−1− ). (16c)
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Then (16a) leads to
κ2+ −
(
2 +
A− 1
d+
)
κ+ + 1 = 0. (17)
In the region |A| > 1, there are two roots, and their product is 1; thus, one
of the two roots must meet |κ+| > 1 and the other must meet |κ+| < 1. We are
interested only in the latter, so that the far-field boundary condition is satisfied.
Thus, we pick the solution
κ+ = 1 +
A− 1
2d+
(
1−
√
1 +
4d+
A− 1
)
. (18)
Similarly for (16c) we choose the solution
κ−1− = 1 +
A− 1
2d−
(
1−
√
1 +
4d−
A− 1
)
. (19)
Plugging these into (16b) and simplifying the expression, we obtain
1 + r =
(
1−
√
1 +
4d−
A− 1
)
+ r
(
1−
√
1 +
4d+
A− 1
)
. (20)
When A is real, the radicals must be zero. And the requirement that A ≤ 1
leads to 0 < d+, d− ≤ 12 , which agrees with the classical CFL condition that can
be obtained by applying von Neumann stability analysis to an uncoupled system.
If A is complex, the imaginary parts of the two terms on the right-hand side must
cancel out, and their real parts must be zero. Thus the radicals must be real, which
contradicts with the assumption. Hence, there is no stability loss in the coupling,
and stability is guaranteed when classical CFL conditions are satisfied on each
domain regardless of the value of r.
2.2 Explicit flux coupling with implicit time stepping
Solving the interior equations implicitly and updating the interface data explicitly,
we have the following algorithm:
Tn+10+ = T
n
0− (21a)
Tn+1j − Tnj =
∆t ν+
ρ+c+(∆z+)2
(
Tn+1j+1 − 2Tn+1j + Tn+1j−1
)
, j > 0 (21b)
Tn+10− − Tn0− =
2∆t
ρ−c−∆z− + ρ+c+∆z+
(
ν+
Tn1 − Tn0+
∆z+
− ν−
Tn+10− − Tn+1−1
∆z−
)
(21c)
Tn+1j − Tnj =
∆tν−
ρ−c−(∆z−)2
(
Tn+1j+1 − 2Tn+1j + Tn+1j−1
)
, j < 0. (21d)
Assume a solution is of the form
Tnj =
{
Anκj−, j = 0−,−1,−2, . . .
An−1κj+, j = 0+, 1, 2, . . .
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so that (21a) is automatically satisfied by this choice of normal mode. The other
three equations require that A, κ−, and κ+ satisfy
1 = A−1 + d+(κ+ − 2 + κ−1+ )
(1−A−1)(1 + r) = 2d+rA−2(κ+ − 1)− 2d−(1− κ−1− )
1 = A−1 + d−(κ− − 2 + κ−1− ).
(22)
The first equation leads to
κ2+ −
(
2 +
1−A−1
d+
)
κ+ + 1 = 0. (23)
In the region |A| > 1, there are two real roots with one of them being |κ+| > 1
and the other being |κ+| < 1. Again we choose the latter, which can be written as
κ+ = 1 +
1−A−1
2d+
(
1−
√
1 +
4d+
1−A−1
)
. (24)
The third equation gives
κ−1− = 1 +
1−A−1
2d−
(
1−
√
1 +
4d−
1−A−1
)
. (25)
Plugging these expressions into the second equation in (22) gives
(1−A−1)(1+r) = 2d+rA−2
(
1−A−1
2d+
(
1−
√
1 +
4d+
1−A−1
))
−2d−
(
−1−A
−1
2d−
(
1−
√
1 +
4d−
1−A−1
))
,
(26)
which simplifies to
1 + r = rA−2
(
1−
√
1 +
4d+
1−A−1
)
+
(
1−
√
1 +
4d−
1−A−1
)
. (27)
Again, we consider asymptotic solutions.
– If ∆z+  ∆z−, then r → 0. In this case, we are left with
√
1 +
4d−
1−A−1 ≈ 0.
Solving for A yields |A| ≈ 14d−+1 < 1. It follows that the scheme is uncondi-
tionally stable.
– If ∆z−  ∆z+, then r →∞. In this case, we have
1 ≈ A−2 −A−2
√
1 +
4d+
1−A−1 .
After some algebra, it follows that A(−A4 + A3 + 2A2 − 2A + 4d+) ≈ 0.
Consider a special case d+ = 1. We can easily find that all four nonzero roots
have a magnitude larger than one. Thus, the scheme is not unconditionally
stable. This is an interesting conclusion in an extreme scenario and will be
further examined in the next section.
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2.3 Discussion and comparison with Giles’ results
Giles considered a slightly different partitioned approach in [16]. In his approach,
(10d) is replaced with
1
2
ρ−c−∆z−
∂
∂t
T0− = q0 − q− 1
2
, j = 0, (28)
where q0 is computed in the same way as q 1
2
in (10c) but deemed a one-sided
approximation of the flux at the interface. The formula is derived by using finite
volume scheme over the half-sized cell [z− 1
2
, 0]. By comparing (28) with (10d),
we can see that the only difference is the omission of ρ+c+∆z+. The impact on
stability seems to depend on how ∆z+ compares with ∆z−. Thus, Giles related
the coupling stability to the parameter r in (15) and investigated three algorithms:
an explicit algorithm, an implicit algorithm, and a hybrid algorithm (treating one
domain explicitly and the other domain implicitly). For all the algorithms, the
following conclusions were drawn:
– When r  1, the coupling is stable.
– When r  1, the coupling is unstable.
– The stability condition is
r <
1− 2d−
1−√1− 2 , (29)
where d is the Courant number v∆t/∆z2. Note that this is established under
the assumption that Dirichlet boundary condition is used on the positive do-
main (usually represents fluid) and the Neumann boundary condition is used
on the other (usually representing a solid). In practice, the fluid computa-
tion has higher resolution than the solid computation has, leading to a stable
coupling. But if one uses the Dirichlet boundary condition for the solid and
the Neumann boundary condition for the fluid, r is the inverse of the original
quantity and have a very large value. Then the coupling is not stable unless
extremely small stepsize is used.
– The stability can be improved by using backward Euler for j ≤ 0. The stability
condition would be
r <
1 + 2d−
1−√1− 2d+ . (30)
– If both domains are treated implicitly but the interface data is explicitly up-
dated (e.g., using time lagged information to promote parallelism), the asymp-
totic stability condition for d−, d+  1 becomes
r <
√
d−
d+
. (31)
In contrast, we consider contributions from both domains for the interface
node. The analysis of the explicit algorithm with explicit flux coupling shows that
the coupling stability is not affected by r in our setup for the interface node. For
the implicit algorithm (10), our analysis leads to the same conclusions as Giles
predicted; however, the causes of instability in the two algorithms are different.
In Giles’ algorithm, the contribution from the dominant domain (positive domain
if r  1) is not fully accounted for at the interface since the term ρ+c+∆z+ is
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missing. With the influence of this missing term excluded, it is easier to see in
our framework that the explicit coupling flux passed to the negative domain as
Neumann boundary condition dominates the right-hand side of (21c), changing
the discretization of this equation from a hybrid scheme to an explicit scheme.
To summarize the new findings, the choice of Dirichlet condition or Neumann
condition on each domain is important in order to determine the coupling stability
when explicit updating of the interfacial flux is used in implicit methods, but it
plays no role for purely explicit algorithms.
3 Normal mode stability analysis for bulk interface condition
We have shown that even using an implicit time-stepping Dirichlet-Neumann con-
dition and explicit flux coupling can lead to instability, regardless of how the
interface condition is imposed at the interface. In this section, we show how the
stability properties of the coupling methods are affected in several ways where the
interfacial flux (11a) is computed when the bulk interface condition is imposed.
In order to relax the stability constraint due to explicit flux coupling, a natural
choice is to add implicitness. Thus, we consider the following algorithms based on
the degree of implicitness used in the flux computation:
1. Explicit flux coupling
qn+10+ = b(T
n
1
2
− Tn− 1
2
). (32)
2. Partially implicit flux coupling
qn+10+ = b(T
n+1
1
2
− Tn− 1
2
). (33)
3. Implicit flux coupling
qn+10+ = b(T
n+1
1
2
− Tn+1− 1
2
). (34)
Explicit flux coupling and partial flux coupling are convenient for parallel com-
puting and easy to implement, requiring minimal modifications to existing codes
that support the Neumann boundary condition. Data transfer between the cou-
pling components is needed only at the beginning of a time step; the frequency is
determined by the larger of the stepsizes for each model. The fully implicit treat-
ment of the interfacial flux requires the solution of a monolithic system, which
normally indicates more data exchange and synchronization and, more important,
tremendous difficulties in developing partitioned algorithms that can solve the
equations in both domains simultaneously. However, a sequentially implicit for-
mulation (e.g., [15]) allows the monolithic system to be solved in a partitioned
manner (as described by the CSS algorithm (10)), while maintaining the same
stability as a fully implicit method [15]. This strategy has been widely used for
loosely coupled problems and has a rich literature (e.g., [8,4,12]). Since the stabil-
ity for the fully implicit case is obvious, the analysis will not be repeated in this
paper.
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3.1 Explicit flux coupling with implicit time stepping
Applying backward Euler to the equation (11) gives
qn+10+ = b(T
n
1
2
− Tn− 1
2
) (35a)
Tn+1
j+ 1
2
− Tnj+ 1
2
=
∆t
ρ+c+∆z+
(
qn+1j+1 − qn+1j
)
, j ≥ 0 (35b)
qn+10− = q
n
0+ (35c)
Tn+1
j+ 1
2
− Tnj+ 1
2
=
∆t
ρ−c−∆z−
(
qn+1j+1 − qn+1j
)
, j < 0. (35d)
The two equations at the interface are
Tn+11
2
− Tn1
2
=
∆t
ρ+c+∆z+
ν+Tn+132 − Tn+112
∆z+
− b(Tn1
2
− Tn− 1
2
)
 (36a)
Tn+1− 1
2
− Tn− 1
2
=
∆t
ρ−c−∆z−
b(Tn1
2
− Tn− 1
2
)− ν−
Tn+1− 1
2
− Tn+1− 3
2
∆z−
 (36b)
We consider the normal mode solution
Tnj+ 1
2
=
{
Anκj−, j = −1,−2, . . .
Anκj+1+ , j = 0, 1, 2, . . . .
(37)
Substituting it into Equation (35), we have
1−A−1 = d+(κ+ − 2 + κ−1+ )
1−A−1 = d+(κ+ − 1)− d+∆z+b/ν+A−1
(
1− κ−1− κ−1+
)
1−A−1 = d−∆z−b/ν−A−1 (κ+κ− − 1)− d−(1− κ−1− )
1−A−1 = d−(κ− − 2 + κ−1− ),
(38)
where the second and the fourth equations correspond to the cases j = 0 and
j = −1 in (35), respectively. Solving the first and the last equations for κ+ and
κ−, respectively, and choosing the proper roots as before, we get
κ+ = 1 + s+ −
√
s2+ + 2s+
κ−1− = 1 + s− −
√
s2− + 2s−,
(39)
where
s± =
1−A−1
2d±
. (40)
The second and third equations of (38) lead to
A = 1 + β+
(
1− κ−1− κ−1+
)
1− d+ (κ+ − 1) (41)
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and
A = 1 + β− (1− κ−κ+)
1− d−
(
κ−1− − 1
) , (42)
respectively, where for notational convenience we define
β± =
b∆t
ρ±c±∆z±
(43)
and refer to it as bulk Courant number, considering its similarity to classical
Courant numbers.
Plugging (39) into (41) and (42) would result in equations that take A as
functions of β± and d±, but there are no closed-form solutions. Thus we consider
the asymptotic behavior when β+ approaches zero. Equation (41) becomes
A = 1
1− d+ (κ+ − 1) . (44)
Plugging (39) into it and simplifying lead to
Ad+(A− 1) = 0. (45)
Therefore A = 1, which implies that the system is stable. Similarly with (42), we
can see the system is stable when β− approaches zero.
Deriving general stability constraints is difficult since A is a complicated func-
tion of d+, d−, and β+ in (41) or a function of d−, d+, and β− in (42). Nevertheless,
if we omit the feedback from the coupling domain, that is, κ− in (41) or κ+ in
(42), a nice closed-form expression for stability constraint can be found in this best
case. Therefore, in the general case the coupling is not absolutely stable. Details
are given in Section 4.
3.2 Partially implicit flux coupling with implicit time stepping
Like the explicit case, the partially implicit flux computation allows the two com-
ponents to be handled simultaneously. But the equation corresponding to the
interface node needs an implicit solve. The full algorithm is
qn+10+ = b(T
n+1
1
2
− Tn− 1
2
) (46a)
Tn+1
j+ 1
2
− Tnj+ 1
2
=
∆t
ρ+c+∆z+
(
qn+1j+1 − qn+1j
)
, j ≥ 0 (46b)
qn+10− = b(T
n
1
2
− Tn+1− 1
2
) (46c)
Tn+1
j+ 1
2
− Tnj+ 1
2
=
∆t
ρ−c−∆z−
(
qn+1j+1 − qn+1j
)
, j < 0. (46d)
Inserting the normal mode solution (37) into Equation (46), we have
1−A−1 = d+(κ+ − 2 + κ−1+ )
1−A−1 = d+(κ+ − 1)− β+
(
1−A−1κ−1− κ−1+
)
1−A−1 = β−
(
A−1κ−κ+ − 1
)
− d−(1− κ−1− )
1−A−1 = d−(κ− − 2 + κ−1− ).
(47)
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The second and third equations give
A = 1 + β+κ
−1
− κ
−1
+
β+ + 1− d+ (κ+ − 1) (48)
and
A = 1 + β−κ−κ+
β− + 1− d−
(
κ−1− − 1
) , (49)
respectively. We distinguish between two situations: |κ−1− κ−1+ | ≤ 1 or |κ−κ+| ≤ 1.
For the former case, we can observe that
|1 + β+κ−1− κ−1+ | ≤ 1 + β+
and
|β+ + 1− d+ (κ+ − 1) | > 1 + β+.
Thus we have |A| < 1. This is also true for the latter case. Therefore, the system
is unconditionally stable.
4 Analysis for one-way coupled model
In this section, we present a stability analysis of a one-way coupled diffusion model,
which is forced by the other component in the coupled system but does not provide
feedback to the forcing component [5]. In other words, one of the domains treats
the variables from the other domain as a boundary condition. The advantage of
using this simpler system is to enable explicit derivation of the stability criterion,
and therefore give insight into the coupled stability. Again, we analyze the changes
to stability induced by different treatments of the interfacial flux.
4.1 Stability analysis for the diffusion equation
Let us consider the forced diffusion equation solely on the negative domain, as is
expressed by
∂
∂t
T− =
∂
∂z
(K−
∂
∂z
T−), z < 0 (50a)
K−
∂
∂z
T− = b(T+ − T−), z = 0. (50b)
Explicit coupling boundary yields
Tn+1
j+ 1
2
− Tnj+ 1
2
=
∆t
ρ−c−∆z−
(
qn+1j+1 − qn+1j
)
, j < 0 (51a)
qn+1j = ν−
Tn+1
j+ 1
2
− Tn+1
j− 1
2
∆z−
, qn+10 = b(T
n
1
2
− Tn− 1
2
). (51b)
In the simplest case of ocean alone, for stability analysis, we can have a fixed
boundary that is set to Tn1
2
= 0 so that
qn+10 = −bTn− 1
2
. (52)
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Then the method for solving the diffusion equation can be written as
Tn+1
j+ 1
2
− Tnj+ 1
2
= d−
(
Tn+1
j+ 3
2
− 2Tn+1
j+ 1
2
+ Tn+1
j− 1
2
)
, j < −1 (53a)
Tn+1− 1
2
− Tn− 1
2
= −β−Tn− 1
2
− d−
(
Tn+1− 1
2
− Tn+1
j− 3
2
)
, j = −1. (53b)
If there is no boundary, we can consider the solution
Tn+1
j+ 1
2
= An+1ei(jm∆z−) , (54)
so that
An+1eimj∆z−(1−A−1) = d−An+1eimj∆z−(eim∆z− − 2 + e−im∆z−), j < −1
⇒ 1−A−1 = d−(eim∆z− − 2 + e−im∆z−) = 2d−(cos(m∆z−)− 1)
⇒ A−1 = 1 + 2d−(1− cos(m∆z−)) > 1 ,
which results in an unconditionally stable scheme that is in agreement with the
classical theory.
With the boundary condition, we establish the following theorem for the sta-
bility condition.
Theorem 1 Method (53) applied to the diffusion model (2b) yields a stable solu-
tion if and only if β− ≤ 1 +√1 + 2d−.
Proof We can no longer assume a solution of form (54). Instead, we assume the
eigen-solution of the form
Tn+1
j+ 1
2
= An+1κj−. (55)
A stable solution that satisfies the far-field boundary condition (at j → −∞,
κj− → 0) is |κ−| > 1 and |A| ≤ 1. From (53) we have
1−A−1 = d−(κ− − 2 + κ−1− ) (56a)
1−A−1 = −β−A−1 − d−(1− κ−1− ) , (56b)
which gives
κ−1− =
d− + 1 + (β− − 1)A−1
d−
. (57)
Substituting into (56a), we have an equation for A,
d−A2 − (β− + d−)A− β−(β− − 1) = 0, (58)
with roots
A = (β− + d−)±
√
(β− + d−)2 + 4β−(β− − 1)d−
2d−
, (59)
which are both real because under the radical is a positive real number.
Now we show that choosing the positive sign does not lead to a stable solution.
First, we can observe from (57) that κ− is also real. When choosing the positive
sign, we have 0 < A ≤ 1, and thus 1−A−1 ≤ 0. According to (57), the right-hand
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side must be no larger than zero, which means k− ≤ 0. Equation (57) indicates
that k− can be negative or zero only when β− ≤ 1.
With β− ≤ 1 and (59), we obtain
A = (β− + d−) +
√
(β− + d−)2 + 4β−(β− − 1)d−
2d−
≥ (β− + d−) +
√
(β− + d−)2
2d−
> 1 +
β−
d−
> 1,
which contradicts the assumption |A| ≤ 1.
Selecting the root with negative sign in (59), we consider the following two
cases:
1. If β ≥ 1, the condition |A| ≤ 1 implies
β2− − 2β− − 2d− ≤ 0. (60)
Solving the quadratic inequality gives
β− ≤ 1 +
√
1 + 2d− . (61)
2. If β < 1, we have a stable solution because
A = (β− + d−)−
√
(β− + d−)2 + 4β−(β− − 1)d−
2d−
<
(β− + d−)−
√
(β− − d−)2
2d−
≤ (β− + d−)− |β− − d−|
2d−
≤ (β− + d−)− β− + d−
2d−
= 1 .
Combining these two cases, we can see that β− ≤ 1 + √1 + 2d− is the final
condition for stability.
In Figure 3 we illustrate the stability regions resulting from our analysis. The
norm of A and κ−1 are calculated for a range of values of β− and d− according to
the expressions (59) and (57). The boundary of the stability regions agrees exactly
with the relationship established by the analysis.
Based on the same model problem, Beljaars et al. derived an empirical stability
boundary of β− ≤ 2 + √d−1.1 in [5], which is close to our analytical result. So,
if there is no mixing, the explicit scheme is stable for weak coupling but unstable
for strong coupling.
Even a decrease of stepsize ∆t for the negative domain is not effective in sup-
pressing coupling, because it reduces both d− and β−. Instead, the most effective
way to suppress coupling instability is to reduce ∆z−, which increases d− much
more rapidly than β−.
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Fig. 3 Stability regions for explicit flux coupling (based on analytical formula).
4.2 Implicit interfacial flux
Next we consider the implicit treatment of the interfacial flux. The equation for
the boundary node j = −1 changes to
Tn+1− 1
2
− Tn− 1
2
= −β−Tn+1− 1
2
− d−
(
Tn+1− 1
2
− Tn+1
j− 3
2
)
, j = −1. (62)
Plugging (55) into (62), we have
1−A−1 = −β− − d−(1− κ−1− ). (63)
Then we can solve (63) and (56a) for κ−1− .
After some manipulation, we obtain
A = β− − d−
β− − d− + β2 , κ
−1
− =
d−
d− − β− . (64)
Theorem 2 The method (53) with the equation for the interface node replaced by
(62) gives a stable solution of the one-way coupled diffusion model (2b).
Proof 1. If β− ≥ d−, |A| ≤ 1 always holds.
2. If β− < d−, |A| ≤ 1 leads to
β2− + 2β− − 2d− ≥ 0 (65)
which reduces to
β− ≥
√
1 + 2d− − 1 (66)
Combining these two cases, we have
β− ≥
√
1 + 2d− − 1 (67)
For |κ−1| ≤ 1, we have
β− ≥ 2d−. (68)
Since 2d− >
√
1 + 2d− − 1, |A| ≤ 1 always holds for all the eigen modes with
|κ−1| ≤ 1, thus stability follows.
Figure 4 graphically depicts the stability conditions for the implicit case that
are calculated directly using (64). It clearly shows that the region where |κ−1| ≤ 1
is a subset of region where |A| ≤ 1.
Stability of Ocean-Atmosphere Coupling 19
5 10 15 20 25
d
5
10
15
20
25
0.200
0.600
1.000
| | implicit flux
5 10 15 20 25
d
5
10
15
20
25
0.
20
0
0.
60
0
1.
00
0
| 1| implicit flux
Fig. 4 Stability regions for implicit flux coupling (based on analytical formula).
5 Numerical validation via matrix stability analysis
While the normal mode analysis provides insights into the stability of the coupled
algorithms, we use a matrix stability analysis as a numerical tool to validate the
results. To incorporate the influence of flux coupling in a simple way, we cast the
partitioned algorithms in a monolithic framework that consists of each component
and provides a unified view for different coupling approaches.
Depending on the flux coupling strategies, the interfacial fluxes q 1
2
and q− 1
2
can be computed in different ways. However, we can rewrite the fully discretized
equation for (10) in a general matrix form
ATn+1 = BTn. (69)
Here T is represented as
T = [TN− , . . . , T−2, T−1, T0, T1, T2, . . . , TN+ ]
T (70)
for the Dirichlet-Neumann condition and
T = [TN− , . . . , T−2, T−1, T1, T2, . . . , TN+ ]
T (71)
for bulk condition due to the differences in the grid settings. In the following, we
present the results for the bulk interface condition and then the Dirichlet-Neumann
condition. Both the two-way coupled and the one-way coupled models are included
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5.1 Bulk condition
For the backward Euler scheme, the corresponding A and B are
A = (72a)
2d− + 1 −d−
−d− 2d− + 1 −d−
. . .
. . .
. . .
−d− 2d− + 1 −d−
−d− d− + θβ− + 1 −γβ−
−γβ+ d+ + θβ+ + 1 −d+
−d+ 2d+ + 1 −d+
. . .
. . .
. . .
−d+ 2d+ + 1 −d+
−d+ 2d+ + 1

B =

1
1
. . .
1
1− (1− θ)β− (1− γ)β−
(1− γ)β+ 1− (1− θ)β+
1
. . .
1
1

, (72b)
where θ ∈ {0, 1} and γ ∈ {0, 1} defines different coupling methods:
1. Explicit flux coupling (θ, γ) = (0, 0).
2. Partially implicit flux coupling (θ, γ) = (1, 0).
3. Implicit flux coupling (θ, γ) = (1, 1).
Since we focus on practical partitioned algorithms, we consider the sequentially
implicit formulation rather than the fully implicit formulation. In this formulation,
the upper right part of A will be zero, the upper right part of B will be γ−, and
the rest will be unchanged.
The one-way coupled model in Section 4 can also be represented in this form
with A and B being only the upper left blocks of the original matrices. θ = 0 and
θ = 1 correspond to the explicit case and partially implicit case, respectively.
The numerical scheme is considered stable if all the eigenvalues of the matrix
M = A−1B are within the unit circle.
In the numerical simulations, we choose the parameter values that are com-
monly used in climate models such as E3SM. A list of parameter values is given
in Table 1 for reference. Varying the variable β and d is achieved by adjusting
spatial and temporal resolutions and changing the depth in z direction. The same
number of grid points is used for the ease of computation.
5.1.1 Two-way coupled model
Since the stability of the coupled model is determined by the combination of
the dynamics on both domains, first we look at the stability regions by taking
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Parameter Description Value Unit
Atmosphere
ρ+ density 1 kg m−3
c+ heat capacity 1000 J kg−1 K−1
ν+ dynamic diffusivity [300, ?] J s−1 m−1 K−1
K+ eddy diffusivity [0.3, ?] m2 s−1
n+ grid points 10
d+ parabolic CFL 0.5
Ocean
ρ− density 1000 kg m−3
c− heat capacity 4000 J kg−1 K−1
ν− diffusion coefficient [4× 105, ?] m2 s−1
n− grid points 20
d− parabolic CFL 100
b bulk coefficient [5, 100] J s−1 m−2 K−1
Table 1 Typical parameters in practice. The smallest diffusivity coefficients are of particular
interest. This is because instability is more likely to appear in these regime.
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Fig. 5 Stability regions for various flux coupling strategies with fixed parameters β+ = 1.125
and d+ = 2.025 for the coupling component.
λmax = max(|eig(M)|) as a function over the Courant numbers β− and d− for the
negative domain while fixing β+ and d+. Figure 5 shows that using explicit flux
coupling does not lead to absolute stability, a result that agrees with the finding in
Section 3.1 for the coupled system. And as expected, both partially implicit flux
coupling and implicit flux coupling can make the coupling unconditionally stable.
To investigate contributions of the positive domain to stability, we vary β+
and d+ by changing the grid size. As shown in Figure 6, the stability regions for
the explicit flux coupling shrink as β+ and d+ increase.
Figure 7 shows the stability regions defined by β+ and d+ with fixed β− and
d−. The stability region for the explicit flux coupling is larger than that obtained
from the negative domain in Figure 5. For some other values of β− and d−, as
shown in Figure 8, the stability region appears almost unchanged. The reason is
that the negative domain is in a stable regime β−  d− and the effect of the
upper right block of B to the eigenvalues of M is insignificant.
All the experiements for explicit flux coupling show that the classical absolte
stability (independent of d±) can be recovered in the limiting case β− or β+
approaches zero, as predicted by the analysis in Section 3.1.
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Fig. 6 Stability regions for explicit flux coupling with fixed parameters (β+, d+) set to
(2.375, 9.025), (4.875, 38.025), (9.875, 156.025) from left to right for the coupling compone-
nent.
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Fig. 7 Stability regions for various flux coupling strategies with fixed parameters β− =
0.005938 and d− = 9.025 for the coupling component.
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Fig. 8 Stability regions for explicit flux coupling with fixed parameters (β−, d−) set to
(0.012188, 38.025), (0.024688, 156.025), (0.049688, 632.025) from left to right for the coupling
component.
5.1.2 One-way coupled model
Figure 9 plots the stability regions for the one-way coupled model according to
the matrix stability analysis. It agrees with the theoretical prediction depicted in
Figure 3. Interestingly, it also matches one of the two scenarios shown for the two-
way coupled system (see Figure 8) but differs significantly from the other scenario
(see Figure 6). These results indicate that the analysis for the one-way coupled
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Fig. 9 Stability regions for explicit flux coupling (left) and partially implicit flux coupling
(right).
model with an assumption of fixed boundary Tn1
2
= 0 gives a good approximation
to the coupled scenario when the coupling component is in a stable regime where
the bulk Courant number β is much less than the diffusion Courant number d.
Therefore, the analysis based on the one-way coupled model in Section 4 makes
sense for atmosphere models forced by ocean models but may not be ideal for the
ocean model because the heat capacity of atmosphere is much smaller and atmo-
spheric dynamics evolves more rapidly, leading to a small bulk Courant number
β.
This observation can also be explained from the matrix analysis perspective.
In the case (θ, γ) = (0, 0) and β− negligible, the stability matrix can be denoted
compactly as
M =
[
A11 0
0 A22
]−1 [
B11 0
B21 B22
]
=
[
A−111 B11 0
A−122 B21 A
−1
22 B22
]
, (73)
where M ∈ Rn×n, A11, B11 ∈ Rk×k, A22, B22 ∈ R(n−k)×(n−k), B21 ∈ R(n−k)×n.
Then the eigenvalues λ of M must be roots of det(M − λIn) = 0. We can see
that det(M − λIn) = det(A−111 B11 − λIk) det(A−122 B22 − λIn−k). Therefore, the
spectrum of M is the union of the spectrum of A−111 B11 and that of A
−1
22 B22.
If the coupling domain (corresponding to A−122 B22) is in the stable regime, then
the boundary of the stability region of the coupled system is determined by the
spectrum of A−111 B11.
For general cases where β− is not negligible in the coupled system, one can use
the Schur complement to obtain det(M−λIn) = det(A−111 B11−λIk) det(A−122 B22−
λIn−k − A−122 B21(A−111 B11 − λIk)−1A−111 B12) , if B11 is invertible. Clearly, the
spectral radius of M depends on the spectral radiuses of A−111 B11 and its Schur
complement matrix in M. Further, given that A−111 B11 and A
−1
22 B22 are stable,
M is not necessarily stable. This result implies that the stability region for the
one-way coupled model is the best limiting case of stability regions for the two-way
coupled model.
5.2 Dirichlet-Neumann condition
The matrix form of the CSS algorithm (10) with explicit coupling flux and the
Dirichlet-Neumann condition exhibits a similar structure. For the purely explicit
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Fig. 10 Stability regions for explicit integration methods with explicit flux coupling and
Dirchlet-Neumann condition. From left to right, r = 2000, 1, 5e− 4 respectively.
method, it can be written as
A =

1
1
. . .
1
(1 + r)/2
1
1
. . .
1

B =

1− 2d− d−
d− 1− 2d− d−
. . .
. . .
. . .
d− 1− 2d− d−
d− (1 + r)/2− d− − d+r d+r
d+ 1− 2d+ d+
d+ 1− 2d+ d+
. . .
d+ 1− 2d+
 ,
and the implicit algorithm (21) corresponds to
A =

2d− + 1 −d−
−d− 2d− + 1 −d−
. . .
. . .
. . .
−d− 2d− + 1 −d−
−d− (1 + r)/2 + d−
d+ + 1 −d+
−d+ 2d+ + 1 −d+
. . .
. . .
. . .
−d+ 2d+ + 1 −d+
−d+ 2d+ + 1
B =

1
1
. . .
1
(1 + r)/2− d+r d+r
d+ 1− d+
1
. . .
1
1

.
Futhermore, these also fit into the general formulation (72) for bulk interface
condition if we set (θ, γ) = (0, 0) and set the parameter b = ν+/∆z+ so that
β− = d+r.
We plot the stability regions for different values of r in Figure 10 and Figure 11
and verify our stability predictions in Section 2. We can see from Figure 10 that the
stability region for the purely explicit method is determined by the CFL condition
and does not change as r varies. Nonetheless, Figure 11 shows that the stability
region for the implicit method shrinks as r increases and expands as r approaches
to zero. Moreover, the stability region is infinite in the d+ direction, and the
boundary moves along the d− direction as r varies, indicating that instability can
arise from the negative domain, at the interface of which the Neumann condition is
imposed, but not from the positive domain. In practical ocean-atmosphere systems,
r is typically at the order of 10−4 or 10−5; thus it is reasonable to use the Neumann
condition for ocean and the Dirichlet condition for atmosphere theoretically.
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Fig. 11 Stability regions for implicit integration methods with explicit flux coupling and
Dirchlet-Neumann condition. From left to right, r = 2000, 1, 5e− 4 respectively.
6 Conclusion
The stability characteristics of common partitioned coupling algorithms for ocean-
atmosphere interactions have been studied with normal mode analysis and matrix
eigenvalue analysis. Three different flux coupling schemes with both explicit and
implicit time-stepping methods have been analyzed. Because of the special mod-
eling strategy of the interfacial physics in climate models, the bulk interface con-
dition is the focus of this work, although the classic Dirichlet-Neumann condition
that is widely used for FSI problems is also included for completeness.
We show that the Dirichlet-Neumann condition imposed on the two coupled
components does not affect stability for a purely explicit scheme but becomes a
critical factor for an implicit method with explicit updating of the interfacial flux.
The influence of the bulk interface condition is characterized with a variable that
is formally similar to the Courant number. We show that the coupled system is
unconditionally stable when partially implicit time-stepping methods are used for
individual components and implicit flux coupling is used for interface nodes. In
addition, we derive CFL-like stability conditions for the one-way coupled system
and discuss the links between one-way and two-way coupled systems. The theory
is supported by numerical experiments based on matrix eigenvalue analysis. Our
results suggest that stability analysis of the one-way coupled model should be used
with caution: it is most effective when used to reflect the stability behavior of the
two-way coupled model when the bulk Courant number of the coupling component
is small (e.g., atmospheric models forced by ocean models).
The results of the analysis performed for the 1D diffusion model is also appli-
cable to real 3D models, because the heat and turbulence in the ocean-atmosphere
circulation transfer mainly in the vertical direction. A general circulation model
can be considered to be a collection of many single-column models, each of which
may be associated with different bulk Courant numbers due to variability in sur-
face dynamics. Therefore, numerical instability issues may arise in a subset of the
models. Our analysis potentially provides a framework to identify where instability
may occur, and the results can be used as guidelines for choosing proper flux cou-
pling strategies and developing new time-stepping methods with better stability
properties.
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