We give the decomposition into irreducible factors of Weil representations of Sp2g(Z) at arbitrary levels. As application, we derive the decomposition of the quantum representations of SL2(Z) arising in the SU (2) and SO(3) TQFT.
Introduction and statements

A brief history
The Weil representations first appeared in the work of Kloosterman in 1946 (see [Klo46] ) where they arise as modular transformations of spaces of theta functions. They were rediscovered independently by Shale ([Sha62] ) following Segal ([Seg62] ) in 1962 when the authors studied the Weyl quantization of the symplectic torus. Their construction has been generalized to arbitrary locally compact abelian groups by Weil in 1964 (see [Wei64] ). The ones we consider in this paper are associated to Z/N Z. They also appeared independently in the work of Igusa ([Igu66] ) and Shimura ([Shi66] ) on theta functions. See also [LV80] for another construction.
The generalization of the Weil representations for finite fields and g = 1 was studied in [LR92] for odd characteristic, and more recently in [GH12] for characteristic 2.
The mathematical physics community studied the semi-classical properties of the Weil representations associated to finite cyclic groups when the level N tends to infinity as a model for quantum chaotical behavior (see [BH80] , [KR00] , [FNDB03] and [Kel08] ).
The relation between theta functions and the quantization of the torus was clarified through the geometrical quantization procedure of Souriau, Kostant and Kirillov (see [Sou66, Kos73, Kir76] ) where the Hilbert space associated to the torus is the space of holomorphic sections of a Hermitian line bundle over the torus endowed with a complex structure. This Hilbert space is naturally isomorphic to a space of theta functions (see [And05, Wei91, GU10] ) and the symplectic group acts as monodromy operators on these sections providing a geometric interpretation for the Weil representations.
The Weil representations fit into the framework of Topological Quantum Field Theories, as defined by Atiyah and Witten in [Ati88, Wit88] . Their definition for even levels and arbitrary genus first appeared in [Fun00, Goc92] in relation with 3-manifold invariants which were studied in [MOO92] and further explored in [DG01] in the more general context of abelian invariants.
The first rigorous construction of SU (2)-TQFTs was made by Reshetikhin and Turaev in [RT91] using a quotient of quantum groups U q sl 2 (see also [Tur10] for the general construction based on modular categories). A combinatorial construction of the SU (2)-TQFTs using skein theory was made by the authors of [BHMV92, BHMV95] following the construction of [Lic91] of 3-manifold invariants. In this paper, we follow [GU10] where the authors adapted this point of view in order to construct the Weil representations at even levels.
Statements
Given two integers N ≥ 2 and g ≥ 1, the Weil representations are projective unitary representations of the symplectic group Sp 2g (Z) into a free module of rank N g over the ring:
when N is even.
where φ N ∈ Z[X] represents the cyclotomic polynomial of degree N .
The main result of this paper is the decomposition into irreducible factors of the Weil projective representations π g N : Sp 2g (Z) → P GL(V ⊗g N ) of the symplectic group. Here V N is a free k N -module of rank N . The integer N ≥ 2 will be called the level of the representation. The decomposition of the Weil representation for g = 1 and N = p n for N an odd prime into irreducible factors was given by Kloosterman in [Klo46] . Our decompositions generalize his result to arbitrary genus and levels.
Let a, b ≥ 2 be two coprime non negative integers with b odd, and let u and v be odd integers such that au + bv = 1 in the case where a is odd and such that 2au + bv = 1 if a is even and b is odd. We define a ring isomorphism µ : into a k ab -module. For p prime and n ≥ 1, we define the ring homomorphism µ : k p n → k p n+2 by µ(A) = A p 2 which turns V ⊗g p n into a k p n+2 -module. We will denote by (π g 1 , V ⊗g 1 ) the trivial one dimensional representation of Sp 2g (Z). When X is a submodule of a k N -module V , we denote by P GL(V ) X the projective automorphisms of V preserving X.
Set σ(N ) for the number of divisors of N including 1. 
Main Theorem 1.1. The level N Weil representation contains σ(N ) irreducible factors, when N is odd and σ(
2. Let p be an odd prime and n ≥ 0 or p = 2 and n ≥ 1 . There exists a free
• ψ which makes the following diagram commute: When g = 1 the first point of this theorem was proved by Kurlberg and Rudnick in [KR00] . For instance, when p is an odd prime we have:
When p = 2 we obtain: [RT91] , when N is even, and [BHMV95] ):
where
k is the factorization into primes and:
Remark.
1. The irreducibility of the SU (2) quantum representations in arbitrary genus at levels 2p, for p an odd prime, was showed by Roberts in [Rob01] and his proof easily extends to SO(3) quantum representations at odd prime levels. This result was generalized to representations associated to surfaces with one marked point by Gilmer and Masbaum in [GM12] .
2. Andersen and Fjelstad showed that for composite levels the SU (N ) quantum representations for N ≥ 2 associated to closed surfaces at arbitrary genus are not irreducible (see [AF10b, AF10a] ).
3. The commutant of the C-algebra generated by the image of the genus one Weil representations at even levels was studied by the physicists in [CIZ87b] following the ideas of [GQ87] . Our theorem recovers their result in a different manner and gives an explicit basis for the commutant formed by the projectors on each irreducible factors. Example 1. The Weil representation (π 500 , V 500 ) at level 500 decomposes as follows:
In particular, we derive the following decomposition of the SU (2)-quantum representation (ρ 500 , X 500 ) in genus one at level 500:
where each factor in parenthesis is an irreducible factor.
When N is odd, the projective Weil representation lift to linear representation of Sp 2g (Z/N Z) (see [AR96] ). In [FP11] it is proved that when N is even and g ≥ 2 the Weil representation does not lift to a linear representation of Sp 2g (Z/2N Z) but only of a non trivial central extension of Sp 2g (Z/2N Z) by Z/2Z. For g = 1 however it is not difficult to show that the Weil representations lift to linear representation of SL 2 (Z).
Finally, adapting the ideas of [MN08] to the abelian case, we will prove the asymptotic faithfulness of the Weil representations already showed in [AB11] in a different way. where α represents the central element added in the central extension Sp 2g (Z) defined [FP11] .
Definition of the projective Weil representations
Abelian skein modules
The following section closely follows the definitions from [GU10] . To every compact oriented 3-manifold we associate a k N -module. The Weil representations arise by means of the symplectic group action on the skein module associated to a genus g-holed handlebody.
Definition 2.1. Let N ≥ 2 and M be a compact oriented 3-manifold possibly with boundary. The abelian skein module Skein N (M ) is the k N -module generated by the isotopy classes of oriented banded links of ribbons in M quotiented by the relations given by the abelian skein relations of figure 1 and by the submodule generated by the links made of N parallel copies of the same ribbon.
The abelian skein module of the sphere S 3 has rank one. 
Heisenberg groups and Schrödinger representations
Denote by H g the genus g handlebody. The Proposition 2.2 implies that its abelian skein module is freely generated by the elements of H 1 (H g , Z/N Z). So, if we denote by V N the module A key ingredient in the definition of the Weil projective representations is the Stone-Von Neumann theorem (see [GU10] ) which state that the Schrödinger representation is the unique irreducible representation of the Heisenberg group sending c to the scalar operator A · 1
The Weil representations
Every element of the mapping class group Mod(Σ g ) acts on H 1 (Σ g , Z) by preserving the intersection form. Choosing a basis of H 1 (Σ g , Z) we obtain a surjective morphism f : Mod(Σ g ) → Sp 2g (Z).
Let g ≥ 1, the mapping class group Mod(Σ g ) acts on the set of framed links of Σ g × [0, 1] and, by passing through the quotient by the skein relations, acts on the Heisenberg group. We denote by • this action. Let φ ∈ Mod(Σ g ) and consider the representation s φ : Heis 
, uniquely determined up to multiplication by an invertible scalar, so that:
The equation (1) is also called the Egorov identity.
Definition 2.4. We call Weil representation at level N and genus g the projective representation π
Since the action of Mod(Σ g ) on Heis g N factorizes through the Torelli group and through Sp 2g (Z/N Z) when N is odd and Sp 2g (Z/2N Z) when N is even, so does the Weil representation.
The previous definition of the Weil representations as intertwining operators is not explicit. To manipulate it more easily, we choose the generators of Sp 2g (Z) consisting of the image through f of the Dehn twists X i , Y i , Z ij of figure 2 (see [Lic64] for a proof these Dehn twists generate the mapping class group). We define the basis {e a1 ⊗ . . . ⊗ e ag |a 1 , . . . , a g ∈ Z/N Z} of V ⊗g N as in figure 3 which means that e a1 ⊗ . . . ⊗ e ag is the class of a link made of a i parallel copies of an unframed ribbon encircling the i th hole of H g one time.
To express the image of the generators in the basis, we will first need to define Gauss sums. Definition 2.5. Let N ≥ 2 and a, b be two integers. We define the Gauss sums by the formulas:
The computation of the Gauss sums is detailed in [BE81] . 
.
. The dual of π
These generating matrices are unitary (they verifyŪ
H , the previous expression of π g N (X i ) implies that its dual for the Hopf pairing is 1
of the Hopf pairing has inverse
Remark. When N is even and A = exp − iπ N , the projective representations we defined here coincide with the ones from [Fun00] and [Goc92] coming from theta functions.
Linearization of the Weil representations
When g = 1 and N is even, to have an explicit lift of the Weil representations as linear representation of SL 2 (Z/N Z), we must add the ring k N a primitive 24 th roots of unity, so we change the
). An explicit lift of the genus one Weil representations is given by the matrices:
In [FP11] the authors proved that if g ≥ 2 and N is even, the matrices π When g ≥ 2 and N is odd, it is known (see [AR96] ) that the Weil representations lift to linear unitary representation of Sp 2g (Z/N Z). A direct computation similar to the one of [FP11] shows that the matrices π
We will denote by Sp 2g (Z) the central extension of Sp 2g (Z/2N Z) by Z/2Z defined in [FP11] . We have the following short exact sequence:
We will denote by α the image of −1 by i.
Decomposition of the Weil representations
In this section we prove the three first points of the Theorem 1.1. We first define:
where Span means that we consider the k N module generated by the elements in brackets. 
Remark. To ensure that the injection V
Let a, b ≥ 2 be two coprime non negative integers with b odd, and let u and v be odd integers such that au + bv = 1 in the case where a is odd and such that 2au + bv = 1 if a is even and b is odd. We define a ring isomorphism µ :
into a k ab -module. We also denote by f : Z/aZ × Z/bZ → Z/abZ the bijection sending (x, y) to xv + yu when a is odd and to xv + 2yu when a is even.
makes the following diagram commute for all φ ∈ Sp 2g (Z) (resp for all φ ∈ Sp 2g (Z) when a is even):
Proof. An immediate computation shows that this diagramme commutes for φ = X i , Y i and Z i,j .
Remark. This Lemma also follows from ([MOO92], Proposition 2.3) where it is showed that the 3-manifold invariant coming from the abelian TQFT at level ab, with a coprime to b, is the product of the ones in level a and b.
Let p be a prime number and n ≥ 0 if p is odd or n ≥ 1 if p = 2. LetV ⊗g p n be the submodule of V ⊗g p n+2 spanned by the vectors g a1 ⊗ . . . ⊗ g ag where g i := 0≤k≤p−1 e p(i+kp n ) . 
Lemma 3.3. The submoduleV
We verify that µ(c p n ) = pc p n+2 to conclude in this case. Finally when φ = Z i,j :
Let W p n+2 be the submodule of V p n orthogonal for the invariant form turning {e 0 , . . . , e p n+2 −1 } into an orthogonal basis. It is freely generated by the vectors e i when p does not divide i and by the vectors e pi−p(i+k+p n ) for i ∈ {0, . . . , p n − 1} and k ∈ {1, . . . , p − 1}. 
Irreducibility of the factors
The genus one cases
The irreducibility of the factors V − p , for p prime, has already been shown by Robert in [Rob01] by computing the commutator of the associated group algebra. The irreducibility of the factors V ± p n and W 1,± p n , for p an odd prime, was proved by Kloosterman in [Klo46] . When g = 1 the strategy for the proof lies on the computation of the sums:
It is a classical fact that if this sum is equal to the number of component in a decomposition of π N then each factors appearing in this decomposition is irreducible and they are pairwise distinct (see [Ser77] , chapter 2).
Lemma 4.1. If a is prime to b then S ab = S a × S b if they are both odd and
Proof. This follows from the fact that we have a group isomorphism SL 2 (Z/abZ) SL 2 (Z/aZ) × SL 2 (Z/bZ) together with the proposition 3.2.
In [Klo46] Kloosterman showed that for an odd prime p and n ≥ 1 then S p n = n + 1. Thus, to complete the proof of Theorem 1.1 it remains to show the following: Proposition 4.2. For n ≥ 1, we have:
Since the summand | Tr(π 2 n (φ))| 2 only depends on the conjugacy class of φ we will first make a complete study of the conjugacy classes of SL 2 (Z/2 n Z). Then we will compute the characters of the Weil representations on representatives of each conjugacy classes.
Conjugacy classes of SL
We begin by defining three invariants of the conjugacy classes which almost classify the conjugacy classes:
Definition 4.3. For A ∈ SL 2 (Z/2 n Z) there exists a unique integer l ∈ {0, . . . , n} and x ∈ {0, . . . , 2 l − 1} such that:
for some matrix U 1 whose reduction modulo 2 is neither the identity, nor the null matrix. We define a third integer
Note that det(U ) = 1(mod 2 n ) implies that x 2 = 1(mod 2 l ) hence if l = 1 then x = 1, when l = 2 then x = 1 or 3, when l ≥ 3 we have four choices: x = 1, 2 l − 1, 2 l−1 + 1 or 2 l−1 − 1. Let us denote by C(x, l, τ ) the set of matrices of SL 2 (Z/2 n Z) having x, l and τ as invariants.
, thus we only need to study the conjugacy classes of C(x, l, τ ) when x = 1 or x = 2 l−1 + 1.
As example, the matrices with l = 0 are the matrices which are not equal to the identity matrix modulo 2 whereas those with l = n are the four scalar matrices. Definition 4.4. We define the following representatives of C(x, l, τ ), where c 1 will denote an odd number:
Similar representative for x = −1 and x = 2 l−1 − 1 are given by taking −A l and −B l . 
Tr(U ) = τ = 0 (mod 4)
2 ≤ l ≤ n − 3 and x = 1 τ = 1, 4, 5 (mod 8)
Proposition 4.5 gives the complete description of the conjugacy classes of SL 2 (Z/2 n Z). The exact information needed for computing S 2 n is summarized in the following: Corollary 4.6. For A ∈ SL 2 (Z/2 n Z) we define s(A) ∈ {2l, . . . , l + n} to be the maximal s for which 2 N (l, x, s) , be the number of matrices having l, x (resp s) as invariants. We deduce from Theorem 4.5 the following: 
(mod 2 n−l ), when l ≥ 1;
Then we have the two following properties:
The matrix U is conjugate to U ′ if and only if E U,U ′ has solutions.
If k is the number of solutions of E U,U then the conjugacy class of U has m(U
) = 1 k 3 · 2 3n−3l−2
elements.
Once this Lemma proved, the proof of Theorem 4.5 will follows from the study of the equations E U,U ′ . We will need the Hensel's Lemma (see [Che51] , section 3.2) which states that if n ≥ 1, x 0 ∈ Z/2 n Z and P ∈ Z[x] is a polynomial such that P (x 0 ) ≡ 0 (mod 2 n ) and P ′ (x 0 ) is odd, then there exists a unique elementx 0 ∈ Z/2 n+1 Z such thatx 0 ≡ x 0 (mod 2 n )) and P (x 0 ) ≡ 0 (mod 2 n+1 ).
Lemma 4.8. Let A ∈ SL 2 (Z/2 n Z), then there exists exactly 8 matricesÃ ∈ SL 2 (Z/2 n+1 Z) such thatÃ ≡ A (mod 2 n ). Note that this Lemma easily implies by induction that the cardinal of SL 2 (Z/2 n Z) is 3·2 3n−2 .
Proof. Let
Proof of Lemma 4.7. Suppose that
Conversely, let (y 2 , x 2 ) be solution of E U,U ′ . The equality XU = U ′ X is equivalent to the following equations:
The equations (8) and (9) completely determine the values of x 1 and y 1 , so of X, modulo 2 n−l . Direct computations show that this X is in SL 2 (Z/2 n−l Z) and verify (6) and (7). Thus an element X in the stabilisator Stab(U ) of U is completely determined modulo 2 n−l by a solution of E U,U . Using Lemma 4.8, we see that there are exactly 2 3l ways to lift such a matrix in SL 2 (Z/2 n Z). So, if k is the number of solutions of E U,U then | Stab(U )| = k2 3l . The class formula concludes the proof.
It remains to compute the number of solutions of the equations E U,U ′ .
Lemma 4.9. Let n ≥ 1 and A, B, C, D four integers so that ABD is odd. Let E n be the following equation:
Ax
solutions if C is even and 3 · 2
Proof. We show the result by induction on n using Hensel's Lemma. Proof. First we put z = Ax + By. The map from Z/2 n Z × Z/2 n Z to itself sending (x, y) to (z, y) is bijective as A is odd and we remark that (x, y) is solution of (E) if and only if (z, y) is solution of the following equation, say (E ′ ):
Thus (E) and (E ′ ) have the same number of solutions. The number of solutions of (E ′ ) is easily computed using the fact (see [Dem97] , proposition 5.13) that if a is an odd number and n ≥ 3, then the equation x 2 ≡ a (mod 2 n ) has 4 solutions modulo 2 n if a ≡ 1 (mod 8) and 0 otherwise.
End of the Proof of Theorem 4.5.
We fix three invariants l, x and τ and study the conjugacy classes of C(l, x, τ ). Let us take two matrices U, U ′ ∈ C(l, x, τ ). We can always conjugate them so that they verify the hypothesis of Lemma 4.7. These two matrices are conjugate if and only if the set of solutions of E U,U ′ is not empty and the number of elements in the conjugacy class of U is computed by using Lemmas 4.7, 4.10 and 4.9.
Computation of the characters
Proposition 4.11. Let A ∈ SL 2 (Z/2 n Z) and x, l, s be its associated invariants. The definition of s has been given in Corollary 4.6 and will make sense now. The trace Tr(π 2 n−1 (A)) is given by:
3. If l = n − 1 and x = 1 then Tr(π 2 n−1 (A)) = 0.
If l = n and x
= 1 (A = I 2 ) then | Tr(π 2 n−1 (A))| 2 = 2 2n−2 . 5. If 2 ≤ l ≤ n and x = −1 then | Tr(π 2 n−1 (A))| 2 = 4. 6. If 3 ≤ l ≤ n and x = 2 l−1 + 1 then | Tr(π 2 n−1 (A))| 2 = 2 2l−2 . 7. If 3 ≤ l ≤ n and x = 2 l−1 − 1 then | Tr(π 2 n−1 (A))| 2 = 4.
Lemma 4.12. Let a be an odd integer and
n Z). Then we have
where ǫ is a scalar such that |ǫ| 2 = 1.
Proof. It is proved by a direct computation using the fact that A simple computation gives:
So:
We conclude by using the fact that, if x is odd and s ∈ {0, . . . , n} then (see [BE81] ):
Then when x = −1 we can suppose
l c 1 where b 1 and c 1 are odd. A similar computation gives:
where ǫ = β c−b−6 is a norm one scalar. The Gauss sum G(c, 4i, 2 n ) is not null if and only if i ∈ {0, 2 n−2 } when l = n, 2 n−3 divides i and 2 n−2 does not when l = n − 1 and 2 l−1 divdes i when 2 ≤ l ≤ n − 3.
We conclude by summing π 2 n−1 (A) i,i over these i. 
where ǫ ′ is a norm one scalar. We conclude by summing π 2 n−2 (A) i,i over every i and taking the norm.
The computation of the sum S 2 n
Proof of Proposition 4.2. Set S(x, l) :=
A∈C(x,l) |T (A)| 2 and S(l) := A∈C(l) |T (A)| 2 . By using Propositions 4.6 and 4.11 together, we compute the following sums:
1. S(0) = 2 3n−2 + 3 · 2 3n−3 (n − 1).
S(1, l)
6. S(1) = S(1, 1) = 3 · 2 3n−4 (n − 1).
7. S(2) = S(1, 2) + S(−1, 2) = 3 · 2 3n−5 (n − 2) + 3 · 2 3n−6 .
S(l)
9. S(n − 1) = 3 · 2 3 + 2 5 + 2 2n−1 .
10. S(n) = 2 3 + 2 2n−1 .
And we conclude by computing: modules, when p is prime. Denote by A the k p -subalgebra of End(V p ) generated by the operators φ p (φ) for φ ∈ SL 2 (Z) and by B the k p -subalgebra of End(V ⊗g p ) generated by the operators φ g p (φ) for φ ∈ Sp 2g (Z), when p is odd, and φ ∈ Sp 2g (Z), when p is even.
Higher genus factors
We denote by A ′ and B ′ their commutant in End(V p ) and End(V ⊗g p ) respectively. We know from the genus one study that A ′ is generated by 1 and the symmetry θ ∈ GL(V p ) sending e i to e −i . There is a natural injection i : A ⊗ . . . ⊗ A ֒→ B. Now using the fact that the commutant of a tensor product is the tensor product of the commutant we get:
Note that when p = 2 then θ = 1 so B ′ consists of scalar elements and π
is irreducible. We can thus suppose that p is odd. A generic element of i(A ′ ⊗ . . . ⊗ A ′ ) has the form:
To conclude we must show that B ′ is generated by 1 ⊗ . . .
′ then a iu = a iv for all i ∈ I and u v. Let us choose u, v and set e := e 1 ⊗ . . . ⊗ e 1 . We compute the commutator:
where ǫ i = 0 if a iu = a iv and ǫ i = 1 elsewhere. Since A 4 1 and the family {(a i1 ⊗. . .⊗a ig )(e), i ∈ I} is free, the fact that C is in the commutant of B implies that ǫ i = 0 for all i so the two eigenspaces of θ ⊗ . . . ⊗ θ are irreducible.
Denote by C the k p n -subalgebra of End(V p n ) generated by the operators φ p (φ) for φ ∈ SL 2 (Z) and by the k p n -subalgebra of End(V ⊗g p n ) generated by the operators φ g p (φ) for φ g p (φ) for φ ∈ Sp 2g (Z), when p is odd, and φ ∈ Sp 2g (Z), when p is even.
We denote by C ′ and D ′ their commutant in End(V p n ) and End(V ⊗g p n ) respectively. We know from the genus one study that A ′ is generated by 1 and θ. The natural injection i : C⊗. . .⊗C ֒→ D implies that:
n } g and a i k = 1 or θ and suppose that C ∈ B ′ . Now remember that W p n is defined as the orthogonal ofV p n−2 = Span(g i ) in V p n and since e 1 is orthogonal to all g i we deduce that e = e 1 ⊗ . . . Proof. As in the genus one case, we use the fact that the Weil representations factorize through the finite groups Sp 2g (Z/N Z) and Sp 2g (Z/2N Z). For each elements φ ∈ Sp 2g (Z/N Z) we choose a lift l(φ) ∈ Sp 2g (Z) arbitrary. We define the sums: 
An alternative proof
We give an alternative proof to show the irreducibility of the factors arising in the decomposition of the Weil representations. The proof is a generalization of the arguments of the physicists Capelli, Itzykson and Zuber in [CIZ87a] Proof. First remark that if δ 1 and δ 2 are two divisors of N such that there exists φ ∈ Sp 2g (Z) so that φ • (0, δ 1 , . . . , 0, δ 1 ) = (0, δ 2 , . . . , 0, δ 2 ) then δ 1 divides δ 2 . Since we can exchange δ 1 and δ 2 in the argument, then δ 1 = δ 2 and the classes C δ are pairwise distinct.
Suppose g = 1 and let p, q ≥ 1. Choose u, v ∈ Z so that up
Z) and we have:
So (p, q) lies in the same orbit that (0, g.c.d(p, q)).
Next choose d a divisor of N and x so that g.c.d(x, N) = 1. Then (0, d) and (0, dx) lies in the same orbit for, if xx ′ = 1 (mod N ) then:
So any element (p, q) is in the orbit of (0, g.c.d(p, q, N)) and we have proved the Lemma when g = 1.
When g ≥ 2, using the injection of SL 2 (Z) g in Sp 2g (Z) by diagonal blocks, we deduce from the previous study that any element of (Z/N Z) 2g lie in the orbit of an element (0, δ 1 , . . . , 0, δ g ) where the δ k are divisors of N . We now show that when g = 2, the element (0, δ 1 , 0, δ 2 ) is in the same orbit that (0, g.c.d(δ 1 , δ 2 ), 0, g.c.d. (δ 1 , δ 2 ) ). The proof of the Lemma will follow by induction on g using a suitable injection of Sp 4 (Z) in Sp 2g (Z).
Choose four integers u, v, α, β such that: Now using the Egorov identity, we have:
The Lemma 4.16 implies that dim(Com N,g ) ≤ σ(N ) and the proof is completed when N is odd for Θ is completely determined by the σ(N ) coefficients Θ f −1 (0,δ,...,0,δ) where δ/N .
When N is even, we will prove that Θ f −1 (0,δ,...,0,δ) = 0 when δ is odd. This will imply that Θ ∈ Com N,g is determined by the σ( 
Now if Θ ∈ Com N,1 we have:
Where we used the fact that s N (x) and s N (y) have order N . Now we simply remark that:
(−1) γi+βj = 1 , when i, j are both even. 0 , elsewhere.
And the proof is completed when g = 1. To handle the genus g ≥ 2 cases, we choose an injection i : SL 2 (Z) ֒→ Sp 2g (Z) sending SL 2 (Z) in a diagonal block and completing by the identity matrix. A similar computation shows that Θ =
Remark. The proof of Proposition 4.15 shows that the operators: 
Asymptotic faithfulness
The natural action of 
Remark. Given a topological group G, the collection C of isomorphism classes of unitary representations of G on a Hilbert space, is not a set so we cannot define the Fell topology on C. It is customary to pass through this problem by defining the Fell topology on a suitable set in C such as the set of irreducible representations or the set of cyclic representations. Here, by Fell topology, we mean that we have chosen an arbitrary set in C containing ρ and the π N . We refer the reader to the appendix F of [BdlHV08] for a discussion on this subtlety.
We now define the hermitian forms , and , N and the morphism φ N of Lemma 5.2: The group law on H 1 (Σ g , Z) induces a structure of commutative algebra on
g ] which is spanned by the meridians x i and longitudes y i , together with their inverse. An involutive anti-linear map * : An alternative proof for the asymptotic faithfulness has been suggested to us by L.Funar; using a theorem of [Kli63] we can show the stronger result: The proof is based on the following fact proved (see [Kli63] ): Let p be an odd prime and n, k ≥ 2 with k < n. Denote 
