Abstract. We reformulate the Cheeger N partition problem as a minimization among a suitable class of BV functions. This allows us to obtain a new existence proof for the Cheeger-N -problem. Moreover, we derive some connections between the Cheeger-2-problem and the second eigenvalue of the 1-Laplace operator.
Introduction and Notation
Let Ω ⊆ R n be open and bounded. The classical Cheeger problem is given by
Per(E) |E| (1.1)
where the infimum is taken among all measurable sets E ⊆ Ω. Here |E| denotes the Lebesgue measure of E and
Per(E) = sup
denotes the distributional Perimeter of E in R n . Obviously, by the Gauss-Green theorem, for bounded sets E with smooth boundary the quantity Per(E) coincides with H n−1 (∂E). It can be shown that, by an easy application of the compactness Theorem for sets of finite perimeter ( [Mag12] ), the existence of a minimizer for the problem (1.1) is guaranteed for any bounded set Ω. Any set E ⊂ Ω such that H 1 = P (E)/|E| is called a Cheeger set of Ω, and the quantity H 1 is known as the Cheeger constant of Ω. This problem gained a lot of interest in the past and the properties of Cheeger sets have been studied in various context ([Leo15] , [Par11] , [LP14] , [LNS17] , [AC09] , [KLR06] ). Remarkably the Cheeger problem can be stated in an eigenvalue problem of the 1-Laplace operator, namely the variational problem
where the infimum is taken among all functions of bounded variation with L 1 (Ω)-support in Ω almost everywhere.
A generalization of the Cheeger problem, the so called Cheeger N -problem, was introduced and studied in [Car17] and can be stated as follows
Let us point out that recently, in [BFVV17] , as a consequence of a more general result, the asymptotic behavior of the above quantity (under an assumption on the convexity of the optimal cells) has been proven to be lim where ρ 0 denotes a universal constant, namely the Cheeger constant of a unit area regular hexagon in the plane. In an even more recent paper [BF17] Bucur and Fragalà where able to prove the above asymptotic behavior in full generality.
By exploiting an idea that goes back to Caffarelli and Lin (see [CL07] ) we are here able to prove (see Theorem 3.3) that the quantity (1.2) can be redefined as a minimum among a suitable set of BV functions. This approach, developed in Section 3, gives us an alternative point of view in looking at the problem and leads to an additional way to prove existence of Cheeger N -clusters. Furthermore the regularity properties known for Cheeger N -clusters yield regularity properties of the minimizers of the associated variational problem.
In Section 4 we show that in case N = 2 there is an alternative associated variational problem, closely related to the problem of the second eigenfunction of the 1-Laplace operator. We use this equivalence to gain more insight in the ongoing investigations of the second eigenfunction of the 1-Laplace operator.
Finally in Section 5 we provide some applications of our results in specific geometric situations.
Notation and Conventions. All sets we consider are assumed to be Borel sets and |E| denotes Lebesgue measure of the Borel set E. As usual in geometric measure theory uniqueness statements are understood in the L 1 loc -sense, i.e. two Borel sets E and F are considered equivalent provided
For u ∈ L 1 loc (Ω) and t ∈ R let {u > t} := {x ∈ Ω ; u(x) > t} and analogously for "<". For an L 1 (Ω)-function let u + := u½ {u>0} and u − := u + − u denote the positive and negative part. We are always considering an open, bounded set Ω with Lipschitz boundary and we work on BV (Ω) by implicitely identifying, whenever is needed this space with the space
It is well known that in terms of this identification for Ω with Lipschitz boundary the identity
holds for u ∈ BV (Ω). Moreover we write u = (u 1 , . . . , n N ) for the components of an
Remark 1.1. The assumption that Ω has Lipschitz boundary is actually not necessary for our derivations. In the case that Ω has a boundary less regular than Lipschitz, the space BV (Ω) should be read as
Note that if ∂Ω is irregular, BV (Ω) might be strictly larger than BV 0 (Ω). However, all the required properties in our further derivations (such as the compact embedding BV 0 (Ω) ⊆ L 1 (Ω)) can easily be proved for BV 0 (Ω) as well. The essential difference is that in general formula (1.3) makes no sense and we are limited to work with the total variation in R n only.
2. Case N = 1
Let Ω ⊆ R n be nonempty, open and bounded with Lipschitz boundary. The classical Cheeger problem is given by
Per(E) |E| where the infimum is taken over all measurable sets E ⊆ Ω with nonvanishing volume |E|. It is well known that this problem is connected with the variational problem
Minimizers of that problem are called first eigenfunctions of the 1-Laplace operator and their existence is easily obtained by direct methods in calculus of variations using the compact embedding of BV (Ω) in L 1 (Ω). The precise connection between Cheeger sets and first eigenfunctions of the 1-Laplacian is given by the following proposition.
Proposition 2.1. There holds H 1 = Λ 1 . Moreover a function u ∈ BV (Ω) \ {0} is a minimizer of (2.1) if and only if for almost all t the sets
with nonvanishing volume are Cheeger sets of Ω.
In particular the first eigenfunction of the 1-Laplace operator is unique (up to scalar multiples) if and only if the Cheeger set of Ω is unique.
The idea of the proof is basically due to [KF03] , where the attention was restricted to positive minimizers. Since we have no reference for the proof in full generality and since the idea complements our further derivations, we decided to give it here.
Proof. The key point is the coarea-formula for the total variation functional
Usually the coarea formula makes use of super level sets both for t > 0 and t < 0. The validity of the formula given here is easily deduced from the standard proof of the coarea formula (cf. [AFP00, Theorem 3.40], [EG91, p. 185 ff.]). In contrast to the common version the sets E t match perfectly with Cavalieri's principle
If E ⊆ Ω is a set of finite perimeter we have u := ½ E ∈ BV (Ω), thus
and by arbitrariness of E we derive Λ 1 ≤ H 1 .
Let now u be a minimizer of (2.1), then
the integrand turns out to be nonnegative and thus
for almost all t with |E t | = 0. But this yields Λ 1 = Per(Et) |Et| ≥ H 1 for almost all t which finally implies H 1 = Λ 1 .
If now on the other hand almost all level sets E t with positive volume of a BV-function u are Cheeger sets, we have
i. e. u is a first eigenfunction of the 1-Laplace operator.
Case N general
Let n, N ∈ N and Ω ⊆ R n be nonempty, open and bounded. The Cheeger N -problem in Ω is given by
An admissible family (E 1 , . . . , E N ) in (3.1) is called cluster and the corresponding components E 1 , . . . , E N are called chambers of the cluster. A minimizing cluster in (3.1) is called Cheeger-N -cluster.
Our goal is to show that the Cheeger N -problem is related to a variational problem similar to what is done in Proposition 2.1. To do so, following an idea from [CL07], we define Σ
as the skeleton of the positive coordinate axis of R N . Let BV (Ω, Σ) be the set of those BV (Ω, R N )-functions u that take values u(x) = (u 1 (x), . . . , u N (x)) in Σ for almost every x ∈ Ω. We define E :
where
for a matrix A = (a ij ) in R N ×n . Note that this is not the usual definition of total variation of a BV (R n , R N )-function, since · ⋆ is not the usual Euclidean norm | · |. We now consider the minimization problem
3)
It will turn out that, similar to Proposition 2.1, the super level sets {u i > t} of a minimizer of (3.3) are connected to the Cheeger-N -problem.
Theorem 3.1 (Existence of minimizers for (3.3)). For every N ∈ N there exists a function u ∈ BV (Ω; Σ) such that
Proof. Clearly Λ N < +∞ since, by considering a family of N disjoint balls B 1 , . . . , B N ⊂ Ω and by defining
Let now (u k ) k∈N be a minimizing sequence for (3.3). Then, for all i = 1, . . . , N and ultimately all k ∈ N we have
By standard compact embedding arguments we may thus assume for i = 1, . . .
and in particular u i 1 = 1. We may moreover assume that the convergence is point-wise and, since Σ is closed u takes values in Σ, almost everywhere. By lower semicontinuity of the total variation we derive
In particular u = (u 1 , . . . , u N ) is a desired minimizer.
Remark 3.2. If BV (Ω) does not embed compactly into L 1 (Ω) our existence proof fails and in fact e. g. Λ N = 0 for Ω = R n , but the infimum is not attained. To see that consider B r (x 1 ), . . . B r (x N ) ⊂ R n , N disjoint ball of radius r, and define
we must than have Λ N ≤ E(u) = N nω n r n−1 ω n r n = nN r for every r > 0.
The arbitrariness of r implies Λ N = 0, however the only function with total variation zero is the zero function, which does not satisfy the constraints on the components. 
defines a minimizer of (3.3).
The proof of Theorem 3.3 comes easily as a consequence of the following lemma.
Lemma 3.4. Let u be a minimizer for (3.3) and i ∈ {1, . . . , N }. Then for almost every t > 0 with |{u i > t}| = 0 it holds
Figure 3.1. The function ψ and how it acts composed with u 1 .
Proof. Without loss of generality we consider i = 1 and fix 0 < t < T < ess sup u 1 and let α > 0. We define a function ψ :
Notice that u = (u 1 , u 2 , . . . , u N ) is an admissible competitor in the minimization problem (3.3) and, thanks to the minimality property of u, E(u) ≤ E(u), thus
The co-area formula implies that
and obviously R n d|Du 1 | = κ R n d|Dv|. Moreover, thanks Cavalieri's principle, we reach
By collecting (3.7), (3.8) and by exploiting (3.6) we are lead to the relation
Notice that this is an inequality of the type
A + αB C + αD ≥ A + B C + D where A, B, C, D > 0 and we want it to hold for any α > 0. This inequality implies immediately that
which, thanks to the arbitrariness of α, leads to AD = BC. In particular
By noticing that, for almost every T > 0, it must hold
we achieve the proof.
Proof of Theorem 3.3. Let u be a minimizer of problem (3.3) and let t i be such that the statement of Lemma 3.4 applies for each i ∈ {1, . . . N }. Defineũ bỹ
then due to the minimality of u we have
In particular we derive H N ≤ Λ N = E(u).
Let conversely u be such that for almost all t > 0 and certain t 2 , . . . , t N the family of sets (F t , E 2 , . . . E N ) with E i as in (3.4) provides a Cheeger-N -cluster of Ω. Since all but the first chamber are fixed and all the clusters are supposed to be optimal, we conclude that there is h 1 with h 1 = Per(F t ) |F t | for almost all t with |F t | = 0. Repeating this argument for i = 2, . . . , N , we derive that there are h 1 , . . . , h N with
for almost all t i > 0 such that |{u i > t i }| = 0. Moreover
Using definition (3.2), the co-area formula and Cavalieri's principle we now conclude
The statement on (3.5) is elementary now.
Special case N = 2
The skeleton Σ in the construction above is chosen in order to ensure the sublevel sets of the components u i to be disjoint. In case of N = 2 we can use signed functions instead of the rather technical set Σ. Let E 1 denote the functional
for functions v ∈ BV (Ω). We than consider
By standard compactness arguments as in [KS07] it is not difficult to see, that a minimizer of (4.1) exists. Before we come to the next proposition recall the definition of H 2 in (3.1) and Λ 2 in (3.3) and their equality by Theorem 3.3.
Proposition 4.1. There holds
Moreover if u = (u 1 , u 2 ) is a Minimizer of (3.3), then v = u 1 − u 2 is a minimizer of (4.1).
On the other hand if v is a minimizer of (4.1), then u = (v + , v − ) is a minimizer of (3.3).
Proof. If u = (u 1 , u 2 ) is an admissible function in (3.3), then (thanks to the fact that u takes values in Σ almost everywhere) the supports of u 1 and u 2 are essentially disjoint. Thus v = u 1 − u 2 is a BV (Ω)-function and the coarea forumla implies the relation Recall that eigenfunctions (normalized with G 1 (u) = 1) of the 1-Laplace operator are defined as critical points of the constraint variational problem
and the corresponding critical values E 1 (v) are called eigenvalues of of the 1-Laplace operator. Note that neither E 1 nor G 1 are differentiable, such that the concept of the weak slope is applied to define critical points in that context (cf. [KS07] , [MS10] , [Cha09] , [MS12] ). It has been shown in [KS07] that eigenfunctions satisfy the following Euler-Lagrange equation. For any normalized eigenfunction v there exists a vector field z ∈ L ∞ (Ω, R n ) with |z| ≤ 1 and div z ∈ L n/(n−1) (Ω) and
and a function s ∈ L ∞ (Ω) with |s| ≤ 1 and G 1 (u) = Ω vs dx such that with λ = E 1 (v) the equation
holds. This equation gives sense to the formal Euler-Lagrange equation
However, the Euler-Lagrange equation itself turned out to be inappropriate to define eigensolutions of the 1-Laplace operator since it has too many solutions (that are not critical points in the sense of the weak slope), cf. [MS12] . It is still an exciting ongoing question how to properly define or characterize higher eigenfunctions of the 1-Laplace operator. The most common way is in terms of a variational procedure and makes use of the genus as topological index. Recall that a symmetric set S is said to be of genus k ∈ N, denoted gen S = k, provided there exists an odd continuous map Φ : S → R k \ {0} and k is the smallest possible integer with that property.
It is well known that λ 2,var := inf
is an eigenvalue of the 1-Laplace operator [LS13, Prop. 2.1]. We will use our previous results to provide lower bounds on the value λ 2,var .
Let now s ∈ L ∞ (Ω). We consider the minimization problem
Proof. Let ε > 0 and let S ⊆ L 1 (Ω) with gen S ≥ 2 such that sup v∈S E 1 (v) ≤ λ 2,var + ε.
We define an odd continuous functional Φ : S → R by v → Ω vs dx. Since gen S ≥ 2 there has to be an element v 0 ∈ S with Ω v 0 s dx = 0 (otherwise we would have gen S = 1). Since v 0 is admissible in (4.4) we obtain
Corollary 4.3. There holds
Proof. This is a direct consequence of (4.3), the 1-homogeneity of G 1 and E 1 and the previous proposition applied with s = 1. 
He proved, that the second variational eigenvalue of the p-Laplace operator converges as p → 1 to h 2 . Obviously h 2 ≥ H 2 2 and thus the statement of Corollary 4.3 can be recovered also from the convergence of the eigenvalues of the p-Laplacian to the eigenvalues of the 1-Laplacian as p → 1(cf. [LS13] ).
Let in the following S 1 denote the boundary of the unit disc in R 2 .
Corollary 4.5. If there exists an odd continuous map
for all x ∈ S 1 and with
Proof. It is an easy exercise to show that S := Φ(S 1 ) has category two. Thus
The reverse inequality follows from the previous corollary.
After an explicit calculation of the geometric constant
2 such a closed curve as in the previous corollary might be calculated explicitly, depending on the geometry of Ω. This yields a way to calculate the second eigenvalue of the 1-Laplace operator.
Examples
Consider the rather easy example of a barbell domain in R 2 with non-unique Cheeger sets, say e. g. 
with α = 0 or β = 0 is a minimizer of (2.1). In particular in contrast to the first eigenfunction of the p-Laplace operator the first eigenfunction of the 1-Laplace operator may change sign in Ω and is not unique in general. 2 . This will follow from Proposition 4.1 and Corollary 4.5. In fact the set S := {u α,β ; α, β ∈ R, |α||C 1 | + |β||C 2 | = 1} is easily seen to be homeomorphic to S 1 and u α,β 1 = 1 for all u α,β ∈ S. It remains to estimate the energy E 1 (u α,β ) ≤ E 1 (α½ C 1 ) + E 1 (β½ C 2 ) = |α|E 1 (½ C 1 ) + |β|E 1 (½ C 2 ) = |α| Per(C 1 ) + |β| Per(C 2 ) = |α|
Note that the foregoing calculations apply in any situation where we have a Cheeger-2-cluster (C 1 , C 2 ) with for at least one Cheeger-2-cluster of Ω. There are not many specific Cheeger-2-clusters studied, yet. However, it is quite reasonable that the Cheeger-2-cluster (C 1 , C 2 ) of a slightly non-symmetric barbell domain 
