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“Said the straight man to the late man, where have you been? I’ve been here and I’ve been there




Präzisionspositioniersysteme bilden eine wesentliche Grundvoraussetzung für moder-
ne Produktionsprozesse in den vielschichtigen Anwendungen der Mikro- und Nano-
technologie. An die Regelung dieser Systeme werden hohe Anforderungen bzgl. Band-
breite, Genauigkeit, Robustheit und Stabilität gestellt. Die wichtigste Anforderung je-
doch, bildet die dynamische Verfolgung komplexer Referenztrajektorien mit höchster
Präzision.
Zur Erreichung dieser Ziele ist zumeist eine möglichst genaue Kenntnis der we-
sentlichen Systemparameter erforderlich, deren Identifikation in der Regel aufwändig
und teuer ist. Zudem können sich je nach Produktionsprozess oder Anlage Parameter
mit der Zeit verändern, was die Erreichung dieser Ziele gefährdet.
Aus betriebswirtschaftlicher Sicht ist es daher erstrebenswert, die Parameteridenti-
fikation während des Betriebs innerhalb der Regelung durchzuführen. Dies reduziert
den Aufwand bei der Systemidentifikation und stellt zudem sicher, dass die Regelung
sich auch gegenüber Veränderungen anpassen kann.
Aus dieser Motivation heraus beschäftigt sich die vorliegende Dissertation mit der
Entwicklung eines adaptiven Folgeregelungskonzepts für das planare Präzisionsposi-
tioniersystem PPS1405 der Firma Tetra. Die Grundlage hierfür bildet die Entwicklung
sowie die Identifikation detaillierter Systemmodelle der wesentlichen Komponenten
des PPS1405. Das entwickelte Modell dient zum einen als Grundlage für modell-
basierte Regelungsentwürfe und zum anderen als realistische Simulationsumgebung
zur Erprobung und Bewertung dieser Verfahren. Ferner gibt es Einblicke über die po-
tentielle Anwendbarkeit von adaptiven Regelungen und bestätigt diese.
Aufbauend darauf, basiert der angestrebte Folgeregelungsentwurf auf der Idee eines
zweistufigen Ansatzes, bestehend aus einem nominellen Folgeregler und einer adap-
tiven Erweiterung mittels L1 adaptiver Regelung. Letztere erscheint im Hinblick auf
herausragenden Performance- und Robustheitseigenschaften vielversprechend. Für
die adaptive Folgeregelung werden sowohl Ansätze für Zustands- als auch Ausgangs-
rückführungen entwickelt, wobei aufgrund der zur Verfügung stehenden Messsig-
nale nur letztere am Versuchsstand implementiert werden. Experimentelle Ergebnisse
bestätigen die Leistungsfähigkeit der entwickelten Regelung. Diese erfüllt alle gestell-
ten Anforderungen hinsichtlich der Positionsabweichung und erzielt Regelgüten, die




Precision positioning systems constitute an essential prerequisite for modern produc-
tion processes in the diverse applications of micro- and nanotechnology. Associated
with the control of these systems there are high demands with respect to bandwidth,
accuracy, robustness and stability. The most important requirement, however, is dy-
namic tracking of complex reference trajectories with highest precision.
To achieve these objectives, usually a good knowledge of system parameters is nec-
essary, whereby their identification is mostly laborious and expensive. In addition, de-
pending on the production process or plant, parameters may change with time which
may endanger the achievement of these goals.
From an economic perspective, it is therefore desirable that parameter identification
is carried out during operation, within the control scheme. This reduces the effort for
system identification and also ensures that the controller may also adapt to parametric
changes.
Based on this motivation, the present thesis deals with the development of an adap-
tive tracking control concept for the planar precision positioning system PPS1405 build
by the motor manufacturer Tetra. The development and identification of detailed sys-
tem models of the most important components of the PPS1405 is the foundation for
this. The developed model serves firstly as a basis for model-based control design
and secondly as a realistic simulation environment for testing and evaluation of the
controllers designed. Furthermore, the model gives insights about the potential appli-
cability of adaptive control which is confirmed throughout the analysis.
Following this, the aspired tracking control design is based on the idea of a two-
stage approach, comprising a nominal tracking controller and an adaptive augmen-
tation exploiting ideas from L1 adaptive control. The latter seems promising in view
of remarkable performance and robustness properties. For the adaptive tracking con-
troller, both, state and output feedback schemes are developed, whereas in view of the
available measurement signals only the output feedback scheme is implemented at the
test rig.
Experimental results confirm the efficiency of the proposed control scheme. It meets
all specifications with regard to tracking errors and yields tracking performance that
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The ongoing scientific and technological development is characterized by the tendency
to explore smaller and smaller areas of matter. The foundation of microtechnology
in the 60s of the last century followed by nanotechnology in the 80s has not only en-
riched numerous fields in science and technology but also daily life. It is not an exag-
geration to state that the development of microelectronics was the foundation for the
information-technology revolution and all the movements resulting out of this. For a
long period of time Moore’s law, stating that the number of transistors in a dense in-
tegrated circuit doubles approximately every two years, was considered as a common
and valid rule within the art. Increasing complexity of integrated circuits remaining
or decreasing the foot print imply a significant improvement of the related machines
and facilities for the production processes of micro and nano equipment. This con-
cerns especially the requirements for the accuracy of measurements as well as for the
positioning of machine elements.
Precision positioning and precision motion control are therefore fundamental pre-
requisites of all modern production processes in the fields of micro- and nanotechnol-
ogy. These processes are manifold and encompass numerous areas of science includ-
ing physics, biology, materials science and chemistry [34]. The most prominent exam-
ples include photolithographic processes in semiconductor manufacturing [13], stereo-
lithographic microfabrication of tissue engineering scaffolds [46], micro- and nano-
fabrication/assembly of micro/nano-electromechanical systems (MEMS/NEMS) [28,
116], cell tracking and DNA analysis in molecular biology [34].
1.1 State of the Art
1.1.1 Planar Precision Positioning Systems
Precision positioning systems are highly complex mechatronic devices used for mea-
suring and manipulating matter on a small scale of length.
For the manipulation and measurement of microscopic objects on a displacement
range of several hundreds of micrometers, state-of-the-art precision positioning sys-
tems resort to actuation principles based on smart materials (piezoelectric, magne-
tostrictive, piezomagnetic) or micro-electromechanical systems (MEMS) [34]. For in-
stance, piezoelectric positioning stages are ubiquitous in nanopositioning applications
such as scanning probe microscopy (SPM) [39], cell tracking and DNA analysis in
molecular biology [33].
For precise positioning over long displacement ranges of several hundreds of mil-
limeters, since the 1960s, there has been considerable research effort for the develop-
ment of so-called planar positioning stages, based on electromagnetic actuation prin-
ciples. This effort was mainly driven by the need of the semiconductor industry for a
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precision high-speed positioning device that was capable of travel over long displace-
ments in a plane and providing a small yawing motion, thus managing 2+1 degrees-of-
freedom (DOF) [11, 122]. Since then, the ever increasing requirements of the diverse ap-
plications in the field of micro- and nanotechnology, such as photolithography [13, 105],
micro-stereolithography, precision laser cutting as well as micro- and nanofabrication
of MEMS/NEMS [28, 116], led to positioning stages whose positioning accuracy is only
limited by sensors and electronics. Thus, depending on the choice of sensors, state-of-
the-art positioning stages, exploiting electromagnetic actuation principles, may even
provide accuracy in the nanometer to subnanometer range [151], while allowing for
long range displacements of several of hundreds of millimeters.
Essentially, such a planar positioning device is based on the concept of planar mo-
tor. Roughly speaking, a planar motor may be considered as an unrolled version of a
rotatory machine [136]. Likewise, it consists of a stationary part, the stator, and a mov-
ing part, the mover. Exploiting the different principles of rotatory machines for the
creation of planar motors, according [57] a planar motor may be classified into three
types:
• reluctance planar motor
• induction planar motor
• permanent magnet planar motor
A famous example for a reluctance planar motor is the Sawyer stepper motor invented
by B. A. Sawyer in 1968 [122]. It is the first planar motor used in semiconductor indus-
try [11]. Due to its working principle this motor may be operated in open loop which
renders superfluous the need of position feedback. This, as a major advantage, allows
cost effective design. However, due to the incremental principle, positioning accuracy
is limited by an economically viable production and accuracy of the tooth pitch of sta-
tor and mover/forcer [123]. Due to the open loop operation, these motors are prone to
external disturbances. However, using additional sensors and feedback control as in
[112], this draw back may be overcome at the expense of cost efficiency with respect to
the original design.
Induction motors are AC machines (see e.g. [37, 88]). Their mover typically consists
of three-phase coil units, while the stator resembles a conductive (reaction) plate with a
massive back-iron [37]. Energizing the coils with currents creates a traveling magnetic
field which induces voltages in the stator part, as described in [37, 88]. This gives
rise to thrust forces (Lorentz forces) as a consequence of interaction between induced
currents inside the reaction plate and the changing magnetic field. Due to the absence
of permanent magnets no cogging effects are encountered [11]. However, the absence
of permanent magnets results in a higher energy consumption [82] and lower force
density as compared to reluctance and permanent magnet motors [37]. The fact that
coils are moved, necessitates the use of trailing cables for supplying the mover which is
detrimental to positioning accuracy. Swapping the roles of stator and mover is possible,
but according to [11] of less advantage, because this leads to an increase of mover
inertia, worsening the dynamic response.
Permanent magnet planar motors may be considered as the unrolled counterpart of
rotatory DC-machines. Therefore, these motors are also referred to as planar Lorentz
motors or brushless DC-motors, respectively [11]. Functioning on the principle of
Lorentz’ Law, these motors feature a relatively simple mechanical structure, compris-
ing permanent magnet arrays in combination with properly oriented coils [57, 123,
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136]. Thereby, magnets and coils may be integrated either in the stator or the mover,
respectively [123].
Realizing the motor in a moving magnet formation, has the advantage that there
are no moving cables [57, 123]. The driving coils, on the other hand, may be arranged
either in a two-phase [35, 81] or a three-phase [22] formation, while the former one
represents a minimal configuration [123]. Due to the presence of permanent magnets,
these motors exhibit high force densities which allows for fast, dynamic positioning.
By virtue of the simple mechanical design of planar motors, in general, no mechani-
cal transmission mechanisms such as gearboxes or belts are needed [135]. Moreover, for
enabling a smooth, non-contacting guidance of the mover with respect to the transver-
sal plane, most planar motors are equipped with air bearings [26, 35, 138]. All these
measures provide near zero friction, no wear, high speed and high precision capabili-
ties. Additionally, due to the non-contacting principle, the use of lubricants is rendered
superfluous [136].
However, some applications, e.g. photolithographic processes in semiconductor
manufacturing, require precise positioning in vacuum. In these cases, where air bear-
ings are obviously not applicable, precision roller guide ways [151, 152] or magnetic
levitation [22, 57, 87] is applied for guiding the mover. A major drawback of precision
guide ways or roller bearings, respectively, is friction [152].
Since there is no mechanical transmission or guidance along the directions of mo-
tion, both, the induction motor and the permanent magnet motor must be operated in
closed loop. For this purpose, position feedback must be provided by appropriate posi-
tion sensors capable of providing very fine resolution. For long range motion of several
meters and position resolutions in the submicrometer range, usually, high-grade ana-
log optical encoders in conjunction with efficient interpolation schemes are applied [39,
135, 146]. For ultra precise measurements down to the subnanometer scale, the use of
laser interferometers is inevitable [39]. Additionally, permanent magnet planar motors
as presented in [35, 57, 81, 138] require a motor commutation law for feedback control.
The simple mechanical structure of planar motors enables the complete integration
of sensors and actuators. This contributes to a compact and cost effective design. The
high level of integration feature and the remarkable properties of these motors render
them highly attractive for precision positioning applications of all kinds.
The recent trend in the development of planar precision positioning stages is to-
wards designing lightweight systems. This trend is driven by the need of the semi-
conductor industry for faster and faster positioning stages for achieving an increase of
throughput [60, 104, 105]. In the following, the present thesis focuses on permanent
magnet planar motors.
1.1.2 Control of Planar Precision Positioning Systems
Although the absence of mechanical transmission and guiding systems is absolutely
necessary for achieving precise and smooth positioning, this measure prevents self-
locking mechanisms of the motor. This in fact renders the motor sensitive to distur-
bances and load changes and makes it inevitable to apply constant servo-control.
Disturbances are diverse and often arise from force ripples [135] originating from
different sources. For instance, force ripple may occur as a consequence of model-
ing uncertainty in the commutation scheme of the motor [117], [57], asymmetries and
offsets in power amplifiers [117], or magnetization effects of ferrous components in
the traversing range, i.e. cogging/reluctance forces [135]. Moreover, positioning ac-
curacy is challenged by high frequency current ripples due to PWM-power-amplifiers
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[135], eddy current damping effects [123], spring force effects of air supply hoses and
downhill-slope forces due to an inaccurate stator adjustment.
Other limiting factors include structural vibration [60, 114, 135], undesired coupling
effects between motion axes as well as parameter variations caused by load changes
and different ambient temperatures.
All these effects pose high challenges with regard to achieving the main require-
ment in the diverse applications of micro- and nanotechnology. That is, fast and precise
tracking of complex path geometries and complex reference trajectories.
To cope with these problems many control approaches have been reported in the
literature. For meeting the requirement on tracking, 2-DOF control architectures are
widely used [27, 34]. These methods employ inversion based feedforward and feed-
back control. They have the advantage that feedforward and feedback may be designed
independently of each other. For a detailed overview of the state-of-the-art on feedfor-
ward and tracking controller design we would like to refer to Section 4.1. Therefore,
this section rather focuses on feedback schemes.
In this respect, a widely used standard in motion control is the P-PI controller im-
plementing a PI controller for the inner velocity loop and a P controller for the outer
position loop [149]. Although in practice these controllers show unsatisfactory steady
state errors (see [149]), they are still used due to their simplicity.
PID controllers are ubiquitous in all kinds of motion control applications (see [13,
133, 136]), also in the context of planar permanent magnet motors (see e.g. [35, 136,
138]). For enhancing the disturbance rejection capabilities of PID controlled feedback
loops, disturbance observers are applied. For instance, in [32] the authors use a linear
disturbance observer, while in [35] a sliding mode observer is applied. In [135] a very
complex composite control architecture with adaptive ripple compensation and other
features is developed around a PID feedback loop.
Other popular approaches include H∞ control [60, 105, 133] and iterative learning
control (ILC) [99].
Viewed from an economic standpoint, concepts form adaptive control such as the
famous model reference adaptive control (MRAC)[5, 71, 102] approach represent interest-
ing alternatives to the controllers presented above. This is because these concepts are
designed for identifying unknown parameters of a system during operation, while us-
ing these estimates for the parameterization of a controller to achieve desired closed
loop performance. The desired dynamics of the closed loop system is thereby speci-
fied in terms of a reference model defined by the control engineer. The error between
reference model and plant output is supplied to an adaptation law which adjusts the
controller parameters, minimizing this error.
At best this reduces the effort of parameter identification of the system in question
and also diminishes the expense of controller tuning.
The basic requirement for the application of these controllers is the knowledge of
the fundamental structure of the system as well as the property that unknown param-
eters can be represented as linear combinations of known variables such as states or
known nonlinearities.
For the fulfillment of the first requirement only once a detailed model is needed
to ensure that the synthesis of an adaptive controller may be feasible. In general, the
latter requirement is true for mechanical systems [131] and thus also applies to planar
motors.
Despite this fact, it seems that MRAC based controllers are very rare in motion con-
trol applications. A recent, promising concept in this direction is L1 adaptive control
[68]. L1 adaptive control basically originated as a modification from standard MRAC
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(see e.g. [69]) and offers remarkable features. According to [68] this includes decou-
pling of the adaptation from the control loop and therefore arbitrarily fast adaptation
with guaranteed transient performance. Moreover, a priori transient and steady state
performance bounds may be computed, e.g. based on parameter intervals of uncer-
tain parameters. Furthermore, the philosophy of L1 adaptive control is based on the
understanding that uncertainties may only be compensated for in the achievable band-
width of the control channel in order to avoid excitation of unmodeled high frequency
dynamics [68]. This in fact poses a realistic control goal because any system exhibits
unmodeled dynamics. For these reasons the approach seems ideal for motion control
applications.
To the best of our knowledge the concept of L1 adaptive control has not yet arrived
in the field of motion control. Moreover, only few papers employ L1 adaptive control
for solving tracking tasks [15, 30, 96]. In [30] a backstepping approach for tracking the
position of a quadrotor is combined with an L1 adaptive architecture. The authors in
[96] extend an L1 adaptive set-point tracking controller by a nonlinear controller for
reducing a time-lag between measured output and reference trajectory. Although the
considered system appears to be flat, however, the authors do not use a feedforward
for decreasing the time-lag.
In [15] a nonlinear dynamic inversion L1 controller is developed for a flight control
system.
However, to the best of our knowledge the application of L1 adaptive control for
solving tracking control problems for planar precision positioning systems has not been
reported in the literature until now. Against this background, this thesis aims at filling
this gap. For a more detailed overview on MRAC and L1 adaptive control schemes we
would like to refer to Section 4.2.
1.2 Goals and Contributions of the Thesis
FIGURE 1.1: PPS2020 planar positioning system. Photos courtesy of
Tetra, Germany.
This thesis is the outcome of an industrial research collaboration of Control Engineering
Group TU-Ilmenau with the planar motor manufacturer Tetra GmbH Ilmenau.
The primarily goal of this collaboration is the design of an advanced motion control
strategy for Tetra’s commercial positioning system PPS2020. The PPS2020, shown in
Figure 1.1, is a state-of-the-art, high precision, non-contact planar motor with 3 DOF.
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It is used for precision machining applications such as laser cutting and serves as a
microfabrication tool for the fabrication of tissue engineering scaffolds and other three-
dimensional structures ≥ 400 nm, based on the technology of micro-stereolithography.
These applications require fast and precise tracking of complex path geometries
and complex reference trajectories with positioning errors below 1 µm. However, posi-
tioning accuracy is highly challenged by external disturbances and structural vibration
as exposed above.
The manufacturer recognized that existing industrial standard motion controllers
that have been used up to now, are not able to track reference trajectories with sufficient
precision.
Therefore, the manufacturer is interested in a new motion control architecture that
provides tracking with highest precision and a fair amount of disturbance rejection
qualities. For economic reasons it is desired that the effort of controller tuning is re-
duced. This imposes the requirement that the majority of controller parameters may be
parameterized by means of a priori known plant parameters and tuning of the remain-
ing controller gains follow certain systematics. By virtue of the fact that a priori known
parameters may be uncertain to some extend, it is desired that the controller possesses
a learning component and adapts to parametric uncertainties during operation without
sacrificing performance.
For meeting these challenging requirements, we consider a two-stage model-based
control design approach. Namely, for addressing the requirement of a priori parame-
terization and systematic design, in the first stage, a nominal LQR/LQG type tracking
controller is derived, showing perfect tracking under ideal conditions. For the rejection
of parametric uncertainty and recovery of nominal performance, in the second stage, an
adaptive augmentation of the nominal design is applied. In particular, for the adaptive
part, the recent methodology of L1 adaptive control is applied in view of its outstand-
ing performance and robustness properties. The two step approach has the advantage
that better plant knowledge, that may be available at a later time, may straightfor-
wardly be incorporated within the nominal design for improving performance.
Since the foundation of any model-based control design approach is represented
by an adequate model, the first contribution of this thesis is the development of a de-
tailed model including the relevant components of planar positioning systems. Owing
to the fact that the literature on L1 adaptive control mainly focuses on regulation rather
then tracking problems, this work contributes to a systematic extension of L1 regula-
tion schemes to also solve tracking problems. Finally, we contribute to a transition
of L1 adaptive control into motion control practice and evaluate the suitability of the
proposed approach by experimental results.
1.3 Organization of the Thesis
This thesis is organized in six Chapters. Following the introduction, Chapter 2 intro-
duces the experimental motion stage system. Here, all the relevant components such as
mechanical construction, sensors, actuators and real-time environment are described in
detail.
Chapter 3 is dedicated to modeling the stage. Using a physical modeling approach,
we derive and identify models for the actuator dynamics and the mechanical part of
the stage. We further investigate possible sources of disturbances and propose phe-
nomenological models for their description. The model derived serves well as a re-
alistic simulation environment for the design and the assessment of advanced control
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strategies. Based on the analysis of these models, we address fundamental perfor-
mance limitations attributed to these machines and deduce specifications for controller
design.
In Chapter 4, model based tracking controller design is presented. Thereby, fol-
lowing the aspired two step approach, we address the design of full-state and output
feedback based nominal and L1 adaptive tracking controllers. Finally, for achieving
a successful transition into practice, implementation issues such as windup modifica-
tions, controller order reduction and numerical problems are addressed.
In Chapter 5, the effectiveness of the proposed schemes is verified by measurements
conducted at the test rig. Moreover, the achieved performance is compared to existing
controllers and the results are discussed.




Introduction of Planar Motion Stage
The main focus of this thesis lies on the design of sophisticated, robust and adaptive
motion controllers for high precision, planar positioning systems. In order to test and
evaluate the derived control algorithms under realistic conditions we use TETRA’s
electrodynamic, planar positioning system PPS1405 [137] as an experimentation and
validation/verification platform. A sketch of the platform is shown in Figure 2.1.
The following chapter is dedicated to providing a brief introduction to the basic
design and operation principles of the PPS1405 planar motion stage. First, we will give
a general description of the mechanical design and the actuation principles. Following
the definition of a typical control task, we provide general such as technical details
concerning the sensors and actuators applied and finally present a description of the
real-time environment, respectively.
































































FIGURE 2.1: Top view of motion stage (left), side view of X1-permanent
magnet array (PMA) (top right) with magnetic field lines (green), ver-
tical vector components of the flux density (red) and sinusoidal mag-
nitude of the vertical vector components (black). Side view of motion
stage (bottom right).
The PPS1405 positioning system is a small scale prototype of the PPS2020 [137] a com-
mercially available motion system built by the motor manufacturer TETRA (see Figure
1.1). It is a directly driven Lorentz motor of linear, non-contact, DC brushless type and
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FIGURE 2.2: Signal flow diagram of the motion stage.
similar to those presented in [26, 32, 35, 45, 138]. A sketch of the motion stage is il-
lustrated in Figure 2.1. The stage essentially consists of a passive moving element, the
so-called mover, and an active non moving part, the stator.
Roughly speaking, a rigid aluminum plate constitutes the mover that may be po-
sitioned in 3 DOF in the plane: two translational qx, qy and one rotational qφ (cf. Fig-
ure 2.1). It is equipped with permanent magnet arrays, hence passive, and guided by
pressurized air employing aerostatic suspension bearings. The advantages of using an
aerostatic guiding system have been discussed in detail in Section 1.1.1.
The stator part of the machine is a massive base unit made of granite. It comprises
four permanently fixed two-phase-coil-systems arranged in a crosswise manner.
If current is applied to the coils due to the special construction the current flows per-
pendicular with respect to the magnetic field of the permanent magnets. Consequently
and in accordance with Lorentz’ law the forces and torques (Fx, Fy,Mz) are exerted on
the mover accelerating it along its motion-axes (qx, qy, qφ) (see Figure 2.2). The forces
and torques are proportional to the current applied and act perpendicular with respect
to the direction of current flow as well as perpendicular to the magnetic field direction.
In order to control the phase currents considered as control inputs four PWM two-
phase digital current amplifiers (DCAs) are employed as servo-amplifiers for the cor-
responding two-phase-coil-systems (cf. Figure 2.2). Intuitively a combination of a per-
manent magnet array and a coil can be regarded as a linear motor. Combining the latter
with a current amplifier resembles a linear servomotor.
The mover’s motion is described in an inertial coordinate frame (i-frame) (qx, qy, qz)
located at the center of the stator surface and a body-fixed frame (b-frame) (qbx, qby, qbz)
coincident with the center of gravity (CG) and the principle axes of rotation (Figure
2.1). The position coordinates qx and qy of the mover’s center of gravity and its yaw
angle qφ are measured with an integrated optical, incremental sensor underneath the
mover (see Section 2.2 for a detailed description).
Please note that the architecture described above is widely used and similar to other
motors reported in the literature (see e.g. [26, 32, 35, 45, 81, 138]).
For clarity of presentation, we denote the elements of the four linear servomotors
that produce thrust forces in the qx- and qy-directions by Xi and Yi, respectively, where
i = 1, 2 serves as system index (c.f. Figures 2.1 and 2.2 ). Note that the motors (X1,X2)
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such as (Y1,Y2) oppose each other. Usually the linear servomotor pair (X1,X2) is
driven simultaneously in order to achieve symmetric movement in the direction of
qx. The same applies to the servomotors (Y1,Y2). The index j = 1, 2 in Xij and Yij is to
represent the j-th phase of the i-th servomotor, coil-system or DCA. Accordingly, the
eight real-valued scalar coil phase currents are expressed by ixij (t) and iyij (t). They
are measured and driven to the desired references i?xij (t) and i
?
yij (t) by the DCAs (cf.









































for the measured and reference currents of the four coil/DCA-systems such as the vec-
















)T ∈ R8. (2.2)
The forces caused by the dedicated currents ixij (t) and iyij (t) are denoted by Fxij (t)




 ∈ R3 q?(t) =
q?x(t)q?y(t)
q?φ(t)
 ∈ R3 (2.3)




 ∈ R3 τ?(t) =
F ?x (t)F ?y (t)
M?z (t)
 ∈ R3
the generalized forces and torques. Quantities with superscript ? represent desired
references.
Figure 2.2 illustrates a typical control task. Here usually the aim is to specify/devise
a suitable input τ?(t) for the generalized forces τ(t) on the mover such that its position
q(t) tracks a desired reference trajectory q?(t) as best as possible. A motor commutation
law as illustrated in the leftmost block of Figure 2.2 maps the desired reference τ?(t) to
the corresponding phase current reference i?(t). The subsequent current control loop
of the DCAs aims at driving i(t) to the reference i?(t). Through the electromagnetic
coupling of forces and from i(t) → i?(t) we have τ(t) → τ?(t), thus q(t) → q?(t),
as desired. The problem of finding such an input τ?(t) is referred to as a (trajectory)
tracking control problem or servo problem.
Remark 2.1.1. Before we go on with the subsequent sections, we shall briefly digress
for commenting on the notation used throughout the thesis. By virtue of the fact that
the established standard notation for electromagnetic field theory and systems theory
share some important symbols, we will use the following notation for an appropriate
distinction between the respective variables. For the field theoretic part of the thesis,
we will indicate vectors and vector valued functions by the standard ~(·)-notation. On
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the other hand, as common, in the systems theoretic parts of the thesis we will drop
the ~(·)-notation and state explicitly the dimensions of vectors and matrices, as already
done above.
2.2 Sensor System
For measuring the positions qx, qy and yaw angle qφ with sufficient precision, the LIK-
2D [50], a two dimensional, linear optical encoder from Numerik Jena is used. It op-
erates on the non-contacting principle of photoelectric [146] or imaging scanning [49]
and is of incremental type. Thus, loosely speaking, a relative position measurement is

















2 reference mark qx-axis
3 reference mark qy-axis
4 scanning head
5 scanning unit qx-axis
6 scanning unit qy-axis (y1)
7 scanning unit qy-axis (y2)
8 reference sensor qx-axis
9 reference sensors qy-axis
FIGURE 2.3: Scheme of the linear, optical encoder LIK-2D.
2.2.1 Sensor Construction
Essentially, the sensor system comprises a photoelectric scanning head and a reference
scale. An illustration of the measurement system is shown in Figure 2.3. The reference
scale (1) is a glass grid plate with reflective and non-reflective zones. A particular
grating pitch pg and the size of the scale determine the nominal resolution of the sensor
and its measuring range, respectively.
Due to the incremental measuring principle, the sensor can only provide relative
position information (counts) with respect to an arbitrarily chosen zero position. In
order to obtain an absolute position coordinate, as required in most applications, the
scale is equipped with additional reference marks (2, 3) with known absolute position.
In the case of the LIK-2D, the reference marks indicate the beginning of the measuring
range [50]. Hence, based on the detection and the respective values of these marks, we
can calculate an arbitrary zero position from which absolute positioning is possible. To
do so, an initial reference movement to the respective reference marks is required. This
is known as the so-called homing procedure.
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Furthermore, the scanning head (4) may be subdivided into six sensor elements.
That is, three reference sensors (8, 9) dedicated to detecting the previously mentioned
reference marks and three scanning units (5, 6, 7) for measuring the positions in the qx
and qy directions. For the detection of yawing motion, along the qy axis, two positions,







Therein, variable ds denotes the distance between the y1 and the y2 sensor elements (c.f.
Figure 2.3).
Each of the three scanning units (5, 6, 7) consists of an LED light source, an array
of photovoltaic cells (photodetector) and a light shutter—the so-called scanning reti-
cle. The scanning reticle basically constitutes a plate with multiple and equally spaced,
translucent slits that have the same or a similar pitch as the reference scale [49]. For
gaining higher accuracy, in some cases, the Moiré effect is exploited [39, 97] by per-
forming a slight rotation of the scanning reticle with respect to the reference scale [97].
2.2.2 Measurement Principle
According to references [39, 49, 146], the basic operation of an optical encoder in one
dimension is as follows. The light source of the scanning unit emits light that is trans-
mitted through the scanning reticle. Due to reflective and non-reflective patterns on
the scale, the light is selectively reflected back onto the photocells. If the scale moves
relative to the scanning head, the photocells receive light with modulated intensity and
convert it into electrical signals. These output signals are approximately sinusoidal.
Additional, external signal conditioning electronics convert these signals into ana-
log, DC-free sine and cosine waves providing both position and directional informa-
tion. The traveled distance of the scale relative to the reticle is hence, the product of the
grating pitch and the number of passed intensity peaks of the sinusoidal output signal.
Consequently, the resolution of the position increment is equal to the grating pitch.
For obtaining even higher position resolution, i.e. smaller position increments, in
addition to the exploitation of the Moiré effect, sophisticated digital interpolation meth-
ods are used (see e.g. [146]). The position increment received from the interpolation
circuit is an integer multiple of the grating pitch and typically of a factor up to 1024
[146]. Eventually, the desired displacement information is obtained by counting these
increments.
2.2.3 Technical Details and Remarks
In the design of the PPS1405 the location of the scanning head and the scale is selected
such that unnecessary cabling of the moving element is avoided. Therefore, the refer-
ence scale is placed underneath the mover, while the sensor head is embedded within
the center of the stator plate. Asides the advantages of the non-contacting measure-
ment principle, i.e. frictionless motion and no wear, this particular design prevents
adverse effects on the mover dynamics related to external wiring of the mover e.g. via
trailing cables as exposed in [57, 97, 123]. Moreover, due to the special sensor place-
ment, the distance between the measured position and the actual workpiece is very
small. All these measures turn out advantageous with respect to position accuracy.
Eventually, Table 2.1 summarizes the most significant technical parameters of the
applied sensor system that we briefly comment in the following lines: The reference
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reference scale material glass, thickness 1.1 mm
grating pitch 20 µm
measuring range (linear) 140 mm× 50 mm
measuring range (angular) ±0.25◦
position of reference marks beginning of measuring range
scanning head max scanning freq. (bandwidth) 500 kHz
freq. of evaluation circuit 10 MHz
interpolation factor 8192
resolution after interpolation 2.44 nm
max traversing speed 10 m s−1
communication interface EtherCAT slave
TABLE 2.1: Technical data of the position sensor, partially adopted from
[50].
scale is custom built by Compugrafics (Jena/Maua). It exhibits a grating pitch of 20 µm
and a measuring rang of 140 mm× 50 mm.
A crucial parameter, especially in an automatic control related context, is the max-
imum scanning frequency of the sensor head. In fact, this parameter is related to the
frequency response of the sensor and corresponds to the maximum attainable band-
width at which it can provide reliable measurements. Typically, the bandwidth is lim-
ited by the frequency response of the photodetectors. According to [50] the maximum
scanning frequency of the LIK-2D is given by 500 kHz. Since the internal interpola-
tion schemes of the LIK-2D limit the attainable bandwidth of the position signal, the
bare LIK-2D encoder head is used without internal interpolation. Instead, its analog
sine/cosine outputs are used directly and combined with a custom-designed evalua-
tion/interpolation circuit. The latter runs on an FPGA with a sample rate of 10 MHz
and provides a position increment of 2.44 nm, i.e. an interpolation of factor 8192. It
outputs a 32 bit position value at the same sampling rate. Therewith, the entire band-
width of 500 kHz is exploited enabling the perception of maximum traversing speeds
up to 10 m s−1. Additionally, the sensor is endowed with an EtherCAT slave interface
providing real-time communication with the controller hardware (see 2.4).
2.3 Actuator System
The actuation of the motion stage is achieved by means of four linear permanent mag-
net servomotors. As exposed in Section 2.1, the individual motors are directly inte-
grated within the mechanical structure of the PPS1405. It is this high level of integra-
tion feature and a fair amount of other remarkable properties (see Section 1.1.1) that
make these motors attractive to high performance motion control applications.
2.3.1 Actuator Construction
Intuitively, the stage as a whole or similarly each of the linear motors can be seen as
an electromechanical transducer, converting electrical into mechanical energy and vice
versa. Such devices generally consist of the following basic construction elements: [44]
• electrical drive circuitry
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• electromechanical coupling mechanism
• mechanical subsystem
For the sake of simplicity, let us consider an individualX1 linear servomotor element as
depicted in Figure 2.4. The Figure presents a simplified representation of the X1 linear













2 permanent magnet array 4 X12 phase of X1-coil
1 back-iron plate 3 X11 phase of X1-coil
pm
FIGURE 2.4: Simplified representation of the X1 linear motor. (a) side
view of the construction and (b) top view.
Therein, a two-phase coil system (3, 4) together with a dedicated two-phase current
amplifier (not shown), forms the electrical drive circuitry. This circuit supplies the
electromechanical system with currents, representing the control inputs.
As a special feature of the PPS1405 such a coil system is built in a planar, printed
circuit board (PCB) construction, similar to the coils presented in [82]. This special for-
mation of coils can be imagined as a stack of multiple, alternating circuit board layers,
where each layer carries (in alternate sequence) through plated, meandering copper
traces, representing the respective inductances of the phases, shaping the coil. For the
correct functioning of the motor, the two phases are shifted with respect to each other
by an amount ρp. This is referred to as phase pitch (cf. Figure 2.4). Owing to that shift,
the individual phases of the coil overlap, why this construction of coils is also referred
to as overlapped two-phase planar coil formation [82].
The advantages of planar PCB coils can be summarized as follows. Due to the
simple construction, these coils are easily fabricated. This in turn results in greater
flexibility regarding the geometry and shapes of the coils. Due to the absence of a core,
planar coils exhibit reduced overall geometric dimensions and thus allow for better
miniaturization [82]. Hence, they enable a cost-effective and compact motor design
with fewer components and faster assembly.
However, a downside of the planar coil formation is the overall reduction of elec-
tromagnetic forces that can be attributed to the absence of a core. Moreover, as a conse-
quence of the overlapping of phases, there is crosstalk between the phases. This effect
is based on the mutual induction that takes place when a current is applied to either
phases. We elaborate more on these effects and its mathematical description in Sections
A and 3.1.2.
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individual magnet width 6.6 mm
geometry depth 50 mm
height 8 mm
array distance of adjacent magnets 4.1 mm
back-iron depth 50 mm
height/thickness 10 mm
TABLE 2.2: Geometrical dimensions of the permanent magnet array.
The second element of the electrical drive circuitry is the switched power amplifier
(Tetra’s TEAM AC1) operating in current mode [10]. For achieving efficient bipolar
operation of the linear motor, the amplifier is realized in an H-bridge configuration.
Thereby, the coil is placed inside the H-bridge circuit, while the latter is directly driven
by a digital PWM circuit/module. Due to the rapidly switching voltage, with frequen-
cies up to 200 kHz, at the input of the coil, an average current flow through the coil
can be accomplished. Thereby, the amplitude of the current depends on the duty cycle
(pulse width) of the PWM signal. The latter is controlled by the pulse width mod-
ulated output of a discrete time proportional integral current controller. For a better
smoothing of the PWM signal, a reduction of current ripple such as an enhanced elec-
tromagnetic compatibility (EMC), before and after the driving coil, chokes with addi-
tional snubber circuits are installed. The current measurement needed for control is
measured via the voltage drop over a shunt or so-called sensing resistor [10].
The functional counterpart to the electrical driving circuit constitutes the electrome-
chanical coupling mechanism. In particular, the coupling mechanism is represented by
the permanent magnet array located above the driving coil as shown in Figure 2.4.
Due to the long traversing range of these motors, the permanent magnet arrays are
designed for exhibiting a distinct sinusoidal magnetic field distribution (see Figure 2.4
(a)). The reason for this is the ease of electronic commutation and control of the motor.
In order to accomplish a periodicity of Tm = 2pm of the magnetic field, the perma-
nent magnet array is constructed of independent, parallel aligned, rectangular magnets
exhibiting a magnet pitch of pm (see Figure 2.4). Furthermore, the magnets have all the
same geometrical dimension (see Table 2.2) but an alternating polarity, optimized for
meeting the sinusoidal relationship. That means that the magnetization of two adjacent
magnets are equal in magnitude, but opposite in direction [57]. This fact is indicated
by the arrows in Figure 2.4 (a). This particular arrangement is known as north-south
(NS) configuration which is the one encountered in the PPS1405. Another popular ap-
proach for the layout of permanent magnet arrays is the famous approach by Halbach
[56, 57, 82]. However, according to reference [82] such an Halbach array is much more
complicated to manufacture compared to the simple NS configuration.
Additionally, the magnets are attached to a back-iron plate. This measure provides
an increase in magnetic field strength and thus results in higher force densities. Since
the back-iron is magnetized by the magnets inside the array, its thickness must be di-
mensioned such that magnetic saturation effects are prevented. For a reduction of the
weight of the mobile part however, the back-iron should be as thin as possible.
Due to the challenging problems encountered in the design of such an array, the
design process is usually accompanied with finite element methods.
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Finally, the mechanical subsystem is the permanent magnet array itself, or the mover,
in the case of the complete motion stage system. This completes the construction of the
motor.
2.3.2 Working Principle
The electromechanical coupling mechanism is based on the fact that current carrying
wires exposed to an external magnetic field experience forces, known as Lorentz forces.
As exposed in Appendix A in much more detail, these forces are proportional to the
current I applied and proportional to the length l of the wire inside the magnetic field
~B. Moreover, they act perpendicular with respect to the direction of current flow as
well as perpendicular to the magnetic field direction, that is
~F = I~l × ~B. (2.5)
To explain the operation principle of linear or planar actuators, consider Figure 2.5
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FIGURE 2.5: Working principle of a linear or planar motor and the role
of current commutation.
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In the spirit of Figure 2.4 (b), Figure 2.5 presents the X1 linear motor in top view. Also,
the individual phases, i.e. X11 and X12, are indicated in gray and red, respectively.
For the correct operation over long traversing ranges it is essential that the coil pitch
pc is equal to the magnet period Tm. This ensures the alignment of the peak current
amplitude with the peak magnetic flux density [82]. Additionally, the phases must
encounter a relative phase shift ρp with respect to the magnet period, that is ρp = Tm/4.
In the case of a sinusoidal flux density distribution this corresponds to a relative phase
shift of pi/2.
The left hand side of Figure 2.5 illustrates a discrete motion of the magnetic circuit
as a result of Lorentz forces. The motion is depicted at different instances in time,
taking place when the respective current profiles (shown on the right) are applied.
For the sake of exposition, let us naively apply constant currents to either phase
and observe the resulting motion. To this end, let us first consider the current profile
(ix11(t), ix12(t)) = (0, i0) for t ∈ [t0, t1) and let us start at an initial position of qx = 0.
Taking further the fact into account that each magnet has its one force contribution, the
total Lorentz force acting on the coil is given by
~FL = −4i0lBz(~ey × ~ez) = −4i0lBz~ex. (2.6)
By virtue of the fact that the coil is rigidly attached to a massive stator base, a reaction
force of opposite sign, i.e.
Fx = 4i0lBz, (2.7)
is imparted on the permanent magnet array. The latter is thus accelerated along the
positive qx direction which, obviously, results in a displacement of the array, with the
array settling at a position of qx = ρp. Then, at the near end of the time interval (t0, t1)
phase X11 of the driving coil will be perfectly aligned with the centerlines of the indi-
vidual magnets. Please note that for (ix11 , ix12) = (0, i0) on the considered time interval
position qx = ρp constitutes an equilibrium point because it represents a zero crossing
of the flux density distribution resulting in a zero net force at that point (see Figure 2.4
(a)). The changes in sign of the flux density distribution before and after the zero lead
to corresponding forces that attract the mobile part exactly to that zero.
Starting now from position qx = ρp, at time t1 we must set (ix11 , ix12) = (−i0, 0) in
order to achieve the same force/motion as in the first case. Then, on t ∈ (t1, t2) the
array is consequently driven to qx = 2ρp.
This can analogously be extended for the intervals (t2, t3) and (t3, t4) (not shown on
the left), where respectively the currents (ix11 , ix12) = (0,−i0) and (ix11 , ix12) = (i0, 0)
must be applied for achieving a translational motion in the same direction. The only
difference for these cases is the fact that Fx = 3i0Bz due to a less number of wires
exposed to the magnetic field. From this we can conclude that for obtaining a uniform
force distribution over long traversing ranges, magnet arrays must be sufficiently long,
such that the coil is completely exposed to the magnetic field. Similarly, the coils should
be long enough such that end effects can be neglected.
Another important conclusion that can be drawn from this example is the fact that
continuous translational motion is only possible if and only if the currents alternate in
(coil) phases and in sign. And this, in dependence of the actual position of the mobile
part. This underlines the need for an appropriate allocation strategy for the proper
distribution of currents to the respective coil phases. Such a strategy is known as com-
mutation law. Indeed, it is easy to see that without a commutation of currents the
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motor will get stuck at the zero crossings of the flux density distribution. That is ex-
actly the point in the middle of two neighboring magnets. In fact, this is the reason
why a minimum of two phases per coil are necessary for achieving a proper motion.
Please note that the current profiles from Figure 2.5 were chosen for the purpose of
illustration only. They do not represent the correct commutation for the motor. Actu-
ally, with these current profiles the motor „jumps“ between the zero crossings of the
field distribution of the individual magnets. However, once the magnetic field distri-
bution along the translational axes is known a commutation law can be derived that
provides a homogeneous force distribution and thus enables smooth, continuous mo-
tion. This will be treated in Section 3.1.3.
Moreover, we find that due to the special construction, it is the vertical magnetic
field component that is crucial for the generation of translational forces. Thus, the
geometrical dimensions of the magnet arrays are mainly optimized for shaping the
vertical component to a pure sinusoid. Note, however, that also other field components
result in forces. This is evident from the vector product of the Lorentz force equation.
For instance, consider a component of the magnetic field Bx~ex along qx. Obviously,
for currents flowing in the direction of qy this component gives rise to a vertical (levi-
tation) force. As long as coils are sufficiently long with respect to the magnet width l, a
component By~ey of the field would exhibit zero force contribution since it is in parallel
with the current flow.
Integrating a set of four linear actuators in a mechanical structure as shown in Fig-
ure 2.1, results in a planar actuator, providing motion in the (qx, qy)-plane including a
small yawing motion qφ.
2.3.3 Technical Details and Remarks
Table 2.3 summarizes the most important technical parameters of the planar actuator.
Note that an important advantage of planar actuators is their integrated design al-
lowing the placement of sensors and actuators close to the center of gravity of the mov-
ing mass. According to reference [114], this helps minimizing guiding system flexibili-
ties (rocking modes) which is beneficial for control and the positioning precision of the
drive. Also, following the same reference, due to the fact that coils are rigidly attached
to the massive stator base, this increases the inertia of the actuator with respect to the
mover, such that actuator flexibilities are minimized equally. Additionally, the place-
ment of the sensor head on the same side as the driving coils as in the PPS1405 results
in a so-called colocated sensor-actuator configuration. This particular arrangement is
preferable from a control theoretic point of view because it is easy to stabilize and easy
to robustify [114]. In particular, a colocated system is always minimum phase which is
also favorable in view of tracking control and feedforward design. On the other hand,
non-colocated sensor-actuator pairs, where sensors and actuators are placed on differ-
ent locations, can result in non-minimum phase systems complicating robust tracking
controller design.
2.4 Real-Time Environment
The basic architecture of the real-time environment is illustrated in the block diagram
in Figure 2.6. For compliance with international automation standards and for the sake
of scalability such as modular expandability of the drive, sensors and actuators of the
20 Chapter 2. Introduction of Planar Motion Stage
permanent magnet arrays material NdFeB
(PMAs) remanence 1.2 T-1.5 T
magnet period 21.4 mm
number of periods qx 11
number of periods qy 7
flux density distribution harmonic/sinusoidal
coil-systems construction planar (PCB)
number of phases per coil 2
digital current amplifiers operation principle PWM
(DCAs) PWM carrier frequency 200 kHz
PWM-voltage 24 V
reference current input 16 bit int (±215 digit )
output current range ±3 A
communication interface EtherCAT
linear servomotor force constant per coil 1.6 N A−1
maximum force per coil 4.8 N
positioning range qx ±70 mm
positioning range qy ±25 mm
maximum velocity 50 mm s−1
TABLE 2.3: Technical data of the actuator system.
PPS1405 are conceived as EtherCAT slave devices. EtherCAT (Ethernet for Control Au-
tomation Technology) is an Ethernet-based fieldbus technology initiated by the Beckhoff
Automation company. The fieldbus is especially designed for hard and soft real-time
requirements with short cycle times (≤100 µs) and precise synchronization (≤1 µs), es-
sential for motion control applications. The EtherCAT technology basically works on
the master/slave communication principle.
The master device, in this respect, is typically constituted by an embedded-PC or
a PLC. In particular, on the motion stage platform a CX2040 embedded-PC from Beck-
hoff Automation is applied (see Figure 2.6). It runs the entire motion control software
at a sampling time of 125 µs and communicates with the slave devices, i.e. the sen-
sors and actuators, via EtherCAT. As a special feature of the EtherCAT technology, the
entire communication network can be addressed within one frame. This is possible be-
cause the slave devices read the data and processes it on the fly as the telegram passes
through the device. This crucially minimizes communication delays.
Programming and hardware configuration of the embedded-PC is done on a host-
PC in TwinCAT 3 as shown in Figure 2.6. TwinCAT 3 represents the development
environment provided by Beckhoff. It supports programming according to the IEC
61131-3 standard and also provides interfaces for C/C++ and Matlabr/Simulinkr.
The latter is used for the implementation of advanced motion control algorithms in a
rapid control prototyping kind of manner. For this purpose Beckhoff provides a TwinCAT
target for an automatic code generation (cg) in Simulinkr. This generates a so-called
TcCOM object that might directly be implemented in the TwinCAT 3 environment with
final deployment on the CX2040.











FIGURE 2.6: Beckhoff real-time environment of the PPS1405 motion
stage. Dotted lines indicate the directions of EtherCAT Bus communica-
tion while the abbreviation cg represents the process of automatic code
generation.
For the real-time visualization and logging of process and measurement data, we




Modern control and systems theory is a vast field with a wide variety of methods
and tools to choose from. However, whether or not the selection of a definite con-
trol method is feasible in a certain application is mainly determined by the underlying
nature and the fundamental properties of the system to be dealt with. Hence, for the
design and evaluation of advanced and model based control techniques, it is indis-
pensable to have an adequate mathematical representation of the considered dynamic
system at hand.
To this end, the following chapter is dedicated to deriving a general mathematical
model description for planar positioning systems of the presented type (see Chapter
2). The primary goal we pursue here, is to gain insights into the constitutive properties
and challenges that may be attributed to the considered class of motion control systems.
This includes, for instance, answering the following related questions:
1. What is the essential class of system, i.e. is the system linear, nonlinear, time vary-
ing or time invariant?
2. What are the prominent dynamics relevant for control? Are there couplings or
any dynamics limiting control?
3. What are the main sources of uncertainties and disturbances and how are they
characterized?
4. What is the nature (matched/unmatched) of these disturbances, i.e. at which
point in the control loop are they injected?
In order to answer the questions 1. to 4., in Section 3.1, we firstly carry out a physical
modeling procedure, where we consider fundamental physical laws such as conser-
vation principles and balance equations. Doing so, we focus on the most prominent
dynamics and uncertainties, while striving for the lowest model complexity possible.
Indeed, driven by the idea of adaptive control we attempt to gain a model for which
the synthesis of adaptive control algorithms turns out feasible.
The result is a set of ordinary differential and difference equations that help ana-
lyzing the aforementioned attributes. Measurements taken from the test rig serve for
validation and verification purposes and a possible refinement of the derived models.
Thus, the developed model obtained, reflects the overall characteristics and challenges
of the system in an adequate and realistic manner. Hence, it serves well for the design
and the assessment of advanced control techniques.
Section 3.2 is dedicated to an analysis of the model with respect to its fundamental
systems theoretic properties. Especially an analysis of the uncertainty structure reveals
possible points of contact for adaptive control.
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Finally, deduced from the analysis presented, we address fundamental performance
limitations of such machines in Section 3.3 and formulate specifications for controller
design in Section 3.4.
3.1 Physical Modeling
In this section we present a complete physical model of the PPS1405 planar motion
stage, derived on the basis of the fundamental principles governed by this system.
This model is mainly based on our previous work published in [139, 141]. The model
is validated with measurement results, to illustrate its ability in reflecting the reality in
an adequate manner.
We begin with the analytical modeling approach by splitting up the motion stage
into the most significant sub-elements. Referring to Figure 2.2 we divide the motion





What follows next, is a one-by-one modeling treatment of the elements listed above.
3.1.1 Sensor Dynamics
Note that due to its working principle the sensor has a remarkably high bandwidth. It
is therefore by far the fastest element within the whole signal chain (see Section 2.2).
This leads us to the following assumption that shall hold for the reminder of this text.
Assumption 3.1.1. The Sensor is without any dynamics. It measures the actual position co-
ordinates qx, qy, qφ exactly modulo measurement noise.
3.1.2 Actuator Dynamics
As elaborated in 2.3 four linear servomotors form the actuating elements of the planar
motor. Each of these comprises
• a two-phase coil-system
• a two-phase DCA and
• a permanent magnet array.
For the purpose of modeling let us proceed in the same logical order as given above.
To this end, we begin with modeling the electrical driving circuit, i.e. the driving coils.
Derivation of a Coupled Two-Phase Driving-Coil Model
Using Faraday’s law of electromagnetic induction (see Appendix A), we next derive
the voltage equations for the two-phase driving-coil systems of the PPS1405 motion
stage.
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Due to the special coil formation (see Section 2.3.1) and the movement of the permanent
magnets relative to the coils, it is expected that both transformer-EMF and motion-EMF
effects will be encountered. The flux linkage as a key parameter of electromechanical
coupling will capture both of these effects.
Following the lines of thought of [44] the application of Faraday’s law yields
ux1j (t) = Rx1j ix1j (t) + Ψ˙x1j (ix11 , ix12 , qx) (3.1)
for the voltage equation of the entire X1 driving-coil system. For j = 1, 2, voltage
ux1j (t) ∈ R denotes the source or input voltage, Rx1j ∈ R+ is the respective phase
winding resistance and Ψx1j (ix11 , ix12 , qx) ∈ R represents the magnetic flux linkage
linking the circuits X11 and X12.
As discussed in one of the previous sections, the flux linkage term depends on
phase currents ix1j (t) ∈ R as well as on position qx(t).
Since the B-field of the permanent magnets permeates through air which is a lin-
ear medium, this implies that the flux, i.e. the flux linkage, is linear in the currents
(cf. equations (A.26) and (A.26)). Computing the rate of change of Ψx1j (ix11 , ix12 , qx)
equation (3.1) turns to




















where Lx1j ∈ R+ denotes self inductances and Mx121 ,Mx112 ∈ R+ the mutual inductances
of either phase of the X1-coil.
Thereby the first terms account for ohmic losses, whereas the second and the third
represent self and mutual induction of the coil. The last terms model the back-EMF
that arises due to a mechanical displacement of the permanent magnet array/magnetic
circuit relative to the coils.
Apparently, the back-EMF voltage in the last two equations is expressed in terms of
the partial derivative of the flux linkages.
Next, let us define Bxij (qx) as the vertical/normal flux density component above
the dedicated driving-coil system Xij and let l¯xij denote the effective wire length of the
coils inside the magnetic field. Using further the result of Example A.1.1, the partial
derivatives of the last summands of equations (3.2) and (3.3) may be rewritten as
∂Ψx1j (qx)
∂qx
= l¯x1jBx1j (qx) = Kx1j (qx). (3.4)
For a compact notation we use the vectors ix1 = (ix11 , ix12)
T and ux1 = (ux11 , ux12)
T as
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representing the resistance matrix, the generalized inductance matrix and the back-
EMF vector for a complete X1 coil.




= us(t)−R i(t)−K(q) q˙(t), (3.7)
where we introduced the supply or input voltage vector
us = (ux11 , ux12 , . . . , uy21 , uy22)
T ∈ R8, (3.8)
the block diagonal matrices
R = diag(Rx1 , . . . , Ry2) ∈ R8×8+ (3.9)








 ∈ R8×3. (3.11)
Parameter values for these matrices are given in Table C.1 in Appendix C.
The phase currents of the respective coil-systems are controlled by means of switched
DCAs with a fixed current control architecture. For gaining insights in the transient
behavior, we model the closed loop consisting of the DCAs and coils in the next section.
Remark 3.1.1. To be precise, for motion along the translational axes (qx, qy) one could
















as a consequence of rotational motion around the vertical axis. To account for these
effects in the coil model, one would simply add these terms to the right hand side of
equations (3.2) and (3.3).
However, in contrast to the back-EMF expected from translational motion, these
effects are negligible due to comparably small positions and rates of qz and qφ respec-
tively (cf. Assumption 3.1.9).
Derivation of a two-phase Digital Current Amplifier Model
The DCAs’ current control loop (see simplified scheme in Figure 3.1) consists of a mul-
tivariable moving average filter of order N = 8 located in the feedback path and a
multivariable discrete PI-controller (velocity algorithm) in ISA-form. The filter aims to











FIGURE 3.1: Assumed, simplified Hammerstein model of the closed cur-
rent loop of the entire motion system modeling the average time behav-
ior.






























FIGURE 3.2: Comparison of model (red) with measured (black) current
transient response of phases 1 (solid) and 2 (dashed) of linear motors X1
(a) and Y1 (b).
remove PWM induced current ripple from the measured A/D converted phase cur-
rents ik = i(kTs) ∈ R8 (neglecting quantization) so as to improve the current signals
if,k ∈ R8 for the control. Note that Ts denotes the sampling time. The filter and con-
troller are given by the discrete-time system
if,k =
1
N+1 (ik + ik−1 + · · ·+ ik−N ) (3.12)
u¯k = u¯k−1 −Kp (if,k − if,k−1) +Ki Ts (r¯k − if,k) , (3.13)
where rk = i?(kTs) ∈ R8 is the reference current, u¯k ∈ R8 the control signal, and
Kp ∈ R8×8 as well as Ki ∈ R8×8 are the (diagonal) controller gain matrices. Note that
r¯k = fs(rk) is a modification of rk by some function fs : R8 → R8 for casting nonlinear
steady state behavior into a Hammerstein model with static input nonlinearity and LTI
dynamics.
Since the amplifiers are PWM-switched with 200 kHz the current ripple is moder-
ate. Focusing on the average transient behavior, we model them as ideal continuous
voltage amplifiers with gain KT ∈ R8×8 (cf. Figure 3.1). Thus, we have the continuous
coil input voltage us(t) = KT u¯(t), where u¯(t) ∈ R8 is the average continuous time
signal of the PWM control u¯k.
Figure 3.2 compares simulations with experiments on the linear motors X1 and Y1





















FIGURE 3.3: Identified static I/O characteristics of current control loop
with regression line i = fs(i?) = 1.0769 i? − 0.0039792 as a scalar single
fit valid for all linear motors.
via measured transient current responses on reference current steps from 0.5 A to 3 A
(in 0.5 A steps over the current range of the DCAs). The model matches the transient
behavior well. Notice the effect of mutual induction (small undershoots) which is sup-
pressed quit well by the current controller.
The quantity fs(rk) obtained from measurement data shown in Figure 3.3, serves
to adjust the DC-gain. Note that the result from Figure 3.2 was obtained by putting the
dedicated measurement points of the corresponding phases (see Figure 3.3) into ded-
icated look-up-tables (see Table C.3 in Appendix C). However, since the relationship
between reference current input i?k and output ik is first and foremost of linear affine
nature, the stationary relationship of all phases together can be approximated by
r¯k = fs(rk) = p1 rk + p0 (3.14)
where p1 ∈ R and p0 ∈ R8 result from linear regression (cf. Figure 3.3). Although the
offset vector p0 is negligible small, we keep it for analyzing the effects of offsets and
asymmetries in current amplifiers on the mover dynamics in Section 3.1.5.
The observed differences and asymmetries in the DC-gain of the respective phases (es-
pecially X1) can be traced back to temperature drifts and inaccurate current measure-
ments. Note, however, that for an accurate set point regulation of the position of the
mover, the DC-gain of the current loop is not critical because the plant shows inte-
gral behavior. In similar cascade control settings, e.g. for the position or the angular
velocity control of DC-motors, even simpler proportional controllers are used for the
current loop (see [25]) as the main purposes of the current controller are: speeding up
the response by forcing the current to flow in the right direction, decoupling the phases
from each other, i.e. rejecting the mutual induction, and suppressing the effects of out-
put disturbances (back-emf). These requirements are met by the DCAs’ current control
loop. For trajectory tracking control, however, the DC-gain (p1) has to be known for an
appropriate inversion. The affine term p0 causes undesired force ripples and torques,
respectively. These effects will be discussed in Section 3.1.5.
A frequency response analysis of the closed current loop revealed a closed loop
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bandwidth of >2 kHz, if the bandwidth is defined as the frequency ωb at which the
magnitude of the bodeplot is greater than −3 dB. Therefore, and in view of the step
responses, it can be concluded that the closed-loop dynamics of the DCAs and coils is
very fast compared to the mover. Finally, the requirements of decoupling and back-emf




ik = r¯k = p1 rk + p0 ⇔ i(kTs) = p1 i?(kTs) + p0 (3.15)
instead.
Due to the small sampling time, Ts =5 µs, of the DCAs the static DCA-coil-model is
treated as continuous, i.e.
i(t) = p1 i
?(t) + p0. (3.16)
The parameter values of the complete DCA model are provided in Appendix C.
Modeling of Magnetic Flux Density, Lorentz Forces & Torques
The magnetic field of a permanent magnet array is governed by the flux density ~B.
Generally, ~B is a vector-valued function of positions (qx, qy, qz) in the three dimensional
space. It may be decomposed as per
~B(qx, qy, qz) = Bx(qx, qy, qz)~ex +By(qx, qy, qz)~ey +Bz(qx, qy, qz)~ez (3.17)
into its respective vector components (Bx, By, Bz) and the unit vectors (~ex, ~ey, ~ez) of the
standard basis of R3. The flux density distribution of such an array heavily depends
on its geometrical dimensions as well as on the considered observation point in space.
Thus, a model of the magnetic field distribution essentially involves the computation
of a functional dependency of theB-field with respect to the spatial coordinates as well
as the dimensional parameters. Once known, this model will be utilized for the compu-
tation of Lorentz forces and torques and the derivation of an appropriate commutation
law for the control of the motor. As discussed earlier (see Section 2.3.1), the permanent
magnet arrays are designed for a sinusoidal distribution along the translational axes.
This will be verified next, by modeling and measurements conducted at the test rig.
For modeling permanent magnetic structures in the three dimensional space, es-
sentially two popular methods exist. That is, the method of equivalent current and the
method of equivalent charge [24, 44, 57, 103]. These models are based on the central
idea or observation that there exist equivalent mechanisms that produce exactly the
same field as a permanent magnet. For the purpose of modeling, the actual field of the
magnetic structure might thus be replaced by its equivalent counterpart in free space,
in which there are no magnetic materials. Then, standard methods may be applied to
the magnetic equivalent, for obtaining a field solution.
In this respect the equivalent current model basically stems from the observation
that a (tightly wound one layer) solenoid with current density ~J gives rise to exactly
the same magnetic field as a permanent magnet with equal shape and proper magne-
tization. Thus, the magnetization inside the magnet may be modeled by a distribution
of equivalent surface or volume currents. That is governed by
∇× ~M = ~Jm (3.18)
~M × ~n = ~Jms, (3.19)
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where ~M , ~Jm, ~Jms and ~n denote respectively, the magnetization of the material, the
equivalent magnetic volume current density, the equivalent magnetic surface current
density and the surface normal containing ~Jms [24, 44, 57].
On the other hand, the equivalent charge model is rather a phenomenological model
considering the fact that fictitious isolated magnetic charges, i.e. magnetic monopoles,
(although not existent) placed at the top and bottom faces of the magnet also produce
exactly the same field as the permanent magnet itself [24]. Indeed, this abstraction
comes close to our natural intuition of magnetic north and south poles. Analogously,
the field of the permanent magnet might be reduced to a distribution of equivalent
charge given by [44, 57, 103]
∇ · ~M = ρm (3.20)
~M · ~n = ρms. (3.21)
Therein ρm is the equivalent magnetic volume charge density, ρms is the equivalent
magnetic surface charge density and ~n is the surface normal containing ρms.
For the computation of ~B, the equivalent currents or charges are inserted into
Maxwell’s magnetic field equations as equivalent source terms for which then stan-
dard methods can be applied [44]. Please note, that the volume densities are not ex-
istent, if the magnetization ~M inside the permanent magnet is uniform because the
spatial derivatives of a constant ~M vanish.
For obtaining the field solutions for rectangular or cuboidal magnets, as encountered in
the magnet array of the PPS1405, in the literature mostly the equivalent charge model
is adopted (see e.g. [1, 44, 81] among others). Following the lines of thought of [24, 44,
57, 103] we next present a sketch of the derivation of the field solution for the perma-
nent magnet array of the PPS1405. To this end, let us recall Maxwell’s magnetic field
equations (see Appendix A) given by




∇ · ~B = 0. (3.23)
For the simplification of the problem at hand it is convenient to impose reasonable field
conditions. Therefore, consider the following assumptions:
Assumption 3.1.2. It is unlikely that the magnetic field of a permanent magnet will change
over time. Hence, we assume that the magnetic field produced by the permanent magnets is
independent of time, i.e. it is static.
Assumption 3.1.3. Owing to the fact that there is no electric current inside the permanent
magnets producing the magnetic field, we assume that the permanent magnet is located in a
current free region in free space and thus assume the absence of current densities ~J .
With these assumptions we find that the magnetic field of an isolated permanent mag-
net is governed by
∇× ~H = 0 (3.24)
∇ · ~B = 0. (3.25)
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According to Definitions B.2.1 and B.2.2 its vector field may be classified as irrotational
and solenoidal. This means that there are no magnetic sources and sinks. As a conse-
quence of Helmholtz’ Theorem (see Theorem B.2.1 and corollary B.2.1) an irrotational
vector field can be derived from the gradient of a scalar potential. Thus, introducing
the magnetic scalar potential φm yields
~H = −∇φm. (3.26)
Now, substituting the constitutive relation (A.7) into (3.25) we obtain
∇ · ~B = µ0∇ · ( ~H + ~M) = 0. (3.27)
By virtue of the last equation, it can be seen that φm satisfies Poisson’s equation, that is
∇2φm = ∇ · ~M, (3.28)
where∇· ~M = ρm defines a magnetic volume charge density (cf. (3.20)). Assuming the
knowledge of ρm = ρm(~r), in accordance to [44], solutions for φm may be found using
the Green’s function G(~r, ~r ′) for the Laplacian. The solution for the scalar potential is




G(~r, ~r ′)ρm(~r ′) dV ′, (3.29)
where ~r is a position vector to an observation point, while ~r ′ denotes the vector to a
source point. For problems in the three dimensional space it is well known [44] that
G(~r, ~r ′) = − 1
4pi
1
|~r − ~r ′| (3.30)
such that






|~r − ~r ′| dV
′. (3.31)
Following [44, 103] this can be rewritten as per




∇′ · ~M(~r ′)






~M(~r ′) · ~n
|~r − ~r ′| dS
′, (3.32)
where ~M · ~n = ρms defines the magnetic surface charge also assumed to be known (cf.
(3.21)). Please note that ∇′ and ∇ operate only on the primed and unprimed coordi-
nates, respectively. Due to
~B(~r) = µ0 ~H(~r) = −µ0∇φm(~r) (3.33)
and relation
∇ 1|~r − ~r ′| = −
(~r − ~r ′)
|~r − ~r ′|3 (3.34)
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′) (~r − ~r ′)
|~r − ~r ′|3 dS
′. (3.35)
That is the flux density distribution outside an isolated permanent magnet in free space.
On the basis of the last equation the authors of reference [44] derive an analytical rela-
tionship for the field components (Bx, By, Bz) of a rectangular permanent magnet as a
function of space and geometrical dimensions. This includes the following assumption:
Assumption 3.1.4. It is assumed that the magnetization inside the permanent magnet is uni-
form and directed along qz , i.e.
~M = Ms~ez. (3.36)
From that, one can conclude that there is no volume charge density but a surface charge
density ρms = +Ms on the top face of the magnet and ρms = −Ms on the bottom face of
the magnet. Since the derivation of the analytical expression is quite tedious we resort
to the solution of [44] given by

























(−1)k+n+m arctan(T ), (3.39)
whereR, S, T are given by
R = (qy − qy,1) +
√
(qx − qx,m)2 + (qy − qy,1)2 + (qz − qz,k)2
(qy − qy,2) +
√
(qx − qx,m)2 + (qy − qy,2)2 + (qz − qz,k)2
(3.40)
S = (qx − qx,1) +
√
(qx − qx,1)2 + (qy − qy,m)2 + (qz − qz,k)2
(qx − qx,2) +
√
(qx − qx,2)2 + (qy − qy,m)2 + (qz − qz,k)2
(3.41)
T = (qx − qx,n)(qy − qy,m)
(qz − qz,k)
√
(qx − qx,n)2 + (qy − qy,m)2 + (qz − qz,k)2
. (3.42)
Therein, (qx,1, qx,2), (qy,1, qy,2) and (qz,1, qz,2) denote the positions of the edges of the
permanent magnet. The assumptions imposed by [44] are also valid for our case. So,
we adopt this model for the spatial description of the permanent magnet arrays of
the PPS1405 motion stage. Note, however, that the model given above is only valid
for an individual magnet. For computing the field distribution of a complete array
with Nm magnets we must calculate the solutions for every individual magnet placed
at its respective position inside the array and finally perform a superposition of the
individual field solutions1. Taking into account the alternating polarity of the adjacent
magnets within the array, the superposition of theNm field solutions may be expressed
1Note that the principle of superposition holds due to the linearity of Maxwell’s equations.
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FIGURE 3.4: Magnet mirroring for back-iron plate (image adopted from
[57]).
as [44, 82]
~B(qx, qy, qz) =
Nm∑
i=1
(−1)i ~Bi(qx, qy, qz). (3.43)
Note, that a similar model is given in [1].
Although this is not required by the model, for the sake of simplicity we introduce
a further assumption, i.e.
Assumption 3.1.5. It is assumed that the individual permanent magnets inside the magnet
array have the same physical characteristics in terms of magnetization, except their alternating
polarity, and are equal in their geometric dimension and shape.
The presence of a back-iron plate As discussed in Section 2.3.1, the individual per-
manent magnets are attached to a back-iron plate (see Figure 3.4). In view of the de-
rived magnet model, this issue deserves some special attention. Interestingly, with
the so-called method of images (see [44] Section 3.7), it can be shown [44, 57] that the
combination of a back-iron plate and a permanent magnet results in a magnetic field
that is equivalent to the field produced by a magnet that has doubled height. This ef-
fect is illustrated in Figure 3.4. On the left, four magnets attached to a back-iron plate
are shown. The magnets form an (NS) array with alternating magnetization/polarity.
This is indicated by means of arrows. The right hand side of Figure 3.4 represents the
magnets together with their images (mirrored at the boundary surface). Both repre-
sentations give rise to exactly the same field. This result shows that a back-iron may
increase the magnetic field strength and thus, the force density of the planar motor.
As a consequence of the result discussed above, it can be concluded that the model as
given in equations (3.37)-(3.43) may be applied even in the presence of iron. For the ac-
commodation of back-iron effects in a consistent manner, we simply have to (virtually)
double the height of the magnets.
Doing so, and taking also into account the magnetization and constant air gap qz,0
as given in Table 3.1, the three dimensional field distribution of the vector components
Bx(qx, qy), By(qx, qy) and Bz(qx, qy) may be computed via (3.37)-(3.43).
As an excerpt of the X1 linear motor, the field of a permanent magnet array with
six magnets is presented in Figures 3.5 and 3.6. On the right of Figure 3.5 the three di-
mensional surface plots are shown for the corresponding vector components. In order
to get a good impression of which effect occurs at which location, with regard to the
permanent magnet array, the latter is also indicated on the left hand side of the Figure.
Additionally, Figure 3.6 illustrates the respective side views along the translational axes
qx and qy in the same manner.
Apparently, as can be seen in Figures 3.5 (e), (f) and 3.6 (e), (f) the vertical flux
density distribution Bz(qx, qy), crucial for the generation of translational forces, shows
indeed a sinusoidal relationship with respect to the translational axis qx, as desired.
It shows a magnitude of approximately 0.5 T and has its maxima and minima per-
fectly aligned with the centerlines of the individual magnets. Along the direction of











































































































































FIGURE 3.5: Computed 3d flux density distribution of components
Bx(qx, qy), By(qx, qy), Bz(qx, qy) for an example of six permanent mag-
nets in NS configuration according to Table 3.1.
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FIGURE 3.6: Respective side views of flux density components along qx
and qy .
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qy it is almost constant except at the edges of the permanent magnets. Accordingly,
component By along qy is zero almost everywhere, except at the corners/edges of the
permanent magnets. There, the maximum and minimum peaks show a relatively small
magnitude of approximately 0.2 T and are equally aligned with the centerlines of the
magnets. The flux density component Bx shows a wave form that is akin to that of the
vertical components with similar amplitude but sharper edges. It additionally exhibits
a phase shift of a quarter of the magnet period, i.e. Tm/4, with respect to the vertical
component. Hence, maxima and minima occur in between two magnets. Along the
direction of qy it is likewise constant except at the edges of the magnets.
For comparing the model with real world data, measurements were undertaken at
the PPS1405 platform. In these experiments a Hall effect sensor was used for measuring
the vertical flux density distribution of the permanent magnet arrays of the X1 and Y1
motors. For the X1 motor the sensor was placed in parallel to the qy axis, next to the
driving coil. Thereby, the tip of the sensor was placed at the height of the working air
gap and it was centered with respect to the magnet depth. With reference to Figure
3.5 the tip was exactly at qy = 0. Then the motor was displaced and the flux density
was measured. The same experiment was similarly conducted for the Y1 motor. The
results of these investigations are illustrated in Figure 3.7, where the measured flux is
compared to the proposed model and an ideal sinusoid. The model shows a very good
match and the first impression is that the real field of the motors is very close to a pure
sinusoid with only minor nonlinear distortions around the top and the zero crossings.
The flux density model presented in (3.37)-(3.43) is very nice for building complex
simulation models. It is also very useful during the design and evaluation phase of
a motor with regard to an optimization of the geometrical dimensions of a magnet
array. Comparisons of this model with finite element analysis in [82] show a nearly
perfect alignment of the field solutions such that this model provides a computationally
effective means for a first design.
However, since we are mainly concerned in deriving a model suitable for controller
design we must admit, that this model is indeed too detailed and needs some further
simplification.
To this end, let us firstly restrict our analysis on the vertical flux density component
Bz(qx, qy) only since this is the component responsible for the generation of planar
propulsion forces in the (qx, qy)-plane. Then, let us confine on a constant air gap qz,0
such that the position dependency of qz in the vertical flux density vanishes. Let us
further introduce the variables Bxij (qx, qy) and Byij (qx, qy) with i, j = 1, 2 representing
the vertical flux density components with respect to the corresponding coil phases and
motors Xij , Yij .
individual magnets number 6
magnetization Ms = 1.02× 105A/m




array distance of adjacent magnets 4.1 mm
TABLE 3.1: Modeling parameters for the permanent magnet array with
partially virtual geometrical dimensions for the accommodation of back-
iron effects (cf. Table 2.2).




























































































FIGURE 3.7: Comparison of measured (Bz), modeled (Bmz ) and ideal
sinusoidal (Bidz ) flux density distribution along the qx (left) and along
the qy (right) directions with respective modeling deviations ∆Bmz =
Bz − Bmz and ∆Bidz = Bz − Bidz . NRMSEm = 1.14 %, NRMSEid = 2.63
% (left); NRMSEm = 1.47 %, NRMSEid = 3.13 % (right)
Next, and in view of Figure 3.5 we introduce the following simplifying assumptions
regarding Bxij and Byij :
Assumption 3.1.6. We assume that Bxij (qx, qy) above the Xij-coil is constant along the qy-
axis. That is, Bxij (qx, qy) = Bxij (qx).
Assumption 3.1.7. Similarly we assume that Byij (qx, qy) above the Yij-coil is constant along
the qx-axis such that Byij (qx, qy) = Byij (qy).
Due to the fact that the vertical flux density components are very close to a pure sinu-
soid for the time being we also assume so. Then,
Bxij (qx) = B¯ sin(
2pi
Tm
qx + ρp,j + ϕx) (3.44)
Byij (qy) = B¯ sin(
2pi
Tm
qy + ρp,j + ϕy) (3.45)
with magnitude B¯, magnet period Tm > 0, phase pitch ρp,j = pi2 (j − 1), and ϕx, ϕy > 0
phase shifts with respect to i-frame. The mismatch between the ideal and the actual
distribution will be treated in Section 3.1.5, where parasitic phenomena are considered.
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According to (A.23) the Lorentz force imparted on an energized coil inside a magnetic




d~l × ~B (3.46)
evaluated over the wire length C of the coil along the direction of current flow I d~l. The
Lorentz forces of the planar motor are modeled under the assumptions:
Assumption 3.1.8. We assume that the coils are perfectly orthogonally aligned with respect
to the qx- and qy-axes. Furthermore, coils are assumed sufficiently long with respect to the
permanent magnet width l such that end effects can be excluded. Finally, also the permanent
magnet array is assumed sufficiently long with respect to its corresponding motion direction
such that the number of current carrying wires inside the magnetic field is always constant.
Assumption 3.1.9. Due to tight sensor constraints (see 2.1) and very small tilting motion (see
[139]), the mover’s roll, pitch and yaw motion is small such that its influence on the electro-
magnetic forces is negligible. For the maximum yaw angle qφ,max ∈ [−0.25◦, 0.25◦] with roll
and pitch angles in between ±0.01◦. Therefore, (Bxij (qx), Byij (qy)) of the magnetic field are
assumed perfectly perpendicular to the respective coil surfaces, hence, also to every single coil
winding.
These assumptions imply that the Lorentz forces are acting in qx and qy direction only,
perpendicularly with respect to the coil (windings), regardless of the mover’s orien-

































FIGURE 3.8: Planar electromagnetic forces/torques on the mover: For
simplicity, coil phases are depicted as conductors. Dotted lines indicate
the location of the permanent magnet arrays, the solid line spots the
line of the applied electromagnetic forces. Forces Fxi = Fxi1 +Fxi2 act





z are longitudinal, transversal and angular (around the qz-axis)
body velocities with respect to i-frame.
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Due to Assumption 3.1.8 the solution for the line integral of the Lorentz force equa-
tion will result in constant values l¯xij and l¯yij , respectively, representing the effective
lengths of the dedicated coil phases inside the magnetic field. Taking into account the
respective directions of current flow, the electromagnetic forces between the permanent
magnet arrays and the single coil phases read
Fxij (qx) = |ixij l¯xijBxij (qx)~ey × ~ez| = |ixij l¯xijBxij (qx)~ex| = ixij l¯xijBxij (qx) (3.47)
Fyij (qy) = |iyij l¯yijByij (qy)~ex × ~ez| = |iyij l¯yijByij (qy)~ey| = iyij l¯yijByij (qy). (3.48)
Note that solving the line integral is not necessary, since the motor constants Kmxij =
l¯xij B¯ may be obtained experimentally. Thus, with regard to Figure 3.8, the total sums
of forces in the respective directions are











Notice, that for the computation of torque around the normal axis we should consider
the fact that the lever arms depend on the yawing angle qφ. Namely,





+ x tan(qφ), dx2(qφ) =
d1
cos(qφ)




− y tan(qφ), dy2(qφ) =
d2
cos(qφ)
+ y tan(qφ) (3.50c)




Fxij , Fyi =
2∑
j=1
Fyij , i = 1, 2. (3.50d)
Due to very small yaw angles of qφ,max = ±0.25◦ (see Assumption 3.1.9) we apply the








with d1, d2 denoting the distances from the mover’s center of gravity to the centerline
of the permanent magnet arrays. For brevity, we omit the dependencies in forces and
torques on currents and positions, respectively.
Let us now drop the ~(·)-notation for vectors and vector valued functions. Doing so, and
gathering the forces and torques in a vector τ = (Fx, Fy,Mz)T yieldsFxFy
Mz
 =
 Fx11 + Fx12 + Fx21 + Fx22Fy11 + Fy12 + Fy21 + Fy22
d1 (Fx11 + Fx12 − Fx21 − Fx22) + d2 (Fy21 + Fy22 − Fy11 − Fy12)
 .
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Since the currents are linear in the forces, the last statement forms a system of linear
equations with matrix B : i→ τ , such that






l¯x11Bx11(qx) 0 d1 l¯x11Bx11(qx)
l¯x12Bx12(qx) 0 d1 l¯x12Bx12(qx)
l¯x21Bx21(qx) 0 −d1 l¯x21Bx21(qx)
l¯x22Bx22(qx) 0 −d1 l¯x22Bx22(qx)
0 l¯y11By11(qy) −d2 l¯y11By11(qy)
0 l¯y12By12(qy) −d2 l¯y12By12(qy)
0 l¯y21By21(qy) d2 l¯y21By21(qy)













where B is the control allocation matrix that expresses the position dependency of the
field and the electromagnetic coupling of forces. Note that in terms of the magnetic
flux density model this is the most general form. For simplicity, we assume further
that ∀i, j the effective lengths l¯x = l¯xij and l¯y = l¯yij such that the motor constants are
given by Kmx = l¯xB¯ as well as Kmy = l¯yB¯. Taking further the simplified flux density
model into account yields
B(q)T =

Kmx sin(ζx) 0 d1Kmx sin(ζx)
Kmx cos(ζx) 0 d1Kmx cos(ζx)
Kmx sin(ζx) 0 −d1Kmx sin(ζx)
Kmx cos(ζx) 0 −d1Kmx cos(ζx)
0 Kmy sin(ζy) −d2Kmy sin(ζy)
0 Kmy cos(ζy) −d2Kmy cos(ζy)
0 Kmy sin(ζy) d2Kmy sin(ζy)
0 Kmy cos(ζy) d2Kmy cos(ζy)

(3.54)
where ζx = 2piTm qx + ϕx and ζy =
2pi
Tm
qy + ϕy. This completes the computation of forces.
Remark 3.1.2. Note that the assumptions on the ideal sinusoidal wave form distribu-
tion of the vertical flux density component may appear restrictive at first sight. How-
ever, they have a practical relevance. In fact, in practice sine and cosine functions are
used for a commutation of the motor (see among others [35, 57, 121]). These commu-
tation laws used throughout in practice directly stem from the assumption of an ideal
sinusoidal field component. Such a sine-cosine commutation law is also applied in the
PPS1405. Hence, we will use this assumption for the derivation of the commutation
law, but at the same time, we study its impact in the presence of uncertain field distri-
butions in Section 3.1.5.
Remark 3.1.3. Under ideal conditions the By component has zero force contribution
because it is in parallel with the direction of current flow. Hence, the vector product in
the Lorentz force equation is zero. This of course changes if there is a rotation of the
magnet, or equally the mover, because the field direction gets more and more anti par-
allel with respect to the current flow. However, in accordance with the vector product
this force component would be normal on the (qx, qy)–plane pointing in the direction
of qz . It will thus not influence translational motion. Due to the hard sensor constraints
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on the yawing angle of ±0.25◦ encountered in the PPS1405 this influence is negligible.
Remark 3.1.4. Although we restricted our analysis to the translational forces and
therefore the vertical flux density only, it is important to notice that the flux density
component Bx(qx) has also a force contribution. Indeed, it gives rise to vertical forces
along qz . In practice this is sometimes used to actively levitate the mover of a planar
motor. However, in the PPS1405 the vertical position cannot be controlled because of
the following reasons. First, the vertical position is not measured which results in a
lack of feedback information necessary for control. And second, the force necessary for
levitation is not high enough. So, we must accept it as a parasitic effect. For a rough
estimate of its effect it can be shown that the vertical force makes approximately 10 %
of the translational force applied. According to [123] this results in a variation of the air
gap of±1 µm, which is acceptable. But these effects should be kept in mind. In practice
one tries to optimize the magnet geometry such that these effects are minimized, while
at the same time translational forces are maximized.
3.1.3 Commutation Law
The previous analysis shows that the electromagnetic forces/torques (3.52) depend on
the position in a nonlinear, nonuniform manner. Furthermore, in view of the control
task of Figure 2.2 (Section 2.1) we favor to specify reference forces τ? with respect to
the physical degree of freedoms rather than reference currents i? (actual control inputs).
These issues are resolved with the so-called motor commutation law
i? = Co(q) τ
? (3.55)
that distributes the phase currents for obtaining the desired force independent from
the mover position. For the generation of perfectly constant or homogeneous forces
this ideally requires the exact knowledge of the field distributions with respect to the
qx and qy axes, the exact knowledge of motor constantsKmx,Kmy as well as the absence
of current offsets, i.e. p0 = 0.
In fact, composing the commutation law and the control allocation (3.52) indicates
that the commutation law results from inversion of B(q). Since the system is overac-
tuated with 8 control inputs for 3 degrees of freedom, we follow the ideas of [121] for
deriving a commutation law that minimizes the electric power ‖i‖2 = i2x11 + . . . + i2y22





s.t. Bi = τ.
This poses a least norm problem that may for instance be solved with the method of
Lagrange multipliers. The classical solution reads
i?(t) = B(q)T (B(q)B(q)T)−1 τ?(t) = Co(q) τ?(t), (3.56)
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where of course Co(q) represents the Moore-Penrose pseudoinverse of B(q). For the









































It turns out that the minimum power commutation coincides with the well-known
sine-cosine-commutation in motion control and electric machine engineering [57, 117,
121]. The intuition behind this commutation law is the trigonometric identity sin2(x) +
cos2(x) = 1.
This becomes clear, if e.g. equation (3.52) is considered for the generation of F ?x .






where bT1 and c1 denote respectively, the first row of B(q) and the first column of Co(q).










F ?x = F
?
x .
The fact that the motor constants Kmx and Kmy appear inside the commutation matrix
is not appealing from a practical point of view because these parameters are somehow
hidden inside of this matrix. This fact renders it complicated to analyze uncertainties in
the motor constants. Therefore, we next introduce a mathematically equivalent scheme
that allows us to have direct access on the motor constants. The equivalent commuta-
tion scheme is given by equations


















sin(ζx) 0 −d1 sin(ζx)(d21+d22)
cos(ζx) 0 −d1 cos(ζx)(d21+d22)
0 sin(ζy) −d2 sin(ζy)(d21+d22)









is a "gainless" commutation matrix without any motor constants and
Km =
2Kmx 0 00 2Kmy 0
0 0 2Kmφ
 (3.61)
is a constant diagonal matrix with the doubled motor constants representing each pair









In fact it is easy to show that
τ? = B(q) i? = B(q)C¯o(q) i?c = Km i?c = τ? (3.63)
and is hence equivalent to (3.56). With this law, apparently the inversion of the motor
constants appears from outside such that the effect of uncertainties with respect to these
quantities is more visible. The effect of matrix C¯o on B is the mere compensation of the
nonlinearities of the flux density distribution leaving outside the motor constants.










represents a vector of (virtual) currents, one for each axis. In the literature variable
ic is also referred to as input current command [35]. Intuitively, this version of the
commutation law resembles an analogy to rotary DC-motors.
By virtue of the fact that both laws are equivalent they might be used interchange-
ably. So, if we are concerned with the analysis of a nominal or an ideal system then we
will use the version from (3.56). Otherwise we make use of (3.59).






Remark 3.1.6. It is important to notice that the commutation matrices not necessarily
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need to be made up of sine and cosine functions. If the knowledge of the field distribu-
tion is better than only sine and cosine, then this knowledge might be included inside B
or B¯ respectively. In practice it is also possible to measure the flux density distribution
online by means of Hall effect sensors [57]. The commutation matrices can thus be fed
directly by these values.
3.1.4 Mechanical Equations of Motion
Rigid Body Dynamics
We refer to [41] for the mover’s mechanical equations of motion. This includes the
velocity transformation
q˙(t) = R(qφ) ν(t), (3.66)
and the well-known Newton-Euler-equations with respect to the body fixed frame (b-
frame)
m (v˙c(t) + ω(t)× vc(t)) = fc(t) (3.67)
Ic ω˙(t) + ω(t)× (Ic ω(t)) = mc(t). (3.68)
In these equations, q˙ ∈ R3 is the velocity in the inertial frame and
R(qφ) =
cos(qφ) − sin(qφ) 0sin(qφ) cos(qφ) 0
0 0 1
 ∈ SO(3) (3.69)
is an orthogonal matrix transforming b-frame velocity ν = (vbx, vby, ωbz)T into i-frame
(Figure 3.8). Moreover, vc = (vbx, vby, 0)T, ω = (0, 0, ωbz)T, fc = (f bx, f by , 0)T, mc =
(0, 0,mbz)
T are linear velocity, angular velocity, propelling forces and torques of the
mover, respectively, all defined in b-frame. Variables m and Ic ∈ R3×3 are the mover’s
mass and inertia tensor. Assumption 3.1.9 and planar motion imply the zeros in ω, mc,
vc and fc. Since the b-frame origin coincides with the center of gravity (CG) and the
principle axes of rotation [41], the inertia tensor Ic is diagonal. Inserting vc, ω, fc and
mc in (3.67), (3.68) and enhancement by a linear damping τ bd(t) = −Dν(t) yields
M ν˙(t) + C(ν) ν(t) +Dν(t) = τ b(t) (3.70)
as the dynamics in b-frame coordinates with
M=
m 0 00 m 0
0 0 Iz
 , C(ν) =
 0 −mωbz(t) 0mωbz(t) 0 0
0 0 0
 (3.71)
as mass and Coriolis matrix, respectively, D = diag(dx, dy, dφ) the damping matrix and
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Mq¨(t) + C¯(q˙)q˙(t) +Dq˙(t)
)
= τ b(t). (3.73)
Note that the Coriolis term C¯(q˙) = (mI−M)S(q˙) ∈ R3×3 made up of I as identity
matrix and the skew symmetric cross product operator S(q˙) [41] vanishes. Note further
that S(q˙) = 1mC(q˙) and S(ω) =
1
mC(ν) since q˙φ = ω
b
z (see last row of R(qφ)).
As we have assumed that the electromagnetic forces always act perpendicularly to
the coils (see Assumption 3.1.9 and Figure 3.8) the forces propelling the mover act in
i-frame. Their expression in b-frame requires the rotation τ b = R−1(qφ)τ . This finally
yields the dynamics now in i-frame
Mq¨(t) +Dq˙(t) = τ(t) = B(q) i(t). (3.74)




from (3.56) and Co as in (3.57) into the right hand side of (3.74) we obtain
Mq¨(t) +Dq˙(t) = τ?(t) (3.76)
constituting the rigid body dynamics of the mover, being completely linear. Due to the
special structure of matrices M and D, it is obvious that under ideal conditions axes
are naturally decoupled from each other such that we can treat every individual axis as
a simple single input single output system. Doing so and dropping the ·? superscript
yields
mq¨x(t) + dxq˙x(t) = Fx(t) (3.77)
mq¨y(t) + dy q˙y(t) = Fy(t) (3.78)
Icq¨φ(t) + dφq˙φ(t) = Mz(t) (3.79)
Due to the fact that all axes share the same dynamics but possess different parameters,
we introduce a one dimensional generic axis model given by
mlq¨l(t) + dlq˙l(t) = Fl(t), (3.80)
that shall represent every individual axis of the stage. Thereby, we use the following
definitions
l ∈ {x, y, φ}, mx = my := m, mφ := Ic, Fφ := Mz. (3.81)
Remark 3.1.7. Note that we did not use the model of the DCAs yet. Here we simply
assumed ideal conditions, i.e. the fact that the commanded or desired current is equal
to the current through the coils. The effect of imperfect DCAs is explained in Section
3.1.5.
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Flexible Dynamics
Besides the rigid body dynamics it is also important to take flexibilities and structural
modes into account. Following reference [114] mainly three sources of flexibilities are
encountered in electromechanical drives/devices. That is
• actuator flexibilities
• guiding system flexibilities and
• stator or machine frame flexibilities.
Due to the simple and flat, integrated design of planar actuators the effect of the former
two sources is relatively small and therefore neglected at first sight (see discussion in
Section 2.3.3). However, inherent flexibilities in the machine frame (stator) and the
inextricably linked lightly damped vibrations of the latter have an immense influence
on the mover dynamics. In fact, they pose critical challenges in achieving performance
specifications such as high tracking bandwidth or low settling times of servo errors
[114, 125].
Indeed, the main cause of such vibrations is the reaction force of the mover im-
parted on the stator. Due to the fact that the stator constitutes a mass with limited
stiffness and low damping, it is exited by these forces and caused to vibrate. Since the
mover moves on the stator base and relative to it, these vibrations appear as input per-
turbations acting on the mover. They are characterized by long-tailed transients with
typical frequencies between 1–10 Hz [125]. Of course, any other external disturbance
can excite the frame resulting in the same detrimental effects.
Due to a relatively low mass ratio of the PPS1405 of 300/20 between base (stator)
and load (mover), exactly these effects have been experienced throughout the exper-
iments. This fact is illustrated in Figure 3.9. It shows the tracking error of a servo
controller in a point-to-point motion task. The controller, which was designed on the
basis of the rigid body dynamics, clearly shows the long-tailed oscillations having a
detrimental impact on positioning accuracy and settling time. For a sufficient reduc-
tion of these oscillations they must be taken into consideration.
t [s]



























FIGURE 3.9: Tracking error (left) and control input (right) for a servo
controller in a point-to-point motion task.
In order to account for these effects and structural modes in general, the biggest mov-
ing masses of a machine are typically modeled as individual masses coupled by springs
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and dampers [13, 114, 125, 133]. In doing so, an abstract model representation, account-
ing for the frame vibration, may be given by the mass spring damper system shown in









FIGURE 3.10: Abstract mass spring damper model for the description of
compliance between stator and mover, analogues to models presented
in [114, 125].
additional compliance of the stator. The equations of motion for the simple model are
given by
ms,lq¨s,l(t) = −ds,lq˙s,l(t)− ks,lqs,l(t) + dl (q˙m(t)− q˙s,l(t))− Fl(t) (3.82)
mlq¨m(t) = −dl (q˙m(t)− q˙s,l(t)) + Fl(t) (3.83)
where ms,l and ml are stator and mover mass/inertia, ks,l and ds,l are stator stiff-
ness and damping, while qm, qs,l and ql denote, position/angle of mover mass, po-
sition/angle of stator mass and measured output as the relative displacement between
stator and mover given by
ql(t) = qm(t)− qs,l(t). (3.84)
Differentiating the last equation twice with respect to time and substitution into (3.83)
yields
















as a generic model for an individual axis.
Remark 3.1.8. Apparently, from equations (3.85) and (3.86) the effect of stator motion
on the mover dynamics is visible. Indeed, the differential equation with respect to the
measured output ql constitutes the rigid body dynamics of the mover (cf. (3.80)) that
is perturbed by the stator acceleration. Hence, the effect can also be interpreted as an
external perturbation, affecting the mover.
Note further that in the frequency domain the stator dynamics creates a complex
conjugate pair of poles and zeros in the transfer function from Fl to ql of (3.85) and
(3.86). It thus represents the so-called internal dynamics of the system. On the other
hand, the differential equation (3.85) constitutes the external dynamics. This terminol-
ogy will be treated more precisely in Section 3.2.
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Another interesting observation is the fact that due to the existence of only one con-
trol input, one has to trade high performance positioning control of the mover off for
vibration damping of the stator or vice versa [125].
Remark 3.1.9. In view of the model abstraction the following should be noted. For a
more precise modeling of structural modes one would actually model every single ele-
ment inside the machine by means of a coupled mass spring damper approach because
every mechanical element attached to the machine has its own resonance frequency
contributing to some extend to the frequency characteristics of the motion stage. So,
this approach would actually involve that in addition to stator and mover the follow-
ing elements should also be considered in a coupled mass spring damper modeling
approach: the sensor head, the sensor grid, the coils, the magnet arrays and the air
bearings. Since every element contributes with a model order of two the model order
of the resulting model grows fast as each of these elements is added. Owing to the
fact that these elements have a wide range of time constants usually such a model is
numerically stiff and consequently complicates controller design due to numerical is-
sues. Hence, we try to keep the modeling complexity low by restricting on the most
significant dynamics. Another problem of these more complex models is the fact that
model parameters appear unmatched, which means that they are not in the span of the
input matrix. This in fact is undesirable in terms of adaptive control approaches.
3.1.5 Phenomenological Disturbance Models
Disturbances encountered in the motion system in question may be classified as envi-
ronmental disturbances, e.g. floor vibration or other external forces on the mover or
stator, and system inherent disturbances or parasitic effects. This section is dedicated
to the latter class. These disturbances generally arise due to the imperfectness of the
magnetic field wave form distribution as a result of component tolerances as well as
parasitic forces caused by magnetization and eddy current effects [123] of ferromag-
netic components. Since in accordance with [123] the analytical computation of eddy
current and magnetization effects is expensive, in this section we propose phenomeno-
logical models for describing the phenomena that have been observed throughout the
experiments. Some typical disturbances in the context of planar motors are also pre-
sented in [57, 117, 118, 135].
Firstly, commutation errors occur if the actual flux density distribution deviates
from the theoretical design captured in B(q). The analytical model for the permanent
magnet array (3.37)-(3.43) derived earlier is very well suited for describing such effects
in a high fidelity simulation environment. Another very simple one dimensional model
was presented in our work in [141] which accounts for these effects in a phenomeno-
logical manner.
The key idea of this model basically stems from the observation that the wave form
of the real flux density distribution often shows distortions at the top and the zero
crossings. This effect has been recreated by the use of tangent-hyperbolic and sine-
hyperbolic functions, respectively. These are successively applied to the nominally
expected sinusoidal flux density distribution, namely
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The free parameters α1, α2, α3 ∈ R are for shaping the waveform. Figure 3.11 shows
a comparison of the model with another flux density measurement (black), measured
with a Hall effect sensor. Despite the extreme simplicity of the model a very good
model fit (red) with the real flux density is achieved. It could also be modeled by a sine
wave with higher harmonics similar to the approach in [118].
Inserting this magnetic field model or the one from (3.37)-(3.43) in B(q), yields the
parasitic control allocation matrix Bp(q) such that ∆B(q) = Bp(q)−B(q) may denote its
deviation from the ideal description.
However, most significant is the influence from external forces due to magnetization-
effects of ferromagnetic components in the traversing range (see Figure 3.14). These
forces mainly arise from cogging/reluctance forces. Further external forces are spring
forces of air supply hoses and downhill-slope forces due to an inaccurate adjustment
of the stator.
A closed-loop experiment was conducted with the mover operated in constant ve-
locity. We identified the external disturbances during the experiment through analysis
of the control signal in a velocity controller as a measure of the external disturbances.
Figure 3.12 indicates a strong correlation between force ripple and ferromagnetic coil-
screw positions. The external parasitic forces are direction dependent and linearly
scale with the magnitude of the velocity. In this regard, we propose the following
phenomenological model for the generic axes:
Fp,l(ql, q˙l) =
{
dp,l q˙l + F¯
+
p,l(ql), for q˙l ≥ 0
dp,l q˙l + F¯
−
p,l(ql), for q˙l < 0
(3.89)
with direction dependent F¯+p,l(ql) and F¯
−
p,l(ql) (Figure 3.12), damping coefficient dp,l > 0
and l as defined in (3.81). As a result of aerostatic levitation, static friction effects are
absent. Therefore, for a softer transition between the direction dependent terms we use
Fp,l(ql, q˙l) = dp,l q˙l +
1
2 (tanh(δq˙l) + 1) F¯
+
p,l(ql)− 12 (tanh(δq˙l)− 1) F¯−p,l(ql) (3.90)
with δ > 0. Note that this implements a smooth kind of coulomb plus viscous friction
model [4].
























FIGURE 3.11: Comparison of ideal (sinusoidal) Bidy12 , measured By12 and
simulated/modeled Bpy12 magnetic flux density distributions of the Y1-
PMA along the qy-axis. The phenomenological magnetic flux model uses
parameters B¯ = 0.4677, α1 = 0.4851, α2 = 0.1877, α3 = 6.6367, Tm =
21.3423 and ϕx = −0.1355 obtained via curve fitting. The normalized
root mean square error between measured and simulated distributions
is 1.32%.
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FIGURE 3.12: Experimentally identified parasitic forces for qx, qφ ≡ 0 ∧
qy ∈ [−24, 24] mm (upper Figure) and qy, qφ ≡ 0 and qx ∈ [−70, 70] mm
due to magnetization of ferrous screws that fix the coils.
Stacking the parasitic forces Fp,l for all l in consecutive order into the vector τp(q, q˙)
these models combine to the total forces
τtotal = (B(q) + ∆B(q)) i(t)− τp(q, q˙), (3.91)
acting at the input of the motion stage. Taking also the DCA model (3.16) and the
commutation law (3.59) into account, the total forces combine as per
τtotal = p1Kmi
?
c + p1∆B(q)C¯o(q)i?c + (B(q) + ∆B(q))p0 − τp(q, q˙) (3.92)
= p1τ
? − fd(q, q˙),
where i?c = K−1m τ?. Now let us briefly elaborate on the influence and the significance
of these effects. Apparently, the DC-gain p1 of the closed current loop constitutes the
(force) input gain for the mechanical system that has been identified in Section 3.1.2.
The second term represents force and torque ripple as a result of errors in the commu-
tation scheme. Roughly speaking, these can be seen as modulations of the entries in
∆B with sine and cosine functions. It thus constitutes a periodical disturbance depen-
dent on position. Since it scales the control input in dependence of the actual position,
this effect can also be interpreted as a fluctuation of the input gain which can greatly
be addressed to adaptive control algorithms.
In order to get a rough idea on the extent of these effects, a typical force ripple is
shown in Figure 3.13. In this example, on the basis of the analytical magnet model
(3.37)-(3.43) (parameters see Table 3.1), the force ripple is computed for motion along
qy. Without loss of generality we set Kmy = 1 and normalized the ideal sinusoidal and
the true field distributions Bpx1j (cf. Figure 3.13 (a)). Please note that the value of the















































FIGURE 3.13: Force ripple due to commutation errors along qy examined
over one magnet period Tm. Magnetic field distributions Bpy1j compared
to ideal sine and cosine distributions and the resulting ideal Fid and ac-
tual applied force distribution Fy over qy (a). Close up of the forces in
(b).
motor constant has no effect on the value of the ripples since the motor constant itself
is compensated inside the commutation law. Additionally, we commanded a constant
translational force of F ?y = 1 N. With application of the sinusoidal commutation law
from (3.56) the actual force Fy imparted on the mover slightly deviates from the com-
manded one. In fact, it shows ripples with peak values between 4–6% of the applied
force which is tolerable (cf. Figure 3.13 (b)).
This shows that commutation errors do have an effect. However, during exper-
iments and simulations it has been observed that when treated as an external input
disturbance (lumped disturbance approach) these effects could greatly be suppressed
by means of feedback control including integral action. Therefore, for simplicity we
will treat it as a lumped input disturbance, lumped into fd(q, q˙).
Note that the control algorithms to follow will be designed to tolerate an even
higher uncertainty in the input gain such that these relatively small fluctuations are
dominated by these uncertainties. So, if the controller can handle these higher uncer-
tainties it will also handle commutation errors considerably well.
The third term is only presented for the sake of completeness, in order to show
that offsets or asymmetries p0 in the power amplifiers also give rise to parasitic force
ripples. As discussed in Section 3.1.2 the offset vector in our case is negligible. What
is interesting about offsets, is the fact that they create linear combinations with the true
force allocation matrix of the process. In reference [117] this remarkable property is
used for an off-line identification of the entries in the force allocation matrix. Although
not apparent in the case of the PPS1405 these disturbances can also be included in
fd(q, q˙) without any problems.
The greatest influence however emanates from the last term of (3.92) as discussed
earlier. Please note that the functions F¯+p,l and F¯
−
p,l also partially include commutation
errors since these have been identified from a closed loop experiment that of course
included these effects. We also lump this disturbance into fd(q, q˙).
Finally, from these observations we can conclude that the most prominent distur-
bances encountered in the motion stage system essentially occur at the control input,
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where they appear as matched uncertainties. Obviously, for precise trajectory track-
ing the controller has to reject or suppress fd(q, q˙) in an application relevant frequency
band. Indeed, this is challenging since the frequency of the periodic force ripples scales
with mover velocity. A detailed discussion on that can be found in [117, 118].
Remark 3.1.10. In the face of our application luckily the influence of commutation
errors turns out less. However, it should be noted that strictly speaking, commuta-
tion errors resemble fluctuations of the input gain. Moreover, it can be shown that
commutation errors can lead to a parasitic coupling of control inputs. This should be
checked from application to application in order to evaluate the impact on the system
in question.




f¯1,x(qx, q˙x) f¯1,y(qy, q˙y) f¯1,φ(qφ, q˙φ)
)T (3.93)
such that f¯1,l(ql, q˙l) represents one of these disturbances in the respective directions.
We further define
x1(t) := ql(t), x2(t) := q˙l(t), x3(t) := qs,l(t), x4(t) := q˙s,l(t) (3.94)
as system states and substitute (3.86) into (3.85). Furthermore, we define u1(t) := i?l (t)
as an element of i?c as control input and f1,l := f¯1,l/(2p1Kml). Finally, omitting index l
for simplicity yields the following generic single axis LTI state space model
x˙(t) = Ax(t) +B(u1(t)− f1(x, t)), x(0) = x0 (3.95)




0 1 0 0
0 −a1 a2 a3
0 0 0 1
0 a4 −a2 −a3












































Note that due to the linearity of the term dp,lq˙l in (3.90), this term is directly inserted
into A and absorbed by a1.
A comparison of experimental position data to the overall motion stage model is
shown in Figure 3.14. It shows several open loop step responses of the process along
the translational motion axes. These step responses have been applied at the very be-
ginning of our investigations for gaining first insights and some intuition over the pro-
cess. Clearly, the influence of external forces can be recognized by the waviness of the
position signals. However, the overall model match is nearly perfect.
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FIGURE 3.14: Comparison of experimental position data with simula-
tions on the proposed model for current/force step responses (in whole
current/force range of 0–3 A,0–10 N) over the entire traversing range
along the qx and qy-axes.
3.1.6 Closed Loop Frequency Response Measurements
Although the open loop responses show an excellent match, these experiments show
no visible evidence for the occurrence of vibration of the stator part. However, as dis-
cussed in Section 3.1.4 and as shown in Figure 3.9, closed loop experiments revealed
that there are substantial effects due to structural modes.
Since the dynamics of the motion stage is dominantly linear, a simple and effective
means of identifying resonances is the measurement of the frequency response function
(FRF) of the process. This is also to validate the theoretical modeling approach and
verify whether there are further effects not taken into consideration so far.
By virtue of the fact that the process is not BIBO stable the measurement of the
FRF can only be accomplished in a closed loop experiment. Such an experiment was
designed in the work of [93]. To this end, three simple PID controllers, one for each
axis, were designed for the mere stabilization of the process. For the excitation of the
process a crested multi-sine signal with logarithmic frequency spacing was used due
to the remarkable properties of these signals [110].
In a closed loop experiment a bias free estimate of the open loop process FRF might
be obtained via indirect FRF measurements [110]. Roughly speaking, this means that
either the sensitivity or the complementary sensitivity function is measured, while the
transfer function of the process is recomputed via the known controller transfer func-
tion and the equations of the standard feedback loop (see [7, 93, 110] and references
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therein).
Remark 3.1.11. The presence of nonlinear perturbations and input disturbances at the
motion stage raises doubts about the validity of the FRF, and at first sight, leads to the
intuition of a corrupted FRF or the existence of bias errors such that the FRF has no
useful meaning. However, in the work of [93], the influence of exactly these effects
on the motion stage’s FRF has been investigated. It was found that these disturbances
do affect the result of the FRF but only in the low frequency range up to 1 Hz. For
frequencies greater than 1 Hz the FRF "converges" to its expected/nominal behavior
which is sufficient for us.
Figure 3.15 illustrates the results of the measurements from 1–500 Hz for all three axes.
The measured FRFs are indicated with gray solid lines. The FRF of the theoretical
model (3.95) (without disturbances) is shown with a black dotted line and the theoret-
ical model in series with a fitted transfer function is illustrated with red dashed lines.
Until a frequency of approximately 200 Hz all the magnitude plots show the behavior
that one would expect from the theoretical model. That is a slope of −40 dB/decade
and (partially) in the range of 10 Hz to 20 Hz an anti-resonance followed by a resonance
peak. The latter characteristic stems from a colocated sensor-actuator configuration as
discussed in 2.3.3 and results from compliance between mover and stator representing
the first resonance mode of the machine. Interestingly, in that range there is no distinct
resonance in the dynamics of qφ. This is traced back to very small rotational motion
and a relatively stiff stator with respect to reaction torques. Owing to the low damping
properties of the mover, the influence of viscose damping is only visible below 1 Hz
which is not shown here.
Normally, from the theoretical model it would be expected that the phase will not
fall below −180◦. However, in all three Figures it can be seen that after the resonance
peak at ω ≈ 20 Hz the phase creeps slowly downwards until a frequency of ω ≈ 200 Hz,
where it reaches a value of approximately −220◦ to −230◦. After that point, the phase
abruptly drops a further −180◦, where it finally reaches a value between −360◦ and
−450◦. In the magnitude plots this phase drop is accompanied by a second resonance
peak. It is believed that this second peak /structural mode originates from compliance
between the sensor and the actuators and/or the guiding system. It is important to no-
tice that the current control loop of the actuators has a phase lag of −16◦ at a frequency
of ω = 500 Hz. Therefore, it contributes only very little to the observed phase lag such
that the source is definitely not the current loop dynamics of the actuator but a different
one.
Eventually, the Figure indicates a good model match of the theoretical model with
the measured FRF. This is a first important step towards adaptive controller design.
Indeed, although it is possible that parameters like masses, damping coefficients, stiff-
nesses etc. may change, for the application in question it is rather unlikely that the
fundamental physical structure of the system will change. Therefore, the identification
of the physical structure of the machine is a first insight in the configuration of para-
metric uncertainties and hence a first step towards parameter adaptation and adaptive
control. However, the observed creep in phase and the high frequency resonance is not
represented by the theoretical model.
In order to make use of both, i.e. the theoretical model as well as the experimental
results, we suggest to split the FRF into two frequency bands. Thus, the overall input
output behavior of an individual axis of the motion stage maybe represented by the








































































FIGURE 3.15: comparison of measured and identified FRFs for qx (a), qy
(b), qφ (c) (input current [A], output position [mm])
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following transfer function
y(s) = Σ(s)u(s) = Σ1(s)Σ2(s)u(s), (3.99)
where Σ1(s) denotes the transfer function in the first frequency band ranging from
1 Hz to 200 Hz, while Σ2(s) represents the remaining higher frequency parts of Σ(s)
including the creeping drop in phase. Thus intuitively, Σ2(s) plays the role of a virtual
actuator model. Hence, the output of Σ2(s) is the input of Σ1(s), i.e.
y(s) = Σ1(s)u1(s) (3.100)
u1(s) = Σ2(s)u(s). (3.101)
In that way it is possible to relate Σ1(s) to the state space realization given in (3.95)
(without disturbances), i.e.
Σ1(s) = C(sI −A)−1B, (3.102)
driven by the output u1(t) of the input dynamics Σ2(s). Let the minimal state space
realization of the virtual actuator dynamics Σ2(s) be given by
x˙a(t) = Aa xa(t) +Ba u(t), xa(0) = x
0
a (3.103)
u1(t) = Ca xa(t).
For the parameter identification of Σ2(s) a 4th order transfer function with one left
half plane zero for both, the translational axes, and two left half plane zeros for the
rotational axis was fitted by solving a complex curve fitting problem. The FRFs of the
complete model are shown in Figure 3.15 in red dashed lines. The overall model match
is very good. The numerical results of the parameter identification are illustrated in
tables C.4–C.6 in Appendix C.
For the sake of reference and summary we introduce the following definition com-
pleting the modeling of the motion stage:




x˙(t) = Ax(t) +B (u1(t)− f1(x, t)) , x(0) = x0
y(t) = C x(t),
x˙a(t) = Aa xa(t) +Ba u(t), xa(0) = x
0
a
u1(t) = Ca xa(t)
(3.104)
where x(t) ∈ R4 is the state, u(t) ∈ R is the control input, and f1(x(t), t) ∈ R is a distur-
bance. The state space realization (A,B,C, 0) represents the motion stages rigid body dynamics
including the first structural mode. The respective matrices have the following structure
A =

0 1 0 0
0 −a1 a2 a3
0 0 0 1
0 a4 −a2 −a3












 , ai, bj > 0. (3.105)
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where dl, ml and ds,l, ms,l denote the damping coefficient and mass of the mover and stator, re-
spectively, while ks,l is the stator stiffness. Quantities p1 and Kml represent the DC-gain of the
current amplifiers and motor constants with index l ∈ {x, y, φ}. The numerical values of these
parameters are listed in tables C.4–C.6 in Appendix C. The second realization (Aa, Ba, Ca, 0)
resembles high frequency dynamics. The Laplace transform of Σ is given by
y(s) = Σ(s)u(s) = Σ1(s)Σ2(s)u(s) (3.108)
with
Σ1(s) = C(sI −A)−1B, Σ2(s) = Ca(sI −Aa)−1Ba, (3.109)
where the dynamics of Σ2(s) is minimum phase, BIBO stable and Σ2(0) = 1. The numerical
values for Σ2(s) are also given in tables C.4–C.6 in Appendix C. H
For a simplified control design, at first sight, we exclude the high frequency dynamics
Σ2(s) and treat them as unmodeled dynamics.
Remark 3.1.12. Mostly the DC-gain of high frequency dynamics is assumed different
from one. However, in a series connection of transfer functions like Σ1(s)Σ2(s) it is
always possible to rewrite the product such that Σ2(s) has DC-gain one and the true
DC-gain of the series connection is only governed by Σ1(s).
3.2 System Model Analysis
From the theoretical and experimental modeling procedures we arrived at the class of
system as given in Definition 3.1.1. Apparently, the generic axis model without distur-
bance can be cast into a linear time invariant system of the form
Σ` :
{
x˙(t) = Ax(t) +Bu(t), x(0) = x0
y(t) = Cx(t)
(3.110)
with state x(t) ∈ Rn, input u(t) ∈ R, output y(t) ∈ R and A,B,C system, input and
output matrices of appropriate size. In order to identify potentially possible control
algorithms, it is important to firstly analyze the system with respect to its system theo-
retic nature and its fundamental properties.
To this end, let us firstly notice that it is easy to show that (3.104) is completely
controllable and also completely observable. Next, as already discussed, mover and
stator relate to each other as external and internal dynamics of the overall system. For
an analysis of these dynamics it is convenient to separate them from each other. This
can be achieved with the aid of a similarity transformation. Especially for feedforward
design the stability of the internal dynamics is crucial. The latter is easier to study in the
input-output normal form. In this respect the relative degree of an LTI system, defined
next, plays an important role.
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Definition 3.2.1 (Relative degree of an LTI system [72]). Given a single input single output
LTI system of the form Σ` (3.110) with x(t) ∈ Rn, u(t), y(t) ∈ R andA,B,C with appropriate
size. Σ` or the output y is said to have relative degree r ≤ n if
CAkB = 0, ∀ k < r − 1
CAr−1B 6= 0.
The integer r satisfying this condition is equivalent to the difference between the degree of the
denominator polynomial and the degree of the numerator polynomial of the transfer function
C (sI −A)−1B
H
Intuitively, the relative degree relates the control input u(t) to the output y(t) and gives
information on through how many states the input needs to propagate to directly affect
the output. The relative degree may be obtained by differentiating the output y(t) with
respect to time until u(t) appears explicitly for the first time.
The next theorem provides necessary and sufficient conditions for the existence of a
similarity transformation, transforming the system into input-output normal form. It
is related to the Byrnes-Isidori normal form [72].
Theorem 3.2.1 (Linear input-output normal form [72, 150]). Consider the linear system
Σ` with relative degree r ≤ n, state x(t) ∈ Rn, input and output signals u(t), y(t) ∈ R, and








 ∈ Rr×n. (3.111)







is regular. The similarity transformation
z(t) = Tx(t)
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transforms Σ` into a system with the following normal form
ξ˙(t) = Aˇ11 ξ(t) + Aˇ12 η(t) + Bˇ1 u(t), ξ(0) = ξ0 (3.112)
η˙(t) = Aˇ21 ξ(t) + Aˇ22 η(t) + Bˇ2 u(t), η(0) = η0. (3.113)








−1 ∈ R(n−r)×n, Bˇ2 := TηB ∈ R(n−r)×1
and
Aˇ11 ∈ Rr×r, Aˇ12 ∈ Rr×(n−r), Aˇ21 ∈ R(n−r)×r, Aˇ22 ∈ R(n−r)×(n−r).






ξ ξ(t) + a
T
η η(t) + byu(t)



















:= CArT−1 ∈ R1×n, by := CAr−1B ∈ R.

The correctness of the theorem may easily be verified by comparing the first r time
derivatives of the output y(t) with the applied transformation. Please note that equa-
tion (3.112) plays the role of the external dynamics, while (3.113) represents the so-
called internal dynamics of system Σ`.
Let us now compute the transformation matrix T in order to apply the similarity
transformation from Theorem 3.2.1 to the generic axis model without actuator dynam-
ics. Using the definitions of the matrices in (3.105) and noting that the state space
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1 0 0 0
0 1 0 0
)
.




0 0 1 0
0 0 0 1
)
rendering the transformation superfluous, since
T = T−1 = I ⇒ TAT−1 = A, TB = B.
Consequently, the system appears naturally in the input-output normal form such that
x1 and x2 (position and velocity of the mover) resemble the states of the external dy-
namics, while x3 and x4 (position and velocity of the stator) represent the states of
the internal dynamics, respectively. However, with regard to vector B from (3.105) it
is apparent that the control input also enters the internal dynamics. From a control
design/stability perspective this fact is not appealing. Therefore, we use the design
freedom in Tη in order to introduce a change of coordinates that renders the internal
dynamics independent of any control inputs. Hence, Tη must satisfy
Bˇ2 = TηB = 0, (3.115)




0 b2b1 1 1
0 b2b1 0 1
)
. (3.116)
Hence, the change of coordinates might be accomplished by
T =

1 0 0 0
0 1 0 0
0 b2b1 1 1
0 b2b1 0 1
 ⇔ T−1 =

1 0 0 0
0 1 0 0
0 0 1 −1
0 − b2b1 0 1
 (3.117)
Applying the similarity transformation z(t) = Tx(t) to the realization (A,B,C, 0) of




ξ˙(t) = Aˇ11 ξ(t) + Aˇ12 η(t) + Bˇ1u1(t)
η˙(t) = Aˇ21 ξ(t) + Aˇ22 η(t),
(3.118)
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The parameters aˇi are given by
aˇ1 = −a1b1+b2a3b1
aˇ2 = a2
aˇ3 = −a2 + a3





























where bˇ1 = b1.
Since we are only interested in controlling the dynamics related to the output y
of our system, i.e. the external dynamics, the internal dynamics is of minor interest.
However, since it can be seen that the internal dynamics is coupled to the external
dynamics by the term Aˇ12η(t) it is crucial that the internal dynamics remains bounded
for all time so that the output will do so. If we can proof that the internal dynamics
is asymptotically stable we can leave the internal dynamics aside and concentrate on
the design of the controller controlling the external dynamics. The controller can then
be designed such that undesired coupling between internal and external dynamics is
compensated.
3.2.1 Analysis of the zero dynamics
In order to study the stability of the internal dynamics the concept of the so-called zero
dynamics was introduced by [14]. The general definition of zero dynamics is given as
follows
Definition 3.2.2 (Zero dynamics [72, 124]). The zero dynamics of a system is the internal
dynamics of the respective system under the constraint that its output y is kept identically zero
for all time, i.e. y ≡ 0. H
It is well known that in the linear case, when the system is controllable and observable,
the zero dynamics coincide with the dynamics related to the zeros of the transfer func-
tion of the linear system. In classical control theory, the property of minimum or non-
minimum phaseness is directly attributed to the location of the zeros in the complex
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plane. Equivalently this property might be addressed in terms of the zero dynamics as
stated next.
Definition 3.2.3 (Minimum phase system [72, 124]). A system is called minimum phase if
its zero dynamics is asymptotically stable and non-minimum phase otherwise. H
Remark 3.2.1. It is well-known that the property of minimum or non-minimum phase-
ness of nonlinear systems might be related to special equilibrium points only. Hence,
it is possible that a single nonlinear system exhibits both minimum and non-minimum
phase behavior in dependence of its operating point or its regarded equilibrium point.
Thus, the definition of minimum phaseness in the context of nonlinear systems is some-
times addressed locally around a special equilibrium point [124].
To study the stability of the internal dynamics of (A,B,C, 0) of the generic motion stage
model, without loss of generality, we consider the unperturbed plant in z coordinates
without input dynamics as given in (3.118). Imposing the constraint y ≡ 0 leads to
ξ ≡ 0 ⇒ ξ˙ ≡ 0 and hence to the autonomous zero dynamics
η˙(t) = Aˇ22 η(t), η(0) = η0. (3.123)
It can be shown that the characteristic polynomial of (3.123) reads











Hence, and by virtue of the fact that the constants a2, a3, b1, b2 > 0, the zero dynamics





In order to get a physical interpretation of the stability constraint we next substitute




Obviously, as long as ms,l > 0, that is the mass of the stator, the stability condition is
always fulfilled. In practice the stator is designed such that ms,l >> ml. Consequently,
the zero dynamics of the motion stage is always asymptotically stable. This result of
course makes sense because it is unlikely that the position of the stator gets unbounded
as a force is applied to the mover.
Remark 3.2.2. Note that it is also possible to show the stability of the zero dynamics
in the original coordinates. To this end let xξ :=
(
x1 x2
)T and xη := (x3 x4)T. Then
the dynamics in original coordinates may be decomposed as
x˙ξ(t) = A11 xξ(t) +A12 xη(t) +B1u1(t) (3.127)
x˙η(t) = A21 xξ(t) +A22 xη(t) +B2u1(t). (3.128)
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Imposing the constraint y ≡ 0 leads to xξ ≡ 0 ⇒ x˙ξ ≡ 0 and hence to
0 = aTη xη(t) + byu
?
1(t) (3.129)
x˙η(t) = A22 xη(t) +B2u
?
1(t). (3.130)
The input required for keeping the output constant at zero might be obtained by solv-
ing (3.129) for u?1. This special input is also referred to as output-zeroing control input





Substituting the last equation into (3.130) finally yields the autonomous zero dynamics






A22 −B2 b−1y aTη
) ∈ R(n−r)×(n−r). (3.133)














xη(t), xη(0) = x
0
η. (3.134)
This of course leads to the same characteristic polynomial and thus to the same result.
Remark 3.2.3. If the zero dynamics is asymptotically stable this implies that the inter-
nal dynamics is BIBS stable. Therefore, all further inputs such as states of the external
dynamics, control inputs, uncertainties and other perturbations do not alter the stabil-









are related to mechanical stiffness and damping of the stator system. In the practical
application these parameters are always positive and non-zero.
3.2.2 Analysis of Uncertainty Structure
In order to account for modeling errors or parametric uncertainty due to variation of
loads or other parameters, we next analyze the mathematical structure of parametric
uncertainties. To this end, we consider the state space realization Σz in the z coordi-
nates as given in (3.118), but now together with the parasitic disturbances f1(x, t). Pre-




ξ˙(t) = Aˇ11 ξ(t) + Aˇ12 η(t) + Bˇ1(u1(t) + f1(ξ, t))
η˙(t) = Aˇ21 ξ(t) + Aˇ22 η(t).
(3.136)
64 Chapter 3. Modeling
Let the matrices/vectors with (ˇ·) denote the matrices of the nominal model. In order
to describe the deviation of the model with respect to the true plant, we introduce the
following assumptions on (additive) parameter perturbations:
Assumption 3.2.1 (Additive, constant parameter perturbations). We assume that the pa-
rameters of the true plant api and b
p
1 (i = 1, . . . , 9) have the following structure
api = aˇi + ∆ai, b
p
1 = bˇ1 + ∆b1 > 0, (3.137)
where aˇi and bˇ1 model the nominally/a priori known (best guess) parameter estimates, while
∆ai and ∆b1 denote the uncertainty of the actual parameters, respectively. Without loss of
generality, we assume that the input gain bp1 is positive.
Assumption 3.2.2 (Boundedness of uncertainty). We assume further that the uncertainties
are bounded by
|∆ai| ≤ δa, |∆b1| ≤ δb. (3.138)
Assumption 3.2.3 (BIBS stability of the internal dynamics). We assume that the parameter
perturbations ∆ai (i = 1, . . . , 9) are such that the internal dynamics is BIBS stable, both with
respect to initial conditions η0 and input ξ (see Section 3.2.1).
Assumption 3.2.4 (Invariance of controllability and observability). We further assume
that the parameter perturbations ∆ai (i = 1, . . . , 9) and ∆b1 are such that the properties on
controllability and observability of the system are not altered.
Taking the parameter perturbations into account leads to the following plant descrip-
tion
Definition 3.2.4 (Perturbed generic axis model (PGAM) in z coordinates). The perturbed
generic axis model in z-coordinates is given by the set of differential equations
Σz,∆ :
{
ξ˙(t) = Aˇ11 ξ(t) + Aˇ12 η(t) + Bˇ1 (u1(t) + dξ(t)) , ξ(0) = ξ0
η˙(t) = Aˇ21 ξ(t) + Aˇ22 η(t) + dη(t), η(0) = η0
(3.139)
where ξ(t) ∈ R2, η ∈ R2 and matrices Aˇij , for i, j = 1, 2, are given by (3.119)–(3.120) with
parameters (3.121), while Bˇ1 is defined by (3.122). The perturbations dη and dξ are defined as
dη(t) := ∆A21ξ(t) + ∆A22η(t) (3.140)
dξ(t) := βu1(t) + θ
T
1 z(t) + f(ξ, t), (3.141)
while
β := ∆b1/bˇ1 (3.142)
f(ξ, t) := (1 + β) f1(ξ, t) (3.143)
θT1 :=
(
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Or in equivalent form{




Aˇ = TAT−1, Bˇ = TB, Cˇ = CT−1 = C (3.147)


















Please notice the fact that the parameters in Aˇ11 and Aˇ12 lie both in the span of Bˇ1.
Hence, the parameter perturbations with respect to the external dynamics naturally
appear as matched uncertainties. In other words, the uncertainties lie directly within
the reach of the control channel. This fact is favorable for all sorts of disturbance rejec-
tion algorithms, including disturbance observers and adaptive control.
Note, however, that the parametric uncertainty in view of the internal dynamics
is unmatched. This is not a problem, because we are primarily interested in shaping
the external dynamics to our needs and specifications. However, it is clear that due to
the coupling between external and internal dynamics the uncertainties regarding the
internal dynamics, namely dη(t) := ∆A21ξ(t) + ∆A22η(t), propagate into the external
dynamics through the solution η(t). In order to understand how this influences the
output dynamics, we make use of the linearity of the system and consider the general
solution of the perturbed internal dynamics (3.139) from Σz,∆, i.e.








Now we can separate the inhomogeneous part of the solution into













which can be seen as a superposition of a nominal or an ideal solution ηn(t) satisfying
η˙n(t) = Aˇ22ηn(t) + Aˇ21ξ(t), ηn(0) = η0, (3.151)
with a perturbed solution η∆(t) satisfying
η˙∆(t) = Aˇ22η∆(t) + dη(t), η∆(0) = 0. (3.152)
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Note that η∆(0) = 0. Replacing η(t) in (3.139) by η(t) = ηn(t) + η∆(t) and using (3.151)
and (3.152) the system of equations from (3.139) can be equivalently expressed by
Σz,d :

ξ˙(t) = Aˇ11ξ(t) + Aˇ12ηn(t) + Bˇ1 (u1(t) + dξ(t) + d∆(t)) , ξ(0) = ξ0
η˙n(t) = Aˇ21ξ(t) + Aˇ22ηn(t), ηn(0) = η0







where we additionally used the fact that Aˇ12η∆(t) = Bˇ1bˇ−11 a
T
η η∆(t). Hence, also the
influence of perturbations with respect to the internal dynamics is matched in the ex-
ternal dynamics. Intuitively, the first two equations represent the ideal motion stage
dynamics (without the virtual actuator), perturbed by parameter uncertainties and ex-
ternal disturbances. The third differential equation plays the role of a disturbance gen-
erator system whose output, given by the fourth equation, is d∆(t). The disturbance
generator is driven by the states ηn and ξ and the parameter perturbations of the inter-
nal dynamics. Assumption 3.2.3 and the BIBO stability of the nominal internal dynam-
ics implies that the disturbance generator is also BIBO stable. The disturbances d∆ are
thus bounded if ξ is bounded which will be accomplished by feedback control.
For simplicity and for the time being, we ignore the disturbance generator and treat
d∆(t) as a bounded time varying external disturbance. We than define a new state
zn = (ξ ηn)
T and rewrite the last set of equations to
Σzn :
{
z˙n(t) = Aˇ zn(t) + Bˇ(u1(t) + d(t)), zn(0) = z
0
n
y(t) = Cˇ zn(t),
(3.154)
where the block matrices are given as in (3.148) and d(t) is defined as
d(t) := dξ(t) + d∆(t). (3.155)
Remark 3.2.4. The representation of the motion stage in the form (3.154) is useful
for the validation of output feedback designs, where only the output y is available for
feedback. Indeed, the output has not changed. If for instance the observer is designed
for the nominal system without disturbances, than it is interesting to notice that the
state ηn in (3.153) represents exactly the state the observer would estimate. Due to
the perturbation term d∆ that is matched in the external dynamics, estimation errors
rendered by the uncertainty of the internal dynamics and their influence on the external
dynamics is more visible.
If full state information is available, i.e. both ξ and η can be measured, then the for-
mulation in Definition 3.2.4 is appropriate, since the perturbations are already included
in the measurement of η.
Remark 3.2.5. From a physical point of view Assumption 3.2.3 is reasonable because
the instability of the internal dynamics would imply that the stator position could get
unbounded which is unrealistic. As exposed in Section 3.2.1, in practice the stator
dynamics is always BIBO stable and it is expected that the variation of parameters will
not violate this property. Otherwise, from the coupling between internal and external
dynamics, it is clear that nothing could be done, if the internal dynamics was unstable.
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3.3 Fundamental Performance Limitations
Since it is crucial for the performance of a tracking task that reference trajectories are
designed for meeting fundamental limitations of the machine, this section is dedicated
to a short note on dynamic constraints and reference trajectories.
3.3.1 Dynamic Constraints
As every electromechanical device underlies several static and dynamic restrictions,
also the motion stage exhibits such constraints. In particular we distinguish between
constraints on position p, velocity v, acceleration a and jerk j, i.e.
p ∈ [−pmax, pmax], v ∈ [−vmax, vmax]
a ∈ [−amax, amax], j ∈ [−jmax, jmax].
Most obvious, position constraints are determined by the traversing range of the motor
or the measurement range of the sensor system. The position constraints of the PPS1405
are summarized in Table 2.3.
Despite the sensor constraints on velocity as given in Table 2.1, additionally the
maximum attainable velocity is influenced by the following three further sources
• friction/damping
• motion EMF
• position and acceleration constraints
The first source is easily understood by considering the simplified rigid body dynam-
ics of the mover along one direction. Let for simplicity the current command for the
respective axis be il(t) = i?l (t). Then the rigid body dynamics reads
mlv˙(t) + dlv(t) = 2p1Kmlil(t). (3.156)
This constitutes a BIBO stable system with a DC-gain of 2p1Kml/dl. So, after all tran-






which of course also depends on the maximum current rating imax, supplied by the
respective current amplifiers (cf. Table 2.3). With the identified parameters of p1 = 1.08,
Kml = 1.6 N/A, dl = 7.2 kg/s and a maximum current range of ±3A this results in a
maximum velocity of vmax = 1.44 m/s.
The second bullet point considers the effect of back-EMF voltages, induced inside
the driving coils, as a consequence of mover motion. For illustrating this effect, con-
sider the following simplified coil model for a single phase, where coil and phase in-




= −Ri(t)−Kemfv(t) + us(t) (3.158)
Therein, L > 0 and R > 0 are inductance and winding resistance, respectively, while
us denotes the input or supply voltage. For the sake of simplicity we assume that
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parameter Kemf is constant, denoting the back-EMF constant. Now, apparently, if the
velocity takes values such that the induced voltage Kemfv(t) equals the maximum of






with the current i(t) converging exponentially to zero such that there is no generation
of electromagnetic forces. Thus, the maximum velocity constraint by motion EMF can





With a supply-/PWM-voltage of ±24 V and a back-EMF constant of Kemf = 1.6 V s/m
this finally leads to vmax = 15 m/s.
However, the largest constraint on the maximum velocity is imposed by the avail-
able positioning range in conjunction with the maximum acceleration. Of course, the
fastest trajectory for moving from point −pmax to +pmax is typically achieved by a so-
called bang-bang strategy, where the mover is accelerated by constant amax for half of
the distance and decelerated by−amax for the second half of the distance. The duration






where pmax is one half of the total distance. Obviously, the maximum velocity will be
obtained at the end of the acceleration phase which is hence given by
vmax = amaxta. (3.162)






and results in a value of amax = 538.9 mm/s2. Then considering the smallest position-
ing range of the mover along qy with qy ∈ [−25, 25] mm, the maximum velocity of the
mover is calculated as vmax = 164.15 mm/s. This clearly shows that although phys-
ically, the motor could be operated at even higher linear velocities, in the context of
the planar motion stage, the greatest impact on velocity constraints emanates from the
maximum ratings of positions and accelerations.
Finally, jerk represents the rate of change of acceleration. Since in the electrome-
chanical actuator acceleration is directly proportional to current il(t), the jerk is accord-
ingly limited by the maximal rate of change of current il(t). This, of course, relates to
the rise-time of the closed loop current dynamics. Computing the rate of change of the
normalized step responses from Figure 3.2 (a), (b) yields values for the maximum of
the current change of 5000 A/s to 8000 A/s. Taking the lower value and using equation
3.163, this translates into an upper bound of jmax = 898.13 m/s3.
Remark 3.3.1. Please note that the constraints computed above constitute theoretical
or nominal values that might be obtained in the best case. However, some aspects have
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not been considered yet. First, for a suitable allocation and limitation of control inputs,
80 % of the coil currents (imax) is reserved for the translational axes, while the remaining
20 % are provided for the rotational axis. This is due to the fact that both, translational
forces, and torque, are commanded over the same coils. Additionally, the presence
of external disturbances (see Section 3.1.5) requires a certain amount of headroom for
the control inputs. The controller needs at least 20 % to 30 % for an appropriate com-
pensation of the disturbances encountered in the PPS1405. This lowers the amount of
acceleration that can be provided to the actual tracking task to approximately 56 % to
64 % of the nominal value. Thus, accordingly the maximum velocities also reduce. The
latter are also heavily dependent on the acceleration profile that is used. In practice
the time optimal bang-bang trajectory is only rarely used, because for most systems a
stepwise change in acceleration is not feasible. Due to these reasons, the motor manu-
facturer specifies a maximum velocity of vmax = 50 mm/s.
3.3.2 Trajectory Design
The design of smooth and feasible reference trajectories plays a very important role
in motion control and is as relevant as the design of sophisticated motion controllers.
Since there is a vast literature on the topic, see e.g. [2, 8, 59, 89, 120], we only give a
brief comment.
In fact, the reference trajectory specifies the desired motion of the motion control
system, i.e. the position of the mover. In order to track this motion with a suitable
amount of precision the reference trajectory must ensure that the desired motion is
feasible, i.e. the given motion system is physically able to perform the desired motion.
Therefore, it is inevitable that the trajectory is designed such that machine constraints
are met. Indeed, it makes no sense to demand more from a system than it is capable of
doing. If, nonetheless, fundamental machine limitations are violated this unavoidably
results in poor performance.
As shown in references [8, 89], the choice of the motion profile has a strong impact
on the position accuracy of motion control systems. A crucial parameter in this respect
is the order of the trajectory [89]. This parameter basically relates to the number of time
derivatives of the position trajectory and thus to the smoothness of the trajectory. For
instance, according to [89], a second order trajectory is a trajectory with a piecewise
continuous, i.e. step-like, acceleration profile. On the other hand, third and fourth
order trajectories constitute trajectories with a step-like jerk or derivative of jerk/snap
profile, respectively.
Along with [8, 89], higher order trajectories have the advantage that they inher-
ently provide lower energy content at higher frequencies and thus vitally reduce the
excitation of structural modes and eigenfrequencies in a motion system. Linking this
with the requirement for the feasibility of a desired motion, it can be concluded that the
smoother the trajectory, the less is the chance of demanding a motion which is physi-
cally impossible to perform by a given motion system [89]. In the presence of actuator
dynamics, for instance, it is obviously impossible to produce a step-like change in force.
Hence, it makes no sense to demand a step-like acceleration profile.
On the other hand, a disadvantage of higher order trajectories is the execution time
for the trajectory which might be sub-optimal. However, solutions to this problem have
been found for fourth-order trajectories in [2, 89].
The fourth-order algorithms presented in [2, 89] constitute the state-of-the-art algo-
rithms for high-end applications. They are based on the construction of a derivative of
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jerk/snap profile which via integration in time yields the respective profiles for jerk,
acceleration, velocity and position.
However, a widely used standard in industry is a third order trajectory also known
as bell, seven segments or double S trajectory [8]. This particular kind of trajectory is also
used in the NC/CNC trajectory generator of the PPS1405 motion stage. In [8] also other
approaches are presented exploiting polynomials, trigonometric and exponential func-
tions for the generation of trajectories. In Section 5 we compare the double S trajectory
with a degree 5 polynomial and consider the impact on position accuracy based on
experimental results.
A completely different approach is the approach of input shaping [8, 120]. Roughly
speaking, the main idea of input shaping is based on the convolution of the reference
trajectory with a suitably chosen train of impulses, forming the so-called input shaper.
In fact, the impulses are chosen such that when convolved with the reference signal,
a signal is produced that when applied to the motion system, completely cancels the
vibration in the system. Intuitively, this approach resembles a special kind of notch fil-
tering [120]. It equivalently aims at reducing the energy content at higher frequencies,
especially in the range of resonance frequencies, for reducing the effect of structural
vibration. These approaches typically take the time-optimal bang-bang trajectory and
smooth it accordingly. Along with [89] and references therein, the results of this ap-
proach can be very good but also lead to a considerable increase in execution time of
the trajectory, without clear tuning mechanisms for obtaining time optimality.
Due to the significance of the trajectory generator it can and should be considered
as a further DOF of the motion controller, having a strong influence on servo-error
performance.
3.4 Summary–Formulation of Controller Specifications
We conclude this chapter by summarizing the most important properties of the motion
stage system that have been discovered during the process of modeling and the exper-
imental results. From that we deduce specifications for the motion controller yet to be
devised.
• Double integrating nature of the plant: Obviously, the process of the motion
stage essentially constitutes a double integrator with low damping. Hence, the
system is not BIBO stable. Due to the low phase which is mostly less or equal
to −180◦ (except at the resonance frequency of the stator) for proper stabilization
the controller must essentially be of type PID. In view of the input disturbances
described in Section 3.1.5 the integral action is needed for providing a proper
compensation of these disturbances.
• Low frequency resonances of stator: As discussed in Sections 3.1.4 and 3.1.6
there are low frequency resonances of the stator in the range of 10 Hz to 20 Hz
that are detrimental to positioning accuracy and pose serious problems on set-
tling times of servo errors. Experiments revealed that for a sufficient reduction
of oscillations in position error, the loop gain needs a minimum of 30 dB, i.e. the
sensitivity function needs −30 dB, at that frequency.
• High frequency dynamics: As discussed in Section 3.1.6, high frequency reso-
nance modes occur in a range of approximately 200 Hz to 300 Hz and lead to a
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considerable phase drop, limiting the achievable performance of the motion sys-
tem. Since the excitation of these dynamics may lead to undesired high frequency
oscillations and also instability, these dynamics should be handled with care. To
limit the amount of excitation, the bandwidth of the controller should be chosen
sufficiently below these modes, where we require a maximum peak of the sen-
sitivity function of less than 2 (6 dB). This is a common value in practice. This
requirement corresponds to a phase margin of at least 30◦ and thus also takes
care of the fact that the controller should have sufficient phase lead around the
crossover frequency. Moreover, to limit the control energy at high frequencies the
controller needs sufficient high frequency roll off. Please note that the compen-
sation of these dynamics is possible but represents a non-robust solution and is
therefore not pursued.
• Measurement noise: The noise amplitude of position signals is below 50 nm. We
want that the measurement noise amplified by the controller is less than 10 % of
the maximum control signal. This requires that the controller gain is less than
75 dB. That is 20 log(0.3/50 × 10−6) ≈ 75.56 dB, when the position error is mea-
sured in mm.
• Position error: A stringent time domain requirement of the motor manufacturer
is that during trajectory tracking the maximum position error stays below 1 µm.
For achieving perfect tracking in the nominal, case a feedforward controller is
needed. To suppress disturbances and modeling errors, the feedback controller
needs sufficiently high bandwidth. It is experienced that for achieving this goal,
the controller bandwidth should at least be around 40 Hz.
• Available measurement signals: Notice that only the position measurements
(qx(t), qy(t), qφ(t)) are available for control. Hence, the specifications deduced
above must be accomplished in an output feedback kind of manner.
• Parametric uncertainty: Due to the fact that the motion controller should be ap-
plicable to similar motion stage systems with different dimension and size, and
tuning should only be done once based on a priori known system parameters,
parametric uncertainties due to tolerances of diverse elements are expected. The





Based on the model derived in Chapter 3 and the controller specifications given in Sec-
tion 3.4, in this chapter we derive a motion controller for accurate trajectory tracking.
For achieving this goal in the face of the given requirements and challenges, we sep-
arate the controller design into two design stages. That is, first, the stage of nominal
or baseline tracking controller design in Section 4.1 and second, in view of parametric
uncertainty, the stage of robust adaptive control design addressed in Section 4.2.
The design of the nominal controller is based on a two-degree-of-freedom (2-DOF)
control architecture, comprising an inversion-based feedforward controller derived in
Sections 4.1.1 and 4.1.2 and a feedback controller.
For meeting the requirement of output feedback control, we first derive a state feed-
back controller based on the assumption of full state measurements in Section 4.1.3.
From that, in Section 4.1.4, an observer-based output feedback controller is deduced.
For the purpose of reducing the effect of external disturbances on the state estimates of
the observer, the latter is designed as an composite state and disturbance observer in
the spirit of disturbance accommodating control. This also incorporates good disturbance
rejection capabilities and essentially leads to a generalized PID type of controller with
possibly multiple integrators.
The model based nature of the nominal controller provides a nice way of completely
incorporating the available a priori knowledge of the motion stage. It thus allows the
continuous improvement of the controller performance through the addition of further
knowledge that might be available at a later stage.
Although the observer-based controller shows good robustness with respect to para-
metric uncertainties in the A matrix, it is sensitive with respect to uncertainties in the
input gain, i.e. uncertainties in the B matrix. Therefore, we propose to augment this
controller by an adaptive controller in order to recover the nominal performance in the
presence of parametric uncertainty.
Towards this end, in Section 4.2, we apply the recent methodology of L1 adaptive
control, as it offers outstanding performance and robustness features and, as one of
the few methods in adaptive control, allows to directly incorporate bandwidth limita-
tions within the design of the adaptive controller. Indeed, this is essential to limit the
frequency content of the adaptive control signal, in order to avoid excitation of high
frequency (unmodeled) dynamics.
Although not implementable on the PPS1405 platform, for the sake of exposition
and completeness, we first present an L1 adaptive augmentation with full state feed-
back in Section 4.2.1. Followed by this, Section 4.2.2 is addressed to the final L1 output
feedback design. Simulation results illustrate the effectiveness of the respective de-
signs.
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4.1 Nominal Tracking Control
In the diverse applications of nano and micropositioning it is essential that the moving
element of a positioning stage precisely tracks predefined reference trajectories. De-
pendent on the application, these trajectories may be simple or highly complex. The
problem of devising a controller for achieving accurate tracking is known as tracking
control problem.
Basically, the design of tracking controllers can roughly be divided into two classes.
That is first, the class of internal model based methods, resorting to the celebrated in-
ternal model principle of Francis and Wonham [42, 43], and second, the class of inversion
based methods.
In accordance with the internal model principle (IMP), controllers belonging to the
first class, achieve asymptotic output tracking by a one-degree-of-freedom (1-DOF)
control architecture due to an explicit implementation of an internal model of the class
of reference signal [29, 51]. Intuitively, these controllers can be seen as generalizations
of proportional integral controllers with either state or output feedback. According to
[29] the design of these controllers is also referred to as robust servomechanism problem.
An advantage of the IMP approach is the fact that additionally to reference tracking,
also asymptotic disturbance rejection to the same class of signals is achieved [29, 51].
This renders these controllers robust with respect to parametric plant uncertainty and
does not require an accurate model of the plant [29]. However, the necessity of a model
of the reference signal renders the design complicated in the case of complex and pos-
sibly changing reference trajectories. Since these models are typically unstable, they
further impose the same performance limitations on the closed loop as if these un-
stable modes were part of the plant [51]. Hence, there is no separation of tracking
performance and stabilization as a result of the 1-DOF configuration.
Inversion-based tracking control approaches, however, attain such a separation,
while resorting to 2-DOF control architectures [65]. Classically, the 2-DOF structure
comprises a feedback and a feedforward part [27, 34]. The latter is to steer the nominal
system output y, assumed devoid of disturbances and modeling mismatch, along a ref-
erence trajectory y?(t). The former is to attenuate disturbances, compensate unmodeled
dynamics, stabilize and speed up tracking error convergence. Please note that basically
two kinds of feedforward architectures may be distinguished [27]. Namely, the closed-
loop inversion scheme, where the feedforward controller inverts a closed-loop system,
and the plant inversion scheme, where the feedforward controller ideally constitutes
an exact inverse of the plant. The benefit of the closed loop inversion approach is the
fact that the usage of feedback before inversion may attenuate model uncertainty and
thus relief the necessity of an accurate model as compared to the direct plant inversion
[27]. However, as the controller gets more complex, the whole complexity must also be
considered in the feedforward controller, while the inverse of the plant might be more
simple. Moreover, along with [27] the plant inversion scheme tends to have better per-
formance since it does not share the performance limitations of the closed loop system.
Due to these reasons we will consider the plant inversion scheme only.
There are various benefits of 2-DOF control structures. Optimizing the tracking
performance and disturbance attenuation may be done independently [65]. The ma-
jor portion of the control amplitude (up to 90%) is provided by the feedforward part
of the controller, i.e. in a clean and noise-free manner. The remaining portion is ded-
icated to the feedback part. For sufficiently smooth reference trajectories this fruitful
combination may significantly reduce the excitation of resonant frequencies, and thus,
vibration in a mechanical system. As a result, the controller design may be decisively
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simplified and turn out attractive even in applications that require set-point regula-
tion, only. Eventually, feedforward does not conflict with stability of the closed-loop
system [34, 65]. It thus overcomes limitations imposed by trading off high-bandwidth
(performance) and robust stability [27] in traditional 1-DOF feedback designs. It can
thus lead to a substantial improvement of tracking performance when compared to
1-DOF feedback configurations. The feedforward controller may hence be seen as an
add-on to feedback controlled systems for enhancing the tracking performance. Due to
these reasons inversion based approaches are widely used (see [27, 34, 129, 136] among
others).
Numerous methods exist for feedforward design, both for linear [27, 126, 150], and
nonlinear systems [33, 52, 53]. Additional to these methods, the notion of differential
flatness [40, 129], also applying for linear and nonlinear systems, became very popular
for feedforward design, see [52, 53, 55] for recent results.
However, a disadvantage of the inversion based approach is the need for an ac-
curate model and the difficulty of finding bounded solutions for non-minimum phase
systems.
Although it can be shown that when subject to (parameter) uncertainties, feedfor-
ward together with feedback performs better than feedback alone [27], tracking perfor-
mance, however, is highly dependent on the accuracy of model parameters [136]. This
may inhibit the application of these controllers for highly uncertain plants.
The non-minimum phase issue might be addressed with a flatness based approach
[129] or the acausal feedforward approach with pre and post actuation by [33] and
[150].
4.1.1 Feedforward Design Preliminaries
According to the results of Section 3.2, the motion stage is controllable, observable, and
minimum phase. For simplicity we impose the following assumption
Assumption 4.1.1. For the ease of controller design, we exclude the virtual actuator dynamics
from Σ (3.104) and assume that the control input u(t) directly enters the motion stage.
Moreover, we consider the nominal case such that external disturbances f1(x(·), ·) ≡ 0.
Then, Σ reduces to
Σn :
{
x˙(t) = Ax(t) +B u(t), x(0) = x0
y(t) = C x(t),
(4.1)
representing the nominal case. Next we give a precise definition of the nominal track-
ing control problem:
Definition 4.1.1 (Nominal (trajectory) tracking control problem). Consider system (4.1)
(at least stabilizable) and an arbitrary, bounded reference trajectory y?(·) ∈ Ck, with k ≥ r,
where r denotes the relative degree. Devise a control law u such that the system output y tracks
the desired reference trajectory y? exactly, while the control input u stays uniformly bounded,
i.e.
|u(t)| ≤ δu <∞, ∀t ≥ 0,
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and the tracking error defined by ye(t) := y(t)− y?(t) asymptotically vanishes as t→∞, that
is
lim
t→∞ ye(t) = 0.
H
An elegant way to solve the trajectory tracking problem is to reformulate it into a stan-
dard regulation problem as in [150]. This can be achieved by a simple change of coor-
dinates. To this end, we first need to find a desired solution pair (x?, u?), satisfying the
set of equations
x˙?(t) = Ax?(t) +B u?(t), x?(0) = x?0 (4.2)
y?(t) = C x?(t).
Next, we introduce the tracking error variables
ex(t) := x(t)− x?(t) (4.3)
ue(t) := u(t)− u?(t) (4.4)
ye(t) := y(t)− y?(t) (4.5)
and subtract (4.2) from (4.1). The resulting dynamics read
e˙x(t) = Aex(t) +B ue(t), ex(0) = e
0
x (4.6)
ye(t) = C ex(t)
and represent the so-called trajectory tracking error dynamics. Apparently, asymptotic
stabilization of the tracking error, or in other words, regulation of the tracking error ex
to zero, solves the tracking control problem. Thus, any standard control design method
such as state or output feedback might be applied as illustrated by the following exam-
ple.
Example 4.1.1. Consider the tracking error dynamics from equation (4.6) and the simple state
feedback law
ue(t) = −kTex(t). (4.7)




for the closed loop tracking error dynamics. Using standard techniques, the feedback gain kT
is designed such that A− BkT is Hurwitz. Thus, the tracking error state ex(t) is regulated to
zero asymptotically, i.e.
lim
t→∞ ex(t) = 0. (4.9)
Hence, x(t)→ x?(t) and also y(t)→ y?(t) as desired. N
Along with equation (4.4) it can be observed that the actual control input is composed
of
u(t) = u?(t) + ue(t). (4.10)
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Therein, ue obviously resembles an error–based feedback controller, while u? plays the
role of a feedforward controller, inverting the dynamics of (4.1). Even though the stabi-
lization of the tracking error dynamics is relatively easy, the computation of a suitable,
bounded system inverse and feedforward law u?(t) is more demanding, especially for
non-minimum phase systems [150].
As discussed in the introductory part of this section, there are many methods for
computing u?(t). Since the nominal process in question is linear and minimum phase,
a broad spectrum of algorithms apply. Potentially interesting methods are the ap-
proaches of [150] for general, stabilizable linear systems and those presented in [129]
for differentially flat systems.
Due to the fact that the system Σn is linear and controllable, according to [129] the
existence of a flat output can be concluded. However, since the flat output yf does not
coincide with the real output y of Σn a change of coordinates is necessary to obtain
yf and its respective dynamics. Indeed, finding the flat output for linear controllable
systems is easy. It is simply given by the last row of the inverse of the Kalman con-
trollability matrix modulo a constant factor multiplied by the system state [129]. Note,
however, that the analytical computation of the flat output leads to cumbersome ex-
pressions. Yet, such a change of coordinates is unnecessary because the system in its
original coordinates naturally appears in normal form (see Theorem 3.2.1) which by
itself constitutes the basis for the computation of exact inverses as exposed in [150].
From a practical perspective it is believed that it is better to save the effort of apply-
ing the coordinate transformation in order to prevent numerical sensitivity problems
and the fact that the transformation itself might rely on uncertain system parameters.
Consequently, we will use the approach from [150] for the computation of the nominal
inverse of Σn which for the case of linear, minimum phase systems is summarized in
the following theorem.
Theorem 4.1.1 (Exact inverse for SISO minimum phase LTI systems [150]). Consider
the stabilizable system (4.1) with relative degree r ≤ n and an arbitrary, bounded reference
trajectory y?(·) ∈ Cr. If there exists a regular similarity transformation TT = (TTξ TTη ) ∈
Rn×n as given in Theorem 3.2.1 and the system is minimum phase, then the systems exact
































The matrices for the internal dynamics are given by
Aˇη =
(
Aˇ22 − Bˇ2b−1y aTξ
) ∈ R(n−r)×(n−r), Bˇη = (Bˇ2b−1y Aˇ21 − Bˇ2b−1y aTξ ) ∈ R(n−r)×(r+1),










= CArT−1 ∈ R1×n, by = CAr−1B ∈ R.
The reference system for (4.1) can thus be constructed from the solution pair (x?, u?) and the
matrices of the process, i.e.
x˙?(t) = Ax?(t) +B u?(t), x?(0) = x?0
y?(t) = C x?(t).

Remark 4.1.1. In Definition 4.1.1 we imposed a condition on the smoothness of the
reference trajectory in terms of the relative degree, which states that at least the r-th
time derivative of the reference trajectory should be continuous. This condition may
be explained by the following example:




s2 + a1s+ a0
u(s), a0, a1, b0 > 0 (4.12)
The exact inverse of P (s) is simply given by P−1(s), i.e.
u?(s) =
s2 + a1s+ a0
b0
y?(s) (4.13)








Apparently, the reference y? must at least be r = 2 times differentiable with respect to time
which is a necessary condition such that the process can track the trajectory with finite inputs
(see [27] and references therein). Since it is better to have rather smooth trajectories, we impose
the condition of y?(·) ∈ Cr which is more strict. N
Remark 4.1.2. Note that the reference input u? represents a compensation based feed-
forward law that directly stems from the input-output normal form of the external dy-
namics as given in equation (3.114). Therein, η?(t) denotes the reference solution of
the internal dynamics. The latter is represented by the first equation of (4.11). Strictly
speaking, this equation expresses the zero dynamics forced by the reference trajectories
Y ?(t) (cf. matrix Aη in (3.133)).
Obviously, the above inverse yields a bounded solution (x?, u?) if and only if the
zero dynamics is asymptotically stable, i.e. Aˇη is Hurwitz, or in other words, if the
system is minimum phase.
Remark 4.1.3. In [150] the approach is also extended to non-minimum phase systems.
Here the basic idea is to separate the internal dynamics into a stable part and an unsta-
ble part. Whereas bounded solutions for the stable part might be obtained by simple
forward integration of the dynamics, the unstable part must be integrated backwards in
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time to get bounded solutions. In fact, this results in acausal feedforward schemes that
need pre- and/or post-actuation or some preview time (see also [33]). Since a detailed
treatment of exact inverses for non-minimum phase systems goes beyond the scope
of this text, the interested reader is referred to references [27, 33, 150] and references
therein.
Remark 4.1.4. Note that the exclusion of the virtual actuator dynamics as proposed
in Assumption 4.1.1 is actually a standard approach in control, in order to obtain a
relatively simple abstraction of the real process, for an appropriate controller design.
This assumption is also motivated by the following observations. First, it is expected
that the modeling uncertainty in the high frequency range is quite high. Therefore,
inversion of the high frequency dynamics is not recommended in order to avoid the
excitation of high frequency unmodeled dynamics. Second, experiments with an ap-
proximate inversion of the actuator dynamics have not shown considerable benefits
over not inverting the actuator dynamics. It rather showed worse performance since
the inversion of some high frequency poles of the actuator dynamics led to a massive
amplification of noise and an enormous increase of control effort. This consequently
led to problems with meeting the actuator position limits. Finally, the high frequency
dynamics Σ2(s) constitutes a system with relative degree three. That means that for
the computation of an exact inverse of the overall system we would need a reference
trajectory y?(·) ∈ C5. This is problematic because reference trajectory generators used
in industry usually provide C2 or at best C4 trajectories. Due to these reasons, we sug-
gest to only invert the dynamics of the mechanical plant and avoid the inversion of
the actuator dynamics. As a nice side-effect this keeps the controller complexity low.
However, since there is a considerable phase drop due to the high frequency dynamics,
the controller will be designed with sufficient phase lead to ensure robust stability.
4.1.2 Derivation of Nominal Feedforward Controller
We start our derivation with the design of the nominal feedforward controller. To this
end, we consider the nominal plant Σn as given in (4.1). Recall that Σn appears nat-
urally in normal form such that according to Theorem 4.1.1 an exact inverse may be
derived in the original coordinates. In order to distinguish between the states of the












Hence, the nominal plant may be written as
y(r)(t) = aTξ xξ(t) + a
T
η xη(t) + byu(t) (4.16)
x˙η(t) = A21xξ(t) +A22xη(t) +B2u(t), (4.17)
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where Aη, Bη, by, aξ and aη are defined as in Theorem 4.1.1, while noting that T = I .
4.1.3 Derivation of Nominal State Feedback Controller
As discussed in Section 3.2, in view of feedback controller design and the assessment of
closed loop stability, it is convenient to use coordinates in which the internal dynamics
is free of any control inputs. To this end, we introduced the transformation (3.117) that
transforms the system into equivalent z coordinates. Next, recall the perturbed generic
axis model in z coordinates from Definition 3.2.4 given by
Σz,∆ :
{
z˙(t) = Aˇz(t) + Bˇ (u(t) + dξ(t)) + Eˇdη(t), z(0) = z0
y(t) = Cˇz(t),
(4.20)
where we also excluded the high frequency dynamics and assumed that the control
input u directly enters the system (cf. Assumption 4.1.1 and Remark 4.1.4). We further
assume that the full state z(t) = Tx(t) is available for control.




z˙?(t) = Aˇz?(t) + Bˇu?(t), z?(0) = z?0
y?(t) = Cˇz?(t).
(4.21)
Thereby, the solution pair (z?, u?) is obtained via the nominal feedforward law Σ−1n in
(4.19) derived in the original x coordinates and the transformation z?(t) = Tx?(t) with
T as in (3.117). Note that inputs and outputs are invariant under similarity transforma-
tion. Therefore, u? can directly be applied as a feedforward controller.
Subtracting (4.21) from (4.20) and defining e(t) := z(t)− z?(t) yields the perturbed
nominal system in tracking error coordinates, i.e.
e˙(t) = Aˇ e(t) + Bˇ (ue(t) + dξ(t)) + Eˇ dη(t), e(0) = e0 (4.22)
ye(t) = Cˇ e(t).
This can again be separated into the external and internal tracking error dynamics
e˙1(t) = Aˇ11 e1(t) + Aˇ12 e2(t) + Bˇ1 (ue(t) + dξ(t)) (4.23)




)T with e1(t) := ξ(t) − ξ?(t) and e2(t) := η(t) − η?(t). Since
we have already seen that, under practical conditions, the internal dynamics is always
asymptotically stable, and due to Assumption 3.2.3, with our control design, we can
thus concentrate on the stabilization of the external dynamics only and leave the inter-
nal ones aside. In this regard we aim for three goals, namely
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• find a stabilizing feedback law for the external dynamics
• compensate the coupling from the internal on the external dynamics
• compensate for the perturbation dξ(t)
To this end, we split the control input ue made up of ue(t) = u(t) − u?(t) into three
control portions, i.e.
ue(t) = us(t) + uc(t) + ud(t) (4.25)
meant for stabilization, and the compensation of couplings as well as disturbances.
Although in the nominal model the matrices Aˇ, Bˇ, Cˇ and Eˇ are known, actually the
disturbance terms dξ and dη in general are unknown. However, since we are concerned
with the nominal case, for the time being, we assume that at least the disturbance dξ(t)
is completely known.
A straight forward choice of the respective control portions is as per
us(t) = −kT1 e1(t)









denotes the Moore-Penrose pseudoinverse. Substitution of ue(t) into the external track-



















e1(t), e1(0) = e
0
1. (4.29)
Via standard methods feedback gain kT1 is designed such that matrix Aˇ11 − Bˇ1kT1 is
Hurwitz. Then the tracking error e1(t) → 0 as t → ∞. Since the internal dynamics is
asymptotically stable, for t → ∞ also e2(t) → 0 and hence e(t) → 0. This means that
z(t)→ z?(t) and consequently also x(t)→ x?(t), as desired.
The complete nominal control law can thus be summarized by the following theo-
rem:







, e1(t) ∈ Rr, e2(t) ∈ Rn−r. (4.30)
82 Chapter 4. Control Design























and the nominal feedback control portions
Σu,n :

us(t) = −kT1 e1(t)




u(t) = u?(t) + us(t) + uc(t) + ud(t), (4.33)
asymptotically stabilizes the tracking error dynamics and thus solves the nominal tracking con-
trol problem in the original coordinates, if the feedback gain k1 is designed such that Aˇ11−Bˇ1kT1
is Hurwitz. 
Remark 4.1.5. The compensation of the coupling term from the internal onto the ex-
ternal dynamics prevents that undesired motion of the stator is carried into the mover
dynamics. Note that in the case of full state feedback and the compensation of the cou-
pling term, the perturbation dη on the internal dynamics has no further influence on the
external dynamics. This is because the perturbation is included in the measurement of
η(t) which in this case is assumed to be available. It is thus canceled automatically.
4.1.4 Robust Output Feedback Design
Due to the fact that only the output y is available for feedback rather than the complete
state z, we next derive an appropriate output feedback controller that might be imple-
mented on the PPS1405 platform. For the extension of the nominal full state feedback
tracking controller from Theorem 4.1.2 to an output feedback design, we propose to
employ a state observer for providing estimates zˆ of the full state z. In order to reduce
the effect of unknown input disturbances and parameter uncertainty on the estimation
error, the observer should also be able to cope with these uncertainties to some extent.
In this regard, in the literature of state and disturbance observers, (see e.g. the
survey papers of [113] and [23]) there exists a wide range of approaches that can si-
multaneously estimate states as well as matched input disturbances, by exploiting IMP
ideas.
In this respect, so called Generalized Proportional Integral Observers (GPIO) [95, 127]
and Generalized Extended State Observers (GESO) [98, 113] have recently attracted re-
searchers due to the simplicity of the design and a vast number of successful practical
applications such as flight control [70], web tension regulation [66], robotics [128, 134],
motion control [130] and power electronics [127] among others.
Although both approaches originate from different directions of control theory, they
are essentially equivalent. In fact, these ideas are not new and actually resemble special
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cases of the (more general) observers established in C.D. Johnson’s theory of disturbance
accommodating control (DAC) [76, 78] developed in the late 1960s.
The main idea of Johnson’s approach stems from the observation that most dis-
turbances encountered in practice posses a certain deterministic waveform structure
which might be mathematically described by a linear combination of unknown con-
stant coefficients θw,i with a set of completely known waveform basis functions φw,i(t)
in the form
dw(t) = θw,mφw,m(t) + · · ·+ θw,1(t)φw,1 + θw,0φw,0(t) = θTwφw(t), (4.34)
where the φw,i(t) are typically chosen as 1, t, t2, sin(ωt), e−αt, te−αt . . . [77]. For exploit-
ing the ideas of the IMP, from this so-called waveform model, an autonomous dynamic
system of the from
Σw :
{
x˙w(t) = Aw xw(t), xw(0) = x
0
w
dw(t) = Cw xw(t),
(4.35)
is constructed. Therein, xw(t) ∈ Rm denotes the disturbance state and (Aw, 0, Cw, 0)
are of appropriate dimension. This system, also known as disturbance generator or
exosystem, exactly produces the disturbance dw(t) (here assumed scalar) at its output,
while its initial conditions and state relate to the unknown constant coefficients θw,i.
Please note that the exosystem might be obtained via the Laplace transform of (4.34)
and a successive solution of the state space realization problem.
Appending Σw to the original system results in an extended state space model of the
process implementing an internal model of the expected disturbance. If the extended
system is completely observable, both the system state as well as the disturbance state
might be estimated from a Luenberger type of observer, designed for the extended
system. In accordance with the IMP, this rejects or at least reduces the influences of
external disturbances on the state estimate and additionally provides an estimate of
the disturbance itself. The latter is then often used for active disturbance rejection in an
appropriately designed feedback controller.
It is interesting to notice that the disturbance state xw has a direct relation to the un-
known coefficients of the waveform model (4.34) (see e.g. [58]). Hence, the estimation
of xw in an observer based setting can also be interpreted as an adaptive tuning of coef-
ficients θw,i of the waveform model for adapting to the disturbance dw(t) as it evolves in
time. Therefore, this approach has also been put in the perspective of adaptive control
in references [74, 75, 77].
For the selection of waveform models t-polynomial or spline as well as sinusoidal
waveform structures play a special role because these are the ones encountered in most
applications [77]. A key benefit of spline basis functions is the fact that no special
knowledge about disturbances is necessary. This is due to the fact that almost any
practical disturbance might be approximated locally by a spline polynomial. Moreover,
it is experienced that DAC is robust to mismatches between the disturbance model
with respect to the true disturbance. Indeed, in [58] it is shown that the spline model
can also adapt to a sinusoidal disturbance quite well. Therefore, this waveform model
is extremely powerful. For this reason the GPIO and GESO methodologies exclusively
use spline polynomials with very good results, also in the context of nonlinear, chaotic
systems, see e.g. [95].
Notice that along with [31] the disturbance observer based DAC controllers are
dual to the well known approach of robust servomechanism of Davison [29]. Moreover,
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these controllers represent a generalization of PID and PID-notch-filter controllers with
multiple integrators in an observer based state-feedback framework as exposed in the
excellent paper [78]. However, an advantage of the observer based designs over the
compensator design is its natural windup protection, when driven by a saturated con-
trol input [63]. On the other hand, the observer based controller is more sensitive to
uncertainty in the input gain [63]. However, this drawback will be addressed by an
augmentation of the DAC controller by an L1 adaptive output feedback controller.
In the following we apply the ideas of DAC and synthesize a robust output feedback
baseline controller with active disturbance rejection capabilities, for solving the track-




ξ˙(t) = Aˇ11ξ(t) + Aˇ12ηn(t) + Bˇ1 (u1(t) + dξ(t) + d∆(t)) , ξ(0) = ξ0
η˙n(t) = Aˇ21ξ(t) + Aˇ22ηn(t), ηn(0) = η0







with dξ and dη as defined in Definition 3.2.4, η = ηn+η∆ and application of Assumption
4.1.1. With zTn = (ξT ηTn ) we rewrite this into
z˙n(t) = Aˇ zn(t) + Bˇ(u(t) + d(t)), zn(0) = z
0
n (4.37)
y(t) = Cˇ zn(t),
where we also omitted the disturbance generator for brevity. This is legitimate due
to the reasons given in Section 3.2.2. Owing to the fact that the controller, yet to be
devised, sees only the output of the system, which is unchanged, with a slight abuse of
notation we drop the index n in zn.
As the difference between η and ηn becomes more important in the stability proof
of the L1 controller, we will thoroughly comment on that issue.
Subtracting next the trajectory reference system Σ?z from the last set of equations
yields the tracking error dynamics as per
e˙(t) = Aˇ e(t) + Bˇ (ue(t) + d(t)) , e(0) = e0 (4.38)
ye(t) = Cˇ e(t).
Although we know that the 4-tupel (A,B,C, 0) and consequently (Aˇ, Bˇ, Cˇ, 0) are com-
pletely observable one could pose the question, whether the disturbance term d(t) is
observable at the output. According to [36], a condition for the observability of a dis-
turbance can intuitively be formulated as follows:
A disturbance d is observable if it can algebraically be expressed in terms of the measured output
y and a finite number of time derivatives of y as well as the control input u and a finite number
of time derivatives of u.
Using the normal form from Theorem 3.2.1 it can be shown that for some disturbance
d0(t) ∈ R the differential equation with respect to the output reads
y(r)(t)− aTξ ξ(t)− byu(t) = aTη η(t) + d0(t). (4.39)
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From that we concluded that the term aTη η(t) + d0(t) can be reconstructed from the
knowledge of input and output signals u(t) and y(t), respectively. That means, ex-
ternal disturbances d0 acting on the external dynamics, parameter perturbations with
respect to aTη η, as well as perturbations of the internal dynamics that propagate through
the solution η(t) can be observed. Moreover, since there is no input u in the internal
dynamics (z-coordinates) and none of the elements in η is measured it can further be
concluded, that disturbances that act directly on the internal dynamics cannot be ob-
served. However, this is not required for the solution of our problem. It suffices that
at least the effect of these perturbations on the external dynamics via η(t) is observable
which is the case. Thus, intuitively, the disturbance must first propagate through the
entire internal dynamics until its influence will be visible through aTη η. This fact also
justifies the usage of the model above, where this influence is represented by d∆.
Remark 4.1.6. Let us shortly comment on the reasoning behind using the model in
the format of (4.36) and (4.37) instead of the one from Definition 3.2.4. The reason for
this is the fact that, strictly speaking, only the disturbance with respect to the external
dynamics is observable. Disturbances acting on the internal dynamics are not observ-
able. However, during simulations of the observer based output feedback controller
the following observation has been made. Besides the estimation of disturbances with
respect to the external dynamics, the disturbance observer additionally estimated a
second component of the disturbance. This particular component represented the per-
turbation of the internal dynamics, carried through the solution of η(t) into the external
ones. The model given above lets us exactly compute this influence and validate the
disturbance rejection capabilities of the disturbance observer. This justifies the usage
of the above model.
Knowing that the disturbances encountered in our application are observable, we go
on with the derivation of the controller. Doing so, in the spirit of DAC, we impose the
following assumption
Assumption 4.1.2 (Waveform structure of disturbances). Assume that parts of the lumped
disturbance d(t) affecting the external dynamics can be expressed by
d(t) = dw(t) + dr(t),
where dw(t) is described by a waveform model of type
dw(t) = θ
T
w φw(t), θw, φw(t) ∈ Rm
with a vector θw of constant, unknown parameters and φw(t), a vector of completely known
waveform basis functions, while dr(t) ∈ R denotes an unknown, but uniformly bounded




x˙w(t) = Aw xw(t), xw(0) = x
0
w
dw(t) = Cw xw(t)
(4.40)
with disturbance state xw(t) ∈ Rm and Aw ∈ Rm×m and Cw ∈ Rm.
Remark 4.1.7. According to reference [77], practical experience has shown that a t-
polynomial waveform structure of order (m− 1) as per
dw(t) = cm−1tm−1 + · · ·+ c1t+ c0 (4.41)
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with values 1 ≤ m ≤ 4 is adequate for most disturbances encountered in practical
applications. Additionally, in the case of sinusoidal disturbances or vibration, the
waveform basis functions may also be chosen as sin(ω1t), or e−at sin(ω1t), with ω1 the
dominant frequency of the disturbance or the resonance frequency of the process. In-
terestingly, the introduction of internal models with sinusoidal waveform structures
implicitly leads to the realization of notch filters.
Using Assumption 4.1.2 and substitution of the output equation of (4.40) into (4.38)
yields
e˙(t) = Aˇ e(t) + Bˇ (ue(t) + Cwxw(t) + dr(t))
ye(t) = Cˇe(t).
Appending the state of the disturbance model to the existing tracking error state gives
























or in shorter notation
ε˙(t) = A¯ ε(t) + B¯ (ue(t) + dr(t)) (4.42)
ye(t) = C¯ε(t).
The choice of (Aw, 0, Cw, 0) must ensure that the pair (A¯, C¯) is observable. If this con-
dition is met then we can next design a standard Luenberger observer with respect to
the extended system. The observer is given by
Σεˆ :
{









, dˆw(t) = Cwxˆw(t) (4.44)
that is, estimates of the tracking error variables as well as the whole disturbance state.
The estimation error dynamics with estimation error defined as ε˜ := ε− εˆ then reads
˙˜ε(t) =
(
A¯− `C¯) ε˜(t) + B¯ dr(t), (4.45)
where observer gain ` ∈ Rn+m might be designed with any standard method such that
matrix A¯− `C¯ is Hurwitz.
Obviously, the estimation error dynamics is driven be the residuum dr(t). In the
total absence of dr(t) the estimation error asymptotically converges to the origin of the
estimation error state space. For uniformly bounded dr(t), the estimation error will
converge asymptotically to a near vicinity of the origin of the estimation error state
space. The deeper the eigenvalues of A¯ − `C¯ lie in the open left half complex plain
and the better the waveform model approximates the true disturbance, the smaller the
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bound on the estimation error gets. For more details in this respect we refer to our
work published in [142].
For the time being, we assume that the residuum term dr is uniformly bounded (cf.
Assumption 4.1.2). Under which assumptions this is true will be shown in the stability
proof for the adaptive augmentation in Section 4.2.2.
In a certainty equivalence kind of manner the estimated disturbance and state vari-
ables are next used within the feedback and compensation parts of the nominal control
law from Theorem 4.1.2 such that the control input ue reads
ue(t) = −kT1 eˆ1(t)− Bˇ†1Aˇ12 eˆ2(t)− dˆw(t) (4.46)
















denotes the composite feedback gain. Decomposing (4.38) into external and internal
dynamics and inserting the observer-based controller given by (4.43) and (4.47) with





e1(t) + Bˇ1Kε˜(t) + Bˇ1dr(t)
˙˜ε(t) =
(
A¯− `C¯) ε˜(t) + B¯ dr(t) (4.49)


















Assuming that the waveform model completely describes the occurring disturbances,
i.e. dr ≡ 0, then obviously the controller is able to completely reject these disturbances








λI − (A¯− `C¯)) . (4.51)
The latter is a Hurwitz polynomial, if the matrices Aˇ11−Bˇ1kT1 and A¯−`C¯ are Hurwitz—
a well known result from the separation theorem for LTI systems [51].
The resulting controller can be summarized by the following theorem







, e1(t) ∈ Rr, e2(t) ∈ Rn−r. (4.52)
88 Chapter 4. Control Design








































and overall control law
u(t) = u?(t) + ue(t). (4.56)
For dr ≡ 0 the controller asymptotically stabilizes the tracking error dynamics and thus solves
the nominal tracking control problem in the original coordinates if the feedback and observer
gains k1 and ` are designed such that matrices Aˇ11 − Bˇ1kT1 and A¯− `C¯ are Hurwitz.
In the presence of uniformly bounded input disturbances dr 6= 0 the controller asymptoti-
cally stabilizes the tracking error dynamics to a vicinity of the origin of the tracking error state
space. 
4.1.5 Controller Tuning and Frequency Domain Analysis
For the design of the controller, parameters ` and k1 must be computed and the distur-
bance model (Aw, 0, Cw, 0) must be specified.
Due to the outstanding robustness properties of Linear Quadratic Regulators (LQR)
[61, 92] and the nice time domain properties of minimum energy estimators such as the
Kalman-Bucy filter [61], we will use both of these approaches for the parameterization
of both, controller and observer. The combination of LQR and a Kalman-Bucy filter is
also known as Linear Quadratic Gaussian (LQG) control [61, 92]. Since the properties
of these controllers are extensively studied in any standard text book on linear systems,
see e.g. [51, 61] and many others, we will not elaborate any deeper on them and just
apply them from a practical point of view.
A common problem of tuning an observer-based controller, with the performance
assessment in the time domain, is the fact that one tends to tune the parameters such
that very good state and/or disturbance estimates are obtained. Of course this is intu-
itive, because it implies good time domain performance and good disturbance rejection
properties. However, with this approach one looses sight of robustness.
In order to get some insights on how to tune the controller to get sufficient robust-
ness we proceed with a frequency domain analysis of the presented control scheme. In
this way, the observer-based controller is rather interpreted as a dynamic output feed-
back compensator. Towards this end, it is convenient to rewrite the output feedback






A¯− `C¯ − B¯K) εˆ(t) + ` ye(t), εˆ(0) = εˆ0
ue(t) = −Kεˆ(t)
(4.57)
Taking the Laplace transform yields
εˆ(s) =
(
sI − (A¯− `C¯ − B¯K))−1 ` ye(s) (4.58)
ue(s) = −Kεˆ(s) (4.59)
and hence
ue(s) = −Σc(s) ye(s), (4.60)
with Σc(s) = K
(
sI − (A¯− `C¯ − B¯K))−1 `. Next, let Σ−1n (s) denote the Laplace trans-
form of the nominal feedforward controller Σ−1n (see e.g. Theorem 4.1.3) with input
signal y?(s) and output u?(s), respectively. Apparently, the proposed output feedback








FIGURE 4.1: 2-DOF control architecture.
that in contrast to the tracking error ye(t) in our design, the tracking error in the 2-DOF
architecture is given by y?(t) − y(t) = −ye(t), such that the input/output behavior of
the controller is simply given by
ue(s) = Σc(s)(y
?(s)− y(s)). (4.61)
By virtue of the fact that the feedforward controller does not influence the stability of
the closed loop system, we can thus concentrate on the design of the feedback controller
only. To study its frequency domain behavior, we consider the standard feedback con-






FIGURE 4.2: Standard feedback configuration.
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that is sensitivity S(s), complementary sensitivity T (s), noise sensitivity Su(s) as well
as process sensitivity Si(s). Furthermore, the loop gain
L(s) = Σc(s)Σ(s) (4.62)
gives valuable insight on robustness margins like gain and phase margin. Due to the
2-DOF control architecture, the tracking performance is completely specified by the
feedforward controller. Therefore, feedback controller design is exclusively dedicated
to disturbance rejection. Therefore, we will mainly concentrate on L(s), S(s), Si(s) and
Su(s).
The following simulation example illustrates the effectiveness of the proposed control
scheme and shows that robustness is sacrificed, if the controller performance is only
assessed in the time domain:
Example 4.1.3. Consider system (4.37) and the controller from Theorem 4.1.3. For illustration
purposes, the input dynamics is first excluded from the simulation and all parametric uncer-
tainties are set to zero. Only the external disturbances are present at the system input, i.e.
d(t) = f1(ξ, t).
We assume that the disturbance d may be approximated by a first order polynomial given
by
dw(t) = c1t+ c0. (4.63)















Let further Qc ∈ Rr×r, Qo ∈ R(n+m)×(n+m), symmetric and positive semidefinite, and
Rc ∈ R+, Ro ∈ R+ be the weights for the LQR controller and the minimum energy ob-
server, respectively. Tuning the weights solely on time domain observations, while aiming for
an almost perfect fit of the disturbance estimate with the true disturbance, yields the following
weights
Qc = diag(10, 0), Rc = 1, (4.65)
and
Qo = diag(1, 1e6, 1, 1e6, 1e12, 1e22), Ro = 1, (4.66)
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FIGURE 4.3: Simulation results for Example 4.1.3 with reference trajec-
tory y? = q?x, regulated position y = qx and position estimate yˆ = qˆx (top
left), dedicated tracking and estimation errors ye, yˆe (top right), control
input u and portions u?, ue (bottom left) such as true disturbance d and
disturbance estimate dˆw.
specified in the original coordinates. This leads to the following eigenvalues of Ac := Aˇ11 −
Bˇ1k
T
1 and Ao := A¯− `C¯, i.e.
λ(Ac) = −19.18± j19.18
λ(Ao) ∈ {−215.20± j519.54,−519.53± j215.20,−2.50± j98.10}.
The resulting performance is illustrated on a point-to-point positioning problem along the qx-
axis, where the mover is positioned from −10 mm to 10 mm in 2 s. For solving this problem, a
standard double S trajectory is adopted. Figure 4.3 depicts the simulation results.
Observing the tracking error (top right) and the quality of the disturbance estimate (bottom
right), it can be concluded that the time domain performance of the proposed controller is ex-
cellent. After a short transient of the observer estimation error dynamics on t ∈ [0, 0.2] s, the
tracking error settles down to a near vicinity of the origin of the tracking error state space and
its magnitude takes values below 10 nm. The disturbance is estimated nearly perfectly, and also
the estimates for velocity and the stator states, not shown here for brevity, are excellent as well.
However, if we examine the frequency domain performance of the controller with this partic-
ular parameterization, shown in Figure 4.4, it is evident that the frequency domain performance
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Frequency [Hz]























































FIGURE 4.4: Loop gain L(s) (left) with a phase margin of φm = 4.92◦
and a gain margin of gm = 1.12 dB; Sensitivity function S(s) (right) with
a peak value of Ms = 23 dB. The dotted line indicates the line of −180◦.
is poor in terms of robustness. Although the loop gain L(s) has its typical and desirable shape,
the controller has insufficient phase lead resulting in phase and gain margins of φm = 4.92◦
and gm = 1.12 dB, respectively. That means that a perturbation of the input gain parameter at
a factor of 1.14 renders the closed loop system unstable which is not tolerable. Additionally, the
sensitivity shows a peak value of Ms = 23 dB which amplifies noise too much and thus may
excite unmodeled dynamics.
Please note that the effect of input dynamics Σ2(s) is included in the bode plots in order to
illustrate the effect of unmodeled dynamics. N
The example clearly shows that good time domain performance does not necessarily
imply good frequency domain performance, nor robustness. The contrary may also be
true, that is, good frequency domain performance in terms of robustness is only gained
at the expense of (time domain) performance. So, we have to find a good compromise
between these two contrary goals.
Indeed, this trade-off is not new. It is well known (see e.g. [61, 92]) that LQG con-
trollers suffer from poor frequency domain properties. In order to recover some of
the outstanding robustness properties and loop shapes of full state-feedback LQR con-
trollers the so-called method of loop transfer recovery (LTR) proposed by [38, 132] is
often employed. However, although the LTR procedure provided quite good results
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our impression was that better results could be obtained when the weights were ad-
justed manually in order to obtain the desired loop shapes.
Frequency [Hz]



























































FIGURE 4.5: Loop gain L(s) (left) of the initial design with reduced
bandwidth (solid) and the final design (dash-dotted). The two designs
provide respectively, the following phase and gain margins, φm = 16◦,
gm = 4.53 dB (solid) and φm = 48.8 ◦, gm = 11.7 dB (dash-dotted); Sensi-
tivity function S(s) (right) of the respective designs with peak values of
Ms = 12 dB (solid) Ms = 3 dB (dash-dotted). The dotted line indicates
the line of −180◦.
Doing so, the controller from example 4.1.3 can be rendered more robust by reduc-
ing the bandwidth of the controller. Choosing the controller weights as
Qc = diag(10, 0), Rc = 1, (4.67)
and
Qo = diag(1, 1e6, 1, 1e6, 1e12, 1e18), Ro = 1, (4.68)
leads to the loop shapes presented in Figure 4.5 in solid lines. Note, that for the fol-
lowing Figures, the input dynamics Σ2(s) is always included. The choice of weighting
matrix Qo reduces the bandwidth of the initial design heavily from 80 Hz to approx-
imately 25 Hz. Despite the massive reduction of bandwidth the provided phase and
gain margins of φm = 16◦ and gm = 4.53 dB are still unacceptable. Also the sensitivity
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peak showing a value of 12 dB is still too high. Additionally, due to the fact that the
loop gain has a gain of approximately 5 dB in the range of the resonance frequency of
the stator, the time domain behavior is accompanied by undesired long tailed oscilla-
tions. This effect is shown in Figure 4.6 (A), where the output response to unit steps in


































FIGURE 4.6: (A) Output response to unit step in the input disturbance
for the initial design with reduced bandwidth (solid), and the final de-
sign (dash-dotted); (B) tracking error for the final design applied to the
tracking task of Example 4.1.3 but now with input dynamics.
For reducing this effect it has been experienced that the loop gain should have a gain
of approximately 30 dB around the resonance frequency. Moreover, due to the aspired
L1 augmentation of the nominal design, and a desired phase margin of at least 30◦ for
the complete scheme, we experienced that the nominal controller should have a phase
margin between 45◦ and 50◦. Shaping the loop to these specifications leads to the final
design with weighting matrices (with respect to original coordinates)
Qc = diag(10, 0), Rc = 1, (4.69)
as well as
Qo = diag(0, 2e13, 3e9, 1e13, 1e14, 1e21), Ro = 1, (4.70)
and the loop shapes presented in Figure 4.5 in dash-dotted lines. The eigenvalues of
Ac := Aˇ11 − Bˇ1kT1 and Ao := A¯− `C¯ are given by
λ(Ac) = −19.18± j19.18
λ(Ao) ∈ {−1494.18± j1496.51,−81.10± j79.10,−34.15± j64.34}.
With this particular design, the loop shapes have sufficient phase and gain margins of
φm = 48.8
◦ and gm = 11.7 dB, as desired. Also the sensitivity peak with a value of
Ms = 3 dB lies within the specification.
Interestingly, through the third and fourth weight of Qo an implicit notch filter has
been formed, providing a loop gain of 28 dB in the range of the resonance frequency. As
evident from Figure 4.6 (A), this completely removes the influence of frame vibrations
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when subject to input step disturbances. Note that also the noise sensitivity, not shown
for brevity, fulfills the specification with a peak value of 65 dB.
If this controller is applied for the tracking task of Example 4.1.3 the tracking error
performance presented in Figure 4.6 (B) is obtained. Again, the large peaking at the
beginning is only due to the transient of the observer estimation error dynamics and
of course only appears once. After this transient has decayed, the tracking error stays
always below 500 nm and therefore fulfills the specification on the tracking error in a
realistic kind of manner.
Although the derived controller is quite robust it has been observed that in the pres-
ence of parametric uncertainty, the tracking error performance deteriorates. To handle
these uncertainties, it is proposed to make use of a further control input, dedicated for
an adaptive augmentation of the nominal control loop. This will be presented in the
next section.
4.2 L1 Adaptive Tracking Control
For controlling systems with unknown and possibly time-varying parameters, the con-
cept of adaptive control emerged in the early 1950s, where it was primarily conceived
for autopilots of high performance aircraft. It was proposed to automatically adjust the
controller parameters in order to adapt to changing aircraft dynamics and parametric
variations (see e.g. [5, 68, 92] for a detailed historical overview).
In this regard, in particular, model reference adaptive control (MRAC) became fa-
mous [5, 71, 102]. However, in the early 1980s Rohrs’ well-known counterexample
[119] revealed that MRAC such as most of the hitherto existing adaptive controllers
lacks robustness with respect to unmodeled dynamics and disturbances, thwarting its
practical use. In view of these problems, many modifications have been proposed so
as to robustify existing adaptation schemes [71]. Most of these modifications yet only
led to ensure the boundedness of the adaptive estimates [147] but did not affect the
bandwidth and phase margin of the control loop, as suggested by [119].
For resolving the performance and robustness trade-off, a recent methodology is
the so-called L1 adaptive control theory, see overview in [68]. The philosophy of L1
adaptive control is based on the understanding that uncertainties may be compensated
within the available controller bandwidth, only [68, 147]. Bandwidth limitations, e.g.
due to actuator dynamics, may be included into the controller design by inserting a
low-pass filter at a particular point of the control loop [68].
This filter, interestingly, lets achieve a (frequency) decoupling of the control from
the estimation loop by shielding high frequency content of the adaptation from the
plant input. The approach enables fast parameter adaptation, thus performance, with-
out sacrificing robustness of the closed-loop, only constraint by hardware limitations
[68]. Furthermore, the approach helps take into account the three time-scales of an
adaptive system, crucial for stability [3], and solves Rohrs’ benchmark problem [147].
The fast adaptation loop inL1 adaptive controllers lets quantify the transient perfor-
mance of the closed-loop, a priori, without need of persistency of excitation arguments
and high gain feedback [68]. This makes it attractive for an adaptive augmentation of
2-DOF control architectures in tracking problems, where trajectories usually need to be
smooth, in contrast to persistently exciting.
In particular L1 adaptive control can be considered as a modified version of an indirect
or predictor-based MRAC approach. Thus, the control architecture of an L1 controller
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essentially comprises the same elements, namely a state predictor, an adaptation law














FIGURE 4.7: Predictor-based MRAC architecture, with xr as reference,
u as control input, x as plant state, xˆ as predictor state, x˜ as prediction
error and θˆ as adaptive estimate. The red cross marks the position for
possible modifications.
Essentially, the state predictor, also known as companion system [16], constitutes an ob-
server like system that captures the desired reference dynamics of the closed loop sys-
tem. It thus plays an equivalent role as the reference models in direct MRAC schemes
(see e.g. [68, 71, 92]). Due to this fact, we will sometimes use the terms state predic-
tor and reference model interchangeably. Being an observer like system, the predictor
mimics the desired closed loop behavior and substitutes all unknown parameters by
its adaptive estimates [68]. The latter are provided by the adaptation law which it-
self is driven by the prediction error (or equivalently reference model-tracking error)
computed from the difference of plant and predictor state (cf. Figure 4.7).
These estimates are also used in the control law, which attempts to compensate for
the uncertainties in a certainty equivalence kind of manner. The key difference between
the predictor-based MRAC scheme and L1 adaptive control is the control law. While in
MRAC one tries to compensate for all disturbances, which in fact assumes an infinite
bandwidth of the control channel, in L1 adaptive control, compensation of uncertain-
ties only takes place in the achievable bandwidth of the control channel. As discussed
earlier, the limitation of bandwidth in L1 adaptive control is addressed by means of
a low-pass filter placed at a particular point in the control loop. This special point is
marked by the red cross in Figure 4.7.
Interestingly, this shows parallels to classical control and loop shaping ideas, where
it is natural to incorporate low-pass filters for obtaining high frequency roll-off. When
properly designed, this in fact avoids the excitation of high frequency unmodeled dy-
namics which is advantageous in the face of our application.
Note that the insertion of the filter is only possible due to the observer like architec-
ture and the fact that it renders the predictor error dynamics (reference model-tracking
error dynamics) independent of the control input. In fact this leaves also room for
numerous other modifications, including hedging, the treatment of input time delays
and others [86]. Hence, this architecture is favorable and the key to the concept of L1
adaptive control.
Note that in view of the predictor-based MRAC the bandwidth of the controller is
only adjustable via the adaptation gain, where high gains imply good performance but
poor robustness and vice versa. That means that there is no separation of robustness
and performance which renders tuning of these controllers very difficult [68]. How-
ever, the low-pass filter in L1 adaptive control achieves a decoupling of the control
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from the adaptation loop. This means that theoretically, infinitely high adaptation rates
are possible, without sacrificing robustness. This in turn results in superior transient
performance.
Due to this fact, the authors of [68] suggest to choose the adaptation rate as high
as the hardware limitations (of the CPU) permit. Thus, the design of an L1 adaptive
controller basically comes down to the design of the reference dynamics, i.e. the state
predictor, and the design of a low-pass filter.
In the authors opinion the best way of applying adaptive control is to augment
a nominal/baseline controller that has been carefully designed and obtains desired
performance with respect to nominal conditions. Thus, the state predictor is simply
given by the closed loop dynamics of the baseline control loop. Consequently, the
design of the L1 controller simply reduces to the design of a low-pass filter which is
then designed for addressing bandwidth limitations and for obtaining considerable
roll-off at high frequencies.
Finally, note that there exists also a modification for direct MRAC schemes, for ad-
dressing limitations with respect to control authority. This also includes bandwidth
limitations. In particular, this modification is referred to as pseudo control hedging
(PCH) or simply hedging (see e.g. [9, 79, 80]). Roughly speaking, PCH modifies the
reference model by a so-called hedging signal such that actuator characteristics such
as saturations or input dynamics are not visible to the adaptive element and do not
appear in the reference model tracking error dynamics. Interestingly, as shown in the
work of [9] this particular modification, at least for known input gains, is equivalent
to L1 adaptive control. While according to [9] stability proofs for hedging in dircet
MRAC schemes have not yet been available, L1 adaptive control constitutes the "[...]
mathematically correct framework that provides a stability proof/condition [...]"[9].
4.2.1 L1 Adaptive Augmentation with Full State Feedback
Although not implementable on the PPS1405 platform, for the sake of completeness we
next comment on the design of an L1 adaptive augmentation with full state feedback
based on our work presented in [140]. To this end, let us consider the nominal state
feedback controller derived in Section 4.1.3. For the design of the nominal controller,
so far, we assumed dξ to be perfectly known. Of course this assumption is not realistic.
For unknown dξ we propose to replace the control portion ud of the nominal controller
by a new (adaptive) input uad that is capable of providing a reasonable estimate dˆξ to
compensate for dξ. The new control law is thus given by
u(t) = u?(t) + us(t) + uc(t) + uad(t), (4.71)
where all control portions are as in Theorem 4.1.2 and uad is yet to be devised. In view
of the high frequency dynamics Σ2(s), limiting the bandwidth of the control channel,
the complete rejection of dξ is not a realistic goal. Note that even if dξ would be per-
fectly known, it could not be rejected entirely due to the presence of unmodeled high
frequency dynamics. Thus, we take these limitations into account and only try to com-
pensate for dξ within the achievable bandwidth. This is the best that one can hope to
achieve in this situation. To this end, we employ the recently established L1 adaptive
control theory from Hovakimyan and Cao [68].
Remark 4.2.1. In contrast to the L1 schemes presented in [68], where the reference
signal also enters the low-pass filter, we let the nominal controller including reference
feedforward enter the system directly. This is evident from equation (4.71). Only in this
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way the nominal tracking performance is independent of the low-pass filter of the L1
controller.
In view of the understanding that uncertainties can only be compensated for within
a feasible bandwidth of the control channel also the problem of (perfect) asymptotic
output tracking is not feasible. Therefore, we adapt the nominal tracking problem from
Definition 4.1.1 to
Definition 4.2.1 (Robust (trajectory) tracking control problem). Consider system (4.20)
and an arbitrary, bounded reference trajectory y?(·) ∈ Ck, with k ≥ r, where r denotes the
relative degree. Devise a control law for u such that in the presence of system uncertainties dξ
and dη the system output y tracks the desired reference trajectory y? as best as possible, while
the control input u stays uniformly bounded, i.e.
|u(t)| ≤ δu <∞, ∀t ≥ 0,
and the tracking error defined by ye(t) := y(t)− y?(t) stays uniformly ultimately bounded
|ye(t)| ≤ t, ∀ t ≥ T0,
where t > 0 is a desired tracking tolerance and T0 is a finite time instant. H
For solving the robust tracking control problem, we next begin with the derivation of
the L1 controller. Towards this end, we consider the dynamics in (4.20) with inserted
control law (4.71), together with the definition of dξ, as given in (3.141). That is,
e˙1(t) = Am e1(t) +Bm
(
uad(t) + βu(t) + θ
T
1 z(t) + f(ξ, t)
)
, e1(0) = e
0
1





where we used the definitionsAm := Aˇ11− Bˇ1kT1 (Hurwitz), Bm := Bˇ1 and Cm the first
two rows of Cˇ. In view of Assumption 4.1.1, u1 has been replaced by u.
This constitutes the perturbed closed loop tracking error dynamics. We assume that
k1 is designed such that in the absence of dξ and dη desired performance and robust-
ness specifications are met such that these dynamics constitute the desired closed loop
dynamics under nominal conditions. The task of the adaptive controller is thus to com-
pensate for dξ in order to recover the nominal performance in the face of unexpected
changes in the parameter values or unknown external disturbances.
In view of Assumption 3.2.3, let us again concentrate on the external dynamics. To
this end, additionally to Assumptions 3.2.1 and 3.2.2 consider the following assump-
tion:
Assumption 4.2.1. We assume, that the disturbance term f(ξ, t) may be modeled as
f(ξ, t) := θT2 (t)ξ(t) + σ(t), (4.73)
where θ2(t) ∈ R2 is a time-varying vector of unknown parameters and σ ∈ R is an unknown
time-varying residuum.
Then the external dynamics of (4.72) becomes{
e˙1(t) = Am e1(t) +Bm
(
uad(t) + βu(t) + θ
T(t)z(t) + σ(t)
)
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in order to account for the parameter perturbations with respect to ξ(t) and η(t). More-
over, β, θ(t) and σ(t) are subject to the following assumptions [68]:
Assumption 4.2.2. The unknowns θ(t) and σ(t) are assumed to be uniformly bounded, i.e.
θ(t) ∈ Ωθ,0, |σ(t)| ≤ σmax,0, ∀ t ≥ 0 (4.76)
and continuously differentiable with respect to time t, obeying
‖θ˙(t)‖ ≤ δθ <∞, |σ˙(t)| ≤ δσ <∞, ∀ t ≥ 0. (4.77)
Therein Ωθ,0 is a known convex compact set and σmax,0 is a known (conservative) bound on σ(t)
such that σ(t) securely lies within the set Ωσ,0 := [−σmax,0, σmax,0].
Applying next the Assumptions 3.2.1 and 3.2.2 on parameter β leads to the following
assumption:
Assumption 4.2.3. Let the unknown input gain perturbation β > −1 and let it belong to a
known (conservative) convex compact set β ∈ Ωβ,0 := [βl,0, βu,0] ⊂ R where−1 < βl,0 < βu,0
are known lower and upper bounds on β.
Remark 4.2.2. Assumption 4.2.1 is imposed for simplicity and has a reasonable phys-
ical interpretation to it. Indeed, the main part of the disturbances f(ξ, t) encountered
in our application can be physically interpreted as stiffness and damping coefficients
that depend on position and velocity, respectively (cf. Figure 3.12). Therefore, model-
ing these coefficients with a time-varying component θT2 (t)ξ(t) and an additional time-
varying residuum σ(t) forms a reasonable model.
Of course, in the case of more complex nonlinearities on could use the approach
presented in [92] that is widely used throughout the MRAC and neuro-adaptive control
community. There, the nonlinearity f(ξ, t) is modeled by θT2 φ(ξ) with φ(ξ) ∈ RN an N
dimensional regressor vector of known nonlinear, locally Lipschitz continuous basis
functions. Therein, θ2 is again a constant vector or matrix of unknown parameters.
Another alternative is the application of Lemma A.9.1 of reference [68]. Roughly
speaking, it states that for ξ(·) ∈ L∞ and ξ˙(·) ∈ L∞, there exist constants θ2(t) ∈ R
and σ(t) ∈ R such that on a finite time interval t ∈ [0, τ ] the nonlinearity f(ξ, t) may be
expressed as
f(ξ, t) = θ2(t) ‖ξt‖L∞ + σ(t). (4.78)
However, in view of the physical interpretation and the weak nonlinearity the sug-
gested model suffices our needs.
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The state predictor is given by
ΣpL1 :
{
˙ˆe1(t) = Am eˆ1(t) +Bm
(
uad(t) + βˆu(t) + θˆ
T(t)z(t) + σˆ(t)
)




where eˆ1 ∈ Rr is the predictor state and βˆ ∈ R, θˆ ∈ Rn and σˆ ∈ R denote the estimates
of the respective unknowns.
Remark 4.2.3. Note that (4.79) indicates a perfect initialization of the predictor state eˆ1
with the error state of the plant. However, this is not as restrictive as it seems and does
not sacrifice stability, as shown in the proof of [17]. In fact, non-zero initialization er-
rors will contribute to an exponentially decaying component within the initial transient
phase. During this transient phase the performance may slightly degrade [17].
The state predictor system is a simple simulator, mimicking the dynamics of the
controlled system. For rendering the observation dynamics faster than the control loop
dynamics, as suggested in [68], the state predictor may be augmented on the right
hand side of (4.79) by a Luenberger type of correction term, i.e. −Lm (eˆ(t)− e(t)) with
appropriate gain Lm ∈ Rr×r. On the one hand, this helps speed up the decay rate
of the initialization error, leaving transient performance almost unaffected. On the
other hand, it lets adjust the damping properties of the adaptation loop and thus helps
reduce high frequency content in the estimates and peaking phenomena. For details
see the thorough discussions in [68, 85]. Due to the observer-like architecture in L1
adaptive control this modification appears somehow naturally. Interestingly, it shows
equivalences to recent results on closed-loop reference models in direct MRAC schemes
[47, 92] used for improving the transient performance of MRAC controllers.
The adaptive estimates inside the state predictor are provided by the adaptation law




β(t) = Γ Proj(βˆ(t),−e˜T1 (t)PBmu(t))
˙ˆ
θ(t) = Γ Proj(θˆ(t),−z(t) e˜T1 (t)PBm)
˙ˆσ(t) = Γ Proj(σˆ(t),−e˜T1 (t)PBm)
(4.80)
with associated initial conditions βˆ(0) = βˆ0, θˆ(0) = θˆ0, σˆ(0) = σˆ0 as best initial guesses
for the unknowns to be estimated. Furthermore, e˜1(t) = eˆ1(t) − e1(t) is the prediction
error, Γ > 0 the adaptation gain and P = PT > 0 is the unique solution of Lyapunov
equation
ATmP + PAm = −Q (4.81)
for some Q = QT > 0. The projection operator Proj(·, ·) is to keep estimates uniformly
bounded within a compact convex set, i.e.
βˆ(t) ∈ Ωβ ⊃ Ωβ,0 (4.82)
θˆ(t) ∈ Ωθ ⊃ Ωθ,0 (4.83)
σˆ(t) ∈ Ωσ ⊃ Ωσ,0 (4.84)
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for all t ≥ 0. For the sake of clarity, note that
Ωβ := [βl, βu], βl < βl,0 < βu,0 < βu (4.85)
Ωσ := [−σmax, σmax], 0 < σmax,0 < σmax. (4.86)
Sets with subindex 0 capture a priori known bounds of the unknowns, while respective
supersets denote the tolerance bound of the projection operator, see [68, 91, 111]. We
have implemented the projection operator as in [68]. For the ease of exposition we use
the control law
u˙ad(t) = −k uad(t)− k χˆu(t), uad(0) = 0 (4.87)
uad(s) = −Cu(s) χˆu(s) (4.88)




, k > 0, (4.89)
and uad(s) denotes the Laplace transform of uad(t). Please note that this notation is
used throughout this text.
In a certainty equivalence manner it aims to compensate χu by means of the estimate
χˆu. Thereby, compensation only occurs within a predefined bandwidth specified by
the low-pass filter Cu(s) and design parameter k. Of course more complex filtering
structures are also possible, given that Cu(s) is BIBO stable, strictly proper and satisfies
Cu(0) = 1. The choice of parameter k will be clarified in the remainder of this section.
Eventually, the proposed complete L1 adaptive tracking controller is given by (4.71),
(4.31), (4.32), and (4.79)–(4.88).
Discussion
When comparing the proposed control law (4.88) with the one given in [18] the first
impression is that both are different. In contrast to the L1 adaptive controller in [18] the
filter of (4.88) seems to be independent of the input gain. Yet this is due to the fact that
until now we have not made explicit use of u(t) in (4.74), (4.79) and (4.88). As we will
see, in doing so the Lyapunov-based stability proof turns out simpler and the number
of adaptation laws is minimized.
For illustrating the relation to the control law in [18, 68], we compute the control
structure by making explicit use of u(t). Inserting (4.71) together with (4.31), (4.32) in
(4.74), (4.79) and (4.87) yields the equivalent error dynamics
e˙1(t) = Ame1(t) +Bm (ω uad(t) + χou(t)), e1(0) = e
0
1, (4.90)
the equivalent state predictor model
˙ˆe1(t) = Ameˆ1(t) +Bm (ωˆ uad(t) + χˆou(t)), eˆ1(0) = e
0
1, (4.91)
as well as the equivalent adaptive input
u˙ad(t) = −k ωˆ(t)uad(t)− k χˆou(t), uad(0) = 0. (4.92)
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Within these equations, we have used the abbreviations
χou(t) := Θ
T
1 (t) z(t) + Θ
T
2 z
?(t) + βu?(t) + σ(t) (4.93)
χˆou(t) := Θˆ
T
1 (t) z(t) + Θˆ
T
2 z
?(t) + βˆu?(t) + σˆ(t) (4.94)
with
ω := 1 + β, ΘT1 (t) := θ
T(t)− βKT, ΘT2 := βKT, (4.95)
ωˆ(t) := 1 + βˆ(t), ΘˆT1 (t) := θˆ








, kT2 := Bˇ
†
1Aˇ12 (4.97)
is the state feedback vector from the nominal controller. In the line of thought with [18,
68] the control law may be further generalized by rewriting (4.92) as per
u˙ad(t) = −k (ωˆ(t)uad(t) + χˆou(t)) = −k χˆ(t) (4.98)
uad(s) = −k
s
χˆ(s) = −kD(s) χˆ(s). (4.99)
This reveals that the proposed L1 controller (4.87) implicitly leads to a similar one as
given in [18]. In the simplest case, D(s) is an integrator. However, generally and for
the purpose of admitting more complex filtering structures, D(s) may be any strictly




, ∀ω ∈ Ωω (4.100)












Lz,1 := ‖Hz(s)‖L1 , Hz(s) :=
(
sI − (Aˇ22 + ∆A22)
)−1
(Aˇ21 + ∆A21) (4.103)
Remark 4.2.4. From (4.90) and (4.92) it is not directly clear how the uncertainties are






Evidently, in steady state all uncertainties are compensated by means of their estimates.
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Note that the proposed control law in steady state is equivalent to its MRAC counter-
part. However, in contrast to the MRAC controller the explicit inversion of ωˆ in (4.92) or
(4.87) is avoided. The inversion of ωˆ is rather accomplished dynamically, as discussed
in [67].
Furthermore, consider (4.92) with a ωˆ that is varying slowly in time. This leads to
the intuition that compensation takes place within a bandwidth ωb = kωˆ > 0, that is,
dependent on the estimate ωˆ, see [147]. Thus, adaptation may change ωb with time,
while the projection operator ensures that it changes within the following interval
ωb ∈ [k (1 + βl) , k (1 + βu)] . (4.105)
Hence, the design parameter k may be seen to adjust the lower and upper filter band-
width to the given limitations.
The remarkable feature of L1 adaptive controllers, to adaptively change its band-
width, is exceptional when compared with existing adaptive control algorithms and is
also the key for the robustness properties of the scheme, when subject to unmodeled
dynamics (see [18, 147]).
Remark 4.2.5. Omitting the low-pass filter in (4.87) leads to the well-known predictor-
based MRAC controller, where the inversion of ωˆ happens to appear explicitly. Hence,
projection-based adaptation laws or similar methods must be used to ensure that ωˆ > 0,
∀ t ≥ 0. Note, however, that the same applies for the L1 controller, since also in steady
state singularities must be prohibited.
Ideal Closed Loop System
Due to the insertion of the low-pass filterC(s) (or equivalentlyCu(s)) in the L1 scheme,
the controller will not be able to track the standard reference model known from MRAC,
because this assumes infinite bandwidth of the control channel and therefore does not
include any filtering structures. Instead, it is clear that the model tracking perfor-
mance and thus the disturbance rejection properties of the L1 controller will heavily
depend upon the choice of the bandwidth of the low-pass filter. A feasible reference
model for L1 adaptive control, for predicting the best possible performance that could
be achieved under ideal conditions, must therefore directly incorporate the filtering
structure C(s). For computing a model for this ideal case, in accordance with [68], it is
simply assumed that all unknowns are perfectly known and compensated within the




e˙1,id(t) = Ame1,id(t) +Bm (ω uid(t) + χou,id(t))
e˙2,id(t) = Aˇ21 e1,id(t) + Aˇ22 e2,id(t) + dη,id(t), e2,id(0) = e
0
2
ye,id(t) = Cme1,id(t), e1,id(0) = e
0
1
uid(t) = − 1ωC(s)χou,id(t)
(4.106)
The first equation of ΣidL1 may equivalently be expressed in the frequency domain as
e1,id(s) = H(s) (1− C(s))χou,id(s) + ein(s), (4.107)
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where
H(s) := (sI −Am)−1Bm, ein(s) := (sI −Am)−1Bm e01 (4.108)
and χou,id(s) denotes the Laplace transform of χou,id(t). Please notice that the control
objective is to bring e1,id to zero. As apparent from equation (4.107) perfect cancella-
tion of χou,id(s) can only be achieved with C(s) = 1. This of course corresponds to an
infinite bandwidth of the control channel and is not feasible in practice. Note that for
C(s) = 1, (4.106) resembles the reference system in MRAC. Instead, (4.107) and the fact
that C(s) is a low-pass filter with C(0) = 1 imply that for frequencies below the band-
width ωb of C(s), C(s) ≈ 1 such that perfect cancellation is achieved in that frequency
range. However, for frequencies above ωb, C(s) ≈ 0 such that there is no contribu-
tion of the L1 controller in that frequency band such that high frequency oscillations
from the adaptation law are shielded from the plant input. Instead, in that range the
disturbances are rejected by the capabilities of the nominal controller.
Applying the final value theorem of the Laplace transform to (4.107) and recalling
that C(0) = 1, reveals that even in the case of constant unknowns these will only be
canceled in steady state and not during the transient phase. In view of the aspired
tracking control objective, at first glance, this fact may be seen as a drawback of the
scheme. However, if the controlled plant exhibits actuator dynamics as in our case and
C(s) is designed accordingly, one cannot get any better with or without the filter due to
the actuator dynamics. Thus, the L1 controller achieves the best possible result in this
situation. Obviously, increasing the bandwidth of C(s) leads to better performance but
lower robustness and vice versa.
In the spirit of [68] we will also exploit the ideal system description ΣidL1 for deriving
transient and steady state performance bounds of the proposed controller. To this end,
we next provide a stability analysis of the proposed L1 controller.
Stability Analysis
According to the literature on L1 adaptive control [68] the procedure for proving the
stability of a closed loop system with any L1 controller can basically be described as a
three step procedure.
In the first step, the stability of the ideal (non-adaptive) closed loop system is con-
sidered which in fact providesL–stability conditions for the choice ofC(s) under which
the system is stable with respect to ideal conditions, i.e. when all uncertainties are per-
fectly known.
In the second step, the stability of the closed loop adaptive system is considered.
This is typically done in terms of a Lyapunov proof of the predictor error dynamics.
In fact this is equivalent to the reference model error dynamics in terms of MRAC.
The result of this analysis provides upper bounds for the prediction error state and/or
output.
Due to the insertion of the low-pass filter in L1 adaptive control and the fact that
the stability of the predictor error dynamics is independent of the choice of adaptive
control input, the stability/boundedness of this error alone does not imply stability of
the closed loop system and boundedness of control inputs. Thus, in the final step the
results of step one and two are combined.
At this stage it is shown that the error between the actual state (control input) and
the ideal state (control input) is bounded. From that, stability of the overall closed loop
system and boundedness of control inputs can be concluded, completing the proof.
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The last step additionally provides transient and steady state performance bounds.
These bounds show that the performance of the closed loop adaptive system can come
arbitrarily close to that of the ideal system, if the adaptation gain Γ for gradient-based
adaptation laws, or the sampling time Ts in the case of piecewise constant adaptive
laws are chosen arbitrarily large, or arbitrarily small, respectively.
Following this three step procedure and the lines of thought of [68], we next provide a
proof for the stability of the ideal closed loop system.
Proof. Take (4.107) and let G(s) := H(s)(1− C(s)). Then
e1,id(s) = G(s)χou,id(s) + ein(s). (4.109)
Since Am is Hurwitz, it follows that ein(t) is uniformly bounded. Next, a bound on
e1,id(t) is obtained by taking the truncated L∞ norm, i.e. ‖(·)τ‖L∞ , on both sides of the
last expression, i.e.
‖(e1,id)τ‖L∞ ≤ ‖G(s)‖L1 ‖(χou,id)τ‖L∞ + ‖ein‖L∞ . (4.110)




1 (t)e1,id(t) + θ¯
T
2 e2,id(t) + θ
T(t)z?(t) + βu?(t) + σ(t) (4.111)
where
θ¯T1 (t) := θ
T
ξ (t)− βkT1 , θ¯T2 := θTη − βkT2 . (4.112)
Taking the truncated L∞ norm of χou,id yields
‖(χou,id)τ‖L∞ ≤
∥∥(θ¯T1 e1,id)τ∥∥L∞+ ∥∥(θ¯T2 e2,id)τ∥∥L∞
+
∥∥(θTz?)τ∥∥L∞+ ‖(βu?)τ‖L∞+ ‖στ‖L∞
≤L1 ‖(e1,id)τ‖L∞+ L2 ‖(e2,id)τ‖L∞




∥∥θ¯1∥∥1 , L2 := maxθ∈Ωθ,β∈Ωβ ∥∥θ¯2∥∥1 , L3 := maxθ∈Ωθ ‖θ‖1 , L4 := maxβ∈Ωβ|β| (4.114)
For deriving a bound on the tracking error e2,id(t) of the internal dynamics, we note
that from the second equation of (4.106) and the definition of dη as in (3.140) it follows
that
e2,id(s) = Hz(s) e1,id(s) +H∆1(s) ξ
?(s) +H∆2(s) η
?(s) + e2,in(s), (4.115)
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sI − (Aˇ22 + ∆A22)
)−1
(Aˇ21 + ∆A21) (4.116)
H∆1(s) :=
(










sI − (Aˇ22 + ∆A22)
)−1
e02. (4.119)
Assumption 3.2.3 implies that matrix Aˇ22 + ∆A22 is Hurwitz such that the transfer
functions Hz(s), H∆1(s), H∆2(s) are BIBO stable and the signal e2,in(t) is uniformly
bounded. Moreover, we note that the reference signals ξ?(t) and η?(t) are of course
uniformly bounded also. Hence, the following upper bound
‖(e2,id)τ‖L∞ ≤ Lz,1 ‖(e1,id)τ‖L∞ + Lz,2 (4.120)
holds uniformly for all τ ≥ 0 and there exist constants Lz,1, Lz,2 > 0 given by
Lz,1 := ‖Hz(s)‖L1 (4.121)
Lz,2 := ‖H∆1(s)‖L1 ‖ξ?τ‖L∞ + ‖H∆2(s)‖L1 ‖η?τ‖L∞ + ‖(e2,in)τ‖L∞ . (4.122)
Note that this bound is also in accordance with [68] and the norm bounds imposed on
unknown internal dynamics. Substituting this bound back into (4.113) yields
‖(χou,id)τ‖L∞ ≤ (L1 + L2Lz,1) ‖(e1,id)τ‖L∞ + ρχ (4.123)




‖θξ − βk1‖1 (4.124)
≤max
θ∈Ωθ
‖θξ‖1 + maxβ∈Ωβ ‖βk1‖1 (4.125)
=max
θ∈Ωθ




‖θη − βk2‖1 ≤ maxθ∈Ωθ ‖θη‖1 + ‖k2‖1 maxβ∈Ωβ|β|. (4.127)
Then
L1 + L2Lz,1 ≤ max
θ∈Ωθ




‖θη‖1 + ‖k2‖1 maxβ∈Ωβ|β|
)
.
Defining the last inequality as
L := max
θ∈Ωθ




‖θη‖1 + ‖k2‖1 maxβ∈Ωβ|β|
)
(4.128)
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and substitution of L and (4.123) into (4.110) yields
‖(e1,id)τ‖L∞ ≤
‖G(s)‖L1 ρχ + ‖ein‖L∞
1− ‖G(s)‖L1 L
. (4.129)
Then e1,id(t) is uniformly bounded on t ∈ [0, τ ] for all τ ≥ 0 if the filter parameters k
and D(s) verify the L1-norm stability condition in (4.101). Then also the ideal closed
loop system given in (4.106) is BIBS stable.
Now that we know that under ideal conditions the closed loop system is stable, in the
following, we adhere to the lines of proof in [68] to show stability of the closed loop
adaptive system with the proposed tracking controller. This constitutes the second step
of the three step procedure.
Proof. Subtracting (4.74) from (4.79) yields the prediction error dynamics
˙˜e1(t) = Ame˜1(t) +Bm(β˜ u(t) + θ˜
T(t) z(t) + σ˜(t)), (4.130)
where we have used the denotation e˜1 = eˆ1− e1, θ˜ = θˆ− θ, β˜ = βˆ−β and σ˜ = σˆ−σ for
the respective estimation error variables. Now, take the Lyapunov function candidate
V (e˜1, β˜, θ˜, σ˜) = e˜
T




β˜2 + θ˜Tθ˜ + σ˜2
)
, (4.131)
where time dependencies are dropped, for brevity. Recall that Γ > 0 and P is the
unique positive definite solution of Lyapunov equation ATmP + PAm = −Q for some
Q = QT > 0. Using the adaptation law in (4.80) we obtain

























=− e˜T1 Qe˜1 + 2β˜
(

























The projection operator keeps the estimates of the unknowns within compact convex
sets for all time, i.e.
θˆ(t) ∈ Ωθ, βˆ(t) ∈ Ωβ, σˆ(t) ∈ Ωσ, ∀ t ≥ 0. (4.133)
This helps derive a bound for the second term in (4.132), i.e.




‖θ‖2 δθ + σmax δσ
)
, (4.134)
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which yields
V˙ ≤ −e˜T1 Qe˜1 +
4
Γ
(θmax δθ + σmax δσ) . (4.135)




(θmax δθ + σmax δσ) (4.136)
and hence we have the bound
‖e˜1‖22 ≥
4 (θmax δθ + σmax δσ)
Γλmin(Q)
=: e˜21,max (4.137)
on the radius of a ball out of which V˙ ≤ 0. All trajectories that start outside the sphere
will eventually converge to its interior or its surface and stay there for all time. The
prediction-error e˜1 is thus uniformly bounded, staying in a vicinity of the origin of the
state space. Increasing the gain Γ will decrease the norm of e˜1.
An upper bound on the prediction error ‖e˜1‖2 may be obtained by computing an
upper bound Vmax on V via (4.137). Hence,




β˜2 + θ˜Tθ˜ + σ˜2
)




4 θ2max + (βu − βl)2 + 4σ2max
)
. (4.138)
The second summand follows from the parameter projection since the projection oper-
ator ensures that for all time
β˜2 + θ˜Tθ˜ + σ˜2 ≤ 4 θ2max + (βu − βl)2 + 4σ2max . (4.139)









(θmaxδθ + σmaxδσ) + 4θ
2
max + (βu − βl)2 + 4σ2max. (4.141)











4 θ2max + (βu − βl)2 + 4σ2max
)
< Vmax.
Therefore, V initially starts within the Vmax region. Function V may increase exceeding
V (0), however, it cannot exceed Vmax since outside the ball V˙ < 0. Hence, using (4.138)
and (4.140) we conclude that for all t ≥ 0
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Now as we have shown that e˜1(t) is uniformly ultimately bounded, it remains to show
that one of the variables, either eˆ1(t) or e1(t) is bounded, avoiding that they diverge at
the same rate. To this end, we rewrite the adaptive control signal (4.99) as
uad(s) = −kD(s) (ω uad(s) + χou(s) + χ˜(s)) , (4.145)
where χ˜(t) = χˆ(t)− χ(t) and χ(t) = ω uad(s) + χou(s). Solving for uad(s) leads to
uad(s) = −C(s)
ω
(χou(s) + χ˜(s)) (4.146)
with C(s) as defined in (4.100). Next, consider the Laplace transform of (4.90) given by
e1(s) = G(s)χou(s)−H(s)C(s) χ˜(s) + ein(s) (4.147)
where ein(s) = (sI −Am)−1 e01, H(s) = (sI −Am)−1Bm and G(s) = H(s) (1− C(s)).
Assuming eˆ01 = e
0
1, the prediction error dynamics such as its Laplace transform read
˙˜e1(t) = Ame˜1(t) +Bm χ˜(t) (4.148)
e˜1(s) = H(s) χ˜(s). (4.149)
Using (4.149) in (4.147) and by virtue of the fact that C(s) is scalar valued we obtain
e1(s) = G(s)χou(s)− C(s) e˜1(s) + ein(s). (4.150)
Now, as we know that the ideal closed loop system is stable with e1,id(·) ∈ L∞e we can
conclude the boundedness of e1(t), if the norm ‖(e1,id − e1)τ‖L∞ exists. Additionally
to this information, we obtain a bound for the transient performance.
From (4.150), (4.109) and (4.111) it follows that




1 (e1,id(t)− e1(t)) + θ¯T2 (e2,id(t)− e2(t)). (4.152)
Taking the truncated L∞-norm, yields
‖(e1,id − e1)τ‖L∞ ≤ ‖G(s)‖L1 ‖χeτ‖L∞ + ‖C(s)‖L1 ‖e˜1τ‖L∞ . (4.153)
Note that the term χe can be likewise bounded as (4.123) with L as defined in (4.102).
Then ‖χeτ‖L∞ ≤ L ‖(e1,id − e1)τ‖L∞ such that (4.153) turns to







where we also used the bound on e˜1 from (4.144). Consequently, e1 is uniformly
bounded for all τ ≥ 0 if k and D(s) are designed such that C(s), as defined in (4.100), is
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a BIBO stable strictly proper transfer function with DC-gain C(0) = 1 and the L1 norm
condition
‖G(s)‖L1 L < 1 (4.155)
is satisfied. To proof the boundedness of the adaptive control signal uad, we subtract
(4.146) from uid as given in (4.106) giving






Along with [68] we make use of Lemma A.12.1 from [68] that implies that there exists





















Thus it follows that









which is uniformly bounded for all τ ≥ 0 due to strictly proper and BIBO stable C(s),
proper and BIBO stable H1(s) and the uniform boundedness of (4.154) and (4.144).
Due to the fact that we assumed the availability of the complete state z for adaptive
state feedback control, this controller is not implementable on the PPS1405 platform,
because only the output y is measurable. Note, however, that this assumption is not
unrealistic, in [136] and references therein the use of accelerometers for similar motion
control applications is reported. These could be attached to mover and stator such that
full state information might be recalculated.
However, in order to illustrate the performance that could be achieved by this con-
troller, we next give a small simulation example.
Example 4.2.1 (Simulation of proposed L1 augmentation with full state feedback). For
demonstrating the tracking performance of the proposed scheme, we again adopt a point-to-
point tracking control problem along the qx-axis. This time, a degree five polynomial is used as
reference trajectory, illustrated in Figure 4.8. During this task, the mover is first transitioned
from−10 mm to 10 mm in 2 s. After an idle time of a further 2 s, where the mover is at rest, the
same transition is reversed.
The motion stage is simulated according to the generic axis model in the original coordinates
as given in Definition 3.1.1. Additionally, to each individual physical parameter, i.e. ai, bj , in
A and B (see Table C.4) a parametric uncertainty of +50 % is added.
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FIGURE 4.8: Point-to-point reference trajectory (left) and magnitude
bodeplot (right) of Cu(s) (solid) and Σ2(s) (dashed).
Note, that this corresponds to the same controller gain k1 as in Example 4.1.3 and consequently
leads to the same closed loop eigenvalues given by
λ(Am) = −19.18± j19.18.
For the ease of filter design we use the form of the control law as given in (4.88). The filter Cu(s)
is designed such that it respects the input dynamics Σ2(s). This is illustrated in the magnitude
plot on the right of Figure 4.8. The transfer function of the filter is given by
Cu(s) =
3.507e13
s4 + 1.022e04s3 + 5.221e07s2 + 6.05e10s+ 3.507e13
(4.161)
constituting a series connection of two second order filters with each having a damping ratio
of ζf = 0.707 and natural frequencies of ωf,1 = 2pi150 rad/s and ωf,2 = 2pi1000 rad/s.
Following the design approach presented above, this filter may also be cast into the equivalent
form as in (4.99) with D(s) as per
D(s) =
1
s4 + 1.022e04s3 + 5.221e07s2 + 6.05e10s
(4.162)
and k = 3.507e13.
In view of the perturbations, the convex compact sets for the projection bounds are set to
Ωβ = [−0.6, 0.6], Ωσ = [−1, 1], Ωθ = {θ ∈ R4 : θi ∈ [−21, 21]}. (4.163)
Finally, the adaptation gain Γ = 10000 and the Luenberger modification term is set to Lm =
diag(1e3, 1e3).
Figure 4.9 illustrates the tracking errors (top) and control efforts (bottom) for the nominal
state feedback controller (left) and for the L1 augmentation (right). Obviously, in the face of
uncertainties, the nominal controller has difficulties in keeping the tracking error below 1 µm.
However, the L1 augmentation suppresses these uncertainties remarkably well and keeps the
tracking error below 1 µm, as desired. N
Remark 4.2.6. Filter design in L1 adaptive control is not a trivial task. Indeed, in the
course of filter design it has been observed that the L1 norm sufficient condition for
stability is quite restrictive. In fact, in the case of Example 4.2.1 it was not possible
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FIGURE 4.9: Tracking of a polynomial point-to-point trajectory: tracking
errors (top) for nominal state feedback controller (solid, left) and pro-
posedL1 augmentation (dashed). Control portions (bottom) for nominal
controller (left) and adaptive controller (right).
to design a filter that first, verified the L1 norm condition and second, respected the
virtual actuator dynamics Σ2(s).
Of course, in the case of no input dynamics, it is always possible to verify the L1
norm condition by choosing the bandwidth of the filter sufficiently large. But, in our
case it is clear that this may violate the bandwidth limitations imposed by the unmod-
eled input dynamics and thus the robustness/stability of the closed loop system. Note
that also for systems with unknown input dynamics, sufficient conditions for stability
are presented in [68]. Adapting these conditions to our problem did not solve it either.
Note further that this issue seems to be a common problem and has also been re-
ported in the work of [64]. In view of the theoretical overhead this is an unsatisfactory
result.
However, since the L1 norm condition is only sufficient and not necessary for sta-
bility, still filters may be designed for obtaining a stable closed loop system. Aided by a
few simulations the result presented above was obtained, showing satisfactory results.
Although Example 4.2.1 already shows quite good results, even better tracking perfor-
mance is possible. In fact, this may be accomplished by augmenting a nominal con-
troller with integral action. This will be investigated next.
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4.2.2 L1 Adaptive Augmentation with Output Feedback
The derivation of adaptive output feedback schemes usually involves strictly positive
real (SPR) conditions (see e.g. [71]) on the model tracking error dynamics or at least
the addition of auxiliary filtering structures to render it SPR (see e.g. [148] and ref-
erences therein). In fact, the SPR condition allows to invoke the celebrated Kalman-
Yakubovich-Popov (KYP) Lemma (see e.g. [71]) at the stage of Lyapunov proof/design
which enables the derivation of adaptation laws that solely require the knowledge of
the measured output y, instead of the full state. Recent results on adaptive output
feedback schemes are e.g. presented in [48, 83, 90] among others.
In the theory of L1 adaptive control, output feedback architectures for both, SPR
[68] and non-SPR (see e.g. [19–21, 83, 94]) systems are addressed, where the latter is
possible due to a piecewise constant adaptation law.
By virtue of the fact that the considered motion stage system naturally appears as
a non-SPR system, and for the sake of keeping the design freedom with respect to
the nominal controller, we adopt the non-SPR methodology for the derivation of an
appropriate output feedback controller.
The design of these controllers may basically be distinguished by two design me-
thodologies. That is first, a standalone design and second, an augmentation based
design approach. Mostly, in the literature on L1 adaptive output feedback, the stan-
dalone approach is pursued, where the L1 controller alone controls the plant—as the
name implies. A thorough guideline for the design of these controllers, based on pole
placement ideas, is presented in [145]. There, roughly speaking, the design of low-pass
filter and reference model, for meeting the L1 norm stability condition, is reformulated
into an equivalent feedback stabilization problem. Thereby, the latter may be addressed
by any standard LTI method, e.g. pole placement.
However, we experienced that the standalone controllers exhibit small steady state
errors which is undesirable, especially in the context of our application. The reason
for this will become clear in the further course of this section. Our solution to this
problem is to exploit an augmentation approach. Indeed, when augmenting a nominal
controller with integral action, no problems with steady state errors will occur and the
performance and disturbance rejection capabilities of the nominal controller are added
to those of the L1 controller. This is also consistent with our idea to exploit nominal
controllers for the incorporation of plant knowledge. Therefore, we prefer the L1 aug-
mentation approach.
For the baseline controller design in Section 4.1.4 we subdivided the control input ue
into three portions, where each portion had its individual task. Now, similar to the
design in Section 4.2.1, we add a fourth input, namely uad, for the adaptive controller
in order to compensate for the residuum perturbations dr. In this residuum term es-
pecially parameter uncertainties with respect to the input gain are expected. These
particular uncertainties are quite difficult to handle in the baseline design. Hence, the
new control input is given by
ue(t) = us(t) + uc(t) + ud(t) + uad(t) (4.164)
making use of the observer-based baseline controller from Theorem 4.1.3 derived in
Section 4.1.4 the control input with adaptive augmentation thus reads
ue(t) = −Kεˆ(t) + uad(t) (4.165)
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with the composite feedback gain K as in (4.55). Now, taking into account that the
baseline controller was actually designed for zn rather then z, it is straight forward to




e˙1(t) = Aˇ11 e1(t) + Aˇ12 e2n + Bˇ1 (ue(t) + d(t)) , e1(0) = e
0
1
e˙2n(t) = Aˇ21 e1(t) + Aˇ22 e2n, e2n(0) = e
0
2







where e1 = ξ − ξ?, e2 = η − η? and e2n = ηn − η?, while η = ηn + η∆. Moreover,
d = dξ + d∆ = dw + dr and dξ as well as dη are defined as in (3.141) and (3.140).
Then, strictly speaking, the states of the appended system dynamics and that of the








The control law ue is then given by
ue(t) = k
T
1 e1(t)− Bˇ†1Aˇ12e2n(t)− dw(t) +Kε˜(t) + uad(t). (4.168)
Inserting this control law into Σen and using further the observer estimation error dy-





e1(t) + Bˇ1Kε˜(t) + Bˇ1 (uad(t) + dr(t))
˙˜ε(t) =
(
A¯− `C¯) ε˜(t) + B¯ dr(t) (4.169)
and thus to the desired closed loop tracking error dynamics for the external dynamics
given by




























For convenience, let nm = r + n+m. Then Am ∈ Rnm×nm , Bm ∈ Rnm×1, Cm ∈ R1×nm ,
Bm ∈ Rnm×1. Let further
e1(t) = FΞ(t), (4.171)




Ξ˙(t) = AmΞ(t) +Bmuad(t) +∆(t), Ξ(0) = Ξ0
ye(t) = CmΞ(t)
e˙2n(t) = Aˇ21FΞ(t) + Aˇ22 e2n, e2n(0) = e
0
2







where in view of the definition of d(t) in (3.155) and Assumption 4.1.2 we defined
∆(t) := Em(dξ(t) + d∆(t)− dw(t)). (4.173)
Σm constitutes the class of uncertain system for which the L1 controller shall be de-
signed. The system is also subject to assumptions 3.2.1, 3.2.2, 3.2.3, 4.2.1, 4.2.2. We
additionally introduce
Assumption 4.2.4 (Stability of waveform model). We assume that the waveform model (see
Assumption 4.1.2) included in the baseline controller is asymptotically stable such that
|dw(t)| ≤ dwmax <∞. (4.174)
It can be easily shown that due to the control architecture of the baseline controller, the
transfer function from uad(s) to ye(s) of the desired closed loop dynamics has relative
degree r = 2. Consequently, this constitutes a non strictly positive real (non-SPR)
system. For non-SPR reference models in [19, 68, 83] L1 adaptive output feedback
controllers are presented. These controllers use a so-called piecewise constant adaptive
law. In the following lines we adopt the ideas of [68, 83] to our problem.









Ξ(t) = AmΞˆ(t) +Bmuad(t) + ∆ˆ(t), Ξˆ(0) = Ξ0
yˆe(t) = CmΞˆ(t),
(4.175)
where ∆ˆ(t) ∈ Rnm denotes the estimate of ∆(t). The former is computed via the piece-
wise constant adaptation law given by
∆ˆ(t) = −Φ(Ts)−1µ1(kTs) = K∆(Ts)y˜e(kTs), (4.176)
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where Ts > 0 denotes the available sampling time of the CPU, ∆ˆ(t) = ∆ˆ(kTs) takes









eAmTs − I) . (4.178)














P , P = PT > 0 (4.180)
satisfies the algebraic Lypanuov equation
ATmP + PAm = −Q, for arbitrary Q = QT > 0. (4.181)
Furthermore, the vector Cm(
√








Finally, the control law is given by
uad(s) = −C(s)H−1ym(s)Hyum(s)∆ˆ(s), (4.183)
where C(s) is a BIBO stable strictly proper low-pass filter verifying C(0) = 1 with
relative degree greater or equal to r and
HΞm(s) := (sI −Am)−1Bm, HΞum(s) := (sI −Am)−1 (4.184)
define the transfer functions from uad to Ξ and from ∆ to Ξ , respectively, while
Hym(s) := CmHΞm, Hyum(s) := CmHΞum (4.185)
denote the respective (minimum phase) maps from these inputs to the output ye. Along







is stable and the following L1-norm stability condition is satisfied
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and




∥∥EmθTK∥∥∞ , θTK := (θTξ (t)− βkT1 βKT) (4.190)
L2 := max
θ∈Ωθ,β∈Ωβ
∥∥Emθ¯T2 ∥∥∞ , θ¯T2 := (θTη (t)− βkT2 ) (4.191)
L3 := max
θ∈Ωθ
∥∥EmθT∆∥∥∞ , θT∆ := (θTη (t) + bˇ−11 aTη ) . (4.192)
Eventually,














sI − (Aˇ22 + ∆A22)
)−1
∆A22 (4.196)
The complete L1 output feedback controller is given by (4.175), (4.176) and (4.183),
subject to the L1-norm stability condition (4.187).
Remark 4.2.7. Please notice that Assumption 4.2.4 is needed for the stability proof. It
implies, that spline type wave form models as exploited in Example 4.1.3, i.e.
dw(t) = cm−1tm−1 + · · ·+ c1t+ c0 (4.197)
are not allowed because they obviously violate the assumption. Though, in accordance
with Assumption 4.2.4, we may approximate the spline model via
dw(t) = e
−αt(cm−1tm−1 + · · ·+ c1t+ c0) (4.198)
with α being an arbitrary (small) positive constant. In fact, for an approximation of a

















For small α this intuitively approximates a pair of integrators. Note, however, that As-
sumption 4.2.4 is rather technical. Indeed, in practice it has been experienced that the
true spline model, i.e. a true chain of integrators, may be combined with the proposed
L1 controller without any problems. However, from a practical point of view, for suf-
ficiently small α, there is no considerable difference between a true pair of integrators
and the approximated ones. In fact, it was even experienced that the approximated
model showed better numerical properties during frequency domain analysis. There-
fore, the waveform model Σw as given above is applied with α = 1× 10−4.
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Remark 4.2.8. The intuition behind the piecewise constant adaptation law is dis-
cussed in detail in reference [85]. It is also apparent in view of equation (4.262) and
the consecutive lines. Roughly speaking, the adaptation law inverts the discretized so-
lution of the continuous time predictor output error dynamics and thus according to
[85] provides estimates that completely compensate for the output prediction error ac-
cumulated in the previous time step. Indeed, the terms µ1(kTs) and Φ(Ts) relate to the
homogeneous and the inhomogeneous parts of the discretized solution. Note that the
piecewise constant character is crucial because this enables the fact that ∆ˆ(kTs) may be
written outside the integral of the inhomogeneous solution such that it is possible to
solve for it.
Remark 4.2.9. Please note that for the sake of simplicity we assumed a perfect ini-
tialization of the output predictor with the plant. Strictly speaking, this assumption is
quite restrictive because for most applications such an initialization is simply not pos-
sible. Moreover, it is well known that initialization errors typically lead to undesired
peaking phenomena that must be prohibited. Note, however, that in the context of the
motion stage, from a practical point of view, such an initialization is possible, at least
in an approximate manner. In fact, due to the measurement principle of the position
sensor a so-called homing procedure is required as exposed in Section 2.2.1. In partic-
ular, homing is accomplished by a dedicated motion controller which at the end of the
procedure places the mover at (qx, qy, qφ) = (0, 0, 0), where it is at rest. Consequently,
the respective mover velocities such as the states of the machine frame are approxi-
mately zero also. At this stage the output predictor is continuously initialized with the
measured output error ye(t) 1 while the resulting states are assumed zero. Experiments
revealed that this procedure lead to satisfactory results for a save commissioning of the
process, including the L1 controller, when switched from the homing controller to the
L1 controller.
Ideal Closed Loop System










e˙2n,id(t) = Aˇ21FΞid(t) + Aˇ22 e2n,id, e2n,id(0) = e
0
2







where L−1{·} denotes the inverse Laplace transform.
Stability Analysis
Rigorous proofs for the stability of L1 adaptive output feedback structures together
with transient and steady state performance bounds are presented in references [68,
83]. The ideas and arguments of these proofs are directly applicable to our problem.
1Recall that ye(t) constitutes the measured output error rather than the measured output.
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Therefore, instead of copying the proofs of references [68, 83] we rather give a sketch
of proof and comment on the main differences that arise due to the considered class of
system. Moreover, we try to give some intuitive remarks for the practitioner.
Towards this end, closely following the lines of proof of [68, pp. 192-207], [83, pp.
62-88] we begin with the first step of the three step procedure—the stability of the ideal
closed loop system. For that purpose and in accordance with Lemma 4.2.3 [68, p. 198]
and Lemma 5.3 [83, p. 71] we state the following lemma establishing the stability of the
ideal closed loop system for our problem:
Lemma 4.2.1. Let C(s) verify the L1-norm condition in (4.187). Then, the closed loop ideal
system (4.200)–(4.201) is BIBS stable, where
‖Ξid‖L∞ ≤ ρr (4.202)
‖uid‖L∞ ≤ ρur (4.203)
‖ye,id‖L∞ ≤ µcρr (4.204)

Due to the fact that the main differences occur at this stage we next provide a complete
proof of Lemma 4.2.1
Proof. Let us first shed some light on the perturbation∆ and its individual components.
In view of (4.173) it is apparent that∆ is made up of dξ, d∆ and dw. Using the definition
of dξ in (3.141), subject to Assumption 4.2.1, dξ may be written as
dξ(t) = βu(t) + θ
T(t)z(t) + σ(t). (4.205)
Inserting the control input u(t) = u?(t) + ue(t) with ue(t) as in (4.168) and with K as in
(4.55) into the last equation and decomposing θ as in (4.75) yields
dξ(t) = βuad + βu
? + θ¯T1 e1 + βK
T ε˜− βkT2 e2n + θTη e2 + θTz? + σ − βdw, (4.206)
where we also used kT2 := Bˇ
†
1Aˇ12 and θ¯1 as in (4.112). Time arguments are dropped for
brevity.
Next, we note that stacking e1 and ε˜ in a vector results in Ξ . Using this, the fact that





? + θTKΞ − θ¯T2 e2n + θT∆η∆ + θTz? + σ − ωdw
)
, (4.207)
where additionally w := 1 + β. Now along the lines of [83], let
ϑid := Em
(




∆id = Emβuid + ϑid. (4.209)
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Substitution of uid from (4.200) then yields









Next, we transform system (4.200) into the frequency domain giving
Ξid(s) = HΞm(s)uid(s) +HΞum(s)∆id(s) +Ξin(s). (4.211)
The insertion of uid yields






With Hyum = CmHΞum, ∆id from (4.210) and the definition in (4.188) it follows that
Ξid(s) = Gum(s)ϑid(s) +Ξin(s). (4.213)




∥∥(EmθT∆η∆,id)τ∥∥L∞+ ∥∥(EmθTz?)τ∥∥L∞+ ‖(Emσ)τ‖L∞+ ‖(Emωdw)τ‖L∞
≤L0 ‖u?‖L∞+ L1 ‖(Ξid)τ‖L∞+ L2
∥∥(e2n,id)τ∥∥L∞+ L3 ∥∥(η∆,id)τ∥∥L∞ (4.214)
+L4 ‖dwτ ‖L∞+ L5 ‖(z?)τ‖L∞+ L6σmax, (4.215)
where in addition to (4.190), (4.191) and (4.192) we used the following definitions
L0 := max
β∈Ωβ









∥∥EmθT∥∥∞ , L6 := ‖Em‖∞ . (4.217)
In order to derive a bound on e2n,id we consider the Laplace transform of the internal
dynamics from (4.201) together with the definition given in (4.193). That is





which might be bounded by∥∥(e2n,id)τ∥∥L∞ ≤ ‖Hz,1(s)‖L1 ‖(Ξid)τ‖L∞ + ∥∥(e2n,in)τ∥∥L∞ (4.219)
and consequently leads to∥∥(e2n,id)τ∥∥L∞ ≤ Lz,1 ‖(Ξid)τ‖L∞ + Lz,2. (4.220)
Note that the L1-norm of Hz,1(s) exists and e2n,in is uniformly bounded, due to the
stability of the (nominal) internal dynamics (Aˇ22 is Hurwitz) discussed in Section 3.2.
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Using the fact that ξid = e1,id + ξ? and ηid = e2n,id + η? + η∆,id from (4.201) it follows
that
η∆,id(s) = Hz,2(s)Ξid(s) +H∆2(s)ξ
?(s) +H∆3(s) (e2n,in(s) + η
?(s)) , (4.221)
where Hz,2(s) and H∆3(s) are defined in (4.194) and (4.196), respectively, while
H∆2(s) :=
(
sI − (Aˇ22 + ∆A22)
)−1
∆A21. (4.222)
In view of Assumption 3.2.3, all transfer functions Hz,i(s) and H∆i(s) are BIBO stable
and their L1-norms exist. Hence, the following bound holds∥∥(η∆,id)τ∥∥L∞ ≤‖Hz,2(s)‖L1 ‖(Ξid)τ‖L∞ + ‖H∆2(s)‖L1 ‖ξ?‖L∞ (4.223)
+ ‖H∆3(s)‖L1
(




Lz,4 := ‖H∆2(s)‖L1 ‖ξ?‖L∞ + ‖H∆3(s)‖L1
(
‖e2n,in‖L∞ + ‖η?‖L∞ (s)
)
(4.224)
and the definition of Lz,3 in (4.194) it follows that∥∥(η∆,id)τ∥∥L∞ ≤ Lz,3 ‖(Ξid)τ‖L∞ + Lz,4. (4.225)
By substituting the bounds in (4.220) and (4.225) into (4.215) and with regard to the
definition of L in (4.189) we obtain
‖(ϑid)τ‖L∞ ≤L ‖(Ξid)τ‖L∞ + ρϑ (4.226)
with
ρϑ := L0 ‖u?‖L∞ + L2Lz,2 + L3Lz,4 + L4dwmax+ L5 ‖z?‖L∞+ L6σmax, (4.227)
where we applied Assumption 4.2.4 to guarantee the boundedness of ρϑ.
Substituting the bound in (4.226) back into (4.213) results in
‖(Ξid)τ‖L∞ ≤ ‖Gum(s)‖L1 ‖(ϑid)τ‖L∞ + ‖(Ξin)τ‖L∞ (4.228)
≤ ‖Gum(s)‖L1 L ‖(Ξid)τ‖L∞ + ‖Gum(s)‖L1 ρϑ + ‖(Ξin)τ‖L∞ (4.229)
Using the L1-norm condition in (4.187) it follows that
‖(Ξid)τ‖L∞ ≤ ρr :=
‖Gum(s)‖L1 ρϑ + ‖(Ξin)τ‖L∞
1− ‖Gum(s)‖L1 L
<∞, (4.230)
which holds uniformly and hence, ‖(Ξid)τ‖L∞ is bounded. This proofs the first bound
of Lemma 4.2.1. The third bound directly follows from the first one as per∥∥(ye,id)τ∥∥L∞ ≤ ‖(CmΞid)τ‖L∞ ≤ ‖Cm‖1 ρr =: µcρr. (4.231)
To proof the second bound of Lemma 4.2.1 we substitute (4.210) into uid, that is
uid(s) = −C(s)H−1ym(s)Hyum(s)Hw(s)ϑid(s). (4.232)
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Taking the L∞-norm and using the bound from (4.226) yields
‖(uid)τ‖L∞ ≤
∥∥C(s)H−1ym(s)∥∥L1 ‖Hyum(s)Hw(s)‖L1 (L ‖(Ξid)τ‖L∞ + ρϑ) =: ρur <∞.
(4.233)
This bound holds uniformly, if ‖(Ξid)τ‖L∞ is bounded, which is true, if the L1-norm
condition in (4.187) is satisfied. This completes the proof.
In the second step, in [68, pp. 201-205] and [83, pp. 74-80] a bound on the predictor
error output is derived by Lyapunov type of arguments. For that purpose the out-
put predictor error dynamics are considered. The latter is obtained by subtracting the
desired external dynamics in (4.172) from the output predictor given in (4.175). This
yields
˙˜Ξ(t) = AmΞ˜(t) + ∆˜(t), Ξ˜(0) = 0. (4.234)
Applying further the change of coordinates
%˜ = ΛΞ˜ (4.235)




−1%˜(t) + Λ∆˜(t), %˜(0) = 0
y˜e(t) = %˜1(t),
(4.236)
where %˜1(t) denotes the first element of %˜(t) and
Ξ˜(t) := Ξˆ(t)−Ξ(t), ∆˜(t) := ∆ˆ(t)−∆(t), (4.237)
while due to the initialization of the output predictor %˜(0) = 0. The state transforma-
tion plays a crucial role because it enables the separation of the predictor error output
from the resulting states and thus forms the basis for the derivation of the piecewise
constant adaptation law. In connection with Lemma 4.2.1 from [68, p.195] it addition-
ally provides a Lyapunov function candidate associated with P , the solution of the
algebraic Lyapunov equation with respect to matrixAm in the original coordinates (see
(4.180)–(4.182)), while maintaining this separation in the %˜ coordinates which is needed
later on. This is summarized by the following Lemma.
Lemma 4.2.2 ([68]). For arbitrary % := (y vT)T ∈ Rn, y ∈ R and v ∈ Rn−1, there exist
p1 > 0 and positive definite P2 ∈ R(n−1)×(n−1) such that
%T(Λ−1)TPΛ−1% = p1y2 + vTP2v. (4.238)

The proof of Lemma 4.2.2 can be found in [68].
Adopted to our problem, the result concerning the predictor output error bound
from [68, 83] is summarized by the following Lemma.
Lemma 4.2.3 ([83]). Consider the system in (4.172) and the L1 adaptive output feedback con-
troller given by (4.175), (4.176) and (4.183), subject to the L1-norm stability condition (4.187).
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If we choose Ts > 0 to ensure
γ0(Ts) < γ¯0, (4.239)
where γ¯0 is an arbitrary positive constant, and if for arbitrary τ ≥ 0 the following bounds hold:
‖Ξτ‖L∞ < ρ, ‖uadτ ‖L∞ < ρu, (4.240)
then
‖y˜eτ ‖L∞ < γ¯0. (4.241)

Please note that according to [83] the bounds ρ and ρu are defined as
ρ := ρr + γ¯1, ρu := ρur + γ¯2, (4.242)
where specific to our problem ρr and ρur are defined in (4.230) and (4.233), respectively.
Additionally, variables γ¯1 and γ¯2 are arbitrary (small) positive constants [83].
Proof. In [68, 83] the bound on the output prediction error is shown by reductio ad
absurdum. Doing so, it is assumed that the bound in (4.241) does not hold, i.e. there
exists t′, for which
|y˜e(t)| < γ¯0, ∀t ∈ [0, t′) (4.243)
|y˜e(t′)| = γ¯0. (4.244)
This leads to ∥∥∥y˜e′t∥∥∥L∞ = γ¯0 (4.245)
constituting the contradicting argument. Using the bounds in (4.240) and from the
definitions in (4.216), (4.189), (4.227) the following bound specific to our problem can
be derived:
‖∆t′‖L∞ ≤ L0
∥∥uadt′∥∥L∞ + L ‖Ξt′‖L∞ + ρϑ (4.246)
≤ L0ρu + Lρ+ ρϑ =: ∆max (4.247)
Then, in accordance with [68, p. 202] from the general solution of (4.236) it follows that











which, due to the properties of the %˜ coordinates, might be decomposed as per
%˜(kTs + t) = χ(kTs + t) + ζ(kTs + t), (4.249)
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where





















−1(t−τ)Λ∆(kTs + τ)dτ. (4.251)
Then in [68, 83] it is proven by induction that the bounds
|y˜e(kTs)| ≤ ς(Ts) (4.252)
v˜T(kTs)P2v˜(kTs) ≤ α (4.253)


























, ν1(t) ∈ R, ν2(t) ∈ Rnm−1. (4.257)
The derivation of these bounds takes place in the inductive step. In particular, the
derivation of α involves the dynamics associated with the solution (4.251) on t ∈
[kTs, (k + 1)Ts], i.e.
ζ˙(t) = ΛAmΛ
−1ζ(t)− Λ∆(t), (4.258)
and the dedicated Lyapunov function candidate supplied by Lemma 4.2.2, i.e.
V (t) = ζT(t)Λ−TPΛ−1ζ(t), (4.259)
where ζ(t) = (0 v˜(t)T)T. Indeed, by computing the rate of change of V (t) it can be





which by virtue of this fact provides an upper bound on V (t) and ζ(t) as per




, ∀t ∈ [kTs, (k + 1)Ts]. (4.261)
Using the properties of Lemma 4.2.2 proves the bound in (4.253).
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The bound in (4.252) is derived as follows. Due to the decomposition of %˜, in the induc-
tive step, χ(t) = (y˜e(t) 0T)T can be written as















Recall that the goal of the adaptive controller is to closely follow the output predictor
dynamics considered as reference model. Thus the adaptive law is chosen such that
χ((k + 1)Ts) = 0. In view of the assumption on piecewise constant ∆ˆ(kTs) on t ∈
[kTs, (k + 1)Ts), which lets us move ∆ˆ(kTs) outside the integral, and the fact that for






is invertible, we can solve the equation (4.262) for ∆ˆ(kTs). This in fact results in the
adaptation law given in (4.176). Then, due to χ((k + 1)Ts) = 0, and the decomposition
of %˜, y˜e((k + 1)Ts) can be written as
y˜e((k + 1)Ts) = 1T1 ζ((k + 1)Ts) (4.265)
which together with the general solution and the bounds on ζ(t) considered at time
(k + 1)Ts ≤ t′ proves the bound in (4.252).
Following from here on the lines of proof of [68] applied to our problem finally
leads to
|y˜e(t)| ≤ γ0(Ts) (4.266)
which holds for all t ∈ [0, t′]. Along with (4.239) it follows that∥∥y˜et′∥∥L∞ < γ¯0 (4.267)
which contradicts (4.244) and thus proves the bound in (4.241). Eventually, the follow-
ing result is obtained for γ0(Ts):













ν3(t), β4(Ts) := max
t∈[0,Ts]
ν4(t), (4.270)














Next, we comment on the final step of the three step procedure which combines the
results of the first and the second step. Towards this end, consider the main result of
[83] summarized by the following theorem.
Theorem 4.2.1 ([83]). Consider the closed loop system with L1 adaptive output feedback con-
troller defined via (4.172), (4.175), (4.176) and (4.183), subject to the L1-norm stability condi-
tion (4.187) and the ideal closed loop system (4.200), (4.201). If we choose Ts > 0 to ensure
γ0(Ts) < γ¯0, (4.273)
where γ¯0 is an arbitrary positive constant we have
‖Ξ‖L∞ ≤ ρ, ‖uad‖L∞ ≤ ρu (4.274)
and
‖Ξid −Ξ‖L∞ < γ1, ‖ye,id − ye‖L∞ < µcγ1, ‖uid − uad‖L∞ < γ2 (4.275)

Proof. The proof is similar to the one presented in [83, pp. 80-83] and directly applicable
to our problem. Similar to the proof of Lemma 4.2.3 this one is also accomplished by
a contradicting argument assuming that the first and the third bound in (4.275) do not
hold, i.e. there exists time τ ∈ R+ such that
‖Ξid(t)−Ξ(t)‖∞ < γ1, ‖uid(t)− uad(t)‖∞ < γ2, ∀t ∈ [0, τ) (4.276)
‖Ξid(τ)−Ξ(τ)‖∞ = γ1, ‖uid(τ)− uad(τ)‖∞ = γ2, (4.277)
Closely following the lines of proof of [83], while using the bounds presented in the







∥∥C(s)H−1ym(s)Hyum(s)Hw(s)∥∥L1 (Lγ1 + ∥∥EmβC(s)H−1ym(s)∥∥L1 γ¯0) (4.279)
+
∥∥C(s)H−1ym(s)∥∥L1 γ¯0 + δ1,
where δ1 is an arbitrary (small) positive constant for enforcing the contradiction argu-
ment. Furthermore, ρ and ρu are defined as in (4.242) and (4.230), (4.233), respectively,
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while the choice of γ¯0 and δ1 must ensure that γ1 < γ¯1, γ2 < γ¯2. Finally, µc := ‖Cm‖1.
This completes the proof.
Remark 4.2.10. Theorem 4.2.1 constitutes the most important result for L1 adaptive
output feedback structures of the presented type. In conjunction with Lemma 4.2.2
from [68], i.e.
Lemma 4.2.4 ([68]). The following limiting relationship is true:
lim
Ts→0
γ0(Ts) = 0 (4.280)

It implies that γ0(Ts) and hence γ¯0 and consequently |y˜e(t)| as well as ‖Ξid −Ξ‖L∞
may be rendered arbitrarily small by letting Ts approach arbitrarily close to zero. In
other words, the closed loop system can arbitrarily close approach the performance of
the ideal system if Ts → 0. This raises the question, whether it is possible to set Ts = 0,
which basically asks for a continuous time realization of the piecewise constant adap-
tation law. However, in view of matrix Φ(Ts) as given in (4.178) and the requirement of
its inverse, it is apparent that Φ(Ts) becomes singular if Ts = 0. Accordingly, there ex-
ists no continuous version of the adaptation law and the piecewise constant character
is necessary for implementation reasons.
Controller Tuning and Frequency Domain Analysis
In a number of papers [62, 86, 108] researchers perceived that L1 adaptive control ar-
chitectures with piecewise constant adaptive laws as presented in [68] in fact resemble
LTI controllers, showing interesting parallels to disturbance observer structures [69,
86, 108]. The LTI nature becomes apparent if for instance the ideal closed loop system
(4.200)–(4.201) is considered. Although mostly in the literature on L1 adaptive control
the ideal control law uid(s) is termed non-implementable [68, 83], because it depends on
the unknowns ∆id assumed to be perfectly known, due to the insertion of the low-pass
filter, it is possible to directly solve for uid [86] which is demonstrated next. Towards
this end, consider the Laplace transform of (4.200) with zero initial conditions given by{
ye,id(s) = Hym(s)uid(s) +Hyum(s)∆id(s)
uid(s) = −C(s)H−1ym(s)Hyum(s)∆id(s),
(4.281)
with Hym(s) and Hyum(s) given in (4.184)– (4.185). Please note that the internal dy-
namics are not considered because their effect is captured inside ∆id(s). Now, solving
the first equation of (4.281) for ∆id(s) and substitution into uid(s) leads to
uid(s) = − C(s)
Hym(s)(1− C(s)) ye,id(s), (4.282)
where we used the fact that in our case (SISO) Hym(s) is scalar. This constitutes the
ideal control law which indeed is implementable.
In the particular case of the presented output feedback scheme, the LTI nature of
the controller given by (4.175), (4.176) and (4.183) can be observed by the fact that for
given Ts > 0 the term
K∆(Ts) := −Φ(Ts)−1eΛAmΛ−1Ts 11 (4.283)
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of the adaptation law is a constant vector providing a proportional feedback of the
sampled error variable y˜e(kTs).
If we assume that the sampling frequency is above the Nyquist rate associated with
the bandwidth of y˜e(t) [62] the sampled adaptation law is equivalent to an LTI system
given by
∆ˆ(s) = K∆(s) y˜e(s). (4.284)
Since the remaining parts, i.e. the output predictor such as the control law, are also
LTI, it follows that the complete controller resembles an LTI controller. Therefore, LTI
techniques might be used for the design and the assessment of the controller. In view of
Remark 4.2.6 this is especially useful for filter design which may be aided by frequency
domain and loop shaping ideas.
To this end, firstly consider the Laplace transform of the output predictor that is
yˆe(s) = Hym(s)uad(s) +Hyum(s)K∆(s)y˜e(s), (4.285)








Hym(s) (Hyum(s)K∆(s)C(s)−Hyum(s)K∆(s) + 1)ye(s), (4.287)
where we note that due to the considered SISO case also the product Hyum(s)K∆(s) is
scalar. If we rewrite the last equation to





it can be seen that this control law approximates the ideal one from (4.282). Obviously,
if Ts → 0, K∆ → ∞ and hence uad(s) → uid(s). In [86] this behavior is described as
limiting behavior.
Since Hym(s) and Hyum(s) are completely known from the parameters (Am, Bm,
Cm, 0) of the nominal closed loop system, only the low-pass filter C(s) and sampling
time Ts must be tuned. According to [68] the sampling time should be chosen as small
as the CPU permits. Following these lines of thought, we set Ts to the lowest possible
value that is provided by the real-time platform, that is Ts = 125 µs. Indeed, a com-
parison with higher values on Ts revealed that the best disturbance rejection properties
were obtained with Ts = 125 µs. The filter C(s) is chosen as a series connection of two
second order filters, i.e.
C(s) = C1(s)C2(s), Ci(s) =
ω2i
(s2 + 2ζiωis+ ω2i )
, i = 1, 2 (4.289)
with ω1 = 500 rad/s, ζ1 = 1.5, ω2 = 10ω1 rad/s, ζ2 = 0.8. This particular choice is
motivated by the following facts. First, C1(s) is chosen such that the bandwidth of the
filter lies significantly below the bandwidth of the input dynamics Σ2(s). This is done
Chapter 4. Control Design 129
Frequency [Hz]























































FIGURE 4.10: Input dynamics Σ2(s) (solid) and filterC(s) (dashed) (left);
ideal L1 controller (solid) and implemented L1 controller (dashed).
in order to avoid excitation of the high frequency dynamics and for posing a consistent
control goal. Being concordant with this requirement, ω1 is chosen as high as possible
for gaining good disturbance rejection properties. Doing so, an eye is kept on the peak
values and the specification of the noise sensitivity.
The role of the second filter is to introduce sufficient roll-off at higher frequencies. In
fact, the filter is designed such that the high frequency behavior of the augmented loop
converges to that of the nominal feedback loop. This avoids unnecessary high gains in
higher frequency regions. The bode plots of filter C(s) and the ideal and implemented
L1 controllers are presented in Figure 4.10.
The bode plot of the ideal and the implemented L1 controllers reveal that the ideal
controller essentially is of PID type with additional roll-off filtering. Moreover, the ap-
proximative nature of the implemented controller can be seen. Due to the fact that
the latter only approximates the ideal controller small steady state errors are expected.
However, since our approach incorporates both a baseline controller with integral ac-
tion together with the augmenting L1 controller, the integral action incorporated by the
baseline controller removes these steady state errors.
Note that although the ideal control law is implementable, we still will use the L1
control architecture because it is favorable from an architectural point of view [86]. In
fact, with the L1 architecture it is very easy to apply modifications so as to incorpo-
rate known time-delays, such as known input nonlinearities and input dynamics [86].
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FIGURE 4.11: Loop gain (left) and Sensitivity (right) of nominal output
feedback controller (solid) together with the proposed L1 adaptive aug-
mentation (dashed).
Moreover, the initialization of observer states etc. can easily be accomplished. This
might not be the case for the ideal control law as shown in [86].
Transferring the nominal controller including the L1 augmentation into the stan-
dard feedback loop, and computation of the loop gain and the relevant sensitivity func-
tions finally yields the loop shapes (dotted) presented in Figures 4.11 and 4.12. For the
sake of comparison, the loop shapes of the nominal controller (solid) are also shown.
Apparently, the loop gain of the L1 augmented feedback loop shows a considerable
increase in gain for lower frequencies and thus better disturbance rejection and hence
improved performance. This is also directly visible from the sensitivity plot on the
right of Figure 4.11 and the process sensitivity shown on the left of Figure 4.12.
The overall controller has a bandwidth of 61 Hz, a phase margin of φm = 35.6◦ and
a gain margin of gm = 8 dB. Moreover, it exhibits a sensitivity peak of Ms = 5.7 dB, as
desired.
The noise sensitivity function, shown on the right of Figure 4.12, has its maximum
at 68.5 dB which is a considerable increase of control effort of approximately 3.5 dB
compared to the nominal controller. However, it still lies within the specifications and
is justified by the increase in performance. Notice, how the augmented design rolls-
off at higher frequencies and converges to the high frequency behavior of the nominal
design.
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FIGURE 4.12: Process and noise sensitivity functions of final nominal
output feedback controller (solid) together with the proposed L1 adap-
tive augmentation (dashed)
Finally, we conclude that all the desired frequency domain specifications are met. The
time domain performance of the proposed scheme is assessed in Chapter 5 by experi-
ments conducted at the motion stage platform.
Remark 4.2.11. The fact that in specific cases there exist LTI controllers that are equiv-
alent to L1 adaptive control architectures has lead to controversial discussions, among
members of the adaptive control community, on the benefits of L1 adaptive control (see
e.g. [73, 106] and the response of [67]).
However, it is important to notice that L1 adaptive control is applicable to a much
broader class of systems. This includes nonlinear systems [68] or linear time varying
systems [68, 83] for which no equivalent LTI controllers exist. Moreover, with the gen-
eralization of adaptation laws as presented in [84],[144] and [143] also adaptation laws
borrowing ideas from funnel control are possible.
4.2.3 A Note on a possible MIMO Approach
The L1 output feedback controller presented in Section 4.2.2 may straightforwardly be
extended to MIMO systems as presented in reference [19].
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Regarding the MIMO approach, the following question arises: Is there a benefit of us-
ing the L1 MIMO controller over three L1 augmented SISO controllers for the respec-
tive axes? And this, if the augmentation has been designed subject to the assumption
of a completely decoupled motion stage?
In order to answer this question let us perform the following thought experiment.
Firstly, recall that the physical modeling in Section 3.1 revealed that under a mild set
of assumptions the motion axes of the PPS1405 can be seen as completely decoupled.
Based on this fact we derived our baseline controllers, implementing three SISO con-
trollers for the dedicated motion axes.
The closed loop behavior of each baseline controller thus forms the reference model
for the respective SISO L1 controllers.
Now, let us stack up the three SISO reference models into one MIMO reference
model and let (A¯m, B¯m, C¯m) denote their respective matrices. Accordingly, we obtain a
reference model with three inputs and three outputs, whose inputs and outputs are of
course completely decoupled.
Further, recall that the main idea of the reference model is to capture the desired
input/output behavior of the closed loop adaptive system. Hence, the decoupled na-
ture of the reference model is without a doubt desired and could be used to enforce a
decoupling of inputs and outputs for the closed loop adaptive system.
As opposed to the SISO case, where only the inputs and outputs of one axis are used
at a time, in the MIMO approach we make use of all inputs and outputs simultaneously.
Now recall, that the presented L1 output feedback controller also compensates for un-
matched uncertainties. Consequently, one could think that with the MIMO approach,
where all parasitic couplings between axes will be captured in the lumped disturbance
term ∆ there should be a better rejection of these couplings/disturbances.
However, it turns out that there is no benefit at all. Indeed, both approaches yield
identical results.
The reason for this can be explained as follows. Since (A¯m, B¯m, C¯m) of the stacked
MIMO model are diagonal block matrices, it can easily be shown that all components




will also be diagonal. Hence this MIMO controller can also be implemented by three
dedicated SISO L1 output feedback controllers. Please notice that this issue has also
been observed by [54]. According to [54] a true benefit of the MIMO approach can only
be exploited, if the MIMO nature of the process in question is explicitly considered.
Thus, for applying MIMO schemes in the context of the motion stage the MIMO nature
of the latter should be explored more deeply in future works.
4.3 Implementation Issues
For a successful transition of L1 adaptive control into practice several obstacles must
be tackled and some modifications should be considered.
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4.3.1 Anti-Windup Modification
In almost any application plants underly several constraints. These can be static or also
dynamic and mostly are targeted to plant inputs, states or outputs.
Normally, during the process of reference trajectory design, trajectories are planned
such that all input, state or output dependent constraints are accommodated. There-
fore, it is reasonable to assume that there is no violation of these constraints during
normal operation. However, in the authors opinion a robust control design should al-
ways take at least constraints with respect to control authority into account, in order
to be able to robustly react on unforeseen changes or initialization errors that might
cause the control input to saturate. Not taking input constraints into consideration,
could immediately render the closed loop motion system unstable, whenever the input
saturates.
In this section we will thus concentrate on limitations with respect to control au-
thority. In the simplest case these limitations are static nonlinearities possibly of the
form
usat(t) = sat(u(t)) =
{
umax sign(u(t)), |u(t)| ≤ umax
u(t), |u(t)| < umax
(4.290)
that is the classical saturation function. However, besides actuator position constraints
as captured by the sat(·) function, real world actuators might also exhibit further limi-
tations such as actuator position rate limits, hysteresis, backlash, input quantization or
input dynamics [6, 63].
Since the modifications presented below are model based, taking the respective ac-
tuator characteristics into account, they will apply for all of these limits, regardless
whether they are static or dynamic, as long as at least an adequate model of these
characteristics is available. Hence, for the sake of simplicity it is convenient to firstly
consider the simple actuator model sat(u(t)) as given above.
It is well known [6, 63] that the effect of input saturation or rate limits causes so-
called windup effects that can have disastrous consequences on the performance as
well as the stability of the closed loop system. This is especially true, if the system is
marginally stable or even unstable.
To accommodate for windup effects, numerous methods exist in the literature, see
e.g. [63], [51], [6] and references therein.
A simple and systematic treatment of anti windup mechanisms is possible when
observer-based controllers are considered. Indeed, these controllers exhibit an auto-
matic windup protection if a respective actuator model is applied to the observer [6,
63]. This fact is illustrated by the following simple example.
Example 4.3.1. Consider the following plant description with constraint control input, i.e.
x˙(t) = Ax(t) +B usat(t), x(0) = x0 (4.291)
y(t) = C x(t).
A simple Luenberger observer with respective actuator model takes the form
˙ˆx(t) = A xˆ(t) +B usat(t) + ` (y(t)− yˆ(t)) , xˆ(0) = xˆ0 (4.292)
yˆ(t) = C xˆ(t),
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where ` is designed such that A − `C is rendered Hurwitz. Now, assuming a perfect actuator
model, it is easily verified that the implementation of usat(t) instead of the unconstrained input
u(t) removes the actuator characteristics form the estimation error dynamics completely. The
state equation of the estimation error then reads
˙˜x(t) = (A− `C) x˜(t), (4.293)
where we used x˜ := x − xˆ for the denotation of the estimation error. Consequently, x˜(t) → 0
as t → ∞ regardless of the input constraints. That means that the observer automatically
corrects its estimates on states in a consistent manner with the plant, even in the case of input
saturation. This holds also for all disturbance models (integrators) that have been appended to
the observer.
From that we can conclude that when the observer state xˆ(t) is used in a state feedback
control setting, this automatically yields windup protection to this controller (see [6, 63] for a
deeper treatment).
N
This example demonstrates that observer-based control architectures are easily modi-
fied in order to account for input constraints and are in this respect favorable control
architectures. Obviously, usat might be substituted by any available actuator model, or
by a direct measurement of the actuator position (if available) to account also for other
effects than only saturation.
This is exactly the reason why we pursued an observer-based implementation of
the baseline controller. And this is also the reason, why the control architecture in L1
adaptive control is favorable and easily modified—because it is observer-based.
For applying the windup modification to the nominal controller, let us firstly consider
the plant (4.37) with saturated control input usat, i.e.
z˙(t) = Aˇ z(t) + Bˇ(usat(t) + d(t)), z(0) = z
0 (4.294)
y(t) = Cˇ z(t).
Note that we dropped the index n in zn, as in Section 4.1.4, for simplicity. Defining
ue(t) := usat(t)− u?(t) (4.295)
and applying exactly the same design steps as in Section 4.1.4, automatically leads to





A¯− `C¯) εˆ(t) + B¯ (usat(t)− u?(t)) + ` ye(t), εˆ(0) = εˆ0
ue(t) = −Kεˆ(t),
usat(t) = sat (u
?(t) + ue(t))
(4.296)
and u? as the output of the nominal feedforward controller Σ−1n (see Theorem 4.1.3).
It is straight forward to proof that with the definition of ue as given in (4.295), the
modified feedback controller and the nominal feedforward law Σ−1n , exactly the same
tracking error dynamics is obtained as in (4.50).
Chapter 4. Control Design 135
4.3.2 Pseudo-Control Hedging
When considered in a set point regulation context, L1 adaptive control provides auto-
matic windup protection due to its observer-based control architecture, if the predictor
is modified respectively (see Example (4.3.1)). Modifications of this kind have been re-
ported in references [54, 86]. However, although this property holds for the regulation
problem, it is not so easy to get for the tracking problem. This is due to the fact that first,
multiple control portions such as reference feedforward, a stabilizing feedback as well
as an adaptive control portion are present, and second, the L1 controller is designed
with respect to the tracking error dynamics rather then the original system dynamics.
This implies that the L1 controller only sees parts of the control inputs. Precisely speak-
ing, the predictor sees only the adaptive control portion uad. Therefore, it is not so easy
to detect a saturation of the overall control input u inside the predictor.
In order to provide a windup protection for the adaptive part, we will use a method-
ology called pseudo-control hedging (PCH) introduced by [79, 80]. The main idea of
PCH is to introduce a modification to the reference model, a so-called hedging signal
vh, in order to "hide" certain actuator characteristics from the adaptive element such
that the latter will not adapt to these characteristics [80]. In other words, the PCH
approach modifies the reference model, i.e. predictor, in such a way that the actuator
characteristics will be removed completely from the model tracking/prediction error
dynamics. This is exactly the same idea as discussed in Example 4.3.1.
According to [79, 80], the hedging signal may be computed by subtracting the vec-
tor fields of the considered system with unconstrained and constrained control inputs.
That is,
vh1 = g(e, u, u
?, d)− g(e, usat, u?, d), (4.297)
where
g(e, u, u?, d) := Aˇ11 e1(t) + Aˇ12 e2(t) + Bˇ1 (u(t)− u?(t)) + Bˇ1 d(t)
g(e, usat, u
?, d) := Aˇ11 e1(t) + Aˇ12 e2(t) + Bˇ1 (usat(t)− u?(t)) + Bˇ1 d(t)
represent the respective right hand sides of the external tracking error dynamics of
(4.38). Then,
vh1(t) = Bˇ1(u(t)− usat(t)). (4.298)
Please note that vh1 denotes the first component of the hedging signal vh which corre-
sponds to the state e1 =: Ξ1, i.e. the first component in Ξ (see (4.170)). The second
component vh2 of the hedging signal is dedicated to ε˜ =: Ξ2, being the second compo-
nent of Ξ . Since ε˜ represents the estimation error of the observer which itself is already
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Next, we demonstrate that the modified predictor with hedging works properly. To-
wards this end, we compute the prediction error dynamics and show that it is indepen-
dent of any actuator characteristics. To do so, we split the output predictor into
˙ˆe1(t) = Am,1eˆ1(t) + Bˇ1K ˆ˜ε(t) + Bˇ1uad(t) + ∆ˆ1(t)− vh1(t) (4.301)
˙ˆ
ε˜(t) = Am,2 ˆ˜ε(t) + ∆ˆ2(t), (4.302)
where we definedAm,1 := Aˇ11−Bˇ1kT1 andAm,2 := A¯−`C¯ for brevity. Consider further
the external tracking error dynamics of the plant with constraint input given by
e˙1(t) := Aˇ11 e1(t) + Aˇ12 e2(t) + Bˇ1 (usat(t)− u?(t)) + Bˇ1 d(t). (4.303)
Subtracting the last equation from (4.301), using the definition of vh1 above and omit-
ting time arguments for brevity yields
˙˜e1 = Am,1eˆ1 + Bˇ1K ˆ˜ε+ Bˇ1uad + ∆ˆ1 − Bˇ1u+ Bˇ1u? − Aˇ11 e1 − Aˇ12 e2 − Bˇ1 d. (4.304)
By inserting the control law
u = u? − kT1 e1 − Bˇ†1Aˇ12e2 − dw +Kε˜+ uad (4.305)
and recalling that ∆1 = Bˇ1dr we obtain
˙˜e1 = Am,1eˆ1 + Bˇ1K ˆ˜ε+ Bˇ1uad + ∆ˆ1 −Am,1 e1 − Bˇ1uad − Bˇ1Kε˜−∆1 (4.306)
˙˜Ξ1 = Am,1Ξ˜1 + Bˇ1KΞ˜2 + ∆˜1. (4.307)
This constitutes the first differential equation of the prediction error dynamics. Notice,
that it is independent of any actuator characteristics, as desired.
For computing the second equation of the prediction error dynamics we must con-
sider the extended tracking error dynamics with constrained input. In view of (4.42)
that is
ε˙ = A¯ ε+ B¯ (usat − u? + dr) . (4.308)
Using further the observer with the anti windup protection (4.296) presented in the
foregoing section, the estimation error dynamics of the observer may be computed as
˙˜ε = Am,2ε˜+∆2, (4.309)
where ε˜ = ε− εˆ and ∆2 = B¯dr. Subtracting the last equation from (4.302) and combing
this result with (4.307) finally yields
Ξ˜(t) = AmΞ˜(t) + ∆˜(t). (4.310)
This of course coincides with the prediction error dynamics of the unconstrained case
(cf. equation (4.234)). From this we conclude that the PCH modification works as
expected.
Note that with PCH it is also possible to account for the high frequency dynamics
Σ2(s). To do so, Σ2(s) must be included in vh. However, on the one hand this is not
necessary because bandwidth limitations due to Σ2(s) have already been accounted
for during the design of the L1 controller, i.e. by the choice of the low-pass filter C(s).
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On the other hand, we experienced that when doing so, the tracking performance was
unsatisfactory. For these reasons, the PCH approach is only applied to account for static
actuator position limits.
4.3.3 Minimal vs. Non-Minimal Realizations
Frequency [Hz]


























































FIGURE 4.13: Loop gain (left) and sensitivity (right) of non-minimal L1
controller (solid) and minimal one (red dashed).
Apparently, the state space representation of the external reference dynamics from
(4.172) is a non-minimal realization, where only the pair (Aˇ11 − Bˇ1kT1 , Bˇ1) is control-
lable. Thus, the transfer function from the adaptive control input uad to the tracking
error output reads
ye(s) = Cˇ(sI − Aˇ11 + Bˇ1kT1 )−1Bˇ1uad(s) = Hym(s)uad(s). (4.311)
By virtue of that fact, and the additional fact that we are only interested in tracking
the output error dynamics, one could argue that it would be sufficient to only utilize a
minimal state space realization of Hym(s) for the realization of the output predictor, as
suggested in [68].
This, in fact, would contribute to a significant reduction of order 8 of the controller,
to order 2. Note, however, that for the computation of the control law not only the
transfer function from uad to ye is needed, but also the one from ∆ to ye. Since the
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latter one is different for the non-minimal and the minimal realization, the usage of
the minimal state space realization within the output predictor would be technically
incorrect with the aspired augmentation approach and the lines of proof presented
above.
However, the frequency domain analysis presented in Figure 4.13 reveals that there
is almost no difference between the two approaches. The non-minimal realization ap-
proach exhibits a little more gain in the low frequency range, below 0.3 Hz. For frequen-
cies greater than 0.3 Hz the frequency characteristics of both controllers are identical.
Notice that the small amount of extra gain is not visible in the time domain perfor-
mance. Therefore, taking the minimal realization of Hym is a well suited method for
order reduction of the presented L1 output feedback controller.
Indeed, the large order of the non-minimal controller posed problems during imple-
mentation of the scheme on the Beckhoff real-time system. In fact, it was not possible
to run these controllers simultaneously on all three axis at a sampling rate of 125 µs. A
successful implementation was only possible after exploiting the minimal realization
approach. In that case, the 4-tupel (Am, Bm, Cm, 0) of the predictor is determined by a
minimal realization of Hym(s) as in [68]. The adaptation law and control law of the L1
controller are then accordingly computed, based on that realization.
4.3.4 Numerical Issues
Due to the complexity of the computations involved in theL1 adaptive output-feedback
design the controller synthesis is quite prone to numerical difficulties. For instance it









is vulnerable with respect to badly conditioned matrices Am with higher dimension.
Recall that Λ is needed for the derivation of a stable adaptive law (see equation (4.176)).
Indeed, if Am is badly conditioned the resulting solution P of the algebraic Lya-
punov equation
ATmP + PAm = −Q
will so too. This leads to numerical roundoff errors that, in some cases, render the re-
sulting matrix
√
P and correspondingly matrix D complex and of course also badly
conditioned. In the worst case this prevents the computation of K∆(Ts) or a numeri-
cally robust solution for Λ−1 and therefore, a feasible synthesis of the L1 controller.
Scaling
A solution to this issue is to improve the numerical conditioning of Am by means of
appropriate scaling of the desired (external) closed loop dynamics, i.e. the first to equa-
tions in (4.172). In particular, scaling is accomplished by a diagonal similarity transfor-
mation matrix S ∈ Rnm×nm and the change of coordinates as per Ξs(t) = SΞ . Accord-
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where obviously
Asm = SAmS
−1, Bsm = SBm, C
s
m = CmS
−1, ∆s = S∆.


















∆ˆs(t) = −Φs(Ts)−1µs1(kTs) = Ks∆(Ts) y˜s(kTs),
(4.314)
where Φs such as µs1 are defined as in (4.177) and (4.178) but with respect to the scaled
matrices, vsh = Svh is the scaled hedging signal with vh as in (4.300) and y˜s(t) = yˆs(t)−
ye(t).
Note that the approach of scaling is legitimate because the input/output behavior
of a state space realization is invariant under similarity transformation. Although the
similarity transformation changes the definition of states, this fact plays a minor role in
the design of the L1 output feedback controller since the latter is first and foremost an
input/output approach. In practice, the scaling procedure turned out very useful and
enabled the feasible synthesis of L1 output feedback controllers for reference models
with higher dimension.
It is also noteworthy that for the proper initialization of the output predictor the
initial conditions must also be scaled correctly in order to avoid peaking phenomena
of the controller.
4.3.5 LTI-Equivalent Architectures
Due to the equivalence of the L1 controller with LTI controllers, implementation might
also be done in terms of the respective LTI equivalent (see e.g. [108]).
We note that due to the close connection of L1 adaptive control to disturbance ob-
server architectures (see [69, 108]) it is very probable that similar performance might be
obtained with a single DAC controller and a disturbance model made up of three inte-
grators. The parameterization of this controller for obtaining similar performance will




To demonstrate the effectiveness of the proposed control scheme, in this section we
present experimental results obtained from measurements conducted at the PPS1405
platform. First, Section 5.1 is dedicated to introducing the considered reference trajec-
tories and performance indexes for the assessment of controller performance. Second,
in Section 5.2 we briefly comment on existing controllers and compare them with the
proposed schemes in Section 5.3. Finally, we verify the robustness of the proposed
schemes to parametric uncertainty and unforeseen saturations of the control input.
5.1 Trajectories and Performance Indexes
For the assessment of controller performance two standard path geometries in motion
control are considered, namely line segments and circles.
The geometry of circles is of course simply obtained by respectively applying sine
and cosine functions with equal amplitude, frequency and phase to either the qx and
the qy axes. For the generation of line segments, we consider the two motion profiles
presented in Figure 5.1. That is first, a trajectory with a so-called double S velocity
profile, also known as bell or seven segments trajectory [8], illustrated in the left column
of Figure 5.1. And second, a polynomial spline trajectory, shown in the right column.
In either of the two columns from top to bottom position, velocity, and acceleration are
shown over time.
The double S trajectory is adopted because it is widely used in industrial practice.
In fact it is also used in the NC/CNC trajectory generator of Tetra’s commercial po-
sitioning system. Therefore, the controller should fulfill the specifications on tracking
errors of less than 1 µm during transitions for these trajectories. However, although the
double S trajectory provides acceleration profiles that are continuous, these profiles are
trapezoidal in shape, and therefore exhibit non-differentiable points. This in fact leads
to an undesired excitation of resonance frequencies.
However, the excitation of resonance frequencies can drastically be reduced by ex-
ploiting smoother reference trajectories as discussed in 3.3. The benefits of a smoother
acceleration profile will be illustrated by the polynomial spline trajectory. Here, a sim-
ple degree 5 polynomial is used, where coefficients are computed such that boundary
conditions with respect to position, velocity and acceleration are met. Please note that
due to the absence of a constant velocity phase for the polynomial spline trajectory
used here, this trajectory actually narrows the set of possible applications. However,
this is not our point. We consider these trajectories because they are simple to compute
and they demonstrate quite well the benefits of applying smoother trajectories to a mo-
tion system over less smoother ones. Of course the composition of smooth trajectories
with constant velocity phases is possible and considered in references [2, 8, 89] among
others.
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FIGURE 5.1: Point-to-point trajectories for the generation of line geome-
tries: double S trajectory (left) and polynomial trajectory (right).
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For the experiments the trajectories described above were used with different param-
eters on distance, transition time and velocity. In order to render the subsequent dis-
cussion on experiments transparent, Table 5.1 aims to classify the considered trajecto-
ries. Analogously, Table 5.2 summarizes the controllers investigated throughout the
experiments. Identifiers for trajectories and controllers are introduced for the sake of
clarity/discussion.
Since we experienced no considerable difference in the performance between the qx
and the qy axis, for the sake of brevity, for trajectories A–D, controllers are validated
along the qx axis, only. Please note further that for all experiments the yaw angle qφ
was regulated to zero.
For comparing the performance of different controllers and expressing it in a single













The root mean square error (RMSE) is used for the assessment of tracking errors in indi-
vidual axes and the integral of squared input (ISI) for the evaluation of control energy. In
these equations N denotes the total number of samples in a measured data set, q?l (i)
and ql(i) are respectively, samples of the reference trajectory and the measured output
at sampling instant i, while l ∈ {x, y, φ} indexes the considered motion axis. Finally,
ul(t) and tf represent the control input and the final time of the data set. For evalu-











representing the root mean square of the length of the tracking error vector concerning
the translational motion axes.
5.2 Review of existing/former controllers
Before we begin with the discussion on measurement results for the proposed control
scheme, we would like to give a brief overview on the performance of former con-
trollers that have been implemented and tested at the testbed (see Table 5.2). To this
end, consider Figure 5.2, where the tracking error (left) and the control input (right)
are shown for controllers C3 and C0 performing trajectory B. Thereby, C3 represents
a standard P-PI servo-controller with feedforward, widely used in industry and also
presently in operation at Tetra and all of their planar motors. It essentially utilizes
a cascaded controller setting with a PI-controller for the inner velocity loop and a P-
controller for the outer position loop. However, both, feedforward and controller, are
tuned by a trial and error approach by the manufacturer itself.
The second controller, controller C0, constitutes a well-tuned PID controller with
acceleration feedforward presented in [12, 142]. This controller exploits a generalized
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identifier geometry type number of parameter
moving axes
A line double S 1 (qx) distance 20 mm
transition time 2 s
velocity 10 mm/s
B line double S 1 (qx) distance 120 mm
transition time 4 s
velocity 31 mm/s
C line polynomial 1 (qx) distance 20 mm
transition time 2 s
max. velocity 19 mm/s
D line polynomial 1 (qx) distance 120 mm
transition time 4 s
max. velocity 56 mm/s
E circle sine/cosine 2 (qx, qy) radius 1 µm
velocity 0.6 µm/s
TABLE 5.1: Classification of reference trajectories used throughout the
experiments.
identifier controller
C0 PID with GESO [12]
C1 proposed nominal/baseline controller
C2 proposed L1 augmentation
C3 industrial P-PI servo-controller
TABLE 5.2: Classification of Controllers used throughout experiments
extended state observer (GESO) for the estimation of velocities and disturbances, while
the latter estimates are used for a direct rejection of disturbances. C0 is basically de-
rived as a computed torque controller, where tuning of controller gains is achieved by
pole placement methods. It is important to notice that the design of C0 only uses the
rigid body dynamics of the mover. Compliance and vibration of the stator is inter-
preted as an external disturbance and compensated for by the disturbance observer.
The disturbance model of the observer is essentially a single integrator.
Despite the presence of integral action in C3, during transitions it shows large track-
ing errors of more than ±15 µm. Apparently, this tracking error is way beyond the
specification of 1 µm and therefore absolutely unacceptable. Additionally, at the stop
of the motion on the interval t ∈ [4, 6] it shows large settling times which is also unde-
sirable.
The bad performance is mainly attributed to the trial and error approach for tuning
of the controller. This becomes also evident if one compares the control efforts of con-
trollers C3 and C0. Indeed, C0 with analytically designed feedforward and feedback con-
troller needs approximately 25 % less control effort in the acceleration and deceleration
phases than C3 which indicates that the feedforward controller of C3 is not appropriate.
However, compared to C3 controller C0 shows a vital improvement of tracking per-
formance. As illustrated in the left bottom plot of Figure 5.2 the tracking error stays
below 500 nm during the constant velocity phases of the double S trajectories. However,
in the acceleration and deceleration phases the tracking error reaches peak values of
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FIGURE 5.2: Tracking error (left) and control effort (right) for controllers
C3 (top) and C0 (bottom) and trajectory B.
more than 2 µm which also violates the requirements on tracking errors. Large peaking
in these phases has basically two reasons. First, compliance of the stator is not explic-
itly accounted for in the design of the feedback and the feedforward controllers. This
means that essentially the acceleration of the reference trajectory is forwarded. This
brings us to the second problem. Namely, the "sharp" acceleration profile of the double
S trajectory excites resonance frequencies of the stator and gives rise to vibration and
oscillations. These cannot be handled appropriately by the controller because it does
not account for these effects. However, the peaking can be overcome, if the smoother
polynomial trajectory is applied.
This fact is illustrated by Figure 5.3, where controller tracking error (left) and control
input (right) are shown for C0 performing trajectory D. Obviously, there is no peaking
due to the smooth acceleration profile and the specification is met. Observe the wavi-
ness of both, the control input and the tracking error signal, indicating the presence of
external disturbances, discussed in section 3.1.5.
Although the performance of C0 seems quite promising the inability of tracking
double S trajectories within the specified tracking error bounds is unacceptable. More-
over, it was experienced that despite the implementation of an anti windup mecha-
nism, namely, the back calculation method of [6], the controller is very sensitive to
even short period saturations of the control input rendering the closed loop system
unstable.
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FIGURE 5.3: Tracking error (left) and control effort (right) for controller
C0 and trajectory D.
All these facts motivated the work for the proposed control scheme.
5.3 Evaluation of the proposed control scheme
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FIGURE 5.4: Close up of tracking errors (left) and control inputs (right)
for controllers C0, C1, C2 on axes qx and trajectory A.
Figures 5.4 and 5.5 present the measurement results for controllers C0, C1 and C2, per-
forming trajectory A (see Tables 5.1 and 5.2). In order to get an intuition for the parasitic
coupling between individual axes, in Figure 5.5 the tracking errors and control efforts
are shown for the moving axes qx and for the non-moving axes, i.e. qy and qφ, also. The
respective performance indexes are provided by Table 5.3. When observing first the
top row of Figure 5.5 and its zoomed representation in Figure 5.4, it is clearly visible
that controllers C1 and C2 outperform controller C0. Indeed, due to the consideration of
the elasticity of the stator within feedforward and feedback design, controllers C1 and
C2 can nearly completely suppress the oscillations in the tracking error. This leads to a
massive reduction of absolute peak values of the tracking error amplitude from initially
1.6 µm for C0, over 1.1 µm for C1, down to less than 500 nm for C2. The improvement
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FIGURE 5.5: Tracking errors (left) and control inputs (right) for con-
trollers C0, C1, C2 on axes qx, qy , qφ (top to bottom) and trajectory A.
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axis performance C0 C1 C2
index
qx RMSE [mm] 3.1197× 10−4 1.6046× 10−4 6.2251× 10−5
ISI 282.0529 268.4826 272.3659
qy RMSE [mm] 8.6574× 10−5 5.8664× 10−5 3.5015× 10−5
ISI 14.1965 14.4539 15.2768
qφ RMSE [mrad] 2.896× 10−3 2.2786× 10−3 2.2671× 10−3
ISI 79.7721 54.2307 70.1675
TABLE 5.3: Comparison of performance indexes for controllers C0, C1, C2
and trajectory A.
in performance is also visible in the RMSE values of the respective controllers summa-
rized in Table 5.3. Controller C2 thus performs superior with an RMSE of 62.25 nm. It
meets the specification on the tracking error bound with a headroom of 500 nm which is
excellent for these trajectories. Furthermore, through controllers C1 and C2 the settling
time is more than halved, i.e. from initially 1 s for C0 to roughly 0.4 s for the other two
controllers.
It is interesting to notice that the effect of the feedforward controller is directly vis-
ible from the signal ux(t) of the considered controllers (see right plot in Figure 5.4).
In fact, when comparing the control inputs of C0 with the other two controllers it can
be observed that there is a slight phase shift, with C1 and C2 being slightly ahead of
C0. Notice that the oscillating behavior of C0, trying to compensate for the vibration,
stems from a disturbance estimate of the observer. In the case of the remaining con-
trollers, it mainly results from the feedforward controller and the solution of the inter-
nal dynamics. It is exactly this contribution of the feedforward controller that makes
the difference and leads to an enormous improvement of tracking error performance.
Please note that the peaks of the position errors of controllers C1 and C2 on t ∈ [0, 0.2]
are due to the mismatch between the feedforward controller and the high frequency
unmodeled plant dynamics.
Apparently, the augmentation approach works as expected and supports the nom-
inal controller, i.e. C1, with its superior disturbance rejection capabilities. However,
this comes to the expense of a higher control effort and higher noise levels. This fact
is expressed by the ISI value which shows this clear tendency. Namely, for almost all
experiments (see Tables 5.3–5.6) C2 exhibits the highest control effort. Though, this is
not surprising because C2 has the best disturbance rejection and this must somehow
appear in the control effort. In view of the tracking error performance, however, the
extra control effort is tolerable.
The tracking errors for the qy and qφ axis depicted in Figure 5.5 imply that there
exists parasitic coupling between axes. However, this coupling has been experienced
moderate, not interfering with the time domain specification on tracking errors. Typ-
ically, for the considered trajectories peak values are mostly far below 500 nm. From
Figure 5.5 it is evident, that controllers C1 and C2 have the ability to drastically reduce
coupling effects in the qy axis as compared to C0. This holds also for trajectories B–D as
is verified by Tables 5.3–5.6.
On the other hand, the performance in regulating qφ to zero is for all three controllers
almost identical. And this, regardless of the trajectories considered in this experiment.
Chapter 5. Experiments 149
This observation is also supported by the performance indexes provided by Tables 5.3–
5.6.
Since the couplings play a minor role, for the sake of brevity we omit the visual
presentation of measurement results for qy and qφ and focus on the tracking errors of
the moving axes only. Despite this fact, for the sake of completeness the performance
indexes are presented for all axes in Tables 5.3–5.6. Moreover, for the reminder of this
text we focus on the proposed schemes, namely, controllers C1 and C2
t [s]

































FIGURE 5.6: Tracking error (left) and control input (right) for controllers
C1, C2 on axis qx and trajectory B.
axis performance C0 C1 C2
index
qx RMSE [mm] 3.2803× 10−4 3.4443× 10−4 9.5515× 10−5
ISI 1238.8974 1464.3642 1281.4423
qy RMSE [mm] 7.9065× 10−5 3.8078× 10−5 3.8623× 10−5
ISI 24.1104 24.5224 28.8721
qφ RMSE [mrad] 3.0154× 10−3 2.0663× 10−3 2.2335× 10−3
ISI 81.5725 63.2649 83.7169
TABLE 5.4: Comparison of performance indexes for controllers C0, C1, C2
and trajectory B.
Let us next observe the measurement results of controllers C1 and C2 for trajectory B,
illustrated in Figure 5.6. Trajectory B constitutes the long range version of trajectory A
and is therefore more difficult to handle. This is due to the following reasons. First, long
range implies that the amount of external disturbances is greater than for trajectory
A. And second, for performing the tracking task in a specified transition time of 4
seconds, this means that compared to case A the velocity must be tripled. This in fact,
implies that the frequency of position dependent and periodic disturbances increases
which is obviously more demanding for the controller. These difficulties are evident
when the tracking error performance of the nominal controller C1 is considered (cf.
Figure 5.6). With peak values in the range of approximately±2 µm it does not fulfill the
tracking error specification. However, the L1 augmentation recovers a feasible amount
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of the nominal performance as expected. With peak values in the error amplitude of
600 nm it almost reaches the same values as in the case of trajectory A. It thus meets the
desired specifications. Again, the waviness of the control signal indicates the presence
of external periodic disturbances that are handled very well by C2. With an RMSE
value of 95.52 nm controller C2 performs best and as discussed previously it shows the
highest control effort (see Table 5.4).
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FIGURE 5.7: Tracking error (left) and control input (right) for controllers
C1, C2 on axis qx and trajectory C.
axis performance C0 C1 C2
index
qx RMSE [mm] 5.3673× 10−5 6.1418× 10−5 3.9038× 10−5
ISI 81.4335 81.2397 100.9913
qy RMSE [mm] 3.5752× 10−5 1.956× 10−5 2.3816× 10−5
ISI 14.1255 14.7508 17.7708
qφ RMSE [mrad] 3.0663× 10−3 2.2578× 10−3 2.2655× 10−3
ISI 135.0763 67.8526 92.4012
TABLE 5.5: Comparison of performance indexes for controllers C0, C1, C2
and trajectory C.
Although not shown visually, it is evident from Table 5.4 that coupling effects with
respect to qy are reduced with C1 and C2 as compared to controller C0.
Indeed, the RMSE value of C0 is halved by C1 and C2. Essentially, the latter two con-
trollers show similar RMSE values with slightly better values for the nominal controller
C1.
Trajectories C and D constitute the smoother (polynomial) counterparts of trajecto-
ries A and B. For a fair comparison the transition time is the same as in cases A and B.
Exploiting these trajectories heavily reduces peaking in the acceleration and decelera-
tion phases (see Figures 5.7 and 5.8). For the short trajectory C, the peak amplitudes of
the tracking error yield values below 200 nm for C2 and less then 400 nm for C1 which is
a further improvement with respect to trajectory A. This is also supported by the RMSE
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axis performance C0 C1 C2
index
qx RMSE [mm] 1.9091× 10−4 3.4835× 10−4 9.3107× 10−5
ISI 849.2844 850.8693 1097.8471
qy RMSE [mm] 1.3685× 10−4 5.2035× 10−5 6.2465× 10−5
ISI 49.5312 23.3557 43.7269
qφ RMSE [mrad] 3.1422× 10−3 2.2725× 10−3 2.262× 10−3
ISI 163.5758 90.1709 122.6512
TABLE 5.6: Comparison of performance indexes for controllers C0, C1, C2
and trajectory D.
values from Table 5.5 which are far below the RMSE values of 5.3. The same is true for
the coupling between axes.
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FIGURE 5.8: Tracking error (left) and control input (right) for controllers
C1, C2 on axis qx and trajectory D.
Also for the long range motion peaking is reduced. However, by virtue of the fact that
the polynomial trajectory has a velocity hump instead of a constant velocity phase, the
smoother acceleration profile requires a higher velocity for accomplishing the track-
ing task in the same amount of time (cf. velocities of trajectories B and D in Table 5.1).
Therefore, position dependent, periodic disturbances appear at higher and even chang-
ing frequencies which renders the compensation of those disturbances even more chal-
lenging. This eventually results in an RMSE value of 348.35 nm for C1 which compared
to a value of 344.43 nm is slightly worse then for trajectory B. On the other hand, con-
troller C2 shows a slightly better performance with an RMSE value of 93.12 nm versus
95.52 nm for trajectory B. From that observation it can be concluded that a good refer-
ence trajectory should have a suitable amount of smoothness and should ideally exhibit
a constant velocity phase.
Additionally, with regard to Tables 5.4 and 5.6 we recognize that the performance
indexes for rating the control effort in the moving axes (qx) are throughout better for
trajectory D than for trajectory B. However, the RMSE values for the qy axis are worse
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for trajectory D than for trajectory B which indicates a larger amount of coupling be-
tween the translational axes. This issue is also attributed to the velocity hump and a
higher amplitude in velocity.
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FIGURE 5.9: Reference signals, controlled variables (top left) and control
inputs (top right) for controllers C1, C2 and trajectory E with dedicated
qx, qy–plot (bottom).
Finally, Figure 5.9 presents the measurement results of C1 and C2 performing a circular
path, i.e. trajectory E. Both controllers track the sinusoidal references very well and ex-
hibit a similar performance with RMSEC values of 21.37 nm for C1 and 21.31 nm for C2.
Please note that the noise amplitude of the tracking errors has a value of approximately
50 nm which is not shown here. It is remarkable that, although the control inputs seem
very noisy and no distinct sinusoidal relationship is visible, the references are tracked
very well.
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5.4 Proposed Control Scheme in the Presence of Uncertainty
5.4.1 Parametric Uncertainty
In order to validate the functionality of the proposed control scheme in the presence
of parametric uncertainties, the following experiment was conducted. For the purpose
of virtually applying parametric uncertainties, we designed the nominal controller and
the L1 augmentation on the nominal plant model whose parameters inside the A and
B matrices were altered by a fixed percentage. This controller was than applied to the
real process and the response was measured. On a random basis, we conducted this
experiment for trajectory C. For the sake of simplicity, all parameters inside A and B
were altered simultaneously, where a fixed percentage of each individual parameter
inside these matrices was added or subtracted to the parameter itself. This was done
for ±10 %. . .±50 %.
By virtue of the fact that there were only little changes in tracking errors for these
percentages, for the sake of brevity, only the measurement for ±50 % is provided in
Figure 5.10. Obviously, both controllers react extremely robust to the parametric uncer-
tainties and fulfill the tracking error specification for trajectory C. It is remarkable that,
while there is a visible difference between the tracking error responses of the nominal
controller C1 and the cases of +50% and −50% uncertainty, there is almost no notice-
able difference for the L1 augmentation. It can thus be concluded that the L1 controller
recovers the nominal performance as expected. However, we should not be illusioned
by the superior performance of C2. Indeed, from a robust stability point of view, it
is clear that C1 will react more robust against parametric uncertainties then C2. This
is evident from the frequency response characteristics, i.e. the phase and gain mar-
gins, of the respective controllers (see Figure 4.11) and constitutes the natural robust-
ness/performance trade-off that holds for all feedback controlled systems. With this
design, however, a satisfactory trade-off has been found.
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FIGURE 5.10: Tracking errors (left) and control inputs (right) for con-
trollers C1 and C2 for ±50 % additive parametric uncertainty on parame-
ters inside the A and B matrices of the generic axis model.
5.4.2 Unexpected Uncertainty
Finally, in the course of practical validation of the proposed scheme, we consider the
robustness of the controller with respect to unexpected changes such as an unexpected
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FIGURE 5.11: Experimental validation of PCH-approach.
blocking of the mover or the appearance of external forces that cause the control in-
put to saturate. For a save operation and a prevention of possible damages of the
positioning stage, the controller must be capable of robustly recovering from those dis-
turbances. For investigating this issue, the controller was blocked manually during
tracking of trajectory D. The results of this experiment are illustrated in Figure 5.11.
Blocking the mover on the time intervals t ∈ [1, 2] s and roughly t ∈ [7, 9] s, apparently
leads to a saturation of the control input as shown in the top right plot of Figure 5.11.
Due to the proposed anti windup modifications including PCH, windup of the overall
controller is prevented. Moreover, it has been observed throughout the experiments
that the controller was able to completely recover and pickup normal operation shortly
after the blocking was removed. The proposed scheme thus performs as expected.
Please note that during this experiment controller C0 went unstable shortly after
the first blocking was removed. As compared to this, the proposed scheme performs
extremely robust.
5.5 Evaluation of Achievements
Eventually, from the discussions above we can conclude the following. Firstly, the in-
corporation of stator elasticities within the stage of nominal feedforward and feedback
controller design has paid off. This is especially visible for the double S trajectories A
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and B. Here, controller C2 achieves a massive improvement over C0. In particular, for
trajectories A and B, the RMSE shows an improvement of about 80 % and 70 %, respec-
tively (see Tables 5.3 and 5.4). The improvement for the smoother trajectories C and D is
less with about 27 % and 51 %, but still considerable. Hence, in terms of tracking error,
controller C2 performs best. This behavior is not surprising and may be attributed to
the high loop gain in the low frequency range which, roughly speaking, is provided by
three (approximate) integrators. That is, two from the augmented baseline controller
C1 and one from the L1 controller itself. Since the L1 controller is LTI, also other LTI
architectures may obtain similar performance (see Sections 4.2.2 and 4.3.5).
The enhanced disturbance rejection capability, though, comes at the expense of con-
trol effort. In the worst case, the control energy of C2 deteriorates by about 29 % with
respect to that of C0 (see Table 5.6). This is an inherent problem of the fast adaptation
loop that can only be addressed by proper filter design. However, the improvements
in tracking errors, even in the presence of a considerable amount of parametric uncer-
tainty, justify the higher control efforts.
Finally, Figure 5.12 illustrates the achievements of this work. It compares the track-
ing performance of the motion controller C3 that is presently in operation with the ad-
vanced design proposed in this work.
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FIGURE 5.12: Tracking error (left) and control effort (right) for con-





This dissertation investigates modeling and robust adaptive tracking control of a pla-
nar precision positioning system.
Driven by economic needs, the developed motion control concept is based on a
combination of a model-based nominal controller and an L1 adaptive augmentation.
The starting point of the model-based control design is the development of a de-
tailed model. At this stage we derive and identify models for the mathematical descrip-
tion of sensors, actuators, permanent magnet arrays, mover/stator interaction and ex-
ternal disturbances. A comparison of the overall model with experimental data shows
an excellent agreement. The model captures all the relevant dynamics and thus serves
well for the design and assessment of controllers.
Based on that model, we next investigate the stage of nominal control design. The
nominal controller essentially comprises a feedforward and an output feedback con-
troller. Core of the output feedback controller is a composite state and disturbance ob-
server based on disturbance accommodating control, exploiting internal model principle
ideas. The nominal part of the proposed architecture thus addresses the aspired goals
of trajectory tracking, the capability of a priori parameterization and basic disturbance
rejection. For obtaining good stability margins and a sufficient suppression of struc-
tural vibration, tuning of the controller is performed in both, the time, and frequency
domain, based on systematic LQR/LQG design methods.
For pursuing the goal of parameter adaptation, L1 adaptive tracking schemes for
the cases of full-state and output feedback are derived. The initial motives for the
choice of L1 adaptive control were the promising properties of decoupling of the adap-
tion from the control loop, a priori computable transient and steady state performance
bounds and an intuitive performance/robustness trade-off via the choice of an appro-
priate low-pass filter. Moreover, the philosophy of posing a feasible control goal, while
respecting the available bandwidth of the control channel is appealing in view of un-
modeled dynamics.
Thereby, the respective L1 adaptive controllers are designed for the augmentation
of the nominal control loop. So, any deviation from the nominal behavior may be
identified and compensated for by the adaptive controller. The latter thus serves for
recovering nominal performance even in the presence of parametric uncertainties.
Unfortunately, with regard to our application, not all expectations with respect to
L1 adaptive control could be met. Specifically, it was found that the filter design, even
though it appears simple in the first moment, is anything but trivial. Indeed, for the
state feedback case, it is impossible to find a filter that both, fulfills theL1 norm stability
condition and respects the bandwidth of the virtual actuator dynamics. After some
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simulations and engineering intuition, finally, a filter could be designed such that the
closed loop adaptive system was stable and delivered the expected performance.
Due to the conservatism of the L1 norm, sufficient stability condition, we are not
able to derive bounds on tolerable intervals of parametric uncertainty for the motion
stage system. In view of the theoretical effort this is an unsatisfactory result.
In the case of the presented L1 adaptive output feedback controller with piecewise
constant adaptation law, we circumvented this problem by exploiting the LTI nature of
the scheme. Using classical loop shaping ideas, the filter is designed in the frequency
domain, for meeting minimum requirements concerning the amplification of measure-
ment noise and for obtaining adequate stability margins. Thereby, the limiting factor
for the choice of filter bandwidth and hence, the achievable performance, is essentially
determined by the high frequency dynamics encountered at the plant.
The effect of the proposed L1 controller on the disturbance rejection properties of
the overall closed loop system may also very well be observed in the frequency do-
main. This shows that the L1 augmented loop in comparison to the nominal design
achieves significantly higher loop gains up to about the frequency of aspired band-
width. This corresponds to a vital improvement of disturbance rejection quality and
consequently leads to a significant increase in tracking performance. The compromise
one has to make is as always, performance versus robustness and performance versus
control effort.
Analysis of the L1 output feedback scheme reveals that, in our case, it basically
represents an approximation of a PID type of controller with additional roll-off filters.
Due to that approximative nature it is experienced that when applied as a standalone
tracking controller, even in the nominal case, the L1 controller suffers from steady state
tracking errors. However, in view of high performance motion control applications this
is unacceptable.
To avoid these effects, there are e.g. the following possibilities. First, the use of the
L1 controller together with a controller possessing integral action, as presented here.
Or second, the implementation of the ideal LTI equivalent controller derived from the
ideal closed loop system. However, the latter method may pose problems with respect
to the modifiability of the control architecture.
Because of the close connection of L1 adaptive control to disturbance observer-
based approaches, it is very likely that the extension of the nominal controller by an
additional integrator would have brought similar results. However, in this case the
choice of controller design parameters is not clear, since it is not guided by the design
approach of L1 adaptive control.
For the case considered in this work, L1 adaptive output feedback control may be
seen from two perspectives. In particular, it may be seen either as an implementable
control architecture or also as a design method for the computation of equivalent linear
controllers.
For the transition of the developed theoretical approach into motion control practice
further modifications considering actuator saturation are examined and implemented.
Finally, the developed control architecture is tested experimentally on the
PPS1405 platform using typical reference trajectories. Here, the developed concept
shows outstanding positioning performance. Due to the consideration of stator flex-
ibilities within the nominal controller, the overall control scheme achieves significant
improvements. Compared to existing control schemes the proposed approach achieves
an improvement of RMSE of up to 80 %. Furthermore, in comparison to former con-
trollers, the proposed approach yields better suppression of parasitic couplings on non-
moving axes. In all experiments the L1 augmented controller shows a tracking error of
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less than 500 nm, whereby the desired positioning accuracy of less than 1 µm is easily
met.
Moreover, the proposed approach is evaluated experimentally for its suitability to
suppress parametric uncertainty. This too shows remarkable results. In fact, for a para-
metric uncertainty of all parameters of ±50% there is no significant difference of the
tracking error with respect to the nominal behavior. Eventually, also the evaluation of
the pseudo-control hedging approach has been successful and shows a robust behavior
of the developed scheme in the presence of actuator saturation.
6.2 Recommendations
The achievable positioning accuracy of the considered positioning system is essentially
limited by the following aspects:
• resolution of measurement system
• flexibility of stator
• high frequency dynamics
These points represent important tuning facilities for the improvement of the position-
ing system.
With a noise amplitude of 50 nm of the position measurement signal and a track-
ing error below 200 nm during the constant velocity phase, the developed controller is
already close to the limit of what is achievable. An increase in the sensor resolution
would therefore be necessary for gaining further improvements regarding positioning
accuracy.
Because of the colocated sensor/actuator pair, the flexibility of the stator poses no
immediate problem for the stability of the closed loop system. However, reaction forces
of the mover have a detrimental impact on the time domain behavior of the tracking
error. For a reduction of these effects it is recommended to revise the construction of
the stator. The simplest way of doing this is to increase the mass, stiffness and damping
of the stator. Other possibilities include the exploitation of additional sensors and actu-
ators attached to the stator for an active damping of the stator or a direct compensation
of reaction forces. In recent years, also balance- or counter-masses have been used. By
opposing the movement of the mover they accommodate for reaction forces.
The greatest impact on the potential bandwidth of the controller and therefore on
the achievable performance emanates from the high frequency dynamics observed in
our experiments. In order to improve the performance of the positioning stage it is
necessary, by means of constructional methods, to shift these dynamics up into a higher
frequency band. Therefore, it is recommended to identify the source of these dynamics
in future work.
Finally, if higher positioning accuracy is desired the effects of parasitic coupling
between axis should be taken more and more into consideration which necessitates the





The theoretical foundation of our modern understanding of electromagnetism is gov-
erned by a set of four elegant equations, collectively known as Maxwell’s equations.
Named after Scottish physicist James Clerk Maxwell, these equations provide a uni-
fied description of the whole range of electromagnetic field phenomena and expose the
intimate connection between electricity and magnetism [115].
Inspired by the previous work of Micheal Faraday, André-Marie Ampère and oth-
ers, Maxwell was the first to formulate a rigorous mathematical model for electricity
and magnetism unifying the observations and theories of his predecessors. Owing to
the fact that vector calculus was not readily developed before the late 19th century,
originally his model was governed by a set of 20 coupled differential equations with
20 variables [115]. Based on his work published during the period of 1861-1864, he
concluded that light must be made up of electromagnetic waves. The experimental
evidence for that was given by Heinrich Hertz in 1888 [115].
Maxwell’s equations in its well-known condensed form, given by




∇ · ~D = ρ (A.2)




∇ · ~B = 0, (A.4)
are due to Oliver Heaviside (1885), an ingenious self-made mathematician and inde-
pendent popularizer of vector calculus [101, 115]. These equations define the diver-
gence (∇·) and curl (∇×) of the electric and magnetic field quantities and thus, accord-
ing to the fundamental theorem B.2.1 of vector calculus, uniquely define the respective
fields. Therein ~E, ~D, ~H and ~B are field quantities. They denote respectively, the electric
field strength, the electric flux density and likewise the magnetic field strength as well
as the magnetic flux density. ~J and ρ are source terms representing the free current
density and the free charge density, while ∂ ~D/∂t is the displacement current density
embodying Maxwell’s concept of displacement current accounting for the motion of
bound charge [44].
The importance of these equations follows from the fact that they embody the whole
range of electromagnetic field appearances in a compact manner and expose the sym-
metry between electric and magnetic fields [115].
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162 Appendix A. Electromagnetic Field Theory
Please note that Maxwell’s equations alone do not provide a complete theory [44, 57].
Indeed, the four vector variables of the fields ~E, ~D, ~H , ~B, each possessing three com-
ponents in space, represent a system of equations with 12 unknown field components.
However, Maxwell’s equations alone provide only six independent scalar equations
stemming from the two vector equations (A.1) and (A.3). Although (A.2) and (A.4)
provide two further scalar equations it can be shown [44] by imposing the continuity
of charge equation
∇ · ~J + ∂ρ
∂t
= 0 (A.5)
that the divergence equations may be obtained from the two curl equations. They are
thus dependent. The continuity equation embodies the law of conservation of electric
charge that states that electric charge cannot be created or destroyed.
To complete the theory, Maxwell’s equations must be augmented by so-called con-
stitutive relations [44, 57] that relate the respective field quantities to the material in
which they are present. These relations are given by
~D = 0 ~E + ~P (A.6)
~B = µ0( ~H + ~M), (A.7)
where ~P is the polarization, ~M is the magnetization, and µ0 = 4pi · 10−7 Tm/A and
0 = 8.854 · 10−12 F/m are the permeability and permittivity of vacuum. It is well
known that in stationary, linear, homogeneous and isotropic media the constitutive
relations reduce to [44]
~D =  ~E (A.8)
~B = µ ~H, (A.9)
where µ and  are the permeability and permittivity of the media. These two vector
equations represent six additional scalar equations. Thus, in total we obtain a system
of 12 equations for solving 12 unknowns. Hence, the theory is complete. Please note
further that Ohm’s law in differential form given by
~J = σ ~E (A.10)
constitutes an additional constitutive relation, where σ represents the conductivity.
For the physical interpretation of Maxwell’s equations it is convenient to convert them
into integral form. This may be accomplished using the fundamental integral theorems
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of Gauss (B.2.3) and Stokes (B.2.4) (see Appendix B) giving∮
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~B d~S = 0. (A.14)
Now, let us shed some light on the physical interpretation of these equations. To this









According to the mathematical definition given above, intuitively speaking, the flux is
the net number of field vectors (of the respective vector field) passing through an open
surface S. Due to the scalar product between the vector field and the surface element
d~S (see Appendix B) only the vector component that is normal (perpendicular) to the
surface element contributes to the total flux.
Faraday’s Law of Electromagnetic Induction
The first integral equation (A.11) is a generalization of Faraday’s law of electromagnetic
induction. It constitutes the fundamental principle for the operation of coils, motors
and generators. Loosely speaking, it states that a changing magnetic field creates an
electric field and can thus give rise to currents and voltages, e.g. in a wire loop exposed
to a changing magnetic field.
According to [44], the partial time derivative inside the integral might be replaced
by a total time derivative outside the integral. Taking further the definition of magnetic




~E d~l = −dΦB
dt
. (A.17)
So, in particular Faraday’s law of electromagnetic induction states that in a closed cir-
cuit with an open surface S bounded by a closed contour C, e.g. a wire loop, an elec-
tromotive force (EMF), a voltage uemf , is induced. It is equal to the negative rate of
change of the magnetic flux.
The negative sign on the right hand side of equation (A.17) implies that the induced
EMF will oppose its origin which formalizes Lenz’ law [25, 44, 57, 109]. We use Fara-
day’s law extensively for the derivation of the driving coil model (see Section 3.1.2).
Gauss’s Law
The second equation (A.12) is also known as Gauss’s law, relating electrical sources
inside a volume to the field they produce. More specifically, it equates the total charge
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inside a volume V spanned by a closed surface S to the total outward electrical flux
passing through the entire surface. It is noteworthy that electric particles or charges
appear as monopoles. That is, they can be isolated into either positive or negative
charges.
Ampère’s Circuit Law
Equation (A.13) is a generalization of Ampère’s circuit law and equates the line integral





plus the time-rate of change of the total electric flux φD through the surface S, en-
closed by C. The latter term embodies Maxwell’s concept of displacement current that
must be accounted for as a direct consequence of enforcing the continuity equation [57].
Ampères law consequently constitutes the magnetic analogue to Faraday’s law. That
is, currents as well as changing electric fields create magnetic fields versus changing
magnetic fields produce/induce electric fields and currents.
Gauss’ Law for Magnetism
Due to the duality of the electric and magnetic fields it is most likely that Gauss’s law
for the electric field has a dual counterpart for the magnetic field. Indeed, that is Gauss’
law for magnetism. However, in contrast to the existence of electric monopoles, i.e. iso-
lated electric charges, in the electric field, magnetic particles are usually observed as
so-called dipoles carrying both, a magnetic north pole and a magnetic south pole. Now,
equation (A.14) states that the total outward magnetic flux through an arbitrary closed
surface S is always zero. This implies that there are no magnetic sources or sinks and
the magnetic flux lines follow closed paths emanating from a magnetic north pole and
terminating at a magnetic south pole. Also it implies that magnetic north and south
poles might not be isolated, i.e. magnetic monopoles do not exist. Classically [24],
this is illustrated by an experiment, where a bar magnet is cut into segments down to
atomic dimensions. It shows that each of the infinitesimal small magnets would still
have a north and a south pole instead of isolated north and south poles. Note that,
some scientists believe in a more strict duality/symmetry of the Maxwell equations
predicting the fact that magnetic monopoles must exist [115]. However, the evidence
for the existence of magnetic monopoles could not be supplied yet. Hence, Gauss’ law
for magnetism is sometimes also referred to as nonexistence of magnetic monopoles [57].
Field Conditions
Please note that for a particular problem at hand, Maxwell’s equations can mostly be
simplified by imposing special field conditions in view of the problem. In particular
we distinguish between the
• static and
• quasi-static
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field conditions [44, 57] for the electric and the magnetic field. In the static theory ap-
parently all time derivatives vanish. Although at first sight this seems quite restrictive,
surprisingly this theory applies to a wide variety of problems including steady cur-
rents, and stationary charge distributions. Especially for the modeling and analysis of
permanent magnet structures it is very useful [44].
On the other hand, in the quasi-static field theory Maxwell’s equations are used as
in (A.1) - (A.4) with the only difference that the displacement current density ∂ ~D/∂t is
neglected. This approximation is valid for low frequencies in the sense that the time-
rate of change of the field is much more slowly than time required for the field to
propagate through a considered region. As the field propagates at the speed of light it
can be concluded that also this theory applies to a wide range of practically important
applications such as electrical circuit analysis, electromechanical devices with moving
conductors/magnets as well as eddy current analysis [44].
Forces and Torques
For the analysis of electromechanical systems it is important to understand how elec-
trical charged matter interacts with external magnetic fields. In fact, this interaction
may be expressed in terms of a force
~F = Q(~v × ~B), (A.19)
known as Lorentz force. It is this particular force a charged particleQ experiences when
moving through an external magnetic field ~B with a velocity ~v [44, 109]. Due to the fact
that an electric current I flowing through a wire is actually nothing other then charged
particles moving along that wire, the above equation may be generalized to the case of
currents giving
~F = I(~l × ~B). (A.20)
This relation holds for the classical arrangement of a straight current carrying wire ex-
posed to an external magnetic field (see [25]), where the action of force is on the wire.
Therein, ~l indicates the direction of current flow, while its magnitude represents the
effective length of the wire inside the magnetic field. Hence, the Lorentz force is pro-
portional to the effective length and the amount of current flowing through the wire.
Apparently, the vector product implies that the generated force acts perpendicular to
the magnetic field as well as perpendicular to the direction of current flow. According
to the definition of the vector product, the magnitude of the Lorentz force is given by
|~F | = F = I|~l × ~B| = I|~l|| ~B| sinϕ = IlB sinϕ, (A.21)
where ϕ = ∠(~l, ~B) implies the maximal force for ~l ⊥ ~B, i.e. ϕ = pi/2.
If we are interested in computing the Lorentz force for wires or coils with more
complex geometries we can calculate the force for an infinitesimal length of wire, that
is
d~F = I(d~l × ~B). (A.22)
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If we then perform an integration in the direction of current flow, over the length C of




d~l × ~B (A.23)
gives the total force for the corresponding arrangement [44]. Now, knowing ~F , the




~r × (d~l × ~B). (A.24)
Consequently, the Lorentz force enables a means of electromechanical coupling, allow-
ing the acceleration and hence, a displacement of a certain mechanical structure by a
proper arrangement of coils and magnets with respect to this structure. It thus consti-
tutes the fundamental actuation principle of electric machines.
As mentioned earlier, the Lorentz force is proportional to the current I , so the same
is valid for the acceleration it produces, e.g. for the acceleration of a mechanical struc-
ture. Due to the fact that a coil can be considered as a storage element, storing mag-
netic energy, the current flowing through the coil cannot jump instantaneously. This
means that the mechanical structure cannot be accelerated arbitrarily fast. Instead, the
achievable acceleration depends on the dynamic response of I , while this is governed
by a differential equation and essentially depends on the respective time constant of
the coil. The latter is determined by the ratio of the self induction and the winding
resistance. Moreover, the dynamical behavior of the current inside the coil can also be
influenced by such effects like mutual induction and motion induction also known as
back-EMF. So let us shortly elaborate on these effects.











FIGURE A.1: self and mutual induction of two wire loopsW1 andW2
The concept of self and mutual inductance is best explained considering two simple
wire loops W1 and W2 as illustrated in Figure A.1. For the time being let us consider
that the wire loopW1 is completely isolated fromW2. In other words, let us first ignore
the loopW2 entirely.
When a time-varying current I1(t) flows throughW1 a time-varying magnetic field
~B(t) with time varying flux Φ11(t) is produced. Due to the fact that the flux is changing
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is induced inW1. This voltage can be measured at the terminals ofW1. When the B-
field propagates through linear media it is well-known [57, 109] that the magnetic flux
is proportional to the current that produced it, that is
Φ11(t) = L1 I1(t). (A.26)










where the factor L1 is called the self inductance of the wire loop W1. The term self
inductance stems from the fact that it is caused by the change of its own magnetic field
rather than an external one [44, 57, 109]. It depends on the geometry of the coil and the
permeability of the media in which the field is propagated [109].
The results from a single wire loop can be extended to coils with more then one
winding by introducing the concept of flux linkage. The flux linkage that we shall
denote by Ψ, represents the total flux linking every individual winding of the coil. For
instance for a coil with a single winding such asW1, Ψ = Φ11 = ΦB , whereas for a coil
with N tightly wound turns in a good approximation the relation Ψ = NΦB holds [25,
44].
Note that the flux linkage embodies the whole range of electromagnetic induction
appearances occurring in a coil. To demonstrate this, let us now consider both wire
loopsW1 andW2 and their electromagnetic coupling.
To this end, suppose thatW1 is supplied by I1(t), whileW2 carries no current. Then
one can observe from Figure A.1 that in W1 the time varying current I1(t) generates
a clockwise circulating B-field with flux Φ11(t), just as in the isolated case. However,
besides the self induction of U11(t) inW1, parts of theB-filed permeate the second wire
loop giving rise to a flux Φ12(t). Its time rate of change thus induces an EMF (voltage)
U12(t), also referred to as transformer EMF, inW2.
Since I1(t) and Φ12(t) are connected in a linear relationship also [44, 57, 109], i.e.
Φ12(t) = M12 I1(t), (A.28)



















represents the induced voltage for the inverse situation, whereW2 is active, carrying a
current I2(t), whileW1 stays passive, i.e. is not supplied by any current.
The factors M12 and M21 are called mutual inductances. Their indices resemble
their cause and effect, respectively. For instance M12 is the mutual inductance caused
by circuit one affecting a second one and vice versa. It can be shown [57, 109] that
M12 = M21 = M, (A.29)
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where M can be further expressed in terms of the self inductances of the first and the
second wire loop by [57]
M = k
√
L1L2, −1 ≤ k ≤ 1, (A.30)
where k is referred to as coupling coefficient.
If we now assume that both, the circuits W1 and W2, carry the currents I1(t) and
I2(t), respectively, than the total effects of electromagnetic induction, in the first circuit,
are resembled by the sum
U1(t) = U11(t) + U21(t) = − d
dt
(Φ11(t) + Φ21(t)) = −dΨ1(t)
dt
(A.31)
of self and mutual induction effects. Notice that the induced voltage U21(t) is caused
by I2(t) of the second circuit, affecting the first one, which is consistent with the con-
vention of indices stated above.
As illustrated by the last equation, the induction effects as a whole are captured by
the flux linkage Ψ1(t), linking the circuitsW1 andW2. In order to extend this result to
coils with multiple windings instead of simple wire loops one has simply to substitute
Φ11(t) and Φ21(t) by the respective flux linkages Ψ11(t) and Ψ21(t) of the coils.
Back-Electromotive Force
In the preceding section we focused on the effect of transformer EMF, where it was
evident that the flux linkage is a function of currents of the considered circuits. Thus in
general for n electromagnetically coupled circuits
Ψ = Ψ(I1(t), I2(t), . . . , In(t)). (A.32)
However, under certain circumstances Ψ can also depend on additional variables. This
is especially true if an external magnetic field moves relative to a coil or vice versa.
Then Ψ no longer depends on currents only but also on the position of a moving ferro-
magnetic member [44].
This is exactly what we will encounter in the context of the planar motion stage. In
fact, the magnetic field of the permanent magnet arrays along the translational motion
axes is not constant. Moreover, it moves relative to the driving coils that are fixed to
the stator. Assuming such a motion in the direction of qx implies that during motion








that is induced in the coils to which the relative motion is performed. In the litera-
ture this voltage is referred to as back-EMF (voltage) [25] or motion EMF. Obviously,
the amplitude of Ub(t) scales with the velocity of the moving magnets by a factor of
∂Ψ(qx)/∂qx.
However, in terms of modeling and analysis it is sometimes useful/convenient to ex-
press the factor ∂Ψ(qx)/∂qx in terms of the magnetic flux density. To this end, we
consider the following example also representative for the back-EMF induced due to
translational motion of a linear or planar actuator.









FIGURE A.2: Stationary wire loop within a moving permanent magnetic
field as an abstraction of the X11 servomotor.
Example A.1.1. Consider the arrangement given in Figure A.2. It illustrates a thin, stationary
wire loop located in the (qx, qy)-plane. Suppose that a permanent magnet array is situated
directly above the wire loop at a constant vertical hight of qz = qz,0. Let l be the length of
the permanent magnet. Moreover, since we are concerned with translational motions along qx,
for the sake of simplicity, we assume that the magnetic field provided by the magnets is simply
given by
~B(qx, qy, qz) = ~Bz(qx) = Bz(qx)~ez. (A.34)
Therein, Bz(qx) denotes the vertical vector component showing a distinct dependence on qx as
indicated by Figure A.2. Furthermore, ~ez is the unit vector for the vertical axis.
Compute the induced back-EMF voltage in the wire loop, when the magnets move relative
to the wire loop along qx. Thereby, assume that during motion a constant air gap qz,0 and a
constant position qy,0 is maintained.
To this end, consider a differential (small) displacement dqx of the permanent magnets rela-
tive to the conductor loop in a differential time instant dt. This results in a time rate of change
of the flux linkage and consequently leads to the induction of a back-EMF voltage as given in
(A.33). Substituting the definition of flux in (A.16) into (A.33), noting that Ψ = Φ, the partial









Let ~ez be the normal to the differential surface element dS = dqxdqy such that d~S = dqxdqy~ez .
Then, evaluating the surface integral over the effective wire length l inside the magnetic field

















Bz(q¯x)~ez~ezdqydq¯x = Bz(qx) l.
The induced back-EMF voltage is thus finally given by
Ub(t) = −Bz(qx) l q˙x(t) = −K(qx) q˙x(t).
In particular, the last equation is equivalent to the classical result of a conductive bar moving
through a uniform B-field [25, 44]. However, due to the fact that we intentionally avoided
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the assumption of uniformity of the B-field, the induced voltage is no longer dependent on
the velocity q˙x of the moving member only, but also on qx. Consequently, K(qx) is rather a
back-EMF function than a back-EMF constant. N
Example A.1.1 shows that the back-EMF voltage induced in a single-turn conductor
loop inside a moving non-uniform external magnetic field reads
Ub(t) = −Bz(qx) l q˙x(t) = −K(qx) q˙x(t), (A.35)
where the product of Bz(qx) and l defines a back-EMF function K(qx). Apparently,
parameter l is the effective wire length inside the magnetic field. It is determined by
the geometry of the conductor/coil. For simple arrangements l may be computed ana-
lytically by a line integral along the circuit tracks. For a tightly wound N -turn coil the
total voltage induced would sum up to
Ub(t) = −N lBz(qx) q˙x(t). (A.36)
As exposed in the last two sections, as a function of circuit currents and position coor-
dinates, the flux linkage Ψ is the key parameter to electromechanical coupling [44]. In-
deed, it captures the entity of induction phenomena either they originate from a change
of circuit current and/or a movement of a ferromagnetic member altering the field [44].
Remark A.1.1. Besides the generation of the flux linkage as a result of the mechanical
displacement of the magnets, there is also a flux linkage Ψ = LI due to the current I
through the circuit. However, for this example we consider that the inductance is small
and set L = 0.
This completes the review on electromagnetic field theory.
Appendix B
Vector Field Calculus
The following represents a compilation of references [25, 44, 57, 109].
B.1 The Vector Differential Operator
For the computation of differentials of scalar or vector fields in Cartesian coordinates,










This operator is sometimes referred to as del- [44] or nabla-operator [57]. Applying the
nabla-operator to scalar or vector fields leads to the gradient, divergence and curl of the
corresponding field given in the following definition:
Definition B.1.1 (gradient, divergence and curl[57]). Let φ and ~F be arbitrary scalar and
vector fields, respectively. Then the gradient, divergence and curl of a scalar or vector field are
defined by:
gradφ = ∇φ (B.2)
div ~F = ∇ · ~F (B.3)
curl ~F = ∇× ~F (B.4)
H










and obviously yields a vector. This vector intuitively gives the slope in any point P for
which φ is defined. It is perpendicular to the level set of φ and points in the direction
of steepest increase.
According to definition B.1.1 the divergence of a vector field ~F is computed as per









and apparently yields a scalar field whose value at a certain point is a measure of the
rate at which the field diverges from that point [57]. Thus, roughly speaking, the diver-
gence gives evidence about the existence of sources and sinks with respect to a differ-
ential volume element. Consider for instance a volume element V located in a region
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Ω in the three dimensional space. Let ~F be a vector field that is defined on Ω. If there
is an excess of the net number of field vectors (flux) leaving the volume element, then
the vector field expands from that point and by convention the divergence of ~F will be
greater than zero. We then say that the vector field ~F possesses a source in Ω. Similarly,
if the flux enters V this means that the vector field contracts to that point. Consequently
the divergence is less than zero and we call this point a sink in Ω.












and again results in a vector field that loosely speaking determines to which extent the
vector field swirls around a certain point.
Please note that the nabla-operator must be applied to both, the individual com-
ponents of the scalar or vector field as well as the basis vectors. In fact this is trivial
in Cartesian coordinates because the basis vectors are independent of the coordinates.
So their derivatives vanish. However, this is not the case for cylindrical or spherical
coordinates, where the unit vectors explicitly depend on the coordinates themselves.
Moreover, applying the nabla-operator twice to scalar or vector valued functions
leads to











∇2 ~F = (∇2Fx)~ex + (∇2Fy)~ey + (∇2Fz)~ez, (B.9)











B.2 Theorems and Identities
Next, we state some important theorems and identities for the analysis of scalar and
vector fields. We begin with Helmholtz’ theorem which indicates when a vector field
is uniquely defined:
Theorem B.2.1 (Helmholtz’ Theorem[44, 57]). A sufficiently smooth vector field ~F is
uniquely defined (within an additive constant) by specifying its divergence and its curl with
both vanishing at infinity. 
The conclusions that may be drawn from this theorem are so important that it is also
known as fundamental theorem of vector calculus. Now, knowing that a vector field
is completely defined by its curl and divergence, let us classify some types of vector
fields. To this end, consider the following definitions:
Definition B.2.1. A vector field ~F is said to be solenoidal (nonsolenoidal) if the divergence of
the vector field is zero (nonzero). H
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Definition B.2.2. A vector field ~F is said to be irrotational (rotational) if the curl of the vector
field is zero (nonzero). H
Therefore, considering a combination of all these types of fields, we find that in total
four types of vector fields can be classified [57]. In particular, we distinguish the classes
of
• nonsolenoidal, rotational vector fields
• nonsolenoidal, irrotational vector fields
• solenodial, rotational vector fields
• solenodial, irrotational vector fields.
Consider the identities given next:
Theorem B.2.2 (Identities [57]). Let φ be a scalar field and ~F a vector field, all assumed
to be sufficiently smooth such that all the partial derivatives in the identities are existent and
continuous. Then the following identities hold:
∇ · (∇× ~F ) = 0 (B.11)
∇× (±∇φ) = 0 (B.12)

In words, the first identity states that the divergence of an arbitrary rotational field is
always zero (solenoidal), while the second identity says that the curl of the gradient of
a scalar field is always zero (irrotational) also.
With the use of these identities, from Helmholtz’ theorem we can draw the follow-
ing fundamental conclusions:
Corollary B.2.1 (Scalar potential [44]). An irrotational vector field ~F can be written as the
gradient of a scalar potential, that is,
∇× ~F = 0 ⇒ ~F = ±∇φ (B.13)

Indeed, if we apply the curl operator to ~F = ±∇φ we get
∇× ~F = ∇× (±∇φ). (B.14)
Due to identity (B.12) the right hand side becomes zero which is consistent with the
curl of the irrotational vector field. Note that the choice of the scalar valued function
φ is not unique. A constant might be added without affecting ~F . Note further, that
mathematically the sign of the gradient of the scalar potential is not important. How-
ever, due to historical conventions/reasons, in electromagnetic field theory, usually the
gradient of the vector potential is chosen negative.
Regarding solenoidal vector fields a similar conclusion can be drawn:
Corollary B.2.2 (Vector potential [44]). A solenoidal vector field ~F can be written as the curl
of a vector field ~A, a so-called vector potential, that is
∇ · ~F = 0 ⇒ ~F = ∇× ~A. (B.15)

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Applying the divergence operator to ~F = ∇× ~A one obtains
∇ · ~F = ∇ · (∇× ~A). (B.16)
Apparently, in view of identity (B.11) the right hand side becomes zero which anal-
ogously is consistent with the divergence of the solenoidal field. Note that also the
choice of vector potential ~A is not unique. Identity (B.12) suggests that the gradient of
an arbitrary scalar valued function might be added to ~A without affecting the field ~F .
Due to corollaries B.2.1 and B.2.2 the following can be concluded:
Corollary B.2.3 ([44]). In general, an arbitrary vector field ~F may be expressed as a sum of
two parts, one that is irrotational, and another that is solenoidal, that is
~F = −∇φ+∇× ~A. (B.17)

The latter is also known as Helmholtz decomposition. To understand the last state-
ment, let us consider the divergence and curl of (B.17). Hence,
∇ · ~F = ∇ · (−∇φ)︸ ︷︷ ︸
some scalarf
+∇ · (∇× ~A)︸ ︷︷ ︸
0 due to (B.11)
= f (B.18)
∇× ~F = ∇× (−∇φ)︸ ︷︷ ︸
0 due to (B.12)
+∇× (∇× ~A)︸ ︷︷ ︸
some vector ~K
= ~K. (B.19)
The nonzero scalar f and nonzero vector ~K resemble unique descriptions of the diver-
gence and curl of the vector field ~F . Thus, according to Helmholtz’ theorem together
they uniquely define the whole vector field ~F . Moreover, as stated by the theorem, an
arbitrary constant c might be added to ~F without affecting the divergence and curl.
B.2.1 Integral Identities
The following two integral theorems are fundamental to vector field calculus. In elec-
tromagnetic field theory they are especially useful when, for instance, we are interested
in converting Maxwell’s equations from differential into integral form. These theorems
are Gauss’s and Stokes’ theorem stated next:
Theorem B.2.3 (Gauss’s Theorem). Let ~F denote an arbitrary vector field. Then the integral
of the divergence of ~F over a volume V may be reduced to a surface integral of ~F over the surface
S enclosing V . That is ∫
V





Theorem B.2.4 (Stokes’ Theorem). Let ~F denote an arbitrary vector field. Then the line
integral of ~F along a closed contour C is equal to the surface integral of the curl of the vector





(∇× ~F ) d~S. (B.21)
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
In theorems B.2.3 and B.2.4 the vector d~S = dS~n is the so-called surface element vector.
It has a magnitude of a differential (small) surface element dS and a direction specified
by the unit vector ~n that is normal to the surface element.

Appendix C
Parameter Values of Identified
Motion Stage Model
C.1 Parameters of the coupled two-phase coil model
R = diag(2.0864, 2.3351, 2.0864, 2.3351, 3.1795, 3.6357, 3.1795, 3.6357) Ω























Kmx = 1.6218 N/A, ϕx = −2.2343











Kmy = 1.5931 N/A, ϕy = 2.1748
Tm = 21.4 mm
TABLE C.1: Parameter values for the coupled two-phase coil model.
C.2 Parameters of the DCA model
Ts = 1/2e5 s
N = 8
Kp = diag(0.025, 0.025, 0.025, 0.025, 0.02, 0.02, 0.02, 0.02)
Ki = diag(200, 200, 200, 200, 360, 360, 360, 360)
KT = diag(171.89, 162.84, 171.89, 162.84, 164.44, 163.66, 164.44, 163.66)
TABLE C.2: DCA current controller parameters
Table C.3 represents the look-up-table for the implementation of function fs(i?). Therein,
i?(·) denotes the reference current input to either of the DCA’s and i
s
xij such as i
s
yij rep-
resent the stationary values of the respective output currents.
Assuming a similar characteristic for the systems X2j and Y2j and applying lin-
ear regression (see equation (3.16)), yields the following parameters for the stationary
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−3 −3.155 −3.17 −3.105 −3.145
−2.5 −2.75 −2.73 −2.695 −2.725
−2 −2.215 −2.193 −2.14 −2.195
−1.5 −1.655 −1.68 −1.59 −1.677
−1 −1.115 −1.14 −1.05 −1.135
−0.5 −0.55 −0.57 −0.53 −0.58
0.5 0.55 0.542 0.51 0.54
1 1.075 1.065 1.03 1.075
1.5 1.626 1.616 1.6 1.63
2 2.2 2.19 2.21 2.19
2.5 2.72 2.72 2.78 2.72
3 3.14 3.14 3.32 3.11
TABLE C.3: Look-up-table for stationary input-output characteristics of
the DCA-coil-systems X1j and Y1j .
input-output characteristics for all DCA-coil-systems, i.e.




1 1 1 1 1 1 1 1
)× 10−3 (C.1)
C.3 Parameters of the generic axis models
A =

0.0000 1.0000 0.0000 0.0000
0.0000 −0.4013 9630.2 4.9989
0.0000 0.0000 0.0000 1.0000
















TABLE C.4: Numerical parameter values for the qx axis model with in-
put current in [A] and output position in [mm].
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A =

0.0000 1.0000 0.0000 0.0000
0.0000 −0.3952 6638.9708 3.6502
0.0000 0.0000 0.0000 1.0000
















TABLE C.5: Numerical parameter values for the qy axis model with input


















TABLE C.6: Numerical parameter values for the qφ axis model with in-
put current in [A] and output position in [mrad].
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