Standard Tobit regression models assume a linear relationship between the partially observed response variable and the predictors, while applications often see some nonlinear connections. This paper proposes an empirical L 2 -distance lack-of-fit test to check the adequacy of the presumed parametric form for the regression function in Tobit regression models. The proposed test statistic is shown to be asymptotically normal, consistent against some fixed alternatives, and has nontrivial power for some local nonparametric alternatives. Simulation studies are conducted to assess the finite sample performance of the proposed test.
Introduction
Tobin [24] demonstrated an example of using linear regression to study the relationship between the household expenditures on durable goods and income. The model takes account of the fact that the expenditure cannot be negative. Tobin named his model the model of limited dependent variables. Later on, the term Tobit Models was coined by Goldberger [6] to name Tobin's model because of its similarity to the Probit models. Nowadays, the Tobit regression model is a frequently used tool for modeling censored or truncated variables in many areas such as econometrics, biometrics, agriculture and engineering etc. For some empirical examples, see [2, 4, 18, 16, 1, 5] and the references therein.
To be specific, let Y be a household's expenditure on a durable good, y 0 be the price of the cheapest available durable good, Z be all the other expenditure, and X be the income. Tobin [24] considered an utility maximization model in which a household is assumed to maximize utility U(Y , Z ) with the budget constraint Y +Z ≤ X , and the boundary constraint Y ≥ y 0 .
Suppose Y * is the solution of the maximization subject to Y + Z ≤ X but ignoring the other constraint. Then the solution Y to the original problem can be defined by the renowned Tobit regression model: Y = Y * I(Y * > y 0 ) + y 0 I(Y * ≤ y 0 ). Usually, y 0 is assumed to be known. Without loss of generality, we shall assume y 0 = 0 throughout this paper. Amemiya [2] defined the standard Tobit model as follows:
term ε, Amemiya [3] and Heckman [10, 11] proposed consistent estimators for θ, but these estimators are not consistent if the normality assumption fails. A robust estimator of θ was proposed by Powell [21] based on the least absolute deviations.
See [2] for a comprehensive discussion on the estimation issue related to Tobit regression models.
The predetermined parametric form of the regression function is either based on some empirical evidence or simply for the sake of mathematical convenience. Misspecification of the regression function often results in misleading conclusions. For example, it is well known that violation of the linearity assumption can produce inconsistent estimators of the parameters and biased prediction of the survival time. See [12] . Therefore, it is theoretically important and practically significant to develop some formal numeric tests to check the adequacy of the selected regression functions.
Testing the specification of the regression function in Tobit models started in the early 1980's. Among others, Nelson [19] 's test is a general specification test which compares restricted and unrestricted estimates of various moments of the dependent variable, and it is not directed to any specific alternatives. The same is true for Olsen [20] 's test which compares the actual and predicted numbers of 0 observations. Rudd [22] 's suggestion followed the same thread and his test is for checking the significance of the difference between the Tobit and Probit estimates. Lee [15] 's procedure is a test of normality against the alternative of a more general member of the Pearson family. Lin and Schmidt [17] proposed a relatively simple test of the hypothesis that the Tobit model is correctly specified, against the alternative that different sets of parameters determine the probability of a 0 observation and the density of the non-0 observations. Wang [25] proposed a simple nonparametric test for checking the nonlinearity in Tobit median regression model in which the median of the random error is assumed to be 0. Compared with existing methods in the literature, the author claimed that the test has the advantage of allowing the alternative to be any smooth function and does not require any knowledge of the distribution of the random error. However, a problem that was not resolved in [25] is the selection of the window width. Song [23] developed a lackof-fit testing procedure for a more general null hypothesis, not limited to linear functions, by assuming that the mean of ε is 0. The proposed test is based on the Khamaladze type transformation of a certain marked residual process. The transformed residual process converges weakly to a time-transformed Brownian motion in a uniform metric. Consequently, any test based on a continuous functional of this process is asymptotically distribution free, and can be implemented at least for moderate to large samples without resorting to a resampling method. Different from Wang [25] 's test, we can use some existing objective rules to select the bandwidth, such as the one to minimize the asymptotic integrated mean squares in estimation setup. Also, the proposed procedure can test any parametric regression functions rather than only linear ones, and the computation of the test statistic is very fast. The most restrictive assumption in Song's test is that the predictor variable X must be one-dimensional. Following a few of the significant works such as [7, 28, 14] in the classic regression models, we will try to develop a lack-of-fit test in this paper, based on an empirical L 2 -distance between a nonparametric estimator and a parametric estimator of the regression function being fitted under the null hypothesis. The function form being tested may not be limited to the linear, and the predictor can be multidimensional. To avoid the potential curse of dimensionality and to have a better performance, a larger sample size might be needed for the proposed test when the predictor is multidimensional. In addition, compared to other L 2 -distance based tests, the proposed one is very efficient computationally.
The paper is organized as follows. The empirical L 2 -distance statistic is proposed in Section 2, together with a list of technical assumptions required for the asymptotic results; the main results are presented in Section 3, including the asymptotic null distribution, the consistency and the local power of the test; simulation studies are conducted in Section 4, and proofs of the main results are deferred to Section 5.
Throughout this paper, we will use f v , F v to denote the density and the cumulative distribution function (CDF) of a random variable v, ⇒ to denote the convergence in distribution, and I(A) to denote the indicator function of the set A.
Empirical L 2 -distance test statistics
Consider the classic regression model Y = m(X ) + ε. The problem of interest is to test the following hypothesis
where m(x, θ ) has a parametric form with parameter θ . An extensive introduction on the model specification hypothesis above can be found in [9] and the references therein. Koul and Ni [14] used the minimum distance method to construct the lack-of-fit tests for H 0 . In a finite sample comparison of these tests with some other existing tests, they noted that a member of this class preserves the asymptotic level and has relatively very high power against some alternatives. The present paper nontrivially extends their method to the standard Tobit regression model.
To be specific, [14] considered the following tests of H 0 in (2.1) where the design is random and observable, and the errors are heteroscedastic. For any kernel density
andθ n = argmin θ∈Θ T n (θ ), where h = h n and w = w n are the bandwidths, Θ is a compact subset of R d , and G is a σ -finite measure on the compact subset C of R d . They proved the consistency and the asymptotic normality ofθ n , and the asymptotic
under the null hypothesis, wherê
The test based on D n is preferable over the tests developed in [7, 28] . Unlike in other related papers, [14] did not require the null regression function to be twice continuously differentiable in the parameter vector, nor do their proofs need the rate for uniform consistency of nonparametric regression function estimators. A consequence of the asymptotic normality result above is that at least for large samples one does not need to use any resampling method to implement these tests.
These findings thus motivate us to look for the lack-of-fit tests in the standard Tobit regression models using a similar method as in [14] , but some modifications on the test above are needed because the response Y * in the standard Tobit regression models are not always observable. Also, the implementation of the above procedure requires the calculation of the integrations in T n ,Ĉ n andΓ n . These integrations usually do not have tractable forms, so some numerical integration techniques are needed to approximate the integration. In addition, the kernel estimatorf w (x) usually takes small values on the boundary of the domain of x, which makes the computation very unstable. We will propose an empirical L 2 test to address all the issues mentioned above.
To be specific, we shall consider the Tobit regression model Y * 
show that
Thus, one can consider the following regression model based on (2.2),
Both ξ are uncorrelated with X . If the density function f ε of ε is totally unknown, then (2.2) is not applicable. Throughout this paper, we shall assume that the density function f ε is known for the sake of simplicity, readability and model identifiability. A more realistic assumption should be that f ε has a known parametric form with mean 0 and unknown parameter, say, β. In this case, Q 0 and Q 1 are also functions of β. Adding more regularity conditions to the model, it can be shown that the proposed test procedures in this paper are also applicable. As a functional of m(x), g is strictly monotone provided that F ε is strictly increasing. This can be easily verified by checking the derivatives of g(x), as functions of m(x). Therefore, to test H 0 : m(x) = m(x, θ ), it is equivalent to test 
where
Let K be a symmetric density function and h be a sequence of positive numbers depending on the sample size n. As before,
). The Nadaraya-Watson kernel estimator of the regression function g is defined bŷ
For any √ n-consistent estimatorθ n of θ , the parametric estimator of g(x) under the null hypothesis is g(x,θ n ).
Let W (x) be a weight function that may depend on the sample. Then the
might be used for testing the hypotheses (2.4). D n is similar to Hardle and Mammen [7] 's test statistic. As pointed out in [14] , the nonparametric estimatorsĝ(x) has nonnegligible bias, the lack-fit-tests based on the quantity above may not have desirable asymptotic null distributions. Therefore, by mimicking Koul and Ni [14] 's procedure, we might use the following modification 6) to test (2.4). To avoid the possible instability incurred by the small values of the kernel density estimatorf h of f X in the denominator, and the complexity resulted from the potential intractable integration, we shall choose the weight function
, where F n is the empirical CDF of the sample from X . Accordingly, (2.6) becomes
We shall show that the appropriate standardization for D n is T n = nh
,
Larger values of |T n | will be the evidence to reject H 0 in (2.4). It is easy to see that the computational burden in calculating T n is much less than those in [7, 14] , and it is comparable to that in [28] . The thresholds of the tests will be determined by the asymptotic distributions of T n under the null hypotheses, which will be studied in the next section.
The following is a list of the needed assumptions to derive the asymptotic results of the test statistics.
(C1) The random error ε is such that E(ε) = 0, and E(ε 4 ) < ∞; ε and X are independent.
are continuously differentiable with respect to x, and the derivatives are bounded by a measurable function b(x) such that Eb
The density function f X (x) of X and its first-order derivatives are uniformly bounded. (C4) g(x, θ ) is continuously differentiable with respect to θ, and the derivativeġ(x, θ ) satisfies E∥ġ(X ; θ )∥ 4 < ∞; for any √ n-consistent estimatorθ n of θ 0 , the true value of θ under the null hypotheses, sup 1≤i≤n |g(
Conditions (C2) and (C3) are the same as the Assumption 1 in [28] , and are very typical in nonparametric smoothing literature. (C4) appears simpler but indeed more restrictive than the conditions (m4) in [14] . Certainly we can introduce some more complex conditions to replace (C4) and adjust the proofs accordingly, but we decide not to do so for the sake of neatness of presentation. Roughly speaking, the role played by (C4) in this paper is the same as the conditions (m4) and (m5) in [14] . If f ε has a parametric form f ε (·, β), then to develop a test for (2.5), one should replace θ with (θ , β) in (C4).
Main results
Without further emphasis, we shall assume that there always exists a √ n-consistent estimator for the parameter θ in the regression function under the null hypothesis. The theorem below states the asymptotic null distribution of the test statistics T n .
Theorem 3.1. Suppose (C1)-(C6) hold. Then under the null hypotheses H
Hence the test of rejection H 0 whenever |T n | > z 1−α/2 is of asymptotically size α, where z 1−α/2 is the (1 − α/2)100%
percentile of the standard normal distribution. A basic and reasonable requirement for any tests is the consistency. That is, for fixed alternatives, a test should have power approaching to 1 as the sample size goes to ∞.
Consider a class of fixed alternative hypotheses:
Under the null hypothesis, we have assumed that estimatorθ n is √ n-consistent for the true parameter θ 0 . Would this estimator still have the similar property under the alternative hypothesis H a ? The question is of interest in its own right. In the classic regression setup, [13, 26, 27] showed that, under some mild regularity conditions, the nonlinear least squares estimator converges in probability and is asymptotically normal even in the presence of model misspecification. In the following, we simply assume that
under the alternative H a for some θ a ∈ R p . We will not justify this assumption rigorously here.
Theorem 3.2. Suppose all the conditions in Theorem
Then for any 0 < α < 1, the test that rejects H 0 in (2.4) whenever |T n | > z 1−α/2 is consistent against the alternatives H a in (3.1).
Sometimes it is desirable to investigate the performance of a test statistic at local alternatives. For this purpose, let δ(x) be a continuous function such that Eδ 2 (X) < ∞. Consider the following sequence of local alternatives
We continue to assume that the estimatorsθ n used in the test statistic are satisfying 
Simulation studies
Two Monte Carlo simulations are conducted in this section to assess the finite sample performance of the proposed test.
We choose linear regression functions (d = 1 and d = 2) in the null models, a variety of quadratic components are added to the linear terms to serve as the alternative models. The significance level is chosen to be 0.05 for all simulations. For each scenario and sample sizes n = 100, 200, 300, 500, 800 and 1000, we repeat the tests 1000 times, the empirical level and power are calculated by #{|T n | ≥ 1.96}/1000. The vglm function in the R package VGAM is used to calculate the estimates of all unknown parameters.
Simulation 1: The data are generated from the models The simulation results are presented in the left part of Table 1 . The simulation shows that the empirical levels are all less than the nominal levels in all the chosen cases, hence the proposed tests are conservative. This is very common for nonparametric smoothing tests. The test has small powers against the alternative models for small sample sizes, but the power improves with sample sizes getting larger.
In general, the bootstrap provides a more accurate approximation to the distribution of the test statistic than the asymptotic normal distribution. Under the null hypothesis, the test statistic T n has an asymptotic standard normal distribution. Therefore, T n is asymptotically pivotal, which enables us to conduct a parametric bootstrap. To find the parametric bootstrap critical values, for each sample size, we repeat the simulation under the null hypothesis 1000 times, the critical values are then obtained by finding out the upper 97.5th% and lower 2.5th% of these 1000 test statistics. Using the bootstrap critical values, we conduct the simulation again, and the empirical levels and powers are taken as the relative frequencies of how many times the test statistics being lower than the 2.5th% and bigger than the 97.5th%. The right part of Table 1 reports the simulation results. The same random seeds are used to obtain the bootstrap critical values and conduct the simulations, therefore, all the empirical levels are exactly 0.05 for all cases. It is easily seen that the powers are much larger than the ones reported in the left part of Table 1 .
Simulation 2: To see the performance of the proposed test when d > 1, we generate the data from the models
In the simulation, (X 1 , X 2 ) is from a bivariate normal distribution with 0 mean vector, and identity covariance matrix, ε ∼ N(0, σ 2 ε ), the true regression parameters are chosen to be α = β 1 = β 2 = σ 2 ε = 1. We choose the product of two standard normal density functions as the kernel function, and h = n γ = 0 are used to study the empirical size, while data from the models with γ = 0.1, 0.2, 0.3, 0.5 are used to study the empirical powers. In the current setup, we can see that theoretically P(ε ≤ −1 − X 1 − X 2 ) ≈ 28% observations of Y * are truncated below at 0 when γ = 0.
The simulation results are presented in the left part of Table 2 . The test again appears conservative, the power increases with increasing sample sizes. We also did some simulation studies when X 1 and X 2 are weakly and moderately correlated. The results are not reported here because of their similarity to the left part of Table 2 . Similar to the one-dimensional case, we also conduct a parametric bootstrap simulation in which the same random seeds are used to obtain the bootstrap critical values and conduct the simulations. The results are shown in the right part of Table 2. Clearly, the nominal level 0.05 is preserved in the bootstrap simulation and the power is much larger than the one shown in the left part of Table 2 .
Remark 4.1. For comparison purposes, a simulation study for simple null hypotheses is also conducted. Using the same setups as in Simulations 1 and 2, but assuming that α = β = β 1 = β 2 = σ 2 ε = 1 are all known in the null models, we obtain the simulation results as shown in Table 3 . Similar patterns as in the previous tables are also appeared in Table 3 , but the empirical level is much closer to the nominal level 0.05 in all cases.
Proofs of the main results
The proof of Theorem 3.1 is facilitated by a series of lemmas stated below. Lemma 5.2 can be proved using Theorem 1 of [8] which is reproduced here for the sake of completeness.
where H n is a sequence of measurable functions symmetric under permutation, with 
Proof. Expanding the square term inD n ,D n −C n can be written as the sum of the following two terms:
Note that EA n2 = 0, and
By (C2) and (C5), one can show that Var(
which is a symmetric function of X j , X k . Then A n1 can be written as the sum of the following two terms:
Note that EA n11 = 0,
While EG
Conditioning on (X 1 , X 2 ), and by (C2), (C3),
Therefore, the first term in (5.1) has the order of O p (1/(nh 2d )). Similarly, by (C2) and (C3), we have
Therefore, the second term in (5.1) is the order of O p (n
, and eventually
Note that H n (x, y) is symmetric, and E[H n (Z 1 , Z 2 )|Z 1 ] = 0. Also, for each n, by (C2) and (C3),
Hence, in view of Lemma 5.1, it suffices to verify that
For this purpose, write t ∈ R d+1 as t
, and it further equals
Changing variable, (u − t 1 )/h = v, the above integration can be written as
By (C2) and (C3), and the fact that
Similarly, one obtains
Therefore,
This completes the proof of (5.3). By (5.2), we have
The theorem is then proved by using Lemma 5.1.
Lemma 5.3. Suppose (C1)-(C3), (C5) and (C6) hold. A function L(x) is continuously differentiable, EL 2 (X) < ∞, and its derivative is bounded above by a measurable function b(x) such that Eb
the right hand side is bounded above by
The first term is the order of O(1/(nh
Then we have E
The continuity of L(x) and (C3) imply EJ
. While the first term above is further bounded above by
This proves (5.4).
A similar argument implies that the left-hand side of (5.5) is bounded above by
Thus, (5.5) can be obtained by (C2) and (C3).
To show (5.6), note that the left-hand side of (5.6) can be written as
A simple expectation-variance argument, together with the finiteness of EL
(X), implies the first term above is
It is also easy to see that the expectation of the second term is 0, and the second moment can be written as
(C2), (C3) and the continuity of L(x) imply that the first term is the order of O(1/n 2 h d ), and the second term is O(1/n). In summary, the left-hand side of (5.6) has the order of
Proof. Subtracting and adding g(X j , θ 0 ) from Y j − g(X j ,θ n ), D n can be written as the sumD n + B n1 − 2B n2 , where
then one can show that B n1 is bounded above by
From (C4), the √ n-consistency ofθ n , and Lemma 5.3, we obtain B n1
Now, let us consider B n2 . Adding and subtracting
can be written as the sum of the following two terms:
By the Cauchy-Schwarz inequality, B n21 is bounded above by
The first factor is o p (1/ √ n) according to assumption (C4). From Lemma 5.3, the second term is O p (1) , and the third is
so B n22 can be written as the sum of the following two terms:
Similar to the argument in the proof of (5.5), one can show that
Therefore, by the Cauchy-Schwarz inequality and (5.5), one has R n1
The lemma is proved.
Lemma 5.5. Suppose all the conditions in Lemma 5.4 hold. Then under the null hypotheses H
Proof. First we claim that, for any nonnegative continuous function L(x) such that EL(X ) < ∞,
In fact, the claim follows from the expectation of the left-hand side, which equals
and the assumption that nh d → ∞. Adding and subtracting g(X j ; θ 0 ) from Y j − g(X j ,θ n ),Ĉ n −C n can be written as the sum of the following two terms:
Recall the notation δ jn in (5.7), one can show that C n1 is bounded above by
Applying ( 
By the Cauchy-Schwarz inequality, the first term is bounded above by
Similar to the proof of (5.4), one can show that
Therefore, by the assumption on δ jn , the finiteness of Eξ 2 , the first term is the order of O p (1/n 2 h d ). Finally, similar to the proof of (5.6), one can show that
Therefore, by the Proof. Let t i = g(X i ;θ n ) − g(X i ; θ 0 ). ThenΓ n −Γ n can be written as the sum of the following two terms:
 .
At this point, we would state the following claims:
For the sake of brevity, we only present the proof for (5.9)-(5.11) can be similarly argued. By taking expectation,
By (C2) and (C3), the first term on the right-hand side is O(n 2 /h 3d ). While the second term equals
Therefore, the left-hand side of (5.10) has the order of
which is the desired result. Note that E∥ġ(X ; θ 0 )∥ 2 < ∞ which implies (1) . To showΓ n → Γ in probability, first note that
Expanding the quadratic term,Γ n can be written as the sum of the following three terms: 
From the proof of Lemma 5.2,
. By the Cauchy-Schwarz inequality, and the fact that the variance is bounded above by the second moment, one has 
Using the Cauchy-Schwarz inequality and the results forΓ n21 ,Γ n23 , one can show that Γ n22 = o p (1) . Finally, using the Cauchy-Schwarz inequality again and the results forΓ n1 ,Γ n2 , one can show thatΓ n3 = o p (1).
This completes the proof of the lemma.
Proof of Theorem 3.2. The proof can be proceed in a similar way as the proof of Theorem 3.1. For the sake of brevity, we only outline the main steps.
Adding and subtracting g(X j ) from Y j − g(X j ,θ n ), D n can be written as the sum of the following three terms: 
One can show that
). Adding and subtracting g(X j ) in e j ,Ĉ n can be written as the sum of the following three terms:
Eventually, one can show that nh
Finally, we haveΓ n = Γ + O p (1) . This completes the proofs. 
According to j = i or not, one can write
, where
and
Note that |∆ n (X i )| ≤ |δ(X i )| for any i, hence where
Consider D n222 first. A conditional argument leads to
Note that |W i | ≤ δ(X i )/ 
Applying the Cauchy-Schwarz inequality to D n31 , we have (1) for j = 2, 3, 4. Also, using a similar argument for the null case, one can show that Γ n → Γ in probability, and 
