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In this Letter, we present a result on the nonequilibrium dynamics causing equilibration and
Gaussification of quadratic noninteracting fermionic Hamiltonians. Specifically, based on two basic
assumptions—clustering of correlations in the initial state and the Hamiltonian exhibiting delocalizing
transport—we prove that non-Gaussian initial states become locally indistinguishable from fermionic
Gaussian states after a short and well controlled time. This relaxation dynamics is governed by a power-law
independent of the system size. Our argument is general enough to allow for pure and mixed initial states,
including thermal and ground states of interacting Hamiltonians on large classes of lattices as well as
certain spin systems. The argument gives rise to rigorously proven instances of a convergence to a
generalized Gibbs ensemble. Our results allow us to develop an intuition of equilibration that is expected to
be more generally valid and relates to current experiments of cold atoms in optical lattices.
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Despite the great complexity of quantum many-body
systems out of equilibrium, local expectation values in such
systems show the remarkable tendency to equilibrate to
stationary values that do not depend on the microscopic
details of the initial state, but rather can be described with
few parameters using thermal states or generalized Gibbs
ensembles [1–3]. Such behavior has been successfully
studied in many settings theoretically and experimentally,
most notably in instances of quantum simulations in optical
lattices [2,4,5].
By now, it is clear that, despite the unitary nature of
quantum mechanical evolution, local expectation values
equilibrate due to a dephasing between the eigenstates
[3,6–12]. So far it is, however, unclear why this dephasing
tends to happen so rapidly. In fact, experiments often
observe equilibration after very short times, which are
independent of the system size [5,13], while even the best
theoretical bounds for general initial states of concrete
systems diverge exponentially [2,12]. This discrepancy
poses the challenge of precisely identifying the equilibra-
tion time, which constitutes one of the main open questions
in the field [1–3].
What is more, only little is known about how exactly the
equilibrium expectation values emerge. Because of the
exponentially many constants of motion present in quantum
many-body systems, corresponding to the overlaps with the
eigenvectors of the system, there seems to be no obvious
reason why equilibrium values often only depend on a few
macroscopic properties such as temperature or particle
number. In short: it is unclear how precisely the memory
of the initial conditions is lost during time evolution.
To make progress towards a solution of these two
problems, it is instructive to study the behavior of non-
interacting particles captured by so-called quadratic or free
models. In these models, the time evolution of so-called
Gaussian states,which are fully described by their correlation
matrix, is particularly simple to describe. While studying the
time evolution of such states provides valuable insight into
the spreadingof particles and equilibration, it is unclear if and
under which conditions general non-Gaussian initial states
out of equilibrium end up appearing Gaussian.
In this Letter, we address this question: we show under
which conditions very general non-Gaussian initial states
become locally indistinguishable from Gaussian states with
the same second moments. This mechanism is much rem-
iniscent of actual thermalization, in that an initially complex
setting appears to converge to a high-entropy state that is
defined by astoundingly few parameters only. In this way, we
present a significant step forward in the theory of equilibra-
tion of quantum many-body systems that have been pushed
out of equilibrium. Furthermore, our work suggests that for
quadratic models, Gaussification can be seen as a genuine
mechanism of nonequilibrium dynamics, complementing
and playing a significant role in equilibration.
Our results hold for a remarkably large class of initial
states, gapped interacting models evolving, after a so-called
quench, in time under a quadratic fermionic Hamiltonian
with finite ranged interactions. This family of Hamiltonians
notably includes the case of noninteracting ultracold
fermions realizable in optical lattices. By virtue of the
Jordan-Wigner transformation, our results also apply to
certain spin models. We formulate our results in the form of
a rigorously proven theorem, which at the same time
provides an intuitive explanation of the physics behind
our result. We find Gaussification to be a consequence of
two natural assumptions, namely exponential clustering of
correlations in the initial state and what we call delocalizing
transport.
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Setting.—We begin by precisely stating the physical
setting that we consider. For notational convenience, let L
be a dL-dimensional cubic lattice with V lattice sites. Each
site r ∈ L is associated with a fermionic orbital with
fermionic creation and annihilation operators f†r and fr.
We collect them in a vector c ¼ ðf1; f†1;…; fV; f†VÞ. All
results can be generalized to fermions with internal degrees
of freedom on Kagomé, honeycomb, or other geometries.






with Hermitian coupling matrix h. The time evolution of
annihilation operators in the Heisenberg picture under such
a Hamiltonian is given by




with the propagator WðtÞ ≔ e−2ith.
Next, we introduce the concept of Gaussian states and
Gaussification. Define the correlation matrix γ of a state ρ
as the matrix of its second moments, i.e., γj;k ≔ trðρc†jckÞ.
A convenient characterization of Gaussian states is the
following: they are the states that maximize the von
Neumann entropy given the expectation values collected
in the correlation matrix. For every state ρ, we hence define
its Gaussified version ρG as the Gaussian state with the
correlation matrix of ρ, i.e., trðρGc†jckÞ ¼ trðρc†jckÞ.
Assumptions.—Our main theorem holds for initial states
(including non-Gaussian ones) with a form of decay of
correlations that evolve under quadratic Hamiltonians that
exhibit a form of transport that we define below. We now
make these two conditions precise, starting with the
correlation decay:
Definition 1.—(Exponential clustering of correlations)
We say that a state ρ exhibits exponential clustering of
correlations with length scale ξ > 0 and constant CClust > 0
if, for any two operatorsA,Bwith ∥A∥ ¼ ∥B∥ ¼ 1, we have
jtrðρABÞ − trðAρÞtrðBρÞj
≤ CClustjsuppðAÞjjsuppðBÞje−dðA;BÞ=ξ: ð3Þ
Here dðA;BÞ is taken to be the natural distance on the lattice
between the supports suppðAÞ; suppðBÞ of A andB and ∥ · ∥
denotes the operator norm.
Ground states of interacting gapped local Hamiltonians
[14,15] as well as thermal states of arbitrary nonquadratic
fermionic systems [16] at sufficiently high temperature
have exponential clustering of correlations as defined in
Definition 1. Thus, the initial state could be prepared within
a quench scenario where the Hamiltonian is changed from a
gapped interacting model to a quadratic Hamiltonian which
governs the nonequilibrium dynamics. To reemphasize, by
no means is the initial state assumed to be in any specific
relation to properties of the latter quadratic Hamiltonian.
For our proof of local relaxation towards a Gaussian
state, we further assume that the quadratic Hamiltonian
exhibits transport in the following sense:
Definition 2.—(Delocalizing transport) A quadratic
Hamiltonian with propagatorW on a dL-dimensional cubic
lattice of volume V exhibits delocalizing transport with
constants CTrans > 0, αTrans > dL=4 and recurrence time
tRec > 0 if, for all t ∈ ð0; tRec, we have that
∀j; k∶ jWj;kðtÞj ≤ CTrans maxft−αTrans ; V−αTransg: ð4Þ
The intuition behind this definition is that an initially
localized fermionic operator will spread over a large area,
such that its component on a single localized operator is
dynamically suppressed. In particular, such a suppression
with αTrans ¼ dL=3 can be proven for quadratic hopping
Hamiltonians (see the Supplemental Material [17] and also
Fig. 1) and the critical Ising model. In finite dimensional
systems, any nontrivial bound of the form (4) is eventually
violated due to the recurrent nature of their dynamics.
For quadratic hopping Hamiltonians, it can be shown that
the recurrence time grows at least like V6=7dL with the
system size.
Main result.—Our main result can be stated as follows:
Theorem 1.—(Gaussification in finite time) Consider a
family of systems on cubic lattices of increasing volume V.
FIG. 1. The right panel shows a numerical study of the
spreading of the support of a fermionic annihilation operator
described in Eq. (2) under the evolution of the quadratic hopping
Hamiltonian H ¼ −Pjðf†jfjþ1 þ f†jþ1fjÞ on a one-dimensional
chain of 150 sites with periodic boundary conditions. The support
expands ballistically, creating the Lieb-Robinson cone. The left
panel shows the suppression of different elements of the
propagator in time. The plot at the top shows the evolution of
the maximum taken over the full lattice maxkjW75;kðtÞj, where in
the lower plot the maximum inside the inner region of the
Lieb-Robinson cone (between the red dashed lines) is plotted.
The maximum taken over the full lattice is reached for k in the
wave front (indicated by the blue curve in the right panel) and
the suppression goes as t−1=3, while in the bulk of the cone, the
suppression is proportional to t−1=2. The suppression stabilizes,
once the wave fronts collide.




Let the initial states exhibit exponential clustering of
correlations, and let the Hamiltonians be quadratic finite
range and have delocalizing transport with the correspond-
ing constants ξ; CClust; CTrans; αTrans independent of V. Then
for any local operator A on a fixed finite region and any
0 < ν < 4 αTrans − dL, there is a V independent constant
CTotal such that for any t ≤ minðtRec; VÞ
jtr½AðtÞρ − tr½AðtÞρGj ≤ CTotalt−4αTransþdLþν: ð5Þ
Consequently, if the recurrence time tRec increases
unboundedly as some function of V, then, given an error
ϵ > 0, there exists a relaxation time tRelax > 0 independent
of the system size such that for all times t ∈ ½tRelax; tRec it
holds that jtr½AðtÞρ − tr½AðtÞρGj ≤ ϵ.
The theorem states that for all times in the interval
½tRelax; tRec the expectation value of any local observable in
the time evolved state ρðtÞ will agree up to an error ϵ with
the expectation value in the Gaussian state ρGðtÞ, which
has the same second moments as ρðtÞ. With this, we find
that the expectation values of all local observables can be
approximated by a decomposition according to Wick’s
theorem and that it will be impossible to distinguish the true
state ρ from the fermionic Gaussian state ρG by any local
measurement on a fixed finite local region S. Note that
since tRelax is independent of the system size, but tRec
increases with its volume, for any arbitrarily small ϵ, there
always exists a system size such that tRec > tRelax, and the
interval where the theorem applies grows as a function of
the system size.
We compare our general, rigorous, analytical result with
a numerical simulation in Fig. 2 that shows an exper-
imentally detectable signature of the Gaussification of a
density-density correlator. The comparison reveals that our
bound correctly reproduces the physical behavior in the
sense that the true Gaussification dynamics follows a
power-law. What is not correctly reproduced is the expo-
nent of that power law, but we understand where the
discrepancy between the observed t−1 decay and the t−1=3þν
(for arbitrarily small ν) bound for αTrans ¼ 1=3 originates
from: the reason is that the provable decay with αTrans ¼
1=3 for the considered model roots in the slow decay of the
matrix elements of the propagator at the wave front of the
Lieb-Robinson cone. The elements in the bulk of the Lieb-
Robinson cone can numerically be found to be suppressed
as t−1=2 leading to an effective αTrans ¼ 1=2 for the vast
majority of matrix elements (see Fig. 1). Assuming this
effective αTrans ¼ 1=2 in Theorem 1 leads to a suppression
with t−1.
The key steps in the proof, are based on three main
physical ingredients: finite speed of propagation in lattice
systems, homogeneous suppression of matrix elements of
the propagator due to delocalizing transport, and exponen-
tial clustering of correlations in the initial state. The full
proof with all details of the involved combinatorics can be
found in the Supplemental Material [17].
Proof.—We expand the local operator A supported in a
fixed finite region S in the basis of fermionic operators. To
that end, let ~S ≔ fsrg for r ∈ ½2jSj ≔ f1;…; 2jSjg be the





ab1;…;b2jSjcs1ðtÞb1…cs2jSj ðtÞb2jSj : ð6Þ
Without loss of generality, we assume ∥A∥ ¼ 1, such that













Here and in the following, all products are meant to be
performed in increasing order.
We assumed that the Hamiltonian has finite range
interactions; i.e., there exists a fixed length l0, such that
hj;k ¼ 0 whenever dðj; kÞ > l0, where dðj; kÞ ≔ dðcj; ckÞ.
Such models satisfy Lieb-Robinson bounds [22], which in
our setting can be stated as follows:
FIG. 2. Numerical study of the evolution of a nearest-neighbor
density-density correlator for system sizes V ¼ 32, 64, 128 under
the quadratic hopping Hamiltonian H ¼ −PVj ðf†jfjþ1þ
f†jþ1fjÞ. The initial states are the ground states of the interacting




jωjnj with U ¼ 2, and weak on site disorder wj drawn
independently from a Gaussian distribution with variance 1=4.
For consistency, we have initially drawn 128 random numbers wj
and used the first V of them for different system sizes. All
calculations were performed with periodic boundary conditions
at half filling. The difference between the expectation values in
the state ρ and its Gaussified version ρG of the density-density
correlator between sites 27 and 28 as a function of time is
suppressed approximately like t−1, as indicated by the black line.
At late times, due to the finite size of the system, recurrences
occur, leading to an increase of the difference. Increasing the
system size only shifts the recurrence time tRec but leaves the
decay behavior unchanged. The visible oscillations depend on
details of the model and initial state. The time evolution was
performed by using Eq. (2).




Lemma.—(Lieb-Robinson bound for quadratic systems
[23]) For any quadratic fermionic Hamiltonians H with
finite range interactions there exist constants CLR; μ; v > 0
independent of the system size, such that its propagator W
fulfills the bound
jWj;kðtÞj ≤ CLReμ½vjtj−dðj;kÞ: ð8Þ
The Lieb-Robinson bound tells us that cjðtÞ and ckðtÞ
essentially still have disjoint support as long as t is small
enough such that vjtj≪ dðj; kÞ. We can hence restrict the
sum in Eq. (7) to those kj whose mins∈ ~Sdðkj; sÞ is smaller
than ðvþ 2vϵÞjtj for some fixed vϵ > 0. The total con-
tribution of the neglected terms can be bounded explicitly
and, importantly, is independent of V and exponentially
suppressed in jvϵtj.
For each of the remaining summands in Eq. (7), it is now
important to keep track of the distribution of the indices kj
inside the cone. For this purpose, we define the Δ partition
PΔ of a subindex set J ⊂ ~S and sequence of indices ðkjÞj∈J
as the unique decomposition of J into subsets (patches) p in
the following way: the patches are constructed such that for
any two subindices within any given patch p there is a
connecting chain of elements from that patch in the sense
that the distance between two consecutive ckj with j ∈ p
along that chain is not greater than Δ and the distance
between any two ckj ; ck0j with j, j
0 from different patches is
larger than Δ. For each patch p in the Δ partition of a given







We can then reorder the factors in Eq. (7) to write the
product as a product over these operators. The exponential
clustering of correlations (Definition 1) in the initial state
allows us to factor the patches if we scale Δ suitably with
jtj. Concretely, for σ ∈ fρ; ρGg, the expectation values













The error thereby introduced is exponentially suppressed
with the ratio of patch distance to correlation length Δ=ξ.
It remains to bound the contribution from the factorized
patches that are completely inside the Lieb-Robinson cone.
Note that the right-hand side of Eq. (10) is nonzero only if
all the patches are of even size, as ρ and ρG have an even
particle number parity. Moreover, as the second moments
of ρ and ρG are equal, the difference of the right-hand side
for σ ¼ ρ and σ ¼ ρG vanishes whenever all patches have
size 2. Hence, only partitions that contain at least one patch
of size at least 4 contribute. The delocalizing transport of
the Hamiltonian implies that the contribution from such
larger patches however is dynamically suppressed.
Whenever jpj ≥ 4, it holds that
jhPˆðkjÞj∈pp iσj ≤ C4Transt−4αTrans ð11Þ
as long as t is small enough given V. The influence of
possible patches of size 2 in the same decompositionmakes it
necessary to bound the overall contribution with an involved
recursive and combinatorial argument. However, effectively
the dynamical suppression in Eq. (11) allows us to derive a
bound that increases with the patch size Δ, as the number of
possible patch-configurations grows with Δ, but is algebrai-
cally suppressed in time t. Choosing Δ ¼ maxð1; tν=4dLÞ for
some 0 < ν < 4αTrans − dL, we obtain an at least algebraic
suppression with t of all terms and thereby of the difference
jtr(AðtÞρ) − tr(AðtÞρG)j. □
Physical implications and applications.—The
Gaussification result presented above also has profound
implications for the study of equilibration of quantum
many-body systems. Whenever the second moments equili-
brate, which is often observed [5,24–29], our results imply
that the full reduced density matrix becomes stationary. The
numerical study presented in Fig. 2 shows that the power
law appearing in Theorem 1 is not an artifact of our proof
strategy but reflects the underlying physics, that can
moreover be observed in experiments. The quadratic
models considered here constitute a “theoretical labora-
tory”, in which the mechanisms of Gaussification and
equilibration can be very precisely and quantitatively
characterized, and all specifics of the processes laid out.
This does not mean that the physics we address is very
specific to quadratic Hamiltonians: we expect the funda-
mental mechanisms underlying the result—local relaxation
due to transport and initial clustering of correlations—to
be, the reason for relaxation in a wide classes of interacting
models [30] and also classical ones [31]. The intuition,
reminiscent of a quantum central limit theorem [32], that
incommensurate influences of further and further separated
regions lead to mixing and relaxation is then expected to
still be valid. It is also important to stress that our main
theorem equally applies to mixed initial states, such as
thermal states, which are relevant in present day experi-
ments with ultracold fermions [33–36].
Returning to the specifics of quadratic Hamiltonians, the
result derived here can be interpreted in yet another way:
it is reminiscent of the initial state converging towards
a generalized Gibbs ensemble (GGE) [10,26,37] in the
sense that the initial state becomes close to a Gaussian
state, which is the maximum entropy state given the
second moments. Different from a real GGE, the observ-
ables fIαg held fixed while maximizing entropy can be
time dependent, i.e., ρGðtÞ ¼ expð
P
αλαIαðtÞÞ=Z. Here,
fλαg are appropriately chosen Lagrange multipliers, Z the




partition function, and fIαðtÞg the number operators of the
eigenmodes of γ. However, in the case of equilibrating
second moments, all relevant Iα become time independent
such that our theorem constitutes a proof of a convergence
to a proper GGE in these cases. The same holds true for
integrable spin models that can be mapped to the type of
fermionic models considered here, complementing insights
on bosonic systems [6,38].
Conclusion and outlook.—In this Letter, we have estab-
lished an understanding of how systems quenched to non-
interacting fermionic Hamiltonians locally converge to
Gaussian states. Out of equilibrium dynamics is identified
as having the tendency to bring systems locally in maximum
entropy states given the second moments. This holds even if
the initial state was far from being a Gaussian state, e.g., a
ground state of a strongly interactingmodel. This is achieved
based on just two natural assumptions: a form of delocalizing
transport in the model and exponential clustering of corre-
lations in the initial state. Otherwise, the initial state can be
completely general. It is the hope that the present work will
serve as a stepping stone to gain further insights into the
relaxation dynamics of more complex quantum many-body
systems and the consequences of the suppression of transport
in, for example, localizing systems.
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