Introduction
The amount of information on the World Wide Web is growing rapidly, and search engines have become increasingly important in helping users in information retrieval and other activities on the Web. General-purpose search engines, such as Google (http://www.google.com/), Excite (http://www.excite.com/), and AltaVista (http:// www.altavista.com/), have been widely used. Many users begin their Web activities by submitting a query to a search engine. These search engines use Internet spiders/crawlers fully utilize their capabilities. Therefore, it is very important to understand better the information needs and the search behavior of users in order to build better Web site search engines.
Ideally, we would sit behind the users' back, watch how they perform searches using these search engines, and record their actions and search results. Such observation is, however, not feasible for large-scale evaluation of Web site search engines because of the large number of users who are scattered around the world. Although it is possible to capture users' actions on their computers (e.g., their clicking on a mouse button or scrolling a window on the screen) by using client-side monitoring techniques, doing so often requires the installation of specific software or "plug-ins" on the users' computers (Montgomery & Faloutsos, 2001; Fenstermacher & Ginsburg, 2003) . As these techniques require extra time and effort from the users and introduce privacy concerns, most users are not willing to install such software.
Alternatively, server-side search engine log data can provide much information about users' search behavior and information needs. Server-side data are easy to collect without any extra effort from the users, and they are much more comprehensive and scalable than client-side data as they can cover every single user who has visited the Web page or search engine of interest. Several commercial and research projects have reported on the analyses of such data for various Web applications. For example, studies on the Excite query logs have been widely published (Jansen, Spink, Bateman, & Saracevic, 1998; Jansen, Spink, & Saracevic, 2000; Ross & Wolfram, 2000; Spink, Jansen, Wolfram, & Saracevic, 2002; ). Analysis of the AltaVista query logs also has been reported (Silverstein, Henzinger, Marais, & Moricz, 1999) . Such analyses can provide much information about the information needs and searching behavior of search engine users. There is, however, little research reported on the analysis of Web site search engine logs. It has been shown that the information needs of users of Web site search engines can be quite different from those of users of general-purpose search engines (Wang, Berry, & Yang, 2003) . It would be interesting to compare the various metrics across different types of search engines.
In this article, we report our research on the analysis of the search query logs collected from a Web site search engine. We study the information needs and search behavior of the users for the search engine and compare them with those of general-purpose search engine users. The article is structured as follows: In the second section we review related research in Web mining and search engine log analysis. We pose our research questions in the third section. The fourth section discusses the data and the methods we used in this research. In the fifth section we present and discuss the findings of our analysis. We conclude the article in the sixth section with a summary of our study and some future directions.
Related Studies
Analysis of Web log data or search engine log data can be categorized under the research area of Web mining. The term Web mining was first used by Etzioni (1996) to denote the use of data mining techniques to discover Web documents and services, extract information from Web resources, and uncover general patterns on the Web automatically. Over the years, Web mining research has been extended to cover the use of data mining as well as other similar techniques to discover resources, patterns, and knowledge from the Web and Web-related data (such as Web usage data or Web server logs). Web mining research can be classified into three categories: Web content mining, Web structure mining, and Web usage mining (Kosala & Blockeel, 2000; Chau, & Chen, 2003a) . Web content mining is the discovery of useful information from Web contents, including text, images, audio, and video. Web content mining research includes resource discovery from the Web (e.g., Chakrabarti, Chau et al., 2003; van den Berg, & Dom, 1999; Chau & Chen, 2003a) , document categorization and clustering (e.g., Chen, Fan, Chau, & Zeng, 2001; Kohonen et al., 2000; Zamir & Etzioni, 1999) , and information extraction from Web pages (e.g., Hurst, 2001) . Web structure mining studies the model underlying the link structures of the Web. It usually involves the analysis of in-links and out-links information of a Web page and has been used for search engine result ranking and other Web applications (Brin & Page, 1998; Kleinberg, 1998) . Web usage mining focuses on using data mining techniques to analyze search logs or other activity logs to find interesting patterns. One application of Web usage mining is to learn user profiles (e.g., Armstrong, Freitag, Joachims, & Mitchell, 1995) . Data such as Web traffic patterns or usage statistics also can be extracted from Web usage logs in order to improve the performance of a Web site (e.g., Cohen, Krishnamurthy, & Rexford, 1998; Fang & Sheng, 2004) .
The mining of search engine logs, usually focused on the study of how users use the search engines on the Web to satisfy their information needs, belongs to the category of Web usage mining. On the other hand, it also is a strongly rooted in information retrieval research. Many studies have reported analysis of user information behavior, search queries, and search sessions with various information retrieval and digital libraries systems (e.g., Fenichel, 1981; Bates, Wilde, & Siegfried, 1993) . Since the Internet evolution, we have seen many studies devoted to search engines and information systems on the Web. The first category of Web search engine log research focused on analyzing the search logs submitted to general-purpose search engines. In 1998, Jansen, Spink, and several others started a series of studies on the search logs that were made available by Excite. Their first study analyzed a set of 51,473 queries submitted to the Excite search engine in 1997 (Jansen et al., 1998; Jansen et al., 2000) . Subsequently, they expanded their research and analyzed three sets of data collected in 1997, 1999, and 2001 , each containing at least 1 million queries submitted to the Excite search engine . Researchers were also able to obtain interesting findings on the information needs and search behavior of users, such as the trends in Web searching , sexual information searching on the Web (Spink, Ozmutlu, & Lorence, 2004) , and question format Web queries (Spink & Ozmultu, 2002) . Another large-scale Web query analysis was performed by Silverstein and associates (1999) on a set of 993 million requests submitted to the AltaVista search engine over a period of 43 days in 1998. Most of these studies used a set of similar metrics or statistics in their studies, including number of sessions, number of queries, number of queries in a session, number of terms in a query, percentage of queries using Boolean queries, and number of result pages viewed by each user. These metrics allow researchers to compare their findings across different types of search engines at different times.
The second category of research focused on analyzing the search logs of a specific Web site or system. However, only a few studies have been reported in this category. One example is the study of Croft, Cook, and Wilder (1995) , which investigated the search queries submitted to the THOMAS system, an online searchable database consisting of U.S. legislative information. They analyzed 94,911 queries recorded in their system and identified the top 25 queries. They also found that 88% of all queries contain three or fewer words, a number much lower than that of traditional information retrieval systems. Jones, Cunningham, and McNam (1998) analyzed the transaction logs of the New Zealand Digital Library that contained a collection of computer science technical reports. They obtained similar results regarding the number of words in queries: almost 82% of queries were composed of three or fewer words. Their study also found that most people use the default settings of search engines without any modifications. Wang, Berry, and Yang (2003) analyzed the search queries submitted to the search engine of the University of Tennessee, Knoxville, over a period of 4 years. They performed a longitudinal analysis on the search queries and found that seasonal patterns exist in Web site searching. They also identified some differences between the search queries submitted to a general-purpose search engine and a Web site search engine, in terms of search topics, search term distribution, and mean length of queries.
Research Questions
Most previous studies focused on the users of generalpurpose Web search engines, and their findings may not be applicable to Web site search engines that have their own characteristics and groups of users. Consequently, a Web site search engine should be designed in a customized way according to its users' information needs, which we suggest can be identified from the search engine's query log data.
We address the following research questions in this study: (1) What are the characteristics of the search queries submitted to a Web site search engine? (2) How do these queries compare to those submitted to general-purpose search engines? (3) How can these results be used to improve the design of the Web site search engine? Government, 2003) . The Web site search engine is accessible from a text box with the text "Search Utah.gov" near the top of the main page of the Web site (see Figure 1) . A user can enter a search query in the box and click on the Go button to submit the query to the Web site search engine and obtain the search results. Alternatively, the user can go to the Web page (http:// info.utah.gov/) to type in the search query and specify the search options (see Figure 2 ).
Data and Methods

In
In total, there are 1,895,680 records in the Web transaction log. Each record in the log file represents a request sent from a user to the search engine. A request can be a search query (requesting either the first page of search results or subsequent pages beyond the top 25 results), a request for viewing the actual document in the search result, or a request for an image file for display. Each record contains 14 fields, including date, time, Internet Protocol (IP) address, type of request submitted, and the parameters of the request. An example of a record is given in Table 1 . We are most interested in the fields Date, Time, Client IP Address, Request method, Uniform Resource Identifier (URI) stem, URI query, and User cookie. In the following we discuss the use of these fields.
The first field we used for our processing is the URI Stem, in which the value "/search.asp" specifies that the transaction is search-related. Other non-search-related transactions have the value of a file name in the URI Stem field, e.g., "/Images/RankLow.gif." Because the requests for such static documents or image files are not relevant to our study, these transactions were removed from our records. Some other irrelevant transactions were also removed from the logs. Thus, the remaining logs represent two major types of transactions: a user submitting search query or a user viewing an actual document on the Web site in the search result. The second type of query is especially interesting because most previous research on search engine log analysis (such as the studies on AltaVista and Excite) did not capture or study whether users click on any actual documents in the search result pages.
Among the search queries, 443,342 queries were generated by Web spiders-programs that automatically collect pages from the Web. These spiders sent queries to the search engine to generate search results for search engine indexing (Chau & Chen, 2003b) . The queries generated by search spiders can be identified by the User-Agent field in the transaction log. For example, the queries submitted by the search spiders from FirstGov.gov, a search engine for U.S. government information, have the value "FirstGov.govϩSearchϩ-ϩPOC:firstgov.webmasters@gsa.gov" in the User-Agent field in the log, but the same field for a transaction submitted by a real user would have the name and features of the Web browser used by the user, such as "Mozilla/4.0ϩ (compatible;ϩMSIEϩ6.0;ϩWindowsϩNTϩ5.0)." Because the queries generated by the search spiders do not represent the real information needs of real users, we also removed these transactions from the logs. One should note that there may still be some automatically generated queries in the log data after the filtering because search engine spiders can "fake" themselves as real users when submitting their queries to the Utah search engine. However, the number of such queries should be relatively small and hence negligible.
The data were then loaded into a relational database for further processing and analysis. The next step was to identify the different sessions in the search query data.Asession is a series of queries submitted by a single user within a small range of time (Silverstein et al., 1999) . A session represents a set of queries relevant to a user's single information need. To identify session information, we first had to identify the unique usersinthetransactionlogs.Wedidsoonthebasisofthecookie information and the IP address of each user. As each browser was assigned a unique cookie by a Web site, we could identify each unique browser used by the users. Although it is possible that users may share the same computer (e.g., in a public library), the possibility did not affect our identification of sessions very much. The IP address is less reliable in identifying unique users from a Web transaction log because the same user may be assigned two different IP addresses in different sessions, and two different users may share the same IP address. The intermediate proxy servers may even assign the same IP to all users, a problem known as the AOL effect (Pierrakos, Paliouras, Papatheodorou, & Spyropoulos, 2003) . Because the use of cookies is more reliable, it was chosen as the first metric in our processing. In cases in which the cookie informationwasnotavailable(e.g.,disabledbytheuser),theIP address was used. Each user identified was assigned a unique identification (ID) in our database.
We then ordered the search queries for each user according to the timestamp in the transaction logs. Following previous research that suggested that queries for a single information need should be close together in terms of time (Silverstein et al., 1999) , we used a cutoff of 30 minutes to identify sessions. If a user submitted a query within 30 minutes of the previous transaction, these transactions were included in the same session. On the other hand, if a user did not submit any requests to the Web server for 30 minutes, anything submitted afterward would be included in a new session. Each session was assigned a unique session ID in our database.
Because the Utah state government Web site search engine employs the Active Server Pages (ASP) method in their Web transactions, each query had to be parsed from a set of parameters from the URI Query field in the transaction log before it could be further processed.Asimple program was written in Java to perform this task. All queries were stored in lowercase letters. The terms, Boolean operators, and other search features in the query were also identified for each query and stored in the database. The data consist of 1,115,388 transactions in total, in which 792,103 transactions are search queries and 323,285 are requests for actual documents in the search result. An overview of our data is presented in Table 2 . 
Analysis Results
In this section we present the characteristics of our query data logs and the results of our analysis. We first generate descriptive statistics about the queries and search sessions of users and then compare them with the results from other studies. We also analyze how users utilize the advanced search features provided by the Web site search engine. Finally, we perform text analysis on the queries submitted by the users to identify the most common query words used and the associations between search terms.
Sessions, Queries, and Topics
Sessions and queries. As discussed earlier, there are 792,103 queries in total, submitted by a total of 161,042 unique users in 458,962 sessions. We classified the 792,103 queries into three groups, namely, unique queries, repeat queries, and empty queries . Unique queries are all differing queries entered by one user in one session. The differing queries can be new queries or modifications of the previous query. Repeat queries are the repeat occurrences of any query that appears previously in a session. Such repeat occurrences of a query also result from the viewing of subsequent result pages by the users. Empty queries are queries that contain no query terms. In our study, we found that a large number of users clicked on the Go button on the home page of the Utah state government Web site (see Figure 1 ) without changing the text "Search Utah.gov" in the search box. The result was a search query of "Search Utah.gov" submitted to the search engine. Because the users did not enter any search term in such cases, we also consider these as empty queries.
Out of the 792,103 queries, 575,389 (72.6%) are unique queries, 98,418 (12.4%) are repeat queries, and 118,296 (14.9%) are empty queries. The mean number of queries in each session is 1.73 (with a median of 1), and the mean number of unique queries in each session is 1.25 (with a median of 1). This number is much lower than the number of 2.52 reported in the Excite study ) and 2.02 reported in the AltaVista study (Silverstein et al., 1999) . The results are summarized in Table 3 .
To study the number of queries per session in more detail, we look at the distribution of the numbers. In out study, 73.0% of sessions contain only one search query; 12.4% of sessions contain only two (see Figure 3) . As can be seen, the distribution is skewed toward the lower end in terms of the number of queries submitted. About 96.1% of users submitted four or fewer queries in a session. This finding is consistent with those of other studies, in which most sessions are very short and contain only one or two queries Silverstein et al., 1999) .
There are two possible reasons for the lower number of queries submitted to our search engine per session when compared with results reported in previous studies. First, when compared with the Excite study, our study has a different definition of sessions involving time-out and cookie information, which would result in a larger number of sessions. Second, it is possible that many users were able to find the results they wanted in the first query and therefore did not need to modify their queries to perform a new search. This reult may indicate a special characteristic of Web site search engines because they need to index only a limited number of pages; higher precision and recall in the search results may be achieved more easily. At the same time, users may have a better idea of what they want specifically when using a Web site search engine, so they may be able to formulate better queries in the first step. Therefore, there is a smaller need for users to modify their search queries. It is also possible that people use generalpurpose search engines and Web site search engines differently for other reasons. As previous Web site search engine studies do not include session information (Croft et al., 1995; Jones et al., 1998; Wang et al., 2003) , further research will be needed. Search Queries and Search Topics. To investigate the search topics of the users, we identified the top 25 queries submitted to the Utah search engine and compared them with that of the AltaVista study (Silverstein et al., 1999) and the Knoxville study (Wang et al., 2003) , which analyzed the user queries submitted to the search engine of the University of Tennessee, Knoxville. The data are shown in Table 4 . The top three topics identified in our study are "dmv," "tax forms," and "sex offenders." From the table, it can be seen that the top queries are quite different across the three search engines. The top AltaVista queries are mostly related to sexual information, software, music, and entertainment, and the queries submitted to the Knoxville search engine are mostly related to academic matters. The top queries in our study, however, are government-related. In other words, search queries submitted to the Web site search engines are generally relevant to the corresponding domain. The results suggested that general-purpose search engines and Web site search engines have to be designed differently according to users' different information needs and query characteristics.
Seasonal effect of search topics.
In their longitudinal analysis of a Web query log that covered a period of 4 years, Wang and coworkers (2003) showed that a seasonal effect exists in an academic Web site search engine. They found that the query "career services" occurred mostly in February, March, September, and October, and the query "football tickets" appeared mostly in August and September. This interesting finding had not been identified in previous generalpurpose search engine research, in which the data were often limited to a short period (e.g., 43 days in the AltaVista study and 1 day in the Excite study). The data in our study covered a period of about 5.5 months (168 days). Though the data did not cover a whole calendar year, it is also interesting to see whether any particular seasonal patterns exist in our data. To this end, we took the top three queries, namely, "dmv," "tax forms," and "sex offenders," and analyzed their daily search frequencies. The results are plotted in Figure 4 .
No apparent seasonal patterns were found for the queries "dmv" and "sex offenders" (see Figures 4a and 4c) . However, it is interesting to note that there are slightly more requests for "sex offenders" in March. This increase is probably not related to seasonal effect; as we suggested, it may be caused by the fact that the U.S. Supreme Court ruled on March 5, 2003, that it is legal for state governments to put pictures of convicted sex offenders on the Internet (CBS News, 2003) . This news was widely covered in the media, and that coverage may have drawn the public to look for the sex offender listing in the Utah state site and for other relevant information on the Web site.
On the other hand, it can be easily seen that the "tax forms" query demonstrated a very strong seasonal effect in our data (see Figure 4b ). The number of search queries for "tax forms" had been steady since the beginning of March (or possibly earlier but we do not have the data to verify). The To analyze further the seasonal effect of tax-related queries, we analyzed the daily requests for a broader set of tax-related queries, including all queries that contain the terms "tax," "irs," or "internal revenue." The result is shown in Figure 5 . It can be seen that the pattern is similar to that in Figure 4b , in which the number reached the peak on April 15 and decreased quickly afterward.
Search Terms
Search terms in queries. Similarly to other Web search studies, we analyze the search terms in each query submitted to the Web site search engine. Analysis of the search terms can reveal how users formulate their search queries and what the search topics are. The basic statistics are shown in Table 5 . In total, there are 1,518,984 terms in the queries. Out of these terms, 67,958 are unique terms. The longest query consists of 40 terms. The mean number of terms in a query is 2.25, with a median of 2. This finding is consistent with the result in the AltaVista study and the Excite study, which found the mean number of terms in a query to be 2.35 and 2.21, respectively. The finding reiterates that Web queries are much shorter than those of traditional information retrieval systems. The distribution of the number of terms per query is shown in Figure 6 . Some 30.7% of queries contain only a single term, 37.0% contain two, and 19.2% contain three. About 97.6% of queries contain five or fewer terms. The results show that Web users are likely to use short queries, whether they are using general-purpose search engines or Web site search engines.
Search term distribution.
Several previous studies on Web search analysis have suggested that the distribution of terms used in Web search engines largely follows the Zipf distribution (Jansen et al., 2000; Spink et al., 2001) . In a Zipf distribution, the quantity of interest is inversely proportional to its rank, and the Zipf distribution represents the distribution of terms in long English texts. To see whether the same pattern is observed in our data, a double-log rank-frequency chart, as shown in Figure 7 , was used. The plot should be close to a straight line for a Zipf distribution.
It can be seen that the plot follows the Zipf distribution, with some discrepancies for the high-and low-ranking terms. The slope of our plot is Ϫ0.9533, which is close to the theoretical value of Ϫ1 for a Zipf distribution. When compared with the distribution reported in the Excite study (Jansen et al., 2000; Spink et al., 2001) , the distribution in the present study corresponds better to the Zipf distribution, especially for the lower end of the curve (terms with low frequency). Although a more sophisticated model may be needed, the preliminary finding suggests that there is a smaller percentage of infrequently used terms in Web site search engines than in general-purpose search engines. One possible explanation is that although the users of both types of search engines use a diverse set of terms, Web site search engines are restricted to particular domains and the proportion of unique or low-frequency terms is therefore also restricted.
Search terms and search topics.
To study the search topics of the users further, we identified the top 50 terms in the queries in our study and compared with those of the Excite study ) and the top 20 terms reported in the Knoxville study (Wang et al., 2003) . The results are shown in Table 6 . The general pattern is similar to that of the query analysis presented in Table 4 . First, the terms used in Web site search engines are very different from those used in general-purpose search engines. Although some functional words are common across all three studies (such as "and," "of," and "for"), the semantic words are very different. The top Excite terms are mostly related to sexual information; the query terms submitted to the Web site search engines are mostly relevant to the corresponding domain (e.g., "utah," "tax," and "state" for the Utah state government Web site and "career," "student," and "grades" in the academic domain).
Other popular search terms identified in our study include "license," "country," "forms," "department," and "laws" (see Table 6 ). Again, the results suggested that users have different information needs when using general-purpose search engines and Web site search engines. It is also interesting to note that the term "sex" also ranks 14th in our study. After looking into the queries containing the term, we found that most of these queries were submitted to search for information concerning the list of sex offenders in the state of Utah. By contrast, in the Excite data a large percentage of queries are related to sex and pornography Spink et al., 2004) . When analyzing the functional words, we found that both "and" and "of" appear in the top five in all three studies; "and" is frequently used because it can be used as a Boolean operator as well as a term on its own. On the other hand, it is interesting to note that although the word "of" is ignored by many search engines unless clearly specified by the user (e.g., Google), it is still frequently used by Web searchers. As pointed out by Wang and colleagues (2003) , generalpurpose search engines such as Excite appear to have more functional words in the top terms, and Web site search engines have more semantic terms. As can be seen from Table 6 , Excite has 6 functional words in the top 20 ("and," "of," "the," "in," "for," "to"), but the Knoxville data has only 3 ("of," "and," "for"), and this study only has 4 ("of," "and," "for," "in"). One possible reason is that the search queries in general-purpose search engines are more diverse, such that fewer semantic words appear frequently enough to appear in the top 20 list. However, for Web site search engines, the search queries in limited domains include more semantic words on the same topics that are more frequently used and thus have a higher rank.
To analyze further the topics submitted to the Utah state government Web site search engine, we also studied which terms were used more frequently together. Terms used together are often more informative in identifying which topics are frequently searched by users. The top 50 term pairs are shown in Table 7 . Many frequently searched topics can be identified from the data, e.g., "tax forms," "sales tax," "state tax," "sex offenders," "business license," and "birth certificate."
As can be seen from Table 7 , many of term pairs appear to be part of a group of three or more terms that appear frequently together. For example, the pairs "state-utah" and "of-utah" are likely to be part of the phrase "state of utah," and the pairs "department-of," "division-of," "motorvehicle," "motor-vehicles," and "of-vehicles" are possibly part of the phrase "department of motor vehicles" and its variations. In order to identify these topics, we analyzed our data again and identified the groups of three and four terms that appear most frequently in the queries. The most frequent term groups with three terms are listed in Table 8 and those with four terms are listed in Table 9 .
In Table 8 , search topics such as "Salt Lake City," "Utah State Tax," "State of Utah," and "Secretary of State" can be easily identified. The table also reveals that some term groups still appear to be part of an even longer phrase, e.g., "motor-of-vehicles," "department-of-motors," etc. In Table 9 , we identified the top three four-term groups that co-occurred most frequently in the queries. One can easily see that these represent three search topics frequently requested by users, namely, "Office of Recovery Services," "Department of Motor Vehicles," and "Utah State Tax Commission." The results show that such information is frequently requested by users and suggests that Web site designers should allow users to access it more easily (e.g., through links from the main page of the Utah state government Web site).
Result Pages and Actual Documents Viewed
Search result pages. During a search session with the Utah state government Web site, a user first submits the query to the search engine and the first result page listing the top 25 search results will be shown. If there are more than 25 hits for the search, the user can request subsequent result pages (sometimes known as result screens). As mentioned earlier, these are often counted as repeat queries in Web search studies. On average, each user views 1.47 pages in the search results in our study (see Table 10 ). This result is comparable to the one reported in the AltaVista study, in which the average number of result pages viewed in a session was 1.39. The Excite study also found that 28.6% of users examined only the first page of the search results. Although the Utah search engine provides 25 search results in the first page, we do not see a big difference in the number of result pages viewed per user. In general, all results suggested that most Web users browse only a small number of result pages.
Actual documents viewed.
When browsing through the result pages, if the user sees an item in the search result of interest, he or she can click on the link and view the actual content of the searched document. The Utah state government Web site site search engine has been designed in such a way that when such an action is performed, it is logged in the transaction. In total, there are 323,285 records of such requests. On average, only 0.70 document is viewed in each session, with a median of 0. Only 0.56 document is viewed for each unique query, and 0.48 was viewed for each result page viewed by the user. In 59.4% of sessions, no single document was viewed by the user; in 28.3% of sessions, only one document was viewed. The distribution is shown in Figure 8 . As can be seen, once again the distribution is highly skewed toward the lower end, suggesting that most users viewed only a very small number of result pages during a search session.
The result is quite surprising, even though it is consistent with the findings of Jones and colleagues (1998) , which suggested that users did not view the actual document content in 64% of the queries submitted to their Web-based digital library. We are not able to compare our findings with those of other large-scale Web search projects such as the AltaVista and the Excite studies because such data were not collected or analyzed in those studies. Were most users able to find the document they wanted on the basis of the title and snippet displayed in the result pages? Or were the results so bad that the users did not bother to click on them and look at the content? Did they give up and leave the site, or did they try to locate the relevant document themselves by browsing? These questions indicate an interesting research topic for future study.
Advanced Search Features and Default Settings
As suggested by previous Web search studies, it is interesting to study how advanced search features such as Boolean operators are used when users formulate Web queries. The Utah state government Web site search engine provides two different types of advanced search features. In the first type, the user can choose among four options when performing a search: "Exact phrase," "Free-text query," "All of these words," and "Advanced query." The "Exact phrase" search is the default option, which adds a pair of quotation marks to the search query. The "Free-text query" allows users to search for documents containing any terms in the query submitted (a Boolean "OR" search). If the user chooses "All of these words," the engine searches for documents containing all of the terms in the query submitted, but not necessarily appearing as a phrase (a Boolean "AND" search). The "Advanced query" allows users freely to specify AND, OR, NOT, quotation marks, and other operators in their search queries.
To use the second type of advanced search feature, the users need to click on the "Advanced Search" link on the main search page. A new search page is displayed with a more complex search form. Using this form, the users can perform searches on different fields of documents (e.g., title, body, URL, author). The users can also specify a range of dates when the document was last updated, choose the number of results to be shown in one result page, and select how the results should be ordered.
Our findings are summarized in Table 11 , with data from the Excite study ) listed for comparison. It can be seen that the Boolean operators AND, OR, and NOT were not used much; AND was used most frequently, appearing in 2.6% of queries. This finding is consistent with the results of the general-purpose Web search engine Excite (Jansen et al., 2000; Spink et al., 2001) .
About 3.4% of queries utilized the advanced search features provided in the complex search form. It is surprising to find that this percentage is larger than that of use of Boolean operators. It suggests that a notable percentage of users prefer to utilize advanced search functions, such as searching in different fields, in performing Web searches to satisfy their information needs. As other studies did not report data about this aspect, it would be interesting to study this issue further.
It is also interesting to note that although three of the operators listed in Table 11 (plus, minus, and parentheses) are not supported by the search engine, they are still used by some users. The most likely reason is that these operators are supported by several popular search engines such as AltaVista, Excite, and Google (though with different interpretations). It is possible that these users just assumed the Utah search engine would support these operators and thus utilized them in their search queries. A similar finding was also reported in the Excite study, in which some 6% of users used colons and periods, which are not supported by the Excite search engine.
A surprising result in the analysis is the use of quotation marks in the search queries. The data showed that 29.0% of queries used quotation marks. This result is very different from the results reported in the Excite study, in which only 5.1% of queries made use of quotation marks. We found that the most possible cause of the large discrepancy is the default settings of the Utah search engine. When a user performs a search without making any changes to the search options, the "Exact phrase" search option is used as default and a pair of quotation marks are added to the queries. As many users do not change the default settings in information retrieval systems (Jones et al., 1998) , the quotation marks are used exceptionally frequently.
In total, 34.4% of queries utilized at least one of the search features. The number is much higher than the 20.4% reported in the AltaVista study, again because of the high usage of quotation marks in the search queries.
Discussions
Key Findings
In general, we found that Web users behave similarly when using a Web site search engine and a general-purpose search engines in terms of the average number of terms per query and the average number of result pages viewed per sessions. However, the users of the Web site search engine show a lower number of queries per session and a different set of terms and topics used in their queries. We suggested the possible reason for these two differences is that users of Web site search engines have more specific information needs than those of general-purpose search engines. We also found that the search terms in a Web site search engine follow the Zipf distribution more closely than those in a general-purpose search engines, indicating that there is a smaller number of "rare terms" that are only used once or twice in our query log.
In studying users' behavior and usage patterns, we found that on average less than one document was actually viewed among the search results presented to the users. Although the result also has been reported in another Web site search engine study (Jones et al., 1998) , it has not been tested in large-scale search log study on general-purpose search engines, and the numbers (in both the study of Jones and coworkers [1998] and the present study) are much less than those reported in a monitored Web search study (Spink, 2002) . Do people search differently in a real-world setting compared with an experimental environment? Further research is needed to explain the discrepancy found in these studies.
Implications for Web Site Designers
The similarities and differences between general-purpose search engines and Web site search engines can have important implications for the design of these search engines. Specifically, it is important to customize and improve Web site search engines on the basis of transaction log analysis. For example, as the transaction log in this study has revealed that many users rely on the default settings of the search engine without modification, it is important for search engine developers to ensure that the default options, such as Boolean operators, phrase search option, and the number of search results per page, are the most suitable setting for most users.
It is also important to note that many users type their search queries in the query box without carefully looking at the original content in the box. As discussed earlier, we found that many search queries contain the phrase "Search Utah.gov," which is the default text in the search box that tells users that searches can be performed. Web site designers should implement the search box carefully (e.g., by using client-side script) in order to prevent users from sending this type of query to the search engine becasue their doing so would result in poor search results and higher Web server load.
We also showed that a large proportion of people are looking for information related to a small number of topics in Web site search engines, e.g., tax and Department of Motor Vehicles. Web site designers can learn more about users' most-wanted information resources by analyzing the search logs or the Web access logs of a Web site. Web site designers should make the links to these resources easily accessible by users, e.g., by placing them prominently in the first page of the Web site.
Conclusion and Future Directions
In this article, we report our research on analyzing and mining the transaction log of a Web site search engine. The log data of the Web site search engine of the Utah state government was used as our test data. In our study of search terms and search topics, one limitation of analyzing term association on the basis of the word level is that we could not determine exactly how the words were used in the queries as phrases. Also, it is desirable to know the association between phrases rather than between terms (e.g., the association between the phrase "Department of Motor Vehicles" and other noun phrases). Future research can address this need by applying noun phrase extraction techniques, such as the Arizona Noun Phraser (Tolle & Chen, 2000) , to search log data.
As discussed earlier, our study also found that on average users viewed less than one document among the search results presented to them. This number is much smaller than the one reported in Spink (2002) , in which the users performed searches in a monitored environment. Important potential research topics are why users view such a small number of documents in their Web searches and how their search behaviors differ in a real-life search task versus an experimental setup. It is also interesting to study how these statistics differ across the Web site search engines in different domains.
As many countries have launched projects on e-government (or digital government), more and more government agencies are putting their information on the Web. The findings reported in this study also have important implications for e-government research by showing how governments can provide the general public with better access to their Web-based information by designing better Web site search engines. The analysis of the search logs helps us better understand what users are looking for on government Web sites. Although most users search for general information such as tax forms or governmental departments, further analysis of government search logs would be needed to investigate how users search for sensitive security information on government Web sites.
