Abstract Data envelopment analysis (DEA) is an important analytical tool for estimating the technical efficiency of decision-making units. However, input allocative efficiency is less frequently investigated in the DEA framework because the measure of input allocative efficiency-derived as the ratio of cost efficiency to Farrell input technical efficiency-may be biased because of slack in the constraints that define the technology or because of differences in input prices paid by firms. We extend the DEA methodology by proposing a new measure of input allocative efficiency based on the direct and indirect output quasi-distance functions. An empirical illustration of the new and existing methods for measuring input allocative efficiency is offered for a sample of U.S. banks operating in 1994-95.
Introduction
Data envelopment analysis (DEA) is an important tool for estimating the technical efficiency of a decision-making unit. For example, in a review of depository financial institutions, Berger and Humphrey [3] identified sixty-two studies that used DEA to measure the technical efficiency of banks and other depository financial institutions. However, input allocative inefficiency is less frequently investigated in the DEA framework. Aly et al. [1] provide one such example for U.S. banks. One problem with existing measures of input allocative efficiency derived as the ratio of overall cost efficiency to Farrell input technical efficiency, is due to the possible existence of slack in the constraints that define the reference technology.
An alternative to the Farrell measure of input technical efficiency is the non radial Russell input technical efficiency measure introduced by Färe and Lovell [7] and extended by Färe et al. [8] . However, we show that if one attempts to define input allocative efficiency as the ratio of cost efficiency to Russell input technical efficiency, the measure does not have the standard interpretation of the Farrell input allocative efficiency.
In the DEA literature of efficiency measurement, there are several alternatives to the Farrell measure of input allocative efficiency. One alternative is that of Tone [20] who constructs measures of technical and allocative efficiency based on spending on inputs, rather than input quantities and input prices separately. Tone's technique accounts for the possibility that not only do firms sometimes use too much input to produce output, but also sometimes choose input prices that are too high relative to what could actually be obtained. A second alternative, introduced by Grosskopf et al. [12] , uses Shephard's [17, 18] direct and indirect output distance functions-they use output as opposed to the input based efficiency measures-building on Shephard's duality theory. Since the direct output distance function is no less than the indirect output distance function, Grosskopf et al. use the ratio of the indirect to the direct output distance function to measure the gain in output due to an optimal reallocation of inputs. They use the gain measure to analyze the potential consequences of school district decentralization and deregulation in the United States. More recently, Fukuyama et al. [10] have built on Grosskopf et al. ' s measure and derived an indirect Farrell-based input allocative efficiency change index as one of the components of a Malmquist productivity index with an application to Japanese credit cooperatives. Related to the indirect measures of efficiency is a study by Shaffer [16] . Shaffer estimated a cost function for U.S. banks taking revenues as the exogenous variable, rather than output as is common for cost functions. Using a "revenue indirect" cost function Shaffer found scale economies existing over a wider range of bank assets than previous researchers had found. Subsequent research validated Shaffer's findings and suggests that "indirect" measures of efficiency might yield useful information.
While the indirect Farrell input allocative efficiency measure is valid, it might also be biased when estimated via DEA because of slack in the constraints that define the reference technology. The use of direct and indirect dualities, though, is interesting itself, and has important extensions. Taking the limitations of Grosskopf et al. ' s measure into account and building on the standard duality results established by Shephard [17, 18] and Färe and Primont [9] we introduce a new measure of input allocative efficiency which does not leave any output slack in linear programming problems. We accomplish this task by defining direct and indirect quasi-distance functions. We call our indicator the indirect Russell input allocative efficiency measure, since quasi-distance functions are reciprocals of the Russell efficiency measures.
Thus, the purposes of this paper are twofold. First, we develop a new methodology for computing input allocative efficiency and compare it to existing measures. Second, we offer an empirical illustration of the new and existing methods of measuring input allocative efficiency for a sample of U.S. banks. In the next two sections the new methodology for measuring input allocative efficiency using DEA is developed and compared with three existing DEA measures of input allocative efficiency. The third section provides an empirical example for U.S. banks operating in 1994 and 1995. For completeness, we also estimate Tone's [20] measures of overall cost efficiency and its decomposition into technical and allocative efficiency. A discussion of the empirical results of the four measures of input allocative efficiency is followed by a concluding section.
General Production Framework
The production theoretical framework of Shephard [17, 18] forms the basis for our model. Let y ∈ R M + and x ∈ R N + denote vectors of M outputs and N inputs. The production technology is represented by the input requirement set:
The graph of L(y) is defined as G = {(y, x) : x ∈ L(y)}. The technology is assumed to satisfy the following conditions:
(a) L-Regular (i) inaction is possible, (ii) there is no free lunch, and (iii) G is closed. If (y, x) ∈ G and (−y,
Relative to L(y), the (direct) Farrell input technical efficiency measure
, is defined as:
The reciprocal of the direct Farrell input technical efficiency measure is equal to the input distance function. The properties of F i (y, x) are:
is homogeneous of degree minus one in x > 0. The direct Farrell input efficiency measure (3) has a radial efficiency interpretation because it is defined as the largest proportional contraction of inputs given outputs. As such, it gauges the amount of excess input usage relative to the input isoquant. For semi-positive outputs, the input isoquant is denoted by:
The direct Farrell input efficiency measure and the input isoquant are related as:
In addition,
The expression in (6) is presented by Färe et al.
is homogeneous of degree minus one in x > 0. For x ∈ L(y), the Farrell and Russell measures of input technical efficiency satisfy:
The cost function is defined for positive input prices, w, as:
Based on the cost function defined by (8) and the direct Farrell input technical efficiency measure given by (3), the (direct) Farrell input allocative efficiency measure, AE F , is derived as:
In Figure 1 the direct Farrell input technical efficiency measure for the firm represented by A is equal to 0B/0A and overall cost efficiency is 0C/0A. If input allocative efficiency is computed by (9) then AE F = 0C/0B. However, the magnitude of AE F includes the horizontal segment of the isoquant DB, and thus we get a biased estimate. 
Unfortunately, AE R does not have the standard interpretation of the Farrell input allocative efficiency measure given in (9) . One can see this numerically in view of Table 1 Are there any other ways to construct reasonable input allocative efficiency indicators? Recently, Grosskopf et al. [12] constructed an indicator by exploiting Shephard's [17, 18] direct and indirect output distance functions. To show this, define the output set as:
Figure 2: Example from Table 1 which is derived from the inverse relation between the input and the output set. Relative to P (x), the (direct) output distance function
The reciprocal of the output distance function gives the proportional (radial) output expansion for a given level of input. The properties of D o (x, y) include:
is convex in y > 0. Denoting c as the budget available to hire inputs and following Shephard [18] , the indirect output set is defined as:
The set IP (w/c) gives the set of all outputs that can be produced from inputs at a cost less than or equal to some prescribed cost. Relative to IP (w/c), the indirect output distance function is:
The properties on ID o (w/c, y) include:
For proofs, see Shephard (1974, pp. 63-66) . The indirect Farrell input allocative efficiency measure is:
The measure, IAE F , takes a value no greater than one and its reciprocal gives the proportional output expansion that would be feasible if the firm operated at the point associated with the cost-minimizing input vector. While Grosskopf et al. [12] consider (15) as a gain under budget constraint, Fukuyama et al. [10] interpret it as an indicator of input allocative efficiency as well.
Although values of AE F and IAE F are in general different, it is of great importance to examine when the two are the same. For this purpose, suppose a production technology exhibits constant returns to scale, i.e., the graph of the input requirement set can be characterized by G = µG, µ > 0. In this case, the direct Farrell input technical efficiency is equal to the direct output distance function, i.e.
Appealing to this well-known result, (16), and substituting into the definition of the cost function, we can obtain the following characterization:
for which the indirect output distance function becomes
where the second equality is due to (17) . For (18) , see Färe and Primont [9] . By virtue of equations (16) and (18), the indirect input allocative efficiency becomes
where we set c = wx. Since the right hand side of (19) is equal to AE F , we have
One problem with (15) as a measure of input allocative efficiency though, is the potential for slack in the output constraints associated with D o (x, y). To alleviate the problem of slack associated with (15) we construct a new measure of input allocative efficiency. The measure relies on output quasi-distance functions which are reciprocals of two output-based Russell efficiency measures estimated for the P (x) and IP (w/c) technologies 6 . The first is the direct output quasi-distance function
for positive outputs. The measure defined in (21) is the reciprocal of the direct Russell output technical efficiency measure 8 defined by Färe et al. [8] .
The second Russell output technical efficiency measure is defined as an indirect output quasi-distance function:
for positive outputs. The indirect output quasi-distance function extends the indirect output distance function and the quasi-distance function defined by (21).
If y ∈ P (x), the properties on Q o (x, y) include: Taking the ratio of Q o (x, y) and IQ o (w/c, y), we obtain the indirect Russell input allocative efficiency measure:
The reciprocal of the indirect Russell input allocative efficiency measure provides the asymmetric output expansion that would be feasible if the firm operated at the point consistent with cost minimization. The output quasi-distance function and the indirect output quasidistance function diverge when a firm employs a non cost minimizing input vector. In order to show that the definition (23) is a reasonable indicator
9
, we can show that
and IQ o (w/c, y) and the relation between P (x) and IP (w/c), we have
for (w/c)x ≤ 1. Hence, the left-hand side is greater than or equal to the right-hand side in (24).
To show "≤", start by assuming the contrary, i.e., Q o (x, y) > max{IQ o (w/c, y) : (w/c)x ≤ 1}. If the right-hand side is k * , then we obtain
due to the homogeneity of Q o (x, y) and IQ o (w/c, y) in outputs. Consequently, we have
The statement (26) also means To summarize the differences between the indirect Farrell and indirect Russell measures of input allocative efficiency we distinguish between the output isoquant and output efficient subset and show that the Farrell measure expands outputs to the output isoquant, while the output quasi-distance functions expand outputs to the direct and indirect Russell output efficient subsets of the output isoquant. The output isoquant is defined as:
Similarly, the output isoquant for the indirect output set is given as:
The efficient subsets of ISOQ P (x) and ISOQ IP (w/c) are defined as:
and
We illustrate these two isoquants and the two efficient subsets in Figure 3 . We observe five firms each producing different combinations of two outputs. We assume that all five firms face the same input prices, w, and have the same budget, c, with which to hire inputs. Firms A, B, and C, all use inputs x , while firm D uses inputs x and firm E uses inputs x , but wx = wx = wx = c. For a piecewise linear DEA technology (which we describe in greater detail in the next section) the direct output set, P (x ), for firms A, B, and C, is the set of outputs bounded by {0JBCH0}. The output isoquant, ISOQ P (x ), equals the line segments JB, BC, and CH. The output efficient subset, Eff P (x ), for firms A, B, and C is the line segment BC. Similarly, IP (w/c) is the set of outputs bounded by {0KDBEI0} and Eff IP (w/c) =DBE. For firm A, D o (x , y) = 0A/0F and ID o (w/c, y) = 0A/0G. Clearly the direct and indirect output distance functions expand observed output to the respective output isoquants, but not to the efficient subsets of P (x) and IP (w/c), since both the direct and indirect output distance functions leave slack in the constraints that define P (x) and IP (w/c). Once firm A's outputs have been radially expanded to point F on ISOQ P (x ), output 1 could be further expanded (in a non radial manner) to point C. Similarly, once firm A's outputs have been radially expanded to point G on ISOQ IP (w/c), output 1 could be expanded to point E at no opportunity cost.
Given the potential existence of slack in the constraints that define ISOQ P (x) and ISOQ IP (w/c) it is desirable to compare actual outputs to a subset of the output isoquants for the respective sets. Rather than compare outputs to the efficient subsets, our output quasi-distance functions compare observed outputs to the direct Russell efficient subset and the indirect Russell efficient subset. The direct Russell efficient subset is defined as Similarly, the indirect Russell efficient subset is defined as
The direct and indirect output quasi-distance functions take values of one only when the actual output of a firm is part of the direct or indirect Russell efficient subsets. We can summarize these differences in the distance functions and the quasi-distance functions as follows:
Similarly, Figure 3 , suppose that the output of firm B is y B = (3, 1) and the output of firm C is y C = (1, 2). Firms B and C both use inputs x to produce their output and ISOQ P (x) = {y : y 1 = 3 for 0 ≤ y 2 ≤ 1, y 2 = 2.5 − 0.5y 1 for 1 ≤ y 1 ≤ 2, and y 2 = 2 for 0 ≤ y 1 ≤ 1}, Eff P (x) = {y : y 2 = 2.5 − 0.5y 1 , and 1 ≤ y 1 ≤ 3}, and R − Eff P (x) = {y : y 1 = 2.5, and y 2 = 1.25}.
The isoquant, efficient subset, and the Russell efficient subset for the indirect output set can be constructed similarly.
DEA Framework
The development and major contributions of DEA were made by Farrell [6] , Charnes et al. [4] , Färe et al. [8] and Cooper et al. [5] . In the empirical section we consider a variable returns to scale technology with a single fixed input. The fixed input helps account for the risk-return profile of equity holders. Let J represent the number of decision making units, let Y represent the (M × J) matrix of observed outputs, let X represent the (N × J) matrix of observed variable inputs, let Z represent the (V × J) matrix of observed fixed inputs, and let λ represent a J-dimensional vector of intensity variables. For a DEA-based production technology the input requirement set, L(y), the direct production possibility set, P (x, z), and the indirect production possibility set, IP (w/c, z) are represented by:
where e is a J-dimensional vector of ones and thus eλ is the sum of the intensity variables.
The restriction, eλ = 1, constrains the technology to variable returns to scale. The system of inequalities, Y λ ≥ y, Xλ ≤ x, and Zλ ≤ z, allows strong output and strong input disposability. In addition, the DEA technology satisfies convexity. In the previous section efficiency indicators were described as distance and quasi-distance functions. In order to estimate the indicators we solve the following linear programming problems:
It is important to note that in problems (37a), (38a), and (38c) that x is taken as given in determining the technology while in problems (37b) x is chosen to minimize costs and in (38b) and (38d) x is chosen to maximize output as long as it satisfies the budget constraint. Based on the linear programming problems presented in (37) and (38) estimates of AE 
An Empirical Example
Data from the U.S. banking industry are used to estimate the measures of input allocative efficiency described in the section above. The data were derived from a random sample of 1000 U.S. banks operating in 1994 taken from the June 1994 Federal Financial Institutions Examination Council Report of Income and Condition (Call Reports) and 921 banks in 1995 that were still in existence and reported complete data on the June 1995 Call Reports. We follow the user cost approach of Hancock [13] and assume that banks produce five outputs using three variable inputs and one fixed input. The bank outputs included the assets of securities investments (y 1 ), real estate loans (y 2 ), commercial and industrial loans (y 3 ), personal loans (y 4 ), and the liability of transaction account deposits (y 5 ). The three variable inputs included labor (x 1 ), physical capital of premises and fixed assets (x 2 ), and non transaction account deposits (x 3 ).
The Call Reports for each year require banks to report expenses on wages and salaries, expenses on premises and fixed assets and interest expenses on deposits. We follow the approach of most bank efficiency studies and construct the various input prices as the ratio of expenses to the quantity of input employed. The price of labor (w 1 ) equals bank salaries and wages divided by the number of full-time employees. The price of capital (w 2 ) equals bank expenses on premises and fixed assets divided by the value of physical capital. The price of non transaction account deposits (w 3 ) equals interest expenses on deposits divided by non transaction account deposits. Following Hughes and Mester [14] , the risk-return tradeoff in banking is accounted for by treating bank equity capital (z 1 ) as a fixed input when solving the sequence of linear programming problems described in equations (29) and (30). Descriptive statistics are provided in Table 2 .
As seen in the table, there is significant variation in the input prices. A problem with our method of measuring efficiency arises if all banks purchase inputs in the same competitive input market If we use the different input price vectors to estimate the cost function, then bank A will have the same cost efficiency and input allocative efficiency as bank B, even though it is less cost efficient. Tone [20] pointed out this problem as a "strange case" of the Farrell cost and input allocative efficiency measures. Instead of the Farrell technical and allocative efficiency measures that we describe in equations (3) and (9), Tone [20] proposes a new method of estimating technical, allocative, and overall cost efficiency, based on spending, rather than actual quantities.
Following Tone, let the spending on input n by firm k be denoted
Once again, letting y represent output, z represent input, and e represent a vector of ones, Tone's cost-based output possibility set is
Tone formulates a technical (spending) efficiency measure for firm o as: 
Finally, Tone's allocative efficiency measure, α * , is estimated as α *
To illustrate Tone's technique, let us return to our example in Table 1 . We again assume that both firms have the input quantities as listed in the table and that firm A 2 still has input prices w 1 = 0.1 and w 2 = 2, but that firm A 1 faces prices w 1 = 0.1 and w 2 = 1. In this case, firm A 1 has overall costs of only 5.4 and is more overall cost efficient than firm A 2 . C(y, w) / wx = 0.78, F i (y, x) = 0.8, and IAE F = 0.97. That firm A 1 has lower actual costs than firm A 2 , but lower cost efficiency and input allocative efficiency are the "strange case" pointed out by Tone. Crucially then, the appeal of Tone's method over the traditional Farrell method of measuring cost and input allocative efficiencies depends on the extent to which firms have control over input prices. If local market conditions, government regulations, or union contracts dictate what input prices must be paid, then Tone's measures are likely to be biased. However, if all firms have the opportunity to choose the same input prices as would be consistent with national or global markets, but sometimes mistakenly or purposely pay too much, Tone's measures of efficiency would be preferred to the traditional Farrell measures, or the quasi-measures that we propose. The reciprocal of the direct output distance function indicates that output could expand by approximately 24% in 1994 and 21% in 1995 if the average bank achieved the output technical efficiency of the best practice bank. The reciprocal of the indirect output distance function indicates that the average bank could expand output approximately 34% in 1994 and 28% in 1995 if it were to reallocate input, holding the overall input budget constant, and achieve the efficiency of the best practice bank. The indirect Farrell input allocative efficiency measure, IAE F , averaged 0.93 in 1994 and increased to 0.95 in 1995. These indirect measures of input allocative efficiency suggest that an optimal reallocation of inputs, holding the budget with which to hire input constant, could result in a 7% expansion of output in 1994 and a 5% expansion of output in 1995.
The direct and indirect quasi-distance functions show a higher level of output expansion in asymmetric directions. For example, in 1994 greater technical efficiency would have allowed securities to be expanded by a factor of 2.30, real estate loans to be expanded by a factor of 1.32, commercial loans to be expanded by a factor of 9.00, personal loans to be expanded by a factor of 7.16, and transaction deposits to be expanded by a factor of 1.38 if the bank achieved greater technical efficiency. The scaling factors for the indirect quasidistance function all indicate a greater asymmetric expansion for each of the five outputs that could be achieved by an optimal reallocation of inputs. Indirect Russell input allocative efficiency, IAE R , averaged 0.92 in both 1994 and 1995. Table 4 we list the Spearman and Pearson (rank) correlation coefficients for the four allocative efficiency measures. The four measures of input allocative efficiency have a positive and significant correlation with one another. We further test for equality among the four measures of input allocative efficiency using an Anova F-test and the non-parametric Wilcoxon and Median tests. The non-parametric tests are rank tests and do not require the efficiency measures to be normally distributed. The test results, presented in Table  5 , reveal a higher level of input allocative efficiency when measured by IAE The test results presented in Table 5 suggest that choice among the four measures of input allocative efficiency makes a difference in gauging the efficiency with which inputs are allocated. The preferred method will, of course, depend on the problem at hand. If researchers are studying agencies within the public sector, such as school districts which face a fixed budget but have discretion over the hiring of inputs, the Russell indirect or Grosskopf et al.'s indirect measures of input allocative efficiency would be preferred. However, if researchers are studying firms that are interested in minimizing costs, either the traditional Farrell method or the Tone method of measuring cost efficiency would be preferred. Comparing the Farrell and Tone methods can offer further insight. As pointed out by Tone, input quantity reduction is needed when F i (y, x) is low, but θ * is high. However, cost reduction is suggested when F i (y, x) is high, but θ * is low.
Recently, there has been renewed interest in the allocation of credit to small businesses. While large corporations have ready access to national and global capital markets, commercial banks tend to provide more than half the credit allocated to small businesses (Sullivan et al. [19] ). Because of information asymmetries, banks which allocate a large share of assets to small business lending usually incur higher monitoring costs to offset the higher risk of lending to small businesses. For our sample, small business lending as a percent of bank assets averaged 4.9% (s =6.1%) in 1994 and 5.6% (s = 6.7%) in 1995. We are interested in finding out what effect the proportion of small business lending has on the three measures of input allocative efficiency. If banks with a higher proportion of small business loans have higher costs, or use larger amounts of labor to monitor small business loans, then it should be reflected in a lower level of input allocative efficiency. Conversely, if a higher proportion of small business lending is part of an overall strategy of risk minimization consistent with portfolio theory, then it might be reflected in greater input allocative efficiency. The effects of small business lending on the efficiency with which banks allocate inputs is therefore an empirical question of some policy importance.
To examine the effects of small business lending (SBL) on allocative efficiency several sub-samples were created and two thresholds of SBL/Assets were examined: banks with SBL/Assets > 5% and banks with SBL/Assets>10%. The Anova F-test and the nonparametric Wilcoxon test and the Median test were used to determine whether banks with SBL/Assets > threshold had the same input allocative efficiency as banks below the threshold. Table 6 presents the results using 5% significance levels. Overall we found very few patterns between SBL/Assets and the various input allocative efficiency measures. In 1994 there was some indication that banks with SBL/Asset ratios greater than 5% had a higher degree of input allocative efficiency for the indirect Farrell measure, IAE To further examine the information content of the four allocative efficiency measures we examined the effects of bank loan write-offs as a percent of equity capital on input allocative efficiency. Some banks may find it cost effective to incur higher monitoring costs for a lower level of loan write-offs. For other banks, the decline in monitoring costs might be more than enough to offset higher loan write-offs. Because of the possibility for these kinds of tradeoffs to occur we test whether banks with a higher level of loan write-offs as a percent of equity exhibit greater or less input allocative efficiency. Bank charges for loan write-offs as a percent of equity averaged 1.1% (s.d.= 2.5%) in both 1994 and 1995. Two thresholds of charges for Loan write-offs/Equity were considered: banks with Loan write-offs/Equity > 1% and banks with Loan write-offs/Equity> 2%. The null hypothesis is that banks with a ratio of charges for loan write-offs to equity greater than the threshold have the same input allocative efficiency as banks below the threshold. The results of the statistical tests (Anova, Kruskal-Wallis, and Median) are presented in Table 7 . In 1994 and 1995, banks with charges for loan write-offs> 1% of equity exhibited greater input allocative efficiency when measured by IAE F and α * (Wilcoxon test) than banks with loan write-offs as a percent of equity below 1%. When the threshold is changed to loan write-offs in excess of 2% of equity, the pattern is the same for IAE * * indicates allocative efficiency for banks with Loan Write-offs/Equity above the threshold is greater than the allocative efficiency for banks with Loan Write-offs/Equity below the threshold.
Conclusions
The traditional Farrell measure of input allocative efficiency in a DEA framework is derived as the ratio of overall cost efficiency to input technical efficiency. Since the solution to the linear programming problem which estimates radial input technical efficiency can be subject to slack in the constraints which define the reference technology, the Farrell measure of input allocative efficiency might be biased. In this paper we derive a new measure of input allocative efficiency, based in Russell measures of output technical efficiency. Our new measure builds on Grosskopf et al.'s [12] measure of input allocative efficiency which was derived by comparing the radial distance between the direct and indirect production possibility sets. Compared to Grosskopf et al.'s radial measure of efficiency our measure is non radial and leaves no slack in the constraints which define the reference technology. In an interesting example, Tone [20] illustrates that the Farrell measure of cost efficiency can also be biased because a firm that chooses input prices that are higher, can have the same cost efficiency as another firm that correctly chose lower input prices.
An empirical examination of the four measures of input allocative efficiency was derived from a random sample of U.S. banks operating in 1994 and 1995. All four measures of input allocative efficiency average above 90% in both years. We found no conclusive evidence that the indirect Farrell measure (Grosskopf et al.'s) and our indirect Russell measure differ. In further empirical tests we found that banks might be accepting higher charges for loan write-offs for reduced monitoring costs.
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