A dynamic programming principle is derived for a discrete time Markov control process taking values in a ÿnite dimensional space, with ergodic cost and partial observations. This uses the embedding of the process into another for which an accessible atom exists and hence a coupling argument can be used. In turn, this is used for deriving a martingale dynamic programming principle for ergodic control of partially observed di usion processes, by 'lifting' appropriate estimates from a discrete time problem associated with it to the continuous time problem.
Introduction
Recently, the author derived the dynamic programming principle for ergodic (or 'average cost') control of ÿnite Markov chains with partial observations (Borkar, 2000a) . This article extends this result ÿrst to a more general state space, viz., a ÿnite dimensional Euclidean space, and then to continuous time di usions for which the statement will be in the framework of the 'martingale approach' of Davis and Varaiya (1973) , Rishel (1970) , and Striebel (1984) . In the ÿrst case, the approach is based on Athreya-Ney-Nummelin construction of pseudo-atoms (Athreya and Ney, 1978; Nummelin, 1978) as described in Meyn and Tweedie (1993, pp. 100-104) , which allows us to adapt the coupling argument of Borkar (2000a) . In the latter case, the derivation is via an embedded discrete control problem. See Bhatt and Borkar (1996) , Borkar (1999) , and Borkar (2000b) for earlier work on this problem.
In the next section, we set up the formalism for the discrete problem. Section 3 follows Borkar (2000a) to derive the dynamic programming principle using a coupling argument, facilitated at this level of generality by the Athreya-Ney-Nummelin construction of pseudo-atoms. Section 4 introduces the continuous time problem. Section 5 introduces an embedded discrete time problem that goes with it and uses it to derive the martingale dynamic programming principle for the continuous problem.
The discrete problem
Let S; W; U denote Polish spaces representing, resp., the state, observation and control spaces, with the additional restrictions that S be a ÿnite dimensional Euclidean space and U compact. We shall denote by P(· · ·) the Polish space of probability measures on '· · ·' with the Prohorov topology (Borkar, 1995, Chapter 2) . Let {X n } be an S-valued controlled Markov chain with associated U -valued control process {Z n } and W -valued observation process {Y n }. The controlled transition kernel is given by the map (x; u) ∈ S × U → p(x; u; d z; dy) ∈ P(S × W ); assumed to be continuous. Let denote the Lebesgue measure on S. We assume the existence of Á ∈ P(W ) and ' ∈ C b (S × U × S × W ) such that p(x; u; d z; dy) = '(x; u; z; y) (d z)Á(dy), with '(·) ¿ 0. Thus, P(X n+1 ∈ A; Y n+1 ∈ A =X m ; Z m ; Y m ; m 6 n) = A A '(X n ; Z n ; z; y) (d z)Á(dy) (1) for Borel A ⊂ S; A ⊂ W . Call {Z n } strict sense admissible if it is adapted to (Y m ; m 6 n); n ¿ 0. The ergodic control problem under partial observations in its original form is to minimize over all such {Z n } the 'ergodic cost' lim sup 
for a prescribed k ∈ C b (S × U ). Deÿne k ∈ C b (P(S); U ) by k( ; u) = k(x; u) (d x); ∈ P(S); u ∈ U . Then, 
where n is the regular conditional law of X n given (Y m ; Z m ; m 6 n); n ¿ 0. Standard Bayes arguments show that { n } is given recursively by the nonlinear ÿlter
This allows one to consider the equivalent complete observations ergodic control problem, the so-called 'separated' control problem of controlling the P(S)-valued controlled Markov process { n } evolving according to (4), over strict sense admissible {Z n }, so as to minimize the ergodic cost (3).
For later technical convenience, we assume that Y 0 is deterministic, so that 0 = the law of X 0 . This causes no loss of generality, as we can always condition on Y 0 a priori.
Following Borkar (1993) , we may exhibit {X n } as a noise-driven dynamical system X n+1 = F(X n ; Z n ; n+1 ); n¿ 0;
where
(This may require an augmentation of the underlying probability space (Borkar, 1993) .)
We shall now reproduce in law these processes on a more convenient probability space, the so-called 'canonical' space. Thus, let 
Let ' n denote the Lebesgue measure on [0; 1] n and Á n the product measure Á×Á×· · ·×Á (n times) for n ¿ 1. Deÿne a probability measure P 0 on ( ; F) by:
Deÿne { n ; Z n ; Y n }; X 0 canonically on ( ; F; P 0 ) by n ((u; v; w; x)) = u n ; Z n ((u; v; w; x)) = v n ;
Y n ((u; v; w; x)) = w n ; X 0 ((u; v; w; x)) = x for n ¿ 0. Then under P 0 ,
• ({ n }; {Y n }; X 0 ) are an independent family, and, • {Z n } is speciÿed by (6).
Deÿne {X n } recursively by (5). By construction, it is a controlled Markov chain satisfying P(X n+1 ∈ A=X m ; Z m ; m 6 n) = A '(X n ; Z n ; z) (d z);
where '(x; u; z) = '(x; u; z; y)Á(dy). For n ¿ 0, let F n = (X m ; Z m ; Y m ; m ; m 6 n) and let P 0n be the restriction of P 0 to ( ; F n ) for n ¿ 0. Deÿne a new probability measure P on ( ; F) as follows. If P n denotes its restriction to ( ; F n ), then P n P 0n with n , dP n dP 0n = n−1 m=0 '(X m ; Z m ; X m+1 ; Y m+1 ) '(X m ; Z m ; X m+1 ) ; n¿ 0:
It is easily veriÿed that ( n ; F n ) is a nonnegative martingale with mean 1 and therefore the above deÿnes in a consistent and unique manner a probability measure P on ( ; n F n ). Since F = n F n by construction, we are through. Furthermore, under P, {X n ; Y n ; Z n ; n } have the same joint law as the corresponding processes we started with. This construction permits us to deÿne wide sense admissible controls as in Fleming and Pardoux (1982) . Intuitively, this relaxation allows for controls that incorporate extraneous randomness which does not, however, use any information that it should not. Formally, {Z n } is said to be a wide sense admissible control if for each n, (Z m ; Y m ; m 6 n) is independent of { m }, X 0 ; {Y m ; m ¿ n} under P 0 . This includes in particular strict sense admissible controls. See Fleming and Pardoux (1982) for a full justiÿcation of this relaxation, which carries over in toto to the present framework. Our 'relaxed' partially observed control problem then is to minimize (3) over all wide sense admissible {Z n }. Under P 0 , the laws of X 0 ; { n }; {Y n } are ÿxed and {X n } gets speciÿed by (5) once {Z n } is. Thus, the above framework is speciÿed in law by specifying the regular conditional law of {Z n } given {Y n }, or equivalently, the joint law of ({Z n }; {Y n }) where the marginal for {Y n } remains ÿxed. Thus we may refer to either of these as the wide sense admissible control. Denote by the set of all wide sense admissible controls, with a typical element denoted by {Z n } by abuse of notation.
We shall also make the following stability assumption: There exist functions h; V ∈ C(S) satisfying h ¿ 1; lim x →∞ h(x) = lim x →∞ V(x) = ∞, such that under any wide sense admissible {Z n },
where C ¿ 0 and B = {x ∈ S : x 6 R} for some R ¿ 0. Then B is compact nonempty, with (B) ¿ 0. Let B = min{n ¿ 0 : X n ∈ B} (= ∞ if the r.h.s. is empty). Then it is well known that
(See, e.g., Meyn and Tweedie, 1993, Chapter 14, p. 338.) In particular, it is ÿnite everywhere. With an eye on later developments, we deÿne
Note that this will be a proper subset of P(S). Furthermore, by (8),
+ a constant, whence it follows that 0 ∈ P 0 (S) ⇒ n ∈ P 0 (S) ∀ n, a.s. Thus we may suppose that 0 ∈ P 0 (S) and view { n } as a process in P 0 (S). We shall further assume: ( †) Under all wide sense admissible controls,
The vanishing discount limit
In preparation for the vanishing discount argument to be used later, we introduce the family of discounted cost problems indexed by the discount factor ¿ 0, wherein one seeks to minimize over all wide sense admissible {Z n } the discounted cost
The associated value function
then satisÿes the dynamic programming equation (HernÃ andez-Lerma and Lasserre, 1999)
is the controlled transition kernel of the P 0 (S)-valued controlled Markov chain { n }. From our hypotheses on p(·), it is easily veriÿed that (·; ·; d ) is a continuous map. Furthermore, if v( ) attains the minimum on the r.h.s. for some measurable v : P(S) → U , then Z n = v( n ); n ¿ 0, deÿnes an optimal control and conversely, if {Z n } is optimal, then Z n attains the minimum on the r.h.s., a.s. with respect to the law of n . The existence of a v(·) as above is guaranteed by a standard measurable selection theorem (Wagner, 1977) . See HernÃ andez-Lerma and Lasserre (1996) for a detailed account of these developments. We shall need to compare V (·) for two di erent values of its argument. With this in mind, we construct on a common probability space two S-valued Markov chains as above with a common control process {Z n } ∈ , but di erent initial laws, say˜ andˆ . This is done by a small modiÿcation of the construction of the previous section. Note that the speciÿcation of {Z n } ∈ for initial law˜ entails the speciÿcation of its joint law with {Y n } under P 0 , assumed to satisfy the independence or conditional independence conditions stipulated in the deÿnition of wide sense admissible controls. Denote this joint law by (dy
with F = the corresponding product -ÿeld and P 0 the probability measure on ( ; F) deÿned by
On ( ; F; P 0 ), deÿne processes {˜ n }, {ˆ n }, {Z n }, {Ỹ n }, {Ŷ n }, and random variables X 0 ,X 0 canonically as follows:
X n+1 = F(X n ; Z n ;˜ n+1 ); X n+1 = F(X n ; Z n ;ˆ n+1 )
for n ¿ 0. Let n = (X m ;X m ;Ŷ m ;Ỹ m ;ˆ m ;˜ m ; Z m ; m 6 n). Then F = n n . Deÿne a new probability measure P on ( ; F) as follows: If P n ; P 0n are the restrictions of P; P 0 , resp., to ( ; n ), then P n P 0n with
n ¿ 0. Then the controlled Markov chains {X n }, {X n } deÿned on ( ; F; P) form the desired pair in so far as their initial laws are, resp.,˜ ;ˆ , and they are governed by a "common" {Z n } which is wide sense admissible for both. A rigorous justiÿcation is given in Lemma 3.1 of Borkar (2000a) . For later use, we also introduce the notation
What the foregoing achieves is to identify each wide sense control for˜ with one forˆ . This identiÿcation may be many-one. We next combine this with the AthreyaNey-Nummelin construction. For this, note that { X n } is an H , S 2 -valued controlled Markov chain with U -valued control {Z n } and W 2 -valued observation process { Y n }. Let the controlled transition kernel be denoted by p(x; u;
which is the 'minorization condition' of Meyn and Tweedie (1993, p. 102) in our context. This allows us to adapt the Athreya-Ney-Nummelin construction from Meyn and Tweedie (1993, pp. 102-105) , as described next. Let H * =H ×{0; 1}, endowed with its Borel -ÿeld. For any measure on H , deÿne a measure * on H * as follows:
(A similar notation will be followed, in what follows, with other sets in place of A.)
Note that * (A 0 ∪ A 1 ) = (A) and for A ⊂ G c , * (A 0 ) = (A). For a measure on H × W 2 , on the other hand, we deÿne the measure
Also, for a measurable map f : n ; x 2 n ); u 1 ; : : : ; u n ): On a convenient (e.g., 'canonical') probability space ( * ; F * ; P * ), deÿne an H * -valued controlled Markov chain {X * n ; i * n } (where X * n =(X * n ;X * n )) with U -valued control process {Z * n } and W 2 -valued observation process {Y * n }, so that:
• the controlled transition kernel of {X *
• with
for n ¿ 1.
Lemma 3.1. G 1 is an accessible atom of {X * n ; i * n } in the sense of Meyn and Tweedie (1993, p. 100) .
This follows as in Meyn and Tweedie (1993, pp. 104-105) .
Lemma 3.2. For any Borel
Proof. The proof is by induction on n. The case n = 0 is included in our construction explicitly. Suppose the claim holds for some n ¿ 0. From our deÿnition of q(·), it follows exactly as in Theorem 5.1.3, Meyn and Tweedie (1993, p. 104) , that
Multiply the l.h.s. (resp., r.h.s.) of (12) by the l.h.s. (resp., r.h.s.) of the above. Taking expectations and using the induction hypothesis,
The induction step is then completed using our speciÿcation above of the regular conditional law of Z *
Proof. Deÿne V(x 1 ; x 2 ; i) , V(x 1 ) + V(x 2 ) and h(x 1 ; x 2 ; i) , h(x 1 ) + h(x 2 ) for x 1 ; x 2 ∈ S; i ∈ {0; 1}. From (8), it then follows that
for a suitable constant C * . It follows that a stochastic Liapunov condition similar to (8) holds for the chain (X * n ; i * n ) with V; h + a suitable constant, replacing V; h, resp. The claim then is the counterpart of (9) and follows by standard arguments as in Theorem 14.2.3 of Meyn and Tweedie (1993, p. 338) .
From now on we largely mimick the arguments of Borkar (2000a) .
Proof. Without loss of generality, let V (˜ ) ¿ V (ˆ ), the other case being handled by a symmetric argument. Let {Ẑ n } be an optimal wide sense admissible process for initial lawˆ . (The existence of this is established in Borkar, 1989, Section V.3.) Then
where in order to interpret the r.h.s., we use the above construction of processes with a common control process but di erent initial laws. Letk(x 1 ; x 2 ; z) = k(x 1 ; z) − k(x 2 ; z). Then
where the last step follows from the fact thatX * +m ;X * +m for m ¿ 1 have the same law conditioned on * and thus
by the preceding lemma, for a suitable constantK. The claim follows.
Fix
* ∈ P 0 (S) and deÿne V ( ) = V ( ) − V ( * ). From (10), we have
It is easy to see that (1 − )V ( * ) is bounded. Thus, we can ÿnd (n) → 1 such
Proof. Letting n → ∞ in the above equation along = (n), we havê
The claim follows.
Similarly we have:
Lemma 3.6.Ṽ satisÿes
Proof. As above, we havẽ
where u n is the minimizer on the r.h.s. of the ÿrst equation. Fix . By dropping to a subsequence if necessary, we may suppose that V (n) ( ) →Ṽ ( ) and u n → u * in U . By the preceding lemma | V ( )| 6 K 1 (1 + V d ), ∈ P 0 (S). Thus, by Lemma 8.3.7 of HernÃ andez-Lerma and Lasserre (1999, pp. 48-49) , the last expression above is bounded from below by
We also have:
Lemma 3.7. is the optimal cost for the separated ergodic control problem, for all 0 .
Proof. From (13), we have, under any wide sense admissible control {Z n },
Therefore,
Then by ( †),
Next, let Z n =v( n ); n ¿ 0, where v : P 0 (S) → U is such that v( ) attains the minimum on the r.h.s. of (14). (This is always possible by a standard measurable selection theorem (Wagner, 1977) .) Argue as above to obtain, under this choice of control,
Together with (15), this implies the result, along with the fact that the lim sup in (16) is, in fact, a limit and Z n = v( n ); n ¿ 0, is an optimal control process.
We summarize the above observations as the following 'dynamic programming principle': Theorem 3.1. There existV ;Ṽ : P 0 (S) → R such that (13) and (14) hold and Z n = v( n ); n ¿ 0; for v(·) as above, is optimal. Conversely, if ( n ; Z n = v( n )); n ¿ 0; for some measurable v(·) is a stationary optimal solution with the law of n = , then a.s. with respect to , equality holds in (13) and v( ) attains the minimum on the r.h.s. of (13). Furthermore, (16) holds with equality and with 'lim' in place of 'lim sup'.
Proof. The ÿrst claim is already contained in the foregoing. The second and third claims follow by standard arguments as in, e.g., the proof of Theorem 4.2 of Borkar (2000a) . .
The continuous time problem
In this section, we start afresh with notation. Thus, let X (·)=[X 1 (·); : : : ; X d (·)] T be an R d -valued controlled di usion controlled by a U -valued (U a compact metric space) control process Z(·), with an associated R r -valued observation process Y (·), deÿned on a probability space ( ; F; P) and described by the stochastic di erential equations
where:
is bounded continuous and Lipschitz in its ÿrst argument uniformly w.r.t. the second,
d×d is bounded Lipschitz with the least eigenvalue of (·) (·) T uniformly bounded away from zero,
• X 0 has a prescribed law 0 ∈ P(R d ), • B 1 (·); B 2 (·) are independent, resp., d-and r-dimensional standard Brownian motions such that (B 1 (·); B 2 (·); X 0 ) are independent, • Z(·) is a U -valued control process adapted to the ÿltration (Y (s); s 6 t); t ¿ 0, • h : R d → R r is bounded continuous and twice continuously di erentiable with bounded ÿrst and second partial derivatives.
We call such a Z(·) a strict sense admissible control. Let F t = the right-continuous completion of (X (s); Y (s); Z(s); B 1 (s); B 2 (s); s 6 t) for t ¿ 0. W.l.o.g., let F = t F t . Let P 0 be a probability measure on ( ; F) deÿned as follows: If P t (resp., P 0t ) denotes the restriction of P (resp., P 0 ) to F t for t ¿ 0, then P t P 0t with
By Novikov's criterion (Ikeda and Watanabe, 1981, p. 142) , this is a nonnegative martingale with mean one and therefore a legal family of Radon-Nikodym derivatives. By Girsanov's theorem (Ikeda and Watanabe, 1981, p. 178) , it follows that under P 0 , Y (·) is a Brownian motion independent of (B 1 (·); X 0 ). Following Fleming and Pardoux (1982) , we call Z(·) wide sense admissible if under P 0 , for any t ¿ 0,
is independent of {B 1 (·); X 0 ; Y (s); Z(s); s 6 t}. This is a larger class of control processes and subsumes the class of strict sense admissible controls introduced above. As in Fleming and Pardoux (1982) and much of the subsequent literature on control of partially observed di usions, we shall work with wide sense admissible controls, referring the reader to Fleming and Pardoux (1982) for justiÿcation. Our aim then will be to minimize over all wide sense admissible controls the ergodic cost lim sup
for a prescribed k ∈ C b (R d × U ). We make two further qualiÿcations to the above formulation. The ÿrst is that we shall be using the relaxed control framework. That is, we suppose that U = P(Ũ ) for a compact Polish spaceŨ and m i (·; ·); k(·; ·) are of the form
for x ∈ R d ; u ∈ U , where m i ; k : R d × U → R are bounded continuous, with the m i 's Lipschitz in the ÿrst argument uniformly w.r.t. the second. The second qualiÿcation is that we shall be using the weak formulation of this problem, i.e., we do not work with a ÿxed probability space, but consider the optimization problem over all probability spaces supporting the processes that ÿt the above description. For a deÿnition and elaboration of this idea, see Borkar (1989, Chapter I) .
As in Fleming and Pardoux (1982) , we consider the equivalent 'separated control problem' of controlling the P(R d )-valued controlled Markov process { t } of regular conditional laws of X (t) given the right-continuous completions of (Y (s); Z(s); s 6 t); for t ¿ 0. Letting (f) denote f d for bounded measurable f : R d → R and ∈ P(R d ), the evolution of { t } is given by the Fujisaki-Kallianpur-Kunita equations (Borkar, 1989) 
= the space of bounded twice continuously di erentiable maps R d → R with bounded ÿrst and second partial derivatives), • the operator L is deÿned by
• the 'innovations process'Ŷ (t) = Y (t) − t 0 s (h) ds is an r-dimensional standard Brownian motion under P, independent of (X 0 ; B 1 (·)).
See Borkar (1989, Chapter V) , for well-posedness issues concerning (20). Our di erentiability conditions on h(·) play an important role here. Cost (19) is equivalently written as lim sup
The stochastic Liapunov condition we assume in the continuous time case can be stated as follows:
for C; B as before.
Arguing as in the discrete case, we have for t ¿ s,
s. for all t ¿ 0. We also assume that, under any wide sense admissible control,
As before, we shall adopt the 'vanishing discount' argument. Thus we introduce the discounted cost under a wide sense admissible {Z(·)} and initial law 0 to be
where ¿ 0 is the discount factor and the law of X (0) is 0 . Deÿne the associated value function
where the inÿmum is over all wide sense admissible controls.
Theorem 4.1. For any t ¿ 0,
where the inÿmum is over all wide sense admissible controls on [0; t].
Corollary 4.1. V ( t ) − t 0 e − s s (k(·; Z(s))) ds; t ¿ 0, is a submartingale under any wide sense admissible {Z(·)} and is a martingale if and only if ( t ; Z(t)) is an optimal pair.
These are immediate from Borkar (1989, Theorem 2.3, p. 120) . Once again, we need to compare V (·) for two di erent values of its arguments, whence we need to construct on a common probability space two processes with a common control process, but with di erent initial laws (say,ˆ and˜ ). This proceeds exactly along the lines of the discrete case and has been introduced already in Borkar (1999) . We shall brie y sketch the details.
Let U denote the space of measurable maps (·) : [0; ∞) → U , with the coarsest topology that renders continuous the maps (
. This is known to be compact Polish. Let˜ ⊂ P(C([0; ∞); R r ) × U) be deÿned as the set of laws of (Y (t); Z(t)); t ∈ [0; ∞), where Y (·) is a standard Brownian motion in R r and for each t ∈ [0; ∞), Y (t + ·) − Y (t) is independent of {Y (s); Z(s); s 6 t}. Since the marginal of Y (·) is ÿxed and U compact,˜ is tight, hence relatively compact by Prohorov's theorem. Since independence is preserved under weak convergence of probability measures, it follows that it is also closed, hence compact. Note that a wide sense admissible control on [0; ∞) may be identiÿed with an element of˜ and vice versa. Let ∈˜ .
with the product Borel -ÿeld G. Let Ä d (resp., Ä r ) denote the law of d-dimensional (resp., r-dimensional) standard Brownian motion. On ( ; G), deÿne a probability measure P 0 by
Deÿne on ( ; G; P 0 ) the -valued random variable (B(·);B(·);Ŷ (·); Z(·);Ỹ (·);X 0 ;X 0 ) canonically. DeÿneX (·) (resp.,X (·)) by (17) withX 0 ;B(·) (resp.,X 0 ;B(·)) in place of X 0 ; B 1 (·). Change the probability measure on ( ; G) to P as follows: If P 0t (resp., P t ) are restrictions of P 0 (resp., P) to ((b 1 (s); b 2 (s); y 1 (s); z(s); y 2 (s); x 0 ; x 0 ); s 6 t)
for (b 1 (·); b 2 (·); y 1 (·); z(·); y 2 (·); x 0 ; x 0 ) ∈ , t ¿ 0, then P t P 0t with
Then on ( ; G; P),X (·);X (·) are processes governed by a common wide sense admissible control Z(·). (In Borkar (1999) , one hadB(·) =B(·). This is not necessary in the present approach.) With this construction in place, we have, exactly as in the discrete case and in Borkar (1999) ,
where the inÿmum is over all wide sense admissible controls {Z(·)}. To show that this remains bounded as → 0, we need to adapt the arguments of the discrete case, which we do via an embedded discrete time problem described next.
The embedded problem
Our embedded discrete time process will simply be X (n); n ¿ 0. To exhibit this as a controlled Markov process in S = R d that ÿts the description of Sections 2 and 3, we start with some preliminaries. Letˆ ⊂ P(C([0; 1]; R r ) × U) be deÿned as the set of laws of (Y (t); Z(t)); t ∈ [0; 1], where Y (·) is a standard Brownian motion in R r and for each t ∈ [0; 1], Y (t + ·) − Y (t) is independent of {Y (s); Z(s); s 6 t}. As before, a wide sense admissible control on [0; 1] may be identiÿed with an element ofˆ and vice versa.ˆ will then serve as the compact metric control space for our process {X (n)}, the compactness being established as above. (See also Borkar, 1989, Section V.3 .) The controlled transition kernel (x; u) ∈ R d ×ˆ →p(x; u; dy) ∈ P(R d ) is given by:p(x; u; dy) is the law of X (1) when X (0) = x and the wide sense admissible control u is used on [0; 1]. Deÿne, for x ∈ R d ; u ∈ˆ ,
whereZ(·) is the actual realization of u. Then taking the control sequence u n , (Z(n + t); t ∈ [0; 1]) and running cost function k (·; ·) ,k (·; ·), for the discrete time problem of Sections 2 and 3, we have
where the r.h.s. is in the sense of Sections 2 and 3.
Lemma 5.1. The mapsp(·; ·; dy) andk · (·; ·) are continuous. Furthermore,p(x; u; dy) has a strictly positive, continuous density w.r.t. the Lebesgue measure, which is bounded from above and below by expressions of the form c 1 exp(−c 2 y − x 2 ) for suitable constants c 1 ; c 2 ¿ 0.
Proof. The ÿrst claim follows from the fact that the law of X (·) varies continuously with (x; u). For ÿxed x, the continuous dependence on u is proved in Borkar (1989, Section V.3, pp. 122-132) . (This is, in fact, the standard proof for existence of optimal wide sense admissible controls for the ÿnite horizon problem.) The joint continuity in (x; u) requires only a minor modiÿcation of that argument. The second claim would follow for the special case of Z(t) = v(X (t); t); t ¿ 0; (v(·; ·) : R d × [0; ∞) → U measurable) from standard p.d.e. theory for nondegenerate linear parabolic equations (see, e.g., Ladyzenskaja et al., 1968) , the Gaussian bounds from above and below being from Aronson (1967) . The general case is reduced to this by the results of Borkar (1986) and Gy'ongi (1986) which show that the one-dimensional marginals of X (·) as above can be mimicked by those of another process X (·) also governed by (17), but with Z(·) replaced by v(X (·); ·) for a suitable measurable map v.
Note that the latter part of this claim allows us to verify the minorization condition (11) in this case.
Lemma 5.2. lim x →∞ĝ (x) = ∞:
Proof. From the developments of Borkar (1989, Section V. 3), we know that the inf in the deÿnition ofĝ(x) is in fact a minimum. Thus, let x n → ∞ and let X n (·); Z n (·) be such that X n (0) = x n , Z n (·) is wide sense admissible, andĝ(x n ) = E[ 1 0 g(X n (s)) ds]. Standard moment criteria (e.g., Billingsley, 1968, p. 95) show that the laws of X n (·) − x n ; n ¿ 1, remain tight and therefore relatively compact in P(C([0; 1]; R d )). Let X n(k) (·) − x n(k) converge in law. By Skorohod's theorem (Borkar, 1995, p. 22) , there exist processes X k (·) that agree with X n(k) (·) − x n(k) in law for k ¿ 1, and converge in C([0; 1]; R d ) a.s. Then X k (·) + x n(k) → ∞ a.s., leading to E 1 0 g( X k (s) + x n(k) ) ds =ĝ(x n(k) ) → ∞:
By (22) and the Ito formula, E[V(X (n + 1))=F n ] − V(X (n)) 6 −ĝ(X (n)) + C; n ¿ 1:
Thus, V serves as a Liapunov function for X (n); n ¿ 1, just as it did in Sections 2 and 3. In view of the above observations and (26), we may argue as in Section 3 to conclude that V (·) , V (·) − V ( * ) remains bounded as → 0. Let (n) ↓ 0 be a sequence such that (n)V (n) ( * ) → for some ∈ R. (This is possible because V ( * ) remains bounded as → 0, as can be easily veriÿed.) LetV (·) = lim sup n→∞ V (n) (·), V (·)=lim inf n→∞ V (n) (·). Then, subtracting V ( * ) from both sides of (24) and taking lim sup, resp. lim inf on both sides, we have the following counterparts of (13) 
the inÿmum in each case being over wide sense admissible controls. Arguing exactly as in the discrete case, we then have:
Theorem 5.1. There existV (·);Ṽ (·) : P 0 (R d ) → R and ∈ R such that (27) and (28) hold for all t ¿ 0 and is the optimal cost. Furthermore, if the pair ( t ; Z(t)) is such thatṼ ( t ) + t 0 ( s (k(·; Z(s))) − ) ds; t ¿ 0, is an {F t }-supermartingale, then it is optimal. Conversely, if ( t ; Z(t)) is a stationary optimal pair, then the procesŝ V ( t ) + t 0 ( s (k(·; Z(s))) − ) ds; t ¿ 0; is an {F t }-martingale.
This follows exactly as in the discrete case. It may be noted that existence of a stationary pair as above is established in Bhatt and Borkar (1996) .
