The reflected Brownian motion is being used in areas such as physiology, electrochemistry and nuclear magnetic resonance. We study the first passage time problem of this process which is relevant in applications; specifically, we find a Volterra integral equation for the distribution of the first time that a reflected Brownian motion reaches a non-decreasing barrier. Additionally, we make mention of how a numerical procedure can be used to handle the integral equation.
Introduction
The reflected Brownian motion has received a considerable amount of attention due to its capacity to model several real phenomena in physics, biology and chemistry; the reader can refer to Grebenkov [12] where it is mentioned several applications. It is known that this model is very suitable for modeling the interaction between a particle diffusing in a medium and an interface, where the particle may suffer a "reflection" (see for example [12, 18] ). First passage time problems are important in these kind of applications (see for instance Levitz et al. [18] ), which motivates us to study the distribution of the time when the process surpasses a increasing varying level/barrier, i.e. the time when the particle interacting with the interface reaches a specific level [3] How to use the class file cupaus.cls 3
The following cases are known (refer to [11, [14] [15] [16] 23] ). If f (t) = a for all t ≥ 0, the density ϕ a (s) of T f is given by ϕ a (s) = a √ 2πs 3 exp − a 2 2s , s ≥ 0.
If f (t) = ct + a, with a > 0, the density becomes 
.
Thus, the density is given by the inverse function. In this paper, we shall work with a more general form: 
2) where ss (u,v) 
Furthermore, the expected value of T is ([23, Exercise 2.3.11])
We denote by ϕ
Integral equation
When the functions f and g in (1.2) are non-decreasing, T is said to be the first time that B exits the "horn-shape" {(−g(t), f (t)), t ≥ 0}. In this section, we shall derive an integral equation to compute the distribution of the first time a BM leaves a region determined by reflective barriers, that is, when g = f . First we need some notation.
Notation Let f and g be two positive functions
• We denote by T f the first time a BM hits f , and with T −g when it hits −g. The notation is the same when f and g are constants, namely T b or T −a .
• We denote by T f −g (x) the first time a BM starting at x hits f or −g, where •
Notice that if the barriers are constants, the distribution is known, and the density is given by ϕ (−a,b) x (u) in (2.2). For example, if we fix t and s, then ϕ (−g(t), f (s)) x (u) denotes the density of the first time a BM hits either of the fixed points −g(t) or f (s) (the functions evaluated at specific nodes t and s).
Methodology
As part of the technique, we shall take approximations of the barrier. So, given a function f , we consider a partition of the time domain [0, t], namely Π n := {0 = t 0,n < t 1,n < · · · < t n,n = t} then the approximating barrier is
where I is the indicator function. We take the partitions such that Π m ⊂ Π n for m < n, and
We have that Proposition 3.
For any pair of non-decreasing functions f and g on R
where, f n and g n are the approximations as in (3.1) on the same partitions {Π n , n = 1, 2, . . .}.
Proof. By construction f n (s) ≤ f (s) and g n (s) ≤ g(s) for all s, thus, the sequence P T f n −g n < t , n = 1, 2, . . . is decreasing, and is bounded from below by P(T < t). Since we have
the convergence holds.
Exploiting well known properties of the BM, in the following result we obtain an integral equation of Volterra type for the exit time distribution. We use similar argumentation as in [10] or [13] . 
where function ϕ (a,b)
x (u) is given by (2.2) . [5] How to use the class file cupaus.cls 5
Proof. Consider an approximation { f n , n = 1, 2, . . .} for f as in (3.1). We note
(·), and for simplicity we only write
The proof is divided into three parts. Part 1. We analyze the right hand side of identity (3.3). For notational convenience,
Then for each term we observe that
Part 2. The first part of the right hand side of (3.4) can be obtained from (2.2) by integrating on the interval [t i−1,n , t i,n ). So, it reads as follows
By the Mean Value Theorem for integrals (consult for instance [2] ) the previous equation becomes
for some value t * i,n ∈ [t i−1,n , t i,n ). Thus, in Equation (3.3) we actually have a Riemann sum which converges to the desired quantity:
Hence, the second element of Equation (3.2) is obtained.
Part 3. For the last term in (3.4), we have the following analysis,
Now, we analyze the quantities involved in the sums. We know that
By the symmetry of the BM, the probabilities are equal:
On the other hand, for each integral in the sums, let u ∈ [t k−1,n , t k,n ) with k ≤ i − 1. From the regenerative properties of the BM we have that
(for this last step, the assumption of non-decreasing barriers is important) then, after a change of variable and applying the Mean Value Theorem for integrals for each k = 1, 2, . . . , i − 1 the probability (3.7) becomes
for some t * k,i,n ∈ [t i−1,n , t i,n ), and k < i − 1 and i = 1, 2, . . . , n. Furthermore, for the last sums at (3.5), due to the symmetry of the BM we have that
So, using also (3.6) and (3.8), probability (3.5) ends up being
Substitution in equations (3.4) and (3.3) yields
Upon applying again the Mean Value Theorem, there are t * i,k,n ∈ [t k−1,n , t k,n ) for each i < n, such that sum (3.10) equals
(3.11) [7] How to use the class file cupaus.cls 7 Equation (3.11) represents a Riemann-Stieltjes sum of a continuous function. Thus, when n → ∞ we obtain the limit
which finally yields the last part of equation (3.2). This concludes the proof.
Equations for the density
In the previous section, Theorem 3.2 stated an integral equation for the distribution of T , the first exit time. There are results on first passage time requiring additional conditions in order to derive an integral equation for the density. In [10, 22, 24] the barrier needs to be differentiable. In our case, we can readily see in Equation (3.2) that Φ is differentiable, and thus we are able to obtain an integral equation for the density.
Corollary 4.1. Under conditions of Theorem 3.2, we have that the density of T , which
we denote by ϕ, satisfies the integral equation
where function ϕ 
Another expression for the exit time density
From the proof of Theorem 3.2, we can see that it is possible to modify slightly the integral equation. Recall notation T f −g (x); when looking at Equation (3.7), one also has
Finally, it is written as
The idea is to consider a BM starting at f (t k−1,n ), rather than at 0, as it was originally done in (3.7).
The change gives a new expression for the integral equation, namely
Numerical solutions
We now exploit a numerical procedure to solve (4.1). A numerical algorithm based on a recursive formulae is quite straight forward to implement; we summarize it in a brief manner (the interested reader can refer to [17] ). We want to solve the Volterra integral equation
where G and K are known functions, this last one is usually called the kernel. It is called of the second kind because function G is not naught; the fact that G is not zero is important for the method to work. Suppose that we want to obtain an approximation of F in the interval [0, r], and we divide it into N equally spaced subinterval of size h. This means that we have N + 1 nodes {t 0 , t 1 , . . . , t N } such that t n+1 − t n = h, n = 0, 1, . . . , N − 1, with t 0 = 0. We denote by {F 1 , . . . , F N } the approximation of f at the nodes {t 1 , . . . , t N }. The following recursive formula can be used
for n = 0, . . . , N − 1. Notice that 
Conclusion
We studied the first exit time distribution of a reflected Brownian motion. We have found a Volterra integral equation for the density. The main result is derived from approximating the barriers by step functions and carrying a careful analysis of the paths.
The solution of the integral equations does not seem a trivial task, however, it was shown how tractability is feasible using numerical methods.
We briefly mention other possible direction to take:
• One may be willing to extend the result to the case of non-symmetric barriers, where the main technical difficulty is the non-symmetrical probabilities in (3.6).
• It remains open the problem of solving explicitly the integral equation. • There is an interesting relation between the maximum and the reflected Brownian motion. Let M be the maximum of the Brownian motion, that is, M t = max(B s , s ≤ t). It is known the two processes 
