We consider the process of photon decay in quantum electrodynamics with a CPTviolating Chern-Simons-like term added to the action. For a simplified model with only the quadratic Maxwell and Chern-Simons terms and the quartic Euler-Heisenberg term, we obtain a nonvanishing probability for the decay of a particular photon state into three others.
Introduction
The propagation of light in Maxwell theory with an extra CPT-violating Lorentz-noninvariant Chern-Simons-like term in the action has been studied both classically [1] and quantum mechanically [2] . The Maxwell term and the Chern-Simons-like term are both quadratic in the photon field. But further higher-order photonic terms could lead to new effects, such as the possibility of having photon decay [2] . (See also Ref. [3] for a discussion of the decay of a massive Dirac fermion in theories with spontaneous Lorentz and CPT violation.)
The goal of this paper is to study the process of photon decay in some detail. In order to concentrate on the essentials, we keep the theory as simple as possible. In fact, the theory we start from is just quantum electrodynamicsthe theory of photons, electrons and positrons (see, e.g., Ref. [4] ). It is, of course, known that the quantum effects of the electron-positron field lead to a quartic coupling of photons (giving, e.g., light-by-light scattering), which is described by the quartic part of the so-called Euler-Heisenberg Lagrangian [5] . The model considered in this paper has only the Maxwell and quartic Euler-Heisenberg terms, together with a hypothetical spacelike Chern-Simons-like term which breaks Lorentz and CPT invariance. For the moment, the precise origin of this Chern-Simons-like term can be left open, but at least one possible mechanism has been identified. (See Refs. [6, 7] for details on this CPT anomaly and Ref. [8] for a review.)
The outline of our paper is as follows. The model is presented in Section 2, together with some basic facts on the polarization modes of the "photons." The Lorentz noninvariance of the model allows for photon decay and the kinematics is discussed in Section 3. (Some technical details are relegated to Appendix A). The matrix element for a particular decay channel is then given in Section 4 and the corresponding partial decay width for a photon at rest in Section 5. (Numerical results for the phase space integral are presented in Appendix B). For this particular case, there is, in principle, one other decay channel available, but it does not contribute as shown in Section 6 with details relegated to Appendix C. In Section 7, finally, the total decay rate of the particular photon state at rest is given. The corresponding mean life time is expected to be large but finite.
Model
The Lagrangian density of the model considered in this paper is
where the free part L 0 consists of the usual Maxwell term and a Chern-Simonslike term [1, 2] ,
Our conventions are (g µν ) = diag(1, −1, −1, −1) and ǫ 0123 = 1, together with = c = 1. The Chern-Simons-like term in Eq. (2.2) has a mass parameter m. (Experimentally, there are very tight constraints [1, 9] on this mass, m ∼ < 10 −33 eV, as will be discussed further in Section 7.) The Chern-Simons-like term contains, in addition, a purely spatial "four-vector" η µ = (0,η), in terms of a "threevector"η of unit length |η| 2 = 1. Here, η µ is fixed once and for all, hence the quotation marks. Note that the condition of having a purely spatial η µ effectively selects a preferred inertial frame; cf. Ref. [3] .
In the following, we will also write the Maxwell field strength F µν ≡ ∂ µ A ν − ∂ ν A µ in terms of the electric and magnetic fields, E k ≡ F k0 and B k ≡ ǫ klm F lm /2 with ǫ 123 = 1. If the gauge needs to be fixed, we will use the radiation (Coulomb) gauge [4, 10] ,
Further details on the photon propagation and the microcausality of the free theory (2.2) in the radiation gauge can be found in Ref. [2] . The interaction term L I in Eq. (2.1) is given by the quartic Euler-Heisenberg Lagrangian [5] 
where M is the electron mass and α the fine-structure constant. For quantum electrodynamics, this term appears in the one-loop effective gauge field action (the corresponding Feynman diagrams have a single electron loop with four external photon lines). The quartic Euler-Heisenberg term in the effective action is relevant for photon energies much less than M, which will be the case for the process discussed in the present paper (with photon energy equal to m). For further details on the effective action, see, e.g., Refs. [10, 11, 12] and references therein. The free Lagrangian L 0 gives rise to two modes with polarization vectors ǫ ± ( k) and dispersion relations
5)
with k ≡ | k| and k cos θ ≡ k ·η.
As usual, the free quantized photon field corresponding to the classical gauge potential A µ is expressed in terms of creation and annihilation operators,
The only nonzero commutators of creation and annihilation operators occur in 7) and the polarization vectors are defined by
For generic wave vectors k, the unit vectorsξ 1 ,ξ 2 andk form an orthonormal tripod,
with positive orientation,ξ 1 ×ξ 2 =k. The free electric and magnetic field operators can be expressed in the same way as Eq. (2.6), replacing the polarization vectors ǫ ± there by
Before continuing with the quantized theory, it may be useful to consider the polarizations that result from Eqs. (2.11) and (2.12) for the classical electric and magnetic fields of a plane wave propagating in vacuo (see also Ref. [8] ).
For θ = 0 (i.e., a wave vectork in the preferred directionη), the + and − modes are circularly polarized. But the vectorsξ 1 andξ 2 from Eq. (2.10) are not well-defined at θ = 0. Instead, they may be defined by a limiting procedure, where the limit k ⊥ → 0 is performed for a generic wave vector k = k ⊥ê⊥ + k ηη (without loss of generality, we assume k ⊥ ≥ 0). The resulting vectors areξ 1 = −ê ⊥ andξ 2 =ê ⊥ ×η, whereê ⊥ is an arbitrary unit vector perpendicular toη. Consequently, the + mode is right-handed (R, negative helicity) and the − mode is left-handed (L, positive helicity).
For 0 < θ < π/2, both modes are elliptically polarized and the helicities remain the same (R/L for +/−). As long as k cos θ ≫ m, the modes are essentially circularly polarized. In the opposite limit k cos θ ≪ m, both modes approach linear polarizations.
For θ = π/2, the two modes behave somewhat differently. The − mode becomes exactly linearly polarized, with f − ∼ξ 1 ⊥k. But the electric field for the + mode has also a longitudinal component, f + ∼ iω +ξ2 + mk. This longitudinal component is, however, relatively unimportant for frequencies ω + ≫ m.
For π/2 < θ < π, both modes are again elliptically polarized, but now the helicities have changed (L/R for +/−). For θ = π, finally, both modes are again circularly polarized, with helicities opposite to the θ = 0 case.
We now return to the quantized theory. The energy-momentum "tensor" of the free theory reads
This tensor is conserved, ∂ µ Θ µν = 0, as may be checked with the help of the equations of motion,
The energy-momentum tensor is, however, not symmetric, Θ µν = Θ νµ , provided m is nonzero. The corresponding field energy and momentum are
These operators in terms of the quantized free photon field must, of course, be normal-ordered [10, 11, 12] . One finds after some algebra
17)
:
The energy eigenvalues, in particular, are nonnegative for the functions ω ± as given by Eq. (2.5). Note, finally, that the Lagrangian (2.2), with a fixed parameter η µ = (0,η), is translation invariant but not rotation invariant. This implies that energymomentum is conserved but not angular momentum.
Kinematics of photon decay
In this section, we study the kinematics for the decay of one initial photon with momentum q and energy ω ± ( q) into three final photons with energies ω ± ( k i ), i = 1, 2, 3, and total momentum k 1 + k 2 + k 3 = q. The theory considered has been given in Section 2.
For the usual Lorentz-invariant case, the energy of the final state is minimal when all final momenta k i are parallel to the initial momentum q. The reason is that adding perpendicular momenta, k i → k i + ∆ k i with ∆ k i · q = 0 and i ∆ k i = 0, increases the final energy, since ω( k i + ∆ k i ) > ω( k i ). This is no longer true in our case. For infinitesimal ∆ k, we find
which can be larger or smaller than ω ± ( k). This may then result in a lowering of the total energy for a given 3-photon final state, which can be shown as follows. Assume that we start from a configuration where all three final k i are parallel to the initial momentum q. Then add infinitesimal perpendicular momenta to the first two final momenta, while respecting overall momentum conservation, i.e., ∆ k 2 = −∆ k 1 . The third final momentum k 3 remains unchanged, ∆ k 3 = 0. According to Eq. (3.1), one of the two final energies is increased and the other decreased. If the energy corresponding to the smaller momentum is decreased, then the total final energy is decreased as well
Still, it is worthwhile to study the case of parallel final momenta in some detail. The frequencies ω ± may then be treated as functions of scalar variables,
Assuming both k 1 and k 2 to be nonzero, one finds for the − state that
with the equality sign for the special case of k 1 ·η = k 2 ·η = 0. As a consequence, the decay − → −−− is allowed kinematically. This also implies that the decay + → − − − is allowed kinematically, because ω + (q) > ω − (q). For the + state, on the other hand, the following inequality holds: Another kinematically allowed decay is + → + − −. This can be shown by proving the following inequality for appropriate parallel momenta: 
.
Defining x ≡ m/k 1 , this inequality can be written as
Both sides of the last inequality are manifestly positive. Squaring both sides and re-arranging them somewhat, we arrive at
This inequality certainly holds if the left-hand side is larger than zero and the right-hand side smaller than zero. Writing b ≡ 4 cos 2 θ, the condition for the left-hand side gives
and the condition for the right-hand side
Both conditions can be fulfilled simultaneously, as long as cos 2 θ = 0. We might, for example, restrict the momenta, so that b > 2, which corresponds to cos 2 θ > 1/2. Then both conditions are equivalent and give
[For the special case of cos 2 θ = 0, the quantity ω + (ω − ) is effectively the energy of a massive (massless) particle. It is then not surprising that the inequality (3.4) cannot be fulfilled.]
The above discussion shows that inequality (3.4) holds for certain restricted values of the final momenta. Furthermore, we may add sufficiently small perpendicular momenta without increasing the total final energy, as explained at the beginning of this section. Therefore, our restrictions are restrictions to certain regions in phase space and not restrictions to submanifolds of measure zero. As a consequence, the decay + → + − − is allowed kinematically.
Altogether, we have shown that the three decays − → − − −, + → − − − and + → + − − are allowed kinematically. For the other decay channels, we were not able to find a single allowed region in phase space, either analytically or numerically. Most likely, such allowed regions in phase space do not exist and these decays are impossible, purely for kinematic reasons. But it appears to be difficult to prove this impossibility in general (i.e., for all possible regions in phase space).
Matrix element + → − − −
We now calculate the matrix element for the decay of a + polarization mode into three − modes. To lowest order, there are two contributions to this matrix element from the quartic Euler-Heisenberg Lagrangian. The first term in Eq. (2.4) gives the following contribution:
The second term in Eq. (2.4) gives, with different combinatorics,
Unfortunately, the expressions involving the polarization vectors in Eqs. (4.1)-(4.2) are rather involved and one would like to simplify them by using some type of small m expansion. But such a procedure appears to be rather difficult and, in this paper, we keep the full expressions.
The probability for decay of a single + state into three − states can now be calculated by integrating the square of the amplitude over the final momenta. The result will, however, be a function of | q| andq ·η, for given m and M.
For this reason, we turn to a simpler problem in the next section, namely the decay of a + state at rest.
Partial decay width for + → − − −
The decay probability for + → − − − will be evaluated for the case of vanishing initial momentum, q = 0. The partial decay width is obtained by squaring the matrix element of the previous section and integrating over the final momenta k i , for i = 1 . . . 3. A combinatorial factor 1/3! must be inserted because of the identical particles in the final state (cf. Ref. [13] ).
Purely on dimensional grounds, we can write the partial decay width to order α 4 as
with a single number ζ ≥ 0 to be determined. The relevant phase space integral is now defined as follows:
where the nonnegative function g depends on the electric and magnetic polarization vectors. Specifically, the factor g is given by the absolute value squared of the terms in large brackets in Eqs. (4.1) and (4.2) for q = 0,
(5.
3)
The expression for f + (0) will be given in the next section. Note that only the mass-scale m appears in the integral (5.2), so that I −−− ∝ m 9 . A numerical calculation shows that the integrand of Eq. (5.2) is strictly positive over a finite region of phase space (see Appendix B). This then implies
for the numerical constant ζ in the partial decay width (5.1).
6 Partial decay width for + → + − −
The decay of an initial + polarization state is in general more complicated than the decay of an initial − state. But for initial momentum q = 0 several simplifications occur. Most importantly, the channel + → + − − no longer contributes, as will be demonstrated in this section.
The matrix element for + → + − − decay follows from Eqs. (4.1) and (4.2) by replacing all − labels that occur in conjunction with k 1 by + labels. The energy delta function, for example, becomes
The energy ω + ( q) for q = 0 equals m and the "photon" behaves like a massive particle at rest. The energy conservation condition for a decay into the final states + − − then takes the form
This holds only if all three final momenta k i are zero, because each of the three terms in the above equation is positive semi-definite and zero only for vanishing momentum. The conditions k i = 0, for i = 1, 2, 3, are restrictions to a lower-dimensional submanifold in phase space and have, therefore, measure zero. The resulting phase space integrals will lead to a zero contribution to the decay width at q = 0, unless certain singularities in the phase-space integrand show up in the limit k i → 0. We will now show that such infrared singularities are absent. The phase-space integral in spherical polar coordinates k i , θ i , ϕ i , for i = 1, 2, 3, takes the following form:
where the nonnegative function h(k i , θ i , ϕ i ) depends on the electric and magnetic polarization vectors f ± ( k i ) and b ± ( k i ). Using the estimates ω + ( k) ≥ m and ω − ( k) ≥ k sin θ in the denominator and integrating over the momentum k 1 , we find for the phase-space integral (which is positive semi-definite)
where h now depends on the polarization vectors f ± ( k j ) and b ± ( k j ), for j = 2, 3, and the vectors f ± (− k 2 − k 3 ) and b ± (− k 2 − k 3 ). The integral in Eq. (6.3) could have two possible sources of infrared singularities at k i = 0. The first source would be the factor h(k i , θ i , ϕ i ), but one can show that h(k i , θ i , ϕ i ) is nonsingular in the limit k i → 0. As h depends only on the electric and magnetic polarization vectors, it suffices to demonstrate that these vectors are nonsingular in the infrared. Writing k = k ⊥ê⊥ + k η withê ⊥ an arbitrary unit vector orthogonal toη, it can indeed be shown that
and
The second possible source of infrared singularities in the integral (6.3) would be the energy-conservation delta function itself, which could produce singularities of the type dx δ(x 2 ). The demonstration that this does not happen is rather technical and is relegated to Appendix C.
Altogether, we find that the + → + − − channel does not contribute to + decay for vanishing initial momentum, q = 0, so that Γ (4)
For q = 0, no other channels contribute, besides the two channels already considered. The reason is energy conservation (see Section 2): the energy of an initial + state at rest is m, whereas the energies of the final states + + − and + + + are at least 2 m and 3 m, respectively.
7 Total decay rate of a + photon at rest
In this paper, we have studied the decay of photons in a relatively simple model, for which the Lagrangian (2.1) contains only the usual Maxwell and Euler-Heisenberg terms, together with a hypothetical CPT-violating Chern-Simons-like term.
The photon of this model has two states labeled ± with energies and momenta given by Eqs. (2.5), (2.17) and (2.18). The total decay rate to order α 4 of a + state at rest follows from the sum of the partial decay widths (5.1) and (6.6), where for M the electron mass has been inserted and for m the experimental upper limit from polarization measurements on distant radio galaxies (see Refs. [1, 9] and references therein). For m ∼ 10 −35 eV as might be expected from the CPT anomaly [6] , the photon lifetime would be larger by a factor of 10 18 . The very large photon lifetime as indicated by Eq. 
A Energy inequalities
In this appendix, we prove the energy inequalities (3.2) and (3.3) for parallel momenta k 1 || k 2 . [For the ω − case, there are also the conditions that k j ·η = 0.] In fact, it is rather easy to show that the inequalities hold for sufficiently small k j ≡ | k j | ≪ m. For the general case, we give a proof by contradiction.
Assume that the inequalities do not hold for all values of k 1 , k 2 , then there must exist values for k 1 and k 2 with
[These special values of k 1 and k 2 could, of course, be different for the + and the − case. But the proof is analogous in both cases and we treat both cases at once, writing ω for either ω + or ω − .] The equality (A.1) can also be written as
where v ph (k) ≡ ω(k)/k is the absolute value of the phase velocity. Equation (A.2), now, holds only if one of the following three conditions is met:
Each of these conditions implies that v ph (k) has an extremum somewhere in the momentum interval [min(k 1 , k 2 ), k 1 In this appendix, we report on a numerical calculation of the integral I −−− , as defined by Eq.(5.2) in the main text. A dimensionless quantity I is obtained by setting I ≡ I −−− /m 9 . We can be relatively brief in describing our results since the calculation of a decay rate is well-known (see, e.g., Sections 3.6 and 3.7 of Ref. [13] ). We proceed in four steps.
First, the integral over k 3 is performed and the remaining six integration variables are taken to be the following spherical coordinates:
with polar angles θ 1 , θ 2 ∈ [0, π] defined with respect to an axis in the preferred directionη and azimuthal angles ϕ 1 , ϕ 2 ∈ [0, 2π] in the plane orthogonal to this axis. The angles ϕ + and ϕ − can be taken to run over [0, 4π] and [−π, +π], respectively. Second, the energy delta function effectively sets ϕ − to a fixed value,
for a known function χ = χ(k 1 , k 2 , θ 1 , θ 2 ) and an integer n = 0 or 1. Also, there are the constraints that both |χ| and ω − (k 1 , θ 1 ) + ω − (k 2 , θ 2 ) must be less than 1, which can be implemented by introducing appropriate step functions
Third, the resulting integral has the following structure:
with the integrand
where ω − and g are dimensionless functions (i.e., the expressions of the main text with m ≡ 1). The integral is complicated, but its integrand is still nonnegative; cf. the definition (5.3). Fourth, a numerical calculation with Mathematica [14] shows the integrand of Eq. (B.3) to be independent of ϕ + and n. This effectively reduces the integral to a four-dimensional one and a numerical estimate gives
From this estimate, one obtains the result (5.4) quoted in the main text. The value (B.5) is to be considered preliminary. More work is needed to obtain an accurate result, both analytically (e.g., to make the independence of the azimuthal coordinate ϕ + manifest) and numerically (e.g., to sample phase space efficiently).
C Analytic result for I +−−
In this appendix, we demonstrate the vanishing of the integral I +−− as defined by Eq. (6.2). We start with two preliminary steps. First, we introduce the following representation for the energy-conservation delta function:
Second, we replace the nonnegative function h(k j , θ j , ϕ j ) in the integral of Eq. (6.3) by the following bound:
where H(l, n) are appropriate nonnegative numbers. This bound may be understood from the observation that the factor h(k j , θ j , ϕ j ) is the absolute square of a sum of terms of the type
where each vector v i , for i = 1, . . . , 4, is either an electric polarization vector f ± or a magnetic polarization vector b ± ; cf. Eqs. (2.11) and (2.12). Using the energy bounds ω + ( k j ) ≤ k j + m and ω − ( k j ) ≤ k j , each vector v i ( k j ) can be bounded by
where v 0,i and v 1,i are uniformly bounded vectors (i.e., they never exceed a certain length). In the product (C.3), then, the momenta k 2 and k 3 show up at most quadratically and no powers higher than four are possible in the absolute square of a sum of such terms, which explains the bound (C.2). With these two steps, the bound ( 
