Abstract With the emergence of new scalable coding standards, such as JPEG2000, multimedia is stored as scalable coded bit streams that may be adapted to cater network, device and usage preferences in multimedia usage chains providing universal multimedia access. These adaptations include quality, resolution, frame rate and region of interest scalability and achieved by discarding least significant parts of the bit stream according to the scalability criteria. Such content adaptations may also affect the content protection data, such as watermarks, hidden in the original content. Many wavelet-based robust watermarking techniques robust to such JPEG2000 compression attacks are proposed in the literature. In this paper, we have categorized and evaluated the robustness of such wavelet-based image watermarking techniques against JPEG2000 compression, in terms of algorithmic choices, wavelet kernel selection, subband selection, or watermark selection using a new modular framework. As most of the algorithms use a different set of parametric combination, this analysis is particularly useful to understand the effect of various parameters on the robustness under a common platform and helpful to design any such new algorithm. The analysis also considers the imperceptibility performance of the watermark embedding, as robustness and imperceptibility are two main watermarking properties, complementary to each other.
Introduction
Recent years have seen the emergence of scalable coding standards for multimedia content coding: JPEG2000 for images [1] , MPEG advanced video coding (AVC)/H.264 scalable video coding (SVC) extension for video [2] , and MPEG-4 scalable profile for audio [3] . The scalable coders produce scalable bit streams representing content in hierarchical layers according to audiovisual quality, spatiotemporal resolutions, and regions-of-interest. The bit streams may be accordingly truncated to satisfy variable network data rates, display resolutions, display device resources and usage preferences. The new bit streams may be transmitted or further adapted or decoded using a universal decoder which is capable of decoding any original or adapted bit streams to display or play adapted versions of the original content in terms of quality or reductions. The multimedia usage framework standard, MPEG-21, standardizes the operation of a content-agnostic content adaptation engine as the part 7 of the standard: Digital Item Adaptation (DIA) [4, 5] . Such bit stream truncation-based content adaptations also affect any content protection data, such as watermarks, embedded in the original content. In this paper, we consider JPEG2000 compression as the scalable coding-based content adaptations for images. Therefore, JPEG2000 based attacks are considered here as an important potential attack on the watermarking schemes.
Due to the use of digital wavelet transform (DWT) as the underlying technology of JPEG2000 compression standard, recent years have seen wide use of wavelet-based techniques for image watermarking to improve the watermarking robustness. However, these algorithms are often different from each other in terms of the wavelet kernel, number of wavelet decomposition levels, wavelet sub band choices for embedding, wavelet coefficient choices for embedding and the coefficient modification method for embedding. Therefore, it is extremely difficult to evaluate such algorithms when comparing the performances. Often the algorithms claim improvements compared with the previously proposed ones but offer very little information on the reason behind it. Literature suggests that often wavelet kernels [24, 33] or a hosting coefficient selection method [6, 7, 17, 22] may play a key role in watermarking performance while it is very difficult to understand whether the improvements are influenced by any other parametric choices or not. For example, while it is general convention that high-frequency sub-band based watermarking offer high imperceptibility and less robustness to compression. However, literature [34] proposed that not all high-frequency coefficients are vulnerable to compression while not all low-frequency coefficients are robust to compression. In this case, the performance evaluation with any other existing method is very difficult unless compared under a common platform. Therefore, it is important to study the effect of previously mentioned parametric choices in terms of balanced embedded distortion and robustness to content adaptation attack performances under a common framework. Such framework is particularly helpful to help the reader choose various design parameters in proposing a new watermarking algorithm. Subsequent sections of this paper discussed in details about such parametric dissection of these algorithms.
The main aim of this paper was to address the evaluation of wavelet-based image watermarking schemes for robustness against scalable coding-based content adaptation attacks, e.g., JPEG2000 by proposing a new analysis framework. However, the paper also considers another important requirement of watermarking, the imperceptibility, which is often complementary in nature to robustness. For example, to lower the embedding distortion, one may choose low significant frequencies or low significant bit plane which often forms the low significant portions of the scalable bit streams which may be discarded during content adaptations. In summary, the main objectives of this paper are 1. To categorize and dissect wavelet-based image watermarking schemes under one common platform. 2. To design a new framework to analyze the effects of various algorithmic parameters on robustness.
3. To evaluate the robustness of wavelet-based image watermarking techniques against JPEG2000 scalable content adaptations.
The rest of the paper is organized as follows: General overviews of scalable coding-based content adaptation is presented in Sect. 2 followed by the detailed dissection of the wavelet-based watermarking techniques in Sect. 3. The new evaluation framework is presented in Sect. 4, whereas the evaluation results are discussed in Sect. 5 followed by concluding remarks in Sect. 6.
Overview of scalable coding-based content adaptation
The universal media access (UMA) is an important requirement in modern multimedia usage chains. The UMA concept envisages seamless delivery of multimedia across heterogeneous networks and various devices. This would require catering for different network bandwidths, transmission media, device capabilities, memory and power availability and most importantly usage preferences. This can only be achieved by intelligent content-agnostic adaptations based on the scalable coded content representations. An example of scalable coding-based multimedia usage is shown in Fig. 1 . In scalable coding the input media is coded in a way that the main host server keeps bit streams that can be decodeable to high-quality full-resolution content. When the content needs to be delivered to a less capable display or via a lower bandwidth network, the bit stream is adapted at different nodes (N 1 ; N 2 ; . . .; N x , as shown in Fig. 1 ) using different scaling parameters to match those requirements. At each node the adaptation parameters may be different and a new bit stream may be generated. Finally, the adapted bit streams are decoded using a universal decoder. The scalable coding-decoding process consists of 3 main modules [35] : encoder, extractor and decoder. The encoder module is responsible for producing a fullresolution, highest quality compressed bit stream from the original content. The bit stream generation normally focuses on three main functionalities: quality scalability (Q i ), spatial resolution scalability (S i ) and temporal resolution scalability (T i : for video), where Q i ; S i and T i represent the scaling parameters for different quality-spatio-temporal layers with the layer index i. A bit stream descriptor is also generated along with the bit stream describing the location of these layers in the scalable bit stream.
The extractor module is part of a cross-media engine that adapts the bit streams following the MPEG 21 part-7 DIA specifications. It truncates the scalable bit stream considering the context and produces the adapted bitstream, which is also scalable and can be re-adapted at any following network node using another extractor and its new description.
The decoder module provides an universal decoder to decode any adapted bitstream to display the adapted content.
Wavelet-based image watermarking
Due to its ability for efficient multi-resolution spatio-frequency representation of signals, the DWT has become the major transform for spread spectrum watermarking. The wavelet domain watermarking algorithms often share a common model. Based on the embedding methodology, wavelet-based image watermarking can be categorized into two main classes: uncompressed domain algorithms and joint compression-watermarking algorithms.
Uncompressed domain watermarking algorithms: Watermark embedding is performed independent of and prior to compression. There are many algorithms of this type of watermarking, presented in the literature [6-9, 11-14, 17-20, 22-24] . A system block diagram in the context of scalable coding-based content adaptation is shown in Fig. 2 . The major steps for embedding include the forward DWT (FDWT) and coefficient modification followed by the inverse DWT (IDWT). Then the content is scalable coded and may be adapted during usage. Watermark authentication includes the FDWT and recovery of the watermark as blind or non-blind extraction and comparison with the original watermark.
Joint compression-watermarking algorithms: As scalable image coding is mainly based on the DWT, joint compression-watermarking algorithms [25] [26] [27] [28] [30] [31] [32] incorporated into JPEG2000 are also becoming more efficient way of image watermarking. A general system block diagram is shown in Fig. 3 . In most cases the watermark is embedded by modifying the quantized wavelet coefficients and the watermark is extracted during image decoding. It is worth noting that the embedding DWT kernel and the compression DWT kernel are same in this case. The use of JPEG2000 lossless mode in this category resembles an uncompresseddomain watermarking algorithm that uses the same DWT kernel for both compression and watermark embedding.
Dissection of wavelet-based image watermarking algorithms
In both algorithm types, the watermark embedding algorithm considers different options for the choice of wavelet kernels, embedding subbands, for the selection of embedding coefficients and the modification methodology. In this section we dissect the well-known wavelet-based algorithms in terms of these four parameters:
Wavelet kernel
Early work on wavelet-based watermarking used mainly Haar or other Daubechies family orthogonal wavelets [6-9, [11] [12] [13] [14] [15] [17] [18] [19] . Then with the success of biorthogonal wavelets in image coding, they have been used in watermarking algorithms [22] [23] [24] 29] . Further, joint compressionwatermarking algorithms are also considered as biorthogonal wavelet domain watermarking. With the introduction of lifting-based wavelet design, lifting-based integer-to-integer Haar transform [8, 21] and lifting-based non-linear wavelets [22] have been used in watermarking algorithms. A more comprehensive study on the use of various wavelet kernels in watermarking algorithms can be found at [33, 36, 37] .
Subband
Often various watermarking algorithms select different number of wavelet decomposition levels to choose a desired subband or combination of subbands to suit algorithmic needs. There have been algorithms using two [6] [7] [8] [9] 11] , three [15, [22] [23] [24] and four [13, 14, 19 ] levels of wavelet decompositions. Joint compression-watermarking algorithms used the same number of levels of decompositions used in the compression algorithm. The choice of subbands for watermark embedding is often driven by the imperceptibility and robustness criteria. Algorithms intending to meet low embedding distortion and imperceptibility requirements use high-frequency subbands for embedding [7-9, 11-14, 17, 28] . On the other hand, algorithms designed to achieve high robustness against compression use low-frequency subbands for embedding [6, 16, 19, 22] . Finally, algorithms aiming to meet a balance between these two criterions use all subbands resulting in spread spectrum embedding [23] [24] [25] [26] .
Hosting coefficient
The selection of wavelet coefficients to host the watermark can be classified into three methods: choosing all coefficients in a subband [9, 11-14, 25, 31] ; using a threshold based on their magnitude significance [8, 23, 24, 28] or the just noticeable difference (JND) [22] ; and based on the median of a 391 non-overlapping window, which can be based on the same subband (Intra-band) [6, 26] or spanning three high-frequency subbands in the same decomposition level (Inter-band) [7, 17] . Some of the all-coefficientsbased algorithms use a Human Visual System (HVS)-based mask [12, 13] or a fusion rule-based mask for refining the selection of host coefficients [14, 15] or key-based random sequence for ordering host coefficients [19] .
Embedding method
The host wavelet coefficient modification methods used in wavelet-based watermarking algorithms can be generalized as follows:
where C 0 m;n and C m,n are the modified and original coefficients, respectively at (m, n) position, and D m;n is the embedding modification. The modification methods can be categorized into two classes: modification based on magnitude alteration [8, 9, 11-15, 22-25, 28, 31] ; and requantization of a coefficient with respect to a group of coefficients within a given window [6, 7, 17, 19, 26] .
Further, for magnitude alteration algorithms, the way D m;n in Eq. (1) is modified can be mapped into a generalized form consisting of four sub-classes of methods as follows:
A 3 ¼ b m;n w m;n and
A 1 corresponds to direct modification of the host coefficient C m,n with a watermark value W m,n according to the user-specified parameters (a and b ¼ 1; 2; . . .) to vary the watermark weight and the strength, respectively [9, [22] [23] [24] [25] . A 2 corresponds to the HVS driven modification using a weighting parameter (v m,n ) which is a function of C m,n and the pixel masking process in the HVS model [12, 13, 28] . A 3 corresponds to fusion-based methods where the host wavelet coefficients are fused with the watermark wavelet coefficients w m,n using an HVS-based fusion strength parameter, b m,n [14, 15] . With A 4 , we represent all other magnitude alteration algorithms based on any function, f(C m,n , W m,n ). It is worth mentioning that at a time only one type of modifications in Eq. (2) is used to represent individual algorithms and also used for experimental evaluation in Sect. 5. Therefore, we use a binary vector \a 1 , a 2 , a 3 , a 4 [ to represent specific algorithm by setting the corresponding vector element to 1 in the evaluation framework. The use of this vector is prominent in the next section.
Similarly, we map the re-quantization-based modification into Eq. (1) as follows: Such algorithms change the median coefficient of a group of coefficients to the kth quantisation step position by a modification value D m;n , where jD m;n j d, which is based on the new quantization step d as shown in Fig. 4 . Different functions are suggested in the literature to find the value of d and such functions normally use the minimum (C min ) and the maximum (C max ) coefficient values in the coefficients group. They can be generalized into the following form:
where c is the user defined weighting factor. As D m;n depends on the step size d and the user defined c, the modification value D m;n is typically a function of C min and C max for each group of coefficients. Details of the embedding procedures can be found in [6, 17] .
Different wavelet-based watermarking algorithm realization
With the above dissection, different wavelet-based watermarking algorithms can be realized under a common framework, based on various parametric options such as the wavelet kernel, wavelet decomposition, subband choice, host coefficient choice and embedding method, and using a set of userdefined parameters. Examples of realization of major wavelet-based watermarking algorithms are shown in Table 1 . We use the above parametric dissection of state-of-theart wavelet-based watermarking algorithms, in designing a new framework to evaluate the effects of these parameters on the robustness against JPEG2000.
Analysis framework
The analysis framework consists of three main functional modules: 1) Watermark embedding; 2) Scalable codingbased content adaptation; and 3) Watermark extraction and authentication. The high-level block diagram of the framework with main modular input/output parameters is shown in Fig. 5 .
Watermark embedding module
Following the dissection of wavelet-based watermarking shown in Sect. 3, the watermark embedding module facilitates a common framework consisting of a tool repository for implementing those wavelet-based watermarking algorithms. The block diagram of the watermark embedding module consisting all input parameters, the sub module functional blocks, embedding performance evaluation, output parameters and their interconnected flow is shown in Fig. 6 . The sub modules include the FDWT, watermark embedding, the IDWT, image display and embedding performance evaluation.
The input parameters to this module are three fold: operational; systems-related; and user-defined. Operational inputs are the host image and the watermark logo. The systems-related input parameters are related to the tools repository and consist of wavelet kernel choices, number of wavelet decomposition levels, host subband choice, host coefficient selection method and embedding procedure choice. The user-defined input parameters include embedding parameters, such as thresholds, watermark strengths, etc. The output parameters include the watermarked image and embedding performance evaluation metrics, such as, Mean Square Error (MSE), the Peak Signal-to-Noise Ratio (PSNR), Structural Similarity Measure (SSIM) and the data-hiding capacity.
The FDWT submodule with its choices for the wavelet kernel is shown in Fig. 7 . The currently available choices include orthogonal wavelets (Haar and Daubechies orthogonal), lifting-based [38] wavelets, biorthogonal wavelets (9/7 and 5/3), separable non-linear wavelets [39, 40] and Quincunx sampling-based non-linear wavelets [39, 41] . For a flexible experimental environment the framework facilitates choosing any single or a group of subbands as the host subbands, followed by coefficient selection based on the realization of the embedding methods discussed in Sect. 3. Content adaptation module emulates of a heterogenous communication system, where the content is encoded using the JPEG2000 scalable coders to produce scalable bit streams. Such content may be adapted to address the varying network bandwidths, quality of services, display resolutions and usage requirements at various nodes of the network. These bit streams are adapted in terms of reducing quality, spatial resolutions and frame rates just by truncating various layers of the bitstream, resulting in low data rates to be streamed. During the robustness evaluation this module generates test images based on various bit rate of resolution scaling criteria.
Watermark extraction and authentication module
This module extracts the watermark from the test images and authenticate the extracted watermark to evaluate the robustness. However, a preprocessing step has been included to address the resolution scalability issue. 
Watermark extraction
The watermark extraction process can be either blind or non-blind depending on the coefficient selection and modification process used in the embedding algorithm. In this framework, the schemes associated with magnitude alteration algorithms are non-blind, whereas re-quantisation-based modifications are blind. In general, watermark extraction (as shown in Fig. 8 ) includes the FDWT followed by the finding of D m;n either as C 0 m,n -C m,n from Eq. (1) or as f(c, C min , C max ) from Eq. (3) to find the watermark information W m,n .
Preprocessing: In the case of resolution scalability-based content adaptation, the resolution of the image of the decoded image is smaller than the original image and the watermarking synchronization is lost. To address such issue, we perform a preprocessing resizing scheme for the scaled test images. The resizing scheme follows three steps: First, the decoded image is decomposed into (N -M) levels using the FDWT employed in the compression algorithm, where N is the number of wavelet decomposition levels used in the embedding algorithm and M is the number of levels discarded due to content adaptation. Second, the normalization of all coefficients are adjusted by multiplying with 2 M . Finally, the dimensions are extended to those of the original by zero padding the current matrix and the IDWT is applied to obtain the full-resolution image.
Watermark authentication
The authentication process verifies the extracted watermark with the original watermark. Two commonly used authentication metrics are Hamming Distance [(H) (often referred as Bit Error Rate (BER)] and correlation similarity measure (S). The former is widely used for a binary watermark detection while the latter is commonly used for pseudo-random sequence-based watermark data or for a gray-scale logo [14, 23] . Using these metrics, a watermark is said to be detected if the Hamming Distance is lower than a threshold value or the correlation similarity measure is higher than a given threshold. These metrics are computed as follows: where W and W 0 are the original and the extracted watermarks, respectively. L is the length of the sequence and È represents the XOR operation between the respective bits.
Evaluation results and discussion
In the section we use the proposed framework to evaluate the robustness of the watermarking techniques against the MPEG-21 DIA attacks, such as JPEG2000-based quality scalable adaptations and JPEG2000-based resolution scalable adaptations.
The experimental setup
For these experiments, we use the first 100 images from INRIA natural holiday image data set [42] and binary logo as the watermark data. The PSNR is used for setting the host image distortion level to an acceptable level for embedding a given amount of watermarking data for robustness evaluation experiments. The Hamming distance (BER) is used as the authentication measure. The results show the mean value of the Hamming distance for the test image set and the error bars corresponding to 95% confidence level. The robustness against different compression ratios for the quality scalability attacks on the full resolution and joint resolution-quality scalability attacks (on half resolution) is evaluated. However, we have also conducted experiments to understand the effect on robustness evaluation on choosing different binary logo (varied distribution) as watermark; or how various embedding performance metric, e.g., PSNR or SSIM behaves; or how the authentication metric, i.e., Hamming distance can be interpreted.
On the choice of logo
The experimental observations show that the choice of logo or a random sequence has no effect on the robustness performance of a given watermarking algorithm. As an example, we have used five different logo (as shown in Fig. 9 ) and evaluated the robustness performance. Figure 10 shows the robustness performance for re-quantization based watermarking algorithm. The result indicates that irrespective of the used watermark logo, the trend of robustness under different resolution-quality scalability attacks remains the same. Considering such fact, in this Fig. 7 The FDWT submodule with choices wavelet kernels work we have performed experiments in the following evaluations using only one logo.
On the use of PSNR in evaluations
In these experiments, the embedding performance is measured using the PSNR against data capacity. In robustness evaluation tests, we use this measures to ensure that either the distortion or data capacity is maintained constant for different watermarking algorithms so that a fair comparison can be made for robustness under different embedding scenarios. Our initial experiments suggest that for most host images, if the PSNR is greater than 35dB, other objective measures, such as weighted PSNR (wPSNR) and structural similarity index (SSIM), are highly correlated with the PSNR values. Therefore, in the subsequent experiments we have used PSNR to evaluate the robustness keeping PSNR more than 35dB.
Hamming distance interpretation
The Hamming distance (BER) is used here as the authentication measure for robustness evaluation. Figure 11 shows the visual quality corresponding to different Hamming distance values. The Hamming distances, calculated here, have been derived from the extracted watermark at various JPEG2000 compression rate. The logos corresponding to various Hamming distance are the reconstruction of the same extracted watermark bits. It is evident from these figures that after about 0.3 Hamming distance, the visual quality of logos become poor and become difficult to compare with the original logo. Based on the visual significance, one can define a threshold value of the Hamming distance to ensure the extracted watermark is visually comparable with the original logo. Based on our experiments a generalized hard threshold of 0.20 ± 0.02 and soft threshold up to 0.3 hamming distance can be set.
Robustness evaluation
Using the above-discussed experimental set up, we considered three different scenarios to compare and evaluate the robustness against content adaptation. This is carried out by setting all but one parameters setting as common and fixed choices. For a fair robustness evaluation of various experimental set up, we have dynamically tuned the watermark strength parameter, a and c, to achieve a tight bound of the PSNR, set to 37 ± 0.5 dB for every single test image. The scenarios we considered are as follows: Fig. 12 (for the non-blind algorithm) and Fig. 13 ) (for the blind algorithm).
For the full-resolution quality scalability as well as joint resolution-quality scalability attacks, the longer bi-orthogonal wavelets performed better compared with other wavelet kernels. Particularly bi-orthogonal 9/7 wavelet which is also used in JPEG2000 compression here provides best result due to close approximation between watermarking wavelet and compression wavelet kernels. On the other hand, embedding performance varies for various wavelets due to variation in noise energy transfer for various wavelet kernels. Such a study has been proposed in [37] . This enables us to optimize the coefficient selection procedure which can have a tradeoff between the embedding distortion and the robustness. Fig. 14 and Fig. 15) We compare the contribution of the choice of subbands for the robustness of a watermarking algorithm by setting all other choices to fixed. In this set of experiments, the wavelet kernel and decomposition levels are set to Haar and three, respectively. Figure 14 shows the robustness performance for non-blind extraction that uses threshold-based (\1, 0, 0, 0[ (b = 1)) embedding method, while Fig. 15 shows the robustness performance for blind extraction that uses intra re-quantisation-based embedding. In plots, low-, high-and all-frequency subband selection refers to the lowest frequency subband, three high-frequency subbands in the third decomposition level and all four frequency subband in the third decomposition level, respectively.
The effect of subband choice (
In both cases, embedding in low-frequency subbands results in the highest robustness, compared with other two choices. This is mainly due to the high-energy (8, 192 ) being embedded using the intra re-quantizationbased embedding on robustness to-Row 1: quality scalability attack on full resolution; and Row 2: joint resolution-quality scalability attack (half resolution) Fig. 13 On evaluating the effect of the wavelet kernel for intra re-quantization-based embedding on robustness to-Column 1: quality scalability attack on full resolution; and Column 2: joint resolution-quality scalability attack (half resolution) concentration in low-frequency subband of the host image and the content scalability treatments used in JPEG2000 quality scalability and resolution scalability.
5.2.3
The effect of the choice of embedding method and host coefficient selection (Fig. 16) In this experiment set, we have considered two different embedding methods, namely magnitude alteration and requantization. For magnitude alteration, we considered two cases: HVS-based and all coefficient selection. For requantization-based methods we considered two cases: inter and intra subband coefficient selection. Other parameters, the wavelet kernel, decomposition levels and the embedding subband are set to Haar, three and high-frequency subbands in the third decomposition level, respectively. It is evident from Fig. 16 , for all different content adaptation scenarios, the HVS-based direct modification combination shows the highest robustness. This is mainly due to the efficiency in the coefficient selection method, enabling to choose a higher value for the watermark strength parameter, yet resulting in distortion performance in the specified range. Additionally, a choice of coefficients in high-frequency subbands can be robust to compression [34, 43] while providing higher imperceptibility. However, at a higher compression ratio, BER values (Hamming distance) of high-frequency based watermarking schemes (refer to Figs. 14, 16) are observed to be much larger (close to 0.7). This is due to heavy quantization process at higher compression ratios, leading to the loss of coefficient values in high-frequency subbands. Therefore, a tradeoff must be considered based on the application need. Fig. 15 On evaluating the effect of the subband choice for intra re-quantization-based embedding on robustness to-Column 1: quality scalability attack on full resolution; and Column 2: joint resolution-quality scalability attack (half resolution) Fig. 16 On evaluating the effect of different embedding methods on robustness to-Column 1: quality scalability attack on full resolution; and Column 2: joint resolution-quality scalability attack (half resolution)
Conclusions
Due to the emergence of JPEG2000 image coding standard, many wavelet-based image watermarking techniques, robust to JPEG2000 compression, have been proposed in the literature. We have categorized and evaluated the performances of such algorithms under a common framework to achieve three objectives of this paper. First, we dissected different algorithms into common functional submodules, e.g., wavelet kernel, subband, host coefficient and embedding method. A new framework was then designed using these submodules to analyze the effects of various algorithmic parameters. Finally, a robustness evaluation against JPEG2000 content adaptation was performed using various combinations of the new framework. Such an evaluation helps the reader to understand the influence of these parametric choices to design a new optimized algorithm. For example, bi-orthogonal wavelet kernels (9/7 and 5/3 both) offered a better robustness while HVS-based magnitude alteration method shows superiority compared with other methods. Therefore, this may lead to further investigation into various bi-orthogonal wavelet kernel choice or devising strategy onto algorithmic design similar to HVS method. Further research in filter design for wavelet kernel may help to find highly imperceptible but robust watermarking solutions. The framework will also help to understand other future research directions in this domain, such as a new embedding distortion metric (as PSNR or wPSNR does not necessarily reflect the embedding distortion measure required in watermarking perspective) or a unified robustness measurement metric which includes different parameters.
