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Abst rac t - -We discuss the simultaneous identification of the initial condition and the space-time 
depending diffusivity coefficient for general linear one-dimensional p rabolic equations when the mea- 
sured information is obtained only at the active boundary. 
We solve these problems by introducing stable space marching implementations of the Mollification 
Method which restore continuity with respect o the data. Several numerical examples how the 
properties of the methods. 
geywords- - I l l -posed problem, Parabolic equations, Coefficient identification, Finite differences, 
Mollification method. 
1. INTRODUCTION 
The identification of diffusivity coefficients in parabolic equations is receiving considerable at- 
tention from researchers in a variety of fields. The use of space marching schemes, along with 
some kind of regularization, has proven to be an effective way of solving these ill-posed inverse 
problems. A finite differences pace marching scheme with Hyperbolic Regularization, requiring 
the exact knowledge of the initial temperature distribution, was utilized by Ewing and Lin in [1] 
to identify a diffusivity coefficient that depends only on the space variable. The same identifica- 
tion problem, allowing for noisy initial and boundary data, was later investigated by Mejia and 
Murio in [2], with the introduction of a combined Mollification-Hyperbolic Regularization space 
marching algorithm. 
In this paper, we present two stable space marching implementations of the Mollification 
Method that, based only on the availability of measured noisy boundary data, are able to nu- 
merically recover the space-time depending coefficients and, simultaneously, the missing initial 
condition associated with the direct problem. 
Even though both space marching algorithms hare the same underlying global philosophy, 
their numerical implementations are quite different depending on the formulation of the parabolic 
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problem. We use one algorithm or the other, according to the diffusion process being described 
in divergence form or not. 
The paper is organized as follows. Section 2 is a succinct review of basic results on the 
Mollification Method. Section 3concentrates on the description ofthe coefficient identification 
problems and the numerical methods for their solutions. In Section 4, we consider the main 
properties of the numerical methods, and in Section 5, we present some illustrative numerical 
experiments. 
2. MOLLIFICATION 
Let 
p~(t)-1 ( -t2 ) 
6~i/2 exp -~- . 
The 6-mollification f a square integrable function f(t) is given by the convolution 
/? J J ( t )  = (pe * f )  (t) = oe(t - s) f (s)  ds. 
c~ 
It satisfies the following estimates. 
PROPOSITION 1. 
a. If f (t)  E C2(I),  I c R, then there exists a constant C independent of 6 such that 
IlJaf - f l loo, /<-  c,5 and II&f' - f ' l l oo , /<  C6. 
b. I f  fro(t) ~ C°(I)  and IIf - fmlloo,I < c, then 
IlJ~f - J~fm[looJ <-- e 
and 
[ [ ( J~f) ' -  (Jafm)'l[oo,I <- - -~ -d" 
PROOF. See [3]. 
3. THE IDENTIF ICAT ION PROBLEMS 
3.1. Prel iminaries 
Let I = (0, 1) and D = I x I. We consider the following problems. 
PROBLEM 1. Identify a(x, t), (x, t) E D, and u(x, 0), x E I, in 
ut = (a~x)~ + f(x, t), (x, t) • D, 
u(0, t) = era(t) ,  0 < t, 
ux(O,t) = era(t), 0 < t, (1) 
a (~0,t )  = o° ( t ) ,  0 < t, 
a (x l , t )  = ~L( t ) ,  0 < t, 
where 0 < xo < Xl ( (  1 and era(t), era(t), a°(t) ,  and aim(t) are  the measured noisy approx- 
imations of the exact data functions ¢(t) ,  ¢(t), a°(t), and al(t), satisfying I1¢ - Cml loo,z _< ~, 
I1¢ ¢,,,11oo,I <- ~, and  liar ~ - - Gmll~,z _< e, i = o, 1, where  e is a positive tolerance. The coeMcient 
histories at Xo and xl play the role of the boundary values for the coefficient a. The selection 
of xo and xl is usually linked to the step size of the discretization i  x in a way to be described 
later. 
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PROBLEM 2. The second identification problem, previously considered in [4], is the following. 
Identify a(x,t), (x,t) • D, and u(x,O), x • I, in 
ut = auzx + f (z ,  t), (x, t) • D, 
u(O, t) = ¢ .4 t ) ,  o < t, (2) 
~.~(0,t) = ¢.~(t), 0 < t, 
a(O, t) = a.~(t), o < t, 
where era(t), era(t), and am(t) are the measured approximations of the exact data functions ~b(t), 
¢(t), and a(t). It is assumed that 1[¢ - Cml[oo,I < e, I1¢ - Cmlloo,z < ~, and Ila - aml]oo, I  <_ ~, 
where e is a positive tolerance. 
A variety of unknown coefficient problems for parabolic equations i presented in [3,5] and the 
references therein. Generally, inverse problems are ill-posed and coefficient identification problems 
are no exception. In order to restore continuity with respect o the data for problems (1) and (2), 
we develop space marching implementations of the Mollification Method. The regularization 
of (1) by the Mollification Method leads us to the following mollified problem. 
PROBLEM 1'. Identify a(x, t), (x, t) • D, and u(x, 0), x • I, in 
ut = (aux)z + f(x,  t), (x, t) • D, 
u(O,t) = &~m(t) ,  o < t, 
uz(O,t) = J~¢m(t), 0 < t, (3) 
a (xo,t) = J6g°m(t), 0 < t, 
a (xl, t) = J~al(t) ,  0 < t, 
where 5 is the radius of mollification, and J~¢m(t), J~¢m(t), and J~a~m(t), i = 0, 1, are the 
mollifications in t of era(t), era(t), and a~(t), respectively. 
The implementation f the Mollification Method for Problem (2) with measured ata, leads us 
to the consideration of the following problem. 
PROBLEM 2'. Identify a(x, t), (x, t) • D, and u(x, 0), x • (0, 1), in 
ut = au~ + f(x,  t), (z, t) • D, 
u(O,t) = J~¢m(t) ,  o < t, 
(4) 
u~(o, t) = &era(t) ,  0 < t, 
a(0, t) = J~am(t) ,  0 < t, 
where 5 is the radius of mollification, and J~bm(t), J~¢m(t), and J~am(t) are the mollifications 
in t of ~bm(t), era(t), and am(t), respectively. 
For the solution u, the coefficient a and the forcing term f of the PDE (1), we make the 
following assumptions. 
ASSUMPTION 1. Let B = [0,1] x [0, T], where T depends on h and k in a way to be specified 
later. 
a. (Regularity) u(x, t) • C2(B) and a, f • C°(B). 
b. (Identifiability) There are constants al and/~1 such that 0 < al ~_ a(x, t) and 0 < ~1 <- 
lu~(z,t ) l ,  ( z , t )  • B. 
The corresponding assumptions for Problem 2 are the following. 
ASSUMPTION 2. Let B = [0,1] x [0, T], where T depends on h and k in a way to be specified 
later. 
a. (Regularity) u(x,t)  • C2(B) and a , f  • C°(B). 
b. (Identifiability) There are constants a2 and 132 such that 0 < a2 <_ a(x, t) and 0 < t32 <_ 
[uzx(x,t)l, (x,t) • B. 
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3.2. The Marching Schemes 
Let M and N be positive integers, h = 1/M, k = 1/N. 
PROBLEM 1'. Denote xj = (j + 1/2) h, j = O, 1, . . . ,  M - 1, tn = nk, n = O, 1, . . . .  For n >_ O, let 
u~ = ¢(nk), 
n = aO(nk), al/2 
a~l 2 = a l (nk) ,  
f~ = f ( jh ,  nk), j >_ O, (5) 
uj n = u(jh, nk), j _ > 1, 
aj+l/2 = a + h, nk , j > 2. 
Let the discrete functions that define the numerical method be U~ and Aj~+ I/2. The/r starting 
values are given for all n in order to proceed with a space marching scheme. They are 
us = J~m(nk), 
A1~/2 = J~a° (nk), (6) 
A~/2 = J~a~(nk). 
The assumptions on u and a for Problem 1 have their corresponding ones for the discrete 
variables. They are the following. 
ASSUMPTION 1 ~. For all j and n, the discrete functions that define the numerical method for the 
solution of Problern 1' satisfy: 
a. 0 < oL1 ~_ Ajn l/2 • Moreover, 2Ajn_l/2 -Ajn_3/2 does not change sign and 0 < al <_ 
[2Aj n--1/2 - Ajn-3/2[ • 
U ~ b. U?+, - U?_ 1 does not change sign and 0 < ~1 <_ ] j+, - V?_,[. 
The identification of the coefficient a is made through the Predictor-Corrector Scheme described 
in the following algorithm. 
1. Compute Up by the formula 
V~ = U~ + hJ~¢m(nk). (7) 
2. Compute U~ as in [1]; that is, 
U~ = U~ + A~/---~2 \ 2-k - f r  • (8) 
3. For j = 2 ,3 , . . . ,M-1 ,  
• Predictor Step: Let 
Ajn+I/2 = 2Ajn_I/2 - A~_3/2. (9) 
• Compute U~+ 1 by 
u?+~ = u? + A2+~/--- ~ A,"_~/~ (u 2 - ~_~) + - S? (lO) 
• Compute U°+l by linear extrapolation. 
• Corrector Step: Compute Aj~+I/2 by 
n -3"~ ! U ;  -1 [ n A~+~/~ = u.., ~ A~_~/~(-u;+~ +4u;-3u;_~)  
+T -uT 1)-2hV? J 
• Mollify n Aj+I/2 as a discrete function of n. 
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REMARK. If we assume nough regularity on u and a, the differential equation in (1) can be 
written 
ut = a=u= + au== + f. (12) 
By using the standard approximations 
(o;+1. +,,;_,.) + o(h), a(jh, nk) = 5 
a n a n 1( j+1/2_  j -1/2)+O(h2),  ax(jh, nk) = 
1 ~x(jh,~k) = ~ (~-~L , )  + O(h), 
?JI, t ( jh , 'o ,k  ) -~ ~'~ (u; +1 - u ; - ' )  + O(k 2) 
and 
1 n n u==(jh, nk) = ~ (uj+, - 2u~ + Uj_l) + O(h2), 
we easily find that 
= 1 [a n n 4Uy 3U;_ 1) a n 
4+,/2 Uj%1 --unj--1 L 3--1/2 (--Uj+, + -- 
(13) 
h~ (~y+, ._,  1 + ¥ - ,~j ) - 2hL f j '  + o(h) + o(k~). 
J 
This equation may be considered as a motivation for equation (11) of the numerical scheme 
presented above. 
PROBLEM 2 I. Denote xj = jh, j = 0,1, . . . ,M,  tn = nk, n = 0,1,. . . .  Let v(x,t)  = ux(x,t) 
and w(x, t) = ut(x, t). For n >_ O, let 
u~ = ¢(nk), 
a~ -- a(nk), 
v~' = ¢(nk), 
w~ = ¢l(nk), 
f~ = f ( jh ,  nk), j >_ O, (14) 
uy = u(jh, nk), j >_ 1, 
v~ = v(jh, nk), j >_ 1, 
w~ = w(jh, nk), j >_ 1, 
ay = a(jh, nk), j >_ 1. 
Let the variables of the numerical method be U~, Vj n, W~, and A~. They are discrete functions 
defined on the grid with discretization steps h and k. As for Problem 1 I, their starting values are 
given for all n in order to proceed with a space marching scheme. They are 
U~ = J6¢m(nk), 
Vo" = J~¢m(nk), 
W~ = (JsCm)' (nk), 
A~ = J6am(nk), 
and they satisfy the following hypotheses. 
ASSUMPTION 2 I. For all j and n, the discrete functions that define the numerical method for the 
solution of Problem 21 satisfy: 
a. 0 < c~2 _< A~. 
b. Wj n - f?  does not change sign and 0 < a2/32 < IT? - fyl. 
40 C.E. MEJfA AND D. A. MURIO 
The space marching numerical scheme is defined by the equations 
U?+ 1 = U? -t- hYj n, (15) 
h (Vn+ 1 W?+ 1 = W? + ~ 3 - vjn), (16) 
Y." 5o + h (W?- V) (17) j+i  : ~ , 
and 
(wn- i  fn i ~ n n \ j+l  - -  j+ ] Aj+ 1 = Aj  "~ --__ ~ . (18) 
These equations are implemented according to the following algorithm. For j = 0, 1, . . . ,  M - 1: 
1. Compute U?+ 1 by (15) for n = 1, 2 , . . . ,  L -I- 1 - j. 
2. Compute U°+l by linear extrapolation. 
3. Compute Vj~_ 1 by (17) for n = 1, 2 , . . . ,  L - j .  
4. Compute W~+ 1 by (16) for n = 1, 2 , . . . ,  L - j .  
5. Compute Ajn+l by (18) for n = 2, 3, . . . ,  L - j. 
6. Mollify Aj+ in for n = 2, 3,. .. , L - j. 
7. Compute A~+ 1. 
REMARK. The computations are performed in a triangular region in the (x, t)-plane and a suf- 
ficient amount L + 1 of point values of the boundary data at x = 0 should be read. We link T 
and L by setting (L + 1)k = T. 
Some equations atisfied by the exact functions at the grid points (recall (14)) are essential 
now. They are at the same time, a motivation for the definition of the numerical scheme and an 
important step toward the proof of error estimates. The first one, similar to (15), is a first order 
Taylor expansion of the temperature solution u(x, t); i.e., 
n = '~ hv~ 0 . Uj+ 1 Uj -t- -b (h 2) (19) 
The second one, corresponding to (16), is a first order discretization of the equation Utx = uxt, 
wJ÷ln = wjn + kh ,v,( ~÷l _ v2 ) + O (h 2) + O(k), (20) 
and the third one, corresponding to (17), is an approximation of the differential equation in 
problem (2): 
h 
vL1 = v'/ + a~ (~'/ - f?) + o (h2)  (21) 
A motivation for equation (18) requires everal steps: 
1. First order discretization of the time derivative: 
i ( 7}+1 w~ = ~ ,u, - u~) + O(k). (22) 
2. Centered difference approximation i  space and time of the differential equation (2): 
1 ( n+l n- i  ,~(1  v,~ v n ) 2--k'Uj -u j  ) - f ?=a j  ( j+ l -  y- l)  +O(h  2)+O(k2) .  (23) 
3. Forward difference approximation i  space and time of the differential equation (2): 
) ,~, - ~)  - f? = as (vj+l - v])  + o(h)  + o (k )  (24) 
From equations (23) and (24), we obtain 
1 u~ (h  ) ( j+l - uj+l~-l) _ f~+l~ = aj+l~ (Vj+ In  _ V~ + O(h) .-I- 0(~), 
and combining this equation with (22) and (24), we get 
n = a ~. (w2+l 1- f~+l) 
aJ+l 3 (w nj f?) + O(h) + O(k). (25) 
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4. PROPERTIES OF THE NEW METHODS 
This section discusses the numerical stability of the algorithms described in the previous ection 
as well as an error analysis that shows the restoration of continuity with respect o the data. We 
begin with the definition of maximum norms for discrete functions. Let G~ be a discrete function. 
We define 
and 
IIGIIoo = m~lG~l.  
3 
4.1. Stabi l i ty 
The stability of the numerical method for the solution of Problem 1' is described by the 
following theorem. 
THEOREM 1. If Assumptions 1 and 1' hold and there exists a constant d such that k = dh, then 
[[A[[oo and [[U[[oo are finite. 
PROOF. The proof is by induction. 
We notice first that U~, U~, A~/2, and A~/2 are bounded iscrete functions of n. Suppose U~ 1 
and Ain+l/2 are bounded iscrete functions of n for i = 1,2,... , j  - 1. Let us prove that [Uj+x[ 
and [Aj+I/2[ are finite. 
By looking at (10), we observe that, for all n, 
[ ] tub+l[ _< lUll + 1 Aj_I/2 t (lUll + IUy-ll) + ~-lUll + h 2 Ilflloo • (26) 
By induction hypothesis, [Uj+I[ is finite. 
Analogously, equation (11) and Assumption 1~ imply that, for all n, 
Aj+I/ 1 [  ~ 2h ] n <_ [Aj_a/2]([Uj+xl+4[Uj[+3[Uj-x[)+--~[Uj[+2h2[[f[[oo , (27) 
which, by using (26) and the induction hypothesis, allows us to conclude that [Aj+I/2[ is 
finite. | 
REMARK. The mollified coefficient will satisfy the same estimate with the addition of an 0(6) 
term. 
The analogous tability estimate for Problem 2' is presented in the following theorem. 
THEOREM 2. If Assumptions 2 and 2' hold, and there are constants dx and d~. such that 
max{h, (h/a)} <_ dl and 2h/k <_ d2, then IIVlloo, IIUIIoo, IlWl[oo, and IIAIIoo are fin/re. 
PROOF. See [4]. 
4.2. Error Analysis 
PROBLEM 1'. We begin by defining the following discrete rror functions: 
nu? 
r~ ~ a n r~ AAj+I/2 j+1/2 - Aj+I/2, 
Ej = IAU;[ + AAL1/2 • 
It is easily shown that the error in the mollified iffusion coefficient is of the form [A A~_ 1/2[ + C6. 
Therefore, we focus our attention on the first term of th/s error. 
30-12-D 
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The discrete rror functions E1 and E2 represent the initial error for our numerical scheme. 
They satisfy the following estimate. 
LEMMA 1. If the hypotheses of Theorem 1 hold, then there exist constants C1, C2, and Ca such 
that 
E1 + E2 <_ C15 + C2e + C3h. 
PROOF. Apply Proposition 1 to the errors AU~, AU~, AA~/2, and AA3n/2. The first two errors 
are readily obtained from (5), (7), and (8). The last two errors come directly from (5) and (6). | 
The next theorem shows the restoration of continuity with respect o the data. 
THEOREM 3. If Assumptions 1 and 1' hold and there exists a constant d such that k = dh, then 
there exists a constant C such that 
E j+Ej+I  <_C(Ej_ I+Ej)+O(h),  j=2 ,3  .. . .  ,g -1 .  
PROOF. Standard iscrete approximations of the PDE (1) and equation (10) imply that 
(2A~_1/2 - A~_3/2) AU~+ 1 -- (ujn_l_l - u~) .AA~_3/2 + (-2'v,~+ 1 -'t'- 3u~ - u~*_l) AAjn._I/2 
- + A" ArTn j-1/2 v j-1 
h 2 
- U~ ) + O(h), + (,",v?+' " - '  
which, by using Assumption 1t and Theorem 1, yields the estimate 
_< ! [2 Ilulloo ]AAj_3/2] + 6 Ilullo~ JAAj_,/2] + 4 I,",uj+,l IIAII  I,",U l o~ I. 
h IAUjl] +O(h). + ]]AI]oo ]AUj-ll + -~ 
So, there is a constant C1 such that 
laVj+,l < C1 (Ej + Ej-1) + O(h). (28) 
The estimate for the diffusion coefficient is obtained in analogous way. The conclusion is that 
there exists a constant C2 so that 
[AAy+,/2[ <_ C2 (Ej + Ej_,) + O(h). (29) 
The result follows from (28) and (29). | 
COROLLARY 1. Under the hypotheses of Theorem 3, there exists a constant C such that 
[[E[[oo <_ C (El + E2). 
PROOF. Let Tj = Ej + Ej-1.  By Theorem 3, there exists a constant C so that 
E3 < Tj < CTj_I + O(h). 
We assume Tj > 0 for all j. Thus, there exists Bj-1 such that 
Tj <_ Bj-ITj_I(1 + O(h)). 
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If B = maxl_<i<M Bi, we have Tj < BMT2 exp(C0), for some constant Co, and the desired result 
follows with C = B M exp(C0). | 
PROBLEM 2 t. In this case, the error analysis is based on the following discrete rror functions: 
= - u ; ,  
n n AA2 = aj - Aj , 
A Yjn : v;  - Yj n, 
w?, 
Ej = [AUj[ + [AAjI + IAVj[ + [AWj[. 
The measured approximations at the active boundary are responsible for the error Eo. By using 
Proposition 1, it is readily seen that there is a constant C such that 
Eo<_C e+~i+~ . (30) 
The restoration of continuity with respect o the data is summarized in the following theorem. 
THEOREM 4. / f  Assumptions 2 and 2 t hold, and there are constants d2, d3, and da such that 
2h/k <_ d2, k = d4h, and max{h, (h/a2)} <_ d3, then there exists a constant C such that 
I[S[[o~ <_ CEo. 
PROOF. See the Appendix. 
5. NUMERICAL  RESULTS 
In this section, we discuss the implementation f the new algorithms and present he numerical 
results from several examples. 
The discrete rror functions are measured by means of the weighted/2-norms defined as follows: 
• If Gj is a discrete function of j ,  j = 1, 2 , . . . ,  M, then its weighted/2-norm is given by 
1/2 
IleJ[ 2 = ~ Ia312 
j=l 
• If G~ is a discrete function o f j  and n, j = 1,2, . . .  ,M, and n -- 1,2, . . .  ,N,  its weighted 
/2-norm is given by 
1/2 
n=l  
In all cases, the discretized measured approximations of the boundary data are simulated by 
adding random errors to the exact data at every grid point (j, n); i.e., if G 2 denotes the exact 
discrete function, the measured grid function G~,j is given by 
n n n Grn,j = Gj +¢ j ,  
n where the ej are independent Gaussian variables with constant variance a2 = e 2 and zero mean. 
The stability and accuracy of the algorithms for the numerical solution of Problems 1 and 2 are 
tested for different average perturbations e and appropriate values of the mollification radius 6. 
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Table 1. Error norms as functions of e in Example la. 
~ IIAAll2 Ilau°ll~ 
0.000 0.000 0.0363 0.0084 
0.003 0.025 0.0456 0.0316 
0.005 0.050 0.0715 0.0417 
3.0@- 
2.sa: 
X2.~ 
G 
a.60 
1,~ I I l IW l~ l l , I l l l l l l l l l l l l l l l , I  
e .aa  o .sa  1 .~ 1.ha 
X-  vo lue  
Figure 1. Initial condition in Example la. e = 0.005, 3 = 0.05. Exact: ( . ,  .); 
Computed: (--). 
L 
i r 4 tt 
~-~ 
Figure 2. Error in a(x, t). Example la. e = 0.005, 6 = 0.05. 
Problem I 
EXAMPLE la. Identify a(x ,  t)  and  u(x ,  0) in 
ut = (aux)x % f (x , t ) ,  O < x < l, O < t, 
u(0,  t)  = exp( - t ) ,  0 < t, 
ux(O,t) = exp( - t ) ,  0 < t, 
,oo1 a t = 1 + .--z~.t, 0 < t, 
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Table 2. Error norms as functions of e in Example la. 
~ IIAAII2 IIAU°II~ 
0.000 0.000 0.1170 0.0528 
0.003 0.075 0.0924 0.0065 
0.005 0.125 0.0935 0.0158 
3.00-  
2.,~0 
o 
X2.00  
1.E;O 
0.~ 0.60 1.~ 1 ,~  
x -- VO I I . JO 
Figure 3. Initial condition in Example lb. e = 0.005, ~ --- 0.125. Exact: ( ,  • ,) ;  
Computed:  ( - - ) .  
F igure 4. Error in a(x, t). Example lb. e = 0.005, ~ = 0.125. 
a ,t  = 1+ l--~t, 0<t ,  
where I ( x , t )  = - (2  + ( t /2)(x + 1) )exp(z  - t). 
The exact solutions are 
1 t a(x,t)  = 1 + -~x and u(x,O) = exp(x).  
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Table 3. Error norms as functions of e in Example 2a. 
Relative Errors 
~ IlaAII2 IIau°ll  
0.000 0.020 0.0018 0.0054 
0.003 0.100 0.0354 0.0042 
0.005 0.140 0.0447 0.0037 
3 .~-  
¢D 
;2 .~ 
1.so  
1.00  . . . . . . .  t ,  I . . . . . .  I , I I I t , I I l r l "n - r l  
0.00  0 .50  1 .~  1 .E;O 
x - va  I uo 
Figure 5. Initial condition in Example 2a. e = 0.005, /f = 0.05. Exact: (* * *); 
Computed: (--). 
{. 
{. 
¢ 
Figure 6. Error in a(x, t). Example 2a. e = 0.005, ~f = 0.05. 
Tab le  1 shows the  discrete errors as funct ions of the  amount  of noise in the  data  e for M = 
N = 40. The  qua l i ta t ive  behav ior  of the  reconst ructed  funct ions is shown in F igures  1 and 2. 
EXAMPLE lb .  Ident i fy  a(x, t) and u(x, 0) in 
u~ = (au=)x + I ( z ,  t), 0 < x < 1, 0 < t, 
u(O, t) = exp(t) ,  0 < t, 
u=(O, t) = exp(t) ,  0 < t, 
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Table 4. Error norms as functions of e in Example 2b. 
Relative Errors 
¢ 6 llaAll2 llau°ll  
0.000 0.010 0.0170 0.0031 
0.003 0.050 0.1369 0.0262 
0.005 0.050 0.1487 0.0283 
8.00 
7.e~ 
6.~"  • 
×S.~.  
4 .~ i  
0.00 0.50 1.00 1.50 
x - vo lue  
Figure 7. Initial condition in Example 2b. ~ = 0.005, 5 = 0.125. Exact: ( ,  • ,); 
Computed: (- -) .  
Q 
Figure 8. Error in a(x,t). Example 2b. e = 0.005, 5 = 0.125. 
a(~--~,t) = I + (exp(-t)) (sin ~0), 0<t ,  
a(3,t) = 1 + (exp(- t ) )  (sin 3 )  , O<t ,  
where f (x ,  t) -- - (exp(- t ) )  (sin x + cos x) exp (x + t). 
The exact solutions are 
a(x,t) = 1+ (exp(- t ) ) (s inx)  and u(x,O) = exp(x). 
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We select M = N = 40. Table 2 and Figures 3 and 4 illustrate the quality of the reconstruc- 
tions. 
P rob lem 2 
EXAMPLE 2a. Identify a(x, t) and u(x, 0) in 
ut = auxx + f (x , t ) ,  O < x < l, O < t, 
a(O, t) = 1 + O.01t, 0 < t, 
u(O, t) = exp(t), 0 < t, 
ux(O,t) = exp(t), 0 < t, 
where f (x,  t) = -O.01(x + t) exp(x + t). 
The exact solutions are 
a(x,t) = 1 + 0.01(x + t) and u(x,O) = exp(x). 
Table 3 shows the discrete relative errors as functions of the amount of noise in the data e 
for M = N = 50. The qualitative behavior of the reconstructed functions is shown in Figures 5 
and 6. The parameters for this experiment axe e = 0.005 and 5 = 0.12. 
EXAMPLE 2b. Identify a(x, t) and u(x, 0) in 
ut=aUxx+f (x , t ) ,  O<x<l ,  O<t ,  
a(O,t) = 1 0 < t, 
u(O, t) = exp(1 - t), 0 < t, 
ux(0, t) = exp(1 - t), 0 < t, 
where f (x ,  t) = - (2  + 0.1xt) exp(1 + x - t). 
The exact solutions are 
a(x,t) = 1 + O.lxt and u(x,O) = exp(1 + x). 
We set M = N = 100. Table 4 illustrates the stability of the method by showing the relative 
errors as functions of the amount of noise in the data e. The quality of the reconstructions can 
be observed in Figures 7 and 8, in which e = 0.005 and 5 = 0.05. 
APPENDIX  
With completeness in mind, we present a detailed proof of Theorem 4. 
THEOREM. I f  Assumptions 2 and 2' hold, and there are constants d2, d3, and d4 such that 
2h/k < d2, k = d4h and max{h, (h/or2)} _< d3, then there exists a constant C2 such that 
[[E[Ioo _< C2Eo. (31) 
PROOF. Subtracting (17) from (21), we obtain 
h h 
= aS"  + - s ; )  - (w?  - s ; )  + o(h ) 
Since 
h___ (wr~ _ f f )  _ h h (A']AW? - W?AA?  + ]~AA' : ) ,  ay ~ (W? - f ; )  = ayA'~ 
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then 
1~5~11 < tAV~I +d3 [IIAII~ IAWjl + (llWll~ + Ilfllo~)IAA31] + O (h2), 
and this implies 
tAVj+I I -< C3Ej + 0 (h2), (32) 
where C 3 = max {1,d3 IlAUoo, d3 (llWlloo ÷ ]lflloo)}. 
Subtracting (16) from (20), we find 
h (Avr,+l _ Av?) + O(h 2) + 0(~). AW?+I : AW? + -~ 
This implies 
IAWT÷I[ _< IAWjl + ? IAVjl + O (h 2) + O(k), 
which provides an estimate of the form 
IAWj+xl < C4Ej + 0 (h 2) + O(k). (33) 
Now, from (18) and (25), we get 
n n --1 AAj+ 1 (W?-  f?) = -ajn+lAW? + AA• (W?.~l 1-  f?÷l) +ajAW'~j+I + O(h) + O(k). 
By Assumption 2', 
c~f~ IAA~+ll _< Ilallo~ (2 IAWjl + d2 IAVjl) + (llWIIoo + Ilfllc¢)IAAjl + O(h) + O(k), 
which indicates that we can find a constant C5 such that 
IAAj+ll < CsEj + O(h) + O(k). (34) 
Finally, subtracting (15) from (19), we readily obtain the estimate 
IAUj+ll < C6Ej + 0 (h2). (35) 
Now, we add inequalities (32)-(35) and make use of the hypothesis k = d4h to get the estimate 
E~+~ < CTEj + O(h), 
where C7 = C3 + C4 + C5 + C6. Without loss of generality, we assume Ej > 0. The ideas in the 
proof of Corollary 1 allow us to conclude the desired result. We state, for future reference, that 
the constant C2 is of the form C2 = B M exp(Co), for some constants B and Co. II 
A theoretical convergence result as the maximum noise in the data, e, tends to 0, is easily 
obtained from the estimate (31). 
COROLLARY. If the hypotheses of Theorem 4 hold, then 
lim [JEll  ~ = O. e---*0 
PROOF. Recalling (30) and the fact that C2 = B M exp(Cs), we can write 
( ') IIEll~ ___ CgB ~/h ~ + ~ + -~ 
for some constant C9 independent of e, ~5, h, and k. 
Let ~ = e 1/2 and h = -(lnB)/(lne'7), where 0 < ~ < 1/2. Clearly, if e tends to O, so do ~ 
and h. Since B 1/h = e -~, then 
which tends to 0 as e tends to 0. II 
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