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Abstract
In this article, we attempted to develop an upwind scheme based on Flux Difference Splitting
using Jordan canonical forms to simulate genuine weakly hyperbolic systems. Theory of Jordan
Canonical Forms is being used to complete defective set of linear independent eigenvectors.
Proposed FDS-J scheme is capable of recognizing various shocks accurately.
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1. Introduction
Central and upwind discretization schemes are the popular categories of numerical methods
for simulating hyperbolic conservation laws. A system is said to be hyperbolic if its Jacobian
matrix has all real eigenvalues with complete set of linearly independent eigenvectors. Upwind
schemes based on Flux Difference Splitting (FDS) are usually more accurate than others. Two
popular schemes belonging to this category are the approximate Riemann solvers of Roe [8] and
Osher [7] and these are heavily dependent on eigenvector structure. Thus their applications
are limited to systems which have complete set of linearly independent eigenvectors. Several
other numerical schemes too are dependent strongly on eigenstructure and thus share the same
difficulty.
Recently, an attempt is made [10] to extend Roe scheme to weakly hyperbolic systems by
adding a perturbation parameter  to make such systems strictly hyperbolic. In this article
we try to develop an upwind method based on the concept of flux difference splitting together
with Jordan forms, thus naming it as FDS-J scheme, to simulate genuine weakly hyperbolic
systems. We use the theory of Jordan canonical forms to complete the defective set of linearly
independent (LI) eigenvectors. Pressureless gas dynamics system, which happens to be weakly
hyperbolic, is considered and it is known to produce delta shocks for density variable. Next,
we consider Modified Burgers’ System as given in [2] and for this system too delta shocks occur
exactly at same locations where normal shocks occur in the primary variables. Similarly, other
types of discontinuities, namely, δ′-shocks and δ′′-shocks are observed if we further extend
modified Burgers’ system as given in [4] and [6]. FDS-J solver is capable of recognizing these
shocks accurately. Comparison is done with simple Local Lax-Friendrichs (LLF) [9] method.
Contribution of generalized eigenvectors is not seen directly in the final FDS-J scheme for
simulating considered genuine weakly hyperbolic systems. It is because for each considered
system, all eigenvalues are equal with arithmetic multiplicity (AM) greater than one in the
resulting single Jordan block for each case.
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2. 1-D Pressureless system
Consider the one-dimensional pressure-less gas dynamics system
∂U
∂t
+
∂F (U)
∂x
= 0 (1)
where U is the conserved variable vector and F (U) is the flux vector defined by
U =
[
ρ
ρu
]
and F (U) =
[
ρu
ρu2
]
This system can also be written in quasilinear form as follows.
∂U
∂t
+A
∂U
∂x
= 0 (2)
Here A is Jacobian matrix for pressure-less system and is given by
A =
[
0 1
−u2 2u
]
Eigenvalues corresponding to Jacobian matrix A are λ1 = λ2 = u and thus algebraic multiplicity
(AM) of the eigenvalues is 2, so we have to find its eigenvector space to see whether A has
complete set of linearly independent eigenvectors or not. The analysis of matrix A shows
that given system is weakly hyperbolic as there is no complete set of linearly independent
eigenvectors, with the only eigenvector being
R1 =
[
1
u
]
Since given system doesn’t have a complete set of linearly independent (LI) eigenvectors, it will
be difficult to apply any upwind scheme based on either Flux Vector Splitting (FVS) method
or Flux Difference Splitting (FDS) method. But from the theory of Jordan Canonical Forms
we can still recover complete set of LI generalized eigenvectors.
3. Jordan canonical forms and FDS for Pressureless Gas Dynamics
Every square matrix is similar to a triangular matrix with all eigenvalues on its main
diagonal. A square matrix is said to be similar to a diagonal matrix only if it has a complete
set of LI eigenvectors. But every square matrix can be made similar to a Jordan matrix. An
n×n matrix J with repeated eigenvalue λ is called a Jordan matrix of order n if each diagonal
entry in a Jordan block is λ, each entry in the super diagonal is 1 and every other entry is zero.
Here we are providing a brief procedure to reduce a given square matrix to a Jordan matrix.
3.1. Re-visit of typical cases
Let A be n× n matrix with n real eigenvalues λ1, λ2, λ3, · · · , λn. Now the following typical
cases may arise:
Case 1: When all λi, where 1 ≤ i ≤ n, are distinct. In this case matrix A will have a
complete set of LI eigenvectors and hence will be similar to a diagonal matrix.
Case 2: When some λi are equal, i.e., let λ1 = λ2 = λ3 = · · · = λp = λ, where p is a
natural number ≤ n, any of the following sub-cases may happen.
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Sub-case 1: If algebraic multiplicity (AM) of an eigenvalue λ, which is p in assumed case,
is equal to geometric multiplicity (GM), and moreover if this is true for all subsets of equal
eigenvalues then square matrix A will again be similar to a unique diagonal matrix.
Sub-case 2: Now, consider the case in which GM is strictly less than AM, in that case the
LI set of eigenvectors will not be a complete one. Here, we can pull in the theory of Jordan
canonical forms to recover full LI set of generalized eigenvectors and to make given square
matrix similar to a Jordan matrix which is not much different from a diagonal matrix.
Definition: A n× n matrix is called defective matrix if it doesn’t possess full set of linearly
independent eigenvectors.
Procedure to find generalized eigenvectors: In this article we mainly focus on systems
which belong to the category as discussed in Sub-case 2. If all eigenvalues of a given defective
matrix are equal and further if there is only a single Jordan block corresponding to given matrix,
then following steps need to be followed to recover full set of LI generalized eigenvectors:
(i) For an eigenvalue λ, compute the ranks of the matrices A− λI, (A− λI)2, · · · , and find
the least positive integer s such that rank(A − λI)s = rank(A − λI)s+1. There will be a
single Jordan block only if s comes out equal to dimension of given matrix.
(ii) Once s is equal to dimension of defective matrix, generalized eigenvectors can be computed
from the system of equations AP = PJ , where
J(λ) =

λ 1
. . .
. . .
. . . 1
λ

s×s
Let P equal to [X1,X2,X3, ...,Xs] be a set of column vectors which need to evaluated. Then,
A
[
X1,X2,X3, .........,Xs
]
=
[
X1,X2,X3, .........,Xs
]

λ 1
. . .
. . .
. . . 1
λ

s×s
(3)
gives
AX1 = λX1
AX2 = λX2 + X1
AX3 = λX3 + X2
...
AXs = λXs + Xs−1
(4)
Now we can compute all true and generalized eigenvectors from system of relations (4). For
present case, u is repeated eigenvalue with arithmetic multiplicity (AM) of 2 and on computing
the ranks of matrices A − uI, (A − uI)2 and (A − uI)3, we find rank(A − uI)2 = 0 =
rank(A− uI)3. Thus s will be 2 in this case, so there will be one Jordan block of order 2. On
expanding relation AP = PJ , we get
A[X1 X2] = [X1 X2][J1 J2] (5)
where X ′si are linearly independent, 2× 1, column vectors. Similarly, J ′si are column vectors
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which form Jordan matrix J and are given as
J1 =
[
λ
0
]
2×1
, J2 =
[
1
λ
]
2×1
(6)
On solving (5), we get following relations to find all eigenvectors, i.e.,
AX1 = λX1
AX2 = λX2 + X1
(7)
First relation of (5) gives X1 = R1 and on using this value in second relation of (5), we get
X2 = R2 =
[
x1
1 + ux1
]
which will be a generalized eigenvector of the pressureless gas dynamics system and x1 ∈ IR.
3.2. Formulation of a FDS scheme for Pressureless System
System (1) can be written in quasi-linear form as
∂U
∂t
+A
∂U
∂x
= 0 (8)
Now, because of the non-linearity of Jacobian matrix A, it is difficult to solve above system.
But locally, inside each cell, A can be made linearized to form a constant matrix A¯, which is
now a function of left and right state variables UL and UR, i.e., A¯ = A¯ (UL,UR). So, (8)
becomes
∂U
∂t
+ A¯
∂U
∂x
= 0 (9)
On comparing (1) and (9), we get
dF = A¯dU (10)
The finite difference analogue of the above differential relation is,
4F = A¯4U (11)
where,
4F = FR − FL
4U = UR −UL
(12)
In the above equations, subscripts R and L represent the right and left states respectively.
Relation (11) ensures the conservation property. As already explained the present system is
weakly hyperbolic, but on the basis of above mentioned procedure, we can construct a basis of
true and generalized eigenvectors for column vector 4U , i.e.,
4U =
2∑
i=1
α¯iR¯i (13)
where, α¯′is are coefficients attached with both LI eigenvectors corresponding to given system.
On using above equation in (11), we get
4F = A¯
2∑
i=1
α¯iR¯i (14)
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For weakly hyperbolic systems, A¯ is non-diagonalizable, resulting in
A¯R¯i 6= λ¯iR¯i for some i’s
We now have R¯2 as a generalized eigenvector and
A¯R¯1 = λ¯1R¯1 and A¯R¯2 = λ¯2R¯2 + R¯1
On using above relations in (14), we get
4F = α¯1λ¯1R¯1 + α¯2λ¯2R¯2 + α¯2R¯1
We now define the standard Courant splitting for the eigenvalues as
λ¯+i − λ¯−i = |λ¯i|
After splitting each of the eigenvalues into a positive and a negative part, 4F+ and 4F− can
be written as
4F+ = α¯1λ¯+1 R¯1 + α¯2λ¯+2 R¯2 + α¯2R¯1 (15)
and
4F− = α¯1λ¯−1 R¯1 + α¯2λ¯−2 R¯2 + α¯2R¯1 (16)
Taking a cue from the traditional flux difference splitting methods, we now write the interface
flux as
F I =
1
2
[FL + FR]− 1
2
[(4F+ − 4F−)] (17)
On using (15) and (16) in the upwinding part of FDS formulation for pressureless system, we
get
4F+ −4F− =
2∑
i=1
α¯i|λ¯i|R¯i (18)
Since both eigenvalues are the same, above relation becomes
4F+ −4F− = |λ¯| 4U (19)
Now 4U2 is equal to 4(ρu), which can be further expressed as
4(ρu) = u¯4 ρ + ρ¯4 u (20)
where u¯ is some average of uL and uR, ρ¯ is another average of ρL and ρR, both to be determined.
We now have
ρRuR − ρLuL = u¯(ρR − ρL) + ρ¯(uR − uL) (21)
We need to find average values for both density and velocity variables and both of which should
satisfy relation (21) to get some meaningful solutions for interface fluxes inside each cell. Again
consider relation 4F = A¯4U , which in expanded form can be written as[
4(ρu)
4(ρu2)
]
=
[
0 1
−u¯2 2u¯
][
4(ρ)
4(ρu)
]
(22)
First relation is automatically satisfied for any average values. From the second relation, we
get
4(ρu2) = −u¯2 4 (ρ) + 2u¯4 (ρu) (23)
where
4(ρ) = (ρ)R − (ρ)L (24)
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4(ρu) = (ρu)R − (ρu)L (25)
4(ρu2) = (ρu2)R − (ρu2)L (26)
After rearrangement of terms we obtain
u¯2 4 (ρ) − 2u¯4 (ρu) + 4(ρu2) = 0
which is a quadratic equation in u¯ the solution of which, after a little algebra, is obtained as
u¯ =
√
ρLuL ± √ρRuR√
ρL ± √ρR (27)
We neglect the root having negative signs in both numerator and denominator as it is not
physical and may become infinity as
√
ρR 7−→ √ρL or vice-versa. Thus average value of u is
defined as
u¯ =
√
ρLuL +
√
ρRuR√
ρL +
√
ρR
(28)
On using u¯ in the relation (21) we get
ρRuR − ρLuL =
√
ρLuL +
√
ρRuR√
ρL +
√
ρR
(ρR − ρL) + ρ¯(uR − uL) (29)
Now we use (ρR − ρL) = (√ρR + √ρL)(√ρR − √ρL) in the above equation and after
rearrangement of terms, we get
ρ¯ = (
√
ρR
√
ρL) (30)
Since density is always positive, the average value ρ¯ becomes equal to (
√
ρRρL). One can check
that the relation (21) becomes an equation for above defined averages for both density and
velocity variables. As the interface flux is now completely defined, the final update formula in
the finite volume framework is written as follows.
Un+1j = U
n
j −
∆t
∆x
[
F nj+ 12
− F nj− 12
]
(31)
3.3. Numerical examples
Here we consider two test cases for 1D-pressureless gas dynamics. First test case we take
from [3] with initial conditions being given as (ρL, uL) = (1.0, 1.5), (ρR, uR) = (0.2, 0.0) with
xo = 0.0 and all solutions are obtained at final time t = 0.2 units. In this case, a δ-shock
develops in density variable and our FDS-J scheme captures this feature accurately, as seen in
Figure 1(a). The formation of step discontinuity in velocity variable is shown in Figure 1(b).
Second test case is taken from [1]. This test case is designed to check positivity property and
maximum principle for density and velocity variables respectively. For this problem, FDS-J
scheme generates insufficient numerical diffusion. To get meaningful solution, we use Harten’s
entropy fix [5] which usually increase diffusion in the scheme, i.e.,
|λ˜| = |λ| if |λ| ≥  and
|λ˜| = 1
2
(λ2

+ 
)
if |λ| < 
(32)
for some small value of . The density variable plot is shown in Figure 2.
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Figure 1: (a) Results of FDS-J scheme for pressureless system, formation of δ shocks in density variable and
(b) represents formation of step discontinuity in velocity variable.
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Figure 2: Results of density variable for positivity problem using FDS-J scheme for pressureless gas dynamics
system.
4. Modified Burgers’ system
Next we consider modified Burgers’ system which is formed augmenting the inviscid Burgers
equation with an equation obtained by taking its derivative, forming a 2× 2 system. Let us
consider one-dimensional inviscid Burgers’ equation
ut + fx(u) = 0 (33)
where, u is the conserved variable and f(u) is the flux function which is given by f(u) = 12u
2.
On differentiating above equation w.r.t. x, we obtain
(ut)x + (fx(u))x = 0 (34)
It further can be written as
(ux)t + (f
′(u)ux)x = 0 (35)
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or
vt + gx(u) = 0 (36)
where we define v = ux and g(u) = f
′(u)v. (33) and (36) together form 2× 2 system
∂U
∂t
+ A
∂U
∂x
= 0 (37)
where U is column vector and A is 2× 2 matrix, i.e.,
U =
[
u
v
]
and A =
[
u 0
v u
]
Eigenvalues corresponding to Jacobian matrixA are λ1 = u = λ2 and thus algebraic multiplicity
(AM) of the eigenvalue u is 2. For v 6= 0, analysis of matrix A shows that given system is
weakly hyperbolic as the given system has only one LI eigenvector, which is given by
R1 =
[
0
1
]
(38)
We find that there is one Jordan block of order two as rank(A−uI)2 = 0 = rank(A−uI)3.
Like in the previous case, in order to find a generalized eigenvector we need to solve relation
AP = PJ . After a little algebra, R2 comes out as
R2 =
 1v
x2
 (39)
where x2 ∈ IR.
4.1. Formulation of FDS scheme for Modified Burgers’ system
Similar analysis like that in the pressureless gas dynamics system is valid for modified
Burgers’ system till equation (19) which is
4F+ −4F− = |λ¯| 4U (40)
In this case 4U is defined as
4U =
[
4u
4v
]
(41)
and λ¯ = u¯. In order to solve (40) fully, we need to find average value of u from relation
4F = A¯4U . In expanded form it can be written as[
4( 12u2)
4(uv)
]
=
[
u¯ 0
v¯ u¯
][
4(u)
4(v)
]
(42)
From the first equation, we get
4
(
1
2
u2
)
= u¯4 (u) (43)
or (
1
2
u2R −
1
2
u2L
)
= u¯(uR − uL) (44)
if uL 6= uR, then u¯ = (uL + uR)
2
. Otherwise also u¯ =
(uL + uR)
2
in a limiting sense. Second
expression (v¯) need not be solved as interface flux requires only u¯ to be evaluated. It is
important to note that even if v = 0, relation (40) still holds.
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4.2. Numerical examples
We considered some numerical test cases from [2] for the modified Burgers’ system. First
test case contains smooth initial conditions which are given as
U(x, 0) =
{
1
2 + sin(pix)
picos(pix)
∀x ∈ [0, 2]
with a 2-periodic boundary condition. Later near time t = 3(2pi) , the given system develops a
normal shock and a δ−shock in u and v variables respectively. Theoretically, v = picos(pix)
may be zero at points x = 12 ,
3
2 but computationally it is not so. Results with FDS-J scheme
are given in Figure 3(a) and 3(b). Next we present results with Local Lax-Friedrichs (LLF)
method, which is a simple central solver and are given in Figure 4(a), 4(b). Second test case
for which initial conditions are defined as (uL, vL) = (−2.0, 1.0), (uR, vR) = (4.0,−2.0) with
xo = 1.0 contains a sonic point. Final solutions are obtained at time t = 0.125 units as given
in [10]. Harten’s entropy fix is employed to get meaningful solutions and results are given in
Figure 5(a) and 5(b).
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Figure 3: (a) Formation of normal shock in u-variable and (b) represents formation of δ− shock in v-variable,
for Modified Burgers’ system.
5. Further modified Burgers’ system
Shelkovich [4] shows existence of δ′-shocks in addition to δ-shocks. These shocks occur
in a system which is formed by taking one more derivative of second equation of modified
Burgers’ system leading to 3× 3 system. Similarly, Joseph [6] shows existence of δ′′-shocks in
the solution of 4× 4 system. Let us consider again both equations of modified Burgers’ system
ut + fx(u) = 0 (45)
and
vt + gx(u) = 0 (46)
On differentiating above equation w.r.t x, we get
wt + (v
2 + uw)x = 0 (47)
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Figure 4: LLF scheme with 500 points (a) formation of normal shock in u-variable and (b) represents formation
of δ− shock in v-variable, for Modified Burgers’ system.
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Figure 5: (a) Sonic point problem results in u-variable and (b) represents numerical results in v-variable for
FDS-J scheme with Modified Burgers’ system.
If we differentiate above equation once more we have
zt + (3vw + uz)x = 0 (48)
In a quasi-linear form above set of four equations can be written as
U t + AUx = 0 (49)
where, U is a 4× 1 column vector and A is a Jacobian matrix which is given below
A =

u 0 0 0
v u 0 0
w 2v u 0
z 3w 3v u
 (50)
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Eigenvalues corresponding to matrix A are u, u, u, u and for v 6= 0, w 6= 0, z 6= 0, matrix A is
weakly hyperbolic. Indeed it has only one LI eigenvector e4. In this case also we find that there
is only one Jordan block of order 4 as rank(A− uI)4 = 0 = rank(A− uI)5. This means for
present system, a Jordan chain of order four corresponding to eigenvalue λ = u will form, i.e.,
AR1 = λR1
AR2 = λR2 + R1
AR3 = λR3 + R2
AR4 = λR4 + R3
(51)
where R1 = e4 and on using R1 in the second relation, R2 comes out as (0, 0,
1
3v , x4)
t
with x4 as a real constant. Similarly, on using R2 in next relation, R3 comes out equal to
(0, 16v2 ,
x4
3v − w6v3 , y4), where x4 is already defined and y4 is another real constant. Finally, last
expression gives R4 = (
1
6v3 ,
x4
6v2 ,
y4
3v − z18v4 − wx46v3 , t4)t. Let P denote a matrix with column
vectors [R1|R2|R3|R4] and one can check determinant of P is 1108v6 6= 0.
5.1. Formulation of FDS scheme for Further Modified Burgers’ System
In this case 4F is written as,
4F = α¯1λ¯R¯1 + α¯2(λ¯R¯2 + R¯1) + α¯3(λ¯R¯3 + R¯2) + α¯4(λ¯R¯4 + R¯3)
After splitting each of the eigenvalues into a positive part and a negative part, 4F+ and 4F−
can be written as
4F+ = α¯1λ¯+R¯1 + α¯2(λ¯+R¯2 + R¯1) + α¯3(λ¯+R¯3 + R¯2) + α¯4(λ¯+R¯4 + R¯3) (52)
and
4F− = α¯1λ¯−R¯1 + α¯2(λ¯−R¯2 + R¯1) + α¯3(λ¯−R¯3 + R¯2) + α¯4(λ¯−R¯4 + R¯3) (53)
⇒4F+ −4F− = |λ¯| 4U (54)
In this case 4U is defined as,
4U =

4u
4v
4w
4z
 (55)
and λ¯ = u¯. In order to solve (54) fully, we need to find average value of u. In this case also
average value of u turns out to be equal to
uL + uR
2
. we take the same test case as considered
in the modified Burgers’ system with initial smooth conditions
U(x, 0) =

1
2 + sin(pix)
picos(pix)
−pi2sin(pix)
−pi3cos(pix)
∀x ∈ [0, 2]
As already explained at time t = 3(2pi) , the given system develops a normal shock and a δ−shock
in u and v variables. Similarly, at same position where normal shock forms, third variable
w gives a δ′-shock and fourth variable z creates a δ′′-shock. Results for FDS-J scheme are
compared with simple central solver LLF and are given in Figures 6(a) and 6(b).
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Figure 6: Comparison of FDS-J scheme with LLF scheme for further modified Burgers’ system (a) represents
formation of δ′−shock in w-variable and (b) represents formation of δ′′−shock in z-variable.
6. Summary
In this study, we attempted to develop a Flux Difference Splitting scheme for genuine weakly
hyperbolic systems to simulate various shocks including δ-shocks, δ′-shocks and δ′′-shocks.
Newly constructed FDS-J scheme, developed using Jordan Canonical forms together with an
upwind flux difference splitting method, is capable of recognizing these shocks accurately. For
considered weakly hyperbolic systems, there is no direct contribution of generalized eigenvector
in the final formulation of the scheme.
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