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1. INTRODUCTION 
In some physical or geophysical models the scattering of incident plane waves by a penetrable 
obstacle leads to the transmission problem (see [l] and the reference therein). The inverse scat- 
tering problem we are interested is the problem of determining the shape of the obstacle by 
measurements of the far field patterns of the acoustic (or electromagnetic) waves. 
During the last several decades, the inverse scattering problems have enjoyed a remarkable 
degree of popularity, both in pure and applied contexts (cf. [l-12]). The first question to ask 
about the inverse scattering problem is uniqueness. In 1967, a method was introduced by Schiff 
(cf. [5]) who showed that a sound-soft obstacle is uniquely determined by a knowledge of its far 
field patterns for incident plane waves. But this method requires some regularity properties of the 
boundary. So it cannot be immediately transferred to other boundary conditions. Recently, some 
modified methods were given to prove the uniqueness for different inverse scattering problems 
(see [3,6,11]). In this paper, we introduce a new method to study the inverse obstacle scattering 
with transmission boundary condition (see [lo]). 
The scattering by a penetrable obstacle fl with density pn and speed of sound co differing from 
the density p and speed of sound c in the surrounding medium R3\Cl leads to a transmission 
problem. In R3\52, the superposition u = ui + us of the incoming wave ui = eikx’d and the 
scattered wave u5 satisfies the following Helmholtz equation: 
Au’ + k2us = 0 (1) 
and the Sommerfeld radiation condition, i.e., 
uniformly in all directions ~/IX]. Here r = (51. 
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Furthermore, 
for all a’, a E S2, the unit sphere in R 3. The function A(&, LX’, k), denoted by A(&, (Y) if k is 
fixed, is the far field pattern (or scattering amplitude). 
We also have a transmitted wave v in Q satisfying 
Av+k;v=O, (4) 
where ki = k2c2/cz # k2. The continuity of the pressure and the normal velocity across the 
interface leads to the transmission condition 
u = v, on CUR (5) 
and 
-=xd” &l 
au au’ on aa, (6) 
where X = p/p0 # 1. For the sake of convenience, we use S to denote the boundary of fl, i.e., 
s=an. 
We can also discuss the more general case where ko is a function of x. In many physical 
applications kg(x) = w(w + iu)/c2( x in R, where c(x) denotes the speed of sound and a the ) 
damping coefficient in Q. Readers can refer to [1,7] for the physical background of the transmission 
problem. 
Existence and uniqueness results for the above boundary value problem are well-known and 
can be found in [1,2]. 
For the inverse problem, the following data are given. 
DATA. The wavenumber k is a given constant and the far field pattern (or scattering amplitude) 
A(&, Q) := A(&, cr, k) is known for all cr’, (Y E S2. 
The inverse problem is to recover the obstacle dfl = S, the transmission parameter X and the 
interior wavenumber ko. 
In this paper, the following uniqueness result will be proved. 
THEOREM 1.1. Suppose that the above data is given for the transmission problem (l)-(6), 
then the boundary S is uniquely determined by the scattering amplitude A(&, CY), known for 
all a’, a E S2. 
2. BASIC LEMMAS 
We have already given the definition of the far field pattern in the above section. In the 
following, we will discuss some important properties about the far field pattern, especially, the 
one-to-one correspondence between a radiating wave and its far field pattern. 
LEMMA 2.1. Assume the the bounded set R is the open complement of an unbounded domain 
and let u E C2(R3\fi) be a solution to the Helmholtz equation satisfying 
lim T’oo I 
, ,= lu(x)12ds = 0.
2 T 
Then u = 0 in R3\fi. 
This lemma ensures uniqueness for solutions to exterior boundary value problems through the 
following theorem. 
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THEOREM 2.1. Let R be the open complement of an unbounded domain and aR be of class C2 
with unit outward normal vector, and assume u E C2(R3\fi) f~ C(R3\fl) is a radiating solution 
to the Helmholtz equation with wave number k > 0 which has a normal derivative in the sense 
of uniform convergence and for which 
Im 
J 
250 
an av - . 
Then u = 0 in R3\o. 
Now we can get the one-to-one correspondence between radiating waves and their far field 
patterns. 
LEMMA 2.2. Suppose that G is the open complement ofan unbounded domain and u E C2(R3\fi) 
is a radiating solution to the Helmholtz equation for which the far field pattern vanishes identi- 
cally. Then u = 0 in R’\fi. 
3. PROOF OF THEOREM 1.1 
PROOF. We start this section by noticing that problem (l)-(6) can be reformulated as the fol- 
lowing way: 
&L = V(aVu) + b2u = 0, x E R3, (9) 
where 
and 
a(x) = 
a+ = X , xEfl2, 
a- = 1, x E R3\R, 
On the boundary 5’ the following transmission boundary conditions hold: 
u = 21, xEs=ai-2, 
_ au 
a + av z=a z1 xd=aa. 
(11) 
(12) 
Assume that there are two configurations (Sl, XI, kf ) and ( SZ, X2, kz), SI f S2, which lead to 
the same far field pattern (or scattering amplitude) A(&, a). We will derive a contradiction. 
REMARK. Sj and ki represent the boundary and the interior wavenumber of the scatterer Rj. 
The wavenumber in the region R3\0j is k2, j = 1,2. 
Let Uj(x> CY) denote the solutions of (l)-(6) or (9)-(12) corresponding to (Sj, Xj, k;), j = 1,2, 
and 012 = 521 U R2, 02/,, = R3\a12. 
Since the far field patterns (or scattering amplitudes) coincide for the two configurations, one 
concludes (see Lemma 2.2 or [7, p. 251) that 
w(z) = u2(2), 5 E nl,,. (13) 
Also, by (l), for any 4 E W$‘(R3), one has 
s R3 (ajVuj ’ 04 - biuj$) dx = 0. (14) 
Here W’iP1(R3) is the set of compactly supported functions from the Sobolev space W111(R3), 
aj(X) = 
aj+=Xj, XEOj, 
a; = 1, x E R3\flj, (15) 
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and 
(16) 
Since al = as = a- - 1 and bf = bz = k2 in Ri,, it follows from (10) that: 
l,, (alvul .v4 - b:ulb) dx - L,, (aavw. 04 - bh.4) dx = O. (17) 
For j = 1,2, let 
.$uj = V(ojVuj) + b:uj, (18) 
be two differential operators and denote their Green’s functions by Gj(x, y). It is known ([8, 
p. 461) that 
uniformly with respect to x running through compact sets. 
For 4 E W$‘(R3) and y E Cl:, define 
W(Y) = 
J 
nlz [d’zG(x, Y) . Vz4 - b:G (x, Y)+] da: 
- J nlz [a2YzG2b, Y) . Vz4 - b&4x, YM] dx. 
From (15) and (16) (see also [9, Lemma 2]), we have 
W(Y) =o h 9 ( > IYI -+ 00, 
(1% 
(20) 
(21) 
and 
(A, + k”) w(y) = 0, in R’,,. (22) 
Hence, it follows by Rellich’s type lemma (see Lemma 2.1 or [7, p. 251) that w(y) = 0 in fl2’,,, i.e., 
for y E ai,, 
J [alV&(x, y) : 0,4 - a2VzG@, y) . V&l dx fll2 
J (23) = nlz [b:Gi(x, YM - b;Gz(x, YM] dx. 
If Si $ Ss, choose a point t E S1 outside 0s and a small ball B(t) c Rh centered at the point t. 
Then, by (23), 
J ollnsCtj[aiV,Gi(x, y) . V& - a2VrG2(5, Y) ’ Vd dX 
=- J [wV&‘l(xc, Y) . V,$ - a2VzG2(x, Y) . V&l da: kz\B(t) 
+ 
J 
[@Xx, YM - @Xx, YM] dx. 
n12 
(24) 
Because the integrals on the right-hand side of the above equation are bounded, we conclude that 
J [a~V,Gl(x, y) .V,+ - a2V+G2(x, Y) . V&l dx < 00. %znWt) (25) 
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Since the integration in (25) is over Cli2, the values of 4 outside flis are not relevant. For y E Cl;,, 
we consider the test function 4(x, y) E W$‘(R3) defined by 
77(x) 4(X? Y) := Ix _ y, ’ x E R3, 
where q(x) is a C$‘(R3) cut-off function, 0 5 q(x) 5 1, which equals to 1 in a neighborhood 
of Ris and vanishes outside a ball B centered at the origin and containing 521s. 
We introduce a local coordinate system {(xi, x2, x3)) in B(t) with the origin at t and such that 
the plane x3 = 0 is tangent to 5’1. In this coordinate system, choose y = (O,O, ys) E Ri, n B(t). 
For y -+ x, Green’s function Gi(x, y) has the following asymptotic behavior (see [9]): 
GI(x, Y) Y E a:, n B(t), Y + x, 
where 
P= 
a- - at 
a- +a:’ 
r=Ix-yyl, and R= (Xl - Y1)2 + (22 - Y2J2 + (1x31 + lY31j2, 
and formula (27) can be differentiated. If x E s1i2 and y E Qi,, then y3 > 0 
Using (27), for y + x, one gets 
1 
V,Gi(x, Y) N - 47ra_ i 
X-Y _p(xl-Y 7 1 x2 - Y2r 41x31 + IYSI)) 
-jiq R3 1 
From (26) and (30) one obtains 
V&(x, Y) . Vz4h Y) 
&xl - 917x2 - 512, -(ix31 + k/31)) 
R3 
(27) 
(23) 
(29) 
and 5s < 0. 
(30) 
(31) 
1 
= K ]x - y]4 
1 [l+p&!_& 
On the other hand, Green’s function Gs(x, y) has the following asymptotic behavior as y 4 x: 
Gzb, Y) N 
1 
47ra-]x - y]’ (32) 
and this formula can be differentiated. From (26) and (32) one gets 
a2VzG2(x, Y) * V&(X, Y) N 
[-4:i:y,3] . [-4 
1 
= 47r]x - yj4’ 
Hence, as y + t, one gets 
(33) 
[(aiV,Gi(x, y) . V&(X,Y) - a2V1G2(x, Y) . V&(x, Y)] dx 
&lx - YI _ 1 
a-R I . 
dx 
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Since z = y = (0, 0, ys) E C&, n B(t), it follows that: 
12 - yI = R. 
So, as y + t, one gets 
(35) 
s n,,ns(tj[(a~V,G~(z, y) . V&J@, Y) - a2V7rG2h Y) . VZ~(GY)] dz 
1 1 (36) 
“G s 
4 
Dlzi-Wt) lz a_+ 
4 (a- - 4 _ 1 & 
a_ (CL- + ut) 1 . 
It follows from (25) that the left-hand side of (36) is bounded. Therefore, its right-hand side is 
bounded. This is possible only if 
4 a_+ 4 (a- - 4) _ 1 = 0 a_ (a- + u;t) . 
The above equation implies 
a- = a:. (38) 
Therefore, our original assumption S1 $ 5’2 leads to a contradiction and the proof is complete. 
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