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Abstract. In this paper, we consider the Stokes equations in a two-dimen-
sional channel with periodic conditions in the direction of the channel. We
establish null controllability of this system using a boundary control which acts
on the normal component of the velocity only. We show null controllability of
the system, subject to a constraint of zero average, by proving an observability
inequality with the help of a Mu¨ntz-Sza´sz Theorem.
1. Introduction. We consider a viscous incompressible fluid flow in a two dimen-
sional periodic channel, defined by (x, y) ∈ (−∞,∞)× [0, 1], with the walls located
at y = 0 and y = 1. So the boundary of the channel is split into two parts,
namely the upper and the lower part. The Navier-Stokes equations for a viscous
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incompressible fluid for (x, y) ∈ (−∞,∞)× (0, 1) ⊂ R2 and t ∈ (0, T ) are
∂U
∂t
(x, y, t) + (U(x, y, t).∇)U(t, x, y) − ν△U(x, y, t) = ∇p(x, y, t),
∀ (x, y, t) ∈ (−∞,∞)× (0, 1)× (0, T ),
div U(x, y, t) = 0, ∀ (x, y, t) ∈ (−∞,∞)× (0, 1)× (0, T ),
U(x, 0, t) = (0, 0) , U(x, 1, t) = (0, ψ(x, t)), ∀ (x, t) ∈ (−∞,∞)× (0, T ), (1.1)
U(x+ L, y, t) = U(x, y, t), p(x+ L, y, t) = p(x, y, t),
∀ (x, y, t) ∈ (−∞,∞)× (0, 1)× (0, T ),
U(x, y, 0) = (u0(x, y), v0(x, y)), ∀ (x, y) ∈ (−∞,∞)× (0, 1),
where U(x, y, t) = (u(x, y, t), v(x, y, t)) denotes the velocity of the fluid in R2,
p(x, y, t) denotes the pressure and ψ is the boundary control. The viscosity co-
efficient ν is assumed to be a positive constant and L is any positive number. A
simple stationary solution (with ψ = 0) of system (1.1) is given by (U, p) = (0, 0, 0),
corresponding to a fluid at rest.
We assume that both the velocity field U = (u, v) and the pressure p are L
periodic in the first spatial coordinate x .
Here we consider the following linearized system of (1.1).
∂U
∂t
− ν△U = ∇p in (−∞,∞)× (0, 1)× (0, T ),
div U = 0 in (−∞,∞)× (0, 1)× (0, T ),
U(x, 0, t) = (0, 0) ∀ (x, t) ∈ (−∞,∞)× (0, T ),
U(x, 1, t) = (0, ψ(x, t)), ∀ (x, t) ∈ (−∞,∞)× (0, T ), (1.2)
U(x+ L, y, t) = U(x, y, t), ∀ (x, y, t) ∈ (−∞,∞)× (0, 1)× (0, T ),
p(x+ L, y, t) = p(x, y, t), ∀ (x, y, t) ∈ (−∞,∞)× (0, 1)× (0, T ),
U(x, y, 0) = U0(x, y), ∀ (x, y) ∈ (−∞,∞)× (0, 1)× (0, T ).
Definition 1.1. The system (1.2) is null controllable in a Hilbert space Z at time
T > 0, if for any initial condition U0 ∈ Z, there exists a control ψ such that the
solution U of (1.2) with control ψ hits 0 at time T , i.e. U(T ) = 0.
Our goal in this paper is to study the null controllability of the linearized system
(1.2) by using a control ψ acting only in the normal direction on the upper part of
boundary. Due to the incompressibility condition div U = 0, we necessarily have∫ L
0
ψ(x, t) dx = 0, ∀t ∈ (0, T ). (1.3)
The main obstacle to null controllability using only one control acting in the
normal direction of the boundary is as follows. In (1.2), we denote U(x, y, 0) =
U0(x, y) = (u0, v0) and U = (u, v). Taking a dot product between (1.2)1 and
(sin(nπy), 0) and then using an integration by parts on (0, L)× (0, 1) and the con-
dition (1.3), we get
d
dt
∫ L
0
∫ 1
0
u(x, y, t) sin(nπy) dy dx = −νn2π2
∫ L
0
∫ 1
0
u(x, y, t) sin(nπy) dy dx.
Consequently,∫ L
0
∫ 1
0
u(x, y, T ) sin(nπy) dy dx = e−ν(nπ)
2T
∫ L
0
∫ 1
0
u0(x, y) sin(nπy) dy dx.
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Thus U(x, y, T ) = (0, 0) implies that the initial condition U0(x, y) has to satisfy∫ L
0
∫ 1
0
u0(x, y) sin(nπy) dy dx = 0, ∀n ∈ N. (1.4)
So there are infinitely many directions, namely (sin(lπy), 0), l ∈ N, which are not
null controllable by the control acting in the normal direction of the boundary. Note
that the subspace spanned by these directions is infinite-dimensional. The question
then arises whether the system is null controllable in the orthogonal complement of
this subspace, and this paper will answer this question affirmatively.
In view of this discussion and (1.3), we study the null controllability of the
linearized system by using the control acting in the normal direction of the boundary
with appropriate constraints on the control and initial condition, i.e.
∂U
∂t
− ν△U = ∇p in (−∞,∞)× (0, 1)× (0, T )
div U = 0 in (−∞,∞)× (0, 1)× (0, T ),
U(x, 0, t) = (0, 0), ∀ (x, t) ∈ (−∞,∞)× (0, T ),
U(x, 1, t) = (0, ψ(x, t)), ∀ (x, t) ∈ (−∞,∞)× (0, T ),∫ L
0
ψ(x, t) dx = 0, ∀ t ∈ (0, T ), (1.5)
U(x+ L, y, t) = U(x, y, t), ∀ (x, y, t) ∈ (−∞,∞)× (0, 1)× (0, T ),
p(x+ L, y, t) = p(x, y, t), ∀ (x, y, t) ∈ (−∞,∞)× (0, 1)× (0, T ),
U(x, y, 0) = U0(x, y) = (u0(x, y), v0(x, y)), ∀ (x, y) ∈ (−∞,∞)× (0, 1),∫ L
0
u0(x, y) dx = 0, ∀ y ∈ (0, 1).
Using spectral methods we prove null controllability for U0 belonging to V
0
♯,n(Ω)
with
∫ L
0
u0(x, y) dx = 0, for all y ∈ (0, 1), where V
0
♯,n(Ω) denotes space of L-
periodic divergence free L2 vector functions which have normal trace zero. (For
details of the function spaces, see Section 2.1). This is the main result (see Theorem
3.1 in Section 3) of this paper.
As far as we know there are no prior null controllability results using one normal
boundary control for the Stokes system (1.2).
The proof of the null controllability result relies on an observability inequality
(see Section 3) for the solutions of the adjoint system and the spectral analysis of
the linearized operator. The spectrum of the Stokes operator lies on the left side
of the complex plane. It consists of a family of real eigenvalues, which diverges to
−∞. Moreover, explicit expressions of eigenvalues and eigenfunctions in terms of
a Fourier basis are obtained. This helps to split the observability inequality into
observability inequalities corresponding to each Fourier mode of the adjoint system.
The observability inequality for each mode will be established using a parabolic type
of Ingham inequality. The proof that the observability inequality (Lemma 3.3) for
the kth Fourier mode holds with a positive constant CT , independent of k, is the
key result in this work.
The stabilization of the incompressible Navier-Stokes system in a 2-D channel
(with periodic conditions along the x axis) linearized around a steady-state parabolic
laminar flow profile (L(y), 0) has been studied in Munteanu [12] and Barbu [4].
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In particular, Munteanu in [12] proved that the linearized system of (1.1) around
(L(y) = C(y2 − y), 0) is exponentially stabilizable with some decay rate ω, 0 <
ω ≤ νπ2 by a normal boundary, finite-dimensional feedback controller acting on the
upper wall Γ1(y = 1) only. A similar stability result for this linearized system when
the normal velocity is controlled on the both walls Γ0(y = 0) and Γ1 (y= 1) of the
channel is proved by Barbu in [4]. In [3], Barbu established that the exponential
stability of the linearized system around (L(y), 0) can be achieved using a finite
number of Fourier modes and a boundary feedback stochastic controller which acts
on the normal component of velocity only. In the present paper (see Section 2.2), we
also notice that the incompressible Navier-Stokes system (1.1) linearized around the
origin (0, 0) is stabilizable using only a normal boundary control, with any decay
rate ω such that 0 < ω ≤ νπ2. Thus we know that the exponential decay rate can
be at most νπ2 for the linearized system. (See also equation (96) in Section 9 in [12]
or Section 2 in [6]). A similar situation occurs also in Triggiani [16] for a linearized
system where homogeneous boundary conditions on the tangential component u of
the velocity are of Neumann type.
The boundary stabilization of Navier-Stokes equations, with tangential con-
trollers or normal controllers was studied in two dimensions, for example by Barbu
[5, 4], Munteanu [13], Coron [17], Krstic [18],[1], [2], Raymond [15]. In most of these
papers, either there are sufficiently many boundary controls so there are no missing
directions, or stabilizability is proved but with no specific decay rate (except in
[15]). In contrast, in this work we are using only one boundary control (acting on
the normal component of velocity) on the upper part of the boundary and we are
looking for null controllability instead of stabilizability.
In [6], Chowdhury and Ervedoza proved a local stabilization result for the viscous
incompressible Navier-Stokes equations (1.1) at any exponential decay rate by a
normal boundary control acting at the upper boundary. The linearized system
around zero is exponentially stable with decay rate νπ2 but not stabilizable at a
higher decay rate. To overcome this difficulty, the idea is to use the nonlinear term
to stabilize the system in the directions which are not stabilizable for the linearized
equations. The argument is based on the power series expansion method introduced
by J.-M. Coron and E. Cre´peau in [8] and described in [7, Chapter 8].
Coron and Guerrero in [9] consider the two-dimensional Navier-Stokes system in
a torus. They establish the local null controllability with internal controls having
one vanishing component. Note that in their case also the linearized control system
around the origin is not null controllable. In fact for the linearized system infinitely
many missing directions are there corresponding to
λ1 sin
2nπx
L
+ λ2 cos
2nπx
L
, n ∈ Z, λi ∈ R, i = 1, 2, L > 0,
like our case here for sin(nπy). But in [9] the nonlinear term helps to get this
null controllability using the return method. Coron and Lissy proved in [10] local
null controllability for the three-dimensional Navier-Stokes equations on a smooth
bounded domain of R3 using localized interior control with two vanishing compo-
nents. In this case also, the linearized system is not necessarily null controllable
even if the control is distributed on the entire domain. They show local null con-
trollability using the return method together with a new algebraic method inspired
by the works of M. Gromov. For our system also the study of null controllability
for the nonlinear system (1.1) is an open question. Moreover null controllability of
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the linearized and nonlinear system when control is localized is an interesting issue.
These are interesting challenges for future research.
This paper is organized as follows. In Section 2, we introduce function spaces re-
quired for our analysis. Then we study the behavior of the spectrum of the linearized
operator and well-posedness of the linearized system (1.2) and the corresponding
adjoint system. In Section 3, we split the observability inequality into observability
inequalities corresponding to each Fourier mode of the adjoint system. Thereafter
we give the completion of the proof of the observability inequality using a Mu¨ntz-
Sza´sz Theorem for each mode and showing uniformity of the constant arising in
the observability inequality. In this fashion, null controllability (Theorem 3.1) is
proved.
2. Spectral analysis of the Stokes system. In this section we study the Stokes
system using its modal description. In particular, we identify the modes which are
null controllable for the linearized system.
2.1. Functional framework. Let
Ω =
{
(x, y) ∈ R2 : 0 < y < 1
}
with boundary Γ = Γ0 ∪ Γ1 , where
Γi = {(x, y) ∈ R
2 : y = i}, i = 0, 1
and
ΩL = (0, L)× (0, 1), forL > 0.
Define L2♯ (Ω) as
L2♯ (Ω) =
{
f ∈ L2loc(Ω) : f |ΩL ∈ L
2(ΩL), f(x+ L, y) = f(x, y) for a.e. (x, y) ∈ Ω
}
.
We also define the space
H1♯ (Ω) = {f ∈ L
2
♯ (Ω); f |ΩL ∈ H
1(ΩL), f(x, 0) = f(x, 1) = 0,
f(0, y) = f(L, y) in the trace sense}.
Let us denote the vector valued functional spaces:
L2♯ (Ω) = L
2
♯ (Ω)× L
2
♯ (Ω), H
1
♯ (Ω) = H
1
♯ (Ω)×H
1
♯ (Ω),
and H−1♯ (Ω) is the dual space of H
1
♯ (Ω).
We now introduce the following spaces of divergence free vector fields:
V0♯,n(Ω) =
{
U = (u, v) ∈ L2♯ (Ω); div U = 0, U.n = 0 on Γ
}
,
(here the subscript n indicates the vanishing of the normal component) and
V1♯ (Ω) =
{
U = (u, v) ∈ H1♯ (Ω); div U = 0
}
.
We also denote the dual space of V1♯ (Ω) by V
−1
♯ (Ω).
We also define the space of L2 functions in (0, L) having mean-value zero by
L˙2(0, L), i.e.,
L˙2(0, L) = {g ∈ L2(0, L) |
∫ L
0
g(x) dx = 0}.
Let us denote by P the Helmholtz orthogonal projection operator from L2♯(Ω)×
L2♯(Ω) on to V
0
♯,n(Ω), defined as
P (f) = f −▽q,
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where q is the weak solution of
∆q = divf,
∂q
∂n
= f.n on Γ.
Further, taking ψ = 0 in (1.5), the linear operator associated to (1.5) is the
Stokes operator A = νP∆ , with domain D(A) = H2(Ω) ∩V1♯,0(Ω) in V
0
♯,n(Ω).
The next lemma recalls well known properties of the Stokes operator.
Lemma 2.1. The operator (A,D(A)) is the infinitesimal generator of a strongly
continuous analytic semigroup (etA){t≥0} on V
0
♯,n(Ω). The operator (A,D(A)) is
self-adjoint in V0♯,n(Ω), i.e D(A) = D(A
∗) and A = A∗.
2.2. Linearized system and its modal description. Here we study the lin-
earized system with a normal boundary control ψ and some details of the spectrum
of the corresponding linearized operator.
The adjoint problem corresponding to (1.5) is
−
∂Φ
∂t
= ν△Φ + ∇q in (−∞,∞)× (0, 1)× (0, T ),
div Φ = 0 in (−∞,∞)× (0, 1)× (0, T ),
Φ(x, 0, t) = (0, 0) = Φ(x, 1, t), ∀ (x, t) ∈ (−∞,∞)× (0, T ),
Φ(x+ L, y, t) = Φ(x, y, t), ∀ (x, y, t) ∈ (−∞,∞)× (0, 1)× (0, T ), (2.1)
q(x+ L, y, t) = q(x, y, t) ∀ (x, y, t) ∈ (−∞,∞)× (0, 1)× (0, T ),
Φ(x, y, T ) = ΦT (x, y), ∀ (x, y) ∈ (−∞,∞)× (0, 1),∫ L
0
ΦT (x, y) dx = 0, ∀ y ∈ (0, 1).
Let us consider the eigenvalue problem λΦ = AΦ = νP∆Φ (to limit the number
of different symbols, we use the same letters for the eigenfunctions as for the solution
of the adjoint), i.e.
λΦ− ν△Φ = ∇q, div Φ = 0,
Φ(x, 0) = (0, 0), Φ(x, 1) = (0, 0), (2.2)
Φ(x+ L, y) = Φ(x, y), q(x+ L, y) = q(x, y).
We expand (Φ, q) = (φ, ξ, q) into Fourier series:
φ(x, y) =
∑
k∈ 2π
L
Z
φk(y)e
ikx,
ξ(x, y) =
∑
k∈ 2π
L
Z
ξk(y)e
ikx,
q(x, y) =
∑
k∈ 2π
L
Z
qk(y)e
ikx.
The eigenvalue problem for (φk, ξk, qk) is
(λ + νk2)φk(y)− νφ
′′
k(y) = ikqk(y)
(λ+ νk2)ξk(y)− νξ
′′
k (y) = q
′
k(y) (2.3)
ikφk(y) + ξ
′
k(y) = 0
φk(0) = φk(1) = ξk(0) = ξk(1) = 0..
The cases k 6= 0 and k = 0 need to be considered separately.
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For k 6= 0 we have
νξivk (y)− (λ+ 2νk
2)ξ′′k (y) + k
2(λ+ νk2)ξk(y) = 0 in (0, 1) (2.4)
ξk(0) = ξk(1) = ξ
′
k(0) = ξ
′
k(1) = 0.
The eigenvalue problem for (φk, ξk, qk) when k = 0 is
λφ0(y)− νφ
′′
0 (y) = 0,
λξ0(y)− νξ
′′
0 (y) = q
′
0(y),
ξ′0(y) = 0, (2.5)
φ0(0) = φ0(1) = ξ0(0) = ξ0(1) = 0.
We have
ξ0 = 0, q0 = C, φ0(y) = D sin(nπy), λ = −νπ
2n2, n ∈ N.
Since (D sin(nπy), 0, 0) is a solution of the eigenvalue problem (2.5) for eigenvalue
λ = −νπ2n2, n ∈ N, the solution of (1.2) with control zero and initial condition
(D sin(nπy), 0), for any n ∈ N, is
(u(x, y, t), v(x, y, t), p(x, y, t)) = e−νπ
2n2t
(
D sin(nπy), 0, C
)
.
Thus, the solution is exponentially decaying at the rate −νπ2. But we cannot get
any arbitrary decay for the system (1.5) using only the normal control ψ and the
mode for k = 0 is not null controllable. To control it, we would require some
additional tangential control.
The following lemma summarizes some elementary facts about the eigenvalues
and eigenfunctions for nonzero k.
Lemma 2.2. We have the following results regarding the spectrum of the linear
operator associated to (2.3) and its eigenfunctions.
1. The spectrum of the linear operator associated to (2.3) is real. The resolvent
of the linear operator associated to (2.3) is compact and hence its spectrum
consists of a set of isolated eigenvalues.
2. If λ ≥ −νk2, for all k ∈ 2πL Z, k 6= 0, then ξk = 0 for all k 6= 0. Thus, the
spectrum of the linear operator associated to (2.3) is a subset of (−∞,− 4π
2
L2 ν)
and in particular, eigenvalues for the kth mode satisfy λk < −νk
2 for all
k ∈ 2πL Z− {0}.
In the following, let l be a natural number which counts the eigenvalues for
fixed k in order of increasing magnitude. Since we have λk,l < −νk
2, we may
set µ˜k,l =
√
−(k2 +
λk,l
ν ), and we have µ˜k,l ∈ R
+.
3. For all k ∈ 2πL Z−{0}, {λk,l, φk,l, ξk,l, qk,l}l∈N is the solution of the eigenvalue
problem (2.3), where
ξk,l(y) = C1(λk,l)e
ky + C2(λk,l)e
−ky + C3(λk,l)e
µk,ly
+C4(λk,l)e
−µk,ly, (2.6)
and, for all k ∈ 2πL Z− {0} and for all l ∈ N, λk,l satisfies
det


1 1 1 1
k −k µk,l −µk,l
ek e−k eµk,l e−µk,l
kek −ke−k µk,le
µk,l −µk,le
−µk,l

 = 0,
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where µk,l = iµ˜k,l, and λk,l < −νk
2 is necessary for a nontrivial solution.
Further, {φk,l, ξk,l}l∈N is an orthogonal family in (L
2(0, 1))2.
4. µ˜k,l satisfies
[sin(µ˜k,l) sinh(k)]µ˜
2
k,l − 2kµ˜k,l[1− cosh(k) cos(µ˜k,l)]
−k2 sin(µ˜k,l) sinh(k) = 0. (2.7)
In the following lemma we give some important properties of the positive, real
roots of (2.7). (In addition, (2.7) has negative real roots which lead to same eigen-
values λ, and a root at zero, which does not lead to an eigenvalue but is due to the
fact that the functions in (2.6) fail to be linearly independent in that case).
Lemma 2.3. The solution of (2.7) for all k ∈ 2πL Z− {0} satisfies:
1. For any small δ > 0, there exists a (sufficiently large) k0 ∈ N, such that for
all k ∈ 2πL Z− {0} with |k| ≥ k0, we have the following:
a) If any root µ˜k,j of (2.7), with |k| ≥ k0 and some j ∈ N, satisfies
∣∣∣ µ˜2k,jk2 −
1
∣∣∣ < δ, then it is unique between two consecutive zeros of sin(·).
b) If the root µ˜k,j of (2.7), with |k| ≥ k0 and some j ∈ N satisfies
∣∣∣ µ˜2k,jk2 −1∣∣∣ ≥
δ, then it is unique between two consecutive zeros of cos(·).
c) Moreover, k0 can be chosen large enough such that the gap between two
consecutive roots of (2.7) for k ∈ 2πL Z−{0} with |k| ≥ k0 is always greater
than π − ǫ0, for some positive small constant ǫ0 > 0.
d) There exists a unique root µ˜k,l in (lπ, (l + 1)π), for all l ∈ N.
2. For all k ∈ 2πL Z − {0}, k 6= 0 and |k| < k0, there exist lk ∈ N and Nk ∈ N,
where Nk is the number of roots of (2.7) in (0, (lk+1)π−
π
4 ), and the following
hold:
a) for all l ≥ lk + 1, there exists a unique root µ˜k,j of (2.7) in the ball
B(lπ, π/4), where j = l+Nk − lk and the root in fact lies in the interval
(lπ − π/4, lπ + π/4).
b) there is no root µ˜ of (2.7) between µ˜k,j and µ˜k,j+1, where j = l+Nk− lk,
for l ≥ lk + 1.
c) µ˜k,l+Nk−lk − lπ→ 0 as l→∞.
3. For each fixed k ∈ 2πL Z−{0} and for all l ∈ N, µ˜k,l, the root of (2.7) is simple.
4. For any k ∈ 2πL Z − {0}, there exists a l0 ∈ N, independent of k, such that
µ˜k,j > jπ/4, for all j > l0.
5. The solution µ˜k,l of (2.7) corresponds to
λk,l
ν = −µ˜
2
k,l−k
2 for all k ∈ 2πL Z−{0}
and for all l ∈ N. For each fixed k ∈ 2πL Z − {0}, and for all l ∈ N, λk,l is a
solution of the eigenvalue problem (2.3) with multiplicity one and there exist
positive constants C1 and C independent of k, l, such that
inf
k,l
{λk,l − λk,l+1} > C > 0, and
∑
l>l0
1
(−λk,l)
< C1
∑
l>l0
1
l2
<∞,
where l0 is introduced in the previous property.
Proof. 1.a) We consider the following rearrangement of (2.7):
f(µ˜) =
1
cosh(k)
− cos(µ˜)−
sinh(k)
cosh(k)
sin(µ˜)
µ˜2
k2 − 1
2 µ˜k
. (2.8)
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We see that between any two consecutive zeros of sin(·), f changes its sign,
since, for all l ∈ N, we have
f((l + 1)π) =
1
cosh(k)
− cos((l + 1)π), f(lπ) =
1
cosh(k)
− cos(lπ),
and 1cosh(k) is small if |k| ≥ k0, and k0 is chosen large enough. Hence, there
exists a root of (2.8) between two consecutive zeros of sin(·).
Let us assume that the root of (2.7), denoted by µ˜k,j , for some j ∈ N,
satisfies
∣∣∣ µ˜2k,jk2 − 1∣∣∣ < δ, where δ > 0 is small enough, and k ∈ 2πL Z − {0}
satisfying |k| ≥ k0, where k0 is large enough chosen later. We claim that,
for large enough k0 and small enough δ, this root is unique. For any ǫ > 0,
choosing k0 large enough and δ small enough, we get that µ, any zero of f(·)
satisfying
∣∣∣µ2k2 − 1∣∣∣ < δ, obeys | cos(µ)| < ǫ, and hence this µ must belong to
a small neighbourhood Nr (with radius 0 < r < π/4) of the zero of cos(·)
between two consecutive zeros of sin(·). Now, if there are multiple zeros of
f(·) between two consecutive zeros of sin(·) satisfying
∣∣∣µ2k2 − 1∣∣∣ < δ, the zeros
of f(·) will be in the neighbourhood Nr and between of two zeros of f(·), there
must be a zero of f ′(·) in Nr. Further, we check
f ′(µ) = sin(µ)−
sinh(k)
cosh(k)
[
cos(µ)
( µ2
k2 − 1
2µk
)
+
sin(µ)
k
(
1−
µ2
k2 − 1
2µ
2
k2
)]
,
and the zeros of f ′(·) are in a small neighbourhood of the zeros of sin(·) due
to the choice of k0 and δ and we can make that the neighborhoods around
the zeros of sin(·) and Nr disjoint by a suitable refinement of k0 and δ, if
necessary. Thus, f ′(·) cannot have any zeros in Nr and hence there exists
unique zero of f(·) between two consecutive zeros of sin(·).
1.b) Now let the root µ˜k,j for some j ∈ N and for all |k| ≥ k0, where k0 is large
enough, satisfy |
µ˜2k,j
k2 − 1| ≥ δ, where δ is as mentioned above. At the two
consecutive zeros of cos(·), from (2.8), it follows that for j = m− 1,m, where
m ∈ N,
f((2j + 1)π/2) =
1
cosh(k)
−
sinh(k)
cosh(k)
sin((2j + 1)π/2)
(2j+1)2π2/4
k2 − 1
2 (2j+1)π/2k
.
Choosing k0 large enough in the above relation such that for all |k| ≥ k0,
1
cosh(k) and π/k are small enough, we get that f changes sign between two
consecutive zeros of cos(·). To prove that µ˜k,j satisfying |
µ˜2k,j
k2 − 1| ≥ δ is the
unique root of (2.7) between to consecutive zeros of cos(·), we notice that any
nonzero roots of (2.7) satisfy
sin(µ)(sinh(k)/ cosh(k))
(1/ cosh(k))− cos(µ)
− 2
µ/k
(µ2/k2)− 1
= 0, (2.9)
and for any ǫ > 0, there exists k0, large enough, such that for all |k| ≥ k0,
between to consecutive zeros of cos(·), the zeros of (2.9) satisfy∣∣∣ tan(µ) + 2cosh(k)
sinh(k)
µ/k
(µ2/k2)− 1
∣∣∣ = ∣∣∣ tan(µ) + sin(µ)
(1/ cosh(k))− cos(µ)
∣∣∣ < ǫ. (2.10)
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Now, if (2.9) has multiple roots between two consecutive zeros of cos(·), as
argued in the first part, f ′(·) should have zeros between any two consecutive
zeros of f(·). From the representation of f ′(·), we see that for µ, any zero of
f ′(·), tan(µ) satisfies∣∣∣ tan(µ)− sinh(k)
cosh(k)
µ2/k2 − 1
2µ/k
∣∣∣ < ǫ, ∀ |k| ≥ k0 (2.11)
for any arbitrary ǫ > 0, choosing k0 large enough. In any interval between two
consecutive roots of cos(·), there is one subinterval where tanµ+ cosh(k)sinh(k)
2µ/k
µ2/k2−1
is small. But within that subinterval, tanµ− sinh(k)cosh(k)
(µ2/k2)−1
2µ/k cannot also be
small. Hence, (2.7) has a unique zero between two consecutive zeros of cos(·).
1.c) Let us assume that |k| ≥ k0 and k0 is large enough. If µ˜k,j , the root of (2.7)
is such that |µ˜k,j/k| is close to 1, then the roots are close to the zeros of cos(·)
and hence they are approximately π apart. If |µ/k| is not close to 1, the roots
are close to those of tanµ = −2 cosh(k)sinh(k)
(µ/k)
(µ2/k2−1) . For large k, coshk/ sinhk
is close to 1, and µ/k changes slowly with µ. Hence tanµ changes little
between successive roots. Therefore, the roots in this case are also spaced
approximately π apart.
1.d) Since, for all |k| ≥ k0, where k0 is large enough, f , defined in (2.8), changes
sign between two consecutive zeros of sin(·), there can be an odd number of
roots of (2.7) between two consecutive zeros of sin(·). Now, by 1.c), we have
that the gap between two consecutive roots of (2.8) is greater than π − ǫ0.
Choosing 0 < ǫ0 < π/2, we can derive that each interval (lπ, (l + 1)π), for all
l ∈ N, contains a unique root of (2.7) and we denote the root by µ˜k,l. This
argument does not apply to the interval (0, π), since at µ˜ = 0, there is a zero
in the denominator of the last term in (2.8). For large k, the dominant terms
in f are
− cos(µ˜) + k
sin(µ˜)
2µ˜
.
The second term in this expression is positive and it dominates except near µ˜ =
π, where − cos µ˜ is also positive. Hence the expression is strictly positive on
the entire interval [0, π], and it is easy to show that for large k the perturbing
terms do not change that. Hence there is no root between 0 and π.
2. For all k ∈ 2πL Z− {0}, k 6= 0 and |k| < k0, we get that there exists a positive
natural number lk such that∣∣∣− 2kz[1− cosh(k) cos(z)]
−k2 sin(z) sinh(k)
∣∣∣ ≤ ∣∣∣[sin(z) sinh(k)]z2∣∣∣, ∀ z ∈ ∂B(lπ, π/4), ∀ l > lk.
This inequality holds for large enough l since |z2| >> |z|, and | sin z/ cosz|
is bounded below on the periphery of the circle. Comparing the solutions of
(2.7) with the solutions of [sinh(k) sin(z)]z2, by Rouche´’s theorem, we obtain
that for all k ∈ 2πL Z−{0}, k 6= 0 and |k| < k0 and for all l > lk, there exists a
unique solution of (2.7) in the ball B(lπ, π/4), which in fact lies in the interval
(lπ − π/4, lπ+ π/4) as Property 1. of Lemma 2.2 gives that all roots of (2.7)
are real. The other results also can be derived by comparing the solution of
(2.7) for all k ∈ 2πL Z − {0}, k 6= 0 and |k| < k0 and for all l > lk with the
zeros of [sinh(k) sin(z)]z2.
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3. For a k ∈ 2πL Z − {0}, if µ˜ is a multiple root of (2.7), then there exist two
solutions ξk,1 and ξk,2 of the eigenvalue problem (2.4) for the eigenvalue µ˜. By
choosing the constants d1 and d2, appropriately, we get that ξ = d1ξk,1+d2ξk,2,
satisfying ξ
′′
(0) = 0. Since, ξ satisfies (2.4) for the same µ˜, by Property 3. in
Lemma 2.2, we have that
ξ(y) = a1 cosh(ky) + b1 cos(µ˜y) + a2 sinh(ky) + b2 sin(µ˜y), ∀ y ∈ (0, 1).
Using ξ(0) = 0 = ξ
′′
(0), we get that for all y ∈ (0, 1), ξ(y) = a2 sinh(ky) +
b2 sin(µ˜y). From ξ
′(0) = 0 = ξ′(1), it can be derived that cosh(k) = cos(µ˜).
This is a contradiction because of cosh(k) > 1 for all k 6= 0 and cos(µ˜) ≤ 1.
Thus, µ˜ has to be a simple root of (2.7).
4. From 1.d) we have that if k0 is large enough and |k| ≥ k0, then µ˜k,j , the
solution of (2.7), belongs to (jπ, (j+1)π) and hence µ˜k,j > jπ/2, for all j ≥ 1
and |k| ≥ k0.
Now for each k ∈ 2πL Z − {0} and |k| < k0, from 2.a), it follows that
µ˜k,j belongs to ((j − Nk + lk)π − π/4, (j − Nk + lk)π + π/4) and so µ˜k,j >
(j −Nk + lk)π − π/4, where Nk and lk are introduced in 2.a). Let us choose
N0 = max{Nk | |k| < k0, k 6= 0}. Then, k ∈
2π
L Z−{0} and |k| < k0 and for
all j > 2N0, we get that
µ˜k,j > (j −Nk + lk)π − π/4 > (j −N0)π − π/4 > jπ/2− π/4 > jπ/4.
Choosing l0 = 2N0, we get our result.
5. Using all the above results, the claim follows.
Lemma 2.4. Let us recall that {φk,l, ξk,l, qk,l}l∈N is the solution of the eigenvalue
problem (2.3) corresponding to the eigenvalue λk,l. We have the following explicit
expression for the eigenfunctions (φk,l, ξk,l, qk,l):
1. The coefficients in the expression of ξk,l are
C1(λk,l) = µ
2
k,l
[
e−(µk,l+k) − e(µk,l−k)
]
+ µk,l
[
2k − k(e−(µk,l+k) + e(µk,l−k)
]
,
C2(λk,l) = µ
2
k,l
[
e(µk,l+k) − e−(µk,l−k)
]
+ µk,l
[
2k − k(e−(µk,l−k) + e(µk,l+k)
]
,
C3(λk,l) = µk,l
[
2k − k
(
e−(µk,l+k) + e−(µk,l−k)
)]
+ k2
[
e−(µk,l+k) − e−(µk,l−k)
]
,
C4(λk,l) = µk,l
[
2k − k
(
e(µk,l+k) + e(µk,l−k)
)]
+ k2
[
e(µk,l+k) − e(µk,l−k)
]
.
(2.12)
2. For all k ∈ 2πL Z− {0} and l ∈ N, qk,l(1) = −
ν
k2 ξ
′′′
k,l(1), where
ξ′′′k,l(1) = −i4k
λk,l
ν
[
µ˜k,l
{ 2k
sinh(k)
(1− cosh(k) cos(µ˜k,l)) + k sinh(k)
}
+k2 sin(µ˜k,l)
]
.
Lemma 2.5. Let (φ, ξ) ∈ V0♯,n(Ω). Then we have(
φ(x, y)
ξ(x, y)
)
=
∑
k∈ 2π
L
Z
∑
l∈N
αk,l
(
φk,l(y)
ξk,l(y)
)
eikx,
where {φk,l, ξk,l}k∈ 2π
L
Z,l∈N are the eigenfunctions associated to the eigenvalue prob-
lem (2.3)-(2.5).
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We have the following existence theorem for the solution of (1.5).
Theorem 2.6. Let T > 0. For any U0 ∈ V
0
♯,n(Ω) with
∫ L
0
U0(x, y) dx = 0, for all
y ∈ (0, 1) and for any ψ ∈ L2(0, T ; L˙2(0, L)), system (1.5) admits a unique solution
U in C([0, T ];V−1♯ (Ω)) with
∫ L
0
U(x, y, t) dx = 0, for all (y, t) ∈ (0, 1)× (0, T ).
Further, if ψ vanishes near t = T , then the solution of (1.5) at t = T , U(T ) is
smooth and in particular in V0♯,n(Ω).
Remark 1.
1. We note that
∫ L
0 v0(x, y) dx is automatically zero due to the boundary con-
dition at the bottom wall and the incompressibility condition. Hence the
condition on the average of U0 = (u0, v0) is really just a condition on u0.
2. We do not claim that the regularity of the solution as stated in the preceding
theorem is optimal (for a more careful discussion of regularity for solutions of
inhomogeneous Stokes problems, see [14]). Moreover, the choice of function
spaces is not essential. If we leave our system uncontrolled for a short period
of time, the solution will become infinitely smooth, so we could have assumed
in the first place that our initial data are smooth and then chosen a control
which is also smooth.
3. If we only know U ∈ C([0, T ],V−1♯ (Ω)), we can interpret the vanishing of the
integral over x as the vanishing of the k = 0 Fourier component. However, for
t > 0 and y < 1, U is actually of class C∞, and the integral is defined in the
classical sense.
3. Null controllability. In this section, we study the null controllability of system
(1.5). In particular, we have the following result:
Theorem 3.1. Let T > 0. For any U0 ∈ V
0
♯,n(Ω) with
∫ L
0
U0(x, y) dx = 0, for
all y ∈ (0, 1), there exists a control ψ ∈ L2(0, T ; L˙2(0, L)), such that the solution of
(1.5) reaches zero at t = T .
To prove the above theorem, it is enough to show the following result holds.
Proposition 1. Let T > T0 > 0. Let us assume that there exists an operator
B ∈ L(L2(0, T0; L˙
2(0, L)),L2♯ (Ω)) such that
B(q(·, 1, ·)|(0,L)×(0,T0)) = Φ(·, ·, 0), (3.1)
where (Φ, q) is the solution of the adjoint problem (2.1) with terminal condition
ΦT ∈ V
0
♯,n(Ω) with
∫ L
0
ΦT (x, y) dx = 0, for all y ∈ (0, 1). Set
ψ =
{
B∗U0 in (0, L)× (0, T0),
0 in (0, L)× [T0, T ).
(3.2)
Then, for any T > 0 and for any U0 ∈ V
0
♯,n(Ω) with
∫ L
0
U0(x, y) dx = 0, for
all y ∈ (0, 1), U , the solution of (1.5) with control ψ defined in (3.2) and initial
condition U0, reaches zero at t = T .
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Proof. Let us note that since ψ, defined in (3.2), vanishes near T , from the last part
of Theorem 2.6, it follows that at t = T , U(·), the solution of (1.5) with control ψ, is
in L2♯ (Ω) (in fact C
∞ smooth). Multiplying (1.5) with Φ, the solution of the adjoint
problem (2.1) with terminal condition ΦT ∈ V
0
♯,n(Ω) with
∫ L
0
φT (x, y) dx = 0, for
all y ∈ (0, 1), and using an integration by parts, we obtain the identity∫ T
0
∫ L
0
ψ(x, t)q(x, 1, t) dx dt = (3.3)
〈U0(·, ·),Φ(·, ·, 0)〉L2
♯
(Ω) − 〈U(·, ·, T ),ΦT (·, ·)〉L2
♯
(Ω).
Now, using ψ defined in (3.2), from (3.3), we obtain
〈U(·, ·, T ),ΦT (·, ·)〉L2
♯
(Ω) = 0, ∀ΦT ∈ V
0
♯,n(Ω),
and hence U(·, ·, T ) = 0.
Remark 2. 1. We note that only the pressure q appears in the normal com-
ponent of stress. The viscous stress vanishes as a result of the divergence
condition.
2. We have introduced T0 < T only to avoid any technical issues related to lack
of regularity of the solution of the adjoint equation. By choosing T0 < T ,
we ensure that the solutions of the adjoint problem are in fact C∞ smooth
for t ∈ [0, T0]. Therefore, at any time, either U or Φ is C
∞ smooth in the
preceding proposition. Choosing T > T0 also guarantees that the integral of
‖q‖2 in the following proposition is finite. We note that a posteriori at is clear
that U in Proposition 1 actually vanishes at T0, since backward uniqueness
holds for the Stokes equations.
Next we prove the existence of the bounded operator B, defined in (3.1), by
showing that the observability inequality associated to the null control problem of
(1.5) holds.
Proposition 2. Let us assume that B is as defined by (3.1). For any T > T0 > 0,
B ∈ L(L2(0, T0; L˙
2(0, L)),L2♯ (Ω)), i.e, there exists a positive constant C(T0) > 0,
such that ∫ T0
0
‖q(·, 1, t)‖2
L˙2(0,L)
dt ≥ C(T0)‖(φ, ξ)(·, ·, 0)‖
2
L2
♯
(Ω), (3.4)
where (φ, ξ, q) is the solution of (2.1) with terminal condition (φT , ξT ) ∈ V
0
♯,n(Ω)
satisfying
∫ L
0
φT (x, y) dx = 0, ∀ y ∈ (0, 1).
Let us consider the series expansion of (φ, ξ, q)
φ(x, y, t) =
∑
k∈ 2π
L
Z−{0}
φk(y, t)e
ikx, ξ(x, y, t) =
∑
k∈ 2π
L
Z−{0}
ξk(y, t)e
ikx,
q(x, y, t) =
∑
k∈ 2π
L
Z−{0}
qk(y, t)e
ikx, (3.5)
φT (x, y) =
∑
k∈ 2π
L
Z−{0}
∑
l∈N
αk,lφk,l(y)e
ikx,
ξT (x, y) =
∑
k∈ 2π
L
Z−{0}
∑
l∈N
αk,lξk,l(y)e
ikx,
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where (φk,l, ξk,l) is the solution of the eigenvalue problem (2.3) for all k ∈
2π
L Z−{0}
and l ∈ N.
Using the orthogonality of {eikx}k∈ 2π
L
Z−{0}, from (2.1) we can derive that for all
k ∈ 2πL Z− {0}, (φk, ξk, qk) satisfies
−∂tφk(y, t) = ν[−k
2φk(y, t) + φ
′′
k (y, t)] + ikqk(y, t), ∀ (y, t) ∈ (0, 1)× (0, T ),
−∂tξk(y, t) = ν[−k
2ξk(y, t) + ξ
′′
k (y, t)] + q
′
k(y, t), ∀ (y, t) ∈ (0, 1)× (0, T ),
ikφk + ξ
′
k = 0, ∀ (y, t) ∈ (0, 1)× (0, T ), (3.6)
φk(0, t) = φk(1, t) = 0 = ξk(0, t) = ξk(1, t), ∀ t ∈ (0, T ),
φk(·, T ) =
∑
l∈N
αk,lφk,l(y), ξk(·, T ) =
∑
l∈N
αk,lξk,l(y), ∀ y ∈ (0, 1).
Using this system, to prove the observability inequality (3.4), it is sufficient to
show that the observability inequality for each k ∈ 2πL Z− {0} holds with a positive
constant C(T0), independent of k. The following lemma gives an estimate for the
eigenfunctions which turns out to be crucial in establishing this.
Lemma 3.2. Let us recall from Lemma 2.4, the representation of ξk,l for all k ∈
2π
L Z− {0} and l ∈ N. There exists a positive constant M , independent of k and l,
such that
|ξ
′′′
k,l(1)| ≥Mk
2e|k||λk,l||µk,l|. (3.7)
Proof. From Lemma 2.4, since we have
ξ
′′′
k,l(1) = −i4k
λk,l
ν
[
µ˜k,l
{ 2k
sinh(k)
(1− cosh(k) cos(µ˜k,l)) + k sinh(k)
}
+ k2 sin(µ˜k,l)
]
,
then we get:
1. There exists a large k̂ ∈ N, such that for all |k| > k̂ and for all l ∈ N, we have
|ξ
′′′
k,l(1)| ≥M∗k
2e|k||λk,l||µk,l|,
for some M∗ > 0.
2. For |k| ≤ k̂, k 6= 0, using the fact that µ˜k,l − (l − Nk + lk)π → 0 as l → ∞
from 2.c) in Lemma 2.3, we find positive constants l̂k and M̂k, independent
of l, such that
|ξ
′′′
k,l(1)| ≥ M̂kk
2e|k||λk,l||µk,l|, ∀ l > l̂k.
To see this, we use the following estimate:
|
2
sinh(k)
(1 − cosh(k) cos(µ˜k,l)) + sinh(k)| ≥
2 + sinh2 k − 2 coshk
| sinhk|
=
(coshk − 1)2
| sinhk|
. (3.8)
This also shows that ξ′′′k,l(1) 6= 0 for all k ∈
2π
L Z− {0}, and l ∈ N (see also
Lemma 4.1 in [12] and Proposition 2.1 in [6]). Thus there exists a positive
Mk independent of l, such that
|ξ
′′′
k,l(1)| ≥Mkk
2e|k||λk,l||µk,l|, ∀ l ∈ N, ∀ |k| ≤ k̂, k 6= 0.
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3. Finally, taking M = min{M∗,Mk, |k| ≤ k̂, k 6= 0} (which is a positive
number), we obtain that
|ξ
′′′
k,l(1)| ≥Mk
2e|k||λk,l||µk,l|, ∀ k ∈
2π
L
Z− {0}, ∀ l ∈ N.
Lemma 3.3. For any T > T0 > 0, there exists a positive constant C(T0) > 0,
independent of k, such that for all k ∈ 2πL Z− {0},∫ T0
0
|qk(1, t)|
2 dt ≥ C(T0)‖(φk, ξk)(·, 0)‖
2
L2(0,1), (3.9)
where (φk, ξk, qk) is the solution of (3.6) with terminal condition (φk(·, T ), ξk(·, T )) ∈
(L2(0, 1))2.
Proof. From (3.6), we can derive that
φk(y, t) =
∑
l∈N
αk,le
λk,l(T−t)φk,l(y), ξk(y, t) =
∑
l∈N
αk,le
λk,l(T−t)ξk,l(y).
Now using the representation of the eigenfunctions {φk,l, ξk,l}l∈N from Lemma 2.2,
we obtain that there exists a positive constant M independent of k such that
‖φk(·, 0), ξk(·, 0)‖
2
L2(0,1) ≤M
∑
l∈N
|αk,l|
2e2λk,lT |λk,l|
2e2|k||µk,l|
2. (3.10)
From (3.6)1, using the boundary condition φk(1) = 0, we obtain
ikqk(1) = −νφ
′′
k(1),
and by combining this with the incompressibility condition, we find
qk(1) = −
ν
k2
ξ′′′k (1).
Hence, we get that for all k ∈ 2πL Z− {0},
qk(1, t) = −
ν
k2
∑
l
αk,le
λk,l(T−t)ξ
′′′
k,l(1),
and from the expression of 2. in Lemma 2.4, we have that
ξ
′′′
k,l(1) = −i4k
λk,l
ν
[
µ˜k,l
{ 2k
sinh(k)
(1− cosh(k)cos(µ˜k,l)) + k sinh(k)
}
+ k2 sin(µ˜k,l)
]
and from Lemma 3.2, we have (3.7), i.e.,
|ξ
′′′
k,l(1)| ≥Mk
2e|k||λk,l||µk,l|, ∀ k ∈
2π
L
Z− {0}, ∀ l ∈ N,
for some positive constant M . Since, by Lemma 2.3, we have that
infimumk,l {λk,l − λk,l+1} > C,
∑
l>l0
1
(−λk,l)
<
∑
l>l0
1
l2
<∞,
where C and l0 are independent of k, by using a Mu¨ntz-Sza´sz theorem (see [11],
Proposition 3.2), we can show that∫ T0
0
|
ν
k2
∑
l
αk,le
λk,l(T−t)ξ
′′′
k,l(1)|
2 dt ≥
∫ T0
T0/2
|
ν
k2
∑
l
αk,le
λk,l(T−t)ξ
′′′
k,l(1)|
2 dt
≥ C(T0)
∑
l∈N
|αk,l|
2/(k4|λk,l|)|ξ
′′′
k,l(1)|
2e2λk,l(T−T0/2).
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From (3.10) and (3.7), it follows that∫ T0
0
|qk(1, t)|
2 dt ≥ C(T0)‖φk(·, 0), ξk(·, 0)‖
2
L2(0,1),
and hence we get (3.9), since exp(−λk,lT0)/|λk,l| > T0.
Proof of Proposition 2:
Proof. Note that∫ T0
0
‖q(·, 1, t)‖2
L˙2(0,L)
dt = L
∑
k∈ 2π
L
Z−{0}
∫ T0
0
|qk(1, t)|
2 dt,
and
‖(φ, ξ)(·, ·, 0)‖2
V0
♯,n
(Ω) = L
∑
k∈ 2π
L
Z−{0}
‖φk(·, 0), ξk(·, 0)‖
2
L2(0,1).
The result now follows from Lemma 3.3.
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