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Le point de depart de cet article est la question: Que peut-on dire en theorie 
du contr6le lorsque l’etat, au lieu d’&tre la solution d’une equation aux d&i&es 
partielles est la solution d’une inequation [9] ? 
Comme dam la thdorie g&r&ale les problemes sent de deux ordres: 
1. existence d’un controle optimal, 
2. existence de conditions nkcessaires (et suffisantes) du premier ordre. 
Le deuxikme point est lie Btroitement A la recherche d’une equation ou d’une 
“inequation aux variations” associee a l’idquation d’etat. 
Les difficult& ont permis une etude detaillee du cas ou l’etat est la solution 
d’une inequation variationnelle elliptique. Dans cette situation Petat apparait 
comme une projection dam un espace de Hilbert. Ce fait a guide la demarche 
suivie. 
Le Chapitre 1 a pour objet de demontrer la proposition suivante: une 
application lipschitzienne definie sur un Hilbert separable a valeur dans un 
Hilbert est differentiable au sens de Gateaux aux points d’un ensemble dense. 
Les a-projections (projection par rapport a une forme bilinkaire a nonneces- 
sairement symetrique) sont ttudiees dans les Chapitres 2 et 3. Pour des espaces 
du type H’(S1), et pour des convexes du type {v < u < 4} on montre que les 
a-projections admettent une differentielle conique (Definition, Chapitre 3) en 
tout point. 
Ceci permet d’exhiber pour les inequations elliptiques correspondant B des 
contraintes unilaterales, une inequation aux variations, qui se reduit sur un 
ensemble dense A une equation. On obtient alors dans l’ttude du controle 
optimal lie aux inequations du type precedent, un &at adjoint qui conduit a un 
nouveau systeme d’inequations quasivariationnelles qui joue le Ale de condi- 
tions necessaires du premiere ordre pour l’existence d’un controle optimal. 
Enfin dans les deux demiers chapitres, deux exemples, dont le probkme de 
Signorini sont detailles. 
Notons que cette methode permet pour les problemes d’elastoplasticid 
(projections sur les convexes du type 1 Vu(x)l,.m < 1) d’obtenir (grke au 
Chapitre 1) une equation aux variations seulement sur un ensemble dense. 
La question de savoir si on peut parler d’une inequation aux variations en 
tout point semble ouverte. La m&me remarque est valable pour les inequations 
variationnelles paraboliques. 
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On etudie dans cette premiere partie les propriCtCs de differentia- 
bilite des applications lipschitziennes definies sur un Hilbert separable 
et de certains operateurs maximaux monotones. 
1. DIFF~RENTIABILIT~~ DES APPLICATIONS LIPSCHITZIENNES 
Au tours des demonstrations on parlera de propriete vraie presque 
partout dans les espaces de dimension finie sans preciser la mesure de 
Lebesgue choisie, ce qui est legitime. 
Notations. On designe par 
H, un espace de Hilbert separable; 
MnsN p une base orthonormee de H; 
E, , l’espace engendre par e, ,..., e, ; 
Pm , la projection orthogonale de H sur Em . 
THBOR~ME 1.1. Toute application lipschitzienne dt!jinie sur W, d 
valeurs duns un espace de Hilbert siparable est da#krentiable au sens de 
Frkchet,l presque partout. 
Preuve. Le theoreme est connu (cf. [4]) si n = 1. Soit done f 
une application contractante de UP (n > 1) dans H. Considerons 
une suite dense (&}psN de la boule unite S de IP, et definissons 
l’ensemble B(&,) = {y, y E W, t wf(y + t&J differentiable FrCchet 
en t = O}. D’aprb la remarque initiale, quel que soit x de W, 
WP;3) n (x + @iJ) a un complementaire de mesure nulle dans 
(X + R&J done Rn - B(.&J est de mesure nulle dans .EP. Alors si 
B = fl, B, , (EP - B) est de mesure nulle. Soit x E B, la famille 
de fonctions definies sur S: 
f * f@ + to -f&l t , 
verifie: Vt, t E R - {0}, V([, e’) E S2, 
II 
f(x+tO--f(X) /f(~+ts’kf(4 
t t II 
<,,(‘-[,, > 
1 Soient X et Y deux espaces de Banach et f une application continue d’un voisinage 
de 0 dam X ?I valeurs dans Y. 
(i) f est difkkentiable au sens de Frkchet en 0 s’il existe L E 9(X, Y) tel que 
f (4 - f (0) - U4 = 44, (44/ll x II * 0 si II x II + 0). 
(ii) f est dif%rentiable au sens de Gateaux en 0 s’il existe L E 9(X, Y) tel que 
pour tout x, dx X, (t E R) f(tx) -f(o) - tL(x) = o(t). 
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elle est done uniformement Cquicontinue en t, par rapport a t, et 
elle converge sur l’ensemble dense {cP‘p)psN de S lorsque t tend vers 0 
(car x E B), elle converge done uniformement sur S lorsque t tend 
vers 0, vers une application que nous noterons D)(x)(t). Le ThCo- 
r&me 1 sera prouve si l’application [ tt Df(x)(Q est lindaire. Ceci 
n’est pas toujours vCrifiC, mais le lemme suivant montre que cette 
propriete est vraie partout dans B ce qui est suffisant. 
LEMME 1 .l. I1 existe un ensemble A, A C KY, de complkmentaire 
nt!gligeable, tel que f est faiblement d@+entiable Frkchet en tout point x 
de A (c’est-d-dire Ve E II, y -+ (f(y), e) est d@‘rentiabZe Frkchet en x). 
Preuve. D’apres le theoreme de Rademacher [13], P, of est 
differentiable FrCchet en tout point d’un ensemble A,, A, C W, 
dont le complementaire est de mesure nulle. Soit A = n, A, et 
x E A. Tout d’abord la suite des operateurs L, = D(Pn, of)(x) 
converge pour la norme uniforme dans 9(R”, H) vers un operateur L, 
IIL 11 < 1 et de plus P, 0 L = L, . 11 suffit de remarquer que les 
operateurs L, sont definis sur un espace de dimension finie et verifient 
les relations P, 0 L,, = L, et II L, (I < 1. 
Montrons que f est faiblement differentiable en X, avec L pour 
differentielle. 
Soit E > 0 et e 6 H, II e I/ = 1. 11 existe m tel que II e - P,(e)/1 < E. 
On peut Ccrire 
(e, f(x + 4 - f(x) - -WN = (e - f’,&)~f(x + 4 - f(x) - L(h)) 
+ (~d4.h + 4 - fC4 - L(h)). (1.1) 
On a alors 
et 
(e - P,(e),f(x + h) -f(x) -L(h)) < 2 E II h /I, (1.2) 
(P,(e), f(x + 4 -f(x) - W)) = (e, Pm(f(x + 4 -f(x) - W)Np (1.3) 
la differentiabilite FrCchet de P, 0 f en x implique l’existence de r, 
7 > 0 tel que 
Vh,hEW, lhl (7) II Pm(f(X + 4 -f(x)) - JLQ)ll G 6 II n 1. (l-4) 
11 resulte de (l.l)-(1.4) que 
% I h I < 7, I(e,f(X + h) -f(x) -W)l G 3~ I h If 
ce qui demontre la differentiabilite faible de f en x. 
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11 resulte du lemme que f est differentiable FrCchet en tout point 
de A n B. 
Ce resultat preliminaire va nous permettre de montrer le 
THI?OR&ME 1.2.2 Toute application lipschitzienne dtifnie ~1.47 un 
Hilbert &parable c.I valeurs dans un Hilbert est dif&wtiable Gateaux3 
aux points d’un ensemble dense. 
Preuve. Soitf: HI -+ H, , HI et Hz etant des Hilbert, HI separable 
et f contractante. 
On peut supposer H, separable puisque le sous-espace ferme Ra 
engendre par f (HI) est separable, et il suffit de demontrer la proposi- 
tion cherchee pour f consideree a valeurs dans Z?a . 
Soit e, une base orthonormee de HI et E, l’espace engendre 
par e,.**e,. L’ensemble A, , A, = (y, f I1+E, est differentiable 
FrCchet en y> verifie, d’apres le ThCoreme 1.1: 
Vx E HI : (x + I&)/(& n (x + I?,)) est de mesure nulle dans x + E, . 
Posons A = fi, A, . Si x E A, f lz+E, est differentiable FrCchet 
en x, quel que soit n. Le ThCorbme 1.2 est alors consequence im- 
mediate des deux lemmes suivants. 
LEMME 1.2. L’application f est d~$j%rentiable Gateaux en tout point 
de A. 
LEMME 1.3. L’ensemble A est dense dans HI . 
Preuve du Lemme 1.2. Soit x E A. On peut supposer x = 0, 
f(x) = 0. Si L, = D(f IE,)(0), et si in,m designe I’injection de E, 
dans E, (m < n) on a: L, = L, 0 i,,, et 11 L, jj ,< 1, done il existe L 
de Z?(HI , Hz) tel que D(f lEti) = (L IEm). Montrons que L est 
la differentielle Gateaux de f en 0. En effet la famille de fonction 
Y wvY>b9 (t E 10, WY 9 ui est uniformCment Cquicontinue, converge 
(dans H, fort) vers L(y) en tout point de I’ensemble dense u, E, , 
elle converge done uniformement vers L sur tout ensemble precompact 
de HI ce qui demontre le lemme (on a m&me que la restriction de f 
a tout sous-espace de dimension finie est differentiable FrCchet en 0). 
Preuve du Lemme 1.3. 
2 M. Aronszjan nous a communiqut depuis des rtsultats plus &n&aux sur la 
difGrentiabilit6 des fonctions lipschitziennes dans les espaces de Banach. Ceux-ci 
doivent &tre pub& dans Acta Muthemutica [3]. 
3 Voir Note 1. 
134 F. MIGNOT 
Soit Cle cube de Hilbert: C = {x, x E Hi , Vn E N, ](a, e,)l < 1/2n), 
C s’identifie au compact n,” [- 1/2n, 1/2n]. On munit chaque 
intervalle I, = [- l/272, + 1/2n] de la mesure n dx = dp, (dx mesure 
de Lebesgue sur R), et chaque cube C, = @ [ - 1/2p, + l/2$] de la 
mesure vP produit des run , dvp = dp, --* dpp , SC dvp = 1. 11 existe 
alors une mesure de probabilite v sur C tel que si I& designe la 
projection de C sur C, , vP est l’image de v par Pp . Montrons que 
v(A l-l C) = 1 ( ceci implique le lemme). 11 suffit de s’assurer pour 
cela, d’une part que les (A, n C) sont v-mesurables et d’autre part 
quev(A,nC) = 1. 
En effet comme 
Ant= (nk+c et A,+,nCCA,nC, 
?z 
on aura 
v(AnC)=inf@,nC)=l. 
Demontrons que les A, sont v-mesurables. 
Ceci r&&e du 
LEMME 1.4. Chaque ensemble A, est bore’lien. 
Preuve. Soit {h,}, une suite dense dans la sphere unite de E, . Soit 
B a,N.B = 
I 
x, XC H, Vt, t’, I t I < $, I t I < $-, 
Les 
est un 
Soit 
II 
f(x + w -f(x) _ f(x + t’k) -f(x) t t’ II I 
< _L 
‘N’ 
ensembles BP,N,p sont fermes done B = np (UN (n, Ba,N,p)), 
borelien. 
L a.n’.N.~ = I 
x,xcH,Vt,iti &, 
jf(x + @Q “, hd)) -f(x) _ f(x + th,) --f(x) _ f(x + ‘h”l’ -m 11 t 
<$. I 
L p,p’,N,p est ferme. 
Aa = B n (n (n (uL.o’.N.zl))) = B nL 9.~” D N (1.5) 
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(les points de B sont ceux ou f admet un developpement limit6 a 
l’ordre 1, suivant chaque vecteur h, , et un Clement de B appartient 
a L si et seulement si ces developpements limit&s se “recollent” en 
une application lineaire). La relation (1.5) montre le caractere borelien 
de A,. 
11 ne reste plus qu’a montrer le 
LEMME 1.5. On a v(An A C) = 1. 
Preuve. Soit & = l&,n [-l/2$, + l/2$], et ca la mesure projec- 
tive sur C, associee aux A, ou A, = p,+i x a** x cup . On a dv = 
dv, x dfi, . Les points de C = C, x Cm sont notes (x, y), x E C, , 
y E Cm . D’apres le thCor&me de Fubini 
Or SC, xA,,-&, A 444 = 1, car pour y fixC l’ensemble {x, (x, y) E 
A, n C} a un complementaire de mesure nulle dans E, n C pour la 
mesure de Lebesgue done aussi pour dv, ; alors 
jx~,,n& Y) dh Y> = IO 1 &z(y) = 1, done u(& n C) = 1. 
” 
La demonstration du Theo&me 1.2 est ainsi complete. 
Remarque 1. La demonstration du Lemme 1.2 implique que f 
aux points oh elle est differentiable possede la propriM suivante. 
VX, X compact, XC HI , VE > 0, 3% 71 I=- 0 
telqueVu,21EX,V’tERjtj <Tona 
IIf(x+~u>-f(~>-~~f(~).~II ,<EItI- (1.6) 
Nous pouvons donner la: 
DEFINITION 1.1. Si une application f: Hr -+ Ha est di&rentiable 
Gateaux en x et possede la propriM (1.6) nous dirons que f est 
K-difhkentiable Gateaux en x (la lettre K faisant reference aux 
compacts intervenant dans (1.6)). 
On dtmontre aisement la 
580/22/z-5 
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PROPOSITION 1.1 (Derivations Composees). (i) Soient fi: HI -+ Hz , 
fe: Hz --+ H3 , fi K-dz@wntiable Gateaux en x, f2 K-d$fkrentiable 
Gateaux en fi(x) alors (f2 o fi) est K-dzjj%rentiabZe Gateaux en x et 
(ii) Si de plus Dfi( ) t x es compact alors (f2 0 fl) est dt#&entiable 
Frkchet en x. 
Remarque 2. D’apres la demonstration du Theo&me 1.2, l’en- 
semble A des points de differentiation de f possede la propriete 
suivante: Pour toute base orthonormee (e,) et toute suite (e,) ap- 
partenant a Z2(N), si C designe le cube de Hilbert, C = nI, [-e,e, , 
Enen], et v la mesure produit des dx/2E,, alors v((H\A) n C) = 0. 
On dira qu’un ensemble X, XC H, possedant cette propriete est 
negligeable. Remarquons que cette classe d’ensembles est -stable 
par reunion denombrable. On en deduit: 
(1) Si fi et fi sont deux applications lipscbitziennes de HI dans 
H, , alors sauf sur un ensemble negligeable on a 
Wl +fi)(x) = mw + %(xh 
(2) soit {fn> une suite d’applications lipschitziennes monotones, 
telle que f = x, f, soit lipschitzienne alors sauf sur un ensemble 
negligeable 
W(x) = : m(x) 
VI=1 
(ceci est une generalisation du theoreme de Fubini [14]). 
Remarque 3. La propriete de differentiabilid d’une application 
lipschitzienne n’est pas generique au sens que l’ensemble A n’est 
pas necessairement un G, . Voici un contre exemple simple en 
dimension 1 (obtenu avec G. Mokobodzki). 
Soit E mesurable, E C [0, I] tel que pour tout intervalle I (non 
reduit a un point) I C [0, 11, 0 < mes(E n I) < mes I. On d&nit f 
par f (x) = G xE(t) dt. Soit A = (x, f differentiable en x). On sait que 
f’(x) = XL+) P*P* D ‘a P rb un theoreme de Choquet [5] le contingent 
et le paratingent de f sont Cgaux sur X, X &ant un Gs dense. Done 
la differentiabilid de f en un point x de X implique sa stricte dif- 
ferentiabilid. Or on voit aisement, grace a l’hypothbe faite sur E que 
f n’est strictement differentiable en aucun point done A n X = 1z1 
ce qui montre que A n’est pas un G, dense. 
CONTRdLE DANS LES IN6QUATIONS VARIATIONELLES 137 
L’application f peut ne pas Ctre difhkentiable FrCchet en aucun 
point de H. II suffit de considerer le contre exemple suivant: Hi = 
L2[0, 11, H, = R et f definie par 
VP, EL2[0, l] f(P) = (jol (v+w2 ye. 
L’hypothbe de separabilite sur H1 est necessaire. Un contre 
exemple est fourni par la projection dans Z*(1), I non denombrable, 
sur le cone des fonctions positives. 
1.2 PROPRIBT~S DE DIFF~~RENTIABILIT~~ DES OPBRATEURS 
MAXIMAUX MONOTONES EN DIMENSION FINIE 
Si A est un operateur maximal monotone dans un espace de Hilbert 
H, l’application J = (I+ A)-l est contractante. Ceci va nous 
permettre, en appliquant les proprietes de differentiabilite des 
applications lipschitziennes a J d’obtenir des resultats analogues 
sur A, mais seulement en dimension finie. 
Soit done A maximal monotone dans W, de domaine D(A). 
DEFINITION 1.2. L’operateur A est dit differentiable au point x,, 
s’il existeL E 9( UP) tel que VE > 0, 37,~ > 0, Vx E Rn, / x - x0 1 < 7, 
x E D(A) et Vy E Ax, on a 
Remarque. (1) L a e m ion implique que A est univoque en x0 . d ‘fi ‘t’ 
(2) Cette definition coincide avec la definition habituelle dans le 
cas ou A est univoque. 
On se propose de dtmontrer le 
THBOR~ME 1.3. Un opkrateur maximal monotone dans W est 
dz@hntiable presque partout dans son domaine de dkjinition. 
La demonstration repose sur une variante du theoreme de Sard. 
PROPOSITION 1.2. Soit T une application lipschitzienne de W dap 
W. Alors T({x, T n’est pas dzftfrentiable en x} u (x, T’(x) $ Isom(W))) 
est de mesure nulle dans [w”. 
Preuve. Tout d’abord T &ant lipschitzienne il est cltiir que 
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l’image par T de I’ensemble des points ou T n’est pas differentiable 
est de mesure nulle. 
Soit B = {x, T’(x) $ I som(W)). Si Q designe le cube unite de W, 
Q = [0, I]“, il suffit d e montrer que T(B n Q) est de mesure nulle. 
Appelons Q, l’ensemble des cubes fermes de c&C 1/2p, contenu 
dans Q et associe au maillage de c&C 1/2P. On fixe E, E > 0. A tout x 
de B associons v(x), v(x) > 0 tel que pour U, u E W, // u Ij < q(x), 
/I T(x + u) - T(x) - T’(x) . u I/ < E /j u /I. Soit &r l’ensemble des 
cubes de Qi , contenant un point x de B tel que T(X) > n1/2/2. 
OpCrons alors par recurrence; soit QB l’ensemble des cubes de Q, , 
non contenu dans la reunion des cubes de &i ,..., QP-i et contenant 
un point x de B tel que q(x) > n1/2/2P. Soit Q = up QP . 11 est 
clair que B C &. Evaluons la mesure de T(&). Soit un cube qP E &, , 
il existe done x E qp n B, q(x) > n1i2/2p, done 
VYE!7,, II T(Y) - T(x) - w%Y - 4)ll < E IIY - x II> 
on peut supposer T contractante, done si n designe la variCtC affine 
de codimension un au moins (T(x) + T’(x) * UP), et e un vecteur 
orthogonal a n, (( e (( = 1, on a la relation: 
Wh) C V n WY x , n11z/29] x [-(e(n)1/2/2p)e, (+t)1/2/2p)e], 1 
(B(T(x), n112/2P) designe la boule de centre T(x) et de rayon n112/2D). 
11 en resulte que 
mes(T(q,)) < [n1/2/211]n-1 * wnpl * (2429 = 2[d21n Wnel . l/Zpn . E 
(w,-, = volume de B(0 . 1) dans W-i). 
Alors 
mes(T(B)) G mes(T@)) < T (F mes(T(q,))), 
P 
m=GVW G (F g (l/2.99) 2[d/2]+1 . punml . <, 
P 
or les cubes intervenant dans & sont disjoints done 
et 
mes T(B) < 2[n1/2]n-1 w,-~c. 
11 en resulte que T(B) = 0. 
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Preuve du ThkorBme 1.3. Soit done A maximal monotone de 
domaine D(A). D(A) C W et J = (I+ A)-l, R(J) = D(A). 
D’aprb la Proposition 1.2, il existe 2 de mesure nulle, 2 C R(J) = 
D(A), tel que pour tout y de D(A)\2 et pour tout x de J-‘(y), J’(X) 
est un isomorphisme. On peut supposer x = 0, y = 0, J’(0) = Id, 
done il existe 7 > 0 tel que 
On en deduit, grace a la theorie du degre que 
Jvw rl)) 3 WY 27) 
done 
L’operateur A est continu en 0, sinon soit une suite x, tendant 
ver.3 0, yn E Ax,, II Yn II 2 6, Yn + y # 0 et y E A(0). 11 en r&&e 
que [O, y] C 0 + A(O), d one j([O, y]) = 0 et J’(0) - y = 0 ce qui est 
contradictoire avec J’(0) = Id. 
La continuite de A en 0 permet alors d’ecrire en utilisant (1.7): 
3rl’, rl’ > 0, VLv IIx II ,< $9 ‘Jr, y E A% 
Il/@+Y)-(x+Y)ll ~~IlXfYll. 
11 en resulte 
IIY II < (41 - 4 II x IL 
II Ax II d (41 - 4) II x Il. 
Cette relation montre la differentiabilid FrCchet de A en 0. 
Remarque. Dans le cas de la dimension infinie on peut Cnoncer 
le resultat, t&s partiel, suivant. 
Soit D un ouvert borne de W et H = LJ(Q). 
On considere une fonction F de Caratheodory (cf. [S]), 
tel que 
F: f2 x 08” -+ UP, 
(x, f) i--+ W, 51, 
lie> al < 44 + c II 5 II 
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avec U(X) EL2(Q), et 
PPX, 5 t-+ F(x, 5) est monotone. 
On peut alors definir 9: 
5: (L2(52))” -+ (L2(sz))” 
u t+ {x ---f F(x, u(x))} = F(u), 
alors l’operateur 3 est differentiable au sens de Gateaux sur un 
ensemble dense. 
Plus gCnCralement la question de savoir si, a, &ant une fonction 
convexe Cl, l’operateur monotone VP, est differentiable Gateaux faible 
aux points d’un ensemble dense semble ouverte mais on peut donner 
des contre-exemples montrant que l’ensemble des points de dif- 
ferentiation a un complementaire qui n’est pas necessairement 
negligeable a la difference de ce qui passe en dimension finie. 
2. ETUDE DES PROJECTIONS 
Dans le cas des projections les propositions precedentes fournissent 
des proprietes de differentiabilid valables seulement sur un ensemble 
dense. Moyennant certaines conditions il est possible d’obtenir 
l’existence d’une differentielle gCnCralisCe en tout point. Ceci est 
l’objet du Chapitre 2. 
Soit H un espace de Hilbert, a une forme bilineaire, continue, 
coercive, non necessairement symetrique sur H. La forme conjugee 
de a : a*, est definie par: a*(u, ZI) = a(~, u), (u, z, E H). D’apres le 
theoreme des u-projections de Lions et Stampacchia [lo], pour tout ZI 
de H et pour tout convexe ferme C de H, il existe un unique y 
appartenant a C tel que 
VUEC, +J -YY, 7.4 -Y) 9 0, 
le point y est appele la u-projection de z1 sur C, ce que l’on note 
y = PC(v), la a*-projection est notee Pg . 
Si K est un cone de sommet 0 dans H, son cone polaire (note K,O) 
par rapport a a est detini par 
Km0 = {w, w E H, Vu E K, a(w, u) = 0}, 
d’apres le theoreme des bipolaires, le cone polaire de K,O par rapport 
a a* est l’enveloppe convexe fermee de K. 
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La proposition suivante rappelle la decomposition habituelle sur 
les cones polaires. 
PROPOSITION 2.1. Soit K un cdne convexe fermb de sommet 0. 
Les assertions uivantes sont Gquivalentes: 
6) w = w1+ w2, w1 E K, w2 E Kao, a(w2 , wl) = 0, 
(ii) w = w1 + w2, w, = PK(w), 
(iii) w = Wl + w2, w2 = P&(w), 
(iv) w = Wl + w, , Wl = PK(W), W$ = P$(w). 
Preuve. (i) * (ii), en effet, 
VVEK, a(w - w1 , P - 4 = 4w2 , v - 4 = 4w2 ,9)) < 0, 
done w1 = PK(w). Les autres implications sont Cvidentes. 
Dans toute la suite C designera un convexe fermi fix&. A tout 
Clement y de C, on associe les cones suivants: 
C,(C)={w,w~H,3t>O,y+tw~C}, 
S,(C) = C,(C), 
il est clair que, 
[S,(C)]: = {w, w E H, Vu E C,(C), a@, u) < 01, 
={w,w~H,V’z~C,a(w,z-y) GO}, 
= {w, w E H, P&J + 4 = ~1. 
PROPOSITION 2.2. Soit v appartenant ci y + [S,(C)]~ . Alors 
%,w/m) t l es e c&e polaire de S,(C) n [R(v - y)]i* par rapport 
ct a. 
Preuve. D’apres le theoreme des bipolaires, il suffit de verifier que 
{w u E f& VT e G-,(S,(C>>O, 493 4 < O> = S,(C) n [R(v - y)]On* , 
et ceci est evident. 
On pose pour toute la suite 
sy = S,(C) n [uqv -y)]:* , 
et comme convenu Psy designera la a-projection sur Su. 
Donnons la 
D~~FINITION 2.1 (Differentiation Conique). Soient deux espaces de 
Banach VI , V, , x E VI , et F une application continue definie dans 
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un voisinage de x a valeurs dans V, . On dira que F admet une 
differentielle conique en x, &gale a Q si: 
Q est un operateur positivement homogene, 
VW E v, ) vt > 0, 
+J + tw) = F(v) + q&J) + o(t, w), 
oh lim 14) o(t, w)/t = 0. 
On peut alors Cnoncer la 
PROPOSITION 2.3. Soit v appurtenant cj H, y = Pcv. On suppose que 
VW E S’, P& + tw) = PC(,) + tw + o(t, w), (2.1) 
alors PC admet au point v une d@rentielle conique bgale ci Psy : 
VWEH, P&J + tw) = PC(W) + qv(w) + o(t, w). (2.2) 
Remarque. (1) D’ p a r&s (I) PC est differentiable Gateaux aux 
points d’un ensemble dense X, si done la condition (2.1) est satisfaite 
en un point v de X, Psy est lineaire et S” est un sous-espace vectoriel 
ferme. 
(2) Les o(t, w) intervenant dans (1) et (2) sont uniformes par 
rapport a w appartenant a un compact de H. En particulier dans le 
cas de la dimension finie si P est differentiable Gateaux il est dif- 
ferentiable FrCchet. 
Preuve de la Proposition 2.3. La demarche consiste a Ctudier le 
comportement de PC sur (Sv): puis la “linearite” de PC . 
LEMME 2.1. Si w E S,-,[S,(C)]“, , alors 
p&J + tw) = PC(V) + o(t, 4. (2.3) 
Preuve. En effet si w E C,-,(S,(C))O, il existe t > 0 tel que 
Pc(v + tw) = PC(V). c omme PC est lipschitzienne on en deduit (3). 
LEMME 2.2. Soient xi , xi E H, ai , cu6 E aB, 0 < CQ < 1, i = l,..., n 
avec CL, 01% = 1. On a alors l’int!galitC 
a (PC (g .A) - f ~ipd,i)) 
i=l 
< + C aiaiu((xi - Pc(x,)) - (xj - P&v,)), P,x, - P&. (2.4) 
i.i 
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Preuve. On sait que si x et y appartiennent 8 H, 
U((X - Pcx) - (Y - PCY), pcx - PCY) > 0. 
On a done (PC = P), 
0 < -f aja ((I - P) (1 a,xj) - (I - P)(q), P (c a&) - P(q)) 
i=l 
= il W (-p (2 ajxj) + C aip(xi)v p (1 "jxj) - P(Xj)) 
+ i CL@ (- c tYjP(Xj) + 1 cYjxj - (I - P) xi , P (c ajxj) - P(x,)) 
i=l 
= -u(P(Ccl,“j)-CajP(Jcj)) 
+ a (- 1 %P(Xj) + 1 ajxj - 
j 
1 OLixi + C aiP(xi), P (1 a,+)) 
(2.5) 
- c Dlju (c ajxj - 1 cxiP(Xi) - (I - P) xi , P(xJ) 
= -a (P (1 “/cj) -1 ,,P(x,)) 
+ C OLiaju((xj - p(x.i)) - (xi - p(xi)), -p(xi)), 
On a d’autre part 
z aiaja((xj - p(xj) - Cxi - p(xi))9 -p(xi)) 
= P iFzl oliaiu(xi - p(xj> - Cxi - p(xi)), p(xf) - tplxi))- 
En effet (2.6) se rCduit SI 
gl ai~ju((xj - p(xj)) - txi - p(xj>), pxj + pxi> = 0, 
ce qui est bien v&ifiC 
(2.6) 
Done de (2.5) on obtient 
+ & C Ct&U(Xj - P(Xj) - (Xi - PX,), PX, - PXi)* 
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L’inegalite (2.4) est ainsi demontree. 
Ce lemme est l’extension au cas non symetrique d’un lemme de 
Zarantonello [I 5, Lemme 171. 
Soit alors w E H, d’apres les Propositions 2.1 et 2.2, w = PsVw + w’ 
oh w’ E S,JS*(C)]~ . Le Lemme 2.2 applique. a 21 + tw = 
-$(;s+Sz;Psw) + +(u + 2tw’) et a P = PC, donne (on omet l’indice y 
a 
a(P,(u + tw) - &P,(v + 2tP,w) - &P&J + tw’)) 
< $a(@ + 2tP,w) - P,(u + 2tP,w) - ((v + 2tw’) - P,(v + 2tw’)), 
P,(v + 2tP,w) - P,(v + tw’)). (2.7) 
D’apres le developpement limit6 (2.1) on a 
z, + 2tP,w - P,(v + 2tP,w) - ((Tl + 2tw’) - P,(v + 2tw’)) 
= -2tw’ + o(t, w’) + o(t, P,w), 
P&l + 2tP,w) - P& + 2tw’) = 2tP,w + o(t, P,w) + o(t, w’). (2-V 
11 en resulte que (2.7) se transforme en, 
a(Pc(v + tw) - $(P,(v + 2tPsw) + P,(v + tw’))) 
< &z(-2tw’ + o(t), 2tPsw + o(t)) = o(F), (2.9) 
car u(w’, Psw) = 0. 
La relation (2.2) est alors consequence de (2.1), (2.3), et (2.9) 
grace a la coercivite de a. 
PROPOSITION 2.4. Soit v appurtenant ri H, y = PCv. On suppose 
que pour tout w appurtenant d un sous ensemble dense c de SY on a le 
de’veloppement limit& 
Vt > 0, P,(9 + tw) = PC(V) + tw + o(t, w), 
alors, P admet au point v une dzjjhentielle conique Lgale ci Ps, . 
Preuve. L’application w --f (PC(v + tw) - PC(v))/t est lipschit- 
zienne avec une constante de Lipschitz indtpendante de t, elle admet 
par hypothbse une limite pqur w appartenant a c, done elle admet 
une limite pour tout w de c = Sv cette limite ne peut Ctre que w, 
et on est ainsi ramen a la proposition prtddente. 
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PROPOSITION 2.5. Pour w uppartenant h C,(C) n [rW(w - y)]$ on a 
pour tout t assez petit, t > 0, 
P,(v + tw) = P,v + tw. 
Preuve. I1 existe t, , t, > 0, tel que pour 0 < t < t, , y + tw E C. 
VCrifions que pour 0 < t < t, , (y + tw) est la projection de v + tw. 
En effet la relation 
vz E c : a((v + tw) - (y + tw), z - (y + tw)) < 0 
resulte de, 
a(v - y, z) < 0, vi? E c 
et de 
a(v - y, w) = 0 
car 
w E [uqv -y)]Oa*. 
Les Propositions 2.3-2.5 permettent d’enoncer le 
THJ?O&ME 2.1. Si y = Pcv et si C,(C) n [rW(v - y)]t* est dense 
dans SY alors PC admet au point v une dz$4hntielle conique &gale ci P,, . 
Remarque. Dans le cas oh v appartient a C, la condition du 
theoreme est Cvidemment satisfaite done 
VWEH P(v + tw> = v + tP,w + o(t). 
On retrouve un resultat de Zarontonello [15]. 
11 est possible de preciser l’ensemble des points de derivation de P. 
PROPOSITION 2.6. Si la projection PC admet un d@hntielle conique 
au point v, kgale d P,, , alors elle admet la me”me dz@rentielle conique 
en tout point de ]P,v, v]. 
Cette proposition est consequence du: 
LEMME 2.3. Si P admet au point v un dbveloppement limit& 2 
l’ordre 1 dans la direction w de la forme 
P(v + tw) = Pv + tw + o(t), (2.12) 
alors, pour tout point x, x = hv + (1 - A) Pv, X E IO, I], on a 
P(x + tw) = Px + tw + o(t). (2.13) 
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Preuce. On applique l’inegalite (2.4) du Lemme 2.2, 
u(P(x + Xtw) - (hP(v + tw) + (1 - A) Pu) 
< A(1 - A) u((v + tw) - P(v + tw) + (Pv - Pu), P(v + tw) - P(v)) 
= A(1 - A) a(w - Pv, P(w + tw) - Pv) + a(o(t), P(u + tw) - P(w)) 
< X(1 - A) a(o(t), P(v + tw) - P(v)) = o(t2), 
done (2.12) entrafne 
P(x + thw) = Pv + htw + o(t). 
La relation (2.13) est ainsi demontree. 
3. DERIVATION DANS LES IN~QUATIONS 
VARIATIONNELLES ELLIPTIQUES 
Le but des prochains chapitres est d’expliciter des conditions rkces- 
saires du premier ordre pour une classe de problemes de contrBle 
oh 1’Ctat eat defini par une inequation elliptique variationnelle. 
Le premier objectif est de preciser les propriMs de diff&entiabilid 
de 1’Ctat par rapport au controle. L’tquation d’etat s’interpretant 
geometriquement comme une u-projection sur un convexe ferme 
dans un espace de Hilbert, on montre que pour des convexes du type 
{u: v < u < 4}, 1 es resultats du chapitre precedent s’appliquent. 
11 est alors loisible de parler de la differentielle conique de 1’Ctat 
par rapport au controle. 
Hypothkes 
On designe par X un espace localement compact denombrable B 
l’infini et e une mesure de Radon sur X. L’espace L2(X, 5) sera notee 
L2(X). 
D~NITION 3.1. Soit V un espace de Hilbert muni d’une forme 
bilineaire a, verifiant les conditions: 
(i) V est inclus dans L2(X) avec injection continue. 
(ii) L’espace des fonctions continues a support compact dans X 
&ant note C,,(X), on suppose que I’ n C,(X) est dense dans C,,(X). 
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(iii) La forme bilineaire a est continue coercive sur V (u n’est 
pas supposee symetrique). 
(iv) La contraction module opere sur V, c’est-a-dire 
vu E v, I u I E v, 
VUEV, a(u+, u-) < 0. 
On dira qu’un couple (V, a) ( ou improprement V) verifiant (i)-(iv) 
est un espace de Dirichlet. 
Rappelons brievement les principales proprietes des espaces de 
Dirichlet [I]. 
1. Un potentiel de V est un Clement u de Y tel que 
vv E v+, a@, v) 3 0, a(u, v) = (Au, v) = J-vdp 
ceci est equivalent 8, 
p = Au E V’ n &f+(X), 
ou &Y+(X) designe I’ensemble des mesures de Radon positives sur X. 
Si Au = p, on a une injection continue de V dans Ll(X, &) on dira 
que p est une mesure d’energie finie. On notera 9’ l’ensemble des 
potentiels et E+(V) = V’ n d+(X), 1 ‘ensemble des mesures d’energie 
finie. 
2. Dkjkition de la re’duite. Soit v EL:,,(X) tel que C = {r~, z, E V, 
v > v p.p.} # 0. Alors la u-projection de 0 sur C est appelee la 
reduite de y. 
3. Capacite’ d’un ensemble. Soit A C X, tel qu’il existe u E V, 
u > xa . La reduite de X~ sera appelee le a potentiel capacitaire de A, 
et on appellera a-capacitt de A la quantite 
cap,(A) = 4Vd4 V&4)). 
4. Une fonction f: X + R est dite quasicontinue (resp. quasi- 
semi-continue superieurement (q.s.c.s.)), s’il existe une suite decrois- 
Sante d’ouverts w, tel que cap,(w,) --t 0 et f Ix-Ws continue (resp. 
s.c.s.) (La fonction f sera dite q.s.c.i. si -f est q.s.c.s.). 
Une classe f de fonctions definies quasi-partout sera dite quasi- 
continue (resp. q.s.c.s.) si cette classe a un representant quasi-continu 
(resp. q.s.c.s.). 
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En particulier toute fonction de V, admet un representant quasi- 
continu (unique, modulo 1’CgalitC quasi-partout). 
L’introduction des espaces de Dirichlet nous permettra d’avoir un 
traitement commun aux inequations avec conditions a I’indrieur et 
aux inequations avec conditions au bord. 
Les exemples consider& dans la suite sont: 
EXEMPLE 1. 
(i) X = Q, Q ouvert B bord regulier de W. 
(ii) df = dx, dx mesure de Lebesgue sur UP. 
(iii) V = H,l(Q), 1 a norme dans V est note /I /I. 
(iv) D.$nition de a. Si aii(x), hi(x), C,(x) appartiennent a 
L”(Q), on pose pour u et ZI de HO1(Q) 
v + couv dx, 
la forme a verifiant la condition de coercivite, 
EXEMPLE 2. 
(i) X = Q’, Q ouvert a bord regulier de Rn. 
(ii) d.$ = dx, dx mesure de Lebesgue sur W. 
(iii) V = Hl(S2). 
(iv) La forme a est la m&me que dans Exemple l(iv) mais la 
condition de coercivite (1) est remplacee par 
a(u, 4 2 a II u 112, vu E H’(Q). (3.2) 
EXEMPLE 3 [2]. 
(i) X = !Z. 
(ii) d.$ = dx. 
(iii) V = H”(Q), 0 < s < 1. 
(iv) La forme a est le produit scalaire sur V dtfinissant la 
norme IP. 
Hypothbses SW les Convexes 
Soit V un espace de Dirichlet. Rappelons la 
DEFINITION 3.2. Un convexe ferme C de V est dit: 
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hereditaire si 
vu E c, u + v+cc, 
inf-stable si 
V(u, v) E c x c, inf(u, v) E C, 
sup-stable si 
V(u, v) E c x c, sup@, 77) E c. 
Nous ne considerons dans la suite que des convexes hereditaires et 
inf-stables, ou inf et sup-stables. 
Les deux theoremes ci-dessous donnent une caracterisation 
ponctuelle des convexes consider& dans la suite. 
THBORBME 3.1. Soit C un convexe de V, fermi’ htWditaire inf- 
stable. Alors il existe une fonction q q.s.c.s. telle que: 
(i) C = {u, u E V, u > y q.p.}; 
(ii) il existe une suite 0, , v, E C, dkroissante tendant vers y q.p.; 
(iii) si * est une fonction q.s.c.s. telle que 
c c @, 7.4 E v, u 3 $ q.p.1, 
alors 
T-J 2 4 c7.P. 
La demonstration repose sur l’emploi de la notion de reduite [2]. 
THBORBME 3.1’. Soit C un convexe de V, C = {u, y, < u < #1} v1 , I,$ 
mesurables. Alors il existe deux fonctions F et $, y q.s.c.s., $ q.s.c.i. 
telle que 
(i) C = {u, u E V; # 2 u > v q.p.}; 
(ii) si + (resp. ij) est q 
6 2 24 > C$ q.p.), alors 
.s.c.s. (resp. q.s.c.i.), telles que CC {u, u E V, 
v > + 4.P. et # < J P.P. . 
Notons une consequence utile des Cnonds precedents. Soit 2 C X et 
w = (24, u E v, 24 / 2 = 0 q.p.) 
alors on a le 
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COROLLAIRE 3.1. Si C = (u, u E W, ql < u < $1} il existe deux 
fonctions 92 (Q.s.c.s.) et $ (q.s.c.i.) telles que 
c = (24, u E v, ql < u ,< * q.p.}. 
EXEMPLES. (1) Dans I’Exemple 1 (X = 52, V = Hal(Q)) on peut 
prendre pour convexe: 
c = {u, u E H,1(Q), u >, 0 p.p.), 
et plus gCnCralement si v et # sont deux fonctions mesurables, 
v G 4, 
c = {u, u E aJ1(Q), q < u < # pp.) 
(2) Dans 1’Exemple 2 (X = Q, V = Hl(SZ)) on peut prendre 
c = {u, u E Hi(Q), u Ir > 0 p.p.}, 
(La fonction r+~ associee a C par le Theoreme 1 est definie par 
XEl- v(x) = 0, 
XED q(x) = -00.) 
(3) On considere le cas V = H’(Q), et soit F, C r, F, mesurable. 
Alors si 
w = {u, u E v, u IF, = 0 p.p.>, 
on peut prendre, si ~JJ est une fonction mesurable de r dans R avec 
0 IT, < 0, 
C = (24, uE W, u 3 v p.p. sur r}. 
DzflkrentiabilittS des a-Projections 
On montre dans ce paragraphe que pour les convexes consider& 
ci-dessus, l’hypothtse de densitt du ThCor&me 2.1 est satisfaite. 
Ceci permettra d’appliquer aux projections sur ces convexes les 
resultats du deuxieme chapitre. 
Les notations du Chapitre 2 sont conserdes. 
On dbigne toujours par V un espace de Dirichlet et si v est q.s.c.s. 
de X dans R on note 
K, = {u, u E V, u > q~ q.p.}. 
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Si $ est q.s.c.i. on notera 
K’ = (24, uE v, 24 < ??J q.p.}. 
Etant don& y E K, la serie des prochains lemmes a pour objet 
l’ttude des convexes C,(K,), S,(K,) et dans le cas y E K, n KY, 
de C,(K,,, n KY), S&K, n KY). On concluera en montrant la densite 
de C&K, n K*) n [W(V - y)]t* d ans S,(K, n KY) n [R(v - y)]E* = 
S”. 
Commencons par la 
DI~FINITION 3.2. Soit 0: X -+ [0, + co], 0 q.s.c.i., on appelle 
ensemble des zeros de 0, l’ensemble 
Z(0) = {x, x E x, 0(x) = O}. 
Remarque. Cet ensemble est la reunion d’un K, et d’un ensemble 
polaire. 
D~INITION 3.2’. Si 0 est une classe de fonctions q.s.c.i., et 
0, , 0, deux representants q.s.c.i. de 0, les ensembles Z(0,) et 
Z(0,) sont Cgaux ii un ensemble polaire p&s. On appellera ensemble 
des zeros de 0 (on le notera Z(0)), la classe de ces ensembles. 
L’ensemble Z(0) est done defini a un polaire prb. 
(1) Cal& de SJK,) (y E K,) 
On determine S,(K.J g&e au theoreme des bipolaires. 
LEMME 3.1. On a 
(C,(K,))z = {u, u E -47, la mesure Au est concfmtrt!e sum Z(y - fp)}. 
Preuve. Soit u E (C,(K,))z done, 
YzEEK,, a(% .z - y) < 0, 
I’hypothese C r) y + V+ implique --u E 8, done -Au = p E E+(V). 
Par ailleurs d’aprb Ie Theo&me 3.l(ii) il existe une suite decroissante 
V n, a,~&, v, tendant vers q~ quasi-partout, done p presque partout, 
la suite w, = inf(v, , y) possede les mCmes proprietes. 11 resulte 
alors de -u E 9 et de w, < y, 
4% wn -Y) 2 0, 
580/22/2-6 
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et de w, E C, 
done 
O=a(u,w,-y)=-j(w,-y)dp. 
Le theoreme de convergence monotone applique dans L,1(sZ) a la 
suite (y - wJ, croissante, positive, donne 
I (Y - d dp = 0, 
or y - 9 > 0 quasi-partout done ,x-presque partout, done la mesure ,U 
est concentree sur Z(y - v). 
Reciproquement soit u E V tel que -u E 8, la mesure p = --AU 
&ant concentree sur Z(y - 9). Montrons que u E (C,(Q)“, . Soit 
doncvEK,,,: 
v = inf(v, y) + (v - y)+, 
~(24, v - y) = ~(24, inf(v, y) -Y) + 4% (V - Y)+h 
(3.3) 
tout d’abord 
a(u, inf(v, y) -y) = 0, 
en effet les ir&galitb, 
v < WV, y) < y 
impliquent 
done 
inf(v, y) - y = 0 q.p. sur Z(y - v), 
a(u, inf(v, y) - y) = 1 (inf(v, y) - y) dp = 0, 
car p est concentree sur Z(y - 9). 
Par ailleurs l’hypothese --u E B implique 
a(u, (v -Y>') < 0, 
il rtsulte des relations (3,3), (3.4), (3.5) que: 
a(@, v -Y) < 0, 
done 
24 E GFJ)0, * 
(3.5) 
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LEMME 3.2. On a 
S,(KJ = C,(K’> = h, u E v, u IZ(y-(P) 2 0 q-p.> (3.6) 
Preuve. D’aprBs le thCor&me des bipolaires (appliquk 2 l’espace V 
mis en dualit avec lui-m&me par la forme bilinCaire a), 
%K) = ((wwx* 9 
et la caract&isation de (C,(K,))g bt o enue dans le Lemme 3.1 entraine 
wvwJx)t* 
= [u, u E V, ‘JCL E E+(V), p concentrke sur Z(y - v), 1 ?I dp 3 01. (3.7) 
Cette relation implique 
Montrons I’inclusion inverse: Soit u E SJK,) il existe une suite 
v, E K, et t, > 0 tel que 
L(% - Y) - *, 
et on peut supposer (en se limitant 24 une sous-suite) que la convergence 
a lieu quasi-partout. En particulier on a sur Z(y - 9)): V~ - y = 
vn - v > 0 quasi-partout done & la limite u > 0 q.p. sur Z(y - v), 
ce qui compkte la dCmonstration du lemme. 
On a Cvidemment le 
LEMME 3.2’. Soit # q.s.c.i., ety E V, y < z,h. Aloes, 
&(KY) = {u, 11 E K u lZ(g-Yv) < 0 4.p.) 
(2) C&d de S,(K, n KY) (y E K, n KY) 
Soient 9 (q.s.c.s.), Y (q.s.c.i.), et y E V tel que 
F < y < K 4.p. 
pour simplifier on note K = K, n KY. Alors on a le 
LEMME 3.4. Les c&es C,(K), S,(K) PO&dent les proprie’tks 
suivantes: 
(i) S,(K) est stable par sup et inf; 
(ii) S,(K) = S,(K,) n S,(Ky); 
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(iii) S,(K) = ( u, u E V, u >, 0 sur Z(y - v) q.p. et u < 0 sum 
Z(Y - Y) 4.P.1. 
Preuve. (i) 11 suffit de montrer que si u E C,(K) il en est de 
mCme de u+ et de -u-. Or par hypothbe, il existe t, t > 0, tel que 
P,<YYfU<K 
comme 
9J<Y<.y, 
ona 
et 
P d Y + q-u-) d y. 
(ii) Comme K = K, n KY, on a 
CL!(K) = GKJ n Gvm 
done 
Reciproquement soit u E S,(K,) r-7 S,(F). 11 existe u, E C,(K,), 
u, --t u done -u,- - -U-, et v, E C&K@), v, + u done +v,+ -1 uf, 
on peut leur associer t, , tm > 0 tel que 
et 
done 
ce qui signifie que (v,+ - tin-) E C,(K) et tend faiblement vers 
Uf - u- = u. 
(iii) La relation (iii) resulte de (ii) et du Lemme 3.2. 
Nous sommes alors en mesure de demontrer le rksultat de densitt 
cherche. 
TH&OR.&ME 3.2. Soit v, v E V, et y la a-projection de v SW 
fl(=~y;oKy. Alors C,(K) n [R(v - y)]t* est dense dam S,(K) r\ 
V a* * 
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Preuve. 1. Si u E S,(K) n [W(v - y)]i* , uf et -u- aussi. En 
effet d’aprits le Lemme 3.4, U+ et -U- appartiennent a S,(K) done 
mais 
4w - y, Uf) < 0, 
u(v -y, -u-) = 0, 
done 
a(n - y, u’) + a(v - y, -u-) = u(w - y, u) < 0 
a(o -y, 24’) = 0 = u(v -y, -u-). 
2. 11 suffit done de montrer que si u E S,(K) n [R(v - y)]it n V+ 
alors u est adherent B C,(K) n [W(v - y)]i* . (Le raisonnement est 
analogue pour u negatif). 11 existe u, , u, > Cl (sinon on remplace 
u, par u,+), u, E C,(K), et t, > 0 tels que 
v < Y + w, < y. 
Posons 0, = inf(u, , u), on a 
qJ < y G Y + w, < y> 
done v, E C,(K) et v, - U. 
11 reste B montrer que v, E [R(v - y)]“,* . On sait deja que 
a(fJ - y, a,> < 0 ha E GWh (3.7.2) 
de plus 
et 
u - vII, > 0 q.p. sur X 
24 = 0, q.p. sur Z(y - Y) 
done, d’aprb le Lemme 3.4(iii), 
(U - %> E f%/(W, 
ce qui implique 
a(v -Y, fJ - %a) < 0, 
et comme 
u(v - y, u) = 0, 
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il s’ensuit 
a(v - y, v,) z 0 
ce qui avec (3.7.2) donne 
a(v - y, a,) = 0. 
Le Theo&me 3.1 est ainsi demontre. 
(4) Application h la Dkrivation dans les Inkquations 
Le ThCoreme 3.2 permet d’appliquer la partie 2 a la derivation 
des inequations variationnelles. Enoncons le resultat obtenu. 
Rappelons que (V, a) est un espace de Dirichlet et K un convexe 
du type K = K, n KY, F q.s.c.s., !?’ q.s.c.s. 
On consider-e l’application y(m) qui a f de V’ associe y = y(f) 
la solution de I’inequation variationnelle, 
4Y> @ -Y) 3 <f, @ -YY)v.v’ VOEK, 
Y E K 
(3.8) 
alors, on a le 
TH~~OR&ME 3.3. L’application y(e) admet en tout point de V’ une 
dift%entielle conique (que nous notons Dy( f )( m)). 
Si Sg = {u, u E V, u E S,(K), a(y, u) = (f, u)} alors pour tout w 
de J”, Dy(f)( w es ) t 1 a solution de l’inkquation variationnelle: 
i 
4~Y(f)W, @ - MY) 2 (w, @ - DY(f)W)~ vo E S”, 
Dyww E sy* 
(3.9) 
Preuve. Comme y(f) = P,(A-lf) ce theoreme est consequence 
des ThCoremes 3.2 et 2.1. 
De plus en utilisant la partie 1 on a le raffinement suivant: 
THI?OR&ME 3.4. I1 existe un ensemble nigligeable -c4, ~4 C V’, tel 
qu’en tout point de V’/&, l’application y(f) est d$,7&entiable au sens 
de Gateaux. Sif E V’/& et 9’” = {u, u E V, u = 0 q.p. SW Z(y - v) U 
Z(y - Y)} alors pour w E V’, D(y(f))(w) est la solution de Z’kquation 
variationnelle: 
4NY(f))(W), @> = (w, @>, V8 E Y’, 
~(Y(f))@u) E yy* 
(3.10) 
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Preuve. Si f E T/d, l’application D(y(f))(*) est lineaire, S” = 
S,(K) n PWlf - YX d evient un sous espace vectoriel, ceci 
implique (compte tenu du Lemme 3.4) que 
SY = YY = (24, uE V, u = 0 q.p. sur Z(y - IJJ) U Z(y - Y)}, 
le theoreme est alors evident. 
Remarque 3.2. Si l’injection de V dans L2(X) est compacte, 
l’application y(e) restreinte a L2(X) possede les propriMs supple- 
mentaires suivantes: 
(1) Pour toutf de L2(X), la difkentiabilite de y(a) est uniforme 
au sens suivant, 
(2) il existe ~8 ensemble negligeable de L2(X), tel que y(w) est 
differentiable au sens de FrCchet en tout point de La(x)\~?. 
Cette remarque est une consequence de la Remarque 1 et de la 
Proposition 1 .l de la premiere partie. 
EXEMPLE. Reprenons I’Exemple 1. Pour convexe K, on choisit 
K = (24, u E Ho1(s2), 24 > 0 sur Q}. 
(1) Si f E L2(Q), y = y(f) est la solution de 
a(y,@--39 >[o(f,~ -@>& VOEK, 
y E K. 
(2) L’application w t+ y(f + w) admet une differentielle conique 
de L2(sZ) dans H,,l(Q). 
Y(f + WI = Y(f) + ~(Y(f>)@> + 44 II w II9 
si Su = (24 , u E f&l(Q), 24 3 0 q.p. sur Z(y), et, a(y, 24) = J fu dx); 
alors z = D(y(f))(w) est la solution de 
a(z, 8 - z) > I ~(8 - z) dx, V8 E 9, 
x E sy. (3.11) 
(3) 11 existe Lc4 ensemble negligeable dans Lz(s2) tel que y(a) 
est differentiable au sens de FrCchet en tout point f de LB(X)\&. 
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Si Yu = {u, u/z = 0 q.p.} 1 a ors p our tout w de L2(X), z = D(y(f))(w) 
est la solution de 
~(2, 0) = j w, 0 dx, vo E ,4ou, 
ZEP (3.12) 
Interpre’tation Formelle 
D’aprts le Lemme 3.1, Ay - f = ---CL ou p E E+(H,,r) (mesure 
d’energie finie sur (OR)), p concentree sur Z(y), et il existe un plus 
petit ensemble 2~ C 2 (a un ensemble polaire p&s) tel que p soit 
concentree sur 2~. 
Les relations (3.11) se traduisent par 
ZES”c-z>O q.p. sur 2, 
z=o CL PP. sur-% 
i&z, z - 0) 3 j w(z - 0) dx, VO E 5’1 0 AZ - w = 0 sur Q - Z, 
Ax--20 sur 2 - Zp , 
(AZ - w)z = 0 sur Z - Zp . 
Les relations (3.12) se traduisent par 
x=0 q.p. sur Z, 
AZ-w=O sur 52 - Z, 
(AZ - w, z> = 0. 
Remarque. Le theoreme d’ilronzjan sur la differentiabilite des 
applications lipschitziennes dans les espaces de Banach permet 
d’obtenir les memes resultats si f ELP(LR) ( p > 2). Dans ce cas on 
sait que d’apres les resultats de regularit de Brezis [4] que sip > n 
la solution de l’inequation appartient a un espace G”(0) done 
l’ensemble 2 est ferme et l’interprttation ponctuelle donnee pour les 
relations (3.12) est justifiee. 
4. CONTR~LE DANS LES IN~QUATIONS 
On Ctudie un probleme modele, on explicite ensuite deux exemples. 
Notations Hypothhes 
Rappelons que (V, a) est un espace de Dirichlet et K = K, , 
($0 q.s.c.s.). 
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On introduit l’espace des contrhles U (U est un Hilbert), et l’en- 
semble des contrbles admissibles U,, , U,, C U, U,, est supposC 
fermC. 
On dCsigne par B un opkrateur linkaire fix6 de U dans v’. 
DI?FINITION DE L%TAT. Soit f fix6 dans V’ et v E U,, . 
L’Ctat y(u) est dCfini comme la solution de l’inkquation variation- 
nelle: 
a(y,@-Y)>(f$B%@-Y) Q@EK 
y E K. (4.1) 
D~INITION DE LA FONCTION COOT. Soit Y une mesure positive 
sur X, telle que V CLz(v), et zd EL2(v). 
On considhe la fonction J1(*) dCfinie sur U: 
Jdw) = it s, / Yk) - zd I2 dv@)* 
La fonction coQt J est dkfinie par (IV > 0) 
JW = JIW + ww4 G * ’ 
Problhes 
A. Existe-t-i1 u E U,, tel que 
(24 est appelC un contr8le optimal). 
Y a-t-il. unicitk ? 
B. Existe-t-i1 des conditions du premier ordre vCrifiCes par u et 
quels sont les cas oh ces conditions permettent de dkterminer U? 
Avant d’ktudier ces deux problkmes, donnons une propriCtC de 
convexitk des solutions, dCmontrCe par Lions [9] pour le problhme 
de Signorini. 
LEMME 4.1. Soient w1 , wa E U, aI , a2 E [0, 11, 01~ + 01~ = 1, alors 
Ycwl + %W2)(4 G %Y(W&) + ~2Y(WeK4* (4.2) 
Preuve. Posons y = y(cll,w, + a2w2), yi = y(eu,), i = 1, 2, et 
Y = y - (olIyl + a2y2). Alors y - Y+ E K, . En prenant 0 = 
y - Y+ dans l’irkquation dkfinissant y on obtient 
-a(r, Y’) 3 -<f + qcp, + ol,eu,>, y+>, 
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V(Y, , (YI + Y+> - YA 3 df + Bw, , (~1 
WRY, 9 (YZ + Y+> - YZ) 2 4f + Bw, , (yz 
En ajoutant ces trois inegalites on obtient 
done 
--a(Y+, Y’) 3 0 
Y+ = 0, 
ce qui prouve le lemme. 
Introduisons alors la fonction ZUad definie par 
+ 
Y’) - Ylh 
Y’) - Yz)* 
(l’inf &ant pris dans l’espace des fonctions v-mesurables, done on a 
Gad >, y v pp. 
Le lemme precedent a pour consequence le 
THBORBME 4.1. Si xd < EUBd la fonction Ji(w) est convexe. 
Dans une premiere &ape on &once les resultats pour xd quel- 
conque, le cas xd < ZUsd est ensuite examine en detail. 
Etude du Cas GtWral 
(a) Existence d’un ContrBZe Optimal. La fonction J(V) est continue 
lipschitzienne sur U, mais n’est pas en general s.c.i. pour la topologie 
faible, si bien qu’il n’y a pas necessairement de controle optimal, 
neanmoins 1’CnoncC suivant permet une reponse positive dans tous 
les cas habituels. 
THJ$OR&ME 4.2. Si Z’une des hypothzses (i) ou (ii) est satisfaite: 
(9 u&d est un convexe fermi' et B est un opkrateur compact, 
(3 %d est un ensemble compact, 
il existe un contrdle optimal u. 
II n’y a pas en g&u!ral unicite’. 
La preuve est immediate. 
(f!) Recherche des C on i ions Ntkessaires du Premier Ordre. d t Com- 
mencons par preciser les propriettb de difftrentiabilite de J. 
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D’apres le Chapitre 3 la fonctionnelle ZI + Jr(a), qui est la composee 
des applications 
v --f + Bv - A-V + Bv) - J’&-l(f + Bv)) - j, I Y(V) - zd I2 W4, 
u-t I/“+ t/+ v-t R, 
admet une differentielle conique en tout point qui est la composee 
des applications 
w -+ Bw --) A-l(Bw) + Ps,(klBw) --f s (y(v) - zd , Ps,(klBw)) h(x). 
De plus il existe 0, 77 C U, U\o negligeable tel que pour tout v 
de 0 la projection Psy est lineaire (on l’a notee dans ce cas PYv), 
done Jr’(u) est aussi lineaire. 
Enfin si B est un operateur compact, J admet une differentielle 
au sens de FrCchet en tout point de 0. 
Dans la suite on utilise les notations du Chapitre 3 sauf oy(f + Bu) 
que I’on note Dy(u). 
On commence par le cas U,, convexe ferme quelconque, on 
precise ensuite les resultats dans le cas U,, = U. 
(/31) Gas U,, Convene Fume’. La condition d’optimalid 
s’ecrit encore 
s (Y(U) - Zd > Dy(u)(B(v - 4) d+) + (Nu , v - u>u b 0. (4.3) 
Dans le cas general il ne semble pas possible d’expliciter (4.3) au 
moyen d’un &at adjoint. 
(PI’) cus u,d Consexe Fermi, u E CT. I1 est alors possible de 
calculer un &tat adjoint. (Comme dans le Chapitre 3 on note dans 
ce cas: 
Yy = S,(K) n [iR(A-l(f + Bu)) - y]$ = Dy(u)(V’), 
on sait que Yg = (0, 0 E V, 0 = 0 q,p. sur Z(y - v)>. 
Soit p la sohrtion de l’equation variationnelle: 
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On a alors 
done la condition (4.3) s’ecrit encore 
Si, 
A designe l’isomorphisme entre U et U’ associe au produit 
scalaire (*, .)U sur U, et 
B* l’operateur de V -+ U’ transpose de B, la relation (4.5) 
devient 
(B*(P) + NAu, duo, u’ 3 0 vv 6% Uad . (4.6) 
En resume, si un controle optimal u appartient a 0, il est solution 
du systeme: 
1. Inkquation d’e’tat. 
&J, @ -Y) > (f + B% (0 - YD, VOEK,, 
YE%. 
2. Equation adjointe. (9~ = {u, u = 0 sur Z(y - CJJ) q.p.}) 
3. Condition d’optiwaulite’. 
(B*p + NAu, v - u> u,. u 3 0, hi E Uad > 
(82) cm u,, = u. P osons F = B(U) et E = A-l(F). Alors la 
forme bilintaire a permet d’identifier E’ et F, et l’isomorphisme 
entre E et F associe a a est la restriction de A B E. 
Nous commencons par demontrer une proposition preparatoire a 
la definition de I’Ctat adjoint, qui nous sera utile aussi pour le cas oh 
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2, < x “Uti. (Rappelons que Sv = S,(K) n [R(A-‘(f + Bu)) - y]it 
soit encore: 
et 
Sv = (0, 0 E V, 0 2 0 q.p. sur Z(y - cp), 
a(~, 0) = <f + Bu, @> Y. 14 
PROPOSITION 4.1. Si u est un controk optimal et si Dy(u)(F) C E, 
il existe un unique couple (q, p) E EZ solution de: 
4@, Q) = Ix (Y(U) - 4 0 d$4, VOEE, 
q E E, (4.7) 
B*p = -NAu, (4.8) 
et vkifant de plus la condition 
p E [q + (9 n E)O,,] n (S’ n E). (4-9) 
Pour simplifier posons S Y = S. Commencons par demontrer le 
LEMME 4.2. Les c&es (S n E) et (S,O n E) sont des c&es a-polaires 
dans E. 
Preuve. En effet on sait que Dy(u) = P, o A-l done l’hypothbe 
@(u)(F) C E implique P,(E) = E n S, et comme P&2p, = I - Ps , 
on a aussi PGBO,(E) = E n S,O ce qui montre le lemme. 
Dkmonstration de la Proposition 4.1. (1) Existence et UnicitC de q. 
L’Cquation variationnelle (4.7) determine une unique fonction q. 
(2) Existence et Unicite’ de p. Le contrble optimal 21 verifie (4.3), 
done on a 
ou encore 
I W4 w>u.u~ I d C IIP4lb~ - 
11 existe done p, p E E tel que 
Wk w>u,u~ = C-P, Bwh.v 
= a(klBw, -p). (4.10) 
L’unicitt de p resulte de ce que B* IE est injective car B(U) = F. 
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(3) Preuoe de la Relation (4.9). La relation (4.3) s’ecrit, compte 
tenu de (4.7) et de (4.10): 
@Y(u) B(w), 4) + a(A-lm -p> > 0 VWE u, (4.11) 
comme Dy(u) = P, 0 A-l, d = A-l(BU) est dense dans E (car 
B(U) dense dans F) et on a 
@s(Q), Q) + a(@ -p) 3 0 WE&, (4.12) 
par continuite la relation (4.12) est vraie VO E E, done, comme 
I = P, + P;“s,oj on obtient, 
a(P,(Q), 4 -P) + a(qs,$(Q), -p) > 0 VOEE. (4.13) 
D’apres le Lemme 4.2 en prenant successivement 
OESnE et 0 E (S,O) n E, 
(4.13) est equivalent a 
(i) u(Q,p-P) 20 VQES~ E, 
(ii) a(@, -9) 3 0 VO E SaQ n E, 
(4.14) 
soit encore 
(i) p - q E (S n E)$ 
(4.15) 
(ii) p E (S,O n E)i* , 
or p E E done p E (&O n E)O,, n E et d’apres le Lemme 4.2. 
(Sao n E)O,, n E = S n E done 
pESnE. (4.16) 
La relation (4.9) resulte alors de (4.15)(i) et (4.16). 
Remarque 4.1. On a suppose dans les hypotheses de la Proposi- 
tion 4.1 que Dy(u)(F) C E (ce qui est equivalent B P,*(E) C E). 
Si de plus on suppose que P:(E) C E (ce qui est en particulier 
vtrifiC dans le cas oh a est symetrique car alors P = P*), on aura 
aussi (S n E)O,, n E = Si, n E, et (4.9) devient 
p E [(q + $4 n Sl n E. (4.9)’ 
Remarque 4.2. La condition Dy(u)(F) C E sera en particulier 
verifike si F = V’ (correspondant par exemple a un contrble dans 
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L2(X) qui par hypothese est dense dans I”) ou plus gCnCralement 
si PKF(E) C E. D ans les cas pratiques cette condition sera remplie. 
La fonction p intervenant dans la Proposition 4.1 joue le r81e 
d’etat adjoint, la fonction q ne jouant qu’un rBle intermediaire dans 
la demonstration. Le theoreme ci-dessous explicite la situation. 
THBOR&ME 4.3. Soit u un contrdle optimal et supposons que 
Dy(u)(F) C E. Al ors il existe p unique solution de 
B*p = -NAu, (4.8) 
et vbrijiant 
a(@, $4 G j, (Y(U) - d@ d44, QO E Sy n E, 
p E 29 n E. (4.17) 
Preuve. 11 suffit de montrer que la relation (4.17) est Cquivalente 
z.3 (4.9). 
Soit done p defini par la Proposition 4.1, d’aprits (4.9) p E SY n E 
et ( p - q) E (S* n E):, . Ceci s’ecrit encore 
a(@, P - 4) < 0, QO E Sy n E, 
a(@, P) < a(@, 4) = jx Mu) - zd) d4+ 
ce qui est exactement (4.17). 
La reciproque est immediate. 
Remarque. Sous les hypotheses du ThCoreme 4.3, l’elimination de 
u entre les relations (4.1) (inequation d’etat) (4.Q (4.17) conduit a un 
nouveau systeme d’intquations quasivariationnelles et le Theo&me 
(4.3) apparait alors comme un theoreme d’existence pour ce systeme. 
Ceci sera explicit6 dans le cas ou la fonctionnelle J est convexe (on 
aura alors unicite de la solution). 
(82’) U,, = U, u E 0. On se place sous les hypotheses du 
Theo&me 4.3. Dans le cas ou u E 0, Su et (S”)$ sont des sous espaces 
vectoriels a*-conjugues et [q + (Sg n E)z] n (SY n E) se reduit a 
un seul Clement p qui est done la a* projection de q sur S n E: 
C’est done la solution de l’equation variationnelle (Sv est note dans 
ce cas 5+), 
a(@, PI = j, (Y(U) - %)Q Wx) V@EPn E, 
pES@yn E. 
De plus p verifie la relation (4.8). 
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(On suppose que U,, est un convexe ferme). 
(a) Existence d’un ContrGle Optimal. D’apres le Theo&me 4.1, 
la fonction Jr(n) est convexe, done J(w) est strictement convexe, 
il s’ensuit le 
TH~~OR&ME 4.4. 2% x, < ZUad , il y a existence et unicite’ du contrdle 
optimal. 
(p) Conditions Nkcessaires (et SzQisantes) du Premier Ordre. Comme 
precedemment on note B(U) = F, E = A-l(F), et si y(v) est la 
solution de l’equation d’etat, Su = S,(K,) A [R[(A-l(f + Bv)) - y]]E* . 
On suppose pour toute la suite que 
vv E u, WV)(~) c E- (4.18) 
Ceci va permettre de calculer le sous differentiel aI1 de Jr . 
Rappellons que 
all(v) = {u’, 24’ E u’, J1(v + w) - Jl(V) 3 (u’, W>U,“, VW E u>. 
LEMME 4.1. . Soit q la solution de 
4% 4) = Jx (y(v) - 4@ 4% WEE, 
q E E, 
(4.19) 
alors 
a/,(v) = B*{(q + (SI n E)O,*) n (9 n E)}. (4.20) 
Preuve. Comme Jr admet une difftkentielle conique en tout 
point, aJr(~) est encore defini par 
a]&) = {u’, 24’ E u’, J’(v)(w) >, (u’, w>u.u’> VWEU. 
Soit, encore 
s x (y(v) - %) @(v)(w) Wx) >, w, wh,u’ J VWE u, 
il suffit alors de reprendre la demonstration de la Proposition 4.1 
pour obtenir (4.20). 
L’ktude des differents cas de controle est alors aisee. 
Le contrble optimal est design& par u et l’etat associe y(u). 
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(/Il) Cas U,, Fermt Conwexe Quelconque. 11 existe p tel que 
p E [4 + (E n S%l n (E n W, (4.21) 
et la condition d’optimalid 
/‘(q(v - u) 3 0 vv E Uad 
se traduit par 
(B*p + NAu, v - u)“,~, > 0 vv E Uad. 
La relation (4.21) s’interprete comme dans le Theo&me 4.3 si bien 
que nous pouvons Cnoncer le 
THBORBME 4.4. On suppose que pour tout er de U, Dy(o)(F) C E. 
Alors il existe un triplet: (u, y(u), p) E U x V x E) solution du systLme 
a(~,$-yy)3(f+Bu,8-~),,,~, WEK,, (4.1) 
YEKID. 
a(@, P) G S, (Y - d@ d44, V@ES~n E, 
pE.Pn E. 
(4.22) 
<B*P + Nh v - u>u,u’ b 0, VVE Uafj. (4.23) 
De plus la fonction u est le contrSle optimal du problhe InfVGU8d J(v) 
(et y l’ktat associe’). 
Remargue. La fonction p solution de 4.23 n’est pas necessairement 
unique. 
(81’) Cas U,, Convexe Fermi’ Quelconque u E 8. Alors S” et 
w:* sont des sous espaces vectoriels a* conjugues si bien que 
(4.23) se renforce en 
WeY~nE, 
pEYgn E. 
(4.23)’ 
On peut Cnoncer un ThCoreme 4.4’ ou (4.23) est remplacte par 
(4.23)‘. On a alors unicitt du triplet (u, y, p). 
@2) Cas U,, = U. La relation (4.22) devient 
B*p = -NAu. (4.23) 
580/22/2-7 
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L’elimination de u entre les relations (4.1) (equation d’etat), 
(4.22) ( t t dl t a a ‘oint), et (4.23) (condition d’optimalite) conduit a un 
systeme d’inequations quasi-variationnelles que nous allons expliciter. 
Introduisons pour simplifier la notation suivante: A(y, p) E K, x E 
on associe 
W,p) = (0, @ E v, @ IZ(r-d 3 0 q.p., 4y, 0) = (f - ~~-l~*(w), @)I 
(4.24) 
(Auparavant S(y, p) Ctait note 9.) 
Le systeme d’inequations quasi-variationnelles consider& s’ecrit 
alors: 
a(y, 0 - y) > (f - BLt-w*(P/N), 0 - y), VOEK,) 
YE&* 
(4.25) 
a(@, P) < s, (Y - %)@ d@h V@ E S(y, P) n E, 
P E S(YY PI n E. 
(4.26) 
On peut alors Cnoncer un premier resultat 
THBOR~ME 4.5. On se place dans le cadre des hypothbes du 
Chap&e 4. On suppose de plus que Vu E U, Dy(u)(F) C E, (F = B(U), 
E = A-l(F)). AZ ors le systbme d%Q.V. (4.25), (4.26) admet une 
solution unique (y, p) E V x E. 
Ce thCor&me est consequence immediate de ce qui precede. 
Afin d’enoncer un theoreme d’existence sous une forme plus 
intrinseque (c’est-a-dire sans reference a U) introduisons les notations 
et hypotheses suivantes: 
(i) E designera un sous-espace ferme de V; 
(ii) F = A(E); 
(iii) si g E F, y(g) designe la solution de 
4Y, @ -Y> 2 (f-g, @ - y>, VOEK,, 
(4.27) 
YEKW, 
on suppose que Vg E F, Dy(g)(F) C E; 
(iv) A (y, p) E V x E on associe 
S(Y, P) = (0, @ E v, @ Izh-d 3 0 q.p., 4Y, @> = (f -P, @>I. 
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On peut alors Cnoncer le 
THBOR&ME 4.6. Si V est un espace de Dirichlet, et sous les hypothbes 
(4.27)(i)-( iv ) I y t e s s dme d’I.Q. V. (4.28), (4.29) admet une sobtion (y, p) 
unique. 
a(y, @ -y) 3 (f -PP, @ -y>, VOEK,, 
(4.28) 
YE&J* 
a(@ P) < 1 (Y - %)@ Hx), V@ E S(Y, P> n E, 
0 
PES(Y,P)nE* 
(4.29) 
Ce thCor&me st un cas particulier du prCcCdent: 11 suffit de prendre 
U = F, B = Id. 
(/32’) cus u,, = u, u E 0. On sait que dans ce cas SW = Yg 
est un espace vectoriel (car PSy est IinCaire). 
Alors (y, p) est solution du systkme d’1.Q.V.: 
U(Y, @ -Y> 3 (f - B@@Pp), @ -Y>, VOEK,, 
YE%, 
(4.25) 
a(@, p) = 1 (y - xd)O dv(x), VO E E, @ Izbd = 0 4-P. 
(4.26)’ 
P E 4 P lz(v-m) = 0 q.p. 
5. EXEMPLE I 
On reprend les notations de l’exemple I de troisikme partie. 
(i) V = H,l(JJ) (!J ouvert born& de R”). 
(iii) u(u, u) 3 01 II u 11~~~ , vu E H,l(S). 
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Soit q une fonction mesurable 52 + R, on suppose que K, = 
{% 24 E fy(Q), u 3 y pp.} # @ * 
D’aprb le ThCor&me 3.1, il existe r$ 3 q~‘, que I’on peut appeler 
regularisee quasi-semi-continue superieurement de q~ tel que 
(iv) K, = K4 = {u, u E H,‘(G), u 3 rj? q.p.}. 
l L’espace des controles est U = L2(Q), on designe par U,, 
I’ensemble des controles admissibles, on supposera toujours que c’est 
un convexe ferme. 
l DEFINITION DE L%TAT. Soit f ELM. 
Si w est le contr8le, 1’Ctat y(n) est la solution de l’inequation 
variationnelle 
u(Y,B-y)~~~Cf+v,B--Y)ds, Q@EK+, 
YE&* 
(5.1) 
l DEFINITION DE LA FONCTION COOT. Soit z, EJV(SZ). Posons 
.L(w) = QJn I y(w) - ~a I2 dx. 
La fonction coat est definie par (N > 0) 
On cherche U, u ELM ( 24 est le controle optimal) tel que 
J(u) = &“uf, Jb4 
El E u,, . 
(5.2) 
(5.3) 
On reprend les differentes &apes de l’etude g&r&ale. Tout d’abord 
on a le 
THI~O&ME 5.1. II existe un contrble optimal upour leprobl&me (5.3). 
Preuwe. Tout point d’accumulation d’une suite minimisante (qui 
existe car la suite est bornee et l’injection de L2(Q) dans IF(52) est 
compacte) est controle optimal. 
Conditions Ntkessaires du Premier Ordre 
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On designe par 0 l’ensemble des points de L2(Q) ou I’application 
ZI c-t y(w) est differentiable FrCchet (avec la terminologie de la 
troisieme partie 0 = L2(Q)\&). La differentielle conique de z, E+ Y(V) 
sera notee Dy(a)). 
Comme dans le cas modele nous Ctudions successivement les cas: 
(1) zd E L2(Q). zd quelconque (2) - Zd < zu, . 
(4 U*d convexe fermt. (4 Uad convexe ferme. 
(CA) Cas general. (aI) Cas general. 
(012) 24 E u. (a2) 24 E 0. 
(B) Uad = L2(Q). (18) U*d = L2W. 
@I) Cas general. (/?l) Cas general. 
(/32) u E 0. (82) u E 0. 
Done, 
1. cas z/j EP(Q). 
(a) U,, Convexe Fermi’. 
(ml) CUS Gbkal. La condition d’optimalitt s’ecrit 
[ (y(u) - zd , Dy(u)(w - u)) dx + N [ (u, w - u) dx 3 0, Vv E Uad. 
J.Q JR 
(or2) II E 0. Definissons 9’ = {@, 8 E H,1(J2), 
q.p. sur Z(y - rj?)) et soit p la solution de 
a(@, P) = [ (Y(U) - z&I dx, V8 E Y”, 
On a alors 
I a (Y(U) - Zd) DYWV 
JX 
pE9J. 
- u) dx 
= a(Dy(u)(w - u), p) = a(PSpy(A-l(w - u)), p) = a(A-l(w - 
= R P(w - u, dxy s 
et la condition d’optimalite s’tkrit 
(P + NW u - 4 dx > 0, vu E uad . 
(5.4) 
@=O 
P-5) 
97 P) 
(5.6) 
Remarque. Donnons une interpretation formelle de (5.5), 
A*p = y(u) - zg sue 9 - Z(y - qJ), 
p=o 4-p. sur z(y - 94, 
U*P - (Y(U) - 4, P)H,W = 0. 
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(B) U*d = w4. 
(/31) Gas G&kaZ. Nous precisons la relation (5.4). Pour 
cela definissons comme dans le cas modele, 
sy = 1% @ E fbv4, @ lZ(y-.$) 2 0 q.p., a(@, y) = jn (f + u, 8) dx/, 
par application du ThCoreme 4.3, on a le (5.7) 
THBOR~XME 5.2. Si u est un contrdle optimal et y(u) l’e’tat associk, 
p = -Nu est la solution de l’ine’quation 
a(@,~) < j (y(u) - .G)@ dx, v&3 E S", 
R 
pESY. (5.8) 
(/32) u = P(Q), u E 0. Dans ce cas S” = 9’~ = (0, 
0 E Hoi(Q), 0 jz(y-.e) = 0 q.p.} et p = -Nu est solution de 
a(@,~) = j (Y(U) - x,1@ dx, vo E P, 
D 
PEL?. 
(5.8)’ 
2. Cas xd < ZUaa . La fonctionnelle J(n) &ant strictement convexe 
on a existence et unicite du contrble optimal u. 
(a) U,, Convexe Fermi. 
(oil) Cas GLnhzZ. Le cane 9 &ant defini comme en 
(5.7) on a par application du Theo&me 4.4, le 
TH$OF&ME 5.3. II existe (u, y, p) 6L2(G) X II:(Q) X IfO1(D) sob- 
tion unique du systbme (5.9)-5.11): 
a(Y,o-Y)~j~(f+U,O-y)dx, VOEK@, 
YE&. 
(5.9) 
p E S’J. 
QO E Sy, 
(5.10) 
s D (p + Nu, v - u)dx 3 0, VV E Uad . (5.11) 
(ZJ est le contrdle optimal du problsme (5.3) et (5.11) la condition 
d’optimalite’). 
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(012) u E 0. On a une proposition analogue au ThCoreme 
5.3 ou Su est remplace par YY et l’inequation (5.10) par une equation. 
(8) cas u,, = Ly2). 
(/31) Cas G&&al. La controle optimal zl et Y&at adjoint p 
introduits dans le Theo&me 5.3 verifient grace a (5.11) 
p = -Nu. (5.12) 
L’elimination de u entre les inequations (5.9), (5.10), (5.11) conduit 
a un couple d’1.Q.V. 
Pour simplifier posons 
WY, P> fz fw4 x WPR) 
S(Y, P) = 1% @ E KyQ), @ I z(y+ 3 0 q-p.3 4~9 0) = j- (f - MY, 0) dj 
On obtient alors le systeme: 
a(~, @ -Y> 3 s, (f - (P/W> @ - 
YE&, 
- 
P E S(Y? P)* 
Le ThCoreme 4.6 a pour analogue le 
THBOR~ME 5.4. Sous Zes hypoth2ses 
Y) dx, V@EK@, 
(5.13) 
V@ E S(Y, P>, 
(5.14) 
(5.0)(i)-(iv), et si f et 2, 
appartiennent d La(D), le systbme d’inkquations quasi-variationnelles 
(5.13), (5.14) d t a me une solution unique (y, p) E (H01(9))2. 
632) u E 0. On a une proposition analogue au Theo&me 
5.4 oti Pinequation (5.14) est remplacee par une equation et 
YY, P> par Y(Y, P> = W, @ E GYQ), @ I Z(Y - $9 = 0 q.p.1. 
6. EXEMPLE 2: PROBL~ME DE SIGNORINI 
(1) Notations HypothSses. Position du ProbBme 
On designe encore par 52 un ouvert de W a bord regulier I’, et 
par Z’l’espace HI(Q) = (u, u ELM, Vu E (L2(ln))n} muni de la norme 
II u II%(a) = .r, (u”(x) + 1 Vu(x)l”) dx. 
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On considere V comme un espace de fonctions dtfinies sur 
Q=l2Ul--. 
La forme bilineaire a est la meme que pour I’Exemple 1, mais 
on la suppose coercive sur Hi(Q). 
On considere le convexe K = (u, u E P(Q), u jr 3 0 p.p.}. (On 
sait d’apres le Chapitre 3 que K = K, oh q est la fonction scs definie 
sur J2 par: 9)(x) = 0 si xETet v(x) = -co si XEQ}). 
L’espace des controles est U = L2(T). L’ensemble des contrbles 
admissibles est design6 par U,, que l’on supposera toujours etre un 
convexe ferme de L2(I’). 
DEFINITION DE L%TAT. Soit feL2(51). Si z, designe le controle, 
l’ttat y(o) est la solution du probleme de Signorini, 
4Y,@-Y)3 j (f,@-y)dx+ jy-y)dC WEK, R 
y E K. (6.1) 
Rappelons l’interpretation de (6.1), 
AY =f dans Q, 
Ylr30, 
p = (aypA) - w E lW2(r) n d+(r), 
I 
y dp = 0 (la mesure ~1 est concentree sur Z)(Z = (x, x E r, y(x) = O}). 
r 
D~FFINITION DE LA FONCTION COOT (Observation Frontier-e). Soit 
xd E P(r) et soit Jr(v) = 9 Jr 1 y(o) - zd I2 dr. 
La fonction co& J est alors dCfinie par (N > 0) 
J(w) =J&4 + W jr w2 dr. 
On cherche a determiner u (controle optimal) verifiant: 
On ttudie dans une premiere &ape les propriMs de differen- 
tiabilite de l’application w I--+ y(w), on applique ensuite les rksultats 
obtenus au controle. 
(2) Etude de la Dz@rentiabilitC de y(s) 
Nous explicitons les notations du Chapitre 3 dans ce cas particuher 
afin de faciliter le calcul de la differentielle conique Dy(o). 
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Soit done y E K = K, , alors 
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Z(y - lp) = (x, x EL?, y(x) = q(x)} = {x, x E r, y(x) = O} = 2. 
D’aprb le Lemme 3.2, 
S,(K) = C,(K) = (0, 0 E W(Q), 3 > 0, y + tu 2 0 sur r} 
= (0, 0 E fP(Q), 0 > 0 q.p. sur Z} 
Ceci est encore equivalent a [12], 
S,(K) = (8, 0 E H’(O), 0 Ir > 0 q.p. sur 2 au sens de W/2(r)}. 
Si y = y(v) est la solution de (6.1) on introduit comme dans 
le ThCoreme 4.1, le cbne S”: 
S” = S,(K) n I@, 0 E I+(Q), a(y, 8) = If@ dx + s, v8 dlj. (6.3) 
LEMME 6.1. On a 
S” = I 0, 8 E W(Q), 0 lr > 0 q.p. sur 2, s, @ 444 = 01 (6.4) 
(p est dt;Jini dam (6.2): p = (ay/ava) - v). 
En effet si 6 E W(Q), en utilisant (6.2), 
a(y, 0) - / f@ dx - j. v0 dr 
R r 
= n VY -f, 0) dx +WYPYA) - 4, @h-~~w,~~w s 
= 0 Q(x). 
s r 
I1 en resulte que les Definitions (6.3) et (6.4) de P(K) sont 
Cquivalentes. 
Le Theo&me 3.3 permet alors d’enoncer le 
THBORBME 6.1. La fonctionnelle v t-+ y(v) de L2(I’) dam W(Q), 
d@inie par (6.1) .admet me dz@hntielle conique Dy(v) en tout point. 
580/22/2-8 
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Si w ELM, &(o)(w) est d&nie par 1’inCquation variationnelle 
~(@‘@)tw), @ - DY(v)(w)) 3 1; (w, @ - @W(w)) d.C QC3 ES", 
@(w)(w) E 9. (6.5) 
Interpre’tation de (6.5). 
4~YWW) = 0 dans Sz, 
@l~~A)(~Y(+4) - w, @hf-w),H%-) 2 0, Q8 E SW, 
W~~.4)PY (fw>) - w9 DY(‘U)(W))H-‘/2(r).H’/B(r) = 0, 
(6.6) 
By(w)(w) E S”. 
E5n particulier si (a/av,)(Dy(v)(w)) ELM et si Q/&z EC(F) on 
Ijetit en donner l’interprkation ponctuelle suivante: 
4~Y(a4) = 0 dans Q, 
~YWW 2 0 p.p. sur 2, 
~YbNW) = 0 pp. sur To = ix, @W)(x) > +)>, 
(~/i3uA)(Dy(w)(w)) = w sur T - 2, 
(~j~~@y(+4) > w s*r Z - To, 
Kv~AwY(e4 - 4 * ~Yw4 = 0. 
Le ThCor&me 3.4 et la Remarque 3.2 permettent d’Cnoncer le 
THBOR~ME 6.2. II existe J&’ nkgligeable C L2(IJ tel que en tout point 
de L”(r)@? l’application v w y(v) est dajj%-entiable FrMh. 
Si on pose 9’u = (0, 0 E Hi(Q), 0 jz = 0 q.p.} alors pour tout 
w E Le(I’), Dy(u)(w) est la solution de 
@y(w)(w), 0) = s, w0 dr, Q8 E P’, 
Dy(w)(w) E YY. 
Interprktation Formelle. 
(6.7) 
A QYt4w = 0 dans Q, 
~YW(W) = 0 p.p. sur 2, (63) 
w~A)t~Yww = w sur r-- 2. 
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Remarque 6.1. Si 2 est un ensemble regulier (sous varitte B bord 
de r) alors Q(o)(w) E H”/“(Q) et (6.8) a une signification ponctuelle. 
Remarque 6.2. Si v ELM\&, SY se reduit au sous espace 
vectoriel ZW: cela signifie en particulier que si 0 verifie: 0 > 0 q.p. 
sur 2 et $0 dp = 0, alors 0 = 0 q.p. sur 2: on en con&t que dans 
ce cas la mesure ($/a~,) - v = I*, charge tout 2. 
(3) Etude du ContrGle. Existence 
THBORBME 6.3. Quel que soit U,, convexe fermk de L2(IJ il existe 
un contrble optimal u, i.e., il existe u vt%riJiant 
(6.9) 
Preuve. 11 suffit de remarquer que toute suite minimisante v, est 
bornee et que I’injection de L2(I’) dans (Hi(Q)) est compacte. 
11 n’y a pas en general unicid. 
Introduisons la fonction futi : 
Alors on a le 
THPOR~EME 6.4. Si X, < ,ZUad , il y a existence et unicite’ du contrble 
optimal duns le problJme (6.9). 
Preuve. La fonction J(v) est alors strictement convexe sur U,, . 
Remarque 6.3. Soit x0 la solution de 
--Ax, = f dans Q, 
x0 Ir = 0, 
alors x0 = 2 Ls r , ce qui donne une assez large classe de a, aux ( ) 
quels on peut appliquer le Theo&me 6.4. 
(4) Etude des Conditions du Premier Ordre 
On se limite au cas ad < z0 . 
Rappelons que l’application v t+ y(v) est la composee des applica- 
tions 
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oh B est la solution de l’kquation variationnelle 
u(V, @) = s, f0 dx + s, v0 dx, V8 E W(i2), 
et oh PK dhsigne dans F(Q) la a-projection sur K. 
La diffh-entielle conique w I+ Dy(v)(w) est la composCe des 
applications 
w k+ 6 k+ P&q = Dy(v)(w), 
LyQ) + W(Q) --f W(Q) 
oh zz est la solution de 
et Psy la u-projection sur Su. En particulier on a 
(6.9) 
(6.10) 
Dans un premier temps on calcule le sous diffhentiel de la fonction 
convexe J1( V) . 
Introduisons les notations 
E = (0, 0 E W(Q), A@ = 0}, 
E* = (0, 0 E Hl@), A*@ = O}. 
Nous aurons besoin du 
LEMME 6.2. On a 
P,(E) C E, (6.11) 
(Pz)-1 (Sg n E) = 9. (6.12) 
Remarque. La condition (6.12) implique avec le Lemme 4.2 que 
les ches Su n E et (SY): n E sont a-polaires dans E. 
Preuve de (6.11). Soit 8 e E, P,,(8) est dkfini par 
a(@ - Psy(@), 5 - Pp(@)) d 0, vt; E su, 
ceci implique 
a(@ - P&-v(@), 5)G 0, vg E S’, 
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or Su 3 9(Q) done 
a(@ - p&q, 5) = 0, 
et 
K E qq;d), 
0 = A@ - AP,,(O), dans 9’(Q), 
comme A@ = 0, P&O) E E. 
Preuoe de (6.12). 11 s’agit de montrer que 
(0 E 9) 0 (Pi@ E SY) 
(Pg est la a*-projection sur E). 
On a 
(Arp, @ - P,*@) + <WavA , 0 - P~(o))*-li2(r)*~1/2(r) = 0, 
or 
Ap, = 0 
done 
s Pdav,4 > 0 - P;(O)) dr = 0, r 
ceci est vrai quelque soit ($J/&,) ~5 H-1/2(F), il en rksulte 
0 = P@q sur r, 
(6.13) 
et comme la dbfinition de S” ne fait intervenir que les traces sur r 
on en dCduit (6.13). 
Le sous-diffkentiel de J1 au point v est not& aJ1(w): 
aJl(V) = /?I’, 0’ Eqq, VW d(r), jl(V f W) - Jl(V) 2 1, VW dr/ 
ZZZ Iv’, o’ eL2(r), VW d2(F), s, (y(v) - zd) Dy(v)(w) dr 2 lrv’w dT1. 
(6.14) 
Soit y,, l’ophrateur trace de F(Q) sur H112(F), on peut Cnoncer le 
THBO&ME 6.5. La fonctionnelle II(v) = *Jr 1 y(o) - zd I2 dr dk- 
finie SW La(r) est convexe continue, elle admet en tout point v une 
daj%wztielle conique et son sous da~hntiel a J1(v) est l’ensemble des 
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v’, v’ E H1i2(I’), tel que v’ = y,,(p) ozi p est la solution de l’inkquation: 
(9 4% P> < jr (Y(U) - 4@ dr, v0 E sy, 
(ii) p E Sv. 
(6.15) 
Remarque. En gCnCra1 il n’y a pas unicitC dans (6.15). 
Preuve du ThborBme 6.5. Soit v’ E a JI(v) et q la solution de 
a(@, q) = j (~(4 - G)@ dr, ‘do E Hl(L!) (6.16) 
La condition de (6.14) s’kcrit alors 
4~~(vW,d > s, v’w dr. (6.17) 
D’aprb (6.10), 
C 1 w ]H-uz(r) >, / j v’w dl-’ / 
r 
done v’ E H’/“(r) et v’ E y,,(Hl(G)). 
On peut done rksoudre le problkme suivant dans Hi(Q) 
A*P = 0, 
p Ij- = v’. 
(6.18) 
Nous allons caractkriser les solutions de (6.18) pour v’ dhcrivant 
aJ44. 
Les conditions (6.17) et (6.18) sont Cquivalentes B 
@,@>, q) > 4% p), VW E qq, 
PEE*. 
(6.19) 
Or l’ensemble des zz1 solutions de (6.9) quand w dCcrit L2(F) est 
dense dans E, done (6.19) est encore Cquivalent h 
4PsY(@)9 q) 3 a(@, P), WEE, 
PEE*. 
(6.20) 
D’aprb le Lemme 6.2 les chnes SY n E et (P)O, r\ E sont a-polaires 
dans E. Ce qui permet d’kcrire (6.20) sous la forme 
@p(@>, q - P> + a(q+& 7 -p) >, 0, WEE, 
PEE*. (6.21) 
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Ceci est Cquivalent h 
p-q+!YnE)O,,, 
P E WY): n -a* 7 
PEE*. 
(La polari& &ant prise dans W(Q).) 
Montrons que 
((9): n E):, = 9'. 
D’aprks (6.12) il suffit de prouver que 
((S*)z n E)$ = (PE*)-l (Sy n E). 
Soit done 0 E ((S~J): n E)$ , done 
a(59 0) < 0, V(E(S’)~ n E, 
Comme 5 E E (6.25) s’hcrit encore: 
@(L &*@) < 0, ‘d[~(S~)~n E, 
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(6.22) 
(6.23) 
(6.24) 
(6.25) 
ce qui est Cquivalent 2 (car Su n E et (SY)~ n E sont des &es 
a-polaires dans E) 
P,*OeSynE 
d’oh la relation (6.23), et (6.22) devient 
p-qe(SYnE)$, 
p~@n E*. 
(6.26) 
InterprCtons cette relation, 
p~S”n E*, 
4% P - a> < 0, VOES~~ E, 
(6.27) 
ou (avec 6.16) 
a(@, P> G 4% 4) = 1, (~(4 - G)@ dr, v@~Syn E, 
peS”n E*. 
(6.28) 
Pour avoir I’Cquivalence entre (6.28) (et (6.15)), il suffit de montrer 
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que p solution de (6.28) est solution de (6.11), la rtkiproque &ant 
Cvidente (car S” 3 g(Q), done p solution de (6.15) appartient a E*). 
Soit done 0 E S”, il existe 0 E Sv f~ E tel que ~~(6) = y,,(O) 
(il suffit de prendre P,0), alors comme p E E*: 
a(@, p) = (A*P, 0) + c, & 0 dr = IT 2 8 dr 
= (A*P, @ + i, & 6 dr = 46, P) d I, (Y(U) - +J@ dr 
= r (y(u) - zJ0 dr 
s 
done p verifie (6.15)(i) et est done solution de (6.15). 
Le ThCoreme 6.5 est ainsi dCmontrC. 
L’CnoncC suivant complete le resultat obtenu. 
THBOR~ME 6.6. Sous les hypothkes du ThborLme 6.5 et si v E 0 
(points de dkrivation de y(v)), aloes J1 est dzjfkrentiable Frkchet en v 
et II’(v) = v’ ozi v’ = y,,(p), p &ant la solution de l’e’quation varia- 
tionnelle mixte (9 = (0, 0 E W(1;2), 0 lz = 0 q.p.}, 
4% P) = 1 (Y(U) - %)@ dr, vo E 9, 
r 
PEYJPY. 
(6.29) 
Preuve. Si v E 0 alors Sg = Yv = (0, 0 /a = 0 q.p.), comme 
~3’” est un espace vectoriel, la formule (6.15) donne (6.29). 
On obtient alors aisement les conditions necessaires du premier 
ordre pour le controle optimal u. 
(1) Cas U,, Convexe Fermi’ Quelconque. Compte tenu du ThCo- 
r&me 6.5, la condition d’optimalid 
I’(u)(v - 4 >, 0, vv E Uad 
qui s’ecrit encore 
J r (Y(U) - Zd , Dy(u)(v - u)) dr + N JF (u, v - u) dr 2 0 
implique qu’il existe p solution de (6.15) verifiant 
s r (P + Nu, v- u) dr 2 0, vv E USd . (6.30) 
On peut done Cnoncer le 
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THBORBME 6.7. Soit a la forme bilintaire coerciwe SW HI(Q) 
dt?jnie dans (3.1) et K = (0, 0 E Hi(Q), 0 Ir 3 O}. Si U,, est un 
convexe fermi? de L2(I’), 1 i existe un triplet (u, y, p) E U,, x Hi(Q) x 
Hi(Q) solution du systdme: 
4Y9@-3’)>/ (f,@-y)dx+ 1 (u,O-y)dC VOEK, r 'I- 
Y E K 
(6.31) 
a(@, P) < 1 (y - 40 dC v0 E S”, 
r 
p E sy, 
(6.32) 
.r r (p + NW v - 4 dr 2 0, tlvE ua,j. (6.30) 
Le couple (u, y) est unique et l’e’l.Jment u vbifie 
Remarque. Si u E 0 alors I’inCquation (6.32) se rCduit h une 
Cquation. 
cas u,, = L2(lJ. L a condition d’optimalid (6.30) implique 
p = --Ah. 
On peut alors Climiner u entre les inkquations (6.31) et (6.32). 
Ceci conduit h un systkme d’inCquations quasi-variationnelles. 
A (y, p) E (H1(Q))2 (f E L2(Q)), associons 
S(y, p) = I@, 0 E H’(G), 0 >, 0 q.p. sur z(y), 
et, a(y, 0) = /o.f@ dx + lr (-p/WJ drl. 
On peut alors Cnoncer le 
THI!OR&ME 6.8. Soit a la forme bilinCaire coercive SW HI(Q) dkfinie 
dans (3.1), et K = (0, 0 E H’(O), 0 Ir >, O}. On se donne f EL2(Q) 
et z E L2(T). Alors, il existe un couple (y, p) unique, (y, p) E K x S(y, p) 
solution du systtme d’inkquations quasivariationnelles: 
~Y,@-YI>~- W-y,dx+s (-p/N,@-yy)G VQEK, 
sa r 
YEK, 
(6.31)' 
a(@, P) d j- (y - 40 dC V@ E S(Y, P), 
R 
PG S(Y,P). 
(6.32)' 
184 F. MIGNOT 
Interpre’tation. On se limite au cas f = 0, alors y E H3/3(Q) done 
3y/av, E I?(r). 
Ona 
Ay = 0 dans Sz, 
Y>:o sur r, 
PYPVA) + (PlJv = u 3 0, u Eqr), 
(6.31’) 
Y(X) 44 = 0 p.p. sur T. 
Si S(0) = (x, x E r, O(X) > 0}, S(u) c Z(Y), 
S(y,P) = CO, @ IT 3 0 4.p. sur Z(y) - S(c), @ IS(~) = 0 q.p.>. 
A*p = 0, 
p 3 0 q.p. sur Z(y) - S(o), 
p=o sur S(0) P E S(YT PI, (6.32) 
-(Wv,*> + (y - 4 = 0 sur .F-- 2, 
(apjib,,) + (y - z) > 0 sur 2 - S(u). 
Remarque 1. Les deux dernikes relations de (6.32) sont formelles 
il suffirait pour avoir une interpritation ponctuelle que p E H”/“(Q). 
Remarque 2. Dans le cas oh -(p/N) E 0 = L2(P)\&, l’inkqua- 
tion (6.32) se transforme en une Cquation, et l’interprktation donne 
Ay = 0 dans Sz, 
Y30 sur T, 
u = (aY/avA) -t (P/N) 3 07 u E P(r), 
S(u) = Z(Y), 
S(Y, P> = (0, @ E WQ), @ I Z(y) = 0 q.p.1 
A*p = 0, 
aP .-..--=y-~ 
a sur r - 2, vA* 
p=o sur Z. 
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