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Abstract
Analysis of the WKB exactness in some homogeneous spaces is attempted.
CP
N
as well as its noncompact counterpart D
N;1
is studied. U(N +1) or





expression for the quantity, tre
 iHT
, with the aid of coherent states. The
WKB approximation terminates in the leading order and yields the exact
result provided that the Hamiltonian is given by a bilinear form of the creation
and the annihilation operators. An argument on the WKB exactness to more
general cases is also made.
1. Introduction
The WKB approximation as the saddle point method in path integral seems most handy
and popular. However when the exponent (action), under the path integral formula,
consists of quadratic forms, to wit, gives a Gaussian integral, it results in an exact an-
swer: the harmonic oscillator is the only example so far. A new possibility, inspired by
the theorem of Duistermaat-Heckman[1, 2], has recently opened up: quantum mechani-




, and Grassmannian, have been
attacked[3, 4] and seem to possess this property. The discussions are based on classical
as well as geometrical actions in path integral as a direct consequence of (naive) use of
coherent states to convert operators into c-numbers[5, 6]: an approximation has been em-
ployed that hgjg
0
i  1+ hgjgi  exphgjgi where jgi is some (generalized) coherent state
and g
0
is assumed that g
0
=g + g; g1: However this cannot be legitimate under path
integral since g and g
0
are the integration variables. After adopting this approximation,
it must be noted that the resultant action has already been semiclassical.
With these in mind we discussed CP
1
, SU(2)-spin system, as well as its noncompact
counterpart SU(1; 1) in the foregoing paper[7] to conrm that the expectation does hold
indeed. We here extend the survey to CP
N
and its noncompact counterpart D
N;1
to
establish the exactness of the WKB approximation.
The plan of this paper is as follows: in section 2, a brief introduction to the generalized
coherent states[8, 9, 10] based on the Schwinger bosons is given to set up the trace formula
of CP
N
system. In sections 3 and 4, the WKB approximation is explicitly performed to
conrm that there is no higher order corrections. The subsequent section 5 is devoted
to analyze that the result obtained through the WKB is indeed exact. The case for a
non-compact manifold is picked up in section 6. The nal section 7 is the discussion where
the reason of the exactness is claried to open the possibility to more general cases.
1
2. Coherent States and The Trace Formula
We construct the coherent state of CP
N
system, in terms of Schwinger boson formal-
























= 0 ; (;  = 1;   N + 1) ; (2.1)
and the Fock space is
fjn
1




= 0; 1; 2;    with  = 1;    ; N + 1) ;
jn
1





































; (;  = 1;    ; N + 1) ; (2.3)













; (; ; ;  = 1;    ; N + 1) : (2.4)





































;    ; n
N+1
j ; (2.7)














































































































































































































































































































with the assumption that z
N+1
6= 0 to the second line and the abbreviation
m!  m
1















has been adopted. After the integration with respect to , P
Q
can further be cast into


















































































































































































So far we conne ourselves in the Fock representation which is now dictated in terms
of U(N + 1) representation: the highest weight vector, dened by
E
N+1;N+1
jQ;N + 1ii = QjQ;N + 1ii ; E
N+1;
jQ;N + 1ii = 0 ; (2.20)
is identied such that
jQ;N + 1ii  j
1
0





Q i : (2.21)














jQ;N + 1ii ; (2.22)
because the right-hand side is rewritten as



























































) is the lowering (raising) operator of u(N + 1) (2.3) and use has
been made of the explicit form (2.4). It should be noted that the change of variables
4
(2.12) corresponds to picking up the highest weight (2.21) (, which can be seen by putting
 = 0 in (2.16)). Another highest weight is also available such that
jQ; Iii  j
1
0












(There are N + 1 highest weight vectors in this sense.) With this identication, we can

































































































































































































































where we have used the denition of the exponential function in the rst line, and the
resolution of unity (2.25) in the second line and discarded
O("
2





; (PBC) : (2.31)


































































































































































































the last expression. By noting that log(1 + x) ' x and discarding O("
2
) terms again, the










































































































































Here we have written Z
N+1
for Z to emphasize the subscript of c
N+1
.
As was mentioned before, a change of variables (2.12) corresponds to choosing out the
6
















































































































































































































































































































































































can be interchanged each other by replacing the subscript














( 6= I) : (2.41)
7
3. The WKB Approximation















































































































=1 ; for some  and for all k : (3.3)
To handle with the latter case, (2.41) can be utilized; since 
I
=1 corresponds to 
I
= 0.
Thus it is enough to perform a 1=Q expansion around 

k





































































































































































































































































































































































































Here and hereafter we use the following notations
























































fsg = 1 , fs
1
= 1;    ; s
M












































































































































































In view of (4.9) and (3.7), we can conclude that there are no higher order corrections
of .
Now we prove the formula (4.8). Performing the derivatives in the left-hand side of







































































































































































































































































































































































































(lw + 1) :(4.13)




(lw + 1) = f(N +m)w + 1g f(N +m  1)w + 1g





















































































































































where we have performed the summation with respect to 
i




(n); which emerge in such a way, for example, in k = 1 case:












(n) = 1, and in k = 2 case:





























































n (n  1) ; (4.18)
but fortunately these explicit forms for general k are not necessary for our purpose. With
































































































































































































































































































































































































































































Therefore the formula has been proved.
13
5. Exact Calculation
In the previous sections we see that only the leading order term is surviving. Thus the
next step is to check whether (3.8) is the correct answer or not. To this end, let us make
an exact calculation.
In order to absorb the phase factor e
 i"












































































































































































































































































































































































































This is the result, however, to compare with that of the WKB approximation of (3.8),







































where the regularization parameter  has been introduced to control the innite series of
l

's. Therefore after taking l












































































where the -integral has been transformed into the contour integral in the second line by
putting z = e
 i
. The result thus coincides with that of the WKB approximation (3.8),
convincing us that the WKB approximation is exact.
6. Noncompact Case
The noncompact cases can be handled with a similar manner as was the case of su(1; 1)













; (; ; ;  = 1;    ; N + 1) ;


= diag (1;    ; 1; 1) ; (6.1)









= K ; (K = N;N + 1;   ) : (6.2)



























































;    ; n
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;    ; n
N







































































;    ;m
N




































is the invariant measure on D
N;1































































































































































































































































































= 0 for all k and for all  ; (6.15)
because the integration domain, D
N;1


















































































































































Comparing (6.17) with (3.6), we nd the correspondence;
K $ Q ;
 $   : (6.18)




















. In this section we try to compre-
hend its signicance more seriously. The Duistermaat-Heckman(D-H) theorem [1] starts
with that let M be a 2N -dimensional symplectic manifold with the symplectic form !
and a torus T which acts on M in a Hamiltonian way; \Hamiltonian action" designates
that there is given a linear map




(M) ; t : Lie algebra of T ; (7.1)
such that
1. for each X 2 t the innitesimal action of X on M is generated by the Hamiltonian
vector eld
~









2. the functions J
X
(X 2 t) are in involution.




hX;J (m)i = J
X































) is interpreted as the Gaussian determinant arising from the saddle point
approximation at the critical point m
c
and  is a real parameter.















t = t (
1




















































































= 0 : (7.6)























































































Xz 2 R : (7.8)
The innitesimal action of T
N+1
























6= 0) : (7.9)

























































which is trivial because of the Gaussian integral.










































































































































































































2 R : (7.14)





























for  6= ) ; (7.15)
































































































 = 1;    ; N ; (7.17)


















































The symplectic structure is






















































































) p) : (7.23)














































', does not meet the assumption 2.
The situations can be viewed from a dierent stand: the rst example is nothing but
a Gaussian integral and the second Hamiltonian is a perfect Morse function on CP
N
(Even more it is a perfect Morse function[2]). Both Hamiltonians are invariant under
U(1) transformation, z 7! e
ia
z,  7! e
ia
, which is closely related to the assumption 2.
The third one is neither U(1) invariant nor a Morse function. Even if we adopt a Morse



















(z) is the modied Bessel function. The dierence between rst two and the













, to rewrite (7.25) such that




















































































































































under these expressions we see that -integral brings trivial (at) manifolds to nontrivial
ones through the condition z
y
z = 1 which thus can be designated as the constraints.
Now the dierences are
 the Hamiltonian of (7.27) is bilinear but that of (7.26) is not, and
 in (7.27) the Poisson bracket between the Hamiltonian and the constraint vanishes
while in (7.26) they do not.
In (7.27) the Gaussian integral with respect to z
y










































(X   i) z = 0 ;
z
y
(X   i) = 0 ;
z
y




are the eigenvectors of X with the eigenvalues i = 

's(See (7.8)).
Thus we nd the poles in (7.28) originate from the critical points of the system.
Now apply this point of view to the case in the preceding sections, to wit, to the
quantum version of the D-H theorem. For the sake of simplicity we concentrate on the






















































































































































Here " is dened by (2.30) and the denition of the exponential function has been used
from the rst to the second line then the resolutions of unity (2.8) has been inserted into














] = 0 : (7.33)
In (7.32) the integrals with respect to z
y






















































where the -integral has been transformed to the contour integral in the second line. Note
that the w-integral picks up the N + 1 poles to give the exact result.
Here we can recognize the role of the poles in (7.34) as the critical points as above:










































































































= 0 ; (7.38)







= 0 ; (7.39)
where H has been given by (2.27). z
0
=0 does not meet the third relation (constraint)
in (7.35) thus the only remaining case is that z
0





. There holds a complete analogy between the above \classical" (7.27) and
its quantum version (7.32): the pole structure in the contour integral (7.28) or (7.34)
corresponds to the eigenvalue equation (7.30) or (7.35). The former picks up eigenvalues
of Hermitian operator while the latter does those of unitary operator.
Now we summarize our observation: classical system met with the D-H theorem could
be generalized easily to a corresponding quantum counterpart if we regard the target
manifold as the constraint system embedded in a (trivial) manifold. The situation would
be if
25
1. Hamiltonian H is bilinear of creation and annihilation operators, and
2. constraint P is commutable with Hamiltonian, [H;P ] = 0,
then the system is WKB-exact. The rst condition is necessary; since there is a case





; P = P (a
y
a) (Polynomial in a
y
a).
The generalization to more generic cases such as Grassmannian is now under investi-
gation.
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