Fields of rationality of automorphic representations: the case of
  unitary groups by Binder, John
ar
X
iv
:1
60
5.
09
65
9v
1 
 [m
ath
.N
T]
  3
1 M
ay
 20
16
FIELDS OF RATIONALITY OF AUTOMORPHIC
REPRESENTATIONS: THE CASE OF UNITARY GROUPS
JOHN BINDER
Abstract. This paper examines fields of rationality in families of cuspidal
automorphic representations of unitary groups. Specifically, for a fixed A and
a sufficiently large family F , a small proportion of representations pi ∈ F will
satisfy [Q(pi) : Q] ≤ A. Like earlier work of Shin and Templier, the result
depends on a Plancherel equidistribution result for the local components of
representations in families. An innovation of our work is an upper bound on
the number of discrete series GLn(L) representations with small field of ra-
tionality, counted with appropriate multiplicity, which in turn depends upon
an asymptotic character expansion of Murnaghan and formal degree compu-
tations of Aubert and Plymen.
1. Introduction
Let F be a totally real field and E/F be a totally imaginary quadratic exten-
sion. For n ≥ 2, let UE/F (n) denote the quasi-split unitary group in n variables
corresponding to E/F . It is our goal to examine the fields of rationality of cuspidal
automorphic U(n) representations in families.
We start with a definition, following [Wal85]:
Definition 1.0.1. Let G be a topological group, let V be a complex vector space
and π : G→ AutC(V ) be a smooth G representation (so every v ∈ V has an open
stabilizer).
Given σ ∈ Aut(C), let Vσ be a complex vector space equipped with a σ-linear
isomorphism let tσ : V → Vσ (so that tσ(cv) = σ(c)tσ(v)). We define σπ : G →
Aut(Vσ) via
σπ(g) = tσ ◦ π(g) ◦ t−1σ .
Let
Stab(π) = {σ ∈ Aut(C) : σπ ∼= π}.
The field of rationality Q(π) is the subfield of C fixed by Stab(π).
If G/F is a connected reductive group and π is an automorphic G(AF ) repre-
sentation, the field of rationality Q(π) is the compositum of the fields Q(πp) over
the finite places p of F .
The question of fields of rationality in families was first studied by Serre in [Ser97]
in the language of classical cusp forms. Specifically, let k ≥ 2 be an even weight,
let N ≥ 1 be a level, and define Bk(Γ0(N)) to be the standard basis of Hecke
eigenforms of weight k and level Γ0(N) (the existence of such a ‘standard basis’ is
guaranteed by [AL70]). If f ∈ Bk(Γ0(N)), then f has a q-expansion
f(z) = q + a2q
2 + a3q
3 + . . . for q = e2πiz.
We define the field of rationality Q(f) = Q(a2, a3, . . .); this is a finite extension
of Q. Serre proved:
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Theorem 1.0.2. For A ≥ 1, let
B≤Ak (Γ0(N)) =
{
f ∈ Bk(Γ0(N))
∣∣ [Q(f) : Q] ≤ A}.
Fix an auxiliary prime p0 and let {Nλ} be a sequence of levels such that (Nλ, p0) =
1 and Nλ →∞. Then
lim
λ→∞
|B≤Ak (Γ0(Nλ))|
|Bk(Γ0(Nλ))|
= 0.
It is enlightening to reformulate the problem in terms of cuspidal automorphic
representations. There is classical construction associating to each holomorphic
Hecke eigenform f a cuspidal automorphic GL2(A) representation πf . If f is a
form of level Γ0(N), then πf has trivial central character and a nonzero Γ0(N)-
fixed vector; the fixed vector is unique (up to scalar multiple) if f is a newform of
level Γ0(N). The weight k of f determines the infinite component πf,∞. Finally, it
follows from strong multiplicity one that Q(f) = Q(πf ).
Serre posited that his theorem could be extended to arbitrary sequences of levels;
this was completed by the author in [Bin15], following work of Shin and Templier
in [ST14]. In their paper, Shin and Templier considered fields of rationality of rep-
resentations of classical groups in families more generally. In particular, they con-
sidered representations of classical groups in level families. Given a classical group
G over a totally real field F , let ξ be an irreducible, algebraic, finite-dimensional
G(F∞) = G(F ⊗QR) representation. Assume for simplicity that the highest weight
of ξ is regular. If n is an ideal of F , let Γ(n) ≤ G(A∞F ) denote the principal congru-
ence subgroup of level n. Let F(ξ, Γ(n)) denote the family of cuspidal automorphic
representations π such that π∞ is ξ-cohomological and π
∞ has a Γ(n)-fixed vector.
For technical reasons the representations in F are counted ‘with multiplicity’; we
invite the reader to see (2.1) for the definition. Let F≤A denote the subfamily
consisting of those representations π such that [Q(π) : Q] ≤ A. Then Shin and
Templier prove:
Theorem 1.0.3. Assume G/F is an orthogonal, unitary, or symplectic group. Let
nλ be a sequence of levels with N(nλ)→∞. Let p0 be a finite place of F such that
either:
(i) nλ is coprime to p0 for all λ, or
(ii) ordp0(nλ)→∞ as λ→∞.
Then |F≤A(ξ, Γ(nλ))|/|F(ξ, Γ(nλ))| → 0 as λ→∞.
It is our goal to prove an ‘unconditional’ version of this theorem by removing
the hypotheses (i) or (ii) in the case where G is the unitary group UE/F (n). We
note one major distinction between our work and that of Shin-Templier: we will
consider families F with fixed central character. This distinction makes the problem
more interesting: if we do not fix the central character, then the central characters
χπ of representations π ∈ F(ξ, Γ(n)) are asymptotically equdistributed among all
automorphic characters χ with conductor dividing n. If n is large, then many
of these characters χ have large field of rationality, and one easily checks that
Q(π) ⊇ Q(χπ). By fixing the central character, this argument fails and we instead
make a deeper argument using p-adic representation theory following [ST14].
To state our theorem, let G = UE/F (n) for n ≥ 2 and a CM extension E/F .
Also, fix the following data:
FIELDS OF RATIONALITY OF AUTOMORPHIC REPRESENTATIONS: THE CASE OF UNITARY GROUPS3
• First, an irreducible, finite dimensional algebraic G(F∞) representation ξ.
We assume the highest weight of ξ is regular.
• Second, an automorphic character χ : Z(A) → C× with conductor f. We
assume χ∞ is equal to the central character of ξ.
Our primary theorem is this:
Theorem 1.0.4. Let n be an ideal of F divisible by f.
Given the above data, let
F(ξ, χ, Γ(n))
denote the family of cuspidal automorphic U(n, A) representations π such that π∞
is ξ-cohomological, χπ = χ, and such that π
∞ has a Γ(n)-fixed vector, counted with
the appropriate multiplicity. Let F≤A(ξ, χ, Γ(n)) denote the subfamily of represen-
tations π with [Q(π) : Q].
If {nλ} is a sequence of ideals, divisible by f, such that N(nλ)→ ∞ as λ→ ∞,
then
lim
λ→∞
|F≤A(ξ, χ, Γ(nλ))|
|F(ξ, χ, Γ(nλ))|
= 0.
We briefly comment on our choice of algebraic group. Over the course of the
paper, we will reduce the proof to a careful analysis of the depth-zero discrete series
representations of U(n, Fp) for finite places p of F . When E splits at p, we have
U(n, Fp) ∼= GLn(Fp), and the representation-theoretic properties of the depth-
zero discrete series GLn(Fp) representations are very well-understood following, for
instance, [How77], [Rod82], [Mur03]. It seems likely that similar results should hold
for other classical groups, but we are currently unable to prove them.
Moreover, we have opted to discuss unitary groups, rather than other twists
of general linear groups, because of complications at the Archimedean places. In
particular, U(n, F∞) has an anisotropic maximal torus T and this greatly simplifies
the analysis. Moreover if ξ is a finite-dimensional irreducible algebraic G(F∞)
representation with regular highest weight, then any automorphic representation
whose infinite component is ξ-cohomological will have finite field of rationality.
Therefore, our theorem is not vacuous. (Because GL2(F∞) has a maximal torus
which is anisotropic modulo the center, the same holds for GL2. The reader can
everywhere replace U(n) with GL2 and the results go through exactly as stated.)
This paper is organized as follows: In Section 2, we discuss some introductory
materials, define our families of cuspidal automorphic representations, and state
our main Theorem. In section 3, we give an equidistribution theorem for the local
components of families of cuspidal automorphic representations. In particular, the
local components of our families are equidistributed according to the Plancherel
measure. In section 4, we give a proof of the main theorem contingent upon a result
about discrete series representations of GLn(Fp) having small field of rationality
(Proposition 4.2.1). Because the proof necessarily involves the representation theory
of GLn(Fp), we have opted to delay it until Sections 5 and 6. In Section 5, we
give explicit lower bounds on the degree of the field of rationality of GLn(Fp)
representations of positive depth and show that the representations with small field
of rationality are not ‘too numerous.’ In Section 6, we compute the ‘multiplicities’
of these representations and show that they compose a small proportion of the
space when counted ‘with multiplicity’, completing the proof of Proposition 4.2.1.
Finally, in Section 7 we present some conjectures and results that may be useful
for extending our results to other classical groups.
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2. Introductory Materials
2.1. Unitary groups and maximal special subgroups. In this section, we give
a quick primer on the quasi-split unitary group UE/F (n). Let F be a totally real
number field and E/F a totally imaginary quadratic extension; then E is a CM
field and the nontrivial element in Gal(E/F ) acts as complex conjugation for every
embedding E →֒ C: we denote this automorphism x 7→ x.
Let Φ = Φn denote the matrix with entries
Φij =
{
(−1)i−1 i+ j = n+ 1
0 otherwise
and let UE/F (n,R) be the group of g ∈ GLn(E⊗R) with gΦng
t = Φn. This defines
a connected reductive group over F. The algebraic subgroup of upper-triangular
matrices is a Borel subgroup, so that U(n) is quasi-split over F . Moreover, UE/F (n)
becomes isomorphic GLn after base-changing to E. Therefore, if v is any place of
F such that E splits at v, then UE/F (n, Fv) ∼= GLn(Fv). In this case, we say U(n)
splits at v.
Let p be a finite prime of F . If U(n) splits at p then Kp ∼= GLn(oF,p) is a
hyperspecial maximal compact subgroup of GLn(Fp). Otherwise, U(n, Fp) has
a maximal hyperspecial subgroup Kp whenever E/F is unramified. If E/F is
ramified, then U(n, Fp) will only have a special maximal compact subgroupKp. In
either case, there is a group scheme G over oF,p whose generic fiber is isomorphic
to Un, and Kp = G (oF,p). If E/F is unramified, then the special fiber of G is a
connected reductive group.
We invite the reader to see [Tit79] for the definition of special and hyperspecial
subgroups. In particular, special (resp. hyperspecial) subgroups are the stabilizers
of special (resp. hyperspecial) points in the Bruhat-Tits building; these are defined
in 1.9 (resp 1.10). In the non-split case, we will not give an explicit description
of the maximal special and hyperspecial subgroups of U(n). Rather, we refer the
reader Section 3 of [GHY01].
Definition 2.1.1. Let p be a prime of F , let Kp be a maximal special subgroup of
Un(Fp), and let G be a group scheme over oF,p whose generic fiber is isomorphic to
U(n), with G (oF,p) = Kp. For r > 0, we define the principal congruence subgroups
Γ(pr) ≤ Kp as the kernel of the canonical map G (oF,p)→ G (oF,p/pr).
If U(n) splits at p, we will assume Kp = GLn(oF,p). Then Γ(p
r) is subgroup
1 + prMn(oF,p).
If n =
∏
p
prp we set
Γ(n) =
∏
p|n
prp
×
∏
p∤n
Kp
 ;
this is an open compact subgroup of G(A∞).
Note that this definition is equivalent to the definition given in [ST12] (see page
65 of that paper).
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2.2. The tempered spectrum of GLn(L). Throughout, let L be a p-adic field
with ring of integers o = oL. All representations will be assumed to be admissible
and unitary.
Definition 2.2.1. Let (π, V ) be an admissible irreducible GLn(L) representation
and let (π∗, V ∗) be its contragredient representation. For v ∈ V, v∗ ∈ V ∗, we define
the matrix coefficient fv,v∗ : GLn(L)→ C via:
fv,v∗(g) = 〈v
∗, π(g)v〉 .
(a) We say π is supercuspidal if its matrix coefficients are compactly-supported
modulo the center Z.
(b) We say π is a discrete series representation if its matrix coefficients are in
L2(GLn(L)/Z).
(c) We say π is tempered if its matrix coefficients are in L2+ǫ(GLn(L)/Z) for every
ǫ > 0.
In this section, we’ll briefly describe the tempered spectrum of G = GLn(L);
let Z denote the center of G. Let P0 denote the subgroup of consisting of the
upper-triangular matrices; this is a minimal parabolic subgroup. We say P is a
standard parabolic subgroup if P ≥ P0. In this case, the Levi component M of P
is a standard Levi subgroup. If πM is an admissible unitary M representation, we
define IGMπM as follows: first, let δP be the modulus character ofM acting on P and
let πP denote pullback under P ։M of πM ⊗ δP , and then let IGMπ
′ = IndGP π
′
P .
Let m = nd and let π′ be a unitary supercuspidal representation of GLm(L).
Let M be the standard Levi subgroup of GLn(L) isomorphic to GLm(L)
d. Let π′M
denote the (external) tensor product(
π′ ⊗ | det |
1−d
2
)
⊗
(
π′ ⊗ | det |
3−d
2
)
⊗ . . .⊗
(
π′ ⊗ | det |
d−1
2
)
.
Then
Lemma 2.2.2. (i) IGMπ
′
M has a unique irreducible quotient module, which we
call Sp(π′, d).
(ii) Sp(π′, d) is a discrete series G representation.
(iii) All discrete series representations of G are isomorphic to Sp(π′, d), for some
d | n and supercuspidal representation π′ of GLn/d(L).
(iv) Sp(π′, d) ∼= Sp(π′′, d′) if and only if π′ ∼= π′′ and d = d′.
Proof. (i) is Proposition 2.10 of [Zel80]. (ii) follows from [BZ77]. (iii) is Propo-
sition 11 of [Rod82]. (iv) follows because π′ is the unique unitary supercuspidal
representation with an unramified twist occurring in the supercuspidal support of
Sp(π′, d). 
Lemma 2.2.3. Let ωi be a discrete series GLni(L) representation for i = 1, . . . , r,
with n1 + . . . + nr = n. Let M denote the subgroup of block diagonal matrices
isomorphic to
∏
iGLni(L). Let M
′ =
∏
j GLn′j (L). Then
(i) IGM (ω1 ⊗ . . .⊗ ωr) is irreducible and tempered,
(ii) all tempered GLn(L) representations are isomorphic to one of this form, and
(iii) IGM (ω1 ⊗ . . . ⊗ ωr)
∼= IGM ′ (ω
′
1 ⊗ . . . ⊗ ω
′
r′) if and only if r = r
′ and there is a
permutation s of {1, . . . , r} such that ωi ∼= ω
′
s(i).
Proof. (i) and (ii) are proven in [Jac77]. (iii) follows by examining the supercuspidal
support of the two representations. 
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2.3. Euler-Poincare´ functions at the Archimedean places. Let G/R be a
reductive group. Throughout this chapter, we will assume that G has a maximal
torus which is anisotropic modulo the center. Let AG denote the maximal split
torus in the center of G ×Q R and let AG,∞ denote the connected component of
AG(R) (with respect to the real topology). LetK∞ be a maximal compact subgroup
of G(R) and let K ′∞ = K∞AG,∞. Fix an irreducible finite dimensional algebraic
G(R) representation ξ and let ωξ denote the central character of ξ on AG,∞. Let
π be an irreducible admissible representation whose central character on AG,∞ is
ωξ. Let g = LieG(R). The Euler-Poincare´ characteristic of π (with respect to ξ)
is defined as
χEP(π ⊗ ξ
∨) =
∑
i≥0
(−1)i dimHi(g, K ′∞, π ⊗ ξ
∨)
(here the cohomology is Harish-Chandra’s (g, K) cohomology).
We say π is ξ-cohomological if there is an i ≥ 0 such that
Hi(g, K ′∞, π ⊗ ξ
∨) 6= 0.
More generally, if π is an automorphic G(A) representation such that π∞ is ξ-
cohomological, we say π is ξ-cohomological. It is clear that χEP(π∞ ⊗ ξ∨) = 0 if π
is not ξ-cohomological.
Definition 2.3.1. Let ξ be an irreducible finite dimensional algebraic representa-
tion of G(R) and let T be a compact torus of G of maximal dimension. We recall
that ξ |T (R) decomposes as a direct sum of abelian characters {λ}. A choice of
positive roots of T determines an ordering of the roots {λ}, and with respect to
this ordering ξ has a unique highest weight λξ. We say ξ has regular highest weight
if for every coroot α∨, we have 〈λξ, α∨〉 6= 0.
Proposition 2.3.2. Let the highest weight of ξ be regular and let π be an auto-
morphic, ξ-cohomological representation. Let q(G) = 12 dimRG(R)/K
′
∞.
(a) If π is ξ-cohomological, then π∞ is a discrete series representation, and χEP(π∞⊗
ξ∨) = (−1)q(G). Moreover, all ξ-cohomological representations are in the same
discrete series L-packet.
(b) π occurs in the discrete spectrum of G(A) if and only if it occurs in the cuspidal
spectrum, and mdisc(π) = mcusp(π).
(c) For any place v of F , πv is tempered.
(d) The field of rationality Q(π) is a finite extension of Q.
Proof. (a) is the second bullet point of page 44 of [ST12]. (b) is Theorem 4.3 of
[Wal84]. (c) is a statement of Corollary 4.16 of [ST12]. Finally, (d) follows from
Proposition 2.15 of [ST14], since a ξ-cohomological discrete automorphic represen-
tation is cuspidal, in view of (b). 
Let G′ be the compact inner form of G. There is a unique Haar measure on
G(R)/Z(R) such that the induced measure on G′(R)/Z ′(R) has total measure 1;
we call this measure the Euler-Poincare´ measure.
In [CD90], Clozel and Delorme construct a bi-K∞-invariant function φξ ∈ C∞(G(R))
which satisfies
φξ(gz) = χ
−1
ξ (z)φξ(g) g ∈ G(R), z ∈ Z(R)
and such that, for any π with χπ = χξ, we have
(2.3) tr(φξ) = χEP(π ⊗ ξ
∨)
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where the trace is taken with respect to the Euler-Poincare´ measure on G(R)/Z(F).
Throughout the paper, we’ll need the following two facts:
• φξ is cuspidal ; that is, its orbital integrals vanish on non-elliptic conjugacy
classes in G(R) (see, for instance, page 267 of [Art89]).
• φξ(1) = dim ξ; this is implicit in [Art89] and follows because dim ξ is the
Plancherel measure of the L-packet of discrete-series representations which
are ξ-cohomological.
2.4. Families of cuspidal automorphic representations. Fix the following
data:
• A totally real number field F and a totally imaginary quadratic extension
E/F ;
• a finite-dimensional irreducible algebraic representation ξ of UE/F (n, F∞).
We will assume the highest weight of ξ is regular;
• an automorphic character χ : Z(A) → C×, such that χ∞ = χξ with con-
ductor f; and
• an ideal n of F that is divisible by f.
Let F(ξ, χ, Γ(n)) denote the multiset of cuspidal automorphic representations π
such that χπ = χ and π∞ is ξ-cohomological. Such a representation π is counted
with multiplicity
(2.1) aF(π) = mcusp(π) · dim(π
∞)Γ(n).
Since the highest weight of ξ is regular, we may replace mcusp(π) by mdisc(π).
Given a family F , we define F≤A as the multiset with
aF≤A(π) =
{
aF (π) [Q(π) : Q] ≤ A
0 otherwise.
For a given multiset F , there are finitely many π such that aF (π) 6= 0 by a result
of Harish-Chandra. We let
|F| =
∑
π
aF(π).
Recall the statement of our main Theorem 1.0.4:
Theorem 2.4.2. Fix E/F, ξ, and χ as above. If {nλ} is any sequence of ideas
divisible by the conductor f of χ such that N(nλ)→∞ then
lim
λ→∞
|F(ξ, χ, Γ(nλ))|
F≤A(ξ, χ, Γ(nλ))|
= 0.
3. Plancherel equidistribution for local components of automorphic
representations
3.1. Hecke algebras and Plancherel measure. Throughout, let L denote a
p-adic field. Let G/L be a connected reductive group with center Z and let χ :
Z(L)→ C× be a unitary character. We define Π(G(L)) to be the set of irreducible,
admissible, unitary G(L) representations and Π(G(L), χ) is the subset consisting of
those representations π with χπ = χ. Moreover, Π
t (resp. Πds) denote the subsets
of Π consisting of tempered (resp. discrete series) representations.
8 JOHN BINDER
Definition 3.1.1. We define the Hecke algebra H(G(L)) as the convolution algebra
of locally constant, compact supported functions G(L)→ C.
If φ ∈ H(G(L)) and π is an irreducible, admissible G(L) representation, then
the map
π(φ) : v 7→
∫
G(L)
φ(g)π(g) · v dg
is well-defined and of trace class. We define φ̂(π) = tr π(φ). The map φ 7→ φ̂
is a linear map from H(G(L)) to the space of bounded, continuous functions on
Π(G(L)) that are supported on a finite number of Bernstein components.
We define the fixed central character Hecke algebra H(G(L), χ) as the convolu-
tion algebra of locally constant functions φ : G(L)→ C such that
• φ is compactly supported modulo Z(L), and
• for g ∈ G(L), z ∈ Z(L), we have φ(gz) = χ−1(z)φ(g)
If φχ ∈ H(G(L), χ) and π is an irreducible, admissible G(L) representation with
central character χ, the map
π(φχ) : v 7→
∫
G(L)/Z(L)
φ(g)π(g) · v dg
is well-defined and of trace class: we define φ̂χ(π) = trπ(φχ). As above, this gives
a linear map from H(G(L), χ) to the space of functions on Π(G(L), χ).
There is an averaging map H(G(L))→ H(G(L), χ) given by φ 7→ φχ, where
φχ(g) =
∫
Z(L)
φ(gz)χ(z) dz.
We have stated the above definition for G(L) but will often apply the notation
more generally. Specifically, if F is a number field and G/F a connected reductive
algebraic group, we may refer to the Hecke algebras H(G(A∞F )) and H(G(A
∞
F ), χ)
for a central character χ. If S is a finite set of finite places of F we may moreover
replace AF by FS =
∏
p∈S Fp or A
∞,S .
The following lemma is a simple application of Fubini’s theorem, but will come
up often in the following chapters:
Lemma 3.1.2. Assume Haar measures on Z(L), G(L), G(L)/Z(L) are chosen
compatibly. Fix φ ∈ H(G(L)) and let φχ ∈ H(G(L), χ) be its image under the
averaging map. If π ∈ Π(G(L), χ), then φ̂(π) = φ̂χ(π). (Here φ̂ is a function on
H(G(L)) and φ̂χ is a function on H(G(L), χ)).
If Γ ≤ G(L) is an open compact subgroup, let eΓ = vol(Γ)−11Γ. This is an
idempotent in H(G(L)) (that is, eΓ ⋆ eΓ = eΓ). Moreover, if π is an irreducible
admissible G(L)-representation, then
êΓ(π) = tr π(eΓ) = dim π
Γ,
where πΓ denotes the space of Γ-fixed vectors in the space of π. Moreover, let eΓ,χ
denote the image of eΓ under the averaging map H(G(L))→ H(G(L), χ). We note
that eΓ,χ = 0 unless χ is trivial on Γ ∩Z, and in this case, eΓ,χ(1) = vol(ΓZ/Z)−1.
Moreover, it follows immediately that if π has central character χ, then
êΓ,χ(π) = dimπ
Γ.
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Proposition 3.1.3. There is a unique measure µ̂pl on Π(G(L)), called the Plancherel
measure, such that, for any φ ∈ H(G(L)) the following equality holds:
φ(1) = µ̂pl(φ) :=
∫
Π(G(L))
φ̂(π) dµ̂pl(π).
Moreover, µ̂pl is supported on the tempered spectrum Πt(G(L)).
For p-adic groups, the Plancherel measure was described in [Wal03]. In the case
of G = GLn, a completely explicit description of the Plancherel measure is given in
[AP05]. We will need a fixed-central-character version of the Plancherel measure:
Proposition 3.1.4. There is a unique measure µ̂plχ on Π(G(L), χ) such that, for
any φχ ∈ H(G(L), χ) the following equality holds:
φχ(1) = µ̂
pl
χ (φχ) :=
∫
Π(G(L), χ)
φ̂χ(π) dµ̂
pl
χ (π).
We call µ̂plχ the fixed central character Plancherel measure; it is supported on
the tempered spectrum Πt(G(L), χ). For any π which is not a discrete series rep-
resentation, we have µ̂plχ (π) = 0. If π is a discrete series representation, then
µ̂plχ (π) = deg(π), the formal degree of π.
To our knowledge, the construction of the fixed central character Plancherel mea-
sure has not been written down explicitly. However, the construction follows from
abelian Fourier analysis and the non-fixed central character Plancherel measure as
in [Bin15].
3.2. Counting measures and Plancherel Equidistribution. For this subsec-
tion, we place ourselves in the global setting. To this end, we fix a totally real num-
ber field F and a totally imaginary quadratic extension E/F . Let G = UE/F (n)
with center Z ∼= ResE/F Gm. Let A = AF denote the ade`le ring of F . We fix
moreover the following data:
• A finite set S of finite places;
• an irreducible, finite-dimensional, algebraic representation ξ of G(F∞) (as
before, we assume the highest weight of ξ is regular);
• an automorphic character χ : Z(F )\Z(A) → C× with χ|Z(F∞) = χξ, the
central character of ξ; and
• an open compact subgroup Γ ≤ G(AS) such that χ is trivial on Γ∩Z(AS).
Let Πdisc(G, χ) (resp. Πcusp(G, χ)) denote the set of discrete (resp. cuspidal)
automorphic G(A) representations with central character χ.
Definition 3.2.1. Fix the above data, and define the counting measure µ̂Γ,ξ,χ on
Π(G(FS), χS) (with respect to ξ) as follows: for a subset B ⊆ Π(G(FS), χS), set
µ̂discΓ,ξ,χ(B) =
(−1)q(G) · vol(ΓZ/Z)
dim(ξ) · vol(G(Q)Z(A)\G(A))
·
∑
π∈Πdisc(G,χ)
mdisc(π) · χEP(π ⊗ ξ
∨) · dim(πS,∞)Γ · 1B(πS).
Because the highest weight of ξ is regular,mdisc(π) may be replaced bymcusp(π).
Also, in this case, if π∞ is ξ-cohomological then χEP(π∞ ⊗ ξ) = (−1)
q(G) so the
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definition simplifies as
µ̂discΓ,ξ,χ(B) =
vol(ΓZ/Z)
dim(ξ) · vol(G(Q)Z(A)\G(A))
·
∑
π∈Πdisc(G,χ)
π∞ is ξ-cohomological
mdisc(π) · dim(π
S,∞)Γ · 1B(πS).
Definition 3.2.2. Let F, G, S, ξ, χ be as above, and let {Γλ}λ≥0 be a sequence of
open compact subgroups of G(AS). We say that {Γλ} satisfies Plancherel equidis-
tribution with respect to ξ and χ if the following hold:
• Whenever A is a bounded subset of Π(G(FS), χS) that does not intersect
the tempered spectrum Πt(G(FS), χS), we have
lim
λ→∞
µ̂Γλ(A) = 0.
• Whenever A is a Jordan-measurable subset of Πt(G(FS), χS), we have
lim
λ→∞
µ̂Γλ(A) = µ̂
pl
χS (A).
Remark 3.2.3. Fix ξ, χ and a finite set S of finite places. Let n = nS ·nS , (where nS
is only divisible by primes in S and nS is coprime to S). If F = Fcusp(ξ, χ, Γ(nλ))
and B is a subset of Π(G(FS), χS), then∑
πS∈B
aF (π) = dim(ξ) · vol(Γ(n
S)Z/Z) · µcuspξ, χ (1B · êΓ(n), χS )
(here eΓ(nS) is the idempotent corresponding to Γ(nS) ≤ G(FS) and eΓ(nS), χS ∈
H(G(FS), χS) is its image under the averaging map).
Therefore, the content of Plancherel equidistribution is that the local compo-
nents of π ∈ F are equidistributed with respect to the Plancherel measure in an
appropriate sense. We will make use of this explicitly in the next section, when we
take B to be the set of representations with small field of rationality.
It is worth noting some discrepancies between our notation (which follows that
of [Shi12] and [ST12]), and that of [FL13], [FLM14], [FL15]. In the latter three
papers, Finis, Lapid, and Mueller consider the limit multiplicity problem, which
differs from our definition in one important respect: instead of fixing an algebraic
representation at∞, they allow S to contain the infinite places and as such consider
a more general set of representations at ∞. This makes their work more general,
but forces them to work with more difficult versions of the trace formula, and the
asymptotic vanishing of these trace formula terms is still unproven and depends on
some analytic prerequisites. In contrast, in the formulation of Shin and Templier,
we may use the trace formula on test functions whose infinite components are Euler-
Poincare functions (see 2.3), which considerably simplifies the formula. Moreover,
we are ultimately interested in fields of rationality and an important source of
discrete automorphic representations with finite fields of rationality are those that
are cohomological with respect to certain algebraic representations.
Remark 3.2.4. The definitions of the Plancherel measure and our counting measures
both depend on a choice of Haar measure on the groupG(A)/Z(A); in the statement
of Plancherel equidistribution we assume that we have made the same choice of Haar
measure on each side. Throughout the remainder of the paper, we will make the
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following choice of Haar measure. At the infinite places, we use the Euler-Poincare´
measure. In the case where G = U(n) or GLn, we’ll pick Haar measures on G(Fp)
so that KpZ/Z has measure 1, where Kp is as defined in Subsection 2.1.
3.3. Proof of Plancherel equidistribution. In this section, we prove the fol-
lowing:
Proposition 3.3.1. Fix ξ and χ and as in the previous section, where χ has
conductor f = fS · fS. Let S be a finite set of finite places of F . Let nλ be a
sequence of ideals divisible by fS and coprime to S. Then the sequence of measures
{µcuspΓ(nλ),ξ,χ} satisfies Plancherel equidistribution.
An analogous result (without fixing the central character) is given by Corollary
9.22 of [ST12]. Because our method of proof is basically the same as theirs, we
will give a sketch, highlighting where we use fixed-central-character analogs of their
steps.
The first necessary ingredient is a density theorem of Sauvageot, adapted to the
fixed-central-character setting:
Proposition 3.3.2. Let f̂S be a function on Π(G(FS), χS) that is bounded, has
bounded support, and is continuous outside a set of Plancherel measure zero. Fix
ǫ > 0. Then there are functions φS , ψS ∈ H(G(FS), χS) such that
(a) for all π ∈ Π(G(FS), χS), we have |f̂S − φ̂S | ≤ ψ̂S, and
(b) µ̂plχS (ψ̂S) = ψS(1) < ǫ.
Proof. This follows from the non-fixed version of the density theorem (see [Sau97],
The´ore`me 7.1) exactly as in Lemma 11.2.7 of [Bin15]. 
Corollary 3.3.3. Assume for any function φS ∈ H(G(FS), χS) we have
lim
λ→∞
µ̂Γ(nλ),χS (φ̂S) = µ̂
pl
χS (φ̂S).
Then Plancherel equidisitribution holds for the sequence of measures {µ̂Γ(nλ),χS}.
Proof. Follows from the previous proposition, as in Section 2 of [FLM14]. 
With this in hand, we can prove Plancherel equidistribution by plugging an
appropriate function into the (fixed-central-character) trace formula. Following
[Art89], the trace formula simplifies considerably when applied to a test function
φ = φ∞ · φ∞ where φ∞ is an Euler-Poincare´ function. Therefore, for the rest
of the subsection we will assume that φ = φ∞ · φξ ∈ H(G(A), χ), where φξ is the
Euler-Poincare´ function corresponding to a G(F∞) representation of regular highest
weight. We state the formula here:
Definition 3.3.4. Let G/F be a connected reductive group. At each finite place,
let Kp denote a special maximal compact subgroup (that is hyperspecial at all
places where G is unramified; see 3.2.4), and let K∞ =
∏
p
Kp. Let P be a
parabolic subgroup with Levi decomposition P = MN and let γ ∈ M(F ). If
φ∞ : G(A∞)→ C is locally constant and compactly-supported modulo the center,
define the constant term
φ∞M (γ) =
∫
K∞
∫
N(A∞)
φ∞(k−1γnk) dn dk.
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Moreover, if φ∞M : M(A
∞) → C× is locally constant and compactly supported
modulo the center, and γ ∈ M(A∞), let Mγ denote the identity component of the
centralizer of γ in M . Define the orbital integral
Oγ(φ
∞
M ) =
∫
Mγ(A∞)\M(A∞)
φ∞M (m
−1γm) dm.
Definition 3.3.5. Let φ = φ∞φξ, and let χ : Z(A)→ C× be such that χ∞ = χξ.
Given γ, γ′ ∈ M(F ), we say γ ∼ γ′ if there is m ∈ M(F ), z ∈ Z(F ) such that
mγm−1 = zγ′. The geometric expansion of the trace formula is
Igeom(φ
∞ · φξ, χ) =
∑
M≥M0
∑
γ∈M(F )/∼
C(M, ξ, γ) ·Oγ(φ
∞
M ).
Here the outer sum runs over the set of cuspidal Levi subgroups containing a fixed
minimal Levi subgroup M0. And the inner sum runs over representatives of equiv-
alence classes of semisimple elements of M(F ). The term C(M, ξ, γ) is a constant
independent of φ, with C(G, ξ, 1G) = (−1)q(G) dim(ξ) vol(Z(A)G(F )\G(A)). The
exact values of the other constants C(M, ξ, γ) are unnecessary for our purposes:
we invite the reader to see the explanation after (4.3) of [Shi12].
The spectral expansion Ispec(φ
∞ · φξ, χ) is∑
χpi=χ
mdisc(π) · trφξ(π∞) · φ̂
∞(π∞)
here the sum runs over the set of discrete automorphic representations π with
central character χ.
Since the highest weight of ξ is regular, trφξ(π∞) is zero unless π∞ is a discrete-
series representation that is ξ-cohomological; in this case, trφξ(π∞) = (−1)q(G).
Therefore, the spectral expansion simplifies as
(−1)q(G)
∑
χpi=χ
π is ξ-cohomological
mdisc(π) · φ̂
∞(π∞)
Moreover, in this situation, all ξ-cohomological discrete automorphic represen-
tations are cuspidal, so we may replace the mdisc with mcusp in the definition of
Ispec.
Theorem 3.3.6 ([Art89], Theorem 6.1). If φξ is the Euler-Poincare´ function cor-
repsonding to ξ and φ = φ∞φξ ∈ H(G(A), χ), then
Igeom(φ
∞φξ, χ) = Ispec(φ
∞φξ, χ).
Proof. The non-fixed central character version of this is precisely Theorem 6.1 of
[Art89]. The fixed-central-character version can be derived using abelian Fourier
analysis. 
We now complete the proof of 3.3.1. Following [ST12], let φξ be the Euler-
Poincare´ function corresponding to φ. Let φS ∈ H(G(FS), χS) be arbitrary. Let
eΓ(n) be the idempotent in H(G(A
S,∞)) corresponding to the subgroup Γ(n), and
let φS,∞n be its image in H(G(AS,∞), χS,∞). Plugging the test function
φn = (−1)
q(G) vol(Γ(n) · Z/Z)
dim ξ · vol(G(F )Z(A)\G(A))
· φSφ
S,∞
n φξ
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into the fixed central character trace formula, we see that the spectral side is equal
to µ̂discχS (φ̂S). On the geometric side, the term corresponding to M = G, γ = 1 is
precisely µ̂plχS (φS). The other terms equal to orbital integrals of constant terms of
the functions φn. On G(A
S,∞) these functions are supported on Z · Γ(n), and they
have absolute value 1 on these subgroups.
By applying Lemma 8.4 of [ST12] to Gad, we get the following result: for any
element γ ∈ G(F ) that is not of the form zu for z ∈ Z and u unipotent, if N(n)
is high enough then γ does not conjugate into Z · Γ(n). Therefore, for any Levi
subgroupM and γ 6∈ Z, the trace formula term corresponding to (M, γ) eventually
vanishes. Moreover, if M 6= G, then the trace formula term corresponding to
(M, 1G) approaches 0 as N(nλ)→∞ by the same logic as in the proof of Theorem
9.16 of [ST12].
Therefore, as N(n)→ ∞, the limit of the geometric side of the trace formula is
φS(1) = µ̂
pl
χS (φ̂S). Moreover, one checks that the spectral side of the trace formula
is precisely the counting measure µ̂discΓ(n), ξ, χS (φ̂S), which is equal to the cuspidal
counting measure since ξ has regular highest weight. This completes the proof.
4. Contingent Completion of the Proof
In this section, we will prove our main theorem, contingent upon some neces-
sary results about depth-zero discrete series representations. Because these results
require delving deeper into the representation theory of GLn(L), we have opted to
delay their proofs until the next section.
Throughout this section, we are in the global situation: F is a totally real field,
E/F a totally imaginary quadratic extension, and G = UE/F (n).
4.1. A finiteness result for local components of cohomological represen-
tations. Let ξ be an irreducible, finite dimensional, algebraic representation of
G(F∞). We continue to assume the highest weight of ξ is regular.
Definition 4.1.1. Fix a finite place p of F . We say a representation πp of G(Fp) is
potentially ξ-cohomological if there is a ξ-cohomological automorphic representation
π whose p-component is isomorphic to πp.
Given A ≥ 1, let Zp(A, ξ) denote the set of potentially ξ-cohomological G(Fp)
representations πp with [Q(πp) : Q] ≤ A. (We will drop the references to p, A, ξ
when they are clear from context).
Proposition 4.1.2. Fix p, A, ξ as above and assume the highest weight of ξ is
regular. The set Zp(A, ξ) is finite.
Proof. This is Corollary 5.7 of [ST14]. 
Proposition 4.1.3. Fix A ∈ Z≥1, ǫ > 0, and a finite prime p of F . There is an
r0 ∈ Z≥1 (depending on A, ǫ, p) such that, for any ideal n of F with pr0 | n, we
have
|F≤A(ξ, χ, Γ(n))|
|F(ξ, χ, Γ(n))|
< ǫ.
Remark 4.1.4. The reader should compare the first statement to the statement of
Theorem 6.1 (ii) of [ST14]. We believe there to be a small mistake in the proof
contained in that paper: namely, the authors forget to count representations π
with appropriate multiplicity. Fortunately, the proof is correct in spirit and the
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only missing step is to note a bound on the growth of dimπ
Γ(pr)
p ; the proof below
should correct this minor oversight.
Proof. Write Fn = F(ξ, χ, Γ(n)). By Corollary 4.1.2 there is a finite set Z (de-
pending on ξ and A) of potentially ξ-cohomological representations πp with [Q(πp) :
Q] ≤ A. By Harish-Chandra’s local character expansion, for each πp, there are con-
stants Cπp and dπp such that dimπ
Γ(pr)
p ∼ Cπpq
dpip .
Let Cξ = vol(G(F )Z(A)\G(A)) dim(ξ). By Proposition 3.3.1 applied to S = ∅,
we have |Fn| ∼
Cξ
vol(Γ(n)Z/Z) .
Fix a very small δ > 0 and let r be large enough that
(a) every πp ∈ Zp has a Γ(p
r)-fixed vector,
(b) for r′ ≥ r and πp ∈ Z, we have
(1− δ)Cπpq
dpipr < dimπ
Γ(pr)
p < (1 + δ)Cπpq
dpipr,
and
(c) for any n with pr | n, we have
Cξ(1− δ) < vol(Γ(n)Z/Z) · |Fn| < Cξ(1 + δ).
Now let n = pr
′
· t, with t coprime to p and r′ ≥ r. Let n′ = prt, and let
Fn′ = F(ξ, χ, Γ(n′)). Assume π ∈ Fn with πp ∈ Z. Then πp has a Γ(pr)-fixed
vector (by (a)) and so π occurs in Fn′ . For such a π we have
an(π) < (1 + 3δ) · q
dpip(r
′−r) · an′(π) by (b).
(Here an, an′ denote the multiplicities in Fn, Fn′ respectively).
Moreover, by (c) we have∑
πp∈Z
an′(π) < |Fn′ | ≤ (1 + δ)
Cξ
vol(Γ(n′)Z/Z)
so that ∑
πp∈Z
an(π) < (1 + 5δ)
Cξ
vol(Γ(n′)Z/Z)
qdpip (r
′−r).
We note here that dπp is bounded above by some d, the maximal dimension of
a nilpotent orbit in Lie(G), so that we have∑
πp∈Z
an(π) < (1 + 5δ)
Cξ
vol(Γ(n′)Z/Z)
qd(r
′−r).
Moreover |Fn| is bounded above by (1− δ)
Cξ
vol(Γ(n)Z/Z) . Therefore, we have(∑
πp∈Z
an(π)
)
|Fn|
< (1 + 7δ)
vol(Γ(n)Z/Z)
vol(Γ(n′)Z/Z)
qd(r
′−r) = (1 + 7δ)q(d−dim(G/Z))(r
′−r)
which can be made arbitrarily small if r′ is large enough, since d < dim(G/Z) for
G which are reductive and non-abelian. 
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4.2. Contingent completion of the proof. Throughout this section, we will
assume the following:
Proposition 4.2.1. Fix ǫ > 0 and A ∈ Z≥1. There is a P0 ∈ Z≥1 such that, for
a p-adic field L with residue characteristic p > P0 and any unramified character
χ : L× → C×, the following holds:
Then for any r
(4.2)
∑
π∈Πds(GLn(L),χ)
[Q(π):Q]≤A
deg(π) · dim πΓ ≤ ǫ · vol(ΓZ/Z)−1.
Because the proof of the proposition involves delving more deeply into the rep-
resentation theory of GLn(L), we have opted to prove it in the following chapters.
In this section, we will complete the proof of our main theorems, contingent upon
the proposition.
Proof of Theorem 1.0.4. Fix A ≥ 1 and ǫ > 0. We can pick a prime p such that
(a) G splits at p,
(b) χp is unramified, and
(c) The result of Proposition 4.2.1 holds at p for all r.
Given this p, let r0 be large enough that the result of Proposition 4.1.3 holds.
Put the ideals {nλ} into subsequences S0, S1, . . . , Sr0−1, Sr0 , such that, for i < r0,
nλ goes into Si if ordp(nλ) = i. Put nλ into Sr0 if ordp(nλ) ≥ r0. We will show
that, for any subsequence Si, either Si is finite or
(4.3) lim
λ→∞
nλ∈Si
|F≤A(ξ, χ, Γ(nλ))|
|F(ξ, χ, Γ(nλ))|
< ǫ.
Since there are finitely many subsequences, this will complete the proof. Given
i < r0, for each nλ ∈ Si, the p-component Γp of p is equal to Γ(p
i).
If i = r0, 4.3 follows immediately (in fact, without taking limits) by the result
of 4.1.3. So let i < r0. Let eΓ(pi),χp denote the image of eΓ(pi) under the aver-
aging map H(G(Fp)) → H(G(Fp), χp). Let Z denote the set of representations in
Π(G(Fp), χp) that are potentially ξ-cohomological and that satisfy [Q(πp) : Q] ≤ A.
By 4.1.2, this set is finite; let 1Z denote its characteristic function. If n
′
λ = nλ/p
i,
then (by Remark 3.2.3)
|F≤A(ξ, χ, Γ(nλ))|
|F(ξ, χ, Γ(nλ))|
≤
µ̂Γ(n′λ),ξ,χ(1Z êΓ(pi),χp)
µ̂Γ(n′λ),ξ,χ(êΓ(pi),χp)
where µ̂ is the counting measure as defined 3.2.1. By the Plancherel equidistribution
theorem 3.3.1,
lim
λ→∞
µ̂n′
λ
,ξ,χ(1Z êΓ(pi),χp)
µ̂n′
λ
,ξ,χ(êΓ(pi),χp)
=
µ̂pl(1Z êΓ(pi),χp)
µ̂pl(êΓ(pi),χp)
= vol(Γ(pi)Z/Z) · µ̂pl(1Z êΓ(pi),χp).
Since the set of representations in Z that are not discrete series representations is
finite, its Plancherel measure is zero. Moreover, because we have chosen p so that
the result of 4.2.1 holds, we have
vol(Γ(pi)Z/Z)
∑
π discrete series
[Q(π):Q]≤A
deg(π) · dimπΓ(p
i) < ǫ.
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Therefore, for high enough λ such that nλ ∈ Si we have
|F≤A(ξ, χ, Γ(nλ))|
|F(ξ, χ, Γ(nλ))|
< ǫ
finishing the proof. 
The remainder of the paper will be devoted to the proof of Proposition 4.2.1. The
first step is to determine which discrete-series representations πp have small field
of rationality; it turns out that if p has large enough norm, all such representations
have depth zero. Moreover, we will show that if p has large enough norm, then ‘most’
depth-zero discrete series representations (in number) have large field of rationality.
We will then have to show that the same is true when we count the discrete-
series representation with multiplicity. In particular, we will show the following: if
πi = Sp(π
′
i, d) for i = 1, 2, where π
′
i are depth-zero supercuspidal representations,
then deg(π1) = deg(π2), and dimπ
Γ(pr)
1 = dimπ
Γ(pr)
2 . The proof will require delving
deeper into the representation theory of GLn(Fp).
5. Fields of Rationality of Tempered GLn(L) Representations in the
Tame Case
In this section we compute explicit lower bounds on the degree of the field of
rationality of tempered GLn(L) representations with positive depth.
Throughout our proofs, we’ll use the local Langlands correspondence for GLn;
let π be a GLn(L) representation and let rec(π) denote the corresponding n-
dimensional Weil-Deligne representation.
Lemma 5.0.1. [HT01, Lem VII.1.6.2] Let L denote the twisted correspondence
L (π) = rec(π)⊗ | · |
(n−1)/2
WL
.
Then
L ( σπ) = σL (π).
Since the Langlands correspondence is one-to-one, we have
Q(π) = Q(L (π)) ⊇ Q (L (π)|IL ) = Q (rec(π)|IL) .
5.1. Supercuspidal representations in the tame case. Throughout this sub-
section, let L have residue characteristic p > n and let π be a supercuspidal
GLn(L) representation; then rec(π) is an irreducible Weil-Deligne representation
(so in particular, its monodromy is trivial and the associated WL representation is
irreducible).
Definition 5.1.1. (See 2.2.1 of [Moy86] or the introduction of [How77]). Let L′/L
be an extension of degree n and let θ : L′× → C× be a quasi-character. We say θ
is admissible if
(a) θ does not factor through NL′/L′′ for any proper subextension L
′′/L, and
(b) if θ|1+pL′ factors through NL′/L′′ for some L
′′, then L′′/L′ is unramified.
In this case, we call the pair (L′, θ) an admissible pair over L of degree n.
We say θ1 : L
′×
1 → C
× and θ2 : L
′×
2 → C
× are conjugate if there is an isomor-
phism τ : L1 → L2 (over L) such that θ1 = θ2 ◦ τ .
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Throughout, by abuse of notation, we will identify a character θ with the char-
acter of WL′ associated to it by local class field theory. The following proposition
is an amalgamation of Corollary 2.1.4 and Theorem 2.2.2 of [Moy86]:
Proposition 5.1.2. There is a bijection between
(conjugacy classes of admissible pairs over L of degree n)
and
(irreducible WL representations of dimension n)
given by
(L′, θ) 7→ ρθ = Ind
WL
WL′
θ.
Let πθ be the supercuspidal GLn(L) representation such that rec(πθ) = ρθ.
We say a WL representation has depth zero if it is trivial on the wild inertia
subgroup of IL.
Lemma 5.1.3. Let (L′, θ) be an admissible pair over L. Then the following are
equivalent:
(a) θ is trivial on 1 + pL′ ,
(b) L′/L is unramified and θ is trivial on 1 + pL′
(c) ρθ has depth zero.
Proof. Obviously (b) implies (a), and (a) implies (b) because θ is an admissible
character.
We must prove that both are equivalent to (c). Let PL ≤ IL, PL′ ≤ IL” denote
the wild inertia subgroups. Since PL′ is the maximal pro-p-group of IL′ and 1+pL′
is the maximal pro-p-group of o×L′, then θ is trivial on 1 + pL′ if and only if the
associated WL′ representation is trivial on PL′ .
Now assume (b) holds. Then IL = IL′ , PL = PL′ , and θ is trivial on PL. The
restriction of ρθ to IL is a direct sum of the characters conjugate to θ via Frob
Z
L.
Since conjugation by FrobL fixes the wild inertia, then ρθ is trivial on the wild
inertia and thus ρθ has depth zero.
On the other hand, assume (L′, θ) is an admissible pair and ρθ is trivial on PL.
By Frobenius reciprocity, θ|IL′ is a subrepresentation of ρθ|IL′ , and so θ must be
trivial on PL′ ≤ PL. Thus, as a character of L′, θ is trivial on 1 + pL′ , completing
the proof. 
Proposition 5.1.4. Let (L′, θ) be an admissible pair and let ρθ be the associated
WL representation.
(i) Q(ρθ) ⊆ Q(θ), and [Q(θ) : Q(ρθ)] ≤ n. Moreover, the same statements hold
if we replace θ by θ|
o
×
L′
and ρθ with ρθ|IL .
(ii) If ρθ has positive depth, then [Q(ρθ|IL) : Q] ≥
p−1
n .
(iii) If π is supercuspidal representation of positive depth, then [Q(π) : Q] ≥ p−1n .
Proof. For (i): let σ ∈ Aut(C). If σ fixes θ, then it fixes ρθ = Ind θ. On the other
hand, assume σ fixes ρθ. Then
ρθ =
σρθ =
σ Ind θ = Ind σθ
so σθ must be one of the Aut(L′/L)-conjugates of θ. There are at most n such
conjugates, so the index of Stab(θ) in Stab(ρθ) is at most n. The second statement
follows exactly from the first upon realizing that ρθ|IL depends only on θ|o×
L′
.
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For (ii): if ρθ has positive depth then θ is nontrivial on the pro-p-group 1 + pL′,
so θ
o
×
L′
attains the value ζp, so the degree of its field of rationality is at least p− 1.
Then the statement follows from (i).
(iii) follows from (ii) because the local Langlands correspondence preserves depth
(see [ABPS14]). 
5.2. Discrete series and tempered representations. Continue to assume that
L has residue characteristic p > n. Recall that the discrete series representations
of GLn(L) are of the form π = Sp(π
′, d), where π′ is a supercuspidal GLm(L)
representation and n = md. On the Galois side, after ignoring the monodromy
operator, L (π) is a direct sum of twists of L π′ by powers of the absolute value
character; see, for instance, page 381 of [Kud91]. In particular,
Q(π) = Q(L (π)) = Q(L (π′)) = Q(π′).
Finally, if π is an tempered representation, there are discrete series GLni(L)
representations πi for i = 1, . . . , r (and n1+. . .+nr = n) such that π = π1×. . .×πr.
On the Galois side, we have rec(π) = rec(π1)⊕ . . .⊕ rec(πr) (as above, see page 381
of [Kud91]).
Proposition 5.2.1. If π is a tempered representation of positive depth then [Q(π) :
Q] ≥ p−1n .
Proof. First let π = Sp(π′, d) be a discrete series representation. Then Q(π) ⊇
Q(rec(π)|IL) = Q(rec(π
′)|IL). Since π has positive depth, so does π
′, and so
[Q(rec(π′)|IL) : Q] ≥
p−1
m ≥
p−1
n .
Now let π = π1× . . .×πr be tempered. Since π has positive depth, so does πi for
some i; assume it is π1. If σ ∈ Aut(C) fixes π, then it permutes the representations
πi; in particular, it must take π1 to another element πi that is a GLni(L) represen-
tation. There are at most n/n1 such elements, so Stab(π1) ∩ Stab(π) is index at
most n/n1 in Stab(π). This proves
[Q(π) : Q] ≥
n1
n
[Q(π1) : Q] ≥
n1
n
p− 1
n1
=
p− 1
n
since π1 is discrete series with nonzero depth. 
5.3. Counting depth-zero discrete-series representations. In this chapter,
we count the number of discrete-series GLn(L) representations with given central
character, as well as the number satisfying [Q(π) : Q] ≤ A. Throughout, we will
assume the residue characteristic of L is p > n, and that the cardinality of the
residue field FL is q.
We’ll begin with a lemma:
Lemma 5.3.1. If L′/L is unramified and (L′, θ) is an admissible pair, then the
central character of πθ is θ|L× .
Proof. Let [L′ : L] = n and let Ω : L′× → C× be the trivial character if n is odd, or
the unramified sign character if n is even. It follows from Theorem 4.1.2 of [Moy86]
that the central character of πθ is (Ω · θ)|L× (to see that Moy’s Ω matches ours,
see 4.1.1 and 2.5.3 of that paper). In either case, Ω is trivial on L× and we are
done. 
Given A ∈ Z≥1, let f(A) denote the number roots of unity ζ with [Q(ζ) : Q] ≤ A;
note that f(A) is finite for any A.
FIELDS OF RATIONALITY OF AUTOMORPHIC REPRESENTATIONS: THE CASE OF UNITARY GROUPS19
Proposition 5.3.2. Fix a central character χ0 : L
× → C× that is trivial on 1+pL,
and assume m ≥ 2.
(a) Let β(L, m, χ0) denote the number of depth-zero supercuspidal GLm(L) repre-
sentations π′ with χπ′ = χ0. Then
β(L, m, χ0) ≥
1
m
(
qm−1 − 1
)
(b) The number of depth-zero supercuspidal representations π′ with χπ′ = χ0 and
[Q(π) : Q] ≤ A is bounded above by 1mf(mA).
Proof. Let L′/L be the unique unramified extension of degree m. Every depth-zero
supercuspidal GLm(L) representation is of the form πθ where θ : L
′× → C× is an
admissible character trivial on 1 + pL′. Moreover, if πθ has central character χ0,
then χ0 = θ |L× . If ̟ is a uniformizer of L, then L
′× is generated by o×L′ and ̟.
Therefore, if we insist that θ|L× = χπθ = χ0, then θ is determined by its restriction
θ0 to oL′× . An admissible character θ0 on o
×
L′ trivial on 1 + pL′ descends to a
character θ0 on F
×
qm that does not factor through the norm map F
×
qm → F
×
qx for
x 6= m; we say such a character is in general position. Moreover, we note that θ0|Fq
must be equal to a fixed character χ0. Therefore, it’s enough to count the number
γ(L, m, χ0) of characters θ in general position on F
×
qm → C
× with θ|Fq = χ0. If θ
is in general position, then its orbit under Gal(Fqm/Fq) has cardinality m, so we
have γ(L, m, χ0) = m · β(L, m, χ0).
We handle two separate cases: where m > 2 and m = 2. In the m > 2 case, we
note that the total number of characters on F×qm is q
m−1. Moreover, the restriction
map F̂×qm → F̂
×
q is surjective, so the total number of characters on F
×
qm with fixed
restriction of F×q is
qm − 1
q − 1
= qm−1 + qm−2 + . . .+ q + 1.
The number that are not in general position is bounded above by∑
x|m
x<m
qx.
Ifm > 2, x | m, and x < m, then x < m−1, so at most qm−2+ . . .+q+1 characters
that are not in general position, completing the proof in the m > 2 case.
In the m = 2 case, fix a central character χ0 ∈ F̂×q ; we claim there are at most
2 characters θ0 that are not in general position and such that θ0|F×q = χ0. If θ is
not in general position, then it is of the form θ′0 ◦NFq2/Fq for some θ
′
0 : F
×
q → C
×.
On F×q , NFq2/Fq acts as x 7→ x
2, so the induced map F̂×q → F̂
×
q is two-to-one. As
such, given a character χ0, there are at most two characters θ
′
0 on F
×
q such that
χ0 =
(
θ′0 ◦NF2q/Fq
)
|F×q , completing the proof of (a).
We now prove (b). If [Q(πθ) : Q] ≤ A then [Q(θ) : Q] ≤ mA, so in particular
[Q(θ0) : Q] ≤ mA. The group F
×
qm is cyclic: let it have generator α. If [Q(θ0) : Q] ≤
mA, then θ0(α) must be one of the f(mA) roots of unity ζ with [Q(ζ) : Q] ≤ mA.
Moreover, if θ0 satisfies [Q(θ0) : Q] ≤ mA, then so does any of its Galois conjugates,
so the number of Galois orbits of characters θ0 with [Q(θ0) : Q] ≤ A is at most
1
mf(mA). 
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Corollary 5.3.3. Let p > n, m ≥ 2, and n = md. Given ǫ > 0 and A ∈ Z≥1.
(i) There is a Q0 > 1 such that, for any L with |FL| = q ≥ Q0 and any character
χ0 : L
× → C×, trivial on 1 + pL the following holds: the proportion of depth-
zero GLn(L) supercuspidal representations π
′ with χπ′ = χ0 satisfying [Q(π
′) :
Q] ≤ A is at most ǫ.
(ii) With |FL| = q ≥ Q0 and χ0 as above, the proportion of depth-zero discrete
series representations π = Sp(π′, d) with χπ = χ0 satisfying [Q(π) : Q] ≤ A
is at most ǫ.
Proof. (i) follows directly from the above proposition. For (ii), if π = Sp(π′, d)
then χπ′ = χ
d
π′ . Fix a character χ1 with χ
d
1 = χ0. Since p > n > d, each such χ1
is trivial on 1 + pL. The proportion of ρ such that χπ′ = χd and [Q(π
′) : Q] ≤ A is
at most ǫ. Since Q(π) = Q(π′) this completes the proof. 
We will also need the following lemma:
Lemma 5.3.4. Fix an unramified central character χ0 of L
×, where L has residue
characteristic p > n. The number of Steinberg representations St(χ) of GLn(L)
with central character χ0 is bounded above by n
2.
Proof. The central character of St(χ) is χn = χ0, so χ(̟L) is one of the n roots of
xn = χ0(̟). Moreover χ
n|
o
×
L
is trivial, so χ must be trivial on 1 + pL: otherwise
it attains the value ζp and ζ
n
p 6= 1 since p > n. Therefore, χ|o×L
factors through a
cyclic group with generator α, and we must have χ(α)n = 1, so χ|
o
×
L
is one of at
most n characters. This completes the proof, since L× = o×L ×̟
Z
L. 
6. Computing multiplicities of depth-zero discrete series
representations
In this section, we will complete the proof of 4.2.1. Fix A ≥ 1, ǫ > 0 and let
p > nA, so that if p | p and π satisfies [Q(π) : Q] ≤ A, then π has depth zero. In
view of this fact, it is enough to prove:
Proposition 6.0.1. Fix ǫ > 0, A ≥ 1 and fix d | n. There is a P0 > nA ∈ Z
such that, for any p > P0, the following holds: For every L of residue characteristic
p > P0, consider Γ(p
r) ≤ GLn(L). For every r, and for every unramified character
χ : L× → C×, we have
(6.2)
∑
π∈Π(GLn(L), χ)
π=Sp(π′, d)
[Q(π):Q]≤A
dep(π)=0
deg(π) · dimπΓ(p
r) ≤ ǫ · vol(Γ(pr)Z/Z)−1.
If we fix n, there are finitely many d | n, and if p > nA then all representations
π with [Q(π) : Q] ≤ A have depth zero, so it is clear that this implies Proposition
4.2.1
We will prove Proposition 6.0.1 in two different cases: the case where d = n (so
π = Sp(π′, n) is a standard Steinberg representation), and separately in the case
d < n.
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6.1. Multiplicities of Steinberg representations. In this section, we prove
Proposition 6.0.1 in the case d = n. As always, L has prime ideal p, residue
characteristic p, and |FL| = q. Recall that we have chosen a Haar measure such
that KpZ/Z has measure one, so
vol(Γ(pr)Z/Z)−1 = q(n
2−1)(r−1)|PGL2(Fq)| > c · q
(n2−1)r
where c > 0 is a constant independent of q, n, and r.
When π is a Steinberg representation, it follows from (2.2.2’) of [CMS90] that
deg(π) =
1
n
n−1∏
k=1
(qk − 1) ≤
1
n
qn(n−1)/2
We need to compute an upper bound on dim πΓ(p
r).
Lemma 6.1.1. There is a C > 0 such that, for all L with |FL| = q and all
characters χ0 : L
× → C× of conductor at most 1, we have
dimSt(χ0)
Γ(pr) ≤ Cqrn(n−1)/2.
Proof. Since χ has conductor 1 and r ≥ 1, it is clear that St(χ) and St(1) have
the same dimension of Γ(pr)-fixed vectors. Let I denote the (unnormalized) induc-
tion IndGB 1, where 1 is the trivial representation of the Borel subgroup B. Then
dimStΓ(p
r) ≤ dim IΓ since St is a quotient of I (for admissible representations,
dimπΓ = tr π(eΓ), so the function π 7→ dimπΓ is additive in exact sequences).
Let V be the space of I. Using Mackey’s Theorem, we have
V Γ ∼=
⊕
g∈B\G/Γ
CB∩gΓg
−1
=
⊕
g∈B\G/Γ
C
so it suffices to find the cardinality of B\G/Γ. Since BK = G and Γ is normal in
K, we have
B\G/Γ = (B ∩K)\K/Γ = ((B ∩K)Γ)\K.
The group (B∩K) ·Γ(pr) consists of those matrices in K such that the elements
below the diagonal are in pr. As such, there is a fixed C such that ((B ∩ K) ·
Γ(pr))\K ≤ Cqr(n−1)n/2, completing the proof. 
Moreover, there are at most n2 Steinberg representations with given central
character, this proves∑
St(χ0)∈Π(GLn(L), χ
deg(St(χ0)) dimSt(χ0)
Γ(pr) ≤ nCq(r+1)n(n−1)/2.
This completes the proof in the Steinberg case.
6.2. Multiplicities of generalized Steinberg representations. In this section,
we prove Proposition 6.0.1 in the case d 6= n. We will prove the following lemma:
Lemma 6.2.1. Assume L has residue characteristic p > 2n and fix d with n = md.
Let π′i be a depth-zero supercuspidal GLm(L) representation and let πi = Sp(π
′
i, d)
for i = 1, 2. Then
deg(π1) = deg(π2)
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and
dimπ
Γ(pr)
1 = dim π
Γ(pr)
2
for all r.
Proof of 6.0.1 assuming 6.2.1. Let eΓ ∈ H(GLn(L)) be the idempotent element
corresponding to Γ(pr) and let eΓ, χ ∈ H(GLn(L), χ) be its image under the aver-
aging map. Then
vol(Γ(pr)Z/Z)−1 = eΓ, χ(1) = µ̂
pl
χ (êΓ,χ)
which, in particular, is greater than the integral of êΓ, χ over the subset of Π(GLn(L), χ)
consisting of the representations π = Sp(π′, d). Therefore we have
vol(Γ(pr)Z/Z)−1 ≥
∑
π∈Π(GLn(L), χ)
π=Sp(π′, d)
dep(π)=0
deg(π) · dim πΓ(p
r)
and so
vol(Γ(pr)Z/Z)
∑
π∈Π(GLn(L), χ)
π=Sp(π′, d)
[Q(π):Q]≤A
dep(π)=0
deg(π) · dim πΓ(p
r)
≤

∑
π∈Π(GLn(L), χ)
π=Sp(π′, d)
[Q(π):Q]≤A
dep(π)=0
deg(π) · dimπΓ(p
r)

/

∑
π∈Π(GLn(L), χ)
π=Sp(π′, d)
dep(π)=0
deg(π) · dimπΓ(p
r)
 .
By Lemma 6.2.1, the terms of the sums have the same value (in the numerator
and the denominator), so by Corollary 5.3.3, the quotient is at most ǫ. 
We’ll first prove that the formal degrees of two such representations are equal:
Lemma 6.2.2. Let π′ be a depth-zero supercuspidal GLm(L) representation and
let π = Sp(π′, d). Let Stm denote the Steinberg representation of GLm(L). Then
deg(π) = deg(Stm)
d ·
md
d
·
(qm − 1)d
qmd − 1
·
|GLdm(Fq)|
|GLm(Fq)|d
· q−m
2 d2−d
2
Proof. First, if π′ is a depth-zero supercuspidal GLm(L) representation, we may
compute the formal degree deg(π′) using Theorem 2.2.8 of [CMS90]. In this case, π′
is associated to the admissible pair (Lm, η) where Lm/L is the unramified extension
of degree m, and η : L×m → C
× is trivial on 1 + p×Lm . Using the notation of that
Theorem, we compute α(θ) = m− 1, f = m, e = 1, so
deg(π′) = m · deg(St).
We now use this to compute deg π; in view of Theorem 6.3 of [AP05] we have
deg(π)
deg(π′)d
=
md−1
rd−1d
· q
d2−d
2
(f(π′∨×π′)+r−2m2) ·
(qr − 1)d
qdr − 1
·
|GLdm(Fq)|
|GLm(Fq)|d
.
Here r is the number of unramified characters χ : L× → C× such that π′⊗(χ◦det) ∼=
π′; (or the torsion number of π′), and f(π′×π′∨) is the conductor of the pair π′×π′′.
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We first prove r = m. Let χ : L× → C× be an unramified character. We note
that π′ = πθ where θ is a depth-zero character of L
×
m and Lm is the unramified
extension of L of degreem. Moreover (χ◦det)⊗πθ ∼= π(χ◦NLm/L)·θ. If χ(̟L)
m = 1,
then χ◦NLm/L ≡ 1, so the torsion number is at least m. To see it is exactly m, the
central character of π ⊗ (χ ◦ det) is χπ · χm. Thus, we must have χm(̟L)m = 1,
and there are m such unramified characters.
To prove that f(π′×π′∨) = m2−m, we use the local Langlands correspondence.
Let rec(π′) = (ρ, V, N); since π′ is supercuspidal, rec(π) is irreducible, and since
the monodromy is trivial and so we need only consider (ρ, V ) as a representation
of the Weil group WL.
Then f(π′ × π′∨) = f(ρ ⊗ ρ∨). Since the Langlands correspondence preserves
depth, ρ is trivial on the wild inertia subgroup PL. Since IL/PL is abelian, ρ|IL de-
composes as a direct sum of abelian characters θ1, . . . , θm. Because ρ is irreducible
and Frobenius-semisimple and since the Frobenius element permutes the spaces of
the characters θi, the characters θi are pairwise distinct. Therefore (ρ⊗ρ∨) is trivial
on the ramification group I1L, and the subspace of IL-fixed vectors has dimension m
(corresponding to the spaces of θi⊗θi). From the definition (when the monodromy
is trivial), we discern
f(ρ⊗ ρ∨) =
∫ ∞
0
codim(V ⊗ V ∨)I
j
L dj = m2 −m
as desired.
Now the proof is complete once we plug f = m2 −m, r = m into Aubert and
Plymen’s formula. 
To prove that dimπ
Γ(pr)
1 = dimπ
Γ(pr)
2 , we will prove an even stronger result.
Let Θπ denote the Harish-Chandra character of π; this is a conjugation-invariant
function, defined up to a set of measure zero, so that for any e ∈ H(GLn(L)), we
have
trπ(e) =
∫
GLn(L)
Θπ(g) · e(g) dg.
We will show the following:
Lemma 6.2.3. As above, let π′i be a depth-zero supercuspidal GLm(L) represen-
tation and let πi = Sp(πi, d) for i = 1, 2. Then Θπ1 and Θπ2 can be chosen to be
equal on Γ(p).
This implies dimπ
Γ(pr)
1 = dimπ
Γ(pr)
2 , since dim π
Γ(pr)
i = tr πi(eΓ(pr)), and eΓ(pr)
is supported on Γ(pr) ≤ Γ(p).
We will use a simplified version of the character expansion formula of [Mur03]
that is appropriate for our situation. We begin with some preliminaries. Let G =
GLn(L), g = Lie(G). Let greg, Greg denote the set of regular semisimple elements
in g, G respectively. Fix once and for all an additive character ψ on L, and let
〈·, ·〉 denote the bilinear form on g given by 〈X, Y 〉 = ψ(tr(XY )). Assume further
that the Haar measure dX on g is self-dual with respect to 〈·, ·〉. Given an Ad(G)
orbit O ⊂ g, let µO(f) denote the integral of f over the orbit O. If f̂ is the Fourier
transform of f , we define the distribution µ̂O via µ̂O(f) = µO(f̂). The distribution
µ̂O is representable by a locally integrable function on g, which by abuse of notation
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we also call µ̂O. In particular
µ̂O(f) = µO(f̂) =
∫
g
f(X)µ̂O(X) dX
for any f ∈ C∞c (g).
Given a semisimple s ∈ g, let ΓG(s) denote the set of orbits O ⊂ g that contain
s in their closure.
In [Mur03], Murnaghan gives a description of the character of a depth-zero dis-
crete series representation π = Sp(π′, d), where n = dm. Let L′/L be the unique
unramified extension of degree n, and choose a basis {ξ1, . . . ξn} of L′/L such that
ξi ∈ oL′ and such that their reductions modulo pL′ form a basis of FL′ over FL. This
choice of basis defines an embedding L′ →֒Mn(L) = g. For any m | n, consider the
unramified subextension Lm/L of degree m; then we get an embedding Lm →֒ g.
Choose an element sm ∈ oLm − pLm whose reduction modulo pL generates FLm
over FL and identify it with its image in g.
Theorem 6.2.4. (a) Let π′ be a depth-zero supercuspidal GLm(L) representation
and let π = Sp(π′, d). With sm as above, there are constants cO for O ∈ Ω(sm)
such that
Θπ(1 +X) =
∑
O∈ΩG(sm)
cO,g · µ̂O(X)
for all X ∈ p ·Mn(oL).
(b) Moreover, the constants cO can be chosen as follows: let H = CG(sm) ∼=
GLd(Lm). Then there is bijection ΩH(0)↔ ΩG(sm) given by
(6.5) OH 7→ Ad(G) · (sm +OH).
Let StH denote the Steinberg represenation of H; then the character of StH has
a 0-asymptotic extension:
ΘStH (1 +X) =
∑
OH∈ΩH (0)
cOH · µ̂OH (X).
There is a constant λ, depending only on a choice of Haar measures on G, H,
such that
cO = λcOH
if O and OH correspond under 6.5, assuming measures on O and OH are chosen
compatibly.
Lemma 6.2.3 follows as a corollary, since the above description of the character
Θπ is true for all π = Sp(π
′, d) where π′ is a depth-zero supercuspidal GLm(L)
representation.
Proof of 6.2.4. We briefly recall some facts about the theory of types in our situ-
ation. Let π = Sp(π′, d) where π′ is a depth-zero supercuspidal representation of
GLm(L). Then π
′ is compactly induced from a depth-zero Z · GLm(oL) represen-
tation κ; let κ0 denote its restrictions GLm(oL).
Let Pm ≤ GLn(FL) be the standard parabolic subgroup whose Levi component
Mm is isomorphic to GLm(FL)
⊕d. Let Bm ≤ GLn(oL) denote the preimage of
Pm under GLn(oL) ։ GLn(FL); this is a parahoric subgroup of GLn(L). More-
over, there is a surjection Bm → GLm(oL)
d. Consider κ⊗d0 as a representation of
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GLm(oL)
⊕d. Let τ be the pullback of κ⊗d0 to Bm. Then π|Bm contains an subrep-
resentation isomorphic to τ . In this situation we say π contains the totally pure
refined minimal K-type (Bm, τ).
Therefore, [Mur03, Theorem 14.1] applies. The content of (2) is that Θπ has an
asymptotic expansion about some element sτ,h ∈ g, defined in (1) of that Theorem
and that the expansion is valid forX ∈ p·Mn(oL) since π has depth zero. Moreover,
if π = Sp(π′, d), then sτ,h = sm; this is checked in [Mur03, Lemma 10.9].
Moreover, we can compute the constants cO(π) using (3). Let H = GLd(Lm)
and let BH ≤ H denote an Iwahori subgroup. Then there is a Hecke algebra
isomorphism
H(G/ /Bm, τ
∗) ∼= H(H //BH , 1)
(see, for instance, Theorem 10.2 of [Mur03] or Theorem 1.2 of [How85]). This gives a
bijection between the sets of irreducible G representations containing (Bm, τ) and
irreducible H representations having a nonzero Iwahori-fixed vector. Moreover,
because the isomorphism respects the L2 structures on H, it takes discrete-series
representations to discrete-series representations. In particular, π corresponds to a
Steinberg representation of H under this isomorphism.
Finally, we must show that all Steinberg representations of H having an Iwahori-
fixed vector have the same asymptotic expansion. All such representations are of
the form St(χm) for some character χm : L
×
m → C
×, that is trivial on 1+ pLm , and
St(χm) ∼= χm⊗ St(1). Since χm is trivial on 1+ pLm, the characters of St(χm) and
St(1) are the same on Γ(pLm), completing the proof. 
7. Other classical groups: A roadmap
In this section, we give a brief outline of a potential proof for other classical
groups (for instance, special orthogonal or symplectic groups). The primary dif-
ficulty is that the depth-zero discrete series representations are not as-well under-
stood as those of GLn and in particular we are unaware of a proof an analog of
4.2.1.
Throughout, this section, F will denote a totally real field and G/F a special
orthogonal or symplectic group with center Z, ξ will denote an irreducible finite
dimensional algebraic G(F∞) representation and χ an automorphic character of
Z(AF ) of conductor f with χ∞ = χξ. We continue to assume ξ has regular highest
weight. As before, let n denote an ideal of F and Γ(n) the principal congruence
subgroup of level n.
Let F(ξ, χ, Γ(n)) denote the family of cuspidal automorphic ξ-cohomological
representations π, counted with multiplicity mcusp(π) dim(π
∞)Γ(n).
Our conjecture is the following:
Conjecture 7.0.1. Given F, G, ξ, χ and f as above, let {nλ} be a sequence of
ideals divisible by f such that N(nλ)→∞ as λ→∞. Then
lim
λ→∞
|F≤A(ξ, χ, Γ(nλ))|
|F(ξ, χ, Γ(nλ))|
= 0.
We begin with a proposition:
Proposition 7.0.2. Let G be a special orthogonal or symplectic group over a totally
real field F . Assume the appropriate analog of 4.2.1 holds for G. Then Conjecture
7.0.1 holds.
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Proof. We may trace through the steps of the proof of Theorem 2.4.2. First, we
replicate the proof of 3.3.1 (following, once again, the argument in [ST12]) to prove
Plancherel equidisitribution for the sequence of measures µ̂cuspΓ(nλ), χS , ξ. Moreover,
since the results in [ST14] hold for special orthogonal and symplectic groups as
well, we can prove the analogs of Propositions 4.1.2 and 4.1.3.
Now, if we fix ǫ and A, we may pick p with large enough norm that the result of
4.2.1 holds and an r0 such that, for any n with p
r0 | n we have
|F≤A(ξ, χ, Γ(n))|
|F(ξ, χ, Γ(n))|
< ǫ.
Finally, the result follows as in the proof in Subsection 4.2 by breaking the
sequence {nλ} into subsequences and handling each subsequence separately using
Plancherel equidistribution. 
7.1. Fields of rationality of supercuspidal representations. In this subsec-
tion we briefly discuss a potential approach to computing the field of rationality of
supercuspidal representations. We caution the reader that we have not yet checked
all the details:
Conjecture 7.1.1. Let G/F be a connected reductive group, and let |W | denote
the cardinality of the Weyl group of a maximal torus in G × F¯ . Let p be a prime
such that Fp has sufficiently high residue characteristic p (depending only on G).
If π is a supercuspidal representation of G(Fp) of positive depth, then
[Q(π) : Q] ≥
p− 1
|W |
.
The proof uses analogs by Kim, Murnaghan, and Yu to the results of Howe
and Moy for GLn. In particular, in [Yu01], Yu constructs a tame supercuspidal
representation associated to a cuspidal datum Φ = (
−→
G, y, −→r , ρ,
−→
φ ) (we refer the
reader to Section 3 of [Yu01] for precise definitions). In [Kim07], Kim proves that
when the residue characteristic is large enough, this construction is exhaustive.
If σ ∈ Aut(C) and Φ = (
−→
G, y, −→r , ρ,
−→
φ ), let σΦ = (
−→
G, y, −→r , σρ, σ
−→
φ ), where
σ−→φ = (σφ0, . . . , σφd). It needs to be checked that Yu’s construction Φ 7→ π is
equivariant under the action of Aut(C).
Let Φ be a cuspidal datum and let
ρ′ = ρ⊗
d∏
i=0
(φi)−1|K0 .
It follows from Theorem 6.7 of [HM08] (up to a hypothesis on the cuspidal datum)
that πΦ0 = πΦ1 if and only if there is a g ∈ G(L) with Ad(g)K
0
0 = K
0
1 , and such
that Ad(g) takes ρ′0 to ρ
′
1.
Let W (G) be the Weyl group of a maximal torus in G (after base change to the
algebraic closure): one can prove that [NG(L)(K
0) : K0] ≤ |W (G)|. Now if σ ∈
Aut(C) fixes πΦ, then
σρ′ must be equal to Ad(x)ρ′ for some x ∈ NG(L)(K
0)/K0.
Therefore, we have Q(πΦ) ⊆ Q(ρ′Φ), and [Q(ρ
′
Φ) : Q(πΦ)] ≤ |W (G)|.
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