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Abstract
Data in the form of graphs, or networks, arise naturally in a number of contexts;
examples include social networks and biological networks. We are often faced with the
availability of multiple graphs on a single set of nodes. In this article, we propose the
multiple random dot product graph model for this setting. Our proposed model leads
naturally to an optimization problem, which we solve using an efficient alternating
minimization approach. We further use this model as the basis for a new test for
the hypothesis that the graphs come from a single distribution, versus the alternative
that they are drawn from different distributions. We evaluate the performance of
both the fitting algorithm and the hypothesis test in several simulation settings, and
demonstrate empirical improvement over existing approaches. We apply these new
approaches to a Wikipedia data set and a C. elegans data set.
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1 Introduction
A graph, or a network, consists of a set of vertices, or nodes, and the edges between them.
Data in the form of graphs arise in many areas of science. Examples include social networks,
communication structures, and biological networks (Pansiot and Grad, 1998; Dawson et al.,
2008; Miller et al., 2010).
Let A ∈ {0, 1}n×n denote the n× n adjacency matrix corresponding to an unweighted
and undirected graph with n nodes; Aij = 1 if there is an edge between the ith and jth
nodes, and Aij = 0 otherwise. A number of models for graphs have been proposed in the
literature. The simplest is the Erdös-Renyi model (Erdös and Rényi, 1959), in which all
edges are assumed independent and equally likely: that is,
P (Aij = 1) = pi,
for pi ∈ [0, 1]. The stochastic block model (Holland et al., 1983) generalizes the Erdös-Renyi
model by assuming that each node belongs to some latent class, and furthermore that the
probability of an edge between a pair of nodes depends on their latent class memberships.
Letting τ ∈ {1, . . . ,M}n denote the latent class membership vector, and B ∈ [0, 1]M×M
the block connectivity probability matrix, this leads to the model
P (A|τ, B) =
∏
i<j
BAijτi,τj
(
1−Bτi,τj
)(1−Aij) . (1)
The stochastic block model is further generalized by latent space models (Hoff et al., 2002;
Hoff, 2008, 2009; Ma and Ma, 2017; Wu et al., 2017), which assign each vertex a position
in a latent space, and posit that the probability of an edge between two vertices depends
on their positions. In particular, in the random dot product graph model (Young and
Scheinerman, 2007; Nickel, 2008; Scheinerman and Tucker, 2010), each node is assigned a
vector, and the probability of an edge between two nodes is a function of the dot product
between the corresponding vectors: that is,
P (Aij = 1) = f
(
xTi xj
)
, (2)
where x1, . . . , xn ∈ Rd are d-dimensional latent vectors associated with the n nodes, and
f(·) is a link function. If f(·) is the identity, then this model can be fit via an eigendecom-
position. The Erdös-Renyi model is a special case of the random dot product graph, as is
the stochastic block model, provided that the matrix B in (1) is positive semi-definite.
The models described above are intended for data that consist of either a single graph, or
else multiple graphs that are assumed to be independent and identically distributed draws
from a single distribution. However, in many contemporary data settings, researchers
collect multiple graphs on a single set of nodes (Ponomarev et al., 2012; Stopczynski et al.,
2014; Szklarczyk et al., 2014; Nelson et al., 2017). These graphs may be quite different, and
likely are not independent and identically distributed. For instance, if the nodes represent
people, then the edges in the two graphs could represent Facebook friendships and Twitter
followers, respectively. If the nodes represent proteins, then the edges in the two graphs
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could represent binary interactions (i.e. a physical contact between a pair of proteins)
and co-complex interactions (i.e. whether a pair of proteins are part of the same protein
complex), respectively (Yu et al., 2008). Alternatively, if the nodes represent brain regions,
then each graph could represent the connectivity among the brain regions for a particular
experimental subject (Hermundstad et al., 2013).
Several models have been proposed for this multiple-graph setting (Tang et al., 2009;
Shiga and Mamitsuka, 2012; Dong et al., 2014; Durante et al., 2017; Wang et al., 2017).
The multiple random eigen graphs (MREG) model (Wang et al., 2017) extends the random
dot product graph model: letting A1, . . . , AK ∈ {0, 1}n×n denote K adjacency matrices on
a single set of n nodes, this model takes the form
P
(
Akij = 1
)
= f
(
W kij
)
, W k = UΛkUT , k = 1, . . . , K, (3)
where U is a n × d matrix of which the ith row, ui = (ui1, . . . , uid)T ∈ Rd, is the d-
dimensional latent vector associated with the ith node across all K graphs; Λ1, . . . ,ΛK
are d × d diagonal matrices; and f(·) : R → [0, 1] is a link function. If Λ1 = . . . = ΛK
and further W 1 = . . . = WK are positive semi-definite, then (3) reduces to the random
dot product graph model (2). However, in general, Wang et al. (2017) does not guarantee
that W 1, . . . ,WK be positive definite. In particular, the model (3) is fit using an iterative
approach that estimates one column of U at a time; this algorithm does not guarantee that
the columns of U be mutually orthogonal, or that the diagonal elements of Λ1, . . . ,ΛK be
nonnegative (Wang et al., 2017).
In this paper, we will consider this multiple graph setting. Our contributions are as
follows:
1. We present the multiple random dot product graph (multi-RDPG), a refinement of
the MREG model (3) of Wang et al. (2017). This model provides a more natural
generalization of the random dot product graph (2) to the setting of multiple ran-
dom graphs, by requiring that the matrices W 1, . . . ,WK be positive semidefinite. In
particular, unlike the proposal of Wang et al. (2017), the multi-RDPG with K = 1
reduces to the random dot product graph model.
2. We derive a new algorithm for fitting the multi-RDPG model, which simultaneously
estimates all d latent dimensions, while also enforcing their orthogonality. It therefore
yields improved empirical results relative to the proposal of Wang et al. (2017).
3. We develop a new approach for testing the hypothesis that multiple graphs are drawn
from the same distribution. This approach follows directly from the multi-RDPG
model.
The rest of this paper is organized as follows. In Section 2, we present the multi-
RDPG model, as well as an algorithm for fitting this model. We develop a test for the null
hypothesis that two graphs are drawn from the same RDPG model in Section 3. Results
on a Wikipedia data set and a C. elegans connectome data set are presented in Sections 4.
We close with the Discussion in Section 5.
3
2 The Multiple Random Dot Product Graph Model
In this section, we will extend the random dot product graph model of Young and Schein-
erman (2007) to the setting of multiple unweighted undirected graphs, which we assume to
be drawn from related though not necessarily identical distributions.
2.1 The Multiple Random Dot Product Graph Model
To begin, we notice from (2) that in the case of a single unweighted and undirected graph
with n nodes, the random dot product graph model assumes that P (Aij = 1) = f (Wij),
for a rank-d positive semi-definite n×n matrix W ≡ UΛUT . Here U is an n×d orthogonal
matrix, such that UTU = I, and Λ is a d×d diagonal matrix with positive elements on the
diagonal. The fact that the matrix W is positive semi-definite allows us to interpret the
rows of the n× d matrix W 1/2 = UΛ1/2 as the positions of the n nodes in a d-dimensional
space, and thus the probability of an edge between a pair of nodes as a function of the
distance between the nodes in this d-dimensional space.
To extend this model to the case of K unweighted and undirected graphs, we propose
the multiple random dot product graph (multi-RDPG) model, which is of the form
P
(
Akij = 1
)
= f
(
W kij
)
, W k = UΛkUT , k = 1, . . . , K, (4)
where U is an n × d orthogonal matrix, Λ1, . . . ,ΛK are d × d diagonal matrices with
nonnegative diagonal elements, and f(·) : R→ [0, 1] is a link function.
While the multi-RDPG (4) appears at first glance quite similar to the MREG formu-
lation (3) of Wang et al. (2017), there are some key differences. In particular, the multi-
RDPG model constrains the columns of U to be orthogonal, and the diagonal elements of
Λ1, . . . ,ΛK to be nonnegative; by contrast, in (3), these are no such constraints. In greater
detail, the differences between the two models are as follows:
1. For k = 1, . . . , K, W k in (4) is a positive semi-definite matrix of rank d. Thus, the
nodes in the kth graph can be viewed as lying in a d-dimensional space, such that the
probability of an edge between a pair of nodes is a function of their distance in this
space. By contrast, such an interpretation is not possible in the MREG formulation
(3), in which there are no guarantees that the matrix W k is positive semi-definite.
2. With K = 1, the multi-RDPG model (4) simplifies to the random dot product graph
model (2). The same is not typically true of the MREG model (3), since the matrix
W 1 in (3) need not be positive semi-definite.
3. The multi-RDPG model can be efficiently fitted via a single optimization problem, as
detailed in Section 2.2. By contrast, the MREG model (3) is fitted by estimating one
dimension at a time (Wang et al., 2017), which can lead to poor results in estimating
the entire subspace U in (4).
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2.2 Optimization Problem
To derive an optimization problem for fitting the multi-RDPG model (4), we consider the
simplest case, in which f(·) is the identity. To motivate our optimization problem, we
consider the case of K = 1, in which the multi-RDPG model coincides with the random
dot product graph model (2). The model (2) is typically fit by solving the optimization
problem (Scheinerman and Tucker, 2010)
minimize
X∈Rn×d
‖A−XXT‖2F , (5)
or a slight modification of (5) if no self-loops are allowed. Let A = V DV T denote the
eigen decomposition of A, where the diagonal elements of D are ordered from largest to
smallest. Then, the solution to (5) is Xˆ = V[1:d]
(
D+[1:d]
)1/2
, where V[1:d] is the n× d matrix
that consists of the first d eigenvectors of A, and where D+[1:d] is the d× d diagonal matrix
whose diagonal elements are the positive parts of the first d eigenvalues of A. Equivalently,
we can fit (2) by solving the problem
minimize
U∈Rn×d, UTU=I, Λ∈∆d+
‖A+ − UΛUT‖2F , (6)
where A+ ≡ V D+V T , D+ ≡ D+[1:n], and ∆d+ is the set of diagonal d × d matrices with
nonnegative diagonal elements. It is not hard to show that Xˆ = Uˆ Λˆ1/2.
To fit the multi-RDPG model (4), we directly extend the optimization problem (6) to
accommodate K adjacency matrices,
minimize
U∈Rn×d, UTU=I, Λ1,...,ΛK∈∆d+
K∑
k=1
‖Ak+ − UΛkUT‖2F . (7)
2.3 Algorithm
While the optimization problem (6) for fitting the random dot product graph model (2)
has a closed-form solution, its extension to the multi-RDPG model (7) does not. Thus,
to solve (7), we take an alternating minimization approach (Csiszár and Tusnády, 1984),
which will rely on the following three results.
First, we derive a majorizing function (Hunter and Lange, 2004) that will prove useful
in solving (7).
Proposition 2.1. The function
g(U) ≡ −2
K∑
k=1
trace
(
UΛkUTAk+
)
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is majorized by
h(U | U ′) ≡ −g(U ′)− 4
K∑
k=1
trace
(
ΛkU ′TAk+U
)
,
in the sense that g(U) ≤ h(U | U ′) and g(U ′) = h(U ′ | U ′).
Next, we use Proposition 2.1 to devise a simple iterative strategy that is guaranteed to
decrease the value of the objective of (7) each time U is updated.
Proposition 2.2. Let Uold denote an orthogonal n × p matrix, and let B and C be the
matrices whose columns are the left and right singular vectors, respectively, of the matrix∑K
k=1 A
k
+U
oldΛk. Then, for Unew ≡ BCT ,
K∑
k=1
‖Ak+ − UnewΛk(Unew)T‖2F ≤
K∑
k=1
‖Ak+ − UoldΛk(Uold)T‖2F .
Finally, we show that with U held fixed, (7) can be solved with respect to Λ1, . . . ,ΛK
for the global optimum.
Proposition 2.3. If UTU = I, then the solution to
minimize
Λ1,...,ΛK∈∆d+
K∑
k=1
‖Ak+ − UΛkUT‖2F (8)
is
Λkjj = max
(
0, Zkjj
)
, (9)
where Zk = UTAk+U .
Propositions 2.1–2.3 immediately suggest an alternating minimization algorithm for
solving (7), which is summarized in Algorithm 1.
2.4 Simulation Study
We conducted two simulation studies in order to evaluate the performance of Algorithm
1 for fitting the multi-RDPG model (4) (multi-RDPG). We compare it to the algorithm
of Wang et al. (2017) for fitting the multiple random eigen graph model (3) (MREG)
using software obtained from the authors, the random dot product graph (Young and
Scheinerman, 2007) fitted to the average of all of the adjacency matrices (RDPGall), and
the random dot product graph (Young and Scheinerman, 2007) fitted to the replicates from
each model separately (RDPGseparate). The two versions of RDPG are fitted using R base
functions (R Core Team, 2015).
To quantify the error in estimating the matrix U , we made use of subspace distance
(Absil et al., 2006), defined as
dU(Uˆ , U) ≡ ||PUˆ − PU ||2, (10)
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Algorithm 1 Alternating Minimization Algorithm for Solving (7)
1: For k = 1, . . . , K, initialize Λk to be a d×d diagonal matrix with nonnegative diagonal
elements.
2: Initialize Uold to be an orthogonal n× d matrix.
3: For k = 1, . . . , K, let V DV T denote the eigendecomposition of Ak, and define Ak+ ≡
V D+V
T , where D+ is the diagonal matrix with diagonal elements (D+)ii = max(Dii, 0)
for i = 1, . . . , n.
4: while not converged do
5: Define the matrices B and C to have as their columns the left and right singular vectors,
respectively, of the matrix
∑K
k=1A
k
+U
oldΛk. Then, update U ← BCT .
6: For k = 1, . . . , K and j = 1, . . . , n, update Λkjj ← max(0, Zjj), where Zjj is the jth
diagonal element of the matrix Z = UTAk+U .
7: Update Uold ← U .
8: end while
where PA ≡ A(ATA)−1AT , the notation ‖ · ‖2 indicates the matrix 2-norm, and Uˆ is an
estimate of the matrix U . To quantify the error in estimating Λ1, . . . ,ΛK , we computed
the adjacency matrix error,
dA(Λˆ,Λ) ≡ 1
K
K∑
k=1
∥∥∥f(UΛkUT )− Uˆ ΛˆkUˆT∥∥∥2
F
, (11)
where f(·) is the link function defined in (4), and where the notation ‖ · ‖F indicates the
Frobenius norm.
2.4.1 Simulation Setting 1
The first simulation setting is based upon the simulation study in Wang et al. (2017). We
set n = 20 and d = 3. We defined U ∈ Rn×d to be the orthogonal matrix with columns
U·1 =
(
1 1 1 1 . . . 1
)T
/
√
n
U·2 =
(
1 −1 1 −1 . . . 1 −1)T /√n
U·3 =
(
1 1 −1 −1 1 1 . . . −1 −1)T /√n. (12)
For k = 1, . . . , K, we generated the three diagonal elements of Λk independently from
uniform distributions: Λk11 ∼ Uniform(8, 15), Λk22 ∼ Uniform(1, 4) and Λk33 ∼ Uniform(0, 1).
Note that this choice of parameters results in UΛkUT ∈ [0, 1]n×n. We generated data under
the model (4) with f as the identity, so that P
(
Akij = 1
)
=
(
UΛkUT
)
ij
. Under this model,
we generated K ∈ {2, 4, 6, 8, 10, 20, 30, 40, 50} graphs. We obtained RDPGseparate by fitting
a separate RDPG model to each adjacency matrix, and we obtained RDPGall by fitting a
single RDPG model to all K adjacency matrices.
Results, averaged over 100 simulated data sets, are shown in Figure 1. Figure 1(a)
shows the subspace distance defined in (10), and Figure 1(b) shows the adjacency matrix
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error defined in (11). RDPGall performs the best in terms of subspace distance because
it pools adjacency matrices that share the same eigenvectors, but very poorly in terms
of adjacency matrix error since it erroneously assumes that Λk = Λk′ for all k 6= k′.
RDPGseparate performs poorly using both subspace distance and adjacency error, because
it fails to share information across the adjacency matrices. Multi-RDPG (Algorithm 1)
performs well across the board, and in particular outperforms MREG (Wang et al., 2017)
in terms of recovering the matrix U .
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(a) Subspace distance, dU (10), between the
true U and estimated Uˆ .
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(b) Adjacency matrix error, dΛ (11), between
the true Λ1, . . . ,ΛK and estimated Λˆ1, . . . , ΛˆK .
Figure 1: Results of multi-RDPG (Algorithm 1) (blue), MREG (Wang et al., 2017) (red),
RDPGall (green), and RDPGseparate (purple), in Simulation Setting 1. The figures display
the mean and standard error, over 100 simulated data sets, of the distance measures defined
in (10) and (11).
2.4.2 Simulation Setting 2
Next, we expanded Simulation Setting 1 in order to investigate the performance of our
multi-RDPG proposal (Algorithm 1) in a setting where the diagonal elements of Λk are in
different orders for k = 1, . . . , K. Once again, we let n = 20 and d = 3, with U defined in
(12). For k an even number, we set Λk = Λeven ≡ diag(11.5, 2, 0.5). For k an odd number,
we set Λk = Λodd, a diagonal matrix for which the diagonal elements are one of six possible
permutations of the numbers 11.5, 2, and 0.5.
We generated each graph according to,
P
(
Akij = 1
)
= f
((
UΛkUT
)
ij
)
, f(x) = min(max(0, x), 1). (13)
For each of the six permutations leading to Λodd, we generatedK ∈ {2, 4, 6, 8, 10, 20, 30, 40, 50}
graphs. Because all of the even-numbered adjacency matrices were drawn from a single
generative model, and likewise for the odd-numbered adjacency matrices, we obtained
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RDPGseparate by fitting one RDPG to all of the even-numbered adjacency matrices, and a
separate RDPG to all of the odd-numbered adjacency matrices.
Results, averaged over 100 simulated data sets, are shown in Figures 2 and 3. Figure
2 shows the subspace distance defined in (10), and Figure 3 shows the adjacency matrix
error defined in (11). First, we notice that RDPGall always performs well in terms of
subspace distance since it pools adjacency matrices that share the same eigenvectors, but
quite poorly in terms of adjacency matrix error when the diagonal elements of Λk differ
between the evens and the odds (see, for example, panels (c), (d), (e), and (f) of Figure 3).
The method RDPGseparate performs similarly in all setups, since it fits separate models to
the even-numbered and odd-numbered adjacency matrices and borrows no strength across
them; overall, its performance is quite poor, because it makes use of only half of the available
sample size in fitting each RDPG model. We see that multi-RDPG outperforms MREG
across the board, using both subspace distance and adjacency matrix error; furthermore,
multi-RDPG has the best overall performance.
Finally, we notice from Figure 2 that some of the orderings of the eigenvalues in this
simulation setting appear to be more challenging than others. For instance, the errors
associated with multi-RDPG in panels (b), (c), (e), and (f) of Figure 2 are much lower
than those in panels (a) and (d). It turns out that panels (a) and (d) are challenging
because the eigenvalue corresponding to the third column of U equals 0.5 in both Λeven and
Λodd, so that the third column of U is hard to recover. By contrast, the setups in Figures
(b), (c), (e), and (f) are less challenging because each of the three eigenvectors of U has an
eigenvalue that is no smaller than two in either Λeven or Λodd. Furthermore, the setups in
(d) and (e) are additionally challenging because a substantial proportion of the elements
of UΛoddUT are less than zero or greater than one; these elements are set to zero by f(·)
in (13), leading to a substantial loss of information.
To conclude, we find that while RDPGall performs well in terms of subspace dis-
tance, it typically performs quite poorly in terms of adjacency matrix error, as expected.
RDPGseparate performs poorly because it only makes use of half of the available adjacency
matrices. Multi-RDPG has the best overall performance, and substantially outperforms
the MREG approach of Wang et al. (2017).
3 A Test for H0 : Λ1 = . . . = ΛK
In this section, we will develop a test for the null hypothesis that all of the K observed
graphs are drawn from the same distribution; this corresponds to the null hypothesis
H0 : Λ
1 = . . . = ΛK (14)
in the model (4).
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(a) Λodd = diag(11.5, 2, 0.5)
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(b) Λodd = diag(11.5, 0.5, 2)
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(c) Λodd = diag(2, 0.5, 11.5)
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(d) Λodd = diag(2, 11.5, 0.5)
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(e) Λodd = diag(0.5, 11.5, 2)
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(f) Λodd = diag(0.5, 2, 11.5)
Figure 2: Results of multi-RDPG (Algorithm 1) (blue), MREG (Wang et al., 2017) (red),
RDPGall (green), and RDPGseparate (purple), in Simulation Setting 2. The figures display
the mean and standard error, over 100 simulated data sets, of the subspace distance defined
in (10). In each subplot, for k even, Λk = diag(11.5, 2, 0.5), and for k odd, Λk is as specified
in the subplot caption.
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(a) Λodd = diag(11.5, 2, 0.5)
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(b) Λodd = diag(11.5, 0.5, 2)
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(c) Λodd = diag(2, 0.5, 11.5)
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(d) Λodd = diag(2, 11.5, 0.5)
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(e) Λodd = diag(0.5, 11.5, 2)
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(f) Λodd = diag(0.5, 2, 11.5)
Figure 3: Results of multi-RDPG (Algorithm 1) (blue), MREG (Wang et al., 2017) (red),
RDPGall (green), and RDPGseparate (purple), in Simulation Setting 2. The figures display
the mean and standard error, over 100 simulated data sets, of the adjacency matrix error
defined in (11). In each subplot, for k even, Λk = diag(11.5, 2, 0.5), and for k odd, Λk is as
specified in the subplot caption.
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3.1 A Permutation Test
To test H0 : Λ1 = . . . = ΛK , we take an approach inspired by a likelihood ratio test. The
test statistic, T (A1+, . . . , AK+ ), takes the form
T
(
A1+, . . . , A
K
+
)
=
(
min
U∈Rn×d, UTU=I, Λ∈∆d+
K∑
k=1
||Ak+ − UΛUT ||2F
)
−
(
min
U∈Rn×d, UTU=I, Λ1,...,ΛK∈∆d+
K∑
k=1
||Ak+ − UΛkUT ||2F
)
.
(15)
(Recall that Ak+ was defined in Section 2.2.) Computing the second term in T (A1+, . . . , AK+ )
is straightforward, using Algorithm 1. To compute the first term, we will make use of the
following result.
Proposition 3.1. Let QDQT denote the eigen decomposition of 1
K
∑K
k=1A
k
+, where the
diagonal elements of D = diag(α1, . . . , αn) are in non-increasing order, i.e. α1 ≥ α2 ≥
. . . ≥ αn. Then, the solution to
minimize
U∈Rn×d,UTU=I,Λ∈∆d+
{
K∑
k=1
||Ak+ − UΛUT ||2F
}
(16)
is that the d columns of U are the first d columns of Q, and the diagonal elements of Λ are
α1, . . . , αd.
The proof is provided in Appendix A.
We compute a p-value for H0 : Λ1 = . . . = ΛK by comparing the magnitude of
T (A1+, . . . , A
K
+ ) to its null distribution, obtained by permutations. Details are provided
in Algorithm 2.
3.2 Simulation Study
We now conduct a simulation study to demonstrate that the p-values for H0 : Λ1 = . . . =
ΛK obtained via Algorithm 2 are uniformly distributed under the null hypothesis, and that
the test has power under the alternative.
3.2.1 Type I Error Control
To explore the Type I error of the test for H0 : Λ1 = . . . = ΛK proposed in Algorithm 2,
we generate K = 2 graphs with
U = [[1, . . . , 1]T , [1,−1, 1,−1, . . . ,−1]T ]/√n, (17)
Λ1 = Λ2 = diag(n/4, n/5), for n ∈ {20, 50, 100}. For k = 1, 2, we then generated the
adjacency matrix Ak according to (4), with f(·) the identity. We then computed a p-value
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Algorithm 2 A Test for H0 : Λ1 = . . . = ΛK in (4)
1. Compute T
(
A1+, . . . , A
K
+
)
according to (15).
2. For b = 1, . . . , B:
(a) Generate A1,∗b+ , . . . , A
K,∗b
+ as follows:
i. For all i ≤ j, let (A1,∗b)
ij
, . . . ,
(
AK,∗b
)
ij
be a random permutation of
(A1)ij , . . . ,
(
AK
)
ij
.
ii. For all i < j and all k = 1, . . . , K, set
(
Ak,∗b
)
ji
equal to
(
Ak,∗b
)
ij
.
iii. Let A1,∗b+ , . . . , A
K,∗b
+ be the positive semi-definite parts of A1,∗b, . . . , AK,∗b.
(b) Compute T
(
A1,∗b+ , . . . , A
K,∗b
+
)
according to (15).
3. Compute the p-value,
p =
1
B
B∑
b=1
I{T(A1,∗b+ ,...,AK,∗b+ )≥T(A1+,...,AK+ )},
where IC is an indicator function that equals one if the event C holds, and equals
zero otherwise.
13
according to Algorithm 2. We simulated data in this way 1,000 times, and obtained 1,000
p-values, shown in Figure 4(a).
We also repeated this procedure using Λ1 = Λ2 = diag(n/2, n/4, n/400) and U defined
as in (12). The p-values are shown in Figure 4(b).
In both panels of Figure 4, we see that the p-values are uniformly distributed, indicating
adequate control of Type I error.
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(a) Λ = diag(n/4, n/5)
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(b) Λ = diag(n/2, n/4, n/400)
Figure 4: Quantile-quantile plots of p-values from Algorithm 2 against a uniform distribu-
tion. The colors indicate the value of n: n = 20 (red), n = 50 (green), and n = 100 (blue).
(a): Data were generated according to (4) with Λ1 = Λ2 = diag(n/4, n/5) and U as in (17).
(b): Data were generated according to (4) with Λ1 = Λ2 = diag(n/2, n/4, n/400) and U as
in (12).
3.2.2 Power
Next, in order to explore the power of the test described in Algorithm 2, we generated data
for which H0 : Λ1 = . . . = ΛK does not hold.
First, for r ∈ [0, 1], and for n ∈ {20, 50, 100}, we generated Λ1 and Λ2 as follows:
Λ1 = diag
(n
4
(1 + r),
n
4
(1− r)
)
, Λ2 = diag
(n
4
(1− r), n
4
(1 + r)
)
. (18)
We generated U as in (17). We then generated A1 and A2 according to (4), with f(u) =
max(u, 0). A p-value for H0 : Λ1 = Λ2 was then obtained using Algorithm 2. This
was repeated 1,000 times, leading to p-values p1, . . . , p1000. The power at level α = 0.05,
computed as
power =
1
1000
1000∑
i=1
I(pi<α), (19)
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where IC is an indicator function for the event C, is displayed in Figure 5(a). As expected,
the power increases as r increases, and as n increases.
Next, we defined U as in equation (12) with
Λ1 = diag
(n
4
(1− r), n
5
(1 + r),
n
400
(1− r)
)
,
Λ2 = diag
(n
4
(1 + r),
n
5
(1− r), n
400
(1 + r)
)
.
(20)
The resulting power is shown in Figure 5(b); we see once again that power increases as r
and n increase.
We now compare our test to a test proposed by Tang et al. (2017). Under the assumption
that both graphs are drawn from a RDPG model (2), Tang et al. (2017) fits the RDPG to
each graph, in order to obtain Xˆ1 ≡ (xˆ11 . . . xˆ1n)T and Xˆ2 ≡ (xˆ21 . . . xˆ2n)T , the two sets
of estimated latent vectors. They then calculate the test statistic T = minW ‖Xˆ1−Xˆ2W‖F ,
and also calculate the values of this test statistic under a null distribution obtained via the
parametric bootstrap. This is then used to obtain a p-value for the null hypothesis that
the two graphs are drawn from the same RDPG model. We fit the model using software
obtained from the authors of Tang et al. (2017).
We see from Figure 5 that with data generated under (18) and (20), our test has higher
power than that of Tang et al. (2017). Under (18), the proposal of Tang et al. (2017) fails to
control Type I error: it rejects the null hypothesis in approximately 20% of simulated data
sets with n = 50 for which H0 : Λ1 = Λ2 holds. A slight modification to their algorithm
that replaces the parametric bootstrap with the non-parametric swapping approach used
in Algorithm 2 leads to proper Type I error control, but lower power than our approach.
4 Application to Data
4.1 Wikipedia data
To begin, we consider graphs representing a subset of Wikipedia (Suwan et al., 2016). The
data set is accessible at http://www.cis.jhu.edu/~parky/Data/data.html. The 1,383
vertices represent Wikipedia pages that are available in both French and English. An
English graph is constructed by placing an edge between a pair of vertices if the English
version of either page hyperlinks to the other; the French graph is constructed analogously.
We wish to test whether the two graphs are drawn from the same distribution, i.e. we wish
to test the null hypothesis H0 : ΛEnglish = ΛFrench in the model (4).
The English graph contains 18,857 edges, whereas the French graph contains only 14,973
edges. Therefore, we randomly down-sample the edges in the English graph so that both
graphs contain 14,973 edges. We then test H0 : ΛEnglish = ΛFrench using Algorithm 2.
This results in a test statistic value of T (AEnglish+ , AFrench+ ) = 93.08 and a p-value of p =
0. Therefore, we reject the null hypothesis that the two graphs come from the same
distribution.
As a point of comparison, we also construct two graphs by randomly sampling 15,000
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(a) Λ1,Λ2 in (18), and U in (17)
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(b) Λ1,Λ2 in (20), and U in (12)
Figure 5: The power of the test in Algorithm 2 (solid), along with the powers of the test
of Tang et al. (2017) (dash) and the test of Tang et al. (2017) with a modification to the
bootstrap method (dotted). Colors indicate the value of n: n = 10 (purple), n = 20 (red),
and n = 50 (green). (a): Λ1 and Λ2 are defined in (18), and U is defined in (17). (b): Λ1
and Λ2 are defined in (20), and U is defined in (12).
edges from the English graph twice. This gives two largely overlapping graphs. We test
whether these graphs are drawn from the same distribution using Algorithm 2. This re-
sults in a test statistic value of T (ASample 1+ , A
Sample 2
+ ) = 0.08, and a p-value of p = 0.81.
Therefore, as expected, we fail to reject the null hypothesis that the two graphs come from
the same distribution.
4.2 C. elegans Data
We now consider brain networks in C. elegans, a small transparent roundworm (Varshney
et al., 2011; Chen et al., 2016). The data set is accessible at https://neurodata.io/
project/connectomes/. The 253 vertices represent neurons. We consider two graphs:
a chemical graph, in which two vertices are connected by an edge if there is a chemical
synapse between them, and an electrical graph, in which two vertices are connected by an
edge if there is an electrical junction potential between them. We wish to test whether
the chemical graph and the electrical graph come from the same distribution. Because the
chemical graph has 1695 edges and the electrical graph has only 517 edges, we randomly
down-sampled the edges in the former to obtain a graph with only 517 edges.
We tested the null hypothesis H0 : ΛChemical = ΛElectrical using Algorithm 2. This yields
a test statistic of T (AElectrical+ , AChemical+ ) = 18.06 and a p-value of 0. This leads us to reject
the null hypothesis.
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5 Discussion
In this paper, we propose the multi-RDPG model, a direct extension of the RDPG model
to the setting of multiple graphs. This new model is closely related to the MREG model of
Wang et al. (2017). Unlike the MREG model, the multi-RDPG requires the latent vectors
to be orthogonal and the corresponding values to be non-negative, so that the multi-
RDPG is a direct generalization of the RDPG. Furthermore, we propose a procedure for
fitting the multi-RDPG model that allows us to estimate all latent vectors simultaneously,
leading to improved empirical results. Finally, we present an approach for testing whether
the eigenvalues are equal across the graphs, which controls type I error and has adequate
power against the alternative.
In this paper, we have taken the link function f(·) in (4) to be the identity, in the
interest of simplicity. However, it would be more natural to choose f(·) to be a function
that maps from R to [0, 1], such as the logistic function, f(x) = exp(x)/(1 + exp(x)). This
would require only a modest modification to Algorithm 1. We leave the details to future
work.
The R package multiRDPG will be posted on CRAN.
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A Proofs
Proof of Proposition 2.1.
Proof. Lieb’s Concavity Theorem (Lieb, 1973) states that trace(KTLpKBr) is convex in
K if L and B are positive semi-definite and p, r ≥ 0 and p + r ≤ 1. Applying Lieb’s
Concavity Theorem with p = r = 0.5, K = UT , L =
(
Λk
)2, and B = (Ak+)2, we see
that trace
(
UΛkUTAk+
)
is convex in U . Therefore, g(U) ≡ −2∑Kk=1 trace (UΛkUTAk+) is
concave in U .
By definition of concavity (Boyd and Vandenberghe, 2004),
g(U) ≤ g(U ′) + trace
(
(∇g(U ′))T (U − U ′)
)
.
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Recalling that ∂trace(XBX
TC)
∂X
= CTXBT + CXB, it follows that
∇g(U) = −4
K∑
k=1
Ak+UΛ
k.
Therefore,
g(U) ≤ g(U ′)− 4
K∑
k=1
trace
(
ΛkU ′TAk+(U − U ′)
)
= g(U ′)− 4
K∑
k=1
trace
(
ΛkU ′TAk+U
)
+ 4
K∑
k=1
trace
(
ΛkU ′TAk+U
′)
= −g(U ′)− 4
K∑
k=1
trace
(
ΛkU ′TAk+U
)
.
Therefore, we have shown that h(U |U ′) = −g(U ′) − 4∑Kk=1 trace (ΛkU ′TAk+U) majorizes
g(U).
Proof of Proposition 2.2.
Proof. We can see by inspection that in order to minimize
K∑
k=1
‖Ak+ − UΛkUT‖2F (21)
with respect to an orthogonal matrix U , it suffices to minimize g(U) in Proposition 2.1.
Recall from that proposition that g(U) ≤ h(U | U ′) = −g(U ′)−4∑Kk=1 trace (ΛkU ′TAk+U).
Taking a majorization-minimization approach (Hunter and Lange, 2004), we can decrease
the objective of (21) evaluated at U ′ by solving the optimization problem
minimize
U∈Rn×d, UTU=I
{
−g(U ′)− 4
K∑
k=1
trace
(
ΛkU ′TAk+U
)}
,
where U ′ is the value of U obtained in the previous iteration. This is equivalent to solving
minimize
U∈Rn×d, UTU=I
{
−trace
((
K∑
k=1
ΛkU ′TAk+
)
U
)}
,
or equivalently, to solving
minimize
U∈Rn×d, UTU=I

∥∥∥∥∥
K∑
k=1
Ak+U
′Λk − U
∥∥∥∥∥
2
F
 .
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This is an orthogonal Procrustes problem (Schönemann, 1966), for which the solution is
BCT , where the columns of B and C are the left and right singular vectors, respectively,
of the matrix
∑K
k=1A
k
+U
′Λk.
Proof of Proposition 2.3
Proof. We see by inspection that in order to solve (8), it suffices to solve
minimize
Λ1,...,ΛK∈∆d+
{
K∑
k=1
(
−2trace (UTAk+UΛk)+ n∑
j=1
(
Λkjj
)2)}
,
or equivalently, to solve
minimize
Λkjj≥0
{
−2ZkjjΛkjj +
(
Λkjj
)2}
for j = 1, . . . , n and k = 1, . . . , K, for Zk = UTAk+U . The result follows directly.
Proof of Proposition 3.1
Proof. Because U is orthogonal and Λ is diagonal, we have that
‖Ak+ − UΛUT‖2F = ‖Ak+‖2F − 2trace(UΛUTAk+) +
d∑
j=1
Λ2jj, (22)
where Λjj is the jth diagonal element of Λ. Thus, the optimization problem in (16) can be
re-written as
minimize
U∈Rn×d, UTU=I, Λ∈∆d+

∥∥∥∥∥ 1K
K∑
k=1
Ak+ − UΛUT
∥∥∥∥∥
2
F
 . (23)
Notice that 1
K
∑K
k=1 A
k
+ is the sum of positive semidefinite matrices, and is therefore positive
semidefinite. The result follows directly from the fact that the truncated singular value
decomposition yields the best approximation to a matrix in terms of Frobenius error (Eckart
and Young, 1936; Johnson, 1963).
References
Abbe, E., A. S. Bandeira, and G. Hall (2016). Exact recovery in the stochastic block model.
IEEE Transactions on Information Theory 62 (1), 471–487.
Absil, P.-A., A. Edelman, and P. Koev (2006). On the largest principal angle between
random subspaces. Linear Algebra and Its Applications 414 (1), 288–294.
Boyd, S. and L. Vandenberghe (2004). Convex Optimization. Cambridge University Press.
19
Celisse, A., J.-J. Daudin, L. Pierre, et al. (2012). Consistency of maximum-likelihood and
variational estimators in the stochastic block model. Electronic Journal of Statistics 6,
1847–1899.
Chen, L., J. T. Vogelstein, V. Lyzinski, and C. E. Priebe (2016). A joint graph inference
case study: the c. elegans chemical and electrical connectomes. Worm 5 (2), e1142041.
Csiszár, I. and G. Tusnády (1984). Information geometry and alternating minimization
procedures. Statistics and Decisions 1, 205–237.
Dawson, S. et al. (2008). A study of the relationship between student social networks and
sense of community. Educational Technology & Society 11 (3), 224–238.
Decelle, A., F. Krzakala, C. Moore, and L. Zdeborová (2011). Asymptotic analysis of the
stochastic block model for modular networks and its algorithmic applications. Physical
Review E 84 (6), 066106.
Dong, X., P. Frossard, P. Vandergheynst, and N. Nefedov (2014). Clustering on multi-layer
graphs via subspace analysis on grassmann manifolds. IEEE Transactions on Signal
Processing 62 (4), 905–918.
Durante, D., D. B. Dunson, and J. T. Vogelstein (2017). Nonparametric Bayes modeling
of populations of networks. Journal of the American Statistical Association 112 (520),
1516–1530.
Eckart, C. and G. Young (1936). The approximation of one matrix by another of lower
rank. Psychometrika 1 (3), 211–218.
Erdös, P. and A. Rényi (1959). On random graphs, i. Publicationes Mathematicae (Debre-
cen) 6, 290–297.
Hermundstad, A. M., D. S. Bassett, K. S. Brown, E. M. Aminoff, D. Clewett, S. Freeman,
A. Frithsen, A. Johnson, C. M. Tipper, M. B. Miller, et al. (2013). Structural foundations
of resting-state and task-based functional connectivity in the human brain. Proceedings
of the National Academy of Sciences 110 (15), 6169–6174.
Hoff, P. (2008). Modeling homophily and stochastic equivalence in symmetric relational
data. In Advances in Neural Information Processing Systems, pp. 657–664.
Hoff, P. D. (2009). Multiplicative latent factor models for description and prediction of
social networks. Computational and Mathematical Organization Theory 15 (4), 261.
Hoff, P. D., A. E. Raftery, and M. S. Handcock (2002). Latent space approaches to social
network analysis. Journal of the American Statistical Association 97 (460), 1090–1098.
Holland, P. W., K. B. Laskey, and S. Leinhardt (1983). Stochastic blockmodels: First
steps. Social Networks 5 (2), 109–137.
20
Hunter, D. R. and K. Lange (2004). A tutorial on MM algorithms. The American Statis-
tician 58 (1), 30–37.
Johnson, R. M. (1963). On a theorem stated by eckart and young. Psychometrika 28 (3),
259–263.
Lieb, E. H. (1973). Convex trace functions and the Wigner-Yanase-Dyson conjecture.
Advances in Mathematics 11 (3), 267–288.
Ma, Z. and Z. Ma (2017). Exploration of large networks via fast and universal latent space
model fitting. arXiv preprint arXiv:1705.02372 .
Miller, J. A., S. Horvath, and D. H. Geschwind (2010). Divergence of human and mouse
brain transcriptome highlights Alzheimer disease pathways. Proceedings of the National
Academy of Sciences 107 (28), 12698–12703.
Nelson, B. G., D. S. Bassett, J. Camchong, E. T. Bullmore, and K. O. Lim (2017). Com-
parison of large-scale human brain functional and anatomical networks in schizophrenia.
NeuroImage: Clinical 15, 439–448.
Nickel, C. L. M. (2008). Random Dot Product Graphs A Model For Social Networks. Ph.
D. thesis, The Johns Hopkins University.
Pansiot, J.-J. and D. Grad (1998). On routes and multicast trees in the internet. ACM
SIGCOMM Computer Communication Review 28 (1), 41–50.
Ponomarev, I., S. Wang, L. Zhang, R. A. Harris, and R. D. Mayfield (2012). Gene coexpres-
sion networks in human brain identify epigenetic modifications in alcohol dependence.
Journal of Neuroscience 32 (5), 1884–1897.
R Core Team (2015). R: A Language and Environment for Statistical Computing. Vienna,
Austria: R Foundation for Statistical Computing.
Scheinerman, E. R. and K. Tucker (2010). Modeling graphs using dot product representa-
tions. Computational Statistics 25 (1), 1–16.
Schönemann, P. H. (1966). A generalized solution of the orthogonal Procrustes problem.
Psychometrika 31 (1), 1–10.
Shiga, M. and H. Mamitsuka (2012). A variational Bayesian framework for clustering
with multiple graphs. IEEE Transactions on Knowledge and Data Engineering 24 (4),
577–590.
Stopczynski, A., V. Sekara, P. Sapiezynski, A. Cuttone, M. M. Madsen, J. E. Larsen, and
S. Lehmann (2014). Measuring large-scale social networks with high resolution. PloS
One 9 (4), e95978.
21
Suwan, S., D. S. Lee, R. Tang, D. L. Sussman, M. Tang, C. E. Priebe, et al. (2016). Empiri-
cal Bayes estimation for the stochastic blockmodel. Electronic Journal of Statistics 10 (1),
761–782.
Szklarczyk, D., A. Franceschini, S. Wyder, K. Forslund, D. Heller, J. Huerta-Cepas, M. Si-
monovic, A. Roth, A. Santos, K. P. Tsafou, et al. (2014). String v10: Protein–protein
interaction networks, integrated over the tree of life. Nucleic Acids Research 43 (D1),
D447–D452.
Tang, M., A. Athreya, D. L. Sussman, V. Lyzinski, Y. Park, and C. E. Priebe (2017). A
semiparametric two-sample hypothesis testing problem for random graphs. Journal of
Computational and Graphical Statistics 26 (2), 344–354.
Tang, W., Z. Lu, and I. S. Dhillon (2009). Clustering with multiple graphs. In Data Mining,
2009. ICDM’09. Ninth IEEE International Conference on, pp. 1016–1021. IEEE.
Varshney, L. R., B. L. Chen, E. Paniagua, D. H. Hall, and D. B. Chklovskii (2011). Struc-
tural properties of the caenorhabditis elegans neuronal network. PLoS Comput Biol 7 (2),
e1001066.
Wang, L., Z. Zhang, and D. Dunson (2017). Common and individual structure of multiple
networks. arXiv preprint arXiv:1707.06360 .
Wang, S., J. T. Vogelstein, and C. E. Priebe (2017). Joint embedding of graphs. arXiv
preprint arXiv:1703.03862 .
Wu, Y.-J., E. Levina, and J. Zhu (2017). Generalized linear models with low rank effects
for network data. arXiv preprint arXiv:1705.06772 .
Young, S. J. and E. R. Scheinerman (2007). Random dot product graph models for social
networks. In International Workshop on Algorithms and Models for the Web-Graph, pp.
138–149. Springer.
Yu, H., P. Braun, M. A. Yıldırım, I. Lemmens, K. Venkatesan, J. Sahalie, T. Hirozane-
Kishikawa, F. Gebreab, N. Li, N. Simonis, et al. (2008). High-quality binary protein
interaction map of the yeast interactome network. Science 322 (5898), 104–110.
22
