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Abstract
In this article, we propose a modified technique for finding Stein operator for the class of infinitely divisible
distributions using its characteristic function that relaxes the assumption of the first finite moment. Using
this technique, we reproduce the Stein operators for stable distributions with α ∈ (0, 2) with less efforts.
We have shown that a single approach with minor modifications is enough to solve the Stein equations
for the stable distributions with α ∈ (0, 1) and α ∈ (1, 2). Finally, we give applications of our results for
stable approximations.
Key words: Stein’s method, Stable distributions, Semigroup approach, Characteristic function approach,
Self-decomposability.
1 Introduction
Stein’s method has been recognized as one of the most successful tool for studying approximation problems
in probability. This novel method is first introduced for normal approximation by Charles Stein [22] in 1972.
Thereafter several extensions of this method for various well-known probability distributions are studied by
several authors. For instance, Stein’s method for the classical distributions, such as, the Poisson distribution
[8], gamma distribution [16], Laplace distribution [17] and exponential distribution [10] is well-known. This
technique is not limited to the classical distributions but also extends general families of distribution, such
as the Pearson family [21], variance-gamma [11] and discrete Gibbs measure family [15, 9]. For more details
on Stein’s method, we refer to the reader [18].
Stein’s method can be divided into three parts. First, one finds an appropriate Stein operator A for a given
target distribution and it can be found in several ways. Next, one considers the Stein equation
A(f)(X) = h(x) − Eh(X) (1)
with h ∈ HX (a class of nice functions). Let (Pt)t≥0 be a semigroup that generates A (see [4]). Then it is
known that P0 = h, P∞ = Eh(X) and the relation
dPt
dt = APt, which guarantees that
fh(x) = −
∫ ∞
0
(Pt(h)(x) − Eh(X))dt (2)
and fh is the solution to (1). Finally, one uses the properties of (Pt)t≥0 to derive some “nice” estimates of fh,
and Stein factors are estimated by bounding the quantity |E(h(Y )− h(X))|, where Y is a random variable of
interest. The problem of getting an upper bound of |E(h(Y )−h(X))| is equivalent to bounding |EA(fh)(Y )|
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which gives an error bound between the distribution of a random variable Y and the distribution of the
target random variable X.
In recent years, several techniques have been developed to find Stein operator such as the density method [23],
the generator method [4], the probability generating approach [25], an approach to product distributions [12]
and so on. Finding a suitable Stein operator is an important task as it reveals the behavior of distribution.
Infinitely divisible distributions (IDD) form an important class of distributions in modeling well-known phe-
nomena in finance [14], physics [24] and various other fields. This class includes several classical distributions
and stable distributions as well. For details on IDD, we refer to the reader [20]. Therefore it is important
to explore Stein characterization for IDD. In this direction, Arras and Houdre´ [2, 3] have developed Stein’s
method for IDD and multivariate self-decomposable distributions, where a nice characterization for finding
Stein operator using covariance representation is given and the Stein equation is solved using the semigroup
approach. Stein’s method for stable distributions are independently developed by Arras and Houdre´ [3],
Xu [26] and Chen et. al. [6, 7] for different ranges of α, the stability parameter. However, the techniques
depend on the range of α and are significantly different. These articles [2, 3, 26, 6, 7] raise two interesting
questions:
(Question 1) For an infinitely divisible random variable X and a suitable space of functions, FX , can
one find a modified approach to derive the Stein operator for IDD that relaxes the assumption first
finite moment?
(Question 2) Can one unify the Stein’s method for stable distributions for α ∈ (0, 2)?
In this article, we provide a modified technique to derive a Stein operator for IDD using its characteristic
function that relaxes the assumption of the first finite moment. Using this technique, we reproduce the Stein
operators for the stable distributions with α ∈ (0, 2) obtained in [3, 26, 6, 7] with less efforts. We have shown
that a single approach so-called semigroup approach is enough to solve the Stein equations for the stable
distributions with α ∈ (0, 1) and α ∈ (1, 2) respectively. Finally, we demonstrate stable approximations.
The organization of the article is as follows. In Section 2, we discuss some preliminaries and known results.
In Section 3, we state our result on Stein operator for IDD, and in particular for the stable family. In Section
4, we discuss two applications of our results for stable approximation. We compute Wasserstein-δ, δ < α
and Wasserstein-2 distance for α ∈ (0, 1) and α ∈ (1, 2) respectively. In Section 5, we provide the proofs of
results presented in Section 3 and Section 4.
2 Preliminaries and known results
LetX ∼ IDD(β, σ2, ν) where β, σ ∈ R and ν is a Le´vy measure satisfying ν({0}) = 0 with
∫
R
(1∧|u|2)ν(du) <
+∞. Then by Le´vy-Khintchine formula (see Theorem 8.1, [20]), for any t ∈ R, its characteristic function
(cf) is given by
φ(t) = exp
{
itβ − σ
2t2
2
+
∫
R
(eitu − 1− itu1|u|≤1)ν(du)
}
. (3)
Sato ([20], Corollary 11.6) have shown that for every IDD on R, there is a Le´vy process {Xt} such that
both of {Xt} and X have the same cf. Suppose the Le´vy process {Xt} having cf as (3). Then, IDD can be
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characterized using Definition 11.9 given in Sato [20] as follows.
(i) If σ2 = 0 and ν(R) <∞. Then, it is called of type A.
(ii) If σ2 = 0, ν(R) =∞, ∫|u|≤1 uν(du) <∞. Then, it is called of type B.
(iii) If
∫
|u|≤1 uν(du) =∞ or σ2 > 0. Then, it is called of type C.
Choosing a suitable triplet (β, σ2, ν), normal, gamma, Laplace, Poisson, compound Poisson, negative bino-
mial, a family stable distributions can be represented as IDD, and also belong to aforementioned classifica-
tions. Next, we discuss about various cf representations of non-Gaussian stable distributions. Let us define
non-Gaussian stable distributions.
2.1 Non-Gaussian stable distributions
Definition 2.1. (Applebaum [1], p.32) Let X ∼ IDD(β, 0, να) where β ∈ R and the Le´vy measure, να is
given by
να(du) =
(
m1
1
uα+1
1(0,∞)(u) +m2
1
|u|α+11(−∞,0)(u)
)
du, (4)
with m1,m2 ∈ [0,∞) such that m1 + m2 > 0 and α ∈ (0, 2). Then, X is called a non-Gaussian stable
random variable and its distribution is denoted by S(α, β).
Next, we give characterization of non-Gaussian stable distributions in terms its cf.
Lemma 2.2. Let X ∼ S(α, β). Then, cf of X is given by
ψα(t) = exp
{
itβ +m1
∫ ∞
0
(
eitu − 1− itu
1 + u2
)
du
uα+1
+m2
∫ 0
−∞
(
eitu − 1− itu
1 + u2
)
du
|u|1+α
}
(5)
= exp {itΓα + Zα(t)} (say), (6)
where Γα and Zα(t) are given in the following table as:
α Γα Zα(t)
(0, 1) β − (m1 −m2)
∫ ∞
0
du
uα(1 + u2)
∫ ∞
−∞
(eitu − 1)να(du)
[1, 2) β + 2(m1 −m2)
∫ 1
0
u2
uα(1 + u2)
− (m1 −m2)
∫ ∞
0
1 ∧ u2
uα(1 + u2)
du
∫ ∞
−∞
(eitu − 1− itu1{|u|≤1})να(du)
Many authors use another form of cf ([13], p.164) for non-Gaussian stable distributions with α ∈ (0, 2) which
is as follows.
ψα(t) = E
[
eitX ] =


exp
{
itγα − dα|t|α(1− iθ t|t| tan pi2α)
}
α ∈ (0, 2) \ {1}
exp
{
itγα − dα|t|(1 + iθ t|t| 2pi log|t|)
}
α = 1.
(7)
Here α ∈ (0, 2), γα ∈ R, dα ≥ 0 and θ ∈ [−1, 1] denotes the stability, location, scale and skewness parameters
respectively. The following table provides the parameters γα, dα:
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α γα dα
(0, 1) β − (m1 −m2)
∫ ∞
0
du
uα(1 + u2)
−(m1 +m2)
∫ ∞
0
(
e−u − 1) du
u1+α
cos
pi
2
α
1 β − (m1 −m2)
∫ ∞
0
(
sinu
u2
− 1
u(1 + u2)
)
du (m1 +m2)
pi
2
(1, 2) β − (m1 −m2)
∫ ∞
0
u2−α
1 + u2
du −(m1 +m2)
∫ ∞
0
(
e−u − 1 + u) du
u1+α
cos
pi
2
α
and θ = m1−m2m1+m2 .
Remark 2.3. It can be easily seen that the cf representations (5) and (7) are identical by suitably adjusting
να and a simple application of Cauchy’s theorem. Throughout the article, we use (5) as cf of S(α, β).
2.2 Self-decomposable property
Definition 2.4. Let X be a random variable with cf Ψ(t). Then, X is said to have self-decomposable
property if for any η ∈ (0, 1),
Ψη(t) :=
Ψ(t)
Ψ(ηt)
, t ∈ R, (8)
is also represent a cf for the same distribution.
Lemma 2.5. Let X ∼ S(α, β) with α ∈ (0, 2) and β ∈ R. Then, X has the self-decomposable property.
We apply semigroup approach to develop Stein’s method for stable distributions as mentioned in Introduc-
tion. Let us define C0-semigroup and its infinitesimal generator.
2.3 C0-semigroup and its generator
Definition 2.6. Let B be a Banach space. A semigroup Pt : R+ →M(B) (where M(B) denotes the space
of all bounded linear operators in B) is said to be a C0-semigroup if it satisfies,
1. Pt+s = PtPs for all t, s ≥ 0,
2. limt→0+ Ptf = f for all f ∈ B, and
the infinitesimal generator A of Pt is defined by, A(f) = limt→0+ Pt(f)−P0(f)t , where f ∈ B.
To the end of this section, let us introduce probability metrics used in this article.
2.4 Metrics
Throughout the article, we use ||f || = supx∈R |f(x)|. Let X ∼ S(α, β), with α ∈ (0, 1). Then, it is known
that first moment for the random variable X is not finite. But it has fractional moments ([19], p.18) such
that E|X|δ <∞ whenever δ < α. Thus, the Wasserstein distance can not be computed. In this article, we
use,
dWδ(V,X) = sup
h∈Hδ
|E[h(V )− E[h(X)]|, δ < α (9)
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where V is the variable of interest with α ∈ (0, 1) e.g. a sum of i.i.d random variables such that the
first moment is not finite, Hδ is a class of Lipschitz functions such that h : (R, dδ) → (R, d) satisfies
d(h(x), h(y)) ≤ dδ(x, y). The metrics dδ , d are defined for all x, y ∈ R by dδ(x, y) = min(|x − y|, |x − y|δ),
d(x, y) = |x− y| respectively.
Let Z ∼ S(α, β), with α ∈ (1, 2). Note that, Z has the first finite moment. Therefore, we derive
dW2(Y,Z) = sup
h∈H2
|E[h(Y )− E[h(Z)]| (10)
where Y is a variable of interest with α ∈ (1, 2) e.g. a sum of i.i.d random variables with the first fi-
nite moment, H2 is the class of all bounded Lipschitz second order differentiable functions h satisfies
||h(j)|| ≤ 1 for j = 0, 1, 2.
3 Main results
In this section, we discuss the three important components of Stein’s method for IDD, as mentioned in the
Introduction. First, we discuss about a Stein operator for the family of IDD and, in particular, we observe
that Stein operators for a family of stable distributions can be easily derived. Let C∞b (R) := {f : R →
R| f is bounded and infinitely differentiable}. Then,
FX := {f ∈ C∞b (R)| ‖f‖m,n <∞ and f (k)(x)→ 0 as x→ ±∞, k = 0, 1, 2, . . .},
where ‖f‖m,n := supx∈R
∣∣xmdnf(x)dxn | for m,n ∈ N. Next, we state our result on Stein operator for IDD.
Theorem 3.1. Let X ∼ IDD(β, σ2, ν) with cf (3). Then, using Definition 11.9 Sato [20], we have the
following operators.
(i) (Type A) If ν(R) < ∞, σ2 = 0, and the choice of β − ∫|u|≤1 uν(du) = 0. Then the Stein operator for
X is given by
AX(g)(x) = xg(x) −
∫
R
ug(x + u)ν(du), g ∈ FX . (11)
(ii) (Type B) If ν(R) = ∞, σ2 = 0, β ∈ R, ∫|u|≤1 uν(du) < ∞, and setting βν = β − ∫|u|≤1 uν(du). Then
the Stein operator for X is given by
AX(g)(x) = (x− βν)g(x) −
∫
R
ug(x+ u)ν(du), g ∈ FX . (12)
(iii) (Type C) If σ2 = 0, β ∈ R, ∫|u|≤1 uν(du) =∞, and ∫|u|>1 uν(du) <∞. Then the Stein operator for X
is given by
AX(g)(x) = (x− β)g(x) −
∫
R
u(g(x + u)− g(x)1{|u|≤1})ν(du), g ∈ FX . (13)
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(iv) (Type C) If ν(du) = 0, σ2 > 0 and β ∈ R. Then the Stein operator for X is given by
AX(g)(x) = (x− β)g(x) − σ2g′(x), g ∈ FX . (14)
Remark 3.2. The Stein operator for IDD given in Arras and Houdre´ [[2], Theorem 3.1 and Section 5] is
a special case of Theorem 3.1 of (ii). However, they assume the first moment to be finite (due to the choice
of FX as bounded Lipschitz), and our proof of Theorem 3.1 in Section 5 do not require this assumption.
Also, observe that several classical distributions such as Poisson, normal, Laplace, and gamma can be viewed
as IDD and by choosing appropriate triplet (β, σ2, ν). Stein operators for these distributions can be easily
derived using Theorem 3.1. In particular, stable distributions are also IDD, but the derivation of Stein
operator is not straightforward (see, Chen et. al. [6, 7]).
We next state our result on Stein operators for stable distributions.
Theorem 3.3. Let X ∼ S(α, β), with α ∈ (0, 2) and cf given by (6). Then, for g ∈ FX , Stein operators are
Aα(g)(x) =


(x− Γα)g(x) −
∫
R
g(x+ u)uνα(du), for α ∈ (0, 1),
(x− Γα)g(x) −
∫
R
(g(x+ u)− g(x)1{|u|≤1})uνα(du), for α ∈ [1, 2).
(15)
The following corollary immediately follows for symmetric stable distributions by setting m1 = m2 = m,
β = 0 and adjusting να.
Corollary 3.4. Let X ∼ S(α, 0), for α ∈ (0, 2). Then the Stein operator for X is given by
Aα(g)(x) = xg(x)−m
∫ ∞
0
g(x+ u)− g(x − u)
uα
du. (16)
Remark 3.5. (i) Chen et. al. [Proposition 2.4, [6]] and [Theorem 1.2, [7]] give characterizations of
Stein operators for the stable distributions with α ∈ (0, 2). Stein operators for stable distributions
with α ∈ (0, 2) are derived, using Barbour’s generator approach [4], where the scale and the location
parameters are chosen to be 1 and 0 respectively, for α ∈ (0, 2), and further, for α = 1, the skewness
parameter is also set to zero. Our operators given in (15) are derived using cf given in (5) without
any assumption on the scale, location and skewness parameter. Under the assumptions of Chen et.
al.[6, 7], their Proposition 2.4 and Theorem 1.2 can be retrieved from Theorem 3.3.
(ii) Recently Arras and Houdre´ [3] derived a characterization on Stein oprerator for stable distributions
with α ∈ [0, 1). The operators given in [[3], Theorem 3.1 and Theorem 3.2] exactly match with our
operator.
(iii) Arras and Houdre´ [Theorem 3.1. [2]] and Xu [Theorem 4.1. [26]] derive a characterization of Stein
operator for symmetric-stable distributions with α ∈ (1, 2) and α ∈ (0, 2) respectively. Our operator
given in (16) is comparable to the operators given in Theorem 3.1, [2] and Theorem 4.1, [26].
Now, we use the Stein operators derived in (15) to setup the Stein equation. Let X ∼ S(α, β), and h ∈ HX
(a class of functions depends on the choice of metric) with E|h(X)| < ∞. Then the Stein equation to the
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corresponding Stein operator, α ∈ (0, 2), is given by
Aα(g)(x) = h(x) − E(h(X)), g ∈ FX . (17)
The next step is to solve the Stein equation for stable distributions. We adopt the semigroup approach
developed by Barbour [4] (for details, see Arras and Hondre´ [2]). Let fˆ be a Fourier transform operator.
Then for every f ∈ FX , fˆ(ξ) =
∫
R
f(x)e−ixξdx. Now, we construct a suitable semigroup to solve Stein
equation for various ranges of α.
Lemma 3.6. Let X ∼ S(α, β), ψα as defined in (6) and (Pαt )t≥0 a family of operators defined by
Pαt (f)(x) =
1
2pi
∫
R
fˆ(ξ)eiξxe
−t ψα(ξ)
ψα(e−tξ)
dξ, α ∈ (0, 1) ∪ (1, 2), f ∈ FX . (18)
Then, each fixed value of α, (Pαt )t≥0 is C0-semigroup on L
p(X) with p ≥ 1 and, for all f ∈ FX , x ∈ R, its
infinitesimal generator Tα is defined by,
Tα(f)(x) =


−xf ′(x) + Γαf ′(x) +
∫
R
f ′(x+ u)uνα(du), for α ∈ (0, 1)
−xf ′(x) + Γαf ′(x) +
∫
R
(f ′(x+ u)− f ′(x)1|u|≤1)uνα(du), for α ∈ (1, 2).
(19)
Now, we derive the solution for the Stein equation (17) by using above Lemma.
Theorem 3.7. Suppose h ∈ Hδ and h ∈ H2 whenever α ∈ (0, 1) and α ∈ (1, 2) respectively.
Let
fαh (x) = −
∫ ∞
0
(Pαt (h)(x) − Eh(X))dt, α ∈ (0, 1) ∪ (1, 2). (20)
Then, we have
Tα(fαh )(x) = h(x) − Eh(X). (21)
Following steps given in ( Lemma 5.8, [2]) and using Stein operator given in (15), the proof easily follows.
Remark 3.8. (i) Note that, in view of Theorem 3.7, the semigroup approach can be used to solve the
Stein equation for stable distributions with α ∈ (0, 1) where first moment not finite.
(ii) Chen et. al. [6, 7] have derived solution to the Stein equation for stable distribution with α ∈ (0, 1]
and α ∈ (1, 2) respectively by Barbour’s generator approach [4], using the trasition density function
for stable processes. Xu [26] also uses the Barbour’s generator approach to solve the Stein equation
for symmetric-stable distribution with α ∈ (1, 2). Arras and Houdre´ [2] provide a semigroup approach
to solve the Stein equation for IDD with the first finite moment. Recently Arras and Houdre´ [3] have
shown that semigroup approach is also applicable for multivariate stable distributions with α ∈ (0, 1).
(iii) Observe also that this approach fails for stable distribution with α = 1.
The next step is to estimate some ”nice” properties of fαh to get Stein bounds. The following theorem gives
estimates on solution to the Stein equation.
Theorem 3.9. The solution fαh , defined in (20), has the following properties:
(i) Let h ∈ Hδ, δ < α and α ∈ (0, 1). Then, fαh is differentiable on R and∥∥(fαh )′∥∥ ≤ ∥∥h′∥∥ . (22)
(ii) Let h ∈ H2 and α ∈ (1, 2). Then, fαh is twice differentiable on R. Also,
∥∥(fαh )′∥∥ ≤ ∥∥h′∥∥ and ∥∥(fαh )′′∥∥ ≤ 12
∥∥h′′∥∥ . (23)
Remark 3.10. Xu [26], Chen et. al. [6, 7] provide some estimates on solution to the Stein equation (17),
using the transition density properties for stable processes. However, to derive Theorem 3.9, we simply need
self-decomposable property (see (8)) of stable distributions.
4 Applications
4.1 Error bound on approximation to stable distribution with α ∈ (0, 1)
We provide an error bound for a sequence of i.i.d random variables in the domain of normal attraction to
the stable distribution with α ∈ (0, 1). Let us define the domain of normal attraction, Dα as follows.
Definition 4.1. ([6], p.4) A real-valued random variable Y is said to be in the domain of normal attraction,
Dα of a stable distribution with α ∈ (0, 1) if its CDF, FY satisfies
1− FY (y) = A+ e(y)|y|α (1 + θ) and FY (−y) =
A+ e(−y)
|y|α (1− θ), (24)
where y > 1, α ∈ (0, 1), θ ∈ [−1, 1], A(> 0) a constant and e : R → R is a bounded differentiable function
vanishing at ±∞. Since e is bounded, we denote K = supy∈R e(y).
Next, we present an error bound on Wasserstein-δ distance for X, having stable distribution with α ∈ (0, 1),
and a suitable random variable.
Theorem 4.2. Let Y1, Y2, . . . , Yn be a sequence of i.i.d random variables such that Yi follows distribution
as (24). Set Tn = n
−1/α(Y1 + Y2 + · · ·+ Yn). Then,
dWδ(Tn,X) ≤
Cα,A,K
n
+
3
n
1
α
−1
∫
|y|<1/M
(|y|1−αe′(y) + α|y|−αe(y)) dy
+
(
Γα +
1
n
1
α
−1
∫
|y|> 1
M
(|y|1−αe′(y) + α|y|−αe(y)) dy
)
+
C1,να
n
1
α
−1
(25)
where M > 0 is an arbitrary number, Cα,A,K and C1,να are constants.
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Remark 4.3. (i) Note that, in view of Theorem 4.2, the error bound includes location parameter on
approximation to stable distribution with α ∈ (0, 1).
(ii) Chen et. al. [6], Chen and Xu [5] give error bounds on approximation to stable distribution with
α ∈ (0, 1) by choosing the location parameter to be 0.
4.2 Error bound on approximation to stable distribution with α ∈ (1, 2)
Here, we present an error bound on Wasserstein-2 distance for X, having stable distribution with α ∈ (1, 2),
and a suitable random variable. To derive an error bound, we apply kernel decomposition method introduced
by Xu [26] for symmetric-stable approximation. Later, Arras and Houdre´ [2] generalized it for IDD with
first finite moment.
Theorem 4.4. Let Z1, . . . , Zn be a sequence of i.i.d random variables with EZi = 0 and E|Zi| < ∞. Set
Sn = Z1 + . . .+ Zn. Then,
dW2(Sn,X) ≤
1
2
n∑
i=1
∫ N
−N
∣∣∣∣Kνα(t,N)n −Ki(t,N)
∣∣∣∣ dt+ 2
(∫
|u|>N
|u|να(du) +
n∑
i=1
E
[|Zi|1{|Zi|>N}]
)
+
(
Γα +
∫
|u|>1
|u|να(du)
)
+
C2,να√
2
, (26)
where N > 0 is an arbitrary number, Kνα(t,N) = 1[0,N ](t)
∫ N
t
uνα(du)+1[−N,0](t)
∫ t
−N
(−u)να(du), Ki(t,N) =
E
[
Zi1{0≤t≤Zi≤N} − Zi1{−N≤Zi≤t≤0}
]
and C2,να is a constant.
Remark 4.5. (i) Note also that, in view of Theorem 4.4, the upper bound on dW2(Sn,X) contains location
parameter for stable approximation with α ∈ (1, 2).
(ii) Chen et. al. [7], Chen and Xu [5] give error bounds on approximation to stable distribution with
α ∈ (1, 2) by choosing the location parameter to be 0. Again, Arras and Houdre´ [2] present an error
bound on approximation to IDD with first finite moment.
5 Proofs
5.1 Proof of the Theorem 3.1
Let X ∼ IDD(β, σ2, ν) with cf given in (3). Now, taking logarithm both sides of (3), we get
log φ(t) = itβ − σ
2t2
2
+
∫
R
(eitu − 1− itu1{|u|≤1})ν(du). (27)
Differentiating (27) with respect to t, we have
φ′(t) =
[
iβ − σ2t+ i
∫
R
u(eitu − 1{|u|≤1})ν(du)
]
φ(t). (28)
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Whenever there exists a function F satisfying,
φ(t) =
∫
R
eitxF (x, β, σ2, ν)dx and φ′(t) = i
∫
R
xeitxF (x, β, σ2, ν)dx. (29)
Proof of (i) Suppose that ν(R) <∞, σ2 = 0, and β − ∫
R
u1{|u|≤1}ν(du) = 0.
From (28) and (29), let there exists a function F1, such that
i
{∫
R
ueituν(du)
}
φ(t)− i
∫
R
xeitxF1(x, ν)dx = 0. (30)
Note that, {∫
R
ueituν(du)
}
φ(t) =
∫
R
∫
R
ueitueitxF1(x, ν)ν(du)dx
=
∫
R
∫
R
ueit(u+x)ν(du)F1(x, ν)dx
=
∫
R
∫
R
ueityν(du)F1(y − u, ν)dy
=
∫
R
∫
R
ueitxν(du)F1(x− u, ν)dx
=
∫
R
eitx
∫
R
uF1(x− u, ν)ν(du)dx.
From (30), we get ∫
R
ieitx{
∫
R
uF1(x− u, ν)ν(du) − xF (x, ν)}dx = 0. (31)
Let g ∈ FX . On (31), we apply inverse Fourier transform and then multiply by g(x). Next, integrating over
R with respect to x, we get∫
R
g(x)
{∫
R
uF1(x− u, ν)ν(du) − xF1(x, ν)
}
dx = 0. (32)
Now, ∫
R
∫
R
ug(x)F1(x− u, ν)ν(du)dx =
∫
R
∫
R
ug(y + u)F1(y, ν)ν(du)dy
=
∫
R
∫
R
ug(x+ u)F1(x, ν)ν(du)dx
= E
(∫
R
ug(X + u)ν(du)
)
.
Hence, the identity (32) leads to a ‘nice’ form as follows,
E
(
Xg(X) −
∫
R
ug(X + u)ν(du)
)
= 0. (33)
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Hence the result.
Proof of (ii) Suppose ν(R) =∞, σ2 = 0, β ∈ R, ∫|u|≤1 uν(du) <∞, and setting βν = β − ∫|u|≤1 uν(du).
From (28) and (29), let there exists a function F2 such that
i
{
βν +
∫
R
ueituν(du)
}
φ(t)− i
∫
R
xeitxF2(x, β, ν)dx = 0. (34)
Note that, {∫
R
ueituν(du)
}
φ(t) =
∫
R
∫
R
ueitueitxF2(x, β, ν)ν(du)dx
=
∫
R
∫
R
ueit(u+x)ν(du)F2(x, β, ν)dx
=
∫
R
∫
R
ueityν(du)F2(y − u, β, ν)dy
=
∫
R
∫
R
ueitxν(du)F2(x− u, β, ν)dx
=
∫
R
eitx
∫
R
uF2(x− u, β, ν)ν(du)dx, and
From (34), we get
∫
R
ieitx
{
βνF2(x, β, ν) +
∫
R
uF2(x− u, β, ν)ν(du) − xF2(x, β, ν)
}
dx = 0. (35)
Let g ∈ FX . On (35), we apply inverse Fourier transform and then multiply by g(x). Next, integrating over
R with respect to x, we get∫
R
g(x)
{
βνF2(x, β, ν) +
∫
R
uF2(x− u, β, ν)ν(du) − xF2(x, β, ν)
}
dx = 0. (36)
Now, ∫
R
∫
R
ug(x)F2(x− u, β, ν)ν(du)dx =
∫
R
∫
R
ug(y + u)F2(y, β, ν)ν(du)dy
=
∫
R
∫
R
ug(x+ u)F2(x, β, ν)ν(du)dx
= E
(∫
R
ug(X + u)ν(du)
)
.
Hence, the identity (36) leads to a ‘nice’ form as follows,
E
(
Xg(X) − βνg(X) −
∫
R
ug(X + u)ν(du)
)
= 0. (37)
Hence the result.
Proof of (iii) Suppose σ2 = 0, β ∈ R, ∫|u|≤1 uν(du) =∞, and ∫|u|>1 uν(du) <∞.
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From (28) and (29), let there exists a function F3 such that
i
(
β +
∫
|u|>1
uν(du)
)
φ(t) + i
{∫
R
u(eitu − 1)ν(du)
}
φ(t)− i
∫
R
xeitxF3(x, β, ν)dx = 0. (38)
Note that, {∫
R
u(eitu − 1)ν(du)
}
φ(t) =
∫
R
∫
R
u(eitu − 1)eitxF3(x, β, ν)ν(du)dx (39)
=
∫
R
∫
R
ueit(u+x)ν(du)F3(x, β, ν)dx (40)
−
∫
R
∫
R
ueitxν(du)F3(x, β, ν)dx.
The first integral on right hand side of the above equation gives,∫
R
∫
R
ueit(u+x)ν(du)F3(x, β, ν)dx =
∫
R
∫
R
ueityν(du)F3(y − u, β, ν)dy
=
∫
R
∫
R
ueitxν(du)F (x− u, β, ν)dx
=
∫
R
eitx
∫
R
uF3(x− u, β, ν)ν(du)dx, and
the second integral gives,∫
R
∫
R
ueitxν(du)F3(x, β, ν)dx =
∫
R
eitx
∫
R
F3(x, β, ν)uν(du)dx.
From (38), we get
∫
R
ieitx
{(
β +
∫
|u|>1
uν(du)− x−
∫
R
uν(du)
)
F3(x, β, ν) +
∫
R
uF3(x− u, β, ν)ν(du)
}
dx = 0. (41)
Let g ∈ FX . On (41), we apply inverse Fourier transform and then multiply by g(x). Next, integrating over
R with respect to x, we get
∫
R
g(x)
{(
β +
∫
|u|>1
uν(du)− x−
∫
R
uν(du)
)
F3(x, β, ν) +
∫
R
uF3(x− u, β, ν)ν(du)
}
dx = 0. (42)
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Now, ∫
R
∫
R
ug(x)F3(x− u, β, ν)ν(du)dx =
∫
R
∫
R
ug(y + u)F3(y, β, ν)ν(du)dy
=
∫
R
∫
R
ug(x+ u)F3(x, β, ν)ν(du)dx
= E
(∫
R
ug(X + u)ν(du)
)
.
Hence, the identity (42) leads to a ‘nice’ form as follows,
E
(
Xg(X) − βg(X) −
∫
R
u
(
g(X + u)− g(X)1{|u|≤1}
)
ν(du)
)
= 0. (43)
Hence the result.
Proof of (iv) Suppose ν(du) = 0, σ2 > 0 and β ∈ R.
From (28) and (29), let there exists a function F4 such that
(
iβ − σ2t)φ(t)− i∫
R
xeitxF4(x, β, σ
2)dx = 0. (44)
From (44), we get ∫
R
ieitx(β − x)F4(x, β, σ2)− σ2
∫
R
teitxF4(x, β, σ
2)dx = 0. (45)
Let g ∈ FX . On (45), we apply inverse Fourier transform and then multiply by g(x). Next, integrating over
R with respect to x, we get∫
R
g(x)
{
(β − x)F4(x, β, σ2)
}
dx+ σ2
∫
R
g′(x)F4(x, β, ν)dx = 0. (46)
Hence, the identity (46) leads to a ‘nice’ form as follows,
E
(
Xg(X) − βg(X) − σ2g′(X)) = 0. (47)
Hence the result.
Hence the proof of Theorem 3.1 is complete.
5.2 Proof of the Theorem 3.3
Let X ∼ S(α, β) and its cf ψα(t) given in (5). So, there exists a function (density of stable distributions)
p(x, α, β, να), whcih can in general be expressed in series form (see Applebaum [1], p.33) satisfies
ψα(t) =
∫
R
eitxp(x, α, β, να)dx and ψ
′
α(t) = i
∫
R
xeitxp(x, α, β, να)dx. (48)
The proof of this theorem is split into three parts.
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(i) α ∈ (0,1)
By Lemma 2.2, we have
logψα(t) = itΓα +m1
∫ ∞
0
(eitu − 1) du
uα+1
+m2
∫ 0
−∞
(eitu − 1) du|u|1+α , (49)
where Γα = β − (m1 −m2)
∫ ∞
0
du
uα(1 + u2)
.
Differentiating both side of (49) with respect to t, we have
ψ′α(t) = i
[
Γα +m1
∫ ∞
0
ueitudu
u1+α
+m2
∫ 0
−∞
ueitudu
|u|1+α
]
ψα(t). (50)
From (50) and (48), we have
∫
R
xeitxp(x, α, β, να)dx−
[
Γα +m1
∫ ∞
0
ueitudu
u1+α
+m2
∫ 0
−∞
ueitudu
|u|1+α
]
ψα(t) = 0. (51)
Note that,
∫
R
∫ ∞
0
ueitueitxp(x, α, β, να)
uα+1
dudx =
∫
R
∫ ∞
0
eit(u+x)p(x, α, β, να)
uα
dudx
=
∫
R
∫ ∞
0
eityp(y − u, α, β, να)
uα
dudx
=
∫
R
eitx
∫ ∞
0
p(x− u, α, β, να)
uα
dudx.
Similarly,
∫
R
∫ 0
−∞
ueitueitxp(x, α, β, να)
|u|α+1 dudx =
∫
R
∫ 0
−∞
ueit(u+x)p(x, α, β, να)
|u|α+1 dudx
=
∫
R
∫ 0
−∞
ueityp(y − u, α, β, να)
|u|α+1 dudx
=
∫
R
eitx
∫ 0
−∞
up(x− u, α, β, να)
|u|α+1 dudx
= −
∫
R
eitx
∫ ∞
0
p(x+ u, α, β, να)
uα
dudx.
Using the above results, one can write identity (51) as,
∫
R
[
(x− Γα) p(x, α, β, να)−m1
∫ ∞
0
p(x− u, α, β, να)
uα
du+m2
∫ ∞
0
p(x+ u, α, β, να)
uα
du
]
eitxdx = 0. (52)
Therefore by using the inverse fourier transform in the identity (52), we have
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xp(x, β, α, να)− Γαp(x, β, να)−m1
∫ ∞
0
p(x− u, α, β, να)
uα
du+m2
∫ ∞
0
p(x+ u, α, β, να)
uα
du = 0. (53)
Let g ∈ FX . Now, multiplying the identity (53) by g(x) and let us integrate it over R. Hence, we get∫
R
{
(x− Γα) p(x, α, β, να)−m1
∫ ∞
0
p(x− u, α, β, να)
uα
du+m2
∫ ∞
0
p(x+ u, α, β, να)
uα
du
}
g(x)dx = 0.
(54)
We have, ∫
R
∫ ∞
0
g(x)p(x − u, α, β, να)
uα
dudx =
∫
R
∫ ∞
0
g(y + u)p(y, α, β, να)
uα
dudy
=
∫
R
∫ ∞
0
g(x+ u)p(x, α, β, να)
uα
dudx
= E
(∫ ∞
0
g(X + u)
uα
du
)
.
Similarly, ∫
R
∫ ∞
0
g(x)p(x + u, α, β, να)
uα
dudx =
∫
R
∫ ∞
0
g(z − u)p(z, α, β, να)
uα
dudz
=
∫
R
∫ ∞
0
g(x− u)p(x, α, β, να)
uα
dudx
= E
(∫ ∞
0
g(X − u)
uα
du
)
.
Using the above results on (54), we get the Stein identity for stable distribution with α ∈ (0, 1), which is as
follows,
E
[
(X − Γα)g(X) −m1
∫ ∞
0
g(X + u)
uα
du+m2
∫ ∞
0
g(X − u)
uα
du
]
= 0. (55)
Hence the result.
(ii) α = 1
Observe that, the stable distributions for α = 1, correspond to the Cauchy distribution (see [1], p.34), and
its cf is not differentiable on R. Let us consider a subordinator on its cf for this case. Suppose that the cf
of a Cauchy subordinator is given by
ψ1,γ(t) = exp
{
itΓ1 +
∫
R
(eitu − 1− itu1|u|≤1)ν1,γ(du)
}
, γ ∈ (0,∞), (56)
and the Le´vy measure ν1,γ is given by
ν1,γ(du) =
(
m1
e−γu
u2
1(0,∞)(u) +m2
e−γ|u|
|u|2 1(−∞,0)(u)
)
du,
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where m1,m2,Γ1 are defined as in Lemma 2.2 . Observe that the Cauchy subordinator is an IDD. Also it
can be easily seen that as γ → 0+
ψ1,γ → ψ1,
where ψ1(t) is the cf for stable distributions for α = 1, see Lemma 2.2. Now, applying Theorem 3.1 of (iii),
we get the Stein identity for Cauchy subordinator of the form
E
[
(X − Γ1) g(X) −
∫
R
(
g(X + u)− g(X)1|u|≤1
)
uν1,γ(du)
]
= 0, for all g ∈ FX . (57)
Now, taking limit as λ→ 0+, the Stein identity reduces to
E
[
(X − Γ1) g(X) −
∫
R
(
g(X + u)− g(X)1|u|≤1
)
uν1(du)
]
= 0, for all g ∈ FX ,
which is the required characterizing identity for the stable distributions with α = 1.
Hence the result.
(iii) α ∈ (1,2)
By Lemma 2.2, we have
logψα(t) = itΓα +
∫
R
(eitu − 1− itu1|u|≤1)να(du) (58)
where Γα = β + 2(m1 −m2)
∫ 1
0
u2
uα(1 + u2)
du − (m1 −m2)
∫ ∞
0
1 ∧ u2
uα(1 + u2)
du and να is the Le´vy measure
for stable distributions given in (4).
Now, applying Theorem 3.1 of (iii), we get the Stein identity for stable distributions with α ∈ (1, 2) as,
E
[
(X − Γα)g(X) −
∫
R
(
g(X + u)− g(X)1|u|≤1
)
uνα(du)
]
, for all g ∈ FX . (59)
Hence the result.
5.3 Proof of the Lemma 3.6
Let X ∼ S(α, β) and its cf given by (5). The proof of this Lemma is split into two parts.
(i) α ∈ (0,1)
Before proving the Lemma 3.6, we prove a proposition.
Proposition 5.1. Let x, ξ 6= 0. Then,
lim
t→0+
1
t
(
eiξx(e
−t−1) ψα(ξ)
ψα(e−tξ)
− 1) = (− x+ Γα +m1
∫ ∞
0
eiξu
u1+α
udu+m2
∫ 0
−∞
eiξu
|u|1+α udu
)
(iξ) (60)
Proof . we have,
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ψα(ξ)
ψα(e−tξ)
= exp
{
iΓα(ξ − e−tξ) +m1
∫ ∞
0
(eiξu − eie−tuξu) du
u1+α
+m2
∫ 0
−∞
(eiξu − eie−tuξu) du|u|1+α
}
,
for all t ≥ 0. We use this result on the left hand side of (60) and apply the L’Hospital’s rule for indeterminate
form of limits, we get our desired result.
Let X ∼ S(α, β) with α ∈ (0, 1). Define for each f ∈ FX , Pαt : R+ → Lp(X) by
Pαt (f)(x) =
1
2pi
∫
R
fˆ(ξ)eiξxe
−t ψα(ξ)
ψα(e−tξ)
dξ.
Claim 1.
(
Pαt
)
t≥0
is a C0 semigroup.
Note that, for each f ∈ FX , Pα0 = f(x) and limt→∞ Pαt (f)(x) =
∫
R
f(x)p(x, α, β, να)dx. Let s, t ≥ 0, we
have
Pαt+s(f)(x) =
1
2pi
∫
R
fˆ(ξ)eiξxe
−(t+s) ψα(ξ)
ψα(e−(t+s)ξ)
dξ.
Again,
Pαt (P
α
s (f))(x) =
1
2pi
∫
R
ˆPαs (f)(ξ)e
iξxe−t ψα(ξ)
ψα(e−tξ)
dξ
=
1
2pi
∫
R
fˆ(ξ)eiξxe
−(t+s) ψα(ξ)
ψα(e−(t+s)ξ)
dξ.
Hence the result.
Claim 2. The infinitesimal generator for this semigroup, Tα with α ∈ (0, 1) is defined for all f ∈ FX , x ∈ R
by,
Tα(f)(x) = −xf ′(x) + Γαf ′(x) +
∫
R
f ′(x+ u)uνα(du).
By definition,
Tα(f)(x) = lim
t→0+
1
t
(
Pαt (f)(x)− f(x)
)
=
1
2pi
lim
t→0+
∫
R
fˆ(ξ)eiξx
1
t
(
eiξx(e
−t−1) ψα(ξ)
ψα(e−tξ)
− 1)dξ
=
1
2pi
∫
R
fˆ(ξ)eiξx
(− x+ Γα +m1
∫ ∞
0
eiξu
u1+α
udu+m2
∫ 0
−∞
eiξu
|u|1+αudu
)
(iξ)dξ.
Now applying inverse Fourier transform, we get our desired result.
(ii) α ∈ (1,2)
Let X ∼ S(α, β), with α ∈ (1, 2). In [Proposition 5.1, [2]], it is shown that (Pαt )t≥0 satisfies all semigroup
properties and it holds in general for all self-decomposable distribution with first finite moment. Following
the steps, one can find its infinitesimal generator as (19).
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5.4 Proof of the Theorem 3.9
Since X is self-decomposable, there exists a function p1 such that
ψe−t(ξ) =
ψα(ξ)
ψα(e−tξ)
=
∫
R
eiuξp1(u, α, β, να)du, t ≥ 0,
and therefore,
Pαt (f)(x) =
∫
R
f(y + e−tx)p1(y, α, β, να)dy. (61)
Also,
d
dx
(Pαt (h)(x)) = e
−t
∫
R
h
′
(xe−t + y)p1(y, α, β, να)dy,
and
d2
dx2
(Pαt (h)(x)) = e
−2t
∫
R
h
′
(xe−t + y)p1(y, α, β, να)dy. (62)
Let X
′
be a stable random variable with cf ψe−t(ξ). The derivarion of properties of solution to the Stein
equation, fαh is split into parts.
(i) α ∈ (0,1)
By definition of Hδ, δ < α, and for α ∈ (0, 1), fαh is well-defined. Since,
|Pαt (h)(x) − Eh(X)| =
∣∣∣∣
∫
R
h(y + e−tx)p1(y, α, β, να)dy −
∫
R
h(y)p(y, α, β, να)dy
∣∣∣∣
≤ min{e−t|x|||h′||, (e−t|x|)δ ||h′||}+ dWδ(X ′ ,X).
Note that, fαh is differentiable and ‖(fαh )′‖ ≤ ‖h′‖.
(ii) α ∈ (1,2)
By definition of H2, and for α ∈ (1, 2), fαh is well-defined. Since,
|Pαt (h)(x) − Eh(X)| =
∣∣∣∣
∫
R
h(y + e−tx)p1(y, α, β, να)dy −
∫
R
h(y)p(y, α, β, να)dy
∣∣∣∣
≤ e−t|x|||h′||+ dW2(X
′
,X).
It can be easily seen that fαh is twice differentiable. Hence, ‖(fαh )′‖ ≤ ‖h′‖ and ‖(fαh )′‖ ≤ 12 ‖h′′‖ .
5.5 Proof of the Theorem 4.2
To prove this result, we first derive three important lemmas.
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Lemma 5.2. Let α ∈ (0, 1) and 0 < a < 1, then for all f ∈ FX ,∫ ∞
0
m1f
′(y + u)−m2f ′(y − u)
uα
du = a1−α
∫
R
uf ′(y + au)
(m11(0,∞)(u) +m21(−∞,0)(u))
|u|α+1 du. (63)
Proof . We have,
∫ ∞
0
m1f
′(y + u)−m2f ′(y − u)
uα
du = m1
∫ ∞
0
f ′(y + u)
du
uα
−m2
∫ 0
−∞
f ′(y − u) du|u|α
=
∫
R
uf ′(y + u)
(m11(0,∞)(u) +m21(−∞,0)(u))
|u|α+1 du
= a1−α
∫
R
uf ′(y + au)
(m11(0,∞)(u) +m21(−∞,0)(u))
|u|α+1 du
Hence the result.
Lemma 5.3. Let α ∈ (0, 1) and Y be random variable having distribution as (24). Then, for any f ∈ FX ,
0 < a < 1 and z ∈ R,
E
[∣∣∣∣
∫
R
u (f ′(z + u)− f ′(z + aY + u))
|u|α+1 να(du)
∣∣∣∣
]
≤ Cα,A,Kaα (64)
Proof . Since f ∈ FX , m1,m2 ≥ 0, there exist constant C1 > 0 such that∣∣∣∣
∫ ∞
0
m1f
′(z + u)−m2f ′(z − u)
uα
du
∣∣∣∣ ≤ C1 (65)
Note that,
E
[∣∣∣∣
∫
R
u (f ′(z + u)− f ′(z + aY + u))
|u|α+1 να(du)
∣∣∣∣
]
= E
[∣∣∣∣
∫
R
u (f ′(z + u)− f ′(z + aY + u))
|u|α+1 να(du)
∣∣∣∣
] [
1( 1
a
,∞)(|Y |) + 1(0, 1
a
)(|Y |)
]
= I + II (66)
Since α ∈ (0, 1), one can write by (65) and (24),
I ≤ CαP(|Y | > a−1) ≤ Cα
(
A+ sup
|y|>a−1
e(y)
)
aα ≤ Cα,A,Kaα. (67)
Also,
II ≤ C2aα. (68)
Substituting the estimates of (67) and (68) in (66), we get the result.
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Lemma 5.4. Let α ∈ (0, 1) and Y be a random variable having distribution (24). Z be a random variable
which is independent of Y . Then for all f ∈ FX , 0 < a < 1 denote
∆ = |E[Y f ′(Z + aY )− E[Y 1(− 1
M
, 1
M
)(aY )]E(f
′(Z))]|. (69)
Then,
∆ ≤ 2
∫
|y|<1/M
(|y|1−αe′(y)dy + α|y|−αe(y)dy) + ∫
|y|> 1
M
(|y|1−αe′(y)dy + α|y|−αe(y)dy) (70)
Proof . We have,
∆ ≤ E|
∫
R
[yf ′(Z + ay)− y1(− 1
M
, 1
M
)(ay)f
′(Z)]dFY (y)|
≤ E[ ∫ 1M
− 1
M
|y||f ′(Z + ax)− f ′(Z)|dFY (y) +
∫
|y|> 1
M
|y||f ′(Z + ay)dFY (y)|
]
≤ 2||h′||
∫
|y|<1/M
|x|
∣∣∣∣de(y)yα
∣∣∣∣+
∫
|y|> 1
M
|y||f ′(Z + ay)
∣∣∣∣de(y)yα
∣∣∣∣
≤ ||h′||
[
2
∫
|y|<1/M
(|y|1−αe′(y) + α|y|−αe(y)) dy + ∫
|y|> 1
M
(|y|1−αe′(y) + α|y|−αe(y)) dy
]
Hence the result.
Proof of the Theorem 4.2 With the above results, we will now find our main bound. Let us first denote
Tn,i = Tn − n− 1αYi. Note that, Tn,i and Yi are independent, one can write∣∣∣∣E
[
−Tnf ′(Tn) + Γαf ′(Tn) +
∫
R
f ′(Tn + u)uνα(du)
]∣∣∣∣ ≤ I + II + III
where,
I =
n∑
i=1
E
∣∣∣∣∣∣
∫
R
u
(
−f ′(Tn,i + u) + f ′(Tn,i + n− 1αYi + u)
)
|u|α+1 να(du)
∣∣∣∣∣∣ , (71)
II = n−
1
α
n∑
i=1
E
∣∣∣−Yif ′(Tn,i + n− 1αYi) + E[Yi1(− 1
M
, 1
M
)(|Yi|)]E(f ′(Tn,i))
∣∣∣ , (72)
III =
1
n
n∑
i=1
E
∣∣∣∣
∫
R
uf ′(Tn,i + u)
|u|α+1 να(du) − n
1− 1
αE[Yi1(− 1
M
, 1
M
)(|Yi|)]E(f ′(Tn,i)) + Γαf
′
(Tn)
∣∣∣∣ . (73)
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By Lemma 5.3, we have
I ≤ Cα,A,K
n
.
By Lemma 5.4, we have
II ≤ ||h′||n1−1/α
[
2
∫
|y|<1/M
(|y|1−αe′(y) + α|y|−αe(y)) dy + ∫
|y|> 1
M
(|y|1−αe′(y) + α|y|−αe(y)) dy
]
.
By Lemma 5.2, we obtain
III ≤ 1
n
n∑
i=1
E
∣∣∣∣∣a1−α
∫
R
uf ′(Tn,i + au)να(du) + Γαf
′(Tn)− 1
n
1
α
−1
∫
|y|< 1
M
yf ′(Tn,i)
∣∣∣∣de(y)yα
∣∣∣∣
∣∣∣∣∣
= n−1/α
n∑
i=1
E
∣∣∣∣∣ Γαn1−1/α f ′(Tn)−
(∫
|y|< 1
M
yf ′(Tn,i)
∣∣∣∣de(y)yα
∣∣∣∣−
∫
R
uf ′(Tn,i + n
− 1
αu)να(du)
)∣∣∣∣∣ .
Applying Cauchy-Schwartz inequality, on the last integral of above inequality, we get
∣∣∣∣
∫
R
uf ′(Tn,i + n
− 1
αu)να(du)
∣∣∣∣ ≤√||h′||
√∫
R
|f ′(Tn,i + n− 1αu)|να(du)
√∫
R
|u2|να(du)
≤ C1,να
√
||h′||.
Therefore,
III ≤ n1−1/α
[
n
1
α
−1Γα +
(∫
|y|< 1
M
{|y|1−αe′(y) + α|y|−αe(y)} dy + C1,να
)]
.
Combining all the above results, we get our desired conclusion.
5.6 Proof of the Theorem 4.4
Assume Z1, Z2, . . . , Zn be a sequence of independent random variables with EZi = 0 and E|Zi| < ∞ for
1 ≤ i ≤ n. Define Sn = Z1 + Z2 + . . . ,+Zn and Sn(i) = Sn − Zi. To derive an error bound, for stable
distribution with α ∈ (1, 2), we need to go through two known lemmas which are as follows.
Lemma 5.5 (p.44, [2]). Let να be a Le´vy measure for stable distribution with α ∈ (1, 2). Then for all
f ∈ FX and N > 0,∫
R
(
f ′(Sn + u)− f ′(Sn)
)
uνα(du) =
∫ N
−N
Kνα(t,N)f
′′(Sn + t)dt+RN (Sn), (74)
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where
Kνα(t,N) = 1[0,N ](t)
∫ N
t
uνα(du) + 1[−N,0](t)
∫ t
−N
(−u)να(du), and
RN (Sn) =
∫
|u|>N
(
f
′
(Sn + u)− f ′(Sn)
)
uνα(du).
Lemma 5.6 (p.16, [26]). For all f ∈ FX and N > 0, we have,
E
[
Snf
′(Sn)
]
=
n∑
i=1
∫ N
−N
E
[
Ki(t,N)f
′′(Sn(i) + t)
]
dt+R1, (75)
where
Ki(t,N) = E
[
Zi1{0≤t≤Zi≤N} − Zi1{−N≤Zi≤t≤0}
]
, and
R1 =
n∑
i=1
E
[
ξi{f ′(Sn)− f ′(Sn(i)))}
]
1{|ξi|≥N}.
Next, we derive a result using the above two Lemmas which is as follows.
Lemma 5.7. For all f ∈ FX and Sn as above, we have,
E
[∫
R
(f ′(Sn + u)− f ′(Sn))uνα(du)− Snf ′(Sn)
]
=
n∑
i=1
∫ N
−N
E
(Kνα(t,N)
n
−Ki(t,N)
)
f ′′(Sn(i) + t)dt
+
1
n
n∑
i=1
E(RN (Sn(i))) +R1 +R2,
(76)
where RN (x) and R1 are defined in Lemmas 5.5 and 5.6 respectively,
R2 =
1
n
n∑
i=1
E
[∫
R
(f ′(Sn + u)− f ′(Sn))uνα(du)−
∫ ∞
−∞
(f ′(Sn(i) + u)− f ′(Sn(i)))uνα(du)
]
.
Proof . We have,
E
[∫
R
(f ′(Sn + u)− f ′(Sn))uνα(du)− Snf ′(Sn)
]
=
1
n
n∑
i=1
E
[ ∫
R
(f ′(Sn(i) + u)− f ′(Sn(i)))uνα(du)
− Snf ′(Sn)
]
+R1 +R2 +
1
n
n∑
i=1
E
[
RN (Sn(i))
]
=
n∑
i=1
∫ N
−N
E
(Kνα(t,N)
n
−Ki(t,N)
)
f ′′(Sn(i) + t)dt
+
1
n
n∑
i=1
E(RN (Sn(i))) +R1 +R2
(77)
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Hence the result.
Proof of the Theorem 4.4 By (17), we have
E[h(Sn)− h(X)] = E
(
−Snf ′(Sn) +
∫ ∞
−∞
(f ′(Sn + u)− f ′(Sn))uνα(du)
)
+ E
(
Γαf
′(Sn) +
∫
|u|>1
f ′(x)uνα(du)
)
= E
(A0f(Sn))+ E(Γαf ′(Sn) +
∫
|u|>1
f ′(x)uνα(du)
)
.
(78)
To bound E[h(Sn)− h(X)], it is sufficient to find an upper bound of right hand side of the above result. By
Lemma 5.7 and Theorem 3.9, we have
∣∣∣∣∣
n∑
i=1
∫ N
−N
E
(Kνα(t,N)
n
−Ki(t,N)
)
f ′′(Sn(i) + t)dt
∣∣∣∣∣ ≤ 12 ||h′′||
n∑
i=1
∫ N
−N
∣∣∣∣Kνα(t,N)n −Ki(t,N)
∣∣∣∣ .
Note that, ∣∣∣∣∣ 1n
n∑
i=1
E(RN (Sn(i)))
∣∣∣∣∣ ≤ 1n
n∑
i=1
E
∫
|u|>N
∣∣f ′(Sn(i) + u)− f ′(Sn(i))∣∣ uνα(du)
≤ 2||h′||
∫
|u|>N
|u|να(du), and
|R1| =
∣∣∣∣∣
n∑
i=1
E
[
Zi{f ′(Sn)− f ′(Sn(i)))}
]
1{|Zi|≥N}
∣∣∣∣∣
≤ 2||h′||
n∑
i=1
E
[|Zi|1{|Zi|>N}].
By applying Cauchy-Schwartz inequality, we have
|R2| ≤
√
||h′′||
2
C2,να .
Also, ∣∣∣∣∣E(Γαf ′(Sn) +
∫
|u|>1
f ′(Sn)uνα(du)
)∣∣∣∣∣ ≤ ||h′||
{
Γα +
∫
|u|>1
|u|να(du)
}
.
Combining all the above estimates, we obtain our desired inequality of the theorem.
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