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Abstract—Web Service Composition (WSC) is a particularly
promising application of Web services, where multiple individual
services with specific functionalities are composed to accomplish
a more complex task, which must fulfil functional requirements
and optimise Quality of Service (QoS) attributes, simultaneously.
Additionally, large quantities of data, produced by technological
advances, need to be exchanged between services. Data-intensive
Web services, which manipulate and deal with those data, are
of great interest to implement data-intensive processes, such
as distributed Data-intensive Web Service Composition (DWSC).
Researchers have proposed Evolutionary Computing (EC) fully-
automated WSC techniques that meet all the above factors. Some
of these works employed Memetic Algorithms (MAs) to enhance
the performance of EC through increasing its exploitation ability
of in searching neighbourhood area of a solution. However,
those works are not efficient or effective. This paper proposes
an MA-based approach to solving the problem of distributed
DWSC in an effective and efficient manner. In particular, we
develop an MA that hybridises EC with a flexible local search
technique incorporating distance of services. An evaluation using
benchmark datasets is carried out, comparing existing state-of-
the-art methods. Results show that our proposed method has the
highest quality and an acceptable execution time overall.
Web services are software modules accessible by other
programs over the Web and accomplish a task [1]. Web ser-
vices, which are provided by service providers and distributed
over different locations, require some inputs and consequently
generate a set of outputs after execution. Additionally, in-
dividual Web services are frequently composed together to
create new Web services in order to provide some new and
complex functionality. This process is called Web Service
Composition (WSC). Since many Web services deliver the
same functionality, therefore, non-functional properties, i.e.,
Quality of Service (QoS), such as response time and cost must
be considered explicitly for effective WSC. In other words,
WSC is the task of selecting services from the repository and
composing them together to satisfy QoS requirements.
Moreover, data-intensive Web services deal with huge
amounts of distributed data in different locations in the
network and produce a huge amount of output data [2].
These services are deal with data-intensive processes, which
require performing large scale data analysis, such as indexing
contents of sites or analysing large quantities of traffic logs
to mine usage patterns [3]. In Data-intensive Web Service
Composition (DWSC), the overall quality is ensured by the
careful transmission of massive quantities of data.
Automatically creating execution workflows while optimis-
ing the overall QoS [4], i.e. fully-automated WSC, has at-
tracted the attention of many researchers. Composing selected
services from a large repository of Web services can be
with great effort and time-consuming, as there are numerous
service composition solutions to choose from within a limited
time. Due to the complexity of the fully automated service
composition problem, it is impossible to find optimal solutions
[5]. Significant research has been conducted on the creation
of systems to compose services in an automated way, with
Evolutionary Computing (EC) [6]–[11], to efficiently find
good enough composite services that meet users requirements
reasonably well [12]. Recently, DWSC has gained increasing
interests [2], [13], [14]. In real-world applications, Web ser-
vices are distributed over different servers. However, most of
the existing approaches omit the distribution of services and
data over the network, i.e. assume a centralised environment.
Conversely, in a DWSC the size of data to be transferred and
the location of Web services are vital in determining the overall
cost and QoS of composite services.
Many EC algorithms, such as Genetic Algorithm (GA)
[15], have been used for fully-automated WSC, achieving
promising results [2], [8]–[11], [16]. To further enhance the
effectiveness of GA, researchers have developed hybridised
GA enhanced with some local search techniques. This idea,
which is called Memetic Algorithm (MA) [17] have been
successfully applied to finding high-quality solutions for WSC
[10]. In spite of the recent success in WSC, only primitive
forms of local search borrowed from algorithms designed for
other relevant problems, have been applied to DWSC [2], [14].
It is less effective and efficient to make local improvements
without focusing on the problem itself, and without effectively
utilising any information of the problem and solutions. Aside
from that, defining a neighbourhood structure in performing
the local search is one of the major concerns in designing
memetic algorithms. Therefore, new memetic approaches must
be developed to address DWSC problems addressing those
issues. In this paper, we propose a new memetic algorithm for
the problem of distributed DWSC in a fully-automated way,
where the GA algorithm is effectively hybridised with local
search techniques designed based on the location information
of Web services in the distributed environment.
The contributions of this paper are listed below:
1) To develop a novel neighbourhood-creating strategy to
perform a flexible local search operator the DWSC prob-
lem considering location information of Web services.
2) To develop a novel memetic algorithm for the distributed
DWSC. A new local search will be designed which
utilises the two proposed strategy for creating the neigh-
bourhood.
3) To make empirical comparisons between our proposed
memetic algorithm with current state-of-the-art memetic
algorithms for the DWSC and other WSC problems
I. RELATED WORKS
Various EC techniques have been successfully applied to
solving DWSC, examples are GA for WSC [8], [10], [18],
Genetic Programming (GP) [19] for WSC [8], [10] and Particle
Swarm Optimisation (PSO) [20]. The main difference between
GA and GP is that GA uses sequences to represent chromo-
somes (solutions), while in GP, solutions are represented as
trees. The application of genetic operators on sequences in GA
is more straightforward than trees in GP, i.e., operators can be
applied without restrictions since the functional correctness of
the composition will be ensured during decoding. Additionally,
the superiority of the GA-based method to Particle Swarm
Optimisation [21] and integer linear programming methods
are demonstrated in [10] and [18], respectively. A group of
approaches have investigated fully-automated DWSC [2], [13],
[14]. A hybrid approach combining GP and Tabu Search [22]
is proposed to solve the DWSC problem [14] with centralised
services. However, this method does not clarify how it checks
the validity of a solution. Another approach to DWSC is
proposed in [13], in which tree-based representation and search
space reduction techniques are adopted before the optimisation
starts using fully and partially dependent Web services.
In particular, when global optima are located in immediate
vicinities of some existing solutions, it might take a signif-
icantly longer time to identify optima. On the other hand,
emphasising the synergy between exploration and exploitation,
MA can exploit the neighbourhood area of an individual
well and obtain sufficient precision with the help of local
search at the expense of execution time. In the literature, MAs
have been shown to be extremely effective for WSC [2], [8],
[10], [16], [23]. An MA based on GraphEvol [7] method has
been suggested for WSC problem [23], in which, two move
operators are designed for locally modifying an individual on
the graph while keeping its feasibility. One operator focuses
on the service selection, and the other considers modifying the
graph structure. MA with indirect representation for WSC has
been first introduced in [8]. In that paper, a problem specific
crossover has been designed and a swap local search has been
applied to the chromosomes of GA. The indirect representation
reduced the overall execution time while maintaining the
original solution quality. Additionally, the use of the memetic
local search improved the overall quality of solutions.
However, most of existing WSC approaches assume a
centralised service repository for the composition, which is
unrealistic for WSC and even more unsuitable for DWSC
where the location of data and Web services is a fundamental
element. Only a small number approaches have addressed
the composition problem considering the distributed nature of
Web services [2], [16]. Indirect representation was successfully
applied to distributed DWSC [2], and the initial population of
GA has been created with the help of clustering, where Web
services have been grouped into clusters based on their relative
geographical distances. Clusters were then combined together
using a crossover operator. Additionally, the effectiveness of
considering distance in distributed DWSC has been verified
in [2], where the distance between services has been applied
as a heuristic in creating the initial population for GA with
fixed-length chromosomes. In another research, the distance
between services has been applied to design crossover and
local search operators for MA [16].
II. PROBLEM DEFINITION AND OBJECTIVE FUNCTION
In this section, first the definition of the distributed DWSC
based on the definition in our previous paper [2] will be
presented, which includes some basic terms for the distributed
DWSC problem, and afterwards, the objective function of the
problem will be presented.
A. Basic Concepts and Terminology
First, we define basic concepts that should be used later in
the objective function. A data-intensive Web service is a tuple
Si= ( Ii, Oi, QoSi,Di, li), where Ii is a set of inputs. Si is the
ith service in a repository R and Oi is a set of outputs of the
service Si. QoSi is the set of quality attributes of the service
which describes non-functional properties. In this paper, for
each Web service, we consider Ti and Ci, which refer to the
total time and cost required for executing service Si. Di is the
set of m data items dj , j ∈ {1, ...,m} required by service Si
and li is the location of Si.
A service repository R consists of a finite collection of
Web services Si, i ∈ {1, ..., n}. A service request (also called
a composition task) is a tuple T = (IT , OT ) where IT is a set
of task inputs a user can provide for the composition, and OT
is a set of task outputs expected by the user to be produced
by the composition.
Data is a tuple d= (costd, sized, ld ) where costd is the
cost applied by the data provider, i.e., the cost to provide data,
sized is the data size, and ld is the location of the data centre
that hosts the data.
For a given Task, we need to find a composition that fulfils
the request. A service composition is often represented as
a Directed Acyclic Graph (DAG) which includes a set of
services that could jointly accomplish the required task, where
two special services can be used to represent the overall
composition’s inputs and outputs: a start service S0 with
I(S0) = ∅ and O(S0) = IT , and an end service Sn+1 with
I(Sn+1) = OT and O(Sn+1)= ∅. In a composite Web
service, there is a communication link between S and S′
if some outputs of service S are used as inputs for S′. In
this paper, composite services can support both parallel and
sequence constructs. The parallel construct allows services to
end
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Fig. (1) A composite service and its components
be executed in parallel, meaning that their inputs are fulfilled
independently and consequently their outputs are produced in-
dependently from each other. We need to ensure that composite
services are feasible. In particular, we need to ensure that a
Web service can directly connect to another only when its
outputs can satisfy at least one of the other services input(s).
B. Quality of Composite Services and the Objective Function
A significant amount of time is spent on transferring and ac-
cessing data during the execution of a composite data-intensive
Web service in a distributed environment. An example of
a composite service for DWSC is illustrated in Fig. 1. For
simplicity, all associated time and cost values are shown only
for one Web service, one connection link and one data. The
following definitions have been used to accurately capture the
various time and cost components involved [2].
Server access latency (Tsal): the time to retrieve data from
a data centre.
Data execution time (Tproc): time for processing a data
and executing the service.
Service cost (Cs): the cost to use the service.
Data provision cost (Cprov): the cost applied by a data
provider, i.e., the cost to use the data.
Data transfer time (T t): the amount of time that it takes
for a server to put all bits of the given data over the com-
munication link and is defined as the data size divided by the
network bandwidth.
Propagation delay (Tp): the time it takes for the data to
travel from the sender to the receiver. The sender is either
a server hosting the data or a server hosting a preceding
service in the composition which produces required data for
the receiver. In the first case, we denote the propagation time
as Tpd while in the second case we denote it as Tps. In both
cases, the receiver is a server hosting a Web service which
takes that data as its input.
Communication cost (Cc): the cost to transfer data from
one Web service to another. We denote it as Ccs if the data
is transferred between two Web services, while we use Ccd
to represent the cost to move data from the hosting server to
a Web service.
Correspondingly, the total execution time and cost of a Web
service Si, i.e., Ti and Ci, (including data-related time and
cost) are calculated in Equations (1) and (2), respectively.
Ti =
m∑
j=1
(Tpddj + Tsaldj + Tprocdj + T t) (1)
Ci =
m∑
j=1
(Ccddj + Cddj + Cs) (2)
In the above functions, m is the total number of data items
in Di.
The overall cost is obtained by summing up the costs of
all services in the composition, i.e., nodes (services) and
associated costs for edges (communication links) in the graph,
as shown in Equation (3):
Ctotal =
NODE∑
i=1
Ci +
EDGE∑
i=1
Ccsi (3)
Ccs is the communication cost. NODE and EDGE are
the total numbers of nodes (Web services) and edges (links
between services) included in that composition, respectively.
Response time Ttotal is the time of the most time-consuming
path in the composition. Assuming h is the number of paths
in a composite service, Np and Ep are the number of nodes
and edges in a path p, respectively. The overall time is defined
as in Equation (4):
Ttotal =
h
max
p=1
(
Np∑
i=1
Ti +
Ep∑
i=1
Tpsi) (4)
Finally, the goal is to minimise the function in Equation (5)
subject to the compositions in the set of all composite services
over a given repository of individual services. Accordingly, the
best solution will be a composition with the minimum value
of F which function will be used as the fitness measure in our
MA algorithm.
F = wtTˆtotal + wcCˆtotal (5)
where Tˆtotal and Cˆtotal are normalised values of Ttotal and
Ctotal, respectively. wt and wc are positive real weights,
defined in the task and wt + wc = 1. The upper bound for
normalisation is calculated as in [10].
In this section, we introduced the distributed DWSC prob-
lem. We addressed the problem of current research, i.e., we
considered the distribution of data and services over different
locations, therefore, communication time and cost are vital
to the overall quality of any composite services and must be
addressed explicitly.
III. MEMETIC ALGORITHM FOR DWSC
The dual concept of exploitation and exploration consists of
two fundamental aspects complementing any effective search
method. Memetic Algorithms (MAs) offer mechanisms to
achieve this general objective. Literally, MAs are hybrid search
methods based on a population-oriented search strategy, e.g.,
GA, and a local search technique where their success is
often attributed to the algorithms’ ability to properly combine
explorative and explorative searches. For example, GA locates
the regions where the global optimum exists and the local
search helps to converge quickly to the optimum.
This paper focuses on the neighbourhood structure, where
a solution’s neighbourhood will be defined by adding some
related extra services to the original solutions chromosome.
Relative distances of Web services, which is a key criterion for
communication cost and time, will be utilised to identify where
to insert these extra services in the solution’s chromosome.
That is to say, we will use domain knowledge of DWSC to
produce more flexible local search operator and propose an
effective and efficient MA algorithm, compared to the state-
of-the-art local search technique [10], [16], for the distributed
DWSC problem.
Additionally, the MA relies on a crossover operator to
combine parts of different individuals, to derive new solutions.
New individuals may be modified by other operators, such
as mutation, before being added to the population. In this
paper, we adopt the same mutation operator [10], due to its
proven effectiveness. The pseudocode of the MA for DWSC
is shown in Algorithm 1. In particular, the relative distance
of services plays an important role in the local search and
crossover operators. Crossover operator and local search will
be discussed in III-B and III-C, respectively.
We use an indirect representation, i.e. sequences, with
variable-length chromosomes, to allow flexibility in designing
EC operators [16]. The initial population is created by ran-
domly ordering all the services in the repository in sequences.
All EC operators are applied to sequences. Especifically,
the algorithm and operators must be able to maintain the
feasibility of solutions in terms of functionality constraints
while improving time and cost properties. This representation
was firstly proposed for WSC in [20] and then successfully
utilised by other relevant works [2], [8], [10].
A. Representation of Chromosomes
In this paper, we use indirect representation, in the form
of sequences of services, which allows the optimisation to
be carried out without any restrictions since functional con-
straints are subsequently enforced during the decoding step. A
decoding algorithm transforms sequences into a correspond-
ing executable service composition, i.e., a feasible workflow
[2], [10]. In fact, the decoding process generates workflows
automatically which is the requirement of a fully-automated
DWSC approach. An example of backward decoding of a
sequence (the solution is made from the end service, Sn+1
to the start service S0 ), and the sequence after being decoded
are illustrated in Fig. 2. Redundant services, which have not
been used in the solution, are removed from the sequence
in a variable-length GA. That is to say, during the decoding
each candidate is reduced to contain only those services used
in the composition solution. In addition, our EC operators
will produce chromosomes with duplicated services that might
affect the efficiency of the algorithm. Therefore, duplicated
Algorithm 1: Memetic algorithm for DWSC
Input : Service Repository (R )
Output: A Service Composition Solution
1: Generate sequences with randomly ordered services in
R;
2: Decode sequences and calculate the fitness of each
sequence;
3: Update sequences by removing redundant services not
used during the decoding;
4: while the number of iterations not reached do
5: Select sequences based on their fitness value using
a tournament selection;
6: Apply crossover operator;
7: Apply mutation operator;
8: Apply local search (both Type-I and Type-II ) to
the current sequence to produce neighbour
solutions;
9: return SequenceWithBestF itness;
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Fig. (2) (a) Backward decoding example (note that the
sequence is traversed as many times as possible), (b) the
sequence after being decoded in a variable-length GA.
services are removed from the sequence before the decoding
starts.
B. Crossover
In this paper, we apply distance-guided LCS crossover.
This crossover which was designed to incorporate domain
knowledge (e.g. location of services) into GA, was introduced
in [16]. This crossover outperformed three other crossovers
which were developed for WSC. Distance-guided crossover
is illustrated in Fig. 3, where a heuristic, called the longest
common subsequence (LCS), is incorporated to preserve the
promising part of each parent and transfer it to children. This
heuristic finds the longest common subsequence between two
parents, i.e., the longest sequence of services which appears
Parent2
Parent1
60km 140km 30km 110km
h a b c d e f
m b c d y x
150km90km
60km 140km 80km 50km60km
LCS Crossover
h a b c d e m b c d y x f
m b c d h a b c d e f y x
Child1
Child2
Fig. (3) Example of distance-guided LCS crossover for the
proposed method. The longest common subsequence is iden-
tified by an orange rectangle.
in both parents. The crossover point then is set immediately
after that Web service with longest communication link, but
never appears directly within the LCS. For more information
about distance-guided LCS crossover, refer to [16].
C. Local Search
One major difficulty in designing local search for MAs
lays in the definition of neighbourhood structure [24]. In this
paper, the aim of local search is to avoid long communication
links, or bottlenecks, which lead to an increase in the overall
communication time and cost. We will find the bottleneck after
a solution is generated, and then, changes will be applied to
the place of this link in the corresponding sequence to produce
neighbour solutions. This paper introduces two local search
strategies to build an effective MA for DWSC by incorporating
communication information.
To demonstrate the proposed local search strategies an ex-
ample of a solution is illustrated in Fig. 4a, where, the longest
communication link of the solution and its two corresponding
services, i.e., Web services c and a, are shown inside the
dashed area. This link is considered as a bottleneck because the
communication time and cost are defined based on the distance
between services. Therefore, if we can escape this link or
replace it and the two services by another alternative path that
performing the same task but with a shorter communication
link, we will possibly enhance the total performance of the
solution.
The first strategy in designing local search for the MA is
to create neighbours through replacing the Web service a by
another alternative service that its input(s) can connect to the
output(s) of c, assuming that at least some of those services
are probably located in a shorter distance to a. After finding
all of those alternative services from the repository, we insert
them after the Web service c in the corresponding sequence.
We call this local search Type-I, and it is indicated in Fig. 4(b).
Random orders can be followed while inserting these services
in order to produce different new neighbours. Moreover, a
prefix including random services from the repository (except
those in the sequence) will be attached to the beginning
of neighbour sequences. This is important for the purpose
of diversifying the composite services in the neighbourhood.
Redundant services of the sequence which would not be part of
the composition graph will be eliminated during the decoding
stage.
Referring to Fig. 4(a) as an example, the second strategy is
to consider alternatives for the whole part identified within the
red dashed area, which includes a, c and their communication
link. In other words, we do not have to maintain the Web
service c which forces us to consider only feasible services
that can follow immediately after service c. The justification
of this local search is that if c itself is located on a very
distant server, (which is most likely), solution quality can
be further improved by avoiding using it. Therefore, in this
local search, which we will call it Type-II, we place those
services in the sequence just after f . The idea behind this local
search is to replace a relatively larger part of a solution rather
than a single Web service. In this way, we introduce more
search capability to the local search operator in finding good
solutions in the neighbourhood. In comparison, local search
Type-I, which only considers one Web service replacement, is
more restrictive than Type-II.
Same as the first strategy, the order of inserted services will
be shuffled for creating a new neighbour, and a subsequence
of remaining services in the repository will be attached to the
beginning of the solution.
Both strategies will be used in the local search utilised in
the memetic algorithm for DWSC. The pseudocode of this
local search procedure is shown in Algorithm 2. A solution’s
neighbours are created by local search Type-I and Type-II.
Afterwards, they are evaluated and the original solution is
replaced by its best neighbour. If there are no improvements
in neighbours, no replacement will be performed.
Algorithm 2: Local search for DWSC
Input : Current Solution,
Nl(NeighbourhoodSize),
Service Repository
Output: Neighbouring Solution
1: Find two consecutive services with the longest
distance in the composition solution;
2: Generate Nl neighbours for Current Solution, where
Nl/2 is obtained using the local search Type-I, and
Nl/2 is obtained using the local search Type-II;
3: Evaluate all neighbours;
4: if Best Neighbour’s fitness is better than
Current Solution’s fitness then
5: Current Solution=Best Neighbour;
6: return Current Solution;
IV. EXPERIMENT DESIGN
To examine the performance of the proposed MA we
conduct experiments using WSC-2008 [25] and WSC-2009
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Fig. (4) (a) A solution example and a bottleneck link, (b)
original sequence and two neighbourhoods for local search.
[26] benchmark datasets. WSC-2008 contains eight service
repositories of varying sizes, while WSC-2009 includes five
repositories with a greater variety of sizes. A taxonomy of
concepts is provided for determining the matching relation-
ship between any pair of services, and a number of service
composition tasks are also given [25], [26]. These datasets
were chosen because they are the largest and most frequently
used benchmarks; however, they do not contain the location
information of servers which hosts Web services and data.
For our purpose, the distance between two Web services is
estimated using the same method as proposed in [2] based on
the coordinates information in WS-dream open dataset [27].
Random values that are drawn from a normal distribution
are assigned to the netwrok bandwidth, which is utilised in
calculating T t, for each connection link in the interval (0,1].
Additionally, each data has has its own Tsal which relates
to the server and a and Cprov, which are both generated
randomly in the interval (0,1]. Data size has been considered
same, i.e. equal to 3, for all data. Therefore, values of Cc,
including Ccs and Ccd, and Tp only depend on the distance
between services, and are drawend from the dataset WS-
dream.
Values of Tproc and Cs are obtained from datasets WSC-
2008 and WCC-2009, and then normalised to fit between 0
and 1.
Values of weight parameters are wt = wc = 0.5, which
means that the time and cost have identical contributions to
the fitness. Finally, the final fitness value will fit between 0
and 1 since wt + wc = 1.
Our MA for DWSC has been compared with two other
techniques, where both of them are adapted to use the same
crossover and mutation as proposed MA. The first approach
to be compared with is drawn from MA for WSC [10] but
it is adapted for DWSC and applies LCS local search (MA-
WSC). The second approach is MA for DWSC proposed in
[16], i.e., MA-DWSC(I). Each algorithm has been run for 30
independent times on desktop computers with 8 GB RAM
and an Intel Core i7-4790 processor (3.6GHz). Along with
crossover and mutation operators, all methods have the same
parameter set in order to have a fair comparison. The numer
of generations is 100. Local search, mutation and crossover
probabilities are 0.05, 0.05 and 0.95, respectively. These
parameters’ values were chosen based on popular settings
discussed in the literature [19], [28]. Tournament selection
of size two is adopted as the strategy for choosing which
candidates to update in these approaches. It was also utilised to
select individuals to undergo EC operators, i.e. mutation, local
search and crossover. Neighbourhood size for local search
is 20 for our method, which we call it MA-DWSC(II) and
MA-DWSC(I), however, MA-WSC does not have a fixed
neighbourhood size because it depends on the length of the
sequences, i.e., the number of services in the sequence. Elitism
size is two for all methods.
A. Results
Table I shows the mean solution fitness and standard de-
viation for the 30 independent runs of each approach. MA-
DWSC(I) only uses local search Type-I [16], however, in MA-
DWSC(II) we produced neighbours through both local search
strategies, i.e., Type-I and Type-II. MA-WSC uses the local
search technique developed in [10]. To verify whether fitness
values for each approach were significantly different, analysis
of variance statistical test (ANOVA) at 0.05 significance level
has been conducted. As illustrated in Table I, for task 08-1 the
fitness achieved by the MA-DWSC(II) was significantly better
than the two other techniques. On the other hand, for task 08-
3 there was no significant difference among all algorithms
Moreover, results show that the quality of solutions which
are produced using MA-DWSC(II) are generally better than
the results of the two other methods. The reason can be
explained in the local search operator (since all methods are
using same mutation and LCS crossover). MA-DWSC(I) and
MA-DWSC(II) use problem-specific local search operators.
However, local search in MA-DWSC(I) is more restrictive
because it only targets one Web service. On the other hand,
MA-DWSC(II) has achieved good results due to its use of
flexible operators, which generates neighbours by replacing a
path.
Similarly, mean execution time(s) for each approach and
ANOVA statistical test results are indicated in Table II.
According to Table I on the tasks 08-8, 09-4 and 09-5 MA-
WSC produced satisfactory results. This is probably due to
the large neighbourhood. Neighbourhood size in this method
is not fixed but depends on the number of Web services in the
sequence (unlike the two other methods). For example, for
task 09-5 the average neighbourhood size for 30 runs is 90.
TABLE (I) Mean fitness values and standard deviations per
30 runs. The significantly better values are shown in bold for
each task. (Note: the lower the fitness the better)
Task MA-WSC MA-DWSC(I) [16] MA-DWSC(II)
WSC08-1 0.41 ± 0.12 0.42± 0.02 0.4 ± 0.04
WSC08-2 0.42 ± 0.02 0.46± 0.04 0.41 ± 0.02
WSC08-3 0.44 ± 0.02 0.47± 0.02 0.44 ± 0.03
WSC08-4 0.4± 0.01 0.41± 0.01 0.39 ± 0.02
WSC08-5 0.46 ± 0.16 0.48± 0.04 0.45 ± 0.02
WSC08-6 0.46 ± 0.22 0.51± 0.15 0.47 ± 0.02
WSC08-7 0.53 ± 0.02 0.56± 0.02 0.52 ± 0.02
WSC08-8 0.45 ± 0.05 0.48± 0.08 0.46 ± 0.09
WSC09-1 0.53 ± 0.02 0.56± 0.05 0.51 ± 0.02
WSC09-2 0.47 ± 0.02 0.5± 0.01 0.45 ± 0.22
WSC09-3 0.499 ± 0.06 0.523± 0.001 0.48 ± 0.1
WSC09-4 0.47 ± 0.09 0.51± 0.21 0.48 ± 0.02
WSC09-5 0.42 ± 0.03 0.48± 0.06 0.46 ± 0.06
TABLE (II) Mean execution time for each approach per 30
runs. The significantly lowest times are shown in bold for each
task.
Task MA-WSC MA-DWSC(I) [16] MA-DWSC(II)
WSC08-1 0.5± 0.06 0.45± 0.12 0.43± 0.03
WSC08-2 0.57± 0.13 0.42± 0.14 0.4 ± 0.02
WSC08-3 1.32± 0.07 1.14± 0.42 1.28 ± 0.02
WSC08-4 0.7 ± 0.02 0.71± 0.01 0.74± 0.02
WSC08-5 0.98± 0.11 1.11± 0.04 1.02± 0.36
WSC08-6 5.52± 0.49 4.91± 0.15 4.45 ± 0.17
WSC08-7 2.64± 0.23 2.16± 0.02 2.42± 0.19
WSC08-8 5.68± 0.48 5.32± 0.31 5.18 ± 0.12
WSC09-1 0.46± 0.01 0.45± 0.02 0.44 ± 0.01
WSC09-2 4.18± 0.32 4.02± 0.01 4.02 ± 0.02
WSC09-3 4.32± 0.2 4.32± 0.001 4.09± 0.02
WSC09-4 29.85± 0.48 4.8± 0.21 4.04 ± 0.39
WSC09-5 6.14± 0.19 4.65± 0.36 4.15 ± 0.12
On the other hand, a large neighbourhood size can cause an
increase in the execution time as it is clearly shown in Table
II.
B. Discussion
Our experimental evaluations in Tables I and II show
that the proposed method (MA-DWSC(II))which utilises a
TABLE (III) Average improvements over 30 runs, made by
each local search technique in MAType-II.
Task Local Search
Type-I
Local Search
Type-II
No
Improvements
WSC08-1 4% 47% 49%
WSC08-2 0% 50% 50%
WSC08-3 3% 51% 46%
WSC08-4 2% 39% 59%
WSC08-5 4% 52% 44%
WSC08-6 1% 52% 47%
WSC08-7 3% 35% 62%
WSC08-8 1% 44% 55%
WSC09-1 3% 40% 57%
WSC09-2 1% 39% 60%
WSC09-3 3% 56% 41%
WSC09-4 4% 42% 54%
WSC09-5 1% 47% 52%
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Fig. (5) An example of a solution (a) before (b) after,
applying local search Type-II.
flexible local search operator and considers a communication
link and its services, produces superior results than other
techniques. Additionally, the effectiveness of the two local
search strategies (Type-I and Type-I) in MA-DWSC(II) have
been compared in terms of the number of improvements they
made, in Table III. As it is clearly demonstrated, Type-II
has made significantly more improvements than Type-I. This
verifies that it has been able to produce enhanced neighbours
for the majority of the time. For example, for Task 08-1,
in 47% of local search recalls improvements have been
made by neighbours which were produced by the local search
Type-II, while only in 4% the local search Type-I made
improvements, and in 49% of cases none of those neighbours
outperformed the current solution. It does not restrict itself to
include the Web service in the solution which is attached to the
beginning of the longest communication link. The explanation
to this is that if the Web service is located on a very distant
place, including it in the composition can prevent the actual
improvement in the solution.
MA-DWSC(I) and MA-DWSC(II) utilise the domain
knowledge in local search regarding the distribution and
location of services. However, according to the results, MA-
WSC outperforms MA-DWSC(I) in most cases. In other
words, the neighbourhood size for local search in MA-WSC is
large, which leads to a good performance of this local search
technique at the cost of execution time. Task 09-3 has been
used to exemplify all methods and their speed of convergence
where the fitness is illustrated across generations (in seconds)
in Fig. 6.
An example solution for task 08-2 before and after under-
going local search Type-II is illustrated in Fig. 5. The Web
service f was replaced by the combination of two services, m
and n. This verifies that the link between f and g in Fig. 5(a)
have been identified as the longest communication link in the
solution. Although the number of services has become larger in
Fig. 5(b) after applying local search, their total communication
cost and time were less than the longest communication link (f
and g). Therefore, this local search has led to an improvement
in the fitness value after being applied to the solution.
V. CONCLUSIONS
In this paper, we studied the problem of the fully-automated
composition of distributed data-intensive Web services. We
have modelled the problem by considering distributed lo-
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Fig. (6) Mean solution’s fitness over time obtained for task
09-3 (Note: the smaller the IGD the better)
cations of data and services. We then proposed a memetic
algorithm that hybridises GA with a novel local search method,
using the location information of services and data. Our
proposed memetic algorithm (MA-DWSC(II)) was based on
a variable-length GA and a local search. The local search was
designed using domain knowledge of the DWSC and took
into account replacing a communication link along with its
services with another Web service in the repository. Our exper-
imental evaluation using benchmark datasets showed that MA-
DWSC(II) outperformed two other methods, i.e., MA-WSC
and MA-DWSC(I). This high performance is presumably due
to its higher flexibility which allows a path replacement in the
composition graph. To provide the same condition, all those
techniques were using LCS crossover operator. This crossover
has shown to be extremely effective for distributed DWSC
[16], which helps the offspring to inherit good parts from
parents. In the future, we will expand our study to further
improve our proposed algorithm.
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