In this paper, we consider the Cauchy-type problem for a nonlinear differential equation involving ψ-Hilfer fractional derivative and prove the existence and uniqueness of solutions in the the weighted space of functions. The Ulam-Hyers and Ulam-HyersRassias stability of Cauchy-type problem is investigated via successive approximation method. Further, we investigate the dependence of solutions on the initial conditions and uniqueness via ǫ-approximated solution. An example is provided to illustrate the results we obtained.
Introduction
The theory and applications of fractional differential equations (FDEs) [1] is the field of great interest in pure mathematics and in applications. Many applications of FDEs in various branches of science and enginnering intended researchers to work on different kinds of problems related to this field. There are many different definitions of fractional derivative and fractional integral which do not coincide in general. Hilfer [2] introduced the generalized Riemann-Liouville fractional derivative of order α (n − 1 < α < n ∈ N) and of type β (0 ≤ β ≤ 1), defined by [3, 4] have dealt with the basic problems of existence, uniqueness and stability of nonlnear Cauchy type problem involving Hilfer fractional derivative.
In very recent contribution, Sousa and Olivera [5] extended the concept of Hilfer derivative operator and introduced a new definition of fractional derivative namely ψ-Hilfer fractional derivative of a function of order α and of type β with respect to another function ψ, discused its calculus and derived a class of fractional integrals and fractional derivatives by giving a particular value to the function ψ. In [6] Sousa and Olivera proved generalized Gronwall inequality involving fractional integral with resect to the another function and investigated basic resultes pertaining to existence, uniqueness and data dependence of Cauchy type problem by means of ψ-Hilfer differential operator.
The fundamental problem of Ulam [7] was generalized for the stability of fractioanl differential equations [8] . Stability of any FDEs in Ulam-Hyers sense is the problem of dealing with the replacement of given FDE by a fractional differential inequality and to obtain the suffcient conditions about "When the solutions of the fractional differential inequalities are close to the solutions of given FDE ?". For Ulam-Hyers stability theory of fractional differential equations and its recent development, one can refer to [8, 9, 10, 11, 12] and the references therein.
Huang et al. [13] investigated Ulam-Hyers stability of integer order delay differential equations by mathod of successive approximation. Kucche and Sutar [14] have extended the idea of [13] and investigated the Ulam-Hyers stability of nonlinear fractional delay differential equations with Caputo derivative.
Motivated by the work of [5, 6, 14] , in this paper, we consider the ψ-Hilfer fractional differential equation of the form: 1−γ; ψ a + is (left-sided) fractional integral of order 1 − γ with respect to another function ψ in Riemann-Liouville sense and f : J × R → R is a given function that will be specified latter.
The main objective of this paper is to prove the global existence and uniqueness of solution to ψ-Hilfer fractional differential equations (1.1)-(1.2). Using method of successive approximations we investigate the Ulam-Hyers and Ulam-Hyers-Rassias stability of ψ-Hilfer fractional differential equation (1.1). By utilizing generalized Gronwall inequality [5] we obtain an estimations for the difference of two ǫ-approximated solutions of ψ-Hilfer fractional differential equations (1.1)-(1.2), from which we can derive the results pertaining to uniqueness and dependence of solutions on the initial conditions. The paper is organized as follows. In Section 2,we present some basic definitions and results concerning with the ψ-Hilfer fractional derivative. Section 3 deals with existence and uniqueness of solutions of the problem (1.1) -(1.2). Section 4 dealts with Ulam-Hyers stability of ψ-Hilfer fractional differential equation (1.1) via successive approximations. In section 5, we study ǫ−approximate solution of the ψ-Hilfer fractional differential equation (1.1). In section 6, we provide an illustrative example.
Preliminaries
In this section, we recall few definitions, notions and the fundamental results about fractional integrals of a function with respect to another function [1] and ψ-Hilfer fractional operator [5, 6] . 
The (left-sided) fractional integrals of a function f with respect to another function ψ is given by
, [15] ) The (left-sided) Riemann-Liouville fractional derivatives of a function f of order α > 0 (n − 1 < α < n ∈ N) with respect to another function
We need following results [1, 15] which are useful in the subesquent analysis of the paper. 
The ψ-Hilfer fractional derivatives as above defined, can be written in the following forms
Definition 2.4 Let α > 0, β > 0. The one parameter Mittag-Leffler function is defined as
, and the two parameter Mittag-Leffler function is defined as
.
Existence and Uniqueness results
In this section we derive the existence and uniqueness of solutions to the Cauchy-type problem (1.1)-(1.2) by utilizing the following modified version of contraction principle.
Lemma 3.1 ( [16] ) Let X be a Banach space and let T be an operator which maps the element of X into itself for which T r is a contraction, where r is a positive integer then T has a unique fixed point. 
, and let f satisfies the Lipschitz condition with respect to second argument
for all t ∈ (a, b] and for all y 1 , y 2 ∈ R, where L > 0 is a Lipschitz constant. Then the Cauchy problem (1.1)-(1.2) has unique solution in the weighted space
Proof: The equivalent fractional integral to the initial value problem (1.1)-(1.2) is given by [5] 
Our aim is to prove that the fractional integral (3.2) has a solution in the weighted space
Consider the operator T defined on :
By lemma 2.2, it follows that
Note that the fractional integral equation (3.2) can be written as fixed point operator equation
We prove that the above operator equation has fixed point which will act as a solution for the problem (1.1)-(1.2). For any t ∈ (a, b], consider the space C t; ψ = C 1−γ; ψ [a, t] with the norm defined by,
Using mathematical induction for any y 1 , y 2 ∈ C t; ψ and t ∈ (a, b], we prove that
Let any y 1 , y 2 ∈ C t; ψ . Then from the definition of operator T given in (3.3) and using Lipschitz condition on f , we have
Thus the inequality (3.4) holds for j = 1. Let us suppose that the inequality (3.4) holds for
holds. Next, we prove that (3.4) holds for j = r + 1. Let y 1 , y 2 ∈ C t; ψ and denote y * 1 = T r y 1 and y * 2 = T r y 2 . Then using the definition of operator T and Lipschitz condition on f , we get
From (3.5), we have
Therefore,
Thus we have
Therefore, by principle of mathematical induction the inequality (3.4) holds for all j ∈ N and for every t in [a,b] . As a consequence we find on the fundamental interval [a,b],
By definition of two parameter Mittag-Leffler function, we have
is the j th term of the convergent series of real numbers. Therefore,
Thus we can choose j ∈ N such that
so that T j is a contraction. Therefore, by Lemma 3.1, T has a unique fixed point y * in 
Ulam-Hyers stability
To discuss Ulam-Hyers and Ulam-Hyers Rassias stability of (1.1), we adopt the approach of [8, 17] . For ǫ > 0 and continuous function φ :
, we consider the following inequalities: 
In the next theorem we will make use of the successive approximation method to prove that the ψ-Hilfer fractional differential equation (1.1) is Ulam-Hyers stable.
and that satisfies the Lipschitz condition
where L > 0 is a constant. For every
then there exists a solution y of equation
Then there exists a function
If z(t) satisfies (4.5) then it satisfies equivalent fractional integral equation
and consider the sequence {y n }
(4.8)
Using mathematical induction firstly we prove that for every t ∈ [a, b] and y j ∈ C 1−γ; ψ [a, t] = C t; ψ By definition of successive approximations and using (4.6) we have
which proves the inequality (4.9) for j = 1. Let us suppose that the inequality (4.9) holds for j = r ∈ N, we prove it for j = r + 1. By definition of successive approximations and
Lipschitz condition on f , we obtain y r+1 − y r C t; ψ = max
Using the inequality (4.9) for j=r, we have
which is the inequality (4.9) for j = r + 1. Using principle of mathematical induction the inequality (4.9) holds for every j ∈ N and every t ∈ [a, b].
Now using this estimation we have
Hence the series
converges in the weighted space
Noting that
is the n th partial sum of the series (4.11), we have
Next, we prove that this limit function y is the solution of fractional integral equation
Next, by the definition of successive approximation, for any
By taking limit as n → ∞ in the above inequality, for all t ∈ [a, b], we obatin
Since, (ψ(t) − ψ(a)) 1−γ = 0 for all t ∈ [a, b], we have Further, for the solution z of inequation (4.4) and the solution y of the equation (1.1), using (4.7) and (4.12), for any t ∈ [a, b], we have
This proves the equation (1.1) Proof: Set
in the proof of Theorem 4.1. Then ψ f (0) = 0 and for each solution z ∈ C 1−γ; ψ [a, b] that satisfies the inequality
there exists a solution y of equation
Hence fractional differential equation (1.1) is generalized Ulam-Hyers stable. ✷
where φ ∈ C([a, b], R + ) is a non-decreasing function such that
and λ > 0 is a constant satisfying 0 < λL < 1. Then, there exists a solution
Proceeding as in the proof of Theorem 4.1 there exists a function σ z ∈ C 1−γ; ψ [a, b] (depending on z) such that
Further, using mathematical induction, one can prove that the sequence of successive approximations
(4.14)
satisfy the inequality Using the inequation (4.15), we obatin 
Thus, we have
This proves the equation ( 
there exists a solution y of equation (1.1) 
Hence the fractional differential equation ( (ii) g is nonnegative and nondecreasing.
If
Theorem 5.2 Let f : (a, b]× → R be a function which satisfies Lipschitz condition
be an ǫ i − approximte solutions of fractional differential equation (1.1) corresponding to
a ∈ R, respectively. Then,
Operating I α; ψ a + on both the sides of the above inequation and using the Lemma 2.3, we get
Applaying Lemma 5.1 with
we obtain
Thus for every t ∈ [a, b], we have
kα which is the desired inequlaity. ✷ 
which provides the information regarding continuous dependence of the solution of the problem (1.1)-(1.2) on initial condition. In addition, if z ; ψ 0 + z 1 (t) = 0, which showsz is not the solution of the Cauchy problem (6.1) -(6.2). Next, as discussed in the proof of Theorem 4.1, we define the sequence of successive approximations to the solution of (6.1) as follows: y 0 (t) =z(t) = 2 (ψ(t) − ψ(0)) 
