We present a method for knowledge analysis in large astronomical spectrophotometric archives. The method is based on a type of unsupervised learning Artificial Neural Networks named Self-organizing maps (SOMs). SOMs are used to organize the information in clusters of objects, as homogeneously as possible according to their spectral energy distributions (BP/RP spectra), and to project them onto a 2D grid where the data structure can be visualized. Our algorithm has been tested by means of simulated Gaia spectrophotometry, which is based on SDSS observations and theoretical spectral libraries covering a wide sample of astronomical objects. We demonstrate the usefulness of the method by analyzing the spectra that were rejected by the SDSS spectroscopic classification pipeline and thus classified as "UNKNOWN". REFERENCE: A&A 559, A7 (2013) Artificial Neural Networks (ANNs) are computational models inspired by the human brain, raised in order to achieve a better understanding about its natural behavior and develop similar systems. Furthermore ANNs acquire knowledge through a learning process so as humans do.
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One of the main features of Self Organizing Maps (SOMs) is that they preserve the topological properties of the input space, making them useful for visualizing low-dimensional views of high-dimensional data, classifying them into different clusters according to their similarity.
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We show the distribution of astronomical object classes obtained with Gaia photometric simulations (150,000 objects) over the computed SOM. The color assigned to each of the clusters was set as a function of the predominant class in the objects belonging to it. The black color indicates that the cluster is empty. The confusion matrix allows to evaluate the clustering performance. In this case, the achieved compression rate is 167:1, with a mean class purity around 98.5% in the clusters.
We compiled a new library formed by spectra from SDSS that were classified as "UNKNOWN" by the SDSS spectroscopic classification pipeline. A dataset composed of 10,125 objects, mostly faint objects (mean G magnitude 19) and unsuccessful observations that we transformed to Gaia BP and RP format by the use of Gaia simulator GOG. Several visualization tools are available with which to unveil the data's physical nature and distribution. Photometric color distribution GRP − GBP can be used as a guide for effective temperatures. The UMatrix displays the distances among clusters in a gray levels´ scale, allowing to identify outlying clusters. A distance-based model (KNN) allows to retrieve the closer templates for each cluster prototype. External archives can contribute to the identification process, we opted for the SIMBAD catalog to perform crossmatching with the SDSS outliers, looking for more identifications. In this case, we retrieved those objects in SIMBAD within a radius of one arcsec from every SDSS outlier, obtaining its SIMBAD type in case it exists. Our method allows the potential discovery of hundreds of new objects, such as white dwarfs and quasars.
