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ABSTRACT 
An integrated scheme is developed based on the controlled Poisson Voronoi tessellation 
(CPVT) model to generate the polycrystalline grain structure for micromechanics 
simulations. The proposed model of CPVT involves a single control parameter that is 
used to produce the grain structure with regularity control, by which the yielded 
tessellation varies from the purely random Voronoi tessellation to the regular hexagonal 
tessellation. The system extends the standard CPVT model by the addition of two 
features: a one-parameter gamma distribution and a mapping from a set of quantitative 
metallographic measurements to the distribution parameter. Based on this scheme, a 
grain structure can be constructed such that the virtual tessellation is statistically 
equivalent to the expected grain size distribution. To validate the modules that utilise the 
physical parameters that dictate the regularity, a series of theoretical investigations is 
performed. Efforts are devoted to proving the uniqueness of the mapping from the 
physical parameters to the distribution parameter and the regularity parameter. An 
efficient numerical algorithm is provided to facilitate the mapping solution process. A 
software system (VGRAIN) is developed implementing the proposed CPVT model to 
generate the grain structure for crystal plasticity finite element (CPFE) analysis. To 
demonstrate the proposed scheme and the VGRAIN system, a plane strain CPFE analysis 
is conducted. Two microstructures are generated with different regularities, and the 
deformation under uniaxial tension is simulated. 
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1. Introduction 
Computational studies (e.g. CPFE) employing crystal plasticity theory are currently being used to 
gain valuable insights into mechanical deformation of polycrystalline materials [1, 2].  Since stress-
strain distributions are related to grain size, shape, orientation and their distributions, FE 
micromechanics simulations must be based upon a grain structure modelled within a FE/CAE 
computational environment, as shown in Error! Reference source not found.. Explicit modelling of 
the grain structure is essential to capture a range of size-dependent features of micromechanical 
deformation [3-5]. 
 
 Grain structures for micromechanical simulations can be obtained by various metallographic 
techniques relying on two-dimensional images. Images may be captured using optical microscopy [6-
9] or electron back-scatter diffraction (EBSD) maps [10-15]; combined with manual or automatic 
sketching methods, grain structures can then be constructed and input to a FE model. However, these 
experimental approaches are extremely time-consuming and expensive for practical applications, and 
the achieved grain structures are also difficult to extrapolate to large specimens. Recently, a novel X-
Ray diffraction method has also been proposed for structural characterisation of polycrystalline 
materials [16,17], although this approach requires high-energy synchrotron radiation sources. In 
contrast, geometrical models provide a solution to quickly generate large virtual grain structures. In 
early research, simplified geometrical units such as cubes, rhombic dodecahedra, and truncated 
octahedrons were employed to represent the grain aggregates, e.g. [18-21]; the study in [22] 
examined the influence of grain shape on the aggregate mechanical behaviour. The reported results 
have shown that the inter-granular and intra-granular stress variations depended consistently on the 
grain shape. However, in reality most grain structures exhibit large variations in grain shape and size. 
Hence, such uniform discretisations fail to account for the natural variations in grain morphology. 
Alternatively, efforts have been made to simulate realistic grain structures by means of e.g., the 
Monte-Carlo (Potts) model [23], the ellipsoid packing algorithm combined with the cellular automata 
(CA) method [24], the phase field model [25] and level-set methods [26,27], the latter of which has 
been implemented in a microstructure generation software system. 
 
Traditionally, Voronoi tessellation (VT) models have been widely used for metallurgical 
applications [28, 29], as they provide a natural solution to represent microstructures with non-
uniform grain shapes. Formation of a Voronoi tessellation can be generally interpreted as the result 
of a grain aggregate growth process, where grains are spatially distributed and completely 
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determined by initial nuclei and growth velocities [28]. However, as the Voronoi tessellation is 
disordered, there are still no clear rules for interpreting the organisation and geometrical constraints 
of the grains produced by the tessellation. One key issue in generating the virtual grain structure is 
evaluating the degree of uniformity [30], and also using the degree of uniformity to generate the 
tessellation with control of the grain size distribution. 
 
 To evaluate the degree of grain size uniformity or regularity for Voronoi tessellations, Zhu et al. 
[31] introduced a regularity parameter evaluating the degree of uniformity of a Voronoi tessellation 
with reference to a regular hexagonal tessellation (RHT). The value of the regularity parameter 
ranges from 0 to 1, corresponding to a Poisson Voronoi tessellation (PVT) and a regular hexagonal 
tessellation, respectively. Ho et al. [32] and Cao et al. [33] adopted this regularity parameter as a 
control parameter and proposed a scheme to produce Voronoi tessellations with specified regularity. 
However, the correlation between regularity and the grain structure is generally too obscure for 
engineers, so efforts have been devoted to replacing the regularity parameter by a set of physical 
parameters obtained from the quantitative metallographic measurements. In [32], a set of four 
parameters is used to quantify the grain size distribution, including a mean grain size, a large grain 
size and a small grain size, as well as the percentage of grains within that range. The numerical 
procedure to derive the regularity value implemented a direct enumerative method which has a very 
low efficiency. Cao et al. [33] attempted to improve the efficiency by devising a statistical method to 
derive the grain size distribution based on the mean grain size and two sampled grain sizes. 
However, their statistical estimation failed to provide a sufficient level of precision. 
  
 To support the scheme of generating the grain structure by means of the VT model with 
regularity control, two critical issues remain to be solved: 1) First and foremost, the theoretical 
relation between the regularity value and the set of physical parameters charactering the grain 
structure needs to be addressed and derived. This scheme works under the assumption that the 
physical parameters can uniquely define the grain size distribution and the regularity value, but the 
exact relation between them must be revealed. 2) Secondly, if the regularity parameter can be 
determined by the physical parameters, an effective algorithm is essential to calculate the control 
parameter from the physical parameters.  
  
In the first part of this work, a controlled Poisson Voronoi tessellation model (CPVT) is 
proposed, which involves a control parameter to monitor the generation of the grain structure with a 
prescribed regularity. This CPVT model will then be embedded into an integrated scheme to generate 
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the virtual grain structure. The integrated scheme starts with the input of the four measurements 
including the mean grain size, large and small grain sizes, and the percentage of grains within that 
range. Then the regularity and control parameter of the CPVT can be derived in sequence.  
 
In the second part, a series of theoretical results will be provided to validate the uniqueness of  
the determination of the tessellation’s regularity based on the physical parameters. Further, an 
efficient numerical procedure is proposed to facilitate determination of the distribution parameter. 
Finally, two micro-mechanics FE simulations are performed to demonstrate the application of the 
integrated grain structure modelling system. Note that, for simplicity and without loss of generality, 
all examples and discussions are based on two-dimensional1 tessellations, and the grain size is 
defined in terms of grain area.  
2. CPVT model and integrated grain structure generation scheme 
Polycrystalline materials are originally formed by the nucleation and growth of grains. The initial 
nucleation site for each grain is referred to as its seed; a final grain structure depends on the seed 
pattern and individual grain growth velocities, which describe the speed of progressive addition of 
atoms until impinge upon adjacent grains. Voronoi tessellations are naturally analogous to the 
material solidification [28], wherein seeds of a Voronoi tessellation are spatially distributed, and 
grain boundaries are determined by the specified grain growth velocities for the given seed pattern.  
 
 Given a plane of area 𝐴!, and letting the seeds be produced in the area by sampling 𝑥 and 𝑦 
coordinates independently from a uniform random generator, a corresponding tessellation can be 
achieved after a growth process. The resulting tessellation is generally referred to as a Poisson 
Voronoi tessellation (PVT). Note that the seeds are represented by points in a PVT. In contrast, 
assuming that each initial seed is a circle with diameter 𝛿 > 0, and no seeds overlap each other in the 
seed lattice, then an alternative Voronoi tessellation can be produced by uniformly generating and 
growing the circular seeds. This random VT is called a controlled Poisson Voronoi tessellation 
(CPVT), where the circle diameter of a seed is used as a control parameter dictating the distances 
between it and its neighbours. The CPVT generation process proceeds as follows: After the first seed 
is produced, each subsequent seed 𝑖 is only accepted if it is greater than a minimum allowable 
distance 𝛿! from any existing seed, i.e., 𝑑(𝑖, 𝑘) ≥ 𝛿!, where 𝑘 = 1,2,… , 𝑖 − 1. Provided that all seeds 
have the same diameter 𝛿, the distance between a newly generated seed 𝑖 and an existing seed 𝑘 
                                                
1 The present framework has been extended to three-dimensional tessellations; this will be presented in a forthcoming publication. 
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satisfies the condition 𝑑 𝑖, 𝑘 ≥ 𝛿, ∀  𝑘 = 1,2,… , 𝑖 − 1. For example, as illustrated in Fig. 2, the new 
seed 𝑔 would be accepted because the distances between 𝑔 and the other adjacent seeds are all equal 
to or larger than 𝛿. 
 
 The CPVT model aims to fully control the tessellation’s regularity and its corresponding grain 
size distribution, and the control parameter is the primary link between the user-expected grain 
structure and the realised virtual grain structure. Fig. 3 shows the integrated system that employs the 
CPVT model to generate the grain structure based on the user input. The overall procedure is:  
• Workpiece related input includes the size of a workpiece and the mean grain size, which 
are used to obtain the implementation parameters including the tessellation’s domain 𝛺 
and the number of grains 𝑁!""#; 
• Grain structure related input consists of four physical parameters, which describe a set of 
higher order grain size distribution features, to determine the control parameter 𝛿;  
• In the process of deriving the regularity, two modules are involved: One maps from the 
physical parameters to a distribution parameter 𝑐 , and the other maps from the 
distribution parameter to the regularity parameter 𝛼. 
 
 Now, the controlled Poisson Voronoi model can be denoted as 𝐶𝑃𝑉𝑇(𝛿|𝛺,𝑁!""#), where under 
the evaluation of 𝛿, the 𝑁!""# seeds are sequentially generated within the domain 𝛺. Details of the 
implementation will be discussed in the remainder of this section. 
 
2.1 Regularity and the control parameter 
To evaluate the regularity of the tessellation, Zhu et al. defined the regularity parameter 𝛼 in [31] 
as  
 𝛼 = 𝛿/𝑑!"#, (1) 
where 𝛿 is the minimum distance among all neighbouring seeds in the tessellation, and 𝑑!"# is the 
distance between two adjacent seeds in the equivalent regular hexagonal tessellation (RHT). 
According to the seed lattice of the RHT, the standard seed distance 𝑑!"# is calculated as  
 𝑑!"# = !!!!!/!! !/!, (2) 
where 𝐴! is the area of the equivalent RHT and 𝑁 is the number of hexagons in the RHT. 
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2.2.1 Equivalent regular hexagonal tessellation  
Here the term ‘equivalent’ means that a VT and its correlated RHT have an equal mean grain size 𝐷!"#$ and an equal domain area 𝐴!. It is important to note that the equivalent RHT consists of 
space-filling hexagons, which partition a domain of area 𝐴! without overlap, therefore the number of 
grains in the RHT can be directly determined from the domain area, according to 
 𝑁 = 𝐴!/𝐷!"#$ . (3) 
As a result, the number of grains in a VT can be determined by using the definition of its equivalent 
RHT, specified by user input.  
 
 In quantitative metallography, the number of grains is determined based on the heuristic rule 
that a grain cut by boundaries is counted as a half grain. However, in the proposed scheme, a VT is 
generated as follows: 1) A domain is defined; 2) the seeds are randomly created in the given area; 3) 
the grain structure is generated. Therefore, the final tessellation ignores the effect of seeds external to 
the domain, which exist in actual materials.  
 
Fig. 4 shows tessellations with and without external seeds. Neglecting neighbouring seeds, the 
tessellation in (b) has lost approximately half of the grains cut by boundaries, presented in (a). 
However the total area of the grains cut by boundaries is correspondingly increased in (b) by a factor 
of ~2. Therefore, based on the above VT scheme, the number of grains and seeds are approximately 
equivalent, i.e.,  
 𝑁!""# ≈ 𝑁. (4) 
Therefore, based on the heuristic rule given by Eq. (4), the equivalent RHT can be used to determine 
the number of seeds required for the VT, together with the result of Eq. (3).  
 
2.2.2 Control parameter 𝜹 of the CPVT 
The control parameter of a CPVT is defined by a minimum acceptable seed spacing (or seed 
distance). The minimum seed spacing of a VT was employed to compute the regularity value 𝛼 of a 
VT in [31], whilst by prescribing an expected minimum seed spacing using the control parameter, a 
final VT has an approximate regularity 𝛼. This can be explained in that as randomly sampling a 
certain number of seeds, the minimum seed spacing would converge to the value of the control 
parameter. Also, when sampling a small number of seeds, the resultant VT tends to be more regular 
than the prescribed regularity, due to random error. However, the random error is small and 
allowable, when the number of grains is large (c.f. [34] for further details). 
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 Thus, the expected minimum seed spacing is taken as the control parameter to monitor the seed 
generation process. From the definition of the tessellation’s regularity in Eq. (1), the control 
parameter 𝛿 can be determined by  
 𝛿 = 𝛼𝑑!"#. (5) 
It can be seen that if 𝛼 = 0, then 𝛿 = 0, and the resultant tessellation is a pure Poisson Voronoi 
Tessellation, whilst letting the regularity 𝛼 = 1 gives 𝛿 = 𝑑!"#, and the yielded tessellation in that 
case is exactly a regular hexagonal tessellation. As the regularity 𝛼  varies from 0  to 1 , the 
tessellations become increasingly uniform. Fig. 5 shows a series of tessellations with varying 
regularity values. 
In summary, implementation of the CPVT model 𝐶𝑃𝑉𝑇(𝛿|𝛺,𝑁!""#) involves two parallel 
procedures: Determination of the implementation parameters {𝛺,𝑁!""#} and derivation of the control 
parameter 𝛿. First of all, the number of seeds 𝑁!""# to be generated in a VT is determined by Eq. (4) 
and the standard seed distance 𝑑!"# is defined in Eq. (2). Secondly, with the assignment of a 
regularity value, a control parameter 𝛿 can be obtained from Eq. (5). 
 
2.2 Regularity, grain size distribution and physical parameters 
In a CPVT, the regularity parameter 𝛼 is used directly to specify the control parameter 𝛿. However, 
physical measurements from quantitative metallography, such as the mean grain size and percentage 
of grains between the small and large sizes, are well known and widely used by engineers and 
material scientists. In such a circumstance, the regularity parameter is not intuitive for practical use. 
 
 Two modules are to be developed to map the gap between the physical parameters and 
regularity parameter. The first module is the grain size distribution model linking the tessellation’s 
regularity to its grain size distribution, and the other module is the mechanism to determine the 
distribution parameter from the given physical parameters. 
 
 Traditionally, the grain area distributions of Voronoi tessellations have been modelled by 
gamma distribution functions. Reported results include a three-parameter gamma distribution [35] 
and a two-parameter gamma distribution [36, 37]. If the experimental data is normalised by the mean 
grain area, then a one-parameter gamma distribution can also accurately fit the grain size distribution 
in term of grain area [30, 31, 38, 39]. The one-parameter gamma distribution function takes the form 
of, 
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 𝑃!,!!!" = !!! ! 𝑥!!!e!!"𝑑𝑥,                𝑥 > 0, (6) 
where the parameter 𝑐 > 1, and 𝛤 𝑐  is the gamma function, defined as 
 𝛤 𝑐 = 𝑥!!!e!!"𝑑𝑥∞! . (7) 
 
Note that the variance of the one-parameter gamma distribution is 1/𝑐. As the parameter 𝑐 
increases, the distribution becomes narrower, which is more suitable for modelling the tessellations 
having approximately similar grain sizes. In addition, there are two major advantages to using a one-
parameter gamma distribution to describe the grain size distribution: Only one parameter 𝑐  is 
involved in the relation for the tessellation’s regularity, and the mean value of this distribution is one, 
which is the normalised mean grain size. 
 
In [31], a series of statistical tests have been performed to summarise the relationship 
between the fitting parameter 𝑐 and the regularity 𝛼, where 𝛼 ranges from 0 to 0.8. In [32] and [33], 
a descriptive model was proposed based on the statistical data of [14], given by 
 𝛼 = 𝐴 𝑧(𝑐)− 𝑧! !!!"(!),            𝑐! ≤ 𝑐 ≤ 𝑐! (8) 
where 𝑧(𝑐) = 𝑐/𝑐! , 𝑧! = 𝑐!/𝑐! , 𝑐! = 3.555 , 𝑐! = 47.524 , 𝐴 = 0.738895 , 𝑘 = 0.323911  and 𝑛 = −0.414367. Eq. (8) and Eq. (5) provide a mechanism to assign the control parameter by 
prescribing an intuitive grain-size distribution model with a distribution parameter 𝑐 rather than the 
regularity parameter 𝛼.  
 
 The next step incorporates a set of traditional physical parameters to replace the distribution 
parameter for regularity assignment, by which all abstract parameters are avoided when assigning the 
input to the CPVT model. Considering a set of physical parameters {𝐷! ,𝐷!"#$,𝐷! ,𝑃!} from the 
quantitative metallography, where 𝐷!"#$  is the mean grain size, defined as 𝐷!"#$ = !! 𝐷!, 𝐷! and 𝐷! are two specific grain size values and 𝑃! is the percentage of the grains with size in the range of [𝐷! ,𝐷!] over the total number of the grains 𝑁 , i.e., 𝑃! = !! 𝑚!, where 𝑚! = 1,0,          if  𝐷! ∈ [𝐷! ,𝐷!]otherwise . 
It should be noted that grain size 𝐷 henceforth represents an area in two-dimension as in this study, 
and a volume in three-dimension. 
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 When modelling grain distributions by a one-parameter gamma distribution, the set of 
parameters conform to the following equation:   
 𝑃! = 𝑐!𝛤 𝑐 𝑥!!!e!!"𝑑𝑥!!!! , (9) 
where 𝑥! = 𝐷!/𝐷!"#$, 𝑥! = 𝐷!/𝐷!"#$ and 𝛤 𝑐  is a gamma function as in Eq. (7). Fig. 6 presents 
an example of a one-parameter gamma distribution with 𝑐 = 20, where the area of the shaded part 
between the lower limit 𝑥! = 𝐷!/𝐷!"#$  and upper limit 𝑥! = 𝐷!/𝐷!"#$  equals the percentage 𝑃! = 0.635. 
 
 It can be observed that by designating the set of physical parameters, the parameter 𝑐 is 
correspondingly found by solving Eq. (9). However, there are still two major issues to be solved in 
order to utilise this scheme, which are: Conditions for which the parameter 𝑐 is uniquely determined 
by Eq. (9), and an efficient numerical algorithm to solve Eq. (9).  
3. Physical parameters 
This section consists of two parts: First is the presentation of the condition for existence of a unique 
solution to Eq. (9), followed by an efficient algorithm for solving Eq. (9). 
 
3.1  Uniqueness  
Here uniqueness implies the uniqueness of the value of 𝑐 obtained by solving Eq. (9). That is, given a 
set of physical parameters {𝐷! ,𝐷!"#$,𝐷! ,𝑃!}, there correspondingly exists a unique value of 𝑐 
characterising the one-parameter gamma distribution, describing the grain size distribution. Let, 
 𝑥! = 1− 𝛥!,𝑥! = 1+ 𝛥!,                 0 < 𝛥! < 10 < 𝛥! < 1 (10) 
where 𝑥! and 𝑥! are the integral limits of Eq. (9). For the symmetric case where  𝛥! = 𝛥! = 𝛥, 𝑥 = (𝑥! + 𝑥!)/2 = 1, which is also the mean value of a one-parameter gamma distribution.  
 
Lemma 1. There exists an interval 𝑆∗ = 𝑥!∗, 𝑥!∗ , such that for any interval 𝑆 = 𝑥!, 𝑥! , where 𝑥! < 1 < 𝑥!, if 𝑆 ⊆ 𝑆∗, the implicit function 
 𝑃!(𝑐) = 𝑐!𝛤 𝑐 𝑥!!!e!!"𝑑𝑥!!!!  (11) 
is strictly monotonically increasing, as the parameter 𝑐  increases for any 𝑐 ≥ 1. Moreover, the 
interval 𝑆∗ = 𝑥!∗, 𝑥!∗  can be estimated by 
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𝑥!∗ ≈ 1− !! + 𝒪(𝛥!/!)𝑥!∗ ≈ 1+ !!                                        , (12)   
where the term 𝒪(𝛥!/!  ) > 0. 
 
Theorem 1. Given the constants 𝑥!, 𝑥! and the percentage value 𝑃! 𝑥!, 𝑥! !, where 𝑥! < 1 < 𝑥!, if 
the interval 𝑆 = 𝑥!, 𝑥! ⊂ 𝑆∗ = (𝑥!∗, 𝑥!∗), where 𝑥!∗ and 𝑥!∗ are determined from Eq. (12), the implicit 
function 𝑃! 𝑐  in Eq.(11), defined over the domain 𝐷 𝑃! ⊆ [1,∞) and range 𝑅 𝑃! ⊆ (0,1), has the 
properties that:  
• 𝑃!(𝑐) is a bijection; 
• 𝑃!(𝑐) has a continuous inverse 𝑃!!!(𝑐) on the range 𝑅 𝑃! . 
 
 Lemma 1 and Theorem 1 explain the existence of a valid range of physical parameters, where 
uniqueness is satisfied. Proofs of Lemma 1 and Theorem 1 are given in the Appendix. This is 
realised by choosing a small grain size 𝐷!, a large grain size 𝐷! and a mean grain size 𝐷!"#$, such 
that 𝑆 = 𝑥!, 𝑥! ⊂ 𝑆∗ = (𝑥!∗, 𝑥!∗). Then, the parameter 𝑐 is uniquely determined by the percentage 
value 𝑃!. Although the existence of such an interval of physical parameters that uniquely defines the 𝑐 values has been proved, this interval, estimated by Eq. (12), is not large enough for all practical 
applications. In the following, efforts are made to extend the effective interval 𝑆∗. 
 
3.1.1 Estimation of 𝑺∗ 
 To estimate the interval 𝑆∗ means to find a valid interval 𝑆∗ = (𝑥!∗, 𝑥!∗) as large as possible such 
that !!!!! > 0. Since 𝑆∗ = 𝑥!∗, 𝑥!∗ = (1− 𝛥!∗ , 1+ 𝛥!∗ ), to estimate the valid interval 𝑆∗ is equivalent 
to finding possible large values of both 𝛥!∗  and 𝛥!∗ . For simplicity and without loss of generality, only 
a symmetrical situation is considered, where 𝛥! = 𝛥! = 𝛥. Let the function 𝜑(𝛥) be  
 𝜑 𝑐,𝛥 = 𝜕𝑃! 𝑐,𝛥𝜕𝑐 = 𝑐!𝛤(𝑐) 𝑥!!!e!!"[1+ ln𝑐 − 𝜓 𝑐 + ln𝑥 − 𝑥]𝑑𝑥!!!!!! . (13)   
Furthermore, for any 𝑐 > 1, let 
 
𝑔!(𝛥) = 1+ ln𝑐 − 𝜓 𝑐 + ln 1− 𝛥 − (1− 𝛥)𝑔!(𝛥) = 1+ ln𝑐 − 𝜓 𝑐 + ln 1+ 𝛥 − (1+ 𝛥)  , (14)   
and there exist 𝛥!, 𝛥! ∈ (0,1) such that 
 
𝑔! 𝛥! = 0𝑔! 𝛥! = 0  . (15)   
Due to 0 < 𝛥! < 𝛥! < 1, the property of 𝜑 𝑐,𝛥  is studied with respect to three sub-intervals: 
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𝐼! ∪ 𝐼! ∪ 𝐼! = 0,𝛥! ∪ 𝛥!,𝛥! ∪ 𝛥!, 1 . 
 
Lemma 2. There exists a point 𝛥∗ ∈ 𝛥!,𝛥! , where 𝛥! and 𝛥! are given by Eq. (15), such that for 
any 𝛥 ∈ 0,𝛥∗ , 𝜑 𝑐,𝛥 > 0. Moreover, the function 𝜑 𝑐,𝛥  is strictly monotonically increasing for 𝛥 ∈ 0,𝛥∗  and strictly monotonically decreasing for 𝛥 ∈ [𝛥∗, 1).  
 
(Proof of Lemma 2 is given in the Appendix.) The shape of the function 𝜑(𝑐,𝛥) is schematically 
illustrated in Fig. 7, where it can be observed that as 𝛥 increases from 0 to 𝛥∗, 𝜑(𝛥) increases, 
starting from a positive value. But after 𝛥∗, as the variable 𝛥 increases, the function value 𝜑 !!!∗ 
decreases correspondingly. Then 
 min!∗!!!!𝜑(𝛥) = lim!→!𝜑(𝛥)  . (16)   
In this situation, the asymptotic value of lim!→! 𝜑(𝛥) is critical, that is, if lim!→! 𝜑(𝛥) > 0, then the 
interval 𝑆∗ is such that 𝑆∗ = (0,2). 
 
 Table 1 was calculated by means of the Gaussian quadrature method using the arbitrary 
precision package ARPREC [40]. From the numerical results, it can be verified that for any 𝛥 ∈ [0,0.999) and 𝑐 ∈ [1,90], 𝜑 𝑐,𝛥 > 0 is satisfied. From the descriptive model of Eq. (8), the 𝑐 
value only ranges from 𝑐! to 𝑐!, therefore this numerical result is sufficient for practical use. Hence 
the estimation of 𝑆∗ = [0.001,1.999] is achieved, where the mapping from the percentage value 𝑃! 
to the distribution function parameter 𝑐 is one to one. 
 
3.1.2 Lower bound on 𝑷𝒓 
The preceding discussion shows that given 𝑥! = 𝐷!/𝐷!"#$ and 𝑥! = 𝐷!/𝐷!"#$ within the interval 
given by Eq. (12), the function value 𝑃!(𝑐, 𝑥!, 𝑥!) is monotonically increasing as 𝑐 increases. On the 
other hand, the 𝑃! value cannot be arbitrarily small due to the requirement of modelling grain size 
distributions, that is, a relaxation condition to determine the lower bound of 𝑃! is derived based on 𝑐 ≥ 1. Therefore, the lower bound for the percentage 𝑃!(𝑐, 𝑥!, 𝑥!) is given by, 
 𝑃! 1, 𝑥!, 𝑥! = e!!! − e!!!. (17)   
For the symmetrical case, i.e., 𝑥! = 1− ∆ and 𝑥! = 1+ ∆, the lower bound is determined by 
 𝑃! 1,∆ = e∆!! − e!∆!!, (18)   
where, 𝛥 ∈ [0,0.999). 
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3.2  Algorithm to solve the 𝒄 value 
In [32], [33] and [41], the 𝑐 value is determined by means of exhaustive enumeration starting from 1 
with a prescribed incremental step, such as 0.001. Since each iterative step involves a series of 
computations including one numerical integration, this searching scheme is fairly inefficient. To 
improve the solution procedure, an efficient gradient search method is proposed as follows. Given 
the four input parameters, 𝐷!, 𝐷!"#$, 𝐷! and 𝑃!, the following equation must be solved for 𝑐, 
 𝑃! = 𝑐!𝛤 𝑐 𝑥!!!e!!"𝑑𝑥!!/!!"#$!!/!!"#$ ≜ 𝐹 𝑐 , (19) 
where the constant 𝛤 𝑐  is calculated by Eq. (7). A Newton-Raphson method can be used to obtain 
the 𝑐 value as follows. Let  
 𝑓 𝑐 = 𝑐!𝛤 𝑐 𝑥!!!e!!"𝑑𝑥!!/!!"#$!!/!!"#$ − 𝑃! , (20)   
then, 
 𝑓 ′ 𝑐 = 𝑐!𝛤 𝑐 𝑥!!!e!!"[1+ ln 𝑐 − 𝜓 𝑐 + ln 𝑥 − 𝑥]𝑑𝑥!!/!!"#$!!/!!"#$ , (21)   
and the iterative root finding procedure is 
 𝑐!!! = 𝑐! − 𝑓 𝑐𝑓 ′ 𝑐   , (22)   
where 𝑖 = 1, 2,…. Based on the preceding discussion, the denominator is always non-zero. Since all 
the distributions are described by 𝑐 ≥ 𝑐! , the searching process starts at 𝑐 = 𝑐! . This process 
continues until the prescribed tolerance, 𝜀, is achieved, where the termination condition is formulated 
in terms of the successive change as 
 𝑐!!! − 𝑐! ≤ 𝜀. (23)   
 
4. VGRAIN system and micromechanics simulation 
To facilitate grain structure generation and micro-mechanics modelling, an integrated system called 
VGRAIN has been developed to build materials microstructures, where the proposed CPVT model 
has been implemented to define the grain structures. The integrated process of defining the 
microstructure of the material is illustrated in Fig. 8. Two more modules have also been developed to 
include grain orientation and material properties assignment. The orientation of each grain can be 
assigned based on a fixed texture, or be set by a random value from a random number generator 
based on a uniform distribution or a normal distribution. Grain orientations can also be defined 
according to measurements, such as EBSD. In the VGRAIN system, the generated grain structure 
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together with the grain orientations can be directly imported into commerically available FE codes, 
e.g., ABAQUS/CAE, for further pre-processing operations, such as meshing, boundary and loading 
conditions defined based on the simulation requirements. Crystal plasticity constitutive equations as 
in Wang et al. [5] were implemented in the commerical FE code ABAQUS/EXPLICT through the 
user defined material subroutine VUMAT. The detailed implementation and CPFE analysis 
procedures are presented in [5]. 
 
 To demonstrate the proposed CPVT model and material properties definition procedure in the 
VGRAIN system, 2D plane strain CPFE analyses of uniaxial tension have been performed. It is 
worth noting that singly-, doubly- or triply-periodic boundary conditions can be prescribed for 
representative volume elements with grain structures generated by VGRAIN, although this has not 
been automated in the present version to maintain generality. The crystal plasticity calibration of [2] 
for 316L stainless steel is used here. The crystal placticity is not the focus of this study; details of the 
calculations can be found in [5]. The overall dimensions of the microfilm workpiece are 100  µμm×30  µμm and a displacement of 𝑈 = 80  µμm is applied at the right edge of the model and the lateral 
faces are free of constraint. The overal setup is shown in Fig. 9. 
 
 Two specimens were generated with different regularities: One was much more regular than the 
other. The physical parameters and the corresponding distribution parameters from the CPVT model 
are given in Table 2. Both microstructures have the same mean grain size of 50  µμm!, in terms of area, 
i.e., the equivalent grain diameter is approximately 8  µμm assuming a circular grain shape. By 
assigning different physical parameters, different regularities were achieved using the CPVT model. 
The simulated irregular and regular grain structures are presented in (a) and (d) of Fig. 10, 
respectively. It should be noted that repeated application of the same physical parameters using the 
CPVT model will result in slightly different grain structures, but all the simulated grain structures 
have the feature that the grain sizes are statistically conformal with the specified physical parameters. 
 
 Fig. 10 shows CPFE simulations for both microstructures, where (a) – (c) show the irregular 
grain structure and (d) – (f) show the regular grain-structure. Every simulation involves three major 
steps: definition of the grain structure as shown in (a) and (d), assignment of material properties, 
mesh and boundary conditions, as illustrated in (b) and (e), and post-processing and analysis as in (c) 
and (f). The deformed models are presented in (c) and (f) of Fig. 10, where contours of accumulated 
plastic strain (𝜀!) are shown and the necking features of both models can be observed. 
 
14	  
 Fig. 11 correlates the necking regions with the original microstructures. It was found in [5] that 
necking caused by strain localization is increasingly prohibited by a greater number of grains through 
the specimen width. Although strain localization necking is delayed until greater applied strain when 
the number of grains through the specimen width is greater, the onset of necking in that case was 
demonstrated to be sudden with rapid progression towards a high level of thinning. The grain 
structures shown in Figs. 10 and 11 have the same average grain size. However, the regular grain 
structure has approximately the same number of grains through the specimen width at any location 
along the length, whereas the irregular grain structure has between two and seven grains through the 
width. Although necking by strain localization was shown in [5] to occur in locations with fewer 
grains through the width, the situation shown here is distinctly different in that only regular grain 
patterns were simulated in [5]. In the case of an irregular grain pattern, although there may be a 
location with relatively few grains through the specimen width, strain localization necking also 
requires that those grains have crystallographic orientations favorable to slip, i.e. there must be at 
least one slip system available having a relatively high Schmid factor under the applied loading. For 
a specimen with a regular grain pattern having, e.g., an average of two grains through the specimen 
width, there is statistically a much higher (depending on the specimen aspect ratio) likelihood there 
will be a location along the length with grains oriented such that they are favorable to slip, compared 
to a specimen with an irregular grain pattern having a higher mean grain size but also one or more 
locations along the length with two grains through the specimen width. Hence, there is a greater 
statistical variation in the necking response for the film shown in Fig. 11 (c) and (d) than for that in 
(a) and (b). The necking zones (NZ) shown in Fig. 11 indicate that, for the strain shown which is 
quite extreme, the NZ with more grains through the width, given by (a) and (b), actually necked 
more than the NZ give by (c) and (d). However, this can be understood by the previous discussion in 
that either the grains in the NZ of the irregular grain pattern were oriented in a way not favorable to 
crystallographic slip, compared to those in the NZ of the regular grain pattern, or, the level of applied 
strain was sufficient for the sudden onset of necking and rapid thinning demonstrated in [5] to occur 
in the regular grain pattern such that it overcame the more gradual necking in the irregular grain 
pattern (in the latter case, the degree of necking in the irregular grain pattern would have been greater 
than that in the regular grain pattern for some smaller value of applied strain). 
 
5. Conclusion  
In this work, a controlled Poisson Voronoi tessellation model, 𝐶𝑃𝑉𝑇(𝛿|Ω,𝑁!""#), has been proposed 
to generate virtual polycrystalline grain structures with emphasis on regularity control. The model 
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extends the traditional Poisson Voronoi tessellation by substitution of point seeds with circular seeds 
having a given diameter 𝛿. Under the condition of no circles overlapping, the regularity of the 
resultant tessellation can be varied from a purely random PVT to its equivalent regular hexagonal 
tessellation. The CPVT model first takes the workpiece-related parameters to derive an equivalent 
RHT. By specifying a regularity value, the control parameter 𝛿 is determined, which is employed by 
the CPVT model to generate the grain structure. Utility of the CPVT model in materials modelling 
application relies on correlating physical measurements of real microstructures obtained by 
quantitative metallography to the otherwise abstract regularity value. By discovery of an integrated 
scheme for identifying the regularity value from the physical parameters input, the CPVT model can 
now be fully operated based upon real microstructures data.  
 
 Two essential relationships have been established: 1) The one-parameter gamma distribution 
model linking the regularity 𝛼, with the distribution parameter 𝑐, and 2) the correlation of a set of 
four physical parameters with the distribution parameter 𝑐. This integration allows the CPVT model 
to directly generate a tessellation that is statistically analogous to a grain distribution defined by user 
input. 
 
Mathematical proof of uniqueness of the solution was performed by identifying a small valid 
interval, which was then extended into a larger region that fully satisfies the application requirements. 
Further, a series of computational results were presented to validate the uniqueness assumption of the 
proposed scheme. Meanwhile, to facilitate the CPVT model definition, a numerical algorithm was 
proposed to efficiently solve Eq. (9).  
 
The VGRAIN software system has been developed to implement the proposed CPVT model 
and solution scheme to generate microstructures for crystal plasticity finite element analyses 
particularly using ABAQUS. By assigning different physical parameters, corresponding grain 
structures were obtained. To demonstrate applications of the proposed CPVT model and integrated 
grain structure generation scheme, two plane strain CPFE analyses have been performed. Simulation 
results showed the influence of grain regularity on the mechanical behaviour, and strain localisation 
on the necking behaviour.  
16	  
Reference 
[1] R. Asaro, J. Rice, Strain localization in ductile single crystals, Journal of the Mechanics and 
Physics of Solids 25 (5) (1977) 309–338. 
[2] F. Harewood, P. McHugh, Investigation of finite element mesh independence in rate dependent 
materials, Computational Materials Science 37 (4) (2006) 442–453. 
[3] D. Balint, V. Deshpande, A. Needleman, E. Van der Giessen, Discrete dislocation plasticity 
analysis of the grain size dependence of the flow strength of polycrystals, International Journal of 
Plasticity 24 (12) (2008) 2149–2172. 
[4] D. Balint, V. Deshpande, A. Needleman, E. Giessen, Size effects in uniaxial deformation of 
single and polycrystals: a discrete dislocation plasticity analysis, Modelling and Simulation in 
Materials Science and Engineering 14 (2006) 409–422. 
[5] S. Wang, W. Zhuang, D. Balint, J. Lin, A crystal plasticity study of the necking of micro-films 
under tension, Journal of Multiscale Modelling 3 (4) (2009) 331–345. 
[6] J. Spowart, H. Mullens, B. Puchala, Collecting and analyzing microstructures in three 
dimensions: A fully automated approach, JOM 55 (10) (2003) 35–37. 
[7] R. S. Sidhu, N. Chawla, Three-dimensional microstructure characterization of Ag3Sn 
intermetallics in Sn-rich solder by serial sectioning, Materials Characterization 52 (3) (2004) 225–
230. 
[8] J. E. Spowart, Automated serial sectioning for 3-D analysis of microstructures, Scripta 
Materialia 55 (1) (2006) 5–10. 
[9] L. Rauch, L. Madej, Application of the automatic image processing in modelling of the 
deformation mechanisms based on the digital representation of microstructure, International Journal 
for Multiscale Computational Engineering 8 (3) (2010) 343–356. 
[10] D. Raabe, M. Sachtleber, Z. Zhao, F. Roters, S. Zaefferer, Micromechanical and 
macromechanical effects in grain scale polycrystal plasticity experimentation and simulation, Acta 
Materialia 49 (17) (2001) 3433–3441. 
[11] J. Den Toonder, J. Van Dommelen, F. Baaijens, Relation between single crystal elasticity and 
the effective elastic behaviour of polycrystalline materials: Theory, measurement and computation, 
Modelling and Simulation in Materials Science and Engineering 7 (6) (1999) 909–928. 
[12] A. Lewis, A. Geltmacher, Image-based modeling of the response of experimental 3D 
microstructures to mechanical loading, Scripta materialia 55 (1) (2006) 81–85. 
[13] Y. Bhandari, S. Sarkar, M. Groeber, M. Uchic, D. Dimiduk, S. Ghosh, 3D polycrystalline 
microstructure reconstruction from FIB generated serial sections for FE analysis, Computational 
Materials Science 41 (2) (2007) 222–235. 
17	  
[14] M. Groeber, S. Ghosh, M. Uchic, D. Dimiduk, A framework for automated analysis and 
simulation of 3D polycrystalline microstructures. part 1: Statistical characterization, Acta Materialia 
56 (6) (2008) 1257–1273. 
[15] A. D. Rollett, S.-B. Lee, R. Campman, G. Rohrer, Three-dimensional characterization of 
microstructure by electron back-scatter diffraction, Annual Review of Materials Research 37 (1) 
(2007) 627–658. 
[16] H. Poulsen, S. Nielsen, E. Lauridsen, S. Schmidt, R. Suter, U. Lienert, L. Margulies, 
T. Lorentzen, J. Jensen, Three-dimensional maps of grain boundaries and the stress state of 
individual grains in polycrystals and powders, Journal of applied crystallography 34 (6) (2001) 751–
756. 
[17] H. Poulsen, 3DXRD - a new probe for materials science, Ph.D. thesis, Risø National Laboratory, 
Roskilde, Denmark (2004). 
[18] S. Kalidindi, C. Bronkhorst, L. Anand, Crystallographic texture evolution in bulk deformation 
processing of FCC metals, Journal of Mechanics and Physics of Solids 40 (1992) 537–569. 
[19] G. Sarma, P. Dawson, Effects of interactions among crystals on the inhomogeneous 
deformations of polycrystals, Acta Materialia 44 (5) (1996) 1937–1953. 
[20] D. Mika, P. Dawson, Effects of grain interaction on deformation in polycrystals, Materials 
Science and Engineering A 257 (1) (1998) 62–76. 
[21] L. Delannay, P. J. Jacques, S. R. Kalidindi, Finite element modeling of crystal plasticity with 
grains shaped as truncated octahedrons, International Journal of Plasticity 22 (10) (2006) 1879–1898. 
[22] H. Ritz, P. R. Dawson, Sensitivity to grain discretization of the simulated crystal stress 
distributions in FCC polycrystals, Modelling and Simulation in Materials Science and Engineering 
17 (1) (2009) 1–21. 
[23] O. Ivasishin, S. Shevchenko, S. Semiatin, Implementation of exact grain-boundary geometry 
into a 3-D Monte-Carlo (potts) model for microstructure evolution, Acta Materialia 57 (9) (2009) 
2834–2844. 
[24] A. Brahme, M. Alvi, D. Saylor, J. Fridy, A. Rollett, 3D reconstruction of microstructure in a 
commercial purity aluminum, Scripta Materialia 55 (1) (2006) 75–80. 
[25] L. Chen, Novel computer simulation technique for modeling grain growth, Scripta Metallurgica 
et Materialia 32 (1995) 115–120. 
[26] R. Logé, M. Bernacki, H. Resk, L. Delannay, H. Digonnet, Y. Chastel, T. Coupez, Linking 
plastic deformation to recrystallization in metals using digital microstructures, Philosophical 
Magazine 88 (30) (2008) 3691–3712. 
[27] M. Bernacki, H. Resk, T. Coupez, R. E. Logé, Finite element model of primary recrystallization 
in polycrystalline aggregates using a level set framework, Modelling and Simulation in Materials 
Science and Engineering 17 (6) (2009) 064006. 
18	  
[28] B. Boots, The arrangement of cells in random networks, Metallography 15 (1) (1982) 53–62. 
[29] D. Aboav, The arrangement of grains in a polycrystal, Metallography 3 (4) (1970) 383–390. 
[30] J. Lemaitre, A. Gervois, J. Troadec, N. Rivier, M. Ammi, L. Oger, D. Bideau, Arrangement of 
cells in Voronoi tesselations of monosize packing of discs, Philosophical Magazine B 67 (3) (1993) 
347–362. 
[31] H. X. Zhu, S. M. Thorpe, A. H. Windle, The geometrical properties of irregular two-
dimensional Voronoi tessellations, Philosophical Magazine A 81 (12) (2001) 2765–2783. 
[32] K. C. Ho, N. Zhang, J. Lin, T. A. Dean, An integrated approach for virtual microstructure 
generation and micromechanics modelling for micro-forming simulation, in: Proceedings of ASME 
MNC2007, 2007. 
[33] J. Cao, W. Zhuang, S. Wang, K. Ho, N. Zhang, J. Lin, T. Dean, An integrated crystal plasticity 
FE system for microforming simulation, Journal of Multiscale Modelling 1 (2009) 107–124. 
[34] P. Zhang, J. Lin, D. Balint, An integrated scheme for CPFE simulation: Implementation and 
case studies, Submitted to philosophical magazine. 
[35] A. Hinde, R. Miles, Monte Carlo estimates of the distributions of the random polygons of the 
Voronoi tessellation with respect to a Poisson process, Journal of Statistical Computation and 
Simulation 10 (3) (1980) 205–223. 
[36] S. Kumar, S. K. Kurtz, Properties of a two-dimensional Poisson-Voronoi tesselation: A Monte-
Carlo study, Materials Characterization 31 (1) (1993) 55–68. 
[37] S. Kumar, S. Kurtz, J. Banavar, M. Sharma, Properties of a three-dimensional Poisson-Voronoi 
tesselation: A Monte Carlo study, Journal of statistical physics 67 (3) (1992) 523–551. 
[38] D. Weaire, J. Kermode, J. Wejchert, On the distribution of cell areas in a Voronoi network, 
Philosophical Magazine B 53 (5) (1986) 101–105. 
[39] J. Wejchert, D. Weaire, J. P. Kermode, Monte Carlo simulation of the evolution of a two-
dimensional soap froth, Philosophical Magazine B 53 (1) (1986) 15–24. 
[40] D. Bailey, H. Yozo, X. Li, B. Thompson, ARPREC: An arbitrary precision computation 
package, Tech. rep., Lawrence Berkeley National Laboratory (2002). 
[41] J. Cao, W. Zhuang, S. Wang, J. Lin, Development of a VGRAIN system for CPFE analysis in 
micro-forming applications, The International Journal of Advanced Manufacturing Technology 47 
(2010) 981–991. 
[42] H. Alzer, On some inequalities for the gamma and psi functions, Mathematics of Computation 





Proof	  of	  Lemma	  1	  
Consider a function 𝑃!(𝑐, 𝑥!, 𝑥!), where 𝑐 ≥ 1 and 0 < 𝑥! < 1 < 𝑥! . The partial derivate of 𝑃! with 
respect to the parameter 𝑐 is computed as, 
 
𝜕𝑃!𝜕𝑐 = 𝜕𝜕𝑐 𝑐!𝛤(𝑐) 𝑥!!!e!!"𝑑𝑥!!!! + 𝑐!𝛤(𝑐) 𝜕𝜕𝑐 𝑥!!!e!!"𝑑𝑥!!!! .  
Since 𝑐! ! = 𝑐!(1+ ln𝑐) and  𝜓 𝑐 = 𝛤!(𝑐)𝛤(𝑐) , 
where 𝜓(𝑐) is the digamma function defined as the logarithmic derivative of the gamma function, 
then  
 
𝜕𝑃!𝜕𝑐 = 𝑐!𝛤(𝑐) 𝑥!!!e!!"[1+ ln𝑐 − 𝜓 𝑐 + ln𝑥 − 𝑥]𝑑𝑥!!!! . (24) 
Let 𝑔 𝑥 = 1+ ln𝑐 − 𝜓 𝑐 + ln𝑥 − 𝑥. Note that 𝑥!!!e!!" > 0 is always satisfied for any 𝑥 ∈ 𝑆. 
Then there is a sufficient condition that if 𝑔(𝑥) > 0, then !!!!" > 0. 
 
 For the term ln𝑐 − 𝜓 𝑐 , the inequality of 
 !!! < ln𝑐 − 𝜓 𝑐 < !!  (25)   
holds (see [42]). Thus, 𝑔 𝑥 > 1+ !!! + ln𝑥 − 𝑥. To find a valid interval 𝑆∗ = (𝑥!∗, 𝑥!∗) such that 𝑔 𝑥 > 0, two subintervals 𝑆!∗ = (𝑥!∗, 1] and 𝑆!∗ = (1, 𝑥!∗) are to be calculated respectively, where 𝑥!∗ = 1− 𝛥!∗  and 𝑥!∗ = 1+ 𝛥!∗ . 
 
 Note that, ln  (1+ 𝛥) = 𝛥 − !!! + !!! − !!! +⋯ > 𝛥 − !!! , where 1 > 𝛥 > 0 . Thus, for 𝑥! = 1+ 𝛥 ∈   𝑆!∗,  
 
𝑔 𝑥 = 1+ ln𝑐 − 𝜓 𝑐 + ln 1+ 𝛥 − 1+ 𝛥   > 1+ 12𝑐 + 𝛥 − 𝛥!2 − 1+ 𝛥 = 12𝑐 − 𝛥!2   .  
So, 𝛥!∗ = 𝑐!!/! and 𝑆!∗ = (1,1+ 𝑐!!/!) such that 𝑔 𝑥 > 0, for x ∈ 𝑆!∗.   
Next for the interval 𝑆!∗, the function 𝑔(𝑥) is differentiable. Based on Eq. (25), 𝑔(1) > ln𝑐 −𝜓 𝑐 > 0, and hence there exists 𝛥 > 0, such that 𝑔 𝑥 > 0, where 𝑥 ∈ (1− 𝛥, 1]. Since ln  (1−𝛥) = −𝛥 − !!! − !!! − !!! −⋯,  
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𝑔 𝑥 = 1+ ln𝑐 − 𝜓 𝑐 + ln 1− 𝛥 − 1− 𝛥   > 1+ 12c+ −Δ− Δ!2 − 𝒪 Δ! − 1− Δ   
= 12𝑐 − 𝛥!2 − 𝒪 𝛥! . 
 
Thus, for 𝛥 ≤ 𝑐!!/! − 𝒪(𝛥!/!), 𝑔 𝑥 > 0 and then 𝛥!∗ = 𝑐!!/! − 𝒪(𝛥!/!)    
 
 In summary, ∀  𝑥 ∈ 𝑆∗ = 𝑥!∗, 𝑥!∗ = 𝑆!∗ ∪ 𝑆!∗, 𝑔 𝑥 > 0, where 
 
𝑥!∗ = 1− 𝛥!∗ ≈ 1− !! + 𝒪(𝛥!/!)𝑥!∗ = 1+ 𝛥!∗ ≈ 1+ !!                                        .   (26) 
A conclusion, from Eq. (24), is the result that for any 𝑥!, 𝑥! ⊂ 𝑆∗ and 𝑥! < 1 < 𝑥!, !!!!" > 0, i.e., 𝑃!(𝑐, 𝑥!, 𝑥!) monotonically increases as 𝑐 increases. 
 
Proof	  of	  Theorem	  1	  
Lemma 1 shows that provided 𝑥!, 𝑥! ∈ 𝑆∗ where 𝑥! < 1 < 𝑥! and 𝑆∗ = 𝑥!∗, 𝑥!∗  defined by Eq. (12), !!!!! > 0, i.e., the percentage value 𝑃! 𝑥!, 𝑥! !  monotonically increases as 𝑐 increases. Thus, the 
function 𝑃!(𝑐) is a one-to-one mapping with the domain 𝐷 𝑃! = 𝑆∗. Also, 𝑃!(𝑐) has a continuous 
inverse 𝑃!!!(𝑐) on the range 𝑅 𝑃! .  
 
Proof	  of	  Lemma	  2	  
For functions 𝑔!(𝛥) and 𝑔!(𝛥) in Eq. (14), the derivatives, 
 
𝑔!! 𝛥 = −𝛥1− 𝛥𝑔!! 𝛥 = −𝛥1+ 𝛥  , (27) 
are negative, i.e., they are decreasing on interval (0,1). Moreover, let 𝛥!, 𝛥! > 0 such that Eq. (15) 
is satisfied. Note that, for 𝑐 ≥ 𝑐! (Eq. (8)), there are always 𝛥!, 𝛥! ∈ (0,1). 
 In the following, the property of 𝜑 𝑐,𝛥  is studied with three intervals, 𝐼! ∪ 𝐼! ∪ 𝐼! = 0,𝛥! ∪𝛥!,𝛥! ∪ 𝛥!, 1 , respectively. The derivative 𝜑 𝛥  with respect to 𝛥 is computed as 
 




𝑚!(𝛥) = 1 − 𝛥 𝑐−1e−𝑐 1−𝛥𝑚!(𝛥) = 1 + 𝛥 𝑐−1e−𝑐 1+𝛥   , (29) 
where 𝑚! 𝛥 > 0 and 𝑚! 𝛥 > 0 for all 𝛥 ∈ (0,1). Together with the notation in Eq. (14), it has 
 
𝜕𝜑 𝑐,𝛥𝜕𝛥 = 𝑐!𝛤 𝑐 𝑚! 𝛥 𝑔! 𝛥 +𝑚! 𝛥 𝑔! 𝛥   . (30) 
  
 Obviously, for 𝛥 ∈ 𝐼! = 0,𝛥! , 𝑔! 𝛥 ≥ 0 and 𝑔! 𝛥 > 0, and hence !" !,!!" > 0. Therefore, 𝜑 𝛥  is monotonically increasing on the interval 𝐼! = 0,𝛥!   . In contrast, for 𝛥 ∈ 𝐼! = 𝛥!, 1 , 𝑔! 𝛥 < 0 and 𝑔! 𝛥 ≤ 0, and thus, !" !,!!" < 0. Thus, 𝜑 𝛥  is monotonically decreasing on the 
interval 𝐼!. 
 
Consider the property of !" !,!!"  on 𝐼! = (𝛥!,𝛥!), where 𝑔! 𝛥 < 0 and 𝑔! 𝛥 > 0. 𝑚!(𝛥) and 𝑚!(𝛥) in (29) have relation of 𝑚! 𝛥 > 𝑚! 𝛥 > 0, for 𝛥 ∈ (0,𝛥!). From Eq. (30), it can be 
derived that 
 
𝜕𝜑 𝑐,𝛥𝜕𝛥 < 𝑐!𝛤 𝑐 𝑚! 𝛥 𝑔! 𝛥 + 𝑔! 𝛥   .  
In addition, 𝑔! 𝛥! + 𝑔! 𝛥! > 0 and 𝑔! 𝛥! + 𝑔! 𝛥! < 0. There exists 𝛥 ∈ (𝛥!,𝛥!), such that 𝑔! 𝛥 + 𝑔! 𝛥 = 0 . From Eq. (27), it has 𝑔!! 𝛥 < 𝑔!! 𝛥 < 0 , for all 𝛥 ∈ 𝐼! . Therefore, for 𝛥 < 𝛥 < 𝛥!, 𝑔! 𝛥 + 𝑔! 𝛥 < 0, and hence !" !,!!" < 0. 
  
 For 𝛥! < 𝛥 ≤ 𝛥, the second derivative of 𝜑 𝑐,𝛥  has 
 𝜕!𝜑 𝑐,𝛥𝜕𝛥! = 𝑐!𝛤 𝑐 ⋅ (𝑚1′ 𝛥 𝑔1 𝛥 +𝑚1 𝛥 𝑔1′ 𝛥 +𝑚2′ 𝛥 𝑔2 𝛥 +𝑚2 𝛥 𝑔2′ 𝛥 )  . (31) 
Due to  
 𝑚!! 𝛥 = !!!!"!!! 𝑚! < 0,  
And hence the term 
 𝑚!! 𝛥 𝑔! 𝛥 +𝑚! 𝛥 𝑔!! 𝛥 < 0  .  
In addition, the term 
 𝑚!! 𝛥 𝑔! 𝛥 +𝑚! 𝛥 𝑔!! 𝛥 = 𝑚! 𝛥 [ 11− 𝛥 1− 𝑐𝛥 𝑔! 𝛥 − 𝛥 ]  
is negative if and only if 
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 𝜌 𝛥 = 1− 𝑐𝛥 𝑔! 𝛥 − 𝛥 < 0  .  
Note that, for 𝛥 = 𝛥, it has 𝑔! 𝛥 + 𝑔! 𝛥 = 0. It can be derived that  
 ln𝑐 − 𝜓 𝑐 = 𝛥!2 + 𝛥!4 +⋯.  
From Eq. (25), 
 12c < 𝛥!2 + 𝛥!4 +⋯ < 1c.  
Then, 
 
𝜌 𝛥 = 𝑐𝛥 − 1 𝛥!3 + 𝛥!5 +⋯ − 𝛥  < 2𝛥 − 1 𝛥!3 + 𝛥!5 +⋯ − 𝛥  = −𝛥 + 2𝛥!3 − 𝛥!3 +⋯  . 
 
Thus 𝜌 𝛥 < 0. Moreover, since 𝜌 𝛥! < 0 and 𝜌 Δ !! > 0, it can be obtained that 𝜌 𝛥 < 0, for 𝛥! < 𝛥 ≤ 𝛥 . Therefore, !!! !,!!!! < 0, for 𝛥! < 𝛥 ≤ 𝛥 , i.e., !" !,!!"  monotonically decreases on the 
interval (𝛥!,𝛥] . Additionally, !" !,!!" > 0  for 𝛥 ∈ (0,𝛥!]  and !" !,!!" < 0  for  𝛥 ∈ (𝛥!,𝛥] , hence 
there exist 𝛥∗ ∈ 𝛥!,𝛥 ⊂ (𝛥!,𝛥!) such that !" !,!∗!" = 0. 
 
In conclusion, there exist 𝛥∗ ∈ 𝐼!, such that 
1. !" !,!∗!" = 0, 𝛥∗ ∈ (𝛥!,𝛥!); 
2. !" !,!!" > 0, for 0 < 𝛥 < 𝛥∗; 
3. !" !,!!" < 0, for𝛥∗ < 𝛥 < 1. 
That is, the function 𝜑 𝑐,𝛥  strictly monotonically increases for 𝛥 ∈ 0,𝛥∗  and strictly 





Table 1. Asymptotic behaviour of 𝜑 𝑐,𝛥 !!!.!!!. 
𝑐 𝜑 𝑐 𝜑 𝑐 𝜑 𝑐 𝜑 𝑐 𝜑 𝑐 𝜑 
1 5.61E-02 100 2.89E-47 200 8.63E-91 300 2.23E-134 400 6.23E-178 500 1.86E-221 
10 6.26E-08 110 1.34E-51 210 3.77E-95 310 9.79E-139 410 2.76E-182 510 8.26E-226 
20 5.76E-13 120 6.10E-56 220 1.64E-99 320 4.31E-143 420 1.22E-186 520 3.68E-230 
30 1.80E-17 130 2.74E-60 230 7.18E-104 330 1.90E-147 430 5.43E-191 530 1.64E-234 
40 7.70E-22 140 1.22E-64 240 3.14E-108 340 8.37E-152 440 2.41E-195 540 7.30E-239 
50 5.68E-26 150 5.38E-69 250 1.37E-112 350 3.69E-156 450 1.07E-199 550 3.25E-243 
60 3.86E-30 160 2.36E-73 260 6.01E-117 360 1.63E-160 460 4.75E-204 560 1.45E-247 
70 2.27E-34 170 1.04E-77 270 2.63E-121 370 7.20E-165 470 2.11E-208 570 6.47E-252 
80 1.21E-38 180 4.53E-82 280 1.15E-125 380 3.18E-169 480 9.38E-213 580 2.89E-256 





Table 2. Physical parameters and corresponding grain structure properties for the two microstructures. 
Label 
Physical parameters (µμm!) Equivalent grain size† (µμm) CPVT model parameters 𝐷!"#$ 𝐷! 𝐷! 𝑃! 𝑑!"#$ 𝑑! 𝑑! 𝑑!"# 
(µμm) 𝛼 𝛿   (µμm) 𝑁 
irregular 50 20 80 79% 7.6 4.8 9.6 7.6 0.156 1.18 60 
regular 50 30 70 95% 7.6 5.9 9.0 7.6 0.666 5.06 60 








Fig. 2. Schematic pattern of a controlled Poisson Voronoi tessellation, where all seeds have identical 
diameter 𝛿 and the control parameter is equal to the diameter, and the seed distance 𝑑 𝑔,𝑎 = 𝛿 and 𝑑 𝑔, 𝑗 > 𝛿, where 𝑗 = 𝑏, 𝑐,… , 𝑓. 
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Fig. 4. Illustration of the effect of external seeds on the number of grains. (a) A case accounting for 
external seeds; (b) a case neglecting external seeds. 
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Fig. 6. Example of a one-parameter gamma distribution. 
 
 




Fig. 8. The virtual microstructure generation system (VGRAIN) for micro-mechanics modelling. 
 
 
Fig. 9. Schematic diagram for the plane strain CPFE model. 
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Fig. 10. CPFE simulations for regular and irregular grain structures. 
 
 
Fig. 11. Comparison of local deformation for both grain structures. 
 
 
