Modelling acoustic propagation under-ice in support of AUV missions in Antarctica by Alexander, P
MODELLING ACOUSTIC PROPAGATION UNDER-ICE IN
SUPPORT OF AUV MISSIONS IN ANTARCTICA
by
Polly Alexander, B.Eng (Hons) B.A. (UQ)
Submitted in fulfilment of the requirements
for the Degree of Doctor of Philosophy




I declare that this thesis contains no material which has been accepted for a
degree or diploma by the University or any other institution, except by way of
background information and duly acknowledged in the thesis, and that, to the
best of my knowledge and belief, this thesis contains no material previously
published or written by another person, except where due acknowledgement





The publishers of the papers comprising Chapters 3 and 4 hold the copyright
for that content, and access to the material should be sought from the respec-
tive journals. The remaining non published content of the thesis may be made
available for loan and limited copying and communication in accordance with




The following people and institutions contributed to the publication of work
undertaken as part of this thesis:
Polly Alexander, AMC, UTAS = Candidate
Alec Duncan, Curtin University = Author 1
Neil Bose, AMC, UTAS = Author 2
Daniel Smith, CSIRO = Author 3
Daniel Wilkes, Curtin University = Author 4
Paulo de Souza, CSIRO = Author 5
Ron Lewis, MUN = Author 6
Author details and their roles:
Paper 1, Noise characterisation of the Aurora Australis while sta-
tionary in Antarctic sea ice:
Located in chapter 3
Candidate was the primary author and with author 1, and author 2 con-
tributed to the idea, its formalisation and development. Author 4 undertook
the FMBEM Analysis. Author 6 was instrumental in field work management
and experiment design. Author 5 helped with manuscript preparation.
Paper 2, Modelling acoustic transmission loss due to sea ice cover:
Located in chapter 4
Candidate was the primary author with author 1 contributing to the formal-
isation and development. Authors 2 and 3 helped with contribution of ideas
and manuscript preparation.
We the undersigned agree with the above stated proportion of work under-
taken for each of the above published (or submitted) peer-reviewed manuscripts










This work identifies and investigates acoustic conditions relevant to ship based operation
of Autonomous Underwater Vehicles (AUVs) under Antarctic sea ice. The principal
objective of the project was to predict the detectability of acoustic status and emergency
beacons used by AUVs in an Antarctic sea-ice deployment environment. The key acoustic
issues identified were deployment noise, the influence of water column and sea ice canopy
properties on acoustic propagation, and the source and receiver locations.
This work contributes to this endeavour in three ways: the first is the measurement of a
noise profile of the Australian Antarctic Division’s research and resupply vessel the Aurora
Australis while parked in Antarctic sea ice; the second is an investigation of the influence
of water column properties and sea ice roughness on signal propagation using acoustic
modelling and simulation; and the third is the inclusion of field measured Antarctic water
and ice data in acoustic models to assess variability and create detectability estimates.
Experiments were carried out in the Antarctic Ocean in November 2010 and September-
November 2012.
The noise profile of the Aurora Australis showed the reduction in deployment noise
through shutting down of the main engine which resulted in a 10 dB reduction at 10 kHz
when measured below 200 m depth. The influence of a generalised sea ice canopy was
assessed with multiple statistically generated simulated ice draft profiles in acoustic mod-
elling tool BELLHOP. Initial simulation using a sound speed profile from Antarctic field
trials highlighted the impact of the surface reflected path in regions where defocusing of
the direct path was created by the sound speed profile. Further exploration of the Antarc-
tic water and ice environment examined the variability of these media and found that
the shape of the sound speed profile was the most significant influence for consistency of
direct path propagation. Inhomogeneities in direct path propagation resulting from the
characteristics of the sound speed profile led to a greater influence of the surface reflected
path than in the case of a linear upward refracting sound speed profile. When modelling
acoustic reflections from the underside of the ice canopy the inclusion of statistical sur-
face roughness, obtained from AUV mounted multibeam and drill line measurements, was
vi
found to have a significant influence on transmission loss and range estimates. Inclusion
of the field results in detectability calculations provided a method for combining noise
and signal variability into a useful form for estimating safe working ranges. Graphs are
presented showing detectability fields for a 10 kHz signal with a probability of detection
of 0.5 and probability of false alarm of 10−4. A range of field measured noise and envi-
ronmental variables were used to show the variability in detection field. Safe operating
ranges were found to vary from 5 km to over 20 km for different ship noise and ice surface
conditions.
The main contributions of this work are the combination and analysis of Antarctic field
measured environmental and AUV deployment conditions with an acoustic propagation
modelling tool. A method is provided for estimating safe operating ranges using ice rough-
ness statistics and highlights the importance of realistic sound speed profiles. This thesis
presents recommendations for deployment parameters, frequency, receiver and transmit-
ter depths and provides a reference for including ice in a BELLHOP ray/beam acoustic
propagation model.
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Chapter 1
INTRODUCTION
“The sea ice cover in the Antarctic is one of the most climatically important
features of the Southern Hemisphere. Its enormous seasonal variation in
extent greatly outstrips that of Arctic sea ice, and makes it second only to
Northern Hemisphere snow extent as a varying cryospheric feature on our
planets surface.”
[1]
The variable presence and seasonal formation and decay of sea ice is a key part of
Southern Ocean marine ecosystems, the circulation of world oceans and of global cli-
mate systems [1–3]. Despite its local and global importance, the remote location and
harsh environmental conditions of the Antarctic has restricted the collection of data on
sea ice volumes, limiting the completeness of global climate models. As global political
emphasis remains on what is the appropriate response to changes in climate, the need to
understand what is happening in these key areas of the world’s oceans increases.
Understanding changes in Antarctic sea ice volumes is a combination of the measure-
ment of the thickness and extent of the sea ice. While satellite technology has allowed
remote sensing of Antarctic sea ice extents [4] and is advancing capability in volumetric
measurements [5], Antarctic sea ice thickness remains greatly under-sampled [6]. Volume
estimates are primarily based on a combination of ice extent, freeboard and assumptions
of hydrostatic balance [5].
In Australia, the Australian Antarctic Division (AAD) and Antarctic Climate and Ecosys-
tems Cooperative Research Centre (ACE CRC) have ongoing projects to map ice and
snow thickness in the Antarctic and surrounding sea areas [3]. Current techniques use
satellite and aircraft-based measurements of sea ice and snow cover combined with tech-
niques for estimation of the thickness of ice keels and their subsequent volume [7]. These
1
2techniques have been partially validated using measurement of ice keel thickness made
from ice-breaker ships while they break through ridges [7] and small scale manually drilled
thickness measurements. Both techniques have their limitations with the ship data lim-
ited to ice keels of a size that the ship is able to break and manually drilled measurements
limited in the scale of their sample set. For satellite and aircraft-based measurement tech-
niques to be used reliably, observations need to be calibrated and validated with results
obtained from under ice terrain mapping and volumetric calculation.
One method for accurately measuring ice volume is to create a map of the ice-water
interface, known as the ice draft which can be combined with surface measurements to
calculate volume. The best suited sensor suite to make these maps is an upward looking
multibeam sonar. An under ice capable Autonomous Underwater Vehicle (AUV) is the
safest and most repeatable way to move this instrument, with geo-referenced coordinates,
under the Antarctic ice on multi-kilometre transects. AUV missions under sea ice have
significant risks [8]. There are many environmental conditions that make the under ice
environment particularly dangerous for AUVs. Most difficult of these are the inability of
the AUV to surface and the highly dynamic nature of the ice, which has unpredictable
movement, shape and size. This ice environment also has implications on the ability of a
support vessel to rescue an AUV. A structured analysis of these risks is given in Griffiths
and Brito [8].
In open water operation, the primary reason for an AUV to surface is to gain access
to reliable through the air communications to connect with the AUV operations team
in the event of failure, navigation uncertainty or recovery. The inability of the AUV
to surface in under ice missions means there is a greater reliance upon the underwater
acoustic communication link between an operator and an AUV. This reliance creates a
need for greater understanding of the under ice acoustic environment. While an AUV is
designed to operate autonomously, independent of human intervention, acoustic commu-
nications can provide some indication of the status of AUV operation. The importance
of this underwater communication medium is discussed in under ice AUV deployment
publication [9]. Acoustics are regularly used as a tool by underwater robotics researchers
but the variability of their effectiveness because of the environment is often unknown.
This unknown variability can create uncertainty and distrust in the reliability of acous-
tic systems. There are only a limited number of studies on the influence of Antarctic
water and ice conditions on acoustic propagation in the frequency range used by AUV
beacon systems (5-15 kHz). Ten kilohertz is used as the test case for an AUV beacon
throughout this work as it represents the middle of this range. Decreasing the frequency
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increases the range but also increases the physical size of the beacon an important con-
sideration for most AUVs. For an AUV to be deployed with confidence it is necessary to
obtain a comprehensive understanding of the underwater acoustic environment to pre-
dict the effectiveness of the proposed acoustic equipment. The work described in this
thesis contributes to a greater understanding of the factors that affect under ice acoustic
propagation and the subsequent development of an ability to model and predict signal
detection reliability.
1.1 Problem
The primary functions of an underwater acoustic system for under ice AUV deployment
are monitoring the status of the vehicle and emergency recovery based on acoustic lo-
calisation. This requires the reliable transmission and reception of acoustic status and
emergency beacons at maximum mission and emergency response ranges. For AUV sta-
tus and emergency beacons the presence and strength of the signal can provide the ability
to monitor the range and health of the vehicle. Emergency and status beacons are lo-
cated on the AUV, and are passively monitored by a listening station. There location
on the AUV makes them subject to the power and physical footprint limitations of an
autonomous battery powered craft. This requirement introduces the primary research
question being addressed by this work:
• What are the most significant contributors to the detectability of status and emer-
gency beacons used for AUV operations under Antarctic sea ice?
The primary measure of detectability is the ratio of received signal to noise level at
a receiver. Factors that decrease detectability are those that increase noise or reduce
received signal level.
Perhaps ironically it is the very presence of human operators and the infrastructure
they need to exist in a polar environment that creates the biggest noise source in the
communications channel that they require for their robot. An AUV operating in sea ice
conditions is either deployed from an ice camp or from an ice capable vessel. Both of
these human habitations make noise, the latter much more than the former. In ship based
deployments in Antarctic sea ice, the primary source of noise is the ship itself (engines,
generators, steam pipes etc.). In considering the sound environment for an AUV for use
by the Australian Antarctic program, consideration must be taken of the most likely
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deployment option, the research vessel Aurora Australis. This deployment option raises
the next research question:
• What is the influence on signal detectability of using the RV Aurora Australis as
an acoustic receiving platform?
This work looks at the different elements that make up the sound environment for near
surface acoustic deployments from the Aurora Australis in Antarctic sea ice. Other
sources of noise are the receiver, the ambient environment and the AUV. A review of
ambient environmental noise for the Antarctic is given in Chapter 2.
The characteristics of the received signal are a result of the properties of the sound source
and the environment through which it travels. The primary environmental influences on
acoustic signal propagation in Antarctic sea ice conditions are the sound speed profile of
the water column and interaction with the highly variable ice covered surface. From an
acoustics point of view, the influence of the ice covered surface can be broken into two
sections. The first is the acoustic properties of the ice which dictates the reflection of
sounds. The second is the roughness of the ice surface and the scattering of the signal.
Water column changes in temperature, salinity and pressure create a seasonal and spa-
tially varying sound speed profile. This profile has significant influences on propagation
resulting from both: variation with depth causing patterns of interference; increasing
sound speed with depth refracting the signal back to the surface and increasing interac-
tion with the ice cover. The need to understand the combination of these ice and water
influences on propagation leads to the question:
• To what extent do each of the identified environmental factors influence acoustic
propagation?
To bring the influence of ice and water more specifically to the application of AUVs in
Antarctic sea ice a further question needs to be answered:
• What is a realistic Antarctic acoustic environment model and how does sound
propagate in this environment?
A representation of the problem breakdown is shown in Fig. 1.1.
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Figure 1.1: Flow of signal detectability with areas this work covers highlighted in green.
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1.2 Concepts and terminology
A key concept used in this work is an Acoustic Environment. For this work an acoustic
environment consists of the following components:
• a water column
• a water-seabed interface (bathymetry and acoustic reflectivity)
• a water-ice or water-air interface (altimetry and acoustic reflectivity)
• and a background noise field
The water column is primarily described by a Sound Speed Profile (SSP) which varies
with depth and location and density. Sound speed can be calculated from the more fre-
quently measured Conductivity Temperature and Depth (CTD) profile. The depth with
range variation of top and bottom surfaces are described as Altimetry and Bathymetry
respectively. The acoustic properties of a substance are those that describe the capacity
of the substance to transmit or reflect sound. The acoustic properties are made up of
the density, compresssional and shear speed and compressional and shear attenuation.
The Reflection Coefficient (R) of a substance can be calculated from a vertical profile of
acoustic properties and used to establish the change in magnitude and phase of sound
interacting with the surface for a given incidence angle. The background noise field is a
measure of expected background noise in dB re 1 µPa at a given location for specified
frequencies.
Within an acoustic environment the received signal level at a specific receiver location
due to a sound source of given strength and directionality is of interest. Signal levels at
a given location are reported in dB re 1 µPa. The strength of a sound source is reported
in dB re 1 µPa @ 1 m and is usually directionally dependent. A receiver measures signal
in dB re 1V and has a sensitivity expressed in dB re 1V/µPa that varies with the angle
the sound arrives at the receiver, known as the incidence angle.
An important capability to support AUV trials in sea ice is the capacity to predict
the received levels of beacon signals transmitted in a sea ice acoustic environment and
calculate the probability of detecting this signal at different ranges. To achieve this
a means of modelling acoustic propagation that accepts water and ice parameters as
inputs is required. The selection of an appropriate acoustic modelling technique for a
given problem is based on the complexity of the environment, the accuracy required,
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computational resources, the time to process and the frequency of interest. Acoustic
modelling could be used to support AUV under ice trials in several capacities. Some of
the applications of acoustic modelling for AUV trials are:
• Beacon frequency and power selection
• Beacon mounting and emergency deployment configuration
• Development of ship equipment standard operating procedures for acoustic work
• Receiver deployment depth and locations
• Part of pre-departure risk assessment to estimate range with generalised or model
based ice and water conditions for proposed trial sites
• On site range estimation from in situ water and ice profiling information
Another key component in understanding and predicting acoustic propagation for field
deployments is being able to identify and work with uncertainty and variability in the
problem space. For AUV deployments in sea ice the key areas of uncertainty and vari-
ability are in the ice and water conditions, and source and receiver locations.
1.3 Method
This work is based on a combination of data gathered during field trials, used as input
to acoustic modelling and simulation tools. The primary resource needed for this work
was a framework around an acoustic modelling tool. The system needed to take field or
simulated environment and noise data as input and produce realistic predictions of sound
propagation, received levels, and transmission loss. The Acoustics Toolbox [10] is an open
source modelling tool that provides a selection of environment and propagation modelling
tools. The BELLHOP [11], program is a Fortran acoustic beam code that is part of the
Acoustics Toolbox and was the primary modelling tool used in this work. BELLHOP
was selected for use as it provides a tested stable code base for acoustic beam modelling
that enables fast simulation at high frequency and multi kilometer ranges. The Bounce
program, also a part of the Acoustics Toolbox, was used to calculate the RC based on
sets of acoustic media properties. A Python interface to the Acoustic Toolbox [10] was
written and used to input both simulated and measured environmental conditions and
interpret the results of the Acoustics Toolbox.
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Two sets of Antarctic field trials were undertaken as part of this work. The first set is
described in Chapter 3 of this document and was undertaken from the Aurora Australis in
late 2010. The field work was undertaken on a resupply cruise with four days allocated to
science. The collection of data from the Antarctic using vessels in such high demand cre-
ated the need to spend six weeks at sea in order to have access to the one morning of ship
time to undertake this experiment. For this field work there was no chance of repeating
experiments, and little opportunity for any additional testing and calibration that might
be done under different circumstances. With remote ship based experiments there is no
opportunity to buy additional sensors in case of failure or realised need. The value of
every bit of data is increased by the difficulty in obtaining it, as well as compromised
through the lack of repeatability or access to redo any part of the experiment.
In late 2012 there was a second opportunity to travel to Antarctica this time on a ded-
icated sea ice research voyage (SIPEX-2). This cruise involved the deployment of an
AUV mapping the under ice terrain and provided the opportunity to be a part of a trial
undertaking the problem this work is designed to support. While there was no acoustic
work in the science plan for this voyage, opportunistic trials were undertaken and ice and
ocean conditions are included as part of Chapter 5. The opportunistic nature of this work
created its own challenges with uncertainty in time and resources and a short preparation
and lead time.
Antarctic field work is challenging and expensive. Even when all of the equipment is work-
ing and time is allocated for the experiment, the weather and environment can prohibit
progress. While the experience of such field work far outweighs any inconvenience, to put
the data in context some of the issues encountered during these two field experiences are
now listed: CTD salinity tube froze; the ice proves to be too thick for any available drill
bits and extensions, the ice is too heavy for it to be safe to disengage the ship’s propeller
so nothing can be deployed from the trawl deck, the ship gets stuck in the ice for weeks
and can’t move, helicopter crash causes the ship to be redirected for two weeks, electrical
faults in equipment, water leaks in waterproof equipment, and working in the extreme
cold. Antarctic field work, despite the challenge and expense, is an essential part of filling
the data holes needed for our knowledge of the environment.
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1.4 Document structure
This thesis is in a chapterised format. This means that the main chapters have been
prepared for individual publication. Where the chapters have been published or submitted
for publication the details are given at the beginning of the chapter with co-authorship
contributions specified. The remainder of the thesis consists of: a background chapter;
followed by three publication based chapters on the three sub-questions raised in the
problem breakdown in Section 1.1; a detectability range study for a given acoustic beacon;
and finally a conclusion chapter. A detailed summary of the chapters are:
• Chapter 2 provides a literature review and background information on topics that
are important to the work but are not adequately covered in the publication chap-
ters.
• Chapter 3 address the question: What is the influence on signal detectability of us-
ing the RV Aurora Australis as an acoustic receiving platform? and is presented as
a paper entitled Noise characterisation of the Aurora Australis while stationary in
Antarctic sea ice. This chapter is an analysis of the radiated noise of the RV Aurora
Australis (AA) when configured for an AUV mission in sea ice. This focuses on the
specific case of the vessel as a deployment, recovery, and monitoring platform for an
AUV with an acoustic emergency beacon. The work looks at both the generation of
noise by different on-board plant, by creating noise profiles for the vessel in differ-
ent operating configurations, and the propagation of this noise in the deployment
environment. It presents experimental work that provides sound recordings at a
range of depths for the different plant configurations and characterisation of the
sound environment. It provides recommended depths for hydrophone deployment,
an evaluation of a 10 kHz beacon, an identification of ideal beacon frequency for
noise minimisation, and a 5 Hz to 10 kHz noise profile of the vessel that could be
of use for other acoustic applications from the vessel.
• Chapter 4, contributes to addressing the question: What environmental factors in a
sea ice environment influence propagation? by presenting an initial modelling study
of transmission loss with a single field based sound speed profile and idealistic ice
cover. It is presented as a paper entitled Modelling acoustic transmission loss due
to sea ice cover
• Chapter 5 concentrates on the question: What is a realistic Antarctic acoustic
environment model and how does sound propagate in this environment?. It does this
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by presenting the variation in water column and ice properties found in field trials
participated in by the author and available through data portals. The variation in
transmission loss and the strength of the received field because of this environmental
variability is presented and discussed.
• Chapter 6 is a detectability study that combines the background noise information
of Chapter 3 with the environmental conditions for an example beacon presented
in Chapter 5. It reports the best and worse case propagation results for different
ship and environmental conditions and presents detection with range and depth,
referred to as detectability fields.
• The final chapter is a conclusion that brings together the overall deductions that
can be drawn from this work.
Collectively these chapters address the primary research question: What are the most
significant contributors to the detectability of status and emergency beacons used for AUV
operations under Antarctic sea ice? and add to a greater understanding of the acoustic
environment and effective transmission of sound signals in the Antarctic environment.
The motivation for presenting these parts as independent but related bodies of work is
that they should be more easily published and re-used for other acoustic applications. The
results from this work will facilitate optimal configuration of acoustic systems for AUV
deployment in Antarctic sea ice and by doing so reduce the risk of vehicle loss. Answering
these questions will allow future acoustic deployments to be designed more effectively with
greater knowledge of the environmental conditions, the expected propagation of signals,
and the acoustic influence of the vessel.
1.5 Fundamental assumptions
This work models the environment in two dimensions and as such shares the same lim-
itations noted by Key and McLaren [12]. Specifically the assumption that the ice has
the same properties in all directions as it does in the direction sampled, referred to as
being spatially isotropic. The use of ray/beam techniques is a basic approximation that
is appropriate for high frequency work but is not as accurate as other acoustic modelling
techniques. This means that smaller ice features and roughness are not adequately mod-
elled. The inclusion of the ice layer represented by a single reflection coefficient for a
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range varying ice sheet is also a significant simplification. The consequences of this sim-
plification are reviewed when it is implemented and the difference in RC with thickness
is calculated and discussed. There are also limitations with the field data collected as
all field measurements are made with a degree of uncertainty. When used in this work




This chapter provides background and context for the larger problem addressed by the
thesis as a whole, and a greater context and detail on some of the broader areas discussed
later in the chapters. It is designed to be a brief literature and background summary to
orient the reader.
2.1 AUVs under ice
One of the earliest AUVs deployed under ice was the Unmanned Arctic Research Sub-
mersible (UARS) vehicle, which was operated in the Beaufort sea in 1972 [13]. Between
this first deployment and this current review in May 2013, at least twelve other AUVs
have been deployed in the Arctic (Table 2.1) with four of these also being deployed in the
Antarctic (Table 2.2). These listings do not included undersea gliders. The advantages
of deploying an AUV over a manned submarine for under ice surface measurements are
summarised in Wadhams [14] as:
• Experimental control of location and timing (as opposed to submarines of oppor-
tunity)
• Ease of ‘Mow the lawn’ pattern surveys
• Ability to target particular ice features
• Higher resolution images due to closer slower flying conditions
• Can operate in more dangerous environments without risk to life
12
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With Deffenbaugh et al. [15] also justifying their use as a ‘cost effective alternative to
the use of nuclear submarines’. In the Arctic, large data sets of ice draft are available
from transects made by US and British manned naval submarines [1]. The Antarctic does
not have an equivalent data set as the Antarctic treaty complicates the use of manned
nuclear submarines [16]. The Antarctic treaty and remoteness of the Antarctic from other
countries also reduces the political and commercial drivers for investment in exploration
such as land claims, shipping routes, and natural resource potential that have motivated
Arctic exploration.
The main disadvantage of AUV under ice deployment is the high level of risk of damage
to or loss of the AUV combined with its value as an asset. The under ice environment is
considered to be high risk and at least two field proven, highly reliable AUVs have been
lost under the ice. Autosub 2 while 17 km under the Fimbulisen ice shelf as detailed
by Strutt [17], and one of MBARI’s Seabed vehicles in the Arctic in a strong current
environment (conversation Dr. Hanu Singh 2012). While the loss of a few vehicles may
not seem significant, the difficulty and expense of working in such a harsh environment,
coupled with the decreased ability to rescue the vehicle on failure, has limited the use of
AUVs in this environment despite the potential for high scientific gain. Other disadvan-
tages on AUVs for ice profiling work are there slow speed, short ranges and the limited
duration of their mission.
The importance of being able to take a structured approach when assessing the risk to
AUVs undertaking sea ice work is highlighted in Griffiths and Brito [8]. This study
examines the importance of the characteristics of the sea ice on AUV and support vessel
capability. The inclusion of a node based on the influence of the environment on the
acoustic link between the AUV and the support vessel could increase the scope of this
style of risk analysis.
Acoustic systems are used by AUVs on missions under ice for: homing, localisation,
position monitoring, remote control, mission override, and navigation system updates.
Acoustic communication can be through an acoustic modem link or a specialised acoustic
system and can be either internal or external to the AUV. An external acoustic system is
not part of the operation of the AUV, for example monitoring the position and location
of the AUV by an operator. An internal system is one that is used to control or for
localisation systems onboard the AUV as part of its operation.
The main acoustic systems that have been used by AUVs under ice are:
• Specialised homing systems
2.1. AUVS UNDER ICE 14
Table 2.1: A summary of AUV use in the Arctic (undersea gliders not included)
Vehicle Year Cite Location Mission
UARS 1972 [13] Beaufort Sea First under ice AUV
ACTV 1992 [18] Beaufort Sea 350 m out and back patterns
Odyssey II 1994 [19] Beaufort Sea System testing
Theseus 1996 [20, 21] Canadian Arc-
tic (north of
Ellesmere Island)






2 km box patterns
ALTEX 2001 [23, 24] North and West
of Svalbard
1.5 km from lead missions
Maridan
Martin 150
2002 [25] East Greenland
Current
Few km, First 2D ice data
Autosub 2 2004 [26] Off NE Greenland First AUV garnered 3D fast ice data
Gavia 2007
2008
[14, 27, 28] Beaufort & Lin-
coln Seas
First 3D sea ice data
Jaguar,
Puma
2007 [29] 85 ◦ N Latitude Hydrothermal vent search
ISE Ex-
plorer
2010 [30] Canadian high
Arctic
300 km transects
REMUS 2010 [9, 31] Offshore Barrow,
Alaska
400 m grids
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Table 2.2: A summary of AUV use in the Antarctic (undersea gliders not included)
Vehicle Year Cite Location Notes
Odyssey I 1993 [32] Deployed from Nathaniel B.
Palmer
Tadpole 1993 [33] Adelie land Modified torpedo set up for ice
profiling. One 1 km out and back.
Vehicle lost on the second mission
(6 km)
Autosub-2 2001 [34] Weddell Sea In and out from ice edge over
210 km total
Autosub-2 2003 [35] Amundsen Sea ADCP for ice draft measurement
Autosub-2 2005 [36] Fimbul Ice Shelf 3D mapping. Vehicle was lost
[17].
Autosub-3 2009 [37] Pine Island Glacier
and Ice Shelf
3D mapping
Gavia 2010 [14] Erebus Glacier
Seabed
(Puma)
2010 [38] Weddell and Belling-
shausen Sea
100 m 3D terrain map grids
Seabed
(Jaguar)
2012 [38] East Antarctica 4 x 250 m grid surveys
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• Ultra Short Base Line (USBL)
• Long Base Line (LBL)
• Modem communication
• External AUV position monitoring using acoustic beacons
Acoustic systems used by vehicles operating under ice are summarised in Table 2.3. This
summary includes frequency and range testing details when reported.
An acoustic homing system is a system consisting of an acoustic beacon deployed from a
home base with receiver(s) onboard the AUV. It is used when:
• the home base is not fixed in the same coordinate frame in which the AUV is
navigating
• for capture in a net or a small specific location (such as an ice hole)
• for long distance AUV missions where the exact location of the end point is not
known or navigation error surpasses a specified threshold
• at waypoints in long missions for localisation adjustments [30]
An Ultra Short Baseline System (USBL) is an acoustic positioning system that has a base
unit with a transponder and multiple receivers very close together. The base transponder
requests a response from the target that is being tracked and interprets the time of
response to estimate range, and the differences between the phases of the received signals
across its receivers to estimate the bearing. These systems can be used with receivers
on-board the AUV for real time homing or positioning, or with receivers at the home
base for monitoring the position of the vehicle during a mission.
A Long, or Very Long, Baseline System ((V)LBL), is an acoustic positioning system
that operates in a similar way to USBL but the multiple receivers of the base are widely
spaced. The receivers are normally separate units and often seabed mounted. These
systems require a greater distance between receivers than USBL and their primary uses
are AUV tracking, and post-processing corrections to navigation estimates.
Many of the field reports referenced in table 2.3 detail problems and challenges with
the acoustic systems used. For example, the acoustic homing system was unreliable
to the point that a tether was used in the Gavia under ice deployment of 2007 [14].
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Table 2.3: A summary of acoustic systems used on AUVs deployed under ice. When
provided the range the acoustic systems were used at is included in the last column.









USBL homing to a net - -
Modem tests 8-12 kHz -
Comms range testing - 10 km
Theseus [20]
USBL Homing (Datasonics) 8-14 kHz 10 km
Positioning - -
Telemetry 15-20 kHz -
Emergency USBL 11 kHz -




ALTEX None - -
Maridan Martin
150
None specified but docking technique not
mentioned
- -
Autosub-2 Homing 4.5 kHz 30 km (ideal)
Autosub-3 [37]
Homing 4.5 kHz 30 km (ideal)
Position monitoring - -
Gavia [28]
Tracking (acoustic tag) 73 kHz 500 m
Modem (LinkQuest) 26.7-44.6 kHz -
Tracking (Datasonics LXT system) 17-23 kHz -
Seabed LBL 9.5-11.5 kHz 300 m
(Jaguar, Puma)
USBL - 300 m
Modem (WHOI micro modem) - 300 m
ISE Explorer[30]
Long Range Homing (DRDC custom) 1.3 kHz 50-100 km
Short range localisation (DRDC custom) - 2 km
USBL (Sonardyne) 18-36 kHz -
Modem (Benthos ATM 855) 15-20 kHz -
Tracking - -
REMUS[31]
USBL 25 kHz 110-240 m
spread spectrum LBL 10 kHz (centre) 1.25 km
Modem 10 kHz (centre) 300 m
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Even the highly successful UNCLOS mission that achieved successful long range acoustic
homing reported intermittent communication when using their acoustic modems [30].
This inconsistency resulted in the vehicle missing mission commands. Another challenge
created by the variability of acoustic propagation in polar regions is the influence of
changing sound speed on converting acoustic travel times to range. This problem is
explored by Deffenbaugh et al. [15] who examine the influence of the variability in sound
speed profile on communication travel times used for navigation, and report non-linear
travel times in the polar environment. This non-linearity can lead to errors in navigation
estimates from invalid assumptions in the calculation of distance based on travel time.
They propose the use of acoustic models for predicting the influence of the sound speed
profile as a means of countering this environmental inconsistency.
The higher risk to AUVs and the level of investment required to undertake field work
in remote polar regions creates a greater demand for reliability of the AUV operation
and its communication system. The polar water and surface conditions create a complex
acoustic propagation environment, reducing confidence in a situation where it is even
more critical than anywhere else.
2.2 Antarctic sea ice volume measurements
“Until recently there have been no satellite remote sensing techniques capable of mapping
sea ice thickness, and this parameter has primarily been determined by drilling or by
under ice sonar measurement of draft (the submerged portion of sea ice).” IPCC [6]
Sea ice is an important component of the earth’s climate. It has been observed to be
changing dramatically, particularly in the Arctic. Currently we are only able to monitor
changes in its extent as viewed from above and the ongoing challenge is to measure sea
ice thickness so that the total volume can be monitored. Antarctic sea ice volumes have
previously been measured using the following techniques:
• Drill line
• Ship based observations
• Assumptions from surface topography
• Electromagnetic (EM) induction
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• Satellite measurement of freeboard combined with assumption of hydrostatic bal-
ance
• Upward looking sonar or ADCP moorings
• AUV mounted ADCP, side-scan and multibeam
• Satellite measurement of ice thickness
These techniques each provide an estimate of sea ice volume but have different strengths
and limitations. What follows is a summary of these techniques.
Drill line measurements [39] provide an accurate representation of the snow, freeboard
and draft but are highly personnel intensive and can only take place on ice thick enough
for safe work by humans. This limits these measurements in depth, season, and the spatial
extents of the sampling [40]. Human drill measurements may miss deeper deformed blocks
where a water cavity may give the impression of a false maximum. Haas et al. [41] also
describes the destructive impacts of drilling by suggesting it leads to an increase in ice
floe melting by transporting water and heat transfer.
Ship based sea ice volume approximation is made using mean height of ridges above
the ice (sail height), fractional coverage of ridging, and mean level ice thickness [7].
These measurements are made by a range of human observers with varying levels of ice
measurement experience and are subject to interpretation. In areas where the ship is not
breaking ice, the measurement of ice thickness is not very accurate. These measurements
are also biased by the ice breaking capacity of the ship that they are made from, and
the preference to follow the least ice covered waters for ease of passage. Despite these
biases they provide one of the most consistent records of Antarctic sea ice volumes with
the 2007 IPCC report stating that:
Visual observations of ice characteristics from ships (Worby and Ackley, 2000) are not ad-
equate for climate monitoring, but are providing one of the first broad pictures of Antarctic
sea ice thickness. [6, 4.4.3.1]
Ridge counting and volume approximation from shadow heights is another generalised
method for high level volume approximation [42]. These surface feature to total volume
methods rely on the assumption that there is a strong correlation between the surface
and sub-surface structure, which has not been validated.
Electromagnetic (EM) Induction has been used to measure Antarctic ice thickness through
ship mounted [43], aircraft mounted [41] and hand held [44] devices. The ship based mea-
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surements were found to be sensitive to the mounting height and not ideal for thin ice
measurements [43]. The hand held EM device was reported to be accurate for flat ice
but under estimated deformed ice [44]. Airborne measurements were unable to distin-
guish between ice and snow making them dependent on separate snow measurements [41].
These results help to provide a picture of ice thickness but are not ideal.
Surface topography has been measured from aircraft and satellite mounted sensors. One
example is the combination of the ICESat satellite laser altimeter data that provides
measurements of sea ice freeboard and the AMSR-E passive microwave satellite that
measures snow depths from which sea ice thickness estimates have been made [45]. The
mean footprint of the sensor is 70 m. The estimates of thickness are made from the mea-
sured freeboard combined with principals of buoyancy [45] and hydrostatic balance [5].
This technique gives good spatial and time coverage but the large footprint and freeboard
to volume approximations require further in-situ validation.
CryoSat-2 was launched in 2010 and is designed specifically to measure ice. It is equipped
with a synthetic aperture radar (SAR) to provide more accurate ice thickness measure-
ments. While initial results for Arctic sea ice volume [46] and Antarctic blue ice and
glacial extents are available no publications were found for application of Cryosat-2 data
to Antarctic sea ice thickness measurements (October 2013).
Moorings using Upward Looking Sonar (ULS) [47] and Acoustic Doppler Current Profiling
(ADCP) [48] have been used to measure Antarctic sea ice draft and provide a complete
time series for a specific location. These measurements are limited by the deployment
and retrieval costs, risks of mooring loss, and measurements are based on assumptions of
upper water sound speed parameters [49]. The resolution of the draft measurement made
by sonar or ADCP sensors is limited by the distance between the instrument and the ice
and the sensor foot print and view [50]. AUV mounted upward looking ADCP has also
been used to measure ice draft with greater resolution due to the closer proximity to the
ice surface [35]. All upward looking sonar measurements rely on an accurate knowledge
of the depth of the instrument and an approximation of sound speed.
An upward looking multibeam sonar mounted on an AUV flying close enough to the
ice to reduce the foot print resolution errors of a moored sensor provides the most ac-
curate picture of the underside of sea ice. While larger surveys have been undertaken
in the Arctic [26], so far these studies in the Antarctic have been undertaken in small
grid patterns (< 250x250 m squares) [38]. Multibeam coupled with co-incident surface
and snow measurements provides a high resolution thickness information over small sam-
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ple areas [38]. This full layered view can be used to help validate or correct thickness
assumptions made from surface measurements.
2.3 Antarctic ambient sound environment
The presence of an ice covered surface significantly impacts underwater ambient noise.
The characteristics of the ice surface, wind, weather and ice formation state can lead to
either lower or higher ambient noise level than would be found under the same weather





The main sources of biological noise in the Antarctic in spring and summer are seals, in
particular the Weddell Seal, and whales, including the Humpback [51]. While the main
frequency of Humpback whale noise is between 30 Hz-2.5 kHz, harmonics may be present
up to 12 kHz [52]. This overlaps with the frequency range of the acoustic communications
systems. Weddell seals also communicate in the same range as digital communications,
with three of their eight vocalisations using the 10 kHz frequency and all vocalisations
ranging from 400 Hz to greater than 24 kHz [53].
Ice noise is dependent on the ice state, (formation, consolidation, decay), on the diurnal
cycle and corresponding change in ambient temperature, on local influences of wind and
current, and the presence and percentage of open, non-ice covered water. The main causes
of ice noise are thermal cracking and ridging or rafting events. Thermal cracking occurs
under decreasing temperature conditions. Icebergs, and bergy bits are often present in
and around the Antarctic sea ice pack and the noise of an iceberg melting, releasing
trapped air bubbles, adds another distinctive ice noise to the mix.
Water noises are created by interaction of water with an ice edge, noise from an area
of open water, and noise from a brash ice covered ocean. The influence of the wind is
significant in areas containing open water but become negligible in continuous ice covered
ocean [54].
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Kibblewhite and Jones [51] describe the biological and ice noise of the Antarctic fast ice
environment of McMurdo Sound in December 1970. They report significantly higher noise
due to thermal cracking in the Antarctic than the Arctic in the 1-10 kHz band. For both
the generalised quiet and noisy states at 10 kHz they report a 20 dB re 1 µPa2 per Hz dif-
ference between the Arctic and Antarctic. They provide an ambient noise spectra taken at
different time periods during the day and report a decrease in ice noise with an increase in
ambient temperature to the point where at the warmest part of the day the biological noise
can be isolated from the ice noise. It is reported as 35 dB re 1 µPa2 per Hz at 10 kHz. Dur-
ing the coldest part of the day, the biological noise is dominated by a thermally induced
ice cracking noise which is reported as a consistent noise level of 55 dB re 1 µPa2 per Hz
between 0.3 and 10 kHz. During their 2003/4 recordings of Weddell Seals in the Weddell
Sea Mirhaj et al. [53], report an ambient noise of 50 dB re 1 µPa2 at 1 Hz citing ice
noise and current noise on the hydrophone [53]. The approach of the ship RV Polarstern
increased the noise level above 85 dB reducing the effectiveness of the experiment and
highlighting the importance of ship noise.
Pritchard [55], presents an ice noise model splitting ice noise into three parts: ice move-
ment in water, ice ridging and rafting and local ice cracking noises. A model is presented
to predict the noise generated by the ice from ice and environmental conditions, but it
is mostly focused on low frequency noise (<1 kHz). Urick [56] presents a graph of the
ambient under ice noise spectrum taken in the Arctic in different ice and environmental
conditions. At 10 kHz the spectrum level ranges from 28-51 dB re 1 µPa. He also notes
an increase of 5-10 dB in a non-continuous ice pack over open water with the same sea
state. Melting icebergs are also reported to create a distinctive popping noise as the air
bubbles that have been trapped within the ice burst under pressure [56]. These popping
bubbles have sufficient intensity to be described as the dominant noise in an area where
icebergs are melting.
2.4 Acoustic modelling
While military applications have been one of the primary motivations for understanding
underwater acoustics, i.e. for boat and submarine detection, animals such as seals and
whales have long used this mechanism for communication over large distances in the ma-
rine environment. Acoustic waves propagate through the ocean by mechanical vibration
of the salt water. The ocean acts as a highly variable waveguide with distinct surface and
sea floor boundaries which attenuate and deform the acoustic signals as they travel. The
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speed of sound in the ocean is a function of salinity, temperature and pressure (depth)
that bends and refracts the sound waves as it changes.
If a single short burst of sound is emitted from a source at any point it may be possible
to hear several transmitted copies of the sound. These copies travel by different paths
but can end up at a receiver at coincident or overlapping times due to the variability
in sound speed along the paths. A signal can bounce off the bottom or the surface
multiple times and still be recognised at a receiver, or its presence can create distorting
noise at a receiver. When a signal takes a direct path between a source and a receiver
without interacting with the surface or the sea floor it is called the direct path. If the
signal interacts with a surface along the way it becomes part of what is referred to as
the multipath signal, which is made up of all the non-direct path signals. While the
direct path signal is generally considered to be the most reliable and is often the only
signal considered in underwater communications, variable sound speed environments can
create areas where the direct path is de-focused and the multipath signal becomes critical
to signal detection. Deffenbaugh et al. [15] summarises the importance of including the
multipath signal, specifically referring to the under ice case when he states:
The likelihood of loss at times of the direct acoustic path means that a simple travel time
to range conversion is inapplicable and must be replaced by a system which utilises the
multipath content of the received signal. [15]
Modelling or simulating acoustic propagation is primarily achieved through the solution
of the wave equation. Jensen et al. [57] break down the currently available solutions into
five categories: Fast Field Propagation (FFP); Normal Mode (NM); Ray/Beam; Parabolic
Equation (PE); and Finite-Difference (FD) or Finite Element (FE). For solutions when
considering frequencies greater than 1 kHz ray/beam tracing is considered the “most
practical” [57]. As this thesis is focused on frequencies applicable to AUV communication
(Tab. 2.3, 1.3-73 kHz) only ray/beam tracing is used.
2.5 Antarctic acoustic modelling
Much of the previous work modelling acoustic propagation in the Antarctic has been done
for low frequency long range propagation. Li and Gavrilov [58] provide techniques for
localising Antarctic ice noise making events from sound received at Cape Leeuwin. This
and related works look at low frequency propagation that can survive the near surface
ducting of the Southern ocean and the deep water ducting of the temperate ocean using
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modal propagation simulation. Breitzke and Bohlen [59] compare an FD modelling study
to field work utilising air gun shots to establish the radius of damage to marine life from
noise, again only considering low frequencies. Ray and PE modelling was undertaken in
anticipation of future AUV operations in the Lutzow-Holm bay as described in [60] but
the ice surface is not modelled or included and the shallow environment used is quite
different to the deeper offshore sea ice environment considered in this work.
Significant volumes of work on modelling acoustic propagation under ice have been un-
dertaken in and for the Arctic. While much of this work is applicable to Antarctic
propagation modelling, it is also often for lower frequency applications. Existing Arctic
work is discussed when relevant in the following chapters.
Chapter 3
DEPLOYMENT VESSEL NOISE
The content of this chapter has been accepted for publication as the paper Noise charac-
terisation of the Aurora Australis while stationary in Antarctic sea ice with the Elsevier
Ocean Engineering.
Contributions by others:
Alec Duncan: Technical assistance and guidance for methods
Daniel Wilkes: FMBEM Analysis
Ron Lewis: Manuscript preparation, field trials, project management
Neil Bose: Manuscript preparation, project management
Paulo de Souza: Manuscript preparation
3.1 Introduction
Underwater acoustic communication is critical to safe Autonomous Underwater Vehicle
(AUV) deployment and emergency recovery. In November 2010 acoustic experiments
were undertaken to assess the suitability of the Aurora Australis to be used as a acoustic
listening station for AUV deployments in the Antarctic sea ice environment. The need
for more detailed testing and review of ship noise was identified during a primary set
of acoustic propagation experiments undertaken in November 2009 [61]. This earlier
work showed a high level of background ship noise received at a hydrophone deployed
between the surface and 100 m and impulsive broad spectrum noise from contracting
and expanding steam pipes. The noise of particularly loud equipment was identified and
a method for making the vessel as acoustically quiet as possible was established. The
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main objective of the work presented here is to assess the noise field for deployment of
acoustic listening systems from the aft deck of the Aurora Australis while it is in this
quiet state. This was achieved through the measurement and analysis of noise levels at
different depths while the vessel was parked in a sea ice floe in Antarctic waters and
was repeated with its main V16 engine on and off. The noise characterisation work was
undertaken as an addition to beacon ranging work and as such was not planned as a
standard noise profiling experiment. This created the opportunity to develop a novel
method for evaluating a ship noise profile from available, but not purpose designed, ship
deployed recording systems and equipment. The measurement system used consisted of
an omnidirectional 5 Hz -10 kHz hydrophone on 400 m of strengthened cable. It was
deployed from the trawl deck of the ship. A cable length of 400 m was selected as a
compromise between the advantage of moving the hydrophone away from the noise of
the ship and the logistical and cost disadvantages of a longer cable. The main logistical
disadvantage of a longer cable is the time to recover and redeploy the hydrophone. There
are important safety reasons for this, if the ship is becoming iced in the engines have to be
re-engaged to clear space at the back of the vessel, or if a large iceberg is approaching and
the ship must move quickly. Both of these scenarios have been encountered in previous
Antarctic AUV field work situations.
This work includes a discussion on the effects of near and far field attributes of ship noise
and their implications for understanding reduction of noise with depth. A review of the
narrowband representation of the power spectrum is presented which allows visual iden-
tification of frequencies with less noise effects and identification of preferred frequencies
for communication given the ship noise. Presenting this information for varied depths
allows visualisation of drops in noise levels with depth across the measured frequency
spectra allowing assessment of the benefits of deeper deployment. This work reports on
the experimental setup and results of the noise characterisation and is both a reference
for others planning to use the Aurora Australis for acoustic work and an approach to
creating and evaluating in-situ noise characterisation of a vessel stationary in sea ice.
3.1.1 Motivation
Measuring radiating ship noise is important for any work that uses a vessel as an acoustic
listening platform and investigations of the impacts of vessel noise on the environment.
Examples of applications where ship noise is particularly relevant are fish stock surveys
[62, 63], the effect of ship noise on marine mammals [64], and situations where the vessel
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uses an underwater communications link. This work is focused on the last of these
applications, in particular the effect of a vessel’s own noise on its suitability for use as a
platform for AUV deployment. This presentation of the Aurora’s stationary noise profile
is an important resource for both investigators with existing communication systems
and the design of new acoustic systems. In the first case, the inclusion of ship noise
can increase the reliability of calculating range limits for mission planning and depth of
acoustic receiving systems. In the second case, for those designing new acoustic systems
for use on the vessel, this information will help with the selection of the depth, sensitivity,
and frequency requirements necessary to minimise the influence of the noise of the ship.
This work is in support of a project that proposes deployment of an AUV under sea ice
to research the role of Antarctic sea ice in climate change and the potential decline in sea
ice cover caused by global warming. The aim of the AUV project work is to quantify the
size and shape of ice pressure ridge keels to obtain the total volume of sea ice and develop
an ice thickness mapping capability for the Antarctic region. This validation will be done
by creating 3D maps of the underside of the ice, using an upward looking sonar, which
can be combined with ice surface data taken from above to make accurate volumetric
calculations.
The AAD and the Antarctic Climate and Ecosystems Cooperative Research Centre (ACE
CRC) have ongoing projects to map ice and snow thickness in the Antarctic and surround-
ing sea areas [65]. Current techniques use satellite and aircraft-based measurements of
sea ice and snow cover combined with techniques for estimation of the thickness of ice
keels and their subsequent volume [7]. These techniques have been partially validated
using measurement of ice keel thickness made from ice-breaker ships while they break
through ridges [7]. This validation is limited to ice keels of a size that the ship is able
to break, 1.2 m for the Aurora Australis. With keels of maximum depth 27 m, [7, 10],
the ice keels that can be seen by a ship are not sufficient for accurate measurement. For
satellite and aircraft-based measurement techniques to be used reliably they need to be
calibrated and validated by comparing results gained from aerial data and estimation
techniques with accurate under ice terrain mapping and volumetric calculation.
To date the most accurate way of measuring ice keel depth, shape and volume is to create
a map of the under ice ‘terrain’ (the shape of the under side of the ice) by using a combi-
nation of a multi-beam and single-beam echo sounders [27]. An under ice capable AUV
is the only safe and repeatable way to move this instrument, with geo-referenced coor-
dinates, under the ice on multi-kilometre transects. Currently, under ice AUV missions
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are still considered high risk [8, 17, 66, 67]. There are many environmental conditions
that make the under ice environment particularly dangerous for AUVs. The ice pack is
highly dynamic and has unpredictable movement, shape and size. This prevents an AUV
from being able to return to the surface. As the vehicle can not surface, monitoring the
status of the vehicle and any emergency recovery based on acoustic localisation is reliant
on effective underwater acoustic communication. The importance of this communica-
tion medium is discussed in current under ice AUV deployments [9]. This paper is part
of a body of work contributing to the proposed Antarctic sea ice AUV deployment by
providing a greater understanding of the acoustic environment.
3.1.2 Theory
A noise profile of a vessel is a representation of how a vessel acts as a noise source in
the water. There are different ways to evaluate a ship as a noise source and how this is
considered has implications for suitable measuring distances, affects assumptions about
uniformity in the noise field and the decay of ship noise with distance. The following
section reviews the theory, standards and reported characterisation of other vessels to
establish the key parameters for describing ship noise. Urick [56] divides ship noise into
three classes: machinery, propeller and hydrodynamic noise. In our case the ship is
stationary and the propeller is disengaged so the ship noise being produced is generated
by the on-board machinery or plant. This steady state machinery noise can be described
as a tonal noise source as the machinery creates a consistent noise with distinct frequencies
[68]. Noise from ship machinery is expected to be primarily between 10 Hz to 1 kHz [64].
There are currently two standard measurements of ship noise, a whole vessel noise profile
and a sonar self noise measurement.
Three international reports exist for the measurement of whole of vessel far field noise
profiles, a vessel noise classification produced by Det Norske Veritas (DNV) [69], an
American National Standards Institute (ANSI) [70] for measurement procedures, and an
International Council for the Exploration of the Sea (ICES) [71] cooperative research re-
port on vessel noise. These reports provide noise limits for moving vessels, and guidelines
for measuring and reporting the radiated noise of vessels. They only consider moving
vessels and assume that the measured vessel noise is in the acoustic far field. The noise
data is required to be presented using third-octave band filters for frequency to reduce the
effect of the moving ship by integrating with time to obtain a power spectrum [72, 73].
Noise profiles that apply the above standards to specific vessels are available for the RV
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Oscar Dyson [74], and the RV Sharp [73, 75]. A noise profile represents the steady state
radiated noise of the ship as a whole measured in the far field, and the sonar self-noise
is a near field measurement of ship noise as received by an on-board echo-sounder at a
particular location within the near field.
Every sound source has near and far field characteristics. In the acoustic far field a sound
source appears as a single source of sound, and can be modelled as a point source that
decays uniformly with distance from the source with cylindrical or spherical spreading
depending on the environment. In the near field the different parts of the source are still
constructively and destructively interfering in a way that varies strongly with location
within the field. In the near field the decrease of the sound levels with distance is less than
the spherical spreading of the far field. In the near field the individual noise contributors,
such as motors, compressors or steam pipes, can be considered as a collection of sources,
whereas in the far field the ship can be considered a single noise source. Urick [56]
suggests that in the case of ship noise there is sufficient evidence to simply use spherical
spreading, even for lower frequencies, shallow depths and short distances. As this work
compares noise measurements made from lateral positions with aft measurements it is
worth considering the assumptions being made about this near and far field boundary.





where L is the characteristic dimension of the radiating source, and λ is the wavelength
which can also be expressed as the ratio of sound speed over frequency. Beyond this
boundary he defines a range where the field is stable but not yet decaying as it does
in the far field, and then a far field boundary of approximately 4DF . If the ship’s hull
is considered to be a single radiating source of noise, then the largest characteristic
dimension would be ship length, so for the Aurora Australis L is 94 m. Combining this
with an approximate sound speed in Antarctic waters of 1,440 m/s and a frequency range
of 10 Hz to 1 kHz gives DF = 15 m to 1.5 km and a corresponding far field boundary
of 60 m to 6 km depending on the frequency being measured. Because a ship is not a
uniform shape the noise field it generates will not be uniform in all directions. As the
measurements used in this experiment are from the aft deck the ship’s beam of 20.3 m may
be a more appropriate characteristic dimension, giving an expected far field boundary of
1.42 m to 142 m.
Measuring ship noise too far from the source would introduce errors due to ship noise
being lost in background noise. This requirement needs to be balanced with the need to
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Table 3.1: Recommended distances for noise measurement and the theoretical far field
boundary for characteristic dimensions of ship length of 94 m, and ship beam of 20 m.
Reference Frequency Range Distance
DNV Silent-E 10 Hz - 100 kHz 150 - 250 m
ANSI 20 Hz - 25 kHz greater of ship length or 100 m
ICES 10 Hz - 20 kHz ship length
Calculated L = 20 m 10 Hz- 1 kHz 1.4 m - 1.4 km
Calculated L = 94 m 10 Hz- 1 kHz 60 m - 6 km
measure in the far field. The theoretical measurement of far field from the texts does not
appear to be considered in the recommendations for measuring distance for noise profiles.
Tab. 3.1 shows a summary of published recommendations for measuring distances and the
theoretical far field boundary. In the noise profile of the RV Oscar Dyson, the measuring
distance recommendations from the ICES report are used with measurements between
100 m and 200 m. This is noted to be considered in the far field for a ship length of 64 m
[74]. It is possible that these considerations of far field are done assuming a much smaller
source size, rather than the full length of the vessel hull. Using the equations above for
a 1 kHz noise source, the source size can be up to 19 m in characteristic dimension to
be measured in the far field at 250 m. The methods for noise profiling presented in the
international reports request information on frequencies up to 50 kHz. For this frequency
the source of noise would need to be less than 2.6 m to be measured in the far field at
250 m. There is existing work that considers different noise producing sources on the
ship individually to create a mathematical transmission loss algorithm for the ship noise
as a whole as described in Hall [72]. ANSI [70] defines the geometric far field as being
the horizontal distance from the ship where there is less the 1 dB re 1 µPa error when
normalising to a 1 m reference distance using the assumption of a single source location.
In the experiments detailed in this paper measurements were made between 10 m and
350 m. For the purposes of creating a noise profile as close to those presented for other
vessels and comparison to the noise limits, distances over 250 m will be considered in the
far field. Also for comparative purposes noise data will be presented in one-third octave
band representation. Additional to this standard noise characterisation, far field and
near field data will be presented for a subset of frequencies. Narrowband noise data is
used to identify the effect of particular plant and present the noise signature of the vessel
[77], and near field data as an indicator of field strength and variability in the near field.
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Engines V16 5500 kW, V12 4500 kW
Propulsion Single controllable pitch propeller
Cruising speed 13 knots
Ice breaking capability 1.23 m
While this near field data can only be considered an example of possible field strength
rather than a definitive value due to the varying nature of the near field, it is presented
here as a reference for any systems using cables shorter than 100 m that will be operating
in this field.
3.2 Material and methods
A noise profiling experiment was carried out on the Aurora Australis on November 22nd
2010 in the Southern Ocean near Antarctica, at Latitude 64◦35, Longitude 81◦57 and
ocean depth 3632 m. The vessel was driven into an ice-floe to achieve a stable position
enabling much of the on-board plant to be turned off and the main propulsion system
de-clutched. The Aurora Australis has ice-breaking capability and is operated between
Australia and Antarctica during the southern hemisphere summer to undertake marine
and atmospheric science research as well as resupply for the four permanent Australian
Antarctic research stations. The main specifications for the Aurora Australis are shown
in Tab. 3.2 with a picture of the vessel parked in the ice in Fig. 3.1.
The calibrated sound source used for the experiment was an RJE model no ULB-364/10-
PL wet activated 10 kHz free running acoustic beacon measuring 32.2 cm in length and
having a maximum diameter of 6.35 cm across the transducer face. The beacon has a
nominal source level of 183 dB re 1 µPa at 1 m with a 5 ms pulse length and 42 s period
between pulses. The output varies with angle relative to the longest axis with a maximum
deviation of 4 dB re 1 µPa at 1 m. This variation is shown in Fig. 3.2
Environmental data were collected prior to the acoustic tests. A Sippican (T-7) eXpend-
able BathyThermograph (XBT) and Seabird (SBE19) Conductivity, Temperature and
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Figure 3.1: Aurora Australis parked in a typical sampling environment for sea ice mea-
surement experiments. The vessel is 94.9 m in length.


























(a) Manufacturer specification of source level variation
with angle.
(b) Angle reference frame.
Figure 3.2: Variation of pinger source level with angle and reference frame.
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Depth (CTD) sensor were used to collect temperature as a function of depth and tem-
perature and salinity as a function of depth respectively. The experimental setup for the
noise profiling involved the deployment of a Geospectrum M15D hydrophone on 380 m
of strengthened cable. The frequency response of the hydrophone is flat within +
- 2 dB re 1 µPa in the 5 Hz to 10 kHz range. The ‘D’ hydrophone is a current mode
hydrophone designed for long distance transmission. The hydrophone was deployed from
a net-drum with a dampener plate and weight. It was lowered then raised incrementally
to a series of different depths and held at each depth while three minute recordings were
taken. The approximate depths during deployment were found by measuring and marking
the deployment cable with a more accurate depth measurement made by an independent
depth sensor for post processing data analysis. The down cast of the experiment was
undertaken with the main engine and the rudder pump turned off and the up cast with
this equipment turned on. A photo of the hydrophone with the dampener plate and
weight being lowered from the ship is shown in Fig. 3.3. The hydrophone system output
was split and recorded on a Sony H2 handyrecorder and a Creative E-MU Tracker audio




The data from the CTD cast for November 22nd were combined using the formula pre-
sented by Medwin [79] for sound speed shown in Eqn. 3.2 where T is temperature in ◦C,
S is salinity in practical salinity units (p.s.u.), and z is water depth in m. At shallow
depths, in this analysis a maximum depth of 400 m is needed, this formula provides suf-
ficient accuracy [76]. The calculated sound speed with the raw temperature and salinity
data is shown in Fig. 3.4.
C(T, S, z) = 1449.2 + 4.6T − 0.055T 2 + 0.00029T 3
+ (1.34− 0.010T )(S − 35) + 0.016z (3.2)
The ambient noise under sea ice is dependent on the air temperature gradient, wind speed
and continuity of ice cover [80]. The surrounding ice conditions had a high level of ice
coverage, with some open water. The ASPeCt observations for the ice cover were:
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Figure 3.3: Hydrophone with weight and dampening plate also depicted in Fig. 3.12.
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Figure 3.4: Sound Velocity Profile calculated using Medwin and Clays Eqn. 3.2. Insets
show the temperature and salinity as independent variables.
• 7 tenths total ice concentration
• 3 tenths open water
• 4 tenths type ‘70’ ice (first year ice of 0.7-1.2 m thickness)
– ice ice thickness 110 cm
– floe type ‘600’ (medium floes of 100-500 m)
– topography ‘652’ (new ridges filled with snow or a snow cover, with 50-60%
areal coverave and 1 m average sail height)
– snow type ‘3’ (cold old snow)
– snow thickness 25 cm
• 2 tenths type ‘2’ ice (Nilas)
– ice thickness 2 cm
– floe type ‘200’ (new sheet ice)
– topography ‘100’ (level ice)
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– snow type ‘1’ (no snow)
– snow thickness 0 cm
• 1 tenths type ‘90’ ice (Brash)
– ice thickness 1 cm
– floe type ‘300’ (brash/broken ice)
– topography ‘100’ (level ice)
– snow type ‘1’ (no snow)
– snow thickness 0 cm
The experiment was undertaken during the day with an average temperature of -3.5 ◦C
and an average wind speed of 10 knots.
3.3.2 Data verification
The calibrated pinger was deployed on a rope at a depth of approximately 10 m during the
experiment to act as a reference signal. Fig. 3.5 shows a sketch depicting the experimental
setup. Fig. 3.6 shows a comparison of the received signal strength of this calibrated
source with what would be expected from ideal spherical spreading loss and attenuation
loss given by Eqn. 3.3.




where TL = transmission loss, r = range in meters, and α is attenuation of sound in
seawater. As very short ranges are being considered attenuation is not a significant factor
so a general approximation for attenuation is calculated using Eqn. 3.4 [81] presented in
Jensen et al. [57, p35] where f = frequency in kHz. For longer ranges a cold water specific
attenuation value would be required.
α = 3.3× 10−3 + 0.11f
2
1 + f 2
+
44f 2
4100 + f 2
+ 3.0× 10−4f 2 (3.4)
There is an initial peak in the graph as the range variable is relative to a source that
is 10 m deep with a 10 m lateral offset from the receiver making the closest point, r
minimum, 10 m. The following sections analyse the deployment setup for introduced
measurement error and uncertainty by using the calibrated source to create an in-situ
calibration of the receiving setup.
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Figure 3.5: Experiment configuration. Main experiment parameters are: Hydrophone
depth, pinger depth, the lateral displacement between the pinger and hydrophone and
the effect of the dampening plate (structure above hydrophone).
3.3.3 Field results
To find the sound pressure level of the received signal the recorded audio files were first
processed to extract the pinger signal. This was done by convolving the audio data with
a synthesised 5 ms 10 kHz signal and retrieving the raw signal where the convolution
values were greater than 90% of the peak convolution value. These segments were then
used to calculate both the root mean squared voltage (V rms) and peak to peak voltage
(V pp). The Sound Pressure Level (SPL) was then established using Eqn. 3.5
SPL = 20log(V rms)−Mv (3.5)
whereMv is the hydrophone sensitivity provided by the manufacturer as -160 dBV re 1 µPa.
3.3.4 Hydrophone depth
The hydrophone depth for the experiment was recorded using a Wildlife Computers mk9
depth sensor. The sensor was chosen due to availability, ease of use and small form factor
but required calibration with a more accurate depth sensor. A Seabird CTD (SBE19)
sensor was deployed with the mk9 to establish an adjustment model and error estimate
for the depth recorded by the mk9. Three casts were undertaken with the combined
sensor payload and least squares linear regression was used to establish the relationship
between the two depth recordings. Performing the regression over all three sets of data
3.3. EXPERIMENTAL RESULTS 38






























Ideal Ping (spherical spreading)
Field results: 20log(Vrms)−Mv
Figure 3.6: This graph shows ideal reduction in the signal strength of the calibrated source
from spherical spreading and the measured received signal strength. The solid curve shows
the reduction of radiated transducer strength with ideal spherical spreading losses and
attenuation and the dots represent signal strength inferred from voltage measured in the
field and calibration factors of the hydrophone. The discrepancy between these two sets
of results is investigated in sections 3.3.8 and 3.3.7 which present a review of experimental
error and uncertainty. The minimal range is where the pinger depth is the same as that of
the hydrophone, approximately 10 m, and is represented by the peak in the ideal curve.
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yielded a fitting function y = 0.9328x−0.428 with coefficient of determination, r2 value of
0.99. Fig. 3.7 shows the raw and adjusted depth readings for one of the three calibration
casts. The reason for this discrepancy and need for infield calibration was that sensor
had been stored without use or recalibration for a significant time.




















Figure 3.7: Raw and adjusted depth results for one of the three calibration runs, Novem-
ber 6th 2011, used to calibrate the wildlife computers Mk9 depth sensor using a Seabird
SBE 19 CTD sensor. Linear regression was used to create an equation for correcting
depth values.
3.3.5 Pinger depth
The pinger was deployed to an approximate depth of 10 m. This was verified using
the assumption that at the maximum hydrophone depth of approximately 380 m the
difference between the lengths of the direct and surface reflected paths is twice the pinger
depth. This situation is depicted in Fig. 3.8. The received signal of the first ping is shown
in Fig. 3.9. The signal in Fig. 3.9 shows two clear arrivals at the hydrophone, which are
assumed to be the direct and surface reflected paths respectively. The time difference
between the start of each of these arrivals was calculated by convolving the received signal
with a 5 ms, 10 kHz tone burst and then thresholding the envelope of the result. Pinger
depth was then calculated from this time difference combined with the water sound speed
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as a function of depth as measured in the initial environmental assessment and shown in
Fig. 3.4, resulting in Eqn. 3.6
Zp = δT ∗ C/2 (3.6)
with Zp representing the pinger depth, δT the difference in arrival time and C the speed
of sound for the given water conditions. The results for the calculated pinger depth are
shown in Fig. 3.8 which gives a mean pinger depth of 10.68 m which is consistent with
the estimated rope length of 10 m.

















mean pinger depth = 10.68m std = 0.14m
Figure 3.8: The pinger depth calculated from the difference in arrival time between
the direct and surface reflected paths assuming the pinger and hydrophone are close to
vertical, as depicted on the left. This assumption is used for depths over 200 m. The
graph on the right shows the depth as calculated for each signal received and the mean
value over all received signals.
3.3.6 Hydrophone pinger lateral displacement
The lateral displacement between the pinger and the hydrophone was not measured dur-
ing the experiment but was calculated from the data collected using geometry and the
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Figure 3.9: A typical received ping signal. Visible are two distinct arrivals. It is assumed
the first is the direct path and the second the surface reflected path. The difference in
arrival time between these two paths has been used to calculate the pinger depth.
difference in arrival times of the direct and surface reflected signals. A representation of
the geometry is shown in Fig. 3.10 where Dp is the direct signal path, r1 and r2 make
up the surface reflected path, Zp is the pinger depth, Zh the hydrophone depth, and
x the lateral displacement. The mirrored source in Fig. 3.10 is the apparent source as
described by the properties of reflection from a mirror which gives the surface reflected
path shown as Eqn. 3.7
Sr = r1 + r2 (3.7)
From Pythagoras theorem the reflected path can be written as Eqn. 3.8
Sr =
√
(Zp+ Zh)2 + x2 (3.8)
and the direct path as Eqn. 3.9
Dp =
√
(Zh− Zp)2 + x2 (3.9)
which yields a difference in path δD shown in Eqn. 3.10
δD =
√
(Zp+ Zh)2 + x2 −
√
(Zh− Zp)2 + x2 (3.10)
As in the pinger depth calculation described above the difference in distance between
the reflected path and the direct path is calculated by taking the time difference of their
arrivals at the hydrophone and multiplying this by the sound speed at 5 m. The sound
speed at 5 m, C5m, is used as the extra path travels between the pinger depth and the
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surface and 5 m is half of the approximate pinger depth. Substituting Eqn. 3.10 gives
Eqn. 3.11.
δT ∗ C5m = δD
=
√
(Zh+ Zp)2 + x2 −√(Zh− Zp)2 + x2)
(3.11)
This is a non-linear equation that can be solved as a one dimensional problem to find
the lateral displacement, x, given a known pinger depth, or a two dimensional problem
to solve for the pinger depth, Zp, and the lateral displacement simultaneously. The
results of the least-squares fit of Eqn. 3.11, solved using the Levenberg-Marquardt [82]
algorithm and automatic differentiation as implemented in the Python Scientific Least
Squares module are shown in Fig. 3.11.
Figure 3.10: Setup showing the pinger and hydrophone geometry used to calculate the
lateral displacement.
The result shown in Fig. 3.11 shows a reasonable fit between field results and the model.
The drift between the fit and field results with depth is probably caused by relative
displacement of the ship with respect to the hydrophone due to wind or current creating
a lateral force and ‘swing’ on the hydrophone. The results without consideration of
current are sufficient for calculating lateral displacement so there is no need to create a
fully specified environment model to perfectly fit the results.
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1 variable fit gives x = 11.0 for fixed pinger depth = 10.5
2 variable fit gives x = 10.6 pinger depth = 11.1
data points
Figure 3.11: Finding the lateral displacement between the pinger and the hydrophone.
Results are for the least-squares fit using the Levenberg-Marquardt [82] algorithm. The
figure shows both a 1 dimensional solution with a fixed pinger depth of 10.5 m and two
dimensional solution solving simultaneously for pinger depth and lateral displacement.
3.3.7 Damping plate interference
The placement of the steel dampening plate and weight unit (shown in Fig. 3.3) close
to the hydrophone may have altered the measured sound pressure. To evaluate the
magnitude of this interference a Fast-Multipole Boundary Element Method (FMBEM)
[83, 84] analysis of acoustic scattering from the structure (treated as a ridged body) was
undertaken as outlined in Gumerov and Duraiswami [85]. Fig. 3.12 shows the model of
the damping plate structure and an example of the variation of field strength on this
model. FMBEM was used to generate the scattered field strength over a set of 15 cm
square planes at nine different depths below the bottom of the structure, spaced between
6 cm and 22 cm. This range was necessary as the hydrophone was not rigidly rigged
to the structure and its position could have been influenced by water movement. The
orientation of the structure and the angle of incidence of the generating source were
varied between 0 and 180 degrees, and 15 and 88 degrees, respectively for each depth.
The analysis was undertaken at 10 kHz so that the results could be compared with the
known sound source deployed in the field trial. The FMBEM results for an incidence
angle of 88 degrees with varying orientation angle and depth below the structure are
shown in Fig. 3.13. The strongest effect is from resonance in the tube like structure of
the weight which is evident in the circles of greater variation in field strength. Fig. 3.14
shows the distribution of this variation across the entire set of results produced by the
3.3. EXPERIMENTAL RESULTS 44
FMBEM analysis. The two and a half and ninety seven and a half percentiles have been
used to define the uncertainty region shown in Fig. 3.15.
Figure 3.12: Field strength on the model of the damping plate calculated using Fast-
Multipole Boundary Element Method (FMBEM).
3.3.8 Residual uncertainty
It is possible to work out the worst case expected variation of signal strength at 10 kHz
by bringing together the geometry estimates, the variation in pinger strength, and the
anticipated effect of the damping plate body. This is shown as a shaded region in Fig. 3.15
along with the field results. For depths deeper than 60 m the field results fall within
the expected range. The field measured at greater than 60 m can be fit to a spherical
spreading equation with an extra term reducing the source level by 4.76 dB re 1 µPa
with a covariance of 0.03 dB re 1 µPa. The consistency of field results to the spherical
spreading with a reduced source level would suggest that the position of the hydrophone
below the dampening plate is at a location where a 5 dB attenuation is predicted. These
areas can be seen in Fig. 3.13 which shows the reduction to the source level at different
locations under the plate.






































































Figure 3.13: Variation from incident field in dB re 1 µPa, for an area below the damping
plate with the damping plate in different orientations. Calculated using Fast-Multipole
Boundary Element Method (FMBEM), and a vertical incidence field angle of 88 degrees.
3.3. EXPERIMENTAL RESULTS 46
























Figure 3.14: FMBEM generated error distribution of received field over work space.



























Ideal Ping (spherical spreading)
Field results: 20log(Vrms)−Mv
Uncertainty from pinger and FMBEM
Uncertainty from FMBEM only
Figure 3.15: Field results of sound pressure levels with expected results. The worst case
is shaded and includes variation due to the damping plate as calculated by the FMBEM
model and pinger strength variation as reported by the manufacturer.
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The received signal strengths for depths shallower than 50 m are less than the attenuation
attributable to the dampening plate structure by approximately 10 dB re 1 µPa. Possible
causes of this reduction in receiving system sensitivity at low incidence angle could be:
• undocumented directionality in the hydrophone sensitivity with angle
• inaccuracies in the FMBEM due to it ignoring the effects of structural vibrations
of the damping plate
• the hydrophone being located in one of the 5% of values at the negative end of the
probability distribution
• un-modeled interference from the ship’s hull
• hydrophone calibration and saturation issues
Interference from the ship is one possible reason if the multipath from the surface and the
ship’s hull was strongly interfering while the receiver is close to the hull and the incidence
angle is lower. Future work could involve further investigation of the reasons for this low
incidence angle shallow water discrepancy. For this work, due to the uncertainty, only
depths greater than 100 m are used in the following analysis. The noise conditions are
assessed from the two deepest measurements at 300 and 380 m.
A second set of FMBEM analyses was undertaken with a fixed azimuth and varying the
frequency from 500 Hz to 10 kHz. This analysis showed an increase in the variation in
received signal strength and mean attenuation with an increase in frequency. The 95%
confidence intervals predicted by these results are shown for incidence angles 80◦, 84◦
and 88◦ which correlate to hydrophone depths of 72 m, 114 m and 322 m in Fig. 3.16. A
3 dB re 1 µPa reference line is shown in the plot of variance to indicate that for frequencies
below this there is a 95% chance of there being less than +/- 3 dB error.
3.4 Results
Two sets of results are presented here. The narrowband (1 Hz) sound level spectrum and
the one-third octave filtered received sound levels. The one-third octave filtered results
are given as a source level at 1 m from the source so that they can be compared with the














































Figure 3.16: Results of frequency varying FMBEM analysis for incidence angles 80-88
degrees.
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the spectral lines characteristic to the Aurora Australis and is used to identify frequencies
of lower radiated noise.
The data have been processed to obtain the narrowband and one-third octave results
using the following method: At each depth a recording with three noise data sections,
each of forty seconds duration, were made. In order to gain an accurate picture of
the typical continuous ship noise these sections were checked for impulsive spikes in the
time domain and rejected if they contained a peak greater than the arithmetic mean
plus ten standard deviations. The data sets for each depth were combined and the power
spectral density found using Welch’s periodogram averaging technique [86] to obtain 1 Hz
resolution power spectra (P). The 1 Hz spectra were integrated over one-third octave band
ranges to obtain the one third band results. Both sets of spectra were converted to a
received sound pressure level (Lr) using Eqn. 3.12
Lr = 10log(P )−Mv (3.12)
and to Radiated Noise Level (RNL) at 1 m using Eqn. 3.13
RNL = Lr − TL (3.13)
where TL is transmission loss assuming spherical spreading and frequency dependent
attenuation due to sea water as given in Eqn. 3.3, with the range variable being the dif-
ference between hydrophone depth and ship’s draft (assumed source depth). This process
gives results as source spectral level for the narrowband data in dB re 1 µPa2/Hz at 1 m,
and as source level in each frequency band for the one-third octave data in dB re 1 µPa
at 1 m. Once normalised to 1 m the source level results were combined using the method
specified in the American National Standard [70] shown in Eqn. 3.14
LS(r) = 10log{10LS(r,h1)/10 + · · ·+ 10LS(r,hN)/10}/N (3.14)
where N is the number of hydrophone locations.
Only depths over 300 m were used in the production of the noise profiles because of
the large scatter observed in the pinger results at shallower depths, as discussed in Sec-
tion 3.3.8, and to comply with the standards for minimum distance between the vessel
and hydrophones as discussed in Section 3.1.2. For depths over 300 m the effect of the
dampening plate is insignificant with 95% probability of less than 3 dB error, for frequen-
cies under 6 kHz as shown in Fig. 3.16. For frequencies greater than 6 kHz the noise level
should be taken as being greater than that shown here using the mean correction values
shown in Fig. 3.16 to account for the attenuation from the dampening plate.
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The one-third octave data established from measurements taken at depths greater than
300 m and processed using this method are shown with the Det Norske Veritas standard
for Silent-E and Silent-A class vessels [69] and the data reported for a 5 knot profile taken
from the port side for the RV Oscar Dyson [74] in Fig. 3.17. At 5 knots the primary
noise radiated from the Oscar Dyson would be from engine room and ship’s plant rather
than flow or cavitation noise. This comparison shows that the Oscar Dyson with its
engines under load still radiates less noise than the Aurora Australis does in its most
quiet stationary state. The greater noise of the Aurora Australis is due to difference in
age and design requirements of the two vessels. The Oscar Dyson is designed for minimal
acoustic impact whereas the Aurora Australis is a much older vessel presumably designed
for reliability and durability. The noise of both vessels is less than the Silent-E and
Silent-A class noise limit for a quiet cruise.
The narrowband source spectral level is shown in Fig. 3.18. This narrowband data shows
the general consistency between the two profiles, made with the V16 engine on and
off. They have a similar shape for frequencies above 1 kHz with a mean difference of
10 dB re 1 µPa2/Hz. This figure also shows that in frequency areas where there are
significant spectral lines, as highlighted by the zoomed in second part of the figure, the
difference in noise level between the two engine states at the peaks of the spectral lines
is not as significant (approximately 5 dB) as the mean difference. This narrowband data
can be used to identify:
• a significant reduction in ship noise at 3.8 kHz
• an increase in spectral lines and noise at 4.8 kHz
• a downward trend to 8 kHz
• an increase in both tonal and broadband noise around 10 kHz
The spectral lines visible in the engine off state are harmonics of equipment that is
still operational. There is one generator that needs to operate at all times and other
mechanical plant in the engine room that needs to be left on for safety concerns. The
reduction of these peaks in the engine on state shows the masking of these harmonics by
the larger engine noise. The consistent peak at 30 Hz in both engine states is most likely
the noise of the remaining generator. This would suggest that acoustic communications
around the Aurora Australis would have the least interference from ship noise at 3.8 kHz.
3.4. RESULTS 51







































DNV Silent E Noise Limit
DNV Silent A Noise Limit
Ship RV Oscar Dyson 5 knots port side
Aurora Australis main engine off
Aurora Australis main engine on
Figure 3.17: Aurora Australis aft aspect noise data in one-third octave filtered bands for
the two engine states from recordings made at depths deeper than 300 m. Also shown are
the Det Norske Veritas Silent E and A noise limit [69] and the results for Oscar Dyson
port aspect ship speed as reported in [74].
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main engine off [1Hz band]
main engine on [1Hz band]
(a) Full frequency range.

































main engine off [1Hz band]
main engine on [1Hz band]
(b) Zoomed frequency range.
Figure 3.18: Combined narrowband source level spectra of recordings made over 300 m
in depth with both engine states corrected using spherical spreading assuming the source
depth at the ship’s draft.
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Fig. 3.19 shows the change of ship noise with depth for a subset of frequencies. If a sample
is taken in the far field of the noise source the expected sound level should decrease with
spherical spreading, 20 log10(r). A spherical spreading curve is included on each graph
as a reference. A source level of 106 dB re 1 µPa at 1 m was used for the engine on
state and 100 dB re 1 µPa at 1 m for the engine off state. This value is the mean of the
first value for each frequency displayed normalised to a 1 m, this is displayed to show
the difference between ideal spreading and the field results. The results do not follow
spherical spreading over the depth range measured (max depth 380 m) but do show a
move towards steady decay of the noise field for depths greater than 200 m which could
indicate that this depth is beyond the fresnel distance of the noise source but not yet in
the far field. The noise field is consistent between different frequencies when the main
engine is operating as the engine noise is the dominant feature. Fig. 3.19 shows that for all
depths over 100 m 4 kHz is the frequency with the least noise interference from the vessel
noise. Fig. 3.20 shows the noise levels for a more comprehensive set of frequencies and is
intended to be a reference for estimating the effect of ship noise for a given frequency to
help in the assessment of appropriate equipment for use with this vessel.
3.5 Discussion
While the accuracy of an opportunistic noise profile, such as that described in this work is
not sufficient to completely assess a vessel for adherence to standards or to compare with
absolute confidence against results reported by vessels tested under rigorous conditions,
it provides a valid dataset for a vessel in a particular environment. The use of FMBEM
analysis to estimate the changes in received field strength induced by the dampening
plate and weight used in the experiment presents a practical use of a numerical modelling
technique to evaluate a deployment setup and estimate experimental uncertainty. As a
vessel is not a small point source there will be directionality in the noise field produced by
the vessel. This experiment was undertaken from the aft of the vessel and as such can only
be considered indicative of overall vessel noise for frequencies where the measurements
depths are sufficiently far from the vessel to be in the far field. This boundary and
the different methods of evaluating it are described in Section 3.1.2. While standard
noise profiles are largely measured within the near field of vessels, the integration of the
data with time and the separation of port and starboard side profiles is used to give a
representation of the overall noise field from the locally varying field. This combined
with the assumption presented in Urick [56] that ship noise decays with close to spherical
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(b) Depths under 100 m
Figure 3.19: Change in one-third octave noise level with depth for a subset of frequen-
cies. (a) shows 4 kHz has the lowest noise level for all measurements taken deeper
than 100 m. (b) shows the near field noise for depths shallower than 100 m, in this
field the noise level is heavily dependent on location. Both graphs show a curve for
ideal spherical spreading from a source of 106 re 1 µPa at 1 m for the engine on state,



















































Figure 3.20: One-third octave band filtered received sound levels with depth. An ideal
spherical spreading curve from a point source calculated from the average maximum
projected back to 1 m using spherical spreading and Thorpe attenuation for a mean
frequency is included as a dashed line to highlight any variation in decay from spherical
spreading of an ideal point source.
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spreading, even when close to the vessel, allows this near field measurement to be used
when profiling a vessel. In the experiment presented here greater consideration of the
far field boundary was given and integration over different depths was used to provide
a similar overall representation. This assumes that noise spectra being recorded are
primarily dictated by ship noise. The contribution of ice and other background noise
included in this profile could influence the single source assumption but this close to the
vessel it is assumed vessel noise is the primary influence on the noise profile shape with
environmental factors still potentially influencing total levels, particularly in the narrow
band profiles. The assumption that the ship data is the main noise source is supported
by the shape of the one-third band noise profiling curves presented in this work which
decay with a similar shaped curve to that of ideal spherical spreading and attenuation
with distance from the ship. For completeness a review of ice noise is now discussed. Ice
noise can be broken into three parts [55]:
• ice movement in water
• ice ridging and rafting
• local ice cracking noise
Local ice cracking noises are highest when the temperature is decreasing and reduces to
less background noise than a sea state of zero during the warming part of the diurnal
cycle [51], which were the conditions under which this experiment was undertaken. The
influence of the water ice interaction due to a non-continuous ice cover is reported by
Urick [56] to increase the ambient noise by 5-10 dB. The noise from ridging and rafting is
impulsive. The noise data used in this work was processed to remove any impulsive spikes
removing the contributions of ridging and rafting noise. If melting icebergs are present
the popping noise of releasing air bubbles creates a flat noise spectrum as high as 10 kHz
[80]. If an acoustic experiment was being undertaken in a decreasing temperature period
the expected noise profile would need to be modified to include the additional thermal
cracking noise of the ice. The 1 Hz narrow band profile is likely to show more of the
impulsive noise that might be expected from ice and environmental noises whereas the
potential influence of ice thermal cracking noise may be consistent enough to influence
the averaged profiles.
The comparison presented in this work between lateral noise profiles made by other
vessels under motion and a stationary aft profile is intended to put the noise levels being
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reported in a context of other vessels and standards rather than as a directly comparable
measurement.
There are some logical changes to the method that would reduce the uncertainty of the
results and some of the post-processing of the data. A different method for dampening
and weighting the hydrophone would be the easiest way to improve this experiment.
There are several suggested methods for isolating the recording system from movement
and weighting the cable in a way that does not interfere with the received sensitivity of
the hydrophone [69, 70, 74]. The inclusion of the background noise of the area without
the vessel would also increase the validity of the results, were it possible to obtain. While
the background noise data of the environment was not recorded separately to the vessel
noise, it is implicit in the noise recorded and reported above. The noise characterisation
presented is a complete picture of typical deployment noise conditions.
Greater pre-deployment hydrophone experimentation would also be recommended for
future experiments. In particular:
• specific measurement of signal levels that produce gain compression, saturation,
and signal distortion through harmonic generation.
• A check on the linearity of the hydrophone at high signal levels with an alternative
lower sensitivity hydrophone for short range measurement
• an electrical noise testing setup to test that electrical noise levels are well below the
lowest anticipated acoustic signals.
The inclusion of the calibrated source in the experiment proved to be a significant asset
for calculating missing deployment dimensions, however, a more comprehensive measure-
ment of depths, cable swing angles and distances would be worth including in future
experiments. The inclusion of a source is definitely recommended for in-situ verification
of the recording system as a whole. Finally, a full frequency and angular sensitivity test
of the hydrophones being used would reduce the residual uncertainty of the results.
The ability for the vessel to be ‘parked’ in the ice adds an element of uniqueness to the
data presented in this work. There are few locations where a vessel can be in a completely
calm sea state with the main propulsion systems turned off with over 2 km of water depth,
minimising bottom interference effects. This quietest state for the vessel would be very
difficult to measure in any other circumstance.
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3.6 Conclusions
This work presents a method for noise profiling of vessels using existing equipment while
in field locations. It provides a way to use less precise data to provide a practical picture
of underwater noise. It describes a technique for using a calibrated sound source to pro-
vide an in-situ calibration and verification of the recording system and post-processing
techniques for calculating residual uncertainty of real world experimental data. The value
of data collected in a location as similar to that of intended use as possible is not to be
undervalued. The results presented in this work show the reduction in radiated noise
due to switching off the main engine and show a unique view of a vessel sitting close to
dead in the water. The broadband data presented here provides an interesting reference
to compare the Aurora Australis in its quietest state with other vessels and standards,
showing a relatively noisy vessel compared to a vessel designed to meet stringent acoustic
standards. The narrowband spectral data provides a tool for selection of frequency for
acoustic systems that are to be used from the vessel with a recommended frequency of
3.8 kHz. A damper plate was included in the hydrophone line to reduce heave effects
between the ship and the sensor. Simulating the influence of the damper plate is a way of
removing the influence of this component (and potentially other components that might
through necessity be included in a real experimental setup) from the data measured. The
FMBEM simulation presented here enabled the assessment of the influence of the plate
over a range of incident angles, frequencies and a region of potential hydrophone location
relative to the plate. This method could be applied to different experimental data and has
the potential to allow the influence of structures to be assessed. The use of FMBEM sim-
ulation offers a novel method for evaluating the influence of deployment infrastructure on
field data without the need for access to the equipment or further experimentation. This
work presents a method for in-situ noise profiling, methods for using a calibrated source
to calculate geometry, numerical methods for calculating experimental uncertainty, and
provides a reference for the radiating noise of the Aurora Australis for others undertaking
acoustic work from this vessel.
Chapter 4
MODELLING THE EFFECT OF SEA ICE
COVER ON ACOUSTIC TRANSMISSION
LOSS
This chapter was published in the Acoustics Australia Special Edition on Underwater
Acoustics 2013 as MODELLING ACOUSTIC TRANSMISSION LOSS DUE TO SEA
ICE COVER, Polly Alexander, Alec Duncan, Neil Bose and Daniel Smith.
This paper was an extension of a conference paper published in Acoustics Australia
Conference Proceedings 2012, Freemantle as Modelling sound propagation under ice using
the Ocean Acoustics Library’s Acoustic Toolbox, Polly Alexander, Alec Duncan and Neil
Bose.
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4.1 Abstract
The propagation of underwater acoustic signals in polar regions is dominated by an
upward refracting sound speed environment and the presence of a dynamic highly variable
ice canopy. This paper provides an overview of the acoustic properties of sea ice and
assesses the influence of ice canopy and water column properties on acoustic transmission
loss for propagation within 20 km of a sound source at 20 m depth. The influence of the ice
canopy is assessed first as a perfectly flat surface, and then as a statistically rough surface.
A Monte Carlo method is used for the inclusion of ice deformation and roughness. This
59
4.2. INTRODUCTION 60
involves the creation of sets of synthetic ice profiles based on a given sea ice thickness
distribution, followed by statistical methods for combining the output of individually
evaluated ice realisations. The experimental situation being considered in the framing
of this problem is that of an Autonomous Underwater Vehicle (AUV) operating within
50 m of the surface. This scenario is associated with a frequency band of interest of 9-12
kHz and a horizontal range of interest up to 20 km. The situation has been evaluated for
a set of typical ice statistics using Ray and Beam acoustic propagation techniques. In a
uniform sound environment the sound would decay evenly with range due to spreading
and attenuation losses. When modelled as rays this uniform environment can be visualised
as non overlapping lines emanating from a single source. When the sounds environment
is not uniform these rays are refracted and bend at different depths with changes in sound
speed creating areas where the received field is focussed by the overlap of many rays and
defocussed in areas with few ray paths. The sound speed profile (based on real data)
results in a strong defocussing of direct path signals at ranges from 9-20 km and depths
shallower than 50 m. This reduction in the signal strength of the direct path creates
areas where the influence of surface reflected paths becomes significant. The inclusion
of a perfectly flat ice layer reduces the transmission loss between 9-20 km by 15-50 dB.
When the ice layer is included as a rough surface layer the results show a boost to signal
strength of up to 8 dB in the small areas of maximum defocussing. Sea ice is a strongly
time and space varying sea surface and exists in areas where defocussing of the direct path
due to the sound speed profile reduces the range of direct path dominated transmission.
This work presents methods for including a statistically relevant rough surface through a
technique for generation of sets of surfaces based on ice deformation statistics. It outlines
methods for including ice in acoustic modelling tools and demonstrates the influence of
one set of ice statistics on transmission loss.
4.2 Introduction
Accurate sea ice volumes and under ice biology measurements are important inputs to
global ocean climate and ecosystem models, and key indicators to monitor for change.
With a heightened focus on climate science and change there is an increasing importance
in measuring and monitoring what is happening under the ice covered oceans of the Arctic
and Antarctic [1]. With advances in Autonomous Underwater Vehicle (AUV) capability
the use of this technology in the ice environment is becoming more frequent [27, 30, 87].
AUVs operating in an open ocean environment use underwater acoustic communication
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for non safety-critical information and rely on their ability to surface and establish radio or
satellite communication for critical situations such as navigation error or mission failure.
In an under ice environment there is a far greater reliance on underwater communication
as surfacing is no longer an option. Understanding and modelling acoustic propagation
in an under ice environment is a key component in increasing safety and reliability in
these deployments.
Typical Sound Speed Profiles (SSPs) in the Arctic and Antarctic produce an upward
refracting sound environment, creating a sound channel that is continuously reflecting off
the top ocean boundary, usually an ice layer. Variations in the top few hundred metres
of the sound speed profile can create a defocussing of the direct path signal at ranges of
9-20 km. This defocussing creates a situation where the surface reflected paths provide a
greater contribution to the received signal than would otherwise be experienced at such
short ranges. To model propagation in this environment requires both the ability to
create a realistic model of ice and the capability to incorporate the ice model within a
framework for predicting acoustic propagation and transmission loss. The ice layer in a
sea ice environment is a complex system made up of different ice types, ice thicknesses,
roughness, and areas of ice deformation and ridging [7, 88]. This ice covered environment
is highly variable with location, season and weather conditions. The presence of this
spatially and temporally changing ice layer creates a large variation in the reliability of
acoustic propagation.
There are two main parts to including an ice layer in an acoustic model. The first
is consideration of the material properties of the ice layer in order to include the ice
as an acoustic medium, and the second is the inclusion of randomly shaped and sized
perturbations caused by sea ice ridging. Once the ice is included in the acoustic model
there is then the question of what propagation modelling technique is most appropriate.
There are five main techniques used in modelling underwater acoustic propagation. Ray
theory, Normal Mode, Multipath Expansion, Wavenumber Integration (WI) or fast field,
and Parabolic Equation (PE) [89]. Etter [89] reviews and summerises modelling and
simulation techniques reported up to 2001. For higher frequency work ray tracing provides
the fastest solution with a minor compromise in accuracy [57]. The Acoustics Toolbox [10]
is an open source modelling tool that provides a selection of environment and propagation
modelling tools within the one software framework. The BELLHOP program is a Fortran
ray and beam forming code that is part of the Acoustics Toolbox [10].
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This paper reviews these two main parts of including an ice layer and investigates and
reports on a method for including a variably ridged layer. Techniques for creating simu-
lated ice cover from sea ice statistics are discussed and a case study involving a typical
set of ice statistics is evaluated using BELLHOP. This work considers the influence of
including an ice layer in short range acoustic modelling and compares direct path results
with flat ice and the results of the presented technique for including statistically rough ice,
for a frequency of 10 kHz a range of 20 km and receiver depths shallower than 50 m. Ray
tracing is used as the most computationally feasible propagation model for this frequency
and range scenario.
4.2.1 Background
There has been significant research into under ice sound propagation in the Arctic since
the 1960s. This is due to the disputed nature of borders in this area, defence prerogatives,
the potential for natural resources, and the capability for long range propagation. The
consequence of this is a body of research investigating the influence of an ice canopy on
acoustic propagation at both low and high frequencies. Low frequencies have the potential
for long range propagation, whereas high frequency signals undergo greater scattering and
attenuation losses both in the sea water and due to the roughness dimensions of the ice
and the frequency dependence of its attenuation [90–92]. For high frequencies (>15 kHz)
the report by the Applied Physics Laboratory, University of Washington [93] provides
a comprehensive section on acoustics in the Arctic. For low frequency there are many
investigations into long range propagation that examine low frequency interaction with
ice [90, 91, 94].
Compared to many of the long range propagation scenarios considered in the Arctic,
communication systems for AUV deployment require relatively high frequencies (9-12
kHz) and short ranges (<100 km). Typical underwater acoustic modems operate between
8-13 kHz, with some modems reporting frequency ranges of 3-30 kHz [95]. AUVs are
limited in the frequencies of the transponders they use by size and cost limitations.
Lower frequency beacons generally have a much larger footprint than the higher frequency
beacons found on most AUVs. AUV communications beacons and modems are also often
limited by what is being commercially produced for other applications as specific design
and build systems are generally very expensive.
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4.3 Sea ice
The formation of sea ice is dictated by the weather (meteorological) and water (hydro-
graphical) conditions at the time of formation and through its life cycle. These conditions
control the temperature, salinity, density and crystal structure of the ice as it is formed,
and as the ice grows in thickness the different layers tell the story of the conditions under
which it was created [96]. A large amount of sea ice is formed and decays within a single
winter, summer cycle and is referred to as first year ice. In a typical growth scenario, sea
ice first forms as slush from the collection of ice crystals in open water. It then consoli-
dates into small distinct plates, or pancake ice, these combine to make larger floes that
are further influenced by environmental conditions and deformed to create a ridged ice
environment. This process means that sea ice is a range and time varying surface layer,
in both thickness, roughness and material properties.
Jezek et al. [97] describe the impact on the acoustic properties of sea ice due to the
change in surface texture at different growth stages. They separate this into three states:
slush, growing, and consolidated ice. The growing stage involves the formation of pure
ice dendrites, a crystal that forms with a tree like form [98], that acts as a skeletal layer
on the ice surface collecting salty brine pockets. Consolidated ice is where the ice has
formed a solid bottom surface and the slush stage is where there is only slush ice on the
surface. Throughout these stages of growth the ice becomes a better acoustic reflector
with slush ice attenuating a signal ten times more than growing ice which itself attenuates
a signal five times more than consolidated ice (reported for high frequency near normal
incidence) [97, 99].
The two main methods of mechanical ice thickening are ridging and rafting of ice floes.
Sea ice ridging is formed by the shearing and compression of ice floes pressing out ice
blocks below and on the surface of the ice [100]. Rafting of ice is where one ice floe is
pushed on top of another pushing the bottom floe into the water. Shear ridging creates
small chunks of ice with a ground up appearance while both pressure ridging and rafting
create a collection of more discrete blocks of different shapes, sizes and orientations [93].
These mechanical forces create features, with the air-ice surface features referred to as
sails, and the ice-water surface features referred to as ice keels. These forces are not
symmetric and the ridge sails undergo significantly different weathering than keels. While
this weathering is not symmetric there is correlation between top and bottom geometries
that can be used to estimate bottom roughness from surface features [91, 101]. As sea ice
undergoes its many deformations the underside becomes a continuously rough surface in
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which the exact definition of any distinctive feature, as opposed to the other roughness
of the surface, varies [102].
4.3.1 Material properties of sea ice
As ice supports both shear and compressional acoustic propagation it can be modelled
as an elastic medium. The temperature and salinity profiles of an ice layer control the
density and the porosity of the ice which then dictates the elastic properties and the
reflection loss of acoustic waves interacting with the ice [93, 103]. Ice porosity and ice
sheet thickness are reported to have the largest influence on the acoustic properties of
the ice [104] with salinity and temperature variation within the ice having less effect [92].
If the shear velocity is less than the speed of sound in water, a vertically polarised shear
velocity, as reported by Kuperman and Schmidt [105] occurs, at which point the air-ice
boundary also becomes significant to the model. Hunkins [106] measured and analysed
shear and compressional waves within an ice sheet. The shear waves are understood to
interfere with compressional waves and the acoustic field in the water close to the ice
boundary [57, p443]. McCammon and McDaniel show that the elastic properties of the
ice play an important role in attenuation of a plane wave on an ice surface at both high
and low frequencies [92].
A more complex ice model is used by McCammon and McDaniel [92] who model ice as
a multi-layered elastic solid bounded on both sides by a fluid half space, and Yew [104]
who models it as a ‘transversely isotropic brine saturated porous medium’. Modelling ice
as a multi-layered medium allows for the inclusion of a skeletal growth layer and surface
snow as well as variability with the ice itself. The acoustical properties to describe an ice
layer can either be found through specific experiments to measure the sound velocities in
the ice or through processing of temperature and salinity measurements.
A method for calculation of the acoustic parameters from temperature and salinity is
summarized in the report by the Applied Physics Laboratory [93]. It summarises the
process of calculating density and porosity from temperature and salinity then provides
equations to compute compressional speed, shear speed and bulk moduli, and gives an
approximation for attenuation as a function of frequency and temperature [92].
An ideal model to include the material properties of sea ice could take as input the
properties of the ice and supply information to a propagation model such that it can
4.3. SEA ICE 65
calculate reflection effects. An appropriate description of ice for a model could consist of
a combination of the following:
• The acoustic properties of the ice: Ice density (ρ), Compressional wave speed and
attenuation (Cp, Ap), Shear wave speed and attenuation (Cs, As)
• The Physical properties of the ice: Temperature, Salinity, Air/ice temperature, Ice
growth stage
• The Morphological properties of the ice: Thickness, Ice-water roughness, Ice-air
roughness, Ridging statistics
From which a model would calculate or estimate the reflection losses and phase change
with incident angle.
4.3.2 Sea ice as a rough surface
As sea ice undergoes many deformations the underside becomes a continuously rough
surface. A view of this roughness in the Antarctic sea ice pack taken by a Remotely
Operated Vehicle (ROV) is show in Fig. 4.1 to illustrate some of the shapes that are
possible. Sea ice thickness is often described using a histogram of an ice thicknesses
descriptor over the area being considered [7, 107]. Depending on the scale of roughness
being investigated, descriptors used for variation in the ice surface are: thickness; draft;
and keel size. Ice draft is the measurement of ice depth/thickness measured from the
water freeboard. Ice feature count and thickness histograms form amplitude distribution
functions for a discrete area of sea ice, and can be described by a Probability Density
Function (PDF) and spatial power spectrum.
Figure 4.1: View of Antarctic sea ice from below taken by a ROV. This picture illustrates
the roughness of the surface. Photo courtesy of the Australian Antarctic Divsion ROV
team.
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Sea ice density and rafting impacts are such that sea ice is much deeper below the
surface than it is tall above the surface which results in an asymmetric thickness PDF
with a long positive tail. This is even more the case when considering the PDF of ice
draft with the freeboard an upper limit in one direction and the potential for deep keel
features creating large extremes in ice draft depth. Depending on the ice environment
the thickness/draft PDF may also contain multiple peaks representative of different ice
types, areas of different mean thickness, or age within the one profile [108].
One way of describing the roughness from this information is by characterising the shape
of the histogram and fitting it to a known distribution. Previous work characterising the
distribution of the sea ice features has not agreed on a single solution with Gaussian,
Gamma, Poisson, Rayleigh, a combination of multiple log normals, and power spectrum
descriptions all being suggested.
4.3.3 Simulated sea ice
Simulation of ice profiles based on measured or predicted sea ice statistics allows the
translation of ice thickness or roughness statistics to acoustic propagation and transmis-
sion loss statistics. This translation can be achieved through Monte Carlo simulation or
generation of larger, keel feature statistics, such as that suggested by Diachok [101]. Sim-
ulation from ice statistics also creates an interface for using output from global climate
models that include representations of sea ice for given locations and times to predict an
acoustic environment that has not been sampled.
There are two techniques in the literature for creating simulated sea ice draft profiles.
The first provided by Hughes [108], uses a combination of log-normal distributions to
describe and generate ice profiles. The second proposed by Goff [109] using a covariance
model and a gamma based PDF description.
Goff describes the sea ice draft distribution using the following descriptors:
• Mean ice draft t0
• Normalised skewness µn3
• Characteristic length λθ
• RMS variation H
• Fractal dimension D
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where characteristic length is a parameterisation of the approximate width of the principal
topographic structures, in this case ice keels.
Hughes specifies the sea ice draft as a combination of seven log-normal curves each de-
scribed by:
• Individual contribution to the total PDF
• Mean of the log of the individual peak
• Standard deviation of the individual peak
Hughes provides a more complex description of the ice amplitude distribution by including
different peaks for different ice types within the one sample area. The multi modal
representation of this technique would give it a strong advantage if the ice region being
considered covered areas of distinctly different ice types. It reports a very accurate fit to
reported ice draft data from different experimental data sets.
Goff’s technique provides an approximation of the ice draft amplitude variability as a
gamma PDF. The Gamma PDF provides a good model of the asymmetric, long tailed
nature of the ice draft measurements, but only includes one peak. The use of a single,
standard PDF for ice draft makes this approach easier to implement, but less robust to
areas of different ice types, compared with the multi peaked approximation of Hughes.
4.4 Methods
A test case has been implemented to demonstrate this method for including simulated
rough ice in the Acoustics Toolbox and to evaluate the influence of including ice on
transmission loss for one scenario.
The roughness and depth of each ice realisation was included using an altimetry file that
specified the depth of the water ice boundary with range. The Goff method for ice simu-
lation was implemented to create a set of altimetry files for a set of ice descriptors. Goff’s
technique is selected to evaluate the difference between including a single ice type and
including flat ice. Two of the sets of ice statistics described in Goff [109] are shown in
Table 4.1 to show the variation in statistics with ice type. Figure 4.2 shows simulated ice
profiles for these two sets of ice statistics paired with normalized histograms of the devi-
ation from the mean draft. This shows the large amount of surface roughness generated
by this technique, the conformity of the simulated profile to the gamma distributions
4.4. METHODS 68
they are based on and the variability between two different sets of ice descriptive statis-
tics. Three instances of each ice statistic are displayed to show the variability within
this random sampling. The ice statistics from the first line of this table describing the
what is refereed to as ‘typical’ ice conditions are used in this case study. The generated
profiles were processed into altimetry files with 1 m horizontal resolution, that were then
entered into the Acoustics Toolbox environment specification and used in the calculation
of ray path and transmission loss by BELLHOP. For this typical ice case, 25 synthetic ice
profiles of 20 km length were created using the Goff technique described in the Simulated
sea ice section.
The acoustic properties of the ice were included through the specification of a reflection
coefficient file that provided a look up table of reflection amplitude and phase change
as a function of the incidence angle, which is the angle at which the ray intersects with
the ice surface relative to the normal of the ice surface. For this case study the ice layer
was modelled as an air backed layer using the acoustic properties of ice approximated
by Jensen et al. [57] as: compressional speed 3500 m/s; shear speed 1800 m/s; density
890 kg/m3; compressional attenuation 0.4 dB/λp; and sheer attenuation 1.0 dB/λs and
a thickness of 2.7 m corresponding to the mean ice draft of the typical ice conditions
described by Goff. These two layers were specified as input to the bounce program, that
is part of the Acoustics Toolbox, which computes the combined reflection coefficient for
a stack of media for a given frequency. The reflection coefficient for 10 kHz generated
using this technique is shown in Fig. 4.3.
Table 4.1: Ice morphology statistics from test cases presented in Goff [109]. Ice is de-
scribed by mean ice draft (t0), normalised skewness (µ
n
3 ), characteristic length (λθ), RMS
variation (H), and fractal dimension (D).
t0 [m] µ
n
3 λθ[m] H [m] D
Typical Ice
1 2.76 1.81 40.5 1.38 1.37
Large RMS variation and Low Skewness
2 4.52 1.27 63.8 3.84 1.26
The Acoustics Toolbox environment was set up with input parameters shown in Table 4.2.
The Sound Speed Profile (SSP) used was based on the down cast of a Conductivity
Temperature Depth (CTD) cast taken in Antarctica in November 22nd 2010 at Latitude
64◦35 South, Longitude 81◦57 East. The data from the CTD cast were combined using
the formula presented by Medwin [79] for sound speed shown in Eqn. (3.2) where T is
temperature in ◦C, S is salinity in practical salinity units (p.s.u.), and z is measurement
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Figure 4.2: A random selection of simulated ice drafts with histograms of deviation from
mean ice thickness and the probability density functions they are based on. Ice statistics
used are those described in Goff [109] and are shown in Table 4.1. The top figure is based
on what are identified as typical ice conditions in the field location reported by Goff and
the bottom is for an ice type identified as an area of large RMS and low skewness ice.
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depth in metres. For the cast depth of 600 m used here this formula provides sufficient
accuracy [76]. The calculated sound speed for the full cast with the raw temperature and
salinity data is shown in Fig. 4.4. In the case study only the down cast was used and the
SSP was extrapolated to the full 2 km depth assuming minimal change in salinity and
temperature beyond the depth of the cast.
Monte Carlo methods work on the principle of combining the output of many instances,
randomly sampled from an input distribution, to produce an output representative of
the input space. In this case, simulated ice draft profiles are created using a statistical
distribution of the ice. The acoustic field is calculated individually for each simulated
draft and the combined outputs provides a statistical representation of the acoustic field
for that ice sample space. BELLHOP was run individually for each simulated profile to
produce an incoherent pressure field pi that includes spreading loss, reflection loss, and
attenuation calculated using the Thorpe method. These fields were then combined as an







The average transmission loss was then calculated using Eqn. (4.2).
TLavg = −20 log10 (pRMS) (4.2)
Two reference case incoherent pressure fields were also calculated. The first, pdp, including
the direct path only by removing beams on surface interaction, and the second, pflat, using
a flat ice case with an ice boundary at a constant 2.7 m. The differences diagrams in the
results section are evaluated as a difference between two fields in decibels using Eqn. (4.3).






4.5 Results and discussion
The increase in sound speed with depth evident in Fig. 4.4 results in sound being refracted
upwards towards the sea surface. However, the marked departure of the profile from a
straight line results in this refraction being non-uniform, producing strong focusing of
sound at some ranges and defocussing at others. In particular there is strong defocussing
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near the sea surface at ranges between nine and twenty kilometres. This result can be
seen in the direct-path only transmission loss and ray trace plots shown in Fig. 4.5.
The inclusion of a flat ice layer using the method specified above produces a consistent
acoustic field with much lower transmission loss beyond 9 km than if only the direct path
is included. The transmission loss and ray tracing results for the flat ice case are shown in
Fig. 4.6. The transmission loss for the flat ice case is similar to what would be expected
for an open water surface. This can be explained by evaluating the grazing angles of the
rays that are interacting with the surface as shown in Fig. 4.7. This figure shows that
almost all the surface interactions take place with a grazing angle less than 10 ◦. Figure
4.3, showing the reflection coefficient for an air-backed layer of ice 2.7 m thick at 10 kHz,
shows only minimal reduction in the magnitude of the reflection coefficient for these small
angles, explaining the near open water result.





Environment depth 2.0 km
Transmission loss Incoherent
Bottom surface Water matched
Source
Source depth 20 m
Beam type Gaussian
Start Angle (from horizontal) -20 ◦





Max receiver depth 50 m
Max receiver range 20 km
The difference between the direct path only and the inclusion of a flat ice layer can be
seen in Fig. 4.8 which shows the difference as calculated by Eqn. (4.3) with p1 being the
flat ice pressure field and p2 being the direct path only pressure field. This difference
representation highlights the defocussing of the direct path only transmission loss and
suggests that in the presence of flat ice the received signal strength would be much higher
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Figure 4.3: Reflection coefficient for combined medium: water, 2.7 m of ice, air at 10 kHz.
Figure 4.4: Sound speed profile measured in the Antarctic Ocean with temperature and
salinity shown as inset figures. Values from the down cast were extrapolated to the 2 km
depth for use in the case study presented in this paper.
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Figure 4.5: Direct Path only transmission loss for the top 50 m of interest and a ray trace
for the full 2 km depth. The bands of darker colour show areas of defocusing and lighter
colour areas where multiple paths converge and focus the sound. Red rays touch top and
bottom surfaces, green bottom only, blue top only and black neither surface.
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Figure 4.6: Transmission loss and ray trace for a flat ice surface. The flat ice surface uses
compressional speed 3500 m/s; shear speed 1800 m/s; density 890 kg/m3; compressional
attenuation 0.4 dB/λp; and sheer attenuation 1.0 dB/λs and a thickness of 2.7 m corre-
sponding to the mean ice draft thickness. Red rays touch top and bottom surfaces, green
bottom only, blue top only and black neither surface.
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than if considering only the sound that reaches the receiver without interacting with any
boundaries.
Results calculated using the Monte Carlo method for the case of deformed sea ice show
significantly less surface reflected contribution. The results of the averaged pressure field
from the Monte Carlo simulation are shown in Fig. 4.9. This result shows some filling in
of the defocussed band at 17 km but the difference is only 8 dB, as opposed to 42 dB for
the flat ice case.
The difference between this rough ice surface realisation and the direct path as calculated
by Eqn. (4.3) with p1 being the ridged ice pressure field and p2 being the direct path only
pressure field is shown in Fig. 4.10. The reason for this reduction of the signal with
the inclusion of the rough surface is clearly seen in Fig. 4.11 which shows the ray trace
for a single rough ice instance with increasing scale. This figure illustrates the majority
of surface interacting rays being reflected down or back rather than along a forward
propagating path as was the case with the flat ice scenario.
Figure 4.7: Grazing angles for rays interacting with the flat ice surface.
4.5.1 Approximations and assumptions
The acoustic parameters and ice roughness statistics used in the test case were approx-
imations from the literature. As discussed in sections 4.3.1 and 4.3.2 it would be more
realistic to calculate these values for the expected temperature, salinity, density, thick-
ness and deformation statistics for the area being evaluated. These can be predicted from
global climate models or are available in data sets from previous field studies.
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Figure 4.8: Difference in decibels between the estimated received fields when representing
the surface as a flat ice sheet and direct path only. The difference is calculated by
Eqn. (4.3) with p1 being the flat ice pressure field and p2 being the direct path only
pressure field.
In the Antarctic or Arctic sea ice pack there are unlikely to be 20 km ice surfaces of the
one ice type. This single ice type test case is provided to show the impact of being able
to include both flat and rough ice in acoustic transmission estimates. Future work could
involve a more realistic combination of different ice types in anticipated autonomous vehi-
cle deployment areas. The location of the source relative to flat ice, open water, or rough
ice could have a large influence on the range of effective signal detection. The absence
of areas of open water within a simulated ice profile is a limitation of this modelling and
would be an important future consideration.
This treatment of sea ice is only considering it as a two dimensional profile while real sea
ice has a third dimension. Future work could compare the validity of this two dimensional
approximation and assess the requirement for full three dimensional modelling.
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Figure 4.9: Monte Carlo rough surface average transmission loss.
The case study shown uses a simplification of the reflection coefficient based on a single
ice thickness. This assumes the top side of the ice is exactly following the bottom surface
of the ice to maintain a uniform width, which is not a physically realistic assumption.
To assess this assumption the reflection coefficient was calculated at 10 kHz for a range
of different ice thicknesses and the results of this are shown in Fig. 4.12. As can be seen
in Fig. 4.12 for ice thicknesses over 0.3 m there is little change in the magnitude of the
reflection coefficient with ice thickness for grazing angles up to 35 ◦. What is missing
from this reflection coefficient is the consideration of the influence of having a snow or
water backed layer, which could be added in a more complex simulation.
The case study does not consider the signal returned by bottom reflection but this could
easily be included if the scenario demanded it. These paths are not included as they
travel much greater distances and undergo losses with bottom interaction making their
attenuation and timing significantly different to direct and surface reflected paths. As
such these signals are not as relevant to beacon detection and for simplicity are not
included.
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Figure 4.10: Difference in decibels between representing the surface as a rough ice canopy
and direct path only. Calculated by Eqn. (4.3) with p1 being the rough ice pressure field
and p2 being the direct path only pressure field.
A limitation of using ray tracing is that scattering angles depend solely on the local ice
slope and diffraction effects are ignored. It is therefore only considered valid at roughness
scales (both horizontal and vertical) much larger than the acoustic wavelength. For a
10 kHz signal in a 1440 m/s water sound speed the wavelength is 14 cm. Future work
could involve the division of the ice roughness into wavelength relative large and small
features. The influence of smaller features could be included using the Rayleigh roughness
parameter and larger scale features included using the altimetry file as detailed here.
4.6 Conclusions
This paper presents a method, referred to as the Monte Carlo Method, for generating
acoustic field information based on a set of simulated ice draft profiles. This has been
done with the aim of providing a detailed prediction of an under ice sound environment
to support autonomous vehicle deployment reliant on acoustic communications.
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Figure 4.11: Ray traces for a single instance of a rough canopy shown at three different
scales. The three scales are given to provide a complete picture of the rays interacting
with the ice surface. Red rays touch top and bottom surfaces, green bottom only, blue
top only and black neither surface.
Figure 4.12: Reflection coefficient at 10 kHz for combined medium: water, ice, air with
varying ice thickness.
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It was found that certain polar sound speed profiles, such as the one presented in this
case study, create a strong defocussing in the direct path. While it might be expected
that surface reflection would have little influence at these shorter, 20 km ranges, this
reduction in the strength of the direct path creates a situation where the surface reflected
paths dominate the total acoustic field.
Inclusion of a rough sea surface using the Monte Carlo method greatly reduced the
contribution of ice surface reflected paths. There was a slight increase of approximately
8 dB over the direct path only case in the defocussed areas, but overall the transmission
loss estimate for rough ice was closer to the direct path only case than the flat ice surface
case.
If the simulated ice profiles are considered representative of the ice in a given region
and season then the Monte Carlo method provides a representative estimation of the
acoustic field based on situations that could be encountered. The statistical nature of
this approach provides a tool for risk management for autonomous vehicle deployment
where worst, best and mean cases for signal propagation could be evaluated. By including
the simulated ice profiles directly the Monte Carlo approach can be used with different
methods of generating simulated ice. This allows acoustic simulation in ice areas to use all
the information available about the expected ice conditions when predicting transmission
loss, expected signal range and risk areas.
In real sea ice conditions the surface consists of patches of heavily deformed ice, gently
sloping rafted ice, growing ice, and open water. This work shows the significance of being
able to include a model of the ice surface in acoustic transmission loss estimates and
suggests further work considering more detailed and accurate measures for undertaking
this inclusion.
Chapter 5
AN ANTARCTIC ACOUSTIC MODEL
This chapter addresses the question: What is a realistic Antarctic acoustic environment
model and how does sound propagate in this environment? This is achieved through iden-
tification and analysis of the core physical elements that make up the Antarctic sea ice
environment and propagation simulations based on their variation. The physical environ-
ment is broken into three variables; sound speed in the water column, acoustic properties
of the ice surface, and roughness characteristics of the ice surface. Realistic Antarctic sea
ice values for these variables are established in Section 5.1 and the anticipated influence
on propagation discussed. Section 5.2 provides signal propagation simulations based on
these conditions and shows the resulting variability in propagation. This work estab-
lishes the significance of different environmental properties on signal propagation and the
importance of including accurate environment parameters in an acoustic model.
5.1 Antarctic sea ice zone
5.1.1 Southern Ocean
The Southern Ocean was officially recognised by the International Hydrographic Orga-
nization as the fifth world ocean in the year 2000. In this process the official boundaries
of the ocean were defined as: “the coast of Antarctica north to 60 degrees south lat-
itude” [110]. From an oceanography perspective the primary defining characteristic of
the Southern Ocean is the Antarctic Circumpolar Current (ACC). The ACC travels east-
wards around the Antarctic continent, acting as a flywheel that connects the Indian,
Pacific and Atlantic Oceans. Its major water mass is Circumpolar Deep Water (CDW),
whose origin is North Atlantic Deep water from the northern hemisphere. The centre of
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the ACC, where cold Antarctic surface waters meets warmer waters from north, is known
as the Polar Front, or Antarctic Convergence, and the latitude of this boundary changes
seasonally. A picture of the Southern Ocean bounded by the Antarctic Convergence is
shown in Fig. 5.1. Vertically, the two key water masses in the upper layer of the Southern
Figure 5.1: Southern Ocean bounded to the north by the Antarctic Convergence. Picture
courtesy of Rekacewicz [111].
Ocean south of the Polar Front are Antarctic Surface Water (AASW) and Circumpolar
Deep Water (CDW). The region in which there is a change in density between two wa-
ter masses is called a pycnocline and this is driven by a combination of gradients in
salinity and temperature, independently called haloclines and thermoclines, respectively.
Beginning in winter, the AASW is comprised of a Winter Mixed Layer that resulted
from convection driven by atmospheric cooling and the input of salt rejected once the
surface freezes to form sea ice. The boundary between the AASW (which in wintertime
is essentially the WML), and the underlying CDW, is the Permanent Pycnoline (PP).
In summer, a new Seasonal Pycnocline (SP), sitting above the PP, results as a summer
mixed layer (SML) forms in the upper part of the AASW, over the remnant WML. In
contrast to the WML, the SML forms due to the freshening and warming at the surface
in the sea ice melt season. In specific locations around the coast, intense sea ice formation
takes place in ‘ice factories’ known as polynyas. The enhanced salt-input is such that the
WML extends to the base of the continental shelf and forms Dense Shelf Water that is
denser than the offshore CDW and can mix down to the abyssal regions in the production
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of Antarctic Bottom Water (AABW). As such the WML/PP gets deeper as you move
from offshore into these coastal regions where sea ice production is strongest.
The depth of both pyncoclines, and the average water mass properties of the respective
winter and summer mixed layer above them, is seasonally and spatially variable in relation
to the patterns of sea ice growth and melt.
A simplified schematic showing a vertical cross section of these water masses is shown in
Fig. 5.2a.
(a) Vertical cross section of typical water mass config-
uration.
(b) Summer (left) and winter (right) stratification of
the AASW. PP is the permanent pycnocline and SP
the seasonal pycnocline.
Figure 5.2: Simplified cross section and depth profiles for Antarctic Water Masses based
on Williams et al. [112].
The sea ice of the polar region of the Southern Ocean can be divided into three zones
according to the level and type of ice cover: the fast ice zone; the pack ice zone and the
marginal ice zone. Closest to the continent is the fast ice zone, which refers to ice that is
bounded to the coast, or ‘land fast’. It does not move. The pack is the free-floating and
consolidated component of the sea ice field that extends northwards during the winter
and retreats southwards again each summer. At its northern boundary is the penumbra
region between ocean and sea ice, called the marginal ice zone, where winds and waves
penetrate and control the dynamics of the pack in terms of floe size and distribution.
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5.1.2 Water properties
Changing temperature, salinity and pressure in the water column create a variable sound
speed environment for acoustic propagation. Sound speeds change with location, season
and local weather conditions. Sound speed profiles are primarily calculated by measuring
a vertical profile of Conductivity and Temperature with Depth (CTD cast). CTD casts
taken in the Antarctic are examined in this work to provide a picture of sound speed
profiles that might be found on an AUV mission under sea ice. Casts measured during
SIPEX 2007, V1 2010 and SIPEX2 2012 have been processed to provide sound velocity
profiles, transmission loss estimates and ray trace modelling for a source at a depth
of 20 m. The locations of the CTD casts for the three cruises are shown in Fig. 5.3 and
the top 600 m of the sound speed profiles are shown collectively in Fig. 5.4. These cruises
were all in early spring primarily in the sea ice zone, with some stations on SIPEX 2007
entering the fast ice zone. These locations and seasonality are of key interest for future
AUV work. In the sound speed profiles shown in Fig. 5.4 the sound speed transitions from
Figure 5.3: Map of CTD locations for SIPEX 2007, V1 2010 and SIPEX2 2012 with
Western Australia to the north for reference. Sound speed profiles and transmission loss
model outputs for these CTD casts are shown in App. 8. Background colour bathymetry
map from ETOP01.
below 1445 m/s to above 1455 m/s when moving between water masses. The thickness
of the pycnocline is given by the change in depth over which the transition occurs. The
profiles in Fig. 5.4 mostly show a sharp transition between the layers. The depth of the
pycnocline varies from 60 m to 500 m, suggesting some traverse the SP and some the
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PP. Also visible in the sound speed profiles is the mixing or eddying that occurs at the
water mass transition with some profiles moving back and forth before settling to the
new water mass regime. Figure 5.4 shows some unrealistic values close to the surface the
Figure 5.4: Top 600 m of sound speed profiles calculated using Medwin’s formula for
sound speed based with the CTD data of the three cruises SIPEX 2007, V1 2010 and
SIPEX2 2012.
possible causes of which will now be discussed. Listed are several possible reasons for
these abnormalities some that are discussed in Rosenberg [113] and others found through
field experience:
• if the CTD has not been soaked before being cast this could be instrumentation
error until the instrument stabilises
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• if the CTD cast has been taken through a hole in the ice this can be caused by
strange mixing in the ice hole
• if the cast is made from the ship then the ship movement would cause mixing close
to the surface
Because of these potential uncertainties in the surface data and to simplify input pro-
cessing for BELLHOP, the casts have been processed using the following method:
• up cast data was selected as it showed less abnormalities in the near surface data
• data was aggregated in 1 m depth bins and the mean sound speed and depth
measurement used to represent each group
• data containing any large changes in value in the top 3 m was removed and replaced
by a linear regression of the twenty data points previous to extrapolate the data to
the surface
For each cast processed using this technique the resulting full depth sound speed profile
and ray trace and top 50 m incoherent transmission loss results, for both a flat ice surface
and a completely unreflective surface, are shown in App. 8.
Modelling using a completely unreflective surface and bottom produces what is called the
direct path. The direct path is made up of the combination of any signals that propagate
between the source and receiver without interacting with the surface or bottom.
The propagation paths of acoustic signals are influenced by the shape of the sound speed
profile. In Fig. 5.4 all sound speed profiles show an increase in sound speed with depth.
The influence of this increase is the refraction of the sound back to the surface creating an
area strongly insonified by direct path signals close to the surface and increased surface
interaction. Sharp transitions in the sound speed profile influences the homogeneity in
the direct path received sound field estimated by modelling. Variations from a linearly
increasing sound speed profile, such as those produced by water mass transitions and
mixing, create areas of signal focussing and defocussing.
Two sound speed profiles with their resulting top 400 m incoherent transmission loss and
ray diagrams for a direct path only scenario are shown in Fig. 5.5. The sound speed
profile in Fig. 5.5a has a shallower mixed layer and a sharper transition between water
masses at 100 m depth than the sound speed profile shown in Fig. 5.5b which transitions
over a greater depth range. This translates to a faster increase in transmission loss with
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Figure 5.5: This figure shows two sets of sound speed profiles (2012-10-05, 2012-10-14)
with corresponding direct path only ray diagram and top 400 m incoherent transmission
loss results for a 20 m deep source. This sound speed profile in (a) has a shallower mixed
layer and a sharper transition at 100 m depth which translates to a faster increase in
transmission loss with range and greater focusing and defocusing of the signal than the
ray and transmission loss produced from the sound speed shown in (b).
Modelling the same scenario using a perfectly reflecting flat ice surface, presented as
Fig. 5.6, shows that inclusion of reflected paths homogenises the transmission loss field
compared to that found using only the direct path (Fig. 5.5). This reduces but does not
remove the impact of the shape of the sound speed profile on the homogeneity of the
5.1. ANTARCTIC SEA ICE ZONE 88
predicted transmission loss. Inclusion of the flat ice surface reflected paths also reduces
transmission loss with range compared to a direct path only scenario.
(a)
(b)
Figure 5.6: This figure shows two sets of sound speed profiles (2012-10-05, 2012-10-14)
with corresponding flat ice surface ray diagram and top 400 m incoherent transmission
loss results for a 20 m deep source. The flat ice layer uses ice properties given by [57]
and shown in Tab. 5.1. The difference in the ray and transmission loss diagrams for the
two profiles seen in Fig. 5.5 is no longer visible. The reflection of signal from the flat ice
surface adds to the direct path signal increasing the homogeneity of the field.
The influence of a mixed layer on propagation paths and transmission loss can be seen
in Fig. 5.7. Figure 5.7a shows strong mixing between 100-120 m and a decreased trans-
mission loss compared to the second cast taken the next day, shown as Fig. 5.7b, which
does not have this mixing. As can be seen in the ray diagram, the mixing event changes
the way the sound refracts, decreasing the distance before the deeper paths return to the
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surface and hence increasing shallow insonfication in the first 5 km. A similar result to
that noted for the previous sound speed profiles was found with the inclusion of a flat ice
surface. That of an increased homogeneity in the transmission loss in the top 100 m and
decreased transmission loss with range.
(a)
(b)
Figure 5.7: This figure shows two sets of sound speed profiles (2010-11-08, 2010-11-09)
with corresponding direct path only ray diagram and top 400 m incoherent transmission
loss results for a 20 m deep source. This figure highlights the influence of water mixing on
transmission loss with strong mixing visible in the sound speed profile at approximately
100 m depth in (a). This mixing creates an area of stronger insonification visible in both
the ray and transmission loss plots in the top 100 m for the first 5 km than the case
shown in (b) with a similar sound speed but no mixing.
The variation in the sound speed profiles and their influence on propagation varies sig-
nificantly in the data set reviewed here. These results highlight the importance of using
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either a range of sound speed profiles or a profile measured at the location and time being
specifically considered, to model acoustic propagation in Antarctica.
5.1.3 Ice properties
“Unridged ice reflects sound so well that a surface reflected signal will often overlap the
direct-path signal”[93, p182].
In the following section the introduction to the material properties of sea ice, provided
in Section 4.3.1, is extended to include Antarctic sea ice properties. Acoustic parameters
for Antarctic sea ice are calculated from ice cores and compared to generalisations from
the literature. A photo of a thin vertical cross section of a 0.87 m ice core taken during
SIPEX 2 is shown in Fig. 5.8. This photo shows the different ice types with the two
main types present in this core being columnar ice and granular snow ice with examples
of these types highlighted.
Figure 5.8: Thin cross section of an 87 cm deep ice core from SIPEX 2, 2012, courtesy
of Dr. Petra Heil (ACE CRC). The ice core is primarily made up of columnar ice and
granular snow ice.
The influence of ice properties on acoustic propagation is established through the calcu-
lation of a Reflection Coefficient (R) with angle which is input to the BELLHOP acoustic
propagation model. The R is calculated using the Bounce program, which is part of the
Acoustics Toolbox, with the measured sound speed and attenuation parameters of ice as
its input. This section will analyse the influence of different field derived ice sound speeds
on the R produced by Bounce.
Inputs to Bounce for a single layer ice model are:
• Ice thickness Zi
• Top side backing (water, air, snow)
• Compressional Speed (Cp) in [m/s]
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• Compressional attenuation (Ap) [dB/λ]
• Shear Speed (Cs)[m/s]
• Shear attenuation (As) [dB/λ]
The compressional and shear sound speeds in the ice can be approximated from ice
Temperature (T), and bulk salinity (S) using Eqn’s eqs. (5.1) to (5.9) as used in [114]
and summarised in [93].
Sf = −3.9921− 22.7T − 1.0015T 2 − 0.19956T 3 (5.1)
ρS = 917.0− 1.403× 10−1T (5.2)
ρf = 1000.0 + 0.8SfT (5.3)
β =
ρSS
ρfSf − ρfS + ρSS (5.4)
ρ = βρf + (1− β)ρS (5.5)
µeff = 3.38× 106 (1− 2.79β) ρ (5.6)













In McCammon and McDaniel [92], formulas are presented for calculating attenuation








As = 6 · Ap (5.11)
Collectively these equations allow the calculation of vertical sound speed and attenuation
profiles from ice core samples where salinity and temperature have been measured.
To get a picture of sound speed variability in Antarctic sea ice, core measurements of
temperature and salinity recorded in the Australian Antarctic Data Centre since the 1980s
have been used to create ice layer sound speed profiles. Thirty cores with salinity and
temperature profiles were found and the locations of these cores are shown in Fig. 5.9.
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Coring is a difficult field measurement with cores often splitting. In this work partial
cores have still been included. The compressional and shear sound speed and attenuation
profiles are shown in Fig. 5.10 with ice core latitude, longitude provided as the legend
reference.
Figure 5.9: Map of ice core locations for sea ice cores containing temperature and salinity
recorded in the Australian Antarctic Data Center. Background colour bathymetry map
from ETOP01.
To prepare the sound speeds for entry into Bounce a second order polynomial was fit to
each profile. These approximations are shown in Fig. 5.11. A mean Antarctic ice profile
was calculated by normalising each ice core by core length to establish a shape per ice
layer rather than per depth. A second order polynomial approximation was made of each
profile and the mean polynomial coefficients found. The mean profile is shown with the
spread of normalised profiles in Fig. 5.12. This figure shows that the mean profile is
representative of the shape of the majority of normalised profiles.
The values for Cp, Ap, As and density are all similar to those found in the literature for
the Arctic, shown in Tab. 5.1. The values for Cp are significantly lower, 2000-2300 vs.
3000-3500, than the range expected from the literature shown in Tab. 5.1. This difference
could be an indication of a difference between Arctic and Antarctic ice or a result of the
smaller number of samples used in the calculation of the Antarctic results. The influence
of both the acoustic properties of ice as found in the literature and as calculated from
the Antarctic cores is examined later in this section through calculation of the reflection
coefficients of the different media.
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Figure 5.10: Temperature, salinity and calculated sound speed, density and attenuation
parameters for Antarctic sea ice core samples. Ice core latitude, longitude are used as
the identifier in the legend.
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Figure 5.11: Second order polynomial fit of temperature, salinity and calculated sound
speed, density and attenuation parameters for Antarctic sea ice core samples. Ice core
latitude, longitude are used as the identifier in the legend.
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Figure 5.12: Normalised polynomial fitted profiles with a profile calculated from the mean
of the polynomials in bold. To look collectively at profile shape the fitted polynomials
have been calculated for a uniform depth of 3 m.
Table 5.1: Acoustic parameters of ice and snow from the literature.
Description Cp Cs ρ Ap As Reference
m/s m/s g/cm3 dB/λp dB/λs
Arctic Ice 3500 1800 0.89 0.4 1.0 [57]
1.14 5.55 at 10 kHz
Arctic Ice 3000 1800 0.91 0.45 0.9 [91]
1.5 5.0 at 10 kHz
Arctic Snow 473 300 0.30 102.06 162.00 [92]
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The polynomial approximated sound speed and attenuation profiles were then input to
Bounce for both the thickness of ice given in the original data and a normalised 1 m
depth. The bottom side was bounded by typical Antarctic water and the top bounded
by a vacuum. The water-air boundary can be modelled with the air as a vacuum as
the impedance difference between air and water is so great that the air surface acts as
a perfect reflector. The resulting reflection coefficients with angle for each ice profile for
both thicknesses are shown in Fig. 5.13. The inclusion of both the measured and nor-
malised thicknesses separates the influence of ice thickness from the profile’s shape. These
figures shows no significant differences between the normalised and actual thickness ice
reflection coefficients in magnitude for grazing angles up to 30 degrees. After 40 degrees
the influence of ice thickness becomes more significant. The spread of the normalised
R on the right in Fig. 5.13 shows the variation in R purely due the variation in profile
shape by normalising all profiles to a single thickness. This shows that while there is
some variation in the R due to profile shape there is a consistent R shape across the core
samples used. This supports the use of a mean R profile to represent ice reflectivity in
Antarctic acoustic modelling. Some of these reflection coefficients calculated by Bounce
showed a physically impossible result with an R greater than one. As the maximum error
above 1 was 1.0049 this was most likely a computational rounding error and in all cases
was corrected to an R of 1.0. Individual profiles for each ice core with the polynomial fit
and the calculated R are shown in App. 9.
The importance of depth is further explored due to the conclusion by Yew [104] that
ice thickness is the most important factor for ice reflectivity. A comparison of the R
calculated for ice depths 0.5 m, 1.5 m and 3 m with three sets of ice properties is shown
in Fig. 5.14. The ice properties used are: those found using the Antarctic data; those
given by Jensen and those by Gavrilov (the last two are reproduced in Tab. 5.1). This
figure again highlights that the influence of ice thickness is only significant beyond 38
degrees grazing angle. As shown in Fig. 4.7 this variation with thickness is not critical
for this problem where the grazing angle is primarily less than 10 degrees.
The similar values for R calculated from the acoustic parameters given for the Arctic in
the literature and those calculated from the ice cores measured in the Antarctic, shown in
Fig. 5.14, suggests the mean acoustic properties of the ice are not significantly different.
One of the major differences between Antarctic and Arctic sea ice is the predominance
of snow ice, created by flooding, in the Antarctic. To evaluate the influence of this ice
growth scenario on ice reflectivity the reflection coefficient has been calculated with water
flooded versus air or snow backed ice. These results are shown in Fig. 5.15. This figure
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Figure 5.13: 10 kHz Reflection Coefficients of a vacuum backed ice layer with ice proper-
ties calculated from Antarctic sea ice core measurements. The left figure is for the core
depths as measured and the right shows the core profiles normalised to a unit profile
length to separate the influence of ice thickness from profile shape. Ice core latitude,
longitude are used as the identifier in the legend.
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Figure 5.14: Comparison of 10 kHz Bounce generated reflection coefficient for three ice
thickness comparing the mean Antarctic input with inputs from the literature.
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shows the difference for a 1 m ice block with the mean Antarctic acoustic parameters as
calculated using the above method, backed by:
• air
• infinite snow
• 1 cm water layer backed by snow
• 10 cm water layer backed by snow
• snow backed by vacuum
The acoustic properties of snow used here are calculated using Eqn. 5.12 as given in
McCammon and McDaniel [92] with a frequency of 10 kHz and a midrange value of 16.2
used for constant, b′ (reported to range from 3.6 to 36).
Ap = 0.63× f × b′, As = f × b′ (5.12)
As can be seen in Fig. 5.15 there is minimal difference between infinite snow or air
backed ice. However the inclusion of a water layer reduces the R for grazing angles below
35 degrees and increases it for greater angles of grazing. There is no visible difference
between a 1 cm and 10 cm water layer on the magnitude of the reflection coefficient, but
there is significant difference in phase. There is no difference between inclusion of the
snow as a finite layer, as opposed to an infinite half space of snow.
In all of the reflection coefficient plots (figs. 5.13 to 5.15) a large value is reported for
phase. This is because the reflection from the top (air-ice) surface is stronger than that
off the bottom (water-ice) interface. In this case of a stronger top surface the phase of
the reflection coefficient is determined by the phase change due to the extra distance the
ray travels as it traverses the ice, reflects off the top surface and traverses the ice again,
plus any phase change on reflection at the top interface. At 10 kHz the wavelength is
significantly smaller than the ice thickness and hence this extra distance corresponds to
many times the wavelengths and hence a phase change much bigger than 360 degrees and
the phase values are in keeping with expected results from other theoretical calculations.
For a more accurate model of flooded sea ice a reduction could be made to the reflection
coefficient but for grazing angles less than 10 degrees this correction would be less than
0.05 in magnitude. To include this accurately a range dependent R could be calculated
according to measured or simulated snow-water profiles. The increased complexity for
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Figure 5.15: Reflection Coefficients generated by Bounce for a 1 m mean Antarctic ice
profile with different backing surfaces at 10 kHz. Surfaces shown are: Infinite half space
vacuum; Infinite half space snow; 0.01 m water with infinite half space snow; 0.1 m water
and infinite half space snow; and 1.01 m water backed with 0.5 m snow backed by a
infinite half space vacuum. Acoustic values for snow are taken from McCammon and
McDaniel [92] and are shown in the last line of Tab. 5.1
.
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such a minor change in magnitude is not necessary for this work but could be included in
future work aiming for more detailed estimates, or a specific investigation into the merit
of a range dependent R.
5.1.4 Roughness
If the surface of the ice is rough then the roughness both scatters surface reflecting paths
and blocks the direct path signal. The significance of the disruption depends on the depth
and the roughness of the features and their proximity to the sound source and receiver.
A keel feature close to the source will create a large shadow zone behind it, whereas the
same size feature further from the source may have more signal refracted up from deeper
paths and hence have a smaller shadow zone.
Ice thickness and draft measurements can be used to provide a picture of under ice rough-
ness. The lateral resolution of the draft measurements dictates the scale of the roughness
being considered. Estimates of Antarctic sea ice thickness distributions given in the liter-
ature include those by Worby et al. [7], Adolphs [39], Worby et al. [44]. Most estimates of
Antarctic sea ice roughness are limited by the lateral resolution of the sampling technique.
Manual drilling techniques are primarily based on 1 m laterally spaced samples with a
typical transect length of 100-200 m. This spacing corresponds to a 2 m wavelength in
lateral roughness estimates [39] which only characterises large scale roughness features.
Shcherbina et al. [48] also discuses the limitations of poor resolution lateral spacing of
ice draft measurement for characterising roughness when referring to samples made using
upward looking ADCP. The main advantage of AUV mounted multibeam measurement
of sea ice draft is the finer scale resolution which has the potential to measure smaller
wavelength roughness.
In this work two sources of ice draft data are used to obtain realistic Antarctic ice draft
statistics. One source is ice draft data taken with an upward looking multibeam mounted
on an AUV segmented into draft profile lines. The data was collected on two cruises; Ice
Bell: Sea ice processes and mass balance in the Bellingshausen Sea aboard the James
Clark Ross in November 2010 and SIPEX 2: Sea Ice Physics and Ecosystems 2 in East
Antarctica aboard the Aurora Australis in October 2012. Both voyages used the Seabed
type AUV operated by Woods Hole Oceanographic Institute (WHOI). The details of this
multibeam AUV work are published in [38], and the draft data are shown in Fig. 5.16.
The other source is manually measured drilled transect lines where holes are drilled
along straight transects and ice thickness measured by dropping a weighted tape measure
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Figure 5.16: Ice draft data collected with an upward looking multibeam mounted on
WHOI’s Seabed type AUVs in the Bellinghausen and East Antarctic oceans.
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through the ice to measure ice thickness and freeboard. Transect measurements from
1988, 1992, 1994, 2003, 2007 from the Aurora Australis, Polarstern, and Nathaniel B.
Palmer vessels that reported greater than 50 samples are shown in Fig. 5.17 with all
transects shown in App. 10.
Figure 5.17: Ice draft data collected using manual drilling and measurement on ice re-
search missions by the Aurora Australis, Polarstern and Palmer vessels and reported to
the Australian Antarctic Data Center. (Only drill transects with more than 50 samples
are shown).
Statistics are calculated to characterise the roughness as detailed by Goff [109]. They
describe the ice profile by its:
• Mean





These parameters can be calculated for each draft profile and used with a covariance
model to generate synthetic profiles matching the statistical description, as outlined in
Goff [109] and used in Chapter 4. Mean parameters per multibeam ice station are shown
in Tab. 5.2 and per drill line draft profile in Tab. 5.3. The multibeam drafts are taken
by slicing the two dimensional grid in the x and then y direction to get a set of one
dimensional profiles. The major limitation of using this data as a roughness characteristic
is that they are all small scale measurements (lateral distance of 250 m or less) and as
such the usefulness in extrapolating the characteristics to a large scale, tens of kilometre,
ice draft simulation is unknown.
Table 5.2: Mean Goff statistics for multibeam data.
voyage station mean skew scale rms fractal
Ice Bell 3A 2.99 0.94 49.42 1.72 1.21
3B 1.77 1.30 57.65 0.83 1.21
4 5.40 -0.22 51.37 1.65 1.21
5 3.22 0.36 61.24 1.27 1.20
6 2.23 0.92 80.97 1.25 1.19
7 3.41 1.05 98.95 1.61 1.20
8 2.92 0.87 29.10 0.89 1.24
SIPEX2 3 3.55 0.33 42.61 1.37 1.21
4 1.41 1.44 77.61 0.69 1.21
6 3.28 0.80 99.99 1.70 1.19
The distribution of the roughness parameters across all the multibeam data is shown in
Fig. 5.18 and all the transect data in Fig. 5.19 with the statistics per station provided in
App. 10.
To provide generalised estimates of the statistical roughness of the ice, four sets of statis-
tics were generated:
• the mean multibeam roughness parameters
• the mean manual transect roughness parameters
5.1. ANTARCTIC SEA ICE ZONE 105
Table 5.3: Mean Goff statistics for drilled transect data.
voyage station mean skew scale rms fractal
ANTFLUX 1994 196B 0.62 1.24 4 0.17 1.38
197A 0.50 0.07 1 0.14 1.52
voyage mean 0.56 0.65 2.5 0.15 1.45
Polarstern 1988 site 143 1.14 1.44 14 0.42 1.32
site 157 0.92 1.03 9 0.54 1.29
site 167 0.39 0.52 5 0.19 1.32
site 73 0.69 1.89 11 0.11 1.32
voyage mean 0.78 1.22 9.75 0.32 1.31
SIPEX 2007 station 1 0.77 1.43 17 0.52 1.33
station 2 0.99 1.03 18 0.34 1.29
station 3 0.93 0.60 17 0.41 1.25
station 5 0.67 3.46 6 0.11 1.36
station 6 0.90 0.12 9 0.40 1.28
station 9 2.08 1.17 9 0.73 1.30
station 10 0.66 1.14 40 0.41 1.21
station 11 0.77 0.58 10 0.32 1.32
station 13 0.96 0.78 19 0.42 1.28
voyage mean 0.97 1.15 16.1 0.41 1.29
Figure 5.18: Histograms of Goff statistics for ice draft data collected using multibeam.
Red line is mean value.
Figure 5.19: Histograms of Goff statistics for all ice draft data collected using manual
drilling and measurement. Red line is mean value.
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• the flattest multibeam ice case, SIPEX 2 Station 4
• the roughest multibeam ice case, Ice Bell Station 4
These generalised cases are summarised in Tab. 5.4.
Table 5.4: Ice statistics for ice variability modelling.
mean skew scale rms fractal
Mean multibeam 3.06 0.76 68.55 1.33 1.20
Mean drill 0.72 0.90 8.75 0.23 1.35
Rough multibeam case 5.40 -0.22 51.37 1.65 1.21
Flat multibeam case 1.41 1.44 77.61 0.69 1.21
5.2 Variability simulation
In this section simulation using BELLHOP has been undertaken to gain a picture of
variability in sound propagation due to the environmental properties discussed above.
The range of values used as inputs to BELLHOP are shown in Tab. 5.5 with a diagram
showing the model parameters shown in Fig. 5.20. The choice of receiver ranges was
based on an ice surveying mission with 400 m being an overestimate of depth and 20 km
being an expected signal range. The receiver spacing was clumped into small, less than
a wavelength resolution boxes for the small scale variability and then spaced at 1 m
intervals for even coverage over the range and depth bounding.
The aim of this simulation is to establish both small scale variability, that may be ex-
perienced during a single or between consecutive otherwise matching transmissions, and
larger scale variability between different sound and ice environments. The large scale
variability is captured by comparing the difference between smooth and rough ice statis-
tics and the propagation variability between the measured sound speed profiles. The
small scale variability is captured using groups of receivers in very close (less than one
wavelength) proximity around each main receiver to gain an estimate of the variability
that could be expected from movement in the source, receiver or ice cover. The difference
between three source depths is evaluated. A near surface source depth of 3 m to simulate
the emergency procedure of parking near the ice; and two operating depths of 10 m and
20 m to simulate status beacon reception. These simulations were made to identify and
isolate the influence of the individual sea ice properties with the range of environment
values identified in the first part of this chapter.

























Figure 5.20: Diagram of BELLHOP inputs.





Environment depth 2.0 km
Bottom surface Water matched
Number of Top Surfaces 20
Top surface R Antarctic profile calculated for mean ice thickness
Source
Beam type Gaussian
Start Angle (from horizontal) -20 ◦
End Angle (from horizontal) 20 ◦
No. beams 1000
Receivers
Horizontal spacing group every 1 m
Vertical spacing group every 100 m
Max receiver depth 400 m
Max receiver range 20 km
Variable between Simulation
Outputs Ray, Transmission loss
Transmission loss Incoherent and Coherent
Top surface profile Simulated from 4 roughness cases Tab. 5.4
Source depth 3, 10, 20 m
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5.2.1 Influence of water properties
To evaluate the difference in signal propagation between the measured sound speed pro-
files, BELLHOP was run with a single source depth of 10 m for all sound speed profiles
with the incoherent transmission loss output type ‘I’. The surface was first represented
as a flat ice surface with a 2.1 m draft and mean Antarctic acoustic parameters, and then
a direct path only scenario where all beams were killed on contact with the top surface
or bottom. The root mean square (rms) pressure over N sound speed profile realisations
at horizontal range r and depth z is given by Eqn. 5.13 and converted to received level













In this equation Pi(r, z) is the incoherent pressure predicted by BELLHOP at receiver
range r and depth z using sound speed profile i and N is the number of sound speed
profile realisations. In this case N is 21, for the 21 Antarctic CTD casts described in
section 5.1.2. Attenuation is included using an attenuation coefficient calculated using
Thorpe’s Eqn. 3.4. The limitations of this approach are discussed in Section 5.3.4.
This incoherent pressure field was calculated for a 1 Pa rms source pressure at 1 m and the
averaged received level shown in Fig. 5.21. The 10th and 90th percentile of the received
level in dB re 1µPa are shown as Fig. 5.22 for the Flat Ice (FI) and Direct Path (DP)
scenarios.
The difference between the maximum and minimum total received level between all sound
speeds for each receiver location, RLdiffssp for direct path only and a flat ice surface are
shown as Fig. 5.23 and were calculated using Eqn. 5.15:






Where Pmin and Pmax are the element wise minimum and maximum over all the
received pressure matrices.
These figures highlight the influence of sound speed on the loss of signal strength with
range and depth. The difference between the 90th and 10th percentile of received pressure
for the direct path scenario, shows a dramatic reduction of the signal level with range.
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Figure 5.21: Received level in dB re 1µPa calculated from the rms pressure averaged over
the twenty-one measured sound speed profiles.
For a direct path only scenario the range for a received level of 30 dB re 1µPa changes
from 6 km to 11 km between the 10th and 90th percentiles. The inclusion of the flat ice
surface reduces the variability of signal in the top 50 m but the depth of the reflected
field changes significantly between sound speed environments. The areas of variability are
highlighted in Fig. 5.23. The direct path case shows variability across the entire depth
with the greatest difference in the top 100 m. The flat ice case has less difference between
the maximum and minimum cases than the direct path with areas of greatest difference
close to the source and deeper than 100 m.
5.2.2 Influence of ice properties
The only changes made to the acoustic properties of the ice between different simulations
used in this section are ice thickness. The changes of Reflection Coefficient with changes
in ice thickness are discussed in Section 5.1.3. As shown in Fig. 4.7 and discussed in Chap-
ter 4 the grazing angles for this near field source are in the region where the Reflection
Coefficient is consistent between different ice profiles.
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Figure 5.22: The 10th and 90th percentiles of RLrms for both Flat Ice (FI) and Direct
Path (DP) scenarios.
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Figure 5.23: The difference between the maximum and minimum received levels over all
sound speeds for the direct path only and flat ice surface scenarios.
5.2.3 Influence of ice roughness statistics
Surface profiles were generated based on the statistics listed in Tab. 5.4 to investigate the
influence of roughness on propagation. BELLHOP was run for each generated surface
with a sound source depth of 10 m and sound speed profile as measured on the 5th of
December 2012. Twenty profiles were made for each set of statistics, and the coherent
output ‘C’ from BELLHOP was used to produce received pressure fields. The mean of
these was calculated for each set of profiles. The coherent output is used in this case
as the results are being averaged, making the already averaged incoherent estimate not
appropriate.
To isolate the influence of the surface profile roughness from the sound speed profile
characteristics, a flat ice reference case was made with ice thickness equal to the mean
ice draft of each set of statistics. For further reference, a direct path only scenario was
implemented in which all sound was removed on surface interaction. The transmission
loss difference between the mean of the twenty cases relative to the flat ice case and direct
path only scenario are shown in Fig. 5.24 and 5.25.
These figures show that while the inclusion of roughness in the surface decreases the
signal from that received with a perfectly flat surface, the rough surface does provide
an increased signal strength over the direct path only scenario. As the deformation of
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(a) SIPEX 2 Station 4
(b) Ice Bell Station 4
Figure 5.24: Left hand figures show the difference between a completely flat ice surface
(Pflat) and mean transmission loss over a set of rough profiles (Prms) for first the smooth
ice station 4 of SIPEX 2 and the rough ice station 4 of Ice Bell. Right hand figures show
the difference between Prms and the direct path only scenario (Pdp). The two sub-figures
have Prms calculated for the roughness statistics shown as the last two lines in Tab. 5.4.
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(a) Mean drill draft
(b) Mean multibeam draft
Figure 5.25: Left hand figures show the difference between a completely flat ice surface
(Pflat) and mean transmission loss over a set of rough profiles (Prms) for the mean
roughness from first the drill, then multibeam based data. Right hand figures show the
difference between Prms and the direct path only scenario (Pdp). The two sub-figures
have Prms calculated for the roughness statistics shown as the first two lines in Tab. 5.4.
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the ice increases, the best idealised model for signal propagation moves from the flat ice
case to the direct path only scenario. The roughness statistics closer to the direct path
only scenario have less red in the right hand column of plots in Fig. 5.24 and 5.25. The
roughness statistics that are closer to the flat ice case have smaller areas of red in the
left hand column of plots. The positive range (red areas) visible in the top 150 m of all
the left hand column difference plots demonstrates that the received field in this region
is consistently larger with a flat surface than with any of the statistically rough surfaces.
This difference is predominantly in the first 3-5 km. The reduction of received signal
with inclusion of roughness indicates the disruption of the forward propagation of the
surface reflected paths. The predominantly back and downward scattering of the signal
is highlighted by the areas of negative dB in the left hand plots below 300 m depth and
closer than 13 km range. In these areas the rough surface produces a greater received
field than the flat ice surface as more of the sound is reflected down and back. The right
hand column of graphs shown in Fig. 5.24 and 5.25 show that the mean received field of
a rough surface is still greater than the direct path only received field. For this sound
speed at ranges 7 km and 11 km the rough surface simulations predict up to 40 dB greater
than the direct path only scenario shallower than 100 m in depth. These results highlight
the advantage of knowing the statistical roughness of the ice surface when predicting
transmission loss.
5.2.4 Variation with source depth
Simulations were undertaken with source depths of 3, 10 and 20 m to establish the
importance of source depth on signal propagation. These depths were chosen to represent
three likely AUV mission scenarios: an emergency lodgement under the ice, 3 m, close
operating conditions, 10 m, and a standard operating depth of 20 m. BELLHOP was
used to calculate the incoherent received field for each depth with all measured sound
speed profiles, with both flat ice and direct path only surfaces. The mean was calculated
as described in Section 5.2.1. The flat ice and direct path scenarios are used as they
are the two edge roughness cases and all statistically rough surface results fall between
these two extremes. The mean results for the three depths are shown in Fig. 5.26 and
the difference between the means in Fig. 5.27.
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(a) Flat ice
Figure 5.26
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(b) Direct Path
Figure 5.26: Mean 10th and 90th percentile of received field across all measured sound
speed profile for three different source depths.
The 10 m source depth shows a slight ducting in the mean result that is not present in
either the 3 m or 20 m received fields. This increases the received field by over 10 dB
beyond 15 km in the direct path only scenario. This increase is less significant where the
flat ice surface is used as the reflection from the surface increases the field for all depths
over the distance being considered. There is no notable difference in either the 90th or
10th percentile with receiver depth, suggesting that this ducting is not consistent enough
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(a) Flat ice
(b) Direct Path
Figure 5.27: The mean received field across all measured sound speed profiles has been
calculated for a 3 m, 10 m and 20 m source depth. This figure shows the difference
between these mean received fields. The direct path only scenario shows an increase of
received field for the 10 m source depth over both the 3 m and 20 m source depths.
This is shown as a blue region in the far left plot where the 10 m source depth is on the
denominator and as a red region in the middle plot where the 10 m source depth is the
numerator.
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to be considered a significant factor. This simulation shows that across the sound speed
profiles used in this work there is not a significant improvement or reduction in sound
propagation for any of these AUV operating depths.
5.2.5 Small scale variability
To establish the influence of small movements in the source or receiver, simulations were
run with clusters of tightly spaced receiver locations. A 50 cm by 50 cm grid was placed
around each main receiver location with 400 receivers in a 20 x 20 grid pattern giving
a 2.5 cm spacing between receivers. Coherent transmission loss simulations were run
for a single source depth of 10 m, and sound speed profile as measured on the 5th
of December 2012. The direct path and flat ice surface scenarios were used and the
arithmetic mean, 10th and 90th percentile calculated for each receiver group. As this
analysis is to demonstrate small scale variability only a single sound speed profile and
the two roughness edge cases of the flat ice and direct path only scenarios were used
rather than a full matrix of roughness and water parameters. The difference between the
90th and 10th percentiles, P90−10, was calculated in dB using Eqn. 5.16 and is shown in
Fig. 5.28.






This result shows the influence of small changes in receiver location on the consistency
of the received signal as a function of range and surface condition. The variation within
a small cluster is highest in areas where the signal is made up of contributions from
multiple paths of propagation. This is visible in Fig. 5.28 where the flat ice case shows
consistently higher variability per grid in areas where the surface reflected path interacts
with the direct path. The direct path only case shows higher levels of variability in areas
where the upward refraction of the sound speed profile creates areas of converging signal
paths, as can be seen in the top 100 m close to 7 km and beyond 13 km.
Figure 5.29 shows a different view of this result with the mean plotted for just the receiver
group closest to 100 m depth against range. In this plot the 10th and 90th percentiles
are shown as error bars around the mean. This clearly shows the larger error bars for the
flat ice surface and the larger variation of error bar size with range for the direct path
only scenario.
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Figure 5.28: Difference between the 90th and 10th percentiles per 50 cm grid of receivers.
Simulation was made using the sound speed profile measured on the 05-10-2012 and
source depth 10 m, for both direct path and flat ice surface.
5.3 Limitations
While the field measured data used in this chapter provides a realistic picture of conditions
occurring in Antarctic sea ice, it has limitations which are discussed here.
5.3.1 Water properties
The sound speed profiles used in this chapter provide good examples of real world con-
ditions that would have been encountered by an AUV if it had been present on any of
the specific voyages where and when the measurements were taken. The instrumentation
error in CTD data has been considered and methods implemented to remove spurious
data. It is important to note that while this processing increases the believability of the
data, the removal of any data reduces the number of data points contributing to the
result. In this case the number of remaining data points is considered to be sufficient for
the method of propagation modelling the data is used in. The use of a discrete set of
real sound speed profiles provides a good way of establishing realistic scenarios for AUV
usage but does not give a mean or generic case that might be available through an ocean
modelling suite. The use of a limited selection of real world data has the advantage over
model data, of providing detailed variability in the sound speed profile. The disadvan-
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Figure 5.29: Mean received level in dB for the group of receivers at approximately 100 m
depth with range. The top limit of the error bars is the 90th percentile and the bottom
the 10th percentile. This shows the change in received level with range and the variability
found within a 50 x 50 cm square grid.
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tage is that it does not cover the full range of sound speed profiles that an oceanographic
model might include. The inclusion of ice canopy profiles is a significant addition to a
water only based model.
5.3.2 Ice properties
Establishing the acoustic properties of ice using only ice core data limits the analysis to
ice that is solid enough to stand on and physically take a core. This biases the results to
harder ice. Slush ice, frazil and pancake ice are excluded from this sampling. Coring also
misses any slush ice that might exist on the bottom of the ice sheet as it does not come
up in the corer. There were some sites on SIPEX 2 where there was a large amount of
slush under the ice sheet but the influence of this layer is not included in this work. This
acoustic model of ice also doesn’t consider ice blocks with water around them which is
likely to be the case if there has been ridging and strong deformation. On SIPEX 2 when
drilling for ice draft measurements loose or floating blocks under the ice were sometimes
found. This meant that the ice thought to be at the bottom was followed by water and
more ice. Worby et al. [44] notes, when talking about EM measurements, the influence of
seawater-filled cavities between blocks of ice. These sea water filled cavities could have an
influence on the reflection coefficient of the ice surface. The inclusion of full water layers
within the acoustic profile of the ice could be used to include this water layer in the ice
model. As these water cavities are most likely to exist in areas of highly deformed ice,
where the forward propagation of the reflected path is not significant, this more complex
ice model was not implemented in this work. If modelling for an application that relied
on a surface reflected acoustic path in heavily deformed ice, this more complex ice layer
would be important.
5.3.3 Ice roughness
The mean ice thickness measured during both AUV multibeam voyages reports a signif-
icantly higher mean ice draft than either the drill transect measurements, the ASPeCt
[7] or the ICESat means [5] discussed in Section 2.2. The most likely reason for this
difference is the scale of the AUV missions and the selective sampling of ice floes that
were stable enough to undertake an ice station. Another contributing factor could be that
the AUV data reports a more accurate depth for deformed ice than the other techniques
as it measures the lowest ice block or rubble which is less likely to have been captured
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by drilled measurements or the assumption of hydrostatic balance from the freeboard.
Analysis of this ‘new view’ of Antarctic sea ice is a currently being prepared for pub-
lication with initial results in Williams et al. [38] and further analysis of the ice types
and implications due next year (conversation with Guy D. Williams 2014). The current
understanding is that the surveyed area is heavily deformed first year ice not multi-year
ice.
5.3.4 Modelling
The transmission loss estimates presented above use both coherent and incoherent trans-
mission loss with the type used specified for each set of results. Incoherent transmission
loss gives an averaged result around each receiver location and coherent an exact esti-
mate. For cases where the results are being averaged, such as the Monte Carlo simulation
or variability within a small cluster around a receiver, the exact coherent case is used and
for changes in sound speed the incoherent average is more appropriate.
It is important to note that this study is only looking at larger lateral scale roughness
features. The simulated surface topography is generated at 1 m intervals which acts as
a filter to smaller scale variation. This is important when using a ray/beam propagation
model as the approximations in the solution to the wave equation are only valid when
interacting with objects much greater than the wavelength of interest (in this case using
10 kHz this equates to 15 cm).
The surfaces generated in this work are made up of continuous ice cover and do not
include the areas of open water. This neglects the breaks between ice floes, known as
leads, which occur in sea ice. Inclusion of sections of open water in a multi-kilometer
surface generator would increase accuracy and would be a good future improvement to
the ice surface generator created for this work.
Attenuation of the sound in the water is included using the approximated attenuation
coefficient by Thorp [81]. This approximation is based only on frequency and does not
include the influences of salinity, temperature and depth. A more accurate inclusion
of attenuation could be achieved through use of the formula presented by Francois and
Garrison [115]. This formula includes the specific water properties and is valid for the
temperature range −2 < T < 22◦C, salinity range 30 < S < 35 ppt and depth range
0 < D < 3.5 km. The formula could be used to inclusion an attenuation profiles based
on a CTD cast but there would need to be additional functionality added to BELLHOP
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to implement this. The attenuation profiles generated by the CTD information used
in this field study and the Francois and Garrison [115] method shown with the Thorpe
approximated attenuation coefficient for 10 kHz in Fig. 5.30. As can be seen the Thorpe
attenuation coefficient underestimates the attenuation near the surface and over estimates
attenuation at depth.
Figure 5.30: Comparison of the attenuation coefficient calculated using Francois and Gar-




The study of signal propagation variability with Antarctic conditions presented in Sec-
tion 5.2 provides a means of comparing environmental parameters individually. While
not as thorough as a full matrix comparing every variable tested against every other,
this chapter provides a clearer picture of the individual contributions of environmental
factors.
The study of variation within individual parameters showed that the difference in received
level because of variation in the sound speed could be up to 40 dB. This significant
difference highlights the importance of knowing the specific characteristics of the sound
speed profile at the time of an experiment.
A perfectly flat ice surface had the least transmission loss with range. The inclusion
of any level of ice roughness increased this transmission loss by disrupting the forward
propagating surface reflected paths. Despite this disruption the surface reflected paths
from the rough surfaces still contributed to the received field and showed a reduced
transmission loss from that predicted using no surface reflected paths. Even the roughest
statistics analysed, that of Ice Bell station four, showed decreased transmission loss over
the direct path only scenario. The difference in transmission loss estimates between
sets of roughness statistics was more apparent when comparing the direct path cases.
The rougher surface found during Ice Bell, showed only small areas where the surface
reflected path made a significant contribution to the received level. In comparison, the
smoother ice found in SIPEX 2 contributed to larger areas of increased signal strength.
The areas of significant surface contribution are consistent with the areas of low received
level due to variation in the sound speed profile. These results show that a very rough ice
canopy will have signal propagation similar to what could be expected from a completely
unreflective surface, but as the ice becomes less deformed, the inclusion of the surface
reflected path can provide an increase in received signal strength. The consistency of this
increase with range and depth is highly dependent on the amount of ice deformation and
the existing inconsistency of the received level caused by the sound speed profile. This
study highlights the connection between the constructive and destructive interference of
multiple acoustic paths refracted by the sound speed profile creating variability in the
received level and the increased significance of the surface reflected paths. The results
from analysis of rough surfaces show how the inclusion of specific ice roughness statistics
can provide a more accurate picture of the influence of the surface reflected path on signal
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propagation strength than the more simple ideal cases of a perfectly flat, or direct path
only scenario.
The direct path only scenario is confirmed as the case with greatest transmission loss with
range, and the perfectly flat ice surface the best case for minimising transmission loss.
The variability in surface roughness shifts the propagation from being best approximated
by the direct path only, in the case of a strongly deformed surface, to best approximated
by an ideal reflector for the flat ice case.
If signal detection is the primary concern, making signal strength the main criteria, the
direct path only simulation will provide the worst case surface scenario and the flat ice
case the best case. If the signal contains more complex information the presence of the
multipath signal could interfere with the decoding of the signal, in which case a weaker
direct path is better than a stronger signal made up of multipath components.
Changes in source depth between three likely AUV depths of 3, 10 and 20 m was shown to
be unlikely to make a significant difference to propagation over the range of sound speed
profiles examined. This result was arrived at considering the flat ice surface and direct
path only scenarios and as such does not consider the influence of roughness features
blocking the direct path that would be expected to occur more frequently at 3 m than at
the deeper source depths.
Small changes in receiver and source location made a difference in areas where the signal
arrived via different propagation paths. Local variation in the 50 x 50 cm square grids
examined for a 10 kHz signal produced up to 14 dB difference in received level. The
regions containing signal received from multiple propagation paths is larger if the surface
reflected paths are included as many areas receive both a direct and surface reflected
signal.
This study only examines propagation at 10 kHz but it can be expected that lower
frequency signals would travel significantly further due to their reduced attenuation in
sea water. Similar refraction and bending of the propagation paths due to sound speed
variations would still be expected at lower frequencies and a similar method of sound
speed and ice surface modelling would still be valuable.
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5.5 Conclusion
The results presented in this section show the significance of sound speed profile varia-
tion on direct path propagation, and the importance of surface roughness on multipath
propagation.
The sound speed results indicate that the difference in sound speed makes a significant
difference to propagation ranges when considering only the direct path signal. Inclusion
of the most up to date sound speed information is a major contributor to consider for
safe communications ranges. Consequently, it would be recommended that a CTD cast
is undertaken before a long range mission that is expecting continuous communication.
Basic acoustic modelling tools such as BELLHOP provide a means of fast analysis of the
influence of the sound speed on propagation and a basic understanding of this techniques
could be a useful skill for AUV operators.
The influence of the reflection coefficient found using the ice core data is that of an
excellent reflector at low grazing angles, such as those found with a shallow source and
receiver in the case of AUV ice study missions. This is particularly important in areas of
flatter ice as it allows the surface reflected path to fill areas of greater transmission loss
created by deviations in the sound speed profile.
These results isolate the influence of different environmental conditions on near surface
10 kHz propagation under sea ice. The sound speed profile was found to have the greatest
influence on the consistency of the received sound field, creating a shifting pattern of areas
of low and high direct path signal focusing. Where there is strong defocussing of the direct
path there will be areas of high transmission loss. The roughness of the ice was found to
strongly influence surface reflected multipath signal propagation with a flat ice surface
acting as a near perfect reflector and a rough surface providing similar results to the
direct path only situation. The different measured acoustic properties of the ice sheet
itself made a minimal difference to the reflection coefficient and the Antarctic results
were of a similar shape and order to those reported for the Arctic. Small changes in
source and receiver location were found to have greatest impact in areas of multipath
signal reception. This means the inclusion of multipath signals in detection or signal
transmission will increase the impact of small changes in source or receiver location on
signal strength.
The overall variability encountered in the Antarctic sea ice covered ocean creates a con-
stantly time and space varying sound propagating medium. This analysis of the influence
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of Antarctic environmental conditions on acoustic propagation in a sea ice environment
highlights the importance of considering, through measurement or prediction, the water
and ice environment before undertaking longer range acoustic transmission at 10 kHz.
Chapter 6
DETECTABILITY
Indeed, an outstanding feature of the subject [underwater sound] is that
nothing is ever constant for any length of time.
Urick and Gaunaurd [116]
6.1 Background
When working in an area where nothing is ever constant, statistics become an important
tool for characterising the inconsistency. The primary decision to make with status
and emergency beacons can be formulated as a binary testing problem. When the null
hypothesis is true, than the beacon signal is considered present, whilst a false outcome
means the signal is not considered to be present. In making this decision the key factors
to consider are the statistical characteristics of the beacon signal and the background
noise, the importance of false alarm due to incorrect detection of a signal when it is not
present, and the probability of correctly identifying a signal. This decision occurs at
the output of a detector, after the raw signal and noise are processed. There are many
different types of detector and the best choice is primarily dependent on the amount to
which the received signal is known. The threshold at the output to the detector used to
determine if the signal is present is called the decision threshold. A detector output above
the decision threshold is considered to be a received beacon signal whereas one below the
decision threshold is ignored as noise.
The signal to noise ratio at the input of a receiver in dB, SNRin, is defined in Eqn. 6.1.
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In Eqn. 6.1, Sin is the signal power in the receiver bandwidth and Nin is the noise power
in a 1 Hz bandwidth. After processing by the detector, the signal to noise ratio at the
detector output is SNRout.
Receiver Operating Characteristic (ROC) curves are a set of curves relating the change
in probability of false alarm (PFA) to the change in the probability of true detection
(PD) as the decision threshold is varied. They are represented on a grid with the x axis
representing the probability of false alarm and the y axis representing the probability of
a true positive detection. A single curve is drawn for a particular combination of signal
and noise environments and can be described using either SNRin or SNRout. The decision
threshold is chosen in order to achieve the required PFA when no signal is present, and
that, together with either the input or output signal to noise ratio, then determines PD.
The relationship between PD and PFA with SNR and the decision threshold is graphically
shown in Figure 6.1. This depiction shows that as the threshold moves to the right, the
probability of a false alarm (the area under the noise curve to the right of the threshold)
reduces to zero. The SNR in this depiction determines the distance between the means
of the noise and signal pdfs. As the SNR decreases, the signal and noise curves overlap,
introducing an increase in false alarm rate with an increase of detection for a given decision
threshold. On the ROC curve, this decrease in SNR moves the curve from following the
axis for a SNR with no overlap (Fig. 6.1 top) to a 45 degree line at the point of complete
signal and noise curve overlap (Fig. 6.1 bottom). For a stationary listening system with
a moving source, such as an AUV being remotely monitored, the noise histogram can be
considered stable and the signal histogram will move with AUV range.
The creation of ROC curves allows a quick visual trade off to be made between the
probability of false alarm and the probability of detection. ROC curves show the rela-
tionship between the decision threshold, PD and PFA and can be combined with detector
characteristics to calculate the minimum input signal to noise ratio needed to achieve
those probabilities. This minimum SNRin can then be combined with transmission loss
estimates to establish a maximum range that meets the reception probabilities.
6.2 Simple detectability case study
For this study the pinger beacon described in Chapter 3 with a nominal Source Level
(SL) of 183 dB re 1 µ Pa at 1 m, a 5 ms pulse length and 42 s period between pulses is
considered. This 5 ms 10 kHz signal is a short term narrow band signal. A probability of
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Figure 6.1: Depiction of Receiver Operating Characteristic (ROC) curves for varying
signal to noise overlap. The left hand side of the diagram shows the histogram of the
signal and noise amplitudes with the signal shaded in grey and noise in dark blue. The
probability of detection is the integral of the signal histogram to the right of the decision
threshold. The probability of false alarm is the integral of the noise histogram to the right
of the decision threshold. This is represented graphically for each signal to noise ratio on
the right hand side of the figure. These right hand diagrams show that for high signal to
noise ratios the probability of detection is independent of the probability of false alarm,
whereas in the bottom case of almost overlapping signal and noise histograms any increase
in probability of detection equally increases the probability of false alarm. The middle
case of somewhat overlapping signal to noise allows the decision threshold to be set such
that the probability of false alarm and detection can be balanced. The distributions for
the signal and noise are for demonstration purposes only and are not typical.
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detection value of 0.5 and a probability of false alarm value of 10−4 will be used as these
are common parameters in sonar assessment [117].
For a given signal only a small part of the hydrophone bandwidth is of interest. This
band of interest is referred to as the receiver bandwidth and written as w. The smallest
receiver bandwidth for a specific signal is 1/T where T is the duration of the signal and
is centred around the signal frequency. For a 5 ms, 10 kHz signal this makes w equal
to 200 Hz with edges at 9900 and 10100 Hz. Any motion in the source or receiver can
create a shift in frequency known as Doppler shift. To compensate for Doppler shift, a
somewhat wider bandwidth of w equal to 500 Hz is introduced. This extends the edges of
the receiver band to 9750 and 10250 Hz. A perfectly matched receiver has an integration
time equal to the signal duration. In this case T equals 5 ms giving a time-bandwidth
(wT ) product of 2.5. The number of independent samples, M , is given by the bandwidth
time product plus one [118], which gives an M of 3.5.
When using equations for an ideal detector to move between SNRout and SNRin, a cor-
rection needs to be applied to compensate for the increase in filter bandwidth from the
optimum, 1/Tsig. This correction, represented as Cf , has been calculated by Urick [56]








with T = 5 ms and w = 500 Hz this correction evaluates to 2 dB.
For this study an envelope detector is considered for detecting the signal. The basic block
diagram of this detector is shown in Fig. 6.2.
Figure 6.2: Envelope detector block diagram.
There are several methods provided in the literature for calculating the SNRin required
for a given detector and choosen probability of detection and probability of false alarm.
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What follows is the implementation of some of these methods for this simple case of an
ideal envelope detector with a PD of 0.5 and a PFA of 10
−4.
Urick [56] provides two of the earliest applications of ROC curve use for SNRin calculation,
for entirely known and entirely unknown signals. Urick [56] refers to the SNRin as the
Detection Threshold (DT) and the SNRout as the detection index d. The method used by
Urick [56] finds the SNRout using ROC curves then uses equations based on the response
of an ideal detector to move from SNRout to SNRin. From the ROC curves shown as
figure 12.6 in [56], SNRout, or d as it is written, can be read as 25 for a PD of 0.5 and a
PFA of 10
−4.
In this case study there are two main variations from an ideal detector that need to be
compensated for. The bandwidth filter correction Cf discussed above and a bandwidth-
time product adjustment. As the bandwidth-time product, wT , can not be approximated
as infinite, a small bandwidth-time product adjustment, Csbw, is needed. The correction
plots by Nuttall and Margaraci [118] reproduced as figure 12.11 in [56] give the correction
for these probabilities as a 3 dB increase to the required SNRin. Grigorakis [117] provides
an equation for this PD, PFA combination correction shown here as Eqn. 6.3.
Csbw = 3.79× (wT + 1)−0.406dB (6.3)
which equates to a correction of 2.28 dB for the wT being used here.
In this case the unknown detector is the most relevant of Urick [56]’s detectors as the
phase of the signal is unknown. If the signal is considered completely unknown, the SNRin
can be calculated from the SNRout found via the ROC curve using the methods described
in Urick [56] for an optimum square law detector shown here with the compensations
discussed for variation from the ideal as Eqn. 6.4.





+ Csbw + Cf (6.4)
This evaluates to SNRin = 36.26 dB that would meet the detection probabilities for this
scenario.
Robertson [119] produced ROC curves for linear detectors, such as the envelope detector
described here. Included in his analysis are specific ROC curves for a different number
of independent samples, M . The curves produced by Robertson [119] relate PD and PFA
directly to the input signal to noise, SNRin. This is different to the curves shown in
Urick [56] that use the SNRout that then needs to be related back to SNRin. Another
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difference between Robertson [119] and Urick [56] is the bandwidth of the noise that is
being considered for the calculation of the input signal to noise. Noise estimates are
specific to the measurement system being used. The frequency range available is limited
by the hydrophone and data recorder characteristics. Changing the range of frequencies,
or bandwidth, being included in an estimate changes the estimated noise level. Urick [56]
uses the noise power in a 1 Hz bandwidth whereas Robertson [119] considers all noise
in the receiver bandwidth. To compare the two methods, the SNRin of Robertson [119]
needs to have a bandwidth correction term CNBW added. This correction term is shown
in Eqn. 6.5. Using the curves of Robertson [119] for four independent samples (shown
as figure 4 in [119]), to achieve a PFA of 10
−4 and a PD of 0.5 a SNRin of 4.8 dB is
calculated. With the addition of CNBW for w = 500 a bandwidth equivalent SNRin of
31.7 dB is required to meet the detection probabilities.
CNBW = 10 log10 (w) (6.5)
Alberhseim [120] developed an approximate closed form version of the Robertson curves
shown here as Eqn. 6.6.




















For a PD of 0.5, PFA of 10
−4 and M of 3.5 this produces a SNRin of 5.25 dB. With the
addition of CNBW for w = 500, this produces a bandwidth equivalent SNRin of 32.2 dB.
Wartzok [121] also provides an equation to calculate the required SNRin to meet a set of
detection probabilities, shown here as Eqn. 6.9.
SNRin = D − δD + 10 log10(w)− 5 log10(wT ) (6.9)
Where D is referred to as the detection threshold for a bandwidth time product of unity.
Wartzok [121] also uses an envelope detector with a bandwidth of 500 Hz and a signal
duration of 5 ms. For the same PD and PFA Wartzok [121] evaluates the required SNRin
for these detection probabilities as 33.4 dB.
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These different methods for calculating the SNRin for a given detector, PD and PFA based
on the literature provided similar but not identical values. These values are summarised
as:
• Urick and Gaunaurd [116] 36.26 dB
• Robertson [119] 31.7 dB
• Alberhseim [120] 32.3 dB
• Wartzok [121] 33.4 dB
One possible reason for the difference in these values is the different type of detectors
being considered. Urick and Gaunaurd [116]’s work was based on the square law detector
where as Robertson [119] is based on a linear detector. This difference is not supported
by Nielsen [122] who reports that the difference in SNRin between a square law and a
linear detector should be less than 0.2 dB. Another possible explanation is inaccuracy
or approximation in correction terms. Each method has a set of assumptions that have
been corrected for but this may not consider all possible variations. While these results
are not the same they are similar enough to support the application of these methods for
further use.
As done in Wartzok [121] the equation for input signal to noise ratio as a function of a
sound source level (SL), transmission loss (TL) and noise level (NL) can be equated with
the SNRin calculated for a probability of detection and false alarm pair, to establish the
maximum range for an acoustic source that meets these probabilities. These equations
are shown as Eqn. 6.10.
SL− TL−NL = SNRin
TL = SL−NL− SNRin (6.10)
Ideal transmission loss as a combination of spherical spreading losses and attenuation in
seawater for an omnidirectional source and receiver is equal to Eqn. 6.11 for range, R, in
meters and frequency dependent attenuation coefficient α in dB/km.




Wartzok [121] uses a total noise level of 39.3 dB re 1µ Pa in a 1 Hz band as a combined
shore fast ice and receiver floor noise level. If this noise level is combined with a 10 kHz
6.3. NOISE PROBABILITY DISTRIBUTION 135
source of SL 183 dB and a SNRin of 32.2 dB, calculated using the Alberhseim [120]
technique, TL evaluates to 111 dB. For a simple approximation of attenuation using the
Thorpe attenuation coefficient for 10 kHz of 1.14 dB/km (Eqn. 3.4), solving Eqn. 6.11 for
R for this TL corresponds to a maximum range of 21366 m assuming spherical spreading
transmission loss. This means that with an ideal envelope detector, for ideal spherical
spreading, in the fast ice noise environment described by Wartzok [121], signal transmis-
sions from ranges up to approximately 21 km should be detected correctly at least half
the time. When a signal is detected the probability that it is not a real signal is less than
10−4.
6.3 Noise probability distribution
In the following section the simple case is extended to use the data from the noise pro-
filing analysis described in Chapter 3 to determine the noise level (NL). The sections of
recordings containing the 10 kHz pinger signal were removed and the remaining recording
treated as noise. By using this recording the noise includes Antarctic sea ice noise, ship
noise from the Aurora Australis, and the acoustic noise floor of the receiver. This pro-
vides a total noise level representative of AUV deployment conditions from the Aurora
Australis.
To be able to use the noise data as a single 1 Hz band input noise the first step is
to confirm that the noise data conforms to a Rayleigh distribution after it has passed
through an envelope filter. This process was done using the following steps:
• the noise data was broken into one second sections to ease memory use and pro-
cessing time
• the data chunks were filtered using a third order Butterworth bandpass filter with
cutoff frequencies given by w.
• an envelope of the filtered output was taken using the Hilbert transform
• the envelope data was fit to a Rayleigh probability density function
The results of processing the noise data with an envelope filter produced a very close fit
to a Rayleigh distribution. One of these 1 second histograms of the noise data coupled
with its fitted Rayleigh distribution is shown in Fig. 6.3.
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Figure 6.3: Histogram of ship noise processed by an envelope detector and the Rayleigh
Probability Density Function fit of the data. The close match confirms that the noise
only output of the detector is Rayleigh. The fit is close enough that the green line is only
just visible.
The Rayleigh functions fitted for each of the depths the noise recordings were made at
are shown in Fig. 6.4 for both the engine on and engine off vessel states. As discussed in
Chapter 3 as the noise profile is made within the near field of the ship as a source the
noise profile is more complex than a simple decrease with depth and hence the pdf of the
received signals do not sit in depth order. For example mean signal when the engine is
off for a depth of 54 m is greater than that found for a depth of 19 m.
Because the noise distribution at the output is Rayleigh the variance of the distribution,
the Power Spectral Density (PSD) per hertz, can be used to calculate the total noise level
(NL) for the RV Aurora Australis sea ice scenario.
To calculate the power spectral density Welch’s average periodogram method was used.
This was implemented using the psd tool in the Python Matplotlib mlab package [124].
The duration of the signal blocks being Fourier transformed was set to 1 second with a
50% block overlap giving a 1 Hz frequency resolution. For this scenario the 10 kHz PSD
bin was selected and the total noise level in dB was calculated using Eqn. 6.12.
NL = 10 log10(PSD10k)− HS (6.12)
Here HS is the sensitivity of the hydrophone used for the recordings described in Chap. 3
which has a nominal sensitivity of -160 dBV re 1 µPa.
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Figure 6.4: Rayleigh distribution of filtered noise for each hydrophone depth. The top
figure shows the engine on state and the bottom figure shows the engine off state.
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The resulting noise spectral density at 10 kHz is plotted as a function of receiver depth in
Fig. 6.5. This provides the total noise level as a function of depth for receivers deployed
from the aft of the RV Aurora Australis. To obtain an approximate receiver noise value
for all receiver depths the noise level is stepped between measured values. This stepped
interpolation is also shown in Fig. 6.5 by the dashed line.
Figure 6.5: Step interpolated 1 Hz band total noise as measured from the RV Aurora
Australis noise profiling experiment.
For a receiver depth of 100 m the NL is 37 dB re 1 µPa/Hz when the engine is off and
47 dB dB re 1 µPa/Hz when the engine is on. Taking again the simple spherical spreading
case of Section 6.2 with a SNRin of 32 dB, SL of 183 dB re 1 µPa at 1 m and TL given
by Eqn. 6.11 with Thorpe attenuation, a detection range of 22.8 km for the engine off
state and 16.5 km for the engine on state is calculated.
If the depth of the receivers are known the Francois and Garrison [115] cold water at-
tenuation coefficient can be used with approximate water conditions of temperature of
-2 ◦C, salinity of 34.8 p.p.t and ph of 8.14. The detection range can then be calculated
for a 20 m source depth using the transmission loss and SNRin using Eqn. 6.11 with
the Francois and Garrison [115] attenuation estimate, and varying the noise level with
receiver depth the result is as shown in Fig. 6.5. This method shows where the detection
criteria is met across a 20 km range of receiver positions and is shown as Fig. 6.6.
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Figure 6.6: Detection range for a 183 dB re 1 µPa at 1 m source at 20 m depth with a
variable total noise level based on the noise profile of the RV Aurora Australis with the
main V16 engine on and off while stationary in sea ice. Transmission loss is calculated
by spherical spreading plus absorption using Francois and Garrison [115] and the SNRin
is based on a PD of 0.5 and PFA of 10
−4. The areas of dark shading show where the
detection criteria is met and the light where it is not met.
6.4. SIGNAL PROBABILITY DISTRIBUTION 140
This figure shows that with a simple spherical spreading transmission loss model the
detectability range for this beacon varies between 17.5 km and greater than 20 km de-
pending on receiver depth and ship engine state.
6.4 Signal probability distribution
In an ideal environment where the amplitude of the signal is constant the variability
of the envelope of the signal plus noise will be equal to the variability of the noise. In
the real world movement of the transmitter or receiver and constructive and destructive
interference of multi-path signal arrivals influence the amplitude of the received signal.
This gives the signal a variability independent of the background noise. Changes to the
mean signal strength between transmissions are known as slow fluctuations and amplitude
fluctuations within a single received signal are known as fast fluctuations.
The shape of the probability distribution of the signal is based on the stability of the
environment, which consists of both the physical environment and the geometry of source
and receiver. To be able to accurately model the variability of the signal at a given range
and for a given set of conditions a long running ping and receive test would ideally produce
the signal variability distribution. This statistic is highly variable with the environmental
and deployment scenario that it is not usually measured experimentally.
Urick and Gaunaurd [116] provides equations for ROC curves with a provision for fluc-
tuation in the signal which are shown here as Eqn. 6.13 and Eqn. 6.14. k denotes the
variance of the signal and can be established in a signal and noise environment using
Eqn. 6.15. The case k = 1 represents the case where the only signal fluctuations are

































The influence of signal variation, k, on the ROC curve is shown in Fig. 6.7 which shows
the ROC curves for a k of one and a k of four (based on [56, p.387]). This figure shows
that the k=1 and k=4 case always intersect at PD of 0.5. This is because the mean of the
signal does not change with fluctuation and the introduction of the fluctuations creates
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an increase in the probability of detection up to this intersection and a reduction beyond
the PD = 0.5. The introduction of fluctuations means that as the signal to noise ratio
decreases with range the presence of fluctuation in the signal increases the chances of it
being detected. The influence of fluctuation also explains why a signal at a short range
with a high signal to noise ratio might not be detected. Modifications to the SNRin to
Figure 6.7: ROC curves calculated with fluctuation index k set to four and the no fluc-
tuation case of k equal to one for a selection of detector output signal to noise ratios
(referred to here as d for consistency with Urick and Gaunaurd [116]).
take account of signal fluctuation are important for cases where the desired probability
of detection is not equal to 0.5.
6.5 Realistic detectability case study
Large scale differences in environmental conditions can be included in detectability calcu-
lations by using a more complex model for transmission loss than the spherical spreading
plus attenuation used thus far. This section includes the field measurement based trans-
mission loss estimates calculated in Chapter 5 to provide a more detailed picture of
detection ranges. This is achieved through creation of binary yes, no detectability assess-
ments plotted with depth and range. The receiver locations specified in the BELLHOP
modelling of Chap. 5 are used.
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As for the simple case of Section 6.2, SNRin can be calculated for the envelope detector
using the probability of detection, the probability of false alarm and the number of
independent samples M . Using Eqn. 6.6 with a PD of 0.5, PFA of 10
−4 and M of 3.5 the
input signal to noise ratio required to achieve these probabilities, the decision threshold,
for this detector can be calculated as SNRin equal to 32 dB.
To plot the region where the detectability criteria is met the inequality statement shown
in Eqn. 6.16 is evaluated.
SL− TL− αcorr − NL > decision threshold (6.16)
Here αcorr is the additional difference between the Thorpe attenuation that is included
in the BELLHOP TL modelling and attenuation based on range using the Francois and
Garrison [115] calculation of attenuation for typical Antarctic water conditions.
The varying noise level with receiver depth outlined in Section 6.3 and shown in Fig. 6.5
is used for the Noise Level (NL). Transmission Loss (TL) is evaluated using Eqn. 6.17.
This evaluation of TL uses the pressure calculated using BELLHOP transmission loss
pressure field (P).
TL = 20 log10(|P|) (6.17)
Graphical representations of the evaluation of the detection criteria with range and depth
shall be referred to as detectability fields. The following elements have been combined to
create a detectability field:
• the BELLHOP output produced using the sound speed profile taken on the 05-10-
2012 with both direct path only and flat ice surface scenarios (pressure converted
to transmission loss in dB using Eqn. 6.17)
• the beacon described in Chapter 3 with Source Level (SL) of 183 dB re 1 µPa at 1 m
• beacon depth of 20 m
• Thorpe attenuation is already calculated in the BELLHOP TL output and ad-
ditional term αcorr is included to consider the additional attenuation of typical
Antarctic water conditions
The result of this calculation is shown as Fig. 6.8.
The detectability field shown in Fig. 6.9 is produced using the incoherent transmission
loss estimates over the range of measured sound speeds shown in Fig. 5.22. This shows
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Figure 6.8: Detectability field for PD 0.5, PFA 10
−4 with transmission loss calculated
using the sound speed profile measured on the 05-10-2012 with a source depth of 20 m and
radiated noise of the RV Aurora Australis while stationary in sea ice with the main V16
engine both on and off. Areas where the signal will meet the detectability requirements
are shown in dark grey and receiver locations that do not meet the requirement are shown
in light grey. Here DP is the direct path only scenario and FI includes reflections from a
flat ice surface.
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the results for the 10th and 90th percentiles of TL for both flat ice and direct path only
scenarios. The flat ice and direct path only scenarios are used as chapter 5 showed that
the rough surface transmission loss results were bounded by between these two extremes.
Any combination of rough surface statistics is likely to fall between these extremes so
they represent the best and worst case for beacon detection.
(a) 90th percentile of TL
As shown in Fig. 6.9 the difference in detectability range due to environmental and ship
conditions can be over 15 km. The importance of environmental conditions, ship engine
state and receiver location relative to the ship are reflected in the variation between these
eight plots. Turning the main engine off could give an AUV mission using this beacon
an extra 5 km safe working range. If the surface reflected path can be included in the
detection and the ice conditions are flat the range can be more than 15 km greater than
if only the direct path is usable.
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(b) 10th percentile of TL
Figure 6.9: Detectability fields for the 10th and 90th percentiles of transmission loss
calculated using a 20 m source depth and all the measured sound speed profiles and
radiated noise of the RV Aurora Australis while stationary in sea ice with the main V16
engine both on and off. PD is 0.5 and PFA 10
−4. Areas where the signal will meet the
detectability requirements are shown in dark grey and receiver locations that do not meet
the requirement are shown in light grey. Here DP is the direct path only scenario and FI
includes reflections from a flat ice surface.
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6.6 Discussion
Detectability field calculations allow the minimum signal to noise ratios required to meet
signal detection probabilities to be established. The different methods for calculating and
correcting the required SNRin to meet detection probabilities found in the literature do
not agree exactly. Despite this, the implemented methods do provide solutions that agree
well enough to support their application to this scenario. The Alberhseim [120] technique
provides an effective means of numerically calculating the required SNRin without the
need for a series of pre-calculated ROC curves. As such it is the most practical method
with the least potential for human interpretation error. This technique is recommended
for future work that requires the SNRin for an ideal envelope detector to be calculated
for a given probability of detection and probability of false alarm.
Inclusion of frequency and depth specific total noise levels increases the accuracy of
detectability estimates. Filtering of the noise data homes in on the specific ambient and
deployment noise that would influence signal reception. The importance of the change
in noise field with depth below the vessel is highlighted in Fig. 6.6. Where a constant
noise field would produce a straight line at a given range, this figure shows the variation
in range with changes in the depth of the receiving hydrophone. When the engine is
on, a 10 m difference in receiver depth, the shift from 10 m to 20 m, can equate to a
3 km reduction in detectability range. Including the two engine states also highlights the
reduction in range that the engine noise creates. The change in range with engine state is
not consistent with depth, particularly in the first 100 m below the ship, due to the near
field nature of the noise at these depths. Considering only spherical spreading the greatest
disparity between the engine on and off state is at 80 m depth with a resulting range
difference of more than 5 km. The effect of noise and realistic transmission loss estimates
on detectability fields is shown in the difference between right and left hand plots in
figures 6.8 and 6.9. The combination can amplify or diminish the areas of detection
creating greater variation due to noise than the case of simple spherical spreading. An
example of this can be seen in the top two plots of Fig. 6.8. At 280 m depth in these
plots, there is a small area were reception is expected at 17 km when the engine is off
but not expected beyond 6.5 km at if the engine is on.
The four detectability fields shown in Fig. 6.8 are for the sound speed profile measured on
the 05-10-2012. Transmission loss estimates have been calculated with the engine on and
off, for a flat ice surface and using the direct path only scenario. The patchy appearance of
the detectability field shows the inconsistency of beacon reception with range and depth
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in this example. The difference between the top fields and the bottom fields highlights
the increase in range in the ideal flat ice reflective surface scenario. The top plots of
this figure show the direct path only scenario which provides the most reliable and easily
detectable field as it does not consider multipath signals. When making risk assessments
for AUV mission ranges the direct path only, engine on scenario is the most conservative
combination to use. Modelling using this sound speed profile showed a rapid transmission
loss increase with range and several receiver depths have an estimated detection range
of less than 7 km. The patchy nature of the detectability field found using a real sound
speed profile and noise estimates suggests that it might be effective to ‘fish’ for signal.
That is, in an emergency situation where the beacon is not being received, changing
the depth of the receiver may increase the chance of hearing the beacon by placing the
receiver into a path of greater focusing of the upward refracting direct path.
Inclusion of a more realistic model for small scale fluctuations in the received signal
would increase the applicability of this case study to probabilities of detection other than
0.5. Small scale fluctuations, those occurring during a single signal reception, could be
included through aggregation of simulated multipath signals. The aggregation of signals
with the appropriate time delay for the path they had travelled could produce signal
distributions with a non-uniform envelope. A distribution could be calculated for each
receiver location for each surface and sound speed realisation. The distributions would
be highly dependent on the specific paths that contribute. As the case studies in this
work used a probability of detection of 0.5 consideration of these fluctuations was not
undertaken.
Large scale signal fluctuations are the changes of signal amplitude between different signal
receptions. These fluctuations occur during an experiment but not during a single signal
reception. Possible causes of these fluctuations are relative movement between the trans-
mitter and receiver, movement in the ice pack or changes in the sound speed profile. The
inclusion of different sound speed profiles and surface conditions in the transmission loss
estimates in this analysis address some of this fluctuation. The extreme cases of perfectly
flat and fully absorbent surfaces, combined with the 10th and 90th percentiles of trans-
mission loss based on sound speed profile variation is shown in Figure 6.9. This creates
realistic best, Fig. 6.9 bottom right, and worst, Fig. 6.9a upper left, case detectability
fields for the environment conditions considered. These generalised transmission loss de-
tectability fields are more uniform with depth than the transmission loss from a specific
sound speed profile detectability field such as that shown in Fig. 6.8. As such these
generalised detectability fields can be used to provide an overall range estimate for each
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scenario. For the beacon, sound speed and noise environments used in this case study a
worst case range of approximately 5 km and a best case of consistent reception beyond
20 km is found.
Detection probability is a useful tool for choosing mission parameters based on an ac-
cepted level of risk. This process makes the trade off between the probability of detecting
a signal and the probability of false alarm easily configurable by an end user. This work
is based on the assumption of an ideal detector for a completely unknown source and
Gaussian noise. Application of real detectors would increase the accuracy but reduce
the generality of the delectability range estimates presented here. This detectability es-
timating method can be easily modified for non-ideal detectors. In this case the use of a
directional hydrophone array with decreased sensitivity towards the surface and increased
horizontal gain would increase the signal to noise ratio by both decreasing the received
ship noise and increasing the received beacon signal. This method of combining transmis-
sion loss estimates, noise data, and detectability calculations provides a clear and simple
view of anticipated signal reception. It provides a means of tailoring detection estimates
to use as much information as is available.
This work is based on a specific case study approach with fixed values or limited ranges
explored for probabilities of detection and false alarm, noise and transmission loss. This
approach gives a proof of concept approach to the combination of BELLHOP transmission
loss modelling with ideal detector theory to create range fields. This method could be
expanded to include ranges of probabilities, different combinations of fixed detection
probability with variable false alarm rates or the opposite. It could be applied with a
range of different detectors and bandwidth characteristics and/or a full range of sea ice
roughness, water and acoustic modelling scenarios. It was not within the scope of this
work to explore all of the multitude of different combinations but could be considered as
future work.
6.7 Conclusion
This chapter presents a method of evaluating the range limits for acoustic detection based
on probability of reception and false alarm for a specific environment and deployment
configuration. This allows an AUV operator to make an assessment of safe working range
based on a set criteria for expected acoustic detection. The more information that is
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known about the ship noise, the sound speed profile and the ice surface structure the
more accurate the assessment can be.
Given the sound speed profiles measured during three seasons of spring sea ice field work
a conservative estimate of acoustic range, for a probability of detection of 0.5 and false
alarm of 10−4 for the 10 kHz beacon described in this work would be 5 km. This estimate
is based on a scenario that does not assume the main engine can remain off, does not
include surface reflected paths and is based on the 90th percentile of transmission loss
across the measured sound speed profiles (top left sub figure of Fig. 6.9a).
Ship and environmental conditions were shown to change the expected detectability range
by over 15 km (5 km to over 20 km) for the 10 kHz beacon described. The addition of
this information into a risk assessment tool would allow any available environmental
or noise information to be used to decide on safe operating limits. Designing mission
parameters based on analytical tools creates a more visible process for identifying and
combating risks of vehicle loss. Understanding the impact of environment and deployment
conditions on detection of acoustic signals, a critical part of the safety system, allows
greater understanding of operational risk.
Chapter 7
Conclusion
The ocean is a complex and dynamic medium through which acoustic signals propagate
with varying levels of success. Completely understanding where and to what extent a
signal will be received requires an understanding of every surface and water discontinuity
that the signal may encounter along the way. In simulating acoustic propagation in the
ocean it is important to consider and include as realistic a picture of the ocean environ-
ment as possible. The Antarctic sea ice covered ocean is a highly variable propagation
field. It includes both open water and ice covered surfaces made up of flat ice, ridged
ice and bits of ice berg. The overall increase in sound speed profile directs the sound
back to the surface increasing the dependence of propagation on surface composition.
Inhomogeneities in the sound speed add further complexity by creating a focusing and
defocusing of the dominant direct path signal.
7.1 Questions
The research questions introduced in the introduction were:
• What are the most significant contributors to the detectability of status and emer-
gency beacons used for AUV operations under Antarctic sea ice?
• What is the influence on signal detectability of using the RV Aurora Australis as
an acoustic receiving platform?




• What is a realistic Antarctic acoustic environment model and how does sound
propagate in this environment?
In response to the question: ‘What is a realistic Antarctic acoustic environment model
and how does sound propagate in this environment?’ the following areas have been
investigated:
• the individual influence of ice properties on acoustic reflection based on ice core
data
• the influence of snow or water backing on ice surface reflection
• the influence of ice canopy roughness on transmission loss
• the range of temperature and salinity, and hence sound speed on propagation
They have been researched using field data measured by the investigator where available,
and from data centres and the literature when further information was needed. The
investigation into ‘To what extent do each of the identified environmental factors influence
acoustic propagation?’ was primarily reported in chapter 5. This work found that the
sound speed profile was the primary factor in variability in sound speed with the roughness
of the ice canopy providing a second, lessor contributing factor. Further investigation
into small scale variability and changes in sound source depth found that these made
some, but not a significant difference to acoustic beacon propagation. This leads to the
conclusion that the most important part of a realistic acoustic environment model for
beacon propagation in the Antarctic is a good approximation of the water sound speed
profile. Addition of a real or simulated ice canopy layer was found to enhance this view
and was worth including at least the best and worst case scenarios of a flat ice surface
and the direct path only.
A detailed investigation of the use of the RV Aurora Australis as an acoustic receiving
platform was undertaken in chapter 3. This investigation highlighted a reduction in
ship noise at 4 kHz and provided the noise profiles that were then used to estimate the
influence in engaging the main engine on detectability ranges. The novel creation of a
stationary noise profile and detailed analytical analysis of the experimental setup further
provided useful tools for analysing experiment geometry and dampening limitations.
The work in data chapters of this thesis provided a range of transmission loss results for
a particular case study of a 10 kHz beacon based on field measured water, ice reflection
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and roughness properties and noise data. The edge cases of this data set were brought
together in the final chapter to investigate the influence of these parameters on beacon
detectability. This combination of modelling and ideal detector theory presents a method
for creating detectability fields based on proposed accepted levels of detection and false
alarm. This combination of environment and noise into specific detectability estimates
provides a means of answering the question: ‘What are the most significant contributors
to the detectability of status and emergency beacons used for AUV operations under
Antarctic sea ice?’ These detectability fields showed that changes in ship noise states,
variation in sound speed properties and the difference between the two canopy roughness
edge cases all made significant contributions to the detectability of a beacon in this
environment. Ship noise, sound speed variation and canopy roughness were found to be
the three major contributing factors.
7.2 Contribution
The principal results of the work are:
The ship based deployment noise work produced near field narrow band and one third
octave noise profiles of the Aurora Australis with and without shutdown of the main
V16 engine. The noise profiling work on the Aurora Australis indicated that there is a
10 dB re 1 µPa reduction in mean noise by shutting down the main engine and a minimal
point in ship noise at 3.8 kHz.
Initial acoustic modelling of ocean conditions found that given the upward refracting
nature of polar sound speed profiles, the direct path between a shallow source and receiver
is often present despite rough ice cover and the presence of keel features. When a real
Antarctic sound speed profile was used in the modelling, the upward refraction was found
to be less uniform than the linear approximation suggested for polar regions. Using a
10 kHz source some areas showed a strong defocussing of the direct source-receiver path at
depths shallower than 50 m and ranges from 9-20 km. The reduction in signal strength
of the direct path creates areas where the influence of surface reflected path becomes
significant. The inclusion of a perfectly flat ice layer was found to reduce the transmission
loss of a 10 kHz source between 9-20 km by 15-50 dB. When the ice layer was included
as a rough surface layer the results still showed a boost to signal strength of up to 8 dB
in the areas of maximum defocussing.
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The combination of Antarctic water column and sea ice field data and evaluation of its
influence on acoustic propagation was then presented. This provides a reference for any
acoustic work in this region. The greatest influence on variability in the direct path
was with change in the sound speed profile. Analysis of sound speeds collected in sea
ice deployment conditions in the Antarctic showed large variability in the consistency of
the signal with changes in the depth and level of mixing of the water layer transitions.
This transition in the sound speed creates a focussing and defocussing of the direct path
signal transmission. In areas of weaker direct path signal propagation the composition
of the surface layer and the multipath signal reflecting from the surface was shown to be
important. The inclusion of multipath signals was found to increase the received signal
strength with range but was more susceptible to variation with small changes in receiver
location and surface composition.
A method was presented to calculate detectability range for a specific environment, proba-
bility of detection, probability of false alarm, beacon strength and beacon frequency. This
method was applied to provide probabilistic detectability estimates of a specific 10 kHz
acoustic beacon in realistic environmental conditions. Given the sound speed profiles
measured during three seasons of spring sea ice field work a conservative estimate of
acoustic range for this beacon of 5 km was estimated for a probability of detection of 0.5
and false alarm of 10−4. This estimate was based on a scenario that did not assume the
main engine could remain off, did not include surface reflected paths and was based on
the 90th percentile of transmission loss across the measured sound speed profiles. This
is consistent with observations by the author using this beacon in an Antarctic sea ice
environment. While this work used a case study of a 10 kHz beacon the same methods of
transmission loss and noise estimates could be undertaken for any frequency and strength
signal.
This work as a whole identifies, measures and assesses the key contributors to the de-
tectability of status and emergency beacons used for AUV operations under Antarctic
sea ice. It increases understanding of the influence of Antarctic water column and sea ice
surfaces on propagation by undertaking modelling based on under ice AUV specifications.
This creates a reference for the choice of frequency, range, source and receiver depth ap-
propriate to monitored AUV deployments. The more general contributions of this work
are tools for including statistical and measured sea ice draft in existing acoustic models
and open source python based tools for interfacing with the Acoustics Toolbox. The
presentation of the noise profile of a vessel parked in sea ice is an important reference for
others using acoustic systems on the specific vessel and also an example of in-situ noise
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profiling. This work provides a tool for evaluating an ice environment using statistics
to estimate acoustic signal range for a given risk of detection. It is implemented for a
specific case study and provides a set of results based on real Antarctic sea ice scenarios.
7.3 Limitations
Two dimensional ray tracing is a limited technique for acoustic modelling as it assumes
a finite number of discrete rays of sound that propagate in a thin two dimensional slice
of the physical environment. Despite this limitation, these ray based simulations provide
the ability to separate the influence of different elements of this complex environment
on signal propagation. Ray tracing allows the complexity of the model to be built up
and results to be calculated using standard desktop computers in a reasonable time
frame. This creates the capability to run Monte Carlo based simulation as was done in
this work. The major trade off in this work has been the ability to use more complex
environmental detail and run multiple times, with the complexity and accuracy of the
acoustic propagation model.
There are many other ways that this question could be approached or options that could
be investigated to estimated performance. Future work could involve analysis of num-
ber of bounces with receiver depth as a potential means of receiver depth optimisation.
Variable detectability fields for probability of false alarm and detection could add a more
detailed picture to further studies as could a more accurate inclusion on attenuation,
roughness and the inclusion of bottom bounce. While these details were outside the
scope of this work they would be valued further investigations.
Additional future work that would be of use to the problems raised in this work could
involve:
• Measurements of AUV self-noise and inclusion of self noise in detectability range
estimates
• Full frequency analysis with BELLHOP modelling of a range of frequencies com-
bined with the noise profiles as done in this work for a 10 kHz beacon




While AUVs are nominally autonomous they are still expensive and valued assets to be
sent out on their own. Their return is critical for both retrieval of the data they are
collecting, and for the institution from which they have been brought. Predicting the
propagation of monitoring and emergency beacon signals allows a greater comfort for
AUV owners and operators. It assists non-robotics based investors to understand the
risk to their assets beyond trust in the on-board autonomy of the vehicle. Many of the
risks involved in AUV missions under sea ice are considered in the structured risk analysis
created specifically for this environment in Griffiths and Brito [8]. The addition of a node
considering the influence of the environment on the acoustic link between an AUV and a
support vessel could add to this type of structured analysis.
Greater understanding of acoustic propagation is also important to some AUV navigation
systems both for reliability of navigation beacons and for calculations of acoustic travel
time, as changes in the ocean sound speed will alter range estimates.
Decreasing and understanding risk is an important facilitator to increased AUV deploy-
ment. Understanding and modelling the acoustic environment improves the ability to
choose acceptable risk levels, and increases accuracy in navigation systems. The fur-
ther ranging the mission the more reliant its communication is on the surface reflected
multipath signal, increasing the importance of the ice surface model.
The modelling tools and methods presented in this work provide the ability to combine
noise and environmental conditions to gain detectability estimates for specific beacons
using their directionality, sound level and frequencies. These methods could be of use to
both AUV operators and manufacturers of beacons for AUVs. For the later this method
would provide a means of rating the ranges of potential off the shelf or custom made
beacons based on specific under-ice conditions.
Operation of AUVs in the Antarctic is a key piece in the climate change puzzle. The
Antarctic is a major driver in the ocean current engine and what is happening in the
Antarctic Ocean influences the climate of the whole world. Despite its significance to
climate science, the absence of commercial or military interests in the Antarctic has left
it comparatively unexplored compared to its brethren the Arctic. The resources that are
available are more focused on maintaining bases to support future land claims than ship
based sea ice research.
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Understanding the impact of environment and deployment conditions on detection of
acoustic signals, a critical part of the safety system of under ice AUVs, allows better
risk analysis. Designing mission parameters based on analytical tools creates a more
visible process for identifying and combating risks of vehicle loss removing some pressure
from operators and opening this environment to more risk averse institutions. This work
contributes to increasing the understanding of this environment with the hope of greater
AUV based research for this isolated part of the world.
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Figure 8.1: Map of all CTD Locations
170
171
Figure 8.2: CTD Location map zoomed to areas
172
Figure 8.3: ssp test ice 2007-09-12 up
Figure 8.4: ssp test ice 2007-09-14 up
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Figure 8.5: ssp test ice 2007-09-18 up
Figure 8.6: ssp test ice 2007-09-18 up 11
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Figure 8.7: ssp test ice 2007-09-21 up
Figure 8.8: ssp test ice 2007-09-21 up 13
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Figure 8.9: ssp test ice 2007-09-25 up 15
Figure 8.10: ssp test ice 2007-09-25 up
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Figure 8.11: ssp test ice 2007-09-30 up
Figure 8.12: ssp test ice 2007-09-30 up 17
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Figure 8.13: ssp test ice 2007-10-03 up
Figure 8.14: ssp test ice 2007-10-06 up
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Figure 8.15: ssp test ice 2007-10-07 up
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Figure 8.16: ssp test ice 2010-11-05 up
Figure 8.17: ssp test ice 2010-11-06 up
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Figure 8.18: ssp test ice 2010-11-08 up
Figure 8.19: ssp test ice 2010-11-09 up
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Figure 8.20: ssp test ice 2010-11-22 up
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Figure 8.21: ssp test ice 2012-10-05 up
Figure 8.22: ssp test ice 2012-10-09 up
183





Figure 9.1: All ice core properties
Figure 9.2: All ice core properties
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Figure 9.3: Ice -64.7 115.7 2003-10-12
Figure 9.4: Ice -64.7 115.7 2003-10-12 id 2
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Figure 9.5: Ice -65.3 109.5 2003-10-20
Figure 9.6: Ice -65.0 116.8 2003-09-26
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Figure 9.7: Ice -65.0 116.8 2003-09-26 id 8
Figure 9.8: Ice -64.8 117.5 2003-09-28
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Figure 9.9: Ice -64.8 117.5 2003-09-28 id 11
Figure 9.10: Ice -64.6 116.7 2003-09-30
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Figure 9.11: Ice -64.6 116.7 2003-09-30 id 14
Figure 9.12: Ice -64.6 116.6 2003-10-07
191
Figure 9.13: Ice -64.6 116.6 2003-10-07 id 17
Figure 9.14: Ice -64.6 116.7 2003-10-10
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Figure 9.15: Ice -64.4 115.3 2003-10-11
Figure 9.16: Ice -64.4 115.3 2003-10-11 id 22
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Figure 9.17: Ice -62.2 -43.4 1992-07-21
Figure 9.18: Ice -62.0 -44.2 1992-07-21
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Figure 9.19: Ice -62.4 -53.3 1988-10-21
Figure 9.20: Ice -62.4 -53.3 1988-10-21 id 247
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Figure 9.21: Ice -67.0 -28.0 1989-09-28
Figure 9.22: Ice -67.0 -28.0 1989-09-28 id 307
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Figure 9.23: Ice -67.2 -23.4 1989-10-02
Figure 9.24: Ice -68.6 -7.6 1989-10-13
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Figure 9.25: Ice -68.6 -7.6 1989-10-13 id 328
Figure 9.26: Ice -68.6 -7.6 1989-10-13 id 329
198
Figure 9.27: Ice -65.6 139.7 1993-03-29





Figure 10.1: Icebell station 3A multibeam surface contour plot with statistics from x and
y sliced 1d draft profiles.
Figure 10.2: Icebell station 3B multibeam surface contour plot with statistics from x and
y sliced 1d draft profiles.
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Figure 10.3: Icebell station 4 multibeam surface contour plot with statistics from x and
y sliced 1d draft profiles.
Figure 10.4: Icebell station 5 multibeam surface contour plot with statistics from x and
y sliced 1d draft profiles.
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Figure 10.5: Icebell station 6 multibeam surface contour plot with statistics from x and
y sliced 1d draft profiles.
Figure 10.6: Icebell station 7 multibeam surface contour plot with statistics from x and
y sliced 1d draft profiles.
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Figure 10.7: Icebell station 8 multibeam surface contour plot with statistics from x and
y sliced 1d draft profiles.
Figure 10.8: SIPEX2 station 3 multibeam surface contour plot with statistics from x and
y sliced 1d draft profiles.
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Figure 10.9: SIPEX2 station 4 multibeam surface contour plot with statistics from x and
y sliced 1d draft profiles.
Figure 10.10: SIPEX2 station 6 multibeam surface contour plot with statistics from x
and y sliced 1d draft profiles.
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Figure 10.11: All manual ice draft transect data used in this work. Blue lines are ice
draft, red lines snow height and green lines freeboard.
