A new image fusion algorithm of the feature level is proposed incorporating with quantum-behaved particle swarm optimization algorithm (QPSO) clustering in this paper. Wavelet decomposition is performed on the source images, clustering algorithm that incorporates the fuzzy C-means (FCM) into QPSO algorithm (QPSO-FCM) is developed to segment the image in the feature space formed by multi-channel Gabor filters, and then the weighting factors are constructed. Finally, the fused image is obtained by taking inverse wavelet transform. The QPSO has less parameters and higher convergent capability of the global optimization. So QPSO-FCM has a strong global searching capacity and avoids the local minimum problems of FCM. The performance of the image fusion method is evaluated using five criteria including root mean square error, peek-to-peek signal-to-noise ratio, entropy, cross entropy and mutual information. Owing to the improved the clustering effect, the evaluation results indicate that the proposed algorithm outperforms the image fusion algorithm based on FCM.
INTRODUCTION
Multiple sensor modalities allow for increased robustness and enhanced performance in a wide range of modern military and civilian imaging applications. Image fusion provides the means to integrate multiple images into a composite image that is more suitable for the purpose of human visual perception and computer-processing tasks.
The process of image information fusion can be performed at signal, feature, and symbol levels. Recently, various methods have been proposed for image fusion. The most widely used method is to use the wavelet decomposition methods [1, 2] . Transformation based methods have been proposed for image fusion including PCA, ICA and HIS, etc., which are reported in [3] [4] [5] . Soft computing methods have been introduced in image fusion in [6] [7] [8] . The fusion method based on statistics mainly discuss in [9] and [10] . In this paper, we study on a region based fusion method. WU and SU et al. [11] proposed a kind of feature-level image fusion method based on regions, which has the advantage that the fusion process becomes more robust and avoids some of the well-known problems in pixel-level fusion such as blurring effects and high sensitivity to noise and misregistration. Because image segmentation is an important method of getting image regions, image segmentation have a direct effect on the performance of image fusion.
Image segmentation is a hot subject now a days, there are many algorithms about image segmentation which come from different theories. The current research mainly focus on the fellowing methods: thresholding segmentation [12] , edge-based segmentation method [13] , watershed segmentation [14] and FCM clustering segmentation [15] et al. Otsu thresholding segmentation method is simple, effective, easy to implement. The running time far less than other segmentation method. This method is good at high contrast images, however, the performance of algorithm is sensitive to noise and nonuniform grayscale. LOG operator is an edge-based segmentation method, which use of Gaussian operator further eliminate noise and smooth. The split time is short. The watershed algorithm is a relatively new region-based image segmentation method, which have a good respond to weak edge, positioning accuracy and better robustness, but time consuming and tend to form over-segmentation. Image segmentation can be regarded as pixels based pattern classification process, the fuzzy clustering based on objective function (FCM) is the most popular one, because it is quite facile, and allows the most precise formulation of the clustering criteria. FCM algorithm was used to obtain regions of images to be fused in Ref. [11] and [16] .
However, FCM also have some weakness, which is generally less sensible with the local extremes due to its non-convex objective function and the performance of them mostly rely on the initialization of parameters or the initial solution. Therefore many researchers introduce global optimization methods, such as genetic algorithm (GA) [17] , Artificial Neural Networks (ANN) [18] , Artificial Immune System (AIS) [19] and Particle Swarm Optimization (PSO) [20] to avoid the above problems. Compared with GA and other similar evolutionary techniques, PSO has some attractive characteristics and in many a cases proved
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Image Fusion of the Feature Level Based on Quantum-Behaved Particle Swarm Optimization Algorithm to be more effective many attempts have been made to improve the performance of the PSO. Sun et al. [21] introduce quantum theory into PSO and propose a Quantum-behaved PSO (QPSO) algorithm, which is guaranteed theoretically to find good optimal solutions in search space than standard PSO. Inspired by these observations, we introduce QPSO-FCM [22] algorithm into image segmentation, a novel image fusion method that incorporates the QPSO-FCM is proposed in this paper. Section 2 presents image segmentation based on QPSO-FCM followed by an introduction and a description of the image fusion algorithms in section 3. Section 4 shows experimental results. Concluding remarks are given in Section 5.
IMAGE SEGMENTATION BASED ON QPSO-FCM
Due to its consideration of the region information, the region-based method is more suitable for the purpose of human visual perception and computer processing. Image segmentation is an essential step in image fusion of the feature level. Segmentation of an image entails the division or separation of the image into regions of similar attribute. Segmenting an image requires the grouping of pixels into individual clusters. FCM Algorithm is an unsupervised fuzzy clustering, which adopts the iterative algorithm to optimize objective function based on least square algorithm. Denote the objective function of FCM as where is the dataset, N is the number of data item in dataset X and N c is the number of clusters, means weighting exponent,which is set as 2 in our experiments. v i is the i-th cluster center, µ ik means the membership value of k-th data in i-th cluster.
U and V can be obtained by Lagrangian multiplier method respectively as:
( 1) The FCM algorithm can not guarantee convergence to a global best solution, so QPSO algorithm has been proposed. For each iteration of QPSO algorithm, the main formulae of particles are given as follows:
α is only the parameter of QPSO. It controls computing speed, which is denoted the constringency and expendion coefficient is updated as: (5) where α 1 is usually assigned with 1.0 in most researches and α 2 assigned with 0.5, MAXITER is the maximal number of iterations.
In the QPSO-FCM clustering algorithm, a particle represents a set including N C cluster centers. Each particle is constructed by , where v rj represents particle r with j -th vector of cluster center. Particle's fitness function is defined as (6) the detailed steps of QPSO-FCM are described as follows:
Step 1: Input the sample data and produce the corresponding initial value of data;
Step 2: Confirm the number of particle swarm (pop-size) by sample's data;
Step 3: Initialize the swarm and stochastically select N C cluster centers referring to the bound of data for each particle;
Step 4: Initialize the personal value for each particle and global value of entire swarm;
Step 5: According to the fitness function f s calculate the fitness value and find the current personal solution pBest and global solution gBest for each particle;
Step 6: According to the equation (2), (3), (4) generate the new individual particle S r (t + 1);
Step 7: Go to Step 5 until is met, then the algorithm ends.
The output image is segmented into M ∞ N small windows. Let num be the number of windows in the output image. A feature vector is then extracted from each M × N window, each feature vector, , consists of ( 
THE PROCESS OF IMAGE FUSION
For a high frequency band, let ξ 1 , ξ 2 , …, ξ 8 be 8 output images after the processing of Gabor filters. Defining Mean j i (1 ≤ i ≤ N C , 1 ≤ j ≤ 8) as the mean value of wavelet coefficients of the i-th region in the j-th output image. we get,
Where w_num j i is the number of windows of the i-th region in the j-th output image. M and N are the size of region. Defining the mean vectors of the 8 iltered images of source images to be fused, we get, Normalize to and to , the similarity function is defined as .
The wavelet detail coefficients are used together with a decision algorithm that is based on an activity level and a similarity measure. Thus, the fused high and low frequency coefficients set in the i-th region y i,F are obtained by the weighting factors, i.e. 
Mean
Mean Mean Mea (9) where the coefficient T is the threshold of similarity measure and w_num is the number of M × N windows in the i-th region, y -ih (1 ≤ h ≤ w_num) is the mean value of the high frequency coefficients of the h-th M ∞ N window in the i-th region.
EXPERIMENTAL RESULTS AND ANALYSIS
To test the validity of the proposed image fusion method, different experiments are designed in this section. In the paper, the source images are all from http://www.imagefusion.org/, the fused images are obtained by the proposed algorithm and the wavelet fusion method based on window(WFW) [23] . The size of source images is 256 × 256 pixels, the size of window is 5 × 5 in WFW. In the proposed method, the threshold of match measure T is 0.5 and the window size is chosen to compromise between texture effectiveness and computation time. Smaller window size may increase the computation time. Therefore, the size of window is 16 × 16 pixels. The number of clusters is chosen by cross-validation technique and considering that the larger number of cluster will increase the computational complexity, we select 5 as the number of cluster in experiments. The pop-size is 30 and the maximum iteration is 300 for Fig. 1 and the pop-size is 15 and the maximum iteration is 120 for Fig .2 .
Since optical imaging cameras cannot capture objects at various distances all in focus, several images with different sharp parts are fused to get one image with all the objects focused. We choose the 'clock' multi-focus images ( Fig. 1 (a) and (b)) as our test images. Input images have been blurred that occurs in the left half and right half of the images respectively. The experimental results of multifocus images are given in Fig. 1 . The optimal fused image would include fine detail from both input images, rendering an output with both objects in a clear focus. The information of reference image can be utilized in this experiment. The performance of the image fusion methods are evaluated in table 1 by using five criteria including root mean square error (RMSE), peek-topeek signal-to-noise ratio (PSNR), entropy (H), cross entropy (CERF) and mutual information (MI) [24] . The other experiment is performed for medical images. Different medical imaging techniques are used to analyze or diagnose by doctor. MRI (Fig. 2(a) ) scans provide detailed information on tissue types while CT (Fig. 2(b) ) scans present more information on bone structures. The complementay feature can be acquired by fusing MRI image and CT image. it is crucial to transfer important object information to the fused image from the input images. Fig. 2(c)(d) and (e) show the fused results. As we are not able to obtain the reference image, mean gradient (G), spatial frequency (SF), H, structural similarity (SSIM) and MI [25, 26] are employed as metric indices. Fig.1 and Fig.2 present the fused results of out of focus images and medical images. Table 1 and table 2 show the performance. The lower the RMSE and CERF are, the better is the image quality of the fused image, while the PSNR,
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Image Fusion of the Feature Level Based on Quantum-Behaved Particle Swarm Optimization Algorithm Fig. 1 (e) and G, SF, SSIM and MI have highest values for Fig. 3 (d) . The H has similar values for fused image with QPSO-FCM and FCM in Fig. 1 . Take into account all the ranks of index evaluation, the fusion method with QPSO-FCM takes the lead in the integrated rankong as shown in the table 1 and 2. The mainly reasons are WFM segment by window, which destroy the struction of image compare to regional segmentation and QPSO-FCM has better the performance of clusting, which enhances the quality of fused image. We can analyze the clusting quality by the convergent value of object function (quantum error), intra-cluster distance and intercluster distance. The X-axis of Fig. 3 is the number of iteration and the Y-axis of Fig. 3 is the convergent value of object function (quantum error). The Fig. 3 shows the comparison of convergence with Fig. 1 and Fig. 2 . From the figures we can find FCM has better convergent speed than QPSO-FCM, however, FCM is easily stick to local optimum and the quantum error of QPSO-FCM is better than that of FCM. Table 3 shows the comparison of intra-cluster distance and interclusters distance got by QPSO-FCM and FCM respectively. According to the criteria of the minimum intra-cluster distance and the maximums inter-clusters distance, we find that QPSO-FCM outperform FCM in terms of intra-cluster distance and inter-cluster distance in two groups experiments. From the above analysis, we can find QPSO-FCM is more efficient than FCM. 
CONCLUSIONS
In this paper, we propose a model for regional image fusion based on QPSO-FCM. Image fusion based on regions is feature level method. It considers regional information and the relationship of pixels more than the process of a singal pixel, which is more suitable for the purpose of human visual perception and computer processing and can effectively ehance the robusness of fusion algorithm. Because image segmentation is an important method of getting image regions, image segmentation is an essential step of image fusion and has a direct effect on the performance of image fusion. This paper focuses on discussing the effect of image fusion for different clustering methods. Experimental results show that the proposed algorithm enhances the quality of fused image and is more consistent with human visual perception. 
