ABSTRACT. Necklace polynomials M d (x) play an important role in number theory, combinatorics, dynamics, and representation theory. In this paper we introduce and analyze the cyclotomic factor phenomenon: the observation that for all d ≥ 1 the dth necklace polynomial M d (x) is highly reducible over Q with the majority of their irreducible factors being cyclotomic polynomials. We show that this phenomenon extends in two independent directions: to the G-necklace polynomials associated to a finite group G and to the higher necklace polynomials M d,n (x) counting multivariate irreducible polynomials over a finite field. This latter generalization leads to a surprising formula for the Euler characteristic of the moduli space of multivariate irreducible polynomials over R and C.
INTRODUCTION
The dth necklace polynomial M d (x) for d ≥ 1 an integer is defined by
where µ is the number theoretic Möbius function. Necklace polynomials arise naturally in number theory, combinatorics, dynamics, geometry, representation theory, and algebra (see the beginning of Section 2.) For example, if q is a prime power and F q is a finite field with q elements, then M d (q) is the number of F q -irreducible monic polynomials of degree d in F q [x] ; if k ≥ 1 is a natural number, then M d (k) is the number of aperiodic necklaces of length d one can make with beads in k colors. We begin with the observation that necklace polynomials are highly reducible over Q. This preponderance of cyclotomic factors of M d (x) is not isolated to specific choices of d; it occurs to some extent for all d.
Date: November 20th, 2018. Example 1.2. There are irreducible, non-cyclotomic polynomials f (x), g(x), h(x) ∈ Z[x] with degrees 3, 210, 708 respectively such that
We aim to explain why necklace polynomials have cyclotomic factors and to determine the m, d ≥ 1 such that Φ m (x) divides M d (x). Toward that end our first result is Theorem 1.3. Recall the factorizations A combinatorial encoding of minimal x m ± 1 factors of necklace polynomials in terms of primitive necklace systems (Theorem 2.18) is given in Section 2. As a consequence we parametrize several families of minimal x m ± 1 factors of necklace polynomials. Theorem 1.5. Let m ≥ 1 be an integer.
(1) There are no pairs of distinct primes p and q such that d = pq and x m − 1 minimally divides 
where f (x) is an irreducible, non-cyclotomic polynomial of degree 5964.
It would be interesting to know the extent to which minimal x m ± 1 divisors of necklace polynomials can be classified into infinite families cut out by congruences.
1.2. Differences of necklace polynomials. After clearing denominators, the differences between necklace polynomials often have cyclotomic factors. Example 1.7. There is an irreducible, non-cyclotomic polynomial f (x) ∈ Z[x] of degree 83 such that
This implies, for example, that 91M 91 (ζ 5 ) = 6M 6 (ζ 5 ) for any 5th root of unity ζ 5 .
In line with Conjecture 1.4 we expect these cyclotomic factors to be accounted for by factors of dM d (x) − eM e (x) of the form x m ± 1. Theorem 1.8 identifies the source of this phenomenon. Say integers d and e are primewise congruent modulo m if 
Most cyclotomic factors of necklace polynomials can be traced back to this factorization of the operator ϕ[d]. Theorem 1.11 demonstrates a sense in which the cyclotomic factor phenomenon can be associated more generally to the operator ϕ[d] ∈ Ψ.
(2) If x m + 1 divides M d (x) and f (x) is an odd polynomial, then
Example 1.12. In Example 1.2 we saw that x 22 − 1 divides M 243 (x). It follows that for any polynomial f (x) we have 
These functional equations for M d (x) were first studied by Metropolis and Rota [27] . Cyclotomic polynomials satisfy a multiplicative version of the same identities. Again let p be a prime integer.
(1) If p does not divide d, then
These identities are equivalent to
Thus Theorem 1.11 suggests that cyclotomic factors of
This does not follow formally from Theorem 1.11 since log(x − 1) is not a polynomial, however we do recover the following result along these lines. 
, then
Example 1.14. In Example 1.6 we showed that x 15 − 1 divides M 6061 (x). Thus Theorem 1.13 implies that
is any non-trivial 15th root of unity and ζ 6061 is a primitive 6061th root of unity, then the following product identity holds in Q,
Since (15, 6061) = 1 the difference ζ j 15 − ζ k 6061 is an algebraic unit for each k coprime to 6061. Hence (1.2) is a non-trivial relation satisfied by these units. 
In particular we have the following evaluations of M d (±1),
Since M 1 (x) = x, the trace computation in Theorem 1.15 specializes when d = 1 to the well-known formula for the trace of a primitive mth root of unity ζ m ,
We view Theorem 1.15 as a generalization of this classic identity. The evaluations of M d (±1) given in Theorem 1.15 (3) are given geometric interpretations in Section 6.
We show that aspects of the cyclotomic factor phenomenon extend to two independent generalizations of the necklace polynomials M d (x): the G-necklace polynomials M G (x) associated to a finite group G, and the higher necklace polynomials M d,n (x) enumerating irreducible polynomials in a multivariate polynomial ring over F q .
1.6. G-necklace polynomials. Let G be a finite group and let X be a finite set. An X-coloring of G or a G-necklace with X colors is simply a function from G to X. The group G acts on X G , the set of all X-colorings of G. A primitive G-necklace is an element of X G with trivial stabilizer. If the set X has x elements, then the total number of orbits of primitive G-necklaces with X colors is given by a polynomial M G (x) in x called the G-necklace polynomial. An explicit formula for M G (x) is given by
where µ(H) is the value of the Möbius function of the subgroup lattice of G on the interval of subgroups between 1 and H (see Section 3.) When G = C d is the cyclic group of order d, a C d -necklace reduces to the usual notion of a necklace of length d and
For certain classes of groups G we observe that M G (x) exhibits a cyclotomic factor phenomenon similar to the cyclic case. 
is an irreducible, non-cyclotomic polynomial of degree 15.
Dress and Siebeneicher [6] introduced the G-necklace polynomials while constructing an isomorphism between the G-necklace algebra and the G-Burnside-Witt ring. Oh [29] studied the G-necklace polynomials in depth, generalizing the functional identities for the classic necklace polynomials M d (x) to G-necklace polynomials.
Oh's results provide new insights into these functional equations, highlighting their relation to the structure of the group G. When G is solvable we show that Oh's functional equations for M G (x) translate into a product formula for [M G ] in the Frobenius algebra. This factorization of [M G ] gives rise to cyclotomic factors of M G (x). Theorem 1.17. Suppose G is a finite group with subgroup K and a chain of normal subgroups
If G is solvable and K = 1, then c 0 = 1 and this implies that M G (x) has cyclotomic factors. 
On the other hand, 
The first (implicit) reference to M d,n (x) we are aware of is due to Carlitz [4, 5] who studied the asymptotic behavior of M d,n (x) as n → ∞. In [20] we analyzed the x-adic asymptotic behavior of M d,n (x), showing that M d,n (x) converges coefficientwise as n → ∞ to a simple rational function related to the classic necklace polynomial M d (x) in a surprising way.
When n = 1 the higher necklace polynomials reduce to the classic case For each fixed n > 1, instead of seeing many different cyclotomic factors of M d,n (x) as we vary d, we see the same factors for all but finitely many d. When n = 1 the only cyclotomic factors that divide M d (x) for all but finitely many d are Φ 1 (x) = x − 1 and Φ 2 (x) = x + 1. Theorem 1.19 below demonstrates this phenomenon.
Let b, n ≥ 1 be integers. A balanced base b expansion of n is an expression
where 
In that case, the balanced base b expansion of n is gotten by expanding each (b − 1)b k = b k+1 − b k and collecting coefficients. Let ζ p be a primitive pth root of unity. Then
If n has a balanced base p expansion, then Therefore, if ζ 5 is a primitive 5th root of unity, then
The lack of functional equations or explicit formulas for M d,n (x) requires us to use another method to analyze cyclotomic factors of M d,n (x). The following "combinatorial Euler product formula" gives an indirect way to study the higher necklace polynomials.
be the polynomial such that P d,n (q) is the number of total degree d monic polynomials in F q [x 1 , x 2 , . . . , x n ]. Then for each n ≥ 1 the following identity holds in the ring of formal power series with coefficients in
, where exponentiation by M j,n (x) on the right hand side is defined by the binomial theorem,
When n = 1 we have P d,1 (x) = x d and Theorem 1.21 specializes to the well-known cyclotomic identity [27, Sec. 5],
We view Theorem 1.21 as a generalized cyclotomic identity. 
where n = k≥0 b k 2 k is the balanced base 2 expansion of n.
Example 1.23. Suppose n = 13. The balanced binary expansion of 13 is
Hence Theorem 1.22 implies
0 otherwise. Theorem 1.22 suggests that the singular cohomology of Irr d,n (R) depends in a subtle way on the additive structure of the parameter n. It would be interesting to determine the cohomology of this space. Note that the n-dimensional affine general linear group acts on Irr d,n (R) by linear changes of coordinates and that the quotient by this action can be identified with the moduli space of irreducible degree d real hypersurfaces.
When n = 1 we can use our understanding of the irreducible polynomials in C (6) Metropolis and Rota [27] derived functional equations satisfied by M d (x) and used them to construct the necklace ring Nr(R) from any commutative ring R. They proved [27, Prop. 1, Pg. 114] that Nr(R) is isomorphic to W (R) the ring of big Witt vectors of R whenever R is a binomial ring (see Section 4.) Despite the prevalence of necklace polynomials, the observation of their reducibility and cyclotomic factors seems to have been overlooked. In this section we initiate the study of the cyclotomic factor phenomenon. There are several equivalent ways to approach this problem, all fundamentally reducing to the functional equations discovered by Metropolis and Rota [27] . We reinterpret these relations using the Frobenius algebra defined below.
The Frobenius Algebra. For each integer
. We call [n] the nth Frobenius operator.
The Frobenius algebra Ψ is the Z-algebra generated by
.
The Frobenius algebra is canonically isomorphic to the monoid algebra Z[N × ], where N × is the multiplicative monoid of natural numbers. Note that
Our terminology is inspired by the Frobenius operators in the theory of Witt vectors. Metropolis and Rota [27] construct the necklace ring Nr(Z) as a combinatorial model of the integral Witt vectors W (Z). In this model they show that the nth Frobenius operator [n] (which they denote F n ) acts on the dth 
We caution that Ψ[m] is not the quotient of Ψ by the principal ideal generated by [m]; instead it is the quotient by "congruence modulo m inside brackets." To see the difference consider integers a, b such
Suppose that m, n ≥ 0 are integers and n is odd. The roots of x m + 1 are the mth roots of −1 and in characteristic 0 the polynomial x m + 1 is squarefree. If ζ is a root of x m + 1 and n is odd, then ζ n is still an mth root of −1, hence ζ mn + 1 = 0. Thus x m + 1 divides x mn + 1 whenever n is odd. Let Ψ odd be the subalgebra of Ψ generated by (
The same calculation as above shows that x m + 1 divides αf (x). Example 2.2. We consider a concrete example to illustrate Lemma 2.1 and clarify the notation. Suppose
Since 10 ≡ 7 mod 3 it follows that
thus Lemma 2.1 (1) implies that x 3 − 1 divides αf (x). On the other hand, x 10 ≡ x 7 ≡ x mod x 3 − 1 so we see directly that
which is consistent with Lemma 2.1 (2).
Recall that the dth necklace polynomial
plays no role in the factorization of this polynomial and adds unnecessary clutter, so we work with S d (x) for simplicity. In the literature
gives us the explicit formula
Recall the classic identity [28, Pg. 195 , (4.1)] While discussing the connection between the identity (2.2) and necklace polynomials we record one related observation.
Proposition 2.4 justifies the notation
Proof. Taking the derivative of (2.1) we have
Evaluating at x = 1 gives
Theorem 2.6 shows that the cyclotomic factor phenomenon for M d (x) is associated more generally to the operator ϕ[d].
Cyclotomic Factors.
Recall that the mth cyclotomic polynomial Φ m (x) ∈ Z[x] is the monic polynomial defined by
Equivalently Φ m (x) is determined by the identity
The goal of this section is to characterize the pairs of integers
Our criteria do not directly address cyclotomic factors of M d (x) but instead give conditions for when
We conjecture that all cyclotomic factors of M d (x) may be accounted for in this way (see Conjecture 2.23.) Theorem 2.7 shows that for a fixed m, the set of all d such that
Theorem 2.7 allows us to reduce to the case when x m ±1 divides M d (x) and d is minimal with respect to divisibility. Our next result further reduces to the case when d is squarefree.
We claim that all cyclotomic factors of f (x m ) are induced from f (x). If Φ m (x) divides f (x e ) and ζ m is a primitive mth root of unity, then f (ζ e m ) = 0. Hence ζ e m is a root of f (x). Suppose that ζ e m is a primitive nth root of unity, then
If c is the squarefree part of d, which is to say that c is the product of the distinct prime factors of d, then Proposition 2.4 implies that
. Together Theorems 2.7 and 2.9 further reduce us to considering squarefree d such that x m ± 1 minimally divides M d (x). Our final reduction restricts which primes we need to consider. 
(1) If d and e are primewise congruent modulo m, then
(2) If d and e are primewise congruent modulo 2m, then
Proof. If d and e are primewise congruent modulo m,
hence the same is true in the quotient Ψ[m] ± . Thus both claims follow from Lemma 2.1,
, and the fact that x is an odd polynomial.
Example 2.12. If d and e are primewise congruent modulo m, then d ≡ e mod m, but primewise congruence is strictly stronger. Theorem 2.11 requires primewise congruence. For example, if m = 6 then 7 ≡ 25 mod 6 but S 7 (x) ≡ x 7 − x ≡ 0 mod x 6 − 1 while
Remark. Suppose p is a prime and d k is a sequence of natural numbers such that d k is primewise congruent to d k+1 modulo p k for all k ≥ 1. Then Theorem 2.11 implies that the sequence [16] .) This limit can be interpreted as an "analytic function on pth power roots of unity." We save the study of these limits for future work.
The next result gives a simple necessary condition for
Example 2.14. Let d = 15 and m = 8. Then ϕ(15) = 8, but
Hence m dividing ϕ(d) is not a sufficient condition.
2.3. Necklace systems. We have reduced to studying when x m ± 1 minimally divides M d (x) for d squarefree with prime factors only depending on their congruence classes modulo m or 2m respectively. The first case to consider is when d = p is prime. 
In fact we have
is an irreducible, non-cyclotomic polynomial of degree 26.
The squarefree d which are a product of more than one prime such that x m ± 1 minimally divides M d (x) are more difficult to describe. We can assume that d is squarefree and that no prime divisor of d is congruent to 1 mod m. Theorem 2.11 implies that divisibility by x m − 1 or x m + 1 only depends on the residue classes of the primes dividing d modulo m or 2m respectively. We encode these reductions into a combinatorial structure we call a necklace system which we show is equivalent to (2) Under the map T → T from subsets T ⊆ S to their product residue class in Z/(m), each class in a ∈ Z/(m) is the product a = T for an equal number of T with |T | + sgn( T ) even and odd. We call a (signed) necklace system S primitive if no proper subset of S is a (signed) necklace system. Theorem 2.18. Let m ≥ 1.
(1) There is a natural equivalence between primitive necklace systems modulo m and primewise congruence classes of minimal d such that
Each divisor e of d corresponds to a subset T of S, hence
The vanishing of this sum is equivalent to the coefficient of (1) There are no primitive necklace systems S with |S| = 2.
(2) If S = {a, b} is a primitive signed necklace system modulo m, then
For example, a = m − 1 and b = 2m − 1 is a primitive signed necklace system modulo m.
then S is a primitive necklace system modulo m.
Proof. (1) If S = {a, b} is a necklace system modulo m, then there has to be a subset T of S with odd cardinality such that T ≡ 1 mod m in order to cancel ∅ ≡ 1 mod m. That implies either a or b is congruent to 1 mod m. Proposition 2.15 then implies that S is not primitive.
(2) If S = {a, b} is a primitive signed necklace system modulo m, then Proposition 2.15 implies that a, b ≡ 1 mod 2m. Thus T = S must be the subset that cancels ∅ ≡ 1 mod m. Since |T | = 2 is even, we must have sgn(ab)
imply that S satisfies the second condition for a necklace system. Since all elements of S are units modulo m it follows by Dirichlet's theorem on primes in arithmetic progressions [23, Pg. 167 ] that these classes contain infinitely many primes. Hence S is a necklace system modulo m. If S were not primitive, then (1) implies that one of a, b, c is 1 mod m. Therefore S is primitive.
Example 2.20. If m = 3, then for any prime p ≡ 5 mod 6 the set S = {2, p} is a primitive signed necklace system modulo 3. This is an example of Theorem 2.19 (2) . Hence if p = 5, then Theorem 2.18 (2) implies that x 3 + 1 = Φ 6 (x) · Φ 2 (x) divides S 10 (x). In fact
Note that Φ 6 (x) divides S 10 (x) but x 6 − 1 does not. This shows that not all cyclotomic factors of necklace polynomials are accounted for by factors of the form x m − 1. Furthermore, if f (x) is any odd polynomial, then Theorem 2.6 implies that
Example 2.21. Let m = 15. Then S = {4, 11, 14} gives an example of the primitive necklace system modulo 15 described in Theorem 2.19 (3) . Hence 
Proof. Proposition 2.4 gives the factorization
ϕ[d] = p|d [p ep−1 ]([p] − [1]).
Our assumption on the divisors of d implies that ϕ[d] has a factor of ([a]
. Reducing coefficients modulo ℓ we see that 
Our proof of Theorem 2.26 shows that, more generally, if
The two functional equations given in Theorem 2.26 are closely related to functional equations satisfied by cyclotomic polynomials. In particular, let d ≥ 1 and let p be a prime, then
Taking logarithms we get a sequence L d (x) = log Φ d (x) of power series satisfying the same functional equations as S d (x). It follows that
To see the connection between log Φ d (x) and S d (x) more directly recall that
On the other hand
and taking logarithms we find that
Theorem 2.6 shows that cyclotomic factors of M d (x) imply cyclotomic factors of ϕ[d]f (x). This result does not directly apply to
is not a polynomial; convergence issues arise when trying to define the quotient of the power series ring by x m − 1. Nevertheless, we recover the following result. 
Consider the product formula for Φ d (x) with d > 1,
, where the last equality follows from e|d µ(e) = 0 whenever d > 1. Reducing modulo
where for each 1 ≤ a < m,
The definition of a necklace system implies that n a = 0. Therefore
Example 2.28. In Example 2.21 we showed that x 15 − 1 divides M 6061 (x). Theorem 2.27 implies that 
Theorem 2.27 may be interpreted as giving explicit relations between algebraic units in cyclotomic extensions. If 
where µ is the standard Möbius function.
Our proof of Theorem 2.30 uses some results stated in Section 4.
Proof. The cyclotomic identity (see Theorem 4.3) is the following product formula for formal power series with coefficients in Q[x],
. Substituting x = ζ k m for each k gives
Switching the order of the product gives 
Proof. If m/d is squarefree, then
We 
G-NECKLACE POLYNOMIALS
For any finite group G there is a polynomial M G (x) called the G-necklace polynomial such that if
is the classic necklace polynomial. In this section we show that the cyclotomic factor phenomenon studied in Section 2 for M d (x) extends to M G (x) for all solvable groups G. Our main result is Theorem 3.2 stated below.
3.1. Constructing M G (x). Let X be a finite set and let X G be the set of functions from G to X, or equivalently X-colorings of G. The group G acts on f ∈ X G by (g · f )(a) := f (g −1 a). For each subgroup K ⊆ G we define S G,K (X) ⊆ X G to be the set of colorings with stabilizer K. If K is a subgroup of G, then the subset of all X-colorings of G with stabilizer containing K correspond naturally to X-colorings of the right cosets K\G. Thus we have the decomposition G-sets,
If X has x elements, then Möbius inversion with respect to the subgroup lattice of G [37, Prop. 3.7.1] implies that |S G,K (X)| is a polynomial in x which we denote S G,K (x),
where µ is the Möbius function of the subgroup lattice of G. When K = 1 is the trivial subgroup we write S G (X) := S G,1 (X) and
where µ(H) := µ(1, H). Let M G (X) denote the set of G-orbits of elements in S G (X). The elements of M G (X) are called primitive G-necklaces. Then by the orbit-stabilizer theorem,
Hence the G-necklace polynomials generalize the classic necklace polynomials and
Dress and Siebeneicher [6] introduced the G-necklace polynomials in the course of constructing an isomorphism between the G-necklace algebra and the G-Burnside-Witt ring. In their work G is allowed to be any profinite group, but for simplicity we only consider finite groups. Oh [29] studied the G-necklace polynomials in depth, generalizing the functional identities (Theorem 2.26) established by Metropolis and Rota [27] for the classic necklace polynomials M d (x) to the G-necklace polynomials M G (x).
Example 3.1. Let G = S 3 be the 3rd symmetric group. If we divide an equilateral triangle into six regions by connecting each edge to the opposite vertex, then S 3 acts acts freely and transitively by reflections on the regions. Hence an X-coloring of the regions gives an element of X S 3 . The figure below illustrates 2-colorings of S 3 with stabilizers H = 1, (12) , (123) respectively.
Recall that the Möbius function of a poset P is defined so that for each interval [a, c] in P we have a≤b≤c µ(a, b) = 0 unless a = c in which case µ(a, a) = 1. These conditions uniquely determine µ if P has finite intervals. Using (3.2) we compute
Therefore there are 7 = M S 3 (2) primitive 2-colorings of S 3 . Representatives of these colorings are depicted below.
Cyclotomic factors of M G (x).
Recall the Frobenius algebra Ψ defined in Section 2.1 as the Zalgebra generated by Theorem 3.2. Suppose G is a finite group with subgroup K and a chain of subgroups
If G is solvable and K = 1, then c 0 = 1 and this implies that S G (x) has cyclotomic factors.
We first prove Lemma 3.3. This result, due to Oh [29, Thm. 3.6] , generalizes an identity for M d (x) first proved by Metropolis and Rota [27, Thm. 3] .
Proof. The result follows by counting the elements of the restriction Res G K (X G ) with trivial stabilizer in two ways.
First note that as a left K-set G decomposes into [G : K] copies of K corresponding to the right cosets K\G. Hence we have the K-set isomorphisms,
Therefore the number of elements of Res
On the other hand, if f is an element of X G with stabilizer H, then the stabilizer of f in Res
Proof of Theorem 3.2.
(1) Applying Lemma 3.3 to G = N i+1 with subgroup K = N i we have
Since N i ⊳ N i+1 is a normal subgroup with cyclic quotient of prime order, any nontrivial subgroup H ⊆ N i+1 such that N i ∩ H = 1 must be cyclic of order p i . By (3.1) we have
The second isomorphism theorem for groups [23, Pg. 17] implies that the interval of subgroups between H and N i+1 is isomorphic as a lattice to the subgroups of N i and that
If c i is the number of nontrivial subgroups H ⊆ N i+1 such that
where
∈ Ψ is an element of the Frobenius algebra. The product formula then follows by induction on i. 
Lemma 2.1 (1) implies that
. This does not hold for factors of S d (x) of the form x m + 1 since 2 is even. For instance, in Example 2.20 we saw that
where f (x) is an irreducible, non-cyclotomic polynomial of degree 15, hence S D 20 (x) is not divisible by x 3 + 1.
Example 3.6. If G = Q 8 is the quaternion group, then Q 8 has a cyclic normal subgroup N of order 4 such that there are no nontrivial subgroups of Q 8 which intersect N trivially. Thus Theorem 3.2 (1) and Proposition 2.4 imply that
Example 3.7. If G is a finite abelian group, then G is a direct product of cyclic groups [22, Thm. 8.2],
Combining Theorem 3.2 (1) and Proposition 2.4 we find that
by Lemma 2.1.
3.3.
Möbius function of a solvable extension. Combining the explicit formula for S G (x) in (3.2) with the functional equations in Theorem 3.2 (1) we derive a relation between the value of the Möbius function of a group K and of a solvable extension G of K. An essentially equivalent version of this formula appears in Hawkes, Isaacs, Özaydin [19, Cor. 3.4] . They attribute this formula to Gaschütz [13] , however we were unable to find an explicit reference to it in his paper.
Theorem 3.8. If G is a group with normal subgroup K such that G/K is solvable with composition series
Proof. Recall the formula (3.2) for S G (x),
The coefficient of the linear term of S G (x) is µ(G). On the other hand Theorem 3.2 (1) gives the relation
Comparing linear terms on each side of this equation we get
When G is solvable and K = 1 Theorem 3.8 simplifies to
which appears in [19, Cor. 3.4] . Numerical experiments suggest that abelian composition factors of a group G account for all the cyclotomic factors of M G (x). It could be interesting to know what can be said about the factorizations of M G (x) more generally. One could extend the notion of a necklace system from Definition 2.17 to combinatorially encode cyclotomic factors of M G (x) for solvable G, but we choose not to pursue that here.
COMBINATORIAL EULER PRODUCTS
Our main tool for the results in Sections 5 and 6 is a product formula for unital formal power series which we call the combinatorial Euler product. In this section we review the existence and uniqueness of combinatorial Euler products (Lemma 4.2); discuss their relation to number theory, combinatorics, and Witt vectors; and apply them to the evaluation of necklace polynomials (Corollary 4.4.) 4.1. Existence and uniqueness. Definition 4.1. A commutative ring R is called a binomial ring if (1) R is torsion free as an abelian group (ma = 0 with m ∈ Z and a ∈ A implies m = 0 or a = 0,) and (2) For each a ∈ R and n ≥ 0,
Binomial rings were defined by Philip Hall [17] in his study of nilpotent groups. See Elliott [7] for an overview and further references on binomial rings. Examples of binomial rings include any localization of Z, any Q-algebra, and the ring of integer valued polynomials in Q [x] .
Recall that x n counts the number of subsets of size n chosen from a set of size x with repetition. The second condition of a binomial ring is equivalent to a n ∈ R for each a ∈ R and n ≥ 0 by the combinatorial reciprocity identity (see Stanley [36] ,)
Let R be a binomial ring and let Λ(R) := 1 + tR [[t] ] be the set of unital formal power series with coefficients in R. We use x n to define an exponential action of R on certain elements of Λ(R). In particular, 1 1 − t a := n≥0 a n t n .
By (4.1) this identity is equivalent to the binomial theorem. Lemma 4.2 is well-known in the context of formal power series, symmetric functions, and the theory of Witt vectors but is typically not stated in the generality which we technically require. 1 We prove it here for completeness. Lemma 4.2. For any binomial ring R and any sequence a d ∈ R for d ≥ 0 such that a 0 = 1 there exists a unique sequence b j ∈ R for j ≥ 1 such that the following identity holds in Λ(R).
where for a partition λ = (1 m 1 2 m 2 · · · )
Proof. The right hand side of (4.2) expands as
We show by induction on d that there exists a uniquely determined sequence b j such that for all d ≥ 1,
For d = 1 there is only partition λ and thus a 1 = b 1 . Now suppose that d > 1 and that we have shown b j is uniquely determined for j < d. Then
, then all parts of λ have size j < d hence b d is uniquely determined by our induction hypothesis.
We call (4.2) the combinatorial Euler product factorization of the series f (t) = d≥0 a d t d . This terminology was chosen to highlight a useful analogy which we discuss below.
Combinatorial Euler products in number theory.
Classically an Euler product refers to a factorization of a Dirichlet series associated to prime ideals in a ring of integers. The essential example is the Euler product for the Riemann zeta function,
If V is a variety defined over a finite field F q , then the Hasse-Weil zeta function ζ V (t) ∈ Λ(Z) associated to V is defined by
where Sym d (V ) is the dth symmetric power of V . The Euler product for ζ V (t) takes the form
, where M j (V ) is the number of transitive Frobenius orbits on V (F q ) with size j. This Euler product is an example of a combinatorial Euler product and is our motivation for the name.
Combinatorial Euler products in combinatorics.
The combinatorial aspect of the combinatorial Euler product relates in part to an analogy between integers and partitions discussed in the paper [14] by Granville and further elaborated in the book [1] by Arratia, Barbour, and Tavaré: Just as every integer has a unique prime factorization, every partition has a unique "factorization" as λ = (1 m 1 2 m 2 · · · ). The "primes" in this setting are the natural numbers j ≥ 1. The analog of the Riemann zeta function is the partition generating function; its combinatorial Euler product decomposition is the well-known identity 
Necklace rings and Witt vectors.
For any commutative ring R Grothendieck [15] defined a ring structure on the unital formal power series Λ(R). The addition in Λ(R) is multiplication f (t) ⊕ g(t) := f (t)g(t) and the product is uniquely determined by
where a, b ∈ R. The ring Λ(R) is isomorphic to the ring of big Witt vectors W (R). See the unpublished notes of Lenstra [24] for a nice proof that Λ(R) forms a ring with these operations and that Λ(R) is canonically isomorphic to W (R) as it is classically defined. Metropolis and Rota [27, Sec. 6, Prop. 1] use the combinatorial Euler product formula to give an isomorphism between Λ(Z) with Grothendieck's ring structure and the necklace ring Nr(Z). Dress and Siebeneicher [6] give a combinatorial construction of the necklace ring Nr(Z) as the Burnside ring of almost finite C-sets Ω(C), where C is the infinite cyclic group. A set X with an action of C is called an almost finite C-set if for each subgroup C j of C, the set M j (X) of orbits with stabilizer C j is finite. Then the Burnside ring of almost finite C-sets is the complete topological ring generated by classes [X] for each isomorphism class of almost finite C-set X with relations
when X and Y are almost finite C-sets. If [j] ∈ Ω(Z) represents the class of the transitive C-set with j elements, then each [X] ∈ Ω(Z) has a unique expression as
The isomorphism between Ω(C) and Λ(Z) is given by
bringing us again to a combinatorial Euler product.
There is a close connection between this interpretation and the Euler product formula for the HasseWeil zeta function: if V is a variety over F q , then V (F q ) is an almost finite C-set, where the cyclic action is given by the Frobenius automorphism of V . Hence [V (F q )] ∈ Ω(Z) and the map (4.4) sends [V (F q )] to ζ V (t). 
Proof.
(1) Evaluating the cyclotomic identity at x = 1 we have
On the other hand, by Lemma 4.2 we can compare exponents on both sides of this equation to see that
(2) Evaluating the cyclotomic identity at x = −1 we have
The left hand side can also be written
Comparing exponents with Lemma 4.2 we conclude
In Section 5 we generalize the cyclotomic identity to a one parameter family of identities associated to the higher necklace polynomials M d,n (x). Our proof of Corollary 4.4 generalizes to the evaluation of higher necklace polynomials at certain roots of unity, including ±1 (see Theorem 5.6.)
HIGHER NECKLACE POLYNOMIALS
Let K be a field and consider the polynomial ring K[x 1 , x 2 , . . . , x n ] in n variables.
In this section we study Poly d,n (K) and Irr d,n (K) when K = F q is a finite field. Section 6 considers these spaces when K = R or C. To keep track of the subscripts d and n note that d stands for the degree of the polynomials and n stands for the number of variables.
If K = F q is a finite field, then Irr d,n (F q ) is a finite set. In [20, Lem. 2.1] we showed that the cardinality of Irr d,n (F q ) is a polynomial in q with rational coefficients. Note that n = 1 corresponds to the space of univariate polynomials and in that case
Definition 5.2. Suppose that d, n ≥ 1.
(1) Let P d,n (x) be the polynomial with rational coefficients such that for any prime power q
(2) The higher necklace polynomial M d,n (x) is the polynomial with rational coefficients such that for any prime power q,
The polynomial P d,n (x) is given explicitly by
(see [20, Lem. 2.1] .) When the number of variables is n = 1 the higher necklace polynomials specialize to the classic necklace polynomials
When n > 1 there is no known explicit formula for M d,n (x) analogous to (5.2). This makes it challenging to study the higher necklace polynomials directly. Instead we approach M d,n (x) indirectly using the following family of combinatorial Euler products.
Proof. This identity is equivalent to F q [x 1 , x 2 , . . . , x n ] having unique factorization. More explicitly, for
The degrees of the F q -irreducible factors of a polynomial f ∈ Poly d,n (F q ) form a partition λ ⊢ d which we call the factorization type of f . Thus P λ,n (q) is the number of elements of Poly d,n (F q ) with factorization type λ. Since every element of Poly d,n (F q ) factors uniquely into F q -irreducibles, we have for each prime power q
Finally, since this holds for all prime powers q the identity must hold as polynomials in x. The cyclotomic factor phenomenon studied for M d (x) in Section 2 extends, in part, to the entire family M d,n (x) of higher necklace polynomials. When n > 1 the polynomials M d,n (x) do not appear to satisfy functional equations similar to those satisfied by M d (x) and M G (x). This is reflected in the fact that for each fixed n > 1 we see fewer distinct cyclotomic factors as d varies. Our main result for this section is Theorem 5.6. 
In that case, the balanced base b expansion of n is gotten by expanding each (b − 1)b k = b k+1 − b k and collecting coefficients. Not every n ≥ 1 has a balanced base b expansion, but when they do exist they are unique.
Example 5.5. Every positive integer has a balanced base 2 expansion. For example the balanced base 2 expansion of n = 13 is 13 = 2 4 − 2 2 + 2 1 − 1.
Theorem 5.6. Let p be a prime and let n ≥ 1 be an integer such that
is the balanced base p expansion of n. If ζ p is a primitive pth root of unity, then
Thus it follows that Φ p (x) divides M d,n (x) for all but finitely many d ≥ 1 whenever n has a balanced base p expansion.
Before proving Theorem 5.6 we prove two lemmas. If m ≥ 0 is an integer, let
Lemma 5.7. If ζ is a non-trivial nth root of unity, then [m] ζ depends only on m modulo n.
Proof. If ζ is a nontrivial nth root of unity, then
Evaluating at x = ζ gives
Lemma 5.8 is known as Lucas' congruence, due to Èdouard Lucas [25] . See Fine [11] for a slick modern proof.
Lemma 5.8. If p is a prime and
are the base p expansions of the natural numbers m and n (without assuming the leading coefficients are non-zero), then
We now prove Theorem 5.6.
Proof of Theorem 5.6. The polynomial P d,n (x) may be expressed as
Suppose that n has a balanced base p expansion and let ζ be a non-trivial pth root of unity. Then by Theorem 5.3,
(5.6)
We evaluate M d,n (ζ) by expressing the left hand side of (5.6) as a combinatorial Euler product in another way and then using the uniqueness of Lemma 4.2. Towards that end, let Q(t) ∈ Λ(Q(ζ)) be defined by
Then by (5.5)
Next we determine the coefficients of Q(t). Say positive integers d and n are p-complementary if there is no p k with a non-zero coefficient in the base p expansions of both d and n. If d and n are not pcomplementary, suppose p k is the smallest power of p common to the base p expansions of d and n. Then the coefficient of p k in d + n is 0 since (1) the coefficient of p k in n is p − 1 by our assumption that n has a balanced base p expansion, Suppose d and n are p-complementary. Then for each k, the coefficient of p k in the base p expansion of n is either 0 or p − 1 by the assumption that n has a balanced base p expansion. In the first case the factor corresponding to p k in Lucas' congruence is
In the latter case, note that if 0 ≤ a < p, then
Then Lucas' congruence and (5.7) imply that when d and n are p-complementary,
Hence by Lemma 5.7,
Combining these computations we have
The existence and uniqueness of base p expansions of natural numbers is equivalent to the following product formula,
where the factor of to n For a fixed n there are finitely many primes p for which n has a balanced base p expansion. Theorem 5.6 tells us that for each such prime p there are only finitely many d such that M d,n (ζ p ) = 0 for ζ p a primitive pth root of unity. The only prime p for which n = 1 has a balanced base p expansion is p = 2 and this reflects the fact that 
Thus M 1,n (1) = n and M d,n (1) = 0 for d > 1. We record these computations in Proposition 5.9. Proof. When n = 1 the series Z n (x, t) specializes to
If n > 1 and Z n (x, t) were a rational function in t with coefficients in Q[x], then the coefficient of t d in Z n (x, t) would have leading term x cd for some constant c. However, (5.1) shows that P d,n (x) has leading term of the form x cd n which for n > 1 implies that Z n (x, t) is not rational. If x = ζ is an mth root of unity, then Remark. When one has a space V which can be defined over any field K such that the size of V (F q ) is given by a polynomial F (x) evaluated at x = q, one hopes that the compactly supported Euler characteristic of V (K) when K = R or C should be given by evaluating F (x) at x = ±1. If V is a variety defined over Z this heuristic can be made precise by working the 
where L := [A 1 ] is the class of the affine line.
We first prove several lemmas. Lemma 6.3 describes the geometry of the space Poly d,n (K). (2) This follows immediately from the fact that any finitely generated polynomial ring over a field has unique factorization.
Remark. Some caution is needed when interpreting the symmetric powers in Lemma 6.3 (2) . That is, Sym m (Irr d,n (K)) should not be interpreted as (Sym m Irr d,n )(K) in the sense of scheme theory. For example, the irreducible degree one polynomials over K correspond to points on the affine line Irr 1,1 (K) ∼ = A 1 (K). On one hand Sym 2 A 1 is a scheme defined over Z and as such is isomorphic to A 2 , hence (Sym 2 Irr 1,1 )(R) = A 2 (R) is the space of all degree 2 monic polynomials over R. However Sym 2 (Irr 1,1 (R)) is the collection all reducible quadratic polynomials of the form (x − a)(x − b) with a, b ∈ R. . Finally Lemma 6.5 recalls some important well-known properties of the compactly supported Euler characteristic (see [38] .) Note that property (2) fails for the non-compactly supported Euler characteristic. .
