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ON THE BOUNDS OF THE MODELLING ERRORS OF BLACK-BOX
An upper bound of modelling errors will be estimated. We shall refer to the asymptotic theory on the properties of black-box transfer function estimates, developed recently by Ljung and Yuan. Their theory shows that the transfer function estimates are consistent, the errors of the estimates are asymptotically jOint normal, with a very simple expression for their covariances. In this paper, their results will be extended to cases where spectral analysis is used. Based on this theory, a bound of (additive) modelling errors is defined as the sum of the absolute value of the bias part and the 3cr bound of the variance (random) part of the modelling errors. Algorithms are proposed for the computations; a numerical test is performed to validate.the theory. The bounds for other forms of the modelling errors will also be derived from the bound matrix we have obtained. Note that l> g, ,(iw) are precisely the elements of'" G(iw); but.
are not the elements of '" G( iw ) • m
In general, it is difficult to determine the modelling errors exactly.
Recent theoretical results have shown that an upper bound of the model-cf. Doyle and stein (1981) , OWens and Chotai (1984) and Vidyasagar (1985) . But how to obtain this bound is still an open problem.
This work attempts to tackle the problem: we estimate the upper bounds of the modelling errors when the black-box identification technique has been used to obtain the nominal model of a MIMO process which is assumed to be linear time-invariant.
The work will concentrate on deriving a bound for element additive modelling errors.
Briefly, the idea is the following:
The modelling error!J. g .. (jw) can be considered as a random varia 1J
able, due to the assumption that the disturbance of the real process (plant) is a stochastic process.
6 g" (jw) is the sum of the bias part and the random (variance)
Prove that the variance part is asymptotically normal, with a variance (J (Ul ) • Then w.p. 99.7% ( 1.6) Denote UB, , (Ul) as an upper bound of 6 g" (jw ) such that 1) a 1J ( 1 .7) and finally, let
..L a 1.) ( 1 .8) In section 2, the asymptotic theory of black-box identification is presented. Based on this theory, in section 3, a bound of 11 g . developed an asymptotic theory on the frequency properties of the prediction error models; cf. Ljung and Yuan (1985) , Ljung (1985) , and Yuan and Ljung (1984) . This theory not only gives us much insight into identification, but also has practical importance, due to the fact that the results have very simple expressions. We shall present this theory for the Markov parameter (impulse response) model set, and then extend the theory for spectral analysis.
Consider a process with m inputs and p outputs. A general linear timeinvariant discrete model for the relationship between inputs and outputs can be written
where y(t) is a p-dimensional column output vector at time t i u(t) is an m-dimensional column input vector at time t i {G(k)} is a sequence of p x m matrices; and {v(t)} is assumed to be a p-dimensional stationary stochastic process with zero mean values.
When the delay operator q-l is introduced as
the model (2.1) can also be written
The transfer function matrix for the model is then 2.4) .iw
Note that we use G{e ) instead of G(iw) to indicate discrete models.
The real process is assumed to be linear time-invariant, with m dl(e.iw) = I dl(k).e-i)q,j k=1 being the true transfer function matrix.
(2.5)
Suppose that the input-output data have been collected from the real process until time N:
Then the problem is twofold: firstly to estimate the transfer fUnction N matrix from data set Z ; secondly to assess the modelling errors defined in section 1.
Markov Parameter Model Set
Basically the estimation of a transfer function is a non-parametric problem. In practice, however, the estimation is carried out via a finitedimensional parameter vector, so the techniques are parametrical.
But the parameters are only the vehicles for arriving at a transfer function estimate. The validation is done in the frequency domain.
One of the parametrizations is the Markov parameter model (finite impulse response), given by
is a parametrization of model (2.1); and (an (mn) x p matrix) (2.8) where en is the parameter matrix and n is the order of the model. If n is big enough, this model set will give a good transfer function estimate, in the sense of a small bias, which is
If the objective is to estimate GN(e ), rather than to determine e , it is natural to let the order n depend on N, i.e. n=n(N}.
For black-box models, the "best" order will tend to infinity as N tends to infinity.
If we introduce and the second equality in (2.13) is the property of Kronecker products.
The parameters of e can be estimated by the well known prediction error method, which minimizes the sum of the squared prediction errors associated with a parametrization of the model (2.1). If the parametrization is given in (2.7) and (2.8), and no further assumption about (vet») is included in the model except that which is given in (2.1), then the prediction error method will take the form
The estimate;~ is the well-known linear least squares estimate 
(The real process is stable).
R (T),
v where E denotes the mean value expectation, and 11.11 denotes the matrix norm.
where {e(t)} is white noise with unitary covariance matrix, and uniformly bounded fourth moment, and
(U(t») is independent of (v(t») and II u(t)1I (C 1 1ft
C6:
C7:
C9:
2n ( I (n(~ )/kJ2 < 00 k=1 
The proof of the asymptotic covariance can be found in Yuan and Ljung (1984) ; the consistency and asymptotic normality will follow the 8180 case analogously as in Ljung and Yuan (1985) .
We now need the properties of each transfer function estimate; these follow directly from Theorem 2.1. Let This remarkably simple expression will have much practical importance.
In this paper, for instance, this result is used to obtain a bound of the modelling errors. as N -+-00 The same result has been proved by Ljung (1985) for the general prediction error models, e.g. ARMA models, ARMAX models. Zhu (1987b) has prov-ed the MIMO extension of the theory.
Spectral analysis
< As N ( 0 ,[ ~ T (w ) ]-1 ~ (w ) ) U vi (Asymptotic normal distribution
The algorithms
Based on the asymptotic theory, there are several possibilities for estimating a bound of the modelling errors. We will present two of them.
Algorithm 1:
According to Corollary 2.1, we propose 1) Perform Markov parameter estimation as in (2.17), with the order n sufficiently large. In practice, n will have to be determined according to the engineering knowledge about the process.
2)
Calculate ~~(e:iw) as in (2.18). Then, Corollary 2.1 tells us that 'n (gij -~ij) is asymptotically normal and
Hence, asymptotically, we have the 3cr bound for (gij -gPij):
l: 
5)
Define the modelling error as
where gij(e ) is the (i,j) element of GN(e"').
Then
We call the first term the bias part and the second term the random :iw (variance) part of the modelling error 11 g .. (e ). 
yi(t) byei(t).
We note that (3.8) is a MIMO process with u(t) being the input, e(t) the output and vet) the disturbance. Therefore, Theorem 2.2 can be applied to the estimate (3.9). Then, according to Corollary 2.2, we have 
Numerical Test

3
(3.14)
The numerical test is performed for Algorithm 1 using the Markov parameter estimates of an industrial process. This is a process of 2 inputs and 2 outputs. The length of the Markov parameters is 50, and we will consider it to be the real process ~ (t). We let dl (t) = 0 for t > 50. 
OTHER FORMS OF BOUNDS
So far, we have derived an upper bound of the element additive modelling error /!, g .. (e:iw), which can be calculated by (3.6) or by (3.14) . It is a 1J
easy to verify that for the element multiplicative modelling error Hence we can take the right-hand side of (4.1) as an upper bound of :iw /!,mgij(e ).
The bounds of the element (additive and multiplicative) modelling errors are also called structured model uncertainty, and they can be used to analyse the robust stability of a closed-loop system (see Owens and Chotai (1984». The recently developed so-called singular value analysis has proven to be effective for studying the robust properties of a MIMO feedback controlled system (See Doyle and Stein (1981) Fig. 1 . Markov parameters.
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If we sUbstitute A and B by r:, G(e ) and UB(w), we will obtain (4.6). a OUr result here is based on the assumption that the real process is linear, which is sometimes impractical.
The modelling and estimation of the model uncertainty for the processes with some non-linearity requires further research. 
