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BORDERLINE WEAK–TYPE ESTIMATES FOR SPARSE BILINEAR
FORMS INVOLVING A
∞
MAXIMAL FUNCTIONS
ROB RAHM
Abstract. For any operator T whose bilinear form can be dominated by a sparse
bilinear form, we prove that T is bounded as a map from L1(M˜w) into weak–L1(w).
Our main innovation is that M˜ is a maximal function defined by directly using the
local A∞ characteristic of the weight (rather than Orlicz norms). Prior results are due
to Coifman&Fefferman, Pérez, Hytönen&Pérez, and Domingo-Salazar&Lacey&Rey. As
we discuss, but do not prove, the maximal functions we use seem to be on the order of
ML log logL log log logL(log log log logL)1+ε .
1. Introduction
We study weighted endpoint estimates for those operators whose bilinear form has a
sparse domination. Our estimates are in the spirit of Fefferman–Stein [9]; in particular,
for an operator T , a function f and a non–negative weight w we will prove:
λw({Tf > λ}) .
∫
Rd
|f(y)| M˜w(y)dy,(1.1)
where M˜ is a certain maximal function that is pointwise larger than the Hardy–Littlewood
maximal function. We take an “entropy bump” point of view – which is our main inno-
vation – and define M˜ in terms of these entropy bumps.
We now prepare to state our main results. Recall that if D is a dyadic lattice, a sparse
subset S of D is defined by the property that for every Q ∈ S there is a subset EQ ⊂ Q
such that |EQ| >
1
2
|Q| and the sets {EQ : Q ∈ S} are pairwise disjoint.
When we say that T has a bilinear sparse domination we mean that for all bounded and
compactly supported functions f1, f2 there are 3
d sparse sets such that there holds:
|〈Tf1, f2〉| .
3d∑
k=1
∑
Q∈Sk
|Q| 〈f1〉Q〈f2〉Q,(1.2)
where 〈f〉Q :=
1
|Q|
∫
Q
|f| (note the presence of the absolute value inside the integral).
Let ε : [1,∞] → [1,∞] be an increasing function with Kε := ∑∞k=0 ε(22k)−1 < ∞.
(The example you should keep in mind is essentially ε(t) = (log log t)(log log log t)1+ε)
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For a cube Q and a weight w(x) ≥ 0 define:
ρw(Q) :=
1
w(Q)
∫
Q
M(11Qw)(x)dx,
where M is the usual Hardy–Littlewood maximal function and w(Q) :=
∫
Q
w(y)dy. For
a collection S of cubes (e.g. a dyadic lattice or a sparse subset of a dyadic lattice) define
the following maximal function:
Mεw := sup
Q∈S
11Q〈w〉Q log ρw(Q))ε(ρw(Q)).
These are our main theorems:
Theorem 1.1. Let T be an operator that has a sparse bilinear domination as in (1.2) and
let ε be a function as above. Then for any weight w(x) ≥ 0 we have:
∥∥∥T : L1(Mεw)→ L1,∞(w)∥∥∥ . Kε.
As a corollary we obtain the following result of Hytönen–Pérez:
Theorem 1.2. Let T be an operator that has a sparse bilinear domination as in (1.2) and
let w be an A1 weight. Then we have the following quantitative estimate:
∥∥∥T : L1(w)→ L1,∞(w)∥∥∥ . [w]A1 log (e+ [w]A∞).
The paper is organized as follows. In the next section, we discuss the main result.
Following that, in Section 3 we give some background information and preliminary infor-
mation and then in Section 4 and 5 we prove Theorem 1.1 and 1.2.
2. Discussion of Main Results and Previous Results
For the remainder of the paper, the function log t is the function that satisfies 2log t =
2+ t. That is, the log we’re using here is really log t = log2(2+ t).
One would like to replace M˜ in (1.1) with the smaller Hardy–Littlewood maximal
function M. However, this is not possible; see for example [10, 18, 19]. It is of interest
then to determine the smallest maximal function for which (1.1) holds.
Observe that one way to write 〈w〉Q is ‖w‖L1( dx
|Q|
). Thus to make M slightly larger,
we can choose a norm that is slightly larger than the normalized L1 norm. A common
approach has been to use Orlicz norms. That is, given a positive non–decreasing function
Φ define:
‖w‖Q,Φ := inf{λ > 0 :
1
|Q|
∫
Q
Φ(
w(x)
λ
)dx ≤ 1}.
When Φ(t) = tr, then ‖w‖Q,Φ = ‖w‖Lr( dx
|Q|
) which is bigger than normalized L
1 norm
for 1 < r. Maximal functions created from these “power bumps” were studied in [2]. In
1994, Pérez shows that for singular integral operators (in fact maximal truncations), (1.1)
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holds when M˜ is the maximal function based onΦ(t) = t(log t)1+ε and this was result was
recently quantified (in terms of ε) by Hytönen–Pérez [12,17]. The best known result so far
is due to Domingo-Salazar, Lacey, and Rey [8] where Φ(t) = (log log t)(log log log t)1+ε.
See the papers listed in the references for more detailed information about these maximal
functions and Orlicz norms.
In this paper, we take a slightly different approach and use the so–called “entropy
bumps” introduced by Treil–Volberg [20]. More precisely we consider an increasing
function ε : [1,∞] → [1,∞] that is just barley summable in the sense that Kε :=∑
k≥1 ε(2
2k)−1 <∞. For a cube Q we define:
‖w‖Q,ρε(ρ) := 〈w〉Qρw(Q)ε(ρw(Q)).
In [20] it is shown that if Φ satisfies t 7→ Φ(t)/(t log t) and ∫∞ dt
Φ(t)
<∞, then there is
a function ε as above with ‖w‖Q,ρε(ρ) ≤ ‖w‖Q,Φ.
We will use entropy norms that are smaller than the entropy norms defined above. In
particular we will use the following:
‖w‖Q,(log ρ)ε(ρ) = 〈w〉Q log (ρw(Q))ε(ρw(Q)).
Inspecting the norm ‖w‖Q,ρε, intuitively 〈w〉Q is the “L”, ρw(Q) is the log L and
ε(ρw(Q)) is the ε(log L). Thus, it appears as though the norm ‖·‖Q,log ρε should be
similar to L(log log L)(log log log L)(log log log log L)1+ε norms, but we haven’t been able
to show this explicitly.
The proof(s) in this paper are modifications of the proofs in [7,8] to the present setting
3. Background Information and Preliminaries
In the proof of the theorems, we will need the collections to satisfy the following stronger
condition: for every Q ∈ S there holds:
|∪Q ′∈S :Q ′(QQ
′| ≤
1
4
|Q| .(3.1)
The following lemma says that every sparse collection is a union of eight sparse collections
that satisfy this stronger condition.
Lemma 3.1. Let S be sparse. Then S = ∪8i=1S
i where each Si satisfies the stronger
condition (3.1).
Proof. The sparse condition implies the “Carleson” condition: for every Q ∈ S we have:∑
Q ′∈S :Q ′(Q
|Q ′| ≤ 2
∑
Q ′∈S :Q ′(Q
|EQ ′ | ≤ 2 |Q
′| .
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Now, fix a Q ∈ S and let Sk(Q) be the cubes that are k generations down from Q in S.
We claim that
∣∣∣∪Q ′∈S8(Q)Q
′
∣∣∣ ≤ 1
4
|Q|. Indeed, suppose not; then we would have:
∑
Q ′∈S :Q ′(Q
|Q| >
8∑
k=1
∑
Q ′∈Sk(Q)
|Q ′| >
8∑
k=1
1
4
= 2,
which violates the Carleson condition. It is now easy to see how to separate S into eight
sub–collections: let Q0 be the top cube in S. For k = 0, . . . , 7 let
Sk = ∪n≥0 ∪Q∈S8n+k(Q0) Q.
Thus, for each Q ∈ Sk, the cubes one generation down in Sk are eight generations down
in S and so we have the stronger sparse condition:
|∪Q ′∈Sk:Q ′(QQ
′| ≤
1
4
|Q| ,
as desired. 
We now have a variant of the classic Fefferman–Stein Inequality (see also [6].) Let
S be a subset of some dyadic lattice D and let α = {αQ : Q ∈ D} be a sequence of
non–negative coefficients. Let MSαf := supQ∈S 11QαQ〈f〉Q.
Lemma 3.2. For every f and λ > 0 we have:
λw({MSαf > λ}) ≤
∫
Rd
|f(y)|MSαw(y)dy.
Proof. For λ > 0, let Ωλ be the maximal cubes in S with αQ〈f〉Q > λ. Then using the
fact that the cubes in Ωλ are pairwise disjoint, there holds
λw({MSαf > λ}) ≤
∑
Q∈Ωλ
αQ〈f〉Qw(Q)
=
∑
Q∈Ωλ
∫
Q
|f(y)|dyαQ
w(Q)
|Q|
≤
∫
Rd
|f(y)|MSαw(y)dy,
as desired. 
There are many ways to define the [w]A∞ characteristic of a weight. The one we use
– and the one that seems most useful and popular – is the one of Wilson [21]; see also
[12] for more information. For a dyadic lattice D, Q ∈ D and subset S ⊂ D define:
ρw(Q) :=
1
w(Q)
∫
Q
MD(w11Q)(x)dx
The following is [11, Lemma 6.6]:
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Lemma 3.3. For a cube Q and a subset E ⊂ Q we have
w(E) . w(Q)
ρw(Q)
log
|E|
|Q|
.
4. Proof of Theorem 1.1
In this section, we prove the main theorem. Recall that Kε :=
∑
k≥−1 ε(2
k)−1. It
suffices to prove the following inequality:
sup
‖f‖
L1(Mεw)
=1
sup
G⊂Rd
0<w(G)<∞
inf
G ′⊂G
w(G)≤2w(G ′)
|〈Tf,w11G ′〉| ≤ Kε,
where the first supremum is over functions that are bounded and compactly supported.
Thus, fix a set G with 0 < w(G) < ∞ and a compactly supported function f with
‖f‖L1(Mεw) = 1. Since f is bounded and compactly supported, we may assume that f is
supported on a cube Q0 and that 〈f〉Q0 << 3
d4w(G)−1.
For each dyadic lattice Dk, k = 0, . . . , 3
d, letHk be the maximal cubes in Dk contained
in Q0 with 〈f〉Q > 3
d4w(G)−1 and set H = ∪3
d
k=0 ∪Q∈Hk Q. Using the Fefferman–Stein
Inequality – Lemma 3.2 – we have w(H) ≤ 1
4
w(G). Set G ′ = G ∩Hc and note that:
w(G) = w(G ∩H) +w(G ∩Hc) ≤ w(H) +w(G ′) ≤
1
4
w(G) +w(G ′),
and so w(G) ≤ 2w(G ′).
Using the bilinear domination with f1 = f and f2 = 11G ′, we have to show:
|〈Tf,w11G ′〉| .
3d∑
j=0
∑
Q∈Sj
|Q| 〈f〉Q〈w11G ′〉Q . Kε.
We fix a 0 ≤ j ≤ 3d and set S = Sj and we bound
∑
Q∈S |Q| 〈f〉Q〈w11G ′〉Q.
For r ∈ N, let Sr be those cubes in S such that 2
2r < ρw(Q) ≃≤ 2
2r+1. Observe that
for cubes in this collection, we have:
2r = log 22
r
< log ρ(Q) ≤ log 22
r+1
= 2 · 2r(4.1)
That is, log ρ(Q) ≃ 2r for cubes in Sr. Similarly if Q ∈ Sr
ε(ρ(Q)) ≃ ε(22
r
).(4.2)
It is enough to show:
|〈Tf,w11G ′〉| .
∑
Q∈Sr
|Q| 〈f〉Q〈w11G ′〉Q . ε(2
2r)−1 + 2−r.(4.3)
Thus, we will fix r ∈ N and prove (4.3); we will drop the “r” from the notation (i.e.
we will write S for Sr).
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We may also assume that the cubes satisfy 〈f〉Q ≤ 3
d4w(G)−1. If not then Q is either a
cube in Hj (for appropriate j) or is contained in a cube in Hj; either way, Q is contained in
H. But 11G ′ is zero on H and so 〈11G ′〉Q = 0. Thus, we assume that 〈f〉Q ≤ 3
d4w(G)−1.
For k ≥ −1, let Sk := {Q ∈ S : 〈f〉Q ≃ 4
−kw(G)−1}. For fixed k, let S0k be the
maximal cubes in Sk and for j ≥ 1 set S
j
k be the maximal cubes in Sk \ ∪
j−1
l=0S
l
k. For
Q ∈ Sjk let EQ = Q \ ∪Q ′∈Sj+1
k
Q ′. Observe that the sets {EQ : Q ∈ Sk} are pairwise
disjoint. The sparsity condition (3.1) implies that
∫
Q
|f(y)|dy ≃
∫
EQ
|f(y)|dy.
Using the pairwise disjointness of the sets {EQ}, for fixed k we have:∑
Q∈Sk
〈f〉Qw(G
′ ∩Q) ≃
∑
Q∈Sk
∫
EQ
|f(y)|dy〈w〉Q ≤
∫
Rd
|f(y)|Mw(y),
Summing from k = −1 to k = 10 · 2r, we make the following coarse estimate:
10·2r∑
k=−1
∑
Q∈Sk
|Q| 〈f〉Qw(G
′ ∩Q) .
2rε(22
r
)
ε(22
r
)
∫
Rd
|f(y)|MSw(y)dy
≃
(log ρ(Q))ε(ρ(Q))
ε(22
r
)
∫
Rd
|f(y)|MSw(y)dy
≃
1
ε(22
r
)
∫
Rd
|f(y)|Mεw(y)dy ≤
1
ε(22
r
)
.
The “≃” follows from (4.1) and (4.2) and the last inequality uses the assumption that∫
Rd
|f(y)|Mεw(y)dy = 1.
Now we must handle the sum from k = 10 · 2r to ∞. For a cube Q in S jk, let
Qt := ∪Q ′∈Sj+t
k
Q ′ where t = 2k. The sparse condition implies that |Qt| ≤ 4
−t |Q| and
Lemma 3.3 implies that w(Qt) . 2
2r2−kw(Q). Note that we may write:
Q = Qt ∪ (∪
t−1
l=0 ∪Q ′∈Sj+l
k
EQ).
Concerning the Qt portion, for Q in Sk we have:
〈f〉Qw(G
′ ∩Qt) ≤
22
r
2k
〈f〉Qw(Q) =
22
r
2k
∫
Q
|f(y)|dy〈w〉Q ≃
22
r
2k
∫
EQ
|f(y)|dy〈w〉Q.
Thus for fixed k we have – using the pairwise disjointness of the sets {EQ : Q ∈ Sk}:
∑
Q∈Sk
〈f〉Qw(G
′ ∩Q) .
22
r
2k
∫
Rd
|f(y)|Mw(y) ≤
22
r
2k
.
This can be summed in k ≥ 10 · 2r to the desired estimate.
We must now handle the portion involving Q \ Qt. Note that for fixed l and k, the
sets {EQ ′ : Q
′ ∈ Sj+lk and Q
′ ⊂ Q, and Q ∈ Sjk; j ≥ 0} are pairwise disjoint. Thus for
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fixed k we have:
∑
j≥0
∑
Q∈Sj
k
t−1∑
l=0
∑
Q ′∈Sj+l
k
:
Q ′⊂Q
〈f〉Qw(G
′ ∩ EQ ′) ≤ 4
−kw(G)−1t
∑
j≥0
∑
Q∈Sj
k
w(G ′ ∩ E˜Q),
where the sets E˜Q are pairwise disjoint according to the observation above. Therefore this
term is bounded by 4−ktw(G)−1w(G ′) ≤ 2−k. This can be summed in k ≥ 10 · 2r to the
desired estimate.
5. Proof of Theorem 1.2
Theorem 1.2 is not a corollary of Theorem 1.1 but is a corollary of the proof of Theorem
1.1. Indeed, the trouble is the entropy bump function ε.
Let r be the unique positive integer with [w]A∞ ≃ 2
r. Thus for all Q we have ρw(Q) .
2r. With the notation as above, we need to show that
∞∑
k=−1
∑
Q∈Sk
|Q| 〈f〉Q〈w11G ′〉Q . [w]A1 log (e+ [w]A∞),
where f is a function with ‖f‖L1(w) = 1. The proof of Theorem 1.1 shows that we have:∑
k≥10r
∑
Q∈Sk
|Q| 〈f〉Q〈w11G ′〉Q .
∫
Rd
|f(y)|Mw(y)dy.
and
10r∑
k=−1
∑
Q∈Sk
〈f〉Q〈w11G ′〉Q . r
∫
Rd
|f(y)|Mw(y)dy.
Noting that Mw(y) ≤ [w]A1w(y) and r ≃ log (e+ [w]A∞) the proof of Theorem 1.2 is
complete.
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