Abstract-This paper demonstrates the advantages of modeling semiconductor process variability using a multivariate nested distribution. This distribution allows estimation not only of correlation among various model parameters, but also allows each of those variations to be apportioned among the various stages of the process (i.e., wafer-to-wafer, lot-to-lot, etc.). This permits matched devices to be more accurately simulated, without having to develop customized models for each configuration of matching. The technique also provides focus for process improvement efforts into those areas with the maximum potential reward. Test structures have been designed and fabricated to facilitate extraction of the parameters for the multivariate nested distribution. Using data from a sample of these structures, a process model is built and analyzed. Monte Carlo techniques are then employed using SPICE and a probabilistic process model to predict the performance of a multiplying digital-to-analog converter (MDAC), and the results are compared to measured data from fabricated circuits. Simulations performed using a model built using the multivariate nested approach are shown to provide superior results when compared to simulations using currently accepted multivariate normal models.
I. INTRODUCTION
T HE parametric performance of integrated circuits depends on both the circuit design and the fabrication process used to build the design. The ability to predict this performance is essential to those attempting to design integrated circuits, modify fabrication processes, plan production schedules, or specify product operating characteristics. Typically, this prediction is accomplished using a three-step Monte Carlo method [1] : 1) a statistical model is built to characterize the fabrication process to be used; 2) a circuit design is created using a circuit simulator (such as SPICE) and nominal device values for the target process; and 3) randomly generated instances of the process model are simulated in a "Monte Carlo" fashion to produce a representative set of output performance characteristics. The impact of random process variations can be inferred from these simulations, and parametric yield can then be estimated using the percentage of that sample which meets the performance requirements.
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Several variations on this technique have been presented in an effort to either improve accuracy or reduce computational complexity. These efforts have occurred primarily in three areas: selection of the variables in which the process model is to be built, development of methods for predicting the performance of a particular circuit instance, and determination of techniques for guiding the selection of Monte Carlo instances to improve the accuracy of yield estimates for a fixed sample size. These efforts are summarized in [2] .
One common characteristic of current prediction algorithms is the use of multivariate normal (or multinormal) distributions to model process variation, with many authors choosing the same four supposedly independent parameters for MOSFET devices: length, width, gate oxide thickness, and flatband voltage [3] - [8] . Others have preferred to use manufacturing parameters such as diffusion times and temperatures [9] , [10] . Often, correlation is eliminated through the use of principal component analysis [11] , [12] , but even this results in an underlying distribution which is normal.
One shortcoming of the standard multinormal model is that it does not provide adequate information to facilitate process improvement. Manufacturing yield is maximized when a process is centered (i.e., mean value is in the middle of the desired range) and the random component of process variation is minimized. Since process variation comes from many sources, each of which contributes a different amount to the total variation, it is important to attempt reductions of those sources which have the most potential for reducing the variation in output parameters. However, multinormal models are not in a form which allows conclusions to be drawn about which process steps should be targeted for improvement. A better model would make this information directly available.
Another consequence of multinormal process models is difficulty in modeling circuits with matched devices. Analog circuit designers often rely on device matching to improve circuit performance. If two matched devices are simulated using identical device values, then their degree of matching is too great and unrealistically good performance is predicted. If two matched devices are simulated using two separate instances of a multinormal process model, then their degree of matching is too little and unrealistically bad performance is predicted. Two approaches have attempted to rectify this problem. The first simulates within-die variations by adding a random component to each device [13] . This falls short in that it attempts to use the same variability for all devices in a design, regardless of the degree of matching they exhibit. The second method develops an empirical model for each specific matched device configuration, and uses that model to generate specific parameter information for each matched device [14] , [15] . This technique requires explicit model development for each new matching configuration (for example, if three matching devices were used rather than two), and assumes that the only within-die variations which matter are those on matched devices (other devices are modeled with no variation).
By modeling the fabrication process with a multivariate nested probability distribution rather than a multinormal distribution, this paper addresses both of the issues identified above. The resulting model can provide insight into profitable courses of action for variability reduction, while more accurately reflecting the impact of within-circuit variation on circuit performance.
II. BUILDING AND EVALUATING A MULTIVARIATE NESTED PROCESS MODEL
Nested distributions are appropriate when the phenomena being modeled can be divided into "stages" such that the variability within one stage is independent of the variability within another stage [16] . In semiconductor manufacturing, the potential stages are processes, lots, wafers, circuits, groups (of matched devices), and devices (see Fig. 1 ). These are generally mutually independent in their variability. For example, large variations in a device parameter from one lot to the next is no indication that large variations will occur in that same device parameter on two adjacent devices in the same circuit. Lot variations might be due to the concentration of a particular batch of solution used in a wet processing step, while device level variations might be more dependent on how evenly the solution is applied. This independence of cause (and consequential independence of variance) makes semiconductor manufacturing an excellent candidate for nested modeling.
In addition to being nested, this distribution must also be multivariate. That is, the modeling of the various different parameters from one device are modeled using a multivariate distribution, including the relevant variances and correlations. The nested aspect of the distribution will reproduce similarities in different devices from the same stage. The multivariate aspect is needed to insure that when more than one parameter from a single device is modeled, the appropriate correlations are considered. Thus, a multivariate nested distribution not only reproduces the correlation of different parameters within a device, but also reproduces the correlation resulting from within-stage similarities.
This section describes the construction of a multivariate nested process model using data from test structures. After providing a description of multivariate nested models, test structure and model development considerations are presented. These procedures are then applied to produce a model for a semiconductor process, with some brief analyzes performed on that model. The test structures were built using the MOSIS fabrication facility.
A. Description of Nested Modeling
In a nested distribution, each sample can be represented as a global mean plus a variance contribution from each stage. Consider two correlated variables and with two stages of nesting. A sample from this design can be referenced using where is the level of the first stage (the highest stage-stage 1) and is the level of the second stage for that particular sample. No two samples can have the same levels for both stages.
can be represented as (1) where is the grand average for (the same for all samples), is the stage 1 component for (the same for all samples with level of the first stage), and is the stage 2 component of (unique for each level of the second stage within the first).
can be represented similarly, with all subscripts replaced with a similar subscript. Defining a nested probability distribution requires a knowledge of the global means for each parameter, and a covariance matrix for each stage of the model to characterize the distributions of and Let the covariance matrices be given by and where contains the stage 1 covariances (the distributions of and and contains the stage 2 covariances (the distributions of and The nested model for these two variables has been defined when all eight of these variables have been identified (two means, four variances, and two covariances). This distribution considers correlation not only among the various parameters for a single device (as modeled by the covariances in the matrices), but also considers correlation 
B. Nested Model Generation from Sample Data
Since the fabricated circuits received were in the form of scribed dice lacking information about lot or wafer, the only stages available for modeling were chip, group, and device. The highest of these stages was the chip stage, modeling variation among the many IC's fabricated on a single wafer, with the other two stages nested within it. The second stage was the group stage, and was intended to model the variation between groups of similar or matched transistors. The third stage was the device stage, and was intended to model the variability within groups of matched devices. Construction of an adequate sample requires that there be at least two groups within each chip, and at least two chips within each group. Each test vehicle constitutes a new level of the chip stage, with the same levels of group and device measured for each vehicle to insure a balanced sample.
In designing the test chip, it is important to consider not only the physical layout of the device or devices to be measured, but also the sampling plan to be used. The sample should be balanced to facilitate nested model parameter extraction, and must include variation from each of the stages to be modeled. Second, if the variances of different stages are to be compared, then it is desirable that they be calculated with similar degrees of freedom. The degrees of freedom for the variances in stage is given by (2) where is the number of levels in stage This implies that the most even distribution of degrees of freedom among the various stages will be if for all stages except stage 1, where should be made as large as possible since a higher will increase the degrees of freedom in every stage. Thus, the optimum design is a test die with two groups of matched devices, each of which has two devices. The test die itself will then be replicated as many times as possible.
To implement this design, a test vehicle was constructed containing four identical polysilicon gate MOSFET transistors divided into two pairs. Within each pair, the two transistors were located side by side ("matched" devices), but the two pairs were located at opposite ends of the test vehicle. Each pair was considered a separate group, and each transistor of the pair was considered a unique device within that group. This pattern was repeated for both -channel and -channel devices, giving a total of eight transistors on each test vehicle.
A number of these vehicles were fabricated using run N4AC of the MOSIS 3 level metal 0.8-m CMOS technology. The test chips were received as scribed dice, and were characterized using a probe station and an automated DC electrical tester. A total of 128 transistors were fully characterized (16 test vehicles, each with four p-channel and four n-channel devices) and used to develop the model. Additionally, some devices on other test vehicles were characterized, but those measurements were rejected for one of two reasons. Some were rejected due to problems with the data itself, such as the presence of clearly erroneous data points or a clearly nonfunctioning transistor. Others were rejected to insure the balance of the sample. In other words, if all eight transistors on a test vehicle (fourchannel and four -channel) were not successfully measured, they were all discarded.
To create the NMOSFET process model, two current-voltage ( -) curves were extracted for each n-channel transistor: anplot was constructed, measuring the drain current as the drain voltage was swept; and ancurve was generated, measuring the drain current while the gate voltage was swept. These curves were then used with the optimization routine for MOSFET LEVEL 3 parameters incorporated in HSPICE to arrive at estimates of device model parameters KP, VTO, GAMMA, and THETA for each of the 128 transistors characterized while the remaining LEVEL 3 model parameters were fixed at their MOSIS-provided value [17] . A similar procedure was used to construct a second multivariate nested model for PMOSFET devices. The nested model variables were chosen to be SPICE LEVEL 3 MOSFET parameters to facilitate their subsequent use in circuit simulators.
For comparison purposes, a conventional multinormal process model was also extracted from the same sample data. To more closely mimic traditional multinormal model techniques, only one die from each test device was used. In this case, device 1 of group 1 was arbitrarily chosen, given 16 samples for each device polarity. Using commonly known multinormal model extraction techniques [18] , a multinormal model reproducing the variability of KP, VTO, GAMMA, and THETA for both NMOSFET and PMOSFET devices was created.
C. Nested Model Evaluation
As a first order evaluation of the nested model, it was compared to the extracted multinormal model as shown in Table I . Lower and upper 95% confidence intervals (LCI and UCI) were calculated for the multinormal estimate of each mean and variance. To calculate parameter variances for the nested distribution, each of the three stage variances for a given parameter were added together. This is the variance which would be obtained by converting the nested distribution into a multinormal distribution with one sample taken from each chip. When the nested parameter value estimates were compared to the confidence intervals, each was found to be well inside. Also, note that there are parameters with higher estimates using the multinormal distribution, and parameters with higher estimates using the nested distribution, demonstrating that there is no obvious bias between the two techniques. Differences in each parameter can be readily explained by the statistics of sample variation, suggesting that the two models can represent the same underlying distribution.
To gain further insight into the information represented by the nested model, consider Fig. 2 . This chart shows how the variance of each of the eight model parameters is divided among the chip, group, and device levels. Similar parameters for the two device polarities (such as P KP and N KP) are shown together to highlight any common characteristics. To generate this chart, total variance for each parameter was summed across all stages, as it was for Table I . These values were then used to normalize the variance of each of the three stages so that they each summed to 1. This allows ready observation of which stages contribute most to the variance of any particular parameter.
Several features are readily apparent from this chart. First, it is clear that, as expected, variance from the chip stage dominates. Over the eight model parameters shown, chip variance accounts for an average of 46.3%, almost as much as the other two stages combined. Wafers not processed at the same time are known to be much more difficult to match than those processed simultaneously, and this model's chip level variance captures this information. Second, KP seems to depend even more strongly on chip variance (60.0% average over n and p) than do the other parameters. Third, GAMMA is fairly constant between adjacent devices, with only 17.4% of its variance between devices versus an average of 34.9% for the other three parameters.
To analyze what might be causing these differences in the distribution of variance, it is useful to consider the principal components of the stage covariance matrices. Principal component analysis can be thought of as the transformation of a correlated set of parameters into a set of independent (i.e., uncorrelated) principal components [19] . Each principal component is a linear combination of the original four variables. Together, these principal components define exactly the same distribution as the original variables, but do so using a new set of independent variables (the principal components).
To understand the analysis advantage of having uncorrelated principal components, assume that there are four different manufacturing conditions, each of which independently controls a single physical characteristic of the finished IC. If each physical characteristic affected one and only one of the four model parameters, then inspection of the model parameters themselves would directly reveal information about the physical characteristics. Now suppose that a single physical characteristic could affect several model parameters. For example, assume that gate oxide thickness (TOX) affects only VTO and KP, bulk mobility (UO) affects only THETA and KP, and surface state density (NSS) affects only VTO. In the absence of additional information, it would be impossible to tell if a large variation in KP was due to variation in TOX or UO. However, principal component analysis of such a data set would create three new variables: one which is a linear combination of VTO and KP, another which is a linear combination of THETA and KP, and a third which is affected only by VTO. These three principal components would then represent the three physical effects of TOX, UO, and NSS. By inspecting the relative magnitudes of TOX and UO (and the component of each which is due to KP), it is possible to determine whether a modification of TOX or of UO will be more effective in reducing the variation in KP.
In reality, semiconductor processing contains many more dependencies than described above. Furthermore, independence of manufacturing effects on physical characteristics is not often a good assumption. Nevertheless, if one manufacturing characteristic is dominating process variance, a principal component corresponding to that phenomenon should be extractable, and the parameters making up that principal component can provide clues as to the cause of the variation. Fig. 3 shows the results of a principal component analysis of the nested models extracted earlier. Since the covariance matrix for each stage of the two models contains four variables (one for each of the model parameters), eight principal components are extracted for each stage (except for stage 2 of the n-channel model, which had only three varying parameters as a consequence of the negative estimate of sample variance). These principal components were labeled in order of decreasing variance and by polarity, so that PC1 P is the largest principal component of the p-channel model and PC4 N is the smallest principal component of the n-channel model. To aid in visualizing their impact on total variance, the elements of each principal component were scaled so that the total length is proportional to their contribution to total stage variance (PC variance), and the length of each element within the total is proportional to its contribution to the variance of that principal component. By definition, the total PC variance of each stage will be four (since four variables are modeled), so magnitude comparisons between different stages are meaningless. Once again, similar components for the two device polarities are shown together to highlight any common characteristics.
The effectiveness of this technique can be seen in Fig. 3 . If the ratio of the elements of the principal components were due to statistical chance, then it would be expected that the two polarities of each principal component would not appear to have similar makeup. In most cases, just the opposite is true. For example, in stage 1, PC1 appears to be affected by KP, GAMMA, and THETA in roughly equal measure, and to a lesser extent by VTO. On the other hand, PC2 appears to depend almost solely on VTO. This suggests that the elements of the principal components reflect some underlying physical cause rather than simply random variation.
To examine how this information might be used, suppose that, based on Fig. 2 , a decision was made that it was necessary to reduce the stage 1 variance of KP. From Fig. 3 , it is clear that a reduction in PC1 variation is the most effective means of reducing KP variation. Suppose that plans to modify two different aspects of the manufacturing process are being considered (say, plans A and B). An argument can be made that both plans affect all four model parameters. However, plan A clearly would have a greater impact on VTO than would plan B. The information in Fig. 3 suggests that plan B should be pursued, since it is more likely that plan B is addressing the cause of PC1 variance.
D. Instance Generation for Nested Models
The first step in using the multivariate nested process model to predict design performance is to use it to generate circuit realizations. One method is to use knowledge of circuit layout to convert the nested process distribution into a multinormal distribution, and then using standard procedures for generating instances of a multinormal distribution [18] . Using this technique, a single, multivariate normal distribution is built to represent the entire circuit. For circuits where parameters are modeled on each of transistors, this requires the creation, storage, inversion, and manipulation of square matrices of order An alternate method of generating nested instances eliminates the need to deal with the potentially huge matrices of the above technique. Based on circuit layout, a level of each stage is assigned to each transistor in the circuit to be 
III. CIRCUIT ANALYSIS
This section presents an application of the nested distribution to the prediction of circuit performance. First, the circuit to be analyzed (a multiplying digital-to-analog converter, or MDAC) is discussed. Then, the results of fabricating and testing 128 MDAC circuits are presented. Finally, the models developed in the previous section are used to perform 128 Monte Carlo SPICE circuit simulations, which are then compared with the measured results. 
A. MDAC Circuit Description
The MDAC is an integrated circuit which generates an analog current proportional to the product of two five-bit digital numbers. It is constructed in two similar blocks, as shown in Figs. 4 and 5 , each of which receives one of the five-bit digital inputs. Both blocks accept an analog block input current, then attempt to provide a block output current, according to the relationship (3) where VALUE is the numerical value of the five-bit binary input for the block.
The first block is referred to as the weight DAC, while the second block is called the data DAC. Note that the majority of the weight and data DAC circuitry is identical, except that the polarity of all MOSFET devices has been changed. By using the output current of the weight DAC as the input current of the data DAC (called the overall transfer function can be written as (4) This describes an output current equal to the input current scaled by the product of the two digital inputs. The data DAC contains four additional transistors to allow direction of the output current to one of two nodes (Out A or Out B) depending on the value of the digital signals.
This design relies heavily on the use of current mirrors to perform the required digital-to-analog conversion. To see this, review the weight DAC diagram shown in Fig. 4 . The incoming current, is mirrored through the chains labeled A through J. The current through J is then evenly split among the four mirrors K through N, providing a current of in each of the p-channel chains. This smaller current is then mirrored in chains P through S, so that every transistor in the device is part of a current mirror.
An approximate expression for the output current as a function of the input current and the current mirror ratios can be calculated. First, the output of the weight DAC, can be calculated in terms of the input current and the -channel bias current, according to (5) The digital signals and are either 1 or 0, corresponding to a logical HI or LO, and A-S are the ratios of the current mirror stacks, each designed to be 1.
can be expressed in terms of the input current according to (6) When these two equations are combined, the relationship is seen to be (7) If each of the current mirror ratios in this equation is exactly 1, this reduces to the desired relationship (8) Any deviation from perfect matching can result in current mirror ratios slightly different than one, resulting in a slight deviation from the desired output current. While there will be some fortuitous offsetting of nonunity ratios, poor matching will, in general, result in a poor digital-to-analog conversion. Similar equations and arguments can be presented to explain the operation of the data DAC, but with substituted for the digital and a-s substituted for the mirror stacks A-S. The strong relationship between matching and performance makes this circuit an excellent candidate for evaluating how well a nested distribution can model the impact of matched devices.
B. MDAC Circuit Fabrication and Measurement
Using the MOSIS IC fabrication program, 128 MDAC's were built using run N5BP of the SCN08H technology with a feature size of 0.8 m. All transistors were designed to be identical in size, with a design length of 0.8 m and a width of 1.2 m. While maintaining a constant input current of approximately 2 A, the digital inputs were cycled through all 2 possible input combinations, with the output current measured for each of the 1024 digital input values. Fig. 6 shows the results of these measurements. To generate this figure, the average output current over all 128 devices was calculated for each of the 1024 input combinations. These averages were then plotted as a function of the expected output value, based on equation (4) and the evaluation of 2 A. (Due to the MDAC design, input current could neither be directly set nor precisely measured. To compensate, all actual measurements were scaled by a factor of 0.941 before plotting to allow comparison with simulation results. This factor is the ratio of the average measured output for the maximum weight and data inputs, and nominal simulation of the same output using an input current of 2 A.)
IV. RESULTS AND DISCUSSION
In this section, Monte Carlo SPICE simulations are performed using the previously developed multinormal and nested process models to determine which more accurately replicates the measured circuit data. The same SPICE model was used for all simulations, and consists of statistical representations of the active devices identified in Figs. 4 and 5 , as well as a number of constant parasitic resistances estimated from the mask layout using a commercially available extractor. The SPICE device model used MOSIS test wafer parameter values for all parameters except the four which were statistically modeled in the previous section. These parameters retained the distributions found in the previous run.
A. MDAC Circuit Simulation
Two simulations were performed using the multinormal model, each with 128 Monte Carlo instances of the MDAC circuit. The first simulation represents a situation where there is absolutely no matching. The multinormal transistor model is used to generate the four model parameters for each of the 96 transistors in the MDAC for each of the 128 instances. The results of this simulation are presented in Fig. 7 . As would be expected, this results in a pessimistic estimate of variance when compared to the measured data in Fig. 6 . This simulation will be referred to as the "multinormal device" simulation.
The second simulation represents a situation in which there is perfect matching. The multinormal transistor model is used to generate a set of four model parameters, and then those same four parameters are used for all 96 transistors in a single instance. The results of this simulation are presented in Fig. 8 . As expected, there is very little variation from the average value-much less than is indicated from the measured data in Fig. 6 . This simulation will be referred to as the "multinormal chip" simulation. These two simulations represent the two most commonly used options for simulating circuits using multinormal distributions. Clearly, there is room for improvement.
Two simulations were also performed using the nested model, again with 128 Monte Carlo circuit instances in each. Since extensive measures were taken during the design and layout of the MDAC to maximize the matching of all transistors, both nested model simulations assumed that all transistors within a single chip were members of the same group. The first simulation (referred to as "nested with circuit equal to chip") treated each MDAC as though it was a separate chip, with the results shown in Fig. 9 . It was thought that this might be excessively pessimistic, since all 128 MDAC circuits were fabricated within a single integrated circuit die, suggesting that their level of circuit-to-circuit matching should be greater. A second simulation (referred to as "circuit equal to device") was run as though all devices on all MDAC's were part of the same group, with the results shown in Fig. 10 This was thought to be an optimistic bound on the true performance, with the first simulation providing a pessimistic bound.
B. Evaluation of Simulation Results
Casual visual comparison of Fig. 6 to Figs. 7-10 suggests that the simulation results were clearly superior when either of the nested distributions was used. For this circuit, performance prediction was insensitive to the difference between the nested simulations. This should not be entirely unexpected, given the lack of circuit sensitivity to chip-to-chip variation demonstrated by Fig. 8 .
In an effort to quantify the differences among these four simulation techniques, two sets of metrics were extracted from the output current plots. Since the 3 intervals about the average and the average itself seem to approximate straight lines through the origin, the slopes of those three lines will be approximated by their values at the far right. Table II shows the values for each of these three points for the digital input producing the highest expected output. This information confirms the visual observation that the nested simulations are superior.
In an attempt to quantify the bowing and spreading of confidence intervals, a second metric was developed. For each of the three parameters 3 , average, and 3 , an average value was calculated among those simulation points with an expected output value between 50 and 60
A. The results of this comparison are shown in Table III .
Each of the simulations seems to exhibit the same degree of bowing in the average, registering 6-7 A higher than the measured values. Once again, the nested values appear to provide superior variance estimation, with the multinormal device model over-estimating variation and the multinormal chips model underestimating variation. Based on all available comparison techniques, the nested distribution appears to give superior modeling performance to the multinormal distribution. Although it is more accurate, it is also conservative, since in each case where the measured data and the nested data disagree, the measured variation is within the nested estimate. This is important, since a circuit 
V. DISCUSSION

A. On the Use of Nested Models for Process Analysis
Given a balanced sample of data from a semiconductor fabrication process, it is possible to extract a multivariate nested distribution which can provide more information than a multinormal distribution built with the same data. Techniques are presented here to use this new data in determining the causes of process variation. Furthermore, this additional information is not obtained at the price of losing information contained in the multinormal distribution. If there is need to continue historic tracking of multinormal parameters, those can be readily extracted from the nested distribution parameters.
Given the potential benefits of this distribution, the drawbacks are relatively minor. Acquiring appropriate data requires a test structure design different than that traditionally used, suggesting that implementation will require test structure redesign costs. Also, the need for balanced sample data necessitates the use of only a portion of the total data, due to the inevitable errors which will occur in acquisition.
The use of nested distributions to understand the source of process variation is a fertile field waiting to be harvested. In this analysis, the electrical characteristics of MOSFET's were used as model parameters to facilitate the model's use in conjunction with a circuit simulator. Inferring the impact of process conditions by evaluating electrical characteristics is a two-step process. First, the electrical parameters must be evaluated to determine potential physical causes for their variation. Then, process conditions must be reviewed to determine which ones might impact those physical causes. By using physical parameters as the distribution variables in a nested process model, only the second of these steps must be performed, giving a better chance of revealing underlying process variation characteristics.
Many physical parameters can be extracted from the same curves used to generate electrical data. Others can be electrically measured using specially designed test structures. Still others can be more directly measured using techniques such as cross-sectioning, profilometry, high magnification inspection, and others. A properly designed test chip employing a variety of these techniques in a manner which captures all relevant stage variation would be a valuable tool in controlling and improving a semiconductor process.
All semiconductor manufacturers use some sort of process control monitor, typically producing huge amounts of sample data. It is important that these monitors be designed, and the data recorded in such a manner, as to preserve the variance components of the different process stages. A methodology for recovering data from an unbalanced sample would help increase the available data base of information.
Another unexplored area is that of process modeling beyond the two independent MOSFET models developed here. It is straightforward to add models for additional types of devices, so long as all device models are independent. While that may be a reasonable approximation, it remains to be seen if there would be benefit in correlating these models. This is no trivial problem, since in addition to determining the appropriate pdf variables to show this correlation, the issue of stage definition itself begins to become cloudy.
B. On the Use of Nested Models for Circuit Analysis
Monte Carlo simulations performed using nested process models can provide more accurate replication of fabricated device performance than multinormal distributions, particularly when modeling circuits with high levels of matching. Computationally, the additional resources required to generate samples from a nested distribution are minimal when compared to those necessary to perform the SPICE simulations.
The use of a multivariate nested model with group and device stages has a number of advantages over other techniques for modeling circuits with matched devices. It allows the analysis of circuits using a variety of matching configurations without requiring model redevelopment. It allows realistic modeling of the variation of both matched and unmatched devices. It allows exploration of the possible circuit performance benefits of various process improvement options. Finally, for a given circuit and process, it allows prediction of the maximum possible benefit to circuit performance which can be achieved solely through device matching.
With this technique, the capability now exists to create virtual fab runs. That is, it is possible to generate a group of circuit instances representing the potential results of, for example, five runs with 100 circuits on each of ten wafers. The impact of changing the number of chips on a wafer or wafers in a run can be studied for the first time, and it would be worthwhile to explore this opportunity.
Another area ripe for additional work is the exploration of yet another stage of the semiconductor manufacturing process-within devices. The nested model example was constructed using data from identical devices placed closely together. Often in semiconductor manufacturing there is a stage of devices even lower than this-devices manufactured with a common gate. Since this was the case with the MDAC, it is felt that by including devices of this type in the test chip, this stage could be modeled as well, further improving the simulation accuracy.
However, care must be exercised when applying the nested modeling approach at the device level in the presence of high degrees of within-wafer or within-die variation. Within-die variation is very pattern dependent, and within-wafer variation has a spatial signature. Each of these types of variation is systematic, as opposed to random (as wafer-to-wafer and lotto-lot variation usually are). In cases such as this, a more precise model would need to provide custom tailoring to accommodate the various patterns produced by each process step for each manufacturer.
VI. CONCLUSION
The use of multivariate nested distributions has been shown to offer distinct advantages over the multivariate normal distributions most commonly used, particularly when device matching has an impact on circuit performance. These distributions can be readily extracted from test structure electrical measurements, and provide improved modeling of output parameter distributions while offering guidance for process improvement efforts. The cost of replacing traditional multinormal models with multivariate nested models seems to be minimal, revolving around a one-time redesign of process monitors and software tools, while the rewards seem to be substantial.
