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THE SPECTRAL SHIFT OPERATOR
FRITZ GESZTESY, KONSTANTIN A. MAKAROV,
AND SERGUEI N. NABOKO
Abstract. We introduce the concept of a spectral shift operator and use it
to derive Krein’s spectral shift function for pairs of self-adjoint operators. Our
principal tools are operator-valued Herglotz functions and their logarithms.
Applications to Krein’s trace formula and to the Birman-Solomyak spectral
averaging formula are discussed.
1. Introduction
Krein’s spectral shift function [51], [52], [54] has received enormous atten-
tion in the past due to its widespread applications in a variety of fields including
scattering theory ([5], Ch. 19, [9], [10], [12], [13], [44], [46], [52], [84], [88], Ch. 8),
relative index theory ([3], [14], [15], [38], [59], Ch. X), spectral averaging ([2], [6],
[11], [27], [42], [43], [66], [79]–[81]) and its application to localization properties
of random Hamiltonians ([17], [20], [21], [22], Ch. VIII, [24], [25], [47]–[49], [64],
Ch. V, [78], [79]), eigenvalue counting functions and spectral asymptotics ([10],
[23], [29], [30], [67]–[69]), semi-classical approximation ([70]–[72], [73]) and trace
formulas for one-dimensional Schro¨dinger and Jacobi operators ([31]–[33], [35],
[39]). Detailed reviews on the spectral shift function and its applications up to
1993 were published by Birman and Yafaev [12], [13]. These two papers contain
extensive bibliographies and the interested reader will find many additional refer-
ences therein. Historically, the concept of a spectral shift function was introduced
by I. M. Lifshits [56], [57].
Our main contribution to this circle of ideas is the introduction of a spectral
shift operator Ξ(λ,H0, H) for a.e. λ ∈ R, associated with a pair of self-adjoint
operators H0, H = H0 + V with V ∈ B1(H) (H a complex separable Hilbert
space). In the special cases of sign-definite perturbations V ≥ 0 and V ≤ 0,
Ξ(λ,H0, H) turns out to be a trace class operator in H, whose trace coincides
with Krein’s spectral shift function ξ(λ,H0, H) for the pair (H0, H). While the
special case V ≥ 0 has previously been studied by Carey [18], our aim here is to
treat the case of general interactions V by separately introducing the positive and
negative parts V± = (|V | ± V )/2 of V. In general, if V is not sign-definite, then
Ξ(λ,H0, H) is not necessarily of trace class. However, we will introduce trace class
operators Ξ±(λ) naturally associated with V±, acting in distinct Hilbert spaces
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H±, such that
ξ(λ,H0, H) = trH+(Ξ+(λ))− trH−(Ξ−(λ)) for a.e. λ ∈ R. (1.1)
(An alternative approach to ξ(λ,H0, H), which does not rely on separately intro-
ducing V+ and V−, will be discussed elsewhere [36].)
Our main techniques are based on operator-valued Herglotz functions (con-
tinuing some of our recent investigations in this area [34], [37], [40]) and espe-
cially, on a detailed study of logarithms of Herglotz operators in Section 2. In
Section 3 we introduce the spectral shift operator Ξ(λ,H0, H) associated with the
pair (H0, H) and relate it to Krein’s spectral shift function ξ(λ,H0, H) and his
celebrated trace formula [51]. Finally, Section 4 provides an application to spectral
averaging originally due to Birman and Solomyak [11] and hints at operator-valued
generalizations thereof. A number of additional applications of this formalism will
appear elsewhere [36].
2. Logarithms of Operator-Valued Herglotz Functions
The principal purpose of this section is to study operator-valued Herglotz
functions and particularly their logarithms and associated representation theo-
rems. In this manner we shall obtain operator-valued generalizations of some of
the classical results on exponential Herglotz representations studied by Aronszajn
and Donoghue [4].
In the following H denotes a complex separable Hilbert space with scalar
product ( ·, ·)H (linear in the second factor) and norm || · ||H, IH the identity
operator in H, B(H) the Banach space of bounded linear operators defined on
H, Bp(H), p ≥ 1 the standard Schatten-von Neumann ideals of B(H) (cf., e.g.,
[41], [77]) and C+ (resp., C−) the open complex upper (resp., lower) half-plane.
Moreover, real and imaginary parts of a bounded operator T ∈ B(H) are defined
as usual by Re(T ) = (T + T ∗)/2, Im(T ) = (T − T ∗)/(2i).
Definition 2.1. M : C+ → B(H) is called an operator-valued Herglotz function
(in short, a Herglotz operator) if M is analytic on C+ and Im(M(z)) ≥ 0 for all
z ∈ C+.
Theorem 2.2. (Birman and Entina [8], de Branges [26], Naboko [60]–[62].) Let
M : C+ → B(H) be a Herglotz operator.
(i) Then there exist bounded self-adjoint operators A = A∗ ∈ B(H), 0 ≤ B ∈ B(H),
a Hilbert space K ⊇ H, a self-adjoint operator L = L∗ in K, a bounded nonnegative
operator 0 ≤ R ∈ B(K) with R|K⊖H = 0 such that
M(z) = A+Bz +R1/2(IK + zL)(L− z)
−1R1/2|H (2.1a)
= A+ (B +R|H)z + (1 + z
2)R1/2(L− z)−1R1/2|H. (2.1b)
(ii) Let p ≥ 1. Then M(z) ∈ Bp(H) for all z ∈ C+ if and only if M(z0) ∈ Bp(H)
for some z0 ∈ C+. In this case necessarily A,B,R ∈ Bp(H).
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(iii) Let M(z) ∈ B1(H) for some (and hence for all) z ∈ C+. Then M(z) has
normal boundary values M(λ+i0) for (Lebesgue) a.e. λ ∈ R in every Bp(H)-norm,
p > 1. Moreover, let {EL(λ)}λ∈R be the family of orthogonal spectral projections of
L in K. Then R1/2EL(λ)R
1/2 is B1(H)-differentiable for a.e. λ ∈ R and denoting
the derivative by d(R1/2EL(λ)R
1/2)/dλ, Im(M(z)) has normal boundary values
Im(M(λ+ i0)) for a.e. λ ∈ R in B1(H)-norm given by
lim
ε↓0
‖pi−1Im(M(λ+ iε))− d(R1/2EL(λ)R
1/2|H)/dλ‖B1(H) = 0 a.e. (2.2)
Actually, the normal boundary values M(λ + i0) in Theorem 2.2 (iii) can
be replaced by nontangential ones. Since this distinction will play no role in the
remainder of this paper we omit the corresponding details.
Theorem 2.2 (i) follows by considering the quadratic form (ϕ,M(z)ϕ)H, re-
sulting in a scalar Herglotz function, in combination with Naimark’s dilation the-
orem (cf., e.g., Theorem 1 in Appendix I of [16]). Details can be found in [60]. For
Theorem 2.2 (ii), (iii) we refer to [61], [62]. In particular, p cannot be chosen equal
to 1 in Theorem 2.2 (iii) (cf. [61]). Moreover, if M(z0) ∈ Bp(H) for some z0 ∈ C+
and some p > 1, then M(z) need not even have boundary values M(λ+ i0) in the
weak topology of H for a.e. λ ∈ R. In fact, the quadratic form (f,M(λ + iε)f)H
may converge for f in a fixed set D ⊂ H (independent of λ) to (f,M(λ + i0)f)H
for a.e. λ ∈ R as ε ↓ 0, however, M(λ + i0) may be a densely defined unbounded
operator in H for a.e. λ ∈ R (cf. [61]).
Originally, the existence of normal limits M(λ+ i0) for a.e. λ ∈ R in B2(H)-
norm, in the special case A = 0, B = −R|H, assuming M(z) ∈ B1(H), was proved
by de Branges [26] in 1962. (The more general case in (2.1) can easily be reduced to
this special case.) In his paper [26], de Branges also proved the existence of normal
limits Im(M(λ+i0)) for a.e. λ ∈ R in B1(H)-norm and obtained (2.2). These results
and their implications on stationary scattering theory were subsequently studied
in detail by Birman and Entina [7], [8]. (Textbook representations of this material
can also be found in [5], Ch. 3.)
Invoking the family of orthogonal spectral projections {EL(λ)}λ∈R of L, (2.1)
then yields the familiar representation
M(z) = A+Bz +
∫
R
(1 + λ2)d(R1/2EL(λ)R
1/2|H)((λ − z)
−1 − λ(1 + λ2)−1),
(2.3)
where for our purpose it suffices to interpret the integral in (2.3) in the weak sense.
Further results on representations of the type (2.3) can be found in [16], Sect. I.4
and [76].
Before we continue our investigations on Herglotz operators a few comments
concerning our terminology are perhaps in order. The representation (2.3) in the
special case of scalar Herglotz functions is due to Riesz and Herglotz, respectively,
Nevanlinna. The former authors discussed the analog of (2.3) in the open unit
disk D ⊂ C, whereas the latter studied (2.3) in C+. As a consequence, functions
of the type (2.3) are frequently called Herglotz or Nevanlinna functions. Moreover,
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researchers in the former Soviet Union coined the term R-functions. Here we follow
the traditional terminology in mathematical physics which seems to prefer the
notion of Herglotz functions.
Since we are interested in logarithms of Herglotz operators, questions of their
invertibility naturally arise. The following result clarifies the situation.
Lemma 2.3. SupposeM is a Herglotz operator with values in B(H). IfM(z0)
−1 ∈
B(H) for some z0 ∈ C+ then M(z)−1 ∈ B(H) for all z ∈ C+.
Proof. Suppose there is a z1 ∈ C+ and a sequence {en}n∈N ⊂ H such that ||en||H =
1, n ∈ N but limn→∞ ‖M(z1)en‖H = 0. Then limn→∞(en, Im(M(z1))en)H =
limn→∞ ||(Im(M(z1)))
1/2en||H = 0 and hence
lim
n→∞
‖Im(M(z1))en‖H = 0. (2.4)
By (2.1a),
Im(M(z)) = Im(z)(B +R1/2(IK + L
2)((L− Re(z))2 + (Im(z))2)−1R1/2|H)
= Im(z)(B +R1/2C(z)R1/2|H), (2.5)
where C(z) = (IK+L
2)((L−Re(z))2+(Im(z))2)−1 > 0 is invertible in K, C(z)−1 ∈
B(K), z ∈ C+. Thus, (2.4) implies limn→∞((en, Ben)H + (R1/2|Hen, C(z1)R1/2|H
en)H) = 0 and hence limn→∞ ‖B
1/2en‖H = 0, and limn→∞ ‖Ben‖H = 0, limn→∞
‖R1/2|Hen‖H = 0. Consequently,
M(z1)en = Aen + z1Ben + (R
1/2(IK + z1L)(L− z1)
−1)R1/2|Hen (2.6)
with R1/2(IK + z1L)(L − z1)
−1 ∈ B(K) yields limn→∞ ‖Aen‖H = 0. Applying
(2.1a) again we infer limn→∞ ‖M(z)en‖H = 0 for all z ∈ C+ contradicting our
hypothesis M(z0)
−1 ∈ B(H). This argument shows two facts. First, by choosing
en = e ∈ ker(M(z1)) it yields ker(M(z)) = {0} for all z ∈ C+, and second, it
proves the boundedness of M(z)−1 : ran(M(z)) → H, z ∈ C+. In particular, one
infers that ran(M(z)) = dom(M(z)−1) is a closed subspace of H. By exactly the
same argument one derives {0} = ker(M(z)∗) = (ran(M(z))⊥, z ∈ C+ and thus,
M(z)−1 ∈ B(H) for all z ∈ C+.
Lemma 2.3 admits the following generalization in connection with paramet-
rices, that is, generalized inverses, familar from treatments of the Calkin alge-
bra. In the following we denote by F(H) the algebra of finite-rank operators
on H and recall that T is called a left (resp., right) parametrix of M(z0) if
(TM(z0)− IH) ∈ F(H) (resp., (M(z0)T − IH) ∈ F(H)).
Lemma 2.4. Suppose M is a Herglotz operator with values in B(H). If M(z0)
has a left (resp., right ) parametrix for some z0 ∈ C+, then M(z) has a left and
right parametrix for all z ∈ C+.
Proof. From the proof of Lemma 2.3 one infers
ker(M(z1)) = ker(M(z2)) for all z1, z2 ∈ C+, (2.7a)
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ker(M(z)∗) = ker(M(z)) = (ran(M(z)))⊥, z ∈ C+ (2.7b)
and hence M(z) can be decomposed as
M(z) =
(
M˜(z) 0
0 0
)
, H = H˜ ⊕ ker(M(i)), (2.8)
where
ker(M˜(z)) = {0}, ran(M˜(z)) = H˜, z ∈ C+. (2.9)
From TM(z0) − IH = F ∈ F(H) one concludes ker(M(z0)) ⊆ ker(IH + F ) and
hence
dim(ker(M(z))) <∞ for all z ∈ C+. (2.10)
Denote by P˜ the orthogonal projection onto H˜, H˜ = P˜H then P˜ TM(z0)P˜ =
P˜ T P˜M˜(z0) = P˜ (IH +F )P˜ = IH˜ + F˜ . In order to prove that M˜(z0)
−1
∈ B(H˜) we
argue as follows: Suppose there is a sequence {en}n∈N ⊂ H˜, ‖en‖H˜ = 1 such that
lim
n→∞
‖M˜(z0)en‖H˜ = 0. (2.11)
Hence limn→∞ ‖P˜T P˜M˜(z0)en‖H˜ = limn→∞ ‖(IH˜+ F˜ )en‖H˜ = 0. Next, let E˜−1 be
the spectral projection onto the geometric eigenspace of F˜ corresponding to the
eigenvalue −1, and
E˜−1 ∔ E˜
⊥
−1 = IH˜ (2.12)
(here ∔ denotes the direct sum but not necessarily the orthogonal direct sum ⊕).
Then
lim
n→∞
‖(IH˜ + F˜ )E˜
⊥
−1en‖H˜ = 0. (2.13)
Since IH˜ + F˜ is boundedly invertible on E˜
⊥
−1H˜, one infers
lim
n→∞
‖E˜⊥−1en‖H˜ = 0. (2.14)
Introducing e˜n = E˜−1en, n ∈ N, one concludes from (2.11), (2.12)–(2.14) that
limn→∞ ‖e˜n‖H˜ = 1, limn→∞ ‖M˜(z0)e˜n‖H˜ = 0. Since {e˜n}n∈N is compact, there
exists a subsequence {e˜nk}k∈N ⊆ {e˜n}n∈N such that limk→∞ ‖e˜nk− e˜0‖H˜ = 0, e˜0 ∈
ran(E˜−1), ‖e˜0‖H˜ = 1. Hence limk→∞ ‖M˜(z0)e˜nk‖H˜ = 0 implying the contradiction
M˜(z0)e˜0 = 0. Thus, M˜(z0)
−1 ∈ B(H˜) and hence M˜(z)−1 ∈ B(H˜), z ∈ C+ by
Lemma 2.3. In particular, ran(M˜(z)) = H˜, z ∈ C+ and hence M(z) =
(
M˜(z) 0
0 0
)
has left and right parametrices taking into account (2.10).
Concerning boundary values at the real axis we also recall
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Lemma 2.5. (Naboko [63].) Suppose (M − IH) is a Herglotz operator with values
in B1(H). Then the boundary values M(λ+i0) exist for a.e. λ ∈ R in Bp(H)-norm,
p > 1 and M(λ+ i0) is a Fredholm operator for a.e. λ ∈ R with index zero a.e.,
ind(M(λ+ i0)) = 0 for a.e. λ ∈ R. (2.15)
Moreover,
ker(M(λ+ i0)) = ker(M(i)) = (ran(M(λ+ i0)))⊥ for a.e. λ ∈ R. (2.16)
In addition, if M(z0)
−1 ∈ B(H) for some (and hence for all ) z0 ∈ C+, then
M(λ+ i0)−1 ∈ B(H) for a.e. λ ∈ R. (2.17)
Generalizations and a counter example to (2.17) if (M − IH) ∈ B1(H) is
replaced by (M − IH) ∈ Bp(H), p > 1 can be found in [63].
Next, let T be a bounded dissipative operator, that is,
T ∈ B(H), Im(T ) ≥ 0. (2.18)
In order to define the logarithm of T we use the integral representation
log(z) = −i
∫ ∞
0
dλ ((z + iλ)−1 − (1 + iλ)−1), z 6= −iy, y ≥ 0, (2.19)
with a cut along the negative imaginary z-axis. We use the symbol log(·) in (2.19)
in order to distinguish it from the integral representation
ln(z) =
∫ 0
−∞
dλ ((λ − z)−1 − λ(1 + λ2)−1), z ∈ C\(−∞, 0] (2.20)
with a cut along the negative real axis. Both representations will be used later
and it is easily verified that log(·) and ln(·) coincide for z ∈ C+. In particular, one
verifies that (2.19) and (2.20) are Herglotz functions, that is, they are analytic in
C+ and
0 < Im(log(z)), Im(ln(z)) < pi, z ∈ C+. (2.21)
Lemma 2.6. Suppose T ∈ B(H) is dissipative and T−1 ∈ B(H). Define
log(T ) = −i
∫ ∞
0
dλ ((T + iλ)−1 − (1 + iλ)−1IH) (2.22)
in the sense of a B(H)-norm convergent Riemann integral. Then
(i) log(T ) ∈ B(H).
(ii) If T = zIH, z ∈ C+, then log(T ) = log(z)IH.
(iii) Suppose {Pn}n∈N ⊂ B(H) is a family of orthogonal finite-rank projections in
H with s-limn→∞ Pn = IH. Then
s-lim
n→∞
((IH − Pn) + PnTPn) = T
and
s-lim
n→∞
log((IH − Pn) + Pn(T + iε)Pn)
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= s-lim
n→∞
Pn(log(Pn(T + iε)Pn|PnH)Pn = log(T + iεIH), ε > 0.
(iv) n-limε↓0 log(T + iεIH) = log(T ).
(v) elog(T ) = T.
Proof. (i) Clearly log(T ) ∈ B(H) since
|| log(T )|| ≤
∫ δ
0
dλ (||(T + iλ)−1||+ 1) +
∫ ∞
δ
dλ (||T ||+ 1)λ−2 (2.23)
using ||(T + iλ)−1|| ≤ λ−1, λ > 0. Moreover, by ||(T + iλ)−1|| ≤ ||T−1||(1 −
||T−1||λ)−1 for 0 < λ < ||T−1||−1, choosing δ = 2−1||T−1||−1 is sufficient to
bound the first integral in (2.23).
(ii) is obvious from (2.19).
(iii) For any f ∈ H, ε > 0,∥∥∥∥
∫ ∞
0
dλ (((IH − Pn) + Pn(T + iε)Pn + iλ)
−1 − (T + iε+ iλ)−1)f
∥∥∥∥
≤ 2
∫ δ
0
dλ ((ε+ λ)−1)||f ||
+
∫ N
δ
dλ ||((IH − Pn) + PnTPn − T + iε(Pn − IH))(T + iε+ iλ)
−1f ||δ−1
+
∫ ∞
N
dλλ−2‖((IH − Pn) + Pn(T + iε)Pn − T − iεIH)‖‖f‖. (2.24)
Taking δ > 0 sufficiently small and N sufficiently large such that the first and
third integrals in (2.24) are sufficiently small uniformly with respect to n ∈ N for
fixed f ∈ H, it suffices to let n → ∞ in the second integral in (2.24) for fixed δ
and N .
(iv) One estimates,
‖ log(T + iε)− log(T )‖ =
∥∥∥∥
∫ ∞
0
dλ ((T + iε+ iλ)−1 − (T + iλ)−1)
∥∥∥∥
≤
∫ δ
0
dλ (||T−1||(1− (ε+ λ)||T−1||)−1 + ||T−1||(1− λ||T−1||)−1)
+ ε
∫ ∞
δ
dλλ−2 ≤ 2δ(||T−1||−1 − (ε+ δ))−1 + εδ−1 (2.25)
for ε+ δ < ||T−1||−1. Taking δ ≤ 2−1||T−1||−1, ε < δ/2 and ε ↓ 0 then yields the
result since δ > 0 can be chosen arbitrarily small.
(v) clearly holds for dissipative n× n matrices and hence
elog((IH−Pn)+Pn(T+iε)Pn) = (IH − Pn) + Pn(T + iε)Pn, ε > 0 (2.26)
upon decomposing H = PnH⊕ (IH −Pn)H, where Pn are orthogonal rank-n pro-
jections. Since s-limn→∞ e
An = eA whenever An, A ∈ B(H) and s-limn→∞An = A
(simply use eB =
∑∞
m=0B
m/(m!), B ∈ B(H) and Amn − A
m =
∑m−1
ℓ=0 A
ℓ
n(An −
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A)Am−1−ℓ), one infers from (iii) and (2.26) elog(T+iε) = T + iε, ε > 0. Together
with (iv) this yields (v).
Lemma 2.7. Suppose T ∈ B(H) is dissipative and T−1 ∈ B(H). Let L be the
minimal self-adjoint dilation of T in the Hilbert space K ⊇ H. Then
Im(log(T )) = piPHEL((−∞, 0))|H, (2.27)
where PH is the orthogonal projection in K onto H and {EL(λ)}λ∈R is the family
of orthogonal spectral projections of L in K. In particular,
0 ≤ Im(log(T )) ≤ piIH. (2.28)
Proof. By Sz.-Nagy’s dilation theorem (see the corresponding result in [86], Ch. III,
Sect. 2, Theorem 2.1 for contractions), one infers
(T + iλ)−1 = PH(L+ iλ)
−1|H, λ > 0, (2.29)
where L is the minimal self-adjoint dilation of T in K. Then the existence of
T−1 ∈ B(H) and (2.29) yield
EL({0}) = 0. (2.30)
In order to prove (2.30) one can argue as follows. Consider the contraction S =
(T−i)(T+i)−1. According to Theorem 3.2, Ch. I, Sect. 3 in [86], every contraction
on the Hilbert space H corresponds to a decomposition of H into an orthogonal
sum H = H0 ⊕ H1 of two reducing subspaces of S such that the part of S on
H0 is unitary, and the part of S on H1 is completely non-unitary. Moreover, this
decomposition is unique. (We recall that a contraction is called completely non-
unitary if there are no non-zero subspaces reducing this contraction to a unitary
operator.) Since T is invertible, the unitary part of the contraction S does not
have the eigenvalue −1. Since the minimal unitary dilation of a completely non-
unitary contraction has absolutely continuous spectrum (see [85]), we conclude
that the minimal unitary dilation of S does not have the eigenvalue −1 and hence
the kernel of the minimal self-adjoint dilation L of the dissipative operator T is
trivial, proving (2.30). Next, (2.22) implies
Im(log(T )) = −
∫ ∞
0
dλRe((T + iλ)−1 − (1 + iλ)−1IH)
= −
∫ ε
0
dλRe((T + iλ)−1 − (1 + iλ)−1IH)
− PH
∫ ∞
ε
dλRe((L+ iλ)−1 − (1 + iλ)−1IK)|H
= −
∫ ε
0
dλRe((T + iλ)−1 − (1 + iλ)−1IH)
− PH
∫ ∞
ε
dλ (L(L2 + λ2)−1 − (1 + λ2)−1IK)|H, ε > 0. (2.31)
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Let us prove that
s-lim
ε↓0
∫ ∞
ε
dλL(L2 + λ2)−1 = (pi/2)(PL,+ − PL,−), (2.32)
where PL,+ = EL((0,∞)) and PL,− = EL((−∞, 0)) are the spectral projections
of L corresponding to the half-lines (0,∞) and (−∞, 0). Then (2.27) and hence
(2.28) follow from (2.31), (2.32) and the fact that
lim
ε↓0
∥∥∥∥
∫ ε
0
dλRe((T + iλ)−1 − (1 + iλ)−1IH)
∥∥∥∥ = 0. (2.33)
Using the estimate |
∫∞
ε
dλµ(µ2 + λ2)−1| ≤ (pi/2), µ ∈ R, ε > 0 by the spectral
theorem for the self-adjoint operator L, we infer that the family of operators∫∞
ε
dλL(L2 + λ2)−1 is uniformly bounded in ε > 0 and therefore, it suffices to
check the convergence (2.32) on a dense set in K. A natural candidate for this set
is D = {
⋃
δ>0 EL(R\(−δ, δ))f | f ∈ K}, which is dense in K since by (2.30) the
kernel of L is trivial. For f ∈ D we have∫ ∞
ε
dλL(L2 + λ2)−1f =
∫ ∞
ε
dλ
∫
R\(−δ,δ)
µ(µ2 + λ2)−1dEL(µ)f
=
∫ ∞
δ
((pi/2)− arctan(ε/µ))dEL(µ)f −
∫ −δ
−∞
((pi/2)− arctan(ε/|µ|))dEL(µ)f
= (pi/2)(EL((δ,∞))− EL((−∞,−δ)))f
−
∫ ∞
δ
arctan(ε/µ)dEL(µ)f +
∫ −δ
−∞
arctan(ε/|µ|)dEL(µ)f (2.34)
for all δ > 0, δ = δ(f) small enough. For fixed f ∈ D, going to the limit ε→ 0 in
(2.34), we get
lim
ε↓0
∫ ∞
ε
dλL(L2 + λ2)−1f = (pi/2)(EL((δ,∞))− EL((−∞, δ)))f
= (pi/2)(PL,+ − PL,−)f, (2.35)
proving (2.32).
Combining Lemmas 2.3 and 2.7 one can prove the following result.
Lemma 2.8. Suppose M : C+ −→ B(H) is a Herglotz operator and M(z0)−1 ∈
B(H) for some (and hence for all ) z0 ∈ C+. Then log(M) : C+ −→ B(H) is a
Herglotz operator and
0 ≤ Im(log(M(z))) ≤ piIH, z ∈ C+. (2.36)
Proof. Clearly
log(M(z)) = −i
∫ ∞
0
dλ ((M(z) + iλ)−1 − (1 + iλ)−1IH), z ∈ C+ (2.37)
is analytic for z ∈ C+ since M(z)−1 ∈ B(H) for all z ∈ C+ by Lemma 2.3. An
application of Lemma 2.7 then yields (2.36).
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Thus applying (2.1a) to log(M(z)) one infers
log(M(z)) = C +Dz + R˜1/2(IK˜ + zL˜)(L˜− z)
−1R˜1/2|H, z ∈ C+ (2.38)
for some Hilbert space K˜ ⊇ H, some bounded self-adjoint operators C, 0 ≤ D ∈
B(H), a bounded nonnegative operator 0 ≤ R˜ ∈ B(H) with R˜|K˜⊖H = 0, and a
self-adjoint operator L˜ = L˜∗ in K˜. By comparison with scalar Herglotz functions
one would expect that D = 0. That this is indeed the case is proved next.
Lemma 2.9. D = 0 in the representation (2.38) for log(M(z)), z ∈ C+.
Proof. Consider z = iy, y ↑ ∞. Then
||y−1 log(M(iy))−Di|| = O(y−1) (2.39)
and by (2.36),
piy−1IH ≥ y
−1Im(log(M(iy)))
= D + y−1Im(R˜1/2(IK˜ + iyL˜)(L˜ − iy)
−1R˜1/2|H)
= D + y−1(... ≥ 0...) ≥ D ≥ 0 (2.40)
and hence D = 0 since y−1 can be chosen arbitrarily small.
Introducing the family of orthogonal spectral projections {EL˜(λ)}λ∈R of L˜
in K˜ one can thus rewrite (2.38) as
log(M(z)) = C
+
∫
R
(1 + λ2)d(R˜1/2EL˜(λ)R˜
1/2|H)((λ− z)
−1 − λ(1 + λ2)−1), z ∈ C+ (2.41)
and hence
Im(log(M(z))) = Im(z)
∫
R
d(R˜1/2EL˜(λ)R˜
1/2|H)(1 + λ
2)|λ− z|−2 (2.42)
for z ∈ C+, interpreting both integrals in (2.41) and (2.42) in the weak sense for
simplicity. Again by comparison with scalar Herglotz functions one expects that
d(R˜1/2EL˜(λ) R˜
1/2|H) is a purely absolutely continuous operator-valued measure
on R. This is confirmed by the following result (trH(·) denotes the trace of trace
class operators in H).
Theorem 2.10. SupposeM : C+ −→ B(H) is a Herglotz operator andM(z0)−1 ∈
B(H) for some (and hence for all ) z0 ∈ C+. Then there exists a family of bounded
self-adjoint weakly (Lebesgue ) measurable operators {Ξ(λ)}λ∈R ⊂ B(H),
0 ≤ Ξ(λ) ≤ IH for a.e. λ ∈ R (2.43)
such that
log(M(z)) = C +
∫
R
dλΞ(λ)((λ − z)−1 − λ(1 + λ2)−1), z ∈ C+ (2.44)
THE SPECTRAL SHIFT OPERATOR 11
the integral taken in the weak sense, where C = C∗ ∈ B(H). Moreover, if Im(log
(M(z0))) ∈ B1(H) for some (and hence for all ) z0 ∈ C+, then
0 ≤ Ξ(λ) ∈ B1(H) for a.e. λ ∈ R, (2.45)
0 ≤ trH(Ξ(·)) ∈ L
1
loc(R; dλ),
∫
R
dλ (1 + λ2)−1 trH(Ξ(λ)) <∞, (2.46)
and
trH(Im(log(M(z)))) = Im(z)
∫
R
dλ trH(Ξ(λ))|λ − z|
−2, z ∈ C+. (2.47)
Proof. Let f ∈ H and denote
dωf (λ) = (1 + λ
2)d(R˜1/2f, EL˜(λ)R˜
1/2f)H = (1 + λ
2)d||EL˜(λ)R˜
1/2f ||2H. (2.48)
Then
0 ≤ (f, Im(log(M(z)))f)H ≤ pi||f ||
2
H, z ∈ C+, f ∈ H (2.49)
proves that dωf is purely absolutely continuous, dωf = dωf,ac by standard argu-
ments (see, e.g., [4]). Thus,
dωf (λ) = ξf (λ)dλ with 0 ≤ ξf (λ) ≤ ||f ||
2
H for all f ∈ H and a.e. λ ∈ R.
(2.50)
By (2.48), ξf (λ) defines a quadratic form
ξf (λ) = (f,Ξ(λ)f)H for some 0 ≤ Ξ(λ) ≤ IH and a.e. λ ∈ R (2.51)
proving (2.43) and (2.44). The representation (2.38) (with D = 0) implies
Im(log(M(z)) = R˜1/2(IK + L˜
2)((L˜ − Re(z))2 + (Im(z))2)−1R˜1/2|H (2.52)
and hence Im(log(M(z0))) ∈ B1(H) for some z0 ∈ C+ implies Im(log(M(z))) ∈
B1(H) for all z ∈ C+. In particular,
Im(log(M(i))) =
∫
R
dλ (1 + λ2)−1Ξ(λ) (2.53)
then proves
trH(Im(log(M(i)))) =
∫
R
dλ (1 + λ2)−1 trH(Ξ(λ)) <∞ (2.54)
by the monotone convergence theorem. Hence 0 ≤ trH(Ξ(λ)) = ||Ξ(λ)||1 < ∞ for
a.e. λ ∈ R completes the proof.
Remark 2.11. For simplicity we focused on dissipative operators thus far. Later
we will also encounter operators S ∈ B(H) with −S dissipative, that is, Im(S) ≤ 0.
In this case S∗ is dissipative and one can simply define log(S) by
log(S) = (log(S∗))∗, (2.55)
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with log(S∗) defined as in (2.22). Moreover,
log(M̂(z)) = Ĉ −
∫
R
dλ Ξ̂(λ)((λ − z)−1 − λ(1 + λ2)−1), z ∈ C+, (2.56)
Ĉ = Ĉ∗ ∈ B(H) and 0 ≤ Ξ̂(λ) ≤ IH for a.e. λ ∈ R, (2.57)
whenever M̂ is analytic in C+ and Im(M̂(z)) ≤ 0, z ∈ C+.
Remark 2.12. Theorem 2.10 represents the operator-valued generalization of the
exponential Herglotz representation for scalar Herglotz functions studied in detail
by Aronszajn and Donoghue [4] (see also Carey and Pepe [19]). Theorem 2.10 is not
the first attempt in this direction. Carey [18], in 1976, considered the caseM(z) =
IH+K
∗(H0−z)
−1K (i.e., A−R1/2LR1/2|H = IH, B = 0, (1+L
2)1/2R1/2|H = K
when compared to (2.1a)) and established
M(z) = exp
(∫
R
dλB(λ)(λ − z)−1
)
(2.58)
for a summable operator function B(λ), 0 ≤ B(λ) ≤ IH (i.e., the analog of Ξ(λ) in
(2.44)). Although Carey’s proof also uses Naimark’s dilation theorem as described
in Theorem 1 of Appendix I of [16], it is different from ours and does not utilize
the integral representation (2.22) for logarithms.
Remark 2.13. At first glance it may seem that we have been a bit pedantic in
introducing various branches of the logarithm in (2.19) and (2.20). Actually, these
branches are just a special case of the following family of branches
logα(z) =
∫
γα
dζ ((z − ζ)−1 − (1− ζ)−1), z ∈ C\γα, (2.59)
where γα denotes the ray, γα = {ζ ∈ C+ | ζ = reiα, 0 ≤ r < ∞, α ∈ [pi, 2pi]}. In
particular, log(·) = log3π/2(·) and since
∫ 0
−∞
dλ ((1−λ)−1−λ(1+λ2)−1) = 0, one
infers ln(·) = logπ(·). That some care has to be taken in connection with a consis-
tent choice of branches especially for operator-valued branches of the logarithm is
illustrated in the following Remark 2.14 and in Remark 3.3.
Remark 2.14. In view of our applications in Sections 3 and 4 it seems worthwhile
to recall in connection with our hypothesis Im(log(M(z0))) ∈ B1(H) in Theorem
2.10 that if A ∈ B1(H) and detH(IH + A) 6= 0, then log(IH + A) ∈ B1(H) by
(2.22) (using (IH + A + iλ)
−1 − (1 + iλ)−1IH = (1 + λ)
−1(IH + A + iλ)
−1A.)
Moreover, detH(IH+A) =
∏
n∈N(1+λn(A)), where λn(A) denote the eigenvalues
of A repeated according to their algebraic multiplicity, then shows
trH(log(IH +A)) = log(detH(IH +A)). (2.60)
In fact, (2.60) holds for any branch logα(·) and hence, in particular, for the branch
ln(·) on either side of (2.60). (Here detH(·) denotes the Fredholm determinant for
operators in H.)
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3. The Spectral Shift Operator
The main purpose of this section is to introduce the concept of a spectral shift
operator (cf. Definition 3.5) and a new approach to Krein’s basic trace formula
[51].
Let H be a complex separable Hilbert space and assume the following hy-
pothesis for the remainder of this section.
Hypothesis 3.1. Let H0 be a self-adjoint operator in H with domain dom(H0),
J a bounded self-adjoint operator with J2 = IH, and K ∈ B2(H) a Hilbert-Schmidt
operator.
Introducing
V = KJK∗ (3.1)
we define the self-adjoint operator
H = H0 + V, dom(H) = dom(H0) (3.2)
in H.
Given Hypothesis 3.1 we decompose H and J according to
J =
(
I+ 0
0 −I−
)
, H = H+ ⊕H−, (3.3)
J+ =
(
I+ 0
0 0
)
, J− =
(
0 0
0 I−
)
, J = J+ − J−, (3.4)
with I± the identity operator inH±. Moreover, we introduce the following bounded
operators
Φ(z) = J +K∗(H0 − z)
−1K : H → H, (3.5)
Φ+(z) = I+ + J+K
∗(H0 − z)
−1K|H+ : H+ → H+, (3.6)
Φ˜−(z) = I− − J−K
∗(H+ − z)
−1K|H− : H− → H−, (3.7)
for z ∈ C\R, where
V+ = KJ+K
∗, (3.8)
H+ = H0 + V+, dom(H+) = dom(H0). (3.9)
Lemma 3.2. Assume Hypothesis 3.1. Then Φ, Φ+, and −Φ˜− are Herglotz oper-
ators in H, H+, and H−, respectively. In addition (z ∈ C\R),
Φ(z)−1 = J − JK∗(H − z)−1KJ, (3.10)
Φ+(z)
−1 = I+ − J+K
∗(H+ − z)
−1K|H+ , (3.11)
Φ˜−(z)
−1 = I− + J−K
∗(H − z)−1K|H− . (3.12)
14 GESZTESY, MAKAROV, AND NABOKO
Proof. It suffices to consider Φ+. Since I+ and H0 are self-adjoint, Φ+(z) = (J++
J+K
∗(H0 − z)
−1KJ+)|H+ is clearly analytic in C\R and satisfies Im(Φ+(z)) ≥ 0
for z ∈ C+. Relation (3.11) is then an elementary consequence of the second
resolvent equation,
(H+ − z)
−1 = (H0 − z)
−1 − (H0 − z)
−1V+(H+ − z)
−1 (3.13a)
= (H0 − z)
−1 − (H+ − z)
−1V+(H0 − z)
−1, (3.13b)
the fact J2+ = J+, and simply follows by multiplying the right-hand sides of (3.6)
and (3.11) in either order.
Remark 3.3. In the following we need to make use of the formula
d trK(log(IK + F (z)))/dz = trK(F
′(z)(IK + F (z))
−1). (3.14)
This result is proven, for instance, in [28], Ch. I, Sect. 6.11 or [41], Sect. IV.1 for
analytic F (·) ∈ B1(K) in some region Ω ⊂ C such that (IK + F (·))−1 ∈ B(K) in Ω
using the standard branch ln(·). In this case equation (3.14) is first proven in the
finite-dimensional case, followed by taking the limit n → ∞ upon replacing F (z)
by PnF (z)Pn, with Pn a family of orthogonal projections in K strongly converging
to IK as n → ∞ (cf., [41], p. 163). This strategy of proof extends to all branches
logα(·) introduced in Remark 2.13. More generally, we have the following result,
d trK(ϕ(F (s)))/ds = trK(ϕ
′(F (s))F ′(s)), (3.15)
with F (s) ∈ B1(K) defined on an interval s1 ≤ s ≤ s2, continuously differentiable
in B1(K)-norm, and ϕ(z) any scalar function, holomorphic in some domain D ⊂ C
with a Jordan boundary and spec(F (s)) ⊂ D for all s ∈ [s1, s2].
Lemma 3.4. Assume Hypothesis 3.1 and C\R. Then
trH((H0 − z)
−1 − (H+ − z)
−1) = d trH+(log(Φ+(z)))/dz, (3.16a)
trH((H+ − z)
−1 − (H − z)−1) = d trH−(log(Φ˜−(z)))/dz. (3.16b)
Proof. It suffices to prove (3.16a). Applying (3.13) repeatedly one infers
trH((H0 − z)
−1 − (H+ − z)
−1)
= trH((H0 − z)
−1V+[(H0 − z)
−1 − (H+ − z)
−1V+(H0 − z)
−1])
= trH(J+K
∗(H0 − z)
−2KJ+[J+ − J+K
∗(H+ − z)
−1KJ+])
= trH(J+Φ
′
+(z)J
2
+Φ+(z)
−1J+) = trH+(Φ
′
+(z)Φ+(z)
−1)
= d trH+(log(Φ+(z)))/dz, z ∈ C\R, (3.17)
where we used J2+ = J+,
trH(AB) = trH(BA) (3.18)
for A,B ∈ B(H) with AB, BA ∈ B1(H) (cf. Corollary 3.8 in [77]), and (3.14).
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Next, applying Theorem 2.10 and Remark 2.11 to Φ+(z) and Φ˜−(z) one
infers the existence of two families of bounded operators {Ξ±(λ)}λ∈R defined for
(Lebesgue) a.e. λ ∈ R and satisfying
0 ≤ Ξ±(λ) ≤ I±, Ξ±(λ) ∈ B1(H±) for a.e. λ ∈ R, (3.19)
||Ξ±(·)||1 ∈ L
1(R; (1 + λ2)−1dλ)
and
log(Φ+(z)) = log(I+ + J+K
∗(H0 − z)
−1K|H+)
= C+ +
∫
R
dλΞ+(λ)((λ − z)
−1 − λ(1 + λ2)−1), (3.20a)
log(Φ˜−(z)) = log(I− − J−K
∗(H+ − z)
−1K|H−)
= C− −
∫
R
dλΞ−(λ)((λ − z)
−1 − λ(1 + λ2)−1) (3.20b)
for z ∈ C\R, with C± = C∗± ∈ B1(H).
Equations (3.20) motivate the following
Definition 3.5. Ξ+(λ) (resp., Ξ−(λ)) is called the spectral shift operator associ-
ated with Φ+(z) (resp., Φ˜−(z)). Alternatively, we will refer to Ξ+(λ) as the spectral
shift operator associated with the pair (H0, H+) and occasionally use the notation
Ξ+(λ,H0, H+) to stress the dependence on (H0, H+), etc.
Moreover, we introduce
ξ±(λ) = trH±(Ξ±(λ)), 0 ≤ ξ± ∈ L
1(R; (1 + λ2)−1dλ) for a.e. λ ∈ R. (3.21)
Actually, taking into account the simple behavior of Φ+(iy) and Φ˜−(iy) as
|y| → ∞, one can improve (3.20a) and (3.20b) as follows.
Lemma 3.6. Assume Hypothesis 3.1 and define ξ± as in (3.21). Then
0 ≤ ξ± ∈ L
1(R; dλ), (3.22)
and (3.20a) and (3.20b) simplify to
log(Φ+(z)) =
∫
R
dλΞ+(λ)(λ − z)
−1, (3.23a)
log(Φ˜−(z)) = −
∫
R
dλΞ−(λ)(λ − z)
−1. (3.23b)
Moreover, for a.e. λ ∈ R,
lim
ε↓0
‖Ξ+(λ)− pi
−1Im(log(Φ+(λ+ iε)))‖B1(H+) = 0, (3.24a)
lim
ε↓0
‖Ξ−(λ) + pi
−1Im(log(Φ˜−(λ+ iε)))‖B1(H−) = 0. (3.24b)
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Proof. It suffices to consider ξ+(λ) and Φ+(z). Since
|| log(Φ+(y))||1 = O(|y|
−1) as |y| → ∞ (3.25)
by the Hilbert-Schmidt hypothesis on K and the fact ||(H0 − iy)
−1|| = O(|y|−1)
as |y| → ∞, the scalar Herglotz function trH+(log(Φ+(z))) satisfies
| trH+(log(Φ+(z)))| = O(|y|
−1) as |y| → ∞. (3.26)
By standard results (see, e.g., [4], [45]), (3.26) yields
trH+(log(Φ+(z))) =
∫
R
dω+(λ)(λ − z)
−1, z ∈ C\R, (3.27)
where ω+ is a finite measure,∫
R
dω+(λ) = −i lim
y↑∞
(y trH+(log(Φ+(z)))) <∞. (3.28)
Moreover, the fact that Im(log(Φ+(z))) is uniformly bounded with respect to z ∈
C+ yields that ω+ is purely absolutely continuous,
dω+(λ) = ξ+(λ)dλ, ξ+ ∈ L
1(R; dλ), (3.29)
where
ξ+(λ) = pi
−1 lim
ε↓0
(Im(trH+(log(Φ+(λ+ iε))))) = trH+(Ξ+(λ))
= pi−1 lim
ε↓0
(Im(log(detH+(Φ+(λ+ iε))))) for a.e. λ ∈ R. (3.30)
In order to prove (3.24a) we first observe that Im(log(Φ+(λ+iε))) takes on bound-
ary values Im(log(Φ+(λ + i0))) for a.e. λ ∈ R in B1(H+)-norm by (2.2). Next,
choosing an orthonormal system {en}n∈N ⊂ H+, we recall that the quadratic
form (en, Im(log(Φ(λ+ i0)))en)H+ exists for all λ ∈ R\En, where En has Lebesgue
measure zero. Thus one observes,
lim
ε↓0
(em, Im(log(Φ+(λ+ iε)))en)H+ = (em, Im(log(Φ+(λ+ i0)))en)H+
= pi(em,Ξ+(λ)en)H+ for λ ∈ R\{Em ∪ En}. (3.31)
Let E = ∪n∈NEn, then |E| = 0 (| · | denoting the Lebesgue measure on R) and hence
(f, Im(log(Φ+(λ+ i0)))g)H+ = pi(f,Ξ+(λ)g)H+ (3.32)
for λ ∈ R\E and f, g ∈ D = lin.span {en ∈ H+ |n ∈ N}.
Since D is dense in H+ and Ξ+(λ) ∈ B(H+) one infers Im(log(Φ+(λ + i0))) =
piΞ+(λ) for a.e. λ ∈ R, completing the proof.
Of course (3.24a), (3.24b) (and the method of proof) immediately extend to
a.e. nontangential limits to the real axis.
Assuming Hypothesis 3.1 we define
ξ(λ) = ξ+(λ)− ξ−(λ) for a.e. λ ∈ R (3.33)
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and call ξ(λ) (resp., ξ+(λ), ξ−(λ)) the spectral shift function associated with the
pair (H0, H) (resp., (H0, H+), (H+, H)), sometimes also denoted by ξ(λ,H0, H),
etc., to underscore the dependence on the pair involved.
M. Krein’s basic trace formula [51] is now obtained as follows.
Theorem 3.7. Assume Hypothesis 3.1. Then (z ∈ C\{spec(H0) ∪ spec(H)})
trH((H − z)
−1 − (H0 − z)
−1) = −
∫
R
dλ ξ(λ)(λ − z)−2. (3.34)
Proof. Let z ∈ C\R. By (3.27) and (3.29) we infer
trH+(log(Φ+(z))) =
∫
R
dλ ξ+(λ)(λ − z)
−1, (3.35)
trH−(log(Φ˜−(z))) = −
∫
R
dλ ξ−(λ)(λ − z)
−1. (3.36)
Adding (3.16a) and (3.16b), differentiating (3.35) and (3.36) with respect to z
proves (3.34) for z ∈ C\R. The result extends to all z ∈ C\{spec(H0) ∪ spec(H)}
by continuity of ((H − z)−1 − (H0 − z)
−1) in B1(H)-norm.
In particular, ξ(λ) introduced in (3.33) is Krein’s original spectral shift func-
tion (up to normalization). As noted in Section 2, the spectral shift operator Ξ+(λ)
in the particular case V = V+, and its relation to Krein’s spectral shift function
ξ+(λ), was first studied by Carey [18] in 1976.
Remark 3.8. (i) As shown originally by M. Krein [51], the trace formula (3.34)
extends to
tr(f(H)− f(H0)) =
∫
R
dλ ξ(λ)f ′(λ) (3.37)
for appropriate functions f . This fact has been studied by numerous authors and
we refer, for instance, to [5], Ch. 19, [10]–[12], [52], [53], [65], [82], [83], [87], [88],
Ch. 8 and the references therein.
(ii) While we focus here on pairs of self-adjoint operators (H0, H), M. Krein in his
original paper [51] also considered pairs of unitary operators. Given the conformal
equivalence of C+ and the open interior of the unit disk D in C, this corresponds
precisely to the study of Nevanlinna, respectively, Riesz-Herglotz functions in C+,
respectively, D. Pairs of unitary operators are also studied, for instance, in [11],
[12], [58], [82], [83]. The trace formula in the case of non-self-adjoint and non-
unitary pairs of operators is a rather challenging problem. The interested reader
can get some insight into this matter by consulting [1], [53], [55], [74] and the ex-
tensive literature cited therein. Similarly, the case of non-trace class perturbations
and associated trace formulas has been studied by various authors. We refer, for
instance, to [75], where Hilbert-Schmidt perturbations of unitary operators are
treated in depth.
(iii) While scattering theory for the pair (H0, H) is not discussed in this paper, we
remark that ξ(λ), for a.e. λ ∈ specac(H0) (the absolutely continuous spectrum of
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H0), is related to the scattering operator at fixed energy λ by the Birman-Krein
formula [9],
detHλ(S(λ,H0, H)) = e
−2πiξ(λ) for a.e. λ ∈ specac(H0). (3.38)
Here S(λ,H0, H) denote the fibers in the direct integral representation of the
scattering operator
S(H0, H) =
∫ ⊕
specac(H0)
dλS(λ,H0, H) in H =
∫ ⊕
specac(H0)
dλHλ
with respect to the absolutely continuous part H0,ac of H0. This fundamental
connection, originally due to Birman and Krein [9], is further discussed in [5],
Ch. 19, [12], [13], [18], [46], [52], [84], [88], Ch. 8 and the literature cited therein.
(iv) The standard identity ([41], Sect. IV.3)
trH((H − z)
−1 − (H0 − z)
−1) = −d log(detH(IH + V (H0 − z)
−1))/dz (3.39)
together with the trace formula (3.34) yields the well-known connection between
perturbation determinants and ξ(λ), also due to M. Krein [51]
log(detH(IH + V (H0 − z)
−1)) =
∫
R
dλ ξ(λ)(λ − z)−1, (3.40)
ξ(λ) = lim
ε↓0
pi−1Im(log(detH(IH + V (H0 − (λ+ i0))
−1))) for a.e. λ ∈ R, (3.41)
trH(V ) =
∫
R
dλ ξ(λ),
∫
R
dλ |ξ(λ)| ≤ ||V ||1. (3.42)
This is discussed in more detail, for instance, in [5], Ch. 19, [12], [18], [50], [52],
[54], [82]–[84], [88]. Relation (3.41) and the analog of (2.2) for d(AEH(λ)B)/dλ,
where H = H0 + V, V = B
∗A, A,B ∈ B2(H), V = V
∗, leads to the expression
ξ(λ) = (−2pii)−1 trH(log(IH− 2pii(IH−A(H −λ− i0)
−1B∗)(d(AEH(λ)B
∗)/dλ)))
for a.e. λ ∈ R (cf., e.g., [5], Sects. 3.4.4 and 19.1.4).
(v) The invariance principle for wave operators of the pair (H0, H) implies
ξ(λ) = ξ(λ,H0, H) = sgn(Ψ
′(λ))ξ(Ψ(λ),Ψ(H0),Ψ(H)) (3.43)
for a certain class of admissible functions Ψ. In certain cases (e.g., if H0 and H
are bounded from below) this can be used to define ξ even though H −H0 = V is
not of trace class as long as (Ψ(H)−Ψ(H0)) ∈ B1(H). Prime candidates for Ψ in
such cases are semigroup (Ψ(λ) = e−tλ, t > 0) and resolvent (Ψ(λ) = (λ − z)−1,
z ∈ C\R or z < E0 for some E0 ∈ R) functions. Pertinent facts in this connection
can be found in [44], [83], and [88], Sect. 8.11.
(vi) For simplicity we chose a single Hilbert space formulation throughout this sec-
tion. However, every result immediately extends to the case where K ∈ B2(K,H),
J = J∗ ∈ B(K), J2 = IK and K is another complex separable Hilbert space.
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Remark 3.9. Suppose H0, H1, and H2 are self-adjoint operators in H with (Hj −
Hk) ∈ B1(H) for all j, k ∈ {0, 1, 2}. Denoting by ξ(λ,Hj , Hk) the Krein spectral
shift function of the pair (Hj , Hk) such that
trH((Hk − z)
−1 − (Hj − z)
−1) = −
∫
R
dλ ξ(λ,Hj , Hk)(λ− z)
−2, (3.44)
the chain rule,
ξ(λ,H0, H2) = ξ(λ,H0, H1) + ξ(λ,H1, H2) a.e., (3.45)
together with
ξ(λ,Hj , Hk) = −ξ(λ,Hk, Hj) a.e., (3.46)
and
ξ(λ,Hj , Hk) ≥ 0 a.e. if (Hk −Hj) ≥ 0, (3.47)
imply the monotonicity property
ξ(λ,H0, H2) ≥ ξ(λ,H0, H1) a.e. if H2 ≥ H1. (3.48)
Here (3.47) is clear from (3.19), (3.21). Equation (3.46) follows from (3.44), and
(3.45) is a consequence of (3.41) observing the facts
IH + V (H0 − z)
−1 = (H0 + V − z)(H0 − z)
−1, V ∈ B(H),
detH((IH +A)(IH +B)) = detH(IH +A)detH(IH +B), A,B ∈ B1(H).
Given the monotonicity property (3.48) of Krein’s spectral shift function, it
is natural to inquire whether or not this property is shared by the spectral shift
operator. More precisely, one might ask whether or not
Ξ(λ,H0, H2)
?
≥ Ξ(λ,H0, H1) a.e. if H2 ≥ H1 ≥ H0. (3.49)
The following simple counter example destroys such hopes.
Example 3.10. Let H0 = 0, K ∈ B2(H), J = IH, and hence Φ(z) = IH −
K∗Kz−1, z ∈ C\{0}. Then
lim
ε↓0
‖ log(IH −K
∗K(λ+ iε)−1)− log(IH −K
∗Kλ−1)‖B1(H) = 0 (3.50)
for λ ∈ R\{spec(K∗K) ∪ {0}} and
pi−1Im(log(IH −K
∗Kλ−1)) = Ξ(λ), λ ∈ R\{spec(K∗K) ∪ {0}}. (3.51)
Decomposing the self-adjoint operator IH −K
∗Kλ−1, λ ∈ R\{spec(K∗K) ∪ {0}}
into its positive and negative spectral parts then yields Ξ(λ) = θ(K∗K − λIH),
λ ∈ R\{spec(K∗K)∪{0}},where θ(·) denotes the usual step function (i.e., θ(x) = 1
for x > 0 and θ(x) = 0 for x < 0).
Next we choose H = C2, 0 < a < b < c < 1, ac− b2 ≥ 0, and
K∗1K1 =
(
1 b
b 1
)
, spec(K∗1K1) = {1− b, 1 + b}, (3.52)
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with eigenvectors 2−1/2(1,±1)t associated to the eigenvalues 1± b and
K∗2K2 =
(
1 + a 0
0 1 + c
)
, spec(K∗2K2) = {1 + a, 1 + c}, (3.53)
with eigenvectors (1, 0)t (resp., (0, 1)t) associated to the eigenvalue 1 + a (resp.,
1 + c). Finally, choosing λ ∈ (1 + a, 1 + b) then yields
Ξ1(λ) = θ(K
∗
1K1 − λIC2 ) = EK∗1K1({1 + b}), (3.54)
Ξ2(λ) = θ(K
∗
2K2 − λIC2 ) = EK∗2K2({1 + c}), (3.55)
where {EK∗K(λ)}λ∈R denotes the family of orthogonal spectral projections of
K∗K. Clearly H2 = K
∗
2K2 ≥ K
∗
1K1 = H1 ≥ H0 = 0 but Ξ2(λ)  Ξ1(λ) for
λ ∈ (1 + a, 1 + b) since one-dimensional self-adjoint projections cannot satisfy
an order relation unless one is a real multiple of the other. (Note, however, that
tr(Ξ2(λ))= 1 + c > 1 + b = tr(Ξ1(λ)) in accordance with (3.48).)
This example shows, in particular, that the chain rule (3.45) for ξ(λ) does
not extend to Ξ(λ).
4. Spectral Averaging: An Operator-Theoretic Approach
In this section we apply the formalism developed in Sections 2 and 3 to
provide an effortless proof of spectral averaging and its relation to Krein’s spectral
shift function as originally proven by Birman and Solomyak [11].
For the basic setup of this section we assume the following hypothesis.
Hypothesis 4.1. Let H0 be a self-adjoint operator in H with dom(H0), and as-
sume {V (s)}s∈Ω ⊂ B1(H) to be a family of self-adjoint trace class operators in H,
where Ω ⊆ R denotes an open interval. Moreover, suppose that V (s) is continu-
ously differentiable with respect to s ∈ Ω in trace norm.
To begin our discussions we temporarily assume that V (s) ≥ 0, that is, we
suppose
V (s) = K(s)K(s)∗, s ∈ Ω (4.1)
for some K(s) ∈ B2(H), s ∈ Ω. Given Hypothesis 4.1 we define the self-adjoint
operator H(s) in H by
H(s) = H0 + V (s), dom(H(s)) = dom(H0), s ∈ Ω. (4.2)
In analogy to (3.5) and (3.6) we introduce in H (s ∈ Ω, z ∈ C\R),
Φ(z, s) = IH +K(s)
∗(H0 − z)
−1K(s) (4.3)
and hence infer from Lemma 3.2 that
Φ(z, s)−1 = IH −K(s)
∗(H(s)− z)−1K(s). (4.4)
The following is an elementary but useful result needed in the context of Theorem
4.3.
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Lemma 4.2. Assume Hypothesis 4.1 and (4.1). Then (s ∈ Ω, z ∈ C\R),
d trH(log(Φ(z, s)))/ds = trH(V
′(s)(H(s)− z)−1). (4.5)
Proof. By (3.15), (4.3), and (4.4) one infers for z = iy, |y| > 0 sufficiently large,
d trH(log(Φ(z, s)))/ds = d trH(log(IH − V (s)(H0 − z)
−1))/ds
= (d/ds)
∞∑
j=0
(−1)j(j + 1)−1 trH((V (s)(H0 − z)
−1)j+1)
= trH(V
′(s)((H0 − z)
−1
∞∑
j=0
(−1)j(V (s)(H0 − z)
−1)j)
= trH(V
′(s)((H(s) − z)−1) (4.6)
by repeated use of (3.18) and (3.13a). Analytic continuation of (4.6) with respect
to z ∈ C\R then proves (4.5).
Next, applying Lemma 3.6 to Φ(z, s) in (4.3) one infers (s ∈ Ω),
log(Φ(z, s)) =
∫
dλΞ(λ, s)(λ − z)−1, (4.7)
0 ≤ Ξ(λ, s) ≤ IH, Ξ(λ, s) ∈ B1(H) for a.e. λ ∈ R, (4.8)
||Ξ(·, s)||1 ∈ L
1(R; dλ),
where Ξ(λ, s) is associated with the pair (H0, H(s)), assuming H(s) ≥ H0, s ∈ Ω.
Our principle result on averaging the spectral measure of {EH(s)(λ)}λ∈R of
H(s) then reads as follows.
Theorem 4.3. Assume Hypothesis 4.1 and [s1, s2] ⊂ Ω. Let ξ(λ, s) be the spectral
shift function associated with the pair (H0, H(s)) (cf. (3.33)), where H(s) is defined
by (4.2) (and we no longer suppose H(s) ≥ H0). Then∫ s2
s1
ds (d(trH(V
′(s)EH(s)(λ)))) = (ξ(λ, s2)− ξ(λ, s1))dλ. (4.9)
Proof. First we prove (4.9) in the case V (s) ≥ 0. The monotone convergence
theorem, (4.7), and Lemma 4.2 then yield (z ∈ C\R),
trH
(∫
R
dλ ((λ − Re(z))2 + (Im(z))2)−1Im(z)(Ξ(λ, s2)− Ξ(λ, s1))
)
=
∫
R
dλ ((λ − Re(z))2 + (Im(z))2)−1Im(z)(ξ(λ, s2)− ξ(λ, s1))
= trH(Im(log(Φ(z, s2)))) − trH(Im(log(Φ(z, s1))))
=
∫ s2
s1
ds
(
d
ds
trH(Im(log(Φ(z, s))))
)
=
∫ s2
s1
ds trH(V
′(s)Im((H(s) − z)−1)).
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By the spectral theorem applied to H(s) one obtains
Im((H(s) − z)−1) = Im(z)
∫
R
dEH(s)(λ)((λ − Re(z))
2 + (Im(z))2)−1 (4.10)
and hence∫
R
dλ ((λ − Re(z))2 + (Im(z))2)−1(ξ(λ, s2)− ξ(λ, s1))
=
∫ s2
s1
ds trH
(∫
R
dEH(s)(λ))((λ − Re(z))
2 + (Im(z))2)−1V ′(s)
)
. (4.11)
Decomposing the self-adjoint trace class operator V ′(s) into its positive and neg-
ative parts,
V ′(s) = (V ′(s))+ − (V
′(s))−, 0 ≤ (V
′(s))± ∈ B1(H), (4.12)
the monotone convergence theorem yields∫
R
dλ ((λ − Re(z))2 + (Im(z))2)−1(ξ(λ, s2)− ξ(λ, s1))
=
∫ s2
s1
ds
∫
R
((λ− Re(z))2 + (Im(z))2)−1(d(trH((V
′(s))
1/2
+ EH(s)(λ)(V
′(s))
1/2
+ )
− d(trH((V
′(s))
1/2
− EH(s)(λ)(V
′(s))
1/2
− )))
=
∫ s2
s1
ds
∫
R
((λ− Re(z))2 + (Im(z))2)−1d(trH(V
′(s)EH(s)(λ)))
=
∫
R
((λ− Re(z))2 + (Im(z))2)−1
∫ s2
s1
ds(d(trH(V
′(s)EH(s)(λ)))) (4.13)
using Fubini’s theorem in the last step. Thus, by the uniqueness property of Poisson
transforms,
(ξ(λ, s2)− ξ(λ, s1))dλ =
∫ s2
s1
ds (d(trH(V
′(s)EH(s)(λ)))). (4.14)
In the case of arbitrary V (s) ∈ B1(H) (not necessarily nonnegative), we argue
as follows. Define (cf. (4.12))
W =
(∫ s2
s1
ds (V ′(s))−
)
− V (s1), (4.15)
then W ∈ B1(H) and V (s) +W ≥ 0 for all s ∈ [s1, s2]. Equation (4.9) now follows
from the chain rule (3.45) for spectral shift functions
ξ(λ,H0, H(s)) = ξ(λ,H0, H0 −W ) + ξ(λ,H0 −W,H(s)). (4.16)
Indeed, (V (s)+W )′ = V ′(s), and ξ(λ,H0, H0−W ) is independent of s and hence
drops out on the right-hand side of (4.9). Moreover, the pair (H0 −W,H(s)) only
involves the nonnegative perturbation V (s) +W of H0 −W in H(s) = H0 −W +
(V (s) +W ) so that Lemma 4.2 becomes applicable as in (4.14) in the first part of
our proof.
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Remark 4.4. (i) In the special case of averaging over the boundary condition pa-
rameter for half-line Sturm-Liouville operators (effectively a rank-one resolvent
perturbation problem), Theorem 4.3 has first been derived by Javrjan [42], [43].
The case of rank-one perturbations was recently treated in detail by Simon [79].
The general case of trace class perturbations is due to Birman and Solomyak [11]
using an approach of Stieltjes’ double operator integrals. Birman and Solomyak
treat the case V (s) = sV, V ∈ B1(H), s ∈ [0, 1]. As explained in [6], [11], and [12],
the authors were interested in a real analysis approach to the spectral shift func-
tion in contrast to M. Krein’s complex analytic treatment. In this way the local
integrability of ξ could not be obtained directly (only its property of being a gen-
eralized function was obtained) although it follows of course from the uniqueness
ξ (up to additive constants). While our operator theoretic approach is intrinsically
complex-analytic, and hence very much in M. Krein’s spirit, it leads to a natural
proof of the absolute continuity of the (signed) measure on the right-hand side
of (4.9). A short proof of (4.9) (assuming V ′(s) ≥ 0) has recently been given by
Simon [80].
(ii) We note that variants of (4.9) in the context of one-dimensional Sturm-
Liouville operators (i.e., variants of Javrjan’s results in [42], [43]) have been re-
peatedly rediscovered by several authors. In particular, the absolute continuity
of averaged spectral measures (with respect to boundary condition parameters or
coupling constants of rank-one perturbations) has been used to prove localization
properties of one-dimensional random Schro¨dinger operators (see, e.g., [17], [20],
[21], [22], Ch. VIII, [24], [25], [47]–[49], [64], Ch. V, [78], [79]).
(iii) We emphasize that Theorem 4.3 applies to unbounded operators (and hence to
random Schro¨dinger operators bounded from below) as long as appropriate relative
trace class conditions (either with respect to resolvent or semigroup perturbations)
are satisfied.
(iv) In the special case V ′(s) ≥ 0, the measure
d(trH(V
′(s)EH(s)(λ))) = d(trH(V
′(s)1/2EH(s)(λ)V
′(s)1/2))
in (4.9) represents a positive measure.
(v) The result (4.9) is not restricted to a one-dimensional parameter space s ∈
[s1, s2]. In fact, if γ(s1, s2) denotes an oriented piecewise C
1-path connecting s1 ∈
Rn and s2 ∈ Rn, one obtains analogously,∫
γ(s1,s2)
ds · (d(trH((∇V )(s)EH(s)(λ)))) = (ξ(λ, s2)− ξ(λ, s1))dλ. (4.17)
We omit further details.
In the special case of a sign-definite perturbation of H0 of the form sKK
∗,
one can in fact prove an operator-valued averaging formula as follows.
Theorem 4.5. Assume Hypothesis 3.1 and J = IH. Then∫ 1
0
ds d(K∗EH0+sKK∗(λ)K) = Ξ(λ)dλ, (4.18)
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where Ξ(·) is the spectral shift operator associated with
Φ(z) = IH +K
∗(H0 − z)
−1K, z ∈ C\R, (4.19)
that is,
log(Φ(z)) =
∫
R
dλΞ(λ)(λ − z)−1, z ∈ C\R, (4.20)
0 ≤ Ξ(λ) ∈ B1(H) for a.e. λ ∈ R, ‖Ξ(·)‖1 ∈ L
1(R; dλ). (4.21)
Proof. An explicit computation shows
(λ− Φ(z))−1 = −(1− λ)−1
× (IH − (1− λ)
−1K∗(H0 + (1− λ)
−1KK∗ − z)−1K) ∈ B(H) (4.22)
for all λ < 0. Since log(Φ(z)) = ln(Φ(z)) for z ∈ C+ as a result of analytic
continuation, one obtains
log(Φ(z)) =
∫
R
dλΞ(λ)(λ − z)−1
= ln(Φ(z)) =
∫ 0
−∞
dλ ((λ − Φ(z))−1 − λ(1 + λ2)−1IH)
=
∫ 0
−∞
dλ (1 − λ)−2K∗(H0 + (1− λ)
−1KK∗ − z)−1K
=
∫ 1
0
ds
∫
R
d(K∗EH0+sKK∗(λ)K)(λ − z)
−1
=
∫
R
(λ − z)−1
∫ 1
0
ds d(K∗EH0+sKK∗(λ)K) (4.23)
proving (4.18). (Here the interchange of the λ and s integrals follows from Fubini’s
theorem considering (4.23) in the weak sense.)
As a consequence of Theorem 4.5 one obtains∫ s2
s1
ds d(K∗EH0+sKK∗(λ)K) = Ξ(λ, s2)− Ξ(λ, s1), (4.24)
where Ξ(λ, s) is the spectral shift operator associated with Φ(z, s) = IH+sK
∗(H0−
z)−1K, s ∈ [s1, s2].
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