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This dissertation is developed within the scope of the Autoregressive Integrated 
Moving Average (ARIMA) and Exponential Smoothing models, with the main objective 
of comparing forecasting methods. In particular, forecasts will be made using these 
different classes of methods and cross-validation exercises will be performed to find the 
most suitable forecast model. Financial assets will be object of study; specifically, five 
(crypto) cryptocurrencies – Bitcoin, Ether, Litecoin, XRP and Bitcoin Cash – chosen 
based on their importance and representativity. The price data used are weekly. 
The tests to be carried out on the cryptocurrency ‘s logarithm of prices and returns 
were presented, in order to prove that some stylized facts of the financial series are 
fulfilled. After showing the test results and the characterization of each asset, a 
demonstration of the R code used during the work is done. 
The models that proved to be more adequate to predict the prices of the 
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A presente dissertação é desenvolvida no âmbito dos modelos Autorregressivo 
Integrado de Médias Móveis (ARIMA) e de Alisamento Exponencial, tendo como 
principal objetivo realizar uma comparação de métodos de previsão. Em particular, as 
previsões serão feitas usando essas diferentes classes de métodos e serão realizados 
exercícios de validação cruzada para encontrar o modelo de previsão mais adequado. O 
objeto de estudo serão ativos financeiros; especificamente, cinco criptomoedas 
(criptoativos) – Bitcoin, Ether, Litecoin, XRP e Bitcoin Cash – escolhidas com base na 
sua importância e representatividade. Os dados de preços utilizados são semanais. 
Foram apresentados os testes a ser efetuados ao logaritmo dos preços e dos 
retornos de cada criptomoeda, de modo a provar que se cumprem alguns factos estilizados 
das séries financeiras. Após a demostração dos resultados dos testes e da caracterização 
de cada ativo, é feita uma demonstração do código de R utilizado durante o trabalho. 
Os modelos que demonstraram ser mais adequados para prever os preços das 
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In the last decades, the World Economy has been experiencing several innovations 
at a pace never seen before. And even though the scale of today’s economic growth can 
be not as evident as in the period of, e.g., the Industrial Revolution, these are still 
challenging times, noticeably focused on automatization and digitalization, with aim at 
the increase of productivity and personal well-being levels. Of course, one might easily 
identify two key elements as important role-players on boosting this growth nowadays: 
data and the internet. 
With this being said, new realities often come hand-by-hand with new threats, and 
one of the main concerns of the 21th century society has shown to be, until now, the 
increasing hazard of privacy violation. This fact inflicted the appearance of privacy-
safeguarding technologies, mainly based on cryptography – a field widely mastered by 
David Chaum, also known as the inventor of digital cash. After this first step being taken, 
many developments have taken place in this innovative field, until the onset of a crypto-
based asset, who has been given the (after all) controversial name of cryptocurrencies. 
The main goal of this creation was that the issuance and control of currency was 
not a responsibility of a singular central authority. The great majority of cryptocurrencies 
use decentralized systems instead of typical banking systems, and work through a 
blockchain, which can be simply referred to as a public transaction database, held by a 
peer-to-peer network. Purportedly, this new type of currency and transaction must 
function as a way of mitigating some of the problems of the other conventional 
instruments (namely, lack of transparency, lack of operational accuracy, etc.) 
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The curiosity and growing scrutiny about cryptocurrencies and its potentially 
anxious behaviour have been an undeniable occurrence over the last decade, since the 
birth of Bitcoin (Nakamoto, 2008). Consequently, the research efforts and investigation 
around forecasting and predicting of future cryptocurrency prices grows on a day-by-day 
basis, as it can be a big challenge to foresee what will eventually happen in such a volatile 
market. Nowadays, it is undeniable that exponential smoothing (ETS) and autoregressive 
integrated moving average (ARIMA) models can prove to be very useful tools when the 
objective is to search for a way of predicting the future value of any financial asset. 
Therefore, and even though this market can hardly be considered similar to other ones, 
due to the characteristics and features of these assets, these methods are valid alternatives 
for the purpose. 
The motivation of this dissertation is to forecast the quote of five different 
cryptocurrencies – Bitcoin (BTC), Ether (ETH), Litecoin (LTC), XRP, and Bitcoin Cash 
(BCH) – using the widely known and trustable methods mentioned above. These assets 
were chosen for the analysis according to their representativity, taking into account some 
indicators, as the market capitalization, the circulating supply and the price. 
The applied method derives from Hyndman and Athanasopoulos (2019), a 
textbook providing a procedure for the application of these methods. The work goes 
through the most relevant points and uses many examples, with different types of data. 
For data collection, data manipulation and modelling, R will be the software to use, where 
three main packages will be installed: fpp3 – which will provide us almost every function 
we need –, summarytools – that serves mainly to descriptive statistics calculation – and 
crypto – for the purpose of collecting cryptoassets data. 
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Section 1 (the present one) is designed to be the introduction, where the objectives, 
the methodology and structure of the thesis were subject of a first approach and 
explanation. 
Section 2 is reserved for the literature review, that intends to go through the 
definition of cryptocurrency and its evolution, as well as mentioning and referring to the 
researches regarding forecasting and price behaviour. 
Section 3 seeks to present and fully specify the methodology and data used in this 
work, and the reasons for that. A descriptive analysis is to be performed also, where some 
technical features and statistics of the series will be analysed. Moreover, an explanation 
of the R script used will be provided. 
In Section 4 we will compare the models within each category and after choosing 
the best options, do a forecast competition between them, and produce the corresponding 
predictions. 
Ultimately, Section 5 is composed by the conclusion, presenting also the 
limitations of the methods used for this particular case, and further possible investigations 
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2. LITERATURE REVIEW 
There is a vast number of cryptocurrency definitions that we can find by doing a 
simple internet search, and it is fair to say that there is not a general agreement on how to 
name and treat this type of asset. It will eventually be a long road until we fully understand 
its characteristics and what are they comparable with. Perhaps the best approach is to 
address the question going through its roots. The word “cryptocurrency” first appeared in 
the early 21st century and it was originated by joining “crypto” – which refers to 
cryptography – with “currency”. Actually, and assuming there is general consensus in 
affirming that cryptocurrency is deeply bonded to digital encryption techniques, the 
second part of the word is highly controversial. It is well known that for any given asset 
to be considered a currency, there are at least three main properties that need to be 
fulfilled: it must be used as a unit of account, a medium of exchange and a store of value. 
Jevons (1875) argued that it should also be acknowledged as a standard of deferred 
payment, even though most present-day articles prefer to omit this function. 
As Bariviera et al. (2017) point out, cryptocurrencies are hardly satisfying all of 
these features. Baur et al. (2018) argues that they are, in fact, fulfilling these three 
essential requirements whenever one uses them as money. As the world experiences its 
evolution and acquires knowledge about this type of asset, institutions like the 
International Monetary Fund (IMF) and the European Central Bank (ECB) start referring 
to cryptocurrencies as cryptoassets instead, the later defining them as a new type of asset 
recorded in digital form and enabled by the use of cryptography (ECB, 2019). The IMF 
(IMF, 2019), while defining the term in an identical way, extended its analysis even 
deeper and proposed the existence of two different crypto groups: BLCA’s (e.g., Bitcoin) 
– designed to be general-purpose mediums of exchange for P2P payments – and digital 
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tokens (e.g., Litecoin) – that are intended to have other functions. We will, however, use 
the broad sense definition instead of entering in this level of detail. 
Moreover, in 2019, during a conference about the subject, the IMF officially 
recognized cryptoassets as a store of value, even though this organization continues to 
reject the idea of a future replacement of conventional currencies. To help explaining this 
view, we might consider Chiu, J & Koepp, T. (2017), who took the example of Bitcoin 
and showed that using it instead of traditional currency can be until 500 more costly, if 
we consider low inflation conditions. One may argue, however, that this is a consequence 
of the poor design of the Bitcoin system and that other cryptoassets have more efficient 
characteristics. 
Further investigations have been done with the intention of demystifying the 
crypto market. Cheah et al. (2018) and Kristoufek (2018), among others, conclude that 
the EMH is violated and that the Bitcoin market is inefficient – while other studies argue 
the opposite. Hu, Y. et al. (2019) go further and do panel unit root tests to investigate the 
efficiency of 31 cryptoassets, and show evidence of inefficiency. 
We may then conclude that there is still not a widely accepted truthfulness around 
cryptocurrencies and one of the few characteristics we can undoubtfully attribute to them 
is their speculative nature. Their value (usually shown as per USD) is mainly driven by 
demand and supply, but also shows very high volatility to changes in financial agents’ 
sentiments and fears, who tend to overreact to every stimulus. Accordingly, 
cryptocurrencies and its behaviour show, for the greater time, more similarities with a 
speculative asset than with a fiat currency; a fact usually related to the increasing 
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possibility of bubble emergences (when the price of a given asset abnormally diverges 
from its underlying fundamental value) and price uncertainty. 
With respect to cryptocurrency modelling and forecasting, Bakar & Rosbi (2017) 
used ARIMA models to predict exchange rates, concluding that the results are 
satisfactory, but that volatility decreases the accuracy of the forecasts. By running one-
step ahead forecasts of three cryptocurrencies’ returns (BTC, LTC and ETH), Hotz‐
Behofsits et al. (2018) compare univariate and multivariate time series models, finding 
that it is helpful to allow for flexible error distribution and time-changing parameters. 
Catania, Grassi & Ravazzolo (2019) demonstrate that using combinations of univariate 
models for point forecasting, and a selection of multivariate models for density 
forecasting shows good results. Still among model comparison frameworks, Bohte & 
Rossini (2019) defends that a combination of stochastic volatility and a student-𝑡 
distribution shows the best results, between the options used. 
Alahmari (2019) uses machine learning ARIMA models with weekly re-sampling 
to predict cryptoassets prices, and explains that these outperform other options, in terms 
of error measurements as RMSE and MAE. Kumar (2019) presents a comparison study 
between ARIMA and Neural Network approaches, concluding that the first is better than 
the second for a shorter time-horizon, and vice-versa. Considering only BTC, Rebane et 
al. (2018) defend that Recurrent Neural Networks generated throughout most of the price 
history show superior results comparing to ARIMA models. 
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3. METHODOLOGY AND DATA 
After the above disclosure of the theoretical framework, a specification and 
explanation of the used methodology and tests will follow. Also, an approach to the data 
which will serve as input for this research will be done. 
3.1. METHODS AND ESTIMATION 
Following the literature review that was done and the available options for the 
purpose of this study, the choice was to use the guidelines and framework from Hyndman 
& Athanasopoulos (2019). This textbook provides theoretical and practical guidance for 
the use of time series forecasting techniques. These include exponential smoothing – 
either simple or accounting for trend and seasonality – and autoregressive integrated 
moving average models (ARIMA), and we are using those ones through this research. 
Both methods can be used in time series forecasting applications, such as for our purpose, 
of studying cryptocurrency quote evolution. 
After running a comparison with the intention of choosing which ETS model type 
explains better the log price of each cryptocurrency, and doing the same for ARIMA 
models, a comparison between ETS and ARIMA models will be done too, as far as one-
step ahead forecasting accuracy is concerned, so we can verify which method is the most 
suitable. A RW and a RW with a drift will also join the forecast competition. It is possible 
that the results will diverge, on the grounds that there are substantial attitude differences 
from asset to asset. These are special currencies – to the point that we are not quite sure 
if they should be called that way – and have special characteristics. 
The forecast competition exercise will occur in the following way. A rolling 
window cross-validation procedure will be done to acknowledge the accuracy of each 
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selected method. Here, we choose the initial window size of a training set (in our case, 10 
observations), and the test set is composed by the next observation (the eleventh 
observation). After this, the sample window will grow and the training set will be then 
composed by the first 11 observations. This will continue until the last observed value. 
The predictions are always done taking only previously observations into consideration, 
and ultimately, the forecast accuracy is obtained by averaging over all the one-observation 
test sets. 
3.1.1. STYLIZED FACTS 
In order for us to apply these methods to our time series quotes, there are several 
stylized facts of financial assets that should be tested. As we are dealing with prices, the 
logarithm can be applied to reduce the size of the variations, but it is not enough for us 
to make our variable stationary. It is widely known that prices are non-stationary and 
usually a transformation (differencing) is performed in order to make its process 
stationary, and help stabilise the mean of a time series. The quote series analysed in this 
research may therefore be non-stationary and only their first differences (logarithmic 
returns) should be stationary. 
By looking to the autocorrelation function plot of a time series, one can notice 
the non-stationary behaviour, as it tends to have large significant spikes for all lags 
(with correlations close to one) and slowly decrease. Even the plot of the price itself can 
be quite suggestive. Nonetheless, to be sure of what we are dealing with, there is a wide 
variety of methods that enable us to test for stationarity. In this dissertation we are going 
to use the KPSS test (Kwiatkowski, Phillips, Schmidt, & Shin, 1992), to test for the 
existence of a unit root in the log quotes and log returns. 
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  Above is the test statistic for this test, where ?̂?𝑡 is a cumulative residual function 
and ?̂?2 is a long-term variance of the errors. The null hypothesis of this test is that the 
underlying process to the data, say 𝑦, is stationary (𝐻0: 𝑦 stationary). A sufficiently high 
value for this statistic, bigger than the critical value, suggests that the stationarity 
hypothesis should be rejected. After applying this test, we will apply a function to our 
data which runs a sequence of KPSS tests, with the function indicating the order of 
differencing that should be applied so we get a stationary series. 
Subsequently, we will apply two types of portmanteau tests to the data, so we can 
assess if there are any symptoms of autocorrelation in the transformed series, which will 
happen to be the log returns of the quotes. As recommended by the textbook we followed, 
the tests we are going to use are the BP (Box and Pierce, 1970) and the LB (Box et. al, 
1978) tests for the autocorrelation. For both tests, the null hypothesis is that there is no 
autocorrelation (𝐻0: no autocorrelation) in the data, and such null is rejected if low 𝑝-
values are found, indicating, precisely, that the series exhibit autocorrelation (we use a 
1% critical value). 
The first test (BP) has the following statistic. Let 𝑟𝑘 be the sample autocorrelation 
for lag 𝑘, 𝑇 be the number of observations in our sample and 𝑙 the maximum lag 
considered in the test. Then, the statistics is based on  
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where small values of 𝑄 suggest that there is no significant autocorrelation in our series. 
As we are going to see further ahead, our data shows no signs of seasonality, and thus we 
should be using ten lags to do the test (𝑙 = 10). The second test (LB) is often preferred to 
the previous one and it uses the statistic 





that follows the same notation. 
 After the two tests applied above, we only miss presenting the normality test, 
which as the scope of clarifying if the data follows a Normal distribution. One of the 
stylized facts of the returns of financial series is that their distributions tend to present 
either a positive or negative skewness and, thus, the aim of the application of this test is 
to understand if our data respects that hypothesis, as expected.  
It is important to observe the histograms of the returns. From them we might take 
some conclusions or suggestions regarding normality of the distribution, but it is crucial 
to root the study in statistical evidence. Hence, we will use the JB statistic (Jarque & Bera, 
1980), which is based both on the skewness of our distribution, and on its kurtosis. This 
is particularly relevant because, as far as financial returns are concerned, this type of 







(𝐾 − 3)2) (4) 
  Here, 𝑆 represents the skewness coefficient and 𝐾 the kurtosis coefficient, 
calculated from the sample. The alternative hypothesis for this test is that the logarithmic 
returns of the asset of interest, say 𝑦, do not follow a normal distribution (𝐻0: 
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𝑦 ~ 𝑁𝑜𝑟𝑚𝑎𝑙 vs. 𝐻1: 𝑦 ~ 𝐹, where 𝐹 is a distribution other than normal). Then, for this 
test, we expect that there is evidence suggesting the rejection of the null. 
3.1.2. EXPONENTIAL SMOOTHING 
Exponential smoothing, also named in some literature as ETS, is a technique 
which consists in attributing weights to each observed value, in order to predict upcoming 
values. Newer observations have a higher weight, and there is a decay until the older one, 
which will have the lower impact on the predictions. Depending on the subject, these 
methods are usually capable of producing well-grounded forecasts.  It can be considered 
a simple procedure, comparing to other alternatives, though it usually shows very decent 
results.  
The method was firstly introduced in the late 60’s, by Robert Goodell Brown, and 
it is still broadly used, namely in the field of economics and finance. With the objective 
of obtaining reasonable forecasts of the target variable y, it relies on the idea that the last 
observed value should explain better the variable’s future value, than older ones. Gardner 
& McKenzie (1985) and Holt (1957) were responsible for two important developments 
in this field. The second one presented a method to deal with time series that embody a 
linear trend, whereas the first supplemented this work and added a dampening effect in 
form of a parameter, to correct the usual overestimation of Holt’s method. The framework 
is presented as follows: 
?̂?𝑡+ℎ|𝑡 = 𝑙𝑡 + (𝜙 + 𝜙
2 + ⋯ + 𝜙ℎ)𝑏𝑡, 
        𝑙𝑡 = 𝛼𝑦𝑡 + (1 − 𝛼)(𝑙𝑡−1 + 𝜙𝑏𝑡−1), 
       𝑏𝑡 = 𝛽
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where 𝑦𝑡 is, in our case, the log quote of the cryptocurrency at time 𝑡, and  1 > 𝛼 > 0 is 
called the smoothing parameter. Note that 𝛼 controls the weight given to each observation 
in predicting the future value of 𝑦, based on the available information at a specific 
moment in time. The conjunction of the equations above can be referred to as the Damped 
Exponential Smoothing (DES) framework, which incorporates a softened trend. If we do 
𝜙 = 1, we get what can be called a Trend Exponential Smoothing (TES – Holt’s method) 
– which accommodates the trend but without any inhibition. Moreover, if in addition, we 
establish ?̂?𝑡+ℎ|𝑡 = 𝑙𝑡 and forget 𝑏𝑡 and its past values, we get the equation of the SES 
model, used when there are no signs of existence of seasonal or trend components in the 
historical data, which would be an unexpected result as we deal with log prices. 
In this research, we will perform a cross-validation procedure in the open-
source software R to compare the accuracy of these options’ forecasts when applied to 
the assets under investigation, and conclude about its effectiveness. The parameters will 
be estimated using MLE. It should not be left to mention that further works were 
conducted with the goal of incorporating not only the trend but the seasonal component 
in the methods. However, cryptoassets price series do not show evidence of seasonality, 
and thus we will not explore this field. 
3.1.3. AUTOREGRESSIVE INTEGRATED MOVING AVERAGE 
In respect to ARIMA, it is a model used to make predictions while considering 
the lagged values of the predicted variable as well as a moving average component, whilst 
accommodating for non-stationarity. For time series forecasting, this is one of the most 
popular models and it consists in a combination of AR and MA factors.  
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This model is a valid option for our purpose, since price variables are usually 
considered to be unit root processes – somewhere in the following sections, results will 
be provided regarding the stationarity of the series. In the subsection above, we mentioned 
the possibility of accommodating for seasonality of data. The same holds for this case 
(SARIMA), but as explained before, neither the series nor the tests, that will be exposed 
at some point below, show any seasonal patterns. 
Let 𝑦𝑡 be the log price series, computed from the quotes of each crypto asset. 
For the sake of simplicity, let us use the backward operator (𝛣) to work with 
time series lags. Then, the ARIMA(𝑝, 𝑑, 𝑞) model shall be written as: 
(1 − 𝜙
1





= 𝑐 + (1 + 𝜃1𝐵 + ⋯ + 𝜃𝑞𝐵𝑞)𝜀𝑡 (6) 
where 𝜙𝑖 denotes the autoregressive coefficients for each lag 𝑖, 𝜃𝑗  denotes the moving 
average coefficients for each lag 𝑗 and 𝜀 represent the error. This can be considered the 
general representation of any ARIMA(𝑝, 𝑑, 𝑞). 
 To do the price forecasts with these models, we will use MLE and apply a function 
which enables us to automatically choose the correct order for our model, based on 
information criteria (AIC, BIC, AICc, etc.). For this purpose, AICc will be the most 
relevant decision factor. 
3.2. DATA AND FEATURES 
This section intends to make a detailed approach to the data used in this research. 
We will therefore go through the quote time series of all cryptocurrencies under analysis, 
for the manners of growing understanding about the nature of each one of them. It will 
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be noticeable that part of the evolution of the prices of these assets may be explained by 
the same factors, as some variations of the plots seem to be related (similar variations, 
with similar magnitudes and almost at the same period).  
We will analyse five crypto assets, by the respective order: Bitcoin (BTC), Ether 
(ETH), Litecoin (LTC), XRP and Bitcoin Cash (BCH). They were selected taking some 
criteria into account – mostly market capitalization, but also price, volume and 
representativity. All periods of analysis will have different start dates, depending on the 
crypto assets launch date, and August 30th, 2020 as end date. The start date will hence be 
adjusted to make sure that we have full weeks, considering we will aggregate daily data 
by week and calculate weekly averages of the quotes. 
As broadly recognized in the scientific community, typically, a price series is non-
stationary and has specific characteristics which demand the application of some 
transformations to the variable. Although we will have a look at the linear scale for each 
cryptocurrency, for the matters of this technical research, a logarithmic (log) 
transformation to the prices will be done, with the intention of softening severe level 
variations. Moreover, a computation of log price’s first difference will be performed – in 
order to obtain log returns – so we can work around the existence of non-stationarity, and 
analyse relevant statistical features. 
3.2.1. BITCOIN (BTC)  
Fig. 1 shows a plot of the trajectory of BTC quote overtime, using daily data, in 
the period between April 29th, 2013 and August 30th, 2020. When analyzing daily 
numbers, we are able to recognize high volatility in the data, suggesting that BTC prices 
behavior is much more alike the one of a stock than of a conventional currency. 
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By 2013’s latest quarter that investors became aware of the inflammable essence 
of Bitcoin – between the 4th of October and December, the price of one BTC went from 
129.01 USD to 1,151.17 USD, hitting its maximum close value until that date. 
Nonetheless, this turned out not to be a permanent increase and only by 2017, and after a 
significant gradual drop of more than 70%, the price showed a new expanding trend. 
This is indeed the largest jump ever seen in BTC, probably boosted, among other factors, 
by the increasing acceptance of Bitcoin in a large number of businesses, reaching 
19,497.40 USD by the end of the year (16th December). As expected, after a huge increase 
in BTC quote, finance professionals started to warn about the possibility of a burst in 
what seemed to be a price bubble, which eventually started to show. Some events 
(namely, rumors about the ban of crypto in South Korea) are thought to be the cause of 










Figure 2 - Bitcoin (BTC) quote 
autocorrelation function (ACF) 
Figure 1 - BTC quote in USD overtime (top left), logarithmic quote (bottom left) and its autocorrelation function (top 
right), and the histogram of the logarithmic return (bottom right). 
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After this and during 2019, BTC value went through a similar evolution, but in a 
much smaller scale, and we can verify that with simple visual inspection of the plot. With 
this being noticed, it is inevitable to say that when it started spreading, COVID-19 seemed 
to be acting as a big trigger to what could be a large drop in this quote. However, the drop 
stopped soon and even though the world is still living this pandemic, looking to the most 
recent numbers suggests that it is not having a considerable and permanent impact in this 
market. 
It can be noticed by the autocorrelation function plot (Fig. 1) of the log quote 
(already using weekly data) that the series shows signs of having a trend. When this is the 
case, the coefficients for small lags tend to be positive and high because observations that 
are nearby in time are also similar in size. Also, slowly decreasing positive values are 
observed. Therefore, we can conclude that the series has a non-stationary pattern, what 
must not be considered a great novelty as we are dealing with price series which seem to 
act as financial assets. 
3.2.2. ETHER (ETH)  
Even though Ethereum is usually referred to as the cryptocurrency itself, it is 
actually a decentralized, open-source platform which allows the development of 
consensus-based applications (in words, a blockchain).  Ether (ETH), the cryptocurrency, 
was created to function with all the applications within this blockchain.   
Fig. 2 shows the price evolution of ETH since August 10th, 2015, one of the first 
days for which our source (CoinMarketCap) has data – it is not the first, because we fixed 
the end date of the period, which is August 30th, 2020 for all the crypto assets, and 
collected entire weeks. Although Ether was initially released in July 30th, 2015, this 
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year’s first day was the date of the stable (also called “production”) release of this 
cryptocurrency. A simple way to translate this is saying that only from 2020 on, all the 
remaining bugs of this platform were considered to be acceptable; a detail that can be 










Looking to the price evolution, at the beginning of the analysis period the closing 
price was 2.77 USD. This was the only day until January 24th, 2016 where the price was 
above 2.00 USD. However, thenceforward, it never got below. In 2017, the price of Ether 
started from a minimum of 8.17 USD and reached 756.73 USD, after a lot of peaks and 
valleys, and in just 13 days it has grown approximately 84.5% reaching 1,392.42 USD by 
January 13th, 2018. This growth seems to be largely leveraged by Bitcoin’s momentum 
– investors started to diversify their cryptocurrency portfolios due to the growing success 
of BTC. This success stimulated the crypto market and its overall capitalization initiated 
Figure 2 - ETH quote in USD overtime (top left), logarithmic quote (bottom left), the first difference of logarithmic 
quote – log return – (top right), and the evolution of the market dominance of ETH, when compared to its quote 
(bottom right). 
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a period of high rising; much of this rise can be attributed to ETH. Cryptocurrency traders 
putted their faith mostly in this asset when choosing to extend their sight, and its market 
capitalization dominance surpassed 30%, due to the increase of both price and circulating 
units. 
We can then conclude that 2017 was definitely ETH’s most thrilling year since its 
creation. Regarding the following years, the behaviour of ETH can be compared to the 
one of BTC, and even the COVID-19 impact has shown to be similar, until today. 
3.2.3. LITECOIN (LTC) 
 Charlie Lee (2011) was the responsible for the creation of LTC, which is a BTC 
derivative. However, despite the root basis being similar, this financial asset is considered 
to be safer than its relative and works better as a mean of payment and transaction. In 
terms of historical data, we may detect that, clearly, the attitude of LTC price overtime is 
almost a copy of the one from BTC. Of course, in a much shorter scale. The period of 
analysis is exactly the same for both, we start in April 29th, 2013. Fig. 3 can be used for 
deeper analysis, but regarding the important marks of this evolution, the maximum 
closing price of LTC was 358.34 USD (also in December 2017), and the minimum was 





Figure 3 - LTC (left) and XRP (right) quotes in USD overtime. 
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This was also the year where a halving occurred in LTC market. A halving is an 
event that has the purpose of reducing by 50% the rewards per block, with the objective 
of preserving the purchasing power of the currency. Otherwise, eventually, LTC value 
would start to continuously deflating, because there is a limit of LTC in circulation.  
After a halving, a gradual increase of the quote should be in march. And this 
expectation seems to be the best reason for the rise since the beginning of 2019 – during 
2018, the price went down, just like BTC price – since it was known, or at least expected, 
that the next Litecoin halving would take place in 2019, somewhen in the summer. 
Following another price drop and a further smaller increase, the coronavirus impact is 
now being roughly the same as for BTC. 
 Nowadays, LTC is only behind BTC, Tether (USDT) and ETH, respectively, in 
what regards to the trading volume, i.e., the number of units of a crypto traded during a 
certain time. 
3.2.4. XRP 
This cryptocurrency is one of the most representatives of this market, as in terms 
of capitalization, it is 4th, only behind BTC, ETH and Tether (USDT). The asset is 
intimately connected to Ripple Labs, a blockchain company founded in 2004 which had 
the objective of creating a secure and quick option for digital payments. XRP dues its 
existence to this technological company, even if nowadays it is separate from its network, 
being an independent asset. 
Our data period begins in 5th August, 2013 and ends at the same date as all the 
other assets under analysis. It is a fact that when BTC is showing high inflation, all the 
other altcoins tend to follow the same trend, because investors’ expectations are similar 
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between the most traded cryptocurrencies in the market. However, from Fig. 3, it can be 
seen that regardless the momentums being in pair with the ones of BTC, after 2018, XRP 
price grows much less and seems to be in the shade of the mother of digital coins. The 
price variations can be noticed at nearly the same spans, except they are in smaller 
magnitudes.  
 Nevertheless, almost all cryptocurrencies show the same explosive nature and, in 
this case, that could be remarked between the 7th of November and December, 2017, when 
XRP quote went from 0.22 USD to 3.38 USD (its maximum). To have an idea of the size 
of this variation, this corresponds to an increase of 1436% in this asset’s price. This was 
the higher place where the price stand, and from that moment on it kept following a 
decreasing tendency. In what refers to 2020, and even in times of uplifted uncertainty, the 
expectations are that 2021 can be XRP’s year. 
3.2.5. BITCOIN CASH (BCH) 
This subsection intends to present the last of the cryptocurrencies which will be 
object of research through this work. Bitcoin Cash, as the name suggests, was created 
from BTC; most specifically, from a split – a hard fork – where the tokens of every 
investor were duplicated, being these duplicates units of BCH. However, these new 
tokens cannot be considered clones of their primitives, considering that BCH has different 
technical properties which, among other details, increases the number of transactions per 
second and permits that new registrations in the blockchain are done in a faster and more 
efficient way. 
The currency was founded in 2017, and we collected data since 24th of July, giving 
us a sample of 162 weekly prices to run our models. As in the subsections above, we 
Masters in Applied Econometrics and Forecasting 
Cryptocurrency Price Forecasting – an Empirical Application 
21 
 
choose to visually present the daily prices (Fig. 4), so a we can better probe the volatility 








3.2.6. TIME-SERIES FEATURES AND TESTS 
This section has the intention of assessing the realization of the stylized facts 
referred to in section 3.1., by presenting and showing the results of the tests that were run. 
It should be reminded that all test and forecasting methods are applied to weekly data. 
With respect to the stationarity of our data, using R, we applied KPSS statistical 
tests to the log quotes, which we expected to be 𝐼(1) (integrated of order 1) time series. 
For all cryptocurrencies under research, we found evidence pointing for the existence of 
at least a unit root in all cryptocurrency quote series, and thus, there are significant signs 
that our variables comply with at least one of the stylized facts of financial series. The 
test results can be verified in Appendix A – Table 2. The test statistics with most 
significant results were the ones from BTC and XRP, with a larger distance to the critical 
value of 1% than the others. Additionally, and to make sure that none of these series 
Figure 4 - BCH quote in USD overtime. 
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displays 𝐼(2) behaviour, we run a sequence of KPSS statistics that will suggest the 
number of unit roots of each crypto asset log quote. The results suggest there is a single 
unit root in each of our crypto price series. 
However, when applying the same tests to log returns – differenced log quotes –, 
one of the crypto assets (ETH) still showed evidence of 𝐼(1)ness. When we review the 
series of log returns itself (A – Fig. 7) we are tempted to believe that the series is 
stationary, but that is not what the test supports. This statistical evidence seems to be, still 
and all, weak considering that the test for the number of unit roots in log quote encouraged 
the idea of an 𝐼(1) succession, and hence stationary after differencing. The conclusion 
regarding these tests is that the models we will apply to the log prices (ETS and ARIMA) 
can prove to be interesting forecasting techniques, since they accommodate for non-
stationary behaviours. 
In relation to the autocorrelation hypothesis, first of all, there must be a plot 
review. We know that there are clues that can lead us to answers about the presence of 
autocorrelation in a certain series. Fig. 5 (Appendix A) represents the autocorrelation 
functions (ACF) of the log prices of the cryptocurrencies subject to this study. There is 
no gain for us to observe the PACF plots of the non-differenced series, because only by 
looking to the ACF’s, we notice the absence of stationarity supported from the KPSS tests 
presented before. There are large and relevant autocorrelation coefficients until high lag 
orders.  
Nonetheless, the ACF’s and PACF’s of the differenced series (log returns) are of 
particular importance and, as advised by Hyndman & Athanasopoulos (2019), the signs 
we can try to spot are as follows: if we notice that the ACF has some significant 
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coefficients and decays exponentially, and the PACF has only a few (𝑝) significant spikes, 
then an ARIMA(𝑝, 𝑑, 0) is potentially a good option for modelling the variable. Beyond 
doubt, 𝑝 will always be a positive number if we find that the PACF has the shape 
described above, which supports the materialization of autocorrelation in the target 
variable. Fig. 8 and 9 represent the ACF and PACF log return plots for each 
cryptocurrency, respectively. The main feature of both autocorrelation functions is that 
all of them have few relevant lags, even though there is always at least one in every graph. 
BTC and Ether ACF’s present the exponentially decaying pattern in a transparent way, 
whereas for XRP and BCH it is very difficult to perceive that behaviour. As to the partial 
autocorrelations, and except for some statistically significant values in distant lags, in 
general, only the first lag is relevant. For ETH and XRP, the two first lags appear to be 
meaningful yet by a small margin. The conclusion we get from the observation of the 
autocorrelation plots is that an ARIMA(1, 𝑑, 0) might be a valid option for modelling the 
prices. The fact that some cryptos have two significant spikes does not necessarily imply 
that there is a second order autocorrelation in 𝑦. 
In this way, we may advance and present the results for the autocorrelation tests 
to the logarithmic returns of the assets. Fig. 10 shows the test statistics for the BP and LB. 
If the tests had some level of ambiguity, the one we would consider the most would be 
the second one, since it is well known that, from Monte Carlo studies, it usually displayed 
better finite sample properties. All tests point in the direction of the existence of 
autocorrelation, at the 1, 5 and 10% significance levels. The p-values of all tests are way 
below the thresholds and hence there is evidence supporting the existence of 
autocorrelation in the weekly returns of our crypto assets. Hence, the null hypothesis of 
absence of autocorrelation between different observations of the same series close in time 
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is strongly rejected. All in all, this reinforces the idea that ARIMA and Exponential 
Smoothing models can be a convincing selection when dealing with cryptocurrency 
prices, due to their nature of exploring the inherent temporal dependence that is present 
in time series variables. 
Moving forward to the last hypothesis testing performed in this research – 
normality test –, the Jarque-Bera test results confirm the non-normality of the series, and 
thus, all the tests supported the compliance of our data with these three stylized facts of 
financial . The function we used in R – JarqueBera.test(), from the tsoutliers package – 
provides three outcomes: the overall JB test, with H0: normality, a skewness test (H0: 𝑆 =
0) and a kurtosis test (H0: 𝐾 = 3). The test statistics can be checked in Fig. 11 – Appendix 
A. On the whole, the null hypothesis was rejected with a significance level of 1%, being 
all the 𝑝-values very close to zero. This defends the non-normality of the weekly returns, 
the skewness of the distributions and the non-mesokurtic nature of them, as we expected. 
The only somewhat weaker evidence to this general statement is BCH’s skewness test, as 
it only rejects the null at 5% level. Anyhow, we consider it to be sufficient evidence that 
the distribution of BCH’s weekly returns is skewed. 
If we observe the summary statistics in Table 3, we may notice that it is a positive 
skewness that can be observed in all distributions of our data. LTC shows the higher 
value, with 𝑆 ≈ 2.61, which suggests exactly what can be verified in the histogram of the 
log returns – the distribution exhibits a long right tail. As predicted, the lower skewness 
coefficient is the one from Bitcoin Cash (𝑆 ≈ 0.25), explaining the difficulty in rejecting 
the hypothesis of non-skewness. All the remaining values lie between these two extremes, 
and the reason why there is this general characteristic in financial series is the rationality 
of investors. In what regards to the kurtosis of the distributions, we find some 
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unanticipated results. The expectation was that all distribution of the different log return 
series would present a leptokurtic form (which is characterized by having fatter tails, i.e., 
more extreme values far distant from the mean of the series). Although, surprisingly, ETH 
and BCH have their kurtosis coefficients below three (2.5 < 𝐾 < 3). A fact that can be 
related to this output is the size of our samples, since comparing with the other 
cryptocurrencies under analysis, we have fewer weekly observations of the returns of 
these two. After running the same features for the daily returns, it was understood that 
this is the cause as shown in Fig. 11. If our analysis was based in daily data, with a larger 
sample, different results would be obtained. 
 Regarding the mean of our return series, the values are in the interval of [-
0.002;0.02], and the minimum corresponds to BCH, with a negative mean of weekly 
returns, whereas the maximum is Ether’s mean, the higher of the five under analysis. The 
standard deviation values variate within a small range, from around 0.1 to 0.18, 
corresponding respectively to BTC and XRP. 
3.3. PROGRAMMING WALKTHROUGH 
In this section we will present the steps used to get all the information and analysis 
of this research. Appendix B has the path to the repository where the R script can be 
found. The creation process of summaries that include all five assets is also provided. For 
the sake of simplicity, we will go through BTC part of the code, as an example. We start 
by installing and call all necessary R packages, each with its functionalities. One of the 
most important among these is crypto, which enable us to collect cryptocurrency data 
from CoinMarketCap website. Then, general crypto data (used mostly to do market 
dominance calculations) and BTC daily data are collected. For this crypto specific part, 
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logarithms are applied to the close price, which is the one that is typically used in financial 
markets. After plotting the daily time-series, we prepare an identical table – now with 
weekly data – without losing the last date of each week after aggregation, so we are able 
to plot by date and not by week. We draw the plots, create a table with descriptive 
statistics and draw the histogram of log returns. Afterwards, KPSS stationarity tests, BP 
and LB autocorrelation tests and JB normality tests are computed, to get conclusions 
about the stylized facts of financial series. 
We dive now into ETS section, where we begin by comparing one-step forecast 
accuracy between ETS types. Taking this results in consideration, we continue by running 
the ETS() function to find the model that minimizes the AICc, and gather report 
information of each of the other alternatives. This information table not only includes the 
estimated parameters and the information criteria, but also the 𝑝-values of BP and LB 
tests applied to the residuals. The components() function is visually useful as it draws four 
plots: explained variable, level, slope and remainder time-series. Finally, we create the 
residuals graphs, including the ACF and PACF, histogram and time-series in essence. 
Thereafter comes the ARIMA part of the R script. The ARIMA model selection 
was done in a different manner. A model was fitted, where the specifications are as 
follows: there should be no seasonal component at the model, the integration order should 
be between 0 and 2, and the AR and MA orders should be between 0 and 5. After the first 
execution, a model minimizing AICc is returned. To obtain the second-best model, we 
remove one order possibility (of AR or MA component), and this is done again to get the 
third output. Subsequently, and as the information of these models is collected, we add 
the residual autocorrelation test 𝑝-value to create the final report table. A similar process 
to the one used for ETS. 
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Ultimately, and as we now have the models that were chosen to join the forecast 
competition, we run the cross-validation recursive window procedure, to compare the 
precision of the models for each currency. The forecast is computed and we get our final 
plots and predictions. The bottom of the code is left for the binding of some summaries 
that were split by currency. 
4. MODELLING AND COMPARISON 
We can now proceed with the application of the estimation methods, in order to 
do a comparison between all models and use the one with better properties to fit and 
forecast future weekly quotes of the crypto assets. 
Regarding the Exponential Smoothing (ETS) approaches, cross-validation 
procedures will be run to compare the accuracy of the forecasts of each type of non-
seasonal (as our data does not show signs of having seasonality) models – SES, TES or 
DES –, taking into account measures like the RMSE, MAE or MASE. Moreover, we will 
also execute a method that chooses the model with a smaller corrected Akaike 
Information Criterion (AICc), to see if the choices match. The selected method for each 
cryptocurrency should also, to a certain extent, be based at our economical judgement. 
As to ARIMA models, the R function executes the Hyndman-Khandakar algorithm, 
which does some of the work needed to choose the better model. It differentiates data 
when there is a unit root, analyses ACF and PACF to select the orders of the ARIMA and 
uses AICc to search the best fitting model. Before this, we will already employ the log 
transformation to each variable in order to stabilize the variance.  
After selecting the most appropriate models of each type and before doing the 
ETS vs. ARIMA comparison, the residuals will be analysed, and portmanteau tests will 
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be applied to spot any possible manifestation of autocorrelation in the errors. Only after 
this we will be able to compute predictions of future values of each variable. 
Beginning with the ETS models, and specifically by analysing the results of the 
ETS(𝐴, 𝑁, 𝑁) – Simple ETS – we can notice that, for every cryptocurrency under 
research, α is approximately equal to 1, which means that if we base our predictions in 
this model, the results would be similar to the ones of the Naïve method, of simply 
assuming that the one-step future value of 𝑦 equals the present value (?̂?𝑡+1|𝑡 = 𝑦𝑡). Fig. 
12 represents the BP and LB tests for the residuals, and the statistics do not support the 
absence of autocorrelation in the errors of the model, for the five assets. The null 
hypothesis is relevantly rejected, as all 𝑝-values are nearly zero. Having the outcome of 
the estimations, we know an ETS(𝐴, 𝑁, 𝑁) model does not fit well to our data, and hence 
other options must be tested. As said before, there are no signs of seasonality, and thus 
the remaining estimations will be based on two methods that incorporate only a trend – 
ETS(𝐴, 𝐴, 𝑁) and ETS(𝐴, 𝐴𝑑, 𝑁).  
For Bitcoin (the most representative crypto), recurring to Table 3 and 4, a 
comparison between all methods can be done. Still, for all of them,  α̂ ≈ 1, which shows 
the importance of the last observed value for our prediction. However, this is not the only 
component of the estimation, since in both Holt’s trend-accommodating models there is 
the slope component, whose level at time 𝑡, in the particular case of the DES is estimated 
to be negative (𝑏 < 0). We concentrate on this one, as not only it is the one with the 
lowest information criteria but also, it is the one selected by the cross-validation 
procedure which compares the accuracy of the one-step forecasts of all the methods 
(comparing, e.g., RMSE, MSE and MASE). This ETS(𝐴, 𝐴𝑑, 𝑁) method, incorporates a 
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dampening parameter (𝜙), whose estimate is relatively high, around 0.8, meaning the 
trend is reduced to a flat line during a not so close horizon – 𝜙 = 1 corresponds to the 
Holt method (ETS(𝐴, 𝐴, 𝑁)).  Although this is the type of ETS showing better results, the 
𝑝-values of both the BP and LB tests show that there is still significant autocorrelation in 
the residuals, at all usual significance levels (1, 5 and 10%). This can also be verified by 
observing the ACF and PACF of the residuals. 
Regarding the model selection recurring to the minimization of the AICc, there 
are some general results that should be referred. Using this procedure, for all the 
cryptoassets, except for BCH, the chosen method was ETS(𝐴, 𝐴𝑑, 𝑁), the one with the 
dampening trend. With respect to BCH, there are ambiguous results when we compare 
the forecast accuracy of each method, as error measures point out to contrasting decisions. 
Nevertheless, both MASE and MAE show smaller values in the case of the DES method, 
and even knowing the AICc is slightly lower for SES, this would not be sufficient to go 
for a non-trend approach to do our forecasting exercise, and the choice would fall on the 
trended one, as for all the remaining cryptocurrencies. 
With this being said, and looking to all the components of the ETS(𝐴, 𝐴𝑑, 𝑁), ?̂? 
is around the same for all the assets (≈ 0.8) and the estimation of the smoothing parameter 
of the level, ?̂?, is around 1. The only oddity is ETH, for which our estimates result in  ?̂? ≈
0.94, indicating that the last observed value is still very relevant to predict future levels, 
but not entirely, as there is some weight left to other lags. With respect to 𝛽, the trend 
smoothing coefficient, the estimations lie in the interval [0.154, 0.446], with the extremes 
corresponding to BCH and ETH, respectively. The somewhat high values suggest that the 
trends change recurrently. Notwithstanding, as for BTC, Table 3 demonstrates there is 
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statistical evidence supporting the alternative hypothesis of serial correlation in the 
residuals, with the exceptions of LTC, to which we almost have support of 𝐻0 (at 1%), 
and ETH. For this crypto, the null hypothesis is not rejected at the 1% level, recurring to 
both tests, what is not a strong evidence. 
Stepping into ARIMA modelling, like explained in section 3.1.5., we used an R 
function containing an algorithm which selects the best orders for the three components 
of the model. However, we will compare the most appropriate options to sense the data 
and understand if we would prefer a different approach. Fig. 8 and 9 show the ACF and 
PACF of BTC log returns. We know that if the suiting ARIMA model only has either an 
AR or a MA part, it is possible to try and identify the orders of the model by inspecting 
the autocorrelation plots of the series. The first three lags of BTC’s ACF are exponentially 
decreasing, and only the first lag of the PACF is statistically significant, which is a 
symptom that an ARIMA(1,1,0) can probably be a good choice to fit our data. After 
running the algorithm that compares all possibilities by minimizing AICc, the output 
returned this option with the addition of a drift was added. Table 5 reports the 
characteristics of this model, together with two possible options. By looking through them 
we verify that, and this serves to all, the constant does not appear to be relevant at the 
10% significance level. However, we find that removing it deteriorates the AICc, what 
suggests the constant may be relevant to explain the variable. If we would begin our 
analysis with an ARIMA(2,1,0) w/drift, we would certainly find that the second order 
AR coefficient is not significant. However, if we would begin by considering an 
ARIMA(3,1,2) w/drift, we could be tempted to accept it, because even though there is 
evidence of non-relevance for the first MA coefficient (at 5 and 10% levels), this should 
stay in the model due to the second order component. Regardless, it is clear that our 
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selection will rely on the ARIMA(1,1,0) w/drift as it “beats” the others in all the 
information criteria. Also, the residuals pass the autocorrelation tests, and we have 
statistical support not to reject the null of no serial correlation. 
Regarding LTC, the automatic procedure selected ARIMA(1,1,0) as the best 
alternative. In fact, the ACF and PACF review allow to notice that this could be a 
plausible result. It is a similar model to BTC, but this time without a constant term. The 
autoregressive coefficient is statistically significant (𝑝-value = 0), and around 0.336, 
whereas if the model chosen was an ARIMA(2,1,0), the second AR component would 
be negative but not statistically relevant.  
As per ETH, BCH and XRP cases, the alternatives are really distinct, as we are 
suggested to add MA components. Beginning with the first two assets, one option for 
both was to use an ARIMA(1,1,5), with a strong moving average part, even though this 
is not straightforward when observing the sample AC functions. Yet, for ETH, the 
negative fifth order coefficient is not significant at any level, and for the fourth order 
coefficient, 𝐻0 is only rejected at 5 and 10% criticalness. The removal of the MA(5) 
results in the significance of all coefficients, and we select the ARIMA(1,1,4), with a 
strong negative AR(1) element (≈ −0.928). Meanwhile, for BCH log quotes modelling, 
having a MA(5) generates uncertainty with respect to the relevance of all MA 
coefficients, except for the first order. It turned out that the best model is an 
ARIMA(2,1,3), even though we accept the relevance of the negative MA(1) only at 5% 
and 10% significance levels. Of substance to acknowledge the negativity of AR(2) too. 
Concerning XRP, we will choose the ARIMA(0,1,1), which has a MA coefficient of 
approximately 0.414. All the other alternatives do not show to be appropriate. For the 
Masters in Applied Econometrics and Forecasting 
Cryptocurrency Price Forecasting – an Empirical Application 
32 
 
rest, for all cryptocurrencies, the resulting residuals passed the BP and LB tests and as the 
null hypothesis was not rejected, indicating the absence of autocorrelation in the residuals 
of each considered model. 
Now that we covered the model selection for both ETS and ARIMA, we will 
present the model comparison results, by measuring one-step ahead forecasting accuracy. 
This cross-validation is done in a rolling window manner. A RW and RW w/drift will 
also join the forecasting competition, so we can verify if there is any gain in applying our 
methods, instead of considering a naïve model for the quotes. The error measures are the 
RMSE, MAE and MASE, but special relevance is given to the first. 
As usual we begin with the most representative crypto asset, BTC. Table 6 shows 
the comparison for all assets. The results for all measures are unequivocal, and evidence 
that the most precise method is the ARIMA(1,1,0) w/drift. As seen before, the ETS model 
residuals show evidence of autocorrelation through the tests, and thus this would not be 
a valid option. Anyhow, ARIMA model of BTC log quotes appears to have superior 
properties not only compared to ETS, but also to any RW model. The 5-step forecast was 
produced and the plots can be reviewed in Fig. 14. Using a confidence of 80%, we expect 
that the quote will lie in the interval [10,267; 12,900[ USD and the forecast mean shows 
a gradual increase, after a small drop at the one-step forecast. The volatility of the asset 
price is noticeable by the amplitude of the produced interval forecast. 
With respect to ETH, if we consider RMSE as the most important decision factor, 
the ARIMA alternative is once more our choice. We eventually could take into 
consideration that the ETS and RW options show lower MAE and MASE values, but we 
easily come to realize this is not a good choice. As we know, the results regarding the 
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residuals’ autocorrelation of the ETS do not strongly suggest their absence and, 
furthermore, the ACF plot of RW’s residuals show a smooth decay and three significant 
spikes at the first lags. The ARIMA(1,1,4) is, therefore, the best option to model the log 
quote of ETH. After forecasting, the statistics point out that the expectation is that the 
price will decrease by around 18 USD at the first two weeks and then stabilize at 
approximately 379 USD. 
The results of LTC and XRP are the less ambiguous. Beginning with the first, all 
error measures point ARIMA(1,1,0) forecast as the most precise and by running the 
prediction we find a similar result to ETH, with a small downward aptitude in the line 
through the five-week period. After these weeks the price is not expected to be out of the 
[24.81; 48,50[ range, with a 95% confidence. As far as XRP log quote is concerned, the 
selected model is again the ARIMA, in this case with a MA(1) part instead of the AR(1). 
Taking the forecast values in consideration, we do not expect that after five weeks the 
price of XRP will exceed 0.71 USD or shrink below 0.10 USD. The mean is around 0.27 
USD during the forecasting timespan. 
At last, BCH forecast competition show evidence that either the RW (supported 
only by RMSE) or the ETS(𝐴, 𝐴𝑑, 𝑁) should be the most accurate when forecasting the 
log price for the next period. However, as stated previously, the exponential smoothing 
residuals exhibit signs of autocorrelation, and as presented in Fig. 13, RW “residuals” 
too. The next most precise methods would be the ETS(𝐴, 𝑁, 𝑁) and the RW w/drift, but 
their residuals suffer from the same intrarelationship. Thus, such as for the remaining the 
assets, an ARIMA will be used to predict the log price of BCH, in this case with AR and 
MA components of orders 2 and 3, respectively, differentiated once to achieve 
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stationarity. This prediction result is exceptional comparing to the other ones. The price 
is estimated to drop until reaching around 253 USD, by the third week, and then rise to 
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The cryptocurrency market is one of the most recent among the financial assets’ 
markets. Consequently, the great majority of investigators and researchers that share 
curiosity – and that have the purpose of learning more about this market – always take 
into consideration that there is a short variety of cryptoassets with a sufficiently large 
historical data timespan. Most of them did not even exist in a five-year-ago past. Due 
mostly to this fact and to its representativity, Bitcoin is the crypto for which more studies 
can be found. However, some of the newer assets have different behaviours and features. 
Some were even created with the objective of correcting drawbacks of BTC itself. Thus, 
one must not generalize the whole market only by investigating one asset, even if its 
market dominance is between 60 and 70%. This was the head motivation for this research 
– to enrich the study about some of the most relevant cryptocurrencies. 
The goal was to analyse and predict price and returns of five assets: Bitcoin, 
Ethereum, Litecoin, XRP and Bitcoin Cash – a brief introduction to the currencies and its 
historical evolution was done. For this purpose, a forecast competition between 
Exponential Smoothing and ARIMA models was performed, to select the best option to 
fit data and do a five-step ahead forecast exercise. Regarding ETS models, three 
possibilities (SES, TES and DES) were considered, and error measurements and 
information criteria were used to choose the best fitting ETS model. A similar procedure 
was done with ARIMA models: we analysed the goodness-of-fit of three ARIMA of 
different autoregressive and moving average orders. In the end, the forecast comparison 
was computed between ARIMA, ETS and Random Walk predictions, that were also 
added to supplement the analysis. 
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Having this ultimate goal in mind, we started by analysing if the crypto assets 
under research fulfil some of the financial series stylized facts. Namely, non-normality, 
serial correlation and non-stationarity. The performed tests defended these three facts, 
what supported the models that were used through the study. Depending on the ARIMA 
orders chosen and ETS model type, these two alternatives can be capable of 
accommodating for explosive behaviours and also for autocorrelation between the target 
variable. In general, they can prove to be good options for financial time series modelling 
and prediction. 
Moreover, a step by step manual of the R script that was used is provided, from 
data collection until prediction part. The procedure followed the framework provided in 
Hyndman & Athanasopoulos (2019), added to the needed adaptations and adjustments to 
our data and to the specific field of cryptocurrencies. 
The main conclusion about this investigation is that ARIMA models outperform 
ETS in explaining price behaviours of all the assets. This is due the lower error 
measurements of the one-step ahead forecasts, but also to the signs of residual 
autocorrelation in all the ETS model types (weak evidence only for ETH and LTC). 
Within the ARIMA models selected, the cryptocurrency for which we observed a lower 
RMSE (around 9%) was BTC. LTC was the one with the second lower value, and this 
fact seems to be associated with the period of analysis of the assets, since these were two 
of the assets for which we had larger samples. 
For further investigation, it would be interesting to extend the scope and study the 
behaviour of more recent crypto assets. As we know, nowadays the number of cryptos in 
circulation grows almost overnight, and some of the newer assets are created with 
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different characteristics and innovating mechanisms that intend to prevent, for example, 
high volatility, which is one of the disadvantages of these assets for investors. This will 
also, probably, provoke that different kinds of models should show better results, 
depending on each asset features.  
Furthermore, to achieve better results it is important that historical data periods 
are larger. Also, different approaches can be done with respect to the data preparation and 
use. Instead of weekly average prices, using daily data would be another possibility. 
ARIMA modelling appears to show reasonable results for cryptocurrency price 
prediction, but many studies are now combining the use of these with machine learning 
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Appendix A – Data and Results 
i. Figures 
 
Figure 5 - ACF’s of the logarithmic quotes of each cryptocurrency. The dashed lines represent the limits above/below 
which the coefficients are statistically significant. 
 
    
 
Figure 6 - Histograms of the logarithmic returns of each cryptocurrency. The analysis periods correspond to the 
periods announced through Section 3. 
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Figure 7 - Time-series of the logarithmic returns of each cryptocurrency.  
 
 
Figure 8 - ACF’s of the logarithmic returns of each cryptocurrency. 
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Figure 10 - Box-Pierce and Ljung-Box test statistics, applied to each logarithmic return. Figure 10 - BP and LB test statistics, applied to each logarithmic return.  
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Figure 11 - JB test statistics of all cryptocurrencies’ logarithmic returns. JB test statistic to the daily logarithmic 





Figure 12 - BP and LB test statistics, applied to the residuals of the ETS(A,N,N) ~ Log Quote. 
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Figure 13 - ACF's of the residuals of RW and RW w/drift models, of each cryptocurrency. 
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Table 1 - Summary table with descriptive statistics of all cryptocurrencies’ logarithmic returns. 
 
  
Table 2 - Stationarity tests. KPSS test statistic and p-value, number of unit roots and number of seasonal differencing 
required of log quotes (left), and KPSS test statistic. and p-value of log returns. 
 
 
Table 3 - SES, TES and DES model comparison, applied to logarithmic quotes of each cryptocurrency. Includes BP 
and LB test p-values of the residuals. 
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Table 5 - ARIMA model comparison, applied to logarithmic quotes of each cryptocurrency. Includes BP and LB test 
p-values of the residuals. 
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Table 6 - Model comparison, using error measurements, applied to logarithmic quotes of each cryptocurrency. 
 
Appendix B – R Code Repository 
  
l45618/CryptoPriceForecasting.R at main · rmoreiraserra/l45618 (github.com) 
