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摘要 近年来,深度学习技术的快速发展推动了机器学习的广泛应用. 其中,储备池计算(Reservoir Comput-
ing)方法由于在混沌时间序列预测方面的卓越效果而受到了越来越多的重视,形成了一个新的研究热点. 本
文以传统的长短期记忆网络(LSTM)和全连接层作为模型的基础,构建了基于循环神经网络的LSTM学习机.
在仿真实验中,我们以平均有效预测时间作为度量指标,使用模型对洛伦兹系统的状态变量进行预测,并针
对混沌系统特殊的动力学性质,为模型搭配了四项策略来辅助预测. 结果表明, LSTM学习机搭配合适的组
合策略,其预测能力也能达到与储备池计算相比拟的效果,且模型复杂度更低. 因此,储备池计算并没有超
越于传统方法的绝对优势,这启发我们通过进一步研究学习机预测时间序列的机制和方法,寻找更加有效
的时间序列预测学习机.
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1 引言
非线性动力学系统在自然界中大量存在,如天
气系统、生态系统、金融系统等. 这类系统的典型
特征是其状态随时间的变化表现为混沌运动,对初
始条件具有敏感依赖性,由于受噪声和计算机精度
的影响,混沌系统不可能被长时间预测. 因此,利用
实际系统某一状态的输出时间序列,在未知系统运
动方程的情况下,如何尽可能长地预测后续时间序
列的变化成为具有重要应用价值的科学问题,长期
以来受到了不同领域研究者的重视. 近年来, 随着
深度学习的巨大突破, 学习机(Learning Machine)技
术在自然科学的各个领域获得了广泛的应用, 不
仅在传统领域如图像分类 [1]和下围棋 [2]等方面取
得了令人瞩目的成功, 而且也推动了时间序列预
测等课题的迅速发展. 2018年, 科学家将储备池计
算(Reservoir Computing) [3]方法应用于一类时空动
力学系统的高维混沌时间序列的预测 [4],引起了研
究者对储备池计算的高度重视,使得机器学习预测
时间序列成为新的前沿热点. 另一方面, 传统上已
经发展出了一些可以用于时间序列预测的人工神
经网络方法,如循环神经网络学习机 [5],它作为深度
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学习的重要分支,不仅在自然语言处理 [6]和语音识
别 [7]方面展现出了强大的能力,而且也被用于时间
序列预测.
传统的混沌时间序列预测方法有基于实际
观测数据的相空间重构法 [8]和Volterra自适应滤波
器 [9]等.由于神经网络强大的非线性拟合能力,在混
沌时间序列的重构相空间中,利用神经网络逼近相
点演化规律的方法,在混沌时间序列上也已经有了
大量应用, 如多层感知机 [10]、径向基函数 [11]和循
环神经网络 [12]. 循环神经网络(RNN)是一类专门用
于处理序列数据的神经网络. 它能将时间序列信息
编码成隐藏层状态,使网络学习到不同时刻序列之
间的关联. 在实际的应用中, RNN容易受梯度消失
或梯度爆炸 [13]的影响,使得训练起来异常困难.储
备池计算也属于循环神经网络的一种,最近关于储
备池计算的工作展现出它在混沌系统中强大的预测
能力 [14, 15]. 值得注意的是, 储备池计算由于不需要
训练隐藏状态到隐藏状态的神经元参数,能够避免
梯度消失和爆炸的问题.受此启发,在预测混沌系统
的任务中, 我们选择长短期记忆网络(LSTM) [16]作
为基础模型来一定程度上缓解该问题. 据调研, 基
于LSTM预测的方法已经被运用在低维混沌系统
中 [17, 18],但其预测精度远远不如储备池计算 [15].
学习机的效果依赖于很多因素, 不同的初始
化、不同的优化算法、不同的训练策略等都会导致
巨大的差异.因此一个学习机是否具有好的效果,需
要优化了这些因素之后才能给出可靠的判断. 本研
究基于循环神经网络的长短期记忆网络学习机,结
果表明通过选择合适的组合策略,能够有效预测混
沌时间序列,达到和储备池计算相比拟的结果.
2 模型
简要介绍循环神经网络和长短期记忆网络的概
念. RNN就像一个标准的多层感知机, 关键的不同
是在延迟的时间步上连接起隐藏神经元. 给定一段
输入(x1, x2, · · · , xt), RNN依靠下面的方程,迭代产生
一段输出(y1, y2, · · · , yt):
ht = σ(Whhht−1 +Whixt + bh),
yt = Wohht + bo,
(1)
其中, xt ∈ Rdi , yt ∈ Rdo , ht ∈ Rdh是RNN在时间
步数t上的输入、输出和隐藏状态, Whi ∈ Rdh×di ,
Woh ∈ Rdo×dh , Whh ∈ Rdh×dh分别是输入到隐藏状态、
隐藏状态到输出和隐藏状态到隐藏状态的权值矩
阵, bh ∈ Rdh和bo ∈ Rdo是对应的偏差值, σ是网络的
激活函数.
RNN被证明能有效地处理序列问题,然而实际
应用中, 由于RNN编码序列长, 在反向传播算法的
优化中容易受到梯度消失和梯度爆炸的影响,难以
捕获到序列之间的长期依赖. 而LSTM作为缓解该
问题最成功的模型被广泛使用. 因此在预测混沌系
统的任务中,我们选择LSTM作为基础单元,其内部
的计算如下:
gft = σ(Wf[ht−1, xt−1] + bf),
git = σ(Wi[ht−1, xt−1] + bi),
C̃t = tan h(WC[ht−1, xt−1] + bC),
Ct = gftCt−1 + g
i
tC̃t,
got = σ(Wo[ht−1, xt−1] + bo),
ht = got tanh(Ct).
(2)
我们将内部计算如上的计算单元, 称作LSTM单元.
其中, gft , g
i
t, g
o
t ∈ Rdh是遗忘门、输入门和输出门
的信号. xt ∈ Rdi是输入信号, ht ∈ Rdh是隐藏状态,
Ct ∈ Rdh是细胞状态, Wf ,Wi,Wo,WC ∈ Rdh×(dh+di)是控
制每个门输出的权值矩阵, bf , bi, bC , bo ∈ Rdh是每个
门的偏差值,激活函数σ为sigmoid函数. LSTM在循
环过程中,将输入的历史时间序列编码成隐藏状态
和细胞状态,和一般的循环神经网络不同的是,通过
门的设计, LSTM可以自适应地控制积累信息的强
弱. 例如,遗忘门gft点乘Ct−1,可以通过g
f
t的大小决定
有多少信息记入下一时刻的Ct. 同时, LSTM还构造
了一条基于时间的通道Ct,梯度在这条通道上回传
时不会连乘上隐藏状态到隐藏状态的矩阵,使得训
练时能够缓解梯度消失和爆炸的影响.
我们使用LSTM单元作为基础元素构造了两种
模型用于训练和预测,分别称作训练模型和预测模
型. 值得注意的是,两种模型的参数是共享的,将训
练模型训练好后,再把其中的参数迁移到预测模型
用于预测.
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2.1 训练模型
在训练模型中, 我们往模型中输入一段长度
为W的时间序列(x0, x1, · · · , xW−1), 并使用模型做
直接单步预测, W代表窗口长度. 在初始的时间
步t = 0时,我们将两个全为零的向量h0和C0作为初
始隐藏状态和初始细胞状态输入到模型. 在时间
步t = i(0 < i 6 W)时,模型通过输入xi, hi−1和Ci−1计
算下一时刻的hi和Ci, 它们包含了编码自时间序
列(x0, x1, · · · , xi)中的信息, 接着通过将hi输入全连
接层得到该时刻的输出ỹi. 下一步再把hi, Ci和xi+1代
入LSTM计算单元输出hi+1和Ci+1. 通过这样的循环,
就产生了一组预测输出(ỹ0, ỹ1, · · · , ỹW−1). 训练模型
如图 1所示.
在训练阶段, 我们的目标是使模型输出的(ỹ0,
ỹ1, · · · , ỹW−1)尽可能地逼近真实的观测值(x1, x2, · · · ,
xW). 我们将真实的观测值用(y0, y1, · · · , yW−1)代替,
并使用预测时间序列与真实观测值的均方误
差(MSE)作为训练阶段的损失函数:
L =
1
W
W∑
t=0
∥yt − ỹt∥2. (3)
为了更新LSTM单元和全连接层的参数, 我们通过
基于时间的反向传播算法(BPTT) [19]来最小化损失
函数, 设置学习率为l, 并选择在深度学习任务中表
现优秀的Adam算法 [20]作为优化算法.
2.2 预测模型
当参数在训练模型中优化好后, 我们将所学
得的LSTM单元和全连接层的参数迁移至预测
模型. 预测模型分为预热阶段和预测阶段. 在
预热阶段, 我们首先接受一段长度为T的时间序
列(x0, x1, · · · , xT−1), 同样以全为零的向量作为初始
状态来启动LSTM,并进行和训练架构一样的迭代,
经过T步的迭代得到hT和CT . 在预热阶段由于受全
为零的初始状态影响,模型输出精度十分低,所以我
们将其舍弃, 只保留最后一步的hT和CT . 由于最后
一步的hT和CT已经记忆好预热阶段时间序列的信
息,模型可从中产生精准的预测,故将其作为预测阶
段的初始状态.
在预测阶段,和训练模型不同的是使用预测模
型做间接多步预测,不再把真实的观测值在每个时
间步输入,而是迭代地将模型预测的输出作为下一
步模型的输入, 由此可产生指定长度为P的一段时
间序列(ỹT , ỹT+1, · · · , ỹT+P)作为模型的预测序列. 预
测模型可表示为图 2.
2.3 训练策略
为了能更有效率地训练网络,同时更好地学到
混沌时间序列内在的动力学特性. 经过大量尝试和
比较,我们决定在训练时加入了如下4项适合混沌时
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图 1 (网络版彩图)训练模型. 左边两个标记为零的灰色节点为初始隐藏状态,下面的绿色节点为每个时间步输入的真实的观
测值,上面的黄色节点为每个时间步预测的下一步的输出,中间标记为LSTM和FC的蓝色方块代表LSTM单元和全连接层
Figure 1 (Color online) The training model. The two gray nodes marked zero on the left are initially hidden states, the green nodes below are true
observations for each time step, the yellow nodes above are the prediction for the next time step, the blue squares labeled LSTM and FC in the middle
represent LSTM units and fully connected layers.
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图 2 (网络版彩图)预测模型. 预测模型分为预热阶段和预测阶段. 预热阶段的模型和训练模型一样,但只需要最后一步的输
出ỹT , hT和CT去启动预测阶段. 在预测阶段,通过迭代产生P步的输出,需要注意的是,红色线代表模型将预测值重新输入模型
进行间接多步预测,而不是像训练模型一样输入真实的观测值
Figure 2 (Color online) The prediction model. The prediction model is divided into a warm-up phase and a predictive phase. The warm-up phase is
the same as the training model, but only need the last output ỹT , hT and CT to start up the prediction phase. In the prediction phase, we generate the
output of P-step by iterating. It should be noted that the red line represents re-entering the prediction into the model for multi-step predictions, rather
than input the true observations as the training model does.
间序列的关键策略.
标准化和还原策略.标准化预处理是机器学习
领域常见的预处理方式. 多维混沌时间序列在各个
维度上均值方差往往差异较大,且我们使用的损失
函数是基于欧式距离的均方差损失函数,为了使各
个维度对损失函数的影响权重一致,对时间序列数
据使用标准化的预处理:
X =
X −mean(X)
var(X)
, (4)
其中, mean(X), var(X) ∈ Rd代表数据集X的均值和方
差. 接着,对模型输出结果Y ,做还原处理:
Y = Y × var(X) +mean(X). (5)
标准化和还原策略使得数据在各个维度的尺度一
致,导致反向传播算法时每个维度对模型参数影响
一致,模型可以取得更快的收敛效果和更好的泛化
误差.
梯度截断策略.循环神经网络的参数空间通常
存在像悬崖一样斜率较大的区域,这是因为随着时
间步数,较大参数的连乘导致参数空间尖锐而非线
性. 在这样的悬崖区域会产生非常大的梯度, 梯度
下降更新使得参数弹射到很远的地方,可能使得之
前已完成的大量优化成为无用功. 因此机器学习领
域在使用循环神经网络的任务中,会在参数更新之
前截断梯度的范数,这一策略叫做梯度截断 [13]. 在
训练过程中,梯度截断会为梯度g的范数定义一个阈
值(Threshold),当梯度范数大于这个阈值时,做如下
截断操作:
g =
threshold
∥g∥ g. (6)
考虑到混沌系统具有极端的初值敏感性,极小的预
测误差会随着演化呈指数增长. 因此在循环神经网
络模拟混沌系统的动力学行为时,前期的误差也会
随着时间积累呈爆炸式增长,容易带来极大的梯度,
使参数无法稳步地收敛到最优值.综合循环神经网
络本身的优化问题和混沌系统所具有的特性,我们
决定在训练过程中使用梯度截断的策略,并调试阈
值以达到最好的效果.
基于储备池计算的初始化策略.大量实验表明,
神经网络参数的初始化对网络训练速度和网络最
终的测试效果有着很大的影响 [21]. 经过不断的尝
试和启发性的思考,我们找到一种适合混沌系统的
120501-4
熊有成等. 中国科学: 物理学 力学 天文学 2019年 第 49卷 第 12期
神经网络初始化方法: 基于储备池计算的初始化方
法. 储备池计算有一种非常特殊的训练方法: 控制
隐藏状态到输出的参数由数据学得,但是隐藏状态
到隐藏状态的参数(Whh)从一个特殊的分布中采样,
且在训练和预测的过程中固定住不做更新. 因为不
做更新, 所以Whh的初始化至关重要. 初始化Whh可
归纳为三步: 第一步, 从均匀分布[−a, a]中采样得
到Whh; 第二步, 随机选取比例为S的一部分参数赋
值为零, 来控制神经元之间的稀疏连接. 这个条件
将使Whh分解为许多相互耦合的子系统, 更加丰富
储备池的表达能力; 第三步,控制Whh的谱半径R(矩
阵的特征值的模的最大值).谱半径对于储备池计算
能否具有回声状态性质 [3] 至关重要,当R < 1时,模
型会趋向于忘掉前面时间序列积累的状态信息.在
实验中, 我们将LSTM单元中隐藏状态到隐藏状态
的矩阵(Wf ,Wi,Wo,WC)全部使用基于储备池计算的
初始化方法, 初始化成稀疏度为S , 谱半径为R的权
值矩阵. 这个策略使矩阵在开始训练时能将混沌时
间序列映射到一个具有丰富表达的高维的储备池,
使得初始的优化步骤能够往适合混沌时间序列的最
优参数上发展.
保存最优模型策略.在训练过程中,我们发现训
练步数也是非常重要的超参数. 训练误差不再下降
后,随着训练步数的增加,模型在测试集上的预测效
果会在一定范围内振荡, 不会趋于稳定. 对于这种
现象,我们采取的方法是当训练误差不再下降后,每
隔一定的训练步数,将学得的模型参数保存下来作
为模型训练到该步数下的一个版本,共保存n个模型
版本. 训练结束后, 从训练集后到测试集前的时间
序列中采取10段作为验证集,将所有保存下来的模
型版本在验证集上验证,选出在验证集上效果最好
的版本作为最终版本,并将其用于测试集测试,测试
结果作为最终的结果.值得注意的是,在训练时间及
硬件存储容量允许的条件下,用更小的保存步数,取
得更多的版本,将能找到效果更好的模型.
3 仿真实验
我们选择Lorenz系统 [22]作为测试模型能力的
混沌系统. Lorenz系统方程为
ẋ = −ax + ay,
ẏ = bx − y − xz,
ż = −cz + xy.
(7)
我们用a=10, b=28, c=3/8作为参数, 用四阶Runge-
Kutta法产生以∆t为时间间隔的混沌时间序列,
舍弃掉瞬态. 接着将前20000个点划为训练集,
接着2000个点划为验证集, 最后2000个点划为测
试集.
以有效时间来衡量模型的预测能力,有效时间
定义为从开始预测到归一化误差E(t)的值首次到达
阈值 f所跨越的时间间隔,用tv来表示. E(t)定义为
E(t) =
∥y(t) − ỹ(t)∥
⟨∥y(t)∥2⟩1/2 . (8)
为了充分验证模型与四种策略的效果,避免随
机性,每次实验分别初始化10个不同的模型在训练
集上训练,并在测试集上随机选取30段互不相交的
时间段用于测试,将所有训练好的模型在所有测试
时间段上求得有效时间,最后对求得的300个有效时
间做平均, 表示为平均有效时间(t̄v), 将其作为衡量
模型预测能力的最终结果.
当同时使用四种策略时, 实验具体实现步骤
如下:
(1)对数据做标准化预处理.
(2)使用基于储备池计算的初始化策略初始化
训练模型.
(3) 在训练集中随机选取窗口大小为W, 批
量为nbatchsize的一批时间序列, 用形状为(nbatchsize,
W, 3)的矩阵来表示.
(4)将该批数据输入到训练模型中,将模型输出
值使用还原处理,然后基于损失函数求得反向传播
的梯度,对梯度运用梯度截断后再更新模型参数.
(5)循环3–4步,直至达到训练步数或者训练误
差不再下降.
(6)继续训练, 每间隔100步保存该训练步数下
的模型参数,共保存n个模型.
(7)在验证集上比较所有模型来选取最优模型.
(8)使用最优模型在测试集上预测求得平均有
效时间作为最终结果.
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对于实验所用超参数, 我们把LSTM模型超参
数分为必备的基础参数,还有和策略相关的策略参
数. 为了与储备池计算在Lorenz系统预测的平均有
效时间相比较 [15],我们选择同样的阈值( f=0.4). 经
过大范围调试,模型的最优参数如表 1所示.
我们以结合所有四种策略的模型对测试集中一
段轨迹的预测结果作为例子来展示模型的预测效
果,如图 3. 可以看出在t = 5之前, LSTM都以极低的
误差预测着洛伦兹系统的动力学演化,但随着误差
越来越大,两条轨道迅速分离.
图 4展示了预测结果的归一化误差E(t)随时间
的变化, 在t<5.5的时间内, E(t)都小于阈值( f=0.4).
定性地来看, 直到t=8的时间内预测能力都还
表 1 模型超参数
Table 1 Hyperparameters for the model
基础参数 值 策略参数 值
∆t 0.05 R 1.1
dh 20 S 0.5
nbatchsize 200 W 60
l 10−4 threshold 0.01
f 0.4 n 10
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图 3 (网络版彩图)长短期记忆模型结合四种策略预
测Lorenz系统. 蓝色实线为真实的观测值, 红色虚线为模
型预测值,黑色竖直虚线代表归一化误差到达阈值 f
Figure 3 (Color online) Prediction of the Lorenz system with the
LSTM learning machine and four strategies. The blue solid line shows
the true observation of the Lorenz system, the red dashed line shows the
prediction of the model, and the vertical black dashed line represents the
normalized error reaching the threshold f .
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图 4 (网络版彩图)图 3中展示的预测轨迹的归一化误
差E(t)随时间的变化曲线. 当t=5.5时, 归一化误差E(t)第一
次达到阈值 f
Figure 4 (Color online) Normalized error E(t) verses time of the
Lorenz prediction trail shown in Figure 3. When t=5.5, the normalized
error E(t) first reaches the value f .
存在. 注意储备池计算预测Lorenz系统混沌时间序
列所能达到的平均有效时间也接近5.5 [15], 因此基
于LSTM的模型的预测效果可以与它相比拟.
我们比较了使用搭配不同策略组合的模型来
预测的结果. 对于不加任何策略的原始模型, 我们
用O来表示. 对于加上策略的模型,对应标准化和还
原、梯度截断、基于储备池计算的参数初始化、保
存最优模型四种策略,我们分别用编号A, B, C, D来
表示. 当一个不加策略的O模型加上策略,就用对应
策略编号组合来表示, 如原始模型加上策略A和B,
表示为AB. 对于不加基于储备池计算的初始化策
略的模型, 我们使用深度学习中常用的Xavier初始
化 [23]作为初始化方法. 对于所有模型,保证训练集、
验证集和测试集的一致,并且都使用adam作为优化
算法,其他基础参数均与表 1相同.
图 5展示了原始模型搭配上不同组合的策略
所带给模型的提高. 每个策略带来的效果各有不
同, 与原始模型比较, 标准化与还原策略能显著提
升模型的预测效果. 同样的, 梯度截断策略和保存
最优模型策略也能一定程度地提升模型的预测能
力. 值得注意的是, 基于储备池计算的初始化策略
在不结合标准化与还原策略时会降低模型预测的有
效时间,如C, BC, CD和BCD所示. 但是对比A和AC,
AD和ACD, ABD和ABCD, 发现当数据使用了标准
化与还原的预处理后, 各个维度对损失函数的影
响保持平衡时, 这种初始化方法才能够发挥它的
效果.
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图 5 (网络版彩图)模型搭配各种策略组合的平均有效时间对比
Figure 5 (Color online) The comparison of average valid time between models with the combination of various strategies.
4 讨论与结论
本文的研究表明通过改进长短期记忆网络模
型并搭配以合适的训练策略,可以有效地实现混沌
时间序列的长时间预测,效果完全可以与流行的储
备池计算相比拟. 实际上, 为了达到较好的预测效
果, 储备池模型使用了超过500维的隐藏状态向量
来表示混沌时间序列的特征 [15], 而本文仅仅使用
了20维(见表 1, dh=20)的隐藏状态向量就达到类似
的效果, 因此模型复杂度更低. 本文的结果意味着
储备池计算并没有明显超越传统的长短期记忆模
型,学习机预测时间序列的机制和方法有待进一步
深入研究.
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Chaotic time series prediction based on long short-term
memory neural networks
XIONG YouCheng & ZHAO Hong*
College of Physical Science and Technology, Xiamen University, Xiamen 361005, China
Recently, the development of deep learning technology has promoted the wide application of machine learning. In partic-
ular, the technique known as reservoir computing has attracted more and more attention due to its excellent behavior on
chaotic time series prediction, and has formed a new research hotspot. In this paper, we use traditional long short-term
memory (LSTM) neural networks and fully connected layers as the fundamental elements to build a LSTM learning ma-
chine based on the recurrent neural network architecture. The motivation for using LSTM is that it can effectively prevent
the vanishing and exploding of gradients. In the simulation experiment, we quantify the duration of accurate prediction with
the average valid time and use the model to predict the state of Lorenz system. Aiming at the special dynamic properties of
chaotic system, we propose four strategies to assist prediction, which are normalization and restoration, scaling down the
gradients, reservoir-based initialization and preserving the optimal model. The results show that the prediction ability of the
LSTM learning machine with suitable strategies is comparable to that of reservoir computing, furthermore, the complexity
of the LSTM is lower. Therefore, our results indicate that there is no obvious evidence that reservoir computing can surpass
the traditional method, which inspires us to further study the mechanism and methods of learning machine for predicting
time series, and find more effective learning machines.
machine learning, chaotic time series, prediction, long short-term memory neural networks
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