Abstract. In this paper, a new Monte Carlo algorithm to improve precision of information retrieval by using past search results is presented. Experiments were carried out to compare the proposed algorithm with traditional retrieval on a simulated dataset. In this dataset, documents, queries, and judgments of users were simulated. Exponential and Zipf distributions were used to build document collections. Uniform distribution was applied to build the queries. Zeta distribution was utilized to simulate the Bradford's law representing the judgments of users. Empirical results show a better performance of our algorithm compared with traditional retrieval.
Introduction
A wide range of approximations in information retrieval (IR) are devoted to improving the list of documents retrieved to answer particular queries. Among these approaches, we can find solutions that involve efficient assignments of systems to respond to certain types of queries, by applying data mining techniques [1] . Nonetheless, some tasks of data mining can imply not only long periods of time, but also a high cost in money [2] . In addition, solutions that involve an exhaustive analysis of all possible alternatives to find the best answer to a query (i.e., the best precision for each type of query) can be found in IR context. Prior solutions correspond to approaches based on learning techniques (e.g., neural networks, genetic algorithms, and machines support vectors). However, these approaches should imply a high cost in learning time as well as diverse convergence times when the datasets used are heterogeneous [3] . Additionally, characteristics, such as the scopes where these types of algorithms are applied and the performance achieved in different environments, are complex to address [4] .
In the IR literature, two types of approaches used in the context of past queries are easily identifiable. The first approaches are based on TREC collections. Most of these approaches use simulation to build similar queries with the aim to provide a suitable framework of evaluation. The second type of approaches rooted in the use of historical queries on the Web, most of which are supported on repetitive queries. As a result, having ad-hoc collections which allow to evaluate the use of past queries in an appropriate way, is a hard task. Therefore, one way to provide an ad-hoc environment for approximations based on past queries is simulation.
Our main contribution is a Monte Carlo algorithm, which uses relevant documents from the most similar past query to answer a new query. The algorithm splits the list of retrieved documents from the most similar past query in subsets of documents. Our algorithm is simple to implement and effective. Moreover, it does not require learning time. Documents, query collections, and relevance judgments of users were simulated to built a dataset for evaluating the performance of our algorithm. A wide range of experiments have been carried out. We have applied the Student's paired t-test to support the experimental results. Empirical results show better results of our algorithm (in particular the precision P@10) than traditional retrieval.
The paper is organized as follows. In section 2, related works on past searches, randomized algorithms, and simulation in IR context are presented. In section 3, we present our approach to simulate an IR collection, in the context of past search results. Section 4 details our approach using past search results, with mathematical definitions. In section 5, empirical results are described. Finally, conclusions are presented in section 6.
Related Work
Two categories of approaches employed in the context of past queries are easily identifiable. The first category is based on TREC collections. In a recent work [5] , a distributed approach is presented in the context of past queries. Similar queries are simulated from a traditional set of queries. Moreover, the judgments of users are omitted. In [6] , two strategies aiming at improving precision were implemented. The first strategy corresponds to the combination of results from previous queries, meanwhile the second implies the combination of query models. An extended work is exposed in [7] . The authors address models based on implicit feedback information to increase precision. Implicit feedback information is given by queries and clickthrough history in an active session. It is important to emphasize that TREC collections used here have been modified to evaluate approximations based on past queries.
The second category of approaches focuses on log files in the context of the Web. In [8] , an automatic method to produce suggestions based on previously submitted queries is presented. To achieve this goal, an algorithm of association rules was applied on log files. The 95 most popular queries were considered. Nonetheless, the percentage of these 95 queries over 2.3 millions of records is unknown. Hence, it is infeasible to estimate the impact of this approximation. Moreover, [9] claims that there is no easy way to calculate the real effect of approximations founded on association rules. It is mainly due to the complexity to determine the successive queries that belong to the same session (i.e., for the same user). In [10] , an approximation based on repeated queries is exposed. The aim is the identification of identical queries executed in the same trace. In [11] , two contributions, which take advantages from repeated queries, are presented. The first contribution is aligned on efficiency in execution time and the second is focused on repetitive document access by the search engines.
