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Nowadays remote network access is becoming an increasingly common need 
among the business companies and engineers. A VPN (virtual private network) 
connection is used in order to access nodes on a remote network, but if no VPN 
connection to a remote network is available, a different approach should be considered. 
The objective of this paper is to describe a solution for connecting to the GUI 
(graphical user interface) of Embedded Devices on a remote private network, where a 
VPN connection is not available, and where Internet connection is not stable, usually 
a LAN (local area network) on vehicles. 
 
A solution to this problem dives deeply into the existing Internet communication 
protocols, Internet structure, and Internet security. It implements a client program for 
unique embedded device architectures, a server program existing in the cloud, and 
establishes communication between the two with the help of its unique protocol on top 
of the existing Internet protocols. The result is secure direct access to the GUI interface 
of a remote embedded device. 
 






Dan danes postaja oddaljeni dostop do lokalnega omrežja vse pogostejša potreba 
med podjetji in inženirji. Virtualno povezava VPN (navidezno zasebno omrežje ang. 
virtual private network) se uporablja za dostop do vozlišč na oddaljenem omrežju, 
ampak če nam taka VPN povezava ni na voljo, je potrebno razmisliti o drugačnem 
pristopu. Cilj te diplomske naloge je opisati rešitev za povezavo z GUI (grafični 
uporabniški vmesnik ang. graphical user interface) vgrajenih naprav v oddaljenem 
zasebnem omrežju, kjer nam virtualna povezava VPN ni na voljo in kjer internetna 
povezava ni stabilna, običajno LAN (lokalno omrežje ang. local area network) na 
vozilih. 
 
Rešitev tega problema obravnava obstoječe internetne komunikacijske 
protokole, internetne strukture in internetno varnost. Zajema odjemalni program za 
edinstvene arhitekture vgrajenih naprav, strežniški program obstoječ na oblaku, in 
komunikacijo med obema s pomočjo edinstvenega protokola, ki sloni na obstoječih 
internetnih protokolih. Rezultat je varen neposreden dostop do grafičnega vmesnika 
vgrajenih naprav. 
 
Ključne besede: internet, vgrajeni sistem, internetni vtičnik, internetna varnost, 




1  Introduction 
1.1  General 
An increasing number of public transport vehicles (busses, trains, etc.) have 
Internet connection and a higher demand for security and comfort for both the 
passengers and the staff on board. We can find IP (Internet Protocol) based embedded 
devices like security cameras, and people counters on almost every such vehicle, and 
to be able to configure this growing number of IP devices, it requires access to a 
device’s GUI. It is possible to access the IP of a device’s GUI if we and the device are 
connected to the same LAN (Local Area Network), or if we use a VPN to remotely 
connect to the LAN of the device, this procedure is technically possible but is 
unfortunately not very desirable due to three main reasons. 
 
1. We don’t know a vehicle’s public IP address since the ISP (Internet Service 
Provider) provides it with a dynamic IP address. 
2. It is a complicated, security sensitive, and time-consuming task to establish 
a VPN server on a vehicle. 
3. VPN normally requires a stable Internet connection which a vehicle cannot 
provide. 
 
If we’re to eliminate VPN and come up with another solution, we should 
consider a few points as to why we can’t connect to a device on a vehicle. We can see 
in the figure 1.1 below that a vehicle has Internet connection and that devices can 
access resources on the cloud server, but due to the One-to-many NAT (Network 
Address Translation), there is no recommended way to access the device on the vehicle 
from the Internet. To simplify the explanation, a similar thing is happening when our 
home LAN network is connected to the Internet, and we are accessing resources with 
a PC (Personal Computer). As traffic passes from our LAN to the Internet, the source 
address in each packet translates smoothly from the private IP address to the public IP 
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address. The router helps us track basic data about each active connection (destination 
IP address and port). It then uses the connection tracking data that had been stored 
during the outbound request to determine the private IP address on the LAN network 
to which to forward the reply to. To summarize, the device doesn’t possess a dedicated 
public IP address and thus is not accessible from the outside of its LAN network. 
 
Figure 1.1:  Connection to a vehicle problem presentation 
The Observit AB company where I did my internship proposed a solution to this 
problem under the name “The Device Direct Connect” (DDC). The proposed solution 
was to build a “black box” with parts in the cloud and parts in the vehicle with a custom 
communication protocol between them, on top of the existing internet protocols 
(HTTP, HTTPS). The solution was presented to me by the CTO, my mentor and 
supervisor in the company Lennart Rasmusson, M.Sc. 
 
Figure 1.2:  Connection to a vehicle problem solution 
In the paragraphs that follow, I shall refer to the DDC solution as the solution. 
 
 
1.2  About the company 
The Swedish company Observit (www.observit.com) started in 1994 when its 
founders left the Telecom R&D wing within the Swedish Telecom, and started, as 
pioneers, developing products and services using the Internet as a strategy. The first 
hosted video service, VSaaS, was released in 2000 and the brand “Observit” was thus 
registered.  
 
The first IP based Video Management System for public transport was 
introduced in 2006. The system was and still is, a unique product on the market where 
the technology and the processes are combined with the Enterprise design from the 
Telecom solutions. Designed to be the best solution in this particular transportation 
market using the unique experience from telecom to build Enterprise Mobile services 
with thousands of units and cameras. 
 
Since 1996 the company has supplied professional video surveillance solutions 





2  Background 
To help us understand the inner workings of the DDC solution, we shall start 
with a review and the theory behind the existing concepts implemented in it.  
2.1  The Internet 
In short, the Internet is the global system of interconnected computer networks 
that uses the Internet protocol suite to communicate between nodes (devices and 
networks connected to the Internet). We all know it, you probably use it right now just 
to read this thesis, or you use it for something else at different times. It is indeed a 
revolutionary tool that brings people “closer” together and makes our life easier (most 
of the time). Often the Internet and the World Wide Web (WWW) are considered to 
be interchangeable terms by the general public, however, professionals view the 
Internet in terms of its ability to provide basic communication of messages between 
computers, and the WWW as an application that uses the Internet for communication. 
In this thesis, I will describe my aspect of how I use the Internet for 
communication with remote connection to a device’s GUI. I will describe and 
implement a part of the Internet communication features which I use in the solution, 
starting with the introduction to the TCP/IP protocol suite. 
2.2  The Internet protocol suite 
A collection of related Internet protocols or the Internet protocol suite [1] is a 
set of communication protocols used in the Internet and similar computer networks. It 
is commonly known as TCP/IP protocol suite because it implements the Internet 
architecture and draws its origins from the ARPANET Reference Model (ARM) [2]. 
The TCP/IP protocol suite allows Internet devices, such as computers, mobile phones, 
and embedded devices to communicate with each other. It provides end-to-end 
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communication specifying how data should be packed, addressed, transmitted, routed, 
and received. 
2.2.1  Architectural principles 
The end-to-end principle has evolved. Its original idea was to connect the two 
ends (figure 2.1) and let them communicate with each other as quickly and as simply 
as possible. But with its evolution, the real world demanded not only fast and simple 
data transmission between two ends but also a form of communication security (data 
encryption), scalability to mention but a few. This contributed to a design philosophy 
approach for network protocols involving multiple layers of implementation, now 
called layering. 
 
Figure 2.1:  Network Topology 
2.2.2  Layering 
With layering, each layer is responsible for a different part of the end-to-end 
communication. They are useful because a layered design allows developers and 
engineers to develop and design different portions of the system separately. 
 
Figure 2.2 shows the International Organization for Standardization (ISO) open 
systems interconnection (OSI) model for computer communications on the left, and 
the TCP/IP protocol suite model on the right. According to the architectural document, 
this model is [3] titled Host Requirements, structured in paragraphs referring to layers 
in the OSI Model. The TCP/IP protocol suite model is a simplified version of the OSI 
model. 
The application layer handles the data related to the application. It is not 
concerned with data flow across the network. This layer implements the DDC 
solution. The rest of the layers (Transport, Network, Network Access Layer, or Link 
layer) know nothing about the application. Instead, they handle and encapsulate 
communication details between the nodes on the network. 
In figure 2.3 below, we see an example of data flow across the network in a 
layer-like fashion. A request from the web browser application is moving down the 
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layers where it’s encapsulated and sent over the ethernet to the webserver host. On the 
receiving host, the request is decapsulated and received by the webserver application. 
 
Figure 2.2:  OSI and TCP/IP Model 
 
Figure 2.3:  Data flow example web browser and webserver 
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2.3  Port numbers 
Since there are many different types of applications running on a host (SSH, 
FTP, web server, secure web server, custom application, ...), we use ports (port 
numbers) to transmit bytes to the right one. 
The port numbers or ports are 16-bit non-negative integers in the range of  0 to 
65532. In the port number range, there is a set of port numbers that custom applications 
can’t use. These are known as system or well-known port numbers [4] and have a range 
between 0 and 1023. 
2.4  Server/Client application design 
The majority of network applications are designed in a Server/Client model 
where one end is the client and the other server. The server provides a type of service 
to the clients like e-mail access on an e-mail server. Similarly, a good analogy in the 
electronics would be a Master/Slave model. 
 
Figure 2.4:  Server/Client model 
Note that the terms client and server shall refer to applications and not the 
computer system on which they run. 
2.5  Transmission Control Protocol 
The Transmission Control Protocol (TCP) [5] is a connection-oriented protocol 
(communicating hosts must establish a connection before transmitting data) that 
provides host-to-host connectivity at the Transport layer (figure 2.3). TCP offers a 
reliable data stream service that begins with a three-way handshake between the server 
and the client, continues with data transfer (if any), and ends with connection close 
(figure 2.5). 
Usually, the client initiates a three-way handshake by sending the TCP header to 
the server with a SYN (Synchronize) segment bit field turned on. The server 
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acknowledges the client and responds with its own SYN and ACK (Acknowledge) 
segments. The client then acknowledges the servers’ SYN segment and completes the 
three-way handshake. 
The connection is closed with a slightly modified three-way handshake, where 
the host that is about to close the connection (Client in figure 2.5) sends a TCP header 
with FIN segment bit turned on. The FIN (Finish) also includes the ACK segment bit 
for the acknowledgment of the last received data. 
 
Figure 2.5:  The TCP connection timeline  
2.5.1  TCP segment and header 
The TCP segment is encapsulated in IP datagrams. 
 
Figure 2.6:  IP datagram and TCP segment 
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A normal TCP header size is 20 bytes if no additional options are present. It 
contains the source and destination port number along with the source and destination 
IP address in the IP header, to identify each connection. In the Internet literature, this 
combination of an IP address and a port number is called the communication endpoint 
or socket. The term socket was adopted by the Berkeley API for network 
communications, now called “Berkeley sockets”.  
2.5.2  Connection hung-up 
The connection hung-up is an established TCP connection between hosts that is 
interrupted, usually, because one host lost the Internet connection. In practice, there is 
no physical connection between the hosts, but in theory, the hosts still maintain the 
TCP connection between them since no connection close handshake occurred. 
2.6  Berkeley socket 
The host operating system usually supports the networking API (figure 2.7) to 
exchange data between the host applications (inter-process communication). One of 
the most popular networking APIs is called Berkeley sockets [6]. It was developed at 
the University of Berkeley.  
 
The Berkeley socket is an internal endpoint for receiving and sending data within 
a node on a computer network. In Unix operating systems [7], a socket() call creates 
this endpoint and returns a file descriptor that refers to it. 
2.6.1  File descriptor 
A file descriptor uniquely identifies an open file in a computer’s operating 
system [8]. When a program requests to open a file (socket() call to open a socket file 
descriptor), the Kernel of the operating system grants access, creates an entry in the 
global file table, and provides the software with the location of that entry. 
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Figure 2.7:  Server/Client Model with Berkeley socket API 
2.7  Transport Layer Security 
The Transport Layer Security (TLS or its predecessor Secure Sockets Layer - 
SSL) [9] is the most widely used protocol for security operations just above the 
transport layer (figure 2.2). The TLS is a server/client (figure 2.4) protocol, designed 
to add a layer for communication security between applications.  
To make the server/client application secure, the server must possess a certificate 
with which a client will do a handshake. That will allow the TLS a secure exchange of 
data between the applications. 
 In a traditional TLS handshake, the client authenticates the server, which means 
that the server doesn’t know much about the client, but the client knows about the 
server. This handshake is known as a one-way TLS handshake and it is appropriate 
and secure enough for websites you want to login to (Gmail, Facebook, Observit 
company device management site, ...). However, there is also a possibility for the 
server to authenticate a client with a two-way TLS handshake. 
In a two-way TLS handshake, the server and client authenticate each other. This 
handshake is used mostly by organizations to allow access to a limited number of 
clients with a valid organization certificate. The procedure is called “client 
authentication”. 
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2.7.1  OpenSSL  
OpenSSL (https://www.openssl.org/) is a toolkit and an API for working with 
the TLS secure networking. It’s written in the C programming language, but the API 
is available for a variety of computer languages, one of them is the C++ programming 




3  Specifications 
The first step to build a solution that allows a user to connect to a remote device’s 
GUI was to recognize users, features, requirements, and tools. 
3.1  User specification 
The solution will provide the user with direct access to a device’s GUI with a 
simple click of a button. The button shall be linked to a “device link” (the device access 
URL link). The device link is obtained by the browser client where the user selects a 
device by inserting a proper URL address. 
A LAN network where the device is operating should and shall not matter to the 
user. Instead, to be able to access the right device, the user will know only about the 
desired device MAC (Media Access Control) address. 
 
Figure 3.1:  User device’s GUI access 
A remote user shall: 
• Directly connect to a device on a vehicle by clicking a special device link 
provided by the DDC server. 
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• Debug and configure device configurations. 
• Connect to several devices at a time. 
• Know which devices can be accessed and which not. 
3.1.1  Who are the users? 
Users are company partners and people inside the company with authorized 
credentials to enter a system and are trusted not to violate people's privacy, but with 
the intention to configure, debug, and manage device configurations remotely.  
3.2  Technical specification 
3.2.1  Overview 
The DDC solution is an API with features to directly connect to a desired device 
web server. It manages and handles user and device web server connections and acts 
as a communication proxy tunnel between the two. The solution implements two 
separate applications – the DDC server application running on the cloud server and the 
DDC client application running on an embedded device on a vehicle. Their job is to 
successfully transfer all the bytes from the user to the desired device web server and 
vice-versa.  
The requirements for these applications do not change frequently. 
 
Figure 3.2:  The DDC solution 
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3.2.2  Non-functional requirements 
The solution is scalable and provided with proper documentation for both the 
users and developers. 
3.2.3  Features 
The DDC server is a server application used to: 
• Listen to the new DDC client (device) connections and bind them. 
• Manage the DDC client connections. 
• Serve client-triggered HTTP requests as specified in the DDC HTTP API 
specification (Appendix A). 
• Transfer TCP/IP protocol byte stream to/from the user from/to the DDC 
client. 
 
The DDC client is a client application used to: 
• Connect to the DDC server’s device connection port and identify itself. 
• Send periodic ping messages to the DDC server. 
• Reconnect to the DDC server if the connection between them is lost. 
• Transfer TCP/IP protocol byte stream to/from the DDC server from/to 
the device webserver. 
 
To transfer the stream of bytes between the applications, a custom protocol on 
top of the existing HTTP protocol is used, called the DDC device connection API 
(Appendix B). 
3.2.4  Environment 
The DDC solution is a combination of two different software applications, both 
written entirely in the C++11 programming language but compiled for different 
architectures.  
3.2.5  Details  
The DDC server uses three ports: a device connection port for binding new 
device connections, and for the TCP/IP byte stream transfer between the DDC client 
and the DDC server application, a device selection port for the DDC HTTP API, and 
a user port for the TCP/IP byte stream transfer between the device and the user. 
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To make device’s GUI access more secure, the Observit AB company decided 
to eliminate Internet access on the device selection port and use its own application 
(Observit’s management website) to access it locally instead. This application runs on 
the same server as the DDC server application and has, therefore, access to the device 
selection port (DDC HTTP API) from a LAN network.  
 
Figure 3.3:  The Observit company device selection port usage 
The application requires user registration and confirmation from the company. 
This prevents the undesired users to access the Observit server application and so the 
device link from the Internet. 
This approach, however, doesn’t change the implementation of the DDC 
solution because it’s a decision about the port accessibility that is made by the server 
administrator, and is beyond the DDC solution. Therefore, I shall consider the device 
selection port accessible from the Internet. 
3.3  Device specification 
At the moment, the company has two types of embedded devices, using the DDC 
solution for remote access. They are Hella’s people sensing embedded device, used to 
count the number of people in a vehicle in a given moment [10], and Axis’s network 
security IP cameras [11]. Both embedded devices are based on the Linux kernel. 
3.4  Server specification 




4  The Device Direct Connect 
The DDC solution follows the server/client application design  (chapter 2.4). As 
mentioned, the main components are the DDC client and the DDC server. In this 
chapter, we shall review the DDC server/client implementation, design, and 
architecture.  
 
The solution implements source modules, which describe each field of 
implementation. The DDC applications implement modules for the socket and HTTP 
API, utilities, handlers, ... These modules are put together with the Object-Oriented 
Programming method (OOP) [12], to form functional applications.  
4.1  Server implementation 
The DDC server application shares some similar features with the DDC client 
and implements the Berkeley socket API in the server application design mode to 
communicate with clients.  
4.1.1  Client connections 
Each port on the server (figure 4.1) opens its own server socket file descriptor 
that has a different way of handling socket client connections. Two of the ports – user, 
and device selection port – are focused on the user/browser client connections, and one 
– device connection port – for device connections. 
 
The communication encryption between the embedded device and the server 
isn’t yet possible because the embedded devices do not possess the valid TLS 
certificate issued by the Observit AB company for client authentication. This will, 
however, change in the future. 
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Figure 4.1:  The DDC server ports  
• The user port handles the direct device’s GUI connection. It is a port with 
implemented encrypted client connection (OpenSSL library).  
• The device selection port serves information about the connected 
devices.  
• The device connection port is open for the communication between the 
embedded devices (running DDC client application) and the server. 
Device connection modes 
A device connection has two modes of operation, active and passive. The device 
connection mode is active when the device is in use for direct GUI access, and passive 
when it’s not. 
4.1.2  Managing client connections 
Device connection 
When an embedded device client connects to the DDC server, a new device 
connection is created. It is stored inside the device connection database and removed 
from it if the client connection with the embedded device is lost (hung-up or close). A 
poll [13] is a tool from the Berkeley socket API interface, that is used in the passive 
connection mode to check and to manage a device connection. 
Passive device connection 
In the passive device connection mode, an embedded device sends periodical 
ping messages to the DDC server to avoid untracked connection hung-ups. Connection 
hung-up can occur if a vehicle where the device is installed loses the Internet 
connection, which means that the device can’t notify the DDC server application of  it. 
Device connection is removed if such error occurs. 
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Active device connection 
In the active device connection mode, the embedded device and the server 
exchange bytes. The device connection remains in the active connection mode for 3 
minutes after the last byte was exchanged between the server and a device (timeout). 
After that, device connection falls back to the passive connection mode. 
User/browser device selection connections 
A new user connection is created when a user/browser connects to the device 
selection or user port. Every user request is served (appendix A). 
4.1.3  Application start sequence 
To start the DDC server application we need to assign one parameter to it. The 
parameter is a full path to the configuration item of the DDC server application 
(Appendix C) and is included in the start script as follows. 
</path/to/app/binary> </path/to/config/file.json> 
The application starts (figure 4.2) by preparing the parameter it received from 
the application start script. Then it loads the configuration item and at the end, it starts 
the DDC server application threads. 
 
Figure 4.2:  The DDC server application start sequence diagram 
4.1.4 Application class diagram 
Class diagrams are structured in Unified Modeling Language (UML) [14]. The 
tool I used to draw diagrams is Enterprise Architect (https://www.sparxsystems.eu/), 
which offers a 30 day trial period. 
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Figure 4.3:  The DDC server application general class diagram 
The DdcServerStart object loads the configuration item (appendix C) and starts 
application threads. The class is a friend to the DdcServerContext object, which means 
that the DdcServerStart object can configure private static attributes of the 
DdcServerContext object (see private set-methods in the context object in figure 4.3).  
The DdcServerContext object is a shared resource. This means that the 
configured attributes are accessible across all other DDC server application objects, 
even threads (see public object get-methods in the context object in figure 4.3). This 
design is beneficial because we don’t need to pass referenced resources as parameters 
to objects or object methods. Instead, we only need to include the DdcServerContext 
header file to the destination where it will be used. This works because the attributes 
within the DdcServerContext are static and are not bound to class instances. 
 
Started thread objects run for the entire lifetime of the application. They are 
derived from the NeverEndingThread object, which is the C++ thread handling 
interface created by the Observit company. There are five such thread objects in the 
application. 
 
DevicePingChecker checks the time that passed after the last ping message was 
received for every embedded device connected to the DDC server. If no ping message 
from a device is received for a specific period (e.g. 10 min), the DevicePingChecker 
closes the connection with that device, because the connection hung-up occurred.  
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DevicePingHandler is an object that receives and handles ping messages 
coming from the embedded devices (passive device connection mode). 
 
DeviceSelectionHandler is a thread and a server object that accepts and handles 
browser client connections. Besides the NeverEndingThread object, this object also 
extends the BasicServer object which is the C++ DDC socket interface for handling 
client socket connection. 
 
DeviceConnectionHandler is a thread and a server object that accepts and 
identifies new device connections. As DeviceSelectionHandler, this object also 
extends the BasicServer object to handle the client socket connection. 
 
BrowserConnectionHandler is a thread and a server object that accepts the 
client connections meant for direct device’s GUI connection. Besides the 
NeverEndingThread object, this object also extends the SslServer object which is the 
C++ DDC socket interface for handling a secure client socket connection. 
 
To have a socket interface that can be easily managed and easily switched 
between the basic socket (without encryption) and the SSL socket (socket with 
encryption layer) within the application source code, I designed it as seen in figure 4.4. 
The DDC socket interface functionality is rather similar to the Berkeley Socket API 
with my own encryption add-on. 
 
Figure 4.4:  The DDC server application socket interface 
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• Socket holds information about the open file descriptor. 
• BasicServer is a server socket interface that creates a 
BasicCommunicationSocket object on successful accept(). 
• BasicCommunicationSocket is a socket interface that is used for 
communication with the connected client that was accepted by the 
BasicServer. 
• SslContext creates and holds the pointer to the TLS certificate context. 
• SslSocket holds a pointer to information about the secure socket layer. 
• SslServer is a secure server socket interface that creates a 
SslCommunicationSocket object on successful accept(). 
• SslCommunicationSocket is a secure socket interface that is used for 
secure communication with the connected client that was accepted by the 
SslServer. 
• CommunicationSocket is an abstract object used to represent general 
functionality to the socket communication. It is a parent class to the 
BasicCommunicationSocket object and the SslCommunicationSocket 
object. 
4.1.5  Device Manager 
The DeviceManager is an object that lives inside the DdcServerContext. It is a 
shared resource that holds information about the connected embedded devices. 
 
Figure 4.5:  Device manager class diagram 
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Figure 4.5 shows the relations between the DeviceManager, Device, and 
BrowserConnections objects. There is only one DeviceManager object in the entire 
DDC server application. The object handles many embedded devices that connect to 
the server. 
The Device object keeps the information about one device. There are as many 
such objects as there are embedded devices connected to the server.  
Finally, BrowserConnections is a map resource object holding connection 
pointers to the browser client connections, when the device is in the active device 
connection mode. There is one such map object per Device object. 
4.2  Client implementation 
The DDC client application implements the Berkeley socket API in the client 
application design mode to communicate with the server socket.  
 
Note that the DDC client application has no idea about the device connection 
mode (active or passive) introduced in chapter 4.1.1. Instead, the client waits for the 
server to send a protocol message in the byte stream form, telling it what to do. 
4.2.1  Managing server connection 
The DDC client connects to the DDC server. While they are connected, the client 
sends periodical ping messages to the server to keep the connection between them alive 
and listens for the incoming byte streams from the server. 
4.2.2  Managing web server connection 
The byte stream can trigger new device web server connections. There can be 
several simultaneously open client web server connections at a time. The web server 
connection can be closed and removed by both the device web server and the DDC 
client application. 
4.2.3  Application start sequence 
The DDC client application is started by assigning three parameters to the 
application binary. They are the device MAC address on which the application will 
run, the full path to the configuration folder, where the configuration item (Appendix 
C) is located, and the application run ID number. The application start script follows 
the following order. 
</path/to/app/binary> <MAC-addr> </path/to/config/dir> <run-ID> 
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The application starts (figure 4.6) by preparing the parameters it received from 
the application start script. Then it continues with the configuration item, connects to 
the DDC server application, and sends the first ping message to the server.  
After the client has been acknowledged by the server, the client starts with the 
periodic ping messaging to the server and waits for the incoming byte stream from it. 
 
Figure 4.6:  The DDC client application start sequence 
4.2.4  Application class diagram 
 
Figure 4.7:  The DDC client application general class diagram 
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The architecture in the DDC client is much simpler than the one in the DDC 
server application. This application has only one NeverEndingThread object – the 
ServerConnectionHandler object, which connects to the DDC server with the DDC 
client socket interface.  
The ServerConnectionHandler object starts the DeviceConnectionHandler 
object which is a temporary thread used to handle device web server connections and 
byte streams. There can be several DeviceConnectionHandler objects running at the 
same time to handle different kinds of byte requests coming from the DDC server. 
 
Figure 4.8:  The DDC client application socket interface class diagram 
• Socket holds information about the open file descriptor connected to the 
server. 
• BasicClient is a client socket interface that uses a 
BasicCommunicationSocket object for communication. 
• BasicCommunicationSocket is a communication socket interface that 
is used for communication with the connected server. 
• CommunicationSocket is an abstract class used to wrap the 
BasicCommunicationSocket object. 
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4.3  Thread architecture 
The DDC solution has the following thread architecture.  
 
Figure 4.9:  The DDC solution thread class architecture 
Threads are one of the main parts of the DDC solution architecture. They are 
used to manage new device connections, active/passive device connections, user 
connections, and resources. There are two types of threads – neverending threads 
(already discussed in the application architectures) and temporary threads. The 
neverending thread runs for as long as the program runs, while the temporary thread 
runs for as long as the application thinks it’s necessary. 
In the DDC server application, the two temporary thread classes are Active 
connection handler (ACH) and Http stream handler (HSH). The ACH thread runs 
when a user selects a device for the active device connection mode. It is entirely 
dedicated to one device and is destroyed when the device falls back into the passive 
device connection mode. On the other hand, the HSH thread runs when the browser 
client opens a new connection to the DDC server. The thread runs for the lifetime of 
the browser connection. 
The DDC client application posses one temporary thread class object named 
Device connection handler (DCH). This thread object starts when the Server 
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connection handler (SCH) thread object opens a new client connection to the device 
web server. The started thread runs for the entire timeline of this connection.  
 
4.3.1  Coherency 
The browser client uses several concurrent connections to quickly access 
resources from the server. For example, one browser connection will handle only 
HTML files, while other connections handle JavaScript files or mp4 video file streams. 
To meet the requirements for concurrent connections from the browser client, the DDC 
server application dedicates a thread object to each of these connections. This object, 
as already mentioned, is called HttpStreamHandler. 
Each embedded device has only one communication endpoint (socket) on the 
DDC server. Therefore, we must ensure that only one HttpStreamHandler thread 
object on the DDC server will write to the device socket at a time. Otherwise, the bytes 
may make no sense when they arrive to the DDC client.  
A good analogy would be when students (HttpStreamHandler thread objects 
assigned to the browser socket) sit in a circle (DDC server application) together with 
a professor (device socket). The students speak to the professor, all at the same time. 
The professor, of course, doesn’t understand what the students are saying so he 
introduces a ball and a rule. His rule is that only the student with the ball is allowed to 
speak to him. Others must keep quiet. The ball in the DDC server application is called 
“mutex” [15].  
The mutex is a synchronization primitive that protects shared data from being 
accessed simultaneously by multiple threads. 
4.4  Device selection 
The user selects a device by clicking the URL link, received from the DDC 
HTTP API (Appendix A). The link is in the form of a string and specifies the device 
cookie that will be embedded in the browser for the specified address 
“<servername>:<userport>”. The device cookie is a random character string 
(“JQgxfHkcMpb9rN”), and it is used to link to the device MAC address on the DDC 
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4.5  Passive device connection 
The passive device connection starts when the embedded device first connects 
to the DDC server and it lasts till the user selects it for the remote device’s GUI 
connection. In the passive device connection mode, the device sends periodic ping 
messages to the DDC server, showing that the connection between them is still alive. 
On figure 4.10 below we can see a UML sequence diagram, showing 
transmission of messages between the DDC client and the DDC server application in 
the passive device connection mode. 
 
Figure 4.10:  Passive device connection mode between the DDC server and the DDC client 
application 
4.6  Active device connection workflow 
In the active device connection, the host applications DDC client and the DDC 
server rely on each other to transmit the exact byte frame in a size, specified in the 
DDC device API protocol. To ensure this, the regular send() method from the Berkeley 
socket API is modified (appendix D). 
In figure 4.11 we can see a general sequence of byte streams between the DDC 
server and the DDC client application when an embedded device is in the active 
connection mode. The UML sequence diagram shows how DDC solution objects 
interact with each other. The interactions are shown in the order they occur when a 
user selects a device for the remote device’s GUI access. The colors on the arrows 
represent a new separate connection that is triggered by the browser. 
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Figure 4.12 shows the continuation of the byte stream coming from the DDC 
server to the DDC client application. 
 
Figure 4.11:  DDC server active connection byte workflow 
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Figure 4.12:  DDC client active connection byte workflow 
4.7  Testing 
Testing the DDC solution was divided into two parts: unit testing and user 
testing. With unit testing, I tested utilities that are used in the DDC solution, such as 
byte array (HTTP strings) parsers, char array injectors, and char array builders. The 
tests were carried out by means of the googletest test interface, which is Google’s C++ 
test framework, available on GitHub [16]. 
With user testing, I mostly tested user interaction with the DDC API. I created a 
text document where I specified how the user would interact with the application to 
discover flaws that would eventually crash the application. The test document is 
available in Appendix E. 
4.8  Results 
To get an idea about the performance, I measured the absolute time the DDC 
solution takes to fully load the specific embedded device’s GUI interface. The 
measurement was performed for ideal and real conditions. For the ideal conditions, I 
considered the DDC server and the DDC client application to be on the same LAN 
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network, and for the real, I considered the applications to be on different LAN 
networks and communicate with each other over the Internet. Besides, I also measured 
the access time for real conditions, but this time, I accessed the embedded device in 
Sweden through the VPN access point in Slovenia (figure 4.13).  
I then compared the results to the absolute loading time of the embedded device’s 
GUI interface on the same LAN network without the DDC solution. 
Note that to make it more interesting for the observer, I measured the absolute 
loading time from the login page to the actual GUI page (figure 4.14). The GUI page 
is about 2,59 Mb in size. 
 
Figure 4.13:  DDC solution VPN access 
 
Figure 4.14: Login and embedded device GUI page 
 
4.8.1  Measurements 
Before the measurements, I cleared the browser cache to prevent the loading of 
the cached content. 64-bit Firefox version 77.0 (in private mode) was the web browser 
client used for access, and the Firefox Developer Tools [17] for measurement. 
Note that according to MDN documentation, the Firefox browser client allows 
6 parallel HTTP connections to the server [18]. 
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Figure 4.15:  Graph showing absolute embedded device’s GUI loading times in seconds 
 
Figure 4.16:  Graph showing percentage of device’s GUI loading times in seconds (normal LAN 
access being the 100% of loading time) 
Figures 4.15 and 4.16 above show the difference between the absolute device’s 
GUI loading times. It is logical that access on the normal LAN network is faster to 
retrieve resources from the device’s web server since it is available locally but on the 
other hand the DDC solution's absolute loading times don’t differ greatly. From the 
observation, we can say that the DDC solution adds about 410 ms or 12.8 % to the 
absolute loading time which is acceptable considering that the byte stream is proxied 
twice, once on the DDC server and once on the DDC client before it arrives to the 
device’s web server. In addition to that, the parallel byte streams coming from the web 
3,46 s
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browser client to the DDC server application are serialized, meaning that they are sent 
and received one by one to and from the DDC client (figure 4.17 below). 
 
Figure 4.17:  Parallel and serial byte stream in the DDC solution 
The real and ideal conditions in the DDC solution access don’t show any 
significant difference when the Internet connection is stable. The difference, however, 
can be quite significant if the Internet connection is poor, which usually happens on 
vehicles. 
Additional DDC solution access with VPN 
When trying out the DDC solution access with VPN as shown in figure 4.13, the 
absolute measured loading time was 15.04 seconds. This loading time result depends 
on the quality of VPN connection and demonstrates that longer physical distances and 
additional routing, caused by VPN, affect the loading time result quite negatively. This 
measurement result is not included in the graphs above, because it doesn’t tell us much 
about the result of the DDC solution. It is more a demonstration of the effect of larger 




5  Conclusion 
The remote embedded device’s GUI access, without the use of VPN, is now 
possible with the DDC solution presented in this thesis. In it, I discussed tools and how 
we use them to come up with a functional solution. I focused on efficiency and security 
to allow fast and safe data transfer between the two nodes, connected over the Internet, 
and I provided the API documentation for user interaction.  
The solution, however, has room for upgrades. As the number of embedded 
devices will probably grow, the security risks will grow with it. In chapter 4.1.1 I said 
that the Observit company has plans to encrypt communication between the DDC 
server and client. To accomplish this security upgrade, the company must issue a valid 
TLS certificate and install it onto the embedded devices that belong to the company’s 
partners. This is an administrative and time-consuming task and has little to do with 
the DDC solution. However, to make the TLS communication encryption between 
nodes functional we need to configure the DDC client socket API (figure 4.8) to 
support it. The implementation of the TLS encryption add-on on the DDC client 
application shouldn’t be too complicated since the OOP method allows a developer to 
build onto the existing code, which is documented and well structured. 
 
The DDC solution is now released and already in use by the staff at the Observit 
AB company. Currently, more than 100 embedded devices can be accessed remotely 
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A  Device Direct Connect HTTP API 
The Device Direct Connect or DDC application programming interface (API) is 
a set of two APIs. HTTP API and Device API. HTTP API functionality is for gathering 
information about connected devices. 
 
HTTP API is an HTTP-based interface that provides selected functionality: 
• Obtaining a list of all connected devices (JSON and text format). 
• Obtaining information about a specific device. 
• Obtaining DDC server information. 
A.1  Request style 
To obtain information about connected devices, we have to make an HTTP 
request for the DDC server. The request shall have the following style. 
 
http://<servername>:<device-selection-port>/api/<command> 
A.2  list 







HTTP code: 200 OK 
Content-type: application/json 
  




  "000b91a00036": { 
    "deviceCookie": "VjHXSus3HqBikx", 
    "deviceLink": "https://<servername>:<user-
port>/sElEcTdEvIcE?device=VjHXSus3HqBikx", 
    "isActive": true, 
    "isConnected": true, 
    "upTime": 848 
  } 
}, 
{ 
  "000b91a00346": { 
    "deviceCookie": "kNpB8UK4SpWB9e", 
    "deviceLink": "https://<servername>:<user-
port>/sElEcTdEvIcE?device=kNpB8UK4SpWB9e", 
    "isActive": true, 
    "isConnected": true, 
    "upTime": 848 




  "000b91a30f59": { 
    "deviceCookie": "JQgxfHkcMpb9rN", 
    "deviceLink":"https://<servername>:<user-
port>/sElEcTdEvIcE?device=JQgxfHkcMpb9rN", 
    "isActive": true, 
    "isConnected": true, 
    "upTime": 730 
  } 
}] 
Name Type Value 




str Device cookie ID mirroring the device (MAC address). 
<device>[] 
{deviceLink} 
str Direct link to the device GUI. 
<device>[] 
{isActive} 




bool A boolean value indicating if device is connected. 
<device>[] 
{upTime} 
num Device uptime in seconds when this response was created. 
Table A.1: List all devices response 
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Failure: 
HTTP code: 404 Not Found 
A.2.1  List device 

















    "deviceCookie": "JQgxfHkcMpb9rNAH", 
    "deviceLink": 
"https://<servername>:<user-
port>/sElEcTdEvIcE?device=JQgxfHkcMpb9rNAH", 
    "isActive": true, 
    "isConnected": true, 
    "upTime": 730 
} 
Name Type Value 
deviceCookie str Device cookie ID mirroring the device (MAC address). 
deviceLink str Direct link to the device GUI. 
isActive bool A boolean value indicating if a device is currently in use by 
another user. 
isConnected bool A boolean value indicating if device is connected. 
upTime num Device uptime in seconds when this response was created. 
Table A.2:  List one device API 




HTTP code: 404 Not Found 
A.3  info 











    "app_id": "ddc", 
    "app_name": "ddc_serv", 
    "app_version": "<version>" 
} 
Name Type Value 
app_id str Server application id 
app_name str Server application name 
app_version str Ddc server application version 
Table A.3:  Ddc server info API 
Failure: 
HTTP code: 404 Not Found 
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B  Device Direct Connect Device API 
The Device Direct Connect or DDC application programming interface (API) is 
a set of two APIs. HTTP API and Device API. The Device API is for handling byte 
transmission between a DDC server and a DDC client application. 
 
The DDC server and client communicate over a unique protocol. The protocol 
is a 22-character long string of characters, specifying the message type, message frame 
size, message, and, if necessary, the connection ID. 
B.1  Protocol types 
Are 3-character long char arrays. 
• REQ – Http request 
• RES – Http response 
• DIS – Connection ID disconnect 
• PNG – Device ping 
B.2  Connection ID 
Reflects the browser connection ID (int) that is tied to a browser socket. 
B.3  Message frame size 
Reflects the size of the message frame size (int) that follows the protocol 
message. 
B.4  Message 
Bytes in the message frame. 
62 B  Device Direct Connect Device API 
 
 
B.5  request/response 
“REQ0000045450000000323GET / HTTP/1.1\n\rHost: 10.2.1. …” 
The string “REQ000004545000000032” of size 22 is a byte protocol message. 
  
Name Type Size Value 
REQ str 3 Specifies the message type 
000004545 str 9 The connection ID that reflects the browser socket on the 
server. 
0000000323 str 10 The frame size of an incoming message. 
GET / ... str 323 Request received from a device webserver 
Table B.1:  request/response protocol API 
B.6  ping 
“PNG0000000000b91a00036” 
The string “PNG00000000b91a00036” of size 22 is a ping protocol message.  
 
Name Type Size Value 
PNG str 3 Specifies the ping type 
0000000000b91a
00036 
str 19 Specifies the device from where the ping message was sent. 
Table B.2:  ping protocol API 
B.7  disconnect 
“DIS0000052630000000000” 
The string “DIS0000052630000000000” of size 22 is a byte protocol message. 
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Name Type Size Value 
DIS str 3 Specifies the disconnect connection type 
000005263 str 9 Specifies which connection ID had closed a connection on a 
device web server or the DDC server. 
0000000000 str 10 Byte size is always 0. 




C  Device Direct Connect Configuration Items 
C.1  DDC client 
The configuration item file “ddc.json” holds settings for the device application 
DDC client.  
{ 
  "name": "ddc", 
  "ipserver": "<remoteservername>", 
  "ippage": "<pagenameip>", 
  "serverport": <serverport> 
} 
Name Type Mandatory Value 
name str yes application name 
ipserver str yes Server IP address for ddc client to connect to 
ippage str no Fallback to this device webserver IP address if the device 
fails to fetch it automatically. 
Using this configuration is optional and it’s not 
guaranteed that it will be used. 
serverport num yes The port on the server for ddc client to connect to. 
Table C.1:  DDC client configuration item description 
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C.2  DDC server 
The configuration item file “ddc_serv.json” holds settings for the server 
application DDC server.  
{ 
  "name":"ddc_serv", 
  "user_server": "<servernameip>", 
  "user_port": <port>, 
  "certificate": "</full/path/to/certificate>",  
  "private_key": "</full/path/to/key>", 
  "device_selection_port": <port>, 
  "device_connection_port": <port>, 
  "logger": "</log/directory/path>" 
} 
 
Name Type Mandatory Value 
name str yes application name 
user_server str yes Server public IP address 
user_port num yes User port number with the direct connection. 
certificate str yes Full path to a file with a signed certificate 
private_key str yes Full path to a file with a private key content 
device_selection_port num yes Device selection port number where HTTP API 
shall run 
device_connection_port num yes Device connection port number where device 
DDC clients can connect to the DDC server. 
logger str yes Full path to the parent directory for log files 




D  Code snippets 
D.1  Ensure full byte transmission 
The send() method from the Berkeley socket API doesn’t ensure that the number 
of bytes that were specified in the send() method will be sent, therefore, the function 
must run as many times as necessary to send the full package. 
 
int BasicCommunicationSocket:: 
send(const char *buffer, int size) noexcept(false) { 
    if (fd == NOT_CONNECTED) { 
        throw SocketException("Socket is not connected"); 
    } 
 
    int *len = &size; 
    int total = 0;  //How many bytes we've sent 
    int bytesleft = *len;   //How many we have left to send 
    int n; 
 
    while(total < *len) { 
        // send method from Berkeley socket API 
        n = ::send(fd, buffer+total, bytesleft, MSG_NOSIGNAL);  
        if (n < 0) { 
            throw NetworkException(std::string("Couldn't send ") + 
strerror(errno)); 
        } 
        total += n; 
        bytesleft -= n; 
    } 




E  User test cases 
#DDC Solution Test Cases 
Test cases are split into groups. When the browser is mentioned, it 
refers to both the most popular web-browsers Firefox and Chrome. 
 
##Device Direct Connection Tests 
###Basic Direct Connection Test and SSL Direct Connection Test 
- Connect to a device from a browser 
 - Chrome OK 
 - Firefox OK 
 - SSL Chrome OK 
 - SSL Firefox  
- Reconnect to a device from a browser  
 - Chrome OK 
 - Firefox OK 
 - SSL Chrome OK   
 - SSL Firefox OK 
- Connect to the INACTIVE device1 from the same browser while other 
device2 is ACTIVE and already opened in a tab. 
In this case, the connections to device2 should be closed and the 
refresh page should be presented. After clicking refresh  
the device1 should be ACTIVE and connected. 
  - Chrome OK 
 - Firefox OK 
 - SSL Chrome OK 
 - SSL Firefox OK 
- Handle device close connection with the DDC server while ACTIVE.  
 - Chrome OK 
 - Firefox OK 
 - SSL Chrome  OK 
 - SSL Firefox OK 
- Direct connect to several devices at a time 
 - OK 
 
##Device Usage Tests 
- Clicking refresh many times while direct connected to a device 
 - Chrome OK 
 - Firefox OK 
- Use device in fast pace click through tabs  
 - Chrome OK 
 - Firefox OK 
- Close device tab while some resource is loading  
 - Chrome OK 
 - Firefox OK 
- Close device tab while live feed is rolling 
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 - Chrome OK 
 - Firefox OK 
 
##Device Connection Test 
- Device hung-up test when active 
 - OK but with caution, it stays inside the loop trying to get 
feedback from the device but none is received ... it will linger in 
this state for three minutes as active connection handler finishes 
 
