Abstract. BUILD-IT is a planning tool based on computer vision technology, supporting complex planning and composition tasks. A group of people, seated around a table, interact with objects in a virtual scene using real bricks. A plan view of the scene is projected onto the table, where object manipulation takes place. A perspective view is projected on the wall. The views are set by virtual cameras, having spatial attributes like shift, rotation and zoom. However, planar interaction with bricks provides only position and rotation information. Object height control is equally constrained by planar interaction. The aim of this paper is to suggest methods and tools bridging the gap between planar interaction and three-dimensional control. To control camera attributes, active objects, with intelligent behaviour are introduced. To control object height, several real and virtual tools are suggested. Some of the solutions are based on metaphors, like window, sliding-ruler and floor.
Introduction
BUILD-IT is a planning tool based on computer vision technology, with a capacity for complex planning and composition tasks [19] [20] . The system enables users, grouped around a table, to interact in a virtual scene, using real bricks to select and manipulate objects in the scene (Fig. 1) . A plan view of the scene is projected onto the table. A perspective view of the scene, called side view, is projected on the wall. The plan view contains a storage space with originals, allowing users to create new objects. Object selection is done by putting a brick at the object position. Once selected, objects can be positioned, rotated and fixed by simple brick manipulation. They are de-selected, and stay put, when the brick is covered or lifted off the table. Objects brought back to the storage space are deleted from the views.
Fig. 1. BUILD-IT consists of a rack, mirror, table, chairs and a screen (top left)
. In addition to a high-end personal computer (PC), the rack contains two beamers, a video camera and a lightsource (top right). The system offers a horizontal plan view for combined action and perception (bottom left), and a vertical side view with a perspective of the situation (bottom right).
Using the BUILD-IT system as a research platform for graspable interaction [8] , our exploration takes the following path: Section 2 introduces some of the problems related to working in real and virtual environments, then indicates a few guidelines to achieve what we call natural interaction. Section 3 gives more details about the interaction content, which is configuration and planning tasks. Section 4 presents the interaction form, Augmented Reality (AR). Section 5 gives more detail on designing handheld bricks for interaction. Section 6 presents some new implementations for threedimensional (3D) navigation. Section 7 introduces alternative ways to control object height in the BUILD-IT system. Section 8 discusses the outcome of our design activity and suggests ways to advance the issues presented in Sections 6 and 7.
Working in Real and Virtual Environments
When people act, and interact, in a setting of real, tangible objects, we prefer to call this natural behaviour. Computer-supported group-work actually tends to bring people, physically, farther away from each other, setting them at remove from the concrete world. They interact with virtual objects and may even be totally engrossed in a virtual world. The larger aim of this project is to study ways to integrate real-world, natural behaviour with computer-mediated work in order to draw on the advantages of both these worlds.
First, we consider the characteristic features of natural behaviour. When people act in a real setting, they make eye-contact, speak to each other and communicate through body language. They can also touch each other and directly manipulate real-world objects. They may use the physical world as part of their memory and explore that world by direct interaction [25] . This fosters cooperative thinking, individual expression, and visualisation of ideas.
Using this sketch of natural behaviour as a guide, we sought feasible means of making interaction with virtual worlds more natural. We found it important to:
• support body motions and everyday skills [5] • support haptic feedback [17] • use real interaction handles with intelligent features • connect real interaction-handles with virtual objects in a clear manner • give consistent user feedback Second, we chose to make the distinction between interaction content and form. Content refers to the kind of tasks that are being solved and the social setting under which they are performed. Form refers to such things as the layout of the humancomputer interface, which kind of handles are being used and what kind of interaction features are offered.
Content: In this project, the kind of tasks to be solved are composition tasks with existing objects. Such objects have analogues in the real world, like chairs, machines and buildings, but neither molecules nor proteins. We study how subjects solve such tasks, both individually and in groups. The important criteria for successful task solving are given by users' task solving performance, which can be defined in various ways depending on the task.
Form: We work in the context of Augmented Reality (AR) where virtual objects and real objects are manipulated in one, coincident interaction-space. We study different ways of implementing real interaction handles and their connection to the virtual world. Also, we study different manners of navigation in the virtual word. Finally, we are interested in two-handed operations and how interaction can be designed to accommodate the dominant and non-dominant hand.
Based on the said dichotomy of content and form, we set out to explore possible implementations. The long-term aim is to determine what is a good design strategy for interfaces supporting natural behaviour. Thus we need a way to construe natural in terms of guidelines pertaining to interface design. Some of these design guidelines may be as follows:
• give visual feedback consistent with user expectation • assure ease of navigation • support exploratory behaviour and ensure that 'trying out' is a low risk activity • draw on bimanual handling, adapted to dominant and non-dominant hand • use real handles with clear explanations of their connection to the virtual world • offer real handles as extended user memory
Interaction Content: Configuration and Planning Tasks
For most planning tasks in engineering and architecture systems, drawings and twodimensional (2D) models have been replaced by Computer-Aided Design (CAD) system. This change has given raise to a range of supportive tools for drawing and information processing. However, this also entails less immediate contact among CAD users, planning experts and sales people.
First, we performed a task analysis with potential user groups for our system. We observed that they spent a great deal of time in discussions with their clients and noticed that off-line CAD support is hardly available during their sales trips. This lack of support sometimes caused misunderstandings with the designers at home, trying to communicate their solutions to the travelling sales people. Also, some of the customers were not familiar with 2D layout techniques; they were unable to imagine what an object would look like in three dimensions. Therefore, an easy-to-handle, threedimensional (3D) planning tool proved to be attractive for planning experts and sales people. A distributed, networked system would additionally allow for interaction among users located at different sites.
Actually, modern management concepts like simultaneous engineering are based on dynamic interaction among cooperating experts. Simultaneous engineering goals are realised through an early involvement of different functions, like marketing and manufacturing. Many companies are forming multi-functional teams as a solution to rapid product development goals. For these teams to be significantly more successful than other organisational approaches, it is necessary to build a process around them that is appropriate for this new type of organisation structure. The process should encourage team-based cooperation rather than a one-person-one-screen set-up. Such requirements can hardly be met by existing technologies like video conferencing. Adequate solutions must offer more intuitive, natural interaction.
All of these considerations were taken into account in the designing of the BUILD-IT technology. The result was a system supporting early offering and design processes. This apparatus is not intended as an alternative, but rather as a complement to CAD systems. It allows for ready-made applications in various fields, such as machine configuration, city and urban planning, architecture and interior design.
Interaction Form: Brick-Based Augmented Reality
Computer-supported group work has allowed for distant and asynchronous communication between people and has helped build bridges in our global economy. This has brought about many well-advertised advantages, ranging from economic benefit to less status-oriented network communication. However, with many computer applications users hardly interact with their physical environment. They deal with virtual objects only, which is also the case for most single-user applications. Sometimes users are even embedded in a fully virtual world, unable to draw on any attributes of the tangible world. Much of the users' mental capacity is employed to adapt to the virtual world, leaving less capacity for actual task solving.
An alternative approach is to bring the virtual world of computers into the real world of everyday human activity. This approach includes aspects of natural communication which serve as mediators for mutual understanding: eye-contact, body language and physical object handling. It is non-intrusive, using no gloves or helmets, and thereby respects the body-space [21] . At the same time users can still draw on the advantages of a virtually enriched world, which is of particular importance to planning tasks. The activity of planning is intrinsically virtual because it involves reflecting on and modifying objects that only exist in the future. Virtual objects can be more easily changed than physical objects, can be stored in external computer memory and can be visualised for interaction purposes. Thus both physical and virtual methods have their rightful place in a planning process. A specific aim of our project is to study ways to integrate the real-world and computer-mediated activity. This is how we came to work within the tradition of AR, where computer-generated and real-world objects are handled in one workspace. Fig. 2 . AR means that a real workspace (left) is augmented, or enriched, by a virtual world (right). Even when users interact with the projected, virtual objects, they do not leave the real world context (e.g. sketching) and tools (e.g. pencil).
AR was first described by Wellner et al. [24] . The goal of AR is to "allow users to continue to use the ordinary, everyday objects they encounter in their daily work and then to enhance or augment them with functionality from the computer" [16] . According to Mackay [16] , AR means that computer information is projected onto drawings so that users can interact with both the projected information and the paper drawing (Fig. 2) . The first brick-based AR system was described by Firtzmaurice et al. [6] using tethered bricks. Wireless brick-based system were also described by Ishii and Ullmer [12] and Underkoffler and Ishii [22] .
The BUILD-IT System
Compared with physical, model-based layout systems, BUILD-IT offers cheaper, quicker and more exact object representation. Based on a 3D multimedia framework [MET++, 1], the system can read and display arbitrary objects. Employing Virtual Reality Modelling Language (VRML), these objects are sent from a CAD system to BUILD-IT. After a planning session, the results can be sent back to the CAD system [10] .
Geometry is not the only aspect of product data. With a growing need to interact in other dimensions, such as cost and configurations, the system has been engineered to send and receive numerous forms of meta-data [10] . The potential of computermediated work is made readily available through automatic calculation of prices and time-to-delivery. Also, animation of objects, like robots and laser welders, combined with plant configuration, allow for live simulation [9] of production cycles.
So far, the system is a multi-user, single-site interaction tool. However, the interaction methods realised thus far are capable of supporting distributed networking systems. Based on this system, Sections 5-7 offer a tour through some of the recent design cycles.
Designing and Using Bricks
In BUILD-IT mediation between users and virtual worlds follows a cyclic order (Fig. 3) . Users select an object by putting the brick at an object position. The object can be positioned, rotated and fixed by simple brick manipulation. An object is deselected by covering the brick. Then, another object is selected or the brick is left idle inside or outside the plan view. It was shown that a brick-based interface is significantly easier to use and more intuitive than a mouse-keyboard-screen [18] . Bricks are handheld mediators linking a virtual world with the physical world. We aim for brick forms inviting users to perform manipulations like grasping, moving, rotating and covering. Since all the steps in the described cycle are reversible, the cost of making a mistake is low. Thus, exploratory epistemic and goal-directed pragmatic actions [14] are equally supported. Bricks can be left and picked up later anywhere in the plan view, serving as ubiquitous extended user memory (Fig. 2) .
The detection of the brick is achieved by using infra-red light and retro-reflective paper [4] . The light is reflected by the paper, then picked up by an infra-red camera which in turn triggers an update of the computer image. There are only a few constraints on brick size and shape. For instance, the reflective area must exceed a two by three centimetre size. With such modest technical limitations, the major question is how to design bricks so that people can move real bricks and simultaneously immerse themselves in a virtual setting. We performed some exploratory brick modelling [15] , based on different materials, forms and metaphors (Fig. 4, left) .
The first feasible brick was the block (Fig. 4, right) . The advantages of this shape is that users grasp the brick easily and that image detection is simple. However, due to the height of the brick, the image projected upon it is distorted. Therefore the brick is not always suited to mediate fluently between users and the virtual world. To solve such a problem Kaptelinin [13] suggested: "deal with two interfaces instead of one user interface, with two borders, separating (1) the user from the computer and (2) the user and the computer from the outside world". This situation is similar to Bateson's [3] blind man's stick dilemma: where is the boundary between the individual who uses a tool and the external world? Does it coincide with the individual-tool or with the tool-world boundary? In our case, the tool is the brick, mediating between individual and virtual worlds. We want to design a brick so that users perceive interaction with the virtual world, not interaction with the real world of the bricks.
A solution to this problem can be found by employing a reduction screen [23] . Already in common use, such screens are borders placed in front of a monitor to reduce flattening cues. The same idea can be used to make the brick like an open box with a narrow black border on the edge (Fig. 4, right) . For users, the bottom of the box-like brick is indistinguishable from the table surface and image distortion is minimised.
A final aspect of using bricks, is how they actually connect with the virtual world. At the moment of selecting a virtual object with a real brick, a planar relation -in terms of position and rotation -is established between real and virtual. We call this a locking mechanism. A locking mechanism determines how a real brick and a virtual object stay connected from the moment of selection until the moment of de-selection.
For different brick forms appropriate locking mechanisms must be defined. For instance, the virtual object may align with the brick, its centerpoint may move to the centerpoint of the brick or both.
Spatial Navigation: Controlling Shift, Rotation and Zoom
Some basic aspects of 2D, brick-based interaction were previously explored [7] . Bimanual camera control and object manipulation in 3D graphics interfaces were also explored [2] , using two mice, keyboard and screen. The innovative feature of BUILD-IT, beyond the brick-based interaction, is that the objects are part of a 3D scene. The use of the multimedia framework [MET++, 1], allows for full 3D interaction, including shift, rotation, zoom, tilt and roll. However, planar interaction with bricks provides only position and rotation information. Hence, there is a need to bridge the gap between planar interaction and 3D view control.
The exploration of an environment, or a product, is important in a range of composition and planning tasks, e.g. design of production lines, architecture and industrial design. To explore a 3D virtual world, it is essential to assume different point of views, to take an overview and to look at things in detail. This, at least, calls for a direct control of shift, rotation and zoom in both views.
One strategy which we considered was the use of a specialised brick, which would control a side view camera. This would require extending the properties sensed by the computer vision input. We want to explore software solutions, so this approach was not pursued. Instead, active virtual objects were introduced. Active objects feature intelligent behaviour and support complex operations.
Employing active objects, plan-and side view control were implemented. For each view, two alternative methods will be explored: GroundCatcher and FrameCatcher for the plan view, Camera and Window for the side view. Two of the methods, GroundCatcher and Window, are based on scene handling. The other two, FrameCatcher and Camera, are based on what shall be called observer handling.
Plan View Control: GroundCatcher and FrameCatcher
One brick offers shift and rotation, a second brick adds zoom (Table 1) . Zoom is given by brick movements along a connecting line; other movements give shift and/or rotation. GroundCatcher (Fig. 5) updates the scene according to user action. One quits by removing bricks. FrameCatcher (Fig. 6) updates a frame of interest according to user action. When bricks are removed, the scene adjusts to the frame. Objects have no realworld analogues. 
Side View Control: Camera and Window
Both these objects are fixed at the approximate height of a person's eyes, 1.6 meter above the ground. One brick offers shift and rotation, a second brick adds zoom (Table  2) . Camera (Fig. 7) sets the virtual camera of the side view. Handle distance sets zoom. Window (Fig. 8 ) sets the side view border. Scaling it sets the zoom. 
7 Object Height Control
The need to set object height, or more generally, to handle a ground level where objects sit, is our concern for the rest of this paper. The instrument was developed from a virtual tool, used for scrolling the side view and for setting object height, to a set of real tools working on a grid-based floor, before integrating all these features into one single virtual tool.
A Virtual Prototype for Height Manipulation
Side view control was first achieved by copying a section of the side view, called height slice, onto the table (Fig. 9) . Scrolling the side view is performed by putting a brick at the upper (scroll up) or lower (scroll down) edge of the height slice. When the brick is away from these edges, objects can be selected, and moved up and down. Fig. 9 . Scrolling the side view by putting a brick at the height slice corner; moving an object in the height slice; perceiving the moved object in the side view (left to right).
Using Real Tools to Control the Third Dimension
Based on real tools (Fig. 10) , we explored three ways to physically handle object height. We tried to get closer to the principle of coinciding action and perception spaces [18] . Digit, a digital controller, works on selected objects and sets their height according to up-down buttons. Tower offers the same buttons but is combined with a luminous scale showing current height. The up-down buttons and the visual feedback are organized along the height axis, so action and perception are partly coincident. Slider is a vertical sliding-rule, where height is handled and indicated by an up-down handle. With Slider, handling and height cues are both organized along the height axis; thus action and perception are fully coincident. The actual height handling in the virtual setting is carried out by a virtual floor, which is called Floor and described below. The problematic aspect of this solution was that these tools require serial interfaces (RS 232, bi-directional, 9600 Baud) with the BUILD-IT system. Also, they rely on battery driven remote control. Hence, we looked for a software solution. 
Back to the Virtual: a Concept for Floor Handling
The resulting solution for placement and manipulation of objects among multiple stories is a fully virtual solution. It reuses the height slice from the first solution and Floor from the second solution. Hence, it integrates the knowledge acquired in the previous steps.
Floor is handled in the height slice, located along one edge of the plan view. The objects selected are all assembled on one storey. This assembly of selected objects then moves vertically as a whole when Floor is moved upwards or downwards (Figs.  11-12 ). De-selected objects are unloaded at the desired storey. Only objects at or above Floor are visible. To support multi-storey planning, we also offer a virtual ceiling, which is called Ceiling. Ceiling is also handled in the height slice and only objects below Ceiling are visible. Hence, by using Floor and Ceiling, objects within one storey can be focused and handled in the plan view. In the case of the side view, all stories are visible. Ceiling does not affect the side view.
A requirement for Floor and Ceiling to be developed was that the system should offer what we will call dynamic control of clipping planes. This technology is employed in the following way: Floor and Ceiling are each connected with a clipping plane so that only focused objects are visible.
When Camera, or Window, is selected, it also follows Floor, updating the side view content (Fig. 12) .
In some cases work with a complete building where roof and walls are part of the CAD model. To see different levels, an empty Floor can be raised to traverse different stories of the building (Fig. 13) . When Floor is raised Ceiling automatically follows. 
Discussion and Perspectives
The navigation methods (Section 6) will be followed up by an evaluation of the different design strategies. First, inspection tasks, conducive to exploration, will be developed. With these tasks, users are offered one (plan or side view), two (plan and side view), or alternative (more than two) control methods. For each set-up, mean task completion time will give quantitative data. For subjective evaluation, participants will be asked to rate their preference of each method after the experiments. We conjecture that methods based on scene handling are better than methods based on ob-
