Abstract { We discuss a family of estimators for the entropy rate of a stationary ergodic process and prove their pointwise and mean consistency under a Doeblin-type mixing condition. The estimators are Ces aro averages of longest match-lengths, and their consistency follows from a generalized ergodic theorem due to Maker. We provide examples of their performance on English text, and we generalize our results to countable alphabet processes and to random elds.
I. Introduction
Since the mid 1980's, a lot of work has been done in relating the entropy rate of a stationary ergodic process to the geometry along a single realization. The entropy rate is almost surely an asymptotic lower bound on the per-symbol description length when the process is losslessly encoded, and several universal data compression algorithms are known that actually achieve it. In particular, the Lempel- Ziv 31] algorithm attains the entropy lower bound when it is applied to almost every realization of a stationary ergodic source.
A straightforward approach for estimating the entropy rate of an unknown source would be to run a universal coding algorithm on a long segment of the source output. The resulting compression ratio can be used as an upper bound for the entropy. If the data segment is long enough for the algorithm to converge, then the compression ratio is a good estimate for the source entropy. But like for the ergodic theorem, also for data compression there is no universal rate of convergence 21] 23]. Moreover, few of the known universal coding algorithms have been shown to achieve the entropy limit in the pointwise sense, and of those, not all are feasible to implement.
In practice, it is often found that universal compression algorithms converge rather slowly, and other approaches, tailored to the speci c application at hand, are often employed. After all, estimating the entropy is a simpler task, at least in principle, than compressing an unknown source to the entropy limit.
Wyner and Ziv 29] , motivated in part by the problem of providing a pointwise asymptotic analysis of the Lempel-Ziv algorithm, revealed some deep connections between the entropy rate of a stationary ergodic process and the asymptotic behavior of longest match-lengths along a process realization: Let X = fX i g be a random process with values in a nite alphabet A. A process realization is an element x = (x i ) i2Z of the two-sided sequence space X = A Z , and X i (x) = x i is its ith coordinate. For i j, X j i denotes the string (X i ; X i+1 ; : : : ; X j ). For our purposes, the process distribution is a probability measure P on the Borel -eld on X. We assume that P is invariant under the usual shift transformation Tx = (x i+1 ) i2Z , so that fX i g is stationary, and we also assume ergodicity. The entropy rate of the process is de ned as H = Ef? log P(X 0 jX ?1 ?1 )g:
For n 1 let L n denote the minimum length k such taht the string X k?1 0 that starts at time 0 does not appear as a continuous substring within the past X ?1 ?n . Alternatively, L n is obtained by adding 1 to the longest match-length:
L n = 1 + max fl : 0 l n; X l?1 0 = X ?j+l?1 ?j for some l j ng:
Wyner and Ziv 29] showed that, for every ergodic process, L n grows like (log n)=H in probability, and Ornstein and Weiss 15] later re ned this to pointwise convergence, L n log n ! 1 H a.s.
where H is the entropy rate of fX i g (logarithms are to base 2 throughout this correspondence).
At about the same time, Grassberger 9] suggested an interesting entropy estimator based on average match-lengths. Shields 22] proved the consistency of Grassberger's estimator for independent identically distributed (i.i.d.) processes and mixing Markov chains. Kontoyiannis and Suhov 11] extended this to a wider class of stationary processes, and recently Quas 20] extended it further to certain processes with in nite alphabets and to random elds.
In this paper we introduce three entropy estimators, (a), (b) and (c) below, that are formally similar to the one suggested by Grassberger, but which, due to their stationary nature, are much easier to analyze. We establish their pointwise consistency using methods with a familiar information-theoretic avor (Section III), and we discuss generalizations to random elds (Section IV) and processes with countably in nite alphabets (Section V). We also provide examples of their performance in estimating the entropy of English text, and we compare our results to those obtained using a variety of di erent techniques (Section II).
Given an instant i and a positive integer n, our main quantity of interest is n i (X) = L n (T i X), the length of the shortest substring X i+k?1 i starting at position i that does not appear as a contiguous substring of the previous n symbols X i?1 i?n . . They were applied to experimental data in order to determine the entropy rate of the underlying process, and were demonstrated to be very e cient, even when fed with very limited amounts of data. So part of our motivation is to provide a more general and precise analysis of these practical algorithms.
2. The Doeblin condition. The Doeblin condition was originally introduced in the analysis of Markov chains 7]. In the context of this paper (DC) was rst introduced by Kontoyiannis and Suhov 11] , where its properties are discussed in greater detail. Here we note that (DC) holds for i.i.d. processes, for ergodic Markov chains of any order, and also for certain non-Markov processes. Our present formulation of (DC), introduced by Quas 20] , is equivalent to that in 11] when the alphabet is nite, and has the additional advantage of being applicable to processes with countably in nite alphabets.
In practice, (DC) is not a erce restriction. What (DC) requires is that, after some number r of time steps, everything is possible again with positive probability, independently of whatever may have occurred in the past. This is certainly satis ed by natural languages, and it is highly plausible for most sources of data encountered in practice. Observe also that (DC) is satis ed by any stationary ergodic process observed through a discrete memoryless channel which transforms any letter of the alphabet to any other letter, with non-zero (but arbitrarily small) probability.
For example, if f n g is a stationary ergodic binary process and f n g is an independent identically distributed noise sequence with Pf n = 1g = p, then the dithered process X i = i + i (mod 2) satis es (DC) with r = 1 and = maxfp; 1 ? pg. 3 . Without the Doeblin Condition. Without assuming (DC), the estimates in (a) and (b) can still be used to provide lower bound estimates for the entropy. Notice that these bounds are in the opposite direction from the ones provided by universal coding algorithms, so that, even if (DC) does not hold, we can use either (a) or (b) in conjunction with a data compression algorithm to estimate upper and lower bounds for the process entropy.
4. Interpretation. The match-length n i can be thought of as the length of the next phrase to be encoded by the sliding-window Lempel-Ziv algorithm 30] when the window size is n. In fact, the entropy estimator in (a) above is a special case of the sliding window estimator 8] de ned bŷ
n i log n ; (2) where k (as well as n) are freely chosen positive integers. From (a) we learn that (2) is almost surely consistent for k = n tending to in nity. Also, it is a consequence of the ergodic theorem thatĤ k;n is almost surely consistent if we rst let k ! 1 and then n ! 1, provided that E L n =(log n)] = 1=H + o(1). This is true for stationary ergodic Markov sources 28] and, by (6) of Theorem 1 0 below combined with (1) it is also true for all stationary ergodic processes satisfying (DC). Similarly, i i is the length of the phrase that would be encoded next by the Lempel-Ziv algorithm 31] with knowledge of the past X i?1 0 . From (1) and stationarity it follows that, for any xed index i, n i = log n ! 1=H with probability one, and also that n n = log n ! 1=H in probability. Theorem 1 says that, when (DC) holds, the Ces aro means of these quantities also converge to 1=H, with probability one. 5. Maker's generalized ergodic theorem. The proof of Theorem 1 is based on the fact that, under (DC), we can invoke a generalized ergodic theorem due to Maker 14] and conclude that the Ces aro averages in Theorem 1 are pointwise consistent estimates for 1=H. Maker's theorem includes, as a special case, Breiman's ergodic theorem, which was used in 3] to prove the ShannonMcMillan-Breiman theorem. In the Appendix we present a simpli ed proof of Maker's generalized ergodic theorem, and some extensions that are used in Sections III and IV.
6. A word of caution. Theorem 1 says that the Ces aro averages of the quantities n i = log n and of the quantities i i = log i converge with probability one, but Pittel 19] and Szpankowski 24] have shown that the quantities n n = log n themselves keep uctuating. Interpreting n n as the length of a feasible path in a su x tree they identify two natural constants H 1 and H 2 with H 1 > H > H 2 , and they show that, under certain mixing conditions, 1 H 1 = lim inf n n n log n < lim sup n n n log n = 1 H 2 a.s.
II. Applications to English Text
In this section we present numerical results for the performance of our estimators when applied to English text data. We also provide a heuristic discussion that motivates the results and o ers an alternative derivation for the form of these estimators.
Our experiments were done on Jane Austen's four novels Mans eld Park, Northanger Abbey, Persuasion and Sense and Sensibility, a total of 2,364,200 characters, converted to 27-character text (26 letters plus space). We use this text to demonstrate the convergence properties of our methods. We show that our estimators are very e cient even for small sample sizes and claim that they o er a signi cant improvement over the universal estimators that are based on the corresponding versions of Lempel-Ziv coding algorithms (cf. remark 4 in Section I).
For example, using estimator (a) from Theorem 1, we obtain an estimate of 1.777 bits-percharacter (bpc) based on a sample of about 75,000 words from the novel Mans eld Park by Jane Austen (the rst 23 chapters, about 400,000 characters), a rather modest sample size.
A. Experimental Results A naive approach to the problem of estimating the entropy of a given text would be to use the Wyner-Ziv-Ornstein-Weiss result (1), which says that L n = log n converges to 1=H for any stationary ergodic process. But it is intuitively clear that such estimates would depend heavily on the choice of the exact position in the text where we look for a match, and hence they would uctuate a lot (cf. remark 6 in Section I). Indeed, this behavior is demonstrated by the results shown in Table I .
In accordance with standard statistical methodology, what we would want to do in order to decrease the uctuations of these estimates is to calculate match-lengths n i (x) = L n (T i x) at several positions i along the \text," x and take averages. This should reduce the variance of the estimates, but also introduce more systematic error for nite values of n (increase the bias). Since the bias eventually decreases with increasing n, it is natural to calculate match lengths into the largest available cache of past observations. The entropy estimators of Theorem 1 parts (b) and (c) both form averages of match lengths for values of i ranging from 1 to n, partly explaining our choice of the estimator implicit in (a) instead of (b) or (c).
Theorem 1 part (a) says that the corresponding entropy estimateŝ
are consistent, provided the underlying process satis es (DC). (A similar case can be made for the estimators in parts (b) and (c) of Theorem 1.) Using (3) we obtained the results shown in Table II . Here we compare the performance of our estimators with that of the corresponding LempelZiv coding schemes (cf. remark 4 in Section I). In particular, we argue that we get a signi cant improvement in performance, at the price of assuming the extra condition (DC).
For the purposes of comparison, we begin by recalling the sliding-window Lempel-Ziv (SWLZ) coding algorithm (or, rather, a slightly idealized version of it). Suppose that the encoder and the decoder both have available to them the previous n characters of the text, x 0 ?n+1 , which we call the \window" of length n, and the encoder's task is to describe the next n characters, x n 1 , to the decoder. SWLZ operates as follows.
The encoder calculates the length = n 1 , and then describes the phrase x 1 in two stages: First, is described; this takes log( ) + C log log( ) bits. Then the encoder either describes the position in the window where the match occurs plus the last character x , or the actual phrase x 1 in binary, whichever of the two is shorter (plus a one-bit ag to say which of the two was used). So the description length of x 1 (in bits) is log( n 1 ) + C log log( n 1 ) + minflog n + dlog 27e; d n 1 log 27eg + 1:
Having described x 1 , the encoder shifts the window by i = n 1 places to the right, and then repeats the above process to encode the next phrase,
Then the window is shifted again, and the same process is repeated until the entire string x n 1 has been encoded. This encoding scheme produces a sequence of positions 1 = i 1 < i 2 < < i J where the successive phrases begin, and the overall description length for x n 1 can be written as the number of bits-per-character used to describe x n 1 can be written as P J j=1 h log( n i j ) + C log log( n i j ) + minflog n + dlog 27e; d n 1 log 27eg + 1 i P J j=1
We could use (4) to obtain an upper bound, but in practice such bounds tend to overestimate the entropy (see Table III ), especially for small values of the window length n. In order to get lower (and hence better) estimates, we drop all of the terms in the numerator of (4) except the leading log n term, and setH n = J log n P J j=1
We no longer know thatH n converges to H, but we do know that the estimates it produces will be signi cantly lower than those produced by (4) . Now if instead of looking at matches along the subsequence fi j g, we look at all positions i = 1; 2; : : : ; n along x n 1 , then, setting J = n, reducesH n in (5) toĤ n in (3), and from Theorem 1 we know that, under (DC),Ĥ n indeed converges to the entropy rate.
In Table III we compare the performance of our estimatorĤ n with that of the expressionH n in (5), and with the compression-ratio achieved by SWLZ. We point out that there are many other, perhaps more suitable, choices of the the number of phrases k in (2) . In applications, one must consider restrictions on the available data as well as particular source characteristics, like changing source statistics. This point is certainly true for English text, and it is a possible explanation for the increase in the entropy estimate observed for the largest value of the window size given in the nal entry of table III (it is likely that, as the window grows, di erences in vocabulary across chapters have the e ect of slightly elevating the entropy).
The estimator we use here is (2) with k = n; since we expect its variance to decrease like O(1=k) and the bias like O(1= log n), it is likely that the number of phrases k does not need to be as large as n, and may in fact be quite a bit smaller. Indeed, the proof of Theorem 1 can easily be extended to prove the consistency ofĤ k;n for k being linear in n. It is an open problem to determine the most general way in which k and n can tend to in nity while H k;n remains consistent.
C. Other Methods. The problem of estimating the entropy of English text has a long history. The most successful methods almost always involve a training stage or some sort of preprocessing of the data. (There is extensive literature that deals with language-and text-modeling, and several special-purpose algorithms that provide very good estimates; see, for example, Teahan and Cleary 25] and the references therein.) The best results to date are those reported by Teahan and Cleary 26], using PPM-related methods. They obtain an estimate of 1.603 bpc for the complete works of Jane Austen (over 4,000,000 characters), and then use training in conjunction with an alphabet enlargement technique (\bigram encoding") to improve this to 1.48 bpc. Although our results may not be as accurate as those obtained by the best known techniques, they do have several advantages which make them applicable to a wide range of problems rather than just to English text: they do not require prior training or preprocessing of the data, they do not assume that the underlying source belongs to some presupposed parametric class, they have relatively good performance for small data sets, and they are very easy to implement in practice.
III. Proof of Theorem 1
In this section we prove Theorem 1 by invoking Maker's generalized ergodic theorem (discussed and proved in the appendix). In fact, we prove a slightly stronger result: Theorem 1 0 . Let fX i g be a stationary ergodic process with entropy rate H > 0. Then And then we also check that (DC) implies (6 PfL n > kg n bk=rc ; k 1; (7) and the random variables L n = log n are L 1 -dominated.
Proof of Theorem 1 0 : Recall that L n = log n ! 1=H with probability one and invoke Maker's generalized ergodic theorem. Assertion (a) follows from Theorem 4 in the appendix by setting g n;i = L n = log n, whereas (b) follows by setting g n;i = L i = log i. where n = ? log = log n. It follows that 0 1 n l 2 log 2 + : : : + l n log n ! ? l 2 + : : : + l n n log n 1 n l 2 log 2 + : : : + l n log( n) ! + n n l 2 log 2 + : : : + l n log n ! :
Letting n ! 1 and using (8), we may conclude that for any > 0, 0 lim n " 1 n l 2 log 2 + : : : + l n log n ! ? l 2 + : : : + l n n log n # :
The limit must vanish, and this fact in combination with (8) (9) above we obtain (7). It is now a routine calculation to verify the L 1 -domination of the random variables L n = log n. Indeed, let = (? log )=(2r) and observe that for k 4r we have bbk log nc=rc (k log n)=r ? 1 ? 1=r
PfL n > k log ng dk
The sum is nite if the constant K is chosen so that K > 2= .
IV. Generalization to Random Fields We generalize our results to random elds on the integer lattice Z d . Such a random eld is a family of random variables fX u : u 2 Z d g indexed by d-dimensional integer vectors u = (u 1 ; : : : ; u d ). We assume that all X u take values in a nite set A. The process distribution is a stationary ergodic probability measure P on the product space X = Q fA u : u 2 Z d g, where each A u is a copy of A. If x = fx u : u 2 Z d g is a realization in X, then X u (x) = x u is the coordinate at position u. 
We de ne L n here as the analogous quantity to the match-length L n in one dimension: L n is the minimum value of k such that X ?C(k) does not occur anywhere in ?C(n) except at position 0: L n = inffk 1 : X ?C(k) 6 = X ?u?C(k) for some u 2 C(n), u 6 = 0g: Figure 1 shows an example of L 6 for a binary random eld in two dimensions. We also de ne . . . Figure 1 : Example of L n in two dimensions. a dual quantity, the recurrence time R k , as the minimum value of n such that the block X ?C(k) occurs at some position other than position 0 inside ?C(n): R k = inffn 1 : X ?C(k) = X ?u?C(k) for some u 2 C(n), u 6 = 0g: 13 Notice that R k and L n are related by the following relationship:
L n k i R k > n: (10) Applying a result of Ornstein and Weiss 16] to the re ected eld fX ?u g, we see that
and from the duality relationship (10) Proof: The proof of Lemma 2 parallels that of Lemma 1. To get the desired bound on the tail probability of L n , recall that the event fL n > kg occurs if there is at least one match for a cube with volume k d within a larger cube with volume n d . The number of positions where a match can occur is no more than n d , and the probability of a match of volume k d at any position may be bounded by the product of conditional probabilities at bk=rc d lattice points that are regularly spaced a distance r apart in each dimension. By (dDC), each term in the product is bounded by since it is a weighted average of conditional probabilities given patterns that appeared earlier in the chain rule expansion, at least a distance r away in each dimension.
To prove L 1 -domination, we follow the same steps as in the proof of Lemma 1, with the obvious modi cations. If = (? log )=(2r 
is nite when K is large, and that L u < K when min j u j < K.
V. In nite Alphabets
In this section we generalize our results from Sections III and IV to processes and random elds with countably in nite alphabets. The proofs of Theorems 1, 2 and 3, as well as those of the corresponding Lemmas, carry over verbatim when A is countable. We only need to show that in the case of countably in nite alphabetS (12) remains valid. This, in turn, will follow from (11) . In the following proposition we show that this is indeed the case.
Proposition. Let Combining (17) and (18) completes the proof.
By assumption, g n;i ! g and jg n;i ? gj is L 1 -dominated, so Ejg n;i ? gj ! 0 as n; i ! 1 by the dominated convergence theorem. It follows by stationarity that 
The L 1 convergence follows from (20) and (21) and the triangle inequality.
Maker's theorem can be generalized to random elds. A comprehensive treatment of ergodic theorems for random elds is provided in Chapter 6 of Krengel 13] .
Let fT u : u 2 Z d + g be an abelian semigroup of measure preserving transformations of the probability space (X ; B; P). Given a random variable X, we consider the random eld fX u : u 2 Z d + g where X u (x) = X(T u x). If g is an integrable random variable then where I is the -eld of invariant events and C(n) = 0; n) d is the cube with side length n. Given 0 < < 1, the cube C(n) can be partitioned into the cube C (n) = n; n) d and its complement D (n) = C(n)nC (n). Note that C (n) is contained in the sector S = fu 2 Z d + : min j u j max j u j g: For any integer n 0 and any nonnegative integer vector u 2 Z d + let g n;u be a real valued random variable de ned on (X ; B; P). For 0 < < 1 and k 1 let Proof: Pick some 0 < < 1 and k 1 and observe that for large n, n k and X u2C(n) g n;u (T u x) X u2D (n) 
