In this paper we consider the class of 2-dimensional Artin groups with connected, large type, triangle-free defining graphs (type CLTTF). We classify these groups up to isomorphism, and describe a generating set for the automorphism group of each such Artin group. In the case where the defining graph has no separating edge or vertex we show that the Artin group is not abstractly commensurable to any other CLTTF Artin group. If, moreover, the defining graph satisfies a further "vertex rigidity" condition, then the abstract commensurator group of the Artin group is isomorphic to its automorphism group and generated by inner automorphisms, graph automorphisms (induced from automorphisms of the defining graph), and the involution which maps each standard generator to its inverse.
Let ∆ denote a simplicial graph with vertex set V (∆) and edge set E(∆) ⊂ V (∆) × V (∆). Suppose also that every edge e = {s, t} ∈ E(∆) (between vertices s, t) carries a label m e = m st ∈ N ≥2 . Given such a labelled graph we define the group G(∆) by the presentation
for all {s, t} ∈ E(∆) .
This group G(∆) is known as the Artin group associated to the defining graph 1 ∆. Adding the relations s 2 = 1 for each s ∈ V (∆) yields a presentation of the associated Coxeter group W (∆) of type ∆. We denote ρ ∆ : G(∆) → W (∆) the canonical quotient map obtained by this addition of relations.
The following observations are true for all Artin groups and were proved in [14] . If T is a full subgraph of ∆ then the subgroup of G(∆) generated by the vertices of T is canonically isomorphic 1 Our notion of defining graph differs from the frequently used "Coxeter graph" where, by contrast, the absence of an edge between s and t indicates a commuting relation (mst = 2) and the label mst = ∞ is used to designate the absence of a relation between s and t.
Theorem 1. Let G denote the set of all CLTTF defining graphs (up to labelled graph isomorphism) and write Iso(G) for the category with objects G and morphisms the set of all isomorphisms G(∆) → G(∆ ′ ) where ∆, ∆ ′ ∈ G. Then Iso(G) is generated by the isomorphisms of type (1)-(4) listed below.
We first describe three classes of automorphisms. Throughout the following we suppose that ∆ is a CLTTF defining graph.
(1) (Graph automorphisms) Any label preserving graph automorphism of ∆ induces in an obvious way an automorphism of G(∆). We denote by Aut(∆) the group of all such automorphisms.
(2) (Inversion automorphisms) These include the involution ǫ : G(∆) → G(∆) such that ǫ(s) = s −1 for all s ∈ V (∆), which we shall refer to as the (global) inversion of G(∆), as well as the following involutions which we shall refer to as leaf inversions. For any edge e = {s, t} ∈ E(∆) where t is a terminal vertex and m e is even, we define the involution µ e : G(∆) → G(∆) by setting µ e (t) = (sts) −1 and µ e (v) = v for all v ∈ V (∆) \ {t}. We note that these automorphisms commute with one another and are mutually independent. They form a subgroup of Aut(G(∆)) isomorphic to C l+1 2 , where l denotes the number of even labelled terminal edges in ∆, and which we denote Inv(∆).
(3) (Inner and Dehn twist automorphisms) Let T denote an edge or vertex of ∆ and suppose that ∆ = ∆ 1 ∪ T ∆ 2 (by which we imply that ∆ 1 , ∆ 2 are full subgraphs of ∆ such that ∆ 1 ∪ ∆ 2 = ∆ and ∆ 1 ∩ ∆ 2 = T ). Let g ∈ C G (G(T )), an element of the centralizer of G(T ). Then we may define an automorphism of G by setting ϕ(v) = gvg −1 if v ∈ V (∆ 1 ), and ϕ(v) = v if v ∈ V (∆ 2 ) .
Such automorphisms shall be called Dehn twist automorphisms (along T ). We define Pure(∆) to be the subgroup of Aut(G(∆)) generated by the Dehn twist automorphisms. Note that putting ∆ 2 = T = {s} we obtain the inner automorphism 'conjugation by s' as a Dehn twist automorphism. Thus, Pure(∆) contains the group Inn(G(∆)) of inner automorphisms of G(∆). By a nondegenerate Dehn twist we mean one which is not just an inner automorphism, namely a Dehn twist along a separating edge or vertex.
Note that graph automorphisms and inversions of G(∆) conjugate Dehn twist automorphisms to Dehn twist automorphisms. Moreover, the graph automorphisms preserve the set of even labelled terminal edges. Thus Aut(G(∆)) contains a subgroup of the form
Remark. If e = {s, t} ∈ E(∆) and m e ≥ 3 then the group G(e) has infinite cyclic centre generated by the element z e = (st) k where k = lcm(m e , 2)/2. We also write x e = ststs · · · m e . This element generates the quasi-centre of G(e), the subgroup of elements which leave the generating set {s, t} invariant by conjugation. We have z e = x 2 e if m e is odd and z e = x e if m e is even. In the case where G = G(∆) is a large type Artin group we can describe the centralizers of separating edges and vertices: If e ∈ E(∆) then C G (G(e)) = Z(G(e)) = z e . The centralizer of a generator s ∈ V (∆) is the direct product of s with a (typically non-cyclic) free group of finite rank. 2 We refer the reader to [12] , or [13] , for a more detailed description.
(4) (Edge twist isomorphisms) Suppose that ∆ = ∆ 1 ∪ e ∆ 2 where e is a separating edge whose label m e is odd. Let ∆ ′ denote the labelled graph obtained by gluing ∆ 1 and ∆ 2 together along the edge e where the identification map reverses the edge. Then we may define an isomorphism ϕ :
by setting ϕ(v) = x e vx −1 e if v ∈ V (∆ 1 ), and ϕ(v) = v if v ∈ V (∆ 2 ) .
We shall call such an isomorphism an edge twist, and we say that ∆ and ∆ ′ are twist equivalent graphs. This generates an equivalence relation on the set G of all CLTTF defining graphs.
Note that in the case where e = {s, t} and t is a terminal vertex of ∆ 1 , then s is a separating vertex and we may think of ∆ as the union of ∆ ′ 1 := ∆ 1 \ e and ∆ 2 joined at the vertex s. In this case the edge twist ϕ modifies the graph ∆ by sliding the component ∆ ′ 1 along the edge e so that it is attached to ∆ 2 at the vertex t, instead of at s. 2 A generating set for this free group may be obtained by observing that CG( s )/ s is isomorphic to the vertex group at s ∈ V (∆) in the groupoid with object set V (∆) and generated by arrows xe : s → s ′ where e = {s, t} and s ′ = xesx −1 e (s ′ = s if me is even, and t otherwise).
A further special case. When ∆ has separating edges but no separating vertices, then the group Pure(∆) is generated by the inner automorphisms and the Dehn twists along separating edges.
A chunk of ∆ is a maximal connected full subgraph which is not separated by the removal of any separating edges or vertices (see Section 7 for a more detailed definition). Thus if ∆ has no separating vertices it is the union of, say, N distinct chunks glued along separating edges. Fixing a "base" chunk B, we may suppose that, up to an inner automorphism, each Dehn twist restricts to the identity on G(B). It can be easily checked that the Dehn twists fixing G(B) are mutually commuting elements. In this case we therefore have Pure(∆) ∼ = G ⋊ Z N −1 .
And another... On the other hand, when there are separating vertices in ∆ we expect the structure of Aut(G) to be somewhat more complicated. For example, one can check that when ∆ is the star graph of n + 1 vertices (n edges adjoined along a common vertex), and all edge labels are 3 say, then Aut(G) contains a subgroup isomorphic to the n-string braid group B n . Let e 1 , .., e n denote the edges of ∆ and, for i = 1, .., n − 1, let σ i denote the automorphism of G which is the product of the graph automorphism exchanging the edges e i and e i+1 and the Dehn twist which conjugates the subgroup G(e i ) by the element z e i+1 . These automorphisms leave invariant the subgroup F n of G which is freely generated by the set {z e : e ∈ E(∆)} (see Proposition 22), and they describe precisely the standard generators for Artin's representation of the braid group as a subgroup of Aut(F n ). (Moreover, one can check that elements of B n are represented by inner automorphism of G if and only if they are central in the braid group. Thus Out(G) is not virtually abelian in this case).
We recall that the abstract commensurator group Comm(Γ) of a group Γ is defined to be the group of equivalence classes of isomorphisms between finite index subgroups of Γ, where two isomorphisms are considered equivalent if they agree on common finite index subgroup of their domains. Moreover, two groups Γ, Γ ′ are said to abstractly commensurable if they possess finite index subgroups H < Γ and H ′ < Γ ′ which are isomorphic. (ii) Suppose moreover that ∆ satisfies the following vertex rigidity condition:
(VR) Any label preserving automorphism of ∆ which fixes the neighbourhood of a vertex is the identity automorphism.
Then we have Comm(G) = Aut(G) = Inn(G) ⋊ ( ǫ × Aut(∆)) .
With regard to part (i) of the above Theorem, we note that a 2-dimensional Artin group is not commensurable to any other Artin group which is not also 2-dimensional (since, for an Artin group, being 2-dimensional is equivalent to having Z × Z as a maximal rank abelian subgroup). We do not know whether the smaller class of CLTTF Artin groups is rigid in this sense.
Part (ii) of this Theorem should be compared with [8] where it is shown that G is commensurable with its abstract commensurator group when G belongs to one of the two infinite families of Artin groups of affine type A n and C n , with n ≥ 2. (The same holds for G/Z where G is an Artin group of finite type A n or B n , with n ≥ 3, in which case G has infinite cyclic centre Z). In Section 11 we give an example of an abstract commensurator of a CLTTF Artin group G(∆) which is not equivalent to an automorphism in the case where ∆ has no separating edge or vertex, but does not satisfy the condition (VR). This hypothesis is therefore necessary. Examples are also given of abstractly commensurable non-isomorphic CLTTF Artin groups.
Finally we consider isomorphisms between Coxeter groups of CLTTF type. Let Iso W (G) denote the category (a groupoid) with objects G and morphisms the isomorphisms W (∆) → W (∆ ′ ) for ∆, ∆ ′ ∈ G. We note (by inspection of the isomorphisms of type (1)-(4)) that every isomorphism
. This is a natural mapping in the sense that
Remark. The above remarks imply, in particular, that the pure Artin group P G(∆), which is defined as the kernel of the canonical quotient ρ ∆ : G(∆) → W (∆), is a characteristic subgroup of G(∆) for CLTTF type Artin groups. This agrees with the known results for irreducible finite type Artin groups [10] which generalise a Theorem of Artin [1] in the case of the braid groups.
There is a further source of Coxeter group automorphisms not induced from automorphisms of the associated Artin groups. These shall be thought of as "pure" automorphisms since, as with the inner and Dehn twist automorphism (induced from Pure(∆)), they respect the conjugacy class of the element x e = ρ ∆ (x e ), for each e ∈ E(∆).
Pure automorphisms of W (∆): Let e = {s, t} ∈ E(∆) denote a cut edge: every edge path in ∆ from s to t passes through e. Then there are disjoint connected full subgraph ∆ 1 , ∆ 2 of ∆ such that ∆ = ∆ 1 ∪ e ∪ ∆ 2 with ∆ 1 ∩ e = {s} and ∆ 2 ∩ e = {t}. Let m = m e ≥ 3, and let r ∈ N such that 2r + 1 is congruent (mod m) to a unit in the ring Z/mZ. Then we may define an automorphism of W (∆) by setting
Such automorphisms shall be called dihedral twist automorphisms. We define Pure W (∆) to be the subgroup of Aut(W (∆)) generated by all dihedral twists, Dehn twists and inner automorphisms. In particular, Pure W (∆) contains all automorphisms induced from Pure(∆).
The following Theorem gives a solution to the "classification" and "automorphism" problems for CLTTF Coxeter groups. We remark that the classification is already contained in the work of Mühlherr and Weidmann [16] on reflection rigidity and reflection independance in large type (what they call "skew-angled") Coxeter groups. Also, the automorphism groups have already been determined in many of the cases covered here (and some besides) by Bahls [2] . The proof of Theorem 4 which we give consists in repeating the same sequence of arguments used to establish Theorems 1 and 2, with appropriate slight modification, in the context of Coxeter groups. A complete description of the automorphism group of a CLTTF Coxeter group has already been given by Patrick Bahls [2] under the added hypotheses that all edge labels are even and the defining graph cannot be separated into more than 2 components by removing a single edge. In fact, in his work, Bahls does not suppose that the defining graph is triangle free, and so treats many cases which are not covered here. He also gives several statements (see Corollaries 1.2, 1.3, 1.4 of [2] ) giving further details on the size and structure of Out(W ) which probably extend to the CLTTF case. As an example, consider the case where ∆ has no separating vertices. In this case there are no dihedral twists and Pure W (∆) ∼ = W (∆) ⋊ (Z/2Z) R−1 , where R is the number of distinct maximal full subgraphs of ∆ not separated by any even labelled edge (compare with Corollary 1.3 in [2] ). In particular, Out(W ) is finite. Note that the corresponding Artin groups have typically infinite outer automorphism groups, since in the case of no separating vertices we have already seen that
Recently, Mühlherr and Weidmann [16] have also proved results on reflection rigidity and reflection independance in the wider class of large type (LT) Coxeter groups which give the same solution to the classification problem as given by Theorem 4 above. We note also that Bahls [3] has recently shown that the classification of all 2-dimensional Coxeter groups up to isomorphism is given by twist equivalence of their defining graphs. It seems reasonable to conjecture that Theorems 1, 2 and 4 all hold unchanged over the class of connected large type (CLT) defining graphs, and that similar results might hold more generally for all 2-dimensional Artin groups.
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1 The Deligne complex D.
For simplicity, we formulate the following definitions only in the case where the Artin group G = G(∆) is 2-dimensional, equivalently, where every triangle in ∆ with edge labels m, n, p satisfies 1/m + 1/n + 1/p ≤ 1. See [9] for details of the general construction.
Definition of the Deligne complex
where the partial order is given by setting V ∅ < V s for all s ∈ V (∆), and V s < V e whenever s is a vertex of the edge e. Let K denote the geometric realisation of the derived complex of P . (This is a 2-complex because P has height 3). We may also view K as a squared complex with one square cell for each edge of ∆. If e = {s, t} ∈ E(∆) then the corresponding square cell has vertices V ∅ , V s , V t , V e . We note that, viewing K as a squared complex in this way we have Lk(V ∅ , K) ∼ = ∆. Let (K, G) denote the complex of groups with underlying complex K and vertex groups G(V ∅ ) = {1}, G(V s ) = s = G(s), for s ∈ S, and G(V e ) = G(e), for e ∈ E(∆). Then (K, G) is a developable complex of groups (c.f: [9] ) whose fundamental group is the Artin group:
Definition. Let G = G(∆) be a 2-dimensional Artin group. We define the Deligne complex D, of type ∆, to be the universal covering (K, G) of the complex of groups (K, G) just described, equipped with the action of G by covering transformations.
The Artin group acts by simplicial isomorphisms of D with vertex stabilizers either trivial or conjugate to one of the special subgroups G(s), for s ∈ V (∆), or G(e), for e ∈ E(∆). We classify the vertices of D into three kinds according to their stabilizers:
Rank 0: vertices of the form gV ∅ for g ∈ G. These have trivial stabilizer.
Rank 1: vertices gV s for s ∈ V (∆) and g ∈ G: Stab(gV s ) = g s g −1 .
Rank 2: vertices gV e for e ∈ E(∆) and g ∈ G: Stab(gV e ) = gG(e)g −1 .
Note that every point in the open neighbourhood of a rank 0 vertex represents a free orbit of the group action (since the group action is strictly cellular).
We also note that an analogous construction replacing the vertex groups of (K, G) with the corresponding finite standard parabolic subgroups of the Coxeter group W results in a description of the Davis complex, which we shall denote D W . There is a natural simplicial map p W : D → D W induced by the canonical projection G → W and an inclusion i W : D W ֒→ D induced by the Tits section W ֒→ G. We have p W • i W equal to the identity on D W .
Metrics on D:
There are two natural choices of G-equivariant piecewise Euclidean metric for the complex D. The first, and perhaps most natural, is known as the Moussong metric and is defined such that, for e = {s, t} ∈ E(∆), the simplex (V ∅ , V s , V e ) is a Euclidean triangle with angles π 2 at V s and π 2me at V e . (See [15] , also [9] ). The Moussong metric on D is known to be CAT(0) for all 2-dimensional Artin groups. This property will be used in the following section.
The second is the cubical metric obtained by viewing D as a squared complex (as explained above) built from unit Euclidean squares. For G(∆) 2-dimensional, the cubical metric on D is known to be CAT(0) if and only if ∆ is triangle free (see [9] ). In particular, this metric is CAT(0) in the CLTTF case.
We note that each of these metrics induces a unique metric on the Davis complex D W such that the map i W : D W ֒→ D is an isometric embedding.
The following definition and lemma will be relevant in Section 3.
Definition (hyperbolic type).
We shall say that a defining graph ∆, or the associated Artin group A(∆), is of hyperbolic type if the Coxeter group W (∆) is a Gromov hyperbolic group. Equivalently, ∆ is of hyperbolic type if and only if the Davis complex D W is a δ-hyperbolic metric space with respect to either the Moussong metric or the cubical metric. (This is because the Coxeter group acts properly and co-compactly by isometries with respect to either metric on the Davis complex and so is quasi-isometric to D W ). Proof. We first show that (2) and (3) We note that any CLTTF Artin group is necessarily a 2-dimensional Artin group of hyperbolic type. Similarly, any CLTTF Coxeter group is a 2-dimensional Gromov hyperbolic group.
In Section 3 we shall also use the following statement which is a consequence of a quite general result concerning actions on geodesic metric complexes with finitely many isometry types of cells, and due to Bridson [6] . We recall that an isometry γ of a geodesic metric space X is said to be semi-simple if it attains its translation length: |γ| := inf{d(x, γx) : x ∈ X} is realised at some point in X. Semi-simple elements are classified into two classes: elliptic if |γ| = 0; and hyperbolic if |γ| = 0.
Lemma 6 (Bridson [6] We consider the 2-generator Artin groups which appear as the stabilisers of rank 2 vertices of the Deligne complex D associated to a 2-dimensional Artin group. We give some basic properties which will be useful in the sequel. Using one of these properties, we also give a classification of the fixed sets in D of arbitrary elements of a 2-dimensional Artin group.
Recall that if e = {s, t} ∈ E(∆) with label m e then the group G(e) is given by the presentation
When m e ≥ 3 the centre of G(e) is infinite cyclic generated by the element z e := (st) k where k = m e if m e is odd, and k = m e /2 if m e is even. (Alt: k = lcm(m e , 2)/2). We note also that the group Γ := G(e)/ z e is a virtually free group (and virtually cyclic if and only if m e = 2). Moreover, there exists a proper action of Γ on a metric simplicial tree T such that the fixed set of any elliptic element consists of a single point, and such that both generators s and t of G(e) act by hyperbolic isometries of T of translation length 1. (See, for example, Section 2 of [5] for details of such an action). We shall write x for the image in Γ of any element x ∈ G(e). Finally, we note that any Artin group G(∆) admits a standard length homomorphism ℓ :
Lemma 7. Let G(e) be the rank 2 Artin group associated to the edge e = {s, t}, with label m e ≥ 2. Let S denote the set of all elements conjugate into {s, t}. Let x ∈ G(e), u, v ∈ S and k, l ∈ Z \ {0}. Then (i) C G(e) ( x ) is virtually abelian if and only if either m e = 2 or m ≥ 3 and x is not central.
Proof. We shall suppose throughout that m e ≥ 3, the case where m e = 2 and G(e) ∼ = Z 2 being easily checked.
(i) If x lies in the centre Z(G(e)) then C G(e) ( x ) = G(e) which is not virtually abelian (since m e ≥ 3). On the other hand, if x / ∈ Z(G(e)) then its image x in Γ is nontrivial. We consider the action of x on the tree T . If x is elliptic then its fixed set consists of a single point p. But then C Γ (x) fixes p, so must be finite. If x is hyperbolic then C Γ (x) leaves invariant its axis. In either case x generates a finite index subgroup of C Γ (x). Therefore x and z e generate a finite index abelian subgroup of C G(e) (x).
(ii) Since u is conjugate to a generator, u is hyperbolic on T . If x k = u k (with k = 0) then it follows that x is also hyperbolic on T and has the same axis, translation length and direction as u. But then x = u , and so xu −1 lies in the centre z e . But since ℓ(z e ) = lcm(m e , 2) = 0, while ℓ(x) = ℓ(u) = 1 we deduce that x = u.
(iii) Since they are conjugate to generators, u and v project to hyperbolic isometries u and v of T with translation length 1 in each case. If u k and v l commute for nonzero k and l then u and v must also share an axis in T . But then u = v ±1 , and one of uv −1 or uv lies in the centre z e . But since ℓ(z e ) = lcm(m e , 2) ≥ 3, while ℓ(u) = ℓ(v) = 1 we deduce that u = v.
We now consider the action of a 2-dimensional Artin group G = G(∆) on its Deligne complex D.
Definition (fixed sets and F s ). For g ∈ G we write Fix(g) for the (possibly empty) set of points in D left fixed by g. If s ∈ V (∆) we write F s for the fixed set Fix(s) of s.
Note that F s is necessarily a geodesically convex subcomplex of D. Moreover, since rank 0 vertices have trivial stabilizer, F s lies in that part of the 1-skeleton of D which is spanned by rank 1 and 2 vertices. Consequently F s is a tree (since it is geodesically convex) whose vertices are alternately rank 1 and 2 vertices of D.
is a 2-dimensional Artin group, and let x ∈ G \ {1}.
Fix(x) = {V e }.
(iii) If x is not conjugate in G to any of the elements covered by cases (i) and (ii) above, then
which is fixed by s k but only one of whose vertices is fixed by s. If s fixes gV t then it also fixes gV e (since G(t) < G(e)) so we may suppose that s fixes gV e . That is to say y := g −1 sg ∈ G(e). On the other hand, since s k fixes gV t we have that y k ∈ t . Comparing lengths, we must have y k = t k and therefore y = t by Lemma 7 (ii). But then s fixes the vertex gV t contrary to the choice of edge. Thus Fix(s k ) = F s .
(ii) If x ∈ G(e) then it clearly fixes the point V e in D. If, however, Fix(x) contains any other vertex of D then it contains a neighbouring vertex, that is gV t or gV s for some g ∈ G(e). But that is to say that x is conjugate, in G(e), into one of the subgroups s or t .
(iii) If Fix(x) = ∅ then x must fix some rank 2 vertex (if it fixes a rank 1 vertex then it fixes every neighbouring rank 2 vertex). But then x is conjugate to x ′ ∈ G(e) for some edge e ∈ E(∆) and if x ′ is not covered by case (ii) it is conjugate to an element covered by case (i).
3 CNVA subgroups and their fixed sets in D.
Definition. Let C denote a nontrivial (necessarily infinite) cyclic subgroup of G. We say that C is CNVA ("centralizer not virtually abelian") in G if its centralizer C G (C) is not virtually abelian.
Note that if H is a finite index subgroup of G and C < H, then C is CNVA in G if and only if it is CNVA in H (i.e. C H (C) is not virtually abelian). The property of being CNVA is also inherited by subgroups of C, for if C ′ < C then the centralizer C G (C ′ ) contains C G (C) and so fails to be virtually abelian unless C G (C) is virtually abelian. Lemma 9. Let G = G(∆) be a 2-dimensional Artin group of hyperbolic type. Any CNVA cyclic subgroup of G is conjugate either to a subgroup of s for some s ∈ V (∆) or to a subgroup of z e for some e ∈ E(∆) with m e ≥ 3.
Proof. We suppose for the purposes of this proof that D is equipped with the Moussong metric, and so is CAT(0) by [9] . Suppose that C is a CNVA cyclic subgroup of G generated by the element γ. By Lemma 6 and the classification of semi-simple isometries, this element is either elliptic or hyperbolic.
Assume firstly that γ is elliptic. By Lemma 8, either γ is conjugate into s for some s ∈ V (∆), or Fix(γ) = {gV e } for some g ∈ G and e ∈ E(∆). In the latter case the centralizer C G ( γ ) must also fix the vertex gV e and so is a subgroup of Stab(gV e ) = gG(e)g −1 . But then, by Lemma 7(i), it follows that γ is an element of g z e g −1 and m e ≥ 3, since otherwise it would have virtually abelian centralizer.
We now assume that γ is hyperbolic. Let M denote the minset of γ. Then by, Theorem II.6.8 of [7] , M ∼ = T × R where T is, in our case, a metric tree. However, T must be a bounded tree, since otherwise we would have a flat plane E 2 isometrically embedded in D, contradicting Lemma 5 (with the hypothesis that ∆ is hyperbolic type). Therefore, T has a fixed point c under the action of C G (C) (c.f: Corollary II.2.8 of [7] ). Thus C G (C) leaves invariant the γ-axis α = {c} × R. Note that α has a metric simplicial structure (induced from the structure on D) with discrete automorphism group Aut(α). The group C G (C) acts via a homomorphism into Aut(α) with kernel H. Moreover the translation γ acts cocompactly on the axis, so generates a finite index subgroup of Aut(α). It follows that C G (C) is virtually a product H × C. Note that the only points in D which have non-abelian stabilizer are the rank 2 vertices. Since these form a discrete set, while the fixed set of H contains a whole real line α, it follows that H must be abelian (either trivial or infinite cyclic). But then C G (C) is virtually abelian, a contradiction.
Lemma 10. Let G = G(∆) be a 2-dimensional hyperbolic type Artin group. A cyclic subgroup C < G is CNVA if and only if it is conjugate in G either to a subgroup of z e for some e ∈ E(∆)
with m e ≥ 3, or to a subgroup of s for some s ∈ V (∆) which is not a terminal vertex of ∆.
Proof. By Lemma 9, it suffices to investigate the cyclic groups z e , for e ∈ E(∆) with m e ≥ 3, and s , for s ∈ V (∆). We recall that the property of being CNVA is inherited by subgroups.
The fact that C G ( z e ) = G(e) is virtually nonabelian free by cyclic when m e ≥ 3 ensures that z e (and each of its subgroups) is CNVA for all e ∈ E(∆) with m e ≥ 3.
Let s ∈ V (∆). We consider the tree F s lying in the 1-skeleton of D which is the fixed point set of s. This tree is left invariant by C G ( s ), and we may therefore consider the action of the centralizer on F s . We note that the rank 1 vertex V s lies in F s , and that Stab(V s ) = G(s) = s . Any vertex of D which is adjacent to V s is V e for some e ∈ E(∆) such that s is a vertex of e.
Suppose firstly that s is not terminal. Then there are rank 2 vertices V e and V d which lie in F s , for distinct edges e, d adjacent to s. (Note that the vertex V s lies midway between V e and V d ). The element z e (resp. z d ) centralizes s and fixes V e (resp. V d ) but does not fix the point V s . Since the elements z e and z d are acting in this way on a tree they necessarily generate a free group of rank 2 inside C G ( s ), implying that s (and hence s k for any k = 0) is CNVA. Now suppose that s is terminal and belongs to the edge e = {s, s ′ } in ∆. If m e is odd, then s is conjugate to s ′ (by the element x e ) and s ′ is not terminal, since ∆ is connected with at least 3 vertices. Thus, we may suppose that m e is even. We observe that V e is the unique vertex of D adjacent to V s . Since m e is even there exists a surjection G → Z 2 which sends s to (1, 0) and t to (0, 1) for every t = s, so that s is not conjugate to any other standard generator. It follows that, any rank 1 vertex fixed by s must be a translate hV s of V s for some h ∈ G (since Stab(hV t ) = h t h −1 does not contain s unless s is conjugate to t). Thus F s is a union of certain translates of the edge [V s , V e ] all of which must lie in the neighbourhood of V e for F s to be connected. Consequently, C G ( s ) must fix the unique rank 2 vertex V e of F s , and hence lies in G(e). But then s is not CNVA in this case since, by Lemma 7(i), as it has virtually abelian centralizer in G(e). Similarly, s k is not CNVA for any k ≥ 1, since Fix(s k ) = F s by Lemma 8(i).
We note from the above proof that, for s ∈ V (∆), the cyclic group s is CNVA if and only if its fixed set F s is an infinite tree.
Abstract commensurators and the graph Θ of fixed sets in D.
We recall briefly the definition of an abstract commensurator of groups. Given groups Γ 1 , Γ 2 , we define
where ϕ ∼ ψ if they agree on restriction to a common finite index subgroup of their domains. Elements of Comm(Γ 1 , Γ 2 ) shall be called abstract commensurators from Γ 1 to Γ 2 , and when this set is nonempty we shall say that Γ 1 and Γ 2 are abstractly commensurable. Note that when Γ 1 and Γ 2 are the same group this set has the structure of a group (under composition of isomorphisms after passing to appropriate finite index subgroups). We shall write Comm(Γ) = Comm(Γ, Γ) and refer to this as the abstract commensurator group of Γ. Note that there is a natural homomorphism Aut(Γ) → Comm(Γ) whose kernel consists of those automorphisms which fix a finite index subgroup Γ.
Before continuing, we make some general observations concerning the relationships between a 2-dimensional Artin group, its automorphism group and its abstract commensurator group. If ∆ is a 2-dimensional defining graph with at least 3 vertices then G = G(∆) has a trivial centre and so is isomorphic to Inn(G). Moreover, consideration of Lemma 8(i) shows that s is the unique N th root of s N for any generator s ∈ V (∆) and any N ∈ N. It follows that any automorphism of G which restricts to the identity on a finite index subgroup of G is the identity on all of G. Thus the natural homomorphism Aut(Γ) → Comm(Γ) is injective. Identifying Aut(G) with its image, we have
We now turn to the class of CLTTF Artin groups. Our principal tool for studying abstract commensurators between these groups is the following:
Definition (The fixed set graph Θ). Let ∆ denote a CLTTF defining graph. We define the following sets of subsets of the Deligne complex D of type ∆: V = { singletons {gV e } : g ∈ G , e ∈ E(∆)} , and
We define the fixed set graph Θ = Θ(∆) to be the bipartite graph with the following vertex and edge sets:
Observe that, by Lemma 8, Lemma 10 and the remark at the end of the previous Section, we have that
where Fix(C) ∈ V if C is conjugate to a subgroup of z e for some e ∈ E(∆), and Fix(C) ∈ F if C is conjugate to a subgroup of s for some non-terminal s ∈ V (∆).
Proof. (i) If Fix(C) = gF s for some g ∈ G and s ∈ V (∆), then C < g s g −1 since gV s ∈ gF s . On the other hand, if Fix(C) = {gV e }, for some g ∈ G and e ∈ E(∆), then C G (C) < gG(e)g −1 and, by Lemma 7(i), C < g z e g −1 (else it fails to be CNVA). Therefore, if Fix(C) = Fix(C ′ ) then C and C ′ lie in a common cyclic subgroup, so must intersect nontrivially.
On the other hand, it follows from Lemma 8 that a cyclic subgroup of G has the same fixed set as any of its nontrivial subgroups. Thus, if
(ii) First observe that if V ∈ V, F ∈ F, and V ⊂ F we may suppose, up to conjugation in G, that V = V e and F = F s for some e = {s, t} ∈ E(∆). Now s, z e ∼ = Z × Z and, if Fix(C) = F s and Fix(C ′ ) = V e we have C < s (since V s ∈ F s ) and C ′ < z e . Therefore C, C ′ ∼ = Z × Z.
We suppose now that C, C ′ ∼ = Z × Z. It follows, since they commute, that C and C ′ have a common fixed point in D, for C must leave Fix(C ′ ) invariant and so fixes the projection p ′ ∈ Fix(C ′ ) of any point p ∈ Fix(C). However, a rank 2 abelian subgroup can only fix a rank 2 vertex. So Fix(C) ∩ Fix(C ′ ) consists of a single vertex V ∈ V, say. Up to conjugation by an element of G we may suppose that C, C ′ < Stab(V ) = G(e), for some e = {s, t} ∈ E(∆). Each of the two CNVA subgroups is then either a subgroup of Z(G(e)) = z e or conjugate in G(e) to a subgroup of s or of t . By Lemma 7(iii) they cannot both be of the latter kind unless they lie in a common cyclic subgroup. Similarly, they cannot both lie in the centre. But then one is central and one is conjugate into s say. That is to say that, up to conjugacy in G, we have {Fix(C), Fix(C ′ )} = {V e , F s }.
Proposition 12. Let ∆, ∆ ′ denote CLTTF defining graphs, and suppose that ϕ :
Proof. This is a consequence of Lemma 11 above and the fact that the properties "C is CNVA", "C ∩ C ′ = {1}" and " C, C ′ ∼ = Z × Z" are preserved by isomorphism and by passing to finite index subgroups.
Remark. Consider a fixed ∆ of type CLTTF, and write G = G(∆) and Θ = Θ(∆). Note that the action of G on D induces an action of G by graph automorphisms of Θ. We remark that the action of Comm(G) on Θ given by the above Proposition extends this action of G when G is identified with the subgroup of Comm(G) consisting of inner automorphisms.
Circuits in the graph Θ
In this and subsequent sections we analyse the structure of the graph of fixed sets associated to a CLTTF defining graph ∆. For simplicity we shall write Θ = Θ(∆) and G = G(∆).
is not terminal, and f (e) = V e , if e ∈ E(∆).
Proof. It is clear that, as written, f is a well-defined graph morphism. Clearly, also, f is injective on E(∆). Suppose s, t ∈ V (∆) and s = t. Suppose that F s = F t . Then, by convexity, F s must contain the geodesic segment [V s , V t ]. However, [V s , V t ] intersects the interior of the fundamental region of D, while F s does not, a contradiction. Therefore f is injective on V (∆).
We may also observe that Θ is the union of translates of the subgraph f ( ∆) by elements of G. In particular, since we suppose that ∆ connected, we deduce that Θ is also connected (G is generated by elements which individually fix some part of f ( ∆)). A particular consequence of this is that any automorphism of Θ respects the given bi-partite structure. However, we have not ruled out the possibility that Φ(V) = F and Φ(F) = V for some Φ ∈ Aut(Θ).
In order to understand which structural properties of the graph Θ are respected by graph isomorphisms (coming from abstract commensurators of G) we shall study the properties of simple closed circuits in Θ.
Let
To the simple circuit Σ we associate the closed polygonal curve Σ = (γ 1 , . . . , γ k ) in D. Note that each segment γ i is an edge path in the 1-skeleton of D and is geodesic in D (by convexity of F i ).
Definition (Basic circuit).
A simple circuit Σ in Θ, and its associated polygon Σ in D, are said to be basic if Σ is the translate by an element of G of a simple circuit in the subgraph f ( ∆), equivalently if the polygon Σ lies wholly in (the boundary of) a single translate of the fundamental region K in D.
Note that the property of being a basic circuit depends upon the structure of the Deligne complex (rather than just the structure of Θ). We wish to characterize certain basic circuits purely in terms of the graph theoretic properties of Θ.
Definition (Minimal circuit)
. Let Σ denote a simple circuit in Θ. A short-circuit of Σ is any simple path σ in Θ which intersects Σ only in its endpoints A, B, and which is strictly shorter than any path in Σ from A to B. We say that Σ is a minimal circuit if it is a simple circuit and admits no short-circuit. (More succinctly, a circuit is minimal if and only if it is isometrically embedded when Θ is viewed as a metric graph with edges of constant length). Note that if the circuit Σ admits a short circuit σ then we may decompose Σ into a pair of simple circuits each of length strictly smaller than Σ, namely:
This provides an inductive procedure for reducing an arbitrary simple circuit into (a finite collection of) minimal circuits.
We devote the next section to proving the following two Propositions.
Proposition 14. Any minimal circuit of Θ is a basic circuit.

Proposition 15. Any minimal circuit of ∆ is minimal as a circuit of Θ.
Remark. While the family of all minimal circuits of the graph Θ is easily seen to be preserved by any abstract commensurator of G, the above two Propositions show that this feature of the group is also closely related to the combinatorial definition of G, and hence to the structure of the Deligne complex D. Namely, the minimal circuits are precisely the translates in Θ of the minimal circuits of ∆. This connection to the Deligne complex shall be developed even further in subsequent sections, and will ultimately lead to the proof of Theorem 3.
6 Proofs of Propositions 14 and 15: classifying minimal circuits.
Let ∆ be a CLTTF defining graph with Deligne complex D. We suppose throughout this section that D is equipped with the cubical metric d C . Since ∆ is of type CLTTF the metric space (D, d C ) is therefore a CAT(0) squared complex. We begin with a useful lemma which reflects the δ-hyperbolicity of the Deligne complex.
Lemma 16. Let F ∈ F, and let γ be any geodesic segment in F which passes through a rank 2 vertex p. Then γ is "super-geodesic" at p: γ enters and leaves p through points separated in Lk(p, D) by a path distance strictly greater than π, in fact at least 3π/2.
Proof. Let E, E ′ denote the edges of F along which γ enters and leaves the point p. If E and E ′ define points in Lk(p, D) which are joined by a path of length π then there exist squares Q, Q ′ adjacent to E, E ′ respectively, which share a common edge E ′′ such that E ′′ ∩F = {p}. Let g denote a generator of Stab(F ), and observe that g(E ′′ ) = E ′′ . It follows that the squares Q, Q ′ , g(Q) and g(Q ′ ) form a larger square with the vertex p at its centre. In particular we see that Lk(p, D) contains a simple circuit of length exactly 2π. Since the shortest simple circuit in the link of a rank 2 vertex of D has length at least 3π (see [9] , also Lemma 32 of Section 10 below) we have a contradiction. Thus, any path in Lk(p, D) from E to E ′ has length strictly greater than π, and therefore at least 3π/2 since all edges of the link graph are of length π/2.
In the following arguments we shall use the properties of walls (or hyperplanes) in a CAT(0) cubed complex. The notion appears frequently in the literature. See for example [18] , or [17] . Two edges in a CAT(0) squared complex X may be said to be parallel if they are opposite edges of the same square in the complex (more generally, if they are parallel edges of the same n-cube in the case of a higher dimensional cube complex). This generates an equivalence relation on the set of all edges. By a wall in X we shall mean the convex subspace spanned by the midpoints of the edges lying in a single parallelism class. Since X is CAT(0) this defines a tree which is isometrically embedded in X. Moreover, a wall in X separates X into exactly two components, usually called half-spaces.
By a V-path we shall mean an edge path in Θ whose intial and terminal vertices lie in V. Given a V-path γ we shall write γ to denote the piecewise geodesic path in D induced by γ (in the manner described previously for simple circuits).
Notation. Given a V-path γ in Θ we shall write W(γ) to denote the set of walls of the squared complex D which are traversed by the induced path γ. In particular, if γ happens to be geodesic in D then W(γ) is exactly the set of walls which separate the endpoints of γ.
We shall use L(γ) to denote the edge length of a path in Θ. For V-paths this length is always even.
It will be convenient to write F for the subcompex of D which is the union of the sets F ∈ F. We note that any wall W in D may be naturally oriented: we thus denote the connected components of D \ W by W + , W − in such a way that every edge of F which crosses W has a rank 1 vertex in W − and a rank 2 vertex in W + . (All other edges of D which cross W have a rank 0 vertex in W − and a rank 1 vertex in W + ). Proof. (i) We count the number of vertices of each path which lie in V (thus every second vertex in each path). Let V denote such a vertex of the path γ. Let W, W ′ denote the walls of D traversed by γ immediately before and after passing through the rank 2 vertex V in D. Thus W ′ ⊂ W + , and vice versa. Since W(γ) ⊂ W(σ) it follows that σ also traverses both W and W ′ . We now claim that σ also has a vertex of type V corresponding to a vertex of D which lies between the walls W and W ′ . It follows immediately that σ has at least as many such vertices as γ and hence that
To see the claim, observe that, in order to cross both W and W ′ without passing through a type V vertex, σ must contain a subpath (V, F, V ′ ) where V, V ′ ∈ V and F ∈ F such that the geodesic α joining V to V ′ in the subtree F crosses both W and W ′ . Let a, b, c, d denote the four points of intersection between convex sets α, γ, W and W ′ . Since all intersections are orthogonal, the Flat Quadrilateral Theorem, II.2.11 of [7] , implies that the four points a, b, c, d and the geodesic segments connecting them in α, γ, W and W ′ form the boundary of a flat Euclidean rectangle isometrically embedded in D. We conclude, by Lemma 16 , that α does not pass through any rank 2 vertex between W and W ′ . This is of course a contradiction, since any edge of F which crosses W in the direction of W ′ immediately encounters a rank 2 vertex (because W ′ ⊂ W + ).
(ii) Suppose without loss of generality that γ and σ share their initial vertex p but do not leave p along the same edge of D. Suppose also that L(γ) = L(σ) = 2m, and write γ = (V 1 , F 1 , V 2 , F 2 , . . . , V m , F m , V m+1 ), and σ = (V 1 , K 1 , U 2 , K 2 , . . . , U m , K m , U m+1 ), where V 1 = {p}. Since γ is geodesic, the walls it crosses are mutually disjoint, and any path which crosses all the walls of W(γ) must cross them in the same linear order as γ does. To complete the proof it suffices to show that the subsegment [V 1 , U 2 ] never crosses the first wall in W(γ). For this implies that [V 1 , U 2 ] cannot cross any wall of W(γ), and hence that σ ′ = (U 2 , K 2 , .., U m+1 ) traverses every wall in W(γ) contradicting part (i) of the Lemma, just proved, since σ ′ is clearly is shorter than γ.
We
] are geodesic segments in the same tree F 1 . Therefore they may both cross the first wall of W(γ) only if they both leave the vertex V 1 along the same edge. That is γ and σ start from p along a common edge, contradicting our original hypothesis.
Let Σ denote a simple circuit in Θ, and Σ the corresponding piecewise geodesic closed curve in D. By a chord of Σ we mean a geodesic path α in D which lies in F and which intersects Σ only in its endpoints, which are necessarily rank 2 vertices of D. Observe that the endpoints p, q of a chord α serve to cut Σ into a concatenation of two paths σ 1 and σ 2 each joining p to q. We shall say that α is aligned with σ 1 if (i) Neither {p} nor {q} represent vertices of Σ, and (ii) the paths σ 1 and α form a right angle at each of p and q.
Lemma 18. Let Σ be a minimal circuit of Θ, and α a chord of Σ which cuts Σ into pieces σ 1 , σ 2 . Then α is aligned with either σ 1 or σ 2 .
Proof. Let P (resp. Q) denote the smallest fixed set which appears as a vertex of Σ and which contains the endpoint p (resp. q) of α. Either P = {p} is a vertex of Σ, or P ∈ F and p ∈ P . Let σ ′ 1 , σ ′ 2 and α ′ denote the shortest subpaths of σ 1 , σ 2 and α respectively which have an endpoint in each of the sets P and Q, and let Σ 1 , Σ 2 and A denote the V-paths such that Σ i = σ ′ i , for i = 1, 2, and A = α ′ . Note that, since α ′ is geodesic, any wall crossed by α ′ is disjoint from both P and Q (both P and Q intersect α ′ orthogonally). It follows that W(A) ⊂ W(Σ i ) for each i = 1, 2. If one of P or Q is simply a vertex of Σ then it is a common endpoint of A, Σ 1 and Σ 2 and, by Lemma 17, we have L(A) < L(Σ i ) for i = 1, 2. But then A together with {P, Q} ∩ F defines a short-circuit of Σ, contradicting Σ minimal. Thus we may suppose (i), that P, Q ∈ F.
Assuming now that both P, Q ∈ F, we suppose that condition (ii) holds for neither σ 1 nor σ 2 . Without loss of generality we may suppose that σ 1 ∪ α is geodesic at the point p. Let V 0 denote the endpoint of Σ 1 adjacent to P , and extend A to the path A ′ = (V 0 , P, A). Then A ′ is geodesic, and by a further application of Lemma 17 
. But then (P, A, Q) is a short-circuit once again contradicting minimality of Σ. , it follows that either case (i) of the Claim is fulfilled, or one of α 1 or α 2 may be chosen to be a chord.
Proof of Proposition
We suppose, without loss of generality, that the point q 1 is chosen such that α 1 is a chord of Σ. It follows from Lemma 18 that α 1 is aligned either with σ 1 or with σ 2 ∪ σ 3 . In particular, {p} is not a vertex of Σ. By Lemma 16, α 1 cannot form a right angle at p with σ 2 , since it already does so with σ 1 . By elimination, α 1 must be aligned with σ 1 . Moreover, Σ cannot turn a right angle at p, and so E 1 does not lie in ∂W + 2 . It follows, just as in the preceding paragraph, that q 2 may also be chosen so that α 2 is a chord. By the argument just given α 2 must also be aligned with σ 2 .
It is a straightfoward exercise to verify that if Case (i) of the above Claim holds for every rank 2 vertex of Σ, then Σ is a basic circuit as required.
We now suppose that Case (ii) holds for some rank 2 vertex p. This is illustrated in Figure 1 . We shall show that in this situation the union of the chords α 1 and α 2 represents a short-circuit of Σ.
Write P , Q 1 and Q 2 for the vertices of type F in Σ which correspond to fixed sets containing the points p, q 1 and q 2 respectively. Note that, since both chords α 1 and α 2 are aligned, none of these three points represent type V vertices of Σ. Moreover, by Lemma 16, the path α 1 ∪ σ 3 ∪ α 2 is geodesic at both points q 1 and q 2 , and α 1 ∩ α 2 = {p}. For i = 1, 2, let A i denote the V-path such that A i = α i . We may suppose that, for each i = 1, 2, the path A i is written
1 = {p} ⊂ P and U (i) m i = {q i } ⊂ Q i , for i = 1, 2. Let Σ 3 denote the longest V-subpath of Σ such that Σ 3 is a subpath of σ 3 , and write V 1 ⊂ Q 1 and V 2 ⊂ Q 2 for the endpoints of Σ 3 .
We now define V-paths A ′ i for i = 1, 2 thus:
By the preceding remark on geodicity at the points q i , the path A
We now make the following claim:
Claim. The first walls crossed by A Proof of Claim. To see this, let γ i denote the geodesic from {p} to V i obtained by combining A i and A ′ i , for i = 1, 2. Either the first walls crossed by γ 1 and γ 2 have the desired properties, and hence also the first walls of A ′ 1 and A ′ 2 , or the first walls crossed by γ 1 and γ 2 intersect in a square of D with rank 0 vertex v 0 and rank 2 vertex p. The vertex v 0 is the centre of a region K 0 = g 0 (K) for some g 0 ∈ G, and the geodesics γ 1 , γ 2 each intersect K 0 in a subpath of edge length 2, and leave K 0 at the rank 2 vertex p 1 , respectively p 2 . Let W i denote the third wall crossed by γ i (for i = 1, 2), Nnamely the first wall immediately after the vertex p i . Then W i is either equal to or precedes the first wall crossed by A ′ i . Also we observe that K 0 ⊂ W It follows from the claim that W(A ′ 1 )∪W(A ′ 2 ) is a set of mutually disjoint walls all of which cross Σ 3 . Moreover, we can describe Σ 3 as a union of two V-paths B 1 and B 2 , where W(A ′ i ) ⊂ W(B i ) for each i = 1, 2, and such that B 1 and B 2 overlap in at most 2 edges (i.e: at most 2 type V vertices and one type F vertex in common). Applying Lemma 17(ii), we have L(A ′ i ) ≤ L(B i ) − 2, for each i = 1, 2, and therefore
Note that Σ may be written (P, Σ 1 , Q 1 , Σ 3 , Q 2 , Σ 2 , P ), where Σ i denotes the longest V-subpath of Σ such that Σ i is a subpath of σ i . The above argument shows that L(A 1 ∪A 2 ) < L(Σ 3 ). On the other hand, by Lemma 17(i), we have L(A i ) ≤ L(Σ i ) for i = 1, 2, and therefore, L(A 1 ∪A 2 ) < L(Σ 2 , P, Σ 1 ). It follows that (Q 1 , A 1 , A 2 , Q 2 ) is a short circuit for Σ. This contradicts the hypothesis that Σ is minimal, and completes the proof of Proposition 14.
Proof of Proposition 15. For s ∈ V (∆) let W s denote the wall in D perpendicular to the edge [ * , V s ], and let W + s denote the half-space bounded by W s and containing the vertex V s . We observe that any rank 2 vertex p lies in at least one of the half-spaces W + s , for s ∈ V (∆), and never more than two. If e = {s, t}, then V e ∈ W + s ∩ W + t . We shall say that a rank 2 vertex projects to the edge e = {s, t} if it lies in the region W + s ∩ W + t . Note that, for s ∈ V (∆), every rank 2 vertex of F s projects to an edge which contains s.
Let γ be any path in F which starts and ends at rank 2 vertices which project to edges, say e, f ∈ E(∆). From the sequence of rank 2 vertices visited by γ choose a subsequence (p 1 , p 2 , .., p n ) such that p 1 projects to e, p n projects to f and, for i = 1, .., n, the vertex p i projects to an edge e i = {s i−1 , s i }, for some sequence s 0 , s 1 , . . . , s n ∈ V (∆). By passing to a subsequence if necessary, we may suppose that the sequence of edges (e 1 , .., e n ) describes a simple path in ∆ (from s 0 to s n ), where e 1 = e, e n = f . This leads to the definition of the following simple V-path in ∆ ⊂ Θ:
Now suppose that the original path γ was given as γ = A for some V-path A in Θ. We claim that for each i = 1, .., n there is at least one vertex of type V in A which projects to e i . This is because, by convexity of the region, no geodesic segment in F s , say, can enter and then leave the region W + s ∩ W + t . It follows that the path γ = A cannot enter and then leave this region without meanwhile passing through a type V vertex of A. It follows that L(P (A)) ≤ L(A).
Finally we claim that if a basic circuit Σ admits a short-circuit B in Θ then it admits a shortcircuit B ′ in ∆, for if A denotes the longest subpath of B which is a V-path then replacing A with P (A) gives the desired path. Proposition 15 now follows.
Minimal circuits, chunk equivalence, and isomorphisms of Θ.
Let ∆, ∆ ′ ∈ G (CLTTF defining graphs) and write Θ = Θ(∆) and Θ ′ = Θ(∆ ′ ). In this section we are concerned with graph isomorphisms Θ → Θ ′ which map F to F ′ and V to V ′ . We shall call such an isomorphism a VF-isomorphism of Θ.
Our objective is to describe a decomposition of the graph Θ (into so-called "chunks") which is canonical in the sense that it is respected by any VF-isomorphism. The main technical idea is that these chunks can be identified by studying the minimal circuits of Θ introduced in Section 5.
Definition (Chunks of Θ)
. Let A be a connected full subgraph of ∆. We shall say that A is split if there exists some decomposition ∆ = ∆ 1 ∪ T ∆ 2 , where T denotes a separating edge or vertex of ∆, such that A \ ∆ i = ∅ for each i = 1, 2. Otherwise we say that A is non-split. By a chunk of ∆ we mean a maximal non-split connected full subgraph of ∆. Clearly, any two chunks of ∆ intersect, if at all, along a single separating edge or vertex.
By a chunk of ∆ we mean the intersection of ∆ with any chunk of ∆ (viewing ∆ as a subspace of ∆). These shall be called fundamental chunks of Θ (now viewing ∆ as a subgraph of Θ). Finally, by a chunk of Θ we shall mean any translate of a fundamental chunk by an element of G.
A chunk of Θ shall be said to be trivial if it contains only one vertex of type V, and nontrivial otherwise. Trivial chunks are all of the form (gF s , gV e , gF t ) for g ∈ G and e = {s, t} ∈ E(∆) with s and t both separating vertices, or of the form (gF s , gV e ) in the case where s is separating but t is terminal. A chunk is nontrivial if and only if it contains a simple closed circuit of the graph.
Lemma 19. Every minimal circuit of Θ is contained in a unique non-trivial chunk and each nontrivial chunk of Θ is the union of the minimal circuits which it contains.
Proof. This is a straightforward exercise, in view of Propositions 14 and 15. Note that each basic circuit lies in a unique translate of ∆.
We aim to show that the following two equivalence relations on the set of minimal circuits coincide.
Definition (Chunk equivalence, ≃). We say that minimal circuits Σ, Σ ′ in Θ are chunk equivalent, written Σ ≃ Σ ′ , if they lie in the same chunk of Θ.
Definition (Natural equivalence, ∼). We define the natural equivalence relation ∼ on the set of all minimal cycles in Θ, generated by the following elementary equivalence: Σ ∼ Σ ′ in one step if Σ and Σ ′ share a common subpath (S, V, T ), with V ∈ V and S, T ∈ F, and there exists k ≥ 1 and a sequence Σ = Σ 1 , Σ 2 , .., Σ k , Σ k+1 = Σ ′ of minimal circuits such that, for i = 1, .., k, the circuits Σ i and Σ i+1 share a common subpath (T i , V i , S) where
Note that natural equivalence of minimal cycles is clearly respected by VF-automorphisms of Θ. The rest of this section is devoted to proving the following. Recall that if e = {s, t} ∈ E(∆) we set x e to be the group element expressed by the word sts.. of length m e . Thus z e = x e if m e is even, and z e = x 2 e if m e is odd. In the latter case, conjugation by x e exchanges the two generators s and t. The element x e generates the quasi-centre of G(e), the subgroup of elements which respect the set {s, t} by conjugation. Note also that, when viewing the action of G on the Deligne complex D, we have Fix(x e ) = Fix(z e ) = V e (because if x e fixes anything, so does z e ) -c.f. Lemma 8.
Definition. We define the function β : { basic circuits of Θ } → G such that β(Σ) is the unique group element for which β(Σ) ∆ contains Σ. Note that, by Proposition 14, this definition and the following Lemma apply in particular to minimal circuits in Θ.
Lemma 21. Let Σ 1 , Σ 2 denote basic circuits of Θ. (ii) If Σ 1 and Σ 2 share a common subpath (V, F, V ′ ) where V, V ′ ∈ V and F = β(Σ 1 )F s for some
(iii) If Σ 1 and Σ 2 share a common subpath (F, V, F ′ ) where F, F ′ ∈ F and V = β(Σ 1 )V e for some e ∈ E(∆), then β(
Proof. Note that (i) is a consequence of (ii) and (iii) together with the fact that the cyclic groups s , for s ∈ V (∆), and x e , for e ∈ E(∆), intersect trivially. (Consider a common subpath (V, F, V ′ , F ′ )). We suppose for simplicity, in each case, that β(Σ 1 ) = 1 and write g := β(Σ 2 ). Suppose that, as in case (ii), Σ 1 and Σ 2 share a common subpath (V e , F s , V f ) where e, f ∈ E(∆) and s ∈ V (∆) with e ∩ f = {s}. Then, since the subgroups Stab(V e ) = G(e) of G are non-conjugate for distinct edges, we must have g(V e ) = V e and g(V f ) = V f . But then g ∈ G(e) ∩ G(f ) = s .
If, as in case (iii), Σ 1 and Σ 2 share a common subpath (F s , V e , F t ) where e = {s, t} ∈ E(∆), then g(V e ) = V e and g({F s , F t }) = {F s , F t }. Thus g ∈ G(e) and conjugation by g preserves the set {s, t}. In other words, g lies in the "quasi-centre" of G(e) which is generated by x e .
Lemma 22. Let G = G(∆) be a large-type triangle-free Artin group. If e = {s, t} ∈ E(∆) we set x e to be the group element expressed by the word sts.. of length m e . Then the set {x e : e ∈ E(∆)} freely generates a free subgroup of G(∆).
Proof. We observe that, for each edge e, the union k∈Z x k e K of translates of the fundamental region K is a convex subset of D. One simply needs to check local convexity at the vertex V e . The result now follows by observing that the union of translates gK for g ∈ x e : e ∈ E(∆)} is the locally geodesic image, hence the isometric image, of a space which admits an equivariant retraction onto the universal covering tree of a graph of groups whose edge groups are trivial, and whose vertex groups are the cyclic groups generated by the elements x e . Remark. The above result is probably also true for an arbitrary large type Artin group, although we do not have an obvious proof to hand. Proof. It suffices to verify the statement concerning one step equivalence. We suppose therefore that {Σ i }, i = 1, .., k + 1, is a sequence of minimal circuits as in Definition 7 with Σ = Σ 1 and Σ ′ = Σ k+1 . We shall write β i = β(Σ i ) for i = 1, .., k + 1. We also write V = β 1 V e and V i = β i V e i for edges e, e 1 , .., e k in ∆. Note that these edges are not necessarily distinct. Finally, we suppose that the sequence {Σ i } i is chosen so as to minimise the length k. With this assumption we make the following claim:
Claim: If e i = e j for some 1 ≤ i < j ≤ k then β i+1 = β j .
Proof of claim:
Fix i ∈ {1, .., k}, and write e i = {s, t}. Then (T i , V i , S) = β i (F s , V e i , F t ). Since this subpath is common to both Σ i and Σ i+1 we have, by Lemma 21(iii), that β −1 i+1 β i ∈ x e i , and therefore that β i+1 (V e i ) = β i (V e i ) = V i and β i+1 ({F s , F t }) = β i ({F s , F t }) = {T i , S}. Now suppose that e i = e j say, and, by way of contradiction, that β i+1 = β j . Then, by the previous observation, we have V i = β i+1 (V e i ) = β j (V e j ) = V j , and {T i , S} = {T j , S} similarly. That is T i = T j and V i = V j . But then one can remove the circuits Σ i+1 , .., Σ j from the sequence to obtain a shorter sequence satisfying the one step equivalence of Definition 7, contrary to our choice of a shortest length sequence.
Applying Lemma 21(iii) we have a sequence h i ∈ x e i for i = 1, .., k such that β i+1 = β i h i for each i. Also, writing h = β −1 1 β k+1 we have, again by Lemma 21 (iii), that h ∈ x e , and
Note that by Lemma 22 the elements x d for d ∈ E(∆) generate a free group L. The above Claim implies that deleting all trivial syllables h i = 1 from the expression h 1 h 2 . . . h k yields a reduced form for the element h with respect to the structure of L as a free product of cyclic groups x d for d ∈ E(∆). For, if h i , h j = 1 and e i = e j (so that h i , h j belong to the same free factor) then h i+1 · · · h j−1 = β −1 i+1 β j = 1. However, since h lies in the free factor x e , it follows that if h = 1 there is a unique r ∈ {1, .., k} for which h r is nontrivial and that h r = h and e r = e. But then, since h i = 1 for all i < r, we have β r = β 1 and therefore V r = V , a contradiction. Thus we must have h = 1, and consequently h i = 1 for all i = 1, .., k, and so β i = β 1 for all i = 2, .., k + 1.
Lemma 24. If ∆ is a connected graph with no separating vertices then any two minimal circuits Σ, Σ ′ are joined by a sequence Σ = Σ 1 , Σ 2 , .., Σ n = Σ ′ of minimal circuits such that Σ i and Σ i+1 have an edge in common.
Proof. We first observe that there is necessarily a simple edge path in ∆ whose first edge lies in Σ and whose last edge lies in Σ ′ . It suffices then to show that if e, e ′ are edges of ∆ which have a common vertex, say e = {t, s} and e ′ = {s, t ′ }, then there exists n ≥ 1 and a sequence of minimal circuits Σ 1 , .., Σ n such that e ⊂ Σ 1 , e ′ ⊂ Σ n and Σ i ∩ Σ i+1 contains an edge for each i = 1, .., n − 1. Since s cannot be a separating vertex, there must exist a simple path from t to t ′ which does not pass through s. Adding the edges e, e ′ yields a simple circuit C through e, e ′ . If C is minimal then there is nothing left to prove. Otherwise, we may find a short-circuit σ which decomposes C into shorter circuits C 1 and C 2 . Either e, e ′ both still lie in the same circuit, C 1 say, in which case we replace C with C 1 , or e ⊂ C 1 and e ′ ⊂ C 2 and there is an edge e ′′ = {s, t ′′ } common to C 1 and C 2 and adjacent to s, in which case we replace C with the sequence C 1 , C 2 . In either case, the desired result follows by induction on the length of C.
Lemma 25. If minimal circuits Σ, Σ ′ of a graph ∆ meet along an edge e then either e is a separating edge of ∆ which separates Σ from Σ ′ , or there exists a sequence Σ = Σ 1 , Σ 2 , .., Σ k+1 = Σ ′ of minimal circuits such that, for each i = 1, .., k, the circuits Σ i and Σ i+1 have a common edge e i which is adjacent to but not equal to e.
Proof. Let e ∈ E(∆), and write S(e) for the set of vertices of ∆ which are not themselves endpoints of e, but which are adjacent along an edge to one or other endpoint of e. For u, v distinct vertices in S(e), we define a joining arc from u to v, to be any simple edge-path from u to v in ∆ which does not pass through either of the endpoints of e. If α is a joining arc from u to v, then write Σ(α) for the simple circuit formed from α and the unique shortest edge-path (of length 2 or 3) from u to v passing through one or both of the endpoints of e. Note that joining arcs are thus in bijective correspondence with the simple closed circuits in ∆ which intersect the edge e (at one or both of its endpoints). The joining arc α shall be said to be minimal if Σ(α) is a minimal circuit.
Sublemma: Let e ∈ E(∆), u, v distinct vertices in S(e), and α a joining arc from u to v. Then there exists a sequence u = u 1 , u 2 , .., u k = v of elements of S(e) and minimal joining arcs α i from u i to u i+1 , for i = 1, .., k − 1.
Proof. Suppose α is not minimal. Then Σ(α) admits a short circuit σ which decomposes Σ(α) into two simple circuits C 1 and C 2 each of strictly smaller length than Σ(α). Either σ is disjoint from e, or one of its endpoints is also an endpoint of e. In the first case, one of the two smaller circuits, C 1 say, contains u, v and at least one vertex of e, and is thus equal to Σ(α ′ ) where α ′ is a joining arc from u to v. In the second case, both circuits C 1 and C 2 pass though a vertex of e and we may suppose that C 1 contains u and C 2 contains v. In fact, if w denotes the interior vertex of σ closest to e (so that w ∈ S(e)), then C 1 = Σ(α 1 ) where α 1 is a joining arc from u to w, and C 2 = Σ(α 2 ) where α 2 is a joining arc from w to v. The Lemma now follows by induction on the length of Σ(α).
We shall now complete the proof of Lemma 25. We have an edge e which is common to minimal circuits Σ and Σ ′ . We suppose that e does not separate ∆ (i.e: that any two vertices in ∆ \ e can be joined by an edge path that does not pass through either endpoint of e). Take distinct vertices u, v ∈ S(e) such that u ∈ Σ and v ∈ Σ ′ . since e does not separate, there is a joining arc from u to v and, by the Sublemma, a sequence u = u 1 , .., u k , u k+1 = v of vertices in S(e), and minimal joining arcs α i from u i to u i+1 , for i = 1, .., k. Write Σ 1 = Σ, Σ i+1 = Σ(α i ), for i = 1, .., k − 1, and Σ k+1 = Σ ′ . Now, for each i = 1, .., k, Σ i ∩ Σ i+1 contains at least one edge e i which is adjacent to e and has the vertex u i as one of its endpoints. In particular e i = e.
Proof of Proposition 20. Suppose that Σ ∼ Σ ′ by a one step equivalence as described in Definition 7. Without loss of generality we may suppose that Σ ⊂ ∆. Then we have a sequence Σ = Σ 1 , .., Σ k+1 = Σ ′ of minimal circuits as in the definition where, by Lemma 23, we may suppose that all circuits Σ i lie in ∆. Considering, for simplicity, all circuits as circuits in ∆ we have that Σ, Σ ′ have an edge e in common while, for each i = 1, .., k, the circuits Σ i and Σ i+1 meet along an edge e i different from e. If Σ and Σ ′ were to lie in distinct chunks then it must be that the edge e separates ∆ into two pieces A and B containing Σ and Σ ′ respectively. But now, the fact that e i = e implies that Σ i ⊂ A if and only if Σ i+1 ⊂ A. But then both Σ and Σ ′ lie in A, a contradiction. Therefore Σ ≃ Σ ′ . Now suppose that Σ ≃ Σ ′ . Again we may suppose that both Σ and Σ ′ are minimal circuits of ∆. We may consider these as circuits of the graph ∆. Let ∆ 0 denote the chunk of ∆ which contains both Σ and Σ ′ . We shall apply Lemmas 24 and 25 directly to the graph ∆ 0 , observing that a simple circuit in ∆ 0 is minimal as a circuit in ∆ if and only if it is minimal in ∆ 0 .
Suppose firstly that Σ and Σ ′ share an edge e = {s, t} ∈ E(∆ 0 ). Since ∆ 0 has no separating edge, Lemma 25 gives a sequence of minimal circuits Σ = Σ 1 , Σ 2 , . . . , Σ n = Σ ′ such that each Σ i shares an edge e i with the next and e i is adjacent to but distinct from e. Suppose that e 1 ∩ e = {s}, and let k ≥ 2 be the smallest such that t ∈ Σ k . Then e i ∩ e = {s} for all i = 1, .., k − 1 and Σ k contains the path e k−1 , e, e k . It follows that Σ 1 ∼ Σ k in one step and, by a straightforward induction, we have that Σ ∼ Σ ′ .
If Σ and Σ ′ do not share a common edge then, since ∆ 0 has no separating vertex, Lemma 24 gives a sequence of minimal circuits Σ = Σ 1 , Σ 2 , . . . , Σ n = Σ ′ in ∆ 0 where each shares an edge with the next. But, by the preceding argument, this means that Σ i ∼ Σ i+1 for each i, and so Σ ∼ Σ ′ .
8 Chunk equivalence in the graph Θ W of fixed sets in D W .
We obtain results exactly analogous to those of the last two sections in the context of the action of the Coxeter group W = W (∆) on the Davis complex D W . Throughout this section we shall view D W as a subcomplex of D via the map induced by the Tits section. We note that D W is geodesically convex in D with respect to either the Moussong metric, or the cubical metric. We shall also write x for the image in W of any element x ∈ G, and i W : W → G for the Tits section.
For s ∈ V (∆) we set H s := F s ∩ D W . Then H s is the fixed set in D W of the standard reflection s, and may be thought of as a "hyperplane" in the Davis complex.
Definition. We define the following sets V W = { singletons {wV e } : w ∈ W , e ∈ E(∆)} , and
We define the graph Θ W to be the bipartite graph with vertex set V W ∪ F W and edges (V, H) whenever V ∈ V W , H ∈ F W and V ⊂ H.
The elements of V W are characterised as the fixed sets of the maximal finite subgroups of W , namely the conjugates of dihedral groups s, t = Stab(V e ) for all edges e = {s, t} ∈ E(∆)
Lemma 26. (i) Any isomorphism
We shall identify Θ W with its image in Θ under the map of part (ii) of the Lemma. Note that the fundamental subgraph ∆ lies inside Θ W , i.e: ∆ ⊂ Θ W ⊂ Θ.
Note also that any graph isomorphism Φ : Θ W → Θ ′ W will respect the family of circuits of Θ W which are minimal as circuits of Θ W . Proof. In Section 6, Proposition 14 was proved by showing that if a circuit Σ fails to lie in a fundamental region of Θ then it admits a short circuit. The only short circuits exhibited throughout the proof were realised by a chord of the polygon Σ, namely a geodesic segment joining two points in Σ (see the proof of Lemma 18, and the argument immediately following the proof of the first Claim). If we are given Σ a simple circuit in Θ W then, since D W is a geodesically convex subcomplex of D, we have that Σ is a polygon contained in D W and any chord of Σ also lies in D W . By inspection of the proof of Proposition 14 we see that if Σ fails to be minimal as a circuit of Θ then it admits a short-circuit by a path which lies wholly in Θ W , and hence fails to be minimal as a circuit of Θ W . The converse is obvious.
We may now define a natural equivalence relation ∼ W on the set of minimal circuits of Θ W exactly as per the definition of the natural equivalence ∼ defined in Section 7, but with reference only to circuits of Θ W . Clearly, this equivalence relation is respected by any isomorphism of Θ W . Let Σ, Σ ′ be minimal circuits of Θ W . Then it follows immediately from Lemma 23 that Σ ∼ W Σ ′ if and only if Σ ∼ Σ ′ (as circuits in Θ). Thus, by Proposition 20, we have that Σ ∼ W Σ ′ if and only they are chunk equivalent: Σ ≃ Σ ′ . The following is an immediate consequence of this statement and Lemma 26(i) above:
W which preserves the chunk equivalence relation. 9 Proof of Theorems 1, 2, and 4.
9.1 Proof of Theorem 1.
Let ∆, ∆ ′ ∈ G be CLTTF defining graphs, and write G = G(∆), G ′ = G(∆ ′ ). We shall also simply write Θ and Θ ′ for the corresponding fixed set graphs.
We suppose that we are given a group isomorphism ϕ : G → G ′ . Our approach will be to compose this isomorphism with known isomorphisms of types (2)-(4) (inversions, Dehn twist and inner automorphisms and edge twist isomorphisms) until it is reduced to a graph automorphism (type (1)).
By Proposition 12, the isomorphism ϕ naturally induces a graph isomorphism Φ : Θ → Θ ′ . We first note that Φ is in fact a VF-isomorphism, since maximal CNVA subgroups conjugate to s for s ∈ V (∆) are distinguished from those conjugate to z e for e ∈ E(∆) by the fact that the standard generators s are primitive elements of G, while z e is not (if e = {s, t} then z e = (st) k where k = lcm(m e , 2)/2).
For each e ∈ E(∆) we have that Φ(V e ) = g e V e ′ for some g e ∈ G ′ and e ′ ∈ E(∆ ′ ), and therefore (since Stab(V e ) = G(e), etc.) ϕ(G(e)) = g e G(e ′ )g −1 e . It follows immediately from the description of the Deligne complex that rank 2 vertices V e and V f lies in distinct orbits of the group action unless e = f , and therefore that the stabilizers G(e) and G(f ) are non-conjugate unless e = f . Therefore, setting ϕ(e) = e ′ gives a well-defined bijection ϕ : E(∆) → E(∆ ′ ). Moreover, since groups G(e) and G(e ′ ) (for any edges e and e ′ ) are non-isomorphic unless m e = m e ′ the bijection ϕ must be label preserving. (Note that all of these observations are heavily dependant on the fact that ϕ is an isomorphism, rather than an abstract commensurator).
We shall also need the following lemma.
Lemma 29. Let e = {s, t} ∈ E(∆), m e ≥ 3, and suppose that α ∈ Aut(G(e)) fixes the generator s. Then either α is an inner automorphism (by an element of s ) or m e is even and α differs by an inner automorphism (by an element of s ) from the automorphism µ e such that µ e (s) = s and µ e (t) = (sts) −1 .
Proof. This is an easy consequence of the computation of the automorphism group of a dihedral type Artin group (see [11] ).
Applying the inversion automorphisms:
We shall use the existence of the length homomorphism ℓ : G ′ → Z which maps s → 1 for each generator s ∈ V (∆ ′ ). For each e ∈ E(∆), we have ϕ( z e ) = g e z e ′ g −1 e . Also, since ℓ(z e ′ ) = 0, the element z e ′ is not conjugate to its inverse. Thus we have a well-defined function ν : E(∆) → {±1} such that ϕ(z e ) = g e z ν(e) e ′ g −1 e . If e = {s, t} where both s and t are CNVA then both ϕ(s) and ϕ(t) have absolute length 1 (since s and t are mapped to generators of maximal CNVA subgroups). Since ϕ respects the relation (st) k = z e (k = lcm(m e , 2)/2), we must therefore have ℓ(ϕ(s)) = ℓ(ϕ(t)) = ν(e). This argument applies to every edge of ∆ with the exception of the even labelled terminal edges, where the terminal generator does not generate a CNVA subgroup. By connectedness of ∆ it follows that ν is constant on the set E(∆) \ { even labelled terminal edges }. By precomposing ϕ with leaf inversions and a global inversion, as necessary, we may now suppose that ν(e) = 1 for all e ∈ E(∆). Moreover, we also have that ℓ(ϕ(s)) = 1 for every CNVA generator (i.e: every vertex s ∈ V (∆) which is not the terminal vertex of an even labelled terminal edge). It follows, by Lemma 29 above, that, for each e = {s, t} ∈ E(∆), we may choose some g e ∈ G ′ and e ′ = {s ′ , t ′ } ∈ E(∆ ′ ) such that the restriction of ϕ to G(e) is simply given by ϕ(s) = g e s ′ g −1 e and ϕ(t) = g e t ′ g −1 e .
Chunk invariance: We now use the fact that Φ : Θ → Θ ′ maps nontrivial chunks to nontrivial chunks (Proposition 20). Thus, for each chunk A of ∆, there exists a chunk A ′ of ∆ ′ , a labelled graph isomorphism τ A : A → A ′ , and an element g A ∈ G ′ such that the restriction ϕ A of ϕ to the chunk A is given by
(where g A denotes conjugation by g A and, by abuse of notation, τ A denotes the group isomorphism induced by the graph isomorphism τ A ). Note that the mapping A → A ′ defines a bijection between the chunks of ∆ and those of ∆ ′ .
Applying edge twists and Dehn twists: Let B denote any connected subgraph of ∆ which is a union of chunks. We shall show, by induction on the number of chunks in B, that we may suppose (by composing with isomorphisms of type (3) and (4)) that the restriction ϕ B of ϕ to G(B) is induced by a labelled graph isomorphism τ B : B → B ′ , for some connected subgraph B ′ of ∆ ′ (which is also necessarily a union of blocks of ∆ ′ ). In the case where B = ∆ we have ∆ = ∆ ′ and ϕ = τ B a graph automorphism of G(∆), completing the proof of Theorem 1. If we take B to be any single chunk then clearly, up to an inner automorphism of G ′ , we may suppose that g B = 1 and ϕ B = τ B .
Suppose now that the statement is already proven for some subgraph B = ∆, and that A is a chunk of ∆ which does not lie in B but which intersects B nontrivially. We shall prove the statement for A ∪ B. There are two cases to consider:
Suppose firstly that A and B intersect along an edge e = {s, t}. Then ϕ A = g A •τ A and ϕ B = τ B agree on the subgroup G(e). In particular τ A (e) = τ B (e) = e ′ = {s ′ , t ′ }, and g A ({s ′ , t ′ }) = {s ′ , t ′ }. It follows that g A lies in G(e ′ ) (since a subgroup whose fixed set contains a single point is equal to its normalizer). More precisely g A lies in the quasi-centre x e ′ of G(e ′ ). By composing with a sequence of edge twist isomorphisms we may now suppose that g A = 1, and consequently that τ A and τ B agree on e (i.e: τ A (s) = τ B (s) = s ′ etc..). But then ϕ A∪B is induced from a labelled graph isomorphism, as required. (Note that each of the above edge twists will change ∆ ′ by a twist equivalence. However, they will compose to give a genuine Dehn twist in the case where the given g A is central in G(e ′ )). Now suppose that A ∩ B = {s}, for some s ∈ V (∆). Write s ′ , t ′ for the elements of V (∆ ′ ) such that τ A (s) = s ′ and τ B (s) = t ′ . Since g A τ A (s) = τ B (s) we have that g A s ′ g −1 A = t ′ . We may now find a simple edge path γ from s ′ to t ′ which consists of only odd label edges. (If not s ′ and t ′ would map to distinct cyclic factors of the abelianisation of G ′ and hence could not be conjugate in G ′ ).
Since ϕ : E(∆) → E(∆) is a bijection, and A has no edge in common with the chunks of B, we observe that A ′ = τ A (A) has no edge in common with the chunks of B ′ . Thus, the path γ must pass through at least one vertex v ′ ∈ V (∆ ′ ) which separates A ′ from B ′ . More precisely we may write
where A ′ ⊂ ∆ ′ 1 and B ′ ⊂ ∆ ′ 2 . Now, by applying a sequence of edge twist isomorphisms to G ′ (along the edges of the subpath of γ from v ′ to t ′ in ∆ ′ 2 ), we may modify ∆ ′ to the graph
By a similar sequence of edge twists (along the reverse subpath of γ from v ′ back to s ′ ), we may now further modify this graph to the graph
After these modifications of the isomorphism ϕ :
But that is to say that g A ∈ C G ′ ( s ′ ), and so, by applying Dehn twist automorphism to G ′ , we may suppose that g A = 1. That is, the restriction of ϕ to G(A ∪ B) is simply induced by a labelled graph isomorphism, as required.
Proof of Theorem 2.
The nontrivial content of Theorem 2 is contained in the statement that ker(π, ∆) = Pure(∆) ⋊ Inv(∆). To prove this we simply repeat the proof of Theorem 1 above with the added assumption that ∆ ′ = ∆ and the map ϕ induced on edges is the identity. One observes that only inverions and Dehn twist isomorphisms are needed to complete the proof, and the statement of Theorem 2 follows.
Proof of Theorem 4.
To establish Theorem 4 it suffices to repeat once again the arguments of Theorems 1 and 2, replacing the isomorphism ϕ : G → G ′ with an isomorphism φ : W → W ′ between the corresponding Coxeter groups, and using Proposition 28 in the place of Propositions 12 and 20. We also make the following observations:
• The fact that φ induces a well defined bijection φ : E(∆) → E(∆) follows by consideration of the action on the Davis complex, and the fact that φ respects the labelling follows from the fact that W (e) is a dihedral group of order 2m e , so distinguished up to isomorphism by the label m e .
• The consideration of inversion automorphisms does not appear in the Coxeter group situation, but is replaced with a consideration of dihedral twist automorphisms. In place of Lemma 29 we make the following observations. Let e = {s, t} ∈ E(∆) and m = m e ≥ 3. Then the dihedral group W (e) ∼ = D 2m has presentation t, ρ|t 2 = ρ m = (ρt) 2 = 1 , where ρ = st. The cyclic subgroup generated by ρ is characteristic. So any automorphism of W (e) which fixes the generator t is given by t → t and ρ → ρ k where k represents a unit of the ring Z/mZ. Equivalently t → t and s → (st) r s(st) −r where 2r+1 ≡ k(m). Thus, after modification of φ by a sequence of dihedral twist automorphisms we may suppose that, for every e = {s, t} ∈ E(∆), there exist an edge e ′ = {s ′ , t ′ } ∈ E(∆ ′ ) and an element w e ∈ W ′ such that the restriction of φ to W (e) is given by φ(s) = w e s ′ w e and φ(t) = w e t ′ w e .
In order to arrive finally at a proof of Theorem 3 we need to pursue a little further our study of the graph Θ so as to establish a rigidity property which is closely associated with the structure of links of rank 2 vertices in the Deligne complex. We suppose throughout this section that ∆ is a CLTTF defining graph and Θ the associated graph of fixed sets in the Deligne complex D.
Let such that X = β(X).fund(X), for each nontrivial chunk X in Θ.
Fix V ∈ V and let X be a non-trivial chunk of Θ containing V . By an orientation of X we mean a choice of vertex F ∈ X adjacent to V (necessarily, F ∈ F). We write X = (X, V, F ) for the oriented chunk based at V with orientation given by F . Note that there are always exactly two choices of orientation for a chunk X based at V . Namely, writing V = β(X)V e for some edge e = {s, t} ∈ E(∆), we have orientations given by β(X)F s and β(X)F t . We shall denote by −X the chunk X with the opposite orientation. Given an oriented chunk X = (X, V, F ) we define the set N (X) = {U ∈ V : U ∈ X , U = V and U is adjacent to F } .
Note that N (X) and N (−X) are disjoint nonempty sets. We would like to think of these sets as representing the endpoints of an edge associated to the unoriented chunk X based at V .
Definition (The link graph L(V, Θ)). For each V ∈ V we define the (unoriented) graph L(V, Θ) to be the graph with vertex set N V = {N (X) : X is an oriented chunk based at V } , and with an edge for each unordered pair {N (X), N (−X)}. Thus, there is exactly one edge for each (unoriented) nontrivial chunk X containing V . Note also that, in general, L(V, Θ) is not necessarily connected and may be empty.
Note that the graph L(V, Θ) depends up to isomorphism only on the choice of V and the structure of the graph Θ. Thus, given CLTTF defining graphs ∆, ∆ ′ and setting Θ = Θ(∆) and
Observe also that the action of Stab(V ) on Θ naturally induces an action on L(V, Θ). The structure of the graph L(V, Θ) is completely described by the following Lemma: Lemma 30. Let X i = (X i , V, F i ) denote oriented chunks based at V , for i = 1, 2. Then the following are equivalent:
(3) writing F 1 = β(X 1 )F s for some s ∈ V (∆), we have X 2 = gX 1 for some g ∈ β(X 1 ) s β(X 1 ) −1 .
Proof. Clearly (1) =⇒ (2), and (3) =⇒ (1) because any element of the cyclic group β(X 1 ) s β(X 1 ) −1 fixes every vertex adjacent to F 1 in Θ. We shall show (2) =⇒ (3). Suppose U ∈ N (X 1 ) ∩ N (X 2 ). Then F 1 = F 2 and X 1 and X 2 share the path (V, F 1 , U ). Observe also that this path lies in some basic circuit Σ i ∈ X i , for each i = 1, 2, since F 1 cannot separate either nontrivial chunk. Statement (3) now follows immediately from Lemma 21(ii).
Let A denote a non-trivial chunk of ∆ which contains the edge e, and suppose that V = gV e for some g ∈ G (the edge e being thus determined by V ). We shall write L A (V, Θ) for the subgraph of L(V, Θ) consisting of those edges associated to nontrivial chunks X for which fund(X) = A. Proof. This Proposition follows by comparing Lemma 30 above with the description of Lk(V, D) which is given immediately below. The isomorphism L A (V, Θ) → Lk(V, D) is canonical in the sense that the edge associated to a nontrivial chunk X is mapped to the edge of Lk(V, D) associated to the translate β(X)K of the fundamental region K. In particular, the isomorphism is Stab(V )-equivariant.
We now describe the link Lk(V, D) of a generic rank 2 vertex V of the Deligne complex D. It suffices to suppose that V = V e for some edge e = {s, t} ∈ E(∆), so that, writing m = m e , Stab(V ) = G(e) = s, t | prod(s, t; m) = prod(t, s; m) .
We shall write G(m) to denote the above group, and L to denote the link Lk(V, D). A fundamental region of the action of G(m) on the graph L consists of an edge E with endpoints which we shall denote S and T . We have Stab G(m) (S) = s , Stab G(m) (T ) = t and Stab G(m) (E) = 1. Consequently, L may be described abstractly as the graph with vertex set
where we set (g, R) ∼ (h, R ′ ) if R ′ = R and g −1 h ∈ Stab G(m) (R), and edge set
The action of G(m) is such that g(h, R) = (gh, R), and we may more simply write gE = {gS, gT } for an arbitrary edge of L. Note, for example, that Stab G(m) (gS) = g s g −1 .
We view G(m) as the quotient of the free product s * t by the single relation shown in the above presentation, and we make the following observation. Locally geodesic circuits in L which pass through the fundamental edge E correspond bijectively to cyclically reduced expressions over s * t for the identity in G(m), i.e. expressions w = a 1 a 2 . . . a n where the a i belong alternately to s \ {1} and t \ {1} (a 1 and a n belonging to distinct subgroups), and w represents the identity in G(m). To be precise, the cyclically reduced expression w = a 1 a 2 . . . a n of length n corresponds to the circuit W = (E, a 1 E, a 1 a 2 E, . . . , a 1 ..a n−1 E, wE = E) of the same length. Note, also, that any circuit in L may be translated by a graph automorphism (action by an element of G(m)) to a circuit passing through E. Proof. Recall that G(m) acts by isometries on a regular m-valent tree T in such a way that the generators s and t are each hyperbolic on T , the stabilizer of the midpoint of any edge is conjugate to x where x = sts... of length m, and the kernel of the action is the centre of G(m), generated by the element x if m is even and x 2 if m is odd. The tree may be embedded in the plane R 2 (and the action extended non-isometrically) in such a way that the axis for each generator s and t (and each of their conjugates) bounds a connected component of R 2 \ T . Moreover, the action is such that the axes for s and t in T intersect along a single edge A, but are oriented in opposite directions aong this edge. We let M denote the graph dual to T in the plane. Observe that there is a natural G(m)-equivariant map p : L → M which sends the edge E to the edge of M dual to A, and vertices S and T to the vertices of M lying in the regions bounded by the axes for s and t respectively. This map p is in fact a covering projection. We also observe that any simple closed path ρ in M which starts at a vertex and runs exactly once around the boundary of a single region R of R 2 \ M (thus a path of length m) always lifts to a path in L of the form g(E, sE, stE, stsE, .., αE) for g ∈ G and α = prod(s, t; m − 1), or of similar form using the word β = prod(s, t; m − 1) or one of α −1 or β −1 in place of α. In fact, by choice of orientation of R 2 , we may suppose that the lift of ρ is associated with a positive word (α or β) if and only if ρ runs around R in a clockwise direction. Note that any two distinct regions of R 2 \ M are adjacent along at most one edge of M . Now consider a simple circuit W in the graph L, corrsponding to a reduced word w in s and t. This circuit necessarily projects to a locally geodesic path W in M . Some subpath of W gives a simple closed path in M and must therefore surround at least one region of R 2 \ M and so has length at least m, and exactly m only if it surrounds a single region. It follows from the observation made above regarding orientations that any simple circuit in M is associated with a purely positive or purely negative reduced expression over s * t according to whether the path is oriented clockwise or not. Thus, we may suppose that, without loss of generality, the expression w contains as a subexpression either α or β. Up to a cycle of w, we may further suppose that w = αw ′ or βw ′ for some shorter expression w ′ , and that W = ρW ′ .
Since any word representing the identity in G(m) must have zero signed length, we now deduce that W ′ must contain a further closed subpath ρ ′ whose orientation is anticlockwise. We now
and that if equality holds then W = ρρ ′ corresponds precisely to one of the words listed in the statement of the Lemma.
Consider now the circuits of minimal length 2m in L which pass through the fundamental edge E. We observe that the edge pair (E, sE) appears in infinitely many minimal length circuits, while (E, s k E), with |k| > 1, appears in at most one or two minimal length circuits (depending on whether m is odd or even). This implies that the natural total order on the set {s n E : n ∈ Z} (coming from the natural ordering of the integers) is determined up to a reversal of order by graph theoretic information. Proof. By the preceding remarks, and by composing τ with an "inversion" automorphism if necessary, we may suppose that τ is the identity on the neighbourhood of S (i.e: the union of edges s k E for k ∈ Z). Also, τ (tE) = tE or t −1 E. Note also that, since the canonical cyclic ordering on any vertex of Lk(p, D) is respected (up to reversal) by any graph automorphism, the family of minimal length circuits associated to words of total word length 2m (n = ±1 in Lemma 32) is respected by τ . These are the circuits associated to the following cyclic words and their inverses However, we observe that, in each of these cyclic words, the word st −1 (or its inverse) appears exactly once as a subword, while the word st (or its inverse) appears a total of m − 1 times. Since m ≥ 3, the paths (sE, E, tE) and (sE, E, t −1 E) are thus differentiated by the number if minimal length circuits of this type which contain them. Therefore τ (tE) = tE and in fact τ must fix the whole neighbourhood of T . Since a similar argument may be applied at each edge of Lk(p, D), and the graph is connected, it now follows that τ is the identity on the whole graph.
Propositions 31 and 33 together give the "rigidity in the neighbourhood of a vertex" property that will be needed in the following Section to complete the proof of Theorem 3.
Proof of Theorem 3.
Throughout this section we suppose that ∆, ∆ ′ denote CLTTF defining graphs. For simplicity we shall write G = G(∆), G ′ = G(∆ ′ ), and Θ, Θ ′ for the associated fixed set graphs respectively.
Proposition 34. If the defining graph ∆ is not a tree (i.e. ∆ contains at least one simple circuit) then any graph isomorphism Θ → Θ ′ is a VF-isomorphism.
Proof. Let Φ : Θ → Θ ′ be a graph isomorphism. Recall that Θ and Θ ′ are connected bi-partite graphs. If Φ is not a VF-isomorphism then we may suppose that Φ(F) = V ′ and Φ(V) = F ′ . Since ∆ is not a tree, we may choose some V ∈ V which lies in a nontrivial chunk of Θ (so that L(V, Θ) = ∅). Note that L(V, Θ) contains many simple closed circuits (cf. Proposition 31 and Lemma 32). Let X 1 , X 2 , . . . , X n denote a sequence of nontrivial chunks in Θ which represents a simple closed edge path in L(V, Θ) (each X i contains V ). The image Φ(X i ), i = 1, .., n, of this sequence is a sequence of nontrivial chunks of Θ ′ all of which contain the vertex Φ(V ) ∈ F ′ . By an application of Lemma 21(iii), the conditions controlling adjacency of edges in L(V, Θ) (see Section 10, Lemma 30) translate under Φ to the following condition: for each i = 1, .., n, there exists e i ∈ E(∆ ′ ) such that
for some nonzero m i ∈ Z .
Moreover, we must have e i = e i+1 , for all i. (Here indices are taken mod n). But then we have that 
where Inn(G) ∼ = G, ǫ denotes the global inversion (s → s −1 for all s ∈ V (∆)), and Aut(∆) denotes the group of automorphisms induced by label preserving automorphisms of ∆.
Proof. (i) The condition that the CLTTF defining graph ∆ has no separating edge or vertex simply means that ∆ is itself a chunk of Θ (the unique fundamental chunk in this case). In particular, ∆ is not a tree and Proposition 34 applies. Let ϕ ∈ Comm(G(∆), G(∆ ′ )). By Proposition 34 and Proposition 12, ϕ induces a VF-isomorphism Φ : Θ → Θ ′ which, by Proposition 20, maps nontrivial chunks of Θ to nontrivial chunks of Θ ′ . But then, up to modification of ϕ by an inner automorphism, we may suppose that A := Φ( ∆) is a nontrivial chunk of ∆ ′ . Thus ∆ is isomorphic to a subgraph of ∆ ′ . Moreover, the isomorphism respects labels because the label m e is determined by the structure of the link graph L(V e , Θ). Namely, the shortest simple closed path in L(V e , Θ) has length 2m e (cf. Lemma 32 and Proposition 31).
Recall that the Deligne complex D (of type ∆) may be described as the universal cover of a complex of groups structure over the fundamental region K. We write D ′ and K ′ for the Deligne complex of type ∆ ′ and its fundamental region. There is a naturally defined subcomplex K A ⊂ K ′ associated to the fundamental chunk A (which is spanned by those vertices corresponding to special parabolic subgroups lying in G(A)), and we define the following subcomplex of D ′ :
Clearly, D A is an isometric copy of the Deligne complex associated to G(A) sitting inside D. We claim that the map Φ : Θ → Θ ′ induces an isometry D → D A .
The fact that Φ maps chunks of Θ to nontrivial chunks of Θ ′ means that there is a naturally induced family of isomorphisms gK → φ(g)K B(g) for each g ∈ G(∆) .
where φ : G(∆) → G(∆ ′ ) and B : G(∆) → Chk(∆ ′ ) are simply functions. By the discussion in the opening paragraph, We have that φ(1) = 1, B(1) = A, and the map K → K A is induced by a label isomorphism between the graphs ∆ and A.
Let e ∈ E(∆), and e ′ its image in A. Then the VF-isomorphism Φ must induce an isomorphism L(V e , Θ) ∼ = L(V e ′ , Θ ′ ). By Proposition 31, we have a naturally induced isomorphism Lk(V e , D) ∼ = Lk(V e ′ , D ′ ). In particular, the function φ restricts to an isomorphism G(e) → G(e ′ ) < G(A) and B(g) = A for all g ∈ G(e). Thus we have a naturally well-defined isometric embedding of the neighbourhood of a rank 2 vertex of D into D A . Applying the same argument at every rank 2 vertex of D and using the fact that D is connected we obtain a map Φ D : D → D A which is locally isometric, so globally isometric since D is CAT(0). The isomorphism Φ D is natural in the sense that if H < G is the domain of ϕ, then Stab ϕ(H) (Φ D (p)) = ϕ(Stab H (p)) for all vertices p ∈ D.
It follows from the above argument that the image of the abstract commensurator ϕ is a finite index subgroup of G(A). However, since G(A) is infinite index in G(∆ ′ ) unless A = ∆ ′ , statement (i) of the Theorem now follows.
(ii) We suppose that ∆ ′ = ∆, and that we are given an abstract commensurator ϕ ∈ Comm(G). As in the proof of part (i), we may suppose, up to modification of ϕ by an inner automorphism and a graph automorphism of G, that ϕ naturally induces an isometry Φ D of D which is the identity on the fundamental region K. Moreover, by Lemma 33, Φ D induces either the identity or the "inversion" automorphism on the link of each rank 2 vertex in K. Fixing e ∈ E(∆), we may suppose, up to modification of ϕ by a global inversion if necessary, that Φ D induces the identity on Lk(V e , D), and hence restricts to the identity on a small open neighbourhood of V e in D.
We now use the hypothesis that ∆ satisfies the vertex rigidity condition (VR) to show that Φ D is the identity on the whole of D. On the one hand, if Φ D is the identity on a small open neighbourhood of any rank 2 vertex p of D then by (VR) it is the identity on every translate of K adjacent to this vertex. On the other hand, this implies (by Lemma 33) that Φ D induces the identity on the link of every rank 2 vertex q at a distance 2 from p (since the map is determined on at least two, in fact infinitely many, adjacent edges of the link graph). But then, Φ D is the identity on the neighbourhood of each rank 2 vertex q adjacent to p. By connectedness of D, the map Φ D is now the identity on the neighbourhood of every rank 2 vertex, and so the identity globally.
Finally, if Φ D is the identity then ϕ must also be the identity (since for each h ∈ H, Φ D (hK) = ϕ(h)K). This completes the proof of statement (ii).
Some examples of abstract commensurators
We conclude by giving some examples of abstract commensurators which illustrate the situations one might need to consider in order to extend Theorem 3. We begin with the necessity of the (VR) hypothesis in part (ii) of the Theorem.
Example. Let ∆ be the CLTTF defining graph shown in Figure 2 (i). Note that ∆ has no separating edge or vertex, but does not satisfy the vertex rigidity condition (VR). The standard generators of G(∆) are labelled u, v, x, y, z as shown in the Figure. Let X denote the presentation 2-complex of the standard presentation of G = G(∆) given in the introduction. Thus X has a single vertex, an oriented labelled 1-cell for each of the generators, and a 2-cell corresponding to each relator in the presentation, and π 1 (X) = G.
(ii) The labelled graph L shown in Figure 2 (ii) is a recipe for building a finite index cover X of X, and so represents a finite index subgroup of G, in the following manner. Let the vertices of X be in bijection with the vertices of L. For each edge (P, Q) in L labelled with a generator w of G there are two oriented 1-cells between P and Q in X, each labelled w, one oriented from P to Q, and the other in the opposite sense. At each vertex P , X has an oriented 1-cell (a loop from P back to P ) labelled u, and another labelled v. This defines the 1-skeleton of X. Note that the labelling and orientation define a 6-fold covering map X (1) → X (1) . We now define the 2-cells of X in the unique way that will enable us to extend this covering map to a 6-fold covering map X → X. Note that this is possible to do because of the fact that every edge label in ∆ is even.
Let H = π 1 ( X) denote the index 6 subgroup of G associated with this covering map just described. It is clear that any automorphism of the underlying graph of L will induce an automorphism of H. Let ϕ : H → H denote the automorphism induced by the graph automorphism which exchanges the vertices of L labelled A and B in the figure, and leaves all other vertices fixed.
We observe that ϕ is not induced by any automorphism of G. To see this, we note that x 2 , y 2 , z 2 , u and v are all elements of H and ϕ exchanges y 2 and z 2 while fixing x 2 , u, and v. Therefore the only candidate for an element of Aut(G) which induces ϕ would be the graph automorphism τ which exchanges generators y and z, leaving all other generators fixed. However ϕ also fixes the element xz 2 x −1 while τ (xz 2 x −1 ) = xy 2 x −1 . Thus ϕ and τ are inequivalent as elements of Comm(G).
We state the next example in the form of a lemma:
Lemma 36. Let ∆, ∆ ′ denote Artin defining graphs. Suppose that e = {s, t} ∈ E(∆) is a "cut edge" of ∆ (i.e: the unique edge which separates s and t). In other words e is itself a (trivial) chunk of ∆. Suppose moreover that ∆ and ∆ ′ differ only in the label on the edge e, but that this label is at least 3 in each case. Then the Artin groups G(∆) and G(∆ ′ ) are abstractly commensurable.
Proof. If A ⊂ ∆ is any full subgraph, and n ≥ 1, then we write H(A; n) for the index n subgroup of G(A) which is the kernel of the mod n length function (the group of elements x such that ℓ(x) ≡ 0 mod n).
Let e = {s, t} be an edge with label m e ≥ 3 and consider the group G(e), and let k = lcm(m e , 2). Let n be any positive multiple of k. Then, since the order of every torsion element of G(e)/Z divides k, it follows that H(e; n) ∼ = F × Z where F is a finitely generated nonabelian free group (nonabelian since m e ≥ 3). Moreover, up to isomorphism of H(e; n), we may suppose that the subgroups H(s; n) = H(e; n) ∩ s = s n and H(t; n) = H(e; n) ∩ t = t n are free factors of the direct factor F . That is H(e; n) = (F ′ ⋆ s n ⋆ t n ) × Z. Since all finite rank free groups are abstractly commensurable we may suppose, up to an abstract commensurator which fixes the subgroups s n and t n , that the rank of F ′ is any given integer. It follows that, if e i = {s i , t i } are edges, for i = 1, 2, with labels m i ≥ 3 respectively, then G(e 1 ) and G(e 2 ) are abstractly commensurable by a commensurator which maps s n 1 → s n 2 and t n 1 → t n 2 , for sufficiently large n (we may take n = k 1 k 2 where k i = lcm(m i , 2)). Now suppose that e = {s, t} is a cut edge of the defining graph ∆, and write ∆ = ∆ 1 ∪ s e ∪ t ∆ 2 . Then G(∆) is an amalgmated product G(∆) = G(∆ 1 ) ⋆ s G(e) ⋆ t G(∆ 2 ) .
We consider two choices of the edge label m e , writing ∆, ∆ ′ for the two defining graphs thus obtained, and k, k ′ for the corresponding values of lcm(m e , 2). Let n = kk ′ . Then the subgroup H(∆; n) is written as an amalgamated product as follows H(∆; n) = H(∆ 1 ; n) ⋆ s n H(e; n) ⋆ t n H(∆ 2 ; n) .
It follows from the remarks in the previous paragraph that H(∆; n) and H(∆ ′ ; n) are abstractly commensurable. Thus G(∆) and G(∆ ′ ) are abstractly commensurable.
It would be interesting to give a classification of all CLTTF Artin groups up to abstract commensurability. Theorem 3 gives a partial result in this direction. The above Lemma shows that, in order to give a complete treatment of the question, it suffices to consider only those CLTTF defining graphs where every cut edge (equivalently, every edge that does not lie in a circuit) is labelled 3. Moreover, by applying twist isomorphisms we may further restrict our attention to the case where every such edge contains a terminal vertex. The following example suggests that even amongst these defining graphs there may be many non-obvious commensurations.
Lemma 37. Let ∆ denote an arbitrary defining graph, and let s ∈ V (∆). Let (∆ i , s i ) denote a label isomorphic copy of (∆, s), for each i ∈ N, and let E denote the graph consisting of a single edge E = {s 0 , t} with label m E = 3. For n ∈ N we write ∆ (n) for the union of the labelled graphs E, ∆ 1 , . . . , ∆ n with the vertices s 0 , s 1 , .., s n identified to a single vertex s.
Then the Artin groups G(∆ (n) ) and G(∆ (m) ) are abstractly commensurable for all m, n ≥ 1.
