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In this paper, we establish the existence and uniqueness of weak solutions for the initial-
boundary value problem of a class of generalized nonlinear parabolic partial differential
equations, which are related to the Malik–Perona model in image analysis.
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1. Introduction





(|∇u|2)∇u)= 0 in Ω × (0, T ],
∂u
∂n
= 0 on ∂Ω × (0, T ],
u(x,0) = u0(x) in Ω,
(1.1)
where Ω is an image domain in R2 and c(s) > 0. This model is well known and has been widely used to denoise and
segment images. The equation in (1.1) can be written as
ut = c
(|∇u|2)uT T + b(|∇u|2)uNN (1.2)
with b(s) = c(s) + 2sc′(s). Thus, the right-hand side of Eq. (1.2) may be interpreted as a sum of a diffusion uT T in the
tangent (T) direction plus a diffusion uNN in the normal (N= ∇u|∇u| ) direction.








with Φ(s) = s log(1+ β(s)) (s 0), β(s) is a polynomial with the following form:
β(s) = β1s + β2s2 + · · · + βr sr, for some integer r  1, and β1 > 0, βr > 0, β j  0 (1 < j < r).
We investigated the existence and uniqueness of weak solution of the problem.
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= 0 in Ω × (0, T ],
∂u
∂n
= 0 on ∂Ω × (0, T ],
u(x,0) = u0(x) in Ω.
(1.3)
Where Φ(s) (s 0) is a strictly increasing, convex, C2-function, and it has the following properties:






















(iii) There exists μ1,μ2,μ3 > 0, such that the following inequalities hold:
Φ ′(s)eΦ ′(s)/μ1 μ2
(
Φ(s) + 1) for s 0, (1.6)
tΦ ′(s)μ3Φ ′(s)eΦ
′(s)/μ1 + Φ(t) for s, t  0. (1.7)
By (1.4), it easily gets
Φ(s) sΦ ′(s) for s 0. (1.8)
Moreover using (1.6) and (1.7), we know that there exists C > 0 such that
tΦ ′(s) C
(
Φ(s) + Φ(t) + 1) for s, t  0. (1.9)
This generalization comes from a motivation based on the modelling [2] and recent investigations in image processing [1].
In this paper, we will use the space LΦ(Ω) as a replacement of the usual space L1(Ω), i.e.
u ∈ LΦ(Ω) ⇐⇒
{
u : Ω →R ∣∣Φ(|u|) ∈ L1(Ω)}.
We also assume the initial value
u0 ∈ L2(Ω). (1.10)
Denote the cylinder Q ≡ Ω × (0, T ]. First, we deﬁne weak solutions of problem (1.3).
Deﬁnition 1.1. A function u : Ω × [0, T ] →R is a weak solution of problem (1.3) if the following conditions are satisﬁed:
(i) u ∈ C([0, T ]; L2(Ω)) ∩ L1(0, T ,W 1,1(Ω)) with ∇u ∈ LΦ(Q );
















−uϕt + Φ ′
(|∇u|) ∇u|∇u| · ∇ϕ
]
dxdτ = 0. (1.12)
Now we state our main theorem.
Theorem 1.2. Under assumption (1.10), the initial-boundary value problem (1.3) admits a unique weak solution.
2. Lemmas






· (ξ1 − ξ0) 0. (2.1)
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Lemma 2.2. Suppose that φ : [0,+∞) → [0,+∞) is an increasing, convex function. Then φ(|ξ |) is a convex function with respect to
ξ ∈RN .
Proof. For every pair of ξ1, ξ2 ∈RN and every θ ∈ [0,1], we have
φ
(∣∣θξ1 + (1− θ)ξ2∣∣) φ(θ |ξ1| + (1− θ)|ξ2|) θφ(|ξ1|)+ (1− θ)φ(|ξ2|).
This completes the proof. 
Lemma 2.3 (The biting lemma). Let D ⊂ RN be measurable with ﬁnite Lebesgue measure |D| and suppose that { f j} is a bounded
sequence in L1(D;RN ). Then there exist a subsequence { f v} ⊂ { f j}, a function f ∈ L1(D,RN ) and a decreasing family of measurable
sets Ek such that |Ek| → 0 as k → ∞ and for any k,
f v ⇀ f weakly in L
1(D \ Ek;RN) as v → ∞.
Proof. See [3]. 
Lemma 2.4. Let D ⊂RN be a measurable with ﬁnite Lebesgue measure |D| and suppose that { f j} ⊂ L1(D;RN ) satisﬁes that∫
D
Φ
(| f j|)dx C, (2.2)
where C is a positive constant. Then there exists a subsequence { f v} ⊂ { f j}, a function f ∈ L1(D;RN ) such that
f v ⇀ f weakly in L




(| f |)dx C .
Proof. By (1.5), we know that lims→∞ Φ(s)s = ∞. Then there exists s0 > 0, such that for s > s0,
Φ(s)
s
 1, i.e., sΦ(s).
Hence∫
D
| f j|dx =
∫
D∩{| f j |s0}
| f j|dx+
∫












By (2.2), we know that { f j} is a bounded sequence in L1(D;RN ). Thanks to Lemma 2.3, we can ﬁnd a subsequence { f v } ⊂
{ f j}, a function f ∈ L1(D;RN ) and a decreasing family of measurable sets Ek such that |Ek| → 0 as k → ∞ and for any k,
f v ⇀ f weakly in L
1(D \ Ek;RN) as v → ∞. (2.3)
For every ϕ ∈ L∞(D;RN ), we write∫
D
( f v − f ) · ϕ dx =
∫
D\Ek
( f v − f ) · ϕ dx+
∫
Ek
f v · ϕ dx−
∫
Ek
f · ϕ dx









f v · ϕ dx
∣∣∣∣+ ‖ϕ‖L∞(D)
∫
| f |dx.D Ek Ek
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Φ(s)
s




f v · ϕ dx
∣∣∣∣ ‖ϕ‖L∞(D)
( ∫
Ek∩{| f v |>sM }
| f v |dx+
∫
Ek∩{| f v |sM }




Ek∩{| f v |>sM }











































( f v − f ) · ϕ dx
∣∣∣∣ ‖ϕ‖L∞(D) CM .






( f v − f ) · ϕ dx
∣∣∣∣= 0.
This shows that
f v ⇀ f weakly in L
1(D;RN) as v → ∞.
By assumption, Φ(s) (s  0) is an increasing, convex function. Thanks to Lemma 2.2, we know that Φ(|ξ |) is a convex
function with respect to ξ ∈RN . Hence, we have
Φ
(| f v |)− Φ(| f |)∇ξΦ(| f |) · ( f v − f ),
i.e.
Φ
(| f |)Φ(| f v |)+ ∇ξΦ(| f |) · ( f − f v).
Integrating the above inequality over the set D ∩ {| f | M} with M > 0, we have∫
D∩{| f |M}
Φ
(| f |)dx ∫
D∩{| f |M}
Φ













(| f |)χ{| f |M} · ( f − f v)dx.
Note that
∇ξΦ
(| f |)= (Φ ′(|ξ |)ξ1|ξ | , Φ
′(|ξ |)ξ2






where ξ = (ξ1, ξ2, . . . , ξN ). Using |D| < ∞ and Φ(s) is increasing, we get
∇ξΦ
(| f |)χ{| f |M} ∈ L∞(D,RN).
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D∩{| f |M}
Φ





(| f v |)dx C .
Then passing to limits as M → ∞, we obtain∫
D
Φ
(| f |)dx C .
This completes the proof of the lemma. 
3. Existence and uniqueness
Before proving Theorem 1.2, we ﬁrst study the existence and uniqueness of weak solutions of the following auxiliary









= 0 in Ω,
∂u
∂n
= 0 on ∂Ω.
(3.1)

















(|∇u|) ∇u|∇u| · ∇ϕ dx = 0. (3.3)
Now we state the following theorem.
Theorem 3.2. Assume that u0 ∈ L2(Ω). Then there exists a unique weak solution for problem (3.1).

















and the functional J is









Let u0,Ω = 1|Ω|
∫
Ω
u0 dx. Note that u0,Ω ∈ V and
0 inf





(u0 − u0,Ω)2 dx. (3.5)
Then we can ﬁnd a minimizing sequence {vm} such that J (vm) J (u0,Ω) + 1 and
lim
m→∞ J (vm) = infv∈V J (v).
Since
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Ω
Φ





























By Lemma 2.4 and the weak compactness of bounded set in reﬂexive Banach space, we can ﬁnd a subsequence {vmi } of{vm} and a function u1 ∈ L2(Ω) ∩ W 1,1(Ω) such that
vmi ⇀ u1 weakly in L
2(Ω),
∇vmi ⇀ ∇u1 weakly in L1(Ω).
Thus, we have∫
Ω
























This leads to u1 ∈ V and
J (u1) lim
i→∞
J (vmi ) = infv∈V J (v).
The above inequality shows that u1 is a minimizer of the functional J (u) in V , i.e.,
J (u1) = inf
v∈V J (v).
Now for every ϕ ∈ C1(Ω) and every t ∈R, we have u1 + t(ϕ − ϕΩ) ∈ V and then j(0) j(t), where
j(t) = J(u1 + t(ϕ − ϕΩ))








(|∇u1|) ∇u1|∇u1| · ∇ϕ dx = 0.








(|∇u1|) ∇u1|∇u1| · ∇ϕ dx = 0.
This implies u1 is a weak solution of problem (3.1).






(∣∣∇u1∣∣) ∇u1|∇u1| · ∇ϕ dx = 0.Ω Ω









(∣∣∇u1∣∣) ∇u1|∇u1| − Φ ′
(|∇u1|) ∇u1|∇u1|
]
· ∇ϕ dx = 0. (3.7)
Recalling Φ(s) is increasing and convex, thanks to (1.9), and using approximation argument, we conclude that w = u1 − u1









(∣∣∇u1∣∣) ∇u1|∇u1| − Φ ′
(|∇u1|) ∇u1|∇u1|
]
· (∇u1 − ∇u1)dx = 0.






This implies u1 = u1 a.e. in Ω and completes the proof of the theorem. 
Proof of Theorem 1.2. First we prove the uniqueness of weak solutions. Suppose there exist two weak solutions u and v of
problem (1.3). Then u − v satisﬁes the following problem⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
(u − v)t − div
[
Φ ′
(|∇u|) ∇u|∇u| − Φ ′
(|∇v|) ∇v|∇v|
]
= 0 in Q ,
∂(u − v)
∂n
= 0 on ∂Ω,
(u − v)(x,0) = 0 on Ω.
By approximation [4] and using (1.9), we can choose u− v as a test function in the above problem. Then we know, for every












(|∇u|) ∇u|∇u| − Φ ′
(|∇v|) ∇v|∇v|
]
· (∇u − ∇v)dxdτ = 0.
Then by virtue of Lemma 2.1, we have∫
Ω
(u − v)2(t)dx = 0,
i.e. u = v a.e. in Q . Thus we obtain the uniqueness of weak solutions.
Next, we prove the existence of weak solutions. Let n be a positive integer. Denote h = Tn . In order to construct an









= 0 in Ω,
∂uk
∂n
= 0 on ∂Ω,
(3.8)
for k = 1,2, . . . ,n. As k = 1, it follows from Theorem 3.2 that there is a unique u1 ∈ V satisfying (3.8). Following the same








(|∇uk|) ∇uk|∇uk| · ∇ϕ dx = 0. (3.9)




u0(x), t = 0,
u1(x), 0< t  h,
. . . . . . , . . . . . . ,
u j(x), ( j − 1)h < t  jh,
. . . . . . , . . . . . . ,
(3.10)un(x), (n − 1)h < t  nh = T .
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u2k+u2k−1













For each t ∈ (0, T ], there exists some j ∈ {1, . . . ,n} such that t ∈ (( j − 1)h, jh]. Adding the inequality (3.11) from k = 1 to







































































(|∇uh|)dxdτ  C = C(u0,Ω).
Thanks to Lemma 2.4, we may choose a subsequence (for simplicity, we also denote it by the original sequence) such that
uh ⇀ u, weakly-∗ in L∞
(
0, T ; L2(Ω)),
uh ⇀ u, weakly in L













(see [7, Chapter 2] or [5, Chapter 4]).
Denote
ξh = Φ ′
(|∇uh|) ∇uh|∇uh| .



















(|∇uh|)dxdτ + |Q |
]
 C .
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, for all p > 1. (3.13)











|ξh|e|ξh |/μ1 dxdt  C .
Recalling inequality (1.7), we get
|ξ · ∇u| |ξ ||∇u|μ3|ξ |e|ξ |/μ1 + Φ
(|∇u|).
This implies that ξ · ∇u ∈ L1(Q ).
In the following, we prove that the function u is a weak solution of problem (1.3).






x, (k − 1)h)dx+ ∫
Ω
Φ ′
(|∇uk|) ∇uk|∇uk| · ∇ϕ
(
x, (k − 1)h)dx = 0. (3.14)




















(|∇uk|) ∇uk|∇uk| · ∇ϕ
(
x, (k − 1)h)dx = 0.



















































































∇ϕ(x, t)dt − h∇ϕ(x, (k − 1)h)
]
dx.(k−1)h









[−uϕt + ξ · ∇ϕ]dxdt = 0.










ξ · ∇ϕ dxdt. (3.15)




ut dt + u0
and u0 ∈ L2(Ω) ↪→ H−1(Ω), it follows that u ∈ C([0, T ]; H−1(Ω)). Here H−1(Ω) is the dual space of H10(Ω) = W 1,20 (Ω).
Denote
Av = Φ ′(|∇v|) ∇v|∇v|
for v ∈ L1(Q ) with ∇v ∈ LΦ(Q ).



















(Auh − Av) · (∇uh − ∇v)dxdt  0.






































































Combining (3.17) with (3.18), we obtain
T∫ ∫
(ξ − Av) · (∇v − ∇u)dxdt  0. (3.19)0 Ω
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w ∈ L1(Q ) and ∇w ∈ (L1(Q ))N .
From (1.4) and (1.5), we know that Φ
′(s)













|∇w| dxdt  C‖∇w‖L2(Q )  C‖∇w‖Lp(Q ).






ξ − A(u − λw)) · ∇w dxdt  0.





(ξ − Au) · ψ dxdt = 0,
for every ψ ∈ (Lp(Q ))N (p  2) and conclude that ξ = Au a.e. in Q .
For every 0 < δ < T , we denote vδ(x, t) = u(x, t+ δ). By the uniqueness of weak solutions, we conclude that vδ is a weak









= 0 in Ω × (0, T − δ],
∂vδ
∂n
= 0 on ∂Ω × (0, T − δ],
vδ(x,0) = u(x, δ) in Ω.







(|∇vδ|) ∇vδ|∇vδ | − Φ ′(|∇u|) ∇u|∇u|
)
= 0 in Ω × (0, T − δ],
∂wδ
∂n
= 0 on ∂Ω × (0, T − δ],
wδ(x,0) = u(x, δ) − u0(x) in Ω.
(3.20)












(|∇vδ|) ∇vδ|∇vδ| − Φ ′
(|∇u|) ∇u|∇u|
]





Thanks to Lemma 2.1, it yields∫
Ω
∣∣u(x, t0 + δ) − u(x, t0)∣∣2 dx
∫
Ω
∣∣u(x, δ) − u0(x)∣∣2 dx.





∣∣u(x, δ) − u0(x)∣∣2 dx = 0. (3.21)





∣∣u(x, δi) − u0(x)∣∣2 dx ε0. (3.22)
By (3.12), we easily see that∫ ∣∣u(x, δi)∣∣2 dx
∫ ∣∣u0(x)∣∣2 dx. (3.23)
Ω Ω













Hence, it follows from (3.23) that {u(x, δi)} is a bounded sequence in L2(Ω). Moreover, there exist a subsequence (we denote
it by the original sequence) and a u˜0 ∈ L2(Ω) such that
u(x, δi) ⇀ u˜0(x), weakly in L
2(Ω).
Since u ∈ C([0, T ]; H−1(Ω)), it follows that
u(x, δi) → u0(x), in H−1(Ω).
Thus we must have u˜0(x) = u0(x) and then
u(x, δi) ⇀ u0(x), weakly in L
2(Ω).
The above relation leads to a contradiction with (3.24). Therefore, we conclude that (3.21) is true and u ∈ C([0, T ]; L2(Ω)).
This completes the proof of the theorem. 
4. Summary
In this paper, we mainly study the initial-boundary value problem of a class of generalized nonlinear parabolic partial
differential equations, which are related to the Malik–Perona model in image analysis. We prove the existence and unique-
ness of weak solutions to the equation provided the function Φ(s) satisﬁes some certain conditions. Thus, in order to obtain
the existence and uniqueness of weak solutions to the equation, we only need to verify if the suﬃcient conditions of Φ(s)
are satisﬁed. The obtained result of this paper generalizes the recent result in [6].
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