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We study the ground-state spatial heterogeneities of the Edwards-Anderson spin-glass model with both bimodal
and Gaussian bond distributions. We characterize these heterogeneities by using a general definition of bond
rigidity, which allows us to classify the bonds of the system into two sets, the backbone and its complement,
with very different properties. This generalizes to continuous distributions of bonds the well-known definition
of a backbone for discrete bond distributions. By extensive numerical simulations we find that the topological
structure of the backbone for a given lattice dimensionality is very similar for both discrete and continuous bond
distributions. We then analyze how these heterogeneities influence the equilibrium properties at finite temperature
and we discuss the possibility that a suitable backbone picture can be relevant to describe spin-glass phenomena.
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I. INTRODUCTION
Spin glasses are the paradigm of systems exhibiting both
quenched disorder and frustration [1]. In such magnetic
materials, static and dynamical behaviors are far from being
completely understood. Even though in the absence of an
external magnetic field, experiments, theory, and numerical
simulations agree on the existence of a phase transition at
a finite temperature, there is still controversy regarding the
true nature of the low temperature phase. In this matter, two
different theories have dominated the field for many years. One
of them uses the concept of replica symmetry breaking [2] to
go beyond mean-field methods and predicts that spin glasses
have a nontrivial phase space broken in many ergodic compo-
nents and with an ultrametric topology. Unlike this complex
scenario, the phenomenological droplet picture [3] postulates a
simpler structure for the phase space, with only two pure states
related to each other by an up-down symmetry. Most of the
experimental and numerical results have been interpreted in the
light of these two theories. As the controversy persists, there
have been other attempts to explain, within a single framework,
many of the results reported in the literature [4–10].
Recently, a new approach [11–17] has been put forward that
can provide a new way to reinterpret some of the numerical and
theoretical data in the literature. Based on the same spirit as the
droplet picture, which focuses on the ground state (GS) and its
excitations, in this approach the spatial heterogeneities of the
GS play a fundamental role in describing the low-temperature
behavior of the system. In the Edwards-Anderson ±J model
[18], which has a degenerate GS, these heterogeneities are
characterized by the backbone, defined as the union of the
rigid lattice and the solidary spins. This rigid lattice [19] is
the set of bonds (called rigid bonds) which do not change its
condition (satisfied or frustrated) in all the configurations of
the GS. The remaining ones, called flexible bonds, form the
flexible lattice. The solidary spins are the spins which maintain
their relative orientation in all configurations of the GS (the
remaining spins are called nonsolidary spins).
It has been shown [11–17] that the backbone structure is
closely linked to the static and the dynamical behavior of
the Edwards-Anderson ±J model. For instance, in the out-
of-equilibrium dynamics the mean flipping time probability
distribution function has two main peaks corresponding to fast
and slow degrees of freedom [20], and in Refs. [11,14] it was
shown that these peaks are directly related to the nonsolidary
and the solidary spins, respectively. In addition, for long
simulation times the clusters of nonsolidary spins satisfy the
fluctuation-dissipation theorem, whereas the solidary spins
violate this relation, even below the critical temperature [13].
Thus, the backbone and its complement can be associated with
a spin-glass phase and a paramagnetic phase, respectively.
These numerical results suggest that a suitable backbone
picture can be relevant to describe the physics of spin glasses.
However, in order to build a more comprehensive theory we
need to define the backbone in other disordered and frustrated
systems [15]. Here we generalize the concept of bond rigidity,
which allows us to speak of the rigid structure of each sample,
to cover the cases of Ising models with nondegenerate GS [15].
In the next sections we show that using this idea it is possible
to define a backbone having the same physical and topological
properties as in spin-glass systems with degenerate GS.
The paper is structured as follows. In Sec. II we present
the Edwards-Anderson model for bimodal and Gaussian
distributions of bonds and we define the concepts of rigidity
and rigid structure. In Sec. III a numerical study of the
topology of this structure, including a percolation analysis,
is presented, as well as a study of some physical properties. In
the last section we discuss our results and some conclusions
are drawn. In particular, we address the important issue of
temperature chaos, an effect present in spin glasses and
common to both the droplet [21,22] and the mean-field
pictures [23,24]. This phenomenon refers to the fragility of
the equilibrium state on small temperature changes. Recent
simulation studies [25,26] of the Edwards-Anderson model
show that, even for small systems, some rare samples are
significantly affected by temperature chaos. In this context,
because the phenomenological backbone picture relies on
simulations of very small lattices, it could be argued that
our findings are not relevant to finite temperature in the
thermodynamic limit. We argue that, if the concept of bond
rigidity is interpreted in terms of “effective interactions,” it is
reasonable to expect that the GS structures we are considering
are linked to the finite-temperature behavior of the system.
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II. THE EDWARDS-ANDERSON MODEL AND THE GS
RIGID STRUCTURE
We start by considering the Hamiltonian of the Edwards-
Anderson spin-glass model [18],
H = −
∑
(i,j )
Jijσiσj , (1)
where the sum runs over the nearest-neighbor sites of either
a two-dimensional (2D) square or a three-dimensional (3D)
cubic lattice of linear dimension L and σi = ±1 are N Ising
spin variables. The coupling constants Jij are independent
random variables chosen from a bimodal distribution,
DB(Jij ) = 12 [δ(Jij − 1) + δ(Jij + 1)], (2)
or a Gaussian distribution,
DG(Jij ) = 1√
2π
exp
(− J 2ij /2), (3)
for which the mean value is zero and the variance is 1. These are
the most often used bond distributions. Hereafter, the versions
of the Edwards-Anderson model where interactions are drawn
from Eqs. (2) and (3) are called EAB and EAG, respectively.
The samples analyzed were generated with both periodic-free
boundary conditions (pfbc) and periodic-periodic boundary
conditions (ppbc) in 2D, whereas in 3D only periodic boundary
conditions in all directions were used.
As discussed in the Introduction, for the EAB model, and
for any Ising system with a degenerate GS, it is possible to
define a rigid lattice and a set of solidary spins, which can in
turn be used to define a backbone. These definitions, however,
make use of the degeneracy of the GS and thus cannot be
used in a system with a single GS. To understand how to
generalize the definitions for such systems, following Ref. [15]
we consider the Edwards-Anderson model with a continuous
distribution of bonds that consists of the superposition of two
Gaussian functions of width (variance)  centered at J = ±1.
We call this the EAB- model. If  is small enough, the physical
properties of each sample of the EAB- model will be very
close to the ones of its EAB “companion sample,” obtained
by replacing each ferromagnetic (antiferromagnetic) bond Jij
by +1(−1). In particular, the GS configurations of the
companion sample correspond to the lowest excited states of
the EAB- sample. It seems reasonable to define the backbone
of this system as the same set of spins and bonds as in
the companion sample. Thus, the spins and bonds of this
backbone have the same orientations and condition, respec-
tively, in the lowest excited states of the EAB- sample. This
example suggests that, to generalize the definition of backbone
to an arbitrary model, it is necessary to consider not only the GS
but also the low-excitation levels. In particular, the rigidity of
each bond should be a parameter taking a continuum of values
instead of only two (rigid-flexible), as in the EAB model.
A definition was proposed in Ref. [15], and is as follows.
Consider a sample of the Edwards-Anderson model with an
arbitrary bond distribution (discrete or continuous). For each
bond Jij we define its rigidity as rij = Uij − U , where U is
the GS energy of the sample and Uij is the lowest energy
for which the bond Jij is frustrated (satisfied) if it is satisfied
(frustrated) in the GS. The rigid structure (RS) of a sample is
then defined as a lattice where each bond Jij has been replaced
by its rigidity rij . As shown in the following sections, the set of
the most rigid bonds of the RS seems to behave as a backbone
of the EAG model.
III. NUMERICAL RESULTS
To find the RS of each sample, for both the EAB and the
EAG, the method we use is very similar to that used to find the
rigid lattice of the EAB model [15,27]. Assuming that one has
an algorithm for obtaining GS configurations, a scheme of the
procedure is as follows:
(1) A GS configuration, C, is found and its energy U is
stored.
(2) A bond Jij is chosen.
(3) One of the spins joined by the bond Jij , i.e., either σi or
σj , is flipped. This changes the “condition” of the bond from
satisfied to frustrated or vice versa.
(4) The orientations of the spins σi and σj are frozen.
(5) For this “constrained” system a GS configuration C∗ is
found, and its energy Uij is stored.
(6) The rigidity of the selected bond is calculated as rij =
Uij − U .
(7) The process is repeated from step (2) until the rigidity
of every bond has been calculated.
Note that the number of GSs that have to be calculated to
obtain the RS is equal to the number of bonds. Furthermore,
note that only the energy of the GS is really necessary for this
procedure to work.
In the procedure above it is assumed that the algorithm for
finding the GS is deterministic. But for some systems, if the
sample size is not very small, only probabilistic algorithms are
available, i.e., algorithms whose output is a GS configuration
with a probability smaller than 1. In this case, the only
modification to the previous procedure is that, in steps (1)
and (5), we perform n independent runs of the probabilistic
algorithm [evidently, if in step (5) we obtain Uij = U , no
further runs are performed], in order to find a reliable GS
configuration.
For lattices with ppbc we use a parallel tempering Monte
Carlo algorithm [28,29]. It has recently been shown that this
technique is a powerful heuristic method for reaching the GS of
the EAB and the EAG models in both 2D and 3D lattices [30].
As many independent runs of this algorithm are needed to
determine the RS of each sample, we have only been able
to study lattice sizes of the EAB (EAG) model up to L = 22
(L = 16) in 2D andL = 10 (L = 8) in 3D. For simplicity, in all
cases we used m = 20 replicas of the system, and the highest
and lowest temperatures were set at T1 = 1.6 and Tm = 0.1.
For each model with ppbc, Tables I and II list the remaining
parameters used in our simulations for the different lattice
sizes: the total number of Monte Carlo sweepsNsw, the number
of samples Nsa, and the parameter n.
For planar lattices it is well known that the problem of
finding GS configurations can be mapped to a minimum-
weighted perfect matching problem, which can be solved
exactly in polynomial time (i.e., in time proportional to some
power of L) [31]. Then, to study 2D samples with pfbc, we
have used one implementation of the Blossom algorithm [32]
which has allowed us to obtain the RS of larger systems sizes.
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TABLE I. Simulations parameters for the 2D EAB and EAG
models with ppbc (see text).
EAB EAG
L n Nsw Nsa L n Nsw Nsa
6–16 8 2 × 104 104 6–12 8 105 104
18 10 105 6 × 103 14 12 2 × 105 5 × 103
20 10 105 3 × 103 16 10 6 × 105 3 × 103
22 10 2.5 × 105 2 × 103
Table III shows the corresponding parameters. The largest
sample size that we have studied is L = 60, which is smaller
than the sizes studied in Ref. [15], because to determine the
RS many more GSs are needed than for the rigid lattice.
A. Rigidity distribution
We begin by analyzing the rigidity distribution, PL(r),
for 2D models. Figure 1(a) shows this distribution for the
2D EAB model with ppbc and lattice size L = 22. Bonds
with rigidity r = 0 are flexible bonds while the remaining
ones form the rigid lattice. For lattices with ppbc, the only
possible nonzero rigidity values are r = 4 and r = 8, i.e.,
the energy difference between the GS and the first and
second excited states, respectively. By extrapolating toward
the thermodynamic limit, we obtain the asymptotic rigidity
distribution, given by the following: P (0) = 0.48(1), P (4) =
0.49(1), and P (8) = 0.028(1) [see the inset in Fig. 1(a)]. For
samples with with pfbc we obtain similar, but smaller, values
because the presence of the free boundary generates two
additional bars at r = 2 and r = 6. Even though these bars
must vanish in the thermodynamic limit, for L = 60 they are
still significant (comprising approximately 8% of the bonds),
which is consistent with the large finite-size effects found for
other quantities in this system [15,33].
We turn now to the 2D EAG model. Figure 1(b) shows a
comparison between the rigidity distributions for systems with
ppbc (L = 16) and with pfbc (L = 60). Note that finite-size
effects are not relevant in this case. PL(r) is a continuous
function taking appreciable values within a similar range of
rigidity as for the 2D EAB model.
Interestingly, the distributions obtained differ substantially
from what is obtained by considering locally defined quanti-
ties. For each bond Jij of a given sample, we define its local
rigidity as r∗ij = U ∗ij − U , where U is the GS energy and U ∗ij is
the smallest of the energies of the two configurations obtained
by flipping either the spin σi or the spin σj . The inset of
TABLE II. Simulations parameters for the 3D EAB and EAG
models (see text).
EAB EAG
L n Nsw Nsa L n Nsw Nsa
4 10 5 × 103 104 4 10 2 × 104 104
6 10 2 × 104 104 5 10 5 × 104 104
8 10 7 × 105 103 6 10 3 × 105 104
10 40 2 × 106 102 7 12 5 × 105 3 × 103
8 12 106 103
TABLE III. Parameters for the 2D EAB and EAG models with
pfbc (see text).
EAB EAG
L Nsa L Nsa
10–30 104 10–30 104
40 6 × 103 40 2 × 103
50 2 × 103 50 103
60 3 × 102 60 5 × 102
Fig. 1(b) shows, for the 2D EAG model, that the distribution
of rigidity PL(r) and the distribution of local rigidity, P ∗L(r∗),
differ markedly. The local rigidity is closely related to the local
fields [34,35]: The rigidity of a bond is simply the minimum
between the absolute local fields, at T = 0, of spins i and j .
There is also a factor 2 that arises from the fact that the rigidity
is calculated as an energy difference. The distribution of local
fields at T = 0 has been calculated for the EAG in 2D and
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FIG. 1. (Color online) Rigidity distributions for the 2D EAB and
EAG models model. (a) EAB model with ppbc (L = 22). The inset
shows the height of each bar as a function of 1/L. (b) 2D EAG model,
with ppbc (L = 16) and pfbc (L = 60). The curves correspond to
Gaussian fits [see Eq. (4)]. The inset shows a comparison between
PL(r) and P ∗L(r∗) for samples with pfbc.
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(a)
(b)
FIG. 2. Map plot of the “average rigidity lattice” for two samples
of the 2D (a) EAB and (b) EAG models of L = 60. In both figures the
grayscale is the same and the average rigidity values are 0 (white), 2,
4, 6, and 8 (black).
3D, and the curves are very similar to the distribution of local
rigidities [36]. The rigidity distribution PL(r) [Fig. 1(b)] can
be well fitted by a Gaussian function,
Q(x) =
√
8/π
w
exp
(
−2x
2
w2
)
, (4)
where w is a constant. For example, for the 2D EAG with ppbc
we obtain w = 4.89(1).
Another important feature of the RS is its spatial distri-
bution. Figure 2(a) shows a map plot representing the RS
of a 2D sample of the EAB model with pfbc and linear size
L = 60. This map plot was generated from an “average rigidity
lattice,” where the shade of gray at each site value is given by
the average rigidity r¯ of the four bonds connecting with this
site. It can be observed that bonds with similar rigidity are
segregated. Figure 2(b) shows that this occurs also for a 2D
sample of the EAG model and that there are small differences
between their spatial rigidity distributions.
Next, we analyze the rigidity distribution PL(r) for the
3D models. Figure 3(a) shows this distribution for samples
of the EAB model of size L = 10. Now the only possible
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FIG. 3. (Color online) (a) Rigidity distribution for the 3D EAB
model (L = 10). The inset shows the peaks height of the distribution
as function of 1/L. (b) Rigidity distribution for the 3D EAG model
for different lattice sizes as indicated and for the 2D EAG model
(samples of size L = 16 with ppbc). The inset shows a comparison
between P (r) and P ∗(r∗) for 3D samples.
nonzero rigidity values are r = 4, r = 8, and r = 12, which
form the rigid lattice. By extrapolating toward the thermo-
dynamic limit we obtain the following asymptotic distribu-
tion: P (0) = 0.45(3), P (4) = 0.47(2), P (8) = 0.07(1), and
P (12) = 0.0016(4) [see the inset in Fig. 3(a)]. Figure 3(b)
shows the distribution PL(r) for different lattice sizes of the
3D EAG model. It can again be seen that the shape of PL(r)
is unaffected by finite-size effects and that the distribution
for L = 8 can be well fitted by Eq. (4) with w = 5.61(2).
A comparison with the rigidity distribution of the 2D EAG
model shows that the range of nonvanishing values of r in 3D
is slightly larger, in agreement with our observations for the
3D EAB model. By comparing PL(r) with the distribution of
local rigidity P ∗L(r∗) [the inset in Fig. 3(b)], it is once again
clear that both functions differ substantially. In addition, by
means of a qualitative analysis of the rigidity structure, we
have observed that a rigidity segregation also emerges in 3D
models.
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B. Percolation of the RS in the EAB model
In this and in the next subsection, we discuss how to use
the RS to determine which part of the system has the relevant
properties to be called a backbone. But first we need to address
the question of which properties are to be considered relevant.
We assume that there is a close connection between the
topological features of the sets of bonds with a similar rigidity
and the equilibrium critical behavior of a given spin-glass
model. The main conjecture, proposed in Ref. [15], is that, in
a system with quenched disorder, it is the rigidity rij , and not
the bond strength Jij , the quantity that gives the magnitude of
the “effective interaction” between spins i and j . If this is true,
then the backbone of a spin-glass model with a finite (zero)
critical temperature should have a percolation cluster with
a finite (zero) rigidity value. In addition, within this cluster
the correlation length should diverge at the critical point. To
address this issue, in the following, we analyze the percolation
properties of sets with similar rigidities.
It is very difficult to make a direct study of percolation of the
different sets in the EA models, because the systems whose RS
can be obtained are too small [15]. To overcome this problem,
we follow here a more complex, but more conclusive, approach
[15,37,38]. In a nutshell, what we do, for each structure to be
analyzed, is to build a curve of percolation probabilities and to
extract a percolation threshold from it. Then we compare this
threshold with the estimated size of the corresponding structure
in the thermodynamic limit. If this last number is larger than
the threshold, we conclude that the structure percolates in
the thermodynamic limit. In the following the procedure is
explained in more detail for the EAB model, where the rigidity
can only take discrete values.
For the set of bonds having the same rigidity r , we define
RUL (hr ) and RIL(hr ) [39] as the probabilities that this set
percolates along at least one lattice direction, and simulta-
neously along all independent lattice directions, respectively,
if the size of the set is between hr and hr + h (sizes are
given as fractions over the total number of bonds). We also
define the arithmetic mean of these quantities as RAL (hr ) ≡
[RUL (hr ) + RIL(hr )]/2.
Figures 4(a) and 4(b) show, for the 2D EAB model
with ppbc, the percolation probability function RAL of the
substructures with r = 0 and r = 4, respectively, for different
lattice sizes (we show only the percolation criterion A because
for this model it is the quantity less sensitive to finite-size
effects). Calculations were performed using the algorithm of
Hoshen-Kopelman [40]. As for small lattice sizes, the fractions
of rigid bonds such as h0 and h4 have a very wide distribution
[15]; the curves in these figures extend over almost the entire
range of this variable, from 0 to 1. In all cases, we have used
a bin width of h = 0.05. Error bars were calculated using
a bootstrap method [41] but they are omitted when they are
smaller than the symbol size.
Although the crossing points that define the percolation
thresholds are easy to establish, we perform for each set a
standard analysis of the data, in order to improve the accuracy
of the values obtained [15,39]. First, each curve is fitted with
an error function using a least-mean-squares method. Then the
concentration at which the slope of the fitting curve is largest
is taken as an effective threshold hXrc(L), where X denotes the
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FIG. 4. (Color online) Percolation probability RAL for the 2D EAB
model (ppbc) for the substructures of the RS with (a) r = 0 and
(b) r = 4. The insets show PL(r) and the effective thresholds for the
percolation criteria I and A, as a function of L−1/ν for (a) r = 0 and
(b) r = 4.
percolation criterion used: U , I or A. hXrc(L) is expected to
follow the law [42]
hXrc(L) = hrc + CXL−1/ν, (5)
where CX is a nonuniversal constant and ν is the critical
exponent associated to the correlation length. As in a previous
work [15], for the 2D EAB model we have used ν = 4/3,
corresponding to 2D random percolation [42].
The inset in Fig. 4(a) shows the mean fraction of bonds
with r = 0, PL(0), and the effective thresholds for the three
percolation criteria. To calculate an estimate of the percolation
thresholds at the thermodynamic limit, we have extrapolated
the data by means of a linear fit. We obtain the following
limits: P (0) = 0.49(1), hI0c = 0.506(6), hU0c = 0.48(1), and
hA0c = 0.484(8) [we determine a somewhat different limit of
P (0) from the one calculated above, because here the fit is
carried out usingL−1/ν]. These values are too close to be useful
to decide whether the substructure with r = 0 percolates.
Unfortunately, even though larger sizes are available, the
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situation is very similar in the case of the 2D EAB model
with pfbc. On the other hand, for the substructure with r = 4,
we obtain the following: P (4) = 0.483(6), hI4c = 0.53(1),
hU4c = 0.51(2), and hA4c = 0.52(1) [see the inset in Fig. 4(b)].
If the percolation threshold hU4c is discarded, because of large
finite-size effects, the conclusion is that this substructure has
not percolated. The structure with r = 8 has not been analyzed
because its size is too small.
For 3D lattices we have used ν = 0.9, and only the
percolation criterion I because the others are affected by
large finite-size effects. In the thermodynamic limit we obtain
the following: P (0) = 0.45(1) > hI0c = 0.24(1) and P (4) =
0.48(2) > hI4c = 0.30(1). Thus, unlike what happens in 2D, in
3D both sets with r = 0 and r = 4 percolate. The simultaneous
percolation of two different structures in 3D systems has also
been found in other contexts [43].
It is interesting to note that the percolation properties of the
set of bonds with r = 4 is very similar to what has been found
for the whole rigid lattice [15], which comprises all bonds with
r  4. This is because bonds with r = 8 in 2D, and with r = 8
and r = 12 in 3D, can only form small and compact clusters
that fill the interstices of the larger substructure with r = 4.
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FIG. 5. (Color online) F (r,T ) as function of r for (a) the 2D and
the 3D EAB models and for (b) the 2D and the 3D EAG models.
Curves are given for different temperatures as indicated.
The idea that the structure with r = 4 dominates the
physical behavior of the backbone is supported by the analysis
of the function FJ (r,T ), defined as the mean value of the
fraction of bonds with rigidity r which, at temperature T , have
the same condition (satisfied or frustrated) as in the GS. It
is easy to see that, when T → 0, those bonds with nonzero
rigidity frozen and then FJ (r,T ) → 1, while for T → ∞ the
mean fraction FJ (r,T ) → 1/2. Figure 5(a) shows the sample
average of this fraction, F (r,T ), for the 2D (L = 16 with ppbc)
and the 3D (L = 8) EAB models [as bonds with r = 0 do not
have a defined condition on the GS, we have set F (0,T ) = 1/2
for any T ] [44]. With decreasing temperature, Fig. 5(a) shows
that bonds with large rigidity freeze faster than those with
small rigidity. This gives support to our conjecture that it is
the rigidity rij , and not the bond strength Jij , that gives the
magnitude of the effective interaction between spins i and
j (recall that in the EAB we have |Jij | = 1). In particular
for the 3D EAB model and close to the critical temperature
Tc ≈ 1.12 [45], we see that bonds with r = 12 and 8 are
almost completely frozen, while only the bonds with r = 4
are affected by thermal fluctuations. But it is precisely this
substructure that percolates in the thermodynamic limit. Thus,
it is reasonable to assume that, at the critical point, it is in this
region that there is a divergence of the correlation length.
Figure 5(b) shows the same function F (r,T ) for the 2D
and the 3D EAG models for lattice sizes of L = 16 and
L = 8, respectively. We observe a similar behavior to that of
the EAB but now for models with continuous bond and rigidity
distributions. Notice that close to Tc ≈ 0.95 [45], bonds with
a rigidity between r ≈ 2 and r ≈ 4 are affected by thermal
fluctuations.
Remarkably, F (r,T ) is very well fitted by the functional
form 1/(1 + exp(−ar/T )), where the parameter a is close
to 2 for all models. This represents the probability that a
system with only two levels, with an energy difference of
a r , is in the GS. We emphasize that this result is not a
trivial consequence of the definition of bond rigidity, because
the r values are a measure of the energy difference between
the GS and the low-excitation levels (where entropic effects
are not taken into account), whereas the function F (r,T ) is
calculated in equilibrium, where the dynamics takes place
at finite temperature and the system explores configurations
corresponding to highly excited levels.
C. Percolation of the RS in the EAG model
To study percolation in the EAG model, we choose to break
the RS into two sets, one formed by the bonds with rigidity
r  rmin, (rmin), and another set ∗(rmin) comprising the
remaining bonds, where rmin is a given rigidity value. This
choice is motivated by the existence of the rigid and the flexible
lattices in EAB systems. Besides, the study of the percolation
of smaller structures (centered around given values of r) is not
possible in our case because the size of the systems used is
too small. The sizes of the sets (rmin) and ∗(rmin), denoted
as hx and h∗x = 1 − hx , respectively, have large variations for
different samples. However, in the previous section we have
shown that the rigidity distribution PL(r) shows almost no
dependence on sample size for the EAG, and thus the same
happens for the sample averages of hx , denoted as X(rmin).
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FIG. 6. (Color online) Percolation probability RAL curves for
(a) the 2D (ppbc) and (b) the 3D EAG models for rmin = 2.5
and rmin = 4, respectively. The insets show for each model, the
comparison between hxc and X, and between h∗xc and 1 − X, as
functions of rmin.
Similarly to what we have done for the EAB models, for
each value of rmin we calculate a percolation thresholdhxc(rmin)
and then we compare this number to the corresponding
X(rmin): If hxc < X, the set  percolates. Figure 6(a) shows
the curves of the percolation probability RAL for the 2D EAG
model with ppbc for rmin = 2.5. In this case the percolation
threshold is (calculated as in the previous section) hxc(2.5) =
0.48(2), and X(2.5) = 0.31(1); therefore, the set (2.5) does
not percolate. For too-small or too-large values of rmin the
calculation of the threshold becomes impossible because of the
small size of the corresponding sets in the samples available
to us.
The inset in Fig. 6(a) shows the comparison between hxc
and X as function of rmin. Extrapolating we can deduce that,
for the 2D EAG model with ppbc, the set (rmin) percolates
when rmin → 0, which is consistent with a vanishing Tc for this
model (this is similar to what happens for the 2D EAB model).
Now we consider the complementary set ∗(rmin) com-
posed by the bonds with r < rmin. For this set the percolation
threshold is denoted as h∗xc(rmin). Comparing this quantity with
the fraction 1 − X(rmin), we can find whether the bonds with
the lowest rigidity percolate in the thermodynamic limit. The
inset in Fig. 6(a) shows this comparison. As we can see for the
2D EAG model, when rmin  1.3 the set ∗(rmin) percolates.
For the 3D EAG model the situation differs. Figure 6(b)
shows that, for the set (rmin), the percolation probability RAL
curves for rmin = 4 intersect at hxc(4) = 0.16(1), a value very
close to X(4) = 0.163(1). In turn, the inset shows that hxc and
X cross at a value of rmin close to 4. On the other hand, for the
complementary set ∗(rmin), the inset in Fig. 6(b) also shows
that the curves of h∗xc and 1 − X cross at rmin ≈ 0.6. Thus, for
0.16 < rmin < 4 both sets, (rmin) and ∗(rmin), percolate.
D. The backbone of the EAG models
In the previous sections we have shown that the percolation
properties of the RS for the EAG and the EAB models are
very similar. In the following we show that there are values of
rmin for which the physical properties of the sets (rmin) and
∗(rmin) are equivalent, respectively, to those of the backbone
and its complement in EAB models.
Figures 7(a) and 7(b) show, for the 2D and the 3D EAG
models, a comparison between the rigidity distributions for
all bonds, PL(r), for the bonds that are satisfied in the
GS, PSL (r), and for the bonds that are frustrated in the
GS, PFL (r). Obviously the distributions must satisfy PL(r) =
PSL (r) + PFL (r). Note that the distributions PSL (r) and PFL (r)
are not normalized to unity because their integrals are equal
to, respectively, the fractions of satisfied and frustrated bonds
of the GS. In both cases, for large values of rmin, almost all
the bonds in the set (rmin) are satisfied in the GS. However,
even though with decreasing rmin the size of the set (rmin)
increases, the fraction of frustrated bonds is rather small. A
change of trend occurs when the PSL (r) distribution reaches its
maximum: For smaller values of rmin the set (rmin) begins
to incorporate highly frustrated regions. Remarkably, this
maximum happens approximately at rmin ≈ 1.3 for both the
2D and the 3D EAG models.
Interestingly, for the 2D EAG model we have shown in
the previous subsection that at rmin = 1.3 the complementary
set ∗(1.3) is very close to the percolation thresholds,
whereas the set (1.3) does not percolate. Therefore, it seems
reasonable to define the backbone of this system as the
set (1.3). This choice gives a backbone having the 60%
of the bonds of the system and a fraction of frustrated bonds
in the GS of only 0.085.
In the EAB model, several observables behave differently
when they are calculated within or outside of the backbone,
such as the average energy per bond [15]. For example,
when this quantity is evaluated outside the backbone, it has
a minimum at low temperature. To perform a similar analysis
for the EAG models, we define u(T ), u(T ), and u∗ (T ) as the
average energies per bond at temperature T of, respectively,
the whole system and the sets  and ∗ for a given rmin.
Figure 8(a) shows, for the 2D EAG model, these energies
as functions of T for rmin = 1.3. Just as in the 2D EAB model
[15], there is a very broad minimum in the curve of u∗ (T ).
For higher (lower) values of rmin, the inset in that figure shows
that the minimum disappears (becomes narrower).
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FIG. 7. (Color online) Rigidity distributions PL(r), P SL (r), and
PFL (r) (see text) for (a) the 2D (L = 16 with ppbc) and (b) the 3D
(L = 8) EAG models. The vertical dotted lines marks the value of
rmin = 1.3.
For the 3D EAG model, Fig. 8(b) and its inset show that
for some values of rmin around 1.3, the curves of u∗ (T )
display a minimum. Our calculations suggest that a suitable
backbone could be defined in the range [0.6–2.0], since
all these structures have similar topological characteristics.
However, in the following we use rmin = 1.3 to define
the backbone of the 3D EAG model. This set has 64%
of the bonds of the system and a fraction of frustrated bonds
in the GS of 0.163.
Note that, whereas the percentage of bonds comprising the
backbone is only slightly larger in 3D than in 2D, in 3D the
fraction of those bonds that are frustrated is twice that in 2D.
The same is obtained for the EAB models: The backbone
(defined as the set of bonds with rigidity r  4) comprises
approximately 52% of the system in 2D and 54% in 3D, and
the fraction of frustrated bonds is 0.05 in 2D and 0.1 in 3D [15].
Finally, we analyze the internal structure of the backbone by
studying the cluster number distribution, ns , i.e., the number
of clusters of size s. For the random bond percolation at
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FIG. 8. (Color online) Average energies per bond u(T ), u(T ),
and u∗ (T ) (see text) for (a) the 2D (L = 16 with ppbc) and (b) the
3D (L = 8) EAG models. In both cases rmin = 1.3 was chosen. Insets
show the curve of u∗ (T ) for different values of rmin.
the critical concentration, it is expected that this distribution
follows a power law,
ns ∝ s−τ , (6)
where τ is a critical exponent [42]. Because large samples
are needed, in 2D we have restricted our analysis to lattices
with pfbc of size L = 60. Figure 9(a) shows, for the 2D
EAB model, the cluster number distribution calculated for
a range of hx centered at 0.55, the mean fraction of bonds with
rigidity r  4. Fitting the curve we obtain τ = 1.95(5). On
the other hand, we have also calculated this distribution for the
backbone of the 2D EAG model (rmin = 1.3), for two different
ranges of hx , one centered at h∗xc(1.3) = 0.68 and another at
X(1.3) = 0.6 [see the inset in Fig. 6(a)]. For these ranges we
obtain, respectively, τ = 2.03(8) and τ = 1.98(4). Whatever
the model or the range, the exponent values are very close to
τ = 187/91 ≈ 2.05, the corresponding exponent for the 2D
random percolation universality class [42].
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FIG. 9. (Color online) Cluster number distributions for the EAB
and EAG models for (a) 2D (L = 60 with pfbc) and (b) 3D (L = 8)
lattices. The distributions are calculated for different ranges.
For 3D systems Fig. 9(b) shows the cluster number
distributions for both the 3D EAB model for a range centered
at 0.54 (the mean fraction of bonds with rigidity r  4) and
the 3D EAG model for a range centered at X(1.3) = 0.64 [see
the inset in Fig. 6(b)]. We obtain, respectively, τ = 1.71(9)
and τ = 1.71(5), values that clearly differ from the accepted
exponent τ = 2.2 of random percolation in 3D [42]. This
difference is presumably due to the fact that, unlike the 2D case,
here the mean size of the backbone tends to a value far from
the percolation threshold. Nevertheless, for the small sizes
considered, we see that the cluster number distributions for
both 3D models follows a power law with the same exponent.
These results show that the internal structures of the backbones
of systems with bimodal and Gaussian bond distributions are
similar.
IV. DISCUSSION AND CONCLUSIONS
It has recently been shown that in EA models with a discrete
distribution of bonds, and therefore with a degenerate ground
state, it is possible to find a set of bonds, called backbone,
which is closely related to the heterogeneities of the GS
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FIG. 10. Map plot of the conditional probability density W (J,r)
for (a) the 2D (L = 60 with pfbc) and (b) the 3D (L = 8) EAG
models. The horizontal dotted lines marks the value of rmin = 1.3.
structure, and that may be used to have a better understanding
of the physical properties of such systems. More specifically,
the backbone and its complement seem to influence both the
equilibrium and the out-of-equilibrium dynamics of the EAB
models [11,13–17]. Here we have shown that in systems with
continuous distributions of bonds it is possible to define a
continuous version of bond rigidity, which in turn leads to the
definition of a backbone. Even though there is a certain degree
of arbitrariness in the choice of the threshold rigidity value that
defines the backbone, we have shown here that the resulting
structure shares most of the topological characteristics and
physical properties of the backbone of EAB systems.
We have also argued that the reason why sets of bonds
with different rigidities (as the backbone and its complement)
have different physical properties is that the rigidity provides
more physical information than the bond strength. It could
even be thought that the rigidity rij in some way encodes the
magnitude of the effective interaction between spins σi and
σj . To provide additional evidence that the backbone is not
directly related to bond strengths, we calculate for the 2D and
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the 3D EAG models the probability distribution that a bond
has strength J and rigidity r . Dividing this function by DG(J ),
the Gaussian bond distribution, we obtain the conditional
probability density W (J,r), which, for fixed value of r , is
normalized to unity.
Figures 10(a) and 10(b) show the map plots of W (J,r) for,
respectively, the 2D and the 3D EAG models. For relatively
large values of |J | and r both distributions develop two arms.
Thus, for most of the bonds in this range their strength is
proportional to their rigidity. This is to be expected, since these
bonds must be surrounded by many others of lower strength,
and then the changes in the GS energy (and therefore in the
rigidity), produced by changing the condition of a bond of
great magnitude, should depend primarily on the value of |J |.
In other words, the rigidity of a high-strength bond seems to
be, on average, a trivial quantity [46].
On the other hand, for intermediate and low values of |J |
and r , the function W (J,r) for both the 2D EAG and the 3D
EAG models has a square shape in which the approximate
proportionality between the strength of a given bond and
its rigidity is lost. For example, in the 3D case, Fig. 10(b)
shows that W (J,r) is almost constant on the region given by
−1  J  1 and 1  r  2. The same applies to bonds with
|J | ≈ 1 which have, with equal probability, a rigidity between
0  r  2. These examples show that the intermediate region
of parameters, where many of the bonds that make up the
backbone are located, and where the thermal critical (in 3D)
fluctuations are important, is nontrivial.
As mentioned in Sec. I, temperature chaos [21–24] is
an important issue which must be reconciled with this
phenomenological backbone picture. If our results were inter-
preted as a suggestion that ground-state excitations can have
an influence on finite temperature dynamics, the phenomenon
of temperature chaos would imply that the backbone can
only be relevant for the physics of small systems. However,
what we argue here is that the system can be divided into
two macroscopic sectors where the effective interactions
between spins, which we assume are temperature-independent
quantities, seem to differ markedly. The GS and its excitations
are only used as tools to find which spins and bonds comprise
those sectors. Once the sample has been so divided, the
information about the states is no longer necessary. In other
words, we do not make any assumptions about the magnitude
of the overlap between states at finite temperature and the
GS and its excitations. Therefore, in principle, we would
expect that this physical separation of the system is also
valid for macroscopic samples. However, this conjecture can
only be confirmed by performing simulations in those rare
small samples where temperature chaos has been shown to be
present [25,26].
The topological characteristics of the backbone may also
be relevant for a better understanding of the physical behavior
of other random systems. For example, Tsomokos et al. [47]
predict that if the backbone of the 2D EAB model does not
percolate, in the random-field toric code model there may
exist a new intermediate quantum phase where topological
and spin-glass order coexist. Our calculations suggest that
this could also be the case for both 2D models. In addition,
in a recent study of the out-of-equilibrium dynamics of the
2D ±J Potts model at low temperature, numerical evidence
has been found that hints at the existence of an underlying
backbone structure for this system [48]. Unfortunately, the
RS studied there is defined only for models with Ising
spins (the q = 2 case in the ±J Potts model correspond to
the EAB model). Although a general procedure to obtain
the backbone of an arbitrary system has not yet been
found, we believe that the progress made here represents
a significant step in this direction. We hope that a further
generalization of the rigid structure analyzed here will make it
possible to identify the backbone of more complex disordered
models.
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