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UNIFORM CONVERGENCE TO EQUILIBRIUM FOR COUPLED
PARABOLIC PDES AND LINEAR EVOLUTION EQUATIONS
ALEXANDER DOBRICK AND JOCHEN GLU¨CK
Abstract. We consider systems of heat equations, subject to Neumann bound-
ary conditions or on the whole space Rd, that are coupled by a matrix-valued
potential V . Our main question is under which conditions each solution to
such a system converges to an equilibirum as t → ∞.
While this is clearly a fundamental question about systems of parabolic
equations, it has been studied, up to now, only under certain positivity as-
sumptions on the potential V . Without positivity, Perron–Frobenius theory
cannot be applied and the problem seems to be completely open. In this arti-
cle we close this gap for a large class of potentials. If V is L2-dissipative, the
problem turns out to be easily solvable by classical Hilbert space methods; for
more general potentials though, the matter becomes much more delicate, and
we need to employ recent spectral theoretic results that rely on the geometric
structure of Lp-spaces.
Since we wish to cover also the case p = ∞ – and since we further want
to study a class of systems with unbounded coefficients – the solutions to
our differential equations cannot, in general, be described by means of C0-
semigroups. To overcome this difficulty, we prove – in the theoretical part
of the paper – a convergence theorem for a very general class of operator
semigroups without any time regularity assumptions.
1. Introduction
A system of coupled heat equations. On a bounded domain Ω ⊆ Rd with
sufficiently smooth boundary, consider the system of coupled heat equations
d
dt
(
u1
u2
)
=
(
∆u1
∆u2
)
+ V
(
u1
u2
)
,(∗)
subject to Neumann boundary conditions and appropriate initial conditions; here,
V : Ω → R2×2 is a matrix-valued bounded measurable function. Let us consider
solutions u1(t), u2(t) ∈ Lp(Ω) (1 ≤ p ≤ ∞) and discuss their long-term behaviour
as t→ ∞. Of course the potential V can cause the solutions to tend to ∞ or to 0
for large times. But even if this does not happen, V can have very strange effects
on the solutions; this is illustrated by the following simple example.
Example 1.1. Let p = 2 and endow the space L2(Ω)2 with the norm ‖ · ‖2 given
by
‖(v1, v2)‖22 := ‖v1‖2L2(Ω) + ‖v2‖2L2(Ω) .
Moreover, let V (x) = V :=
(
0 −1
1 0
)
for all x ∈ Ω and denote the operator(
∆ 0
0 ∆
)
by B. Then it is easy to see that the solutions to (∗) satisfy an energy
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estimate which implies that their norm is non-increasing (or, in a more operator
theoretic language, that the operator B + V with Neumann boundary conditions
is dissipative on L2(Ω)2). However, if 1 denotes the constant function on Ω with
value 1, then
etV
(
1
1
)
=
(
cos t − sin t
sin t cos t
)(
1
1
)
is a solution of (∗) which is periodic and, thus, does not converge as t→∞.
Spectral considerations. From a spectral theoretic point of view, the essence
of the above example is quite simple: the matrix V has two eigenvalues on the
imaginary axis (namely i and −i), so the matrix exponential function etV rotates
both components of the fixed vector
(
1 1
)T
of the semigroup (etB)t≥0 associated
to the vector-valued Laplace operator B. One might thus suspect that the solutions
to (∗) converge to an equilibrium if the spectrum of V is contained in the left half
plane and intersects the imaginary axis only in 0. Under appropriate assumptions
this is indeed true and can even be shown for non-constant V by the following kind
of reasoning:
If A is a dissipative self-adjoint operator on a Hilbert-space and C is a bounded
dissipative (but not necessarily self-adjoint) operator on the same space with no
eigenvalues in iR \ {0}, then A + C does not have any eigenvalues in iR \ {0},
either. This is a consequence of the spectral theorem for self-adjoint operators; see
Proposition 2.9 for details. By applying this observation to the operator B + V ,
we obtain criteria for the solutions of (∗) to converge as time tends to infinity;
see Theorem 2.11 and Corollary 2.12. However, this approach has two serious
limitations:
(i) It only works since the Laplace operator is self-adjoint; if we replace the
Laplace operators in the matrix B with more general elliptic operators with
non-symmetric coefficients, an analysis based on the spectral theorem breaks
down and we can no longer use Proposition 2.9.
(ii) The approach requires the potential V to be ℓ2-dissipative. If V is instead,
for instance, ℓ1-dissipative, one still can show that B+V generates a bounded
semigroup on an appropriate L1-space and thus, a fortiori, on the entire Lp-
scale by an ultra-contractivity argument; however, convergence of this semi-
group does no longer follow from arguments relying on the spectral theorem.
Consequently, if ∆ is replaced with non-symmetric elliptic operators or V is no
longer ℓ2-dissipative, one needs to employ another approach to obtain convergence
of the coupled heat equation. Such an approach is described next.
Convergence of contractive semigroups on Lp and on spaces of continuous
functions. The matrix V in Example 1.1 has two properties that are essential for
the example: (i) the matrix exponentials etV (t ≥ 0) leave the ℓ2-unit ball in R2
invariant (which causes the solutions of (∗) to be bounded) and (ii) the spectrum
of V contains non-zero numbers on the imaginary axis. Now it is interesting to
observe that if p 6= 2 and if etV leaves the p-unit ball instead of the 2-unit ball in
R2 invariant, then V cannot have non-zero eigenvalues on iR. This follows easily
from geometric considerations, but an entire theory about the long-term behaviour
of contractive C0-semigroups on L
p-spaces for p 6= 2 can be built on this basic idea.
This was done in [16] and [15, Part I], based on earlier work of Lyubich [23].
In this article, we employ the results of [16] to prove an operator norm con-
vergence theorem for contractive semigroups on Lp-spaces (p 6= 2), and we apply
this theorem to study coupled heat equations of the type (∗), where the Laplace
operators are replaced with general non-symmetric elliptic operators.
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We call a family (Ts)s∈[0,∞) of bounded linear operators on a Banach space an
operator semigroup if T0 is the identity operator and Ts+t = TsTt for all s, t ∈
[0,∞); in general, we require no regularity with respect to the time parameter
s. Our analysis of the coupled heat equation with non-symmetric coefficients (in
Subsection 2.5) is based on the following theorem, which is one of the theoretical
main results of our paper.
Theorem 1.2. Let (Ts)s∈[0,∞) be an operator semigroup on L
p(Ω, µ;C), where
(Ω, µ) is an arbitrary measure space and p ∈ [1,∞] \ {2}. If each operator Ts maps
real-valued functions to real-valued functions and has norm ‖Ts‖ ≤ 1, then the
following assertions are equivalent:
(i) Ts converges with respect to the operator norm to a finite rank projection as
s→∞.
(ii) There exists a time s0 ∈ [0,∞) such that Ts0 is quasi-compact.
Here, an operator T is called quasi-compact if some power of T is strictly closer
than 1 (with respect to the operator norm) to a compact operator. We will prove
this theorem in Section 6, as a consequence of the more general Corollary 6.6.
In order to apply Theorem 1.2 to systems of equations of the type (∗), we have to
ensure that the state space Lp(Ω)2 is isometrically isomorphic to a (scalar-valued)
Lp-space. To this end, we endow it with the norm ‖ · ‖p given by ‖(u1, u2)‖pp =
‖u1‖pp + ‖u2‖pp which renders Lp(Ω)2 isometrically isomorphic to the Lp-space over
the disjoint union Ω ∪˙Ω. Of course, this is equivalent to considering Lp(Ω)2 as
the vector-valued space Lp(Ω;R2), where R2 is now endowed with the ℓp-norm
rather than with the Euclidean norm. This already suggests that, in order to apply
Theorem 1.2, we need the matrix V (x) to be p-dissipative for each x ∈ Ω as to
ensure that the solution semigroup of (∗) is contractive. A detailed application of
Theorem 1.2 to coupled system of heat equations is presented in Section 2.
A few more remarks on Theorem 1.2 are in order. We point out that the theorem
is geometric in essence: it is based on the fact that if F is a two-dimensional
subspace of an Lp-space (p 6= 2), then F is either not isometric to a Hilbert space,
or F is not the range of a contractive projection; see [16, Section 3.1] for details
about spaces with this property. Moreover, spaces of continuous functions have the
same property (see [15, Examples 1.2.7]), so Theorem 1.2 also remains true on such
spaces. Let us state this explicitly for later reference.
Theorem 1.3. Let E = Cb(L;C) or E = C0(L;C) for a locally compact Hausdorff
space L, or more generally, let E be a complex Banach lattice which is an AM-
space. Let (Ts)s∈[0,∞) be an operator semigroup on E. If each operator Ts maps
real-valued functions to real-valued functions and has norm ‖Ts‖ ≤ 1, then the
following assertions are equivalent:
(i) Ts converges with respect to the operator norm to a finite rank projection as
s→∞.
(ii) There exists a time s0 ∈ [0,∞) such that Ts0 is quasi-compact.
Here, Cb(L;C) denotes the space of all bounded and continuous complex-valued
functions on L, and C0(L;C) ⊆ Cb(L;C) describes the space of all continuous
complex-valued functions on L that vanish at infinity. For a definition of when a
real Banach lattice is called an AM-space we refer for instance to [28, Section II.7];
a complex Banach lattice is called an AM -space if its real part is an AM-space, and
if E is a complex AM-space in Theorem 1.3, then the condition “each operator Ts
maps real-valued functions to real-valued functions” has of course to be understood
in the more abstract sense that each operator Ts leaves the real part of E invariant.
Theorem 1.3 is also a consequence of a more general result in Corollary 6.6, so
we again refer to Section 6 for the proof.
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A note on positivity. It might not come as a surprise that the geometric con-
dition ‖Ts‖ ≤ 1 in Theorems 1.2 and 1.3 can be replaced with another condition:
if the semigroup is merely bounded (instead of contractive), but leaves the posi-
tive cone of the underlying space invariant, then the equivalence of Theorem 1.2
(respectively, of Theorem 1.3) remains valid (even if p = 2). This was proved by
Lotz [22, Theorem 4] in the setting of general Banach lattices and fits into a long
list of convergence result for positive semigroups. We will see below (Theorem 6.2)
that Lotz’ result (and in fact, a generalization of it) can also be derived by our
methods.
It is also worthwhile to note that, if the off-diagonal entries of the potential ma-
trices V (x) are non-negative, then the solution semigroup for (∗) becomes positive.
Under such a positivity assumption, the long-term behaviour for parabolic systems
with unbounded coefficients on the whole space Rd was studied in [1, Section 4].
Semigroups without time regularity. In the case that the operator Ts0 is even
compact and (Ts)s∈[0,∞) is a C0-semigroup, the assertion of Theorem 1.2 has already
been proved in [16, Corollary 3.8] (and almost the same argument can be used to
also cover the case where Ts0 is only quasi-compact, see [15, Corollary 2.2.5(b)]).
The major progress made in Theorem 1.2 compared to [16, Corollary 3.8] is that
we do no longer need any time regularity assumption on the semigroup. This
severely restricts the toolbox available for the proof (for instance, we cannot use
generators, resolvents or Laplace transform techniques) but we are rewarded with
two advantages of our general approach:
• Applicability: Semigroups that occur in concrete applications always satisfy
some kind of time regularity (otherwise the solution of the corresponding
evolution equation would not be related to the initial value in any topolog-
ical sense). However, the types of time regularity that we encounter can be
quite disparate and vary, for instance, from strong continuity on [0,∞) [9]
over strong continuity on (0,∞) (see e.g. [4, 5] for two applications) to such
concepts as bi-continuity [20] and continuity on norming dual pairs [21].
Instead of developing a separate convergence theory for each of these
cases, we prefer the all-in approach to consider semigroups without any
time regularity assumptions.
As a concrete example, our analysis of coupled heat equations on Lp
of a bounded domain (see Subsection 2.5) requires only the theory of C0-
semigroups for p ∈ [1,∞); for the case p =∞, though, we have to deal with
semigroups that are no longer continuous. Similarly, our study of coupled
heat equations on the whole space Rd and with unbounded coefficients
requires convergence results for semigroups which are not C0.
• Theoretic considerations: Given any convergence theorem for a certain class
of semigroups (Tt)t∈[0,∞) one might wonder what is so special about the
time domain [0,∞) that it enforces convergence under seemingly weak con-
ditions; for instance, it is very easy to see that Theorem 1.2 does no longer
remain true for time-discrete semigroups (T n)n∈N0 .
If convergence theorems remains true without any time regularity, this
demonstrates that not the topological properties of the time domain [0,∞)
but rather its algebraic properties are essential to obtain semigroup con-
vergence in many situations. This has already been a central aspect in the
papers [14, 18] which focus on strong convergence, and it will also appear
in Sections 5 and 6 of this paper.
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Motivated by the above theoretic considerations, and by the results from [14]
and [18], we will also derive a version of Theorem 1.2 for representations of more
general commutative semigroups than just ([0,∞),+); see Corollary 6.6 for details.
Organisation of the article. In Section 2 we consider coupled systems of para-
bolic equations on a bounded domain in Rd and give sufficient criteria for them to
converge as time tends to infinity. In Section 3 we will then turn to equations on the
whole space Rd, with possibly unbounded coefficients. In Sections 4–6 we develop a
general theory for the long-term behaviour (with respect to the operator norm) of
bounded representations of commutative semigroups; Theorems 1.2 and 1.3 follow,
along with several similar results, from this general theory.
In the appendices we recall a few facts about dissipative matrices, poles of op-
erator resolvents and the behaviour of nets in metric spaces.
Notation and Terminology. All Banach spaces in this paper can be either real
or complex, unless otherwise specified. To clarify whether the elements of certain
function spaces are assumed to be real- or complex-valued we use notation such as
Lp(Ω, µ;R) and Lp(Ω, µ;C), etc.
Let E,F be Banach spaces (over the same scalar field). We endow the space
L(E;F ) of bounded linear operators from E to F with the operator norm topology
throughout; moreover, we use the abbreviation L(E) := L(E;E). The dual Banach
space of E will be denoted by E′. If the underlying scalar field is complex, the
spectrum of a linear operator A : E ⊇ D(A) → E will be denoted by σ(A); for
λ ∈ C \ σ(A), the resolvent of A at λ is denoted by R(λ,A) := (λ−A)−1. Further,
the point spectrum of A will be denoted by σpnt(A). If the underlying scalar field
of E is real, the spectrum and the point spectrum of an operator A are defined
as the spectrum and the point spectrum of the canonical extension of A to any
complexification of E.
Basic terminology for semigroup representations is introduced at the beginning
of Section 4.
2. Coupled parabolic equations on bounded domains
2.1. Setting. Let ∅ 6= Ω ⊆ Rd be a bounded domain which has the extension
property in the sense that every Sobolev function in H1(Ω;C) is the restriction of a
Sobolev function in H1(Rd;C). This is the case, e.g., if Ω has Lipschitz boundary
[3, Section 7.3.6].
We fix an integer N ≥ 1 (which will denote the number of coupled equations
on Ω) as well as measurable and bounded functions A1, . . . , AN : Ω → Rd×d and
V : Ω→ RN×N . Moreover, we assume that there exists a constant ν > 0 such that
for all k ∈ {1, . . . , N} and almost all x ∈ Ω, the uniform ellipticity condition
Re(ξTAk(x)ξ) ≥ ν ‖ξ‖2
holds for all ξ ∈ Cd. We will study the long-term behaviour of the solutions to the
coupled parabolic equation that is formally given by
d
dt


u1
...
uN

 =


div(A1∇u1)
...
div(AN∇uN )

+ V


u1
...
uN

(2.1)
and subject to Neumann boundary conditions. Due to the weak regularity assump-
tions on the coefficients and on the boundary of Ω, we use form methods to give
precise meaning to the elliptic operators u 7→ div(Ak∇u): for each k ∈ {1, . . . , N}
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we define a bilinear form
ak :H
1(Ω)×H1(Ω)→ C, ak(u, v) =
∫
Ω
∇uTAk∇v dx.
This form induces a linear operator −Ak : L2(Ω) ⊇ H1(Ω) → L2(Ω), and Ak
is interpreted as a realization of the differential operator u 7→ div(Ak∇u) with
Neumann boundary conditions. For a general overview of form methods in the
context of heat equations we refer the reader to [27].
Each operator Ak generates a positive (in the sense of Banach lattices) and
contractive C0-semigroup (e
tAk)t∈[0,∞) on L
2(Ω). Moreover, this semigroup and its
dual have the constant function 1 as a fixed point, so it follows from interpolation
theory that it also induces a positive and contractive C0-semigroup on L
p(Ω) for
each p ∈ [1,∞); we denote the corresponding generator by Ak,p (and thus, Ak,2 =
Ak).
The coupled parabolic equation (2.1) can now precisely be stated as the abstract
Cauchy problem
d
dt
u = Bpu+ V u(2.2)
on the Banach space Lp(Ω;CN ), where p ∈ [1,∞) and
Bp =


A1,p
. . .
AN,p

 .
In the following, we endow Lp(Ω;CN ), p ∈ [1,∞], with the norm ‖ · ‖p given by
‖u‖pp =
∫
Ω
‖u(x)‖pp dx =
N∑
k=1
‖uk‖pLp(Ω) for p ∈ [1,∞), and
‖u‖∞ = max{‖uk‖∞ : k ∈ {1, . . . , N}}
(2.3)
for u = (u1, . . . , uN )
T ∈ Lp(Ω;CN ). This has the following simple but important
consequence.
Remark 2.1. Let p ∈ [1,∞]. The norm defined in (2.3) is of course equivalent to
the norm that we would obtain by endowing CN with the Euclidean norm and then
endowing Lp(Ω;CN ) with the vector-valued p-norm. However, the main advantage
of the norm ‖ · ‖p defined in (2.3) is that it renders Lp(Ω;CN ) isometrically lattice
isomorphic to the Lp-space of scalar-valued functions over N disjoint copies of Ω,
i.e., we can treat Lp(Ω;CN ) as a scalar-valued Lp-space.
2.2. The coupled heat semigroup on the Lp-scale. In what follows, we will use
the symbol V both to denote the function V : Ω→ RN×N introduced in the previous
subsection and the operator Lp(Ω;CN )→ Lp(Ω;CN ) given by multiplication with
this function (for any p ∈ [1,∞]).
Since V is a bounded operator, it follows from standard perturbation theory that
Bp+V generates a C0-semigroup (et(Bp+V ))t∈[0,∞) on Lp(Ω;CN ) for each p ∈ [1,∞).
In this subsection we briefly discuss how those semigroups act on the Lp-scale. We
will see, by means of an ultracontractivity argument, that most of the properties
which are relevant for us do not depend on the choice of p. The arguments in this
subsection are fairly standard, but there are a few subtleties – in particular since
we also want to consider the semigroup on L∞(Ω;CN ) – so we prefer to state all
the relevant properties in detail.
The semigroups (et(Bp+V ))t∈[0,∞) are consistent on the L
p-scale. This follows
from a perturbation argument (for instance, by means of Trotter’s product formula
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or, if one prefers, by the Dyson–Phillips series expansion) since the semigroups
generated by Bp are consistent.
Moreover, the semigroups (et(Bp+V ))t∈[0,∞) leave L
∞(Ω;CN ) invariant as the
following proposition shows. For a proper reading of the proposition, note that the
realizations of the multiplication operator V as a bounded operator on Lp(Ω;CN )
are consistent for p ∈ [1,∞]; moreover, the exponential operators etV are, for every
t ∈ [0,∞), also consistent on the Lp(Ω;CN )-scale; in other words, for 1 ≤ p ≤ q ≤
∞, it does not matter whether we consider the exponential etV on Lp(Ω;CN ) first
and then restrict it to Lq(Ω;CN ) or whether we consider it on Lq(Ω;CN ) in the
first place.
Proposition 2.2. There exists a number ω ∈ R such that ∥∥etV ∥∥
∞→∞
≤ etω for all
t ∈ [0,∞). For any such ω, for each t ∈ [0,∞) and for each p ∈ [1,∞), the operator
et(Bp+V ) on Lp(Ω;CN ) leaves L∞(Ω;CN ) invariant and satisfies
∥∥et(Bp+V )∥∥
∞→∞
≤
etω.
Proof. The existence of ω follows from the fact that
∥∥etV ∥∥
∞→∞
≤ et‖V ‖∞→∞ for
all t ∈ [0,∞).
Now, fix such an ω as well t ∈ [0,∞) and p ∈ [1,∞). By Trotter’s product for-
mula (see for instance [9, Corollary III.V.8]) we have et(Bp+V )f = limn→∞(e
t
n
Bpe
t
n
V )nf
with respect to the Lp-norm for each f ∈ Lp. The semigroup generated by Bp is
L∞-contractive; thus, if f is an element of the unit ball of L∞, then (e
t
n
Bpe
t
n
V )nf
is an element of etω times this unit ball for each n ∈ N and hence, so is the limit as
n→∞ (since the L∞-unit ball is closed in Lp). 
Of course, the restriction of the operator et(Bp+V ) to L∞(Ω;CN ) is the same oper-
ator for all p ∈ [1,∞) (since our semigroups act consistently on the Lp-scale). From
now on we denote, by abuse of notation, the restriction of et(Bp+V ) to L∞(Ω;CN )
by et(B∞+V ). Note that we use this purely as a notation; we do not define an
operator B∞, nor do we make any assertions about such an operator. Note that
(et(B∞+V ))t∈[0,∞) is, of course, an operator semigroup, but it is certainly not a
C0-semigroup, in general. However, it follows from Proposition 2.3 below that this
semigroup is strongly continuous (and in fact, even continuous with respect to the
operator norm) on the open time interval (0,∞).
Next we show that the semigroup operators et(Bp+V ) do not only leave L∞(Ω;CN )
invariant, but that they even map Lp(Ω;CN ) boundedly into L∞(Ω;CN ).
Proposition 2.3. Let p ∈ [1,∞].
(a) For each t ∈ (0,∞) the operator et(Bp+V ) maps Lp(Ω;CN ) boundedly into
L∞(Ω;CN ), i.e., it is a bounded operator from Lp(Ω;CN ) to L∞(Ω;CN ).
(b) For each t ∈ (0,∞) the operator et(Bp+V ) is compact on Lp(Ω;CN ).
Proof. We consider the generator B2 + V on L2(Ω;CN ). The operator −B2 is
associated with a form b that is defined on H1(Ω;CN ) ≃ (H1(Ω;C))N and given
by
b(u, v) =
N∑
k=1
ak(uk, vk) for all u, v ∈ H1(Ω;CN );
hence, the operator −(B2 + V ) is associated with the form c on the same domain
given by c(u, v) = b(u, v)− ∫
Ω
(V u)T v dx.
As Ω has the extension property, H1(Ω;C) embeds continuously into Lq(Ω;C)
for some q > 2, and hence, the form domain H1(Ω;CN ) embeds continuously into
Lq(Ω;CN ). It thus follows from an ultracontractivity argument (see the theorem
in [3, Section 7.3.2] for details) that, for each p ∈ [1,∞), et(Bp+V ) maps Lp(Ω;CN )
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into L∞(Ω;CN ). Boundedness of this mapping is also a consequence of the same
ultracontractivity argument (alternatively, it also follows from the closed graph
theorem).
(b) For p ∈ [1,∞) this follows from (a) by Dunford–Pettis theory, see for in-
stance [17, Theorem 7.1] for details. For p = ∞, we use that et(B∞+V ) factors
as
L∞(Ω;CN )
id−→ L2(Ω;CN ) e
t
2
(B2+V )−−−−−−→ L2(Ω;CN ) e
t
2
(B2+V )−−−−−−→ L∞(Ω;CN ),
and so the assertion follows from the case p = 2. 
As two consequences of the above proposition, we observe that boundedness and
operator norm convergence of the semigroup does not depend on the choice of p.
Corollary 2.4. The following assertions are equivalent:
(i) There exists p ∈ [1,∞] such that the semigroup (et(Bp+V ))t∈[0,∞) is bounded
on Lp.
(ii) For every p ∈ [1,∞] the semigroup (et(Bp+V ))t∈[0,∞) is bounded on Lp.
Here, we used the abbreviation Lp := Lp(Ω;CN ).
Proof. Obviously, (ii) implies (i), so assume conversely that (i) holds and consider
any q ∈ [1,∞]. For each t ≥ 2, the operator et(Bq+V ) factors as
Lq
eBq+V−−−−→ L∞ id−→ Lp e
(t−2)(Bp+V )−−−−−−−−→ Lp e
Bp+V−−−−→ L∞ id−→ Lq.
Therefore, supt∈[2,∞)
∥∥et(Bq+V )∥∥ <∞. On the other hand, we also observe that
sup
t∈[0,2]
∥∥∥et(Bq+V )∥∥∥ <∞;
for q ∈ [1,∞) this follows from the C0-property, and for q = ∞ this follows from
Proposition 2.2. This proves the assertion. 
Corollary 2.5. The following assertions are equivalent:
(i) There exists p ∈ [1,∞] such that et(Bp+V ) converges with respect to the oper-
ator norm on Lp as t→∞.
(ii) For every p ∈ [1,∞] the operator et(Bp+V ) converges with respect to the oper-
ator norm on Lp as t→∞.
(iii) For every p ∈ [1,∞] the operator et(Bp+V ) converges with respect to the oper-
ator norm in L(Lp;L∞) as t→∞.
Here, we used again the abbreviation Lr := Lr(Ω;CN ) for r ∈ [1,∞].
Proof. Obviously, (iii) implies (ii) and (ii) implies (i). Now assume that (i) holds;
in order to show (iii), consider any number q ∈ [1,∞]. For t ≥ 2 the operator
et(Bq+V ) : Lq → L∞ factors as
Lq
eBq+V−−−−→ L∞ id−→ Lp e
(t−2)(Bp+V )−−−−−−−−→ Lp e
Bp+V−−−−→ L∞.
This proves that et(Bp+V ) converges in L(Lq;L∞) (with respect to the operator
norm) as t→∞. 
Corollary 2.5 shows that, if we are interested in uniform convergence of the
solutions to the coupled Cauchy problem (2.2), it does not matter with respect to
which p-norm we define the convergence. Let us thus coin the following terminology
that we will use throughout the rest of Section 2.
Definition 2.6. We say that the solutions to the coupled heat equation (2.2)
converge uniformly as t → ∞ if one, and thus all, of the equivalent assertions of
Corollary 2.5 are satisfied.
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The purpose of Subsections 2.4 and 2.5 below is to provide sufficient criteria for
the solutions to (2.2) to converge uniformly, in the sense of Definition 2.6, as time
tends to infinity.
2.3. Intermezzo: Dissipativity. In view of Corollary 2.4, boundedness of the
solution semigroup to (2.2) for one p implies boundedness on the entire Lp-scale.
This easiest way to obtain boundedness for some p ∈ [1,∞] is to assume that the
multiplication operator V is dissipative on Lp(Ω;CN ). In this subsection this is
discussed in a bit more detail; for a general treatment of dissipative operators we
refer for instance to [9, Section II.3.b].
Proposition 2.7. Let p ∈ [1,∞]. If V is dissipative on Lp(Ω;CN ), then the
semigroup (et(Bp+V ))t∈[0,∞) is contractive on L
p(Ω;CN ).
Proof. First assume that p ∈ [1,∞). Then Bp generates a contractive C0-semigroup
on Lp(Ω;CN ), and it follows from the characterisation of dissipativity in [9, Propo-
sition II.3.23] that Bp + V is dissipative, too.
Now let p = ∞. Then ∥∥etV ∥∥
∞→∞
≤ 1 for each t ∈ [0,∞), so the assertion
follows from Proposition 2.2. 
Proposition 2.7 indicates that we should be interested in dissipativity of the
multiplication operator V on Lp(Ω;CN ); this property can be characterised in
terms of the matrices V (x):
Proposition 2.8. For each p ∈ [1,∞] the following assertions are equivalent:
(i) The multiplication operator V on Lp(Ω;CN ) is dissipative.
(ii) For almost all x ∈ Ω, the matrix V (x) is dissipative with respect to the ℓp-norm
on CN .
(iii) For almost all x ∈ Ω, the matrix V (x) is dissipative with respect to the ℓp-norm
on RN .
Proof. The equivalence of (i) and (ii) is an immediate consequence of our choice of
the norm on Lp(Ω;Cd) (see formula (2.3)), and the implication from (ii) to (iii) is
obvious.
To show that (iii) implies (ii) we note that, for every matrix M ∈ RN×N , its
operator norm induced by the p-norm on RN coincides with its operator norm
induced by the p-norm on CN . Indeed, for p ∈ [1,∞) this can e.g. be found in
[11, Proposition 2.1.1], and for p = ∞ this follows from the fact that ‖ξ‖∞ =
supθ∈[0,2pi] ‖Re(eiθξ)‖∞ for each ξ ∈ CN . Hence, if etV (x) is contractive on RN ,
then it is also contractive on CN ; so (iii) indeed implies (ii). 
In view of Proposition 2.8 it is worthwhile to note that dissipativity of matrices
in with respect to the ℓp-norm on RN can be characterised quite explicitly; for
the convenience of the reader, we recall this in detail in Proposition A.1 in the
Appendix.
2.4. Convergence in the symmetric case. In this subsection we characterise
the convergence of the solutions to the coupled heat equation (2.2) in the case that
the coefficients of the elliptic operators are symmetric and the matrices V (x) are
dissipative with respect to the ℓ2-norm on RN .
We start with a general observation on Hilbert spaces. Recall that an operator
A : H ⊇ domA → H on a complex Hilbert space H is dissipative if and only if
Re 〈Au, u〉 ≤ 0 for all u ∈ domA.
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Proposition 2.9. Let A : H ⊇ domA→ H be a self-adjoint, dissipative operator
and let C be a bounded, dissipative operator on a complex Hilbert space H. If
(A+ C)u = iβu
for some iβ ∈ iR and u ∈ domA, then Au = 0 and Cu = iβu. In particular, one
always has
σpnt(A+ C) ∩ iR ⊆ σpnt(C) ∩ iR.
Proof. Let iβ and u ∈ domA be as in the statement of the proposition. Then
〈(A+ C)u, u〉 = iβ ‖u‖2 and thus
0 = Re〈(A + C)u, u〉 = 〈Au, u〉+ Re〈Cu, u〉.
As A and C are dissipative on H , it follows that both terms 〈Au, u〉 and Re〈Cu, u〉
are not larger than 0 and thus, in fact, equal to 0. Since A is self-adjoint and
σ(A) ⊆ (−∞, 0], the equality 〈Au, u〉 = 0 implies, due to the spectral theorem,
that Au = 0. Consequently, Cu = iβu. 
Now we return to the setting of the Subsection 2.1. Suppose, additionally to the
assumptions made there, that the functions A1, . . . , AN : Ω → Rd×d have values
in the symmetric matrices a.e. on Ω. Then the associated forms ak are symmetric,
and hence, the operators Ak are self-adjoint on L2(Ω). Further, suppose that
V : Ω → RN×N is L2-dissipative. In this case, we obtain the following spectral
result.
Proposition 2.10. Assume that, for almost all x ∈ Ω, the matrices A1(x), . . . , AN (x)
are symmetric and the matrix V (x) is dissipative with respect to the ℓ2-norm on
RN . For each iβ ∈ iR the following two assertions are equivalent:
(i) iβ ∈ σpnt(B2 + V ).
(ii) There exists a measurable subset Ω˜ ⊆ Ω which has the same measure as Ω
such that ⋂
x∈Ω˜
ker(iβ − V (x)) 6= {0}.
In this case, each component function of every eigenvector u ∈ ker (iβ − (B2 + V ))
is constant on Ω (more precisely: it has a constant representative).
Proof. (i) ⇒ (ii): Let u be an eigenvector of B2 + V to the eigenvalue iβ. Then
Proposition 2.9 shows that B2u = 0, i.e., Akuk = 0 for each k = 1, . . . , N . Since the
semigroups (etAk)t≥0 are all positive and irreducible on L
2(Ω) and their generators
Ak have compact resolvent, it follows that dim(kerAk) = 1, i.e., uk is constant for
all k ∈ {1, . . . , N}. Hence, there is a non-zero vector z ∈ CN such that u(x) = z
for almost all x ∈ Ω˜ and thus,
V (x)z = V (x)u(x) = iβu(x) = iβz
for almost all x ∈ Ω. Therefore, there exists a measurable set Ω˜ ⊆ Ω of full measure
such that z ∈ ⋂x∈Ω˜ ker(iβ − V (x)).
(ii) ⇒ (i): Let 0 6= z ∈ ⋂x∈Ω˜ ker(iβ − V (x)) ⊆ CN and consider the constant
function u : Ω→ RN given by u(x) = z for almost all x ∈ Ω. Then u ∈ D(B2 + V )
and (B2 + V )u = iβu, and thus iβ ∈ σpnt(B2 + V ). 
Proposition 2.10 characterises, in terms of the matrices V (x), whether B2 + V
has a non-zero imaginary eigenvalue. This yields the following characterisation of
uniform convergence for the solutions to the coupled heat equation (2.2).
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Theorem 2.11. Assume that, for almost all x ∈ Ω, the matrices A1(x), . . . , AN (x)
are symmetric and the matrix V (x) is dissipative with respect to the ℓ2-norm on
RN . Then the following assertions are equivalent:
(i) The solutions to the coupled heat equation (2.2) converge uniformly (in the
sense of Definition 2.6) as t→∞.
(ii) For every iβ ∈ iR \ {0} and every measurable subset Ω˜ ⊆ Ω with the same
measure as Ω we have ⋂
x∈Ω˜
ker(iβ − V (x)) = {0}.
Proof. According to Proposition 2.10, assertion (ii) of the theorem is equivalent to
assertion that B2+V does not have any non-zero eigenvalues on the imaginary axis;
so we have to show that this is equivalent to uniform convergence of the solutions
to (2.2).
If B2+V has an eigenvalue iβ ∈ iR\{0} with eigenvector u, then et(B2+V )u does
not converge as t → ∞, so (i) fails. Assume now conversely that B2 + V does not
have any eigenvalues on the imaginary axis, except for possibly 0.
According to Proposition 2.3(b), the semigroup (et(B2+V ))t∈[0,∞) is immediately
compact. It is also contractive as B2 + V is dissipative. Therefore, it follows from
[9, Corollary V.3.2] that et(B2+V ) converges with respect to the operator norm on
L2(Ω;CN ) as t → ∞; thus, the solutions to (2.2) converge uniformly in the sense
of Definition 2.6 as t→∞. 
Let us state the following special case of Theorem 2.11 explicitly.
Corollary 2.12. Assume that, for almost all x ∈ Ω, the matrices A1(x), . . . , AN (x)
are symmetric and the matrix V (x) is dissipative with respect to the ℓ2-norm on
RN . If, for almost all x ∈ Ω,
σ(V (x)) ∩ iR ⊆ {0},
then the solutions to the coupled heat equation (2.2) converge uniformly as t→∞.
It is instructive to compare Corollary 2.12 to Example 1.1 and to the subsequent
comments in the Subsection “Spectral considerations” of the Introduction.
2.5. Convergence in the non-symmetric case. A drawback of the techniques
employed in the preceding section is that they rely heavily the on the Hilbert
space structure of the function space and the self-adjointness of the involved elliptic
operators. This prevents us from considering (i) non-symmetric elliptic operators
and (ii) more general potentials V (x) that might be dissipative with respect to the
ℓp-norm for some p 6= 2.
Therefore, in this section we will not suppose that the coefficient functions
A1, . . . , AN : Ω → Rd×d are symmetric. However, we will assume that, for al-
most all x ∈ Ω, V (x) is dissipative with respect to the ℓp-norm on RN for some
p ∈ [1,∞], p 6= 2. This assumption is stronger than assuming σ(V (x)) ∩ iR ⊆ {0}
for almost all x ∈ Ω; this follows from the following proposition which is a special
case of [16, Theorem 3.7].
Proposition 2.13. Let p ∈ [1,∞] \ {2}. If a matrix in RN×N is dissipative with
respect to the ℓp-norm on RN , then its spectrum intersects the imaginary axis at
most in {0}.
Note that the assertion of Proposition 2.13 fails in the case p = 2: consider once
again the matrix
V :=
(
0 −1
1 0
)
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from the introduction. This matrix satisfies 〈V z, z〉 = 0 for each z ∈ R2, i.e., is
dissipative with respect to the ℓ2-norm on R2, but σ(V ) ∩ iR = {−i, i}. Moreover,
we stress that it is essential in Proposition 2.13 that the matrices V (x) have only
real entries.
Theorem 2.14. Let p ∈ [1,∞] \ {2} and assume that, for almost all x ∈ Ω, the
matrix V (x) is dissipative with respect to the ℓp-norm on RN . Then the solutions to
the coupled heat equation (2.2) converge uniformly (in the sense of Definition 2.6)
as t→∞.
Proof. By Propositions 2.7 and 2.8, the semigroup (et(Bp+V ))t∈[0,∞) is contrac-
tive on Lp(Ω;CN ), and clearly, it leaves Lp(Ω;RN ) invariant. Since the operators
et(Bp+V ) are compact for t ∈ (0,∞) and since Lp(Ω;CN ) is isometrically lattice iso-
morphic to a scalar-valued Lp-space, the assertion follows from Theorem 1.2. 
Observe that the value of p enters Theorem 2.14 only as an assumption on the
matrix potential V . The convergence of the coupled heat semigroup takes place on
the entire Lp-scale as shown in Corollary 2.5.
We point out that, for p ∈ [1,∞), the above proof only needs a version of
Theorem 1.2 for C0-semigroups; such a version can be found in [16, Corollary 3.8]
(for eventually compact semigroups) or in [15, Corollary 2.2.5(b)] (for the case
where Ts0 is, as in Theorem 1.2, quasi-compact). However, for p = ∞ we do not
have a C0-semigroup, so we need a convergence result for more general semigroups
– which can be found in Theorem 1.2. We also point out that we consider the case
p = ∞ to be quite important (rather than just an interesting side note) since the
assumption that V (x) be dissipative with respect to the ℓp-norm is easiest to check if
p is either 1 or∞; see Proposition A.1 and compare the examples in Subsection 2.6
below.
Subsections 2.4 and 2.5 give a rather complete description of the long-term be-
haviour of the coupled heat equation (2.2) in case that the potential is dissipative
with respect to an ℓp-norm on RN – with the exception of the following question
for the case p = 2:
Open Problem 2.15. Does the non-trivial implication “(ii) ⇒ (i)” in Theo-
rem 2.11 remain true if the coefficient matrices A1, . . . , AN are not assumed to
be symmetric?
Of course, much more remains to be done in case that the potential V is not
dissipative, since the methods presented in this paper do not work at all in this
case. In fact, it is not even clear to the authors how to check boundedness of the
solutions to (2.2) if V is not dissipative with respect to any ℓp-norm on RN .
2.6. Examples. In order to illustrate our above results, we now discuss a few
concrete and simple examples in the case N = 2. We consider the R2-valued
evolution equation (
u˙1
u˙2
)
=
(
∆u1
∆u2
)
+ V (x)
(
u1
u2
)
(2.4)
with Neumann boundary conditions on Ω, and we discuss the long-term behaviour
of its solutions for various choices of the potential V : Ω→ R2×2.
Fix two bounded and measurable functions v, w : Ω→ (0,∞).
Example 2.16 (ℓ2-dissipativity). Let the potential V be given by
V (x) =
(
0 −v(x)
v(x) 0
)
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for each x ∈ Ω. This is a very simple generalization of Example 1.1 that was dis-
cussed in the introduction. Since each matrix V (x) is ℓ2-dissipative, all solutions
of our evolution equation (2.4) are bounded on Lp(Ω) for any p ∈ [1,∞] (Corol-
lary 2.4).
The spectrum of each matrix V (x) equals {−iv(x), iv(x)}, so it follows from
Theorem 2.11 that we have convergence of all solutions as t → ∞ if and only if v
is not constant almost everywhere.
Example 2.17 (ℓ∞-dissipativity I). Let the potential V be given by
V (x) =
( −v(x) −v(x)
−2v(x) −2v(x)
)
for each x ∈ Ω. Each matrix V (x) is ℓ∞-dissipative (Proposition A.1), so we can
apply Theorem 2.14 to conclude that the solution to the evolution equation (2.4)
converge uniformly as t→∞. Note the some of the solutions do not converge to 0
since the function (1,−1)T is an equilibrium of (2.4).
Now, it is important to make two observations:
(a) In fact, this example is sufficiently simple that we can completely understand
it without Theorem 2.14 and its underlying machinery: since all matrices V (x)
are multiples of the same fixed matrix, they are simultaneously diagonalizable;
their eigenvalues are given by −3v(x) and 0, respectively.
So one can use a simple coordinate transformation to transform the system
into two uncoupled scalar-valued heat equations which can easily be seen to
converge as t→∞.
(b) However, if we only slightly modify the second order differential term
(
∆u1
∆u2
)
in (2.4), for instance, by replacing it by
(
∆u1
2∆u2
)
, this transformation can
no longer be used to uncouple our evolution equation – so we indeed need
Theorem 2.14 in this case.
We note that the matrices V (x) are not ℓ2-dissipative since the symmetric
part of V (x) has eigenvalues v(x)2 (−3 −
√
10) and v(x)2 (−3 +
√
10) – so the
Hilbert space theory from Subsection 2.4 is of no use here, even though the
second order differential operators are just multiples of the Laplace operator.
Moreover, we remark that the matrix semigroup generated by V (x) is not
positive for any x ∈ Ω, so we cannot expect the solution semigroup of (2.4)
to be positive, and hence we cannot apply convergence theorems for positive
semigroups such as [22, Theorem 4].
Example 2.18 (ℓ∞-dissipativity II). Let the potential V be given by
V (x) =
( −v(x) −v(x)
−2v(x) −2v(x)
)
+
(−w(x) −w(x)
−w(x) −w(x)
)
.
for each x ∈ Ω. Again, each matrix V (x) is ℓ∞-dissipative (Proposition A.1). So
it follows from Theorem 2.14 that the solutions to the evolution equation (2.4)
converge uniformly as t→∞. As before, the function (1,−1)T is an equilibrium,
so the limit is non-zero for some initial values.
We note that the matrices V (x) are not simultaneously diagonalizable, in general,
since the matrices (−1 −1
−2 −2
)
and
(−1 −1
−1 −1
)
have different sets of eigenvectors. So, in contrast to the situation in Exam-
ple 2.17(a), the system cannot be uncoupled by means of diagonalization, in general.
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Moreover, we note that none of the matrices V (x) is ℓ2-dissipative, since a short
computation shows that the symmetric part of the matrix(−a −a
−b −b
)
always has a strictly positive eigenvalue if a, b ∈ (0,∞) are two distinct numbers.
Hence, the Hilbert space theory of Subsection 2.4 is, again, not applicable.
3. Coupled parabolic equations on the whole space
After dealing with coupled parabolic equations on bounded domains in the Lp-
setting in the former section, we now turn our attention to a related type of partial
differential equations on the entire space Rd, but with possibly unbounded coeffi-
cients. Of course, the unboundedness of the coefficients forces us to impose other
conditions on the equation in order to have well-posedness. Throughout the section
we mainly rely on the results of [6], and as in this paper, we work on the space of
bounded continuous functions over Rd.
We note that, if the matrices V (x) in the potential have non-negative off-diagonal
entries, the long-term behaviour of the solutions to such equations was studied in [1,
Section 4]; this is possible since the mentioned assumption on V (x) allows for the
use of Perron–Frobenius theory. Here, we make no such positivity assumption.
3.1. Setting. Fix an integer N ≥ 1 (which again will denote the numbers of
coupled equations) as well as functions A : Rd → Rd×d, b : Rd → Rd and
V : Rd → RN×N and assume that the following conditions are satisfied:
(1) For all x ∈ Rd the matrix A(x) is symmetric and there exists a continuous
function ν : Rd → (0,∞) such that the ellipticity condition
ξTA(x)ξ ≥ ν(x) ‖ξ‖2
holds for all x ∈ Rd and all ξ ∈ Rd.
(2) There exists α ∈ (0, 1) such that the functions A, b and V are locally α-Ho¨lder
continuous on Rd.
(3) The function V is bounded.
(4) There exists a twice continuously differentiable function ϕ : Rd → (0,∞) such
that ϕ(x)→∞ as ‖x‖2 →∞ and a number λ0 > 0 such that the estimate
λ0ϕ−
d∑
i,j=1
Aij∂ijϕ−
d∑
j=1
bj∂jϕ ≥ 0
holds on Rd.
Those are essentially the assumptions from [6, Hypotheses 2.1], with two excep-
tions:
• Instead of boundedness of V a weaker condition is used there (see [6, Hy-
potheses 2.1(iii) and Remark 2.2]). The reason why we assume boundedness
of V is explain after Corollary 3.2.
• At first glance, the inequality in [6, Hypotheses 2.2(iv)] looks slightly dif-
ferent from the inequality that we use in (4). However, since V is assumed
to be bounded, both inequalities are actually equivalent in our setting (if
one changes λ0 appropriately).
We point out that both A and b are allowed to be unbounded and that A(x)
need not be bounded away from 0 as ‖x‖2 → ∞. In the following the (possibly
degenerate) parabolic equation
u˙ = (B + V )(u)(3.1)
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is considered on the space Cb(R
d;CN ) of bounded continuous function on Rd with
values in CN , where the operator B is given by
Bu :=


(∑d
i,j=1 Aij∂ij +
∑d
j=1 bj∂j
)
u1
...(∑d
i,j=1 Aij∂ij +
∑d
j=1 bj∂j
)
uN

(3.2)
for all u in the domain
D(B) := {u ∈ Cb(Rd;RN ) ∩
⋂
1≤p<∞
W 2,ploc (R
d;CN) :
the expression in (3.2) is in Cb(R
d;CN )}.
Note that (3.1) differs from the parabolic problem (2.2) that was considered in
Section 2 with respect to the following points: (i) now the equation is considered
on the whole space Rd and on the space of bounded continuous functions; (ii)
the elliptic operator is now the same in each component of the equation, and the
coefficient matrices A(x) are throughout assumed to be symmetric; (iii) the elliptic
operator is now in non-divergence form; (iv) now also a drift term is allowed (which
is also the same in each component of the equation); (v) on the one hand, more
regularity is demanded on the coefficients, but on the other hand both degeneracy
and unboundedness of A and b at ∞ are now admissible.
The above setting allows us to employ the results from [6]. In particular, we will
need the subsequent proposition. Similarly as in (2.3) we endow Cb(R
d;CN) with
the norm ‖ · ‖∞ given by
‖u‖∞ = max{‖uk‖∞ : k ∈ {1, . . . , N}}
for all u in this space (we note in passing that in [6], the space Cb(R
d;CN ) is
equipped with the norm ‖u‖ =∑Nk=1 ‖uk‖∞ which is equivalent to the norm intro-
duced above but which does not render Cb(R
d;RN ) an AM-space).
Proposition 3.1. The operators B and B + V (with D(B + V ) := D(B)) on
Cb(R
d;CN) are closed and all sufficiently large real numbers belong to the resolvent
sets of both B and B + V .
Moreover, there exist operator semigroups (St)t∈[0,∞) and (Tt)t∈[0,∞) on Cb(R
d;CN )
with the following properties:
(a) For each f ∈ Cb(Rd;CN ), each x ∈ Rd and all sufficiently large real numbers λ
the functions
(0,∞) ∋ t 7→ e−λtStf(x) ∈ CN and (0,∞) ∋ t 7→ e−λtTtf(x) ∈ CN
are continuous and in L1((0,∞);CN ), and their integrals equal R(λ,B)f(x)
and R(λ,B + V )f(x), respectively.
(b) Both semigroups leave the set of functions with values in RN invariant. More-
over, the semigroup (St)t∈[0,∞) is contractive.
Proof. The assertions about B and B+V , as well as the existence of both semigroups
and property (a) follow from [6, Section 3]; to see that we can really use the domain
D(B) as domain of the operator B+V we need the assumption that V is bounded.
Moreover, note that the authors of [6] actually work with the real Banach space
Cb(R
d;RN); but from this, one can easily derive the same results for the complex
case, as well as the fact that both semigroups leave Cb(R
d;RN ) invariant – which
is the first part of (b).
Since B acts separately in every component, so does the semigroup (St)t∈[0,∞);
hence, contractivity of (St)t∈[0,∞) follows from contractivity in the scalar case,
which can for instance be found in [6, Proposition 2.3(i)]. 
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The semigroup (Tt)t∈[0,∞) describes the solutions to our parabolic equation (3.1);
see [6, Section 3]. We note that, in our setting where the matrix potential V is
bounded, one could – alternatively to the approach from [6] – employ the theory of
bi-continuous semigroups to study the perturbed operator B+V ; see [24, beginning
of Section 5] and [10, Theorem 3.5]. (There are also results about unbounded
perturbations of bi-continuous semigroups such as in [2, Corollary 4.2], but we
do not know whether such results can be applied under the assumptions of [6,
Hypotheses 2.1]).
We point out that the semigroup (St)t∈[0,∞) is positive, but the semigroup
(Tt)t∈[0,∞) is not positive, in general. Moreover, we cannot expect those semi-
groups to be strongly continuous in general (see for instance the discussion at the
beginning of [6, Subsection 3.1]).
If we assume ℓ∞-dissipativity of the matrices V (x), then the semigroup (Tt)t∈[0,∞)
is also contractive:
Corollary 3.2. Assume that, for each x ∈ Rd, the matrix V (x) is dissipative with
respect to the ℓ∞-norm on RN . Then the semigroup (Tt)t∈[0,∞) is contractive, too.
We note that the real matrix V (x) is dissipative with respect to the ℓ∞-norm on
RN if and only if it is dissipative with respect to the ℓ∞-norm on CN ; this follows
with the same arguments as in the proof of Proposition 2.8.
Proof of Corollary 3.2. For each f ∈ Cb(Rd;CN ), each x ∈ Rd and each λ > 0
the mapping (0,∞) ∋ t 7→ e−λtStf(x) ∈ CN is continuous and in L1((0,∞);CN ),
and its integral equals R(λ,B)f(x); this follows from Proposition 3.1 and from
the identity theorem for analytic functions. As (St)t∈[0,∞) is contractive, so is the
operator λR(λ,B) for each λ > 0, and thus it follows that B is dissipative.
The matrix-valued multiplication operator V is dissipative by assumption, and
since it is a bounded operator, it is thus even strictly dissipative. Consequently, the
operator B+ V is dissipative, too. It now follows from Post’s inversion formula for
the Laplace transform (for CN -valued functions) and, again, from Proposition 3.1
that (Tt)t∈[0,∞) is contractive. 
The proof of Corollary 3.2 is the reason why we assumed V to be bounded; we
needed the boundedness on two occasions in the proof: (i) in order to derive strict
dissipativity of V from mere dissipativity, and (ii) in order for B + V to have the
same domain as B. The authors do not know whether Corollary 3.2 remains true
for unbounded V which satisfies, besides dissipativity, only the assumptions of [6,
Hypotheses 2.1].
3.2. A convergence result. After the preparations of the preceding subsection,
we now arrive at the following convergence result for the solutions to (3.1): if
the matrices V (x) are ℓ∞-dissipative and if the operator semigroup (Tt)t∈[0,∞) is
immediately compact, then the solutions to (3.1) converge uniformly (for initial
values in the unit ball) as time tends to infinity.
Theorem 3.3. Assume that, for each x ∈ Rd, the matrix V (x) is dissipative with
respect to the ℓ∞-norm on RN . If the operators Tt are compact for t > 0, then Tt
converges with respect to the operator norm to a finite-rank projection as t→∞.
Proof. This is a consequence of Corollary 3.2 and Theorem 1.3 since Cb(R
d;CN ) is
isometrically isomorphic to the space Cb(L;C), where L is composed of N disjoint
copies of Rd (and since the isomorphism can be chosen to map the real part of
Cb(R
d;CN) onto the real part of Cb(L;C)). 
Of course, one does not really need to assume that all operators Tt (for t > 0)
are compact in order to apply Theorem 1.3; it would suffice to assume that at
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least one operator Tt0 is quasi-compact. However, the property that all Tt are
compact is quite a reasonable assumption in this setting since there are several
sufficient criteria for this property available; we refer to [6, Subsection 3.2] for such
conditions and refrain from stating them explicitly here.
However, let us illustrate the above result by the following simple concrete ex-
ample, where the matrix potential is the same as in Example 2.18 above, and where
the differential operator is a special case of the one considered in [6, Section 4].
Example 3.4. Consider the C2-valued evolution equation(
u˙1
u˙2
)
=
(
∆u1
∆u2
)
−
(
(1 + ‖x‖22)β xT∇u1
(1 + ‖x‖22)β xT∇u2
)
+ V (x)
(
u1
u2
)
(3.3)
on Rd, where β > 0 is a fixed real number and where V (x) is given by
V (x) =
( −v(x) −v(x)
−2v(x) −2v(x)
)
+
(−w(x) −w(x)
−w(x) −w(x)
)
for two functions v, w : Rd → (0,∞) that are bounded and locally α-Ho¨lder contin-
uous with α ∈ (0, 1).
Examples of this type (in fact, of a more general type) are considered in [6, Sec-
tion 4], where it is shown that this equation fits into the setting of the present section
and that the solution semigroup of (3.3) is immediately compact on Cb(R
d;C2) [6,
Theorem 4.2] (but note that the parameter α is used with different meaning there).
Since V (x) is dissipative with respect to the ℓ∞-norm on R2 (Proposition A.1(c))
for each x ∈ Rd, it follows from Theorem 3.3 that the solution semigroup of (3.3)
converges with respect to the operator norm on Cb(R
d;C2) as t→∞. The function
(1,−1)T is an equilibrium, so the limit is non-zero for some initial values.
4. Semigroup representations and the semigroup at infinity
In the remaining part of the paper, we develop a general framework to anal-
yse whether an operator semigroup converges with respect to the operator norm as
time tends to infinity. The most important situation that occurs in applications (for
instance, in Sections 2 and 3) is that the semigroup contains a quasi-compact oper-
ator, and this situation will also be one of our main interests (though not our only
interest). In the case of C0-semigroups, a rather complete description of the long-
term behaviour in the case of quasi-compactness can be found in [9, Section V.3]
(and for more general aspects of the long-term behaviour of C0-semigroups we refer
for instance to [9, Chapter V] and [7]). However, as it has become apparent in
the preceding sections, the case of C0-semigroups is not always sufficient and, as
explained in the introduction, we do not wish to develop an individual convergence
theory for each different type of time regularity that might occur in applications.
Thus, we stick to the other extreme and develop a single theory that does not
assume any time regularity at all.
Given this goal, it is also consequent to leave the restricted setting of semigroups
of the type (Ts)s∈[0,∞), and to consider operator representations of arbitrary com-
mutative semigroups (S,+) instead. This allows us to also treat the time-discrete
case (T n)n∈N0 and, for instance, the case of multi-parameter semigroups within our
one theory. Moreover, it allows for some interesting theoretical observations in the
spirit of [14] and [18].
Our approach is based on the famous Jacobs–de Leeuw–Glicksberg (JdLG) the-
ory which applies abstract results about (semi-)topological semigroups to the more
concrete situation of operator semigroups, and we combine this with the construc-
tion of a semigroup at infinity which is inspired by [18]. In this context, we find
it also worthwhile to mention that there exist other quite abstract approaches to
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general operator semigroups, too, that do not rely on JdLG theory (see for instance
[12]); however, we will mainly stick to JdLG theory in this paper.
4.1. Setting. Throughout the rest of this paper, let (S,+) be a commutative semi-
group with neutral element 0 (i.e., in a more algebraic language, (S,+) is a monoid).
We define a reflexive and transitive relation (i.e., a pre-order) ≤ on S by setting
s ≤ t if and only if there exists r ∈ S such that t = s+ r
for s, t ∈ S.
A representation of S on a Banach space E is any mapping T : S → L(E) that
satisfies
T (0) = idE and T (s+ t) = T (s)T (t) for all t, s ∈ S.
In the following, we will often use the index notation Ts instead of T (s) and call
(Ts)s∈S an operator semigroup on E.
Let (Ts)s∈S be an operator semigroup on E, and assume that the underlying
scalar field of E is C. A function λ : S → C is called an eigenvalue of (Ts)s∈S if
there exists a non-zero vector x ∈ E such that
Tsx = λsx for all s ∈ S;
in this case, the vector x is called a corresponding eigenvector. Note that an eigen-
value λ = (λs)s∈S is always a representation of (S,+) on the space C. Moreover,
we call an eigenvalue λ = (λs)s∈S unimodular if |λs| = 1 for all s ∈ S.
An operator semigroup (Ts)s∈S on a Banach spaceE is called bounded if sups∈S ‖Ts‖ <
∞. Note that, as S is a directed set, every operator semigroup (Ts)s∈S becomes a
net, and hence it makes sense to talk about convergence of (Ts)s∈S . At this point
we recall that, throughout the article, we always endow the operator space L(E)
with the operator norm, i.e., for us, convergence always means convergence with
respect to the operator norm. In the case of a bounded operator semigroup one has
the following simple characterization of convergence to the zero operator.
Proposition 4.1. Let (Ts)s∈S be a bounded representation of (S,+) on a Banach
space E. The following assertions are equivalent:
(i) lims∈S Ts = 0.
(ii) There exists s0 ∈ S such that ‖Ts0‖ < 1.
(iii) 0 is contained in the closure of the set {Ts : s ∈ S}.
Proof. (i) ⇒ (ii): Obvious.
(ii) ⇒ (iii): Let s0 ∈ S such that ‖Ts0‖ < 1. Let ε > 0. Then there exists n ∈ N
such that ‖Ts0‖n < ε. Hence,
‖Tns0‖ ≤ ‖Ts0‖n < ε.
Therefore, 0 ∈ {Ts : s ∈ S}.
(iii) ⇒ (i): Let ε > 0. Then there exists s0 ∈ S such that ‖Ts0‖ ≤ ε. Thus,
‖Tt‖ ≤ εM for all t ∈ s0 + S,
where M := sups∈S ‖Ts‖. So it follows that lims∈S Ts = 0. 
4.2. The semigroup at infinity. In [18, Section 2] the concept of the semigroup
at infinity with respect to the strong operator topology was used to study strong
convergence of operator semigroups. In reminiscence of this concept we define the
semigroup at infinity now with respect to the operator norm topology.
UNIFORM CONVERGENCE 19
Definition 4.2. Let (Ts)s∈S be a representation of (S,+) on a Banach space E.
We call the set
T on∞ :=
⋂
r∈S
{Ts : s ≥ r}
the semigroup at infinity associated with (Ts)s∈S with respect to the operator norm.
Since we restrict ourselves to the operator norm topology throughout the paper and
since we only consider a single operator semigroup, we will sometimes just call T on∞
the semigroup at infinity.
Note that the semigroup at infinity consists of all cluster points (with respect to
the operator norm) of the net (Ts)s∈S .
If the semigroup at infinity, T on∞ , is non-empty and compact, then one can apply
the Jacobs–de Leeuw–Glicksberg theory to the topological semigroup T on∞ . This
yields a smallest non-empty closed ideal I in T on∞ (where ideal means that TI ⊆ I
for all T ∈ T on∞ ), and the ideal I – the so-called Sushkevich kernel of T on∞ – is a
compact topological group with respect to operator multiplication. For details we
refer for instance to [8, Section 16.1] or to [9, Theorem V.2.3].
Denote the neutral element in I by P∞ – it is a projection in L(E) which we
call the projection at infinity; the range of P∞ is denoted by E∞.
The following theorem demonstrates why the semigroup at infinity is important
for the analysis of the long term behaviour of a semigroup representation. It is very
close in spirit to a similar theorem for the strong operator topology that can be
found in [18, Theorem 2.2].
Theorem 4.3. Let (Ts)s∈S be a bounded representation of (S,+) on a Banach space
E and assume that the semigroup at infinity, T on∞ , is non-empty and compact. Set
T := {Ts : s ∈ S} ⊆ L(E). Then the following assertions hold:
(a) The projection at infinity, P∞, commutes with all operators in T , and T P∞ =
T on∞ P∞.
(b) The semigroup at infinity, T on∞ , is a group with respect to operator multiplication
with neutral element P∞. Moreover, we have
T |E∞ = T on∞ |E∞ = {Ts| s ∈ S}|E∞
L(E∞)
and this set is a compact subgroup of the bijective operators in L(E∞). Finally,
T on∞ and T on∞ |E∞ are isomorphic (in the category of compact topological groups)
via the mapping R 7→ R|E∞ .
(c) We have lims∈S Ts|kerP∞ = 0 with respect to the operator norm on L(kerP∞).
(d) For every vector x ∈ E the following assertions are equivalent:
(i) P∞x = 0.
(ii) 0 is contained in the weak closure of the orbit {Tsx | s ∈ S}.
(iii) The net (Tsx)s∈S norm converges to 0 in E.
(iv) We have Rx = 0 for each R ∈ T on∞ .
(v) We have Rx = 0 for at least one R ∈ T on∞ .
(e) If the underlying scalar field of E is complex, then
E∞ = lin{x ∈ E : ∀ s ∈ S ∃λs ∈ T with Tsx = λsx}.
Note that the first part of assertion (a) implies that every operator in T – and
thus in particular every operator Ts – leaves E∞ and kerP∞ invariant.
Proof of Theorem 4.3. (a) The first assertion is clear since T is commutative. More-
over, we have T T on∞ ⊆ T on∞ ⊆ T , where the second inclusion is obvious and the first
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inclusion follows easily from the definitions of T and T∞. Therefore,
T P∞ = T P∞P∞ ⊆ T on∞ P∞ ⊆ T P∞.
(c) Since P∞ is trivial on kerP∞, we have 0 ∈ {Ts|kerP∞ | s ∈ S}; this is equivalent
to lims∈S Ts|kerP∞ = 0 by Proposition 4.1.
(b) Let I ⊆ T on∞ denote the Sushkevich kernel of T on∞ , i.e., the smallest non-
empty closed ideal in the semigroup T on∞ (see the discussion before the theorem).
We show that T on∞ = I. To this end, let R ∈ T on∞ . Then R is a cluster point of
the net (Ts)s∈S , so there exists a subnet (Tsj )j that converges to R. It follows
from assertion (c), which we have already proved, that Tsj (idE −P∞) → 0, so
R(idE −P∞) = 0 and hence, R = RP∞. Since P∞ ∈ I and since I is an ideal in
T on∞ we conclude that R ∈ I. We have thus proved that T on∞ is a group with respect
to operator multiplication and that its neutral element is P∞.
Next we show the equalities in the displayed formula. One has T |E∞ = T on∞ |E∞
by (a). As the restriction map from L(E) to L(E∞;E) is continuous, we have
T |E∞ ⊆ {Ts| s ∈ S}|E∞ . The converse inclusion follows from {Ts| s ∈ S}|E∞P∞ ⊆
T .
Since T on∞ is a group with neutral element P∞, it readily follows that T on∞ |E∞ is
a subgroup of the invertible operators on E∞. The mapping
T on∞ ∋ R 7→ R|E∞ ∈ T on∞ |E∞
is clearly a surjective and continuous group homomorphism and consequently, T on∞ |E∞
is compact. If R|E∞ = idE∞ for some R ∈ T on∞ , then P∞ = RP∞ = R, so our group
homomorphism is also injective. Finally, it is also a homeomorphism by the com-
pactness of its domain and range.
(d) Fix x ∈ E. Clearly, since P∞ ∈ T on∞ , (iv) implies (i) and (i) implies (v).
Furthermore, (v) implies 0 ∈ {Tsx | s ∈ S} which is equivalent to lims∈S Tsx = 0,
i.e., (iii). Moreover, if (iii) holds and ε > 0 is fixed, then there exists s ∈ S such that
{Ttx | t ≥ s} ⊆ εB, where B denotes the closed unit ball in E. Thus, T on∞ x ⊆ εB.
Since ε > 0 was arbitrary, it follows that T on∞ x = {0}, i.e., (iv) holds. Finally, (iii)
obviously implies (ii). Conversely, suppose that (ii) holds. Then it follows that 0
is contained in the weak closure of the set {TsP∞x | s ∈ S}. Moreover, it follows
from (a) that the set {TsP∞ | s ∈ S} is a subset of T on∞ P∞ and thus relatively
compact in L(E). Hence, {TsP∞x | s ∈ S} is relatively strongly compact and thus
its closure must coincide with its weak closure. Thus, 0 is contained in the strong
closure of {TsP∞x | s ∈ S}, which implies P∞x = P∞(P∞x) = 0.
(e) Recall that, by (b), G := {Ts| s ∈ S}|E∞ ⊆ L(E∞) is a compact group with
respect to the operator norm on L(E∞). Let G∗ denote the dual group of G.
According to [8, Corollary 15.18] we have
E∞ = lin{x ∈ E∞ : ∃ ξ ∈ G∗ ∀R ∈ G : Rx = ξ(R)x}
⊆ lin{x ∈ E∞ : ∀ s ∈ S ∃λs ∈ T : Tsx = λsx} ⊆ E∞.
Now let x ∈ E be an eigenvector associated to the unimodular eigenvalue λ =
(λs)s∈S . Consider y := (I − P∞)x ∈ kerP∞. Then Tsy → 0 and Tsy = λsy for
each s ∈ S. Since |λs| = 1 for all s ∈ S, this implies y = 0, i.e., x ∈ E∞. 
Remark 4.4. For the strong operator topology, the analogue result to Theorem 4.3
is [18, Theorem 2.2]. The assertion that the semigroup at infinity is automatically
a group in case that it is non-empty and compact is not included in this reference,
but it is also true in the situation there; this can be shown by exactly the same
argument as in our proof of Theorem 4.3(b).
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As a consequence of the above theorem, operator norm convergence of a semi-
group can be characterised in terms of its semigroup at infinity. Let us state this
explicitly in the following corollary.
Corollary 4.5. For every bounded representation (Ts)s∈S on a Banach space E
the following assertions are equivalent:
(i) (Ts)s∈S converges (with respect to the operator norm).
(ii) T on∞ is a singleton.
(iii) T on∞ is non-empty and compact, and acts as the identity on E∞.
(iv) T on∞ is non-empty and compact, and (Ts)s∈S acts as the identity on E∞.
If the equivalent conditions (i)–(iv) are satisfied, then lims∈S Ts equals P∞, the
projection at infinity.
If the underlying scalar field of E is complex, the above assertions (i)–(iv) are
also equivalent to:
(v) T on∞ is non-empty and compact, and 1 := (1)s∈S is the only unimodular eigen-
value of (Ts)s∈S.
Proof. (i) ⇒ (ii): If the net (Ts)s∈S converges, then its limit is the only cluster
point of (Ts)s∈S . Hence, T on∞ is a singleton.
(ii) ⇒ (iii): Assertion (ii) implies T on∞ = {P∞} and P∞ acts trivially on E∞.
(iii) ⇒ (iv): By Theorem 4.3(a) we have T |E∞ = T on∞ |E∞ , so (iii) implies (iv).
(iv) ⇒ (i): By Theorem 4.3(c), assertion (iv) implies that lims∈S Ts = P∞
(iv) ⇔ (v): By Theorem 4.3(e), (Ts)s∈S acts as the identity on E∞ if and only
if 1 := (1)s∈S is the only unimodular eigenvalue of (Ts)s∈S . 
Remark 4.6. We note once again that our results in this subsection, as well as
their proofs, are quite close to similar results for the strong operator topology from
[18, Subsection 2.2]. The relation between the semigroups at infinity with respect
to the operator norm topology and with respect to the strong operator topology
can also be formalised in the following sense.
If (Ts)s∈S is an operator semigroup on a Banach space E one can, for each s ∈ S,
define an operator Rs on the Banach space L(E) by
Rs : L(E) ∋ A 7→ TsA ∈ L(E).
Then (Rs)s∈S is an operator semigroup on the Banach space L(E), and topological
properties of (Rs)s∈S with respect to the strong operator topology translate into
topological properties of (Ts)s∈S with respect to the operator norm. This observa-
tion can be used as a basis to derive the theory of the semigroup at infinity with
respect to the operator norm from the corresponding theory with respect to the
strong topology presented in [18].
However, in the present section we prefer to give more direct proofs in order to
make our work more self-contained and to improve its accessibility for readers not
familiar with [18].
In order to apply Theorem 4.3 and Corollary 4.5 one needs criteria to ensure
that the semigroup at infinity is non-empty and compact; in a general setting, such
criteria can be found in the following proposition.
Proposition 4.7. For every bounded representation (Ts)s∈S of (S,+) on a Banach
space E, the following assertions are equivalent:
(i) The semigroup at infinity is non-empty and compact.
(ii) Every subnet of (Ts)s∈S has a convergent subnet.
(iii) Every universal subnet of (Ts)s∈S converges.
In case that S contains a cofinal sequence, the above assertions (i)–(iii) are also
equivalent to:
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(iv) For every cofinal sequence (sn)n∈N in S, the sequence (Tsn)n∈N has a con-
vergent subsequence.
Proof. The equivalence (ii) ⇔ (iii) and the implication (ii) ⇒ (i) both follow from
Lemma C.1.
To prove (i)⇒ (ii), note that one has lims∈S(Ts(I−P∞)) = 0 by Theorem 4.3(c).
Moreover, the net (TsP∞)s∈S is contained in the compact set T on∞ P∞ by Theo-
rem 4.3(a). Thus each of it subnets has a convergent subnet. Since
Ts = TsP∞ + Ts(I − P∞) for all s ∈ S,
this shows that every subnet of (Ts)s∈S has a convergent subnet.
Finally, the remaining two implications (iii) ⇒ (iv) and (iv) ⇒ (i) are conse-
quences of Lemma C.1. 
If (xα) is a net in an arbitrary metric (or topological) space whose set of cluster
points is non-empty and compact, then the set of cluster points of any subnet of
(xα) might well be empty. The next Corollary shows that, as a consequence of
Proposition 4.7, the situation is different for our semigroup setting. For a proper
understanding of that corollary, the following algebraic observation is important.
Remark 4.8. Let R be a subsemigroup of S that contains 0. Denote the pre-
order on R inherited from S by ≤S and denote the pre-order on R induced by its
semigroup operation by ≤R. For all r1, r2 ∈ R one then has the implication
r1 ≤R r2 =⇒ r1 ≤S r2.
Note that ≤R and ≤S do not coincide in general, which can be seen, for instance,
by considering the subsemigroup {0} ∪ [1,∞) of ([0,∞),+).
Now, let X be a set and for each r ∈ R, let xr ∈ X . Let us use, within this
remark, the notations (xr)r∈(R,≤R) and (xr)r∈(R,≤S) to distinguish the nets that
we obtain be considering the different pre-orders ≤R and ≤S on R. Then it follows
from the implication above that the net (xr)r∈(R,≤R) is a subnet of (xr)r∈(R,≤S).
In particular, if R is cofinal in S and (xs)s∈S is a net in X , then (xr)r∈(R,≤R) is
a subnet of (xs)s∈S .
Corollary 4.9. Let E be a Banach space. Let R be a subsemigroup of S that
contains 0 and is cofinal in S and let (Ts)s∈S is a bounded representation on E
whose associated semigroup at infinity is non-empty and compact.
Then the semigroup at infinity associated with (Ts)s∈R is also non-empty and
compact, and the projections at infinity of (Ts)s∈S and (Ts)s∈R coincide.
Note that in the corollary the semigroup R is endowed with the order inherited
from its semigroup operation (denoted by ≤R in Remark 4.8). For any other order
on R (for instance the order inherited from S) we did not even define the notion
semigroup at infinity.
Proof of Corollary 4.9. It follows from Remark 4.8 that (Ts)s∈R is a subnet of
(Ts)s∈S . In particular, every universal subnet of (Ts)s∈R is also a universal subnet
of (Ts)s∈S and thus convergent by Proposition 4.7. Hence, by the same proposition
the semigroup at infinity associated with (Ts)s∈R is non-empty and compact.
Let P∞ and Q∞ denote the projections at infinity of (Ts)s∈S and (Ts)s∈R, re-
spectively. Those two projections commute. It follows from Theorem 4.3(c) that
lims∈S Ts|kerP∞ = 0 and thus, in particular, lims∈R Ts|kerP∞ = 0; Theorem 4.3(d),
applied to the semigroup (Ts)s∈R, thus implies that Q∞x = 0 for every x ∈ kerP∞,
i.e., kerP∞ ⊆ kerQ∞.
Conversely, it also follows from Theorem 4.3(c) that lims∈R Ts|kerQ∞ = 0, so
Proposition 4.1 implies that even lims∈S Ts|kerQ∞ = 0. Theorem 4.3(d), applied
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to the semigroup (Ts)s∈S , thus implies that P∞x = 0 for every x ∈ kerQ∞, i.e.,
kerQ∞ ⊆ kerP∞. Therefore, we proved that the commuting projections P∞ and
Q∞ have the same kernel. So it follows from the general observation that two
commuting projections coincide if their kernels coincide that P∞ = Q∞. 
In order to determine the projection P∞ in concrete situations the following
proposition is quite useful; it shows that P∞ is uniquely determined by some of its
properties listed in Theorem 4.3.
Proposition 4.10. Let (Ts)s∈S be a bounded representation of (S,+) on a Banach
space E and let P ∈ L(E) be a projection that commutes with all operators Ts.
Consider the following assertions:
(a) lims Ts|kerP = 0 (with respect to the operator norm on L(kerP )).
(b) The set {Ts|PE | s ∈ S} is relatively compact in L(PE).
(c) The net (Tsx)s∈S does not converge to 0 for any x ∈ PE \ {0}.
If assertions (a) and (b) are satisfied, then the semigroup at infinity, T on∞ , is non-
empty and compact, and the projection at infinity satisfies
P∞E ⊆ PE and kerP∞ ⊇ kerP.
If all assertions assertions (a)–(c) are satisfied, then in addition P∞ = P .
Proof. First note that the representation leaves both the kernel and the range of P
invariant since P commutes with each operator Ts. Now assume that (a) and (b) are
satisfied and let (Tsj ) be a universal subnet of (Ts)s∈S . By (a), (Tsj |kerP ) converges
to 0 and by (b), (Tsj |PE) is convergent. Thus, the net (Tsj ) is convergent, which
proves that T on∞ is non-empty and compact by Proposition 4.7. It follows from
assumption (a) and Theorem 4.3(d) that kerP∞ ⊇ kerP . To show that P∞E ⊆
PE, let x ∈ P∞E. We have (idE −P )x ∈ kerP ⊆ kerP∞, and since P∞ and P
commute, this implies that 0 = (idE −P )P∞x = (idE −P )x, so x = Px ∈ PE.
Now assume in addition that assumption (c) is satisfied. We show that the
inclusion kerP∞ ⊆ kerP is also satisfied then. Let x ∈ kerP∞. Since P and P∞
commute, the projection P leaves kerP∞ invariant, i.e., we also have Px ∈ kerP∞.
Hence, TsPx→ 0 by Theorem 4.3(d), so it follows from assumption (c) that Px = 0.
We thus proved that the kernels of P∞ and P coincide, so P∞ = P . 
4.3. Powers of a single operator. In this subsection we consider time-discrete
semigroups, i.e., semigroups of the form (T n)n∈N0 for a single operator T . Let us
first note in the following lemma that, in this case, the semigroup at infinity is
non-empty and compact if and only if the entire set {T n : n ∈ N0} is relatively
compact in L(E).
Lemma 4.11. Let T ∈ L(E) be a power-bounded operator on a Banach space E.
Then the semigroup at infinity, T on∞ , associated to the semigroup (T n)n∈N0 is non-
empty and compact if and only if the set T = {T n : n ∈ N0} is relatively compact
in L(E).
Proof. Let (T nk)k∈N be an arbitrary sequence in T ; we have to distinguish two
cases since this sequence might not be a subsequence of (T n)n∈N0 . In the first case,
the index sequence (nk)k∈N is bounded; then, by the pigeon hole principle, it has a
constant subsequence, so (T nk)k∈N has a constant, thus convergent, subsequence.
In the second case the index sequence (nk)k∈N is unbounded. Then it has a
subsequence (nkj )j∈N that is cofinal in N0. Hence, Proposition 4.7 yields that
(T nkj )j∈N has a convergent subsequence, and the latter is also a subsequence of
(T nk)k∈N.
The converse follows directly from Proposition 4.7. 
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Now we derive a spectral characterization of the compactness and non-emptiness
of the semigroup at infinity associated to a single operator.
Proposition 4.12. Let T ∈ L(E) be a power-bounded operator on a complex Ba-
nach space E and consider the representation (T n)n∈N0 on E. Then the following
two assertions are equivalent:
(i) The semigroup at infinity, T on∞ , is non-empty and compact.
(ii) All spectral values of T on the unit circle are poles of the resolvent of T .
In this case, P∞ coincides with the spectral projection of T associated with σ(T )∩T.
Proof. (i) ⇒ (ii): Let λ ∈ T be a spectral value of T . Let K denote the closed
convex hull of the relatively compact set
T · {T n : n ∈ N0};
then K is compact, too. Moreover, the operator (rλ − λ)R(rλ, T ) is contained in
K for each r > 1; this is a consequence of the Neumann series representation of
the resolvent. Consequently, the net
(
(rλ − λ)R(rλ, T ))
r∈(1,∞)
(where (1,∞) is
directed conversely to the order inherited from R) has a convergent subnet. This
shows, according to Proposition B.1 in the appendix, that λ is a pole of R( · , T ).
(ii) ⇒ (i): Note that, as a consequence of (ii), σ(T )∩ T is isolated from the rest
of the spectrum of T ; let P denote the spectral projection associated with σ(T )∩T.
We show that P satisfies the assumptions (a)–(c) in Proposition 4.10.
The spectral radius of T |kerP is strictly less than 1, so T |nkerP → 0 as n → ∞;
this proves assumption (a). In order to show assumptions (b) and (c), note that
the set σ(T )∩T is finite as a consequence of (ii) and enumerate its elements (if any
exist) as λ1, . . . , λm.
By assumption, each λk is a pole of the resolvent of T , and its pole order equals
1 since T is power bounded. Hence, T acts as λk times the identity on the range
of the associated spectral projection Pk. It follows that T acts on PE = P1E ⊕
· · · ⊕ PmE as the multiplication with the tuple (λ1, . . . , λm), which readily implies
that {(T |PE)n|n ∈ N0} is relatively compact with respect to the operator norm
and that T nx does not converge to 0 as n → ∞ for any x ∈ PE. Thus, all
assumptions (a)–(c) of Proposition 4.10 are satisfied, which shows that T on∞ is non-
empty and compact and P = P∞. 
4.4. Semigroups that contain a quasi-compact operator. Recall that a bounded
operator T on a Banach space E is called quasi-compact if there exists a compact
operator K on E and n ∈ N such that ‖T n −K‖ < 1. It is well known that,
if the underlying scalar field is complex, a quasi-compact operator T has at most
finitely many spectral values on the complex unit circle, and that all those spectral
values are poles of the resolvent of T with finite-rank residuum. Hence, the spectral
projection associated to the part of the spectrum on the unit circle has finite rank.
Quasi-compact operators – and in particular, of course, compact operators –
appear quite often in concrete applications. This is why the following proposition,
in conjunction with Theorem 4.3 and Corollary 4.5, is very useful.
Proposition 4.13. Let (Ts)s∈S be a bounded semigroup on a Banach space E
such that, for some s0 ∈ S, the operator Ts0 is quasi-compact. Then the semigroup
at infinity associated to (Ts)s∈S is non-empty and compact, and the projection at
infinity has finite rank.
Proof. We may assume that the underlying scalar field of E is complex, since oth-
erwise we can consider a complexification of E. According to Proposition 4.12
the semigroup at infinity associated to (T ns0)n∈N0 is non-empty and compact; let P
denote the projection at infinity associated to this semigroup at infinity.
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Then P commutes with each operator Ts, so both kerP and PE are invari-
ant under the action of the semigroup (Ts)s∈[0,∞). Moreover, (Ts0 |kerP )n → 0 as
n → ∞, so it follows from Proposition 4.1 that actually lims∈S Ts|kerP = 0. Ad-
ditionally, it follows from Proposition 4.12 and the quasi-compactness of Ts0 that
PE is finite-dimensional. Since our semigroup is bounded, the set {Ts|PE : s ∈ S}
is thus relatively compact in L(PE), so it follows from Proposition 4.10 that the
semigroup at infinity associated with (Ts)s∈S is non-empty and compact, and that
the projection at infinity, P∞, satisfies P∞E ⊆ PE. Hence, P∞ has finite rank. 
In the situation of Proposition 4.13, the projections at infinity associated with
(Ts)s∈S and with (T
n
s0
)n∈N0 coincide if the subsemigroup {ns0 : n ∈ N0} is cofinal
in S (see Corollary 4.9). Without this additional assumption, the projections at
infinity do not need to coincide, as the following examples show.
Examples 4.14. (a) Consider the semigroup S = [0,∞) where the semigroup
operation is given by the maximum operator ∨; then the order in S coincides with
the usual order on [0,∞). Now, let E = C2, let Q ∈ L(C2) be the projection onto
the first component and define
Ts =
{
idC2 if s ∈ [0, 1],
Q if s ∈ (1,∞).
Then (Ts)s∈S is a bounded representation of ([0,∞),∨), its semigroup at infinity
as non-empty and compact and its projection at infinity equals Q. The operator
T1 is compact, but the projection at infinity associated to (T
n
1 )n∈N0 is idC2 .
(b) Here is also an example where the underlying semigroup is cancellative:
Let S = [0,∞)2, together with the componentwise addition +. Let E = C2,
let Q ∈ L(C2) denote the projection onto the first component and P ∈ L(C2) the
projection onto the second component. We define a representation (T(s,t))(s,t)∈[0,∞)2
by
T(s,t) =


idC2 if s = 0 and t = 0,
Q if s > 0 and t = 0,
P if s = 0 and t > 0,
0 if s > 0 and t > 0.
Then (T(s,t))(s,t)∈[0,∞)2 is a bounded representation with non-empty and compact
semigroup at infinity; its projection at infinity equals 0. The operator T(0,1) is
compact, but the projection at infinity associated with (T n(0,1))n∈N0 equals P .
4.5. Beyond the quasi-compact case. The purpose of this subsection are var-
ious theoretical considerations which are, in our point of view, illuminating and
interesting, but which are not need throughout for the applications in Sections 2
and 3.
While the situation of Proposition 4.13 is most important for applications, it
is not completely satisfying from a theoretical point of view. Indeed, for every
Banach space E and every commutative monoid (S,+) the semigroup at infinity
associated to the trivial semigroup (idE)s∈S is non-empty and compact, but idE is
not quasi-compact unless E is finite-dimensional.
In the case of a time-discrete semigroup (T n)n∈N0 the non-quasi-compact case is
still covered by Proposition 4.12 – where non-quasi-compactness of T means pre-
cisely that at least one spectral value on the unit circle has infinite-dimensional
eigenspace. It would be satisfying to have a similar result for more general semi-
groups (S,+) at hand, at least for the semigroup ([0,∞),+). However, the following
example shows the things are not that simple.
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Example 4.15. There exists an L2-space and a bounded positive semigroup T =
(Tt)t∈[0,∞) on it with the following properties:
(a) The spectrum of every operator Tt is finite and consists of poles of the resolvent.
(b) The semigroup at infinity, T on∞ , is not compact.
Indeed, let U ⊆ C denote the group of all roots of unity and consider the space
ℓ2(U). Note that there exists a group homomorphism ϕ : R→ Q which acts as the
identity on Q (the existence of ϕ follows from the fact the R, seen as a vector space
over Q, possesses a basis that contains the number 1). We define T by
Ttf(z) = f(e
2piiϕ(t)z)
for t ∈ [0,∞), f ∈ ℓ2(U) and z ∈ U . Obviously, the semigroup obtained this way
is bounded and positive.
For every time t there exists an integer n ∈ N such that T nt = I (indeed, one
simply has to choose n such that nϕ(t) is an integer). Hence, every operator Tt
is algebraic (i.e., mapped to 0 by a polynomial), so it follows that property (a) is
satisfied.
On the other hand, choose a sequence (qn)n∈N of positive rational numbers which
converges to ∞ and such that e2piiqn 6= e2piiqm whenever n 6= m. By applying
the sequence (Tqn)n∈N to any canonical unit vector in ℓ
2(U) we can see that no
subsequence of this sequence converges (not even strongly) as n → ∞. Hence, it
follows from Proposition 4.7 that the semigroup at infinity is either empty or not
compact. Since T on∞ clearly contains the identity operator, we thus conclude that
T on∞ is not compact.
Remark 4.16. (a) In the situation of Example 4.15 the semigroup at infinity
associated with the time discrete semigroup (Tnt)n∈N is, for any time t ∈ (0,∞),
non-empty and compact; this follows from Proposition 4.12. On the other hand,
the semigroup at infinity associated with the entire semigroup T is not compact.
This shows that the implication in Corollary 4.9 does not have a simple converse.
(b) It is easy to modify Example 4.15 in such a way that all orbits of the semi-
group become relatively compact: just replace ℓ2(U) with L2(T) in the example
and construct the semigroup in the same way. Then, for each f ∈ L2(T), the orbit
{Ttf : t ∈ [0,∞)} is a subset of the compact set {f(e2piθi · ) : θ ∈ [0, 1]} and thus,
the orbit is relatively compact. However, we can see similarly as in Example 4.15
that the semigroup at infinity is not compact.
Example 4.15 shows that, if the semigroup at infinity associated to (T ns0)n∈N0 is
non-empty and compact for each s0 ∈ [0,∞), we cannot automatically conclude
that the semigroup at infinity associated to (Ts)s∈[0,∞) is non-empty and compact.
If we want this implication to be true we need an additional assumption, and this
is the only time in the theoretical part of this paper where we are forced to impose
a time regularity condition on our semigroup. In fact, if the semigroup is strongly
continuous at a strictly positive time, we obtain the following characterisation.
Theorem 4.17. Let E be a Banach space and let (Ts)s∈[0,∞) be a bounded semi-
group on E which is strongly continuous at at least one time s0 ∈ (0,∞). The
following assertions are equivalent:
(i) For each s ∈ (0,∞) the semigroup at infinity associated with (T ns )n∈N0 is
non-empty and compact.
(ii) The semigroup at infinity associated with (Ts)s∈[0,∞) is non-empty and com-
pact.
If the underlying scalar field of E is complex, the above assertions (i) and (ii) are
also equivalent to:
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(iii) For each s ∈ (0,∞) all spectral values of Ts on the complex unit circle are
poles of the resolvent of Ts.
The proof of Theorem 4.17 requires a bit of preparation. Let ϕ : K → K be a
continuous map on some compact Hausdorff space K. In this case, the pair (K;ϕ)
is called a topological dynamical system. Further, a point x ∈ K is called recurrent
for the system (K;ϕ) if for each neighbourhood U ⊆ K of x there is n ∈ N such
that ϕn(x) ∈ U . It is not hard to see that x ∈ K is recurrent if and only if x ∈ K
is infinitely recurrent, that is for each neighbourhood U ⊆ K of x and each n0 ∈ N
there is n ∈ N with n ≥ n0 such that ϕn(x) ∈ U . More facts on recurrence in
topological dynamical systems can for instance be found in [8, Chapter 3.2]. We
now use these facts to prove the following lemma.
Lemma 4.18. There exists a cofinal net (nj)j in N such that the net (λ
nj )j con-
verges to 1 for each λ ∈ T.
Proof. Endow G := TT with the topology of pointwise convergence and with the
pointwise multiplication. Then G is a compact topological group. Set 1 := (1)λ∈T
and let ϕ : G → G be given by ϕ(µ) = (λµλ)λ∈T for each µ = (µλ)λ∈T. Then
ϕ is continuous and the topological dynamical system (G;ϕ) is a so-called group
rotation. Hence, by [8, Proposition 3.12(d)] every point in G is recurrent with
respect to (G,ϕ) and thus, so is 1.
Now, let U denote the neighbourhood filter of 1 in G, ordered by converse set
inclusion, and endow U ×N with the product order, which renders it a directed set.
For each pair (U, k) ∈ U ×N we can find a number n(U,k) ∈ N such that n(U,k) ≥ k
and ϕn(U,k)(1) ∈ U . Hence, the net (ϕn(U,k)(1))
(U,k)∈U×N
converges to 1 in G,
which means that
(
λn(U,k)
)
(U,k)∈U×N
converges to 1 for each λ ∈ T. Moreover, the
net
(
n(U,k)
)
(U,k)∈U×N
is clearly cofinal in N by construction. 
Now we can show that, if the semigroup at infinity of a time-discrete operator
semigroup (T n)n∈N0 is non-empty and compact, then there exists a subnet (T
nj)j
which converges to P∞, where (nj)j can be chosen independently of the operator
T (and also independently of the underlying Banach space).
Proposition 4.19. Let (nj)j be a cofinal net in N such that (λ
nj )j converges to 1
for each λ ∈ T. If (T n)n∈N0 is a bounded semigroup on a Banach space E whose
semigroup at infinity is non-empty and compact, then (T nj )j converges to P∞.
Proof. We may assume throughout the proof that the scalar field is complex, since
otherwise we may replace E with a complexification. We know from Proposi-
tion 4.12 that P∞ is the spectral projection of T associated with σ(T ) ∩ T. Since
the net (nj)j is cofinal in N, Theorem 4.3(c) yields (T |kerP∞)nj → 0. Moreover,
E∞ can be decomposed as
E∞ = P1E ⊕ · · · ⊕ PmE,
wherem ∈ N0, σ(T )∩T = {λ1, . . . , λm} and P1, . . . , Pm are the spectral projections
associated with the single spectral values λ1, . . . , λm. The operator T acts on the
space E∞ as the multiplication with the tuple (λ1, . . . , λm), so it follows readily
that (T |E∞)nj → idE∞ . 
Proof of Theorem 4.17. We may assume throughout the proof that E is a complex
Banach space since we can otherwise replace E with a complexification. Asser-
tions (i) and (iii) are equivalent by Proposition 4.12, and (ii) implies (i) by Corol-
lary 4.9. Let us now prove that (i) implies (ii).
For each s ∈ (0,∞) denote by P∞,s the corresponding projection belonging to
the semigroup at infinity associated with the representation (Tns)n∈N0 ; then P∞,s
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is also the spectral projection of Ts that belongs to the intersection of the spectrum
with the unit circle. Let (nj) ⊆ N be a cofinal net with the property asserted
in Lemma 4.18. According to Proposition 4.19 we have Tnjs = T
nj
s → P∞,s for
each s ∈ (0,∞), which implies that the operator family (P∞,s)s∈(0,∞) satisfies the
semigroup law. This in turn implies that all the projections P∞,s coincide (see
[13, Lemma 2.2]); from now on, we set P := Ps,∞ for all s ∈ (0,∞). Since all
operators Ts commute with P , our the semigroup (Ts)s∈[0,∞) leaves both kerP and
PE invariant. It remains to prove that P satisfies the conditions (a) and (b) of
Proposition 4.10:
(a) It is an immediate consequence of Proposition 4.1 that (Ts|kerP )s∈[0,∞) con-
verges to 0 as, for instance, the powers of T1|kerP = T1|kerP∞,1 converge to 0.
(b) It follows from Theorem 4.3(b) that, for each s ∈ (0,∞), the operator Ts|PE
is invertible on PE. Hence, the semigroup (Ts|PE)s∈[0,∞) extends to a group on
PE. Since the semigroup is strongly continuous at at least one time, it thus follows
that it is strongly continuous at all times s ∈ [0,∞). Let A denote the generator
of the C0-semigroup (Ts|PE)s∈[0,∞).
Let us show that the operator A has at most finitely many eigenvalues on the
imaginary axis. So assume to the contrary that the set iB := σpnt(A)∩iR is infinite.
Choose two time s, t ∈ (0,∞) such that s/t is irrational. Since eitB consists of
unimodular eigenvalues of Tt|PE , it follows that this set is finite. Hence, there
exists an infinite subset iC of iB whose values are all mapped to the same number
by the mapping exp( · t). Thus, t(c1 − c2) ∈ 2πZ for all c1, c2 ∈ C. Consequently,
s(c1 − c2) = st t(c1 − c2) 6∈ 2πZ for any two distinct c1, c2 ∈ C, which conversely
implies that all the values eisc are distinct for c ∈ C. However, each such number
is an eigenvalue of Ts|PE ; this is a contradiction since Ts|PE has only finitely many
eigenvalues.
Let iβ1, . . . , iβn denote the eigenvalues of A on the imaginary axis (at least one
such eigenvalue exists unless PE = {0}) and denote their corresponding eigenspaces
by E1, . . . , En. We note that PE = E1⊕ · · ·⊕En. To see this, choose a sufficiently
small number s0 ∈ (0,∞) such that all the numbers eis0β1 , . . . , eis0βn are distinct.
Then, for each k ∈ {1, . . . , n}, the space Ek is the eigenspace of Ts0 for the eigen-
value eis0βk [9, Corollary IV.3.8(ii)]. Consequently, Ek is even the spectral space of
Ts0 for the spectral value e
is0βk since the latter number is a first order pole of the
resolvent of Ts0 (as Ts0 is power-bounded). Moreover, P is the spectral projection
of Ts0 corresponding to the part σ(Ts0) ∩ T = {eis0β1 , . . . , eis0βn} of the spectrum,
so indeed
PE = ker(eis0βk − Ts0)⊕ · · · ⊕ ker(eis0βk − Ts0) = E1 ⊕ · · · ⊕ En.
As the semigroup (Ts|PE)s∈[0,∞) acts onEk as the multiplication with (eisβk)s∈[0,∞),
it follows that {Ts|PE : s ∈ [0,∞)} is relatively compact in L(PE). 
5. Triviality of compact operator groups
Loosely speaking, the major theoretical consequence of Corollary 4.5 is that, if
one would like to find sufficient criteria for an operator semigroup to converge with
respect to the operator norm, then one should seek for criteria which ensure that a
compact operator group is trivial. This is the purpose of the present section.
5.1. Connected groups and a spectral condition. We start with a theorem
on the triviality of connected compact groups of linear operators. The corollaries
of this theorem that are listed at the end of this subsection will be powerful tools in
Section 6 when we finally prove various concrete convergence theorems for operator
semigroups. It is important for us that a compact topological group G is connected
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if and only if it is divisible in the sense that, for each g ∈ G and each n ∈ N, there
exists h ∈ G such that hn = g [26, Theorem 2].
Theorem 5.1. Let E be a complex Banach space and let G ⊆ L(E) be a connected
and compact subgroup of the invertible linear operators on E. If, for each T ∈ G,
all spectral values of T are roots of unity, then G = {idE}.
For the proof of Theorem 5.1 we need a bit of Banach algebra theory, specifically
the following lemma. For the convenience of the reader, we include its simple proof.
Lemma 5.2. Let A be a complex Banach algebra with multiplicatively neutral el-
ement 1 and let B ⊆ A be a commutative subalgebra which is maximal among all
commutative subalgebras of A. Then the following assertions hold:
(i) B is closed and contains 1.
(ii) For each b ∈ B its spectrum in A coincides with its spectrum in B.
Proof. (i) This follows immediately from the maximality of B.
(ii) Fix b ∈ B. Clearly, the spectrum of b in A is contained in the spectrum
of b in B. To show the converse inclusion, let λ be in the resolvent set of b with
respect to A. Observe that the inverse (λ− b)−1 commutes with all elements in B.
Therefore, the linear span of the set
{(λ− b)−n : n ∈ N0} · B
is a commutative subalgebra ofA that contains B and thus coincides with B. Hence,
(λ− b)−1 ∈ B, i.e., λ is contained in the resolvent set of b in B. 
Note that if G ⊆ L(E) is a compact subgroup of the invertible linear operators
on a complex Banach space E, then supn∈Z ‖T n‖ < ∞ for all T ∈ G, i.e., each
operator in G is doubly power-bounded. After these preparations, Theorem 5.1 can
be proven.
Proof of Theorem 5.1. According to [26, Theorem 2] every element of a connected
compact group is contained in a connected commutative (and closed) subgroup, so
it suffices to prove the assertion for commutative G.
Let B be a subalgebra of L(E) which is maximal among all commutative subal-
gebras of L(E) that contain G (such a B exists by Zorn’s lemma). Then B is also
maximal among all commutative subalgebras of L(E), so according to Lemma 5.2
B is closed and contains idE ; moreover, for each T ∈ B the spectrum σ(T ) of T in
L(E) and its spectrum in B coincide. Hence, if Ω(B) denotes the character space
of the Banach algebra B, then we have
σ(T ) = {ϕ(T ) : ϕ ∈ Ω(B)};
see e.g. [25, Theorem 1.3.4(1)]. Since each ϕ ∈ Ω(B) is continuous from B to C, it
follows that ϕ(G) is a connected subset of C for each character ϕ.
On the other hand, it follows from our spectral assumption that ϕ(G) con-
sists of roots of unity only; consequently, ϕ(G) = {1} since ϕ(G) always contains
ϕ(idE) = 1. We conclude that σ(T ) = {1} for each T ∈ G, so each such T equals
idE by Gelfand’s T = id theorem since T is doubly power-bounded (see e.g. [9,
Theorem B.17]). 
The condition that all spectral values of any T ∈ G are roots of unity is auto-
matically satisfied in two important situations. The first one is that the underlying
space is a Banach lattice and all operators in G are positive; this is the content of
the following corollary.
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Corollary 5.3. Let E be a Banach lattice and let G ⊆ L(E) be a connected and
compact subgroup of the invertible bounded linear operators on E such that each
operator in G is positive. Then G = {idE}.
Proof. One may assume that the scalar field is complex. According to Theorem 5.1
it suffices to show that the spectrum of each T ∈ G consists of roots of unity only,
so fix T ∈ G. Clearly, σ(T ) ⊆ T, so it follows from Proposition 4.12 that σ(T ) is
finite and consists of poles of the resolvent.
It follows from infinite-dimensional Perron-Frobenius theory (see e.g. [28, The-
orem V.4.4, or Theorem V.4.9 and its Corollary]) that the spectrum of T is cyclic,
meaning that λn ∈ σ(T ) for all n ∈ Z whenever λ ∈ σ(T ). By the finiteness of the
spectrum, this implies that σ(T ) consists of roots of unity only. 
Our second corollary deals with the case of contractive operators on so-called
projectively non-Hilbert spaces. This notion is taken from [16, Definition 3.1]; a
real Banach space E is called projectively non-Hilbert if, for no rank-2 projection
P ∈ L(E), the range PE is isometrically a Hilbert space. Every Lp-space over an
arbitrary measure space is projectively non-Hilbert if p ∈ [1,∞] \ {2}, see [16, Ex-
ample 3.2] and the discussion after [16, Example 3.5]. Moreover, every real Banach
lattice that is a so-called AM -space is projectively non-Hilbert [15, Example 1.2.7];
this includes the space of real-valued bounded and continuous functions on any
topological space.
Corollary 5.4. Let E be a real Banach space that is projectively non-Hilbert and
let G ⊆ L(E) be a connected and compact subgroup of the invertible bounded linear
operators on E such that each operator in G is contractive. Then G = {idE}.
Proof. Let EC denote a Banach space complexification of E; for each T ∈ G we
denote the canonical extension of T to EC by TC. Then GC := {TC : T ∈ G} is a
connected and compact subgroup of the invertible bounded linear operators on EC.
Now fix T ∈ G; it suffices to prove that the spectrum of TC consists of roots of
unity only. By Proposition 4.7 the semigroup at infinity associated to (T n
C
)n∈N0 is
non-empty and compact, so it follows from Proposition 4.12 that σ(TC) is a finite
subset of the complex unit circle and consists of eigenvalues of TC. Moreover, the
set {T n
C
: n ∈ N0} is relatively compact with respect to the weak operator topology,
i.e., TC is weakly almost periodic. Since E is projectively non-Hilbert, we can now
apply [16, Theorem 3.11] to conclude that the spectrum of TC consists of roots of
unity only. 
5.2. Strong positivity of groups. Another way to ensure that a group of linear
operators is trivial is to ensure a certain condition of strong positivity; this works in
the very general setting of ordered Banach spaces. By an ordered Banach space we
mean a tuple (E,E+) where E is a real Banach space and E+ is a closed subset of E
such that αE++βE+ ⊆ E+ for all α, β ∈ [0,∞) and such that E+ ∩ (−E+) = {0};
the set E+ is called the positive cone in E+.
Let (E,E+) be an ordered Banach space. An operator T ∈ L(E) is called positive
if TE+ ⊆ E+. A functional ϕ ∈ E′ is called positive if 〈ϕ, f〉 ≥ 0 for all f ∈ E+. A
vector f ∈ E+ is called an almost interior point of E+ if 〈ϕ, f〉 > 0 for each non-
zero positive functional ϕ ∈ E′. If, for instance, E is an Lp-space over a σ-finite
measure space and p ∈ [1,∞), then a function f ∈ E+ is an almost interior point
if and only if f(ω) > 0 for almost all ω ∈ Ω. For more information about almost
interior points we refer to [19, Section 2]. The following result is inspired by the
proof of [19, Theorem 4.1].
Theorem 5.5. Let (E,E+) be an ordered Banach space with E+ 6= {0} and let
G ⊆ L(E) be a norm-bounded subgroup of the invertible operators on E. Assume
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that every operator in G is positive and that, for each f ∈ E+ \ {0}, there exists
T ∈ G such that Tf is an almost interior point of E+. Then E is one-dimensional
and G = {idE}.
Proof. We first show that every point in E+ \ {0} is an almost interior point of E+.
So let f ∈ E+ \ {0}. Choose T ∈ G such that Tf is an almost interior point of
E+. Since T
−1 is an element of G, it is a positive operator on E, and since T−1 is
surjective it thus follows from [19, Corollary 2.22(a)] that T−1 maps almost interior
points to almost interior points. Hence, f = T−1Tf is an almost interior point.
Since all vectors in E+ \ {0} are almost interior points, it follows from [19,
Theorem 2.10] that E is one-dimensional. Thus, G can be identified with a bounded
subgroup of the multiplicative group (0,∞), so G does indeed consist of one element
only. 
6. Operator norm convergence of semigroup representations
In this section we finally derive convergence theorems for various classes of op-
erator semigroups. In Subsection 6.1 representations whose underlying semigroup
(S,+) satisfies a certain kind of divisibility condition are considered. In Subsec-
tion 6.2 we then deal with positive semigroups on ordered Banach spaces under an
appropriate strong positivity assumption.
6.1. Convergence under divisibility conditions. We call the semigroup (S,+)
essentially divisible if, for each s ∈ S and each integer n ∈ N, there exist elements
t1, t2 ∈ S such that nt1 = s+ nt2. This definition is taken from [18], where it was
used as a generalisation of semigroups that generate divisible groups (which played
an important role in [14]). Let us illustrate the notion of essential divisibility with
a list of simple examples.
Examples 6.1. (a) The semigroup ([0,∞),+) is essentially divisible, and so is
(Q ∩ [0,∞),+).
(b) More generally, for each a ≥ 0, both the semigroup ({0} ∪ [a,∞),+) and the
semigroup
({0} ∪ (Q ∩ [a,∞)),+) are essentially divisible.
(c) The semigroup ([0,∞)n,+) is essentially divisible for any n ∈ N.
(d) The semigroup ([0,∞),max) is essentially divisible; here, max denotes the bi-
nary operator which assigns the maximum to any two given elements of [0,∞).
(e) More generally, if L is a lattice with a smallest element i, then (L,∨) is an
essentially divisible semigroup (with neutral element i).
(f) The semigroup (N0,+) is not essentially divisible.
(g) The semigroup (D,+), where D = {k/2n : k, n ∈ N0} is the set of dyadic
numbers in [0,∞), is not essentially divisible.
Now the notion of essential divisibility is used to prove a convergence theorem for
positive semigroups on Banach lattices and a convergence theorem for contractive
semigroups on projectively non-Hilbert spaces. Let us begin with the positive case.
Theorem 6.2. Let E be a Banach lattice and let (Ts)s∈S be a positive and bounded
representation on E. If the semigroup at infinity, T on∞ , is non-empty and compact
and if (S,+) is essentially divisible, then (Ts)s∈S converges with respect to the
operator norm to the projection at infinity.
Proof. Note that the range E∞ of the projection at infinity, P∞, is again a Ba-
nach lattice since P∞ is positive [28, Proposition II.11.5]. Consider the set T :=
{Ts : s ∈ S}. As (S,+) is essentially divisible, a simple compactness argument
shows that T |E∞ = T on∞ |E∞ , which is a compact group according to Theorem 4.3,
is divisible. Thus, [26, Theorem 2] shows that T |E∞ is connected; therefore, it is
trivial by Corollary 5.3. Finally, Corollary 4.5 yields the claim. 
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The following corollary is due to Lotz in the special case where S = [0,∞).
Corollary 6.3. Let E be a Banach lattice and let (Ts)s∈S be a positive and bounded
semigroup on E. If Ts0 is quasi-compact for at least one s0 ∈ S and if (S,+) is
essentially divisible, then (Ts)s∈S converges with respect to the operator norm to a
finite rank projection.
Proof. This is an immediate consequence of Corollary 4.13 and Theorem 6.2. 
Our second corollary – which only deals with the semigroup ([0,∞),+) – has the
nice theoretical feature that it covers, in contrast to Corollary 6.3, also the trivial
operator semigroup that consists merely of the operator idE – which is arguably
the most simple convergent operator semigroup.
Corollary 6.4. Let E be a complex Banach lattice and let (Ts)s∈[0,∞) be a positive
and bounded semigroup on E which is strongly continuous at at least one time
s0 ∈ (0,∞). If, for each s ∈ (0,∞), all spectral values of Ts on the unit circle
are poles of the resolvent, then Ts converges with respect to the operator norm as
s→∞.
Proof. This is an immediate consequence of Theorems 4.17 and 6.2. 
Now we deal with real Banach spaces which are projectively non-Hilbert; see the
discussion before Corollary 5.4 for a definition of this property.
Theorem 6.5. Let E be a real Banach space that is projectively non-Hilbert and
let (Ts)s∈S be a contractive semigroup on E. If the semigroup at infinity, T on∞ , is
non-empty and compact and if (S,+) is essentially divisible, then (Ts)s∈S converges
with respect to the operator norm to the projection at infinity.
Proof. Note that the semigroup at infinity, P∞, as contractive, and hence its range
is itself a projectively non-Hilbert space. Now the theorem has the same proof as
Theorem 6.2 except that one has to employ Corollary 5.4 instead of Corollary 5.3.

Again, we state the same result separately for the quasi-compact case.
Corollary 6.6. Let E be a real Banach space that is projectively non-Hilbert and
let (Ts)s∈S be a contractive semigroup on E. If Ts0 is quasi-compact for at least
one s0 ∈ S and if (S,+) is essentially divisible, then (Ts)s∈S converges with respect
to the operator norm to a finite rank projection.
Proof. This is an immediate consequence of Corollary 4.13 and Theorem 6.5. 
As similar result as in Corollary 6.4 is, of course, also true for contractive semi-
groups on projectively non-Hilbert spaces, but we refrain from stating this explicitly
as a corollary.
Finally, the Theorems 1.2 and 1.3 from the Introduction follow from Corol-
lary 6.6:
Proof of Theorems 1.2 and 1.3. (i)⇒ (ii): This implication is obvious in both the-
orems.
(ii) ⇒ (i): In both theorems, the semigroup is assumed to leave the real part of
the underlying Banach lattice invariant, so it suffices to prove that the restriction
of the semigroup to this real part converges to a finite rank projection. Since, in
both theorems, the real part of the underlying space is projectively non-Hilbert
and since the semigroup ([0,∞),+) is essentially divisible, the assertion follows
from Corollary 6.6. 
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6.2. Convergence under a strong positivity condition. The following the-
orem is generalisation of [19, Theorem 5.3] where only the cases S = N0 and
S = [0,∞) where considered. For an ordered Banach space (E,E+) (see the begin-
ning of Subsection 5.2) a function ϕ ∈ E′ is called strictly positive if 〈ϕ, f〉 > 0 for
all f ∈ E+ \ {0}.
Theorem 6.7. Let (E,E+) be an ordered Banach space with E+ 6= {0} and let
(Ts)s∈S be a bounded semigroup on E which is positive in the sense that TsE+ ⊆ E+
for each s ∈ S. Moreover, assume that Ts0 is quasi-compact for at least one s0 ∈ S
and that the following strong positivity condition holds: for each f ∈ E+ \ {0} there
exists s ∈ S such that Tsf is an almost interior point of E+.
Then (Ts)s∈S converges with respect to the operator norm to a projection in L(E)
of rank at most 1.
Proof. According to Proposition 4.13 the semigroup at infinity, T on∞ is non-empty
and compact since (Ts)s∈S is bounded and since Ts0 is quasi-compact. Let P∞
denote the corresponding projection at infinity. Then P∞ is a positive operator
and hence, its range P∞E is also an ordered Banach space with positive cone
P∞E+ = E+ ∩ P∞E. If P∞ = 0, Theorem 4.3(c) implies that the semigroup
converges to 0; so assume now that P∞ 6= 0.
It follows from the assumptions that there exists at least one almost interior
point in E+, which implies that the set E+ − E+ is dense in E (see e.g. [19,
Proposition 2.9]). In particular, the positive cone P∞E+ of the space P∞E is
non-zero since P∞ 6= 0.
By Theorem 4.3(b), T on∞ |P∞E is a compact subgroup of the invertible operators
on P∞E, and for each s ∈ S the restriction Ts|P∞E is contained in T on∞ |E∞ . More-
over, T on∞ |E∞ clearly consists of positive operators. We now show that this group
satisfies the assumptions of Theorem 5.5.
To this end, let 0 6= f ∈ P∞E+. By assumption there exists an s ∈ S such
that Tsf is an almost interior point of E+. Since Tsf ∈ P∞E+, it follows from
[19, Corollary 2.22(b)] that the vector Tsf is also an almost interior point of the
positive cone P∞E+ of P∞E. Hence, the operator Ts|P∞E ∈ T on∞ |E∞ maps f to an
almost interior point of the positive cone of P∞E, so we can employ Theorem 5.5 to
conclude that P∞E is one-dimensional and that T on∞ |P∞E = {idP∞E}. Corollary 4.5
thus shows that (Ts)s∈S converges to the rank-1 projection P∞. 
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Appendix A. Dissipativity of real matrices
In Sections 2 and 3 dissipativity of matrices with real entries played quite an
important role. Therefore, we recall a characterisation of dissipativity of matrices
with respect to various ℓp-norms in the following proposition.
Proposition A.1. Let N ∈ N and let C = (cjk) ∈ RN×N .
(a) The matrix C is dissipative with respect to the ℓ2-norm on RN if and only if all
eigenvalues of the symmetric part 12 (C + C
T ) of C are contained in (−∞, 0].
(b) The matrix C is dissipative with respect to the ℓ1-norm on RN if and only if
ckk ≤ −
∑
j∈{1,...,N}\{k}
|cjk|
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for each k ∈ {1, . . . , N}.
(c) The matrix C is dissipative with respect to the ℓ∞-norm on RN if and only if
ckk ≤ −
∑
j∈{1,...,N}\{k}
|ckj |
for each k ∈ {1, . . . , N}.
(d) Let p ∈ [1,∞). The matrix C is dissipative with respect to the ℓp-norm on RN
if and only if
(sgn ξ · |ξ|p−1)T Cξ ≤ 0
for all ξ ∈ RN ; here, the vector sgn ξ contains the signs of the entries of ξ, and
its product with the vector |ξ|p−1 is computed entrywise.
Proof. (a) It follows from ξTCξ = ξT 12 (C
T+C)ξ for all ξ ∈ RN that C is dissipative
with respect to the ℓ2-norm on RN if and only if 12 (C+C
T ) is so. Since 12 (C+C
T )
is symmetric, this proves the assertion.
(d) Endow RN with the ℓp-norm for a fixed p ∈ [1,∞). For each ξ ∈ RN of norm
‖ξ‖p = 1 the vector sgn ξ · |ξ|p−1, if considered as an element of the dual space of
RN , also has norm 1 and satisfies (sgn ξ · |ξ|p−1)T ξ = 1. Since a matrix is dissipative
if and only if it is strictly dissipative, this proves (d).
(b) If the estimate in (b) is satisfied, then it follows for each ξ ∈ RN that
(sgn ξ)TCξ =
N∑
j=1
N∑
k=1
sgn(xj) cjk xk
=
N∑
k=1

ckk |xk| + N∑
j∈{1,...,N}\{k}
sgn(xj)cjkxk


≤
N∑
k=1

ckk |xk| + N∑
j∈{1,...,N}\{k}
|cjk| |xk|

 ≤ 0,
so C is dissipative according to (d). Now assume conversely that C is dissipative.
Fix k ∈ {1, . . . , N} and let ek ∈ RN denote the k-the canonical unit vector. More-
over, we define a vector ξ ∈ RN , which we consider as a functional on RN , in the
following way: we set ξk = 1 and ξj = sgn cjk for all j ∈ {1, . . . , N} \ {k}. Then
‖ξ‖∞ = 1 and ξT ek = 1, so the strict dissipativity of C implies that
0 ≥ ξTCek =
N∑
j=1
ξjcjk = ckk +
∑
j∈{1,...,N}\{k}
|cjk| ,
which proves the assertion.
(c) This follows from (b) by duality. 
In the above proof we could, of course, also first prove (c) directly and then
derive (b) from (c) by duality; this is for instance done in [15, Remark 2.1.2].
Appendix B. On poles of operator resolvents
In the following proposition we briefly recall a result about poles of the resolvent
of a linear operator. This result is needed in the proof of Proposition 4.12.
Proposition B.1. Let T be a bounded linear operator on a complex Banach space
E and let (µj)j be a net in the resolvent set of T which converges to a number
λ ∈ C. Then the following assertions hold:
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(a) λ ∈ C \ σ(T ) if and only if the net ((µj − λ)R(µj , T ))j converges to the zero
operator.
(b) λ is a spectral value of T and a first order pole of the resolvent function R( · , T )
if and only if the net
(
(µj − λ)R(µj , T )
)
j
converges to a non-zero operator
P ∈ L(E).
In this case, P is the spectral projection associated with the pole λ.
Proof. (a) The implication “⇒” is obvious, and the converse implication “⇐” fol-
lows from that well-known fact that, for every µ in the resolvent set of T , the norm
of R(µ, T ) is no less than 1/ dist(µ, σ(T )) (where dist denotes the distance in the
complex plane).
(b) If λ is a spectral value of T and a first order pole of the resolvent, then the
net
(
(µj − λ)R(µj , T )
)
j
obviously converges to the spectral projection associated
with λ, and this spectral projection is non-zero.
Now assume conversely that the net
(
(µj−λ)R(µj , T )
)
j
converges to an operator
P 6= 0. It then follows from (a) that λ is a spectral value of T ; in particular, the
elements of the net (µj)j are eventually distinct from λ. Hence, it follows from the
resolvent identity that
R(µ, T )P = P
µ− λ(B.1)
for each µ in the resolvent set of T . From this we immediately obtain P 2 = P ,
i.e., P is a projection; moreover, P clearly commutes with T , so T splits over the
decomposition E = kerP ⊕ PE.
It follows from (a) that λ is in the resolvent set of T |kerP . Moreover, we conclude
from (B.1) that λ is a first order pole of the resolvent of T |PE . Consequently, λ is
also a first order pole of the resolvent of T . 
Appendix C. A few facts about nets
In this appendix we recall a few facts about nets and universal nets that are
needed in the main text, in particular in Proposition 4.7. Recall that a net (xj) in
a set X is called a universal net if, for each A ⊆ X , the net is either eventually
contained in A or eventually contained in X \A. If a subnet (xji ) of a net (xj) is a
universal net, then we call (xji) a universal subnet of (xj). It follows from Zorn’s
lemma that every net has a universal subnet.
If X is a topological Hausdorff space, then a subset A ⊆ X is compact if and only
if every universal net in A converges to an element of A. In the following lemma
we collect a few facts about metric spaces. For a proof we refer for instance to [18,
Theorem B.3], where these facts are given in a slightly more general topological
setting.
Lemma C.1. Let (xα)α∈I be a net in a metric space X and let
C :=
⋂
β∈I
{xα : α ≥ β}
be its set of cluster points. Consider the following assertions.
(i) Each subnet of (xα)α∈I has a convergent subnet.
(ii) Each universal subnet of (xα)α∈I converges.
(iii) For each cofinal subsequence (αn)n∈N in I the sequence (xαn)n∈N has a cluster
point.
(iv) The set C is non-empty and compact.
Then (i)⇔ (ii)⇒ (iii) and (i)⇒ (iv). If, in addition, I contains a cofinal sequence,
then (iii)⇒ (iv) as well.
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