Abstract-This paper deals with the problem of blind separation of nonstationary sources in the underdetermined case, i.e. more sources than sensors, using time-frequency distributions (TFDs). We propose a new algorithm to achieve the separation based on a main assumption of time-frequency (TF) disjoint sources that allows an explicit exploitation of nonstationarity. The algorithm proceeds through four main procedures: (i) computation of the spatial time-frequency distribution (STFD) matrices of the mixed observations, and noise thresholding; (ii) a testing procedure is then applied to separate the autosource TF points from cross-source TF points by applying an appropriate testing criterion; (iii) vector clustering to obtain the TF signatures of sources, hence their TFDs; and (iv) recovery of original source waveforms from their estimate TFDs using TF synthesis. Simulated experiments indicated the success of the proposed algorithm in different scenarios. Moreover, we propose two other modified versions of the algorithm to better deal with auto-source TF point selection.
I. INTRODUCTION
Blind Source Separation (BSS) has its root in array signal processing. Signals from some particular sources first pass through an intermediate medium (with possibly noise), which modifies the original source signals, then arrive at an array of sensors. The observed output of each sensor is a mixture of all the source signals. It is desired to recover the unobserved source signals from the observed mixtures; this problem is known as source/signal separation. If neither the structure of the medium transfer nor the source signals are known, we are said to be in a "blind" context. One often assumes in such a context that the source signals are mutually independent in order to facilitate the separation [1] . BSS is important when modeling the transfer from the sources to the sensors is difficult or when no a priori information is available about the mixtures. Useful theories and methods of BSS can be found in, for examples, [1] - [6] .
BSS has many applications in areas that involve the processing of signals from a sensor array, which offers spatial diversity. Typical examples of BSS are seen in: (i) radar and sonar applications (separation and recognition of sources from antenna arrays, robust source localization from illcalibrated arrays [7] ), (ii) communications (multiuser detec- † Signal and Image Processing department, Ecole Nationale Superieure des Télécommunications, Paris, France. trung@tsi.enst.fr.
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‡ Signal Processing Research, Queensland University of Technology, Brisbane, Australia. tion in communication systems [8] ), (iii) speech processing (speaker separation, also called the "cocktail party" problem; speech recorded in the presence of background noise and/or competing speakers, automatic voice recognition in noisy acoustic environments [9] ), and (iv) biomedical signal processing (separation of Electroencephalogram (EEG) signals [11] ). BSS can be categorized into different classes according to the way the signal structures are "forced" (conditioned) using some particular criteria so that we can restore the original structure of the source signals. These different classes are [5] : probability structure forcing, spectral/time-coherence structure forcing, and Time-Frequency (TF) structure forcing.
When signals are nonstationary, the TF structure forcing approach was introduced to achieve the separation, by Belouchrani and Amin [12] . This approach defines a Spatial TF Distribution (STFD) that combines both TF diversity and spatial diversity. The benefit of using STFDs in an environment of nonstationary signals is the direct exploitation of the information it offers due to the signal nonstationarity. In contrast to BSS approaches using second-and higher-order statistics (see [4] and references therein), this approach allows the separation of Gaussian sources with identical spectral shape but with different TF localization properties. Moreover, the effects of spreading the noise power, while localizing the source energy in the TF domain, amounts to increasing the Signal-to-Noise Ratio (SNR) [23] . Subsequent works have been carried out by Belouchrani, Amin and their coworkers on the further development of this approach and its applications to communications [13] , [14] .
A drawback of most BSS algorithms is that they fail to separate sources in situations where there are more sources than sensors. Mathematically, the invertability of mixing matrix, that is often used for separation, is no longer satisfied [15] . This challenging problem, known as the Underdetermined Blind Source Separation (UBSS), has recently been studied in [15] , [16] where the discrete sources were treated, in [17] - [19] where a priori knowledge of the probability density functions of the sources was needed; and in [9] , [10] where TF disjoint sources were exploited.
UBSS for nonstationary signals is investigated in this work. The TF structure forcing approach above is chosen in order to take advantage of TF signal processing, over the classical time-only and frequency-only signal processing. We will propose a Time-Frequency-based UBSS (TF-UBSS) algorithm that uses the main assumption of TF disjoint sources. In particular, the TF disjoint assumption facilitates the selection of TF points lying on the TF supports (signatures) of all source signals, hence a clustering process allows the identi-fication/separation of the TF signatures.
We make some distinctions here regarding the previous approach using TF information that have been mentioned above. The separation in [12] - [14] is in the determined context, whereas, we are now in the underdetermined one in which the previous approach is inapplicable due to the non-invertability of the mixing matrix. [10] provides a general framework on UBSS by transforming the mixed signal representation into another representation to achieve the sparsity of original signals. In particular, it chose Short-Time Fourier Transform (STFT), which is a "linear" Time-Frequency Distribution (TFD), as an example but without providing any specific separation algorithms. Similar to [10] , the UBSS method in [9] uses STFT. Using a linear TFD, i.e. STFT has a drawback since STFT has low resolution, in comparison to "quadratic" TFDs (e.g. Wigner-Ville Distribution (WVD)) in our approach, hence the TF disjoint condition may suffer difficult interpretation. In addition, [9] uses two sensors for the separation of more than two sources but the extension to more than two sensors is not obvious. Our algorithm is more general in the sense that there is no restriction on the number of sensors. Another distinction with respect to [9] is that it follows a semi-parametric approach in which the applied model for the mixing matrix is specific, e.g. to delay and amplitude. Parametric approach may produce serious error if the model in use does not match with actual situation of the mixing. Our algorithm, instead, is a nonparametric approach. Regarding the mixing matrix in [9] , an assumption has been made that the first row contains all ones. This normalization may cause a "division-by-zero" problem when the sources have non-equal energy and the normalizing factor is very small (close to zero). Finally, the use of multi-dimensional nonlinear optimization is used in [9] may result in local minima convergence.
The paper is organized as follows. Section II presents the data model and assumptions, especially the notion of TF disjoint. Section III recalls the definition and properties of STFD matrices. Section IV proposes the TF-UBSS algorithm. Section V provides an illustrative demonstration of the usefulness of the algorithm by some simulated experiments. Section VI presents an enhanced version of the algorithm using Masked Wigner-Ville Distribution (MWVD) to achieve better selection of TF points. Section VII provides another method to enhance the selection of TF points using image component extraction. Several measurements for numerical performance evaluation are given in Section VIII. The last section is for concluding remarks and perspectives.
II. SIGNAL MODEL AND ASSUMPTIONS
Assume that an n-dimensional vector s(t) = [s 1 (t), s 2 (t), . . . , s n (t)] T ∈ C (n×1) corresponds to n nonstationary complex source signals s i (t), i = 1, . . . , n. The source signals are transmitted through a medium so that an array of m sensors picks up a set of mixed signals represented by an m-dimensional vector
T ∈ C (m×1) . Each observed signal x j (t), j = 1, . . . , m, at each time instance t has been mixed by the transmission medium which may have also been corrupted by Additive White Gaussian Noise (AWGN)
T ∈ C (m×1) . Considering the instantaneous linear mixture case, the observed signals can be modeled as:
where A ∈ C (m×n) is called the mixing matrix. The instantaneity means that A does not depend on t. The signal model is illustrated in Figure 1 .
There are n unobserved source signals s i (t), i = 1, . . . , n, to be separated from m observed mixed signals x j (t), j = 1, . . . , m, corrupted by AWGN. The underdetermined case corresponds to n > m.
In the underdetermined situation, i.e. the UBSS problem, we have n > m. The mixing matrix A is no longer invertible [15] , thus any previous approaches in the determined BSS problem (i.e. n ≤ m) is generally no longer applicable. Note that, as m approaches infinity, the quantity (n − m)/n approaches zero (since n > m), thus, UBSS becomes determined BSS. Therefore, one may approximately use the usual methods in the determined BSS case to achieve the separation; in other words, this happens when n − m is small compared to m.
We made the following two assumptions. The first assumption is usually made in the context of BSS, and the second assumption is the main factor which facilitates the proposal of our TF-UBSS algorithm.
As1) The column vectors of matrix A = [a 1 , a 2 , . . . , a n ] are assumed to be pairwise linearly independent, i.e., for any i, j ∈ 1, 2, . . . , n and i = j, a i and a j are linearly independent. Obviously, if two sources, for example s 1 (t) and s 2 (t), have linearly dependent vectors, i.e. a 2 = αa 1 , their separation is, then, inherently impossible since we can write
whereÃ = [a 1 , a 3 , . . . , a n ] ands(t) = [s 1 (t) + αs 2 (t), s 3 (t), . . . , s n (t)] T . It is also known that BSS is only possible up to an unknown scaling and an unknown permutation [20] . We take the advantage of this indeterminacy to assume, without loss of generality, that the column vectors of A have a unit-norm, that is a i = 1, where the norm · is, hereafter, evaluated in the Frobenius sense.
As2) The sources are assumed to have different structures and localization properties in the TF domain. More precisely, we assume the sources to be disjoint in the TF domain ( Figure 2) as stated in the following definition:
Let S 1 (t, f ) and S 2 (t, f ) be TFDs of two source signals s 1 (t) and s 2 (t), respectively. Let Ω 1 and Ω 2 be the corresponding TF supports of S 1 and S 2 , that is
The sources s 1 (t) and s 2 (t) are said to be disjoint in the TF domain if the following satisfies:
time Time-frequency disjoint
The TF supports of two sources are disjoint in the TF domain.
The above definition can be applied to any TFDs. It is clear that the TF disjoint assumption is too restrictive and will almost never be satisfied exactly in practice. Fortunately, only approximate disjoint condition, said quasi-disjoint, is needed to achieve source separation, as will be shown in Section V. Note that the source TF disjoint condition can be considered as a particular type of source sparse decomposition, which can be used to achieve source separation [10] , [17] , [21] .
A physical example of TF (quasi)-disjoint sources is observed in a musical performance; several musical instruments, e.g. a base-guitar and a lead-guitar, play simultaneously but create musical sounds with different instantaneous frequency laws. These laws can have some overlapping in the TF domain, representing the quasi situation. This happens when the very high (frequency) notes produced by the base-guitar coincide in frequency with the very low (frequency) notes produced by the lead-guitar, and these notes are played at the same duration of time.
Two arguments may be given here regarding the TF disjoint assumption, before going further introducing the TF-UBSS algorithm. Firstly, one would think that if the sources are TF disjoint then simple TF masking (if the source TF signatures are known) and TF synthesis in the TF domain would be sufficient to recover the source signals without using any sophisticated algorithm. However, in the context of blind separation, source TF signatures are unknown. The proposed algorithm will allow us to extract the source TF signatures from the spatial information offered by the sensors; hence, the source signals. Secondly, one may use an image processing technique to achieve a classification of different source TF components (as distinguished to source TF signatures) as has been done in [22] . With the obtained TF components, this classification still fails to obtain the source TF signatures because it is well possible that a source TF signature can have multiple TF components. Our algorithm provides necessary information to allow for the determination of which TF components belong to one particular source, thus allowing blind separation of multicomponent source signals.
III. SPATIAL TIME-FREQUENCY DISTRIBUTIONS
We provide here some definitions that will be used throughout the paper.
Definition 2 (Spatial TFD [12] ): Let z(t) be a vector containing n signals z 1 (t), . . ., z n (t);
T ∈ C (n×1) . The Spatial TF Distribution (STFD) matrix is mathematically defined as
where t and f represent the time index and the frequency index, respectively, the superscript ( H ) denotes the complex conjugate transpose operator, and φ(m, l) is a TFD time-lag kernel. The matrix D zz (t, f ) ∈ C (n×n) varies with respect to t and f . Its TF elements are obtained from the TFD as:
with z * j being the complex conjugate of z j , i, j = 1, 2, . . . , n. Note that D zz (t, f ) is a matrix; when evaluated at a TF point (t o , f o ), its elements are the values of D zizj (t o , f o ) using (6) .
Next, we will define the notion of cross-and auto-source STFDs, which are slightly modified from those defined in [13] for more clarity. Before doing so, let us recall the notions of "auto-term" and "cross-term" in the literature of TF signal processing. Given a signal with multiple Instantaneous Frequency (IF) components, an auto-term TF point in the TF representation of this signal represents the "true" energy concentration of the signal at that point in time and frequency. A cross-term TF point, on the other hand, represents a "ghost" energy concentration of the signal though the concentration may visually appear high at this point the TF representation. This "ghost" effect comes from the bilinearity of the TFD that applies on the signal among its IF components [23] .
Above, the TFD is applied on only one signal. In our context, we consider several source signals, and each of which may have multiple IF components.
Definition 3 (Cross-and auto-source STFD): Let z 1 (t) and z 2 (t) be two different source signals with possibly multiple IF components, and that they be displayed on the TF representation by a TFD ρ(t, f ) through the computation of the STFD D zz (t, f ) where
T . (a) An auto-source TF point (t a , f a ) of a source z i (t), i = 1, 2, is a point in the TF representation where the energy concentration of z i (t) is evaluated by the auto-TFD ρ zizi (t a , f a ).
(b) A cross-source TF point (t c , f c ) between source z 1 (t) and z 2 (t) is a point in the TF representation where the energy concentration is evaluated by the cross-TFD ρ z1z2 (t c , f c )
1 . (c) For an auto-source TF point (t a , f a ), the STFD matrix computed at that point is called an auto-source STFD matrix, denoted by D zz (t a , f a ) .
(d) For a cross-source TF point (t c , f c ), the STFD matrix computed at that point is called a cross-source STFD matrix, denoted by D zz (t c , f c ).
A few remarks can be made according to the above definition. For simplicity, hereafter, we use "point" to mean "TF point".
(i) The energy concentration at an auto-source point can be "true" if z i (t) is monocomponent but that can also be "ghost" if multicomponent. The latter means that the autosource point coincides with the cross-term point if the source is multicomponent. This will be illustrated in Experiment 1 (Figure 7 .l).
(ii) Since the diagonal elements of the matrix D zz (t, f ) are evaluated by the auto-TFD, this STFD matrix at an autosource point, D zz (t a , f a ), becomes an auto-source STFD matrix and that it is quasi-diagonal (i.e. its diagonal entries are close to one).
(iii) Since the off-diagonal elements of the matrix D zz (t, f ) are evaluated by the cross-TFD, this STFD matrix at a crosssource point, D zz (t c , f c ), becomes a cross-source STFD matrix and that it is quasi-off-diagonal. (i.e. its diagonal entries are close to zero).
Applying (5) to the linear data model (1), assumed a noisefree environment, leads to the following expression:
where D ss (t, f ) and D xx (t, f ) are the source and mixture STFD matrices, respectively. Further from the above remarks, since the sources are assumed to be TF disjoint, the diagonal entries of D ss (t, f ) are: (i) all equal to zero except for one value, if the STFD matrix D ss (t, f ) is evaluated at an auto-source point since only one source active at this point.
(ii) all equal to zero, if the STFD matrix D ss (t, f ) is evaluated at a point other than an auto-source point.
Therefore, if Ω i is the TF support of source signal s i (t), the following is achieved:
It is the particular structure in (9) that will be used for our TF-UBSS. We also note that, if, on the other hand, the sources do not satisfy the TF disjoint assumption such that at an auto-source point there are k sources active (i.e. there is an overlap, on the TF representation, of the TF signatures of these sources), 1 The cross-TFD is defined as below:
When z 1 (t) = z 2 (t), the cross-TFD becomes the auto-TFD.
then among the diagonal entries of D ss (t, f ) there will have exactly k values different from zero if k ≤ m, or at maximum m values different from zero if k > m. This observation may be used to provide a test on TF disjoint condition, and further to analyze TF-nondisjoint. However, detailed treatments of TF-nondisjoint, e.g. the degree of acceptable non-disjoint characteristic for successfully achieving UBSS, is not carried out in this paper and is subject to future research; this issue is of importance when dealing with speech signals which are not well localized in TF domain.
IV. TF-UBSS ALGORITHM
Thanks to the structure in (9), the following observation is deduced for two auto-source (t 1 , f 1 ) and (t 2 , f 2 ) corresponding to the same source s i (t):
The above observation implies that D xx (t 1 , f 1 ) and D xx (t 2 , f 2 ) have the same principal eigenvector a i . Therefore, all the auto-source points associated with the same principal eigenvector belong to the TF support of one particular source signal.
This leads to the principal idea of our TF-UBSS algorithm as follows. We first obtain only auto-source points from the TF representation. If we are able to cluster auto-source points on the TF domain into different sets, each associating with one principal eigenvector, then these sets represent different TF signatures corresponding to different underlying source signals. And if each source signal can be recovered from its set, we are able to achieve the UBSS. In particular, corresponding to a principal eigenvector of one particular source, the estimated TFD values of this source at its autosource points are obtained as the principal eigenvalues of the STFD matrices at those points. Hence, we can use a TF synthesis method to recover the source waveform.
A. Separation algorithm
The proposed TF-UBSS algorithm includes four main procedures as shown in Figure 3 and its schematic diagram is illustrated in Figure 4 . Details of these procedures are given next.
TF-UBSS algorithm
Proc 1: STFD computation and noise thresholding Proc 2: Auto-source TF point selection Proc 3: Clustering and source TFD estimation Proc 4: Source signal synthesis 
1) STFD computation and noise thresholding:
Given L observation vectors x(1), . . . , x(L), the STFD matrices D xx (t, f ) defined according to (5) , can be estimated using time-lag domain discrete implementation [23] as below:
where g(l, p) is a discrete time-lag kernel, M = (L − 1)/2, and l = 1, . . . , L. The elements ofD xx (l, k) are obtained from the TFD as:
where i, j = 1, . . . , m. In the later simulations (Experiment 1), we will use the WVD for computing the STFD matrices. The WVD of an analytic signal x(t) is defined as below [23] :
Its discrete implementation is of the form in (12) without the time-lag kernel g(l, p). These STFD matrices are next processed to extract the source signals. In order to reduce the computational complexity, by processing only "significant" STFD matrices, a noise thresholding step is then carried out for removing those points with negligible energy. More precisely, a threshold 1 (typically, 1 = 0.05 of the point with maximum energy) is used to keep only the points {(t s , f s )} with sufficient energy:
2) Auto-source TF point selection: The second procedure of the algorithm consists of separating the auto-source points from cross-source points using an appropriate testing criterion.
In the determined case, where the number of sensors is greater than or equal to the number of sources and the mixing matrix A is of full-column rank, a selection procedure that exploits the off-diagonal structure of the cross-source STFD matrices has been proposed in [13] . This selection procedure proceeds through two steps as follows:
(i) Data whitening:
WA is an n×n unitary matrix. Matrix W is referred to as the whitening matrix since it whitens the signal part of the observations. Pre-and postmultiplying the STFD matrices D xx (t, f ) by W lead to the whitened STFD matrices:
In practice, W is often computed as an inverse squared root of the sample estimate covariance matrix of the observation.
(ii) Testing: Given a whitened cross-source STFD matrix D xx (t c , f c ), we have:
Based on this observation, the following test is given:
If:
where the threshold 2 is a positive scalar no greater than 1 (typically 2 = 0.8).
Contrary to the determined case explained above, the matrix U in the underdetermined case is non-square with more columns than rows, and consequently U H U = I represents the projection matrix onto the row space of U. Therefore, Eq. (16) becomes only an approximation; a good one if (m−n) is "small" as observed in our simulation results (see Figure 7 of Experiment 1 in Section V).
Another method, alternative to the above approximation projection method, consists of exploiting the TF disjoint sources. Under this assumption, each auto-source STFD matrix is of rank one, or at least has one "large" eigenvalue compared to its other eigenvalues. Therefore, one can use rank selection criteria, such as Minimum Description Length (MDL) or Akaike Information Criterion (AIC) [24] , to select auto-source points as those corresponding to STFD matrices of selected rank equal to one. For simplicity, we use the following criterion (see Figure 10 of Experiment 2 in Section VI):
where 2 is a small positive scalar (typically, 2 = 0.3), and λ max {·} represents the largest eigenvalue of the matrix in the bracket.
Comparison of the above two methods for auto-source point selection based on approximation projection and TF disjoint assumption for the underdetermined case shows a similar performance (see Figure 10) .
3) Clustering and source TFD estimation: Once the autosource points have been selected, a clustering procedure based on the sources spatial directions/signatures is performed. This clustering is based on the observation that two STFD matrices corresponding to the same source signal have the same principal eigenvector. Moreover, the corresponding principal eigenvalues are given by the desired source TFD. This implies that if we apply an appropriate clustering procedure on the set auto-source points, we will be able to obtain the separate TF signatures of the source signals. Specifically, we consider the following steps:
(i) For each auto-source point, (t a , f a ), compute the main eigenvector, a(t a , f a ), and its corresponding eigenvalue, λ(t a , f a ), of D xx (t a , f a ).
(ii) As the vectors {a(t a , f a )} are estimated up to a random phase e jφ , φ ∈ [0, 2π), we force them to have, without loss of generality, their first entries real and positive. These vectors are then clustered into different classes {C i }. Mathematically, a(t i , f i ) and a(t j , f j ) belong to the same class if:
where 3 is a properly chosen positive scalar and d is a distance measure (different strategies for choosing the threshold 3 and the distance d or even the clustering method can be found in [25] ). As an example, we use a distance measure, in the simulated experiments in Section V, according to their angles:
T and ã = 1. Algorithmically, the clustering is simply done as follows:
, then assign a i to C K and exit "for" loop (iii) Set the number of sources equal to the number of classes and, for each source s i (i.e. each class C i ), estimate its TFD as:D
4) Source signal synthesis:
Having obtained the source TFD estimatesD sisi , we then use an adequate source synthesis procedure to estimate the source signals s i (t) (i = 1, . . . , n). The recovery of the waveform (in time) of a signal from its TFD is made possible thanks to the following inversion property of the WVD [23] x(t) = 1
which implies that the signal can be reconstructed to within a complex exponential constant e jα = x
A well-known synthesis algorithm recovering a signal from its WVD estimate was proposed in [26] . Since we use WVD to compute our STFD matrices, we opt to use this synthesis algorithm for recovering our original sources. Below, this algorithm is summarized, from [26] , to assist the understanding of our UBSS algorithm.
Given the TFD estimate of source s(t), denoted bŷ D ss (t, f ), find the signalŝ(t) that its WVD, denoted by ρ wvd s (t, f ), best approximatesD ss (t, f ) in the least square sense, i.e. minimizing the following:
The above minimization leads to the discrete computation of the synthesized signalŝ(l), l = 0, . . . , L − 1, as below:
where
T are the normalized principal eigenvectors of the matrices C e and C o , representing the even and odd samples ofŝ(k). The elements of these matrices are computed as:
where y(l, p) is the discrete inverse Fourier transform of D ss (t, f ). If the phase of the recovered signal is important, the phase can be corrected using the original signal s(t) by computing:
then replacing s e (k) and s o (k) in (24) by s e (k)e jαe and s o (k)e jαo respectively. Above, {·} and {·} denote the real part and imaginary part, respectively.
B. Discussion
It is essential to address the following issues regarding the above proposed algorithm for UBSS.
1) Underdeterminacy:
In the above description of the procedures involved in the proposed algorithm, we do not use the information of the number of signals (n) and the number of sensors (m). Therefore, our TF-UBSS algorithm is general in the sense that it is not only specific to UBSS but it can also be used for determined BSS. However, in this work, we only provide results for UBSS since it imposes a challenge in the area of BSS as we have explained in the introductory section.
In the simulated experiments that will be shown later, we choose m = 2. Obviously, to exploit the spatial diversity offered by a sensor array, the minimum value for m is two. This, however, is the most difficult case given a fixed number of signals, contrast to an intuition that m = 2 is the simplest. This is due to the fact that more sensors will provide more spatial diversity, hence more information. On the other hand, we only use n = 3 source signals, as is the simplest case for UBSS given that m = 2, in our simulation. This selection serves our purpose as to illustrate the new approach, rather than to provide a very detailed performance analysis on the approach.
2) TF disjoint: It is important to have disjoint sources in the TF domain in order to achieve the blind separation of the sources. It is clear that this is too restrictive and will almost never be satisfied exactly in practice. Nonetheless, as shown in the simulation Section V, it suffices that the source signals may need only to satisfy a TF quasi-disjoint condition for the signal separation to be achieved. The term "quasi" implies that most of the energy of one source is localized in the TF region disjoint from the TF regions of all other sources, as illustrated on Figure 5 . 
3) Choice of the TFD:
We have chosen the WVD to compute the STFD matrices for our simulation. The reason stems for, first, the fact that it is an invertible TFD up to a constant phase [23] ; and second, the WVD is the optimal TFD for Linear Frequency-Modulated (LFM) signals (used in the simulations). In general, the choice of the TFD should be made according to the nature of the application of interest and the properties desired in the TFD, as explained in [23] . It is shown in Section V that the proposed method is sensitive to the choice of the TFD selected and is particular to the crossterm effect. Hence, using a reduced interference distribution is important to obtain an improved separation quality.
4) Noise thresholding:
The threshold used for removing the noisy points can be chosen based on the SNR and the possible structure of the mixed signals. The noise thresholding, however, is used mainly for the benefit of reducing the computational complexity, and so is not a critical factor in the proposed algorithm.
5) Auto-source point selection:
We have proposed three selection criteria to separate the auto-source points from the cross-source points in the TF plane. These criteria require a good choice of the thresholding parameter as well as the signal TFD (a good choice of the TFD is proposed in Section VI). It is clear that if few auto-source points are missing the signal reconstruction, via the implicit interpolation in the synthesis procedure, works in general. Now, if too few auto-source points are selected the signal reconstruction then fails since too many curves/solutions, which can fill the gaps in between the selected auto-source points, are possible. In that case, the only way to get the correct solution is to have some strong a priori knowledge of the desired signals.
6) Vector clustering:
A simple algorithm for vector clustering was used in the simulations in order to illustrate the feasibility of UBSS. More sophisticated algorithms (see [25] and references therein) should be applied to achieve robust separation.
7) Number of sources:
We have observed in the experiments that the number of classes, obtained from the clustering procedure, was greater than the actual number of sources. Simple thresholding scheme, based on energy leveling, was used to eliminate the classes with insignificant energy compared to others. These classes may or may not be considered as noise, depending on the nature of the sources in the particular application of interest.
On the other hand, the clustering may result in a number of sources smaller than the original one. This would be the case in two typical situations. The first one occurs when "effective" high-energy sources are mixed with other low-energy sources. The latter may be seen as "noise" in the separation procedure and, thus, cannot be estimated, while the effective sources are correctly estimated. If the low-energy sources sources are of interest, one might be able to extract them by applying out algorithm in an iterative way in conjunction with a deflation technique [29] . The other situation occurs when two or more sources are "closely spaced", i.e. there corresponding column vector of the mixing matrix are linearly "closely" lineardependent. In that case, the clustering technique fails to separate the sources and poor separation results are obtained. Note that, this is a difficult context that leads to, even in the determined case when the mixing matrix is of full column rank, poor separation quality.
8) TF synthesis:
The source signatures, after a proper classification procedure, can be reconstructed to obtain their original waveforms through the use of TF synthesis. We have applied in our simulations a classical but seminal algorithm (without any TF masking), proposed by Boudreaux-Bartels et al. [26] . Other synthesis algorithms can be found in [23] , [27] , [28] . The successful recovery of original signal waveforms depends on the signal type, choice of TFD, the robustness of vector clustering procedure, and the performance of the TF synthesis algorithm itself.
On the other hand, instead of using TF synthesis, we may apply the time-varying notched filter approach as sketched in Figure 6 in which selection block is composed of all the steps from Procedure IV-A.1 to Procedure IV-A.3. Information of notched filter design can be found in [30] . This approach is useful when the TF synthesis algorithm corresponding to the TFD in used is not yet available.
9) Computational complexity:
The total cost of computation is broken down into separate costs corresponding to different procedures in the proposed algorithm. Major contributions to the total cost C total come from the computations of (i) STFD matrices (C 1 ), (ii) the Singular Value Decomposition (SVD) of the STFD matrices for separating auto-source points from cross-source points (C 2 ), (iii) clustering (C 3 ), and of source synthesis (C 4 ). Note that, we use the values of SVD already obtained for the estimation of source TFDs.
Denote n, m, L, N a , N c the number of source signals, sensors, signal samples, auto-source points, and cross-source points, respectively. C L is the cost for the TFD computation of a signal of length L. Following are the associated costs:
Note that the computation of C L depends on the TFD method, signal length and the number of FFT points used. If a sophisticated clustering method is used, then C 3 is expected to increases. Overall, C 2 and C 3 are the most expensive computation due to the high numbers of auto-source points and cross-source points present in the TF representation; obviously, these numbers are dependent on the number of source signals to be separated.
V. EXPERIMENT 1
A uniform linear array of m = 2 sensors, having half wavelength spacing, is used. It receives signals from n = 3 independent source signals, each of length L = 128, in the presence of AWGN with SNR level of 20 dB. A combination of 2 monocomponent LFM signals, s 1 (t) and s 2 (t), and 1 multicomponent LFM signal, s 3 (t), are used for the testing source signals (Figure 7.a-c) . The source signals arrive at different angles, 30
• , 45
• and 60 • , respectively. The WVD was used to compute the STFD matrices. The "noisy" points appearing in the data mixture (Figure 7 .g) are first removed using energy thresholding (Figure 7 .h; there seemed to be no difference due to a visual effect, however, a significant number of points were indeed removed). The cross-source points are removed using threshold 3 (Figure 7 .i). After the vector classification procedure with 2 , three classes containing three TF signatures representing the three original source signals are separated (Figure 7.j-l) . By comparing the original with the estimates of source waveforms, it is concluded that the proposed UBSS algorithm is successful. However, an amplitude fading at the two ends of the recovered signals is due to the poor TFD energy concentration in the vicinity of the TF support boundaries. In addition, though significant cross-source points have been removed, there remain a number of them in the classified TF signatures. This illustrate the sensitivity of the method to cross-term effect and motivates for the use of a TFD that can effectively reduce the cross-terms as shown in the next section.
In this experiment, we have a TF quasi-disjoint scenario a s 1 (t) and s 2 (t) overlap each other. However, the sources s 1 (t) from s 2 (t) were successfully separated by the proposed algorithm. In addition, the purpose of the third source being multicomponent in this experiment is, as confirmed from the simulated result, to distinguish the proposed algorithm from any time-varying filtering approach; the algorithm does not falsely separate s 3 (t) into two monocomponent LFM signals, whereas, a time-varying filtering would normally interpret this source as two separate monocomponent sources.
VI. TF-UBSS ALGORITHM USING MWVD
The previously simulated results showed that the proposed algorithm was successful in separating nonstationary signals in the underdetermined case. However, as observed, there were undesirable (cross-source) points, in the TF signatures (Figure 7 .k,l), present along with the desired (auto-source) points for a particular source. Consequently, extra ridges appear in the TFD of the recovered signals (Figure 7.q,r) . The presence of these extra ridges may lead to a wrong interpretation of the original signal, e.g. to have another IF law. Thus, we need to seek for a more robust solution. In this section, we propose a modified version of the TF-UBSS algorithm which helps improve the auto-source point selection procedure, hence, the performance of the separation.
It is essential to note that, apart from the observed problem in auto-source selection, other problems are remained: (i) the thresholds used in these experiments are ad-hoc and are subject for detailed analysis, and (ii) the extended treatment at the overlapping of quasi-disjoint sources. These issues need further development and is out of the scope of this paper.
A. Remarks
In improving the proposed algorithm, we first notice the following:
(i) WVD is optimal for LFM signals, however, it suffers from the cross-term problem [23] . A subset of quadratic TFDs specifically designed for cross-term suppression is called the set of Reduced-Interference Distributions (RIDs) [23] . However, we choose to use another distribution called the MWVD [23] , as defined below: A mixture of two monocomponent and one multicomponent LFM signals s 1 (t), s 2 (t) and s 3 (t) (a-c), being the source signals, were tested. s 1 (t) and s 2 (t) overlap in TF domain. Source s 3 (t) was not falsely separated into two monocomponent sources.
where the Spectrogram (SPEC) is given by:
where ρ stft z (t, f ) is the STFT, and h(t) is some window function. This choice serves two purposes: the WVD keeps the high resolution and the optimality for LFM signals, and SPEC is free of cross-terms. In addition, the implementation of the TF synthesis algorithm used in this paper is based on WVD, thus we still need to perform the original computation of STFD matrices using WVD. One would expect that if synthesis algorithms of RIDs are available then direct use of such algorithms would help improve the TF-UBSS algorithm quality as it leads to better selection of the auto-source points, and a better result for clustering.
(ii) Previously, the inputs of the clustering procedure are the selected set of auto-source points and the WVD-based STFD matrices. However, as observed in Experiment 1, there are points which are a superposition of both auto-source and cross-source points. We propose a solution to this by applying STFT in the clustering procedure. This is due to the fact that STFT is the square root of SPEC, hence is free of cross-source points.
B. Algorithm
Based on the above discussion, we are now able to set up the steps of TF-UBSS algorithm using MWVD for a refined autosource point selection. The algorithm consists of the same overall procedures as those in Figure 3 . A diagram of the algorithm is also shown in Figure 8 . 
where M = (L − 1)/2, and the window function h(l) is, for example in the case of rectangular type, defined as below
where L w is the window length. The STFD matrices using MWVD is then obtained using the following expression
where denotes the Hadamard product.
To reduce the complexity, among all the TF points in each time-slice of the TFD, keep only those with sufficient energy, according to the point with maximum energy along this timeslice, compared to a threshold 1 (typically, 1 = 0.05). More precisely, along a particular time-slice ith If:
(37)
Note that by removing the low-energy point in each timeslice, rather than in the entire TF domain as in Procedure IV-A.1, we are able to pick up the points in the starting-and ending-time-slices thus improve from the previous experiments.
2) Auto-source TF point selection:
This procedure is similar to that in Section IV-A.2 except that we use the MWVD instead of the WVD. Using the MWVD results in a more robust selection of the auto-source points (due to the reducedinterference property of this distribution). Note that, we have tested the use of both methods for auto-source selection based on approximation projection and TF disjoint condition as proposed in Section IV-A.2, however similar performance were obtained for WVD (see Figure 10) . By using the MWVD to first reduce the cross-source points in the TFD then apply any of these two methods for separating the cross-source points from the auto-source points, we obtained a much better performance (see Figure 9 (g)).
3) Clustering and source TFD estimation: For each selected auto-source point (t a , f a ), estimate the corresponding spatial direction as:
These vectors are then clustered into different classes using the clustering procedure as in Section IV-A.3. The source TFD are estimated (up to a scalar constant) as:
4) Source signal synthesis:
This procedure is the same as Procedure IV-A.4.
C. Experiment 2: TF-UBSS using MWVD
In this third experiment, we test the algorithm using, again, 2 monocomponent LFM signals (Figure 9 .a-b) and 1 multicomponent signal (Figure 9 .c). Figure 9 .d-f respectively show the TFD of the mixtures using WVD, MWVD and STFT. It is seen that most cross-source points were removed using MWVD compared to using WVD. The auto-source selection procedure was then applied to further separate the crosssource points from auto-source points (Figure 9.g-i) . The direction vectors were found based on the STFD of the STFT shown in Figure 9 .i). These vectors were then clustered into 3 different TF signatures where the energy was computed using WVD and shown in Figure 9 .j-l. Obviously, a much cleaner A mixture of two monocomponent and one multicomponent LFM signals s 1 (t), s 2 (t) and s 3 (t) being the source signals with their WVD shown in (ac), allowing TF quasi-disjoint behavior. By using the MWVD to first reduce the cross-source points in the TFD then apply any of these two methods for separating the cross-source points from the auto-source points, we obtained a much better performance (Compared (g) with Figure 10) TF representation of the TFD estimates were obtained using this MWVD-based TF-UBSS algorithm.
As already mentioned previously, we provide here a simulation test (Figure 10) showing the similar performance in comparing the two methods for the auto-source selection procedure, namely: the approximation project and the TF disjoint behavior. 
VII. TF-UBSS ALGORITHM WITH COMPONENT

EXTRACTION
Alternative to using MWVD in the previous section for enhancing the auto-source point selection procedure, we propose here another solution which is based on image processing by using a component-extraction procedure. The underlying idea of this solution is based on the observation that a monocomponent Frequency-Modulated (FM) signal is represented by a linear feature corresponding to the 'energy concentration points' in the TF image. If we are able to obtain all the IF components of the sources from the mixture TF image, then for each source we will be able to group its IF components into source TF signatures appropriately using the clustering procedure in Section IV-A.3 of the proposed UBSS algorithm. As mention in Section II, knowing only the IF components would not allow us to separate the sources since sources can have IF monocomponents. To be able to use the image processing approach presented next, we must make another assumption (additional to those in Section II) on the source signals such that the source signals are well localized in the TF domain. Visually, the sources should only show ridges on the TF domain.
A. Algorithm
The procedures of the TF-UBSS algorithm with image processing based component extraction are shown in Figure 11 . Note that, Procedure 2 as in Figure 3 is replaced by Procedure 2 * in this algorithm. 
Image-based TF-UBSS algorithm
1) STFD computation and noise thresholding:
This procedure is similar to that in Section VI-B.1.
In addition, we apply spatial averaging that mitigates further the cross-source points by a factor depending on their spatial signatures angle [31] . More precisely, we compute the spatially averaged TFD as:
The image of this spatially averaged TFD will be used as the input for the image component extraction procedure as will be described in Section VII-A.2.
2) Image component extraction:
A practical application of satellite image processing is to extract terrestrial roads from satellite images [32] . We apply this so called "road network tracking" approach to extract the TF component from the TF image. This procedure includes three main steps: (i) preprocessing: because of the particularity of the TF image, a preprocessing is needed before applying the component extraction (ii) line detection (or local optimization) giving local binary detection of the potential linear structures (segments) in the image, and (iii) road detection (or global optimization) giving a set of labeled segments. Detailed mathematical analysis can be found in [32] . a) Preprocessing: First, the TF image is transformed to a real positive-valued image by forcing to zero all negative values 2 of the TFD and by using a gray scale in the range [1, 256] . Also, line detectors are usually limited to a line width of 5 pixels. If the components being searched do not respect this limit (which is usually the case for a TF image), an image subsampling by block-averaging is applied to reduce the pixel size. Despite the blurring effect, this filter presents the advantage of reducing the noise in the TF image. Moreover, as the TF image is unisotropic (i.e., it contains horizontal lines as can be observed in Figure 12 .e), this image downsampling (see Figure 12 .f) removes this particular feature of the TF image.
b) Line detection (Local optimization):
A line detector is applied at each pixel of the image. We use the detector proposed in [32] for radar image processing. For a given direction, its response is based on the ratio of the means computed on both sides of the suspected line and the mean of the line itself. Height directions are studied and the best response is kept. The resulting image is then binarized using a simple thresholding. If statistics on the image are available (noise distribution, additive or multiplicative noise, etc.), a statistical study of the line detector performance can be made to choose the more adapted threshold (for instance the threshold corresponding to a fixed false alarm rate in homogeneous areas).
c) Road detection (Global optimization):
This step is a global step introducing constraints on the shape of the linear features are introduced to the global optimization to extract connected components and to suppress the false alarms [32] . It works on segments extracted on the thresholded line response image by thinning and linearization. The previously detected segments are connected depending on proximity and alignment constraints (specially on the line curvature) to form coherent components. Small isolated segments are suppressed. The algorithm depends on the following thresholds: the maximum gap between two segments to connect them, the allowable angular difference between the two segments, and the minimum size of a component. The result of this step is a labeled image of components.
3) Clustering and source TFD estimation: This procedure is similar to that in Section VI-B.3. However, instead of clustering over the set of spatial direction vectors corresponding to all the auto-source points, we cluster only the vectors representing the spatial directions of the components which have been obtained in the previous section. The spatial direction of a component is estimated as the averaged value, over all the points in that component, of the principal eigenvectors of the corresponding STFD matrices. More precisely, for each extracted component C, one estimates the corresponding spatial direction as:
where I C denotes the set of points of component C, #I C denotes the number of points in I C and a(t i , f i ) is the estimated principal eigenvector of the i-th component point STFD matrix D xx (t i , f i ).
4) Source signal synthesis:
This is carried out in the same way as that in Section IV-A.4.
B. Experiment 3
To illustrate the performance of the TF-UBSS algorithm using component extraction, we present here a simulation example corresponding to the separation of n = 3 FM sources, which combines monocomponent/multicomponent and linear/quadratic FM characteristics, using m = 2 sensors. All monocomponents are of constant amplitude equal to one and with SNR of 10 dB. The simulated results are shown in Figure 12 . Though no statistical analysis is provided here due to limited space, we can observe from these results good performance of the algorithm. A conclusion can be drawn as such: due to the linear features of the TF image, the method using component extraction can give a better performance regarding the extraction of the TF components (hence source separation) which are present in all the underlying sources under the assumption that these components are FM-like signals. (a-c) WVD of s 1 (t), s 2 (t), s 3 (t); (d,e) spatial-averaged TFD of the mixture outputs using WVD and MWVD; (f) convert STFD mixture to image; (gh) extraction of source components using image processing; (i) auto-source points of known components; (j-l) TFD estimates of the sources. SNR = 10 dB.
VIII. NUMERICAL PERFORMANCE EVALUATION
There are several common performance criteria used for the evaluation of BSS algorithms in practice, such as: Crosstalk (SNR, Signal-to-Interference Noise Ratio (SINR)), Distance to Diagonal Matrix, Rejection Level, Global Index, and Mean Squared Error (MSE) (see [33] for a survey of these criteria). In our work, we apply the MSE criterion defined as:
where and N r is the number of Monte Carlo simulation runs. N r = 100 was used in all the performance simulation. The generic variable x in (42) represent the true value of the measure to be analyzed shortly, being mixing matrix A, IF f in (t), or signal waveform s i (t). The estimate of x is denoted byx. All the performance evaluations were done using the version of our TF-UBSS algorithm that uses MWVD (see Section VI) since this version was shown to give better results than that with WVD (see Section V). Note that we have corrected the permutation problem, inherent to BSS, in our simulation in order to run the numerical performance analysis. The plots of the source signal waveforms and their TFD (using WVD) are shown in Figure 13 .a-f. In addition, Figure 13 .g-i and Figure 13 .j-l represent the TFD estimates of the sources and their recovered waveforms obtained by the algorithm.
A. On mixing matrix estimation
The first measure to be analyzed is the estimation of the mixing matrix. With the given angles of arrival (i.e. θ 1 = 30
• , θ 2 = 45
• and θ 3 = 60 • ), we then have the following true mixing matrix:
For a particular simulation run, each spatial direction a i , representing the source s i (t), was estimated as the average of all "closely spaced" spatial directions at the auto-source points which belong to the obtained TF signature of s i (t).
Mathematically, in a similar manner of (41), this writes:
where I i denotes the set of auto-source points of the clustered TF signature of s i (t), #I i denotes the number of autosource points in I i , and hata(t p , f p ) is the estimated principal eigenvector of the STFD matrix D xx (t p , f p ) at the point (t p , f p ). The performance of mixing matrix estimation was evaluated against different values of SNR as shown in Figure 14 . The result shows a very good performance. In addition, the plot indicates that the estimation error decreases linearly as SNR increases. 
B. On auto-source selection
To address the performance on auto-source selection, we may choose to evaluate the performance of mixing matrix estimation as well as the number of selected points with respect to the threshold 2 (see Equation (18)), while keeping the SNR value at 20 dB. The performance results are plotted in Figure 15 . It is observed that the estimation of A was not sensitive to 2 (Figure 15.a) . Concerning the number of selected auto-source points (Figure 15 .b), it increases with an increase of 2 , but approaches to a constant value of around 1500 points (over the total of 128 × 128 = 16384 points). Therefore, we may conclude that a typical value for 2 is 0.3. 
C. On IF estimation
The performance of IF estimation was, similarly, evaluated against different values of SNR. As usual, one measures the performance at a particular time instance [23] . We did choose to do the same and evaluate the frequency estimation at the middle time slide of the TF representation. Only the performance for the second LFM signal, with starting and stopping frequency pair of [0.33, 0.3], was shown here for the purpose of demonstration. The result, illustrated in Figure 16 .a, shows a good performance. Furthermore, it indicates that the IF estimation was not affected by the AWGN (at least for SNR greater than 10 dB). This comes from the fact that TFDs spread AWGN over the TF domain, and we were measuring over a high range of SNR (10-20 dB) .
In addition, since the underlying signals were LFMs, we can also use polynomial fitting in our estimation and, in turns, evaluate the estimated polynomial coefficients. More precisely, using the following form of IF of an LFM signal [23] :
we measured the estimation errors on the center frequency f c and the sweeping rate (slope) α, accordingly. The result (Figure 16.b) shows that the estimation of the center frequency is very poor compared to that of the sweeping rate. The poor estimation of center frequency is expected as such: since our underlying signal (second signal) is almost parallel with the time axis (see Figure 13 .e), a small error in the sweeping rate causes a large error in the center frequency. Another observation is that the error in the sweeping rate is higher than the error evaluated as in Figure 16 .a. This was also expected since the points collected at the boundary of the TF representation are normally deviated from the true line of the IF (see Figure 16 .g-i), causing some bias through the use of polynomial fitting.
As a conclusion for the performance of IF estimation, the method comparing the true and estimate IF at a time slide gives better indication of the IF estimation, and this estimation was well performed.
D. On source waveform estimation
The performance of waveform estimation is shown on Figure 17 . It indicates that the estimation was poorer compared to the estimation of mixing matrix and IF. This poorness was due to the boundary effect on the TF representation which have caused the loss in obtaining the TF points around the two ends of the signal (see Figure 13.g-i) . Hence, the signal waveforms were poorly estimated (see the two ends of estimated signals in Figure 13.g-i) . The poor performance of source waveform estimation gives an objective for future investigation on the clustering procedure. This is due to the fact that some "small" clusters, thought of noisy clusters, had been removed during the clustering procedure. A better clustering procedure may be able to correctly assign the points in these small clusters to the appropriate source TF signatures.
IX. CONCLUSIONS
In this paper we have presented a new approach for blind separation of nonstationary sources using their TFDs. The proposed TF-UBSS algorithm is based on a vector clustering procedure that estimates the source TFDs by grouping together the TF points corresponding to "closely spaced" spatial directions. Simulation examples illustrating the performance of the proposed algorithm blind separation of LFM signals have been provided. The work in this paper represents a new research direction for solving the challenging UBSS problem. Still many problems remain under investigation including: the improvement on the vector clustering procedure, and extension to the convolutive mixture case. We note here that in the course of our study, two other approaches, namely using the neural network [34] and Gap statistics [35] , have been proposed to enhance the clustering procedure from our TF-UBSS algorithm.
