Abstract-We study the problem of image alignment for panoramic stitching. Unlike most existing approaches that are feature-based, our algorithm works on pixels directly, and accounts for errors across the whole images globally. Technically, we formulate the alignment problem as rank-1 and sparse matrix decomposition over transformed images, and develop an efficient algorithm for solving this challenging non-convex optimization problem. The algorithm reduces to solving a sequence of subproblems, where we analytically establish exact recovery conditions, convergence and optimality, together with convergence rate and complexity. We generalize it to simultaneously align multiple images and recover multiple homographies, extending its application scope toward vast majority of practical scenarios. The experimental results demonstrate that the proposed algorithm is capable of more accurately aligning the images and generating higher quality stitched images than the state-of-the-art methods.
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A. Related Previous Work
Broadly speaking, alignment methods could be divided into two categories: pixel-based vs feature-based [1] . Pixel-based approaches typically estimate a dense correspondence field per pixel, while feature-based approaches generally rely on feature extraction, detection and matching. Despite extensive studies about pixel-based approaches [4] - [7] especially in the early stage of image alignment, nowadays feature-based methods are much more widely used since pixel-based methods require close initializations under large displacements. To enhance the alignment accuracy of feature-based methods, a postprocessing strategy called bundle adjustment [8] is usually performed.
In the seminal work of [9] , a fully automated panorama system called AutoStitch is introduced. It employs a SIFT [10] based alignment technique, followed by RANSAC [11] and probabilistic matching verification to enhance robustness. In a natural evolution of panoramic stitching, it was observed that a single homography motion model is only accurate for planar and rotational scenes [12] . For casually taken images, this model is error-prone. Consequently, the stitched images may contain ghosting artifacts or distorted objects. Instead of a single global homography, in [13] the authors propose a dual-homography model, i.e., a composition of two distinct homographies. As a further generalization, in [14] a spatially varying affine model is proposed. In this approach, local deviations are superposed to the global affine transformations to correct local misalignment errors. However, this method suffers from shape distortions in the non-overlapping regions as affine transformation may be suboptimal for extrapolation. Therefore, in [12] , Zaragoza et al. estimate spatially moving homographies instead of affine transformations.
In a parallel direction, Gao et al. [15] propose to select the homography that produces the "best" seam in the subsequent seam-cutting procedure [1] by minimizing an energy function. However, this method is inapplicable to cases where the single homography model is highly inaccurate. Lin et al. [16] advance the idea by combining it with contentpreserving warps [17] to deal with large parallax. Other works inspired by content-preserving warps include [18] - [20] , etc.
Other feature-based methods have focused on aspects of research somewhat adjacent to the topic of this paper such as 3D reconstruction, improving the aesthetic value of the stitched images, handling specific scenarios such as large parallax and low textures etc. These include [21] - [30] , to name a few.
In the face alignment literature, a pixel-based method called RASL [3] has been shown to be quite successful. It formulates the alignment problem as a low-rank and sparse matrix decomposition problem on the warped images. RASL exhibits robustness to object occlusions and photometric differences (in the image set) can be overcome to some extent. However, RASL relaxes the true optimization problem and relies heavily on close initializations that can be unrealistic. Furthermore, the assumption that all aligned images overlap on a common region can be overly restrictive in practice.
B. Motivation and Contributions
There are two fundamental elements in an alignment algorithm: 1) motion models to represent geometric transformations across images and 2) methods for fitting the motion models. Motivated by the limitations of the traditional single homography model, recent studies are focused on development of more flexible geometric transformation models and have reduced misalignment errors to some extent.
Nevertheless, methods for fitting the newly-invented models are commonly built on the ground of feature matching, which may suffer from several drawbacks. First, feature points are less accurately localized than pixels. Additionally, feature detection may also lead to loss of information. In particular, the edge thresholding procedure in detecting SIFT features may lead to underemphasis on line and edge structures, which contribute to evident artifacts in the final results. Finally, the feature points are spatially non-uniform. Consequently, absence of feature points in certain local areas may cause instabilities when fitting locally adaptive models. Therefore, however general the geometric transformation model is, there exist irreducible errors that cannot be overcome by the nature of feature-based methods. It is therefore interesting to investigate possible performance gains achievable through alternative pixel-based strategies.
To address the aforementioned drawbacks, we develop a new pixel-based method. Specifically, we make the following contributions in this work. 1 1) We propose a novel image alignment algorithm based on decomposing a set of panoramic images (data matrix) as the sum of a rank-1 and a sparse matrix. Our work extends the framework of low-rank plus sparse matrix decomposition now widely used in computer vision, except that in our approach an exact capture of the rank (as opposed to approximations via the nuclear norm) plays a crucial role. We show that explicitly forcing the low-rank component to be of rank-1 is not only physically meaningful but also practically beneficial. 2) Our analytical contributions involve solving an inherently non-convex problem (induced by the exact rank constraint) and analyzing convergence properties of the proposed algorithm as well as optimality of the final solution. Recent advances in low-rank matrix recovery [32] , [33] facilitate our development of efficient algorithms and solutions. As opposed to [34] , our results rely on deterministic conditions and are more specific to the alignment problem. 3) As our practical contributions, we generalize the aforementioned alignment strategy to handle realistic scenarios such as multiple overlapping regions and multiple underlying homographies. The complete algorithm is called Bundle Robust Alignment and Stitching (BRAS). The complexity is linear in both the number of pixels and images, ensuring scalability. We verify the enhanced alignment accuracy for panoramic stitching applications compared to many state-of-the-art methods through extensive experiments. 4) Finally, our code and datasets can be accessed freely online for reproducibility. 2 The rest of the paper is organized as follows: we provide a concrete mathematical formulation of the robust alignment problem in Section II, in particular focusing on decomposing the data matrix as the sum of a rank-1 and a sparse matrix. Our iterative alignment algorithm is introduced here along with convergence analysis and examination of the optimality of the resulting solution. We then describe a complete panoramic composition system in Section III, which includes issues of initialization, handling of multiple overlapping regions and dealing with multiple homographies. Experimental validation on various popular datasets and real world applications to panoramic stitching are presented in Section IV. Finally, Section V concludes the paper.
II. ROBUST IMAGE ALIGNMENT VIA RANK-1 AND SPARSE DECOMPOSITION For ease of exposition, we first describe our approach for the case where all input images overlap on a single region. We formulate it as a rank-constrained sparse error minimization problem in II-A and then discuss an efficient solution in II-B and associated theoretical analysis in II-C. We also discuss its relationship to other pixel-based methods in II-D.
Notation: We will adopt the following notation henceforth: we use · p to denote the p norm on vectors; when acting on matrices, we first stack the elements into a vector and then operate on it. · p denotes the induced p norm on matrices. X F = i j X 2 i j is the Frobenius norm of matrix X. We let {e i } n i=1 be the standard basis vectors in R n where all elements except the i -th are zero. X † denotes the pseudo-inverse of matrix X. Supp(X) = {(i, j ) : X i j = 0} denotes the support of X.
• denotes functional composition (image warping in practice). A listing of the symbols can be found in the supplementary document.
A. Alignment Model and Problem Formulation
Our goal is to estimate the geometric transformations associated with several input images to align the images. These transformations are from the original image plane towards a common reference coordinate axis (we call it canvas). In this work we focus on the case where all the images are taken on the same natural scene. Automatic algorithms for discovering different scenes have been proposed in [9] .
Given n grayscale images {I i } n i=1 of the same real world scene, let t i : R 2 → R 2 be the geometric transformation warping I i to the canvas axis, and let M i ∈ R h×w be the corresponding warped image on canvas. 3 Concretely, we implement the canvas as the minimum rectangle enclosing each warped image. In most practical scenarios, the geometric transformations {t i } n i=1 admit low-dimensional parametric representations. In particular, for planar and rotational scenes they can be well-approximated as 8-parameter plane homographies [1] . We hereafter represent t i with its d parameters τ i ∈ R d , and express it as t (·; τ i ). Therefore,
∀(x, y) ∈ R 2 . As we postulate that {M i } i are fully overlapping on a common region, under perfect alignment the content will appear largely similar. For images M 1 , M 2 that differ only in photometric differences, a widely used model is the following "gain and bias" model [5] , [6] :
where g, b are scalar constants that model contrast and brightness changes, respectively, and the operations between matrices and scalars act elementwise. In this work, we assume brightness changes are negligible, i.e., b ≈ 0. In doing so, the pixel values in the same position (x, y) from different images M i will only differ by the gain factors:
where B ∈ R h×w is the underlying background. Further deviations may come from moving objects, parallax, noises and errors due to non-linearity of the camera response curve [35] , [36] . In consideration of such deviations, the following model may be used instead:
where g i > 0 is the gain factor, and S i ∈ R h×w is the error term. To capture the background similarity between n images, we re-express the n equations in (2) jointly as follows:
where
. . , vec(S n )] ∈ R m×n and vec : R h×w −→ R m is the linear operator that stacks the elements of a matrix into a vector. Plugging (1) into (3), we get
In all cases of interest, g i = 0 and Fig. 1 . Rank-1 and sparse decomposition on an aligned image pair in the windows dataset [3] : note that the two images as they appear in the rows above (second column) are nearly identical -emphasizing that L is rank-1, while the error component (S) is spatially sparse. B = 0, and thus L is clearly a rank-1 matrix; furthermore, we observe that the errors {S i } usually appear spatially sparse, i.e., most of their elements have very small magnitudes while a small number of elements can appear quite large in magnitude (please refer to Fig. 1 for a concrete example). Therefore, we employ the 1 norm as the error metric since it is both robust against gross sparse corruptions and stable against small but dense noises [3] .Consolidating the above models, we formulate the alignment problem as the following minimization problem:
i.e., we try to fit a rank-1 matrix that deviates the warped images (collectively) as small as possible, and simultaneously seek for a collection of aligning geometric transformations. In case of brightness changes, the S component will accommodate the differences as long as they are relatively small in magnitude. When they become large, we may revise the optimization problem (4) accordingly but this is an investigation outside the scope of this work.
B. Efficient Optimization Algorithm
A common practice for handling non-linearity in numerical analysis and optimization is to iteratively linearize the problem and solve the linearized version. Indeed, this technique has been widely used in the image alignment literature [3] , [37] . Specifically, under small perturbation τ ∈ R d×n of τ , we can expand
, where
∈ R m×d is the Jacobian matrix of the i -th image with respect to its transformation parameters τ i . Problem (4) then reduces to:
where we write D τ = D • τ for notational brevity.
For relatively large deviation of τ , we can successively solve (5) and apply the update 4 τ ← τ + τ . The remaining problem is how to efficiently solve (5) .
Problem (5) is non-smooth due to the 1 norm, and the dimensionality of the variables L and S can be very large. Therefore, the solution method needs to be derivativefree and scalable. For such purposes we choose the penalty method [38] . To this end, we first form the penalty function
where ζ > 0 is a constant parameter to control the strength of the constraint (6), and · F denotes the Frobenius norm. When ζ → 0 the original equality constraint is strictly enforced. Based on this fact, standard penalty method requires iteratively solving the problem
for some positive real sequence {ζ k } k obeying ζ k → 0 as k → ∞. However, directly solving the joint minimization problem (7) is difficult due to the rank-1 constraint, and we apply an alternating minimization scheme as follows:
Closed form solutions for every subproblems are available. We begin by defining the soft-thresholding operator S ζ :
where sgn(x) = 1 if x > 0 and 0 otherwise, · denotes elementwise product, and the sgn, max and |X| (absolute value) operators act elementwise. We also define the rank-1 projection operator T 1 : R m×n → R m×n as
where σ 1 is the largest singular value of X and u 1 ∈ R m , v 1 ∈ R n are the corresponding left and right singular vectors, respectively. The complete algorithm is summarized in Algorithm 1. Interestingly, Algorithm 1 is closely related to recent studies about non-convex robust principal component analysis [33] . In particular, if we set all the τ k to 0, and replace softthresholding with hard-thresholding, then Algorithm 1 reduces to Algorithm 1 in [33] exactly for the rank-1 case.
The choice of {ζ k } k as in Step 4 of Algorithm 1 is crucial in our work. Justification for this choice is provided in Theorem 1 which essentially guarantees that, with ζ k chosen as in step 4, the sequences {L k } k , {S k } k and { τ k } k converge to L * , S * and τ * (to be defined in Section II-C) under certain conditions 4 Convergence of such linearization schemes is discussed in [3] . (5) and proper choices of parameters. 5 Additionally, the maximum number of iterations K in Algorithm 1 can be predetermined given desired accuracy ε > 0.
Algorithm 1 Alternating Minimization for Solving

C. Convergence Analysis
To begin with, we suppose there are underlying rank-1 matrix L * ∈ R m×n , sparse matrix S * ∈ R m×n and incremental transformation parameters τ * = [ τ * 1 , τ * 2 , . . . , τ * n ] ∈ R d×n acting together to generate the data matrix D τ :
Our next goal is to specify the conditions under which we can recover L * , S * and τ * exactly from the observed D τ . To quantify those conditions, we invoke the Singular Value Decomposition (SVD) of L * : L * = σ * u * v * T (note L * is rank-1) and the QR decomposition of J i : J i = Q i R i where Q i ∈ R m×d and R i ∈ R d×d , i = 1, 2, . . . , n. Recall that τ * is one small incremental step of transformation parameters, so it is reasonable to assume that it has small size; in particular, we assume
for some γ > 0 to ensure relatively small Frobenius norm of
compared to L * . On the other hand, we don't want to lose any generality on τ * , so we won't pose any other assumptions on τ * . Therefore, for the special case τ * = 0, L * and S * must still be recoverable. This falls back to the well-studied robust principal component analysis problem [39] , [40] and different sets of conditions [41] , [42] on L * and S * have been proposed. Intuitively they guard L * against being "sparse" and S * against being "low-rank" to resolve the identifiability issue. We adopt the ones discussed in [33] :
for some μ > 0; A.3 S * has a fraction of at most α 1 , α 2 non-zeros in each column and row respectively, for some α 1 , α 2 ∈ (0, 1). The parameter μ in A.2 is commonly referred to as incoherence parameter [40] ; intuitively it measures the "similarity" between the singular vectors and the standard basis vectors 
,i , the i-th column of S * ; (c) highly correlated Q i 's (with a common column u 0 ∈ R m ) may induce a rank-1 matrix
{e i } i . As standard basis vectors are sparse, a small incoherence parameter typically implies "dense" singular vectors and effectively prevents L * being sparse. A.3 prevents the nonzeros entries in S * gathering in the same rows or columns, and in turn prevents S * being low-rank.
Generally when τ * = 0 we have an additional component
, and in the same spirit we need to ensure it is identifiable from both L * and S * . Note A.1 does not prevent R i τ * i from moving towards any directions; in particular, it may be aligned with any one of the standard basis vectors in R d . In such a case J i τ * i will be aligned with one of the columns in Q i , and it turns out either a sparse Q i or a Q i with some columns similar to u * can potentially cause identifiability issues with certain columns of L * or S * (see Fig. 2a and Fig. 2b for a depiction) . To avoid such cases we need two additional assumptions:
for some κ > 0; here we follow the idea of incoherence in A.4 to measure nonsparsity of Q i , and in A.5 to measure the dissimilarity between Q i and u * . Finally, note that highly-correlated column vectors in different Q i 's may raise identifiability issues between L * and n i=1 J i τ * i e T i (see Fig. 2c for an example); hence we further assume small first principal angles [43] between Q i 's (on average): A.6
Equipped with assumptions A.1-A.6, we are now ready to state our major theorem as follows:
We are going to show the two real sequences s k := E k ∞ and l k := max i G k e i 2 decrease exponentially, and this will establish a claim about linear convergence. We proceed by induction. For the basic case k = 0, ∀(i, j ) ∈ Supp(S * ), (S * ) i j = 0 and it follows that
and thus S 0
and
. We defer this procedure to the supplementary document.
, and by (S18) in the supplementary docu-
We only present a sketch of the key arguments above, the detailed proof is available in the supplementary document.
To get a sense for computational complexity, note that step 3 in Algorithm 1 can be done in O(mn) time without invoking full SVD [44] [32] - [34] , [39] . Assumptions A. 4 
D. Relationship to Traditional Pixel-Based Methods
There is a large variety of pixel-based methods in the image alignment literature as [4] - [7] . Invariably, they work on aligning image pairs by solving:
where I 1 , I 2 are given image pairs to be aligned, and τ , P are the geometric and photometric transformations, respectively. The real-valued function ρ obeys ρ(I 1 , I 2 ) ≥ 0 and equals 0 if and only if I 1 = I 2 . For instance, the method in [4] corresponds to ρ(I 1 , I 2 ) = I 1 − I 2 2 2 and P(I ) = I , whereas in [5] an affine model on I is used. Regularizers may also be added. For instance, the method in [7] encourages smoothness of the warp and shrinkage at the self-occlusion boundary. To handle occlusions, error functions such as the Huber loss function [45] may be used.
As a clear benefit, our method can of course work on aligning a batch of images. We can draw an analogy between traditional pixel-based methods and ours when n = 2. We let D = [vec(I 2 ), vec(I 1 )]. Through eliminating S, we may rewrite (4) as
Note that rank(L) = 1 if and only if its two columns L 1 , L 2 ∈ R m are linearly dependent. In most cases of interest, L = 0 will not be the minimizer to (4), and without loss of generality we can write L 1 = gL 2 for some constant g > 0. Therefore, we may drop the rank-1 constraint and rewrite (11) as
Thus our method acts like "mean absolute deviation" (around the median) of I 2 • τ and I 1 , with g accounting for the photometric differences. When there are multiple images (n ≥ 3), pairwise registration may be suboptimal [1] . It is less obvious to extend (10) to such cases than (11) . From this perspective, our method provides a principled approach of jointly aligning multiple images and accounts for photometric differences and occlusions simultaneously.
III. BUNDLE ROBUST ALIGNMENT FOR PRACTICAL IMAGE STITCHING
The flowchart of our panoramic image composition scheme is illustrated in Fig. 3 . 
A. Estimating Initial Transformation Parameters
The iterative linearization scheme discussed in Section II-A becomes invalid when τ is large. To mitigate this, we adopt a coarse-to-fine pyramidal implementation: we decompose the images into Gaussian pyramids, and progressively refine τ at each scale. In image stitching, the displacements between images are often large, and we still need to properly initialize τ at the beginning of the coarsest scale. One way of accomplishing this is by traditional pixel based methods but they cannot handle large displacements. Therefore, in the following, we develop a probabilistic approach.
For multiple images, we estimate the parameters between consecutive pairs of images, and then chain them together. For each pair of images, we extract their corresponding SIFT images [2] s 1 and s 2 where s i (i = 1, 2) comprises a 128-dimensional SIFT feature vector per pixel. Let τ 12 be the transformation (homography) parameters from s 2 to s 1 . Our idea is to estimate τ 12 from dense correspondences (motion field) between s 1 and s 2 . We leverage a robust error function as the difference measure between s 1 and s 2 to address large displacements and significant occlusions. We also enforce spatial contiguity on the motion field to enhance robustness.
Let s = {s 1 , s 2 }. For tractability of minimization, we model the relationship between s and τ 12 
using Hidden Markov Random Field (HMRF): we view s as observed variables, and the motion vector w(p) = (u(p), v(p)) at every pixel p as latent variables. Here u(p), v(p) take integer values between
−L and L for a given integer L that serves as an upper bound on the pixel displacements. Let w = {w(p)} p . We then set up the following probabilistic models:
where κ, η, α are positive constants, and N comprises all pairs of 4-connected neighboring pixels. (13) enforces robust feature matching similar to [2] ; (14) encourages small 
i.e., it measures the mean squared error between transformed coordinates t ((x, y); τ 1 ) and t ((x, y); τ 2 ) by applying t (·; τ 1 ) and t (·; τ 2 ) to an h ×w image. Fig. 4 shows an example of the initialization. The images are rescaled to the original resolution for display purposes. After running Algorithm 2, the images are coarsely aligned but Algorithm 3 in Section III-B (which employ the rank-1 constraint) is required for precise alignment.
B. Handling Multiple Overlapping Regions
When there are multiple input images they usually overlap across multiple regions. We have experimentally observed that simply zero-padding the warped images to the size of canvas often causes divergence; on the other hand, the naive way of applying pairwise alignment consecutively is suboptimal since the alignment errors may propagate and accumulate [1] . Therefore, it is essential to develop a method to account for the complicated overlapping relationships simultaneously. The basic idea is to apply the rank-1 and sparse decomposition discussed in Section II on every overlapping region. A visualization of the model is in Fig. 5 . We again let m be the number of pixels on canvas and n be the number of images. The m × n matrix thus formed is called the canvas matrix. We will consistently use r as region index and i as image index.
r and i means summing over each region and each image, respectively. Assuming predetermined regions, we reformulate Equation (4) as
where R r : R m×n → R m r ×n r is the operator that extracts the portion of D • τ belonging to the r -th region and L r , S r ∈ R m r ×n r are the corresponding rank-1 and sparse components. The linearized problem is min
where we write R r (D•τ ) as D r for brevity; J r,i ∈ R m r ×d is the Jacobian of the i -th image restricted to the r -th region. We let I r be the indices of images contributing to the r -th overlapping regions,Ī i be the indices of regions in the i -th image, and f i r be the column index of the i -th image in D r . Algorithm 3 is used to solve (19) , and the accompanying theoretical analysis is included in the supplementary document.
In practice, we determine the regions approximately by updating them at each linearization step before solving (19) . Specifically, we warp the images using the currently estimated τ and repeatedly scope out the overlapping regions. Each time we pick the region with the highest number of contributing images until no overlaps remain. 8 
C. Extension to Multiple Homographies
Recent studies [12] , [13] have revealed that the classic single homography model is inadequate to represent camera motions accurately for casually taken photos. Fig. 6 illustrates one such example. To handle such cases, we need to extend our method to incorporate more general motion models.
While our approach may be combined with generic motion models, developing a dedicated flexible model is outside the scope of this work. Moreover, we would like to ensure consistency in experimental comparisons. To this end, we integrate the model in [12] into our approach. Specifically, we partition each image (indexed by i ) into C 1 × C 2 cells, and warp each cell (indexed by u) using an individual set of homography parameters τ (u) i . We stack τ To avoid tearing the objects and maintain stability in extrapolation along non-overlapping regions, it is necessary to enforce smoothness of the underlying geometric transformation. We thus introduce a smoothness term over τ and modify 
where λ > 0 is a constant parameter that controls the strength of smoothness, E i comprises pairs of adjacent cells in the ith image and d
promotes smoothness between τ (u) i and τ (v) i , defined as the following:
where σ > 0 is a constant parameter, V u and V v collect pixels in cell u and v, respectively, and d 
. The optimization algorithm for solving the linearized subproblems of (20) resembles Algorithm 3, except that in Step 4 and 11 the following formula should be used instead (for k ≥ 0):
and we define L 0 r = 0. i , t i are obtained by organizing the following linear system into the form i τ i = t i :
where w u,v
and N u comprises cells adjacent to u. After aligning all the images, we employ seamcutting [48] and gradient-domain blending [49] to stitch them.
IV. EXPERIMENTAL RESULTS
A. Experimental Settings
To evaluate the influence of different parameter choices on alignment performance, we collect a validation set comprising 5 sets of images to be aligned. The images are taken from Adobe Panorama Dataset [50] . To quantitatively assess the performance of BRAS, we introduce truncated 2 -norm d t between images I 1 and I 2 :
where t is a positive constant fixed to 25 intensity values in all the experiments, 9 I 1 (p i ) and I 2 (p i ) are the values of the i -th pixel in the overlapping region (comprising m pixels) from image I 1 and I 2 , respectively. This quantity serves as a robust measure of alignment accuracy [51] , and smaller value generally indicates higher alignment accuracy. For more than two images, errors are computed pairwise and then accumulated. The average values of this metric under various parameter settings are summarized in Table I . It can be clearly observed that the performance of BRAS is robust to small perturbations of its parameter values. Therefore, unless otherwise stated, we set β 0 = β 1 = 1, q = 0.7 in Algorithm 3. In (14) η takes either 10 −3 or 10 −4 while in (15) α is chosen as either 1 or 10. The number of cells (as described in III-C) is fixed to C 1 = C 2 = 16, and we reduce it by half when moving to a higher pyramid level. In (20) we choose λ = N p or λ = 10N p where N p is the number of pixels in each cell while in (21) we let σ = 0.2. We choose = 10 −3 in Algorithm 2, and = 10 −5 in Algorithm 3. 9 All images tested are 8-bits per pixel in the intensity channel. Fig. 12 . BRAS panoramic composition for a dataset with a long image sequence. Top: 6 images from the CMU dataset [56] . Bottom: The final panoramic composition as achieved by BRAS after alignment and stitching. We employ normalized coordinates as suggested in [52] for better conditioning of the linear system in Equation (22) . For results generated with competing state of the art methods, we either use publicly available code with instructions made available by the authors of the work or contacted the authors directly for generation of results. For fairness in comparison, we consistently apply the same stitching method described in Section III-C across all methods.
B. Validation on Random Simulations
We perform random simulations to quantitatively study the performance of Algorithm 1 and verify the assertions of Theorem 1. We let m = 500, n = 10, and generate D according to formula (9) . In accordance with [40] , we generate L * = u * v * T with u * ∼ N 0, Algorithm 2 in [3] , where an Augmented Lagrange Multiplier (ALM) method was proposed to solve the convex surrogate of (5). We vary ρ to study the influence of different amount of occlusions. We set q = 0.75, 0.85, 0.95 in Algorithm 1 when ρ = 0.05, 0.1, 0.2, respectively. We execute both algorithms for 50 iterations and plot their convergence curves in Fig. 8a . Both algorithms progress slower under larger ρ, as larger occlusions are generally more difficult to handle. The errors τ k − τ * F for Algorithm 1 decay exponentially at rate q, in agreement with Theorem 1. ALM progresses aggressively up to 20 iterations, but stays at certain error levels. In contrast, Algorithm 1 steadily progresses towards smaller errors.
In practice, it is often the case that D is affected by random noise [53] ; in particular, some errors may be introduced in the linearization (5) . We study their effects by adding an noise matrix N to D, where N i j ∼ N (0, 1 mn ). In all cases we set q = 0.95 in Algorithm 1, and run both algorithms for 100 iterations for fairness. We measure the errors in their outputs τ under varying levels of noise, i.e., different σ , and different occlusion levels ρ. The results are summarized in Fig. 8b . Similar to Fig. 8a , increasing ρ leads to increases in errors in both algorithms. Clearly, Algorithm 1 exhibits smaller errors than ALM in every cases, indicating its higher stability under different amount of noise. Indeed, as we observed in our experiments on real data, our method can tolerate larger deviations of τ than [3] .
C. Effectiveness of the Rank-1 Constraint
To further verify the effectiveness of the exact rank-1 constraint as opposed to the conventional convex relaxation approaches, we compare with RASL [3] over the temple dataset [13] under the same settings except that the rank-1 constraint is replaced by the convex relaxation. The results are in Fig. 9 . It may be inferred from Fig. 9 that BRAS generates much better alignment. An additional visual comparison is shown in Fig. S1 in the supplementary document.
To quantitatively characterize the performance limits of RASL and BRAS, we perform a synthetic experimental comparison. In the same spirit as [3] , different magnitudes of misalignments (translations in x direction) and different amount of occlusions are studied. Occlusions are simulated by zeroing out pixels at random locations. We consider an alignment successful if for a given translation t (·; τ * ), the final solution τ (17) . We test over 10 commonly used image sets, and randomly select one image from each image set. We count the number of successes and divide it by 10. The results are summarized in Fig. 10 , which confirms that BRAS has much higher tolerance against large translations and occlusions.
D. Alignment in Challenging Scenarios
For various reasons, images difficult to align may be produced in real world photography. However, for practical purposes such as object recognition, it may be desirable to find a sensible alignment even in such scenarios. We will analyze two typical examples, and assess the performance of BRAS in terms of alignment accuracy. For comparisons, we also evaluate a typical feature-based method with SIFT as descriptors. This method is widely used in panorama software nowadays [9] , [54] . In all the cases we adhere to the classic single homography model to rule out the influence of different motion models.
1) Appearance Changes: When the same object is captured at different times, both scene differences and exposure differences may arise. An example is the christ dataset [55] shown in Fig. 11a . Feature-based method for this dataset breaks down in 10 successive executions. We analyze this phenomenon by showing the SIFT feature matching in 11a and the RANSAC result in Fig. 11b . It can be observed that, appearance changes produce enormous amount of falsified feature matches, and RANSAC cannot faithfully remove the outliers. In contrast, as shown in Fig. 11c , BRAS can still align the images plausibly.
2) Large Occlusions: Occlusions may appear due to object movements, parallax, etc. Large occlusions contribute to substantial amount of outliers in feature matching, posing great challenges to RANSAC. For instance, in Fig. 13 the windows and the wall are occluded significantly by the tree branches. As is shown in 13a, a typical feature-based method poorly aligns the images. In contrast, BRAS still aligns the images reliably, as shown in Fig. 13b .
E. A Panoramic Stitching Example for Composing a Long Image Sequence
We present the results of aligned and stitched images with BRAS for a dataset which includes a large number of images. The dataset we use is from [56] . The individual image sequence as well as the final stitched result via BRAS are shown in Fig. 12 . This verifies the effectiveness of BRAS in handling long image sequences. Note that many state of the art methods such as APAP [12] and CPW [24] do not handle such scenarios. Comprehensive comparisons with state of the art panoramic composition methods are reported next.
F. Panoramic Stitching Comparisons
We compare BRAS against recent state-of-the-art methods, including AutoStitch [9] , APAP [12] , CPW [24] , and SPHP [21] . We also include a cutting-edge commercial software, Microsoft ICE [57] . We carry out the comparisons over a large variety of image datasets, all taken from recent publications in the literature of image alignment and stitching. Because CPW can only handle pairwise image stitching directly, we only include its results for the two-image cases. Fig. 14 shows the aligned images on the railtracks dataset [12] . The stitched version may be found in the supplementary document. From the insets, we find that BRAS achieves a superior alignment accuracy than the others, as evidenced by its significantly reduced ghosting artifacts. Fig. 15 shows an additional alignment example on the skyscraper dataset [21] . From the insets, it is clear that BRAS aligns the edges and lines more accurately compared with both SPHP and APAP, and is free from structural distortions which are evident in APAP. Fig. 17 shows stitched images for the apartments image set [13] . To show the artifacts we magnify some regions. AutoStitch, ICE and SPHP are based on the single homography model, and thus they perform poorly whenever this simple model is inadequate. Compared with them, CPW and APAP employ multiple homographies and are more flexible, but severe artifacts such as shape distortions still remain. In contrast, the result of BRAS is significantly more visually appealing. Additionally, the aligned version (in the supplementary document) shows that BRAS succeeds in finding a more accurate and sensible alignment than the others.
1) Qualitative Evaluation on Image Stitching:
Finally, we include the stitched images for the hanger image set [14] in Fig. 16 . As highlighted in the red circles, AutoStitch and SPHP bend the lines on the wall, while AutoStitch, ICE and SPHP duplicate part of the bed frame. APAP and CPW perform better, but the bed frame is distorted by both methods, and appears broken in their stitched results. The result of BRAS, on the other hand, is clearly of higher visual quality and free from the aforementioned artifacts.
2) Quantitative Evaluation of Alignment Accuracy: The truncated 2 -norm for several image sets processed by different algorithms are presented in Table II . The corresponding It can be observed that BRAS consistently achieves the best performance, and usually outperforms other algorithms by a clear margin. We note here again that the underlying motion model for BRAS is essentially the same as APAP; thus its improved accuracy is attributable to its improved model fitting strategy which crucially relies on exact capture of the rank. Furthermore, this confirms the intuition that pixel-based method can achieve superior accuracy as BRAS is of pixelbased nature (as discussed in Section II-D). Finally, we compare in Fig. 18 the running time of each algorithm on all the datasets included in Table II . In particular, Fig. 18 plots the average running times against the total number of pixels in each dataset. The running time for BRAS includes every stage illustrated in Fig. 3 as described in Fig. 16 . Stitched images on the hanger dataset [14] . Red circles in the insets highlight artifacts. (a) AutoStitch [9] . (b) ICE [57] . (c) CPW [24] . (d) SPHP [21] . (e) APAP [12] . (f) BRAS.
Section III-A to Section III-C. AutoStitch and ICE are not included since they are commercial softwares. We employ a computer with an Intel Core i5-6200, 2.30GHz CPU and 8GB of RAM. SPHP usually runs the fastest, while BRAS usually ranks the second. Moreover, BRAS scales well when the image resolution increases. Note that the couch image set (with around 2 × 10 7 pixels) has relatively small motion and thus all methods run faster on it.
G. Stitching in the Presence of Large Moving Objects
One of the most difficult cases for panoramic alignment and stitching is when large moving objects are present in the image set. The catabus image set [58] shown in Fig. 19a represents such a case. Note that this example is representative of scenarios where feature based methods are unlikely to work well. This is because there is a large moving object in the foreground with significant motion (the bus) while the background is relatively simple. That is, feature based methods must largely rely on the moving object features for alignment and the large motion means that the accuracy of the alignment is fundamentally limited. Fig. 19 shows the stitched image results generated using different methods. The corresponding aligned images are in the supplementary document. Figs. 19b, 19c and 19d, show results of the most competitive feature based methods, ICE, Fig. 17 . Qualitative comparison on the stitched images of the apartments dataset [13] . Regions with artifacts are magnified in the insets and circled in red at the bottom. In particular, please notice the duplicated windows in the stitched images of (b) ICE, (d) SPHP, and (e) APAP (in the blue insets). Also notice the ghosting, line distortion, and misplacement artifacts in the stitched images of (a) AutoStitch, (c) CPW, and (d) SPHP (in the green insets). Table II. CPW and APAP respectively. Distortions due to misalignment can be seen in the yellow line on the road and the duplication of a tree can be easily identified. In contrast, being pixel based, BRAS bases its alignment on common overlapping regions between the two images in the catabus set, where the accuracy of the said alignment is enabled by the rank-1 and sparse decomposition. It is readily apparent from Fig. 19e that BRAS composes a realistic stitched image free of the distortions in Figs. 19 (b) , (c) and (d).
H. Limitations and Future Works
For our implementation, we integrate the geometric transformation model proposed in [12] for its simplicity and relatively high accuracy. Nevertheless, visual aspects such as shape/structure preservation were not considered in [12] , and shape/structure distortions may appear in the stitched images, especially around non-overlapping regions. Similarly, our method may exhibit such drawbacks as well, as can be seen in Fig. 14d and Fig. 17f , etc. However, our contributions are complementary to those works that focus on improving the geometric transformation models, and our framework can be flexibly combined with recently developed geometric models. Therefore, addressing shape/structure distortions by integrating in the BRAS framework, models such as those in [21] , [25] is an interesting direction of future exploration.
V. CONCLUSION
We develop a new bundle robust alignment method for panoramic stitching (BRAS). We formulate the alignment problem as the recovery of a rank-1 matrix under sparse corruptions in the transformation domain, and develop efficient algorithms and theoretical guarantees, together with important generalizations to handle realistic scenarios. Unlike most of the existing algorithms that employ feature matching, our method works directly on pixels. In contrast with other panoramic alignment techniques based on matrix decompositions, exactly forcing a rank-1 constraint (vs. existing convex relaxations) plays a crucial role in ensuring practical successes. Extensive experiments confirm that BRAS aligns more accurately and often achieves better visual quality of panoramic stitched images than many state-of-the art techniques.
