Abstract: Many algorithms have been proposed to predict missing links in a variety of real networks. These studies focus on mainly both accuracy and efficiency of these algorithms. However, little attention is paid to their robustness against either noise or irrationality of a link existing in almost all of real networks.
INTRODUCTION
Many social, biological and communication systems can be properly described by complex networks whose nodes represent individuals or organizations and links mimic the interactions among them. Thus, complex networks have attracted a great deal of attention and become a powerful tool to analyze many different kinds of complex system. Up to now, the study of complex networks has gained vast progress in understanding the structure, evolution and function of these systems [1] [2] [3] [4] [5] . Recently, another important issue relevant to complex networks is the link prediction which involves estimating the likelihood of the existing yet unknown connections between individuals. Such kind of problems has caught increasing attention due to both theoretical significance and potential application [6] [7] [8] [9] . On the one hand, link prediction can provide significant instruction for mining unknown connections in incomplete networks. For example, in protein-protein interaction network, a certain number of interactions are not tested, which may be very important. In order to find the missing links, especially when the network is huge and sparse, checking every potential interaction blindly in the laboratory is time consuming as the number of all possible links increases squarely with that of nodes [6] . And large numbers of samples often mean high cost which is usually impossible. If we can detect the underlying links which are most likely to exist by adopting some link prediction methods, the experiments will be well targeted to identify the missing links.
On the other hand, it can help us to predict the links that may exist in the future along with evolution of networks. For example, in on-line social networks [10, 11] , very likely but not yet existent links can be recommended to become promising friendships, which can help users to find new friends and enhance our loyalties to the networks. In addition, study of link prediction is helpful to fulfill some other tasks, such as understanding the evolution mechanisms of networks and the analysis of the networked structures [12, 13] .
In the past few years, a large number of algorithms have been developed for the link prediction in complex networks. Zhou et al. systematically summarized recent progress about link prediction algorithms [14] . Traditional units-attribute-based link prediction has been applied to several special networked systems, but success has been limited due to unavailability of content and attributes information. Additionally, large numbers of units and inter actions with distinct natures among various large-scale complex systems often need to analyzed. This labor-intensive task results in the lack of a general and effective approach.
Fortunately, rapid advance in network theory provides us with new avenues for developing effective and efficient algorithms to predict missing links directly from the network topologies. In this stage, many prediction algorithms have been recently proposed and their successes have confirmed that a serious consideration of topological characteristics of network may indeed provide useful information and insights for link prediction.
In generally, the link prediction algorithms based on network topologies are designed according to the measures of the structural similarity of nodes, which can be classified as local and global methods. Because of only considering local information, the computational efforts of local methods is far less than global methods, especially in these networks with large scale and sparse topological structure, this advantage is more obvious. Among a number of indices based on local information, Liben-Nowell and Kleinberg [15] showed that the Common Neighbors (CN) [16] and Adamic-Adar (AA) [17] index are the best. Zhou et al.
[18] compared a number of local similarity index on some real networks, and proposed two new indexes named Resource Allocation (RA) and the Local path (LP) index. The study found that the two new indexes are significantly better in the ability of prediction than the other known nine kinds of index based on local information similarity. Lü et al. [19] further analyzed the performance of local path index in the network model with controlled noise intensity and network density, and found that the prediction ability of LP index can rival global methods, such as the Katz index [20] , when the network average distance is small, and even under the condition of large noise, the LP index has higher precision than the Katz index.
Both local and global methods depend on topological information of network, but these informations at many times are not accurate. In protein-protein interaction networks, with the development of high throughput testing technology, the data of large-scale protein interaction is keeping accumulated. But the quality of these data is severely affected for a large number of false positive and negative noise, a systematic comparison of several high-throughput method of reference high-quality data set showed that these methods have accuracies below 20% [21] . In addition, missing data due to individual no response and dropout [12] , informant inaccuracy [22] and sampling biases [13] in social networks may mislead us to get inaccuracies topological properties, while they are pervasive. Additionally, we will get different topological properties for a network with different methods. Therefore we have to consider the noise influence to the precision of algorithm, while little attention has been paid on this by now.
In this paper, we study the robustness of algorithm in some real networks. Through investigating the robustness of four typical node-similarity-based algorithms in eight real networks, we find that the robustness of link-prediction algorithms for real networks is related to their average degree, while for a network with small world properties, the LP index has the best toughness against the noise among these algorithms. In the end, we prove a method to enhance the robustness of the link-prediction algorithm in network by link weighting, and the result shows it is effective in some for a few networks. At the same time it can improve the precision of algorithms in some biological networks by this way.
METHOD

Metric
Let G (V, E) be an un-weighted undirected network, where V is a set of nodes and E is a set of un-weighted links. The multiple self-connections are excluded from E. Every algorithm referred to in this paper assigns a similarity matrix S whose real entry s xy is their similarity score. This score can be viewed as a measure of similarity between nodes x and y. For each pair of nodes, x, y∈V, generally s xy =s yx . All the nonexistent links are sorted in decreasing order according to their scores, and the links at the top are most likely to exist. To test the algorithm's accuracy, a fraction of the observed links E (in this paper always 90%
of the whole) is randomly singled out as a training set, ET, the remaining links (10% of the whole) are used as the probe set, EP, to be predicted and no information in this set is allowed to be used for prediction.
Clearly, E=ET∪EP and ET∩EP=ø. The prediction quality was evaluated by a standard metric, the area under the receiver operating characteristic curve (AUC) [23] . In the present case, this metric can be interpreted as the probability that randomly chosen missing link (a link in EP) is given a higher score than a randomly chosen nonexistent link (a link in U but not in E, where U denotes the universal set). In the implementation, among n independent comparisons, if there are n′ occurrences of missing links having a higher score and n′′ occurrences of missing links and nonexistent link having the same score, we define the accuracy as:
If all the scores are generated from an independent and identical distribution, the accuracy should be about 0.5. Therefore, the degree to which the accuracy exceeds 0.5 indicates how much better the algorithm performs than pure chance.
In this paper, we calculate the AUC for a network which is treated as without any false links. Then we randomly replace part of links as the false links and then calculate the AUC for this network, which contains a certain proportion of false links, the proportion changed from 0 to 1. We denote the rate of AUC change as r, and use it to describe the robustness of link-prediction algorithm, which is denoted as:
where f is the proportion of the false links in a real network. AUC(0) is the AUC for a network without false links.
Similarity indices
We compare the robustness of four similarity indices, including: Common Neighbor (CN), (i) CN. In common sense, two nodes, x and y, the more neighbors they have, the more likely to form a link. Let Г(x) denote the set of neighbors of node x. The similarity measure of this neighborhood overlap is the directed count:
(ii) AA. It refines the simple counting of common neighbors by assigning the less-connected neighbored more weight, as:
where z is the common neighbor between nodes x and y, k(z) is the degree of node z.
(iii) RA. The node x can send resource to y, while they are not directed connected. Their common neighbors play the role of transmitters. We assume that each transmitter has a unit of resource and will equally distribute it between all its neighbors. The amount of resource y received is defined as the similarity between x and y, which is:
(iv) LP. This index takes consideration of local paths, with wider horizon than CN. It defined as:
where S denotes the similarity matrix, A is the adjacency matrix, A 2 denotes the number of the different paths of length 2 connecting nodes x and y. Its value is the number of common neighbor between the two nodes. Similarly, A 3 is the path counts of length 3 and ε is a free parameter.
RESULT AND DISCUSSION
In this paper, eight real networks are drawn from different fields, which include biological networks, social networks and so on. Table 1 In this section, we compare the robustness of four link-prediction algorithms in eight real networks.
As shown in Fig. 1 , the LP index has the best robustness in most networks. But in Grid and PPI network, the LP index lost its advantage. Especially in Grid network, it even is the worst of all. Comparing their properties, we can find that both the Grid and PPI network, they have lower network efficiency and clustering coefficient than the other networks. Maybe we can say that for a network with high efficiency and clustering coefficient, the LP index has better robustness than the other algorithms based on local information similarity. We have known that LP index performs remarkably better than CN index for In addition, even the LP index can't keep its good robustness along with the increasing of noise strength.
When the noise strength exceeds 40% (even more low), the r decreases almost linearly. Consequently, if a network has too much false information, the link-prediction algorithms will be invalid. nodes with high degree. It can effectively keep the robustness of network structure. This is especially obvious in biological networks. Therefore it can keep the effectiveness of these topological informations to some extent. From this, these algorithms based on local similarity will get convincing results in these networks with larger average degree and degree heterogeneity. 
ENHANCE THE ROBUSTNESS
In PPI networks, it can effectively eliminate noisy data through weighting network structure. Inspired by this, we make an attempt to enhance the robustness of the link-prediction algorithm by link weighting.
First, we give every link a weight, which denotes the probability of existence of the link in real networks.
In this paper, we consider the link clustering coefficient as the weight of the links (the structure weights), which is defined as: max ,
where N ij means the number of common neighbors. Here we do not use the real weight of networks for some reasons, the one is that the calculation of the real weights is more complicated than the structure weights, and because of the existing of the Weak-Ties effect [33] [34] [35] in link prediction, it becomes more difficult to ensure the most appropriate weights; on the other hand, the structure weights can reflect the topological structure of networks to some extent, these information may be useful for these link-prediction algorithms based on the topological similarity.
Zhou et al. [35] extend some similarity index (CN, AA and RA index) from binary networks to weighted networks according to Murata and Moriyasu's reach [36] . And Bai et al. first developed the weighted LP index [37] . The four weighted similarity indices are summarized as below. 
By this way, the robustness of part of algorithm can be enhanced in a few networks, while this improvement is not obvious, such as Neural and FW network, as shown in Fig. 4 . Here we don't compare the AA and RA index for they almost have the same robustness with CN index in most networks. At the same time, we find that the precision of the algorithm is improved as shown in table 2, especially for some biological networks, such as the FW and Neural network. And this advantage can be kept with the increasing of noise strength in the case of that the strength is no more than 0.4. In order to explain this result, we apply a motif analysis [38] . There are six different types of four-node connected subgraph in these networks as shown in Fig. 3 . The number of motifs-3 in Neural and FW network is more than other networks. Taking the CN index for example, the links 2-3, 2-4 and 3-4 are all signed score one by un-weighted CN index, while the score of links 2-3 and 3-4 become 0.833, link 2-4 is 0.667 by weighted CN index. Thus, the weighted CN index is more distinguishable than the un-weighted one. On the other hand, because of the score of link 2-3 or 3-4 is bigger than 2-4, it is more likely to exist link 1-4 or 1-2. In another word, the motifs-4 and motifs-6 will be more likely to exist than motifs-1, 2 and 5. Calculation results show good agreement with our analysis in these biological networks. Thus we can easily find that in FW network, the weighted CN index even has better performance than un-weighed LP index in Fig. 4 .
And we find that some biological networks especially Food Webs networks contains a very large number of motifs-3, therefore it may have better results in biological networks by this weighting pattern. 
CONCLUSION
In this paper, we study the robustness of four link-prediction algorithms based on local information similarity in eight real networks. In network with small world properties, the LP index has the best robustness among four index based on similarity. But if both network efficiency and clustering coefficient are small, the LP index lost its advantage, e.g. the Grid network. The CN, AA and RA index almost have the same robustness. In addition, for different networks, the link-prediction algorithm used for a network with large average degree will have strong robustness. Another influencing factor is the heterogeneity of degree, the larger of the degree heterogeneity a network has, and the better robustness of link-prediction algorithm performs in this network. At the end, we make an attempt to enhance the robustness by link weighting, and find that it is useful for some biological networks, especially Food Webs networks. An additional result is the accuracy of the prediction can be improved by this way.
Although studied some networks in this letter, we need more computation to prove these results and we just give the most widely cite for these results. On the other hand, it is not obvious to improve the robustness by link weighting with the structure weights but may provide a way that we can enhance the robustness by giving a suitable weight to a network. For example, we can iterate the weight mentioned in the text (the link clustering coefficient) until get a stable result, and we see this result as the weight as the links. We can do more work on enhancing the robustness of the link-prediction algorithm. 
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