Multiple view data, which have multiple representations from different feature spaces or graph spaces, arise in various data mining applications such as information retrieval, bioinformatics and social network analysis. Since different representations could have very different statistical properties, how to learn a consensus pattern from multiple representations is a challenging problem. In this paper, we propose a general model for multiple view unsupervised learning. The proposed model introduces the concept of mapping function to make the different patterns from different pattern spaces comparable and hence an optimal pattern can be learned from the multiple patterns of multiple representations. Under this model, we formulate two specific models for two important cases of unsupervised learning, clustering and spectral dimensionality reduction; we derive an iterating algorithm for multiple view clustering, and a simple algorithm providing a global optimum to multiple spectral dimensionality reduction. We also extend the proposed model and algorithms to evolutionary clustering and unsupervised learning with side information. Empirical evaluations on both synthetic and real data sets demonstrate the effectiveness of the proposed model and algorithms.
example, Web pages can have following multiple representations: the term vector corresponding to words occurring in the pages themselves, the graph of hyper-links between the pages, and the term vectors corresponding to words contained in anchor text of links pointing to the pages.
Multiple view data raise a natural, yet non-standard new problem: how to learn a consensus pattern based multiple representations, which is more accurate and robust than patterns based on a single view. Due to the phenomenal impact of multiple view data on many applications, multiple view learning is attracting more and more attention [29] . In this work, we consider the problem of multiple view unsupervised learning, i.e., mining hidden patterns, such as clustering and lowdimension embedding, from multiple view data without supervised information (such as class labels).
There are two directions for seeking solutions to multiple view unsupervised learning. One is to design centralized algorithms, which make use of multiple representations simultaneously to mine hidden patterns from the data. The top challenge for the centralized algorithms is the diversity of multiple representations, i.e., different representations not only could be of different formulations (vectors and graphs), but also could have very different statistical properties (continuous values with various distributions and discrete values with various distributions). Let us consider the scenario of clustering. A large number of clustering algorithms have been proposed in the literature for various types of data with various statistical properties [19, 4] . For example, Gaussian EM algorithm is a classic algorithm for data with spherical shape clusters; Subspace clustering approaches are designed for high dimensional data; spectral graph clustering approaches are popular for weighted undirected graphs. Hence, in many situations, designing a centralized multiple view clustering algorithm is close to designing a single algorithm to accomplish several different difficult tasks which are originally handled by several different clustering algorithms. This direction is so difficult that the existing efforts usually have to restrict themselves to special cases of multiple view data with strong assumptions. For example, [6] focuses on the data of two sets of features, which are assumed to be independent of each other and can be handled by the same algorithm such as k-means or multinomial EM; [36] deals with the data of two graphs which all are assumed to be well explained by a mixture of Markov chains. Above examples also imply that for different types of multiple view data, we need to design different centralized algorithms.
Another direction to solve multiple view unsupervised clustering is distributed, which has rarely been addressed in the literature of multiple view unsupervised learning. The idea of the distributed approaches is to learn hidden patterns individually from each representation of a multiple view data and then learn the optimal hidden patterns from those multiple patterns. Compared with the centralized approaches, the distributed approaches have the following advantages. First, they take base unsupervised learning methods for different representations as a black box, allowing practitioners to select the most appropriate method for each representation. Second, under a distributed framework, an algorithm which learns an optimal pattern from multiple patterns can be used for various types of multiple view data, since it does not work on the data directly. Third, for the multiple view data under the privacypreserving scenario, a distributed algorithm is still a feasible solution while a centralized algorithm is not. For example, for a set of customers of different companies, one representation is from a bank and another is from a credit union; due to the privacy issue, the companies cannot share the information (representations), though they want to use both representations to learn hidden patterns for the customers. In such a scenario, the distributed approach provides a natural solution, since the companies could just mine patterns based on their own data and share the patterns (such as clusterings) instead of the original data.
Under a distributed framework, choosing the most appropriate unsupervised clustering for each representation is left for domain experts. Hence, the key problem is how to learn the optimal pattern from multiple patterns. The main challenge of the problem is that since different patterns from different representations exist in different spaces and they cannot be compared directly (Section 2.2).
In this paper, we address the problem of multiple view unsupervised learning under a distributed framework. Our main contributions can be summarized as follows:
1. We propose a general model for multiple view unsupervised learning, which is applicable to various types of unsupervised learning on various types of multiple view data (Section 2.2). We show how to formulate the problems of multiple view clustering (Section 2.3) and multiple view spectral embedding (dimensionality reduction) (Section 2.3).
2. We derive an iterating algorithm to solve the constrained non-convex problem of multiple view clustering (Section 3.1), which iteratively updates the optimal clustering pattern matrix and the mapping matrices until convergence. We prove the objective function is non-increasing under the updating rules and hence the convergence of the algorithm is guaranteed.
3. We derive a simple algorithm for multiple spectral embedding, which provides a global optimal solution to the problem (Section 3.2). To the best of our knowledge, our algorithm is the first one to address the problem of multiple view dimensionality reduction.
4. We also introduce extensions to our algorithms to handel two important learning settings: unsupervised learning with side information and evolutionary clustering (Section 4). No matter in unsupervised learning or supervised learning, we have input data {x 1 , x 2 , . . . , x n }. However, in unsupervised learning, we have no supervised target output, which is given in supervised learning, such as the class labels given in a classification task. The goal of unsupervised learning is to build "concise representations" (patterns) from the data that can be used for reasoning, decision making, and communications, etc. Two classic examples of unsupervised learning are clustering and dimensionality reduction.
If we represent an input data set {x 1 , x 2 , . . . , x n } for unsupervised learning as a matrix X ∈ R n×d , then in general the learned pattern can also be formulated as a matrix A ∈ A (we call A pattern matrix and A pattern space), where the pattern space A has a lower dimension than the original data space, i.e., A ⊆ R n×k with k d. For different types of unsupervised learning, the pattern spaces are different. For example, for clustering, the pattern space is a probabilistic simplex such that A = {A|A ∈ R n×k + , A1 = 1} where 1 denotes a vector consisting of 1's; i.e., in a clustering pattern matrix A, A ij denotes the probability that the ith object is associated with the jth cluster; The clustering pattern matrix provides the cluster structure of the data and the cluster centers can also be obtained based on clustering pattern matrix and the data matrix. Another example is spectral dimensionality reduction, in which A is a subset of an eigen-space such that A = {A ∈ R n×k , A T A = I} where I denotes an identity matrix, i.e., the pattern matrix A is a low-dimensional embedding of X in the eigen-space.
A General Model for Multiple View Unsupervised Learning
In this section, we propose a general model for multiple view unsupervised learning under a distributed framework. Given a multiple view data set consisting of n objects with m representations denoted as a set of matrices X = {X
. Note that X (i) could be either a feature matrix or a graph affinity matrix. When X (i) ∈ R n×mi is a graph affinity matrix, we have m i = n. Our task is to learn the optimal pattern matrix from X .
First, the appropriate unsupervised learning methods for each representation X (i) are chosen by domain experts to learn a pattern matrix A (i) from X (i) . This step is not our focus. In this paper, we focus on the core problem: learning an optimal pattern B ∈ R n×k from multiple patterns
. Intuitively, we expect that the optimal pattern is the consensus pattern which is "shared" by multiple patterns in A as much as possible. From the view of mathematical optimization, we seek the optimal pattern which is close to all the patterns as much as possible under a certain distance measure. Hence, we need to compare two patterns under a certain distance measure. The problem is that since the patterns are learned in an unsupervised way, they are not directly comparable. Let us have an illustrative example under the clustering scenario. Assume that we have two clustering patterns for six data objects, which are represented as A (1) and A (2) ,
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is a hard clustering pattern with three clusters and A (2) is a soft clustering pattern with two clusters. It is difficult to directly compare A (1) with A (2) to decide how close they are. Note that even for different clustering patterns with the same number of clusters, they are not directly comparable. For example, for the following two clustering patterns, If we directly compare A (3) with A (4) , they appear different. However, the two clusterings are actually equivalent; since cluster 1, 2, and 3 of A (3) actually is equivalent to cluster 3, 1 and 2 of A (4) , respectively. This example implies that even two pattern matrices with the same dimension, they are not directly comparable. This is true for other types of unsupervised learning such as dimensionality.
To solve this problem, we propose to use a mapping function to map a pattern matrix into the pattern space of another pattern matrix; i.e., instead of comparing the two pattern matrices directly, we compare the mapped pattern matrix with another pattern matrix in the same pattern space. For example, for two pattern matrices
) and A (2) are comparable where f : R n×k1 → R n×k2 is a mapping function.
By using the concept of the mapping function, we are able to obtain an optimal pattern from multiple patterns existing in different pattern spaces. The basic idea is that the optimal pattern should be "close" to each pattern as much as possible after it is mapped into the pattern space for each pattern. Formally, we define the model of multiple view unsupervised learning as follows.
Definition 2.1. Given a set of pattern matrices
and a distance function l, the optimal pattern matrix B ∈ R n×k and the optimal mapping functions F = {f i :
are given by the minimization,
In Definition 2.1, we formulate the problem of multiple view unsupervised learning as an optimization problem w.r.t both the optimal pattern matrix and the mapping functions. The mapping functions provide not only a technical convenience, but also desirable information in some applications, since they actually denote the relations between the final optimal pattern and the patterns from different views.
A natural question about the model in Definition 2.1 is why we do not use mapping functions to map A (i) into the space of B to have the following model,
where
. The above model looks similar to the model in Definition 2.1. However, it has a serious problem that there always exists a useless global optimal solution to (2.2), B * = {0} n×ki and
; i.e., if we let B be a zero matrix and f i be a mapping function which maps A (i) to a zero matrix, we always have a minimum distance. Obviously, this solution is useless in real applications. Hence, to design an algorithm to solve the model in (2.2), we need extra constraints to ensure the algorithm not to converge to the region near the useless solution. On the other hand, we do not have this problem with the model in Definition 2.1.
Two Specific Models: Multiple View Clustering and Multiple View Spectral Embedding
In this section, we show how to apply the general model of multiple view learning in Definition 2.1 to two of the most important unsupervised learning settings, clustering and spectral dimensionality reduction. Definition 2.1 provides a general model which is applicable to different types of unsupervised learning on various multiple view data. To derive a specific model for a certain type of unsupervised learning, first we need to select the function space for the mapping functions. In this paper, we adopt the popular linear transformation function as the mapping function, since it provides a computational convenience and has an intuitive meaning in many applications. With mapping functions in the linear function space, i.e., f i ∈ {f |f (X) = BX}, the model is reduced to the following optimization,
In the rest of the paper, we call P (i) mapping matrix. Next, based on the properties of pattern spaces in different unsupervised learning tasks, we select appropriate distance functions and constraints on the optimal pattern matrix and mapping matrices.
For multiple view clustering, each clustering pattern matrix lies in a probability simplex such that A (i) ∈ R n×ki + and A1 = 1. Hence, the optimal clustering pattern matrix B is also in a probabilistic simplex such that B ∈ R n×k + and B1 = 1. Since both A (i) and B are non-negative, we restrict the mapping matrix P (i) to be non-negative such that
. This restriction also gives the mapping matrix P (i) an intuitive interpretation, i.e., P
pq denotes the weight of the pth cluster of the optimal clustering related to the qth cluster of the ith clustering. For example, the optimal mapping matrix for the two clustering patterns in Example 2 of Section 2.2 is
We observe that weights in P provides the equivalence of the clusters from the two clustering patterns.
For the distance function, since the element of the pattern matrices denotes probabilities, an intuitive choice is KL-divergence or Generalized I-divergence. Since generalized I-divergence is more general than KLdivergence in the sense that it does not require that the sum of the elements in a matrix equal to 1, we elect to use generalized I-divergence. Formally, we define the problem of multiple view clustering as follows.
Definition 2.2. Given a set of clustering membership matrices
A = {A (i) ∈ R n×ki + } m i=1 ,
a positive integer k, and a set of non-negative weights {w
, the optimal clustering membership matrix B ∈ R n×k + and the optimal mapping matrices P = {P
where GI is generalized I-divergence function such that
One of the most popular dimensionality reduction approach is to embed data objects from high dimension feature space or a large graph into its low dimension eigen-space. We call it spectral embedding in this paper. In multiple view spectral embedding, pattern matrices from multiple views are spectral embedding matrices such that A (i) ∈ R n×ki and A T A = I, where I is an identity matrix. Hence, the optimal pattern matrix is also a spectral embedding matrix such that B ∈ R n×k and B T B = I. There are no constraints on the mapping matrices since they serve the purpose of general linear mapping. For the distance function, we elect to use the most popular one, Euclidean distance function. Formally, we define the problem of multiple view spectral embedding as follows.
Definition 2.3. Given a set of spectral embedding matrices
, a positive integer k, and a set of non-negative weights
, the optimal spectral embedding matrix B ∈ R n×k and the optimal mapping matrices P = {P
where || · || denotes Frobenius norm such that
Algorithm Derivation
In this section, we derive algorithms for multiple view clustering and multiple view spectral embedding. To avoid the clutter, in the following algorithm derivations we omit the weights w i . However, all the derivation can be extended to weighted cases. Based on Definition 2.2 and Definition 2.3, Our task is to solve the following two optimizations: multiple view clustering,
where B ≥ 0 and P (i) ≥ 0 denote that B and P (i) are non-negative, and multiple view spectral embedding, 
Multiple View Clustering Algorithm

GI(A||BP ).
Note that A ∈ R n×r and P ∈ R k×r with r = m i=1 k i . To the best of our knowledge, there is no efficient way to find the global optimum to the constrained nonconvex optimization in (3.8). We derive an alternating algorithm for (3.8), which iteratively updates B and P until it converges to a local optimum.
First we fix P to update B. To deal with the constraint B1 = 1 efficiently, we transform it to a "soft" constraint by adding a penalty term, αGI(1||B1), to the objective function, where α is a positive constant. Therefore, we obtain the following optimization. 
GI(A||BP ) + αGI(1||B1).
We derive an efficient updating rule for B based on the bound optimization procedure [30, 13] . The basic idea is to construct an auxiliary function which is a convex upper bound for the original objective function based on the solution obtained from the previous iteration. Then, a new solution to the current iteration is obtained by minimizing this upper bound. The definition of an auxiliary function is given as follows.
The auxiliary function is useful due to the following lemma.
Lemma 3.1. If h is an auxiliary function, then f is non-increasing under the updating rule
The key step of the derivation is to design auxiliary functions. We propose an auxiliary function for B in the following theorem.
is an auxiliary function for
where t(B) is a function w.r.tB s.t.
Proof.
The following theorem provides the updating rule for B. Similarly, we present the following theorems to derive the updating rule for P .
is an auxiliary function for Following the way to prove Lemma 3.3 and Theorem 3.2, it is not difficult to prove the above theorems. We omit details here.
We call the algorithm as the Multiple View Clustering (MVC) algorithm, which is summarized in Algorithm 1. The complexity of the algorithm is O(tnrk) for t iterations and it can be further reduced for sparse data. The convergence of the MVC algorithm is guaranteed by Theorems 3.1 and 3.2. We show how to derive an algorithm which provides the global optimum to the optimization in (3.15) . First, we use KKT condition to derive the following lemma. Proof. Let f (B, P ) denote the objective function in (3.15) . f (B, P ) can be expanded as follows,
In the last step of the above deduction, we use B T B = I. Take the derivative of f (B, P ) w.r.t P , we obtain
According to KKT condition, we solve ∂f (B,P ) ∂P = 0 to obtain Eq.(3.16). The proof is completed.
Based on Lemma 3.4, if we know the optimal B, we can easily obtain the optimal P by Eq.(3.16). Based on the following theorem, we derive the closed form for the optimal B. 
Algorithm 2 Multiple View Spectral Embedding
Since A is a constant matrix, minimization in (3.15) is equivalent to the maximization in (3.18) . This completes the proof of the theorem.
It turns out that the maximization in Eq. (3.18) has a closed-form solution. Based on Theorem 3.3 and Theorem 3.4, the optimal B is given as the leading k eigenvectors of the matrix AA T . Hence, we have a simple algorithm for Multiple View Spectral Embedding (MVSE), which is summarized in Algorithm 2. The derivation procedure of Algorithm 2 can be extended to deriving algorithms for other types of multiple view dimensionally reduction, such as multiple view sparse coding [24] .
Extensions and Discussions
In this section, we discuss how to extend the proposed model and algorithms to two important related fields, unsupervised learning with side information and evolutionary clustering.
Evolutionary Clustering
In the literature of multiple view learning, there is a popular assumption that multiple representations are independent [29, 6, 14] , though in real applications this assumption may not always hold true. On the other hand, our model and algorithms do not make this assumption. Hence, they are applicable to a wider range of data. Furthermore, this makes it easy to extend our model and algorithms to a fairly new field, evolutionary unsupervised learning [9, 10] .
Evolutionary clustering arise in the dynamic application scenarios, where the objects to be clustered evolve with time. In evolutionary clustering, we need to address two issues at each time step: the current clustering pattern should depend mainly on the current data features; on the other hand, the current clustering pattern should not deviate dramatically from the most recent history, i.e., we expect a certain level of temporal smoothness between clusters in successive time steps [10] .
If we treat data features at each time step as a new representation for the data objects, evolutionary data can be formulated as a special case of multiple view data. Clearly, representations are not independent here. Furthermore, our task in evolutionary clustering is to learn a series of clustering patterns with temporal smoothness, instead of one clustering pattern based on all historic data. Our multiple view clustering model and algorithm can be easily extended to the evolutionary case. We describe the procedure as follows.
• At each time step t, the basic clustering pattern A (t) is directly learned from the data features at time t by a specified clustering algorithm.
• A temporal smooth clustering pattern B (t) is given by calling Algorithm 1 s.t. MVC([
where k is the desired number of clusters for B (t) .
The above procedure outputs a series of clustering patterns {B (t) } m t=1 , which depend on the current data features and also consistent with the most recent clustering pattern. This procedure also allows the number of clusters to change with time. Another interesting property about it is that unlike existing efforts focusing on specific type of clustering algorithms, such as evolutionary k-means [9] and evolution spectral clustering [10] , it is flexible to adopt any clustering algorithms. The proposed procedure can also be extended to other types of evolutionary unsupervised learning, which have not been touched in the literature.
Unsupervised Learning with Side Information
Unsupervised learning with side information, such as semi-supervised clustering [3, 34] , has become a topic of significant interest, which seeks to do unsupervised clustering by incorporating background knowledge, such as partial labeled data or pairwise constraints for data points.
Existing literature on unsupervised clustering with side information focuses on how to make use of side information inside a certain type of clustering algorithm. We discuss how our model and algorithm provide a different style of a solution. The basic idea is that we treat side information as patterns, which is provided by domain experts instead of learned from data. Specifically, we formulate the side information as pattern matrices and use them with pattern matrices from multiple representations together as input to our algorithms. Then, the side information is incorporated into the final optimal pattern.
We describe an example on how to formulate the side information as pattern matrices. Assume that we have partially labeled data. We can represent this side information by assign the labeled data objects to the clusters with a certain probability and assigning the average probability to the unlabeled data points. In the following side information pattern matrix,
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we have two labeled data objects such that the first one is labeled as cluster 1 with probability 1 and the second one is labeled as cluster 1 with probability 0.8; the other data objects are unlabeled. For the pairwise constraint information, they can also be formulated as pattern matrix as follows, assigning the data objects with must-links into the same cluster, the data objects with cannot-links into different clusters and unconstrained data objects into each cluster with the average probability.
Experimental Studies
In this Section, we perform an extensive study of our algorithms under different problem settings on both synthetic data and real data. We show that by using multiple patterns from multiple views, our algorithms provide more accurate and robust patterns on various data sets.
Multiple View Clustering
In this section, we evaluate the effectiveness of MVC algorithm. For the comparisons, the average performance of all the views (call it AV) and the best performance of all the views (call it BV) are reported. As for other multiple view clustering algorithms, there are limited efforts in the literature on multiple view clustering [6, 14, 36] , which focus on special cases with two views or a certain type of representation (Section 6). We use the classic algorithm proposed in [6] (call it Two View Clustering (TVC)) as a comparison when it is applicable. For performance measure, we elect to use the Normalized Mutual Information (NMI) [31] between the resulting cluster labels and the true cluster labels, which is a standard way to measure the cluster quality. The final performance score is the average of ten runs. For the number of clusters k, we simply use the number of true clusters. The k-means algorithm is used as the base clustering algorithm except stated otherwise. Random initializations are used for MVC. For the value of α in MVC, we simply adopt 1 in all experiments, since we find that the results in the experiments are not sensitive to the change of α.
Synthetic Data
The first synthetic data set (syn1) is a toy example consisting of three views for letters "SDM". The first view is in a two dimension space such that "D" and "M" are close; the second view is also in a two dimension space such that "S" and "D" are close; the third view is a graph in which the data points consisting of the letters are linked to each other with certain probabilities, 0.2 for the data points in the same letter and 0.1 for the data points in different letters. Figure 1(a) shows the clustering result of kmeans algorithm on view 1, and we observe that "D" and "M" are confused. Figure 1(b) shows the clustering result of k-means algorithm on view 2, and we observe that "S" and "D" are confused. Figure 1(c) shows the clustering result of the graph clustering algorithm, METIS [21] , on view 3, and we observe that three letters are confused. Figure 1 (d) provides a visualization for the clustering pattern which is learned by MVC algorithm based on the three "confusing" patterns from the three views, and we observe that the three letters are almost perfectly distinguished from each other. The corresponding NMI scores of AV, BV and MVC are shown in Figure 2 .
The second synthetic data set (syn2) is to simulate a typical situation: different features from different views have totally different distributions. The distributions and parameters to generate syn2 data are summarized in Table 1 , in which "N" denotes normal distribution; "P" denotes Poisson distribution; "B" denotes Bernoulli distribution; "E" denotes exponential distribution. The size of syn2 is 9000 and 3000 for each cluster. We use the appropriate EM algorithms to cluster each view, i.e, Gaussian EM, Bernoulli EM, Poisson EM and Exponential EM [2] are for view 1, 2, 3 and 4, respectively. NMI comparison on syn2 data is shown in Figure 2 . We observe that MVC's performances are significantly better than average and best performance based on each single view.
In summary, these experiments based on synthetic data sets demonstrate that the MVC algorithm can effectively learn the consensus clustering pattern, which is more accurate and robust than patterns based on any single view, from multiple representations with very different forms and different statistical properties.
Real Data
We evaluate the performance of MVC algorithm on three real data sets. The first data set is internet advertisement data set (INTAD) [22] , in which each instance is an image in a Web page and belongs to either of two clusters, ad or non-ad. Each instance is described from six views, geometry of the image, phrases occurring in the URL, the image's URL, alt text, the anchor text, and words occurring near The second and third data sets are based on the 20-newsgroup [23] , which was used in [6] to test the multiple view clustering algorithm, TVC. We follow the same way in [6] to generate two multiple view data sets by concatenating TF-IDF term vectors randomly drawn from different newsgroups (please refer to [6] for details). [6] uses this construction to ensure the data to satisfy the independent assumption. The cluster and view structures for two data sets, NGv2 and NGv4 are given as follows. We use 2000 features for each view and 500 documents for each cluster. Hence, NGv2 has 1000 documents with 4000 features and NGv4 has 1500 documents with 8000 features. The NMI comparison on real data sets is shown in Figure 3 . We observe that MVC provides the best performance on all data sets. For the difficult INTAD data set, MVC's performance increases about 100% comparing with the average performance based on all single views and 20% comparing with the best performance of all single views. This shows that MVC is capable of learning the consensus pattern even from very noisy multiple patterns. MVC also performs significantly better than TVC on NGv2 data set (for other data set with more than two views, TVC is not applicable). We do not have definite reason for this, since the theory behind TVC algorithm is still not completely clear and actually TVC's convergence is not guaranteed.
In summary, above experiments show that no matter whether the data satisfy the independence assumption, MVC algorithm always efficiently learns robust consensus patterns from multiple view data with different properties and different levels of noise.
Multiple View Spectral Embedding
To test the effectiveness of MVSE algorithm on high dimensional data, we elect to use high dimensional 20-newsgroup data. Similarly, we construct NGv3 data set with the following cluster and view structures. Hence NGv3 is a high dimensional data set with 6000 dimensions. We reduce it to two dimensional spaces. Figure 4 shows four embeddings for NGv3 data set. In Figure 4 , each embedding is in a two dimension eigenspace corresponding to the two leading eigen-vectors. Figure 4 (a), (b) and (c) show the embeddings for view 1, 2 and 3, respectively. Figure 4 (d) shows the embedding provided by the MVSE algorithm. We observe that MVSE provides an embedding with the best separation, i.e., the intrinsic cluster patterns of the data are clearer in MVSE embedding than in the embeddings from the three single views. Since direct observation is not accurate, we use the following method to evaluate which embedding has less noise and provides clearer pattern. We run k-means on each embedding with exactly the same initialization and then compare the clustering results from different embeddings by NMI scores. We expect that the clearer patterns an embedding has, the better the clustering result is. The NMI comparison is shown in Figure 5 . We observe that the NMI score for MVSE embedding shows about 200% improvement even compared with the best performance for the single view embeddings. We also conduct experiments on NGv4 data set with 8000 dimensions. We reduce it to three dimensional eigen-spaces. The NMI scores are also shown in Figure  4 . We observe the similar result to that for NGv3.
In summary, as the first algorithm to address multiple view dimensionality reduction, MVSE demonstrates its effectiveness by providing optimal spectral embeddings, which are more robust to noise and has better separation than the spectral embeddings based on a single view.
Semi-supervised Clustering
As we discussed in Section 4, our model and algorithms can be extended to deal with unsupervised clustering with side information. In this section, we use MVC to perform semisupervised clustering on INTAD data set to demonstrate the great potential of this extension.
We randomly choose a certain percent of instances from INTAD data set and label them as side information. Then we run MVC on the partially labeled INTAD data set in comparison with a state-of-the-art semi-supervised clustering algorithm, HMRF-KMEANS algorithm [3] . Figure 6 shows the clustering results on INTAD data set with different percents of instances labeled. We observe that both MVC and HMRF-KMEANS's performances increase with the number of labeled instances. MVC's performance is comparable with the classic HMRF-KMEANS algorithm. This demonstrates the great potential of MVC on semi-supervised clustering, since MVC is flexible to adopt different types of clustering algorithm instead of only k-means algorithm. 
Evolutionary Clustering
As a fairly new filed, there are short of benchmark data with ground truth for evolutionary clustering and performance measures for evolutionary clustering are under development [9] . In this section, we use a synthetic data with true labels available to show the great potential of evolutionary MVC, which provides more accurate clustering patterns at each time step by incorporating temporal smoothness.
We construct a mixture of Gaussian distributions evolving with time. At the start time, three components of 6000 data points have means 1, 4, 7 and the same variance 1. At each time t, the means of the three cluster centers move a small distance with distribution N (0, 0.1) and the variance increases by 0.1. Hence the cluster centers are drifting and expanding over time. Figure 7 shows the clustering results of the evolutionary MVC and the base clustering algorithm, k-means. We observe that MVC performs significantly better than the base algorithm at most time steps. We also observe that the base clustering patterns degenerate over time and on the other hand, the clustering patterns from evolutionary MVC do not show clear degenerating trend. In fact, the clustering patten for evolutionary MVC at last time step is still significantly better than the start pattern. This is because by efficiently combining the patterns at time t − 1 and time t, evolutionary MVC is more roust to noise at each time step and by incorporating temporal smoothness, the intrinsic pattern of the data is passed on over time by evolutionary MVC to avoid fast degeneration of the patterns.
Related Work
Multiple view learning was introduced by [7] and [20] in the semi-supervised setting. They propose the cotraining approach to train a classifier from two representations with both labeled and unlabeled instances. The idea of the co-training approach is to train one learner on each view of the labeled instances and then to iteratively let each learner label the unlabeled instances it predicts with the highest confidence. Given independence between the learners, newly labeled examples from one learner may give the other learner new information to improve its model. [11] extends co-training to explicitly measure the degree of agreement between the rules in different views. [12] proposes PAC bounds for co-training. [1] explains the co-training based on Bootstrapping theory by showing that given a certain type of independence between the learners, the disagreement of two learners gives an upper bound on the error rate; unlabeled data can be used to minimize the disagreement between learners, and hence improves their combined accuracy. A number of approaches have followed and extended the original co-training idea [17, 28, 27, 8] .
Multiple view unsupervised learning is a fairly new topic. In fact, the subfields such as multiple view dimensionality reduction has not been touched in literature, though there is limited work on multiple view clustering [6, 14, 36] . As discussed in Section 1, these approaches are centralized and focus on the simple case of two views with strong assumptions. [6] proposes clustering algorithms for the multiple view data with two independent views, which can be viewed as an extension to purely unsupervised setting. [14] also assumes two independent views for a multiple view data set and proposes a spectral clustering algorithm which creates a bipartite graph and is based on the minimizing-disagreement idea. [36] proposes a spectral clustering algorithm for multiple graphs, which generalizes the normalized cut from a single view to multiple views.
Ensemble clustering [31, 33, 15, 26 ] is a related filed, though its focus is on how to generate and combine different clusterings for a single view data set. Clustering multi-type objects is also close to multiple view clustering [32, 16, 25, 35] . [32] extends the the probabilistic relational model to the clustering multi-type relational data by introducing latent variables into the model; these models focus on using attribute information for clustering. [16] formulates star-structured relational data as a star-structured m-partite graph and develops an algorithm based on semi-definite programming to partition the graph. [35] presents an approach to improve the cluster quality of multi-type interrelated data objects through an iterative reinforcement clustering process.
Conclusions
In this paper, we propose a general model for multiple view unsupervised learning, which is applicable to various types of unsupervised learning on various types of multiple view data. We formulate two specific models for clustering and spectral dimensionality reduction; we derive an iterating algorithm for multiple view clustering, and a simple algorithm providing a global optimum to multiple spectral dimensionality reduction. We also extend the proposed model and algorithms to evolutionary clustering and semi-supervised learning with side in-formation. Empirical evaluations on both synthetic and real data sets demonstrate the effectiveness and great potential of the proposed model and algorithms.
