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Abstract
New criteria for which Cayley graphs of cyclic groups of any order can be com-
pletely determined–up to isomorphism–by the eigenvalues of their adjacency
matrices is presented. Secondly, a new construction for pairs of nonisomor-
phic Cayley graphs of cyclic groups with the same list of eigenvalues of their
adjacency matrices will be presented.
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1. Introduction
Let spectrum refer to the list eigenvalues of the of the adjacency matrix
of a graph. Two graphs are isospectral if their spectra are the same. We say
that a graph, X, is a circulant graph of order n if it is a Cayley graph of a
cyclic group of order n, written Cay(Zn, S). The set S ⊆ Zn\{0} is called
the connection set of X. If S is a multiset, rather than a set, of elements
of Zn, then we say that Cay(Zn, S) is a circulant multigraph and S is the
connection multiset. This paper studies the spectra of circulant graphs and
their relationship to graph isomorphisms.
We say that a family of graphs can be characterized by its spectra if the
only isospectral graphs in that family are also isomorphic. [3] gives a list of a
dozen different families of graphs that can be characterized by their spectra.
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Although there has been a great deal of research dealing with the graph
isomorphism problem for circulant graphs (see [17], [14], [11], and [18]), there
is surprisingly little known about when circulant graphs can be characterized
by their spectrum. It was previously known that when circulant graphs are of
prime order, their spectra determines them completely up to isomorphism.
There are also several examples proving that not all isospectral, circulant
graphs must be isomorphic. (See [7] and [8] for a few.) However, that was
all that was known. The following theorem defines a new family of circulant
graphs that can be characterized by their spectra.
Theorem 1.1. Let X be a circulant graph (or multigraph) of order n =
pr11 p
r2
2 · · · prss where p1 < p2 < · · · < ps are primes. Let the size of the
connection set (or multiset) of X be m. If p1 ≥ m and either s = 1 or
p2 > p1(m−1), then any circulant graph isospectral to X must be isomorphic
to X.
Section 2 is devoted to proving Theorem 1.1. Section 3 of this paper
is devoted to presenting a new construction for isospectral, nonisomorphic
circulant graphs. There are several methods for constructing isospectral,
non-isomorphic graphs (see [9] for a good overview). However, these methods
do not apply to Cayley graphs. Before 2005, the only known construction
for isospectral, non-isomorphic Cayley graphs was due to Babai who gave
examples for the dihedral group of order 2p where p is prime ([2]). In 2005,
Lubotzky et al. published a construction for isospectral, non-isomorphic
Cayley graphs of the group PSLd(Fq) for every d ≥ 5 (d 6= 6) and prime
power q > 2. The construction presented in Section 3 of this paper is for
circulant graphs on 2rp vertices for any odd prime, p, and integer r > 2.
2. A New Spectral Characterization
It is easy to verify that the adjacency matrix of any circulant graph will
be circulant, meaning that the ith row of the adjacency matrix is the cyclic
shift of the first row by i − 1 to the right. Since the adjacency matrices of
circulant graphs have such a rigid structure, it is no surprise that there is a
simple and elegant formula for the spectra of circulant graphs.
Theorem 2.1. If X = Cay(Zn, S), then Spec(X) = {λx | x ∈ Zn} where
λx =
∑
s∈S
ωxs
2
and ω is a fixed, primitive nth root of unity.
Proof. Let T be the linear operator corresponding to the adjacency matrix
of a circulant graph X = Cay(Zn, {a1, a2, · · · , am}). If f is any complex
function on the vertices of X we have
T (f)(x) = f(x+ a1) + f(x+ a2) + · · ·+ f(x+ am).
Let ω be a primitive nth root of unity and let g(x) = ωi x for some i ∈ Zn.
Then,
T (g)(x) = ωix+ia1 + ωix+ia2 + · · ·+ ωix+iam
= ωix
(
ωia1 + ωia2 + · · ·+ ωiam) .
Thus, g is an eigenfunction and ωia1 + ωia2 + · · ·+ ωiam is an eigenvalue.
2.1. Terms and Results for a Related Group Ring
Consider the group G = 〈z | zn = 1〉, and let ω be a (fixed) primitive nth
root of unity. Let ϕ : ZG→ Z[ω], be defined by ϕ(z) = ω. An element of ZG
can be uniquely written as α =
∑n−1
i=0 Ciz
i. We will call this representation
normal form. We will discuss coefficients Cj for values of j that may be
greater than n. In these cases, Cj refers to Ci where i ≡ j mod n and
i ∈ {0, 1, . . . , n−1}. Let ε(α) = ∑n−1i=0 Ci. The number of nonzero coefficients
is denoted by ε0(α). Let S(α), the support of α, denote the multi-set of
elements of G where the multiplicity of zi ∈ S(α) is Ci.
For any finite subset H ⊆ G, let σ(H) = ∑h∈H h. Two basic properties
of σ(H) are that ε(σ(H)) = ε0(σ(H)) = |H| (the cardinality of H), and that,
if H is a subgroup, σ(H)h = σ(H) for any h ∈ H. If H is not the trivial
group and h is not an identity element, this property still holds. So, we must
have σ(H) ∈ ker(ϕ), since ϕ(h) 6= 1 and Z[ω] is an integral domain.
Lemma 2.2. If H is a subgroup of G, then the ideal ZGσ(H) consists of all∑
cgg such that cg is constant on the cosets of H.
Proof. Let α =
∑
g∈G bgg, and ασ(H) =
∑
g∈G cg g. Then, for each x ∈ G
we have
cx =
∑
g∈G,h∈H,gh=x
bg =
∑
h∈H
bxh−1 .
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Letting pi ∈ H,
cxpi =
∑
h∈H
bx(pih−1)
=
∑
h∈H
bxh .
This shows that if
∑
g∈G cgg ∈ ZGσ(H), then the cg are constant on the
cosets of H. The converse is an easy exercise.
Let n = pr11 p
r2
2 · · · prss where p1 < p2 < · · · < ps are primes. Let Pi be
the unique subgroup of G with order pi. Theorem 3.3 of Lam and Leung’s
paper, [12], reads as follows:
(1) If s = 1, NG∩ker(ϕ) = Nσ(P1). (2) If s = 2, NG∩ker(ϕ) =
NP1σ(P2) + NP2 σ(P1).
However, the following example proves this theorem is misstated.
Example 2.1. Let n = 12 and ω be a primitive 12th root of unity. Thus,
P1 = {1, z6} and P2 = {1, z4, z8}. The sum z + z5 + z9 is not an element of
NP1σ(P2) +NP2 σ(P1), but it is an element of NG∩ ker(ϕ) since ω(1 + ω4 +
ω8) = 0.
The following restatement is proved using the proof supplied by Lam and
Leung for Theorem 3.3 of [12].
Lemma 2.3. (1) If s = 1, NG ∩ ker(ϕ) = NGσ(P1). (2) If s = 2, NG ∩
ker(ϕ) = NGσ(P2) + NGσ(P1).
Thus, we can see that if s < 3, NG ∩ ker(ϕ) = ∑iNGσ(Pi). Corollary
4.9 of the same paper, [12], gives information for when s ≥ 3. Corollary 4.9
reads as follows:
Any element u ∈ NG ∩ ker(ϕ) with ε0(u) < p1(p2 − 1) + p3 − p2
lies in
∑
iNGσ(Pi).
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This corollary will have an important role in proving the following lemma.
Lemma 2.4. Let α and β be elements of NG such that ε(α) = ε(β) = m
and S(α) ∩ S(β) = ∅. If m ≤ p1 and either s = 1 or p2 > p1(m− 1), then
ϕ(α) = ϕ(β)⇒ α = gασ(P1) and β = gβ σ(P1)
for any gα ∈ S(α) and gβ ∈ S(β).
Proof. Let α = za1 + za2 + · · · + zam and β = zb1 + zb2 + · · · + zbm . Since
S(α)∩S(β) = ∅, it must be the case that zai 6= zbj for any i, j pair. Therefore,
for ϕ(α) = ϕ(β), m must be greater than one. Using the fact that zaiσ(P1) ∈
ker(ϕ) ∩ NG for all i, we can deduce the following:
0 = ϕ(ασ(P1))
= ϕ(α) + ϕ (ασ(P1\{1}))
= ϕ(β) + ϕ (ασ(P1\{1}))
= ϕ (β + ασ(P1\{1})) .
Let γ = β + ασ(P1\{1}) ∈ ker(ϕ) ∩ NG. Now, we will show that γ ∈∑
iNGσ(Pi). Recall that if p3 does not exist, γ ∈
∑
iNGσ(Pi). Assuming
that p3 does exist, we must also assume that p2 > p1(m− 1). Therefore,
ε0(γ) ≤ ε(γ)
= ε(β) + ε (ασ(P1\{1}))
= m+m(p1 − 1)
= p1m
≤ (p1)2
≤ (p1)2(m− 1)
< (p1)
2(m− 1) + 2
= p1(p1(m− 1)) + (p2 + 2)− p2
≤ p1(p2 − 1) + p3 − p2.
By Corollary 4.9 of Lam and Leung’s paper, γ ∈∑iNGσ(Pi). Thus, whether
or not p3 exists, γ ∈
∑
iNGσ(Pi), and we can write γ =
∑s
i=1
∑
g∈G xi,g g σ(Pi).
Supposing x2,h ≥ 1 for some h ∈ G, we can express ε(γ) in two different ways:
x2,hp2 + n1p1 + n2p2 + · · ·+ nsps = ε(γ) = mp1
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for some ni ∈ N. We can again use the hypotheses that p1 ≥ m and p2 >
p1(m− 1) and thus deduce:
n1p1 + n2p2 + · · ·+ nsps = mp1 − x2,hp2
≤ mp1 − p2
< p1.
Since p1 is the smallest of the primes that divide n, ni = 0 for all 1 ≤ i ≤ s.
This tells us that mp1 = x2,h p2. This would imply that p2 divides m, but this
is a contradiction because p2 is greater than m. Therefore, we can conclude
that x2,g = 0 for all g ∈ G. Similarly, we can conclude that xi,g = 0 for all
i ≥ 2, and thus, γ ∈ NGσ(P1).
For the remainder of this proof, let γ =
∑p1−1
i=0 xiz
i be the normal form
representation of γ. And let S(i) represent the following four statements:
1) xa1 ≥ i
2) i < m
3) za1+i = z
a1+
lin
p1 (for some 1 ≤ `i < p1)
4) a1 6= a1+i.
After arbitrarily choosing a1, I will show by induction that we can recursively
order the ai so that S(i) is true for all i ∈ {1, 2, . . . , p1 − 1}.
Statement (2) ofS(1) must be true because m > 1. Since za1σ(P1\{1}) =
z
a1+
n
p1 +z
a1+
2n
p1 +· · ·+za1+
(p1−1)n
p1 , we can see that xa1+ np1
≥ 1. We can then use
Lemma 2.2 to conclude that xa1 ≥ 1. Therefore, statement (1) ofS(1) is true,
and za1 ∈ S(γ). Since S(α) ∩ S(β) = ∅, we can conclude that za1 /∈ S(β),
and thus we know that za1 ∈ S(ασ(P1\{1})). For this to be true, it must
be the case that za1 ∈ zai(P1\{1}) for some i. We know that i 6= 1 because
za1 cannot be an element of za1(P1\{1}). Without loss of generality, we can
say za1 ∈ za2(P1\{1}). Notice that this causes statement (4) of S(1) to be
satisfied. We can also conclude that za1 = za2+`n/p1 for some ` 6= 0. This
then allows us to rewrite za2 as za2 = za1+(p1−`)n/p1 . Letting `1 = (p1− `), we
can see that statement (3) of S(1) is also true. Hence, S(1) is true.
Now I assume that S(i) is true for all i ≤ j for some j < p1 − 1 in order
to show that S(j + 1) is also true. In order to see that statement (1) of
S(j + 1) is true, I will rewrite γ. For the following equations, assume that a
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sum from a to b is zero if b < a.
γ = β + ασ(P1\{1})
= β +
j∑
i=0
za1+iσ(P1\{1}) +
m∑
i=j+2
zaiσ(P1\{1})
= β +
j∑
i=0
z
a1+
`in
p1 σ(P1\{1}) +
m∑
i=j+2
zaiσ(P1\{1}) ( letting `0 = 0)
= β +
j∑
i=0
(
za1 σ(P1)− za1+
`in
p1
)
+
m∑
i=j+2
zaiσ(P1\{1})
= β + (j + 1)za1σ(P1)−
j∑
i=0
z
a1+
`in
p1 +
m∑
i=j+2
zaiσ(P1\{1})
= β + (j + 1)
p1−1∑
k=0
z
a1+
kn
p1 −
j∑
i=0
z
a1+
`in
p1 +
m∑
i=j+2
zaiσ(P1\{1})
This makes it easier to see that for every 0 ≤ k < p1 − 1:
xa1+ knp1
≥
{
j if k = `i for some 0 ≤ i ≤ j
j + 1 otherwise.
Since j < p1 − 1, there must be some k such that xa1+ knp1 ≥ j + 1. Due to
Lemma 2.2, we can see that xa1 ≥ j + 1 as well. Hence, statement (1) of
S(j + 1) is true.
Due to statement (3) and (4) of S(i), we know that the multiplicity of
za1 in S
(∑j
i=0(z
a1 σ(P1)− za1+`in/p1)
)
is exactly j. Thus, for xa1 ≥ j + 1,
it must be the case that za1 ∈ S(β) or za1 ∈ S∑mi=j+2 zaiσ(P1\{1})). Since
S(α)∩ S(β) = ∅, za1 must be an element of the latter support. This implies
that the sum must not be zero. Thus, m ≥ j + 2 which causes statement
(2) of S(j + 1) to be satisfied. Without loss of generality, we can say za1 ∈
zaj+2(P1\{1}). We can then conclude that statements (3) and (4) for S(j+1)
are true, and therefore S(i) is true for all i < p1. We can use statement (2)
and the hypothesis that m ≤ p1 to conclude that m = p1.
A similar process can be used to prove any of the four statements for any
aj, not just for a1. It is most important to note that statement (4) is true for
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all pairs of elements in the support of α. With this in mind, we can conclude
the following:
i 6= j ⇒ a1+i 6= a1+j ⇒ a1 + `in
p1
6= a1 + `jn
p1
⇒ `i 6= `j.
Now we can rewrite α in terms of za1 :
α = za1 + za2 + · · ·+ zam
= za1 + z
a1+
`1n
p1 + · · ·+ za1+
`(m−1)n
p1
= za1σ(P1) (because all `i are unique and m = p1.)
Since a1 was chosen arbitrarily and there is no way to distinguish between α
and β, we can say α = zai σ(P1) and β = z
bi σ(P1) for any 1 ≤ i ≤ m.
Corollary 2.5. Let G = 〈z | zn = 1〉 where n = pr11 pr22 · · · prss and p1 < p2 <
· · · < ps are primes. Let α and β be elements of NG such that ε(α) = ε(β) =
m. Suppose
(i) p1 ≥ m;
(ii) either s = 1 or p2 > p1(m− 1)
(iii) ϕ(α) = ϕ(β).
Then, we either have [1] α = β or [2] m = p1, α = gασ(P1) for any gα ∈
S(α), and β = gβσ(P1) for any gβ ∈ S(β).
Proof. In NG, let α = α˜ + α′ and β = β˜ + β′ such that α′ = β′ and S(α˜) ∩
S(β˜) = ∅. If α˜ = β˜ = 0, then α = α′ = β′ = β and the proof is finished.
For the rest of this proof, assume that α˜ 6= 0. Since ϕ(α) = ϕ(β) and
ϕ(α′) = ϕ(β′), we have ϕ(α˜) = ϕ(β˜). We can then use Lemma 2.4 to
conclude that α˜ = gα σ(P1) and β˜ = gβ σ(P1) for some gα ∈ S(α), gβ ∈ S(β).
Since α˜ 6= 0 we know that ε(α˜) 6= 0. Thus, we have
m = ε(α) = ε(α˜) + ε(α′)
= ε(zaiσ(P1)) + ε(α
′)
= p1 + ε(α
′).
Since m ≤ p1, we conclude ε(α′) = 0, and hence α′ = 0. Similarly, β′ = 0.
Therefore α = α˜ = gα σ(P1) and β = β˜ = gβ σ(P1).
With these results, we now have the tools to prove Theorem 1.1.
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2.2. Proof of Theorem 1.1
Proof. Suppose Y is a circulant graph (or multigraph) which is isospectral
to X. The graph Y must be of order n as well. From Theorem 2.1, we can
see that the largest eigenvalue of X is m. Thus, the largest eigenvalue of
Y must be m as well. This implies that Y must have a connection set (or
multiset) of size m. We can write X = Cay(Zn, A) and Y = Cay(Zn, B)
where A = {a1, a2, · · · , am} and B = {b1, b2, · · · , bm}.
Let ω be a primitive nth root of unity. For the proof of this theorem,
order the eigenvalues in the spectra of X and Y such that λi, the i
th value in
the spectrum of X, is λi = ω
i a1 +ωi a2 + · · ·+ωi am , and µi, the ith eigenvalue
in the spectrum of Y , is µi = ω
i b1 + ωi b2 + · · ·+ ωi bm .
Since X and Y are isospectral, there is a 0 ≤ j < n such that λ1 = µj.
That is to say, ωa1 + ωa2 + · · · + ωam = ωjb1 + ωjb2 + · · · + ωjbm . Letting ϕ
be the usual mapping from Z〈z : zn = 1〉 to Z[ω] and σ(P1) =
∑p1−1
i=0 z
i n
p1 ,
we can use Corollary 2.5 to conclude that either [1] za1 + za2 + · · · + zam =
zjb1 +zjb2 + · · ·+zjbm or [2] za1 +za2 + · · ·+zam = zai σ(P1) for any ai ∈ A. I
wish to show that in either case, there is exists some t ∈ Zn and an ordering
of B such that ωai = ωt bi for all 1 ≤ i ≤ m.
Case 1. za1 + za2 + · · · + zam = zjb1 + zjb2 + · · · + zjbm . This implies
that A = {jb1, jb2, · · · , jbm}. Thus, letting t = j, there is an ordering of B
such that ai = tbi for all 1 ≤ i ≤ m.
Case 2. za1 + za2 + · · ·+ zam = zai σ(P1) for any ai ∈ A. This implies
that λ1 = ω
ai +ω
ai+
n
p1 + · · ·+ωai+(p1−1) np1 = 0, and A = {ai, ai+ np1 , · · · , ai+
(p1 − 1) np1}. Therefore,
λx = ω
xai + ω
xai+x
n
p1 + · · ·+ ωxai+x(p1−1) np1 =
{
0 if p1 - x
p1ω
xai if p1 | x
for any ai ∈ A. Since X and Y are isospectral, µ1 = 0 or µ1 = p1ωa1x for
some x ∈ Zn. If µ1 = p1ωxa1 , then B = {xa1, xa1, · · · , xa1} and µy will
not equal zero for any y ∈ Zn. This cannot be the case since µj = λ1 = 0.
Therefore, µ1 = 0. By Corollary 2.5, we can conclude that µ1 = ϕ(z
biσ(P1)),
B = {bi, bi + np1 , · · · , bi + (p1 − 1) np1}, and
µy =
{
0 if p1 - y
p1ω
ybi if p1 | y
(1)
for any bi ∈ B.
9
We know that there must be some y such that µy = λp1 = p1ω
p1ai . By
equation (1) we know that p1 | y. Letting tp1 = y we have:
λp1 = µtp1 ⇒
p1ω
p1ai = p1ω
p1tbi ⇒
(ωp1ai)1/p1 = (ωp1tbi)1/p1 ⇒
ωai = ωtbiζ (where ζ is a pi
th root of unity)
= ω
tbi+h
n
p1 (for some 0 ≤ h < p1)
= ωtbk
for any ai ∈ A and some bk ∈ B. We can reorder B such that ωai = ωtbi .
In either case, we can order B such that ωai = ωtbi for all 1 ≤ i ≤ m and
some t. Similarly, there is a reordering of B (which may be different than the
ordering just mentioned) such that for some k ∈ Zn, ωk ai = ωbi for all i. For
the remainder of this proof, we will assume that B is ordered in such a way
that ωai = ωtbi and ωk ai = ωbpi(i) where pi is a permutation of {1, 2, . . . ,m}.
For each 1 ≤ i ≤ m there must be some ` ≤ m such that pi`(i) = i. Thus, we
have
ωaik
`t`−1 = ωbpi(i)k
`−1t`−1 = ωapi(i)k
`−1t`−2 = ωapi`−1(i)k = ωbpi`(i) = ωbi .
Since it is also true that ωai = ωt bi , it must be the case that (ai, n) = (bi, n)
for all 1 ≤ i ≤ m.
Let gi = (ai, n) = (bi, n), g = (g1, g2, · · · , gm), and d = (t, g). Since
ωai = ωtbi we can conclude that (bi, n) = (ai, n) = (tbi, n) for all i. Thus,
(t, n/gi) = 1 for all i. This implies that (t, n/g) = 1. Let d = p1
r1p2
r2 · · · pkrk
be the prime factorization of d. Since d divides g, we can write the prime
factorization of g as g = p1
s1p2
s2 · · · pkskq1u1q1u2 · · · q`u` where si ≥ ri for all
1 ≤ i ≤ k. Let f = p1s1p2s2 · · · pksk . We can see that (t, g/f) = 1.
Let τ = t + n/f = t + n
g
g
f
. Notice that (τ, n/g) = 1, (τ, g/f) = 1, and
(τ, f) = 1. Therefore, (τ, n) = 1. We can also see that
τbi = (t+
n
f
)bi
≡ tbi mod n
≡ ai mod n
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for all 1 ≤ i ≤ m. Now we can define a graph isomorphism, ψ, by ψ(v) = τv
where v is a vertex of a Cayley graph of Zn. Using this isomorphism, we
have
Y ∼= ψ(Y )
= Cay(Zn, {τb1, τb2, · · · , τbm})
= Cay(Zn, {a1, a2, · · · , am})
= X.
Corollary 2.6. Circulant graphs (multigraphs) with connection sets (multi-
sets) containing only one or two elements are characterized by their spectra.
Cvetkovic´ proved a similar theorem in his doctoral thesis. He proved
that any 2-regular undirected graph is characterized by its spectrum [4].
(The term k-regular means a graph for which every vertex is adjacent to
exactly k other vertices.) However, the theorem does not explicitly deal with
undirected graphs.
3. A New Construction
We have just seen that some isospectral circulant graphs must be iso-
morphic. This section will provide a way to construct isospectral circulant
graphs that are not isomorphic.
3.1. Defining the Graphs
Theorem 3.1. Let n = 2rp, where p is an odd prime and 2 ≤ r. Let
X = Cay(Zn, A) and Y = Cay(Zn, B) where A and B depend on r and p as
follows:
A = {1 + i2r | 0 ≤ i ≤ p− 1
2
} ∪ {1 + j2r + n
2
| 1 ≤ j ≤ p− 1
2
}
B = {1− i2r | 0 ≤ i ≤ p− 1
2
} ∪ {1− j2r + n
2
| 1 ≤ j ≤ p− 1
2
}.
The graphs X and Y are isospectral, nonisomorphic graphs.
Sections 3.2 through 3.4 are dedicated to proving this theorem. Whenever
X and Y are referred to in this chapter, it should be assumed that X and Y
are the graphs defined above.
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Example 3.1. Let n = 22 · 3. Then we have, A = {1, 5} ∪ {11} and B =
{1, 9} ∪ {3}. Thus, X = Cay(Z12, {1, 5, 11}) and Y = Cay(Z12, {1, 3, 9}).
These two graphs are shown below. We can verify that these graphs are16 Chapter 2. A New Construction
Figure 2.1: The graphs when n = 12.
isospectral. Let ω be a primitive 12th root of unity.
The spectrum of X The spectrum of Y
ω1 + ω5 + ω11 ω1 + ω3 + ω9 = ω1 + ω5 + ω11
ω2 + ω10 + ω10 ω2 + ω6 + ω6 = ω8 + ω4 + ω4
ω3 + ω3 + ω9 ω3 + ω9 + ω3
ω4 + ω8 + ω8 ω4 + ω0 + ω0 = ω10 + ω2 + ω2
ω5 + ω1 + ω7 ω5 + ω3 + ω9 = ω5 + ω1 + ω7
ω6 + ω6 + ω6 ω6 + ω6 + ω6
ω7 + ω11 + ω5 ω7 + ω9 + ω3 = ω7 + ω11 + ω5
ω8 + ω4 + ω4 ω8 + ω0 + ω0 = ω2 + ω10 + ω10
ω9 + ω9 + ω3 ω9 + ω3 + ω9
ω10 + ω2 + ω2 ω10 + ω6 + ω6 = ω4 + ω8 + ω8
ω11 + ω7 + ω1 ω11 + ω9 + ω3 = ω11 + ω7 + ω1
ω0 + ω0 + ω0 ω0 + ω0 + ω0
I have ordered the spectra of these graphs in order to help motivate the upcoming
Lemma 2.2.2.
2.2 Isospectrality
I will show that X and Y are always isospectral, but before I do that, I need to
introduce a short lemma.
Lemma 2.2.1. Let ω be a primitive nth root of unity. For any integer, k ≥ 0,
(p−1)/2∑
i=0
ωi 2
r+k
=
(p−1)/2∑
i=0
ωi 2
r
Figure 1: The graphs when n = 12.
isospectral. Let ω be a primitive 12th root of unity.
The spectrum of X The spectrum of Y
ω1 + ω5 + ω11 ω1 + ω3 + ω9 = ω1 + ω5 + ω11
ω2 + ω10 + ω10 ω2 + ω6 + ω6 = ω8 + ω4 + ω4
ω3 + ω3 + ω9 ω3 + ω9 + 3
ω4 + ω8 + ω8 ω4 + ω0 + ω0 = ω10 + ω2 + ω2
ω5 + ω1 + ω7 ω5 + ω3 + ω9 = ω5 + ω1 + ω7
ω6 + ω6 + ω6 ω6 + ω6 + ω6
ω7 + ω11 + ω5 ω7 + ω9 + ω3 = ω7 + ω11 + ω5
ω8 + ω4 + ω4 ω8 + ω0 + ω0 = ω2 + ω10 + ω10
ω9 + ω9 + ω3 ω9 + ω3 + ω9
ω10 + ω2 + ω2 ω10 + ω6 + ω6 = ω4 + ω8 + ω8
ω11 + ω7 + ω1 ω11 + ω9 + ω3 = ω11 + ω7 + ω1
ω0 + ω0 + ω0 ω0 + ω0 + ω0
The spectra of these graphs are ordered in such a way to help motivate the
upcoming Lemma 3.3
3.2. Isospectrality
The goal of this section is to show that X and Y are isospectral.
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Lemma 3.2. Let n = 2rp, and let ω be a primitive nth root of unity. For
any integer, k ≥ 0,
(p−1)/2∑
i=0
ωi 2
r+k
=
(p−1)/2∑
i=0
ωi 2
r
Proof. For any s > r we have
p−1∑
i=0
ωi 2
s
=
(p−1)/2∑
i=0
ωi 2
s
+
p−1∑
i=(p+1)/2
ωi 2
s
=
(p−1)/2∑
i=0
ωi 2
s
+
(p−3)/2∑
i=0
ω(i+
p+1
2
)2s
=
(p−1)/2∑
i=0
ωi 2
s
+
(p−3)/2∑
i=0
ωi 2
s+n2s−r−1+2s−1
=
(p−1)/2∑
i=0
ω(2i)2
s−1
+
(p−3)/2∑
i=0
ω(2i+1)2
s−1
=
p−1∑
i=0
ωi 2
s−1
By induction on the difference of s and r, we can conclude that Lemma 3.2
is true.
From now on, order the spectra of X and Y such that λx and µx, the x
th
eigenvalues in the spectra of X and Y respectively, are
λx =
(p−1)/2∑
i=0
ωx(1+i2
r) +
(p−1)/2∑
j=1
ωx(1+j2
r+n
2
)
µx =
(p−1)/2∑
i=0
ωx(1−i2
r) +
(p−1)/2∑
j=1
ωx(1−j2
r+n
2
)
(The spectra in Example 3.1 are ordered this way.) In order to make calcu-
lations a bit clearer, I will also break down the eigenvalues of X and Y into
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two parts. Let
λx,α =
(p−1)/2∑
i=0
ωx(1+i2
r), λx,β =
(p−1)/2∑
j=1
ωx(1+j2
r+n
2
),
µx,α =
(p−1)/2∑
i=0
ωx(1−i2
r), and µx,β =
(p−1)/2∑
j=1
ωx(1−j2
r+n
2
).
We can see that λx,α + λx,β = λx and µx,α + µx,β = µx. The next lemma
proves that the spectra of X and Y are the same.
Lemma 3.3. Letting µx and λx be as defined above, we have:
λx =
{
µx+n/2 if (x, n) = 2
m for some m > 0
µx otherwise
.
Proof. There are three cases based on whether p or 2 divide x.
Case 1. (x, n) = 1. In this case we have
λx,α − µx,β =
(p−1)/2∑
i=0
ωx(1+i2
r) + ω
n
2
(p−1)/2∑
j=1
ωx(1−j2
r+n
2
)
=
(p−1)/2∑
i=0
ωx+xi2
r
+
(p−1)/2∑
j=1
ωx−xj2
r+n(x+1
2
)
= ωx
(p−1)/2∑
i=0
ω(x i)2
r
+
(p−1)/2∑
j=1
ω(−x j)2
r

= ωx
(
p−1∑
i=0
ω(x i)2
r
)
= ωx(0)
= 0.
Thus, λx,α = µx,β. Similarly, µx,α − λx,β = 0 Therefore, µx,α = λx,β and
λx = µx.
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Case 2. p|x. Letting x = py, we have
λx =
(p−1)/2∑
i=0
ωpy(1+i2
r) +
(p−1)/2∑
j=1
ωpy(1+j2
r+n
2
)
=
(p−1)/2∑
i=0
ωpy+(iy)n +
(p−1)/2∑
j=1
ωpy+(jy)n+py
n
2
=
(p−1)/2∑
i=0
ωpy−(iy)n +
(p−1)/2∑
j=1
ωpy−(jy)n+py
n
2
=
(p−1)/2∑
i=0
ωpy(1−i2
r) +
(p−1)/2∑
j=1
ωpy(1−j2
r+n
2
)
= µx.
Case 3. (x, n) = 2m for some m > 0. Letting x = y2m, where (y, n) =
1, we have
λx,α − µx+n
2
,β =
(p−1)/2∑
i=0
ωy2
m(1+i2r) + ωn/2
(p−1)/2∑
j=1
ω(y2
m+n
2
)(1−j2r+n
2
)
=
(p−1)/2∑
i=0
ωy2
m+i y2r+m +
(p−1)/2∑
j=1
ωy2
m−j y2r+m
=
(p−1)/2∑
i=0
ωy2
m+i y2r+m +
(p−3)/2∑
j=0
ωy2
m−( p−1
2
−j)y2r+m
= ωy2
m
(p−1)/2∑
i=0
ω(2i) y2
r+m−1
+
(p−3)/2∑
j=0
ω(2j+1)y2
r+m−1

= ωy2
m
p−1∑
i=0
ωi y2
r+m−1
= ωy2
m
p−1∑
i=0
ωi2
r
(by Lemma 3.2)
= 0.
Therefore, λx,α = µx+n
2
,β. Similarly, µx+n
2
,α = λx,β. Thus, λx = µx+n
2
.
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3.3. No Repeated Eigenvalues
The next goal is to prove that these graphs have no repeated eigenvalues
in their spectra. This is needed in section 3.4 to show that the graphs are not
isomorphic. In this section we will again be relying heavily on on the group
ring, ZG, and homomorphism, ϕ, from section 2.1. Since we have proved in
the previous section that the graphs have the same spectrum, we only need
to prove that one of the graphs has no repeated eigenvalues.
Theorem 3.4. Let n = 2rp where r is an integer such that r ≥ 2 and p is
any odd prime, and let
A = {1 + i2r | 0 ≤ i ≤ (p− 1)/2} ∪ {1 + j2r + p2r−1 | 1 ≤ j ≤ (p− 1)/2}.
If X = Cay(Zn, A), then X has no repeated eigenvalues.
Proof. Order the eigenvalues of X so that the xth eigenvalue of the spectrum
of X is
λx =
(p−1)/2∑
i=0
ωx(1+i2
r) +
(p−1)/2∑
j=1
ωx(1+j2
r+n/2). (2)
Suppose that there is some y such that λx = λy (in order to show that
x ≡ y mod n). Therefore, λx − λy = λx + ωn/2λy = 0. Let α ∈ NG be
defined by
α =
(p−1)/2∑
i=0
(
zx(1+i2
r) + zy(1+i2
r)+n/2
)
+
(p−1)/2∑
j=1
(
zx(1+j2
r+n/2) + zy(1+j2
r+n/2)+n/2
)
.
(3)
For the rest of this proof, let α =
∑n−1
k=0 Ckz
k be the normal form of α.
Since ϕ(α) = λx + ω
n/2λy, we know that α ∈ NG ∩ ker(ϕ). By Lemma
2.3, α must also be an element of NGσ(H2) + NGσ(Hp) where H2 and Hp
are the unique subgroups of G of size 2 and p, respectively. Thus, we can
write
α =
∑
g∈G
ag g σ(H2) +
∑
g∈G
bg g σ(Hp), (4)
where ag, bg ∈ N. Therefore,
ε(α) =
∑
g∈G
(2ag + pbg).
16
However, we defined α by an explicit formula (see equation 3) and can calcu-
late the exact value of ε(α). Namely ε(α) = p+1
2
· 2 + p−1
2
· 2 = 2p. Therefore,∑
g∈G
(2ag + pbg) = 2p. (5)
So, either ag = 0 for all g ∈ G or bg = 0 for all g ∈ G. This implies that
either α ∈ NGσ(H2) or α ∈ NGσ(Hp).
We will consider cases based on whether p and 2 divide x. In each case we
will see that α must be an element of NGσ(H2) and then that x ≡ y mod n.
Case 1. x is odd. In this case, zx(1+i2
r)+n/2 = zx(1+i2
r+n/2) for all i.
Therefore,
(p−1)/2∑
i=1
zx(1+i2
r) + zx(1+i2
r+n/2) =
(p−1)/2∑
i=1
zx(1+i2
r)σ(H2)
Using the notation of Equation 4, we can see that azx(1+i2r) is at least one.
Thus, bg must be zero for all g and we can conclude that α ∈ NGσ(H2). Let
β be defined by
β = α−
(p−1)/2∑
i=1
zx(1+i2
r) + zx(1+i2
r+n/2)
= zx +
(p−1)/2∑
i=0
zy(1+i2
r)+n/2 +
(p−1)/2∑
j=1
zy(1+j2
r+n/2)+n/2. (6)
Since β is the difference of two elements of NGσ(H2), we know that β must
be an element of ZGσ(H2). Let β =
∑n−1
k=0 Bkz
k be the normal form of
β. We can see that Bx ≥ 1. By Lemma 2.2, we know that Bx+n/2 ≥ 1
as well. Therefore, zx+n/2 = zy(1+i2
r)+n/2 for some 0 ≤ i ≤ (p − 1)/2 or
zx+n/2 = zy(1+j2
r+n/2)+n/2 for some 1 ≤ j ≤ (p− 1)/2. Which is to say,
x ≡ y(1 + i2r) or y(1 + j2r + n/2) mod n.
Therefore, y must be odd as well, and we can conclude that zy(1+i2
r) =
zy(1+i2
r+n/2)+n/2 for all i. Then,
(p−1)/2∑
i=1
zy(1+i2
r+n/2)+n/2 + zy(1+i2
r)+n/2 =
(p−1)/2∑
i=1
zy(1+i2
r)σ(H2) ∈ NGσ(H2).
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Thus,
β −
(p−1)/2∑
i=1
zy(1+i2
r+n/2)+n/2 + zy(1+i2
r)+n/2 = zx + zy+n/2 ∈ ZGσ(H2).
By Lemma 2.2, we can conclude that zx+n/2 = zy+n/2, and therefore, x ≡ y
mod n.
Case 2. 2|x and p|x. In this case we have
α =
(p−1)/2∑
i=0
zx + zy(1+i2
r)+n/2 +
(p−1)/2∑
j=1
zx + zy(1+j2
r+n/2)+n/2
= p zx +
(p−1)/2∑
i=0
zy(1+i2
r)+n/2 +
(p−1)/2∑
j=1
zy(1+j2
r+n/2)+n/2. (7)
We can see that Cx ≥ p. Since i 6≡ j mod p implies that x + i2r 6≡ x + j2r
mod n, we know that Cx+i2r refers to a distinct coefficient for all 0 ≤ i < p.
Therefore, we can conclude that
ε(α) ≥
p−1∑
i=0
Cx+i2r.
If α ∈ NGσ(Hp), then we could conclude that
ε(α) ≥
p−1∑
i=0
Cx+i2r
=
p−1∑
i=0
Cx (by Lemma 2.2)
≥
p−1∑
i=0
p
= p2
> 2p.
This is a contradiction because we already know that ε(α) = 2p. Therefore,
α /∈ NGσ(Hp), and we can assume that α ∈ NGσ(H2).
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Since Cx ≥ p, Lemma 2.2 tells us that Cx+n/2 ≥ p. From Equation 7,
we can see that for this to be true, zx+n/2 = zy(1+i2
r)+n/2 for all 0 ≤ i ≤
(p − 1)/2 and zx+n/2 = zy(1+j2r+n/2)+n/2 for all 1 ≤ j ≤ (p − 1)/2. Thus,
y(1 + j2r + n/2) + n/2 ≡ y(1 + i2r) + n/2 mod n, and yp2r−1 ≡ y2r(i− j)
mod n for all 0 ≤ i ≤ (p − 1)/2 and 1 ≤ j ≤ (p − 1)/2. Therefore, p and 2
must divide y and we can then rewrite α as
α = p zx +
(p−1)/2∑
i=0
zy(1+i2
r)+n/2 +
(p−1)/2∑
j=1
+zy(1+j2
r+n/2)+n/2
= p(zx + zy+n/2).
Since α ∈ NGσ(H2), zx+n/2 = zy+n/2. Hence, x ≡ y mod n.
Case 3. 2|x and p - x. In Case 1 we saw that if x is odd, then y must
also be odd. Since x and y were chosen arbitrarily, we can assume that y
must be even in this case. In Case 2, we saw that if x is even and p divides
x, then p must divide y. Again, since x and y were chosen arbitrarily, we can
assume that p does not divide y in this case. Therefore, we have
α = zx + zy+n/2 +
(p−1)/2∑
i=1
2zx(1+i2
r) + 2zy(1+i2
r)+n/2. (8)
Suppose that α ∈ NGσ(Hp) (in order to arrive at a contradiction). Since
Cx(1+2r) ≥ 2, Lemma 2.2 tells us that Cx(1+2r)+i2r ≥ 2 for all i ∈ Zp. Since
(x, p) = 1 we know that for all 0 ≤ j < p there exists 0 ≤ i < p such that
i ≡ jx− x mod n. Therefore, x(1 + 2r) + i2r ≡ x(1 + j2r) mod n for some
i ∈ Zp. Therefore, we can say that Cx(1+j2r) ≥ 2 for all 0 ≤ j < p. If
x(1 + i2r) ≡ x(1 + j2r) mod n
for i 6= j mod p, then
then 0 ≡ x2r(j − i) mod n.
This is a contradiction because p does not divide x. Therefore, the coefficients
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Cx(1+i2r) are referring to unique terms for each 0 ≤ i < p. Then, we know
ε(α) ≥
p−1∑
i=0
Cx(1+i2r)
=
p−1∑
i=0
Cx (by Lemma 2.2)
≥
p−1∑
i=0
2
= 2p.
Since we know that ε(α) = 2p, we know that all inequalities must be equali-
ties. This implies that
p−1∑
i=0
Cx(1+i2r) = ε(α)
= ε
(
p−1∑
i=0
2zx(1+i2
r)
)
+ ε
(
α−
p−1∑
i=0
2zx(1+i2
r)
)
=
p−1∑
i=0
Cx(1+i2r) + ε
(
α−
p−1∑
i=0
2zx(1+i2
r)
)
Therefore, ε
(
α−∑p−1i=0 2zx(1+i2r)) = 0 and
α =
p−1∑
i=0
2zx(1+i2
r). (9)
Since (p, 2r) = 1 there exist k and ` such that kp = 1 + `2r. We will
choose k and ` such that 0 < ` < p. We will now examine sub-cases based
on the size of `.
Sub-case 3.1. ` ≤ (p−1)/2. By Equation 8, we know that Cy(1+`2r)+n/2 ≥
2. So, by Equation 9, we know that zy(1+`2
r)+n/2 = zx(1+i2
r) for some
0 ≤ i < p. If zy(1+`2r)+n/2 = zx(1+`2r), then Equation 8 shows us that
Cx(1+`2r) ≥ 3. This is a contradiction to Equation 9 since we have already
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established that x(1 + i2r) 6≡ x(1 + j2r) mod n whenever i 6≡ j mod p .
Therefore zy(1+`2
r)+n/2 = zx(1+i2
r) for some i 6= ` mod p. This is to say that
y(1 + `2r) + n/2 ≡ p(yk + 2r−1) ≡ x(1 + i2r) mod n.
We know that p cannot divide x, and if p divides 1+ i2r, then i must be con-
gruent to `. Therefore, we have arrived a contradiction and we can conclude
that when 0 < ` ≤ (p− 1)/2, α /∈ NGσ(Hp).
Sub-case 3.2. (p − 1)/2 < ` < p. By Equation 9, we know that
Cx(1+`2r) = 2. Therefore, by Equation 8, we know that z
x(1+`2r) is equal to
zx(1+i2
r) or zy(1+i2
r)+n/2 for some 0 ≤ i ≤ (p − 1)/2. In either case, this
would imply that p divides (1 + i2r). This a contradiction since i cannot be
congruent to ` mod p. Therefore, in both sub-cases, α /∈ NGσ(Hp).
We can now assume that α ∈ NGσ(H2). Since x(1 + i2r) + an2 6≡ x(1 +
j2r) + bn
2
mod n whenever i 6≡ j mod p for any a, b ∈ {0, 1} we can assume
that the coefficients Cx(1+i2r) and Cx(1+i2r)+n/2 are referring to unique terms
for all 0 ≤ i ≤ (p− 1)/2. Thus, for some β ∈ NGσ(H2), we can write
α =
(p−1)/2∑
i=0
(
Cx(1+i2r)z
x(1+i2r) + Cx(1+i2r)+n/2z
x(1+i2r)+n/2
)
+ β (10)
=
(p−1)/2∑
i=0
Cx(1+i2r)
(
zx(1+i2
r) + zx(1+i2
r)+n/2
)
+ β (by Lemma 2.2).
Therefore,
2p = ε(α) =
(p−1)/2∑
i=0
(
2Cx(1+i2r)
)
+ ε(β)
≥ 2 + 2 · 2(p− 1)
2
+ ε(β) (from Equation 8)
= 2p+ ε(β).
Which implies that ε(β) = 0 and all inequalities must be equalities. We can
conclude that
α =
(p−1)/2∑
i=0
Cx(1+i2r)
(
zx(1+i2
r) + zx(1+i2
r)+n/2
)
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and
(p−1)/2∑
i=0
Cx(1+i2r) = 1 + 2
(p− 1)
2
.
Looking again at Equation 8, we can conclude that for these equalities to be
true, Cx = 1 and Cx(1+i2r) = 2 for all 1 ≤ i ≤ (p− 1)/2. Thus, Ck = 1 iff
zk = zx or zk = zx+n/2.
We can now repeat the same process focusing on the y-terms instead of
the x-terms. Since Cy(1+i2r) and Cy(1+i2r)+n/2 are referring to distinct terms
for all 0 ≤ i ≤ (p− 1)/2, we can write
α =
(p−1)/2∑
i=0
(
Cy(1+i2r)z
y(1+i2r) + Cy(1+i2r)+n/2z
y(1+i2r)+n/2
)
+ γ
=
(p−1)/2∑
i=0
Cy(1+i2r)+n/2
(
zy(1+i2
r) + zy(1+i2
r)+n/2
)
+ γ
for some γ. Using the same logic from Equation 10 onward, we will conclude
that Ck = 1 iff z
k = zy+n/2 or zk = zy. Therefore, zx is equal to zy or zy+n/2.
If zx = zy+n/2, then Cx ≥ 2. This is a contradiction. It must be the case
that, zx = zy. Therefore, x ≡ y mod n in all three cases.
3.4. Non-Isomorphic
In 1967, A´da´m made the conjecture that Cay(Zn, S1) and Cay(Zn, S2) are
isomorphic iff S1 = qS2 where (q, n) = 1 and qS2 = {qs | s ∈ S2} [1]. In 1969,
Elspas and Turner showed that A´da´m’s conjecture was true if Cay(Zn, S1)
and Cay(Zn, S2) have no repeated eigenvalues [7]. Since we have just seen
that the graphs defined in this chapter have no repeated eigenvalues, A´da´m’s
conjecture holds. Thus, all we need to show is that our graphs’ connection
sets are not equivalent by multiplication by a number relatively prime to n.
Lemma 3.5. Let n = 2rp, where p is an odd prime and 2 ≤ r. Let A and B
be sets that depend on r and p as follows:
A = {1 + i2r | 0 ≤ i ≤ p− 1
2
} ∪ {1 + j2r + n
2
| 1 ≤ j ≤ p− 1
2
}
B = {1− i2r | 0 ≤ i ≤ p− 1
2
} ∪ {1− j2r + n
2
| 1 ≤ j ≤ p− 1
2
}
One of these sets will be comprised of numbers that are all relatively prime
to n and the other set will contain exactly two values that are divisible by p.
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Proof. For this proof, it is helpful to rewrite B as the equivalent set mod n:
B = {1 + i2r | p+ 1
2
≤ i ≤ p} ∪ {1 + j2r + n
2
| p+ 1
2
≤ j ≤ p− 1}.
Since (p, 2r) = 1 there exist k and ` such that kp = 1 + `2r. We will choose k
and ` such that 0 < ` < p. The number 1 + `2r will be an element of either
A or B depending on whether or not ` is greater than (p−1)/2. We can also
conclude that 1 + `2r + n/2, which will be in the same set as 1 + `2r, is also
divisible by p. Thus, we can see that one of the sets will have at least two
elements that are divisible by p. Furthermore,
1 + i2r ≡ 1 + i2r + n
2
6≡ 0 mod p
whenever i 6≡ ` mod p. Therefore, there can be no other elements of either
set that are divisible by p. Since all of the elements in both A and B are odd,
we can conclude that all of the elements in both A and B besides 1+ `2r and
1 + `2r + n/2 are relatively prime to n.
By this lemma, we can see that A and B cannot be equivalent via mul-
tiplication by a number relatively prime to n, and therefore, the results of
Elspas and Turner mentioned above tell us that the circulant graphs of or-
der n with connection sets A and B must not be isomorphic. We have now
proved that the construction described in the beginning of this section creates
isospectral, non-isomorphic graphs.
3.5. Extending the Construction
We can use the connection sets described earlier to create even more
isospectral, circulant graphs of order n where n = 2rp for some prime p.
Letting A and B be as define in Section 3.1, we can create the new connection
sets as follows:
A˜ = A ∪ qA
B˜ = B ∪ qB
where q is relatively prime to n and qA = {q a | a ∈ A}. Now, we can
use these connection sets to create two new graphs (or multigraphs), X˜ =
Cay(Zn, A˜) and Y˜ = Cay(Zn, B˜).
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Lemma 3.6. The graphs described above,
X˜ = Cay(Zn, A ∪ qA)
Y˜ = Cay(Zn, B ∪ qB),
have the same spectrum.
Proof. Order the eigenvalues of X˜ as follows: let the xth eigenvalue of X˜ be
λ˜x =
∑
a˜∈A˜
ωx a˜
where ω is a primitive nth root of unity. LettingX = Cay(Zn, A), as described
in Section 3.1, and letting λx be the x
th eigenvalue of X by the ordering
described in Section 3.2, we can see that
λ˜x =
∑
a˜∈A˜
ωx a˜
=
∑
a∈A
ωx a + ωx qa
= λx + λqx.
Similarly, we can order the spectrum of Y˜ such that the xth eigenvalue is
µ˜x = µx + µqx
where µx is the x
th eigenvalue of the spectrum of Y under the ordering
described in Section 3.2. Thus, we have written the eigenvalues of X˜ and
Y˜ in terms of the eigenvalues mentioned in Lemma 3.3, and we can use the
results of that lemma.
If we let q = −1 then we have two undirected graphs. When r > 2, the
undirected graphs do not have any double edges (they are not multigraphs).
Thus, we can create a pair of undirected, isospectral circulant graphs. These
graphs can have repeated eigenvalues, and therefore we cannot use the same
process used in section 3.4 to prove that they are not isomorphic. However,
we can prove that some of them are not isomorphic. Musychuk proved that
A´da´m’s conjecture (as described in the previous section) holds for graphs on
n vertices when either n, n/2 or n/4 is an odd, square-free number [15], [16].
It will still be the case that one of the connections sets (either A˜ or B˜) will
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contain values divisible by p, and the other connection set will be comprised
entirely of values that are relatively prime to n. Therefore, when n = 22p for
any odd prime p, the graphs (which are actually multigraphs in this case)
cannot be isomorphic. As far as the rest of the graphs are concerned (namely,
when n = 2rp for r > 2), it would be just as interesting to prove that these
graphs are isomorphic as it would be to prove that they are not. Thus, we
are left with the following open problem:
Problem 3.7. Are the graphs X˜ and Y˜ described in this section isomorphic
for any values of r?
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