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This dissertation presents a study of image rectification and stitching problems for-
mulated as camera pose estimation problems. There have been many approaches to
the rectification and/or stitching of images for their importance in image processing
and computer vision areas. This dissertation adds a new approach to these problems,
which finds appropriate optimization problems whose solutions give camera pose pa-
rameters for the given problems. Specifically, the contribution of this dissertation is
to develop (i) a new optimization problem that can handle image rectification and
stitching in a unified framework through the pose estimation formulation, and (ii) a
new approach to planar object rectification problem which is also formulated as an
optimal homography estimation problem.
First, a unified framework for the image rectification and stitching problem is
studied, which can handle both assumptions or conditions that (i) the optical center
of camera is fixed or (ii) the camera captures a plane target. For this, the camera pose
is modeled with six parameters (three for the rotation and three for the translation)
and a cost function is developed that reflects the registration errors on a reference
plane (image stitching results). The designed cost function is effectively minimized
via the Levenberg-Marquardt algorithm. From the estimated camera poses, the
relative camera motion is computed: when the optical center is moved (i.e., the
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camera motion is large), metric rectification is possible and thus provides rectified
composites as well as camera poses are obtained.
Second, this dissertation presents a rectification method for planar objects using
line segments which can be augmented to the previous problem for further rectifi-
cation or performed independently to single images when there are planar objects
in the image such as building facades or name cards. Based on the 2D Manhat-
tan world assumption (i.e., the majority of line segments are aligned with principal
axes), a cost function is formulated as an optimal homography estimation problem
that makes the line segments horizontally or vertically straight. Since there are out-
liers in the line segment detection, an iterative optimization scheme for the robust
estimation is also developed.
The application of the proposed methods is the stitching of many images of the
same scene into a high resolution image along with its rectification. Also it can be
applied to the rectification of building facades, documents, name cards, etc, which
helps the optical character recognition (OCR) rates of texts in the scene and also
to improve the recognition of buildings and visual qualities of scenery images. In
addition, this dissertation finally presents an application of the proposed method
for finding boundaries of document in videos for mobile device based application.
This is a challenging problem due to perspective distortion, focus and motion blur,
partial occlusion, and so on. For this, a cost function is formulated which comprises
a data term (color distributions of the document and background), boundary term
(alignment and contrast errors after the contour of the documents is rectified), and
temporal term (temporal coherence in consecutive frames).
Key words: image stitching, image rectification, camera pose estimation, docu-
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Image rectification and/or stitching of images are important problems in image
processing and computer vision areas. Image stitching is a process that generates a
high resolution and/or large field-of-view (FoV) image from the overlapping views of
a scene. The image stitching algorithms are usually based on a (planar) homography
model, which is a geometric relationship between two images when (i) the optical
center of a camera is fixed (fixed-optical-center case) or (ii) the images contain the
same plane (plane-target case) [5]. Based on these conditions, a huge number of
algorithms have been developed to overcome the physical limitations of consumer
cameras (such as small FoV and low resolution). Especially, the first condition
is usually satisfied when users take pictures of distant targets, and this condition
simplifies camera models. Therefore, many researchers focused on this case and a lot
of practical systems were developed [6]. However, compared with the large amount of
researches on the first case, the work on the second case (capturing the overlapping
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multiple views of the same plane) is rather limited and document oriented [7, 8].
Many methods addressing the second case were based on the sequential registration
using pairwise homographies, which is a greedy algorithm that suffers from error
propagations.
The image rectification problem can be interpreated as fronto-parallel view re-
construction and there have been many researches in this problem. One of applica-
tion areas of image rectification is the optical character recognition (OCR), because
conventional OCR engines were developed for the flat-bed scanned images and thus
does not work well for camera-captured (experiencing perspective distortions) im-
ages. Therefore, many algorithms have been proposed to rectify input images based
on the properties of documents [7, 9, 10]. Rectification is also importance in aug-
mented reality (AR) and tracking applications. Since there is ambiguity in the
rectification of general targets, they exploited inertia sensors [11] or simply assumed
that the user provides a fronto-parallel views at the first frame [12]. Image rectifi-
cation from a single image is also an important problem in many areas. There have
been a lot of researches for the development of rectification algorithms that assume
the existence of straight parallel lines from which vanishing points can be computed,
or orthogonal structure known to exist in the scene.
1.2 Contributions
While the conventional methods have been developed assuming either of the above
mentioned conditions (fixed-optical-center or plane-target), this dissertation is based
on the observation that both conditions are actually very similar ones and hence it is
desirable to develop a unified framework that can handle both cases simultaneously.
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In this dissertation, a unified framework for the image rectification and stitching
is presented, which is formulated as camera pose estimation problems. Specifically,
the proposed framework can align images geometrically only with the estimated
poses, which can be further improved by analyzing the camera poses. For example,
when images are from planar surfaces, i.e., the camera motion is large, the proposed
method can reconstruct the surface up to similarity, so that a full and fronto-parallel
view image can be obtained. Otherwise, it may suffer from skews. In the case of
fixed optical centers, metric reconstruction is impossible and thus a better viewpoint
is selected by minimizing the overall distortions [13].
Second, in this dissertation, a new rectification method for the planar targets
based on line segments is proposed. Using the basic assumption on single image
calibration that the majority of line segments are aligned with principal directions,
the proposed method develops a cost function whose objective is to find an optimal
homography that makes the line segments horizontally or vertically straight. Unlike
the previous works, the proposed method does not need vanishing points/lines es-
timation and segmentation of planar objects. Moreover, the proposed method has
low computation time than the previous line-based method [3] that compares all line
segments for computing orthogonal line-pairs.
In summary, the contributions of this dissertation are as follows:
• A new framework that generates image stitching results for two different con-
ditions is proposed.
• It performs metric rectification when the camera motion is large.
• A new method for the rectification of an image with planar object is proposed
in a related framework.
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• Some interesting applications are presented, using the proposed rectification
method.
1.3 Homography between the i-th image and πE
The notations used in this dissertation are as follows. The internal matrix of the







where a pin-hole camera model is adopted and fi is the focal length. Also, its pose
(external parameters) is denoted as Ri ti
01×3 1
 ∈ SE(3) (1.2)
where Ri ∈ SO(3) is the rotation matrix and ti = [tix, tiy, tiz]⊤ ∈ ℜ3 is a translation







for a vector θi = [θix, θiy, θiz]
⊤. Finally, the reference plane is given by πE =(
n⊤, d
)⊤
. Without the loss of generality, we set n = [0, 0, 1]⊤ and d = 0, i.e., the
reference plane is z-plane in the world coordinate system.
The camera matrix of the i-th image [5] is given by
Pi = KiRi [I3×3| − ti] , (1.4)
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and the relationship between a point [X,Y, 0]⊤ on the surface and its corresponding
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}
(1.9)
where ei (i = 1, 2, 3) are the unit vectors representing each direction. By applying
the Matrix Inversion Lemma to (1.9):
H−1i =
{








1.4 Structure of the dissertation
The rest of the dissertation is organized as follows. Chapter 2 presents the develop-
ment of image rectification and stitching in a unified framework through the pose
estimation formulation. And in Chapter 3, image rectification from a single image
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of planar targets is presented which is also formulated as an optimal homography
estimation problem and its mobile-based application for document detection and
segmentation in Chapter 4. The dissertation is concluded in Chapter 5.
6
Chapter 2
A unified framework for
automatic image stitching and
rectification
2.1 Related works
Image stitching algorithms are based on a (planar) homography model, which is a
geometric relationship between two images when (i) the optical center of a camera
is fixed or (ii) the images contain the same plane [5]. Based on these conditions, a
huge number of algorithms have been proposed to overcome the physical limitations
of consumer cameras, such as small FoV and low resolutions.
Between the above two conditions allowing image stitching, many papers fo-
cused on the first one (fixed-optical-center case) [6]; it is probably because this
condition is (easily) satisfied when users take pictures of distant targets and this
also simplifies camera models. Among them, the authors in [1] proposed a fully
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automatic system that discovers matching relationship between the images and rec-
ognizes panoramas automatically. In [1], each camera (corresponding to each image)
is parameterized with four variables (three for the rotation matrix and one for the
focal length) which are estimated by minimizing pairwise registration errors. This
method was shown to be very robust to photometric variations and non-ideal effects
(e.g., radial distortions, moving objects, slight violations of the assumption, and so
on). Recently, real-time methods that progressively build panoramic maps from a
video sequence were also developed [14,15]. On the other hand, the research on the
second condition (plane-target case) is rather limited; most of them were developed
for some specific applications such as document processing [7, 8]. For example, a
feature-based stitching algorithm in [7] rectifies the input images using the features
of documents (text-lines) before geometric registrations, and therefore, it works only
for text-abundant cases. Another problem with the conventional methods for the
plane-target case [8] is that they are based on pairwise registration: registration er-
rors between the images are accumulated by adding new images and the algorithm
is likely to be stuck to local minima as shown in Fig. 2.1-(c). To address this prob-
lem, image mosaic methods [16–19] that deal with a combination of rotational and
translational motions of cameras were developed. However, they cannot estimate
the camera poses for metric rectification.
2.2 Proposed cost function and its optimization
Conventional image stitching methods have been developed assuming either of two
conditions, and users have to know which condition is more appropriate. On the




Figure 2.1: Comparison between the sequential registrations and the proposed
method. (a) Eight input images capturing the same plane, (b) Image stitching
result using the pairwise homographies. Note that the composite suffers from error
accumulations, (c) Image stitching result using the proposed method. The proposed
method tries to minimize the global registration errors, and it alleviates the error
accumulation problem.
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Figure 2.2: Flowchart of the proposed algorithm.
work. Also, the proposed algorithm provides a general image stitching framework
for the plane-target case (in a similar way as the conventional fixed-optical-center
method [6]). The flowchart of the proposed method is shown in Fig. 2.2. Given
the input images, the camera poses relative to a reference plane are computed by
minimizing the proposed cost function which is based on the registration errors on
the reference plane. After estimating the camera poses, the amount of camera mo-
tion compared with the scale of scene is computed. When this relative motion is
large, the composition of the image on the reference plane is performed with the
rectification of each image as illustrated in the first row of Fig. 2.3. Otherwise,
(i.e., when the camera motion is small), since the metric rectification is impossible,






























































Figure 2.3: Results of the proposed algorithm. (a), (b) Input images, (c), (d)
Estimated camera poses, (e), (f) Final results.
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Figure 2.4: Illustration of notations in the proposed method.
2.2.1 Proposed cost function
For the registration of a set of images, this dissertation presents a new cost function
reflecting the registration errors on a reference plane. To be precise, given a corre-
spondence pki ↔ pmj between the i-th image and j-th image (pki denotes the k-th
feature in the i-image), the registration error rk,mi,j is given by
rk,mi,j = p
k
iX − pmjX (2.1)
where pkiX and p
m




j respectively, to the











where the tilde is used for the homogeneous representation of points.











where N is the number of images, I(i) is the set of images matched to the i-th
image, and F (i, j) is the set of correspondences between the i-th and j-th images.
The correspondences are found by using the method in [1]: SIFT [20] features are
extracted, correspondences are found by the nearest neighbor search, and inliers are
selected using the random sample consensus (RANSAC) algorithm [21].
2.2.2 Optimization
The minimization of (2.4) is a non-linear least squares problem and the proposed
method adopts the Levenberg-Marquardt algorithm [22]. For the implementation,










If the proposed method assumes that t is a parameter related to the i-th image (i.e.,































i can be obtained by (1.10), the proposed method can
get
∂p̃kiX







































































R⊤i K−1i p̃ki . (2.13)
In the optimization, without the loss of generality, the proposed method assumes
that the first camera is on the z-axis, i.e., t1x = t1y = 0.
2.2.3 Relation to the model in [1]





















when the optical center is fixed (i.e., ti = tj), which is the same model used in [1].
2.3 Post-processing
By minimizing the cost function in (2.4), the proposed method can estimate camera
poses. With the camera pose, the proposed method first determines whether the
camera motion is large or not. When the camera motion is large, the proposed
method rectifies the images with the available structure information that can be
obtained from the large camera motion. Conversely, when the camera motion is
very small or the optical centers are fixed, the metric rectification is impossible and
it would be better to provide stitching result without the metric rectification. In this
section, this dissertation presents the criterion on this decision and our viewpoint
selection method.
2.3.1 Classification of the conditions




∥ti − tj∥2 . (2.16)









which is the average distance between the cameras and the reference plane. Based





When Γ < τ (i.e., camera motion is small compared with the scale of the scene),
metric rectification is not reliable and we adopt a view-point selection method [13].
Otherwise (i.e., Γ > τ), we consider image on reference plane as metric rectification
results.
2.3.2 Skew removal
For the skew removal, the proposed method computes a up-vector u based on the
assumption that people do not severely twist the camera pose relative to the horizon
when taking pictures [1, 2, 23]. This process is illustrated in Fig. 2.5 and it is
formulated as a minimization problem:



















where ri is the first row of the i-th rotation matrix (i.e., e
⊤
1 Ri). Therefore, u is the
smallest eigenvector of the scatter matrix spanned by the x-directions of cameras as














Figure 2.5: Up-vector computation for skew removal in the composites. (a), (b)
Two input images, (c) Visualization of estimated parameters, (d) Illustration of a
up-vector u.
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Figure 2.6: (a), (b) Synthesized image pair, (c) Average value of (2.22) for the 275
pairs of synthesized images according to the margin of error.
2.4 Experimental results
Metric rectification with unknown focal lengths {fi} can only be achieved with rich
camera motions and low noise [24]. Therefore, rather than estimating these values,
the focal length information in the exchangeable image file format (EXIF) is used,
which is usually available on commercial cameras. In the experiments, the blending
method [1, 25] is applied to reduce the photometric errors. The proposed method
was implemented on a personal computer with an AMD Phenom(TM) II X6 1055T
Processor running at 2.8 GHz and 4 GB RAM. The computation time depends on
several factors such as the resolution of input images, the number of input images,
and the amount of correspondences between images. However, it usually takes 1∼2
seconds in handling four 640× 480 images.
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2.4.1 Quantitative evaluation on metric reconstruction performance
In this section, the metric rectification performance of our algorithm is evaluated.
For this, synthetic pairs are built as shown in Fig. 2.6-(a) and (b): each image is
synthesized with randomly chosen viewpoint and focal length. Given a pair, the
homography in (1.10) with the proposed algorithm is estimated and it is compared
with the ground truth. The distance measure between the ground truth homography








∣∣∣g (H−1G x̃)− g (ΛĤ−1E x̃)∣∣∣2 (2.22)
where R is a domain on which a given image is defined, g (·) converts a homogeneous
vector to an inhomogeneous one (i.e., g (x̃) = x), and Λ is a similarity transform.
Intuitively, the distance becomes small when the relationship between the estimated
homography and the ground truth is given by a similarity transform. In order to
find the optimal similarity transform, a robust method was adopted that finds the
similarity transformation between two point patterns [26].
For the quantitative evaluation, 275 pairs are synthesized and the proposed
method is evaluated. In order to evaluate the robustness to the errors in focal length,
additional experiments are conducted by introducing the errors in focal length. To





of error em ∈ {±5,±3,±1, 0}, and try metric rectification with f . The results are
summarized in Fig. 2.6-(c), which shows that our algorithm yields almost perfect
metric reconstruction performance with the true focal length values, and its per-
formance decreases as |em| increases. However, registration errors are less than 1.5
pixels for a range of errors (−5% ≤ em ≤ +5%).
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Figure 2.7: A scatter plot of the scale of scene As and the amount of camera motion
Am. (a) Scatter plot for full-size images, (b) Scatter plot for down-sampled images.
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2.4.2 Determining the capturing environment
In this subsection, our criterion in (2.18) that classifies (i) fixed-optical-center case
and (ii) plane-target case is tested. For this, a database was built that consists of 12
sets for the first case (fixed-optical-center) and 14 sets for the second (plane-target).
The scatter plot of (2.16) and (2.17) is shown in Fig. 2.7-(a), which shows that two
cases are well-separated with a proper threshold (i.e., the green dotted line represents
Γ = 0.2). However, it should be noted that the classification is not a strict binary
classification problem: the goal of the classification is to predict how reliable the
metric rectification will be. For example, if a large threshold (τ = 0.3) is chosen, our
method will provide metric rectification results only when there is a large amount
of motion. That is, we will have Fig. 2.8-(b) and 2.9-(b), rather than 2.8-(c) and
2.9-(c), for the relatively small amount of camera motions. On the other hand, if
a small threshold (τ = 0.1) is selected, some metric rectification results are likely
to be un-reliable, because our method tries to perform metric rectification without
enough structural information. Therefore, τ is set to 0.2, so that the proposed
method provides visually pleasing results, however, we believe that the choice of τ
can be changed according to the user preferences or application purposes.
Our criterion may depend on the quality of corresponding points (i.e., the num-
ber and/or distribution of corresponding points). In order to evaluate the robustness
of our criterion, we conducted the experiments on down-sampled images (fewer cor-
respondences and poor localization performances). The results are shown in Fig.
2.7-(b). As shown, there are three misclassifying pairs. However, the resolution of
these three inputs are very low (about 150×100) and we can find that the criterion




Figure 2.8: Case close to the decision boundary. (a) Input images, (b) Results for a




Figure 2.9: Case close to the decision boundary. (a) Input images, (b) Results for a




Figure 2.10: Comparison of our result with the conventional image stitching method.
(a) Five input images, (b) Result of Autostitch [2], (c) Result of the proposed
method.
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2.4.3 Experiments on real images
When the camera center is fixed as shown in the second row of Fig. 2.3, our method
addresses the same problem in [1] and thus yields similar results (See Sec. 2.2.3).
Fig. 2.10-(a) shows five input images of fixed-optical-center cases. Fig. 2.10-(b)
and (c) are image stitching results using Autostitch [1] and the proposed method
respectively. Since our method adopts a viewpoint selection method in [13], the final
composite is not the same. Note that Autostitch adopted the spherical projection
and straight lines are not preserved.
However, in the case of plane-target, the conventional image stitching system
such as [1] does not work. Therefore the proposed method is compared with a
method based on the sequential registration using pairwise homographies [5]. Fig.
2.11-(a) shows nine input images from a moving camera, and Fig. 2.11-(b) shows
estimated camera poses with respect to the reference plane. Fig. 2.11-(c) and (d) are
image stitching results using the conventional approach and the proposed method
respectively. In order to highlight the perspective distortions, the red horizontal



































Figure 2.11: Image stitching result on the images captured by a moving camera. (a)
Nine input images, (b) Estimated camera poses, (c) Image stitching result that con-




Figure 2.12: Comparison of our result with the conventional rectification method.
(a) Result of a single image based rectification method [3], (b) Result of the proposed
method.
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For the planar-target case, many methods were developed for the metric rec-
tification. Among them, a single image based rectification method [3] finds the
rectification transform by using the properties of line segments, and the rectification
performance is compared with the method. Fig. 2.12-(a) shows the result by the
conventional rectification method [3] where the input is the first image in Fig. 2.5-
(a). Although this method can perform metric rectification, it cannot exploit the
information from multiple views and thus yields less well rectified result compared
to the proposed method as shown in Fig. 2.12-(b).
2.4.4 Applications to document image stitching and more results
In addition to image stitching, our method can be applied to document image pro-
cessing [7, 8]. As shown in Fig. 2.13, the proposed method yields rectified re-
sults without any text-specific information. Another example (without blending)
can be found in Fig. 2.1-(c). Full-resolution and more results can be found at
http://ispl.snu.ac.kr/jhahn/plane_stitching.
2.5 Summary
In this section, a unified framework to the image stitching and rectification problem
was proposed. While the conventional methods have been developed independently
based on either case: (i) fixed-optical-center case or (ii) plane-target case, the pro-
posed framework is able to handle both cases in the same framework. For this,
six parameters of each camera was estimated by developing a cost function defined
on the reconstructed plane, which is minimized via the Levenberg-Marquardt algo-




Figure 2.13: Image stitching results for document images. (a), (c) Input images,
(b), (d) Image stitching results of the proposed method.
29
rectification when there are enough camera motions (or differences), otherwise, it
yielded stitching results without rectification like the conventional methods.
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Chapter 3
Rectification of planar targets
based on line segments
3.1 Related works
Since planar surfaces are common and important targets in many computer vi-
sion applications, robust and efficient rectification of surfaces has been a widely
researched topic. Some examples where the 2D rectification algorithm plays a cru-
cial role to the overall performance are object tracking, optical character recognition
(OCR), and augmented reality [9–12,27,28]. In these applications, many of the algo-
rithms exploited application-specific features, and hence one cannot be straightfor-
wardly applied to other applications. Also, some of them are based on sophisticated
segmentation or optimization schemes, which cannot be used in time-critical ap-
plications. In this section, in order to alleviate these limitations, an efficient and
effective method is presented that can be applied to various kinds of planar objects.
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3.1.1 Rectification of planar objects
The conditions for metric rectification of planar targets have been extensively studied
in the literature [5, 29]. However, automatic rectification of planar targets is still
a challenging problem. Specifically, among a variety of conditions for the metric
rectification (e.g., known rectangles, angles, parallel curves, and so on), it is not
easy to choose the right conditions for the given images and to select appropriate
algorithm: some images have dominant rectangles, others have parallel curves, and
so on. Therefore, rather than developing a general rectification algorithm, many
researchers focused on individual cases. Probably, the most widely studied case
is the rectification of rectangle target, which is a common and useful target in
many images. For example, Hua & Liu [30] developed a rectification method for
rectangle targets: they first segmented business card image patches by applying a
segmentation method [31], and the segmented region is fitted to a quadrangle. Under
the similar assumptions, four boundaries of rectangles were detected with Hough
transform in [32]. Also, there are rectification algorithms for other conditions such
as the existence of coplanar repeated patterns and parallel planar curves [33, 34].
They showed interesting theoretical results, however, these application areas are
somewhat limited because such patterns are not commonly found in the images.
Some researchers tried to circumvent this problem by using additional hardware or
user interactions: Lee et al. [11] addressed the rectification problem with the help
of inertia sensors and others simply assumed that the users provide a fronto-parallel
view at the first frame [12].
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3.1.2 Rectification based on self calibration
The rectification problem is also addressed in a different way: self calibration algo-
rithms [3,4,35–40] yield the pose of the camera and the rectification transform of the
planar targets can be computed from the calibration results. For instance, Zhang et
al. [35] developed a camera calibration method based on the properties of low-rank
textures, which can remove radial distortions as well as perspective distortions in the
images (there is also a method for images of a plane [41]). However, these methods
have some limitations in that they work only for low-rank textures, require user in-
teraction and their computation cost are high. Recently, self-calibration of a camera
in a (3D) Manhattan world received a lot of attention [3,4,36–40], which can also be
used for the 2D metric rectification. Actually, one of these methods provides some
successful results on planar targets [4]. However, these algorithms were developed
for the 3D world and it may be sub-optimal for the 2D rectification problem. In the
experimental section (Sec. 3.3), the proposed method will be compared with the
state-of-the-art 3D self-calibration methods in terms of accuracy and computation
cost for the 2D problems.
3.2 Proposed rectification model
The proposed method is based on the 2D Manhattan world assumption, where a
profusion of lines are aligned either horizontally or vertically on the plane. Based
on this assumption, a cost function is developed that evaluates the alignments of
lines, and the rectification transform is found by minimizing the cost function. Since
the proposed method is based on (a kind of) the Manhattan world assumption and
the cost function is formulated with camera parameters, it can be considered a self-
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calibration method. Main difference from the conventional 3D calibration methods
is that the proposed algorithm is focused on the alignment of lines (instead of the
estimation of vanishing points), and hence the algorithm works robustly for the
images with unclear vanishing points. As shown in Figs. 3.6-3.9, vanishing points
are not clear features for many interesting 2D targets.
The most similar approach to the proposed work may be the orthogonality based
method in [3], which finds the rectification transform by using the pairs of orthog-
onal line segments. However, the proposed cost function is based on line align-
ments rather than pairwise orthogonality, and the cost function can be minimized
efficiently. Experimental results on a range of planar objects (including building fa-
cades, documents, and signposts) show that the proposed method is not only efficient
but also yields robust rectification performance compared with other methods [3,4]
based on the 3D Manhattan world assumption.
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Figure 3.1: When the majority of line segments are aligned with principal axes, the
camera-captured images can be rectified by finding a transform that makes the line
segments horizontally or vertically aligned.
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The 2D rectification problem is solved by estimating the internal and external
parameters of a camera. For this, line segments in the image is first extracted and
the homography is found that makes the majority of these line segments aligned
with principal axes (see Fig. 3.1). For this, the translation vector t is set to
[0, 0,−max(w, h)]⊤ (3.1)
without loss of generality, where w and h are the width and height of the input
image respectively. Then, the metric rectification is equivalent to estimating f and
θ ∈ ℜ3 from the detected line segments.
3.2.1 Optimization-based framework
Similar to other methods [3, 4], line segments are extracted using the LSD (line
segment detector) method in [42]. Let us denote detected line segments as
L = {(u,v)}, (3.2)
where u and v are the homogeneous representation of two end-points of a line
segment. Then, the rectification is formulated as an optimization problem defined
on L:
(θ̂, f̂) = argmin
θ,f
E(θ, f ;L) + λF (θ, f), (3.3)
where the first term E(θ, f ;L) evaluates alignments to the principal axes when
H−1 is applied to L, the second term F (θ, f) helps us to avoid trivial solutions by
imposing the constraints on the focal length, and λ is a factor to control the balance
between the two terms.
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3.2.2 Cost function based on line segment alignments
The first term in (4.2) is defined as




where H−1 is given by (1.10) and w(·, ·) is the normalized weight (that sums to
unity) of each segment. Since longer lines are more informative for estimating the
rectification transform, the weights are defined as:
w(p,q) ∝ d2(p,q), (3.5)
where d(·, ·) is a geometric distance between two homogeneous points (p = [p1, p2, p3]⊤




(p1/p3 − q1/q3)2 + (p2/p3 − q2/q3)2. (3.6)
In order to evaluate their alignments, the alignment error is also defined as
dµ(p,q) = min(|p1/p3 − q1/q3|, |p2/p3 − q2/q3|). (3.7)
Even though (3.4) successfully measures the alignments of lines, its direct mini-
mization may result in a trivial solution (by making the focal length f very large).
Hence, a constraint is imposed that the focal length f should be similar to the image
scale [4], i.e., the second term is designed as







where a = max(w, h).
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Figure 3.2: A Line segment with large angle, i.e., sin−1 ϵ(H−1,u,v) ≫ 0, is consid-
ered an outlier.
3.2.3 Optimization
When the set of LSD results (4.1) does not contain outliers, the cost function (4.2)
can be easily minimized via the Levenberg-Marquardt algorithm, because it consists
of sum of square terms [22]. However, as shown in Fig. 3.3, LSD results usually con-
tain lots of outliers, and hence an iterative approach is developed that incrementally
filters out these outliers.
To be precise, for a current solution H−1i , a set of (potential) inliers is collected





compared to d(H−1i u,H
−1
i v) (refer to Fig. 3.2) as
Li+1 =
{














From Li+1, we can estimate H−1i+1 by minimizing (4.2) defined on Li+1, with the
Levenberg-Marquardt algorithm [22].
38




































































(a) (b) (c) (d)
Figure 3.3: Illustration of iterative approach. The first row shows current results (by
applying H−1) to the input image and the images in the 2nd row are corresponding
LSD results. Blue and red are the lines close to the horizontal and vertical axes
respectively, and green lines are outliers in the iteration. (a) Input, (b) After 1st
iteration, (c) After 2nd iteration, (d) After 3rd iteration.
39
At initial stage, L1 = L, and τi in (3.9) is selected so that only the minority of














where µi and σi are the mean and standard deviation of (3.10) respectively on
Li. The proposed method is iterated until the number of inliers becomes stable.
Although the greedy approach does not guarantee the global optimum, it works well
for a variety of inputs as will be demonstrated in the next section.
3.3 Experimental results
The proposed method is evaluated on a variety of images and compared it with two
state-of-the-art techniques (i.e., upright adjustment [4] and SfAR [3]). Performances
of the algorithms are evaluated in terms of the computation time and the amount of
remaining geometrical distortions after the rectification [43]. In all the experiments,
λ in (4.2) is set to 0.1, and k in (3.11) is set to 2.
3.3.1 Evaluation metrics
Geometric distortions are measured with four criteria: orthogonality, diagonal ratio,
and length ratios for opposite sides. Let us assume that the rectification homography
H−1 and four (manually annotated) corner points of an object in input image are
given as p, q, s, and r as illustrated in Fig. 3.1. Then, the diagonal ratio rd is











Also, two pairs of opposite sides must have the same length, and the ratio of two










The ratio for the horizontal pair rh is similarly defined. Finally, the orthogonality


















 is the conic dual of the Euclidean coordinate system [5],

















The deviation of these values from the ideal ones are used as evaluation metrics.
Note that the ideal values for rd, rh, and rv are 1, and the ideal value for the or-
thogonality is 90◦, and |rd − 1|, |rh − 1|, |rv − 1|, and |θo − 90◦| are evaluated for
the performance evaluation. When there are two or more planar targets in an input
image, their average is computed as illustrated in Fig. 3.4.
3.3.2 Quantitative evaluation
The proposed method and two conventional methods [3, 4] are evaluated on four
datasets.
• business card images (Card): 100 images
• document images including tables and/or figures (Document): 100 images
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(a) (b)
Figure 3.4: When there are two or more rectangles in an input image, the average
of errors (i.e., A, B, and C rectangles) is computed.
• building facade images (eTRIMs [44]): 60 images
• signpost images (Signpost): 30 images
For the conventional methods [3,4], the source code or programs implemented by the
authors are used. Since SfAR [3] requires the exact focal length, the focal length from
the camera’s EXIF data is used (for Card and Document) when the data is available.
Otherwise, the automatic camera calibration method [4] is used for the estimation of
focal length (for eTRIMs and Signpost). The other rectification methods discussed
in Sec. 3.1.1 are not compared with the proposed method, because they are focused
on finding individual cases (e.g., the presence of a single dominant rectangle).
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Table 3.1: Performance comparison of the proposed method with upright adjustment
[4] and SfAR [3]. The comparison is based on four values: mean and median as
measurements of center, and standard deviation (SD) and interquartile range (IQR)
as those of spread. The boldface represents the best result in each row.
Measure Original Upright [4] SfAR [3] Proposed
Orthogonality
Mean 6.0090 2.6052 2.4062 0.9322
Median 4.6523 1.1117 0.9817 0.5175
SD 4.8857 3.8343 5.4250 1.6371
IQR 6.7114 2.2954 1.6388 0.7575
Diagonal ratio
Mean 0.0390 0.0180 0.0347 0.0089
Median 0.0246 0.0065 0.0084 0.0059
SD 0.0436 0.0346 0.1381 0.0163
IQR 0.0441 0.0140 0.0126 0.0115
Vertical ratio
Mean 0.1062 0.0630 0.0902 0.0156
Median 0.0742 0.0211 0.0207 0.0088
SD 0.1028 0.1542 0.2928 0.0301
IQR 0.1426 0.0509 0.0472 0.0177
Horizontal ratio
Mean 0.0979 0.0415 0.0552 0.0117
Median 0.0729 0.0139 0.0148 0.0048
SD 0.0884 0.0626 0.1809 0.0291
IQR 0.1085 0.0413 0.0273 0.0101
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Figure 3.5: Error histograms of orthogonality. (a) Original, (b) Upright [4], (c)
SfAR [3], (d) The proposed method.
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Evaluation results are summarized in Tab. 3.1, which shows that the proposed
method yields the least errors. Since there are some failure cases, the standard
deviation and interquartile range are also evaluated that can reflect the spread of
values in a distribution. It can be seen that the proposed method shows the smallest
values for all datasets. The error histogram for the orthogonality is illustrated in
Fig. 3.5. As shown in the histogram, the proposed method shows sharp peak
around zero, and the number of failure cases is smaller than others. The histograms
of other measures also show similar patterns. In summary, the proposed method
works robustly for the 2D rectification problem, because the line alignments are the
salient features for 2D case and the proposed method exploits them.
3.3.3 Computation complexity
The proposed algorithm is implemented with C++, and the computation time is
measured on a PC with AMD Phenom(tm) II X6 1055T Processor. The result
is summarized in Table. 3.2, which shows that the proposed method is efficient.
One might think this comparison is biased, because conventional methods were
implemented with Matlab. However, since (a) LSD [42] takes about 90% of the
computation time in the proposed method and (b) the LSD was also implemented
with C-mex in the conventional methods [3, 4], it is believed that the proposed
method is more efficient than conventional approaches.
3.3.4 Qualitative comparisons and limitations
Figs. 3.6-3.9 and 3.10 show the rectification results of conventional methods [3, 4]
and the proposed method for sample images of our dataset and the ones from [3,4].
Because the proposed method depends on line segments, it sometimes fails when the
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Table 3.2: The execution time (sec). In the case of [4], only a part of source code is
available and its execution time is evaluated. The boldface shows the best result.
Method Card Document ETRIMs Signpost
Upright [4] ≥2.02 ≥2.26 ≥3.20 ≥3.81
SfAR [3] 8.91 42.29 53.37 37.23
Ours (C++) 0.13 0.17 0.18 0.21
majority of the extracted line segments are not aligned with principal axes (see Fig.
3.11). Another limitation is that the proposed method may not perform the exact
metric rectification when the focal length largely deviates from our assumption,
i.e., (3.8). However, the exact focal length estimation is impossible from a planar
rectangle target [5], and the proposed method yields reasonable results for a variety




Figure 3.6: Sample results for Card dataset. (a) Input images, (b) Results of [4],




Figure 3.7: Sample results for Document dataset. (a) Input images, (b) Results




Figure 3.8: Sample results for ETRIMs dataset. (a) Input images, (b) Results of [4],




Figure 3.9: Sample results for Signpost dataset. (a) Input images, (b) Results of [4],




Figure 3.10: Examples of planar target in [4]. First column: input images. Second
column: results of [4]. The last column: results of the proposed method.



















Figure 3.11: A failure example. (a) Input image, (b) LSD results.
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3.4 Summary
In this section, an efficient and robust method for the rectification of planar targets
based on line segments have been proposed. For the goal, the camera parameters
were parameterized with four variables and a cost function defined on line seg-
ments was developed, which can be easily minimized via the Levenberg-Marquardt
algorithm. According to the experiments, the proposed method showed better per-
formance for the planar objects compared to the state-of-the-art self-calibration
methods, as the proposed method was specialized for the 2D rectification. Hence, it
is believed that the proposed method is a competent method for the rectification of
name cards, signposts and documents where the rectification of 2D planar objects




system for mobile devices
4.1 Related works
Mobile devices have become a popular platform for document capture because they
are portable, powerful and affordable. They have also embedded high-quality cam-
eras and improved processing power, so that they are expected to play a critical role
in many business applications such as document archival, ID scanning, check digiti-
zation. However, this is a challenging problem because document images captured
by mobile devices often have perspective distortion, focus and motion blur, change
of illumination, partial occlusions of the document pages, etc. The final goal of
document capture is the OCR of text in the document and thus we need to alleviate
these problems. For this, the most important step is to find the area of document
in the image, i.e., the boundary of documents.
Hence, there have been several researches for finding the boundaries of documents
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on mobile devices. Rectangular document regions may be generally localized with
the Hough transform [45, 46], but they require high computational cost and are
susceptible to perspective distortion. To resolve this problem, the Hough transform
applied to edge map after high frequency noise is filtered out [32] or the fast Hough
transform [47] was used [48]. However, these methods need a user interaction for
indicating a region of interest (ROI).
4.2 The proposed method
In this section, a cost function is derived for automatically finding the boundaries of
documents in videos or actually from the live views of cameras before capturing a
still scene. The goal of the proposed method is to extract promising candidates (i.e.,
line segments) for four sides of document and find the true boundary by evaluating
likelihoods of possible configurations.
4.2.1 Notation
The frame sequence is numbered as 1, ..., t, and the document region in frame t
is defined Ωt that is enclosed by a sequence of line segments Γt. The boundary
component Γt is consisted of two horizontal lines (top lT and bottom lB) and two
vertical lines (left lL and right lR) that are obtained by extracting line segments [42]
and computing their orientations. Fig. 4.1 illustrates the notation used in this
section.
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Figure 4.1: Notation used in this section. Γt represents four bounding line segments:
lT , lB, lL and lR. And Ωt(Γt) is the document region enclosed by Γt.
4.2.2 Optimization-based framework
For the boundary detection of documents, candidates (line segments) for boundaries
are first extracted. For the effective extraction, noise and textures are filtered out by
applying morphological operations and the line segment detector in [42] is applied to
a channel that shows the highest contrast among three (red, green, and blue) color
channels. At any time t, the detected line segments is denoted as
Lt = {(ut,vt)}, (4.1)
where ut and vt are the homogeneous representation of two end-points of a line
segment. Then, the document region detection is formulated as an optimization
problem defined on Lt:
Ω̂t = argmin
Ωt
Ec(Ωt;Lt, Ct) + Eb(Ωt;Lt,H−1t ) + Et(Ωt; Ωt−1), (4.2)
where the data term Ec(Ωt;Lt, Ct) measures the closeness of document regions given
their color distributions Ct and the boundary term Eb(Ωt;Lt,H−1t ) prefers boundaries
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Figure 4.2: Block diagram of the proposed method.
that align to the principal axes and show high contrast. In boundary term, the
transform H−1t is exploited as illustrated Sec. 3. And the third term Et(Ωt; Ωt−1)
implies that the detected boundary component must be temporally similar. Fig. 4.2
shows a block diagram of the proposed method.
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(a) (b)
Figure 4.3: Alpha map construction in frame t. (a) The green solid contour is Γt−1
in frame t− 1, (b) The alpha map At in frame t is constructed.
Cost function based on color distributions
A binary map is constructed for each frame, which indicates whether a pixel belongs
to foreground (F) or background (B). For this, an alpha map At in the frame t is
defined, which is a binary matrix with the size of input image. Note that this matrix
can be constructed when the document region Ωt−1 at the previous frame t − 1 is
detected. The document is located locally between the consecutive frames, so at
the current frame, the region Ωt−1(Γt−1) can be considered foreground (document).
Precisely, the element of At at the pixel position p, denoted as At(p), is given 1 when
p belongs to foreground and 0 when it belongs to background. Fig. 4.3 illustrates
the alpha map in frame t given Ωt−1(Γt−1).
From the alpha map, color histograms are constructed and let us denote them
as
Ct = {hRF , hGF , hBF , hRB , hGB , hBB }, (4.3)
where hiF and h
i
B are color histograms corresponding to foreground and background
(B) regions for each color channel (i = {R,G,B}), respectively.
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Specifically, the data cost is constructed as a negative of log-likelihoods of color
histograms as
Ecolor(“foreground”) = − lnPr(p|F), (4.5a)
Ecolor(“background”) = − lnPr(p|B), (4.5b)
where
Pr(p|F) = hRF (p)× hGF (p)× hBF (p), (4.6a)
Pr(p|B) = hRB (p)× hGB (p)× hBB (p). (4.6b)
As illustrated in Fig. 4.4, if a pixel belongs to document regions, the corresponding
energy value Ecolor(“foreground”) is small.
Cost function based on boundaries configurations
The boundary term in (4.2) is defined as











where H−1t is the rectification transform. If the boundary component is right, the
transformed boundary component under H−1t has a small alignment error. In this
regard, the measurement based on line segment alignment is defined as
Ealignment(l,H
−1







where u and v are the homogeneous representation of two end-points of a line
segment l. As illustrated in Sec. 3, the alignment error is defined as




Figure 4.4: (a) Frame t, (b) Color histograms corresponding to foreground (i = R),
(c) Energy map Ecolor(“foreground”), (d) Energy map Ecolor(“background”).
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where p and q are transformed points (p = [p1, p2, p3]
⊤ and q = [q1, q2, q3]
⊤). In
addition to the alignment error, color contrast between the regions separated by line
segment l is also measured. For this, color histograms in RGB space corresponding
to regions are constructed and the histogram matching is used for measurement of
similarity between regions. Fig. 4.5-(c) and (d) show two regions separated by the
top horizontal line segment lT and color histogram corresponding to the regions,
respectively. Histogram intersection is normally used for evaluating how similar two





kmin (h1 (k) ,h2 (k))
min (|h1| , |h2|)
, (4.10)
where h1 and h2 are two color histograms with k bins.
Cost function based on temporal coherence
The temporal term in (4.2) is defined as
Et(Ωt; Ωt−1) = λ3
∑
l∈Γt,l′∈Γt−1






∣∣∣∣ d(u,v)d(u′,v′) − 1
∣∣∣∣ , (4.12a)
Elocation(p,p′) = d(p,p′). (4.12b)
In the above equations, Pt is a set of corners whose components are give by li ×
lj , (li, lj) ∈ Γt. And d(·, ·) is a geometric distance between two points (p = [p1, p2, p3]⊤








Figure 4.5: (a) Frame t (the green solid contour is the boundary component Γ), (b)
Rectified frame (the yellow solid contour is the rectified boundary component), (c)
Two regions separated by one horizontal line segment lT , (c) Two color histograms
corresponding to upper and lower regions as shown in (c).
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The defined temporal term implies that the length and location of boundary com-
ponents should be similar between consecutive frames.
4.3 Experimental results
The proposed method is evaluated on a dataset from ICDAR’2015 Competition [49]
which consists of six different document types and five document images are chosen
per class. They provided small video clips of around 10 seconds for each of the 30
documents in five different background scenarios (i.e., the database consists of 150
video clips comprising around 25,000 frames). The videos were recorded using Full
HD 1920×1080 resolution at variable frame-rate, but in our experiments, images are
resized a half (960 × 540) for computation complexity. Fig. 4.6 and Fig. 4.7 show
the examples of six different document types and five different background scenarios,
respectively. As can be seen in Fig. 4.7, it is somewhat easy to distinguish between
document and background in Background 1 and 3, but Background 2, 4 and 5 don’t.






Figure 4.6: Six different document types. (a) Datasheet, (b) Letter, (c) Magazine,





Figure 4.7: Five different background scenarios. (a) Background 1, (b) Background
2, (c) Background 3, (d) Background 4, (e) Background 5.
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4.3.1 Initialization
At the first frame (t = 1), the alpha map A1 is constructed from a trained data:
A1(p) =

1 if hR(p) + hG(p) + hB(p) > τα
0 otherwise ,
(4.14)
where hi is color histogram for the document region of the trained data (i =
{R,G,B}). The trained data is consisted of 3 video clips comprising around 600
frames. In all the experiments, the number of histogram bins is set to 32 for hi, hiF ,
hiB in (4.3) and (4.14) and 512(8 × 8 × 8) for h1, h2 in (4.10). The parameters are
set as λ1 = 0.05, λ2 = 10 for the boundary term and λ3 = 20, λ4 = 0.05 for the
temporal term and τα = 0.25 for the initial alpha map.
4.3.2 Quantitative evaluation
For each frame f , the four corner points of the document object are manually anno-
tated for creating a ground-truth dataset. Let us denote the ground-truth and the
result of proposed method as G and S. Using the document size and its coordinate,
the corrected quadrangles G′ and S′ are obtained by transforming G and S under
the perspective transform. Then, the evaluation measure at frame f is defined as









which measures the similarity between the set G′ and S′. If the result by using the
proposed method coincides with the ground-truth, the Jaccard index is 1. Evaluation
results are summarized in Tab. 4.1, which shows that the proposed method performs
document detection and segmentation robustly and accurately in Background 1, 2,
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Table 4.1: The mean of the Jaccard index (mJI) for six document types and five
background scenarios.
Background 1 2 3 4 5
(total number of frames) (6180) (6011) (5952) (4169) (2577)
Category
Datasheet 1.0000 0.9979 0.9998 0.9974 0.8200
Letter 1.0000 0.9956 0.9932 0.9903 0.4967
Magazine 0.9958 0.9999 0.9956 0.9681 0.5064
Paper 1.0000 0.9979 0.9980 0.9974 0.5385
Patent 0.9984 0.9735 0.9999 0.9895 0.6452
Tax 0.9995 0.9582 0.9999 0.9791 0.6139
Average 0.9989 0.9872 0.9977 0.9870 0.6035
3, 4. However, the proposed method fails if the Manhattan assumption is broken
like in Background 5.
4.3.3 Qualitative evaluation and limitations
Fig. 4.8-4.12 show the detection and segmentation results of the proposed method
for videos in six different type and five background scenarios, respectively. Because
the proposed method depends on line segments, it fails when the line segments
are not extracted and/or the majority of the extracted line segments are not aligned
with principal axes. Fig. 4.13 shows the example of failure cases for line detection in
Background 5. The Background 5 is a considered unsuitable scenario for document




In this section, a document capture algorithm in video for mobile devices has been
proposed. For finding the boundaries of documents, a cost function is developed
which is composed of three terms: data term, boundary term, and temporal term.
The data term exploits the color distributions of documents and backgrounds, and
the boundary term prefers boundaries aligning the principal axes and showing high
contrast. The temporal term is designed to consider the temporal coherence in
consecutive frames. According to the experiments, the proposed method yields
reasonable results in video for smartphone document capture system.
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Figure 4.8: Results of the proposed method for a datasheet video in Background 1.
The green solid contour is the detected boundaries and frame number is indicated
at top-left side (The format is ‘t of total frame number’).
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Figure 4.9: Results of the proposed method for a letter video in Background 2. The
green solid contour is the detected boundaries and frame number is indicated at
top-left side (The format is ‘t of total frame number’).
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Figure 4.10: Results of the proposed method for a magazine video in Background 3.
The green solid contour is the detected boundaries and frame number is indicated
at top-left side (The format is ‘t of total frame number’).
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Figure 4.11: Results of the proposed method for a paper video in Background 4.
The green solid contour is the detected boundaries and frame number is indicated
at top-left side (The format is ‘t of total frame number’).
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Figure 4.12: Results of the proposed method for a tax video Background 5. The
green solid contour is the detected boundaries and frame number is indicated at
top-left side (The format is ‘t of total frame number’).
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Conclusions and future works
In this dissertation, a unified framework for the image stitching and rectification
is proposed, based on the camera pose estimation. For this purpose, appropriate
optimization problems for the given problems have been constructed whose solu-
tions give camera pose parameters. Unlike the conventional methods that have been
developed assuming either of the conditions, i.e., (i) fixed-optical-center case or (ii)
planar-target case, this dissertation noted that both conditions are actually very
similar ones, and presented a unified framework that can handle both cases simul-
taneously has been proposed. Specifically, for given multiple images, the camera
poses relative to a reference plane have been computed by minimizing the proposed
cost function which is based on the registration errors on the reference plane. After
estimating the camera poses, the amount of camera motion compared with the scale
of scene has been computed. Then, if this relative motion is large, the composition
of the image on the reference plane has been performed with the rectification of
each image. Otherwise, (i.e., when the camera motion is small) since the metric
rectification is impossible, visually pleasing results have been composed by select-
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ing a viewpoint. Experimental results on synthetic and real images show that the
proposed method successfully performs stitching and metric rectification. Also, this
dissertation presents some applications with the proposed method, such as document
image stitching and text-based augmented reality.
In the case of rectification problem, a simple, efficient, and robust approach to
rectifying an image of planar targets has been proposed. This method is based on
a basic assumption on single image calibration that the majority of line segments
are aligned with the principal directions. Therefore, the proposed cost function has
been formulated as an optimal homography estimation problem that makes the line
segments horizontally or vertically straight. To be precise, the pose of the camera has
been parameterized as four variables and the cost function which is defined on the
reference plane has been developed. Unlike the conventional methods, the proposed
method need not estimate vanishing points/lines and also need not the segmentation
of planar object. Therefore, the proposed method has low computational time but
successfully performs metric rectification than previous methods.
Finally, an additional example of applications is presented, which is a document
capture algorithm for mobile devices. For this application, a new cost function has
been developed by using color distribution and rectification model. To be precise,
the data term exploits the color histogram of documents and backgrounds, and the
boundary term reflects the alignment errors and the contrast of rectified bound-
aries. For the robustness of the whole system, the temporal term is designed to
consider temporal coherence in consecutive frames. The experiments for various
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