Abstract Service overlay networks and network virtualization enable multiple overlay/virtual networks to run over a common physical network infrastructure. They are widely used to overcome deficiencies of the Internet (e.g., resiliency, security and QoS guarantees). However, most overlay/virtual networks are used for routing/tunneling purposes, and not for providing scoped transport flows (involving all mechanisms such as error and flow control, resource allocation, etc.), which can allow better network resource allocation and utilization. Most importantly, the design of overlay/virtual networks is mostly single-layered, and lacks dynamic scope management, which is important for application and network management. In response to these limitations, we propose a multi-layer approach to virtual transport network (VTN) design. This design is a key part of VTN-based network management, where network management is done via managing various VTNs over different scopes (i.e., ranges of operation). We explain the details of the multi-layer VTN design problem as well as our design algorithms, and focus on leveraging the VTN structure to partition the network into smaller scopes for better network performance. Our simulation and experimental results show that our multi-layer approach to VTN design can achieve better performance compared to the traditional single-layer design used for overlay/virtual networks.
There is existing work on how to design the virtual/overlay network topology. Some work (e.g., [19] [20] [21] ) focuses on how different overlay topologies (e.g., mesh, tree) affect overlay network performance (such as routing) given the location of overlay/virtual nodes. Some other work (e.g., [22] ) focuses on where to place overlay/virtual nodes for better performance (such as resiliency) without considering the overlay connectivity. However, these approaches are single-layered, i.e., there may be multiple overlay/virtual networks over the same physical infrastructure, but they all belong to the same and single layer (level).
Most overlay/virtual network design approaches consider (1) designing the overlay/virtual network and (2) mapping the design, as two separate problems. Typically the problem of designing the overlay/virtual networks is solved by service providers, and the mapping/embedding problem is solved by infrastructure providers. Some work (e.g., [23] [24] [25] [26] ) attempts to solve the joint problem of designing and mapping the virtual/overlay network request. These studies simultaneously consider where to place the overlay/virtual nodes and how to connect them in the overlay to reduce the cost of building the virtual/overlay network while satisfying different requirements (such as bandwidth, resiliency). However, the joint problem of designing and mapping the virtual/overlay network to satisfy different application-specific requirements, still remains an understudied area. In this paper, we study this problem, and propose and evaluate a multi-layer solution.
Multi-layered Virtual Transport Networks
In this section, we first provide background on VTN-based network management, and then show advantages of the multi-layer VTN design w.r.t. routing and transport.
Virtual Transport Network (VTN)
A virtual transport network (VTN) is the basic building block in the VTN-based network management [6] . Different from traditional overlay/virtual networking, a VTN provides communication services with explicit QoS support to user applications via transport flows. A VTN involves all kinds of mechanisms (e.g., enrollment, authentication, addressing, routing, error and flow control, resource allocation) needed to support transport flows (and meet application requirements) over a certain management scope.
Each VTN is a collection of transport processes residing on different physical hosts. Traditionally, the term host is only used to denote end-user devices in the internet. However, we define a host to be any kind of device (e.g., an end-user device, a router, or a NFV [27] host) where a transport flow may start and end, and a host can be located anywhere in the network (e.g., edge or core). The transport process exposes an interface to applications on the same host to create transport flows to other applications. Most importantly, each VTN has its management scope, i.e., each VTN includes a limited number of transport processes running on a limited number of physical hosts. The same VTN mechanism can be repeated to provide a larger-scope transport service to applications by recursively using the smaller-scope transport service provided by existing (lower-level) VTNs. In other words, we can build VTNs of different levels to provide transport services over different scopes. Different VTNs use the same mechanisms but may use different network policies (e.g., policies for routing, and error and flow control). The transport processes inside the same VTN follow the same policies specific to the particular VTN. Our VTNbased network management achieves better network and application performance at the cost of introducing extra (transport) processes in the network, so practically we aim to reduce the number of VTNs as well as transport processes to control the overall overhead when building the multi-layer VTN structure (more details in Sect.4).
In the VTN-based network management, VTN is the basic building block, which modularizes network management. VTN encapsulates a range of operation (scope) by exposing a service specification that can be composed to form a wider-scope (high-level) VTN that ultimately meets user/application requirements. More details about the VTN-based network management can be found in [6] .
Advantages of Multi-layered VTNs
Here we highlight two advantages (enabled by scoping) of multi-layered VTNs: (1) reducing routing overhead; and (2) reducing transport overhead. We explain these two advantages through simple examples next. Figure 1 shows a simple network with 9 nodes 2 , and we would like to provide communication between applications on Node A and Node E. For the single-layer design, there is only one VTN with 9 transport processes (one on each of these 9 nodes), which is a one-to-one mapping to the physical network. Note that, communication over each physical link is managed by a level-0 VTN, however, we call such a design ''single layer'' as this layer provides global communication over the whole network by spanning all nodes. Assume the network uses a link-state routing protocol with hop count as path cost, and link-state update (LSU) messages are periodically scheduled every t seconds. An LSU message is broadcast by a node to all other nodes of the network only if the node measures significant change in the link state (e.g., throughput, delay). Further assume that the average transmission time of an LSU message over a link is t Ã seconds, where t [ t Ã as it typically requires multiple message (probe) transmissions by a node to measure the state of its outgoing links.
Reduce Routing Overhead
In this example, there are three shortest paths from A to E (path 1 : A-F-G-H-E, path 2 : A-B-C-I-E, and path 3 : A-B-C-D-E). Assume in steady state, A chooses path 1 to route its packets to E. When link H-E is down, it takes up to t þ 3t the single-layer design, given the diameter of the network is D hops, then it takes at most t þ ðD À 1Þt Ã seconds for a host to detect a (single) significant link change. Under the multi-layer approach, we can have a two-layer design as shown in Fig. 2 , where VTN5 provides the communication service between applications on A and E. VTN5 consists of four virtual links supported by four underlying (level-1) VTNs: VTN1, VTN2, VTN3, and VTN4. Each VTN is independently managed and we assume that each uses a link-state routing protocol with hop count as path cost. For level-1 VTNs, LSU messages are periodically scheduled every t seconds, similar to the single-layer design. However, in the level-2 VTN, LSU messages are periodically scheduled every Continuing with our numerical example, inside VTN5, assume transport process 5A (on host A) uses the lower path (5A-5G-5E) to route data packets to 5E (on host E). Assume physical link H-E fails. Then the (virtual) link 5G-5E, which is supported by VTN4 via a path that includes the failed link H-E, is ultimately detected to be down at node 5A after T þ ðd 2 
We can see that in this numerical example, the multi-layer design takes the same time to detect link failure compared to the single-layer design. Next we show that, given the same failure recovery performance, the multi-layer design reduces routing overhead. For a network using a link-state routing protocol, we define the routing overhead as the total number of LSU messages received per second by all nodes of the network. Thus the routing overhead for a network is at most equal to the square of its size (in number of nodes) multiplied by its LSU frequency.
For the single-layer design, in steady state, the total routing overhead, expressed in messages per second, is given by:
For the multi-layer design (shown in Fig. 2 ), the total routing overhead, expressed in messages per second, is given by:
The terms in Eq. 2 represent the routing overhead for VTN5, for each of fVTN1, VTN3, VTN4g, and for VTN2, respectively. Since T [ t, we have:
From Eqs. (1) and (4), we conclude that the routing overhead under the multi-layer design is lower than that of the single-layer design. In practice, the routing overhead under the multi-layer design could be even lower. Assume in Fig. 2 , inside VTN5, transport process 5A uses the upper path (5A-5C-5E) to route its data packets to transport process 5E, and within VTN2, transport process 2C uses the lower path (2C-2D-2E) to route its data packets to transport process 5E to support the (virtual) link 5C-5E. If the physical link D-E fails, VTN2 can support the virtual link 5C-5E via another path (2C-2I-2E), so the high-level VTN is not affected by this link change, and inside VTN5 no LSU message is triggered by this lower-level link failure. In this case, the first term in Eq. 3 vanishes and the routing overhead under the multilayer design is given by:
In this simple example, we can see that the two-layer design reduces routing overhead. The key idea is that we limit the scope in which link-state messages are propagated, and avoid unnecessary communication with remote hosts. Another possible two-layer design is shown in Fig 3, where there are two level-1 VTNs (VTN1 and VTN2) and one level-2 VTN (VTN3). In VTN3, there are two direct (virtual) links between 3A (on host A) and 3E (on host E), and each of them is supported by one level-1 VTN. For example, within VTN3, when the lower link (supported by VTN2) is down due to link failure on physical link H-E, transport process 3A switches to the upper link (supported by VTN1). In this design, for level-1 VTNs, again assuming that LSU messages are periodically scheduled every t seconds, for the level-2 VTN, i.e., VTN3, the time needed to detect the H-E link failure is given by t þ ðd 1 À 1Þt Ã ¼ t þ 3t Ã , and since VTN3 has only two processes, no LSU messages are exchanged within VTN3. During t seconds, the routing overhead is 6 2 ¼ 36 for VTN1 and 5 2 ¼ 25 for VTN2, so the total routing overhead per t seconds is 36 þ 25 ¼ 61. This is also smaller than that of the single-layer design, which requires 81 messages per t seconds (cf. Eq. 1).
Observe that for any network, there may be many different possible multi-layer designs, and our goal is to come up with a design with best network and application performance. This goal is achieved by solving the multi-layer design problem as discussed in Sect. 4. For example, the multi-layer design of Fig. 2 yields lower routing overhead (cf. Eq. 4, 5) than that of Fig. 3 since lower-level VTNs are of smaller size, which limits the scope of routing exchanges.
Reduce Transport Overhead
Our VTN-based approach allows transport flows to start and end anywhere compared to only end-to-end in traditional Internet design. For a TCP connection of H hops, assuming each hop has a packet loss rate of P, the expected number of transmissions for all hosts along the path to successfully Fig. 3 Another possible two-layer design for the same network, where there are 3 transport processes on A and E, respectively, and there is 1 transport process on B, C, D, F, G, H, and I, respectively J Netw Syst Manage deliver one packet can be computed using Eq. (6) . The proof of Eq. (6) can be found in the ''Appendix''.
Consider breaking one TCP connection into m segments, and let each segment provide reliable transport service. Then the expected number of transmissions for all hosts along the path to successfully deliver one packet is the summation of the expected number of transmissions for each segment:
For the network shown in Fig. 1 , assume the packet loss rate on each link is 10%, and our goal is to provide reliable end-to-end communication between two applications, one on A and another on E. Figure 4a shows the 4-hop TCP connection between A and E for the single-layer design. The expected number of transmissions for successfully sending one packet from A to E is 5.24 (obtained from Eq. (6)). However, we can use a multi-layer design with two levels of VTNs (shown in Fig. 4b ). We can achieve reliable communication for each link in the high-level VTN via the two low-level VTNs, and consequently the high-level VTN provides reliable communication for the applications on A and E. In this case, the average number of transmissions is 4.69 (obtained from Eq. 7 and assuming there is no packet loss due to congestion in the high-level VTN). Figure 5 shows the average number of transmissions per successful packet delivery for flows of different length. We can see that the longer the flow is, the more improvement the multi-layer design can achieve. Also, the more reliable segments the flow is divided into, the larger the improvement of the multi-layer design.
In this simple example, we can see that the multi-layer design reduces the transport overhead. The key idea is that we break a large transport scope into small scopes, and retransmission is only done over each smaller scope (instead of end-toend over the whole large scope), thus reduce the transport overhead. 
Instantiations
There is existing work using similar ideas of scoping to achieve better network performance, however, most of them only focus on one aspect. Our multi-layer design provides a unified framework which enables scoping for different purposes at the same time. This is achieved since each VTN provides a policy-based virtual transport service. Most existing work related to scoping can be seen as instantiations of our unified framework. Here we show two examples of such instantiations.
Routing
Hazy Sighted Link State (HSLS) [28] is a routing protocol that aims to scale linkstate routing for ad hoc networks by limiting the scope of link-state updates in space and over time. Under HSLS, in steady state, a host sends link-state updates at higher frequency to hosts that are closer to it, and at lower frequency to hosts that are far away from it. Namely, all hosts whose distance (in hops) from a given host lies in the range (2 i , 2 iþ1 ] (i ¼ 0; 1; . . .) can be seen as forming a level-i VTN whose linkstate update frequency is freq 2 i (assuming freq is the routing update frequency in level-0 VTNs).
Transport
WTCP [29] (transport level) and Snoop [30] (link level) are two protocols proposed for improving the performance of TCP connections traversing a wireless last hop. They both view a TCP connection as consisting of two segments: (1) the part between the fixed host and base station, and (2) the part between the base station and mobile host. They both maintain the end-to-end TCP connection semantics between the fixed host and mobile host, i.e., the base station is transparent to both ends. The base station buffers the TCP segments and locally retransmits them based on the timeouts and acknowledgements. Using local retransmission between the base station and mobile host, these schemes avoid unnecessary end-to-end retransmissions. The two segments of a TCP connection can be seen as two VTNs, and the end-to-end communication is provided by another higher-level VTN. This highlevel VTN uses the services provided by the two underlying VTNs, which provide transport service over their own scope.
Multi-layer Design Problem and Algorithms
In this section, we explain the details of the multi-layer VTN design problem as well as our new design algorithms.
For a set of application flow requests, the multi-layer VTN design problem determines the VTN structure, which includes: (1) the number of VTNs needed, (2) the level each VTN belongs to, and (3) the hosts where the transport processes of each VTN should be created. Note that the designed VTN structure, i.e., the output of the multi-layer VTN design algorithm, can be formed on real networks using our VTN-based management architecture [6] . The notations used are shown in Table 1 .
This problem can be further divided into two stages: (1) path selection stage, where (if possible) a path on the given level-ðn À 1Þ graph 3 is selected for each given flow request; and (2) design stage, which determines the VTN structure of n levels based on the paths selected. The multi-layer VTN design problem is a recursive problem. For the base case (i.e., level-0 graph), we have a level-0 VTN with only two transport processes for each physical wire 4 . For the inductive case (i.e., level-n graph, n ! 1), we have a virtual graph, where each link between two hosts is a virtual link, which is supported by some existing level-n (or lower-level) VTN.
It is important to note that for the multi-layer VTN design problem, each stage can be modeled as a separate optimization problem with different performance/cost goals to satisfy different requirements. In this paper,we focus on a constrained design stage with an unconstrained path selection stage, which differs from our previous work in [6] that focuses on a constrained path selection stage. Here we assume the selected path on the level-0 graph to support each flow request is given 5 , and we focus on leveraging the VTN structure to partition the network into smaller scopes for better network performance.
We propose a new two-step design algorithm for the design stage. The first step is the initial design step (Sect. 4.1), where we build the initial VTN structure based on the path selected for each flow request on the level-0 graph. The second step is the optimization step (Sect. 4.2), where we optimize the initial VTN structure with the 3 For G n ¼ hV; E n i, where n ! 0, V is the same for all n since V is the set of all hosts. E n represents the set of all virtual links, which grows as we build more (higher-level) VTNs. 4 Note that level-0 can be set over any kind of link. A level-0 link can be a virtual link supported by overlay/virtual networks, and not necessarily a physical link. 5 The path selection stage can be solved using a shortest path algorithm or by solving an Integer Linear Programming (ILP) problem to satisfy different QoS requirements as discussed in [6] .
goal of reducing the total number of VTNs. By reducing the number of VTNs at each layer (level), we can further reduce the management overhead of the multilayered VTNs.
Initial Design Step
The inputs of this step are the set of flow requests (i.e., F ¼ ff r g), path selected on the level-0 graph for each flow request (pðf r Þ), and maximum diameter allowed for a VTN (i.e., max dia). Note that max dia is the main factor affecting the transport overhead as discussed in Sect. 3.2.2. In this step, for each flow request, we recursively build a VTN to support this flow. Due to the max dia constraint, this may result in multiple levels of VTNs.
Before explaining the details of our design algorithm, we first show a simple example in Fig. 6 , where a flow between two applications on Host1 and Host8 has 8 hosts along its selected path on the level-0 graph, and max dia ¼ 3. We assume no existing VTN can support this flow, and S(n), where n ¼ 1; 2. . ., denotes the path at this level computed on the level-(n À 1) graph. Thus S(1) represents the given selected path pðf r Þ on the level-0 graph. Since the length of the path selected at level-0 (i.e., S (1)) is larger than the max dia constraint, we need to build a VTN which is supported by VTNs of multiple levels. For level-1, the path (i.e., S(1)) contains all 8 hosts. Due to the max dia constraint, we build 3 VTNs (VTN8, VTN9, and VTN10) at this level to support high-level paths. For level-2, the path (i.e., S(2)) contains 4 hosts (Host1, Host4, Host7, and Host8), and each (virtual) link at this level is supported by an existing lower-level VTN. For level-2's path, only one VTN (VTN11) is needed as jSð2Þj ¼ 3, which does not violate the max dia constraint. In the end, our VTN design algorithm yields 4 VTNs (VTN8, VTN9, VTN10, and VTN11) of 2 extra levels (level-1 and level-2). Note that VTN10 maps one-to-one to VTN7, and in practice we remove all VTNs that map one-to-one to another VTN. Also, note that on the same host (such as Host4) two processes belonging to two different VTNs at the same level (such as Process 4 of VTN8 and Process 1 of VTN9), as well as the high-level process (Process 2 of VTN11), enable relaying over a larger scope via the high level VTN (VTN11).
Algorithm 1 Initial VTN Design (F, D, max dia)
get a flow request f r from F , and remove f r from F 3:
do nothing // f r can be served by an existing VTN 5:
while |S(n)| > max dia do 8:
Design VTNs(S(n), D, n) 9:
n + + 10:
S(n) = Path Selection(f r , n, G n−1 ) 11:
end while 12:
Design VTNs(S(n), D, n) 13:
end if 14: end while 15: return D Fig. 6 The application flow between A on Host1 and B on Host8 has a path of 7 hops in the level-0 graph. After the initial design step, we have 2 extra levels of VTNs when max dia ¼ 3. Note that our multi-layer design has a level-0 VTN with only two transport processes for each physical wire Our algorithm for the initial design step is shown in Algorithm 1. For each flow request, we first check if we can find an existing VTN that can serve this flow (i.e., whether both the source host and destination host of the flow have transport processes belonging to that VTN). If so, we reuse the existing VTN (lines 3-4). Otherwise, we need to build a new VTN (which can be recursively built) to serve this request (lines [6] [7] [8] [9] [10] [11] [12] . If the length of the selected path at a given level is larger than max dia (line 7), we need to build multiple VTNs at this level to support highlevel VTNs, which results in VTNs of multiple levels (layers). Starting from level-1 (line 6), we first figure out the path at each level, i.e., S(n), a sequence of hosts which should have transport processes at this level, using a path selection algorithm (such as the shortest path algorithm), then we design VTNs for this level (line 8) using Algorithm 2. Our algorithm stops when a selected path at some level does not violate the max dia constraint (line 7), then we design a VTN of the top level (line 12).
Algorithm 2 Design VTNs
add edge e z st to E z , if ∃ D x ∈ D n−1 that can support it 10:
end for 11:
z + +, S z = φ // a new VTN is needed 13:
S z = S z ∪ ψ m // assign a new transport process to host ψ m 14:
end if 15: end for Algorithm 2 shows the details on designing VTNs at a given level. We may need to build multiple VTNs at the same level, when the length of the computed path (i.e., S(n)) for this level is longer than max dia. If a host should have a transport process of VTN D z residing on it, we assign a new transport process of this VTN (line 5 or line 7) to this host. After reaching the maximum diameter of a VTN, we then add (virtual) edges to this VTN (lines [8] [9] [10] ). An (virtual) edge between a pair of transport processes on two hosts in a VTN will be added, if and only if there is an existing lower-level VTN that can support this edge (line 9), i.e., the hosts at the two ends of the virtual link have transport processes belonging to that underlying VTN. In other words, that underlying VTN can support a flow between this pair of transport processes on these two hosts. Then we create a new VTN (line 12), assign a transport process on the current host (line 13), and continue to the next host.
Optimization Step
The initial design step yields an initial VTN structure where we may have different VTNs at different levels. In the second step, we aim to optimize the VTN structure and try to reduce the number of VTNs in each level while not violating the two constraints (i.e., max dia and max num). Note that max num is the main factor affecting the routing overhead as discussed in Sect. 3.2.1.
First we define the VTN Packing Problem, which is an important subproblem in the optimization step. Note that S z denotes the set of nodes having processes belonging to VTN D z . Given the set of VTNs at each level (i.e., DðnÞ ¼ fD a g, n ¼ 1; 2; . . .), our goal is to find the minimal set of VTNs (i.
Note that the VTN packing problem is NP-hard, and it can be simply proved by reduction from the Sharing-aware VM Packing Problem in [31] which is also NPhard, where in that problem, the number of memory pages needed for a set of VMs is less than the sum of each VM since these VMs may share some common memory pages. The physical host can be considered as the VTN, and the memory page can be considered as the transport process. Figures 7 and 8 show a simple example of the VTN packing problem, where the network contains 6 hosts (A, B, C, D, E and F). Figure 7 shows 3 level-1 VTNs after the initial design step. In the optimization step we need to find the minimum number of VTNs to pack these 3 VTNs without violating the constraints (max dia ¼ 2 and max num ¼ 4). Figure 8 shows one feasible solution with two VTNs, such that we cannot further reduce the number of VTNs due to the two constraints (i.e., VTN diameter and size).
We give a heuristic algorithm for the VTN Packing Problem in Algorithm 3. The input to this algorithm include the set of VTNs at the same level (i.e., D(n)), maximum diameter allowed for a VTN (i.e., max dia), maximum number of transport processes allowed in a VTN (i.e., max num), management cost function (i.e., g), and relaxation parameter (i.e., h). For the set of VTNs at the same level, we keep merging one VTN with other VTNs until it can no longer be merged (lines Fig. 7 3 level-1 VTNs after the initial design step J Netw Syst Manage 3-13). We apply Algorithm 3 to the set of VTNs at each layer from the initial design step, and eventually obtain the final optimized VTN structure. The Test_Merge method (line 7) checks whether two VTNs can be merged. Two VTNs (D x and D y ) can be merged into a new VTN D z , if only if the following conditions are satisfied: (1) there exists some host which has transport processes belonging to both VTNs, i.e., S x \ S y 6 ¼ /; (2) the number of transport processes of D z does not exceed max num; (3) the diameter of D z does not exceed max dia; and (4) gðD z Þ h Â ½gðD x Þ þ gðD y Þ, for some management cost function g, and relaxation parameter h. Note that by choosing a different cost function g and When h 1, condition (4) guarantees that we always reduce management overhead of a certain network function (based on the choice of the cost function g) after merging two VTNs. However for some h [ 1, our design algorithm may still be able to reduce the total management overhead. We find experimentally that for some h [ 1, we may have a larger overhead after one step of merging, but after several more steps of further merging, we may end up with less overall management overhead. In many cases, a local optimum at each step may not yield a global optimum.
As an example, we can let gðD z Þ ¼ jV z j 2 , which can capture the routing overhead discussed in Sect. 3.2.1, then the fourth condition is given by jV z j 2 h Â ðjV x j 2 þ jV y j 2 Þ, i.e., the square of the number of processes in the merged VTN D z must be smaller than the sum of the square of the sizes of the two given VTNs multiplied by some relaxation parameter h. Figures 9 and 10 show two simple examples for the optimization step, where the cost function in condition (4) on merging, gðD z Þ, is set to jV z j 2 , and the relaxation parameter h ¼ 1. Figure 9 has two VTNs at the same level (Fig. 9a) , however they cannot be merged due to violating the max dia constraint (Fig. 9b) . has two VTNs at the same level (Fig. 10a) , and they can be merged into a new feasible VTN with lower cost (Fig. 10b ).
General Algorithm for Constrained VTN Design

Algorithm Details
In Algorithm 4, we show a general algorithm for the constrained VTN design stage. The inputs include: (1) the set of flow requests (i.e., F), (2) level-0 VTNs (i.e., D(0)), which only contains level-0 VTNs at the beginning, (3) the cost function for solving the VTN packing problem (i.e., g), (4) set of all possible values for the maximum diameter allowed for a VTN (i.e., fmax diag), (5) set of all possible values for the maximum number of transport processes allowed in a VTN (i.e., fmax numg), and (6) set of all possible relaxation parameters for solving the VTN packing problem (i.e., fhg).
Algorithm 4 Constrained VTN Design (F, D(0), g, {max dia}, {max num}, {θ})
for all max dia do 4: for all max num do 5:
for all θ do 6: In Algorithm 4, the design solution (i.e., Design) is initially set to be the singlelayer design (line 1), and the minimum management cost (i.e., MinCost) is set to the cost of the single-layer design for the given cost function g (line 2). Then by choosing all different possible values for (1) maximum diameter allowed for a VTN (i.e., max dia), (2) maximum number of transport processes allowed in a VTN (i.e., max num), and (3) relaxation parameter (i.e., h), we may obtain different VTN structures with different management overhead after finishing the VTN design stage (lines 6-10). We then compute the management cost for the current VTN structure (i.e., D). If the cost is less than the current minimum cost, then we choose the current design (lines [11] [12] [13] [14] . In other words, if our multi-layer design algorithm cannot find a solution that is better than the single-layer design, we use the singlelayer design as the final solution, which guarantees our design solution is no worse than the single-layer design. In summary, our multi-layer design approach first builds an initial VTN structure based on the path selected for each flow request, then optimize the VTN structure by solving the VTN packing problem at each layer.
Algorithm Complexity
The shortest path algorithm uses Dijkstra's algorithm, which has a complexity of OðjVj 2 Þ. Assuming the total number of flows is r, then the complexity of finding all shortest paths is OðrjVj 2 Þ, which determines the complexity of the initial VTN design step (Algorithm 1). Further assume the network has a diameter of dia, where dia\jVj, then after the initial design step, the maximum number of VTNs at each layer, for all flow requests, is r(|V| / 2) (i.e., O(r|V|)) where a high-level VTN is formed using only two lower-level VTNs. The worst case for Algorithm 3 is that we only merge two VTNs in each inner loop, which requires comparisons with all other VTNs (O(r|V|)). The outer loop can run up to a maximum number of O(r|V|) times (i.e., the maximum number of VTNs in each layer after the initial design), so the complexity of the optimization step (Algorithm 3) is OððrjVjÞ 2 Þ. Thus, the overall complexity of our multi-layer design approach (Algorithm 4) is OððrjVjÞ 2 Þ, assuming the sets of possible values for max dia, max num, and h are finite.
Remark Note that we may not always need to build new VTNs to serve new flow requests. In other words, for the online case of serving new flow requests, we can expand existing VTNs given the existing VTN structure, and thus we can reduce the overall time needed to satisfy flow requests. Also in the event of node failures, if some existing VTNs are broken or changed, then we may need to recompute the VTN structure or simply create new VTNs (if possible) for flows that are affected. We may have different policies for whether to update the VTN structure and how frequently we do so. One advantage of our multi-layer approach is that the higherlevel VTNs may not be affected when the lower-level VTNs change, as long as their (virtual) links can continue to be supported. For example, in Fig. 2 , if node D is down, then the graph of VTN2 is changed, however, the virtual link 5C À 5E in the higher-level VTN (VTN5) will not be affected, as it can still be supported by VTN2 through a different path, so we do not need to update the VTN structure. The online case of the design problem is left for future work. Finally, note that in this paper we focus on enterprise network management, which typically involves a maximum of hundreds of nodes. Also given that we focus on the offline case of the VTN design problem, the computation time (in seconds) is a lot smaller compared to the duration of VTNs (in days).
Simulation Results
In this section, we present the simulation results of our multi-layer design algorithm, and demonstrate its advantages by looking at the routing overhead and transport overhead. We built a VTN-based network simulator using Java. It supports the data structures we defined in Table 1 , and our VTN design algorithms are implemented within the simulator. The code for our simulator can be found at [32] .
For our experiments, we use BRITE [33] to generate an enterprise network (50 nodes and 100 undirected links) using the Waxman model (where a ¼ 0:15 and b ¼ 0:2). The diameter of this network is 6 hops. 6 Also for merging, we set the cost function gðD z Þ to jV z j 2 and relaxation parameter h to 1, thus we aim at reducing the routing overhead when solving the VTN packing problem (cf. Sect. 4.2).
Routing Overhead
In this section, we look at different communication patterns over the network, and analyze the routing overhead of our multi-layered approach compared to the traditional single-layer approach. Note that the path selected for each flow request uses its shortest path.
For our multi-layer design algorithm, we try different values of max dia 2 ½2; 6. For each fixed max dia, we try different values of max num 2 ½max dia; 12. As discussed in Sect. 3.2.1, we have the LSU messages propagated less frequently at the higher-level VTNs compared to the lower-level VTNs, to allow lower-level VTNs to adapt internally (if possible) to significant link-state changes and avoid triggering LSU updates at the higher-level VTNs, while still achieving the same performance, i.e., the time needed to detect link changes in the network. But in our experiments, we assume LSU messages are exchanged at the rate of one packet per second for all VTN levels (n ! 1). Namely, we use the same update frequency at all levels as a worst case, i.e., to obtain an upper bound on the routing overhead. Then we compute the total routing overhead as the summation of processing overhead for each VTN (ignoring all level-0 VTNs for each physical wire).
Besides routing overhead, we also analyze the cost of our multi-layer design approach, i.e., the average number of transport processes created per node (including level-0 VTNs which are the same for the single-layer design as well as all multi-layer designs, i.e., one level-0 VTN for each physical link). For the singlelayer design, each node has an average degree of two, i.e., it has two transport processes in two level-0 VTNs, in addition to one process for the single-layer VTN spanning the whole network (50 nodes). Thus for the single-layer design, the average number of transport processes per node is 3.
Experiment (1): Uniform Distribution and Uniform Distribution with Flow Length Constraint
In the first experiment, we look at three communication patterns, and for each pattern we generate 5 sets of flow requests, i.e., 100 flows, 200 flows, 300 flows, 400 flows and 500 flows. We run each experiment 10 times, and compute the mean and 90% confidence interval for each metric.
For the first pattern, we uniformly generate flow requests between any pair of nodes, and each flow is identified by the pair of source node and destination node.
For the second and third pattern, we still uniformly generate flow requests, but the length of each flow on the physical topology (i.e., level-0 topology) is less than a certain threshold. In the second pattern, flow length is less than or equal to 2 physical hops, and in the third pattern, flow length is less than or equal to 3 physical hops. Figure 11 shows the comparison of total routing overhead between multi-layer (upper-bound) and single-layer design for 3 different communication patterns. Note that the single-layer design is the same for all 3 patterns (i.e., one VTN spanning all 50 nodes), so their costs are equal and shown using the same black line. We can see that our multi-layer approach is better than (or equal to) the single-layer approach for all 3 communication patterns. This is because our design algorithm (Algorithm 4) guarantees that if the single-layer design has less routing overhead than the multi-layer design, we use the single-layer design. Also we can see that, when nodes are more likely to communicate with other nodes that are closer, our multi-layer approach performs better. What's more, the less flow requests, the better our approach performs. Figure 12 shows the comparison of average number of transport processes created per node between the multi-layer and single-layer design for 3 different communication patterns. The single-layer design is the same for all 3 patterns (i.e., 3 transport processes per node), so their costs are equal and shown using the same black line. We can see that our multi-layer approach achieves better routing overhead at the cost of creating more transport processes on the nodes in the network. Note that the red line (uniform distribution) and the green line (uniform distribution with maximum flow length 3) both drop to 3 (i.e., same as the singlelayer design) because our design algorithm (Algorithm 4) guarantees that if the single-layer has less overhead than the multi-layer design, we use the single-layer design. 
Experiment (2): Skewed Distribution and Skewed Distribution with Preference
In the second experiment, we look at two patterns of skewed distributions. In this experiment, we have a set of hotspot nodes in the network, and a set of user nodes talking to these hotspot nodes. The skewed distribution is motivated by typical communication patterns in which Internet end-users (we call ''user nodes'') do not always talk to each other directly, but they mostly talk to / through the service providers' servers (such as Google's and Facebook's servers), which we call ''hotspot nodes''.
We try different values for the number of randomly selected hotspot nodes (5, 10 and 15), and different values for the number of randomly selected user nodes (20, 25, 30 and 35) . Assume each user node only talks to one hotspot node, so the number of flows for each setting is equal to the number of user nodes.
In the first pattern, each user node randomly picks a hotspot node (out of all hotspot nodes) to contact. In the second pattern, each user node only picks the hotspot node that is closest to it (in physical hops). Again we run each experiment 10 times, and compute the mean and 90% confidence interval for each metric. Figures 13 and 14 show the comparison of the savings in routing overhead and the average number of transport processes created per node for different number of hotspot nodes and different number of user nodes compared to the single-layered approach for the skewed distribution. We can see that as we have more user nodes (i.e., more flow requests), the saving in routing overhead under our multi-layered approach decreases, and the average number of transport processes created per node increases. This is because, regardless of the number of hotspot nodes, we need more VTNs to serve more flow requests. However, the saving in routing overhead under our multi-layer approach is still significant (80-88%) compared to the traditional single-layer approach. This is the same as our observation in Experiment (1), the less flow requests, the better our multi-layer approach performs. Figures 15 and 16 show the comparison of the savings in routing overhead and the average number of transport processes created per node for different number of hotspot nodes and different number of user nodes compared to the single-layered approach for the skewed distribution with preference. We can see that for the same number of user nodes, the more hotspot nodes in the network, the better our approach performs in routing overhead. This is because each user node is more likely to pick a hotspot node that is closest to it when there are more randomly selected hotspot nodes in the network, and thus the flow requests can be served by VTNs of smaller size and less levels, which yields less average number of transport processes created per node. Again we can see that the less flow requests, the better our multi-layer approach performs.
Experiment (3): Parameter Sensitivity Analysis
In the third experiment, we randomly generate 123 unique pairs of source and destination (out of all 1225 possible unique pairs), i. Fig. 16 Average number of transport processes per node (mean with 90% confidence interval) compared to single-layer approach for the skewed with preference, where each user node picks the closest hotspot node. Note that the number for single-layer design is 3 performance of our multi-layer design by looking at the total routing overhead and the average number of transport processes created per node. We run each experiment 10 times to compute the mean for each metric. Figures 17 and 18 show the total routing overhead and average number of transport processes created per node for different values of max num when max dia ¼ 5. As the max num increases, both metrics decrease in the beginning, but then flatten out. They decrease in the beginning because by allowing more transport processes (bigger max num) in the VTN, we can merge more VTNs in the J Netw Syst Manage optimization step. However, they eventually flatten out because we can no longer merge the VTNs due to the constraint of max dia. Figures 19 and 20 show the total routing overhead and average number of transport processes created per node for different values of max dia when max num ¼ 12. As max dia increases, we have less routing overhead and less number of transport processes. The reason is that when we are not bounded by the constraint of max dia, we can merge more VTNs, which leads to fewer transport processes and consequently lower routing overhead. 
Transport Overhead
In this section, we look at the transport overhead. Assume each of the 100 physical links in our experiment network has a loss rate of 10% in both directions. We compare the transport overhead, i.e., average number of transmissions needed in order to successfully deliver a packet. In our experiment, we analyze all flow requests (out of all possible 1225 flow requests) whose selected path (shortest path) is longer than 3 hops, and there are a total of 327 of such flow requests. We assume each flow has an infinite supply of packets to send, and we compute the average number of transmissions for successfully delivering one packet from each of these 327 flows.
As shown in Fig. 21 , we can see that our multi-layer design has less transport overhead compared to the single-layer design (which is one network spanning all 50 hosts). For the multi-layer design, as the diameter allowed for a VTN increases, the transport overhead also increases. This is because as we break a TCP connection into less number of reliable segments, each segment is still a relatively long TCP connection, i.e., smaller m in Eq. (7) (Sect. 3.2.2). When max dia is the same as the diameter of the network (i.e., 6), multi-layer has the same transport cost as the single-layer design. Namely, when m ¼ 1, Eq. (7) degenerates to Eq. (6) (Sect. 3.2.2).
Experimental Results
In this section, we look at how our multi-layer approach can improve routing performance through experiments on a real network compared to the single-layer approach. Our experiments are performed on a network reserved on the GENI testbed [15] using the implementation of our VTN-based management architecture [34] , which enables VTN-based management on real networks. Our implementation allows not only managing an enterprise network by programming management applications but also creating new user applications by programming user-defined applications. Our implementation is at the user level, and it supports the dynamic formation of VTNs and multiple management policies (e.g., naming and routing policies). The current implementation, called ProtoRINA (version 2.0), consists of about 70k lines of Java code excluding support libraries and configuration files. It has been tested on our Boston University campus network and on the GENI testbed [15] . More details about the implementation of our VTN-based management architecture can be found at [34] .
GENI (Global Environment for Network Innovations) [15] is a nationwide suite of infrastructure that supports large-scale experiments, and it enables research and education in networking and distributed systems. Through GENI, users can obtain computing resources (e.g., virtual machines (VMs) and raw PCs) from different physical locations (GENI aggregates), and connect these computing resources with layer-2 (stitched VLAN) or layer-3 (GRE Tunnel) links. GENI allows users to install customized software (including customized operating systems) on these computing resources and to control how network switches handle traffic flows. GENI enables experiments on Software-Defined Networking (SDN), such as providing support for OVS [35] switches and other OpenFlow support. What's more, GENI provides a variety of instrumentation and measurement tools (such as jFed, Jacks, Omni, GENI Desktop, LabWiki, Flack, etc.), to configure, run and instrument user-specific experiments. Figure 22 shows a network topology with 8 nodes reserved from the GPO InstaGENI aggregate of the GENI testbed. Assume we would like to provide communication service between applications on Node1 and Node5. Next we show two different designs that each can provide such communication service. Figure 23 shows a single-layer design where we only have one VTN that spans all 8 nodes, with one transport process on each node. On the other hand, Fig. 24 In this multi-layer design, there are 4 level-1 VTNs (VTN1, VTN2, VTN3 and VTN4). Each of these level-1 VTNs has transport processes running on 3 nodes: VTN1 spans Node1, Node2 and Node3; VTN2 spans Node3, Node4 and Node5; VTN3 spans Node5, Node6 and Node7; and VTN4 spans Node1, Node8 and Node7. There is one level-2 VTN, i.e., VTN5, which directly provides communication service for applications on Node1 and Node5. VTN5 has transport processes running on 4 nodes (Node1, Node3, Node5, and Node7) and each of the (virtual) links inside VTN5 is supported by one level-1 VTN.
Experiment Design
Experiments Over GENI
We try each of these two designs on the network reserved on GENI (shown in Fig. 22 ). We use link-state routing with the same update frequency for all VTNs. We run experiments for each design using 4 different update frequencies for the Figure 25 shows the total number of LSU messages processed per second by all 8 nodes during steady state. Figure 26 shows the total size (in bytes) of LSU messages processed per second by all 8 nodes during steady state. We can see that, as expected from our discussion in Sect. 3.2.1, our multi-layer design can yield less routing overhead (both in the number and size of LSU messages) compared to the single-layer design by limiting the scope in which LSU messages are propagated and avoiding unnecessary communications. 
Conclusion and Future Work
In this paper, we present a new approach to the multi-layer virtual transport network (VTN) design problem, which overcomes the limitations of the single-layer design approach used in traditional overlay/virtual network design. We explain the details of the multi-layer VTN design problem as well as our new design algorithm. Different from our previous work in [6] , in this paper, we have a constrained design stage with an unconstrained path selection stage, and we focus on leveraging the VTN structure to partition the network into smaller scopes for better network performance. The benefits and superior performance of our approach are demonstrated through examples as well as simulation and experimental results.
We believe that dynamic scoping enabled by the multi-layer design approach will shape network management of the future. One important motivation for our work on multi-layer VTN design is the recent development on smart and connected communities, which provides the opportunity for customization and add-ons for different customers. To that end, our approach enables building customized virtual networks for such communities with different requirements.
Our future work includes exploring other aspects (such as network resiliency) to demonstrate the advantages of multi-layer VTN design and further investigate the multi-layer design problem from an algorithmic perspective to improve performance. We also plan to investigate how to solve the online case for serving flow requests, where new flow requests arrive when there is already some existing VTN structure.
successfully deliver one packet is the same as the expected number of steps from the initial state S 0 to the absorbing state S H .
Generally, for an absorbing Markov chain with transition matrix P, assume it has t transient states and r absorbing state, then
where Q is a t-by-t matrix and I is the r-by-r identity matrix. The fundamental matrix of an absorbing Markov chain is N ¼ ðI À QÞ À1 , and the expected number of step from the initial state to the absorbing states is t ¼ Nc, where c is a column vector all of whose entries are 1 [36] . For the absorbing Markov chain in Fig. 27 
