This paper deals with two new methods, based on k-NN algorithm, for fault detection and classification in distance protection. In these methods, by finding the distance between each sample and its fifth nearest neighbor in a predefault window, the fault occurrence time and the faulty phases are determined. The maximum value of the distances in case of detection and classification procedures is compared with pre-defined threshold values. The main advantages of these methods are: simplicity, low calculation burden, acceptable accuracy, and speed. The performance of the proposed scheme is tested on a typical system in MATLAB Simulink. Various possible fault types in different fault resistances, fault inception angles, fault locations, short circuit levels, X/R ratios, source load angles are simulated. In addition, the performance of similar six well-known classification techniques is compared with the proposed classification method using plenty of simulation data.
Introduction
Distance protection is one of the major protections of power systems, utilized for detection, classification, and location of short circuit faults. In the detection stage, any change caused by different normal and abnormal conditions is recognized. Then in the classification stage, the type of faults (Ag, Bg, Cg, ABg, BCg, CAg, AB, BC and CA) is determined.
In the fault location stage, the distance between the fault and the relay is determined. Due to importance of speed and accuracy of fault detection and classification units, too many investigations have been dedicated to these fields.
When a fault occurs in the power system, variables such as current, power, power factor, voltage, impedance, and frequency change. Many detection techniques detect fault occurrence by comparing the post-fault values of these variables with their values during system normal operation. Some of fault detection methods are based on Kalman filter [1] , first derivative method, Fourier transform (FT), and least squares [2] . Some other methods are based on differential equations [2] , travelling waves [3, 4] , phasor measurement [5] , discrete wavelet transform [6] , fuzzy logic, genetic algorithm [7] and neural network [8] .
Also, many efforts have been made in the field of fault classification, which can be broadly categorized in two main groups. First, methods that are based on signatures of the signals and definition of some criteria such as: discrete wavelet transform (DWT) [9] [10] [11] [12] [13] , Fourier transform (FT), S-transform [14] , adaptive Kalman filtering [15] , sequential components [16, 17] , and synchronized voltage and current samples [18] . The second group includes the methods based on artificial intelligence techniques such as: Artificial Neural Networks (ANN) [19] [20] [21] , fuzzy logic [22, 23] , Support Vector Machine (SVM) [24] [25] [26] , and decision-tree [27] .
In this paper, two new methods are presented for detection and classification of faults. A moving window with the length of half cycle of power frequency is considered and the RMS value of the current samples is computed in the window. The RMS value obtained in the last window before fault, in which the fault instant is the last sample, is saved. The current waveforms are divided by the saved RMS value. Then, k-NN algorithm is applied to these normalized waveforms and their squares in classification and detection methods, respectively.
In the detection method, a moving window with the length of half cycle is considered. In the window, besides finding the fifth nearest neighbor for each point of the squared normalized currents, the distance between each point and its corresponding neighbor is found. By comparing the maximum distance in each window with an adaptive threshold, the fault is detected.
The classification method has a similar trend, but the k-NN algorithm is applied to the instantaneous values of normalized three-phase currents and length of the window is three quarters of a cycle.
Various scenarios including different fault types, fault inception angles, fault resistances, fault locations, sources phase angles, X/R ratios, and short circuit levels are used to evaluate the performance of the methods in a simulated typical five-bus power system. Also, in order to evaluate the performance of the proposed classification method, it is compared with six other similar methods. The methods are compared in terms of delay time and accuracy using a data set including 450 different cases. Beside the simplicity, the proposed techniques have small calculation burden and high accuracy. Moreover, the methods performance is preserved in different conditions.
The remainder of this paper is organized as follows: Section 2 presents the under-study power system. In Section 3, basis of k-NN and its application for fault detection as well as an improved fault detection algorithm are presented. In Section 4, the proposed classification algorithm is introduced. The simulation results are presented in Section 5. A comparison between the performance of the proposed method and some other similar methods is presented in Section 6. Finally, the main conclusions are presented in Section 7.
Simulated power system
A five-bus power system is modeled in MATLAB Simulink. A schematic single line diagram of the under study system is presented in Fig. 1 . The modeled system comprises of two generators, four transformers and active and reactive loads connected to buses 4 and 5. Detailed specification of the system components are as follows:
Generators: Rated line to line voltage is 20 kV, threephase short-circuit power is 1000 MVA, frequency is 50 Hz, X/R ratio is 10. Also it is assumed that the angles of sources 1 and 2 are 0 and −10 degree, respectively. Transformers: Rated power is 600 MVA, voltage ratio is 20/230 kV with delta-star-grounded connection, its primary and secondary impedances are 0.06 + j0.3 Ω and 0.397 + j2.12 Ω. and reactive powers of load 2 are 100 MW and 50 MVAr, respectively.
Sampling frequency: It is equal to 10 kHz.
3 The proposed change detection scheme
The k-NN algorithm is a nonparametric classification method that can achieve high classification accuracy in problems with non-normal and unknown distributions. For a particular sample, k closest points between the data and the sample are found. Usually, the Euclidean distance is used, where one point's components are utilized to compare with the components of another point. The basis of k-NN algorithm is a data matrix that consists of N rows and M columns. Parameters N and M are the number of data points and dimension of each data point, respectively. Using the data matrix, a query point is provided and the closest k points are searched within this data matrix that are the closest to this query point.
In general, the Euclidean distance between the query and the rest of the points in the data matrix is calculated. After this operation, N Euclidean distances which symbolize the distances between the query with each corresponding point in the data set are achieved. Then, the k nearest points to the query can be simply searched by sorting the distances in ascending order and retrieving those k points that have the smallest distance between the data set and query.
The proposed fault detection algorithm
Considering fixed sampling frequency, Euclidean distance between each sample and other samples of a considered sliding window varies when a change occurs. In fact, Euclidean distance represents differences between the samples values. k-NN algorithm can derive variation of the Euclidean distance for change different simulations, it is confirmed that the fifth nearest neighbor gives the best accuracy. In addition to the derived fifth neighbor, the distance between each sample and its corresponding fifth neighbor is derived. Considering sampling frequency 10 kHz, there are 100 samples in each half cycle, result in 100 different distances. Among them, the maximum distance is compared with a certain threshold value to detect fault condition. In case of change occurrence, the sample corresponding to the change enters the end of the window. It is observed that after three or four samples, the maximum distance of some or all of the phases exceed the threshold value. By considering an appropriate value for the threshold, it is possible to detect the fault after 0.2 ms to 0.4 ms. In this study, I th,D = 0.0667 is selected for fault detection threshold. Flowchart of the proposed algorithm for change detection is shown in Fig. 2 .
In Fig. 3 , the proposed criterion for some different fault cases is presented. The instants of change occurrence and the relevant detection times, are shown.
The proposed fault classification scheme
The general approach for fault classification is the same as detection method. However, in the classification method the k-NN algorithm is implemented in a window applied to normalized current waveforms with length of three quarters of a cycle, called analysis window. The considered k value and length of analysis window are selected based on different simulations to achieve the best accuracy and speed for the classification.
In Fig. 4 , three-phase distances values for some different fault types with negligible resistance and inception instant equal to 0.2002 s are presented. In these figures, the fifth nearest neighbor for each sample of the analysis window is shown.
It is obvious, the distance between each sample of current and its fifth neighbor is a suitable criterion for fault classification. By choosing the maximum distance for each phase (M a,C, M b,C , and M c,C ) and comparing it with a threshold value, the type of fault can be determined. It is obvious that the values of M a,C, M b,C , and M c,C are obtained exactly the same as detection method, but in a window with the length of three quarters of a cycle. The best threshold value is selected using different simulations.
Some other considerations are taken into account for the classification method, which are as follows:
1. For discrimination between two phase faults (LL) and grounded two phase faults (LL-g), the means of three phases' corresponding current samples in the analysis window is obtained and the maximum mean is utilized as follows:
In case of grounded faults (LL-g), Mi > 100 A and Mi < 1 A for two phase faults (LL). This criterion can discriminate between LL and LL-g with a very high accuracy.
2. In order to omit the initial transient behavior of the signal, twenty first samples of the window are not considered.
The flowchart of the classification method is presented in Fig. 5 . Threshold I th,C is set to 0.1108.
Test cases and simulation results

Case 1: Various fault types
Different fault types are applied at the middle of line 1-2 of the power system shown in Fig. 1 . The results are shown in Table 1 . The faults are solid and applied at an identical inception instant 0.2002 s. Results including the discrimination criteria (Mi) and the maximum distance of each phase are presented in Table 1 . From the results, one can conclude that the proposed method is able to classify different faults using the mentioned rules.
The results for each group of phase-to-ground, phaseto-phase-to-ground, and phase-to-phase faults are similar. Therefore, hereafter only four types of faults including: Ag, ABg, AB, and ABC are considered.
Case 2: Various inception instants
In Table 2 , the results for different inception instants are presented for the mentioned faults. The inception instant is varied by step 3 ms. Faults are also considered solid type. The results confirm that the proposed method is able to classify faults at different inception instants.
Case 3: Various fault resistances
In Table 3 , the results of this case study for fault resistances 10, 30, 50,70, and 90 Ω, are shown. The faults are applied at an identical inception instant 0.2002 s. From the results, it is confirmed that the proposed method has acceptable performance for fault resistance up to 90 Ω. Although the technique can also classify the faults with resistances more than 90 Ω, the performance may be less than the acceptable value.
Case 4: Various fault locations
One of the other challenges that should be considered for a fault identification technique is location of the fault in the transmission lines. In this test case, the system is analyzed with a fault applied at 0%, 20%, 40%, 60%, 80%, and 100% of the transmission line 1-2. Results of the four fault types are shown in Table 4 . The faults are solid type and applied at an identical inception instant 0.2002 s. In addition, several faults for locations more than 100% are simulated. The faults are applied at 105%, 110%, and 120% of the transmission line 2-5 at an identical inception instant 0.2002 s. The results are tabulated in Table 5 .
From the results, it can be concluded that the performance of the proposed method is preserved even for locations more than 100%. It should be mentioned that the performance of the proposed method degrades for locations more than 120%.
Case 5: Various sources load angles
The results for various angles, according different inception instant, fault resistances, and fault types verify that proposed method classify the faults in different values of sources load angles. For abbreviation, the results relevant to this case are not presented.
Case 6: Various X/R ratios
Different X/R ratios impact on the performance of the proposed method is also investigated, considering different inception instant, fault resistances, and fault types.
From the results, it can be concluded that accuracy of the proposed method is preserved for different values of X/R ratios.
Case 7: Various short circuit levels
The performance of the proposed method is also evaluated for various sources short circuit levels. The algorithm also has desirable performance for these cases.
Case 8: Various load levels
In Table 6 , the results of some simulated cases for noload and loads with fraction of the nominal value are shown. It should be noted that for each load, different load values are considered in the condition of no-load of the other one. All the faults are applied in the location of 80% of the transmission line 1-2. From the results, one can observe that the performance of the proposed method is preserved in different load levels.
Case 9: Current transformer saturation
The performance of the method is also evaluated during current transformer saturation. Two typical cases are considered. The faults are solid type and applied at an identical inception instant 0.2345 s. The classification criteria for both cases are shown in Fig. 6 and Table 7 . It is observed that the proposed method is able to classify the faults during current transformer saturation.
A comparison with other techniques
The performance of the proposed method is compared with six other similar approaches in this Section. All of the methods are evaluated using an identical data set in similar conditions. The six methods are briefly reviewed as follows: a. Sequence Component [16] : This technique classifies the faults using the phase differences between positive and negative sequences. Also, relative magnitudes of negative and zero sequences from pre-fault to the fault stage are used to distinguish between phase-to-phase (LL) and phase-to-phase-to-ground (LLg) faults.
b. Alienation Coefficients [28] : In this algorithm, alienation technique is applied to two half successive cycles with the same polarity. The alienation coefficients of the successive cycles as two dependent variables are calculated. This technique is capable of classification using only three-phase current waveforms and its delay time is half cycle of power frequency. Also, another version of this approach is presented in [29] . The performance of the proposed method is compared with the above-mentioned methods based on following factors; the results are tabulated in Table 8 The number of the whole cases considered in this Section is 410; 200 cases for different fault resistances and inception instants, 50 cases for different fault locations, 70 cases for different sources X/R ratios, 50 cases for different sources angles, and 40 cases for different short circuit levels.
In Table 8 , error percentages for the above mentioned factors are calculated as the ratio of number of malfunction operations to number of the relevant cases. Then, total error percentage for each method is calculated as ratio of number of whole mal-function operations to number of whole the cases.
Techniques a and d have a delay time 15 ms and techniques b, c, e, and f have a delay time 10 ms. Among the methods with delay time 15 ms, fuzzy logic has a very good performance with only 0.49% error.
The proposed technique has a good performance with error percentage of 1.95% and average delay time of 15 ms. Based on the calculated total error percentage and delay time, it is confirmed that the proposed method has acceptable performance in comparison with other methods.
Conclusion
Two simple methods for fault detection and classification are presented in this paper. The methods are based on k-NN algorithm. Plenty of simulations were used in order to evaluate the performance of the methods. The performance of the proposed classification method is compared with six other similar methods. From the results, the good accuracy and speed of the methods are confirmed. The classification technique has accuracy about 98% for the considered data set with 15 ms average delay time. 
