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Abstract
The research in the present paper was motivated by the conjecture of Ryja´cˇek
that every locally connected graph is weakly pancyclic.
For a connected locally connected graph G of order at least 3, our results are
as follows: If G is (K1 + (K1 ∪ K2))-free, then G is weakly pancyclic. If G is
(K1 + (K1 ∪ K2))-free, then G is fully cycle extendable if and only if 2δ(G) ≥
n(G). If G is {K1 +K1 + K¯3,K1 +P4}-free or {K1 +K1 + K¯3,K1 + (K1 ∪ P3)}-
free, then G is fully cycle extendable. If G is distinct from K1 + K1 + K¯3 and
{K1 + P4,K1,4,K2 + (K1 ∪K2)}-free, then G is fully cycle extendable.
Furthermore, if G is a connected graph of order at least 3 such that
|NG(u) ∩NG(v) ∩NG(w)| > |NG(u) \ (NG[v] ∪NG[w])|
for every induced path vuw of order 3 in G, then G is fully cycle extendable,
which implies that every connected locally Ore or locally Dirac graph of order at
least 3 is fully cycle extendable.
Keywords: Local connectivity; forbidden induced subgraph; cycle; weakly pancyclic;
fully cycle extendable
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1 Introduction
We consider finite, simple, and undirected graphs, and use standard terminology. A
graph G is locally connected if for every vertex u of G, the subgraph G[NG(u)] of G
induced by the neighborhood NG(u) of u in G is connected. Similarly, G is locally Ore
if |NG(u) ∩ NG(v)|+ |NG(u) ∩NG(w)| ≥ dG(u) for every induced path vuw of order 3
in G, and G is locally Dirac if 2δ(G[NG(u)]) ≥ dG(u) for every vertex u of G, where
δ(G) and dG(u) are the minimum degree of G and the degree of u in G, respectively.
For a vertex u of a graph G and some positive integer k, let NkG(u) be set of vertices of
G at distance exactly k from u. For a graph G, the girth g(G) and the circumference
c(G) are the minimum and the maximum order of a cycle in G, respectively. A graph
G is hamiltonian if c(G) = n(G), where n(G) is the order of G. A graph G is weakly
pancyclic if it has a cycle of order ℓ for every integer ℓ between g(G) and c(G). A cycle
C in a graph G is extendable if G contains a C ′ of order n(C) + 1 with V (C) ⊆ V (C ′).
A graph G is fully cycle extendable if every vertex of G lies on a triangle, and every
cycle in G of order less than n(G) is extendable. For two disjoint graphs G and H , let
G ∪H be their union, let G+H be their join, and let G¯ be the complement of G. Let
Kn, Pn, and Cn be the complete graph, path, and cycle of order n, respectively. Note
that the star K1,n−1 of order n is K1+ K¯n−1. Let K1,1,n−2 = K1+K1+ K¯n−2. If F is a
set of graphs, then a graph is F-free if it does not contain a graph in F as an induced
subgraph. If F contains only one graph F , we write F -free instead of F -free.
The results in the present paper are motivated by the following conjecture.
Conjecture 1 (Ryja´cˇek [13]) Every locally connected graph is weakly pancyclic.
We identify several sets F of graphs such that Conjecture 1 holds for F -free graphs.
Furthermore, we show that Conjecture 1 holds for graphs that are locally Ore or locally
Dirac.
Before we proceed to our results, we give a very short summary of previous re-
lated work. Chartrand and Pippert [2] showed that every connected locally connected
graph G with n(G) ≥ 3 and maximum degree ∆(G) ≤ 4 is either hamiltonian or
K1,1,3. Extending a result of Kikust [10], Hendry [8] showed that every connected lo-
cally connected graph G with n(G) ≥ 3, ∆(G) ≤ 5, and ∆(G) − δ(G) ≤ 1 is fully
cycle extendable. Gordon et al. [6] generalized this last result further to graphs G with
n(G) ≥ 3, ∆(G) ≤ 5, and δ(G) ≥ 3. Extending earlier results due to Oberly, Sumner
[11], and Clark [3], Zhang [14] showed that every connected locally connected K1,3-free
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graph G with n(G) ≥ 3 is fully cycle extendable. Faudree et al. [5] weakened the
local connectivity requirement for this last result. Kubicka et al. [9] considered locally
Dirac graphs, and showed that every connected locally Dirac graph G with n(G) ≥ 3
and ∆(G) ≤ 11 is fully cycle extendable. Furthermore, they observed that results of
Hasratian and Khachatrian [7] imply that every connected locally Dirac graph of order
at least 3 is hamiltonian. Our results generalize the mentioned results of Zhang [14]
and Kubicka et al. [9].
2 Results
Our first goal is to verify Conjecture 1 for (K1 + (K1 ∪ K2))-free graphs. The next
lemma collects several useful observations.
Lemma 2 Let G be a connected locally connected (K1+(K1∪K2))-free graph of order
at least 3.
(i) Every vertex of G lies on a triangle.
(ii) The diameter of G is at most 2.
(iii) N2G(u) is independent for every vertex u of G.
(iv) A cycle C in G is extendable if and only if there is some vertex u in V (G) \V (C)
that has a neighbor in V (C) such that NG(u) 6⊆ V (C) or 2dG(u) > n(C).
(v) Every cycle in G of length less than c(G) is extendable.
Proof: (i) Since G is connected locally connected and distinct from K2, the minimum
degree of G is at least 2, which implies that every vertex of G lies on a triangle.
(ii) For a contradiction, we assume that uvxy is some shortest path in G. Since the
minimum degree of G is at least 2, and G is locally connected, the vertices u and v
have a common neighbor w. Since G is (K1+(K1∪K2))-free, x is adjacent to w. Since
y is not adjacent to v or w, the graph G[{v, w, x, y}] is K1 + (K1 ∪ K2), which is a
contradiction. Hence, G has diameter at most 2.
(iii) For a contradiction, we assume that xy be an edge between two vertices in N2G(u)
for some vertex u of G. Since G is (K1 + (K1 ∪ K2))-free, x and y have no common
neighbor in NG(u). Let v be a common neighbor of u and x, and let w be a common
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neighbor of u and y. Note that x is not adjacent to w, and that y is not adjacent to v.
Since G is (K1+(K1∪K2))-free, v and w are not adjacent. Since G is locally connected,
v and u have a common neighbor z. Since G is (K1 + (K1 ∪K2))-free, we obtain that
x and z are adjacent, and that y and z are adjacent, that is, z is a common neighbor
of x and y in NG(u), which is a contradiction. Hence, N
2
G(u) is independent for every
vertex u of G.
(iv) Let C be a cycle in G.
First, we prove the necessity. For a contradiction, we may assume that C is extend-
able but that NG(u) ⊆ V (C) and 2dG(u) ≤ n(C) for every vertex u in V (G) \ V (C).
Since C is extendable, there is some vertex u in V (G)\V (C) such that G contains a cy-
cle C ′ with V (C ′) = V (C)∪{u}. By (ii) and (iii), at least one of every two consecutive
vertices of C is adjacent to u. Since 2dG(u) ≤ n(C), this implies that exactly one of ev-
ery two consecutive vertices of C is adjacent to u, that is, C is a cycle of even length that
alternates between NG(u) and the independent set N
2
G(u), where |NG(u)| = |N
2
G(u)|.
Since C ′ contains two edges between u and NG(u), the independence of N
2
G(u) implies
the contradiction |NG(u)| = |N
2
G(u)|+ 1.
Next, we prove the sufficiency. Therefore, let u in V (G) \ V (C) be such that u has
a neighbor in V (C) and NG(u) 6⊆ V (C) or 2dG(u) > n(C). If NG(u) ⊆ V (C), then
2dG(u) > n(C) implies that u is adjacent to two consecutive vertices of C, say v and
w, and replacing vw with vuw yields a cycle C ′ of order n(C) + 1 with V (C) ⊆ V (C ′).
Hence, we may assume that NG(u) 6⊆ V (C). Since u has a neighbor on C and a
neighbor not on C, the local connectivity of G implies that there is a triangle uvwu
with v ∈ V (G) \ V (C) and w ∈ V (C). Since G is (K1 + (K1 ∪ K2))-free, u or v is
adjacent to a neighbor of w on C, and we obtain a cycle C ′ similarly as above.
(v) For a contradiction, we assume that C is a cycle in G of length less than c(G) such
that C is not extendable. By (iv), V (G) \ V (C) is an independent set, and 2dG(u) ≤
n(C) for every vertex u in V (G)\V (C). Let u∗ ∈ V (G)\V (C). By (iii), at least one of
every two consecutive vertices of C is adjacent to u∗. Since 2dG(u
∗) ≤ n(C), this implies
that exactly one of every two consecutive vertices of C is adjacent to u∗, that is, C is a
cycle of even length that alternates between NG(u
∗) and the independent set N2G(u
∗),
where |NG(u
∗)| = |N2G(u
∗)|. By (ii) and symmetry, we obtain that NG(u) = NG(u
∗)
for every vertex u in V (G) \ V (C), that is, V (G) \NG(u
∗) is an independent set. This
implies that c(G) ≤ 2|NG(u
∗)| = n(C), which is a contradiction. ✷
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With Lemma 2 at hand, it is easy to verify Conjecture 1 for (K1 + (K1 ∪ K2))-free
graphs.
Theorem 3 Let G be a connected locally connected (K1+(K1∪K2))-free graph of order
at least 3.
(i) G is weakly pancyclic.
(ii) G is fully cycle extendable if and only if 2δ(G) ≥ n(G).
Proof: (i) follows immediately from Lemma 2 (i) and (v). We proceed to the proof of
(ii). If 2δ(G) ≥ n(G), then the theorem of Dirac [4] implies c(G) = n(G), and (ii) follows
from Lemma 2 (i) and (v). Now, letG be fully cycle extendable. Let u be a vertex ofG of
minimum degree. By Lemma 2 (ii) and (iii), V (G)\NG(u) is an independent set. Since
G has a hamiltonian cycle, we obtain n(G)−dG(u) = |V (G)\NG(u)| ≤ |NG(u)| = dG(u),
which implies 2dG(u) ≥ n(G). ✷
We proceed to further connected locally connected graphs that are fully cycle extend-
able.
In our next result we consider forbidding just one induced subgraph. Let X be the
graph with vertex set {u0, u1, u2, u3, u
′
1, u
′
2, u
′
3} and edge set
{u0u1, u0u2, u0u3, u0u
′
1, u0u
′
2, u0u
′
3, u1u2, u2u3, u1u3, u1u
′
1, u2u
′
2, u3u
′
3}.
Proposition 4 Let F be a graph.
Every connected locally connected F -free graph of order at least 3 is fully cycle
extendable if and only if F is an induced subgraph of K1,3 or K1 + P3.
Proof: Let G be a connected locally connected F -free graph of order at least 3.
First, we prove the sufficiency. If F is an induced subgraph of K1,3, then Zhang’s
result [14] implies that G is fully cycle extendable. If F is an induced subgraph of
K1 + P3, then NG(u) induces a complete graph for every vertex u of G, which implies
that G is complete, and hence G is fully cycle extendable.
Next, we prove the necessity. Since K1,1,3 and X are connected locally connected
graphs of order at least 3 that are not hamiltonian, F must be an induced subgraph
of K1,1,3 as well as of X . Since K1,1,3 is not an induced subgraph of X , F is a proper
induced subgraph of K1,1,3, which implies that F is an induced subgraph of K1,3 or
K1 + P3. ✷
5
The arguments used in the previous proof lead to the following result concerning pairs
of forbidden induced subgraphs.
Proposition 5 Let F be a set of two graphs that contains no induced subgraph of K1,3
or K1 + P3.
If every connected locally connected F-free graph of order at least 3 is fully cycle
extendable, then one graph in F is K1,1,3, and the other graph in F is an induced
subgraph of X.
Proof: Since K1,1,3 is not hamiltonian, and F contains no proper induced subgraph of
K1,1,3, the set F must contain K1,1,3. Since X is K1,1,3-free and not hamiltonian, the
other graph in F is an induced subgraph of X . ✷
The next two results yield examples for sets F as in Proposition 5. Theorem 6 can
actually be derived from Theorem 9 below, but we include a short independent proof
using the forbidden induced subgraphs. Note that Theorem 7 extends the result of
Zhang [14], because both,K1+(K1∪P3) andK1,1,3, containK1,3 as an induced subgraph.
Theorem 6 Every connected locally connected {K1,1,3, K1 + P4}-free graph of order at
least 3 is fully cycle extendable.
Proof: Let G be a connected locally connected {K1,1,3, K1 + P4}-free graph of order at
least 3. As before, the minimum degree of G is at least 2, and every vertex of G lies
on a triangle. For a contradiction, we may assume that C is a cycle in G of order less
than n(G) such that G contains no cycle C ′ of order n(C) + 1 with V (C) ⊆ V (C ′). We
fix a cyclic order on C. For every vertex u on C, let u− and u+ be the predecessor and
successor of u on C within the cyclic order. Since G is connected, some vertex u on C
has a neighbor x in V (G) \V (C). Our assumption implies that x is adjacent to neither
u− nor u+. Since G[NG(u)] is connected and P4-free, G[NG(u)] contains a path xvu
−.
Our assumption implies that v lies on C.
First, we assume that u− is adjacent to u+ for every vertex u that has a neighbor
in V (G) \ V (C). Since v is adjacent to x, v− is adjacent to v+. Note that v+ = u− or
v− = u+ is possible. Since G[{u, u−, u+, x, v}] is not K1 + P4, v is adjacent to u
+, and
the cycle uu+ . . . v−v+ . . . u−vxu contradicts our assumption. Hence, we may assume
that u− is not adjacent to u+.
Since G[{u, u−, u+, x, v}] is not K1,1,3, v is not adjacent to u
+. Since G[NG(u)] is
connected and P4-free, G[NG(u)] contains a path xwu
+ where w is distinct from v.
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By symmetry of v and w, w is not adjacent to u−. If v and w are adjacent, then
G[{u, u−, u+, v, w}] is K1+P4, and, if v and w are not adjacent, then G[{u, u
−, x, v, w}]
is K1 + P4, which is a contradiction, and completes the proof. ✷
Theorem 7 Every connected locally connected {K1,1,3, K1 + (K1 ∪ P3)}-free graph of
order at least 3 is fully cycle extendable.
Proof: Let G be a connected locally connected {K1,1,3, K1 + (K1 ∪ P3)}-free graph of
order at least 3. As before, the minimum degree of G is at least 2, and every vertex of
G lies on a triangle. For a contradiction, we may assume that C is a cycle in G of order
less than n(G) such that G contains no cycle C ′ of order n(C) + 1 with V (C) ⊆ V (C ′).
We fix a cyclic order on C. For every vertex u on C, let u− and u+ be the predecessor
and successor of u on C within the cyclic order. Since G is connected, some vertex u
on C has a neighbor x in V (G) \ V (C). Our assumption implies that x is adjacent to
neither u− nor u+. Let d be the minimum distance within the graph G[NG(u)] between
the vertex x and a vertex in {u−, u+}. Clearly, d ≥ 2. Since G[NG(u)] is connected and
(K1 ∪ P3)-free, we have d ≤ 3.
First, we assume that u− and u+ are not adjacent. If d = 2, then, by symmetry, we
may assume that u, u−, and x have a common neighbor v. Now, if v is not a neighbor
of u+, then G[{u, u−, u+, v, x}] is (K1 + (K1 ∪ P3)), and, if v is a neighbor of u
+, then
G[{u, u−, u+, v, x}] is K1,1,3, which is a contradiction. Hence, d = 3, and, by symmetry,
we may assume that G[NG(u)] contains a path xvwu
−. Now, if w is not a neighbor
of u+, then G[{u, u+, v, w, x}] is (K1 + (K1 ∪ P3)), and, if w is a neighbor of u
+, then
G[{u, u−, u+, v, w}] is K1,1,3, which is a contradiction. Hence, u
− and u+ are adjacent.
Next, we assume that d = 2. By symmetry, we may assume that u, u−, and x have a
common neighbor v. By our assumption, the vertex v lies on C. By symmetry between
u and v, v− and v+ are adjacent. Note that v− = u+ or v+ = u− is possible. Now the
cycle uu+ . . . v−v+ . . . u−vxu contradicts our assumption. Hence, d = 3.
By symmetry, we may assume that xvwu− is a path in G[NG(u)]. By our assump-
tion, the vertex w lies on C. Clearly, v is adjacent to neither u− nor u+. If v does not lie
on C, then the minimum distance between the vertex v and a vertex in {u−, u+} is 2, in
which case we can argue as above for d = 2. Hence, we may assume that v lies on C. By
symmetry, v− and v+ are adjacent. If w is not a neighbor of u+, thenG[{u, u−, u+, w, x}]
is (K1+(K1∪P3)), which is a contradiction. Hence, w is a neighbor of u
+. By symme-
try, we may assume that u, v, and w appear in this order within the cyclic order on C.
If w = v+, then the cycle v+ . . . u−uxvv− . . . u+v+ contradicts our assumption. Hence,
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w 6= v+. If w− and w+ are adjacent, then the cycle w−w+ . . . u−wvxuu+ . . . v−v+ . . . w−
contradicts our assumption. Hence, w− and w+ are not adjacent. If w+ and u are
adjacent, then the cycle uw+ . . . u−u+ . . . v−v+ . . . w−wvxu contradicts our assump-
tion. Hence, w+ and u are not adjacent, which implies that w+ 6= u−. If w− and
u are adjacent, then the cycle uw− . . . v+v− . . . u+u− . . . w+wvxu contradicts our as-
sumption. Hence, w− and u are not adjacent, which implies that w− 6= u+. If w+
and v are adjacent, then the cycle uxvw+ . . . u−u+ . . . v−v+ . . . wu contradicts our as-
sumption. Hence, w+ and v are not adjacent. If w− and v are adjacent, then the
cycle uxvw− . . . v+v− . . . u+u− . . . w+wu contradicts our assumption. Hence, w− and v
are not adjacent. If u′ ∈ {u−, u+} and w′ ∈ {w−, w+}, then G[{u, v, w, u′, w′}] is not
(K1 + (K1 ∪ P3)), which implies that u
′ and w′ are adjacent. Hence, every vertex in
{u−, u+} is adjacent to every vertex in {w−, w+}. Now, G[{u, u−, u+, w−, w+}] is K1,1,3,
which is a contradiction, and completes the proof. ✷
As we have seen in the previous results, the graph K1,1,3 plays a special role. Excluding
this single graph, we obtain the following result.
Theorem 8 Every connected locally connected {K1 + P4, K1,4, K2 + (K1 ∪ K2)}-free
graph of order at least 3 that is distinct from K1,1,3 is fully cycle extendable.
Proof: Let G be a connected locally connected {K1+P4, K1,4, K2+(K1∪K2)}-free graph
of order at least 3. As before, the minimum degree of G is at least 2, and every vertex
of G lies on a triangle. For a contradiction, we may assume that G is distinct from
K1,1,3, and that C is a cycle in G of order less than n(G) such that G contains no cycle
C ′ of order n(C) + 1 with V (C) ⊆ V (C ′). We fix a cyclic order on C. For every vertex
u on C, let u− and u+ be the predecessor and successor of u on C within the cyclic
order. Since G is connected, some vertex u on C has a neighbor x in V (G) \ V (C).
Our assumption implies that x is adjacent to neither u− nor u+. Since G[NG(u)] is
connected and P4-free, G[NG(u)] contains a path xvu
−. Our assumption implies that
v lies on C.
First, we assume that u− is adjacent to u+. Now, if v is not adjacent to u+, then
G[{u, u−, u+, v, x}] is K1 + P4, and, if v is adjacent to u
+, then G[{u, u−, u+, v, x}] is
K2 + (K1 ∪K2), which is a contradiction. Hence, u
− is not adjacent to u+. In fact, by
symmetry, for every vertex u˜ on C that has a neighbour in V (G)\V (C), we obtain that
u˜− is not adjacent to u˜+. In particular, v− is not adjacent to v+. If v− is adjacent to
u−, then the cycle uxvv+ . . . u−v− . . . u+u contradicts our assumption. Hence, v− and
u− are not adjacent.
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Next, we assume that v+ 6= u−. Since G[{u−, x, v, v−, v+}] is not K1,4, u
− and v+
are adjacent. If u is not adjacent to v+, then G[{u, u−, v, v+, x}] is K1 + P4, and, if u
is adjacent to v+, then G[{u, u−, v, v+, x}] is K2 + (K1 ∪K2), which is a contradiction.
Hence, v+ = u−.
Next, we assume that v is adjacent to u+. By symmetry between u− and u+,
we obtain v− = u+, that is, C has order 4. Since G is connected and distinct from
K1,1,3, there is a vertex y 6∈ {u, v, u
−, u+, x} with a neighbor in {u, v, u−, u+, x}. If
y is adjacent to u or v, then, by symmetry, and since G is K1,4-free, we obtain that
NG(y) ∩ {u, v, u
−, u+, x} = {u, v, x}, and G[{u, v, u+, x, y}] is K2 + (K1 ∪ K2), which
is a contradiction. Hence, y is not adjacent to u or v. If y is adjacent to u+ or u−,
then we obtain, by symmetry, that u+ is neighbor of u−, which is a contradiction.
Hence, the only neighbor of y in {u, v, u−, u+, x} is x. Since G is locally connected
and (K1 + P4)-free, this implies the existence of a vertex z 6∈ {u, v, u
−, u+, x} that is
adjacent to x, y, and u. Since z 6∈ {u, v, u−, u+, x}, and z is adjacent to u, we obtain a
similar contradiction as above. Hence, v is not adjacent to u+.
By symmetry, there is a path xwu+ in G[NG(u)] such that w
− = u+, and w is not
adjacent to u−. If v and w are adjacent, then G[{u, u−, u+, v, w}] is K1 + P4, and, if
v and w are not adjacent, then G[{u, u−, v, x, w}] is K1 + P4, which is a contradiction,
and completes the proof. ✷
We proceed to our results on locally Ore and locally Dirac graphs. As we will see below,
the neighborhood condition used in the next result is weaker than being locally Ore or
locally Dirac.
Theorem 9 If G is a connected graph of order at least 3 such that
|NG(u) ∩NG(v) ∩NG(w)| > |NG(u) \ (NG[v] ∪NG[w])| (1)
for every induced path vuw of order 3 in G, then G is fully cycle extendable.
Proof: Let G be as in the statement. Clearly, (1) implies that every vertex of G of
degree at least 2 lies on a triangle. If v is a vertex of degree 1 in G, and u is the unique
neighbor of v, then the connectivity and n(G) ≥ 3 imply that u has another neighbor
w, and vuw is an induced path of order 3 that violates (1). Therefore, G has minimum
degree at least 2, and every vertex of G lies on a triangle. For a contradiction, we may
assume that C is a cycle in G of length less than n(G) such that G does not contain a
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cycle C ′ of length n(C) + 1 with V (C) ⊆ V (C ′). We fix a cyclic order on C. For every
vertex u on C, let u+ be the successor of u on C within the cyclic order.
Since G is connected, some vertex z in V (G) \ V (C) has a neighbor on C.
Let u be some neighbor of z on C. By our assumption, z is not adjacent to u+, and
NG(u) ∩NG(u
+) ∩N(z) ⊆ V (C). Let
A(u) =
{
v ∈ NG(u) ∩NG(u
+) ∩N(z) : v+ 6∈ NG(u)
}
,
B(u) =
{
v ∈ NG(u) ∩NG(u
+) ∩N(z) : v+ ∈ NG(u)
}
, and
C(u) =
{
v ∈ (NG(u) ∩N(z) ∩ V (C)) \NG(u
+) : v+ ∈ NG(u)
}
.
Note that A(u), B(u), and C(u) are disjoint subsets of V (C).
If x and y are distinct neighbors of z on C, then our assumption implies that x+ and
y+ are not adjacent. Therefore, if v ∈ B(u)∪C(u), then v+ is not adjacent to z or u+,
and hence v+ ∈ NG(u) \ (NG[u
+]∪NG[z]), which implies |NG(u) \ (NG[u
+]∪NG[z])| ≥
|B(u) ∪ C(u)|. Now,
|A(u)|+ |B(u)| = |NG(u) ∩NG(u
+) ∩N(z)|
(1)
> |NG(u) \ (NG[u
+] ∪NG[z])|
≥ |B(u) ∪ C(u)|
= |B(u)|+ |C(u)|,
which implies
|A(u)| > |C(u)| (2)
for every neighbor u of z on C.
Now, we define a sequence u1, u2, u3, . . . of not necessarily distinct neighbors of z on
C. Furthermore, for every neighbor x of z on C, we define two sets Ak(x) ⊆ A(x) and
Ck(x) ⊆ C(x) for every positive integer k for which uk is defined in such a way that
A1(x) ⊆ A2(x) ⊆ A3(x) . . . ⊆ A(x)
and
C1(x) ⊆ C2(x) ⊆ C3(x) . . . ⊆ C(x).
10
Let u1 be any neighbor of z on C, and let A1(x) = C1(x) = ∅ for every neighbor x of z
on C. Now, we assume that the vertices u1, . . . , uk as well as the sets Ak(x) and Ck(x)
for the neighbors x of z on C have already been defined for some positive integer k.
If A(uk) \ Ak(uk) 6= ∅, then let uk+1 ∈ A(uk) \ Ak(uk). Note that, by definition,
uk+1 ∈ A(uk) implies that uk ∈ C(uk+1). Let
Ak+1(x) =
{
Ak(uk) ∪ {uk+1} , x = uk and
Ak(x) , otherwise,
and
Ck+1(x) =
{
Ck(uk+1) ∪ {uk} , x = uk+1 and
Ck(x) , otherwise.
By the choice of uk+1, we have uk+1 6∈ Ak(uk), and hence |Ak+1(uk)| = |Ak(uk)|+ 1. If
uk ∈ Ck(uk+1), then the above definitions imply the existence of some integer i with
1 ≤ i < k such that ui = uk and ui+1 = uk+1. Now, we obtain the contradiction
uk+1 = ui+1 ∈ Ai(ui) ∪ {ui+1} = Ai+1(ui) = Ai+1(uk) ⊆ Ak(ui).
This implies uk 6∈ Ck(uk+1), and hence |Ck+1(uk+1)| = |Ck(uk+1)| + 1. By a simple
inductive argument, we obtain that, for every positive integer k for which uk is defined,
• ∑
x∈NG(z)∩V (C)
(|Ak(x)|+ |Ck(x)|) = 2(k − 1),
• if uk = u1, then
|Ak(x)| = |Ck(x)| for x ∈ NG(z) ∩ V (C),
and,
• if uk 6= u1, then
|Ak(u1)| = |Ck(u1)|+ 1,
|Ak(uk)| = |Ck(uk)| − 1, and
|Ak(x)| = |Ck(x)| for x ∈ (NG(z) ∩ V (C)) \ {u1, uk}.
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Since |Ak(uk)| ≤ |Ck(uk)| holds in every case, we obtain
|A(uk) \ Ak(uk)| = |A(uk)| − |Ak(uk)|
≥ |A(uk)| − |Ck(uk)|
≥ |A(uk)| − |C(uk)|
(2)
> 0
for every positive integer k for which uk is defined. This implies that u1, u2, u3, . . . is
actually an infinite sequence, that is, uk is defined for every positive integer k.
Since
∑
x∈NG(z)∩V (C)
(|Ak(x)| + |Ck(x)|) ≤
∑
x∈NG(z)∩V (C)
|A(x) ∪ C(x)| ≤
∑
x∈V (C)
n(C) = n(C)2,
we obtain a contradiction for k > n(C)2, which completes the proof. ✷
Note that Corollary 10 extends the main result, Theorem 3.3, of Kubicka et al. [9].
Corollary 10 Every connected locally Ore graph G of order at least 3 is fully cycle
extendable.
Proof: Let G be as in the statement. Let vuw be an induced path of order 3 in G. By
inclusion-exclusion, we obtain
dG(u) = |{v, w}|+ |(NG(v) ∪NG(w)) ∩NG(u)|+ |NG(u) \ (NG[v] ∪NG[w])|
= 2 +
(
|NG(u) ∩NG(v)|+ |NG(u) ∩NG(w)| − |NG(u) ∩NG(v) ∩NG(w)|
)
+|NG(u) \ (NG[v] ∪NG[w])|.
Since G is locally Ore, we have |NG(u) ∩ NG(v)| + |NG(u) ∩ NG(w)| ≥ dG(u), which
implies |NG(u)∩NG(v)∩NG(w)| ≥ 2+ |NG(u) \ (NG[v]∪NG[w])|, and hence (1). Now
the desired results follows from Theorem 9. ✷
Corollary 10 immediately implies the following.
Corollary 11 Every connected locally Dirac graph G of order at least 3 is fully cycle
extendable.
12
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