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Abstract. Detecting regions with mutations associated with different pathologies 
is an important step in selecting relevant genes, proteins or diseases. The corre-
sponding information of the mutations and genes is distributed in different public 
sources and databases, so it is necessary to use systems that can contrast different 
sources and select conspicuous information. This work presents a visual analysis 
tool that automatically selects relevant segments and the associated genes or pro-
teins that could determine different pathologies.  
1   Introduction 
Different techniques presently exist for the analysis and identification of patholo-
gies at a genetic level. Along with massive sequencing, which allows the exhaus-
tive study of mutations, the use of microarrays is highly extended. With regards to 
microarrays, there are two primary types of chips according to the direction of the 
analysis that will be carried out: expression arrays and array CGH (Comparative 
Genomic Hybridization) [18]. CGH arrays (aCGH) are a type of microarray that 
can analyze information on the gains, losses and amplifications [16] in regions of 
the chromosomes to detect mutations that can determine some pathologies [13] 
[11].  
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Microarray-based CGH and other large-scale genomic technologies are now 
routinely used to generate a vast amount of genomic profiles. An exploratory 
analysis of this data is critical in helping to understand the data and form biologi-
cal hypotheses. This step requires visualization of the data in a meaningful way to 
visualize the results and to perform first level analyses [15]. At present, tools and 
software already exist to analyze the data of arrays CGH, such as CGH-Explorer 
[10], ArrayCyGHt [9], CGHPRO [3], WebArray [17] or ArrayCGHbase [12], 
VAMP [15]. The problem with these tools is the lack of usability and of an inter-
active model. For this reason, it is necessary to create a visual tool to analyse the 
data in a simpler way. 
The process of arrays CGH analysis is broken down into a group of structured 
stages, although most of the analysis process is done manually from the initial 
segmentation of the data. Once the segmentation is finished, the next step is to  
perform a visual analysis of the data using different tools, which is a quite slow 
process. For this reason, the system tries to facilitate the analysis and the auto-
matic interpretation of the data by selecting the relevant genes, proteins and in-
formation from the previous classification of pathologies. The system provides 
several representations in order to facilitate the visual analysis of the data. The in-
formation for the identified genes, CNV, pathologies etc. is obtained from public 
databases.  
This article is divided as follows: section 2 describes our system, and section 3 
presents the results and conclusions. 
2   aCGH Analysis Tool 
aCGH is a technique that can detect copy number variations in patients who have 
undergone different mutations in chromosomic regions. Typically, the variations 
have been previously catalogued, allowing the existing information to be  
used to catalogue and evaluate the mutation. In this case study, the cases are de-
fined according to the segments into which the chromosomic regions have been 
fragmented.  
The developed system receives data from the analysis of chips and is responsi-
ble for representing the data for extracting relevant segments on evidence and ex-
isting data. Working from the relevant cases, the first step consists of selecting the 
information about the genes and transcripts stored in the databases. This informa-
tion will be associated to each of the segments, making it possible to quickly con-
sult the data and reveal the detected alterations at a glance. The data analysis can 
be carried out automatically or manually. 
2.1   Automatic Analysis 
Knowledge extraction algorithms can be categorized as decision trees, decision 
rules, probabilistic models, fuzzy models, based on functions, statistics, or gain  
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functions. Some of these algorithms include: decision rules RIPPER [4], One-R 
[7], M5 [8], decision trees J48 [14], CART [2] (Classification and Regression 
Trees), probabilistic models naive Bayes [6], fuzzy models K-NN (K-Nearest 
Neighbors) [1] and finally statistical techniques, such as non parametrics Kruskal-
Wallis [21] and Mann-Whitney U-test [19] for two groups, and parametrics Chi 
Squared [22], ANOVA [5]. The gain functions are a particular case of the tech-
niques used in decision trees and decision rules for selecting the attributes, which 
is why they are not considered separately. 
For this particular system, the use of decision trees was chosen to select the 
main genes of the most important pathologies, specifically J48 [14] in its imple-
mentation for Weka [20]. However, if the system needs a generic selection, the 
gain functions are chosen (specifically, Chi Squared [22], which is also imple-
mented in the Weka library). Chi Squared was chosen because it is the technique 
that makes it possible to work with different qualitative nominal variables to study 
factor and its response. The contrast of Chi Squared makes it possible to obtain as 
output the values that can sort the attributes by their importance, providing an eas-
ier way to select the elements. As an alternative, gain functions could be applied in 
decision trees, providing similar results. 
2.2   Visual Analysis 
A visual analysis is performed of the data provided by the system and the informa-
tion recovered from the databases. New visualizations are performed in order to 
more easily locate the mutations, thus facilitating the identification of mutations 
that affect the codification of genes among the large amount of genes. Visualiza-
tion facilitates the validation of the results due to the interactivity and ease of use 
of previous information. Existing packages such as CGHcall [23] in R do not dis-
play the results in an intuitive way because it is not possible to associate segments 
with regions and they do not allow interactivity.  
The system provides a visualization to select the regions with more variants and 
relevant regions in different pathologies. The visualizations make is possible to 
extract information from databases using a local database.  
2.3   Reviewing Process 
Once the relevant segments have been selected, the researchers can introduce in-
formation for each of the variants. The information is stored in a local database. 
These data are considered in future analyses although they have to be reviewed in 
detail and contrasted by the scientific community. The information is shown in fu-
ture analyses with the information for the gains and losses. However, because only 
the information from public databases is considered reliable, this information is 
not included in the reports. 
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3   Results and Conclusions 
The system was applied to two different kinds of CGH arrays: BAC aCGH, and 
Oligo aCGH. The information obtained from the BAC aCGH after segmenting 
and normalizing is represented in table 1. As shown in the figure, there is one pa-
tient for each column. The rows contain the segments so that all patients have the 
same segments. Each segment is a tuple composed of three elements: chromo-
some, initial region and final region. The values vij represent gains and losses for 
segment i and patient j. If the value is positive, or greater than the threshold, it is 
considered a gain; if it is lower than the value, it is considered a loss.   
Table 1 BAC aCGH normalized and segmented 
Segment Patient 1 Patient 2 ... Pantient n 
Init-end v11 v12 ... v13 
Init-end v21 v22 ... v23 
 
The system includes the databases because it extracts the information from 
genes, proteins and diseases. These databases have different formats but basically 
there is a tuple of three elements for each row (chromosome, start, end, other in-
formation). Altogether, the files downloaded from UCSC included slightly more 
than 70,000 registries 
Figure 1 displays the information for 18 oligo arrays cases. Only the informa-
tion corresponding to chromosome 5 is shown. The green lines represent gains for 
the patient in the associated region of the chromosome, while the red lines 
represent losses. The user can draw the CNVs and use this information to select 
the relevant information. For example, in figure 3 the CNVs are represented in 
blue. We can see that there is a gain region with a high incidence in the individu-
als but this region is not relevant because it belongs to a CNV. 
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When performing the visual analysis, users can retrieve information from a lo-
cal database or they can browse through UCSC. For example, figure 2 contains the 




Fig. 2 Browse through UCSC 
In order to facilitate the revision and learning phases for the expert, a different 
visualization of the data is provided. This view helps to verify the results obtained 
by the hypothesis contrast regarding the significance of the differences between 
pathologies. Figure 3 shows a bar graph where one bar represents each individual 
and is divided into different segments with an amplitude proportional to the width 
of the segment gain (green) or loss (red). We can see that the blue individuals (rec-
tangle over the bars) are not in the range of the green individuals because they re-
main deactivated when we select the green individuals. 
 
Fig. 3 Selection of segments and genes automatically 
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The presented system facilitates the use of different sources of information to 
analyze the relevance in variations located in chromosomic regions. The system is 
able to select the genes, variants, genomic duplications that characterize patholo-
gies automatically, using several databases. This system allows the management 
of external sources of information to generate final results. The provided visuali-
zations make it possible to validate the results obtained by an expert more quickly 
and easily  
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