A flat complete causal Lorentzian manifold is called strictly causal if the past and the future of each its point is closed near this point. We consider strictly causal manifolds with unipotent holonomy groups and correspond to a manifold of this type a curve in the symmetric space of positive definite matrices which is parametrized by a quadratic polynomial with matrix coefficients satisfying some additional conditions. Moreover, the correspondence is one-to-one if curves are considered up to affine changes of the variable and natural transformations of the cone.
Introduction
Flat complete Lorentzian manifolds can be realized as quotient spaces M n /Γ of n-dimensional Minkowski spacetime M n over a discrete subgroup Γ ∼ = π 1 (M ) of Poincare group P n that acts in M n freely and properly. They can also be defined as geodesically complete Lorentzian manifolds with vanishing torsion and curvature or as manifolds admitting an atlas of coordinate charts with coordinate transformations in P n such that any affine mapping of a segment in R to M extends affinely to R (complete affine manifolds with a compatible Lorentzian metric). The Lorentzian metric defines in each tangent space the pair of closed convex round cones. Choosing one of them we get locally a cone field which can be extended to the global cone field on M or on a two-sheet covering space of M . If M admits no closed timelike curves then it is said to be causal. For the covering space this means that the orbit of any point does not meet the cone at this point. Fixing origin o ∈ M n we may identify M n with a real vector space V endowed with the Lorentzian metric ℓ of the signature (+, − . . . , −); the causal structure is determined by the cone C (one of the two cones defined by the inequality ℓ(v, v) ≥ 0). We say that M is strictly causal if the past and the future of any point p ∈ M are closed near p (they are not closed globally in general). These manifolds were found in [5] up to finite coverings. The action of Γ splits to affine unipotent Lorentzian and bounded linear. This reduces the problem to the case of unipotent Γ. There are two types of them. The first (elliptic) is trivial: Γ is the group of translations by vectors in some unform lattice in a linear subspace T ⊂ V such that T ∩ C = 0. We consider mainly in this paper the second (parabolic) type. There is no such manifold of the dimension less or equal to 3; by [5] , in dimension 4 there is only one manifold M 4 , up to a homothety. In this paper we concentrate on the geometry of these manifolds and do not consider their causal structure. We correspond to a flat complete strictly causal Lorentzian manifold a quadratic polynomial of a real variable with matrix coefficients and values in the cone of positive symmetric matrices. Considered up to affine changes of the variable and natural transformations of the cone, it uniquely determines the manifold. Also, we characterize polynomials that correspond to the manifolds and describe some invariants of them.
There are many papers and results on flat complete affine manifolds (see recent surveys [1] and [3] ). On the other hand, there is a lot of articles concerning causal properties of Lorentzian manifolds in the context of General Relativity. Intersection of these fields includes some papers of A.D. Aleksandrov's chronogeometric school (see [6] for references), and papers [4] , [2] , [5] . In [4] , two-ended causal 4-manifolds H/Γ were described, where H is a subgroup of Poincare group which acts on Minkowski spacetime simply transitively and Γ is its discrete subgroup. Most of them are not strictly causal. On the other hand, nontrivial strictly causal manifolds are never globally hyperbolic ( [2] , [5] ); the latter class of flat Lorentzian (not necessarily complete) manifolds was considered in the recent paper [2] .
Statement of results
Fixing the origin o ∈ M n , we identify M n with the real vector space V equipped with a Lorentzian form ℓ of the signature (+, −, . . . , −). The set ℓ(v, v) ≥ 0 is the union of two closed convex round cones in V . Let C be one of them. The group Γ acts freely and properly in V by affine transformations whose linear parts keep ℓ and C. We denote by κ the quotient mapping M n → M = V /Γ and define the past P p and the future F p of p ∈ M by
Clearly, P p and F p do not depend on the choice of v. On M , this defines the field of pointed convex cones
The manifold M is said to be causal if M admits no closed piecewise smooth timelike paths. A smooth path η is called timelike if η ′ (t) ∈ C η(t) for all t; for lightlike paths, η ′ (t) ∈ ∂C η(t) (note that lightlike paths are timelike). The definition naturally extends to piecewise smooth paths. Clearly, any timelike curve in M can be lifted to a timelike curve in V and the projection of a timelike curve in V is timelike. We say that an isometry of Lorentzian manifolds is causal if it keeps the orientation of timelike curves.
An affine manifold is a manifold with affine coordinate transformations. A complete affine manifold can be realized as the quotient space V /Γ, where Γ a free and proper group of affine transformations of V ; in our setting they belong to P n . For γ ∈ Γ, set
Clearly, λ : Γ → O(ℓ) is a homomorphism and for all γ, ν ∈ Γ
According to [5, Theorem 1] , each strictly causal flat complete Lorentzian manifold is finitely covered by a vector bundle with (arbitrary) bounded holonomy group and unipotent base (this means that Γ consists of affine transformations with unipotent linear parts). Thus we concentrate here on the unipotent case. By [5, Theorem 2] , a unipotent manifold of this type can be finitely covered by a manifold described below (this is an equivalent statement which is not word for word as in [5] ).
Main Construction.
The hyperplane W = N ⊕ L is tangent to ∂C at v 0 . The form ℓ is nonpositive and degenerate in W , and nondegenerate and negative in N . Let T ⊆ N be a linear subspace and setT = T + L. We may identify T withT /L. Let Γ be a uniform lattice in T and a be an ℓ-symmetric linear mapping
The affine action x → γ x of T in V is defined by formulas
The following condition is necessary and sufficient for the action of T to be free and for action of Γ to be free and proper [5, Lemma 19] :
where 1 is the identical mapping. Quotient mappings V → V /L and V → V /Γ are denoted by φ and κ, respectively. In the following lemma, we formulate without proof some evident properties of the action above. (1) If x ∈ T and ax = 0 then the line L is precisely the set of fixed points of λ(x) in C ∪ (−C); translations by vectors in L commute with γ x for all x ∈ T .
(2) The action of Γ in the quotient space V /L is free and proper. Any hyperplane
The mapping φ is one-to-one on each T -orbit in V .
The set of common fixed points of G = λ(Γ) in V may be greater than L. For instance, if a = 0 then Γ and T act by pure translations: γ x (v) = v + x. In [5] this case was called elliptic and was considered separately but in this paper this is more convenient to combine elliptic and parabolic (a = 0) cases.
The affine structure locally makes possible to decide if two vectors are parallel or not. Hence the parallel transport of vectors along curves is well defined. Applying this to loops at p ∈ M we get the holonomy representation λ p :
The following theorem is an observation that refines [5, Theorem 2] , where an analogous assertion was proved up to finite coverings and without mentioning of the holonomy group. A linear group is said to be unipotent if it can be realized by triangular matrices with diagonal entries 1 in some linear base. We say that Γ ⊂ Aff(V ) is unipotent if G = λ(Γ) has this property (it can be considered as a unipotent linear group in the space V ⊕ R).
Theorem 1. A flat complete strictly causal Lorentzian manifold admits a realization above if and only if its holonomy group is unipotent.
We say that manifolds of Theorem 1 are unipotent. As a simple consequence of the construction we get the following corollary.
Corollary 1.
The fundamental group of a unipotent manifold is isomorphic to Z m .
Let Γ denote the algebraic (Zariski) closure of Γ in the group Aff(V ) of all affine transformations of V (clearly, Γ is contained in Poincare group P(V )). Proposition 1. The algebraic closure Γ of Γ coincides with the image of T under the embedding to P(V ) defined by (4) and (5); in particular, Γ is isomorphic the the vector group T and Γ/Γ is a torus. Moreover, all orbits of Γ in V are Zariski closed.
We assume that Γ is a subgroup of P n and T is a linear subspace of V in the sequel. Orbits of Γ in M are tori Γ/Γ. If a = 0 then they are affine submanifolds of M ; otherwise, there is the compatible affine structure on line bundles over these tori, where lines are parallel to L (see Lemma 1, (2) ). The torus Γ/Γ acts freely on M in both cases, M/ Γ is homeomorphic to a vector space and M is homeomorphic to the product
The manifold M is completely determined by parameters v 0 , v 1 , T, a, Γ. The space T is the linear span of Γ, v 0 and
by two lines, L and Rv 1 , and the position of v 1 in the second line is defined by ℓ(v 0 , v 1 ) = 1). We write
sometimes omitting parameters. Most of them have a natural geometrical meaning; perhaps, the following proposition clarifies this.
Let M be as in Theorem 1, p ∈ M , Γ = π 1 (M, p). We define some subspaces of T p M in the notation which agrees with the main construction:
T : the tangent space to the orbit Γp ;
Since the action of Γ/Γ in V is free, T may be identified with the Lie algebra of the torus Γ/Γ. This defines the exponential mapping exp : T → Γp. For a flat complete affine manifold M and each p ∈ M the exponential mapping exp p : T p M → M is uniquely determined by following conditions:
and the mapping t → exp p (tu) is affine. These two exponential mappings do not agree but their φ-projections coincide on T by Lemma 1, (2). Let π X denote the ℓ-orthogonal projection to a subspace X (the definition is correct if ℓ is nondegenerate in X).
Proposition 2. Let M be a unipotent non-elliptic manifold, p ∈ M , and T, H, U, L, W be as above. Then dim L = 1 and L consists of fixed points of the holonomy representation.
(1) Any choice of a generating vector v 0 ∈ ∂C p for L, an isotropic vector
All ℓ-symmetric mappings have an evident structure: if a satisfies (3) then it admits the unique decomposition
where a ′ : T → T is the self-adjoint transformation of T corresponding to the symmetric bilinear form ℓ(ax, y):
and a ′′ is an arbitrary linear mapping
The condition (6) can be rewritten as follows:
In other words, a ′′ is nondegenerate in all eigenspaces of a ′ excepting ker a ′ (note that a ′ has only real eigenvalues and is semisimple being self-adjoint). The space
acts by pure translations. If we look only at the action of T then it can be considered as a trivial summand but the embedding of Γ may complicate the situation.
There are three natural levels in the construction of M :
(B) pick any ℓ-symmetric linear operator a ′ : T → T , and, for each its eigenspace Λ j , a linear operator a
(C) choose a linear base for T and define Γ as the subgroup of the vector group T generated by it.
The first makes the frame for the second and the third which are mutually independent. If, for example, T = N then a = 0 and we get an elliptic manifold; if dim R = 1 then a ′′ has rank 1 and can be nondegenerate in all eigenspaces of a ′ only if they are one dimensional. We say that a ′ and M (a) have the simple spectrum if each eigenvalue of a ′ has multiplicity ≤ 1. It is not difficult to construct a unipotent manifold with the simple spectrum and prescribed eigenvalues and eigenvectors of a ′ (any orthonormal linear base in T ). A manifold with the simple spectrum is determined up to an isometry by m real numbers (the spectrum of a ′ ) and the Gram matrix of m vectors (a ′′ -images of eigenvectors) of rank r ≥ 1 which must have nonzero diagonal elements (this is not a classification since these parameters do not distinguish some isometric manifolds).
Causally isometric manifolds of this type admit realizations (2)-(5) with identical parameters. We say that manifolds are almost causally isometric if they admit realizations that differ only on the level (C) of the construction above.
For any p ∈ M and x ∈ π 1 (M, p), there is the unique segment of a straight line that realizes x. Precisely, this is the projection to M of the segment with endpoints γ x (v) and v, where κ(v) = p, γ x ∈ Γ is the affine transformation corresponding to x. Set
This is a function on the group
does not depend on v since Γ acts by pure translations. In general, Γ acts by translations in each hyperplane W s /L (Lemma 1, (2)). Since W ⊥ L, this means that q v depends only on s = l 0 (v). By a straightforward calculation with (4), (5) we get
Hence {q v : v ∈ V } is one parameter family of quadratic forms on T . Since ℓ is negative definite on T , it follows from (6) that all forms q s are positive definite on Γ. Thus we get a curve parametrized by s = l 0 (v) in the cone of positive definite quadratic forms on Γ. By (9) and (10), the change of origin is equivalent to the shift of the parameter:
whereõ is new origin. For any t > 0, replacing v 0 , v 1 by tv 0 , v 1 /t, respectively, we get the same formulas with tl 0 , a/t instead of l 0 , a. Then
If t < 0 then the time reverses. Thus we have to consider the curve s → q s up to orientation-preserving affine changes of the variable s. Let us fix the identification Γ = R m such that Γ = Z m . More precisely, let ι : R m → T be a linear isomorphism such that ι Z m = Γ and let , be the standard inner product in R m . There exist symmetric m-matrices A, B, C such that
For a matrix S, S > 0 (S ≥ 0) means that S is symmetric positive definite (respectively, nonnegative definite); we call such matrices positive (resp., nonnegative) and denote by P m the set of positive ones. It is a homogeneous space of the group GL(m, R) acting by S → X ⊤ SX, where X ⊤ is the transposed matrix X. Moreover, the involution S → S −1 defines in P m the structure of a symmetric space. The condition
is necessary (but not sufficient) for the matrix valued quadratic polynomial Q to satisfy (13). However, it evidently implies A > 0, C ≥ 0; if a = 0 then B = C = 0. A linear change of the variable z ∈ R m defined by a real m-matrix X ∈ GL(m, R) induces the translation of this curve in P m :
We say that Q(s) is a characteristic polynomial of M and denote it by Q M ; considering Q M up to affine changes of the variable s, we get a characteristic curve of M (clearly, the affine parametrization of the curve is unique up to this equivalence; thus it is defined as a geometrical object in the symmetric space P m ). Lorentzian manifolds (M, ℓ) and (M ,l) are homothetic if (M, tℓ) and (M ,l) are isometric for some t > 0. Let us denote
We say that (n, m, r, k) is the signature of M . It follows from Proposition 2 that the signature does not depend on the realization of M in the form (2)- (5). Clearly, these numbers satisfy inequalities
In the statement of the following theorem we use the tilde to distinguish objects corresponding to the manifoldM . 
for some X ∈ GL(m, Z), α > 0, β ∈ R. Replacing the inclusion X ∈ GL(m, Z) by X ∈ GL(m, R) we get a criterion for M andM to be almost causally isometric. 
In other words, manifolds with equal signatures are isometric if and only if projections of their characteristic curves to
where the preimage of a point s ∈ R in M/L is the product of the torus and Euclidean space; corresponding the torus to s we get the curve above.
For m = 1 and a = 0 we have an ordinary quadratic polynomial which is equivalent to A + s 2 , A > 0. If k = 0 then dim M = 4, and Theorem 2 implies that non-elliptic manifolds in this dimension form one parameter family. There is a more precise version of this result ([5, Theorem 3]): each flat complete strictly causal non-elliptic Lorentzian 4-manifold is homothetic to the following one. The group Γ = Z is the cyclic infinite group generated by the affine transformation v → λv + τ that is defined in the base e 0 , . . . , e 3 by relations λe 0 = e 0 , λe 1 = e 1 , λe 2 = e 2 + e 0 , λe 3 = e 3 + e 2 + 1 2 e 0 , τ = e 1 ; (19)
Our goal now is to describe those quadratic polynomials Q(s) in (14) that define characteristic curves. We do it by two steps: first, we reduce the problem to the case of nondegenerate matrix C, and second, describe such polynomials with C > 0. 
If m = r then (14) may be replaced by a weaker condition A > 0.
Conditions (14) and (21) can be formulated in terms of eigenvectors of some matrices as in (8); also, (21) is not a consequence of (14) as well as (14) does not follow from (21) even with the additional assumption A > 0. For example, let m = 2, A = B = 1, and
Then (14) is true but (21) The characteristic curve implicitly contains several invariants of M . An essential one is given in the following proposition. It does not determine M completely (in particular, it does not distinguish almost isometric and homothetic manifolds). The spectrum of a matrix X is denoted by sp(X). 
for some α ∈ Aff(R).
Using results above it is not difficult to describe flat complete strictly causal manifolds in small dimensions. For n = 4 there is, up to a homothety, exactly one non-elliptic manifold (see (19)). Let n = 5, e 1 , . . . , e 5 be the standard base for V , ℓ(u, u) = 2u 4 u 5 − u ′ must have a simple spectrum. The setting ae 1 = te 3 , ae 2 = e 2 + re 3 , where t, r = 0, v 0 = e 5 , v 1 = e 4 , and a choice of Γ in the linear span of e 1 , e 2 , gives all manifolds of the signature (5,2,1,0). Other signatures an be reduced to less dimensions.
Proof of results
Proof of Proposition 1. Let p be a polynomial on V . Suppose that p(γ x (v)) does not depend on x ∈ Γ for some v ∈ V . It follows from (4) and (5) that p(γ x (v)) is constant on T . Hence the Zariski closure of Γ-orbit of v includes its T -orbit. To prove the inverse inclusion, note that the projection of the T -orbit to V /L is the affine space φ((1 + sa)T + v), s = l 0 (v). Hence T -orbit has codimension 1 in the affine space X = L + (1 + sa)T + v. By Lemma 1, (3), it has the form {v + x + sax + f (x)v 0 : x ∈ T } for some function f on T . The explicit form of f extracted from (4) and (5) shows that the orbit is distinguished by an algebraic equation in X. Hence each T -orbit is Zariski closed. Since the action of T is free according to (6) , the assertion concerning Γ is an easy consequence of it.
Proof of Theorem 1.
Hence each M (a, Γ) has a unipotent holonomy group. To prove the converse, note that M can be finitely covered by M (a, Γ) for some a, Γ by [5, Theorem 2] . Then M = V /Γ, whereΓ ⊂ P(V ) is an unipotent group that contains Γ as a subgroup of finite index (and acts in V freely and properly).
Then Γ has finite index in the algebraic closure Γ ofΓ. Any unipotent matrix U is contained in one parameter group exp(tX), where X is nilpotent, and exp(tX) is polynomial on t. Hence the Zariski closure of the cyclic group generated by U includes exp(RX). Thus each Zariski closed unipotent linear group is connected. This implies that Γ = Γ andΓ ⊂ Γ. Due to Proposition 1,Γ is a discrete subgroup of the vector group Γ that contains a uniform lattice Γ. HenceΓ is a uniform lattice itself and M = M (a,Γ).
Proof of Proposition 2. By Theorem 1, we may assume M = M (v 0 , v 1 , T, a, Γ). Suppose first that p = κ(o); then we may identify V and T p M . It follows from (5) and Proposition 1 that the two definitions of T agree. Since M is non-elliptic, ax = 0 for some x ∈ T ; then ℓ(ax, ax) = 0 because ℓ is negative definite on T . By (4), (λ(tx)v − v) + (λ(−tx)v − v) = rv 0 , where r = 0 for all sufficiently large t > 0 and any v ∈ V such that l 0 (v) = 0. Hence v 0 ∈ H; as an immediate consequence of (4) we get H = aT + Rv 0 . Since v 0 is isotropic and ℓ is nondegenerate on aT , L = H ∩ H ⊥ = Rv 0 and dim L = 1. Letṽ 0 = 1 r v 0 for some r > 0,ṽ 1 = rv 1 + w, where w ∈ T ⊥ ∩ W is such thatṽ 1 is isotropic. Then, according to (4),
for some function ξ. Setã = ra; then ℓ(ax, x)v 0 = ℓ(ãx, x)ṽ 0 . Since the kernel of the orthogonal projection in W to any subspace complementary to L is always L and ax ∈ U , we get formulas (2)- (5) for the action of T , where v 0 , v 1 , a are replaced byṽ 0 ,ṽ 1 ,ã. The embedding of the group Γ to T satisfies the relation
and is completely determined by it. The equality exp p (γ(v)) = exp p (v), for all v ∈ V and γ ∈ Γ is evident. Further, the inclusion E ⊆ N implies that ℓ is nondegenerate in E, hence the decomposition E ⊕ E ⊥ holds. It is Γ-invariant since E ⊥ ⊇ T +aT +L; hence E is a direct factor in M = V /Γ. The manifold M ′ satisfies the assertion since the action of Γ in it is subject to the same formulas.
To prove the proposition for any p ∈ M , it is sufficient to remove origin to an arbitrary pointõ ∈ V and find parameters that realize the action in the form (2)- (5). The parallel translation does not change linear parts of affine transformations. Thus H and L are the same as above. Further, due to the first part of the proof, we may consider the same v 1 , thus the same N . Hence
(the tilde distinguishes new parameters), wherex is the point in the tangent spaceT to the orbit ofõ atõ that satisfies φ(x) = φ(τ (x)), wherẽ
Differentiating by x at x = 0 we get
The latter is true since φ(x) = φ(x + sax) by (24) and (4), (5). If s = 0 then φ(T ) = φ(T ), and U = T + H does not change since L ⊂ H. Substituting this to (4), (5) we get the same formulas with new parameters. Letõ = sv 1 , where s ∈ R \ {0}. Then l 0 (õ) = s, ℓ(ax,õ) = 0 and we obtaiñ
Since each translation in V is a composition of a translation by a vector in W and along L, the action can be realized in the form (2)- (5) for any choice of origin.
Proof of Theorem 2. The assertion on signatures is clear. It follows from Proposition 2 that isometries keep foliations on lines parallel to L and hyperplanes W s . Hence it induces isometries of tori in relating hyperplanes W s /L. Using an affine change of the variable s (corresponding to the removing of origin and the scaling of vectors v 0 , v 1 , see the proof of Proposition 2 above) we get equal curves in P m / GL(m, Z). The same arguments show that we may assume (18) with X ∈ GL(m, Z) proving the converse. Moreover, applying an automorphism of Γ ∼ = Z m , we may assume that
for all s ∈ R. The isometry between manifolds can be lifted to an isometry α of covering spaces that is equivariant with respect to actions of fundamental groups. We may assume that α ∈ P(V ). Obviously, it is equivariant with respect to actions of Zariski closures of fundamental groups. They are subject to formulas (2)-(5). Using transformations in P(V ), we may assume v 0 =ṽ 0 , v 1 =ṽ 1 (hence N =Ñ and W =W ); also, that T =T and R =R (since signatures coincides). Thus, it is sufficient to prove that a andã are conjugated by an ℓ-orthogonal linear transformation of N that keeps T and R. Using (10) and the decomposition (7), by (9) and (13) we get
where x = ι z ∈ T , z ∈ R m ; analogous equalities hold for QM . Thus, for instance, (25) means that ℓ(x, x) = ℓ(x,x), wherex =ιz. It follows from (25) that ι = ξι for some ξ ∈ O(ℓ|T ). Thenã ′ = ξ −1 a ′ ξ by (26) (note that the quadratic form in the left side uniquely determines a ′ andã ′ since they are ℓ-symmetric). This implies ℓ(a ′ x, a ′ x) = ℓ(ã ′x ,ã ′x ) for all x ∈ T . Then ℓ(a ′′ x, a ′′ x) = ℓ(ã ′′x ,ã ′′x ) by (27); therefore,ã ′′ = ζ −1 a ′′ ξ for some ζ ∈ O(ℓ|R). Thus the transformation which is equal to ξ on T , to ζ on R and is identical on U ⊥ identifies parameters for the two actions (including the embedding of Γ). Manifolds M andM are almost causally isometric if and only if they admit a realization with identical parameters excepting Γ; this is equivalent to the existence of the linear transformation X ∈ GL(m, R) such that ι =ι X. This implies the second assertion of the theorem.
Proof of Proposition 3. Since a is ℓ-symmetric, ker a ⊥ aT . The form ℓ is negative definite on N ; hence ker a ∩ aT = 0. Let R m = R k ⊕ R m−k be the natural decomposition; there exists X ∈ GL(m, R) that identifies it with the decomposition T = ker a ⊕T , whereT = T ∩ (ker a)
⊥ . It follows from (10) that q s (x) does not depend on s if x ∈ ker a. SetṼ = (ker a)
⊥ andΓ = Z m−k . SinceṼ contains T , aT = aT , and L, it isΓ-invariant by (2)- (5), and the action is subject to the same formulas. SetM =Ṽ /Γ. Clearly, M is almost causally isometric to the product of M and the torus R k /Z k (note that γ x (v) = v + x for x ∈ ker a). Comparing coefficients at s 2 in (10) and (13), we get rank C = rank a. This proves (20); remaining assertions are clear.
In the subsequent text, fractional powers of nonnegative matrices are nonnegative. r = rank a ′′ = rank(C −B 2 ) = rank(C − BA −1 B).
The condition (6) holds if and only if rank(1 + sa) = m for all s ∈ R; in other words, it is true if and only if the form in the left side of (10) is positive definite but this is equivalent to (14). Conversely, let Q(s) satisfy (14) and (21). Then the manifold M may be constructed following the procedure (A)-(C) described after Proposition 2 (not word for word).
(A) Set V = R n , where n ≥ m+r+2 and r is defined by (22) . Let e 1 , . . . , e n be the standard base in R n , ℓ(z, z) = 2z n z n−1 − z 2 1 − · · · − z 2 n−2 , v 0 = e n−1 , v 1 = e n , and let L, W, N be as in (2) . Define special subspaces by the following decomposition:
(B) Set a ′ =B. Let J be any linear isometry of the range ofC −B 2 onto R and set a ′′ = J(C −B 2 ) The condition m = r is equivalent to C − BA −1 B > 0; if A > 0 thenB and C are well defined and (31) taken together with (30) imply (14).
