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Desde finales de los an˜os sesenta, y sobre todo a partir de los trabajos
de J. M. Souriau, se propone una nueva forma de estudiar la evolucio´n de
los sistemas dina´micos a trave´s de la Meca´nica Simple´ctica. Un sistema
dina´mico (F, σF ) se representa mediante una variedad simple´ctica y el
espacio de evolucio´n de este sistema, (V, σV ), constituye una variedad
presimple´ctica. La evolucio´n de F puede describirse mediante la foliacio´n
caracter´ıstica de V , es decir
Ω = KerσV[ .
Esta te´cnica resulto´ muy u´til para trabajar en el espacio-tiempo de Min-
kowski, sin embargo, resultaba insuficiente para trabajar en Relatividad
General.
Una de las formas de extender este me´todo a un espacio-tiempo arbi-
trario es trabajar con estructuras fibradas. Tras los e´xitos de los fibrados
principales con conexio´n para describir la Teor´ıa Gauge (Wu y Yang,
1975), aparecen trabajos en los que se recurre a estas estructuras para
analizar sistemas dina´micos desde diferentes ramas de la F´ısica.
A principios de los noventa, Liern y Olivert (1992) propusieron la
estructura de fibrado espigado, que cubre estos dos objetivos: permite
analizar la evolucio´n mediante foliaciones y extiende a la Relatividad
General los resultados de la Meca´nica Simple´ctica. En esencia, en es-
tas estructuras, las foliaciones (por la forma de construccio´n) aportan la
mayor´ıa del contenido f´ısico de los feno´menos. Conscientes de este hecho,
hemos cre´ıdo necesario un estudio en profundidad de las foliaciones que
pueden ser usadas en estas estructuras.
Siguiendo con la l´ınea marcada por Liern y Olivert (1995), el estudio
de la evolucio´n de part´ıculas libres sin masa puede describirse, al menos
de forma aproximada, mediante foliaciones nulas de codimensio´n 1 en el
espacio-tiempo. Por lo tanto, nuestro intere´s se ha centrado especialmente
en este tipo de foliaciones para dimensio´n o codimensio´n 1.
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Para estudiar las foliaciones en el espacio-tiempo es conveniente tener
en cuenta los puntos de vista cuadridimensional y tridimensional de la
Relatividad. Una buena interrelacio´n entre ellos permitira´ que se entien-
dan mejor las observaciones, a pesar de pertenecer al espacio f´ısico tridi-
mensional del observador. Cuando el sistema dina´mico esta´ descrito por
las variedades integrales de una foliacio´n en el espacio-tiempo, la forma
de vincularlo a la observacio´n es a trave´s de bases ligadas a un obser-
vador U . Para ello introducimos la nueva nocio´n de U -base, presente a lo
largo de todo el trabajo, que nos permite interpretar de forma novedosa
el efecto Doppler y la aberracio´n de la luz. En nuestro formalismo, ambos
feno´menos se explican mediante un simple cambio de base.
Abordamos tambie´n el estudio de la simultaneidad mediante folia-
ciones. Uno de los problemas que plantea trabajar con variedades de si-
multaneidad es garantizar la existencia de foliaciones cuyas hojas son pre-
cisamente estas variedades de simultaneidad. Este hecho nos permitira´ es-
tudiar feno´menos f´ısicos, como los frentes de onda, en diferentes puntos.
Por otro lado, se distinguen dos tipos de simultaneidad relacionadas con
la causalidad y que generara´n, para entornos adecuados, foliaciones de
simultaneidad espaciales o nulas.
Por u´ltimo, en los fibrados espigados, la evolucio´n de los sistemas
dina´micos viene dada por un Ley de Movimiento que es equivalente a
que la foliacio´n sea totalmente geode´sica. Hemos generalizado esta Ley
introduciendo condiciones geome´tricas, que hemos denominado de “esta-
bilidad” y que nos han permitido relacionarlo con la curvatura del espacio-
tiempo.
0.2. Ana´lisis de la Memoria
En el Cap´ıtulo 0 hemos expuesto de forma resumida aquellos concep-
tos preliminares y resultados previos necesarios para desarrollar adecuada-
mente la presente memoria. En el primer ep´ıgrafe se dan las definiciones
y propiedades necesarias acerca de las distribuciones y las foliaciones, que
forman el nu´cleo del estudio. En los dos ep´ıgrafes siguientes introducimos
la variedad espacio-tiempo y ejemplos particulares de me´tricas que sera´n
estudiadas posteriormente, tales como las de Minkowski, Schwarzschild,
Robertson-Walker y pp-wave. Dedicamos el siguiente ep´ıgrafe a introducir
el importante concepto de observador y congruencia de observadores. Pos-
teriormente, damos la Ley de Movimiento para foliaciones que sera´ gen-
eralizada en el Cap´ıtulo 3. En el sexto ep´ıgrafe introducimos el campo
frecuencia en geode´sicas nulas y por u´ltimo damos las definiciones y algu-
nas propiedades acerca de los entornos normales y los entornos normales
convexos, muy importantes para el desarrollo del segundo Cap´ıtulo.
En el Cap´ıtulo 1 introducimos un nuevo formalismo que nos per-
mite estudiar mejor las propiedades cinema´ticas de las foliaciones nulas
de dimensio´n o´ codimensio´n 1. Para ello, dedicamos el primer apartado
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al concepto de base asociada a una congruencia de observadores para dis-
tribuciones nulas de dimensio´n o´ codimensio´n 1. Al estudiar el cambio de
base asociada (es decir, al cambiar de congruencia de observadores) se ob-
tienen expresiones para la aberracio´n de la luz y el efecto Doppler. Final-
mente damos algunas interpretacioens f´ısicas y geome´tricas relacionadas
con estas bases asociadas y definimos las distribuciones de frentes de onda
temporales y espaciales asociadas a 3-distribuciones nulas.
En el segundo apartado introducimos una nueva relacio´n entre las dis-
tribuciones nulas de dimensio´n o´ codimensio´n 1, la igualdad salvo orienta-
ciones para una congruencia de observadores. Tambie´n introducimos una
nueva relacio´n entre congruencias de observadores, la Ω-relacio´n. Estudi-
amos diversas propiedades de estas relaciones, en algunos casos, con ayuda
de diagramas. Finalmente, gracias a las propiedades de la Ω-relacio´n, es-
tudiamos cua´ndo dos congruencias de observadores distintas tienen bases
asociadas ide´nticas.
Hasta ahora hemos estudiado distribuciones sin importarnos si son
o no foliaciones. En el siguiente apartado estudiamos cua´ndo una dis-
tribucio´n nula de dimensio´n 3 o las subdistribuciones de frentes de onda
(temporales y espaciales) son integrables. Finalmente, damos algunas in-
terpretaciones f´ısicas de estas propiedades y aplicamos la Ω-relacio´n entre
congruencias de observadores a la aberracio´n de la luz.
Hemos dedicado el Cap´ıtulo 2 a la simultaneidad, necesaria para es-
tudiar los frentes de onda, siempre dentro de entornos normales convexos.
Para ello, hemos empezado estudiando la causalidad de las subvariedades
de Landau (responsables de la simultaneidad espacial) y de las subvar-
iedades de horismos (responsables de la simultaneidad nula u observada).
Debido a que no podemos asegurar que la causalidad de las subvariedades
de Landau sea siempre espacial, hemos definido en el primer apartado un
nuevo concepto de causalidad que se puede interpretar como una “causal-
idad observada”, la causalidad tangencial, y probamos que las subvar-
iedades de Landau son siempre tangencialmente espaciales. Por otro lado,
en el tercer apartado obtenemos que las subvariedades de horismos son
siempre nulas y tangencialmente nulas.
En los dos siguientes apartados estudiamos las condiciones necesarias
para que existan foliaciones cuyas hojas son subvariedades de Landau o
de horismos, exigiendo que sean espaciales o nulas respectivamente. No
siempre existen las foliaciones de Landau espaciales dentro de cualquier
entorno normal convexo, pero s´ı existen las foliaciones de horismos nulas.
En el sexto apartado introducimos una nueva forma de adaptar vec-
tores mediante foliaciones. Aplicamos este me´todo a las foliaciones de
Landau y de horismos. Esta u´ltima aplicacio´n nos permite trabajar con
emisiones puntuales y con sus respectivos observadores propios asocia-
dos. Con estos conceptos podemos estudiar los efectos de la aberracio´n
de la luz en la direccio´n propia y el efecto Doppler en la frecuencia propia
de una emisio´n puntual. Adema´s, la forma de adaptar vectores mediante
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foliaciones de horismos orientados al futuro nos permite construir congru-
encias de observadores a partir de observadores individuales, con lo que los
resultados obtenidos en el Cap´ıtulo 1 para congruencias de observadores
son aplicables tambie´n a los observadores individuales.
Por u´ltimo, dedicamos un ep´ıgrafe al estudio de la igualdad salvo ori-
entaciones entre foliaciones de horismos orientadas al futuro y al pasa-
do. Se obtiene un resultado que relaciona la propiedad de igualdad salvo
orientaciones, las foliaciones de horismos y las adaptaciones vectoriales
estudiadas en el apartado anterior.
En el Cap´ıtulo 3, hemos generalizado la Ley de Movimiento intro-
duciendo una nueva propiedad entre distribuciones: la estabilidad. To-
do el primer apartado esta´ dedicado a los conceptos y propiedades que
guardan relacio´n con la estabilidad. Definimos la estabilidad general entre
distribuciones as´ı como la auto-estabilidad, la estabilidad regular y la auto-
estabilidad regular. Obtenemos un resultado muy u´til, el lema de dualidad,
que asegura que una distribucio´n y su ortogonal se comportan igual ante
la estabilidad. Adema´s estudiamos propiedades que simplifican el estu-
dio de la estabilidad en general, estableciendo cua´ndo la estabilidad y la
estabilidad regular son equivalentes. En el segundo apartado hemos real-
izado un estudio ana´logo de estabilidad para subvariedades, obteniendo
propiedades similares.
En el tercer apartado relacionamos la estabilidad con el primer Ca-
p´ıtulo, analizando cua´ndo una 3-distribucio´n nula y sus frentes de onda
espaciales y temporales son estables de algu´n u otro modo. Se estudia
tanto la estabilidad como la estabilidad regular y la auto-estabilidad. De
la misma forma, en el cuarto apartado relacionamos la estabilidad con el
segudo Cap´ıtulo, analizando cua´ndo las foliaciones de simultaneidad son
estables.
Por u´ltimo, se hace hincapie´ en el estudio de la estabilidad respecto
campos, y ma´s especialmente en la estabilidad de 3-distribuciones nulas
respecto congruencias de observadores, ya que en este caso particular, la
interpretacio´n f´ısica y geome´trica resulta interesante.
Hemos optado por insertar en dos Ape´ndices los resultados que com-
plementan la memoria pero no forman parte del grueso de la misma. En
el Ape´ndice 1 mostramos una recopilacio´n de ejemplos de estabilidad
entre distribuciones en diferentes espacio-tiempos. Adema´s de la utilidad
pra´ctica de cada uno de estos ejemplos, en algunos de ellos se muestran dos
maneras diferentes de llegar a la misma solucio´n: una, haciendo los ca´lcu-
los directos; y otra mucho ma´s breve, utilizando los resultados obtenidos
en esta memoria. De hecho, en muchos casos el ca´lculo directo resulta
inviable.
En el Ape´ndice 2 analizamos las leyes de movimiento de los fibrados
espigados con el formalismo expuesto en esta tesis. So´lo hemos desarrol-
lado las demostraciones que no aparecen en ningu´n otro trabajo y que en




0.3.1. Distribuciones y foliaciones
Antes de introducir los conceptos preliminares necesarios, vamos a
fijar la notacio´n que se seguira´. Si V es un espacio vectorial, V ∗ deno-
tara´ el espacio dual. La envoltura lineal se representara´ como 〈〉. Si v es
un vector, |v| es su norma. Si A es un subespacio, A⊥ es el subespacio
ortogonal de A, formado por los vectores normales a A. Si no se especi-
fica, I sera´ un intervalo real conexo. Cuando se dice que un campo es
distinto de cero queremos decir que no vale cero en ningu´n punto. Hechas
estas aclaraciones, pasemos a definir y estudiar algunas propiedades de las
distribuciones y las foliaciones en una variedad diferenciable en general.
Definicio´n 0.3.1. Un campo de espacios vectoriales de dimensio´n d en
una variedad n-dimensional V (d ≤ n) es una aplicacio´n Ω de V en
P (TV ) (el conjunto de las partes de TV ), de manera que Ω(p) sea un
subespacio vectorial de TpV de dimensio´n d, para todo p del dominio de
Ω.
Definicio´n 0.3.2. Una d-distribucio´n (o distribucio´n de dimensio´n d) es
un campo de espacios vectoriales Ω, de dimensio´n d, tal que cada punto del
dominio de Ω posea un entorno W , en el que existan campos vectoriales
X1, ..., Xd, de modo que, para todo p ∈ W , X1 (p) , ..., Xd (p) formen una
base de Ω(p). Este conjunto de campos vectoriales se denomina base de
Ω en W .
Definicio´n 0.3.3. Una carta F de funciones coordenadas x1, x2, ..., xn
se dice que es plana con respecto a una d-distribucio´n Ω de una variedad
V , si los campos vectoriales ∂∂xα (α = 1, ..., d) forman en cada punto p del
dominio de F una base de Ω(p).
Definicio´n 0.3.4. Una d-distribucio´n Ω se dice que es integrable o fo-
liacio´n de dimensio´n d si
• el dominio de Ω se encuentra dentro de V ,
• para todo p del dominio de Ω existe una carta plana F , tal que p esta´ en
el dominio de F .
Por ejemplo, toda n-distribucio´n Ω, definida como Ω (p) = TpV , para
todo p ∈ V , es una foliacio´n de dimensio´n n, y toda 1-distribucio´n sobre
una variedad V es foliacio´n. Ya que so´lo existe una forma de definir una
distribucio´n de dimensio´n n, la primera distribucio´n sera´ denotada TV .
Definicio´n 0.3.5. Se dice que un campo vectorial X pertenece a una
distribucio´n Ω, es decir X ∈ Ω, si
Xp ∈ Ω(p)
para todo p del dominio de X.
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Definicio´n 0.3.6. Se dice que una d-distribucio´n Ω es involutiva, si para
todo par de campos vectoriales X,Y ∈ Ω se verifica que el pare´ntesis 1 de
Lie [X,Y ] ∈ Ω.
Nota 0.3.7.
Teorema 0.3.8. (Teorema de Frobenius) Una distribucio´n es integrable
si y so´lo si es involutiva.
Definicio´n 0.3.9. Sea Ω una distribucio´n sobre una variedad V . Se dice
que H es variedad integral (o hoja) de Ω si es subvariedad de V , de manera
que para todo p ∈ H
Ω(p) = i∗p (TpH) ,
en donde i : H → V es la inmersio´n cano´nica.
Obviamente, tenemos que la dimensio´n de una distribucio´n coincide
con la dimensio´n de sus variedades integrales.
Teorema 0.3.10. (Criterio de integrabilidad) Una condicio´n necesaria
y suficiente para que una distribucio´n Ω sobre una variedad V sea una
foliacio´n, es que admita en cada punto de V una variedad integral.
0.3.2. La variedad espacio-tiempo
El espacio-tiempo M es considerado como una variedad diferenciable
de dimensio´n m = 4 (salvo en algunos casos generales, que sera´ consid-
erado de dimensio´n 1 < m ≤ 4), pseudo-Riemanniana, hiperbo´lica de
signatura (3, 1), conexa, orientable y de tipo Hausdorff, dotada de un
campo tensorial me´trico g. En M se define una conexio´n lineal, ∇, que
es la u´nica compatible con g y sin torsio´n. En cada p ∈ M , el espacio
tangente TpM , es un espacio vectorial de dimensio´n 4, hiperbo´lico y con
me´trica de signatura (3, 1).
Al considerar M conexa, la signatura de g no depende del punto,
y al ser de Hausdorff, en Brickell y Clark (1970) se demuestra que las
soluciones de las ecuaciones diferenciables de primer orden no dependen
de la carta en la que se resuelven.
Un vector tangente al espacio-tiempo es espacial, temporal o nulo
segu´n su me´trica sea positiva, negativa o nula respectivamente. Un campo
vectorial en M es espacial, temporal o nulo segu´n lo sea en cada punto el
vector correspondiente, lo cual tiene sentido puesto que es independiente
de la carta elegida. Una distribucio´n es temporal si contiene al menos un
campo temporal; es nula si contiene al menos un campo nulo y ninguno
temporal; es espacial si todos sus campos son espaciales. La proyeccio´n
1Denotamos el pare´ntesis de Lie de dos campos vectoriales X, Y como el cam-
po vectorial [X, Y ] que al actuar sobre una funcio´n diferenciable arbitraria f verifica
[X, Y ] f = X (Y f)− Y (Xf).
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espacial del tensor me´trico g se denotara´ como γ (tambie´n llamado Tensor
de Eckart).
La coordenada x4 = t de un punto, relativa al entorno de una carta de
la variedad espacio-tiempo, coincide con el tiempo coordenado del sistema
que tal carta describe.
A lo largo de toda la tesis, trabajaremos siempre de una forma local
dentro de entornos abiertos (incluso cuando no quede expl´ıcitamente indi-
cado), que, por ser subvariedades regulares de M de su misma dimensio´n,
poseera´n estructura de espacio-tiempo de forma natural.
0.3.3. Ejemplos de espacio-tiempos
En esta seccio´n vamos a introducir las me´tricas de espacio-tiempo que
vamos a usar en la tesis, sobre todo en el Cap´ıtulo 4. Sea M un espacio-
tiempo 4-dimensional de coordenadas (x1, x2, x3, x4). Dado un campo vec-
torial X, vamos a denotar sus componentes de la forma
(
X1, X2, X3, X4













Xx, Xy, Xz, Xt











y en coordenadas esfe´ricas
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Xr, Xθ, Xϕ, Xt














ds2 = dx2 + dy2 + dz2 − dt2.
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Las componentes distintas de cero del tensor curvatura son
Rrttr = −Rrtrt =
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con k = −1, 0, 1. Si k = −1 entonces r ∈ [0, 2[. Los s´ımbolos de Christoffel







































































Las componentes distintas de cero del tensor curvatura son
Rrttr = −Rrtrt =
F ′′
F
; Rtrtr = −Rtrrt = FF ′′
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Las condiciones para que el tensor de Einstein sea definido positivo (y por
lo tanto, tambie´n lo sera´ el tensor energ´ıa-impulso) son
F ′2 + k ≥ 0 (0.3.1)
2FF ′′ + F ′2 + k ≤ 0. (0.3.2)
No´tese que la primera condicio´n so´lo hay que tenerla en cuenta en el caso
k = −1, ya que en los casos k = 0, 1 siempre se cumple.
Si suponemos F ′2 + k = 0 (esto es so´lo posible con k = −1) tambie´n
tenemos que F ′′ = 0, ya que F ′ = 1. Por lo tanto estamos en un espacio-
tiempo plano, ya que todas las componentes del tensor curvatura son
cero.
Por otro lado, si suponemos F ′′ = 0 entonces por (0.3.1) y (0.3.2)
llegamos a que F ′2 +k = 0 y por lo tanto tambie´n estamos en un espacio-
tiempo plano.
A partir de ahora supondremos que la me´trica de Robertson-Walker
no es plana, y por lo tanto supondremos que F ′′ no es ide´nticamente cero
(esto incluye tambie´n el caso en el que F ′2 + k no es ide´nticamente cero)
para no trabajar en un espacio-tiempo plano.
Me´trica pp-wave:
En coordenadas esta´ndar
ds2 = dy2 + dz2 − 2Hdu2 − 2dudv
en donde u, v son los tiempos avanzado y retrasado respectivamente, y
H = H (u, y, z)
Los s´ımbolos de Christoffel distintos de cero son
Γuuu = −H,u; Γvuu = 2H,u










en donde H, representa a la parcial de H. Las componentes distintas de
cero del tensor curvatura son
Ruuuy = −Ruuyu = H,uy; Ruuuz = −Ruuzu = H,uz
Rvuuy = −Rvuyu = H,uH,y −H,uy
Rvuuz = −Rvuzu = H,uH,z −H,uz
Rvyuy = −Rvyyu = −H,yy; Rvyuz = −Rvyzu = −H,yz
Rvzuy = −Rvzyu = −H,zy; Rvzuz = −Rvzzu = −H,zz
Ryuuy = −Ryuyu = −H,yy; Ryuuz = −Ryuzu = −H,yz
Rzuuy = −Rzuyu = −H,zy; Rzuuz = −Rzuzu = −H,zz.
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Las componentes distintas de cero del tensor de Einstein son
Guu = H,yy +H,zz
Guy = H,uy
Guz = H,uz
La condicio´n para que el tensor de Einstein sea definido positivo (y por
lo tanto, tambie´n lo sera´ el tensor energ´ıa-impulso) es
H,yy +H,zz ≥ 0.
0.3.4. Observadores
Una l´ınea de universo es una curva diferenciable C∞ en el espacio-
tiempo, y la llamaremos espacial, temporal o nula segu´n lo sea su campo
vectorial tangente. Un observador en el espacio-tiempo viene determinado
por una l´ınea de universo temporal β : I ⊂ IR→M , en donde los puntos
de β son las posiciones del observador. La cuadrivelocidad U del obser-
vador (o de la l´ınea de universo temporal) es un campo vectorial definido
en βI cuyos vectores son unitarios y tangentes a la l´ınea de universo que





que los escogemos orientados al futuro, en donde ds2 = −dτ2 es la me´trica
a lo largo de la l´ınea de universo β, ds2 es negativa y τ es el tiempo propio.
Por lo tanto









En otras palabras, dada una l´ınea de universo temporal β : I ⊂ IR→M ,










en donde t ∈ I y
.
β (t) esta´ orientado al futuro. As´ı pues, se tiene que
U es un campo temporal unitario orientado al futuro definido en βI y
representa a la cuadrivelocidad de un observador cuya evolucio´n viene
dada por β.
Una congruencia de observadores viene dada por una congruencia de
l´ıneas de universo temporales, y las cuadrivelocidades de esta congruencia
de observadores forman un campo unitario temporal orientado al futuro
U .
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No obstante, para agilizar la notacio´n, el te´rmino “observador” se ex-
tendera´ tambie´n a su cuadrivelocidad. Por lo tanto, normalmente llamare-
mos observador a la cuadrivelocidad de una l´ınea de universo temporal
(ver (0.3.3)) y llamaremos congruencia de observadores a los campos uni-
tarios temporales orientados al futuro.
Definicio´n 0.3.11. Dado p ∈M , u ∈ TpM vector temporal, llamaremos
espacio f´ısico Su asociado a u al subespacio ortogonal
Su = u
⊥
que es espacial y de dimensio´n 3.
Definicio´n 0.3.12. Dado U un campo temporal definido en un abierto
U , llamaremos distribucio´n de espacios f´ısicos de U en U a la distribucio´n
SU definida en U como
SU (p) = SUp
para todo p ∈ U , en donde SUp es el espacio f´ısico asociado al vector
temporal Up, es decir, SUp = (Up)
⊥
.
Definicio´n 0.3.13. Dada una congruencia de observadores U definida en
un abierto U , diremos que es sincronizable en U cuando la distribucio´n
de espacios f´ısicos de U sea foliacio´n en U . En este caso, SU recibira´ el
nombre de foliacio´n de espacios f´ısicos de U en U .
Definicio´n 0.3.14. Dado un entorno U , llamaremos te´trada en U a un
conjunto de campos vectoriales formado por 1 campo temporal unitario
orientado al futuro (congruencia de observadores) y por 3 campos espa-
ciales unitarios ortogonales entre s´ı y pertenecientes al espacio f´ısico SU
de U .
Evidentemente, una te´trada es una base de la foliacio´n TM en un
entorno dado.
0.3.5. Geode´sicas y Ley de Movimiento
Sea c una curva con dominio I. Consideramos
τ ct : Tc(0) −→ Tc(t)M, t ∈ I
el transporte paralelo a lo largo de la curva c con la conexio´n ∇.
Una curva γ es geode´sica si
τγt
.
γ (0) ∝ .γ (t) , t ∈ I.





γ (s) , s ∈ I ′.
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Una subvariedad N es geode´sica en un punto p ∈ N si
τ ct TpN = Tc(t)N, t ∈ I
siendo c : I → N una curva tal que c (0) = p. En este caso, N con-
tendra´ a todas las geode´sicas que pasen por p cuyo vector tangente en p
este´ contenido en TpN . Una subvariedad N es totalmente geode´sica si es
geode´sica en todos sus puntos.
Sea X un campo vectorial, diremos que X es geode´sico si sus curvas
integrales son curvas geode´sicas. Inmediatamente se obtiene que si X es
un campo geode´sico entonces
∇XX ∝ X.
Sea Ω una foliacio´n, X un campo vectorial arbitrario de la foliacio´n
Ω y c una curva integral del campo X con dominio I. Diremos que Ω es
totalmente geode´sica si
τ ct Ω(c (0)) = Ω (c (t)) , t ∈ I.
Una foliacio´n totalmente geode´sica se dice que cumple una Ley de Movi-
miento (Liern y Olivert, 1992). Adema´s, las variedades integrales de una
foliacio´n totalmente geode´sica son subvariedades totalmente geode´sicas.
Por lo tanto, si la foliacio´n es de dimensio´n 1, esta ley de movimiento
origina geode´sicas, y si es de dimensio´n entre 1 y 4, genera variedades
integrales totalmente geode´sicas.
0.3.6. Frecuencia en geode´sicas nulas
Una geode´sica cuyos vectores tangentes son nulos puede ser interpre-
tada como un rayo de luz. Por lo tanto, es razonable definir la frecuencia
de una geode´sica nula (tambie´n denotada como rayo de luz).
Definicio´n 0.3.15. Dado un rayo de luz γ : I ⊂ IR → M , se define el
campo frecuencia en γI como un campo F definido en γI, tangente a γ
tal que
νp = −g (Fp, Up) ,
en donde p ∈ γI, Up es un observador cualquiera en p y νp es la frecuencia
(magnitud escalar) de γ observada por Up en p.
Esta definicio´n es una generalizacio´n de la definicio´n de campo fre-
cuencia dada en Synge (1965) para Relatividad Especial. El campo fre-
cuencia definido para un rayo de luz puede ser definido tambie´n para una
congruencia de rayos de luz de la siguiente forma:
Definicio´n 0.3.16. Dada Λ una 1-foliacio´n nula totalmente geode´sica en
un abierto U , cuyas curvas integrales son rayos de luz, se define el campo
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frecuencia en U como un campo F que restringido a una curva integral γ
de Λ coincide con el campo frecuencia de γ de la Definicio´n 0.3.15. Por
lo tanto, dada una congruencia de observadores U en U , la frecuencia ν
de Λ observada por U viene dada por
ν = −g (F,U) .
0.3.7. Entornos normales y entornos normales con-
vexos
En esta Seccio´n vamos a introducir algunos conceptos previos nece-
sarios para poder realizar en el Cap´ıtulo 2 el estudio de las subvariedades
de Landau (Olivert, 1980) y de las subvariedades de horismos (Helgason,
1962).
Definicio´n 0.3.17. Sea p ∈M . La aplicacio´n exponencial en p se define
como
expp : TpM −→M
v 7−→ γv (1)
en donde γv es la u´nica geode´sica tal que γv (0) = p,
.
γv (0) = v.
Teorema 0.3.18. Sea p ∈M . Existe un entorno abierto N0 del origen en
TpM y un entorno abierto Np de p en M tal que la aplicacio´n exponencial
expp es un difeomorfismo de N0 sobre Np.
Definicio´n 0.3.19. Sea p ∈ M . Un entorno abierto N0 del origen en
TpM es un entorno normal si y so´lo si:
(a) La aplicacio´n expp
∣∣
N0 esta´ bien definida y es un difeomorfismo sobre
su imagen.
(b) Si 0 ≤ t ≤ 1 entonces tX ∈ N0 para todo v ∈ N0.
La existencia de entornos normales del origen en el tangente de una
variedad esta´ garantizada por el Teorema 0.3.18.
Definicio´n 0.3.20. Sea p ∈M . Un entorno abierto Np de p en M es un
entorno normal de p si y so´lo si Np = exppN0 para algu´n entorno normal
N0 del origen en TpM .
Teorema 0.3.21. Sea p ∈M y sea U un entorno de p. Existe un entorno
normal Np de p tal que Np ⊂ U y es entorno normal de todos sus puntos.
Definicio´n 0.3.22. Un entorno normal convexo en M es un entorno no
vac´ıo V ⊂M tal que V es entorno normal de todos sus puntos. Es decir,
para todo p ∈ V se tiene que V = exppN0 para algu´n entorno normal N0
del origen en TpM .
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La existencia de entornos normales convexos queda garantizada por el
Teorema 0.3.21.
Por ejemplo, los entornos normales convexos en el espacio-tiempo de
Minkowski son los subconjuntos abiertos no vac´ıos que son convexos en
el sentido de IR4.
Ma´s generalmente, supongamos que V ⊂ M es un entorno normal
convexo con p, q ∈ V y p 6= q. Entonces las definiciones anteriores implican
que existe una u´nica geode´sica de la forma γ : [0, 1]→ V que une p con q.
Veamos ahora un ejemplo general de entornos normales convexos:
Definicio´n 0.3.23. Sea p ∈ M y sea ϕ : q 7→ (x1 (q) , ..., xm (q)) un
sistema de coordenadas en un entorno U de p tal que ϕ (U) sea un cubo
{(x1, ..., xm) : |xi| < c} en donde c es un nu´mero real positivo y ϕ (p) = 0.
Si q ∈ U y 0 < δ ≤ c − ma´xi |xi (q)|, llamaremos entorno esfe´rico de q
con radio δ al subconjunto de U dado por
Vδ (q) =
{
r ∈ U :
m∑
i=1
(xi (r)− xi (q))2 < δ2
}
.
Ejemplo 0.3.24. Sea p ∈ M , existe un δ∗ tal que si 0 < δ ≤ δ∗, el
entorno esfe´rico Vδ (p) es un entorno normal convexo.
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1. Caracterizacio´n local de folia-
ciones nulas
La teor´ıa de foliaciones es un marco de trabajo adecuado para el es-
tudio de algunos frentes de onda (Souriau, 1970, 1997; Liern y Olivert,
1995a, 1995b). Esta´ claro que una foliacio´n Ω no describe siempre una
onda, y si lo hiciese, no podr´ıa reflejar todas sus propiedades f´ısicas, como
por ejemplo los feno´menos de difraccio´n e interferencia. Sin embargo la
potencia de esta teor´ıa hace evidente su utilidad en F´ısica.
Si nos cen˜imos a la Meca´nica Simple´ctica, la evolucio´n de un sistema
dina´mico viene determinada por las hojas de una foliacio´n asociada a
una variedad presimple´ctica (V, σV ) que es el espacio de evolucio´n de un
sistema dina´mico (F, σF ), cuya foliacio´n caracter´ıstica, kerσV[ , describe
(Souriau, 1970, 1997) la evolucio´n de (F, σF ). Como caso particular, en
relatividad especial, la evolucio´n de una part´ıcula elemental libre sin masa
se describe para cualquier observador mediante 2-planos que se mueven
en su direccio´n normal a la velocidad de la luz (Souriau, 1970), es de-
cir, frentes de onda nulos desde el punto de vista cuadridimensional. Este
resultado que se da en la me´trica de Minkowski, no es trivialmente gen-
eralizado a relatividad general (Liern y Olivert, 1995a, 1995b).
En este Cap´ıtulo hemos tratado de completar esta descripcio´n de las
ondas utilizando nuevos conceptos o propiedades de distribuciones y fo-
liaciones nulas de dimensio´n 1 y 3.
1.1. Bases asociadas a congruencias de observadores
El me´todo de trabajo de la Relatividad admite enfoques distintos que
se complementan. El enfoque general es global (cuadridimensional)y es-
tudia las foliaciones en toda su generalidad. Otro enfoque tiene en cuenta
la necesidad de la observacio´n (tridimensional) y por lo tanto supone la
existencia de un observador. En estas condiciones, parece adecuado es-
tructurar un formalismo que relacione ambos enfoques. Para ello vamos a
introducir lo que hemos llamado bases asociadas a congruencias de obser-
vadores. Estas bases estara´n relacionadas con las foliaciones nulas tanto
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de dimensio´n 1 como de dimensio´n 3. Veamos pues el primer caso.
1.1.1. Bases asociadas de 1-distribuciones nulas
Se puede ver fa´cilmente que toda 1-distribucio´n nula tiene una base
de la forma
{S + U} (1.1.1)
en donde U es una congruencia de observadores y S ∈ SU es un campo
vectorial unitario. Dada una base basta con descomponerla en un cam-
po con la direccio´n de U , otro campo ortogonal a U y posteriormente
normalizarlos.
Por otro lado, cualquier 1-distribucio´n con una base de la forma (1.1.1)
es nula.
Definicio´n 1.1.1. Dada una 1-distribucio´n nula Λ y una congruencia de
observadores cualquiera U , llamaremos base de Λ asociada a U (o U -base
de Λ) a una base de Λ con un campo de la forma
S + U,
en donde S ∈ SU unitario.
Una U -base esta´ completamente determinada, como se muestra en la
siguiente Proposicio´n:
Proposicio´n 1.1.2. Dadas una 1-distribucio´n nula y una congruencia
de observadores U , so´lo existe un campo S ∈ SU tal que S+U es U -base.
Prueba:
Supongamos que tanto {S + U} como {S ′ + U} son U -bases de una
misma 1-distribucio´n nula. Entonces, como S + U y S ′ + U generan la
misma 1-distribucio´n, existe una funcio´n α tal que
S + U = α (S′ + U)
con lo que
g (S + U,U) = g (α (S′ + U) , U)
y por lo tanto
g (S,U) + g (U,U) = αg (S ′, U) + αg (U,U) .
Como S, S′ esta´n en el espacio f´ısico de U , se cumple g (S,U) = g (S ′, U) =
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1.1.2. Cambio de base asociada de una 1-distribucio´n
nula
Ahora estudiaremos el cambio de una U -base a una U ′-base de la
misma 1-distribucio´n nula. Es decir, dada una U -base, a partir del campo
S, que por la Proposicio´n 1.1.2 es u´nico, obtendremos otro campo que
forme una U ′-base. Dada una congruencia de observadores U , cualquier
campo V puede escribirse como combinacio´n lineal de U y un campo
X ∈ SU unitario, ya que U junto con una base ortonormal de SU forman
una te´trada. Por lo tanto, dada otra congruencia de observadores U ′,
podemos escribirlo de la forma
U ′ = γ (U + vX) (1.1.2)
en donde γ y v son funciones diferenciables. Adema´s escogeremos 0 ≤ v <
1, con lo que esta descomposicio´n es u´nica. Por ser U ′ temporal y unitario
tenemos que γ = 1√
1−v2 , con lo que
U ′ =
1√
1− v2 (U + vX) . (1.1.3)
Dadas dos congruencias de observadores U y U ′, las coordenadas de

















en donde T es el tiempo natural asociado a U , τ es el tiempo propio de
U ′ y vα son las componentes espaciales del campo velocidad relativa de
U ′ respecto U . Es decir, (vα, 0) = vX en donde v es la velocidad relativa
de U ′ respecto U y X es un campo espacial unitario ortogonal a U que
marca la direccio´n de la velocidad relativa de U ′ respecto U .
Este hecho nos permite dar la siguiente definicio´n:
Definicio´n 1.1.3. Dadas dos congruencias de observadores U y U ′, pode-
mos descomponer U ′ de la forma dada en (1.1.3). Diremos que v es la
velocidad relativa de U ′ respecto U y que X es la direccio´n de la veloci-
dad relativa de U ′ respecto U . Como consecuencia, γ es el factor gamma
correspondiente a la velocidad v.
Adema´s, dado un punto p ∈ M se cumple que U ′p = Up si y so´lo si
v (p) = 0. Si U ′p 6= Up entonces el vector Xp es la proyeccio´n unitaria de
U ′p sobre el espacio f´ısico de Up, es decir, si piSU es la funcio´n proyeccio´n
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Sean {S + U} y {S′ + U ′} una U -base y una U ′-base respectivamente
de una misma 1-distribucio´n nula. Como S+U y S ′+U ′ generan la misma
1-distribucio´n, existe una funcio´n α tal que
S′ + U ′ = α (S + U) , (1.1.4)
es decir
S′ = α (S + U)− 1√
1− v2 (U + vX) . (1.1.5)
Hallemos α:
Como S′ + U ′ = α (S + U), multiplicando (1.1.5) por U ′ obtenemos
−1 = αg (S + U,U ′) = α√
1− v2 g (S + U,U + vX)
=
α√





1− vg (X,S) . (1.1.6)




1− vg (X,S) (S + U)−
1√
1− v2 (U + vX) . (1.1.7)
El hecho de que S′ sea distinto a S es el llamado efecto de aberracio´n.
Estudiemos este efecto aplicado a las congruencias de rayos de luz, es
decir, cuando Λ es totalmente geode´sica:
Sea θ el a´ngulo que forma −S con X, es decir, el a´ngulo entre la
direccio´n de donde proviene el rayo de luz segu´n U y la direccio´n de la
velocidad relativa de U ′ respecto U . Su coseno viene dado por
cos θ = g (X,−S) , (1.1.8)
ya que tanto X como −S son espaciales. Sea θ′ el a´ngulo que forma −S′
con la proyeccio´n deX al espacio f´ısico de U ′, es decir, piSU′ (X). El a´ngulo









piSU′ (X) , piSU′ (X)
) .
Ahora bien, teniendo en cuenta (1.1.2) y






g (X + g (X,U ′)U ′,−S′) . (1.1.10)
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Aplicando (1.1.2), (1.1.3), (1.1.8) y (1.1.9) en (1.1.10) obtenemos
cos θ′ =
v + cos θ
1 + v cos θ
y por lo tanto
cos θ =
cos θ′ − v
1− v cos θ′ . (1.1.11)
La expresio´n (1.1.11) se puede encontrar en Synge (1965) y es la expresio´n
matema´tica del feno´meno de aberracio´n 1 de la luz.
Definicio´n 1.1.4. El escalar dado por θ′ − θ es el a´ngulo de aberracio´n
de U ′ respecto U correspondiente a Λ.
Por otro lado, teniendo en cuenta (1.1.4) y la expresio´n de α dada en
(1.1.6), llegamos a
S′ + U ′ =
√
1− v2
1− vg (X,S) (S + U) . (1.1.12)
Para interpretar f´ısicamente este factor de proporcionalidad α entre los
campos (S′ + U ′) y (S + U), hemos de plantearnos el caso en el que la
1-foliacio´n nula Λ generada por S + U es totalmente geode´sica. En este
caso, las curvas integrales de Λ son rayos de luz y por lo tanto Λ repre-
senta una congruencia de rayos de luz, en donde U es una congruencia
de observadores y S es la direccio´n relativa (espacial) de propagacio´n de
los rayos de luz respecto U . Teniendo en cuenta las Definiciones 0.3.15 y
0.3.16 de campo frecuencia, tenemos que
F = ν (S + U) = ν′ (S′ + U ′) ,
en donde ν, ν′ son las frecuencias de Λ observadas por U , U ′ respectiva-
mente. Aplicando 1.1.12, obtenemos
ν′ = γ (1− vg (X,S)) ν. (1.1.13)
La expresio´n (1.1.13) es lo que se conoce como efecto Doppler2 para c = 1.
Por ejemplo, si X = S, es decir, la direccio´n de la velocidad relativa de U ′







Teniendo en cuenta este ejemplo, si un observador observa los rayos de luz
provenientes de una galaxia con una cierta frecuencia ν, otro observador
1El efecto de aberracio´n volvera´ a ser estudiado en la u´ltima seccio´n de este Cap´ıtulo
y en el Cap´ıtulo 2.
2El efecto Doppler volvera´ a ser estudiado en el Cap´ıtulo 2.
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que se aleja del primero con velocidad v en direccio´n opuesta a la direccio´n
de la galaxia, observara´ los rayos de luz provenientes de dicha galaxia con
otra frecuencia ν ′ dada por la expresio´n (1.1.14), que sera´ menor que ν.
Veamos ahora un ejemplo del cambio de observador en la me´trica de
Minkowski:
Ejemplo 1.1.5. En el espacio-tiempo de Minkowski, con la me´trica g en










































la base de Λ asociada a U ′ vendr´ıa dada por













es un campo vectorial espacial unitario ortogonal a U ′. Lo´gicamente, S+U
y S′ + U ′ representan la misma direccio´n nula, pero son diferentes.
1.1.3. Bases asociadas de 3-distribuciones nulas
Vamos a realizar un estudio ana´logo al ya desarrollado para distribu-
ciones nulas de dimensio´n 1, ahora para el caso de dimensio´n 3. No ob-
stante, en este caso se obtienen ma´s propiedades y dificultades que en el
anterior.
Teorema 1.1.6. Toda 3-distribucio´n nula tiene una base de la forma
{X1, X2, X3 = S + U} (1.1.15)
en donde U es una congruencia de observadores cualquiera y X1, X2, S
forman una base ortonormal del espacio f´ısico SU asociado a U . Es decir,
{X1, X2, S, U} es una te´trada. Adema´s, toda 3-distribucio´n con una base
de la forma (1.1.15) es nula.
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Prueba:
Sea una 3-distribucio´n nula con una base de la forma
Y1 = S1 + α1U
Y2 = S2 + α2U
Y3 = S3 + α3U
en donde S1, S2, S3 ∈ SU y α1, α2, α3 son funciones para´metro. Por tratarse
de una 3-distribucio´n nula, podemos suponer que algu´n αi 6= 0, ya que de
lo contrario ser´ıa una 3-distribucio´n espacial. Sin pe´rdida de generalidad,
suponemos α3 6= 0. Por lo tanto, tambie´n tendra´ como base a
X1 = Y1 − α1
α3
Y3 ∈ SU









con S′3 ∈ SU . Ahora bien, si consideramos {X1, X2, S} como una base
de SU , siendo S un campo normal unitario a X1, X2 en SU , entonces si
S′3 = αX1 + βX2 + δS definimos
X3 = X
′
3 − αX1 − βX2 = δS + U
y por lo tanto, {X1, X2, X3} sera´ otra base.
Sea N el campo normal que cumple
g (X1, N) = 0, (1.1.16)
g (X2, N) = 0, (1.1.17)
g (X3, N) = 0. (1.1.18)
De (1.1.16) y (1.1.17) obtenemos
N = α′S + β′U,
sustituyendo en (1.1.18) obtenemos
α′δ = β′,
y por lo tanto
N = α′ (S + δU) .
Como la 3-distribucio´n es nula, el campo normal N ha de ser nulo, y
tenemos
g (N,N) = 0 −→ g (S, S) = −δg (U,U) = δ.
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Como S es unitario, δ = 1 y por lo tanto
X3 = S + U.
Para ver que toda 3-distribucio´n con una base de la forma anterior es
nula, basta comprobar que







j = g (X1, S) = 0







j = g (X2, S) = 0





iSj − UiUjU iU j = 1− 1 = 0
y por lo tanto, X3 es el campo normal, que es nulo.
2
Definicio´n 1.1.7. Dada una 3-distribucio´n nula Ω y una congruencia de
observadores cualquiera U , llamaremos base de Ω asociada a U (o U -base
de Ω) a una base de Ω con campos de la forma
{X1, X2, X3 = S + U}
en donde X1, X2, S forman una base ortonormal del espacio f´ısico SU
asociado a U .
Siempre se podra´ hallar una U -base aplicando procesos de ortonor-
malizacio´n y tendremos que {X1, X2, S, U} forman una te´trada.
En el caso de dimensio´n 1, dada una congruencia de observadores U y
una 1-distribucio´n nula Λ, exist´ıa una u´nica U -base de Λ. Pero segu´n la
Definicio´n 1.1.7, dada una 3-distribucio´n nula Ω, parece que cada congru-
encia de observadores U tenga asociada una base (o ma´s bien, un conjunto
de bases) y con ello varios campos nulos que marquen la evolucio´n, es de-
cir, varios S+U que representan diferentes direcciones nulas. Veamos que,
al igual que ocurr´ıa con las 1-distribuciones nulas, una 3-distribucio´n nula
so´lo tiene una u´nica direccio´n nula:
Proposicio´n 1.1.8. Sea Ω una 3-distribucio´n nula con U -base y U ′-base
{X1, X2, X3 = S + U} ,
{X ′1, X ′2, X ′3 = S′ + U ′}
respectivamente. Entonces los campos X3 y X
′
3 son proporcionales y por
lo tanto representan la misma direccio´n nula.
Prueba:




3 = α1X1 + α2X2 + α3X3. (1.1.19)
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3) = 0 y por lo tanto
g (α1X1 + α2X2 + α3X3, α1X1 + α2X2 + α3X3) = 0. (1.1.20)
Ahora bien, como X1, X2 son normales a X3 que es nulo, (1.1.20) queda
g (α1X1 + α2X2, α1X1 + α2X2) = 0.
Pero como X1, X2 ∈ SU tendremos que α1X1 +α2X2 ∈ SU y por lo tanto
se trata de un campo espacial no nulo, ya que X1, X2 son linealmente
independientes. As´ı pues, α1 = α2 = 0 y por lo tanto (1.1.19) queda
X ′3 = α3X3.
2
As´ı pues, la direccio´n nula es la misma para cualquier congruencia de
observadores y adema´s es una base de la 1-distribucio´n normal a la 3-dis-
tribucio´n, es decir, el campo S + U es una U -base de la 1-distribucio´n
nula Ω⊥.
Trivialmente, una direccio´n nula define un´ıvocamente una 1-distribu-
cio´n nula. Veamos ahora que una direccio´n nula tambie´n define un´ıvoca-
mente una 3-distribucio´n nula:
Proposicio´n 1.1.9. Sean Ω,Ω′ dos 3-distribuciones nulas y sea N un
campo nulo tal que N ∈ Ω ∩ Ω′. Entonces Ω = Ω′.
Prueba:
Existen α funcio´n y X ∈ SU campo unitario tales que N = α (X + U).
Sean {X1, X2, S + U} y {X ′1, X ′2, S′ + U} U -bases de Ω,Ω′ respectiva-
mente.
Como N ∈ Ω resulta
α (X + U) = α1X1 + α2X2 + α3 (S + U) (1.1.21)
con lo que
α3 = α. (1.1.22)
Como N es nulo cumplira´ g (N,N) = 0 y por lo tanto, teniendo en cuenta
(1.1.21) y (1.1.22) tenemos
g (α1X1 + α2X2 + α (S + U) , α1X1 + α2X2 + α (S + U)) = 0. (1.1.23)
Ahora bien, como X1, X2 son normales a S + U que es nulo, tendremos
que (1.1.23) queda de la forma
g (α1X1 + α2X2, α1X1 + α2X2) = 0.
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Pero como X1, X2 ∈ SU tendremos que α1X1 + α2X2 ∈ SU y por lo
tanto se trata de un campo espacial distinto de cero, ya que X1, X2 son
linealmente independientes. As´ı pues, α1 = α2 = 0 y por lo tanto
α (X + U) = α (S + U) −→ X = S.
Por otro lado, como N ∈ Ω′, procediendo de forma ana´loga, X = S ′,
con lo que S = S′, tenie´ndose as´ı que Ω = Ω′.
2
Por lo tanto hay una relacio´n biun´ıvoca entre 1-distribuciones nulas y
3-distribuciones nulas, que podemos expresar de la forma siguiente:
Corolario 1.1.10. Sean Ω,Ω′ dos 3-distribuciones nulas. Dadas una U -
base {X1, X2, S + U} de Ω y una U ′-base {X ′1, X ′2, S′ + U ′} de Ω′, en-
tonces S + U es proporcional a S ′ + U ′ si y so´lo si Ω = Ω′. Es decir,
Ω⊥ = Ω′⊥ si y so´lo si Ω = Ω′.
Entonces, para comprobar si Ω = Ω′ en realidad so´lo hace falta com-
probar que Ω⊥ = Ω′⊥, es decir, dada una U -base de Ω y dada una U ′-base
de Ω′ so´lo hace falta comprobar que los campos nulos de las dos
bases son proporcionales. En otras palabras, una 3-distribucio´n nula
Ω viene caracterizada por un solo campo nulo N contenido en ella, que
representa la direccio´n nula que determina un´ıvocamente tanto a Ω como
a Ω⊥.
Nota 1.1.11. Si se parte del hecho de que Ω⊥⊥ = Ω (Sachs y Wu, 1977),
el corolario anterior es trivial.
Veamos ahora que´ relacio´n tienen los campos de dos U -bases distintas
de una 3-distribucio´n nula Ω:
Proposicio´n 1.1.12. Sea Ω una 3-distribucio´n nula con U -bases
{X1, X2, X3 = S + U} ,
{X ′1, X ′2, X ′3 = S′ + U} .
Entonces X ′3 = X3.
Prueba:
Por la Proposicio´n 1.1.2 so´lo existe un campo S ∈ SU tal que S + U
es U -base de Ω⊥. As´ı pues, S = S′.
2
Corolario 1.1.13. Sea Ω una 3-distribucio´n nula con dos U -bases como
las anteriores. Entonces
S′ = S
〈X ′1, X ′2〉 = 〈X1, X2〉 .
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A diferencia del caso de dimensio´n 1, no existe una u´nica U -base de
una 3-distribucio´n nula dada, debido a que los campos {X1, X2} no esta´n
completamente determinados. La u´nica exigencia es que, junto con S (que
s´ı esta´ completamente determinado), completen una base ortonormal del
espacio f´ısico SU . O lo que es lo mismo, han de completar junto con {S,U}
una base ortonormal y por lo tanto {X1, X2, S, U} sera´ una te´trada. No
obstante, el campo nulo de una U -base s´ı que esta´ completamente deter-
minado por U .
1.1.4. Cambio de base asociada de una 3-distribucio´n
nula
Ahora estudiaremos el cambio de una U -base a una U ′-base de la
misma 3-distribucio´n nula Ω. Es decir, dada una U -base, a partir de sus
campos vamos a construir una U ′-base, ayuda´ndonos del caso de dimen-
sio´n 1 anteriormente estudiado. Como ya hemos visto en (1.1.3), U ′ puede
escribirse de la forma
U ′ =
1√
1− v2 (U + vX)
en donde X ∈ SU es unitario y v es una funcio´n tal que 0 ≤ v < 1.
Sean {X1, X2, S + U} y {X ′1, X ′2, S′ + U ′} una U -base y una U ′-base
de Ω. Entre otras cosas, esto quiere decir que tanto el conjunto{X1, X2, S, U}
como {X ′1, X ′2, S′, U ′} son te´tradas. Vamos a expresar los campos de la se-
gunda te´trada como combinacio´n lineal de los de la primera. Supongamos
que
X = X1X1 +X
2X2 +X
3S












ya que X es unitario. Por lo tanto, S ′ viene dado por la expresio´n (1.1.7).
Como {X1, X2} completan con {S′, U ′} una base ortonormal, podemos
hallarla de la siguiente forma:
Sea
Y1 = X1 + g (X1, U




′ + U ′)
= X1 +
vX1√
1− v2α (S + U) = X1 +
vX1
1− vX3 (S + U) .
Entonces, como resulta que Y1 es ya unitario
X ′1 = Y1 = X1 +
vX1
1− vX3 (S + U) .
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Sea
Y2 = X2 + g (X2, U




′ + U ′) = X2 +
vX2√
1− v2α (S + U)
= X2 +
vX2
1− vX3 (S + U) .
Entonces, como resulta que Y2 es ya unitario
X ′2 = Y2 = X2 +
vX2


























X ′1 = X1 +
vX1
1− vX3 (S + U)
X ′2 = X2 +
vX2
1− vX3 (S + U) .
Ejemplo 1.1.14. En el espacio-tiempo de Minkowski, con la me´trica g
en coordenadas rectangulares (x, y, z, t), consideramos la 3-distribucio´n Ω













en donde S = ∂∂z y U =
∂
∂t .
Dado U ′ = ∂∂x +
√
2 ∂∂t , entonces S




























Por otra parte, dado U ′′ = ∂∂z +
√





























No´tese que S +U , S′ +U ′ y S′′ +U ′′ son porporcionales, de acuerdo con
el Corolario 1.1.10.
1.1.5. Interpretaciones f´ısicas y geome´tricas
Para interpretar f´ısicamente las U -bases, conviene tener en cuenta al-
gunas propiedades de las distribuciones nulas de dimensio´n 1 y 3:
Una 1-distribucio´n nula Λ es un subespacio nulo y una 3-distribucio´n
nula Ω es una distribucio´n de dimensio´n 3 de subespacios cuyo campo
ortogonal es un campo vectorial nulo, que esta´ contenido en la misma dis-
tribucio´n Ω. As´ı pues, tanto las 1-distribuciones como las 3-distribuciones
esta´n completamente determinadas por un campo vectorial nulo N , que
representa la direccio´n nula de la distribucio´n (salvo factores de escala).
Por lo tanto, si tenemos dos distribuciones nulas Λ y Ω (de dimensio´n 1
y 3 respectivamente) entonces son ortogonales si y so´lo si tienen la mis-
ma direccio´n nula N . En este caso, la 1-distribucio´n esta´ contenida en la
3-distribucio´n:
Λ⊥Ω⇐⇒ N ∈ Λ ⊂ Ω.
Esta direccio´n nula siempre puede ser expresada como la suma de una con-
gruencia de observadores U y de un campo espacial unitario S ortogonal
a U , que representa la direccio´n relativa (espacial) de N para U . As´ı pues,
{S + U} es la U -base de Λ que esta´ completamente determinada.
Por otra parte, una 3-distribucio´n nula Ω so´lo contiene 2 campos espa-
ciales independientes. Estos campos {X1, X2} se pueden escoger ortogo-
nales a U (pertenecientes al espacio f´ısico SU ) de forma que completen con
S una base ortonormal de SU y en consecuencia {X1, X2, S, U} sera´ una
te´trada. As´ı pues, {X1, X2, S + U} es una U -base de Ω.
En el caso en el que Ω sea foliacio´n, sus hojas pueden ser interpretadas
como frentes de onda. Dada una congruencia de observadores U , la direc-
cio´n relativa de movimiento de estos frentes de onda es la proyeccio´n del
campo nulo N sobre el espacio f´ısico SU asociado a U . Esta proyeccio´n
viene representada por el campo S. Por otra parte, los campos X1, X2 son
los tangentes a los 2-frentes de onda espaciales que resultan de la inter-
seccio´n de las hojas de Ω con el espacio f´ısico SU y por lo tanto forman
una subdistribucio´n, que en el caso de ser foliacio´n, tiene como hojas a los
2-frentes de onda espaciales observados por U . Por lo tanto, los campos
vectoriales de una U -base describen la distribucio´n desde el punto de vista
de U .
Estas interpretaciones sugieren el estudio de otras distribuciones obtenidas
a partir de Ω y de U .
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Definicio´n 1.1.15. Sea Ω una 3-distribucio´n nula con U -base de la forma
{X1, X2, S + U}. Llamaremos
• distribucio´n de frentes de onda temporales de Ω asociadas a U a la
3-distribucio´n temporal 〈X1, X2, U〉.
• distribucio´n de frentes de onda espaciales de Ω asociadas a U a la 2-
distribucio´n espacial 〈X1, X2〉.
Estas dos distribuciones esta´n bien definidas por el Corolario 1.1.13,
ya que queda asegurado que el subespacio 〈X1, X2〉 es independiente de
la U -base escogida.
La distribucio´n de frentes de onda espaciales de Ω asociadas a U es la
resultante de la interseccio´n
Ω ∩ SU .
Dada una U -base {X1, X2, S + U} de Ω tendremos
(Ω ∩ SU )⊥ = 〈S,U〉 = 〈S〉 ⊕ 〈U〉
y por lo tanto (Ω ∩ SU ) ⊕ (Ω ∩ SU )⊥ es TM , con lo que todo campo X
se puede descomponer de la forma
X = X‖ +X⊥
en donde X‖ ∈ Ω ∩ SU y X⊥ ∈ (Ω ∩ SU )⊥.
La distribucio´n de frentes de onda temporales de Ω asociadas a U es
la resultante de
(Ω ∩ SU )⊕ 〈U〉 .
Por otro lado, el espacio f´ısico asociado a U no depende de la 3-distri-
bucio´n original Ω sino del campo temporal U escogido. Dada una U -base
{X1, X2, S + U} tendremos que
SU = 〈X1, X2, S〉
y por lo tanto
SU = (Ω ∩ SU )⊕ 〈S〉
= 〈X1, X2〉 ⊕ 〈S〉 .
1.2. Igualdad salvo orientaciones para una congruen-
cia de observadores
En esta Seccio´n de nuevo tratamos por separado las 1-distribuciones
nulas y las 3-distribuciones nulas. No obstante, teniendo en cuenta lo
dicho en el Corolario 1.1.10, una 3-distribucio´n nula Ω viene caracterizada
un´ıvocamente por su 1-distribucio´n ortogonal Λ, que tambie´n es nula.
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As´ı que para que esta propiedad sea consistente, habra´ que comprobar
que las definiciones dadas con 1-distribuciones son equivalentes a las dadas
con 3-distribuciones. Una vez comprobado esto, podremos estudiar estas
propiedades indistintamente en dimensio´n 1 o´ 3.
1.2.1. 1-Distribuciones nulas
Definicio´n 1.2.1. Diremos que dos 1-distribuciones nulas con U -bases
dadas por los campos {S + U}, {S′ + U} respectivamente son iguales salvo
orientaciones para U , y lo denotaremos Λ
U
= Λ′ s. o., cuando S′ = ±S.
Esta relacio´n esta´ bien definida por la unicidad de U -bases de 1-
distribuciones nulas.
Definicio´n 1.2.2. Dada una 1-distribucio´n nula Λ con U -base de la for-
ma {S + U}, llamaremos Λ−U a la 1-distribucio´n nula con U -base de la






= Λ−−UU = Λ.
Nota 1.2.3. Dada una 1-distribucio´n nula Λ y una congruencia de ob-
servadores U so´lo existe una 1-distribucio´n nula igual a Λ salvo orienta-




= Λ′ s. o. si y so´lo si Λ′ = Λ o bien Λ′ = Λ−U .
Esto define una relacio´n binaria de equivalencia entre las 1-distribuciones
nulas.
Proposicio´n 1.2.4. Sea Λ una 1-distribucio´n nula y sea U una con-
gruencia de observadores. Si N ∈ Λ, entonces el plano definido por los
campos N y U corta al cono de luz en Λ y en Λ−U . Es decir, si N
′ ∈ Λ−U
entonces los campos N,U,N ′ son coplanarios3 y no proporcionales.
Prueba:
Dada una U -base {S + U} de Λ se tiene que {−S + U} es una U -base
de Λ−U . Sean N ∈ Λ y N ′ ∈ Λ−U . Entonces
{N,N ′} ∈ 〈S,U〉
y por lo tanto N,N ′, U, S son coplanarios. Adema´s N,N ′ no son propor-
cionales, ya que si lo fuesen, entonces
S + U ∝ −S + U
3Cuando se dice que 3 campos son coplanarios se quiere decir que sus vectores son
coplanarios en cada uno de los espacios tangentes.
37




Figura 1.1: Cono de luz futuro en los espacios tangentes, en donde se en-
cuentran las 1-distribuciones nulas generadas por los campos nulos N y
N ′, que son coplanarios con el campo temporal U en cada uno de estos
espacios tangentes. En este tipo de figuras, como se encuentran represen-
tados todos los espacios tangentes, los campos se describen como vectores.
con lo que se llegar´ıa a
S = 0,
caso que no se puede dar.
2
Lo que se dice en la Proposicio´n 1.2.4 se puede expresar gra´ficamente
como en la Figura 1.1, ya que las 1-distribuciones nulas en el espacio
tangente son rectas contenidas en el cono de luz y los vectores temporales
orientados al futuro (observadores) esta´n en el interior del cono de luz
futuro. Esquema´ticamente, esto se puede representar solamente por una
seccio´n transversal del cono, como se muestra en la Figura 1.2.
Definicio´n 1.2.5. Sean Λ una 1-distribucio´n nula y U,U ′ dos congruen-
cias de observadores. Diremos que U,U ′ esta´n relacionados mediante Λ




Trivialmente, se tiene que
Λ−U = Λ
−
U ′ ←→ U
Λ≈ U ′
(ver Figura 1.3), y esto define una relacio´n binaria de equivalencia entre
las congruencias de observadores.
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Figura 1.2: Seccio´n transversal del cono de luz futuro en los espacios tan-
gentes. El cono de luz futuro es representado por un c´ırculo, las direcciones
nulas son representadas por puntos del c´ırculo, los campos temporales por
puntos dentro del c´ırculo y el 2-plano definido por Λ y Λ−U es representado
por una l´ınea recta que une las dos direcciones nulas. Como las direcciones
nulas N y N ′ determinan un´ıvocamente a las 1-distribuciones nulas Λ y
Λ−U respectivamente, estas direcciones nulas son representadas por el nom-
bre de la 1-distribucio´n que determina. As´ı pues, la direccio´n nula de Λ
es representada por “Λ” y la direccio´n nula de Λ−U es representada por
“Λ−U”.
U U
L L  =L-U U-
Figura 1.3: Esquema de 2 congruencias de observadores, U y U ′, rela-
cionadas mediante una 1-distribucio´n Λ. Todos las congruencias de obser-
vadores relacionadas mediante una misma 1-distribucio´n se encuentran en
el mismo plano, tenie´ndose as´ı una relacio´n binaria de equivalencia entre
congruencias de observadores.
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1.2.2. 3-Distribuciones nulas
Ahora construiremos 3-distribuciones nulas a partir de 2-distribuciones
espaciales. Dada una 2-distribucio´n espacial con base ortonormal X1, X2
y dada una congruencia de observadores U tal que X1, X2 ∈ SU espacio
f´ısico de U , podemos considerar los campos
{X1, X2, X3 = S + U}
en donde X1, X2, S forman una base ortonormal del espacio f´ısico SU
asociado a U . As´ı tendremos una 3-distribucio´n nula considerando estos
campos como una U -base. Adema´s, como el vector −S ∈ SU tambie´n es
normal a X1, X2 y unitario, podemos considerar
X3 = −S + U
que es un campo nulo, y tendremos otra U -base asociada a otra 3-distribu-
cio´n nula distinta a la anterior. As´ı, dados dos campos espaciales X1, X2
y una congruencia de observadores U , cuyo espacio f´ısico contenga a los
anteriores, se puede generar un par de 3-distribuciones nulas tomando S
o´ −S.
Definicio´n 1.2.6. Diremos que dos 3-distribuciones nulas Ω,Ω′ con U -
bases dadas por los campos {X1, X2, S + U}, {X ′1, X ′2, S′ + U} respecti-
vamente son iguales salvo orientaciones para U , y lo denotaremos Ω
U
= Ω′
s. o., cuando S′ = ±S.
La relacio´n dada en la Definicio´n 1.2.6 esta´ bien definida, ya que si
tuvie´semos otras U -bases
{










respectivamente, por el Corolario 1.1.13 tendr´ıamos que S = S y que










Nota 1.2.7. Teniendo en cuenta la Definicio´n 1.2.1 para 1-distribuciones
nulas, se cumple que Ω
U
= Ω′ s. o. si y so´lo si Ω⊥ U= Ω′⊥ s. o.
Definicio´n 1.2.8. Dada una 3-distribucio´n nula Ω con U -base definida
por los campos {X1, X2, S + U}, llamaremos Ω−U a la 3-distribucio´n iso´-
tropa con U -base {X1, X2,−S + U}, y recibira´ el nombre de 3-distribucio´n
opuesta de Ω para U .
La 3-distribucio´n de la Definicio´n 1.2.8 esta´ bien definida, ya que si
tuvie´semos
{
X1, X2, S + U
}
otra U -base de Ω, por el Corolario 1.1.13




, con lo que
Ω−U = 〈X1, X2,−S + U〉 =
〈
X1, X2,−S + U
〉
.




= Ω−−UU = Ω.
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Nota 1.2.9. Teniendo en cuenta la Definicio´n 1.2.2 para 1-distribuciones









Nota 1.2.10. Dada una 3-distribucio´n nula Ω y una congruencia de ob-
servadores U so´lo existe una 3-distribucio´n nula igual a Ω salvo orienta-
ciones para U que no sea la propia Ω, y esa 3-distribucio´n es Ω−U . En otras
palabaras, Ω
U
= Ω′ s. o. si y so´lo si Ω′ = Ω o bien Ω′ = Ω−U . Esto define
una relacio´n binaria de equivalencia entre las 3-distribuciones nulas.
Ejemplo 1.2.11. Con la 3-distribucio´n Ω, las congruencias de obser-








































































Sea Ω una 3-distribucio´n nula y sea U una congruencia de obser-
vadores. Si N ∈ Ω es un campo nulo (es decir N ∈ Ω⊥) entonces, por
lo dicho en la Proposicio´n 1.2.4, el plano definido por los campos N y U





. Es decir, si N ′ ∈ Ω−U es un campo
nulo entonces los campos N,U,N ′ son coplanarios y no proporcionales.
Por lo tanto, la Figura 1.2 es va´lida tambie´n para el estudio de la igualdad
salvo orientaciones para una congruencia de observadores en dimensio´n
3. Adema´s, tanto una 1-distribucio´n nula Λ como su 3-distribucio´n nula
ortogonal Ω vienen un´ıvocamente determinadas por una direccio´n nula N
contenida en ellas, con lo que se puede denotar a esta direccio´n nula por
el nombre de la 3-distribucio´n nula Ω que determina. Con esta notacio´n
se puede hacer un estudio general tanto de 1-distribuciones nulas como
de 3-distribuciones nulas, tal y como se muestra en la Figura 1.4.
Teniendo en cuenta las p-distribuciones de la Definicio´n 1.1.15, las dis-
tribuciones de frentes de onda espaciales y temporales de Ω asociadas a
U coinciden con las distribuciones de frentes de onda espaciales y tem-
porales de Ω−U asociadas a U . Vamos a ver una definicio´n que se basa
en la igualdad de las 2-distribuciones de frentes de onda espaciales de Ω
asociadas a dos congruencias de observadores U y U ′:
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Figura 1.4: Seccio´n transversal del cono de luz futuro en los espa-
cios tangentes, en donde se representan los campos temporales y las 3-
distribuciones nulas de una forma equivalente a la expuesta en la Figura
1.2.
Definicio´n 1.2.12. Sean Ω 3-distribucio´n nula y U,U ′ dos congruencias
de observadores. Diremos que U y U ′ esta´n relacionados mediante Ω (o
Ω-relacionados) si y so´lo si Ω ∩ SU = Ω ∩ SU ′ y lo denotaremos
U
Ω≈ U ′.
La Definicio´n 1.2.12 establece adema´s una relacio´n binaria de equiva-
lencia entre congruencias de observadores.
Nota 1.2.13. Dada Ω una 3-distribucio´n nula, sean U,U ′ dos congruen-
cias de observadores y {X1, X2, S + U} una U -base de Ω. Si
U ′ =
1√
1− v2 (U + vX)
como en (1.1.3), entonces U ′ ∈ (Ω ∩ SU )⊥ si y so´lo si X = ±S si y so´lo
si X‖ = 0.
Proposicio´n 1.2.14. Dados una 3-distribucio´n nula Ω y dos congru-
encias de observadores U,U ′, se tiene que U
Ω≈ U ′ si y so´lo si U ′ ∈
(Ω ∩ SU )⊥.
Prueba:
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1− v2 (U + vX)
como en (1.1.3). El caso U = U ′ esta´ claro y por lo tanto supondremos
que v 6= 0.
−→ Por reduccio´n al absurdo: Si U ′ /∈ (Ω ∩ SU )⊥ por la Nota 1.2.13

















resulta que X‖ /∈ SU ′ y por lo tanto no pertenece a Ω ∩ SU ′ , con lo
que Ω ∩ SU 6= Ω ∩ SU ′ .
←− Sea Y ∈ Ω ∩ SU . Veamos que Y ∈ SU ′ :
g (Y,U ′) =
1√
1− v2 g (Y,U + vX) = 0
ya que tanto U como X = ±S pertenecen a (Ω ∩ SU )⊥. Por lo tanto,
Y ∈ Ω ∩ SU ′ , es decir
Ω ∩ SU ⊆ Ω ∩ SU ′ .
Como se trata de espacios de la misma dimensio´n (dimensio´n 2)
resultara´ que
Ω ∩ SU = Ω ∩ SU ′ .
2
Proposicio´n 1.2.15. Sean Ω una 3-distribucio´n nula y U,U ′ dos con-
gruencias de observadores. Entonces Ω−U = Ω
−
U ′ si y so´lo si U
Ω≈ U ′.
Prueba:
−→ Tomamos una U -base de Ω de la forma {X1, X2, S + U} y una U ′-
base de Ω de la forma {X ′1, X ′2, S′ + U ′}. Sabemos que
Ω−U = 〈X1, X2,−S + U〉 ,
Ω−U ′ = 〈X ′1, X ′2,−S′ + U ′〉 .
As´ı, como X ′1 ∈ Ω
X ′1 = α1X1 + α2X2 + α3 (S + U) (1.2.24)
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y como adema´s X ′1 ∈ Ω−U ′ = Ω−U
X ′1 = β1X1 + β2X2 + β3 (−S + U) . (1.2.25)
Por tratarse {X1, X2, S, U} de una te´trada, igualando los coefi-





con lo que α3 = β3 = 0 y por lo tanto X
′
1 es combinacio´n lineal
de {X1, X2}. Igualmente se prueba que X ′2 es combinacio´n lineal de
{X1, X2} con lo que
〈X1, X2〉 = 〈X ′1, X ′2〉 ,
y por lo tanto
Ω ∩ SU = Ω ∩ SU ′ −→ U Ω≈ U ′.
←− Tomamos una U -base de Ω de la forma {X1, X2, S + U} y una U ′-
base de Ω de la forma {X ′1, X ′2, S′ + U ′}. Se tiene
Ω−U = 〈X1, X2,−S + U〉 ,
Ω−U ′ = 〈X ′1, X ′2,−S′ + U ′〉 .
Como Ω∩ SU = Ω∩ SU ′ tenemos que 〈X1, X2〉 = 〈X ′1, X ′2〉 y por lo
tanto
S′ = α1S + α2U,
U ′ = β1S + β2U.
Por la Proposicio´n 1.1.8 tenemos que S ′+U ′ es proporcional a S+U ,
con lo que
α1 + β1 = α2 + β2. (1.2.26)
Adema´s, g (S′, U ′) = 0, con lo que
α1β1 = α2β2. (1.2.27)
Tenemos as´ı que (1.2.26) y (1.2.27) forman un sistema no lineal. De
(1.2.26) despejamos α2 y la sustituimos en (1.2.27), con lo que
α1β1 = (α1 + β1 − β2)β2 −→ (α1 − β2) (β1 − β2) = 0
44
Caracterizacio´n local de foliaciones nulas
y como U ′ es distinto de cero β1 6= β2, con lo que llegamos a
β2 = α1.
Sustituyendo en (1.2.26) obtenemos
β1 = α2.
De esta forma
−S′ + U ′ = − (α1S + α2U) + (α2S + α1U)
= (α1 − α2) (−S + U) ,
con lo que
Ω−U = 〈X1, X2,−S + U〉 = 〈X ′1, X ′2,−S′ + U ′〉 = Ω−U ′ .
2
Esta propiedad se puede ver gra´ficamente en las Figuras 1.5 y 1.6.
Corolario 1.2.16. Sean Ω una 3-distribucio´n nula y U,U ′ dos congru-
encias de observadores. Dado N ∈ Ω nulo, se tiene que N,U,U ′ son
coplanarios si y so´lo si U
Ω≈ U ′.
As´ı pues, teniendo en cuenta la Definicio´n 1.2.5 y haciendo Λ = Ω⊥,
podemos afirmar que
U
Ω≈ U ′ ←→ U Λ≈ U ′.
Corolario 1.2.17. Dados Ω una 3-distribucio´n nula y U,U ′ dos congru-
encias de observadores, tenemos que Ω−−UU ′ = Ω si y so´lo si U
Ω≈ U ′.
Prueba:
Como Ω−−U ′U ′ = Ω tenemos
Ω−−UU ′ = Ω←→ Ω−U = Ω−U ′ .
Por la Proposicio´n 1.2.15
Ω−U = Ω
−
U ′ ←→ U
Ω≈ U ′.
2
Un esquema de esta propiedad se puede ver en las Figuras 1.5 y 1.6.
Corolario 1.2.18. Sean Ω,Ω′ dos 3-distribuciones nulas tales que se
cumpla Ω = Ω′ salvo orientaciones para U y U ′ no Ω-relacionadas. En-
tonces Ω = Ω′.
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1− v2 (U + vX)
como en (1.1.3). Como U y U ′ no esta´n Ω-relacionados, resulta que Ω−U 6=
Ω−U ′ . Por lo tanto, si Ω = Ω
′ salvo orientaciones para U y U ′, teniendo en
cuenta la Nota 1.2.10:
Si Ω
U
= Ω′ s. o. entonces Ω′ = Ω o bien Ω′ = Ω−U .
Si Ω
U ′
= Ω′ s. o. entonces Ω′ = Ω o bien Ω′ = Ω−U ′ .
Como Ω−U 6= Ω−U ′ resultara´
Ω′ = Ω.
2
En principio, a partir de X1, X2 se pueden crear tantos pares de
3-distribuciones nulas como congruencias de observadores U tales que
X1, X2 ∈ SU . Vea´moslo en el siguiente Teorema:
Teorema 1.2.19. Sean Ω,Ω′ dos 3-distribuciones nulas y X1, X2 dos
campos espaciales linealmente independientes. Si {X1, X2} ⊂ Ω ∩ Ω′ en-
tonces Ω
U
= Ω′ s. o. para cualquier congruencia de observadores U normal
a {X1, X2}.
Prueba:
Como {X1, X2} son espaciales, la 2-distribucio´n que generan es espa-
cial. Por lo tanto, la 2-distribucio´n normal es temporal y existira´ al menos
una congruencia de observadores U normal a {X1, X2}.
Consideremos una U -base de Ω de la forma
{Y1, Y2, X3 = S + U} .
Como {X1, X2} ⊂ Ω tendremos
X1 = α1Y1 + β1Y2 + δ1X3,
X2 = α2Y1 + β2Y2 + δ2X3. (1.2.28)
Adema´s, como {X1, X2, Y1, Y2} ⊂ SU espacio f´ısico de U
X1 − α1Y1 + β1Y2 ∈ SU ,
X2 − α2Y1 + β2Y2 ∈ SU , (1.2.29)
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es decir, teniendo en cuenta (1.2.28) y (1.2.29), tenemos
δ1X3 ∈ SU
δ2X3 ∈ SU
y por lo tanto, al ser X3 nulo
δ1 = δ2 = 0
con lo que 〈X1, X2〉 = 〈Y1, Y2〉. As´ı pues, otra U -base de Ω sera´
{X1, X2, X3 = S + U} .
Procediendo ana´logamente para una U -base de Ω′
{Y ′1 , Y ′2 , X ′3 = S′ + U} ,
otra U -base de Ω′ sera´
{X1, X2, X ′3 = S′ + U} .
Ahora bien, S, S′ son unitarios y ortogonales a {X1, X2} en el espacio
f´ısico de U , que es de dimensio´n 3. As´ı
S = ±S′.
Por lo tanto Ω
U
= Ω′ s. o. para cualquier congruencia de observadores U
normal a {X1, X2}.
2
De acuerdo con este resultado, si Ω y Ω′ son 3-distribuciones nulas
que contienen a {X1, X2} (campos espaciales linealmente independientes)
y U es una congruencia de observadores normal a {X1, X2}, por la Nota
1.2.10 resulta que o bien Ω′ = Ω o bien Ω′ = Ω−U . As´ı, a partir de una
2-distribucio´n espacial se obtiene un u´nico par de 3-distribuciones nulas,
que sera´n iguales salvo orientaciones para congruencias de observadores
normales a esta 2-distribucio´n espacial. Hay que notar que si U,U ′ son
normales a {X1, X2} ⊂ Ω se tiene que Ω ∩ SU = Ω ∩ SU ′ = 〈X1, X2〉 y
por lo tanto U
Ω≈ U ′.
En el siguiente ejemplo, vamos a obtener a partir de dos campos es-
paciales linealmente independientes las dos 3-distribuciones nulas que los
contienen, en el espacio-tiempo de Minkowski:
Ejemplo 1.2.20. Para la me´trica de Minkowski con coordenadas carte-















≡ (b, 0, 1, 0)
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en donde a, b son funciones de (t, x, y, z) tales que |a| , |b| < 1. Los campos
temporales U tales que X1, X2 ∈ SU han de ser proporcionales a uno de
la forma
U = (1, a, b, d)
con d una funcio´n de (t, x, y, z) tal que d2 < 1 − (a2 + b2) = α2. As´ı, el














en donde α tiene libertad de signo, quedando as´ı representadas las dos
direcciones normales. Por lo tanto,

















(1, a, b, α) .
Pero como cualquier campo proporcional generar´ıa lo mismo, se puede
escoger
S + U = (1, a, b, α)
que es independiente de d y por lo tanto es independiente de la eleccio´n
que se haga de U . Como α puede ser positivo o negativo, tendremos un
par de 3-distribuciones nulas asociadas a la 2-distribucio´n espacial del
principio, cada una de ellas asociada a una direccio´n normal distinta.
Por ejemplo, si consideramos a = b = 0 tendremos una 2-foliacio´n
cuyas variedades integrales son planos con z, t constantes. Considerando
U = (1, 0, 0, 0), el vector S puede ser (0, 0, 0,±1) y por lo tanto, S +
U = (1, 0, 0,±1). Con el signo positivo, las variedades integrales de la 3-
foliacio´n nula resultante son planos que se mueven en la direccio´n de las
z positivas, es decir, en la direccio´n espacial normal (0, 0, 0, 1), mientras
que con el signo negativo, son planos que se mueven en la direccio´n de las
z negativas, es decir, en la direccio´n espacial normal (0, 0, 0,−1).
Corolario 1.2.21. Sean Ω,Ω′ dos 3-distribuciones nulas y U una congru-
encia de observadores. Entonces las 2-distribuciones de frentes de onda
espaciales de Ω y Ω′ asociadas a U coinciden, Ω∩SU = Ω′∩SU , si y so´lo
si Ω
U
= Ω′ s. o.
Prueba:
−→ Sean los camposX1, X2 linealmente independientes tales que se cumpla
〈X1, X2〉 = Ω ∩ SU = Ω′ ∩ SU . Por lo tanto
〈X1, X2〉 ∈ Ω ∩ Ω′.
Aplicando el Teorema 1.2.19 tenemos que Ω = Ω′ salvo orienta-
ciones para toda congruencia de observadores normal a {X1, X2},
en particular para U .
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←− Si Ω = Ω′ salvo orientaciones para U , por la Nota 1.2.10 resulta que
Ω′ = Ω o bien Ω′ = Ω−U . En cualquiera de los dos casos se tiene
Ω ∩ SU = Ω′ ∩ SU .
2
Corolario 1.2.22. Dados Ω una 3-distribucio´n nula y U,U ′ dos congru-
encias de observadores, las 2-distribuciones de frentes de onda espaciales




Por el Corolario 1.2.21, con Ω′ = Ω−U ′ , tenemos que Ω∩SU = Ω−U ′ ∩SU
si y so´lo si Ω = Ω−U ′ salvo orientaciones para U . Por la Nota 1.2.10 tenemos
que Ω = Ω−U ′ salvo orientaciones para U si y so´lo si o bien Ω
−
U ′ = Ω o
bien Ω−U ′ = Ω
−
U . El primer caso no se puede dar, ya que Ω
−
V 6= Ω para
toda congruencia de observadores V . Por la Proposicio´n 1.2.15 tenemos
que Ω−U = Ω
−
U ′ si y so´lo si U
Ω≈ U ′.
2
Corolario 1.2.23. Sean Ω,Ω′ 3-distribuciones nulas y U una congru-
encia de observadores. Entonces las 3-distribuciones de frentes de on-
da temporales de Ω y Ω′ asociadas a U coinciden, (Ω ∩ SU ) ⊕ 〈U〉 =
(Ω′ ∩ SU )⊕ 〈U〉, si y so´lo si Ω U= Ω′ s. o.
Corolario 1.2.24. Dados Ω una 3-distribucio´n nula y U,U ′ dos congru-
encias de observadores, las 2-distribuciones de frentes de onda espaciales
de Ω y Ω−U ′ asociadas a U coinciden, (Ω ∩ SU )⊕〈U〉 =
(
Ω−U ′ ∩ SU
)⊕〈U〉,
si y so´lo si U
Ω≈ U ′.
1.2.3. Otras propiedades
En esta Seccio´n se estudiara´n propiedades de la igualdad salvo ori-
entaciones para congruencias de observadores entre distribuciones nulas
de dimensio´n 1 y 3. Estas propiedades se han recopilado fuera de la Sec-
cio´n 1.2.2 para no prolongarla ma´s de lo necesario, ya que all´ı se encuentra
un gran nu´mero de definiciones.
Debido a la relacio´n biun´ıvoca entre 1-distribuciones nulas y 3-distri-
buciones nulas, la mayor´ıa de resultados obtenidos para dimensio´n 3 se
pueden probar reducie´ndolos a casos de dimensio´n 1, tal y como se puede
apreciar en la demostracio´n de la Proposcio´n 1.2.25.
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Proposicio´n 1.2.25. Sea Ω una distribucio´n nula de dimensio´n 1 o´ 3 y
U,U ′ dos congruencias de observadores. Entonces
Ω−−UU ′ = Ω
−−
U ′U ←→ U
Ω≈ U ′.
Prueba:
De acuerdo con lo dicho al principio de esta Seccio´n, basta probarlo
para una 1-distribucio´n nula Λ. Probaremos
Λ−−UU ′ = Λ
−−
U ′U ←→ U
Λ≈ U ′,
y entonces, para el caso de una 3-distribucio´n nula Ω se tendr´ıa





























≈ U ′ ←→ U Ω≈ U ′.
−→ Sea {S + U} la U -base de Λ y sea {X1, X2, S, U} una te´trada.
Vamos a construir una U ′-base de Λ−−UU ′ :
Tenemos que Λ−U = 〈−S + U〉. Si {−Y ′ + U ′} es la U ′-base de
Λ−U , entonces {Y ′ + U ′} es la U ′-base de Λ−−UU ′ . Veamos lo que
vale Y ′ + U ′: Podemos escribir U ′ de la forma
U ′ =
1√
1− v2 (U + vX)
como en (1.1.3), con X = X1X1 +X
2X2 +X
3S ∈ SU y v una
funcio´n tal que |v| < 1. Como −S + U y −Y ′ + U ′ generan la
misma 1-distribucio´n, son proporcionales, es decir, existe una
funcio´n β tal que
−Y ′ + U ′ = β (−S + U) (1.2.30)
y multiplicando (1.2.30) por U ′
























As´ı pues, despejando Y ′ en (1.2.30) tenemos
Y ′ = −β (−S + U) + U ′
con lo que































Vamos a construir una U -base de Λ−−U ′U :
Sea {−S′ + U ′} la U ′-base de Λ−U ′ y sea {X ′1, X ′2, S′, U ′} una
te´trada. Si {−Y + U} es la U -base de Λ−U ′ , entonces {Y + U}
es la U -base de Λ−−U ′U . Veamos lo que vale Y + U : Como en el
caso anterior, podremos escribir U ′ de la forma
U ′ =
1√
1− v2 (U + vX)
como en (1.1.3), con X = X1X1 +X
2X2 +X
3S ∈ SU y v una
funcio´n tal que |v| < 1 y adema´s






Como −S′ + U ′ y −Y + U generan la misma 1-distribucio´n,
son proporcionales, es decir, existe una funcio´n β (sin relacio´n
con la β del caso anterior) tal que
−Y + U = β (−S′ + U ′) (1.2.32)
y multiplicando (1.2.32) por U
























2− α√1− v2 .
As´ı pues, despejando Y en (1.2.32) tenemos
Y = −β (−S′ + U ′) + U
con lo que
Y + U = −
√
1− v2
2− α√1− v2 (−S






−α (S + U) + 2√


















Ahora, como Λ−−UU ′ = Λ
−−
U ′U resultara´ que los campos Y
′ + U ′ y
Y +U han de ser proporcionales. Igualando los coeficientes de U de
(1.2.31) y (1.2.33) obtenemos que el factor de proporcionalidad ha
de ser








(Y + U) .
Si suponemos X3 6= ±1, entonces X1 6= 0 y/o X2 6= 0. Por lo tanto,




























Como X ha de ser unitario,
(
X3
)2 ≤ 1. En el caso X3 = ±1 (en el
que X = ±S) s´ı que se cumple la proporcionalidad entre Y ′ + U ′ y
Y +U , y tambie´n en el caso v = 0 (en el que U ′ = U). Por lo tanto,
teniendo en cuenta la Proposicio´n 1.2.14 y la Nota 1.2.13 se tiene
que si Λ−−UU ′ = Λ
−−
U ′U entonces U
Ω≈ U ′.
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U UW=W   =W











Figura 1.5: Esquema de 2 congruencias de observadores Ω-relacionados
en donde se muestran varias igualdades.
←− Si U Ω≈ U ′, por la Proposicio´n 1.2.15 y la Nota 1.2.7 se tiene que
Λ−U = Λ
−
U ′ . Por lo tanto




En el caso de la Proposicio´n 1.2.25, se cumplira´ adema´s
Ω−−UU ′ = Ω
−−
U ′U = Ω,
como se puede fa´cilmente observar en la Figura 1.5 (si U y U ′ esta´n Ω-
relacionados) y en la Figura 1.6 (si no lo esta´n). Los esquemas de las
Figuras 1.5 y 1.6 engloban pues a la Proposicio´n 1.2.15 y al Corolario
1.2.17.
Nota 1.2.26. Teniendo en cuenta los resultados anteriores, podemos
afirmar que dados una 3-distribucio´n nula Ω, una 1-distribucio´n nula






(iii) U ′ ∈ (Ω ∩ SU )⊥
(iv) Ω−U = Ω
−
U ′













Figura 1.6: Esquema de 2 congruencias de observadores no Ω-relacionados
en donde se puede comprobar que Ω−−UU ′ 6= Ω−−U ′U .
(vi) Ω−−UU ′ = Ω
−−
U ′U = Ω
(vii) Λ−−UU ′ = Λ
−−
U ′U = Λ
(viii) Ω ∩ SU = Ω−U ′ ∩ SU
(ix) (Ω ∩ SU )⊕ 〈U〉 =
(
Ω−U ′ ∩ SU
)⊕ 〈U〉
Nota 1.2.27. Teniendo en cuenta los resultados anteriores, podemos afir-
mar que dados dos 3-distribuciones nulas Ω,Ω′, dos 1-distribuciones nulas




= Ω′ s. o.
(ii) Λ
U
= Λ′ s. o.
(iii) Ω′ = Ω o bien Ω′ = Ω−U
(iv) Λ′ = Λ o bien Λ′ = Λ−U
(v) Ω ∩ SU = Ω′ ∩ SU
(vi) (Ω ∩ SU )⊕ 〈U〉 = (Ω′ ∩ SU )⊕ 〈U〉
Lema 1.2.28. Dado p ∈M , sean v1, v2 ∈ TpM dos vectores nulos orien-
tados al futuro no proporcionales. Entonces
• gp (v1, v2) < 0,
• α1v1 + α2v2 es temporal orientado al futuro,
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• α1v1 − α2v2 es espacial,
• gp (α1v1 + α2v2, α1v1 − α2v2) = 0,
para todo α1, α2 > 0.
Teorema 1.2.29. Sean Ω,Ω′ dos distribuciones nulas de la misma di-
mensio´n (1 o´ 3) tales que Ω(p) 6= Ω′ (p) para todo p ∈ M . Entonces,
existe una familia uniparame´trica de congruencias de observadores tal que
Ω−U = Ω
′
para todo U de esa familia.
Prueba:
Como ya se ha dicho, basta probarlo para 1-distribuciones nulas Λ,Λ′.
Sean N ∈ Λ, N ′ ∈ Λ′. Estos campos son nulos y pueden elegirse orientados
al futuro. Por hipo´tesis Λ (p) 6= Λ′ (p) para todo p ∈ M y por lo tanto
N,N ′ no son proporcionales en ningu´n punto. Dada una funcio´n α > 0,














que esta´n bien definidos por el Lema 1.2.28. Adema´s, por el mismo lema,
U es una congruencia de observadores, S es espacial y son normales entre
s´ı. Adema´s,









La familia uniparame´trica de congruencias de observadores del Teore-
ma 1.2.29 esta´ formada por las congruencias de observadores que se en-
cuentran en los planos definidos por los campos nulos orientados al futuro
N,N ′, que caracterizan a Ω,Ω′ respectivamente, tal y como se muestra
en la Figura 1.7.
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Figura 1.7: Representacio´n esquema´tica de la familia de congruencias de
observadores que son coplanarios con las direcciones nulas de Ω y Ω′,
en donde se puede comprobar que Ω−U = Ω
′ para toda congruencia de
observadores U perteneciente a esta familia.
1.2.4. Congruencias de observadores distintas con ba-
ses asociadas iguales
En esta Seccio´n vamos a ver cua´ndo dos congruencias de observadores
U,U ′ distintas tienen bases asociadas ide´nticamente iguales. Primero va-
mos a estudiar este hecho para una 1-distribucio´n nula Λ.
Sea {S + U} una U -base de una 1-distribucio´n nula Λ. Vamos a con-
struir todas las diferentes congruencias de observadores U ′ con U ′-base
de Λ ide´nticamente igual a la U -base de Λ. Teniendo en cuenta (1.1.5),









v : ]0, 1[ → ]0, 1[ es biyectiva. As´ı, dado un campo
espacial unitario X ortogonal a U tal que 0 < g (X,S) < 1, existe una
u´nica v tal que (1.2.35) se cumple. Entonces, teniendo en cuenta (1.1.3),
U ′ tiene la forma
U ′ =
1√
1− v2 (U + vX) .
Entonces, tenemos un U ′ distinto para cada campo X que satisfaga todas
las condiciones anteriores.
Ejemplo 1.2.30. En el espacio-tiempo de Minkowski, consideremos la
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tenemos que la U ′-base de Λ es ide´nticamente igual a la U -base de Λ.
En el caso de dimensio´n 3, necesitamos el concepto de congruencias de
observadores Ω-relacionadas. Dada Ω una 3-distribucio´n nula y dada U
una congruencia de observadores con {X1, X2, S + U} una U -base de Ω,
queremos encontrar una congruencia de observadores U ′ que tenga una
U ′-base de Ω ide´nticamente igual a {X1, X2, S+U}. Si {X ′1, X ′2, S′+U ′}
es una U ′-base de Ω, entonces tenemos que imponer las dos condiciones
siguientes:
S + U = S′ + U ′
〈X1, X2〉 = 〈X ′1, X ′2〉, es decir Ω ∩ SU = Ω ∩ SU ′ .
La primera condicio´n es equivalente, de acuerdo con el caso de dimen-
sio´n 1, a la existencia de un campo espacial unitario X ortogonal a U tal
que 0 < g (X,S) < 1.
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La segunda condicio´n es debida a que tenemos cierta libertad en la
eleccio´n de X ′1 y X
′
2, y es equivalente, de acuerdo con la Definicio´n
1.2.12, a que U
Ω≈ U ′. Entonces, S,U, U ′ esta´n en el mismo 2-plano,
es decir U ′ puede expresarse como combinacio´n lineal de S y U . Co-
mo U ′ = γ (U + vX) tal y como se muestra en (1.1.3), obtenemos que X
puede tambie´n expresarse como combinacio´n lineal de S y U . Pero X es
ortogonal a U (por definicio´n) y entonces, la u´nica posibilidad es X = ±S
ya que son campos unitarios. As´ı pues, g (X,S) = ±1, y esto no es posible,
de acuerdo con la primera condicio´n.
As´ı, dadas dos congruencias de observadores distintas, U y U ′, y una
3-distribucio´n nula Ω, tenemos que una U -base de Ω es siempre diferente
a cualquier U ′-base de Ω.
1.3. 3-Foliaciones nulas
En este apartado vamos a analizar algunas condiciones de integra-
bilidad de 3-distribuciones nulas. Dada Ω una 3-distribucio´n con U -base
{X1, X2, X3 = S + U}, aplicamos el me´todo de Pfaff: Dada una 1-forma
ω = ωidx
i
ω (X1) = 0 −→ ωiXi1 = 0






j − UiUjXi1ωj = 0
y como UiX
i










Por lo tanto, la proyeccio´n a SU del campo de componentes ω
j es un
mu´ltiplo del campo S. Es decir, γji ω
i = αSj , o lo que es lo mismo
ωj = αSj + βU j . (1.3.37)




j − UiUjXi3ωj = 0.
Como X3 = S + U
γijS
iωj − UiUjU iωj = 0 −→ γijSiωj + Ujωj = 0 (1.3.38)
y sustituyendo la expresio´n obtenida en (1.3.37) en la expresio´n (1.3.38)
de ωj se tiene
αγijS
iSj + βUjU
j = 0 −→ α = β
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y por lo tanto, (1.3.37) nos indica que
ωj = Xj3 .
Exigiendo ω = 0,
ωidx
i = 0 −→ (γijωj − UiUjωj) dxi = 0 −→ α (γijSj + Ui) dxi = 0
y por lo tanto
γijS
jdxi = −Uidxi = dT (1.3.39)
en donde dT es el tiempo natural asociado a U .
Si el sistema (1.3.39) tiene solucio´n, esta solucio´n determinara´ las hojas
de la foliacio´n.
1.3.1. Interpretacio´n f´ısica y geome´trica
Veamos la descomposicio´n de dxi en parte espacial y temporal:
Proposicio´n 1.3.1. Dada una te´trada {Sα, U} con {Sα}3α=1 campos es-





















i − UkU i.
Si consideramos esto como una matriz A de ı´ndices (i, k), hemos de
probar A = I.











i − U jU i
)
y teniendo en cuenta las matrices de componentes
A =
g11 g12 g13 g14
g21 g22 g23 g24
g31 g32 g33 g34

















































U1 U2 U3 U4

que son matrices invertibles.




























i − UkU i = A.
Por lo tanto
A ·A = A −→ (A ·A) ·A−1 = A ·A−1 −→ A = I.
2
Por lo tanto, si
dxi = dσi + dT i







dT i = −UjdxjU i
en donde {Sα}3α=1 forman una base ortonormal del espacio f´ısico SU .
Nota 1.3.2. Estas definiciones de dσi, dT i son consistentes con las defini-
ciones de dσ2, dT 2, es decir, se cumple
•gijdσidσj = dσ2
•gijdT idT j = dT 2
puesto que
•gijdσidσj = γijdσidσj = γijdxidxj = dσ2
•gijdT idT j = gijU iU jUkdxkUmdxm = −UkUmdxkdxm = dT 2.
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= 1 = γ (S, S) .
Adema´s, por ser dσdT un vector velocidad








≤ 1 = γ (S, S) .
Veamos el siguiente Lema:
Lema 1.3.3. Dada γ una me´trica definida positiva, y los ve ctoresx, y
tales que
γ (x, y) = γ (x, x)
γ (y, y) ≤ γ (x, x) ,
se tiene x = y.
Prueba:
Como γ (x, y) = γ (x, x), entonces
γ (x, y − x) = 0.
Por otra parte
γ (y, y) ≤ γ (x, x)⇒ γ (x, y) ≥ γ (y, y)⇒ γ (x− y, y) ≥ 0
⇒ γ (y − x, y) ≤ 0⇒ γ (y, y − x) ≤ 0
y teniendo en cuenta lo anterior
γ (y, y − x)− γ (x, y − x) ≤ 0⇒ γ (y − x, y − x) ≤ 0.
Ahora bien, como la me´trica γ es definida positiva, entonces
y = x.
2













) ≤ γ (S, S)
 =⇒ dσdT = S.
Por lo tanto, si se cumple esto, tenemos una foliacio´n nula. Esta condi-
cio´n se puede interpretar de la siguiente forma: Cada punto que forma el
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frente de onda se mueve en direccio´n normal a e´ste a velocidad luz, sea
cual sea el observador.
Los puntos que forman los frentes de onda describira´n l´ıneas de univer-
so. Considerando un campo temporal U sincronizable en tiempo natural,
sea α (T ) la curva que describen con el para´metro tiempo natural T , y
sean
xi (T ) = xiα (T ) .
Se cumplira´
dσi = SidT,
y sustituyendo en la expresio´n dxi = dσi + U idT obtenemos
dxi =
(




= S + U.
La curva α (T ) tendra´ como vectores tangentes a S+U , que son vectores
nulos. Por lo tanto, las curvas α (T ) sera´n curvas integrales de la foliacio´n
ortogonal generada por el tercer campo de la base X3 = S +U , y por ser
un campo nulo, e´stas sera´n curvas con vector velocidad espacial S.
Por otro lado, dada Λ una 1-foliacio´n nula con U -base {S + U}, sus
curvas integrales tendra´n como vector tangente a S+U en cada punto. El
vector velocidad espacial dσdT (con dT = −Uidxi tiempo natural) sera´ pro-
porcional a la proyeccio´n de S +U en el espacio f´ısico y tendra´ su misma
direccio´n. Adema´s, como se trata de un vector nulo
0 = ds2 = dσ2 − dT 2
con dσ2 = γijdx














1.3.2. Relaciones de integrabilidad
En este Cap´ıtulo hemos estudiado propiedades para distribuciones a
las que en ocasiones hemos impuesto condiciones de integrabilidad si la
situacio´n f´ısica as´ı lo requer´ıa. Sin embargo, conviene expresar de forma
expl´ıcita las implicaciones que se obtienen cuando algunas de las distribu-
ciones estudiadas son foliacio´n. As´ı pues, en esta Seccio´n veremos algu-
nas relaciones entre las condiciones de integrabilidad de las distribuciones
dadas en la Definicio´n 1.1.15 para una 3-distribucio´n nula Ω.
Tal y como se muestra en el Cap´ıtulo 0, dada una congruencia de ob-
servadores U , su espacio f´ısico asociado SU es foliacio´n si y so´lo si U es
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sincronizable. Aunque nosotros trabajaremos con congruencias de obser-
vadores sincronizables, podr´ıamos trabajar igualmente con congruencias
de observadores localmente sincronizables para realizar un estudio local.
Por lo tanto, exigiremos que al menos exista una congruencia de obser-
vadores localmente sincronizable.
Proposicio´n 1.3.4. Si Ω es una foliacio´n entonces la 2-distribucio´n de
frentes de onda espaciales de Ω asociadas a U , Ω ∩ SU , es foliacio´n para
toda congruencia de observadores sincronizable U .
Prueba:
Dada una congruencia de observadores sincronizable U , tomamos una
U -base de Ω
{X1, X2, S + U} .
Como Ω es foliacio´n se tiene
[X1, X2] ∈ Ω.
Adema´s, como SU es foliacio´n al ser U sincronizable, se tiene
[X1, X2] ∈ SU
y por lo tanto
[X1, X2] ∈ Ω ∩ SU = 〈X1, X2〉
con lo que la 2-distribucio´n de frentes de onda espaciales de Ω asociadas
a U es foliacio´n.
2
Proposicio´n 1.3.5. Si la 3-distribucio´n de frentes de onda temporales
de Ω asociadas a U , (Ω ∩ SU )⊕〈U〉, es foliacio´n para alguna congruencia
de observadores U sincronizable, entonces la 2-distribucio´n de frentes de
onda espaciales de Ω asociadas a U , Ω ∩ SU , es foliacio´n.
Prueba:
Sea una U -base de Ω
{X1, X2, S + U} .
Como 〈X1, X2, U〉 es foliacio´n se tiene
[X1, X2] ∈ 〈X1, X2, U〉 .
Adema´s, como SU es foliacio´n, se tiene
[X1, X2] ∈ SU = 〈X1, X2, S〉
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y por lo tanto
[X1, X2] ∈ 〈X1, X2, U〉 ∩ 〈X1, X2, S〉 = 〈X1, X2〉 = Ω ∩ SU
con lo que la 2-distribucio´n de frentes de onda espaciales de Ω asociadas
a U es foliacio´n.
2
Dados una 3-foliacio´n nula Ω y una congruencia de observadores U ,
no esta´ asegurado que Ω−U sea foliacio´n. De hecho, si tomamos una 3-
distribucio´n nula Ω′ no integrable tal que
Ω′ (p) 6= Ω(p)
para todo p ∈ M , por el Teorema 1.2.29 esta´ asegurado 4 que existe una
congruencia de observadores U tal que
Ω−U = Ω
′
y por lo tanto Ω−U no es foliacio´n. Para tener asegurado que Ω
−
U sea fo-
liacio´n hay que an˜adir algunas hipo´tesis:
Proposicio´n 1.3.6. Sea Ω una 3-foliacio´n nula y U una congruencia
de observadores sincronizable. Entonces Ω−U es foliacio´n si y so´lo si la
3-distribucio´n de frentes de onda temporales de Ω (o´ de Ω−U ) asociadas a
U , (Ω ∩ SU )⊕ 〈U〉, es foliacio´n.
Prueba:
−→ Tomamos una U -base de Ω
{X1, X2, S + U} .
Por la Proposicio´n 1.3.4, como Ω es foliacio´n tambie´n lo sera´ la
2-distribucio´n de frentes de onda espaciales de Ω asociadas a U ,
〈X1, X2〉. So´lo falta comprobar que [X1, U ] y [X2, U ] esta´n en 〈X1, X2, U〉.
Como Ω es foliacio´n,
[X1, S + U ] ∈ Ω
y por lo tanto, teniendo en cuenta que SU es foliacio´n
[X1, S + U ] = [X1, S] + [X1, U ] = (α1X1 + α2X2 + α3S)
+ (β1X1 + β2X2 + β3S + β4U)
= γ1X1 + γ2X2 + γ3 (S + U) .
4Es ma´s, existe toda una familia de congruencias de observadores
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Tenemos pues
γ1 = α1 + β1
γ2 = α2 + β2
γ3 = β4

−→ β4 = α3 + β3.
Por otro lado, como Ω−U es foliacio´n
[X1,−S + U ] ∈ Ω−U
y por lo tanto, teniendo en cuenta que SU es foliacio´n
[X1,−S + U ] = − [X1, S] + [X1, U ] = − (α1X1 + α2X2 + α3S)
+ (β1X1 + β2X2 + β3S + β4U)
= δ1X1 + δ2X2 + δ3 (−S + U) .
Entonces se tiene
δ1 = α1 + β1
δ2 = α2 + β2
δ3 = β4






[X1, U ] = (β1X1 + β2X2 + β4U) ∈ 〈X1, X2, U〉 .
De forma ana´loga se prueba que
[X2, U ] ∈ 〈X1, X2, U〉 .
←− Tomamos una U -base de Ω
{X1, X2, S + U} .
Por la Proposicio´n 1.3.4, como Ω es foliacio´n tambie´n lo sera´ la
2-distribucio´n de frentes de onda espaciales de Ω asociadas a U ,
〈X1, X2〉. Debemos comprobar que [X1,−S + U ] y [X2,−S + U ]
esta´n en Ω−U = 〈X1, X2,−S + U〉.
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Como 〈X1, X2, U〉 es foliacio´n,
[X1, U ] = β1X1 + β2X2 + β3U.
Por otro lado, como Ω es foliacio´n
[X1, S + U ] ∈ Ω
y por lo tanto, teniendo en cuenta que SU es foliacio´n
[X1, S + U ] = [X1, S] + [X1, U ] = (α1X1 + α2X2 + α3S)
+ (β1X1 + β2X2 + β3U)
= γ1X1 + γ2X2 + γ3 (S + U) .
Tenemos pues
γ3 = α3 = β3.
Entonces
[X1,−S + U ] = − [X1, S] + [X1, U ] = − (α1X1 + α2X2 + α3S)
+ (β1X1 + β2X2 + α3U)
= (−α1 + β1)X1 + (−α2 + β2)X2 + α3 (−S + U)
∈ Ω−U .
Razonando de forma ana´loga se tiene que
[X2,−S + U ] ∈ Ω−U .
2
Llegados a este punto, podemos plantearnos si para toda 3-foliacio´n
nula Ω y para toda congruencia de observadores sincronizable U , se tiene
que Ω−U es foliacio´n. No obstante, a continuacio´n veremos un contraejem-
plo de esta afirmacio´n:
Ejemplo 1.3.7. En la me´trica de Minkowski con coordenadas carte-
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con a, b, d funciones de (t, x, y, z) tales que d2 < 1 − (a2 + b2) = α2. En
este caso tenemos que U es temporal y {X1, X2, S} son campos espaciales
que forman una base ortogonal del espacio f´ısico SU asociado a U . Con-
sideramos
Ω = 〈X1, X2, S + U〉
en donde






(1, a, b, α) .
Veamos las condiciones que hemos de exigir a las funciones a, b, d para
que Ω y SU sean foliaciones:
• [X1, X2] ∈ 〈X1, X2〉 . Para esto exigiremos















• [X1, S] ∈ 〈X1, X2, S〉 . Para esto exigiremos
g ([X1, S] , U) = 0














• [X2, S] ∈ 〈X1, X2, S〉 . Para esto exigiremos
g ([X2, S] , U) = 0














• [X1, S + U ] ∈ 〈X1, X2, S + U〉 . Para esto exigiremos
g ([X1, S + U ] , S) = −g ([X1, S + U ] , U)
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• [X2, S + U ] ∈ 〈X1, X2, S + U〉 . Para esto exigiremos
g ([X2, S + U ] , S) = −g ([X2, S + U ] , U)















Veamos las condiciones que hemos de exigir a las funciones a, b, d para
que la distribucio´n (Ω ∩ SU )⊕〈U〉 = 〈X1, X2, U〉 no sea foliacio´n teniendo
en cuenta lo anterior. Por la Proposicio´n 1.3.6, estas condiciones sera´n
las mismas que para exigir que la 3-distribucio´n Ω−U = 〈X1, X2,−S + U〉
no sea foliacio´n:
• [X1, U ] /∈ 〈X1, X2, U〉 . Para esto exigiremos












• [X2, U ] /∈ 〈X1, X2, U〉 . Para esto exigiremos











Buscaremos un ejemplo con
a = a (x, z)
b = 0.
Como de la ecuacio´n (1.3.43) podemos despejar d en funcio´n de a, en-
tonces tenemos que
d = d (x, z) .
Por lo tanto, las ecuaciones (1.3.40), (1.3.42), (1.3.44) siempre se cumplira´n,
mientras que la ecuacio´n (1.3.46) no se cumplira´, por lo que habra´ que







6= 0←→ d 6= α,
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cosa que se ha de cumplir con la exigencia de d2 < α2. Exigiendo las















De la segunda obtenemos
d =
(
f (z) + α3
)1/3











que es una ecuacio´n en derivadas parciales cuasi-lineal. Considerando
f (z) = K constante arbitraria no nula, una solucio´n particular de es-









en donde C es otra constante arbitraria.
Ahora tenemos que comprobar que 0 < d2 < 1− a2 = α2 < 1 en algu´n
abierto, para que U sea una congruencia de observadores bien definida y















Si escojemos C = 2 entonces




con lo que, por continuidad, existira´ un entorno abierto del conjunto de
puntos {(t, x, y, z) /x = 1, z = 0} en donde 0 < α2 < 1. En los puntos de













)3/2 − ( 12)3/2 6= 0 entonces






= α2 (x = 1, z = 0) < 1.
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Como antes, existira´ un abierto en el que estas desigualdades se seguira´n
cumpliendo. En este abierto sucede que Ω es foliacio´n, U es sincronizable
y Ω−U no es foliacio´n.
Definicio´n 1.3.8. Llamaremos 3-frentes de onda temporales de Ω asoci-
adas a U a las hojas de la 3-foliacio´n de frentes de onda temporales de Ω
asociadas a U , (Ω ∩ SU )⊕ 〈U〉.
Definicio´n 1.3.9. Llamaremos 2-frentes de onda espaciales de Ω asoci-
adas a U a las hojas de la 2-foliacio´n de frentes de onda espaciales de Ω
asociadas a U , Ω ∩ SU .
1.4. Algunas interpretaciones f´ısicas
Una congruencia de curvas nulas (rayos de luz, por ejemplo) es el con-
junto de hojas (curvas integrales) de una 1-foliacio´n nula Λ. Por otra parte,
una congruencia de frentes de onda nulos son las hojas de una 3-foliacio´n
nula Ω. Precisamente, dada una congruencia de observadores U , las hojas
de Ω ∩ SU pueden ser interpretadas como los frentes de onda espaciales
(2-dimensionales sin movimiento) para U (Souriau, 1970, 1997; Liern y
Olivert, 1995a, 1995b). Pero no todas las 1-foliaciones nulas pueden ser
interpretadas como congruencias de rayos de luz ni todas las 3-foliaciones
pueden ser interpretadas como congruencias de frentes de onda nulos. Por
ejemplo, Λ y Ω deber´ıan ser foliaciones totalmente geode´sicas. Adema´s,
en el caso de dimensio´n 3, la Proposicio´n 1.3.4 deber´ıa ser necesaria y
suficiente: Ω es integrable si y so´lo si Ω ∩ SU es integrable (dado U una
congruencia de observadores sincronizable). Este hecho es razonable, ya
que la observacio´n de los frentes de onda (como hojas de Ω∩SU ) deber´ıa
implicar la existencia de los frentes de onda (como hojas de Ω) y vicever-
sa. En esta Seccio´n, vamos a trabajar so´lo con foliaciones que pueden ser
interpretadas de esta forma (como congruencias de rayos de luz o frentes
de onda nulos) para poder dar algunas interpretaciones f´ısicas de algunos
resultados anteriormente obtenidos.
No obstante, a lo largo de este Cap´ıtulo ya se han visto algunas inter-
pretaciones f´ısicas, como el efecto Doppler y la aberracio´n de la luz, que
aparec´ıan cuando se cambiaba de congruencia de observadores. En esta
Seccio´n vamos a ver algunas propiedades ma´s acerca de la aberracio´n de
la luz:
Sea Ω una foliacio´n nula de dimensio´n 1 o´ 3, y sean U , U ′ dos con-
gruencias de observadores. Si N representa la direccio´n nula de Ω, sean
S, S′ tales que representen la direccio´n relativa (espacial) de N para los
observadores U , U ′ respectivamente (es decir, S+U y S ′+U ′ son propor-
cionales a N). Estas direcciones relativas son las direcciones espaciales de
propagacio´n de los rayos nulos (dimensio´n 1) o de los frentes de onda nulos
(dimensio´n 3) para estas congruencias de observadores respectivamente.
As´ı pues, tenemos que
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si U
Ω≈ U ′ (es decir, esta´n Ω-relacionados), entonces S y S ′ son pro-
porcionales. En este caso, representan la misma direccio´n relativa.
si U y U ′ no esta´n Ω-relacionados, entonces S, S ′ representan difer-
entes direcciones relativas, originando el feno´meno de la aberracio´n
(ver (1.1.7)) .
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2. Foliaciones de simultaneidad
En este Cap´ıtulo se abordan problemas abiertos relacionados con la si-
multaneidad. Por ejemplo, muchos trabajos estudian localmente la simul-
taneidad relativista aceptando que las subvariedades de Landau generadas
por un observador son hojas de una foliacio´n espacial. Sin embargo, esta
propiedad no puede asegurarse en ningu´n entorno si no exigimos algunas
condiciones geome´tricas adicionales. As´ı pues, si se trabaja en un entorno
que no cumple estas propiedades, aparecen algunas dificultades para es-
tablecer un estudio dina´mico satisfactorio, ya que las subvariedades de
Landau dependen tanto de la posicio´n como de la velocidad del obser-
vador que la genera. El estudio de algunas de estas condiciones es uno de
los principales objetivos de este Cap´ıtulo.
Consideraremos dos clases de simultaneidad:
simultaneidad espacial, que describe sucesos que son simulta´neos en
el sistema propio de inercia local del observador. Los puntos del
espacio-tiempo simulta´neos en este sentido forman la anteriormente
citada subvariedad de Landau.
simultaneidad nula, que describe sucesos que son observados si-
multa´neamente por el observador. Los puntos del espacio-tiempo
que son simulta´neos en este sentido forman una subvariedad llama-
da subvariedad de horismos orientada al pasado (Beem y Ehrlich,
1981).
Adema´s, tambie´n se estudia la causalidad relacionada con estos dos
conceptos de simultaneidad. Sin este estudio, la interpretacio´n geome´trica
de los resultados obtenidos podr´ıa carecer de intere´s, ya que las subvar-
iedades de Landau deber´ıan ser espaciales y las subvariedades de horismos
deber´ıan ser nulas en el entorno en donde se trabaja. Para ello, se intro-
duce un nuevo concepto (llamado causalidad tangencial) que generaliza
al conocido concepto de causalidad. Ma´s adelante se probara´ que las sub-
variedades de Landau son siempre tangencialmente espaciales, pero no
necesariamente espaciales. Por otra parte, tambie´n se probara´ que las
subvariedades de horismos son siempre tangencialmente nulas y adema´s
tambie´n son siempre nulas.
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Para concluir el Cap´ıtulo, se va a realizar un estudio de foliaciones
cuyas hojas son subvariedades de Landau o subvariedades de horismos.
En F´ısica, es usual trabajar con campos temporales sincronizables cuya
foliacio´n ortogonal es considerada una foliacio´n de simultaneidad (es decir,
cuyas hojas son consideradas subvariedades de simultaneidad). Se prueba
que dada una curva causal C∞ orientada al futuro (es decir, la l´ınea de
universo de un observador), existe, en un cierto entorno tubular de esta
curva, un campo temporal sincronizable que extiende a los vectores tan-
gentes a esta curva (es decir, los contiene). Adema´s, este campo vectorial
es ortogonal a la foliacio´n de subvariedades de Landau generadas por este
observador. Por otra parte, tambie´n se prueba que existe, en un entorno
tubular de la curva, una foliacio´n cuyas hojas son subvariedades de horis-
mos orientados al futuro y al pasado de los puntos de la curva. La mayor
parte de los resultados obtenidos en este Cap´ıtulo se encuentran en Bolo´s,
Liern y Olivert (2002a).
2.1. Subvariedad tangencial y causalidad tangencial
En esta Seccio´n se va a introducir un nuevo concepto llamado causal-
idad tangencial. Para ello, vamos a dotar a los espacios tangentes de
una estructura de variedad Lorentziana, es decir, definiremos una me´tri-
ca Lorentziana en los tangentes de los tangentes. Una vez definida esta
me´trica pasaremos a estudiar las diferentes causalidades de subvariedades
en los espacios tangentes, definiendo el concepto de causalidad tangencial,
que puede interpretarse f´ısicamente como la causalidad observada.
Si V es un espacio vectorial n-dimensional con estructura de variedad
diferenciable C∞, puede ser cano´nicamente identificado con cualquiera de
sus espacios tangentes mediante la identificacio´n de las coordenadas en el
tangente con las coordenadas en V , para una base dada (que hace el papel
de una carta global). Sin embargo esta identificacio´n es independiente de
la base escogida y una manera de verlo es la siguiente:
Proposicio´n 2.1.1. Para cada v ∈ V existe un isomorfismo φv : TvV →
V tal que
ω (φvw) = w (ω)
para todo w ∈ TvV y para todo ω ∈ V ∗ (Sachs y Wu, 1977). Adema´s,










Si (V, g) es un espacio vectorial Lorentziano y definimos un (0, 2)-
campo tensorial g sobre TV de la forma
g (w, z) = g (φvw, φvz)
74
Foliaciones de simultaneidad





espacio vectorial Lorentziano para todo v ∈ V y por lo tanto (V,g) es una
variedad Lorentziana (Sachs y Wu, 1977).
En la variedad espacio-tiempo, dado un p ∈ M tenemos que TpM es
un espacio vectorial con estructura de variedad diferenciable C∞. Por lo
tanto, para cada v ∈ TpM podremos definir un isomorfismo cano´nico φv
que identifique Tv (TpM) con TpM .
Si (M, g) es una variedad espacio-tiempo Lorentziana, dado un p ∈
M tenemos que (TpM, gp) es un espacio vectorial Lorentziano, en donde
se denota gp ≡ g|TpM . Definiendo gp en T (TpM) a partir de gp como
anteriormente se tiene que (TpM,gp) es una variedad Lorentziana.
Definicio´n 2.1.2. Dada N una subvariedad regular en M con p ∈ N ,
dentro de un entorno normal Np de p consideramos
exp−1p N (2.1.1)
que es una subvariedad regular en TpM (concretamente en N0 = exp−1p Np)
a la que llamaremos subvariedad tangencial a N en p.
Como se ha dotado a cada espacio tangente de una estructura de var-
iedad Lorentziana, podemos estudiar la causalidad de la subvariedad tan-
gencial exp−1p N en un punto v de N0 ⊂ TpM . Esta causalidad recibira´ el
nombre de causalidad p-tangencial de N en v.
Dentro de un entorno normal convexo V, la causalidad p-tangencial de
N esta´ definida para todo p ∈ N .
Nota 2.1.3. Dada una subvariedad N con p ∈ N y v ∈ exp−1p N , si

















La Nota 2.1.3 da lugar a la siguiente Proposicio´n:
Proposicio´n 2.1.4. Sea N subvariedad y p ∈ N . La causalidad de N en
p coincide con la causalidad p-tangencial de N en el origen.
Prueba:






, dado un v ∈ TpN
se tiene que w = φ−10 v ∈ T0
(
exp−1p N
) ⊂ T0TpM y por lo tanto
g (v, v) = g (φ0w, φ0w) = gp (w,w) ,
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con lo que la causalidad de N en p coincide con la causalidad de exp−1p N
en el origen.
2
Visto este resultado, cabe decir que la causalidad de N en p no tiene
por que´ coincidir con
la causalidad p-tangencial de N en cualquier otro punto de TpM
que no sea el origen
la causalidad q-tangencial de N en cualquier punto de TqM .
No obstante, si la causalidad de N en p es no nula, por continuidad
del tensor me´trico y teniendo en cuenta la Proposicio´n 2.1.4, existe un
entorno del origen en TpM en el que la causalidad p-tangencial de N en
cualquier punto de este entorno coincide con la causalidad de N en p.
Adema´s, existe un entorno de p en M en el que dado un punto q de N
existe un entorno del origen en TqM en el que la causalidad q-tangencial
de N en cualquier punto de este entorno coincide con la causalidad de N
en p.
Corolario 2.1.5. Dada una subvariedad N que tiene la misma causalidad
p-tangencial en el origen para todo punto p ∈ N , se tiene que la causalidad
de N coincide con esta causalidad p-tangencial.
2.2. Subvariedades de Landau: Definicio´n y causali-
dad
En esta Seccio´n vamos a obtener las subvariedades de Landau aso-
ciadas a un observador dado. Posteriormente vamos a estudiar tanto la
causalidad como la causalidad tangencial de las subvariedades de Landau
en general.
Teorema 2.2.1. Sea p ∈ M , u ∈ TpM temporal unitario y orientado
al futuro1 y Su su espacio f´ısico. Existe una u´nica subvariedad regular
Lp,u de dimensio´n 3 tal que Su es tangente a Lp,u en p y sus puntos
son simulta´neos con p en el sistema local de inercia propio de u, llamada
subvariedad de simultaneidad o subvariedad de Landau (Olivert, 1980).
Como el espacio-tiempoM posee conexio´n lineal, en cada punto p ∈M
existe un entorno normal Np de p (es ma´s, existe un entorno normal
convexo de p). Con el vector cuadrivelocidad u de p y el tensor me´trico
g, definimos la submersio´n
φ : Np −→ IR
q 7−→ g (exp−1p q, u) .






Figura 2.1: Representacio´n de una subvariedad de Landau llevada a
exp−1p V mediante exp−1p , dentro del espacio tangente TpM .




Por lo tanto la subvariedad de Landau Lp,u tiene estructura de subvar-
iedad regular de dimensio´n 3 en un entorno normal Np del punto p.
Nota 2.2.2. Sea p ∈ M y V un entorno normal convexo de p. Si q ∈ V
se tiene que la aplicacio´n
exp−1q ◦ expp : exp−1p V −→ exp−1q V
es composicio´n de difeomorfismos, y por lo tanto es un difeomorfismo,
con lo que V, exp−1p V y exp−1q V son difeomorfos. Las subvariedades de
Landau llevadas a exp−1p V mediante exp−1p son planos (ver Figura 2.1) y
en cualquier exp−1q V con q ∈ V sera´n difeomorfas. Adema´s, las subvar-
iedades de Landau sera´n tambie´n difeomorfas a estos planos en V.
Estudiemos ahora la causalidad p-tangencial de las subvariedades de
Landau Lp,u en donde p ∈M , u ∈ TpM .
Lema 2.2.3. Sea V un espacio vectorial n-dimensional con estructura
de variedad diferenciable C∞ y sea g un producto interior en V . Dado
u ∈ V , si definimos la funcio´n gu : V → IR de la forma gu (v) = g (u, v)
entonces
w (gu) = g (u, φvw)
para todo v ∈ V y para todo w ∈ TvV .
Prueba:
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gu (v) = giju
ivj y por lo tanto
w (gu) = giju
iwkδjk = giku
iwk = g (u, φvw) .
2
Proposicio´n 2.2.4. Dados p ∈ M , u ∈ TpM y N0 un entorno normal
del origen en TpM , la variedad tangencial exp
−1
p Lp,u es espacial en N0.
Prueba:
Supongamos v ∈ exp−1p Lp,u dentro de N0 ⊂ TpM tal que v 6= 0.
Entonces g (u, v) = 0 con v 6= 0. Definimos gu : N0 → IR de la forma
gu (u
′) = g (u, u′) para todo u′ ∈ N0. Entonces, en N0, un vector v′
pertenece a exp−1p Lp,u si y so´lo si gu (v
′) = 0. Dado un w ∈ TvN0 tenemos




si y so´lo si w (gu) = 0 y aplicando el


























es un subespacio espacial y exp−1p Lp,u
es una subvariedad espacial en cualquier N0 entorno normal del origen en
TpM .
2
Como ya se ha dicho, dentro de un entorno normal de un punto p,
la causalidad p-tangencial de una subvariedad en principio no tiene por
que´ coincidir con la causalidad de dicha subvariedad. No obstante, en
ciertos casos s´ı que podemos asegurarlo para las subvariedades de Landau:
Proposicio´n 2.2.5. Si M es un espacio-tiempo en el que las subvar-
iedades conexas geode´sicas en un punto p conservan la causalidad en los
entornos normales de p, entonces las subvariedades de Landau son espa-
ciales en cualquier entorno normal de p.
Prueba:
Como las subvariedades de Landau Lp,u esta´n definidas en cualquier
entorno normal de p y son subvariedades conexas geode´sicas en p cuyo
espacio tangente en p, TpLp,u = u
⊥, es espacial, teniendo en cuenta la
hipo´tesis, podemos asegurar que Lp,u son subvariedades espaciales en
cualquier entorno normal de p.
2
La hipo´tesis de la Proposicio´n 2.2.5 en particular se cumplira´ en las
variedades espacio-tiempo M cuyas subvariedades conexas N de dimen-
sio´n s ≥ 2 que sean geode´sicas en un punto sean tambie´n totalmente
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geode´sicas. Esto es debido a que N es totalmente geode´sica si y so´lo si
el M -transporte paralelo a lo largo de curvas en N siempre transporta
tangentes a N en tangentes a N (Helgason, 1962) y a que el transporte
paralelo conserva la causalidad. Pero si no se cumple esta hipo´tesis, de
momento no podemos asegurar nada acerca de la causalidad de las sub-
variedades de Landau.
Dada una subvariedad N con p ∈ N y v ∈ exp−1p N , si todos los
vectores w ∈ Tv (TpM) tangentes a la subvariedad tangencial exp−1p N
cumpliesen que expp∗v w tienen la misma causalidad que φvw, entonces
la causalidad p-tangencial de N coincidir´ıa con la causalidad de N , por la
Nota 2.1.3. Estudiemos esto con ma´s detalle viendo propiedades de expp∗v
dadas en Helgason (1962):
Definicio´n 2.2.6. Sea p ∈ M y Np un entorno normal de p. Sea v ∈
TpM , para cada q ∈ Np definimos el campo vectorial adaptado al vector
v en Np como
(v∗)q ≡ v∗q = τpqv
en donde τpq es el transporte paralelo a lo largo del u´nico segmento de
geode´sica en Np que une p con q.
Esta´ claro que v∗q depende diferenciablemente de q y por lo tanto
esta´ bien definido.
Nota 2.2.7. Denotaremos2 θ (X) a la derivada de Lie respecto del campo
vectorial X, as´ı tendremos
θ (X) (Y ) = XY − Y X.
Adema´s, denotaremos θ (X)
0
(Y ) = Y y por induccio´n definimos
θ (X)
n






para n > 0 natural, es decir
θ (X)
0
(Y ) = Y
θ (X)
1
(Y ) = [X,Y ]
θ (X)
2
(Y ) = [X, [X,Y ]]
...
El siguiente Teorema se encuentra en Helgason (1962).
2Hemos preferido respetar la notacio´n de Halgason (1962) porque consideramos que
en este caso resulta operativa
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Teorema 2.2.8. Si M es una variedad anal´ıtica con g una me´trica
anal´ıtica, p ∈ M , v ∈ TpM , w ∈ Tv (TpM), φv : Tv (TpM) → TpM iso-
morfismo cano´nico, entonces, siempre que estemos dentro de un entorno












con q = expp v.
Segu´n el Teorema 2.2.8, expp∗v w se puede expresar de la forma


























q = τpq (φvw).
En general, no se puede asegurar que expp∗v w tenga la misma causali-
dad que φvw. No obstante, en casos particulares, como por ejemplo cuando
φvw es proporcional a v, s´ı que lo podemos asegurar:
Proposicio´n 2.2.9. Si φvw es proporcional a v entonces expp∗v w tiene
la misma causalidad que φvw.
Prueba:
Se tiene que (φvw)
∗




y por lo tanto
expp∗v (w) = τpq (φvw) ,
con q = exppv. Debido a que el transporte paralelo conserva la causalidad,
expp∗v w tiene la misma causalidad que φvw.
2
En general, si φvw es espacial o temporal, por continuidad existe un
entorno de p lo suficientemente pequen˜o como para que expp∗v w siga
siendo espacial o temporal. Esto u´ltimo aplicado a una subvariedad de
Landau Lp,u nos dice que es localmente espacial alrededor de p, es decir,
existe un entorno de p en el que Lp,u es espacial, pero dado un entorno
normal Np de p no tiene por que´ ser espacial en todo punto de Np ∩Lp,u:
Proposicio´n 2.2.10. Lp,u es espacial en un entorno de p.
No obstante, dada una subvariedad de Landau Lp,u, v ∈ exp−1p Lp,u




podemos asegurar que expp∗v w tiene la misma
causalidad que φvw (es decir, espacial) en un entorno normal Np de p




Proposicio´n 2.2.11. Dados p ∈ M , u ∈ TpM temporal orientado al
futuro, y un entorno normal Np de p, si la adaptacio´n de u (es decir u∗)
es sincronizable en Np entonces
TqLp,u = Su∗q
para todo q ∈ Np ∩ Lp,u.
Prueba:



















expp∗v w : w ∈ Tv (TpM) , φvw⊥u
}
. (2.2.2)
Dado w ∈ (φ−1v u)⊥, sean u∗, v∗, (φvw)∗ campos adaptados de u, v, φvw
respectivamente. Debido a que el transporte paralelo conserva la ortogo-




= 0 y que g (u∗, v∗) = 0. As´ı, tanto
(φvw)
∗
como v∗ son campos que pertenecen a la 3-distribucio´n de espacios
f´ısicos de u∗ en Np, denotada por Su∗ . Como, por hipo´tesis, el campo u∗











para todo w ∈ (φ−1v u)⊥, es decir, para todo w ∈ Tv (TpM) tal que
(φvw)
∗















y Su∗q es un subespacio vectorial, se tiene
expp∗v w ∈ Su∗q
y como la dimensio´n de TqLp,u coincide con la de Su∗q , teniendo en cuenta
(2.2.2) llegamos a
TqLp,u = Su∗q .
2
Corolario 2.2.12. Dados p ∈M , u ∈ TpM temporal orientado al futuro,
y un entorno normal Np de p, si u∗ es sincronizable en Np entonces la
subvariedad de Landau Lp,u es espacial en Np.
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Prueba:
Por la Proposicio´n 2.2.11 se tiene que TqLp,u = Su∗q para todo q ∈Np∩Lp,u. Como Su∗q es un subespacio espacial resulta que Lp,u es espacial
en Np.
2
Nota 2.2.13. Como el transporte paralelo conserva la causalidad, u∗ es
un campo temporal definido en un entorno normal y por lo tanto, es ra-
zonable preguntarse si es o no es sincronizable.
Nota 2.2.14. En la demostracio´n de la Proposicio´n 2.2.11 se ha visto
que TqLp,u = Su∗q . Como u
∗
q = τpqu y el transporte paralelo conserva la
ortogonalidad, se tiene
Su∗q = τpqSu.
Por u´ltimo, como Su = TpLp,u se tiene
TqLp,u = τpqTpLp,u.
Por lo tanto, si la adaptacio´n de u en un entorno normal Np de p es sin-
cronizable se tiene que el M -transporte3 paralelo a lo largo de geode´sicas
de Lp,u que pasen por p transporta vectores tangentes a Lp,u en vectores
tangentes a Lp,u. Adema´s, como el transporte paralelo conserva la causal-
idad, se tendra´ que Lp,u es espacial en Np.
Nota 2.2.15. Debido a la condicio´n dada en la Proposicio´n 2.2.11 de que
la adaptacio´n de u sea sincronizable en Np, se tiene que la 3-distribucio´n
de espacios f´ısicos Su∗ (ver Definicio´n 0.3.12) forma una foliacio´n en Np
y la hoja que pasa por p es la subvariedad de Landau Lp,u.
Como so´lo nos interesa el caso en el que las subvariedades de Landau
Lp,u sean espaciales en cualquier entorno normal en el que este´n definidas,
a partir de ahora exigiremos que la adaptacio´n de u en cualquier entorno
normalNp de p sea sincronizable, no obstante, podemos dar una condicio´n
necesaria y suficiente inspirada en la Proposicio´n 2.2.11:
Proposicio´n 2.2.16. Dados p ∈ M , u ∈ TpM temporal orientado al
futuro, y un entorno normal Np de p. Sea q ∈ Np ∩ Lp,u. Entonces las
siguientes afirmaciones equivalen:
(i) TqLp,u = Su∗q .
(ii) Existe un entorno normal N ′p de p tal que
N ′p ∩ Lp,u = Np ∩ Lp,u.
u∗ es sincronizable en N ′p.




←− Ya demostrado en la Proposicio´n 2.2.11.
−→ En Np esta´ bien definida una 3-distribucio´n (u∗)⊥ que tiene una
hoja (Lp,u). Por diferenciabilidad en la hoja y en la construccio´n de
(u∗)⊥, existe un entorno lo suficientemente pequen˜o de la hoja (que
puedo considerar normal para que todo este´ bien definido, y puedo
llamarlo N ′p, que al ser entorno de la hoja Lp,u cumplira´ N ′p∩Lp,u =
Np ∩Lp,u) en el que (u∗)⊥ es foliacio´n. Por lo tanto tenemos que u∗
es sincronizable en N ′p.
2
Corolario 2.2.17. Dados p ∈M , u ∈ TpM temporal orientado al futuro,
y un entorno normal Np de p, las siguientes afirmaciones equivalen:
(i) Lp,u es espacial en Np.
(ii) Existe un entorno normal N ′p de p tal que
N ′p ∩ Lp,u = Np ∩ Lp,u.
u∗ es sincronizable en N ′p.
Acabamos la seccio´n con una Proposicio´n que relaciona las subvar-
iedades espaciales totalmente geode´sicas con las subvariedades de Landau:
Proposicio´n 2.2.18. Si L es una subvariedad conexa de M totalmente
geode´sica, espacial y de codimensio´n 1, entonces se tiene que L es un
abierto de Lp,u para todo p ∈ L y para todo u ∈ (i∗pTpL)⊥ en donde
i : L→M es la inclusio´n cano´nica.
Prueba:
Sea p ∈ L y sea u ∈ (i∗pTpL)⊥. Por ser L espacial de codimensio´n 1
tenemos que u es un vector temporal y por lo tanto
Su = i∗pTpL
Por ser conexa y totalmente geode´sica, si q ∈ L entonces la geode´sica
que une p con q esta´ contenida en L y por lo tanto es expp v para algu´n
v ∈ Su, con lo que q ∈ Lp,u tenie´ndose as´ı la inclusio´n
L ⊂ Lp,u
por construccio´n de Lp,u. Como L es subvariedad de M y Lp,u es subvar-
iedad regular de M , al estar contenida la primera en la segunda, se tiene
que L es subvariedad de Lp,u. Al ser de la misma dimensio´n se tiene que
L es un abierto de Lp,u.
2
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Nota 2.2.19. En la Proposicio´n 2.2.18 no se ha exigido que L fuese
una subvariedad regular, con lo que una subvariedad de M totalmente
geode´sica, espacial y de codimensio´n 1 es subvariedad de Landau y en
particular es subvariedad regular.
Nota 2.2.20. En Cartan (1963) se dice que la implicacio´n contraria
no es cierta. Sin embargo, queda como un problema abierto el dar un
contraejemplo de una subvariedad de Landau que so´lo sea geode´sica en
el punto p. No obstante, es fa´cil comprobar que en el espacio-tiempo de
Minkowski s´ı que es cierta, pero en las dema´s me´tricas de momento no
se puede afirmar nada.
2.3. Subvariedades de horismos: Definicio´n y causal-
idad
En esta Seccio´n vamos a definir las subvariedades de horismos siguien-
do la notacio´n usada en Beem y Ehrlich (1981). Posteriormente, al igual
que en la Seccio´n anterior se hizo con las subvariedades de Landau, va-
mos a estudiar tanto la causalidad como la causalidad tangencial de las
subvariedades de horismos en general.
Al igual que con las subvariedades de Landau, en cada punto p ∈ M
existe un entorno normal Np (es ma´s, existe un entorno normal convexo
de p). Definimos la funcio´n
φ : Np−{p} −→ IR
q 7−→ g (exp−1p q, exp−1p q) .
Veamos que esta funcio´n es submersio´n. Para ello bastara´ probar que la
funcio´n diferenciable
ϕ : exp−1p Np−{0} −→ IR
v 7−→ g (v, v)
es submersio´n, ya que φ = ϕ◦exp−1p en donde exp−1p es un difeomorfismo.








una base de TpM , en-
tonces v = vi ∂∂xi
∣∣
p


















































Por lo tanto, rgϕ = 0 si y so´lo si gkjv
j = 0 para k = 1, .., 4. Como el tensor
me´trico g es no degenerado, rgϕ = 0 si y so´lo si v = 0. As´ı pues, rgϕ = 1
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en todos sus puntos menos en v = 0 y por lo tanto ϕ es submersio´n en
todo su dominio, con lo que φ es submersio´n.




As´ı pues, la subvariedad de horismos de p, Ep, tiene estructura de sub-
variedad regular de dimensio´n 3 en un entorno normal reducido Np−{p}
del punto p.
Nota 2.3.1. Sea p ∈M y V un entorno normal convexo de p. Como vi-
mos en la Nota 2.2.2, si q ∈ V entonces exp−1p V y exp−1q V son difeomor-
fos. Dada una te´trada ortonormal {Xi, U}3i=1 definida en V, los vectores
















en q. Por lo tanto, los conos de luz en TqM en las coordenadas de una
te´trada ortonormal tiene la misma forma que en Minkowski para todo
q ∈ V. Teniendo en cuenta (2.3.3), en exp−1p V (que es un entorno normal
del origen en TpM) los conos de luz tendra´n la forma que se muestra en la
Figura 2.2, y en cualquier exp−1q V con q ∈ V sera´n difeomorfos. Adema´s,
la subvariedad de horismos de p, Ep, sera´ tambie´n difeomorfa a esto en
V.
Adema´s, se puede probar que tiene dos componentes conexas:
Proposicio´n 2.3.2. Sea p ∈ M y sea Np un entorno normal de p.
Entonces la subvariedad de horismos de p, Ep, tiene dos componentes
conexas en Np − {p}, separadas por p.
Prueba:
Dada una te´trada ortonormal {Xi, U}3i=1 definida en TpM , los vectores
nulos son de la forma α (S + U) en donde S =
∑3
i=1 β







= 1, y α es un escalar (en realidad las te´tradas son
campos vectoriales, pero en este caso, so´lo necesitamos una base ortonor-
mal de vectores en TpM con las caracter´ısticas de las te´tradas, es decir
uno temporal y 3 espaciales). Si consideramos en TpM el conjunto de los
vectores nulos dentro del entorno normal reducido N0 − {0} en donde
N0 = exp−1p Np, tendremos definida en Np −{p} la subvariedad Ep como
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exp np-1
0
Figura 2.2: Representacio´n del cono de luz en un espacio tangente TpM ,
dentro de exp−1p V.
la imagen por expp de estos vectores nulos, y por ser expp un difeomorfis-
mo resultara´ que exp−1p Ep sera´ una subvariedad regular en N0 −{0} con
las mismas propiedades de conectabilidad que Ep.
El hiperplano espacial generado por {Xi}3i=1 divide a N0 en dos partes
disconexas. Los vectores nulos pertenecientes a este hiperplano cumplira´n
αU = 0 y entonces α = 0, con lo que el vector es el 0 (es decir, este hiper-
plano no contiene vectores nulos distintos del vector 0). Por lo tanto el
vector 0 es un punto separador de los que tienen α > 0 y de los que tienen
α < 0. Adema´s cada parte de e´stas es conexa: Dados dos vectores nulos
distintos de cero en N0, v1 = α1 (S1 + U) y v2 = α2 (S2 + U) en donde
α1, α2 tienen el mismo signo y dado δ > 0 lo suficientemente pequen˜o














este´ contenido en N0, pueden unirse teniendo en cuenta los caminos sigu-
ientes (ver Figura 2.3):
Se unen v1 = α1 (S1 + U) con δ (S1 + U) mediante el camino
γ1 (t) = ((1− t)α1 + tδ) (S1 + U)
con t ∈ [0, 1], que esta´ contenido en N0 por ser un entorno normal.
Se unen δ (S1 + U) con δ (S2 + U) mediante el camino










Figura 2.3: Camino a seguir para unir dos vectores v1 y v2 pertenecientes
al cono de luz futuro, para permanecer en un entorno normal del origen
N0.
con Γ (t) camino en la esfera unidad que une S1 con S2, que esta´ con-
tenido en Dδ (0) ⊂ N0.
Se unen δ (S2 + U) con v2 = α2 (S2 + U) mediante el camino
γ3 (t) = ((1− t) δ + tα2) (S2 + U)
con t ∈ [0, 1], que esta´ contenido en N0 por ser un entorno normal.
2
Definicio´n 2.3.3. Dada una te´trada ortonormal {Xi, U}3i=1 definida en
un entorno normal N0 del origen en TpM , se llamara´ subvariedad de
horismos orientada al futuro de p a la parte conexa de Ep cuyos puntos
q cumplan exp−1p q = α (S + U) con α > 0 y se denotara´ E
+
p . Se lla-
mara´ subvariedad de horismos orientada al pasado de p a la parte conexa
de Ep cuyos puntos q cumplan exp
−1
p q = α (S + U) con α < 0 y se deno-
tara´ E−p .
Tanto E+p como E
−
p son subvariedades regulares de dimensio´n 3 en un
entorno normal reducido de p.
Estudiaremos la causalidad tangencial teniendo en cuenta lo dicho en
el estudio de la causalidad de las subvariedades de Landau (Sachs y Wu,
1977):
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Lema 2.3.4. Sea V un espacio vectorial n-dimensional con estructura de
variedad diferenciable C∞ y sea g un producto interior en V . Si definimos
la funcio´n g˜ : V → IR de la forma g˜ (v) = g (v, v) entonces w (g˜) =
2g (φvw, v) para todo v ∈ V y para todo w ∈ TvV .
Prueba:
Sea {ei}ni=1 una base de V , v = viei, w = wk ∂∂ek
∣∣
v
. Entonces g˜ (v) =
gijv
ivj y por lo tanto







= 2g (φvw, v) .
2
Proposicio´n 2.3.5. Sea p ∈ M y sea N0 un entorno normal del origen
en TpM . La variedad tangencial exp
−1
p Ep es nula en N0 − {0}.
Prueba:
Supongamos v ∈ exp−1p Ep dentro de N0 ⊂ TpM tal que v 6= 0. En-
tonces g (v, v) = 0. Definimos g˜ : N0 → IR de la forma g˜ (u) = g (u, u).
Entonces, en N0, un vector v′ pertenece a exp−1p Ep si y so´lo si g˜ (v′) = 0.




si y so´lo si
w (g˜) = 0 y aplicando el Lema 2.3.4, si y so´lo si g (φvw, v) = 0, es decir,

























es un subespacio nulo y exp−1p Ep es una subvariedad
nula en cualquier N0 − {0} entorno normal reducido en TpM .
2
El Lema 2.3.4 y la Proposicio´n 2.3.5 son el equivalente al Lema 2.2.3
y a la Proposicio´n 2.2.4 en el estudio de la causalidad tangencial de las
subvariedades de horismos en vez de en las subvariedades de Landau.
Veamos ahora una Proposicio´n acerca de la causalidad en M , equiva-
lente a la Proposicio´n 2.2.11 de la Seccio´n anterior. Pero antes necesitare-
mos un Lema previo.
Lema 2.3.6. (Helgason, 1962). Dados X,Y, Z campos vectoriales de una
variedad pseudo-Riemanniana con conexio´n ∇, se tiene
Zg (X,Y ) = g (∇ZX,Y ) + g (X,∇ZY ) .
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para todo q ∈ Np ∩ Ep, en donde v = exp−1p q.
Prueba:



















expp∗v w : w ∈ Tv (TpM) , φvw⊥v
}
.
Dado w ∈ (φ−1v v)⊥, sean v∗, (φvw)∗ campos adaptados de v, φvw respec-
tivamente. Debido a que el transporte paralelo conserva la ortogonalidad




= 0 y que g (v∗, v∗) = 0, es decir, tanto (φvw)
∗
como v∗ pertenecen a la 3-distribucio´n (v∗)⊥. Por el Lema 2.3.6, con
Z = (φvw)
∗
y con X,Y = v∗ se tiene
0 = 2g
(∇(φvw)∗v∗, v∗)
ya que g es sime´trica. Adema´s, como la torsio´n es cero, se tiene(∇(φvw)∗v∗)q = (∇(φvw)∗v∗)q − (∇v∗ (φvw)∗)q = − [v∗, (φvw)∗]q
ya que
(∇v∗ (φvw)∗)q = 0 debido a que el campo (φvw)∗ se traslada
paralelamente a lo largo de la geode´sica que une p con q (curva integral de





∈ (v∗q)⊥, es decir, teniendo
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que es un subespacio nulo.
2
Corolario 2.3.8. Sea p ∈M y Np un entorno normal de p, entonces la
subvariedad de horismos Ep es nula en Np − {p}.
Prueba:




para todo q ∈




es un subespacio nulo resulta que Ep es nulo en
Np − {p}.
2
Nota 2.3.9. En la demostracio´n de la Proposicio´n 2.3.7 se ha visto que










y por lo tanto
TqEp = τpqv
⊥.
2.4. Foliaciones de Landau
Dentro de los entornos normales convexos podemos definir sin proble-
mas las subvariedades de Landau para todos sus puntos.
Dada β : I → M una l´ınea de universo de un observador, podemos
considerar el conjunto de las subvariedades de Landau Lq,uq con q = β (t),
uq =
.
β (t), t ∈ I. Nuestro objetivo en esta seccio´n es ver cua´ndo estas
subvariedades de Landau son hojas de una foliacio´n.
Definicio´n 2.4.1. (Sakai, 1996). Sea N una subvariedad de M , con-
sideremos el fibrado tangente normal TN⊥ como el formado por los es-
pacios TpN





0p ∈ TpN⊥ : p ∈ N
}
se puede definir la aplicacio´n exponencial normal
de N de la forma
exp⊥ : TN⊥ −→M
v ∈ TpN⊥ 7−→ expp v.
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Nota 2.4.2. Tomando βI como una subvariedad de M se puede definir
la aplicacio´n exponencial normal de βI en un entorno abierto de la sec-
cio´n cero de TβI⊥. Siguiendo el razonamiento dado en Sakai (1996) se
demuestra que dado un p ∈ βI existe un entorno abierto de p en el que
exp⊥ es un difeomorfismo.
Teorema 2.4.3. Sea β : I → M una l´ınea de universo y sea t0 ∈ I con
p = β (t0). Entonces existe un entorno normal convexo V de p en el que
existe una foliacio´n cuyas hojas son las subvariedades de Landau de los
puntos de βI ∩ V con cuadrivelocidades los vectores tangentes a βI ∩ V
en cada punto.
Prueba:
Por la Nota 2.4.2 existe un entorno abierto V de p, que podemos
considerar normal convexo, en el que la aplicacio´n exponencial normal a
βI es un difeomorfismo. Por lo tanto, por cada punto de V pasa una y
so´lo una subvariedad de Landau de la forma Lq,uq con q ∈ βI ∩ V y uq
el vector tangente a βI ∩ V en q. Como estas variedades son regulares se
tiene que son hojas de una foliacio´n en V.
2
Definicio´n 2.4.4. A la foliacio´n del Teorema 2.4.3 se le llamara´ foliacio´n
de Landau generada por β y se denotara´ Lβ, siendo β : I → M la l´ınea
de universo del observador a partir del cual se ha construido la foliacio´n.
Es decir
Lβ (q) = TqLβ(t1),
.
β(t1)
en donde t1 ∈ I tal que q ∈ Lβ(t1), .β(t1).
En realidad nada me asegura que las subvariedades de Landau gener-
adas por una l´ınea de universo de un observador formen una foliacio´n en
un entorno normal convexo dado debido a que las subvariedades de Lan-
dau pueden cortarse (Ejemplo 2.4.5). Pero podemos asegurar que forman
una foliacio´n en algu´n entorno de p. Si la curva temporal que genera las
subvariedades de Landau no es C∞ ni siquiera podemos asegurar esto u´lti-
mo (Ejemplo 2.4.6). Debido a esto se ha exigido que los observadores sean
de clase C∞. No obstante, si la l´ınea de universo del observador es una
geode´sica queda por probar que las subvariedades de Landau generadas
no se cortan en todo entorno normal convexo que la contenga.
Ejemplo 2.4.5. En el espacio-tiempo de Minkowski consideremos β :
I →M una l´ınea de universo de un observador no geode´sica. Dado t0 ∈ I,
sea p = β (t0) y sea u =
.
β (t0). Dado un sistema de coordenadas, la
funcio´n expp es la identidad. Por lo tanto las subvariedades de Landau
Lp,u en Minkowski son hiperplanos ortogonales al vector temporal u. Al
ser β no geode´sica habra´ vectores no paralelos tangentes a βI, con lo que
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b Lp
Lp
Figura 2.4: En el espacio-tiempo de Minkowski, si la l´ınea de universo β




Figura 2.5: En cambio, si β es geode´sica, estas subvariedades de Landau
no se cortan.
sus subvariedades de Landau se cortara´n (ver Figura 2.4). En cambio, si
tenemos una l´ınea de universo de un observador γ : I →M geode´sica, los
vectores tangentes a γI son paralelos y las subvariedades de Landau son
disjuntas (ver Figuras 2.5 y 2.6).
Ejemplo 2.4.6. Consideremos el espacio bidimensional de Minkowski,
es decir so´lo con una coordenada espacial x y otra temporal t. Sea
β : I −→M
t 7−→ (x (t) , t)
una curva temporal parametrizada con el tiempo que cumpla x (0) = 0,
x′ (0) = 0. Si p = (x (t0) , t0) y u = (x′ (t0) , 1) con t0 ∈ I entonces la
subvariedad de Landau Lp,u es la recta que pasa por p con vector director
un vector normal a u, por ejemplo (1, x′ (t0)). Esta recta viene dada por
la expresio´n
(x− x (t0)) = (t− t0)
x′ (t0)
.
La subvariedad de Landau L(0,0),(0,1) que pasa por el origen sera´ el eje x.
Por lo tanto, el punto de corte de Lp,u con L(0,0),(0,1) sera´ (xcorte, 0) en
donde







Figura 2.6: Otro ejemplo de que en el espacio-tiempo de Minkowski, las
subvariedades de Landau definidas por una geode´sica β no se cortan.
depende de t0. Si escogemos
x (t) = ta
con a ∈ ]1, 2[ tendremos una curva temporal en I = ]−1, 1[ con las condi-
ciones x (0) = 0, x′ (0) = 0. As´ı pues, la x de corte en t0 sera´
xcorte = − t0
ata−10










con lo que no hay ningu´n entorno de (0, 0) en el que no se corten las
subvariedades de Landau. Esto es debido a que la segunda derivada de
x (t) no esta´ bien definida en el origen y por lo tanto esta curva temporal
no es una l´ınea de universo.
Con respecto a la causalidad, teniendo en cuenta el Corolario 2.2.12 y
el Teorema 2.4.3 se puede enunciar el siguiente resultado:
Corolario 2.4.7. Sea β : I →M una l´ınea de universo de un observador
y sea t0 ∈ I con p = β (t0). Entonces existe un entorno normal convexo V
de p en el que la foliacio´n de Landau Lβ esta´ bien definida y es espacial.
Dada una foliacio´n de Landau Lβ definida en un entorno normal con-
vexo V y generada por una l´ınea de universo de un observador β : I →M ,
una condicio´n suficiente para que sea espacial en todo V, por el Corolario
2.2.12, es que los campos adaptados de
.
β (t) con t ∈ I sean sincroniz-
ables en V. Como se dijo en la Seccio´n 2.3, so´lo nos interesa el caso en
el que las subvariedades de Landau sean espaciales en cualquier entorno
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normal convexo en el que este´n definidas, y por lo tanto, a partir de ahora
exigiremos esta condicio´n.
De este modo, si consideramos la foliacio´n de los espacios f´ısicos de la
adaptacio´n de
.
β (t) con t ∈ I en V, denotada S .
β(t)∗
, por la Nota 2.2.15 se





Con la condicio´n anterior, la foliacio´n de Landau Lβ generada por β
sera´ espacial en cualquier entorno normal convexo en el que este´ definida,
y por lo tanto sera´ normal a una 1-foliacio´n (campo vectorial) temporal
cuyos espacios f´ısicos forman la foliacio´n de Landau Lβ . As´ı queda definido
un campo temporal a partir tambie´n de la l´ınea de universo de un obser-
vador β, que sera´ estudiado ma´s tarde, en la Seccio´n de Adaptaciones
vectoriales mediante foliaciones de Landau.
Nota 2.4.8. Sea Lβ una foliacio´n de Landau generada por una l´ınea de
universo de un observador β : I → M en un entorno normal convexo V.
Debido a que se exige que los campos adaptados de
.
β (t) con t ∈ I sean
sincronizables en V, por la Nota 2.2.14 se tiene que TqLp,u = τpqTpLp,u,
en donde p = β (t0), u =
.
β (t0) con t0 ∈ I y q ∈ Lp,u ∩ V . Por lo tanto,
como el transporte paralelo conserva la ortogonalidad y (Lβ)
⊥





Adema´s, β sera´ una curva integral del campo temporal definido. Si
escogemos otra curva integral β′ de este campo temporal podemos generar
a partir de ella otra foliacio´n de Landau Lβ′ que puede coincidir con la
anterior o no:
Proposicio´n 2.4.9. Sea Lβ una foliacio´n de Landau generada por una
l´ınea de universo de un observador β : I → M en un entorno normal
convexo V y sea β′ : I ′ →M una curva integral del campo temporal (Lβ)⊥.
Si la foliacio´n de Landau Lβ′ generada por β
′ esta´ bien definida y las
subvariedades de Landau (hojas) que componen Lβ (o Lβ′) son totalmente
geode´sicas, entonces Lβ′ = Lβ.
Prueba:
Sea p = β (t0) y u =
.
β (t0) con t0 ∈ I. Sea p′ = β′ (t′0) y u′ =
.
β′ (t′0)




′, por la Nota 2.4.8 se tiene que u′ = τpp′u, con lo
que
u′ ∈ (i∗p′Tp′Lp,u)⊥ ,
en donde i : Lp,u →M es la inclusio´n cano´nica.





y por lo tanto Lβ′ = Lβ , ya que sus hojas coinciden.
2
2.5. Foliaciones de horismos
Dentro de los entornos normales convexos podemos definir sin proble-
mas las subvariedades de horismos para todos sus puntos. As´ı pues, dentro
de estos entornos se podra´ realizar un estudio de las subvariedades de ho-
rismos como hojas de una foliacio´n que recibira´ el nombre de foliacio´n de
horismos.
Dada β : I → M una l´ınea de universo de un observador, podemos
considerar el conjunto de las subvariedades de horismos orientadas al fu-
turo (pasado) de puntos de βI. Nuestro objetivo en esta seccio´n es ver
cua´ndo estas subvariedades de horismos orientadas al futuro (pasado) son
hojas de una foliacio´n.
Sea γ : I → M una geode´sica y sea γ˜ una reparametrizacio´n af´ın
positiva de γ (entonces γ˜ tambie´n es una geode´sica). Podemos denotar
como [γ] a la correspondiente clase de equivalencia de geode´sicas. En este
caso, dada γ geode´sica y γ˜ una curva, resultara´ que γ˜ ∈ [γ] si y so´lo si
γ˜ es una geode´sica con la misma orientacio´n que γ cuya imagen coincide
con la de γ.
A continuacio´n vamos a enunciar una Proposicio´n que se puede encon-
trar en Sachs y Wu (1977). Pero antes necesitamos introducir el concepto
sen˜al de luz tal y como se hace en Sachs y Wu (1977): Sea λ : I →M una
geode´sica nula orientada al futuro (rayo de luz). Se llamara´ sen˜al de luz
a la clase de equivalencia [λ].
Sea β : I → M una l´ınea de universo de un observador. Veamos
desde que´ puntos puede β recibir sen˜ales de luz y hacia que´ puntos puede
enviarlas:
Proposicio´n 2.5.1. (Sachs y Wu, 1977). Sea β : I → M una l´ınea de
universo de un observador y sea t0 ∈ I. Existe un intervalo abierto J ⊂ I
que contiene a t0 y un entorno normal convexo V de β (t0) tales que para
todo x ∈ V−βJ existen t−1, t1 ∈ J con t−1 < t0 < t1, una sen˜al de luz [λ]
desde x hasta β (t1) y una sen˜al de luz [λ
′] desde β (t−1) hasta x. Adema´s
t−1, t1, [λ] , [λ′] son u´nicos.
Nota 2.5.2. El intervalo J de la Proposicio´n 2.5.1 se puede tomar de
forma que β (t) ∈ V si y so´lo si t ∈ J .
Teorema 2.5.3. Sea β : I →M una l´ınea de universo de un observador
y sea t0 ∈ I. Existe un intervalo abierto J ⊂ I que contiene a t0 y un
entorno normal convexo V de β (t1) tales que en V − βJ existe una fo-
liacio´n cuyas hojas son las subvariedades de horismos orientadas al futuro
(pasado) de los puntos de βJ .
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Prueba:
Por la Proposicio´n 2.5.1 existe un intervalo abierto J ⊂ I que contiene
a t0 y un entorno normal convexo V de β (t0) tales que para todo x ∈
V − βJ existe t−1, t1 ∈ J con t−1 < t0 < t1, una sen˜al de luz [λ] desde
x hasta β (t1) y una sen˜al de luz [λ
′] desde β (t−1) hasta x. Por lo tanto,
si consideramos un punto de V, o bien pertenece a βJ o bien pasa por e´l
una geode´sica nula orientada al futuro (pasado) que parte de un punto
de βJ . Adema´s, debido a la unicidad de t−1, t1, [λ] , [λ′] no puede haber
intersecciones de subvariedades de horismos orientadas al futuro (pasado)
de los puntos de βJ .
2
Definicio´n 2.5.4. A la foliacio´n del Teorema 2.5.3 se le llamara´ foliacio´n
de horismos orientada al futuro (pasado) generada por β y se denotara´ E+β
(E−β ), siendo β : I → M la l´ınea de universo de un observador a partir
de la cual se ha construido la foliacio´n. Es decir,
E+β (q) = TqE
+
β(t1)
E−β (q) = TqE
−
β(t1)




Al contrario que pasaba con las subvariedades de Landau, con las
subvariedades de horismos podemos asegurar que, dado un observador que
las genere, no se cortan en ningu´n entorno normal convexo que contenga
al observador.
Dada β : I → M una l´ınea de universo de un observador y V un
entorno normal convexo que la contenga, sea E+ el conjunto de puntos de
V que forman parte de subvariedades de horismos orientadas al futuro de
puntos de βI y sea E− el conjunto de puntos de V que forman parte de
subvariedades de horismos orientadas al pasado de puntos de βI. Tanto
E+ como E− son abiertos, y como esta´n dentro de un entorno normal
convexo, de la forma en la que esta´n definidos resulta que tambie´n son
entornos normales convexos.
Por lo tanto, se tiene que existe una foliacio´n de horismos orientada
al futuro E+β generada por β en E+. Ana´logamente, se tiene que existe
una foliacio´n de horismos orientada al pasado E−β generada por β en E−.
A partir de ahora, siempre que consideremos un entorno normal convexo
V en el que hay definida una foliacio´n de horismos orientada al futuro
(pasado) considerare´ que V es de la forma E+ (E−).
Nota 2.5.5. Por el Corolario 2.3.8, la foliacio´n de horismos generada por
una l´ınea de universo de un observador en un entorno normal convexo V
es siempre una foliacio´n nula.
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Para finalizar esta Seccio´n vamos a realizar algunas interpretaciones
f´ısicas de las subvariedades de Landau y de las subvariedades de horismos
orientadas al pasado y al futuro definidas dentro de un entorno normal
convexo.
Foliacio´n de Landau: Los puntos pertenecientes a una misma hoja
Lp,up son simulta´neos con p en el sistema propio de inercia local de
u, es decir, son s´ıncronos con p.
Foliacio´n de horismos orientada al pasado: Los puntos pertenecientes
a una misma hoja E−p son observados simulta´neamente por p, es
decir, pertenecen a sen˜ales de luz que llegan a p simulta´neamente.
Foliacio´n de horismos orientada al futuro: Los puntos pertenecientes
a una misma hoja E+p son emitidos simulta´neamente por p, es decir,
pertenecen a sen˜ales de luz que parten de p simulta´neamente.
2.6. Adaptaciones vectoriales
En la Definicio´n 2.2.6 se introdujo el concepto de campo vectorial
adaptado a un vector en un entorno normal. Ahora bien, dada una fo-
liacio´n Ω y una curva β que corte a cada hoja de Ω en un u´nico punto,
si Ω es geode´sica en todo punto de corte con β, existen otras formas de
adaptar vectores (o campos definidos solamente en β) a todo el espacio.
Definicio´n 2.6.1. Sea V un entorno normal convexo. Sea Ω una foliacio´n
en V y β una curva en V que corta a cada hoja de Ω en un u´nico punto.
Adema´s, sea cada hoja geode´sica en el punto de interseccio´n con β. Sea
X un campo vectorial definido solamente en β. Para cada q ∈ V, sea Hq
la hoja de Ω que contiene a q. Definimos el campo vectorial adaptado a
X mediante Ω y β en V como
X∗ (Ω;β)q = τpqXp
en donde p = Hq ∩ β y τpq es el transporte paralelo a lo largo del u´nico
segmento de geode´sica en V que une p con q (ver Figura 2.7)
Hay varios casos:
Si X es el tangente a β (es decir Xβ(t) =
.
β (t) en donde β : I → M
con t ∈ I) entonces definimos el campo vectorial adaptado a X
mediante Ω en V como
X∗ (Ω)q = τpqXp
en donde p = Hq ∩ β.
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Figura 2.7: Campo vectorial adaptado a X mediante la foliacio´n Ω y la
curva β, en donde X so´lo esta´ definido en la curva β. Se denota como
X∗ (Ω;β).
Si X se traslada paralelamente a lo largo de β, entonces so´lo nece-
sitamos conocer X en un punto de β, es decir, so´lo necesitaremos
conocer un vector v en el tangente a un punto de β. Por lo tanto
estaremos adaptando el vector v mediante Ω y β. Esta forma de
adaptar un vector mediante Ω y β se denotara´
v∗ (Ω;β) . (2.6.4)
Ambos casos sucedera´n, por ejemplo, cuando tengamos una curva γ
geode´sica y estemos adaptando su vector tangente, tal y como se muestra
en la Figura 2.8.
Todos estos tipos de adaptaciones coincidira´n en todo V si la curvatu-
ra del espacio-tiempo es nula, como por ejemplo en Minkowski. Pero si
estamos en un espacio-tiempo no plano, no tienen por que´ coincidir. Si
γ : I → V es geode´sica, v = .γ (t0) y p = γ (t0) con t0 ∈ I, entonces
v∗ (Ω; γ)|Hp∪γI = v∗|Hp∪γI
en donde Hp es la hoja de Ω que contiene a p.
2.6.1. Adaptaciones vectoriales mediante foliaciones
de Landau
Dada β una curva temporal orientada al futuro definida en un entorno










Figura 2.8: Caso particular de la adaptacio´n de un vector v tangente a





(Ω) o´ bien como v∗ (Ω; γ).
por β en V. Podemos adaptar el tangente a β mediante Lβ de la forma
anteriormente descrita en la Definicio´n 2.6.1, como se muestra en la Figura
2.9. El resultado sera´ un campo temporal que representa una congruencia
de observadores sincronizados con β.
Por otro lado, dada γ : I → V geode´sica temporal orientada al futuro,
se tiene que Lγ es la foliacio´n de Landau generada por γ en el entorno
normal convexo V. Si u = .γ (t0) con t0 ∈ I, podremos adaptar u mediante
Lγ y γ en V de la forma descrita en (2.6.4). As´ı pues, esta adaptacio´n se
denotara´
u∗ (Lγ ; γ) .
De esta forma, su espacio f´ısico Su∗(Lγ ;γ) sera´ la foliacio´n de Landau Lγ
generada por γ (ver Figura 2.10). El resultado sera´ un campo temporal que
representa una congruencia de observadores sincronizados con γ. Dejamos
para trabajos futuros la caracterizacio´n de cua´ndo esta congruencia es
geode´sica o no.
2.6.2. Adaptaciones vectoriales mediante foliaciones
de horismos
Dado un punto p ∈M , aunque las subvariedades de horismos E−p (E+p )
















Figura 2.9: Adaptacio´n vectorial de
.
β mediante la foliacio´n de Landau Lβ










Figura 2.10: Adaptacio´n vectorial de un vector temporal u tangente a una
geode´sica temporal γ mediante la foliacio´n de Landau Lγ generada por













Figura 2.11: Adaptacio´n vectorial de
.
β mediante la foliacio´n de horismos







Dada β una curva temporal orientada al futuro definida en un en-
torno normal convexo V, se tiene que E−β (E+β ) es la foliacio´n de horismos
orientada al pasado (futuro) generada por β en V. Podemos adaptar el
tangente a β mediante E−β (E
+
β ) de la forma descrita en la Definicio´n
2.6.1, como se muestra en la Figura 2.11.
Por otro lado, dada γ : I → V geode´sica temporal orientada al futuro,
se tienen que E−γ (E
+
γ ) es la foliacio´n de horismos orientada al pasado
(futuro) generada por γ en el entorno normal convexo V. Si u = .γ (t0)
con t0 ∈ I, podremos adaptar u mediante E−γ (E+γ ) y γ en V de la forma
descrita en (2.6.4) (ver Figura 2.12), aunque en realidad, las foliaciones de





















Figura 2.12: Adaptacio´n vectorial de un vector temporal u tangente a
una geode´sica temporal γ mediante la foliacio´n de horismos orientada al
futuro E+γ generada por γ, denotada por u
∗ (E+γ ; γ).
2.6.3. Aplicacio´n a los observadores. Emisiones pun-
tuales
A lo largo de todo el Cap´ıtulo 1, se trabaja generalmente con congru-
encias de observadores que son campos temporales unitarios orientados al
futuro. As´ı pues, todos los resultados obtenidos utilizando estos campos
temporales (como el efecto Doppler y la aberracio´n de la luz) son resul-
tados obtenidos para congruencias de observadores. Sin embargo, todos
estos resultados son aplicables tambie´n a los observadores individuales
gracias a las adaptaciones vectoriales, tal y como veremos en este aparta-
do.
Dentro de un entorno normal convexo de la forma E+, el campo U
de la expresio´n (0.3.3) puede ser extendido a todo E+ de tal forma que
la extensio´n de U en un punto p ∈ E+ sea en realidad la observacio´n de
U en p. Formalmente, esta extensio´n se realiza mediante la foliacio´n de
horismos orientados al futuro generados por β, es decir E+β , que segu´n la








El resultado de la extensio´n es un campo temporal unitario orientado
al futuro definido en todo E+, es decir, representa una congruencia de
observadores. Dentro de un entorno normal convexo E+ siempre se puede
realizar esta extensio´n, y por lo tanto se logra transformar observadores
individuales en congruencias de observadores de una forma f´ısicamente
aceptable, con lo que todos los resultados obtenidos para congruencias de
observadores (como por ejemplo, el efecto Doppler y la aberracio´n de la
luz) son ahora aplicables a observadores individuales.
Teniendo en cuenta la expresio´n (0.3.3), tenemos la siguiente defini-
cio´n:
Definicio´n 2.6.2. Dada una l´ınea de universo temporal β, llamaremos





en todo el entorno normal convexo E+.
Por ejemplo, dadas dos l´ıneas de universo temporales β : I → M y
β′ : I ′ →M dentro de un entorno normal convexo E+, con congruencias de
observadores asociadas U y U ′ respectivamente, ahora se puede calcular
la velocidad relativa de U ′ respecto a U segu´n la Definicio´n 1.1.3. De esta
forma, v y X se pueden calcular en todo punto de E+, aunque adquieren
su pleno sentido f´ısico en los puntos de βI, ya que un observador siempre
observa a trave´s de los espacios tangentes de los puntos de su l´ınea de
universo. As´ı pues, dado un punto p ∈ βI, se tiene que v (p) representa
la velocidad relativa de U ′ respecto a U observada por U en ese punto p
y Xp representa la direccio´n de la velocidad relativa de U
′ respecto a U
observada por U en p.
Veamos ahora la definicio´n de emisio´n puntual y de congruencia de
observadores propia:
Definicio´n 2.6.3. Sea E+ un entorno normal convexo y sea β : I →
M una l´ınea de universo temporal en E+, llamaremos emisio´n puntual






que es totalmente geode´sica, es decir, sus curvas integrales son rayos de
luz. En este caso, β representa la evolucio´n del punto emisor. A su con-
gruencia de observadores asociada la llamaremos congruencia de obser-
vadores propia de Λ y la denotaremos por U 0.
En la pra´ctica, una emisio´n puntual es la emisio´n realizada por un
objeto lo suficientemente lejano al observador. Para observadores situados
en la Tierra las emisiones puntuales pueden ser por ejemplo, galaxias
y estrellas lejanas. Las congruencias de observadores asociadas pueden
considerarse como congruencias de observadores solidarios al movimiento
del punto emisor, y siempre estara´n definidas dentro de un entorno normal
convexo del tipo E+, aunque no quede expl´ıcitamente indicado.
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2.6.4. Aberracio´n de la luz y direccio´n propia
Definicio´n 2.6.4. Sea Λ una emisio´n puntual con congruencia de ob-





llamaremos direccio´n propia de Λ al campo espacial unitario S0.
Un rayo de luz por s´ı solo no tiene una direccio´n propia establecida.
Se necesita conocer la “fuente” para poder construir una congruencia
de observadores a partir de ella, que sera´ la congruencia de observadores
propia U0. La direccio´n propia S0 es, en este caso, la direccio´n de este rayo
observada por U0, es decir, si Λ es una emisio´n puntual con congruencia de





la U0-base de Λ. Teniendo en cuenta (1.1.7), el siguiente resultado resulta
trivial:
Proposicio´n 2.6.5. Sea Λ emisio´n puntual con congruencia de obser-
vadores propia U0. Dada una congruencia de observadores U , si {S + U}




1− vg (X,S) (S + U)− U
0,
en donde v, X vienen dados un´ıvocamente por la descomposicio´n
U0 =
1√
1− v2 (U + vX)
en donde X es un campo espacial unitario ortogonal a U y v es una
funcio´n tal que 0 ≤ v < 1. En este caso, v es la velocidad relativa de U 0
respecto a U y X es la direccio´n de la velocidad relativa de U 0 respecto a
U (ver (1.1.3)).
Adema´s, teniendo en cuenta la Definicio´n 1.1.4 de a´ngulo de aber-
racio´n, se puede definir el a´ngulo de aberracio´n propio de Λ respecto a un
observador U de la forma siguiente:
Definicio´n 2.6.6. Sea Λ una emisio´n puntual con congruencia de obser-
vadores propia U0. Dada una congruencia de observadores U , definimos
el a´ngulo de aberracio´n propio de Λ respecto a U como el a´ngulo de aber-
racio´n de U0 respecto a U correspondiente a Λ (ver Definicio´n 1.1.4).
2.6.5. Efecto Doppler y frecuencia propia
Definicio´n 2.6.7. Sea Λ una emisio´n puntual con congruencia de ob-
servadores propia U0. Definimos la frecuencia propia ν0 de Λ como la
frecuencia con la que observa U 0 a Λ.
Un rayo de luz por s´ı solo no tiene frecuencia propia en el sentido
de la Definicio´n 2.6.7. Al igual que en el caso de la direccio´n propia,
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se necesita conocer la “fuente” para poder construir una congruencia de
observadores a partir de ella, que sera´ la congruencia de observadores
propia. La frecuencia propia es, en este caso, la frecuencia de este rayo
observada por los observadores de la congruencia de observadores propia.
Teniendo en cuenta (1.1.13), el siguiente resultado resulta trivial:
Proposicio´n 2.6.8. Sea Λ una emisio´n puntual con congruencia de ob-
servadores propia U0. Dada una congruencia de observadores U , si el





en donde ν es la frecuencia de Λ observada por U , v es la velocidad
relativa de U0 respecto a U y X es la direccio´n de la velocidad relativa de
U0 respecto a U .
Entonces, dado un observador cualquiera, podemos calcular la frecuen-
cia propia de una emisio´n puntual a partir de la frecuencia observada por
este observador. Obviamente, la frecuencia propia no depende del obser-
vador elegido para calcularla.
2.6.6. Distancias
Definicio´n 2.6.9. Sea Λ una emisio´n puntual asociada a una l´ınea de
universo β : I →M . Dada una congruencia de observadores U y un punto
p ∈M , la distancia de p al punto emisor de Λ (cuya evolucio´n viene dada
por β) respecto a U , es el mo´dulo de la proyeccio´n de exp−1p q al espacio
f´ısico de Up, en donde q es el u´nico punto de βI tal que la geode´sica que
une q con p es un rayo de luz (es decir, p ∈ E+q , o bien q ∈ E−p ). Esta
distancia sera´ denotada dp.
Se define la funcio´n distancia d al punto emisor de Λ respecto a U
como aquella funcio´n tal que en un punto p ∈M toma el valor dp.
En TpM se tiene que Λp y exp
−1
p q tienen la misma direccio´n pero
sentidos opuestos. Si {S + U} es la U -base de Λ, entonces
exp−1p q = −dp (Sp + Up) ,
teniendo en cuenta la Definicio´n 2.6.9. Dada otra congruencia de obser-
vadores U ′, en p se cumplira´







en donde {S′ + U ′} es la U ′-base de Λ y d′p es la distancia de p al punto
emisor de Λ respecto a U ′. Por lo tanto, si d y d′ son las funciones distancia
correspondientes, se tiene
S′ + U ′ =
d
d′
(S + U) .
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en donde v es la velocidad relativa de U ′ respecto a U y X es la direccio´n
de la velocidad relativa de U ′ respecto a U .
Como caso particular, si U ′ es la congruencia de observadores propia
U0 de Λ, se obtiene la funcio´n distancia propia d0 al punto emisor de Λ:
Definicio´n 2.6.10. Sea Λ una emisio´n puntual con congruencia de obser-
vadores propia U0. Dada una congruencia de observadores U , la funcio´n




en donde {S + U} es la U -base de Λ, d es la funcio´n distancia al punto
emisor de Λ respecto a U , v es la velocidad relativa de U 0 respecto a U y
X es la direccio´n de la velocidad relativa de U 0 respecto a U .
En Minkowski, dada una emisio´n puntual Λ asociada a una l´ınea de
universo β geode´sica con congruencia de observadores propia U 0, se tiene
que la funcio´n distancia propia d0 al punto emisor de Λ se mantiene con-
stante a lo largo de las curvas integrales de U 0, es decir, los observadores
de la congruencia propia son solidarios al punto emisor de Λ. Si β no es
geode´sica, esta propiedad no se cumple.
Proposicio´n 2.6.11. Sea Λ una emisio´n puntual asociada a una l´ınea de
universo β : I →M . Dada una congruencia de observadores U y un punto
p ∈ M , sea q el punto de βI que se une con p mediante un rayo de luz
y sea {S + U} la U -base de Λ. Entonces, si parametrizamos la geode´sica
nula λ que une p con q de forma que λ (0) = p,
.
λ (0) = − (Sp + Up),
entonces se tiene que
λ (dp) = q,
en donde dp es la distancia de p al punto emisor de Λ respecto a U .
Prueba:
Debido a la forma en que esta´ parametrizada λ, tenemos que
λ (s) = expp (−s (Sp + Up)) .
Por lo tanto
λ (dp) = expp (−dp (Sp + Up)) = q.
2
Por lo tanto, dada una emisio´n puntual Λ y una congruencia de ob-
servadores U , podemos interpretar la distancia de p al punto emisor de Λ
respecto a U como la distancia que recorre el rayo de luz de Λ que llega
hasta p medida por un observador que pasa por p con cuadrivelocidad Up.
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Corolario 2.6.12. Sea Λ una emisio´n puntual asociada a una l´ınea de
universo β : I → M con congruencia de observadores propia U 0 y sea λ
un rayo de luz de Λ que une q ∈ βI con p ∈ M . Si parametrizamos λ de
forma que λ (0) = q y
.
λ (0) = Sq +U
0
q (en donde Sq es un vector espacial






siendo d0p la distancia propia de p al punto emisor de Λ. Adema´s
.









es la U0-base de Λ.
Prueba:
Basta parametrizar a la inversa la geode´sica nula de la Proposicio´n
2.6.11. La segunda propiedad se obtiene directamente de la definicio´n de
congruencia de observadores propia.
2
El para´metro usado en los rayos de luz del Corolario 2.6.12 es precisa-
mente la distancia propia.
Por u´ltimo, veamos lo que pasa con las distancias entre dos puntos
emisores: Si tenemos dos emisiones puntuales Λ1, Λ2, podemos determinar
la funcio´n distancia entre los puntos emisores de Λ1 y Λ2 respecto a una
congruencia de observadores U dada. Esta funcio´n viene dada por
|d1S1 − d2S2| ,
en donde {S1 + U} , {S2 + U} son las U -bases de Λ1,Λ2 respectivamente
y d1, d2 son las funciones distancia al punto emisor de Λ1,Λ2 respecti-
vamente respecto a U . Dada otra congruencia de observadores U ′, con
{S′1 + U ′} , {S′2 + U ′} las U ′-bases de Λ1,Λ2 respectivamente y d′1, d′2 las
funciones distancia al punto emisor de Λ1,Λ2 respectivamente respecto a
U , tenemos que
|d′1S′1 − d′2S′2| =
√
1− v2
(1 + vg (X,S1)) (1 + vg (X,S2))
|d1S1 − d2S2| ,
(2.6.5)
en donde v es la velocidad relativa de U ′ respecto a U y X es la direccio´n
de la velocidad relativa de U ′ respecto a U .
2.7. Igualdad salvo orientaciones entre foliaciones de
horismos orientadas al futuro y al pasado
Teniendo en cuenta el Teorema 1.2.29 del Cap´ıtulo 1, dado V un en-
torno normal convexo y β una l´ınea de universo de un observador en V,
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Figura 2.13: Caso en el que E+β (p) = E
−
β (p). La curva β pierde su cara´cter
temporal en algu´n punto entre q1 y q2.
si E+β (p) 6= E−β (p) para todo p ∈ V, entonces existe una congruencia de
observadores U (en realidad existira´ toda una familia de congruencias de





y por lo tanto E+β y E
−




Pero la condicio´n E+β (p) 6= E−β (p) para todo p ∈ V se cumple por lo
menos localmente. No obstante, se puede comprobar que si existiese un
punto p ∈ V tal que E+β (p) = E−β (p), entonces la curva β perder´ıa su
cara´cter temporal en algu´n punto (tal y como se muestra en la Figura
2.13) y por lo tanto podemos asegurar que no se da la igualdad en ningu´n
punto de V.
Aunque tengamos una l´ınea de universo γ geode´sica, no esta´ asegurado
que U sea alguna adaptacio´n del vector u tangente a γ en un punto








. Lo u´nico que
esta´ asegurado es su existencia.
Proposicio´n 2.7.1. Sea M un espacio-tiempo en el que las subvariedades
(de dimensio´n 2) geode´sicas en un punto son totalmente geode´sicas. Da-
da una l´ınea de universo temporal geode´sica γ : I → V, en donde V es
un entorno normal convexo como el del Teorema 2.5.3 (en donde esta´n
definidas las foliaciones de horismos orientadas al futuro y al pasado gen-





en V, en donde U es una adaptacio´n cualquiera en V de un vector tangente









Figura 2.14: Representacio´n de un punto q perteneciente a E+p1 ∩ E−p2 .
Prueba:
Sea q ∈ V − γI y sean p1, p2 ∈ γI tales que q ∈ E+p1 ∩ E−p2(esto es
posible debido a que en V esta´n definidas tanto la foliacio´n de horismos
orientada al futuro como la orientada al pasado generadas por γ), tal y
como se muestra en la Figura 2.14. Entonces existe una subvariedad W
de dimensio´n 2 geode´sica en q que contiene a p1, p2. Por hipo´tesis, esta
subvariedad W es totalmente geode´sica, y por lo tanto contiene a γ.
Entonces, toda adaptacio´n U en V de un vector tangente a γ en un
punto dado cumplira´
Uq ∈ TqW
ya que las adaptaciones se definen mediante traslados paralelos a lo largo
de geode´sicas, W es totalmente geode´sica (que contiene a γ y a q) y el
traslado paralelo a lo largo de geode´sicas contenidas en W transporta
vectores tangentes a W en vectores tangentes a W .
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g
Figura 2.15: Todas las posibles adaptaciones estudiadas de un vector tan-
gente a una geode´sica en el espacio-tiempo de Minkowski nos dan ide´ntico
resultado.
y por lo tanto son coplanarios, al ser W de dimensio´n 2. Como hemos





en V, en donde U es una adaptacio´n cualquiera en V de un vector tangente
a γ en un punto dado.
2
Ejemplo 2.7.2. En la me´trica de Minkowski, dada una l´ınea de universo
temporal γ : I →M geode´sica, se tiene que γ es una recta, y por lo tanto,
el vector tangente es siempre el mismo (siempre que identifiquemos todos
los espacios tangentes). Sea u =
.
γ (t0) con t0 ∈ I. Las adaptaciones de u
mediante una foliacio´n y γ son siempre iguales: En cada punto tendremos
el mismo vector u (ver Figura 2.15).




















Este resultado se podr´ıa haber obtenido mediante la Proposicio´n 2.7.1,
ya que en el espacio-tiempo de Minkowski las subvariedades geode´sicas en
un punto tambie´n son totalmente geode´sicas.
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3. Estabilidad entre foliaciones
A lo largo de las u´ltimas de´cadas, las aplicaciones de las foliaciones a la
F´ısica Teo´rica se han incrementado considerablemente (Donato, 1991). En
la de´cada de los sesenta, J. M. Souriau uso´ foliaciones asociadas a espacios
de evolucio´n de part´ıculas elementales para estudiar su evolucio´n (Souriau,
1970, 1997). Ma´s tarde, el estudio de las foliaciones en Relatividad y en
F´ısica Cua´ntica ha resultado muy fruct´ıfero, usando variedades foliadas
(Morvan, 1984) o dentro de estructuras matema´ticas ma´s complejas. Las
condiciones exigidas a las foliaciones dependen del formalismo empleado,
pero, en general, pueden expresarse mediante algu´n tipo de invarianza.
En este Cap´ıtulo, se estudian las distribuciones que permanecen in-
variantes por traslados paralelos (es decir, son estables), haciendo espe-
cial hincapie´ en el caso de las foliaciones. Si una foliacio´n se conserva por
traslados paralelos a lo largo de curvas integrales de sus propios campos,
esta foliacio´n satisface una ley de movimiento (Liern y Olivert, 1995a)
equivalente a afirmar que sus hojas son totalmente geode´sicas. Tenien-
do en cuenta esto, se podr´ıa estudiar si una foliacio´n se conserva por
traslados paralelos a lo largo de curvas integrales de campos de cualquier
foliacio´n, y por lo tanto, introduciendo nuevos conceptos como estabilidad
o estabilidad regular, se podr´ıan obtener leyes de movimiento mucho ma´s
generales.
Precisamente, hemos obtenido una caracterizacio´n de la estabilidad
regular que nos permite dar (en un caso particular) una ley de movimien-
to para foliaciones cuyas hojas son planas. Adema´s, este resultado es u´til
para dar una caracterizacio´n de los espacio-tiempo que admiten foliaciones
cuyas hojas son totalmente geode´sicas y planas, como los espacio-tiempo
pp-wave (Maartens y Maharaj, 1991). En particular, se obtiene que los
espacio-tiempo de Schwarzschild y de Robertson-Walker no admiten es-
ta clase de foliaciones. Todo este tipo de ejemplos se encuentran en el
Ape´ndice A. La mayor parte de los resultados obtenidos en este Cap´ıtulo
se encuentran en Bolo´s, Liern y Olivert (2002b).
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3.1. Distribuciones estables
En otros trabajos (Liern y Olivert, 1992, 1993, 1995a) y en el Cap´ıtulo
0, hemos introducido el concepto de ley de movimiento usando foliaciones:
Sea Ω una foliacio´n, X un campo vectorial de Ω, c una curva integral de
X y
τ ct : Tc(0)M −→ Tc(t)M
el transporte paralelo a lo largo de c (t), para todo t ∈ I, en donde I es el
dominio de c. La foliacio´n Ω verifica una ley de movimiento si y so´lo si
τ ct Ω(c (0)) = Ω (c (t)) , t ∈ I.
Esta ley de movimiento es u´til en Relatividad General, ya que generaliza
el principio de las geode´sicas cuando la dimensio´n de Ω es 1 y la propiedad
de ser totalmente geode´sica para superficies cuando la dimensio´n de Ω es
mayor que 1 (ver Ape´ndice B).
Intuitivamente, la curvatura de las hojas se tiene que ‘adaptar’ a la
curvatura del espacio-tiempo, en el sentido que la me´trica inducida coin-
cida con la me´trica restringida. En esta Seccio´n vamos a estudiar co´mo
generalizar esta idea intuitiva con la intencio´n de recuperar el concepto de
frente de ondas plano introducido en Souriau (1970) en el espacio-tiempo
de Minkowski.
3.1.1. Definiciones de estabilidad
Para llevar a cabo nuestro estudio, es necesario introducir los nuevos
conceptos de estabilidad y estabilidad regular, que simplifican consider-
ablemente la notacio´n.
Definicio´n 3.1.1. Dados dos campos distintos de cero X,Y diremos que
X es estable respecto a Y sii
∇Y X ∝ X.




∇Y X ∈ Ω
para todo campo X ∈ Ω, Y ∈ Ω′.
El concepto de distribuciones estables generaliza el concepto de cam-
pos estables si consideramos los campos como bases de distribuciones de
dimensio´n 1 (i.e. 1-foliaciones). Es decir, dados dos campos distintos de
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cero X,Y , si Λ,Λ′ son las 1-foliaciones que generan respectivamente, en-
tonces la estabilidad de X respecto a Y equivale a la estabilidad de Λ
respecto a Λ′:
∇Y X ∝ X ≡ ∇Λ′Λ ⊂ Λ.
Adema´s, la estabilidad de una distribucio´n Ω respecto a un campo Y
equivale a la estabilidad de Ω respecto a la 1-foliacio´n Λ′ generada por Y :
∇Y Ω ⊂ Ω ≡ ∇Λ′Ω ⊂ Ω.
Del mismo modo, la estabilidad de un campo X respecto a una distribu-
cio´n Ω′ equivale a la estabilidad de la 1-foliacio´n Λ generada por X re-
specto a Ω:
∇Ω′X ∝ X ≡ ∇Ω′Λ ⊂ Λ.
Nota 3.1.2. Dadas {Xi}pi=1 , {Yj}p
′





i = 1, .., p
j = 1, .., p′ .
Veamos que esto implica la estabilidad de Ω respecto a Ω′:








X = αiXi, Y = β
jYj y por lo tanto















Nota 3.1.4. TM es foliacio´n, ya que
[X,Y ] ∈ TM
para todo X,Y ∈ TM , como ya se vio en el Cap´ıtulo 0 para una variedad
diferenciable en general. Adema´s, TM es estable respecto a cualquier dis-
tribucio´n Ω, ya que
∇Y X ∈ TM
para todo X ∈ TM y para todo Y ∈ Ω.
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Nota 3.1.5. Sean Ω,Ω′ dos distribuciones tales que ∇Ω′Ω ⊂ Ω. Si Ω′′ es
una subdistribucio´n de Ω′ entonces
∇Ω′′Ω ⊂ Ω.
Por lo tanto, si Ω es estable respecto a TM entonces sera´ estable respecto
a cualquier distribucio´n de M .
Veamos a continuacio´n una propiedad que relaciona a una distribucio´n
con su distribucio´n ortogonal mediante la estabilidad:
Proposicio´n 3.1.6. (Lema de Dualidad). Dadas Ω,Ω′ dos distribu-
ciones, Ω es estable respecto a Ω′ sii Ω⊥ es estable respecto a Ω′:
∇Ω′Ω ⊂ Ω⇐⇒ ∇Ω′Ω⊥ ⊂ Ω⊥.
Prueba:
Dados tres campos X,Y, Z se tiene (Lema 2.3.6)
Zg (X,Y ) = g (∇ZX,Y ) + g (X,∇ZY ) .







g (X,Y ) = 0
g (∇ZX,Y ) = 0.
Por el Lema 2.3.6 se tiene
0 = g (X,∇ZY )
y por lo tanto
∇ZY ∈ Ω⊥.











g (X,Y ) = 0
g (∇ZX,Y ) = 0.
Por el Lema 2.3.6 se tiene
0 = g (X,∇ZY )
y por lo tanto
∇ZY ∈ Ω.
Como Y,Z son arbitrarios
∇Ω′Ω ⊂ Ω.
2
Es conocido que una distribucio´n Ω viene un´ıvocamente determinada
por su distribucio´n ortogonal Ω⊥. La Proposicio´n 3.1.6, adema´s nos indica
que
Ω y Ω⊥ tienen las mismas propiedades de estabilidad.
Es decir, estudiar la propiedad ∇Ω′Ω ⊂ Ω es lo mismo que estudiar la
propiedad ∇Ω′Ω⊥ ⊂ Ω⊥. As´ı pues, a la Proposicio´n 3.1.6 la llamaremos
Lema de dualidad.
Nota 3.1.7. Un caso particular del Lema de dualidad resulta bastante
interesante: Cuando Ω es una 3-foliacio´n nula representa un foto´n consid-
erado como una onda. Su 1-foliacio´n ortogonal Ω⊥ resulta que es tambie´n
nula y representa al mismo foto´n pero considerado como un corpu´sculo.
El Lema de dualidad en este caso pone de manifiesto la dualidad onda-
corpu´sculo de los fotones. Este caso lo veremos con ma´s detalle en la
u´ltima Seccio´n.
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Definicio´n 3.1.8. Sea X un campo distinto de cero. Diremos que X es
auto-estable sii es estable respecto a s´ı mismo, es decir
∇XX ∝ X.
Sea Ω una distribucio´n. Diremos que Ω es auto-estable si es estable re-
specto a s´ı misma, es decir
∇ΩΩ ⊂ Ω.
Al igual que en la Definicio´n 3.1.1, el concepto de distribuciones auto-
estables generaliza el concepto de campos auto-estables. Es decir, si X es
un campo distinto de cero y Λ es la 1-foliacio´n que genera, entonces la
auto-estabilidad de X equivale a la auto-estabilidad de Λ:
∇XX ∝ X ≡ ∇ΛΛ ⊂ Λ.
Con la Definicio´n 3.1.8:
Una distribucio´n Ω es totalmente geode´sica (cumple la Ley de Movimien-
to) sii Ω es auto-estable.
Una distribucio´n Ω es autoparalela sii Ω⊥ es auto-estable:
∇Ω⊥Ω⊥ ⊂ Ω⊥.
Nota 3.1.9. Si Ω es una p-distribucio´n totalmente geode´sica (i.e. auto-
estable), dada una base {Xi}pi=1 de Ω se tiene
∇XiXj ∈ Ω, i, j = 1, ..., p.
Considerando que M tiene torsio´n cero resulta
[Xi, Xj ] = ∇XiXj −∇XjXi ∈ Ω, i, j = 1, ..., p
y por lo tanto Ω es foliacio´n. As´ı pues, las distribuciones auto-estables
en variedades de torsio´n cero (por ejemplo, cualquier espacio-tiempo) en
realidad son foliaciones auto-estables.
Nota 3.1.10. El fibrado tangente TM es un ejemplo trivial de foliacio´n
auto-estable, ya que
∇Y X ∈ TM
para todo X,Y ∈ TM . Tambie´n podemos hacer Ω = TM en la Nota 3.1.4.
La Proposicio´n 3.1.6 tiene el siguiente Corolario:
Corolario 3.1.11. Dada Ω una distribucio´n, es auto-estable sii Ω⊥ es
estable respecto a Ω:
∇ΩΩ ⊂ Ω⇐⇒ ∇ΩΩ⊥ ⊂ Ω⊥.
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El Corolario 3.1.11 puede formularse de las formas siguientes:
Ω es totalmente geode´sica sii Ω⊥ es estable respecto a Ω.
Ω es autoparalela sii Ω es estable respecto a Ω⊥.
Nota 3.1.12. Ω y Ω⊥ se comportan igual ante la estabilidad, pero no
tienen por que´ comportarse igual ante la auto-estabilidad. Esto ocurre
so´lo en algunos casos. Por ejemplo, en el espacio-tiempo de Minkowski se
tiene
∇ΩΩ ⊂ Ω⇐⇒ ∇Ω⊥Ω⊥ ⊂ Ω⊥.
Esto se puede ver sabiendo que en el espacio-tiempo de Minkowski, las p-
foliaciones auto-estables son las que tienen como variedades integrales a p-
planos. As´ı pues, las variedades integrales de la (4− p)-foliacio´n ortogonal
son planos de dimensio´n (4− p), con lo que tambie´n es auto-estable. Este
caso se estudiara´ para 3-foliaciones nulas en el u´ltimo apartado.
Definicio´n 3.1.13. Dadas dos distribuciones Ω,Ω′ diremos que Ω es reg-
ularmente estable respecto a Ω′, y lo denotaremos
∇Ω′Ω = 0,
cuando exista una base {Xi}pi=1 de Ω tal que
∇Ω′Xi = 0, i = 1, .., p,
es decir
∇Y Xi = 0, i = 1, .., p
para todo campo Y ∈ Ω′.
En este caso diremos que la base {Xi}pi=1 de Ω es regularmente estable
respecto a Ω′.
El concepto de estabilidad regular para campos tendr´ıa dos posibles
definiciones:
(a) Dados dos campos X,Y distintos de cero diremos que X es regular-
mente estable respecto a Y sii
∇Y X = 0.
(b) Dados dos campos distintos de cero X,Y diremos que X es regular-
mente estable respecto a Y sii existe una funcio´n α tal que
∇Y (αX) = 0.
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La definicio´n (b) es menos restrictiva que (a), ya que tomando α = 0 en
(b) obtenemos (a). No obstante, el concepto de estabilidad regular para
distribuciones generaliza solamente a (b). Es decir, dados dos campos
distintos de cero X,Y , si Λ,Λ′ son las 1-foliaciones que generan respecti-
vamente, entonces la estabilidad regular de X respecto a Y equivale a la
estabilidad regular de Λ respecto a Λ′:
∇Y (αX) = 0 ≡ ∇Λ′Λ = 0.
Adema´s, la estabilidad regular de una distribucio´n Ω respecto a un cam-
po Y equivale a la estabilidad regular de Ω respecto a la 1-foliacio´n Λ′
generada por Y :
∇Y Ω = 0 ≡ ∇Λ′Ω = 0.
Del mismo modo, la estabilidad regular de un campo X respecto a una
distribucio´n Ω′ equivale a la estabilidad regular de la 1-foliacio´n Λ gener-
ada por X respecto a Ω:
∇Ω′ (αX) = 0 ≡ ∇Ω′Λ = 0.
Nota 3.1.14. Dada {Yj}qj=1 una base de Ω′ basta comprobar
∇YjXi = 0,
{
i = 1, ..., p
j = 1, ..., q
.
Veamos que esto implica la estabilidad regular de Ω respecto a Ω′:
Sean Y ∈ Ω′. Se tiene que existen funciones {βj}q
j=1
tales que Y =
βjYj y por lo tanto
∇Y Xi = ∇βjYjXi = βj∇YjXi = 0, i = 1, .., p.
No todas las bases de una distribucio´n regularmente estable tienen
esta propiedad. Basta con que una sola la tenga. Adema´s, si X ∈ Ω,
Y ∈ Ω′ cumplen
∇Y X = 0
entonces, dada una funcio´n α se tiene que αX sigue estando en Ω, pero
su derivada covariante
∇Y (αX) = Y (α)X + α∇Y X = Y (α)X
no tiene por que´ ser cero.
Nota 3.1.15. Sean Ω,Ω′ una p-distribucio´n y una q-distribucio´n respec-




Si {Xi}pi=1 es una base regularmente estable de Ω respecto a Ω′ se cumple
∇Ω′Xi = 0, i = 1, ..., p.
Por lo tanto, cualquier subdistribucio´n de Ω generada por cualquier sub-
conjunto de {Xi}pi=1 es tambie´n una distribucio´n regularmente estable
respecto a Ω′.
Nota 3.1.16. Sean Ω,Ω′ dos distribuciones tales que ∇Ω′Ω = 0. Al igual
que en la Nota 3.1.5, si Ω′′ es una subdistribucio´n de Ω′ entonces
∇Ω′′Ω = 0.
Por lo tanto, si Ω es regularmente estable respecto a TM entonces sera´ reg-
ularmente estable respecto a cualquier distribucio´n de M .
Estudiemos la relacio´n existente entre dos bases regularmente estables
de una misma p-distribucio´n Ω:
Definicio´n 3.1.17. Sea α : M → IR una funcio´n y Ω una distribucio´n.
Diremos que α es constante para Ω sii
X (α) = 0
para todo X ∈ Ω.
Proposicio´n 3.1.18. Sean Ω,Ω′ una p-distribucio´n y una q-distribucio´n
respectivamente, tales que ∇Ω′Ω = 0 y sea {Xi}pi=1 una base regular-
mente estable de Ω respecto a Ω′. Entonces, las siguientes afirmaciones
son equivalentes:





















iXj con i = 1, ..., p.
Prueba:








iXj , i = 1, ..., p
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y adema´s
detαji 6= 0.
Veamos que debido a que {Yi}pi=1 es adema´s base regularmente es-







Sea Z ∈ Ω′. Entonces










i∇ZXj , i = 1, ..., p.
Como {Xi}pi=1 una base regularmente estable de Ω respecto a Ω′,





Xj = 0, i = 1, ..., p.





= 0, i, j = 1, ..., p






son constantes para Ω′.
←− Como detαji 6= 0 se tiene que {Yi}pi=1 es base de Ω.






















todo i, j = 1, ..., p. Adema´s, como {Xi}pi=1 es una base regularmente
estable de Ω respecto a Ω′, tenemos que ∇ZXj = 0 para todo j =
1, ..., p. As´ı pues
∇ZYi = 0, i = 1, ..., p
y por lo tanto {Yi}pi=1 es una base regularmente estable de Ω re-
specto a Ω′.
2
La Proposicio´n 3.1.18 puede ser vista como unicidad de bases regular-
mente estables de Ω respecto a Ω′ salvo constantes para Ω′.
Ejemplo 3.1.19. En el espacio-tiempo de Minkowski, dado un campo





= 0, ya que













As´ı pues, las p-foliaciones que son regularmente estables respecto a TM
han de tener una base cuyas componentes son constantes, es decir, sus
variedades integrales han de ser planos (de dimensio´n p). Por lo tanto,
teniendo en cuenta el Cap´ıtulo 2, las foliaciones de Landau generadas por
un observador geode´sico son las u´nicas 3-foliaciones espaciales regular-
mente estables respecto a TM y por lo tanto sera´n regularmente estables
respecto a cualquier distribucio´n de M .
Proposicio´n 3.1.20. Sea Λ una 1-distribucio´n no nula y Ω una distribu-
cio´n, tales que Λ es regularmente estable respecto a Ω:
∇ΩΛ = 0.
Si el campo X ∈ Λ cumple g (X,X) = cte, entonces {X} es una base
regularmente estable de Λ respecto a Ω.
Prueba:
Sea Z ∈ Ω, por el Lema 2.3.6
Zg (X,X) = g (∇ZX,X) + g (X,∇ZX) .
Como g (X,X) = cte se tiene
0 = g (∇ZX,X) .
Ahora bien, como ∇ΩΛ = 0, en particular que ∇ZX ∈ Λ y por lo tanto
∇ZX ∝ X. As´ı pues, como X es no nulo se tiene
∇ZX = 0
con lo que {X} es una base regularmente estable de Λ respecto a Ω.
2
Si ∇Ω′Ω = 0 entonces se cumple ∇Ω′Ω ⊂ Ω, pero no tiene por
que´ cumplirse el rec´ıproco. Sin embargo, hay casos en los que se da la
equivalencia, resultando as´ı ma´s sencillo el estudio de las distribuciones
estables. Por ejemplo, es fa´cil ver que esta equivalencia se da para 1-
foliaciones (o´ para campos):
Proposicio´n 3.1.21. Dadas Λ,Λ′ dos 1-foliaciones, se tiene la equiva-
lencia
∇Λ′Λ ⊂ Λ⇐⇒ ∇Λ′Λ = 0.
Es decir, si X,Y son campos distintos de cero (bases) de Λ,Λ′ respecti-
vamente, se tiene la equivalencia
∇Y X ∝ X ⇐⇒ ∇Y Λ = 0.
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Prueba:
So´lo hay que probar la condicio´n suficiente, ya que la condicio´n nece-
saria es trivial.
Por hipo´tesis, existe una funcio´n k tal que
∇Y X = kX.
Sea f la u´nica solucio´n distinta de cero (salvo multiplicacio´n por con-
stantes para Y ) de la ecuacio´n diferencial lineal
Y (f) + kf = 0, (3.1.1)
entonces
∇Y (fX) = Y (f)X + f∇Y X = (Y (f) + kf)X = 0
y por lo tanto
∇Λ′Λ = 0.
2
Nota 3.1.22. La ecuacio´n (3.1.1) puede resolverse. La solucio´n general
viene dada por




en donde CY representa el conjunto de funciones constantes para el op-
erador diferencial Y , es decir











Definicio´n 3.1.23. Sea Ω una distribucio´n. Diremos que Ω es regular-
mente auto-estable si es regularmente estable respecto a s´ı misma, es decir
∇ΩΩ = 0.
Nota 3.1.24. Si Ω es una p-distribucio´n regularmente auto-estable (que
sera´ en realidad p-foliacio´n, por la Nota 3.1.9), existe una base {Xi}pi=1
de Ω que cumple
∇XiXj = 0, i, j = 1, ..., p.
Considerando que M tiene torsio´n cero resulta
[Xi, Xj ] = ∇XiXj −∇XjXi = 0, i, j = 1, ..., p
y por lo tanto los campos {Xi}pi=1 de la base conmutan entre s´ı.
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Nota 3.1.25. Sea Ω una p-foliacio´n regularmente auto-estable con una
base regularmente auto-estable dada por los campos {Xi}pi=1. Teniendo
en cuenta la Nota 3.1.15, cualquier subdistribucio´n de Ω generada por
cualquier subconjunto de {Xi}pi=1 tambie´n es una foliacio´n regularmente
auto-estable. En particular, los campos de una base regularmente auto-
estable son campos geode´sicos (ver Seccio´n 3.1.3 Campos geode´sicos y
auto-estabilidad regular).
3.1.2. Distribuciones planas respecto a otras distribu-
ciones y estabilidad regular
En esta Seccio´n estudiaremos un nuevo concepto, el de distribuciones
planas respecto a otras distribuciones, y lo relacionaremos con la estabil-
idad regular definida en la Seccio´n 3.1.1.
Definicio´n 3.1.26. Dadas dos distribuciones Ω,Ω′ diremos que Ω′ es
plana respecto a Ω, y lo denotaremos
R (Ω′) Ω = 0,
cuando
R (Y1, Y2)X = 0
para todo X ∈ Ω y para todo Y1, Y2 ∈ Ω′.
Nota 3.1.27. Dadas {Xi}pi=1 , {Yi}qi=1 dos bases de Ω y Ω′ respectiva-
mente, exigir
R (Y1, Y2)X = 0
para todo X ∈ Ω y para todo Y1, Y2 ∈ Ω′ es equivalente a exigir
R (Yi, Yj)Xk = 0,
{
i, j = 1, ..., q
k = 1, ..., p
(3.1.2)
debido a la linealidad de la curvatura. As´ı pues, en una variedad plana
(por ejemplo, el espacio-tiempo de Minkowski) todas las distribuciones son
planas respecto a cualquier otra distribucio´n.
Nota 3.1.28. Si la distribucio´n Ω′ es de dimensio´n 1, entonces Ω′ es
plana respecto a toda distribucio´n Ω, ya que
R (Y, Y )X = 0
para todo X,Y ∈ TM .
Adema´s, se puede definir tambie´n el concepto de distribuciones planas
respecto a campos: Una distribucio´n Ω′ es plana respecto a un campo X,
y lo denotaremos
R (Ω′)X = 0
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cuando
R (Y1, Y2)X = 0
para todo Y1, Y2 ∈ Ω′. En este caso, si Λ es la 1-distribucio´n generada por
el campo X, se tiene
R (Ω′)X = 0⇐⇒ R (Ω′) Λ = 0.
Proposicio´n 3.1.29. Dadas dos distribuciones Ω,Ω′ tales que Ω′ es plana
respecto a Ω
R (Ω′) Ω = 0
se cumple que
• Toda subdistribucio´n de Ω′ es plana respecto a Ω.
• Ω′ es plana respecto a cualquier subdistribucio´n de Ω.
En definitiva, se tiene que
• Toda subdistribucio´n de Ω′ es plana respecto a cualquier subdistribucio´n
de Ω.
Teniendo en cuenta el concepto de distribuciones planas respecto a
otras distribuciones, se pueden estudiar condiciones para asegurar la equiv-
alencia entre estabilidad y estabilidad regular de una distribucio´n respecto
a una foliacio´n. En el siguiente Teorema vamos a caracterizar esta equiv-
alencia:
Teorema 3.1.30. Sean Ω una p-distribucio´n y Ω′ una q-foliacio´n tales
que ∇Ω′Ω ⊂ Ω. Entonces
∇Ω′Ω = 0⇐⇒ R (Ω′) Ω = 0.
En otras palabras
(∇Ω′Ω ⊂ Ω⇐⇒ ∇Ω′Ω = 0)⇐⇒ R (Ω′) Ω = 0.
Prueba:









i = 1, ..., q
j = 1, ..., p
. (3.1.3)
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jhkijXk = 0, i = 1, ..., q.








Xj = 0, i = 1, ..., q.
Ahora bien, como {Xi}pi=1 es una base de Ω resulta que sus campos son





+ fkhjik = 0,
{
i = 1, ..., q
j = 1, ..., p
. (3.1.5)
Caso q = 1: El sistema (3.1.5) es un sistema lineal homoge´neo de
primer orden de p ecuaciones diferenciales con p inco´gnitas, en donde
so´lo aparece el operador diferencial Y1. Las soluciones de este sis-
tema tienen la forma






son funciones para´metro constantes para el op-











det gji 6= 0. (3.1.6)
Por lo tanto, si llamamos
f ji = g
j






= 0, i = 1, ..., p




genera lo mismo que {Xi}pi=1.
Caso q > 1: El sistema (3.1.5) esta´ formado por q sistemas lineales
homoge´neos de primer orden de p ecuaciones diferenciales con p
inco´gnitas cada uno, en do´nde en cada sistema aparece un operador
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diferencial Yi para i = 1, ..., q. Como los q sistemas comparten las
funciones inco´gnita, para que haya solucio´n es suficiente y necesario
que se cumplan unas condiciones de compatibilidad entre dichos sis-
temas. Estas condiciones de compatibilidad se construyen aplicando











i, l = 1, ..., q
j = 1, ..., p
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l = 1, ..., i− 1


















i = 1, ..., q − 1
l = i+ 1, ..., q
j = 1, ..., p
.




































i = 2, ..., q
l = 1, ..., i− 1




i = 2, ..., q
l = 1, ..., i− 1
j = 1, ..., p
restamos las ecuaciones del primer bloque



































Ahora bien, como por hipo´tesis Ω′ es foliacio´n, entonces existen
funciones {αril}qi,l,r=1 tales que
[Yi, Yl] = YiYl − YlYi = αrilYr, i, l = 1, ..., q. (3.1.8)
























i = 2, ..., q
l = 1, ..., i− 1




pero teniendo en cuenta (3.1.5)













i = 2, ..., q
l = 1, ..., i− 1
j = 1, ..., p
.
Si cambiamos la notacio´n de los ı´ndices mudos y sacamos factor
















i = 2, ..., q
l = 1, ..., i− 1
j = 1, ..., p
.
Ahora bien, fk es cualquier familia de soluciones distintas de cero
del sistema y si hay solucio´n existen soluciones linealmente indepen-
dientes y por lo tanto obtenemos













i = 2, ..., q
l = 1, ..., i− 1
j = 1, ..., p
.
(3.1.9)
As´ı pues, (3.1.9) son las condiciones de compatibilidad del sistema
(3.1.5). Veamos que estas condiciones son equivalentes a exigir
R (Yi, Yl)Xj = 0,
{
i, l = 1, ..., q
j = 1, ..., p
. (3.1.10)
Tenemos
0 = R (Yi, Yl)Xj = ∇Yi∇YlXj
−∇Yl∇YiXj −∇[Yi,Yl]Xj ,
{
i, l = 1, ..., q
j = 1, ..., p
.




)−∇Yl (hkijXk)− αril∇YrXj , { i, l = 1, ..., qj = 1, ..., p












Xk − hkij∇Yl (Xk)− αrilhkrjXk,
{
i, l = 1, ..., q
j = 1, ..., p
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Xk − hkijhrlkXr − αrilhkrjXk,
{
i, l = 1, ..., q
j = 1, ..., p
.














)− hrijhklr − αrilhkrj)Xk, { i, l = 1, ..., qj = 1, ..., p










)−hmijhklm−αmil hkmj , { i, l = 1, ..., qj = 1, ..., p .
(3.1.11)
Como las expresiones (3.1.11) y (3.1.9) son la misma, tras un cam-
bio en la notacio´n de ı´ndices mudos, las condiciones (3.1.10) son
equivalentes a las condiciones de compatibilidad (3.1.9) del sistema
(3.1.5). Si estas condiciones se cumplen, entonces, al igual que en el
caso q = 1, las soluciones de (3.1.5) tienen la forma






son funciones para´metro constantes para los op-




= 0 para i = 1, ..., p y para





son funciones tales que
det gji 6= 0. (3.1.12)
Por lo tanto, si llamamos
f ji = g
j
i , i, j = 1, ..., p




genera lo mismo que {Xi}pi=1.
2
Corolario 3.1.31. En una variedad plana, dada Ω una p-distribucio´n y
Ω′ una q-foliacio´n se tiene la equivalencia




Aplicar el Teorema 3.1.30 teniendo en cuenta que en una variedad
plana se tiene
R (X,Y ) ≡ 0, ∀X,Y ∈ Ω′.
2
Corolario 3.1.32. Dada Λ una 1-foliacio´n y Ω una p-distribucio´n, se
tiene la equivalencia
∇ΛΩ ⊂ Ω⇐⇒ ∇ΛΩ = 0.
Es decir, si Y es un campo distinto de cero (base) de Λ, se tiene la equiv-
alencia
∇Y Ω ⊂ Ω⇐⇒ ∇Y Ω = 0
y por lo tanto, existe una base de Ω regularmente estable respecto a Y .
Prueba:
Aplicar el Teorema 3.1.30 teniendo en cuenta que
R (Y, Y ) = ∇Y∇Y −∇Y∇Y −∇[Y,Y ] ≡ 0, ∀Y ∈ Λ.
2
Teniendo en cuenta la Proposicio´n 3.1.29:
Corolario 3.1.33. Dadas dos distribuciones Ω,Ω′ tales que Ω′ es plana
respecto a Ω
R (Ω′) Ω = 0,
se tiene que cualquier subdistribucio´n de Ω estable respecto a Ω′ es adema´s
regularmente estable respecto a Ω′.
Nota 3.1.34. Segu´n la Nota 3.1.4, TM es estable respecto a cualquier
distribucio´n. Por lo tanto, dada una foliacio´n Ω, por el Teorema 3.1.30
se tendra´
∇ΩTM = 0←→ R (X,Y ) ≡ 0, ∀X,Y ∈ Ω.
As´ı pues, TM es regularmente estable respecto a Ω si y so´lo si la curvatura
en Ω es cero, i.e. si Ω es una foliacio´n plana. Por lo tanto, la afirmacio´n
“Ω es plana respecto a TM” es equivalente a “Ω es plana”.
Nota 3.1.35. Adema´s, dado un campo Y , se tendra´ que TM es regular-
mente estable respecto a Y
∇Y TM = 0
y por lo tanto existira´ una base {Xi}ni=1 de TM tal que
∇Y Xi = 0, i = 1, ...,m.
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Ejemplo 3.1.36. Ahora estudiaremos un caso particular del Teorema
3.1.30, en donde p = 1. En este caso, si Ω = 〈X〉 se puede hallar ex-
pl´ıcitamente la solucio´n del sistema (3.1.5) da´ndose as´ı una demostracio´n
constructiva de co´mo obtener una base regularmente estable de Ω respecto
a Ω′ a partir de X (i.e. a partir de una base cualquiera de Ω). En este
caso particular, se tiene que existen funciones {hi}qi=1 tales que
∇YiX = hiX, i = 1, ..., q
y por lo tanto, el sistema (3.1.5) es de la forma
Yi (f) + fhi = 0, i = 1, ..., q. (3.1.13)
Al ser Ω′ foliacio´n resulta que los campos {Yi}qi=1 que generan Ω′ son
involutivos, y por lo tanto existen funciones {αril}qi,l,r=1 tales que
[Yi, Yl] = YiYl − YlYi = αrilYr, i, l = 1, ..., q.
Teniendo en cuenta la expresio´n (3.1.9), las condiciones de compatibilidad
del sistema (3.1.13) son
0 = −αrilhr − hihl + Yi (hl) + hlhi − Yl (hi) ,
{
i = 2, ..., q
l = 1, ..., i− 1 ,
es decir
Yi (hl)− Yl (hi) = αrilhr,
{
i = 2, ..., q
l = 1, ..., i− 1 .
Esto es equivalente a que exista una funcio´n potencial F tal que
hi = Yi (F ) , i = 1, ..., q
y por lo tanto, la solucio´n general de (3.1.13) es de la forma
f = Ce−F
en donde C es una funcio´n constante para los operadores diferenciales
{Yi}qi=1 (i.e. Yi (C) = 0 para i = 1, ..., q). As´ı pues, e−FX es una base
regularmente estable de Ω respecto a Ω′.
Definicio´n 3.1.37. Sea Ω una distribucio´n. Diremos que Ω es autoplana
sii es plana respecto a s´ı misma, es decir
R (Ω) Ω = 0.
Nota 3.1.38. No es lo mismo foliacio´n plana que foliacio´n autoplana:
• Ω es una foliacio´n plana sii
R (Ω) Ω = 0
en donde R es el tensor curvatura de la me´trica g inducida en Ω
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• Ω es foliacio´n autoplana sii
R (Ω) Ω = 0
en donde R es el tensor curvatura de g restringido a campos de Ω.
Por ejemplo, en un espacio-tiempo plano, toda foliacio´n es autoplana
(por la Proposicio´n 3.1.29) pero no tiene por que´ ser plana (en el espacio-
tiempo de Minkowski, la esfera es autoplana pero obviamente no es plana).
Pero si Ω cumple la Ley de Movimiento (i.e. es auto-estable) entonces
R ≡ R
y viceversa. As´ı pues, si Ω es auto-estable entonces es plana si y so´lo si
es autoplana.
En un espacio-tiempo plano, si Ω es plana, entonces, como tambie´n es
autoplana resulta que es auto-estable. En cambio, en un espacio-tiempo
no plano, Ω puede ser plana y no ser autoplana (i.e. no es auto-estable).
Segu´n el Teorema 3.1.30, una distribucio´n auto-estable sera´ regular-
mente auto-estable si y so´lo si es autoplana. No obstante, pueden existir
distribuciones autoplanas que por no ser auto-estables tampoco son reg-
ularmente auto-estables.
Nota 3.1.39. Para que TM sea una foliacio´n regularmente auto-estable,
aplicando el Teorema 3.1.30, ha de existir una base {Xi}mi=1 de TM tal
que
R (Xi, Xj)Xk = 0, i, j, k = 1, ...,m.
Por linealidad de la curvatura, exigir esta condicio´n es equivalente a exigir
R (X,Y )Z = 0
para todo campo X,Y, Z ∈ TM . Por lo tanto, TM sera´ una foliacio´n
regularmente auto-estable si y so´lo si el tensor curvatura es cero en M ,
i.e. si M es una variedad plana.
Sin embargo, esto se puede ver sin recurrir al Teorema 3.1.30 de
la siguiente forma: Para que TM sea una foliacio´n regularmente auto-
estable, por definicio´n, ha de existir una base {Xi}mi=1 de TM tal que
∇XiXj = 0, i, j = 1, ...,m.
Como los s´ımbolos de Christoffel para la base {Xi}mi=1 se definen
∇XiXj = ΓkijXk, i, j = 1, ...,m,
entonces se tiene
Γkij = 0, i, j = 1, ...,m
y por lo tanto M es una variedad plana.
Por lo tanto, la afirmacio´n “TM es autoplana” es equivalente a “M
es plana”.
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A continuacio´n, veremos un Corolario de la Proposicio´n 3.1.29
Corolario 3.1.40. Dada Ω distribucio´n autoplana, cualquier subdistribu-
cio´n de Ω tambie´n es autoplana.
Adema´s, teniendo en cuenta el Teorema 3.1.30:
Corolario 3.1.41. Dada Ω distribucio´n autoplana, cualquier subdistribu-
cio´n auto-estable de Ω es adema´s regularmente auto-estable.
Interpretacio´n f´ısica y geome´trica de la auto-estabilidad regular:
Sea Ω una p-foliacio´n regularmente auto-estable. Aplicando el Teorema
3.1.30, se tiene que Ω es auto-estable y autoplana, con lo que tambie´n es
plana.
Por ser auto-estable se tiene que cada hoja tiene estructura de sub-
variedad diferenciable con la me´trica inducida:
• Si Ω es espacial, la me´trica inducida es definida positiva y por
lo tanto es Riemanniana.
• Si Ω es temporal, la me´trica inducida es Lorentziana.
• Si Ω es nula, la me´trica inducida es definida positiva pero
degenerada.
Por ser autoplana se tiene que cada hoja (subvariedad diferenciable)
con la me´trica inducida es plana:
• Si Ω es espacial, la me´trica inducida es Riemanniana plana y
por lo tanto es una me´trica eucl´ıdea.
• Si Ω es temporal, la me´trica inducida es Lorentziana plana y
por lo tanto es la me´trica de Minkowski.
• Si Ω es nula, la me´trica inducida es definida positiva degener-
ada plana (eucl´ıdea degenerada).
Por lo tanto, la auto-estabilidad regular es una Ley de Movimiento
para foliaciones planas.
Adema´s, existen bases {Xi}pi=1 (ya caracterizadas en la Proposicio´n
3.1.18) de Ω para las que ∇XXi = 0 para todo X ∈ Ω y para i = 1, ..., p,
es decir, los campos de estas bases se trasladan paralelamente a lo largo
de cualquier curva contenida en las variedades integrales de Ω.
En el caso en el que Ω es una 3-foliacio´n regularmente auto-estable
nula con una base adaptada dada por {X1, X2, X3}, podemos suponer
que X1, X2 son espaciales y que X3 es nulo. Dada una l´ınea de universo
de un observador U , los “frentes de onda” de Ω relativos a U son las hojas
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de la interseccio´n de Ω con la foliacio´n de Landau LU asociada a U (ver
Cap´ıtulo 2). Podemos asumir entonces que existe una l´ınea de universo
de un observador U tal que los frentes de onda de Ω relativos a U son las
hojas de la foliacio´n 〈X1, X2〉:
Ω ∩ LU = 〈X1, X2〉 .
Como {X1, X2} es tambie´n una base regularmente auto-estable, las hojas
de 〈X1, X2〉 son totalmente geode´sicas y planas. As´ı pues, U observa los
frentes de onda de Ω como 2-planos espaciales totalmente geode´sicos (y
planos) que se mueven en la direccio´n relativa de X3 (i.e. X3 proyectado
en las hojas de LU ) a la velocidad de la luz. Pero no podemos asegurar
en general que los frentes de onda de Ω relativos a cualquier observador
sean 2-planos totalmente geode´sicos.
3.1.3. Campos geode´sicos y auto-estabilidad regular
Los campos geode´sicos son aquellos campos X que cumplen
∇XX = 0,
por lo tanto, si Λ es una 1-foliacio´n generada por un campo geode´sicoX, se
cumplira´ que Λ es regularmente auto-estable y adema´s se tendra´ que {X}
es una base regularmente auto-estable de Λ. Entonces, por la Proposicio´n
3.1.21 (o por el Teorema 3.1.30), Λ es auto-estable sii Λ es regularmente
auto-estable y se puede formular con campos de la forma siguiente: Un
campo X es auto-estable sii existe una funcio´n α 6= 0 tal que αX es un
campo geode´sico.
Veremos un Corolario de la Proposicio´n 3.1.20:
Corolario 3.1.42. Sea X un campo no nulo auto-estable tal que se
cumple g (X,X) = cte. Entonces X es geode´sico.
Otra forma de enunciarlo ser´ıa:
Corolario 3.1.43. Sea Λ una 1-distribucio´n no nula regularmente auto-
estable y sea X ∈ Λ un campo tal que g (X,X) = cte. Entonces X es
geode´sico y {X} es una base regularmente auto-estable de Λ.
Nota 3.1.44. Si Ω es una p-distribucio´n regularmente auto-estable
∇ΩΩ = 0
y {Xi}pi=1 es una base regularmente auto-estable de Ω. En particular, esta
base cumple
∇XiXi = 0, i = 1, ..., p
con lo que los campos {Xi}pi=1 de la base son campos geode´sicos.
Adema´s, como se dijo en la Nota 3.1.24, los campos {Xi}pi=1 de la
base regularmente auto-estable conmutan entre s´ı.
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Es conocido que en cualquier espacio-tiempo (variedad) M , dado un
punto, existe un entorno de e´ste en el que hay definida una base de campos
geode´sicos. Este resultado local se puede extender de forma global con las
bases regularmente auto-estables, ya que estas bases esta´n compuestas
por campos geode´sicos y esta´n definidas en todo el dominio de la foliacio´n
Ω que generan. No obstante, una base regularmente auto-estable es una
base de la foliacio´n Ω y por lo tanto tiene la misma dimensio´n que esta
foliacio´n, que en general, va a ser menor que la dimensio´n del espacio-
tiempo (variedad) M . So´lo en el caso en el que TM sea regularmente
auto-estable, podremos afirmar que existe una base global de campos
geode´sicos (que sera´ una base regularmente auto-estable de TM). Pero
como ya se ha visto en la Seccio´n 3.1.2, esto implicar´ıa que M es una
variedad plana.
3.2. Subvariedades estables
Aunque hasta ahora so´lo hayamos trabajado con distribuciones, to-
das las definiciones anteriores pueden hacerse con subvariedades. En esta
Seccio´n se definira´n los conceptos relacionados con la estabilidad para
subvariedades anteriormente introducidos para distribuciones, y se com-
probara´ la compatibilidad de las nuevas definiciones con las anteriores
de la Seccio´n 3.1 teniendo en cuenta que las hojas de una foliacio´n son
subvariedades. No obstante, debido al paralelismo entre las dos Secciones
(3.1 y 3.2), la mayor´ıa de propiedades se estudiara´n brevemente. En lo
referente a la notacio´n, ∇ denotara´ tanto a la conexio´n de M como a la
restriccio´n de ∇ a una subvariedad y lo mismo sucedera´ con el tensor cur-
vatura R. Adema´s, un campo X ∈ TN es un campo solamente definido
en N tal que Xp ∈ TpN para todo p ∈ N , y una distribucio´n Ω ⊂ TN es
una distribucio´n solamente definida en N tal que Ω (p) ⊂ TpN para todo
p ∈ N .
Definicio´n 3.2.1. Dada una subvariedad N y un campo X distinto de
cero, diremos que X es estable respecto a N , y lo denotaremos
∇TNX ∝ X
cuando
∇Y X ∝ X
para todo Y ∈ TN .
Dada una subvariedad N y una distribucio´n Ω, diremos que Ω es es-
table respecto a N , y lo denotaremos
∇TNΩ ⊂ Ω
cuando
∇Y X ∈ Ω
para todo Y ∈ TN y para todo X ∈ Ω.
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El concepto de distribuciones estables respecto a subvariedades gen-
eraliza el concepto de campos estables respecto a subvariedades si con-
sideramos los campos como bases de distribuciones de dimensio´n 1. Es
decir, dada una subvariedad N y un campo X distinto de cero, si Λ es la
1-distribucio´n generada por X, entonces la estabilidad de X respecto a
N equivale a la estabilidad de Λ respecto a N :
∇TNX ∝ X ≡ ∇TNΛ ⊂ Λ.
Adema´s, esta definicio´n es compatible con la de distribuciones estables:
Una distribucio´n Ω es estable respecto a una foliacio´n Ω′ sii Ω es estable
respecto a cada hoja de Ω′, consideradas como subvariedades. As´ı pues,
las Definiciones 3.1.1 y 3.2.1 son compatibles.
Nota 3.2.2. Dadas {Xi}pi=1 , {Yj}p
′




i = 1, .., p
j = 1, .., p′ .
Nota 3.2.3. Sean N una subvariedad y Ω una distribucio´n tales que
∇TNΩ ⊂ Ω. Si N ′ es una subvariedad contenida en N entonces
∇TN ′Ω ⊂ Ω.
Proposicio´n 3.2.4. Dada una subvariedad N y una distribucio´n Ω, se
tiene que Ω es estable respecto a N sii Ω⊥ es estable respecto a N :
∇TNΩ ⊂ Ω⇐⇒ ∇TNΩ⊥ ⊂ Ω⊥.
Definicio´n 3.2.5. Dada una subvariedad N y un campo Y ∈ TN distinto
de cero, diremos que N es estable respecto a Y , y lo denotaremos
∇Y TN ⊂ TN
cuando
∇Y X ⊂ TN
para todo X ∈ TN .
Dada una subvariedad N y una distribucio´n Ω ⊂ TN , diremos que N
es estable respecto a Ω, y lo denotaremos
∇ΩTN ⊂ TN
cuando
∇Y X ⊂ TN
para todo X ∈ TN y para todo Y ∈ Ω.
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El concepto de subvariedades estables respecto a distribuciones gen-
eraliza el concepto de subvariedades estables respecto a campos si con-
sideramos los campos como bases de distribuciones de dimensio´n 1. Es
decir, dada una subvariedad N y un campo Y ∈ TN distinto de cero, si
Λ ⊂ TN es la 1-distribucio´n generada por Y , entonces la estabilidad de
N respecto a Y equivale a la estabilidad de N respecto a Λ:
∇Y TN ⊂ TN ≡ ∇ΛTN ⊂ TN.
Nota 3.2.6. Dadas {Xi}pi=1 , {Yj}p
′




i = 1, .., p
j = 1, .., p′ .
Esta clase de estabilidad implica que la dimensio´n de Ω no puede ser
mayor que la de N , ya que se necesita Ω ⊂ TN .
Definicio´n 3.2.7. Sea N una subvariedad. Diremos que N es auto-
estable, sii N es estable respecto a TN (o lo que es lo mismo, TN es
estable respecto a N), es decir
∇TNTN ⊂ TN.
Una subvariedad auto-estable tambie´n recibe el nombre de totalmente
geode´sica.
Esta definicio´n es compatible con la de foliaciones auto-estables: Una
foliacio´n es auto-estable sii cada hoja, considerada como subvariedad, es
auto-estable. As´ı pues, las Definiciones 3.1.8 y 3.2.7 son compatibles.
Definicio´n 3.2.8. Dada una subvariedad N y un campo X, diremos que
X es regularmente estable respecto a N cuando exista una funcio´n α tal
que
∇TN (αX) = 0,
es decir
∇Y (αX) = 0
para todo Y ∈ TN .
Dada una subvariedad N y una distribucio´n Ω, diremos que Ω es reg-
ularmente estable respecto a N , y lo denotaremos
∇TNΩ = 0
cuando exista una base {Xi}pi=1 de Ω tal que
∇TNXi = 0, i = 1, ..., p,
es decir
∇Y Xi = 0, i = 1, ..., p
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para todo Y ∈ TN .
En este caso diremos que la base {Xi}pi=1 de Ω es regularmente estable
respecto a N .
El concepto de distribuciones regularmente estables respecto a subvar-
iedades generaliza el concepto de campos regularmente estables respecto
a subvariedades si consideramos los campos como bases de distribuciones
de dimensio´n 1. Es decir, dada una subvariedad N y un campo X distinto
de cero, si Λ es la 1-distribucio´n generada por X, entonces la estabilidad
regular de X respecto a N equivale a la estabilidad regular de Λ respecto
a N :
∇TN (αX) = 0 ≡ ∇TNΛ = 0.
Adema´s, esta definicio´n es compatible con la de distribuciones regu-
larmente estables: Una distribucio´n Ω es regularmente estable respecto a
una foliacio´n Ω′ sii Ω es regularmente estable respecto a cada hoja de Ω′,
consideradas como subvariedades. As´ı pues, las Definiciones 3.1.13 y 3.2.8
son compatibles.
Nota 3.2.9. Dada {Yj}p
′
j=1 una base de TN , basta comprobar
∇YjXi ∈ Ω,
{
i = 1, .., p
j = 1, .., p′
en donde {Xi}pi=1 es una base de Ω regularmente estable respecto a N .
Nota 3.2.10. Sean N una subvariedad y Ω una p-distribucio´n tales que
Ω es regularmente estable respecto a N , i.e
∇TNΩ = 0.
Si {Xi}pi=1 es una base regularmente estable de Ω respecto a N se cumple
∇TNXi = 0, i = 1, ..., p.
Por lo tanto, cualquier subdistribucio´n de Ω generada por cualquier sub-
conjunto de {Xi}pi=1 es tambie´n una distribucio´n regularmente estable
respecto a N .
Nota 3.2.11. Sean N una subvariedad y Ω una distribucio´n tales que
∇TNΩ = 0. Al igual que en la Nota 3.2.3, si N ′ es una subvariedad
contenida en N entonces
∇TN ′Ω = 0.
A continuacio´n veremos una Proposicio´n equivalente a la Proposicio´n
3.1.18 dada en la Seccio´n de distribuciones estables, acerca de la unicidad
salvo constantes de bases regularmente estables, cuya demostracio´n es
ana´loga:
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Proposicio´n 3.2.12. Sean N una subvariedad y Ω una p-distribucio´n
tales que ∇TNΩ = 0 y sea {Xi}pi=1 una base regularmente estable de Ω
respecto a N . Entonces, las siguientes afirmaciones son equivalentes:





















iXj con i = 1, ..., p.
Tambie´n tenemos que las Proposiciones 3.1.18 y 3.2.12 son compati-
bles.
Proposicio´n 3.2.13. Sea Λ una 1-distribucio´n no nula y N una subvar-
iedad, tales que Λ es regularmente estable respecto a N :
∇TNΛ = 0.
Si el campo X ∈ Λ cumple g (X,X) = cte en N , entonces {X} es una
base regularmente estable de Λ respecto a N .
Definicio´n 3.2.14. Dada una subvariedad N y un campo Y ∈ TN , di-
remos que N es regularmente estable respecto a Y , y lo denotaremos
∇Y TN = 0
cuando exista una base {Xi}pi=1 de TN tal que
∇Y Xi = 0, i = 1, ..., p,
Dada una subvariedad N y una distribucio´n Ω ⊂ TN , diremos que N
es regularmente estable respecto a Ω, y lo denotaremos
∇ΩTN = 0
cuando exista una base {Xi}pi=1 de TN tal que
∇ΩXi = 0, i = 1, ..., p,
es decir
∇Y Xi = 0, i = 1, ..., p
para todo Y ∈ Ω.
En este caso diremos que la base {Xi}pi=1 de TN es regularmente
estable respecto a Ω.
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El concepto de subvariedades regularmente estables respecto a dis-
tribuciones generaliza el concepto de subvariedades regularmente estables
respecto a campos si consideramos los campos como bases de distribu-
ciones de dimensio´n 1. Es decir, dada una subvariedad N y un campo
Y ∈ TN distinto de cero, si Λ ⊂ TN es la 1-distribucio´n generada por Y ,
entonces la estabilidad regular de N respecto a Y equivale a la estabilidad
regular de N respecto a Λ:
∇Y TN = 0 ≡ ∇ΛTN = 0.
Nota 3.2.15. Dada {Yj}p
′
j=1 base de Ω, basta comprobar
∇YjXi ∈ Ω,
{
i = 1, .., p
j = 1, .., p′
en donde {Xi}pi=1 es una base de TN regularmente estable respecto a Ω.
Esta clase de estabilidad implica que la dimensio´n de Ω no puede ser
mayor que la de N , ya que necesito Ω ⊂ TN .
Definicio´n 3.2.16. Dada una subvariedad N y una distribucio´n Ω dire-
mos que N es plana respecto a Ω, y lo denotaremos
R (TN)Ω = 0,
cuando
R (Y1, Y2)X = 0
para todo X ∈ Ω y para todo Y1, Y2 ∈ TN .
Esta definicio´n es compatible con la de distribuciones planas: Una fo-
liacio´n Ω es plana respecto a una distribucio´n Ω′ sii cada hoja de Ω consid-
erada como subvariedad es plana respecto a Ω′. As´ı pues, las Definiciones
3.1.26 y 3.2.16 son compatibles.
Definicio´n 3.2.17. Dada una subvariedad N y una distribucio´n Ω ⊂ TN
diremos que Ω es plana respecto a N , y lo denotaremos
R (Ω)TN = 0,
cuando
R (Y1, Y2)X = 0
para todo X ∈ TN y para todo Y1, Y2 ∈ Ω.
Se pueden formular teoremas equivalentes al Teorema 3.1.30 en sub-
variedades:
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Teorema 3.2.18. Sean N una subvariedad y Ω una distribucio´n tales
que ∇TNΩ ⊂ Ω. Entonces
∇TNΩ = 0⇐⇒ R (TN) Ω = 0.
En otras palabras
(∇TNΩ ⊂ Ω⇐⇒ ∇TNΩ = 0)⇐⇒ R (TN)Ω = 0.
Teorema 3.2.19. Sean N una subvariedad y Ω ⊂ TN una distribucio´n
tales que ∇ΩTN ⊂ TN . Entonces
∇ΩTN = 0⇐⇒ R (Ω)TN = 0.
En otras palabras
(∇ΩTN ⊂ TN ⇐⇒ ∇ΩTN = 0)⇐⇒ R (Ω)TN = 0.
Definicio´n 3.2.20. Sea N una subvariedad. Diremos que N es regu-
larmente auto-estable sii es regularmente estable respecto a s´ı misma, es
decir
∇TNTN = 0.
Las Definiciones 3.1.23 y 3.2.20 son compatibles. Adema´s, esta car-
acter´ıstica para una subvariedad es ma´s fuerte que la de ser totalmente
geode´sica.
Definicio´n 3.2.21. Sea N una subvariedad. Diremos que N es autoplana
sii es plana respecto a s´ı misma, es decir
R (TN)TN = 0.
Se cumple que las Definiciones 3.1.37 y 3.2.21 son compatibles. Adema´s,
segu´n el Teorema 3.2.19, una subvariedad auto-estable (caso Ω = TN)
sera´ regularmente auto-estable si y so´lo si es autoplana. No obstante,
pueden existir subvariedades autoplanas que por no ser auto-estables tam-
poco son regularmente auto-estables.
3.3. Relaciones de estabilidad entre Ω y Ω−U
En esta Seccio´n vamos a estudiar diferentes relaciones de estabilidad
entre todos los tipos de distribuciones definidos en el Cap´ıtulo 1, es decir,
dada una congruencia de observadores U y dos 3-distribuciones nulas Ω
y Ω′, estudiaremos distintas relaciones de estabilidad entre Ω, Ω−U , Ω
′,
Ω′−U , la distribucio´n de espacios f´ısicos SU , las distribuciones de frentes de
onda espaciales Ω∩ SU y Ω′ ∩ SU , y las distribuciones de frentes de onda
temporales (Ω ∩ SU )⊕ U y (Ω′ ∩ SU )⊕ U .
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3.3.1. Estabilidad y estabilidad regular en general
Empezaremos estudiando relaciones de estabilidad y estabilidad reg-
ular entre las anteriormente citadas distribuciones, dejando para la Sec-
cio´n siguiente las relaciones de auto-estabilidad y auto-estabilidad regular.
No obstante, la mayor´ıa de resultados tambie´n son aplicables a la auto-
estabilidad tomando Ω′ = Ω.
Proposicio´n 3.3.1. Dados Ω 3-distribucio´n nula, Ω′ distribucio´n y U
congruencia de observadores, si tanto la distribucio´n de espacios f´ısicos,
SU , como Ω son estables respecto a Ω
′, entonces la distribucio´n de frentes




 =⇒ ∇Ω′ (Ω ∩ SU ) ⊂ Ω ∩ SU .
Prueba:
Escogemos una U -base de Ω
{X1, X2, S + U} .









y por lo tanto
∇Ω′X1
∇Ω′X2
 ∈ Ω ∩ SU = 〈X1, X2〉
con lo que la distribucio´n de frentes de onda espaciales de Ω asociadas a
U es estable respecto a Ω′.
2
Corolario 3.3.2. Dados Ω 3-distribucio´n nula, Ω′ distribucio´n y U con-
gruencia de observadores, si la distribucio´n de espacios f´ısicos, SU , es
estable respecto a Ω′ y Ω es regularmente estable respecto a Ω′, entonces
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la distribucio´n de frentes de onda espaciales de Ω asociadas a U , Ω∩SU ,
es tambie´n regularmente estable respecto a Ω′:
∇Ω′SU ⊂ SU
∇Ω′Ω = 0
 =⇒ ∇Ω′ (Ω ∩ SU ) = 0.
Prueba:
Al tenerse ∇Ω′Ω = 0 resulta que, por el Teorema 3.1.30, R (Ω′) Ω = 0,
con lo que
R (Ω′) (Ω ∩ SU ) = 0,
puesto que Ω∩ SU es una subdistribucio´n de Ω. Por la Proposicio´n 3.3.1,
y aplicando el Teorema 3.1.30, se tiene
∇Ω′ (Ω ∩ SU ) = 0.
2
De forma ana´loga se demuestra el siguiente Corolario:
Corolario 3.3.3. Dadas Ω una 3-distribucio´n nula, Ω′ una distribucio´n y
U una congruencia de observadores, si la distribucio´n de espacios f´ısicos,
SU , es regularmente estable respecto a Ω
′ y Ω es estable respecto a Ω′,
entonces la distribucio´n de frentes de onda espaciales de Ω asociadas a
U , Ω ∩ SU , es tambie´n regularmente estable respecto a Ω′:
∇Ω′SU = 0
∇Ω′Ω ⊂ Ω
 =⇒ ∇Ω′ (Ω ∩ SU ) = 0.
Veamos otra Proposicio´n que involucra a las distribuciones de frentes
de onda temporales y espaciales:
Proposicio´n 3.3.4. Dadas Ω una 3-distribucio´n nula, Ω′ una distribu-
cio´n y U una congruencia de observadores, si la distribucio´n de espacios
f´ısicos, SU , y la distribucio´n de frentes de onda temporales de Ω asociadas
a U , (Ω ∩ SU )⊕U , son estables respecto a Ω′, entonces la distribucio´n de
frentes de onda espaciales de Ω asociadas a U , Ω∩SU , es tambie´n estable
respecto a Ω′:
∇Ω′SU ⊂ SU
∇Ω′ ((Ω ∩ SU )⊕ U) ⊂ (Ω ∩ SU )⊕ U
 =⇒ ∇Ω′ (Ω ∩ SU ) ⊂ Ω ∩ SU .
Prueba:
Sea una U -base de Ω
{X1, X2, S + U} .
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Como 〈X1, X2, U〉 es estable respecto a Ω′ se tiene
∇Ω′X1
∇Ω′X2
 ∈ 〈X1, X2, U〉 .




 ∈ SU = 〈X1, X2, S〉
y por lo tanto
∇Ω′X1
∇Ω′X2
 ∈ SU = 〈X1, X2, U〉 ∩ 〈X1, X2, S〉 = 〈X1, X2〉 = Ω ∩ SU
con lo que la distribucio´n de frentes de onda espaciales de Ω asociadas a
U es estable respecto a Ω′.
2
De la Proposicio´n 3.3.4 se siguen los siguientes Corolarios, cuyas de-
mostraciones se pueden realizar de forma ana´loga a la utilizada en el
Corolario 3.3.2:
Corolario 3.3.5. Dadas Ω una 3-distribucio´n nula, Ω′ una distribucio´n y
U una congruencia de observadores, si SU es estable respecto a Ω
′ y la dis-
tribucio´n de frentes de onda temporales de Ω asociadas a U , (Ω ∩ SU )⊕U ,
es regularmente estable respecto a Ω′, entonces la distribucio´n de frentes
de onda espaciales de Ω asociadas a U , Ω ∩ SU , es regularmente estable
respecto a Ω′:
∇Ω′SU ⊂ SU
∇Ω′ ((Ω ∩ SU )⊕ U) = 0
 =⇒ ∇Ω′ (Ω ∩ SU ) = 0.
Corolario 3.3.6. Dadas Ω una 3-distribucio´n nula, Ω′ una distribucio´n y
U una congruencia de observadores, si la distribucio´n de frentes de onda
temporales de Ω asociadas a U , (Ω ∩ SU )⊕ U , es estable respecto a Ω′ y
la distribucio´n de espacios f´ısicos, SU , es regularmente estable respecto a
Ω′, entonces la distribucio´n de frentes de onda espaciales de Ω asociadas
a U , Ω ∩ SU , es regularmente estable respecto a Ω′:
∇Ω′SU = 0
∇Ω′ ((Ω ∩ SU )⊕ U) ⊂ (Ω ∩ SU )⊕ U
 =⇒ ∇Ω′ (Ω ∩ SU ) = 0.
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Finalmente, veremos una Proposicio´n que relaciona la estabilidad de
Ω−U y la estabilidad de la distribucio´n de frentes de onda temporales:
Proposicio´n 3.3.7. Dadas Ω una 3-distribucio´n nula, Ω′ una distribu-
cio´n y U una congruencia de observadores, si la distribucio´n de espacios
f´ısicos, SU , y Ω son estables respecto a Ω
′, entonces Ω−U es estable respecto
a Ω′ si y so´lo si la distribucio´n de frentes de onda temporales de Ω (o´ de





∇Ω′Ω−U ⊂ Ω−U ⇐⇒
⇐⇒ ∇Ω′ ((Ω ∩ SU )⊕ U) ⊂ (Ω ∩ SU )⊕ U.
Prueba:
−→ Escogemos una U -base de Ω
{X1, X2, S + U} .
Por la Proposicio´n 3.3.1, la distribucio´n de frentes de onda espaciales
de Ω asociadas a U , 〈X1, X2〉, es estable respecto a Ω′ y por lo tanto
∇Ω′X1
∇Ω′X2
 ∈ 〈X1, X2〉 ⊂ 〈X1, X2, U〉 .
As´ı que so´lo falta comprobar que∇Ω′U sigue estando en 〈X1, X2, U〉.
Como Ω es estable respecto a Ω′
∇Ω′ (S + U) ∈ Ω
y por lo tanto, teniendo en cuenta que SU es tambie´n estable re-
specto a Ω′
∇Ω′ (S + U) = ∇Ω′S +∇Ω′U = (α1X1 + α2X2 + α3S)
+ (β1X1 + β2X2 + β3S + β4U)
= γ1X1 + γ2X2 + γ3 (S + U) .
Tenemos pues
γ1 = α1 + β1
γ2 = α2 + β2
γ3 = β4
 −→ β4 = α3 + β3. (3.3.14)
Por otro lado, como Ω−U es estable respecto a Ω
′
∇Ω′ (−S + U) ∈ Ω−U
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y por lo tanto, teniendo en cuenta que SU es tambie´n estable re-
specto a Ω′
∇Ω′ (−S + U) = −∇Ω′S +∇Ω′U = − (α1X1 + α2X2 + α3S)
+ (β1X1 + β2X2 + β3S + β4U)
= δ1X1 + δ2X2 + δ3 (−S + U) .
Tenemos pues
δ1 = α1 + β1
δ2 = α2 + β2
δ3 = β4
 −→ β4 = α3 − β3. (3.3.15)




∇Ω′U = (β1X1 + β2X2 + β4U) ∈ 〈X1, X2, U〉 .
←− Escogemos una U -base de Ω
{X1, X2, S + U} .
Por la Proposicio´n 3.3.1, como Ω es estable respecto a Ω′, tambie´n
lo sera´ la distribucio´n de frentes de onda espaciales de Ω asociadas
a U , 〈X1, X2〉 y por lo tanto
∇Ω′X1
∇Ω′X2
 ∈ 〈X1, X2〉 ⊂ Ω−U .
As´ı que so´lo falta comprobar que ∇Ω′ (−S + U) sigue estando en
Ω−U = 〈X1, X2,−S + U〉.
Como 〈X1, X2, U〉 es estable respecto a Ω′
∇Ω′U = β1X1 + β2X2 + β3U.
Por otro lado, como Ω es tambie´n estable respecto a Ω′
∇Ω′ (S + U) ∈ Ω
y por lo tanto, teniendo en cuenta que SU es estable respecto a Ω
′
∇Ω′ (S + U) = ∇Ω′S +∇Ω′U = (α1X1 + α2X2 + α3S)
+ (β1X1 + β2X2 + β3U)
= γ1X1 + γ2X2 + γ3 (S + U) .
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Tenemos pues
γ3 = α3 = β3.
Entonces
∇Ω′ (−S + U) = −∇Ω′S +∇Ω′U = − (α1X1 + α2X2 + α3S)
+ (β1X1 + β2X2 + α3U)




En esta Seccio´n vamos a estudiar propiedades exclusivas de la auto-
estabilidad y la auto-estabilidad regular de las anteriores distribuciones.
Del Corolario 3.1.11 se siguen a su vez los siguientes Corolarios:
Corolario 3.3.8. Una congruencia de observadores U es auto-estable si
y so´lo si su espacio f´ısico SU es estable respecto a U :
∇UU ∝ U ⇐⇒ ∇USU ⊂ SU .
Corolario 3.3.9. Dada Ω una 3-distribucio´n nula auto-estable. Entonces
Ω⊥ (que es una 1-distribucio´n nula) es tambie´n auto-estable. Es decir
∇ΩΩ ⊂ Ω =⇒ ∇Ω⊥Ω⊥ ⊂ Ω⊥.
Prueba:
Por el Corolario 3.1.11 se tiene que Ω⊥ es estable respecto a Ω. Pero
al ser Ω nula se tiene
Ω⊥ ⊂ Ω
y por lo tanto, en particular
∇Ω⊥Ω⊥ ⊂ Ω⊥.
2
El rec´ıproco no es cierto. De hecho, en el ejemplo siguiente vamos a
encontrar un campo nulo auto-estable tal que su 3-distribucio´n ortogonal
no sea auto-estable (totalmente geode´sica). As´ı quedar´ıa probado que la
implicacio´n contraria no es cierta en el Corolario 3.3.9.
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Ejemplo 3.3.10. Este ejemplo, obviamente, se ha de buscar en un es-







dθ2 + sin2 θdϕ2
)− adt2
con










= (a, 0, 0, 1) .




a2 − a = 0,
y es auto-estable,































con lo que Z⊥ no es auto-estable.
A continuacio´n veremos una Proposicio´n que indica cua´ndo la distribu-
cio´n de frentes de onda espaciales de una 3-distribucio´n nula auto-estable
es tambie´n auto-estable:
Proposicio´n 3.3.11. Dadas Ω una 3-distribucio´n nula y U una congru-
encia de observadores, si la distribucio´n de espacios f´ısicos, SU , y Ω son
auto-estables, entonces la distribucio´n de frentes de onda espaciales de Ω
asociadas a U , Ω ∩ SU , es auto-estable:
∇SUSU ⊂ SU
∇ΩΩ ⊂ Ω
 =⇒ ∇(Ω∩SU ) (Ω ∩ SU ) ⊂ Ω ∩ SU .
Prueba:
Escogemos una U -base de Ω
{X1, X2, S + U} .
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 ∈ Ω ∩ SU = 〈X1, X2〉
con lo que la distribucio´n de frentes de onda espaciales de Ω asociadas a
U es auto-estable.
2
De la Proposicio´n 3.3.11 se siguen los siguientes Corolarios, cuyas de-
mostraciones son triviales:
Corolario 3.3.12. Dadas Ω una 3-distribucio´n nula y U una congruencia
de observadores, si la distribucio´n de espacios f´ısicos, SU , es auto-estable
y Ω es regularmente auto-estable, entonces la distribucio´n de frentes de
onda espaciales de Ω asociadas a U , Ω∩SU , es regularmente auto-estable:
∇SUSU ⊂ SU
∇ΩΩ = 0
 =⇒ ∇(Ω∩SU ) (Ω ∩ SU ) = 0.
Corolario 3.3.13. Dadas Ω una 3-distribucio´n nula y U una congruencia
de observadores, si Ω es auto-estable y la distribucio´n de espacios f´ısicos,
SU , es regularmente auto-estable, entonces la distribucio´n de frentes de
onda espaciales de Ω asociadas a U , Ω∩SU , es regularmente auto-estable:
∇SUSU = 0
∇ΩΩ ⊂ Ω
 =⇒ ∇(Ω∩SU ) (Ω ∩ SU ) = 0.
A continuacio´n vamos a ver una Proposicio´n que nos indica cua´ndo la




Proposicio´n 3.3.14. Dadas Ω una 3-distribucio´n nula y U una congru-
encia de observadores, si la distribucio´n de espacios f´ısicos, SU , y la dis-
tribucio´n de frentes de onda temporales de Ω asociadas a U , (Ω ∩ SU )⊕U ,
son auto-estables, entonces la distribucio´n de frentes de onda espaciales
de Ω asociadas a U , Ω ∩ SU , es auto-estable:
∇SUSU ⊂ SU
∇((Ω∩SU )⊕U) ((Ω ∩ SU )⊕ U) ⊂ (Ω ∩ SU )⊕ U

=⇒ ∇(Ω∩SU ) (Ω ∩ SU ) ⊂ Ω ∩ SU .
Prueba:
Sea una U -base de Ω
{X1, X2, S + U} .





 ∈ 〈X1, X2, U〉 .





 ∈ SU = 〈X1, X2, S〉





 ∈ SU = 〈X1, X2, U〉 ∩ 〈X1, X2, S〉 = 〈X1, X2〉 = Ω ∩ SU
con lo que la distribucio´n de frentes de onda espaciales de Ω asociadas a
U es auto-estable.
2
De la Proposicio´n 3.3.14 se siguen los siguientes Corolarios:
Corolario 3.3.15. Dadas Ω una 3-distribucio´n nula y U una congru-
encia de observadores, si SU es auto-estable y la distribucio´n de frentes
de onda temporales de Ω asociadas a U , (Ω ∩ SU ) ⊕ U , es regularmente
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auto-estable, entonces la distribucio´n de frentes de onda espaciales de Ω
asociadas a U , Ω ∩ SU , es regularmente auto-estable:
∇SUSU ⊂ SU
∇((Ω∩SU )⊕U) ((Ω ∩ SU )⊕ U) = 0
 =⇒ ∇(Ω∩SU ) (Ω ∩ SU ) = 0.
Corolario 3.3.16. Dadas Ω una 3-distribucio´n nula y U una congruen-
cia de observadores, si la distribucio´n de frentes de onda temporales de
Ω asociadas a U , (Ω ∩ SU )⊕U , es auto-estable y la distribucio´n de espa-
cios f´ısicos, SU , es regularmente auto-estable, entonces la distribucio´n de
frentes de onda espaciales de Ω asociadas a U , Ω ∩ SU , es regularmente
auto-estable:
∇SUSU = 0
∇((Ω∩SU )⊕U) ((Ω ∩ SU )⊕ U) ⊂ (Ω ∩ SU )⊕ U

=⇒ ∇(Ω∩SU ) (Ω ∩ SU ) = 0.
Finalmente, vamos a ver una importante Proposicio´n que relaciona
la auto-estabilidad de una 3-distribucio´n nula Ω, la de Ω−U y la de la
distribucio´n de frentes de onda temporales (Ω ∩ SU )⊕ U :
Proposicio´n 3.3.17. Dadas Ω una 3-distribucio´n nula y U una con-
gruencia de observadores, si tanto la distribucio´n de espacios f´ısicos, SU ,
como Ω son auto-estables, entonces Ω−U es auto-estable y la distribucio´n de








U ⊂ Ω−U ⇐⇒
∇((Ω∩SU )⊕U) ((Ω ∩ SU )⊕ U) ⊂ (Ω ∩ SU )⊕ U.
Prueba:
−→ Veamos que (Ω ∩ SU )⊕U es auto-estable. Escogemos una U -base de
Ω
{X1, X2, S + U} .
Por la Proposicio´n 3.3.14, la distribucio´n de frentes de onda espa-





 ∈ 〈X1, X2〉 ⊂ 〈X1, X2, U〉 .
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Por ser SU auto-estable, resulta que U es estable respecto a
SU y por lo tanto
∇X1U ∈ 〈U〉 ⊂ (Ω ∩ SU )⊕ U.
Ana´logamente se prueba
∇X2U ∈ (Ω ∩ SU )⊕ U.
Al ser SU auto-estable se tiene
∇SX1 ∈ 〈X1, X2, S〉 . (3.3.16)
Como Ω es auto-estable se tiene
∇S+UX1 = ∇SX1 +∇UX1 ∈ Ω
= 〈X1, X2, S + U〉 . (3.3.17)
Adema´s, como Ω−U es tambie´n auto-estable, se tiene
∇−S+UX1 = −∇SX1 +∇UX1 ∈ Ω−U = 〈X1, X2,−S + U〉 .
(3.3.18)
Teniendo en cuenta (3.3.16), (3.3.17) y (3.3.18) se tiene
g (∇UX1, S) = 0
con lo que
∇UX1 ∈ 〈X1, X2, U〉 = (Ω ∩ SU )⊕ U.
Ana´logamente se prueba
∇UX2 ∈ (Ω ∩ SU )⊕ U.
Como Ω es auto-estable, por el Corolario 3.3.16 se tiene que
Ω⊥ = 〈S + U〉 es auto-estable
∇S+U (S + U) ∈ Ω⊥ = 〈S + U〉 .
Aplicando el Lema 2.3.6 con X = Y = Z = S + U se tiene
g (∇S+U (S + U) , S + U) = 0
con lo que
∇S+U (S + U) = ∇SS +∇SU +∇US +∇UU = 0. (3.3.19)
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Al ser SU auto-estable se tiene
∇SS ∈ 〈X1, X2, S〉 .
Aplicando el Lema 2.3.6 con X = Y = Z = S se tiene
g (∇SS, S) = 0
con lo que
∇SS ∈ 〈X1, X2〉 . (3.3.20)
Al ser SU auto-estable, se tiene que U es estable respecto a
SU
∇SU ∈ 〈U〉 .
Aplicando el Lema 2.3.6 con X = Y = U,Z = S se tiene
g (∇SU,U) = 0
con lo que
∇SU = 0. (3.3.21)
Por u´ltimo, usando el Lema 2.3.6 con X,Y = S,Z = U se
tiene
g (∇US, S) = 0
con lo que
∇US ∈ 〈X1, X2, U〉 . (3.3.22)
Teniendo en cuenta (3.3.19), (3.3.20), (3.3.21) y (3.3.22) se
tiene
∇UU ∈ 〈X1, X2, U〉 = (Ω ∩ SU )⊕ U.
←− Veamos que Ω−U es auto-estable. Escogemos una U -base de Ω
{X1, X2, S + U} .
Por la Proposicio´n 3.3.14, la distribucio´n de frentes de onda espa-





 ∈ 〈X1, X2〉 ⊂ 〈X1, X2, U〉 .
Al ser SU auto-estable se tiene
∇X1S ∈ 〈X1, X2, S〉 .
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Aplicando el Lema 2.3.6 con X = Y = S,Z = X1 se tiene
g (∇X1S, S) = 0
con lo que
∇X1S ∈ 〈X1, X2〉 . (3.3.23)
Adema´s, por ser SU auto-estable, resulta que U es estable
respecto a SU y por lo tanto
∇X1U ∈ 〈U〉 .
Aplicando el Lema 2.3.6 con X = Y = U,Z = X1 se tiene
g (∇X1U,U) = 0
con lo que
∇X1U = 0. (3.3.24)
Por lo tanto, teniendo en cuenta (3.3.23) y (3.3.24) se tiene
∇X1 (−S + U) = −∇X1S +∇X1U ∈ 〈X1, X2〉 ⊂ Ω−U .
Ana´logamente se prueba
∇X2 (−S + U) ∈ Ω−U .
Al ser Ω auto-estable se tiene
∇S+UX1 = ∇SX1 +∇UX1 ∈ 〈X1, X2, S + U〉 . (3.3.25)
Aplicando el Lema 2.3.6 con X = X1, Y = Z = (S + U) se
tiene
g (∇S+UX1, S + U) + g (∇S+U (S + U) , X1) = 0. (3.3.26)
Pero como Ω es auto-estable se tiene que Ω⊥ = 〈S + U〉 es
auto-estable (por el Corolario 3.3.16), con lo que
∇S+U (S + U) ∈ Ω⊥ = 〈S + U〉
y resulta que
g (∇S+U (S + U) , X1) = 0.
As´ı pues, (3.3.26) queda
g (∇S+UX1, S + U) = 0
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y por lo tanto, (3.3.25) queda
∇S+UX1 = ∇SX1 +∇UX1 ∈ 〈X1, X2〉 . (3.3.27)
Al ser SU auto-estable se tiene
∇SX1 ∈ 〈X1, X2, S〉 . (3.3.28)
Al ser (Ω ∩ SU )⊕ U auto-estable se tiene
∇UX1 ∈ 〈X1, X2, U〉 . (3.3.29)
Aplicando (3.3.28) y (3.3.29) en (3.3.27) se tiene
∇SX1 ∈ 〈X1, X2〉
∇UX1 ∈ 〈X1, X2〉 .
Por lo tanto
∇−S+UX1 = −∇SX1 +∇UX1 ∈ 〈X1, X2〉 ⊂ Ω−U .
Ana´logamente se prueba
∇−S+UX2 ∈ Ω−U .
Al ser SU auto-estable se tiene
∇SS ∈ 〈X1, X2, S〉 .
Aplicando el Lema 2.3.6 con X = Y = Z = S se tiene
g (∇SS, S) = 0
con lo que
∇SS ∈ 〈X1, X2〉 . (3.3.30)
Al ser SU auto-estable, resulta que U es estable respecto a SU
y por lo tanto
∇SU ∈ 〈U〉 .
Aplicando el Lema 2.3.6 con X = Y = U,Z = S se tiene
g (∇SU,U) = 0
con lo que
∇SU = 0. (3.3.31)
Aplicando el Lema 2.3.6 con X = Y = S,Z = U se tiene




∇US ∈ 〈X1, X2, U〉 . (3.3.32)
Aplicando el Lema 2.3.6 con X = Y = Z = U se tiene
g (∇UU,U) = 0
con lo que
∇UU ∈ 〈X1, X2, S〉 . (3.3.33)
Como Ω es auto-estable se tiene
∇S+U (S + U) = ∇SS +∇SU +∇US +∇UU ∈ Ω
= 〈X1, X2, S + U〉 . (3.3.34)
Aplicando (3.3.30), (3.3.31), (3.3.32) y (3.3.33) en (3.3.34) se
tiene
g (∇US,U) = g (∇UU, S) (3.3.35)
y por lo tanto, teniendo en cuenta (3.3.30), (3.3.31), (3.3.32),
(3.3.33) y (3.3.35) se tiene
∇−S+U (−S + U) = ∇SS −∇SU −∇US +∇UU ∈ Ω−U .
2
Nota 3.3.18. Teniendo en cuenta la demostracio´n de la Proposicio´n
3.3.17, dada {X1, X2, S + U} una U -base de Ω, se puede afirmar
∇SUSU ⊂ SU
∇ΩΩ ⊂ Ω
g (∇UX1, S) = 0







∇((Ω∩SU )⊕U) ((Ω ∩ SU )⊕ U) ⊂ (Ω ∩ SU )⊕ U.
Estabilidad en foliaciones de simultaneidad
Teniendo en cuenta lo dicho en el Ejemplo 3.1.19, las foliaciones de
Landau en el espacio-tiempo de Minkowski generadas por un observador
geode´sico son las u´nicas 3-foliaciones espaciales estables respecto a TM y
por lo tanto sera´n estables respecto a cualquier distribucio´n de M .
En el Cap´ıtulo 2 se enuncio´ de forma equivalente la siguiente Proposi-
cio´n (ver Proposicio´n 2.4.9):
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Proposicio´n 3.3.19. Sea Lβ una foliacio´n de Landau generada por una
l´ınea de universo de un observador β : I → M en un entorno normal
convexo V y sea β′ : I ′ → M una curva integral del campo temporal
(Lβ)
⊥
. Si la foliacio´n de Landau Lβ′ generada por β
′ esta´ bien definida
y Lβ es auto-estable, entonces Lβ′ = Lβ.
3.4. Estabilidad de p-distribuciones respecto a cam-
pos
Dada una p-distribucio´n Ω y un campo U tales que Ω es estable re-
specto a U ,
∇UΩ ⊂ Ω,
se tiene que adema´s Ω es regularmente estable respecto a U ,
∇UΩ = 0,
y por lo tanto, existen bases {Xi}pi=1 de Ω cuyos campos se trasladan
paralelamente a lo largo de las curvas integrales de U .
Si U es temporal orientado al futuro, entonces sus curvas integrales
son l´ıneas de universo de observadores y por lo tanto, cada observador
detecta a Ω siempre igual a lo largo de su l´ınea de universo.
Esto tiene pleno sentido f´ısico cuando se trata con campos unitar-
ios temporales orientados al futuro adaptados mediante una foliacio´n de
Landau (ver Cap´ıtulo 2), ya que e´stos representan una congruencia de
observadores sincronizados con otro observador. Tambie´n tiene intere´s
f´ısico el caso de las congruencias de observadores asociadas a un obser-
vador (adaptados mediante foliaciones de horismos orientados al futuro).
Adema´s, cuando Ω es una 3-foliacio´n nula, e´sta representa la evolucio´n de
una part´ıcula de masa cero. En este caso, la part´ıcula descrita por Ω se
detecta siempre igual para todos los observadores de la congruencia. Este
caso lo vamos a estudiar con ma´s detalle.
Si Ω es adema´s una p-foliacio´n, se tiene que la existencia de estas
bases cuyos campos se trasladan paralelamente a lo largo de las curvas
integrales de U hace posible que dada una sola hoja de Ω (que corta a las
curvas integrales de U en un u´nico punto a cada una), se pueda reconstruir
Ω. Esta reconstruccio´n se llevar´ıa a cabo trasladando paralelamente los
vectores tangentes a la hoja a lo largo de las curvas integrales de U (ver
Figura 3.1).
Con este me´todo, dado un campo U podemos construir localmente
p-foliaciones Ω tales que ∇UΩ ⊂ Ω. Nos podemos plantear el problema
inverso: dada una p-distribucio´n Ω ¿existe algu´n campo U distinto de cero
tal que ∇UΩ ⊂ Ω? A continuacio´n, vamos a realizar un estudio de acuerdo




Figura 3.1: Construccio´n de una foliacio´n mediante traslados paralelos a
partir de una subvariedad y de un campo cuyas curvas integrales cortan
en un u´nico punto a la subvariedad.
En este caso, el planteamiento del problema es el siguiente: Dado un
campo X distinto de cero, hay que encontrar un campo U distinto
de cero y una funcio´n α tales que
∇UX = αX,








= αXi, i = 1, ..., 4
que es un sistema lineal de 4 ecuaciones con 4 inco´gnitas represen-
tadas por(U1, U2, U3, U4) y con un para´metro α. Las soluciones que
interesan son las distintas de cero.









, i, j = 1, ..., 4.
• Si rgA = 4 entonces, dado cualquier α 6= 0 hay existencia y
unicidad de solucio´n distinta de cero.
• Si rgA < 4 entonces, con α = 0, se trata de un sistema ho-
moge´neo compatible indeterminado en donde hay soluciones
distintas de cero.
159
Vicente Jose´ Bolo´s Lacave
En definitiva, con p = 1 podemos asegurar que existen campos U
distintos de cero tales que ∇UΩ ⊂ Ω.
Caso p=2
En este caso, el planteamiento del problema es el siguiente: Dados
dos campos linealmente independientes X,Y , hay que encontrar un
campo U distinto de cero y un conjunto de funciones {αrl }2l,r=1 tales
que
∇UX = α11X + α12Y
∇UY = α21X + α22Y


















− α12Xi − α22Y i = 0
, i = 1, ..., 4
que es un sistema lineal homoge´neo de 8 ecuaciones con 8 inco´gnitas






2). Las soluciones que interesan son
las distintas de cero y, precisamente, si el rango de la matriz de
coeficientes es 8 entonces la u´nica solucio´n es la ide´nticamente cero.













X = (x+ y, y + 1, z, 0)
Y = (x, y, z, t)
el determinante de la matriz de coeficientes 8× 8 es
det

1 1 0 0 −x− y −x 0 0
0 1 0 0 −y − 1 −y 0 0
0 0 1 0 −z −z 0 0
0 0 0 0 0 −t 0 0
1 0 0 0 0 0 −x− y −x
0 1 0 0 0 0 −y − 1 −y
0 0 1 0 0 0 −z −z
0 0 0 1 0 0 0 −t

= −zt (y + 1)
que es distinto de cero en el abierto
{(x, y, z, t) ∈M / z 6= 0, t 6= 0, y 6= −1} .
En definitiva, con p = 2 no podemos asegurar que existan campos
U distintos de cero tales que ∇UΩ ⊂ Ω.
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Caso p=3 (sin aplicar Proposicio´n 3.1.6)
En este caso, el planteamiento del problema es el siguiente: Dados
tres campos linealmente independientes X,Y, Z, hay que encontrar
un campo U distinto de cero y un conjunto de funciones {αrl }3l,r=1
tales que
∇UX = α11X + α21Y + α31Z
∇UY = α12X + α22Y + α32Z
∇UZ = α13X + α23Y + α33Z



























− α31Xi − α32Y i = α33Zi
, i = 1, ..., 4
que es un sistema lineal de 12 ecuaciones con 12 inco´gnitas (U 1, U2,














3) y con un para´metro (α
3
3).
Las soluciones que interesan son las distintas de cero.
En este sistema, la matriz de coeficientes A es 12× 12.
• Si rgA = 12 entonces, dado cualquier α33 6= 0 hay existencia y
unicidad de solucio´n distinta de cero.
• Si rgA < 12 entonces, con α33 = 0, se trata de un sistema
homoge´neo compatible indeterminado en donde hay soluciones
distintas de cero.
Pero todav´ıa no hemos acabado, ya que una solucio´n distinta de cero
podr´ıa tener U1, U2, U3, U4 = 0, puesto que las soluciones tienen
12 componentes y con que algu´n αrl de los considerados inco´gnita
fuese distinto de cero la solucio´n ya ser´ıa distinta de cero. Veamos
que esto no puede ocurrir por reduccio´n al absurdo:
Supongamos que existe una solucio´n distinta de cero con U 1, U2,
U3, U4 = 0 (i.e. algu´n αrl de los considerados inco´gnita es distinto













, i = 1, ..., 4
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con lo que todos los {αrl }3l,r=1 son iguales a cero, ya que X,Y, Z son
linealmente independientes.
En definitiva, con p = 3, al igual que con p = 1, podemos asegurar
que existen campos U distintos de cero tales que ∇UΩ ⊂ Ω.
Nota 3.4.1. Teniendo en cuenta la Proposicio´n 3.1.6, el caso p = 3
se podr´ıa haber abordado de otra forma ma´s sencilla: Dada Ω una 3-
distribucio´n, por el caso p = 1 se tiene que existen campos U distintos de
cero tales que
∇UΩ⊥ ⊂ Ω⊥,
ya que Ω⊥ es una 1-distribucio´n. Aplicando la Proposicio´n 3.1.6 se tiene
que existen campos U distintos de cero tales que ∇UΩ ⊂ Ω.
Los resultados obtenidos se pueden generalizar a una variedad de di-
mensio´n m con ide´ntico resultado: Si la dimensio´n de Ω es p y {Xl}pl=1 es
una base de Ω, el planteamiento de la existencia de un campo U distinto









− αrlXir = 0,
{
i = 1, ...,m
l = 1, ..., p
,
en donde {αrl }pl,r=1 son funciones. Estas ecuaciones forman un sistema lin-
eal homoge´neo de p·m ecuaciones con m+p2 inco´gnitas (que son {U j}m
j=1
y {αrl }pl,r=1). So´lo en los casos p = 1 y p = m− 1 el nu´mero de inco´gnitas
es superior al nu´mero de ecuaciones. Exactamente, hay una inco´gnita ma´s
que el nu´mero de ecuaciones (que hara´ el papel de para´metro): Con p = 1
hay m ecuaciones y m + 1 inco´gnitas; Con p = m − 1 hay (m− 1) · m
ecuaciones y m+(m− 1)2 inco´gnitas, o lo que es lo mismo, (m− 1) ·m+1
inco´gnitas:
dimensio´n de Ω ecuaciones inco´gnitas
p p ·m m+ p2
1 m m+ 1
m− 1 (m− 1) ·m (m− 1) ·m+ 1
En estos dos u´ltimos casos, se puede hacer un estudio ana´logo al real-
izado anteriormente (en donde se ten´ıa que m = 4), obteniendo que con
p = 1 o´ p = m− 1 puedo asegurar que existen campos U distintos de cero
tales que ∇UΩ ⊂ Ω.
Por otro lado, si p 6= 1 y p 6= m − 1 no puedo asegurar que existan
campos U distintos de cero tales que ∇UΩ ⊂ Ω.
3.4.1. Estabilidad de 3-distribuciones nulas respecto
a congruencias de observadores
Como ya se ha dicho en la Nota 3.4.1, esto es un caso que merece
un estudio aparte. Este caso se puede interpretar geome´tricamente de la
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siguiente forma: Si una 3-foliacio´n nula Ω es estable respecto a una con-
gruencia de observadores U , entonces cada observador, en cada instante,
observa los frentes de onda de Ω siempre de la misma forma. Es decir, si
las variedades integrales de Ω son planos, por ejemplo, que se mueven en
una determinada direccio´n, los observadores de U siempre observara´n los
mismos planos que se mueven siempre en la misma direccio´n. As´ı pues, la
propiedad de “ser estable respecto a una congruencia de observadores” se
explica por s´ı misma.
Por la Proposicio´n 3.1.6, encontrar 3-distribuciones estables respecto a
un campo U distinto de cero equivale a encontrar 1-distribuciones estables
respecto a U . Esto, adema´s, por la Proposicio´n 3.1.21, equivale a encontrar
campos X distintos de cero tales que
∇UX = 0.
De esta forma, la 3-distribucio´n buscada es
Ω = X⊥.
Si adema´s tratamos de hacer que estas 3-distribuciones sean nulas, ten-
dremos que encontrar campos nulos X tales que se cumpla lo anterior.
Y si adema´s el campo U es una congruencia de observadores, entonces
X se puede poner de la forma S + U en donde S es un campo espacial
ortogonal a U (ver Cap´ıtulo 1). As´ı pues, una U -base de la 3-distribucio´n
Ω buscada ser´ıa {X1, X2, S + U} en donde X1, X2 son campos espaciales
ortogonales a N y a U .
Por lo tanto, lo primero que nos tenemos que plantear es hallar los
campos distintos de cero que sean regularmente estables respecto a U ,
para luego quedarnos so´lo con los nulos. Algo a tener en cuenta es que
debido a que
∇UTM ⊂ TM
se tiene, por la Nota 3.1.35, que
∇UTM = 0
y por lo tanto existe una base {Xi}4i=1 de TM que es regularmente estable
respecto a U . As´ı pues, todo campo regularmente estable respecto a U












i = 1, ..., 4.
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Ape´ndice A: Ejemplos de estabilidad
A.1. Estabilidad de una 3-distribucio´n respecto a un
campo
Segu´n el Corolario 3.1.32, una p-distribucio´n estable respecto a un
campo es tambie´n regularmente estable. Adema´s, por la Proposicio´n 3.1.6
(Lema de dualidad), encontrar una 3-distribucio´n Ω estable (que en este
caso tambie´n sera´ regular) respecto a un campo U es equivalente a en-
contrar un campo X tal que
∇UX = 0.
En este caso, se tendra´
Ω = X⊥.
No obstante, en esta Seccio´n y en las siguientes, vamos a plantearnos los
problemas de dos formas: Utilizando los resultados del Cap´ıtulo 3 (Teore-
ma 3.1.30 y sus corolarios, as´ı como el Lema de Dualidad) y sin utilizarlos
(que resultara´ ma´s largo y complicado, e incluso en algunos casos no po-
dremos acabar el estudio). No obstante, para abordar los problemas sin
utilizar los resultados, hay que hacer unas consideraciones previas:
Paralelizaciones de 3-distribuciones:
Si Ω es una 3-distribucio´n, vamos a estudiar la forma que pueden tener
las bases de Ω. De momento, siempre podemos encontrar una base del tipo{(
X11 , X
2





















Vamos a hacer una discusio´n por casos de los distintos tipos de bases que
podemos encontrar:
X43 = 0.
Siempre podemos encontrar una base del tipo
{(1, 0, 0, 0) , (0, 1, 0, 0) , (0, 0, 1, 0)} .
X43 6= 0.
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• X32 = 0.
Siempre podemos encontrar una base del tipo{
(1, 0, 0, 0) , (0, 1, 0, 0) ,
(
0, 0, X33 , 1
)}
.
• X32 6= 0.
◦ X21 = 0.
Siempre podemos encontrar una base del tipo{
(1, 0, 0, 0) ,
(




0, X23 , 0, 1
)}
.
◦ X21 6= 0.
Siempre podemos encontrar una base del tipo base{(








X13 , 0, 0, 1
)}
.
Esta discusio´n se ha hecho de forma que las coordenadas (x1, x2, x3, x4)
puedan escogerse de la forma mejor convenida.
Un caso especial es cuando Ω es una 3-distribucio´n no espacial. Si x4
es la coordenada temporal, en este caso se puede asegurar que existe una
base en donde X43 6= 0, y a partir de ah´ı se discute de la forma anterior.
Ecuaciones de estabilidad:
Sea Ω una 3-distribucio´n generada por {Xi}3i=1 y sea Y un campo




con i = 1, 2, 3, 4 y j = 1, 2, 3 tales que
∇Y Xi = hjiXj , i = 1, 2, 3.
Descomponie´ndolo en componentes
Y j∇jXki = hliXkl ,
{
i = 1, 2, 3










i = 1, 2, 3
j, k = 1, 2, 3, 4
, (A.1.2)
sustituyendo (A.1.2) en (A.1.1) llegamos a que las ecuaciones de estabili-













i = 1, 2, 3
k = 1, 2, 3, 4













i = 1, 2, 3




A.1.1. Ejemplo I (Minkowski)
En la me´trica de Minkowski con coordenadas cartesianas, sea un cam-













≡ (a, b, c, 1)
en donde a, b son funciones tales que |a| , |b| < 1 y c es una funcio´n tal
que c2 < 1− (a2 + b2) = α2. Consideremos una 3-distribucio´n Ω nula con
una Uc-base de la forma
X1 = (1, 0, 0, a)
X2 = (0, 1, 0, b)
X3 = Sc + Uc = (a, b, α, 1) .
Veamos que´ forma han de tener las funciones a, b para que Ω sea estable
respecto a Uc:
Sin utilizar los resultados:











i = 1, 2, 3
k = x, y, z, t
con {αi, βi, γi}3i=1 funciones para´metro a determinar.
Para i = 1, separando en componentes tenemos
Uc (a) = α1a+ β1b+ γ1
0 = α1 + γ1a
0 = β1 + γ1b
0 = γ1α
y de las tres u´ltimas ecuaciones,




1 = 0, k = x, y, z, t.
Para i = 2
Uc (b) = α2a+ β2b+ γ2
0 = α2 + γ2a
0 = β2 + γ2b
0 = γ2α.
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De las tres u´ltimas ecuaciones llegamos a
α2, β2, γ2 = 0
y por lo tanto
UcX
k
2 = 0, k = x, y, z, t.
Para i = 3
0 = α3a+ β3b+ γ3
Uc (a) = α3 + γ3a
Uc (b) = β3 + γ3b
Uc (α) = γ3α.
Como Uc (a) = 0, Uc (b) = 0 de las tres primeras ecuaciones, tenemos
α3, β3, γ3 = 0
y por lo tanto
UcX
k
3 = 0, k = x, y, z, t.
Adema´s, la exigencia Uc (α) = 0 equivale a exigir aUc (a)+bUc (b) = 0.
As´ı, las 3-distribuciones Ω de este tipo estables respecto a Uc son las que
tienen una Uc-base como la anterior con
Uc (a) = 0
Uc (b) = 0.
En este caso, se tiene adema´s que esta Uc-base es regularmente estable
respecto a Uc.
Utilizando los resultados:
Un campo ortogonal a Ω es el propio X3 = (a, b, α, 1). Por lo tanto,
una condicio´n necesaria y suficiente para que Ω sea estable respecto a Uc
es que lo sea X3. Es decir, que exista una funcio´n γ tal que
∇UcX3 = γX3.
Separando en componentes obtenemos las ecuaciones
Uc (a) = γa
Uc (b) = γb
Uc (α) = γα
0 = γ
con lo que hay que exigir
Uc (a) = 0
Uc (b) = 0,
ya que la exigencia Uc (α) = 0 equivale a exigir aUc (a) + bUc (b) = 0.
Ejemplos de estabilidad
A.1.2. Ejemplo II (Minkowski)
Vamos a estudiar un caso ma´s general de estabilidad de 3-distribuciones
respecto a campos en el espacio-tiempo de Minkowski.
Sin utilizar los resultados:
Dado un campo Y y una 3-distribucio´n Ω generada por los campos









i = 1, 2, 3
k = x, y, z, t
,
ya que en Minkowski los s´ımbolos de Christoffel son cero, en donde las fun-
ciones {hni } con i, n = 1, 2, 3 son funciones para´metro a determinar. Para
analizar esta estabilidad vamos a hacer un estudio de estas ecuaciones en
los casos de la Seccio´n 1:
Xt3 = 0.
Siempre podemos encontrar una base del tipo
{(1, 0, 0, 0) , (0, 1, 0, 0) , (0, 0, 1, 0)} . (A.1.4)



















que nos determina las funciones para´metro {hmi } con i,m = 1, 2, 3.
As´ı pues, esta 3-distribucio´n es estable respecto a Y . Adema´s es
regularmente estable respecto a Y , ya que la base (A.1.4) es regu-
larmente estable respecto a Y .
Xt3 6= 0.
• Xz2 = 0.
Siempre podemos encontrar una base del tipo
{(1, 0, 0, 0) , (0, 1, 0, 0) , (0, 0, Xz3 , 1)} . (A.1.5)
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y por lo tanto hay que exigir
Y (Xz3 ) = 0 (A.1.6)
para que esta 3-distribucio´n sea estable respecto a Y . Adema´s,
en este caso, sera´ regularmente estable respecto a Y , ya que la
base (A.1.5) con la condicio´n (A.1.6) es regularmente estable
respecto a Y .
• Xz2 6= 0.
◦ Xy1 = 0.
Siempre podemos encontrar una base del tipo
{(1, 0, 0, 0) , (0, Xy2 , 1, 0) , (0, Xy3 , 0, 1)} . (A.1.7)











































y por lo tanto hay que exigir
Y (Xy2 ) = 0 (A.1.8)
Y (Xy3 ) = 0 (A.1.9)
para que esta 3-distribucio´n sea estable respecto a Y .
Adema´s, en este caso, sera´ regularmente estable respecto
a Y , ya que la base (A.1.7) con las condiciones (A.1.8) y
(A.1.9) es regularmente estable respecto a Y .
◦ Xy1 6= 0.
Siempre podemos encontrar una base del tipo
{(Xx1 , 1, 0, 0) , (Xx2 , 0, 1, 0) , (Xx3 , 0, 0, 1)} . (A.1.10)
Las ecuaciones de estabilidad en componentes son
i = 1

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y por lo tanto hay que exigir
Y (Xx1 ) = 0 (A.1.11)
Y (Xx2 ) = 0 (A.1.12)
Y (Xx3 ) = 0 (A.1.13)
para que esta 3-distribucio´n sea estable respecto a Y .
Adema´s, en este caso, sera´ regularmente estable respecto
a Y , ya que la base (A.1.10) con las condiciones (A.1.11),
(A.1.12) y (A.1.13) es regularmente estable respecto a Y .
As´ı pues, obtenemos que una 3-distribucio´n estable respecto a Y ha







i = 1, 2, 3
k = x, y, z, t
.
Adema´s, esta base es regularmente estable respecto a Y y por lo tanto,
toda 3-distribucio´n estable respecto a Y es tambie´n regularmente estable
respecto a Y .
Utilizando los resultados:
Dado un campo Y y una 3-distribucio´n Ω, el Teorema 3.1.30 nos dice
que Ω es estable respecto a Y sii es regularmente estable respecto a Y .
Por lo tanto, para que Ω sea estable respecto a Y ha de tener una base







i = 1, 2, 3
k = x, y, z, t
.
A.1.3. Ejemplo III (Schwarzschild)
En este ejemplo vamos a estudiar la estabilidad de una 3-distribucio´n
Ω respecto al campo temporal ∂∂t , haciendo especial hincapie´ en el caso
en el que Ω sea nula.
Sin utilizar los resultados:
Escogemos (x1, x2, x3, x4) ≡ (r, θ, ϕ, t). Dada una base {Xi}3i=1 de Ω,











i = 1, 2, 3
k = r, θ, ϕ, t
,
en donde {hni } con i, n = 1, 2, 3 son funciones para´metro a determinar.
Para estudiar esta estabilidad analizaremos estas ecuaciones en los casos




Siempre podemos encontrar una base del tipo
{(1, 0, 0, 0) , (0, 1, 0, 0) , (0, 0, 1, 0)} .




















Como Γttr 6= 0, esta 3-distribucio´n no es estable respecto a ∂∂t .
Xt3 6= 0.
• Xϕ2 = 0.
Siempre podemos encontrar una base del tipo
{(1, 0, 0, 0) , (0, 1, 0, 0) , (0, 0, Xϕ3 , 1)} .
































y por lo tanto hay que exigir
Xϕ3 = 0
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para que esta 3-distribucio´n sea estable respecto a ∂∂t . En este
caso, Ω es una 3-distribucio´n temporal. Adema´s, se puede com-
probar que es regularmente estable respecto a ∂∂t , ya que la
base de Ω dada por los campos{
ea
′t/2 (−a, 0, 0, 1) , (0, 1, 0, 0) , e−a′t/2 (a, 0, 0, 1)
}
es una base regularmente estable respecto a ∂∂t .
• Xϕ2 6= 0.
◦ Xθ1 = 0.
Siempre podemos encontrar una base del tipo{
(1, 0, 0, 0) ,
(




0, Xθ3 , 0, 1
)}
.






















































para que esta 3-distribucio´n sea estable respecto a ∂∂t .
En este caso, Ω tambie´n es una 3 -distribucio´n temporal.
Adema´s, al igual que en el caso anterior, se puede com-
probar que es regularmente estable respecto a ∂∂t , ya que
la base de Ω dada por los campos{
ea
′t/2 (−a, 0, 0, 1) , (0, X22 , 1, 0) , e−a′t/2 (a, 0, 0, 1)}
es una base regularmente estable respecto a ∂∂t .
◦ Xθ1 6= 0.
Siempre podemos encontrar una base del tipo
{(Xr1 , 1, 0, 0) , (Xr2 , 0, 1, 0) , (Xr3 , 0, 0, 1)} . (A.1.14)
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∂Xr3
∂t







Este sistema nos indica cua´ndo una 3-distribucio´n Ω con
una base de la forma (A.1.14) es estable respecto a ∂∂t .
La u´ltima ecuacio´n del sistema (A.1.15) se puede reducir
mediante un cambio de variable a una ecuacio´n del tipo




en donde C es constante respecto al tiempo.




















en donde {Ki}2i=1 son constantes respecto al tiempo.
Llegados a este punto, se podr´ıa comprobar que una 3-
distribucio´n Ω con una base dada de esta forma es adema´s
regularmente estable respecto a ∂∂t , pero esto resulta de-
masiado largo y tedioso.
Vamos a hacer hincapie´ en las 3-distribuciones nulas esta-
bles respecto a ∂∂t . Si exigimos que Ω sea nula, entonces,
el campo normal Z
g (X1, Z) = 0 −→ 1
a
Xr1Z
r + r2Zθ = 0




g (X2, Z) = 0 −→ 1
a
Xr2Z
r + r2 sin2 θZϕ = 0






g (X3, Z) = 0 −→ 1
a
Xr3Z
r − aZt = 0




ha de ser nulo
g (Z,Z) = 0
−→ 1
a
ZrZr + r2ZθZθ + r2 sin2 θZϕZϕ − aZtZt = 0
y sustituyendo las expresiones de Zθ, Zϕ, Zt obtenidas
























3 teniendo en cuenta las ecuaciones de esta-
bilidad (A.1.16) y (A.1.17). Sustituyendo las expresiones




3 de (A.1.16) en (A.1.18), para que Ω sea
nula, obtenemos
K21 sin
2 θ +K22 + 4Car
2 sin2 θ = 0
con lo que
C =
−K21 sin2 θ −K22
4ar2 sin2 θ
.





de (A.1.17) en (A.1.18), obtenemos
K21 sin
2 θ +K22 = 0
con lo que
K1 = K2 = 0.
Teniendo en cuenta todas estas posibilidades, se tendra´n
todas las 3-distribuciones nulas estables respecto a ∂∂t ,
que sera´n adema´s regularmente estables.
Utilizando los resultados:
Aplicando el Teorema 3.1.30, toda 3-distribucio´n Ω estable respecto a
∂
∂t es tambie´n regularmente estable respecto a
∂
∂t , por lo que existira´ una
base de Ω regularmente estable respecto a ∂∂t . Adema´s, para determinar
las 3-distribuciones Ω estables respecto a ∂∂t , bastara´ con hallar los campos
estables respecto a ∂∂t (que sera´n ortogonales a las 3-distribuciones que
buscamos y las caracterizara´n biun´ıvocamente). As´ı pues, vamos a hallar
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la forma que ha de tener un campo X regularmente estable respecto a ∂∂t .
















La solucio´n general de este sistema es







en donde {Ki}4i=1 son constantes respecto al tiempo.
Nota A.1.1. Se pueden hallar cuatro campos linealmente independientes
{Wi}4i=1 que tengan las componentes de esta forma (esto se podr´ıa haber
visto de antemano sabiendo que el fibrado tangente TM es regularmente
estable respecto a cualquier campo y en particular existira´ una base de
TM que sea regularmente estable respecto a ∂∂t), escogiendo para Wi los
valores Kj = δij : 
W1 = e
a′t/2 (−a, 0, 0, 1)
W2 = (0, 1, 0, 0)
W3 = (0, 0, 1, 0)
W4 = e
−a′t/2 (a, 0, 0, 1)

y por lo tanto, toda 3-distribucio´n Ω estable (regularmente) respecto a ∂∂t





i = 1, 2, 3







son constantes respecto al tiempo y el rango de la
matriz αji es 3.
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As´ı pues, las 3-distribuciones estables respecto a ∂∂t tendra´n un cam-
po ortogonal de la forma (A.1.19). Aqu´ı estara´n representados todos los
casos de 3-distribuciones estables (regularmente) respecto a ∂∂t halladas
anteriormente sin utilizar los resultados.
Ahora vamos a hallar las 3-distribuciones nulas estables (regularmente)
respecto a ∂∂t . Para ello, vamos a hacer uso del Corolario 3.1.32 y del Lema
de Dualidad (Proposicio´n 3.1.6), y vamos a hallar los campos ortogonales
que las caracterizan, que sera´n tambie´n nulos. Si exigimos que un campo
X de la forma (A.1.19) sea nulo, tenemos
g (X,X) = 0 −→ r2 (K22 +K23 sin2 θ) = 4aK1K4,
en donde esta´n representados todos los casos hallados anteriormente si
utilizar los resultados.
A.1.4. Ejemplo IV (Robertson-Walker)
Al igual que en el Ejemplo III, en este ejemplo vamos a estudiar la
estabilidad de una 3-distribucio´n Ω respecto al campo temporal ∂∂t .
Sin utilizar los resultados:
Escogemos (x1, x2, x3, x4) ≡ (r, θ, ϕ, t). Dada una base {Xi}3i=1 de Ω,











i = 1, 2, 3
k = r, θ, ϕ, t
,
en donde {hni } con i, n = 1, 2, 3 son funciones para´metro a determinar.
Para estudiar esta estabilidad vamos a hacer un estudio de estas ecua-
ciones en los casos de la Seccio´n 1.
Xt3 = 0
Siempre podemos encontrar una base del tipo
{(1, 0, 0, 0) , (0, 1, 0, 0) , (0, 0, 1, 0)} .
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Esta 3-distribucio´n es estable respecto a ∂∂t . En este caso, Ω es una
3-distribucio´n espacial. Adema´s, se puede comprobar que es regu-




















es una base regularmente estable respecto a ∂∂t .
Xt3 6= 0.
• Xϕ2 = 0.
Siempre podemos encontrar una base del tipo
{(1, 0, 0, 0) , (0, 1, 0, 0) , (0, 0, Xϕ3 , 1)} .











































para que esta 3-distribucio´n sea estable respecto a ∂∂t . La solu-




en donde K es una funcio´n constante respecto al tiempo.
Adema´s, se puede comprobar que es regularmente estable re-
specto a ∂∂t , ya que la base de Ω dada por los campos{(
1
F


















es una base regularmente estable respecto a ∂∂t .
• Xϕ2 6= 0.
◦ Xθ1 = 0.
Siempre podemos encontrar una base del tipo{
(1, 0, 0, 0) ,
(




0, Xθ3 , 0, 1
)}
.










































































para que esta 3-distribucio´n sea estable respecto a ∂∂t .
Las soluciones generales de estas ecuaciones son
Xθ2 = K1
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en donde {Ki}2i=1 son funciones constantes respecto al
tiempo. Adema´s, se puede comprobar que es regular-























es una base regularmente estable respecto a ∂∂t .
◦ Xθ1 6= 0.
Siempre podemos encontrar una base del tipo (A.1.14):
{(Xr1 , 1, 0, 0) , (Xr2 , 0, 1, 0) , (Xr3 , 0, 0, 1)} .











































































































para que esta 3-distribucio´n sea estable respecto a ∂∂t .






en donde {Ki}3i=1 son funciones constantes respecto al
tiempo. Adema´s, se puede comprobar que es regular-






















, 0, 0, 1
)}
es una base regularmente estable respecto a ∂∂t .
Utilizando los resultados:
Aplicando el Teorema 3.1.30, toda 3-distribucio´n Ω estable respecto a
∂
∂t es tambie´n regularmente estable respecto a
∂
∂t , por lo que existira´ una
base de Ω regularmente estable respecto a ∂∂t . Adema´s, para determinar
las 3-distribuciones Ω estables respecto a ∂∂t , bastara´ con hallar los campos
estables respecto a ∂∂t (que sera´n ortogonales a las 3-distribuciones que
buscamos y las caracterizara´n biun´ıvocamente). As´ı pues, vamos a hallar
la forma que ha de tener un campo X regularmente estable respecto a ∂∂t .


















= 0, i = r, θ, ϕ
nos dice que FXi tampoco ha de depender de t para i = r, θ, ϕ. Por lo
tanto, las componentes de un campo X regularmente estable respecto a
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en donde {Ki}4i=1 son funciones de (r, θ, ϕ).
Nota A.1.2. Se pueden hallar cuatro campos linealmente independientes
{Wi}4i=1 que tengan las componentes de esta forma (esto se podr´ıa haber
visto de antemano sabiendo que el fibrado tangente TM es regularmente
estable respecto a cualquier campo y en particular existira´ una base de
TM que sea regularmente estable respecto a ∂∂t), escogiendo para Wi los












0, 0, 1F , 0
)
W4 = (0, 0, 0, 1)

y por lo tanto, toda 3-distribucio´n Ω estable (regularmente) respecto a ∂∂t





i = 1, 2, 3





con i = 1, 2, 3 y j = 1, 2, 3, 4 son constantes respecto al
tiempo y el rango de la matriz αji es 3.
As´ı pues, las 3-distribuciones estables respecto a ∂∂t tendra´n un cam-
po ortogonal de la forma (A.1.21). Aqu´ı estara´n representados todos los
casos de 3-distribuciones estables (regularmente) respecto a ∂∂t halladas
anteriormente sin utilizar los resultados.
Ahora vamos a hallar las 3-distribuciones nulas estables (regularmente)
respecto a ∂∂t , cosa que no hemos hecho sin utilizar los resultados, ya que
resultar´ıa demasiado largo y tedioso. Para ello, vamos a hacer uso del
Corolario 3.1.32 y del Lema de Dualidad, y vamos a hallar los campos or-
togonales que las caracterizan, que sera´n tambie´n nulos. Si exigimos que
un campo X de la forma (A.1.21) sea nulo, tenemos











A.2.1. Ejemplo V (Schwarzschild)


















Adema´s, sus variedades integrales son esferas con r = cte, t = cte.

























Ahora vamos a estudiar si adema´s Ω es regularmente auto-estable.
Sin utilizar los resultados:
Como se ha visto en el Ejemplo III, en la me´trica de Schwarzschild,
las componentes de un campo X regularmente estable respecto a ∂∂t son
de la forma 







en donde {Ki}4i=1 son constantes respecto al tiempo.
Por otro lado, las ecuaciones de estabilidad regular en la me´trica de
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As´ı pues, las componentes de un campo X regularmente estable respecto









en donde {Ci}4i=1 son funciones de (θ, ϕ, t).
Teniendo en cuenta (A.2.22) y (A.2.23), los campos regularmente es-
tables respecto a ∂∂t y
∂
∂r han de verificar














Las ecuaciones segunda y tercera del sistema (A.2.24) obligan a rK2, rK3
a ser funciones de (θ, ϕ), y por lo tanto C2, C3 tambie´n sera´n funciones de





a ser funciones de (θ, ϕ), pero tambie´n obligan a que a′ no dependa de
r, a menos que K1 = K4 = C1 = C4 = 0. Por lo tanto, los campos
regularmente estables respecto a ∂∂t y
∂
∂r en la me´trica de Schwarzschild









en donde {Ci}3i=2 son funciones de (θ, ϕ). Por lo tanto, como Ω no puede
ser generada por campos de esta forma, no es regularmente auto-estable.
Utilizando los resultados:



























y por lo tanto hay que exigir









lo cual no sucede. Por lo tanto, por el Teorema 3.1.30, Ω no es regular-
mente auto-estable en la me´trica de Schwarzschild.
A.2.2. Ejemplo VI (Robertson-Walker)










pero en este caso en la me´trica de Robertson-Walker.








Adema´s, sus variedades integrales son esferas con r = cte, t = cte.
Veamos que Ω es auto-estable:
∇r ∂∂t = Γrrt ∂∂r ∈ Ω
∇r ∂∂r = Γrrr ∂∂r + Γtrr ∂∂t ∈ Ω
∇t ∂∂r = Γrtr ∂∂r ∈ Ω
∇t ∂∂t = 0 ∈ Ω
.
Ahora vamos a estudiar si adema´s Ω es regularmente auto-estable.
Sin utilizar los resultados:
Como se ha visto en el Ejemplo IV, las componentes de un campo X






en donde {Ki}4i=1 son funciones de (r, θ, ϕ).
Por otro lado, las ecuaciones de estabilidad regular de un campo X
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respecto a ∂∂r son 
∂Xr


























Si consideramos los casos k = −1, 1 el sistema formado por las ecuaciones
primera y cuarta es lineal de coeficientes no constantes, lo cual resulta
bastante tedioso de resolver. Pero si consideramos so´lo el caso k = 0,
entonces este sistema pasa a ser lineal de coeficientes constantes. Las
componentes de un campo X regularmente estable respecto a ∂∂t con
k = 0 son de la forma de la solucio´n general del sistema anterior:
Xr = C1e




Xt = −FC1eF ′r + FC4e−F ′r
(A.2.26)
en donde {Ci}4i=1 son funciones de (θ, ϕ, t).
Teniendo en cuenta (A.2.25) y (A.2.26), los campos regularmente es-
tables respecto a ∂∂t y
∂
∂r con k = 0 han de verificar
K1
F = C1e










K4 = −FC1eF ′r + FC4e−F ′r
. (A.2.27)
Las ecuaciones segunda y tercera del sistema (A.2.27) obligan a rK2, rK3
a ser funciones de (θ, ϕ), y por lo tanto FC2, FC3 tambie´n sera´n funciones
de (θ, ϕ). Las ecuaciones primera y cuarta de (A.2.27) obligan a FC1, FC4
a ser funciones de (θ, ϕ) y a F ′ a ser constante, a menos que K1 = K4 =
C1 = C4 = 0. Por lo tanto, como en la me´trica de Robertson-Walker F
′′
no es ide´nticamente cero, los campos regularmente estables respecto a ∂∂t











en donde {hi}3i=2 son funciones de (θ, ϕ). Por lo tanto, como Ω no puede
ser generada por campos de esta forma, no es regularmente auto-estable.
Utilizando los resultados:



























y por lo tanto hay que exigir




−→ F ′′ = 0.
As´ı, como en la me´trica de Robertson-Walker F ′′ no es ide´nticamente
cero, se puede concluir por el Teorema 3.1.30 que Ω no es regularmente
auto-estable en ningu´n espacio-tiempo de Robertson-Walker.
Utilizando el Teorema 3.1.30 se ve mucho ma´s fa´cilmente cua´ndo Ω
es una foliacio´n regularmente auto-estable. Si no lo utilizamos tenemos
que hallar una base regularmente auto-estable para poder demostrarlo.
Adema´s, sin utilizar el Teorema 3.1.30 so´lo hemos resuelto el problema
parcialmente (suponiendo k = 0).
A.2.3. Ejemplo VII (Schwarzschild)
En esta seccio´n vamos a demostrar que no existen distribuciones au-
toplanas en la me´trica de Schwarzschild. Por lo tanto, segu´n el Teore-
ma 3.1.30, tampoco existira´n distribuciones regularmente auto-estables.
Adema´s, vamos a probar que tampoco existen subvariedades autoplanas.
Proposicio´n A.2.1. En el espacio-tiempo de Schwarzschild no existen
distribuciones autoplanas. Adema´s, tampoco existen subvariedades auto-
planas.
Prueba:
El objetivo es encontrar una 2-distribucio´n Ω con base {X,Y } tal que
R (X,Y )X = 0
R (X,Y )Y = 0
.
Para ello vamos a realizar un estudio por casos. De momento, siempre
podemos encontrar una base de la forma{(








Vicente Jose´ Bolo´s Lacave
Y t = 0.
En este caso podemos suponer Y r = 0.
• Xr = 0.
Existe una base de la forma
{(0, 1, 0, 0) , (0, 0, 1, 0)} ,
pero en este caso, Ω no es autoplana.
• Xr 6= 0.
◦ Y θ = 0.
Existe una base de la forma{(
1, Xθ, 0, 0
)















Pero esto no se cumple, ya que aunque exijamos Xθ = 0
siempre ocurrira´ que Rrϕrϕ 6= 0.
◦ Y θ 6= 0.
Existe una base de la forma
{(1, 0, Xϕ, 0) , (0, 1, Y ϕ, 0)} .
En este caso













y si lo igualamos a cero, implica
Rrθrθ +X
ϕXϕRrϕrϕ = 0
XϕY ϕRθϕϕθ = 0
XϕRϕθϕθ = 0
.
Pero esto no se cumple, ya que aunque exijamos Xϕ =
Y ϕ = 0 siempre ocurrira´ que Rrθrθ 6= 0.
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Y t 6= 0.
Existe una base de la forma{(


































































































sin2 θ = 1. (A.2.30)
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Adema´s, como Xr 6= 0 podemos hacer
Y r = 0. (A.2.31)
Si desarrollamos la primera ecuacio´n de (A.2.28) llegamos a
XθY θ +XϕY ϕ sin2 θ = 0. (A.2.32)
Si desarrollamos la segunda ecuacio´n de (A.2.28) llegamos a
−1
2
Y θ + 2 (Xϕ)
2
Y θ sin2 θ − 2XθXϕY ϕ sin2 θ = 0. (A.2.33)
Utilizando (A.2.30) y (A.2.32) en (A.2.33) obtenemos
Y θ = 0 (A.2.34)
y por lo tanto, (A.2.32) queda
XϕY ϕ = 0. (A.2.35)
Si desarrollamos la tercera ecuacio´n de (A.2.28) teniendo en cuenta





− 2 (Xθ)2) = 0. (A.2.36)







pero utilizando (A.2.35) obtenemos
Xϕ = 0 (A.2.38)




que entra en contradiccio´n con (A.2.37).
Por lo tanto
Y ϕ = 0.





, (0, 0, 0, 1)
}


























Pero esto no se cumple, ya que Rrtrt 6= 0.
Por lo tanto, se puede concluir que no existen distribuciones auto-
planas en la me´trica de Schwarzschild, ya que de lo contrario contendr´ıan
subdistribuciones de dimensio´n 2 autoplanas, cosa que acabamos de de-
mostrar que no puede ocurrir.
Adema´s, como las componentes del tensor curvatura son distintas de
cero en todo punto del espacio-tiempo, tambie´n queda probado que no
existen subvariedades autoplanas.
2
A.2.4. Ejemplo VIII (Robertson-Walker)
Al igual que en el Ejemplo VII, en esta seccio´n vamos a demostrar que
no existen distribuciones autoplanas en la me´trica de Robertson-Walker.
Por lo tanto, segu´n el Teorema 3.1.30, tampoco existira´n distribuciones
regularmente auto-estables.
Proposicio´n A.2.2. En el espacio-tiempo de Robertson-Walker no exis-
ten distribuciones autoplanas.
Prueba:
Exigiendo que el espacio-tiempo de Robertson-Walker no sea plano
tenemos 
F ′′ 6= 0
F ′2 + k 6= 0
As´ı pues, las componentes del tensor curvatura distintas de cero son
las mismas que en la me´trica de Schwarzschild, y por lo tanto, si nos
planteamos encontrar una 2-distribucio´n Ω con base {X,Y } tal que
R (X,Y )X = 0
R (X,Y )Y = 0
193
Vicente Jose´ Bolo´s Lacave
entonces, siguiendo el mismo procedimiento que en el Ejemplo VII llega-
mos a que la u´nica posibilidad es considerar una base de la forma{(























































































y por lo tanto X ha de ser un campo ide´nticamente cero.
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Por lo tanto, se puede concluir que tampoco existen distribuciones au-
toplanas en la me´trica de Robertson-Walker, ya que de lo contrario con-
tendr´ıan subdistribuciones de dimensio´n 2 autoplanas, cosa que acabamos
de demostrar que no puede ocurrir.
2
A.2.5. Ejemplo IX (Robertson-Walker)
Vamos a dar un ejemplo de me´trica de tipo Robertson-Walker que
acepta subvariedades autoplanas. Para ello, primero vamos a hallar una
F (t) adecuada para que existan subvariedades autoplanas, suponiendo
k = 0 para facilitar los ca´lculos. As´ı pues, teniendo en cuenta (0.3.1),
la condicio´n que ha de cumplir F (t) aparte de ser positiva y de que su
derivada segunda F ′′ no sea ide´nticamente cero, es
2FF ′′ + F ′2 ≤ 0. (A.2.40)
La subvariedad candidata a ser autoplana es la definida por
F ′2 (t0) = 0, (A.2.41)
ya que as´ı las componentes del tensor curvatura Rijkl con i, j, k, l = r, θ, ϕ
son cero. Adema´s, por la forma en la que esta´ definida la subvariedad










y por lo tanto
R (X,Y )Z = 0
para todo X,Y, Z de la subvariedad, ya que las componentes implicadas
del tensor curvatura son cero. As´ı pues, vamos a hallar una F (t) que
cumpla (A.2.40) y que su derivada F ′ (t) se haga cero al menos en un punto
t0 para que se cumpla (A.2.41) y as´ı se pueda definir una subvariedad
autoplana.
Si buscamos una F de la forma
F (t) = −t2 +At+B,
exigiendo (A.2.41) obtenemos
F ′ (t0) = −2t0 +A = 0 −→ A = 2t0
y por lo tanto
F (t) = −t2 + 2t0t+B.
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t  -10 t  +10t0
Figura A.1: Gra´fica de la funcio´n F (t) entre t0 − 1 y t0 + 1.
t = -2
t = 0t  -10 t  +10t0
Figura A.2: Gra´fica de la funcio´n 2F (t)F ′′ (t) + F ′2 (t), que entre t0 − 1
y t0 + 1 es negativa.
Exigiendo (A.2.40) obtenemos
2FF ′′ + F ′2 = 2
(−t2 + 2t0t+B) (−2) + 4 (t0 − t)2 ≤ 0
−→ 2t2 − 4t0t−B + t20 ≤ 0
−→ B ≥ 2t2 − 4t0t+ t20.
Si escogemos
B = 2− t20
entonces, con t ∈ ]t0 − 1, t0 + 1[ se tiene
F (t) = −t2 + 2t0t+ 2− t20 > 0
F ′ (t0) = 0
2FF ′′ + F ′2 ≤ 0
.
tal y como se muestra en las Figuras A.1 y A.2.
La interpretacio´n geome´trica de este espacio-tiempo es la siguiente:
En t = t0 − 1 el espacio-tiempo se reduce a un punto singular r = 0.
Hasta t = t0 se va expandiendo, y a partir de t0 se va contrayendo hasta
t = t0 + 1, en el que vuelve a convertirse en un punto singular, r = 0, tal
y como se puede apreciar en la Figura A.3.
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    t = t  -1           t  -1 < t < t         t = t       t  < t < t  +1           t = t  +1
00 0 0 0 0 0
Figura A.3: Representacio´n esquema´tica de un espacio-tiempo que en t =
t0−1 es un punto singular r = 0, hasta t = t0 se expande y hasta t = t0+1
se contrae, hasta convertirse otra vez en un punto singular r = 0.
La subvariedad definida por t = t0 es autoplana, y coincide con el
tiempo de equilibrio del espacio-tiempo. No obstante, esta subvariedad
no es auto-estable.
A.2.6. Ejemplo X
En este ejemplo vamos a estudiar un caso de espacio-tiempo no plano
en el que hay una 2-foliacio´n regularmente auto-estable. Consideraremos
una me´trica en coordenadas cartesianas de la forma
ds2 = dx2 + dy2 + a (z) dz2 − b (z) dt2.




















Las componentes distintas de cero del tensor curvatura son




a′bb′ + ab′2 − 2abb′′)
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Las componentes distintas de cero del tensor de Einstein son
Gxx = Gyy = − 1
4a2b2
(
a′bb′ + ab′2 − 2abb′′) .
Para que sea definido positivo
a′bb′ + ab′2 − 2abb′′ ≤ 0





















si consideramos z > 0. Entonces la me´trica
ds2 = dx2 + dy2 + zdz2 − 1
z
dt2







es autoplana y auto-estable. Por lo tanto, aplicando el Teorema 3.1.30, es
tambie´n regularmente auto-estable.
A.2.7. Ejemplo XI (pp-wave)












cuyas variedades integrales tienen u = cte. Es autoplana y auto-estable,
por lo tanto es regularmente auto-estable. Efectivamente, una base regu-




































son 2-foliaciones regularmente auto-estables. Las dos primeras son nulas
y la tercera es espacial.
















A.3. Estabilidad en general
A.3.1. Ejemplo XII (Schwarzschild)


















Veamos que Ω es estable respecto a Ω′:
∇r ∂∂θ = Γθrθ ∂∂θ ∈ Ω
∇r ∂∂ϕ = Γϕrϕ ∂∂ϕ ∈ Ω
∇t ∂∂θ = 0 ∈ Ω
∇t ∂∂ϕ = 0 ∈ Ω

−→ ∇Ω′Ω ⊂ Ω.



















 −→ R (Ω′) Ω = 0.
Por lo tanto, aplicando el Teorema 3.1.30, resulta que Ω es regularmente
estable respecto a Ω′:
∇Ω′Ω = 0.
199
Vicente Jose´ Bolo´s Lacave













es una base regularmente estable respecto a Ω′.
A.3.2. Ejemplo XIII (Robertson-Walker)
Sean Ω,Ω′ las 2-foliaciones del Ejemplo XII. Veamos que Ω es estable
respecto a Ω′:
∇r ∂∂θ = Γθrθ ∂∂θ ∈ Ω
∇r ∂∂ϕ = Γϕrϕ ∂∂ϕ ∈ Ω
∇t ∂∂θ = Γθtθ ∂∂θ ∈ Ω
∇t ∂∂ϕ = Γϕtϕ ∂∂ϕ ∈ Ω

−→ ∇Ω′Ω ⊂ Ω.



















 −→ R (Ω′) Ω = 0.
Por lo tanto, aplicando el Teorema 3.1.30, resulta que Ω es regularmente
estable respecto a Ω′:
∇Ω′Ω = 0.













es una base regularmente estable respecto a Ω′.
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En los trabajos de Meca´nica Simple´ctica de J. M. Souriau se presen-
tan, estrechamente relacionadas, un par de estructuras simple´cticas: una
variedad simple´ctica y otra presimple´ctica (Souriau, 1970). La primera
representa los posibles movimientos de un sistema dina´mico y la segunda
su espacio de evolucio´n, de manera que las hojas de la foliacio´n carac-
ter´ıstica describen los movimientos del sistema. Este formalismo funciona
bien para casos de part´ıculas libres, tanto relativistas como no relativistas;
pero no se ha conseguido un estudio general satisfactorio para part´ıculas
en interaccio´n.
Los fibrados espigados se definieron con el propo´sito inicial de abor-
dar esta cuestio´n del modo ma´s general posible. Una clave se vio en la
Teor´ıa Gauge. En esta teor´ıa, el campo de interaccio´n se describe me-
diante una forma de conexio´n en un fibrado principal, y las part´ıculas
que interactu´an son representadas por secciones diferenciables de un fi-
brado vectorial asociado al principal de partida (Wu y Yang, 1975). El
“Principio de acoplamiento mı´nimo” no es ma´s que emplear derivadas
covariantes generadas a partir de la conexio´n dada en el fibrado vectorial
en vez de las derivadas parciales ordinarias.
Como el movimiento tiene que ser observado de alguna forma, debe
ser descrito en la variedad base del fibrado, que puede ser el espacio–
tiempo, si se trabaja en Relatividad; o el espacio eucl´ıdeo ordinario, si
se hace el estudio en F´ısica Cla´sica. El movimiento, que es representado
por las hojas de una foliacio´n caracter´ıstica, debe de ser proyectado a
la variedad base. Esto se consigue si se situ´a la foliacio´n caracter´ıstica
en la distribucio´n horizontal que posee todo fibrado asociado, heredada
de la conexio´n de Ehresmmann definida en el fibrado principal inicial.
Entonces las variedades presimple´cticas no pueden ser fibras tipo de los
nuevos fibrados. Ahora bien, siguiendo a Souriau, tiene que haber un par
formado por una variedad presimple´ctica y otra simple´ctica, de manera
que e´sta es variedad cociente de la primera. Esto motivo´ a que la fibra
tipo fuera simple´ctica, y que cada una de las fibras estuviese revestida por
una variedad presimple´ctica.
El razonamiento anterior permite enlazar las estructuras simple´cticas
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dadas en Relatividad Especial con la Relatividad Generalizada. Por un
lado sabemos que en un entorno “suficientemente pequen˜o” de un pun-
to arbitrario del espacio–tiempo, e´ste se comporta como un espacio de
Minkowski, pero adema´s, el formalismo fibrado, al ser ma´s flexible, per-
mite relacionar otras estructuras distintas a la del espacio de Minkowski.
Por ejemplo, podemos asignar a cada punto del espacio–tiempo, una var-
iedad simple´ctica dada para part´ıculas libres, que es como decir part´ıculas
de la relatividad especial desprovistas de cualquier tipo de interaccio´n.
Este modo de proceder concuerda con la idea de que el espacio–tiempo
se comporta en cada punto como un sistema inercial, y en consecuencia
tiene cabida las estructuras simple´cticas desarrolladas en tales sistemas.
Estudiar co´mo se modifican bajo un campo de interaccio´n es dar el modo
de relacionarse entre s´ı las fibras del fibrado en funcio´n de la conexio´n
responsable de la interaccio´n.
B.1. Introduccio´n a fibrados
En este apartado presentamos los resultados de fibrados que utilizamos
en lo sucesivo. Por supuesto no pretende ser un repaso exhaustivo sino que
nuestra intencio´n ha sido homogeineizar la notacio´n y hacer ma´s co´moda
la lectura de este Ape´ndice.
Dadas dos variedades diferenciables P , M y una aplicacio´n diferencia-
ble y suprayectiva pi:P−−→M , decimos que la terna ξ = (P,M, pi) es una
fibracio´n diferenciable. A P le llamamos espacio total, a M base y a pi
proyeccio´n.
Dos fibraciones ξ = (P,M, pi) y ξ′ = (P ′,M ′, pi′) se dice que son iso-








Esta propiedad puede darse localmente, es decir dada la fibracio´n difer-






Diremos que dos fibraciones diferenciables ξ = (P,M, pi) y µ = (P ′,M ′, pi′)
son localmente isomorfas si para todo m ∈ M existe un abierto U ⊂ M
conteniendo a m de modo que ξ|U y µ|U son isomorfas.
Dada una fibracio´n diferenciable ξ = (P,M, pi) y un punto m ∈ M
llamaremos fibra de ξ sobre m al conjunto pi−1(m). En general, se puede
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suponer que cada fibra tiene estructura de subvariedad regular de P (bas-
ta, por ejemplo, que pi sea una submersio´n). Una variedad diferenciable
N se dice que es fibra tipo de la fibracio´n ξ si es difeomorfa a cada fibra
de ξ.
Una fibracio´n ξ = (P,M, pi) decimos que es trivial con fibra tipo N
si es isomorfa a la fibracio´n (M ×N,M, p1), donde la aplicacio´n p1 es la
proyeccio´n sobre el primer factor y la aplicacio´n f dada en (B.4.28) es la
identidad. Y por tanto, se dice que ξ es localmente trivial con fibra tipo
N si es localmente isomorfa a la fibracio´n (M × N,M, p1), es decir, que
∀m ∈ M , existe un abierto U ⊂ M conteniendo a m y un difeomorfismo
λ:pi−1(U)−−→U ×N verificando
p1λ = pi. (B.1.3)
A estas aplicaciones les llamamos cartas de la fibracio´n o trivializaciones.
Consideramos G un grupo de Lie que actu´a libremente a derecha sobre
P (el espacio total de ξ), de manera que PG tiene estructura de variedad




= dimP − dimG.
Si ξ es isomorfa a la fibracio´n µ = (P, PG , pi
′) con pi′:P−−→PG la proyeccio´n
cano´nica, diremos que ξ es una G–fibracio´n diferenciable. En este caso,
existe un difeomorfismo f : PG−−→M , de manera que fpi′ = pi. Por tanto,
pi es una submersio´n, puesto que pi′ lo es y f es un difeomorfismo.
En Husemoller (1966), por ejemplo, se prueba que las fibras de una G–
fibracio´n principal son difeomorfas a G, y en Dieudonne´ (1981) se demues-
tra la siguiente condicio´n suficiente para que una fibracio´n diferenciable
sea G–fibracio´n principal:
Teorema B.1.1. Sean P una variedad diferenciable, G un grupo de Lie
que actu´a a derecha y libremente sobre P , M = P/G la variedad cociente
de modo que
dimM = dimP − dimG,
y pi:P−−→M la submersio´n cano´nica.
Entonces ξ = (P,M, pi) es una G–fibracio´n principal localmente trivial.
Antes de introducir el concepto de fibrado asociado, vamos a recor-
dar los conceptos de G-epacio derecha e izquierda. Llamamos G–espacio
derecha a un espacio topolo´gico X con una aplicacio´n continua ν:X ×
G−−→X definida por
ν(x, g) = xg x ∈ X, g ∈ G,
de manera que:
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i) ∀x ∈ X, s, t ∈ G se tiene que x(st) = (xs)t
ii) ∀x ∈ X, x e = x, donde e es el neutro de G.
Un G–espacio derecha X genera un G–espacio izquierda si definimos
la actuacio´n del grupo a la izquierda del modo siguiente:
s x = x s−1, ∀x ∈ X,∀t ∈ G.
Definicio´n B.1.2. Dados una G–fibracio´n ξ = (P,M, pi), y N un G–
espacio izquierda, denimos la relacio´n
(p, y) s = (ps, s−1y) ∀p ∈ P,∀y ∈ N,∀s ∈ G
que convierte a P × N en un G–espacio derecha que denotaremos como
PN =
P×N





= pi(p), p ∈ P, y ∈ N. (B.1.4)
Llamamos fibrado sobre M con fibra tipo N asociado a ξ a la G–fibracio´n
ξ[N ] = (PN ,M, piN ). Al grupo G se le llama grupo estructural.
Cuando la fibra tipo es N = IRs, y el grupo estructural es el grupo
lineal sobre IRs o cualquier subgrupo de Lie de e´ste, decimos que es un
fibrado vectorial.
En Husemoller (1966) se demuestra que ξ[N ] es una fibracio´n diferen-
ciable localmente trivial, y sus cartas se construyen del modo siguiente:
Dada φ:pi−1(U)−−→U × G una carta de ξ, podemos construir una carta










donde p1 y p2 son las proyecciones de U×G sobre U y G respectivamente.
Como las fibras de una G–fibracio´n principal ξ son isomorfas al grupo
G y ξ y ξ[G] son isomorfos, al fibrado ξ[G] se le llama fibrado principal o
G–fibrado principal.
Dado el intere´s de los G–fibrados principales en este Ape´ndice, prefe-
rimos resumir sus caracter´ısticas en la siguiente definicio´n (Kobayashi y
Nomizu, 1963):
Definicio´n B.1.3. Dada una variedad diferenciable M y un grupo de Lie
G, un G–fibrado principal (diferenciable) sobre M con grupo estructural
G consiste en una variedad diferenciable P y una accio´n de G sobre P
verificando las siguientes condiciones:
1. G actu´a libremente a la derecha de P ;
2. M es el espacio cociente de P por la relacio´n de equivalencia in-




3. P es localmente trivial, es decir, cada punto m de M tiene un en-
torno U tal que pi−1(U) es isomorfo con U×G en el sentido que existe





donde ϕ es una aplicacio´n de pi−1(U) en G verificando ϕ(ps) =(
ϕ(p)
)
s para cada p ∈ pi−1(U) y s ∈ G.
A este G–fibrado principal lo denotaremos ξ = (P,M, pi,G).
Definicio´n B.1.4. Dado un G–fibrado principal ξ = (P,M, pi,G), dire-
mos que un vector v ∈ TpP es vertical en un punto p ∈ P si
v ∈ kerpi∗p . (B.1.6)
Denotaremos Vp al conjunto de todos los vectores verticales en p. Este
conjunto es un subespacio vectorial de TpP que recibe el nombre de es-
pacio vertical.
Veamos algunas equivalencias de esta definicio´n.
Proposicio´n B.1.5. Dados un G–fibrado principal, ξ = (P,M, pi,G),
un punto p ∈ P y un vector v ∈ TpP , las siguientes condiciones son
equivalentes:
i) v es vertical.
ii) v es tangente a la subvariedad pi−1(p).
iii) v es el valor que toma un campo de Killing inducido por la accio´n
del grupo estructural.
Esto nos permite definir el concepto de conexio´n de la forma siguiente:
Definicio´n B.1.6. Sea M una variedad de dimensio´n q. Dado un G–
fibrado principal sobre M , ξ = (P, ,M, pi,G), una conexio´n H sobre P es
una q–distribucio´n que verifica
i) TpP = Hp ⊕ Vp, ∀p ∈ P.
ii) H es invariante a derecha, es decir
Ra∗Hp = Hpa, ∀p ∈ P, ∀a ∈ G.
A los espacios vectoriales Hp, con p ∈ P , se les denomina espacios
horizontales, y los vectores de Hp se denominan vectores horizontales.
Es inmediato comprobar que los espacios Hp son isomorfos a Tpi(p)M
haciendo uso de la aplicacio´n
pi∗p:Hp−−−→Tpi(p)M (B.1.7)
Definicio´n B.1.7. Sea m un elemento de M . Dado un vector v ∈ TmM ,
llamamos levantamiento horizontal de v al vector v ∈ Hp de modo que
pi(p) = m, y pip∗(v) = v.
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En Kobayashi y Nomizu (1963) se demuestra que dada c una curva
diferenciable de M que parte de un punto x0, para un punto arbitrario
u0 ∈ pi−1(x0), existe una u´nica curva diferenciable c en P , de manera que
c sea levantamiento horizontal de c y pic = c.
Definicio´n B.1.8. Dado unG–fibrado principal provisto de una conexio´n,
un vector v ∈ TP se descompone en un vector horizontal h y otro vertical
ZP (p) de la forma siguiente:
v = ZP (p) + h, (B.1.8)
donde ZP (p) es el valor del campo fundamental (o de Killing) en p, y por
tanto vertical (segu´n la Proposicio´n B.1.5).
Se llama forma de conexio´n a la 1–forma w, a valores en el a´lgebra de
Lie del grupo estructural G, definida por
wp:TpP−−→TeG, (B.1.9)
dada por wp(v) = Z. Esta 1-forma es diferenciable (Kobayashi y Nomizu,
1963), y gracias a ella se puede caracterizar de los vectores horizontales
de la forma siguiente:
v ∈ TpP es horizontal ⇐⇒ wp(v) = 0. (B.1.10)
Conexiones en fibrados asociados
Los conceptos de horizontal y vertical pueden trasladarse a fibrados
asociados de la forma siguiente:
Dados ξ = (P,M, pi,G) y ξ[N ] = (PN ,M, piN , G) un G–fibrado prin-
cipal y el fibrado asociado a ξ con fibra tipo N respectivamente. Dado
w ∈ PN , llamamos subespacio vertical, y lo denotamos Nw, al espacio












Como en los fibrados principales, se demuestra que
Nw = kerpi∗w . (B.1.12)
Dada la proyeccio´n cano´nica µ:P ×N−−→PN , podemos construir la apli-
cacio´n
µζ :P−−→PN ,
dada por µζ(u) = µ(u, ζ) con ζ ∈ N , que es una aplicacio´n diferenciable
y por propia construccio´n verifica
pi = piNµζ .
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Definicio´n B.1.9. Sean ξ = (P,M, pi,G) un G–fibrado principal y Hu el
subespacio horizontal en u ∈ P . Llamamos subespacio horizontal de PN
en w = µ(u, ζ) al subespacio Qw ⊂ TwPN definido por
Qw = µζ∗Hu. (B.1.13)
En Kobayashi y Nomizu (1963) se demuestran las siguientes propiedades:
Teorema B.1.10.
1) Qw no depende de las antiima´genes de w por µ.
2) Qw ∩ Fw = {0}.
3) µζ∗u es inyectiva en Hu.
4) Fw ⊕Qw = TwPN .
Con estas propiedades, la aplicacio´n
piN∗|Qw :Qw−−→TpiN (w)M, (B.1.14)
es un isomorfismo de espacios vectoriales.
Como ocurre en los fibrados principales, dada una curva c diferenciable
a trozos en M , existe una curva k en PN que es levantamiento horizontal
de c.
Proposicio´n B.1.11. Dada una curva k diferenciable a trozos de PN ,
es levantamiento horizontal de una curva c diferenciable a trozos en M si
y so´lo si el levantamiento cano´nico de la curva diferenciable que coincide
con k en el intervalo I pertenece al subespacio de k(t), ∀t ∈ I.
Una vez conocidos los conceptos de vector vertical y horizontal, as´ı co-
mo el de levantamiento cano´nico de una curva, tanto en fibrados princi-
pales como asociados, nuestro objetivo sera´ estudiar los transportes par-
alelos a lo largo de curvas en un fibrado asociado. Haciendo uso de que
el grupo estructural actu´a libremente, en Kobayashi y Nomizu (1963) se
demuestra la siguiente proposicio´n:
Proposicio´n B.1.12. Dado un G–fibrado principal ξ = (P,M, pi,G) y
un fibrado ξ[N ] = (PN ,M, piN , G) asociado a ξ con fibra tipo N , para






dada por u(y) = (u, y)G que verifica:
1) (uα)y = u(αy), α ∈ G
2) u es una biyeccio´n.
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Definicio´n B.1.13. Sea un G–fibrado principal ξ = (P,M, pi,G) provisto
de una conexio´n. Sean c una curva diferenciable deM y c su levantamiento










τht = c(t+ h) c(t)
−1
. (B.1.16)
En el caso particular de fibrados vectoriales, adema´s de las propiedades
del ep´ıgrafe anterior, se verifican muchas ma´s de las cuales entresacamos
algunas:
Definicio´n B.1.14. Una seccio´n de una fibracio´n λ = (L,B, p) es una
aplicacio´n s:B−−→L de manera que p s = 1B .
En un fibrado vectorial ξ[E], asociado al G–fibrado principal ξ, se
define la derivada covariante de secciones del modo siguiente:
Definicio´n B.1.15. Dada una curva c de M , y ϕ una seccio´n del fibrado
ξ[E] de modo que defϕ ∩ Im c 6= ∅, llamamos derivada covariante de ϕ












En Choquet et al. (1982) se enuncia y demuestra el siguiente resultado:
Teorema B.1.16. La derivada covariante de una seccio´n diferenciable
Y en un fibrado ξ[E], asociado al G–fibrado principal ξ y con fibra tipo E








Ra(t) es una traslacio´n a derecha de G correspondiente al elemento
a(t).
ρ es la accio´n a izquierda sobre E.
s es una seccio´n diferenciable de ξ, de manera que
defY = U ⊂ def s, Im c ⊂ U.
ψ es la aplicacio´n de G en G tal que ψ(a) = a−1 ∀a ∈ G.
Vt es la imagen de Y (c(t)) en la fibra tipo E respecto a la trivializacio´n
de ξ[E] inducida por s.
a(t) es la curva del grupo G que determina el levantamiento horizontal







La derivada covariante sobre secciones permite dar una caracterizacio´n
de las secciones diferenciables que se trasladan paralelamente de la forma
siguiente:
Teorema B.1.17. La condicio´n necesaria y suficiente para que una sec-
cio´n diferenciable Y de un fibrado vectorial ξ[E] se traslade paralelamente
a lo largo de una curva c (con dominio I), es que se verifique
∇c˙(t)Y = 0, ∀t ∈ I.
Ahora nuestro objetivo sera´ extender el concepto de derivada covari-
ante de secciones respecto a campos vectoriales de la variedad base.
Definicio´n B.1.18. Sea X un campo vectorial de la variedad base M y
ϕ una seccio´n diferenciable del fibrado ξ[N ]. La derivada covariante de ϕ
en la direccio´n de X en un punto m ∈M , se define como
∇Xϕ(m) = ∇c˙(0)ϕ,
donde c es la curva integral de X que pasa por m.
Definicio´n B.1.19. Una conexio´n lineal es una conexio´n de un fibra-
do principal ξ cuyo grupo estructural es G = GL(n, IR), donde n es la
dimensio´n de la base.
En el fibrado ξ podemos definir Λ, una 1–forma en P , a la que lla-
maremos forma cano´nica, y viene dada por
Λu(ζ) = u
−1(pi∗ζ), ζ ∈ TuP, (B.1.19)
donde u esta´ definida en el fibrado vectorial asociado con fibra tipo IRn.
El siguiente resultado se encuentra en Kobayashi y Nomizu (1963).
Proposicio´n B.1.20. Sea {ei}ni=1 una paralelizacio´n local definida en un







siendo X un campo vectorial de M , y s la seccio´n del fibrado de las ref-
erencias de M definida por la paralelizacio´n de la forma
s(x) =
(
e1(x), e2(x), ..., en(x)
)
.
Dada una carta F de funciones coordenadas (x1, x2, ..., xn) consider-











. Esta base se puede considerar
209
Vicente Jose´ Bolo´s Lacave
como generadora de referencias en el fibrado (R(M),M, pi). Construimos














donde U = defF .
Si representamos por χ(M) al conjunto de los campos vectoriales sobre
M y consideramos la aplicacio´n Φ:χ(M)× χ(M)−−→χ(M), dada por
Φ(X,Y ) = ∇XY, (B.1.20)
satisfaciendo las condiciones de una conexio´n de Koszul, existe una u´nica
conexio´n lineal en M de manera que ∇XY es la derivada covariante de Y
en la direccio´n de X para esta conexio´n.
B.2. Fibrados simple´cticos en Relatividad
A partir del e´xito de los fibrados principales con conexio´n para ex-
plicar la teor´ıa gauge (Wu y Yang, 1975), el uso de fibrados para estudiar
feno´menos f´ısicos ha experimentado un notable incremento. En concreto,
una de las tendencias de la Meca´nica Simple´ctica ha sido la construc-
cio´n de fibrados asociados cuya fibra tipo es una variedad simple´ctica que
representa el sistema dina´mico que se va a estudiar (Souriau, 1970) y en
los que la interaccio´n se explica a partir de una conexio´n. Dependiendo
de la estructura geome´trica que se imponga al sistema dina´mico, los fi-
brados simple´cticos que se obtienen sera´n vectoriales o no. Analicemos
brevemente las dos posibilidades.
Definicio´n B.2.1. (Morvan, 1984) Sea λ = (M,B, pi,E) un fibrado vec-
torial con base B y fibra tipo el espacio vectorial simple´ctico E. Decimos
que δ es un fibrado vectorial simle´ctico si existe una dos forma ω de man-
era que para cada b ∈ B, ωb es una forma simple´ctica en la fibra pi−1(b).
Este tipo de fibrados es muy u´til para estudiar subvariedades La-
grangianas asociadas con el concepto de polarizacio´n en cuantizacio´n ge-
ome´trica (Morvan, 1984), pero no permite estudiar sistemas dina´micos
que no puedan representarse como espacios vectoriales. Por ejemplo, J. M.
Souriau describe las part´ıculas elementales con spin mediante la variedad
simple´ctica IR6 × S2, cuando tienen masa, y mediante IR4 × S2 cuando
no tienen masa (Souriau, 1970, 1997). Obviamente un fibrado vectorial
simple´ctico no permite describir la evolucio´n de estos sistemas dina´micos.
Guillemin, Lerman y Sternberg proponen (Guillemin et al., 1996) una
estructura ma´s general que permite resolver estos inconvenientes:
Definicio´n B.2.2. (Guillemin et al., 1996) Una fibracio´n (M,B, pi, U)
con base B y fibra tipo la variedad simple´ctica U es una fibracio´n sim-
ple´ctica si se verifica:
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i) Las fibras pi−1(b), b ∈ B, son variedades simple´cticas.
ii) Existe una 2-forma ω en M de manera que
i(v1 ∧ v2) dw = 0
para cada par de campos vectoriales v1 y v2.
iii) La restriccio´n de ω a cada fibra, ω|pi−1(b) , es la forma simple´ctica de
la fibra.
En una fibracio´n simple´ctica existe una conexio´n simple´ctica Γ com-
patible con la 2-forma ω y los traslados paralelos de Γ son simplectomor-
fismos.
Esta estructura permite reformular la Meca´nica Simple´ctica en te´rmi-
nos de fibrados, pero no considera expl´ıcitamente algunos aspectos fun-
damentales. Estas fibraciones simple´cticas, no esta´n asociadas a ningu´n
fibrado principal y no tienen ningu´n grupo estructural que permita incor-
porar la teor´ıa de frupos dina´micos. Adema´s, es conocido (Souriau, 1970)
que la evolucio´n de un sistema dina´mico (U, σ) cuyo espacio de evolu-
cio´n es una variedad presimple´ctica (V, σV ) puede obtenerse estudiando
la foliacio´n caracter´ıstica de V , es decir ker (σVb). La Definicio´n B.2.2 no
implica la existencia de variedades presimple´cticas ni de ninguna foliacio´n
capaz de describir la evolucio´n de la fibra tipo, por tanto, en nuestra opi-
nio´n, las fibraciones simple´cticas son demasiado generales para resultar
operativa.
Desde principios de los 90, Liern y Olivert propusieron trabajar (Liern
y Olivert, 1992) con la estructura de fibrado espigado. Esta estructura, a
pesar que fue concebida de forma independiente, puede obtenerse a partir
de la Definicio´n B.2.2 an˜adiendo algunas condiciones:
(C1) La fibracio´n (M,pi,B,U) es un G-fibrado asociado a un G-fibrado
principal con conexio´n.
(C2) El fibrado contiene una foliacio´n que muestra la evolucio´n del sis-
tema dina´mico.
(C3) El espacio total del fibrado contiene variedades presimple´cticas que
son los espacios de evolucio´n de los sistemas dina´micos.
Sin embargo, no creemos conveniente manejarla de esta forma sino
como lo hacemos en la seccio´n siguiente.
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B.3. Estructura espigada
Definicio´n B.3.1. Sea δ = (P,B, pi,G) una G–fibracio´n principal pro-
vista de una conexio´n H y (F, σ) una variedad simple´ctica de Hausdorff
G–espacio izquierda, tal que G actu´a sobre F por simplectomorfismos. El
fibrado asociado a δ con fibra tipo F , se llama fibrado espigado si existe
una foliacio´n S contenida en la distribucio´n horizontal H tal que cada
fibra corta en un punto (a lo sumo) a cada hoja de S.
Al fibrado espigado para la foliacio´n S lo denotamos
δ[F ](S) = (PF , B, piF , G;S).
Como se vera´ ma´s adelante, la foliacio´n S no es u´nica, por tanto hemos
preferido que aparezca de forma expl´ıcita en la notacio´n.
Proposicio´n B.3.2. Dado δ[F ](S) = (PF , B, piF , G;S) un fibrado espi-
gado , cada fibra Fb = piF
−1(b) tiene una estructura simple´ctica cano´nica.
Prueba:
Al actuar G por simplectomorfismos sobre F , podemos definir sobre
cada fibra Fb = piF
−1(b) una estructura simple´ctica σb de manera natural
de la forma siguiente:
Sean ϕα : pi
−1 (Uα) → Uα × G difeomorfismos locales para δ tales
que ϕα (p) = (pi (p) , ψα (p)). A partir de ellos definimos otros para δ [F ]
denotados por ϕ˜α:pi
−1
F (Uα)→ Uα × F y dados por
ϕ˜α ([p, f ]) = (pi (p) , ψα (p) · f) ,
donde [p, f ] = (p, f)G ∈ PF .
Como las fibras Fb son subvariedades de PF , las inyecciones cano´nicas
ib:Fb−−→PF son aplicaciones diferenciables, con lo que construimos las
aplicaciones
ϕ˜α (b) = pr2 ◦ ϕ˜α ◦ ib:Fb−−−−−→F,
donde pr2:Uα×F → F es la proyeccio´n sobre la segunda componente. Se
tiene que ϕ˜βα (b) = ϕ˜β (b) ◦ ϕ˜α (b)−1 :F → F viene dado por
ϕ˜βα (b) (f) = gβα (b) · f
donde gβα:Uα ∩ Uβ → G son las funciones de transicio´n del fibrado prin-
cipal δ. Como G actu´a por simplectomorfismos sobre F , las aplicaciones
ϕ˜βα (b) son simplectomorfismos ∀b ∈ Uα ∩ Uβ , es decir,
ϕ˜∗αβσ = σ.
Si se define la estructura simple´ctica σb sobre Fb mediante





que esta´ bien definida, ya que de






Teorema B.3.3. Sea δ[F ](S) = (PF , B, piB , G;S) un fibrado espigado. La
foliacio´n S contenida en la distribucio´n horizontal induce una foliacio´n Ω
sobre B dada por
Ω =
{
Xcampo de B : piF∗Y = X ◦ piF , Y ∈ S
}
. (B.3.21)
de manera que dimΩ = dimS.
Prueba:
Sabemos que la proyeccio´n piF :PF−−→B es una submersio´n. Si defino
X : B −→ TB
b 7−→ piF∗Ym, m ∈ pi−1F (b)
como piF∗Ym = piF∗Ym′ con m,m′ ∈ pi−1F (b), tendre´ bien definido el cam-
po X de B.
Entonces, para cada campo vectorial Y de la foliacio´n S ⊂ Q ⊂ TPF
existe un campo vectorial X de B que verifica piF∗Y = X ◦ piF , por tanto
tiene sentido considerar (B.3.21).
Supongamos que dimS = p. Para cada m ∈ B, Ω(m) es un subespacio
vectorial de TmB. Como piF∗m:Qm−−→TmB es un isomorfismo,
dimSm = dim Ω(m) = p.
Entonces, Ω es una p–distribucio´n. Veamos que Ω es tambie´n una foliacio´n:
Sean Y1, Y2 dos campos vectoriales de S. Existen dos campos X1, X2 ∈
Ω tales que
piF∗Y1 = X1 ◦ piF
piF∗Y2 = X2 ◦ piF .
Entonces, piF∗ [Y1, Y2] = [X1, X2] ◦ piF , y por definicio´n de la foliacio´n Ω,
el corchete [X1, X2] ∈ Ω. 2
En Liern (1995), Liern y Olivert (1995b) y Moreno (1996) se impuso
a los fibrados espigados que la foliacio´n S y la foliacio´n vertical R(p) =
KerpiF∗p deb´ıan poseer el mismo atlas de cartas planas. Sin embargo, en
la siguiente proposicio´n veremos que esta condicio´n es redundante.
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Proposicio´n B.3.4. Dado δ[F ](S) = (PF , B, piF , G;S) un fibrado espi-
gado, las foliaciones S y R(p) = KerpiF∗p admiten el mismo atlas de
cartas planas.
Prueba:
Suponemos que dimB = n, dimF = r, por tanto dimPF = n+ r.
Sea ϕ una carta de B con funciones coordenadas (x1, . . . , xn) que es
plana para la foliacio´n Ω. Por ser piF una submersio´n existe una carta de
Φ de PF con funciones coordenadas (x1, . . . , xn, xn+1, . . . xn+r) de modo
que
ϕpiF Φ
−1(z1, . . . , zn, zn+1, . . . , zn+r) = (z1, . . . , zn),








= 0, 1 ≤ j ≤ r, por tanto
∂
∂xn+j
, 1 ≤ j ≤ r, son elementos de la foliacio´n vertical. 2
A continuacio´n caracterizaremos la estructura de fibrado espigado,
pero antes expondremos, a modo de Lema, una idea que se utilizara´ varias
veces a lo largo de la memoria.
Lema B.3.5. Sea Ω una foliacio´n en una variedad diferenciable de Haus-
dorff V . Sea Σ una subfoliacio´n de Ω. Entonces, Σ induce una foliacio´n
Σ′ en V (Ω) isomorfa a Σ′. Adema´s, las hojas de Σ′1 esta´n contenidas en
las hojas de Ω.
Prueba:
Sean X,Y dos campos de la foliacio´n Ω. Como V (Ω) es variedad inte-
gral de Ω, es subvariedad de V . Sea la inmersio´n cano´nica i:V (Ω)−−→V ,
que verifica i∗(TxV (Ω) = Ω(x). Por consiguiente los campos de la foliacio´n
son tangentes a V (Ω), y por tanto existen X ′, Y ′ campos vectoriales de
V (Ω) de modo
j∗X ′ = X ◦ j, j∗Y ′ = Y ◦ j,
es decir,
i∗[X ′, Y ′] = [X,Y ] ◦ i. (B.3.22)
Sea
Σ′ := {X ′ : i∗X ′ = X ◦ i, Xcampo de Σ} (B.3.23)
Sabemos que Σ′ 6= ∅ puesto que Σ 6= ∅. Teniendo en cuenta (B.3.22) y
el Teorema de Frobe¨nius se tiene que Σ′ es una foliacio´n de V (Ω) que,
claramente es isomorfa a Σ.
1Cuando no sea necesario distinguir entre ambas foliaciones a Σ′ la seguiremos
llamando Σ para no recargar la notacio´n.
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Adema´s, toda hoja de Σ′ es un conexo de V (Ω), luego estara´ contenida
en una componente conexa de V (Ω), y e´sta necesariamente es una hoja
de Ω. 2
Necesitamos tambie´n caracterizar las foliaciones regulares mediante la
existencia de subvariedades transversales a las mismas:
Proposicio´n B.3.6. Sea V una variedad diferenciable de dimensio´n n.
Una foliacio´n Ω de dimensio´n p (p < n) sobre V es regular si y so´lo
si en cada punto m ∈ V existe una subvariedad M , que contiene a m,
transversal a Ω tal que corta a las hojas en un solo punto a lo ma´s.
Prueba:
Consideremos que Ω sea una foliacio´n regular; tomemos un punto m ∈
V y una carta plana F de entorno coordenado conexo de manera que
m ∈ def F . Sea H la hoja que contiene a m. Como la foliacio´n es regular,
existe una placa Ua tal que
m ∈ Ua = F−1
(
IRp × {a}) = H ∩ def F,
donde
(α, a) = F (m).




sera´ subvariedad de V . Por construccio´n esta subvariedad es transver-
sal a H y corta a e´sta en el punto m.
Estudiemos la implicacio´n contraria:
Sea i la inmersio´n cano´nica de M en V : i:M−−→V . Por la condicio´n
de transversalidad,
i∗x(M) + Ω(x) = TxV, ∀x ∈M,
y como M corta las hojas en un solo punto, se tiene que dimM = n− p.
Sea F una carta plana para la foliacio´n Ω de tal manera que su entorno
coordenado, def F , sea conexo, y construimos la aplicacio´n
pr2 ◦ F ◦ i: i−1(def F )−−−−−→IRn−p.
Esta aplicacio´n es diferenciable y de rango n − p. Para ver que es un
difeomorfismo (y por tanto carta de M), basta probar que pr2 ◦G ◦ i sea
inyectiva.
Partimos de
pr2 ◦ F (x1) = pr2 ◦ F (x), con x1, x ∈M.
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Esto hace que x1, x pertenezcan a una misma placa de F , que es conexa
debido a que def F se ha elegido conexo. Entonces esta placa estara´ con-
tenida en una hoja H ′, y por tanto
x1, x ∈ H ′ ∩M ;
pero por hipo´tesis esta interseccio´n so´lo contiene un punto, de donde
x1 = x.
Llamemos ϕ = pr2 ◦ F ◦ i la carta de M , y sea f una carta de V (Ω)
inducida por F . Debido a que el entorno coordenado de F es conexo,
def f e Imf son conexos y, por tanto, def f estara´ contenido en alguna
hoja. Tomemos un punto arbitrario m ∈ V . Existe una hoja H y una
subvariedad M transversal a H que corta a la hoja H en el punto m.
Elegimos una carta plana (que podemos seguir llamando F ) de entorno
coordenado conexo tal que m ∈ def F y que ImF sea un entorno cu´bico
C1 × C2 de F (m). Entonces
{m} = M ∩H ∩ def F.
Si consideramos ϕ la carta de M inducida por F por el me´todo que hemos
descrito, tenemos
F (M ∩ def F ) = C ′1 × Imϕ, F (H ∩ def F ) = Imf × C ′2,
con C ′1 ⊂ Imf ⊂ C1 y C ′2 ⊂ Imϕ ⊂ C2.







= F (M ∩H ∩ def F )
= F (M ∩ def F ) ∩ F (H ∩ def F )
= (C ′1 × Imϕ) ∩ (Imf × C ′2)
= (C ′1 ∩ Imf)× (Imϕ ∩ C ′2).
Esto conduce a
{α} = C ′2 ∩ Imf {a} = C ′2 ∩ Imϕ,
de donde
{a} = C ′2.
En consecuencia,
F (H ∩ def F ) = Imf × {a},
y por tanto
H ∩ def F = F−1(IRp × {a}) = Ua.
que es una placa de F . Debido a que m es arbitrario, resulta que Ω es
foliacio´n regular. 2




Teorema B.3.7. (Teorema de caracterizacio´n) Sea δ = (P,B, pi,G)
una G–fibracio´n principal provista de una conexio´n H. Sea (F, σ) una
variedad simple´ctica Hausdorff G–espacio izquierda sobre la que G actu´a
por simplectomorfismos. Un fibrado asociado δ [F ] = (PF , B, piF , G) con
fibra tipo F es espigado si y so´lo si para cada b ∈ B existe (Vb, σVb) ⊂ PF
variedad presimple´ctica regular de modo que:
a) La familia {Vb| b ∈ B} recubre todo PF , como conjuntos.
b) dimVb = k (constante) ∀b ∈ B
c) Existe ψb : Vb → pi−1F (b) una submersio´n suprayectiva tal que ca-
da fibra pi−1F (b) es una variedad cociente de la variedad Vb por la
foliacio´n caracter´ıstica de σVb .
d) Dados b, d ∈ B , si Vb ∩ Vd 6= ∅, entonces Vb = Vd.
e) ker (σVb)w ⊂ Qw donde Q es la distribucio´n horizontal de PF in-
ducida por la conexio´n H y w ∈ Vb
Este teorema permite analizar la estructura interna de δ[F ](S) como
un fibrado de fibraciones. Para cada elemento de la base, b ∈ B, por
la Proposicio´n B.3.2, existe una variedad simple´ctica pi−1F (b), y por el
Teorema B.3.7 existen una variedad presimple´ctica Vb y una submersio´n
suprayectiva ψb : Vb → pi−1F (b) de manera que cada fibra, pi−1F (b) es una
variedad cociente de Vb por la foliacio´n S. Entonces, para cada b ∈ B la
terna βb = (Vb, pi
−1























Fig 1. Esquema de un fibrado espigado
El Teorema B.3.7 implica que E = {Vb | b ∈ B}, sea una variedad
presimple´ctica. Dado z ∈ E, por (d) del Teorema B.3.7, existe una u´nica
variedad presimple´ctica Vm de manera que z ∈ Vm. La 2-forma presim-
ple´ctica de E viene dada por
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donde X ′, Y ′ son campos vectoriales i-relacionados con X,Y , respectiva-
mente, e i:Vm → E es la inmersio´n cano´nica.
Nota B.3.8. La Proposicio´n B.3.2 garantiza que la estructura de fibrado
espigado satisface las condiciones (i) y (iii) de la Definicio´n B.2.2 y la ex-
presio´n (B.3.24) muestra la forma expl´ıcita de la 2-forma ω dada en (ii) de
la Definicio´n B.2.2. Adema´s, un fibrado espigado satisface las condiciones
(C1) y (C2) de la seccio´n anterior de forma evidente y la condicio´n (C3)
es una consecuencia inmediata del Teorema B.3.7.
B.4. Ana´lisis de estabilidad
En trabajos previos (por ejemplo, Liern y Olivert, 1995b), se muestra
que la utilidad de los fibrados para describir feno´menos f´ısicos viene de-
terminda por la ley de movimiento. Sin embargo, a partir de Liern y Oliv-
ert (1999) surge el concepto de c-etabilidad en fibrados espigados como
una condicio´n geome´trica sobre el espacio total del fibrado. Sin embargo,
las relaciones entre la ley de movimiento sobre la variedad base y la c-
estabilidad no han sido estudiadas. Precisamente los resultados obtenidos
en el Cap´ıtulo 3 de esta Tesis permiten analizar algunas relaciones y mar-
can posibles l´ıneas futuras de investigacio´n en este tema.
En un fibrado espigado existen dos conexiones inducidas por la conexio´n
del G-fibrado principal que lo genero´, una en el espacio total del fibrado
asociado y otra en el fibrado tangente de la variadad base del espigado. Por
supuesto, puede ocurrir que la variedad base tenga otra conexio´n adema´s
de la inducida, en este caso necesitamos propiedades que relacionen ambas
conexiones.
Definicio´n B.4.1. Sea λ[F ](S) = (PF , B, piF , G;S) un fibrado espigado,
de manera que B posee una conexio´n, sea X un campo vectorial arbitrario
de la foliacio´n Ω, y c una curva integral del campo X con dominio I. Con-
sideramos
τ ct :Tc(0)B−−→Tc(m)B, t ∈ I,
el transporte paralelo a lo largo de la curva c. Se dira´ que el fibrado









, t ∈ I. (B.4.25)
En Liern (1995) y Liern y Olivert (1995a), se prueba que
Teorema B.4.2. Sea λ[F ](S) un fibrado espigado provisto con una co-
nexio´n lineal y dotado de Ley de Movimiento.
i) Si la foliacio´n Ω es de dimensio´n 1, esta ley origina geode´sicas.
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ii) Si la foliacio´n Ω es de dimensio´n k, 1 < k < dimB, esta ley genera
variedades integrales totalmente geode´sicas.
Esta ley no permite trabajar con ninguna familia de simplectomorfis-
mos, ya que la variedad base, B, no es presimple´ctica ni simple´ctica. En
consecuencia, dif´ıcilmente pueden conservarse las variedades integrales de
la foliacio´n Ω a lo largo del tiempo, de ah´ı que podamos entender que estas
variedades no son estables. Es necesario, pues, dar otra ley de movimiento
en la que intervengan simplectomorfismos con el fin de que las estructuras
simple´cticas se mantengan a lo largo del tiempo.
En este sentido Liern y Olivert introdujeron en (Liern, 1995; Liern y
Olivert, 1997) una ley de movimiento en PF de la forma siguiente:
Definicio´n B.4.3. Sea c una curva diferenciable de PF . Dado
τ ct :pi
−1
F (c(0))−−→pi−1F (c(t)), t ∈ I,




t (p), t ∈ I, donde p = piF (c(0)).
Decimos que λ[F ](S) es c-estable si dado to ∈ I, la aplicacio´n
γto :E−−→E, t ∈ I,
es un simplectomorfismo.
No´tese que esta ley de movimiento implica que en PF existen curvas
que preservan la foliacio´n de las variedades presimple´cticas del fibrado
espigado (dadas en el Teorema B.3.7) de modo que en las fibras coinciden
con el traslado paralelo.
A continuacio´n analizamos algunas consecuencias de la c-estabilidad.
Sean L una subvariedad regular de B y γ(t, q): IR × PF−−→PF una fa-
milia de curvas diferenciables verificando la ley de estabilidad dada en la
Definicio´n B.4.3 de modo que
piF γ ⊂ L.
Podemos definir
γ′(t, piF (q)) = (piF γ)′(t, q), t ∈ IR, q ∈ PF . (B.4.26)
Proposicio´n B.4.4. γ′ define una familia de curvas diferenciables.
Prueba:
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Veamos que (piF γ)
′ es diferenciable:
La aplicacio´n piF γ: IR×B−−→B es diferenciable. En consecuencia, como L
es subvariedad regular de B, (piF γ)
′: IR×F−−→L tambie´n es diferenciable.
Teniendo en cuenta la expresio´n (B.4.26) se tiene
γ′(1IR × piF ) = (piF γ)′. (B.4.27)
Como piF es una submersio´n suprayectiva, γ
′ es diferenciable. 2
Dada L subvariedad de B, podemos construir el pull–back de ξ[F ]
asociado a la inclusio´n cano´nica i:L−−→B, que denotaremos
i∗(λ[F ]) = (P ∗F , L, (pr1)F , G),













(pr1)F (m,x) = m, pr2(m,x) = x, ∀(m,x) ∈ P ∗F . (B.4.29)
En Liern y Olivert (1999) se demuestra que i∗(λ[U ]) es un fibrado con
la foliacio´n
S1 = {X ′ = (piF∗X,X) : X campo vectorial de S},
que denotaremos i∗(λ[U ])(S1) = (P ∗F , L, (pr1)U , G;S1).
Teniendo en cuenta esta construccio´n, se tiene el siguiente resultado
Proposicio´n B.4.5. La ley de estabilidad dada en la Definicio´n B.4.3
induce una ley de movimiento en i∗(λ[F ])(S1).
Prueba:
Por el Teorema B.3.7 sabemos que en PF y P
∗
F existen familias de












pueden ser dotadas de estructura presimple´ctica que denotaremos (E, σ)
y (E∗, σ˜) respectivamente.
Definimos una familia de curvas γ˜: IR× PF−−→PF verificando
γ˜ = (γ′, γ). (B.4.30)
Esta´ bien definida porque de acuerdo con la expresio´n (B.4.26), piF γ
′ = γ,
y con ello Im γ˜ ⊂ P ∗U . Adema´s, son diferenciables porque sus dos compo-
nentes lo son.
Veamos que si fijamos to ∈ I son simplectomorfismos:
Sabemos que σ˜ = pr∗2σ (ver Abraham y Marsden, 1978) y por con-
struccio´n pr2γ˜ = γpr2. Como la curva γto es un simplectomorfismo se
tiene que γtoσ = σ. Entonces, dado to ∈ I,












Adema´s, las restricciones de los simplectomorfismos a las fibras son
los traslados paralelos porque las fibras de PF y P
∗
F coinciden y γ verifica
la ley de movimiento de PF . 2
Si en particular la subvariedad L es una variedad de Landau Lp De
la construccio´n hecha en este ep´ıgrafe, podemos concluir que dado un
punto mo ∈ Lp si aplicamos la ley de movimiento a curvas cerradas (que
empiezan y terminan en mo), las curvas del espacio total sera´, curvas
de movimiento. Como adema´s son traslados paralelos en las fibras, ca-
da curva define un elemento del grupo de holonomı´a. Como el grupo de
holonomı´a de i∗(λ[F ])(S1) es discreto, el subconjunto de las curvas que
describen movimientos tambie´n sera´ discreto. Es decir que hay una can-
tidad numerable de simplectomorfismos en el espacio total.
As´ı, dada una hoja H de la foliacio´n S1 existe una cantidad numerable
de hojas transformadas. Aplicando el Teorema de Noether a cada una de
estas hojas se obtiene una cantidad discreta de magnitudes transformadas.
Relaciones entre c-estabilidad, ley de movimiento y estabilidad
de foliaciones
Hasta ahora la condicio´n de c-estabilidad y la ley de movimiento de
un fibrado espigado se hab´ıan presentado por separado. Sin embago, a
partir de los resultados del Cap´ıtulo 3 de esta Tesis podemos ver que en
realidad pueden verse como dos casos particulares de la estabilidad entre
foliaciones.
Dado un fibrado espigado λ[F ](S) con ley de movimiento y c-estable
para una curva c con dominio I.
i) La ley de movimiento equivale a que Ω sea auto-estable.
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ii) Para cada to ∈ I, la aplicacio´n γto :E−−→E es un simplectomorfismo.
La variedad E es presimple´ctica con 2-forma de Lagrange σE . La
foliacio´n caracter´ıstica kerσ[ es invariante por los simplectomorfis-
mos. Como adema´s estas curvas, γ, coinciden con los traslados par-
alelos, se tiene que la foliacio´n permanece invariante por traslados
paralelos. Esto puede interpretarse como estabilidad de la foliacio´n




En esta memoria se ha introducido un nuevo formalismo para trabajar
con distribuciones en general, se han estudiado sus propiedades y se ha
analizado su aplicabilidad a diferentes aspectos f´ısicos. En concreto, los
resultados ma´s destacables son los siguientes:
A partir del concepto de base asociada a un observador, se han
obtenido de forma natural expresiones para el efecto Doppler y la
aberracio´n de la luz en Relatividad General.
Se han definido y estudiado nuevos conceptos que relacionan dis-
tribuciones mediante observadores y a la inversa, como la igualdad
salvo orientaciones entre dos distribuciones para un observador y
la Ω-relacio´n entre dos observadores. Se han obtenido propiedades
relacionadas con estos conceptos y se han aplicado a la aberracio´n
de la luz: Dada una distribucio´n nula Ω de dimensio´n o´ codimensio´n
1, dos congruencias de observadores U y U ′ esta´n Ω-relacionadas si
y so´lo si no hay efectos de aberracio´n entre los observadores de U y
U ′ al observar Ω.
Trabajando siempre dentro de un entorno normal convexo, se ha
extendido el concepto de causalidad, introduciendo la causalidad
tangencial, que se interpreta como una causalidad observada. Se
han obtenido mu´ltiples propiedades relacionadas con la causalidad
tangencial en general y, en concreto, aplicada a las subvariedades de
horismos y de Landau: las subvariedades de horismos son siempre
nulas y tangencialmente nulas; sin embargo, no podemos asegurar
que las subvariedades de Landau sean siempre espaciales, aunque
s´ı podemos asegurar que son siempre tangencialmente espaciales.
Se han estudiado las condiciones de existencia de foliaciones de Lan-
dau espaciales (cuyas hojas son subvariedades de Landau espaciales)
generadas por una l´ınea de universo temporal β. Como resultado se
ha obtenido que para asegurar la existencia de estas foliaciones en
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algu´n entorno es necesario que el campo adaptado del tangente β
sea sincronizable en este entorno. Sin embargo, las foliaciones de ho-
rismos nulas (cuyas hojas son subvariedades de horismos) generadas
por una l´ınea de universo temporal siempre existen en los entornos
normales convexos.
Se ha estudiado un nuevo me´todo para adaptar vectores mediante
foliaciones en general. Este me´todo sirve para extender un obser-
vador a toda una congruencia de observadores y hacer aplicables
los resultados obtenidos en el Cap´ıtulo 1 a los observadores individ-
uales. Tambie´n nos permite definir el concepto de emisio´n puntual y
estudiar su direccio´n propia y su frecuencia propia mediante la con-
gruencia de observadores propia asociada, obtenie´ndose expresiones
para la aberracio´n de la luz y el efecto Doppler.
Se ha generalizado la Ley de Movimiento (condicio´n de totalmente
geode´sica) mediante el concepto de estabilidad entre distribuciones
en general.
Dada una distribucio´n Ω, el Lema de Dualidad nos asegura que Ω
y Ω⊥ se comportan igual ante la estabilidad.
Se han estudiado diferentes aspectos de la estabilidad (estabilidad
regular, auto-estabilidad y auto-estabilidad regular), as´ı como la re-
lacio´n entre la estabilidad y la estabilidad regular, en la que entra
en juego la curvatura: dadas dos distribuciones Ω y Ω′, si Ω es es-
table respecto a Ω′, entonces Ω es regularmente estable respecto a
Ω′ si y so´lo si Ω′ es plana respecto a Ω. Este resultado ha generado
diversos subcasos importantes: si Ω′ es de dimensio´n 1, o si estamos
en un espacio-tiempo plano, entonces la estabilidad y la estabilidad
regular son propiedades equivalentes. Este hecho tiene una espe-
cial relevancia, ya que estudiar la estabilidad regular es mucho ma´s
sencillo que estudiar la estabilidad.
Adema´s, se ha realizado un estudio de estabilidad entre subvar-
iedades ana´logo al hecho para distribuciones.
Por u´ltimo, se han recopilado en un Ape´ndice diversos ejemplos de
estabilidad entre distribuciones en diferentes espacio-tiempos. Las
principales conclusiones que se pueden extraer de estos ejemplos
son las siguientes:
• En Schwarzschild, no existen distribuciones autoplanas y por
lo tanto no existen foliaciones regularmente auto-estables. Ade-
ma´s, no existen subvariedades autoplanas.
• En Robertson-Walker no existen distribuciones autoplanas y
por lo tanto no existen foliaciones regularmente auto-estables.
Sin embargo, existen subvariedades autoplanas.
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• Existen espacio-tiempos no planos capaces de albergar 2-folia-
ciones espaciales regularmente auto-estables.
• Existen espacio-tiempos no planos capaces de albergar 3-folia-
ciones nulas regularmente auto-estables, como los del tipo pp-
wave.
La c-estabilidad y la Ley de Movimiento se hab´ıan presentado co-
mo dos propiedades independientes. A partir de la estabilidad entre
foliaciones se comprueba que ambas son casos particulares de esta-
bilidad aplicada a fibrados.
C.2. Problemas abiertos
Bu´squeda de ejemplos en los que dada una congruencia de obser-
vadores U sincronizable y una 3-distribucio´n nula Ω, se cumpla que
(Ω ∩ SU )⊕ 〈U〉 sea foliacio´n y Ω no sea foliacio´n.
Dar un ejemplo de vector temporal v ∈ TpM cuyo campo adaptado
no sea sincronizable en un entorno normal de p. Caracterizar en
que´ casos las adaptaciones vectoriales de vectores temporales dan
como resultado campos sincronizables.
Para una variedad pseudo-Riemanniana M (podemos considerarla
un entorno normal convexo) y una subvariedad conexa S de M , es-
tudiar cua´ndo se cumple la siguiente propiedad: si S es geode´sica
en p, entonces el M -transporte paralelo a lo largo de geode´sicas en
S que pasen por p siempre transporta vectores tangentes a S en
vectores tangentes a S. Con esto se podr´ıa demostrar que las sub-
variedades de Landau son espaciales siempre, ya que se tendr´ıa que
las subvariedades geode´sicas en un punto conservan la causalidad, es
decir, todos los espacios tangentes de todos los puntos de la subvar-
iedad tienen la misma causalidad dentro de un entorno normal de
p. En caso contrario, dar un ejemplo de subvariedad de Landau que
no sea siempre espacial y caracterizar en que´ casos son espaciales.
Estudiar si es posible que, dentro de un entorno normal convexo, dos
subvariedades de Landau se intersequen en el caso de que pertenez-
can a un mismo observador geode´sico. Esto puede estudiarse medi-
ante los puntos focales:
Sea H una subvariedad no degenerada del espacio-tiempo y sea
p ∈ H. El vector x ∈ T⊥p H es un punto focal de H si y so´lo si(
exp⊥
)
∗ es singular en x. El correspondiente punto exp
⊥ x de M es
un punto focal de H a lo largo del segmento geode´sico exp⊥ (tx).
Si q es un punto focal a lo largo de una geode´sica c que es ortog-
onal a la subvariedad H, entonces algunas geode´sicas cercanas a c
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y ortogonales a H tienden a focalizarse en p. En nuestro caso, hay
que estudiar si una geode´sica temporal (subvariedad no degenerada)
puede tener puntos focales dentro de un entorno normal convexo.
Tambie´n ser´ıa interesante estudiar si las subvariedades de Landau
Lp,u pueden tener puntos focales en p.
Sea γ : I → V una geode´sica temporal orientada al futuro y Lγ la
foliacio´n de Landau generada por γ en el entorno normal convexo
V. Si u = .γ (t0) con t0 ∈ I, podremos adaptar u mediante Lγ y γ en
V, obteniendo el campo u∗ (Lγ ; γ). Su espacio f´ısico Su∗(Lγ ;γ) es la
foliacio´n de Landau Lγ generada por γ. El resultado sera´ un cam-
po temporal que representa una congruencia de observadores sin-
cronizados con γ. Caracterizar cua´ndo esta congruencia es geode´sica
o no.
Comprobar si todos los espacio-tiempos cuadridimensionales no pla-
nos en los que existen foliaciones 3-dimensionales nulas regularmente
auto-estables son del tipo pp-wave. En caso negativo, caracterizar
estos espacio-tiempos.
Si un fibrado espigado sirve para estudiar ma´s de un sistema dina´mi-
co, aparecera´ al menos una foliacio´n por cada uno de ellos. Deber´ıan
encontrarse condiciones para que estas foliaciones fuesen estables.
En el caso en que no sean estables, deber´ıa obtenerse que´ subfolia-
ciones que s´ı lo fuesen.
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