A new two-stage approach for robust estimation of large image motion is proposed. We first use template matching to find large image motion up to pixel-level accuracy and then use the differential technique to refine the image motion to subpixel accuracy. Experimental results have shown that the proposed approach can estimate visual motion both robustly and accurately.
motion for different applications and different situations [1] [5] . For example, the differential (gradient) approach is often used for computation of small image motion, and the matching approach is often used for computation of large image motion. In this paper, we combine these two popular approaches, the differential approach and the matching approach, to estimate image motion both robustly and accurately. For robustness, the least median of squares (LMedS) technique is adopted in our two-stage approach to overcome the difficulties caused by outliers [3] [4] . For accuracy, subpixel image motion vectors are computed only at image points where salient features exist. If dense image motion fields are required, further interpolation or relaxation process can be applied.
Proposed two-stage algorithm: Let I t and I t)1 be the images at time t and time t ) 1, respectively.
For each image feature point in I t , repeat the following operations.
Pixel-Level Stage: Given a feature point in I t , use the template matching method to find a set of its candidates in I t)1 .
Subpixel Stage: For each candidate found in the pixel-level stage, use the LMedS-differential method to refine the candidate motion vector estimate to subpixel accuracy.
Finally, combine the results of the above two stages, and choose the best matched pair. Details are given below.
In the pixel-level stage, we use the sum of absolute difference (SAD) as the error measure of template matching. Given a template centered at pixel p + (x, y) T in I t , the best matched point in I t)1 can be found by minimizing E M (x, y) = ȍ (xȀ,yȀ)ŮN(x,y) |I t (x, y) * I t)1 (xȀ, yȀ)|, where N(x, y) is a neighborhood of (x, y). In our implementation, the adaptive early jump-out (AEJO) technique [2] was adopted to speed up the highly time-consuming computation of template matching.
In the subpixel stage, we use the LMedS-differential method described in the following to estimate the subpixel image motion vectors robustly. Denote the x and y components of the image motion at
. By using the brightness constancy constraint [1] , we have
where
. Equation (1) is usually applied to estimate the motion vector However, if the template contains more than one object with different motions, direct use of LS may result in inaccurate estimates. Therefore, we adopted mate of the motion vector at p + (x, y) T , and let r
T with respect to v(x, y), where p Ȁ is a neighbor of p.
Refinement Algorithm
Given an image point p + (x, y) T in I t and one of its candidate match q + (x ) Dx, y ) Dy)
use the LMedS-differential method to refine the motion vector (Dx, Dy) to subpixel accuracy by the following steps:
Step 1: Initialize r 2 med to be a large value.
Step 2: For i + 1, AAA,n, repeat the following sub-steps (i.e., repeat for n random trials):
Step 2.1: Select m (e.g., m = 3) points from the neighbors of p randomly, and use LS to compute a motion vector estimate, v i (x, y). Here, we let I
Modification in computing I
.
(x, y) is critical since it allows the differential approach to be applied to situations where the image motions are relatively large.
Step
i.e., the ith random selection is a better selection in the sense that it leads to a smaller median residual.
Step 3: Apply LS to re-estimate the subpixel motion vector, v s , and to compute the corresponding sum of squared residuals, E med (k), using only the more reliable data (e.g., those data whose residuals are smaller than r Ideally, if we neglect the quantization error, then q k should be either the match point or one of eight neighbors of the match point. In the subpixel stage, we have used the Refinement Algorithm mentioned above to obtain a robust estimate of the subpixel motion vector, v k s , and its sum of squared residuals, E med (k), for each candidate match (p, q k ). To combine the results of the above two stages, we choose the best candidate match to be the one that minimizes the following E(k) over the set of all candidate matches, k + 1, 2, AAA,K:
where w is a weighting factor. Suppose q l is the best candidate match, then the final estimate of the motion vector at image point p is v + v subpixel components, respectively. Notice that, in our approach, the LMedS-differential method plays two roles: refinement for subpixel accuracy and verification for robustness.
Results: Synthetic images are first used to compare the performance of the LMedS-differential and LSdifferential methods quantitatively. We synthesize a large set of small-motion image pairs (i.e., I t and I t)1 ) followed by adding some pepper-and-salt noises of different percentage. Denote the relative error by R err = ø v * v true ø ń ø v true ø, where v is the motion estimate obtained by using either LS-or LMedSdifferential method, and v true is the true motion used to generate the synthetic images. In Fig. 1, -NB represents the results obtained by using a feature point near the boundary of multiple motions and -OB represents off-the-boundary case. It is obviously that the results obtained by LMedS methods (LMedS-OB and LMedS-NB) outperforms that obtained by LS methods (LS-OB and LS-NB).
In Fig. 2 , a cola can was moved from right to left and the camera head was panning (0.2_ per frame)
also from right to left while the background was stationary. In this figure, all the displayed motion vectors obtained by different methods are magnified by four times for visualization purpose. As shown in Fig. 2(a) , the result obtained by the standard LS-differential method is quite inaccurate, because the image motion is relatively large (roughly 5 pixels on the average) and the differential approach usually fails in this case. Fig. 2(b) shows the result obtained by the standard template matching and Fig. 2(c) shows the result obtained by the proposed method. It can be seen that the result obtained by the proposed two-stage method is clearly better than that obtained by the standard template matching, and obviously much better than that obtained by the standard LS-differential method in Fig. 2(a) .
Conclusions:
A new robust two-stage approach has been proposed for image motion estimation. The major contribution of this work is the following. We decompose the image motion vector, which is allowed to be relatively large, into the pixel-level and subpixel components. The pixel-level component is mainly estimated by using the template matching and the subpixel component is estimated by using the LMedS-differential approach. The LMedS-differential approach plays not only the role of refining the image motion to subpixel accuracy, but also the role of verifying and choosing the best match from the set of matched candidates. Due to the effect of outliers, especially near the boundary of multiple motions, the visual motion estimated by using differential approaches may be very inaccurate. In this work, we adopt the LMedS-differential approach to obtain both robust and accurate estimation. To speed up the computation of the template matching, we apply the AEJO technique to find a set of matched candidates. Some experimental comparisons between the use of LS and LMedS are given.
Our experiments on real image sequences having large image motion have shown that the proposed twostage approach does perform better. 
