We consider Carleson's problem regarding small time almost everywhere convergence to initial data for the Schrödinger equation, both linear and nonlinear. We show that the (sharp) result proved by Dahlberg and Kenig for initial data in Sobolev spaces still holds when one considers the full Schrödinger equation with a certain class of potentials. We also show the same technique used to bound such potential functions works for certain types of nonlinearities as well.
, we investigate the L p -unboundedness properties of (localised) maximal operator. §0. Introduction. Consider the Cauchy problem
noting that −∆ is a non-negative operator.
A straightforward computation with the Fourier transform yields u(x, t) = e it∆ u 0 (x) = û 0 (ξ)e
−it|ξ|
2 +iξ·x dξ, where we adopt the PDE conventionf (ξ) = f (x)e −ix·ξ dx.
In this paper we continue to build upon a question initially posed by Carleson [8] : what is the minimal Sobolev regularity s * for which e it∆ f − −− → t→0 f almost everywhere (a.e.) with respect to Legesgue measure, for all f ∈ H s * (R)? Carleson originally proved a positive result, that any f ∈ H s (R) for s ≥ 1 4 exhibits almost everywhere (a.e.) convergence. Soon, Dahlberg and Kenig [11] showed that Carleson's result is sharp. In higher dimensions, this problem is closed except at the endpoint s = n 2(n+1) . In n = 2, Du, Guth and Li [12] showed sufficiency for s > 1 3 while Sjölin [31] and Vega [36] independently showed sufficiency in n ≥ 3 for s > 1 2 . Bourgain [5] showed sufficiency for s > 2n−1 4n for n ≥ 2, and though it had long been believed that s > 1 4 is the sharp sufficient condition in higher dimensions, Bourgain [4] showed necessity for s ≥ n 2(n+1) in n ≥ 2. Recently Du, Guth, Li and Zhang [14] showed sufficiency for s > n+1 2(n+2) for n ≥ 3, which was subsequently improved to the sharp condition s > n 2(n+1) by Du and Zhang [13] . Many of these results generalise nicely to i∂ t u + Φ(D)u = 0 where Φ is a Fourier multiplier satisfying |D γ Φ(ξ)| |ξ| α−|γ| and |∇Φ(ξ)| |ξ| α−1 where α ≥ 1 and γ is a multi-index, which in particular involves the fractional Schrödinger operator e −it(−∆) α 2 ; see [22] and [9] .
Meanwhile further generalisations were established using geometric measure theory. Though Carleson's problem has an affirmative answer for a.e. convergence when s ∈ [ for n = 1, the divergence set (points x ∈ R where divergence occurs), which is of Lebesgue measure zero for such s, can still be big. Barceló, Bennett, Carbery and Rogers [1] show that the divergence set is of Hausdorff dimension at most 1 − 2s for s ∈ [ . On the other hand, [24] generalises the necessity result of [4] from Lebesgue measure to the set of α-dimensional non-negative measures µ on R n for n ≥ 2; here a non-negative Borel measure µ is α-dimensional if c α (µ) = sup , n] and µ x ∈ R n : e it∆ u 0 − −− → t→0 u 0 fails. = 0 for all u 0 ∈ H s (R), then s ≥ (n−1)(n−α) 2(n+1) + n 2(n+1) ; since Lebesgue measure on R n is n-dimensional, the result of [4] is recovered by letting α = n. For recent results regarding the size of divergence set in higher dimensions, see [13] .
It offers some insight to view this convergence problem in the context of summation methods. These originated in the study of alternative ways of summing Fourier series such as Abel or Riesz summability. Summation methods for Fourier series or transforms, in modern terms, involve a family of operators φ(−t∆) (with φ a Borel or continuous function satisfying φ(0) = 1) forming an approximate identity as t → 0. Questions of convergence in this context translate into strong convergence (as t → 0) of such operator families. Abel summability corresponds to φ(x) = e −x , while other methods correspond to different choices of φ with φ(0) = 1. Our current (Schrödinger) problem chooses φ(x) = e ix , while the original result of Carleson for a.e. convergence of Fourier series [7] made the analogous statement for φ(x) = sin(x)
x .
The main purpose of this paper is to answer a variant of Carleson's problem, not for the free Schrödinger equation, but for the Schrödinger equation with a nonzero potential or nonlinearity. One motivation of this note comes from Cowling's result [10] that whenever |H| α u 0 ∈ L 2 (X) where X is a measure space and H is some self-adjoint operator on L 2 (X) with |H| given by the polar decomposition, we obtain e
Another motivation comes from [29] , where given the following Cauchy problem, a.k.a. the quantum harmonic oscillator,
pointwise convergence to initial data holds for every s ≥ 4 . Typically, a solid strategy in proving such a positive result is to show that the Schrödinger maximal operator satisfies either a strong-type or weak-type estimate, from which pointwise convergence follows by a now-standard approximation argument. For the quantum harmonic oscillator, Sjögren and Torrea take advantage of the closed, analytic expression for the integral kernel associated with the quadratic Schrödinger propagator, also known as the Mehler kernel (see [29] ):
For a general potential, we do not have the luxury of obtaining such a closed expression; we have to work with analytic properties of the unitary group generated by the Hamiltonian −∆ + V; note that the semigroup generated by this operator has been studied extensively, for example, by Simon [28] . In fact, an orbit of a square-integrable function generated by e t∆ , viewed as a spacetime function, solves the heat equation, and by exploiting the exponential decay of the corresponding Green's function, one can easily show pointwise convergence to initial data (the Green's function corresponding to e it∆ has no such spatial decay). More generally, e t∆ t>0
defines a holomorphic C 0 -semigroup, and the strong convergence e t∆ − −− →
t→0
I is an example of standard Abel summability traditionally studied for Fourier series on an interval. For complex t → 0 such convergence occurs in a sector symmetric about the positive t axis. However under the Wick rotation t → it, our sector of convergence is now symmetric about the imaginary t axis, and our case of real t → 0 constitutes a boundary case of the known region of Abel summability. Therefore Abel summation is an insufficient tool to answer our problem. To this end, we summarise the main results of this paper: The main theorem of Carleson [8] is contained in the previous statement by taking V = 0. Moreover this class of potentials V contains some well-studied examples in physics such as the finite square well, and also a class of smooth potentials with a mild decay (see theorem 3).
The above results related to the linear Schrödinger equation are naturally related to corresponding non-linearizations ( [20] , [2] ), for which, perhaps as expected, the corresponding results hold. 
Theorem 2. The solutions to quadratic nonlinear Schrödinger equation (qNLS) with nonlinearities
Kenig and Dahlberg show an existence of rough initial data that fails to converge to the identity for the free Schrödinger operator. We show that this conclusion stays the same under an appropriate perturbation of the kinetic energy operator (−∆).
In section one, useful notations are introduced. In section two, we prove a positive pointwise convergence result for the linear Schrödinger equation with potential using restricted Fourier space methods. In fact the class of potentials investigated does not include the quadratic case V(x) = x 2 ; our choice of potentials should be thought of as small perturbations to the free case V = 0. In section three, we prove a similar result for the Schrödinger equation with a quadratic nonlinearity. In section four, we switch gears to prove the negative result that for i∂ t u = −∂ xx u + Vu, with an appropriate potential function, to exhibit pointwise convergence to initial data, it is necessary that u 0 ∈ H s (R) where s ≥ 
The spaces S (R n ) and C ∞ c (R n ) denote the Schwartz class of rapidly decaying smooth functions and the set of smooth functions with compact support, respectively. We fix η ∈ C The inhomogeneous and homogeneous differential operators are:
The L 2 -based Sobolev space and (dispersive) Sobolev space (also known as Fourier restriction space or Bourgain space in the literature) are:
To do a local-in-time argument, where t ∈ [−δ, δ] for some δ ∈ (0, 1], we will need a restricted version of X s,b as well. We denote such a space by X s,b δ and its restricted norm is:
For k ∈ N, the inhomogeneous and homogeneous L ∞ -based Sobolev spaces are:
We note that the definition of homogeneous Sobolev space, as usual, identifies two tempered distributions whose difference is a polynomial.
For δ > 0, the Banach space of continuous spacetime functions u :
) be the Hilbert transform on R. In this note, we use two facts regarding this:
We say A B if A is bounded above by B multiplied by a universal constant, i.e., if there exists C > 0 such that A ≤ CB. Similarly, say A ∼ B if A B and B A. For a measurable set E ⊆ R, we let |E| be the Lebesgue measure of E. We define s+ = s+ǫ for some universal ǫ << 1; s− is defined similarly. We assume s ≥ 0 unless stated otherwise. §2. Linear Schrödinger Equation with Potential: Positive Results. 
Then for all u 0 ∈ H s (R), e −itH u 0 → u 0 as t → 0 almost everywhere with respect to Lebesgue measure. More precisely,
Remark 1. By virtue of V being time-independent, the conclusion holds in the limit when t → t 0 for any t 0 ∈ I where I is the maximal time interval for the existence of solution (for the above linear equation all of R), i.e.,
e. This is a simple consequence of time-translation symmetry in the equation, and this remark also holds for the nonlinear equation discussed in Section 3.
L ∞ , a low integrability of V is automatically upgraded to a high integrability, if the right-hand side is finite. Moreover,
By Stone's theorem on a Hilbert space, a time-evolution operator for non-relativistic quantum mechanics is in oneto-one correspondence with a self-adjoint operator. However, we remark that self-adjointness of H generally fails on H s (R) for s > 0, and therefore, e −itH defines a family of unitary operators on H s (R) only if s = 0. In fact, it is not clear whether we have persistence of regularity for e −itH on H s (R) for s > 0, and so this shall be proved. Note that if the conclusion of proposition 2.1 holds for s, then it holds for all s ′ ≥ s. Some of these results are likely to be known; however the lemmas below contain some estimates that will be of use later. We remind the reader of the following definitions (see [33] ).
if u satisfies the following Duhamel integral formula for all t ∈ [−δ, δ]:
there exists a unique strong solution u ∈ X whose map u 0 → u is continuous. If δ > 0 can be arbitrarily large, then we say the well-posedness is global.
, we claim that the notion of strong solution as in above, where we treat the potential term as a nonlinear perturbation, coincides with that of an orbit generated by the unitary group. Though this seems intuitive, some care is needed if V is not sufficiently regular. At least when u 0 ∈ D(H), u(t) = e −itH u 0 satisfies the Duhamel integral formula for each t, which is an easy consequence of the following product rule:
As n → ∞, we have e −itH u
0 → e it∂ xx u 0 by unitarity. We claim
where the last inequality is by Hölder's inequality.
Secondly for V ∈ L 2 (R), we apply the following form of inhomogeneous Strichartz estimate (see [33, Theorem 2.3]):
We will see that these two interpretations of a solution account for the two different hypotheses on V. In particular, if V ∈ L 2 (R), then we have a complete control overV, and so it is reasonable to apply Fourier analysis. By Fourier restriction space method, we show the following:
). In particular if u is the strong solution with the initial data u
We state some well-known properties of X s,b space and basic calculus facts.
Lemma 2.2. 
Furthermore for every such
Proof of the First Claim of Theorem 2.1. We claim the theorem holds when V ∈ L 2 (R). For initial data in H s (R) for s > 1 2 , the solution for each t ∈ R can be identified with a continuous function by Sobolev embedding, and therefore, the conclusion follows immediately. Suppose u 0 ∈ H s (R) for s ∈ [ . We have
where the equality holds due to [8] . Then there exists a > 0, b > 1 2 and γ < 1 2 such that
and for δ ∈ (0, 1]:
We use Lemma 2.2.1, 2.2.3 and 2.1 to conclude
Hence another application of Sobolev embedding implies 
from which it is shown that Γ is a contraction map by shrinking δ > 0 if necessary, and the resulting unique fixed point is the desired strong solution. Since the time step only depends on the norm of V, this local result can be iterated infinitely many times, and hence our solution is global in time.
Continuous dependence on initial data follows similarly, for if T > 0, u
where the implicit constant may depend on T . Taking sup
both sides and taking n → ∞, we obtain the desired result.
Proof of Lemma 2.3. The first statement is a straightforward algebra exercise. As for the second, it suffices to prove the statement neglecting the δ-dependence, for ifũ = u on t ∈ [−δ, δ], we have
Taking infimum overũ, we derive the desired result. We argue as in the proof of [16, Proposition 1] ; see also [20] for a similar technique.
Define
and
where the second inequality is due to Cauchy-Schwarz, the third by Hölder's inequality and the fourth by Young's convolution inequality. It remains to prove that
We note that sup Note that the square-integrability of the potential was crucial in establishing the fixed point argument by exploiting the Schrödinger dispersion relation to obtain a smoothing estimate. Now we depart from this Duhamel picture of the solution and study the Sobolev space estimates of e −itH . If V and ∂ xx commute, then
and therefore, the operator e −itH would obey the same maximal operator estimate of e it∂ xx as in [8] , and our problem would be trivial. Generally, though, the potential does not commute with the Laplacian, and therefore, the exponential map does not take addition into multiplication. If t is small, however, it is feasible to believe that (2) holds approximately, and the following lemma quantifies this intuition: We apply this Trotter-Kato product formula to obtain persistence of regularity when the derivative of V is bounded.
Lemma 2.4. ([27, Theorem 8.30]) Let A and B be self-adjoint operators on a Hilbert space H . If A+ B is self-adjoint on D(A) ∩ D(B), then

Lemma 2.5. Suppose t ∈ R and s
Recall from the proof of the first claim of Theorem 2.1, we established We obtain a similar estimate via Trotter-Kato product formula and fractional Gagliardo-Nirenberg interpolation. Let s ∈ (0, 1) and max(
Lemma 2.6. Let s ∈ (0, 1), b ∈ ( 
As before for δ ∈ (0, 1] and b = 1 2 +, we obtain
where the second inequality follows from Lemma 2.6. By Sobolev embedding,
for all k ∈ Z and this completes the proof.
Proof of Lemma 2.5. We first show e
−itV
Hence, the best constant
Let φ = e −itH u 0 for a fixed u 0 ∈ H 1 (R n ) and φ m = (e 
Hence for t ∈ [0, T ] for T > 0, we have a bounded sequence {φ m } m ⊂ H 1 (R n ), a reflexive Banach space. Then, there exists a weakly convergent subsequence φ m k k where
, the convergence holds in weak topology, and by the uniqueness of weak-limit in Banach space, φ =φ; in particular, e −itH u 0 ∈ H 1 (R n ). Since norm is lower semicontinuous with respect to weak topology, we have
Since the bound above holds for all t ∈ [0, T ] uniformly in T , it holds for all t ∈ R. Then by complex interpolation, it follows that for s ∈ [0, 1],
τ is the inverse Fourier transform in τ variable, and let F x be defined similarly. Moreover, denote u(t) = e −itH f as a shorthand. Then we obtain
For the first term, integrate in ξ variable first using Plancherel's theorem, followed by the estimate for the operator norm e
−itH
H s →H s and followed by the t-integral as follows:
As for the second term,
For the first term, switching the order of integration and recalling that the family e it∂ xx is unitary on H s (R),
For the second term, use product rule in t to obtain
where the second equality follows from ∂ t e −it∂ xx e −itH f = −ie −it∂ xx Ve −itH f . Then with q ∈ (2, ∞) defined as follows,
apply the following particular form of Leibniz rule for Sobolev space to obtain
Since the first factor of the RHS is finite by (3), the proof is complete by integrating the upper bound in t against the smooth bump η. §3. Quadratic Nonlinearities.
We consider the following qNLS Cauchy problem:
The well-posedness of qNLS above is studied in [20] . By X s,b method, they prove that qNLS for N 1 and N 3 are wellposed in H s (R) for s > − ; the well-posedness associated to N 1 was improved to H −1 (R) and was shown to be sharp in [2] . Writing the solution in the integral form,
it is natural to wonder whether the technique used to control the potential term in the previous section would work on nonlinearities as well. The goal is to prove analogous smoothing estimates for N i , i = 1, 2, 3 as in Lemma 2.3 from which convergence to initial data follows by Sobolev embedding as in Theorem 2.1. 
Proof of Theorem 3.1, 3.2. The positive statements are consequences of [8] and Duhamel nonlinear terms being continuous in space and time via the smoothing estimates (Lemma 3.1, 3.2), followed by Sobolev embedding. We focus on the negative part of Theorem 3.1.
For s ∈ (0, 1 4 ) we know from [11] that there exists u 0 ∈ H s (R) such that convergence to initial data fails on some set E of positive measure. By Lemma 3.1, we choose a = 1 2 − to obtain
By triangle inequality,
By continuity, lim t→0 |DN| = 0 a.e., and therefore
, a.e. pointwise convergence cannot hold for initial data in L 2 (R), and this finishes the proof.
Proof of Lemma 3.1. The N 3 -estimate will be shown to be an easy consequence of the N 1 -estimate, and therefore we focus on the former. Denote
Neglecting δ-dependence as before, we have
Hence, it suffices to prove that
By Lemma 2.2.5, we have
By Lemma 2.2.7, we have
Altogether we have
Note that the integral is symmetric with respect to ξ 1 = ξ 2 , and therefore
Henceforth, assume ξ ≥ 0 wlog. On the region of integration, change variable η = ξ 1 (ξ 1 − ξ) = ξ 
. and so the integral becomes 
Bringing all three cases together, we obtain the desired estimate, and this proves the first smoothing estimate.
As for the second estimate, for a general spacetime function u, we have
Arguing as before, one obtains
where
and therefore it suffices to show
As before,
where these inequalities are direct applications of Lemma 2.2.5 and Lemma 2.2.7. Then by a direct computation,
Then
< ∞ follows from our previous result:
Proof of Lemma 3.2. Arguing as before, it suffices to prove
For |ξ| < 1,
where the upper bound C is independent of τ. For |ξ| ≥ 1, changing variable z = 2ξξ 1 − (τ + ξ 2 ), 
in L 2 (R) as t → 0. This suggests that e −itH = e it∂ xx e −itV + o(t) in strong operator topology as t → 0; note that t is fixed for Trotter-Kato product formula. Hence it is reasonable to believe that the failure of e it∂ xx to converge to the identity as t → 0 in a.e. sense would directly contribute to that of e −itH , provided that V is a small perturbation; in fact, we will be interested in the case when V is squre-integrable. Now we remind the reader that the time-evolution operator can not only be understood in terms of Duhamel formula, but also by Schwartz kernel representation in the physical space. We take a slight detour from our pointwise convergence problem, and study the dispersive estimate for e −itH where the hypotheses on V are as follows:
For the class of V as above, H is essentially self-adjoint on S (R), and therefore, has a unique self-adjoint extension for this class of potentials [17] . Therefore we shall refer to this unique extension whenever we mention the infinitesimal generator of the time-evolution operator. One motivation for this hypothesis on V comes from [21] that studies the L p eigenfunction bounds associated to −∆ + V. Here our goal is to give an alternative proof of [21, Thereom 1.b.] by directly applying results of Fujiwara based on Feynmann path integrals.
To carry out our short-time analysis, it turns out to be useful to study the integral kernel corresponding to time-evolution unitary operators. As a shorthand, let U(t), U 0 (t) be the unitary groups generated by H and −∂ xx respectively. Let K(t, x, y), K 0 (t, x, y) be the corresponding Schwartz kernel, i.e.,
The goal is to use some known properties of K and K 0 to study local-in-time properties of U(t). First of all, it is well known that
K(t, x, y) has a similar kernel representation as follows (see [18] ), as long as we are willing to restrict the time parameter:
for 0 < |t| ≤ δ for some δ > 0 that depends only on V. For our purposes, k(t, x, y) is smooth in the space variable R × R, measurable in t and satisfies
for 0 < |t| ≤ δ (see [18, Theorem 2.2] ). We fix this δ > 0 in this section.
On the other hand, S is the action of a classical path going from y at time 0 to x at time t. More precisely, consider the following Hamiltonian flow generated by h(x, ξ) = ξ 2 + V(x):
Since the Hamiltonian vector field is smooth and globally Lipschitz, thanks to |V ′′ | 1, every orbit is globally defined and is smooth. By studying the regularity of x = x(t, y, η) and ξ = ξ(t, y, η), one can show that there exists δ > 0 such that (y, η) → (y, x = x(t, y, η)) defines a C ∞ diffeomorphism on R × R for all t ∈ [−δ, δ]. Then by implicit function theorem, we can solve η for t, x, y, i.e., η = η(t, x, y) for t ∈ [−δ, δ]. Then, define x(τ) = x(τ, y, η(t, x, y)). Then, x(τ) is the unique path that starts at y at time 0 and ends at x at time t; for a more thorough discussion, see [18] . The classical action functional corresponding to this path is defined as follows:
where L = ξ 2 − V(x) is the Lagrangian functional corresponding to this flow. In particular for V = 0, we recover the action for free Schrödinger equation. For readers curious about regularity properties of S , we state the following facts from [18] : Lemma 4.1. Let |t| ∈ (0, δ]. (x, y) ∈ R × R. In fact, the main idea of [18] is to introduce a parametrix E(t) f (x) = (4πit) −1/2 e iS (t,x,y) f (y)dy, and discretise time as in Euler's forward method. More precisely, let ∆ n = {0 = t 0 , t 1 , ..., t = t n } be a partition where t j < t j+1 . Define E(∆ n , t) = E(t n , t n−1 )E(t n−1 , t n−2 ) · · · E(t 1 , 0), where E(t, s) f (x) = (4πi|t − s|) −1/2 e iS (t,s,x,y) f (y)dy, and where S (t, s, x, y) is the action of a unique path that starts at y at time s and ends at x at time t defined similarly as before. Then as the partition becomes finer, the sequence of parametrices converges to the unitary operator as n → ∞:
S (t, x, y) is Lipschitz continuous in t and smooth in
S satisfies
The estimate (4) says that, for t small, the amplitude of integral kernel is controlled uniformly by that of free Schrödinger propagator, which is identically one. This, along with complex interpolation with the linear estimate of e −itH L 1 →L ∞ , gives a quick proof that e −itH is bounded on L p (R) only if p = 2 for small t. Moreover the following statement is false if the spatial domain were a one-dimensional torus instead of R due to a lack of full dispersion on a compact domain; see the section on remarks and extensions of [34] .
Indeed [11] employs this tool; for a more detailed elaboration of how the estimate above yields the desired negative result, see p.1375 of [23] . Note that the L 2 (B(0, 1)) cannot be upgraded to L p (B(0, 1)) for p ∈ (2, ∞] when s < 1 4 , n = 1 due to Hölder's inequality. For such p, we ask whether the f on the left-hand side of (5) can be replaced by f φ, i.e., whether the H s norm controls the even-more localised version of the maximal operator, or in short, the φ-localised maximal operator. It turns out that this fails for a big class of functions.
Hence it suffices to show that S n is a bounded map to show continuity. Since l
