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Resumen
Hay muhos sistemas uyo omportamiento global depende tanto del omportamiento individ-
ual de ada elemento del sistema, omo de la interaión entre todos ellos. Estos sistemas son tan
variados que son muy difíiles de tratar. Una manera de resolver estos problemas es por medio de
Coupled Map Lattie,
1
que onsisten en un sistema de euaiones aopladas uya variable de estado
es ontinua pero las variables espaio-temporales son disretas. Los CML se utilizan para modelar
sistemas en las más diversas ienias: físia, químia, ingeniería, eonomía, soiología, biología, y
son un tema de investigaión atual en los que se han obtenido muhos e importantes resultados
numérios, entre otros, ondas viajeras, sinronizaión, estruturas
2
, asada de dupliaión de pe-
riodo. La abundania de resultados numérios y la arenia de resultados teórios nos han heho
plantearnos la desripión analítia de dihos fenómenos en un ontexto general, sin estar limita-
dos por funiones partiulares, tipo de aoplamiento o el número de elementos onstituyentes del
sistema. Tal planteamiento lo abordaremos en esta tesis, para CML débilmente aoplados on tres
araterístias relevantes:
1. La dinámia individual de ada elemento del sistema está gobernada por una funión total-
mente arbitraria, que umpla ser de lase C2.
2. El número de elementos del CML es arbitrario.
3. El aoplamiento se ha estudiado tanto para primeros veinos omo para aoplamiento de
1
A partir de ahora utilizaremos las siglas más usuales de CML
2
A partir de ahora utilizaremos la terminología más usual, en la literatura ientía, de patterns.
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RESUMEN
ampo medio.
Este tratamiento general permite por un lado que se empleen las herramientas del análisis matemáti-
o sobre todos los resultados, allá donde el investigador lo neesite; y por otro, que los resultados
sean útiles en todos los sistemas modelados por CML, independientemente de la ienia subya-
ente (ienias naturales, soiales o ingeniería). En partiular, se ha probado la existenia, y se ha
aportado la expresión analítia, de ondas viajeras, agrupaiones
3
, formaión de patterns, así omo
sus asadas de dupliaión de periodo: fenómenos que mayoritariamente apareen en los traba-
jos numérios on CML. Igualmente, se ha probado la existenia y obtenido la expresión analítia
de ondas viajeras asoiadas a la asada de bifuraiones saddle-node, un fenómeno ni observado
numériamente ni prediho teóriamente on anterioridad.
3
Cluster en inglés, a partir de este punto y por ser habitual en la literatura ientía, mantendremos el termino
de luster en lugar de la traduión astellana)
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Abstrat
There are many systems whose global behaviors depend on both individual behavior of the
elements as the interation among them. The understanding of suh system is extraordinarily om-
pliated, beause there are no partiular mathematial tools developed to study them. One way
to onfront this problem is by using Coupled Map Latties (CML); a system of oupled equations
whose spatial and temporal variables are disretized but state variable remains ontinuous. CML
are extensively studied and used in modeling an extraordinary variety of sienes; physis, hem-
istry, biology, engineering, eonomy, soiology. There are many and signiant numerial results in
CML; traveling waves, synhronization, patterns, period doubling asades, but very few theoretial
results. The abundane of numerial results and the lak of theoretial results led us to seek the
analytial desription of suh phenomena in an overall framework without the onstraints of parti-
ular funtion, kind of oupling or number of omponents of the system. This approah is disussed
in this thesis, for weakly oupling CML, with three remarkable harateristis:
1. The individual dynamis of the elements of the CML are ruled by a totally arbitrary C2
funtion.
2. The number of the elements of the CML is arbitrary.
3. Coupling, among elements, has been studied both in the nearest neighbor and in the mean
eld approximations.
This overall approah allows on one hand to use analytial tools where researhers need them and on
the other hand results are useful for all CML irrespetive of the underlying branh of siene (natural
xvii
ABSTRACT
sienes, soial sienes or engineering). In partiular, analytial results have been obtained and
proved for traveling waves, pattern formation, lustering, and furthermore their respetive period
doubling asades: phenomena mainly ommuniated in numerial works with CML. In the same
way, the analytial expression for traveling ways assoiated with the saddle-node bifurations asade
has been obtained and proved, a new phenomenon not numerially observed neither theoretially
antiipated.
xviii
Capítulo 1
INTRODUCCIÓN
Los sistemas que muestran patterns omo onseuenia de la interaión entre sus diversos om-
ponentes son muy freuentes en ualquier ampo que se pueda imaginar: la atividad neuronal de
nuestro erebro [15, 47℄, el funionamiento de los órganos del uerpo omo un todo [32, 72℄, el tráo
en una autopista [45℄, las aves volando en grupo [34, 74℄, una red de ordenadores [31, 70℄, los átomos
en una avidad láser [29℄, et.
La interaión de los elementos individuales genera estruturas que se maniestan en el sistema
omo un todo, y son responsables de fenómenos no omprendidos en su totalidad, hoy en día. En
estos proesos se deben onsiderar dos elementos: el omportamiento de ada individuo (si pen-
samos en el ejemplo del tráo enontraríamos que ada ondutor tiene una manera partiular de
onduir) y la interaión entre ellos (no es lo mismo moverse por una autopista on poos ohes,
donde la onduión la determinamos nosotros o haerlo en un ataso, donde esenialmente el tráo
determina nuestro omportamiento).
La omprensión de tales sistemas es extraordinariamente ompliada, ya que no se disponen
de herramientas matemátias para abordarlos. Una manera de enarar este problema es disretizar
las variables espaiales y temporales y jar algún tipo de interaión y de dinámia individual. El
1
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resultado es una adena de elementos aoplados (llamados osiladores), ada uno de ellos situados
en un punto disreto de una red en instantes disretos, y uya dinámia individual está gobernada
por una apliaión ontinua.
A pesar de que las variables espaiales y temporales son disretas, las variables de estado pueden
tomar ualquier valor. El onjunto resultante de osiladores aoplados en una red espaio-temporal
disreta reibe el nombre de Coupled Map Lattie (CML).
Los CML tienen su origen en un trabajo previo de Turing sobre morfogénesis [76℄. Posteriormente
fueron estudiados intensivamente por Kaneko y sus olaboradores [3539℄. Desde sus iniios se han
mostrado adeuados para modelar sistemas espaio-temporales. Su uso se ha extendido por diversas
ramas ientías y su ámbito de apliaión es extraordinariamente variado y desde sus omienzos
se enuentran en modelos: físios [26, 80℄, biológios [16, 40, 41℄, químios [52, 61℄, soiales [8, 73℄
(véanse los números espeiales [1, 2℄ para más detalle), o propios de la ingeniería [30℄, por itar
algunos. Como hemos desrito más arriba, los CML se pueden utilizar para modelar sistemas on
interaión entre sus elementos, por lo tanto era de esperar que su uso estuviera muy extendido.
Una evoluión típia de un CML [43℄, on m osiladores, está dada por
Xi(n + 1) = (1− α)f(Xi(n)) +
α
m
∑m
j=1 f(Xj(n))
i = 1, ...,m
donde Xi(n) representa el estado de ada osilador situado en la posiión ”i” de la red, en el in-
stante ”n”. El parámetro α pesa el aoplamiento entre osiladores. Dependiendo del valor de α,
el omportamiento ambia de una evoluión individual para ada osilador (para α = 0) hasta un
enfoque de ampo medio (para α = 1). Para valores intermedios 0 < α < 1 el sistema esta gober-
nado tanto por omportamientos globales omo loales. Si α es muy pequeño diremos que el CML
esta débilmente aoplado.
2
Algunas vees se toma el termino de aoplamiento omo
1
m
m∑
j=1
f(Xj(n))
(ampo medio), y en otros asos queda reduido a
1
2
[f(Xj−1(n)) + f(Xj+1(n))]
(aoplamiento a primeros veinos). Sin embargo esta última desripión no es adeuada uando se
trabaja en el espaio de parámetros era del punto de bifuraión, ya que no trata adeuadamente
este fenómeno [12℄. Puede haber distintas funiones peso en los términos de aoplamiento desritos,
pero ello no modia la idea básia de aoplamiento a todos o a primeros veinos. De la misma
manera, se puede introduir un aoplamiento a un número dado de veinos, y a su vez la intensidad
de la interaión on ada uno de ellos puede tener un peso diferente.
Otro punto importante que debemos onsiderar es la atualizaión de los osiladores; ellos pueden
ser sínronos (todos los osiladores se atualizan simultáneamente), o asínronos (atualizados uno
ada vez) [6, 56℄. Elegir uno u otro depende de si los osiladores se omunian entre ellos más rápido
que la atualizaión del sistema omo un todo. En los CML que desriben sistemas físios, donde la
interaión entre los elementos (osiladores) normalmente se produe a una veloidad instantánea, lo
más adeuado es utilizar CML sínronos. Por el ontrario, los CML que desriben sistemas biológios
o soiales (pensemos en los ohes a la hora de frenar) serán freuentemente de tipo asínrono. Ello
no quiere deir que no se vayan a enontrar CML asínronos en los primeros ni sínronos en los
segundos.
El ejemplo del tráo, omentado anteriormente, nos muestra una serie de omportamientos on
los que estamos muy familiarizados, y que a su vez se desriben en la literatura ientía uando
tratan CML. En esos omportamientos enontramos:
3
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Las parejas de ohes que nos adelantan en la autopista, y que pareen estuvieran unidos
rígidamente. A vees se agrupan más de dos ohes. Vemos laramente un estado sinronizado
regular.
Esos frenazos repentinos y aeleraiones brusas, para volver a frenar todos. Nos reuerda a
un aordeón un tanto irregular. Nos hemos sinronizado aótiamente.
Por la nohe, es fáil ver, mirando las lues de frenado, omo se propaga una onda.
Ondas, sinronizaión regular y aótia, patterns, dupliaión de periodo [1, 2, 43℄ se han observado
en multitud de CML.
Dado que el modelado, donde se han usado extensivamente los CML, reurre al uso de or-
denadores, la mayoría de los resultados son numérios, pero hay una gran pobreza de resultados
teórios on aráter general. Nos vamos a basar en este heho para motivar el desarrollo de esta
tesis y sus objetivos.
4
Capítulo 2
MOTIVACIÓN Y OBJETIVOS
En la literatura ientía, la inmensa mayoría de los resultados en CML son numérios, apenas
algunos son teórios [5, 6, 46, 49℄. Ello se debe a la diultad del tratamiento analítio del problema.
Existe una asombrosa riqueza de resultados numérios que desgraiadamente está restringida a un
onjunto jo y nito de valores de parámetros, y a un número nito de osiladores en el CML.
Esto supone una limitaión para la adeuada omprensión de algunos fenómenos. En partiular,
la transiión al aos por dupliaión de periodo [20, 21℄ neesita que este tienda a innito, y su
tratamiento no es abordable numériamente. También es neesario que el número de osiladores
tienda a innito, en una región nita, para la omprensión de la transiión a la turbulenia en
uidos y plasmas; nuevamente el problema no es abordable numériamente. Por lo tanto, es onve-
niente tener demostraiones matemátias analítias para araterizar iertos problemas, así omo
para dar validez general a diversos omportamientos del sistema: los estados sinronizados, las ondas
viajeras, y sus bifuraiones, existenia de patterns, et.
El objetivo de este trabajo es soportar analítiamente los omportamientos más importantes en
CML débilmente aoplados, que se han enontrado numériamente. De esta forma los resultados
adquirirán un aráter general. Asimismo se determinará para que onjunto de parámetros tales
omportamientos son válidos. En partiular se demostrará analítiamente la existenia, en CML,
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de estados sinronizados estaionarios y ondas viajeras, fenómenos algunos de ellos ya observados
numériamente. Se probará que hay patterns que sufren una asada de dupliaión de periodo
1
onforme lo hae la funión f en el CML, donde f determina la dinámia individual. Estos ompor-
tamientos se araterizarán ompletamente, dando expresiones analítias de la evoluión temporal
de ada osilador.
Los puntos jos del CML, generados en las asadas de dupliaión, serán esenialmente los
puntos jos de fm2
k
(m número de osiladores del CML). Lo que se mostrará es omo emergen
propiedades globales del CML desde las propiedades partiulares de los osiladores.
Se ha pretendido onseguir la máxima generalizaión en los resultados, para ello en los teoremas
se ha usado una funión arbitraria f(x; r) ∈ C2, en vez de trabajar on la euaión logístia omo
es usual.
Se utilizarán métodos perturbativos para obtener las soluiones analítias. La inversión de ma-
tries funionales de tamaño arbitrario es lave en la demostraión de los teoremas.
Expresamente nuestros objetivos se plasmarán en los siguientes resultados aera de los CML:
Para estados sinronizados se estudiará la existenia de estados sinronizados estaionarios, de
sinronizaión periódia, la CDP en la sinronizaión periódia y la existenia de sinronizaión
aótia.
Centrándonos en CML débilmente aoplados, tanto on aoplamiento medio omo on aoplamien-
to a primeros veinos, se estudiará la existenia de ondas viajeras, la dupliaión de periodo y su
asada.
Se dará la expresión analítia de todas las soluiones uya existenia se pruebe, siempre en forma
explíita, a la que algunas vees se añadirá una expresión en forma de reurrenia.
Otro objetivo es generalizar los resultados anteriores a luster y demostrar en los mismos tanto
la existenia de ondas viajeras omo su dupliaión de periodo y su asada.
1
A partir de ahora utilizaremos las siglas CDP
6
El proeso anterior está asoiado a la CDP, busaremos los mismos objetivos para la asada de
bifuraión saddle-node
2
y de esta forma tener ubierta toda la dinámia de sistemas asoiados a
los dos tipos de asada que se plantean en los sistemas dinámios unidimensionales: la CDP y la
CBS-N. En resumen, dotar de un maro general y analítio a la mayoría de los resultados numérios
observados en CML.
2
A partir de ahora utilizaremos las siglas CBS-N.
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Capítulo 3
SINCRONIZACIÓN PERIÓDICA Y
CAÓTICA
En este apítulo se va a trabajar on CML sinronizados [13, 14, 42, 77℄, esto es, todos los
osiladores tienen el mismo valor al mismo tiempo. Éste es un omportamiento espeialmente lla-
mativo, en partiular uando se produe la sinronizaión aótia [53, 65, 69℄, ya que los sistemas
aótios son muy sensibles a las perturbaiones y abría esperar que ualquier ligera modiaión
generada por el aoplamiento de los osiladores del CML destruyera la sinronizaión.
Los resultados que se van a obtener en este apítulo orresponden primero al estudio de CML
on aoplamiento de ampo medio y posteriormente a CML on aoplamiento a primeros veinos.
3.1. CML on aoplamiento medio.
3.1.1. Estado sinronizado estaionario.
La primera sinronizaión que vamos a estudiar es la estaionaria, es deir, los osiladores no
ambian on el tiempo.
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Teorema 1
Sea el CML on m osiladores:
Xi(n+ 1) = (1− α)f(Xi(n)) +
α
m
m∑
i=1
f(Xi(n)) i = 1 · · ·m (3.1)
siendo α el parámetro del aoplamiento y f(x) ∈ C1 una funión unimodal que depende de un
parámetro r.
El CML dado por (3.1)
i) Presenta un estado sinronizado estaionario que viene dado por X∗ = (
m)
x∗, · · · , x∗) donde
f(x∗) = x∗.
ii) El estado sinronizado estaionario X∗ = (
m)
x∗, · · · , x∗) presenta la misma estabilidad que el
punto jo x∗ de la funión f .
Demostraión
i) Si la funión f(x) tiene un punto jo en x∗ entones X∗ = (
m)
x∗, · · · , x∗) será un punto jo del
sistema dado por (3.1), ya que si
Xi(n) = x
∗ i = 1, · · · ,m
resulta
f(Xi(n)) = f(x
∗) = x∗ = Xi(n) i = 1, · · · ,m
y
Xi(n+ 1) = (1− α)f(x
∗) + α
m
∑m
i=1 f(x
∗) = f(x∗) = x∗
i = 1, ...,m
10
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Figura 3.1: Estado sinronizado estaionario de un CML on f(x; r) = rx(1− x); r = 1,0; α = 0,1.
Por lo tanto
X = (
m)
x∗, x∗, ..., x∗) (3.2)
es un estado sinronizado estaionario del sistema (ver gura 3.1) tal y omo se quería probar.
ii) Pasemos a estudiar la estabilidad lineal de los puntos jos, para ello alulemos los autovalores
de la matriz jaobiana en esos puntos.
Los elementos de la matriz jaobiana vienen dados por
∂Xi(n+ 1)
∂Xj(n)
=


(1− m−1
m
α)f ′(Xi(n)) i = j
α
m
f ′(Xj(n)) i 6= j
=


(1− m−1
m
α)f ′(x∗) i = j
α
m
f ′(x∗) i 6= j
que evaluados en el punto jo X∗ resulta
11
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∂Xi(n+ 1)
∂Xj(n)
∣∣∣∣
X∗
=


(1− m−1
m
α)f ′(x∗) i = j
α
m
f ′(x∗) i 6= j
es deir, la matriz que resulta es
(
∂Xi(n + 1)
∂Xj(n)
)
X∗
=


(1− m−1
m
α) α
m
· · · α
m
α
m
(1− m−1
m
α) · · · α
m
.
.
.
.
.
.
.
.
.
.
.
.
α
m
α
m
· · · (1− m−1
m
α)


f ′(x∗)
Esta matriz es simétria, por lo tanto es estritamente diagonalizable y sus autovalores serán
reales.
Obsérvese que si restamos a ada elemento de la diagonal el término (1−α)f ′(x∗) se obtiene una
matriz on todas las las iguales, es deir, una matriz de rango uno, lo que implia que (1−α)f ′(x∗)
es un autovalor de multipliidad m− 1. El otro autovalor es simple y su valor se dedue a través de
la traza.
En funión de lo diho, los autovalores de la matriz jaobiana son


λ = f ′(x∗) simple
λ = (1− α)f ′(x∗) on multipliidad (m− 1)
12
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Para que el punto jo (3.2), o lo que es lo mismo, el estado sinronizado estaionario, sea estable
se tendrá que umplir
∣∣f ′(x∗)∣∣ < 1 y ∣∣(1− α)f ′(x∗)∣∣ < 1
Estas dos ondiiones se verian, uando x∗ es un punto estable de la funión f(x), ya que en
este aso |f ′(x∗)| < 1.
Con el anterior teorema queda probada la existenia para el CML de puntos jos. Todos los
osiladores han tomado el mismo valor en todo instante n, es deir han estado sinronizados. Se
ha demostrado que el estado sinronizado presenta la misma estabilidad que el punto jo x∗ de la
funión f .
3.1.2. Estados sinronizados periódios.
Es onoida la existenia de órbitas de periodo p para una funión f(x) ∈ C1 unimodal, surge
de forma natural plantearse si el CML reproduirá de algún modo el omportamiento de la funión
f(x).
En este apartado se analiza la existenia de estados sinronizados periódios mediante un proeso
análogo al utilizado en la demostraión de la existenia de estados sinronizados estaionarios.
Mostraremos, primeramente, en el siguiente lema, la existenia de un estado sinronizado de
periodo dos (ver gura 3.2), esto nos ayudará a omprender la dinámia del proeso subyaente, y
su posterior generalizaión para periodos arbitrarios.
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Figura 3.2: Estado sinronizado de periodo dos. r = 3,2, f y α iguales que en la gura 3.1.
Lema 1
Sea {x∗1, x
∗
2} una órbita de período dos de f , donde f es una funión C
1
, entones el CML dado
por
Xi(n+ 1) = (1− α)f(Xi(n)) +
α
m
∑m
i=1 f(Xi(n))
i = 1, · · · ,m
i) Presenta un estado sinronizado de periodo 2 que viene dado por X∗j = (
m)
x∗j , · · · , x
∗
j ) j = 1, 2.
ii) El estado sinronizado X∗j = (
m)
x∗j , · · · , x
∗
j ) presenta la misma estabilidad que el punto jo x
∗
j
de f2 on j = 1, 2.
Demostraión.
i) Dado que
14
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Xi(n+ 1) = (1− α)f(Xi(n)) +
α
m
∑m
i=1 f(Xi(n))
i = 1, · · · ,m
tomando omo posiión iniial
(X1(n),X2(n), · · · ,Xm(n)) = (x
∗
1, x
∗
1, · · · , x
∗
1)
(similar sería el estudio onsiderando la posiión iniial en el punto (x∗2, x
∗
2, · · · x
∗
2)), resulta que
Xi(n+ 1) = (1− α)f(x
∗
1) +
α
m
∑m
i=1 f(x
∗
1) = f(x
∗
1) = x
∗
2
i = 1, · · · ,m
Xi(n+ 2) = (1− α)f(x
∗
2) +
α
m
∑m
i=1 f(x
∗
2) = f(x
∗
2) = x
∗
1 = Xi(n)
i = 1, · · · ,m
De lo que se dedue que el CML ha reproduido el omportamiento del sistema yn+1 = f(yn),
presentando patterns de periodo 2 y además tiene una órbita de ese mismo periodo.
ii) Estudiemos la estabilidad lineal de los estados sinronizados periódios. Para ello hemos de
alular los autovalores de la matriz jaobiana del sistema resultante tras dos iteraiones.
Como:
(
∂Xi(n+1)
∂Xj(n)
)
X∗1
=


(1− m−1
m
α) α
m
· · · α
m
α
m
(1− m−1
m
α) · · · α
m
.
.
.
.
.
.
.
.
.
.
.
.
α
m
α
m
· · · (1− m−1
m
α)


f ′(x∗1)
15
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resulta, tras apliar la regla de la adena, que
(
∂Xi(n+2)
∂Xj(n)
)
X∗1
=


(1− m−1
m
α) α
m
· · · α
m
α
m
(1− m−1
m
α) · · · α
m
.
.
.
.
.
.
.
.
.
.
.
.
α
m
α
m
· · · (1− m−1
m
α)


f ′(x∗2)
(
∂Xi(n+1)
∂Xj(n)
)
X∗1
=


1
m
+ m−1
m
(1− α)2 1
m
− 1
m
(1− α)2 · · · 1
m
− 1
m
(1− α)2
1
m
− 1
m
(1− α)2 1
m
+ m−1
m
(1− α)2 · · · 1
m
− 1
m
(1− α)2
.
.
.
.
.
.
.
.
.
.
.
.
1
m
− 1
m
(1− α)2 1
m
− 1
m
(1− α)2 · · · 1
m
+ m−1
m
(1− α)2


f ′(x∗1)f
′(x∗2)
Esta matriz es simétria, por lo tanto es estritamente diagonalizable y sus autovalores serán
reales.
Al restar a ada elemento de la diagonal el valor (1 − α)2f ′(x∗1)f
′(x∗2) se onsigue una matriz
on todas sus las iguales, por tanto (1 − α)2f ′(x∗1)f
′(x∗2) es un autovalor de multipliidad m-1, el
otro es simple y se obtendrá a través de la traza. De donde se dedue que sus autovalores son:


λ = f ′(x∗1)f
′(x2) simple
λ = (1− α)2f ′(x∗1)f
′(x2) on multipliidad (m− 1)
Al ser (f2(x))′ = f ′(f(x))f ′(x) es posible expresar los autovalores de la matriz
(
∂Xi(n+2)
∂Xj(n)
)
X∗1
en funión de la derivada de f2, resultando
16
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

λ = f2
′
(x∗1) = f
2′(x∗2) simple
λ = (1− α)2f2
′
(x∗1) = (1− α)
2f2
′
(x∗2) on multipliidad (m− 1)
Como onseuenia, si x∗i era un punto jo estable para f
2
umplirá que
∣∣∣f2′(x∗i )∣∣∣ < 1, por tanto
se dedue que el CML presenta un estado sinronizado de periodo dos estable ya que


∣∣∣f2′(x∗i )∣∣∣ < 1∣∣∣(1− α)2f2′(x∗1)∣∣∣ < 1
al ser 0 < α < 1.
De nuevo se ha omprobado que el omportamiento del sistema es similar al de la funión f que
rige el omportamiento individual de los osiladores.
A ontinuaión nos planteamos si este resultado se puede generalizar a estados sinronizados de
mayor período. Este análisis se aborda en el siguiente resultado.
Teorema 2
Sea
{
x∗1, x
∗
2, ..., x
∗
p
}
una órbita de periodo p, donde f es una funión C1, entones el CML dado
por
Xi(n+ 1) = (1− α)f(Xi(n)) +
α
m
∑m
i=1 f(Xi(n))
i = 1, · · · ,m
i) X∗j = (
m)
x∗j , · · · , x
∗
j )j=1,··· ,pes un estado sinronizado del CML on periodo p.
ii) El estado sinronizado X∗j =
(
m)
x∗j , · · · , x
∗
j
)
presenta la misma estabilidad que el punto jo
x∗j de f
p
on j = 1, 2, · · · , p.
17
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Figura 3.3: Estado sinronizado de periodo uatro. r = 3,4985; f y α iguales que en la gura 3.1.
Demostraión
i) Si se toma
Xi(n) = x
∗
1 i = 1, · · · ,m
se tiene que
Xi(n+ 1) = (1− α)f(x
∗
1) +
α
m
Σmj=1f(x
∗
1) = f(x
∗
1)
i = 1, · · · ,m
La segunda iteraión será:
Xi(n+ 2) = (1− α)f(Xi(n+ 1)) +
α
m
∑m
j=1 f(Xj(n+ 1)) =
= (1− α)f(f(x∗1)) +
α
m
mf(f(x∗1)) = f(f(x
∗
1)) = f
2(x∗1)
i = 1, ...,m
18
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y la iteraión p-ésima será
Xi(n+ p) = (1− α)f(Xi(n+ p− 1)) +
α
m
∑m
j=1 f(Xj(n+ p− 1)) =
= fp(x∗1) = x
∗
1 = Xi(n)
i = 1, ...,m
Queda demostrada la existenia de un estado sinronizado de período p.
ii) Para estudiar la estabilidad del estado sinronizado
X∗j = (
m)
x∗j , x
∗
j , · · · x
∗
j)j=1,··· ,p
basta que el estudio se haga en X∗1 = (
m)
x∗1, x
∗
1, · · · x
∗
1) porque f
p′(x∗j ) tiene el mismo valor para todo
punto jo x∗j de f
p
.
Calulemos los autovalores de la matriz jaobiana del iterado p-ésimo del sistema en ese punto. Para
alular la matriz jaobiana obsérvese que, al apliar la regla de la adena, resulta
(
∂Xi(n+ p)
∂Xj(n)
)
X∗1
=
=


(1− m−1
m
α) α
m
· · · α
m
α
m
(1− m−1
m
α) · · · α
m
.
.
.
.
.
.
.
.
.
.
.
.
α
m
α
m
· · · (1− m−1
m
α)


f ′(x∗p)
(
∂Xi(n + p− 1)
∂Xj(n)
)
X∗1
de la misma manera resulta
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(
∂Xi(n+ p− 1)
∂Xj(n)
)
X∗1
=


(1− m−1
m
α) α
m
· · · α
m
α
m
(1 − m−1
m
α) · · · α
m
.
.
.
.
.
.
.
.
.
.
.
.
α
m
α
m
· · · (1− m−1
m
α)


f ′(x∗p−1)
(
∂Xi(n + p− 2)
∂Xj(n)
)
X∗1
.
.
.
y nalmente
(
∂Xi(n + 1)
∂Xj(n)
)
X∗1
=


(1− m−1
m
α) α
m
· · · α
m
α
m
(1− m−1
m
α) · · · α
m
.
.
.
.
.
.
.
.
.
.
.
.
α
m
α
m
· · · (1− m−1
m
α)


f ′(x∗1)
por lo que se tiene
(
∂Xi(n+ p)
∂Xj(n)
)
X∗1
=
20
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

1
m
+ m−1
m
(1− α)p 1
m
− 1
m
(1− α)p · · · 1
m
− 1
m
(1− α)p
1
m
− 1
m
(1− α)p 1
m
+ m−1
m
(1− α)p · · · 1
m
− 1
m
(1− α)p
.
.
.
.
.
.
.
.
.
.
.
.
1
m
− 1
m
(1− α)p 1
m
− 1
m
(1− α)p · · · 1
m
+ m−1
m
(1− α)p


p∏
j=1
f ′(x∗j )
Esta matriz es simétria, por lo tanto es estritamente diagonalizable y sus autovalores serán
reales.
Fijándonos en los elementos que onstituyen la matriz, se observa que al restar a los términos
de la diagonal el valor (1 − α)p
∏p
j=1 f
′(x∗j ) se obtiene una matriz on todas las las idéntias, es
deir, una matriz de rango 1, lo que india que (1−α)p
∏p
j=1 f
′(x∗j ) es un autovalor de multipliidad
(m− 1), y el otro es un autovalor simple y se alula a través de la traza.
De esta manera se onluye que los autovalores de la matriz
(
∂Xi(n+p)
∂Xj(n)
)
X∗1
son


λ =
∏p
j=1 f
′(x∗j )) simple
λ = (1− α)p
∏p
j=1 f
′(x∗j) on multipliidad (m− 1)
Análogamente, al igual que en el lema 1 se pueden expresar estos autovalores en funión de la
derivada primera de la funión fp(x), tal y omo se india a ontinuaión


λ =
∏p
j=1 f
′(x∗j )) = f
p′(x∗1) simple
λ = (1− α)p
∏p
j=1 f
′(x∗j ) = (1− α)
pfp
′
(x∗1) on multipliidad (m− 1)
(3.3)
Si x∗1 es punto jo estable de f
p
entones
∣∣∣fp′(x∗1)∣∣∣ < 1 y por lo tanto los autovalores dados en
(3.3) son de módulo menor que la unidad ya que α < 1, por lo que se onluye que el CML tiene
un estado sinronizado estable de periodo p.
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Además si se toma p = 1 se reupera el estado sinronizado estaionario anteriormente estudiado
en el teorema 1 de este apítulo, por lo tanto ese estado es un aso partiular del atual; y en
partiular está sometido al proeso de dupliaión de periodo tal omo se desribirá en la seión,
Casada de dupliaión de periodo.
3.1.3. Estados sinronizados aótios.
Por último vamos a estudiar la sinronizaión aótia.
Teorema 3.
Si f(x) presenta una evoluión aótia partiendo de x∗ entones el CML
Xi(n + 1) = (1− α)f(Xi(n)) +
α
m
∑m
j=1 f(Xj(n))
i = 1, · · · ,m
tendrá un estado sinronizado aótio dado por
X∗ = (
m)
x∗, x∗ · · · , x∗)
Demostraión
Tomando Xi(n) = x
∗ i = 1, · · · ,m se analiza la evoluión del CML en ualquier instante p ∈ N.
Para ello se probará por induión que
Xi(n+ p) = f
p(x∗)
∀p ∈ N
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Figura 3.4: Estado sinronizado aótio. r = 3,9; f y α iguales que en la gura 3.1.
Para p = 1
Xi(n+ 1) = (1− α)f(Xi(n)) +
α
m
∑m
j=1 f(Xj(n)) = (1− α)f(x
∗)+
+ α
m
∑m
j=1 f(x
∗) = (1− α)f(x∗) + α
m
mf(x∗) = f(x∗)
Si se supone ierto para p, es deir Xi(n + p) = f
p(x∗), veamos que es ierto para p+ 1
Xi(n+ p+ 1) = (1− α)f(Xi(n+ p)) +
α
m
∑m
j=1 f(Xj(n + p)) =
= (1− α)f(fp(x∗)) + α
m
∑m
j=1 f(f
p(x∗)) =
= (1− α)fp+1(x∗) + α
m
mfp+1(x∗)) = fp+1(x∗)
Por tanto se onluye que el CML, según evoluiona, reprodue la evoluión del punto x∗ de
auerdo a f.
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3.1.4. Casada de dupliaión de periodo
Es de esperar que si la funión fp sufre una CDP, entones el CML dado por (3.1) muestre
una asada de dupliaión en los estados sinronizados de periodo p desritos por el teorema 2. La
presunión es ierta, omo demuestra el siguiente teorema.
Teorema 4
Los estados sinronizados de periodo p dados por el teorema 2 sufren una CDP onforme lo hae
fp.
Demostraión
La demostraión es direta usando el teorema 2, sin más que sustituir suesivamente, en el
teorema, p por p · 2, p · 22, .., p · 2n, ... ada vez que la órbita de periodo p de f duplique su periodo.
3.1.5. Un teorema de no existenia
Se ha probado, en el teorema 2, la existenia de estados sinronizados de periodo p arbitrario
en CML, formados por los puntos jos de fp, uando todos los osiladores están iniialmente en el
mismo punto jo de fp.
Cabría esperar que la n-tupla de la forma
(X1(n),X2(n), · · · ,Xp(n)) = (x
∗
j , f(x
∗
j ), ..., f
p−1(x∗j))
fp(xj) = xj j = 1, · · · p
que india que ada osilador se oloa en los suesivos puntos de la orbita de periodo-p generara un
pattern de periodo p en el CML, es deir, una onda viajera. Sin embargo esta presunión es falsa,
tal y omo se demuestra a ontinuaión.
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Teorema 5
Si
{
x∗1, x
∗
2, ..., x
∗
p
}
es una órbita de periodo p de f , donde f es una funión C1, entones el CML
dado por
Xi(n+ 1) = (1− α)f(Xi(n− 1)) +
α
p
p∑
i=1
f(Xi(n− 1))
i = 1, · · · p
no tiene una órbita de periodo p de la forma
(X1(n),X2(n), · · · ,Xp(n)) = (x
∗
j , f(x
∗
j ), ..., f
p−1(x∗j))
siendo x∗j ualquier punto de la órbita de periodo p.
Demostraión
Si se toman las ondiiones iniiales:
(X1(n),X2(n), · · · ,Xp(n)) = (x
∗
1, x
∗
2, ..., x
∗
p)
tras la primera iteraión se tendrá:

X1(n+ 1) = x
∗
2 = (1− α)f(x
∗
1) +
α
p
(f(x∗1) + ...+ f(x
∗
p))
X2(n+ 1) = x
∗
3 = (1− α)f(x
∗
2) +
α
p
(f(x∗1) + ...+ f(x
∗
p))
.
.
.
Xp(n+ 1) = x
∗
1 = (1− α)f(x
∗
p) +
α
p
(f(x∗1) + ...+ f(x
∗
p))
por tanto:
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

x∗2 = (1− α)x
∗
2 +
α
p
(x∗1 + ...+ x
∗
p)
x∗3 = (1− α)x
∗
3 +
α
p
(x∗1 + ...+ x
∗
p)
.
.
.
x∗1 = (1− α)x
∗
1 +
α
p
(x∗1 + ...+ x
∗
p)
operando resulta:

αx∗2 =
α
p
(x∗1 + ...+ x
∗
p)
αx∗3 =
α
p
(x∗1 + ...+ x
∗
p)
.
.
.
αx∗1 =
α
p
(x∗1 + ...+ x
∗
p)
de donde se dedue si α 6= 0 (Si α = 0 los osiladores están desaoplados):
x∗1 = x
∗
2 = ... = x
∗
p
en ontradiión on x∗1 6= x
∗
2 6= ... 6= x
∗
p.
Una idea intuitiva de entender el teorema 2 es imaginarnos a un grupo de personas en una
esalera, todas en el mismo esalón, y que de forma periódia saltan (todas juntas) a otro esalón
hasta visitar todos los esalones de la esalera. El proeso se repite periódiamente. El teorema 2
garantiza la existenia de este omportamiento.
El teorema 5 indiaría que ada persona se sitúa en un esalón distinto de la esalera y en un
momento dado ada persona salta a otro esalón, realizando esta aión de forma periódia. El
teorema 5 garantiza que tal proeso no existe en el CML para aoplamiento arbitrario. La búsqueda
de este fenómeno será relevante en el posterior desarrollo de la tesis.
26
3.2. CML CON ACOPLAMIENTO A PRIMEROS VECINOS.
3.2. CML on aoplamiento a primeros veinos.
Los anteriores resultados obtenidos haen referenia a CML on aoplamiento de ampo medio.
Ahora nos preguntamos si estos resultados onservarán su validez uando trabajemos on un CML
on aoplamiento a primeros veinos. Proedemos a realizar el estudio en diho aso y onluir que
en estos CML on aoplamiento a primeros veinos se pueden enontrar estados sinronizados del
mismo periodo que el periodo de la funión f .
3.2.1. Estados sinronizado estaionario
Teorema 6
Sea el CML on m osiladores:
Xi(n+ 1) = (1− α)f(Xi(n)) +
α
2
(f(Xi−1(n)) + f(Xi+1(n))) i = 1 · · ·m (3.4)
on ondiiones de periodiidad X0(n) = Xm(n) y Xm+1(n) = X1(n)
El CML dado por (3.4)
i) Presenta un estado sinronizado estaionario que viene dado por X∗ = (
m)
x∗, · · · , x∗) donde
f(x∗) = x∗.
ii) El estado sinronizado estaionario X∗ = (
m)
x∗, · · · , x∗) presenta la misma estabilidad que el
punto jo x∗ de la funión f .
Demostraión
i) X∗ = (
m)
x∗, · · · , x∗) es un punto jo del sistema dado por (3.4) ya que si f(x∗) = x∗, y
onsiderando
Xi(n) = x
∗ i = 1, · · · ,m
resulta
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f(Xi(n)) = f(x
∗) = x∗ = Xi(n) i = 1, · · · ,m
y
Xi(n+ 1) = (1− α)f(x
∗) + α2 (f(x
∗) + f(x∗)) = f(x∗) = x∗ = Xi(n)
i = 1, ...,m
tal y omo se quería demostrar.
ii) Para el estudio de la estabilidad lineal del estado sinronizado X∗ = (
m)
x∗, · · · , x∗), analizare-
mos los autovalores de la matriz jaobiana en diho estado.
Los elementos de la matriz jaobiana vienen dados por:
∂Xi(n + 1)
∂Xj(n)
=


(1− α)f ′(Xi(n)) j = i
α
2 f
′(Xj(n)) j = i+ 1 j = i− 1
0 en otro aso
que evaluados en X∗ se obtiene:
∂Xi(n+ 1)
∂Xj(n)
∣∣∣∣
X∗
=


(1− α)f ′(x∗) i = j
α
2 f
′(x∗) j = i+ 1 j = i− 1
0 en otro aso
de donde la matriz jaobiana resulta ser
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(
∂Xi(n+1)
∂Xj(n)
)
X∗
= Cf ′(x∗) on
C =


(1− α) α2 0 0 · · ·
α
2
α
2 (1− α)
α
2 0 · · · 0
0 α2 (1− α)
α
2 · · · 0
0 0 α2 (1− α) 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
. 0
α
2 0 0 0 · · · (1− α)


(3.5)
Para el alulo de los autovalores de la matriz
(
∂Xi(n+1)
∂Xj(n)
)
X∗
bastará obtener los autovalores de
C ya que si ya que si λ es un autovalor de la matriz C entones λf ′(x∗) será un autovalor de la
matriz (Cf ′(x∗)) .
La matriz C es simétria y irulante [18℄. Proederemos a alular sus autovalores utilizando
los resultados onoidos para las matries irulantes.
Los autovalores de una matriz irulante C donde C = circ(c1, c2, c3, · · · , cm) vienen dados por [18℄
λk = h(wk) donde


h(x) =
∑m
j=1 cjx
j−1
wk (k = 1, · · ·m) son las raíes m-ésimas de la unidad.
En nuestro aso la matriz C es C = circ((1 − α), α2 , 0, 0, · · · , 0,
α
2 ), por tanto
h(x) = (1− α) +
α
2
x+
α
2
xm−1
entones
λk = h(wk) = (1− α) +
α
2 e
i2pik
m + α2
(
e
i2pik
m
)m−1
=
= (1− α) + α2
[
e
i2pik
m + e
i2pik(m−1)
m
]
= (1− α) + α
[
e
i2pik
m +e
−i2pik
m
2
]
=
(1− α) + αcos
(
2πk
m
)
Observamos que efetivamente sus m autovalores, que se obtienen sustituyendo respetivamente
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k = 0, · · · ,m− 1, son reales, heho que se esperaba por ser una matriz simétria.
Por tanto los autovalores de la matriz C serán:
λk =


1 k = 0(
(1− α) + αcos
(
2πk
m
))
k = 1, · · · ,m− 1
y en onseuenia los autovalores de la matriz
(
∂Xi(n+1)
∂Xj(n)
)
X∗
serán:
λk =


f ′(x∗) k = 0(
(1− α) + αcos
(
2πk
m
))
f ′(x∗) k = 1, · · · ,m− 1
Veamos que si x∗ es un punto jo estable de f(x) entones X∗ es un estado sinronizado esta-
ionario estable del sistema. Para ello es neesario probar que |λk| < 1 ∀k = 0, · · · ,m− 1.
Para k = 0 se tiene que |λk| = |f
′(x∗)| < 1 por ser x∗ punto jo estable de f .
Para k = 1, · · · ,m− 1 se tiene que
|λk| =
∣∣∣∣
(
(1− α) + αcos
(
2pik
m
))
f ′(x∗)
∣∣∣∣ =
∣∣∣∣
(
(1 − α) + αcos
(
2pik
m
))∣∣∣∣ ∣∣f ′(x∗)∣∣
y omo
∣∣∣∣
(
(1− α) + αcos
(
2pik
m
))∣∣∣∣ < |(1− α)| +
∣∣∣∣αcos
(
2pik
m
)∣∣∣∣ < |(1− α)|+ |(α)| = 1 (3.6)
ya que 0 < α < 1 y omo ∣∣f ′(x∗)∣∣ < 1
entones se onluye que |λk| < 1 ∀k 
Nuevamente el CML ha heredado el omportamiento de la funión f que gobierna la dinámia
individual y esto nos ha permitido enontrar un estado sinronizado estable estaionario en un CML
on aoplamiento a primeros veinos. La siguiente pregunta que se plantea es si para diho CML
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existirán estados sinronizados periódios. Este estudio se abordará en el siguiente apartado.
3.2.2. Estados sinronizados periódios.
Empezaremos mostrando la existenia de un estado sinronizado de periodo dos, para posteri-
ormente afrontar el estudio de un estado sinronizado de periodo p.
Lema 2
Sea {x∗1, x
∗
2} una órbita de periodo dos de f , donde f es una funión C
1
, entones el CML dado
por
Xi(n+ 1) = (1− α)f(Xi(n)) +
α
2
(f(Xi−1(n)) + f(Xi+1(n))) i = 1 · · ·m
on ondiiones de periodiidad X0(n) = Xm(n) y Xm+1(n) = X1(n)
i) Presenta un estado sinronizado de periodo 2 que viene dado por X∗j = (
m)
x∗j , · · · , x
∗
j ) j = 1, 2.
ii) El estado sinronizado X∗j = (
m)
x∗j , · · · , x
∗
j ) presenta la misma estabilidad que el punto jo x
∗
j
de f2 on j = 1, 2.
Demostraión
i) Dado que
Xi(n+ 1) = (1− α)f(Xi(n)) +
α
2 (f(Xi−1(n)) + f(Xi+1(n)))
i = 1, · · · ,m
tomando omo ondiión iniial
(X1(n),X2(n), · · · ,Xm(n)) = (x
∗
1, x
∗
1, · · · , x
∗
1)
resulta que el iterado primero será
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Xi(n+ 1) = (1− α)f(x
∗
1) +
α
2 (f(x
∗
1) + f(x
∗
1)) = f(x
∗
1) = x
∗
2
i = 1, · · · ,m
y el siguiente iterado será
Xi(n+ 2) = (1− α)f(x
∗
2) +
α
2 (f(x
∗
2) + f(x
∗
2)) = f(x
∗
2) = x
∗
1 = Xi(n)
i = 1, · · · ,m
(Similar sería el estudio onsiderando la ondiión iniial en el punto (x∗2, x
∗
2, · · · x
∗
2)).
De lo que se dedue que el CML tiene un estado sinronizado de periodo dos, es deir, ha
reproduido el omportamiento de la funión f .
ii) Para determinar la estabilidad del estado sinronizado X∗1 = (
m)
x∗1, · · · , x
∗
1) se analizan los
autovalores de la matriz jaobiana evaluada en X∗1 , que viene dada por
(
∂Xi(n+ 2)
∂Xj(n)
)
X∗1
=


(1− α) α2 0 0 · · ·
α
2
α
2 (1− α)
α
2 0 · · · 0
0 α2 (1 − α)
α
2 · · · 0
0 0 α2 (1 − α) 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
α
2 0 0 0 · · · (1− α)


f ′(x∗2)
(
∂Xi(n+ 1)
∂Xj(n)
)
X∗
1
=
C2f ′(x∗2)f
′(x∗1)
siendo C la matriz denida en (3.5).
Teniendo en uenta que los autovalores de matriz C han sido obtenidos en el teorema 6, se
tiene que los autovalores de esta matriz
(
∂Xi(n+2)
∂Xj(n)
)
X∗1
son los autovalores de la matriz C elevados al
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uadrado y multipliados por f(x∗2)f
′(x∗1), es deir,
λk =


f(x∗2)f
′(x∗1) k = 0(
(1− α) + αcos
(
2πk
m
))2
f(x∗2)f
′(x∗1) k = 1, · · · ,m− 1
y expresándolos en funión de la derivada de f2 se obtiene
λk =


f2
′
(x∗1) k = 0(
(1− α) + αcos
(
2πk
m
))2
f2
′
(x∗1) k = 1, · · · ,m− 1
Teniendo en uenta (3.6) se umple
(
(1− α) + αcos
(
2pik
m
))2
f2
′
(x∗1) < f
2′(x∗1)
por lo que el autovalor dominante es f2
′
(x∗1) y en onseuenia la estabilidad de X
∗
1 viene determi-
nada por él.
Si x∗1 es un punto jo estable para f
2
se umplirá que
∣∣∣f2′(x∗1)∣∣∣ < 1 y por lo tanto |λk| será
menor que la unidad para todo k, por lo que X∗1 es un estado estable para el CML. 
De nuevo el sistema repite el omportamiento de la funión f , es deir, si tenemos una órbita de
periodo 2 en la funión f , el CML también presenta una órbita de periodo 2 y hereda su estabilidad.
El lema que aabamos de demostrar es una justiaión teória de los antikink patterns ob-
servados numériamente por Kaneko [42℄. Obsérvese que aunque Kaneko trabajó on interaión a
primeros veinos, nosotros hemos obtenido tanto la demostraión teória on interaión a primeros
veinos, en el lema 2, omo a todos los veinos, en el lema 1.
Proederemos a ontinuaión a la generalizaión de este resultado. Se analizará la existenia de
órbitas de periodo p.
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Teorema 7
Sea
{
x∗1, x
∗
2, ..., x
∗
p
}
una órbita de periodo p de f donde, f es una funión C1 unimodal, entones
el CML dado por
Xi(n+ 1) = (1− α)f(Xi(n)) +
α
2
(f(Xi−1(n)) + f(Xi+1(n))) i = 1 · · ·m
on ondiiones de periodiidad X0(n) = Xm(n) y Xm+1(n) = X1(n)
i) Presenta un estado sinronizado de periodo p que viene dado por X∗j = (
m)
x∗j , · · · , x
∗
j ) j =
1, · · · , p
ii) El estado sinronizado X∗j = (
m)
x∗j , · · · , x
∗
j ) j = 1, · · · , p presenta la misma estabilidad que el
punto jo x∗j de f
p
on j = 1, 2, · · · , p.
Demostraión
i) Si se toma
Xi(n) = x
∗
1 i = 1, · · · ,m
teniendo en uenta que
Xi(n+ 1) = (1− α)f(x
∗
1) +
α
2 (f(x
∗
1) + f(x
∗
1)) = f(x
∗
1)
i = 1, · · · ,m
en la segunda iteraión tendremos:
Xi(n+ 2) = (1− α)f(Xi(n+ 1)) +
α
2 (f(Xi−1(n+ 1)) + f(Xi+1(n+ 1))) =
= (1− α)f(f(x∗1)) +
α
2 (f(f(x
∗
1)) + f(f(x
∗
1)))) = f(f(x
∗
1)) = f
2(x∗1)
i = 1, ...,m
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y así suesivamente la iteraión p-ésima será
Xi(n+ p) =
(1− α)f(Xi(n+ p− 1)) +
α
2 (f(Xi−1(n+ p− 1)) + f(Xi+1(n + p− 1))) =
(1− α)f(fp−1(x∗1)) +
α
2
(
f(fp−1(x∗1)) + f(f
p−1(x∗1))
)
=
= fp(x∗1) = x
∗
1 = Xi(n)
i = 1, ...,m
Como onseuenia queda demostrada la existenia de un estado sinronizado de periodo p para
el CML.
ii) Pasaremos a estudiar la estabilidad lineal del estado sinronizado periódio. Para ello alu-
lamos la matriz jaobiana tras p-iteraiones en X∗1
(
∂Xi(n+ p)
∂Xj(n)
)
X∗1
=


(1− α) α2 0 · · ·
α
2
α
2 (1− α)
α
2 · · · 0
0 α2 (1− α) · · · 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
α
2 0 0 · · · (1− α)


f ′(x∗p)
(
∂Xi(n+ p− 1)
∂Xj(n)
)
X∗1
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=


(1− α) α2 0 · · ·
α
2
α
2 (1− α)
α
2 · · · 0
0 α2 (1− α) · · · 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
α
2 0 0 · · · (1− α)


2
f ′(x∗p)f
′(x∗p−1)
(
∂Xi(n+ p− 2)
∂Xj(n)
)
X∗1
=
.
.
.
=
=


(1− α) α2 0 · · ·
α
2
α
2 (1− α)
α
2 · · · 0
0 α2 (1− α) · · · 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
α
2 0 0 · · · (1− α)


p
p−1∏
k=0
f ′(x∗p−k)
y expresándolo en funión de la derivada de fp se tiene
(
∂Xi(n + p)
∂Xj(n)
)
X∗1
=


(1− α) α2 0 · · ·
α
2
α
2 (1− α)
α
2 · · · 0
0 α2 (1− α) · · · 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
α
2 0 0 · · · (1− α)


p
fp
′
(x∗1) =
= Cpfp
′
(x∗1)
Los autovalores de la matriz
(
∂Xi(n+p)
∂Xj(n)
)
X∗1
son la potenia p-ésima de los autovalores de C (3.5)
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multipliados por fp
′
(x∗1), es deir:
λk =


fp
′
(x∗1) k = 0(
(1− α) + αcos
(
2πk
m
))p
fp
′
(x∗1) k = 1, · · · ,m− 1
omo se vio en (3.6)
(
(1− α) + αcos
(
2πk
m
))p
< 1 entones el estado sinronizado del CML tiene la
misma estabilidad que el punto jo x∗1 de f
p
.
3.2.3. Estados sinronizados aótios
Veamos por último la sinronizaión aótia.
Teorema 8
Si f(x) presenta una evoluión aótia partiendo de x∗ entones el CML
Xi(n+ 1) = (1− α)f(Xi(n)) +
α
2
(f(Xi−1(n)) + f(Xi+1(n))) i = 1 · · ·m
tendrá un estado sinronizado aótio dado por X∗ = (
m)
x∗, x∗, · · · , x∗)
Demostraión
Tomando Xi(n) = x
∗ i = 1, · · · ,m se analiza la evoluión del CML en ualquier instante p ∈ N.
Para ello se probará por induión que
Xi(n + p) = f
p(x∗)
∀p ∈ N
Para p = 1
Xi(n+ 1) = (1− α)f(Xi(n)) +
α
2 (f(Xi−1(n)) + f(Xi+1(n))) =
= (1− α)f(x∗) + α2 (f(x
∗) + f(x∗)) = f(x∗)
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Se supone ierto para p, es deir Xi(n + p) = f
p(x∗) y veamos que es ierto para p+ 1
Xi(n + p+ 1) = (1− α)f(Xi(n+ p)) +
α
2 (f(Xi−1(n+ p)) + f(Xi+1(n+ p))) =
= (1− α)f(fp(x∗)) + α2 (f(f
p(x∗)) + f(fp(x∗))) = f(fp(x∗))
Por tanto se onluye que el CML según evoluiona reprodue el omportamiento de la evoluión
del punto x∗.
3.2.4. Casada de dupliaión de periodo
El CML va a reejar también la CDP en el aso que la funión f la sufra. Este resultado será
reogido en el siguiente teorema.
Teorema 9
Los estados sinronizados de periodo p dados por el teorema 7 sufren una CDP onforme lo hae
fp.
Demostraión
La demostraión es direta usando el teorema 7, sin más que sustituir suesivamente, en el
teorema, p por p2, p22, .., p2n, ... ada vez que la orbita de periodo p de f duplique su periodo.
3.2.5. Un teorema de no existenia
De igual forma que en los CML on aoplamiento medio no mostraban ondas de periodo p uando
los osiladores estaban situados iniialmente en los puntos jos de una órbita de periodo p, los CML
on aoplamiento a primeros veinos tampoo van a presentar este tipo de ondas. Proederemos a
desmostarlo en el siguiente teorema.
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Teorema 10
Si
{
x∗1, x
∗
2, ..., x
∗
p
}
es una órbita de periodo p de f , donde f es una funión C1 unimodal, entones
el CML dado por
Xi(n+ 1) = (1− α)f(Xi(n)) +
α
2
(f(Xi−1(n)) + f(Xi+1(n))) i = 1 · · ·m
on ondiiones de periodiidad X0(n) = Xm(n) y Xm+1(n) = X1(n) no tiene una órbita de periodo
p de la forma
(X1(n),X2(n), · · · ,Xp(n)) = (x
∗
j , f(x
∗
j ), ..., f
p−1(x∗j))
Siendo x∗j ualquier punto de la órbita de periodo p de f .
Demostraión
Si se toman las ondiiones iniiales:
(X1(n),X2(n), · · · ,Xp(n)) = (x
∗
1, x
∗
2, ..., x
∗
p)
tras la primera iteraión se tendrá:

X1(n+ 1) = x
∗
2 = (1− α)f(x
∗
1) +
α
2 (f(x
∗
p) + f(x
∗
2))
X2(n+ 1) = x
∗
3 = (1− α)f(x
∗
2) +
α
2 (f(x
∗
1) + f(x
∗
3))
.
.
.
Xp(n+ 1) = x
∗
1 = (1− α)f(x
∗
p) +
α
2 (f(x
∗
p−1) + f(x
∗
1))
por tanto:

x∗2 = (1− α)x
∗
2 +
α
2 (x
∗
1 + x
∗
3)
x∗3 = (1− α)x
∗
3 +
α
2 (x
∗
2 + x
∗
4)
.
.
.
x∗1 = (1− α)x
∗
1 +
α
2 (x
∗
p + x
∗
2)
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operando resulta:

αx∗2 =
α
2 (x
∗
1 + x
∗
3)
αx∗3 =
α
2 (x
∗
2 + x
∗
4)
.
.
.
αx∗1 =
α
2 (x
∗
p + x
∗
2)
expresando este sistema en forma matriial se obtiene:


1 −2 1 0 · · · 0
0 1 −2 1 · · · 0
0 0 1 −2 · · · 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
1 0 0 0 · · · −2




x∗1
x∗2
x∗3
.
.
.
x∗p


=


0
0
0
.
.
.
0


(3.7)
Este sistema es homogéneo, por tanto admite siempre soluión. Dependiendo del rango de la
matriz de los oeientes sabremos ual es la dimensión del subespaio de las soluiones. Para
alular el rango de esta matriz proederemos a alular sus autovalores. Esta matriz es irulante
y sus autovalores son [18℄
λk = h(wk) donde


h(x) = 1− 2x+ x2 = (1− x)2
wk = e
i2pik
p k = 0, · · · , p− 1
Se obtiene el autovalor 0 simple, lo que implia que la matriz del sistema tiene rango p − 1 y
el onjunto de sus soluiones onstituye por tanto un subespaio de dimensión uno. Obsérvese que
(1, 1, · · · , 1) es soluión del sistema (3.7) y omo onseuenia todas sus soluiones son de la forma
(x∗1, x
∗
2, ..., x
∗
p) = (β, β, · · · , β)
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lo que signia que
x∗1 = x
∗
2 = ... = x
∗
p
y esto nos lleva a una ontradiión on el heho de que (x∗1, x
∗
2, ..., x
∗
p) sean los puntos de una órbita
de periodo p.
Si tomamos α = 0 el sistema Xi(n + 1) = f(Xi(n)) es un sistema donde el aoplamiento
desaparee. En este aso si
{
x∗1, x
∗
2, ..., x
∗
p
}
es una órbita de periodo p de f el CML reproduiría
esta órbita. Sin embargo este resultado no es ierto en general omo se aaba de omprobar en
los teoremas 5 y 10. Este heho nos lleva a preguntarnos bajo que ondiiones podrán existir estas
ondas. Este estudio lo realizamos en el siguiente apítulo.
41
CAPÍTULO 3. SINCRONIZACIÓN PERIÓDICA Y CAÓTICA
42
Capítulo 4
ESTUDIO ANALÍTICO DE ONDAS
VIAJERAS
Desde los trabajos pioneros de Kaneko [3539℄ en CML se han venido observando ondas viajeras
y CDP [22, 23, 42, 44℄. Estos hallazgos son numérios. En este apítulo vamos a probar la existenia
de tales omportamientos y a dar una expresión analítia que las desriba.
En el anterior apítulo se ha omprobado que si la funión f(x; r) tenía una órbita de periodo p el
CML no heredaba diha órbita en general. Dado que para α = 0 sí existe la onda, abe preguntarse
si para un aoplamiento pequeño α ≪ 1, el CML admite una soluión perturbada. La respuesta a
tal pregunta es armativa, y es posible obtener analítiamente la expresión de la onda viajera tal y
omo se muestra en los siguientes teoremas.
Primeramente se realizará el estudio para CML on aoplamiento medio y a ontinuaión para
aoplamiento a primeros veinos.
Para estudiar un aoplamiento débil sustituiremos en el CML dado por (3.1) y (3.4) α por εα
on ε≪ 1 y α de orden unidad .
Todos los teoremas en los que se realien expansiones en ε serán válidas a O(ε). Esta observaión
será apliable en toda la tesis a partir de ahora.
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4.1. El álgebra del sistema
Como posteriormente se verá, el estudio de la onda viajera llevará a la neesidad de alular la
expresión expliita de la inversa de la matriz B siguiente:
B =


−f ′(x∗1) 1 0 0 · · · 0
0 −f ′(x∗2) 1 0 · · · 0
0 0 −f ′(x∗3) 1 · · · 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
1 0 0 0 · · · −f ′(x∗p)


Esta matriz B es una matriz funional y de tamaño arbitrario, esa matriz sería irulante si x∗1 =
x∗2 = · · · = x
∗
p pero no es el aso. Al no ser la matriz B una matriz irulante no disponemos
de ténias explíitas para su inversión. Calular la inversa de una matriz funional de tamaño
arbitrario es una tarea bastante difíil. En partiular la inversa de la matriz B viene dada, salvo
onstante multipliativa por la matriz M de tamaño p× p
M =
0
BBBBBBBBBB@
f ′(x∗2)..f
′(x∗p) f
′(x∗3)..f
′(x∗p) f
′(x∗4)..f
′(x∗p) · · · 1
1 f ′(x∗3)..f
′(x∗p)f
′(x∗1) f
′(x∗4)..f
′(x∗p)f
′(x∗1) · · · f
′(x∗1)
f ′(x∗2) 1 f
′(x∗4)..f
′(x∗p)f
′(x∗1)f
′(x∗2) · · · f
′(x∗1)f
′(x∗2)
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
f ′(x∗2)..f
′(x∗p−1) f
′(x∗3)..f
′(x∗p−1) f
′(x∗4)..f
′(x∗p−1) · · · f
′(x∗1)f
′(x∗2)..f
′(x∗p−1)
1
CCCCCCCCCCA
(4.1)
Una vez que se tiene la forma explíita de la matriz inversa, la manera más senilla de probar que
realmente se trata de la inversa es por multipliaión direta proedimiento que usaremos en el
siguiente teorema.
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Teorema 1
La matriz
1
(1−(fp(x∗1))
′)M siendo
M =
0
BBBBBBBBBB@
f ′(x∗2)..f
′(x∗p) f
′(x∗3)..f
′(x∗p) f
′(x∗4)..f
′(x∗p) · · · 1
1 f ′(x∗3)..f
′(x∗p)f
′(x∗1) f
′(x∗4)..f
′(x∗p)f
′(x∗1) · · · f
′(x∗1)
f ′(x∗2) 1 f
′(x∗4)..f
′(x∗p)f
′(x∗1)f
′(x∗2) · · · f
′(x∗1)f
′(x∗2)
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
f ′(x∗2)..f
′(x∗p−1) f
′(x∗3)..f
′(x∗p−1) f
′(x∗4)..f
′(x∗p−1) · · · f
′(x∗1)f
′(x∗2)..f
′(x∗p−1)
1
CCCCCCCCCCA
es la inversa de la matriz
B =


−f ′(x∗1) 1 0 0 · · · 0
0 −f ′(x∗2) 1 0 · · · 0
0 0 −f ′(x∗3) 1 · · · 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
1 0 0 0 · · · −f ′(x∗p)


Demostraión
Denotemos por bi,j a los elementos de la matriz B y por mi,j a los elementos de la matriz M ,
entones
bi,j =


−f ′(x∗i ) si i = j
1 si j = i+ 1, i 6= p
1 si i = p j = 1
0 en otro aso
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mi,j =


1 si j = i− 1, i 6= 1
1 si i = 1 j = p∏p
k=1 k 6=i f
′(x∗k) si j = i
mi−1,jf
′(x∗i−1) en otro aso
Nota: En la expresión de mij se onsidera que


m0,j = mp,j
x∗0 = x
∗
p
Sea C = BM y denotemos a los elementos de la matriz C por cij.Veamos que la matriz C =
(1− (fp(x∗1))
′)I on lo que quedará probado que la matriz 1(1−(fp(x∗1))′)
M es la inversa de la matriz
B.
Se tiene que ci,j =
∑p
k=1 bi,kmk,j = bi,imi,j + bi,i+1mi+1,j onsiderando que bp,p+1 = bp,1
resulta que
i) si j = i− 1, i 6= 1
ci,i−1 = bi,imi,i−1 + bi,i+1mi+1,i−1 = −f
′(x∗i ) + 1mi,i−1f
′(x∗i ) = −f
′(x∗i ) + f
′(x∗i ) = 0
ii) Si i = 1 j = p
c1,p = b1,1m1,p + b1,2m2,p = −1f
′(x∗1) +m1,pf
′(x∗1) = −f
′(x∗1) + f
′(x∗1) = 0
iii) Si i = j
ci,i = bi,imi,i+ bi,i+1mi+1,i = −f
′(x∗i )
∏p
k=1 k 6=i f
′(x∗k)+1 = −
∏p
k=1 f
′(x∗k)+1 = −(f
p(x∗1))
′+1
iv) En otro aso
ci,,j = bi,imi,j + bi,i+1mi+1,j = −f
′(x∗i )mi,j + 1mi,jf
′(x∗i ) = −f
′(x∗i )mi,j +mi,jf
′(x∗i ) = 0
de donde se dedue, omo se quería probar, que C = (1− (fp(x∗1))
′)I
La obtenión de la expresión explíita de la inversa de la matriz B es muy importante ya que nos
abre el amino para poder demostrar la existenia en CML débilmente aoplados de ondas viajeras
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de periodo p. Se aborda a ontinuaión este estudio.
4.2. CML on aoplamiento medio
4.2.1. Teorema 2. Ondas viajeras.
Sea f : I → I, f ∈ C2 una funión dependiente de un parámetro, y sea
{
x∗1, x
∗
2, ..., x
∗
p
}
una
órbita de período p de f tal que fp
′
(x∗i ) 6= 1 i = 1, · · · , p entones el CML dado por
Xi(n+ 1) = (1− εα)f(Xi(n)) +
αε
p
∑p
j=1 f(Xj(n))
i = 1, · · · , p ε≪ 1
(4.2)
presenta una soluión periódia de periodo p, dada por
Xi(n+ j) = x
∗
i+j + εAi+j +O(ε
2) i = 1, · · · , p j ∈ N⋆
donde
Ak =
α
1−(fp(x∗1))
′
[∑p−1
n=1
((
−x∗k+n +
1
p
∑p
l=1 x
∗
l
)∏p−1
l=n f
′(x∗k+l)
)
+
(
−x∗k +
1
p
∑p
l=1 x
∗
l
)]
k = 1, ..., p
on ondiiones de periodiidad
Ai+p = Ai
x∗i+p = x
∗
i
∀i = 1, ..., p
y 1− (fp(x∗1))
′
es O(1).
Demostraión
La soluión periódia dada por
Xi(n+ j) = x
∗
i+j + εAi+j +O(ε
2)
i = 1, ..., p
existirá uando el sistema a O(ε)
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

Xi(n) = x
∗
i + εAi
Xi(n+ 1) = x
∗
i+1 + εAi+1
.
.
.
Xi(n+ p− 1) = x
∗
i+p−1 + εAi+p−1 = x
∗
i−1 + εAi−1
Xi(n+ p) = x
∗
i + εAi
i = 1...p (4.3)
sea ompatible.
Como
Xi(n+ 1) = (1− εα)f(Xi(n)) +
εα
p
p∑
j=1
f(Xj(n))
utilizando las igualdades expresadas en (4.3) resulta
x∗i+1 + εAi+1 +O(ε
2) = (1− εα)f(x∗i + εAi +O(ε
2)) +
εα
p
p∑
j=1
f(x∗j + εAj +O(ε
2)) (4.4)
Haiendo la expansión
f(x∗i + εAi +O(ε
2)) = f(x∗i ) + εAif
′(x∗i ) +O(ε
2)
y sustituyendo en la expresión (4.4) se tiene
x∗i+1 + εAi+1 +O(ε
2) = (1− εα)(x∗i+1 + εAif
′(x∗i ) +O(ε
2)) +
εα
p
p∑
j=1
((x∗j+1 + εAjf
′(x∗j)) +O(ε
2))
i = 1, ..., p
agrupando se obtiene
x∗i+1 + εAi+1 +O(ε
2) = x∗i+1 + εAif
′(x∗i )− εαx
∗
i+1 +
εα
p
p∑
j=1
(x∗j+1) +O(ε
2)
i = 1, ..., p
Resolviendo el sistema a orden ε se tiene:
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−Aif
′(x∗i ) +Ai+1 = −αx
∗
i+1 +
α
p
p∑
j=1
x∗j+1
i = 1, ..., p
uya expresión matriial es:


−f ′(x∗1) 1 0 0 · · · 0
0 −f ′(x∗2) 1 0 · · · 0
0 0 −f ′(x∗3) 1 · · · 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
1 0 0 0 · · · −f ′(x∗p)




A1
A2
A3
.
.
.
Ap


= α


−x∗2 +
1
p
Σpj=1x
∗
j
−x∗3 +
1
p
Σpj=1x
∗
j
−x∗4 +
1
p
Σpj=1x
∗
j
.
.
.
−x∗1 +
1
p
Σpj=1x
∗
j


(4.5)
Este es un sistema de p euaiones on p inógnitas uya matriz de los oeiente tiene omo
determinante:
(−1)p
p∏
i=1
f ′(x∗i ) + (−1)
p+1
Como
∏p
i=1 f
′(x∗i ) = f
p′(x∗i ) 6= 1 (por hipótesis del teorema) el sistema es ompatible deter-
minado. Además, la soluión del sistema es distinta de la trivial para todo valor α 6= 0, pues la
olumna de los términos independientes es no nula porque x∗1 6= x
∗
2 6= · · · 6= x
∗
p, es deir

−x∗2 +
1
p
∑p
j=1 x
∗
j
−x∗3 +
1
p
∑p
j=1 x
∗
j
−x∗4 +
1
p
∑p
j=1 x
∗
j
.
.
.
−x∗1 +
1
p
∑p
j=1 x
∗
j


6=


0
0
0
.
.
.
0


.
No importa que osilador onsideremos para estudiar la evoluión del sistema, ya que el sistema
algebraio que se obtiene es siempre el mismo.
Hemos obtenido que el sistema (4.5) tiene una únia soluión, que viene dada :
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

A1
A2
.
.
.
Ap

 = α


−f ′(x∗1) 1 0 · · · 0
0 −f ′(x∗2) 1 · · · 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
1 0 0 · · · −f ′(x∗p)


−1

−x∗2 +
1
p
∑p
j=1 x
∗
j
−x∗3 +
1
p
∑p
j=1 x
∗
j
.
.
.
−x∗1 +
1
p
∑p
j=1 x
∗
j


La inversión de la matriz, utilizando el teorema 1 de este apítulo, lleva al siguiente resultado :


A1
A2
A3
.
.
.
Ap


= α
1
1− (fp(x∗1))
′
MN (4.6)
donde la matriz M es
M =
0
BBBBBBB@
f ′(x∗2) · · · f
′(x∗p) f
′(x∗3)..f
′(x∗p) f
′(x∗4)..f
′(x∗p) · · · 1
1 f ′(x∗3)..f
′(x∗p)f
′(x∗1) f
′(x∗4)..f
′(x∗p)f
′(x∗1) · · · f
′(x∗1)
f ′(x2) 1 f ′(x∗4)..f
′(x∗p)f
′(x∗1)f
′(x∗2) · · · f
′(x∗1)f
′(x∗2)
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
f ′(x∗2)..f
′(x∗p−1) f
′(x∗3)..f
′(x∗p−1) f
′(x∗4)..f
′(x∗p−1) · · · f
′(x∗1)f
′(x∗2)..f
′(x∗p−1)
1
CCCCCCCA
(4.7)
y
N =


−x∗2 +
1
p
∑p
j=1 x
∗
j
−x∗3 +
1
p
∑p
j=1 x
∗
j
−x∗4 +
1
p
∑p
j=1 x
∗
j
.
.
.
−x∗1 +
1
p
∑p
j=1 x
∗
j


Tras operar en (4.6) resulta:
Ak =
α
1−(fp(x∗1))
′
[∑p−1
n=1
((
−x∗k+n +
1
p
∑p
l=1 x
∗
l
)∏p−1
l=n f
′(x∗k+l)
)
+
+
(
−x∗k +
1
p
∑p
l=1 x
∗
l
)]
k = 1, ..., p
(4.8)
Queda demostrada por tanto la existenia de la onda viajera de periodo p.
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Figura 4.1: Onda viajera de periodo 4 del CML on r = 3,55464;
ε = 0,001; f y α iguales que en la gura 3.1.
La diultad de la demostraión de la existenia de la onda viajera no reside sólo en enontrar
el meanismo subyaente (un aoplamiento débil), sino en que durante el proeso de demostraión
matemátia es neesario invertir matries de tamaño arbitrario, que además son funionales; sien-
do nuevamente estas funiones totalmente arbitrarias. Aunque se han observado multitud de vees
en integraiones numérias, no se había probado analítiamente la existenia de tales ondas viajeras.
El teorema nos permite determinar valores de parámetro para los que existen ondas viajeras
de periodo p. Como ejemplo mostramos las guras 4.1 y 4.2 donde se muestran ondas viajeras de
periodos 4 y 8 respetivamente.
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Figura 4.2: Onda viajera de periodo 8 del CML on r = 3,566667;
ε = 0,001; f y α iguales que en la gura 3.1.
4.2.2. Casada de dupliaión de periodo de ondas viajeras en CML on aoplamien-
to medio
Hasta el momento se ha probado la existenia de estados sinronizados y ondas viajeras. Para los
primeros ya se probó la existenia de CDP (en el apítulo 3, en los teoremas 4 y 9) . A ontinuaión se
aborda el problema en el segundo aso. Este tipo de transiión ya se había observado numériamente
[78℄, y utilizando solamente la apliaión de Mandelbrot real
f(x) = µ+ x2
Nosotros proederemos a probar la existenia teória para funiones de C2 arbitrarias.
Este estudio se realizará en dos fases, primero se demostrará la existenia de la bifuraión de
dupliaión de periodo en el CML on aoplamiento medio, y a ontinuaión se proederá a la
demostraión de la existenia de la CDP en dihos CML, para ello previamente se introdue la
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siguiente notaión.
Notaión
Se denota por x∗i,k a los puntos jos de la funión f
k
y por
{
x∗i,k
}k
i=1
a los puntos de la órbita
de periodo k de fk.
Teorema 3. Existenia de la bifuraión de dupliaión de periodo.
Sea f : I → I, f ∈ C2 una funión unimodal dependiente de un parámetro, en funión del ual
la órbita de periodo 2p del sistema xn+1 = f(xn) sufre una bifuraión de dupliaión de periodo.
Sea
{
x∗
i,2p+1
}2p+1
i=1
la órbita de periodo 2p+1 de la asada. Denotemos fk(x∗
i,2p+1) = x
∗
i+k,2p+1
El CML dado por
Xi(n+ 1) = (1− εα)f(Xi(n)) +
αε
2p
2p∑
j=1
f(Xj(n)) (4.9)
i = 1, · · · , 2p ε≪ 1
presenta una soluión periódia de periodo 2p+1, dada por
Xi(n + j) = x
∗
2i−1+j,2p+1 + εA2i−1+j +O(ε
2)
i = 1, · · · , 2p j ∈ N
siendo
Ak =
α
1−
“
f2
p+1
(x∗
1,2p+1
)
”′
[∑2p+1−1
n=1
((
−x∗
k+n,2p+1 +
1
2pSk+n
)
·
∏2p+1−1
l=n f
′(x∗k+l)
)
+
(
−x∗
k,2p+1 +
1
2pSk
)]
k = 1, ..., 2p+1
on
Sj =
{ ∑2p
i=1 x
∗
2(i−1)+2,2p+1 j = 2m∑2p
i=1 x
∗
2(i−1)+1,2p+1 j = 2m− 1
m = 1, · · · , 2p
on ondiiones de periodiidad dadas por
Ai+2p+1 = Ai
x∗
i+2p+1,2p+1 = x
∗
i,2p+1
∀i
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y 1−
(
f2
p+1
(x∗1,2p+1)
)′
es O(1).
Demostraión
Se onsideran 2p osiladores, on ondiiones iniiales dadas por
Xi(n) = x
∗
2(i−1)+1,2p+1 + εA2(i−1)+1 i = 1, · · · , 2
p
(4.10)
Obsérvese que se han tomado alternativamente los puntos de la soluión
{
x∗
i,2p+1
}2p+1
i=1
más una
perturbaión que ha de determinarse. La existenia de una onda de periodo 2p+1 se tendrá uando
el sistema a O(ε)


Xi(n) = x
∗
2(i−1)+1,2p+1 + εA2(i−1)+1
Xi(n+ 1) = x
∗
2(i−1)+2,2p+1 + εA2(i−1)+1
.
.
.
Xi(n + 2
p+1) = x∗2(i−1)+2p+1+1,2p+1 + εA2(i−1)+2p+1+1 = x
∗
2(i−1)+1,2p+1 + εA2(i−1)+1
i = 1..,2p
(4.11)
sea ompatible.
Como
Xi(n+ 1) = (1− εα)f(Xi(n)) +
αε
2p
2p∑
j=1
f(Xj(n))
de (4.11) resulta
x∗2(i−1)+2,2p+1 + εA2(i−1)+1 +O(ε
2) =
= (1− εα)f(x∗2(i−1)+1,2p+1 + εA2(i−1)+1 +O(ε
2))
+αε2p
∑2p
j=1 f(x
∗
2(j−1)+1,2p+1 + εA2(j−1)+1 +O(ε
2))
(4.12)
Haiendo la expansión de f a orden O(ε2) y sustituyendo en la euaión (4.12) se obtiene
x∗2(i−1)+2,2p+1 + εA2(i−1)+1 +O(ε
2) =
= (1− εα)f(x∗2(i−1)+1,2p+1 + εA2(i−1)+1 +O(ε
2))+
+ εα2p (x
∗
2,2p+1 + x
∗
4,2p+1 + ...+ x
∗
2i,2p+1 + ...+ x
∗
2p+1,2p+1) +O(ε
2)
de donde se dedue:
x∗2i,2p+1 + εA2i−1 +O(ε
2) =
= x∗2i,2p+1 + εA2(i−1)+1f
′(x∗2(i−1)+1,2p+1)
−εαx∗2i,2p+1 +
εα
2p
∑2p
i=1 x
∗
2i,2p+1 +O(ε
2)
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En la iteraión siguiente se llegará a la euaión:
x∗2i+1,2p+1 + εA2i +O(ε
2) =
= x∗2i+1,2p+1 + εA2i−1f
′(x∗2i,2p+1)
−εαx∗2i+1,2p+1 +
εα
2p
∑2p
i=1 x
∗
2i−1,2p+1 +O(ε
2)
y después de 2p+1 iteraiones, se tendrá la euaión:
x∗2i−1+2p+1,2p+1 + εA2i−1 +O(ε
2) =
= x∗2i−1,2p+1 + εA2(i−1)f
′(x∗2(i−1)+1,2p+1)
−εαx∗2i−1,2p+1 +
εα
2p
∑2p
i=1 x
∗
2i−1,2p+1 +O(ε
2)
Para el osilador i se tienen las 2p+1 euaiones que generan el sistema lineal a O(ε), on
expresión matriial:


−f ′(x∗2(i−1)+1,2p+1) 1 0 · · · 0
0 −f ′(x∗2(i−1)+2,2p+1) 1 · · · 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
1 0 0 · · · −f ′(x∗2(i−1)+2p+1,2p+1)

 .


A2(i−1)+1
A2(i−1)+2
.
.
.
A2(i−1)+2p+1

 =
= α


−x∗2(i−1)+2,2p+1 +
1
2p
∑2p+1
i=1 x
∗
2(i−1)+2,2p+1
−x∗2(i−1)+3,2p+1 +
1
2p
∑2p+1
i=1 x
∗
2(i−1)+1,2p+1
.
.
.
−x∗2(i−1)+1,2p+1 +
1
2p
∑2p+1
i=1 x
∗
2(i−1)+2,2p+1


(4.13)
La expresión matriial (4.13) representa un sistema de 2p+1 euaiones on 2p+1 inógnitas, y
el determinante de la matriz de los oeientes viene dado por:
(−1)2
p+1
2p+1∏
i=1
f ′(x∗i,2p+1)− (−1)
2p+1
Diho determinante es distinto de ero debido a que la bifuraión de dupliaión de periodo se
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produe uando (
f2
p+1
)′
(x∗i,2p+1) = −1(
ya que
∏2p+1
i=1 f
′(x∗
i,2p+1) =
(
f2
p+1
)′
(x∗
i,2p+1)
)
.
Como este determinante es no nulo el sistema es ompatible determinado, y omo en los asos
vistos anteriormente a lo largo del trabajo, su soluión será distinta de la trivial ∀α 6= 0.
La soluión del sistema (4.13) es:


A2(i−1)+1
A2(i−1)+2
.
.
.
A2(i−1)+2p+1

 = α1−(f2p+1 (x∗1,2p+1 ))′MN (4.14)
donde
M =


−f ′(x∗2(i−1)+1,2p+1) 1 0 · · · 0
0 −f ′(x∗2(i−1)+2,2p+1) 1 · · · 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
1 0 0 · · · −f ′(x∗2(i−1)+2p+1,2p+1)


−1
y
N =


−x∗2(i−1)+2,2p+1 +
1
2p
∑2p+1
i=1 x
∗
2(i−1)+2,2p+1
−x∗2(i−1)+3,2p+1 +
1
2p
∑2p+1
i=1 x
∗
2(i−1)+1,2p+1
.
.
.
−x∗2(i−1)+1,2p+1 +
1
2p
∑2p+1
i=1 x
∗
2(i−1)+2,2p+1


Teniendo en uenta la expresión de la matriz M obtenida en el teorema 1 de este apítulo y tras
operar en (4.14) resulta:
Ak =
α
1−
“
f2
p+1
(x∗
1,2p+1
)
”
′
[∑2p+1−1
n=1
((
−x∗
k+n,2p+1 +
1
2pSk+n
)∏2p+1−1
l=n f
′(x∗k+l)
)
+
(
−x∗
k,2p+1 +
1
2pSk
)]
k = 1, ..., 2p+1
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Sj =
{ ∑2p
i=1 x
∗
2(i−1)+2,2p+1 j = 2n∑2p
i=1 x
∗
2(i−1)+1,2p+1 j = 2n− 1
n = 1, · · · , 2p

Podemos generalizar el resultado anterior trabajando on los puntos jos de f2
p+q
en vez de los
puntos jos de f2
p+1
. En este aso, en lugar de onsiderar omo ondiión iniial de los osiladores
los puntos de la órbita de manera alternada (dejando un hueo entre ellos) se situarán iniialmente
tomando uno de ada 2q (es deir, dejando 2q−1 hueos entre ellos). La generalizaión ondue al
siguiente teorema.
Teorema 4 . Casada de dupliaión de periodo de ondas viajeras.
Sea f : I → I, f ∈ C2 una funión dependiente de un parámetro, en funión del ual la órbita
de periodo 2p del sistema xn+1 = f(xn) sufre una CDP. Sea
{
x∗
i,2p+q
}2p+q
i=1
la órbita de periodo 2p+q
de la asada on q ∈ N. Denotemos fk(x∗
i,2p+q) = x
∗
i+k,2p+q
El CML dado por
Xi(n+ 1) = (1− εα)f(Xi(n)) +
αε
2p
2p∑
j=1
f(Xj(n)) (4.15)
i = 1, · · · , 2p ε≪ 1
presenta una soluión periódia de periodo 2p+q, dada por
Xi(n+ j) = x
∗
2q(i−1)+1+j,2p+q + εA2q(i−1)+1+j +O(ε
2)
i = 1, · · · , 2p
siendo
Ak =
α
1−
“
f2
p+q
(x∗
1,2p+q
)
”
′
[∑2p+q−1
n=1
((
−x∗
k+n,2p+q +
1
2pSk+n
)
·∏2p+q−1
l=n f
′(x∗k+l)
)
+
(
−x∗
k,2p+q +
1
2pSk
)]
k = 1, ..., 2p+q
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on
Sj =
2p∑
i=1
x∗2q(i−1)+l,2p+q j =
•
2q + l
donde
•
2q representa un múltiplo de 2q , on las ondiiones de periodiidad,
Ai+2p+q = Ai
x∗
i+2p+q,2p+q = x
∗
i,2p+q
y 1−
(
f2
p+q
(x∗1,2p+q)
)′
es O(1).
Demostraión
Se onsideran 2p osiladores, on las ondiiones iniiales dadas por
Xi(n) = x
∗
2q(i−1)+1,2p+q + εA2q(i−1)+1 +O(ε
2) i = 1, · · · , 2p (4.16)
Obsérvese que se han tomado omo ondiiones iniiales los puntos jos de f2
p+q
, tomando uno
de ada 2q más una perturbaión que ha de determinarse. La existenia de una soluión de periodo
2p+q se produirá uando el sistema a O(ε)


Xi(n) = x
∗
2q(i−1)+1,2p+q + εA2q(i−1)+1
Xi(n+ 1) = x
∗
2q(i−1)+2,2p+q + εA2q(i−1)+2
.
.
.
Xi(n+ 2
p+q) = x∗2q(i−1)+1+2p+q ,2p+q + εA2q(i−1)+2p+q = x
∗
2q(i−1)+1,2p+q + εA2q(i−1)+1
i = 1, ..., 2p
(4.17)
sea ompatible.
Como
Xi(n+ 1) = (1− εα)f(Xi(n)) +
αε
2p
2p∑
j=1
f(Xj(n))
de (4.17) resulta
x∗2q(i−1)+2,2p+q + εA2q(i−1)+2 +O(ε
2) = (1− εα)f(x∗2q(i−1)+1,2p+q + εA2q(i−1)+1 +O(ε
2))+
αε
2p
∑2p
j=1 f
(
x∗2q(j−1)+1,2p+q + εA2q(j−1)+1 +O(ε
2)
)
(4.18)
Haiendo la expansión de f a orden O(ε2) y sustituyendo en la euaión (4.18) se obtiene
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x∗2q(i−1)+2,2p+q + εA2q(i−1)+2 +O(ε
2) =
= x∗2q(i−1)+2,2p+q + εA2q(i−1)+1f
′(x∗2q(i−1)+1,2p+q )
−εαx∗2q(i−1)+2,2p+q +
εα
2p
∑2p
i=1 x
∗
2q(i−1)+2,2p+q +O(ε
2)
En la iteraión siguiente se llegará a la euaión:
x∗2q(i−1)+3,2p+q + εA2q(i−1)+3 +O(ε
2) =
= x∗2q(i−1)+3,2p+q + εA2q(i−1)+2f
′(x∗2q(i−1)+2,2p+q )
−εαx∗2q(i−1)+3,2p+q +
εα
2p
∑2p
i=1 x
∗
2q(i−1)+3,2p+q +O(ε
2)
y después de 2p+q iteraiones, se tendrá la euaión:
x∗2q(i−1)+1,2p+q + εA2q(i−1)+1 +O(ε
2) =
= x∗2q(i−1)+1,2p+q + εA2q(i−1)f
′(x∗2q(i−1),2p+q)
−εαx∗2q(i−1)+1,2p+q +
εα
2p
∑2p
i=1 x
∗
2q(i−1)+1,2p+q +O(ε
2)
Para el osilador i se tiene que las 2p+q euaiones anteriores representan un sistema lineal a
O(ε), uya expresión matriial es:
0
BBBBB@
−f ′(x∗2q(i−1)+1,2p+q ) 1 0 · · · 0
0 −f ′(x∗2q(i−1)+2,2p+q ) 1 · · · 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
1 0 0 · · · −f ′(x∗2q(i−1)+2p+1,2p+q )
1
CCCCCA
.
0
BBBBB@
A2q(i−1)+1
A2q(i−1)+2
.
.
.
A2q(i−1)+2p+q
1
CCCCCA
=
= α
0
BBBBB@
−x∗2q(i−1)+2,2p+q +
1
2p
P2p+1
i=1 x
∗
2q(i−1)+2,2p+q
−x∗2q(i−1)+3,2p+q +
1
2p
P2p+1
i=1 x
∗
2q(i−1)+3,2p+q
.
.
.
−x∗2q(i−1)+1,2p+q +
1
2p
P2p+1
i=1 x
∗
2q(i−1)+2,2p+q
1
CCCCCA
(4.19)
El determinante de la matriz de los oeientes es:
(−1)2
p+q
2p+q∏
i=1
f ′(x∗i,2p+q)− (−1)
2p+q = f2
p+q
′
(x∗i,2p+q)− 1
que es distinto de ero, debido a que la bifuraión de dupliaión de periodo se produe uando(
f2
p+q
)′
(x∗
i,2p+q) = −1.
59
CAPÍTULO 4. ONDAS VIAJERAS
El sistema es ompatible determinado ∀α y omo en los asos anteriores, su soluión es distinta
de la trivial si α 6= 0.
Su soluión se obtiene diretamente de (4.19) por inversión resultando:


A2q(i−1)+1
A2q(i−1)+2
.
.
.
A2q(i−1)+2p+q

 = α1−(f2p+q (x∗1,2p+q ))′MN (4.20)
donde
M =


−f ′(x∗2q(i−1)+1,2p+q ) 1 0 · · · 0
0 −f ′(x∗2q(i−1)+2,2p+q ) 1 · · · 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
1 0 0 · · · −f ′(x∗2q(i−1)+2p+q ,2p+q)


−1
y
N =


−x∗2q(i−1)+2,2p+q +
1
2p
∑2p+1
i=1 x
∗
2q(i−1)+2,2p+q
−x∗2q(i−1)+3,2p+q +
1
2p
∑2p+1
i=1 x
∗
2q(i−1)+3,2p+q
.
.
.
−x∗2q(i−1)+1,2p+q +
1
2p
∑2p+1
i=1 x
∗
2q(i−1)+1,2p+1


Teniendo en uenta el teorema 1 de este apítulo y tras operar en (4.20) resulta:
Ak =
α
1−
“
f2
p+q
(x∗
1,2p+q
)
”
′
[∑2p+q−1
n=1
((
−x∗
k+n,2p+q +
1
2pSk+n
)
·
∏2p+q−1
l=n f
′(x∗k+l)
)
+
(
−x∗
k,2p+q +
1
2pSk
)]
k = 1, ..., 2p+q
on
Sj =
2p∑
i=1
x∗2q(i−1)+l,2p+q j =
•
2q + l 
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Los resultados obtenidos anteriormente nos indian que el ampo hereda el omportamiento
de la funión f , en el sentido que si en la funión f se produe una dupliaión de periodo, este
fenómeno se repite en el CML. Si el CML esta formado por 2p osiladores onforme la órbita de
periodo 2p de f duplia a una órbita de periodo 2p+1 de la misma forma lo hae el CML.
Como se ha deduido que el CML sufre una CDP uando lo hae f , se onluye que el CML
hereda la dinámia de f .
4.3. CML on aoplamiento a primeros veinos.
Los resultados han sido obtenidos para CML on aoplamiento medio. A ontinuaión se realizará
el mismo estudio para CML on aoplamiento a primeros veinos.
Primeramente se probará la existenia de ondas viajeras y posteriormente se analizará la apari-
ión de la CDP.
4.3.1. Teorema 5. Ondas viajeras.
Sea f : I → I, f ∈ C2 una funión dependiente de un parámetro, y sea
{
x∗1, x
∗
2, ..., x
∗
p
}
una
órbita de período p de f tal que fp
′
(x∗i ) 6= 1 i = 1, · · · , p entones el CML dado por
Xi(n+ 1) = (1− εα)f(Xi(n)) +
αε
2 f(Xi−1(n)) + f(Xi+1(n))
i = 1, · · · , p ε≪ 1
(4.21)
presenta una soluión periódia de periodo p, dada por
Xi(n+ j) = x
∗
i+j + εAi+j +O(ε
2)
i = 1, · · · , p j ∈ N
donde
Ak =
α
1−(fp(x∗1))
′
[
−x∗k +
1
2
(
x∗k−1 + x
∗
k+1
)
+
+
∑p−1
n=1
((
−x∗k+n +
1
2
(
x∗k+n−1 + x
∗
k+n+1
))∏p−1
l=n f
′(x∗k+l)
)]
k = 1, ..., p
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on ondiiones de periodiidad
Ai+p = Ai
x∗i+p = x
∗
i
∀i
y 1− (fp(x∗1))
′
es O(1).
Demostraión
Nos planteamos la existenia de la soluión periódia, para ello el sistema a O(ε)


Xi(n) = x
∗
i + εAi
Xi(n+ 1) = x
∗
i+1 + εAi+1
.
.
.
Xi(n+ p− 1) = x
∗
i+p−1 + εAi+p−1 = x
∗
i−1 + εAi−1
Xi(n+ p) = x
∗
i + εAi
i = 1...p
debe ser ompatible.
En este aso la expresión del CML es Xi(n+1) = (1−εα)f(Xi(n))+
αε
2 f(Xi−1(n))+f(Xi+1(n))
proediendo igual que en el teorema 2 de este apítulo, se llega a O(ε) al sistema de p-euaiones
on p-inógnitas siguiente:
−Aif
′(x∗i ) +Ai+1 = −αx
∗
i+1 +
α
2
(
x∗i + x
∗
i+2
)
i = 1, · · · , p
Este sistema expresado matriialmente queda:

−f ′(x∗1) 1 0 0 · · · 0
0 −f ′(x∗2) 1 0 · · · 0
0 0 −f ′(x∗3) 1 · · · 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
1 0 0 0 · · · −f ′(x∗p)




A1
A2
A3
.
.
.
Ap


= α


−x∗2 +
1
2(x
∗
3 + x
∗
1)
−x∗3 +
1
2(x
∗
4 + x
∗
2)
−x∗4 +
1
2(x
∗
5 + x
∗
3)
.
.
.
−x∗1 +
1
2 (x
∗
2 + x
∗
p)


Apliando el teorema 1, del apítulo atual, se tiene la expresión de la matriz inversa de los
oeientes. Esto nos aporta el poder determinar la expresión expliita de las soluiones de la
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siguiente forma
Ak =
α
1−(fp(x∗1))
′
[
−x∗k +
1
2
(
x∗k−1 + x
∗
k+1
)
+
+
∑p−1
n=1
((
−x∗k+n +
1
2
(
x∗k+n−1 + x
∗
k+n+1
))∏p−1
l=n f
′(x∗k+l)
)]
k = 1, · · · , p 
Con este teorema queda probada la existenia de ondas viajeras en CML on aoplamiento a
primeros veinos.
En el siguiente resultado se da respuesta a la pregunta de si en un CML on aoplamiento a
primeros veinos se produe el fenómeno de dupliaión de periodo.
4.3.2. Casada de dupliaión de periodo.
Teorema 6. Existenia de la bifuraión de dupliaión de periodo.
Sea f : I → I, f ∈ C2 una funión dependiente de un parámetro, en funión del ual la
órbita de periodo 2p del sistema xn+1 = f(xn) sufre una bifuraión de dupliaión de periodo. Sea{
x∗
i,2p+1
}2p+1
i=1
la órbita de periodo 2p+1 de la asada. Denotamos fk(x∗
i,2p+1) = x
∗
i+k,2p+1
El CML dado por
Xi(n+ 1) = (1− εα)f(Xi(n)) +
αε
2 f(Xi−1(n)) + f(Xi+1(n))
i = 1, · · · , 2p ε≪ 1
presenta una soluión periódia de periodo 2p+1, dada por
Xi(n + j) = x
∗
2i−1+j,2p+1 + εA2i−1+j +O(ε
2)
i = 1, · · · , 2p
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donde
Ak =
α
1−
“
f2
p+1
(x∗
1,2p+1
)
”
′
[∑2p+1−1
n=1
((
−x∗
k+n,2p+1 +
1
2
(
x∗
k+n+2,2p+1 + x
∗
k+n−2,2p+1
))
·∏2p+1−1
l=n f
′(x∗
k+l,2p+1)
)
+
(
−x∗
k,2p+1 +
1
2
(
x∗
k+2,2p+1 + x
∗
k−2,2p+1
))]
k = 1, ..., 2p+1
y 1−
(
f2
p+1
(x∗1,2p+1)
)′
es O(1).
Demostraión
Nos planteamos la existenia de la soluión de periodo 2p+1, para ello el sistema a O(ε)


Xi(n) = x
∗
2(i−1)+1,2p+1 + εA2(i−1)+1
Xi(n+ 1) = x
∗
2(i−1)+2,2p+1 + εA2(i−1)+1
.
.
.
Xi(n+ 2
p+1) = x∗2(i−1)+2p+1+1,2p+1 + εA2(i−1)+2p+1+1 = x
∗
2(i−1)+1,2p+1 + εA2(i−1)+1
i = 1..,2p
debe ser ompatible.
La expresión del CML es
Xi(n+ 1) = (1− εα)f(Xi(n)) +
αε
2
f(Xi−1(n)) + f(Xi+1(n))
proediendo igual que en el teorema 3, de este apítulo, se llega al sistema, de 2p+1-euaiones on
2p+1-inógnitas, a O(ε), siguiente:
−Aif
′(x∗i ) +Ai+1 = −αx
∗
i+1 +
α
2
(
x∗i−1 + x
∗
i+3
)
i = 1, · · · , 2p+1
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Este sistema expresado matriialmente es:
0
BBBBBBB@
−f ′(x∗2(i−1)+1,2p+1) 1 0 · · · 0
0 −f ′(x∗2(i−1)+2,2p+1) 1 · · · 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
1 0 0 · · · −f ′(x∗2(i−1)+2p+1,2p+1)
1
CCCCCCCA
.
0
BBBBBBB@
A2(i−1)+1
A2(i−1)+2
.
.
.
A2(i−1)+2p+1
1
CCCCCCCA
=
= α
0
BBBBBBB@
−x∗2(i−1)+2,2p+1 +
1
2
(x∗2(i−1),2p+1 + x
∗
2(i−1)−2,2p+1)
−x∗2(i−1)+3,2p+1 +
1
2
(x∗2(i−1)+1,2p+1 + x
∗
2(i−1)+5,2p+1)
.
.
.
−x∗2(i−1)+1,2p+1 +
1
2
(x∗2(i−1)−1,2p+1 + x
∗
2(i−1)+3,2p+1)
1
CCCCCCCA
Apliando el teorema 1, del apítulo atual, nos permite determinar la expresión expliita de la
soluión obteniéndose:
Ak =
α
1−
“
f2
p+1
(x∗
1,2p+1
)
”
′
[∑2p+1−1
n=1
((
−x∗
k+n,2p+1 +
1
2
(
x∗
k+n+2,2p+1 + x
∗
k+n−2,2p+1
))
·
∏2p+1−1
l=n f
′(x∗k+l)
)
+
(
−x∗
k,2p+1 +
1
2
(
x∗
k+2,2p+1 + x
∗
k−2,2p+1
))]
k = 1, ..., 2p+1 
Una vez probada la dupliaión de periodo en estos CML, se analizará la existenia de la CDP en
el siguiente resultado.
Teorema 7. Existenia de la asada de dupliaión de periodo.
Sea f : I → I, f ∈ C2 una funión dependiente de un parámetro, en funión del ual la órbita
de periodo 2p del sistema xn+1 = f(xn) sufre una CDP. Sea
{
x∗
i,2p+q
}2p+q
i=1
la órbita de periodo 2p+q
de la asada on q ∈ N. Denotamos fk(x∗
i,2p+q) = x
∗
i+k,2p+q
El CML dado por
Xi(n+ 1) = (1− εα)f(Xi(n)) +
αε
2 f(Xi−1(n)) + f(Xi+1(n))
i = 1, · · · , 2p ε≪ 1
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presenta una soluión periódia de periodo 2p+q, dada por
Xi(n+ j) = x
∗
2q(i−1)+1+j,2p+q + εA2q(i−1)+1+j +O(ε
2)
i = 1, · · · , 2p
donde
Ak =
α
1−
“
f2
p+q
(x∗
1,2p+q
)
”
′
[
−x∗
k,2p+q +
1
2
(
x∗
k+2q,2p+q + x
∗
k−2q,2p+q
)
+
+
∑2p+q−1
n=1
((
−x∗
k+n,2p+q +
1
2
(
x∗
k+n+2q,2p+q + x
∗
k+n−2q,2p+q
))∏2p+q−1
l=n f
′(x∗k+l)
)]
k = 1, ..., 2p+q
on las ondiiones de periodiidad,
Ai+2p+q = Ai
x∗
i+2p+q,2p+q = x
∗
i,2p+q
debido al aráter ílio de la soluión y 1−
(
f2
p+q
(x∗1,2p+q)
)′
es O(1).
Demostraión
La soluión de periodo 2p+q existirá si el siguiente sistema a O(ε)


Xi(n) = x
∗
2q(i−1)+1,2p+q + εA2q(i−1)+1
Xi(n+ 1) = x
∗
2q(i−1)+2,2p+q + εA2q(i−1)+2
.
.
.
Xi(n + 2
p+q) = x∗2q(i−1)+1+2p+q ,2p+q + εA2q(i−1)+2p+q = x
∗
2q(i−1)+1,2p+q + εA2q(i−1)+1
i = 1, ..., 2p
es ompatible. Proediendo de igual forma que en el teorema 4, de este apítulo se llega al sistema
de 2p+q-euaiones on 2p+q-inógnitas, a O(ε), siguiente:
−Aif
′(x∗i ) +Ai+1 = −αx
∗
i+1 +
α
2
(
x∗i+1−2q + x
∗
i+1−2q
)
i = 1, · · · , 2p+q
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uya expresión matriial es:
0
BBBBBBB@
−f ′(x∗2q(i−1)+1,2p+q ) 1 0 · · · 0
0 −f ′(x∗2q(i−1)+2,2p+q ) 1 · · · 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
1 0 0 · · · −f ′(x∗2q(i−1)+2p+1,2p+q )
1
CCCCCCCA
.
0
BBBBBBB@
A2q(i−1)+1
A2q(i−1)+2
.
.
.
A2q(i−1)+2p+q
1
CCCCCCCA
=
= α
0
BBBBBBBB@
−x∗2q(i−1)+2,2p+q +
1
2
“
x∗2q(i−2)+2,2p+q + x
∗
2qi+2,2p+q
”
−x∗2q(i−1)+3,2p+q +
1
2
“
x∗2q(i−2)+3,2p+q + x
∗
2qi+3,2p+q
”
.
.
.
−x∗2q(i−1)+1,2p+q +
1
2
“
x∗2q(i−2)+1,2p+q + x
∗
2qi+1,2p+q
”
1
CCCCCCCCA
Apliando el teorema 1, de este apítulo, podemos determinar que la soluión del sistema es:
Ak =
α
1−
“
f2
p+q
(x∗
1,2p+q
)
”
′
[
−x∗
k,2p+q +
1
2
(
x∗
k+2q,2p+q + x
∗
k−2q,2p+q
)
+
+
∑2p+q−1
n=1
((
−x∗
k+n,2p+q +
1
2
(
x∗
k+n+2q,2p+q + x
∗
k+n−2q,2p+q
))∏2p+q−1
l=n f
′(x∗k+l)
)]

Los teoremas 4 y 7, del apítulo atual, no ponen ninguna restriión a la órbita de periodo 2p de f .
En el aso de que f presente una órbita de periodo 2p, esta órbita de periodo 2p podría perteneer a
la CDP en la ventana anónia o ser una órbita saddle-node de periodo 2p . En el primer aso f sufre
una CDP, en el segundo es f2
p
quien sufre una CDP (esta CDP estaría loalizada en la ventana 2p
periódia). La onlusión es direta: el CML no sólo tiene una onda de periodo 2p sufriendo CDP;
habrá tantas omo ventanas de periodo 2p1 on p1 ≤ p (p1 ≥ 2) más la orrespondiente a la ventana
anónia.
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Estabilidad de las órbitas.
Podemos onsiderar el CML
Xi(n+ 1) = (1− εα)f(Xi(n)) +
αε
p
p∑
j=1
f(Xj(n)) (4.22)
omo una perturbaión del sistema
Xi(n+ 1) = f(Xi(n)) (4.23)
por lo tanto los autovalores del CML (4.22) serían una perturbaión de los autovalores del sistema
(4.23). Cuando se tenga una órbita de periodo p los autovalores de (4.23) serían todos iguales a
λ = fp
′
(x; r) y los autovalores del CML (4.22) serán λi = λ + O(ε) i = 1, · · · , p por lo tanto
∀r/
∣∣∣fp′(x; r)∣∣∣ = 1 − O(ε) la órbita de periodo p del CML (4.22) será estable para todo valor de r
que hae que la órbita de periodo p de f sea estable salvo uando se esté a una distania O(ε) de
la bifuraión. Igual resultado se tendría si se trabajara on un CML on aoplamiento a primeros
veinos.
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FORMULAS DE RECURRENCIA
Se pretende enontrar una relaión de reurrenia que nos permita obtener la evoluión de CML
débilmente aoplado tanto en el aso de aoplamiento medio omo en el aso de aoplamiento a
primeros veinos. La expresión de esta relaión de reurrenia nos aportará otra visión para poder
resolver la existenia de ondas viajeras, aunque las fórmulas de reurrenia no se restringen sólo a
ellas. Este método puede resultar más ventajoso a la hora de su utilizaión numéria, aunque puede
onllevar más fáilmente a una generalizaión errónea.
5.1. CML on aoplamiento de ampo medio.
En el aso de aoplamiento medio débil, el CML adopta la forma
Xi(n+ 1) = (1− εα)f(Xi(n)) +
αε
p
∑p
j=1 f(Xj(n))
i = 1, · · · , p ε≪ 1
(5.1)
se pretende enontrar puntos para el sistema (5.1), de la forma Xi(n) = x
∗
i + εAi, de manera que
después de p-iterados se umpla que Xi(n+ p) = x
∗
i + εAi donde x
∗
i i = 1, · · · , p son puntos jos
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de fp, fp(x∗i ) = x
∗
i . Para ello es neesario enontrar Ai .
5.1.1. Fórmula de reurrenia.
Si enontramos una expresión que nos permita saber omo se transforma el osilador Xi(n) en
Xi(n + q) entones aprovehándonos de la periodiidad de la soluión podríamos determinar Ai.
Abordaremos a ontinuaión este problema.
Introduiendo x∗i + εAi en (5.1) se obtiene
Xi(n+ 1) = (1− εα)f(x
∗
i + εAi) +
αε
p
p∑
j=1
f(x∗j + εAj) (5.2)
y expandiendo a orden ε resulta
Xi(n+ 1) = f(x
∗
i ) + ε

Aif ′(x∗i )− αf(x∗i ) + αp
p∑
j=1
f(x∗j)

+O(ε2)
que expresamos omo:
Xi(n+ 1) = f(x
∗
i ) + εti1 +O(ε
2)
ti1 = Aif
′(x∗i )− αf(x
∗
i ) +
α
p
∑p
j=1 f(x
∗
j)
(5.3)
Usando (5.3) resulta que el segundo iterado del sistema es:
Xi(n+ 2) = (1− εα)f(Xi(n + 1)) +
αε
p
∑p
j=1 f(Xj(n+ 1)) =
= (1− εα)f (f(x∗i ) + εti1) +
αε
p
∑p
j=1 f(f(x
∗
j)) +O(ε
2) =
= f2(x∗i ) + εti1f
′(f(x∗i ))− εαf
2(x∗i ) +
αε
p
∑p
j=1 f
2(x∗j) +O(ε
2) =
= f2(x∗i ) + ε
(
ti1f
′(f(x∗i ))− αf
2(x∗i ) +
α
p
∑p
j=1 f
2(x∗j )
)
+O(ε2) =
= f2(x∗i ) + εti2 +O(ε
2)
Es deir,
Xi(n+ 2) = f
2(x∗i ) + εti2 +O(ε
2)
ti2 = f
′(f(x∗i ))ti1 − αf
2(x∗i ) +
α
p
∑p
j=1 f
2(x∗j )
(5.4)
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El resultado anterior sugiere que la expresión de un iterado arbitrario sería de la forma:
Xi(n+ q) = f
q(x∗i ) + εtiq +O(ε
2)
tiq = f
′(f q−1(x∗i ))tiq−1 − αf
q(x∗i ) +
α
p
∑p
j=1 f
q(x∗j )
La expresión anterior es ierta y queda reejada en el siguiente teorema:
Teorema 1
El CML
Xi(n+ 1) = (1− εα)f(Xi(n)) +
αε
p
∑p
j=1 f(Xj(n))
i = 1, · · · , p ε≪ 1
on las ondiiones iniiales
Xi(n) = x
∗
i + εAi
tras q-iterados se expresará
Xi(n+ q) = f
q(x∗i ) + εtiq +O(ε
2) (5.5)
donde tiq satisfae la relaión de reurrenia
tiq =


Aif
′(x∗i )− αf(x
∗
i ) +
α
p
∑p
j=1 f(x
∗
j) q = 1
f ′(f q−1(x∗i ))tiq−1 − αf
q(x∗i ) +
α
p
∑p
j=1 f
q(x∗j ) q ≥ 2
(5.6)
Demostraión.
Comprobaremos por induión la validez de la expresiones dadas por (5.5) y (5.6).
i) La expresiones dadas por (5.5) y (5.6) son válidas para q = 1 y q = 2, es suiente ver las
expresiones (5.3) y (5.4)
ii) Se supone que las expresiones son válidas para p = q y se demostrará que son iertas para
p = q + 1.
Por hipótesis de induión se tiene que
Xi(n+ q) = f
q(x∗i ) + εtiq +O(ε
2)
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donde tiq = f
′(f q−1(x∗i ))tiq−1 − αf
q(x∗i ) +
α
p
∑p
j=1 f
q(x∗j)
Por lo tanto resulta que
Xi(n+ q + 1) = (1− εα)f(Xi(n+ q)) +
αε
p
∑p
j=1 f(Xj(n+ q)) =
(1− εα)f(f q(x∗i ) + εtiq +O(ε
2)) + αε
p
∑p
j=1 f(f
q(x∗j ) + εtiq +O(ε
2)) =
= (1− εα)
(
f(f q(x∗i )) + f
′(f q(x∗i ))εtiq
)
+ αε
p
∑p
j=1 f(f
q(x∗j )) +O(ε
2) =
= f q+1(x∗i ) + f
′(f q(x∗i ))εtiq − εαf
q+1(x∗i ) +
αε
p
∑p
j=1 f
q+1(x∗j ) +O(ε
2) =
= f q+1(x∗i ) + ε
(
f ′(f q(x∗i ))tiq − αf
q+1(x∗i ) +
α
p
∑p
j=1 f
q+1(x∗j )
)
+O(ε2) =
= f q+1(x∗i ) + εtiq+1 +O(ε
2)
on tiq+1 = f
′(f q(x∗i ))tiq − αf
q+1(x∗i ) +
α
p
∑p
j=1 f
q+1(x∗j )
Para que el problema esté totalmente resuelto neesitaremos enontrar una expresión explíita
para tiqque nos da el siguiente teorema.
Teorema 2
La expresión explíita del término
tiq = f
′(f q−1(x∗i ))tiq−1 − αf
q(x∗i ) +
α
p
∑p
j=1 f
q(x∗j ) q ≥ 2
es
tiq = Ai (f
q(x∗i ))
′ − α
(∑q−1
n=1 f
n(x∗i )
∏q−1
k=n f
′(fk(x∗i ))
)
+
+α
p
∑q−1
n=1
(∑p
j=1 f
n(x∗j )
∏q−1
k=n f
′(fk(x∗i ))
)
− αf q(x∗i ) +
α
p
∑p
l=1 f
q(x∗l )
(5.7)
Demostraión
La demostraión se realiza por induión.
i) Veamos que es ierto para q = 2.
De (5.6) se tiene que
ti2 = f
′(f(x∗i ))ti1 − αf
2(x∗i ) +
α
p
∑p
j=1 f
2(x∗j )
sustituyendo en la igualdad anterior la expresión de ti1 , resulta
ti2 = f
′(f(x∗i ))
(
Aif
′(x∗i )− αf(x
∗
i ) +
α
p
∑p
j=1 f(x
∗
j)
)
− αf2(x∗i ) +
α
p
∑p
j=1 f
2(x∗j )
72
5.1. CML CON ACOPLAMIENTO DE CAMPO MEDIO.
operando
ti2 = Aif
′(x∗i )f
′(f(x∗i ))− αf(x
∗
i )f
′(f(x∗i )) +
α
p
f ′(f(x∗i ))
p∑
j=1
f(x∗j)− αf
2(x∗i ) +
α
p
p∑
j=1
f2(x∗j)
y expresándolo en funión de la derivada segunda se tiene
ti2 = Ai
(
f2(x∗i )
)′
− αf(x∗i )f
′(f(x∗i )) +
α
p
f ′(f(x∗i ))
p∑
j=1
f(x∗j)− αf
2(x∗i ) +
α
p
p∑
j=1
f2(x∗j ) (5.8)
Al sustituir q = 2 en la euaión (5.7) se obtiene
ti2 = Ai
(
f2(x∗i )
)′
− αf(x∗i )f
′(f(x∗i )) +
α
p

 p∑
j=1
f(x∗j)f
′(f(x∗i ))

 − αf2(x∗i ) + αp
p∑
l=1
f2(x∗l )
Esta expresión oinide on la obtenida en la euaión (5.8)
ii) Supongamos que la igualdad (5.7) es ierta para tiq y veamos que también lo es para tiq+1 .
tiq+1 = f
′(f q(x∗i ))tiq − αf
q+1(x∗i ) +
α
p
∑p
j=1 f
q+1(x∗j )
Utilizando la hipótesis de induión y sustituyendo resulta
tiq+1 = f
′(f q(x∗i ))
(
Ai (f
q(x∗i ))
′
− α
∑q−1
n=1 f
n(x∗i )
∏q−1
k=n f
′(fk(x∗i ))
)
+
+f ′(f q(x∗i ))
(
α
p
∑q−1
n=1
∑p
j=1 f
n(x∗j )
∏q−1
k=n f
′(fk(x∗i ))− αf
q(x∗i ) +
α
p
∑p
l=1 f
q(x∗l )
)
−αf q+1(x∗i ) +
α
p
∑p
j=1 f
q+1(x∗j ) =
= Aif
′(f q(x∗i )) (f
q(x∗i ))
′
− α
(
f ′(f q(x∗i ))
∑q−1
n=1 f
n(x∗i )
∏q−1
k=n f
′(fk(x∗i ))
)
+
α
p
∑q−1
n=1 f
′(f q(x∗i ))
∑p
j=1 f
n(x∗j )
∏q−1
k=n f
′(fk(x∗i ))− αf
′(f q(x∗i ))f
q(x∗i )+
+α
p
f ′(f q(x∗i ))
∑p
l=1 f
q(x∗l )− αf
q+1(x∗i ) +
α
p
∑p
j=1 f
q+1(x∗j ) =
= Ai
(
f q+1(x∗i )
)′
− α
(∑q−1
n=1 f
n(x∗i )
∏q
k=n f
′(fk(x∗i ))
)
+
α
p
∑q−1
n=1
∑p
j=1 f
n(x∗j )
∏q
k=n f
′(fk(x∗i ))− αf
′(f q(x∗i ))f
q(x∗i ) +
α
p
f ′(f q(x∗i ))
∑p
l=1 f
q(x∗l )
−αf q+1(x∗i ) +
α
p
∑p
j=1 f
q+1(x∗j )
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= Ai
(
f q+1(x∗i )
)′
− α
(∑q
n=1 f
n(x∗i )
∏q
k=n f
′(fk(x∗i ))
)
+
α
p
∑q
n=1
∑p
j=1 f
n(x∗j )
∏q
k=n f
′(fk(x∗i ))− αf
q+1(x∗i ) +
α
p
∑p
j=1 f
q+1(x∗j ) 
5.1.2. Onda periódia
Como hemos indiado anteriormente, ahora estamos en ondiiones de obtener el valor Ai, que
nos permitirá determinar una soluión periódia de la forma x∗i +Ai.
En el siguiente teorema se muestra el proeso para la obtenión de estos valores de Ai.
Teorema 3
Sea
{
x∗1, x
∗
2, ..., x
∗
p
}
una órbita de periodo p de f siendo f ∈ C2 tal que fp
′
(x∗i ) 6= 1 i = 1, · · · , p
entones el CML dado por
Xi(n+ 1) = (1− εα)f(Xi(n)) +
αε
p
∑p
j=1 f(Xj(n))
i = 1, · · · , p ε≪ 1
(5.9)
presenta una soluión periódia de periodo p, dada por
Xi(n+ j) = x
∗
i+j + εAi+j +O(ε
2)
i = 1, · · · , p
j ∈ N⋆
donde
Ai =
α(
1− (fp(x∗i ))
′
)

p−1∑
n=1



−x∗i+n + 1p
p∑
j=1
x∗j

 p−1∏
k=n
f ′(x∗i+k)

− x∗i + 1p
p∑
l=1
x∗l


i = 1, ..., p
on ondiiones de periodiidad
Ai+p = Ai
x∗i+p = x
∗
i
∀i
y
(
1− (fp(x∗i ))
′
)
es O(1).
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Demostraión
Para que Xi(n) = x
∗
i + εAi + O(ε
2) sea una soluión de periodo p para el CML, después de
p-iterados se tendrá que umplir que Xi(n+ p) = x
∗
i + εAi +O(ε
2)
Utilizando (5.5) del teorema 1 y (5.7) del teorema 2 se tiene
Xi(n+ p) = f
p(x∗i ) + ε
(
Ai (f
p(x∗i ))
′
− α
∑p−1
n=1 f
n(x∗i )
∏p−1
k=n f
′(fk(x∗i ))+
α
p
∑p−1
n=1
∑p
j=1 f
n(x∗j )
∏p−1
k=n f
′(fk(x∗i ))− αf
p(x∗i ) +
α
p
∑p
l=1 f
p(x∗l )
)
+O(ε2)
y omo


fp(x∗i ) = x
∗
i
fn(x∗i ) = x
∗
i+n si n < p∑p
j=1 f
n(x∗j ) =
∑p
j=1 x
∗
j
se tiene:
x∗i + εAi +O(ε
2) = x∗i + ε
(
Ai (f
p(x∗i ))
′
− α
∑p−1
n=1 x
∗
i+n
∏p−1
k=n f
′(fk(x∗i ))+
α
p
∑p−1
n=1
∑p
j=1 x
∗
j
∏p−1
k=n f
′(fk(x∗i ))− αx
∗
i +
α
p
∑p
l=1 x
∗
l
)
+O(ε2)
resolviendo a orden ε se enuentra(
1− (fp(x∗i ))
′
)
Ai = −α
∑p−1
n=1 x
∗
i+n
∏p−1
k=n f
′(fk(x∗i )) +
α
p
∑p−1
n=1
∑p
j=1 x
∗
j
∏p−1
k=n f
′(x∗i+k)+
−αx∗i +
α
p
∑p
l=1 x
∗
l
agrupando términos resulta(
1− (fp(x∗i ))
′
)
Ai =
∑p−1
n=1
(
−αx∗i+n +
α
p
∑p
j=1 x
∗
j
)∏p−1
k=n f
′(x∗i+k)− αx
∗
i +
α
p
∑p
l=1 x
∗
l
y despejando se dedue nalmente que
Ai =
α(
1− (fp(x∗i ))
′
)

p−1∑
n=1



−x∗i+n + 1p
p∑
j=1
x∗j

 p−1∏
k=n
f ′(x∗i+k)

− x∗i + 1p
p∑
l=1
x∗l


El valor de Ai se podrá obtener uando 1 − (f
p(x∗i ))
′
sea de O(1), es deir, los puntos no
perteneían a una órbita saddle-node, o próxima a su generaión.
Este resultado nos ha permitido enontrar el valor de Ai, ya obtenido en el teorema 5 del apitulo
4, por medio de unas ténias totalmente diferentes a las usadas en aquel apítulo. Tenemos, pues,
dos ténias para enarar el mismo problema.
Las ténias matriiales, son más adeuadas para probar la existenia y uniidad de soluiones,
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y las ténias iterativas son más útiles para hallar la expresión expliita de tales soluiones. Otra
ventaja de las ténias iterativas es su senilla implantaión en el ordenador, ya que su forma les
hae propiias para ello.
5.2. CML on aoplamiento a primeros veinos
Los anteriores resultados han sido obtenidos en CML on aoplamiento de ampo medio, pro-
ederemos a realizar un estudio similar uando se trabaja on CML on aoplamiento a primeros
veinos.
5.2.1. Fórmula de reurrenia
Teorema 4
El CML
Xi(n+ 1) = (1− εα)f(Xi(n)) +
αε
2 (f(Xi+1(n)) + f(Xi−1(n)))
i = 1, · · · , p ε≪ 1
(5.10)
on las ondiiones iniiales
Xi(n) = x
∗
i + εAi
tras (q − 1)-iterados se expresará
Xi(n+ q) = f
q(x∗i ) + εtiq +O(ε
2) (5.11)
donde tiq satisfae la relaión de reurrenia
tiq =


Aif
′(x∗i )− αf(x
∗
i ) +
(
α
2 f(x
∗
i+1) + f(x
∗
i−1)
)
q = 1
f ′(f q−1(x∗i ))tiq−1 − αf
q(x∗i ) +
(
α
2 f
q(x∗i+1) + f
q(x∗i−1)
)
q ≥ 2
(5.12)
Demostraión.
Se omprobará por induión la validez de las expresiones dadas por (5.11) y (5.12).
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En primer lugar, veamos que es ierta par q = 1.
Como Xi(n) = x
∗
i + εAi, se tiene sustituyendo en (5.10)
Xi(n+ 1) = (1− εα)f(x
∗
i + εAi) +
αε
2
(
f(x∗i+1 + εAi+1) + f(x
∗
i−1 + εAi−1)
)
agrupando resulta
Xi(n + 1) = f(x
∗
i ) + ε
[
Aif
′(x∗i )− αf(x
∗
i ) +
α
2
(f(x∗i+1) + f(x
∗
i−1))
]
+O(ε2)
por tanto se tiene que
Xi(n+ 1) = f(x
∗
i ) + εti1 +O(ε
2)
on
ti1 = Aif
′(x∗i )− αf(x
∗
i ) +
α
2
(f(x∗i+1) + f(x
∗
i−1))
Supongamos que la expresión (5.12) es válida para tiq y se demostrará que es ierta para tiq+1 .
Por hipótesis de induión se tiene que
Xi(n+ q) = f
q(x∗i ) + εtiq +O(ε
2)
donde
tiq = f
′(f q−1(x∗i ))tiq−1 − αf
q(x∗i ) +
(α
2
f q(x∗i+1) + f
q(x∗i−1)
)
por lo tanto resulta que
Xi(n+ q + 1) = (1− εα)f(Xi(n+ q)) +
αε
2
(f(Xi+1(n+ q)) + f(Xi−1(n+ q)))
entones apliando la hipótesis de induión se dedue que
Xi(n+ q + 1) = (1− εα)f
(
f q(x∗i ) + εtiq
)
+
αε
2
f(f q(x∗i+1)) + f(f
q(x∗i−1)) +O(ε
2))
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Xi(n+ q + 1) = (1− εα)f
(
f q(x∗i ) + εtiq
)
+
+αε2
(
f(f q(x∗i+1)) + f(f
q(x∗i−1))
)
+O(ε2))
desarrollando la igualdad anterior
Xi(n+ q + 1) = (1− εα)
(
f (f q(x∗i )) + f
′ (f q(x∗i )) εtiq
)
+
+αε2
(
f(f q(x∗i+1)) + f(f
q(x∗i−1))
)
+O(ε2)
y agrupando términos resulta
Xi(n+ q + 1) = f
q+1(x∗i ) + ε
(
f ′ (f q(x∗i )) tiq − αf
q+1(x∗i )
α
2
(
f q+1(x∗i+1) + f
q+1(x∗i−1)
))
+O(ε2)
por lo tanto se obtiene que
Xi(n+ q + 1) = f
q+1(x∗i ) + εtiq+1 +O(ε
2)
on
tiq+1 = f
′ (f q(x∗i )) tiq − αf
q+1(x∗i ) +
α
2
(
f q+1(x∗i+1) + f
q+1(x∗i−1)
)

Se proederá a ontinuaión a obtener la expresión explíita del término tiq para CML on aoplamien-
to a primeros veinos.
Teorema 5
La expresión explíita del término
tiq = f
′(f q−1(x∗i ))tiq−1 − αf
q(x∗i ) +
α
2
(
f q(x∗i+1) + f
q(x∗i−1)
)
q ≥ 2
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es
tiq = Ai (f
q(x∗i ))
′
− α
∑q−1
n=1 f
n(x∗i )
∏q−1
k=n f
′(fk(x∗i ))+
+α2
∑q−1
n=1
((
fn(x∗i+1) + f
n(x∗i−1)
)∏q−1
k=n f
′(fk(x∗i ))
)
− αf q(x∗i ) +
α
2
(
f q(x∗i+1) + f
q(x∗i−1)
)
(5.13)
Demostraión
La demostraión se realiza por induión.
i) Veamos que es ierto para q = 2.
De (5.12) se tiene que
ti2 = f
′(f(x∗i ))ti1 − αf
2(x∗i ) +
α
2
(
f2(x∗i+1) + f
2(x∗i−1)
)
y utilizando la expresión de ti1 se tiene
ti2 = f
′(f(x∗i ))
(
Aif
′(x∗i )− αf(x
∗
i ) +
α
2 (f(x
∗
i+1) + f(x
∗
i−1))
)
+
−αf2(x∗i ) +
α
2
(
f2(x∗i+1) + f
2(x∗i−1)
)
operando
ti2 = Aif
′(f(x∗i ))f
′(x∗i )− αf(x
∗
i )f
′(f(x∗i )) +
α
2 f
′(f(x∗i ))(f(x
∗
i+1) + f(x
∗
i−1))
−αf2(x∗i ) +
α
2
(
f2(x∗i+1) + f
2(x∗i−1)
)
expresándolo en funión de la derivada segunda de f2 se tiene
ti2 = Ai
(
f2(x∗i )
)′
− αf(x∗i )f
′(f(x∗i )) +
α
2 (f(x
∗
i+1) + f(x
∗
i−1))f
′(f(x∗i ))+
−αf2(x∗i ) +
α
2
(
f2(x∗i+1) + f
2(x∗i−1)
)
Al sustituir q = 2 en la euaión (5.13) se obtiene la misma expresión.
ii) Supongamos que la igualdad (5.13) es ierta para tiq y veamos que también lo es para tiq+1 .
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tiq+1 = f
′ (f q(x∗i )) tiq − αf
q+1(x∗i ) +
α
2
(
f q+1(x∗i+1) + f
q+1(x∗i−1)
)
resulta
tiq+1 = f
′ (f q(x∗i ))
(
Ai (f
q(x∗i ))
′ − α
∑q−1
n=1 f
n(x∗i )
∏q−1
k=n f
′(fk(x∗i ))+
+α2
∑q−1
n=1
((
fn(x∗i+1) + f
n(x∗i−1)
)∏q−1
k=n f
′(fk(x∗i ))
)
− αf q(x∗i ) +
α
2
(
f q(x∗i+1) + f
q(x∗i−1)
))
+
−αf q+1(x∗i ) +
α
2
(
f q+1(x∗i+1) + f
q+1(x∗i−1)
)
=
= f ′ (f q(x∗i ))Ai (f
q(x∗i ))
′ − α
∑q−1
n=1 f
n(x∗i )
∏q
k=n f
′(fk(x∗i ))+
+α2
∑q−1
n=1
((
fn(x∗i+1) + f
n(x∗i−1)
)∏q
k=n f
′(fk(x∗i ))
)
− αf q(x∗i ) +
α
2
(
f q(x∗i+1) + f
q(x∗i−1)
)
−αf q+1(x∗i ) +
α
2
(
f q+1(x∗i+1) + f
q+1(x∗i−1)
)
=
= f ′ (f q(x∗i ))Ai (f
q(x∗i ))
′ − α
∑q
n=1 f
n(x∗i )
∏q
k=n f
′(fk(x∗i ))+
+α2
∑q
n=1
((
fn(x∗i+1) + f
n(x∗i−1)
)∏q
k=n f
′(fk(x∗i ))
)
−αf q+1(x∗i ) +
α
2
(
f q+1(x∗i+1) + f
q+1(x∗i−1)
)

5.2.2. Onda periódia
Para determinar la soluión periódia de la onda en CML on aoplamiento a primeros veinos
neesitamos obtener el valor de Ai, proeso que se muestra en el siguiente teorema.
Teorema 6
Sea
{
x∗1, x
∗
2, ..., x
∗
p
}
una órbita de período p de f siendo f ∈ C2 tal que fp
′
(x∗i ) 6= 1 i = 1, · · · , p
entones el CML dado por
Xi(n+ 1) = (1− εα)f(Xi(n)) +
αε
2 (f(Xi+1(n)) + f(Xi−1(n)))
i = 1, · · · , p ε≪ 1
Xi+p(n) = Xi(n)
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presenta una soluión periódia de periodo p, dada por
Xi(n+ j) = x
∗
i+j + εAi+j +O(ε
2)
i = 1, · · · , p
donde
Ai =
α“
1−(fp(x∗i ))
′
”
[∑p−1
n=1
((
−x∗i+n +
1
2
(
x∗i+1+n + x
∗
i−1+n
))∏p−1
k=n f
′(x∗i+k)
)
+
−x∗i +
1
2
(
x∗i+1 + x
∗
i−1
))]
i = 1, ..., p
on ondiiones de periodiidad
Ai+p = Ai
x∗i+p = x
∗
i
∀i
y
(
1− (fp(x∗i ))
′
)
es O(1).
Demostraión
Para que Xi(n) = x
∗
i + εAi + O(ε
2) sea una soluión de periodo p se tendrá que veriar que
Xi(n+ p) = x
∗
i + εAi +O(ε
2).
Utilizando (5.11) del teorema 4 y (5.13) del teorema 5, se tiene
Xi(n+ p) = f
p(x∗i ) + ε
(
Ai (f
p(x∗i ))
′
− α
∑p−1
n=1 f
n(x∗i )
∏p−1
k=n f
′(fk(x∗i ))+
+α2
∑p−1
n=1
((
fn(x∗i+1) + f
n(x∗i−1)
)∏p−1
k=n f
′(fk(x∗i ))
)
− αfp(x∗i )
)
+αε2
(
fp(x∗i+1) + f
p(x∗i−1)
)
+O(ε2)
y omo


fp(x∗i ) = x
∗
i
fn(x∗i ) = x
∗
i+n si n < p
se tiene
x∗i + εAi +O(ε
2) = x∗i + ε
(
Ai (f
p(x∗i ))
′ − α
∑p−1
n=1 f
n(x∗i )
∏p−1
k=n f
′(fk(x∗i ))+
+α2
∑p−1
n=1
((
fn(x∗i+1) + f
n(x∗i−1)
)∏p−1
k=n f
′(fk(x∗i ))
)
− αfp(x∗i )
)
+αε2
(
fp(x∗i+1) + f
p(x∗i−1)
)
+O(ε2)
81
CAPÍTULO 5. FORMULAS DE RECURRENCIA
Resolviendo a orden ε resulta
(
1− (fp(x∗i ))
′
)
Ai = −α
(∑p−1
n=1 f
n(x∗i )
∏p−1
k=n f
′(fk(x∗i ))
)
+
+α2
∑p−1
n=1
((
fn(x∗i+1) + f
n(x∗i−1)
)∏p−1
k=n f
′(fk(x∗i ))
)
− α(x∗i )
)
+αε2
(
x∗i+1 + x
∗
i−1
)
+O(ε2)
(
1− (fp(x∗i ))
′
)
Ai = −α
(∑p−1
n=1 x
∗
i+n
∏p−1
k=n f
′(f(x∗i+k))
)
+
+α2
∑p−1
n=1
((
x∗i+1+n + x
∗
i−1+n
)∏p−1
k=n f
′(fk(x∗i ))
)
− αx∗i
)
+αε2
(
x∗i+1 + x
∗
i−1
)
+O(ε2)
(
1− (fp(x∗i ))
′
)
Ai = α
[∑p−1
n=1(−x
∗
i+n +
1
2
(
x∗i+1+n + x
∗
i−1+n
)
)
∏p−1
k=n f
′(f(x∗i+k))+
−x∗i +
1
2
(
x∗i+1 + x
∗
i−1
)]
Despejando Ai se obtiene:
Ai =
α
1−(fp(x∗i ))
′
[∑p−1
n=1(−x
∗
i+n +
1
2
(
x∗i+1+n + x
∗
i−1+n
)
)
∏p−1
k=n f
′(f(x∗i+k))+
−x∗i +
1
2
(
x∗i+1 + x
∗
i−1
)]
tal y omo queríamos demostrar.
El valor de Ai se podrá obtener uando 1− (f
p(x∗i ))
′
sea O(1).
Este resultado nos ha permitido enontrar el valor de Ai que oinide on el que se obtuvo en
el teorema 10 del apítulo 3.
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Capítulo 6
ESTUDIO ANALÍTICO DE CLUSTER
EN CML CON ACOPLAMIENTO
DÉBIL
Las estruturas ordenadas [3℄, de evoluión aótia o regular, son muy freuentes en los sistemas
donde se produe la interaión entre sus elementos onstituyentes. Intuitivamente, este fenómeno
se observará en la división en dominios magnétios de un material [4℄, en la esisión de una bandada
de estorninos en dos grupos que siguen realizando arobaias aéreas (muy omún en primavera), las
estruturas arenosas de la playa produidas por el oleaje y las dunas son otros ejemplos [81℄. Nuestros
resultados permiten estudiar estruturas ordenadas, su evoluión y bifuraión. Este apítulo está
dediado a ese n. De heho, los lusters se han observado numériamente, de manera abundante,
en CML. Los resultados analítios de este apítulo les darán una base matemátia rigurosa.
En el apítulo 4, se dieron las expresiones analítias de ondas en CML, tanto on aoplamiento
medio omo on aoplamiento a primeros veinos. Estos resultados se pueden generalizar a lusters
en CML. Si en un CML se imponen las mismas ondiiones iniiales a distintos osiladores entones
bajo determinadas irunstanias se forman patterns en el sistema. Los patterns estarán formados
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por grupos de osiladores, ada uno de los uales tiene las mismas ondiiones iniiales, y además
ada grupo de osiladores (on las mismas ondiiones iniiales) evoluiona omo si fueran un únio
osilador.
En onseuenia se pueden probar que los patterns muestran ondas periódias, y que el periodo
de estas ondas sufre CDP. Las CDP de patterns fueron primeramente observados numériamente
en [42℄ por Kaneko.
En los anteriores resultados se ha trabajado en un CML que ontenía un onjunto de k-osiladores
{Xj(n)}j=1,··· ,k, donde Xj(n) representaba el estado del osilador j-ésimo en el instante n. Para
estudiar CML que muestren diferentes patterns en evoluión, se onsiderará la agrupaión ordenada
de m-grupos de k-osiladores que representaremos on la siguiente notaión
NOTACIÓN 1. Se denota por {Xνi (n)}ν=1,··· ,m i=1,··· ,k al grupo de mk-osiladores onstituido
porm subgrupos de k osiladores ada uno, donde Xνi (n) representará el estado del osilador i-ésimo
situado en el ν-ésimo grupo en el instante n. Por lo tanto losmk-osiladores quedarán araterizados
indiando el grupo ν-ésimo en el uál están y la posiión i-ésima dentro de ese grupo. Cada onjunto
de osiladores tal que para el mismo instante n tienen el mismo estado es lo que en [64℄ denominan
luster.
En partiular, para nuestro estudio tendrán espeial interés los siguientes patrones a los que
denominaremos luster tipo I y tipo II:
Cluster tipo I
Xνi (n) = xν ∀i
es deir,
{Xνi (n)}ν=1,··· ,m i=1,··· ,k =
{
ν=1︷ ︸︸ ︷
x1, x1, · · · , x1,
k)
ν=2︷ ︸︸ ︷
x2, x2, · · · , x2
k)
,
···
· · · · · ·,
ν=m︷ ︸︸ ︷
xm, xm, · · · , xm,
k)
}
Cluster tipo II
Xνi (n) = xi ∀ν
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es deir,
{Xνi (n)}ν=1,··· ,m i=1,··· ,k =
{
ν=1︷ ︸︸ ︷
x1, x2, · · · , xk,
ν=2︷ ︸︸ ︷
x1, x2, · · · , xk,
···
· · · · · ·,
ν=m︷ ︸︸ ︷
x1, x2, · · · , xk
}
Obsérvese que los osiladores que onstituyen el luster pueden o no estar en el mismo subgrupo.
Por ejemplo, en el luster tipo I los osiladores que presentan la misma evoluión son los que están
iniialmente dentro de un mismo subgrupo ν. El luster tipo II, estará onstituido por los osiladores
que dentro de ada subgrupo están en la posiión i-ésima.
6.1. Onda viajera en luster de tipo I.
6.1.1. Onda viajera en luster tipo I on aoplamiento medio
6.1.1.1. Teorema 1. Onda viajera.
Sea f(x; r) : I → I, una funión de lase C2 dependiente de un parámetro, y
{
x∗1, x
∗
2, ..., x
∗
p
}
una
órbita de período p de f tal que 1− fp
′
(x∗i ) es O(1) i = 1, · · · , p
Sea el CML
Xνi (n+ 1) = (1− εα)f(X
ν
i (n)) +
αε
mp
∑p
ν=1
∑m
i=1 f(X
ν
i (n))
i = 1, · · · ,m ν = 1, · · · , p ε≪ 1
(6.1)
on las ondiiones iniiales
Xνi (n) = x
∗
ν + εAν +O(ε
2)
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on 

fp(x∗ν) = x
∗
ν
Aν =
1
−1+(fp(x∗1))
′
[∑p−1
n=1
(
−x∗ν+n +
1
p
∑p
j=1 x
∗
j
)∏p−1
l=n f
′(x∗ν+l)+
+
(
−x∗ν +
1
p
∑p
j=1 x
∗
j
)]
i = 1, · · · ,m ν = 1, · · · , p
entones el CML presenta p-luster {Xνi (n)}ν=1,··· ,p los uales evoluionan desribiendo una onda
periódia de periodo p dada por Xνi (n+ 1) = X
ν+1
i (n) veriando X
ν
i (n+ p) = X
ν
i (n).
Demostraión
Con las ondiiones iniiales dadas, el estado iniial del CML es un luster del tipo I (todos los
osiladores de un mismo subgrupo ν toman iniialmente el mismo valor y por lo tanto su evoluión
temporal es idéntia). Para que los luster evoluionen desribiendo una onda de periodo p, es
neesario que todo osilador de un mismo subgrupo evoluione desribiendo la misma onda. Esto
se umple si la evoluión temporal de los osiladores en el CML, a O(ε), es de la forma siguiente:


Xνi (n) = x
∗
ν + εAν
Xνi (n+ 1) = x
∗
ν+1 + εAν+1
.
.
.
Xνi (n+ p− 1) = x
∗
ν+p−1 + εAν+p−1 = x
∗
ν−1 + εAν−1
Xνi (n+ p) = x
∗
ν + εAν
i = 1, · · ·m, ν = 1, · · · , p (6.2)
Es deir, independientemente de ”i” todos los osiladores on un mismo ν están regidos por las
mismas euaiones de evoluión.
Para que el sistema (6.2) presente diha evoluión es neesario que sea un sistema ompatible
determinado, del ual se podrán deduir los valores de Aν . Deduidos los valores de Aν la soluión
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quedará perfetamente desrita por


Xνi (n+ j) = x
∗
ν+j + εAν+j +O(ε
2)
x∗ν = x
∗
ν+p Aν = Aν+p
i = 1, · · ·m, ν = 1, · · · , p j ∈ N⋆
Primeramente proederemos a estudiar omo son las euaiones de evoluión en este CML. Dado
que todos los osiladores del subgrupo ν-ésimo toman iniialmente el mismo valor
Xνi (n) = x
∗
ν + εAν +O(ε
2) i = 1, · · · ,m
se umple que
m∑
i=1
f(Xνi (n)) = mf(X
ν
i (n))
y por tanto
αε
mp
p∑
ν=1
m∑
i=1
f(Xνi (n)) =
αε
mp
p∑
ν=1
mf(Xνi (n))
Introduiendo este resultado en (6.1) y simpliando se obtiene:
Xνi (n + 1) = (1− εα)f(X
ν
i (n)) +
αε
p
∑p
ν=1 f(X
ν
i (n))
i = 1, · · · ,m ν = 1, · · · , p ε≪ 1
(6.3)
donde se observa que ∀ i = 1, · · · ,m las euaiones del sistema (6.3) son
Xνi (n+ 1) = (1− εα)f(x
∗
ν + εAν +O(ε
2)) +
αε
p
p∑
ν=1
f(x∗ν + εAν +O(ε
2))
por lo que la evoluión no depende del índie ”i”, reejando el heho esperado de que todos los
osiladores de diho grupo evoluionan idéntiamente. Es deir, basta observar la evoluión de un
osilador del grupo ν para onoer la evoluión de los osiladores perteneientes a ese grupo.
87
CAPÍTULO 6. CLUSTER EN COUPLED MAP LATTICE
El sistema (6.3) que rige la evoluión de este CML es idéntia a la euaión (4.2) que desribía
la evoluión de ν-osiladores. Este heho nos lleva a la onlusión de la existenia de soluión para
el sistema (6.3). Por lo tanto el sistema se omporta fenomenológiamente igual que un sistema de
ν-osiladores ada uno de ellos oloado iniialmente en x∗ν + εAν + O(ε
2) siendo fp(x∗ν) = x
∗
ν , es
deir, los osiladores desriben una onda de periodo p.
En onseuenia, queda probada la existenia de órbita de periodo p para este luster. Como
ada luster realiza una onda del mismo periodo, el resultado es que todos los luster evoluionan
periódiamente, manteniendo un desfase igual al de las ondiiones iniiales.
6.1.1.2. Casada de dupliaión de periodo de ondas viajeras en luster de tipo I
En los CML on aoplamiento débil se ha omprobado la existenia de la onda viajera así
omo la existenia de la CDP para dihas ondas, abe preguntarse si diho omportamiento se
va a reproduir en los luster de tipo I, uestión que se analiza en este apartado. Primeramente
se demostrará la existenia de la bifuraión de dupliaión de periodo para los luster tipo I, y
posteriormente proederemos al análisis de la existenia de la CDP.
Bifuraión de la onda viajera en luster tipo I on aoplamiento medio
En el siguiente teorema se demuestra la existenia de la bifuraión de dupliaión de periodo
en los luster de tipo I.
Teorema 2. Existenia de la bifuraión de dupliaión de periodo en luster tipo I.
Sea f(x; r) : I → I, una funión de lase C2 dependiente de un parámetro, en funión del ual
la órbita de periodo 2p p∈ N del sistema xn+1 = f(xn) sufre una bifuraión de dupliaión de
periodo.
El CML dado por
Xνi (n+ 1) = (1− εα)f(X
ν
i (n)) +
αε
m2p
2p∑
ν=1
m∑
i=1
f(Xνi (n)) (6.4)
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ν = 1, · · · , 2p ε≪ 1 i = 1, · · · ,m
on ondiiones iniiales
Xνi (n) = x
∗
2ν−1,2p+1 + εA2ν−1 +O(ε
2)
on


f2
p+1
(x∗2ν−1,2p+1) = x
∗
2ν−1,2p+1
Ak =
α
−1+
“
f2
p+1
“
x∗
1,2p+1
””
′
[∑2p+1−1
n=1
((
−x∗
k+n,2p+1 +
1
2pSk+n
)
∏2p+1−1
l=n f
′
(
x∗
k+l,2p+1
))
− x∗
k,2p+1 +
1
2pSk
)
Sj =


∑2p
ν=1 x
∗
2(ν−1)+2,2p+1 j =
•
2∑2p
ν=1 x
∗
2(ν−1)+1,2p+1 j =
•
2 + 1
ν = 1, · · · , 2p i = 1, · · · ,m k = 1, ..., 2p+1
y
(
−1 +
(
f2
p+1
(x∗1,,2p+1)
)′)
es O(1), presenta 2p-luster {Xνi (n)}ν=1,··· ,2p los uáles evoluionan
desribiendo una onda periódia de periodo 2p+1 dada por Xνi (n + 2) = X
ν+1
i (n) umpliéndose
Xνi (n+ 2
p+1) = Xνi (n)
Demostraión
Para que los luster evoluionen desribiendo una onda de periodo 2p+1, se deberá umplir que
la evoluión temporal de ada uno de los m2p-osiladores sea de la forma:


Xνi (n + j) = x
∗
2ν−1+j,2p+1 + εA2ν−1+j +O(ε
2)
x∗
k,2p+1 = x
∗
k+2p+1,2p+1 Ak = Ak+2p+1
ν = 1, · · · , 2p i = 1, · · · ,m k = 1, ..., 2p+1 j ∈ N
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Para ello es neesario probar que los sistemas on 2p+1-euaiones que nos determinan la evolu-
ión de los osiladores, a O(ε), sean ompatibles determinados, y de ellos se puedan obtener los
valores de Ak, k = 1 · · · 2
p+1
. Por hipótesis del teorema, los m osiladores loalizados en el sub-
grupo ν-ésimo toman iniialmente el mismo valor, por lo que
2p∑
ν=1
m∑
i=1
f(Xνi (n)) =
2p∑
ν=1
mf(Xνi (n))
y por tanto :
αε
m2p
2p∑
ν=1
m∑
i=1
f(Xνi (n)) =
αε
m2p
2p∑
ν=1
mf(Xνi (n)) =
αε
2p
2p∑
ν=1
f(Xνi (n)))
Introduiendo este resultado en la expresión (6.4), y simpliando, resulta
Xνi (n+ 1) = (1− εα)f(X
ν
i (n)) +
αε
2p
2p∑
ν=1
f(Xνi (n))) (6.5)
y omo Xνi (n) = x
∗
2ν−1,2p+1 + εA2ν−1 +O(ε
2) se obtiene
Xνi (n+ 1) = (1− εα)f(x
∗
2ν−1,2p+1 + εA2ν−1 +O(ε
2)) +
αε
2p
2p∑
ν=1
f(x∗2ν−1,2p+1 + εA2ν−1 +O(ε
2)))
donde se observa que la evoluión no depende del índie ”i”, es deir, todos los osiladores del
mismo subgrupo tienen la misma evoluión. Puesto que el sistema (6.5) es idéntio al resuelto en
(4.13), queda onrmada la existenia de soluión para el sistema (6.5). Quedan así determinados
los valores de Ak por
Ak =
α
−1+
“
f2
p+1
“
x∗
1,,2p+1
””
′
[∑2p+1−1
n=1
((
−x∗
k+n,2p+1 +
1
2pSk+n
)
·
∏2p+1−1
l=n f
′
(
x∗
k+l,2p+1
))
− x∗
k,2p+1 +
1
2pSk
]
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siendo Sj =


∑2p
ν=1 x
∗
2(ν−1)+2,2p+1 j =
•
2∑2p
ν=1 x
∗
2(ν−1)+1,2p+1 j =
•
2 + 1
Por tanto se ha probado que si la funión f2
p
sufre una dupliaión de periodo entones los
luster del tipo I también muestran una dupliaión de periodo de la onda preedente.
Vista la bifuraión de dupliaión de periodo estamos en ondiiones de busar la CDP.
Teorema 3 . Casada de dupliaión de periodo de ondas viajeras en luster tipo I.
Sea f(x; r) : I → I, una funión de lase C2 dependiente de un parámetro, en funión del ual
la órbita de periodo 2p del sistema xn+1 = f(xn) sufre una CDP. Sea
{
x∗
i,2p+q
}2p+q
i=1
la órbita de
periodo 2p+q de la asada on q ∈ N.
El CML dado por
Xνi (n+ 1) = (1− εα)f(X
ν
i (n)) +
αε
m2p
2p∑
ν=1
m∑
i=1
f(Xνi (n)) (6.6)
ν = 1, · · · , 2p i = 1, · · · ,m ε≪ 1
on ondiiones iniiales
Xνi (n) = x
∗
2q(ν−1)+1,2p+q + εA2q(ν−1)+1 +O(ε
2)

f2
p+q
(x∗
i,2p+q ) = x
∗
i,2p+q
Ak =
α
−1+
“
f2
p+q
“
x∗
1,2p+q
””
′
[∑2p+q−1
n=1
(
−x∗
k+n,2p+q +
1
2pSk+n
)
·
∏2p+q−1
l=n f
′
(
x∗
k+l,2p+q
))
− x∗
k,2p+q +
1
2pSk
]
Sj =
∑2p
ν=1 x
∗
2q(ν−1)+l,2p+q j =
•
2q + l l = 1, · · · , 2q
ν = 1, · · · , 2p i = 1, · · · ,m k = 1, ..., 2p+q
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y
(
−1 +
(
f2
p+q
(x∗1,2p+q)
)′)
es O(1), presenta 2p-luster los uales evoluionan desribiendo una
onda periódia de periodo 2p+q dada por Xνi (n+ 2
q) = Xν+1i (n) on X
ν
i (n+ 2
p+q) = Xνi (n)
Demostraión
Para que los luster evoluionen desribiendo una onda de periodo 2p+q se deberá umplir que
los m2p-osiladores evoluionen de la forma


Xνi (n+ j) = x
∗
2q(ν−1)+j,2p+q + εA2q(ν−1)+j +O(ε
2)
x∗
k,2p+q = x
∗
k+2p+q,2p+q Ak = Ak+2p+q
ν = 1, · · · , 2p i = 1, · · · ,m k = 1, ..., 2p+q j ∈ N⋆
ya que entones Xνi (n + 2
p+q) = Xνi (n) determinándose por tanto una órbita de periodo 2
p+q
.
Para ello es neesario que el sistema, que nos determina la evoluión de los osiladores, sea
ompatible, a O(ε), heho que nos permitirá obtener los valores de Ak, k = 1 · · · 2
p+q
.
Con las ondiiones iniiales dadas en el estado iniial del CML todos los osiladores de un
mismo subgrupo toman el mismo valor y por tanto se tiene que
αε
m2p
2p∑
ν=1
m∑
i=1
f(Xνi (n)) =
αε
m2p
2p∑
ν=1
mf(Xνi (n))
entones sustituyendo en la expresión del CML (6.6), y simpliando, se obtiene:
Xνi (n+ 1) = (1− εα)f(X
ν
i (n)) +
αε
2p
2p∑
ν=1
f(Xνi (n)) (6.7)
es deir,
Xνi (n+ 1) = (1− εα)f(x
∗
2q(ν−1)+1,2p+q + εA2q(ν−1)+1 +O(ε
2))+
+αε2p
∑2p
ν=1 f(x
∗
2q(ν−1)+1,2p+q + εA2q(ν−1)+1 +O(ε
2))
Nuevamente se umple que la evoluión no depende del índie ”i”, es deir, todos los osiladores
del mismo subgrupo tienen la misma evoluión.
Proediéndose de manera similar a omo se ha proedido en el teorema 1, de este apítulo, se
obtiene que la euaión (6.7) que rige la evoluión del subgrupo ν es idéntia a la euaión (4.19)
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ya resuelta. Por tanto se obtiene que
Ak =
α
−1+(f2p+q(x∗1))
′
[∑2p+q−1
n=1
(
−x∗
k+n,2p+q +
1
2pSk+n
)
·∏2p+q−1
l=n f
′
(
x∗
k+l,2p+q
)
− x∗
k,2p+q +
1
2pSk
siendo Sj =
∑2p
ν=1 x
∗
2q(ν−1)+l,2p+q j =
•
2q + l l = 1, · · · , 2q
Así que se onluye que onforme la órbita de periodo 2p de f duplia a una órbita de periodo
2p+q , se produe la dupliaión de la onda para los luster del tipo I.
Los anteriores resultados han sido obtenido en los luster de tipo I onsiderando el CML on
aoplamiento medio. Esto nos lleva a preguntarnos si es posible que todos estos resultados enontra-
dos en dihos luster también se puedan dar en el aso que se onsidere el CML on aoplamiento
a primeros veinos. La respuesta es negativa tal y omo a ontinuaión se muestra.
6.1.2. Onda viajera en luster tipo I on aoplamiento a primeros veinos
6.1.2.1. Teorema de no existenia.
Teorema 4
Sea f(x; r) : I → I, una funión de lase C2 dependiente de un parámetro, y
{
x∗1, x
∗
2, ..., x
∗
p
}
una
órbita de período p de f tal que 1− fp
′
(x∗i ) es O(1) i = 1, · · · , p
Sea el CML
Xν1 (n+ 1) = (1− εα)f(X
ν
1 (n)) +
αε
2
(
f(Xν−1m (n)) + f(X
ν
2 (n))
)
Xνi (n+ 1) = (1− εα)f(X
ν
i (n)) +
αε
2
(
f(Xνi−1(n)) + f(X
ν
i+1(n))
)
i = 2, · · · ,m− 1
Xνm(n+ 1) = (1− εα)f(X
ν
m(n)) +
αε
2
(
f(Xνm−1(n)) + f(X
ν+1
1 (n))
)
ν = 1, · · · , p ε≪ 1
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on las ondiiones iniiales
Xνi (n) = x
∗
ν + εAν +O(ε
2)
on


fp(x∗ν) = x
∗
ν
i = 1, · · · ,m ν = 1, · · · , p
y ondiiones de ontorno periódias, entones el CML {Xνi (n)}ν=1,··· ,p no puede desribir una onda
periódia de periodo p del tipo Xνi (n+ 1) = X
ν+1
i (n) .
Demostraión
Con las ondiiones iniiales
Xνi (n) = x
∗
ν + εAν +O(ε
2)
para que el CML desribiera una onda periódia a O(ε), se tendría que umplir


Xνi (n) = x
∗
ν + εAν
Xνi (n+ 1) = x
∗
ν+1 + εAν+1
.
.
.
Xνi (n+ p− 1) = x
∗
ν+p−1 + εAν+p−1 = x
∗
ν−1 + εAν−1
Xνi (n+ p) = x
∗
ν + εAν
i = 1, · · ·m, ν = 1, · · · , p
Para un valor de ν se tendría distintas euaiones de evoluión según los valores de i.
Para i = 1 tendríamos
Xν1 (n+ 1) = (1− εα)f(X
ν
1 (n)) +
αε
2
(
f(Xν−1m (n)) + f(X
ν
2 (n))
)
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por tanto
x∗ν+1 + εAν+1 +O(ε
2) = (1− εα)f(x∗ν + εAν +O(ε
2))+
+αε2
(
f(x∗ν−1 + εAν−1 +O(ε
2)) + f(x∗ν + εAν +O(ε
2))
)
desarrollando y agrupando a orden ε se obtendría
x∗ν+1 + εAν+1 = x
∗
ν+1 + f
′(x∗ν)εAν − εαx
∗
ν+1 +
αε
2
(
x∗ν + x
∗
ν+1)
)
(6.8)
Para los valores de i = 2, · · · ,m− 1 se tiene
Xνi (n+ 1) = (1− εα)f(X
ν
i (n)) +
αε
2
(
f(Xνi−1(n)) + f(X
ν
i+1(n))
)
por tanto
x∗ν+1 + εAν+1 +O(ε
2) = (1− εα)f(x∗ν + εAν +O(ε
2))+
+αε2
(
f(x∗ν + εAν−1 +O(ε
2)) + f(x∗ν + εAν +O(ε
2))
)
desarrollando y agrupando a orden ε se obtendría
x∗ν+1 + εAν+1 = x
∗
ν+1 + f
′(x∗ν)εAν − εαx
∗
ν+1 +
αε
2
(x∗ν + x
∗
ν) (6.9)
Fijándonos en las euaiones 6.8 y 6.9 ya se muestra la inompatibilidad del sistema resultante.
Simpliando en la euaión 6.8 se obtendría
Aν+1 − f
′(x∗ν)Aν = −αx
∗
ν+1 +
α
2
(x∗ν + x
∗
ν)
y realizando la misma operaión en la euaión 6.9 se obtendría
Aν+1 − f
′(x∗ν)Aν = 0
Estas dos euaiones tienen los mismos oeientes pero sus términos independientes son distintos
ya que x∗ν+1 6= x
∗
ν , este heho nos india que el sistema planteado no tiene soluión, es deir no
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puede existir una onda de este tipo en dihos luster. 
Los proesos de difusión se modelan on CML de interaión a primeros veinos, lo que este
teorema prueba es que tales sistemas no van a mostrar ondas de periodo p para luster de tipo I.
Obsérvese que no neesitaremos jarnos en el ondiiones iniiales estableidas en el teorema,
dado
6.2. Onda viajera en luster de tipo II.
Hay una gran diversidad de ondiiones iniiales para los luster. Anteriormente hemos onsid-
erado una onreta, donde los m-osiladores de ada luster tomaban iniialmente el mismo valor.
En diho aso, se ha onseguido demostrar la existenia de la onda viajera de los luster, así omo
la CDP de la misma. Ahora vamos a onsiderar otra situaión iniial donde el patrón onsiste en
que todos los ν-subgrupos de osiladores son idéntios en el instante n, aunque ada osilador del
subgrupo tenga un valor distinto, y eso nos proporiona p luster.
6.2.1. Onda viajera en luster tipo II on aoplamiento medio.
6.2.1.1. Teorema 5. Onda viajera.
Sea f(x; r) : I → I, una funión de lase C2 dependiente de un parámetro, y
{
x∗1, x
∗
2, ..., x
∗
p
}
una
órbita de período p de f .
Sea el CML
Xνi (n+ 1) = (1− εα)f(X
ν
i (n)) +
αε
mp
∑m
ν=1
∑p
i=1 f(X
ν
i (n))
i = 1, · · · , p ν = 1, · · · ,m ε≪ 1
(6.10)
on las ondiiones iniiales
Xνi (n) = x
∗
i + εAi +O(ε
2)
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on 

fp(x∗i ) = x
∗
i
Ai =
α
−1+(fp(x∗1))
′
[∑p−1
n=1
((
−x∗i+n +
1
p
∑p
j=1 x
∗
j
)∏p−1
l=n f
′(x∗k+l)
)
+
+
(
−x∗i +
1
p
∑p
j=1 x
∗
j
)]
i = 1, ..., p ν = 1, ...,m
y
(
−1 + (fp (x∗1))
′
)
es O(1), entones el CML presenta p-luster {Xνi (n)}ν=1,··· ,p los uales evolu-
ionan desribiendo una onda periódia de periodo p dada por Xνi (n+1) = X
ν
i+1(n) y X
ν
i (n+ p) =
Xνi (n).
Demostraión
Con las ondiiones iniiales dadas el CML es un luster del tipo II.
Para que estos osiladores desriban una onda de periodo-p se debe umplir que la evoluión
temporal de ada uno de los osiladores del CML, a O(ε), sea de la siguiente forma:


Xνi (n) = x
∗
i + εAi
Xνi (n+ 1) = x
∗
i+1 + εAi+1
.
.
.
Xνi (n+ p− 1) = x
∗
i+p−1 + εAi+p−1 = x
∗
i−1 + εAi−1
Xνi (n+ p) = x
∗
i + εAi
i = 1, · · · p, ν = 1, · · · ,m (6.11)
En este aso la evoluión es idéntia en todos los subgrupos ν, por tanto para ada subgrupo ν
se tienen las mismas euaiones de evoluión.
Para que el sistema (6.11) presente diha evoluión, es neesario que el sistema que se obtiene
sea un sistema ompatible determinado y de él se puedan deduir los valores de Ai. De esta manera
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quedará la soluión desrita de la forma


Xνi (n + j) = x
∗
i+j + εAi+j +O(ε
2)
x∗i = x
∗
i+p Ai = Ai+p
i = 1, · · · p, ν = 1, · · · ,m j ∈ N∗
omo se demuestra a ontinuaión.
Por hipótesis, el osilador i-ésimo de ada subgrupo ν toma iniialmente el mismo valor
Xνi (n) = x
∗
i + εAi +O(ε
2) ν = 1, · · · ,m
por lo que
αε
mp
m∑
ν=1
p∑
i=1
f(Xνi (n)) =
αε
mp
p∑
i=1
mf(Xνi (n))
Introduiendo este resultado en la expresión del CML (6.10), y simpliando, resulta:
Xνi (n+ 1) = (1− εα)f(X
ν
i (n)) +
αε
p
∑p
i=1 f(X
ν
i (n))
i = 1, · · · , p ν = 1, · · · ,m ε≪ 1
(6.12)
entones
Xνi (n+ 1) = (1− εα)f(x
∗
i + εAi +O(ε
2)) +
αε
p
p∑
i=1
f(x∗i + εAi +O(ε
2))
La evoluión no depende del índie ν, es deir todos los subgrupos evoluionan idéntiamente. Por
lo tanto basta on observar la evoluión de un subgrupo para onoer la evoluión de los restantes
subgrupos.
La euaión (6.12) que rige la evoluión del CML es idéntia a la euaión (5.9) que desribía la
evoluión de p-osiladores oloados iniialmente en x∗i + εAi +O(ε
2) siendo fp(x∗i ) = x
∗
i , donde se
onluyó que existía soluión del sistema planteado y los osiladores desribían una onda de periodo
p. Como onseuenia, queda probada la existenia de una onda de periodo p para ada uno de
estos luster del tipo II.
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6.2.1.2. Casada de dupliaión de periodo de ondas viajeras en luster tipo II.
Al igual que existe CDP para las ondas viajeras de los luster de tipo I se puede probar su
existenia para los luster del tipo II. En esta seión se proederá a realizar diho estudio.
Bifuraión de la onda viajera
Nuestro primer objetivo, demostrar la existenia de la bifuraión de dupliaión de periodo en
los luster tipo II, queda plasmado en el siguiente teorema.
Teorema 6. Existenia de la bifuraión de dupliaión de periodo en luster tipo II.
Sea f(x; r) : I → I, una funión de lase C2 dependiente de un parámetro, en funión del ual
la órbita de periodo 2p p∈ N del sistema xn+1 = f(xn) sufre una bifuraión de dupliaión de
periodo.
El CML dado por
Xνi (n+ 1) = (1− εα)f(X
ν
i (n)) +
αε
m2p
m∑
ν=1
2p∑
i=1
f(Xνi (n)) (6.13)
i = 1, · · · , 2p ε≪ 1 ν = 1, · · · ,m
on ondiiones iniiales
Xνi (n) = x
∗
2i−1,2p+1 + εA2i−1 +O(ε
2)

f2
p+1
(x∗2i−1,2p+1) = x
∗
2i−1,2p+1
Ak =
α
−1+
“
f2
p+1
(x∗
1,2p+1
)
”
′
[∑2p+1−1
n=1
((
−x∗
k+n,2p+1 +
1
2pSk+n
)
·∏2p+1−1
l=n f
′
(
x∗
k+l,2p+1
))
− x∗
k,2p+1 +
1
2pSk
]
Sj =


∑2p
i=1 x
∗
2(i−1)+2,2p+1 j =
•
2∑2p
i=1 x
∗
2(i−1)+1,2p+1 j =
•
2 + 1
i = 1, · · · , 2p ν = 1, · · · ,m k = 1, ..., 2p+1
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y −1 + f2
p+1
(x∗) es O(1), presenta 2p-luster {Xνi (n)}i=1,··· ,2p los uáles evoluionan desribiendo
una onda periódia de periodo 2p+1 dada por Xνi (n+ 2) = X
ν
i+1(n) y X
ν
i (n+ 2
p+1) = Xνi (n).
Demostraión
Para que los luster evoluionen desribiendo una onda de periodo 2p+1, se deberá umplir que
la evoluión temporal de ada uno de los m2p-osiladores sea de la forma:
Xνi (n+ j) = x
∗
2i−1+j,2p+1 + εA2i−1+j +O(ε
2) j = 1, · · · , 2p+1


Xνi (n+ j) = x
∗
2i−1+j,2p+1 + εA2i−1+j +O(ε
2)
x∗
k,2p+1 = x
∗
k+2p+1,2p+1 Ak = Ak+2p+1
i = 1, · · · , 2p ν = 1, · · · ,m k = 1, ..., 2p+1 j ∈ N⋆
Para ello es neesario probar que los sistemas on 2p+1-euaiones que determinan la evoluión de
los osiladores sean ompatibles determinados, y de ellos se puedan obtener los valores de Ak k =
1, · · · , 2p+1. Por hipótesis del teorema, los ν subgrupos son idéntios en el instante iniial, por lo
que
αε
m2p
m∑
ν=1
2p∑
i=1
f(Xνi (n)) =
αεm
m2p
2p∑
i=1
f(Xνi (n))
Introduiendo este resultado en la expresión del CML (6.13) resulta:
Xνi (n+ 1) = (1− εα)f(X
ν
i (n)) +
αε
2p
2p∑
i=1
f(Xνi (n)) (6.14)
es deir,
Xνi (n+ 1) = (1− εα)f(x
∗
2i−1,2p+1 + εA2i−1 +O(ε
2)) +
αε
2p
2p∑
i=1
f(x∗2i−1,2p+1 + εA2i−1 +O(ε
2))
Donde se observa que la evoluión no depende del índie ν, y por lo tanto basta on observar la
evoluión de un subgrupo para onoer la evoluión de los restantes subgrupos. La euaión de
evoluión, (6.14) es idéntia a la euaión (4.13). En diho aso ya se demostró la existenia de
soluión del sistema, lo que implia la existenia de una onda de período 2p+1 para los luster de
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tipo II.
En onseuenia, se ha probado que si la funión f2
p
sufre una dupliaión de periodo entones
los lusters del tipo II también muestran una dupliaión de periodo de la onda preedente.
Vista la bifuraión de dupliaión de periodo para los luster de tipo II estamos en ondiiones
de busar la CDP para dihos luster, uestión que se aborda en el siguiente teorema.
Teorema 7. Casada de dupliaión de periodo de ondas viajeras en luster tipo II.
Sea f(x; r) : I → I, una funión de lase C2 dependiente de un parámetro, en funión del ual
la órbita de periodo 2p p∈ N del sistema xn+1 = f(xn) sufre una CDP. Sea
{
x∗
i,2p+q
}2p+q
i=1
la órbita
de periodo 2p+q de la asada on q ∈ N.
El CML dado por
Xνi (n+ 1) = (1− εα)f(X
ν
i (n)) +
αε
m2p
m∑
ν=1
2p∑
i=1
f(Xνj (n)) (6.15)
ν = 1, · · · ,m i = 1, · · · , 2p ε≪ 1
on ondiiones iniiales
Xνi (n) = x
∗
2q(i−1)+1,2p+q + εA2q(i−1)+1 +O(ε
2)


f(x∗
i,2p+q) = x
∗
i,2p+q
Ak =
α
−1+
“
f2
p+q
“
x∗
1,2p+q
””
′
∑2p+q−1
n=1
[(
−x∗
k+n,2p+q +
1
2pSk+n
)
·∏2p+q−1
l=n f
′
(
x∗
k+l,2p+q
))
+
(
−x∗
k,2p+q +
1
2pSk
)]
Sj =
∑2p
i=1 x
∗
2q(i−1)+l,2p+q j =
•
2q + l l = 1, · · · , 2q
i = 1, · · · , 2p ν = 1, · · · ,m k = 1, ..., 2p+q
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y
(
−1 +
(
f2
p+q
(
x∗1,2p+q
))′)
es O(1), presenta 2p-luster los uales evoluionan desribiendo una
onda periódia de periodo 2p+q dada por Xνi (n+ 2
q) = Xνi+1(n) y X
ν
i (n+ 2
p+q) = Xνi (n).
Demostraión
Para que los luster evoluionen desribiendo una onda de periodo 2p+q se deberá umplir que
los m2p-osiladores evoluionen de la forma


Xνi (n+ j) = x
∗
2q(i−1)+j,2p+q + εA2q(i−1)+j +O(ε
2)
x∗
k,2p+q = x
∗
k+2p+q,2p+q Ak = Ak+2p+q
i = 1, · · · , 2p ν = 1, · · · ,m k = 1, ..., 2p+q j ∈ N
Para ello es neesario que el sistema que nos determina la evoluión de los osiladores sea
ompatible determinado a O(ε), heho que nos permitirá obtener los valores de Ak, k = 1 · · · 2
p+q
.
Con las ondiiones iniiales dadas en el CML todos subgrupos son idéntios en el instante iniial
y por tanto se umple que
αε
m2p
m∑
ν=1
2p∑
i=1
f(Xνi (n)) =
αεm
m2p
2p∑
i=1
f(Xνi (n))
Introduiendo este resultado en la expresión del CML (6.15), y simpliando, se obtiene:
Xνi (n+ 1) = (1− εα)f(X
ν
i (n)) +
αε
2p
2p∑
i=1
f(Xνi (n)) (6.16)
es deir,
Xνi (n+ 1) = (1− εα)f(x
∗
2q(i−1)+1,2p+q + εA2q(i−1)+1 +O(ε
2))+
+αε2p
∑2p
i=1 f(x
∗
2q(i−1)+1,2p+q + εA2q(i−1)+1 +O(ε
2))
La evoluión no depende del índie ”ν” y por tanto la euaión (6.16) que rige la evoluión del
CML, es idéntia a la euaión (4.19). En diho aso ya se demostró la existenia de la onda de
período 2p+q. Por tanto queda demostrada la CDP de la órbita para los luster del tipo II.
Proederemos a ontinuaión a realizar el estudio en los luster tipo II uando el aoplamiento
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es a primeros veinos.
6.2.2. Onda viajera en luster tipo II on aoplamiento a primeros veinos.
6.2.2.1. Teorema 8. Onda viajera.
Sea f(x; r) : I → I, una funión de lase C2 dependiente de un parámetro, y
{
x∗1, x
∗
2, ..., x
∗
p
}
una
órbita de período p de f .
Sea el CML
Xν1 (n+ 1) = (1− εα)f(X
ν
1 (n)) +
αε
2
(
f(Xν−1m (n)) + f(X
ν
2 (n))
)
Xνi (n+ 1) = (1− εα)f(X
ν
i (n)) +
αε
2
(
f(Xνi−1(n)) + f(X
ν
i+1(n))
)
i = 2, · · · ,m− 1
Xνm(n+ 1) = (1− εα)f(X
ν
m(n)) +
αε
2
(
f(Xνm−1(n)) + f(X
ν+1
1 (n))
)
ν = 1, · · · , p ε≪ 1
on las ondiiones iniiales
Xνi (n) = x
∗
i + εAi +O(ε
2)
on 

fp(x∗i ) = x
∗
i
Ai =
α
1−(fp(x∗1))
′
[
−x∗i +
1
2
(
x∗i−1 + x
∗
i+1
)
+
∑p−1
n=1
(
−x∗i+n+
+12
(
x∗i+n−1 + x
∗
i+n+1
))∏p−1
l=n f
′
(
x∗i+l
)]
i = 1, ..., p ν = 1, ...,m
y
(
−1 + (fp (x∗1))
′
)
es O(1), entones el CML presenta p-luster {Xνi (n)}ν=1,··· ,p los uales evolu-
ionan desribiendo una onda periódia de periodo p dada por Xνi (n+1) = X
ν
i+1(n) y X
ν
i (n+ p) =
Xνi (n).
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Demostraión
El CML debido a las ondiiones iniiales determinadas es un luster del tipo II.
Para que los osiladores desriban una onda de periodo-p se debe umplir la siguiente evoluión
temporal en ada uno de los osiladores del CML a O(ε):


Xνi (n) = x
∗
i + εAi
Xνi (n+ 1) = x
∗
i+1 + εAi+1
.
.
.
Xνi (n+ p− 1) = x
∗
i+p−1 + εAi+p−1 = x
∗
i−1 + εAi−1
Xνi (n+ p) = x
∗
i + εAi
i = 1, · · · p, ν = 1, · · · ,m (6.17)
Dado que ada p elementos onseutivos forman un mismo grupo, basta estudiar el ompor-
tamiento de un subgrupo para que quede determinado el de todos los subgrupos por la periodiidad.
Como el estudio de p elementos a primeros veinos, que onstituyen un subgrupo ha sido resuelto
en el teorema (4.3.1) y el sistema (6.17) planteado aquí, es el mismo entones la soluión queda
desrita de la forma 

Xνi (n+ j) = x
∗
i+j + εAi+j +O(ε
2)
x∗i = x
∗
i+p Ai = Ai+p
i = 1, · · · p, ν = 1, · · · ,m j ∈ N
Como onseuenia, queda probada la existenia de una onda de periodo p para ada uno de
estos luster del tipo II.
Todos los luster on mp elementos on p y m números naturales jos, onstituyen una lase de
equivalenia. Hay tantas lases de equivalenia omo valores de p, entones el representante de la
lase es el formado on p osiladores que toman iniialmente los valores onseutivos de los puntos
de la órbita. Por lo tanto, aunque físiamente el sistema formado por mp elementos es distinto del
sistema formado por p, desde el punto de vista matemátio son el mismo ya que tienen el mismo
representante de la lase de equivalenia.
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6.2.2.2. Casada de dupliaión de periodo de ondas viajeras en luster tipo II on
aoplamiento a primeros veinos.
En esta seión se proederá a realizar el estudio en este tipo de luster uando el aoplamiento
es a primeros veinos. Comprobaremos la existenia de la bifuraión de la onda viajera omo la
existenia de la CDP.
Bifuraión de la onda viajera
En el siguiente teorema pasaremos a demostrar la existenia de la bifuraión de dupliaión de
periodo.
Teorema 9. Existenia de la bifuraión de dupliaión de periodo en luster tipo II
on aoplamiento a primeros veinos.
Sea f(x; r) : I → I, una funión de lase C2 dependiente de un parámetro, en funión del ual
la órbita de periodo 2p p∈ N del sistema xn+1 = f(xn) sufre una bifuraión de dupliaión de
periodo.
El CML dado por
Xν1 (n+ 1) = (1− εα)f(X
ν
1 (n)) +
αε
2
(
f(Xν−1m (n)) + f(X
ν
2 (n))
)
Xνi (n+ 1) = (1− εα)f(X
ν
i (n)) +
αε
2
(
f(Xνi−1(n)) + f(X
ν
i+1(n))
)
i = 2, · · · ,m− 1
Xνm(n+ 1) = (1− εα)f(X
ν
m(n)) +
αε
2
(
f(Xνm−1(n)) + f(X
ν+1
1 (n))
)
ν = 1, · · · , p ε≪ 1
on ondiiones iniiales
Xνi (n) = x
∗
2i−1,2p+1 + εA2i−1 +O(ε
2)

f2
p+1
(x∗2i−1,2p+1) = x
∗
2i−1,2p+1
Ak =
α
1−
“
f2
p+1
(x∗
1,,2p+1
)
”
′
[∑2p+1−1
n=1
(
−x∗
k+n,2p+1 +
1
2
(
x∗
k+n+2,2p+1 + x
∗
k+n−2,2p+1
))
∏2p+1−1
l=n f
′(x∗
k+l,2p+1)
)
+
(
−x∗
k,2p+1 +
1
2
(
x∗
k+2,2p+1 + x
∗
k+n,2p+1
))]
i = 1, · · · , 2p ν = 1, · · · ,m k = 1, ..., 2p+1
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y −1 + f2
p+1
(x∗1,2p+1) es O(1), presenta 2
p
-luster {Xνi (n)}i=1,··· ,2p los uáles evoluionan desribi-
endo una onda periódia de periodo 2p+1 dada por Xνi (n+2) = X
ν
i+1(n) y X
ν
i (n+2
p+1) = Xνi (n).
Demostraión
Para que los luster evoluionen desribiendo una onda de periodo 2p+1, se deberá umplir que
la evoluión temporal de ada uno de los m2p-osiladores sea de la forma:
Xνi (n+ j) = x
∗
2i−1+j,2p+1 + εA2i−1+j +O(ε
2) j = 1, · · · , 2p+1


Xνi (n+ j) = x
∗
2i−1+j,2p+1 + εA2i−1+j +O(ε
2)
x∗
k,2p+1 = x
∗
k+2p+1,2p+1 Ak = Ak+2p+1
i = 1, · · · , 2p ν = 1, · · · ,m k = 1, ..., 2p+1 j ∈ N∗
(6.18)
Para ello es neesario probar que los sistemas (6.18) on 2p+1-euaiones que determinan la
evoluión de los osiladores sean ompatibles determinados, y de ellos se puedan obtener los valores
de Ak k = 1, · · · , 2
p+1
.
La evoluión no depende del índie ν, y por lo tanto basta on observar la evoluión de un
subgrupo para onoer la evoluión de los restantes subgrupos. La euaión de evoluión (6.18) es
idéntia, a la euaión estudiada en el teorema 6 del apítulo 4. En diho aso ya se demostró la
existenia de soluión del sistema, lo que implia la existenia de una onda de período 2p+1 para
los luster de tipo II.
En onseuenia, se ha probado que si la funión f2
p
sufre una dupliaión de periodo entones
los lusters del tipo II también muestran una dupliaión de periodo de la onda preedente.
Vista la bifuraión de dupliaión de periodo para los luster de tipo II estamos en ondiiones
de busar la CDP para dihos luster, uestión que se aborda en el siguiente teorema.
106
6.2. ONDA VIAJERA EN CLUSTER DE TIPO II.
Teorema 10. Casada de dupliaión de periodo de ondas viajeras en luster tipo II.
Sea f(x; r) : I → I, una funión de lase C2 dependiente de un parámetro, en funión del ual
la órbita de periodo 2p p∈ N del sistema xn+1 = f(xn) sufre una CDP. Sea
{
x∗
i,2p+q
}2p+q
i=1
la órbita
de periodo 2p+q de la asada on q ∈ N.
El CML dado por
Xν1 (n+ 1) = (1− εα)f(X
ν
1 (n)) +
αε
2
(
f(Xν−1m (n)) + f(X
ν
2 (n))
)
Xνi (n+ 1) = (1− εα)f(X
ν
i (n)) +
αε
2
(
f(Xνi−1(n)) + f(X
ν
i+1(n))
)
i = 2, · · · ,m− 1
Xνm(n+ 1) = (1− εα)f(X
ν
m(n)) +
αε
2
(
f(Xνm−1(n)) + f(X
ν+1
1 (n))
)
ν = 1, · · · , p ε≪ 1
on ondiiones iniiales
Xνi (n) = x
∗
2q(i−1)+1,2p+q + εA2q(i−1)+1 +O(ε
2)


f(x∗
i,2p+q) = x
∗
i,2p+q
Ak =
α
1−
“
f2
p+q
(x∗
1,2p+q
)
”
′
[
−x∗
k,2p+q +
1
2
(
x∗
k+2q,2p+q + x
∗
k−2q,2p+q
)
+
+
∑2p+q−1
n=1
(
−x∗
k+n,2p+q +
1
2
(
x∗
k+n+2q,2p+q + x
∗
k+n−2q,2p+q
)∏2p+q−1
l=n f
′(x∗
k+l,2p+q)
)]
i = 1, · · · , 2p ν = 1, · · · ,m k = 1, ..., 2p+q
y
(
−1 +
(
f2
p+q
(
x∗1,2p+q
))′)
es O(1), presenta 2p-luster los uales evoluionan desribiendo una
onda periódia de periodo 2p+q dada por Xνi (n+ 2
q) = Xνi+1(n) y X
ν
i (n+ 2
p+q) = Xνi (n).
Demostraión
Para que los luster evoluionen desribiendo una onda de periodo 2p+q se deberá umplir que
los m2p-osiladores evoluionen de la forma


Xνi (n + j) = x
∗
2q(i−1)+j,2p+q + εA2q(i−1)+j +O(ε
2)
x∗
k,2p+q = x
∗
k+2p+q,2p+q Ak = Ak+2p+q
i = 1, · · · , 2p ν = 1, · · · ,m k = 1, ..., 2p+q j ∈ N⋆
(6.19)
Para ello es neesario que el sistema a O(ε) (6.19) que nos determina la evoluión de los os-
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iladores sea ompatible determinado, heho que nos permitirá obtener los valores de Ak, k =
1 · · · 2p+q.
La evoluión no depende del índie ”ν” y por tanto la euaión de evoluión (6.19) que rige la
evoluión del CML es idéntia, a la euaión estudiada en el teorema 7 del apítulo 4. En diho aso
ya se demostró la existenia de la onda de período 2p+q. Por tanto queda demostrada la CDP de la
onda para los luster del tipo II.
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Capítulo 7
ONDAS ASOCIADAS A LA CASCADA
DE BIFURCACIONES SADDLE-NODE
En el apítulo tres se demostró la existenia de ondas p-periódias y de sus CDP. Para enontrar
la soluión de las ondas p-periódias era neesario que 1−fp
′
(x∗) fuera O(1), es deir, que la derivada
de fp en x∗(punto de la órbita) no fuera muy próximo a uno, lo que representa el naimiento de
una órbita saddle-node p-periódia o que estamos era de ella.
Tenemos que resolver el problema pendiente de las ondas saddle-node (S-N) p-periódias; esto
lo haremos en la primera seión, en la segunda nos entraremos en la asada de bifuraión S-N
[66℄ que a diferenia de la CDP, todas sus bifuraiones se produen on derivada +1, es deir,(
fp2
m)′
(x∗) = 1 lo que nos lleva a enontrarnos on el problema original.
7.1. Ondas saddle-node en un CML on aoplamiento medio
Las órbitas S-N p-periódias son el origen de las ventanas p-periódias de un sistema dinámio
X(n + 1) = f(X(n); r) , se omponen de p-puntos S-N, x∗i i = 1, · · · , p y en ada unos de ellos
(fp)′ (x∗i ) = 1. La variaión del parámetro de ontrol hae que la órbita S-N se separe en dos órbitas
(la bifuraión), una tipo nodo y otra tipo saddle. Las órbitas se van separando más onforme el
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parámetro varía. Originalmente (fp)′ (x∗i ) es próximo a 1 en los puntos de la órbita nodo, pero
(fp)′ (x∗i ) < 1; onforme va variando el parámetro la derivada disminuye hasta llegar a ero, mo-
mento en el que se produe el superilo de periodo p en la ventana p-periódia. Nuevas variaiones
del parámetro produen una disminuión de (fp)′ (x∗i ) (x
∗
i , punto nodo) hasta que alanza el valor
−1 y se produe el primer elemento de la CDP.
El proeso desrito desde el origen de la bifuraión S-N hasta la dupliaión de periodo es
un proeso ontinuo, resultado de la variaión ontinua del parámetro de ontrol. Por ontinuidad,
y apliando la regla de la adena, hay un punto S-N de la órbita p-periódia uyo nodo tras la
evoluión oinide on en el punto rítio C de f(x; r). Denotemos a este punto S-N más próximo a
C en la órbita p-periódia por xp,C . En partiular, si onsideramos la euaión logístia X(n+1) =
rX(n)(1−X(n)) se tiene que d(C, x3,C) = 0, 02 unidades (ver gura 1), onsiderando omo unidad
el intervalo [0, 1] que se aplia en si mismo por f(x, r) = rx(1 − x). Si onsideramos la órbita S-N
4-periódia de última apariión se tiene que d(C, x4,C) = 6 10
−3
. Cuanto más grande sea p menor
es d(C, xp,C). A onseuenia de ello, uando se realiza el desarrollo de Taylor en el entorno de
C tendremos |xp,C − C| < ε y esos términos serán despreiables en las expansiones de nuestros
desarrollos. En onlusión, para todo ε existe un p ∈ N tal que la órbita saddle-node p-periódia
tiene uno de sus puntos a una distania del punto C menor que ε, además toda órbita saddle-node
periodo q > p umple la misma propiedad.
Teorema 1.Ondas saddle-node.
Sea f : I → I, f ∈ C2 una funión unimodal dependiente de un parámetro, on punto rítio
en C, y sea
{
x∗1, x
∗
2, ..., x
∗
p
}
una órbita de periodo p de f on 1 − fp
′
(x∗1) ≤ O(ε). Si |x
∗
1 − C| ≤ ε
entones el CML dado por
Xi(n+ 1) = (1− εα)f(Xi(n)) +
αε
p
∑p
j=1 f(Xj(n))
i = 1, · · · , p ε≪ 1
(7.1)
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Figura 7.1: Órbita de periodo 3.
Primer elemento de la asada de bifuraiones S-N on periodo básio q=3.
presenta una soluión periódia de periodo p, dada por
Xi(n+ j) = x
∗
i+j + εAi+j +O(ε
2)
i = 1, · · · , p
j∈ N∗
donde
Ai+1 =

 α
[
−x∗i+1 +
1
p
∑p
l=1 x
∗
l +
∑i
n=2
(
(−x∗n +
1
p
∑p
l=1 x
∗
l )
∏i
l=n f
′(x∗l )
)]
i 6= 1
α
(
−x∗i+1 +
1
p
∑p
l=1 x
∗
l
)
i = 1
i = 1, ..., p
on ondiiones de periodiidad
Ai+p = Ai
x∗i+p = x
∗
i
∀i
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Demostraión
Para que exista la soluión periódia dada por
Xi(n+ j) = x
∗
i+j + εAi+j +O(ε
2)
i = 1, ..., p
se tendrá que umplir que el sistema a O(ε)


Xi(n) = x
∗
i + εAi
Xi(n+ 1) = x
∗
i+1 + εAi+1
.
.
.
Xi(n+ p− 1) = x
∗
i+p−1 + εAi+p−1 = x
∗
i−1 + εAi−1
Xi(n+ p) = x
∗
i + εAi
i = 1, ..., p
sea ompatible determinado.
Dado que la evoluión del CML viene dada por
Xi(n+ 1) = (1− εα)f(Xi(n)) +
εα
p
p∑
j=1
f(Xj(n))
sustituyendo en esta expresión Xi(n) = x
∗
i + εAi +O(ε
2) se obtiene
x∗i+1 + εAi+1 +O(ε
2) = (1− εα)f(x∗i + εAi +O(ε
2)) +
εα
p
p∑
j=1
f(x∗j + εAj +O(ε
2)) (7.2)
Desarrollando f(x∗i + εAi +O(ε
2)) hasta O(ε2) se tendrá
f(x∗i + εAi +O(ε
2)) = f(x∗i ) + εAif
′(x∗i ) +O(ε
2) (7.3)
Ahora tenemos que distinguir dos asos:
i)|x∗1 − C| ≤ ε
Podemos onsiderar, sin perdida de generalidad que el punto de la órbita que está más erano
al punto C es el x∗1, en aso de que fuera otro punto se proedería de manera similar. Dado que el
punto x∗1 está a una distania del entro C menor o igual que ε, haiendo un desarrollo de Taylor
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de la funión f ′ alrededor de C en (7.3), se obtiene
f ′(x∗1) = f
′(C) + f ′′(C) (x∗1 − C) +O(ε
2) (7.4)
sustituyendo (7.4) en (7.3) y expandiendo en potenias de ε resulta
f(x∗1 + εA1 +O(ε
2)) = f(x∗1) +O(ε
2) = x∗2 +O(ε
2) (7.5)
Introduiendo este resultado (7.5) en (7.2) se tiene
x∗2 + εA2 +O(ε
2) = x∗2 − εαx
∗
2 +
εα
p
p∑
j=1
(x∗j+1) +O(ε
2)
ii) |x∗i − C| > ε i = 2, · · · , p
En este aso la expansión en potenias de ε queda
f(x∗i + εAi +O(ε
2)) = f(x∗i ) + εAif
′(x∗i ) +O(ε
2) (7.6)
y sustituyendo (7.6) en la expresión (7.2) resulta
x∗i+1 + εAi+1 +O(ε
2) = (1− εα)(x∗i+1 + εAif
′(x∗i ) +O(ε
2))+
+ εα
p
∑p
j=1((x
∗
j+1 + εAjf
′(x∗j )) +O(ε
2))
es deir,
x∗i+1 + εAi+1 +O(ε
2) = x∗i+1 + εAif
′(x∗i )− εαx
∗
i+1 +
εα
p
p∑
j=1
(x∗j+1) +O(ε
2)
Por lo tanto a orden ε, el sistema que debemos resolver será{
−Aif
′(x∗i ) +Ai+1 = −αx
∗
i+1 +
α
p
∑p
j=1 x
∗
j+1 i = 2, ..., p
A2 = −αx
∗
2 +
α
p
∑p
j=1 x
∗
j+1 i = 1
uya expresión matriial es:
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

0 1 0 0 · · · 0
0 −f ′(x∗2) 1 0 · · · 0
0 0 −f ′(x∗3) 1 · · · 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
1 0 0 0 · · · −f ′(x∗p)




A1
A2
A3
.
.
.
Ap


= α


−x∗2 +
1
p
Σpj=1x
∗
j
−x∗3 +
1
p
Σpj=1x
∗
j
−x∗4 +
1
p
Σpj=1x
∗
j
.
.
.
−x∗1 +
1
p
Σpj=1x
∗
j


(7.7)
Este es un sistema de p euaiones on p inógnitas uya matriz de los oeiente tiene omo
determinante (−1)p+1, entones el sistema resultante es ompatible determinado. Además, la solu-
ión del sistema es distinta de la trivial para todo valor α 6= 0, pues la olumna de los términos
independientes es no nula porque x∗1 6= x
∗
2 6= · · · 6= x
∗
p, es deir,

−x∗2 +
1
p
∑p
j=1 x
∗
j
−x∗3 +
1
p
∑p
j=1 x
∗
j
−x∗4 +
1
p
∑p
j=1 x
∗
j
.
.
.
−x∗1 +
1
p
∑p
j=1 x
∗
j


6=


0
0
0
.
.
.
0


.
La soluión del sistema se obtiene de (7.7) invirtiendo diretamente, y resulta:


A1
A2
.
.
.
Ap

 = α


0 1 0 · · · 0
0 −f ′(x∗2) 1 · · · 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
0 0 0 · · · 1
1 0 0 · · · −f ′(x∗p)


−1

−x∗2 +
1
p
∑p
j=1 x
∗
j
−x∗3 +
1
p
∑p
j=1 x
∗
j
.
.
.
−x∗1 +
1
p
∑p
j=1 x
∗
j


La inversión de la matriz lleva al resultado:


A1
A2
A3
.
.
.
Ap


= αMN (7.8)
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donde la matriz M es
M =


f ′(x∗2) · · · f
′(x∗p) f
′(x∗3)..f
′(x∗p) f
′(x∗4)..f
′(x∗p) · · · f
′(x∗p) 1
1 0 0 · · · 0 0
f ′(x2) 1 0 · · · 0 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
. 0
f ′(x∗2)..f
′(x∗p−1) f
′(x∗3)..f
′(x∗p−1) f
′(x∗4)..f
′(x∗p−1) · · · 1 0


(7.9)
y
N =


−x∗2 +
1
p
∑p
j=1 x
∗
j
−x∗3 +
1
p
∑p
j=1 x
∗
j
−x∗4 +
1
p
∑p
j=1 x
∗
j
.
.
.
−x∗1 +
1
p
∑p
j=1 x
∗
j


Para obtener la matriz M dada por (7.9) basta sustituir f ′(x∗1) = 0 en la matriz (4.1), del
teorema 1 del apítulo 4, de la que es un aso partiular.
La expresión matriial de la soluiones es


A1
A2
A3
.
.
.
Ap


= α


f ′(x∗2) · · · f
′(x∗p) f
′(x∗3)..f
′(x∗p) f
′(x∗4)..f
′(x∗p) · · · f
′(x∗p) 1
1 0 0 · · · 0 0
f ′(x2) 1 0 · · · 0 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
. 0
f ′(x∗2)..f
′(x∗p−1) f
′(x∗3)..f
′(x∗p−1) f
′(x∗4)..f
′(x∗p−1) · · · 1 0




−x∗2 +
1
p
∑p
j=1 x
∗
j
−x∗3 +
1
p
∑p
j=1 x
∗
j
−x∗4 +
1
p
∑p
j=1 x
∗
j
.
.
.
−x∗1 +
1
p
∑p
j=1 x
∗
j


Se observa, que si ordenamos las soluiones de la forma, primero A2, luego A3, y así suesivamente
hasta llegar a Ap, y por último A1, ello onllevaría a trasladar la primer la de la matriz M a la
última posiión. La expresión matriial de la soluiones sería,
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

A2
A3
.
.
.
Ap
A1


= α


1 0 0 · · · 0 0
f ′(x2) 1 0 · · · 0 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
. 0
f ′(x∗2)..f
′(x∗p−1) f
′(x∗3)..f
′(x∗p−1) f
′(x∗4)..f
′(x∗p−1) · · · 1 0
f ′(x∗2) · · · f
′(x∗p) f
′(x∗3)..f
′(x∗p) f
′(x∗4)..f
′(x∗p) · · · f
′(x∗p) 1




−x∗2 +
1
p
∑p
j=1 x
∗
j
−x∗3 +
1
p
∑p
j=1 x
∗
j
−x∗4 +
1
p
∑p
j=1 x
∗
j
.
.
.
−x∗1 +
1
p
∑p
j=1 x
∗
j


(7.10)
Este ambio nos permite tener una matriz triangular inferior, que nos failita la expresión de las
soluiones.
Operando en (7.10) la soluión se puede expresar de la forma
Ai+1 =


α
[
−x∗i+1 +
1
p
∑p
l=1 x
∗
l +
∑i
n=2
(
(−x∗n +
1
p
∑p
l=1 x
∗
l )
∏i
l=n f
′(x∗l )
)]
i 6= 1
α
(
−x∗i+1 +
1
p
∑p
l=1 x
∗
l
)
i = 1

7.2. Ondas asoiadas a la asada de bifuraión Saddle-Node en
un CML on aoplamiento medio.
El teorema anterior 7.1 nos ha permitido onluir la existenia de ondas de periodo p, asoiadas
a bifuraiones saddle-node de fp. En el aso estudiado, uno de los puntos de la órbita estaba muy
próximo al punto rítio C (ver (7.1)). A ontinuaión vamos a estudiar que suede uando sean q
puntos de la órbita los que estén muy próximos al punto rítio C de f , osa que suederá en la
CBS-N.
Una CBS-N [66℄ es una suesión de bifuraiones S-N en la que el número de puntos que presentan
este tipo de bifuraiones se duplia, por lo tanto, una CBS-N se ompone de órbitas S-N on
periodos q, q ·2, q ·22, · · · , q ·2n, · · · n ∈ Z+; donde q reibe el nombre de periodo básio, y exepto
para q = 3 no es únio. Se pueden ver los primeros elementos de la CBS-N, on periodo básio
q = 3, en las guras 7.1, 7.2, 7.3 y 7.4.
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Figura 7.2: Órbita de periodo 3 · 2.
Segundo elemento de la CBS-N on periodo básio q = 3.
Se observa omo la órbita de periodo 3, (ver gura 7.1) se reprodue en 2 extremos.
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Figura 7.3: Órbita de periodo 3 · 22.
Terer elemento de la CBS-N on periodo básio q = 3.
Se observa omo la órbita de periodo 3, (ver gura 7.1) se reprodue en 22 extremos.
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Figura 7.4: Órbita de periodo 3 · 23.
Cuarto elemento de la CBS-N on periodo básio q = 3.
Se observa omo la órbita de periodo 3, (ver gura 7.1) se reprodue en 23 extremos.
En la gura 7.1 se observa una órbita S-N 3-periódia. En la gura 7.2 se observa una órbita
S-N 3 · 2-periódia, donde podemos omprobar omo la órbita original 3-periódia está repetida en
los extremos de f2 más próximos a y = x. De forma similar en la gura 7.3 se ve una órbita S-N
3 · 22-periódia, donde nuevamente se observa omo la órbita S-N original está repetida 22 vees en
los extremos de f2
2
más próxima a y = x. Igual disusión se puede haer para la gura 7.4 donde se
muestra una órbita S-N 3 · 23-periódia.
Atendiendo a la desripión geométria de la CBS-N, resulta que los q · 2n puntos de una órbita
S-N se dividen en 2n onjuntos on q puntos ada uno. Los 2n onjuntos son los extremos de f2
n
más próximos a y=x, y reibirán el nombre de ajas. Según se van reorriendo suesivamente los
puntos de la órbita q · 2n se visita una aja diferente.
Las órbitas de la CBS-N están regidas por las mismas euaiones de Feigenbaum para la CDP
rq·2n+1,SN =
1
δ
rq·2n,SN + (1−
1
δ
)r∞
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donde rq·2n,SN india el valor del parámetro para el que se produe la órbita S-N q · 2
n
-periódia, δ
es la onstante de Feigenbaum y r∞ es el punto de Myrberg-Feigenbaum.
Este punto resulta ser un atrator de atratores, omo fue expliado por San Martín [66℄.
A diferenia de la CDP, la CBS-N no es onexa, además, la órbita q-periódia está en la banda
1-periódia, la q · 2-periódia en la banda 2-periódia y así suesivamente.
La idea geométria que subyae en la CBS-N es que ada extremo de f2
n
, se omporta omo f
[33℄, por lo que iterando q vees esta aproximaión tendremos una órbita S-N q-periódia y en total
una órbita S-N q ·2n-periódia. Es bien sabido que uando se obtiene f2
n+1
a partir de f2
n
la mitad
de los extremos se ontraen en α
F
y la otra mitad en α2
F
, siendo α
F
la onstante de Feigenbaum, por
lo tanto tras n dupliaiones habrá 2n extremos próximos a y = x ontraídos entre αn
F
y α2n
F
. Estas
ontraiones jugarán un papel relevante en nuestro estudio, pues la órbita q-periódia ontenida en
ada extremo se habrá ontraído de la misma manera y por lo tanto la distania de los puntos S-N
al extremo de f2
n
, (en uyo entorno se enuentran), disminuirán en la misma proporión. Cuando
esa distania sea del orden o menor que ε, siendo ε la intensidad del aoplamiento, no se podrán
observar las impliaiones a O(ε).
En el teorema (7.1) se ha onsiderado que el punto x∗1 era el punto de la órbita de periodo q más
erano al punto rítio C de f . Para los siguientes teoremas utilizaremos la misma nomenlatura,
seguiremos llamando x∗1 al punto de la órbita de periodo q · 2
p
más erano a C . Llamaremos aja
entral a aquella aja en la que está situado x∗1. En diha aja se enontrarán los puntos de la forma{
x∗1+k2p
}
k=0,···q−1
, ya que omo hemos diho anteriormente se visita una aja on ada iterado, y
por tanto se vuelve a la original tras 2p iterados.
Como hemos menionado anteriormente, las diversas ajas de la CBS-N se ontraen por un fator
α
F
o α2
F
. En onseuenia, la distania entre los puntos dentro de una misma aja llegará a ser
menor que ε, y en la aja entral la derivada de los puntos será de orden igual o menor que ε2. Para
observar estos fenómenos neesitaríamos desarrollar nuestras expresiones en suesivas potenias de
ε, según la asada progresara, lo que es téniamente inoperativo (no vamos a desarrollar a orden
ε100, por ejemplo) y matemátiamente muy ompliado. Al avanzar en la asada dejaríamos de
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distinguir los puntos entre sí, tal y omo se desribe en los siguientes teoremas.
A ontinuaión vamos a demostrar la existenia de la órbita de periodo q · 2p en los siguientes
asos:
a) Los puntos de la aja entral umplen que su distania a C es menor que ε, y on esta
onsideraión onluiremos que para diho aso existe la onda periódia S-N: teorema 2.
b) En todas las ajas la distania entre los puntos de una misma aja es menor que ε. En estas
irunstanias no se podrán distinguir unos puntos de otros a O(ε2). Nuevamente enontraremos
una expresión de diha onda: teorema 3.
Empezaremos estudiando el aso a).
Teorema 2. Onda de la asada de bifuraiones S-N on aja entral olapsada.
Sea f : I → I, f ∈ C2 una funión unimodal dependiente de un parámetro, on punto rítio
C, y sean
{
x∗1, x
∗
2, ..., x
∗
q2p
}
los puntos de una órbita de período q2p de f on 1− f q2
p′
(x∗i ) ≤ O(ε).
Si f ′(x∗1+k2p) ≤ ε, k = 0, · · · , q − 1 entones el CML dado por
Xi(n+ 1) = (1− εα)f(Xi(n)) +
αε
q2p
∑q2p
j=1 f(Xj(n))
i = 1, · · · , q2p ε≪ 1
presenta una soluión periódia de periodo q2p, dada por
Xk2p+i+1(n+ j) = x
∗
k2p+i+1+j + εAk2p+i+1+j +O(ε
2)
k = 0, · · · , q − 1 j∈ N⋆
i = 1, · · · , 2p
donde los valores
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Ak2p+i+1 =


α
(
−x∗k2p+i+1 +
1
q2p
∑q2p
l=1 x
∗
l
)
+
+α
∑i
n=2
(
(−x∗k2p+n +
1
q2p
∑q2p
l=1 x
∗
l )
∏i
l=n f
′(x∗k2p+l)
)
i 6= 1
α
(
−x∗k2p+2 +
1
q2p
∑q2p
l=1 x
∗
l
)
i = 1
i = 1, ..., 2p k = 0, · · · , q − 1
on ondiiones de periodiidad
Ai+q2p = Ai
x∗i+q2p = x
∗
i
∀i
Demostraión
Para que exista la soluión periódia dada por
Xk2p+i+1(n + j) = x
∗
k2p+i+1+j + εAk2p+i+1+j +O(ε
2)
k = 0, · · · , q − 1
i = 1, · · · , 2p
se tendrá que umplir que el sistema a O(ε)


Xk2p+i+1(n) = x
∗
k2p+i+1 + εAk2p+i+1
Xk2p+i+1(n+ 1) = x
∗
k2p+i+2 + εAk2p+i+2
.
.
.
Xk2p+i+1(n+ q2
p − 1) = x∗k2p+i+q2p + εAk2p+i+q2p
Xk2p+i+1(n+ q2
p) = x∗k2p+i+1 + εAk2p+i+1
k = 0, · · · , q − 1
i = 1, · · · , 2p
deberá ser ompatible determinado.
Como
Xk2p+i+1(n+ 1) = (1− εα)f(Xk2p+i+1(n)) +
αε
q2p
q2p∑
j=1
f(Xj(n)) (7.11)
sustituyendo en esta expresión (7.11) por los valores iniiales de Xi(n) se obtiene
x∗k2p+i+2 + εAk2p+i+2 +O(ε
2) = (1− εα)f(x∗k2p+i+1 + εAk2p+i+1 +O(ε
2))+
+ αε
q2p
∑q2p
j=1 f(x
∗
j + εAj +O(ε
2))
(7.12)
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Haiendo la expansión de f(x∗k2p+i+1 + εAk2p+i+1 +O(ε
2)) hasta O(ε2) se tendrá
f(x∗k2p+i+1 + εAk2p+i+1 +O(ε
2)) = f(x∗k2p+i+1) + εAk2p+i+1f
′(x∗k2p+i+1) +O(ε
2)
y onsiderando si el punto x∗k2p+i+1 está o no en la aja entral, se deben distinguir los siguientes
asos
i)f ′(xk2p+i+1)≫ ε
Es deir, xk2p+i+1 i = 1, · · · , 2
p k = 0, · · · , q − 1 no están en la aja entral.
Sustituyendo el desarrollo de f(x∗k2p+i+1 + εAk2p+i+1 +O(ε
2)) en la expresión (7.12) se obtiene
x∗k2p+i+2 + εAk2p+i+2 +O(ε
2) = (1− εα)
(
x∗k2p+i+2 + εAk2p+i+1f
′(x∗k2p+i+1)+
+O(ε2)
)
+ εα
q2p
∑q2p
j=1
(
(x∗j+1 + εAjf
′(x∗j)) +O(ε
2)
)
y agrupando resulta
x∗k2p+i+2 + εAk2p+i+2 +O(ε
2) = x∗k2p+i+2 + εAk2p+i+1f
′(x∗k2p+i+1)− εαx
∗
k2p+i+2+
αε
q2p
∑q2p
j=1 x
∗
j+1 +O(ε
2)
i = 1, · · · , q k = 0, · · · , 2p−1
ii) f ′(x∗k2p+1) ≤ ε
Es deir, x∗1+k2p k = 0, · · · , q − 1 son los puntos de la aja entral y estos puntos umplen que
están a una distania del punto C menor o igual que ε.
Expandiendo resulta que
f(x∗k2p+1 + εAk2p+1 +O(ε
2)) = f(x∗k2p+1) + εAk2p+1f
′(x∗k2p+1)+
+12f
′′(x∗k2p+1)A
2
k2p+1ε
2 +O(ε2) = f(x∗k2p+1) +O(ε
2)
y sustituyendo en la expresión (7.12) se obtiene
x∗k2p+2 + εAk2p+2 +O(ε
2) = x∗k2p+2 − εαx
∗
k2p+2 +
αε
q2p
q2p∑
j=1
x∗j+1 +O(ε
2)
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El sistema que resulta a O(ε) es{
−Ak2p+i+1f
′(x∗i ) +Ai+1 = −αx
∗
i+1 +
α
q2p
∑q2p
j=1 x
∗
j+1 i = 2, ..., 2
p k = 0, · · · , q − 1
Ak2p+2 = −αx
∗
2 +
α
q2p
∑q2p
j=1 x
∗
j+1 i = 1 k = 0, · · · , q − 1
uya expresión matriial por bloques es

B1 L1 · · · O O
O B2 · · · O O
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
O O · · · Bq−1 L1
L1 O · · · O Bq




A∗1
A∗2
.
.
.
A∗q

 = α


C∗1
C∗2
.
.
.
C∗q

 (7.13)
donde los bloques vienen dados por
Bk =


0 1 · · · 0 0
0 −f ′(x∗(k−1)2p+2) · · · 0 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
0 0 · · · −f ′(x∗(k−1)2p+2p−1) 1
0 0 · · · 0 −f ′(x∗(k−1)2p+2p)


L1 =


0 0 0 · · · 0
0 0 0 · · · 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
1 0 0 · · · 0


A∗k =


A(k−1)2p+1
A(k−1)2p+2
.
.
.
A(k−1)2p+2p


C∗k =


−x∗(k−1)2p+2 +
1
q2pΣ
q2p
j=1x
∗
j
−x∗(k−1)2+3 +
1
q2pΣ
q2p
j=1x
∗
j
.
.
.
−x∗(k−1)2p+2p+1 +
1
q2pΣ
q2p
j=1x
∗
j


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Este es un sistema de q2p euaiones on q2p inógnitas uya matriz de los oeientes tiene
omo determinante (−1)q2
p+1
, entones el sistema resultante es ompatible determinado para todo
valor α. Además, la soluión del sistema es distinta de la trivial, pues la olumna de los términos
independientes es no nula porque x∗1 6= x
∗
2 6= · · · 6= x
∗
q2p .
La soluión del sistema se obtiene de (7.13) invirtiendo diretamente, y resulta:


A∗1
A∗2
.
.
.
A∗q

 = α


B1 L1 · · · O O
O B2 · · · O O
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
O O · · · Bq−1 L1
L1 O · · · O Bq


−1

C∗1
C∗2
.
.
.
C∗q


La inversa de esta matriz


B1 L1 · · · O O
O B2 · · · O O
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
O O · · · Bq−1 L1
L1 O · · · O Bq


es un aso partiular de la matriz 4.1,
que se determinó en el teorema 1 del apítulo 4.
La inversión de la matriz lleva a la obtenión de los valores Ai. Proederemos igual que en
el teorema 1 de este apítulo, es deir, los valores de Ai se van a determinar empezando por A2,
después A3, y así suesivamente hasta llegar al valor de Aq2p y por último A1, para ello la primera
la de la matriz inversa se traslada a la última la. Esto nos impliará una nueva formulaión de
los bloques de las inógnitas Ai, ya que estamos pasando a la última posiión a la inógnita A1.
Iniialmente el bloque A∗k era
A∗k =


A(k−1)2p+1
A(k−1)2p+2
.
.
.
A(k−1)2p+2p


que on la nueva formulaión pasará a ser el bloque que llamamos desplazado y que notaremos por
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DA∗k
DA∗k =


A(k−1)2p+2
A(k−1)2p+2
.
.
.
A(k−1)2p+2p+1


Se elige este orden ya que al igual que en el teorema 1 de este apítulo, tras este ambio se
obtiene una matriz triangular inferior que failita la expresión de las soluiones. Con este ambio
se tiene que


DA∗1
DA∗2
.
.
.
DA∗q

 =


E1 O · · · O
O E2 · · · O
.
.
.
.
.
.
.
.
.
.
.
.
O O · · · Eq




C∗1
C∗2
.
.
.
C∗q

 (7.14)
donde la matriz Ek está dada por
Ek =


1 0 · · · 0 0
f ′(x∗(k−1)2p+2) 1 · · · 0 0
f ′(x∗(k−1)2p+2)f
′(x∗(k−1)2p+3) f
′(x∗(k−1)2p+3) · · · 0 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
f ′(x∗(k−1)2p+2)..f
′(x∗(k−1)2p+2p) f
′(x∗(k−1)2p+3)..f
′(x∗(k−1)2p+2p) · · · f
′(x∗(k−1)2p+2p) 1


k = 1, · · · , q
Obsérvese que todos los bloques Ek k = 1, · · · , q son submatries triangulares inferiores, ello
se debe al heho de haber desplazado la primera la de la matriz inversa a la última.
Tras operar en (7.14) resulta:
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Ak2p+i+1 =


α
(
−x∗k2p+i+1 +
1
q2p
∑q2p
l=1 x
∗
l
)
+
α
∑i
n=2
(
(−x∗k2p+n +
1
q2p
∑q2p
l=1 x
∗
l )
∏i
l=n f
′(x∗k2p+l)
)
i 6= 1
α
(
−x∗k2p+2 +
1
q2p
∑q2p
l=1 x
∗
l
)
i = 1
i = 1, ..., 2p k = 0, · · · , q − 1 
Según se va produiendo la CBS-N, los puntos de ada aja están ada vez más próximos, tal y
omo hemos indiado antes, ya que tras ada dupliaión las ajas se ontraen en α
F
ó α
F2
y por
lo tanto a partir de ierta dupliaión, que es la que onsideramos en esta seión, resulta que los
puntos dentro de una misma aja estarán entre sí a una distania menor que ε y además todos los
puntos de laaja entral y su aja gemela estarán tan era del punto rítio C que la derivada en
estos puntos será de O(ε2) o menor. La razón geométria de tal proeso es la siguiente: ada vez
que se duplia el periodo de la órbita el extremo asoiado al punto C se duplia, es deir, se generan
dos extremos (dos ajas) de esas dos ajas, una de ellas es la aja entral porque es un entorno
del punto C y la otra aja es lo que denominamos aja gemela (ver gura 7.3). Si partimos de la
órbita de periodo 2p entones la órbita dupliada será de periodo 2p+1, en onseuenia los puntos
de la aja entral vienen dados por
{
x∗1+k2p+1
}
k=0,··· ,q−1
, mientras que los puntos de la aja gemela
son
{
x∗1+2p+k2p+1
}
k=0,··· ,q−1
. Por tanto debemos tener en uenta, tanto en la aja entral omo en
su gemela, que la derivada en dihos puntos sera de O(ε2) o más pequeña, es deir, f ′(x∗1+k2p+1)
y f ′(x∗1+2p+k2p+1) k = 0, 1, · · · , q − 1 será de O(ε
2) o más pequeña . Por otro lado, las distanias
entre los puntos de una misma aja se han ontraído en α
F
o α
F2
, aerándose ada vez más y más
entre sí, hasta que la derivada es la misma para todos ellos a O(ε2).
Teorema 3. Onda de la asada de bifuraiones S-N on todas las ajas olap-
sadas.
Sea f : I → I, f ∈ C2 una funión unimodal dependiente de un parámetro, on punto rítio en
C, y sea
{
x∗1, x
∗
2, ..., x
∗
q2p+1
}
los puntos de una órbita de período q2p+1 de f on 1−f q2
p+1′
(x∗i ) ≤ O(ε)
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tal que ∣∣∣x∗1+k2p+1 − C∣∣∣ ≤ ε k = 0, · · · , q − 1∣∣∣x∗1+2p+k2p+1 − C∣∣∣ ≤ ε k = 0, · · · , q − 1∣∣∣x∗i+k2p+1 − x∗i ∣∣∣ ≤ ε k = 0, · · · , q − 1 i 6= 1, 2p
entones el CML dado por
Xi(n + 1) = (1− εα)f(Xi(n)) +
αε
q2p+1
∑q2p+1
j=1 f(Xj(n))
i = 1, · · · , q2p+1 ε≪ 1
presenta una soluión periódia de periodo q2p+1, dada por
Xk2p+1+i+1(n+ j) = x
∗
k2p+1+i+1+j + εAk2p+1+i+1+j +O(ε
2)
i = 1, · · · , 2p+1 j∈ N⋆
k = 0, · · · , q − 1
donde los valores
Ak2p+1+i+1 =
8>>>>>>>>>>>><
>>>>>>>>>>>>:
α
“
−x∗
k2p+1+i+1
+ 1
q2p+1
Pq2p+1
l=1 x
∗
l
”
+
+α
Pi
n=2
““
−x∗
k2p+1+n
+ 1
q2p+1
Pq2p+1
l=1 x
∗
l
”Qi
l=n f
′(x∗
l
)
”
i = 2, · · · , 2p
α
“
−x∗
k2p+1+i+1
+ 1
q2p+1
Pq2p+1
l=1 x
∗
l
”
+
+α
Pi
n=2p+2
““
−x∗
k2p+1+n
+ 1
q2p+1
Pq2p+1
l=1 x
∗
l
”Qi
l=n f
′(x∗
l
)
”
i = 2p + 2, · · · , 2p+1
α
“
−x∗
2+k2p+1
+ 1
q2p+1
Pq2p+1
l=1 x
∗
l
”
i = 1
α
“
−x∗
2p+2+k2p+1
+ 1
q2p+1
Pq2p+1
l=1 x
∗
l
”
i = 2p + 1
k = 0, ..., q − 1
on ondiiones de periodiidad
Ai+q2p+1 = Ai
x∗
i+q2p+1 = x
∗
i
∀i
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NOTA: Obsérvese que los puntos de la aja entral satisfaen
∣∣∣x∗1+k2p+1 − C∣∣∣ ≤ ε, tomando k los
valores 0, · · · , q − 1; los puntos de la aja gemela verian
∣∣∣x∗1+2p+k2p+1 − C∣∣∣ ≤ ε k = 0, · · · , q − 1
, y los de las restantes ajas umplen
∣∣∣x∗i+k2p+1 − x∗i ∣∣∣ ≤ ε k = 0, · · · , q − 1 i 6= 1, 2p.
Demostraión
Para que exista la soluión periódia dada por
Xk2p+1+i(n+ j) = x
∗
k2p+1+i+j + εAk2p+1+i+j +O(ε
2)
k = 0, · · · , q − 1
i = 1, · · · , 2p+1
se tendrá que umplir que el sistema a O(ε)


Xk2p+1+i(n) = x
∗
k2p+1+i + εAk2p+1+i
Xk2p+1+i(n+ 1) = x
∗
k2p+1+i+1 + εAk2p+1+i+1
.
.
.
Xk2p+1+i(n+ q2
p+1 − 1) = x∗
k2p+1+i+q2p+1 + εAk2p+1+i+q2p+1
Xk2p+1+i+1(n+ q2
p+1) = x∗
k2p+1+i + εAk2p+1+i
k = 0, · · · , q − 1
i = 1, · · · , 2p+1
sea ompatible determinado.
Como
Xk2p+1+i(n+ 1) = (1− εα)f(Xk2p+1+i(n)) +
αε
q2p+1
q2p+1∑
j=1
f(Xj(n)) (7.15)
sustituyendo en esta expresión, (7.15), los valores iniiales de Xj(n) = x
∗
j + εAj +O(ε
2) se obtiene
x∗
k2p+1+i+1 + εAk2p+1+i+1 +O(ε
2) = (1− εα)f(x∗
k2p+1+i + εAk2p+1+i +O(ε
2))+
+ αε
q2p+1
∑q2p+1
j=1 f(x
∗
j + εAj +O(ε
2))
(7.16)
Haiendo la expansión de f(x∗
k2p+1+i + εAk2p+1+i +O(ε
2)) hasta O(ε2) se tendrá
f(x∗k2p+1+i + εAk2p+i +O(ε
2)) = f(x∗k2p+1+i) + εAk2p+1+if
′(x∗k2p+1+i) +O(ε
2)
y onsiderando si el punto x∗
k2p+1+i está en la aja entral, en la gemela o en ualquier otra distinta
a estas dos, se obtendrán expresiones distintas.
128
7.2. ONDAS DE LA CASCADA DE BIFURCACIÓN S-N
i)
∣∣∣x∗1+k2p+1 − C∣∣∣ ≤ ε , es deir, los puntos perteneen a la aja entral, entones
f(x∗1+k2p+1 + εA1+k2p+1) = f(x
∗
1+k2p+1) + εA1+k2p+1f
′(x∗1+k2p+1)+
+12f
′′(x∗1+k2p+1)A
2
1+k2p+1ε
2 +O(ε2) = f(x∗
k2p+1+1) +O(ε
2)
y sustituyendo en la expresión (7.16) se obtiene
x∗k2p+1+2 + εAk2p+1+2 +O(ε
2) = x∗k2p+1+2 − εαx
∗
k2p+1+1 +
αε
q2p+1
q2p+1∑
j=1
x∗j+1 +O(ε
2)
ii)
∣∣∣x∗2p+k2p+1 − C∣∣∣ ≤ ε , es deir, los puntos perteneen a la aja gemela, entones
f(x∗2p+k2p+1 + εA2p+k2p+1 +O(ε
2)) = f(x∗2p+k2p+1) + εA2p+k2p+1f
′(x∗2p+k2p+1)+ =
+12f
′′(x∗2p+k2p+1)A
2
2p+k2p+1ε
2 +O(ε2) = f(x∗
k2p+1+2p) +O(ε
2)
y sustituyendo en la expresión (7.16) se obtiene
x∗2p+k2p+1+1 + εA2p+k2p+1+1 +O(ε
2) = x∗2p+k2p+1+1 − εαx
∗
2p+k2p+1+1+
+ αε
q2p+1
∑q2p+1
j=1 x
∗
j+1 +O(ε
2)
iii) |xi+k2p+1 − x
∗
i | ≤ ε , es deir, los puntos están situados en ualquier aja distinta de la entral
y la gemela, se tiene
f(x∗
i+k2p+1 + εAi+k2p+1 +O(ε
2)) = f(x∗
i+k2p+1) + εA2p+k2p+1f
′(x∗
i+k2p+1)+
+12f
′′(x∗
i+k2p+1)A
2
i+k2p+1ε
2 +O(ε2)
(7.17)
y desarrollando f ′(x∗
i+k2p+1) se obtiene
f ′(x∗i+k2p+1) = f
′(x∗i + (x
∗
i+k2p+1 − x
∗
i )) = f
′(x∗i ) + f
′′(x∗i )(x
∗
i+k2p+1 − x
∗
i )
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y sustituyendo este desarrollo en la expresión anterior (7.17) resulta
f(x∗
i+k2p+1 + εAi+k2p+1 +O(ε
2)) = f(x∗
i+k2p+1) + εAi+k2p+1f
′(x∗i ) +O(ε
2)
por lo que la expresión (7.16) queda
x∗
k2p+1+i+1 + εAk2p+1+i+1 +O(ε
2) = (1− εα)
(
x∗
k2p+1+i+1 + εAi+k2p+1f
′(x∗i ) +
O(ε2)
)
+ εα
q2p+1
∑q2p+1
j=1 ((x
∗
j+1 + εAjf
′(x∗j )) +O(ε
2))
x∗
k2p+1+i+1 + εAk2p+1+i+1 +O(ε
2) = x∗k2p+i+1 + εAk2p+if
′(x∗i )− εαx
∗
k2p+1+i+1+
αε
q2p
∑q2p
j=1 x
∗
j+1 +O(ε
2)
k = 0, · · · , q − 1 i 6= 0, i 6= 2p
El sistema que resulta es

−Ak2p+1+if
′(x∗i ) +Ak2p+1+i+1 = −αx
∗
k2p+1+i+1 +
α
q2p+1
∑q2p+1
j=1 x
∗
j+1 k = 0, · · · , q − 1 i 6= 0, i 6= 2
p
Ak2p+1+2 = −αx
∗
k2p+1+2 +
αε
q2p+1
∑q2p+1
j=1 x
∗
j+1 k = 0, · · · , q − 1
A2p+k2p+1+1 = −αx
∗
2p+k2p+1+1 +
αε
q2p+1
∑q2p+1
j=1 x
∗
j+1 k = 0, · · · , q − 1
uya expresión matriial se puede expresar de la forma

B1 L1 · · · O O
O B2 · · · O O
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
O O · · · Bq−1 L1
L1 O · · · O Bq




A∗1
A∗2
.
.
.
A∗q

 = α


C∗1
C∗2
.
.
.
C∗q

 (7.18)
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siendo
Bk =


0 1 · · · 0 0 0 · · · 0
0 −f ′(x∗2) · · · 0 0 0 · · · 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
0 0 · · · −f ′(x∗2p) 1 0 · · · 0
0 0 · · · 0 0 1 · · · 0
0 0 · · · 0 0 −f ′(x∗2p+2) · · · 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
0 0 · · · 0 0 0 · · · −f ′(x∗2p+1)
.
.
.


L1 =


0 0 0 · · · 0
0 0 0 · · · 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
1 0 0 · · · 0


A∗k =


A(k−1)2p+1+1
A(k−1)2p+1+2
.
.
.
A(k−1)2p+1+2p+1


C∗k =


−x∗(k−1)2p+1+2 +
1
q2p+1Σ
q2p+1
j=1 x
∗
j
−x∗(k−1)2p+1+3 +
1
q2p+1
Σq2
p+1
j=1 x
∗
j
.
.
.
−x∗(k−1)2p+1+2p+1+1 +
1
q2p+1
Σq2
p+1
j=1 x
∗
j

 (7.19)
Este es un sistema de q2p+1 euaiones on q2p+1 inógnitas uya matriz de los oeientes tiene
omo determinante (−1)q2
p+1+1
entones el sistema resultante es ompatible determinado para todo
valor α. Además, la soluión del sistema es distinta de la trivial, pues la olumna de los términos
independientes es no nula porque x∗1 6= x
∗
2 6= · · · 6= x
∗
q2p+1 .
La soluión del sistema se obtiene de (7.18) invirtiendo diretamente, y resulta:
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

A∗1
A∗2
.
.
.
A∗q−1
A∗q


= α


B1 L1 · · · O O
O B2 · · · O O
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
O O · · · Bq−1 L1
L1 O · · · O Bq


−1
C∗1
C∗2
.
.
.
C∗q−1
C∗q


La inversión de la matriz lleva a la obtenión de los valores Ai. Los valores de Ai se van a
determinar empezando por A2, después A3, y así suesivamente hasta llegar al valor de Aq2p+1 y
por último A1. Como en el teorema 1 y 2 de este apítulo, una vez invertida la matriz se va a
pasar la primera la a la última. Esta traslaión de la primera la onlleva una traslaión en los
bloques de las inógnitas. Nuevamente se elige este orden para expresar la soluión, ya que nos va
a permitir una formulaión más ompata. Tras la reordenaión, la soluión queda expresada de la
forma siguiente


DA∗1
DA∗2
.
.
.
DA∗q

 =


E1 O · · · O
O E2 · · · O
.
.
.
.
.
.
.
.
.
.
.
.
O O · · · Eq




C∗1
C∗2
.
.
.
C∗q

 (7.20)
donde la matriz Ek, para todo valor de k, es
Ek =
0
BBBBBBBBBBBBBBBBBBBBBB@
1 0 · · · 0 0 0 0 · · · 0 0
f ′(x∗2) 1 · · · 0 0 0 0 · · · 0 0
f ′(x∗2)f
′(x∗3) f
′(x∗3) · · · 0 0 0 0 · · · 0 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
f ′(x∗2)..f
′(x∗
2p
) f ′(x∗3)..f
′(x∗
2p
) · · · f ′(x∗
2p
) 1 0 0 · · · 0 0
0 0 · · · 0 0 1 0 · · · 0 0
0 0 · · · 0 0 f ′(x∗
2p+2
) 1 · · · 0 0
0 0 · · · 0 0 f ′(x∗
2p+2
)f ′(x∗
k2p+3
) f ′(x∗
2p+3
) · · · 0 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
0 0 · · · 0 0 f ′(x∗
2p+2
)..f ′(x∗
2p+1
) f ′(x∗
2p+3
)..f ′(x∗
2p+1
) · · · f ′(x∗
2p+1
) 1
1
CCCCCCCCCCCCCCCCCCCCCCA
Obsérvese que todos los Ek k = 1, · · · , q son idéntios, por lo tanto uando se realiza la
multipliaión por ajas la ontribuión que proviene de los Ek es la misma. La únia diferenia
está en la olumna de los términos independientes. Cada Ek tiene que multipliar a los C
∗
k de
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la olumna de los términos independientes (véase 7.20) y los C∗k ontienen los mismos elementos
desplazados sus subíndies por 2p+1 (véase (7.19)). Teniendo en uenta estas onsideraiones y
operando en (7.20) resulta:
Ak2p+1+i+1 =
8>>>>>>>>>>>><
>>>>>>>>>>>:
α
“
−x∗
k2p+1+i+1 +
1
q2p+1
Pq2p+1
l=1 x
∗
l
”
+
+α
Pi
n=2
“
(−x∗
k2p+1+n +
1
q2p+1
Pq2p+1
l=1 x
∗
l )
Qi
l=n f
′(x∗l )
”
i = 2, · · · , 2p
α
“
−x∗k2p+1+i+1 +
1
q2p+1
Pq2p+1
l=1 x
∗
l
”
+α
Pi
n=2p+2
“
(−x∗
k2p+1+n +
1
q2p+1
Pq2p+1
l=1 x
∗
l )
Qi
l=n f
′(x∗l )
”
i = 2p + 2, · · · , 2p+1
α
“
−x∗2+k2p+1 +
1
q2p+1
Pq2p+1
l=1 x
∗
l
”
i = 1
α
“
−x∗2p+k2p+1+2 +
1
q2p+1
Pq2p+1
l=1 x
∗
l
”
i = 2p + 1
k = 0, · · · , q − 1
En general se podría hallar una soluión para un problema onreto, es deir, aquel en que se
onoiera explíitamente los puntos de la órbita y el valor explíito de ε. Ello se debe a que la matriz
de los sistemas que se nos plantea es un aso partiular de la matriz que estudiamos en el teorema
1 del apítulo 4. En esta matriz podríamos sustituir todas las derivadas neesarias por los valores
onretos del problema partiular y dependiendo del ε del problema algunas de estas derivadas se
podrían despreiar a O(ε2).
La existenia de órbitas en CML asoiadas a la CBS-N era de esperar; ello se debe a que San
Martín y Rodríguez-Pérez [67℄ demostraron que existe una onexión entre la CDP y la saddle-node,
por lo tanto, al haber mostrado la existenia de órbitas en el CML asoiadas a la CDP, (apítulo
4) abía esperar la asoiada a la CBS-N. De heho, los autores demostraron tal relaión tanto para
ualquier ventana primaria omo para ventanas dentro de ventanas; los resultados enontrados en
este apítulo son oherentes on tales hehos, ya que nosotros hemos utilizado una órbita de periodo
p · 2n sin ninguna restriión sobre p. Por lo tanto, esribiendo p = p1 · p2 en todos los teoremas
demostrados en este apítulo, podemos onsiderar la ventana primaria de período p1 · p2, o bien la
ventana p2 periódia dentro de la p1, o vieversa.
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En el estudio que aabamos de realizar se ha trabajado en CML on aoplamiento de ampo
medio. A ontinuaión realizaremos el estudio para un CML on aoplamiento a primeros veinos.
7.3. Ondas saddle-node en un CML on aoplamiento a primeros
veinos
Teorema 4. Onda saddle-node.
Sea f : I → I, f ∈ C2 una funión unimodal dependiente de un parámetro, on punto rítio
en C, y sea
{
x∗1, x
∗
2, ..., x
∗
p
}
una órbita de período p de f on 1 − fp
′
(x∗1) ≤ O(ε). Si |x
∗
1 − C| ≤ ε
entones el CML dado por
Xi(n+ 1) = (1− εα)f(Xi(n)) +
αε
2 (f(Xi−1(n)) + f(Xi+1(n)))
i = 1, · · · , p ε≪ 1
presenta una soluión periódia de periodo p, dada por
Xi(n+ j) = x
∗
i+j + εAi+j +O(ε
2)
i = 1, · · · , p
j∈ N⋆
donde
Ai+1 =
{
α
[
−x∗i+1 +
1
2
(
x∗i + x
∗
i+2
)
+
∑i
n=2
(
(−x∗n +
1
2
(
x∗n−1 + x
∗
n+1
)
)
∏i
l=n f
′(x∗l )
)]
i 6= 1
α
(
−x∗i+1 +
1
2
(
x∗i + x
∗
i+2
))
i = 1
i = 1, ..., p
on ondiiones de periodiidad
Ai+p = Ai
x∗i+p = x
∗
i
∀i
Demostraión
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Para que exista la soluión periódia dada por
Xi(n+ j) = x
∗
i+j + εAi+j +O(ε
2)
i = 1, ..., p
se tendrá que umplir que el sistema a O(ε)


Xi(n) = x
∗
i + εAi
Xi(n+ 1) = x
∗
i+1 + εAi+1
.
.
.
Xi(n + p− 1) = x
∗
i+p−1 + εAi+p−1 = x
∗
i−1 + εAi−1
Xi(n+ p) = x
∗
i + εAi
i = 1...p
sea ompatible determinado.
Dado que la evoluión del CML viene dada por
Xi(n+ 1) = (1− εα)f(Xi(n)) +
αε
2
(f(Xi−1(n)) + f(Xi+1(n)))
sustituyendo en esta expresión Xi(n) = x
∗
i + εAi +O(ε
2) se obtiene
x∗i+1 + εAi+1 +O(ε
2) = (1− εα)f(x∗i + εAi +O(ε
2))+
+αε2
(
f(x∗i−1 + εAi−1 +O(ε
2)) + f(x∗i+1 + εAi+1 +O(ε
2))
)
(7.21)
Desarrollando f(x∗i + εAi) hasta O(ε
2) se tendrá
f(x∗i + εAi +O(ε
2)) = f(x∗i ) + εAif
′(x∗i ) +O(ε
2) (7.22)
Ahora tenemos que distinguir dos asos:
i) |x∗1 − C| ≤ ε
El punto x∗1 está a una distania del entro C menor que ε, es deir haiendo un desarrollo de
Taylor de la funión f ′ alrededor de C se obtiene
f ′(x∗1) = f
′(C) + f ′′(C) (x∗1 − C) +O(ε
2) =
= 0 + f ′′(C) (x∗1 − C)
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sustituyendo en (7.22) queda
f(x∗1 + εA1 +O(ε
2)) = f(x∗1) +O(ε
2) = x∗2 +O(ε
2)
introduiendo este resultado en (7.21) se tiene
x∗2 + εA2 +O(ε
2) = x∗2 − εαx
∗
2 +
εα
2
(x∗3 + x
∗
1) +O(ε
2)
ii) |x∗i − C| > ε i = 2, · · · , p
Estos son los restantes puntos de la órbita, por tanto se tiene que
f(x∗i + εAi +O(ε
2)) = f(x∗i ) + εAif
′(x∗i ) +O(ε
2)
y sustituyendo en la expresión (7.21) resulta
x∗i+1 + εAi+1 +O(ε
2) = (1− εα)(x∗i+1 + εAif
′(x∗i ) +O(ε
2))+
+ εα2 (x
∗
i + x
∗
i+2) +O(ε
2)
es deir,
x∗i+1 + εAi+1 +O(ε
2) = x∗i+1 + εAif
′(x∗i )− εαx
∗
i+1+
+ εα2 (x
∗
i + x
∗
i+2) +O(ε
2)
Por lo tanto a orden ε, el sistema que debemos resolver será{
−Aif
′(x∗i ) +Ai+1 = −αx
∗
i+1 +
α
2 (x
∗
i + x
∗
i+2) i = 2, ..., p
A2 = −αx
∗
2 +
α
2 (x
∗
p + x
∗
1) i = 1
uya expresión matriial es:


0 1 0 0 · · · 0
0 −f ′(x∗2) 1 0 · · · 0
0 0 −f ′(x∗3) 1 · · · 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
1 0 0 0 · · · −f ′(x∗p)




A1
A2
A3
.
.
.
Ap


= α


−x∗2 +
1
2(x
∗
3 + x
∗
1)
−x∗3 +
1
2(x
∗
4 + x
∗
2)
−x∗4 +
1
2(x
∗
5 + x
∗
3)
.
.
.
−x∗1 +
1
2(x
∗
2 + x
∗
p)


(7.23)
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Este es un sistema de p euaiones on p inógnitas uya matriz de los oeiente tiene omo
determinante (−1)p+1, entones el sistema resultante es ompatible determinado. Además, la solu-
ión del sistema es distinta de la trivial para todo valor α 6= 0, pues la olumna de los términos
independientes es no nula porque x∗1 6= x
∗
2 6= · · · 6= x
∗
p.
La soluión del sistema se obtiene de (7.23) invirtiendo diretamente, y resulta:


A1
A2
A3
.
.
.
Ap


= α


0 1 0 0 · · · 0
0 −f ′(x∗2) 1 0 · · · 0
0 0 −f ′(x∗3) 1 · · · 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
1 0 0 0 · · · −f ′(x∗p)


−1
−x∗2 +
1
2(x
∗
3 + x
∗
1)
−x∗3 +
1
2(x
∗
4 + x
∗
2)
−x∗4 +
1
2(x
∗
5 + x
∗
3)
.
.
.
−x∗1 +
1
2(x
∗
2 + x
∗
p)


La inversión de la matriz lleva al resultado:


A1
A2
A3
.
.
.
Ap


= αMN (7.24)
donde la matriz M es
M =


f ′(x∗2) · · · f
′(x∗p) f
′(x∗3)..f
′(x∗p) f
′(x∗4)..f
′(x∗p) · · · f
′(x∗p) 1
1 0 0 · · · 0 0
f ′(x2) 1 0 · · · 0 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
f ′(x∗2)..f
′(x∗p−1) f
′(x∗3)..f
′(x∗p−1) f
′(x∗4)..f
′(x∗p−1) · · · 1 0


y
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N =


−x∗2 +
1
p
∑p
j=1 x
∗
j
−x∗3 +
1
p
∑p
j=1 x
∗
j
−x∗4 +
1
p
∑p
j=1 x
∗
j
.
.
.
−x∗1 +
1
p
∑p
j=1 x
∗
j


Operando en (7.24) la soluión se puede expresar de la forma
Ai+1 =

 α
[
−x∗i+1 +
1
2
(
x∗i + x
∗
i+2
)
+
∑i
n=2
(
(−x∗n +
1
2
(
x∗n−1 + x
∗
n+1
)
)
∏i
l=n f
′(x∗l )
)]
i 6= 1
α
(
−x∗i+1 +
1
2
(
x∗i + x
∗
i+2
))
i = 1 
Con este resultado hemos podido onluir la existenia de la onda de periodo p en CML on
aoplamiento a primeros veinos uando uno de los puntos de la onda, por ejemplo el x∗1, está muy
próximo al extremo C de f .
7.4. Ondas asoiadas a la asada de bifuraión Saddle-Node en
un CML on aoplamiento a primeros veinos.
De manera similar al estudio realizado anteriormente, nos plantearemos la existenia de la as-
ada S-N en dos asos distintos:
i) Los puntos de la aja entral umplen que su distania entre ellos es menor que ε, estudio que
abordaremos en el teorema 5.
ii) En todos las ajas la distania entre los puntos de una misma aja es menor que ε, estudio
que realizaremos en el teorema 6.
Teorema 5. Onda de la asada de bifuraiones S-N on aja entral olapsada.
Sea f : I → I, f ∈ C2 una funión unimodal dependiente de un parámetro, on punto rítio
C, y sean
{
x∗1, x
∗
2, ..., x
∗
q2p
}
los puntos de una órbita de período q2p de f on 1− f q2
p′
(x∗i ) ≤ O(ε).
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Si f ′(x∗1+k2p) ≤ ε, k = 0, · · · , q − 1, entones el CML dado por
Xi(n+ 1) = (1− εα)f(Xi(n)) +
αε
2 (f(Xi−1(n)) + f(Xi+1(n)))
i = 1, · · · , q2p ε≪ 1
presenta una soluión periódia de periodo q2p, dada por
Xk2p+i+1(n + j) = x
∗
k2p+i+1+j + εAk2p+i+1+j +O(ε
2)
k = 0, · · · , q − 1 j∈ N⋆
i = 1, · · · , 2p
donde los valores
Ak2p+i+1 =


α
(
−x∗k2p+i+1 +
1
2 (x
∗
k2p+i + x
∗
k2p+i+2)
)
+
+α
∑i
n=2
(
(−x∗k2p+n +
1
2(x
∗
k2p+n+1 + x
∗
k2p+n−1))
∏i
l=n f
′(x∗k2p+l)
)
i 6= 1
α
(
−x∗k2p+2 +
1
2(x
∗
k2p+1 + x
∗
k2p+i+3)
)
i = 1
i = 1, ..., 2p k = 0, · · · , q − 1
on ondiiones de periodiidad
Ai+q2p = Ai
x∗i+q2p = x
∗
i
∀i
Demostraión
Para que exista la onda periódia dada por
Xk2p+i+1(n + j) = x
∗
k2p+i+1+j + εAk2p+i+1+j +O(ε
2)
k = 0, · · · , q − 1
i = 1, · · · , 2p
se tendrá que umplir que el sistema a O(ε)
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

Xk2p+i+1(n) = x
∗
k2p+i+1 + εAk2p+i+1
Xk2p+i+1(n+ 1) = x
∗
k2p+i+2 + εAk2p+i+2
.
.
.
Xk2p+i+1(n+ q2
p − 1) = x∗k2p+i+q2p + εAk2p+i+q2p
Xk2p+i+1(n+ q2
p) = x∗k2p+i+1 + εAk2p+i+1
k = 0, · · · , q − 1
i = 1, · · · , 2p
deberá ser ompatible determinado.
Como
Xk2p+i+1(n + 1) = (1− εα)f(Xk2p+i+1(n)) +
εα
2
(f(Xk2p+i(n)) + f(Xk2p+i+2(n)))
sustituyendo en esta expresión por los valores iniiales de Xi(n) se obtiene
x∗k2p+i+2 + εAk2p+i+2 +O(ε
2) = (1− εα)f(x∗k2p+i+1 + εAk2p+i+1 +O(ε
2))+
+ εα2
(
f(x∗k2p+i + εAk2p+i +O(ε
2)) + f(x∗k2p+i+2 + εAk2p+i+2 +O(ε
2))
) (7.25)
Haiendo la expansión de f(x∗k2p+i+1 + εAk2p+i+1 +O(ε
2)) hasta O(ε2) se tendrá
f(x∗k2p+i+1 + εAk2p+i+1 +O(ε
2)) = f(x∗k2p+i+1) + εAk2p+i+1f
′(x∗k2p+i+1) +O(ε
2) (7.26)
y onsiderando si el punto x∗k2p+i+1 está o no en la aja entral, se deben distinguir los siguientes
asos
i) f ′(xk2p+i+1)≫ ε , es deir, estos puntos no están en la aja entral.
Se tiene sustituyendo (7.26) en la expresión (7.25) que
x∗k2p+i+2 + εAk2p+i+2 +O(ε
2) = (1− εα)
(
x∗k2p+i+2 + εAk2p+i+1f
′(x∗k2p+i+1)+
+O(ε2)
)
+ εα2
(
x∗k2p+i+1 + x
∗
k2p+i+3
)
+O(ε2)
y agrupando se obtiene
x∗k2p+i+2 + εAk2p+i+2 +O(ε
2) = x∗k2p+i+2 + εAk2p+i+1f
′(x∗k2p+i+1)− εαx
∗
k2p+i+2+
+ εα2
(
x∗k2p+i+1 + x
∗
k2p+i+3
)
+O(ε2)
i = 1, · · · , q k = 0, · · · , 2p−1
140
7.4. ONDAS ASOCIADAS A LA CASCADA DE BIFURCACIÓN S-N
ii) f ′(x∗k2p+1) ≤ ε, es deir, estos puntos están en la aja entral, entones
f(x∗k2p+1 + εAk2p+1 +O(ε
2)) = f(x∗k2p+1) + εAk2p+1f
′(x∗k2p+1)+
+12f
′′(x∗k2p+1)A
2
k2p+1ε
2 +O(ε2) = f(x∗k2p+1) +O(ε
2)
y sustituyendo en la expresión (7.25) se obtiene
x∗k2p+2 + εAk2p+2 +O(ε
2) = x∗k2p+2 − εαx
∗
k2p+2 +
εα
2
(
x∗k2p+i+1 + x
∗
k2p+i+3
)
+O(ε2)
El sistema que resulta es{
−Ak2p+i+1f
′(x∗i ) +Ai+1 = −αx
∗
i+1 +
α
2
(
x∗k2p+i+1 + x
∗
k2p+i+3
)
i = 2, ..., 2p k = 0, · · · , q − 1
Ak2p+2 = −αx
∗
k2+2 +
α
2
(
x∗k2p+i+1 + x
∗
k2p+i+3
)
i = 1 k = 0, · · · , q − 1
uya expresión matriial se puede expresar de la forma

B1 L1 · · · O O
O B2 · · · O O
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
O O · · · Bq−1 L1
L1 O · · · O Bq




A∗1
A∗2
.
.
.
A∗q

 = α


C∗1
C∗2
.
.
.
C∗q

 (7.27)
siendo
Bk =


0 1 · · · 0 0
0 −f ′(x∗(k−1)2p+2) · · · 0 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
0 0 · · · −f ′(x∗(k−1)2p+2p−1) 1
0 0 · · · 0 −f ′(x∗(k−1)2p+2p)


L1 =


0 0 0 · · · 0
0 0 0 · · · 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
1 0 0 · · · 0


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A∗k =


A(k−1)2p+1
A(k−1)2p+2
.
.
.
A(k−1)2p+2p


C∗k =


−x∗(k−1)2p+2 +
1
2
(
x∗(k−1)2p+1 + x
∗
(k−1)2p+3
)
−x∗(k−1)2p+3 +
1
2
(
x∗(k−1)2p+2 + x
∗
(k−1)2p+4
)
.
.
.
−x∗(k−1)2p+2p+1 +
1
2
(
x∗(k−1)2p+2p + x
∗
(k−1)2p+2p+2
)


Este es un sistema de q2p euaiones on q2p inógnitas uya matriz de los oeientes tiene
omo determinante (−1)q2
p+1
, entones el sistema resultante es ompatible determinado para todo
valor α. Además, la soluión del sistema es distinta de la trivial, pues la olumna de los términos
independientes es no nula porque x∗1 6= x
∗
2 6= · · · 6= x
∗
q2p .
La soluión del sistema se obtiene de (7.27) invirtiendo diretamente, y resulta:


A∗1
A∗2
.
.
.
A∗q−1
A∗q


= α


B1 L1 · · · O O
O B2 · · · O O
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
O O · · · Bq−1 L1
L1 O · · · O Bq


−1
C∗1
C∗2
.
.
.
C∗q−1
C∗q


La inversión de la matriz lleva a la obtenión de los valores Ai. Los valores de Ai se van a
determinar empezando por A2, después A3, y así suesivamente hasta llegar al valor de Aq2p y por
último A1, es deir, trasladamos la primera la de la matriz inversa a la última la, esto nos implia
que también trasladamos las inógnitas de ada bloque. Igual que en los teoremas anteriores, de este
apítulo, esta reordenaión nos permite una formulaión más simple de las soluiones. La soluión
queda expresada de la forma siguiente


DA∗1
DA∗2
.
.
.
DA∗q

 =


E1 O · · · O
O E2 · · · O
.
.
.
.
.
.
.
.
.
.
.
.
O O · · · Eq




C∗1
C∗2
.
.
.
C∗q

 (7.28)
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donde la matriz Ek está dada por
Ek =


1 0 · · · 0 0
f ′(x∗(k−1)2p+2) 1 · · · 0 0
f ′(x∗(k−1)2p+2)f
′(x∗(k−1)2p+3) f
′(x∗(k−1)2p+3) · · · 0 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
f ′(x∗(k−1)2p+2)..f
′(x∗(k−1)2p+2p) f
′(x∗(k−1)2p+3)..f
′(x∗(k−1)2p+2p) · · · f
′(x∗(k−1)2p+2p) 1


k = 1, · · · , q
Tras operar en (7.28) resulta:
Ak2p+i+1 =


α
(
−x∗k2p+i+1 +
1
2 (x
∗
k2p+i + x
∗
k2p+i+2)
)
+ i 6= 1∑i
n=2
(
(−x∗k2p+n +
1
2(x
∗
k2p+n+1 + x
∗
k2p+n−1))
∏i
l=n f
′(x∗k2p+l)
)
α
(
−x∗k2p+2 +
1
2(x
∗
k2p+1 + x
∗
k2p+i+3)
)
i = 1
i = 1, ..., 2p k = 0, · · · , q − 1 
Por último vamos a onsiderar las mismas irunstanias que en el teorema 3 de este apítulo,
por tanto, van a ser válidas las mismas onsideraiones geométrias que permiten onsiderar que,
tanto en la aja entral omo en la gemela, la derivada en todos los puntos de diha aja es de
O(ε2) o menor, y que en las restantes ajas los puntos están tan era que su derivada es la misma
a orden ε2 (véase el párrafo preedente al teorema 3 de este apítulo para más detalles).
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Teorema 6. Onda de la asada de bifuraiones S-N on todas las ajas olap-
sadas.
Sea f : I → I, f ∈ C2 una funión unimodal dependiente de un parámetro, on punto rítio en
C, y sea
{
x∗1, x
∗
2, ..., x
∗
q2p+1
}
los puntos de una órbita de período q2p+1 de f on 1−f q2
p+1′
(x∗i ) ≤ O(ε)
tal que ∣∣∣x∗1+k2p+1 − C∣∣∣ ≤ ε k = 0, · · · , q − 1∣∣∣x∗1+2p+k2p+1 − C∣∣∣ ≤ ε k = 0, · · · , q − 1∣∣∣x∗i+k2p+1 − x∗i ∣∣∣ ≤ ε k = 0, · · · , q − 1 i 6= 1, 2p
entones el CML dado por
Xi(n+ 1) = (1− εα)f(Xi(n)) +
αε
2 (f(Xi−1(n)) + f(Xi+1(n)))
i = 1, · · · , q2p+1 ε≪ 1
presenta una soluión periódia de periodo q2p+1, dada por
Xk2p+1+i+1(n+ j) = x
∗
k2p+1+i+1+j + εAk2p+1+i+1+j +O(ε
2)
i = 1, · · · , 2p+1 j∈ N⋆
k = 0, · · · , q − 1
donde los valores
Ak2p+1+i+1 =
8>>>>>>>>>>>><
>>>>>>>>>>>>:
α
“
−x∗
k2p+1+i+1
+ 1
2
“
x∗
k2p+1+i
+ x∗
k2p+1+i+2
””
+
+α
Pi
n=2
“
(−x∗
k2p+1+n
+ 1
2
“
x∗
k2p+1+n+1
+ x∗
k2p+1+n−1
”
)
Qi
l=n f
′(x∗
l
)
”
i = 2, · · · , 2p
α
“
−x∗
k2p+1+i+1
+ 1
2
“
x∗
k2p+1+i
+ x∗
k2p+1+i+2
””
+
+α
Pi
n=2p+2
“
(−x∗
k2p+1+n
+ 1
2
“
x∗
k2p+1+n+1
+ x∗
k2p+1+n−1
”Qi
l=n f
′(x∗
l
)
”
i = 2p + 2, · · · , 2p+1
α
“
−x∗
2+k2p+1
+ 1
2
“
x∗
k2p+1+1
+ x∗
k2p+1+3
””
i = 1
α
“
−x∗
2p+2+k2p+1
+ 1
2
“
x∗
2p+k2p+1+1
+ x∗
2p+k2p+1+3
””
i = 2p + 1
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k = 0, ..., q − 1
on ondiiones de periodiidad
Ai+q2p+1 = Ai
x∗
i+q2p+1 = x
∗
i
∀i
(Véase la NOTA del teorema 3).
Demostraión
Para que exista la soluión periódia dada por
Xk2p+1+i(n+ j) = x
∗
k2p+1+i+j + εAk2p+1+i+j +O(ε
2)
k = 0, · · · , q − 1
i = 1, · · · , 2p+1
se tendrá que umplir que el sistema a O(ε)


Xk2p+1+i(n) = x
∗
k2p+1+i + εAk2p+1+i
Xk2p+1+i(n+ 1) = x
∗
k2p+1+i+1 + εAk2p+1+i+1
.
.
.
Xk2p+1+i(n+ q2
p+1 − 1) = x∗
k2p+1+i+q2p+1 + εAk2p+1+i+q2p+1
Xk2p+1+i+1(n+ q2
p+1) = x∗
k2p+1+i + εAk2p+1+i
k = 0, · · · , q − 1
i = 1, · · · , 2p+1
sea ompatible determinado.
Como
Xk2p+1+i(n+ 1) = (1− εα)f(Xk2p+1+i(n)) +
αε
2
(f(Xi−1(n)) + f(Xi+1(n)))
sustituyendo en esta expresión los valores iniiales de Xi(n) se obtiene
x∗
k2p+1+i+1 + εAk2p+1+i+1 +O(ε
2) = (1− εα)f(x∗
k2p+1+i + εAk2p+1+i)+
+αε2
(
f(x∗
k2p+1+i−1 + εAk2p+1+i−1) + f(x
∗
k2p+1+i+1 + εAk2p+1+i+1)
) (7.29)
Haiendo la expansión de f(x∗
k2p+1+i + εAk2p+1+i +O(ε
2)) hasta O(ε2) se tendrá
f(x∗k2p+1+i + εAk2p+i +O(ε
2)) = f(x∗k2p+1+i) + εAk2p+1+if
′(x∗k2p+1+i) +O(ε
2)
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y onsiderando si el punto x∗
k2p+1+i está en la aja entral, en la gemela o en ualquier otra distinta
a estas dos, se obtendrán expresiones distintas.
i)
∣∣∣x∗1+k2p+1 − C∣∣∣ ≤ ε , es deir, los puntos perteneen a la aja entral, entones
f(x∗1+k2p+1 + εA1+k2p+1 +O(ε
2)) = f(x∗1+k2p+1) + εA1+k2p+1f
′(x∗1+k2p+1)+
+12f
′′(x∗1+k2p+1)A
2
1+k2p+1ε
2 +O(ε3) = f(x∗
k2p+1+1) +O(ε
2)
y sustituyendo en la expresión (7.29) se obtiene
x∗k2p+1+2 + εAk2p+1+2 +O(ε
2) = x∗k2p+1+2 − εαx
∗
k2p+1+1 +
αε
2
(
x∗k2p+1+1 + x
∗
k2p+1+3
)
+O(ε2)
ii)
∣∣∣x∗2p+k2p+1 − C∣∣∣ ≤ ε, es deir, los puntos perteneen a la aja gemela, entones
f(x∗2p+k2p+1 + εA2p+k2p+1 +O(ε
2)) = f(x∗2p+k2p+1) + εA2p+k2p+1f
′(x∗2p+k2p+1)+
+12f
′′(x∗2p+k2p+1)A
2
2p+k2p+1ε
2 +O(ε3) = f(x∗
k2p+1+2p) +O(ε
2)
y sustituyendo en la expresión (7.29) se obtiene
x∗2p+k2p+1+1 + εA2p+k2p+1+1 +O(ε
2) = x∗2p+k2p+1+1 − εαx
∗
2p+k2p+1+1+
αε
2
(
x∗2p+k2p+1 + x
∗
2p+k2p+1+2
)
iii) |xi+k2p+1 − x
∗
i | ≤ ε, es deir, los puntos están en una aja distinta de la entral y de la
gemela, se tiene entones
f(x∗
i+k2p+1 + εAi+k2p+1 +O(ε
2)) = f(x∗
i+k2p+1) + εA2p+k2p+1f
′(x∗
i+k2p+1)
+12f
′′(x∗
i+k2p+1)A
2
i+k2p+1ε
2 +O(ε2)
(7.30)
y desarrollando f ′(x∗
i+k2p+1) se obtiene
f ′(x∗i+k2p+1) = f
′(x∗i + (x
∗
i+k2p+1 − x
∗
i )) = f
′(x∗i ) + f
′′(x∗i )(x
∗
i+k2p+1 − x
∗
i )
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y sustituyendo este desarrollo en la expresión anterior (7.30) resulta
f(x∗
i+k2p+1 + εAi+k2p+1 +O(ε
2)) = f(x∗
i+k2p+1) + εAi+k2p+1f
′(x∗i ) +O(ε
2)
por lo que la expresión (7.29) queda
x∗
k2p+1+i+1 + εAk2p+1+i+1 +O(ε
2) = (1− εα)(x∗
k2p+1+i+1 + εAi+k2p+1f
′(x∗i ) +O(ε
2))+
+αε2
(
x∗
k2p+1+i + x
∗
k2p+1+i+2
)
+O(ε2))
x∗
k2p+1+i+1 + εAk2p+1+i+1 +O(ε
2) = x∗k2p+i+1 + εAk2p+if
′(x∗i )− εαx
∗
k2p+1+i+1+
+αε2
(
x∗
k2p+1+i + x
∗
k2p+1+i+2
)
+O(ε2)
k = 0, · · · , q − 1 i 6= 0, i 6= 2p
El sistema que resulta a O(ε) es


−Ak2p+1+if
′(x∗i ) +Ak2p+1+i+1 = −αx
∗
k2p+1+i+1 +
α
2
(
x∗
k2p+1+i + x
∗
k2p+1+i+2
)
k = 0, · · · , q − 1 i 6= 0, 2p
Ak2p+1+2 = −αx
∗
k2p+1+2 +
αε
2
(
x∗
k2p+1+1 + x
∗
k2p+1+3
)
k = 0, · · · , q − 1
A2p+k2p+1+1 = −αx
∗
2p+k2p+1+1 +
αε
2
(
x∗2p+k2p+1 + x
∗
2p+k2p+1+2
)
k = 0, · · · , q − 1
uya expresión matriial se puede expresar de la forma

B1 L1 · · · O O
O B2 · · · O O
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
O O · · · Bq−1 L1
L1 O · · · O Bq




A∗1
A∗2
.
.
.
A∗q−1
A∗q


= α


C∗1
C∗2
.
.
.
C∗q−1
C∗q


(7.31)
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siendo
Bk =


0 1 · · · 0 0 0 · · · 0
0 −f ′(x∗2) · · · 0 0 0 · · · 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
0 0 · · · −f ′(x∗2p) 1 0 · · · 0
0 0 · · · 0 0 1 · · · 0
0 0 · · · 0 0 −f ′(x∗2p+2) · · · 0
.
.
.
.
.
. · · ·
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
0 0 · · · 0 0 0 0 −f ′(x∗2p+1)
.
.
.


L1 =


0 0 0 · · · 0
0 0 0 · · · 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
1 0 0 · · · 0


A∗k =


A(k−1)2p+1+1
A(k−1)2p+1+2
.
.
.
A(k−1)2p+1+2p+1


C∗k =


−x∗(k−1)2p+1+2 +
1
2
(
x∗(k−1)2p+1+3 + x
∗
(k−1)2p+1+1
)
−x∗(k−1)2p+1+3 +
1
2
(
x∗(k−1)2p+1+4 + x
∗
(k−1)2p+1+2
)
.
.
.
−x∗(k−1)2p+1+2p+1+1 +
1
2
(
x∗(k−1)2p+1+2p+1 + x
∗
(k−1)2p+1+2p+1+2
)


Este es un sistema de q2p+1 euaiones on q2p+1 inógnitas uya matriz de los oeientes tiene
omo determinante (−1)q2
p+1+1
entones el sistema resultante es ompatible determinado para todo
valor α. Además, la soluión del sistema es distinta de la trivial, pues la olumna de los términos
independientes es no nula porque x∗1 6= x
∗
2 6= · · · 6= x
∗
q2p+1 .
La soluión del sistema se obtiene de (7.31) invirtiendo diretamente, y resulta:
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

A∗1
A∗2
.
.
.
A∗q−1
A∗q


= α


B1 L1 · · · O O
O B2 · · · O O
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
O O · · · Bq−1 L1
L1 O · · · O Bq


−1
C∗1
C∗2
.
.
.
C∗q−1
C∗q


La inversión de la matriz lleva a la obtenión de los valores Ai. Los valores de Ai se van a
determinar empezando por A2, después A3, y así suesivamente hasta llegar al valor de Aq2p+1 y
por último A1. Reordenando las las, la soluión se puede expresar


DA∗1
DA∗2
.
.
.
DA∗q

 =


E1 O · · · O
O E2 · · · O
.
.
.
.
.
.
.
.
.
.
.
.
O O · · · Eq




C∗1
C∗2
.
.
.
C∗q

 (7.32)
donde la matriz Ek k = 1, · · · , q, es
Ek =
0
BBBBBBBBBBBBBBBBBBBBBB@
1 0 · · · 0 0 0 0 · · · 0 0
f ′(x∗2) 1 · · · 0 0 0 0 · · · 0 0
f ′(x∗2)f
′(x∗3) f
′(x∗3) · · · 0 0 0 0 · · · 0 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
. · · ·
.
.
.
.
.
.
f ′(x∗2)..f
′(x∗
2p
) f ′(x∗3)..f
′(x∗
2p
) · · · f ′(x∗
2p
) 1 0 0 · · · 0 0
0 0 · · · 0 0 1 0 · · · 0 0
0 0 · · · 0 0 f ′(x∗
2p+2
) 1 · · · 0 0
0 0 · · · 0 0 f ′(x∗
2p+2
)f ′(x∗
k2p+3
) f ′(x∗
2p+3
) · · · 0 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
0 0 · · · 0 0 f ′(x∗
2p+2
)..f ′(x∗
2p+1
) f ′(x∗
2p+3
)..f ′(x∗
2p+1
) · · · f ′(x∗
2p+1
) 1
1
CCCCCCCCCCCCCCCCCCCCCCA
Obsérvese que todos los Ek j = 1, · · · , q son idéntios por lo tanto uando se realiza la multi-
pliaión por ajas la ontribuión que proviene de los Ek es la misma. La únia diferenia esta en la
olumna de los términos independientes. Cada Ek tiene que multipliar a los C
∗
k y los C
∗
k ontienen
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los mismos elementos desplazados 2p+1. Teniendo estas onsideraiones operando en (7.32) resulta:
Ak2p+1+i+1 =
8>>>>>>>>>>>>>><
>>>>>>>>>>>>>>:
α
`
−x∗
k2p+1+i+1 +
1
2
`
x∗
k2p+1+i + x
∗
k2p+1+i+3
´´
+
+α
Pi
n=2
“
(−x∗
k2p+1+n +
1
2
`
x∗
k2p+1+n+1 + x
∗
k2p+1+n−1
´
)
Qi
l=n f
′(x∗l )
”
i = 2, · · · , 2p
α
`
−x∗
k2p+1+i+1 +
1
2
`
x∗
k2p+1+i + x
∗
k2p+1+i+3
´´
+
+α
Pi
n=2p+2
“
(−x∗
k2p+1+n +
1
2
`
x∗
k2p+1+n+1 + x
∗
k2p+1+n−1
´Qi
l=n f
′(x∗l )
”
i = 2p + 2, · · · , 2p+1
α
`
−x∗2+k2p+1 +
1
2
`
x∗
k2p+1+3 + x
∗
k2p+1+1
´´
i = 1
α
`
−x∗2p+k2p+1 +
1
2
`
x∗2p+k2p+1+1 + x
∗
2p+k2p+1−1
´´
i = 2p + 1
k = 0, · · · , q − 1 
En onlusión, a orden ε todos los puntos que están ontenidos dentro de una misma aja y
uya distania entre ellos es menor que ε, podrían ser sustituidos por ualquier punto de la misma,
por lo tanto a orden ε lo que se vería, al ir evoluionando el sistema, es los puntos saltando de
una aja a otra (ya que los puntos dentro de la aja están tan era que no los distinguimos) y
estaríamos observando una onda de periodo igual al número de ajas. En onlusión el aoplamiento
se omporta omo un ruido que no nos permite distinguir diferenias que sean más pequeñas que el
término de aoplamiento.
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Capítulo 8
CONCLUSIONES
A la hora de ordenar las onlusiones de la tesis queremos estableer dos niveles donde lasiar
nuestros resultados.
i) El maro general.
Todos los teoremas se han enfoado en el maro más general posible, on la idea de suprimir
limitaiones en los resultados y lograr soluiones lo más universales posibles. Ello ha sido posible
porque
La dinámia individual de los osiladores está gobernada por una funión C2 totalmente
arbitraria.
Los CML se han tratado on un número arbitrario de osiladores.
El aoplamiento se ha estudiado en sus posibles variaiones.
ii) Los resultados propiamente dihos.
Hemos probado la existenia y hemos obtenido expresiones analítias de aquellos fenómenos
usualmente presentes en los CML: ondas viajeras, patterns, lustering y CDP Así mismo hemos
desubierto y araterizado un nuevos fenómenos: las ondas asoiadas a la CBS-N.
Expresamente nuestros objetivos han quedado plasmados en los siguientes resultados aera de
los CML:
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i) En el apítulo 3
La existenia de estados sinronizados estaionarios: teoremas 1 y 6.
La existenia de sinronizaión periódia: teoremas 2 y 7.
La existenia de sinronizaión aótia: teoremas 3 y 8.
La CDP en la sinronizaión periódia: teoremas 4 y 9.
ii) Para CML débilmente aoplados, se ha demostrado en el apítulo 4, los siguientes resultados:
La existenia de ondas viajeras y su expresión analítia: teoremas 2 y 5.
La existenia de la bifuraión de dupliaión de periodo de ondas viajeras y su expresión
analítia: teoremas 3 y 6.
La CDP para las ondas viajeras y su expresión analítia: teoremas 4 y 7.
iii) Se ha dado la expresión analítia de todas las soluiones, tanto de forma matriial, omo se
ha abordado en el apítulo 4, y alternativamente usando relaiones de reurrenia, tal omo
se ha mostrado en el apítulo 5.
iv) Para luster se han obtenido los siguientes resultados en el apítulo 6:
La existenia de ondas viajeras y su expresión analítia: teoremas 1 y 4.
La existenia de la bifuraión de dupliaión de periodo de ondas viajeras y su expresión
analítia: teoremas 2 y 5.
La CDP para las ondas viajeras y su expresión analítia: teoremas 3 y 6.
v) En el apítulo 7 se ha estudiado las órbitas asoiadas a la CBS-N demostrando:
La existenia de la órbita S-N y su expresión analítia: teoremas 1 y 4.
La existenia de la órbita asoiada a la CBS-N y su expresión analítia: teoremas 2,3,5
y 6.
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Capítulo 9
OTRAS PERSPECTIVAS
Los CML y su apliaión
En este apartado queremos indiar, brevemente, relaiones de nuestro trabajo on resultados
hallados en CML que modelan la naturaleza. Sólo queremos llamar la atenión sobre un par de
puntos que podrían representar al día de hoy aspetos on una gran valor soial o eonómio. El
resto de apliaiones ya se han ido desgranando a lo largo de las seiones.
Una de las motivaiones para modelar sistemas espaio-temporales on CML es simpliar el
modelo y resolverlo, en vez de enarar los sistemas de euaiones difereniales pariales que los
gobiernan.
Esta es una importante razón para omprender las ondas viajeras y poder utilizarlas en la
previsión a largo plazo del lima, omo ya hemos omentado. Las ondas viajeras en CML fueron
observadas originalmente por Kaneko [42, 44℄. Más reientemente los investigadores han onsiderado
un CML que permite modelar la utuaión de parámetros loales para reproduir los fenómenos
observados en la naturaleza [51℄. De esta manera se permiten variaiones de los parámetros a lo
largo de la red y se obtiene una mejor desripión de la naturaleza. Las ondas viajeras son omunes
e importantes en los fenómenos atmosférios, están asoiadas a la interaión entre el oéano y
la atmósfera [17, 24℄. En partiular son bien onoidas las osilaiones interanuales: El Niño, y la
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osilaión del Atlántio Norte.
La sinronizaión entre sistemas aótios ha reibido muha atenión en los últimos años. El
prinipal resultado fue obtenido por Peora y Carroll [59, 60℄, quienes enontraron que dos sistemas
aótios idéntios se podrían sinronizar si interatuaban entre ellos.
La primera desripión de sinronizaión, y además on elementos débilmente aoplados, fue
dada por el físio holandés Huygens (1629-1695). En una arta dirigida a su padre relató omo dos
relojes de péndulo olgados en la misma pared, y dándose la espalda, sinronizaban sus movimientos.
Este fenómeno es onoido omo aoplamiento de freuenia, y hoy día se utiliza ampliamente en
iruitos eletrónios. Si los ingenieros diseñan sus iruitos de tal forma que queden modelados
según los CML desritos en la tesis no sólo onseguirán sinronizaión sino que onoerán la soluión
explíita del sistema que los gobierna y su freuenia.
Un aso límite de oherenia marosópia es la sinronizaión global de todas las partes del
sistema. Este fenómeno se ha observado en físia, químia y biología [19, 63℄. Un ejemplo muy
onoido, y llamativo, es la sinronizaión del destello de enjambres de luiérnagas [10, 57, 79℄,
fáilmente extrapolable al omportamiento sinronizado de muhos animales, e inluso al ompor-
tamiento humano, uando nos enontramos en grupo. Posiblemente los aplausos sean el fenómeno
de sinronizaión más freuente en los humanos, pero no el únio. Es onoida la sinronizaión que
se produjo en la inauguraión de El Puente de El Milenium, en Londres [71℄. Estas sinronizaiones
en estruturas si oiniden on una resonania de la misma son atastróas, el hundimiento de las
gradas en los estadios de fútbol (Estadio Fonte Nova, Brasil, 2007) al saltar los aionados tienen
este origen. En la historia eonómia reiente hemos visto una sinronizaión de ordenes de ventas
en las bolsas mundiales, y otra sinronizaión por el pánio a perder los ahorros del bano.
Conseuenias y onexiones on otros trabajos de investigaión.
Los resultados hallados en la tesis tienen las siguientes onseuenias y onexiones on otros
trabajos.
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i) Se ha mostrado la emergenia de las propiedades globales desde las propiedades loales. La
dinámia global del sistema hereda la dinámia propia de ada osilador: los puntos jos del sis-
tema son esenialmente los puntos jos del mapa (que gobierna la dinámia de ada osilador)
ompuesto onsigo mismo m2k vees (m número de osiladores del CML). En partiular, este
resultado ha sido observado reientemente de forma numéria [58℄.
Nuestros resultados son una expresión analítia explíita de los resultados de Lemaitré y Chaté
[48℄, que probaron, en CML, la traslaión de las propiedades loales al nivel global.
ii) Los resultados analítios obtenidos permitirán a los ientíos jar los parámetros para su
observaión experimental, los investigadores podrán reproduir tales omportamientos en sus
sistemas de estudio, y utilizarlo omo base para posteriores investigaiones, y a los ingenieros
les permitirá diseñar sistemas on nuevas funiones y apaidades.
iii) Se ha estudiado la dinámia en CML, en los que la dinámia individual de ada osilador está
regida por una funión unimodal arbitraria; en los esasos resultados analítios que hay en la
materia, normalmente se trabaja on funiones uadrátias o lineales a trozos [5, 6, 49℄. Nue-
stros resultados son una generalizaión, que permiten el álulo de propiedades relaionadas
on los estados y su evoluión, es deir, meánia estadístia y valores marosópios medios
a partir del omportamiento individual.
iv) Se evitan dos limitaiones presentes uando se emplean ténias numérias:
1. Se eliminan los resultados espurios generados por la preisión nita en los álulos numéri-
os [28, 83, 84℄.
2. Se pueden tomar límites tendiendo a innito sobre las soluiones analítias, tanto en el
número de osiladores del CML omo en el número de bifuraiones en la asada de
dupliaión de periodo.
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La simulaión numéria on un número de osiladores muy grande se vuelve prohibitiva en tiempo
de omputaión según ree el número de osiladores. Por otra parte, omo hemos indiado en la in-
troduión, el estudio de la transiión a la turbulenia en uidos, para ser entendido adeuadamente
neesita que el número de osiladores sea uanto más grande mejor. Conseuenia direta de la toma
del límite en la asada de dupliaión de periodo, es la existenia de ondas de periodo arbitrario,
tendiendo a innito, según se aerque el parámetro de bifuraión al punto de Myrberg-Feigenbaum.
Esto es una respuesta armativa a la pregunta estableida por Gade y Amritkar en su trabajo [22℄
uando enontraron una asada de dupliaión de periodo. Otra pregunta que se hiieron Gade y
Amritkar en su trabajo es si existe más de un valor del parámetro tal que tendiendo a él entones
el periodo de la onda viajera tienda a innito. La respuesta es armativa, de heho hay innitos
valores, son los orrespondientes puntos de Myrberg-Feigenbaum de las ventanas periódias dentro
de la ventana anónia. La posiión de esos valores está determinada por las asadas de bifura-
iones saddle-node [66℄ y la relaión entre la asada de dupliaión de periodo y las asadas de
bifuraiones saddle-node también está determinada [67℄.
Investigaiones futuras
Los esasos resultados teórios en el área de CML preedentes a nuestro trabajo, y los abundantes
resultados teórios de nuestra tesis en CML débilmente aoplados, nos sitúan en una buena posiión
para abordar problemas onomitantes. Los problemas relaionados los podríamos lasiar según
el siguiente esquema:
i) CML forzados.
Los sistemas sometidos a fuerzas externas son omunes en ienias, además de fundamentales,
y representa un ampo muy novedoso en este área [7, 25℄. Tratar CML débilmente aopla-
dos sometidos a forzantes pequeñas, que se puedan abordar perturbativamente, sería nuestra
primera aproximaión al problema.
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ii) CML heterogéneos.
En todo nuestro estudio, las funiones que desribían la dinámia individual de ada osilador
eran las mismas: era una dinámia homogénea. Surge la pregunta de ómo se omportará el
sistema si es heterogénea. Dentro de esta heterogeneidad queremos entrarnos, trabajando on
una misma funión, en dos aspetos,
CML débilmente heterogéneos.
Cada osilador está regido por la misma funión, pero on valores del parámetro de
ontrol ligeramente distintos que no produen ambios topológios. Enararemos este
proeso por métodos perturbativos.
CML fuertemente heterogéneos.
Los osiladores están regidos por la misma funión, pero para distintos valores de parámet-
ros de ontrol y que además generan ambios topológios. Hoy día no sabemos que téni-
as analítias utilizar para abordar este problema. Somos onsientes de que el problema
de CML forzado está relaionado on éste, uando la forzante induza ambios topológi-
os. Sin duda alguna será el ampo de investigaión más desaante.
iii) CML asínronos.
Nuestro trabajo se ha realizado on CML sínronos, hemos dejado fuera a la mitad de la
familia. Habría que estudiar la extensión de los resultados a los CML asínronos. Los resultados
en euaiones difereniales on retraso son una guía de posibles fenómenos que abe esperar
[9, 11℄.
iv) Evoluión de las soluiones perturbadas del CML
En la tesis hemos enontrado diversas soluiones periódias y sus asadas de dupliaión,
tanto para osiladores individuales omo luster de ellos. Una pregunta importante es ómo
evoluiona el CML uando se enuentra próximo a una de estas soluiones. Saber omo va a
evoluionar hasta onverger a ella (si la soluión es estable) o omo diverge iniialmente (si
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la soluión es inestable). La soluión a este problema viene dada por las permutaiones de
ordenamiento ardinal [68℄ y su representaión matriial, las uales indian omo se visitan
las diversas ramas de la asada de dupliaión on ada iterado.
v) Apliaiones
Hemos omentado que los CML se han utilizado en diversas ramas del saber humano: físia,
químia, biología, ienias soiales. No obstante las apliaiones de los CML son muy vari-
adas y van más allá de los modelos lásios. Así los enontramos, por itar sólo algunos, en
neuroienias [7, 25, 62℄, enriptaión [50, 55, 82, 85℄, merado de valores [75℄, teoría uántia
[54℄, meteorología [27℄, genétia [16℄. Con el transurso del tiempo su uso se hae más omún.
Habrá que ver que aportan los teorema de existenia así omo sus soluiones, a los ampos
menionados y a sus apliaiones, así omo los rangos de parámetros donde son válidos. El
heho de que los investigadores sepan que omportamiento esperar en sus modelos y para qué
rango de valores les indiará si es orreto su proeso de modelado.
Una herramienta impresindible para aerarse a estas nuevas áreas será la simulaión numéri-
a que nos indiará que nuevos fenómenos se van a observar y en que rango de valores.
Algunas onsideraiones nales
Los CML no son, ni pretenden ser, la herramienta universal que lo explique todo. Son una
herramienta más en nuestro amino para omprender el mundo que nos rodea, una herramienta que
se ensambla en el onjunto de herramientas omo una tesela más para una mejor omprensión de
los fenómenos que estudiamos.
Todas las herramientas tienen sus puntos fuertes y débiles, su ámbito de apliaión reduido,
y deben relaionarse on las demás para tener una visión global. Desde un punto de vista positivo
un CML deduido de una euaión diferenial nos va a permitir un abordaje analítio más senillo,
y desde el punto de vista negativo sus soluiones analítias y numérias serán una aproximaión
mejor o peor a las euaiones difereniales que aproxima. Por lo tanto debemos ver el CML en su
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ontexto, y aunque en su forma débil la soluión analítia o numéria no será totalmente orreta
estará indiando al estudioso de la euaión diferenial, qué posibles soluiones, omportamientos o
bifuraiones presenta, así omo el rango de parámetros donde enontrarlos. Para el análisis numério
esto es extraordinariamente importante, ya que ada integraión se hae para unos parámetros jos;
parámetros que al jar el investigador han podido pasar por alto hehos importantes.
Para el tratamiento analítio no son menos importantes estos hehos. Conoer qué tipo de
soluiones se pueden dar y para qué tipo de parámetros failitan su soluión. No es lo mismo busar
la soluión de un problema del que no se sabe si la tiene, a busarla siendo onsiente de que
existe. No es lo mismo saber que navegando haia el oeste se llegará a Améria a no saber si hay
tierra más allá del horizonte. La feundaión de los CML al estudio analítio y numério también
se da en sentido inverso. La multitud de resultados numérios nos permitieron saber que había que
busar, sin ellos estaríamos todavía perdidos sin saber que busar. Las soluiones de las euaiones
difereniales, a su vez, nos indiaban determinados omportamientos que abría esperar.
Los teoremas de no existenia juegan también un papel importante ya que si la soluión no
existiera un investigador podría preguntarse sobre su existenia e iterar el CML en un ordenador,
obviamente sin obtener el resultado. El investigador podría perder muhísimo tiempo ambiando las
ondiiones iniiales intentado probar la existenia de tales fenómenos. De igual manera, el estudioso
de las euaiones difereniales sabe que determinados omportamientos no se van a produir, lo
que failita su linea de investigaión y abre las siempre importantes uestiones de por qué un
omportamiento existe y otros no siendo similares.
Son estas reexiones las que representan las teselas del onoimiento menionadas más arriba.
Los ampos de onoimiento son tan vastos que debemos espeializarnos, pero la omuniaión entre
ientíos nos permite ver otros puntos de vista que engrandeen al nuestro y reordarnos siempre
lo poo que sabemos y el muho trabajo que queda por delante.
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