The Fourier phase spectrum plays a central role regarding where in an image contours occur, thereby defining the spatial relationship between those structures in the overall scene. Only a handful of studies have demonstrated psychophysically the relevance of the Fourier phase spectrum with respect to human visual processing, and none have demonstrated the relative amount of local cross-scale spatial phase alignment needed to perceptually extract meaningful structure from an image. We investigated the relative amount of spatial phase alignment needed for humans to perceptually match natural scene image structures at three different spatial frequencies [3, 6, and 12 cycles per degree (cpd)] as a function of the number of structures within the image (i.e., "structural sparseness"). The results showed that (1) the amount of spatial phase alignment needed to match structures depends on structural sparseness, with a bias for matching structures at 6 cpd and (2) the ability to match partially phase-randomized images at a given spatial frequency is independent of structural sparseness at other spatial frequencies. The findings of the current study are discussed in terms of a network of feature integrators in the human visual system.
INTRODUCTION
Fourier analysis has aided the study of human spatial vision by providing numerous insights regarding how the visual system might encode the spatial information present in real-world environments. While there has been considerable success in demonstrating how the visual system encodes information contained in the amplitude spectrum [1] [2] [3] [4] , little is known with respect to how the visual system might encode the phase spectra of real-world natural scenes. This lack of knowledge is surprising given the numerous arguments that it is the phase relationship of the different sinusoidal waveforms making up a given global scene that is most important in the representation of any given complex image [5] [6] [7] . Specifically, it is well agreed upon that the phase spectrum plays a central role regarding where in a given scene different image features are aligned [8] [9] [10] [11] [12] , thereby defining the spatial relationship between those features in the formation of the local structure within a given image. By "feature," we are referring to two components of the visual world in which lowlevel vision (i.e., at the level of striate cortex) is tuned, namely spatial frequency and orientation [13] . By "structure," we are referring to any given component of an image that results from a complex combination of features, aligned in space, across a range of spatial frequencies and orientations (e.g., edges, lines, or contours). To take this line of reasoning a step further, the objects contained in natural scene imagery would result from the complex combination of image structures. The commonly held view of object identification (assumed to subsequently lead to classification) consists of (1) a feature detection process [13, 14] , presumably carried out by simple cells in striate cortex, leading to (2) a feature integration [15, 16] process that may likely bind aligned features into salient structures such as contours; recent findings [17] argue that complex cells in striate cortex are suitable candidates for performing such integration, and finally, 3) a structural integration process that binds relevant structures into objects, a process likely captured by theories of higher-visual object recognition processes [18] [19] [20] . While we have labeled specific processing "stages" potentially involved in structure/object perception, we do not mean to imply that such processing must occur hierarchically and acknowledge that such processes may likely operate in parallel.
To date, there exist only a handful of studies that have examined the ability of human observers to recognize and/or categorize natural images subjected to varying amounts of global phase-spectrum disruption [5, 21, 22] . The general consensus is that the human visual system is relatively robust for the recognition/categorization of natural image objects in the face of phase-spectrum manipulations. However, the method of disruption in those investigations varied from one study to the next, making it somewhat difficult to determine which level of object processing, described above, is disrupted by phase manipulations. Since, theoretically the feature detection process can operate for stimuli consisting of single sinusoidal gratings (rendering relative phase disruption ineffective), we focused on the next processing level, namely, the feature integration process, presumably operating through a network of complex cells [17] .
The primary purpose for the current study was to measure the amount of relative local cross-scale spatial phase alignment needed for human observers to match natural scene image structures. By phase alignment, we are re-ferring to the complex Fourier phase relationships of the sinusoidal waveforms of any given image whereby the convergence of arrival phases has been shown to form the edges, lines, or contours of image structure [9, 10] [see Fig.  1(a) ]. Specifically, if an image is subjected to systematic phase-spectrum randomization, how much of that image's phase spectrum needs to be preserved for human subjects to successfully visually extract the coherent structures? That is, since the relative amount of phase-spectrum preservation determines the visual saliency of image structures [see Fig. 1(b) ], how much phase alignment (maintained by phase-spectrum preservation) is needed in order to activate feature integrators? With this approach, we aimed to assess whether the human visual system is equipped with a network of integrators that operate over all frequencies, or a network of integrators consisting of channels [13, 14] tuned to features at similar spatial frequencies. And finally, if feature integrators integrate over specific spatial frequency ranges, do they operate independently?
To target the processes involved in feature integration, we chose a psychophysical task that did not rely on visual recognition/categorization. Specifically, we chose a matchto-sample task where observers were presented a partially phase-randomized test image and asked to indicate which of four non-phase-randomized images they thought best matched the partially phase-randomized image, using only the structures rendered visible by a given amount of phase alignment in the test image. In all experiments, the general paradigm was identical, with only the stimuli differing among the experiments. Specifically, Experiment 1 utilized natural scene images, varying in the amount of spatial structure each contained (i.e., varied with respect to their structural sparseness). Experiment 2 utilized a synthetic image set constructed from different spatial frequency and orientation ranges of the phase spectra of the natural scenes used in Experiment 1. Experiment 3 consisted of another set of synthetic images constructed similarly to those in Experiment 2, except that we held the structural sparseness constant for two different spatial frequency ranges while allowing the structural sparseness of one spatial frequency range to vary.
METHOD
A. Apparatus All stimuli were presented with an Intel Pentium IV ͑3.21 GHz͒ processor equipped with 1 GB RAM. Stimuli were displayed using a linearized look-up table (generated by calibrating with a UDT S370 research optometer) on a 22-in. Mitsubishi Diamond Pro 2070 SB CRT driven by an ASUS Extreme AX300 graphics card with 8-bit gray-scale resolution. Maximum luminance was 100 cd/ m −2 , the frame rate was 120 Hz, and the resolution was 1600ϫ 1200 pixels. Single pixels subtended 0.013°visual angle (i.e., 0.82 arc min) as viewed from 1.0 m.
B. Participants
Three experienced psychophysical observers (one naïve to the purpose of the study) and five relatively experienced (undergraduates that had some experience participating in psychophysical experiments) participated in Experiment 1 (eight participants). With the exception of one of the nonnaïve experienced observers, all observers that participated in Experiment 1 also participated in Experiment 2 (seven participants). The same two experienced observers and two of the same relatively experienced Fig. 1. (a) Top left, illustration of an edge, below which is an illustration of a series of sinusoidal waveforms that have arrival phase convergence at the central position, which, over a full series of sinusoidal waveforms of increasingly higher spatial frequencies (not shown), will sum up to the edge shown above. The next four illustrations show how the saliency of the edge is corrupted as the alignment of the sinusoidal waveforms is increasingly perturbed. (b) 2D illustration of how the saliency of the contours in a given 2D natural image can be disrupted as a function of increasing (left to right) phase randomization. observers participated in Experiment 3 (four participants). All participants had normal (or corrected to normal) vision. The ages of all participants ranged between 20 and 56. Research Ethics Board-approved informed consent was obtained.
C. General Stimulus Construction
This section describes the general procedure used to partially phase randomize any given set of images utilized by the three experiments in the current study. To limit the relative amount of coherency of the features making up the structures contained in a set of test stimulus images, systematic selective randomization of the images' phase spectra was carried out in the Fourier domain. Specifically, using MATLAB (version 7.0.4) and accompanying Image Processing and Signal Processing Toolboxes (versions 5.0.3 and 6.3, respectively), each image, I͑x , y͒, was in turn subjected to a discrete Fourier transform as follows:
from which the amplitude spectrum, denoted as A͑u,v͒ = ͱRe͑u,v͒ 2 + Im͑u,v͒ 2 , ͑1b͒
and phase spectrum, denoted as
were obtained. Re͑u , v͒ and Im͑u , v͒ are the real and imaginary components of the discrete Fourier transform, respectively. For filtering purposes, A͑u , v͒ and ⌽͑u , v͒ were shifted into polar coordinates, i.e., A͑f , ͒ and ⌽͑f , ͒, where f and represent frequency and orientation, respectively. To assure that the stimulus images differed only with respect to their phase spectra, an isotropic amplitude spectrum was generated with the amplitude falloff typical of natural scenes [3, [23] [24] [25] [26] [27] , i.e., 1 / f ␣ , where ␣ = 1.0. The isotropic spectrum, I A ͑f , ͒, was generated by constructing an empty matrix of the same dimensions as the stimulus imagery and assigning each spatial frequency coordinate a value from the following function:
Thus, for each f coordinate along the radial axes, the same value is assigned to each orientation, with the dc component set to zero amplitude. Using an isotropic spectrum ensured that the only difference between the images will be in their phase spectra, as well as helping to reduce any edge effects that may have arisen during the initial Fourier transform. Next, the systematic selective randomization algorithm was implemented by preserving the phases within arange of spatial frequencies for all orientations. The phase spectra were filtered in polar coordinates with an ideal filter that was defined as follows: degree (cpd), with cycles per degree calculated with respect to a distance of 1 m). For each of the three central frequencies, the bandwidth of PP FILT was systematically varied from 0.3 octaves to 3.0 octaves in 0.3 octave steps, resulting in 10 different levels of spatial phase alignment (see Fig. 2 for examples). Once a given image's phase spectrum had been filtered, it was assigned a copy of the isotropic amplitude spec- Fig. 3 . Illustration of structural sparseness for vertically oriented image content. Top row, two natural scene images dominated by vertical structure, with the image on the left possessing fewer overall vertical structures than the image on the right. Middle row, filter response images from a 1-octave log-Gabor filter selective for vertical orientations (15°orientation bandwidth, full width at half-height). Notice that filter responses are more prominent (i.e., less sparse) in the image on the right compared with the response image on the left. Bottom row, pixel value histograms of the filter response images. On the abscissa are the gray-scale pixel values, and on the ordinate is the frequency of occurrence of each gray-scale value in each corresponding filter response image (note that the scales of the two ordinates are not identical). Notice that the distribution is much more peaked on the left than on the right, indicating that image is more sparse with respect to structures at the example spatial frequency range. Refer to the text for further details. trum [Eq. (2) ] and subjected to an inverse discrete Fourier transform. In the spatial domain, all Fourier phasespectrum-filtered images were made to possess the same mean luminance (i.e., gray-scale value= 128, nonnormalized) and rms contrast (32, nonnormalized) using the following sequence of functions on the pixels of a given phase-filtered image, I FILT ͑x , y͒:
where I is the mean of the pixel values of a given phasefiltered image, N I ͑x , y͒ is the stimulus image after normalizing by its respective mean and centered on zero, I SD is the standard deviation of the altered pixel values of N I ͑x , y͒, and I rms took on a value that resulted in the desired rms contrast for each stimulus image, I FILT ͑x , y͒, as specified above (i.e., 32 nonnormalized or 0.12, normalized). In addition to creating a set of partially phaserandomized images (to serve as test images), another set was created (to serve as target and distracter images) from the same set used to create the partially phaserandomized image set. However, this set was not subjected to the PP FILT filter but was assigned the same isotropic spectrum as the partially phase-randomized images (and was made to possess the same mean luminance and rms contrast as the partially phaserandomized images).
D. Structural Sparseness Calculation
It is well known that the response of any given zero-dc filter will yield a pixel distribution (responses represented in the spatial domain) that is highly peaked at the mean response (zero in this case) with steep sloping "heavy tails" [28, 29] . In statistical terms, the metric most commonly used to assess this particular aspect of central tendency is the fourth moment, or "kurtosis." Specifically, histograms that are highly peaked have high kurtosis, and those less peaked have a smaller kurtosis value (with zero kurtosis indicating a purely Gaussian distribution, assuming that the third moment, or skewness, is also zero). What this translates to is that a filter response image that has a small kurtosis value typically has a large number of distributed local responses (indicating that there are a number of local structures in the nonfiltered image to which the given filter was selective). Filter response images with high kurtosis values indicate just the opposite, since most of the local responses were not much stronger than the mean (i.e., zero response); thus the nonfiltered image can be referred to as "sparse" with respect to its structure (refer to Fig. 3 for an illustration). While the kurtosis metric is somewhat noisy when dealing with small samples, its reliability stabilizes with larger sample sizes and thus would serve as a reasonable metric for assessing structural sparseness for the natural scene images in our stimulus set. However, we were interested in devising a more intuitive metric that could be more easily related to an assumed level of cortical activity (i.e., striate cortex) associated with a given complex image. The following is a description of our algorithm, which is based on the rectified contrast model proposed by Field and Brady [4] . The calculation of structural sparseness used in the current study consisted of a three-stage algorithm, similar to the algorithm utilized by Hansen and Essock [27] . In the first stage, linear filtering with a bank of local filters (Fourier domain) centered at five different spatial frequencies (0.62, 1.5, 3, 6, and 12 cpd, with cycles per degree assessed for a distance of 1 m) and 12 different orientations, equally spaced from 0°to 165°, in steps of 15°. The full width at half-height along the frequency axis of each filter was 1 octave, and the full width at half-height of the filter along the orientation axis was 20°. The next step involved transforming the linear-filtered amplitude spectra and nonphase-filtered phase spectra back to the spatial domain, followed by thresholding the amplitudefiltered image's pixel histogram to include only the pixels that fell outside of 1.5 standard deviation from the mean. Assuming that the stronger local responses are associated with the dominant structures in the natural scene images, this stage assures that those more intense local filter responses are preserved. In the final stage, the ratio of the sum of the filter response pixels passed by the threshold operator and the sum of the total number of pixels in the filter response image was taken as a metric for assessing structural sparseness. The following is a formal description of the three-stage structural sparseness algorithm.
The first stage of the algorithm involved linear filtering in the Fourier domain. While it has been shown that the Gabor filter function provides a good fit to the response profile [30] [31] [32] [33] of simple cells in striate cortex [32] [33] [34] , using this function for filtering purposes leads to certain problems, especially when filtering at the lower spatial frequencies. Specifically, the Gabor function consists of a 2D Gaussian function in the Fourier domain, which, at the lower frequencies, tends to overlap the dc component of the amplitude spectrum. A reasonable solution to this issue is to use the log-Gabor function, which will always approach zero near the dc component and has been argued to be more representative of the Fourier response of simple cells in striate cortex [3, 35] . In the Fourier domain, the log-Gabor filter can be expressed as
LG͑f
where f i and j represent any given position in polar coordinates, R represents a given radius vector (i.e., the spa-tial frequency dimension), F peak is the central spatial frequency of the log-Gaussian function, 1 is the spatial frequency bandwidth of the log-Gaussian function, ⌰ represents a given angular arc vector (i.e., the orientation dimension), and 2 is the orientation bandwidth of the Gaussian function (refer to Fig. 4 for further details).
After inverse discrete Fourier transforming a given natural scene image's amplitude-filtered spectrum (filtered with a log-Gabor filter centered at one of the five spatial frequencies and at one of the 12 orientations), and its respective non-phase-filtered phase spectrum into the spatial domain, the pixels of the filter response image were passed to a threshold operator, stated formally as
where F T ͑x , y͒ is a map of all filter responses passed by the threshold operator, F R ͑x , y͒ is the filter response image itself, and F rSD is the sample standard deviation of the pixel values in F R ͑x , y͒ multiplied by 1.5.
The final stage of the structural sparseness algorithm involved taking F T ͑x , y͒ for each of the 60 filters in the log-Gabor filter bank and applying the following operation:
Here, the structural sparseness metric (SSM) is local (in the Fourier domain), LSSM, and is a measurement of the overall activity for each of the 60 log-Gabor filters for a given natural scene image, which serve to quantify the relative sparseness of the structures at a given range of spatial frequencies and orientations and may reflect the amount of striate cortex activity (i.e., the degree of sparseness of the cortical representation associated with a given natural image for a given range of spatial frequencies and orientations). We then collapsed across all LSSMs by taking the average of those values as a metric of the total image structural sparseness, SSM, for each natural scene image in our image set (see Fig. 5 for examples). Since this metric consists of the ratio of filter responsiveness to the total number of pixels available, images assigned smaller SSMs possessed fever local structures (i.e., more sparse) compared with images assigned larger SSMs, which possessed a relatively higher amount of distributed local structures (i.e., less sparse).
E. General Psychophysical Procedure
The general psychophysical task in all of the experiments in the current study consisted of a four-alternative forced choice (4AFC) match-to-sample paradigm. For any given trial, observers were presented with a fixation dot (0.82°v isual angle) placed at the center of the display monitor for 500 msec, followed by one of the phase-filtered natural scene test stimuli for 250 msec (i.e., the test interval), followed by a white-noise masking stimulus for 500 msec, followed by four nonphase-spectrum-filtered natural scene stimuli (three distracter images and one target im- Fig. 4 . Illustration of the different stages of the log-Gabor filter construction process in the Fourier domain. Left to right, 2D polar coordinate reference map depicting the coordinate system (i.e., f and ) and the axes utilized to construct the log-Gabor filter (i.e., the radius, or spatial frequency axis, f, and the angular arc, or orientation axis, ); radial log-Gaussian filter component; theta Gaussian component; combination of the radial log-Gaussian and theta Gaussian components to give the log-Gabor filter; and an example of this filter in the spatial domain that has been assigned an even-symmetric local absolute phase angle. Note that this example gives only the real component. Fig. 5 . Example natural images that have been assigned a SSM value. Smaller SSMs indicate higher degrees of overall structural sparseness (i.e., images contain relatively fewer edges/contours), while larger SSMs indicate lower degrees of structural sparseness (i.e., images contain relatively more edges/contours). age). All stimuli possessed the same mean luminance and rms contrast as the test image, presented simultaneously (in quadrant fashion) for 2000 msec (i.e., the 4AFC interval) and followed by an empty display (set to mean luminance) where the observers were required to make a response via key press (the duration of the response interval was unlimited). Auditory feedback was provided, and all stimuli were viewed binocularly. The task of the observers was to indicate which of the 4AFC images best matched the test stimulus. Thus, observers were required to use whichever structures were present in the phasefiltered test stimulus in order to match it to one of the four nonphase-filtered stimuli (refer to Fig. 6 for further details).
Prior to each experiment, all non-phase-filtered stimuli were passed through the structural sparseness algorithm (Subsection 2.D), which assigned each image a SSM value. The images were subsequently ranked in order according to their SSM value. The ranked images (1500 in total) were then parsed into five equally spaced bins, with 300 images assigned to each bin; the bins were ranked in order of increasing averaged structural sparseness (averaged with respect to the structural sparseness metric assigned to each image within each bin). Within each bin, all images were further parsed by randomly assigning each image to one of three central frequencies (mentioned above), resulting in 100 images per central frequency. For each central frequency group, the 100 images were split into ten sets (ten images per set); within each set, one of the PP FILT widths was assigned to each image. Thus, for a single experimental session in which all 1500 images were tested, ten repetitions of a given PP FILT width were carried out for a given averaged sparseness level and a given central frequency; note that the test images did not repeat within a single experimental session. The order in which a given PP FILT width for a given central frequency and given level of structural sparseness was presented was random. Each experimental session was repeated three times (resulting in 4500 trials per experimental session). All observers were allowed practice sessions to familiarize themselves with the task prior to engaging in the experimental sessions. Estimates of PP FILT width threshold, assessed with the MATLAB toolbox package Psignifit [36, 37] , were calculated for performance across the range of PP FILT widths for each level of sparseness and central frequency across experimental sessions. Threshold estimates were averaged across all observers for each of the experiments in the present study.
EXPERIMENT 1
To provide some insight into the issues raised in Section 1, we gathered a large set of natural scene imagery that we subjected to systematic phase-spectrum randomization. This procedure allowed us to selectively randomize portions of the phase spectrum of a given image from our image set, while at the same time preserving a portion of the spectrum centered at one of three different spatial frequencies. By varying the amount of the phase spectrum that was preserved, we measured the bandwidth of the phase preservation needed for human observers to identify which of four non-phase-randomized images corresponded to the partially phase-randomized image at each of three different central spatial frequencies. However, since natural scenes vary with respect to (1) the type of structures they contain, and (2) the relative amount of those structures present in a given image, we selected images with a range of structure types (see below) and grouped the images with respect to the amount of structures they contained (i.e., with respect to their structural sparseness, refer to Subsection 2.D).
A. Method
A total of 1500 natural scene stimuli were used in the current experiments, selected from three different natural scene image databases. The first image set consisted of 990 RGB 1600ϫ 1200 pixel images that were selected from the same image database utilized by Hansen et al. [7, 27, 38] . The second image set consisted of 400 RGB 2560ϫ 1920 pixel images from the color-calibrated database maintained by the McGill Vision Research Unit (http://tabby.vision.mcgill.ca). The third image set consisted of 110 gray-scale 1536ϫ 1024 pixel images from the linear image category of the van Hateren image database [39] (http://hlab.phys.rug.nl/imlib/index.html). All RGB images were converted to gray scale using the standard National Television Standards Committee formula [i.e., luminosity= ‫ء992.0‬ R͑x͒ + ‫ء785.0‬ G͑x͒ + ‫ء411.0‬ B͑x͒]. The full set of images was assembled by cropping 512 ϫ 512 pixel regions from the central portion of all image sets. The images in this set contained a range of content from purely natural structures (e.g., trees, field grass, general foliage, etc., imaged from various distances, devoid of any carpentered structure) to images containing only carpentered structures (e.g., buildings, roads, furniture, etc, imaged from various distances). Specifically, the full image set contained (1) images made up of only natural structures (total of 854 images), (2) images containing a mix of natural and carpentered structures (total of 329 Fig. 6 . Example intervals from a given experiment session trial. Left (test interval), test image that has been filtered with PP FILT (bandwidth= 1.2 octaves). Right (4AFC interval), three nonphase-filtered distracter images and one nonphase-filtered target image, which has a light-gray border (note that the test interval preceded the 4AFC interval). The task of the observer was to indicate which of the four-alternative images corresponded to the preceding test image. In this example, taken from Experiment 1, the three distracter stimuli are matched with respect to the type of content contained in the target/test image (i.e., carpentered structure).
images), and (3) images with only carpentered structure (total of 317 images); refer to Fig. 7 for examples.
Prior to carrying out the experiment, all natural images were assessed for the total amount of structures each contained (i.e., each was assigned a SSM value (see Subsection 2.D). Following this assessment, the images were ranked and grouped (Subsection 2.E) according to each image's SSM. All images were then filtered and displayed according to Subsection 2.C and 2.E, respectively. For the current experiment, for any given trial, a partially phase-randomized test image was randomly drawn from one of the central spatial frequencies at which PP FILT was centered. Following the presentation of the test image, three simultaneously presented distracter images (presented along with a fourth target image) were matched with respect to the type of structure (i.e., natural, natural-carpentered, or carpentered structure) contained in the target/test image, but were not matched with respect to SSM (i.e., Fig. 6 ).
B. Results and Discussion
The results from the current experiment show a clear dependency of the amount of phase alignment (measured by the bandwidth of PP FILT in octaves) needed to successfully match natural image structures on the relative structural sparseness of the natural structures (refer to Fig. 8 ). Specifically, for natural images that were sparse with respect to their structures (i.e., edges, lines, contours), relatively less phase alignment was needed, compared with images that were less sparse (i.e., contained more structure), which required more phase alignment (i.e., a broader PP FILT bandwidth) to match natural scene structure; an effect similar to that found by Pelli et al. [40] with letters. In addition, this dependency was not modulated by the central spatial frequency of PP FILT ; that is, the same trend was present in all three central frequency conditions. The above observations were confirmed statistically by testing (1) the main effect of structural sparseness and (2) the interaction among the three central frequencies of PP FILT across the five levels of structural sparseness. Both tests were carried out in a 3 ϫ 5 two-way repeated measures analysis of variance (ANOVA), which revealed that the main effect of structural sparseness was significant, F ͑4,28͒ = 44.25, p Ͻ 0.000, and a nonsignificant interaction, F ͑8,56͒ = 1.28, p Ͼ 0.05.
Additionally, there is a clear bias in favor of preserving phase alignment near 6 cpd, indicating that, regardless of the level of structural sparseness, a lesser amount of phase alignment is needed compared with the other two central frequencies in order to successfully perform the task. This observation was verified statistically by first testing the main effect of central frequency of the phasepreserving filter in a 3 ϫ 5 two-way repeated-measures ANOVA, which yielded a significant effect: F ͑2,14͒ = 22.52, p Ͻ 0.000. Follow up dependent samples t-tests (data averaged across structural sparseness levels) revealed significant differences between the 6 and 3 cpd conditions, t ͑7͒ = 6.05, p Ͻ 0.01 and the 6 and 12 cpd conditions, t ͑7͒ = 7.90, p Ͻ 0.000.
Since the stimuli in the current experiment contained different types of structure (i.e., ranging from natural to carpentered), it would be useful to know if the relationship between the amount of phase alignment needed to perform the structure-matching task and the relative structural sparseness was present across the different types of image structure. To carry out this analysis, the data were grouped with respect to the three image categories mentioned in Subsection 3.A and are shown in Fig. 9 .
The result of that analysis shows that the relationship was present for each of the three different structure-type images (albeit somewhat stronger for the natural structure image category). This observation was confirmed statistically via three 3 ϫ 5 two-way repeated measures ANOVAs, carried out for each image structure-type category. The main effect of sparseness level was significant for all three images structure categories: natural structure, F ͑4,28͒ = 63.96, p Ͻ 0.000; natural-carpentered structure, F ͑4,28͒ = 9.77, p Ͻ 0.000; and carpentered structure, F ͑4,28͒ = 9.77, p Ͻ 0.000.
In summary, the general finding from the current experiment is that the amount of phase alignment (controlled by partial phase-spectrum preservation) needed to Fig. 7 . Examples of natural scene images from the three different content-type categories. Left column, two images from the "natural only" category. Middle column, two images from the "natural-carpentered mixed" category. Right column, two images from the "carpentered only" category. successfully match natural image structure depends on the relative sparseness of the structures present in the imagery as defined in Subsection 2.D. The difference in overall threshold among the three different spatial frequency conditions (e.g., a clear bias near 6 cpd) suggests that the visual system is likely equipped with a network of feature integrators that integrate over specific spatial frequencies (i.e., integrated feature channels). However, since the current experiment utilized images with recognizable structures, it is not clear whether the current results speak to lower-level feature integrators or to higherlevel structure integrators.
EXPERIMENT 2
The primary aim of Experiment 2 was to determine if the data observed in Experiment 1 reflected activation of lower-level feature integrator mechanisms (involved in binding features into perceivable structures) or higherlevel structure integrators (likely involved in binding structures into recognizable objects). The results of Experiment 1 do indicate that there is likely more than one of either of the above-mentioned mechanisms. Also, since there was an observed dependency of overall threshold among the three different central spatial frequency conditions, it seems more likely that the lower-level process is involved. However, based on the findings of Experiment 1, the involvement of the higher-level mechanism cannot be entirely ruled out. Accordingly, the purpose of the current experiment was to repeat Experiment 1, but instead of natural images, we utilized a set of synthetic images that contained naturalistic structures; however, the structures themselves did not form any recognizable objects (i.e., nothing could be integrated into recognizable objects).
A. Method
The only difference between Experiments 1 and 2 is the type of stimuli that were utilized. Prior to running Experiment 2, a set of synthetic images (mentioned above) was constructed. The images were constructed using the natural image set employed in the first experiment. Since Experiment 1 showed that performance depended on the sparseness of image structures, we constructed a synthetic image set that maximized the structural sparseness at five different spatial frequencies and four different orientations. This was done by using the 60 different LSSMs produced by the structural sparseness calculation algorithm (Subsection 2.D) for each natural image. Since that algorithm produced LSSMs for twelve different orientations for five different central spatial frequencies, we averaged across 3 orientations centered at vertical, 45°o blique, horizontal, and 135°oblique for each of the five central spatial frequencies. Thus each natural scene image was assigned 20 locally averaged LSSMs. The next step was to rank the natural scene image set 20 different times with respect to each locally averaged LSSM (i.e., ranked according to structural sparseness for each of four orientations for each of five spatial frequency ranges). Next, composite phase spectra were constructed by selecting the range of orientations and spatial frequencies in the phase spectra of the natural images associated with each of the 20 locally averaged LSSMs for each rank and assigning those phase angles to their respective position in a composite spectrum (see Fig. 10 ). Stated formally, for a given composite phase spectrum (in polar coordinates) 
where CP ⌽ ͑f i , j ͒ is a given composite phase spectrum for a given structural sparseness rank, r, across all of the 20 different natural image averaged LSSMs, N͑f , ͒ is the phase spectrum of a given natural image ranked according the LSSM associated with each range of spatial frequencies, indexed as ⌽r SF , and orientations, indexed as ⌽r O . The parameters controlling the specific range of spatial frequencies and orientations of the phase angles passed to the composite spectrum are SF L and SF H , corresponding to the upper and lower bounds of a given range of spatial frequencies and, O 1 and O 2 , corresponding to the bounds of a given range of orientations. Once all composite spectra were assembled, each was assigned an isotropic amplitude spectrum using Eq. (2) and subsequently inverse discrete Fourier transformed. The result of this procedure was 1500 synthetic images, relatively balanced across orientation and spatial frequency with respect to structural sparseness. The set of images was then assigned an SSM value by which they were ranked as described in Subsection 2.E (see Fig. 10 for examples). The partial phase-randomizing and experimental paradigm was identical to that in Experiment 1.
B. Results and Discussion
The results from the current experiment were virtually identical to Experiment 1 (see Fig. 11 ). While the data from Experiments 1 and 2 are quite similar, it is interesting to note that the observed dependency of performance on structural sparseness does appear steeper for the current experiment (cf. Fig. 8 ), likely due to the fact that the current stimuli contained no recognizable objects. Since the stimuli used here did not possess any recognizable objects, it is very likely that performance is being mediated by the feature integrator process. As in Experiment 1, the bandwidth of phase alignment needed to match naturalistic structures depends on the structural sparseness of the stimuli, a trend that was not dependent on the central frequency of PP FILT . These observations were verified statistically with a 3 ϫ 5 two-way repeated measures ANOVA, which yielded a significant effect of structural sparseness, F ͑4,24͒ = 38.68, p Ͻ 0.000, and a nonsignificant interaction between spatial frequency and structural sparseness, F ͑8,48͒ = 1.46, p Ͼ 0.05. Additionally, the main effect of central frequency of PP FILT was significant, F ͑2,12͒ = 9.88, p Ͻ 0.01, and follow-up dependent samples t-tests revealed significant differences between the 6 and 3 cpd condition, t ͑6͒ = 3.57, p Ͻ 0.05, and the 6 and 12 cpd condition, t ͑6͒ = 4.32, p Ͻ 0.01.
EXPERIMENT 3
The results of Experiments 1 and 2 provide support that the visual system possesses a network of feature integrator channels that integrate over specific spatial frequencies, and that the bandwidth of phase alignment needed to drive such channels is very much dependent on the relative amount of structure present in a given visual scene. While the fact that the overall thresholds in both of the previous experiments were dependent on the spatial frequency range of phase alignment argues that these mechanisms operate independently, it is not conclusive. Accordingly, the aim of the current experiment was to repeat Experiment 2 except with a different set of stimuli. We wanted to test whether the bandwidth of phase alignment that was needed across a given range of spatial frequencies to match naturalistic structure at a given range of frequencies was influenced by structural sparseness at other frequencies outside of that given range. To that end, we constructed two sets of synthetic images that contained naturalistic structures that were fixed at one of two different levels of structural sparseness near 3 and 12 cpd (with 6 cpd structural sparseness allowed to vary).
A. Method
The only difference between Experiments 2 and 3 is the type of stimuli that were employed. Before running the current experiment, two sets of synthetic images (mentioned above) were constructed. The synthetic images were constructed using the natural image set employed in the first experiment, and the method by which they were constructed was similar to that used to create the synthetic images used in Experiment 2. The primary difference between the synthetic images constructed here and those used in Experiment 2 is that instead of creating synthetic images that ranged from high structural sparseness to low structural sparseness, we constrained the 3 and the 12 cpd spatial frequency ranges to possess an approximately constant amount of structural sparseness (two levels, high sparse and low sparse), while allowing the 6 cpd frequency structures to range from high structural sparseness to low structural sparseness. With this paradigm, if the feature integrator channels operate independently, one would expect to find the same performance dependency on structural sparseness near 6 cpd observed in Experiments 1 and 2, with approximately constant performance near 3 and 12 cpd. For Experiment 3, two sets of synthetic images (1500 images in each set) were constructed using a modified version of Eq. (8) . Set 1 consisted of images that contained an approximately fixed amount of high structural sparseness (fixed in the range LSSM= 0.09± 0.005) near the 3 and 12 cpd spatial frequency ranges. Set 2 consisted of images that contained an approximately fixed amount of low structural sparseness (fixed in the range LSSM = 0.11± 0.005) near the 3 and 12 cpd spatial frequency ranges. In both sets, the structures in the 6 cpd range were identical to those used in Experiment 2, and therefore ranged from high structural sparseness to low structural sparseness. All images in both sets possessed an isotropic amplitude spectrum constructed with Eq. (2). Both sets of images were then assigned an SSM value, based on the structure near the 6 cpd range, by which they were ranked as described in Subsection 2.E. The partial phase randomizing and experimental paradigm was identical to that in Experiments 1 and 2, except that since two stimulus sets were used, each observer repeated the experimental sessions three times for each set of synthetic images (sessions were blocked by image set).
B. Results and Discussion
In both of the insets in Fig. 12 it is clear that the amount of phase alignment needed near 6 cpd is dependent on the structural sparseness within the 6 cpd range, regardless of the level of structural sparseness outside that range. This finding supports the notion that these processes operate independently. This observation was verified statistically with a 2 ϫ 5 two-way repeated-measures ANOVA using the reasonably conservative Huynh-Feldt correction to adjust the degrees of freedom. Here, we were interested in testing both the main effect of sparseness level of the 3 and 12 cpd ranges (i.e., to determine if the two 6 cpd curves shifted vertically), fixed at SSM= 0.09 and SSM= 0.11, as well as the interaction of the 6 cpd data for the two fixed sparseness levels of the 3 and 12 cpd structures. As the data suggest, both the main effect of fixed sparseness for structures outside of the 6 cpd range as well as the interaction were not significant: F ͑1,3͒ = 0.489, p Ͼ 0.05, and F ͑2,5͒ = 4.03, p Ͼ 0.05, respectively. Likewise, the amount of phase alignment needed to match naturalistic structures for both 3 and 12 cpd remained relatively constant, despite the variable structural sparseness near the 6 cpd range. This was verified with four one-way repeated-measures ANOVAs, one for each sparseness level of the 3 and 12 cpd structure stimuli. In all tests, no significant effects were obtained, indicating no effect of the level of sparseness of the 6 cpd structure: for the 3 cpd structure fixed at SSM= 0.09, F ͑4,12͒ = 1.85, p Ͼ 0.05, and Data from the condition where the stimuli contained a fixed amount of structural sparseness (SSM value of 0.11) for structures in the 3 and 12 cpd range, and where the structures in the 6 cpd range were allowed to vary. Note that in both insets, the threshold phase alignment bandwidth needed to match natural image structures at 6 cpd increases with structural sparseness of the image structures near 6 cpd. That is, the ability to match the 6 cpd image structure was not influenced by the amount of structures present at spatial frequencies outside that range. Refer to the text for further details.
fixed at SSM= 0.11, F ͑4,12͒ = 1.39, p Ͼ 0.05, and for the 12 cpd structure fixed at SSM= 0.09, F ͑4,12͒ = 3.04, p Ͼ 0.05, and fixed at SSM= 0.11, F ͑4,12͒ = 1.73, p Ͼ 0.05.
DISCUSSION AND CONCLUSIONS
The fundamental issue to which the current experiments address is that if the early human visual system distributes the processing of any given scene amongst striate neurons tuned to different spatial frequencies and orientations, how is this information integrated into a coherent scene? There have been a number of studies that have approached this issue from the perspective of contour integration. Specifically, Field et al. [41] investigated the rules that the human visual system employs to group localized elements that make up a contour path across space; they found that when the elements of the paths were oriented within ±60°of each other, humans could reliably integrate and segment contours embedded in a field of randomly oriented elements (but see Ledgeway et al. [42] ). Since then, a series of studies have investigated the spatial frequency tuning of the contour integration process [43] , the roles of contour element polarity and symmetry in contour integration [44, 45] , and scale combination and phase alignment of the contour elements [46] , to name a few. The focus of those studies was on the integration of edge-like elements across space, and hence the studies could be grouped with the feature integration process targeted by the current set of experiments. However, instead of examining the relative amount of phase alignment needed to activate the feature integration process across space (as investigated by Dakin and Hess [46] ), the current experiments investigate how this process integrates across spatial scale as a function of phase alignment. The results from all of the current experiments argue that the amount of phase alignment needed to match natural and naturalistic structures or contours greatly depends on the overall sparseness of the structures present in the stimuli. Additionally, the fact that different overall thresholds were observed for the different central spatial frequencies argues that the network of feature integrators possesses channels in which specific ranges of spatial frequencies are integrated and that those channels operate independently of each other.
It is difficult to speculate at what level in the visual pathway the feature integration process operates. At the level of striate cortex, it has been shown that simple cells are sensitive to absolute phase relative to their receptive fields [30, 47, 48] . Complex cells, on the other hand, are not tuned to absolute phase relative to their receptive field but are tuned to relative phase alignments across frequency in any position within its receptive field [47, 49] . For example, simple cells will respond similarly to natural scene patches as well as their phase-scrambled versions, whereas complex cells respond better to natural scene patches as opposed to their phase-scrambled versions [17] . The only difference between the phasescrambled natural scene patches and their nonphasescrambled natural scene versions is in their phase spectra (i.e., both sets of stimuli possessed identical amplitude spectra), suggesting that complex cells may represent an early neural substrate carrying the information utilized by the feature integrator process. This conjecture is further supported by nonlinear Volterra filtering [50, 51] , which has been argued to mimic the processes of subclasses of complex cells [50, 51] and which exploits complex structures of natural scenes.
