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ABSTRACT
Hydraulic fracturing has revolutionized the oil and gas industry in North America. At the
forefront of the multistage hydraulic fracturing movement involving unconventional reser-
voirs, proppant transport plays a key role in the success and failure of well completions.
Understanding the wellbore proppant transport properties can afford operating companies
insight on how to improve current well completion designs. In this work, proppant transport
is investigated in horizontal wellbores using the numerical solving capability of Computa-
tional Fluid Dynamics (CFD).
CFD is a numerical solver that allows for the simulation of real-world fluid flow situations.
This work utilizes CFD to model proppant transport in a full scale multistage hydraulic
fracturing completion stage. The goal of this work was to gain a better understanding of
proppant distribution, corresponding to perforation clusters, across a hydraulically fractured
stage. Included in the work, sensitivities regarding fluid viscosity, proppant size, fluid flow
rate, and perforation design were simulated, analyzed, and compared in regard to proppant
distribution and overall erosion rate. An extreme limited entry (XLE) completion design was
used as the base stage perforation design. XLE is an industry leading perforation design.
The XLE designs used in this work were used in actual field cases, and the modeling results
are compared to field results.
The results of this research identified proppant’s inertial forces to be a driving factor
in proppant distribution and overall erosion rate. Particle inertial forces can be correlated
with the Stokes number and act as a quantifiable measurement to determine the proppant’s
dependence on the fracturing fluid. Reducing the particle inertia allows for a more even
proppant distribution across the completion stage. Perforation exit angle, fluid flow rate,
and misfired perforations have minimal impact on overall proppant distribution. The overall
erosion rate generated from the proppant across the entire wellbore is primarily related to the
iii
particle inertia. Reducing the particle inertia does reduce the erosional capability of each
proppant particle, but an increase in proppant concentration, or the number of proppant
grains, can result in higher overall erosion.
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In recent years, the global energy demand has continued to grow. 2010 alone showed an
increase of 5.6% in the global energy demand which is the largest individual year increase
since 1973 (Donnelly 2011). The trend of energy consumption is a constant increase on
a global and individual nation basis. China alone consumes approximately 20% of global
energy, which exceeds even the United States (Donnelly 2011). With the demand for energy
continuing to grow, the resources utilized to produce energy have expanded. Unconventional
reservoirs have led the way for the United States to supply enough energy in recent years to
become energy independent.
Unconventional reservoirs (primarily shale reservoirs) have helped to escalate North
America to a true player in the global energy market through the utilization of horizon-
tal wellbores combined with multi-stage hydraulic fracturing. Hydraulic fracturing relies on
fluid pumped downhole to fracture the reservoir and proppant to fill the fractures. Once
pumping has stopped, the internal fractures relax and close, and proppant remains in the
fracture to hold the fracture open thus creating conductivity. Relying on the fracture per-
meability instead of the much tighter reservoir matrix permeability results in significantly
higher production and eventually higher reserve recovery. The success of a well is significantly
impacted by the success of the hydraulic fracture completion.
The success of the hydraulic fracture treatment, from a completion’s perspective, is quan-
tified by evenly distributed proppant across an individual treatment stage. To reach the goal
of even proppant distribution, understanding how the proppant is transported and diverted
while pumping the fracturing stage is key. Limited entry (LE) completion designs, a tech-
nique of limiting the number of perforations to achieve a high bottom hole treating pressure
(BHTP), have been used for a more even distribution of fracture fluid across a completion
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stage (Lagrone and Rasmussen 1963). With multistage hydraulic fracturing using such a
high number of stage completions for each well, the question needs to be addressed: how
well does proppant follow the fracturing fluid flow?
1.1 Motivation
With the North American oil and gas industry moving towards unconventional reservoirs,
domestically the face of oil and gas is changing. A dramatic change to the standard operating
procedure (SOP) is the higher cost portion allocated to completions. Completions costs are
becoming the focal point of reducing initial well costs (Bhattacharya et al. 2018). Because
horizontal wells use such high volumes of fluid and proppant with each stage, cost becomes
a key parameter in completion designs. Approximately 50-70% of the perforations take fluid
and proppant during perf and plug hydraulic fracture treatments, referred to as the comple-
tion cluster efficiency (Ugueto et al. 2016). When wells are turned over to production teams,
operators are hoping for 100% of the perforations to contribute to the overall production
when in reality only approximately 68-85% of perforations produce fluid, referred to as the
production cluster efficiency (Ugueto et al. 2016). Trying to bridge the gap between the
completion cluster efficiency and production cluster efficiency may not reduce completion
costs but will make more out of each completion dollar spent.
The lack of optimized proppant placement is a likely culprit for the disconnect of com-
pletion and production cluster efficiency. The technology utilized to estimate the placed
proppant is primarily proppant tracers which is limited by the depth of investigation of the
associated logging tools. While the depth of investigation limitation doesn’t allow for an
understanding of the propped fracture length, it can indicate what clusters were treated
(Senters et al. 2015). Using proppant tracers to estimate the completion cluster efficiency in
combination with fracture simulators is the industry’s best estimation for completion design.
In a global energy climate that is moving towards “green and clean” energy as much
possible, a natural gas transition could help supply the energy market with a lower emissions
option while the “clean” energy transition is occurring. Domestic shale reservoirs have a
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substantial amount of natural gas production associated with them. Figure 1.1 depicts the
historic and estimated natural gas production in the United States over the next couple of
decades. Shale reservoirs are the primary projected contributor of natural gas which is all
achieved with multistage hydraulic fracturing.
Figure 1.1: Projected US dry natural gas production through 2040 in TCF (Roberts et al.
2018).
With the utilization of multistage hydraulic fracturing completions, unconventional reser-
voirs are a viable asset for operating companies to pursue. Understanding proppant transport
within the wellbore during hydraulic fracturing has the potential to improve the comple-
tions cluster efficiently, and in turn improve the production and estimated ultimate recovery
(EUR) of each well. While reducing completion costs will likely continue to be the over-
all goal, increasing completion spending efficiency is a close second. Through an improved
understanding of proppant transport, proppant divergence can possibly be improved. Ideal
proppant divergence would be an equal amount of proppant exiting each cluster and theo-
retically treating all the clusters evenly and effectively.
3
1.2 Research Objectives
The main objective of this research is to gain a better understanding of proppant trans-
port and how that translates to completion cluster efficiency. Using computational fluid
dynamics (CFD) to estimate proppant transport offers the ability to predict a variety of
variables that could occur during each completion stage. The specific objectives of the
project are as follows:
1. Develop a CFD model that can be tested and validated against previously performed
experiments and field trials; and,
2. Develop a 250-foot (single completion stage) CFD model to test the impacts of different
parameters on the hydraulic fracturing design and associated proppant transportation and
divergence. The parameters to be varied include the proppant size, fracture fluid viscosity,
fracture fluid rate, perforation shot angle, perforation size, and the affect of a “misfired”
perforation. The general sensitivity model uses perforations with strictly zero-degree phasing.
A misfire refers to the occasion when the perforation gun fires a shot that is not within a
+/- 30
o
angle from zero-degree phasing.
The project was performed in conjunction with a field data set provided by a North
American operating company. The company’s project objectives were previously outlined
prior to this current work, and the verification field trials were all provided for the sake of
this project.
1.3 Methodology
The primary methodology used is a discrete phase model (DPM) with a commercial CFD
software, Ansys Fluent. CFD is an engineering tool that allows for detailed simulations
regarding a variety of fluid mechanics scenarios. DPM allows the presence of proppant and
the subsequent tracking of the proppant particles within the fracture fluid. The primary
assumption made using a DPM model is that the particles (proppant) have no physical
interaction with one another and are only affected by the continuous phase (fracture fluid).
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The DPM assumption can be made for any situation where the solid particle makes up less
than 15-20% of the total volume in the system. For a reference point one pound per gal
(ppg) of proppant loading is equivalent to 4% of the total fluid volume.
A steady state model was used for the simulations based on a computational expense
basis. The time required for a transient simulation for a realistic hydraulic fracturing stage
is dramatically greater than that of the steady state simulations. With a steady state
simulation, the proppant exiting the system is on a rate basis as opposed to a total mass




LITERATURE REVIEW AND PROJECT BACKGROUND
Due to the overwhelming success that multistage hydraulic fracturing has had on the
North American oil and gas industry, research surrounding many aspects of hydraulic frac-
turing has been conducted. In this chapter, a summary of relevant discoveries surrounding
hydraulic fracturing, fluid and proppant divergence measures, perforation impact, and com-
putational fluid dynamics’ (CFD) contribution to oil and gas completions are provided with
a literature review.
2.1 Hydraulic Fracturing in Unconventional Plays
Hydraulic fracturing has taken place in the oil and gas industry for decades in conven-
tional wells. Hydraulic fracturing can be used in conventional reservoirs to stimulate past
formation damage and improve wellbore connectivity to the reservoir. The implementation
of hydraulic fracturing has also opened the opportunity to produce unconventional reser-
voirs at an economic rate. Understanding the differences between the hydraulic fracturing
process and goals between conventional and unconventional reservoirs can be fundamental
to improving application practices (Saldungaray and Palisch 2012).
Hydraulic fracturing completions in unconventional reservoirs hold several different as-
pects when compared to conventional reservoirs. Unconventional reservoirs possess extremely
low permeability and commonly are associated with horizontal wellbores. Horizontal well-
bores allow for the creation of multiple transverse fractures that help drain the nearby
reservoir (Saldungaray and Palisch 2012). Figure 2.1 illustrates the transverse hydraulic
fractures created by the completion of a horizontal wellbore.
The transverse fractures are initiated and propagate towards the maximum horizontal
stress direction. Additionally, low viscous “slickwater” has become the industry standard
fracturing fluid to counter the rise of completion costs. Along with efforts to reduce fluid
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Figure 2.1: Ideal illustration of transverse fractures created from a horizontal wellbore. The
fractures develop in the direction of the maximum horizontal stress (Crosby et al. 2001).
costs, a host of new, and less expensive, non-API-standard sands are being used as proppant
(Barree et al. 2018).
The overall desire and consequent trend in the industry is to reduce costs as much as
possible while maintaining or even increasing production rates and reserves (Schubarth et al.
2019). Completion costs are now holding approximately 50% of total initial well costs in
modern unconventional reservoir wells (Almulhim et al. 2020). After decades of improving
drilling practices to reduce drilling costs, logic lends itself to attempting to reduce completion
costs. New techniques to reduce time spent on location during completions operations have
been implemented due to the high cost now associated with hydraulic fracturing. In recent
years “plug-and-perforate” combined with “zipper fracturing” is a methodology that has been
adopted by many operating companies, especially in shale play areas (Somanchi et al. 2018).
Zipper fracturing allows for completing multiple wells at one time, allowing for nearly double
the amount of stages to be completed in the same amount of allotted time (Algarhy et al.
2019). Zipper fracture completions have several positive outcomes from the methodology but
the reduction of time on location is the most beneficial result from an economic perspective.
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2.2 Limited Entry and Extreme Limited Entry Completion Design
Multistage hydraulic fracturing stimulation designs have taken many forms within the
last decade with limited entry completions becoming an industry front runner from the
potential for a more even fracture geometry (Ugueto et al. 2016). Limited entry is the
theory of combining a reduced number of perforations, or reduced perforation size, with
higher injection rates to increase the bottom hole treating pressure (BHTP) (Cramer et al.
2019). Limited entry has been found to aid in evening fracture fluid distribution (Lagrone
and Rasmussen 1963). Extreme Limited Entry (XLE), which employs even more dramatic
treatment conditions, has been found to create the most even fluid distribution along a
horizontal well cluster series (Somanchi et al. 2018).
Success with XLE has been found in the form of fluid distribution, but the uncertainty
of the proppant distribution still remains. Proppant placed within the fracture is the long
term goal as the proppant allows fractures to have conductivity. Understanding the fracture
conductivity is a key parameter in designing not only a successful completion but an economic
one. Proppant pack width has been found to be a dynamic parameter from reservoir stresses
and fluid flow altering the proppant pack (Barree et al. 2018). In general, the proppant
pack conductivity will decrease over time reducing the deliverability of each fracture in the
production system. Limited entry designs have shown success distributing fluid across a
multi-perforated completion stage but the proppant distribution is more of the key design
parameter. Understanding that with time the proppant concentration within a fracture
decreases (Barree et al. 2018) emphasizes the need for adequate proppant distribution from
the initial completion.
Equation 2.1 outlines the input parameters to predict the pressure drop across the per-








∆Pp is the pressure drop across an orifice or perforation, psi;
Q is the injection rate, bpm;
ρ is the fluid or slurry density, ppg;
Cd is the discharge coefficient of the orifice or perforation;
N is the number of orifices or perforations; and,
D is the orifice or perforation diameter, inches.
From Equation 2.1, the discharge coefficient and the perforation diameter can significantly
affect the pressure drop across the perforations. The perforation diameter is raised to the
fourth power and the discharge coefficient is raised to the second power. With both variables
being in the denominator, just the slightest increase in the discharge coefficient or perforation
diameter can result in a significant loss in the pressure drop across the perforation. The
pressure drop across the perforation can be used to estimate the perforation friction on which
the ideology of limited entry is based. Maintaining a high perforation friction throughout a
hydraulic fracturing treatment establishes a back pressure on the entire wellbore resulting
in higher treating pressures. The ability to maintain a high treating pressure allows the
fracturing fluid to be more evenly distributed through multiple flow channels (perforations)
into the formation. The bottom hole treating pressure (BHTP) is directly dependent on the
pressure drop across the perforations reflected in Equation 2.2 (Roberts et al. 2018).
BHTP = Pf +∆Pp + Pτ (2.2)
where,
BHTP is the bottom hole treating pressure, psi;
Pf is the fracture pressure, psi;
∆Pp is the pressure drop across an orifice or perforation, psi; and,
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Pτ is the tortuosity pressure, psi.
Maintaining a high BHTP is the key design parameter of limited entry completions.
Investigating the components of Equation 2.2, only one parameter can be controlled by
operating companies. In general, the fracture pressure and tortuosity pressure reflect the
formation and are out of the control of the engineer designing the completion. The pressure
drop across perforations on the other hand is controllable. Maintaining the pressure drop
across the perforations, Equation 2.1, is controlled by the fracture fluid properties and rate
as well as the perforation size and frequency. Unfortunately, perforation size has also been
found to change throughout a fracture stage due to erosion (Cramer et al. 2019) which can
also impact the BHTP and the success of the treatment.
2.3 Perforation Impact
Perforation charges are required to be able to penetrate through both the casing and
cement of a well. For a projectile that will be able to open the wellbore to the formation, a
shaped charge is used. A shaped charge is created by hollowing out, or creating a cavity, at
the end of an explosive charge (McLemore 1947). Figure 2.2 displays a shaped perforation
charge detonation in chronological order.
Altering the charge loading also alters the perforation size. By altering the conical liner,
seen in Figure 2.2, in combination with difference charge loading can change the resulting
perforation. Increasing the perforation loading can increase the perforation diameter when
using the same liner, for example increasing a shaped charge from 21 grams to 28 grams
increases the perforation diameter from 3/8 in. to 1/2 in., respectively (McLemore 1947).
By altering the liner angle of the charge can act to redirect the severity of the charge resulting
in deeper or wider perforations, depending on the direction of the manipulation (Kececloglu
1991). Shaped charges have been used by the oil and gas industry for perforation purposes
for decades and are still used today. The erosion of perforations is a critical issue, especially
in limited entry completion designs as this behavior alters the overall pressure drop, and the
10
Figure 2.2: Diagrammatic sketch of conically lined shaped charges (McLemore 1947). From
the top of the diagram to the bottom is the beginning and the end of the perforation blast.
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discharge coefficient and perforation diameter are parameters that are significantly affected.
Along with the proven success of limited entry techniques comes the drawback of perfo-
ration erosion. Through video-based perforation imaging, the presence of perforation erosion
is known in horizontal wells and can be correlated to reducing the pressure across the perfo-
ration (Cramer et al. 2019). With the knowledge of erosion taking place at the perforation
during a fracturing treatment, the next step is to determine how detrimental the erosion
rate of the perforation is to the overall success of the treatment. Figures gathered from
video-based perforation images show the visual difference of after-treatment perforations
from erosion by the proppant. Figure 2.3 shows that the erosion of the perforations is more
significant towards the heel of the hydraulic fracturing treatment stage than that of the toe.
Figure 2.3: After-treatment images of a wellbore with zero-degree phasing perforations,
orientated to the high side (top) of the horizontal wellbore. The cluster is indicated by the
red numbers on the left moving from toe (5) to heel (1), respectively (Cramer et al. 2019).
Along with the diameter changing due to the erosion of the perforations, the discharge
coefficient also changes from the erosion during hydraulic fracturing treatments. A discharge
coefficient is the ratio of the actual mass flow rate to the ideal, or theoretical, mass flow
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rate through an orifice. While the discharge coefficient is dependent on the wall angle,
exit-to-channel area ratio, orifice shape, edge radius of curvature-to-diameter ratio, and the







Cd is the discharge coefficient;
ṁactual is the actual mass flow rate, lbs per second; and,
ṁideal is the ideal mass flow rate, lbs per second.
From Equation 2.3, a discharge coefficient of one is the theoretically ideal result, and a
discharge coefficient of 0.5 would indicate that only half of the ideal mass flowrate exited
the orifice. During a hydraulic fracturing treatment, the burr produced from the perforation
is eroded away along with part of the perforation; this changes the discharge coefficient.
Figure 2.4 illustrates how the proppant can alter the perforation shape and size.
Figure 2.4: Illustration of perforation erosion during a hydraulic fracturing treatment from
Long and Xu (2017).
As the edges of the perforation are eroded, the discharge coefficient changes resulting in
a lower pressure drop across the perforations. This is assumed to be a less optimal result
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for the hydraulic fracturing treatment, especially if a limited entry design is in place, by
lowering the BHTP. Figure 2.5 shows how the erosion rate over time for different proppant
densities affects the pressure drop across the perforations.
Figure 2.5: Graph illustrating the affect erosion has on perforation pressure drop over time for
different proppant densities within the transporting fluid from Crump and Conway (1988).
The more severe slope at earlier times indicates erosion takes place more significantly at
early times.
Figure 2.5 helps to illustrate the substantial pressure drop reduction that can occur across
a perforation during a hydraulic fracturing treatment. Figure 2.5 is an experiment performed
by Crump and Conway (1988) that holds the flowrate and proppant density constant in two
separate experiments with two different proppant concentrations. The pressure drop across
the perforation with the lighter initial concentration, 2.5 ppg, is reduced by approximately
300 psi over the 30 minute experimental time while the higher initial proppant concentration,
6 ppg, pressure drop across the perforation is reduced by approximately 550 psi over a 20
14
minute experimental time. The more significant reduction in pressure drop is seen in the
higher proppant concentration suggesting that the more proppant in the system the higher
the likelihood of erosion. Understanding the impact that proppant has not only from an
erosion standpoint but also from a fracture conductivity and production prospective indicates
the opportunity for completions optimization through a better understanding of proppant
transport.
2.4 Proppant Transport
To combat the rise in completion costs, operating companies have begun relying on a low
viscous fluid commonly referred to as “slickwater.” The implementation of lower viscosity
fluid introduce potential issues that could occur during the fracture treatment. One of
the largest concerns originating from the use of slickwater is a low viscous fluid’s effect
on proppant transport. Slickwater does not have the carrying capacity that traditional
fracturing fluids have resulting in the need for lower proppant concentrations (Miskimins
and Alotaibi 2019). Additionally, to minimize the negative impact of the carrying capacity
of slickwater, the industry has moved to completing wells with smaller proppant sizes such as
100 or 200 mesh (Al-Tailji et al. 2016). One explanation for the success of smaller proppant
from a proppant transport perspective could be rooted in the Stokes number as shown in









St is the Stokes number;
ρp is the particle density, kg/m
3;
a is the particle radius, m;
Vw is the flow velocity in the wellbore, m/s;
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µ is the fluid dynamic viscosity, kg/m-s; and,
Df is the diameter of the perforation, m.
Stokes’ number can help predict the “reaction time” of a particle, proppant in this case,
within a fluid flow domain. The numerator in Equation 2.4 represents the solid particle’s
response time while the denominator represents the fluid’s response time. Figure 2.6 helps
to illustrate what behavior the size of the Stokes’ number would constitute in regards to
associated flow regime.
Figure 2.6: Illustration of how the Stokes number alters the path of the solid particles within
the fluid flow (Sinclair 2011). The dashed line represents the path of the fluid and the solid
line represents the path of the particle, in this case proppant. The higher the Stokes number,
the higher the particles inertia resulting in the particle having more independence from the
fluid. The higher the particles independence the more likely the particle will take a path
independent of the fluid.
The dashed line in Figure 2.6 represents the fluid flow into a perforation and the solid line
represents the solid particle’s paths within the fluid. The proppant’s inertia, or independence
from the fluid, can be referred to as the particle response time. In a case with a higher particle
inertia, and therefore a high independence, the proppant would be considered to have a high
response time. From Figure 2.6, looking at proppant transport, the Stokes’ number could be
the answer to why erosion seems to have a heel bias in horizontal wellbores, or more erosion
on the upstream perforations of a stage (Cramer et al. 2019). The flow rate inevitably slows
down with each perforation as the flow passes; therefore, the highest flow rate is at the
start of the hydraulic fracturing stage and lowest at the end, the heel to toe, respectively.
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Understanding the Stokes’ number and examining Figure 2.3 and Figure 2.6 suggests that the
particles cannot “turn the corner” effectively to exit the wellbore when the Stokes number
is too high.
Comparing Equation 2.4 and Figure 2.6 with the pre-described response times of the
proppant compared to the fluid can help understand potential proppant placement param-
eters. The solid’s response time is driven by the particles density, size, and the flowrate in
the system. The fluid’s response time is driven by the fluid viscosity and the size of the
perforations. In other words, if the particle response time is higher than the fluid response
time, causing a higher Stokes number, the particle acts more independently from the fluid.
Likewise, if the fluid response time is high, i.e. a lower Stokes number, the particle will be
more streamlined within the fluid path.
2.5 Computational Fluid Dynamics (CFD) Contribution to Proppant Trans-
port
CFD is a numerical solving method used to solve fluid mechanics problems surrounding
the motion of fluid. CFD can be used to solve a variety of fluid mechanics scenarios includ-
ing heat transfer, mass transfer, and chemical reactions. With the growth of computational
power, CFD has become an incredible tool to be used across any industry related to fluid
flow. CFD operates under three fundamental laws, known as the governing equations. The
governing equations include the conservation of mass (continuity equation), Newton’s sec-
ond law and force balance (momentum equation), and the conservation of energy (energy
equation). CFD is a tool that can be used in modern engineering and academia to solve
complex fluid mechanics problems on a variety of scales due to the flexibility of application
(Tu et al. 2012).
CFD is a relatively new technique to try and predict proppant transport and behavior.
Due to the amount of time required for CFD simulations, most of the current Society of
Petroleum Engineers (SPE) literature on CFD reflects small scale, single, up to four, perfo-
ration geometry simulations (Bokane et al. 2013a,b; Crespo et al. 2013; Filippov et al. 2016).
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Stokes’ number effect on proppant “turning the corner” to exit the perforations has shown
results that suggest the particle inertia, solid particle response time, is the main parameter
of proppant exiting the perforation (Bokane et al. 2013b; Filippov et al. 2016). The higher
the Stokes’ number, the more difficult for proppant to leave the system out of a 90
o
, from
the wellbore, perforation (Filippov et al. 2016).
Crespo et al.’s (2013) contribution to CFD proppant transport simulation came in the
way of a surface flow loop and an attempted match of the results with CFD. Figure 2.7 is a
schematic of the surface flow loop that was used in the experiment to tested several different
types of fracture fluid viscosities and proppant size and density.
Figure 2.7: Schematic of the surface flow loop used to test proppant transport than compare
to CFD simulations (Crespo et al. 2013).
The experiment was not matched using CFD within the same paper; however, the ex-
periment was matched using CFD within another paper (Bokane et al. 2013b). The results
from the CFD simulations done by Bokane et al. (2013b) matched the original results shown
by the flow loop in the experiment conducted by Crespo et al. (2013). Additionally, gravity
played a significant effect, higher viscosity fluid improved the proppant distribution, and
fluid flow rate showed little to no effect as long as the velocity remained above the particle
settling velocity. Another discussion point from the CFD simulation is that the perforation
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erosion effect may not play as large of a role in CFD as it did during the surface experi-
ment (Bokane et al. 2013b). Bokane et al. (2013a) also matched the Crespo et al. (2013)
experiment using the pressure data that was provided.
A similar CFD simulation was performed, simulating four individual perforations act-
ing as individual clusters by Wu et al. (2017). Their simulations used a Discrete Element
Model (DEM) approach with a CFD software. Initial results showed that the majority of
the proppant exited out of the toe side, or downstream, perforations causing a toe bias in
the proppant distribution. Wu et al. (2017) trying to match field results from fiber optics
(Ugueto et al. 2016), implemented a screen out criteria to try and replicate a heel bias. An
estimated screen-out criterion of 25% of the slurry volume being proppant would result in
that perforation no longer accepting proppant or fluid. With the new screen-out criteria in
place, the results from the Wu et al. (2017) simulation indicated a heel bias. Without the
implementation of a screen-out criteria, the CFD simulation resulted in toe bias.
CFD has also contributed to the understanding of proppant transport within the created
fracture itself. While the scope of this work is centered on proppant transport and distri-
bution from an internal wellbore perspective, it is important to note the capability of the
application of CFD in the oil and gas industry. Han et al. (2016) showed the capability of
CFD to model proppant transport within a fracture by accurately capturing the “dune” sen-
sation that proppant is known to develop. The benefit of using CFD to model the proppant
transport within the fracture is the advantage of using sensitivities. Several papers discuss
the implementation of using CFD coupled with a DEM model to accurately capture the dune
building sensation while also using fluid viscosity sensitivities (Blyton et al. 2018; Kong and
McAndrew 2017; Kou et al. 2018; Mao et al. 2019). Miskimins and Alotaibi (2019) point out
that the computational time require to achieve accurate, reliable results from simulations is
the primary drawback from operators implementing this technology. There are certainly sim-
ilarities between utilizing CFD to model proppant transport within the wellbore and within
the fracture. Again, the scope of this work is solely proppant transport and distribution
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within the wellbore and is not associated with the proppant transport within a hydraulic
fracture.
CFD has been able to adequately model proppant transport and proppant distribution on
a small scale, three-perforation flow loop (Bokane et al. 2013a,b; Crespo et al. 2013; Filippov
et al. 2016). However, this point, there has not been published research using CFD on a
full-scale hydraulic fracture stage to anticipate proppant distribution with the exception of
the work accomplished by Almulhim et al. (2020). The work presented in this thesis was
done in conjuction to the work achieved by Almulhim et al. (2020), but is presented with
more detailed results and explanation. The capability of CFD software packages may allow
for a full-scale simulation but the draw-back many operators see is the time required for
each individual simulation. Previous literature (Bokane et al. 2013a,b; Crespo et al. 2013;
Filippov et al. 2016; Wu and Sharma 2016) suggests that it would be possible to use CFD
to predict the proppant distribution across an entire stage. The capability to test proppant
distribution on a stage-by-stage basis would allow for improved capital spending and the




MODEL DEVELOPMENT AND EXECUTION
The computational fluid dynamics (CFD) model used throughout this research was built
based on comparisons to a previously published experiment seen in the literature (Crespo
et al. 2013). Once a CFD model was created and produced adequate results, a series of
sensitivity simulations were performed. The sensitivity cases were outlined to test the effect
of specific parameters on proppant distribution across a single hydraulic fracturing stage of
a horizontal wellbore.
3.1 Model Parameter Considerations
The procedure of designing and running the CFD simulations can be broken down into
three generic aspects: building the geometry, meshing the computational geometry, and
executing the simulations. While each design aspect has its individual considerations, the
purpose of each consideration is to compliment the previous or future stages of model devel-
opment.
3.1.1 Geometry
Creating a geometry that houses the CFD simulation can be done with a variety of
software, AutoCAD being the most frequently utilized. For the simulations presented, the
ANSYS DesignModeler Software (DM) was used. DM was used based on a higher level of
experience using the software. DM is a computer-aided design (CAD) system offered with
the ANSYS Workbench suite of software (ANSYS 2019). Within the geometry software, a
two or three dimensional geometry can be built. Whether or not a geometry should be two
or three dimensional depends on a number of factors. If a simulation can be pursued with
relatively acceptable accuracy with a two-dimensional model, the geometry should be two
dimensional. Two-dimensional models, in general, require less computational time resulting
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in faster results. In addition to the reduction of computational time, two-dimensional models
can be more user-friendly and can make generating a converging simulation simpler. Only if
results have the potential to be compromised without the use of a three-dimensional model
should a three-dimensional model be pursued.
Three-dimensional models have two primary drawbacks that can frequently, not always,
be solved by changing to a two-dimensional model. The first primary drawback comes
from an operational efficiency perspective. Using a three-dimensional model, in general,
requires more run time than a two-dimensional model. Three-dimensional models introduce
an increase in the number of variables in equations and can be linked to a higher number
of computational cells. In an industry setting, the ability to run a simulation in less than
half the time using a two-dimensional model while giving comparable results to that of a
three-dimensional model can reduce the time required to make day-to-day decisions. The
second primary drawback of three-dimensional models is potential issues with simulation
stabilities. Introducing another direction incorporated into the system of equations can
increase the residual error size with each iteration. In addition to another direction variable,
the three-dimensional geometries can pose issues with adequate meshing for the simulations.
With unique geometries it can be difficult to create a computational mesh that fills the
computational domain with a relatively consistently sized mesh. Too high of a variation
between cell sizes and the residual error of the simulation can also increase. With an increase
in residual error the stability of the simulation is compromised. Without a stable simulation,
the results yielded cannot be seen as reliable.
The geometry used throughout this simulation analysis utilizes a three-dimensional de-
sign. The objectives of the study were seen to rely on the accuracy of a true three-dimensional
space and outweighed the drawbacks of such. The objective of the simulation was to get a
better understanding of the impact that fluid flow has on proppant distribution across a sin-
gle stage of a hydraulic fracturing treatment. The sacrifice of time, especially in an academic
setting, is worth the potentially higher reliability of results and the improved understanding.
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Additionally, the model parameters were compared to that of previous experiments to vali-
date the accuracy of the simulations. Staying within predetermined simulation criteria help
additionally validate the accuracy of results during sensitivity simulations when there is not
real world data to compare against. The breakdown of the simulation criteria is explained
in Section 3.2 Simulation Success Criteria.
After the decision to use a three-dimensional model was made, generating the geometry
was the next objective. The sensitivity simulations used a model representing a horizontal
wellbore with 5.5-inch casing having an inner diameter of 4.778 inches. The wellbore ge-
ometry is a perfect circle with an expected gravitational force that will act normal to the
entire pipe length. The geometry additionally incorporates perforations throughout the pipe
or wellbore. The perforations for the sensitivities varied and are discussed in more detail
in following sections of this thesis. The perforations acted as circular voided areas on the
wellbore wall.
To help with the stability of the simulations, the perforations extend outward from the
main wellbore domain. The initial wellbore geometry was generated using a 25 in. diameter,
266.25 ft long, solid cylinder. From that base solid shape, the inner diameter of the simu-
lated casing was cut in addition to the perforations. The fill function within DM was used to
generate the “fluid” portion which acts as the actual CFD computational domain. Figure 3.1
and Figure 3.2 illustrate the overall geometry and the highlighted fluid portions that were
used as the computational domain, respectively. Figure 3.1, illustrating the overall geometry,
can be thought of as the cement surrounding the casing of the wellbore that will eventually
be perforated through. Figure 3.2 can also be seen as not only the wellbore but also the
perforation tunnels. The perforations end up simulating a perforation tunnel that is ap-
proximately 10 inches long. The perforation tunnels were used to extend the computational
domain away from the traditional wellbore allowing for more simulation stability.
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Figure 3.1: Part of the overall original geometry created in DM. Overall geometry can be
considered the cement around the casing of the wellbore.
Figure 3.2: Part of the computational domain geometry that utilized the fill function after




Meshing of the geometry refers to the implementation of computational cells in which
the CFD simulation is calculated. The equation set is solved on an individual cell basis with
the results being passed onto the adjacent downstream cell(s). Figure 3.3 illustrates what
the mesh looks like from the outside of the wellbore.
Figure 3.3: Part of the meshed computational domain of the sensitivity case wellbore geom-
etry. The mesh cell size becomes smaller and denser in the perforations to resolve any steep
property changes due to the dramatic change in area.
The mesh was designed to maintain accuracy that was validated through a real world
hydraulic fracturing stage which is further explained in Section 3.3 Model Validation. The
mesh of the sensitivity cases is made up of cell sizes designed to be 1e-2 square meters in
total. The size of the mesh balances computational accuracy. If the mesh is too coarse,
the mesh cannot accurately capture the variation throughout the simulation. If the mesh
is too fine, the residuals of the calculations can grow causing unreliability of the model
results. In addition to the basic mesh, inflation layers were used around the walls of the pipe
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and perforation tunnels. Additionally, a patch conforming method was used to prioritize
tetrahedron cells. Due to the circular nature of both the wellbore and the perforations,
tetrahedron cells allow for a higher quality mesh than that of square-faced cells. Figure 3.4
shows the inflation layers from the perspective of looking through the inside of the wellbore.
The inflation layers utilized a smooth transition with a growth rate of 1.2. The inflation
layers were used on both the wellbore walls as well as the perforation walls. Inflation layers
were used both to capture the no-flow boundary within the wellbore and to capture the
pressure transition zone of the perforations.
Figure 3.4: The mesh looking through the interior of the wellbore, highlighting the utilization
of six inflation layers.
The mesh size and inflation layer thickness was determined through a trial and error
method. Starting with a course mesh size, 5e-2 square meters, and a low number of inflation
layers, three. With the first course mesh, simulations were run using the lowest and highest
anticipated fluid viscosities and fluid flow rates. The mesh then had the cell size reduced to
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half the size and an increase of inflation layers, re-running the simulations. These processes
were repeated until there was a negliable difference between the velocity profile results. This
methodology allows for the use of the largest mesh size, for computational time, without
reducing the mesh accuracy. The final mesh was determined using a cell size 1e-2 square
meters and six inflation layers. The final mesh is comprised of over 12 million cells. Table 3.1
illistrates the mesh quality parameters produced from the mesh used in the model. The
average skewness was desired to be less than 0.25, which was achieved, in order to maintain
a high mesh quality.
Table 3.1: Breakdown of the model’s mesh quality. The quality parameters shown is the
element quality, aspect ratio, skewness, and warp factor.
The element quality average in Table 3.1 is slightly lower than desired. The ideal mesh
element quality is one, illustrating an average of 0.60 could be considered relatively low.
However, the cell breakdown revealed the majority of the low quality cells are associated
with the inflation layers. The tetrahedron cells in the main wellbore body have an element
quality closer to 0.88. With the element quality remaining high in the main computational
body, the mesh is adequate for the simulations. Inflation layers help to capture the gradient
of property changes near the wall of the wellbore. In the case of the sensitivities, the inflation
layers help to capture not only the flow regime development but also can influence proppant
placement results. Allowing for more computational cells in locations where the proppant is
exiting the system, as with the perforations out of the wellbore walls, allows for more reliable
results. Maintaining a high level of consistency throughout the computational mesh allows
for increased simulation stability.
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3.1.3 Simulations
Once the geometry and meshing of the domain is complete, the selection of the calculated
considerations can take place. The software used for the computational simulation was
ANSYS Fluent (Fluent), within the ANSYS workbench software package. Fluent is a broad
commercial modeling software that can be applied to industrial applications to model flow,
turbulence, heat transfer, and reactions. Fluent has the capability to be transferred to a
wide variety of industries like aviation, oil and gas, wastewater, and even healthcare with
modeling of blood flow (ANSYS 2019).
Initial concerns surrounding the simulation considerations were to reduce the time in-
tensive nature of CFD simulations. The assumption made was that a steady state model
would produce comparable results to that of a transient simulation. When transient cases
were initially simulated, the simulation run time was approximately 15 hours to produce
one second of “real time” results. This is compared to the steady state simulations which
took only 14 hours to converge into reliable results. The determination of reliable results
is discussed in more detail in the next section. Additionally, in smaller scale simulations,
involving similar boundary conditions, the transient simulations reach steady state results
in roughly seven “real time” simulated seconds. With similar results from both the steady
state and transient models on a smaller scale, the steady state assumption was carried out
into the full scale model.
The flow regime is also of importance during the simulations. To better simulate flow
development, the standard k-epsilon turbulent model was used within the Fluent software
(ANSYS 2019). The simulations all encounter turbulent flow; therefore, introducing a turbu-
lent flow calculation into the model is necessary to more accurately capture the flow regime
across the wellbore. In addition to the turbulent model, all models have an emphasis near
the wellbore wall. The inflation layers of the walls help to account for the flow regime de-
velopment at the inlet of the simulation while paired with the standard wall function. The
emphasis at the wall helps to capture the change and development of the flow regime within
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the pipe. The calculations in this experiment are particularly important due to perforations
exiting at the pipe wall. Equation 3.1 represents the Reynolds number which can be used






Re is the Reynolds number;
ρf is the fluid density, kg/m
3;
u is the velocity of the fluid across the cross section area, m/s;
L is the characteristic length, m; and,
µ is the fluid dynamic viscosity, kg/m-s.
With respect to Equation 3.1, the fluid in this situation is the fracturing fluid, the velocity
is the velocity of the fluid, and the characteristic length is the distance between the fluid
inlet and the first perforation. The reason for the characteristic length being between the
inlet and the first perforation is due to the flow velocity reduction after the first perforation.
If the flow is turbulent at the highest flow rate, a turbulent model needs to be utilized in the
model. Equation 3.2 highlights the sample calculation illistrating the need for the turbulence
model. The sample calculation uses the lowest potential fluid rates and highest potential










= 7.6x106 > 4.0x103 (3.2)
The calculated Reynolds number in Equation 3.2 identifies a turbulent flow regime. The
fluid density, velocity, characteristic length, and viscosity represent fresh water, 80 bpm in
5.5 in. casing, 17 ft between the inlet and first perforation, and a fluid viscosity of 12.6
cp, respectively. By using the lowest anticipated flow velocity and the highest anticipated
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viscosity, the sample calculation is the lowest anticipated fluid Reynolds number in the
simulations.
The simulations also utilize the discrete phase model (DPM) which is an Eulerian-
Lagrangian model. DPM allows for the creation and tracking of particles within fluid flow.
The fluid is acting as the continuous phase (Eulerian), while the particles (Lagrangian) are
dispersed with the fluid. DPM operates under the assumption that there is no particle-to-
particle interaction which is allowable with particle concentrations under 15% of the total
volume. Under the DPM assumption within CFD, the particle’s trajectory is only affected by
the forces imposed by the continuous fluid and act completely independently from other par-
ticles. The sensitivity simulations are outlined in a way in which the simulated slurry volume
will not exceed 15% proppant (equivalent to 4 ppg) allowing for the DPM assumption.
All simulations utilized the inlet as the initialization point for the simulations. The inlet
was used as the initialization point because the inlet conditions maintain relatively well
controlled parameters; in other words, the inlet conditions are easier to anticipate than that
of the outlet conditions. The steady state simulations were completed using 3,000 iterations
which allowed for acceptable stability of the simulation. The acceptable stability criteria for
the simulations is found in Section 3.2 Simulation Success Criteria. The particle iterations
were every 20 continuous fluid iterations. The reason for the discrepancy between the two
is to help with simulation stability through iterations.
For simplicity of the model, the simulations were assumed to be isothermal and the
fluid was assumed to be incompressible. These assumptions allow for less equations to be
considered during simulations. The assumptions are acceptable when considering the fluids
that are used during the simulations. Water, or a slightly higher viscosity “slick water,” is the
only fluid introduced during the sensitivity simulations. Water has frequently been assumed
to be incompressible due to the negligible compressibility value. The isothermal assumption
was made due to the velocity of fluid flow during the simulations. The flow velocity of the
fluid is generally above 75 feet per second. With such a high flow velocity, it reduces the
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ability for the water to show a significant thermal transfer. Finally, the assumption was
made that the true thermal and compressible variation would make a negligible impact on
the results so the incompressible and isothermal assumption was acceptable.
The solution methods used second order for the majority of the discretization. The
pressure-velocity coupling scheme used was SIMPLE. The gradient, pressure, momentum,
turbulent kinetic energy, and turbulent dissipation rate settings were set to least squares cell
based, second order, second order upwind, second order upwind, and second order upwind,
respectively. Using a second order solver allows for a more accurate solution than that of
first order. The under-relaxation factors used for pressure, density, body forces, momentum,
turbulent kinetic energy, turbulent dissipation rate, turbulent viscosity, and discrete phase
sources were 0.3, 1, 1, 0.7, 0.8, 0.8, 1, and 0.5, respectively. The relaxation factors utilized
were the software default values.
3.2 Simulation Success Criteria
Each sensitivity simulation needed to meet a set of criteria in order to be considered a
valid result. The reason for outlining success criteria from the beginning of the simulation
process is due to upscaling from the validation case. Without physical results to compare
the sensitivity cases to, the simulation success criteria needs to be considered and followed.
The success criteria is centered on simulation convergence. Convergence refers to the point
where the results of the simulation are no longer changing or have a negligible change. For
convergence to be achieved under the project’s outlined criteria, three standards need to be
met: all calculation residuals drop and remain below 1e-3, the output parameters become
stable and have little change with each additional iteration, and more than 90% of the
proppant (particles) exit the system.
The default residuals are the velocity in the x, y, and z directions, the continuity, and
the k and epsilon from the turbulence equations. While each of the residuals need to comply
with the criteria of dropping and staying below 1e-3, the residuals that can be more telling
of the simulation success are the continuity and the k and epsilon values. The continuity
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residual is associated with the conservation of mass equation. If there is a violation of the
conservation of mass, the simulation is violating a law of physics and therefore cannot be
assumed to be accurate. The k and epsilon turbulent variables give insight to the turbulent
flow calculation stability. The fluid flow calculation stability is critical due to the fluid’s
potential influence on the results.
The simulation output parameters also need to become stable and have negligible change
from simulation iteration to iteration. The output parameters observed to stabilize are the
pressure, fluid flow rate, the fluid exiting the system at each perforation, and the proppant
exiting the system at each perforation. Once the residuals drop below 1e-3 and the output
parameters have stabilized for at least 500 iterations, the final simulation criteria to be met
is that of at least 90% of the proppant exiting the system. The principle behind 90% of
the proppant exiting the system is based on the conservation of mass equation. With the
simulation being a steady state model, it does not allow for a sizeable amount of proppant to
stay within the wellbore and honor the conservation of mass. Ensuring 90% of the proppant
leaves the wellbore is the final check that the conservation of mass is still valid throughout
the simulation.
3.3 Model Validation
The primary experiment used to build and validate the ANSYS model parameters was
the flow loop experiment done by Crespo et al. (2013). Once the developed model showed a
relative match to the physical experimental results, the model was expanded. The expanded
model was designed around a real world hydraulic fracture stage that had downhole camera
runs to investigate erosion and traced proppant to predict where the proppant exited the
system. The model matched the diagnosed results from the Crespo et al. (2013) field trial
utilizing six inflation layers and a total of 12.5 million cells. The mesh average skewness and
aspect ratio were 0.18 and 3.95, respectively (Almulhim et al. 2020). Figure 3.5 illustrates
an image of the validation cases’ meshed wellbore inlet.
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Figure 3.5: Inlet of the validation case’s meshed wellbore indicating the wellbore orientation
(Almulhim et al. 2020).
Figure 3.6 through Figure 3.8 represents the results that were generated from the vali-
dation case of matching Crespo et al. (2013) experimental results with the ANSYS Fluent
CFD software when using 20/40 mesh sand proppant and basic water at different flow rates.
Figure 3.7 and Figure 3.8 show an acceptable match while there is an obvious discrepancy
in Figure 3.6. Crespo et al. (2013) disregarded the results seen in the experiment utilizing
the 20/40 mesh sand and water pumped at eight bpm, seen in Figure 3.6. The reason for
discarding the results of the experiment was credited to an insufficient “cleanup” from a
previous trial. The claim was that sand was still in the flow loop when the experiment
started, discrediting the results. Only looking at the trials with 12 bpm and 14 bpm flow
rates, the CFD simulations matched relatively well to the experimental results. In the CFD
simulations, more proppant exited the system than was seen in the Crespo et al. (2013)
experiment which might explain the slight discrepancy between the results. Regardless of
any possible discrepancy, Figure 3.7 matches the trend of a toe bias that was seen in the
experiment. From the results of the simulations matching the experimental results from
Crespo et al. (2013), the project was carried forward.
Once the Crespo et al. (2013) experiment was determined to be an acceptable match,
another set of validation cases was introduced. The second set of validation cases are on a
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Figure 3.6: Proppant distribution comparison for the 20/40 sand and water case from Cre-
spo et al. (2013) experiment and the ANSYS Fluent CFD software when the flowrate is
equivalent to eight bpm.
Figure 3.7: Proppant distribution comparison for the 20/40 sand and water case from Crespo
et al. (2013) experiment and the ANSYS Fluent CFD software when the flowrate is equivalent
to 12 bpm.
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Figure 3.8: Proppant distribution comparison for the 20/40 sand and water case from Cre-
spo et al. (2013) experiment and the ANSYS Fluent CFD software when the flowrate is
equivalent to 14 bpm.
field scale wellbore. The second set of validation cases utilizes data that was donated for the
project by a North American operating company. The validation cases donated are both a
250-foot horizontal wellbore stage comprised of 15 clusters (15C) and 21 clusters (21C) which
replicate real-world perforation designs. Table 3.2 outlines the details of the two validation
case wellbores.
Table 3.2: Perforation and completion treatment parameters of the two donated designs.
The results of the proppant distribution for the provided data was generated using the
erosion of each perforation by comparing before and after perforation area. Figure 3.9
illustrates the results from the simulations and the provided erosion data for the 15C case.
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Operationally, there were issues with the 21C case due to the use of the perforation exit
angle. The perforation exit angle is described in more detail in Chapter 4. Due to the
operational malfunction of the perforation gun, the 21C design was not used to influence the
validation case.
Figure 3.9: Results from the 15C design comparing the proppant distribution for the simu-
lated results the provided erosion results.
Figure 3.9 shows a relatively strong match between the simulated results for the proppant
distribution and the erosion results seen in the field. The 15-cluster model indicated that
there was a toe bias with the proppant distribution, and the majority of the proppant exited
clusters closer to the toe of the stage. Almulhim et al. (2020) suggested that the reasoning
for the toe bias could have been rooted within the Stokes number, and particle inertia
could be a driving factor in the proppant’s ability to exit the system. The toe bias in the
proppant distribution from both results correlated to a positive match of the results. The
validation case simulation had no external wellbore forces influencing the results such as any
type of reservoir pressure. The meshing parameters for the sensitivity cases were set using
the meshing parameters outlined in the validation case’s simulation model. Additionally,
the computational models were also mimicked from the validation case. The geometry was
altered to adjust for sensitivities but the alterations to the design were limited and minimized
to maintain the same level of confidence in the sensitivity models that were achieved with
the validation case.
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3.4 Simulation Sensitivity Considerations
The determination of the simulation sensitivities were centered on proppant concentra-
tion, fluid and proppant properties, perforation entry angle and phasing, and injection rate.
In addition to the sensitivities effect on proppant distribution across the simulated hydraulic
fracturing stage, the effect that the sensitivities have on erosion at the perforations is also
investigated. The sensitivity selection was made with Stokes number in mind. Table 3.3
breaks down the sensitivity parameters selected.
Table 3.3: Breakdown of sensitivity parameters that are simulated to gain a better perspec-
tive on each variables’ effect of proppant distribution and perforation erosion.
The sensitivity parameters in Table 3.3 outline the variation of properties throughout
the simulations. The perforation entry angle refers to the angle of the perforation tunnel.
90
o
is a perforation that is normal to the wellbore while 45
o
refers to a perforation that is
angled 45
o
from the wellbore. The 45
o
perforations act similar to an “exit ramp” and the
outlet is pointed towards the toe side of the wellbore. With the simulations being steady
state, there is no way to ramp up the proppant concentration with time so each pump stage
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is modeled with its own simulation. The fluid viscosities were provided based on results from
a field viscometer test. The results were based on anticipated fluid shear rates during the
fracturing treatment. The results indicated a high, medium, and low viscosity case which
was held constant throughout their respective simulations. The pump rate was fluctuated
to determine what the drop in flow rate could do to the proppant distribution. Finally, the
perforation misfires are to replicate the potential inaccuracy of the perforation gun. The
misfired simulations were done to investigate the detriment that a misfired perforation could
have on overall proppant distribution.
3.5 Quantifying the Results
The ability to quantify results helps to not only have a tangible measure to rank improve-
ment or decline on a case-to-case basis but also removes all potential bias from reporting
and analysis. From the literature review, there has not been a strong consensus within the
oil and gas industry on a type of “bias” for proppant placement. Whether the proppant
placed is more likely to exit the wellbore on the heel, or upstream side, or if it is more likely
to exit at the toe-end perforations, downstream side, is not clear. By allowing the results
measurement to be quantitative, rather than more qualitative, removes any personal bias
from interpretation.
The proppant distribution results use a standard deviation to measure the improvement
or decline of each sensitivity. Standard deviation was chosen with the assumption that the
ideal proppant distribution is an even distribution across all clusters. Equation 3.3 illustrates

















S is the standard deviation, %;
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N is the number of observations;
xi is the observered values of a sample item, %; and,
x̄ is the average of the observations, %.
In the case of the sensitivities, the observations refer to the clusters and the value of each
cluster is the proppant that is exiting through the perforation. Equation 3.3 shows that if
the amount of proppant exiting through the cluster perforations is equivalent to the average
proppant leaving each cluster, implying an even distribution, the standard deviation would
be zero. Therefore, the higher the standard deviation the less evenly distributed the proppant
placement is across the treatment stage. Ideally, hydraulic fracture treatments would try and
achieve a standard deviation as small as possible with respect to the proppant placement.
The erosion measurements are taken using only the average perforation erosion across the
wellbore. The sensitivities are designed to investigate the properties impact on erosion as a
whole and not necessarily the distribution of erosion due to the nature of the steady state
model. The experiment done by Crump and Conway (1988), seen in Figure 2.5, identifies
that the erosion rate of the perforations is the highest at the beginning of the treatment
when compared to the end of the treatment. With the simulations being steady state, the
erosion rate result is only accurate for the beginning of the hydraulic fracturing treatment.
The magnitude of the total erosion rate will give a better understanding of each parameter’s
influence on erosion than just the beginning distribution of the erosion.
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CHAPTER 4
SIMULATION RESULTS AND IMPLICATIONS
The parameters determined in the validated model discussed in Chapter 3 were translated
to the sensitivities model discussed in this chapter. The sensitivity parameters were simulated
in a steady state model. Upon displaying the results of the simulations in Section 4.1, the
implication of the results are discussed in Section 4.2. The implication of the results helps to
tie the importance of the work to the potential for improving hydraulic fracturing practices.
An overall summary of the results are also discussed to focus on the most impactful aspects
of the results found from this research.
4.1 Results
The first sensitivity simulated was to investigate the effect of using angled or traditional,
vertical, perforations. The idea behind an angled perforation is to make the path for the
proppant to exit the wellbore less harsh. Instead of the proppant needing to make a 90
o
turn out of the wellbore, it reduces the severity of the angle. Next, the fracturing fluid
viscosity and proppant size sensitivities were completed. The fluid viscosity and proppant
size were paired together during the sensitivity simulations based on the implications from
Stokes number. The viscosity and particle size have the potential to influence proppant
distribution from the particle inertia effect. The fluctuation of the simulated injection rate is
to investigate the potential of reducing the number of pump trucks needed during hydraulic
fracturing. If the results are relatively similar from a proppant distribution perspective,
it could allow for a reduction of costs during oil field completions operations. Misfired
perforation sensitivities are meant to simulate the potential effect that a wrongly placed
perforation could have across the entire completion stage. Understanding the effect of a
misfired perforation allows for a better understanding of the potential detriment that could
occur to the proppant distribution with a perforation gun misfire. Finally, the erosion of
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each sensitivity parameter is investigated. Looking at the erosion of each sensitivity can also
give an indication of each parameters’ influence on the overall erosion of the perforations.
For all presented results, the flow rate orientation is going from left to right for the upstream
and downstream sides of the wellbore, respectively.
4.1.1 Perforation Angle
The CFD model used in the angled perforation effect sensitivity analysis was based on an
actual field trial wellbore scenario. The wellbore consisted of 5.5 in. casing with an internal
diameter of 4.778 in. The entire simulated length of the stage was 266 ft comprised of 21
clusters. Each of the clusters used a single perforation. The first perforation occurred 17
ft into the simulated wellbore to allow for the calculated fluid and proppant flow (slurry)
to stabilize before coming in contact with a perforation. After the first perforation, the
perforations were spaced 11 ft 4 in. from each other, similar to the planned field wellbore.
Finally, there was a 22 ft 4 in. space between the final perforation and the end of the
computational domain. The end of the computational domain simulated the completion
stage plug, and the 22 ft 4 in. gap between the perforation and the plug was to simulate the
rat hole.
A significant discrepancy between the angled perforation model and the vertical perfora-
tion model is the size of the perforations. The models were developed from the actual field
parameters which operationally used slightly different perforation diameters. The angled
perforation design used a slightly larger perforation with a diameter of 0.38 in. Figure 4.1
shows the mesh of a single perforation of the angled perforation design. The vertical per-
forations used a smaller perforation with a diameter of 0.35 in. Figure 4.1 illustrates the
difference between the angled perforations and the vertical perforations which can be seen
in Figure 3.3.
When investigating the results of the simulations, the three main parameters of interest
are the proppant distribution, the internal wellbore pressure, and the internal wellbore fluid
velocity. The proppant distribution across the stage is the primary result of interest, but the
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Figure 4.1: Mesh of a single perforation of the angled perforation design. In the figure, the
simulated flow goes from left to right. The perforation is angled 45
o
towards the downstream
side to reduce the severity of the angle the proppant must travel to exit the wellbore.
internal wellbore pressure and flow rate velocity could also show trends to further explain
results. Figure 4.2 and Figure 4.3 represent the proppant distribution of the simulations using
a fracturing fluid viscosity of a 2 cp slickwater and two separate proppant concentrations
equivalent to 1 and 1.25 ppg of 100 mesh sand proppant being pumped at a fluid rate
equivalent of 100 bpm.
Figure 4.2 and Figure 4.3 show little difference to the naked eye. Table 4.1 outlines the
standard deviation of each simulation which helps analytically compare the simulated placed
proppant results.
Table 4.1: Standard deviation from the angled versus vertical perforation results. The
standard deviations show angled perforations slightly out performing vertical perforations.
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Figure 4.2: Proppant placed using 1 ppg for both angled and vertical perforations.
Figure 4.3: Proppant placed using 1.25 ppg for both angled and vertical perforations.
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Table 4.1 identifies that the angled perforations outperformed the vertical perforations
between clusters by a very slight margin from a standard deviation perspective. With the
largest variation in the standard deviation being only seven hundredths of a percent, the
results are essentially the same. The more noteworthy observation is the trend of higher
proppant concentrations resulting in an improved proppant distribution. Figure 4.4 shows
the internal wellbore pressure and fluid flow rate from all four of the simulated cases com-
paring angled and vertical perforations.
Figure 4.4: Pressure and velocity results from the angled vs vertical perforation results. The
internal fluid velocity is relatively consistent while the internal wellbore pressure fluctuates.
The vertical perforations have a higher internal wellbore pressure, and the higher proppant
concentration results in higher internal wellbore pressure in both cases.
The flow rate velocity results seen in Figure 4.4 show that the flowrate is consistent with
each simulation throughout the wellbore. The velocity drops with each perforation indicat-
ing there is less fluid in the system due to the slurry exiting each perforation. However,
the internal pressure of the wellbore fluctuates with each simulated case. The vertical per-
forations maintain a higher internal wellbore pressure, in general, which can be explained
by the perforation sizes. The vertical perforations are 0.03 in. smaller in diameter which
cause less overall surface area of perforations. The decrease in perforation size results in
more friction at each perforation resulting in a higher overall wellbore pressure. The higher
proppant concentrations also resulted in a higher internal wellbore pressure with respect to
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their counterparts. The higher proppant concentrations resulted in a slightly lower standard
deviation for their proppant placement which could be linked to a higher internal wellbore
pressure.
4.1.2 Fluid Viscosity and Proppant Size
For the fluid viscosity and proppant size sensitivity simulations, and all following simu-
lations, a new wellbore geometry was used. The number of single perforation clusters were
reduced to 20 with an increased perforation spacing of 12 ft 6 in. This sensitivity design
utilizes only vertical perforations with a diameter of 0.35 in. This sensitivity design used the
same computational meshing principles to generate comparable results.
The viscosity and proppant size sensitivities used three separate viscosities and two dif-
ferent proppant sizes. The viscosities were determined from field tests under anticipated
shear rates that include 2.1, 3.6, and 12.6 cp as a low, medium, and high case, respectively.
The viscosities are meant to resemble slickwater alternatives commonly used in multistage
hydraulic fracturing in North America. The two types of proppant used are 100 and 200
mesh sands represented with particle sizes of 0.00019 and 0.000085 meters, respectively. The
proppant also had a density of 2.65 g/cm3 to represent quartz sand grains. The diameters of
the proppant were held constant for all sand particles in each simulation to investigate the
effect of proppant size. The simulations also tested the effect that proppant concentration
has on viscosity and proppant sizes ranging from one to two ppg in increments of 0.5 ppg.
Figure 4.5 and Figure 4.6 display the results from the 1.5 ppg simulations for 100 and 200
mesh proppant, respectively.
The results of Figure 4.6 exclude the 12.6 cp fracture fluid due to a lack of simulation
convergence criteria. In the simulations regarding the high viscous fluid, only 83% of the an-
ticipated proppant exited the system thus failing the convergence criteria of minimally over
90%. In general, the results show an increase in viscosity results in a more even proppant
distribution. The simulations were carried out for all of the simulated proppant concen-
trations. Table 4.2 breaks down the standard deviation analysis of all of the viscosity and
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Figure 4.5: Proppant placed using 1 ppg of 100 mesh for all three sensitivity viscosities.
With an increase in viscosity comes an increase in even proppant distribution.
Figure 4.6: Proppant placed using 1 ppg of 200 mesh for all three sensitivity viscosities.
With an increase in viscosity comes an increase in even proppant distribution.
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proppant size simulations.
Table 4.2: Standard deviation of the proppant distribution for all of the viscosity and prop-
pant size sensitivities. The “X” represents simulations that did not meet the convergence
criteria.
The standard deviations in Table 4.2 can help illustrate the trend in results. The smaller
proppant diameter, the 200 mesh, outperformed the larger diameter proppant, 100 mesh,
regardless of the fluid viscosity from an even proppant distribution standpoint. From a
viscosity standpoint, the trend shows the higher the viscosity of the fracturing fluid, the
more even of a distribution the proppant is placed. The one exception to the trend that
was seen was the 100 mesh simulations when the proppant concentration was 2 ppg. In that
case, the standard deviation was highest at the 3.6 cp viscosity but the trend still rang true
with the highest viscosity resulting in the lowest standard deviation. Figure 4.7 illustrates
the effect viscosity and proppant size have on internal wellbore pressure and the flow rate in
the wellbore for the 100 mesh proppant with a concentration of 1 ppg.
While Figure 4.7 only displays the results of the 100 mesh simulations, the trends remain
constant throughout all of the simulated cases. From Figure 4.7, the fluid viscosity has
little to no effect on the flow rate of the fluid. There is a very slight increase in flow rate
throughout the wellbore with the increase in viscosity but not to the magnitude of the
increase in pressure. With a higher viscosity fluid, the higher the internal wellbore pressure
will be. The pressure drop from the inlet to the plug remains relatively consistent but the
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Figure 4.7: Pressure and velocity results from the viscosity and proppant size simulations
with 100 mesh and 1ppg concentration. The internal fluid velocity is relatively consistent
regardless of fluid viscosity. The internal wellbore pressure increases with an increase in fluid
viscosity.
overall pressure increases with more viscous fluids. The more viscous fluid causes more
friction not only through the perforations but also throughout the wellbore wall resulting
in a higher pressure. Figure 4.8 helps to illustrate the comparison between the velocity
and pressure within the wellbore effects from different sized proppant. Figure 4.8 shows the
velocity and pressure results from the 2.1 cp and 3.6 cp viscosity simulations using 1.5 ppg
proppant concentration.
Figure 4.8: Pressure and velocity results for 2.1 cp and 3.6 cp simulations for 1.5 ppg
proppant concentration of 100 mesh and 200 mesh. The velocity is relatively consistent,
while the large proppant diameter produces a higher internal wellbore pressure.
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A larger diameter proppant results in a higher wellbore pressure, as shown in Figure 4.8.
While the fluid velocity remains relatively consistent regardless of fluid viscosity or proppant
size, the internal wellbore pressure is affected by both. When comparing simulations with
the only variation being the proppant size, there is a correlation between larger proppant
sizes and higher pressures. The increase in pressure associated with the proppant size is less
than 1% of the overall pressure suggesting it could be a negligible increase; but, the trend
of the larger proppant resulting in a higher internal pressure still remains.
4.1.3 Injection Rate
The variation of injection rate was investigated using two different injection rates. The
first injection rate simulated the effects of a flow rate that represented 100 bpm while the
second resembled 80 bpm. Both simulated flow rates used the 2.1 cp and 3.6 cp fracturing
fluids due to the highest viscosity case (i.e. 12.6 cp) having difficulties converging. All of
the different flow rate simulations used 100 mesh proppant. Limiting the difference from
simulation to simulation allows for a more focused investigation with each sensitivity. The
fluid viscosity was varied due to the results from the viscosity’s influence on internal wellbore
pressure, and the anticipated difference of internal wellbore pressure from the flow rate
sensitivity simulations. Figure 4.9 displays the results of the proppant distribution for the
different flow rate simulations using the 3.6 cp fracturing fluid.
In both of the simulated cases, there was little difference in the proppant distribution from
a visual perspective. Table 4.3 identifies the standard deviation of the proppant distribution
for all of the converged simulated cases involving different flow rates.
Table 4.3 shows that from a standard deviation perspective, the 100 bpm simulations
outperformed the 80 bpm simulations for even proppant distribution. The difference between
the standard deviation results is slight but still developed a trend. Investigating the internal
wellbore pressure along with the detailed fluid flow rate, Figure 4.10, can build a better
understanding of what is taking place within the wellbore.
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Figure 4.9: Proppant placed using 1.5 ppg of 100 mesh for flow rates that represent 100 and
80 bpm. This variation in fracture fluid flow rate has little visual effect on an even proppant
distribution.
Table 4.3: Standard deviation of the proppant distribution for all varied flow rate sensi-
tivities. The 100 bpm flow rate had a slightly lower standard deviation than the 80 bpm
flowrate.
The internal flow velocity from the 100 bpm and 80 bpm simulations were anticipated
to be different based on the sensitivity criteria. The two flow rates start at different initial
velocities, associated with their respective flow rate velocities. The 100 bpm simulations have
a more significant rate drop per perforation resulting in the flow rates approaching each other
further downstream in the wellbore. The internal wellbore pressure is also higher in the 100
bpm simulations. The trend remains, for the respective comparisons, that higher viscosity
fluids result in higher internal wellbore pressures. The 100 bpm flow rate simulations resulted
in an internal wellbore pressure that is more than 50% higher than the 80 bpm flow rate.
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Figure 4.10: Pressure and velocity results with 2.1 cp and 3.6 cp fluid and 1.5 ppg proppant
concentration for 100 bpm and 80 bpm pump rates. The velocity is relatively consistent
with its respective flow rate, with the 80 bpm simulations having lower internal flow rates
than that of the 100 bpm results. The higher pump rates also result in a considerably higher
internal wellbore pressure.
4.1.4 Misfired Perforations
Perforation “misfires” occur when the perforation gun creates a perforation at a different
phasing than desired. The misfired perforation sensitivities were done in order to gain
an understanding of the potential effect a misplaced perforation can have on the entire
completion stage. Two geometry types were created to simulate the misfired perforations.
The only alteration to the misfired geometries was a different phasing of a single perforation.
The two geometry types simulate the condition of a misfired perforation near the heel of
the stage, 4th cluster, and a misfired perforation near the toe of the stage, 17th cluster.





. The phasing of 180
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symbolizes a perforation exiting the bottom
of the pipe while the 150
o
phasing symbolizes a perforation exiting 30
o
from the bottom of









perforation orientation for the misfired perforation sensitivity.
Figure 4.12: 150
o
perforation orientation for the misfired perforation sensitivity.
The misfired perforation simulations used 100 mesh proppant with a concentration equiv-
alent to 1.5 ppg and 3.6 cp fracturing fluid pumped at a rate of 100 bpm. Figure 4.13 and
Figure 4.14 correspond to the proppant distribution results from a misfired perforation at
the heel and toe side of the stage, respectively. All other perforations retain their original
orientation of 0
o
phasing (i.e. top of the wellbore).
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Figure 4.13: Proppant placed using 1.5 ppg of 100 mesh and 3.6 cp fracture fluid pumped
at 100 bpm for a misfired perforation at the 4th cluster. A misfired perforation oriented
near the bottom of the wellbore produces a considerably higher proppant placement for that
perforation.
Figure 4.14: Proppant placed using 1.5 ppg of 100 mesh and 3.6 cp fracture fluid pumped
at 100 bpm for a misfired perforation at the 17th cluster. A misfired perforation oriented
near the bottom of the wellbore produces a considerably higher proppant placement for that
perforation.
From both Figure 4.13 and Figure 4.14, it is apparent that a misfired perforation oriented
near the bottom of the wellbore results in a larger amount of proppant placed out of that
perforation. In both perforation locations, the misfired perforation that is located at the
bottom of the wellbore, 180
o




from the bottom of the wellbore, 150
o
phasing. The most likely explanation for the 180
o
perforation taking the higher amount of proppant could be related to a higher gravitational
effect. The gravitational force acting on the proppant is directed straight down on the
wellbore causing the possibility that the 180
o
perforations are taking more proppant than
the 150
o
perforation due to gravity. Table 4.4 displays the standard deviation results from
the misfired perforations, as well as the standard deviation for the “no misfire” case as a
comparison.
Table 4.4: Standard deviation of the proppant distribution for all perforation misfire sensitiv-
ities and the no-misfire base case. The misfired perforations have lower standard deviations
than that of the no-misfire base case.
The results from the standard deviation analysis show that the misfired perforations
slightly outperformed the no-misfire base case, from a standard deviation perspective. When
investigating the location of the misfire, Table 4.4 illustrates that the standard deviation is
lower when the misfires occur towards the heel of the completion stage. The different perfo-
ration orientation made no impact on the toe-side misfired perforations; but, on the heel-side
misfired perforation, the 180
o
misfire shows a slightly lower standard deviation. Figure 4.15
and Figure 4.16 illustrate the internal wellbore pressure and flow rate results for the heel
side perforation misfire and the toe side perforation misfire, respectively. Additionally, Fig-
ure 4.17 combines the results of the no-misfire base case and the two 150
o
misfire cases to
further compare the discrepancy in misfire location.
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Figure 4.15: Pressure and velocity results from the 4th cluster misfire using 3.6 cp fluid
and 1.5 ppg proppant concentration and 100 bpm pump rates. The velocity is relatively
consistent throughout the wellbore, while the pressure is slightly different. The 180
o
perfo-
ration pressure profile is similar to that of the base case, while the 150
o
pressure profile is
representative of a slightly lower pressure throughout the wellbore.
Figure 4.16: Pressure and velocity results from the 17th cluster misfire using 3.6 cp fluid and
1.5 ppg proppant concentration and 100 bpm pump rates. The velocity is relatively consistent
throughout the wellbore, while the pressure is varies with the misfired perforation phasing.
The 180
o
perforation pressure profile is higher than the base case, while the 150
o
perforation
pressure profile is representative of a slightly lower pressure throughout the wellbore.
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Figure 4.17: Pressure and velocity results of the 150
o
perforation misfire while using 3.6 cp
fluid and 1.5 ppg proppant concentration and 100 bpm pump rates to compare the effect of
misfired perforation location. The velocity is relatively consistent throughout the wellbore,
while the pressure is slightly different. The 180
o
perforation and the 150
o
perforation pressure
profiles are similar but at a lower pressure to that of the base case.
The velocity profile generated from the misfired shots sensitivity simulations indicate that
there is little to no variation of the velocity throughout the wellbore. The internal wellbore
pressure results from the 4th cluster misfire show a discrepancy between the base case and the
180
o
misfire and that of the 150
o
misfire. When investigating the results of the 17th cluster
misfire, all three of the pressure profile results indicate slightly different internal pressures
throughout the wellbore. When comparing the 150
o
perforation misfires with respect to their
location, the two misfired perforation results have lower pressure profiles compared to the
base case. In general, when looking at misfired perforations, the 180
o
perforations maintain
a slightly higher internal wellbore pressure than that of the 150
o
perforations regardless of
location along the wellbore.
4.1.5 Erosion
The last parameter investigated through the sensitivity simulations was the perforation
erosion rate impact. The different variations of parameters investigated for erosion rate were
fluid viscosity, proppant size, and flow rate. The fluid viscosity erosion sensitivities used 100
mesh at a 1.5 ppg concentration being pumped at 100 bpm with 2.1 cp, 3.6 cp, and 12.6
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cp viscosity fluids. The proppant size effect compared 100 and 200 mesh sand proppants
being pumped at 100 bpm at a 1.5 ppg concentration with a 3.6 cp fracture fluid. Finally,
the flow rate compared 100 bpm and 80 bpm flow rates using 100 mesh proppant with a
concentration of 1.5 ppg in a 3.6 cp fracture fluid. The erosion model used with the Fluent
software was the generic erosion model, which was validated using oil and gas erosion cases
(ANSYS 2019). Figure 4.18 illustrates the results from the erosion simulation for the 3.6 cp
viscosity sensitivity simulation.
Figure 4.18: Erosion sensitivity results for the viscosity sensitivity results using 3.6 cp
fracture fluid pumped at 100 bpm and 100 mesh sand proppant with a concentration of 1.5
ppg.
The erosion sensitivity involving the different fluid viscosities results were orders of mag-
nitudes apart. With such a wide range of result values, the visual inspection comparison
isn’t as useful as the other sensitivities displayed. The results showed that the 2.1 cp fluid
resulted in the highest perforation erosion rate throughout the wellbore and the 12.6 cp
fluid resulted in the lowest perforation erosion rate throughout the wellbore. Figure 4.19
and Figure 4.20 show the results when comparing the proppant size and the injection rate,
respectively.
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Figure 4.19: Erosion sensitivity results comparing the proppant size using 3.6 cp fracture
fluid pumped at 100 bpm at a concentration of 1.5 ppg.
Figure 4.20: Erosion sensitivity results comparing the fluid flow rate using 3.6 cp fracture
fluid and 100 mesh sand proppant at a concentration of 1.5 ppg.
When investigating the impact proppant size has on erosion, the results show that the
larger proppant, 100 mesh, produces more erosion throughout the wellbore. Similarly inves-
tigating the effect of flow rate on erosion, the 100 bpm flow rate resulted in more erosion
throughout the wellbore than that of the 80 bpm simulations. Table 4.5 illustrates the sum-
mation of the erosion rate for the entire wellbore results from each of the erosion sensitivities
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simulations.
Table 4.5: Results of the summation of the erosion rate throughout the wellbore for all the
erosion sensitivities performed.
The summation of the erosion rates was used as the measuring tool because of the low
magnitude of the data resulting from the simulations. As discussed previously, when looking
at the impact of fracturing fluid viscosity with respect to the erosion rate throughout the
wellbore, the erosion is more severe with lower viscosity fracturing fluids. When comparing
fluid flow rate, the lower flow rate, 80 bpm, produces simulation results showing a smaller
overall erosion rate throughout the wellbore. The proppant size erosion rate summation
results do not coincide with the visual results from the Figure 4.19. The summation results
indicate that the smaller proppant, 200 mesh, creates a higher erosion rate throughout the
wellbore.
4.2 Implication of Results
The results of the sensitivity simulations help to gain an understanding of proppant
transport across a single-stage, horizontal well, hydraulic fracture treatment and the effect
each tested parameter has on proppant distribution. The understanding of the cause for the
results can help to tie the implication of the results into the analysis of the results. In this
section, the implications of the results previously discussed is covered.
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The results produced from this work correspond to real world results. In donated field
data, the proppant distribution from a fractured horizontal wellbore showed a toe-bias.
Figure 4.21 corresponds to the provided field erosion data used to validate against the model.
Figure 4.21: Erosion results from the provided field data. The provided data used the
average results from 41 stages that utilized 15 clusters each. The 15th cluster represents the
heel side of the wellbore and the 1st cluster represents the toe side of the cluster.
The cluster naming convention in Figure 4.21 is inverse that of the rest of the presented
results. In Figure 4.21 the heel side of the stage is cluster 15 and the most downstream
cluster, or toe cluster, is cluster one. The field results identify a toe-bias regarding the prop-
pant distribution. The provided data used a before-treatment and after-treatment downhole
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camera run to compare the before and after perforation area difference. The assumption
being the more erosion that took place at each perforation corresponds to higher proppant
placed out of that perforation. While the true trend is a toe-bias in the perforation ero-
sion, the inferred result is a toe-bias in the proppant distribution. The toe-bias is generated
from the proppant inertia, and is a trend observed throughout the produced results. Fig-
ure 3.9 illustrates the toe-bias trend that was observed in the field and compares the results
generated from the model developed through this thesis work. In over 700 stages with a
cumulative perforation count of above 20,000, Roberts et al. (2020) recognized a similar toe
bias trend in proppant distribution from hydraulically fractured horizontal wellbores. The
research presented by Roberts et al. (2020) utilized perforation erosion as the identifier for
proppant placement distribution. The assumption being, the more eroded area the more
proppant placed in that particular perforation. By comparing all of the perforations in the
stage, a proppant distribution bias can be made. Roberts et al. (2020) also identified that
the toe-bias was more severe in XLE perforation designs.
The model used, generated a strong proppant distribution match with the provided field
results which had the trend of being more toe-bias. In presented research using hundreds
of wells (Roberts et al. 2020), a toe-bias trend was found, with respect to the proppant
distribution. The model used for the sensitivity analysis outlined in this work utilized an
XLE perforation design, which was also the primary perforation design in the work presented
by Roberts et al. (2020). From the results of this study, the operating company assisting
with this project has had the ability to alter their perforation designs. Early data from
the resulting “updated” completion designs, somewhat based on this work, are showing an
increased cluster treating efficiency of almost 30% and a production increase of approximately
20%. The model used to generate the results discussed in this thesis has shown a strong
correlation with recent industry findings, found in the provided data (Almulhim et al. 2020)
and the published literature exposing the trend of over 700 stages (Roberts et al. 2020). The
model developed for this thesis allows for the ability to test sensitivity parameters of the
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completion design and has been proven to translate to positive economic results.
4.2.1 Perforation Angle
The standard deviation results from the angled perforation comparison revealed two
impactful trends. First, angled perforations helped to reduce the standard deviation in
both proppant concentrations in comparison to the vertical perforations. Second, the higher
proppant concentration for both perforation exit angles reduced the standard deviation. The
highest standard deviation difference comparing the vertical and angled perforations was
0.07%. When increasing the proppant concentration from 1 ppg to 1.2 ppg, the standard
deviation difference observed was minimally 0.4%.
From the standard deviation analysis, the impact of increasing proppant concentration
from 1 ppg to 1.25 ppg helps to reduce the standard deviation six to eight times the amount
that changing from vertical to angled perforations did. It is important to note that though
the standard deviation values are small, the measurement is small by nature. The theoretical
ideal scenario is an even proppant distribution out of each perforation. An even proppant
distribution for a 21-cluster completion stage, simulated case for the angled and vertical
perforation comparison, would be approximately 4.8%. The results of this sensitivity sim-
ulation in Table 4.1 identify that the highest and lowest standard deviation were 2.37% by
the vertical perforations with a proppant concentration of 1 ppg and 1.90% by the angled
perforations with a proppant concentration of 1.25 ppg. The highest standard deviation at
2.37% is nearly half of what the ideal output for each perforation would be.
A mechanical advantage that the angled perforations could have over the vertical per-
forations is a larger perforation diameter. It is unclear how much the change in diameter
effects the proppant distribution. The difference in perforation diameter is apparent from
the difference in the internal wellbore pressure seen in Figure 4.4. The larger diameter
perforation of the angled perforations have approximately 1,400 psi lower internal wellbore
pressure than that of the smaller diameter vertical perforations. The larger diameter allows
for a larger overall area of the perforation for the fluid, and consequently proppant, to travel
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through. The larger perforation area does not translate into a larger amount of fluid exiting
the perforations, but allows for less friction across the perforation. The fluid velocity remains
relatively unaffected by the difference in perforation type. The proppant concentration also
has an effect on the internal wellbore pressure. In both perforation cases, the higher proppant
concentration resulted in a higher internal wellbore pressure. The higher proppant concen-
tration reduces the overall available volume that can be taken by the fracturing fluid. With
a reduction of available volume for the fluid, the fracturing fluid inflicts more pressure on the
system resulting in higher proppant concentrations maintaining a higher internal pressure.
4.2.2 Fluid Viscosity and Proppant Size
From both the visual inspection, from Figure 4.5 and Figure 4.6, and the standard
deviation analysis, Table 4.2, the fracture fluid viscosity and particle size of the proppant
make a substantial impact on proppant distribution. The results suggest a strong relationship
to Stokes number and the impact of particle inertia. The trend, in relationship to proppant
distribution, was that an increase in fluid viscosity and a reduction in proppant particle size
improves the overall even distribution of the proppant placed across the completion stage.
The most dramatic decrease in standard deviation with respect to fluid viscosity took place
in the 100 mesh proppant in the 1 ppg concentration simulations. Using a 2.1 cp fracture
fluid resulted in a standard deviation of 2.38% for the proppant placed, but when a 12.6 cp
fracture fluid was used, the standard deviation was reduced to less than a third of the original
deviation at 0.68%. Likewise the best improvement in standard deviation from a proppant
size perspective took place using the 2.1 cp fracturing fluid and a proppant concentration of
1 ppg. The 100 mesh proppant standard deviation was 2.38%, while the 200 mesh proppant
had a standard deviation of 0.78%, which is also less than a third of the original value.
Table 4.2 shows by increasing the fluid viscosity or reducing the proppant size, the par-
ticles inertia was reduced, or the particles’ independence from the fluid. By reducing the
particles inertia, the proppant acts more stream-lined with the fluid, which is seen in more
detail in Figure 2.4. When the proppant is more streamlined with the fluid, it allows for
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the proppant distribution to be more correlated with the fluid distribution, which is a much
more even distribution.
The internal fluid velocity seems to have little effect from both fluid viscosity and prop-
pant size. Figure 4.7 and Figure 4.8 illustrate that there is little discrepancy between the
fluid flow rates across the wellbore in all cases simulated. Figure 4.7 shows the results of just
the viscosity sensitivities, which shows the most discrepancy between the fluid flow rates,
but it is still minimal. The results show that the higher the viscosity fluid, the higher an
internal flow rate. The possible explanation for these findings is centered on the size of
the no-flow boundary caused by fluid and wellbore wall interaction. Higher viscosity fluids
create a thicker no-flow boundary on the wellbore wall, which results in a reduction of the
pipes’ cross-sectional area. The reduction in possible flow area results in a higher flow rate.
As mentioned, the variation in flow rate is very slight in the three viscosity sensitivities
simulated.
The viscosity and proppant size sensitivity simulation results did show an impact on
internal wellbore pressure. The trend was that higher viscosity fluids result in a higher
internal wellbore pressure, and larger proppant sizes result in a larger internal wellbore
pressure. The increase in viscosity increases the overall system pressure due to suffering
more friction between the fluid and the wellbore wall and the fluid and the perforations.
The increase in friction throughout the system implies more force needs to be exerted to
pump at the same rate translating into a higher internal pressure. Likewise, the trend
indicated that a larger proppant particle results in higher internal wellbore pressures. The
particle size influences the internal wellbore pressure due to the amount of force required
to push the proppant particles with the fluid. The particle sizes have the same density
but different diameters. The larger proppant particles all have more mass and an increased
surface area. The increased surface area causes the fluid to have more area to enact force
upon. The higher force acting on the particles results in a type of back pressure for the fluid,
translating into a higher internal wellbore pressure.
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4.2.3 Injection Rate
The results of the injection rate sensitivity simulations showed that the injection rate
variation in the completion design of 100 bpm and 80 bpm had little impact on the proppant
distribution. The trend of a toe bias proppant distribution is maintained with both flow
rates, with the 100 bpm simulations having a lower standard deviation than that of the
80 bpm simulations. The maximum variation of the standard deviations was 0.06% when
comparing the flow rates using the 2.1 cp fracturing fluid. With the standard 20-cluster
sensitivity design, the ideal proppant distribution would be 5% for each cluster. The largest
variation standard deviation is approximately 1% of the individual cluster ideal output.
The idea behind the flow rate simulations was to determine if comparable results could be
obtained while using less pumping capacity.
When comparing the internal pressure and fluid velocity of the flow rate sensitivities, a
discrepancy was expected. The results show that the fluid velocity and the internal wellbore
differ depending on the fracture fluid flow rate. The fluid velocity is directly related to the
volumetric flow rate, so the results indicated the lower the volumetric flow rate the lower
the fluid velocity. With the pipe area not fluctuating, the less fluid entering the system,
the lower the fluid velocity will be. The internal pressure indicated the same trend. The
lower the volumetric injection rate, the lower the internal wellbore pressure. Lowering the
flow rate reduces the friction within the wellbore and through the perforations resulting in
a lower overall system pressure.
4.2.4 Misfired Perforations
The perforation misfire sensitivities were done to investigate the potential detriment
that a misfired perforation can have on the overall proppant distribution. Figure 4.13 and
Figure 4.14 allow for a visual inspection of the proppant distribution when a misfired per-
foration is present. The misfired perforations are oriented towards to bottom of the casing
which allows for the gravitational force to aide in proppant being placed out of the misfired
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perforations. The proppant had a higher exit rate out of the misfired perforations, due to
gravity, with the misfired perforation phased at 180
o
coming directly out of the bottom of
the wellbore taking the most proppant in both simulated locations.
While the proppant was skewed towards the misfired perforations for all simulated cases,
the standard deviation analysis suggested that the misfired perforation offered a more even
proppant distribution when compared to the non-misfire geometry. While the standard de-
viation suggests a slightly better distribution for misfired perforation designs, it does not
necessarily indicate a more desirable perforation design. The standard deviation improve-
ment from a misfired perforation is a reflection of the toe-bias proppant distribution in the
non-misfire geometry results. The misfired perforation designs allow for the toe bias to be
less severe only because a substantial amount of the proppant has already exited the sys-
tem. The visual inspection of the proppant distribution shows the same type of toe bias in
proppant distribution with the exception of the one misfired perforation. Even with a lower
standard deviation, the misfired perforation geometries would not necessarily be considered
an improvement on the original non-misfire design.
The fluid velocity results for the sensitivity have little to no variation regardless of misfired
perforation phasing or cluster location. From previous sensitivity results, it is expected that
there would be no variation of flow velocity in the wellbore. The fluid viscosity was held
constant across all simulations of misfired perforations. The pressure results of the misfired
perforation sensitivities does hold variation. In both misfire locations, the 4th and 17th
clusters, the 150
o
phased misfired perforation had less internal wellbore pressure than that of
the 180
o
perforation and non-misfired geometry design. In the 4th cluster misfire comparison,
the 180
o
misfire is essentially equal to the non-misfire case but drops very slightly below the
base case internal wellbore pressure near the toe of the stage. Interestingly, in the 17th
cluster misfire case, the 180
o
phasing perforation misfire internal pressure is higher than that
of the non-misfire base case. It is unclear the discrepancy between the internal wellbore
pressure due to the misfired perforations. The variation of pressure is small in comparison
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to the overall internal pressure so a margin of computational error could be responsible for
the discrepancy, but further investigation could be done to gain a better understanding of
the pressure discrepancy.
4.2.5 Erosion
The final sensitivity investigation centered on the erosion within the wellbore and perfo-
rations. The results of the erosion simulations, in general, suggest a strong relationship with
Stokes number and particle inertia. The viscosity sensitivity of the erosion results were the
most clear. An increase in viscosity results in an overall lower erosion rate throughout the
wellbore, seen in Table 4.5. The reduction of the erosion rate with an increase in viscosity
suggests a relationship between particle inertia and the system erosion rate. As mentioned
previously, the increase of viscosity of the fracturing fluid reduces the particle, or proppant,
inertia allowing the particle to be more stream-lined with the fluid. A high particle inertia
allows the particle to move more independently from the fluid, in this case causing a higher
erosion rate.
With the Stokes number and particle inertia in mind, a smaller proppant size theoretically
would result in a smaller erosional rate of the system. Figure 4.19, which compares the
erosion rate between 100 and 200 mesh proppant, visually indicates that the larger proppant
diameter results in a higher erosion rate across the wellbore. Table 4.5 on the other hand,
which displays results of the summation of the erosion rate throughout the entire system,
suggests that the 200 mesh proppant causes a higher erosion rate. The discrepancy between
the two methodologies is based on measurement principles. Figure 4.19 illustrates the erosion
rate at a specific location in the wellbore, where Table 4.5 is a summation of the entire system.
Frankly, the smaller proppant, 200 mesh, needs more proppant particles in order to reach the
proppant concentration of 1.5 ppg. The particle inertia is more represented in Figure 4.19,
while Table 4.5 is more illustrative of the actual erosion rate suffered by the wellbore. The
200 mesh proppant has less of an erosional rate per particle but has twice as many particles.
The 100 mesh proppant particles possess more particle inertia but have less particles that
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have the opportunity to cause erosion. Due to the sheer number of particles in the 1.5 ppg
proppant concentration of 200 mesh, the increased number of particles have the ability to
cause more erosion resulting in the higher overall erosion rate.
Lastly, the erosion rate comparison of 100 bpm and 80 bpm volumetric flow rates also
indicates a connection to Stokes number and particle inertia. Both the visual inspection in
Figure 4.20 and the summation analysis in Table 4.5 indicate that the lower volumetric flow
rate results in a smaller erosion rate. The lower volumetric flow rate results in a lower flow
velocity which in turn reduced the velocity of the particles themselves. A lower velocity of
the particles reduces the particle inertia allowing the particles to act more streamlined with
the fracture fluid. Unlike the different proppant size sensitivity, the volumetric flow rate
difference sensitivity has the same number of particles.
4.3 Summary of Results
The overall goal of the sensitivity analysis was to improve the understanding of proppant
transport and proppant distribution across a single hydraulic fracturing stage using a lim-
ited entry completion design. The ideal situation for the proppant distribution is an even
amount of proppant exiting each cluster. The sensitivities shown indicate that the proppant
distribution, to varying degrees, has a toe bias. A toe bias indicates that the majority of
the proppant exits the wellbore near the end, or toe side, of the completion stage. The
sensitivities shown do not take exterior wellbore forces into consideration. The only exterior
wellbore interference with the sensitivity simulations is the gravitational force.
The perforation exit angle sensitivity analysis showed a slight benefit to using an angled
perforation from a standard deviation perspective. As mentioned previously, operationally
the angled perforations are shot to be 0.03 in. larger in diameter. It is still unclear the-
mechanical advantage that a slightly larger perforation has on proppant distribution. The
angled perforations’ larger perforation diameter does result in a lower internal wellbore pres-
sure which in practice could have a negative impact of fracture initiation and propagation.
Additionally, in the field, issues have been seen from the angled perforations from an oper-
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ations standpoint. In field applications, the perforation guns have had issues sustaining the
force from the angled perforations as well as issues of the perforations penetrating through
the casing and cement (Hunter and Soehner 2019).
Stokes number and the particle inertia were shown to pay a large role in proppant distri-
bution and the erosion rate throughout the wellbore. In the fluid viscosity and the proppant
size sensitivities, along with the injection rate sensitivity, the proppants particle inertia forces
become an apparent driving force. By reducing the particle inertia by increasing the fluid
viscosity, reducing the proppant size, or reducing the flow rate allows the proppant to act
more streamlined with the fluid. Less particle inertia allows for a more even proppant distri-
bution by allowing the proppant to behave more similarly to the fluid. By the particles being
more streamlined with the fluid, it also reduces the erosion rate per particle. An increase in
the number of particles, translated into a higher proppant concentration, increases the total
erosional rate throughout the system. From the particle size sensitivity, the smaller particles,
200 mesh which has less particle inertia, possesses less of an erosion rate per particle than
that of the larger particles, 100 mesh, but due to the doubled number of particles results in
a higher overall erosion rate throughout the wellbore.
Misfired perforations can be relatively unavoidable in practice (Mondal et al. 2019). Mis-
fired perforations represent part of unpredictable oil and gas industry practices. The detri-
ment to the overall proppant distribution caused by misfired perforations seems relatively
low. There is an apparent difference in proppant distribution, which could have primarily
been caused by the gravitational force working in favor of the proppant leaving the system
out of the misfired perforations. The standard deviation actually improved with the misfired
perforations, which does not necessarily represent the effect that misfired perforations have
on proppant distribution. Due to the significant toe bias that the base case non-misfire
perforation simulation had for the proppant distribution, a misfired perforation at the 4th or
17th cluster improves the standard deviation. There is a considerable impact to the misfired
perforation but to say the rest of the correctly shot completion stage is compromised would
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be inaccurate. Excluding the misfired perforations, the toe-bias trend is still present.
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CHAPTER 5
CONCLUSIONS AND FUTURE WORK
The results gained from the work presented in this thesis should improve completion
designs in wells drilled in unconventional reservoirs. The oil and gas industry in North
America has developed the ability to produce hydrocarbons from shale reservoirs with the
inception of multistage hydraulic fracturing and horizontal wellbores. The increase in oil
production from shale reservoirs has made North America a serious player in the world energy
market. Becoming energy independent, in the case of the United States, comes with the relief
of lesser reliance on international oil suppliers but also comes with additional pressure to
maintain production at an economic rate. In this chapter, the primary conclusions of this
work are discussed pertaining to potential advancements in multistage hydraulic fracturing
completions. In addition to the conclusions, the potential future work related to this project
is also discussed.
5.1 Conclusions
As mentioned throughout this thesis, the primary objective during hydraulic fracturing
operations in horizontal wells is an even distribution of proppant across the entire comple-
tion stage, from a proppant transport perspective. The conclusions that can be immediately
applied to oil and gas completion design pertain to achieving a more even proppant distri-
bution.
Based on the work presented in this thesis, the following conclusions can be drawn:
1. Particle inertia plays a crucial role in proppant’s ability to exit the wellbore. At higher
internal wellbore fluid velocities, proppant maintains a higher independence from the fluid
which is found near the upstream side of fracturing stages. Lowering particle inertia allows
for proppant to act more similarly to the fluid and can more easily exit the perforations,
occurring towards the downstream side of the fracturing stage. Particle inertia leads to
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a toe-bias proppant distribution in hydraulically fractured completion designs utilizing 0
o
phasing.
2. Lowering the particle inertia is possible. The easiest operational methods to reduce
the proppant’s inertia is to increase the fracturing fluid viscosity or decrease the diameter
of the proppant. By increasing the fluid viscosity or decreasing the proppant’s diameter, it
reduces the particle inertia throughout the wellbore. A reduction in particle inertia allows
the proppant to act more streamlined with the fluid; and, consequently results in a more
even proppant distribution.
3. The gravitational effect can dramatically effect proppant distribution. Especially
in slickwater fracturing environments, the force of gravity can become a driving force in
proppant if perforations are oriented in the direction of gravity. With low viscosity fracturing
fluids, the proppant’s inertia is inherently higher allowing for the gravitational force to have
a much more impactful effect.
4. The erosional impact proppant has throughout a fracturing treatment is related to
the proppant’s inertia and the amount of proppant particles. Reducing the particle inertia
reduced the erosional capability of each individual sand grain. If the reduction of the particle
inertia came by a reduction in particle size, a larger number of smaller sand grains need to
be used in order to have the same concentration as proppants made up of larger grain sand.
Reducing the particle inertia of the proppant by reducing the proppant’s size may lead to
higher overall erosion due to the elevated number of sand grains capable of erosion.
5. A single misfired perforation does not compromise an entire hydraulically fractured
stage. The misfired perforation, when oriented in the direction of gravity, will take an influx
of proppant. While there is an influx of proppant in a “downward” oriented perforation, if
the remaining perforations are shot relatively close to 0
o
phasing, the other clusters in the
stage will generate a similar toe-bias trend proppant distribution. The toe-bias trend is still
relevant because the misfired perforation has a negligible effect on the fluid distribution.
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6. The exit angle of perforations make little difference on the overall proppant distribution
across a horizontal completion stage. The idea of an “off-ramp” for the proppant by creating
a perforation that has an exit angle of 45
o
is not necessarily advantageous. The vertical
(standard) perforations have a very comparable proppant distribution to that of the angled
perforations. Distribution wise, operationally, and economically the vertical perforations
are more favorable, considering the minimal advantage the angled perforations had on the
proppant distribution.
7. The injection rate makes minimal impact on the proppant distribution across a hori-
zontal stage when comparing 100 bpm and 80 bpm. In general, the pump rate is determined
in order to produce enough downhole pressure to successfully fracture the reservoir. The
limited impact that the pump rate has on the proppant distribution is a positive sign to op-
erators. With pump rate flexibility, from an internal wellbore proppant transport perspective,
operators can use less hydraulic horsepower in order to maintain comparable results, leading
to less capital spending. As long as the velocity of the fluid stays above the proppant’s
settling velocity throughout the wellbore, the proppant distribution will remain relatively
constant.
The primary theme of the conclusions presented is the presence and impact of particle in-
ertia in the way proppant transports during hydraulic fracturing treatments. Understanding
the role particle inertia plays in proppant distribution helps to improve completion designs by
focusing on the most influential parameters. An improved proppant distribution allows for
more cost effective completions spending, enhanced production, and potentially improving
well EUR.
5.2 Future Work
The sensitivity simulations utilizing CFD displayed in this thesis are a step forward in
understanding proppant transport in multistage hydraulic fracturing, but are only the first
step. While the potential future work is essentially limitless, the work presented can help
direct future sensitivities.
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Based on the work presented in this thesis, the following proposals for future work are
made:
1. Introducing external wellbore factors, like pressures, to the CFD model would help
validate the proppant distribution against more realistic reservoir conditions. Reservoir pres-
sure and stress-shadowing, specifically, could play an instrumental role in further validating
the model against true field condition results.
2. Implementing different phasing would be important in understanding how large of
a role gravity plays in proppant distribution. All of the simulations presented utilized 0
o
phasing, which eliminated the role that gravity could have. Using a variety of phasing could
help identify if at certain levels, particle inertial could overcome the gravitational effect
compared to other locations throughout the wellbore.
3. A less aggressive LE perforation design would help lower internal wellbore pressure
allowing to run sensitivities without such dominate internal pressure. Introducing more
perforations per cluster would move away from the LE design and investigate proppant
distribution at a lower differential pressure across the perforations.
4. Introducing a leak at the end of the simulation would also promote a more realistic
model to continue validating against field conditions. A leak would represent a poor seal in
the plug separating stages, which occurs in the field. Understanding the result of proppant
distribution in the presence of a leak would allow a better connection to field application.
5. Investigating the effect that wellbore orientation would be ideal in determining more
in-depth drilling and completion procedures that could be made to promote success. Un-
derstanding the impact that a “toe-up” or a “toe-down” wellbore could lead to better well
planning.
6. A better understanding of the Stokes number’s relationship to proppant transport
could be improved by investigating the relative particle velocity with respect to that of
the fluid. By utilizing the particles Reynolds number and the fluids Reyonlds number, the
relative velocities could be a better link to proppant distribution. Identifying the respective
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Reynolds numbers could help determine correlations between hydraulic fracturing design
parameters and proppant distribution.
7. A deeper investigation into the particle interia involving the proppant properties could
help improve the understanding of proppant’s role in particle inertia. The majority of this
work focused on the fracturing fluid’s influence on particle inertia. The proppant variation
used in this work was the particle size but allowed the density to remain constant. Fluctu-
ating the particle density would further investigate the relationship between the particle’s
inertia and the particle’s drag forces. Theoretically, a higher density particle would result
in a high inertia and a larger particle results in a higher drag. By an additional proppant
density sensitivity, the difference of particle drag within the fluid and the true particle inertia
can be further identified.
8. Implimenting different perforation sizes and types could improve understanding of
the pressure drop across the perforations. Only the angled perforation design investigated
a difference in perforation size. Additionally, including different shaped perforations would
alter the discharge coefficient of each perforation. By implimenting more sensitivities sur-
rounding perforation size and type, a different BHTP, which is dictated from a number of
factors, could be investigated to better understand the role perforations have on proppant
distribution.
As mentioned, the potential for future work is limitless. CFD has an opportunity to
further develop the oil and gas industry by giving insights of in-depth fluid flow analysis. A
better understanding of fluid flow could improve practices not only pertaining to completions
engineers, but all aspects of oil and gas.
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