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Abstract
In data centers, data replication is the primary method used to ensure avail-
ability of customer data. To avoid correlated failure, cloud storage infras-
tructure providers model hierarchical failure domains using a tree, and avoid
placing a large number of data replicas within the same failure domain (i.e.
on the same branch of the tree). Typical best practices ensure that replicas
are distributed across failure domains, but relatively little is known concern-
ing optimization algorithms for distributing data replicas. Using a hierar-
chical model, we answer how to distribute replicas across failure domains
optimally. We formulate a novel optimization problem for replica placement
in data centers. As part of our problem, we formalize and explain a new
criterion for optimizing a replica placement. Our overall goal is to choose
placements in which correlated failures disable as few replicas as possible.
We provide two optimization algorithms for dependency models represented
by trees. We first present an O(n+ρ log ρ) time dynamic programming algo-
rithm for placing ρ replicas of a single file on the leaves (representing servers)
of a tree with n vertices. We next consider the problem of placing replicas
of m blocks of data, where each block may have different replication factors.
For this problem, we give an exact algorithm which runs in polynomial time
when the skew, the difference in the number of replicas between the largest
and smallest blocks of data, is constant.
IA preliminary version of this work appeared in the Proceedings of the 9th Annual Inter-
national Conference on Combinatorial Optimization and Applications (COCOA), 2015 [1].
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1. Introduction
With the surge towards the cloud, our websites, services and data are
increasingly being hosted by third-party data centers. These data centers are
often contractually obligated to ensure that data is rarely, if ever unavailable.
One cause of unavailability is co-occurring component failures, which can
result in outages that can affect millions of websites [2], and cost millions of
dollars in profits [3]. An extensive one-year study of availability in Google’s
cloud storage infrastructure showed that such failures are relatively harmful.
Their study emphasizes that “correlation among node failure dwarfs all other
contributions to unavailability in our production environment” [4].
One of the main reasons for correlation among data center failure events
is dependencies among system components. Much effort has been made in
the literature to produce quality statistical models of this correlation [5,
4, 6, 7] But in using such models researchers do not make use of the fact
that many of these dependencies can be explicitly modeled, since they are
known to the system designers. In contrast, we propose to make use of the
failure domain models which are already used in commercially available cloud
storage products [8, 9] to avoid correlated failure.
To achieve high availability, data centers typically store multiple repli-
cas of data to tolerate the potential failure of system components. This
gives rise to the replica placement problem, an optimization problem which,
broadly speaking, involves determining which servers in the system should
store copies of a file so as to maximize a given objective (e.g. reliability, com-
munication cost, response time, or access time). While our focus is on replica
placements, our approach could also be used to place replicas of other enti-
ties that require high-availability, such as virtual machines or mission-critical
tasks.
In this work, we present a new optimization objective for avoiding corre-
lated failure, and novel algorithms to optimize this objective. See Figure 1
for an example model, in which three identical replicas of the same block
of data are distributed on servers in a data center. As can be seen in Fig-
ure 1a, a failure in the power supply unit (PSU) on a single rack could result
in a situation where every replica of a data block is completely unavailable,
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Figure 1: Two scenarios represented by directed trees. Boxes represent placement candi-
dates. Greyed boxes are candidates in the current placement.
whereas in Figure 1b, three PSU failures would need to occur in order to
achieve the same result. Best practices avoid Scenario I by ensuring that
each replica is housed on a separate rack [10]. However, this simple heuristic
can be suboptimal in some cases. For instance, failures that occur higher in
the tree can impact the availability of every data replica stored on adjacent
racks.
In common technical parlance each of the internal nodes represented in
Figure 1 is termed a failure domain. Widely used, modern-day storage area
networks such as Parallels’ Cloud Storage [8], and VMWare’s Virtual SAN
[9] allow the user to specify a hierarchical model of failure domains much
like that seen in Figure 1. In these models, storage devices which can fail
together due to a common hardware dependency are grouped together into
a hierarchy. Such models have also appeared in the research literature [11,
10]. For instance, the designers of CRUSH proposed a distributed algorithm
which pseudo-randomly distributes data across failure domains. In CRUSH,
the system administrator is allowed to specify replica placement rules which
are used to distribute replicas across multiple failure domains [10]. While
CRUSH allows the user to specify rules which may lead to a undesirable
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placement such as that seen in Figure 1a, our work focuses on the alternative
approach of finding an optimal replica placement. In the process, we develop
a novel objective function which provides insight into what “optimal” means
in terms of replica placement.
Concurrent with our work, Korupolu and Rajaraman considered several
important extensions and variants of the reliable replica placement problem
which they term “failure-aware placement” [12]. Their work explores impor-
tant variants of replica placement which allows for a user-specified reliability
factor at each node. They define an adversarial optimization problem which
finds a fractional number of replicas placed at each server. Once having opti-
mized a fractional placement, they provide a randomized rounding approach
which attains the optimum value of the fractional solution in expectation.
However, the problem which they formulate relies heavily on the assignment
of reliability factors to nodes. In the case where all nodes have the same
reliability factor, the algorithm of Korupolu and Rajaraman assigns each
leaf node an equal assignment of replicas, regardless of the structure of the
heirarchy. When randomized rounding is performed on such a fractional
placement, all discrete placements will be equally likely. In contrast, our for-
mulation distinguishes between discrete placements based upon the structure
of the hierarchy.
Other work on reliability in storage area networks has focused on ob-
jectives such as mean time to data loss [13, 14]. These exemplify an ap-
proach towards correlated failure which we term “measure-and-conquer”. In
measure-and-conquer approaches [5, 4, 6, 7], a measured degree of correla-
tion is given as a parameter to the model. In contrast, we model explicit
causal relations among failure events which we believe give rise to the corre-
lation seen in practice. More recently, Pezoa and Hayat [15] have presented a
model in which spatially correlated failures are explicitly modeled. However,
their main goal is the accurate statistical modeling of task redistribution
and scheduling in the data center, whereas we are focused on algorithms for
replica placement with provable guarantees. In the databases community,
work on replica placement primarily focused on finding optimal placements
in storage area networks with regard to a particular distributed access model
or mutual exclusion protocol [16, 17, 18]. Similarly, work from the network-
ing community tends to address particular allocation policies or quality of
service objectives such as load balancing [11, 19], in contrast to the present
work on correlated failure. In general, much of the work from these commu-
nities focuses on system models and goals which are substantially different
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from our own. Recently, there has been a surge of interest in computer
science concerning cascading failure in networks. While our model is con-
ceptually related to this work, it does not appear to directly follow from any
published model [20, 21, 22, 23]. Current work in this area is focused on
fault-tolerant network design [20], modeling cascading failure [21, 22], and
developing techniques for adversarial analysis [23]. To our knowledge, no one
has yet considered the problem of replica placement in such models.
Our Contributions:. In this work, we make the following contributions. We
first present a novel optimization goal for avoiding correlated failure and
formulate two novel replica placement problems which optimize for this goal.
Intuitively, in our problems, the optimization goal is to choose a placement
in which correlated failures disable as “few” replicas as possible. We then
present two efficient algorithms for attaining our optimization goal in trees.
Both algorithms are based on dynamic programming. The first algorithm
finds an optimal placement of replicas for a single block of data. It has a
running time of O(n+ρ log ρ), where n denotes the number of vertices in the
tree and ρ denotes the number of replicas to be placed. Our second algorithm
finds an optimal placement of replicas for multiple data blocks. We define
the skew of the desired placement to be the difference between the largest
and smallest replication factor among all files. When the skew is at most a
constant, we present a replica placement algorithm which runs in polynomial
time. Finally, we establish the NP-hardness of reliable replica placement in
bipartite graphs, even when placing ρ replicas of only one block.
Roadmap:. The rest of the text is organized as follows. We describe our
system model and formally define single- and multi-block replica placement
problems in Section 2. We describe our algorithm for finding an optimal
placement for a single file in Section 3. We describe our algorithm for finding
an optimal placement for multiple files in Section 4. Finally, we present an
overview of known complexity results in Section 5 before discussing future
work and concluding in Section 6.
2. Modeling
We model dependencies among failure events as a directed, rooted tree in
which all edges point away from the root (i.e. an arborescence) where nodes
represent failure events and a directed edge from node u to node v indi-
cates that the occurrence of failure event u triggers the occurrence of failure
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event v. These nodes correspond either to real-world hardware unsuitable for
storage (e.g. a top-of-rack (ToR) switch), or to abstract events which have
no associated physical component (e.g. software failure, and maintenance
outages). We refer to this tree as the failure model.
Given such a tree as input, we consider the problem of selecting nodes
on which to store data replicas. Roughly, we define a placement problem as
the problem of selecting a subset of the leaf nodes, hereafter referred to as a
placement, from the failure model so as to satisfy some safety criterion. In our
application, only leaf nodes, which represent storage servers, are candidates
to be part of a placement.
Let (V,A) be an arborescence with vertices in V and arcs in A. Let
E ⊆ V denote the set of internal nodes, and let L denote the set of leaves.
We are interested in finding a placement of size ρ, which is defined to be a
set P ⊆ L, with |P | = ρ. There are two types of nodes in tree (V,A): in-
ternal nodes, which represent failure events, and leaf nodes, which represent
storage servers. A directed edge from internal node e1 to internal node e2
indicates that, in the worst-case, the occurrence of failure event e1 triggers
the occurrence of failure event e2. A directed edge from internal node e to
leaf node ` indicates that, in the worst-case, the occurrence of event e com-
promises storage server `. We consider failure to act transitively as regards
the unavailability of replicas. That is, if a failure event occurs, all failure
events reachable from it in (V,A) also occur.
To quantify the impact of the failure of an event, we define the notions
of failure number and failure aggregate.
Definition 1 (failure number). Given a vertex u ∈ V and a placement
P , the failure number of u with respect to P , denoted f(u, P ) is defined as
f(u, P ) := |{` ∈ P | ` is reachable from u in (V,A)}|.
In particular, f(u, P ) is the number of leaves in P whose correct operation
could be compromised by the occurrence of event u.
As an example, node u in Figure 1 has failure number 3 in Scenario I, and
failure number 1 in Scenario II. Note that with this definition, leaf nodes also
have a failure number.
The failure number captures a conservative criterion for a safe placement.
Our goal is to find a placement which does not induce large failure numbers
in any event. To collect all of the failure numbers into a single metric, we
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define the failure aggregate, a novel measure that accounts for the failure
number of every event in the model.
Definition 2 (failure aggregate). The failure aggregate of a placement P
is a vector in Nρ+1, denoted f(P ), where f(P ) := 〈p0, p1, . . . , pρ〉, and each
pi is defined as
pi :=
∣∣{e ∈ E ∪ L | f(e, P ) = ρ− i}∣∣ .
Intuitively, pi is the number of nodes whose failure allows ρ − i replicas
to survive. In Figure 1, Scenario I has failure aggregate of 〈2, 0, 3, 10〉 and
Scenario II has failure aggregate of 〈0, 1, 7, 7〉 in Figure 1b.
All of the problems we consider in this work involve optimizing the failure
aggregate. When optimizing a vector quantity, we must choose a meaningful
way to totally order the vectors. In the context of our problem, we find that
ordering the vectors with regard to the lexicographic order naturally encodes
our intuition behind an “optimal” placement.
Definition 3 (lexicographic order). The lexicographic order <L between
vectors x = 〈x0, ..., xd〉 and y = 〈y0, ..., yd〉 can be defined via the following
formula:
x <L y ⇐⇒ ∃ j ∈ [0, ρ] :
(
xj < yj ∧ ∀ i < j : [xi = yi]
)
The above definition extends to a definition for the symbol ≤L in the usual
way. We use terms lexico-minimum and lexico-minmizes as an efficient short-
hand for phrases “minimum in the lexicographic order” and “minimizes with
respect to the lexicographic order” respectively.
To see why using the lexicographic ordering is desirable, consider a place-
ment P which lexico-minimizes f(P ) = 〈p0, p1, ..., pρ〉 among all possible
placements. Such a placement is guaranteed to minimize p0, i.e. the number
of nodes which compromise all of the entities in our placement. Further,
among all solutions minimizing p0, P also minimizes p1, the number of nodes
compromising all but one of the entities in P , and so on for p2, p3, . . . , pρ.
Clearly, the lexicographic order nicely prioritizes minimizing the entries of
the vector in an appealing manner.
This gives rise to the following novel optimization problem.
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Problem 1 (Optimal Single-block Placement). Given an arborescence
(V,A) with leaves in L, and positive integer ρ, with ρ < |L|, find a placement
P ⊂ L with size ρ, such that f(P ) is lexico-minimum.
Essentially, Problem 1 concerns placing ρ replicas of a single block of data.
Notice that in this problem we enforce that no more than one replica may
be placed at any given leaf. This is reasonable, as co-locating two replicas
on the same server would defeat the purpose of replication. In Section 3, we
present an O(n+ ρ log ρ) algorithm for solving Problem 1.
While a worthy goal, a solution to Problem 1 only optimizes the place-
ment of a single set of replicas. In the data center, multiple sets of repli-
cas must co-exist simultaneously. To address this crucial use-case, we also
present an algorithm which simultaneously optimizes multiple replica place-
ments at once. To this end, we define a multi-placement P to be an m-tuple
of placements, P := (P1, ..., Pm). In the multi-placement context, we refer to
placements P1, ..., Pm as blocks, and we refer to each block by its position in
the tuple (e.g. placement P1 is block 1, ... placement Pi is block i, etc.) In the
single-block case, it made sense to ensure that no more than one replica may
be placed at any leaf node. In the multi-block case, we must allow multiple
replicas from different blocks to be collocated at a leaf node. To this end, we
include a capacity c(`) for each leaf node ` in our formulation, and ensure no
more than c(`) replicas are placed on `. However, each placement remains a
subset of the set of leaves, which means no placement in a multi-placement
may place more than one replica on any given leaf.
The failure aggregate f(P ) defined above extends to multi-placements by
taking the sum over all placements in the multi-placement. To allow each
block to have a distinct number of replicas, we pad the failure aggregates on
the left with additional zeroes to achieve a vector with the proper length.
More specifically, if placement Pi consists of ρi replicas, then each failure
aggregate is defined as a vector of length max[ρ1, ..., .ρm]. We refer to this
quantity as the girth of the multi-placement, and denote it by ρ. Using
this notation, the definition of the failure aggregate does not require any
modification. We can thus define g(P) := ∑mi=1 f(Pi), where f(Pi) takes on
values in Nρ+1, where ρ is understood to be the girth of the multi-placement
P . This leads naturally to the following problem.
Problem 2 (Optimal Multi-block Placement). Given an arborescence,
(V,A), with leaves in L, where each leaf ` ∈ L has assigned capacity c(`) ∈ Z+,
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a positive integerm, andm positive integers ρ1, ρ2, . . . , ρm for which
∑m
i=1 ρi ≤
∑
`∈L c(`),
find a multi-placement P = (P1, ..., Pm), which lexico-minimizes g(P) subject
to the constraints that
1) for each ` ∈ L, P contains no more than c(`) copies of `, and
2) |Pi| = ρi for each i = 1, . . . ,m.
In the context of an instance of Problem 2, we define:
a) the size as the sum of the sizes of all blocks, denoted by ρˆ =
∑m
i=1 ρi,
b) the girth as the maximum size of any block, denoted by ρ = max(ρ1, ..., ρm),
c) the skew as the absolute difference between the largest and smallest
replication factors of each block, denoted by δ. For convenience, we
assume that δ ≥ 1, that is, δ = max(maxi ρi −mini ρi, 1).
Storage area networks used widely in practice make use of multi-placements
with bounded skew2. In Section 4 we present an exact dynamic program-
ming algorithm which, for any specification ρ1, ..., ρm finds an optimal multi-
placement of m blocks with skew δ and girth ρ. Our algorithm runs in
polynomial-time when δ is a fixed constant. In any case, δ < ρ, and in
practice, both values are small constants [8, 9].
Throughout the paper, anytime we minimize or compare vector quantities
we are minimizing or comparing them in the lexicographic order. Moreover,
we reserve the symbols P , f(P ) and pi, to have their meaning as defined
in this section. We will also consistently use f(u, P ) to refer to the failure
number of node u in placement P . The symbol ρˆ will be consistently used
to denote the size of a multi-placement, whereas ρ will denote the size of a
placement in Section 3 and the girth of a multi-placement in Section 4 and
beyond.
2From the VMWare Virtual SAN Administrator’s Guide: “For n failures tolerated,
n + 1 copies of the virtual machine object are created”[9]. In contrast, the Parallels sys-
tem allows the number of replicas per chunk to vary between a minimum and maximum
value [8]. While our current work does not fully address the replication practices of the
Parallels system, our algorithm can still be applied. The Parallels system must store a
minimum number of replicas, and we can place these replicas optimally using our algo-
rithm. Moreover, the recommended settings in a Parallels cluster use a maximum and
minimum replication factor of 2 and 3 respectively (i.e. the recommended skew is at most
one).
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3. Solving Single-block Replica Placement
In this section, we describe an algorithm for solving Problem 1. First,
we prove that any optimal placement must be balanced. We then exploit
this balancing property to develop an O(n+ ρ log ρ) algorithm for finding an
optimal placement of size ρ on the leaves of an arborescence with n nodes.
As an aside, we note that a greedy algorithm also works for this prob-
lem. Briefly, the greedy solution forms a partial placement P ′, to which new
replicas are added one at a time, until ρ replicas have been placed overall.
P ′ starts out empty, and at each step, the leaf u which lexico-minimizes
f(P ′∪{u}) is added to P ′. That this na¨ıve greedy approach works correctly
is not immediately obvious. It can be shown via an exchange argument that
each partial placement found by the greedy algorithm is a subset of some op-
timal placement. Proving this is straight-forward, yet somewhat tedious (see
Appendix A). However, as we show below, the running time of the greedy
approach does not compare favorably with our O(n+ ρ log ρ) algorithm.
The greedy approach solves Problem 1 in O(n2ρ) time. Each iteration
requires checking O(|L|) leaves for inclusion. For each leaf ` which is checked,
every node on a path from ` to the root must have its failure number recom-
puted. Both the length of a leaf-root path and the number of leaves can be
bounded by O(n) in the worst case, yielding O(n2ρ) time overall.
3.1. The Balancing Property for Optimal Placements
Our algorithm for optimal replica placements hinges on the fact that any
optimal placement must be balanced. Intuitively, this means that the num-
ber of replicas which are descendants of any internal node u are distributed
among the children of u so that no single child accommodates too many
replicas. The intuition behind balancing is made precise in 4, which follows
below.
Let Lu be the set of leaves which are descendants of node u. We refer to
|Lu| as the capacity of node u.
Definition 4. Given a placement P , let node u have children c1, ..., ct. Let
Lci be the set of leaves which are descendants of child ci. Node u is said to
be balanced with respect to placement P if, for all ci, cj ∈ {c1, ..., ct}
|Lci | > f(ci, P ) =⇒ f(cj, P ) ≤ f(ci, P ) + 1,
and the above condition is referred to as the balancing condition.
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Moreover, placement P is said to be balanced if, all nodes u ∈ V are
balanced with respect to P .
The balancing condition holds trivially if |Lci | = f(ci, P ). We say that
children where |Lci| = f(ci, P ) are filled, and children where |Lci | > f(ci, P )
are unfilled. As a consequence of the balancing condition the replicas are
“evenly spread” among the unfilled children. Our algorithm exploits the
following result to achieve an O(n + ρ log ρ) running time for minimizing
f(P ) in a tree.
Theorem 1. Any placement P in which f(P ) is lexico-minimum among all
placements for a given tree must be balanced.
Proof. Suppose P is not balanced, yet f(P ) is lexico-minimum. We derive
a contradiction as follows.
Let u be an unbalanced node, then u must have children ci and cj such
that ci is unfilled and f(ci, P ) + 1 < f(cj, P ). Since ci is unfilled, we must
be able to take one of the replicas placed on a leaf of cj and place it on ci
instead. Leaves `i ∈ Lci \P and `j ∈ Lcj∩P must exist, because ci is unfilled,
and Lcj ∩ P is non-empty. Set P ∗ := (P \ {`j})∪ {`i}. We will show P ∗ is a
strictly better placement than P .
Let f(P ) = 〈p0, ..., pρ〉, and f(P ∗) = 〈p∗0, ..., p∗ρ〉. For convenience, let
f(cj, P ) = a. To show that f(P ) >L f(P
∗), we aim to prove that p∗ρ−a <
pρ−a, and that p∗k = pk for all k < ρ− a. We will concentrate on proving the
former, and afterwards show that the latter follows easily.
Let pi(`i, ci) (respectively pi(`j, cj)) be the nodes on the unique path from
`i to ci (respectively `j to cj). As a result of the swap, note that only the
nodes on these paths have their failure numbers modified. Therefore, to
prove p∗ρ−a < pρ−a, it suffices to consider the failure numbers of the nodes
in pi(`i, ci) ∪ pi(`j, cj). Let S− (respectively S+) be the set of nodes whose
failures change from a (respectively change to a), as a result of the swap.
Formally, we define:
S− := {v ∈ V | f(v, P ) = a, f(v, P ∗) 6= a},
S+ := {v ∈ V | f(v, P ) 6= a, f(v, P ∗) = a}.
By definition, p∗ρ−a = pρ−a−|S−|+|S+|. We claim that |S−| ≥ 1 and |S+| = 0,
which suffices to show that p∗ρ−a < pρ−a, as required.
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To show that |S−| ≥ 1, note that f(cj, P ) = a by definition, and after
the swap, the failure number of cj decreases. Therefore, |S−| ≥ 1.
To show that |S+| = 0, we must prove that no node in pi(`i, ci)∪ pi(`j, cj)
has failure number a after the swap has occurred. We show the stronger
result, that all such nodes’ failure numbers are strictly less than a.
Let vj be a node on the path pi(`j, cj), and consider the failure number of
vj. Notice that for every such vj, we have that
f(vj, P
∗) ≤ f(cj, P ∗) = a− 1 < a,
where the first inequality follows since the failure number of any node is less
than or equal to that of any of its ancestors, and f(cj, P
∗) = a− 1, since the
number of replicas on cj decreases by 1 as a result of the swap. Therefore,
f(vj, P
∗) < a, for any vj ∈ pi(`j, cj).
Likewise, let vi be a node on the path pi(`i, ci), and consider the failure
number of vi. Since the swap added a replica at node ci, clearly f(vi, P
∗) =
f(vi, P ) + 1. Recall also that f(ci, P ) + 1 < f(cj, P ), therefore, for all vi, we
have
f(vi, P ) ≤ f(ci, P ) < f(cj, P )− 1 = a− 1,
which establishes that f(vi, P ) < a − 1. Substituting f(vi, P ∗) yields that
f(vi, P
∗) < a for any vi ∈ pi(`i, ci).
Therefore, no node in pi(`i, ci)∪pi(`j, cj) has failure number a, so |S+| = 0,
as desired. Moreover, since we showed that f(v, P ∗) < a, for any node
v ∈ pi(`i, ci) ∪ pi(`j, cj), and these are the only nodes whose failure numbers
change, we have also proven that pk = p
∗
k for all k ≤ ρ− a, thus completing
the proof. 
3.2. An O(n+ ρ log ρ) Algorithm for Optimal Placements
To ease our exposition, we first describe anO(nρ) version of the algorithm.
In Section 3.2.3, we make modifications to improve the running time to O(n+
ρ log ρ).
Our algorithm finds an optimal placement that is balanced. Conceptually,
we can think of our algorithm as assigning ρ replicas to the root of the tree,
and assigning these replicas to children of the root in some fashion. We then
recursively carry out the same procedure on each child, thereby proceeding
down the tree, at each step ensuring that the replicas are assigned according
to the balancing property. However, as we move down the tree, we observe
that for certain nodes, the balancing condition only determines the number of
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replicas placed up to an additive factor of ±1. Therefore, on the way back up
the tree, we solve a minimization problem to determine how many replicas to
place on each node in order to minimize f(P ). To concisely communicate the
“total number of replicas assigned to node u”, we shall refer to the number
of replicas assigned to a node of the tree as its mass.
More specifically, we proceed as follows. Before the recursive procedure
begins, we first record the capacity of each node u via a post-order traversal of
the tree. Our algorithm is then executed in two consecutive phases. During
the divide phase, the algorithm is tasked with dividing the mass assigned
to node u among the children of u. First, for each child ci, we determine
rminci , the minimum possible mass on ci in any balanced placement. After
the divide phase, we have determined which children c are definitely-filled,
(rminci = |Lci |) and which are possibly-unfilled, (rminci < |Lci |). Definitely-
filled children have a mass equal to their capacity, and require no further
optimization. To achieve balancing, each possibly-unfilled child labeled ci
must have a mass of either rminci or r
min
ci
+1. The algorithm is then recursively
called on each possibly-unfilled child to obtain optimal subproblems of mass
rminci and r
min
ci
+1 for their subtrees. After this recursive call is complete, two
optimal solutions are available at each possibly-unfilled child. The combine
phase then chooses which of the two placements should be used at each
possibly-unfilled child so as to obtain a minimum overall, thereby determining
the final mass for each such child.
3.2.1. Divide Phase
When node u is first considered by the divide phase, there are at most
two possible values for its final mass. Let these values be rminu and r
min
u + 1.
Let u have t children, labeled c1, ..., ct, with capacities |Lc1 |, ..., |Lct |. The
divide phase determines which children are definitely-filled, and which are
possibly-unfilled.
The set of possibly-unfilled children can be determined in O(t) time in
a manner similar to the algorithm for the Fractional Knapsack Problem
[24]. We iteratively process the children of u and, based upon their ca-
pacities, determine whether they are definitely-filled or possibly-unfilled in
a balanced placement of ρ replicas. We ensure that in each iteration, at
least one-half of the children with undetermined status have their definitely-
filled/possibly-unfilled status determined. To determine which half, the me-
dian capacity child with undetermined status is found using the median
of medians algorithm [25]. Based upon the number of replicas yet to be
13
u1 2 4 5 9 11|Li| =
ru ∈ {20, 21}
med = 4.5|
x = 20 6≤ 3.5(3) = 10.5
x = 20 > 4.5(3) = 13.5F F F
5 9 11 med = 9
x = 13 ≤ 8(2) = 16U U
5 med = 5
x = 13 ≤ 5(3) = 15U
Figure 2: Example execution of Algorithm 1. Either 20 or 21 replicas are placed on node
u, which has six children, with capacities 1, 2, 4, 5, 9 and 11. Each iteration is divided by
a line. The node with the median capacity is circled in each iteration, except in the first
iteration, where no node has capacity equal to the median. Computation of the branch
conditions at lines 12 and 15 are shown on the right.
“claimed” by definitely-filled children, either a) the set of children with ca-
pacity greater than or equal to the median are labeled as possibly-unfilled,
or b) the set of children with capacity less than or equal to the median are
labeled as definitely-filled. The algorithm then recurses on the remaining
possibly-unfilled children. In the process of computing the definitely-filled
and possibly-unfilled children values of rminci are determined for all possibly-
unfilled children ci. See Algorithm 1 for pseudocode describing this pro-
cedure, and Figure 2 for a sample execution. The proof of correctness is
straight-forward but tedious, and is provided in Appendix B. Because the
algorithm runs in time O(t) for a node with t children, the divide phase takes
O(n) time over the entire tree.
We next show that computing two values at each child is all that is
required to compute both placements of mass rminu and r
min
u + 1 at node u.
This avoids a combinatorial explosion by keeping constant the number of
subproblems considered at each node throughout the recursion.
14
Theorem 2. Let U and F be the set of possibly-unfilled and definitely-filled
children found by Algorithm 1, and let R be the minimum number of repli-
cas to be distributed among the possibly-unfilled children, i.e. R := rminu −∑
ci∈F |Lci |. In any case where rminu or rminu + 1 replicas must be balanced
among t possibly-unfilled children, it suffices to consider placing either bR/|U |c
or d(R+1)/|U |e children at each possibly-unfilled child.
Proof. We first show that if x replicas are to be distributed among |U |
possibly-unfilled children with sufficient capacity in a balanced manner, then
each child needs to store either bx/|U |c or dx/|U |e replicas. Assume, on the
contrary, that every child has capacity of at least dx/|U |e but some child
stores either at most bx/|U |c− 1 replicas or at least dx/|U |e+ 1 replicas. There
are two cases depending on whether or not x mod |U | = 0.
Case i (x mod |U | = 0): In this case, bx/|U |c = dx/|U |e = x/|U |. If some child
stores at most x/|U | − 1 replicas, then some other child must store at
least x/|U | + 1, and vice versa. This, in turn, violates the balancing
property.
Case ii (x mod |U | 6= 0): In this case, bx/|U |c < x/|U | < dx/|U |e. If some child
stores at most bx/|U |c − 1 replicas, then some other child must store at
least dx/|U |e replicas. Likewise, if some child stores at least dx/|U |e + 1
replicas, then some other child must store at most bx/|U |c replicas. Both
situations violate the balancing property.
We now prove the main result. Note that we need to place eitherR orR+1
replicas on |U | possibly-unfilled children identified by the labeling algorithm.
If |U | = 1, then, clearly, the possibly-unfilled child needs to store either R or
R + 1 replicas. Thus assume that |U | ≥ 2. Note that the capacity of each
possibly-unfilled child is at least dR/|U |e. There are three cases depending on
the values of R mod |U | and (R + 1) mod |U |.
Case i (R mod |U | = 0): With R replicas, we need to store exactly R/|U |
replicas on each possibly-unfilled child. With R + 1 replicas, we need
to store either b(R+1)/|U |c or d(R+1)/|U |e replicas on each possibly-unfilled
child. But since R mod |U | = 0, bR/|U |c = b(R+1)/|U |c, yielding the two
values claimed.
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Case ii ((R + 1) mod |U | = 0): With R replicas, we need to store either bR/|U |c
or dR/|U |e replicas on each possibly-unfilled child. With R+ 1 replicas,
we need to store exactly (R+1)/|U | replicas on each possibly-unfilled child.
But since (R+1) mod |U | = 0, dR/|U |e = d(R+1)/|U |e = (R+1)/|U |, yielding
the two values claimed.
Case iii (R mod |U | 6= 0 and (R + 1) mod |U | 6= 0): In this case, bR/|U |c =
b(R+1)/|U |c and dR/|U |e = d(R+1)/|U |e, yielding the two values claimed.
This completes the proof. 
3.2.2. Combine Phase
Once the recursive call completes, we combine the results from each of the
children to achieve the lexico-minimum value of the objective function overall.
Let U be the set of possibly-unfilled children found in the divide phase. The
combine phase decides which R mod |U | possibly-unfilled children receive
a mass of d(R+1)/|U |e, and which receive a mass of only bR/|U |c. We call a
placement with size d(R+1)/|U |e heavy, and a placement of size bR/|U |c light.
We must select R mod |U | children to receive heavy placements in such a way
that the overall placement is lexico-minimum. Recall that we must return
two optimal placements, one of size rminu and another of size r
min
u + 1. We
show how to obtain an optimal placement of size rminu , the r
min
u + 1 case is
easily obtained thereafter.
Let the possibly-unfilled children be given as c1, ..., c|U |. For each possibly-
unfilled child ci let ai (respectively bi) represent the minimum value of f(P ),
where P is any light placement (respectively any heavy placement) of replicas
on child ci. Recall that the values of optimal heavy and light placements were
recursively computed for each child, so values of ai, bi ∈ Zρ+1 are readily
available. We formulate an optimization problem by setting decision variables
xi ∈ {0, 1}, for which xi = 0 if child ci receives a light placement, or 1 if
ci receives a heavy placement. The problem can then be described as an
assignment of values to xi according to the following system of constraints.
min
|U |∑
i=1
ai + (bi − ai)xi, subj. to:
|U |∑
i=1
xi = R mod |U |. (1)
An assignment of xi which satisfies the requirements of (1) can be found
by computing bi − ai for all i, and greedily assigning xi = 1 for the children
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with the R mod |U | smallest values of bi−ai. This solution is clearly feasible.
Theorem 3 below states that this assignment is also optimal.
Our proof of Theorem 3 relies crucially on the fact that the lexicographic
order on integer vectors forms a linearly-ordered Abelian group under the
operation of component-wise addition. For completeness, we state the prop-
erties of a linearly-ordered Abelian group here.
Definition 5. A linearly-ordered Abelian group is a triple 〈G,+,〉, where
G is a set of elements, + is a binary operation on G, and  is a linear (total)
order on G such that all of the following properties are satisfied [26].
a) Associativity: for all x, y, z ∈ G, x+ (y + z) = (x+ y) + z
b) Commutativity: for all x, y ∈ G, x+ y = y + x.
c) Identity: there is an element 0 ∈ G such that for all x ∈ G, 0 + x = x.
d) Inverses: for all x ∈ G, there is an element x−1 ∈ G, such that x +
(x−1) = 0. In commutative (Abelian) groups, x−1 is typically denoted
−x.
e) Translation-invariance: for all x, y, z ∈ G, if x  y, then x+ z  y+ z.
It is straight-forward to show that 〈Zρ+1,+,≥L〉 is a linearly-ordered
Abelian group, where + is component-wise addition, and ≥L is the lexi-
cographic order. Armed with this fact, we can now formally state and prove
correctness of the greedy optimization procedure.
Theorem 3. Let pi = (pi1, pi2, ..., pi|U |) be a permutation of indices {1, ..., |U |}
such that
bpi1 − api1  bpi2 − api2  ...  bpi|U| − api|U| .
If 〈x1, ..., x|U |〉 is defined according to the following rule: set xpii = 1 if and
only if i ≤ R mod |U |, else xpii = 0, then 〈x1, ..., x|U |〉 is an optimal solution
to (1).
Proof. First, notice that any optimal solution to (1) also minimizes the
quantity
∑
i(bi − ai)xi. Therefore, it suffices to minimize this quantity. For
convenience, we consider 〈x1, ..., x|U |〉 to be the characteristic vector of a
subset S of indices {1, ..., |U |}. We will show that no other such subset S ′
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can yield a characteristic vector 〈x′1, ..., x′|U |〉 which is strictly better than
〈x1, ..., x|U |〉 as follows.
Let β = R mod |U |, and let S = {pi1, ..., piβ} be the first β entries of pi
taken as as set. Suppose that there is some S ′ which represents a feasible
assignment which is strictly better than that represented by S. Clearly,
S ′ ⊆ {1, ...., |U |}, such that |S ′| = β and S 6= S ′. Since S 6= S ′, and
|S ′| = |S|, we have that there must be some i ∈ S \ S ′ and j ∈ S ′ \ S. We
claim that we can improve on S ′ by forming S∗ = (S ′\{j})∪{i}. Specifically,
we claim that ∑
k∈S∗
(bk − ak) ≤L
∑
k∈S′
(bk − ak), (2)
which implies that replacing a single element in S ′ with one from S does not
cause the quantity minimized in (1) to increase.
To prove (2), note that j /∈ S and i ∈ S implies that (bi−ai)  (bj−aj).
We now apply the translation-invariance of 〈Zρ+1,+,≥L〉, which states that
for any x, y, z ∈ Zρ+1, x ≤L y =⇒ z + x ≤L z + y. Let x = (bi − ai),
y = (bj − aj), and let z =
∑
k∈(S∗\i)(bk − ak). This yields∑
k∈(S∗\{i})
(bk − ak) + (bi − ai) ≤L
∑
k∈(S∗\{i})
(bk − ak) + (bj − aj).
But since S∗ \ {i} = S ′ \ {j}, we have that∑
k∈(S∗\{i})
(bk − ak) + (bi − ai) ≤L
∑
k∈(S′\{j})
(bk − ak) + (bj − aj)∑
k∈S∗
(bk − ak) ≤L
∑
k∈S′
(bk − ak)
Thereby proving (2). This shows that any solution which cannot be repre-
sented by S can be modified to swap in an extra member of S without in-
creasing the quantity minimized by (1). By induction, it is therefore possible
to include every element of S − S ′ until S ′ is transformed into S. Therefore,
〈x1, ..., x|U |〉 is an optimal solution to (1). 
The required greedy solution can be quickly formed by first selecting the
possibly-unfilled child having the (R mod |U |)th largest value of bi−ai using
linear-time selection. Thereafter, the partition procedure from quicksort can
be used to find those children having values below this selected child. For
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clarity of notation, we assume from here on that the possibly-unfilled children
c1, ..., c|U | are sorted in increasing order of bi−ai, even though the algorithm
performs no such sorting.
At the end of the combine phase, we compute and return the sum∑
i≤R mod |U |
bi +
∑
i>R mod |U |
ai +
∑
cj∈F
f(Lcj) +α(r
min
u ), (3)
where α(k) is a vector of size ρ + 1 with a one in the kth entry, and zeroes
everywhere else. Since node u has mass rminu , the α(r
min
u ) term accounts
for node u’s contribution to f(P ). Thus equation (3) gives the value of an
optimal placement of rminu replicas placed on node u.
Pseudocode for the entire algorithm appears in Algorithm 2. Implement-
ing this procedure directly yields an O(nρ) time algorithm, where n is the
number of nodes in the tree, and ρ is the number of replicas to be placed. In
the next section, we describe several improvements which are used to achieve
a running time of O(n+ ρ log ρ).
3.2.3. Transforming to Achieve O(n+ ρ log ρ) Time
First, observe that the maximum failure number returned from child ci
is rminci + 1. This, along with the property that every node’s failure number
is greater than or equal to that of its descendants, implies that the vector
returned from ci will have a zero in indices 0, ..., ρ − rminci − 2. To avoid
wasting time, we modify the algorithm to return only the non-zero suffix of
this vector, which has length at most O(rminci ). At each node, we can compute
(3) by summing the entries of the vector in decreasing order of their index,
and skipping zero entries. Specifically, to compute v1 + ... + vt, we first
allocate an empty vector w of size rminu + 1, to store the result of the sum.
For each vector vi, we set w[j] ← w[j] + vi[j] for indices j from indices
ρ− rminci up to ρ. After all the vectors have been processed, w = v1 + ...+vt.
This algorithm takes only O(rmin1 )+ ...+O(r
min
t ) = O(r
min
u ) time to compute
a single sum. Using smaller vectors also implies that the (R mod |U |)th best
child can be found in O(rminu ) time, since each possibly-unfilled child returns
a vector of size at most O(rminu /|U |), each comparison need take no more than
O(rminu /|U |) time. Since there are only |U | children to compare, we obtain
O(rminu ) time in total for linear-time selection when using these sparse vectors.
With these modifications, the entire combine phase takes only O(rminu ) time
at every node u. We will collectively refer to the techniques presented in this
paragraph as prefix truncation in later sections.
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Figure 3: Illustration of a degenerate chain.
To bring down the running time of the combine phase, note that in any
placement, nodes at the same depth have ρ replicas placed on them in total.
We can therefore achieve anO(ρ log ρ) time combine phase overall by ensuring
that the combine phase only needs to occur in at most O(log ρ) levels of the
tree. To do this, observe that when rminu = 0, any leaf with minimum depth
forms an optimal placement of size 1. Moreover, we can easily construct
pointers from each node to its minimum depth leaf during an O(n) time
preprocessing phase. Therefore, the combine phase does not need to be
executed once rminu = 0. To ensure that there are only O(log ρ) levels, we
transform the tree to guarantee that as the combine phase proceeds down the
tree, rminu decreases by at least a factor of two at each level. The balancing
property ensures that this will automatically occur when there are two or
more possibly-unfilled children at each node. However this is not guaranteed
when the tree contains what we term a degenerate chain, a path of nodes each
of which only have a single possibly-unfilled child. By removing degenerate
chains, we can obtain an O(ρ log ρ) combine phase.
Figure 3a illustrates a degenerate chain of length k. In this figure, for all
i ∈ {1, ..., k − 1}, all nodes in Ti are definitely-filled. Moreover, node vk has
at least two possibly-unfilled children. Thus, for i ∈ {1, ..., k − 1}, each vi
has only a single possibly-unfilled child, namely vi+1. It is easy to see that
if the number of leaves in each set Ti is constant with respect to ρ, then the
length of the chain can be as large as O(ρ). This would imply that there
can be O(ρ) levels in the tree where the entire combine phase is required.
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To remove degenerate chains, we contract nodes v1, ..., vk−1 into a single
pseudonode, w, as in Figure 3b. However, we must take care to ensure that
the values returned by pseudonode w take into account contributions from
the entire contracted structure. We will continue to use vi and Ti throughout
this section to refer to nodes in a degenerate chain. The remainder of this
section treats the removal of degenerate chains at a high level. Interested
readers can find detailed pseudocode in Appendix C.
Let aw, bw be the values returned by pseudonode w. In order for the
transformation to be correct, we need to ensure that these values are the
same as those which would have been returned had no transformation been
performed. To ensure this, we must consider and include the contribution
of each node in the set Sw = T1 ∪ ... ∪ Tk−1 ∪ {v1, ..., vk}. It is easy to see
that the failure numbers of v1, ..., vk−1 depend only upon whether rminvk or
rminvk + 1 replicas are placed on node vk, while the possibly-unfilled nodes in
sets T1, ..., Tk−1 have no such dependency. Since the value of rminvk is only
available at the end of the divide phase, we detect and contract degenerate
chains immediately afterwards.
The transform phase runs as a breadth first search. Detecting degener-
ate chains is relatively straightforward, but careful memory management is
required to keep the running time of this phase below O(n+ ρ log ρ). When
contracting a degenerate chain, we must sum each definitely-filled node’s
contribution to the vectors aw and bw. Intermediate values of this sum must
be stored in an array of size O(rminv1 ) as we contract the chain. The key to
achieving an O(n + ρ log ρ) transform phase lies in allocating space for this
array only once for each chain. Taking care in this way allows us to bring
the running time for contracting a degenerate chain of size |Sw| down to
O(|Sw|+ rminv1 ).
When we sum this expression over all degenerate chains, we obtain a
running time of O(n+ ρ log ρ) for the transform phase. To reach this result,
examine the sum over values of rminv1 for all pseudonodes having the same
depth. Since there are at most ρ replicas among such pseudonodes, this sum
can be at most O(ρ) at any depth. After the degenerate chains have been
contracted, there are only O(log ρ) levels where rminu > 1. Thus, pseudonodes
can be only be present in the first O(log ρ) levels of the final tree. Therefore
the O(rminv1 ) term sums to O(ρ log ρ) overall. Since the O(|Sw|) term clearly
sums to O(n) overall, the transform phase takes at most O(n+ ρ log ρ) time.
Including the transform phase implies that there are only O(log ρ) levels
where the combine phase needs to be run in its entirety. Therefore, the
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combine phase takes O(ρ log ρ) time overall. When combined with the O(n)
divide phase and the O(n + ρ log ρ) transform phase, this yields an O(n +
ρ log ρ) algorithm for solving replica placement in a tree.
4. Solving Multi-block Replica Placement
In this section, we describe an exact algorithm to optimize the simulta-
neous placement of multiple blocks of replicas at once (i.e. Problem 2). As
previously discussed, this problem naturally occurs in data centers, where
multiple sets of replicas co-exist. Recall that in Section 2 we defined a multi-
placement P as an ordered set of m placements, P := (P1, ..., Pm). Recall
also that in the multi-placement case, each leaf node has a capacity of c(`),
the maximum number of replicas which it can accommodate. Moreover, no
leaf node will accept more than one replica from any given single placement
(or block), as this would in some sense defeat the purpose of replication. We
further extended the failure aggregate to multi-placements by defining the
failure aggregate of a multi-placement as the sum of the failure aggregates of
the individual placements (padded as needed).
In the single-placement case, it is easy to see how the failure aggregate
of a placement is comprised of local contributions from each node. Each
node contributes a factor to the objective based upon its failure number.
In the multi-placement case, each node’s local contribution to the failure
aggregate is not as clear. To clearly state the contribution of each node to
the failure aggregate of a multi-placement, we will introduce the concept of
the signature of a multi-placement, and the concept of a sub-multi-placement
of a multi-placement.
Each multi-placement has an associated signature, a vector which summa-
rizes the number of replicas assigned to each block. The kth component of the
signature counts the number of blocks which have k replicas assigned to them.
Formally, the signature of multi-placement P is a vector σ(P) = 〈n0, ..., nρ〉,
where ρ is the size of the largest placement, and nk is the number of place-
ments in P which have size ρ− k, (i.e. nk = |{i : [1, ...,m] : |Pi| = ρ− k}|).
As an example application of this concept, recall that the input to an
instance of Problem 2 specifies a series of m integers, ρ1, ..., ρm, where ρi is
the number of replicas placed on block i in a valid solution. It is easy to see
that these integers uniquely specify the signature which a valid solution is
allowed to have. For example, if m = 5 and (ρ1, ρ2, ρ3, ρ4, ρ5) = (1, 2, 2, 3, 3)
in an instance of Problem 2, then only multi-placements with signature
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σ(P) = 〈2, 2, 1, 0〉 are valid solutions. Observe also that any multi-placement
with a signature of 〈2, 2, 1, 0〉 can be made to satisfy the requirement that
(ρ1, ρ2, ρ3, ρ4, ρ5) = (1, 2, 2, 3, 3) simply by relabeling the blocks appropri-
ately.
As a second example, observe that the signature of a multi-placement
summarizes the failure numbers associated with the root node. For instance,
if σ(P) = 〈2, 2, 1, 0〉, then there is one block of P for which the root has
failure number 1, two blocks for which the root has failure number 2, and
two blocks for which the root has failure number 3.
This last observation hints at the importance of signatures which we
wish to convey. The signature of a multi-placement accumulates the failure
numbers of the root node across all m blocks of the multi-placement into
an alternate vector form. This vector form has certain advantages since
its number of non-zero entries depends on the skew in the desired multi-
placement. Using the concept of a sub-multi-placement, we can similarly
collect the failure numbers of any node in the tree. For any given multi-
placement the sub-multi-placement at node u consists only of the replicas
of the multi-placement which are assigned to leaves of the subtree rooted
at node u. More formally, if Lu is the set of leaves assigned to node u,
and P = (P1, P2, ..., Pm), then Pu = (P1 ∩ Lu, P2 ∩ Lu, ..., Pm ∩ Lu). To
illustrate this concept, refer to the tree in Figure 4. The multi-placement
P = ({a, b, c}, {b, d, e}, {b, c, e}) has a sub-multi-placement at node u given
by Pu = ({a, b, c}, {b}, {b}). Notice that the signature of Pu is given by
σ(Pu) = 〈1, 0, 2, 0〉, and furthermore, this collects the failure numbers of u
with respect to the original multi-placement P into a convenient form which
matches that of the failure aggregate. Specifically, node u has failure number
3 with respect to one block of P (block 1), and a failure number of 1 with
respect to two blocks of P (blocks 2 and 3).
This suggests a way to rewrite the failure aggregate of a multi-placement
into a more convenient form in which each node’s individual contribution
to the overall failure aggregate is made transparent. Specifically, the failure
aggregate of a multi-placement is just the sum of the signatures of all of its
sub-multi-placements, as formalized in the following lemma.
Lemma 1. For any u ∈ V , let Pu be the sub-multi-placement of P at node
u, then
g(P) =
∑
u∈V
σ(Pu).
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P = ( {a, b, c}, {b, d, e}, {b, d} )
Pu = ( {a, b, d}, {b}, {b} )
Pw = ( {}, {d, e}, {e} )
Figure 4: Multi-placement P and two of its sub-multi-placements, Pu and Pw.
Proof. Let σ(Pu) = 〈nu0 , ..., nuρ〉, then nuj counts the number of placements
of P in which node u has failure number ρ − j. Furthermore, let f(Pi) =
〈pi0, ..., piρ〉, then pij counts the number of nodes which have failure number
ρ− j with respect to placement Pi. We first show that∑
u∈V
nuj =
m∑
i=1
pij
for any failure number ρ − j. This correspondence is easy to see as follows.
Each node u contributes a factor of 1 for each placement in which u has
failure number ρ− j on both sides of the correspondence. On the RHS, node
u is counted as one of the nodes which has failure number ρ− j with respect
to block i, so u contributes a factor of 1 to the term pij. On the LHS, node
u contributes a factor of 1 to the term nuj , since block i is one of the blocks
with respect to which u has failure number of ρ− j. Clearly, for every factor
of 1 contributed on the LHS another factor of 1 must be contributed on the
RHS, thus the two sums are equal. Hence,
∑
u∈V
σ(Pu) =
〈∑
u∈V
nu0 ,
∑
u∈V
nu1 , ...,
∑
u∈V
nuρ
〉
=〈
m∑
i=1
pi0,
m∑
i=1
pi1, ...,
m∑
i=1
piρ
〉
=
m∑
i=1
f(Pi) = g(P),

Each node’s contribution to the failure aggregate of a multi-placement
is thus clear. Node u contributes the signature of its sub-multi-placement,
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σ(Pu), to the overall value of g(P). We can therefore optimize g(P) by
locally optimizing values of σ(Pu). We can do so directly via a dynamic
program as follows. At each node u we compute and store Gu(σ), the optimal
value which can be attained by any sub-multi-placement at node u which has
a signature of σ. We show how a table for Gu(σ) can be recursively computed
in Section 4.2.2. Since there are roughly O(mρ+1) possible signatures for
which the value of Gu must be computed, it is not immediately clear that
such an approach will be tractable. As we shall see, if we are given a signature
and we want to find an optimal multi-placement which has that signature,
we can achieve a significant reduction in running time.
First, in the absence of an associated multi-placement, a signature is just
a vector σ = 〈σ0, ..., σρ〉 ∈ Nρ+1. Recall that we defined the skew of a multi-
placement as the absolute difference between the maximum and minimum
failure numbers of each block. This definition extends readily to signatures.
Specifically, we define the skew of a signature to be the difference between
the indices of its maximum and minimum non-zero entries, formally
skew(〈σ0, ..., σρ〉) = max
σi 6=0
i−min
σj 6=0
j.
If the signature consists only of zeroes, we define skew(〈0, ..., 0〉) = 0. Ob-
viously, the skew of a multi-placement and the skew of its signature are
equivalent. Likewise, we define the girth of a signature as the maximum
index i for which σi is non-zero.
Our key insight is that in order to find an optimal multi-placement which
has skew δ we only need to compute values of Gu for signatures which have
skew δ. As there are roughly O(mδ) such signatures, we can obtain an
algorithm which works well when the skew of the desired multi-placement is
small. Specifically, we provide an exact algorithm which runs in polynomial
time for fixed values of δ. Since δ is typically small in practice, this comprises
a significant speed-up over the brute-force approach.
The remainder of this section is organized as follows. In Section 4.1 we
prove that it suffices to recursively consider signatures with skew no greater
than δ. In Section 4.2 we present an exact algorithm for finding an optimal
multi-placement based on the above property.
4.1. The Bounded Skew Property for Optimal Multi-placements
We begin by defining an exchange of a multi-placement, which is simply a
multi-placement that can be formed by rearranging the assignment of replicas
among two blocks.
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Definition 6. An exchange of a multi-placement P = (P1, ..., Pm) is a multi-
placement Q = (Q1, ..., Qm) in which
a)
⋃
i Pi =
⋃
iQi
b) |Pi| = |Qi| for all i,
c) there exist indices i, j such that for every k different from i and j,
Pk = Qk.
Blocks i and j are referred to as the targets of the exchange, and we say that
the exchange targets blocks i and j.
Notice that part (b) implies that the signature of an exchange matches that
of the original multi-placement.
We define a localized exchange as an exchange which involves only sub-
multi-placements of sibling nodes u and v.
Definition 7. A localized exchange of a multi-placement P is an exchange,
say Q targeting blocks i and j, for which there exist sibling nodes u and v
such that for all choices of a node w which is not a an ancestor or descendant
of u or v, the sub-multi-placements of P and Q at node w are the same,
(i.e. Pw = Qw). Moreover, we refer to nodes u and v as the carriers of the
localized exchange.
Refer to Figure 5 for an example of a localized exchange and a few non-
examples.
Finally, we define an improving localized exchange as a localized exchange
Q in which the objective function improves over that of P . Because of the
constraints imposed on a localized exchange, we only need to check four
failure numbers to determine that the objective function has improved. We
build this check into the definition below.
Definition 8. An improving localized exchange of P is a localized exchange
Q with targets i and j and carriers u and v in which
max [f(u, Pi), f(u, Pj)] > max [f(u,Qi), f(u,Qj)] , (4)
and either
max [f(v, Pi), f(v, Pj)] > max [f(v,Qi), f(v,Qj)] , (5)
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a1 2 b
3 4
5 6
c
7 8
9
P = ({1, 4, 6}, {2, 3, 6, 8})
Q = ({1, 8, 6}, {2, 3, 6, 4})
Q is a localized exchange of P with carriers
b and c which targets blocks 1 and 2.
P = ({1, 4, 6}, {2, 3, 6, 8})
Q′ = ({8, 4, 6}, {2, 3, 6, 1})
Q′ is an exchange of P , but is not localized,
since nodes a and c are not siblings.
Q′′ = ({1, 4}, {2, 3, 7, 8})
Q′′ is not an exchange of P , since both
properties (a) and (b) are violated.
Figure 5: An example and non-example of a localized exchange (Q and Q′ respectively),
and a non-example of an exchange (Q′′).
or, in the sub-multi-placements of P and Q at node v, denoted by
Pv = (P v1 , ..., P vm), and Qv = (Qv1, ..., Qvm) respectively,
P vi = Q
v
j and P
v
j = Q
v
i . (6)
Note that (4) holds in every improving localized exchange, while only one of
(5) or (6) is required to hold. To justify calling these exchanges improving,
we must prove that if an improving localized exchange exists, it constitutes
a strictly better placement, which claim we state as the following lemma.
Lemma 2. If a multi-placement P has an improving localized exchange Q,
then g(P) >L g(Q).
Proof. Let P be a multi-placement with improving localized exchange Q
with targets i and j and carriers u and v. Clearly, the only nodes whose
failure numbers could be different in Q and P are nodes which are either
ancestors or descendants of node u or node v (for concision, we consider
nodes u and v to be descendants of themselves). Thus if g(P) >L g(Q),
as claimed, it must be due to a difference in failure number(s) which occurs
among these nodes.
Without loss of generality, let a = f(u, Pi) = max[f(u, Pi), f(u, Pj)] =
max[f(u, Pi), f(u, Pj), f(v, Pi), f(v, Pj)].
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First, we dispense with the descendants of nodes u and v.
Suppose that (6) holds, then it is easy to see that g(Pv) and g(Qv) are
equivalent, since
g(Pv) =
m∑
i=1
f(P vi )
(∗)
=
m∑
i=1
f(Qvi ) = g(Qv)
where (∗) holds by (6) and property (c) of an exchange. Thus, in this case,
the overall contribution of descendants of v to the objective value does not
change, so they can be disregarded. Moreover, since the failure number of
every node is upper-bounded by the failure number(s) of its ancestor(s), for
any node w which is a descendant of u, we have that f(w,Qi) ≤ a − 1 and
f(w,Qj) ≤ a − 1. Thus after making the exchange, the failure numbers of
descendants of u (with respect to blocks i and j) can be at most a− 1, and
the descendants of v can be disregarded.
Suppose instead that (5) holds. Then by combining (4) and (5) we obtain,
max [f(u,Qi), f(u,Qj), f(v,Qi), f(v,Qj)] <
max [f(u, Pi), f(u, Pj), f(v, Pi), f(v, Pj)] = a.
Thus, for any node w which is a descendant of u or v, f(w,Qi) ≤ a− 1, and
f(w,Qj) ≤ a− 1. And so after making the exchange, the failure numbers of
descendants of u and v w.r.t. blocks i and j can be at most a− 1.
To summarize, each descendant of nodes u and v either has failure number
at most a− 1 with respect to blocks i and j, or can be disregarded as a node
at which no improvement can occur.
Next, we consider the ancestors of u and v. Recall that u and v are
siblings, so let x be the parent of u and v. We show that the failure number
of x with respect to blocks i and j does not change as a result of the exchange,
since
f(x,Qi) = f(u,Qi) + f(v,Qi) +
∑
c∈children(x)
u6=c 6=v
f(c,Qi)
= |Qui ∪Qvi |+
∑
c
f(c,Qi) (by definition of failure number)
= |P ui ∪ P vi |+
∑
c
f(c,Qi) (by properties (b)-(c) of an exchange)
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= |P ui ∪ P vi |+
∑
c
f(c, Pi) (since Q is localized w/carriers u and v)
= f(u, Pi) + f(u, Pi) +
∑
c
f(c, Pi) = f(x, Pi),
and the sum over c is everywhere understood to be constrained as in the first
line of the above derivation. We can similarly show that f(x,Qj) = f(x, Pj)
replacing i by j in the above. Since the failure number of x does not change
as a result of the exchange, it is easy to see that the failure numbers of
all ancestors of u and v likewise do not change. So, for all k ≤ ρ − a,
g(P)k = g(Q)k. Moreover, by (4), it is easy to see that g(P)ρ−a > g(Q)ρ−a,
since at least the failure number of u strictly decreases as a result of the
exchange, and f(u, Pi) = a. Thus g(P) >L g(Q). 
This lemma comes in handy when proving theorems about optimal multi-
placements by allowing us to construct an improving localized exchange to
demonstrate the existence of a better placement. We apply it to prove the
following theorems about optimal multi-placements.
Theorem 4. In every optimal multi-placement P = 〈P1, ..., Pm〉 with skew
at most δ > 0, for every node u, the sub-multi-placement Pu has skew at
most δ.
Proof. Suppose that in an optimal multi-placement with skew δ, some node
has a sub-multi-placement with skew strictly greater than δ. Let u be a least
depth such node. Node u cannot be the root, because if it were then P
would have a skew greater than δ, contradicting the assumption made in the
statement of the theorem. Therefore node u has a parent, which we will
denote by w. Because u was chosen to be least depth, sub-multi-placement
Pw must have a skew of at most δ.
In order for sub-multi-placement Pu to have skew strictly greater than
δ, there must exist blocks i and j of P for which f(u, Pi) = a, and
f(u, Pj) ≤ a− δ − 1. Because Pw has skew δ, the skew must be corrected by
some sibling of u, denoted by v, for which f(v, Pi) ≤ b− 1 and f(v, Pj) = b.
If no such sibling exists then node w must have a skew of at least δ + 1,
contradicting that u was chosen to have least depth. We will proceed in
two cases. In each case, we will construct an improving localized exchange
Q = 〈Q1, ..., Qm〉 with target blocks i and j and carriers u and v.
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Case 1) If f(v, Pi) = b − 1 then form Qi and Qj by swapping all of node v’s
replicas which are in block i with all of node v’s replicas which are in
block j. Clearly, this swap satisfies (6). After making this swap, the
signature of Q will no longer match that of P , which is a violation of
property (b) of an exchange. To maintain property (b), we take one
replica from block i which is placed on child u and give it to block j.
Below we summarize the result of this exchange.
P : f(u, Pi) = a f(u, Pj) ≤ a− δ − 1
Q : f(u,Qi) = a− 1 f(u,Qj) ≤ a− δ
Clearly, the maximum failure number in the top row is strictly greater
than the maximum failure number in the bottom row, and thus Q
is an improving localized exchange of P which satisfies equations (4)
and (6). Thus, by Lemma 2, P is not an optimal multi-placement, a
contradiction.
Case 2) If instead f(v, Pi) < b − 1, then we must form Q differently. In this
scenario, f(v, Pi) ≤ b− 2. We swap one of node v’s replicas from block
j to block i. As a result, f(v,Qi) ≤ b − 1 and f(v, Pj) = b − 1. To
maintain property (b), we swap one of node u’s replicas from block i
to block j, exactly as in the previous case. Below we summarize the
result of this exchange.
P : f(u, Pi) = a f(u, Pj) ≤ a− δ − 1 f(v, Pi) ≤ b− 2 f(v, Pj) = b
Q : f(u,Qi) = a− 1 f(u,Qj) ≤ a− δ f(v,Qi) ≤ b− 1 f(v,Qj) = b− 1
It is easy to see by inspection that the resulting exchange is an improv-
ing localized exchange satisfying (4) and (5). Thus Q is an improving
localized exchange, and we obtain a contradiction via Lemma 2. 
Note that Theorem 4 restricts the structure of an optimal solution. How-
ever, Theorem 4 by itself is not sufficient to infer that a bottom-up dynamic
program can restrict its attention to only signatures with bounded skews.
This is because a dynamic program typically needs to maintain partial re-
sults (e.g., best combination of signatures of a subset of children at a node) as
it works its way towards finding an optimal solution. We need to show that
even these partial results satisfy the same structure as an optimal solution,
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namely signatures in partial results also have bounded skews. This is the
focus of the next theorem.
In order to clearly state the theorem, we introduce some nota-
tion for combining multi-placements P = (P1, ..., Pm) and P ′ =
(P ′1, ..., P
′
m). Specifically, we define the direct sum of two multi-placements
as P ⊕ P ′ = (P1 ∪ P ′1, ..., Pm ∪ P ′m). Associativity and commutativity of ⊕
easily follow from that of set union.
Theorem 5. Fix an arbitrary linear order, ≺, on the nodes of tree T . For
any choice of signature σ having skew δ, there exists an optimal multi-
placement P∗ with signature σ in which, for every node u having children
c1, ..., ct, where c1 ≺ c2 ≺ ... ≺ ct, and for all values of s ∈ {1, ..., t}, we have
that
s⊕
j=1
P∗cj has skew at most δ.
The previous two theorems imply that any optimal solution with a sig-
nature of skew at most δ can be constructed from signatures whose skews
are also upper-bounded by δ. Moreover, the order in which we combine the
partial results from the children to construct a partial result at the parent is
not relevant. No matter how the children of a node are ordered, a route to
an optimum multi-placement which uses only partial results obtained using
signatures with skew at most δ exists.
To prove Theorem 5, we will require the technical lemma stated below.
Lemma 3. Let u be the root of tree T , and let u have children given in the
arbitrary order c1, ..., ct. Then, for every choice of signature σ with skew δ,
there is an optimal multi-placement P∗ = (P ∗1 , ..., P ∗m) with signature σ in
which for all values of s ∈ {1, ..., t},
s⊕
j=1
P∗cj has skew at most δ. (7)
Once established, it is clear that this lemma can be used to easily show
Theorem 5 by applying Lemma 3 at the root, and then recursively at each
of the subtrees formed by descendants of the children of the root. In this
manner, once Lemma 3 is established, one can easily show Theorem 5 by
structural induction. Thus, we will focus on proving Lemma 3.
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Proof (Lemma 3). The proof is by construction. We show that any op-
timal multi-placement that does not satisfy the statement of the theorem
can be transformed into another optimal multi-placement that satisfies the
statement of the theorem using a series of exchanges.
In our proof, we will need to refer to several sub-multi-placements of P
and their constituent placements. We refer to the multi-placement
⊕k
j=1Pcj
as the partial multi-placement of P up to k. But we also need a concise symbol
which refers to the replicas from the multi-placement
⊕k
j=1Pcj which are in
block i and are placed on the subtree of T rooted at node v. We will denote
this set of replicas by P vk,i, and refer to it as a placement. Note that we can
refer to placement P as “sub-multi-placement” Pu without causing confusion
and, having done so, it is also clear that we can refer easily to each of its
constituent placements, since P = Pu =
⊕t
j=1Pcj = (P ut,1, ..., P ut,m). Our
argument focuses on constructing an exchange Q. We will use the symbol
Qvk,i to refer to the same portion of Q that P vk,i refers to.
Consider an optimal multi-placement P with signature σ. If P satisfies
the statement of the theorem, then the theorem clearly holds. Otherwise,
we show how to construct an exchange that takes us “closer to our goal”
by reducing the skew between a pair of “offending” blocks to at most δ.
By repeatedly performing such exchanges, we can eventually construct an-
other optimal multi-placement with the same signature σ that satisfies the
statement of the theorem. To that end, let k be the minimum value such
that
k⊕
j=1
Pcj has skew at least δ + 1
Since
⊕k
j=1Pcj has a skew of at least δ + 1 there must exist blocks i and j
such that
|f(u, P uk,i)− f(u, P uk,j)| > δ (8)
There may be multiple candidate block pairs (i, j) for which the above state-
ment holds. Let the set of such pairs be denoted by
pairs(k) = {(i, j) : i < j and ∣∣f(u, P uk,i)− f(u, P uk,j)∣∣ > δ)}.
Let (i, j) be the lexico-minimum element in pairs(k). Since this block
pair does not have a skew of δ, clearly, one of two statements must be true.
For some value of a, we have either
f(u, P uk,i) = a, f(u, P
u
k,j) ≤ a− δ − 1, (9)
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or,
f(u, P uk,i) ≤ a− δ − 1, f(u, P uk,j) = a. (10)
both of which follow easily from (8). In certain cases of this argument we can
assume one of (9) or (10) without loss of generality, but in others we must
deal with each separately.
First, notice that since each of the child sub-multi-placements are disjoint,
for any value of k ∈ {1, ..., t}, we must have that
f(u, P uk,i) =
k∑
j=1
f(cj, P
cj
k,i). (11)
We will appeal to this fact at several points in the sequel.
Suppose that (9) holds. Then, since k was chosen to be minimum, it must
be the case that
f(ck, P
ck
k,i) = b and f(ck, P
ck
k,j) ≤ b− 1,
since otherwise, by the decomposition of (11), it is not possible both for (8)
to hold and for k to be minimum. Moreover, since the overall skew of P is
no greater than δ, there must be some child c` with k < ` which fixes the
skew w.r.t. blocks i and j. That is, at child c` we must have that
f(c`, P
c`
k,i) ≤ d− 1 and f(c`, P c`k,i) = d.
Symmetric statements hold when (10) holds instead of (9). We will defer
their statement until they are needed.
We proceed in four cases, based upon which of the upper bounds involving
b and d are tight. In the first three cases (Cases 1-3) we use Lemma 2 to
derive a contradiction. In the fourth case (Case 4) we remove the pair (i, j)
from pairs(k) while not adding any previously visited pairs to pairs(k′) for
any k′ ≤ k, thereby moving closer to our goal.
We can treat Cases 1-3 by assuming that (9) holds without loss of gen-
erality. In each of these cases, a symmetric argument applies when (10) is
true. The same symmetry does not apply in Case 4, which must be handled
more carefully depending on which of equations (9) or (10) holds.
Case 1) f(ck, P
ck
k,i) = b ; f(ck, P
ck
k,j) ≤ b− 2 ; f(c`, P c`k,i) = d− 1 ; f(c`,Pc`k,j) = d.
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In this case we construct Q, an improving localized exchange of P
with target blocks i and j and carriers ck and c` as follows. First,
we swap the indices of blocks i and j by setting Qc`k,i = P
c`
k,j and
Qc`k,j = P
c`
k,i. This effectively adds a replica to block i and removes
a replica from block j. To fix the signature, we move one of ck’s
replicas from block i to block j. The result is summarized as
f(ck, Q
ck
k,i) = b− 1 ; f(ck, Qckk,j) ≤ b− 1 ; Qc`k,i = P c`k,j ; Qc`k,j = P c`k,i.
Thus Q is an improving localized exchange of P , and the construction
is complete.
Case 2) f(ck, P
ck
k,i) = b ; f(ck, P
ck
k,j) = b− 1 ; f(c`, P c`k,i) ≤ d− 2 ; f(c`,Pc`k,j) = d.
This case is entirely symmetric to the prior one. We do with
the replicas of ck what we we did in the prior case with the
replicas of c` and vice versa. The result is summarized as
Qckk,i = P
ck
k,j ; Q
ck
k,j = P
ck
k,i ; f(c`, Q
c`
k,i) ≤ d− 1 ; f(c`, Qc`k,j) = d− 1
Thus Q is an improving localized exchange of P , and the construction
is complete.
Case 3) f(ck, P
ck
k,i) = b ; f(ck, P
ck
k,j) ≤ b− 2 ; f(c`, P c`k,i) ≤ d− 2 ; f(c`, P c`k,i) = d.
In this case, we move one of ck’s replicas from block i to block j and
move one of c`’s replicas from block j to block i. This is summarized as
f(ck, Q
ck
k,i) = b− 1 ; f(ck, Qckk,j) ≤ b− 1 ; f(c`, Qc`k,i) ≤ d− 1 ; f(c`, Qc`k,i) = d− 1.
Thus Q is an improving localized exchange of P , and the construction
is complete.
Case 4) We split into two cases.
Case 4a) In this case (9) holds. Recall this means that
f(u, P uk,i) = a ; f(u, P
u
k,j) ≤ a− δ − 1,
implying that we must have
f(ck, P
ck
k,i) = b ; f(ck, P
ck
k,j) = b−1 ; f(c`, P c`k,i) = d−1 ; f(c`, P c`k,i) = d.
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Furthermore, we must have equality where f(u, P uk,j) = a− δ − 1,
which we shall argue as follows. Suppose for
the purpose of obtaining a contradiction that
f(u, P uk,j) < a− δ − 1 =⇒ f(u, P uk,j) ≤ a− δ − 2. Then, since
by (11), we know f(u, P uk,j) = f(u, P
u
k−1,j) + f(ck, P
ck
k,j), we obtain
f(u, P uk−1,j) ≤ a− δ − b− 1. (12)
But by (11), we can similarly obtain that f(u, P uk,i) = f(u, P
u
k−1,i)+
f(ck, P
u
k,i), which implies that
f(u, P uk−1,i) = a− b. (13)
But (12) and (13) together imply that (i, j) ∈ pairs(k − 1), con-
tradicting that k was chosen to be minimum. Thus f(u, P uk,j) =
a− δ − 1.
In this case, we construct Q, a localized exchange of P which
removes (i, j) from pairs(k). We construct Q by swapping all
replicas of block i with block j at both child ck and c`. Specifically,
we set Qckk,i = P
ck
k,j, Q
ck
k,j = Q
ck
k,i, Q
c`
k,i = P
c`
k,j, and Q
c`
k,j = P
c`
k,i Thus,
clearly g(Q) = g(P) as observed in the argument used to prove
Lemma 2. This removes (i, j) from pairs(k), since, when we swap
the replicas of blocks i and j at child ck, we effectively decrement
the failure number w.r.t. block i by 1 and increment the failure
number w.r.t. block j by 1. Thus, the exchange Q is summarized
as
f(u,Quk,i) = a− 1 ; f(u,Quk,j) = a− δ ;
f(ck, Q
ck
k,i) = b− 1 ; f(ck, Qckk,j) = b ; f(c`, Qc`k,i) = d ; f(c`, Qc`k,i) = d− 1.
The first line clearly implies (i, j) /∈ pairs(k). Now we need to
show that this exchange does not add any previously visited pairs
to pairs(k′) for any k′ ≤ k. If k′ < k, then this is easily seen,
since the only sub-multi-placements affected by the exchange are
those at ck and c`, and k
′ < k < `.
We must do some more work to show that no previously visited
pairs are added to pairs(k). That is to say, we must show that
any pair (x, y) <L (i, j) is not added to pairs(k) by the exchange.
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It is clear that only pairs for which x = i or y ∈ {i, j} might be
added, since only blocks i, j are affected by the exchange, and if
x = j then (j, y) 6<L (i, j) as required.
Since (i, j) was the lexicographically smallest element of pairs(k),
we know that our bounds on the skew must hold for all block pairs
(x, y) which are lexicographically smaller. This allows us to derive
bounds on the possible values of f(u, P uk,x) and f(u, P
u
k,y) which
will make it clear that no previously visited pairs are added by
the exchange.
Since (x, j) <L (i, j) for values of x < i, we ob-
tain that f(u, P uk,x) ≤ f(u, P uk,j) + δ ≤ a− 1, since otherwise
the block pair (x, j) would be in pairs(k), implying (i, j)
was not the lexico-minimum. Likewise, since (x, i) <L
(i, j) we obtain that f(u, P uk,x) ≥ f(u, P uk,i)− δ = a− δ. Thus
f(u, P uk,x) ∈ [a− δ, a− 1].
We similarly bound f(u, P uk,y) for values of y where i < y < j
as follows. Since (i, y) <L (i, j), we have that f(u, P
u
k,y) ≤ a −
δ. Since, for any value of x < i, (x, y) <L (i, j) we know that
f(u, P uk,y) ≤ f(u, P uk,x) + δ ≤ a + δ − 1. Thus f(u, P uk,y) ∈ [a −
δ, a+ δ − 1].
Since P uk,x = Q
u
k,x and P
u
k,y = Q
u
k,y for all values of x and y, we can
show that, after the exchange,
I) (x, i) /∈ pairs(k), since f(u,Quk,x) ∈ [a− δ, a− 1] and
f(u,Quk,i) = a− 1.
II) (x, j) /∈ pairs(k), since f(u,Quk,x) ∈ [a− δ, a− 1] and
f(u,Quk,j) = a− δ.
III) (i, y) /∈ pairs(k), since f(u,Quk,y) ∈ [a− δ, a+ δ − 1], and
f(u,Quk,i) = a− 1.
Since previously visited pairs of pairs(k) are one of (I), (II), or
(III), no such pairs are added.
Case 4b) If instead (10) holds then the same argument used in the prior
case to show that equality holds in (9) also applies to (10), where
the roles of i and j are reversed. Thus, we have
f(u, P uk,i) = a− δ − 1 ; f(u, P uk,j) = a,
36
implying that we must have
f(ck, P
ck
k,i) = b−1 ; f(ck, P ckk,j) = b ; f(c`, P c`k,i) = d ; f(c`, P c`k,i) = d−1.
The exact same exchange is formed using the exact same oper-
ations used in the prior case, except that this exchange is now
summarized as
f(u,Quk,i) = a− δ ; f(u,Quk,j) = a− 1 ;
f(ck, Q
ck
k,i) = b ; f(ck, Q
ck
k,j) = b− 1 ; f(c`, Qc`k,i) = d− 1 ; f(c`, Qc`k,i) = d.
Under these conditions we show that no previously visited pairs
are added to pairs(k) as follows. First, we bound values of
f(u, P uk,x) and f(u, P
u
k,y) when x = i or y ∈ {i, j} below.
When (x, i) <L (i, j), we obtain that f(u, P
u
k,x) ≤ a. Likewise,
when (x, j) <L (i, j), we obtain that f(u, P
u
k,x) ≥ a− δ. Similarly,
when (i, u) <L (i, j), we obtain that f(u, P
u
k,y) ≤ a − 1. And
finally, when (x, y) <L (i, j), we obtain that f(u, P
u
k,y) ≥ a− 2δ.
Thus, after the exchange we can show that
I) (x, i) /∈ pairs(k), since f(u,Quk,x) ∈ [a− δ, a] and f(u,Quk,i) =
a− δ.
II) (x, j) /∈ pairs(k), since f(u,Quk,x) ∈ [a− δ, a] and f(u,Quk,j) =
a− 1.
III) (i, y) /∈ pairs(k), since f(u,Quk,y) ∈ [a− 2δ, a− 1], and
f(u,Quk,i) = a− δ.
Thus in this case also, previously visited pairs are not added back
to pairs(k).
We can perform such exchanges repeatedly to remove all pairs from
pairs(k). In other words, by repeatedly performing such exchanges, we can
ensure that pairs(1), pairs(2), . . ., pairs(t) all become empty at which point
we will obtain an optimal multi-placement that satisfies (7). The theorem is
thus proved. 
4.2. An Exact Algorithm for Optimal Multi-placements
Our algorithm for finding an optimal multi-placement is a bottom-up
dynamic program. It uses the following key properties to achieve the desirable
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running time. First, as mentioned earlier, the optimal value of the objective
function of a multi-placement only depends on its signature (by Lemma 1).
This implies that the state information maintained by our dynamic program
is a function of signature and not multi-placement. Second, it is sufficient to
only consider those signatures whose skews are upper-bounded by the skew
of the desired multi-placement (by Theorem 4 and Theorem 5). This further
implies that the state information maintained by our dynamic program is a
function of a signature with bounded skew.
For each node of the tree, we maintain a dynamic programming table in
which, for each signature σ with skew δ, we store Gu(σ), the optimal value of
any sub-multi-placement at node u which has signature σ. Given completely
filled out tables for every child of u, we show how to combine the results to
obtain a filled table for u itself in Section 4.2.2. Once filled out, the table
for u will contain the optimal solution, since a “sub-multi-placement” of the
root is a multi-placement.
As we shall see shortly, we will need to understand how the signature is
affected when two disjoint multi-placements are combined. Two signatures
σ1 and σ2 can be combined to form signature σ only if two disjoint multi-
placements with signatures σ1 and σ2 can be combined to yield a multi-
placement with signature σ. As an example, consider the signatures σ1 =
〈0, 3, 1〉 and σ2 = 〈0, 2, 2〉. These signatures can be combined to yield the
signature σ = 〈2, 1, 1〉. To see this, notice that we can combine disjoint multi-
placements P1 and P2 with signatures σ1 and σ2 to yield a multi-placement
P with signature σ, by doing the following. Combine two placements of
size 1 from P1 with two placements of size 1 from P2. This yields the two
placements of size 2 in σ. To obtain the single placement of size 1, combine
one placement of size 1 from P1 with the empty placement in P2. Finally, the
remaining empty placements are combined to yield the empty placement in
σ. In general, there may be multiple ways to combine two signatures, each
of which may yield a different signature as a result.
In Section 4.2.1 we give an algorithm to compute Φ(σ, δ), the set of all
signature pairs which can be combined to yield σ, which has skew δ, in which
both signatures in the pair also have skew at most δ.
Suppose that u and v are the only children of w. Then Φ(σ, δ) provides
the mapping that we use to compute the value of Gw(σ). Roughly speaking,
for every pair (σ1,σ2) ∈ Φ(σ, δ) our algorithm uses the values in Gu(σ1)
and Gv(σ2) to update the value in Gw(σ). Because Φ(σ, δ) enumerates all
possible signature pairs which can be combined to yield σ, by considering
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every pair in Φ(σ, δ) we consider all possible ways to combine optimal sub-
multi-placements at u and v to yield a sub-multi-placement at w which has
signature σ. The optimal sub-multi-placement at w will be comprised of one
such pair. To ensure we attain the optimum, we try all pairs.
Our algorithm starts by computing a table of values of Φ(σ, δ) for all
values of σ (recall that δ is fixed and given as input). An algorithm to
compute this table is described in Section 4.2.1. The dynamic program itself
is described in Section 4.2.2. Briefly, the dynamic program fills tables of
Gu(σ) for all nodes u and signatures σ by visiting each edge of the tree
according to a modified post-order traversal. Each visited edge combines two
previously unconnected portions of the tree. When each edge is visited, we
update the dynamic programming table associated with the parent node of
the edge in question, using the table of values for Φ to determine how the cells
in the dynamic programming table of Gu(σ) are combined. Once the table
for the root node has been filled, we can obtain the optimal solution in the
usual way by examining a record of the dynamic programming computation.
4.2.1. Combining Signatures with Bounded Skew
Given a signature σ with skew at most δ, we wish to find all signatures
σ′ and σ′′, each with skew at most δ which can be combined to yield σ.
Every such combination can be expressed by a positive integer matrix as
follows. Let xij be the number of placements with size ρ − i from σ′ which
are combined with placements of size ρ − j from σ′′ where i, j ∈ {0, ..., ρ}
(note we use the convention that matrix rows and columns are zero-indexed).
Since no more than σ′i placements of size ρ− i can be taken from σ′, we have
that σ′i =
∑
j xij. Likewise, we have that σ
′′
j =
∑
i xij, since no more than
σ′′j placements of size j can be taken from σ
′′s. Furthermore, we must have
exactly as many placements in σ′ and σ′′ as we do in σ, that is,
ρ∑
i=0
σ′i =
ρ∑
i=0
σ′′i =
ρ∑
i=0
ρ∑
j=0
xij =
ρ∑
i=0
σi = m.
Finally, the values of xij must combine to yield σ. Since when placements of
sizes ρ− i and ρ− j are combined they yield one of size 2ρ− i− j. Setting
2ρ− i− j = ρ− k, we have ρ+ k = i+ j, and thus
σk =
∑
(i,j):i+j=ρ+k
xij.
39
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 1 1
0 0 0 1 2 2
0 0 0 1 1 0
0 0 0 0 0 0


0
0
2
5
2
0
〈
〉 = σ′′
0 0 0 2 4 3 〉σ′ = 〈
0 2 4 3 0 0 〉σ = 〈
(a)
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 2
0 0 0 2 2 1
0 0 0 0 2 0
0 0 0 0 0 0


0
0
2
5
2
0
〈
〉 = σ′′
0 0 0 2 4 3 〉σ′ = 〈
0 2 4 3 0 0 〉σ = 〈
(b)
Figure 6: (a) One of the 6x6 matrix supports that yields signature σ = 〈0, 0, 2, 4, 3, 0〉 as
a combination of σ′ = 〈0, 0, 0, 2, 4, 3〉 and σ′′ = 〈0, 0, 2, 5, 2, 0〉. Entries of σ are formed by
the highlighted diagonal sums. (b) A second matrix support for the same three vectors.
For fixed k, the above sum ranges over the anti-diagonals3 of a matrix formed
by the entries of xij. Thus, the vectors σ, σ
′, and σ′′ can each be seen to arise
from the row, column, and the last ρ + 1 anti-diagonal sums, respectively,
of a non-negative (ρ + 1) × (ρ + 1) integer matrix X, where the sum of all
entries in X is m. An example matrix X and its relationship to σ, σ′ and
σ′′ is depicted in Figure 6.
Clearly, every pair of signatures σ′,σ′′ which can be validly combined to
yield σ arise from such an integer matrix. We call the matrix X the matrix
support of the triple (σ,σ′,σ′′). Notice that a given triple may have multiple
matrix supports (see Figure 6b), but every possible pair of signatures σ′ σ′′
which can be combined to form σ has at least one matrix support. If σ′ and
σ′′ each have girth ρ, the matrix support will have dimension (ρ+1)×(ρ+1).
Moreover each such matrix support is lower anti-triangular4. To see this,
notice that if X is not lower anti-triangular, some entry above the main anti-
3An anti-diagonal of a square matrix is a set of cells xij for which i+ j = k, for some
fixed k.
4The main anti-diagonal of a square matrix is the set of cells comprising the anti-
diagonal starting at the lower-left cell and ending at the upper-right cell. An lower anti-
triangular matrix is a square matrix in which all entries above the main anti-diagonal are
zero.
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diagonal is non-zero, which implies that some pair of placements is combined
to yield one with size 2ρ − i − j > ρ, since, for any entry above the main
anti-diagonal, i + j < ρ. Thus, the placement so yielded would have a size
which exceeds the required limit of on the girth of σ, namely ρ. Hence
no entry above the main anti-diagonal is non-zero. Therefore, by iterating
over all lower anti-triangular matrices [0,m](ρ+1)×(ρ+1) we can visit all vector
triples which have a matrix support, and thereby compute a table of values
for Φ(σ, δ).
However, when every signature involved has skew bounded by δ, many
of the entries of X will be zero. For example in Figure 6 each signature has
a skew of 2, and thus only the 3 × 3 sub-matrix surrounded by a dotted
rectangle is non-zero. Since σ′ and σ′′ have skews bounded by δ and these
vectors are the column and row sums of X, we only need to consider those
non-negative integer matrices in which only a (δ + 1) × (δ + 1) sub-matrix
of entries are non-zero. Let Y denote this sub-matrix. Since X is lower
anti-triangular, the non-zero entries of Y must on or below the main anti-
diagonal of X. Moreover, since σ has a skew bounded by δ, we obtain the
additional restriction that at most δ + 1 contiguous anti-diagonals of this
matrix are non-zero. Such a matrix is referred to as an anti-banded matrix
and the number of non-zero anti-diagonals is referred to as the bandwidth of
the matrix. Putting it all together, we have that the set of possible matrix
supports is given by the set of lower anti-triangular non-negative integer
(ρ + 1) × (ρ + 1) matrices in which the only non-zero entries are contained
within a (δ + 1) × (δ + 1) anti-banded sub-matrix with bandwidth at most
δ + 1. Such matrices are schematically depicted in Figure 7.
We can enumerate all valid matrix supports by first, selecting the upper-
left corner of Y as it sits in X. We must keep the (δ+1)× (δ+1) sub-matrix
of non-zero entries within certain bounds, both to ensure that no entry above
the main anti-diagonal is non-zero and to ensure that the sub-matrix does
not exceed the boundaries of its parent matrix. The upper left corner of the
sub-matrix must lie between diagonal ρ− δ and diagonal 2(ρ− δ− 1). Thus,
it is given by coordinates
(a, b) ∈ {(i, j) ∈ {0, ..., ρ}2 : ρ− δ ≤ i+ j ≤ 2(ρ− δ − 1)}.
Next, we select the index of the first non-zero diagonal in Y , which we denote
by d. Clearly, our choice of d must lie between 1 and δ + 1. However, we
must also take care when selecting d to ensure that no entry above the main
41


σ′′
σ′
σ
no
n-
ze
ro
en
tr
ie
s δ + 1
δ + 1
δ + 1
Figure 7: A schematic representation of an lower anti-triangular non-negative (ρ + 1) ×
(ρ+1) matrix in which all non-zero entries are contained in an anti-banded (δ+1)×(δ+1)
sub-matrix with bandwidth at most (δ + 1).
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anti-diagonal of X is non-zero. This is ensured when d+a+ b ≥ ρ+1, which
implies that we need to take
d ∈ {max[1, ρ+ 1− a− b], ..., δ + 1}.
Notice that every choice of a, b, and d generates a unique set of non-zero
cells of X. Moreover, we have previously determined that the sum of these
non-zero cells must be non-negative integers which sum to m, that is, the
non-zero cells form a weak composition5 of m into a number of parts equal to
the number of cells available. More specifically, we can generate all matrices
X by, for each choice of (a, b) and d, enumerating all weak compositions
of m into B(d) parts, where B(d) is the number of cells in anti-diagonals
d, ..., d+ δ of a (δ + 1) × (δ + 1) matrix. Each such weak composition is
placed in the non-zero entries of X. We can then sum the rows, columns,
and anti-diagonals of X to obtain the triple (σ,σ′,σ′′) for which X is the
matrix support.
The enumeration of possible matrices for Y is easily accomplished using
known loopless gray codes for weak compositions [27]. However, to use these
codes, we must have an exact closed-form for B(d), which we now compute.
B(d) is intimately related to the triangular numbers Ti =
i(i+1)
2
. It is
not hard to see that B(d) := (δ + 1)2 − Td−1 − Tδ+1−d for d ∈ {0, ..., δ + 1}.
This quantity is arrived at by taking the number of cells in a (δ+ 1)2 matrix
and removing the entries which must be zero. If d is the first non-zero
anti-diagonal, then the Td−1 entries of the matrix above diagonal d are zero.
Likewise, if δ + d is the last non-zero anti-diagonal then there are Tδ+1−d
entries below diagonal δ + d which must be zero. Routine simplification of
B(d) yields
B(d) =
3δ2 + δ
2
+ d(δ + 2− d) + 2.
For our running time analysis, we will need a bound on B(d) which it is
convenient to describe now. Notice that the only portion of this equation
which depends on d is the term d(δ + 2− d), which we can upper bound by
5Recall that a weak composition of an integer n into k parts is an ordered k-tuple of
non-negative integers whose sum is n.
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1
4
(δ + 2)2 by the AM-GM inequality6, thus, we have that
B(d) ≤ 3δ
2 + δ
2
+
(δ + 2)2
4
+ 2 =
7δ2 + 6δ
4
+ 3. (14)
With this formula in hand, we can use Algorithm 3 to iterate over all
possible matrices Y and thereby obtain a table of values for Φ(σ, δ), for
fixed δ and values of σ ranging over all possible signatures with skew at
most δ. Recall that ρ and δ are fixed, and given as input. The pseudocode of
Algorithm 3 has slight inefficiencies to preserve clarity, none of which affect
the asymptotic bound on the running time.
The body of the inner-most loop can be implemented to run in O(δ2)
time. The weak compositions of m into B(d) parts may each be visited in
constant time per composition using a loopless gray code [27]. Thus, the
two innermost loops yield a total number of iterations given by the following
formula.
δ+1∑
d=1
(
m+B(d)− 1
B(d)− 1
)
≤
δ+1∑
d=1
(
m+ 7δ
2+6δ
4
+ 2
7δ2+6δ
4
+ 2
)
< (δ + 1)
(
e(m+ 7δ
2+6δ
4
+ 2)
7δ2+6δ
4
+ 2
) 7δ2+6δ
4
+2
= (δ + 1)
(
4em
7δ2 + 6δ + 8
+ e
) 7δ2+6δ
4
+2.
Where the first bound follows from our bound on B(d), the second bound
follows by Stirling’s approximation, and the remainder is routine simplifica-
tion. Combining it with the two outer-most loops, and the running time of
the body of the inner-most loop, we obtain a running time of
O
(ρ− δ)2δ3( 4em
7δ2 + 6δ + 8
+ e
) 7δ2+6δ
4
+2
 .
6The AM-GM inequality states that
√
xy ≤ (x+ y)/2. Letting y = n− x and squaring
both sides, we have x(n− x) ≤ (x+ n− x)2/4 = n2/4. Setting x = d and n = δ+ 2 yields
the claimed bound.
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We also use the above expression to bound the size of table generated
by the algorithm. While each triple of signatures may have multiple matrix
supports, the problem of determining an exact number of triples appears to
be a difficult one. In fact, mathematicians are still working to find a closed
formula for the number of non-negative integer matrices with prescribed row
and column sums [28]. Moreover, this problem does not include any con-
straints on the diagonal sums, or the requirement that all entries sum to a
given integer m.
In the next section we will see how this table is used in a dynamic program
to find an optimal solution to Problem 2.
4.2.2. Bottom-Up Dynamic Program
Recall that Gu(σ) is the value of an optimal sub-multi-placement at node
u which has signature σ. In this section, we present a recurrence which
determines a table of values for Gu(σ) at each node u. This recurrence is
computed for each edge in order of a post-order traversal. For each node u,
the first edge of u which is visited by our algorithm first is termed an up
edge, while all other edges are termed out edges.
During the algorithm, we compute several intermediate values of Gu(σ)
as edges connecting u to its children are included. Suppose that node u has
children c1, ..., ct. We refer to the subtree rooted at node u and containing
children c1, ..., ck and all of their descendants by T
k
u . See Figure 8 for a dia-
gram illustrating this notation. We define Gku(σ) as the minimum objective
value obtainable in T ku by a multi-placement with signature σ. Once the ta-
ble of values for Gku(σ) is obtained, we can determine the values of G
k+1
u (σ)
using the recurrence described below. After every edge connecting u to its
children has been visited, we set Gu(σ) = G
t
u(σ).
The recurrence we describe for Gku(σ) is comprised of three cases, the leaf
case, up case, and out case, stated below. The up and out cases handle the
inclusion of up and out edges respectively, while the leaf case forms the base
case of the recursion. We will justify the recurrence immediately after its
statement.
G1u(σ) = Gc1(σ) + σ (up case)
Gk+1u (σ) = min
σ′,σ′′∈Φ(σ,δ)
[
Gku(σ
′) +Gck+1(σ
′′) + σ − σ′] (out case)
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Figure 8: Diagram illustrating our use of notation. Nodes within the dashed box comprise
subtree T 3u , along with all of their descendants.
The base case occurs for a leaf `, with capacity c(`), in which
G`(σ) =
{
σ if σi ≤ 1 for all i and
∑ρ
i=0 iσi ≤ c(`)
∞ otherwise (leaf case)
We justify this recurrence as follows. Consider first the leaf case. Since
each placement is a subset of leaves, no placement may include more than one
replica at any given leaf node, justifying the upper bound on values of σi. For
a leaf node `, the only possible multi-placements are those which use no more
capacity than ` has been allotted. The capacity used by a multi-placement
with signature σ is easily seen to be
∑ρ
i=0 iσi. When the signature exceeds
the capacity, no optimal value exists, which we represent by ∞, defined to
be lexicographically larger than any vector.
In the up case, the only leaves available are those under child c1. In this
case, all we must do is include the additional contribution of node u to the
optimal value computed for c1. Since the signature of the placement at child
c1 is σ, by Lemma 1, node u contributes an additional factor of σ to the
optimal solution.
To help explain the out case, we appeal to the illustration in Figure 9.
Intuitively, we are merely splitting the signature σ among the subtrees T ku
and child ck+1 in the optimal way. Since Φ(σ, δ) contains all signature pairs
which can be combined to form σ, taking the minimum over all such signature
pairs yields the best possible combination. Finally, we must adjust the value
to account for the fact that the term Gku(σ) includes a contribution of σ
′ from
node u, which is now inaccurate. Adding the multi-placement of signature σ′′
has increased the contribution of node u to σ. We account for this increase
by including the correction factor σ −σ′, which removes the incorrect value
and includes the correct value in its place.
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signature: σ
(σ′,σ′′) ∈ Φ(σ, δ)
Figure 9: Diagram illustrating how out edges are added to the tree.
One minor detail is not accounted for in the above recurrence. At no
point should we report that an optimal multi-placement with signature σ
exists unless the leaves of T ku have sufficient capacity to store such a multi-
placement. This is easily rectified by defining Gku = ∞ when
∑ρ
i=0 iσi >
c(T ku ), where c(T
u
k ) is defined as the sum of capacities of leaves in the subtree
rooted at T ku . These capacities can be easily obtained as a preprocessing
step. Recall that, by convention, we take ∞ to be lexicographically larger
than any vector.
Using the above recurrence it is a simple matter to compute the value of an
optimal multi-placement with a particular signature σ0 with skew bounded
by δ. Simply compute, bottom up, Gu(σ) for all values of σ which have
skew at most δ. Once the root node has had the value Gu(σ0 filled in, the
computation can stop. Of course, we are not merely interested in the value
of the optimal solution, we must produce the optimal solution itself. The
multi-placement itself is easily obtained by storing the pair of signatures
which results in the minimum value for each out-case above. This record of
the computation is all that is needed to obtain a multi-placement which has
the given signature.
Finally, we note that once the table Gk+1u (σ) has been entirely filled out,
the table containing values of Gku is no longer needed, and can be overwritten
by values of Gk+1u . In this way, only two tables for Gu ever need to be stored
for each node u throughout the procedure. Moreover, the second table can be
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discarded or reused after the table for Gtu has been recorded. In total, only
n+ 1 tables need to be stored for a complete run of the dynamic program on
a tree with n nodes.
The running time of the entire procedure can be bounded as follows. Fill-
ing out a single table for Gku takes, at most, time bounded by the time taken
to build the table of values for Φ. For each table, we compare and update
the objective function, which takes O(ρ) time. Finally, we only perform an
update of the table for Gu once for each edge (u, v) in the tree, so, summing
over all n− 1 edges of the tree, we obtain an overall running time of
O
nρ(ρ− δ)2δ3( 4em
7δ2 + 6δ + 12
+ e
) 7δ2+6δ
4
+3
 .
This establishes that Problem 2 can be solved in polynomial time for fixed
values of δ.
5. NP-hardness of Single-block Replica Placement in Bipartite
Graphs
We could also consider replica placement in directed graphs which are
more general than trees. To this end, we can define the following extension
of Problem 1 by replacing the arborescence by a directed graph, and the set
of leaves by a set of candidate placement nodes.
Problem 3 (Optimal Single-block Placement in Graphs). Given a
directed graph (V,A), a set of candidate nodes C ⊆ V , and positive integer
ρ, with ρ < |C|, find a placement P ⊂ C with size ρ, such that f(P ) is
lexico-minimum.
A similar extension of Problem 2 is immediate. Note that since the failure
number was defined with regards to the reachability relation, no changes are
necessary to ensure that the concepts of failure number and failure aggregate
remain well-defined.
We sketch an argument that Problem 3 is NP-hard by reduction from
Dominating Set [29] as follows. The input to the Dominating Set prob-
lem is an undirected graph G, and an integer k. The question asked is: “is
there a subset D of exactly k vertices from G such that every vertex not in
?D is adjacent to at least one vertex in D?” To answer this question, we can
48
form an instance of Problem 3 by constructing a bipartite graph (S, T,E),
where there is a vertex in S and in T for each vertex in G. For each edge
(u, v) not included in G, we connect the representative of u in S with the
representative of v in T by an edge directed from S to T . Thus the neigh-
borhood of each node u in S is the set of vertices which are not adjacent to u
in G. The bipartite graph (S, T,E) then forms a directed graph as required
by the input to Problem 3. Let T be the set of candidate nodes. Then, a
dominating set of size k exists in G if and only if a placement of size k can be
made on the nodes of T such that f(P ) ≤L 〈0, |V |, ..., |V |〉. The key to the
reduction is the zero in the first entry of the vector, which counts the number
of nodes with failure number k. In a placement P , if node u in S has failure
number k, it indicates that every node in the placement (i.e. the purported
dominating set) is adjacent to u in the complement of G. Equivalently, a
node u has a failure number k only if it is is not adjacent to any element of
P . Thus, a placement on T which has no nodes with failure number k must
be a dominating set in G. The remaining direction is easily shown.
This reduction shows that Problem 3 remains NP-hard even when the
input is restricted to bipartite graphs. It additionally shows that even mini-
mizing the first entry of the failure aggregate is an intractable problem for bi-
partite graphs. One may wonder whether intractability can be circumvented
by instead lexicominimizing a suffix of the failure aggregate. Unfortunately,
this does not work. An easy reduction from Independent Set [29] shows
that it is also NP-hard to lexico-minimize even the last three entries of the
failure aggregate.
Both Independent Set and Dominating Set are special cases of the
more general Set Cover [29] problem, for which an Ω(log n) lower bound on
the approximation ratio is well known [30]. While Set Cover does reduce
to Problem 3, whether this lower-bound can be made to carry over remains
an open question. Indeed, the very notion of what it means to approximate a
vector quantity in the lexicographic order is an interesting one which, to the
best of our knowledge, has yet to be explored in the complexity literature.
6. Future Work
In this paper, we have described two algorithms for solving two replica
placement problems in trees. The first problem considers how best to select
a placement of size ρ on which to place replicas of a single block of data. For
this problem, we present an O(n + ρ log ρ) algorithm. The second problem
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considers how to optimally select a multi-placement of m placements. For
this problem, we present an algorithm which runs in polynomial time when
the skew of the multi-placement is at most a fixed constant.
We first propose studying approximations to Problem 3, including notions
of approximation for lexicographic optimization problems. In addition, we
propose pursuing exact algorithms for restricted classes of bipartite graphs
such as multi-trees, and bipartite graphs with adjacency matrices which have
the consecutive ones property. Such graphs can also be used to model failure
in data centers. We also plan to investigate several variants of weighted
objectives for both the single-block and multi-placement problems which tie
together our approach with that considered in [12].
While the complexity of multi-placement optimization is currently un-
known, we do know that the running time can be improved in special cases.
For instance, when the skew is at most 1, we can attain a running time
of O(nm2ρ3) by exploiting some additional balancing properties. Inter-
esting directions for future work on multi-placements include establishing
fixed-parameter tractability of the multi-placement problem and proving NP-
hardness. It would also be interesting to explore whether the exponent can
be brought down to some term which is o(δ2). The matrix system described
in Section 4.2.1 is an important step towards this goal.
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A. Proof of Correctness of the Greedy Algorithm for the Single
Placement Problem
To establish the correctness of the greedy algorithm, we first introduce
some concepts and notation. We now consider partial placements possibly
containing fewer than ρ leaf nodes. Given a partial placement P ⊆ C and
a subset of nodes S ⊆ V , let s(S, P ) = 〈p0, p1, . . . , pρ〉, where pi := |{x ∈
S ∩ E | f(x, P ) = ρ − i}|. Note that s differs from f in that s gives the
failure aggregate for a given subset of nodes, whereas f gives the aggregate
for the entire set of nodes. Thus, f(P ) and s(V, P ) are the same vectors.
Unless otherwise stated, in this section, we only consider vectors of size
ρ+ 1.
Given a vector a = 〈a0, a1 . . . , aρ〉, we denote the vector shifted one index
to the left as a
∧
and is given by 〈a1, a2, . . . , aρ, 0〉. The following two propo-
sitions about ∧ operator are used to prove the correctness of the greedy
algorithm.
Proposition 1. Given a vector a with a[0] = 0 (i.e., the leftmost entry of
a is 0), we have:
0 ≤L a ⇐⇒ a ≤L a
∧
Proposition 2. Given vectors a and b, we have:
a
∧− b
∧
= â− b
We denote the set of nodes on a path from node u to node v as u  v,
both u and v inclusive. The following three equations relate f , s and s
∧
vectors. In the equations, r is the root node and u is a leaf node. For (A.2)
and (A.3), assume that |P | < ρ.
f(P ) = s(E,P ) (A.1)
s(E,P ∪ {u}) = s(E,P )− s(r  u, P ) + s(r  u, P ∪ {u}) (A.2)
s(r  x, P ∪ {u}) = s∧(r  u, P ) (A.3)
We first prove two lemmas that are used to prove the correctness of the
greedy algorithm.
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Lemma 4. Given a partial placement P ⊆ C with |P | < ρ and candidate
nodes u, v ∈ C − P , we have:
s(r  u, P ) ≤L s(r  v, P ) ⇐⇒ f(P ∪ {u}) ≤L f(P ∪ {v})
Proof.
f(P ∪ {u}) ≤L f(P ∪ {v})
⇐⇒ {using (A.1)}
s(E,P ∪ {u}) ≤L s(E,P ∪ {v})
⇐⇒ {using (A.2)}(
s(E,P ) − s(r  u, P )
+ s(r  u, P ∪ {u})
)
≤L
(
s(E,P ) − s(r  v, P )
+ s(r  y, P ∪ {v})
)
⇐⇒ {rearranging terms}
s(r  v, P )− s(r  u, P ) ≤L s(r  v, P ∪ {v})− s(r  u, P ∪ {u})
⇐⇒ {using (A.3)}
s(r  v, P )− s(r  u, P ) ≤L s
∧
(r  v, P )− s∧(r  u, P )
⇐⇒ {using Proposition 2}
s(r  v, P )− s(r  u, P ) ≤L s(r  v, P )− s(r  u, P )
⇐⇒ {let hu,v(P ) = s(r  v, P )− s(r  u, P )}
hu,v(P ) ≤L ĥu,u(P )
⇐⇒ {using Proposition 1}
0 ≤L hu,v(P )
⇐⇒ {using definition of hu,v}
0 ≤L s(r  v, P )− s(r  u, P )
⇐⇒ {rearranging terms}
s(r  u, P ) ≤L s(r  v, P )
This establishes the lemma. 
Lemma 5. Consider a partial placement P ⊆ C and two distinct candidate
nodes u, v ∈ C−P . Let au,v be the least common ancestor of u and v, and let
au be the child of au,v on the path from au,v to u (see Fig. A.10). Consider a
subset of candidate nodes S ⊆ C such that (i) |P ∪ S| < ρ, (ii) Lau ∩ S = ∅
and (iii) v /∈ S. Then,
s(r  u, P ) ≤L s(r  v, P ) =⇒ f(P ∪ S ∪ {u}) ≤L f(P ∪ S ∪ {v})
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Figure A.10: Named nodes used in Theorem 6. The arrow labeled “swap” illustrates the
leaf nodes between which replicas are moved, and is not an edge of the graph.
Proof. Since Lau ∩ S = ∅, any increase in failure numbers due to the
addition of replicas in S to P cannot effect nodes on the path au  v. Thus
we have that:
s(r  u, P ) ≤L s(r  v, P ) =⇒ s(r  u, P ∪ S) ≤L s(r  v, P ∪ S)
(A.4)
Applying Lemma 4 using P ∪ S as the placement, we have:
s(r  u, P ∪ S) ≤L s(r  v, P ∪ S)
⇐⇒
f(P ∪ S ∪ {u}) ≤L f(P ∪ S ∪ {v})
(A.5)
Combining (A.4) and (A.5), we obtain the lemma. 
We are now in a position to prove the correctness of the greedy algorithm.
Theorem 6. Let Pi be the partial placement from step i of the greedy algo-
rithm. Then there exists an optimal placement P ∗, with |P ∗| = ρ such that
Pi ⊆ P ∗.
Proof. The proof proceeds by induction on i. P0 = ∅ is clearly a subset of
any optimal solution. Given Pi ⊆ P ∗ for some optimal solution P ∗, we must
show that there is an optimal solution Q∗ for which Pi+1 ⊆ Q∗. Clearly,
if Pi+1 ⊆ P ∗, then we are done, since P ∗ is optimal. In the case where
Pi+1 6⊆ P ∗ we must exhibit some optimal solution Q∗ for which Pi+1 ⊆ Q∗.
Let u be the leaf which was added to Pi to form Pi+1. Let v be the leaf in
P ∗−Pi+1 which has the greatest-depth least common ancestor with u, where
the depth of a node is given by its distance from the root (see Fig. A.10).
We set Q∗ = (P ∗−{v})∪{u}, and claim that f(Q∗) ≤L f(P ∗). Since f(P ∗)
is optimal, and Pi+1 ⊆ Q∗ this will complete our proof.
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By our greedy choice of u, f(Pi ∪ {u}) ≤L f(Pi ∪ {v}). Using Lemma 4,
it follows that:
s(r  u, Pi) ≤L s(r  v, Pi) (A.6)
Note that u, v /∈ (P ∗ − Pi − {v}). Moreover, by our choice of v, we have
that Lau∩(P ∗−Pi−{v}) = ∅, since the only nodes from P ∗ in Lau must also
be in Pi. To complete the proof, we use (A.6) and apply Lemma 5, setting
S = P ∗ − Pi − {v}. This choice of S is made so as to yield the following
equalities:
Q∗ = (P ∗ − {v}) ∪ {u} = Pi ∪ (P ∗ − Pi − {v}) ∪ {u},
and
P ∗ = Pi ∪ (P ∗ − Pi − {v}) ∪ {v}.
By Lemma 5, we obtain the following:
f(Q∗) = f(Pi∪(P ∗−Pi−{v})∪{u}) ≤L f(Pi∪(P ∗−Pi−{v})∪{v}) = f(P ∗).
This establishes the theorem. 
B. Proof of Correctness of the Labeling Algorithm in the Divide
Phase
Given a subset of children X, let min(X) (respectively, max(X)) denote
the smallest (respectively, largest) capacity of any child in X. In case X = ∅,
we set min(X) = max(X) = 0. Also, let σ(X) denote the sum of the
capacities of all children in X. Note that the labeling algorithm only needs
to be run if the sum of the capacities of all the children is strictly greater
than the number of replicas that need to be placed on the children. This
implies that at least one child will be labeled as unfilled.
Assume that the while loop is executed I times. Let F (i), U (i), M (i)
denote the values of F , U and M at the end of iteration i of the while loop
with F (0) = ∅, U (0) = ∅ and M (0) = {1, . . . , t}. We first show the following
lemma.
Lemma 6. For each i with 0 ≤ i ≤ I, we have:
max(F (i)) · (|U (i)|+ |M (i)|) ≤ r − σ(F (i)) (B.1)
r − σ(F (i) ∪M (i)) < min(U (i)) · |U (i)|
(B.2)
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Proof. The proof is by induction on i. Clearly, (B.1) and (B.2) hold for
i = 0. Assuming, by induction hypothesis, that (B.1) and (B.2) hold for
i = j for some j in [0, I). We now prove that (B.1) and (B.2) also hold for
i = j+ 1. We use M
(i)
l , M
(i)
e , M
(i)
g and med
(i) to denote the values computed
for the variables Ml, Me, Mg and med, respectively, during the iteration i.
There are three cases depending on the value of
r−σ(F (j)∪M(j)l )
|U(j)|+|M(j)e |+|M(j)g |
.
Case 1 {
(
r−σ(F (j)∪M(j)l )
|U(j)|+|M(j)e |+|M(j)g |
< med(j)−1
)
}: In this case, F (j+1) = F (j),
U (j+1) = U (j) ∪ M (j)e ∪ M (j)g and M (j+1) = M (j)l . We consider the
two inequalities separately.
(a) To show that (B.1) holds for i = j + 1:
r − σ(F (j+1)) = r − σ(F (j))
≥ max(F (j)) · (|U (j)|+ |M (j)|)
= max(F (j+1)) · (|U (j)|+ |M (j)|)
= max(F (j+1)) · (|U (j+1)|+ |M (j+1)|)
(b) To show that (B.2) holds for i = j + 1:
r − σ(F (j+1) ∪M (j+1)) = r − σ(F (j) ∪M (j)l )
< (med(j)−1) · (|U (j)|+ |M (j)e |+ |M (j)g |)
= (med(j)−1) · |U (j+1)|
< min(U (j+1)) · |U (j+1)|
Case 2 {
(
r−σ(F (j)∪M(j)l )
|U(j)|+|M(j)e |+|M(j)g |
≥ med(j)
)
}: In this case, F (j+1) = F (j) ∪M (j)l ∪
M
(j)
e , U (j+1) = U (j) and M (j+1) = M
(j)
g . We consider the two inequali-
ties separately.
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(a) To show that (B.1) holds for i = j + 1:
r − σ(F (j+1)) = r − σ(F (j) ∪M (j)l ∪M (j)e )
= r − σ(F (j) ∪M (j)l )−med(j) ·|M (j)e |
≥ med(j) ·(|U (j)|+ |M (j)e |+ |M (j)g |)−med(j) ·|M (j)e |
= med(j) ·(|U (j)|+ |M (j)g |)
= max(F (j)) · (|U (j)|+ |M (j)g |)
= max(F (j)) · (|U (j+1)|+ |M (j+1)|)
(b) To show that (B.2) holds for i = j + 1:
r − σ(F (j+1) ∪M (j+1)) = r − σ(F (j) ∪M (j)l ∪M (j)e ∪M (j)g )
= r − σ(F (j) ∪M (j))
< min(U (j)) · |U (j)|
= min(U (j+1)) · |U (j+1)|
Case 3 {
(
med(j)−1 ≤ r−σ(F (j)∪M
(j)
l )
|U(j)|+|M(j)e |+|M(j)g |
< med(j)
)
}: In this case, F (j+1) =
F (j) ∪ M (j)l , U (j+1) = U (j) ∪ M (j)e ∪ M (j)g and M (j+1) = ∅. We con-
sider the two inequalities separately.
(a) To show that (B.1) holds for i = j + 1:
r − σ(F (j+1)) = r − σ(F (j) ∪M (j)l )
≥ (med(j)−1) · (|U (j)|+ |M (j)e |+ |M (j)g |)
= (med(j)−1) · |U (j+1)|
≥ max(F (j+1)) · |U (j+1)|
(b) To show that (B.2) holds for i = j + 1:
r − σ(F (j+1) ∪M (j+1)) = r − σ(F (j) ∪M (j)l )
< med(j) ·(|U (j)|+ |M (j)e |+ |M (j)g |)
= med(j) ·|U (j+1)|
= min(U (j+1)) · |U (j+1)|
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In all three cases, (B.1) and (B.2) hold for i = j + 1. Thus, by induction,
(B.1) and (B.2) hold for each i with 0 ≤ i ≤ I. 
At the end of the while loop (iteration I), M (I) = ∅ and, by our assump-
tion, U (I) 6= ∅. The two inequalities can be combined to yield the following
result.
Corollary 1. The output of the labeling algorithm satisfies the following con-
dition:
max(F (I)) ≤ r − σ(F
(I))
|U (I)| < min(U
(I)) (B.3)
Using Corollary 1, we can establish that any balanced placement must
satisfy the following two properties:
1. Every child in F (I) is filled (to capacity). Otherwise, the placement
will have at least one unfilled child with at most max(F (I))−1 replicas
and one child with at least d r−σ(F (I))|U(I)| e replicas. The latter is at least
max(F (I)) + 1 implying that the placement is not balanced.
2. No child in U (I) is assigned more than d r−σ(F (I))|U(I)| e replicas. Otherwise,
the placement will have at least one child with at least d r−σ(F (I))|U(I)| e + 1
replicas and one unfilled child with at most d r−σ(F (I))|U(I)| e − 1 implying
that the placement is not balanced.
Note that (B.3) implies that every child in U (I) has enough capacity to
store the replicas assigned to it by our placement algorithm. This shows that
our labeling algorithm correctly computes filled and unfilled children at a
node.
C. Pseudocode for Transform Phase
Pseudocode for the transform phase is given in Algorithm 4. For con-
venience, define Sw := T1 ∪ . . . ∪ Tk−1 ∪ {v1, . . . , vk−1}, and let the contri-
bution of nodes in Sw to aw and bw be given by vectors a and b respec-
tively. The transform phase is started at the root of the tree by invoking
Transform(root, false, ρ). Transform is a modified recursive breadth-first
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search, which returns a 4-tuple (a, b,f , x), where x is the node vt which ends
the degenerate chain. As the recursion proceeds down the tree, each node is
tested to see if it is part of a degenerate chain (lines 3 and 9). If a node is not
part of a degenerate chain, the call continues on all possibly-unfilled children
(line 4). The first node (v1) in a degenerate chain is marked (by passing down
chain ← true at lines 11 and 12). Once the bottom of the chain (node vk)
has been reached, the algorithm allocates memory for three vectors, a, b and
f , each of size s+ 1 (line 8). The value of rminv1 is passed down to the bottom
of the chain at lines 11 and 12. These vectors are then passed up through
the entire degenerate chain (cf. lines 8 and 19), along with node u (at line
8), whose use will be explained later. When a node u in a degenerate chain
receives a, b, and f , u adds its contribution to each vector (lines 13-16). The
contribution of node u consists of two parts. First, the contribution of the
definitely-filled nodes is added to f by invoking a special Filled subroutine
which computes the sum of the failure aggregates of each definitely-filled
child of u (line 13). Note that Filled uses pass-by-reference semantics when
passing in the value of f . Then, the contribution of node u itself is added,
by summing the number of leaves in all of the definitely-filled children, and
the number of replicas on the single possibly-unfilled child, v (lines 15-16).
By the time that the recursion reaches the start of the chain on the way back
up, all nodes have added their contribution, and the pseudonode is created
and returned (line 18).
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Algorithm 1: Determine definitely-filled and possibly-unfilled nodes
1 Function Label-Children({c1, ..., ct}, r)begin
2 F ← ∅; ; // F := definitely-filled children
3 U ← ∅; ; // U := possibly-unfilled children
4 M ← {c1, ..., ct} ; // M := unassigned children
5 s← r ; // s := number of replicas not yet permanently
assigned
6 while M 6= ∅ do
7 med← median capacity of children in M ;
8 M` ← {ci ∈M : |Lci | < med};
9 Me ← {ci ∈M : |Lci | = med};
10 Mg ← {ci ∈M : |Lci| > med};
11 x← s−∑ci∈M` |Lci | ;
12 if x < (med− 1) · (|U |+ |Me|+ |Mg|) then
13 U ← U ∪Me ∪Mg; // Me ∪Mg possibly-unfilled
14 M ←M − (Me ∪Mg);
15 else if x ≥ (med) · (|U |+ |Me|+ |Mg|) then
16 F ← F ∪M` ∪Me; // M` ∪Me definitely-filled
17 M ←M − (M` ∪Me);
18 s← x−∑ci∈Me |Lci|;
19 else // M` definitely-filled, Me ∪Mg
possibly-unfilled
20 U ← U ∪Me ∪Mg ;
21 F ← F ∪M`;
22 M ← ∅;
23 return (F , U) ; // return definitely-filled and
possibly-unfilled children
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Algorithm 2: An O(nρ) algorithm for optimal single-block placement.
1 let Partition(S, k) partition S into sets L,H, where L contains the k
smallest elements, and H contains the remaining |S| − k elements;
2 Function Place-Replicas(u, r)begin
3 let c1, ..., ct be children of u ; // Divide phase
4 U, F ← Label-Children({c1, ..., ct}, r) ; // O(t) time
5 R← ρ−∑ci∈F |Lci |;
6 for ci ∈ U do // Combine phase
7 ai ←Place-Replicas(ci, bR/|U |c);
8 bi ←Place-Replicas (ci, d(R+1)/|U |e);
9 L,H ← Partition({b1 − a1, ..., b|U | − a|U |}, R mod |U |) ;
// O(|U |ρ) time
10 return
∑
ci∈L bi +
∑
ci∈H ai +
∑
cj∈F f(Lcj) +α(ρ) ; // O(tρ)
time
Algorithm 3: Algorithm to fill table for Φ(σ, δ).
1 Let X be a (ρ+ 1)× (ρ+ 1) zero matrix;
2 row-sum(X) returns the vector of row sums of matrix X;
3 col-sum(X) returns the vector of column sums of matrix X;
4 diag-sum(X, i, j) returns the vector of diagonal sums over diagonals
i, i+ 1, ..., j of matrix X for 1 ≤ i < j ≤ 2ρ+ 1;
5 for (a, b) ∈ {(i, j) : ρ− δ ≤ i+ j ≤ 2(ρ− δ − 1)} do
6 for d← max[1, ρ+ 1− a− b], ..., δ + 1] do
7 for each weak composition C of m into B(d) parts do
8 fill the non-zero entries of submatrix Y according to the
entries of C;
9 copy sub-matrix Y into X, using (a, b) as the top-left
corner of Y in X;
10 σ′ ←row-sum(X) ;
11 σ′′ ←col-sum(X) ;
12 σ ←diag-sum(X, ρ+ 1, 2ρ− 1);
13 Φ(σ, δ)← Φ(σ, δ) ∪ {(σ′,σ′′)};
14 reset matrix X so every entry is zero;
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Algorithm 4: Transform phase
1 Function Transform(u, chain, s)begin
2 Let u have children labeled 1, ..., t;
3 if u has two or more possibly-unfilled children then // not chain node
4 foreach child i possibly-unfilled do
5 (−,−,−, x)←Transform(i, false,⊥) ;
6 if i 6= x then i← x ; // replace i with pseudonode
7 if chain = false then return (⊥,⊥,⊥, u) ;
8 else return (0s+1,0s+1,0s+1, u) ; // last node of chain
9 if u has one possibly-unfilled child, v then // chain node
10 if chain = false then // first node of chain
11 (a, b,f , x)← Transform(v, true, rminv ) ; // pass down rminv
12 else (a, b,f , x)← Transform(v, true, s) ;
13 foreach filled child i do // O(ni) time
14 Filled(i,f)
15 k ←∑i filled Li + rminv − 1 ; // k is min failure number of u
16 a[k + 1]← a[k + 1] + 1; b[k]← b[k] + 1 ; // update a and b
17 if chain = false then
18 x← Make-Pseudonode(a, b,f , x)
19 return (a, b,f , x);
20 Function Filled(u, f)begin
21 if u is a leaf then
22 f [0]← f [0] + 1;
23 return;
24 foreach child i do
25 Filled(i,f)
26 a←∑i |Li| ;
27 f [a]← f [a] + 1;
28 return;
29 Function Make-Pseudonode(a, b, f , x)begin
30 allocate a new node node;
31 node.a← a+ f ;
32 node.b← b+ f ;
33 node.child← x;
34 return node;
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