We propose an enhanced approach to the extrapolation of mean potential forces acting on 
I. INTRODUCTION
Molecular dynamics (MD) is one of the most important methods in studying various properties of different systems. Being originally designed sixty years ago 1 to simulate elastic collisions between hard spheres, it was further extended to investigate simple liquids with more realistic potentials of interactions between particles. [2] [3] [4] [5] During the last several decades, the method of MD has been developed to describe much more complicated systems, such as proteins in aqueous solution. [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] However, prediction of the structure and functioning of proteins in computer simulations still remains a challenging task. 19 The main problem is that the processes responsible for conformational and folding equilibria in these complex bioliquids take place on time scales ranging from microseconds up to minutes. [8] [9] [10] [11] [12] [13] With the present capabilities of high-performance computers, the all-atom MD simulations of large proteins are limited, as a rule, to hundreds of nanoseconds. 20 This is, of course, insufficient to observe folding events even for simple proteins.
Despite the development of massively parallel computing hardware including inexpensive graphics processing units (GPUs), it has remained infeasible to simulate the folding of atomistic proteins using conventional MD beyond the microsecond scale. 21 Various improvements to the conventional MD method have been proposed to obviate the problem with long time scales. Among them it is worth mentioning the replica exchange approach, hyperdynamics, implicit-solvent techniques, as well as the combination of MD with a molecular theory of solvation (many other approaches exist for increasing computational efficiency of atomistic MD simulations and for speeding up conformational sampling, for a review see, e.g.,
Refs
. [22] [23] [24] ). In the replica exchange approach, [25] [26] [27] [28] [29] [30] [31] a large number of short runs are carried out in parallel at different temperatures. During such runs, after certain time intervals the spatial configurations of macromolecules are periodically exchanged with a Metropolis rate (like in the Monte-Carlo method). Due to the presence of high-temperature replicas this allows to increase the probability for overcoming local minima separated by high-energy barriers inherent in the protein energy landscape. As a result, the necessary simulation length corresponding to each replica will be much shorter than the real folding time. However, the whole simulations must cover a wide temperature range with levels spaced closely enough to enable exchanges with high acceptance ratios. This significantly increases the total computational expenses.
In the hyperdynamics, [32] [33] [34] [35] the potential energy landscape is modified by raising energy minima that lower below a defined threshold level, while leaving those areas lying above the threshold un-changed. As a result, barriers separating adjacent energy basins are effectively reduced, providing the simulation access to conformational space that cannot be easily accessed in convenient MD simulations. Using the inherent power of GPUs, it was shown 35 that hyperdynamics simulations over several hundreds of nanoseconds are able to deal with conformational changes in proteins that typically occur on the millisecond time scale. However, the hyperdynamics approach requires the construction of biased potentials which should be equal to zero at transition states and positive in minima in order to accelerate the dynamics. Such a construction appears to be not trivial, especially for large proteins. Moreover, the long-time behavior obtained from the hyperdynamics can differ from the true dynamics due to the possible presence of transition-violating correlated events.
Another way to simplify the MD simulations of proteins is to replace all explicit atoms of solvent (water) molecules by a dielectric continuum with a predefined permittivity. Then we come to implicit-solvent methods which drastically reduce the number of particles to keep track of in the system and, thus, significantly speed up MD simulations. An extra effective acceleration comes from much faster sampling of the conformational space afforded by implicit solvent potentials which are much smoother in coordinate than the original interactions. In the context of hydration of biomolecules, the implicit-solvent methods can reproduce polar solvation forces with either the generalized Born [36] [37] [38] or the Poisson-Boltzmann 39 models, while nonpolar interactions are empirically accounted by the solvent accessible surface area model supplemented with additional volume and dispersion integral terms. 40, 41 However, because of their empirical nature, such methods, involving a lot of adjustable parameters, lead to a less accurate description than the explicit-solvent approach. 35, 42 Moreover, they work well only for the hydration free energy but are not transferable to other solvents, cosolvents and solvent systems, in particular, to electrolyte solutions. In addition, the implicit-solvent methods cannot describe missing solvent size effects such as a desolvation barrier in protein aggregation and are inadequate to reproduce solvation of internal cavities such as narrow channels.
The above drawbacks of the implicit-solvent methods are absent in the 3D-RISM integral equation theory [43] [44] [45] [46] [47] [48] [49] [50] [51] [52] [53] [54] [55] [56] [57] [58] of molecular liquids (three-dimensional reference interaction site model) complemented with the Kovalenko-Hirata (KH) closure. 47, 50, 53 In the hybrid MD/3D-RISM-KH simulations, individual trajectories and dynamics of solvent molecules are contracted to quasiequilibrium 3D density distribution functions of their interaction atomic sites around the solute biomolecule in successive conformation snapshots. The time evolution of the biomolecule becomes quasidynam-Hoover chain thermostats to some optimal number of degrees of freedom in the system. Slightly modifying SFE of Ref. 60 , the OIN integrator has been jointed with the MD/3D-RISM-KH approach. On an example of alanine dipeptide dissolved in water it has been proven 61 that the OIN ensemble is superior to the Langevin and INR schemes. In particular, large outer time steps of order of several hundred femtoseconds can be employed, providing a speedup up to 20 times with respect to conventional explicit-solvent MD. A method of advanced solvation force extrapolation (ASFE) in MD/3D-RISM-KH simulations has been developed, too. 62 Here, a global nonEckart-like rotation of atomic coordinates was utilized to minimize the distances between the biomolecule sites in different conformations at successive time steps. Then, extending the list of outer (reference) configurations, it has been shown that ASFE can provide a significantly better accuracy of the force evaluation than SFE. This has allowed to apply huge outer time steps up to tens of picoseconds without affecting equilibrium and conformational properties. As a result, the MD/OIN/ASFE/3D-RISM-KH simulations have accelerated by a factor of 100 to 500 compared to explicit solvent models. However, the applications were restricted to a relatively simple system of hydrated alanine dipeptide.
Recently, 63 the ASFE approach was extensively modified and generalized to obtain nearly the same speedup for more complicated systems, including proteins. Rather than carrying out a rotational of the whole molecule, individual non-Eckart-like transformations were performed for each atom of the biomolecule. The individual scheme appreciably accelerated convergence of the extrapolated forces to their exact values with increasing the number of basic outer coordinates. Other techniques, such as an extension of the force-coordinate pair list to select the best subset and static balancing of the normal equations have been reconstructed, too. This resulted in a generalized SFE (GSFE) approach. It was demonstrated that GSFE can reach a high level of accuracy of the solvation force approximation at huge outer steps of order of 1 to 2 ps even for proteins. The MD/OIN/GSFE/3D-RISM-KH simulations provided a 50-to 1000-fold effective speedup of conformational sampling compared to conventional MD. The GSFE/3D-RISM-KH approach complemented by the OIN integrator has been implemented in the well-known and widelyused AMBER package of biomolecular simulation programs. 86 Using this approach we have been able 63 to fold the 1L2Y miniprotein from a fully extended state in about 60 ns of the 3D-RISM-KH quasidynamics for the first time, in contrast to an average physical folding time of 4-9 µs expected in conventional MD and observed in real experiment. 87, 88 Note that so far, there have been no publications on folding this simplest protein by conventional MD despite the existence of highly specialized supercomputers, like Anton. 89 The reason is that the µs scale is still practically unreachable in one MD run for most supercomputers, while the use of specialized hardware will lead to huge expenses of time and efforts.
In the present study, we go beyond GSFE and further improve the extrapolation strategy by additionally advancing to two new techniques such as an exponential scaling transformation of coordinate space with weights and a dynamical balancing between the minimization of force deviations and the norm of expansion coefficients arising during the approximation. The first one is aimed at better linearization and smoothing of solvation forces, resulting in an overall increase of the accuracy of the extrapolation. The second technique provides exact results in limits when the current spatial configuration appears to be close enough to any one of those containing in the reference list. This is contrary to the previous approximation schemes where the approximated values of solvent forces in such limits do not coincide with those related to the reference configurations. The new enhanced approach is applied to MD/OIN/3D-RISM-KH simulations of different solvated organic and biomolecular systems including proteins. It is shown that the enhanced extrapolation provides much better accuracy of the solvation force approximation than the existing approaches and can be used with much larger outer time steps, leading to a significant acceleration of the simulations.
II. 3D-RISM-KH THEORY OF SOLVATION
Model. -Let us consider a solute macromolecule (protein) consisting of M atoms dissolved in liquid composed of a large number of solvent molecules with M atomic sites. The potential energy of such a system can be cast in the form
where the summations are performed over all M solute and M solvent atoms with i = j if i and j belong to the same atomic type. In the rhs of Eq. (1), the first term denotes the van der
Waals interactions modeled by a Lennard-Jones function. The second one represents the electrostatic potential between atoms i and j with separation r ij = |r i − r j | and is given by Coulomb interactions. The third term is the potential between two chemically-bound atoms, modeled as a simple harmonic potential. The fourth contribution represents a bond-angle dependence involving three atoms and is also modeled by a harmonic potential. Finally, the fifth term relates to a dihedral angle (torsion) potential which is periodic and depends on four atom coordinates. Eq. (1) requires the following type specific parameters:
(bond strength), b i (bond length), b i,0 (equilibrium bond length), k θ,i (angle strength), θ i (bond angle), θ i,0 (equilibrium bond angle), k φ,i (barrier for rotation), φ i (dihedral angle), n i (number of maxima) and ϕ i (angular offset). They are fixed for a certain model and obtained from so-called force fields based on quantum mechanical calculations and experimental data.
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Mean-potential forces. -Conventional MD simulations deal with instantaneous forces −∂U/∂r i acting on all the particles (i = 1, 2, . . . , M + M ) of the solute-solvent system under investigation. Here, the number of solvent molecules should be much larger (ideally infinite)
than that of solute ones, i.e. M M , to have a good statistics and neglect the finite-size effects.
In particular, for a biomolecule with M ∼ 10 3 − 10 4 atoms such a number has to be of order of M ∼ 10 5 − 10 6 or more. This appreciably complicates the simulations because a vast majority of the computational costs is spent on the evaluation of intermolecular solute-solvent and solventsolvent potentials. Note that in common practice, the concentration of solute macromolecules is small and the interactions between them are neglected (infinite dilution limit). Since we are interested exclusively in the study of conformational and folding behavior of a solute biomolecule, there is no sense in considering explicitly the dynamics of a huge number of solvent atoms. In view of this the main idea of an abbreviated description consists in the following. Firstly, we divide the full potential energy (1) into solute-solute U and solute-solvent U contributions,
where r i denotes the position of atom i and the last term in the rhs of Eq. (2) includes also solventsolvent interactions. Secondly, instead to deal with the instantaneous solute-solvent and solventsolvent potentials we can replace them by their mean-potential counterpart, 93 ,94
where k B denotes the Boltzmann constant and T is the temperature of the system. The mean potential in Eq. (3) 
where g uv α (r) and c uv β (r) are the 3D distribution and direct correlation functions for solvent atoms of types α and β, respectively, while χ vv αβ (r) denotes the site-site susceptibility of the solvent (the superscripts "u" and "v" stand for solute and solvent species). Function g just satisfies these criteria. It reads
where 
where Θ denotes the Heaviside function. Then the solvation forces f i , acting on each atom i of the solute macromolecule and representing the mean-potential ones for our system, are calculated by spatially differentiating µ solv with respect to r i , where i = 1, 2, . . . , M . In view of Eq. (6) this yields 59 ,60
The 3D-RISM integral equation (4) shell-asymptotics treatment of solvation shells. 52 The computational expenses can further be significantly reduced with several strategies, including a high-quality initial guess for the 3D direct correlation functions c uv α (r); pre-and post-processing of the 3D solute-solvent potentials u uv α (r), the long-range asymptotics of the 3D correlation functions c uv α (r) and g uv α (r) as well as solvation forces; several cutoff schemes and an adaptive solvation box. 60 Additional speedup can be reached by using a multigrid version of the MDIIS algorithm.
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III. ENHANCED SOLVATION FORCE EXTRAPOLATION (ESFE)
Exponential scaling linearization with weights. -Though the above accelerated convergence of the 3D-RISM-KH integral equations, the calculation of solvation forces (7) requires, nevertheless, much larger computational efforts than that of intramolecular interactions
Thus, the idea is to converge the expensive integral equations only after every long enough (outer) time interval during the quasidynamics. At much shorter (inner) time steps, these forces can be approximated using a fast extrapolation. Indeed, contrary to the instantaneous solute-solvent interactions −∂U/∂r i evaluating in conventional MD, the solvation forces f i = −∂U/∂r i are relatively smooth. This means that the latter vary with changing time and coordinates much slower than the former. The reason is that the solvation forces are obtained at a given conformational state {r 1 , . . . , r M } of the solute atoms by statistically averaging over all possible equilibrium configurations of the solvent molecules. As a result, the repulsive cores and other strong components (see Eq. (1)), existing in instantaneous solute-solvent interactions −∂U/∂r i , will be merely absent after the averaging in
. Because of this smoothness, the 3D-RISM-KH forces allow to be extrapolated, so that the integral equations can be handled less frequently, increasing the efficiency of the MD simulations.
According to Eq. (7), the solvation force f i acting on a given atom i (where i = 1, 2, . . . , M )
of the macromolecule actually depends on M − 1 vector coordinates r ij = r i − r j , where j = i, which define the relative positions of all neighbouring atoms around reference site i, i.e.,
This follows from the translational invariance of solvation interactions when the total system (solute plus solvent) is arbitrarily shifted as a whole. The first important step of our new enhanced approach is to perform such a scaling transformation of r ij to new vectors ij to obtain the most linear dependence of f i on ij . Then we will be entitled to apply a linear extrapolation of ij , automatically providing the approximation of f i with minimal uncertainties (see below). Remember that we deal with values, leading to the limiting behaviour lim {r ij} →∞ f i ({r ij }) = 0, (ii) at a given r ij = 0, the contribution to solvation force acting on atom i caused by atom j (j = i) depends on type of the latter and is negligible at r ij = 0, and (iii) the total solvation force acting on the macromolecule as a whole is equal to zero, i.e., i f i = 0.
Many analytical expressions can be involved to model the above properties. The most simple choice is an exponential scaling of vectors r ij without changing their directions,
where w(r ij ) denote the transformation functions, η ij = η ji ≥ 0 are the scaling parameters and w ij = w i w j > 0 stand for the weights obeying the normalization i w 2 i = M . This scaling tries to reproduce feature (i) and exactly provides the true zeroth limiting behaviour since lim r ij →∞ w(r ij ) = 0. The weights try to take into account the fact (ii) that the influence of atoms on f i ({r ij }) can depend on their type. In addition, ij = 0 at r ij = 0 by construction. Moreover, ij ij = 0 as this is required by property (iii) since ij r ij = 0. Indeed, w(r ij ) depends only on magnitude of vector r ij but not on its direction, while η ij together with w ij are symmetrical with respect to the substitution i ↔ j. For illustration of the scaling transformation, consider a virtual system of two (M = 2) particles in one-dimensional space −∞ < x 1,2 < ∞ influencing one on another through the forces f 1,2 (x) = ±x exp(−η|x|), where x = x 1 − x 2 , satisfying all of the above three properties. Then making the transformation X = x exp(−η|x|) fully linearizes this force in the new variable, i.e., f 1,2 (X) = ±X.
Apart from the unform distribution w i ≡ 1, there are three additional variants to build the weights, namely,
corresponding to the averaged-force, charge, and mass weighting, respectively, where q i is the charge and m i is the mass of atom i. Note that in the force scheme, the weights are not constant and change during the simulations, where denotes the averaging over the produced atomic trajectories. The truncation w(r ij ) ≈ 0 at large separations r ij > r c,ij can be applied to reduce the computational costs, where r c,ij = r c + ln w j /η ij and r c is the fixed truncation radius. The concrete variant of the weighting scheme as well as the values of η ij and r c are chosen in such a way to provide the best effective overall linearization.
Individual rotation transformations. -Let f i,k be the solvation forces acting on solute sites i = 1, 2, . . . , M at N previous outer time steps k = 1, 2, . . . , N for which the 3D-RISM-KH integral equations are converged. The relative atomic positions at these steps will be denoted by r ij,k . The forces f i,k and positions r ij,k for a given i are ordered in such a way that larger numbers of k correspond to earlier moments t k of time, i.e., t N < t N −1 < . . . < t 2 < t 1 . The next outer moment is denoted by t 0 > t 1 . Let r ij (t) be the current relative coordinates at some inner time point t belonging to the interval ]t 1 , t 0 [. The total number of these points is equal to
1, where h = t k−1 − t k and ∆t are the outer and inner time steps, respectively (h ∆t).
The second main idea of the new approach is to find such local rotational transformations 
for each given i = 1, 2, . . . , M and k = 1, 2, . . . , N . Here
is the effective number of neighbours and stands for j = i. The current inner coordinate r ij (t)
should also be transformed analogously by R ij (t) = S i (t) ij = w(r ij )S i (t)r ij (t), where S i (t) is found from the minimization
Note that S i,k w(r ij,k )r ij,k = w(r ij,k )S i,k r ij,k and S i (t)w(r ij )r ij (t) = w(r ij )S i (t)r ij (t) because the rotational matrices change only directions of vectors but not their lengths, i.e., S i,k r ij,k = r ij,k and S i (t)r ij (t) = r ij (t).
Any choice for the reference point r * ij = r ij (t * ) with t 1 ≤ t * ≤ t ≤ t 0 can be in principle acceptable, where t is the current inner time and t 1 is the most recent point from the basic outer steps. However, the limiting values t * = t 1 and t * = t are not recommended in the context of efficiency. Note that in Eq. (11) we should carry out the transformation for each k = 1, 2, . . . , N (and i = 1, 2, . . . , M ) whenever r * ij is changed, i.e., up N M P times if t * = t, increasing the costs, but only N M times at t * = t 1 . In the latter case, however, the origin r * ij being equal to r ij,1 may appear to be too far from the current point r ij (t) when the size of the outer time step h = t 0 − t 1 is large, lowering the accuracy. Thus, an optimal choice is when the origin r * ij of the transformation is updated after every 1 p P inner time step during the outer interval (t 0 − t 1 ). This provides a good accuracy at reasonable computational costs and will be referred to as a frequency reuse regime. Note also that due to the presence of the weight scaling function w(r ij ), the j-neighbours with larger interatomic distances (r ij > 1/ √ η ij ) give smaller contributions to Eqs. (11) and (12). This is quite natural because the mean solvation forces f i decrease in mean with increasing r ij at large separations. At long enough r ij > r c,j the correlations between r ij and f i are diminished and we put w(r ij ) = 0 in this range. Such a truncation concerns only the scaling transformation (9) but is not applied when calculating the actual solvation forces f i,k .
It should be emphasized that the rotational superpositions (11) and (12) are carried out individually (i = 1, 2, . . . , M ) for each atom of the macromolecule. They effectively take into account local rotations of the solute molecule, which can be large due to the interactions with the solvent. As a result, the changes of solvation forces f i ({r ij }) caused by such rotations will be merely excluded in the transformed coordinate space {R ij } leading to the most smooth behaviour
For example, in the case of rotating rigid segments constituting the macromolecule, the transformed forces F i will be constant at all and thus can be extrapolated exactly.
These forces will be changed not so much even for flexible segments, since the magnitudes of the atomic vibrational oscillations are small. Note also that Eqs. (11) and (12) The simplest way to obtain explicit expressions for the rotational matrix S i,k and S i (t) is to represent them in terms of the four components quaternion q = {q x , q y , q z , q u } as
with
Inserting Eq. (13) into the superposition equations (11) and (12) yields
where
are the symmetric 4 × 4 matrices, ij is equal either to w(r ij,k )r ij,k or w(r ij )r ij (t) for the cases S i,k or S i (t), respectively, λ is the Lagrange multiplier, I is the identity 3 × 3 matrix, × denotes the vector product, and * ij = w(r * ij )r * ij . Differentiating (14) with respect to all four components of q leads to the eigenvalue problem
Because the lhs of Eqs. (11) and (12) are always greater or equal to zero, the matrix Φ i is positive semidefinite, leading to four eigenvectors q (1, 2, 3, 4) and the same number of nonnegative associated eigenvalues λ (1,2,3,4) ≥ 0 in Eq. (16) . The latter are sorted in the ascending order, so that λ (1) is the smallest eigenvalue. It coincides with the global minimum in Eqs. (11), (12) and (14) since for any normalized eigenvectors q the following equality takes place: q + Φ i q = λ. The normalized eigenvector q (1) corresponding to the smallest eigenvalue
i is thus the quaternion describing the desired transformation by the rotational matrix S ≡ S i,k or S i (t) [see Eq. (13)].
The next ideas of the enhanced approach are described below in the three successive subsections.
Least-square minimization of uncertainties. -The solvation forces F i = f i ({R ij }) can be represented in the transformed space as the power series of deviations of the current coordinate vectors R ij from the origin values * ij for each i = 1, 2, . . . , M as
where Ξ ij = ∂F i /∂R ij is the Hessian (3M × 3M ) matrix. The second-and higher-order spa- Having the transformed coordinates at outer times steps, R ij,k = w(r ij,k )S i,k r ij,k , and their current value R ij (t) = w(r ij (t))S i (t)r ij (t) the latter can be extrapolated as follows. First, for each atom i, the actual neighbouring positions R ij (t) are virtually approximated at a given inner point t of the next outer time interval ]t 1 , t 0 [ by a linear combination of their previous outer values
The expansion coefficients A and their approximated counterpartsR ij (t). Additionally imposing the normalizing condition on the coefficients and minimizing their square norm, i.e.,
lead to the following least-square problem
for each i = 1, 2, . . . , M . Here Λ i is the Lagrangian multiplier, while ε i > 0 and R 2 i ≥ 0 denote the balance constants and dynamical functions, respectively, whose meaning and explicit forms will be presented below.
The forces F i (t) at any inner time t ∈]t 1 , t 0 [ can be extrapolated on the basis of their outer values F i,k = f i ({R ij,k }) employing a linear expansion procedure which is quite similar to that for coordinatesR ij (t), namely,F
where i = 1, 2, . . . , M and the expansion coefficients A (i) k (t) are the same as those in Eq. (18). This is justified by the linearity of expansion (17) . In such a way, the coordinate minimization (20) 
to Eqs. (17) and (20) . Note that the coordinate mapping is virtual meaning that R ij (t) are never replaced byR ij (t). It is necessary only to find coefficients for the real force approximation (21).
The transformed forces F i,k can be obtained from original values f i,k without direct recalcula-
by taking into account the following identities
They follow from the translational and orientational invariance of solvation forces. In particular, when a system is rotated as a whole, the solvation force vectors will also be rotated on the same angle around the some axis. In view of Eqs. (22) and (23), no additional direct recalculations are needed, and the desired approximated forces in the usual coordinate space at each inner time point t can be readily reproduced from Eq. (21) using the inverse rotational transformatioñ
The inverse matrix can easily be evaluated taking into account that the rotational transformation is orthonormal, i.e., S 
. . .
which should be solved for the same number of unknowns A (i) (20) just to avoid the above singularity and deal with unique solutions at any N . Non-zero values of ε i allow one to effectively balance between the two kinds of the minimization. Of course, the balancing parameters ε i cannot be chosen too large because then the minimization of the squared norm of A k will be carried more aggressively than that of the coordinate residuals. These parameters should be treated as a small quantity aiming at improving the quality of solvation force extrapolation. Optimal values of ε i can be found from actual simulations to obtain the best accuracy.
Another important issue is to provide the coincidence of the extrapolated forcef i (t) with one of its knot value f i,k in situations when the current set of coordinates coincides with one (k * -th say)
of those related to the reference list, i.e., when r ij (t) = r ij,k * for all j = i at a given i. Eq. (24) says that this is possible provided A 
Here the expression under minimization coincides with the lhs of Eq. (11), so the balancing function can be represented as the smallest eigenvalue λ 1 ≡ λ
i,k among all k = 1, 2, . . . , N . In such a way we come to the so-called dynamical balancing scheme where the force extrapolation provides exact results in the limits when the local current spatial configuration is very close (or coincides, then R i = 0) with one of those containing in the reference set. This is in a contrast to previous approximation schemes 62, 63 which apply the static balancing (R i ≡ const) and, thus, distort the true values of solvation forces in such limits.
Extending the reference list. -The accuracy of the force extrapolation will improve with increasing the number of points N in the reference list. However, we cannot put N to be too large because then the number of linear equations increases, too. These equations (25) i,k in the 3M -dimensional space between the transformed outer coordinates {R ij,k } and the current origin point {R * ij (t)} (see Eq. (28)) can be sorted in the ascending order with respect to k at a given i, and the first N most closest (to R * ij ) points can be selected among the extended set to satisfy the condition R i1 < R i2 < . . . < R iN . The forces f i,k must be resorted synchronically with the coordinates r ij,k to form the basic reference list, i.e., the best pair subset with N points. It should then be used when performing the force extrapolation (24).
The above procedure can further improve the quality of the extrapolation, especially at N N . The reason is that the choice of the nearest outer pairs in the transformed space additionally reduces the coordinate region in which the extrapolation is performed. This leads to a decrease of the coordinate residuals and, as a consequence, to an increase of the accuracy. In fact, such an additional reduction minimizes the change in the transformed solvation forces during torsion motions of the solute macromolecule. Note that such motion (characterizing by large amplitudes)
is responsible for transitions of the biomolecule from one conformational pool to another where the torsion potential has a local minima. Thus, an optimal value for the expanded interval ∆H = N h should be of order of the mean life time in local conformational minima. Then, whenever the transition to other conformations occurs, we can quickly reselect the subset to fit the basic outer points to the current solute conformation. The accuracy of such fitting is especially high if the molecule has already been near this conformation at previous times.
Worth remarking is that the selecting procedure at N N requires only little extra numerical efforts even for large enough N 10 3 . The reason is that the computational cost grows linearly with N (at a tiny proportionality factor). Indeed, the selection needs to know only the lowest eigenvalues λ
i,k of small 4 × 4 matrices and not their eigenvectors. The latter q
i,k are necessary only for the best subset with k = 1, 2, . . . , N N to build the rotation matrix S i,k for the force extrapolation (24) . On the other hand, the computational efforts increase much more rapidly with N , namely, proportionally to (N + 1) 3 , in order to find solutions to (N + 1) linear equations (25) .
Note also that the selection procedure is performed only once per many (p 1) inner time steps, further lowering the numerical expenses.
Resulting algorithm. -In view of the techniques introduced in the preceding subsections, the resulting enhanced solvation force extrapolation algorithm can be briefly described as follows.
At the very beginning, the 3D-RISM-KH integral equations are solved after each ∆t of the N first inner steps with no extrapolation to fill out the basic reference list. Then the extrapolation starts with N points and the extended list is accordingly completed step by step during the time integration to achieve the maximal length with N > N pairs. Since h can be much larger than ∆t, we cannot put the outer step to be immediately equal to h ∆t. The reason is that this skews the extrapolation because of the significant non-uniformity of the time intervals between the points from the list. That is why the outer time interval should be increased smoothly every inner step from ∆t until h with an increment of ∆t.
Further, after each p inner steps, we solve the eigenvalue problem (16) Using the expansion coefficients, the solvation forces are extrapolated at each inner step ∆t within the outer time interval t ∈]t 1 , t 0 [ of length h as the weighted sum of their N previous outer transformed values, followed by the inverse transformation (24) . The extrapolation procedure is applied h/∆t times to achieve the next outer point. At that point, the solvation forces are again calculated explicitly by solving the 3D-RISM-KH integral equations. The extended N -list is then updated by the new outer force-coordinate pair, while the oldest one is discarded. All these actions are repeated H/h times for the next outer intervals until the desired simulation time length H is achieved.
This completes the derivation of the enhanced solvation force extrapolation (ESFE) algorithm.
IV. SOLVING THE ESFE/3D-RISM-KH EQUATIONS OF MOTION
Combining ESFE/3D-RISM-KH with MD. -The first issue in combining the ESFE/3D-RISM-KH approach with the method of MD is the choice of statistical ensemble in which the dynamics of the system will be considered. As was shown in previous MD simulations at the presence of extrapolated 3D-RISM-KH solvation forces, the best ensemble in context of stability and efficiency allowing large inner and outer time steps is the so-called optimized isokinetic Nosé-Hoover chain (OIN) thermostat. [61] [62] [63] The equations of motion for solute atoms in hybrid MD/ESFE/3D-RISM-KH simulations in the OIN ensemble steered with 3D-RISM-KH mean solvation forces which are extrapolated with the ESFE approach can be cast in the following compact form
where Γ = {r, v; σ, ν} denotes the extended phase space and L is the Liouville operator. The extended space, apart from the full set of coordinates r ≡ {r i } and velocities v ≡ {v i } of all solute atoms, includes also all thermostat frequencies ν ≡ {ν κ,i } with κ = 1, . . . , K and their conjugated dynamical variables σ ≡ {σ i }. The latter are introduced by means of the relation
where K is the number of chains per thermostat. The Liouvillian can be split up as
, potential
and chain-thermostat parts with
Mention that in the canonical OIN ensemble 61 
Here, n = h/δt 1 is the total number of sub-inner time steps with length δt ∆t each, Taking into account that the solute-solute forces are much cheaper to evaluate than the solvation ones, obvious speedup is achieved as compared to the single time-stepping propagation (n = 1, δt = ∆t) without extrapolation (∆t = h). Furthermore, the existence of the impulsive inner time steps of length ∆t > δt gives a possibility of reducing the number of (either extrapolative or direct) 3D-RISM-KH evaluations from h/δt to h/∆t. Finally, applying the ESFE approach allows further significant improvement of the overall efficiency, since the most expensive 3D-RISM-KH calculations are performed just once per outer step h.
In view of the above, the following hierarchy of time steps
should be set in order to achieve an optimal performance of hybrid MTS-MD/OIN/3D-RISM-KH simulations using the ESFE approach. This completes coupling of ESFE with MD. We will refer to the resulting scheme as a hybrid MTS-MD/OIN/ESFE/3D-RISM-KH method, or simply OIN/ESFE/3D-RISM for brevity. respectively. Water was described by the modified cSPC/E model. 50, 59, 60 The interaction constants for toluene solvent were extracted from optimized potentials 116 of the general Amber force field.
We applied free boundary conditions and an adaptive solvation box with varying sizes determined by the current diameter of the solute molecule plus a buffer space of width R b = 10Å. Note that the mean diameters of the alanine dipeptide, asphaltene, miniprotein 1L2Y, and protein G macromolecules are about 9, 28, 26, and 42Å, respectively. The cutoff radius of the solute-solvent interactions was set to R c = 14Å. No truncation was made for the solute-solute forces. The 3D-RISM-KH integral equations were discretized on a rectangular grid with resolution δr = 0.5Å
and converged to a relative root mean square residual tolerance of δ = 10 −4 using the MDIIS algorithm. 50 Further increase of R c and R b , as well as decrease of δr and δ did not noticeably affect the results.
The number M of atoms per macromolecule, optimal values for the exponential scaling parameter η ij ≡ η, cut-off radius r c and balance parameter ε i ≡ ε, as well as the frequency number p, main basic and extended reference list lengths N and N used in MTS-MD/OIN/ESFE/3D-RISM-KH simulations for each system are presented in Table 1 . Optimal types of the weighting scaling scheme, the numbers K of chains, relaxation times τ ≡ τ i of the OIN thermostat and maximal The runs were performed at a temperature of T = 300 K and a solvent density of ρ = 1 g/cm 3 for water and 0.87 g/cm 3 for toluene. The simulations of miniprotein and protein G started from the folded crystal conformations obtained in NMR experiment, taken from PDB (protein data bank) structures 1L2Y 117 and 1P7E, 118 respectively. The initial structure of the asphaltene dimer was based on the full geometry optimization using density functional theory at the ωB97X-D/6-31G* level. 119 The conventional canonical MD simulations of hydrated alanine dipeptide and miniprotein in explicit solvent were carried out, too, using Amber 2018 and involving the SPC/E 120 and TIP3P 121 models of water with 1263 and 16895 molecules at R c = 14Å and 8Å cutoffs in the direct space for nonbonded electrostatic interactions. The truncation terms were handled by the particle-mesh Ewald summation method 122 with periodic boundary conditions. The equations of motion were solved with a single time step of δt = ∆t = 2 fs (and no extrapolation) exploiting the Langevin dynamics 76 at a friction viscosity of γ = 1 ps −1 as well as SHAKE 123, 124 to fix hydrogen bonds.
Results for extrapolation accuracy. -The accuracy of the extrapolation was estimated by measuring the relative mean square deviations between the exact and extrapolated values accept minimal values at each given N (see Fig. 2 ). In particular, Ψ = 2%, 7.6%, 6%, and 7% at N = 96 for alanine dipeptide, asphaltene, miniprotein, and protein G, respectively. Moreover, the ESFE function Ψ(N ) continues to decrease at N > 100, while the GSFE approach exhibits a saturation in this range. Therefore, the exponential scaling linearization with expanded weighting schemes and the dynamical balancing technique used in this approach indeed allow to decrease the uncertainties to the lowest possible level. At N 36 this level almost does not change with increasing the frequency reuse number p from 1 up to 25 (take a look at solid and dashed red curves). This is very important feature since the computational costs are smaller at larger p.
The relative uncertainties Ψ of the solvation force approximation as depending on the size of the outer time step h at given optimal values N = 36 or 56 and N = 4000 or 1000 (Table 1) is depicted in Fig. 3 for the four systems and five extrapolation methods considered. Looking at this figure we can say nearly the same words as those presented above when analyzing Fig. 2 . Namely, for each system and the same h, the differences Ψ(h) decrease when arranging the methods in the following order: SFE, ASFE or GSFE , GSFE, and ESFE, confirming an evident superiority of the latter over all the rest schemes. Huge sizes of the outer time step up to of order of h ∼ 4 − 32 ps can be applied within the ESFE extrapolation, maintaining a significantly high accuracy of Ψ ∼ 2 − 10%.
For example, in the case of the miniprotein, the same ESFE deviation Ψ ∼ 10% at h = 8 ps is obtained by GSFE at considerably shorter values of h ∼ 1.5 ps (see Fig. 3c ). This means that the MTS-MD/OIN/ESFE/3D-RISM-KH simulations can be accelerated up to 8/1.5 ∼ 5 times with respect to those of GSFE. Similar speedup can be observed for other three systems (Fig. 3a,b,d ).
It should be pointed out also that the ESFE function Ψ(h) is much more flat than in the case of the SFE, ASFE, and GSFE approaches. This gives the potential possibility to use ESFE even with longer outer time steps. In particular, for alanine dipeptide the extrapolation deviations Ψ(h) are independent of h at large enough outer time steps (see Fig. 3a ). This can be explained by the fact that such a system is characterized by a small number of equilibrium states with relatively short times of life in them, namely, of order of nanoseconds. As a result, the extended reference list with large N = 4000 contains almost all important conformations already at h ≥ 1 ps for ESFE because then ∆H = N h ∼ 4 ns. With increasing the complexity of the macromolecule, the number of equilibrium states and the lifetimes in them grows rapidly. At finite N ∼ 1000 − 4000, this leads to an increase of Ψ(h) with elongation of h (see Fig. 3b-d) .
It is worth emphasizing that the estimation formula (37) tion i q i = 0. Such a probability is very sensitive to the choice of solute and solvent models 125, 126 as well as to any uncertainties in the force evaluations. Therefore, a comparison of Q(ζ) with its "exact" counterpart is a good idea for testing any new approach. The "exact" (or rather "ex- earlier for various force fields and water solvent models, and was compared with experimental (infrared spectroscopy) results for the real system of hydrated alanine dipeptide. 60, 125 As we can see, the SFE and GCFE schemes are not able to reproduce these features qualitatively even at a relatively small outer time step of h = 1 ps. Here the deviations from the "exact" data are significant, especially for SFE. The accuracy increases considerably when going to the ASFE and GSFE approaches even through a huge outer time step of 32 ps is used. Nevertheless, the uncertainties are still visible here although they are small. Only the ESFE curve at h = 32 ps is indistinguish-able from the CMD data in the whole ζ-range. Therefore, as was theoretically predicted by us above on the basis of the Ψ(h)-behaviour (Figs. 2 and 3) , the deviations decrease when ordering the extrapolation methods in the following sequence: SFE, GSFE or ASFE, GSFE, and ESFE.
In the second example we consider the ability of the new approach to study protein folding. The corresponding MTS-MD/OIN/ESFE/3D-RISM-KH simulations were carried out at a size of the outer time step of h = 4 ps using the same force field and parameters described at the top of this section. The only difference is that now the temperature of the system was increased from T = 300
to 325 K to be consistent with previous investigations by the generalized Born 91 and GSFE 63 approaches. Moreover, the simulations started (t = 0) from a well denatured configuration. We do not exceed about 1Å with respect to the native configuration taken from the PDB of 1L2Y. 117 The tertiary structure of hydrated miniprotein obtained at the end of the simulations at t = 60 ns is shown in Fig. 6 together with isosurfaces of the density distribution functions g uv α (r) of water oxygen (α = O) and hydrogen (α = H). The isosurfaces related to a denatured configuration at the beginning (t = 2 ns) are also plotted there for comparison. It should be mentioned that a similar folding behaviour of the hydrated miniprotein was observed earlier within MD/OIN/3D-RISM/KH using the GSFE scheme. However, a moderate size of the outer time step of h = 1 ps was allowed to use there. Now, we was able to apply a much longer step of h = 4 ps, significantly accelerating the simulations (see the next subsection).
Acceleration of simulations. -Speedup of the MTS-MD/OIN/3D-RISM/KH simulations was investigated in the case of hydrated miniprotein using the GSFE and ESFE approaches within the SANDER module of the Amber package. 86 Note this module has a limitation on the number of CPU cores which can be involved in parallel calculations. Namely, it cannot exceed the number of protein residues and should be a power of 2. Taking into account that the 1L2Y miniprotein with M = 304 atoms constitutes a 20-residue amino acid sequence (within the so-called tryptophan cage TC5b), the original SANDER module can be applied with no more than 16 cores. Because of this we have modified the code when implementing our new approach to have the possibility to involve a much larger number of processors. Now it restricted only to the number M of atoms in the macromolecule, rather than to the number of residuals. All the calculations were performed on parallel clusters of WestGrid -Compute Canada national advanced computing platform. respectively. Mention that at h > 2 ps, the GSFE uncertainties become too large, Ψ 11%, while even a somewhat lower level of Ψ ∼ 10% relates to the ESFE method at h = 8 ps, see Fig. 3c .
The intermediate value h = 4 ps should be considered as an optimal alternative for ESFE, where the precision (Ψ ∼ 7.7%) and productivity are both sufficiently high. Note also that we slightly decreased the solute-solvent truncation radius to R c = 10Å to reach an optimal performance with nearly the same precision. For the same reason, the reuse frequency was increased from p = 25 at h = 2 and 4 ps to p = 50 at h = 8 ps. Six runs with N = 1, 16, 32, 64, 96, 128 were carried out at each h. The corresponding values of P in these six points (shown as circles) were then taken as a basis to build smooth functions P(N ) between and outside them with the help of a least-square spline procedure.
From Fig. 7 we see that using the previous GSFE approach and the old code with 16 cores lead to a productivity of 6.6 ns/day (lower lying horizontal dashed line). The improved code with 96 cores increases the efficiency more than in three times to a value of 22 ns/day. Further increase nearly in three times can be reached by applying the new extrapolation method ESFE which provides a productivity of 62 ns/day with 96 cores at h = 8 ps (upper lying horizontal dashed line). Overall, this leads to the acceleration of the simulations in a factor of 10, enabling to quickly fold the miniprotein from a fully extended state spending only one day of the calculations (according to Figs. 5 and 6 ). Even at intermediate h = 4 ps, the efficiency increases from 6.6 to 40 ns/day, i.e. in six times with respect to the previous GSFE scheme within the old core. All the three curves P(N ) in Fig. 7 exhibit a saturation regime at N = 96. At N > 96 the performance decreases with increasing N due to time loss on interprocessor communications. Without this loss (on an ideal supercomputer in future) we could come to an ideal productivity (see the dashed line)
which is a linear function N for any number of cores.
VI. CONCLUSION
In this paper we have developed an enhanced approach to the extrapolation of solvation forces It has been demonstrated that the enhanced extrapolation allows one to achieve much better accuracy in the solvation force approximation than the existing approaches. As a result, it can be used with much larger outer time steps, leading to a significant acceleration of the simulations. For instance, a speedup in several times up to one order of magnitude is possible in the case of miniproteins.
The new approach can be applied to more complicated proteins and other biomolecular and biochemical systems, biomaterials, including cellulose nanocrystals, in different solvents and electrolyte solutions. It can be also combined with the replica exchange method and implemented into the current version of Amber. These and other topics will be the subject of our future studies.
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