Abstract. In this paper the inequality
is characterized. Here 0 < q, r < ∞ and u, v, w are weight functions on (0, ∞).
Introduction
Throughout this paper by M + (0, ∞) we denote the set of all non-negative measurable functions on (0, ∞). A weight is a function v ∈ M + (0, ∞) such that
The family of all weight functions (also called just weights) on (0, ∞) is given by W(0, ∞). In the following, assume that u, v, w ∈ W(0, ∞).
Let 0 < q, r < ∞. The inequality is completely characterized for 0 < q < ∞ (see Theorems 2.5 and 2.6).
Investigation of the weighted iterated Hardy-type inequalities started in [5] and [6] . In [15] a unified method was created for solution of these inequalities for all possible values of parameters. In particular, inequality (1.1) with 0 < q < ∞, 0 < r < ∞, 1 ≤ p < ∞ was characterized in integral forms in [15] . But this characterization involve auxiliary functions, which make conditions more complicated.
Our approach consists of the following steps: We prove that with constants independent of h ∈ M + (0, ∞), where {x k } M+1 k=−∞ is a covering sequence mentioned in Remark 4.1 (see Lemma 4.4). Then we give the proof of fact that the following assertions are equivalent:
(see Lemma 4.5) . Recall that the solution of inequality (1.7) is known (see Theorems 2.5 and 2.6). Then noting that the best constant in (1.4) is unchanged when weight function v is replaced with the greatest non-decreasing minorant of v (see Theorem 3.2), the characterization of the discrete inequality
is presented with non-decreasing weight function v (see Lemma 4.8) .
Our main result reads as follows: 
(ii) Let r ≥ 1. Then inequality (1.4) holds if and only if
It is worth to mention that the characterizations of "dual" inequality
can be easily obtained from the solution of inequality (1.4), by change of variables. We pronounce that the characterizations of inequalities (1.4) and (1.8) are important because many inequalities for classical operators can be reduced to them. These inequalities play an important role in the theory of Morrey-type spaces and other topics (see [1] , [2] and [3] ). Note that using characterizations of weighted Hardy inequalities it is easy to see that the characterization of the boundedness of bilinear Hardy-type inequality
) and g ∈ L 1 (v 2 , (0, ∞)) with constant C independent of f and g, can be reduced to inequality (1.4) when q < p. The paper is organized as follows. Section 2 contains some preliminaries along with the standard ingredients used in the proofs. In Section 3 we prove that the norm of the composition of a monotone operator T :
with the lattice property is unchanged when weight function v is replaced with the greatest nonincreasing minorant of v (the greatest non-decreasing minorant of v) (see Theorems 3.1 and 3.2), where µ is a σ-finite measure on (0, ∞). In Section 4 the equivalence and reduction theorems are proved which allow to obtain our main result.
Notations and Preliminaries
Throughout the paper, we always denote by C a positive constant, which is independent of main parameters but it may vary from line to line. However a constant with subscript or superscript such as c 1 does not change in different occurrences. By a b, (b a) we mean that a ≤ λb, where λ > 0 depends on inessential parameters. If a b and b a, we write a ≈ b and say that a and b are equivalent. Unless a special remark is made, the differential element dx is omitted when the integrals under consideration are the Lebesgue integrals. Everywhere in the paper, u, v and w are weights. We use the abbreviation LHS( * ) for the left hand side of the relation ( * ).
We adopt the following usual conventions.
and it is equipped with the quasi-norm · p,w,I . When w ≡ 1 on I, we write simply L p (I) and · p,I instead of L p (w, I) and · p,w,I , respectively. Let ∅ Z ⊆ Z := Z ∪ {−∞, +∞}, 0 < q ≤ +∞ and {w k } = {w k } k∈Z be a sequence of positive numbers. We denote by ℓ q ({w k }, Z) the following discrete analogue of a weighted Lebesgue space: if 0 < q < +∞, then
We quote some known results. Proofs can be found in [12] and [13] .
for all non-negative sequences {a k } M k=N . Given two (quasi-) Banach spaces X and Y, we write X ֒→ Y if X ⊂ Y and if the natural embedding of X in Y is continuous.
The following two lemmas are discrete version of the classical Landau resonance theorems. Proofs can be found, for example, in [9] . 
where 1/ρ := (1/r − 1) + 1 and C stands for the norm of embedding (2.3).
is measurable function which has the following properties: (i) k(x, y) is non-increasing in x and non-decreasing in y;
We recall the following statement, which may be recovered from [14, Theorem 1.1] by correctly interpreting the expressions involving the symbol p ′ in there. 
holds if and only if
Moreover, the best constant in (2.4) 
Moreover, the best constant in (2.4)
Monotone envelopes
Let µ be a σ-finite measure on (0, ∞). In order for monotone functions to be µ-measurable we assume that all Borel sets are µ-measurable. Let M + µ be the collection of all non-negative, µ-measurable functions on (0, ∞).
The two operators of integration we will need are H and H * defined for any x > 0 by
Note that for all u, v ∈ M + µ we have
For v ∈ M + µ we define the monotone envelopes of v as follows: the greatest non-increasing minorant of v is v ↓ (x) := ess inf 0<t≤x
v(t)
and the greatest non-decreasing minorant of v is
The following theorem is true.
for almost all x ∈ R + , with constant c > 0 independent of f and g, is called a monotone operator. 
holds is unchanged when v is replaced by v ↓ . That is,
Proof. Since v ↓ ≤ v µ-almost everywhere the inequality "≤" in (3.3) is immediate.
To establish the reverse inequality we apply (3.1) of Theorem 3.1 to get
Now if H f ≤ Hg then the monotonicity of T shows that
g dµ , and since X has the lattice property we have
This completes the proof.
The proof of the following theorem is analogous to that of Theorem 3.2 and we omit it. 
holds is unchanged when v is replaced by v ↑ . That is,
Remark 3.4. In [17] the notion of transfering monotonicity from the kernel of an operator to the weight was introduced to study a special case of the weighted Hardy inequality. This property was placed in a more general setting in [16] : Let λ be a σ-finte measure on (0, ∞) for which non-increasing functions are λ-measurable. Assume that µ is any measure on any set and X is a Banach Function Space of µ-measurable functions. It was proved in [16, Theorem 3.1 and Corollary 3.2] that the best constant, finite or infinite, for which
holds, is unchanged when v is replaced by v ↓ (by x ↑ ), where k(x, t) is non-negative µ × λ-measurable function, non-increasing in t for each x (non-decreasing in t for each x).
Equivalence and reduction theorems
In this section we prove the equivalence and reduction theorems.
Remark 4.1. Let u be a weight functyon on (0, +∞). It is easy to see that if
∞ 0 u(t) dt = +∞, then there exists strictly increasing sequence {x k } +∞ −∞ ⊂ (0, ∞) such that
Consequently, {x k } k∈Z is covering sequence, i.e. partition of (0, ∞) (cf. [11] ). In the case when
k=−∞ is covering sequence of (0, ∞) as well. We will consider in the proofs of all statements below the case when with constants independent of h ∈ M + (0, ∞).
Proof. It is clear that
.
By Lemma 2.3, we get that
The proof is completed. with constants independent of h ∈ M + (0, ∞). .
: It is easy to see that with constants independent of h ∈ M + (0, ∞).
Proof. : Since On using Lemma 2.3, it is easy to see that
Note that , and
Consequently, on using lemma 4.3, we have that 
Proof. At first note that Let q ≥ 1. Using Jensen's inequality, by Lemma 2.3, we get that
Let q < 1. Then, by Minkowski's inequality, we have that
Hence, by Lemma 2.3, we get that
Thus in both cases
On the other hand, by Hölder's inequality, we have that
Using inequality
where 1/ρ = (1/r − 1) + , we get that ≥ sup h= M n=−∞ a n h n a n 2 n/r sup x n <s≤x n+1
= sup {a n } n∈Z :a n ≥0 a n 2 n/r sup x n <s≤x n+1
Hence
Combining, we get that
We have proved that (4.4) ⇒ (4.5).
The proof is completed.
Combining Theorem 4.5 with Theorems 2.5 and 2.6, we get the following statement. Moreover, if C is the best constant in (4.4), then
Now we give characterization of the following discrete inequality. .
Moreover, if C is the best constant in (4.7), then C ≈ A.
Proof. Necessity. Assume that A < ∞. , then for any k ∈ Z there exists h k ∈ M + (0, ∞) such that supp h k ∈ (x k , x k+1 ), 
C.
The proof is completed. Moreover, if C is the best constant in (4.7), then C ≈ B.
