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Resumen
Los controladores basados en predictor, en particular los obtenidos por me´todos de asignacio´n ﬁnita de espectro (tambie´n co-
nocido como me´todo de reduccio´n), permiten abordar el control por realimentacio´n del estado de sistemas con retardos constantes
y conocidos a partir de un modelo equivalente transformado sin retardo. Sin embargo, si el retardo es variable o existen incertidum-
bres en el modelo del proceso no es posible compensar su efecto de forma exacta. Este trabajo propone utilizar un predictor con
mu´ltiples retardos ponderados, con unos pesos a determinar segu´n un algoritmo iterativo. Con ello se probara´ que, dado un contro-
lador ya disen˜ado para un proceso sin retardo, la estructura ponderada propuesta consigue mejores prestaciones y robustez que los
predictores de horizonte u´nico. Copyright c© 2014 CEA. Publicado por Elsevier Espan˜a, S.L. Todos los derechos reservados.
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1. Introduccio´n
Los retardos temporales aparecen con frecuencia en nume-
rosas aplicaciones de ingenierı´a de control. Estos son inducidos
en el bucle de control por feno´menos tales como transporte de
masa, energı´a o informacio´n. Es el caso, por ejemplo, de pro-
cesos quı´micos, biolo´gicos o aplicaciones aerona´uticas Richard
(2003); Normey-Rico and Camacho (2007). En la pra´ctica, los
retardos temporales pueden ser variables con el tiempo Yue and
Han (2005); Pan et al. (2006); Gao et al. (2008), debido a que su
valor depende de para´metros que esta´n sometidos a variaciones
temporales. El ejemplo ma´s tı´pico de retardos variables reco-
nocido en la literatura son los denominados sistemas de control
basados en red Nilsson (1998); Salt et al. (2008). Los retardos
en este tipo de sistemas dependen de factores muy variables
tales como congestiones puntuales de dispositivos de red, dis-
ponibilidad del interfaz de comunicaciones y ancho de banda,
etc.
El ana´lisis de la estabilidad y la sı´ntesis de controladores
para este tipo de sistemas ha sido y sigue siendo ampliamente
explorada en la literatura, ba´sicamente siguiendo dos enfoques:
utilizacio´n de esquemas de control cla´sicos y utilizacio´n de es-
quemas de control de compensacio´n de retardo. Los modelos
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de sistemas con retardo pueden obtenerse de modelos fı´sicos
o bien mediante identiﬁcacio´n. En cuanto al retardo variable,
normalmente se dispone de cotas ma´ximas y mı´nimas de su va-
lor y, en algunos casos, puede establecerse un sistema de iden-
tiﬁcacio´n en lı´nea que permita adaptar el controlador al valor
identiﬁcado del retardo en cada momento Peng et al. (2004), o
bien identiﬁcar para´metros y retardo mediante esquemas estan-
dar de control adaptativo De Souza et al. (1988). Identiﬁcacio´n
y control adaptativo ante retardo, no obstante, quedan fuera de
los objetivos del presente trabajo, que se centra en la robustez
ante un intervalo de retardo predeﬁnido a priori.
En cuanto a la utilizacio´n de esquemas de control “cla´sicos”
para estabilizar los sistemas con retardos, existen variados en-
foques en la literatura, tales como la realimentacio´n esta´tica del
estado Pan et al. (2006); Valter et al. (2008); Du et al. (2008);
Yong et al. (2008); Guangdeng et al. (2009), controladores PID
Silva et al. (2005); Oliveira et al. (2009), realimentacio´n esta´ti-
ca de la salida o controladores dina´micos Gao et al. (2004);
Liu et al. (2006). La idea de estos trabajos consiste en proponer
te´cnicas de sı´ntesis de las ganancias de la ley de control tenien-
do en cuenta el retardo.
Los modelos con retardo tambie´n pueden ser considerados
directamente en esquemas cla´sicos de control predictivo basado
en modelos Garcia et al. (1989), de hecho, el predecir futuras
salidas es la idea principal de estas te´cnicas, incluso con dife-
rentes predictores para cada instante futuro a anticipar (control
predictivo multi-modelo Di Palma and Magni (2004)).
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Por u´ltimo, los esquemas de control de compensacio´n de re-
tardo (’Dead-time compensators (DTC)’ en la literatura en len-
gua inglesa), como Hagglund (1996); Normey-Rico and Cama-
cho (2007) tienen como objetivo adaptar esquemas de control
convencionales a procesos con retardos, mediante la inclusio´n
de elementos adicionales en el esquema de control que elimi-
nan el retardo de la ecuacio´n caracterı´stica del sistema en bucle
cerrado. De este modo, el disen˜o de las ganancias de la ley de
control puede llevarse a cabo sin tener en cuenta la presencia
del retardo (en la mayorı´a de casos, bajo la suposicio´n de que es
conocido y constante). A su vez, cabe distinguir dos enfoques:
Predictor de Smith Smith (1957); Palmor (1996); Normey-Rico
and Camacho (2007) (realimentacio´n de salida) y Asignacio´n
ﬁnita del espectro ’Finite-spectrum assignment (FSA)’, Mani-
tius and Olbrot (1979); Artstein (1982); Wang et al. (1998); Yue
and Han (2005); Zhong (2006) (realimentacio´n del estado). Es-
ta u´ltima te´cnica esta´ basada en la transformacio´n del estado
propuesta en Manitius and Olbrot (1979) , y permite reducir un
sistema con retardo conocido a un sistema sin retardo, incluso
en sistemas variantes en el tiempo Artstein (1982) donde, sin
espectro de valores propios que asignar, la te´cnica se conoce
como me´todo de reduccio´n.
La versio´n discreta de la ley de control FSA/reduccio´n se
le conoce como realimentacio´n del estado basada en predictor
Goodwin and Sin (1984); Garcia et al. (2006); Gonzalez et al.
(2012b), y presenta la ventaja de la facilidad de implementa-
cio´n en un controlador digital. Ana´logamente al controlador
FSA continuo, el controlador de realimentacio´n del estado ba-
sado en predictor permite, en ausencia de errores de modelado y
retardo constante y conocido, obtener las mismas prestaciones
que el sistema equivalente sin retardo Yue and Han (2005). Sin
embargo, uno de los problemas reconocidos inherentes a este
esquema de control es la posible sensibilidad a errores de mo-
delado en el retardo y en el modelo del proceso Michiels and
Niculescu (2003). El motivo es que los errores de modelado se
acumulan en el co´mputo de la prediccio´n futura del estado. Por
tanto, el ana´lisis de la robustez en este tipo de sistemas Yue and
Han (2005) resulta de intere´s, especialmente si el retardo es va-
riable.
El ana´lisis de estabilidad robusta de sistemas discretos con
retardo variable ha sido explorada en la literatura considerando
esquemas de control convencionales Boukas (2006); Du et al.
(2008); Yong et al. (2008); Zhang et al. (2008). Sin embargo,
son escasas las contribuciones en la literatura que abordan el
problema con esquemas de control basados en predictor. Ca-
be citar los trabajos Lozano et al. (2004); Garcia et al. (2006),
donde se estudia la estabilidad de estos sistemas en un caso
muestreado. No obstante, se restringe el estudio so´lamente al
caso de pequen˜as variaciones de magnitud inferior al periodo
de muestreo, tanto en el retardo como en el perı´odo de mues-
treo. Posteriormente, en Gonzalez et al. (2013a,b) se extiende
el trabajo anterior, aportando resultados que evalu´an la estabi-
lidad robusta a incertidumbres de modelado acotadas para el
predictor (me´todo de reduccio´n) con un u´nico horizonte de pre-
diccio´n; un ana´lisis similar en el caso de Predictor de Smith
ﬁltrado (introducido en Normey-Rico and Camacho (2009)) se
hace en Normey-Rico et al. (2012), donde tambie´n se trasla-
dan algunas ideas de predictores de Smith a realimentacio´n del
estado.
Los objetivos de este trabajo son tres: (a) ampliar el ana´lisis
de estabilidad robusta en Gonzalez et al. (2013a) introduciendo
criterios de desempen˜o adicionales, (b) ampliar dicho ana´lisis al
caso de procesos con retardos mu´ltiples de los que so´lo se cono-
ce un rango de variacio´n y (c) mejorar los controladores de re-
alimentacio´n del estado basados en predictor introduciendo una
nueva opcio´n donde un retardo variable podrı´a ser parcialmente
cancelado por una combinacio´n ponderada de predictores (para
cada uno de los posibles valores de retardo).
En los ejemplos nume´ricos se vera´ que la opcio´n de retardo
ponderado consigue mejores prestaciones y robustez que la de
un predictor con horizonte de prediccio´n u´nico constante, pese
a que la cancelacio´n del retardo nunca sea perfecta.
La estructura del trabajo es la siguiente: en la seccio´n si-
guiente se presentan una revisio´n de resultados preliminares,
ası´ como la notacio´n a utilizar. En la Seccio´n 3 se presentan los
resultados principales. En la Seccio´n 4 se muestra un ejemplo
nume´rico ilustrativo, y ﬁnalmente en la Seccio´n 5 se exponen
las conclusiones.
2. Aspectos preliminares
En esta seccio´n se introducira´ la notacio´n a utilizar y se revi-
sara´n resultados previos en literatura sobre los aspectos a tratar.
Conside´rese el sistema discreto lineal con incertidumbres
en el modelo y retardo variable y desconocido en la entrada
(del cual so´lamente se conoce los valores de retardos mı´nimo
dm y ma´ximo dM):
xk+1 = (A + ΔAk )xk + (B + ΔBk )uk−dk ∀k ≥ 0 (1)
dm ≤ dk ≤ dM , x ∈ Rn, u ∈ Rm
con condiciones iniciales arbitrarias:
xk = φk, k = −dM ,−dM + 1, · · · , 0 (2)
Las matrices de incertidumbre ΔAk ,ΔBk se deﬁnen segu´n el mo-
delo esta´ndar de incertidumbres variables acotadas en norma:(
ΔAk ΔBk
)
= γmGΔk
(
HA HB
)
(3)
donde G,HA,HB son matrices constantes y conocidas, de di-
mensiones apropiadas, y Δk es una matriz con entradas varia-
bles con el tiempo y desconocidas, que veriﬁca ΔTk Δk ≤ I, y γm
es un escalar positivo cuyo valor determina el volumen de las
incertidumbres (ma´rgen de robustez).
Realizacio´n aumentada. Usando la propuesta de Hetel et al.
(2008) para sistemas con retardo gene´ricos, el sistema ante-
rior puede transformarse a un sistema sin retardo variante en
el tiempo de orden n + m · dM , introduciendo variables de esta-
do adicionales ψ[ j] con ecuacio´n ψ[ j]k+1 = ψ
[ j−1]
k , j = 1, . . . , dM ,
con ψ[0]k ≡ uk de modo que, con la citada eleccio´n de variables
adicionales, se tiene que ψ[ j]k = uk− j.
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Reescribiendo la ecuacio´n del estado inicial del proceso (1)
como la ecuacio´n variante en el tiempo se tiene:
xk+1 = (A + ΔAk )xk + (B + ΔBk )ψ
[dk]
k (4)
Creando un vector de estado extendido
x¯T = (xT , ψ[1]
T
, ψ[2]
T
, . . . , ψ[dM ]
T
)T (5)
se puede construir una representacio´n matricial ampliada cuya
matriz de transicio´n de estado tendrı´a una estructura particular:
las primeras n ﬁlas estarı´an formadas por la matriz A y un blo-
que B de posicio´n cambiante, y las siguientes ﬁlas se formarı´an
con ﬁlas de la matriz identidad. Se remite al lector a Hetel et al.
(2008); Gonzalez et al. (2013a) para detalles sobre la construc-
cio´n de dicha matriz.
Realimentacio´n del estado con predictor.
Por otro lado, conside´rese la realimentacio´n del estado ba-
sada en predictor Lozano et al. (2004) (versio´n discreta del
me´todo de reduccio´n para sistemas contı´nuos):
uk = K¯ x¯k+h (6)
x¯k+h = Ahxk +
h−1∑
i=0
Ah−i−1Buk−h+i
donde x¯k+h representa la prediccio´n de xk+h con la informacio´n
disponible hasta el instante k.
La ecuacio´n de la dina´mica del sistema en bucle cerrado
en representacio´n interna (espacio de estados) formado por el
sistema (1) y la ley de control (6) se describe en el siguiente
lema:
Lema 1 (Gonzalez et al. (2013a)). Si A es invertible1, la ecua-
cio´n de la dina´mica en bucle cerrado del sistema (1) con la
ley de control (6) se puede expresar, introduciendo la notacio´n
zk = x¯k+h, como2:
zk+1 = A˜kzk + Bd,kzk−dk + Bh,kzk−h +
h∑
i=1
Bi,kzk−i (7)
A˜k = A + BK¯ + AhΔAkA
−h
Bd,k = AhBK¯ + AhΔBk K¯
Bh,k = −AhBK¯
Bi,k = −AhΔAkAi−h−1BK¯
Demostracio´n. Ver prueba del Lema 4.1 en Gonzalez et al. (2013a).
Observacio´n 1. Obse´rvese que el te´rmino sumatorio en (7) que
contiene Bi,k describe la acumulacio´n de errores del modelo del
proceso. No´tese que su magnitud crece proporcionalmente con
1No´tese que la discretizacio´n de un sistema contı´nuo con matriz de estado
Ac, el resultado A = eAcT nunca es una matriz singular.
2 En este trabajo se hace el siguiente abuso de notacio´n:
∑q
i=p Ξi = 0 para
q < p. Por ejemplo, si determinado sumatorio en los teoremas apareciera como∑2
i=3 Ξi, se sustituira´ por cero en la implementacio´n nume´rica.
el valor de h. Por tanto, es razonable pensar que existe un com-
promiso entre los beneﬁcios conseguidos debido a la cancela-
cio´n del efecto del retardo en la dina´mica del proceso en bucle
cerrado, en la medida en la que h ≈ dk, y la degradacio´n en la
respuesta producida por la acumulacio´n de error de modelado
en el co´mputo de la prediccio´n del estado x¯k+h en (6). Este com-
promiso indica la existencia de un valor ”o´ptimo”de horizonte
de prediccio´n h.
Observacio´n 2. No´tese que en ausencia de errores de mode-
lado (ΔAk = 0, ΔBk = 0), y retardo en la entrada constante
y conocido (dk = d = h), la ecuacio´n caracterı´stica en bucle
cerrado presentada en el Lema 1 es zk+1 = (A + BK¯)zk. Ello
justiﬁcarı´a, por tanto, el disen˜ar la ganancia del controlador K¯
sin tener en consideracio´n el retardo.
Retardos mu´ltiples.
Por otro lado, el me´todo de reduccio´n para sistemas con
mu´ltiples retardos permite eliminar el retardo de la ecuacio´n ca-
racterı´stica del sistema transformado, cuando e´stos son conoci-
dos Manitius and Olbrot (1979); Artstein (1982). Conside´rese,
por ejemplo, el siguiente sistema con mu´ltiples retardos cons-
tantes en la entrada h j, j = 1, · · · ,Nh:
xk+1 = Axk +
Nh∑
j=1
Bjuk−h j (8)
con las condiciones iniciales:
x(κ′) = φx(κ′), κ′ = −h¯,−h¯ + 1, · · · , 0
h¯ = ma´x
1≤ j≤Nh
h j
Defı´nase la siguiente transformacio´n del estado:
zk = xk +
Nh∑
j=1
h j−1∑
i=0
A−i−1Bjuk−h j+i (9)
Es fa´cil comprobar que con la ley de control uk = Kzk, la
ecuacio´n dina´mica en bucle cerrado es zk+1 = (A + B˜K)zk, de-
ﬁniendo B˜ =
∑Nh
j=1 A
−h j B j siguiendo un desarrollo paralelo al
caso continuo discutido en las citadas referencias. La obtencio´n
de la dina´mica de bucle cerrado ante error de modelado sera´ dis-
cutida posteriormente en este trabajo.
Observacio´n 3. En el caso particular de un u´nico retardo en
la entrada en el sistema (8), se puede ver fa´cilmente que se
veriﬁca la relacio´n x¯k+h = Ahzk entre la prediccio´n de xk+h (6)
y el estado transformado zk deﬁnido en (9) tomando Nh = 1
y h1 = h. Por tanto, la dina´mica en bucle cerrado de x¯k+1 =
(A+ BK¯)x¯k es ide´ntica a la dina´mica del sistema transformado
zk+1 = (A + A−hBK)zk, donde K = K¯Ah. En el caso de retardos
mu´ltiples, la interpretacio´n de la transformacio´n (9) como un
predictor ya no es directa; no obstante, no sin un cierto abuso
del lenguaje, se mantendra´, por razones histo´ricas el te´rmino
de predictor tambie´n para retardos mu´ltiples.
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Revisio´n de ana´lisis de estabilidad con controladores basados
en me´todo de reduccio´n ante retardo variable.
Aunque la literatura de ana´lisis de estabilidad de sistemas
con retardo variable es amplia Pan et al. (2006); Gao et al.
(2008) e incluso algunos aspectos de sistemas de control en red
esta´n muy relacionados con el tema Salt et al. (2008), son es-
casas las contribuciones para el caso especı´ﬁco de estabilidad
robusta con realimentacio´n del estado basada en predictores3.
Por otro lado, modelando los sistemas con retardo u´nico y su
control por me´todo de reduccio´n segu´n el Lema 1, el ana´lisis
de su estabilidad y prestaciones ha sido abordado mediante va-
rios enfoques:
Realizaciones aumentadas : en Gonzalez et al. (2013a) se
aborda el problema de ana´lisis de estabilidad robusta para
un u´nico retardo con la ley de control (6).
Funcionales Lyapunok-Krasovskii: Gonzalez et al. (2012a),
Gonzalez et al. (2012b) tratando de trasladar al caso dis-
creto los resultados continuos de Yue and Han (2005).
Sistemas muestreados, estabilidad ante pequen˜as varia-
ciones de perı´odo de muestreo Lozano et al. (2004).
Formulacio´n del problema a tratar,
El objetivo de este trabajo es, utilizando realizaciones au-
mentadas, el mejorar los resultados en literatura anteriormente
citados en los siguientes aspectos:
1. Extensio´n al caso de mu´ltiples retardos variables desco-
nocidos en entrada,
2. Introduccio´n de criterios de desempen˜o adicionales a la
mera estabilidad robusta: tasa de decaimiento geome´trico
(velocidad de convergencia) y tasa de rechazo de pertur-
baciones H∞,
3. Mejora del control de realimentacio´n del estado basado
en predictor introduciendo ciertos coeﬁcientes de ponde-
racio´n (a determinar) en la ecuacio´n de transformacio´n
de estado deﬁnida en (9).
3. Resultado principal
Conside´rese la generalizacio´n del sistema (1) dada por el
sistema incierto con Nd mu´ltiples retardos en la entrada varia-
bles en el tiempo d j,k, j = 1, . . . ,Nd y perturbacio´n de proceso
wk dado por:
xk+1 = (A + ΔAk )xk +
Nd∑
j=1
(Bj + ΔBj,k )uk−d j,k + (Bw + ΔBw,k )wk
(10)
d j,m ≤ d j,k ≤ d j,M , j = 1, · · · ,Nd
3Evidentemente, sin error de modelado ni variacio´n de retardo, el ana´lisis
es trivial.
con las condiciones iniciales (arbitrarias):
x(κ′) = φx(κ′), κ′ = −d¯M ,−d¯M + 1, · · · , 0
d¯M = ma´x
1≤ j≤Nd
d j,M
donde d j,k denota el valor variable del retardo j-e´simo en el ins-
tante k, que se sabe acotado por unos lı´mites mı´nimo y ma´ximo
d j,m y d j,M , respectivamente.
Las matrices de incertidumbre ΔAk , ΔBj,k , ( j = 1, · · · ,Nd),
ΔBw,k se deﬁnen segu´n (3) como:(
ΔAk ΔBj,k ΔBw,k
)
= γmGΔk
(
HA HBj HBw
)
(11)
donde G, HA, HBj ( j = 1, · · · ,Nd), HBw son matrices constantes
y conocidas, de dimensiones apropiadas, y Δk se deﬁne de for-
ma ana´loga a (3). No´tese que (1) corresponde al caso Nd = 1
aquı´.
Para un ana´lisis de prestaciones posterior, se considerara´n,
asimismo, unas variables a controlar sobre las que se desea li-
mitar el efecto de wk dadas por:
yk = Cwxk (12)
Defı´nase ahora la siguiente transformacio´n del estado que
generaliza (9), donde se introducen mu´ltiples retardos hr, r =
1, · · · ,Nh, y los coeﬁcientes escalares βr, j, con:
zk = xk +
Nh∑
r=1
Nd∑
j=1
hr−1∑
i=0
βr, jA−i−1Bjuk−hr+i (13)
(r, j) ∈ [1, · · · ,Nh] × [1, · · · ,Nd]
Los retardos hr se suponen preﬁjados de antemano por el di-
sen˜ador en base al conocimiento aproximado sobre los valores
posibles del retardo del sistema, pudiendo ser interpretados co-
mo “horizontes” de prediccio´n, en la lı´nea de lo discutido en la
observacio´n 3 (adaptado al caso mu´ltiple). Ası´, el nu´mero Nh
indica el nu´mero de predictores y el nu´mero Nd indica el nu´me-
ro de retardos del proceso.
Observacio´n 4. Aunque en la literatura referenciada en sec-
ciones anteriores se considera Nh = Nd (y en muchos casos
Nh = Nd = 1), en un caso general, esa igualdad no tiene por
que´ darse y, en efecto, este trabajo analiza la ﬂexibilidad adi-
cional que aporta el suponer Nh  Nd.
La interpretacio´n de los coeﬁcientes βr, j propuestos en este
trabajo es de “aproximar” el retardo uk−d j (variable en el contex-
to de este trabajo) como una combinacio´n de mu´ltiples retardos
ﬁjos,
∑Nh
r=1 βr, juk−hr . Obviamente, dicha “aproximacio´n” no es
en absoluto exacta. El valor de las ponderaciones βr, j se ajus-
tara´ posteriormente para obtener las mejores prestaciones, esto
es, dado un controlador K disen˜ado para un cierto sistema con
retardos constantes y conocidos (ver Corolario 1 posteriormen-
te), obtener la ponderacio´n de retardos que mejor mantiene las
prestaciones del disen˜o original al usar una realimentacio´n del
estado basada en predictor expresada como uk = Kzk, donde zk
se obtiene segu´n (13).
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Motivado por la observacio´n anterior, el siguiente lema des-
cribe la ecuacio´n dina´mica del sistema incierto (10) aplicando
la transformacio´n de estado recie´n deﬁnida en (13), como base
para un posterior ana´lisis de estabilidad, robustez y prestacio-
nes.
Lema 2. Si A es invertible, La dina´mica del sistema en bucle
cerrado formado por (10) y la ley de control uk = Kzk (donde zk
es el estado transformado deﬁnido en (13)) se puede expresar
como:
zk+1 = A˜kzk + (Bw + ΔBw,k )wk
+
Nd∑
j=1
B˜dj,kzk−d j,k −
Nh∑
r=1
B˜rKzk−hr +
Nh∑
r=1
hr∑
i=1
B˜i,r,kzk−i (14)
yk = Cwzk −Cw
Nh∑
r=1
hr∑
i=1
Ai−hr−1B˜rKzk−i
A˜k = A +
Nh∑
r=1
A−hr B˜rK + ΔAk B˜r =
Nd∑
j=1
βr, jB j
B˜dj,k = BjK + ΔBj,k K
B˜i,r,k = −ΔAkAi−hr−1B˜rK
Demostracio´n. Se introduce por conveniencia el siguiente ope-
rador en uk:
Φur,k =
Nd∑
j=1
hr−1∑
i=0
βr, jA−i−1Bjuk−hr+i (15)
Agrupando te´rminos y permutando el o´rden de los sumatorios
el operador anterior puede escribirse como:
Φur,k =
hr−1∑
i=0
A−i−1B˜ruk−hr+i B˜r =
Nd∑
j=1
βr, jB j (16)
Reorganizando los ı´ndices del sumatorio en Φur,k, puede escri-
birse como:
Φur,k =
hr∑
i=1
Ai−hr−1B˜ruk−i (17)
Es fa´cil veriﬁcar que el operador satisface la siguiente equiva-
lencia:
Φur,k+1 − AΦur,k = A−hr B˜ruk − B˜ruk−hr (18)
Por otro lado, la transformacio´n de estado zk deﬁnido en (13)
puede reescribirse de la forma:
zk = xk +
Nh∑
r=1
Φur,k (19)
El estado zk en el instante k + 1 equivale a:
zk+1 = xk+1 +
Nh∑
r=1
Φur,k+1 (20)
Reemplazando xk+1 a partir de (10) se tiene:
zk+1 = (A + ΔAk )xk +
Nd∑
j=1
(Bj + ΔBj,k )uk−d j,k+ (21)
(Bw + ΔBw,k )wk +
Nh∑
r=1
Φur,k+1
Teniendo en cuenta zk en (19) y la equivalencia (18), el estado
del proceso xk se puede sustituir en la ecuacio´n anterior obte-
niendo:
zk+1 = (A + ΔAk )zk − ΔAk
Nh∑
r=1
Φur,k + (Bw + ΔBw,k )wk
+
Nd∑
j=1
(Bj + ΔBj,k )uk−d j,k +
Nh∑
r=1
A−hr B˜ruk −
Nh∑
r=1
B˜ruk−hr (22)
Por otro lado, la variable a controlar yk, expresada en funcio´n
del estado transformado zk, se puede expresar como:
yk = Cwzk −Cw
Nh∑
r=1
Φur,k (23)
Finalmente, aplicando la ley de control uk = Kzk y aplicando las
manipulaciones pertinentes, se completa la demostracio´n.
Corolario 1. En ausencia de errores de modelado, y asumien-
do que los retardos son constantes y conocidos, la ecuacio´n
dina´mica del sistema en bucle cerrado (14) es zk+1 = (A +
B˜K)zk, donde B˜ =
∑Nh
j=1 A
−h j B j.
Demostracio´n. Se puede demostrar fa´cilmente tomando los va-
lores Nd = Nh, dk, j = h j, ΔAk = 0 y ΔBk = 0, y los coeﬁcientes
βr, j = δ(r, k) donde δ(r, k) es la funcio´n delta de Kronecker (esto
es, δ(r, k) = 1 si r = k y δ(r, k) = 0 en caso contrario).
El Corolario 1, en el caso de un u´nico retardo se reduce a la
Observacio´n 3: entonces el Lema 2 se podrı´a aplicar generando
K a partir de una ganancia K¯ que estabilice al sistema “nomi-
nal” sin retardo A+BK¯. En el caso mu´ltiple, esta interpretacio´n
no es posible debido a la existencia de mu´ltiples matrices Bj,
con lo que se debe disen˜ar K de modo que estabilice al sistema
sin retardo A + B˜K pero B˜ ya no es igual a ningu´n Bj particular
sino una expresio´n que involucra a todos ellos. Estos resultados
(so´lo el caso particular de retardo conocido, sin error de mo-
delado) son bien conocidos en literatura y la seccio´n siguiente
los generaliza al caso con error de modelado y variaciones de
retardo.
No´tese que en el caso de los retardos “ponderados” se esta´,
implı´citamente, haciendo la suposicio´n de que la dina´mica del
proceso es xk+1 = Axk +
∑Nh
r=1 Brβr,ruk−hr y, por tanto, la apli-
cacio´n del Corolario 1 a dicho sistema conllevarı´a disen˜ar un
controlador de modo que zk+1 = (A + B˜K)zk fuera estable, con
B˜ =
∑Nh
r=1 βr,rA
−hr Br. Este valor de B˜ es el usado en el ejemplo
en la Seccio´n 4: con retardo u´nico, si se dispone de una ga-
nancia que estabilice al sistema sin retardo xk+1 = (A + BK¯)xk,
entonces la ganancia K = K¯ ·
(∑Nh
r=1 βr,rA
−hr
)−1
estabiliza zk+1 =
(A + B˜K)zk.
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3.1. Ana´lisis de estabilidad y prestaciones robustas en bucle
cerrado
Una vez discutida la clase de predictores propuesta, el si-
guiente teorema extiende el resultado de Gonzalez et al. (2013a)
al caso de retardos mu´ltiples variables con especiﬁcaciones com-
binadas de tasa de decaimiento, de eliminacio´n de perturbacio-
nes en norma H∞ y de robustez a error de modelado (con la es-
tructura de incertidumbres normadas deﬁnida en (11)). El teore-
ma supone que se aplica la ley de control generalizada a mu´lti-
ples retardos ponderados uk = Kzk, con zk deﬁnido en (13).
Defı´nase previamente el conjunto ﬁnito de vectores con to-
das las posibles combinaciones de retardos:
D =
{
dˆ =
(
d1, · · · , dNd
)
| d j,m ≤ d j ≤ d j,M , j = 1, 2, · · · ,Nd
}
(24)
Es fa´cil observar que el nu´mero de elementos del conjunto D
es ΠNdj=1(d j,M − d j,m + 1). Por ejemplo, si el nu´mero de retardos
en el proceso es Nd = 2 (retardos de entrada d1 y d2, respecti-
vamente), donde 4 ≤ d1 ≤ 5 y 1 ≤ d2 ≤ 3, resulta el conjunto
de 6 vectoresD = {(4, 1), (4, 2), (4, 3), (5, 1), (5, 2), (5, 3)}.
El siguiente teorema enuncia el resultado principal de este
trabajo:
Teorema 1. El sistema en bucle cerrado formado por (1) y la
ley de control uk = Kzk, con zk deﬁnido en (13):
1. es robustamente estable,
2. garantiza una tasa de rechazo de perturbaciones de la
salida yk respecto wk: ||Tyw||∞ ≤ γw, y
3. prueba una tasa de decaimiento geome´trico α en la ve-
locidad de convergencia (||x(k)|| ≤ F||x(0)||αk, k > 0, F ∈
R),
si existe una matriz P > 0 y ciertos escalares ρm > 0, μ > 0
que satisfacen las siguientes desigualdades matriciales linea-
les4 para todo vector dˆ enD:
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
−α2P 0 A¯(dˆ)T P μC¯Tw 0 H¯T (dˆ)
(∗) −μγ2wI B¯TwP 0 0 HTBw
(∗) (∗) −P 0 PG¯ 0
(∗) (∗) (∗) −μI 0 0
(∗) (∗) (∗) (∗) −ρmI 0
(∗) (∗) (∗) (∗) (∗) −I
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
< 0 (25)
d¯M = ma´x
1≤ j≤Nd
d j,M
donde:
A¯(dˆ) =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
Γ˜0 Γ1(dˆ) Γ2(dˆ) · · · · · · Γd¯M (dˆ)
K 0 0 · · · · · · 0
0 I 0 · · · · · · 0
...
...
...
. . .
...
0 0 0 · · · I 0
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
Γ˜0 = A +
Nh∑
r=1
A−hr B˜rK + Γ0(dˆ)
4El sı´mbolo (*) denota el te´rmino necesario para formar una matriz sime´tri-
ca, el sı´mbolo I denota la matriz identidad de dimensiones apropiadas.
Γl(dˆ) =
Nd∑
j=1
δ(d j, l)Bj −
Nh∑
r=1
δ(hr, l)B˜r l = 0, . . . , d¯M
G¯ =
(
GT 0 · · · 0
)T
H¯(dˆ)T =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
{HA +∑Ndj=1 δ(d j, 0)HBj }T
{−HA ∑Nhr=1Λ(hr, 1) +∑Ndj=1 δ(d j, 1)HBj }T
{−HA ∑Nhr=1Λ(hr, 2) +∑Ndj=1 δ(d j, 2)HBj }T
...
−{HA ∑Nhr=1 Λ(hr, d¯M) +∑Ndj=1 δ(d j, d¯M)HBj }T
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
B¯w =
(
BTw 0 · · · 0
)T
C¯Tw =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
CTw
−[Cw ∑Nhr=1 Λ(hr, 1)]T
−[Cw ∑Nhr=1 Λ(hr, 2)]T
...
−[Cw ∑Nhr=1 Λ(hr, d¯M)]T
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
Λ(hr, j) =
⎧⎪⎪⎨⎪⎪⎩
Aj−hr−1B˜r hr ≤ j
0 hr > j
Donde δ(i, j) es la delta de Kronecker, tal y como se deﬁne
dentro del Corolario 1. No´tese que el nu´mero de LMIs es ﬁnito
dado que ası´ lo es el cardinal deD. El valor ma´ximo de toleran-
cia a incertidumbres de modelado se puede obtener resolviendo
el problema de optimizacio´n convexa de minimizar ρm sujeto a
las LMI anteriores. En caso de obtener una solucio´n factible
que satisfaga las desigualdades matriciales anteriores, el valor
ma´ximo de tolerancia a incertidumbres de modelado se obtiene
como γ¯m = ρ
−1/2
m .
Demostracio´n. De modo ana´logo a (5), conside´rese el estado
ampliado del sistema
z¯k =
(
zTk u
T
k−1 · · · uTk−d¯M
)T
(26)
y la siguiente funcio´n de Lyapunov cuadra´tica gene´rica, para
cierta matriz P > 0 de dimensiones apropiadas:
Vk = z¯Tk Pz¯k (27)
y el conjunto de todas las posibles realizaciones del sistema (14)
aumentado con z¯k:
z¯k+1 = A¯Δk (dˆ)z¯k + B¯
Δ
w,kwk
A¯Δk (dˆ) = A¯(dˆ) + γmG¯ΔkH¯(dˆ)
B¯Δw,k = B¯w + γmG¯ΔkHBw
El sistema (14) es robustamente estable con una tasa de decai-
miento geome´trico α si Vk si satisface, para todas las realizacio-
nes posibles, la siguiente condicio´n:
ΔαVk(dˆ) < 0 ΔαVk(dˆ) = Vk+1(dˆ) − α2Vk (28)
ΔαVk(dˆ) = z¯Tk [A¯
T ′
k (dˆ)PA¯
′
k(dˆ) − α2P]z¯k + z¯Tk (A¯Δk )T (dˆ)PB¯Δw,kwk
+ wTk (B¯
Δ
w,k)
T PA¯Δk (dˆ)z¯k + w
T
k (B¯
Δ
w,k)
T PB¯Δw,kwk < 0
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donde dˆ es el conjunto de vectores deﬁnidos al principio de la
seccio´n que deﬁne todas las realizaciones posibles a partir de la
combinacio´n de los valores de los retardos en la entrada.
El sistema sera´ robustamente estable garantizando una tasa
de rechazo de perturbaciones ||Tyw||∞ ≤ γw si para todo vector
dˆ ∈ D se veriﬁca la siguiente desigualdad:
ΔαVk(dˆ) + yTk yk − γ2wwTk wk < 0 (29)
donde teniendo en cuenta que yk = C¯wz¯k, y aplicando el com-
plemento de Schur, se obtiene:⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
−α2P 0 A¯′Tk (dˆ)P C¯Tw
(∗) −γ2wI B¯′Tw,kP 0
(∗) (∗) −P 0
(∗) (∗) (∗) −I
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ < 0 (30)
Teniendo en cuenta el lema para productos cruzados (Mao and
Chu, 2009, Proposicio´n 2), la desigualdad anterior es equiva-
lente, para cierto escalar 
 > 0, a (31) en la pa´gina 8.
Aplicando nuevamente el Complemento de Schur se obtie-
ne: ⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
−α2P 0 A¯(dˆ)T P C¯Tw 0 
H¯T (dˆ)
(∗) γ2wI B¯TwP 0 0 
HTBw
(∗) (∗) −P 0 γmPG¯ 0
(∗) (∗) (∗) −I 0 0
(∗) (∗) (∗) (∗) −
I 0
(∗) (∗) (∗) (∗) (∗) −
I
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
< 0 (32)
redeﬁniendo la variable: Pˆ = P/
, la desigualdad anterior se
puede reescribir como:⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
−
α2Pˆ 0 
A¯(dˆ)T Pˆ C¯Tw 0 
H¯T (dˆ)
(∗) γ2wI 
 B¯TwPˆ 0 0 
HTBw
(∗) (∗) −
Pˆ 0 
γmPˆG¯ 0
(∗) (∗) (∗) −I 0 0
(∗) (∗) (∗) (∗) −
I 0
(∗) (∗) (∗) (∗) (∗) −
I
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
< 0 (33)
Finalmente, multiplicando a ambos lados de la desigualdad por
( 1√


) diag(I, I, I, I, γ−1m I, I), y tras redeﬁnir las variables P = Pˆ,
ρm = γ
−2
m , μ = 

−1 la prueba queda completada.
Observacio´n 5. Para evitar conservadurismo, en el ana´lisis
para obtener la tasa de decaimiento robusta o´ptima habrı´a que
evaluar (25) con γw → ∞ (equivalentemente, eliminar su ﬁla
y columna). Del mismo modo, para evaluar el o´ptimo en re-
chazo robusto de perturbaciones habrı´a que, separadamente,
plantear (25) con α = 1 (en ambos casos, se mantendrı´a el
te´rmino de error de modelado al valor deseado de margen de
robustez). Asimismo, si se fueran a plantear dichas condiciones
simulta´neamente serı´a aconsejable utilizar matrices de Lyapu-
nov P diferentes para cada caso.
El resultado anterior tiene ciertos casos particulares de in-
tere´s:
Corolario 2. Para el sistema sin retardo, haciendo A¯(dˆ) = A +
BK, G¯ = G, H¯(dˆ) = HA + HBK, B¯w = Bw, y C¯w = Cw, la
LMI (25) se convierte en condiciones cla´sicas en literatura de
controlH∞ (detalles omitidos por brevedad).
Observacio´n 6. Las condiciones propuestas en este trabajo
podrı´an hacerse ma´s generales utilizando una funcio´n de Lya-
punov z¯Tk P(dˆ)z¯k diferente para cada conﬁguracio´n de retardo, y
deﬁniendo ΔαV = z¯Tk+1P(dˆ1)z¯k+1 −α2z¯Tk P(dˆ2)z¯k de modo que las
LMI se deberı´an cumplir para todos los posibles pares (dˆ1, dˆ2)
pertenecientes a D ×D. Ello requerirı´a fa´ciles cambios en las
LMIs omitidos por brevedad. El inconveniente es que si el car-
dinal deD es grande, esta propuesta elevarı´a mucho el nu´mero
de LMIs a resolver.
Corolario 3. En el caso de un u´nico retardo de entrada en el
sistema (10) (tomando Nd = 1, d j,k = dk, βr, j = 1) y realimenta-
cio´n del estado con predictor cla´sica (horizonte u´nico, Nh = 1)
y considerando so´lo estabilidad robusta, las condiciones pro-
puestas se reducirı´an a las consideradas en (Gonzalez et al.,
2013a, Teorema 4.2)
3.2. Ajuste de los coeﬁcientes de ponderacio´n βr, j
El algoritmo que se presenta en esta seccio´n tiene como ob-
jetivo encontrar la ma´xima cota de robustez admisible sobre el
sistema incierto con retardos variables descrito en (10) y apli-
cando la ley de control uk = Kzk, para una cierta ganancia de
controlador K predisen˜ada que estabilice A + (
∑Nh
r=1 A
−hr B˜r)K.
Dado que si se ﬁjan los βr, j el problema es convexo, se rea-
lizara´n iteraciones entre optimizacio´n convexa y optimizacio´n
por bu´squeda de paso variable.
La cota de robustez obtenida debe garantizar un cierto nivel
de especiﬁcaciones preﬁjados: tasa de decaimiento geome´tri-
co (velocidad de convergencia), y tasa de rechazo de perturba-
ciones H∞. Obviamente, el algoritmo puede reformularse fa´cil-
mente si se desea optimizar cualquiera de los otros criterios de
desempen˜o (incluyendo, si se desea, el intervalo de retardo va-
riable), en te´rminos bien conocidos en optimizacio´n multicrite-
rio (detalles omitidos por brevedad).
Previamente se introducen los siguientes para´metros:
Contador de iteraciones κ y nu´mero ma´ximo de iteracio-
nes permitido (κmax).
I´ndices de los coeﬁcientes βr, j a modiﬁcar: ιr, ι j, respec-
tivamente (1 ≤ ιr,≤ Nh y 1 ≤ ι j,≤ Nd). Estos ı´ndices
determinan que´ coeﬁciente βr, j debe ser incrementado (o
decrementado), si procede, en un determinado paso de
iteracio´n.
Contador de ma´ximos (θm): Es un contador que se incre-
menta cada vez que se alcanza un ma´ximo local de γ¯m
sobre un determinado coeﬁciente βr, j.
Incremento Δβ: Es el valor a sumar (o restar),si procede,
al valor del coeﬁciente βr, j con r = ιr y j = ι j.
El algoritmo propuesto, implementado en los ejemplos, es
como sigue:
Paso 1: Inicializar los coeﬁcientes βr, j, r = 1, 2, · · · ,Nd,
j = 1, 2, · · · ,Nh a un cierto valor arbitrario y ﬁjar el valor
del decaimiento geome´trico al valor deseado de presta-
ciones α = α0 (por ejemplo, α0 = 1 para ana´lisis estabi-
lidad pura). Como recomendacio´n, se sugiere inicializar
162 Antonio Gonz´alez and Antonio Sala / Revista Iberoamericana de Automática e Informática industrial 11 (2014) 155–166 
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
−α2P 0 A¯T (dˆ)P C¯Tw
(∗) −γ2wI B¯TwP 0
(∗) (∗) −P 0
(∗) (∗) (∗) −I
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ + γm
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0
0
PG¯
0
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠Δk
(
H¯(dˆ) HBw 0 0
)
+ (∗) <
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
−α2P 0 A¯T (dˆ)P C¯Tw
(∗) −γ2wI B¯TwP 0
(∗) (∗) −P 0
(∗) (∗) (∗) −I
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ + γm

−1
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0
0
PG¯
0
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
(
0 0 G¯T P 0
)
+ 

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
H¯T (dˆ)
HTBw
0
0
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
(
H¯(dˆ) HBw 0 0
)
< 0 (31)
los coeﬁcientes haciendo βr, j = 1 si hr coincide con el
valor de retardo mı´nimo dm, j, y cero para el resto5.
Paso 2: Evaluar mediante el Teorema 1 y optimizacio´n
convexa el valor o´ptimo de tolerancia γ¯m:
• si existe solucio´n factible ﬁjar γ¯m0 = γ¯m, ιr = 1, ι j =
1, θm = 1;
• Caso contrario incrementar el valor de α hasta en-
contrar una solucio´n factible y, en su caso, proceder
como se describe anteriormente en este paso.
Paso 3: Repetir los siguientes pasos desde κ = 1 hasta
κmax:
• Paso 3.1: Evaluar el valor o´ptimo γ¯m mediante el
Teorema 1, tomando6 βr, j = βr, j + Δβ, donde r = ιr
y j = ι j.
• Paso 3.2: Si se obtiene mejorı´a (esto es, γ¯m > γ¯mκ−1 )
actualizar el valor del coeﬁciente βr, j al nuevo va-
lor βr, j + Δβ, asignar γ¯mκ = γ¯m, e incrementar los
ı´ndices7 ιr, ι j, y volver al Paso 3.1.
• Paso 3.3: Si γ¯m ≤ γ¯mκ−1 o no existe solucio´n fac-
tible, evaluar un nuevo γ¯m mediante el Teorema 1,
tomando βr, j = βr, j − Δβ, donde r = ιr y j = ι j.
• Paso 3.4: Si γ¯m > γ¯mκ−1 actualizar el valor del coe-
ﬁciente βr, j al nuevo valor βr, j − Δβ y proceder para
el resto tal y como se describe en el Paso 3.2.
• Paso 3.5: Si γ¯m ≤ γ¯mκ−1 o no existe solucio´n factible,
incrementar el contador de ma´ximos θm = θm + 1.
• Paso 3.6: Si θm > Nh y si se ha alcanzado el de-
caimiento geome´trico deseado, ﬁnalizar algoritmo.
Si no se ha alcanzado el decaimiento geome´trico
deseado reducir α y volver al paso 3.1.
5Segun parecen indicar los diferentes ejemplos nume´ricos en Gonzalez et al.
(2013a) y Gonzalez et al. (2012b), los predictores no ponderados con retardos
cercanos al retardo mı´nimo producen los mejores ma´rgenes de estabilidad. Ob-
viamente, esto no es cierto siempre y depende del modelo, de las cotas de error,
etc. y por eso se sugiere meramente como un valor razonable para inicializar.
6Si la seleccio´n βr, j diera lugar a
(∑Nh
r=1 βr,rA
−hr ) singular, incrementar los
coeﬁcientes βr, j con un pequen˜o incremento aleatorio repetidamente hasta que
deje de serlo.
7el incremento de ambos ı´ndices se deﬁne de modo que todos los coeﬁcien-
tes βr, j puedan ser modiﬁcados a lo largo de la ejecucio´n del algoritmo.
• Paso 3.7: Si θm ≤ Nh , incrementar los ı´ndices ιr, ι j,
y volver al Paso 3.1.
Si al ﬁnalizar el algoritmo el valor del decaimiento geome´tri-
co es α entonces los coeﬁcientes de ponderacio´n βr, j calculados
permite estabilizar el proceso garantizando la tasa a rechazo de
perturbaciones y el valor de decaimiento geome´trico especiﬁ-
cados, adema´s de una tolerancia a incertidumbres de modelado
γ¯m. Obviamente, si α f inal ≥ 1 no se ha conseguido encontrar
una combinacio´n de predictores βr, j que estabilice al sistema:
deberı´a redisen˜arse la ganancia que estabiliza al sistema equi-
valente sin retardo, o intentar probar las prestaciones para un
rango de retardos ma´s pequen˜o.
Podrı´an, seguramente, construirse otros algoritmos de bu´sque-
da de los βr, j ma´s eﬁcientes o que no caigan en posibles mı´ni-
mos locales, adaptando alguno de los mu´ltiples algoritmos de
optimizacio´n gene´ricos disponibles en la literatura sobre el te-
ma (por ejemplo, estimando el gradiente a partir de los incre-
mentos, algoritmos gene´ticos, etc.) comoMartı´nez et al. (2006);
Caballero and Grossmann (2007). No obstante, el ahondar con
ma´s detalle en la seleccio´n del me´todo de optimizacio´n no con-
vexa ma´s adecuado no es objetivo del presente trabajo y, en
aplicaciones concretas complejas, podrı´a ser de intere´s revisar
otros algoritmos por si fuera pertinente su uso.
4. Ejemplo nume´rico
En esta seccio´n se propone un ejemplo nume´rico de aplica-
cio´n de las ideas propuestas anteriormente. Aunque los resul-
tados son de aplicacio´n a sistemas con mu´ltiple retardo, se ha
seleccionado un ejemplo de la literatura con un retardo simple
para poder comparar con las soluciones propuestas con predic-
tor de horizonte u´nico Nr = 1 en literatura anterior de los au-
tores, demostrando ası´ las mejoras conseguidas con el control
multi-predictor ponderado aquı´ propuesto. La comparacio´n del
predictor con horizonte u´nico con otras estrategias en literatura
(en particular, realimentacio´n esta´tica del estado) no es objeto
del presente trabajo dado que ya ha sido discutida en Gonza-
lez et al. (2013a, 2012b), mostra´ndose las ventajas del control
predictor.
Conside´rese el proceso del pe´ndulo invertido discretizado a
periodo Ts = 30 ms que aparece en Gao and Chen (2007), con
un modelo de incertidumbres descrito segu´n las ecuaciones (3)
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con los siguientes valores de los para´metros:
xk+1 = Akxk + Bkuk−dk + Bwwk
Ak = A +GΔkHA Bk = B +GΔkHB
A =
(
1,0078 0,0301
0,5202 1,0078
)
B =
(−0,0001
−0,0053
)
G = 0,01
(
1 0
0 1
)
HA =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
0,1 0
0 0,1
0 0
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠ HB =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
0
0
0,1
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
Bw =
(
1 0
0 1
)
Cw =
(
1 0
0 1
)
donde el estado del proceso xk = [xT1,k, x
T
2,k]
T se asume com-
pletamente accesible y el retardo variable de entrada esta´ com-
prendido entre 1 ≤ dk ≤ 3. La incertidumbre Δk es una matriz
de 2 × 3 con seis para´metros inciertos afectando cada uno a un
elemento de A o B.
Como la ﬁlosofı´a general de la compensacio´n del retardo es
intentar aplicar disen˜os sin retardo a procesos con retardo, ini-
cialmente se disen˜a un controlador por realimentacio´n esta´tica
del estado para conseguir una ma´xima tolerancia a errores de
modelado Δk sobre el sistema original sin retardo, mantenien-
do las siguientes especiﬁcaciones mı´nimas:
Decaimiento geome´trico: α = 0,95.
Tasa de rechazoH∞ a perturbaciones o dina´mica no mo-
delada: γw = 100.
La ley de control obtenida es uk = K¯xk, donde la ganancia del
controlador es K¯ =
(
1013,7 203,6
)
. Esta ley de control consi-
gue una tolerancia a error de modelado de γ¯m = 0,7004.
Para aplicar el me´todo de reduccio´n, se considera la ley de
control propuesta uk = Kzk, donde zk se deﬁne en (13). Se con-
sideran tres retardos para horizonte de prediccio´n (Nr = 3) en
zk: h1 = 1, h2 = 2 y h3 = 3, de modo que K se obtiene a
partir de K¯ segu´n se indica en el Corolario 1, para estabilizar
A+
∑Nh
r=1 B˜rK, esto es, K = K¯(β1A
−1 +β2A−2 +β3A−3)−1, donde
a su vez se denota los coeﬁcientes βr, j de la expresio´n (13) co-
mo β1 = β1,1, β2 = β2,1, β3 = β3,1, dado que Nd = 1 y por tanto
j so´lo toma un valor.
El objetivos del ana´lisis de prestaciones robustas y optimi-
zacio´n de la ponderacio´n βr, j es veriﬁcar simulta´neamente dos
condiciones:
Decaimiento robusto: analizar los ma´rgenes de robustez
para asegurar una cierta tasa de decaimiento preﬁjada
(buscando el mayor margen optimizando sobre βr, j)
Rechazo de perturbacio´n H∞ robusto: Seleccionar los
βr, j de modo que el efecto de una perturbacio´n en la en-
trada wk sobre la variable de posicio´n x1,k, esto es, Cw =(
1 0
)
tenga una tasa de rechazo de perturbaciones γw =
||Tyw||∞ ≤ 100 para cualquier planta dentro de las cotas
de error de modelado calculadas.
Obviamente, la optimizacio´n multicriterio (tolerancia a error de
modelado, tolerancia a perturbaciones, rapidez del transitorio)
genera un frente de Pareto de modo que, ﬁjando dos de los tres
criterios se obtiene una solucio´n o´ptima respecto al tercero. De
las condiciones arriba especiﬁcadas se, deduce que se ﬁjan la
tolerancia a error de modelado y a perturbaciones y se optimiza
velocidad de respuesta, aunque, obviamente, ello no es la u´nica
opcio´n de disen˜o.
Resultados.
El margen de error de modelado obtenido de modo que se
veriﬁquen las anteriores condiciones se comparara´ con estrate-
gias de horizonte u´nico Nr = 1 de Gonzalez et al. (2013a), que
servira´n de punto de inicio al algoritmo.
En las tres primeras ﬁlas de la Tabla 1 se muestra la tole-
rancia a incertidumbres de modelado que se consigue aplican-
do el Teorema 1 aplicando un u´nico horizonte de prediccio´n
h = 1, h = 2 o h = 3, respectivamente. Estos resultados se han
obtenido para ana´lisis de estabilidad pura (ﬁjando decaimiento
geome´trico α = 1, γw = 100). No´tese que en los tres casos no
se puede demostrar que el sistema en bucle cerrado sea estable
(no existe solucio´n factible).
Tal y como se indica en el Paso 2 del algoritmo de la seccio´n
3.2, se incrementa el decaimiento geome´trico hasta 1,51, valor
que permite obtener una solucio´n factible (pero inestable), y
desde la cual se comienza a iterar a partir de los coeﬁcientes
iniciales β1 = 1, β2 = 0, β3 = 0 (que obtienen un mayor
valor para γ¯m). En la cuarta ﬁla de la Tabla 1 se muestra los
coeﬁcientes que estabilizan el sistema con decaimiento α = 1.
El paso de incremento de los coeﬁcientes se ﬁja en Δβ = 0,01 .
Tabla 1: Ca´lculo de γ¯m para un decaimiento geome´trico α = 1 y tasa de rechazo
de perturbaciones γw = 100
β1 β2 β3 γ¯m
1 0 0 no factible [it. 1]
0 1 0 no factible
0 0 1 no factible
1.383 1.178 0.478 0,1084 [it. 762]
A la vista de la tabla, el ana´lisis propuesto indica que el
retardo variable tiene un efecto muy inestabilizante y, con el
disen˜o sin retardo K¯ elegido, ningu´n predictor a horizonte u´ni-
co con 1 ≤ h ≤ 3 puede ser probado estable con las LMI
propuestas8. Sin embargo, los predictores de horizonte mu´lti-
ple consiguen estabilidad robusta con tolerancia γm = 0,1084 a
incertidumbre parame´trica y 0.01 (esto es, γ−1w , por teorema de
pequen˜a ganancia) a dina´mica no modelada y nolinealidad de
norma acotada.
Obviamente, los mu´ltiples objetivos (decaimiento, robustez
a incertidumbre parame´trica, robustez a perturbaciones e incer-
tidumbre exo´genas) se podrı´an priorizar de forma diferente, de-
pendiendo de la posible aplicacio´n concreta.
Por ejemplo, partiendo de los coeﬁcientes obtenidos ante-
riormente (cuarta ﬁla de la Tabla 1), se vuelve a ejecutar el
algoritmo de la seccio´n 3.2 para optimizar el valor del decai-
miento geome´trico con una tolerancia a errores de modelado
8De hecho, son inestables, ver pa´gina siguiente.
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de γ¯m = 0,1 y elevando la tasa de rechazo a perturbaciones a
γw = 10000 (lo que implica, de hecho, que dicho rechazo de-
ja de ser un objetivo de disen˜o). Como resultado se obtiene un
decaimiento geome´trico α = 0,971 y los coeﬁcientes encontra-
dos son β1 = 1,305, β2 = 1,131, β3 = 0,486. En ese caso,
no obstante, la tolerancia a perturbaciones externas es muy pe-
quen˜a (aunque la cota preﬁjada γ¯m = 0,1 provee de suﬁciente
robustez a incertidumbres por el teorema de pequen˜a ganancia,
siempre que tengan la estructura propuesta).
Simulaciones. En la Figura 1 (parte superior) se representa la
evolucio´n de la posicio´n en los instantes de muestreo (estado
x1,k) a partir de un estado inicial de posicio´n x1,0 = 1 y veloci-
dad x2,0 = 0, con estos u´ltimos coeﬁcientes de ponderacio´n. En
la parte inferior de la Figura 1 se representa la accio´n de control.
No´tese que el tiempo de establecimiento al 2% (en torno a 1.2
segundos), esta´ dentro del margen impuesto por el decaimien-
to geome´trico de 0,971 (aproximadamente de 1.7 segundos al
2% con periodo de muestreo Ts = 0,03s). En la Figura 2 se re-
presenta el patro´n de retardo variable utilizado en la simulacio´n
(arbitrariamente elegido como aleatorio, dado que la estabilidad
y tasa de decaimiento esta´n garantizadas para cualquier posible
patro´n de retardo entre las cotas dm y dM).
0 0.5 1 1.5 2 2.5 3
−8
−6
−4
−2
0
2
Tiempo(s)
x
1(k
),x
2(k
)
0 0.5 1 1.5 2 2.5 3
−500
0
500
Tiempo(s)
u
(k
)
x1(k) x2(k)
Figura 1: Evolucio´n de los estados (parte superior) y accio´n de control uk (parte
inferior), con β1 = 1,305, β2 = 1,131, β3 = 0,486
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Figura 2: Retardo de entrada dk utilizado en la simulacio´n (aleatorio)
Comparacio´n con otras propuestas en literatura.
FSA predictor simple. En cuanto a la comparacio´n con pro-
puestas de literatura a horizonte u´nico, la simulacio´n de los di-
sen˜os de predictor a horizonte u´nico (ﬁlas 1,2 y 3 de la Tabla 1)
no es necesaria, dado que se puede comprobar, para cada una
de las ﬁlas, que el polo dominante de al menos una de las rea-
lizaciones asociadas a los distintos posibles valores de retardo
esta´ fuera del cı´rculo unidad. Por lo tanto, aunque las LMIs no
factibles no implican necesariamente que el resultado sea ines-
table (son so´lo condiciones suﬁcientes de estabilidad, posible-
mente conservativas), en este caso puede comprobarse explı´ci-
tamente que sı´ es inestable (para un caso particular de retardo
constante) y, por tanto, no es necesario simularlo.
Predictor de Smith ﬁltrado en realimentacio´n del estado. En
Normey-Rico et al. (2012) se aborda el mismo ejemplo en el
contexto del predictor de Smith ﬁltrado, con el mismo mode-
lo, perı´odo de muestreo y rango de retardo, con la ganancia9
K¯ =
(
102,9100 80,7916
)
. Dicho disen˜o se optimiza para re-
tardo nominal ﬁjo igual a 2 y polo dominante 0.9981; asimis-
mo, se incorpora un ﬁltro “robustiﬁcador” (ve´ase la citada refe-
rencia para detalles sobre el procedimiento seguido). Posterior-
mente, se plantean condiciones LMI que prueban estabilidad
(sin considerar error de modelado en dicho ejemplo) para retar-
do variable entre 1 y 3.
Comparando dichos resultados con los aquı´ presentados,
con la misma ganancia K¯, la optimizacio´n de βr, j propuesta
produce un tiempo de establecimiento 10 veces menor que en
la citada referencia (decaimiento geome´trico α = 0,982, con
β1 = 0,010 , β2 = 0,199 y β3 = 0,469). Se remite al lector a
comparar las ﬁguras 10 y 11 de Normey-Rico et al. (2012) con
la Figura 3 a continuacio´n. Obviamente, dentro de la misma
metodologı´a, al ser e´sta multicriterio, la optimizacio´n de otros
criterios diferentes a la tasa de decaimiento habrı´a dado lugar a
respuestas temporales diferentes.
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Figura 3: Evolucio´n de los estados (parte superior) y accio´n de control uk (parte
inferior), con menor decaimiento geome´trico α = 0,982 y condiciones de estado
iniciales: x1(0) = 10, x2(0) = −10
9En este caso, dado que los objetivos del caso nominal sin retardo eran di-
ferentes, la ganancia “base” es diferente al caso anterior.
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En deﬁnitiva, el ejemplo muestra co´mo las te´cnicas pro-
puestas permiten optimizar el disen˜o del predictor para conser-
var en lo posible las prestaciones nominales o robustas de un
disen˜o inicial sin retardo ante retardos variables, y que la op-
timizacio´n multi-retardo consigue superar las prestaciones de
estrategias con un u´nico retardo ya que este u´ltimo es un caso
particular del aquı´ propuesto. Dependiendo del problema con-
creto, el ingeniero de control es el que debe decidir si la degra-
dacio´n de prestaciones o robustez originada por la presencia del
retardo es o no aceptable, ası´ como la priorizacio´n de los dife-
rentes criterios de estabilidad/robustez para obtener el predictor
que mejor los acomode.
Obviamente, la metodologı´a podrı´a extender el ejemplo a
mu´ltiples retardos e intervalos de retardo mayores. Ello aumen-
tarı´a el nu´mero de coeﬁcientes a optimizar y, atendiendo a con-
sideraciones de compromiso especiﬁcaciones/robustez, las pres-
taciones de tasa de decaimiento geome´trico obtenibles empeo-
rarı´an. Como no dan lugar a ninguna conclusio´n sustancialmen-
te nueva, no se ha considerado relevante incluir dichas situacio-
nes en este trabajo.
5. Conclusiones
En este trabajo se generalizan resultados de literatura pre-
via y se introduce una nueva propuesta de controlador basado
en transformacio´n del estado por me´todo de reduccio´n, donde
los retardos mu´ltiples tratan de ser compensados con una pon-
deracio´n de retardos ﬁjos.
El trabajo analiza la estabilidad robusta de los sistemas dis-
cretos inciertos con mu´ltiples retardos variables en la entrada
y la nueva ley de control propuesta. En el ana´lisis se introdu-
ce tambie´n criterios de desempen˜o basados en el decaimiento
geome´trico y tasa de rechazo H∞ a perturbaciones externas o
dina´mica no modelada.
Se propone un algoritmo iterativo basado en alternar un pa-
so de optimizacio´n convexa y otro de optimizacio´n por bu´sque-
da unidimensional a paso variable que optimiza la tolerancia
a incertidumbres de modelado admisible dadas unas cotas de
desempen˜o preﬁjadas. Los resultados con los retardos pondera-
dos mejoran sensiblemente respecto a predictores con horizon-
te de prediccio´n u´nico en literatura, como muestra un ejemplo
nume´rico dado que, en efecto, los predictores a horizonte de
prediccio´n u´nico son un caso particular del predictor mu´ltiple
ponderado propuesto.
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English Summary
Weighted-delay predictor-based control: performance and
robustness analysis with time-varying delay.
Abstract
Predictor-based controllers, in particular those obtained by
Finite Spectrum Assignment (a.k.a. reduction) method, allow
controlling systems with constant and known delays by using an
equivalent delay-free model. However, if delay is time-varying
or there exist uncertainties in the process model, delay eﬀects
cannot be exactly compensated. This work proposes a multi-
ple weighted-delay predictor, where the weighting coeﬃcients
are computed by an iterative algorithm. Then, it will be proved
that, given a pre-existing controller designed for some delay-
free process, the proposed scheme achieves better robustness
and performance than single-horizon predictors.
Keywords:
Time-varying delay, Finite Spectrum Assignment, reduc-
tion method, Linear matrix inequality
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