Because of the inherently low signal to noise ratio (SNR) of fMRI data, removal of low frequency signal intensity drift is an important preprocessing step, particularly in those brain regions that weakly activate. Two known sources of drift are noise from the MR scanner and aliasing of physiological pulsations. However, the amount and direction of drift is difficult to predict, even between neighboring voxels. Further, there is no concensus on an optimal baseline drift removal algorithm. In this paper, five voxel-based detrending techniques were compared to each other and an auto-detrending algorithm, which automatically selected the optimal method for a given voxel timeseries. For a significance level of P < 10 ؊6 , linear and quadratic detrending moderately increased the percentage of activated voxels. Cubic detrending decreased activation, while a wavelet approach increased or decreased activation, depending on the dataset. Spline detrending was the best single algorithm. However, auto-detrending (selecting the best algorithm or none, if detrending is not useful) appears to be the most judicious choice, particularly for analyzing fMRI data with weak activations in the presence of baseline drift. © 2002 Elsevier Science (USA)
INTRODUCTION
The magnitude of signal intensity changes that underlie the detection of brain activation using MRI is small, requiring multiple repetitions to detect stimulus-correlated signal variations. This limits the flexibility of the paradigms that can be used for fMRI experiments. Therefore removing baseline drifts, whether emanating from the scanner or incurred by the aliasing of physiological pulsations, is crucial. Physiological noise can be reduced by straightforward measures that include gating and post-hoc filtering (Biswal et al., 1996; Buonocore and Maddock, 1997) or more complicated corrections in k-space using navigator echoes or external monitoring and retrospective estimation (Le and Hu, 1996; Hu et al., 1995) . Sources other than cardiac and respiratory fluctuations are more difficult to eliminate. These include CSF flow and spontaneous low-frequency fluctuations, the latter hypothesized to be related to spontaneous neuronal activity (Biswal et al., 1996; Kiviniemi et al., 2000) . The MR scanner itself is likely a substantial source of noise. Smith et al. found low frequency drifts in cadavers in regions of high spatial intensity changes, not only at the edges of the brain, but also the infoldings of cortex, precisely where fMRI activations are localized (Smith et al., 1999) . Thus, removing baseline drifts plays an important role in pre-processing data prior to statistical analysis for fMRI studies performed at both clinical and high (4T) field (Tegeler et al., 1999) .
Linear and higher order polynomial (Bandettini et al., 1993; Mattay et al., 1996; Skudlarski et al., 1999) and spline (Genovese, 1997) algorithms have been variously used for post hoc removal of low frequency signal drifts. Wavelets have been used on several occasions for removing Rician noise from MR images (Nowak, 1999; Wood and Johnson, 1999) and fMRI data LaConte et al., 2000; Zaroubi and Goelman, 2000) and recently, Meyer has proposed using wavelets to model the drift in fMRI data (Meyer and McCarthy G, 2001) . Few studies have compared these techniques in vivo. Predicting the amount, type, and magnitude of drift is difficult since the etiology is multifactorial and poorly understood. Rather than limit data analysis to one procedure, Lange et al. introduced a pluralistic and empirical strategy for analyzing fMRI data (Lange et al., 1999) . Similar to Lange et al., we compared several detrending methods that are commonly used in fMRI data analysis, and extend this pluralistic approach to the voxel level. While some have looked at nonlinear and frequency domain filters (Mitra et al., 1997; Marchini and Ripley, 2000) , this paper focuses exclusively on a comparison of fairly easy to implement linear models.
METHODS
Acquisition and paradigm. MR data were acquired in two healthy individuals using a standard quadra-ture head coil on a 1.5T MR system (Magnetom VI-SION; Siemens AG, Iselin, NJ). Volunteers provided written, informed consent approved by the human IRB. We used a visual smooth pursuit eye tracking task (Radant and Hommer, 1992 ). We chose a task known to produce reliable activations (Berman et al., 1999; Petit and Haxby, 1999) , but not necessarily as robust as simple finger-tapping or flashing checkerboard. A white dot traversing across a black background was projected onto a screen, which the subject viewed using a mirror attached to the head coil. The dot moved at 16.7°/s and the movement subtended a visual angle of 28°. During rest the subject was instructed to look straight ahead at the black screen. For each run, a 10-s equilibration period was followed by alternating 25-s rest/25-s task for four cycles. Twenty volumes were acquired per cycle. A total of 80 gradient-echo EPI (TE50/TR2500) data sets were collected with a 64 2 matrix over a 240 mm 2 FOV. Each data set consisted of 20 axial 6-mm slices, 1-mm gap, angled parallel to the planum sphenoidale. Three runs were acquired.
Image analysis and detrending methods. Images were motion-corrected in SPM 99, and then analyzed using an in-house application written in IDL (Interactive Data Language; RSI, Inc.). The three runs were detrended separately, corrected for mean signal difference, concatenated, and finally analyzed using a t test.
Five different detrending algorithms were tested, based on linear, quadratic, cubic, spline, and wavelet models of low frequency noise. Also, an automated detrending routine was examined, which, rather than apply one method to the entire data set, chose the optimal detrending algorithm for each voxel-based time series. The statistical maps generated using each method were modified to account for differences in degrees of freedom (DOF). For example, in the case of spline detrending the P value was calculated using a DOF of 221 (3 runs of 80 vol ϭ 240 -3 runs * 5 spline parameters per run-2 mean corrections for the second and third runs-1 for each group compared in the t test * 2 groups).
Linear, quadratic, and cubic detrending consisted of first modeling the voxel time-series using the appropriate polynomial. The detrended signal was obtained by subtracting the modeled signal from the original signal. Spline detrending was accomplished by first breaking up the voxel time series into an arbitrary number of segments, three in this case (a greater number of segments allows the spline to model higher frequency components of the signal). The mean for each segment was then calculated, followed by values for the beginning and end points, which were obtained from the mean of the first half of the first segment and the mean of the last half of the last segment. This resulted in five control points or knots, through which we passed a cubic-spline to obtain the modeled signal.
Wavelet detrending was implemented based on a proposal by Meyer, where the fMRI signal is described as the sum of two effects: a smooth baseline drift and the response to the stimulus. In the wavelet domain, this model assumes that the trend belongs to a subspace spanned by large-scale wavelets. Wavelet scales can vary from 0 to log 2 (number of data points), where scale 0 returns the mean of the signal and maximum scale returns the original signal. We found that a scale of 1 appropriately tracked low frequency noise. Then, a fast algorithm, based on a wavelet representation of the data, was applied to yield the detrended time-series (Meyer and McCarthy G, 2001 ). In the case of autodetrending, the routine chose the detrending method that resulted in the lowest P value (DOF corrected) on a voxel-by-voxel basis.
No spatial or temporal smoothing was applied. All t maps were thresholded at P Ͻ 10 Ϫ6 (approximately Bonferroni correction). A 2-D clustering algorithm was applied to remove isolated voxels on the activation map (any two or more activated voxels within a 3 ϫ 3 space were considered a cluster). The resulting number of activated voxels were totaled over the supratentorial brain (top 15 slices) and compared across algorithms.
In addition to comparing methods over all supratentorial voxels, we also wanted to determine which, if any, algorithm was selected if the analysis were restricted to specific regions of interest (ROI) and autodetrending enabled. A priori ROIs included frontal eye field, parietal eye field, visual cortex, and supplementary eye field (SEF). Information obtained from the ROI included which detrending algorithms were selected (on a voxel-by-voxel basis), the averaged time series and the power spectrum.
Null dataset. A null dataset was collected on one subject using MR acquisition parameters and data analysis as above. There was no stimulus. Figure 1 shows that, compared to concatenation alone, correcting for the mean signal difference between runs resulted in a substantial increase in the activated voxels across the whole brain. For all subsequent analyses, the individual detrending methods were compared to data that was corrected for mean signal difference between the three runs (mean-corr). Compared to mean-corrected, linear (5-22%) and quadratic (13-31%) detrending moderately increased, cubic decreased (Ϫ1 to Ϫ12%), and wavelet (16 to Ϫ17%) methods either increased or decreased the number of activated voxels, depending on the dataset. Spline detrending resulted in the greatest increase by any one technique (19 -50%). Because no single algorithm significantly outperformed others, the auto-detrending method further increased the number of activated voxels. For both subjects, the number of activated voxels increased by about 150% compared to mean-correction. Both subjects showed activation in expected brain regions. Figure 2 demonstrates the increase in activated voxels in occipital cortex and dorsal cortical eye fields with the auto-detrending compared to mean-corrected algorithm.
RESULTS
In addition to whole brain analysis, we wanted to determine which of the detrending algorithms was selected among voxels limited to the regions of interest described earlier. Forty-two percent of voxels did not benefit from detrending, but among those voxels that did, spline detrending was most frequently selected (Fig. 3) . Linear detrending accounted for only 1% of selected voxels.
Power spectra in Fig. 4 demonstrate that the autodetrending method removed only low frequencies, at or below the task frequency of ϳ0.02 Hz. This was true for both an ROI (Figs. 4a and 4b ) and for a slice containing the ROI (Figs. 4c and 4d) . The purpose of analyzing the slice was to assess whether false positive activations were introduced since the risk of false positive activation is expected to be higher for a slice compared to an ROI. No component of the spectra increased after detrending.
To determine if there were any spatial patterns of low frequency drift, we calculated drift maps for the in   FIG. 1 . Total activated voxels (whole brain) using different detrending methods in two subjects. (no corr., simple concatenation; mean, normalized to mean signal intensity for each run; auto, auto-detrending).
FIG. 2.
Activation map of smooth pursuit eye movements demonstrates focal activation in frontal, parietal, and supplementary eye fields, and occipital cortex. Within these regions, auto-detrending revealed new activated voxels and lowered P values of already activated voxels. Top row: mean-corrected. Bottom row: auto-detrending. P values calculated using corrected degrees of freedom.
FIG. 3.
The detrending algorithm automatically selected. 42% of voxels within combined ROIs did not improve with any detrending algorithm. Among remaining voxels, the spline was selected most often while linear and cubic detrending were selected least often. Both subjects are included.
vivo data and for a spherical water phantom. Largest drifts (using the spline algorithm) were seen at brain edges, brain-csf interfaces, and the anterior skull base. Comparable relative drift was observed at the edge of the water phantom.
Null dataset. We analyzed the null dataset with mean-correction and auto-detrending enabled. There was no false positive activation in either case.
DISCUSSION
The main finding of this paper was that among several detrending methods commonly used for fMRI data analysis, a spline technique performed best. The improvement in detection of pixel activation exceeded that of linear and quadratic detrending. Using a voxelbased auto-detrending algorithm, we demonstrated that the spline technique resulted in the greatest increase in activated voxels whether the whole brain or a targeted ROI was analyzed. The concept of applying a plurality of analysis methods to fMRI data has been described previously in terms of model selection (Lange et al., 1999) and concensus mapping (a summary image obtained by averaging various models) (Hansen et al., 2001) . Lange et al. suggest that when there is no reason a priori to favor one statistical model over another, the pluralistic analysis strategy could serve to strengthen the concordance between different methods as well as reveal new relationships between them (Lange et al., 1999) . Our study was a simplification of the Lange study in that our model was limited to the general linear model, but then extended it by testing several commonly used detrending algorithms to the voxel level.
In the MR literature, spline fitting is a tool used primarily in image registration, motion detection, and fitting NMR lineshapes (Suter and Chen, 2000; Raz et al., 1997) , but rarely used as a filter for fMRI time series data. We used a variant of cubic spline that divided the voxel time series into three arbitrary segments and used the mean of each segment as a knot. A small number of segments was more likely to remove low frequency fluctuations while more segments began to track the expected signal waveform. A potential explanation for the high performance of the spline model is that drift can change its shape rapidly in a manner not necessarily conforming to simple polynomial waveforms (Genovese, 1997) . Our findings are consistent with those of Skudlarski et al. who found a progressive improvement in efficiency of fMRI preprocessing after applying linear and quadratic corrections, while a cubic drift subtraction did not help further. In fact, in our study, the number of activated voxels decreased after cubic and wavelet detrending compared to a correction for mean signal (Fig. 1) . Mattay et al. used a cubic polynomial to remove drift in their study of a motor task, but they did not systematically test this against other corrections (Mattay et al., 1996) . Wavelet transforms which involve simultaneous data analysis in frequency and time domains have become an important technique in image compression and noise suppression. Denoising of time series data is a more recent application of wavelets (Zaroubi and Goelman, 2000; LaConte et al., 2000; Ngan et al., 2000) . Zaroubi and Goelman found a 63% increase in activation area after wavelet denoising was applied to a rat somatosensory stimulation model (Zaroubi and Goelman, 2000) . However, we noted that occasionally wavelet detrending dampened the power spectrum peak at the task frequency. Tracking of the activation signal, followed by its removal during detrending, is likely the reason that the wavelet, as well as the cubic method, resulted in fewer activated voxels.
Analysis based on low P values must be carefully considered as it may introduce bias through exhaustive search and data exclusion. We tried to minimize bias by calculating the P value using degrees of freedom (DOF) specific for the detrending algorithm. At issue is that there is no single optimal index for comparing fMRI activations across techniques or subjects. Previous studies have used an ROC approach (Constable et al., 1995) , sum of t values (Constable et al., 1998) , pixel count (Bookheimer et al., 2000) , magnitude of P value (Buonocore and Maddock, 1997) , and test-retest probability classifications . In addition to adjusting for differences in DOF, we also tried to avoid this bias with non parametric spectral analysis. The power spectra for both an ROI and an imaging slice demonstrated that only very low frequency components were removed with auto-detrending. Since the power spectrum was not amplified at the task frequency or above, it is highly doubtful that false-positives were introduced into the data. False-positive activations ought to have increased the amplitude at the task frequency. In fact, Fig. 4 shows that the amplitude at task frequency remained constant or decreased with detrending. Our results area consistent with experimental (Paus, 1996) and in vivo functional imaging studies of visual smooth pursuit task in humans (Berman et al., 1999; Petit and Haxby, 1999) . Therefore the improvement we observed within the ROIs is a reasonable qualitative indicator of whether this technique is beneficial. Finally, a null dataset did not yield any false-positive activation after auto-detrending was applied.
Another finding was that the greatest drifts were detected at brain edges or brain-CSF interfaces. However, no systematic patterns emerged for one detrending algorithm compared to another (e.g., all the detrending techniques produced comparable drift maps). Our findings are consistent with others who observed low frequency drifts in regions of high spatial intensity gradient changes (Bandettini et al., 1993) , specifically at brain edges and interfaces with the CSF (Smith et al., 1999) . In addition we found relatively large drifts in the anterior skull base, which is an area of high static field inhomogeneity. This would be consistent with Smith et al. who suggested that local magnetic field instabilities contribute to areas of drift (Smith et al., 1999) .
A fundamental assumption of the auto-detrending method is that every voxel time-series may be treated individually. Global detrending is clearly more efficient, but there is no reason to believe that low frequency noise is distributed uniformly across voxels. On the contrary, if one assumes that local susceptibility dephasing contributes to the baseline drift, then adjacent voxels may display unrelated patterns of drift (Smith et al., 1999) . Further, the assumption is reasonable as long as the task frequency is sufficiently higher than the drift that is being removed (Skudlarski et al., 1999) .
In conclusion, this paper compares several linear detrending methods for analyzing fMRI time series data. Auto-detrending reveals new information especially in areas with baseline drift and weak activation, but spline detrending appears to be a good trade-off with respect to computation time. Comparison of these linear algorithms to non linear or frequency domain filters remains a subject for further investigation.
