Introduction
Blended yarns, especially polyester/cotton blends -hereafter called PES/CO -are most widely used in apparel, home furnishing and other applications due to their characteristic properties. It is well known that cotton fibres have a pleasant and comfortable skin touch, while polyester enhances the fabric's useful life because of its strength. The quality of yarn is attributed to its evenness and its tensile properties.
Yarn quality is a complex characteristic and it is influenced by various material and process parameters. Several researchers have investigated blended yarn characteristic properties using different influencing variables. Research reveals that blended yarn quality depends on machine type and machine parameters, material type and its proportion [1] [2] [3] .
This study was conducted to predict PES/CO blended yarn evenness in terms of yarn irregularity (CVm%) and tensile properties using blend ratio, twist multiplier, back roller cot hardness and break draft ratio as influencing variables. In previous research [4, 5] the significance of aforementioned parameters on PES/CO blended yarn quality and tensile properties was explored experimentally but it is challenging to develop relationship between yarn properties and collective machine and material parameters analytically. As discussed earlier, there exist complex interactions among yarn quality characteristics and machine and material variables, and in such conditions, conventional mathematical techniques which require assumptions and constants are not much suitable to predict yarn properties with high precision.
The motivation behind the use of artificial neural networks (ANNs) lies in their flexibility and power of information processing, because they can solve complex problems by learning the inputoutput patterns provided by the user. ANNs have been used successfully as a predicting tool in all areas of textiles from fibre to complex composites. In textile spinning domain ANNs have been used to detect and classify trash particles in cotton web [6] , control of draw frame sliver evenness and levelling action point from machine and material parameters [7] , optimisation of spinning process at ring frame using draw frame parameters [8] , the prediction of ring spun cotton yarn properties from HVI (high volume instrument) characteristics of fibres [9] , comparison of ANN and regression models for yarn hairiness, evenness and tensile properties using fibre HVI properties, roving properties, yarn count and twist multiplier [10, 11] . Apart from ring spinning ANN has also served as a prediction tool for other processes as well. Polyester-viscose rotor spun breaking elongation and evenness was predicted from blend ratio and process parameters [12, 13] , the prediction of breaking load and breaking elongation of air jet spun yarn from material and process parameters [14] , prediction of worsted spinning performance from fibre and machine parameters [15] and determining the spin ability of cotton fibres at rotor spinning using different machine and material parameters as input [16] .
In conjunction to cited literature, there is a lack of published literature on the proposed theme of research; most of the developed models are related to cotton fibre spinning especially using fibre HVI properties. Break draft ratio and back roller cot hardness have never been used as predictors though they
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Artificial Neural Network Training
Because of their adaptive nature, ANNs are commonly used to solve any complex nonlinear problem otherwise not easy to describe with any analytical functions. ANN structure comprises three parts, input neurons which take inputs for network, hidden neurons which perform mathematical operations on the given data and the output is provided by output neurons. Inputs follow a forward path where each input is multiplied by its corresponding synaptic weight and summed up. Sometimes a constant bias term is also added to weighted sum and then fed to the activation function to generate neuron output. For prediction problems nonlinear sigmoid transfer functions are used in hidden units and linear transfer function is used in output units. Here we label P as input and O as neuron output. Neuron output of one layer becomes the input to the next layer. From Equation (1), the ith parameter of input P i from unit i is forwarded to unit j of the network through network synaptic weight W ji and bias b j connected to jth unit. , ( 
1)
Because of logistic sigmoid transfer function in jth unit, the summed weighted input is transformed into neuron output Oj by using suitable transfer function such as logistic sigmoid as given in Equation (2), and propagated forward as input (O j ) to the neuron in the next layer. , (2) After each forward iteration, predicted outputs (O ij ) are compared with experimental (target) outputs (T ij ) and an error is calculated as a mean square error (MSE):
, (3) where N is the number of data points, T ij is the experimental (target) output and O ij is the network (predicted) output of data sets i for the jth neuron.
have a significant influence on yarn properties and machine performance. By considering the above note, research theme of prediction of PES/CO blended yarn evenness and tensile properties from fibre blend ratio, twist multiplier, back roller cot hardness and preparatory (back/break) draft is presented. The blend ratio is selected carefully to cover a wide knowledge domain of both fibres, whereas twist multiplier, break draft ratio and back roller cot hardness are also selected according to practical yarn spinning requirements, which is vital for modelling.
Experimental Materials
Polyester and cotton fibres have been selected as input material in the present work due to their dominant share in the apparel and home furnishing markets. In this proposed research work polyester fibres of 1.2 denier (1.33 dtex) fineness and 1.5" (38 mm) staple length and cotton fibres of fineness (mic value) 4.3 µg/in (1.69 dtex) and 2.5% span length (SL) 1.1" (28 mm) were used. Before processing into spinning sequence of machines, standard material conditioning procedure was followed. Both fibres were processed separately in blow room and Rieter high performance card C-51, whereas the blending was done at auto levelling draw frame RSB D35. The finisher sliver of 59.5 grains/yard (4.2 ktex) was drafted at simplex FA 415A into roving of one hank with twist factor (α e ) of 35.8. Three blend ratios (PES/CO: 70/30, 50/50 and 30/70) were selected and roving strand was drafted into Ne 39.4 single yarn at ring frame EJM 168. First the machine was optimised for each input parameter for each blend and then keeping optimised parameters as constant other input parameters were altered one by one, as presented in Table 1 (blend ratios have been assigned the coded notations 1-3 for network training). In the present work 48 yarn samples were produced at ring spinning frame with four different input parameters, that is, blend ratio, twist multiplier, back roller cot hardness and break draft. 
Methods
The yarn evenness was assessed in a standard testing atmosphere, that is, 65 ± 2 % relative humidity and 20 ± 2 °C temperature at Uster Tester 4 according to ASTM Standard D 1425-96 and tensile testing was done at Uster Tensorapid 4 as suggested in ASTM standard D 2256. Before testing, the yarns were conditioned for 24 hours in standard atmospheric conditions. The acquired results were used for the development of ANN and regression models. 
Training function trainbr
Finally on the basis of performance, logistic sigmoid was selected as the activation function for network training. Linear transfer function is used in the output unit of output layer, while mean square error (MSE) was used as a performance function.
To analyse the network error in terms of actual units of the predicted property, an addition was made in the existing code of ANN to get error directly in terms of mean absolute error (MAE).
Multiple Linear Regression
The advantage of regression equations lies in the signs (+/-) of their coefficients which state the direction of effect of a particular variable. The MLR equations were developed using the experimental data. The developed equations were also validated with un-seen data and MAE was calculated for each model. Furthermore, the performance of multiple linear equations and ANNs were compared by considering the MAE and the coefficient of determination realised in both cases.
Results and discussion

Predicting yarn evenness by ANN
For neural network modelling, the experimental data was divided into two sets, training and test. Training set consists of 40 samples while remaining 8 data pairs were used for the model testing. For better generalisation of the model, experimental data was preprocessed into values between 0 and 1, and after the completion of training it was then postprocessed into the original form by using appropriate Matlab codes. The performance of the trained model was judged on unseen data on the basis of a network coefficient of determination (R 2 ) and MAE.
The prediction performance of the ANN on the training and unseen data is presented in Table 3 (yarn CVm% column) and Figure 2 . The line diagram of actual versus predicted values during network training is given in Figure 2 (a), it depicts that the predicted values approximate well to actual experimental values. The performance on unseen data is stated in Figure 2 (b) which shows that both lines are following almost the same If the generated error does not meet the user specified criteria the error will be propagated back to hidden units to update the weights and biases for the next iteration. This iterative process will continue until any user specified criteria is met. For the training of the neural network model, MATLAB ANN toolbox function 'trainbr' was used. It is an incorporation of the Levenberg-Marquardt (LM) algorithm and the Bayesian regularisation (Bayesian learning) into backpropagation to train the neural networks. Backpropagation algorithm calculates the Jacobian matrix of the performance function with respect to the weight and bias variables. Each variable is adjusted according to LM updated rule:
Here J is the Jacobian matrix of derivatives of each error to each weight, μ is the learning parameter and e is the error vector, I is identity unit matrix and superscript T indicates matrix transposition. Bayes' rule automatically regulates the network's performance for smoother running to avoid any overfitting. Further discussion on LM algorithm and Bayesian regularisation is beyond the scope of this article, the interested reader may find detailed description in the literature [17] [18] [19] [20] .
Multilayer feed forward ANN with two hidden layers was trained using Matlab ANN toolbox function 'trainbr'. It consists of four neurons in the input layer (buffer neurons which perform no any mathematical task but just pass the input to first hidden layer neurons), three neurons in the first and second hidden layer each and one neuron in the output layer (i.e., 4-[3-3] 2 -1). Since there is no certain rule for selection of the number of layers and neurons in each layer, the above network structure was selected by trial and error method for all three models. Several networks with different layers, units in layer(s), training algorithms, training parameters and performance functions have been trained with the objective to minimise the training error and better generalisation on unseen data. The architecture and parameters of the selected network are given in Figure 1 and Table 2 . As backpropagation algorithm updates weights and biases by delta rule of derivative, differentiable transfer functions (activation function) are necessary in hidden layers. Tangent sigmoid and logistic sigmoid transfer functions were tested. They are bounded differentiable real functions defined for all real input values and have a positive derivative at each point; they squash infinite input range into finite output range.
Above equation confirms the positive correlation between independent and dependent variables. It states that with an increase in blend ratio (increase in cotton share), back roller hardness and break draft and twist multiplier, the yarn CVm% increases. This is because cotton fibres are naturally nonuniform in length and diameter which causes nonuniformity in the yarn structure. Hence, CVm% increases. Furthermore, back roller cot hardness also shows significant effect on blended yarn CVm% due to reduced contact surface area of harder cots and hence reduced grip and guidance to fibres especially cotton fibres which need more control. This effect is more prominent in samples having a higher cotton fibre proportion [5] . Other input variables also have the same effect on yarn CVm% but it is not significant as stated in Table 6 through standardised coefficients (ß coefficients).
The coefficient of determination (R 2 ) and MAE of regression models are given in Table 4 path with a small deviation at the last two experiments which are in an acceptable range. It advocates that, there is a very strong correlation between the experimental and the neural network predicted (response) values.
The coefficient of determination (R
2 ) states that 99 and 96% of the variability in predicted variable is explained by the explanatory input variables in the training and test sets, respectively. It is evident that very small variance has remained unexplained in the model by predictors. The reported mean absolute error, 0.14 and 0.26 on training and test sets, respectively; expressed in terms of CVm% indicates the prediction power and precision of the ANN model. This shows the prominence of input variables used in the present model to predict yarn evenness, because while predicting blended yarn evenness including machine parameters, fibre blend ratio itself plays a vital role in determining yarn evenness. The relative importance of individual input variable will be discussed later in subsequent sections.
Predicting yarn evenness by MLR
MLR equation of yarn evenness (CVm%) is given in Equation (5) (1)
,
( 5) where X 1 is the PES/CO blend ratio, X 2 is the twist multiplier (α e ), X 3 is the back roller cot hardness in degree shore, and X 4 is the break draft ratio. These outcomes are the evidence of prediction power of neural networks to map complex interactions among yarn quality characteristics and machine and material variables and the selection of appropriate influencing input variables for the model.
The PES/CO material ratio has a significant influence on the blended yarn's tensile properties, because the characteristic properties of cotton and polyester fibres are different, therefore blended yarn's characteristics depends up on PES/CO ratios. Similarly, twist multiplier has a positive effect on the yarn tensile 
Predicting yarn tensile properties by ANN
Yarn tenacity and elongation were modelled separately by following the same procedure as explained in the previous section. The prediction performance of ANN on network training and testing is given in Table 3 (yarn tenacity and yarn elongation columns), Figure 3 and Figure 4 . developed in this study. On the basis of acquired outcomes discussed in this section, it is suggested that ANN is a very powerful predicting tool with higher prediction power as compared with MLR and can be applied for prediction of PES/CO blended yarn characteristics. Developed models are suitable for practical applications, especially for those new articles for which spinners have no previous experience. It saves time, material and labour costs. This research is only valid in the given knowledge domain.
Analysis of relative importance of input variables
To investigate the relative importance and contribution of input variables in the developed models, rank analysis is a widely practiced technique. In this technique predictors are ranked according to their influence on the stability of the model.
Relative importance of predictors is done by making one predictor at a time to zero in the optimised ANN model. The increase in MAE in test set was recorded for each predictor and the relative change in MAE was calculated in percentage with reference to the MAE of the optimised models. The inputs were ranked according to their relative importance; the higher the increase in percent mean absolute error the more important the variable. This technique is analogous to the input saliency test [21] , in which one input at a time from the optimised model is eliminated. The results are expressed in Table 5 . It is observed that removing one input or making it to zero at a time the same change in MAE is reported.
The rank analysis using ANN model in Table 5 reveals that in all three models, fibre blend ratio is the most important input variable. By adjusting it to zero in optimised ANN models, error increases enormously. This confirms the well-established fact, that increase in polyester share improves yarn uniformity and physical properties. It is because of uniform staple length and fineness as well as higher tenacity of polyester fibres. The second influential parameter according to rank analysis of optimised ANN model is break draft for yarn evenness and tenacity, whereas it is cot hardness for yarn elongation. It also confirms previous findings [4, 22] that proper break draft is important for roving preparation for main draft and to avoid drafting wave. Twist multiplier ranked third influential input parameter in optimised models of tenacity and elongation, whereas it is cot hardness in yarn evenness model. Except blend ratio, other predictors have varying rank in the three different models, but the difference between them is not significant.
properties up to spinning limit, beyond that its effect becomes negative, that is, tensile properties decrease. Furthermore, improper draft and roller hardness also have a negative influence on the yarn characteristics.
Predicting yarn tensile properties by MLR
The developed MLR equations of yarn tenacity and elongation are as follows:
where X 1 is the PES/CO blend ratio, X 2 is the twist multiplier (α e ), X 3 is the back roller cot hardness in degree shore, and X 4 is the break draft ratio.
Equation (6) expresses that, by increasing cotton share and cot hardness yarn tenacity decreases, while tenacity increases with increase in twist multiplier and break draft. This is due to inherent characteristics of cotton fibres which are less strong as compared to polyester fibres and higher back roller cot hardness may lead to improper fibre control in predrafting zone which causes irregularities in yarn structure, consequently reduction in tenacity (also obvious from Eq. 5). The twist multipliers used in this study are within the spinning limits; therefore, they show a positive effect on the yarn tenacity.
The break draft ratios used in this study comprised the whole available range of that particular machine. This reflects that for this particular yarn count, blend ratios, roving hank and twist multiplier, increase in break draft prepare the roving well for the main draft and consequently produces yarn with less thin places (which are the cause of yarn early failure), hence, tensile properties increase. Yarn elongation decreases with all variables except break draft ratio as shown in Equation (7) and discussed above.
Both modelling techniques, that is, ANN and MLR, are capable to predict yarn tensile properties, but ANN models predict tensile properties of yarn with a higher coefficient of determination (R 2 ) and lesser MAE. This states that ANN models have a clear advantage over regression models The probable reasons of influence of different input variables are already explained. While comparing ranks of ANN and MLR models, except blend ratio which is highly significant variable, other variables have almost different ranks in ANN and MLR models, but as the difference between ß coefficients within MLR models and change in error in optimised ANN model is not significant, therefore it can be inferred that, the ranks of predictors are almost the same for both models.
Conclusions
In the present study, blended yarn evenness in terms of CVm% and tensile properties was successfully predicted with ANN and MLR models by using PES/CO blend ratio, twist multiplier, back roller covering hardness and break draft ratio as input variables. The results reveal that both modelling tools have excellent prediction capabilities for PES/CO yarn evenness, tenacity and elongation.
The coefficient of determination (R 2 ) of all ANN models expresses 98-99% variability in the predicted variables explained by the explanatory variables is greater than corresponding regression models. While the MAE in terms of output variables of ANN models is significantly lower than the corresponding regression models. Therefore, it can be asserted that artificial neural network is a more powerful prediction tool as compared with MLR technique.
Rank analysis was also performed to determine the relative importance of input variables of optimised ANN models and standardised MLR models. It states that in all models, fibre blend ratio is the most important input variable, whereas, other predictors have varying rank in different models. While comparing ranks of ANN and MLR models, except blend ratio
The relative importance of predictor variables of developed regression models was analysed by using standardised coefficients or ß coefficients of input variables. Although a lot of criticism is available in statistical scientific literature on the use and correctness of this method, ß coefficients are widely used for variable selection, comparing the effect by changing variables and relative importance measurement. This may be due to the unavailability of alternative solutions [23] . Standardisation is done by subtracting variable's mean from each of its value and then dividing the new value with standard deviation of the variable. As the variance of each variable is 1, ß coefficient reflects how much standard deviation of response will change per standard deviation increase in the predictor variable. As the standardised coefficients have no unit, it makes comparison easy. The higher the value of ß coefficient the more important is the variable, that is, the variable has more influence on the dependent variable. The relative contribution (R c %) of the ith variable from N number of variables can be calculated as follows:
(1)
In this study the relative importance of the input variables is determined in the form of rank, as was done for ANN models to make comparison of both modelling techniques more realistic.
MLR rank analysis is shown in Table 6 . Similar to ANN rank analysis, blend ratio is clearly ranked number 1 for all three MLR models, it is also evident from the P-values of developed MLR models and their variables (Table 7) -which reflect the statistical significance of the models and predictor variables. Whereas back roller cot hardness, twist multiplier and break draft ratio are ranked accordingly as stated in Table 6 , but within group difference is not significant. other variables have almost different ranks in ANN and MLR models. Therefore, it can be inferred that in ANN and MLR models, the input variables not necessarily have the same contribution for prediction of the same property, but this should be noted that within differences in contributions of other three variables are not significant. The performance of developed models also supports our conversion and the selection criteria of dummy variable factors.
