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ABSTRACT 
 
Electrical and Production Load Factors. (December 2009) 
Tapajyoti Sen, B.S., Texas A&M University 
Chair of Advisory Committee: Dr. Warren Heffington 
 
Load factors are an important simplification of electrical energy use data and 
depend on the ratio of average demand to peak demand. Based on operating hours of a 
facility they serve as an important benchmarking tool for the industrial sector.  The 
operating hours of small and medium sized manufacturing facilities are analyzed to 
identify the most common operating hour or shift work patterns.  About 75% of 
manufacturing facilities fall into expected operating hour patterns with operating hours 
near 40, 80, 120 and 168 hours/week. 
 Two types of load factors, electrical and production, are computed for each shift 
classification within major industry categories in the U.S. The load factor based on 
monthly billing hours (ELF) increases with operating hours from about 0.4 for a nominal 
one shift operation, to about 0.7 for around-the-clock operation. On the other hand, the 
load factor based on production hours (PLF) shows an inverse trend, varying from about 
1.4 for one shift operation to 0.7 for around-the-clock operation. When used as a 
diagnostic tool, if the PLF exceeds unity, then unnecessary energy consumption may be 
taking place. For plants operating at 40 hours per week, the ELF value was found to be 
greater than the theoretical maximum, while the PLF value was greater than one, 
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suggesting that these facilities may have significant energy usage outside production 
hours. A PLF value of between 0.75 and 1.0 is typically considered good.  About 40% of 
plants that operate 80, 120 or 168 hours per week had a PLF value between 0.75 and 1.0. 
However, this drops to 13% for plants operating at 40 hours per week.  Such a 
significant drop would suggest that such facilities perhaps present the most opportunities 
for energy conservation.  The data for the PLF, however, is more scattered for plants 
operating less than 80 hours per week, indicating that grouping PLF data based on 
operating hours may not be a reasonable approach to benchmarking energy use in 
industries.  A one way analysis of variance test was also conducted and revealed there 
was significant difference between the different mean values of ELF and PLF that were 
calculated for shift classification.  The test was important as the number of plants in each 
category was different. 
This analysis uses annual electricity consumption and demand along with 
operating hour data of manufacturing plants available in the U.S. Department of 
Energy’s Industrial Assessment Center (IAC) database. The annual values are used 
because more desirable monthly data are not available.  Monthly data are preferred as 
they capture the load profile of the facility more accurately. The data there comes from 
Industrial Assessment Centers which employ university engineering students, faculty 
and staff to perform energy assessments for small to medium-sized manufacturing 
plants. The nation-wide IAC program is sponsored by the U.S. Department of Energy. 
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CHAPTER I 
INTRODUCTION  
 
INDUSTRIAL ENERGY EFFICIENCY BENCHMARKING 
 The use of energy benchmarking has been a common practice in commercial 
buildings for many years [1].  However, the use of energy metrics or energy indices is 
fairly new for the industrial sector.  Energy indices such as electric and natural gas level 
(kWh/sq ft and Btu/sq ft), occupancy load factor, people load factor and electrical load 
factor have been used as a preliminary decision tool to decide if a building is energy 
efficient when compared to other buildings and if a detailed study should be performed 
to facilitate energy conservation measures [2].  For industries, the indices relate energy 
consumption in a particular type of facility to a number of measurable quantities such as  
production units, annual sales and plant area [3].  The benchmarking information, when 
readily available, can be used by facilities to evaluate its current performance with 
respect to similar industries.  
 Load factors are important simplifications of energy use data and indicate the 
uniformity with which electrical energy is used.  When reviewed periodically, they serve 
as a good performance metric for use by facility managers.  They also provide vital 
information for effective demand control and energy conservation strategies. This is 
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 important as successful demand control can result in substantial cost savings and is 
easier to implement than some other cost cutting opportunities [4].  They can also be 
used as key performance indicators designed to measure the success of key elements in 
an energy management plan and provide energy managers with timely “nuggets” of 
information they need to ensure success [5]. Ranges of load factor developed for various 
hours of operation can be used as an energy efficiency tool for industrial energy 
benchmarking.  A plant can use its own load factor data to evaluate its current 
performance with respect to plants in the similar industry or operational characteristics 
and set performance goals for future energy management. It is important to note that in 
addition to these metrics being useful to the facility, the act of plant personnel going 
through the process of creating them and composing the related reports can also be of 
benefit, as it causes them to start thinking in terms of plant energy reduction [6].   
The process of developing benchmarks is important for setting energy efficiency 
targets and this type of measurement and performance evaluation is a fundamental part 
of corporate energy management.  Energy costs form a major part of operational 
expenses for manufacturing industries and in a 2006 census of American manufactures, 
the percentage of companies including energy management in their strategic practices 
jumped from 16% in 2005 to 24% in 2006 [7]. The industrial sector accounts for more 
than 30% of energy consumption in the United States, the largest among all sectors [8]. 
Therefore, the inherent potential for significant savings is high in this sector. 
There are several examples of energy benchmarking tools that have been 
developed.  A few examples would be the programs developed at the Lawrence Berkeley 
 3
National Laboratory (LBNL), the US Environmental Protection Agency (EPA) and the 
US Dept. of Energy (DOE).   The Benchmarking and Energy water Savings tool or 
BEST program developed by the LBNL provide a way for individual wineries to 
evaluate their energy efficiency compared to a similar hypothetical winery that employs 
best practices and which is used as a benchmark [9].  The program, based on Microsoft 
Excel, takes into account different characteristics of the winery and produces a 
meaningful energy intensity index, which is the ratio of the winery energy intensity to 
that of the benchmark winery.  Additionally, the tools also provide an estimate of 
possible electrical energy savings that could be generated if improvements in energy 
efficiency are implemented.  
Energy indices have been also implemented in programs such as QuickPEP, a 
web based tool developed by the DOE [10]. QuickPEP, which stands for Quick Plant 
Energy Profiler, is a tool that requires a plant’s various forms of utility data to be entered 
along with general production information.  Any energy management policies and steps 
taken by the undertaken to reduce energy are also considered and the program provides 
approximate results on potential energy savings that could be generated from particular 
energy conservation steps.  The energy savings calculation is based on general industry 
specific energy consumption data and therefore may cause the actual savings to vary 
from the predictions made by the program.  This is because the energy consumption of 
the plant being surveyed may not be similar to the general energy consumption data.  
There is much variability in industrial energy consumption data [6]. 
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In 1992, the Energy Star program was started as result of the joint effort between 
the EPA and the DOE [11].  The Energy Star program is a voluntary program designed 
to identify and promote energy-efficient products as basic pollution prevention 
opportunities. In 2002, this opportunity was extended to identify energy efficient 
production in manufacturing facilities through the development of the Energy 
Performance Indicator (EPI). 
The EPI is a energy management statistical benchmarking tool for specific 
industries that provides a ‘‘birds-eye’’ view of plant-level energy use via a functional 
relationship between the level of energy use and the level and type of various production 
activities, material input’s quality, and external factors [11].  The program was created 
using information based on non-public US Census Bureau data and by working with 
plant managers in specific industry.  It was developed using a statistical regression 
model and provides the distribution of energy efficiency across the industry.  This is 
important as it answers the hypothetical question “How would my plant compare to 
everyone else in my industry, if all other plants were similar to mine?” [11].   Therefore, 
the program can be used by facility energy managers to evaluate energy efficiency 
performance of their portfolio of plants.  The program is currently limited to auto 
assembly, corn refining, cement, pharmaceuticals, food processing, and glass 
manufacturing but will be eventually available to a wide range of manufacturing plants.  
The program was first released for the automobile manufacturing industry and has been 
incorporated by many companies into their energy management program. For example, 
Toyota North America uses the EPI to not only monitor progress against the competition 
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but also as verification steps for any internal metrics they are using.  The Energy Star 
system is very precise in its benchmarking, using process specific evaluations.  This 
enables it to avoid some of the pitfalls of using very broad data.   
The use of indicators for industrial energy efficiency has been studied in other 
countries as well.  The International Energy Agency has recently published a major new 
analysis of trends in industrial energy use and energy efficiency [12]. The indicators 
developed account for industrial energy use and CO2 emissions based on units of 
production.  The advantage of these indicators is that they examine the driving force 
behind energy use (such as technology) and account for structural differences in 
industries between countries, therefore allowing for a fair comparison of energy 
efficiency performance [12].  More importantly, the IEA’s work provides a basis for 
documenting current energy use, analyzing past trends, identifying technical 
improvement potentials, setting targets and better forecasting of future trends [13]. 
Considerable progress has been made in this field due to the various workshops 
organized by the IEA, comprehensive analysis and review of available data and dialogue 
with experts in different industries.  It is difficult to develop a single indicator of energy 
for an industry and therefore, a number of indicators need to be used to provide a fairly 
accurate picture of energy intensity levels. 
The approach developed by the IEA is useful for comparing performance in 
sectors with multiple products.  This is based on the concept of performance benchmarks 
such as best available technology (BAT) or best practice technology (BPT).  Countries 
are compared on a the basis of an energy efficiency index (EEI), which is calculated as 
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the ratio of the energy that would be used if the specific energy consumption for each 
product were equal to that achieved by the BAT or BPT, divided by the actual energy 
use in the industry [13].  Subtracting the EEI from unity indicates available potential for 
improvement.  One advantage of this method is that the specific production related 
energy consumption data is not required.  The use of the IEA indicator approach has 
been used to gain insight into the energy efficiency of various manufacturing industries 
in countries such as India in the cement, petrochemical, paper and steel sector [13]. 
Typically, the uses of energy indices for energy benchmarking are based on 
statistical methods.  However, model based approaches for energy intensive industrial 
process, such as the glass furnace and ceramic industry, have also been developed [14, 
15]. In an example glass furnace case, a simulation model was developed using mass 
balance and energy heat loss equations, along with empirical equations based on 
operating practices. The model was compared with field data from industrial furnaces 
and a simulation program was developed that could be used for energy performance 
calculation for a given furnace design. Such a model based benchmarking approach for 
complex industrial process can also be extended for other industrial processes, and 
provides a rational basis for energy performance improvement [14]. 
The use of energy indicators as benchmarking tools, however, has to be used 
with caution.  For example, a study conducted on the use of energy use indices that 
normalizes energy use by dividing by the building area resulted in extremely large 
variations [6].  The study analyzed major industry categories for electricity and natural 
gas consumption in small and medium-sized manufacturing plants.  A similar trend was 
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also obtained by doing an analysis based on production units instead of plant area.  The 
results obtained, however, improved when the analysis was refined to narrow the type of 
plants in a specific category. Therefore, the prediction of energy use by multiplying EUI 
data with plant area or production may be inaccurate. The large scatter also showed that 
there is no single accurate indicator of energy for a particular industry and this can be 
due to several reasons.  Various products in single category of industry may have 
considerably different amount of energy requirements for production.  Other reasons 
may include system boundary and allocation issues.  For example, the energy intensive 
parts of production can be outsourced, thereby making the apparent use of energy by 
particular facility seem relatively low [13]. 
Characterizing the operating hour patterns or shift work patterns also became 
necessary for this study and a literature search revealed very little useful data. There 
have been surveys carried out by the Bureau of Labor Statistics on proportion of shift 
workers in various types of industries [16].  The Bureau of Labor Statistics also 
maintains a comprehensive online database containing information on productivity, 
hours, employment and earnings.  However, the information is geared more towards the 
individual level (i.e., the average number of hours worked by an employee in the 
manufacturing sector) as opposed to an industrial level (how many hours on average 
does a paper mill operate). The need therefore arose to analyze the current operating 
hours of the manufacturing facilities in the IAC database and identify common patterns. 
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MOTIVATION 
The main purpose of this paper is to develop ranges of load factors, a form of 
benchmarking, for use as diagnostic tools for effective energy management for small and 
medium-sized manufacturing plants in the United States. A hypothesis is that ranges of 
electric load factors can be associated with various levels of hours of operation 
characterized by certain shift patterns.  This hypothesis finds support in the use of load 
factors in the block structure of utility tariff schedules.  Utility providers such often use a 
block system for their electrical energy rates where the energy charge (kWh) is 
dependent on a combination of the facility’s actual energy consumption and its electrical 
demand [17, 18].  From a utility company’s point of view, high load factors represent 
more desirable customers, since they will be buying more electrical energy for a given 
amount of investment in generation and distribution equipment [19].   
Load factor is defined as the average energy consumption rate (average demand) 
for a facility divided by the peak energy consumption rate (peak demand) over a period 
of time. The most common period of time corresponds to a utility billing period. The 
average demand for a period of time simply is determined by dividing the electrical 
energy consumed in that period by the length of time in that period.  The most common 
and widely recognized load factor is the electrical load factor, ELF, defined in Equation 
1 below [1]:  
 
(1) 
 
 
bpp LD
EELF ×=
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where E is the electrical energy consumption in kWh and Dp is the peak demand in kW 
during the billing period Lbp measured in hours.  Peak demand is measured with a meter 
that records the average rate of energy use during the time interval of maximum 
consumption.  Industrial plants are often shut down during a portion of the billing 
period, for example, during nights and weekends.  The ELF increases with the length of 
time a facility operates and theoretically has a maximum value of unity.  Such a value 
would indicate the optimum use of electrical energy, i.e., use of electrical energy at the 
peak demand rate throughout the billing period.   
Another load factor is defined based upon the operating hours of a plant and is 
called production load factor or PLF.  For a plant with operating hours Loh, the PLF is 
given in Equation 2 as [20]: 
 
(2) 
 
The ratio of ELF to PLF for the same period of energy use yields the fraction of 
operating hours in the period.  A PLF value over one clearly indicates energy 
consumption outside operating hours and may be an indication of waste [20].  However, 
because not all equipment may be needed or can be used at maximum potential during 
the production hours, exceeding some lower PLF value may be an indicator of waste. 
The energy consumption E in Equation 1 will vary with production level and 
operating hours.  Therefore, characterizing the operating hour patterns or shift patterns is 
ohp LD
EPLF ×=
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necessary and especially so because a review of the literature led to little information 
practically useful for this study.   
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CHAPTER II 
BACKGROUND 
 
IAC DATABASE 
The data used in this analysis is obtained from the database maintained by the 
IAC field manager’s office located at Rutgers University for the US Department of 
Energy [21].  The database contains publicly available assessment and recommendation 
data that has been collected through energy assessments done by the various IAC centers 
around the nation mostly on small to medium-sized manufacturing plants.  This resource 
is available in web-based or downloadable MS Excel spreadsheet.  Presently, the IAC 
program guidelines for participation by small to medium-sized plants specify that each 
plant will meet three of the following four criteria:  under $100 million in gross annual 
sales, fewer than 500 employees, no in-house energy expertise, and utility cost between 
$100,000 and $3 million per year [22].  As of April, 2009, the IAC database contains 
more than 14,204 assessments and 105,889 recommendations [21].  The assessment and 
recommendation information in the database can be searched by a variety of parameters 
such as the industry type (SIC and NAICS classification), energy costs, products and 
location of plant or the IAC center.  Table 1 summarizes the universities and locations of 
the individual centers used in this study.  The centers listed have not been operational for 
the same length of time with some being relatively new compared to others. A few of the 
centers are now defunct.  
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Table 1: Summary of IAC Centers 
IAC 
Designation University Name City State
DS South Dakota State University Brookings SD
ME  University of Maine Orono ME
WI  University of Wisconsin Madison WI
MA University of Massachusetts Amherst MA
SU Syracuse University Syracuse NY
IC  University of Illinois Chicago IL
UM  University of Michigan Ann Arbor MI
ND Notre Dame University Notre Dame IN
IA Iowa State University Ames IA
CO Colorado State University Fort Collins CO
LE Lehigh University Bethlehem PA
BD Bradley University Peoria IL
WV West Virginia University Morgantown WV
NV University of Nevada Reno NV
UD University of Dayton Dayton OH
UU  University of Utah Salt Lake City UT
HO Hofstra University Hempstead NY
OR Oregon State University Corvallis OR
MO  University of Missouri Columbia MO
KU University of Kansas Lawrence KS
UL University of Louisville Louisville KY
SF San Francisco State University San Francisco CA
TN  University of Tennessee Knoxville TN
NC North Carolina State University Raleigh NC
OD Old Dominion University Norfolk VA
OK Oklahoma State University Stillwater OK
MS Mississippi State University Starkville MS
AR University of Arkansas Little Rock AR
GT Georgia Tech Atlanta GA
LM Loyola Marymount Los Angeles CA
SD San Diego State University San Diego CA
LL University of Louisiana Lafayette LA
TA  University of Texas Arlington TX
UF University of Florida Gainesville FL
AM Texas A&M University College Station TX
KG Texas A&M Kingsville Kingsville TX
AS Arizona State University Tempe AZ
MI  University of Miami Coral Gables FL  
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IAC assessment visits generally take one day and are conducted by teams of 
university students professionally led by a university engineering faculty or staff 
member.  The assessment consists of an in-depth evaluation of the plant site, its 
equipment, buildings, services and manufacturing operations. The assessment activities 
mainly deal with identifying opportunities for energy efficiency improvements but waste 
minimization, pollution prevention and productivity improvement may also be 
considered. The activities also include requesting and analyzing 12 months of energy 
consumption data for major energy sources used by the plants. The most common 
sources are electricity and natural gas.  The energy consumption data is supplied as 
copies of the most recent original monthly bills.  For cases when 12 months of data are 
not available, the annual consumption is estimated based on the current operation and 
consumption. 
    Included in the database are annual cost and consumption for both electrical 
energy and electrical demand.  Monthly values of energy consumption and peak demand 
are not available.  Other information includes the annual hours of operation, SIC and 
NAICS classifications, annual energy costs, plant area as well as identification of the 
center that performed the assessment and the date that the facility was visited.  The SIC 
and NAICS are codes that represent the principal product of the manufacturer [23].  
Further discussion on this can be found in the Methodology section.   
The three parameters used for the analysis of load factors are the annual electrical 
demand, energy consumption and hours of operation.  The hours of operation are open to 
interpretation by those entering data into the database.  It is not specified to be the hours 
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of operation of the main production area, of the production area with the largest hours or 
to be some average.  The Texas A&M IAC typically uses the hours of the main 
production area. The Texas A&M IAC consulted with the other 25 IAC’s and found that 
25% of them used the operating hours pertaining to the main production area while 8% 
used the area of the plant with the largest operating hour.  However, it is very typical for 
the production department to have the largest number of annual operational hours.  The 
annual operating hours also may not include shutdowns or period of holidays and this is 
further exemplified from the operating hours distribution chart in the next section. 
 
 
LOAD FACTOR 
 
In order to understand the impact of load factor on facility’s electricity charges, it 
is important to understand the concept of electrical demand.  Electrical utility bills 
typically consist of usage charge (kWh), a fuel adjustment charge that allows utilities to 
account for seasonal and other changes in fuel costs, a demand charge and a possibly a 
power factor charge [24].  Demand is the rate at which electrical energy is consumed and 
can vary hourly, daily or monthly for a facility.  Therefore, the utility provider must have 
equipment such as generating capacity, power lines and transformers to provide the 
maximum or peak demand for any customer at any time.  The peak demand is measured 
with a meter that records the average rate of energy use during a predetermined the time 
interval (typically 15, 30 or 60 minutes) of maximum consumption [1].  The time 
interval usually is short to capture the maximum rate, but long enough to avoid influence 
by relatively brief events that do not have an unanticipated impact on the sizing of 
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infrastructure.  Examples of such brief events are motor starting, shorts, and lightning 
strikes.  A separate charge for demand is thus representative of the investment necessary 
to meet the plant’s maximum power requirement and can be an important part of the 
electricity cost.  Demand is not always a separate charge on utility bills but usually 
appears on the bills for small and medium-sized plants. 
The demand measured can be billed a number of ways such as contract demand, 
coincident peak demand (CP), non coincident peak demand (NCP) and actual demand 
[3, 25].  The demand may also be ratcheted, meaning that if an unusually large demand 
value is measured, the customer will pay some fraction (e.g., 75%) of that value for a 
succeeding period of time, usually 11 months.  Ratchet pricing is usually in the form of a 
percentage of the peak demand that occurred within a set number of previous months [3, 
25]. Another rate mechanism is the time-of-day rates which separates the pricing of 
electricity (usage and demand) into different periods of the day or year. This is essential 
to the utility as an increased demand during the peak demand places an added burden on 
the utility while an increased demand during off-peak period allows the utility to 
produce a larger portion of the annual load with generation equipment that is 
underutilized and perhaps, more efficient. [24]. 
The first step towards conducting a load analysis is to collect demand data over a 
period of time, so that seasonal patterns and peak demands can be identified [3].  One 
method for analyzing the variation in demand is to monitor the load factor, which is the 
ratio of average demand to peak demand for a given period of time.  The load factor 
depends on the number of hours a facility is in operation and a higher number generally 
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indicates better utilization of the connected equipment and purchased energy.  However, 
this will be applicable only when the energy is providing useful work. From a utility 
company’s point of view, high load factors represent more desirable customers, since 
they will be buying more electrical energy for a given amount of investment in 
generation and distribution equipment [19].  Some utility companies such provide 
incentives for high load factor through a load factor credit program for facilities that 
have large electrical demand [26].   
The load factor analysis however only provides a starting point for evaluating 
load management options and does not provide meaningful data to indicate what loads 
are causing the elevated demands [25].  Regular monitoring is one of the first steps 
towards creating an effective load management or demand control strategy.  Load 
management can be defined as any action taken by the customer and/or the electricity 
supplier to change the load profile to reduce total system peak load, increase load factor 
and improve utilization of valuable resources such as fuels or generation, transmission 
and distribution capacity [27].  Such actions may consist of process rescheduling, 
thermal energy storage, use of backup generation, automation, etc.   
Each option depends on a number of factors such as the electrical rate system and 
schedule and constraints in the production process.  Industrial load management 
strategies can be very complex and can range from real time demand side energy 
management that allows for immediate notification of deviation from dynamic energy 
targets to a linear programming based formulation for load scheduling [28, 29].  
However, the implementation of an effective load management program has generated 
 17
significant cost savings for various types of industries in not only the United States but 
also in Europe and Asia [27].   
An improvement in load factor can lead to significant potential savings for heavy 
users of electricity.  This is because a good load factor implied a more constant rate of 
electrical use, as the demand is held to a minimum relative to the overall use. Typically, 
a reduction of 24-26% in the overall cost of electricity ($/kWh) can be achieved if the 
load factor is increased from 0.35 to 0.65 [30, 31]. From a utility’s point of view, the 
cost, C, per unit energy delivered can be expressed by the equation: 
 
(3) 
 
where Cvar is the variable cost per unit energy related to fuel, labor, etc, Camm is the 
amortized cost which generally varies with equipment size and capacity measured in kW 
needed to recover the investment and LF is the electrical load factor.  The equation 
illustrates the remarkable impact of investment cost on the cost of energy produced as 
plant utilization varies [32]. 
 
LF
CCC amm+= var
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CHAPTER III 
ANALYSIS OF OPERATING HOURS 
 
Load factors depend on operating hours (Equation 1) and so the first part of this 
study was to define common shift patterns and the second was to analyze the load 
factors.  For the purposes of this work, one shift is defined as eight to ten consecutive 
production hours.  In order to identify the most common ranges of operating hours per 
week, the operating hours of more than 13,000 plants from the IAC database were 
normalized from an annual to weekly basis by dividing by the number of weeks in a 
year.  All resulting weekly operating hours are rounded to whole numbers.   
Figure 1 is a histogram that represents the resulting operating hours per week and 
their relative frequency.   As expected, the histogram has a multimodal characterization. 
An initial class width of 1 hour was chosen for the histogram generation. This is a small 
value, given the large number of data points being studied, but it was chosen in order to 
study spikes that were expected at nominal values such as 40 hours/week or 168 
hours/week.  These correspond to a single shift, five days per week and a three-shift, 
seven days per week operation, respectively.  Different class widths were tested and 
larger class widths were more likely to hide the multimodal nature of the dataset. 
As seen from the graph, five ranges can be identified that appear to have 
comparatively high relative frequencies.  These ranges match nominal work-week length 
values of 40, 80, 120, 144 and 168 hours per week.  An interesting feature in Figure 1 is 
the bimodal peak near each of the nominal values.  A peak is located at the nominal 
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value of the weekly operating hours and there is another peak in each case indicating 
slightly shorter operating hours.  This seem to indicate that some personnel included 
holidays and shutdown period in the operating hours when inserting them in the 
database, while others may have not. 
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Figure 1: Relative Frequency of Operating Hours for Small and Medium-sized 
Plants 
 
 
 
Based on Figure 1, five interval ranges were initially defined to analyze the data, 
with each range representing the five nominal values.  The lower limit for each range 
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was calculated assuming 10 federal holidays, which account for 4% of non-weekend 
days [33]. The five ranges then used for the load factor analysis are: 
• 40 hours per week: equivalent to an 8 hour/5 day, single-shift operation. The upper 
limit for this range was chosen to be 50 hours, assuming a single 10-hour length shift 
operation.  The lower limit was set to 40 hours less 4% or 38 hours to account for 
any holidays. 
• 80 hours per week: equivalent to a 16 hour/5 day, two-shift operation.  The upper 
limit is 100 hours, assuming a maximum of 10 hours per shift while the lower limit 
was set to 80 hours less 4% or 77 hours to account for any holidays. 
• 120 hours per week: equivalent to a 24 hour/5 day, three-shift operation or a 20 
hour/6 day, two-shift operation.  The lower limit was therefore chosen to be 120 
hours less 4% or 115 hours while the upper limit is 120 hours.   
• 144 hours per week: equivalent to an 8 hour/6 day, three-shift operation or 20 
hour/7day, two-shift operation.  The lower limit was therefore chosen to be 140 
hours less 4% or 134 hours while the upper limit is 144 hours.   
• 168 hours per week: equivalent to a 24 hour/7 day, three-shift operation.  The upper 
limit was set to the maximum possible value of 168 while the lower limit was set to 
161 hours, assuming a 4 % reduction from a regular 8 hour shift.  
The ranges that were developed were found to have encapsulated the bimodal 
peak near each of the nominal values. Each peak for the shorter operating hours is at 
values of  38, 77, 115, 138 and 161 hours per week, respectively. These values 
correspond to the lower limits of the five interval ranges that were defined to analyze the 
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data.  This leads to the conclusion that an assumption of 4% for non-weekend holidays 
was fairly reasonable and accurate for this analysis.   
Table 2 below summarizes the intervals for each work-week length, along with 
the relative frequency with which each appears.  The interval range corresponding to 144 
hrs/week appeared only 6% of the time and was not included.  Almost 60% of the plants 
operate 40, 80 or 120 hours per week.  Including around-the-clock operations of 168 
hours per week covers almost 75% of the plants.  
 
 
Table 2: Interval Ranges of Operating Hours 
Nominal 
work-week 
length
Lower limit Upper limit
40 38 50 1S/5D 19
80 77 100 2S/5D 22
120 115 120 3S/5D or 2S/6D 18
168 161 168 3S/7D 15
Total 74
Operating hours/week Shift pattern 
deduction
 [ S=shift, 
D=days/week]
Relative 
frequency,
% 
 
 
Each nominal work-week length was also analyzed further by grouping the data 
with the first two digits of their standard industrial classification (SIC) industrial code 
and is shown is Figure 2.  This was done to study the relative frequency of each 
industrial group within a particular range of operating hours.  The IAC database has SIC 
data from 1981 [21].  In 2002 data based on the North American Industrial Classification 
System (NAICS) began to be included.  However, the number of plants that could be 
 22
considered under the NAICS system was small and therefore the analysis was carried out 
using the SIC classification system.  Table 3 summarizes the major SIC codes used in 
this analysis and their NAICS counterparts [21].  
 
Table 3: SIC and NAICS Code Description 
- 20 Food and Kindred Products
311 -       Food Manufacturing
312 -
     Beverage and Tobacco Product 
Manufacturing
313 22 Textile Mill Products
315 23 Apparel And Other Finished Fabric Products
321 24 Lumber And Wood Products, Except Furniture
337 25 Furniture And Fixtures
322 26 Paper And Allied Products
323 27 Printing, Publishing, And Allied Industries
325 28 Chemicals And Allied Products
324 29 Petroleum Refining And Related Industries
326 30 Rubber And Miscellaneous Plastics Products
327 32 Stone, Clay, Glass, And Concrete Products
331 33 Primary Metal Industries
332 34
Fabricated Metal Products, Except Machinery 
And Transportation Equipment
333 35
Industrial And Commercial Machinery And 
Computer Equipment
- 36 Electronic And Other Electrical Equipment And 
Components, Except Computer Equipment
     Computer and Electronic Product
     Manufacturing
     Electrical Equipment, Appliance, and 
     Component Manufacturing
336 37 Transportation Equipment
- 38 Measuring, Analyzing, Controlling Instruments; 
Photographic, Medical, Optical Goods; Watches
339 39 Miscellaneous Manufacturing
511 - Publishing Industries (except Internet)
Description
334 -
335 -
NAICS 
Code
SIC 
Code
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The number of plants under each SIC classification for every nominal work-week 
length period is different, as shown in the relative frequency chart in Figure 2.  This 
chart was assumed to be a representative sample of small and medium-sized industries as 
the figure shows data pertaining to the various assessments carried out by the different 
IAC center over many years. 
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Figure 2:  Relative Frequency of Plants for Each SIC Classification 
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CHAPTER IV 
ANNUAL LOAD FACTORS ANALYSIS 
 
Using the annual electrical energy consumption Ean and annual demand Dan from 
the IAC database, the annual electrical load factor or ELFan was calculated using 
Equation 4 below for each interval defined above in Table 3.    
 
8760
12
×
=
an
an
an D
EELF            (4) 
 
where Ean and Dan are in kWh and kW·mo, respectively.1  A majority of the plant entries 
in the database were missing electrical demand information and therefore were excluded 
from this analysis.  Other data points that were excluded are plants with ELFan greater 
than one or less than 0.1.  This was done to eliminate extreme outliers, as the ELF can 
have a maximum value of one and plants with one shift operation tend to have ELF’s 
greater than 0.1 [19, 25].  The maximum theoretical ELF for any given nominal work-
week length is the ratio of the operating hours per week to the maximum number of 
hours in a week, i.e., 168.  This yields a theoretical maximum of 0.24, 0.48, 0.72 and 1.0 
for nominal work-week lengths of 40, 80, 120 and 168 hours, respectively.     
The annual production load factor or PLFan was calculated using the same 
information as before, but using operating hours from the IAC database instead of billing 
                                                 
1 It is emphasized that annual values are used because more desirable monthly data are not available.  
Monthly data would be better because they would more accurately capture the load profile of the facility. 
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hours.  Equation 2 was modified as shown in Equation 5 to use the annual values from 
the IAC database.  
 
anoh
an
an
an
LD
EPLF
,12
×
=         (5) 
 
where Loh,an is the plant operating hours per year.  The ratio of ELFan to PLFan yields the 
fraction of operating hours in the annual period, so the formula for PLFan can be written 
as Equation 6 below 
 
anoh
an
an L
ELFPLF
,
8760×=         (6) 
 
Therefore, the lowest possible value of PLFan occurs when ELFan is minimum 
and Loh,an is maximum.  Since the lowest allowable value of ELFan used in the analysis in 
0.1 and the maximum value of Loh,an is 8,760 hours, a lower threshold of 0.1 was used 
for PLFan was well.  The highest possible value of PLFan occurs when ELFan is 
maximum and Loh,an is minimum.  This would correspond to an ELFan value of one and 
Loh,an value of 1,980 hours/year (38 hours/week), yielding a upper threshold PLFan of 4.5.  
Therefore, outliers from plants with PLFan less than 0.1 or higher than 4.5 are excluded 
as these are highly unlikely values, perhaps indicative of data entry errors.   
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The implementation of the above steps coupled with discounting any plants that 
were missing information about electrical energy and operating hours significantly 
reduced the number of plants available for analysis. About 50% of the entries in the 
database were found to be missing electrical energy and demand information. Using the 
theoretical lower and upper limits to analyze the data further reduced the number of 
plants available for analysis by 7.5%.  Therefore, of the original 13,769 plants were 
available in the database, only 6,485 plants or about 47% of them were evaluated.  
Possibly, the missing data was unique to some particular work-week length, so the 
frequency of occurrence of operating interval ranges was recalculated.  Table 4 below 
shows the relative frequency for each of the nominal work-week length for the reduced 
number of plants.  Despite removing half the data points from the database, the old and 
new relatively frequencies are very similar. 
 
 
Table 4: Interval Ranges of Operating Hours for Plants with Complete Data 
Nominal 
work-week 
length
Lower limit Upper limit
40 38 50 19% 16%
80 77 100 22% 21%
120 115 120 18% 19%
168 161 168 15% 16%
74% 72%Total
Operating hours/week New Relative 
frequency
% 
Original 
Relative 
frequency
% 
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The calculated load factors were statistically analyzed for each interval by 
computing the mean, standard deviation and upper and lower quartile values.  The lower 
quartile represents the median of the lower half or the lowest 25% of data and the upper 
quartile represents the median of the upper half or the highest 25% of data.  The average 
of these two values is the median of that data set.  A 95% confidence intervals for both 
load factors were also calculated.  However, it encompassed a very small range for the 
ELFan.  Similar calculations were carried out again, grouping the data by the first two 
digits of their standard industrial classification (SIC) industrial code.  This was done to 
compare the load factors for different industry types for the same interval ranges of 
operating hours.   
A one-way analysis of variance (ANOVA) test was performed to see if the 
various mean values of ELFan and PLFan had significant differences.  This was important 
because the number of plants in each interval range was different. The test method used 
in this case is the Tukey-Kramer multiple comparison procedure or T-K procedure.  The 
T-K procedure is based on computing confidence intervals for the difference between 
each possible pair of mean values.  In the case for the ELF’s and  PLF’s, there will be 
four differences to consider for each type of load factor, since there are four mean values 
that were calculated.  Once the confidence intervals have been computed, each is 
examined to determine whether it includes zero.  If the interval does not include zero, the 
two means are significantly different from one another.  The procedure was based on 
critical values for a probability distribution called the Studentized range distribution and 
carried out using a 95% level of confidence [34].   
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When k treatments are being compared, there will be k(k-1)/2 confidence 
intervals to be computed.  In our case, k will be the four load factors analyzed 
representing work-week lengths of 40, 80, 120 and 168 hrs/week. The intervals for the 
difference of the entire sample means are then calculated using the procedure given by 
Equation 7: 
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where µk represents the true mean load factor for plants operating within a particular 
range of operating hours, kx  is the mean load factor for any given work-week length, n 
is the sample size (number of plants), and q is 95% Studentized range critical value. The 
mean square error or MSE is the sum of the square divided by the degree of freedom. 
 
 
kN
SSEMSE −=                       (8) 
 
where N is the total number of plants (for all operating hours), N-k are the degrees of 
freedom given by Equation 9 and SSE is the error sum of squares given by Equation 10, 
with s being the sample standard deviation 
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The load factors presented in this report are calculated using Equation 3 and 4 
and are on an annual basis.  Typically, load factors are monitored on a monthly basis 
(Equations 1 and 2) and therefore caution should be exercised when using this 
information as diagnostic tools, as there may be differences between the two.  In order to 
check if there were sufficient differences between the two, an analysis was carried out 
using the data collected from assessments by the Texas A&M IAC.  The Texas A&M 
IAC has been in operation since 1986 and has completed over 500 assessments [21]. 
Similar to the IAC database, the data collected from the A&M assessments includes 
annual electrical energy, demand and operating hours.  The data however, also allows 
calculation of monthly ELF and PLF data, which is not available in the IAC database.    
After accounting for missing and invalid data, a sample of 330 plants was chosen 
to analyze for differences between the annual and average monthly load factors. Table 5 
summarizes the absolute percentage differences between the monthly and annual load 
factors.  On an absolute basis, about 75% of the plants had less than 15% variation with 
respect to the annual ELF.  A similar analysis conducted on the PLF revealed that 60% 
of the plants analyzed had less than 15% variation with respect to the annual PLF. In 
fact, over half the plant in each case had 10% or less variation. The results of the 
preliminary analysis on the difference between monthly and annual load factors was 
fairly inconclusive and therefore a statistical testing approach was adopted. 
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Table 5: Analysis of Differences between Monthly and Annual Load Factors 
ELF PLF
< 5% 55.5% 40.3%
5%-10% 10.6% 11.8%
10-15% 10.9% 9.4%
15%-20% 6.7% 10.6%
>20% 16.4% 27.9%
Relatively FrequencyAbsolute Difference 
Annual and Monthly Load Factors
 
 
A more accurate test to check for differences is a paired sample t-test [34].  In this 
test, the differences between the observations are calculated for each pair of ELF and 
ELFan or PLF and PLFan along with the mean and standard error of these differences. 
Dividing the mean by the standard error of the mean yields a test statistic, t, that is t-
distributed with degrees of freedom equal to one less than the number of pairs. The 
paired confidence interval, I, for the difference D between two sample means of load 
factor is given by  
 
n
StDI dn 1,2/ −
− ±= α                                   (11) 
 
where, t is the test statistic based on a 95% confidence interval (α=0.05), n is the number 
of pair being considered and Sd is standard deviation of the differences. The average 
difference, D , is given as  
n
D
yx∑ −=− μμ                                          (12) 
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where μx and μy are the monthly and annual ELF or PLF values, respectively.  The 
standard deviation is then given as  
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The paired sample t-test is most accurate when the data is normally distributed. 
One of the most useful tools to assess the normality of a data set is a Q-Q plot.  A Q-Q 
plot is a plot of the ordered residuals versus the theoretical quartile of normal 
distribution and reveals severe departure from the normal assumption [35]. 
 Figures 3-4 show the QQ plot for the monthly ELF, annual ELF, monthly PLF 
and annual PLF, respectively. The closer the points are to the line, the more normally 
distributed the data looks. Points for both pairs of ELF’s fall along the line, indicating 
the data is normally distributed.  However, the same cannot be said for the pair of PLF 
data points, with some points showing more severe deviation. 
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Figure 3: Q-Q Plot of Annual and Monthly Electrical Load Factors 
 
 
 
   
Figure 4: Q-Q Plot of Annual and Monthly Production Load Factors 
 
 
Therefore, the results of the paired t-test will be fairly accurate for the ELF data 
but not so for the PLF data. Using equation 10-12, a 95% confidence interval for the 
mean difference between monthly and annual load factors is shown in Table 6.  
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Table 6:  Average Differences between Annual and Monthly Load Factors 
Difference Sample Difference 
Std. 
Error DF L. Lim U. Lim 
Monthly ELF - Annual ELF 0.036 0.005 329 0.026 0.045 
Monthly PLF - Annual PLF 0.044 0.017 329 0.012 0.077 
 
 
The results indicate that on the average, there is a mean difference of 0.036 for 
the ELF and 0.044 for the PLF.  The lower and upper limit using a 95% confidence for 
both load factors are positive, indicating that the monthly load factor is typically higher 
than the annual load factor most of the time. 
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CHAPTER V 
RESULTS OF ANALYSIS 
 
This section summarizes the data used to draw conclusions about the average 
ELFan and PLFan values for each of the nominal values of hours per week of operation, 
as well as differences in variation between the different types of industries.  The 
conclusions that can be made from this data will be presented in the next section. 
Table 7 below shows the mean values of ELFan, along with the lower quartile 
(Q1), upper quartile (Q3), standard deviation (Std. Dev) and the theoretical maximum 
for each of the four nominal work-week lengths.  Similarly, Table 8 shows the mean 
PLFan along with the upper and lower quartile values, standard deviation and 95% 
confidence interval of the mean (lower and upper limit). Typically, a PLF value of 0.75 
to 0.85 is considered good for a plant and the table below also shows the percentage of 
plants for each nominal work-week length that operate with PLFan ranging from 0.75 to 
1.0 [20].  
 
 
 
Table 7: Summary of ELFan Values 
Nominal 
work-week 
length, 
hours 
Mean Q1 Q3 Std. Dev Theoretical Max. 
40 0.36 0.28 0.43 0.130 0.24 
80 0.47 0.38 0.55 0.133 0.48 
120 0.56 0.48 0.64 0.130 0.72 
168 0.70 0.62 0.81 0.147 1.00 
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Table 8: Summary of PLFan Values 
Nominal work-
week length, 
hours 
Mean Q1 Q3 Std. Dev Lower Limit
Upper 
Limit 
0.75≤PLF≤1.0
% 
40 1.43 1.09 1.73 0.521 1.41 1.47 14% 
80 0.93 0.75 1.09 0.271 0.92 0.95 40% 
120 0.80 0.69 0.91 0.187 0.79 0.81 55% 
168 0.70 0.63 0.82 0.149 0.70 0.72 45% 
 
 
 
Tables 9 and 10 show the mean ELFan and PLFan, respectively, along with the 
standard deviation and total number of assessments performed for all of the plants in 
each specific industry for each nominal value of operation hours. The industries in Table 
9-10 are based on the first two digits of the plant’s SIC code (Table 2).  Due to an 
insufficient number of plants in certain categories of the SIC, the standard deviation 
could not be calculated. 
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Table 9: ELFan Values based on Operating Hours and SIC code 
 40 Hours/week 80 Hours/week 120 Hours/week 168 Hours/week 
SIC 
# 
Plants Mean 
Std. 
Dev 
# 
Plants Mean 
Std. 
Dev 
# 
Plants Mean 
Std. 
Dev 
# 
Plants Mean 
Std. 
Dev 
20 107 0.46 0.16 153 0.54 0.13 114 0.59 0.12 108 0.68 0.13 
21 2 0.42 0.13 1 0.48 NA 1 0.67 NA 2 0.58 0.32 
22 13 0.35 0.15 20 0.46 0.11 53 0.53 0.13 41 0.71 0.14 
23 42 0.33 0.08 20 0.44 0.09 6 0.56 0.10 4 0.69 0.05 
24 106 0.32 0.10 82 0.45 0.11 27 0.52 0.14 35 0.65 0.18 
25 69 0.32 0.07 53 0.46 0.11 18 0.53 0.12 8 0.52 0.15 
26 22 0.36 0.10 63 0.48 0.13 136 0.57 0.12 78 0.73 0.13 
27 15 0.35 0.15 49 0.44 0.12 48 0.55 0.13 62 0.62 0.12 
28 42 0.42 0.14 39 0.55 0.15 47 0.59 0.12 115 0.77 0.13 
29 9 0.24 0.08 13 0.37 0.14 8 0.56 0.14 14 0.71 0.20 
30 46 0.30 0.08 82 0.43 0.14 198 0.56 0.13 237 0.74 0.11 
31 22 0.33 0.06 6 0.43 0.06 1 0.50 NA 0 NA NA 
32 39 0.42 0.19 41 0.43 0.15 36 0.51 0.14 62 0.70 0.17 
33 49 0.32 0.16 85 0.44 0.18 104 0.53 0.15 78 0.63 0.17 
34 132 0.34 0.12 262 0.45 0.12 157 0.55 0.13 62 0.66 0.16 
35 132 0.36 0.12 149 0.47 0.13 106 0.56 0.12 46 0.65 0.14 
36 61 0.40 0.11 89 0.51 0.12 63 0.60 0.13 55 0.74 0.16 
37 65 0.37 0.10 106 0.47 0.12 54 0.59 0.11 36 0.66 0.18 
38 33 0.48 0.13 46 0.51 0.13 18 0.59 0.10 15 0.79 0.10 
39 24 0.37 0.10 22 0.46 0.13 15 0.50 0.14 8 0.63 0.13 
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Table 10: PLFan Values based On Operating Hours and SIC code 
  40 Hours/week 80 Hours/week 120 Hours/week 168 Hours/week 
SIC 
# 
Plants Mean 
Std. 
Dev 
# 
Plants Mean
Std. 
Dev 
# 
Plants Mean 
Std. 
Dev 
# 
Plants Mean
Std. 
Dev 
20 107 1.79 0.61 153 1.06 0.28 114 0.84 0.17 108 0.69 0.13 
21 2 1.80 0.59 1 0.85 NA 1 0.98 NA 2 0.59 0.34 
22 13 1.44 0.61 20 0.92 0.25 53 0.78 0.19 41 0.72 0.14 
23 42 1.33 0.34 20 0.89 0.20 6 0.80 0.16 4 0.69 0.05 
24 106 1.26 0.41 82 0.91 0.22 27 0.75 0.21 35 0.66 0.19 
25 69 1.31 0.31 53 0.93 0.21 18 0.74 0.16 8 0.53 0.16 
26 22 1.45 0.44 63 0.95 0.26 136 0.81 0.17 78 0.74 0.13 
27 15 1.34 0.62 49 0.86 0.23 48 0.78 0.19 62 0.63 0.12 
28 42 1.60 0.55 39 1.11 0.31 47 0.84 0.17 115 0.78 0.13 
29 9 0.88 0.31 13 0.74 0.28 8 0.80 0.20 14 0.72 0.20 
30 46 1.18 0.29 82 0.85 0.28 198 0.79 0.19 237 0.75 0.12 
31 22 1.31 0.25 6 0.86 0.12 1 0.70 NA 0 NA NA 
32 39 1.71 0.82 41 0.87 0.31 36 0.73 0.20 62 0.71 0.17 
33 49 1.25 0.61 85 0.87 0.35 104 0.75 0.22 78 0.64 0.17 
34 132 1.35 0.48 262 0.89 0.24 157 0.79 0.19 62 0.67 0.16 
35 132 1.39 0.48 149 0.92 0.26 106 0.80 0.17 46 0.66 0.14 
36 61 1.60 0.43 89 1.02 0.25 63 0.86 0.19 55 0.75 0.16 
37 65 1.46 0.39 106 0.94 0.25 54 0.85 0.17 36 0.67 0.18 
38 33 1.86 0.55 46 1.01 0.29 18 0.85 0.14 15 0.80 0.11 
39 24 1.47 0.42 22 0.88 0.26 15 0.71 0.19 8 0.64 0.14 
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Table 11 below shows the results of the ANOVA analysis for the ELF.  The 
lower and upper limit is based on a 95% confidence interval and indicates the difference 
between ELFan for each pair of nominal work-week length period.  The range of 
difference between the ELFan for a plant operating at 80-168 hours/week and a one 
operating at 40 hours/week is always positive, indicating that the former plants have, on 
average, a higher ELFan value than those operating with a single shift operation.   
Similarly the range of difference between plants operating with a two-shift operation  
(80 hours/week) and those operating 120-168 hours/week is also positive, indicating that 
there are significant differences between in the ELFan values.  Similar deductions can be 
made by comparing plants operating 120 hours/week and 168 hours/week. 
 
 
Table 11: Results of ANOVA Analysis for ELFan 
40 subtracted from   
 Lower Upper 
80 0.092 0.121
120 0.178 0.207
168 0.320 0.350
   
80 subtracted from   
 Lower Upper 
120 0.072 0.099
168 0.215 0.243
   
120 subtracted from   
 Lower Upper 
168 0.128 0.157
 
 
 
Similar to Table 11, Table 12 below shows the results of the ANOVA analysis 
for the PLF.  The lower and upper limit is also based on a 95% confidence interval and 
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indicates the difference between PLFan for each pair of nominal work-week length 
period.  It can be observed that the range of difference between the PLFan for a plant 
operating at 80-168 hours/week and a one operating at 40 hours/week is always 
negative, indicating that the former plants have, on average, a lower PLFan value than 
those operating with a single shift operation.  Similarly the range of difference between 
plants operating with a 2 shift operation (80 hours/week) and those operating 120-168 
hours/week is also negative, indicating that there are significant differences between the 
PLF values.  Similar deductions can be made by comparing plants operating 120 
hours/week and 168 hours/week. 
 
Table 12: Results of ANOVA Analysis for PLFan 
40 subtracted from   
 Lower Upper 
80 -0.538 -0.473 
120 -0.673 -0.606 
168 -0.762 -0.693 
   
80 subtracted from   
 Lower Upper 
120 -0.166 -0.103 
168 -0.255 -0.190 
   
120 subtracted from   
 Lower Upper 
168 -0.121 -0.055 
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CHAPTER VI 
DISCUSSION OF RESULTS 
 
Table 7 in the previous section shows that the ELFan increases as the operating 
hours increase, as expected from Equations 1 and 3.  The ELF value is expected to 
increase with operating hours because the longer a facility operates the more electrical 
energy it consumes.  Surprisingly, the mean ELFan of 0.36 is 50% greater than the 
theoretical maximum ELF for plants operating 40 hours/week and the value of 0.70 is 
30% less for those operating 168 hours/week.  This can be attributed to the fact that the 
operating hours in the database may not be representative for the entire facility.  Some 
facilities may have more than one area where significant production activities occur and 
the operating hours of the areas may differ considerably.  The standard deviation is 
similar for all groups, ranging from 0.13 to 0.15 with no particular trend being 
demonstrated. There is also some overlapping between the lower quartile (Q1) of a 
particular work-week length and the upper quartile (Q3) of the preceding row. 
Therefore, a small portion of plants have similar load factors even if they have 
significantly different shift patterns. 
Table 8 shows that the PLFan values decrease as the operating hours increase.  If 
the energy consumed is proportional to the operating hours, then Equation 2 and 4 
indicate that the PLF should be invariant with operating hours and any value greater than 
one indicates energy consumption outside the nominal weekly operating hours.  When 
used as a diagnostic tool, if the PLF exceeds unity and nothing in the plant should be 
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operating outside the plant operating hours, then unnecessary energy consumption may 
be taking place.  The percentage of plants that operate with a PLFan greater than 0.75 but 
less than 1.0 was found to be greater than 40% for  plants that operate 80, 120 or 168 
hours per week.   However, this drops to 13% for plants operating at 40 hours per week.  
Such a significant drop would suggest that such facilities perhaps present the most 
opportunities for energy conservation.  The 95% confidence interval of the PLFan in 
Table 8 is the expected range of the mean PLFan for all plants that operate at either 40, 
80, 120 or 168 hours.  Comparing the values of standard deviation in Tables 7 and 8 
shows that the standard deviation is much higher for the PLFan values than the ELFan’s, 
indicating the presence of more scatter in the PLF data. However, this reduces with an 
increase in operating hours, indicating that there is less scatter among PLF values of 
plants operating on a 24/7 schedule. 
The trend indicated in Tables 7 and 8 where the ELF’s for the lower nominal 
operating hours are greater than the theoretical maximum correlates with the PLF’s 
decrease from values greater than unity to less than unity as the operating hours increase.  
The mean PLFan value along with the upper and lower quartile for a plant operating at 40 
hours/week is greater than one, suggesting that these facilities may have significant 
energy usage outside production hours.  The energy consumption could result from the 
use of facility equipment such as lights or product refrigeration which are on all the time 
or from operation of other departments within the facility that are not part of the main 
production area.  This could also explain why the mean ELFan is greater than the 
theoretical maximum for plants operating with a single shift operation. 
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The mean ELFan for each specific industry in Table 9 were found to be 
comparable to the mean values calculated in Table 7.  For plants that operate at 40 hours, 
per week, about 40% of the categories have an ELF value greater than the overall 
average (0.36). A similar analysis for other work-week periods yielded equivalent 
results. Analogous to Table 9, Table 10 shows the mean PLFan for different types of 
plants.  Almost all the categories of plant operating with a single shift operation have a 
PLF value greater than one. The exception to this are plants under SIC group 39, which 
corresponds to petroleum refining. The data also shows that almost all types plant seem 
to operate more efficiently when operating with two or more shifts. However, compared 
to Table 9, the standard deviation of the PLF data is very high for single shift operations. 
In order to check if there was significant difference between the different mean 
values of ELFan and PLFan, a one way analysis of variance (ANOVA) test with the 
Tukey-Kramer multiple comparison procedure was carried out using a 95% level of 
confidence.   Using this procedure, the confidence interval for the difference between 
each pair of ELFan and PLFan was calculated.  None of the intervals were found to 
include zero, thus indicating that the mean ELFan or PLFan for plants operating at 40 
hours per week is significantly different than the ELFan or PLFan of plants operating at 
other nominal work-week lengths. If any of the intervals were found to contain zero, it 
would mean that there is no statistical distinction in the load factors for that pair of 
plants. This test is important as the number of samples in each group is different. 
The results from Table 7 and 8 shows that the standard deviation is higher for the 
PLF data as compared to the ELF.  Figure 3 and 4, which shows the QQ-plot suggests 
  43 
 
that the PLF data does not portray a normal distribution similar to the ELF, as evident by 
the large number of outliers present outside the diagonal. Therefore, the data presented 
in Table 12, which shows the results of the ANOVA analysis for the annual PLF, will 
not match the accuracy of the data shown on Table 11.  The large variations indicate that 
grouping PLF data based on operating hours may not be a reasonable approach to 
benchmarking energy use in industries. 
There can be several sources of error that could contribute to variations in the 
data used for this analysis.  The first of these is that the SIC codes that were used in this 
study often contain industries within their major groups of products that may have very 
different energy consumption needs.  An example of this could be SIC Major Group 35, 
which has industries ranging from turbines to office equipment.   
The energy use and operating hour data are also potential sources of error.  The 
energy consumption and demand in the database should be reported on an annual basis.  
However, possibly reported values of energy and demand are not extrapolated properly 
to a twelve month basis when sufficient data is unavailable or not extrapolated at all.  
The operating hours in the database refer to the hours of production for the core 
manufacturing area.  Significant energy consumption may take place outside the time of 
operation of the core manufacturing area.  Such circumstances would lead to a high 
value of PLF but a low value of ELF. 
Another likely source of error would be the possibility of human error involved 
in the incorporation of data into the database.  The data is inserted by the individual 
centers after the report is complete.  During the initial analysis, there were a significant 
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number of electrical and production load factors calculated that were theoretically 
impossible.  
 
  45 
 
CHAPTER VII 
CONCLUSIONS 
 
The database of the Department of Energy sponsored Industrial Assessment 
Center program was used to identify the most common ranges of operating hours for 
manufacturing facilities and develop ranges of load factors.  The average ELFan along 
with the upper and lower quartile values corresponding to nominal work-week length 
values of 40, 80, 120 and 168 hours/week were calculated and were found to be 
comparable to values published in literature [19, 25].  As expected the ELF increased 
with operating hours while the PLF showed an inverse trend.  The standard deviation of 
the mean PLFan values was significantly higher than the corresponding ELFan values, 
thus indicating more variability in the results.   
 Plants that operated 40 hours per week were found to have a high range of PLFan 
values, often exceeding unity.   Although a PLF over one is theoretically indicative of 
energy waste, it may not always hold true, especially for plants that operate with a single 
shift. This is because such plants are more likely to have energy usage outside the 
nominal hours.  The percentage of plants operating with a good PLF (about 0.75) were 
also much lower in this group as compared to plants with two or three shift operation.   
The number of plants analyzed in each category was different, so checking if 
there were differences between the mean load factors calculated for the nominal work-
week length was essential. An analysis of variance test revealed that the load factors for 
each corresponding shift were significantly different.  As mentioned earlier, the load 
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factors calculated are on an annual and not monthly basis. A statistical analysis on the 
data based on assessments done by the Texas A&M IAC alone revealed that the monthly 
ELF and PLF on average tends to be higher than the corresponding annual load factor.  
Since there may be significant differences between the two, it is advisable to use caution 
when using this information as a diagnosis tool. This is especially true for the PLF, as it 
was found to have less of a normal distribution relative to the ELF. 
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