Phase contrast tomography is a developing area in imaging. It is an extension of conventional tomography additionally employing phase information. However, a strong coherence condition is needed for the measurement set-up. Applications at synchrotron devices have been performed since 1998 with convincing success. Devices for small laboratories are about to be implemented in the near future. In this paper several models for phase contrast tomography are derived from the wave equation. Error estimates show the area of validity of these models. Using results from tomography, such as approximate inverse and fast backprojection,efficient reconstruction algorithms are worked out. Numerical tests with synthetic and real data are included.
Introduction
Conventional x-ray tomography is an important analysis tool in many applications of medicine and materials science. It is based on the fact that the absorption coefficients of different materials are often different. However, there are also materials that have only weak absorption and therefore raise problems in imaging. A solution is the additional use of phase information [5, 9, 10] . Coefficients referring to phase are often much larger than those referring to absorption (up to a factor of 1000). So one achieves a much better contrast in the phase reconstruction. Another advantage is that interaction with matter which is not based on absorption does not harm the probe. This is because phase interaction does not reduce the total energy of the wave during its transmission. At the boundary of two different components there is almost always a phase jump which gives a good contrast in the reconstruction. This fact can be utilized to reduce the applied dose.
However, in order to exploit these advantages one needs a radiation source with very good coherence properties. Up to now such radiation sources have only been implemented in third generation synchrotrons, but in the near future these will be utilized in the form of microfocus tubes, which can be used in ordinary laboratories.
In phase contrast tomography one can distinguish three different measurement set-ups: interferometic methods [16] , Schlieren technique [5, 9] and holographic methods [4] . The holographic method is the most sophisticated approach because it has the simplest measurement set-up. It is comparable to the set-up in conventional x-ray tomography and may be summarized as follows (see figure 1 ).
The unknown object f is irradiated by monochromatic coherent x-rays. The direction α of the incoming wave is varied within a fixed plane. The intensity profiles I (α, z j , ·) of the radiation are gathered at several distances z j behind the object.
All reconstruction methods so far for the holographic approach are based on a heuristic two-step forward model. First the relevant coefficients are projected in a virtual plane behind the object. Afterwards diffraction at this plane is used to obtain the intensity profile on the detector.
The standard algorithm, the so-called paraboloid method (PA), which was implemented by Cloetens [4] reconstructs the object function by inverting each step separately. First an algorithm known from electron microscopy is used to invert the diffraction process and after that filtered backprojection is applied.
Other algorithms, for example the ones introduced by Kohn [11] , Gureyev et al [7] or Bronnikov [3] , use several more approximations in the modelling. Hence the inversion becomes easier, but these methods suffer from greater inaccuracies or higher sensitivity to data errors.
In this paper we give a general approach to the holographic set-up by using basic physical equations. Starting with the wave equation we derive four models including the heuristic two-step model which is currently used.
Error estimates are made in order to measure the quality of the models. Furthermore, we show that the reconstruction problem is uniquely solvable. Using the methods of approximate inverse [13] and fast backprojection [8] we develop algorithms that are much faster and produce reconstruction results which are less dependent on data errors than all known reconstruction methods for phase contrast tomography. We are also able to give a strategy for an optimized choice of the measurement distances.
Different models
In this section we derive four models for phase contrast tomography. Because x-rays are of a wave-type nature we have a scattering problem. Using time-harmonic waves of the form
the mathematical model is given by the Helmholtz equation
Here we substituted the refractive index n by f = 1 − n 2 . Physically the imaginary part of the refractive index n reflects the absorption and the real part the phase information of the object. Because we focus on object functions with small values these characteristics also hold for the object function f . So Im( f ) indicates the absorption and Re( f ) the phase information.
Splitting the wavefield u as u = u i + u s , where u i is the incoming and u s is the scattered field, we are able to rewrite the problem for plane waves
in the form
With the Green function
the scattered field u s can be obtained as a solution of the Lippmann-Schwinger integral equation
The value of N represents the dimension of the considered space. Up to now this has been the common approach to scattering problems. Because only intensities can be measured, the data are given by I = |u i + u s | 2 . So far the applications at the synchrotron sources have been performed with the following settings:
Size of the object To determine the unknown object function f we have to solve the integral equation (1) . There exist some algorithms to solve the above equation, for example [1, 18] , but these methods had been developed for larger wavelength. Considering a wavelength of λ = 10 −10 these methods are no longer applicable because they need too much computation time and demand a gigantic amount of resources. Therefore some approximations have to be made in the modelling.
For the exact characterization of the measurement geometry we introduce new coordinates. We define
for a measurement distance z and incoming direction α. The set α ⊥ is given by α ⊥ = {s : s, α = 0}, so s ∈ α ⊥ is a coordinate on the detector.
Because the directions of the incoming waves are only varied in a single plane, we define the set of directions bỹ
for N = 3.
Model I: Born approximation
The most common approximation in scattering theory is the Born approximation. It is defined by
For weak scattering objects this is a good approximation to the scattered field u s .
With the help of the Born approximation we write down the first model.
Model 1 (M1).
Let f be the object function, then we have for s ∈ α ⊥ :
In order to give an error estimate for the model M1 we need the difference of the scattered field u s to u s,1 .
We denote the ball around a with radius ρ by B ρ (a) = {x : x − a ρ} and define for functions f with compact support, supp{
Proof. We prove the lemma for N = 2. The three-dimensional case can be derived analogously. First we give an estimate for the scattered field:
The difference between the scattered field and the Born approximation is given by
A similar statement can also be proved for f ∈ L 2 (R N ) but we do not derive it in this paper. With the help of the lemma we are able to give an estimate for the model M1.
Theorem 2.2. Let f be compactly supported
Proof. The error is given by
Using lemma 2.1 completes the proof.
A very important result concerning the Born approximation is the propagation theorem (see [19] ).
and σ ∈ α ⊥ as well as σ k the equation
The orbit which is described by ((a(σ ) − k)α + σ ) for a fixed α is called the Ewald sphere.
Model II: Born approximation with linearized intensity
In the next step we omit the quadratic parts |u s,1 | 2 in the intensity:
Model 2 (M2).
Let f be the object function, then we have for s ∈ α
We can give an error estimate for the model M2.
Proof. With the help of lemma 2.1 we obtain
Looking at theorems 2.2 and 2.4, we see that the order of the error is quadratic in both models. However the coefficient of model M2 is, for small values of h ∞ , larger than in model M1. So the approximation with model M1 is better, just as one might expect.
Model III: paraboloid approximation
The third model which is applied by many authors for the generation of synthetic data employs the small wavelength and the ratio of the object size to the measurement distance used in phase contrast tomography.
Because of the large wavenumber the Hankel function in the two-dimensional case can be approximated by
for k x − y 1.
We obtain the wavefield
This representation looks very similar to the three-dimensional Born approximation because the exponential part has the same structure in both dimensions. For this reason the following approximation is valid in two and three dimensions.
We split y =ỹ + tα withỹ ∈ α ⊥ and, because the detector distance is much larger than the object size, we approximate the norm zα + s − y in the denominator by zα + s − y ≈ z and the norm zα + s − y in the exponent by
With the identity u i (y) = e ikt we obtain
We notice that the determination of the scattered field u s,3 consists of two transformations. The inner integration is exactly the x-ray transform and the outer integration represents some Fresnel diffraction. So let us define the x-ray transform by
and the Fresnel diffraction
We arrive at the third model.
Model 3 (M3).
Let f be the object function, then we have for
and
Again we discuss the approximation error of the model. We start with an estimate for the Hankel function. 
Proof. Using [2] we have
Because the distance x − y > z − ρ, it follows that
Altogether we obtain for f ∈ L ∞ (R N ) the estimate
If we insert the characteristic parameters for phase contrast tomography into the above estimate, we notice that the emerging error is extremely small. So the approximation of the Hankel function can be done without any problem. Now we measure the distance between u s,2 and u s,3 . 
Proof. We again prove the statement for N = 2. The three-dimensional case can be derived analogously. First we take a look at 1
Here 2 is a polynomial homogeneous of order 2.
Further we obtain
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The polynomial 4 is homogeneous of order 4. The difference of the scattered fields can be evaluated by
Using the same techniques as in previous lemmas we complete the proof.
At first sight is seems a little surprising that the error estimate is dependent on s . Bearing in mind that using the paraboloid approximation we substituted sphericals of identical wave status by paraboloids one can understand that the error must depend on s .
This estimate shows that for objects with a diameter of ρ ≈ 10 −4 the paraboloid approximation is a good choice. However, if the diameter of the object becomes larger than ρ ∼ 10 −2 the right-hand side of the inequality exceeds the norm of the scattered field. In this case the paraboloid approximation is less useful.
In order to give the difference between I and I 3 in a convenient way we define the abbreviation
Proof. With the help of the triangular inequality and lemmas 2.1, 2.5 and 2.6 we obtain the sought estimate.
Model IV: paraboloid approximation with linearized intensity
In our last model we simply linearize the intensity of model M3.
Model 4 (M4).
Let f be the object function; then we have for
Using the same ideas as in theorem 2.4 we are able to give an error estimate.
Reconstruction methods
Now that we have discussed the accuracy of the models we derive some reconstruction methods.
We start with the model M4 which is (because of the many approximations) very easy to handle. The measured data are denoted by I exp . For simplicity we also define
MOR method
The intensity in the model M4 is given by
Let us define the data function g 4 by
A very important question is how many distances are necessary to uniquely determine the object function f . The next theorem states that only two distances are sufficient. However, the theorem tells us nothing about the numerical stability. In fact our numerical tests show that stable reconstructions can be obtained using four distances. Proof. The Fourier transform of g 4 with respect to s is
So we obtain for the distances z 1 and z 2 ik 2
The determinant is nonzero for all σ with
So the equation has a unique solution for all such σ .
Because f is compactly supported the support of P f is also compact. Hence
As equation (4) is solvable on a nonempty open set,the function
Because of the injectivity of F N −1 and P the function f is uniquely determined.
For the derivation of a reconstruction method we use the technique of the approximate inverse, see [13] [14] [15] . We assume that a set of distances z 1 , . . . , z K is used for the reconstruction of f . That is, we have to solve
The normal equation is
Now we are able to apply the approximate inverse. In order to determine the reconstruction kernel ψ 1 and ψ 2 , we choose a mollifier e γ and have to solve
This system cannot be solved analytically in an easy way. An attempt to evaluate the solution numerically fails also, because the kernel of the integral operator is highly oscillating. Therefore a very fine mesh grid has to be used which cannot be handled by today's computers. A way out is to perform a Fourier transform. We restrict ourselves to mollifiers of convolution type, e γ (x, y) = e γ (x − y), and obtain the equation
Now we define
and are able to calculate in the Hilbert space
the well known interrelation of the approximate inverse
The function is given by
Looking at the above equation we notice a problem with the frequency σ = 0. If σ = 0, the denominator becomes zero, and the kernel cannot be evaluated. So the mean value of the object function f cannot be determined. To overcome this problem one has to introduce some a priori information, for example about the support of f . Instabilities can also occur for other frequencies especially if the denominator becomes too small. This problem can be stabilized by adding a small number δ to the denominator.
An interesting fact is that we can combine the kernel with the filtering step in the inversion of the x-ray transform. By defining a modified filter˜ we obtain an algorithm of filtered backprojection type.
In order to calculate˜ we change the coordinate system to cylindrical coordinates and use the Fourier slice theorem of the x-ray transform:
Here we used the projection operator
Now the new kernel is F N −1˜ (σ ) = σ F N −1 (σ ). Because we have a measurement set-up with equidistant angle scanning we can apply a fast backprojection procedure see [8] .
The method of modified backprojection is as follows.
Algorithm 3.2 (MOR). Precomputation:
• Calculate the reconstruction kernel˜ .
Main computation:
• Determine
• Use fast backprojection:
This method contains the paraboloid method (PA) [4] as a special case. If we take the Dirac delta distribution as mollifier, e γ = δ, we obtain an algorithm very similar to the paraboloid method. However, the paraboloid method computes the solution in a two-step procedure using an algorithm known from electroscopy and the standard filtered backprojection. So one can expect that the MOR method is superior to the paraboloid method in computation time and stability concerning data errors.
The quality of the kernels and˜ basically depends on the value of the denominator (6)). The larger this value for a frequency σ the more stably the kernel can be computed.
Because the frequency σ ∈ α ⊥ only contributes with its absolute value we are able to substitute σ by a variable ξ ∈ R N −1 for a fixed α. Let us assume that the positive frequencies are given by ξ m = hm with a stepsize h and
As ξ contributes only with its absolute value the negative frequencies are included. The frequency ξ = 0 does not need to be taken into account because as we saw before the frequency ξ = 0 cannot be computed without special care.
With a clever choice of the measurement distances z 1 , . . . , z K we can influence the value of the denominator and are able to look for an optimal choice concerning the stability of the computation of .
We define the function G which we have to maximize:
As the computation of z 1 , . . . , z K has to be done only once the optimization routine used is not very important.
Nonlinear method NILI I
Now we turn to model M3. Because we have a nonlinear problem we can apply a GaussNewton type algorithm. First we define
Now we insert the representation of the function I 3 and obtain
We examine the uniqueness of the inverse problem. Proof. We consider the Fourier transform of g 3 with respect to s and obtain
Because the support supp{P f } ⊂ [−a, a] N for some a ∈ R, the equality
holds for all σ > 2 ak z . Now we are in a similar situation as in the proof of theorem 3.1. Because F N −1 g 3 (z, α, σ ) is known for two values of z, we can determine F N −1 P f (α, σ ) for all σ > 2 ak z . As P f is compactly supported and so F N −1 P f (α, ·) is holomorphic, the function F N −1 P f is therefore uniquely determined for all α. From the injectivity of F N −1 and P we obtain the statement.
The reconstruction concerning model M3 can be divided into two steps. First we calculate the x-ray transform P f (α, ·) out of the intensity measurements for all incoming directions α. Afterwards we apply a reconstruction method for the x-ray transform.
Because the direction α is not explicitly needed in the first part of the inversion we omit the variable.
The first approach to the nonlinear reconstruction problem was presented in [4] . Here a simplified Newton method was applied (the derivative was only evaluated for P f = 0). To solve the emerging equation the author of [4] used the paraboloid method. The results of this procedure are rather moderate.
Much better results can be expected by using a Gauss-Newton type method. However, because it is a nonlinear method we need a fast forward solver. The quadratic part of the data function g 3 , we call it Q, can be calculated in a fast way by using the fast Fourier transform:
Determining the derivative of g 3 we notice that it is not C-linear. To circumvent problems emerging from this we define a new variable q =h. The set of the measurement distances is given by M = {z 1 , . . . , z K } and the product spaces
Now we also define the derivative
Proof. We start with the operator B z (P f ). The linearity is obvious. So we only have to show
This results from
The statement for B(P f ) follows directly.
By simple calculation we obtain
We denote the vector
then a Newton step can be formulated in the following way:
To solve this system we use a standard conjugate gradient method (see [12] ).
To show the continuity of the operator B in lemma 3.4 we need the condition
In order to avoid this we restrict the considered space to
the exact Fourier transformed data and
, then we have in the conjugate gradient algorithm:
Proof. We divide the proof into three steps.
(i) First we show that b ∈ H K . Because
we only need to prove
Therefore we have
Here we used the operator D f (x) = f (−x). (ii) In the next step we prove that
Because of lemma 3.4 we also have
(iii) Finally we consider B
For the first component it holds that
We proceed with the second component in an analogous way. The inclusion of
is obvious because of lemma 3.4.
By induction we are now able to show the statement.
Finally, we end with the following Gauss-Newton-algorithm.
Algorithm 3.6 (NILI I). (i) Choose an initial value w (0) . (ii) Solve the system

B(w (µ) )(h, q) = b with the help of a conjugate gradient procedure. (iii) Perform a Newton step
w (µ+1) = w (µ) + h b j = F N −1 g exp (z j , ·) − F N −1 [g 3 (w ( j +1) )](z j , ·) for all j = 1, .
. . , K and repeat step 2 (until the desired resolution is reached). (iv) Apply filtered backprojection
f = P −1 w.
BVD algorithm
Now we turn to model M2. The data are
As the Born approximation is valid for the scattered field we are able to apply the propagation theorem 2.3. So we have for σ ∈ α ⊥ with σ k the equality
To simplify the representation we introduce the function
The data g 2 are now for σ k
Again we obtain a uniqueness result. Proof. For the two distances z 1 and z 2 we obtain the system with σ k
This system is solvable on a nonempty open set. So, using the same argument as in the proof of theorem 3.1, we obtain the uniqueness of F N f . Because of the injectivity of F N the function f is uniquely determined.
In the following we assume that the frequencies fulfil σ k. So we do not have to mention this special condition all the time. Actually in the numerical part of section 4 we will see that because of the small wavelength this condition holds for all discrete frequencies.
In order to stabilize the reconstruction we again use more than only one measurement distance.
From the measurements at the distances
By applying the approximate inverse as in section 3.1 we obtain
with the reconstruction kernel
. . .
Now we have to determine the inverse Fourier transform of F N f . Unfortunately, this is not straightforward because the Fourier transform is only known on the Ewald spheres. We can explicitly compute the inverse Fourier transform but the computation time would not be acceptable. A fast method can be expected by using a fast Fourier transform, so one has to interpolate the function F N f on a Cartesian grid and then perform a fast Fourier transform. This idea has been engaged by Natterer in conventional CT, see [17] . He showed in [17] that one can obtain a very fast but highly unstable procedure. A further ansatz is based on a method which was proposed by Devaney in ultrasonic tomography (see [6] ). Here we circumvent the interpolation in the Fourier space by a special coordinate transformation. We have
A coordinate transformation to the Ewald spheres gives a low-pass filtered version of f :
Using this ansatz it is not possible to implement a fast algorithm such as, for example, the MOR method. In three dimensions the complexity for an implementation with fast Fourier transform would be O(n 5 log n) with n being the discretization number in one direction. The reason for this is that one has to determine the value of the inner integral for every reconstruction point x separately.
We can speed up this method by using the small wavelength of phase contrast tomography. We expand the exponential function and obtain
Because of this approximation the integration over α ⊥ is now independent of x. So we obtain a procedure of filtered backprojection type. The complexity of this algorithm in three dimensions is O(n 4 ). The index M can be chosen very small because values of M = 1 up to 4 are sufficient for a good approximation. The accelerated variant is as follows.
Algorithm 3.8 (BVD). Precomputation:
• Compute the kernel .
Main part:
• Perform filtering for 0 ν M
• Apply fast backprojection
In the classical filtered backprojection algorithms the inner integration which is called filtering can be carried out in the time domain. To this end a filter F γ (σ ) is chosen and the emerging convolution is evaluated by numerical integration. Unfortunately, an analogous approach cannot be done with the BVD algorithm,because the sought inverse Fourier transform
cannot be determined analytically.
With the help of some approximations we can give a simplified version of ψ ν . We have
For some simple filters like the Ram-Lak filter we can determine the integral analytically. So we are able to substitute the multiplication in Fourier space by a convolution.
Nonlinear method NILI II
Finally we consider the model M1. The data are
To solve the inverse problem we again apply a Gauss-Newton type method. The calculations for the derivation of the algorithm are analogous to the method NILI I of section 3.2. Therefore we only give the results. Because we want to use the propagation theorem we have a problem with frequencies σ > k. To circumvent this problem we calculate a low pass filtered version of f . We use the abbreviation
As mentioned in the previous section this limitation has no consequences for the numerical results because the discrete frequencies fulfil the condition σ k.
The derivative ofĝ 1 is given by
As in the NILI I algorithm we put again q =h. Further, we notice that the directions can be handled separately. So we omit the incoming direction α in the argument of the function. In order to indicate that the Fourier transform is evaluated on the Ewald spheres we definẽ
Further, we denote the operator C z in the following way:
We directly obtain
Finally, we define
In the Gauss-Newton method we solve in every Newton step with b = (b 1 , . . . , b K ) and
The function [g 1 (f )](z j , ·) are the data forf in model M1. To solve the system (10) we use a standard conjugate gradient method. After we have determined the Fourier transform on the Ewald spheres we can again use the technique of the BVD algorithm as in the linear case.
Algorithm 3.9 (NILI II).
• Choose an initial valuef (0) for every direction α.
• For every direction α solve the system
with a standard conjugate gradient procedure.
• Perform a Newton step
and go back to step 2 (until the desired resolution is reached).
• Apply filtering for all 0 ν M
Numerical tests
In this section we test our algorithms with synthetic and real data. To this end we create several phantoms and compare the results with respect to their computation time and their accuracy.
For the mollifier we take the Gaussian
The measurement distances are chosen following our strategy of section 3.1.
Because the different directions can be handled separately we can parallelize the presented algorithms in an easy way. This is especially attractive for the nonlinear methods.
Synthetic data
Using synthetic data we concentrate on the two-dimensional case. This is no severe restriction because the structure of the problem is the same in two and three dimensions. So we can directly transfer the results which we obtain in the two-dimensional case to three dimensions. Further, the reconstructions in two dimensions can be illustrated much more easily.
For the phantoms we choose Wavelength λ 3 × 10
−10
Detector pixel size 10
Number of pixels 512 Number of directions 800
We start with reconstructions out of exact data. These data are calculated using the series representation u s (r, ϕ) = n i n a n H (1) n (kr )e inϕ which is valid for circular objects. However, the determination of the coefficients a n of the series is problematic because we need coefficients a n with rather large indices and evaluation of these coefficients becomes very unstable. This mainly affects the oscillations which appear due to variations in the real part of f . Therefore we cannot expect that the real part is reconstructed in a reliable way.
The first phantom is a disc with radius 8 × 10 −5 , see figure 2. A reconstruction with MOR is displayed in figure 3 . We continue with a test for the choice of the measurement distances. For this reason we scanned phantom B, see figure 4 , with different constellations of measurement distances. For the generation of the data we used the propagation theorem of the Born approximation. This had to be done because an exact determination of the data is not possible in acceptable time. One can think of 'inverse crime' but the modelling error is rather small and so the results of our tests are reliable. In any case, for the final validation of our algorithms we use real data as can be seen in the next section. It has to be mentioned that the algorithms which are based on the paraboloid approximation (PA, MOR, NILI I) only need half of the measurement directions, because here the x-ray transform is embedded. The advantage of the MOR method in comparison to PA comes from the fast backprojection and from the approximate inverse. The computation time for the BVD algorithm is about five times higher than the MOR method. The reason is that the BVD algorithm needs all directions and that with M = 1 there are two backprojection steps. The nonlinear algorithms have a much higher computation time. Here a parallelization can be very advantageous.
We carry on with an analysis of the accuracy and stability of the methods. Therefore we additionally generate a phantom C, see figure 7 , and add a random error to the data. The phantom C scattering is stronger than phantom B. We do the reconstruction on a 512 2 grid with stepsize h = 10 −6 and choose the distances z = (0.02, 0.14, 0.77, 0.98).
For the methods we obtain with the help of the Frobenius norm the following relative errors: We observe that without any data error the PA method is slightly better than the MOR algorithm. This is because in the fast backprojection an additional interpolation step has to be carried out. The situation changes if we turn to data errors. Now the MOR method performs much better because of its regularization properties.
As phantom C is a stronger scatterer the algorithms which are based on linear models as PA, MOR and BVD are no longer adequate. Here we see the strength of the nonlinear methods NILI I and NILI II. In figure 8 one notices some shadows which vanish if we take a nonlinear method, see figure 9 .
The BVD algorithm does not give any improvements for the phantoms B and C so far, because the parameters of the phantoms B and C, like the support of the object, favour the paraboloid approximation. Finally, we turn to a phantom whose parameters do not satisfy the conditions for the paraboloid approximation. Therefore we need a larger reconstruction domain. So we choose the parameters Wavelength λ 800 × 10
Detector pixel size 2 × 10
−6
Number of pixels 4096 Number of directions 800
The object is a disc with radius 1.6 × 10 −4 , which is shifted out of the rotation centre by 3 × 10 −3 , see figure 10 . The object function f is chosen with only a real part; a magnification of the disc is shown in figure 10 .
The reconstruction with MOR shows some smearings at the upper and lower boundary of the disc ( figure 11 left) . This indicates that the paraboloid approximation is no longer valid. Applying the BVD algorithm with an index of M = 4 these smearings are attenuated noticeably (figure 11 right).
Real data
Now we apply our methods to real data. So we need the three-dimensional version of the algorithms. The data were measured at the ESRF (European Synchrotron Radiation Facility) in Grenoble. The object is a polymer fibre which is a weak absorbing medium. Because of the results of the previous section we apply the MOR method for the reconstruction. We also did tests with the nonlinear methods NILI I and NILI II but there was no noticeable improvement in the reconstruction. This is because the object is only weak scattering, so the linear methods are sufficient for the reconstruction.
The intensity profiles for one direction are displayed in figure 12 . We can clearly see that the recording at the distance 0.3 cm has only very low contrast. So we are dealing with a weak absorbing medium.
The parameters for the measurement are: The reconstructed values for the phase information are about 4 × 10 −9 and for the absorption about −4.3 × 10 −11 . In the reconstruction we see that the phase information has a good contrast but the boundary of the fibre is blurred, see figure 13 .
Probably this is because of the relatively large pixel size of 2.8 µm. So the oscillations caused by phase information cannot be resolved appropriately. 
Conclusion
The results show that one can achieve very good reconstructions using the holographic method. We obtained very good contrast even for objects which are weak absorbing.
In this paper we did a derivation of several models and discussed the area of validity of the models.
Further, we presented several improvements to the existing methods. The methods NILI I and NILI II included nonlinear parts of the intensity such that the shadows which appeared using linear methods vanished. In addition, the methods BVD and NILI II enlarged the parameter settings. So it is possible to deal with larger objects or larger wavelength. The behaviour of the algorithms with respect to data errors was improved. Therefore, the MOR method is much more stable than the PA algorithm. With the help of results from tomography, especially fast backprojection and approximate inverse, the computation times were drastically reduced. The choice of the measurement distances was optimized such that the reconstruction methods become more stable.
Up to now phase contrast measurements could only be made at special synchrotron sources but applications at ordinary laboratories can be provided by so-called microfocus tubes which are about to be implemented in the near future. However, the assumption of an incoming plane wave no longer holds for microfocus tubes. An adequate modelling has to model the incoming wave as a spherical wave. This topic will be addressed in a future paper.
