Abstract. Logical formalisation of agent behaviour is desirable, not only in order to provide a clear semantics of agent-based systems, but also to provide the foundation for sophisticated reasoning techniques to be used on, and by, the agents themselves. The possible worlds semantics offered by modal logic has proved to be a successful framework in which to model mental attitudes of agents such as beliefs, desires and intentions. The most popular choices for modeling the informational attitudes involves annotating the agent with an S5 -like logic for knowledge, or a KD45 -like logic for belief. However, using these logics in their standard form, an agent cannot distinguish situations in which the evidence for a certain fact is 'equally distributed' over its alternatives, from situations in which there is only one, almost negligible, counterexample to the 'fact'. Probabilistic modal logics are a way to address this, but they easily end up being both computationally and conceptually complex, for example often lacking the property of compactness. In this paper, we propose a probabilistic modal logic PF KD45 , in which the probabilities of the possible worlds range over a finite domain of values, while still allowing the agent to reason about infinitely many options. In this way, the logic remains compact, implying that the agent still has to consider only finitely many possibilities for probability distributions during a reasoning task. We demonstrate a sound, compact and complete axiomatisation for PF KD45 and show that it has several appealing features. Then, we discuss an implemented decision procedure for the logic, and provide a small example. Finally we show that, rather than specifying them beforehand, the finite set of possible probabilities can be obtained directly from the problem specification.
Introduction
In both reasoning about agents and in reasoning within agents, it is vital to choose tools that allow the representation of information at an appropriate level of abstraction, yet being simple enough to be mechanised. Logical formalisations of such informational aspects have been particularly successful, often using modal logics such as S5 for knowledge, or KD45 for belief. However, it is clear that, in realistic scenarios, such descriptions need to incorporate uncertainty. Without such descriptive flexibility, logical approaches cannot effectively represent real-world concerns and so cannot be used as the basis for practical reasoning in agents acting with uncertain information. While there have been some steps in developing logics of uncertainty or logics of probability (see Section 6) many of these (for example, probabilistic modal logics) are both computationally and conceptually complex. In particular, a significant drawback is that many such approaches lack the property of compactness 1 . In this paper we present a new probabilistic modal logic (called P F KD45 ) that builds upon the natural framework of Kripke models (the basis of modal logics), while allowing reasoning about uncertainty. Importantly, in this logic, the probabilities of the possible worlds range over a finite domain of values, while still allowing the agent to reason about infinitely many options. In this way, the logic remains compact, ensuring that the agent only has to consider finitely many possibilities for probability distributions during a reasoning task.
The P F KD45 logic extends, in some aspects, the system P F D previously introduced in [9] , which in turn was inspired by the system from [3] . The basic modal operator P > allows us to write formulas such as P > 0.5 ϕ, meaning that the "agent believes ϕ with probability strictly greater than 0.5". The operators (which have self-explanatory meaning) P ≥ , P < , P ≤ and P = can then be defined in terms of the above basis. Since probabilities range from 0 to 1, P ≥ 1 corresponds to the modal operator 2 or B. An important property of the logic is that it only allows probability measures (for each world) that are within a finite base set F . Although this semantically restricts probability assignments to a finite range, it is still possible to express and reason about arbitrary probabilities, since there is no restriction in the language that mirrors this semantic restriction. But again, in the logic, a particular axiom (Axiom A7; see later) ensures that arbitrary values collapse to values in the set F . The main motivation for using F is the restoration of compactness for the logic.
Logics that allow us to express that P rob(ϕ) ∼ x are, in general, not compact. Witness the set of premises Γ
Here, we have Γ |= P rob(q) = 1, and yet there is no finite subset of Γ that proves this conclusion. This has a computational counterpart: a mechanical device verifying whether a set of premises {P rob(ϕ) ∼ x} is satisfiable in Q ∩ [0, 1] in principle has to check an infinite number of assignments of probabilities to formulas ϕ. The advantage of the P F KD45 logic is that the range of allowed probabilities is within a finite base set
Although the use of the base set F causes a logical restriction, it is possible to highlight some interesting aspects (cf. [9] ). For instance, it we take F = {0, 1}, we have classical modal logic. Alternatively, Driankov's linguistic estimates (as in [2] ) impossible, extremely unlikely, very low chance, small chance, it may, meaningful chance, most likely, extremely likely, certain would be modelled by a 9-element F . In other words, the granularity of F can be chosen according to the intended application of the agent. However, since one of our main interests is to use the P F KD45 logic for describing and implementing uncertain agents, then having a mechanism for directly calculating the set F is very desirable. For this purpose, the basic idea is to have F determined by a set of arbitrary probability values which are directly extracted from the original agent specification. (Further discussion concerning this aspect will be provided in Section 6.)
In summary, contrary to many other logical approaches to probabilistic reasoning, our logic is both compact and conceptually simple. Thus, it represents a strong candidate for representing and reasoning about uncertainty within computational agents.
The paper is organised as follows. In Section 2 we present a description of the language and, in Section 3, we provide its semantics and establish its properties. Since the focus of P F D was not on a doxastic interpretation of modalities, we also include two additional properties in the P F KD45 Logic (axioms A8 and A9; see later), in order to represent KD45 -like belief. For instance, this allows us to have a probability distribution independent of worlds, and thus ensure that nested belief formulas are equivalent to formulas without nesting. Such issues are considered in more detail in Section 3. A decision procedure for the logic has been developed and implemented, and this is presented in Section 4. Due to space restrictions, only a small motivating example showing the versatility of the approach is provided in Section 5. Finally, related work and final remarks are presented in Section 6.
Language Description
The language L of P F KD45 consists of a countable set of propositional symbols, the logical connectives ¬ and ∨ (with standard definitions for ⊥, , ∧, →, ↔), and parentheses. We also define a modal operator P 
Definition 1.
A set F is a base for a logic P F KD45 if it satisfies:
The logic is defined relative to a fixed base set
. It is assumed that x i < x i+1 , if i < n (implying 0 = x 0 and x n = 1). The basic operator is P > x , with intended meaning of P > x ϕ being: "ϕ is believed to have a probability strictly greater than x".
The following abbreviations are used (from now on, x and y represent arbitrary values over [0, 1] ,and x i , x i+1 are elements of the base set F .):
The inference rules (R1 and R2) and axioms (A1-A9) of P F KD45 are:
The axioms A1-A6 all reflect basic properties of probabilities. Axiom A7 reflects the peculiarity of having a base set F : it says that, if a probability is bigger than a certain value in F , it must be at least the next value. Axioms A8 and A9 are included to emphasize the relationship with the modal logic KD45 and they make our agents doxastically introspective. The intuition behind these additional axioms is as follows. Axiom A8 denotes that, if the agent assigns a positive probability to some probabilistic judgement, then it incorporates this judgement. Axiom A9 states that the agent is absolutely sure about its own probabilistic beliefs (the focus of [9] was not on a doxastic interpretation of the modalities, and these introspective properties were not included).
Lemma 1. The following theorems are derivable in
We can define a belief operator, 'B', using Bϕ = P ≥ 1 ϕ, and can then infer the following.
We say that a formula in L is modal if it is built from atomic propositions, using only the logical connectives and the modal operator B. We claim that for all modal formulas, ϕ, P F KD45 ϕ iff KD45 ϕ.
Proof. The ⇐ part follows from a above; the ⇒ part will be obvious from the semantics for P F KD45 given later 2 .
Below we present some further theorems of P F KD45 , though only give one example proof. We also utilise some additional notation:
Now, for all ϕ, ψ in the language and all x ∈ [0, 1]:
The following lemma shows the benefit of having a finite base F : it guarantees that we can express in the language that every formula has a probability.
∼ is one of {<, ≤, =, >≥}
Semantics and Properties
Formulas ϕ ∈ L are interpreted on Probabilistic Kripke Models over F .
Definition 2. For each base set, F, P F KD45 is the class of all models M = W, P F , π for which:
-W is a non-empty set (of worlds);
The truth definition for formulas is defined in a standard way, the modal clause reading:
Note that the probability distribution is independent of the world. Let us call such a structure P F KD45. One can relate this semantics to a more standard Kripke semantics as follows. Given M = W, P F , π , first choose an arbitrary world w in the model M . Then, let W be {w} ∪ {w | P F (w ) > 0}. Finally, define R (x, y) iff P F (y) > 0, i.e., a world is accessible (from any world) if, and only if, its probability is positive. Let M w = W , R , π be the model thus obtained, with π being the restriction of π to W . The following gives a semantic motivation for coining our system P F KD45 : 
Completeness
Let ϕ be a consistent formula of P F KD45 . We will show how to construct a model that satisfies ϕ. Let Ψ be the set of sub-formulas of ϕ closed under a single negation and satisfying, for any ∼ within {<, >, ≤, ≥, =}, (P
With Ψ being finite, say |Ψ | = k, we can define the Ψ -maximal consistent sets as Γ 1 , Γ 2 , ..., Γ n , n ≤ 2 k . Let γ i be the conjunction of formulas in Γ i , i ≤ n. Then, we have: Since ϕ is consistent and, by construction of the Γ 's, there is at least one Γ ϕ such that ϕ ∈ Γ ϕ . Given this Γ ϕ , we construct a set Φ ⊇ Γ ϕ as follows. From Theorem T 8, we know that for every consistent set Γ and formula ψ, at least one set of the sequence
is also consistent. Now, we obtain Φ from Γ ϕ as follows:
1. let Φ 0 = Γ ϕ (this set is consistent); 2. for i = 1 to n, we know that there is some x ∈ F such that Φ i−1 ∪ {P = x γ i } will be consistent, and we make the corresponding choice for Φ i .
We let Φ be Φ n ; this is a consistent extension of Γ ϕ , which contains a probability in F for every 'world' Γ i (i ≤ n). We are now ready to define our canonical model
F , π c as follows: 
Nested Beliefs
Considering P F KD45 as a language for representing properties within individual agents, we next show that nested belief formulas can be removed, i. e,. any nested belief formula is equivalent to some formula given without nesting.
Lemma 5 (Independence of Probability Distribution). Let
We now demonstrate that nested beliefs are superfluous, in P F KD45 . This result is a generalisation of [10, Theorem 1.7.6.4], where it is proved for S5 , which means that their result still goes through when weakening the logic to KD45 , and even when having probabilistic operators. This lemma guarantees that prenex formulas can always be moved to the outermost level.
Definition 3. We say that a formula ψ is in normal form if it is a disjunction of conjunctions of the form
δ = ω ∧ P ≥ γ1 β 1 ∧ P ≥ γ2 β 2 ∧ ... ∧ P ≥ γn β n ∧ P > κ1 α 1 ∧ P > κ2 α 2 ∧ . . . ∧ P > κ k α k , where ω, β i , α j , (i ≤ n, j ≤ k) are
Lemma 7 (Removal of Nested Beliefs). We have, in P F KD45:
Proof. We sketch the proof of (3). As (M, s) |= P 
For →, note that (π ∨(λ∧P
is a tautology. Hence, the truth of
and this is valid for any state since (M,
Then, at this point we have:
The second case is analogous, giving
After considering the two cases we can, finally, use the propositional tautology
together with (8) and (9) to conclude (3).
We can this way bring all the probabilistic operators to the outermost level:
Decision Procedure
As previously explained, the semantic definition for P F KD45 -formulas is based on Probabilistic Kripke Models. For each world w there is a set of worlds that w considers possible and each one of these possible worlds is specified according to the formulas it satisfies. For instance, if in the actual world w P ≥ 1 p holds, the probability values assigned to the possible worlds where p is true sum up to 1 (which, in this case, guarantees that all the worlds where p is false have probability zero). In other words, by definition, the probability of a formula is given by the sum of the probability values assigned to the worlds that satisfy this formula, and satisfiability of a propositional formula is given by the assignment of truth-values to its symbols. So, by evaluating formulas, we identify the worlds where those formulas are satisfied. As a result, we can obtain the values that, once assigned to the set of possible worlds, can satisfy the modal formula present in the agent's specification.
The idea is to convert the set of formulas into constraint (in)equations. The inequation components represent all the possible truth valuations for the propositional symbols. A finite set of formulas is given, and a finite set of constraint (in)equations will be generated; each formula is converted into a set of (in)equational statements.
For instance, consider that the agent specification is expressed by the set of formulas: {P ≥ 0.8 p, P ≥ 0.7 q} and F = {0, 0.1, 0.2, ..., 0.9, 1}. The four possible sets of worlds (characterised by the truth-assignments) are: p1q1 (where both p and q hold), p1q0 (in which p holds and the negation of q holds), p0q1 (in which the q and negation of p hold) and p0q0 (where both negations hold).
In the given example, the set of constraints generated is:
The first equation expresses the fact that probability values have to sum up to 1. The two inequations represent constraints on the worlds in which p holds and worlds in which q holds, respectively. Solving the constraint (in)equations determines which are the values in set F that obey the constraints imposed by the formulas and can be, consequently, applied to the set of worlds. Therefore, the decision procedure turns out to be a mechanism for finding all the possible probability assignments for the set of possible worlds that would satisfy the specified formulas, as long as this set of formulas is consistent. Otherwise, no possible assignment exists.
As mentioned above the decision procedure converts the set of formulas into a set of constraint (in)equations. Identifying the propositional symbols is essential for determining the inequation components, and the number of components grows exponentially in the number of propositional symbols. Each formula determines which components constitute each inequation. Finally, the inequations are produced and solved.
Theorem 3 (Decision Procedure).
A formula ϕ in P F KD45 is satisfiable if, and only if, there is a solution for the set of (in)equations generated from ϕ within the domain F .
Example
We present a simple example to show what an agent specification might look like in the P F KD45 language. This is a variety of the the common "travel agent" scenario whereby once the travel agent believes you might be interested in a holiday, (s)he sends you information. The basic formulas are given as follows (the finiteness of the domain ensures that this example can indeed be represented in a propositional language).
A. ask(you, x) → P ≥ 0.8 go(you, x), i. e., "if you ask for information about the destination x, then I believe that you wish to go to x with probability greater than, or equal to, 0.8" B. P Referring to the decision procedure execution, there are three formulas to be evaluated (the ones that express degrees of beliefs):
We obtain 6 solutions when solving the first two rules. From this set, all solutions satisfy the antecedent of the third rule (as would be expected by the formal proof given above). Which means that, whatever solution is chosen as a possible value assignment, the antecedent of rule C is true. Or, independently of the assignment, sendinfo(you, x ) is a logical consequence of the knowledge theory, and six assignments can be considered as options when building a model for the agent specification. (where "B" represents buy(...) and "G" go(...)).
Limiting F
In this section, we elaborate on ways to automatically generate an appropriate base set for a formula. In particular, we will look at sets F that are generated by some number
For such an F , we will write F = 1 d . In general we have that satisfiability is preserved when considering bigger sets F : if F ⊆ F , then P F KD45-satisfiability implies P F KD45-satisfiability. As a consequence, we have that a formula ϕ is P F KD45-satisfiable for some F if, and only if, it is P F KD45-satisfiable for some generated F . So, given a formula ϕ, can we generate a F which is sufficient for satisfiability of ϕ? If we succeed in this, the user of the specification language P F KD45 need not bother about a specific F , but instead can leave the system to generate it.
To get a feeling for how sensitive the matter of satisfiability is against the choice of F , suppose we have three atoms p, q and r, and let L(p, q, r) be the set of conjunctions of literals over them: L = {(¬)p ∧ (¬)q ∧ (¬)r} and let our constraint ϕ be:
Related Work and Conclusion
Several methods have been developed to deal with uncertain information, often being split between numerical (or quantitative) or symbolic (or qualitative) ones [12] . P F KD45 is a system that combines logic and probability. In this sense, it is related to other work that showed how this combination would be possible in different ways [6] . One of those possible approaches is the interpretation of the modal belief operator according to the concept of 'likelihood' (as in [8] ). In this logic, instead of using numbers to express uncertainty one would have expressions like "p is likely to be a consistent hypothesis" (as a state is taken as a set of hypotheses "true for now"). That is, a qualitative notion of likelihood rather than explicit probabilities. P F KD45 was designed for reasoning with (exact) probabilities. Its Probabilistic Kripke Model semantics is similar to the one presented in [5, 4] . In their formalism, a formula is typically a boolean combination of expressions of the form a 1 w(ϕ 1 ) + ... + a k w(ϕ k ) ≥ c, where a 1 , ..., a k , c are integers, and each ϕ i is propositional. The restriction of having ϕ's as purely propositional does not apply to P F KD45 . Besides, the system in [5, 4] includes, as axioms, all the formulas of linear inequalities; consequently, their proofs of completeness rely on results in the area of linear programming. Our logic is conceptually simpler. Finally, P F KD45 differs mainly from other systems for representing beliefs and probability by allowing only a finite range of probability values, an assumption that at the same time imposes restrictions about the values that can be assigned to the possible worlds and permits the restoration of compactness for the logic.
Maybe the work closest to ours is that of [11] . It considers languages for first order probabilities, and the compactness of P F KD45 easily follows from [11, Theorem 11] . They also consider the case in which all the worlds are assigned the same probability function, but for a language that forbids iteration.
In this paper, we presented P F KD45 , a simple and compact logic combining modal logic with probability. Despite the inclusion of new axioms and slight changes in the semantics, it was shown how the logic preserves important results about soundness, completeness, finite model and decidability of the previous system P F D [9] . In addition, new results about nested beliefs have been presented, a decision procedure for the logic has been developed, and brief examples were given showing how the language can serve as an appropriate basis concerning the informational attitudes of an agent specification language. In summary, we proposed not only a complete axiomatization for the logic, but also a decision procedure that permits us to verify satisfiability of P F KD45 -formulas.
The use of a finite range F of probability values is a peculiar, and important, property of our logic. Although the use of a base F causes a logical restriction, it seems possible to chose its granularity according to the intended agent's application. Besides, as discussed earlier in Section 1, the compactness that it brings has significant benefits. Furthermore, a finite range of probability values reduces the computational effort required when building a model for the agent description.
Finally, this work on P F KD45 represents one step towards our main goal: an agent programming language capable of specifying and implementing agents that deal with uncertain information, together with new mechanisms for handling such uncertainty in executable specifications. Future work will concentrate on developing an executable framework combining the probabilistic approach of P F KD45 with the dynamic approach of and Temporal Logics. This will allow us to capture, in our simple an compact approach, the key aspects of uncertain agents working in an uncertain world.
