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The universal asymptotic amplitude ratio between the gyration radius and the hydrodynamic radius of self-
avoiding walks is estimated by high-resolution Monte Carlo simulations. By studying chains of length of up to
N = 225 ≈ 34×106 monomers, we find that the ratio takes the value RG/RH = 1.5803940(45), which is several
orders of magnitude more accurate than the previous state of the art. This is facilitated by a sampling scheme
which is quite general, and which allows for the efficient estimation of averages of a large class of observables.
The competing corrections to scaling for the hydrodynamic radius are clearly discernible. We also find improved
estimates for other universal properties that measure the chain dimension. In particular, a method of analysis
which eliminates the leading correction to scaling results in a highly accurate estimate for the Flory exponent of
ν = 0.58759700(40).
PACS numbers: 02.70.-c, 05.50.+q, 61.25.he, 61.41.+e, 82.35.Lr
I. INTRODUCTION
A few years ago [1, 2], one of the present authors demon-
strated significant progress in calculating universal properties
of self-avoiding walks (SAWs) [3] on a lattice, which is the
standard model to describe the static equilibrium properties
of isolated polymer chains in good solvent. These advances
were made possible through the use of a recursive data struc-
ture called the SAW-tree, which allows for very fast check-
ing of self-overlaps in Monte Carlo (MC) simulations based
upon the pivot algorithm [4–7], such that chains with up to
N ≈ 34×106 monomers (repeat units) could be studied. Uni-
versal quantities that are accessible include critical exponents
such as the Flory exponent ν = 0.587597(7) [1], which con-
nects the mean polymer size R with the degree of polymer-
ization N via the scaling law R ∝ bNν , where b is the typical
monomer size, and universal amplitude ratios such as the ratio
of two different ways to define the size of the coil. The two
most popular measures are the mean squared radius of gyra-
tion, 〈R2G〉, and the mean squared end-to-end distance, 〈R2E〉.
Denoting the coordinates of the monomers by~ri, i= 1, · · · ,N,
the corresponding observables are defined as
R2G =
1
2N2 ∑i, j
∣∣~ri−~r j∣∣2 = 1N∑i
∣∣∣~ri−~RCM∣∣∣2 , (1)
~RCM =
1
N∑i
~ri, (2)
R2E = |~rN−~r1|2 . (3)
In the limit of infinite chain length, Ref. [1] found the univer-
sal ratio limN→∞〈R2E〉/〈R2G〉 ≈ 6.254.
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Besides R2G and R
2
E, the hydrodynamic radius is a third im-
portant measure of the coil dimension which is measured in
dynamic light scattering experiments [8]. The inverse hydro-
dynamic radius is defined as
R−1H =
1
N2 ∑i 6= j
1
ri j
, (4)
ri j =
∣∣~ri−~r j∣∣ , (5)
with corresponding mean value 〈R−1H 〉. This gives rise to an-
other interesting amplitude ratio, 〈R2G〉1/2〈R−1H 〉, which is a
universal constant in the limit of infinitely long chains that
we denote as RG/RH by abuse of notation. In the present pa-
per we will utilize the efficient algorithm of Refs. [1, 2] to
accurately calculate this universal quantity.
Only two recent high-resolution simulation studies have at-
tempted to calculate the asymptotic ratio RG/RH with good
accuracy: Du¨nweg et al. [9] find a value RG/RH = 1.591(7),
while Caracciolo et al. [10] quote RG/RH = 1.581(1). These
values are compatible with each other, and also agree
nicely with the prediction of renormalization-group calcula-
tions [11], RG/RH ≈ 1.595. Mansfield and Douglas [12] have
recently calculated the hydrodynamic radius in the infinite-
chain length limit. However, while we calculate R−1H accord-
ing to the definition Eq. 4, they define a related quantity R∗H
(which is an expectation value) via the Stokes-Einstein rela-
tion
D=
kBT
6piηR∗H
, (6)
where D is the translational diffusion coefficient of the
molecule in infinitely diluted solution, kB is the Boltzmann
constant, T is the absolute temperature, and η is the solvent
viscosity. R−1H according to Eq. 4 gives rise to the short-
time (or Kirkwood) approximation to the diffusivity, while
the true long-time value differs somewhat from the Kirkwood
value [12–14]. Therefore their result is not directly compara-
ble with ours. It will be shown that the present study has been
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2able to obtain 〈R−1H 〉 according to Eq. 4 with substantially in-
creased accuracy, and our estimate, RG/RH = 1.5803940(45),
is again in good agreement with Refs. [9, 10].
A crucial aspect of the analysis of MC data is the observa-
tion that such simulations necessarily deal with finite chains
of length N, while the above-mentioned values for the univer-
sal numbers hold in the asymptotic limit N → ∞. For this
reason, a good understanding of the finite chain length ef-
fects (or corrections to scaling) is imperative for a correct and
meaningful extrapolation. This is particularly true for the hy-
drodynamic radius since the corrections to scaling are very
strong [9, 10, 12]. While for 〈R2G〉 and 〈R2E〉 the corrections
are given by [1]〈
R2G
〉
= DGN2ν
(
1+aGN−∆1 + · · ·
)
, (7)〈
R2E
〉
= DEN2ν
(
1+aEN−∆1 + · · ·
)
, (8)
where the correction-to-scaling exponent ∆1 ≈ 0.53 [1], the
hydrodynamic radius has an additional correction of order
N−(1−ν), with an exponent that is fairly close to ∆1, but which
will ultimately be the dominant correction:〈
R−1H
〉
= DHN−ν
(
1+aHN−∆1 +bHN−(1−ν)+ · · ·
)
; (9)
here DG,DE,DH,aG,aE,aH,bH are non-universal amplitudes.
The origin of the N−(1−ν) term has been discussed in detail
in Ref. [9]. These arguments shall not be repeated here; we
rather refer the interested reader to that paper.
It turns out that the Monte Carlo sampling of R−1H with the
algorithm of Refs. [1, 2] is somewhat more tricky than one
might expect at first glance. The reason for that problem is
intricately related to the underlying recursive data structure,
and it will be outlined in Sec. II. We have found a solution to
the problem by inventing a sampling strategy, which will be
elucidated in Sec. III. We then proceed in Sec. IV by outlining
computational details of our study. In Sec. V we analyze our
data and present a summary of results including our estimate
for RG/RH, and a much improved estimate for ν obtained by
eliminating the leading correction to scaling. Our simulations
are more accurate than those of Ref. [1] and hence allow us
to also present improved estimates for the universal amplitude
ratio limN→∞〈R2E〉/〈R2G〉 = DE/DG and ∆1. Finally, we con-
clude in Sec. VI.
II. THE COMPUTATIONAL CHALLENGE
For our polymer simulations we utilize the pivot algo-
rithm [4, 5], which is the most powerful known method for
sampling self-avoiding walks at fixed length. For SAWs on
the simple cubic lattice with N monomers, the probability of a
pivot move being successful decays as N−p with p ≈ 0.11.
The standard hash table implementation [5] then requires
mean CPU time O(N) to generate an essentially new config-
uration with respect to global observables such as R2E. Recent
algorithmic improvements [1, 2, 7] have further increased the
relative advantage of the pivot algorithm over other methods.
We utilize the SAW-tree data structure of Ref. [2] which al-
lows us to perform pivot moves for an N-step SAW in mean
CPU time O(logN), resulting in mean CPU time O(N p logN)
to generate an essentially new configuration with respect to
global observables.
The main ingredient of this implementation is a binary tree
data structure that recursively decomposes a chain into sub-
chains of decreasing length, until finally the monomer level is
reached. Each node on the tree stores aggregate information
about its respective subchain, such as the coordinates of its
center of mass, its end-to-end vector, its squared radius of gy-
ration, and, most importantly, its bounding box (the smallest
rectangular parallelepiped aligned with the lattice that com-
pletely encloses the subchain). Each geometric object within
a bounding box is stored not in terms of absolute coordinates,
but rather in terms of coordinates relative to the origin and
the orientation of the box. Now, a pivot move will always
mean that a geometric transformation (combination of rota-
tion, reflection, and translation) is applied to some monomers.
Instead of moving all these monomers individually, the algo-
rithm just moves those bounding boxes that need to be moved.
Some bounding boxes will be big, some small, but the algo-
rithm will always pick those boxes that are as big as possible.
For example, in the simple case that the algorithm happens to
just move the monomers number 1,2, · · · ,N/2, only one sin-
gle bounding box, corresponding to these monomers, is being
transformed. Because of the storing of relative coordinates,
all the data within such a box can be left as-is and do not need
to be updated. In other words, the algorithm always attempts
to work at the highest-possible levels of the tree and to avoid
the data-intensive low levels as much as possible. Further-
more, since the coordinates of a box are known both from the
outside and from the inside, this information makes it possi-
ble to recursively retrieve, starting from the top, the absolute
coordinates of any geometric object if they are needed.
After a node has been updated, it needs to pass informa-
tion to its higher-level node. For example, the end-to-end vec-
tor, the center of mass, and the gyration radius at the higher
level will be changed, and so will be the bounding box. From
there this passing will be done recursively all the way to the
very top. However, information-passing to lower levels is not
needed, and this is what makes the method fast. It can thus
be shown that the number of nodes that need to be updated
is O(logN). The check for overlaps can also be done with
average case O(logN) computational complexity. The crucial
observation is here that if two bounding boxes do not overlap,
then this is also true for all monomers that they contain. Only
in case of box overlap further investigation is needed, and this
is again done in a top-down recursive fashion.
It is also clear that the evaluation of the end-to-end vector
and of the center of mass are compatible with that approach.
The end-to-end vector of a subchain that is decomposed into
two sub-subchains is the sum of the end-to-end vectors of
those sub-subchains, and therefore it is sufficient to pass infor-
mation just to the higher-level node. Exactly the same state-
ment holds for the center of mass, where instead of a sum we
have an appropriately weighted average.
Although the method is slightly less obvious, the gyration
3radius may also be calculated in such a recursive fashion, as
a few lines of straightforward algebra show that the following
decomposition holds:
R2G =
N1
N
{
R2G1+
∣∣∣~RCM1−~RCM∣∣∣2}
+
N2
N
{
R2G2+
∣∣∣~RCM2−~RCM∣∣∣2} . (10)
Here R2G is the squared gyration radius of the subchain with N
monomers, while R2G1 and R
2
G2 are the corresponding squared
gyration radii of the two sub-subchains, with N1 and N2
monomers, respectively, while ~RCM is the center of mass of
the subchain, and ~RCM1, ~RCM2 are the corresponding centers
of mass of the sub-subchains. Thus, Eq. 10 allows us to cal-
culate the gyration radius recursively as well.
However, the hydrodynamic radius is an observable that
cannot be decomposed into sub-observables of subchains.
The reason is that R−1H involves interactions between distinct
monomers and cannot be written in a form that involves only
one-body terms (meaning that only sums of the form ∑i · · ·
occur, but not terms of the form ∑i j · · · , ∑i jk · · · and the like).
In contrast, ~RE and also R2G can straightforwardly be written
in such a form.
Therefore, calculating R−1H is in principle much harder than
RE or RG, because a recursive evaluation cannot be done.
The brute-force approach, in which one would evaluate the
full double sum ∑i 6= j r−1i j for each generated chain conforma-
tion, will obviously not work: the computational complexity
of the sum, if done exactly, scales as O(N2) (perhaps with
an additional factor of O(logN) depending on the details of
the implementation). This could be improved to O(N) if the
hydrodynamic radius were evaluated via the fast multipole
method [15]. If we were using the hash table implementation
of the pivot algorithm then this would indeed be a very effec-
tive approach, as the mean CPU time to generate a new SAW
would also be O(N). However, both the naive and fast mul-
tipole methods would dominate the mean CPU time required
to generate a new SAW for the SAW-tree implementation of
O(N p logN). In other words, evaluation of the full sum for the
hydrodynamic radius would lead to an algorithm for which
nearly all advantages of the SAW-tree implementation would
be lost!
Our simple solution, whose computational complexity is
logarithmic in N, shall be outlined in the next section. From
the structure of the method as explained below, it is clear that
it can be applied to any observable that has the form ∑iA1(~ri),
∑i jA2(~ri,~r j), ∑i jkA3(~ri,~r j,~rk), and so on, as well as combina-
tions of these, and is thus quite general. However, it may fail
if one is interested in complex observables such as knot types.
III. SAMPLING STRATEGY FOR CALCULATION OF
THE HYDRODYNAMIC RADIUS
The key to our approach to solve the abovementioned prob-
lem is the following simple observation: we write
R−1H =
1
N2 ∑i 6= j
1
ri j
=
(
1− 1
N
)
1
N(N−1)∑i6= j
1
ri j
=
(
1− 1
N
)[
1
r
]
, (11)
where [· · · ] denotes an average over all pairs. This means that,
for a given conformation of the chain, we can find the ob-
servable R−1H not only by brute-force calculation of the sum,
but also by Monte Carlo sampling: we simply pick a pair
of monomers (i, j) uniformly at random from the set of all
monomer pairs, and evaluate r−1i j . If we do this often, and
average over the results, this will stochastically converge to-
wards R−1H /(1−N−1). Actually, it is sufficient to do this only
once per generated chain conformation, since the average over
pairs will be automatically included in the overall sampling.
We thus write 〈
R−1H
〉
=
(
1− 1
N
)〈[
1
r
]〉
, (12)
where the average 〈· · · 〉 means the average over chain con-
formations, and [· · · ] the average over monomer pairs; these
averaging operations are interchangeable.
This strategy gives rise to O(logN) computational com-
plexity for the operations being done for one chain conforma-
tion, since finding the actual coordinates of monomers i and
j involves a recursive search along the binary tree. In other
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FIG. 1. Exact results for 〈R−1H 〉 for a Gaussian chain. Instead of
〈R−1H 〉we rather plot the dimensionless ratio 〈R−1H 〉bN1/2/
√
6, where
bN1/2/
√
6 is the asymptotic long-chain value for the gyration radius
〈R2G〉1/2. In other words, corrections to scaling are taken into account
only for the hydrodynamic radius but not for the gyration radius. The
argument on the abscissa, N−1/2, reflects the leading-order correc-
tion to scaling. Note also that the asymptotic value for N → ∞ is
RG/RH = 8/(3
√
pi)≈ 1.5045.
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FIG. 2. Difference between 〈R−1H 〉bN1/2/
√
6 (sampled value) and
〈R−1H 〉bN1/2/
√
6 (exact value), as a function of chain length N. Here
the sampled value for 〈R−1H 〉 results from averaging over 106 inde-
pendent chains, using a full evaluation of the double sum ∑i 6= j r−1i j .
The error bars have been estimated as three times the standard error
of mean.
words, the computational complexity of the observable eval-
uation is comparable to the computational complexity to per-
form a single update by attempting to perform a pivot move.
In order to test this idea, we first studied a Gaussian chain
in three-dimensional continuous space, with 〈r2i j〉 = b2|i− j|,
as a simple toy model. For this model one finds analytically
by a Gaussian integral 〈r−1i j 〉 =
√
6/pib−1|i− j|−1/2, and the
remaining double sum is easily numerically evaluated to yield
an exact value for 〈R−1H 〉 for any reasonable chain length (in-
cluding all corrections to scaling). The result is shown in
Fig. 1.
It is also very easy to stochastically generate such a chain
using Gaussian random numbers, based upon the Box-Muller
transformation. We therefore studied chains of length 8≤N≤
8192 and sampled 〈R−1H 〉 from 106 stochastic realizations. We
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FIG. 3. Same as Fig. 2, but now applying the refined sampling strat-
egy where the interparticle distance is only evaluated for one ran-
domly selected pair of monomers.
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FIG. 4. Ratio of the error bars from Figs. 3 and 2, as a function of
chain length N. As the statistical uncertainty of these data was not
sampled, we do not show statistical error bars. The straight line is
the function 1.1+1.3logN.
first calculated R−1H in the conventional way by brute-force
evaluation of the double sum. Using the same kind of plot as
in Fig. 1, the results are indistinguishable from the exact val-
ues. We hence rather show the deviation from the exact result,
using the same normalization as in Fig. 1 (i.e. we study 〈R−1H 〉
normalized by the asymptotic gyration radius of a chain with
the same N). The result is shown in Fig. 2. As it should be,
the sampled results are well compatible with the exact values
within error bars.
Using the same chains, we then sampled 〈R−1H 〉 by the “one
pair of monomers per chain” sampling strategy as outlined
above. As seen in Fig. 3, again the results are nicely com-
patible with the exact values within error bars. The impor-
tant point to notice is that the latter are only roughly a factor
of 10 larger than in the case of full evaluation, and this ratio
varies only very weakly (possibly logarithmically) with chain
length, as shown in Fig. 4. This however means quite clearly
that the immense computational effort to evaluate the double
sum does not pay off in terms of a substantially increased sta-
tistical accuracy, and that rather the “one pair of monomers
per chain” method is a much more efficient overall sampling
strategy. One may think of a variant of this scheme, where one
rather picks pairs (i, j) not uniformly, but rather with a prob-
ability ∝ |i− j|−α for some α . However, we expect such a
change to only slightly improve the statistical accuracy, com-
pared to the tremendous gain obtained by discarding the dou-
ble sum. We hence did not try such a refinement and kept
using simple uniform sampling.
At this point, we wish to remark that it may also be useful
to pick more than just one pair of monomers per chain. This
of course helps to improve the statistical accuracy somewhat.
More importantly, however, this is needed if one is interested
not only in the average value but also in higher moments of
the distribution or in time correlation functions that charac-
terize the efficiency of the algorithm. Let us discuss this in
more detail for the variance of the inverse hydrodynamic ra-
5dius. Obviously, we have
var(R−1H ) =
〈
R−2H
〉−〈R−1H 〉2 (13)
=
1
N4 ∑i6= j∑k 6=l
{〈
1
ri j
1
rkl
〉
−
〈
1
ri j
〉〈
1
rkl
〉}
=
(
1− 1
N
)2{〈[1
r
]2〉
−
〈[
1
r
]〉2}
,
where the last step is performed by using the same trick as in
(11) to convert the sum over monomers to an average. To sam-
ple this by a one-pair-per-chain strategy is impossible, how-
ever, since the form 〈[1/r]2〉 no longer permits us to just ex-
change the averages 〈· · · 〉 and [· · · ]. Rather we have[
1
r
]2
=
[[
1
r
1
r′
]]
, (14)
where [[· · · ]] is now an average involving four monomers
i, j,k, l with i 6= j and k 6= l. To obtain this average, one needs
to randomly pick such four monomers and calculate r−1i j r
−1
kl .
This latter average is again interchangeable with 〈· · · 〉 and
hence is in accord with our general strategy. Similar consid-
erations apply for even higher moments, or time correlation
functions. These considerations have motivated us to run the
simulation by not sampling one but rather two monomer pairs
per chain.
In practice, for the main computer experiment of self-
avoiding walks, the observable we sample is
Q=
1
2
(
1− 1
N
)(
1
r
+
1
r′
)
, (15)
which satisfies 〈[[Q]]〉= 〈R−1H 〉.
IV. DETAILS OF COMPUTER EXPERIMENT
We now briefly describe the details of the computer exper-
iment, which involved the pivot algorithm sampling of self-
avoiding walks for which the number of monomers N varied
from 512 to 33554432 (225).
The pivot algorithm is ergodic and satisfies the detailed bal-
ance condition [5], and so samples self-avoiding walks uni-
formly at random. However, to avoid initialization bias it is
necessary to run the pivot algorithm until the Markov chain is
indistinguishably close to equilibrium. In each case the seed
self-avoiding walk was generated using the pseudo-dimerize
algorithm described in Ref. [2]; the system was then equi-
librated by performing approximately 20N successful pivots
(no data were collected during the initialization stage).
Now that an appropriate initial SAW configuration had been
generated, the computer experiment to collect data was begun.
At each time step various observables were sampled: the ex-
act values for the squared end-to-end distance and the radius
of gyration were used, while the inverse hydrodynamic radius,
and the square of the inverse hydrodynamic radius were esti-
mated using an unbiased estimator, as described in Sec. III.
The computer experiment was run for 195 thousand CPU
hours on Dell PowerEdge FC630 machines with Intel Xeon
E5-2680 CPUs (these were run in hyperthreaded mode which
gave a modest performance boost; 390 thousand CPU thread
hours were used). In total there were 1.70×106 batches of 108
attempted pivots, and thus there were a grand total of 1.70×
1014 attempted pivots across all walk sizes.
We confirmed that the batching method of error estimation
was reliably converging even for the largest values of N. This
indicates that the degree of correlation between consecutive
batches of 108 pivot attempts was minimal for each of our
global observables R2E, R
2
G, and R
−1
H , even for the largest size
where N = 225.
The raw data that have been produced in this way are given
in the tables of Appendix B. We include estimates of the
amplitude ratios 〈R2E〉/〈R2G〉 and 〈R2G〉1/2〈R−1H 〉 as they have
smaller confidence intervals than might naively be expected
from the estimates of 〈R2E〉, 〈R2G〉 and 〈R−1H 〉 due to correla-
tions between the observables R2E, R
2
G, and R
−1
H which reduce
the variance of the ratio estimates.
We now briefly consider the properties of our novel Markov
chain sampling method, with a view to gauging the relative
effectiveness of our method for R−1H versus the observable R
2
E
which can be calculated exactly in an efficient manner.
Given an observable A with variance var(A) = 〈A2〉−〈A〉2,
we follow Ref. [6] and define the autocorrelation function for
this observable as
ρAA(t) =
〈AsAs+t〉−〈A〉2
var(A)
. (16)
The key quantity which measures the efficiency with which
A is sampled is the integrated autocorrelation time τint, defined
as
τint(A) =
1
2
+
∞
∑
t=1
ρAA(t). (17)
τint may be thought of as the number of Markov chain steps
required before the state is effectively new with respect to
the observable A. For a sampling scheme where consec-
utive estimates are completely uncorrelated we would have
τint(A) = 1/2. While τint may well be different for different
observables, for the pivot algorithm we expect that global ob-
servables such as R2G, R
2
E, and R
−1
H should decorrelate after a
constant number of successful pivots.
We can then calculate an a priori estimate of the expected
error on our estimate of the sample mean A¯ for nsample Markov
chain time steps:
stdev(A¯) =
(
2τint(A)var(A)
nsample
) 1
2
. (18)
Our goal in performing our Monte Carlo simulation is to
estimate 〈A〉 as accurately as possible for a given amount of
computer time. Usually, this entails either finding an observ-
able A′ for which 〈A′〉= 〈A〉 but var(A′)< var(A), thus allow-
ing for more efficient sampling (variance reduction), or find-
ing a Markov chain with an improved move set which reduces
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FIG. 5. Plot of the ratio of relative errors for 〈R−1H 〉 and 〈R2E〉.
τint(A), or improving the efficiency of the computer imple-
mentation which allows nsample to be increased for the same
computational effort.
Our situation is a unique mix of these: We instead estimate
an observable Q from Eq. 15 which can be much more effi-
ciently evaluated, thus increasing nsample, but at the expense
of increasing the variance. The key question is: what is the
performance penalty from doing this, relative to an efficient
exact method?
We examine this question by calculating the ratio of rela-
tive errors in the estimates of 〈R−1H 〉 and 〈R2E〉 which we plot
in Fig. 5. There we see that the relative error for 〈R−1H 〉 is
substantially below that for 〈R2E〉, although the ratio is grow-
ing with N, perhaps logarithmically. This behavior is qualita-
tively the same as the situation for a Gaussian chain as shown
in Fig. 4. In fact, we expect that the relative performance
penalty should be somewhat less than that case, because pivot
moves are only successful on average once every O(N p) at-
tempts (p ≈ 0.11 for the simple cubic lattice), and so Q is
sampled on O(N p) occasions over a time period for which
R−1H remains frozen.
Thus it seems that the performance penalty is quite mod-
est. Whether there exist alternatives to the observable Q which
could significantly improve sampling performance is an open
research question.
V. ANALYSIS AND RESULTS
In this section we describe the analysis of data collected in
the tables of Appendix B. We initially fit the data for standard
observables with a model derived from their expected asymp-
totic behavior; this is the conventional method. We then de-
scribe a method which has been used previously for the Ising
model [16, 17], which eliminates the leading order correction
to scaling term and allows for a much improved estimate for
ν . Next we analyze our data for the hydrodynamic radius, and
present a summary of our results together with estimates from
the literature in Table I.
We first study the data for 〈R2G〉. Starting from Eq. 7, we
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FIG. 6. Systematic variation of the fitted amplitude of 〈R2G〉 with
Nmin. The line of best fit to the final six values is shown, and we plot
our best estimate from these data of DG = 0.1951400(80).
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FIG. 7. Systematic variation of the fitted amplitude of 〈R2E〉 with
Nmin. The line of best fit to the final six values is shown, and we plot
our best estimate from these data of DE = 1.220345(35).
apply four-parameter fits to the data, where DG, aG, ν , and ∆1
are considered as fit parameters, while the higher-order cor-
rections to scaling are neglected. Because of the large range
of chain lengths and the high resolution accessible to our sim-
ulation, these higher-order corrections cause systematic errors
in the fits at a comparable level to the statistical error. For
this reason, we do the fits for various ranges of chain lengths
(N ≥ Nmin, where Nmin is varied systematically). The effect of
the higher-order corrections is then a systematic dependence
of the fit parameters on Nmin. In fact, the deviations for DG
and ν are expected to scale as N−ymin, where y is the correction-
to-scaling exponent corresponding to the first neglected term
(for a derivation, see Appendix A). In Eq. 7 it is believed that
there are in fact three competing next-to-leading correction
terms with exponents 1 (analytic), 2∆1 ≈ 1.06, and ∆2 ≈ 1
(∆2 is not known with any precision). Assuming a value y≈ 1
we thus plot the estimates for DG and ν as a function of N−1min.
For 〈R2E〉 we can apply the same analysis to Eq. 8.
We perform one further trick to reduce the influence of un-
fitted correction to scaling terms and make extrapolation eas-
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FIG. 8. Systematic variation of the fitted value of ν with Nmin, us-
ing both 〈R2G〉 and 〈R2E〉 data. The line of best fit to the final six
values is shown, and we show our best estimate from these fits of
ν = 0.5875970(14).
ier. We multiply our raw data by 1− c/N, where c is an ar-
bitrary constant chosen to reduce the curvature observed in
fits. Note that this trick does not change the leading or next-
to-leading asymptotic behavior of the observables, and so if
extrapolation is performed carefully this will not affect our
final estimates. We found that a good choice for 〈R2G〉 was
c = 0.0, for 〈R2E〉 we had c = 0.6, for 〈R2E〉/〈R2G〉 we had
c = 0.2, for 〈R−1H 〉 we had c = −0.2, and for 〈R2G〉1/2〈R−1H 〉
we had c=−0.5.
We plot the resulting estimates in Figs. 6, 7, and 8. Note
that all error bars shown are statistical and arise from the fit-
ting procedure. To take into account the systematic error from
corrections to scaling we extrapolate to the left-hand side of
the plots where Nmin → ∞. We choose our final extrapolated
value for the parameters by performing linear fits of subse-
quent estimates, with an error bar which is sufficiently large
so as to account for both the observed statistical error and un-
observed systematic error which manifests itself in the plots
as non-linear convergence. In the case of Fig. 8 we have the
benefit of two observables giving estimates for ν which have
different unfitted corrections, which increases the reliability
of the extrapolation procedure.
The fit in Fig. 8 gives ν = 0.5875970(14) which improves
significantly on the literature, but we can do better as we show
later in this section! Note that throughout this work we usu-
ally report two significant figures for our confidence intervals.
This is not because we claim that these confidence intervals
are so precise, but because information is lost when only one
significant figure is used. For example, confidence intervals
of 35×10−8 and 44×10−8 would both be reported as a con-
fidence interval of 4×10−7 if only one significant figure were
used.
Similarly, we can also study the ratio 〈R2E〉/〈R2G〉, which
converges towards the universal amplitude ratio DE/DG. Tak-
ing the ratio reduces the fits from four to three parameters, as
the powers of N2ν cancel out, and for this reason the estimate
DE/DG is more accurate than for the individual amplitudes
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FIG. 9. Systematic variation of our estimates of DE/DG with Nmin.
The line of best fit to the final six values is shown, and we show our
best estimate from these fits of DE/DG = 6.253531(10).
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FIG. 10. Systematic variation of the fitted value of ∆1 with Nmin,
using data for 〈R2G〉, 〈R2E〉 and their ratio. The line of best fit to the
final six values is shown, and we show our best estimate from these
fits of ∆1 = 0.528(8).
DE and DG. The estimated values should again vary system-
atically like N−1min, and the corresponding plot is Fig. 9. The
universal ratio is therefore found to take the asymptotic value
DE/DG = 6.253531(10).
Finally, we can also use these data to determine ∆1, whose
value is found to be ∆1 = 0.528(8). Again taking the next
to leading correction exponent as −1, the fitted value should
vary with Nmin like N
∆1−1
min ≈ N−0.472min . The results are shown
in Fig. 10.
We now describe a method of analysis which allows us to
eliminate the leading correction to scaling and obtain a much
improved estimate for ν .
It is a standard technique to use improved models for sim-
ulations in statistical mechanics, where typically a parameter
is chosen so that the leading correction to scaling term for all
observables is reduced sufficiently so that their contributions
are below the level of statistical error. For models in the self-
avoiding walk universality class, two such improved models
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FIG. 11. Systematic variation of the fitted value of ν with Nmin, using
data for the improved combination 〈R2imp〉= 〈R2E〉−4.478〈R2G〉. The
line of best fit to the final six values is shown, and we show our best
estimate from these fits of ν = 0.58759700(40).
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FIG. 12. Systematic variation of the fitted value of Dimp =
DE − 4.478DG with Nmin, using data for the improved combina-
tion 〈R2imp〉 = 〈R2E〉 − 4.478〈R2G〉. The line of best fit to the final
six values is shown, and we show our best estimate from this fit of
Dimp = 0.3464795(45).
are the Domb-Joyce model [10] and the bead model [18].
The basic idea of the method is very simple: instead of at-
tempting to find an improved model, we find an improved ob-
servable instead. This technique was previously used for the
three-dimensional dilute Ising model [16] and models in the
universality class of the three-dimensional Ising model [17].
Since 〈R2G〉 and 〈R2E〉 are independent measures of the size of
a polymer, the relative size of the leading correction to scaling
term for each of these observables is different. By forming an
improved observable R2imp via the linear combination
R2imp = R
2
E−4.478R2G, (19)
we find that we are able to reduce the amplitude of the leading
correction to scaling to a level below the statistical noise.
We are then able to fit 〈R2imp〉 by the truncated model
〈R2imp〉= DimpN2ν
(
1+
ε
N∆1
+O
(
1
N
))
, (20)
where we only fit Dimp and ν , neglecting the O(ε) term. We
confirm that this is indeed an excellent model for the data for
Nmin ≥ 8192 as the reduced χ2 of the fits is approximately
1. By reducing the order of the fits from four parameters to
two, we obtain sensible fits even for Nmin up to 262144 which
are far more accurate than the estimates from fits of 〈R2E〉 and
〈R2G〉. We plot the resulting estimates for ν against N−1min in
Fig. 11, where it can be seen that convergence in the limit
Nmin→ ∞ is smooth.
Note that in this case we did not use the additional trick of
multiplying by 1− c/N. We have also checked the stability
of the method by varying the constant in Eq. 19, and find that
within the interval (4.473,4.483) the plot in Fig. 11 is quite
linear and can be extrapolated easily.
Note the substantial decrease in range and domain for the
plots from the standard approach in Fig. 8 as compared to
the new approach in Fig. 11. Purely from this novel method
of analysis we have managed to decrease the error by more
than a factor of three, from 14× 10−7 to 4× 10−7. Our
central estimate has not changed, and our final estimate is
ν = 0.58759700(40).
We now perform one final trick to obtain improved esti-
mates for DE and DG. We first plot the estimates for Dimp
obtained from our two-parameter fits in Fig. 12. We then use
the fact that our estimate of DE/DG is more accurate than the
estimates of DE and DG individually, and form the combina-
tions:
DE =
Dimp
1−4.478DG/DE , (21)
DG =
Dimp
DE/DG−4.478 . (22)
We combine the errors from Dimp and DE/DG as if they
were independent, and obtain the improved estimates DG =
0.1951413(26) and DE = 1.220322(18).
We now turn to the R−1H data, where Eq. 9 applies. Again,
we start with a four-parameter fit, where we take the leading
order into account, plus the dominant correction to scaling.
The latter should be the analytic term, which is absent for 〈R2G〉
and 〈R2E〉. If only those two terms are present, the fit function
can be written as
〈R−1H 〉= DHN−ν +EHN−∆a , (23)
where the analytic value ∆a is one. This contribution is dif-
ficult to distinguish from the next-order contribution, which
scales as N−(ν+∆1) ≈ N−1.116, where the exponent is only
slightly different. However, our data are accurate enough that
this is actually possible. We therefore apply a four-parameter
fit to the data according to Eq. 23, where ∆a is left as a fit pa-
rameter. Using the results of Appendix A, these data should
then vary with Nmin according to ∆a ∝ N
∆a−ν−∆1
min = N
−0.116
min .
As seen in Fig. 13, they nicely extrapolate to ∆a ≈ 1, with
9a value that is clearly distinguishable from the next order
(1.116).
Finally, we focus on the universal amplitude ratio RG/RH,
which was the original motivation to perform the present
study. This can be written as
〈R2G〉1/2〈R−1H 〉=
RG
RH
+BN−(1−ν)+CN−∆1 + · · · , (24)
where the omitted leading-order correction is O(N−1). We
now use the value for ν as obtained from the 〈R2G〉 and 〈R2E〉
data, and treat the parameters RG/RH, B, C, and ∆1 in Eq. 24
as fit parameters in a four-parameter fit. The parameter RG/RH
should then vary linearly with N−1min. The data are shown in
Fig. 14 and give rise to an estimate for the universal amplitude
ratio of RG/RH = 1.5803940(45).
Table I summarizes our results, with a comparison with
previous results from Monte Carlo, series expansion, field
theoretic, and conformal bootstrap methods. We wish to
highlight the recent conformal bootstrap estimate of ν =
0.58775(83) [19] as this approach shows a great deal
of promise. The method has been spectacularly suc-
cessful for the three-dimensional Ising model giving ν =
0.6299748(40) [20]; in this case it is far superior to Monte
Carlo methods.
VI. CONCLUSION
The combination of the pivot algorithm and the SAW-tree
data structure of Refs. [1, 2] provides an extremely efficient
method to obtain the properties of long SAWs with high ac-
curacy. The SAW-tree allows for the efficient computation of
obervables such as R2G and R
2
E, but not for other observables
such as R−1H , which leads to a unique problem: How to effi-
ciently sample an observable whose calculation would dom-
inate the runtime of the Markov chain sampling algorithm?
The key insight is that the observable does not need to be cal-
culated exactly in order to obtain accurate estimates, instead
we only need to find an unbiased estimator of the observable
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FIG. 13. Systematic variation of the fitted value of ∆a with Nmin,
using data for 〈R−1H 〉.
Sourcea ν ∆1 RG/RH
Present work 0.58759700(40) 0.528(8) 1.5803940(45)
[19] CB 0.58775(83)
[21] Series 0.58772(17)
[1] MC 0.587597(7) 0.528(12)
[22]b Series 0.58774(22)
[10] MC 1.581(1)
[9] MC 1.591(7)
[23] MC 0.5874(2)
[24]c Series 0.58755(55)
[25] FT d = 3 0.5882(11) 0.478(10)
[25] FT ε bc 0.5878(11) 0.486(16)
[26] MCRG 0.58756(5) 0.5310(33)
[6] MC 0.5877(6) 0.56(3)
[11] FT ≈ 1.595
a Abbreviations: MC, Monte Carlo; CB, conformal bootstrap; FT, field
theory; MCRG, Monte Carlo renormalization group.
b Using Eqs. (74) and (75) of Ref. [22] with 0.516≤ ∆1 ≤ 0.54.
c No error estimates were made in Ref. [24], but estimates for ν were in the
range 0.5870≤ ν ≤ 0.5881.
TABLE I. Summary of estimates of ν , ∆1, and RG/RH. In addi-
tion we have DE/DG = 6.253531(10) (c.f. 6.2537(18) [1]), DG =
0.1951413(26) (c.f. 0.19514(4) [1]), and DE = 1.220322(18) (c.f.
1.22035(25) [1]). Note that results in the table are listed in reverse
chronological order, i.e. the most recently published work is at the
top.
which can be calculated efficiently and which has moderate
variance.
Starting from the observation that a large class of observ-
ables can be written as the sum of n-body terms involving
n monomers, where this series typically stops at low (and in
most cases at second) order, we propose a double sampling
scheme, where not only the chain conformations are gener-
ated at random, but also the monomers that contribute to the
n-body interactions are picked at random, such that this eval-
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FIG. 14. Systematic variation of the fitted value of RG/RH with Nmin.
The line of best fit to the final six values is shown, and we plot our
best estimate from these data of RG/RH = 1.5803940(45).
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uation involving just a few monomers replaces an exhaustive
sum over all sets of n monomers. This leads to an efficient
Monte Carlo sampling for many observables, and the present
work demonstrates its usefulness by applying it to the problem
of sampling the hydrodynamic radius of three-dimensional
SAWs. Using this technique we estimated with high accuracy
the universal amplitude ratio RG/RH = 1.5803940(45), and
discerned the competing corrections to scaling for 〈R−1H 〉. Fi-
nally, we have constructed an improved observable for which
the leading correction to scaling has negligible amplitude, and
used it to obtain an improved estimate for the Flory exponent
of ν = 0.58759700(40).
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Appendix A: Fitting strategy
Here we will describe some of the details of the fitting pro-
cedure used in the main text. The description will be quite
general, but we will refer to specific examples from the anal-
ysis section.
Suppose we are interested in a certain observable, e.g.
〈R2G〉, as a function of chain length N. Let us denote this ob-
servable as R(N). We expect that for R(N) there exists an
infinite asymptotic expansion in N:
R(N) =
∞
∑
i=1
αiNxi (A1)
=
M
∑
i=1
αiNxi +O(NxM+1) , (A2)
where x1 > x2 > · · · > xM > xM+1 > · · · , such that x1 de-
scribes the leading asymptotic power-law dependence, while
the exponents x2,x3, · · · correspond to the corrections to scal-
ing. The parameters αi are the corresponding amplitudes.
Note that the procedure described here can be straightfor-
wardly adapted to observables with different asymptotic be-
havior, e.g. exponential growth with power law corrections.
Now we perform a computer experiment which gives us
R(N) for certain values of N. For an enumeration study this
information would be exact but typically involve quite small
N, while for a Monte Carlo computer experiment there would
be sampling error associated with these values but one could
reach large values of N and reduce the influence of corrections
to scaling.
Our principal goal in performing the computer experiment
is to estimate some of the quantities associated with this
asymptotic expansion such as the leading exponent x1, the
leading-order correction to scaling exponent x2, and the lead-
ing amplitude α1.
We obtain estimates by performing non-linear fits of our
data using Eq. A1 by appropriately truncating the expansion
after M terms. We cannot perform a fit with an arbitrarily large
number of terms, as we only have data over a finite range for
N. There may also be asymptotic corrections with compara-
ble exponents which makes it extremely difficult to reliably
distinguish between them, and for Monte Carlo there is sta-
tistical error on R(N). Each of these factors is relevant in our
case: We have data up to N = 225, our data has statistical er-
ror, and next-to-leading corrections to scaling have compara-
ble exponents which are all around 1: 2∆1 ≈ 1.06, ∆2 ≈ 1, and
1. So, in practice we can only make reliable fits of the leading
correction to scaling. It is possible to fit the three compet-
ing next-to-leading corrections with a single “effective” term
with exponent approximately one, but it is difficult to see how
to sensibly interpret such a procedure.
In the general case, we attempt to simultaneously adjust
all amplitudes αi and all exponents xi by the direct applica-
tion of a 2M-parameter nonlinear fit routine. If we include in
the fit 2M data points for R(N) then the fitted function S(N)
will be exact at those points, but more frequently we perform
a non-linear weighted least squares fit (weighting appropri-
ately by the statistical error in our estimates of R(N)) and so
S(N) will instead be an approximation. Regardless, by de-
sign we have S(N) ≈ R(N), where we are careful to ensure
that we can meaningfully interpret the fit by confirming that
the model is appropriate and the reduced χ2 value is approxi-
mately one. If the model is appropriate then S(N) will be the
same as R(N) at the data points to within statistical accuracy,
and so S(N) = R(N) +∆R(N) where ∆R(N) is of the same
order as the statistical accuracy of our estimate.
The truncation will result in somewhat distorted values for
the amplitudes and exponents in the truncated model. We de-
note these errors as ∆αi for the amplitudes and ∆xi for the
exponents:
S(N) =
M
∑
i=1
(αi+∆αi)Nxi+∆xi . (A3)
But we have
S(N) = R(N)+∆R(N), (A4)
M
∑
i=1
(αi+∆αi)Nxi+∆xi =
M
∑
i=1
αiNxi +O(NxM+1)+∆R(N).
(A5)
We restrict attention only to rather large values of N, where the
truncated model accurately fits the data, and so |∆αi|  |αi|
and |∆xi|  |xi|. In addition, we can expect that the neglected
terms represented by O(NxM+1) are small, and dominated by
the first neglected correction to scaling corresponding to ex-
ponent xM+1. In this limit, we may linearize Eq. A5 around αi
and xi,
M
∑
i=1
(∆αiNxi +αi∆xiNxi logN) = O(NxM+1)+∆R(N). (A6)
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We now perform fits according to Eq. A3 in an interval N ≥
Nmin, where Nmin is systematically varied but where it must be
sufficiently large that the truncated model is accurate. The
errors in estimates depend on this choice Nmin, and so ∆αi
and ∆xi should be understood to be implicit functions of Nmin.
Eq. A6 is valid for any value of N in the fitting range, and
therefore is valid for Nmin:
M
∑
i=1
(
∆αiNximin+αi∆xiN
xi
min logNmin
)
= O
(
NxM+1min
)
+∆R(Nmin).
(A7)
Neglecting logarithmic corrections, and assuming that all
error terms on the left-hand side of Eq. A7 are of the same
order as the right-hand side, we thus find for the error in the
exponents that
∆xi ∝ N
−(xi−xM+1)
min +N
−xi
min∆R(Nmin), (A8)
and similarly for the amplitudes
∆αi ∝ N
−(xi−xM+1)
min +N
−xi
min∆R(Nmin). (A9)
How are we to interpret these expressions, and use them to ob-
tain the most accurate estimates of αi and xi possible? Firstly,
note that ∆R(Nmin) is the statistical error, and is a known quan-
tity. The corresponding statistical error in the estimates for
αi and xi are of order N−ximin∆R(Nmin). Typically, we expect
that the statistical errors will increase as Nmin increases, but
the rate of increase will be smallest for the leading term with
i = 1. In contrast, the systematic errors, of order N−(xi−xM+1)min
(neglecting logarithmic factors) are unknown, and decay with
increasing Nmin. This decay is most rapid for the leading term.
By definition, the systematic error from truncation is not fit-
ted, and so the only way which it can be accounted for in the
analysis is to extrapolate to Nmin → ∞ where this error van-
ishes. Now, we expect that for sufficiently large Nmin, a plot
of αi and xi against N
−(xi−xM+1)
min would be linear. If we have
an idea of the value of xM+1 – even if we do not know it ex-
actly – plotting our estimates in this way can greatly facilitate
extrapolation. These observations are the motivation for the
various power laws appearing in plots in the main text. Then,
to interpret these fits requires judgment to decide when Nmin
is sufficiently large that a reliable extrapolation can be made,
but as small as possible so as to reduce statistical error.
Interpretation of the fits is a balancing act between system-
atic error and statistical error. Acquiring more data at large
values of N may reduce systematic error at the expense of
increasing statistical error. One of us (N.C.) is perennially
surprised at how subtle the interpretation of such fits is: In
principle, being able to perform accurate computer experi-
ments for extremely large systems should make it possible to
reduce the influence of corrections to scaling until they are
negligible, but what happens in practice is that the extremely
accurate values make it necessary to incorporate the leading-
order correction to scaling even for N of the order of tens of
millions, and in order to get a good handle on this term it
is necessary to perform computer experiments for N of the
order of tens of thousands, where poorly controlled next-to-
leading corrections make things extremely difficult! One cir-
cumstance where this trap has been avoided is the calculation
of the growth constant µ for SAWs in Ref. [27], but this relies
on the fact that the asymptotic corrections for µ are smaller
than for critical exponents.
Appendix B: Monte Carlo data
The global observables R2G, R
2
E, and R
−1
H are correlated;
therefore calculating ratios may be viewed as form of variance
reduction. Hence we report the ratios as well.
N 〈R2E〉 〈R2G〉
512 1.8336722(58)×103 2.9152213(82)×102
724 2.7631843(94)×103 4.396899(14)×102
1024 4.1626998(41)×103 6.6290075(60)×102
1448 6.2667402(69)×103 9.986311(10)×102
2048 9.433354(11)×103 1.5040985(16)×103
2896 1.4192522(18)×104 2.2640087(26)×103
4096 2.1353085(28)×104 3.4076501(41)×103
5792 3.2112468(46)×104 5.1264340(69)×103
8192 4.8297971(73)×104 7.712466(11)×103
11584 7.261391(12)×104 1.1598097(18)×104
16384 1.0918781(19)×105 1.7443237(29)×104
23168 1.6412837(31)×105 2.6224555(48)×104
32768 2.4675807(49)×105 3.9432498(75)×104
46336 3.7087199(80)×105 5.927288(12)×104
65536 5.575269(13)×105 8.911266(20)×104
92672 8.378786(18)×105 1.3393305(27)×105
131072 1.2594736(32)×106 2.0133731(50)×105
185344 1.8926972(46)×106 3.0258005(71)×105
262144 2.8449071(51)×106 4.5482716(79)×105
524288 6.425547(21)×106 1.0273486(32)×106
1048576 1.4512152(53)×107 2.3203899(83)×106
2097152 3.277454(13)×107 5.240600(21)×106
4194304 7.401657(33)×107 1.1835309(52)×107
8388608 1.6715288(79)×108 2.672847(13)×107
16777216 3.774819(19)×108 6.036144(31)×107
33554432 8.524591(30)×108 1.3631415(48)×108
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N 〈R−1H 〉 〈R−2H 〉
512 8.400655(10)×10−2 7.124977(20)×10−3
724 6.9369818(95)×10−2 4.858005(16)×10−3
1024 5.7174946(23)×10−2 3.2998280(32)×10−3
1448 4.7059008(21)×10−2 2.2352724(25)×10−3
2048 3.8678939(19)×10−2 1.5099458(18)×10−3
2896 3.1760618(17)×10−2 1.0180323(14)×10−3
4096 2.6052526(15)×10−2 6.849483(10)×10−4
5792 2.1356062(14)×10−2 4.6023215(78)×10−4
8192 1.7492303(12)×10−2 3.0875098(56)×10−4
11584 1.4321075(11)×10−2 2.0694197(42)×10−4
16384 1.17175446(93)×10−2 1.3853382(31)×10−4
23168 9.5844326(85)×10−3 9.268299(23)×10−5
32768 7.8358154(73)×10−3 6.194747(17)×10−5
46336 6.4050264(66)×10−3 4.138895(13)×10−5
65536 5.2334061(57)×10−3 2.7631557(94)×10−5
92672 4.2756617(44)×10−3 1.8443015(61)×10−5
131072 3.4920527(44)×10−3 1.2302115(50)×10−5
185344 2.8519139(34)×10−3 8.205089(33)×10−6
262144 2.3284895(21)×10−3 5.469584(17)×10−6
524288 1.5518439(26)×10−3 2.429360(14)×10−6
1048576 1.0338339(19)×10−3 1.0781790(76)×10−6
2097152 6.885461(14)×10−4 4.782487(40)×10−7
4194304 4.584827(11)×10−4 2.120460(20)×10−7
8388608 3.0523993(78)×10−4 9.39847(10)×10−8
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