Abstract. In this paper we consider the Allen-Cahn equation perturbed by a stochastic flux term and prove a large deviation principle. Using an associated stochastic flow of diffeomorphisms the equation can be transformed to a parabolic partial differential equation with random coefficients. We use this structure and first provide a large deviation principle for stochastic flows in function spaces with Hölder-continuity in time. Second, we use a continuity argument and deduce a large deviation principle for the stochastic Allen-Cahn equation.
Introduction
The deterministic Allen-Cahn equation
is one prominent example of a mesoscopic model for the dynamics of a two-phase system driven by a reduction of surface energy and not conserving the total mass of the phases. Here W denotes a suitable double-well potential with equal minima in ±1. The two phases correspond to regions where u is close to +1 or −1, respectively, and are separated by a thin transition layer of approximate width ε. The Allen-Cahn equation (1.1) is characterized as the accelerated L 2 gradient flow of the Van der Waals-Cahn-Hilliard energy
By the famous Modica-Mortola theorem [23, 22] this energy approximates the perimeter functional as ε → 0. Besides its motivation from phase separation theory the Allen-Cahn equation is also intensively studied because of its connection to geometric flows: in the sharp interface limit ε → 0 solutions u ε of (1.1) converge to a family of phase indicator functions u(·, t) that move according to mean curvature flow [6, 9, 17] . Stochastic perturbations of (1.1) have been introduced to include for example thermal effects or any other unresolved degrees of freedom and to describe nucleation and growth phenomena. A perturbation of the Allen-Cahn equation by additive noise leads to the formal stochastic PDE
where σ > 0 is a small noise intensity parameter and ζ denotes a space-time white noise (in higher space dimensions spatially regularised). Such type of evolutions were studied in the one-dimensional case in [12, 3] and in the higher-dimensional case in [13, 25, 21] . In higher dimensions the Allen-Cahn equation with space-time white noise is in general not well-posed and the introduction of spatial correlations by a kind of smoothing procedure are necessary. In order to better understand the behavior of solutions to (1.3) extensions of the FreidlinWentzell theory for randomly perturbed dynamical systems have been used to study the small noise limit σ → 0 of (1.3). In [10] for one space dimension, and in [11] , [18] for higher dimensions the Allen-Cahn action functional was identified and leads (for zero spatial correlation length) to
see also [16] for a recent analysis of coupled limits σ → 0 and spatial correlation length to zero.
1
Here we study an alternative stochastic perturbation of the Allen-Cahn equation in the form of a Stratonovich stochastic partial differential equation (SPDE) 5) where X σ is a vectorfield valued Brownian motion. Such an evolution was introduced in [24] where the existence of unique Hölder-continuous strong solutions, the tightness of the solutions (u ε ) ε>0 of (1.5), and the convergence to an evolution of (random) phase indicator functions u(t, ·) ∈ BV (U ) has been shown. In this contribution our goal is to first take the noise intensity to zero and to consider the limit process σ → 0. More precisely we study the large deviation problem associated to (1.5) , where the driving force is given by a vector-field Brownian motion 6) see below for the precise assumptions on the coefficients. The large deviation theory developed for the stochastic Allen-Cahn equation with additive noise does not apply here. Instead, we exploit the particular structure of (1.5). Following the approach by Kunita [19] we consider the Stratonovich flow associated to −X σ , that is the solution of the stochastic differential equation
and use the resulting family of diffeomorphism to transform (1.5) into a partial differential equation with random coefficients R ϕ and S ϕ
(for the details see Section 5.1 below). This approach has been used in [24] to prove the existence of solution. Here we also take advantage from the same transformation and deduce a large deviation result for (1.5) from a suitable large deviation principle for (1.7) and a continuity result for the mapping ϕ → w. Large deviation principles for stochastic flows have been obtained by Budhiraja, Dupuis and Maroulas [5] in suitable classes of time-continuous diffeomorphism, see Section 4 below. In order to achieve an appropriate continuity result for the mapping ϕ → w we however need a large deviation in parabolic Hölder spaces. Therefore one key part in our approach is to suitably extend the corresponding results from [5] .
The paper is organized as follows. In the next section we fix some notation and state the precise assumptions and main results for large deviations of vector field valued Brownian motions (Theorem 2.5) and of solutions to the stochastic Allen-Cahn equation (Theorem 2.6). In Section 3, we introduce suitable function spaces and derive some estimates that are crucial for our calculations in the subsequent sections. Section 4 provides the proof of Theorem 2.5, while in Section 5 we present the proof of Theorem 2.6.
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Notation and main results
We first introduce some notation. Let U ⊂ R n be open and bounded with C ∞ -boundary and for some fixed time interval [0, T ] let Q := [0, T ]×U . We denote by G m the set of C m -diffeomorphisms on R n . Since U is bounded, the spaces
equipped with the C m (Ū ; R n ) norm are Banach spaces. For a Banach space B we define
and l 2 := l 2 (R). Further, for any compact subset K ⊂ R m and 0 < α < 1 we denote by C 0,α (K; B) the space of Hölder-continuous functions on K with values in B.
Stochastic flows.
Here we follow Kunita [19] and introduce Brownian motions with a spatial parameter. Throughout the paper we fix a filtered probability space (Ω, F, P, {F t }).
Assumption 2.1. We assume that we are given numbers k ∈ N with k ≥ 4, 0 < α < 1 and two mappings a, b such that
in the second and third component and continuous in time with a(·, x, y) = 0 whenever (x, y) ∈ U × U , In what follows, we fix β < α and consider a continous stochastic process {X(t)} t≥0 which is a C k,β -Brownian motion on R n with X(t, x) = 0 on R n \U with local characteristics (a, b) as above, in the following sense (see [19] ):
According to Kunita [19] for any local characteristics (a, b) given as above and for any 0 < β < α such a C k,β -Brownian motion exists and can be represented in the form
where (B l ) l∈N is a family of i.i.d. Brownian motions and
By the above characterization, we find
and
If a, b satisfy the above conditions, we find that X(t, x) = 0 for x ∈ U . We associate to a C k,β -Brownian motion {X(t)} t≥0 as above the Stratonovich flow (ϕ s,t , s ≤ t) and Itō flow (φ s,t , s ≤ t), which satisfy the Stratonovich respectively Itō initial value problem
We remark that ϕ s,t (x) = φ s,t (x) = x for all x ∈ U and thus ϕ s,t , φ s,t ∈ C k,β id (U ) almost surely. Remark 2.2. By [19, Theorem 4.6 .5] we can assume w.l.o.g. that the flows (ϕ s,t , s ≤ t) and (φ s,t , s ≤ t) are stochastic flows of C k -diffeomorphisms in the sence of [19] .
2.2. C 0,α -Large Deviation Principle for stochastic flows. We briefly recall the notions of good rate functions and large deviation principle. Definition 2.4. Let I be a good rate function on E. A sequence {u σ } σ > 0 is said to satisfy the large deviation principle (LDP) on E with good rate function I if the following large deviation upper and lower bounds hold:
• For each closed subset F of E,
• For each open subset G of E,
We next describe a suitable large deviation principle for stochastic flows associated to a C k,α -Brownian motion. Let X (k) be given as in Assumption 2.1. For any σ > 0 we define X σ as in (1.6)
and we associate to X σ (t, x) the stochastic flows φ σ s,t and ϕ σ s,t according to (2.5) and (2.6). Next we define for f ∈ L 2 (0, T ; l 2 ) controlled vector fields
and controlled associated flows φ
that are given as the unique solution of
Our first result is a large deviation principle in spaces with Hölder regularity in time. As described in the introduction this extends results from [5] , where a large deviation principle in spaces of time-continuous functions has been proved.
Theorem 2.5. For (ϕ σ , X σ ) σ>0 and (φ σ , X σ ) σ>0 defined above and for any 0 < γ < 1 2 , η φ ∈ (0, 1) and η ϕ ∈ (0, β] the family (ϕ σ , X σ ) σ>0 and (φ σ , X σ ) σ>0 satisfy LDPs in the spaces
respectively with the good rate function I * W defined by
We will give a proof of this theorem in Section 4.
2.3.
Large deviation principle for the stochastic Allen-Cahn equation (1.5). Without loss of generality, we set ε = 1 as the original problem can always be reduced to that case using a parabolic rescaling. In the following we choose the standard quartic double-well potential W (r) = 1 4 (1−r 2 ) 2 . We now describe our main result concerning the solutions of the Stratonovich stochastic Allen-Cahn equation (1.5) , that is 12) where u 0 are fixed, smooth deterministic inital data, and where X σ was defined in (2.7). Under the assumptions stated above existence of unique continuous C 3,β (U )-valued semimartingale solutions u to (2.11), (2.12) has been shown in [24,
Theorem 2.6. The family (u σ ) σ>0 satisfies a large deviation principle in
for σ ↓ 0 with good rate function
We give the proof of this theorem in Section 5.
Preliminaries

Function spaces.
To obtain suitable continuity properties in Section 5.1 it is most convenient to work in parabolic Hölder spaces. Therefore, we introduce for any bounded subset U ⊂ R d and any l > 0 the Hölder spaces H l (U ) of [l]-times continuously differentiable functions with the [l]-th deriative being in C 0,l−[l] (U ). We denote the corresponding norm by |·| U ,l . Furthermore, we denote H l/2,l (Q) the set of functions u satisfying
Working in Hölder spaces has the drawback that these spaces are not separable, which causes some additional difficulties in the proof of the large deviation principle for stochastic flows. To circumvent this problems we introduce the following subspaces of C 0,α (K; B) for 0 < α < 1, K ⊂ R d compact and B a suitable Banach space:
Furthermore we define the spaces
and set λ 
3.2. Inequalities and embeddings. We now derive some useful inequalities and embeddings and start with a generalization of the Garsia-Rodemich-Rumsey Lemma [14] to Banach-valued functions.
Lemma 3.2. Let B be a Banach space, α ≥ 0 and p ≥ 1. There is a constant C α ≥ 1 such that for any f ∈ C([0, T ]; B) with the property that the right hand side in the following inequality is bounded, we have f ∈ C 0,α ([0, T ]; B) and
Remark 3.3. We can compare (3.3) to a classical Sobolev inequality: Considering the space W s,p (0, T ) of R-valued functions with the norm Proof. For simplicity, we expand f in a continuous way by constants outside [0, T ]. We follow the proof of Lemma 4 in [15] . Consider ψ(x) := |x| p and P (x) := |x| α+2/p as functions R → R. Furthermore, set R xy := f (x) − f (y). We then find by convexity of ψ for any measurable sets
where d(A, B) = sup x∈A,y∈B |x − y| and
dv |B(t,r 2 )| R tv and R(t, r 1 , 0) similarly. Note that R is continuous on [0, ∞) 3 if one sets R(t, 0, 0) = 0 for all t ≥ 0. We choose s, t ∈ [0, T ], s < t, define λ 0 := t − s and λ n+1 through P (λ n ) = 2P (λ n+1 ), inductively. Then, by monotonicity of P ,
We find, using equation (3.4)
For any sequence of variables (x i ) i∈N ⊂ R, we find
and averaging with respect to x i over B(t, λ i ) for i = 0, . . . , n + 1 leads to
Since R is continuous and R(t, 0, 0) = 0, taking the limit n → ∞ yields
Similarly, we find
and a corresponding estimate for R(t, λ 0 , 0). We use R s t = R s x + R x y + R y t , and average over the balls B(s, λ 0 ) in x and B(t, λ 0 ) in y to obtain
Note that we can estimate the second term on the right hand side by P ( 
Using the definition of ψ and P , this finally proves the claim. 
where C α is a constant depending only on α, p, q.
Proof. By Lemma 3.2 we find
and the last integral exists iff α < 
Then, {v n } n∈N is compact in 
for any n ∈ N. Then, {ψ n } n∈N is tight in λ 0,γ ([0, T ]; B ′ ) for any γ <
Proof. We follow the proof of [19] Theorem 1.4.7 For arbitrary q ∈ N, q > 1, we represent any real number t as t = ∞ k=0 a k q −k , where a k ∈ N 0 , k = 0, 1, 2, . . . are non-negative integers and a k < q for all k > 0. Let t N = N k=0 a k q −k and say t is q-adic of length N if t = t N for some N . We introduce ∆ N the set of all q-adic rationals of length N and for f ∈ C([0, T ]; B) the values
We infer from [19] , Lemmas 1.4.2 and 1.4.3 (note the different meaning of γ in this reference) that for γ < 
For any ε > 0, Chebyschev's inequality yields existence of a > 0 such that for all n ∈ N
If γ < 
by Theorem 3.5. Finally, note that P (ψ n ∈ K) < ε and thus ψ n is tight in λ 0,γ ([0, T ]; B ′ ) for all γ < 
3.3.
Large deviation principles and continuous mappings. For the proof of our main Theorems 2.5 and 2.6 we will finally need the following contraction principle. . Let E andẼ be Hausdorff topological spaces and F : E →Ẽ be continuous. If I is a good rate function on E, the functioñ
is a good rate function onẼ. If {u σ } σ>0 is a sequence of E-valued random variables satisfying a large deviation principle on E with good rate function I, the sequence {F (u σ )} σ>0 satisfies a large deviation principle onẼ with good rate functionĨ.
Large deviations for stochastic flows
The aim of this section is to prove Theorem 2.5. We will obtain this theorem as a consequence of Theorems 4.5-4.7 below. We first introduce some notations.
Given the filtered probability space (Ω, F, P, {F t }) from Section 2.1, we define
We equip S N [l 2 ] with the weak topology in L 2 (0, T ; l 2 ) such that S N [l 2 ] is a Polish space. Now, for σ > 0 consider X σ , φ σ s,t given by (2.6) and (2.7) and let
be the forward stochastic Itō flow of C k -diffeomorphisms associated to X σ .
The following theorem was proved in slightly more generality (i.e. replacing U by R n ) in [4] .
The family (φ σ , X σ ) σ>0 satisfies a LDP in the spacesŴ k−1 × W k−1 and W k−1 × W k−1 with rate function
Below, in Theorem 4.7, we generalize this theorem to (3.2) ). However, we first need to show that (φ σ , X σ ) σ>0 have enough regularity: Proof. The proof follows [4, Prop. 4.10] . Introducing the notation · j,p for the norm on W j,p (U ), we note that according to [4] Lemmas 4.7-4.9, for each p > 1 there exists C p such that
and due to the initial values X σ (0, ·) = 0, φ σ 0 (x) = x we also have
Since the Sobolev embedding W k,p (U ) ֒→ C k−1,γ (U ) is continuous if γ > 0 and
is continuous for all γ > 0 with . Let {σ n } n∈N be a sequence of positive numbers such that σ n → 0 for n → ∞. For simplicity of notation, we set
Then, we define the following quantities:
where b fn , b f are defined by (2.8).
Note that due to Lemma 4.2,
We next specify suitable notions of weak convergence inŴ k−1 × W k−1 and
The sequence {(φ n t , X n )} n∈N is said to converge weakly as G k−1 -flows to φ 0 t , X 0 as n → ∞ if P n k−1 converges weakly as measures toP 0 k−1 as n → ∞.
The sequence {(φ n t , X n )} n∈N is said to converge weakly as C k−1 γ -flows to φ 0 t , X 0 as n → ∞ if P n k−1 converges weakly as measures to P 0 k−1 as n → ∞. Note that the last definition makes sense in view of Lemma 4.2 which guaranties (φ n t , X n ) ∈ W γ k−1,id (Q) × W γ k−1,0 (Q). We find the following weak continuity property of the mapping f → (φ t , X), which was proved in [4] for the G k−1 -case: Theorem 4.5. Let f n converge to f in distribution as S N [l 2 ]-valued sequence of random variables. Then the sequence {(φ n , X n )} n∈N converges weakly as C k−1 γ -flows and G k−1 -flows to the pair φ 0 t , X 0 as n → ∞ for any γ < 1 2 . We postpone the proof of this theorem to Section 4.2. Let R ∞ := n∈N R be the usual product space. Then, S = C([0, T ]; R ∞ ) is a Polish space and β = {B i } i∈N is a random S-valued variable (see [4] ). As shown in [4] , proofs of theorems in the spirit of Theorem 2.5 or Theorem 4.7 below basically reduce to applications of the following result:
Theorem 4.6. [4, Theorem 3.6] Let E be a Polish space, let {G σ } σ≥0 be a collection of measurable maps from (S, B(S)) to (E, B(E)) and let X σ = G σ ( √ σβ). Suppose that there exists a measurable
Then,Î defined byÎ
is a good rate function on E. Furthermore, suppose that for all N < ∞ and families {u σ } ⊂ A N [l 2 ] such that u σ converges in distribution to some u ∈ A N [l 2 ], we have that
in distribution as σ → 0. Then the family {X σ : σ > 0} satisfies the LDP on E with good rate functionÎ.
In order to prove Theorem 2.5, we remark that the Stratonovic and the Itō flows are related through
Thus, ϕ s,t and φ s,t are exponentially equivalent in the space λ γ ([0, T ]; C k−1,β (U )) in the sense of [7] , Definition 4.2.10 and thus, according to [7] Theorem 4.2.13, it is enough to show the large deviation principle for φ σ . An application of Theorem 3.7 and the continuous embedding λ k,α ֒→ C k,α yields that Theorem 2.5 is a direct consequence of the following Theorem:
Theorem 4.7. For any 0 < γ < 1 2 , the family (φ σ , X σ ) σ>0 satisfies a LDP in the spaceŝ
Proof. We will only show that the family (φ σ , X σ ) σ>0 satisfies a LDP in the spaces W Let
where (φ σ , X σ ) are given through (2.6) and (2.7). Furthermore, we define
, where (φ 0,f , X 0,f ) are defined through (2.8) and (2.9). The mapping G 0 (·) is extended by 0 to the whole of S.
In a first step, we consider the set
with the weak topology is a polish space, we have to show that f n ⇀ f weakly in
weakly in distribution and let (σ n ) n be a sequence of positive numbers such that σ n → 0 as n → ∞. If we can show that
as n → ∞, we can apply Theorem 4.6 in order to conclude the proof.
Girsanov's theorem yields that √ σ n β +´· 0 f n (s)ds is a Brownian motion w.r.t. our given probability measure and comparing (2.7) with (4.1)-(4.2) we see that G σn ( √ σ n β +´· 0 f n (s)ds) = (φ n , X n ) with (φ n , X n ) given through (4.1)-(4.2). Also we remark once more that G 0 (´· 0 f (s)ds) = (φ 0 , X 0 ) where (φ 0 , X 0 ) are defined through (4.1) and (4.2). The convergence (4.3) now follows from Theorem 4.5.
4.2.
Proof of Theorem 4.5. The proof of Theorem 4.5 follows the outline of the proof of Theorem 3.5 in [4] . In particular, convergence as a G k−1 -flow was proved in [4] and it is sufficient to show convergence as C k−1 γ -flow. We start with some preparations and generalize the notion of "convergence as diffusions" to the case of C γ -regularity in time. Like in [4] , let x = (x 1 , x 2 , . . . , x m ) and y = (y 1 , y 2 , . . . , y p ) be arbitrary points in R d×m and R d×p , respectively, and set φ n t (x) = (φ n t (x 1 ), φ n t (x 2 ), . . . φ n t (x m )) , X n (y, t) = (X n (y 1 , t), X n (y 2 , t), . . . , X n (y p , t)) , then {φ n t (x), X n (y, t)} is a C 0,γ stochastic process with values in R d×m × R d×p and is equally called and P n (x,y) , P 0 (x,y) be the measures induced by (φ n (x), X n (y)) and φ 0 (x), X 0 (y) , respectively, on V γ m,p . The sequence {(φ n , X n )} n∈N is said to converge weakly as γ-diffusions to φ 0 , X 0 as n → ∞ if P n (x,y) converges weakly to P 0 (x,y) as n → ∞ for each (x, y) ∈ R d×m × R d×p , and m, p ∈ N.
The next theorem gives a useful characterization of convergence as C k γ -flows. Theorem 4.9. The family of probability measures P n k−1 converges weakly to the probability mea-
as n → ∞ if and only if the following two conditions hold:
(1) the sequence {(φ n , X n )} n∈N converges weakly as γ-diffusions to φ 0 , X 0 as n → ∞, (2) the sequence P n k−1 n∈N is tight.
Proof. Clearly, if P n k−1 → P k−1 weakly as measures (1) and (2) hold. We thus only have to show the inverse implication.
Since
is tight, we find convergence of a subsequence P
converges weakly as measures tõ
With the notation introduced in [19] right before the statement of Theorem 1.4.5, setting S = λ 0,γ (0, T ) 2 and I = U we can apply Theorem 1.4.5 of [19] to get convergence of P nm k−1 m∈N to P 0 k−1 on V, thus P 0 k−1 =P. Since this identification holds for any converging subsequence, the theorem is proved.
Thus, it remains to prove that P n k−1 satisfies (1) and (2) of Theorem 4.9. We start with a proof of (2). Proof. With the notation of Lemma 4.2, for each p > 1 there exists C p such that
By the compact embedding W k,p (U ) ֒→ λ k−1,2γ (U ) for large p, applying Theorem 3.6 yields tightness of
The first condition of Theorem 4.9 will be verified in the following three Lemmas. 
Proof. We will only show tightness of φ n (x). By Chebyshev's inequality, Lemma 4.11 yields
and by the compact imbedding C 0,γ 1 ֒→ C 0,γ 2 for γ 1 > γ 2 , the sequence 
.
Thus an application of Hölder's inequality yields
From the last two inequalities in combination with Theorem 3.6, we get that
-valued random variables. Then the sequence {(φ n , X n )} n∈N converges weakly as γ-diffusions to φ 0 , X 0 as n → ∞.
Proof. By Lemma 4.12, the sequence (φ n · (x), X n (·, x)) has a weak limit (φ,X). As shown in [4] , Prop. 4.6, the mapping
is continuous. Thus, in the sense ofP n k−1 (i.e. in sense ofŴ k−1 × W k−1 ) any weak limit point (φ,X,f ) of the sequence (φ n , X n , f n ) satisfies for fixed (t, x):
X(x, t) =ˆt 0 bf (s, x) ds ,φ t (x) = x +ˆt 0 bf (s,φ s ) ds a.s..
Large deviation principle for the stochastic Allen-Cahn equation
We will apply the large deviation principle for stochastic flows in the form of Theorem 4.7 to show a large deviation principle for the stochstic Allen-Cahn equation (2.11)-(2.12).
In view of Theorem 3.7, (2.11)-(2.12) and equation ( is well defined and continuous in an appropriate sense. (2) The good rate functionĨ(u) = inf {I * W (ϕ) : u = A(ϕ)} for the sequence {u σ } σ>0 can be written as in (2.14) .
In what follows, we assume that ϕ ∈ W α 2,id (Q) is a stochastic flow and consider the SPDE (2.11)-(2.12) in the form (5.1). Supposing ϕ had enough regularity in time, equation (5.1) would be equivalent to ∂ t u + ∇u · ∂ t ϕ 0,t (·)| ϕ
and we could use standard methods in partial differential equations. However, as ϕ 0,t is only C 0,α in time, α < 1 2 , we cannot interprete (5.1) in this form. Instead, we follow [24] and use that u is a solution of (5.1) if and only if the function w, given by the transformation w(t, x) = u(t, ϕ We find that R ij ϕ is uniformly positive definit, with R ij ϕ ∈ C 0,α ([0, T ]; C 2,2α (U )) and S i ϕ ∈ C 0,α ([0, T ]; C 1,2α (U )). Note that as ϕ(t, ·)| R n \U ≡ Id for all t, we find R| ∂U = Id and S| ∂U = 0. Unique solvability of this problem in C 0,α (0, T ; C 3,α (U )) was shown in the proof of Theorem 4.1 in [24] . 5.1. A continuity result. In this subsection, we assume that ϕ ∈ W α 2,id (Q) is a deterministic function and that for given ϕ the function w is a solution to (5.2), which exists by [24] . It is the aim of this subsection to show that the mapping A : W ϕ → u(t, x) := A(ϕ)(t, ϕ t (x)) = w(t, ϕ t (x)) . Lemma 5.1. We find w n ∞ ≤ max {1, u 0 ∞ } and w n admits a uniform bound of the form |w n | Q,2+α ≤ C . (5.5)
