In this paper we study dynamic monopolies with respect to both size and time in various models and topologies, and we make some observations concerning irreversible versus reversible monotone models.
Introduction
Voting schemes have been used as a decision tool in a number of consensus and agreement protocols, inconsistency resolution protocols in distributed database management systems, mutual exclusion algorithms, key distribution in security and computational models in discrete-time dynamical systems. However, in pointto-point systems, majority-based voting can be impotent to stop the propagation of a faulty behaviour started by (sometimes few but) well placed faulty elements. The dynamics, with respect to faults, of a system employing majority-based voting is best described as a synchronous vertex-coloring game on graphs.
Let G be the simple connected graph modelling the topology of the system. Consider the following game played on G using the set of colors black white . The game proceeds in synchronous rounds. Initially, vertices are colored black (faulty) or white (non-faulty). At each round, each vertex simultaneously considers the current colors of its neighbours, and takes as its new color the one held by the majority of its neighbours. We distinguish between simple and strong majority, to describe whether or not a white vertex can be colored black in case of equal number of white and black neighbours, respectively. We also distinguish between irreversible and reversible rules to describe whether the initial faults are permanent or can be mended by the majority rule.
In this paper we concentrate on the cases in which the computation converges into the all-black monochromatic configuration; this corresponds to the situation when the entire system will have a faulty behaviour. A set of vertices M is said to be a dynamic monopoly, shortly dynamo, if starting the game with only the vertices of M colored black, the computation eventually reaches an all-black configuration. Several models of dynamic monopolies have been considered, depending on the majority rule (simple or strong), and on the type of initial faults (reversible or irreversible). Given a dynamo M, let M t denote the set of black-colored vertices after round t (with M 0 M). A dynamo M is said to be monotone if M t M t·1 for every t 0. It is easy to see that irreversible dynamos are always monotone; in reversible models, the investigation has concentrated only on monotone dynamos.
By the size of a dynamo we mean the number of its black vertices; by the time of a dynamo we mean the number of rounds needed to reach the all-black configuration.
The size of dynamo is clearly a crucial parameter: a "larger" size implies a less likely occurrence; thus, a system in which the smallest dynamo is large has a high degree of fault-tolerance.
Not surprisingly, the existing literature has concentrated on the minimum size possible for monopolies. The combinatorial question of bounding the size of monopolies was firstly studied in the static case, where a static monopoly, shortly stamo, is defined as a set that reaches the final monochromatic configuration in at most one round. Bounding the size of such monopolies, in a variety of models, was the topic of [2, 8, 9, 10 ]. The investigation has been then extended to the analysis of the size of monotone dynamic monopolies; in this case, all the research has concentrated on monotone dynamos. In this context, there is the study of monopolies which reach the all black configuration in at most two steps [1] . All the other investigations on dynamic monopolies (see references [3, 4, 5, 7, 10] ) has focused on determining tight bounds on the size of dynamos, irrespective of their time.
However, the size is not the only aspect of the quality of dynamos. In particular, the time needed for a dynamo to converge into the monochromatic config-uration is a very important characteristic, not only from a combinatorial but also from a practical point of view. For example, if a catastrophic set of faults (i.e., a dynamo) has a "slow" evolution, its presence might be more easily detected (and external action be taken); on the other hand, a "fast" dynamo is inherently more dangerous for the system. These two measures, size and time, are clearly related; the nature of their relationship is one of trade-off.
In this paper we start the analysis of the time-size tradeoff for monotone dynamos. In particular, we study the combinatorial problem of determining the size of dynamic monopolies of t-time bounded computations for given t. In this light, the previous investigations provided results on the size of 1-, 2-and ∞-time dynamos.
We derive tight tradeoffs between the size and the time for a number of specific regular topologies, including rings, complete d-ary trees, tori, wrapped butterflies, cube connected cycles and hypercubes. In addition, we determine asymptotically optimal size bounds of irreversible dynamos for butterflies and shuffle-exchange using simple majority and for DeBruijn using strong majority rules. Finally, we make some observations concerning irreversible versus reversible monotone models.
Due to space restrictions, most proofs are omitted.
Definitions
Basic definitions are from [3, 4, 5] . We use also the following notions. Let G ´V Eµ be a simple connected graph and N V . Assume the vertices of G be colored by black or white. By a configuration on G we mean a partition of V into the set of black and the set of white vertices. (For simplicity, a configuration will be referred as the set of its black vertices.) By the size of a configuration we mean the number of its black vertices.
The final (all-black) configuration of G is the configuration in which all vertices of G are black. A catastrophic configuration is a configuration from which there is a synchronous computation (every round of which is performed by means of simple (or strong) majority rule applied to each vertex of G simultaneously) leading to the final configuration. Such a computation is called a complete computation. By time complexity of a complete computation we mean the number of its rounds. By t-time computation we mean a complete computation with t rounds. A dynamo is a set of black nodes whose corresponding configuration is catastrophic. By t-time dynamo we mean a dynamo having complete computation with t rounds. By a simple (strong) dynamo we mean a dynamo using simple (strong) majority rule. By a minimal dynamo we mean a dynamo of minimal size. Given a dynamo M, let M t denote the set of black-colored vertices after round t
An immune subgraph of G is a subgraph for which there does not exist a complete computation on G, starting from some initial configuration having all vertices of immune subgraph white. By t-immune subgraph we mean an immune subgraph such that there does not exist a t-time computation on G, starting from some initial configuration having all vertices of t-immune subgraph white.
Results on Time versus Size

Lower bounds on the size of dynamos in bounded degree graphs
In this subsection we present certain useful lower bound results on the size of dynamos, in terms of vertex set cardinality N, vertex degree d and time bound t. Some of these results are applied to special topologies in the following subsections. We use the following proposition, due to [11] , applicable to arbitrary graphs: Proof. Let M be a minimal strong irreversible configuration of a complete computation on G ´V Eµ. As the previous theorem holds also for initial configuration
We now turn our attention to time bounded complete computations. We give a lower bound on the size of irreversible dynamos on d-regular graphs having complete computations bounded by time t (t-time dynamos). 
Theorem 3 Let G ´V Eµ be a regular graph, where V N. The size of a minimal t-time irreversible dynamo of G is at least
¾
The next lower bound is suitable for near-regular graphs.
Corollary 1 Let ∆ be the ratio of the maximum to the minimum vertex degree in G. Then the size of a minimal t-time simple irreversible dynamo of G is at least
For regular odd-degree graphs, a slightly better lower bound for irreversible stamo can be obtained.
Theorem 4 Let G be a N-vertex regular graph of degree 2d · 1. Then the size of a minimal irreversible static monopoly is at least
Proof. Let m denote the size of a 1-time irreversible dynamo. For each white vertex, there must be at least d · 1 adjacent black vertices. One black vertex can be adjacent to at most 2d · 1 white vertices. Thus we have´N mµ´d · 1µ ´2d · 1µ m and the result follows.
¾
We now consider monotone reversible dynamos on planar graphs. In [6] it was proven that every 1-time reversible dynamo in an N-vertex planar graph has the size Ω´Nµ. We extend this result as follows: 
Theorem 5 Every t-time simple reversible monotone dynamo in a N-vertex planar graph has the size at least
N 2 3t·1 · 2.
Proof. Consider a fixed m-vertex dynamo M. We shall bound the number of vertices of a graph G, G M, on which a t-time
Theorem 7 The configuration C in T d h forms a minimal irreversible dynamo if and only if C consists of exactly all parents of leaves in T d h .
Corollary 2 The size of a minimal simple irreversible dynamo in the complete d-ary tree T d h is
N´d 1µ·1 d 2
. The time to reach the all-black configuration from a minimal irreversible dynamo is h 1.
Theorem 8 The size of a minimal t-time simple irreversible dynamo in complete tree T d h is
d h·t d t·1 1 1 1 d´t ·1µ h t·1 .
Corollary 3 The size of a minimal simple irreversible stamo in complete d-ary tree T d h is
¦ N 1 d·1 § .
Rings
For N-vertex rings R N we also know exact characterization of minimal irreversible dynamos. We now give exact time-size tradeoff for irreversible model with simple majority rule. 
Theorem 9 The size of a minimal t-time simple irreversible dynamo in R N is
Tori
An n ¢m tori T´n mµ consists of n ¡ m vertices, where each vertex v i j with 0 i n 1 0 j m 1 is connected to the four vertices v´i 1µmod n j , v´i ·1µmod n j ,
The first part of the following result is from [4] : 
Butterfly
The butterfly graph of dimension n (denoted as BF´nµ) consists of n · 1 columns, each column containing 2 n vertices, each of them labeled with unique binary string of the length n. An edge connects two vertices in BF´nµ if and only if they are in the consecutive i-th and´i · 1µ-st columns, respectively, and their labels are either equal or differ only in the i-th bit.
Wrapped butterfly graph of dimension n (denoted as W BF´nµ) is obtained from BF´nµ by making the first and the last column identical. W BF´nµ is a regular graph of degree 4.
The following result on sizes of simple irreversible dynamos is from [7] . Proof. Black vertices of M in the row i and the column n are moved to the row i and the column n 1. Black vertices of M in the row 2 n 1 · k are moved to the row k (in the same column j, j n). It is easy to verify that a new configuration is complete.
¾
Let BF ¼´n µ be a multigraph obtained from BF´nµ by adding a loop to every vertex in column n. We generalize the notion of a dynamo in a natural way to multigraphs (i.e. in BF ¼´n µ a white vertex in column n has to have two black neighbours in order to become black). 
Cube Connected Cycles
The cube connected cycles graph of dimension n (denoted as CCC´nµ) is obtained from a n-dimensional hypercube by replacing each vertex with a circle of length n. It consists of n2 n vertices. Each vertex can be labeled with a binary string of length n and a cursor position in this string.
Given a string α ¾ 0 1 n and an index j (0 j n 1), let α j denote α with the cursor in position j. The operations of shifting the cursor cyclically to the left and to the right on α are denoted as L´α jµ and R´α jµ, respectively. Let S j´α µ a n 1 â j a 1 a 0 , whereâ j 1 a j denote the "shuffle" of the j-th position of α a n 1 a 1 a 0 ; for brevity, let S´α jµ S j´α µ j. An edge connects two vertices u, v if and only if v can be obtained from u by means of cyclicaly shifting the cursor to the left or right or by changing the bit pointed by cursor. CCC´nµ is a regular graph of degree 3.
The following results are from [7] .
Theorem 15 The size of a minimal irreversible dynamo in CCC´nµ is at least max n·1
2 ¡2 n 2 2 n and at most n ¡2 n 2 · 2 n 3
We now provide a modular construction for monotone irreversible dynamos which will offer a time-size trade-off.
Let P j℄
C 7 be the cycle of vertices of CCC(n) defined by:
Let C j℄ C α j℄ : α ¾ P j℄ . Clearly, all these cycles are vertex-disjoint; moreover they cover all strings (i.e., β ¾ 0 1 n α ¾ P j℄ β ¾ C α j℄). Notice that, for any j, the cardinality of C j℄ is 2 n 4 . Let A-Color j℄ denote the process of coloring each cycle in C j℄ alternating black and white. Note that every cycle so colored will become black in one step.
Let B-Color j℄ denote the process of coloring each cycle C α j℄ C 0 C 7 in C j℄ as follows: color C 2 and C 6 black, all other white. Let C-Color j℄ denote the process of coloring in each cycle of C j℄ one arbitrary vertex black and all the others white.
We now prove the correctness of the modular construction and evaluate the time of the resulting dynamos. 
Lemma 4 Every cycle in C kp℄ becomes black at time 1. Every cycle in C kp
Lemma 5 The modular construction generates a´3i · 5µ-time irreversible dynamo in CCC´nµ
Proof. Let C j℄ denote the set of all vertices in the cycles in C j℄. First observe
; that is, all the cycles considered by the construction are disjoint. Further observe that the union of all the vertices in all the cycles considered by the construction includes all vertices of the CCC´nµ. Hence, from Lemma 4, the theorem follows.
¾
We now calculate the size of the dynamos obtained by the modular construction.
Lemma 6
The dynamo generated by the modular construction has size n2 n 4 4i·5 i·1 .
Proof.
A-Color() will color black 4 nodes in each cycle belonging to C kp℄ (0 k From this theorem and the lowerbound of Theorem 15, a Time ¢Size Θ´N ¡ tµ bound follows for minimal t-time irreversible dynamo in CCC´nµ. 
Theorem 17 The size of a minimal t-time irreversible dynamo in CCC´nµ is at least
Shuffle-Exchange
Let α a n 1 a 1 a 0 be a binary string. The left cyclic shift and the right cyclic shift operations on α are denoted as L´αµ and R´αµ, respectively, and the shuffle operation S´αµ is defined as S´αµ a n 1 a 1â0 , whereâ 0 1 a 0 .
The shuffle exchange graph of dimension n (denoted as SE´nµ) is a graph V Eµ, where V u u ¾ 0 1 n and E ´u vµ R´uµ v or L´uµ v or S´uµ v .
Due to Theorem 2 the lower estimation on the size of a minimal irreversible dynamo in SE´nµ is 2 n 2 . This is close to the following upper bound.
Theorem 18 There exists an irreversible dynamo in SE´nµ of size
Proof. In the following we will use interchangibly the binary and decimal representations of vertices. Consider a configuration where only the vertices 2 n 3 ,..., 2 n·1 3 are initially black. Now consider vertices x 2 n 3 . We prove that each such a vertex x has two bigger (in decimal representation) neighbours both smaller than 2 n·1 3. We distinguish two cases. Let x be odd, i.e. the binary string is of the form 0α1. The L-operation leads to α10, i.e. 2x and the R-operation leads to 10α, i.e. 2 n 1 ·´x 1µ 2. Let x be even, i.e. of the form 0α0. Then again the L-operation leads to 2x and the S-operation leads to x · 1. Following these facts it is clear that it is possible to color vertices 0 2 n 3 1 in decreasing order. The case for remaining vertices is symmetric.
¾
Clearly, the previous dynamo converges in time 2 n 3 . 
Lemma 7 The size of a minimal simple irreversible stamo in SE´nµ is at least
DeBruijn
The DeBruijn graph of dimension n (denoted by DB´nµ) is the graph whose vertices are labeled by all binary strings of length n and whose edges connect each string aα, where α is a binary string of length n 1 and a is in 0 1 , with the strings αb, where b is a symbol in 0 1 .
Question 1:
Basic question is to determine the size of a minimal simple irreversible dynamo in DB. 
Lemma 8 The size of a minimal simple irreversible stamo in DB´nµ is at least
Theorem 20 There is a t-time simple irreversible dynamo in DB´nµ of size
¦ N·1 4 ¡ 1 · 1 2 t 1 ¡ §
Theorem 21
There exists an irreversible dynamo in DB´nµ of size 2 n 2 converging in time at most 2n · 1.
Proof. Consider the decimal values of the labels. Let dynamo consists of vertices 2 n 2 2 n 1 . Every vertex x from 1 2 n 2 1 is connected with vertices 2x and 2x · 1. Thus in time n all vertices smaller than 2 n 1 are black. Every vertex from 2 n 1 2 n 1 · 2 n 2 has two neighbours smaller than 2 n 1 . So by the time n · 1 all vertices smaller than 2 n 1 · 2 n 2 are black. In the next n rounds the rest is colored in a symmetric way. 
¾
Hypercubes
An n-dimensional hypercube is an undirected graph Q n consisting of N 2 n vertices and 1 2 Nn edges. Vertices are labeled by binary strings of length n. There is an edge between two vertices if and only if their labels differ in exactly one bit. Q n is regular of degree n and has diameter n.
The following result about the lower bound on the size of irreversible dynamo in Q n is from [11] .
Theorem 24
The size of a minimal irreversible dynamo in Q n is at least Proof. The argument for hypercubes of even dimensions is as follows: take the natural labeling of vertices in n-dimensional hypercube (i.e. by binary strings of length n, where strings of neighbours differ in exactly one bit). Consider the "diagonal" dynamo consisting of vertices having equal number of 0's and 1's in their labels. The adjacent vertex to this dynamo has one bit changed, i.e. it has more black neighbours as white ones. So all neighbours became black in one round. This process can be continued during next n 2 1 rounds. The size of such dynamo is at most
The bound for hypercubes of odd dimensions comes from considering the "two-diagonals" dynamo consisting of vertices having in their labels the number of 0's greater by one as the number of 1's and vice versa.
¾
The above theorem has been independently observed also by S. Dobrev and F. Geurts. 
Irreversible Model versus Reversible Monotone Model
Recall that by the reversible monotone dynamo we mean a set of vertices M such that: in round 0 vertices from M are black and other vertices are white; in round t 0 a vertex v is black if and only if it had at least deg´vµ 2 black neighbours in round t 1; a black vertex never becomes white; in some round t m all vertices are black. A subgraph H, H G, is called a black (or simple) immune subgraph if every vertex v ¾ H has at least deg´vµ 2 neighbours in H.
Lemma 9 A set of vertices M is a (reversible) monotone dynamo if and only if M is irreversible dynamo and is black immune.
On some regular topologies we get asymptotically tight bounds on the size of minimal monotone dynamos: Due to Lemma 10, it is sufficient to prove tight lower bound on the size of BF in either irreversible model or reversible monotone model (see the open problem in conclusions of [7] ).
Lemma 11
The size of a minimal monotone dynamo on a binary complete tree T 2 h is at most 5 ¡2 h 2 . Lemma 12 There exists a monotone dynamo on Q n of size O´2 n Ô nµ.
Question 4:
The question is whether in hypercubes the size of a minimal monotone t-time dynamo is asymptotically the same as the size of minimal irreversible t-time dynamo.
As indicated in [5] , the size of a minimal irreversible dynamo in n-dimensional tori is smaller by a factor two than the size of a minimal reversible monotne dynamo. This raised the intriguing question of whether it is always possible to transform an irreversible dynamo into a monotone one, increasing the number of initially black vertices by at most constant times. We answer this hypothesis in a negative way:
Theorem 27 There is a planar graph G ´V Eµ with V N such that the size of a minimal simple irreversible dynamo on G is 1, but the size of any minimal simple reversible monotone dynamo on G is at least N 3 .
The question remains open for regular graphs. Question 5: The question is whether the ratio between the size of reversible monotone and irreversible dynamo is Ω´Nµ also for regular graphs.
Note that the above hypothesis remain false even if Size is replaced by Size ¢ Time.
