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. Double layer split ring slot simulated and measured axial ratio results for transmitted CP signal. expected the insertion loss of the double layer designs is less than the value obtained for the single layer surfaces, however the single layer structures generate a wider 3 dB AR bandwidth. Additionally the KOH fabrication method does not appear to give significantly inferior results to the DRIE processed structures, Table I , despite the fact that both sides of the structure have slightly different dimensions due to the KOH wet etch process.
VI. CONCLUSION
Measured and simulated results for KOH etched cross and split ring slot single and double layer polarization convertor structures were presented for sub-mm wave operation. Overall agreement between simulation results and the measurements were good. The KOH etching procedure which results in tapered slots does not appear to produce inferior results to the more complex DRIE fabrication process reported earlier, and as a consequent admits the possibility for low cost sub-mm wave FSS fabrication which is not reliant on highly specialized equipment.
I. INTRODUCTION
The antenna array synthesis problem is related to the calculation of the excitations and positions for all antenna elements that produce a desired radiation pattern. Reducing of the number of antenna elements in the array is particularly useful in many applications where the weight, size and cost of the antennas are limited, such as phased array radar, satellite communication and MIMO radar system [1] - [4] , [8] .
Up to present many analytical formulations have been derived for the antenna array synthesis problem, such as the Dolph-Chebyshev and Taylor methods for uniformly spaced antenna arrays [10] . These methods are generally based on the assumption that the array elements are equally spaced with uniform distribution which results in a large number of antenna elements to synthesize the desired radiation pattern. An alternative option to reduce the number of elements in the array is to use unequally spaced and non-uniform excitation strategies. The analysis of unequally spaced antenna arrays originated with the work of Unz, who developed a matrix formulation to obtain the current distribution necessary to generate a prescribed radiation pattern with an unequally spaced linear array [6] . The unequally spaced non-uniform antenna array synthesis problem in practice is complex and generally could not be efficiently solved with analytical methods. Therefore, global optimization methods are good options for solving this problem. Among them the genetic algorithm (GA), particle swarm optimization (PSO) method and simulated annealing (SA) have already been successfully used for the synthesis of non-uniform linear, planar and circular arrays [4] , [7] , [9] - [12] . Recently, a novel non-iterative synthesis algorithm based on the matrix pencil method has been proposed which efficiently reduces the number of elements in a linear antenna array in a very short computation time [3] , [8] .
The objective of an efficient antenna array synthesis is to synthesize a desired radiation pattern with the minimum number of elements. Conventional methods generally cast the antenna array synthesis as a minimum L 2 norm optimization problem and solve this with global optimization methods. These kinds of methods have two main problems. First, the global optimization is time consuming and requires large computation resources, especially for electrically large arrays. Second, the L2 minimization is an energy constraint optimization which synthesizes the desired antenna radiation pattern but does not ensure the minimum number of antenna elements for the array. In this communication the antenna synthesis problem is studied from the new perspective of sparseness constrained optimization. Sparseness constrained optimization seeks as few non-zero solution as possible in a linear matrix equation [13] , [15] . This coincides with the objective of the antenna array synthesis problem which seeks as few elements as possible in the array, under the constraint of the prescribed array radiation pattern.
Assume that there are N equally spaced antenna elements in the array and that not each element necessarily radiates EM waves. The antenna element which does not radiate waves is equivalent to having no antenna element in the supposed location. Thus we exploit very useful a priori information that the antenna location space is sparse, i.e., the number of elements which radiate waves is far less than the assumed total number of elements in the array. The objective of antenna array synthesis problem is equivalent to finding the smallest number of elements whose excitation does not equal zero. Then the array synthesis is cast as sparseness constrained optimization problem and solved with Bayesian compressive sensing (BCS) inversion algorithm which seeks as few non-zero element as possible in the solution space.
The organization of the remainder of this communication is listed as follows. In Section II, the synthesis of linear and plannar arrays with sparseness constrained optimization is presented. Some numerical results are presented in Section III to show the efficiency of sparse linear and planar arrays synthesis with the proposed method. Finally, some conclusions are drawn in Section IV.
II. ANTENNA ARRAY SYNTHESIS WITH SPARSENESS CONSTRAINED OPTIMIZATION
The antenna array synthesis problem can be described as follows [3] : where F () is a the radiation pattern at different observation angles,
Q is the number of identical antenna elements in the array, R i is the excitation of the ith element located at di, k is the wavenumber in the freespace. The objective of the problem is to synthesize the desired radiation pattern F () with the minimum number of elements under a small tolerance error " [3] .
A. Linear Array
Suppose the array is composed of N identical antenna elements. For linear antenna arrays, the array factor is given by
Rie jkd cos (2) where R i is the excitation coefficient of the ith element located at x = di, k is the wave number in the freespace. Suppose that all the antenna elements are symmetrically distributed within a range of 0x s to x s along the x direction as shown in Fig. 1 .
Considering the symmetric geometry of the array, the pattern of the array can be written as
i R i cos(kd i cos ) (3) where [N=2] is the minimum integer no less than N=2. In order to solve the above equation we can assume that all the antenna elements are equally spaced from 0x s to x s with a small interelement spacing 1d. Although it is supposed that there is one element at each position, not each antenna element is necessarily radiating waves or excited with current. All the antenna elements can be in two states: "on" state (when the element is in the supposed position or has an excitation) or "off" state (when there is no element in the supposed position or without an excitation). Through discretization, (3) can be written in a matrix form
where m is the number of sampled antenna radiation pattern, n is the minimum integer no less than 2x s =1d, F is a vector containing the sampled radiation pattern at different angles, F[F (1);F(2);111F(m)] T , M is an m 2 n matrix with the (i;j)-th element M ij = 2cos(kd i cos j ). Choosing m < n, M forms an overcomplete dictionary. r is the excitation vector, R i = 0 is equivalent to the "off" state which means the antenna in the ith position is not excited or is absent from the supposed position.
All of the existing L 2 minimization algorithms for antenna array synthesis do not exploit a prior sparsity information about the antenna location space. Although many equally spaced antennas are supposed to be placed in the array, not each antenna is required to be excited. The antenna element without excitation is equivalent to being absent in the supposed position. Thus we can exploit very useful a priori information that the antenna location space is sparse. The spasity of the antenna location space is not well exploited in current antenna array synthesis methods. In this communication the problem of antenna array synthesis with minimum number of antenna elements is cast as sparseness constrained optimization problem minkrk 1 s:t: kF 0 Mrk < "
where " is a small tolerance error. In the above equation we seek to find the smallest number of non-zero elements in the excitation vector r r r. Comparing with traditional antenna synthesis problem solved with L 2 minimization, this communication casts the array synthesis problem as a sparseness constrained optimization problem and changes the L2 minimization to L 1 minimization. The L 2 minimization is a quadratic optimization problem which requires a large computation resource and does not ensure the minimum number of elements in the array. In contrast, the sparseness constrained optimization problem solves a convex, nonquadratic optimization problem and seeks the sparsest solution to the linear equation, which is also much more computationally efficient than the global minimization methods for solving L 2 minimization problems. In this communication the Bayesian compressive sensing inversion algorithm for solving the L1 minimization problem is employed to solve the antenna array synthesis problem [14] . A brief summarization of Bayesian compressive sensing algorithm is given in App. A. Empirical studies demonstrate that the Bayesian learning algorithm has a significantly accelerated rate of convergence compared to other existing L1 minimization algorithms.
B. Planar Array
Planar antenna arrays are currently under study for spacecraft communication and phased array radar systems due to the low side lobe level (SLL) and ease of deployment [4] , [5] . Here we consider a uniformly spaced 2N x 2 2N y elements rectangular planar array with uniform phase excitation shown in Fig. 2 . The excitation of the (n; m)-th antenna element, located at rnm = (xnm;ynm), is denoted as Inm. d x and d y are the inter-element spacing between the antennas in x and y directions. Assume that the excitation and inter-element spacing are symmetric with respect to both x and y axes, the array factor can be written as [8] , [12] 
Although all elements in the planar array are assumed to be equally spaced with very small inter-element spacing, not each element is necessarily radiating EM waves or excited with current. If the excitation of the lth element is 0 ("off" state), it is equivalent to there being no element in the corresponding location. The sparseness constrained optimization problem in (12) seeks as few non-zero element as possible in the excitation vector I, which coincides with the objective of the antenna array synthesis with minimum number of elements.
III. NUMERICAL RESULTS
In this section some numerical results are presented to show the effectiveness of sparseness constrained optimization for both linear and planar sparse antenna array synthesis.
A. Synthesis of Chebyshev Pattern With Linear Array
The first example synthesizes a twenty elements uniformly spaced Chebyshev array. The side lobe level (SLL) of the Chebyshev array is SLL = 030 dB. If not specified, in all the following simulations x s = 10 and the inter-element spacing is chosen to be 1d = =10. Table I gives the antenna location and excitation amplitude in [3] and the result obtained by the sparseness constrained optimization in this communication. Fig. 3 is the reconstructed radiation pattern with sparseness constrained optimization and compared with the matrix pencil method result in [3] . It is observed that for cos() between 0.85 and 1.0 the side lobe level is a bit higher than that of the desired radiation pattern. This is due to the reason that in the computation we discarded one antenna element with excitation amplitude smaller than 1/20 of the maximum excitation amplitude. In order to characterize the difference between the desired pattern and the synthesized pattern the mean squared error (MSE) is used in this communication. The MSE is defined as norm of the error between the desired pattern and the synthesized pattern, normalized to the norm of the desired pattern. The MSE in this example is 1.57e-4. From the result we can find that through sparseness constrained optimization only 14 antenna elements are required to achieve the desired radiation pattern. The number of antenna elements is reduced by 30% as compared to the uniformly spaced array and the synthesized pattern is quite satisfactory for practical use.
B. Synthesis of a Taylor-Kaiser Pattern With Linear Array
The side lobe level (SLL) of the Taylor-Kaiser array to be synthesized in this example is SLL = 025 dB. Using the matrix pencil method in [3] , only 17 elements are required to produce the desired pattern. Table II gives the positions and amplitudes of the reconstructed nonuniform array element with sparseness constrained optimization. For the convenience of comparison the result in [3] is also given in the table. Fig. 4 is the reconstructed radiation pattern with sparseness constrained optimization and the results obtained in [3] . The MSE between the desired radiation pattern and the synthesized pattern is 2.09e-4 in this example. It is observed that for cos() between 0.7 and 1.0 the side lobe level is a bit higher than that of the desired radiation pattern. This is due to the reason that in the computation process we discard one antenna element whose excitation amplitude is 1/20 smaller than the maximum excitation amplitude. From the reconstruction results we can find that only 18 antenna elements are required to achieve the desired radiation pattern using sparseness constrained optimization. It requires about 38% fewer antenna elements than the uniformly space antenna array. Although one more element is used than the matrix pencil method in [3] , the result is still very satisfactory. 
C. Synthesis of Electrically Large Linear Array
In order to show the efficiency of sparseness constrained optimization for solving electrically large scale array synthesis problem which involves a large number of unknowns in the optimization, a 300 element Chebyshev array is tested in this example. In the simulation x s = 150 and 1d = =10, the SLL of the Chebyshev pattern is 035 dB. The synthesized pattern is presented in Fig. 5 and the total number of element used is 224. The MSE between the desired radiation pattern and the synthesized pattern is 1.85e-4. The computation time of this example is 7.5 s which is much shorter than the global optimization methods and is similar to the matrix pencil method in [3] . The reducing of the number of elements in large antenna arrays and short computation time show that sparseness constrained optimization is very efficient for sparse antenna array synthesis.
D. Synthesis of Square
In the last example we synthesized a square planar antenna array with sparseness constrained optimization. Planar array synthesis has more antenna elements, resulting in more unknowns in the optimization than the linear array. This is a very challenging problem for the traditional global optimization methods to synthesize the desired radiation pattern in a short computation time while maintaining a minimum number of elements in the array. In this communication, the 1024 element planar array in [4] is synthesized with sparseness constrained optimization. A total of 2500 samples of the radiation pattern are sampled at different azimuth and elevation angles. The antenna locations in the x and y directions have total array lengths of 10 with an inter-element spacing dx = dy = =10, resulting in 101 2 101 unknowns. For the large amount of unknowns the planar array synthesis problem can still be efficiently solved within 10 seconds, which is much more computationally efficient than other existing planar array synthesis methods. Fig. 7 gives the synthesized 3D radiation pattern using the sparseness constrained optimization. The MSE between the 3D desired radiation pattern and the synthesized pattern is 2.41e-4. For the convenience of comparison the radiation pattern in the E-plane is also presented in Fig. 8 . In the synthesized planar array 496 elements are required to achieve the desired radiation pattern. Approximately 50% fewer antenna elements are required by solving the planar array synthesis as sparseness constrained optimization problem. 
IV. CONCLUSION
In this communication the antenna array synthesis problem is studied from the new perspective of sparseness constrained optimization. Most of the existing antenna array synthesis algorithms are based on L 2 minimization which does not exploit any sparse information about the antenna location space. By exploiting the a priori information that the antenna location space is sparse, the antenna array synthesis problem is cast as sparseness constrained optimization problem and solved with Bayesian compressive sensing inversion algorithm. Numerical examples are presented to show the high efficiency of both planar and linear arrays synthesis with sparseness constrained optimization.
APPENDIX A BAYESIAN COMPRESSIVE SENSING
In the appendix, the optimization algorithm exploited by Bayesian compressive sensing algorithm is briefly summarized [14] , [16] , [17] . It is noted that, since the distribution (A.2) is not conjugated to the conditional distribution in (A.1), it does not allow a tractable Bayesian analysis. Therefore, the hierarchical priors or Gaussian mixtures are firstly employed to describe the distribution of (A.7)
Additionally, this fast algorithm has been developed in [16] and [17] by analyzing the properties of the marginal likelihood function in [14] . This enables a principled and efficient sequential addition and deletion of candidate basis function to monotonically maximize the marginal likelihood. We omit the detailed discussion of this fast algorithm and refer the reader to [16] and [17] for more details.
