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ABSTRACT
A foundational issue underlying many overlay network ap-
plications ranging from routing to P2P file sharing is that of
connectivity management, i.e., folding new arrivals into an
existing overlay, and re-wiring to cope with changing net-
work conditions. Previous work has considered the problem
from two perspectives: devising practical heuristics for spe-
cific applications designed to work well in real deployments,
and providing abstractions for the underlying problem that
are analytically tractable, especially via game-theoretic anal-
ysis. In this paper, we unify these two thrusts by using
insights gleaned from novel, realistic theoretic models in
the design of Egoist – a prototype overlay routing sys-
tem that we implemented, deployed, and evaluated on Plan-
etLab. Using measurements on PlanetLab and trace-based
simulations, we demonstrate that Egoist’s neighbor selec-
tion primitives significantly outperform existing heuristics
on a variety of performance metrics, including delay, avail-
able bandwidth, and node utilization. Moreover, we demon-
strate that Egoist is competitive with an optimal, but un-
scalable full-mesh approach, remains highly effective under
significant churn, is robust to cheating, and incurs minimal
overhead. Finally, we discuss some of the potential benefits
Egoist may offer to applications.
1. INTRODUCTION
Motivation: Overlay networks are used for a variety of
applications ranging from routing [4] to content distri-
bution [40] to peer-to-peer file sharing. A foundational
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issue underlying many such overlay network applica-
tions is that of connectivity management. Connectiv-
ity management manifests itself in many ways, includ-
ing how to wire a newcomer into the existing mesh of
nodes (bootstrapping) and how to rewire the links be-
tween overlay nodes to deal with churn and changing
network conditions. Connectivity management is par-
ticularly challenging for overlay networks because over-
lays often consist of nodes that are distributed across
multiple administrative domains, in which auditing or
enforcing global behavior can be difficult or impossible.
As such, these nodes may act selfishly to maximize the
benefit they receive from the network, as exemplified in
studies relating to selfish (source) routing [28] and free
riding [16] in P2P file-sharing networks.
Selfish behavior has many implications for connec-
tivity management. In particular, it creates additional
incentives for nodes to rewire, not only for operational
purposes (bootstrapping and substituting nodes that
went off-line), but also for seizing opportunities to in-
crementally maximize the local connection quality to
the overlay. While much attention has been paid to
the harmful downsides of selfish behavior, the impact
of adopting selfish connectivity management techniques
in real overlay networks has received very little atten-
tion. In our work, we dwell not on the negatives, but
instead focus on the potential benefits from such selfish
behavior, which include the obvious benefits to selfish
nodes, but more surprisingly, to the network as a whole.
Indeed, we confirm that selfishness is not the problem,
so much as inaction, indifference, or naive reaction: all
of which incur high social costs. Our paper addresses
these issues by providing a methodical evaluation of the
design space for connectivity management in overlay
networks, including the demonstration of the implica-
tions and promise from adopting a selfish approach to
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neighbor selection in real network overlays.
Selfish Neighbor Selection: In a typical overlay net-
work, a node must select a fixed number (k) of imme-
diate overlay neighbors for routing traffic or queries for
files. Previous work has considered this problem from
two perspectives: (1) devising practical heuristics for
specific applications in real deployments, such as boot-
strapping by choosing the k closest links, or by choosing
k random links in a P2P file-sharing system; and (2)
providing abstractions of the underlying fundamental
neighbor selection problem, which are amenable to the-
oretical formulation and analysis as exemplified in the
recent work on Selfish Neighbor Selection (SNS) [21,
20]. This SNS formulation focused on characterizing
the emergent overlay topology when overlay nodes be-
have selfishly and employ “Best-Response” (BR) neigh-
bor selection strategies. Using BR a node chooses the
best k neighbors that optimize its connection quality to
the overlay, granted knowledge of how other nodes have
connected among themselves.
This prior work demonstrates that selfish players
can select neighbors so as to efficiently reach near-equilibria
in the Nash sense, while also providing good global per-
formance. Indeed, one implication from that prior work
is that shortest-path overlay routing performs much bet-
ter over SNS topologies than over random and myopic
ones.1 Left unanswered in this prior work, though, is
whether it is practical to build SNS-inspired overlays,
how to incorporate additional metrics other than delay,
e.g., bandwidth, whether such overlays would be ro-
bust against network dynamics and whether they would
scale.
Paper Scope and Contributions: In this paper we
tackle the questions mentioned above and describe the
design, implementation, and evaluation of Egoist: an
SNS-inspired prototype overlay routing network for Plan-
etLab. Egoist serves as a building block for the con-
struction of efficient and scalable overlay applications
consisting of (potentially) selfish nodes.
Our contributions can be summarized as follows.
We first demonstrate through real measurements on
PlanetLab that overlay routing atop Egoist is signif-
icantly more efficient than systems utilizing common
heuristic neighbor selection strategies under multiple
performance metrics, including delay, system load and
available bandwidth. Second, we demonstrate that the
performance ofEgoist approaches that of a (theoretically-
optimal) full-mesh topology, while achieving superior
scalability, requiring link announcements proportional
to nk compared to n2 for a full mesh topology. We also
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Note that the only selfishly-motivated action of a node is the choice
of its direct overlay neighbors and not the choice of the overlay path
to various destinations. As we discuss later in section 2.2, this is
not about “selfish routing”, but rather it is about standard (shortest-
path) routing over a selfishly constructed overlay topology.
introduce sampling techniques for reducing the link an-
nouncement overhead even further. Third, to accom-
modate high-churn environments, we introduce a hy-
brid extension of the “Best-Response” (BR) neighbor
selection strategy, in which nodes “donate” a portion
of their k links to the system to assure connectivity,
leaving the remaining links to be chosen selfishly by the
node. Our experiments show that such an extension is
warranted, especially when the churn rate is high rela-
tive to the size of the network. Fourth, we consider the
impact of cheaters – nodes that announce false infor-
mation in order to benefit themselves, or harm the net-
work. While such behavior can be identified and elim-
inated through the use of appropriate mechanisms, we
show that Egoist remains robust even without the use
of such mechanisms. Finally, we discuss how Egoist
can provide a redirection stepping-stone for the benefit
of applications that perform multi-path transmission in
order to increase their effective maximum end-to-end
rate, or their robustness to delay jitter and loss.
2. BACKGROUND
2.1 Basic Definitions
Let V = {v1, v2, . . . , vn} denote a set of overlay routing
nodes. Node vi establishes a wiring si = {vi1 , vi2 , . . . , vik}
by creating links to k other nodes (we will use the
terms link, wire, and edge interchangeably). Edges are
directed and weighted, thus e = (vi, vj) can only be
crossed in the direction from vi to vj , and has cost dij .
Going in the opposite direction requires crossing edge
(vj , vi) and incurring cost dji (in general, dji = dij).
Let S = {s1, s2, . . . , sn} denote a global wiring between
the nodes of V and let dS(vi, vj) denote the cost of
a shortest directed path between vi and vj over this
global wiring; dS(vi, vj) = M  n if there is no di-
rected path connecting the two nodes. For the overlay
networks discussed here, the above definition of cost
amounts to the incurred end-to-end delay when per-
forming shortest-path routing along the overlay topol-
ogy S, whose direct links have weights that capture
the delay of the underlying IP path connecting one
end of the overlay link to the other. Let Ci(S) de-
note the cost of vi under the global wiring S, defined
as a weighted summation of its distances to all other
nodes, i.e., Ci(S) =
∑n
j=1,j =i pij · dS(vi, vj), where the
weight pij denotes “preference” e.g., the percentage of
vi’s traffic that is destined to node vj .
Definition 1. Best-Response (BR) Given a residual
wiring S−i = S − {si}, a best response for node vi is a
wiring si ∈ Si such that Ci(S−i+{si}) ≤ Ci(S−i+{s′i}),
∀s′i = si, where Si is the set of all possible wirings for
vi.
The Selfish Neighbor Selection (SNS) game was in-
troduced in [21] as a strategic game where nodes are the
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players, wirings are the strategies, and Ci’s are the cost
functions. It was shown that under hop-count distance,
obtaining the BR of vi requires solving an asymmetric
k-median problem on the residual wiring S−i and is,
therefore, NP-hard. In [20] it was proved that every
instance of the SNS game with uniform preference and
link weights has pure Nash equilibria whose social cost
is within a constant factor of that of a socially-optimal
solution. It was also shown that non-uniform instances
of the game may have no equilibria at all.
2.2 Related Work
Our work is inspired by the SNS game [21, 20]. While
these works presented basic theoretic and experimental
results, they did not consider any of the practical sys-
tems issues that are covered in this paper, such as deal-
ing with churn in realistic network conditions or achiev-
ing high global performance without the computational
and control message overheads required by theoretical
formulations. Network Creation Games that predate
SNS [15, 3, 12, 27, 10] have considered settings in which
nodes may buy as many links (neighbors) as they like
and thus differ fundamentally from our work, in which
constraints on the number of neighbors play a central
role.2 Also, fundamentally different is the work on Self-
ish Routing [28, 32], in which the network topology is
part of the input to the game, and selfish source rout-
ing is the outcome. In a way, this is the inverse of our
work, in which network-based (shortest-path) routing is
an input of the game, and topology is the outcome.
A number of routing overlay systems have been re-
cently proposed [33, 4, 25, 24, 43, 26, 19, 44, 34, 35,
38, 14]. Most of these works have been proposed as
ways of coping with some of the inefficiencies of na-
tive IP routing. The basic design pattern is more or
less the same: overlay nodes monitor the characteris-
tics of the overlay links between them (overlay topology
may differ among systems) and employ a full-fledged
or simpler [19] routing protocol to route at the over-
lay layer. Some overlay routing systems optimize route
hop count [24, 34, 35], others optimize for application
delay [33, 4, 28, 25, 43, 26, 19], and others optimize
for available bandwidth [44]. These works assume that
either all overlay nodes are under central control and
thus obediently follow simple empirical neighbor selec-
tion strategies as discussed earlier, or bypass the issue
altogether by assuming that some fixed overlay design
is already in place. With reference to the employed
metric, in our work, we provide mechanisms to support
optimization of all aforementioned metrics and leave it
up to the application designers to choose the most suit-
able one.
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We also note that in our target (overlay networks) setting, it is more
realistic to impose a limit on the number of neighbors as opposed to
a price on the link to a neighbor. This latter assumption is better
justified for connectivity at the physical as opposed to overlay layer.
Selfish behavior has been studied in the context of
providing incentives for nodes to route traffic for oth-
ers [7].3 Such works are complementary to ours since
we assume that an external mechanism exists for incen-
tivizing forwarding for other nodes. Chawathe et al. [9]
proposed mechanisms for dealing with selfish nodes that
lie about their capacities to avoid receiving queries. While
we visit some of these issues in this paper, we note that
this prior work did not focus on neighbor selection nor
did it impose any constraints on node degrees.
In structured DHTs, proximity neighbor selection
has been proposed to make the overlay topology match
the underlying IP topology as much as possible [29, 18]
in order to achieve faster lookups: Nodes can choose
the physically closest nodes from a set of candidate
nodes. While this approach gives nodes some flexi-
bility in choosing neighbors selfishly, the set of nodes
from which the choice must be made is constrained by
node ID. In our work, we focus on unstructured net-
works and do not constrain a node’s choices except to
cap its degree, a practice in line with all currently de-
ployed unstructured networks, and justified by system
implementation/performance concerns (e.g., fragmen-
tation of up-link bandwidth).
3. THE EGOIST OVERLAY SYSTEM
In this section we overview the basic design of our Ego-
ist overlay routing system.
3.1 Basic Design of EGOIST
Egoist is a prototype system that allows the creation
and maintenance of an overlay network on PlanetLab,
in which every node selects and continuously updates its
k overlay neighbors in a selfish manner—namely to min-
imize its (weighted) sum of distances to all destinations
under shortest-path routing. For ease of presentation,
we will assume that delay is used to reflect the cost of a
path, noting that other metrics – which we will discuss
later in the paper and which are incorporated in Ego-
ist’s implementation – could well be used to account
for cost, including bandwidth and node utilization, for
example.
In Egoist, a newcomer overlay node vi connects
to the system by querying a bootstrap node, from which
it receives a list of potential overlay neighbors. The new-
comer connects to at least one of these nodes, enabling
it to participate in the link-state routing protocol run-
ning at the overlay layer. As a result, after some time,
vi will obtain the full residual graph G−i of the overlay.
By running all-pairs shortest path algorithm on G−i,
the newcomer is able to obtain the pair-wise distance
(delay) function dG−i . In addition to this information,
3
The use of incentives has also been studied in other contexts that
are fundamentally different from ours, e.g., P2P file sharing [16, 11,
39].
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the newcomer estimates dij , the weight of a potential di-
rect overlay link from itself to node vj , for all vj ∈ V−i.
Using the values of dij and dG−i , the newcomer con-
nects to G−i using one of a number of wiring policies
(discussed in Section 3.2).
Clearly, obtaining dij for all n nodes requiresO(n2)
measurements.4 However, we note that these O(n2)
measurements do not have to be announced or be con-
tinuously monitored. In particular, each node needs
to monitor and send updates only for the k links that
it chooses to establish, with O(n) measurements to all
nodes in the overlay done much less frequently – namely
once per wiring epoch, which is defined as the period
T between two successive evaluations by a node of its
set of candidate links and possible adoption of a new
wiring (i.e., re-wiring) based on such evaluation. Since
re-wiring is much less frequent than monitoring of the
established k links, the load imposed by the link-state
protocol is only O(nk) and not O(n2).
3.2 Neighbor Selection Policies in EGOIST
As its namesake suggests, the default neighbor selection
policy in Egoist is the Best-Response (BR) strategy
described in Section 2.1, and detailed in [21]. Using
BR, a node selects all its k neighbors so as to mini-
mize a local cost function, which could be expressed in
terms of some performance metric (e.g., average delay
to all destinations, maximum aggregate throughput to
all destinations, etc). Since obtaining an exact BR is
NP-hard under both delay [21] and throughput, in Sec-
tion 4.1, we employ fast approximate versions based on
local search to reduce computational costs and enhance
scalability (more in Section 5). In addition to BR, we
have also implemented the following neighbor selection
policies, to enable comparative evaluation.
k-Random: Each node selects k neighbors randomly.
If the resulting graph is not connected, we enforce a
cycle.
k-Closest: Each node selects its k neighbors to be the
nodes with the minimum link cost (e.g., minimum delay
from it, maximum bandwidth, etc.). Again, if the graph
is not connected, we enforce a cycle.
k-Regular: In this case, all nodes follow the same
wiring pattern dictated by a common offset vector o =
{o1, o2, . . . , ok}, used as follows: node i connects to
nodes i+oj mod n, j = 1, . . . , k. In our system, we set
oj = 1 + (j − 1) · n−1k+1 .5 One way to visualize this is to
consider that all nodes are placed on a ring according to
their ids (as with a DHT). Thus, an offset vector makes
each node use its k links to connect to other nodes so
4
Notice that dij can be obtained through active or passive measure-
ments depending on the metric of interest (see Section 4.1 for details).
5
To simplify the presentation, we assume that n− 1 is a multiple of
k + 1.
as to equally divide the periphery of the ring.
3.3 Dealing with Churn in EGOIST
Egoist’s BR neighbor selection strategy assumes that
existing nodes never leave the overlay. Therefore, even
in an extreme case in which some nodes are reach-
able through only a unique path, a node can count
on this path always being in place (re-wirings by other
nodes will not tear it down as this would also disconnect
them [20]). Overlay routing networks (e.g., RON [4])
are not inherently prone to churn to the extent that
file-sharing P2P-networks [17, 30] are. Nonetheless,
nodes may occasionally go down, or network problems
may cause transient disconnections until successive re-
wirings establish new paths. One could re-formulate
the BR objective function used by a node to take into
account the churning behavior of other nodes. This,
however, requires modeling of the churn characteristics
of various nodes in an overlay, which may not be feasi-
ble, particularly for large networks [41].
In Egoist we follow a different approach remi-
niscent of how k-Random and k-Closest policies en-
sure overlay connectivity. We introduce a hybrid wiring
strategy (HybridBR), in which each node uses k1 of its
k links to selfishly optimize its performance using BR,
and “donates” the remaining k2 = k − k1 links to the
system to be used for assuring basic connectivity under
churn. We call this wiring “hybrid” because, in effect,
two wiring strategies are in play – a selfish BR strategy
that aims to maximize local performance and a selfless
strategy that aims to maintain global connectivity by
providing redundant routes.
There are several ways in which a system can use
the k2 donated links of each node to build a connectivity
backbone. Young et al. [43] proposed the use of k Min-
imum Spanning Trees (k-MST). Using k-MST (a cen-
tralized construction) to maintain connectivity is prob-
lematic, as it must always be updated (due to churn and
to changes in edge weights over time), not to mention
the overhead and complexities involved in establishing
(k2/2)-MSTs. To avoid these complexities, Egoist uses
a simpler solution that forms k2/2 bidirectional cycles.
Consider the simplest case k2 = 2, which allows for the
creation of a single bidirectional cycle. To accommo-
date a new node vn+1, node vn will disconnect from
node v1 and connect to vn+1, whereas the latter will
connect to v1 to close the cycle. For higher k2/2, the
system decides k2/2 offsets and then each node connects
to the nodes taken by adding (modulo n) its id to each
offset. If k2 is small (e.g., 2) then the nodes will need
to monitor (e.g., ping) the backbone links closely so as
to quickly identify and restore disconnections. With
higher k2 the monitoring can be more relaxed due to
the existence of alternative routes through other cycles.
Computing BR using k1 links granted the existence of
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the k2 links can be achieved by simple re-formulation of
the ILP model of [21], in which the decision variables Yi
are set to 1 in correspondence to the nodes that receive
high maintenance links.
We have implemented HybridBR in Egoist. As
hinted above, donated links are monitored aggressively
so as to recover promptly from any disconnections in
the connectivity backbone through the use of frequent
heartbeat signaling. On the other hand, the monitoring
and upkeep of the remaining BR links could be done
lazily, namely by measuring link costs, and recomputing
BR wirings at a pace that is convenient to the node—a
pace that reduces probing and computational overheads
without risking global connectivity.
To differentiate between these two types of link
monitoring strategies (aggressive versus lazy), in Ego-
ist we allow re-wiring of a dropped link to be performed
in one of two different modes: immediate and delayed.
In immediate mode, re-wiring is done as soon as it is
determined that the link is dropped, whereas in delayed
mode re-wiring is only performed (if necessary) at the
preset wiring epoch T . Unless otherwise specified, we
assume a delayed re-wiring mode is in use.
3.4 Dealing with Cheaters in EGOIST
In this paper, we make the case for selfish neighbor se-
lection in the sense that we do not consider selfishness
in selecting one’s neighbors as an anti-social behavior
that needs to be mitigated. In this section, we briefly
examine harmful ways in which a node may be selfish
(or “cheat” its way through), as well as possible coun-
termeasures.
The most blatant form of cheating is free-riding,
i.e., using the system to route one’s own traffic but
denying routing to any incoming traffic from other nodes.
Dealing with such behavior has been the subject of a
number of studies, including the works in [7, 8] which
propose the adoption of reputation and repudiation or
punishment mechanisms that act as incentives for nodes
to route, and/or expel misbehaving nodes from the sys-
tem. These studies are orthogonal to and thus comple-
ment our work.
A more elaborate way for a node to cheat is to
announce false information via the link-state protocol
to discourage others from picking it as an upstream
neighbor. For example, a node can cheat by falsely
announcing larger-than-actual delays for its potential
outgoing links. One could add mechanisms to detect
this type of cheating. If the construction of the over-
lay is based on passive measurements obtained from a
virtual coordinate system (as discussed in Section 4.1),
then nodes could periodically select a random subset
of remote nodes and “audit them” by asking the co-
ordinate system for the delays of the outgoing links of
the audited nodes and comparing them to the actual
values that the audited nodes declare on the link-state
routing protocol. Similar audits can be designed using
active probing by sending traffic and measuring its de-
lay and comparing it to the expected delay based on
the delays that nodes on the end-to-end path declare.
In Section 4.5, we evaluate the impact of broadcast-
ing false information to cheat the system: we show that
even without the use of the aforementioned audit mech-
anisms, Egoist is robust to this form of cheating.
4. EXPERIMENTAL EVALUATION
4.1 Cost Metrics
As we alluded earlier, a number of metrics could be
used to measure the “cost” of traversing an overlay link.
Clearly, the choice of an appropriate metric depends
largely on the application at hand. In this section, we
review the various cost metrics we have incorporated in
Egoist and discuss how each such metric was evaluated
in our implementation.
Link and Path Delays: Delays are natural cost met-
rics for many applications, especially those involving in-
teractive communication. To obtain the delay cost met-
ric, a node needs to obtain estimates for its own delay
to potential neighbors, and for the delay between pairs
of overlay nodes already in the network. In Egoist, we
estimate directed (one-way) link delays using two dif-
ferent methods: an active method based on ping, and
a passive method using the pyxida virtual coordinate
system [23, 2]. Using ping, one-way delay is estimated
to be one half of the measured ping round-trip-times
(RTT) averaged over enough samples. Clearly, a node is
able to measure such a value for all of its direct (overlay)
neighbors, and is also able to relay such information to
any other nodes through the overlay link-state routing
protocol. Using pyxida, delay estimates are available
through a simple query to the pyxida system.6
Node Load: For many overlay applications, it may
be the case that the primary determinant of the cost
of a path is the performance of the nodes along that
path—e.g., if traversal of nodes along the path incur
significant overhead due to (say) context switching and
frequent crossing of user/kernel spaces. Thus, in Ego-
ist, we allow the use of a variation of the delay metric
in which all outgoing links from a node are assigned
the same cost, which is set to be equal to the measured
load of the node. When applicable, the estimation of
such a metric is straightforward as it requires only local
measurements. In Egoist, we did this by querying the
CPU load of the local PlanetLab node, and computing
an exponentially-weighted moving average of that load
6
Using ping produces more accurate estimates, but subjects the over-
lay to added load, whereas using pyxida produces less accurate esti-
mates, but consumes much less bandwidth.
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calculated over a given interval (taken to be 1 minute
in our experiments).
Available Bandwidth: Another important cost met-
ric, especially for content-delivery applications, is the
available bandwidth on overlay links. Different avail-
able bandwidth estimation tools have been proposed in
the literature (see [36] for an exposition). In Egoist, we
used pathChirp [31], a light-weight, fast and accurate
tool, which fits well with PlanetLab-specific constraints,
namely: it does not impose a high load on PlanetLab
nodes since it does not require the transmission of long
sequences of packet trains, and it does not exceed the
max-burst limits of Planetlab. pathChirp is an end-to-
end active probing tool, which requires the installation
of sender and receiver pathChirp functionality in each
Egoist node. The available bandwidth between a pair
of nodes v, u ∈ V−i is given by
AvailBW (v, u) = max
p∈P (v,u)
AvailBW (p),
where the available bandwidth for a path p is given by:
AvailBW (p) = min
e∈p AvailBW (e),
and P (v, u) denotes the set of paths that connects v
to u. Thus, finding P ∗(v, u) that maximizes the avail-
able bandwidth between v and u, and the bottleneck
edge, is a “Maximum Bottleneck Bandwidth” problem
which can be solved using a simple modification of Di-
jkstra’s [13].
Using available bandwidth as the cost metric also
requires us to modify the local objective function for
computing BR wirings. In particular, the best response
for vi may be based on a wiring si that maximizes the
aggregate bandwidth out of a node given by
∑
vj∈V−i
max
w∈s min (AvailBW (e(vi, w)), AvailBW (w, vj))
The above objective calls for the maximization of the
average of the bottleneck bandwidths to all destina-
tions. In Appendix A.1 we show that finding a local
wiring si that maximizes this objective function is an
NP-hard problem. Thus in our implementation we used
a fast local-search heuristic that we verified to be within
5% of optimal in the tested scenarios (we also added in-
finity costs to guarantee connectedness). Notice that it
is straightforward to use the above definitions to pro-
duce alternative formulations, e.g., consider the maxi-
mization of the minimum of the bottleneck bandwidths
to all destinations.7
4.2 Baseline Experimental Results
In this section, we present performance results obtained
through measurement of Egoist. These results allow
7
It is also implicit in this formulation that the available bandwidth of
an edge is not affected by vi’s own traffic going through that edge (in
the event that vi will choose a wiring that uses this edge). This can
be addressed with a more complicated formulation, which we omit
due to space considerations.
us to make comparisons between the various neighbor
selection policies described in Section 3.2 for the var-
ious cost metrics described above. All the results in
this section assume that node churn is not an issue –
i.e., once it joins the overlay, a node does not leave.
Results showing the impact of node churn on Egoist
performance are presented in Section 4.4.
Experimental Setting: We deployed Egoist on n =
50 PlanetLab nodes (30 in North America, 11 in Eu-
rope, 7 in Asia, 1 in South America, and 1 in Ocea-
nia). Each of these nodes is configured to recompute
its wiring every wiring epoch T = 60 seconds. Egoist
nodes are not synchronized, thus on average a re-wiring
by some Egoist node occurs every T/n = 1.2 seconds.
Whether a node ends up re-wiring or not depends on
the neighbor selection policy. For k-Random and k-
Regular policies, and since our baseline experiments do
not feature any node churn, it follows that these policies
will not exhibit any re-wiring. For k-Closest, re-wiring
would only be the result of dynamic changes in Plan-
etLab that result in changes to the cost metric in use
(and hence what constitutes the closest set of neigh-
bors). For BR, a node may rewire due to changes in
PlanetLab conditions, but may also rewire simply as a
result of another node’s re-wiring. While in theory [20,
21], BR strategies converge to some equilibrium in the
Nash sense, we note that this is not likely to be the case
for real systems such as Egoist, since dynamic changes
of the underlying system (changes in link delays, band-
width, and node load) are likely to result in perpetual
re-wiring by Egoist nodes. Setting the wiring epoch
T in Egoist has the effect of controlling the timescale
of, and consequently the overhead incurred by, BR re-
wiring.
Each experiment presented in this section reflects
the results obtained by running Egoist for 10 hours on
PlanetLab on January 5th, January 15th and Septem-
ber 15th 2007.
Performance Metric: To be able to compare the im-
pact of neighbor selection on the quality of the resulting
overlay, throughout this paper we use the routing cost
(for an individual node or averaged over all nodes) as
the main performance metric. For each experiment, an
individual cost metric is calculated for every one of the
n = 50 nodes in the system. The individual cost metric
for a node reflects the cost of routing from that node to
all other 49 nodes in the system, assuming a uniform
routing preference over all destinations.8 For each ex-
periment we report the mean of all n = 50 individual
costs, as well as the 95th-percentile confidence interval.
8
We note that using a uniform routing preference will tend to de-
flate the advantage of BR neighbor selection – in other words, the
results we present here are conservative, since unlike the other poli-
cies we considered, BR is capable of leveraging skew in preference to
its advantage.
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Figure 1: PlanetLab baseline experiments showing the individual costs for various neighbor selection policies (nor-
malized with respect to BR costs) as a function of number of neighbors k for a 50-node EGOIST overlay: Cost metric is
ping delays (top-left), pyxida delays (top-right), node CPU load (bottom-left), and available bandwidth (bottom-right).
To facilitate comparisons between various neigh-
bor selection strategies, we often report the normalized
routing cost, which is the ratio of the cost achievable
using a given strategy to that achievable using BR.
Control Variables: In our first set of experiments, our
aim is to identify for the three metrics of interest the
payoff (if any) from adopting a selfish neighbor selec-
tion strategy, i.e., using a BR policy in Egoist. This
payoff will depend on many variables. While some of
these variables are not within our control (e.g., the dy-
namic nature of the Internet as reflected by variability
in observed PlanetLab conditions), others are within
our control, e.g., n, T , and the various settings for our
active measurement techniques.
In order to neutralize the effect of extrinsic vari-
ables that are not within our control, experiments re-
porting on different neighbor selection policies were con-
ducted concurrently. To do so, we deploy concurrent
Egoist agents on each of the n = 50 PlanetLab nodes
we use in our experiments, with each agent using a dif-
ferent neighbor selection strategy. In effect, each one of
our experiments compares the performance of a set of
concurrently deployed Egoist overlay networks, each
resulting from the use of a particular neighbor selection
policy.
One control variable that is particularly important
is the number of direct neighbors, k, that an Egoist
node is allowed to have. In many ways, k puts a pre-
mium on the significance of making a judicious choice
of neighbors. For small values of k, choosing the right
set of neighbors has the potential of making a bigger
impact on performance, when compared to the impact
for larger values of k. Thus, in all the results we present
in this section, we show the performance of the various
policies over a range of k values.
Overview of Performance Results: Before present-
ing specific performance results, we make two broad
observations: first, in all of our experiments, using a
BR policy in Egoist consistently yields the best per-
formance. While such an outcome was anticipated by
virtue of findings reported in [21] for a static setting,
the results we present here are significant because they
underscore the payoff in a real deployment, where the
modeling assumptions made in prior work do not hold.
Second, in all of our experiments, with the exception of
BR, no single neighbor selection policy was consistently
better than all others across all metrics. In other words,
while the performance of a given policy may approach
that of BR for one metric while dominating all other
policies, such policy dominance does not hold across all
the metrics we considered.
Results for Delay Metric: Fig. 1 shows the perfor-
mance of the various neighbor selection policies in Ego-
7
ist normalized with respect to that achievable using BR
when the metric of interest is the overlay link/path de-
lay over a range of values for k (with link delays mea-
sured using ping in the top-left plot, and using pyxida
in the top-right plot). These results show that BR out-
performs all the other wiring policies, especially when
k is small, as anticipated in our discussion of the sig-
nificance of k as a control variable. For example, for
k = 2, the average delay experienced by an individ-
ual node could be anywhere between 200% and 400%
higher than that achievable using BR. The performance
advantage of BR in terms of routing delay stands, even
for a moderate number of neighbors. For example, for
k = 5, BR cuts the routing delay almost by half.
These results confirm the superiority of BR rela-
tive to other policies, but do not give us a feel for how
close is the performance of Egoist using BR wiring to
the “best possible” performance. To do so, we note that
by allowing nodes to connect to all other nodes in the
overlay (i.e., by setting k = n−1), we would be creating
a complete overlay graph with O(n2) overlay links, ob-
viating the need for a neighbor selection policy. Clearly,
the performance of routing over such a rich overlay net-
work gives us an upper bound on the achievable perfor-
mance, and a lower bound on the delay metric. Thus,
to provide a point of reference for the performance num-
bers we presented above, in the top-left plot in Fig. 1 we
also show the performance achieved by deploying Ego-
ist and setting k = n−1. Here we should note that this
lower bound on delay is what a system such as RON [4]
would yield, given that routing in RON is done over
shortest paths established over a full mesh, and assum-
ing that any of the O(n2) overlay links could be used
for routing. These results show that using BR in Ego-
ist yields a performance that is quite competitive with
RON’s lower bound. As expected, the difference is most
pronounced for the smallest k we considered—namely,
the lowest delay achievable using 49 overlay links per
node is only 30% lower than that achievable using BR
with 2 overlay links per node. BR is almost indistin-
guishable from the lower bound for slightly larger values
of k (e.g., k = 4).
With respect to the other heuristics, the results in
the top plots in Fig. 1 show that k-Closest outperforms
k-Random when k is small, but that k-Random ends up
outperforming k-Closest for slightly larger values of k.
This can be explained by noting that k-Random ends
up creating graphs with much smaller diameters than
the grid-like graphs resulting from the use of k-Closest,
especially as k gets larger. In all experiments, k-Regular
performed the worst.
Results for Node Load: The bottom-left plot in
Fig. 1 shows the results we obtained using the node
load metric, where the path cost is the sum of the loads
of all nodes in the path. These results show clear delin-
eations, with BR delivering the best performance over
all values of k, k-Random delivering the second-best
performance, and k-Closest delivering the worst perfor-
mance as it fails to predict anything beyond the imme-
diate neighbor, especially in light of the high variance
in node load on PlanetLab.
Results for Available Bandwidth: The bottom-
right plot in Fig. 1 shows the results we obtained using
available bandwidth as the cost metric. Recall that,
here, the objective is to get the highest possible aggre-
gate bandwidth to all destinations (again, assuming a
uniform preference for all destinations) – thus, larger is
better. These results show trends that are quite sim-
ilar to those obtained for the delay metric, with BR
outperforming all other policies—delivering a two-fold
to four-fold improvement over the other policies, over a
wide range of values of k.
4.3 Measurement and Re-wiring Overheads
The traffic injected in the network for maintaining Ego-
ist is very small. In this section we quantify Egoist’s
overheads and validate our expectations through exper-
imental evaluations.
Active Measurement Load: As mentioned in Sec-
tion 4.2, with no node churn, k-Random and k-Regular
do no feature any re-wiring, and thus do not incur active
measurement load. For k-Closest and BR, the active
measurement load is identical.
When the cost metric is delay via ping, ICMP mes-
sages of size 320 bits each (ECHO requests/replies) are
exchanged once per wiring epoch T . Notice that for
established links, there is no need for active measure-
ments since the cost metric for a link would be avail-
able by virtue of its use. Thus, the overhead is ≈
(n− k − 1) · 320/T bps per node. Using pyxida, a sin-
gle (http) request/reply to the pyxida server yields the
(virtual coordinate space) distances between the node
initiating the request and all other nodes in the over-
lay. This is clearly more efficient than using ping, as
it injects ≈ (320 + 32n)/T bps per node.9 When the
metric is system load, there is no overhead imposed on
the network as the system load is measured locally at
each node (using the loadavg tool). Finally, when the
metric is available bandwidth, our experimental results
showed that the bandwidth needed for accurate probing
of available bandwidth between two nodes in the over-
lay is less than 2% of the available bandwdith between
these two nodes.
Link-State Protocol Load: The overhead (in terms
of additional injected traffic) imposed by the link-state
protocol is also low. Each node broadcasts a packet with
9
Measurements showed that a rate of one message per (one minute)
wiring epoch per node was sufficient to sustain a coordinate system
in PlanetLab.
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Figure 2: PlanetLab experiments with node churn showing the efficiency of neighbor selection policies (normalized with
respect to BR) as a function of the number of neighbors k (left) and churn (right) for a 50-node EGOIST overlay.
its ID, its neighbors’ IDs and the cost of the established
links to its k neighbors every Tannounce < T . The header
and padding of the link-state protocol messages require
a total of 192 bits, and the payload per neighbor re-
quires 32 bits. Thus, the overhead in terms of injected
traffic on the overlay is ≈ (192 + 32 · k)/Tannounce bps
per node. In our experiments we set Tannounce=20 secs.
Re-wirings Overhead: Fig. 3 (left) shows the total
number of re-wirings per (one minute) epoch for the
entire overlay over time. The results suggest that the re-
wiring rate decreases fast as Egoist reaches a “steady
state” and that the re-wiring rate is minimal for small
values of k. Here we note that as k increases the re-
wiring rate increases, but the improvement (in terms of
routing cost) is marginal, as a small number of outgoing
links is sufficient to significantly decrease the cost. This
is evident in Fig. 3 (center). Finally, we also note that
the re-wiring rate can significantly be decreased (with
marginal impact on routing cost) by requiring that re-
wiring be performed only if connecting to the “new”
set of neighbors would improve the local cost to the
node by more than a given threshold . We refer to this
modified version of BR as BR(). Fig. 3 (right) confirms
this by showing the number of re-wirings and resulting
performance when  = 10%.
4.4 Effect of Churn
In the original SNS formulation [21, 20], the graphs re-
sulting from the SNS-game as well as from the empiri-
cal wiring strategies were guaranteed to be connected,
so they could be compared in terms of average or max-
imum distance. Node churn, however, can lead to dis-
connected graphs, therefore we have to use a different
metric. For that purpose, we choose the Efficiency met-
ric, where the Efficiency ij between node i and j (j = i)
is inversely proportional to the shortest communication
distance dij when i and j are connected. If there is no
path in the graph between node i and j then ij = 0.
The Efficiency i of a node i defined as:
i =
1
n− 1
∑
j =i
ij
To evaluate the efficiency of nodes in Egoist overlays
under churn, we allow each of the n = 50 nodes in the
overlays to exhibit ON and OFF periods. During its ON
periods, a node “joins” the overlay, performs re-wiring
according to the chosen policy, and fully participates in
the link-state routing protocol. During its OFF peri-
ods, a node simply drops out from any activity related
to the overlay. The ON/OFF periods we use in our ex-
periments are derived from real data sets of the churn
observed for PlanetLab nodes [17], with adjustments to
the timescale to control the intensity of churn.
In addition to evaluating the efficiency of various
neighbor selection policies we have considered so far,
we also evaluate the efficiency of HybridBR (see Sec-
tion 3.3), which allows a node to donate k2 = 2 of its
links to ensure connectivity (i.e., boost the efficiency of
the overlay) while using BR for the remaining links.
The left plot in Fig. 2 shows the achievable effi-
ciency of the various neighbor selection policies when
churn is present. As before, the efficiency of the various
policies is normalized with respect to that achievable
using BR, and is shown as a function of k. As with
all the metrics we considered so far, BR outperforms
all other policies (including HybridBR), but as Ego-
ist nodes are allowed to have more neighbors (i.e., as
k increases), the efficiency of the HybridBR approaches
that of BR, with the efficiency of k-Closest decisively
better than k-Random and k-Regular.
The above results imply that under the level of
churn in these experiments (i.e., the typical churn in
PlanetLab), it is not justifiable for BR to donate two of
its links simply to ensure connectivity, especially when k
is small. Notice that BR overlays that get disconnected
due to churn will naturally heal as soon as any of its ac-
tive nodes decides to rewire. This is so because the (in-
finite) cost of reaching the disconnected nodes will act
as an incentive for nodes to choose disconnected nodes
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Figure 3: PlanetLab experiments showing the total number of re-wirings per epoch in the system (left), and the relationship
between individual cost and total number of re-wirings per epoch in the system with exact best response and an approximate
best response with  = 10% (center and right respectively), as a function of the number of neighbors k in our EGOIST overlay.
as direct neighbors, thus reconnecting the overlay. As
noted earlier, re-wiring occurs every T/n units of time
on average (1.2 seconds under our settings), which im-
plies that the vulnerability of BR to disconnections due
to churn is highest for smaller overlays and if re-wiring
is done infrequently. Said differently, the expected heal-
ing time for BR is O(T/n).
Our last question then is whether at much higher
churn rates, it is the case that the use of HybridBR
would be justified. To answer this question, we changed
the timescale of the ON/OFF churn processes to emu-
late more frequent joins and leaves. The right plot in
Fig. 2 shows the results by plotting the efficiency metric
for the various policies as a function of the churn rate
(on the x-axis), which we define (as in [17]) to be the
sum of the fraction of the overlay network nodes that
changed state (ON/OFF), normalized by time T :
Churn =
1
T
∑
events i
|Ui−1  Ui|
max{|Ui−1|, |Ui|}
where Ui is the new set of nodes in the overlay following
an event i that alters the membership in the set of nodes
that participate in the overlay, and  is the symmetric
set difference. Thus, a churn rate of 0.01 implies that,
on average, 1% of the nodes join or leave the overlay per
second. For an overlay of size n = 50, this translates to
a join or leave event every two seconds.
As expected, when churn rate increases significantly
to the point where the average time between churn
events approaches O(T/n), the efficiency of HybridBR
eventually surpasses that of BR. The results also sug-
gest that under such conditions, the efficiency of both k-
Random and k-Regular fall dramatically, whereas that
of k-Closest remains level with that of BR.
4.5 Vulnerability to Abuse
As we discussed in section 3.4, nodes (which we term as
“free riders”) may attempt to cheat by misrepresenting
their cost to neighbors in order to benefit from Egoist
without contributing their own resources to the over-
lay. Due to the combinatorial nature of the optimiza-
tion problem underlying BR re-wiring, it is very hard
for individual free riders to derive the proper costs that
will lead to wirings that will be of benefit to them indi-
vidually, while harming others. Theoretical results [6]
advocate that such behavior may even lead to worse
equilibria for free riders in routing games. Thus, in
this section, we present results from a series of exper-
iments aimed to assess Egoist’s vulnerability to free
riders that misrepresent the cost of their outgoing links
(simply by inflating them), in the hopes of discouraging
others from selecting them as neighbors.
As described in Section 3.4, one could add mecha-
nisms to detect when free riders make such false repre-
sentations. These mechanisms would take the form of
passive or active measurement audits from other nodes.
Determining how often nodes should perform such ran-
dom audits and what these nodes do when cheating
nodes are identified can be complex. Thus, it would be
preferable if one can show that the impact from such
abuse is minimal. Clearly, an assessment of the impact
of the full spectrum of possible false announcements is
beyond the scope of this paper. Thus, we only con-
sider the impact from inflated delay announcements by
a single node and by a variable fraction of the nodes.
In Fig. 4 (left), we show the impact from a single
free rider announcing link costs that are twice as high
as the real ones. The figure shows the individual cost
for both the free rider and for all other nodes for differ-
ent values of k. The cost for both types of nodes (free
rider and non-free rider) is very close to the cost with-
out the presence of the free rider. We also evaluate the
robustness of Egoist in the presence of many free rid-
ers (up to one-third of the population). These results,
shown in Fig. 4 (right), yield consistent observations
even when the number of outgoing links is very small
(k = 2), which is the setting in which the impact of bad
re-wirings is amplified. These results provide evidence
that Egoist is fairly robust to abuse by free riders, even
without the deployment of auditing mechanisms.10
5. SCALABILITY VIA SAMPLING
10
Similar observations were also obtained when the abuse amounted
to advertising lower values than the actual delays.
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Figure 4: PlanetLab experiments with free riders showing the robustness of neighbor selection policies (normalized with
respect to BR) as a function of the number of neighbors k in the presence of one free rider (left) and many free riders for k = 2
(right) for a 50-node EGOIST overlay.
In this section we address potential scaling limitations
of Egoist by describing methods that sample the large
space of possible neighbors and compute BR wirings
based on only these samples. Such a technique might
not be necessary for current overlay networks that are
of small to moderate sizes, such as PlanetLab, but are
likely to become essential in emerging overlays of mas-
sive scale. One such example we foresee is that of fu-
ture “P2P reincarnations” of overlay routing that allow
participating nodes to opportunistically choose overlay
routes with minimal overhead. Unlike today’s systems
such as RON, which require central installation and
maintenance by an interested party, these large systems
would likely be self-organizing and self-regulating.
There are several aspects of an overlay routing net-
work that become potentially problematic at scale: the
overhead of the underlying link-state protocol, the cost
of performing local search to compute BR, and scaling
questions associated with the sampling process itself.
We view the scaling issues associated with link-state
routing as modest, since in Egoist we limit the num-
ber of monitored and announced links to much less than
O(n2) (i.e., when k  n), and thus the per-node com-
munication complexity scales as a function of k, not n.
A more significant scaling issue is imposed by the
computational complexity of computing best responses.
As mentioned before, computing an exact BR is an NP-
hard problem. Approximate solutions based on local
search perform well in practice. However, even local
search [5], imposes substantial computational burden
(polynomial number of iterations, each one requiring
nO(p), p ∈ [1, k] being a parameter of the algorithm).
Such high order polynomial complexity becomes diffi-
cult to handle for large n, especially when nodes must
re-wire frequently to cope with the dynamics of the net-
work. To handle such cases, we propose scaling down
the input by computing BR based on a limited num-
ber of samples from the residual overlay graph. This
enables us to run a computationally efficient algorithm
(sampling) on the large input, and then run a compu-
tationally expensive BR algorithm on the scaled input.
Later we will show that with an appropriate sampling
technique in place, BR retains its performance edge over
the other heuristics.
A natural approach would be to compute vi’s BR
based on a sample of m nodes obtained through unbi-
ased random sampling of the total n nodes of G−i. This
would limit the input to the parts of the distance func-
tion dG−i that involve pairs that belong to the chosen
sample. Also vi would need to measure its distance to
only those m samples. As we will show experimentally,
such an approach has some value, but there is much
more to gain by a simple biased sampling.
Topology-Based Biased Random Sampling: The
basic idea is to take m′ > m random samples and apply
topological filters to keep thosem that are likely to yield
the best results. The heuristic approach we apply is to
bias our samples towards nodes with the largest neigh-
borhoods of radius r (e.g., with the highest number of
distinct nodes reachable in r hops). Defining F (vj) to
be the size of the neighborhood of radius r around vj ,
we give consideration to |F (vj)| as well as the distances
of nodes within F (vj) from the perspective of the source
vi. This reflects the intuition that an ideal candidate
for vi has a large neighborhood of nodes, many of which
are relatively close to vi. Our ranking function bij es-
tablishes a priority order on candidates vj as follows:
bij =
|F (vj)|∑
u∈F (vj) d(vi, u)
Using this ranking function, vi chooses a sample of
m nodes with the highest bij values and computes its
BR based on these nodes only.
Finally, we need to verify that this sampling pro-
cedure itself is not prohibitive. Standard random-walk
based methods can query a set of m′ pseudorandomly-
generated nodes in a k-regular graph with suitable ex-
pansion properties using O(m′ log n/ log k) messages. Each
node must be able to approximately maintain and ex-
press the number of nodes within its r-radius neigh-
borhood, which requires O(kr) space. Nodes also must
compute the bij values, which requires O(m′kr) distance
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Figure 6: PlanetLab Simulation. The cost incurred by sim-
ple wiring strategies (k-Random, k-Regular, k-Closest with
random sampling), BR with random sampling, and BR with
topology-based biased random sampling (normalized against
the cost of BR with no sampling) in a k-Random graph.
lookups. All of this amounts to a reasonable overhead
for the small fixed values of r and k that we focus on in
this work.
Experimental Validation: To assess scalability, in-
stead of our 50 node PlanetLab prototype, we use a pub-
licly available trace [42] containing delays obtained us-
ing pings between all pairs of existing PlanetLab sites,
as well as synthetic topologies from BRITE and real
AS topologies. We use these data sets to conduct sim-
ulations. Due to space limitations, we only report on
the PlanetLab simulations (results obtained in the other
settings were similar). We test the four neighbor selec-
tion strategies of Section 3.2. In our simulation, an n-
node network is constructed incrementally using the BR
strategy (without sampling). A newcomer joins the net-
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Figure 7: PlanetLab Simulation. The cost incurred by sim-
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Figure 8: PlanetLab Simulation. The cost incurred by sim-
ple wiring strategies (k-Random, k-Regular, k-Closest with
random sampling), BR with random sampling, and BR with
topology-based biased random sampling (normalized against
the cost of BR with no sampling) in a k-Closest graph.
work using one of the following strategies: k-Random,
k-Regular, k-Closest, and BR, each with random sam-
pling, and BR with topology-based sampling. In the
simulation, n = 295, k = 3, and the neighborhood size
r = 2. In Fig. 5, we plot the ratio of the newcomer’s cost
to the cost of using BR with no sampling for different
sample sizes. The line labeled “BR” denotes the ratio
when the newcomer uses BR with random sampling;
“BRtp” denotes BR with topology-based sampling.
Our general observations across the experiments
are that BR with sampling fares better than any of the
three empirical rules, and that even for small m/n, the
newcomer’s cost ratio is not much larger than 1. We
also find that topology-awareness in sampling improves
the BR wiring significantly in all cases considered. It
is also worth mentioning that the performance of sim-
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Figure 9: Source node vi sending to target vj through its
k = 3 immediate Egoist neighbors v1, v2 and v3. vi takes full
advantage of its 2-homed ASi: vi → v1 and vi → v2 use the
maximum allowed bandwidth at the peering point with ASA
(2 Mbps), whereas vi → v3 uses the maximum allowed band-
width at the peering point with ASB (1 Mbps). Assuming
no bottlenecks exist further down, this gives an aggregate
transmission rate of 3 Mbps, whereas any single-path scheme
(even with parallel connections) would have limited to 1 or
2 Mbps.
ple heuristics with random sampling in a BR graph is
good, due to its highly optimized structure. In graphs
formed by nodes that follow the previously mentioned
random or myopic heuristics, we observed that the per-
formance gain of topology-biased random sampling is
substantially better compared to any other wiring pol-
icy which is based on random sampling (see Figs. 6, 7,
and 8).
6. DISCUSSION AND APPLICATIONS
Egoist is a general purpose overlay routing network
that can be used by applications to supplement tradi-
tional IP routing. The main difference between an Ego-
ist overlay and other routing overlays is that by virtue
of its BR-wiring strategy, an application contacting its
local Egoist node can be assured that this node will
provide better paths than a node that connects to the
overlay non-selfishly, using previously-mentioned ran-
dom or myopic heuristics. Stated otherwise, the selfish
selection of neighbors in Egoist is just a manifesta-
tion of the desire of local applications to get the best
possible service for themselves. In the rest of this sec-
tion we discuss two example applications and attempt
to quantify potential benefits based on our PlanetLab
prototype. We leave full implementation and detailed
evaluation of such applications to future work.
6.1 Multipath File Transfer
File transfer applications can take advantage of redirec-
tion opportunities offered by (bandwidth-based) Ego-
ist to increase their effective end-to-end transmission
rates by performing multipath transfers through first-
hop neighbors. The idea is quite simple: Source node vi
uses Egoist to establish up to k parallel sessions to a
target node vj , each one redirected through a different
first-hop Egoist neighbor vl ∈ si. Each session requires
establishing two virtual channels over Egoist: vi → vl
(single-hop overlay path) and vl → vj (multi-hop over-
lay path). The purpose of redirection through neigh-
bors is to take advantage of potentially multihomed
source and target ASes (henceforth ASi and ASj) and
thus alleviate bottlenecks caused by session-level11 traf-
fic shaping and rate-limiting at AS peering points [1].
As long as the number of Egoist neighbors k is suffi-
ciently larger than |ASi|, the number of ASes to which
ASi has a peering relationship, there is good chance
that at least one overlay neighbor is behind each peer-
ing point. Redirecting through this neighbor permits
vi to utilize up to the maximum allowed rate at that
peering point (see Fig. 9 for an illustration). If peering
points permit a given maximum rate for each session,
the aforementioned multi-path redirection can increases
the maximum total rate out of vi by up to a multiplica-
tive factor |ASi| (observe that establishing the same
number of parallel connections going over the same path
would not yield the same benefit, since they will all be
part of a single session, and hence be subject to the
same rate limits at peering points). Of course, the real
end-to-end benefit can be much smaller due to bottle-
necks on the overlay paths from vl to vj , especially in
the last hops before closing-in on the target vj (large
|ASj |’s working again in favor of the application). To
get a feeling for the potential benefits on a real topology,
we perform the following experiment.
In our 50-node Egoist overlay, we select a source-
target pair and we estimate the available bandwidth
that can be realized if the source establishes k paral-
lel connections going through its immediate neighbors.
Then we compare this value with the available band-
width that is realized when the source routes the traffic
using the unique path to the destination offered by IP.
We repeat the experiment for all source-target pairs and
we plot the average along with the 95th-percentile confi-
dence intervals in Fig. 10. Furthermore, we estimate the
theoretically maximum available bandwidth that can be
realized when all peers allow multipath redirections for
all source-target pairs (i.e., when the total bandwidth
becomes equal to a max-flow from vi to vj).
6.2 Real-time traffic over IP
Applications that transmit real-time (i.e., delay- and
loss-sensitive) traffic can use the redirection infrastruc-
ture of (delay-based) Egoist to send additional copies
of the original stream through multiple disjoint paths,
thus improving the chance that at least one copy of
every packet will reach its destination before the desig-
nated playout time [22]. Some P2P voice-over-IP (VoIP)
11
A session identified as a (source,target) IP pair.
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Figure 10: PlanetLab experiment showing the available
bandwidth gain between source node ui and target node uj
when the source establishes k parallel connections and when
all the peering points between the aforementioned nodes, al-
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Figure 11: PlanetLab experiment showing the available
bandwidth the number of disjoint paths between the source
node ui and target node uj when the source establishes k
parallel connections in our 50-node Egoist overlay.
applications, like Skype, are already in position to imple-
ment such schemes as they have achieved a huge user-
base that provides ample opportunities for redirection.
Egoist on the other hand can assist applications that
have not yet achieved high penetration (e.g.high qual-
ity video-conferencing) and thus would otherwise have
to rely on delay jitter-prone single-path delivery. Sub-
stantiating this claim requires measuring precise timing
information and making sure that OS introduced delays
do not interfere with the purpose of the experiment. We
leave such elaborate experiments to future work. Our
initial results show that the number of disjoint paths in-
creases linearly with the number of parallel connections,
as it is illustrated in Fig. 11.
7. EGOIST ARTIFACTS
Our Egoist prototype is currently deployed on Plan-
etLab. A live demonstration of the overlay routing
topolopy maintained by Egoist can be accessed from
the Egoist project web site at http://csr.bu.edu/sns/.
Traces from all experiments used in this paper (as well
as others which we could not present due to space lim-
itations) are also available from the project web site.
Upon publication of this work, Egoist source code will
be released to the research community.
8. CONCLUSION
In this paper we have shown how recent theoretical
results on Selfish Neighbor Selection (SNS) could be
leveraged for overlay routing applications. Through the
development and deployment of our Egoist prototype
routing network on PlanetLab, we have established that
Best-Response (BR) neighbor selection strategies can
indeed be realized in practice, that they provide a sub-
stantial performance boost when compared to simpler
empirical strategies, and that they scale much better
than full-mesh approaches which require intensive mon-
itoring of O(n2) links. We have substantiated these
benefits under different performance metrics, active and
passive link monitoring strategies, in static and churn-
prone environments, and in the presence of truthful and
untruthful nodes. Furthermore, we proactively equipped
Egoist nodes with the ability to compute their best re-
sponses based on samples of the residual network, so as
to be in position to handle possible future scale growth
in overlay routing networks.
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APPENDIX
A.1 NP-hardness of maximizing the sum of bot-
tleneck bandwidths
Consider a node s that wants to connect to a network
composed of m nodes vi ∈ C, 1 ≤ i ≤ m and n nodes
uj ∈ S, 1 ≤ j ≤ n, so as to maximize the sum of bot-
tleneck bandwidths to all destinations as described in
Sect. 4.1. Each node vi has directed links of bandwidth
b2 to a subset Si of the nodes of S. Node s has k links
of bandwidth b1 which it wants to use for connecting
to k distinct nodes of C ∪ S (see Fig. 12 for an illustra-
tion). Establishing a link to a node of S increases the
utility of s by at most b1 independently of how it uses
its remaining k − 1 links. Establishing a link to a node
of C increases its utility by b1 plus b2 times the num-
ber of nodes of S that s reaches by following the new
link. When s can reach a node uj through direct links to
more than one nodes vi we pick exactly one of the paths
s → vi → uj to be the bottleneck path for destination
uj (all have bandwidth min(b1, b2) so it doesn’t matter
which one we choose). Granted this construction, it is
clear that s will establish direct links only to nodes of
C. More over, it will have to choose those nodes of C
that maximize the number of distinct reachable nodes
of S. Therefore, a solution that maximizes the sum of
bottleneck bandwidths to nodes of C ∪S implies an op-
timal solution to the MAX-UNIQUES problem which
is shown in Appendix A.2 to be NP-hard. Therefore,
maximizing the sum of bottleneck bandwidths is also
an NP-hard problem.
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Figure 12: Reduction from MAX-UNIQUES to max sum
of bottleneck bandwidths.
A.2 NP-hardness of MAX-UNIQUES
Given m subsets Si of a set S with |S| = n, MAX-
UNIQUES is an optimization problem that requires choos-
ing k of these subsets so as to maximize the cardi-
nality of their union Uk. The corresponding decision
problem dubbed UNIQUES asks whether there exists a
collection of k subsets whose union has cardinality σ.
UNIQUES is obviously NP-complete since for σ = n,
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a solution to UNIQUES implies a solution to the SET-
COVER problem that asks whether there exist k sub-
sets Si that cover S. Therefore, MAX-UNIQUES is
NP-hard.
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