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Abstract
Cognitive radio has recently been proposed as a promising approach for efficient uti-
lization of radio spectrum. However, there are several challenges to be addressed across all
layers of a cognitive radio system design, from application to hardware implementation.
From the physical layer point-of-view, two key challenges are spectrum sensing and an
appropriate signaling scheme for data transmission. The modulation techniques used in
cognitive radio not only should be efficient and flexible but also must not cause (harmful)
interference to the primary (licensed) users.
Among all the proposed signaling schemes for cognitive radio, orthogonal frequency di-
vision multiplexing (OFDM) has emerged as a promising one due to its robustness against
multipath fading, high spectral efficiency, and capacity for dynamic spectrum use. How-
ever, OFDM suffers from high out-of-band radiation which is due to high sidelobes of
subcarriers. In this thesis, we consider spectral shaping in OFDM-based cognitive radio
systems with focus on reducing interference to primary users created by by out-of-band
radiation of secondary users’ OFDM signal.
In the first part of this research, we first study the trade-off between time-based and
frequency-based methods proposed for sidelobe suppression in OFDM. To this end, two
recently proposed techniques, active interference cancellation (AIC) and adaptive symbol
transition (AST), are considered and a new joint time-frequency scheme is developed for
both single-antenna and multi-antenna systems. Furthermore, knowledge of wireless chan-
nel is used in the setting of the proposed joint scheme to better minimize interference to
the primary user. This scheme enables us to evaluate the trade-off between the degrees of
freedom provided by each of the two aforementioned methods.
In the second part of this research, a novel low-complexity technique for reducing out-
of-band radiation power of OFDM subcarriers for both single-antenna and multi-antenna
systems is proposed. In the new technique, referred to as a phase adjustment technique,
each OFDM symbol is rotated in the complex plane by an optimal phase such that the
interference to primary users is minimized. It is shown that the phase adjustment tech-
nique neither reduces the system throughput, nor does increase the bit-error-rate of the
system. Moreover, the performance of the technique in interference reduction is evaluated
analytically in some special cases and is verified using numerical simulations.
Due to high sensitivity of OFDM systems to time and frequency synchronization errors,
performance of spectral shaping techniques in OFDM is significantly affected by timing
jitter in practical systems. In the last part of this research, we investigate the impact
of timing jitter on sidelobe suppression techniques. Considering AIC as the base method
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of sidelobe suppression, we first propose a mathematical model for OFDM spectrum in
presence of timing jitter and evaluate the performance degradation to AIC due to timing
jitter. Then, a precautionary scheme based on a minimax approach is proposed to make
the technique robust against random timing jitter.
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Chapter 1
Introduction
1.1 Background and motivation
The extensive growth of wireless applications over the past decade has caused an increasing
demand for radio spectrum resources. Within the current spectrum regulatory framework,
almost all of the available frequency bands have been allocated to existing applications
[1], which has resulted in spectrum shortage for new ones. However, actual measurements
have shown an inefficient spectrum usage as most of the licensed spectrum goes unused in
a specific location or period of time [2]. In 2000, J. Mitola [3] introduced cognitive radio
as a promising solution to the spectrum shortage problem and suggested using spectrum
in an opportunistic manner.
Cognitive radio, refers to a new class of radios that are able to reliably sense the spectral
environment over a wide bandwidth, detect unused spectrum bands, and communicate
without causing harmful interference to the primary licensed users. Although the notion
of cognitive radio opened new horizons in radio spectrum usage, there are several challenges
to be addressed across all layers of a cognitive radio system design, from applications to
hardware implementation. Since functionality of a cognitive radio mainly depends on the
observations from the geographical environment, the physical layer is an important layer to
be studied in order to understand the capabilities and limitations which affect the design
of upper layers [4].
From a physical layer perspective, key issues of a cognitive radio are:
• Reliable spectrum sensing: First and foremost, a cognitive radio should be able to
sense the spectrum and detect unoccupied bands reliably. The key challenges in
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spectrum sensing include detecting weak signals in noisy environments while retaining
a very small probability of detection miss, and sensing over a wide range of spectrum.
• Appropriate transmission scheme: According to the detected unoccupied bands, a
cognitive radio must use a flexible signaling scheme in order to be able to change
the signal bandwidth and frequency to fit into the detected unused band. Also, the
signaling scheme used for transmission must not cause interference to the existing
primary users using either the same spectrum band or adjacent bands.
Some techniques have been proposed as candidates for cognitive radio modulation tech-
nique in the literature such as filter bank multi-tone modulation [5], single carrier frequency
division multiple access (SC-FDMA) [6], and multicarrier modulation [7–9]. Orthogonal
frequency division multiplexing (OFDM) is the most well-known multicarrier modulation
that uses sines/cosines as basis functions. Recently, it has been suggested to replace the
sines/cosines basis functions in OFDM with wavelet bases such as Daubchies and Haar [8].
Among the abovementioned modulation techniques, OFDM has become very popular
and is widely used in high data rate wireless systems. This is due to its robustness against
multipath fading, high spectral efficiency, and its capacity for dynamic spectrum use. It
also has the ability to allocate different power and data rates to distinct subchannels. On
the other hand, the FFT/IFFT module that exists in each OFDM system also enables some
form of spectral analysis, which is an important task in cognitive radios. Thus, OFDM
appears to be a good candidate signaling technique for cognitive radios, as it is easy to
turn on/off subcarriers in accordance to available sensed spectrum. A more detailed scheme
called spectrum pooling is introduced in [7].
Besides all the abovementioned advantages, OFDM suffers from a few shortcomings
such as high peak-to-average power ratio (PAPR), sensitivity to time and frequency syn-
chronization errors, and high out-of-band emission power. As mentioned, it is necessary in
cognitive radio applications that the secondary user’s signal spectrum fits into the detected
spectrum opportunities and meets the corresponding standard requirements. However, due
to the signal truncation in the time-domain, OFDM subcarriers have significant sidelobes
in the frequency-domain creating high out-of-band radiation power. This is particularly
a critical issue in cognitive radio applications where the secondary users must avoid caus-
ing interference to the primary licensed users. Hence, in OFDM-based cognitive systems,
turning off the subcarriers that correspond to primary spectrum activity is not enough to
mitigate interference to the primary user and other mechanisms should also be taken into
consideration. To overcome this impairment, several methods have been investigated.
In the next section, we review the related work on spectral shaping with focus on
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sidelobe suppression in OFDM. We address the works done in both single-antenna and
multiple-antenna OFDM systems.
1.2 Related works
1.2.1 Single-antenna cognitive transmitter
The simplest methods for suppressing OFDM sidelobes are windowing in the time-domain
and using guard bands in the frequency-domain [10]. The former expands the OFDM sym-
bol in the time-domain using a smooth shaping windowing scheme such as a raised-cosine
[11], a better than raised-cosine (BTRC) [12], a flipped inverse hyperbolic secant (farch-
sech) [13], or a Bartlett [14] window. The latter, however, deactivates a few subcarriers
that reside in the vicinity of primary band to create a guard band [11]. Due to the dimin-
ishing tail of OFDM subcarriers, a frequency-domain guard band is successful in reducing
the out-of-band radiation power. Although these methods have low complexity, their main
drawbacks are low efficiency and loss in system throughput.
Another work is [15], in which subcarrier weighting (SW) is introduced to suppress the
sidelobes. In SW, all data subcarriers are weighted with an optimal set of coefficients such
that the residual interference in the primary band is minimized. The optimal weights on
the data subcarriers are computed via solving a minimization problem for each OFDM
symbol where the cost function is the interference to the primary user. Although SW
does not sacrifice throughput, it suppresses the sidelobes at the cost of increased bit-error-
rate (BER) and high complexity. The increase in BER is because data subcarriers are
perturbed in this technique. In other words, the SW technique is applicable only to the
systems using constant envelope modulation schemes such as phase shift keying (PSK).
Another interference cancellation method in OFDM is multiple choice sequences (MCS),
introduced in [16]. There, the original data sequence is mapped into a set of sequences and
the sequence in the set with the lowest sidelobe levels is chosen to be transmitted. MCS,
however, suffers from high complexity as well as loss in data throughput as it needs side
information to be sent along with the data.
In [17], the authors proposed a new method based on carrier-by-carrier partial response
signaling to shape the spectrum. In this scheme, a controlled amount of correlation is in-
troduced among modulated symbols on each subcarrier in consecutive blocks. This method
does not decrease data throughput, however, it increases the frame-error-rate (FER).
Two other novel and efficient techniques addressed in the literature are active inter-
ference cancellation (AIC) [18] and adaptive symbol transition (AST) [19]. Both of these
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methods use least squares (LS) optimization to minimize the power in the primary band.
In the AIC method, a few subcarriers at the border of the primary band, called cancellation
subcarriers, are modulated by intentional complex-valued data such that their sidelobes
cancel those of the data subcarriers. This technique was later developed in [20] where a
power constraint in the cancellation subcarriers is considered in order to keep the power of
those subcarriers to a reasonable level. The AIC technique, although more complex, out-
performs the guard band method since it uses optimized data instead of just deactivating
subcarriers at the border. In [21], an improvement to the AIC techinque is presented where
the authors reduce the complexity of the technique using statistical relation among data
carried by the subcarriers and control the amount of spectral overshoot on cancellation
subcarriers.
The AST technique uses the same approach as of the AIC, yet in the time-domain.
It lengthens the OFDM symbol with a data-dependent extension which is computed to
minimize the power level in the primary band. The resulting extension in fact appears to
be a smooth transition between consecutive time-domain OFDM symbols. This technique
performs better than time-domain windowing at the cost of higher complexity. Although
both AIC and AST offer better performance in terms of interference cancellation compared
to the mentioned methods, they both suffer from high complexity and data throughput
reduction.
Finally, in [22], the authors propose a novel technique that reserves a few subcarriers
and modulates them in an attempt to match a first few derivatives at the OFDM symbols
endpoints. Similar to the AST technique, this results in a smooth transition between
consecutive symbols in the time-domain and accordingly reduces subcarrier sidelobes. This
technique, however, has the same shortcomings as the AIC technique as a part of subcarriers
are reserved for sidelobe reduction purpose and do not carry data.
1.2.2 Multiple-antenna cognitive transmitter
OFDM can also be employed in multiple-antenna cognitive systems in order to increase
system capacity [23] and exploit diversity in fading channels [24]. However, only a few
techniques in the literature have been proposed for sidelobe suppression in multiple-antenna
OFDM transmitters and most are extensions of the AIC technique to multiple antennas. In
[25], the authors apply the AIC technique to all transmitter antenna symbols and compute
the optimum value of cancellation subcarriers jointly over multiple antennas. A more
efficient extension of AIC for multi-antenna non-contiguous OFDM systems is presented
in [26], where it is suggested to insert cancellation subcarriers in the OFDM symbols of
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Table 1.1: Comparison of different proposed techniques for sidelobe suppression in OFDM
Research work Advantage(s) Disadvantage(s)
Time domain windowing [11–
13]
Low complexity, No BER in-
crease
Throughput reduction, Low
efficiency
Subcarrier weighting (SW)
[15]
No throughput reduction High complexity, BER in-
crease
Multiple choice sequences
(MCS) [16]
No BER increase High complexity, Throughput
reduction
Active interference cancella-
tion (AIC) [18, 25, 26]
No BER increase High complexity, Throughput
reduction
Adaptive symbol transition
(AST) [19]
No BER increase High complexity, Throughput
reduction
N-continuous OFDM [27, 28] No BER increase Throughput reduction
only one of the transmitter antennas in an attempt to cancel the interference produced by
other antennas.
In another work [27], the authors apply the N-continuous OFDM technique [28] to a
multi-antenna transmitter OFDM cognitive system. However, this inevitably increases the
BER due to the precoder used at the transmitter to suppress the OFDM sidelobes.
Although the AIC technique shows acceptable performance in creating deep spectrum
notches, it has somewhat high computational complexity as it needs to solve a constrained
convex optimization problem for each symbol. The problem is acute in multi-antenna
OFDM cognitive transmitters as the number of cancellation subcarriers grows with the
number of transmitter antennas. Moreover, in the aforementioned techniques, channel
state information is not considered, while it is necessary in multiple-antenna systems to
involve the effect of the channel since the received signal spectrum is the superposition of
transmitted signals from each antenna passed through different fading channels. Therefore,
reducing the spectrum before the channel (at the transmitter) does not necessarily result
in reducing the spectrum after the channel (at the receiver). Whereas, in cognitive radio
applications, we are interested in reducing interference at the location of the primary user.
In Table 1.1 the advantages and disadvantages of the proposed techniques for sidelobe
suppression in OFDM for both single-antenna and multiple-antenna systems are presented.
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1.3 Contributions
1.3.1 Interference reduction trade-offs
In Chapter 2, we consider the problem of cross-band interference reduction in both single-
antenna and multiple-antenna OFDM-based cognitive systems and study the time/frequency
trade-offs. As mentioned in Section 1.2.1, both AIC and AST techniques have analogous
complexity –as they both use LS optimization– and effect on data throughput. The main
difference is that the AIC is performed in the frequency-domain while the AST is performed
in the time-domain. Therefore, in order to study the time/frequency trade-offs, the AIC
and AST techniques are considered in Chapter 2.
In the first part of Chapter 2, we propose a joint time-frequency scheme in which
the interference to the primary user is jointly minimized over the time-domain extension
and frequency-domain cancellation carriers using channel state information (CSI). The
objective is to study the trade-off between these two methods to find the best trade-off
point, that is the best combination of cancellation carriers and symbol extension for a
given amount of interference reduction. In other words, using the trade-off study results,
the data rate can be maximized for a desired level of interference reduction.
The contributions of this part are as follows:
• A new joint time/frequency scheme considering knowledge of the channel is proposed
to study the time/frequency trade-off in LS based sidelobe suppression methods.
• We show that the time/frequency trade-off between the AIC and AST methods de-
pends on the configuration of spectral opportunities and specifically, whether there
is one large primary band, or multiple smaller primary bands.
• Based on the trade-off study results, we show that at the best trade-off point, sig-
nificant system complexity reduction is possible by an approximation to the least
squares optimization.
In the second part of Chapter 2, we consider the problem of interference minimization in
multiple-antenna OFDM cognitive systems. Using channel state information, we propose
a novel technique, referred to as the joint antenna method, to reduce the interference at
the location of the primary receiver. Our system consists of a secondary transmitter with
multiple antennas sending data to its own receiver, while trying to minimize interference to
a primary user. In the joint antenna technique, the streams of OFDM symbols transmit-
ted from the secondary antennas are designed such that the resultant interference at the
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primary receiver is minimized, assuming full channel state information at the secondary.
Simulation results show significant improvement of the proposed method of more than
10 dB compared to optimizing over each antenna separately, and/or optimizing without
considering effect of the channel.
The contributions of this part are the following:
• A novel interference reduction technique in multiple-antenna OFDM cognitive sys-
tems is proposed.
• We study the time/frequency trade-off in the multiple-antenna case as well.
• Again, based on the trade-off study results, we propose an approximation at the best
trade-off point which significantly reduces the system complexity.
The results presented in this chapter have been published in [29].
1.3.2 A phase adjustment approach for interference reduction
As noted in Section 1.2, the proposed interference reduction techniques in OFDM suffer
from one or more of these shortcomings: high computational complexity, reduction in
useful data throughput, and increase in BER. Therefore, in Chapter 3, we propose a
novel low complexity technique referred to as a phase adjustment technique, to reduce the
interference power coming from the out-of-band radiation of the secondary OFDM system
to the primary user. It is shown in Chapter 3 that the proposed technique has none of
the above shortcomings. We also evaluate the performance of the proposed technique
in interference reduction analytically in some special cases for both single-antenna and
multi-antenna secondary transmitters.
In the phase adjustment technique, the phase of each OFDM symbol is adjusted in an
attempt to minimize the interference caused by the secondary user to the primary. Unlike
prior methods, this technique does not decrease data throughput and has no impact on
the bit-error-rate and peak-to-average power ratio of the OFDM symbols. Furthermore,
to calculate the adjustment phases, three heuristics, one of which is very low complexity
and achieves near optimal performance in numerical simulations, are also proposed.
The contributions of this chapter are as follows:
• A new phase adjustment technique is proposed for sidelobe suppression in single-
antenna and multi-antenna OFDM systems.
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• The performance of the proposed technique is evaluated analytically in some special
cases in single and multi-antenna cognitive transmitters, and is verified by numerical
simulations.
The results of this chapter have been published in our paper [30].
1.3.3 Jitter-robust spectral shaping in OFDM
In practical systems, the sampling clock times of the digital-to-analog converter (DAC)
–at the transmitter– and the analog-to-digital converter (ADC) –at the receiver– have
deviations from the ideal sampling times. This is usually referred to as timing jitter and
can lead to a performance degradation in OFDM systems by introducing inter-carrier
interference (ICI). Timing jitter has impact not only on the error-rate performance of the
OFDM systems, but also on the performance of spectral shaping techniques in OFDM.
Spectral shaping techniques usually refer to techniques where the aim is to achieve a
desired spectral shape for the transmitted signal. This includes creating spectrum notches
at particular designated frequencies, fitting the spectrum into a predefined spectral mask, or
–more commonly– reducing the out-of-band radiation created by high sidelobes of OFDM
subcarriers.
In Chapter 4, we consider the effect of timing jitter on the performance of sidelobe
suppression techniques in OFDM. In particular, the AIC technique is chosen as the base
method of sidelobe suppression as it is known to be one of the most effective out-of-band
radiation reduction techniques in OFDM. However, the analysis throughout this chapter
is general and can be applied to many other techniques in this area.
In the first part of this chapter, we analyze and investigate the impact of the timing
jitter on the performance of the AIC technique in out-of-band radiation reduction. In
particular, exact mathematical expressions will be derived for the excessive interference
due to timing jitter. Then, using a first order Maclaurin series expansion, the jittery
OFDM signal spectrum is analyzed. Finally, through numerical simulations, we will show
how jitter can degrade the technique’s performance.
In the second part of this chapter, a precautionary solution is proposed as a modification
to the AIC technique in order to make the technique robust against the timing jitter. In
the proposed scheme, which is based on a minimax approach, the effect of white random
jitter is considered in solving an optimization problem in the setting of the AIC technique.
To this end, the problem of sidelobe reduction using the AIC technique is reformulated
8
considering the jitter effect, forming a minimax optimization. Then, a new mathematical
framework is proposed for solving the problem.
The contributions of this chapter are as follows:
• A mathematical model for timing jitter is presented and the effect of timing jitter on
the spectrum of OFDM signal is analyzed.
• A novel jitter-robust scheme is proposed for interference reduction in OFDM systems
in presence of timing jitter.
The results of this chapter have been submitted to IEEE Transactions on Wireless
Communications in December 2013.
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Chapter 2
Interference Reduction Trade-offs
2.1 Introduction
In this chapter, the problem of cross-band interference reduction in OFDM-based cognitive
radio systems is considered. As noted in Chapter 1, cross-band interference, which is
a major challenge in OFDM-based cognitive systems, is mainly caused by high OFDM
sidelobes. We study this problem in two different cases.
2.1.1 Single-antenna Cognitive Transmitter
In the first part of this chapter, we consider the problem of interference minimization in
single-antenna transmitter cognitive systems. In this case, high sidelobes of data subcar-
riers of a single-antenna secondary transmitter cause interference to the primary users.
To suppress the sidelobes, several methods have been proposed among which some are
performed in the time-domain and some in the frequency-domain. In this chapter, the
objective is to propose a framework to study the trade-off between time and frequency in
sidelobe suppression techniques. To this end, we consider the two recently proposed tech-
niques, i.e. active interference cancellation (AIC) and adaptive symbol transition (AST).
In the AIC method, which is performed in the frequency-domain, a few subcarriers
are inserted at the border of the primary bandwidth. These subcarriers, referred to as
cancellation carriers, do not carry data, but are modulated by data-dependent complex
The results presented in this chapter have already been published in [29].
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Figure 2.1: Using cancellation carriers to reduce the interference power in the primary
band.
values such that their sidelobes cancel those of the original transmission signal. The idea
is depicted in Fig. 2.1 [20], where two cancellation carriers are shown to reside at the
edge of the primary band. To calculate the complex values of the cancellation carriers,
least squares (LS) optimization is used. The main drawback of this method is the loss in
throughput since some of the subcarriers no longer convey useful data.
The AST method uses the same approach as the AIC yet in the time-domain. In the
AST method, instead of windowing the signal, each OFDM symbol is extended in the time-
domain with a complex valued data-dependent extension which is calculated to minimize
the power level in the primary band. The idea relies on the fact that the smoother the
transition between successive OFDM symbols, the lower the sidelobe levels. The objective
is to find the extension vector such that the total interference of the two OFDM symbols
and the spectrum of the extension in the primary band cancel each other as much as
possible. Similar to the AIC, LS optimization is used to find the extension vector in AST.
This technique reduces interference at the cost of throughput degradation as a portion of
time is not used to send useful information.
AST and AIC techniques are similar in the sense that they both use a part of available
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system resources in an optimal way as to minimize the interference at the desired part
of frequency spectrum. Accordingly, in order to study the time/frequency trade-off, we
propose a joint time-frequency scheme in which the interference to the primary user is
jointly minimized over the time-domain extension and frequency-domain cancellation car-
riers. The proposed scheme helps us to find the best combination of cancellation carriers
and symbol extension for a desired amount of interference reduction.
It is worth mentioning that in all the proposed techniques for interference cancellation
in OFDM-based cognitive radios –including AST and AIC–, the effect of the channel is
not taken into account. However, it is important to note that this only works well for low
scattering environments, where the channel does not have a serious effect on the spectrum
of the transmitted signal. If an OFDM signal is to be transmitted over a frequency-
selective fading channel, one can expect that the interference will be better minimized
using knowledge of the channel.
The use of channel state information to minimize interference has been studied in a
different context for flat fading channels [31–33]. There, channel state information is used
to perform dynamic power control to optimize the transmission rate to secondary user(s),
subject to primary interference constraints. In this chapter, however, we consider the
channel state information in the proposed joint time/frequency method to better minimize
the interference to the primary user.
2.1.2 Multiple-antenna Cognitive Transmitter
In multiple-antenna cognitive systems, the total interference to the primary user results
from the interference power caused by each antenna separately. To minimize the to-
tal interference power, in the second part of this chapter, we extend the proposed joint
time/frequency technique proposed in Section 2.3, to multiple antennas. In the new tech-
nique, called the joint antenna technique, by using the channel state information, interfer-
ence at the location of the primary user is minimized jointly over multiple antennas.
2.2 Cognitive OFDM System Model
We consider a cognitive radio system in which primary users are detected by a cognitive
controller engine. The secondary user should avoid causing interference to the primary user.
It is assumed that the cognitive system employs OFDM modulation with N subcarriers.
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Figure 2.2: Cognitive OFDM transmitter block diagram.
The block diagram of the transmitter is depicted in Fig. 2.2. The input bits are symbol-
mapped using a linear modulation scheme such as PSK or QAM. The symbols are then
serial to parallel converted resulting in a complex vector to modulate the active subcarriers
according to the bandwidth of detected primary user(s). The output of the serial to
parallel block is fed into the cancellation carriers (CC) insertion block which inserts a
few cancellation tones whose amplitudes are calculated by the sidelobe suppression unit to
suppress the interference to the primary user. The resulting vector X = [X0, X1, ..., XN−1]T
then passes through the inverse fast Fourier transform (IFFT) module and produces the
time-domain vector xˆ = [x0, x1, ..., xN−1]T where
xn =
1√
N
N−1∑
k=0
Xke
j2pikn/N . (2.1)
We can rewrite (2.1) in matrix form as xˆ = 1√
N
W †N,NX, where W
†
N,N denotes the
conjugate transpose of matrix WN,N , which is the N×N discrete Fourier transform (DFT)
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matrix defined as
WN,N =

1 1 1 . . . 1
1 w w2 . . . wN−1
1 w2 w4 . . . w2(N−1)
...
...
...
. . .
...
1 wN−1 w2(N−1) . . . w(N−1)(N−1)
 ,
and w is the primitive Nth root of unity e−j2pi/N . To avoid intersymbol interference, the
cyclic prefix of the OFDM modulated sequence, i.e., the last G samples of the IFFT output,
is appended at the beginning of the symbol, where G is assumed to be larger than the
maximum delay spread of the channel. To include the cyclic prefix, we define the modified
DFT matrix as WN,N+G = [A WN,N ], where A is the submatrix of WN,N consisting of
the last G columns of WN,N . Hence, the time-domain OFDM symbol including the cyclic
prefix is expressed as
x =
1√
N
W †N,N+GX. (2.2)
The extension insertion unit then extends each symbol by optimal extension samples
calculated by the sidelobe suppression unit to further mitigate interference to the primary
user. Finally, each OFDM symbol in the time-domain is pulse shaped using a pulse shaping
filter and sent by the antenna.
Remark: In order to investigate the spectrum of OFDM symbols in-between the
subcarrier frequencies, we use an upsampled (by L) discrete Fourier transform defined by
the NL×N matrix
W
(L)
N,N =

1 1 . . . 1
1 w1/L . . . w(N−1)/L
1 w2/L . . . w2(N−1)/L
...
...
. . .
...
1 w(NL−1)/L . . . w(NL−1)(N−1)/L
 .
Hence, the upsampled spectrum of X is calculated as
XL =
1
N
W
(L)
N,N+GW
†
N,N+GX, (2.3)
where W
(L)
N,N+G = [A
(L) W
(L)
N,N ] is the modified upsampled DFT matrix in which A
(L) is
the submatrix of W
(L)
N,N consisting of the last G columns of W
(L)
N,N .
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2.3 Single-antenna Cognitive transmitter: joint time-
frequency optimization
In this section, the joint time/frequency method for the single-antenna cognitive transmit-
ter is presented. First, we describe the details of the joint method that uses least squares
optimization in attempt to minimize interference to the primary user jointly over time and
frequency. Using this fact, we employ the joint method to study the trade-off between
time and frequency interference reduction. Simulation results and discussion are given
afterwards.
2.3.1 The joint time/frequency method
As mentioned, both the AIC and AST techniques have approximately the same complexity.
Also, they both result in the same approximate decrease in system data throughput, i.e.,
sacrificing two subcarriers has almost the same impact as extending each OFDM symbol
by two samples. By applying the joint optimization, there are two degrees of freedom: the
number of subcarriers used as cancellation carriers, and the size of time domain extension.
Thus, for a fixed level of interference suppression, there is a tradeoff between the number of
tones to be allocated as cancellation carriers and the size of the symbol extension. In other
words, for an acceptable loss in data throughput, using the joint technique enables us to
minimize the interference, or, for a desired level of interference reduction, data throughput
is maximized by allocating the optimal number of cancellation subcarriers in the frequency
domain and extension samples in the time domain.
The method is based on jointly minimizing the interference over time and frequency
at the location of primary receiver, using knowledge of the channel between the secondary
transmitter and primary receiver. Namely, in the frequency domain, a number of cancella-
tion carriers on each side of the primary band are used, and in the time domain, a symbol
extension is added to each OFDM symbol. Considering the effect of the wireless channel,
the weights of the cancellation carriers and the values of the extension are jointly optimized
such that the interference to the primary user is minimized.
The secondary user employs the cognitive engine to sense the spectrum. It can also
use the received signals from the primary user to accurately estimate the channel between
the primary and secondary users. Alternatively, the primary user may be employing coex-
istence features which provide the secondary users with channel state information as this
reduces impact to the primary network. The beacon in IEEE 802.22.1 is an example of
15
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Figure 2.3: A pair of OFDM symbols in the time domain in which the first symbol has
been optimized.
coexistence features. Accordingly, here we assume that the secondary transmitter has full
knowledge of the channel which is a reasonable assumption (see e.g. [34]).
According to [18], to find the optimum weights for the cancellation carriers of each
OFDM symbol, only the spectrum of that symbol is considered during the calculations,
while the optimum values of the time domain extensions are found by considering the
spectrum of two successive OFDM symbols [19]. To resolve this, we consider a pair of
OFDM symbols and their extensions as shown in Fig. 2.3, assuming that the first symbol
has already been well-optimized over time (extension) and frequency (cancellation carriers)
to have the least interference to the primary user. The objective is to compute the complex
values of the cancellation carriers (denoted by the vector µ) and extension (denoted by the
vector η) of the second symbol.
First, we find the interference to the primary user caused by the OFDM symbol pair,
before performing any optimization on the second symbol in the symbol pair. Without
loss of generality, we assume that there is a single primary user whose bandwidth is spread
over B consecutive subcarriers [Xt+1, Xt+2, . . . , Xt+B], which are located in the middle of
the total available bandwidth of the cognitive radio system, where B < N . Depending
on the primary bandwidth, a number of subcarriers of the OFDM system are deactivated,
or equivalently, corresponding elements in X are forced to zero. Let X
(k)
d denote the kth
OFDM symbol in which tones within the primary band and the cancellation carriers are
set to zero, i.e.,
X
(k)
d = [X
(k)
0 , . . . , X
(k)
t−g, 0, . . . , 0, X
(k)
t+B+g+1, . . . , X
(k)
N−1]
T , (2.4)
where g is the number of subcarriers used as cancellation carriers on each side of the primary
band and X
(k)
opt denotes the kth OFDM symbol in which the optimum cancellation carries
are inserted from the previous round. Also, let x
(k)
d and x
(k)
opt be the corresponding time
domain symbols, respectively. We denote the upsampled frequency response of the channel
16
between the secondary transmitter and the primary receiver by h = [h0, h1, . . . , hNL−1]T .
Thus, the upsampled spectrum of the non-optimized symbol pair is
S = HW
(L)
N,2(N+G+a)χd = [S0, S1, . . . , SNL−1]
T , (2.5)
where
H =

h0 0 . . . 0
0 h1 . . . 0
...
...
. . .
...
0 0 . . . hNL−1
 ,
and
χd =

η(k−1)
x
(k−1)
opt
0a
x
(k)
d

in which a is the length of the extension and 0a is the zero vector of length a. η
(k−1)
denotes the optimal extension vector of the (k − 1)th symbol calculated in the previous
iteration. Hence, the interference vector is
d = S(t+1)L,(t+B)L, (2.6)
which is a subvector of S containing indexed elements (t + 1)L through (t + B)L. ‖d‖2
represents the amount of interference power to the primary user and is to be minimized.
To this end, the next step is to calculate the contribution of the cancellation carriers and
the extension of the second symbol in the primary band.
The upsampled spectrum of the jth unit-weight cancellation carrier is computed as
cj =
1√
N
W
(L)
N,2(N+G+a)cˆj, (2.7)
in which
cˆj =

 0N+G+2a
1√
N
W †N,N+Ge
(t−g+j)
N
, j = 1, . . . , g,
 0N+G+2a
1√
N
W †N,N+Ge
(t+B−g+j)
N
, j = g + 1, . . . , 2g,
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where e
(k)
N is an N × 1 zero vector except the kth entry which is 1. Thus, the spectrum of
the jth unit-weight cancellation carrier in the primary band is
c˜j = c
(t+1)L,(t+B)L
j . (2.8)
Similarly, setting the data symbols to zero, the upsampled spectrum of the jth unit-weight
sample of the extension is
zj =
1√
N
W
(L)
N,2(N+G+a)e
(N+G+a−1+j)
2(N+G+a) , j = 1, 2, . . . , a. (2.9)
Therefore, the contribution of the extension’s jth unit-weight sample in the primary band
is
z˜j = z
(t+1)L,(t+B)L
j . (2.10)
The cancellation carriers and the extension samples are then weighted by some complex
values. These values are jointly optimized such that the interference to the primary user
is minimized at the primary receiver location. Letting C = [c˜1 c˜2 . . . c˜2g] and Z =
[z˜1 z˜2 . . . z˜a], we have
(µ
(k)
opt,η
(k)
opt) = arg min
(µ,η)
‖d + H˜Cµ+ H˜Zη‖2, (2.11)
s.t. |µi|2 ≤ α, i = 1, . . . , 2g,
and ‖η‖2 ≤ p,
where
H˜ =

h(t+1)L 0 . . . 0
0 h(t+1)L+1 . . . 0
...
...
. . .
...
0 0 . . . h(t+B)L
 ,
and η = [η1, η2, . . . , ηa]
T and µ = [µ1, µ2, . . . , µ2g]
T are the complex weight vectors of the
extension samples and the cancellation carriers respectively. α = E{|Xi|2}, i = 1, . . . , N ,
is the power constraint on the cancellation subcarriers where E represents the expectation
operation. This type of power constraint avoids creating overshoot in the resulting signal
spectrum. Furthermore, according to [19], by choosing the power constraint on the symbol
extension properly, the peak-to-average power ratio (PAPR) of the OFDM signals is not
increased. A proper choice for the power constraint is
p = a · Es
N +G
, (2.12)
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where Es is the OFDM symbol energy before applying the joint method.
Now, by defining r , [µT ηT ]T and D , [H˜C H˜Z], (2.11) is simplified to
ropt = arg min
r
‖d +Dr‖2, (2.13)
s.t. |ri|2 ≤ α, i = 1, . . . , 2g,
and ‖r˜‖2 ≤ p,
where r˜ = r2g+1,2g+a.
The optimization problem defined in (2.13) is called a “linear least squares optimization
problem with multiple quadratic inequality constraints” which is a well-studied optimiza-
tion problem. To solve this problem, we first calculate the pseudo inverse of the argument
on the right hand side of equation (2.13) as
r = −(D†D)−1D† d. (2.14)
If r, which is computed from (2.14), satisfies the power constraints, then ropt = r, the opti-
mum solution. If it violates any one of the power constraints, then at least one constraint
is tight. In this case, to the best of our knowledge, no analytical solution for solving (2.13)
is known that gives a closed form expression. However, there are efficient solvers that solve
the problem iteratively employing numerical algorithms [35]. In this work, to solve (2.13),
we used cvx, a package for specifying and solving convex programs [36, 37].
2.3.2 Simulation results and discussion
Simulations are run to investigate the performance of the proposed joint method. An
OFDM-based cognitive radio using N = 256 subcarriers is considered where a cyclic prefix
of length 64 is added to each symbol. Data subcarriers are modulated with BPSK symbols
and the upsampling factor is L = 16. The channel between the secondary transmitter and
the primary receiver is assumed to be a frequency selective fading channel. The model that
we use for the channel is the SUI-4 channel model [38] which is a tapped-delay-line model
with 4 taps. In the following simulations, interference power is calculated as the normalized
norm of the interference vector in the primary band. We examine the performance of the
joint method in two different scenarios.
Single wideband interference
In this case, the detected primary user has a rather wide bandwidth which is spread over
32 subcarriers from subcarrier 112 to subcarrier 143. Fig. 2.4 shows the power spectral
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Figure 2.4: Single wideband interference, power spectrum of the output OFDM signal;
N = 256, number of primary bands=1, B = 32.
density of the output OFDM signal at the location of primary receiver in four different
cases. The first case is the conventional OFDM signal spectrum where only the subcarriers
in the primary bandwidth are deactivated. The second one is the OFDM signal spectrum
using the AST method where the length of symbol extension is 4. In the third case, OFDM
signal spectrum using the AIC method with 4 cancellation subcarriers on each side of the
primary bandwidth is depicted. Finally, the fourth one is the signal spectrum using the
proposed joint technique with 4 cancellation carriers at each side of the primary bandwidth
and an extension of length 4. Note that Fig. 2.4 is not a fair comparison of the performance
of the different techniques. Therefore, in order to study the time/frequency trade-off, the
amount of interference power for different numbers of cancellation carriers and extension
lengths is computed. The results are as follows.
Trade-off study: We study the tradeoff between the number of cancellation carriers
and the extension size in terms of interference reduction, and design the system to maxi-
mize the rate for a fixed interference level. Indeed, we find the best combination of time
extensions and cancellation subcarriers to better improve the performance. Fig. 2.5 depicts
20
0 5 10 15
−45
−40
−35
−30
−25
−20
−15
Extension size
N
or
m
al
iz
ed
 in
te
rfe
re
nc
e 
po
w
er
 (d
B)
 
 
g=0
g=1
g=2
g=3
g=4
g=5
g=6
Figure 2.5: Effect of adding extension samples on the amount of interference reduction in
single wideband interference case.
the change of interference level for different numbers of cancellation carriers g on each side
of the primary band and the number of time extensions. It can be seen from Fig. 2.5 that
there is a dominant break point on each curve in the first extension sample, which implies
that while keeping the number of cancellation carriers fixed, the most significant gain is
achieved by adding the first extension sample. Furthermore, beyond a single extension,
the marginal interference reduction of adding 2 more extension samples is less than that
achieved by adding a pair of cancellation carriers. Also, unlike adding extensions, the
interference reduction obtained by adding cancellation carriers does not appear to have
diminishing returns as each pair of cancellation subcarriers generally reduces the interfer-
ence by about 4 dB. Because adding 2 extension samples or a pair of cancellation carriers
degrades complexity and throughput features approximately equally, the best trade-off is
achieved by using only one sample extension and several cancellation carriers for a desired
interference reduction level.
Extension approximation: Since the extension is calculated to suppress the sidelobes
by smoothing the transition between successive OFDM symbols, instead of solving (2.13)
to find the optimal extension sample, one can compute the average of the two consecutive
21
OFDM symbols endpoints. If the transition between the symbols is approximated by a
linear curve fitting, i.e.,
η
(k)
1 =
x
(k−1)
N−1 + x
(k)
N−G
2
, (2.15)
where η
(k)
1 is the extension sample between the (k−1)th and the kth OFDM symbols, then
this approximation significantly reduces the complexity as there is now no need to compute
(2.9) and find the extension via solving (2.13), i.e., the size of matrices will be reduced and
the cancellation carriers can be found separately. The cost of this approximation has been
observed in simulations to be small.
Multiple narrowband interference
In the second scenario, there are multiple primary bands which are relatively narrow com-
pared to the total available bandwidth of the cognitive system and are used by the same
primary receiver. An example of narrow primary bands is IEEE 802.22 (WRAN) standard
which is a standard for license-exempt devices to work on a non-interfering basis in the TV
Broadcast Service spectrum. A cognitive radio in this band can use up to three consecutive
TV channels (18 MHz). Police dispatch devices and wireless microphones which require
approximately 200 KHz of bandwidth are considered as narrowband primary users in this
band.
In simulations, we assume that the primary bands are spread over six narrow bands
whose width are equivalent to 4 subcarriers. Two cancellation subcarriers are inserted on
each side of each primary band and the length of the extension is 10. The rest of the
parameters are the same as the single wideband case.
Fig. 2.6 shows the performance of the joint method compared to the conventional
OFDM system, the AST method that uses an extension of length 10, and the AIC method
where two cancellation subcarriers are inserted on each side of each primary band.
Trade-off study: Similar to the wideband interference case, Fig. 2.7 depicts the
tradeoff between the number of subcarriers g on each side of each primary band and the
size of the extension in interference reduction. It can be observed from Fig. 2.7 that in
this case, unlike the single wideband interference case, increasing the size of the symbol
extension provides more consistent interference suppression, i.e., the marginal return is
not negligible after one extension sample. We attribute the better performance of symbol
extension to the fact that by sharpening the subcarrier sidelobes, each additional extension
sample reduces the interference in all of the narrow primary bands.
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Figure 2.6: Multiple narrowband interference: Power spectrum of the output OFDM signal;
N = 256, number of primary bands = 6, B = 4.
Also, note that in this case, each of the narrow primary bands needs cancellation
subcarriers at its edge, resulting in 2g×mb subcarriers where mb is the number of primary
bands. Hence, adding a pair of cancellation carriers decreases the throughput 2mb times
more than adding an extension sample. Therefore, in terms of data throughput, it can be
better to increase the length of symbol extension than to add cancellation subcarriers. For
example, in Fig. 7, subcarriers reduce the interference by at most 0.83 dB/subcarrier (10
dB for each addition of 12 subcarriers), whereas the extensions can reduce interference by
1 to 2 dB/extension sample for g ≥ 3.
As a result, we conclude that the best time/frequency trade-off depends on the con-
figuration of the detected spectral opportunities, whether there is a single large primary
band or there are multiple narrow primary bands. In either cases, at the best trade-off
point, the joint method achieves a higher interference reduction compared to the pure AIC
or AST techniques using the same amount of resources.
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Figure 2.7: The effect of adding extension samples on the amount of interference reduction
in multiple narrowband interference.
2.4 Multiple-antenna cognitive transmitter: joint an-
tenna optimization
In this section, we present a new method, called the joint antenna method, for suppressing
the interference to the primary user in multiple-antenna OFDM-based cognitive systems
based on the idea introduced in Section 2.3. Our proposed method minimizes the interfer-
ence to the primary user at the location of the primary receiver, requiring knowledge of the
channel state information. Moreover, interference minimization is jointly performed over
all transmitter antennas. In this case, we will show that a good improvement in interfer-
ence reduction can be achieved. We use the simulation results to study the time/frequency
trade-off as well.
24
Secondary 
Transmitter
1
M
Secondary 
Receiver
Primary 
Receiver
h1
hM
Figure 2.8: Multiple-antenna cognitive system.
2.4.1 The joint antenna method
We assume that the secondary transmitter uses M antennas with sufficient spatial separa-
tion, that send streams of OFDM symbols and try to avoid causing interference to a single
primary receiver, as shown in Fig. 2.8. The set of the secondary transmitter antennas
and primary receiver antenna forms a multiple-input single-output (MISO) system. Let
hi = [hi,0, hi,1, . . . , hi,NL−1]T denote the upsampled frequency response of the channels be-
tween the ith secondary transmitter antenna and the primary receiver antenna. Therefore,
the upsampled spectrum of the received signal at the primary receiver is
Y =
M∑
i=1
HiSi, (2.16)
where
Hi =

hi,0 0 . . . 0
0 hi,1 . . . 0
...
...
. . .
...
0 0 . . . hi,NL−1

and Si is the upsampled signal transmitted by the ith secondary transmitter antenna,
i = 1, 2, . . . ,M .
In the multiple-antenna case, to avoid secondary signals interfering with the primary
user, the secondary transmitter forms the transmission OFDM symbols on each antenna in
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such a way that, after passing through the channels, their effect at the primary band cancel
each other as much as possible and the power in the primary band is minimized. To this
end, we extend the joint time/frequency optimization technique introduced in Section 2.3
for the single-antenna case to multiple antennas where the optimization is done jointly,
using the channel state information, over multiple antennas. We refer to the proposed
method as the joint antenna method.
In the joint antenna method, cancellation carriers are inserted in every transmission
OFDM symbol of each transmitter antenna in the frequency-domain. Each symbol is also
extended in the time-domain by a symbol extension. The optimal values of the extensions
and the cancellation carriers of the M OFDM symbols of the M transmitter antennas are
jointly computed considering the effect of the channel, in order to minimize the interfer-
ence to the primary receiver. Therefore, similar to Section 2.3, an OFDM symbol pair is
considered for each transmitter antenna where the first symbol is already optimized.
Let di denote the upsampled interference vector of the non-optimized symbol pairs of
the ith secondary antenna, which is calculated in the same way as in Section 2.3. Thus,
the total interference vector at the primary receiver is
d =
M∑
i=1
H˜i di, (2.17)
where
H˜i =

hi,(t+1)L 0 . . . 0
0 hi,(t+1)L+1 . . . 0
...
...
. . .
...
0 0 . . . hi,(t+B)L
 .
We denote the complex values of the second symbol’s extension samples and cancellation
carriers in the OFDM symbol pair of the ith transmitter antenna by the complex vectors ηi
and µi, respectively. Therefore, the interference contribution of the extension samples of
the ith antenna in the primary band at the location of the primary receiver is determined
as H˜iZηi, i = 1, 2, . . . ,M . Similarly, the interference contribution of the cancellation
carriers of the ith antenna in the primary band at the location of the primary receiver
is H˜iCµi, i = 1, 2, . . . ,M , where matrices C and Z are defined in Section 2.3. Thus, the
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interference minimization problem is expressed as
(µ1opt , . . . ,µMopt ,η1opt , . . . ,ηMopt)
= arg min
(µ1,...,µM ,η1,...,ηM )
‖d +
M∑
i=1
H˜i(Cµi + Zηi)‖2, (2.18)
s.t. |µij|2 ≤ α, i = 1, . . . ,M, j = 1, . . . , 2g,
and ‖ηi‖2 ≤ p, i = 1, . . . ,M,
where α = E{|Xi|2}, i = 1, . . . , N , is the power constraint on each cancellation carrier and
p is the power constraint on the symbol extension of each antenna and is chosen according
to Section 2.3. By introducing
J , [H˜1C . . . H˜MC H˜1Z . . . H˜MZ] (2.19)
and
t , [µT1 . . . µTM ηT1 . . . ηTM ]T , (2.20)
equation (2.18) can be expressed as
topt = arg min
t
‖d + Jt‖2, (2.21)
s.t. |tj|2 ≤ α, j = 1, . . . , 2gM,
and ‖t˜i‖2 ≤ p, i = 1, . . . ,M,
where t˜i = t
2gM+(i−1)a+1,2gM+ia. Equation (2.21) is a “linear least squares problem with
multiple quadratic inequality constraints”. The same procedure as in Section 2.3 is used
to solve this problem.
2.4.2 Simulation results and discussion
The MISO case is also examined using numerical simulations. We consider a secondary
transmitter with two spatially separate antennas. The model we use for the channel be-
tween each secondary transmitter and the primary receiver is the SUI-4 channel model,
the same as in Section 2.3. The two channels are assumed to be independent of each other.
The OFDM communication system uses N = 256 subcarriers per antenna. The detected
primary user bandwidth is assumed to occupy 32 subcarriers between subcarrier 112 and
subcarrier 143. BPSK modulation is employed to modulate the data subcarriers. A cyclic
prefix of length 64 is used and the upsampling factor is L = 16.
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Fig. 2.9 shows the spectrum of the OFDM signal at the receiver in four cases. First,
the conventional MISO-OFDM spectrum where only the subcarriers at the primary band
are deactivated in each transmitted OFDM signal. In the second case, separate antenna
optimization, the MISO system is considered as two separate single-input single-output
(SISO) systems, where each of the transmitted sequences are separately designed using the
optimization method described in Section 2.3, considering the channel state information.
The sequences are then passed through the channels and the spectrum of the received
signal is computed. The third case is similar to the second case except that it is assumed
that the transmitter antennas do not have channel state information, or equivalently, as-
suming Hi = I, i = 1, · · · ,M , where I is the identity matrix. Finally, in the fourth
scenario, joint antenna optimization is performed where the two transmitted sequences are
jointly optimized over time, frequency and space (antennas) using the channel information.
As Fig. 2.9 shows, the joint antenna optimization method suppresses the interference by
almost 10 dB more than the separate antenna optimization method, and thus, channel
state information at the transmitter can provide significant improvement for interference
reduction in multiple-antenna systems.
Trade-off study: In Fig. 2.10, the trade-off between the number of cancellation
carriers and the extension size with respect to the amount of interference reduction is
depicted. Similar to the single-antenna case, it can be seen from Fig. 2.10 that adding the
first extension sample gives the most significant gain in interference suppression.
Extension approximation: We can conclude from Fig. 2.10 the same result of the single-
antenna case that at the best trade-off, instead of calculating the extension sample using
the optimization problem stated in (2.18), we can solve the optimization problem only for
the cancellation carriers and use a single sample for the extension. The extension sample
can be easily approximated as the average of the two endpoints of the two consecutive
OFDM symbols, i.e.,
η
(k)
i1 =
x
(k−1)
i,N−1 + x
(k)
i,N−G
2
, i = 1, 2, . . . ,M, (2.22)
where η
(k)
i1 is the extension sample between the (k − 1)th and the kth OFDM symbols of
the ith antenna.
Finally, simulation results for the multiple narrowband primary user case also demon-
strate that, similar to the single-antenna case, interference reduction per extension sample
in dB/sample for the first few extensions is greater than the reduction per subcarrier in
dB/subcarrier. Therefore, the trade-off study in the multiple-antenna secondary transmit-
ter case has the same result as the single-antenna case.
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Figure 2.9: Comparison of the spectra of MISO-OFDM signal at the primary receiver in
the frequency selective fading channel; 4 cancellation carriers on each side of the primary
band and a time extension of length 4 are used.
2.5 Conclusion
In this chapter, the problem of interference reduction in OFDM-based cognitive radios in
single-antenna and multiple-antenna secondary transmitter for single primary user band
and multiple primary user bands is considered. In the single-antenna case, we propose a
new joint time/frequency scheme to investigate the trade-off between active interference
cancellation and adaptive symbol transition techniques. The new method optimizes jointly
over the symbol extension and cancellation subcarriers to minimize the interference to the
primary user. In view of symbol extension, it is shown that for a single wideband primary,
most of the gain in interference cancellation is achieved by adding the first extension
sample. Hence, the complexity can be significantly reduced by using one extension sample
whose value is easily calculated as the average of the two endpoint of two successive OFDM
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Figure 2.10: Effect of adding extension samples on the amount of interference reduction.
symbols. Furthermore, we show that the effect of the channel on the transmitted secondary
signals can be used to improve interference cancellation. Using this fact, in the multiple-
antenna case, we propose a new method, called the joint antenna method, in which the
transmitted sequences from the secondary transmitter antennas are designed such that
the interference at the primary receiver antenna is minimized. Simulation results also
demonstrate significant improvement in jointly optimizing over two antennas compared to
two separate antenna interference minimization.
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Chapter 3
A Phase Adjustment Approach for
Interference Reduction
3.1 Introduction
In this chapter, in order to reduce the interference power from out-of-band radiation of the
secondary OFDM system to the primary user, we propose a novel low complexity technique,
referred to as the phase adjustment technique. In the phase adjustment technique, each
OFDM symbol is rotated by a common phase in such a way as to minimize the interference
to the primary user. The technique is proposed for both single-antenna and multiple-
antenna secondary systems. Furthermore, the performance is analytically investigated in
both scenarios for some special cases and is verified by numerical simulations.
For the multi-antenna cognitive transmitter case, the proposed technique rotates sym-
bols transmitted from each antenna in the complex plane based on the symbols transmitted
from other antennas at the same time. The optimal rotation phase of each antenna is com-
puted such that, after passing through the channel, the total interference spectrum at the
primary receiver due to all secondary antennas is minimized.
Since in the multi-antenna case the interference minimization is performed across the
transmitter antennas, there should exist at least two secondary transmitter antennas for
this approach to work. Thus, for the single-antenna cognitive transmitter case, we propose
a phase rotation technique that considers multiple consecutive OFDM symbols. In the
proposed single-antenna technique, subcarriers of each OFDM symbol are rotated by an
The results presented in this chapter have already been published in [30].
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optimal phase, based on the previous OFDM symbols, such that the resulting interference
due to the considered consecutive OFDM symbols is minimized, i.e., Welch’s spectrum
estimate of the transmitted OFDM symbol stream is minimized at the primary band. The
approach of reducing the interference due to multiple consecutive symbols has been taken
in some of prior works, e.g. [19, 28].
In some special cases, the optimal phase rotation can be calculated using a simple
inner product. For the other cases, three different novel and low complexity heuristics are
presented for approximating the required rotation phases of the OFDM symbols. One of
the heuristics, i.e., the block coordinate descent method, is found to achieve near optimal
performance obtained by exhaustive search, at very low complexity.
Moreover, in the proposed techniques, all subcarriers of an OFDM symbol are rotated
by the same phase. This phase can be regarded as part of a common phase (CP) which
can be considered as a part of the channel effect known as common phase error (CPE), and
is compensated for in any practical OFDM system. Therefore, the receiver can compen-
sate for the phase rotation using one of the several methods that have been proposed for
mitigating the CPE in the literature [39, 40]. As a result, the proposed phase adjustment
method does not need explicit side information to be sent to the receiver for data recovery
and data throughput is not decreased.
Finally, the phase adjustment method does not introduce any increase in bit-error-rate
(BER) since it rotates all of the subcarriers by the same phase and thus, the location of
the constellation points with respect to each other remain unchanged.
As noted above, in the single-antenna case, in contrast to the multi-antenna case,
interference is minimized over different symbols which belong to consecutive transmission
times. Therefore, as explained in Section 3.2.3, the performance analysis for the single-
antenna case is not a special case of the multi-antenna case with one transmitter antenna,
and requires its own separate analysis.
3.2 Single-antenna OFDM Cognitive Transmitter
3.2.1 System and Signal Model
A cognitive system with one transmit antenna employing non-contiguous OFDM signaling
is considered. The cognitive receiver may have one or more antennas. The OFDM system
is assumed to use a total of N subcarriers where some of them are switched off according to
the detected primary user(s) activity. The transmitter block diagram is shown in Fig. 3.1.
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Figure 3.1: Block diagram of the single-antenna phase adjusted OFDM cognitive trans-
mitter.
The input data bit stream is symbol-mapped resulting in a series of complex constellation
points {si} which are to modulate the active subcarriers.
The serial-to-parallel block converts the stream of {si} into the complex-valued vector
X(n) where n is the symbol index. The cognitive engine deactivates the subcarriers that
coincide with the primary user band according to the detected spectrum opportunity. X(n)
is then passed through the IFFT block generating the time-domain symbol as
xˆ(n) =
1√
N
W †N,NX
(n), (3.1)
where WN,N = [ω
kl], k, l = 0, . . . , N − 1, is the N × N discrete Fourier transform (DFT)
matrix defined in Section 2.2. To avoid intersymbol interference (ISI), a cyclic prefix of
length G is added to xˆ(n), resulting in
x(n) =
1√
N
W †N,N+GX
(n). (3.2)
In order to further decrease interference to the primary user, x(n) is passed through the
phase adjustment block that rotates each OFDM symbol by an appropriate phase.
To evaluate the spectrum in the primary band in-between the subcarrier frequencies,
we use the upsampled FFT matrix W
(L)
N,N as defined in Section 2.2. Hence, the upsampled
spectrum of the nth OFDM symbol X(n) is calculated as
X
(n)
L =
1
N
W
(L)
N,N+GW
†
N,N+GX
(n). (3.3)
33
n n+1 n+m n+m+1 n+2m 
Step k 
Step k+1 
OFDM symbols 
Figure 3.2: Considering m + 1 successive symbols in each step in the phase adjustment
technique for single-antenna transmitter.
3.2.2 The Phase Adjustment Technique for Single-antenna OFDM
Transmitter
The objective of the phase adjustment technique is to reduce the interference at the primary
band by adjusting the phase of the transmitted OFDM symbols. In the phase adjustment
technique for the single-antenna transmitter, all subcarriers of each OFDM symbol are
rotated in complex space by the same optimal phase to minimize the interference to the
primary user.
Considering m+ 1 successive OFDM symbols in each step, the optimal rotation phase
of the last m symbols are computed in such a way that the entire interference of the
m + 1 symbols is minimized. The spectrum of the resulting symbols is computed using
Welch’s method [41], where a window length equal to m+ 1 OFDM symbols is considered
for each spectrum estimation segment and the amount of overlap of the segments is one
OFDM symbol, as shown in Fig. 3.2. Therefore, in each step, the first symbol’s phase shift
is assumed to be obtained by optimization from the previous step and thus, m optimal
phases are to be calculated. Consequently, the (m + 1)th symbol in the current step will
be considered as the first symbol in the next step.
Let x(n),x(n+1) · · ·x(n+m) denote the m+ 1 consecutive OFDM symbols in the current
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step. The upsampled spectrum of the m+ 1 symbols is then calculated as
S(n) = W
(L)
N,(m+1)(N+G)
 x
(n)
...
x(n+m)
 (3.4)
=
m∑
i=0
DiW
(L)
N,N+Gx
(n+i), (3.5)
where Di = diag{e−2pijki(N+G)/NL}, k = 0, . . . , NL− 1.
Without loss of generality, we assume that the primary user occupies a bandwidth
equivalent to B successive subcarriers [Xt+1, Xt+2, . . . , Xt+B], where B < N . Thus, the
interference vectors due to x(n), · · · ,x(n+m) are expressed as
d(n+i) = D˜iW˜
(L)
N,N+Gx
(n+i), i = 0, 1, · · · ,m, (3.6)
where W˜
(L)
N,N+G is a submatrix of W
(L)
N,N+G containing only the rows that correspond to the
primary band, i.e., rows (t+1)L+1 through (t+B)L, and D˜i is a submatrix of Di defined
as
D˜i = diag{e−2pijki(N+G)/NL}, k = (t+ 1)L+ 1, . . . , (t+B)L. (3.7)
In the proposed phase adjustment technique, the objective is to find the optimal rotation
phase of the symbols x(n), · · · ,x(n+m) to minimize the total interference of
x(n)
x(n+1)
...
x(n+m)
 (3.8)
to the primary user. Therefore, using a least square minimization criterion, the optimal
rotation phase is calculated as
θopt = arg min
θ
‖d(n) + ejθ1d(n+1) + · · ·+ ejθmd(n+m)‖2, (3.9)
which is a least squares (LS) optimization problem in which θopt = [θ1opt · · · θmopt ]T is the
set of optimal rotation phases of the considered symbols. The LS problem expressed in
(3.9) can be reformulated as
ρopt = arg min
ρ
‖d(n) + P ρ‖2, (3.10)
s.t. |ρi|2 = 1, i = 1, · · · ,m,
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where ρ = [ejθ1 , · · · ejθm ]T and P = [d(n+1) · · · d(n+m)]. Therefore, θi = arg(ρi). The
optimization problem defined in (3.10) is a least squares problem with multiple equality
constraints.
For the special case of m = 1, the problem specializes as
θopt = arg min
θ1
‖d(n) + ejθ1d(n+1)‖2, (3.11)
which is a single constraint LS minimization. Theorem 1 gives the solution to this problem.
Theorem 1 Given two arbitrary complex vectors d(n) and d(n+1) of the same length,
θ = pi − arg〈d(n),d(n+1)〉 (3.12)
minimizes ‖d(n) + ejθd(n+1)‖2, where 〈·, ·〉 denotes the complex inner product. 
Proof: See Appendix 3.A.1. 
According to Theorem 1, in the case of m = 1, the optimal rotation phase in the phase
adjustment technique is simply found by calculating the inner product of the interference
vectors, which implies that the complexity is very low.
In order to solve the problem for the general case of m > 1, we propose three algo-
rithms, namely, a block coordinate descent (BCD) method, a greedy technique, and an
opportunistic co-phase technique. The performance of these methods are evaluated in
Section 3.4.1.
Block coordinate descent (BCD) method
The block coordinate descent or nonlinear Gauss-Seidel method is a suitable and efficient
method for solving optimization problems where the cost function is continuously differ-
entiable over the constraint set [42], which is true for the optimization problem defined in
(3.10).
In the block coordinate descent method, the next iterate θk+1 = [θk+11 , · · · , θk+1m ]T is
calculated according to the iteration
θk+1i = arg min
θi
‖d(n) + ejθk+11 d(n+1) + · · ·+ ejθk+1i−1 d(n+i−1)
+ ejθid(n+i) + ejθ
k
i+1d(n+i+1) + · · ·+ ejθkmd(n+m)‖2, (3.13)
36
Algorithm 1: The Block Coordinate Descent Method for the Single-antenna Case
Result: Heuristic approximation θ? to the solution of (3.9).
Compute d(n),d(n+1), · · · ,d(n+m) from (3.6);
Initialize θ0 = 0
for k = 1 to Num-Iterations do
for i = 1 to m do
dˆ
(n,¯i)
= d(n)+ejθ
k
1 d(n+1)+· · ·+ejθki−1d(n+i−1)+ejθk−1i+1 d(n+i+1)+· · ·+ejθk−1m d(n+m),
θki = pi − arg〈dˆ
(n,¯i)
,d(n+i)〉.
θ? = θNum−Iterations.
which can be simplified as
θk+1i = arg min
θi
‖dˆ(n) + ejθid(n+i)‖ (3.14)
where
dˆ
(n)
= d(n) + ejθ
k+1
1 d(n+1) + · · ·+ ejθk+1i−1 d(n+i−1) + ejθki+1d(n+i+1) + · · ·+ ejθkmd(n+m).
Equation (3.14) is then a single constraint LS minimization and has a unique solution
which is calculated using Theorem 1 as
θk+1i = pi − arg〈dˆ
(n)
,d(n+i)〉. (3.15)
Furthermore, according to [42, proposition 2.7.1], every limit point of the sequence {θk}
generated by the BCD method is a stationary point of the objective function in (3.9).
Finding a solution to (3.9) using the block coordinate descent method is summarized in
Algorithm 1.
Greedy technique
This technique is a simple and fast technique for finding a suboptimal solution to (3.9). In
the greedy technique, elements of the suboptimal solution θ? are calculated via solving
θ?i = arg min
θi
‖d(n) + ejθ?1d(n+1) + · · ·+ ejθ?i−1d(n+i−1)
+ ejθid(n+i) + d(n+i+1) + · · ·+ d(n+m)‖2
= arg min
θi
‖dˆ(n) + ejθid(n+i)‖ (3.16)
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where
dˆ
(n)
= d(n) + ejθ
?
1d(n+1) + · · ·+ ejθ?i−1d(n+i−1) + d(n+i+1) + · · ·+ d(n+m),
and thus,
θ?i = pi − arg〈dˆ
(n)
,d(n+i)〉. (3.17)
The greedy technique is in fact one iteration of the BCD method when initial phases
are zero, and therefore, cannot outperform the BCD technique. However, it is faster and
has less computational complexity.
Opportunistic co-phase technique
The technique is initially proposed in [43] to solve a problem of signal to interference and
noise ratio (SINR) maximization in a multiple-input single-output (MISO) system. We
exploit this technique here to find a suboptimal rotation phase vector of OFDM symbols
to minimize the interference to the primary user.
Let {θi}, i = 1, · · · , P, be sets of candidate phase vectors to be employed in (3.9), where
θi = [θi1, · · · , θim]T and θij are random phases each chosen independently and uniformly over
[0, 2pi). By defining di = d(n) + ejθ
i
1d(n+1) + · · ·+ ejθimd(n+m), then,
iˆ = arg min
i=1,··· ,P
‖di‖2, (3.18)
is the index of the phase vector that has the least interference to the primary user, i.e.,
θiˆ is the algorithm’s approximation of θopt. It is clear that by increasing the size of the
phase set P , better approximations to θopt are expected. Quantitative evaluation of the
technique is presented in Section 3.4.1.
It is also worth noting that in the phase adjustment technique presented in this section,
the phase rotation is the same for all subcarriers within one OFDM symbol. This allows
the receiver to consider the rotation as a part of the CPE. There are several methods in
the literature for estimating the CPE (see e.g. [39, 40]). Hence, the transmitter does not
need to send explicit side information along with data.
3.2.3 Performance Analysis
Based on the solutions provided in the previous section, only for the case of m = 1, an
analytical solution to (3.9) is known. Therefore, in this section, the performance of the
phase adjustment technique for m = 1 is analyzed.
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For the analysis, we first define the improvement factor as
ξ , E{‖d
(n) + d(n+1)‖2}
E{minθ ‖d(n) + ejθd(n+1)‖2}
, (3.19)
where E{·} represents the expectation operator.
Entries of the interference vectors are the superposition of a relatively large number
of sampled sidelobes of active subcarriers in the OFDM symbol with different weights.
Thus, due to the central limit theorem, the interference vectors are approximated as Gaus-
sian vectors. Assuming now that d(n) and d(n+1) are Gaussian, let Rn and Rn+1 denote
covariance matrices of d(n) and d(n+1), respectively, i.e.,
Rn = E{d(n)d(n)†}
= W˜
(L)
N,N+GE{x(n)x(n)†}W˜ (L)†N,N+G, (3.20)
and
Rn+1 = E{d(n+1)d(n+1)†}
= D˜1W˜
(L)
N,N+GE{x(n+1)x(n+1)†}W˜ (L)†N,N+GD˜†1 (3.21)
= D˜1RnD˜
†
1, (3.22)
where (3.20) and (3.21) follow from (3.6). Using matrix diagonalization, we have
Rn = UΣU
†, (3.23)
Rn+1 = D˜1UΣU
†D˜†1, (3.24)
where Σ = diag(λi), i = 1, . . . , K, is the matrix of eigenvalues, K is the length of inter-
ference vectors, and U = [u1 u2 . . . uK ] is the eigenvectors matrix of Rn which is unitary
since Rn is Hermitian. Thus, d
(n) and d(n+1) can be expressed as
d(n) = Ua, (3.25)
d(n+1) = D˜1Ub, (3.26)
where ai and bi are i.i.d Gaussian random variables with ai, bi ∼ CN (0, λi), i = 1, . . . , K.
The following theorem gives an upper bound on the improvement factor ξ.
Theorem 2 The improvement factor ξ, defined in (3.19), is upperbounded as
ξ ≤ Tr(Rn)
Tr(Rn)− [Tr(RnRn+1)] 12
, (3.27)
where Tr(·) denotes the matrix trace. 
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Proof: See Appendix 3.A.2. 
As Theorem 2 states, the upper bound depends only on the covariance matrices of the
interference vectors. Each interference vector can be written as
d(n) =
Na∑
i=1
X
(n)
i S
′
i, (3.28)
in which Na is the number of active subcarriers, X
(n)
i is the complex weight of the ith
subcarrier which we assume to be a zero-mean random variable with variance σ2X = 1, and
S′i is the sampled tail of the ith subcarrier in the primary band. Therefore,
Rn =
Na∑
i=1
Na∑
j=1
(E{X(n)i X∗(n)j }S′iS′†j ) =
Na∑
i=1
S′iS
′†
i , (3.29)
where (3.29) follows from the fact that X
(n)
i s are i.i.d. and zero-mean with σ
2
X = 1. There-
fore, the covariance matrix does not depend on the data symbols and can be calculated
separately. It depends only on the location of active subcarriers or, in other words, on
the configuration of the primary user activity. In Section 3.4, we numerically calculate
the improvement factor as well as the upper bound for different configurations of primary
activity and show that the derived upper bound is relatively tight.
3.3 Multi-antenna OFDM Cognitive Transmitter
3.3.1 System and Signal Model
In this section, we consider a multi-antenna OFDM cognitive transmitter. More specifically,
it is assumed that the cognitive transmitter employs M + 1 antennas to send information
to the secondary receiver, and the secondary receiver has one or more antennas. A primary
user is also assumed to receive the secondary signals and therefore is to be protected from
the secondary user’s interference, as shown in Fig. 3.3.
For the signals transmitted from each antenna, we assume the same model as in Sec-
tion 3.2.1, except the index used to denote the antenna from which the signal is being
transmitted, i.e.,
x
(n)
i =
1√
N
W †N,N+GX
(n)
i , i = 0, 1, · · · ,M, (3.30)
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and
X
(n)
L,i =
1
N
W
(L)
N,N+GW
†
N,N+GX
(n)
i , i = 0, 1, · · · ,M, (3.31)
where X
(n)
i and x
(n)
i denote the nth OFDM symbol transmitted from the ith antenna in
the frequency and time domain respectively, and X
(n)
L,i is the corresponding upsampled
spectrum by a factor of L. Furthermore, we assume that X
(n)
0 , · · · ,X(n)M are uncorrelated
transmissions.
Similar to Section 3.2.1, we assume that the primary user occupies a bandwidth equiv-
alent to B subcarriers among the total N subcarriers of the OFDM cognitive system.
Furthermore, let Hi, i = 0, · · · ,M, be diagonal matrices that denote the channel
matrix containing the frequency response in the primary band of the channel between
the ith secondary transmitter antenna and the primary receiver antenna and these are
assumed to be known to the cognitive system. Thus, Hi, i = 0, · · · ,M, are diagonal
[(B − 1)L+ 1]× [(B − 1)L+ 1] matrices.
3.3.2 The Phase Adjustment Technique for Multi-antenna OFDM
Transmitter
For the multi-antenna cognitive transmitter case, to reduce interference to the primary
user, the phase of each OFDM symbol is adjusted based on the symbols of the other
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transmitter antennas.
According to the system model described in Section 3.3.1, the interference vector of the
nth OFDM symbol due to the ith antenna at the secondary transmitter is
d(n)xi =
1
N
W˜
(L)
N,N+GW
†
N,N+GX
(n)
i , i = 0, 1, · · · ,M. (3.32)
In the multi-antenna case, since signals transmitted from different antennas undergo
different channels, it is important to consider the effect of the channels and minimize
the total received interference power at the location of the primary receiver. Otherwise,
minimizing the interference before the effect of the channel does not necessarily help to
reduce the interference to the primary user. This is in comparison to the single-antenna
case, where a reduction in the spectrum before the channel always results in a reduction
in the spectrum after the channel.
Here, the total interference at the primary receiver is the sum of the received interference
spectrum due to each secondary transmitter antenna. Therefore, the interference vector at
the primary receiver is
d(n) =
M∑
i=0
d(n)yi , (3.33)
where
d(n)yi = Hid
(n)
xi
, i = 0, · · · ,M, (3.34)
is the interference vector at the primary receiver due to the ith secondary transmitter
antenna.
In the proposed phase rotation technique for the multiple-antenna cognitive case, in
order to reduce the interference to the primary user, OFDM symbols transmitted from
each antenna of the secondary transmitter are rotated based on the symbols of other
antennas such that the total interference power at the primary receiver is minimized.
Thus, the optimal rotation phase that minimizes the interference at the primary receiver
is computed as
θopt = arg min
θ
‖d(n)y0 + ejθ1d(n)y1 + · · ·+ ejθMd(n)yM‖2, (3.35)
where θopt = [θ1, · · · , θM ]T is the optimal rotation phase of the transmitter antennas.
Similar to Section 3.2.2, the LS minimization expressed in (3.35) can be reformulated
as an LS minimization with multiple equality constraints. Therefore, to the best of our
knowledge, no analytical solution for this optimization problem is known in general that
gives a closed form expression.
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Algorithm 2: The Block Coordinate Descent Method for the Multiple-antenna Case
Result: A heuristic approximation θ? to the solution of (3.35).
Compute d(n)y0 ,d
(n)
y1
, · · · ,d(n)yM from (3.34) and (3.32);
Initialize θ0 = 0
for k = 1 to Num-Iterations do
for i = 1 to M do
d˜
(n,¯i)
= d(n)y0 + e
jθk1 d(n)y1 + · · ·+ ejθ
k
i−1d(n)yi−1 + e
jθk−1i+1 d(n)yi+1 + · · ·+ ejθ
k−1
M d(n)yM ,
θki = pi − arg〈d˜
(n,¯i)
,d(n)yi 〉.
θ? = θNum−Iterations.
Algorithm 3: The Greedy Technique for the Multiple-antenna Case
Result: A heuristic approximation θ? to the solution of (3.35).
Compute d(n)y0 ,d
(n)
y1
, · · · ,d(n)yM from (3.34) and (3.32);
for i = 1 to M do
d˜
(n)
= d(n)y0 + e
jθ?1d(n)y1 + · · ·+ ejθ
?
i−1d(n)yi−1 + d
(n)
yi+1
+ · · ·+ d(n)yM ,
θ?i = pi − arg〈d˜
(n)
,d(n)yi 〉.
However, for the special case of M = 1, i.e. two transmitter antennas, (3.35) specializes
as
θopt = arg min
θ1
‖d(n)y0 + ejθ1d(n)y1 ‖2, (3.36)
and, according to Theorem 1, θopt is calculated as
θopt = pi − arg〈d(n)y0 ,d(n)y1 〉. (3.37)
Therefore, similar to Section 3.2.2, the proposed technique has low complexity in this case.
Since the minimization problem defined in (3.35) has the same structure as (3.9), the
three techniques proposed in Section 3.2.2 can be used here to solve (3.35) in the general
case of M > 1. Here we summarize these techniques in Algorithm 2, 3, and 4.
Moreover, similar to Section 3.2.2, the proposed technique does not need explicit side
information to be sent along with the data, since it can be absorbed as a part of channel
effect in the form of a common phase error.
In the following section, the improvement in interference reduction achieved by the
phase adjustment technique is analytically investigated for the case of M = 1, i.e. two
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Algorithm 4: The Opportunistic Co-phase Technique for the Multiple-antenna Case
Result: A heuristic approximation θ? to the solution of (3.35).
Compute d(n)y0 ,d
(n)
y1
, · · · ,d(n)yM from (3.34) and (3.32);
for k = 1 to P do
for l = 1 to M do
Generate random θkl ∼ U [0, 2pi)
dk = d(n)y0 + e
jθk1 d(n)y1 + · · ·+ ejθ
k
Md(n)yM
kˆ = arg mink=1,··· ,P ‖dk‖2,
θ? = θkˆ
antennas, since only for this case an analytical solution is known. Evaluation of other cases
using the proposed techniques are presented in Section 3.4.2.
3.3.3 Performance Analysis
The performance of the proposed phase rotation technique is analyzed in this section.
Note that the analysis here is different than of the single-antenna case as now the inter-
ference vectors have the same statistics, i.e. the corresponding covariance matrices can be
simultaneously diagonalized. This allows for a stronger analysis of the performance of the
proposed method for the multi-antenna case. For analytical tractability, it is assumed that
the secondary transmitter employs two antennas and the channels between the secondary
transmitter antennas and the primary receiver are flat fading channels, i.e.,
Hi = hiI, i = 0, 1, (3.38)
where hi is the Rayleigh flat fading gain which we model by a zero-mean unit-variance
complex Gaussian random variable, and I is the identity matrix. This assumption would
be valid when the delay spread of the channel is small, specifically when there exists a line
of sight between the transmitter and the receiver. Frequency selective fading channels are
investigated numerically in the next section, where it is found that the performance of the
proposed scheme is in line with the analytical predictions for flat fading channels.
In order to analyze the performance of the proposed technique in interference reduction,
we use the improvement factor defined in (3.19) for the multiple-antenna scenario, i.e.,
ξ ,
E{‖d(n)y0 + d(n)y1 ‖2}
E{minθ ‖d(n)y0 + ejθd(n)y1 ‖2}
. (3.39)
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In the multi-antenna case, similar to the single-antenna case, OFDM interference vec-
tors at the secondary transmitter side can be approximated as correlated Gaussian vectors
according to the central limit theorem. However, in this case, covariance matrices of the
interference vectors d(n)x0 and d
(n)
x1
are the same and expressed as
Rxi = W˜
(L)
N,N+GE{x(n)i x(n)†i }W˜ (L)†N,N+G, i = 0, 1. (3.40)
Therefore, the received interference vectors at the primary receiver are also approximated
as correlated Gaussian vectors with covariance matrices
Ryi = E{d(n)yi d(n)†yi } = |hi|2Rxi , i = 0, 1. (3.41)
The following theorem gives an approximation of the improvement factor of OFDM
interference vectors d(n)y0 and d
(n)
y1
. We use this approximation to obtain the improvement
of the proposed technique in interference reduction to the primary user in Theorem 4.
Theorem 3 Assume that Ry0 (and Ry1) have l < K dominant eigenvalues, i.e.,
λ1 ≥ . . . ≥ λl  λl+1 ≥ . . . λK , (3.42)
where λi, i = 1, . . . , K, are eigenvalues of Ry0 (and Ry1), and K = (B − 1)L + 1 is the
length of the interference vectors d(n)y0 and d
(n)
y1
. Then,
E{‖d(n)y0 + d(n)y1 ‖2}
E{minθ ‖d(n)y0 + ejθd(n)y1 ‖2}
≈ E{‖d˜
(n)
y0
+ d˜
(n)
y1
‖2}
E{minθ ‖d˜(n)y0 + ejθd˜
(n)
y1
‖2}
, (3.43)
where
d˜
(n)
yj
= [d˜j1, d˜j2, . . . , d˜jl]
T , j = 0, 1, (3.44)
and d˜0i ∼ CN (0, λi), d˜1i ∼ CN (0, |h1|2|h0|2λi), i = 1, . . . l, are independent complex Gaussian
random variables. The approximation in (3.43) becomes equality when λl+1
λl
−→ 0. 
Proof : See Appendix 3.A.3. 
According to Theorem 3, the improvement factor of the OFDM interference vectors
d(n)y0 and d
(n)
y1
can be approximated as the improvement factor of complex Gaussian vectors
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Figure 3.4: The eigenvalue ratio (ER).
of length l with independent entries, where l here is the number of dominant eigenvalues
of the covariance matrices Ry0 and Ry1 .
Now, in order to investigate the number of dominant eigenvalues of Ryi , i = 0, 1, we
define the eigenvalue ratio (ER) as
ER(l) =
∑l
i=1 λi∑K
i=1 λi
. (3.45)
According to (3.29), the covariance matrices do not depend on the data symbols and the ER
can be calculated separately. Indeed, the covariance matrices depend statistically only on
the configuration of detected primary user spectrum. Hence, we run numerical simulations
for different spectral opportunity configurations to investigate the behavior of the ER as
a function of l. The result is shown in Fig. 3.4 where B is the number of deactivated
subcarriers due to the detected primary user bandwidth. It is observed from Fig. 3.4 that
for all configurations,
λ1 ≈ λ2  λ3 ≥ . . . ≥ λK , (3.46)
since ER(2) ≥ 0.85 (and in some configurations ER(2) ≥ 0.95). In other words, it can
be concluded that Ry0 and Ry1 have l = 2 almost equal dominant eigenvalues. This
is intuitively true, because, due to the diminishing tail of active subcarriers, most of the
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interference is produced by sidelobes of the nearest subcarriers to the primary band, namely
one subcarrier on each side of the primary band.
Therefore, according to Theorem 3, the improvement factor of the interference vectors
d(n)y0 and d
(n)
y1
is approximated as the improvement factor of two i.i.d. complex Gaussian
vectors of length 2 defined as
d˜0i ∼ CN (0, λ1), i = 1, 2, (3.47)
d˜1i ∼ CN (0, |h1|
2
|h0|2λ1), i = 1, 2. (3.48)
In Theorem 4, we calculate the improvement factor of i.i.d. complex Gaussian vectors.
Theorem 4 Let d˜
(n)
y0
and d˜
(n)
y1
be two zero-mean i.i.d. complex Gaussian random vectors
of length l with entries d˜0i ∼ CN (0, λ1) and d˜1i ∼ CN (0, |h1|2|h0|2λ1), i = 1, . . . , l. Then,
E{‖d˜(n)y0 + d˜
(n)
y1
‖2}
E{minθ ‖d˜(n)y0 + ejθd˜
(n)
y1
‖2}
=
l[1 + |h1|
2
|h0|2 ]
l[1 + |h1|
2
|h0|2 ]−
√
pi |h1||h0|
Γ(l+ 1
2
)
Γ(l)
, (3.49)
where Γ denotes the Gamma function. 
Proof: See Appendix 3.A.4. 
According to Theorem 4, the improvement factor of d˜
(n)
y0
and d˜
(n)
y1
depends on the
length of the corresponding vectors l and the ratio of the channel gains h0 and h1. Now,
considering (3.46) together with Theorem 3 and Theorem 4, the improvement factor of the
OFDM interference vectors d(n)y0 and d
(n)
y1
will be
E{‖d(n)y0 + d(n)y1 ‖2}
E{minθ ‖d(n)y0 + ejθd(n)y1 ‖2}
≈
2(1 + |h1|
2
|h0|2 )
2(1 + |h1|
2
|h0|2 )−
√
pi |h1||h0|
Γ(2.5)
Γ(2)
∼=
1 + |h1|
2
|h0|2
1 + |h1|
2
|h0|2 − 1.1781×
|h1|
|h0|
(3.50)
which depends on the ratio of channel fading gains h1 and h2.
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Figure 3.5: Comparison of the proposed techniques for finding the optimal adjustment
phases in the single-antenna case where m = 3.
3.4 Simulation Results
In this section, the performance of the proposed phase rotation technique for single-antenna
and multi-antenna OFDM cognitive transmitters is investigated using numerical simula-
tions. In simulations, for both single-antenna and multi-antenna cases, the cognitive sys-
tems employ OFDM signaling with N = 256 subcarriers and the spectrum is upsampled by
a factor of L = 8. A number of subcarriers corresponding to the primary user bandwidth
are deactivated and the remaining are BPSK-modulated.
3.4.1 Single-antenna OFDM Cognitive Transmitter
Fig. 3.5 shows the performance of the three proposed techniques in Section 3.2.2 for m = 3.
Here the primary user bandwidth is assumed to be spread over B = 16 consecutive sub-
carriers from subcarrier 97 to 112. Also, for the BCD method we have run the simulations
for 4 iterations. As can be observed from the figure, the block coordinate descent method
48
Table 3.1: The improvement factor and upper bound for 1-sided and 2-sided OFDM signals
1-sided OFDM 2-sided OFDM
ξ (dB) 2.1 1.9
Upper bound (dB) 2.7 2.4
has the best performance and reduces the interference by almost 3 dB on average. More-
over, the gap between the performance obtained using the BCD algorithm and the optimal
performance of brute-force algorithm is negligible.
In order to show the performance of the proposed methods in reducing the spectrum at
the primary band, the spectrum of the transmitted OFDM symbols is depicted in Fig. 3.6
where the spectrum of the plain OFDM signal is compared to the phase adjusted OFDM
for m = 3.
The upper bound derived in Section 3.2.3 for the case of m = 1 is also evaluated
numerically under two different primary activity configurations. In the first configuration,
the primary user band is spread over 16 subcarriers that are located from subcarrier 121 to
136. We call this configuration 2-sided OFDM. In the second configuration, the primary
user’s band is located at one end of the total OFDM signal bandwidth on the last 8
subcarriers. We call this configuration 1-sided OFDM. It can also be considered as out-
of-band (OOB) radiation mitigation for current OFDM systems. Table 3.1 shows the
improvement factors of the proposed technique for these OFDM configurations obtained
from numerical simulations and the corresponding theoretical upper bounds. As can be
seen from Table 3.1, the upper bounds are relatively tight.
3.4.2 Multi-antenna OFDM Cognitive Transmitter
In the multi-antenna case, we first use numerical simulations to evaluate the analysis
derived in Section 3.3.3 for the case of M = 1, i.e. two secondary transmitter antennas.
Here the channels are Rayleigh fading, i.e., |hi| and ∠hi are independent and have Rayleigh
and uniform distributions, respectively. In Fig. 3.7, the solid line shows the behavior of
(3.50) vs. |h1||h0| . Computer simulations are used to find the interference reduction obtained
by the proposed technique for different realizations of the channel gains h0 and h1. The
numerical results are shown in Fig. 3.7 as dots. In the simulations, the primary bandwidth
is assumed to be spread over B = 32 consecutive subcarriers. As can be seen in Fig. 3.7,
the numerical results approximately agree with the analytical results for the improvement
49
Table 3.2: Improvement of the proposed technique for different channel models.
channel model RMS delay spread (µs) improvement (dB)
flat fading 0 3.23
SUI-1 0.111 3.12
SUI-3 0.264 2.84
SUI-4 1.257 2.62
of the proposed phase adjustment technique. The slight difference between the analytical
and numerical results is attributed to the Gaussian assumption of the interference vectors,
which is an approximation.
Fig. 3.8 illustrates the power spectral density of the received OFDM signals transmitted
from 4 secondary antennas, i.e. M = 3, at the primary receiver. Here the primary user
band is spread over 16 subcarriers from subcarrier 97 to 112. The performance of the BCD
algorithm with 4 iterations and the greedy technique is shown in the figure. It can be seen
from Fig. 3.8 that the proposed BCD algorithm for finding the optimal rotation phases
decreases the interference to the primary user by up to 6 dB.
Finally, Fig. 3.9 gives a comparison of the performance of the proposed techniques for
calculating the optimal rotation phases in Section 3.3.2 for the case of M = 3, i.e., 4
transmitter antennas. Here again 4 iterations are used in the BCD algorithm. Similar to
the single-antenna case, the BCD algorithm outperforms the other techniques and yields
close to optimal performance.
Frequency selective fading channels– The performance of the proposed phase
rotation technique is also investigated under frequency selective channels using numerical
simulations for a cognitive system with 3 transmit antennas. In frequency selective fading
channels, each subcarrier in the OFDM symbols undergoes different fading. In other words,
Hi, i = 0, 1, 2, are diagonal matrices whose diagonal entries are not necessarily equal.
In computer simulations, Hi, i = 0, 1, 2, are modeled by the SUI-4 channel model [38]
which is a tapped-delay-line model with 3 taps, and is suitable for MIMO broadband
wireless applications. Moreover, the transmitter antennas are assumed to be sufficiently
spatially separated. Therefore, the channels are generated independently. Here the primary
user occupies a bandwidth of 16 subcarriers. The power spectral density of the received
OFDM signal at the primary receiver is depicted in Fig. 3.10, which shows an improvement
of approximately 6 dB in sidelobe reduction using the BCD algorithm for finding the
adjustment phases.
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Furthermore, the performance of the proposed phase adjustment technique for a 2-
antenna secondary transmitter using different frequency selective channel models with
different delay spreads is investigated. For each channel model, the median improvement
over 2000 realizations of the channels is computed. The results are shown in Table 3.2. It
is observed from Table 3.2 that for channels with different delay spreads, the improvements
are in approximate agreement with 3.23 dB for flat fading channels. However, as the delay
spread is reduced, the performance improvement is better predicted by that of the flat
fading results.
3.5 Conclusion
A new technique to reduce the interference to the primary users in single-antenna and multi-
antenna transmitter OFDM cognitive radios has been presented. In the single-antenna case,
the proposed phase-adjustment technique rotates all subcarriers of m consecutive OFDM
symbols based on the prior OFDM symbols, such that the entire interference is minimized.
In the multi-antenna case, transmitted symbols of one antenna are rotated in the complex
space such that the interference to the primary receiver is minimized. The technique does
not suffer from existing drawbacks such as loss in useful data rate, increase in BER, and
high complexity. Moreover, the performance of the technique is evaluated analytically for
both single-antenna and multi-antenna OFDM cognitive systems and verified by computer
simulations.
51
3.A Appendices
3.A.1 Proof of Theorem 1
We can expand the right hand side of (3.9) as
arg min
θ
‖d(n) + ejθd(n+1)‖2
= arg min
θ
{‖d(n)‖2 + ‖d(n+1)‖2 + 〈d(n),d(n+1)〉ejθ
+ 〈d(n),d(n+1)〉e−jθ}
= arg min
θ
(2<{〈d(n),d(n+1)〉ejθ}). (3.51)
The argument in (3.51) is minimized when arg(〈d(n),d(n+1)〉ejθ) = pi. Hence,
θ = pi − arg〈d(n),d(n+1)〉 (3.52)
3.A.2 Proof of Theorem 2
The numerator of the right hand side of (3.19) is expanded as
E{‖d(n) + d(n+1)‖2} = E{‖d(n)‖2}+ E{‖d(n+1)‖2} (3.53)
= 2 Tr(Rn) (3.54)
where (3.53) follows from the fact that d(n) and d(n+1) are zero-mean and independent.
Similarly, we can expand the denominator of the right hand side of (3.19) as
E{min
θ
‖d(n) + ejθd(n+1)‖2}
= E{‖d(n)‖2 + ‖d(n+1)‖2 + min
θ
[2<(ejθd(n)† d(n+1))]}
= E{‖d(n)‖2}+ E{‖d(n+1)‖2} − 2E|d(n)† d(n+1)|, (3.55)
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where (3.55) follows by choosing a proper θ to minimize <(ejθd(n)† d(n+1)). Now, E|d(n)† d(n+1)|
can be upperbounded as
[E|d(n)† d(n+1)|]2 ≤ E|d(n)† d(n+1)|2
= E|a†U †D˜1Ub|2
= E{Tr(a†U †D˜1Ubb†U †D˜†1Ua)}
= E{Tr(Uaa†U †D˜1Ubb†U †D˜†1)}
= Tr(UΣU †D˜1UΣU †D˜†1)
= Tr(RnRn+1). (3.56)
Therefore, by applying (3.56) to (3.55), the upper bound is proved.
3.A.3 Proof of Theorem 3
The covariance matrices Ry1 and Ry2 are diagonalized as
Q†Ry0Q = diag({λi}Ki=1), (3.57)
Q†Ry1Q = diag({
|h1|2
|h0|2λi}
K
i=1), (3.58)
where Q = [q1 q2 . . . qK ] is the eigenvector matrix of Ry1 and Ry2 , and is unitary. Thus,
d(n)y0 and d
(n)
y1
can be expressed as
d(n)yj =
K∑
i=1
d˜ji qi, j = 0, 1, (3.59)
where d˜0i and d˜1i are independent Gaussian random variables with d˜0i ∼ CN (0, λi), d˜1i ∼
CN (0, |h1|2|h0|2λi), i = 1, . . . K. Thus, the numerator on the left hand side of (3.43) can be
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written as
E{‖d(n)y0 + d(n)y1 ‖2} = E{‖
K∑
i=1
d˜0i qi +
K∑
i=1
d˜1i qi‖2}
=
K∑
i=1
λi +
K∑
i=1
|h1|2
|h0|2λi
≈ E{
l∑
i=1
(|d˜0i|2 + |d˜1i|2)}
= E{‖d˜(n)y0 + d˜
(n)
y1
‖2}. (3.60)
Similarly, the denominator on the left hand side of (3.43) is expanded as
E{min
θ
‖d(n)y0 + ejθd(n)y1 ‖2}
= E{min
θ
‖
K∑
i=1
d˜0i qi + e
jθ
K∑
i=1
d˜1i qi‖2}
= E{
K∑
i=1
(|d˜0i|2 + |d˜1i|2) + min
θ
K∑
i=1
(ejθd˜∗0id˜1i + e
−jθd˜0id˜∗1i)}
= E{
K∑
i=1
(|d˜0i|2 + |d˜1i|2) + 2 min
θ
[<(
K∑
i=1
ejθd˜∗0id˜1i)]}
≈ E{
l∑
i=1
(|d˜0i|2 + |d˜1i|2)− 2|
l∑
i=1
d˜∗0id˜1i|}
= E{min
θ
‖d˜(n)y0 + ejθd˜
(n)
y1
‖2}, (3.61)
and the proof is complete.
3.A.4 Proof of Theorem 4
The numerator of the left hand side of (3.49) is expanded as
E{‖d˜(n)y0 + d˜
(n)
y1
‖2} = E{‖d˜(n)y0 ‖2}+ E{‖d˜
(n)
y1
‖2} (3.62)
= lλ1 + l
|h1|2
|h0|2λ1, (3.63)
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where (3.62) follows from the fact that d˜
(n)
y1
and d˜
(n)
y2
are zero-mean and independent.
Similarly, we expand the denominator as
E{min
θ
‖d˜(n)y0 + ejθd˜
(n)
y1
‖2}
= E{min
θ
[‖d˜(n)y0 ‖2 + ‖d˜
(n)
y1
‖2 + ejθd˜(n)†y0 d˜
(n)
y1
+ e−jθd˜
(n)†
y1
d˜
(n)
y0
]}
= E{‖d˜(n)y0 ‖2 + ‖d˜
(n)
y1
‖2 + min
θ
[2<{ejθd˜(n)†y0 d˜
(n)
y1
}]} (3.64)
= E{‖d˜(n)y0 ‖2}+ E{‖d˜
(n)
y1
‖2} − 2E{|d˜(n)†y0 d˜
(n)
y1
|}, (3.65)
where (3.65) follows by choosing θ to minimize the argument inside (3.64).
Due to rotational symmetry of d˜
(n)
y0
and d˜
(n)
y1
, without loss of generality, we may assume
that the vector d˜
(n)
y0
is along the first coordinate e1 of the l-dimensional complex space,
i.e., d˜
(n)
y0
= ‖d˜(n)y0 ‖e1. Therefore, (3.65) can be written as
E{‖d˜(n)y0 ‖2}+ E{‖d˜
(n)
y1
‖2} − 2E{‖d˜(n)y0 ‖ |e
†
1d˜
(n)
y1
|}
= lλ1 + l
|h1|2
|h0|2λ1 − 2E{‖d˜
(n)
y0
‖}E{|d˜11|} (3.66)
= lλ1 + l
|h1|2
|h0|2λ1 −
(√
2λ1
Γ(2l+1
2
)
Γ(l)
)
|h1|
|h0|
√
λ1
√
pi
2
(3.67)
= lλ1 + l
|h1|2
|h0|2λ1 −
√
pi
√
λ1
|h1|
|h0|
√
λ1
Γ(l + 1
2
)
Γ(l)
(3.68)
where d˜11 is the first coordinate of d˜
(n)
y1
and (3.66) follows from independence of d˜
(n)
y0
and
d˜
(n)
y1
. Also, since d˜
(n)
y0
and d˜
(n)
y1
are i.i.d. complex Gaussian vectors, ‖d˜(n)y0 ‖/
√
λ1 is a chi-
distributed and |d˜11| is a Rayleigh random variable. Hence, (3.67) follows, and the proof
is complete.
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Figure 3.6: Power spectrum of the phase adjusted OFDM signal transmitted from a single-
antenna cognitive transmitter where m = 3; (a): optimal phases are found using the BCD
algorithm, (b): optimal phases are found using the greedy technique.
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Figure 3.7: Improvement of the proposed technique in interference reduction for different
channel gains ratios |h1||h0| for the multi-antenna case with two transmitter antennas.
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Figure 3.8: Power spectrum of the phase adjusted OFDM signal transmitted from a 4-
antenna cognitive transmitter using the BCD and the greedy technique.
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Figure 3.10: Spectrum of the received OFDM signals transmitted from three antennas
with frequency selective fading channels. Adjustment phases are calculated using the BCD
algorithm.
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Chapter 4
Jitter-Robust Spectral Shaping in
OFDM
4.1 Introduction
In this chapter, the impact of timing jitter on the spectrum of a transmission OFDM signal
is investigated. Timing jitter in OFDM results in non-ideal sampling and pulse-shaped
transmission and thus, is an important limiting factor for practical OFDM systems.
Due to sensitivity of OFDM to time and frequency synchronization errors, timing jitter
can lead to a performance degradation of OFDM systems in terms of bit-error-rate (BER)
by introducing inter-carrier-interference (ICI). This effect has been extensively investigated
in several works for both single-carrier and multi-carrier systems. In [44], the error-rate
performance of uncoded and trellis-coded discrete multitone (DMT) systems is analyzed
in the presence of timing jitter. In [45], a model for analysis of jitter is presented where
the error due to the timing jitter is treated as additive noise. Then, analytical expressions
for the power spectral density (PSD) of the noise are derived for both coded and uncoded
OFDM systems. The impact of jitter on introducing inter-carrier interference (ICI) is
addressed in [46] and a lower bound on the variance of the interference between different
subcarriers is derived. In [47], however, a more detailed analysis on ICI due to timing jitter
is presented and lower and upper bounds on the ICI power are established for colored
(correlated) and white (independent) jitter in ultra-wide band (UWB) OFDM systems.
The results presented in this chapter have been submitted to IEEE Transactions on Wireless Com-
munications in December 2013.
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Furthermore, in [48], it is shown how oversampling can help to mitigate the ICI due to
timing jitter.
However, sampling jitter has also a significant effect on the spectrum of the trans-
mission signal, and, to the best of our knowledge, this effect has not been considered in
the literature. In particular, this effect can degrade the performance of sidelobe suppres-
sion techniques and introduce high out-of-band interference. This is because the proposed
sidelobe suppression techniques in OFDM are based on the assumption of exact time and
frequency synchronization.
In this chapter, we consider the effect of timing jitter on the performance of sidelobe
suppression techniques in OFDM. In particular, the active interference cancellation (AIC)
technique [18, 49] is studied as the base sidelobe suppression technique, as it is known to be
one of the most effective out-of-band radiation reduction techniques in OFDM. However,
the analysis in this chapter is general and can be applied to many other techniques in this
area.
In the remainder of this chapter, in Section 4.2, we first derive exact expressions for the
transmitted OFDM signal spectrum in presence of timing jitter and then, using a first order
Maclaurin series expansion, the spectrum is further evaluated. The results of Section 4.2
are used in Section 4.3.1 where the performance degradation to the AIC technique due to
timing jitter is investigated and numerical results are presented. Finally, in Section 4.4,
using a minimax approach, we propose a novel scheme that protects the AIC against the
worst-case random jitter. Throughout the simulations in this chapter, the timing jitter is
assumed to be independent in different sampling times, i.e., the timing jitter is the so-called
white jitter.
4.2 System Model
Fig. 4.1 presents the block diagram of a baseband OFDM transmitter that we consider in
this chapter. The input data bits are first mapped to some complex constellation points
such as 4-QAM. Then, the stream of complex symbols {Xi} is divided into N sub-streams
in the serial to parallel block creating the data vector X = [X0, X1, · · · , XN−1]T , where N
is the total number of available subchannels and [·]T denotes the transpose operator.
In order to modulate the N OFDM subcarriers, an N -point inverse fast Fourier trans-
form (IFFT) is taken from X resulting in the time-domain vector x = [x0, x1, · · · , xN−1]T
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Figure 4.1: Simplified block diagram of a typical OFDM transmitter.
with
xn =
N−1∑
k=0
Xk e
j2pikn/N , n = 0, · · · , N − 1. (4.1)
After adding the cyclic prefix to x in order to eliminate the intersymbol interference
(ISI), the ideal continuous-time impulse train sδ(t) is generated from x as
sδ(t) =
N−1∑
n=−G
xn δ(t− nTs), −TG ≤ t < T, (4.2)
where G is the size of the cyclic prefix and Ts is the sampling interval in the time-domain.
Also, TG = GTs and T = NTs denote the length of the cyclic prefix and duration of the
OFDM symbol in the time-domain, respectively. Moreover, δ(t) is the Dirac delta function.
The signal sδ(t) is then fed into a low-pass pulse shaping filter h(t) in the DAC block
in order to generate the baseband transmission signal s(t) which is expressed as
s(t) = sδ(t) ∗ h(t) (4.3)
= [
N−1∑
n=−G
xn δ(t− nTs)] ∗ h(t) (4.4)
=
N−1∑
n=−G
xn h(t− nTs), −TG ≤ t < T. (4.5)
Ideally, the filter h(t) is a normalized rectangular low-pass filter which is expressed in the
time-domain as
h(t) =
1
Ts
sinc(t/Ts) =
sin(pit/Ts)
pit
. (4.6)
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Equations (4.2)-(4.5) are derived based on the assumption of perfect timing synchro-
nization, i.e., no offset or timing jitter. However, in practical systems, the sampling clocks
have deviations from the ideal sampling times nTs. In other words, the actual time-domain
baseband signal with timing jitter will be
sˆ(t) =
N−1∑
n=−G
xn h(t− nTs + εn), −TG ≤ t < T, (4.7)
where εn denotes the timing jitter of the nth sample xn.
Timing jitter in general affects the OFDM system performance metrics such as the
bit-error-rate (BER) and the signal spectrum. The latter, which is the focus of this work,
can be evaluated by taking the Fourier transform of the signal with jitter sˆ(t),
S(f) = F{sˆ(t)} (4.8)
= H(f)
N−1∑
n=−G
xn e
−j2pif(nTs−εn) (4.9)
in which
H(f) = F{h(t)}
= rect(Tsf), (4.10)
is the ideal normalized rectangular pulse shaping filter in the frequency-domain.
In this chapter, in order to be able to evaluate the effect of timing jitter on the spectrum
of OFDM signal analytically, we consider the upsampled spectrum of sˆ(t). Thus, we have
Sl = S(f)|f= l∆f
L
= H
(
l∆f
L
) N−1∑
n=−G
xn e
−j2pi l∆f
L
(nTs−εn), (4.11)
for l = 0, · · · , NL − 1, where ∆f = 1
T
is the subcarrier spacing and L is the upsampling
factor. Furthermore,
H
(
l∆f
L
)
= 1, for l = 0, · · · , NL− 1. (4.12)
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Therefore, we have
Sl =
N−1∑
n=−G
xn e
−j2pi l
L
( n
N
− εn
T
) (4.13)
=
N−1∑
n=−G
xn e
−j2pi ln
LN ej2pi
l
L
εn
T . (4.14)
Now, reasonably assuming that εn
T
 1, and using the first order Maclaurin series expansion
of the exponential function, Sl can be approximated as
Sl ≈
N−1∑
n=−G
xn e
−j2pi ln
LN
(
1 + j2pi
l
L
εn
T
)
=
N−1∑
n=−G
N−1∑
k=0
Xk e
j2pikn/N e−j2pi
ln
LN +
N−1∑
n=−G
N−1∑
k=0
j2pi
l
L
εn
T
Xk e
j2pikn/N e−j2pi
ln
LN , (4.15)
for l = 0, · · · , NL − 1. In (4.15), the second term appears due to the timing jitter and
affects the signal spectrum. It is worth noting that in case of no timing jitter, i.e. εn = 0,
and L = 1, if the cyclic prefix is removed before taking the Fourier transform, we recover
Sl = Xl, the original subcarrier values in the frequency-domain.
From (4.15), the upsampled spectrum of the OFDM signal in presence of timing jitter
can be expressed in the form of
S(X, ε) = a(X) +B(X) ε, (4.16)
where S = [Sl]NL×1 is the upsampled signal spectrum, a = [al]NL×1 andB = [bl,n]NL×(N+G)
are defined as
al ,
N−1∑
n=−G
N−1∑
k=0
Xk e
j2pi n
N
(k− l
L
), (4.17)
bl,n ,
N−1∑
k=0
j2pi
l
LT
Xk e
j2pi n
N
(k− l
L
), (4.18)
and ε = [εn](N+G)×1 is the timing jitter vector. Clearly, from (4.17) and (4.18), the depen-
dence of a and B on X is linear.
63
4.3 Effect of Timing Jitter on Spectral Shaping Tech-
niques
In OFDM spectral shaping, the objective is to sculpt the spectrum of the transmission
signal such that the corresponding standard spectral requirements are satisfied. Standard
requirements typically refer to the maximum emitted power in both in-band and out-of-
band frequency regions.
Out-of-band radiation power is an inherent challenge to OFDM systems as it can in-
terfere with the adjacent frequency bands. The problem is more acute in cognitive radio
applications where adjacent primary users should be carefully protected from the secondary
users’ interference.
Many of the proposed out-of-band radiation reduction techniques in OFDM sacrifice
a part of the available resources such as bandwidth (e.g. AIC [18, 49] and N -continuous
OFDM [22]) or time (e.g. adaptive symbol transition (AST) [19]) in order to achieve
the desired spectral characteristics. In this work, the AIC technique is chosen as the base
method of spectral shaping as it has shown remarkable performance in sidelobe suppression
and has attracted a great interest. However, the formulation of the problem in this section
and the next section is general and can be applied to many other sidelobe suppression
techniques.
4.3.1 The AIC technique and jitter effect
In the AIC technique, a subset of active subcarriers are reserved to be modulated in such a
way as to reduce the out-of-band power emission. In other words, the complex weights of
the reserved AIC tones are calculated such that their sidelobes cancel (mitigate) those of
data subcarriers in some desired part of the bandwidth, which is referred to as the victim
band. The principle of the AIC technique is depicted in Fig. 2.1, where the reserved tones
–also called cancellation carriers– are located adjacent to the victim band.
Let µ and Xd denote the set of reserved AIC tones and data subcarriers respectively,
i.e., the vector X is a combination of µ and Xd. Also, let I denote the upsampled spectrum
in the victim band containing the effect of both data subcarriers Xd and reserved tones
µ, i.e., I = I(µ,Xd). Thus, in an ideal system without timing jitter, according to the
system model defined in Section 3.3, we have I = a˜(µ,Xd), where a˜(µ,Xd) is a subvector
of a(µ,Xd) given in (4.16), containing only the elements associated with the victim band.
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Therefore, in the AIC technique, the optimal complex weights for the reserved tones
are calculated as
µopt. = arg min
µ∈Ω
‖a˜(µ,Xd)‖2, (4.19)
where ‖a˜(µ,Xd)‖2 represents the emission power in the victim band and Ω = {µ ∈ C|µ| :
‖µ‖2 ≤ p}, in which |µ| is the number of AIC subcarriers and p is the power constraint.
According to [49], a proper choice for the power constraint is
p = |µ| Es
N
, (4.20)
where Es is the energy of the OFDM symbol before applying the technique. A semi-
analytical solution to (4.19) is provided in [49].
However, as shown in Section 4.2, in a practical OFDM system with timing jitter ε,
the actual interference vector, which is denoted by IJ , is expressed as
IJ = a˜(µ,Xd) + B˜(µ,Xd) ε, (4.21)
in which B˜(µ,Xd) is a submatrix of B(µ,Xd) containing only the rows associated with
the victim band.
The second term in (4.21) represents the effect of the jitter to the spectrum in the victim
band and is not considered in finding the optimal reserved tones weights in the traditional
AIC technique. Accordingly, the performance of the AIC method is significantly degraded
in the presence of timing jitter.
4.3.2 Numerical results
In the numerical evaluations throughout this chapter, timing jitter is assumed to be inde-
pendent at different samples and is modeled as a wide-sense stationary (WSS) Gaussian
process with zero-mean and variance σ2ε [45]. Moreover, according to [50] and [51], the
deviation of the timing jitter σε is typically 3 − 8% of the sampling interval Ts of the
symbol.
Here, we investigate the performance degradation of the AIC technique in a jittery
OFDM system using numerical simulations. In the simulations, there are a total ofN = 128
subcarriers from which 32 subcarriers are deactivated in the victim band and are located
in the middle of the band from subcarrier 50 to 81. This configuration can represent
a cognitive system where the bandwidth of the primary licensed user coincides with the
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Fig. 1. Impact of the timing jitter on the performance of the AIC technique.
Figure 4.2: Impact of the timing jitter on the performance of the AIC technique.
victim band. Furthermore, |µ| = 6 subcarriers (3 on each side of the victim band) are
reserved as the AIC tones and the rest of the subcarriers are data tones that are modulated
using BPSK symbols. Moreover, a cyclic prefix of length N/4 = 32 is appended to the
signal in the time-domain.
In order to reduce interference in the victim band, the AIC tones are calculated using
(4.19) without taking the jitter into account. The jitter is then added to the signal. Fig. 4.2
illustrates the resulting spectrum of the OFDM signal for the ideal case, i.e., no timing
jitter, as well as the practical case, i.e., with random timing jitter. Here, the spectrum
is calculated using (4.14). Two samples of jittery spectrums with jitter deviations of 2%
and 5% are plotted in the figure, and, as can be seen, even a timing jitter of 5% of the
sampling interval Ts degrades the performance of the AIC technique by about 18 dB in
such a scenario.
In Fig. 4.3, on the other hand, the amount of performance degradation to the AIC
technique due to jitter with respect to the timing jitter deviation is shown. It is observed
from this figure that for a reasonable amount of timing jitter, an increase in interference
of up to about 30 dB can be introduced compared to the case with no timing jitter.
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Figure 4.3: Performance degradation to the AIC technique due to timing jitter for different
jitter levels.
4.4 Jitter-robust AIC
4.4.1 Problem formulation
As noted, in the conventional AIC technique, the sampling clocks are assumed to be per-
fectly synchronized. However, this is not the case in practical systems and, as shown in
Section 4.3.1, even a deviation of as small as 2% from the ideal sampling time can introduce
an interference of as high as 5 dB. This performance degradation is due to ignoring the
term B˜ε in (4.21) in the AIC optimization expressed in (4.19).
In this section, the objective is to propose a solution that makes the AIC technique
robust against timing jitter. To this end, in order to find the optimal weights for the AIC
tones, the jitter effect must also be considered in the optimization. In other words, the
optimal AIC tones should be calculated in such a way as to minimize the actual interference
power including the effect of timing jitter. Therefore, (4.19) could be re-formulated as
µopt. = arg min
µ∈Ω
‖a˜(µ,Xd) + B˜(µ,Xd) ε‖2. (4.22)
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However, since the jitter vector ε is random and not known a-priori, the optimization (4.22)
is ill-posed and the problem cannot be solved in the same way as (4.19) is solved in [49]. As
a solution, we propose a minimax approach where the optimal AIC tones are found such
that the worst-case interference power is minimized. That is, in our proposed minimax
scheme, the optimal AIC subcarriers minimize the maximum possible interference power
created due to the random jitter, i.e.,
µopt. = arg min
µ∈Ω
(max
ε∈∆
‖a˜(µ,Xd) + B˜(µ,Xd) ε‖2), (4.23)
where ∆ = {ε ∈ R(N+G) : ‖ε‖2 ≤ q} in which q denotes the maximum power of the jitter
vector.
4.4.2 Problem solution
In solving the minimax problem (4.23), our objective is to find a vector µ? ∈ Ω such that
max
ε∈∆
‖a˜(µ?,Xd) + B˜(µ?,Xd) ε‖2 = min
µ∈Ω
max
ε∈∆
‖a˜(µ,Xd) + B˜(µ,Xd) ε‖2. (4.24)
We first consider the function
Φ(µ) = max
ε∈∆
‖a˜(µ,Xd) + B˜(µ,Xd) ε‖2. (4.25)
Note that for a fixed µ, since the set ∆ is closed and bounded, the maximum in (4.25) exists
and is finite. Now, for ease of notation, writing the cost function in (4.25) as ‖a˜ + B˜ ε‖2,
we have
‖a˜ + B˜ ε‖2 =a˜†a˜ + a˜†B˜ε+ ε†B˜†a˜ + ε†B˜†B˜ε
=a˜†a˜ + 2 R{ε†B˜†a˜}+ ε†B˜†B˜ε, (4.26)
where a˜† denotes the conjugate transpose of a˜. Now, we claim that
ε†B˜†B˜ε = εTR{B˜†B˜}ε. (4.27)
This is because the jitter vector ε is real and thus ε† = εT . Also, B˜†B˜ is Hermitian,
thereby
B˜†B˜ = Hr + jHi
= (Hr + jHi)
†
= HTr − jHTi , (4.28)
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where Hr and Hi denote the real and imaginary parts of B˜
†B˜ respectively. Thus,
εT (Hr + jHi) ε = ε
T (HTr − jHTi ) ε, (4.29)
and hence,
εTHrε+ jε
THiε = ε
THTr ε− jεTHTi ε. (4.30)
Since all the terms in (4.30) are real scalars,
εTHiε = −εTHTi ε, (4.31)
yet,
εTHiε = (ε
THiε)
T
= εTHTi ε, (4.32)
and therefore, εTHiε = 0. Using (4.27), equation (4.26) can be then further expressed as
‖a˜ + B˜ ε‖2 =a˜†a˜ + 2εTR{B˜†a˜}+ εTR{B˜†B˜} ε
=c0 + 2 ε
Tc + εTA ε, (4.33)
where in (4.33), c0 , a˜†a˜, c , R{B˜†a˜}, and A , R{B˜†B˜}.
Now, since B˜†B˜ is Hermitian, A is symmetric and can be diagonalized as A = UDU−1,
where
D = diag(d0, · · · , dN+G−1) (4.34)
with d0 ≤ d1 ≤ · · · ≤ dN+G−1 and U−1 = UT . Note that the matrix A is a positive-
semidefinite matrix because
v†Av = ‖B˜v‖2 ≥ 0, (4.35)
for any arbitrary vector v ∈ C(N+G). Accordingly, di ≥ 0. Thus, we have
‖a˜ + B˜ ε‖2 =c0 + 2 εTc + εTUDUTε
=c0 + 2 y
Tγ + yTD y, (4.36)
where in (4.36),
y = [y0, · · · , yN+G−1]T , UTε, (4.37)
γ = [γ0, · · · , γN+G−1]T , UTc. (4.38)
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Therefore,
Φ(µ) = max
ε∈∆
‖a˜ + B˜ ε‖2
= max
y∈∆
(c0 + 2 y
Tγ + yTD y) (4.39)
= max
y∈∆
(
c0 + 2
N+G−1∑
i=0
yiγi +
N+G−1∑
i=0
di y
2
i
)
. (4.40)
In (4.39) and (4.40), the constraint ε ∈ ∆ is replaced by y ∈ ∆ since U is orthogonal and
thus, ‖ε‖2 = ‖y‖2.
Now, because di ≥ 0, the first and the third terms in (4.40) are non-negative. By
choosing yi to have the same sign as γi, the second term becomes non-negative as well.
Thus, in order to maximize the cost function in (4.40), the yi should be chosen to have
the same sign as the corresponding γi. Then, clearly any y such that ‖y‖2 < q is not a
solution since scaling y until ‖y‖2 = q results in a larger objective value. Accordingly, the
inequality constraint ‖y‖2 ≤ q can be replaced by ‖y‖2 = q and we have
Φ(µ) = max
(
c0 + 2
N+G−1∑
i=0
yiγi +
N+G−1∑
i=0
di y
2
i
)
, (4.41)
s.t. ‖y‖2 = q.
To solve (4.41), by using the method of Lagrange multipliers, we define the Lagrangian
L(y, λ) , c0 + 2
N+G−1∑
i=0
yiγi +
N+G−1∑
i=0
diy
2
i + λ(‖y‖2 − q). (4.42)
Taking derivative of the Lagrangian L(y, λ) with respect to yi and setting ∂L∂yi = 0, we have
yi =
−γi
λ+ di
. (4.43)
Now, by imposing the power constraint
∑N+G−1
i=0 y
2
i = q to (4.43), the equation
f(λ) =
(
N+G−1∑
i=0
γ2i
(λ+ di)2
)
− q = 0 (4.44)
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is formed. Equation (4.44) has at least two and at most 2(N+G) solutions for λ. Since yi in
(4.43) should have the same sign as γi, we must have λ < −di for all i ∈ {0, · · · , N+G−1},
and thus
λ < −max(di) = −dN+G−1, (4.45)
since the di are assumed ordered in increasing manner. Therefore, we need only consider
the roots of f(λ) in (−∞,−dN+G−1). To this end, we note that f(λ) is monotonic on this
interval and hence, has a unique root on this interval. Also, we can bound the root by
finding a λ′ < −dN+G−1 such that
N+G−1∑
i=0
γ2i
(λ′ + di)2
< q. (4.46)
Clearly, any λ′ that satisfies
γ2i
(λ′ + di)2
<
q
N +G
, (4.47)
for all i ∈ {0, · · · , N +G− 1}, also satisfies (4.46). Following (4.47), we have
λ′ < −di − |γi|
√
N +G
q
, (4.48)
for all i ∈ {0, · · · , N +G− 1}, and thus
λ′ < −dN+G−1 −max
i
|γi|
√
N +G
q
. (4.49)
Therefore, we know that the desired root of f(λ), denoted by λ?, is in (−dN+G−1 −
maxi |γi|
√
N+G
q
,−dN+G−1) and hence, it can be found in a simple manner by using a
bisection method. By evaluating (4.43) with λ = λ?, we find
y? = [y?0, · · · , y?N+G−1], (4.50)
where
y?i =
−γi
λ? + di
, i = 0, · · · , N +G− 1. (4.51)
Then, the solution to (4.25) will be
Φ(µ) = ‖a˜(µ,Xd) + B˜(µ,Xd) ε?‖2, (4.52)
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where ε? = Uy?.
Therefore, the problem (4.23) is reduced to
µopt. = arg min
µ∈Ω
(‖a˜(µ,Xd) + B˜(µ,Xd) ε?‖2). (4.53)
In order to solve (4.53), we first note that for any fixed given ε?, since a˜(µ,Xd) and
B˜(µ,Xd) are linear in µ, the function Φ(µ) = ‖a˜(µ,Xd) + B˜(µ,Xd)ε?‖2 is a non-negative
quadratic form in terms of µ and hence is convex in µ. Therefore, the problem of finding
µopt. = arg min
µ∈Ω
Φ(µ), (4.54)
falls in the category of convex minimization problems for which there exist efficient and fast
numerical estimators that can be used such as the method of coordinatedwise descent, the
method of steepest descent (gradient descent), or the methods of successive approximations
[52]. In this thesis, we use the MATLAB built-in function fmincon that employs the
interior-point algorithm, which is based on the gradient descent method, to find the optimal
solution.
4.5 Numerical Results
In this section, we evaluate the performance of the proposed jitter-robust scheme using
computer simulations. In simulations, the total number of OFDM subcarriers in each
symbol is set to N = 256. Similar to Section 4.3.2, we consider the application of OFDM in
a cognitive radio system. In our considered configuration, there is a primary user occupying
a part of spectrum in the middle of bandwidth of the OFDM system. Therefore, the
subcarriers that coincide with the primary user band are switched off. To further suppress
interference to the primary user, as in the AIC technique, a few subcarriers on each side
of the primary user band are allocated to be the AIC tones. The rest of subcarriers are
modulated by BPSK random data symbols with a normalized power such that the ith
element Xd,i of Xd has power |Xd,i|2 = 1.
4.5.1 Power spectral density
In Fig. 4.4, the power spectral density of an OFDM signal in presence of timing jitter is
depicted in two different cases. In the first case, the conventional AIC technique is applied
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Figure 4.4: Power spectral density of the OFDM signal in presence of timing jitter using
the jitter-robust technique compared to the case when the jitter is ignored in the AIC
technique; N = 256, primary user bandwidth = 64 subcarriers, σε = 0.1Ts.
to the signal without considering the jitter, i.e., the AIC tones are calculated using (4.19).
Then, the worst-case jitter as computed by (4.52) is added to the signal. In the second case,
the proposed jitter-robust AIC scheme is applied to the signal, i.e., the cancellation tones
are calculated using (4.23), and the signal is then distorted by the corresponding worst
case timing jitter. In both cases, 16 AIC tones are employed at each side of the primary
band. The spectrum is estimated using a simple rectangular pulse shaping window and an
upsampling factor of L = 8. Moreover, the timing jitter deviation is set to σε = 0.1Ts, i.e.,
the maximum power of the jitter vector is q = Nσ2ε .
As can be seen from Fig. 4.4, the proposed robust scheme is able to reduce the spectrum
in the victim band by about 3− 4 dB in this scenario.
Another observation form Fig. 4.4 is that in the proposed jitter-robust scheme, the
cancellation tones on the two sides of the primary band consume much less power compared
to the ones in the traditional AIC technique. In particular, as can be seen in the figure,
there is a considerable power overshoot on the spectrum of the signal optimized by the
traditional AIC technique, whereas, in the jitter-robust technique, the spectrum has no
overshoot. In other words, compared to the traditional AIC, the proposed technique not
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Figure 4.5: Median performance improvement achieved by the proposed jitter-robust tech-
nique compared to the traditional AIC technique in presence of random timing jitter.
only reduces the out-of-band radiation power of the OFDM subcarriers, but also prevents
creating in-band harmful power emission, known as spectral overshoot. This is reasonable
as in the traditional AIC, the cancellation tones are calculated based the assumption of
exact synchronization, i.e., no jitter, and therefore, as much power as allowed is consumed
to cancel as much interference as possible. However, the random phase shifts introduced
to the subcarriers due to the jitter can lead to constructive superposition of subcarriers’
spectrums and thus creating large out-of-band radiation as well as significant in-band
overshoot. Whereas in the jitter-robust technique, in order to protect the technique against
random jitter, much less power is allocated to the cancellation tones resulting in less or no
overshoot.
4.5.2 Performance gain
We define the gain of the proposed scheme as the amount of interference power reduction,
in dB, that is achieved by using the robust AIC technique, compared to the conventional
AIC technique for the same jitter deviation. The interference power is also defined as the
squared-norm of the interference vector IJ expressed in (4.21).
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Using the above definitions, the median gain performance of the proposed scheme is
shown in Fig. 4.5 for various normalized jitter standard deviations σε/Ts. It is worth
noting that the improvement seen in Fig. 4.4 is in close agreement with the results shown
in this figure and shows 2.5 to 3 dB improvement in sidelobe reduction over a wide range
of jitter levels.
4.6 Conclusion
In this chapter we considered the impact of timing jitter on spectral shaping techniques in
OFDM. Focusing on active interference cancellation (AIC) as the core technique of spectral
shaping, we first evaluated the effect of timing jitter on the performance of the technique
analytically and through numerical simulations. Secondly, in order to design a jitter-robust
AIC technique, a minimax approach was proposed and solved. Numerical results verify
that in the worst-case scenario, the proposed robust scheme has almost 3 dB improvement
compared to the non-robust traditional AIC technique. Furthermore, the proposed robust
scheme is shown in simulations to remove the spectral overshoot created in the non-robust
technique.
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Chapter 5
Conclusion and Future Work
5.1 Summary of achievements and conclusion
There are two main challenges in the physical layer of cognitive radios to be addressed:
spectrum sensing and appropriate signaling scheme. From the signaling scheme point-of-
view, some candidate techniques have been proposed in the literature such as filter bank
multi-tone modulation, single-carrier frequency division multiple access (SC-FDMA), and
multi-carrier modulation. Due to its spectral efficiency and flexibility in dynamic spec-
trum usage, OFDM has become popular among researchers in cognitive radio applications.
However, OFDM suffers from a number of shortcomings, e.g. high PAPR, sensitivity to
synchronization errors, and large out-of-band radiation. In particular, out-of-band radi-
ation, which is a result of high sidelobes of OFDM subcarriers, is more problematic in
cognitive radio applications since it results in power leakage to the neighboring spectrum
bands, which causes interference to either primary users or other secondary users. Thus,
sidelobe suppression in OFDM is of great interest in the literature. In this research, we
have considered the problem of interference reduction in OFDM-based cognitive radios.
The main achievements of this thesis consist of three parts as elaborated in the subsequent
sections.
5.1.1 Time-frequency trade-off study
Several techniques have been proposed in the literature for interference reduction in OFDM
where some are performed in the time-domain and some in the frequency -domain. In the
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first part of this thesis, we have studied the time-frequency trade-offs in sidelobe reduction
techniques. To this end, we have proposed a new joint time-frequency scheme based on two
recent and efficient sidelobe suppression techniques in OFDM, i.e., the AIC (a frequency-
based technique) and AST (a time-based technique). The new scheme is proposed for
both single-antenna and multiple-antenna OFDM-based cognitive systems and the effect
of wireless channel is also considered to improve the performance of interference reduc-
tion. Moreover, the joint scheme enables us to investigate and study the trade-off between
frequency-based and time-based interference minimization. In other words, the proposed
method jointly minimizes the interference over subcarriers (frequency-domain) and symbol
extension (time-domain). The main achievements of the new joint method are as follows:
1. We have studied the tradeoff between the AIC and AST methods to optimize the
rate for a fixed interference reduction (or vice versa). It is shown that the tradeoff
depends on the configuration of spectral opportunities; specifically, whether there is
one large primary band, or multiple small primary bands.
2. Channel state information is used to better minimize interference to the primary user
at the location of the primary user.
3. Based on the simulation results, we have shown that for a single wideband primary,
the best trade-off is achieved by using only one sample extension and several cancel-
lation carriers for a desired interference reduction level. The extension sample can
be approximated as the simple average of the two end samples of the two consecu-
tive OFDM symbols as the role of the extension is to smooth the transition between
successive symbols. This approximation significantly reduces the complexity of the
system.
4. For the multiple-antenna case, it has been shown that using channel state informa-
tion, the secondary transmitter can design the sequences that are to be transmitted
from its antennas in such a way that the interference at the primary receiver antenna
is better minimized.
5.1.2 Phase adjustment technique
In order to reduce out-of-band radiation of OFDM subcarriers, in the second part of this
thesis, a new technique have been proposed referred to as the phase adjustment technique.
The technique is proposed for both single-antenna and multi-antenna secondary systems.
In the single-antenna case, each OFDM symbol is rotated by a common phase based on
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the previous symbols transmitted in previous time slots, such that the interference in a
desired part of spectrum is minimized. In the multi-antenna case, each OFDM symbol is
phase-rotated based on the symbols transmitted from other antennas at the same time in
an attempt to minimize interference at the desired frequency band. The main achievements
of this part of the thesis are:
1. The new phase adjustment technique has none of the main shortcomings of the
previous techniques in this area, that is
• It does not decrease useful data throughput.
• It does not increase the bit-error-rate of the system.
• It has very low complexity.
2. The performance of the proposed phase adjustment technique has been analytically
investigated for some special cases and is shown to agree with numerical simulations.
5.1.3 Jitter-robust AIC
All the proposed sidelobe suppression techniques in OFDM are based on the assumption of
exact time and frequency synchronization. However, in practical systems, sampling clocks
have deviations form ideal sampling times resulting in timing jitter. In the third part of
this thesis, it is shown that timing jitter can be a noticeable limiting factor to spectral
shaping techniques in OFDM. In particular, it can degrade the performance of sidelobe
reduction techniques significantly. Therefore, in order to develop a sidelobe suppression
technique that is robust against random timing jitter, the effect of jitter is considered in
the setting of the sidelobe reduction problem and a mathematical framework based on a
minimax approach is established to solve the problem. The main achievements of this part
of the thesis are as follows:
1. A mathematical model has been proposed for timing jitter and exact expressions
have been derived for an OFDM signal spectrum in presence of timing jitter.
2. Considering the AIC technique as the base sidelobe suppression technique, the effect
of timing jitter on the performance of the technique has been investigated and the
amount of degradation to the technique’s performance has been evaluated numeri-
cally.
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3. A new jitter-robust scheme based on a minimax approach has been proposed that
takes the random jitter effect into account for sidelobe suppression. The technique
has been shown to outperform the traditional AIC technique where the jitter effect
is ignored.
5.2 Future work
As mentioned in Chapter 1, cognitive radio is a new concept in the area of data communi-
cations and there are still several challenges that need to be addressed. From the physical
layer perspective, which is the focus of this thesis, here we list future directions that can
be pursued as a continuation to this research.
5.2.1 Timing jitter effect
As noted in Chapter 4, timing jitter is an important limiting factor in practical OFDM
systems. This factor is more acute in high data rate systems where the time-domain pules
width is very small and more accurate synchronization is required. Using the mathematical
model for timing jitter developed in Chapter 4, the following problems can be considered:
• It can be interesting to study the effect of jitter on other techniques in the area of
sidelobe reduction (or in general, spectral shaping) in OFDM. The main challenge
here is to find an appropriate mathematical formulation of the problem in such a way
as to include the jitter effect correctly.
• The effect of timing jitter on the BER performance of OFDM systems has been well-
studied in the literature. We have also considered the jitter effect on the OFDM
signal spectrum in this thesis. However, it can also be interesting to evaluate the
impact of timing jitter on other areas of interest in OFDM such as PAPR reduction
techniques. Here again the main challenge is to find a proper formulation that can
employ the jitter model and can be solved at a reasonable complexity.
5.2.2 Other synchronization errors
As noted, a shortcoming to an OFDM systems is its high sensitivity to synchronization
errors. In this work, we considered timing jitter as a time synchronization error at the
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transmitter. However, other synchronization errors such as phase noise, frequency offset
due to mismatch in local oscillators, and timing offset can also affect the performance of
any OFDM system. Again, these effects on the BER performance have been considered in
several works. However, to the best of our knowledge, the impact of the aforementioned
errors on the OFDM signal spectrum and in particular on the performance of spectral
shaping techniques has not been addressed yet and can be a possible and interesting future
research. The key challenge here is to find a model for the considered synchronization error
that can properly describe the characteristics of that random error, and can be employed
in the setting of the problem of interest.
5.2.3 Other modulation techniques
In this thesis, our focus was on OFDM as the modulation technique for the cognitive system.
However, as noted in Chapter 1, there are other modulation techniques that have been
proposed to be used as the transmission technique in cognitive radios such as SC-FDMA
and filter-bank multitone. In particular, according to [8], SC-FDMA can be employed in
spectrum sharing systems. In that case, the time-domain signal has to be shaped such
that the frequency-domain signal fits into the spectrum holes without causing interference
to active primary users. Therefore, as a continuation to this thesis, the following problems
can be of interest:
• The phase adjustment technique proposed in Chapter 3 can be applied to SC-FDMA
systems as well.
• The performance of the techniques proposed for SC-FDMA systems are also degraded
in presence of timing jitter. Therefore, considering the jitter effect in the problems
involved in such systems is a possible future research work.
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