Diseño de red VoIP para empresa multi-sede by Garcia Llamas, Oscar
      
 
 





























TÍTOL: DISEÑO DE RED VoIP PARA EMPRESA MULTI-SEDE 
 
 
   
 
 
AUTOR: OSCAR GARCIA LLAMAS 
 
TITULACIÓ:  ENGINYERIA TÈCNICA DE TELECOMUNICACIONS,  
    ESP. EN SISTEMES ELECTRÒNICS 
 
DIRECTOR: JAUME MIRET TOMÀS 
 
DEPARTAMENT: 710, ENGINYERIA ELECTRÒNICA 
 
DATA: 14 DE JULIOL 2014 
  





   
 
 
COGNOMS: GARCIA LLAMAS     NOM: OSCAR 
 
TITULACIÓ: ENGINYERIA TÈCNICA DE TELECOMUNICACIONS, SIST. ELECTRÒNICS              
 




DIRECTOR: JAUME MIRET TOMÀS 
 
















TRIBUNAL   
 
 
PRESIDENT   SECRETARI             VOCAL 
 
VILLASEVIL MARCO,         GARCIA DE VICUÑA,           ROSET CALZADA, 









Aquest Projecte té en compte aspectes mediambientals:     Sí     No    
 
TREBALL FINAL DE GRAU 
  
 







El siguiente proyecto trata el diseño de una red de voz IP, 
sobre una red de datos ya existente, para una organización 
que cuenta con 179 delegaciones distribuidas por toda la 
geografía nacional y un total de más de 4000 usuarios. 
 
Debido a la implicación laboral de mi empresa con el 
fabricante Alcatel-Lucent, y que el cliente cuenta en la 
actualidad en parte de sus principales centros con 
equipamiento de este fabricante prestando servicio a sus 
comunicaciones de voz actuales, la solución técnica de este 
proyecto se basa en la plataforma de este fabricante y en 
sus sistemas para las comunicaciones tradicionales y 
convergentes a VoIP. 
 
Además de realizar el diseño anteriormente descrito, se 
realiza una tarea de asesoramiento al departamento del 
cliente encargado del mantenimiento y desarrollo de la red 
de datos. Con este asesoramiento, se pretende dar las 
pautas a seguir para que la red de datos pueda asumir el 
nuevo flujo del tráfico de voz, asegurando un cierto nivel 
de calidad en este tipo de comunicaciones, sin alterar el 
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1.1 Motivación  
Cualquier empresa, con delegaciones repartidas geográficamente dispersas, siempre ha 
tenido la inquietud de unir a nivel de voz y datos sus respectivas delegaciones de manera 
que entre ellas compartan el mayor número de servicios posibles, consiguiendo así 
aumentar la capacidad de operación y eficiencia de la empresa. Con este fin, han surgido 
multitud de soluciones, punto a punto privados, circuitos dedicados, redes privadas 
virtuales a través de las redes públicas...etc; todas ellas independientes para voz o datos, 
lo que conlleva duplicidad de costes. 
 
Con la aparición de la voz sobre IP surge la posibilidad de unir las delegaciones a nivel 
de voz a través de los enlaces de datos, consiguiendo un importante ahorro en costes. 
Además de este ahorro de costes en llamadas entre las diferentes sedes, que son las 
más habituales, la voz sobre IP se puede implementar a nivel interno en un mismo 
edificio, introduciendo muchas otras ventajas: 
 
 Ahorro en cableado y disminución de costes de despliegue, al aprovechar la red 
estructurada de datos. 
 Gran mejora de movilidad, donde llegue la red de datos, podrán llegar las 
comunicaciones telefónicas. Esto permitirá a los empleados de una compañía usar la 
telefonía IP de la empresa desde cualquier lugar. 
 Ahorro en consumo eléctrico. 
 Ahorro en terminales, ya que se pueden implementar clientes de telefonía software 
sobre los propios equipos de los empleados. 
 Mejoras en los servicios respecto a la telefonía analógica tradicional. 
 Mejor integración con la red pública; pudiendo ofrecer así más servicios compartidos. 
 Mejor integración en el ámbito de las comunicaciones unificadas, área de especial 
interés para grandes empresas. 
 Sencillez en el despliegue y mantenimiento de la red de voz. 
 Posibilidad de telefonía inalámbrica sobre la red wifi. 









A aquellos sistemas de telefonía que se integran en las plataformas de datos, los 
llamaremos IP-PBX y sus ventajas frente a la telefonía tradicional se pueden resumir en 
tres grupos: 
 
 Se pueden ofrecer muchos más servicios. 
 Su despliegue y mantenimiento son más sencillos. 
 Proporcionan un importante ahorro económico. 
 
1.2 Objetivo 
El objetivo del presente proyecto es la realización del diseño de una red de voz sobre ip 
para una empresa de ámbito nacional, con centros repartidos por toda la geografía 
española. 
Debido a la implicación laboral de mi empresa con el fabricante Alcatel-Lucent, y que el 
cliente cuenta en la actualidad en parte de sus principales centros con equipamiento de 
voz de Alcatel-Lucent prestando servicio a sus comunicaciones de voz actuales, la 
solución de este proyecto se  va a basar en la plataforma de este fabricante y en sus 
sistemas para las comunicaciones tradicionales y convergentes a VoIP. 
En la actualidad, el cliente cuenta con dos redes totalmente independientes una de la 
otra. Por un lado, dispone de una red de datos basada en el modelo de referencia 
TCP/IP; la cual permite que todos los usuarios de los diferentes centros que componen la 
empresa, puedan hacer un uso compartido de los diferentes sistemas y aplicaciones que 
componen la plataforma de la misma. Por otro lado, también dispone de una red de voz 
tradicional compuesta por centrales telefónicas o PBX de diferentes fabricantes, en cada 
uno de los centros. Dichas PBX se encuentran, en la gran mayoría de los casos, 
totalmente asiladas entre sí. Este hecho permite únicamente la interconexión directa 
entre los usuarios de un mismo centro, teniendo que acceder a la red del operador 
público para la comunicación entre usuarios de diferentes centros. 
Con el diseño de la nueva red de VoIP, se pretende emplear la red de datos existente, 
además de para el uso que ya venía desempeñando, para el transporte de las 
comunicaciones de voz. De esta manera, habilitaremos la posibilidad de que los usuarios 








la red del operador, con el ahorro económico que este hecho implica. Del mismo modo, 
este hecho también conlleva una optimización de los recursos y una ostensible mejora en 
las prestaciones del servicio telefónico. 
En adición al diseño de la nueva red de VoIP, se realizará una tarea de asesoramiento al 
departamento del cliente encargado del mantenimiento y despliegue de la red de datos. 
Con este asesoramiento, se pretende dar las pautas a seguir para que la red de datos 
existente pueda asumir el nuevo tráfico de voz, asegurando un cierto nivel de calidad en 
este tipo de  comunicaciones. 
1.3  Estado del arte 
Los sistemas de voz, comúnmente también conocidos como PBX o PABX, hacen 
referencia a las plataformas propietarias de un cliente que evitan en la empresa la 
conexión de todos los teléfonos a la Red de Telefonía Pública de forma individual. De 
esta manera, se evita el coste del mantenimiento de una línea por terminal, posibilitando 
la comunicación interna sin incurrir en cargos de portador. Además, actualmente estas 
soluciones ofrecen a los usuarios del sistema mejores prestaciones y funcionalidades, 
dotando de numerosos servicios a las empresas, como pueden ser la mensajería 
unificada, la audioconferencia o la tarificación. 
1.3.1 Introducción histórica 
En el entorno empresarial no puede hablarse de infraestructuras de comunicaciones para 
las organizaciones hasta los años setenta del pasado siglo. En aquel entonces, la red 
corporativa consistía en una PBX que por un lado se conectaba a la central de 
conmutación del operador a través de una interfaz analógica, y por otro, a través de pares 
trenzados de cobre, al conjunto de terminales analógicos de los usuarios. A partir de los 
años 80, y debido a la proliferación de los ordenadores, las redes corporativas empiezan 
a incluir redes de datos de forma independiente a la de voz, y las centrales de telefonía 
comienzan a adentrarse en el uso de tecnología digital. 
 
Más adelante, a partir del 95 con el desarrollo de Internet, un nuevo proveedor de 
comunicación, el ISP (Internet Service Provider), se introduce en las empresas aportando 
una importante herramienta de comunicación actual, el correo electrónico. Finalizando los 








datos corporativas, la siempre presente necesidad de comunicación, y la búsqueda de 
nuevas tecnologías y prestaciones que aporten valor a la empresa; desencadena el 
desarrollo de una emergente tecnología, la Voz sobre IP (VoIP). Entrado el siglo XXI 
aparecen los primeros sistemas integrados de voz y datos, implicando la convergencia 
sobre la LAN corporativa de todas las comunicaciones. Actualmente, la mayoría de los 
fabricantes tienen plataformas que soportan las tecnologías tradicionales (analógica y 
digital), y que permiten la incorporación de VoIP a través de hardware adicional. 
Asimismo, se lanzan al mercado nuevas líneas de plataformas que son nativas IP. 
Paralelamente, también aparecen nuevos proveedores de comunicaciones a través de 
Internet, los ITSP (Internet Telephony Service Provider), operadores de servicios de voz 
que se unen a los operadores ya existentes. En la actualidad, los principales fabricantes 
de servidores de comunicaciones apuestan por desarrollar sistemas que ofrezcan a las 
empresas, Unified Communitacions u Open Communications, soluciones unificadas que 
trabajan con estándares abiertos (como SIP, XML…) y que aportan además, un 
enriquecimiento del nivel de comunicación incrementando las posibilidades de trabajo en 
colaboración. En este entorno, la comunicación se convierte en una aplicación no 
propietaria, mostrándose abierta a la integración con elementos de diferentes 
proveedores, y permitiendo a las empresas utilizar los elementos de solución que mejor 
se ajusten a su negocio, e incorporar aplicaciones avanzadas hasta ahora restringidas a 
grandes corporaciones. 
1.3.2 Tecnologías actuales para la unión entre sedes 
Como se ha mencionado anteriormente, una de las principales motivaciones para la 
implantación de VoIP, es el abaratamiento de costos en llamadas entre delegaciones, 
aprovechando la estructura de la red de datos de la empresa. 
Actualmente las soluciones para unir centros geográficamente dispersos en el ámbito de 
las comunicaciones de voz son: 
 
 Uniones a través de ISDN Integrated Service Digital Networks o RDSI Red Digital de 
Servicios Integrados. En las que el operador público nos proporciona este método de 
conmutación en dos delegaciones, y el cliente por encima, inserta otros protocolos 
como QSIG u otra señalización propietaria para conseguir más facilidades telefónicas. 








 Uniones a través de redes de datos del operador. El caso más común y deseable es 
que la unión de datos funcione mediante el modelo de referencia TCP/IP. A esta 
solución se la conoce como VPN IP y si sobre ella hacemos que circule la voz de 
algún modo, habremos implementado VoIP. En España, Movistar proporciona este 
servicio a través de MPLS, lo llama “VPN MPLS”. Permite tres clases de servicio: voz, 
datos y vídeo; diferenciando hasta 4 niveles de prioridad: Platino, Oro, Plata y Bronce 
(con velocidades de hasta 1Gbps). 
 
 NetLAN de telefónica, la cual puede funcionar sobre varios tipos de sede: 
   
• Sede ADSL, velocidades asimétricas de hasta 10Mbps en cobre y 100Mbps en 
FTTH. 
• Sede RDSI, unida con 1, 2, 3 o hasta 4 accesos de 64Kbps 
• Sede avanzada punto a punto, proporciona un circuito dedicado de ancho de 
banda simétrico y gran capacidad. Velocidades de E1(2M), E3(34Mbps), SMT-
1(155Mbps).  
• Sede Ethernet, con velocidades de 2, 10 o 100Mbps 
 
 Circuitos ATM, Frame-Relay... 
 VPN: permite la unión a través  de la red pública. 
 RPV de voz (red corporativa de telefonía o red inteligente).Se trata de un servicio 
avanzado de comunicaciones de voz para empresas que ofrecen algunos operadores. 
Permite prestaciones y facilidades propias de una red privada utilizando recursos de 
la red pública del operador. Los operadores suelen proporcionar una tarifa plana para 
el tráfico corporativo, proporcionando así un ahorro en las comunicaciones de la 
empresa. Ésta puede funcionar sobre enlaces analógicos o ISDN. 
 
Como hemos visto,  puede haber múltiples medios de transmisión combinados con varios 
métodos de señalización. La calidad de la voz dependerá del tipo de integración que se 
haga, el número de comunicaciones simultáneas y las funcionalidades o facilidades 
telefónicas que se quieran implementar.  
Para conseguir algunas ventajas de la VoIP, como el ahorro de coste en llamadas entre 
delegaciones, no hace falta que todos los terminales de los abonados sean IP. Así pues 
en una red de voz privada se despliega VoIP donde, por las características de esta, 








Una buena integración VoIP nos ofrecerá más servicios en el ámbito de la telefonía 
además de una sencilla incorporación en el mundo de las comunicaciones unificadas. 
Todo esto está encaminado a ayudarnos a aportar más valor al producto que damos a 
nuestros clientes y más fluidez de funcionamiento en las comunicaciones internas. 
También puede ser causa de implementación de VoIP, aquellas empresas donde por 
despliegue sea más eficiente la VoIP, ya sea porque no se pueda tender cableado 
adicional para la voz o para ahorrárselo.  
En conclusión, los principales motivos para la implementación total o parcial de VoIP 
serán por causas de despliegue, ahorro económico en las comunicaciones o para mejorar 
el servicio que ofrecemos a clientes y/o a personal propio. 
  
 






2 Fundamentos de VoIP 
2.1 Definición de los conceptos generales y requisitos en redes 
VoIP 
Para un adecuado diseño de una red VOIP, es necesario conocer los diferentes procesos 
que intervienen desde que se codifica la voz hasta que ésta es reproducida en el otro 
extremo, así como aquellos factores, propios de la red ip, que pueden influir en un 
deterioro de la misma. 
En este capítulo se pretende explicar estos conceptos, los requerimientos a cumplir en el 
diseño de este tipo de redes para evitar estas degradaciones en las comunicaciones y 
finalmente los mecanismos para enfrentarnos a estas cuestiones 
2.1.1 Codificación de la voz. Estándares de codificación. 
Como primer paso para poder transmitir voz sobre una red ip, es necesario codificar la 
misma en origen para luego decodificarla en destino.  
El objetivo de la codificación de voz es la conversión de la señal  de voz a una secuencia 
binaria o representación digital. Dado el carácter analógico (señal continua en tiempo y 
amplitud) de la señal de voz, la codificación de voz conlleva un proceso básico de 
muestreo y cuantificación para conseguir una representación digital (conversión 
analógico/digital - A/D). Mediante el muestreo, discretizamos la señal en el tiempo y 
mediante la cuantificación discretizamos la señal en amplitud. Para que en este proceso 
de digitalización no exista pérdida de información, debemos muestrear la señal a una 
velocidad (fm) que como mínimo sea el doble de la frecuencia más alta presente en la 
señal que estamos discretizando (Teorema de Nyquist ). 
PCM ( Pulse Code Modulation ) es el método más conocido para codificar una señal de 
voz analógica.  
A continuación detallamos el proceso de funcionamiento de PCM:  
 
 En primer lugar, se hace pasar la onda analógica por un filtro de frecuencia de voz 
que descarta frecuencias superiores a los 4KHz. Una vez tratada la señal, usando el 
teorema de Nyquist, se toman 8000 muestras por segundo para lograr una buena 
calidad de transmisión de voz. 
 







 Estas muestras extraídas de la señal analógica, son convertidas a una señal digital, 
obteniéndose así un valor codificado binario por cada muestra de amplitud de la señal 
origina. PCM utiliza 8 bits para representar el valor de cada muestra y un logaritmo de 
compresión que asigna más bits a señales de amplitud menor. 
 
Si multiplicamos los 8 bits de cada muestra por las 8000 veces por segundo que se toma 
cada muestra, obtenemos 64000 (bps). 
Otro método frecuentemente usado es ADPCM ( adaptative adaptive differential pulse 
code modulation), al igual que PCM, es una técnica de compresión que aprovecha las 
características redundantes de la misma forma de onda. 
Nuevas técnicas de compresión han sido desarrolladas durante los últimos años 
basándose en el conocimiento de las características de la generación de la voz. Estas 
técnicas  emplean procedimientos de procesado de señal que comprimen la voz 
simplemente enviando información de la excitación de voz original, requiriendo así un 
menor ancho de banda para transmitir la información. Ejemplos de estas técnicas son: 
(linear predictive coding) LPC, (code excited linear prediction compression) CELP y 
(multipulse, multilevel quantization) MP-MLQ. 
2.1.1.1 Estándares de codificación de voz 
La ITU-T estandariza los esquemas de configuración, mencionados anteriormente, en sus 
recomendaciones G-series. Los siguientes, son los estándares de codificación de voz 
más populares: 
 
 G711: Basado en PCM, proporciona un flujo de datos de 64Kbps. De los códec, es el 
que más ancho de banda por conversación requiere. 
 
 G726: Estándar que utiliza el algoritmo ADPCM. En función del tamaño de muestra 
(2, 3, 4, 5 ó 6 bits) tendrá un flujo de datos de 16, 24, 32 ó 40 Kbps respectivamente. 
 










 G729: Utilizando CS-ACELP, proporciona una codificación a 8 Kbps. Existen dos 
variaciones de este estándar ( G729, G729A ) con una notable diferencia entre ellos 
en cuanto a complejidad computacional, aunque ambos proporcionan una calidad de 
voz tan buena como la de 32Kbps ADPCM. 
 
 G723: Con este estándar se codifican señales de voz a 6,4 ó 5,3 Kbps dependiendo 
del algoritmo utilizado. Para obtener  6,4 Kbps se utiliza MP-MLQ mientras que para 
5,3 Kbps utilizamos ACELP 
 
Como ya hemos apreciado, de la elección del códec dependerá el consumo de BW para 
la transmisión de paquetes de VoIP.  
2.1.2 Paquetización de la voz 
Una vez codificada la voz, antes de ser enviada a través de la red IP,  ésta, es 
encapsulada para formar los denominados paquetes IP. En este proceso, cada capa del 
protocolo TCP/IP va añadiendo sus cabeceras con la información necesaria para que los 
paquetes puedan llegar a su destino. Para que veamos un ejemplo, si utilizamos el códec 
G711, el cual tomaba una muestra compuesta por 1 byte cada 125 µs, obtenemos un 
flujo de 64Kbps. A este flujo habría que añadir la aportación hecha por las cabeceras de 
cada capa del protocolo TCP/IP, obteniendo así un flujo mayor que los 64Kbps 
mencionados anteriormente. Lo ideal sería paquetizar cada muestra de voz, pero eso 
conllevaría una sobrecarga de la red debido a los bytes extras introducidos por las 
cabeceras. Por otro lado, si se espera a tener demasiadas muestras para formar el 
paquete y minimizar la sobrecarga, se introduciría retardo y el impacto de la pérdida de 
estos paquetes sería mayor. Lo usual es tomar ventanas de 10 a 30 ms a fin de no 
introducir demoras demasiado grandes en la conversación ni sobrecargar la red. 
 
A continuación vemos una tabla donde se aprecia el tamaño exacto de los paquetes ip 












Figura 2-1: Desglose de cabeceras en un paquete ip de voz para un framing de 30ms 
 
 
2.1.3 Protocolos de transporte  
Principalmente, dos son los flujos de tráfico que corren sobre  el protocolo Internet (IP): 
User Datagram Protocol (UDP) y Transmission Control Protocol (TCP). En general, se 
utiliza TCP cuando se necesita una conexión fiable, mientras que, cuando la simplicidad 
es la mayor de las necesidades y la fiabilidad no es la principal preocupación, UDP es la 
mejor elección.  
Debido a la sensibilidad al tiempo del tráfico de voz, en un principio, UDP sobre IP fue 
una elección lógica para transportar la voz; sin embargo, era necesaria más información 
que la proporcionada entre paquetes consecutivos UDP. Por todo ello, la Internet 
Engineering Task Force (IETF) adoptó el protocolo RTP (Real-Time Transport Protocol), 
en el cual, se monta VoIP que a su vez corre sobre UDP. Finalmente, como ya 
observamos en el capítulo anterior, el paquete VoIP se construye con un encabezado de 
paquetes RTP/UDP/IP. 
RTP es el estándar para la transmisión de tráfico sensible a retrasos a través de redes 
basadas en paquetes, proporcionando información que no aparece en el protocolo no 
orientado a conexión UDP. Como se muestra en la Figura 2.1, dos bits de información 
 






importante son los de secuencia y timestamping. RTP utiliza la información de la 
secuencia para determinar si los paquetes llegan en orden, y se utiliza la información de 
sellado de tiempo para determinar el tiempo entre llegadas de paquetes (jitter) sobre el 















2.1.4 Factores y medidas de calidad en las comunicaciones 
Desde el punto de vista del usuario final, el principal punto que le interesa, es ver 
satisfechas sus expectativas de la calidad del audio en las comunicaciones, con 
independencia de la tecnología utilizada. Por otro lado, la voz sobre IP se enfrenta a 
problemáticas propias de las redes de datos, que se manifiestan como degradaciones en 
la calidad del servicio percibida por los usuarios. Para realizar una transmisión de voz, es 
necesario que todos los paquetes lleguen ordenados, que se garantice una mínima tasa 
de transmisión y sobre todo que no haya pérdidas de paquetes. Cada paquete contiene 
aproximadamente unos 20 ms de señal vocal (depende del códec empleado), lo que 
equivale a medio fonema. Los principales problemas que se deben solventar para 
conseguirlo son: 
 
Figura 2-2: Cabecera paquete VoIP 
 







 Ancho de banda: El ancho de banda (BW) o capacidad de transmisión necesaria, va 
a establecer la velocidad máxima de transferencia de datos entre dos extremos de la 
red. Como hemos apreciado en los capítulos anteriores, en función del algoritmo para 
la codificación de la voz y de la compresión del códec utilizado, existen unos 
requerimientos mínimos para la transmisión de la señal de voz en cuestiones de BW. 
Como cualquier red, una red de conmutación de paquetes se va a caracterizar por un 
cierto ancho de banda disponible, que debe repartirse entre todas las aplicaciones de 
la red. Para arbitrar este reparto, se han desarrollado los mecanismos de QoS 
(Quality of Service) que asignan una parte del total del ancho de banda disponible a 
determinadas aplicaciones y así, con independencia del tráfico que tenga que cursar 
la red, siempre habrá capacidad suficiente para transportar los paquetes de voz. La 
técnica empleada para gestionar la asignación de ancho de banda será determinante 
en el retardo que sufrirán los paquetes, y por tanto, en la calidad de la señal de voz. 
 
 Latencia o retardo: Podemos definir la latencia o retardo en VoIP como la cantidad 
de tiempo que le lleva a la voz desde que sale de la boca del hablante, hasta que 
llega al oído de la persona que está al otro lado de la línea. Al ser un servicio en 
tiempo real es necesario diferenciar entre los paquetes de voz y de datos, priorizando 
la transmisión de los paquetes de voz, para evitar que superen un cierto umbral de 
retardo. La latencia es la suma de retardos temporales dentro de una red. Un retardo 
es producido por la demora en la propagación y transmisión de paquetes. Otros 
factores que influyen en la latencia de una red son el tamaño de los paquetes 
transmitidos o el tamaño de los buffers dentro de los equipos. Durante su recorrido 
por la red IP las tramas se pueden perder como resultado de una congestión de red o 
corrupción de datos. Además, para tráfico de tiempo real como la voz, la 
retransmisión de tramas perdidas en la capa de transporte no es práctica por 
ocasionar retardos adicionales. Se considera aceptable un retardo por debajo de los 
150 ms e impracticable por encima de los 300ms. 
 
 Jitter: puede definirse como variabilidad, respecto a la media, del retardo que sufren 
los paquetes en su viaje desde la fuente hasta el destino. El receptor espera recibir 
los paquetes con un intervalo de tiempo regular (20 ms p.ej). Estos paquetes pueden 
sufrir un retraso a través de la red y no llegar al receptor en el mismo intervalo de 
 






tiempo regular en el que el origen los está enviado (20 ms). La diferencia entre 
cuando se espera y cuando llega un paquete se podría definir como jitter. Llega a ser 
más perjudicial que el propio retardo. Si un paquete se retarda más de lo debido, no 
llegará a tiempo al receptor, por lo que se dará por perdido y se actuará en 
consecuencia. La principal causa de jitter son las variaciones del retardo de encolado 
debido a los cambios dinámicos que sufre la carga de tráfico en la red. También 




Figura 2-3: Variación del tiempo de llegada del paquete 
 
 
 Eco: Es consecuencia de las reflexiones que sufre la señal en el otro extremo. 
Cuando el retardo del eco supera un cierto umbral (establecido por la ITU en 5 
milisegundos), el hablante comienza a escuchar una versión retardada de sus propias 
palabras. Si dicho retardo alcanzara niveles muy elevados, mantener una 
conversación podría llegar a ser imposible. Hay dos causas de eco: el eco acústico, 
debido a que el audio del auricular se acopla en el micrófono del terminal, y el eco 
eléctrico, producido por las reflexiones que sufre la señal generada por el adaptador 
que convierte el circuito de 4 hilos propio de la red de transmisión a 2 hilos propio del 
bucle de abonado. Si el tiempo transcurrido desde que se habla hasta que se percibe 
el retorno de la propia voz es menor a 30 ms, el efecto del eco no es percibido. 
Asimismo, si el nivel del retorno está por debajo de los –25 dB, el efecto del eco 
tampoco es percibido. En las conversaciones telefónicas habituales, el eco existe en 
 






niveles perceptibles (mayores a –25 dB), pero la demora es mínima, por lo que el eco 
no es perceptible. Las excepciones son las comunicaciones vía satélite, en las que la 
demora promedio es del orden de los 150 ms. 
 
 Pérdida de paquetes: La pérdida de paquetes en una red de datos es tan común 
como esperada. Tanto es así, que algunos protocolos de datos usan la pérdida de 
paquetes para saber el estado de la red y reducir así el número de paquetes a enviar 
por cada ventana. La información, al ser fragmentada y viajar de forma independiente 
por la red, puede atravesar en su camino hacia el destino por diferentes equipos. En 
este contexto, cuando se produce congestión en el router (se han llenado las colas y 
el equipo no puede aceptar más paquetes), se producen pérdidas de paquetes. Para 
el tráfico en tiempo real como la voz, la retransmisión de tramas perdidas en la capa 
de transporte no es práctica por ocasionar retardos adicionales, derivando de esto 
que sea habitual el transporte mediante el protocolo UDP. Trabajando con este 
protocolo, los paquetes que no son recibidos en el destino no son reenviados. Cuando 
la tasa de pérdida es pequeña, el cerebro puede reconstruir los fonemas perdidos, lo 
que permite que la calidad en la conversación pueda ser aceptable, dejando de ser 
así para pérdidas superiores. 
 
Para tratar de minimizar las degradaciones producidas por los factores arriba expuestos y 
lograr la calidad de servicio especificada un cada momento, se han desarrollado un 
conjunto de mecanismos cuyo uso mejora significativamente la calidad obtenida. Estas 
soluciones son: 
 
 Cálculo y reserva del ancho de banda necesario: Uno de los procesos críticos en 
el diseño de una red integrada es el cálculo del ancho de banda necesario para la 
integración. La mejor forma de obtenerlo es emplear para el análisis las aplicaciones 
más restrictivas, esto es, las que más ancho de banda requieran y sumarlas al ancho 
de banda requerido para el transporte de voz. El ancho de banda requerido para el 
transporte de voz debe ser reservado ya que es un tráfico que podríamos declarar 
como crítico. Para ello, existen técnicas Qos (Quality of Service) de señalización end-
to-end entre elementos de una red. Básicamente, esta técnica realiza una reserva de 
ancho de banda desde un punto inicial hacia un punto final de una red, consultando 
cada uno de los componentes intermedios de una red IP para identificar si estos 
 






pueden reservar un espacio (12k, 64k, etc) de ancho de banda, para una 
comunicación que se va a establecer. Generalmente se utiliza un protocolo llamado 
RSVP (Resource Reservation Protocol). Por otro lado, hay mecanismos como el CAC 
(Call Admission Control) que limitan el número de llamadas simultáneas a establecer 
y evitar así una saturación del BW reservado para voz. 
 
 Priorización de tráfico: Los mecanismos de clasificación adquieren una importancia 
fundamental, pues constituyen el primer paso de cualquiera del resto de las técnicas 
de QoS (Quality of Service). Es el propio operador de red (ya sea pública o privada) 
quien va a determinar si la clasificación se va a llevar a cabo analizando las 
características del trafico de cada paquete en base a una sesión, es decir, en función 
de lo que se establezca en la fase de negociación de parámetros extremo a extremo 
que tiene lugar antes de la transmisión. En cuanto a la política de priorización, 
podemos aplicarla en los elementos de la red de nivel 3 (routers) y de nivel 2 
(switches) de la estructura OSI. Vamos a ver a continuación cómo funciona estos 
mecanismos en los diferentes niveles: 
 
• Nivel 2: 802.1p/Q: El sistema de priorización de tráfico a nivel 2 está definido en 
el estándar 802.1Q, este estándar proporciona un mecanismo de marcado de 
trama habilitando a los elementos de la red a clasificar esta trama de acuerdo a la 
calidad que deseemos aplicar. Este marcado contiene la prioridad a aplicar a la 
trama, definido en el estándar 802.1p, y el número de VLAN (Virtual LAN) al cual 
pertenece la estación. Todos estos datos permiten que mejore la calidad de 
servicio para un flujo de tráfico específico.El concepto de VLAN se abordará con 
más detenimiento en el cap.4.3.2.2. 
Cuando se implementa el estándar  802.1Q, lo debemos implementar en todos los 
equipos de la red. Esto se debe a que estamos añadiendo un campo de 4 bytes 
en la cabecera Ethernet de la trama que mostramos en la siguiente ilustración.  
 
 








Figura 2-4: Cabecera Ethernet usando 802.1Q 
 
Como podemos observar en la figura 2.4, dentro del campo 802.1Q, existen tres 
bits (8 niveles) que definen la prioridad del usuario. Este campo (User priority) se 
define en el estándar 802.1p clasificando el tráfico como se muestra en la 
siguiente tabla.  
   
Prioridad Tipo de tráfico 
0 Best Effort 
1 Background 
2 Spare 
3 Excellent effort 
4 Controlled Load 
5 Video 
6 Voice 
7 Network Control 
 
Figura 2-5: 802.1p.Clases de tráfico 
 
• Nivel 3: DSCP: En los inicios del estándar Ipv4 se reservó 1 byte, para un campo 
llamado ToS, para marcar la priorización de del tráfico a nivel 3. Este campo, el 
cual no fue utilizado durante mucho tiempo ya que no era necesario, fue 
remplazado más adelante por el campo DiffServ o DSCP (Differeciated Services 
Code Point). Este campo solo usa los primeros seis bits del byte reservado para el 
 






ToS, los otros dos restantes quedan reservados para un posible uso futuro pero 
en la actualidad están en desuso. A continuación,  en la siguiente figura se 




Figura 2-6: Campo Diffserv dentro de la cabecera Ipv4 
 
 
Al hacer uso de los 6 bits de DSCP se obtiene un número de 64 combinaciones 
que a continuación mostramos en la siguiente tabla:  
 
Dec. Binario Significado 
 
Dec. Binario Significado 
62 111110 Reserv. 30 011110 AF33 
60 111100 Reserv. 28 011100 AF32 
58 111010 Reserv. 26 011010 AF31 
56 111000 Reserv. 7 (routing y control) 24 011000 Preced. 3 
54 110110 Reserv. 22 010110 AF23 
52 110100 Reserv. 20 010100 AF22 
50 110010 Reserv. 18 010010 AF21 
48 110000 Preced. 6 (routing y control) 16 010000 Preced. 2 
46 101110 EF (Premium) 14 001110 AF13 
44 101100 Config. Usuario 12 001100 AF12 
42 101010 Config. Usuario 10 001010 AF11 
40 101000 Preced. 5 8 001000 Preced. 1 
38 100110 AF43 6 000110 Config. Usuario 
36 100100 AF42 4 000100 Config. Usuario 
34 100010 AF41 2 000010 Config. Usuario 
32 100000 Preced. 4 0 000000 Preced. 0 (Best Effort, default) 
 
Figura 2-7: Valores del campo DSCP 
 







Como se puede ver, a mayor valor del campo DSCP, mayor prioridad tiene el 
paquete a ser tramitado por los routers. 
 
Una vez se ha determinado el ancho de banda necesario, se debe garantizar que se 
cumplen las restricciones impuestas. Se usan dos procedimientos para ello: las funciones 
policía y las técnicas de adaptación del tráfico que responden a las violaciones del ancho 
de banda asignado a un determinado tipo de tráfico. Cuando dicho flujo intenta consumir 
más ancho de banda del que le corresponde, debe existir algún mecanismo que se lo 
impida o, de lo contrario, se verán afectados el resto de los flujos. La diferencia entre las 
funciones policía y las técnicas de adaptación del trafico estriba en el modo en que 
responde a dichas violaciones. Mientras que las funciones policía marcan los paquetes 
que exceden el límite como descartados, las funciones de adaptación modifican la tasa 
del tráfico a través de mecanismos de encolado en los que se retienen los paquetes y se 
liberan de manera que el flujo de salida se encuentre dentro de los parámetros 
establecidos. 
 
Para que la tecnología de voz sobre IP pueda ser utilizada comercialmente, es esencial 
garantizar una calidad de voz aceptable. Para ello se han desarrollado métodos para 
medirla. Estos métodos se dividen en subjetivos y objetivos. Los diversos métodos 
subjetivos de medida de la calidad de servicio, se basan en conocer directamente la 
opinión de los usuarios. Típicamente resultan en un promedio de opiniones (Mean 
Opinion Score) llamado MOS. Los métodos objetivos, a su vez, se subdividen en 
intrusivos (se inyecta una señal de voz conocida en el canal y se estudia su degradación 
a la salida) y no intrusivos (monitorizan ciertos parámetros en un punto de la red y en 









Figura 2-8: Escala Mos utilizada para medir la calidad de la voz 
 






2.1.5 Protocolos de señalización de VoIP 
En este proyecto abordaremos solamente dos de los protocolos para la señalización de la 
VoIP, como son H.323 y SIP, por ser los de uso más extendido tanto para fabricantes 
como para usuarios finales. 
2.1.5.1 Protocolo H323 
Primer estándar de VoIP, basado en protocolos de la RDSI y desarrollado en 1996 por la 
UIT como un medio para transmitir voz, video, datos y fax a través de una red basada en 
IP, al tiempo que se mantiene la conectividad con la PSTN. Facilita la introducción de 
Telefonía IP en las redes existentes de RDSI basadas en sistemas PBX. 
Su éxito fue debido a que era el más usado por los grandes operadores en sus redes 
troncales. Se usa en el famoso programa Netmeeting de Microsoft. 
En la actualidad, está siendo sustituido por el protocolo SIP, no obstante, todavía hay 
algunos operadores IP con muchos sistemas instalados con este protocolo, siendo 
también el más frecuente en la mayoría de sistemas de videoconferencia. 
Los principales componentes de este protocolo son los siguientes: 
 
 Terminales H323: Los terminales H.323 son los “teléfonos multimedia IP”. Estos 
“teléfonos” pueden ser aplicaciones informáticas, que utilizan las capacidades 
multimedia del PC (altavoces y micrófono), o terminales físicos de similar aspecto a 
cualquier teléfono o videoteléfono. La recomendación establece que esos terminales 
deben soportar obligatoriamente comunicaciones de voz y opcionalmente 
comunicaciones de datos y video. 
 
 Gatekeeper: Las redes H.323 pueden disponer de un elemento centralizador de 
control y servicios telefónicos, llamado en la recomendación “Gatekeeper”. Este 
dispositivo, en caso de existir, debe proveer como mínimo de los servicios de: 
traducción de direcciones (nº telefónico-@ip), control de admisión de llamadas, 
control del ancho de banda y señalización para el control de las llamadas. 
  
 MCU: Es el encargado de proporcionar el soporte para realizar conferencias entre tres 
o más participantes. 
 
 






 Gateway o Pasarela: Realizan la función de interconexión entre las redes H.323 y 
otras redes de comunicaciones, como la red pública conmutada (PSTN – Public 
Switched Telephony Network) analógica y digital, o redes “SIP”. Los gateways son 
responsables de adaptar el audio, video y los datos, así como también la 
señalización, entre los formatos propios de H.323 y otras redes de telecomunicación, 
de manera transparente para los usuarios. 
 
La recomendación también establece los protocolos utilizados en la señalización de las 
llamadas, los mensajes de control, la manera de realizar la multiplexación de estos 
mensajes, los códec de audio y video y los protocolos utilizados para el intercambio de 




Figura 2-9: Arquitectura H323 
 







El protocolo de señalización de inicio de sesión, del inglés Session Initiation Protocol 
(SIP), es una especificación para Internet para ofrecer una funcionalidad similar al SS7 
pero en una red IP. Fue desarrollado por el IETF. Se trata de un protocolo de 
señalización para crear, modificar y terminar sesiones con uno o más participantes. 
Estas sesiones incluyen llamadas telefónicas por Internet, distribución de datos 
multimedia, y conferencias multimedia. Tiene una sintaxis muy similar al protocolo HTTP. 
Dentro de los Protocolos de Comunicaciones de VoIP, SIP se posiciona como el más 
aventajado y conocido que está desbancando a H.323 gracias a su simplicidad. Ha 
incrementado su popularidad cuando las tecnologías de VoIP se han hecho más 
presentes en el  ”bucle local” (enlace físico que conecta al cliente con la terminación de la 
red de telefonía del proveedor de servicios de telecomunicaciones). 
La intercambio de mensajes SIP está basada en el esquema “Request” – “Response” de 
HTTP. Este hecho presenta ciertas ventajas, sobre todo para los familiarizados con las 
tecnologías HTTP. A diferencia de H.323, todos los mensajes son de texto plano, y por lo 
tanto fáciles de interpretar. Para iniciar una sesión se envía un mensaje de “Request” a 
una contraparte de destino. El destino recibe el “Request”, y lo contesta con el 
correspondiente “Response”. 
SIP utiliza una arquitectura del tipo “Cliente-Servidor”, y tiene los siguientes 
componentes: 
 
 Terminales SIP: Los terminales SIP, al igual que los H.323 son “teléfonos multimedia 
IP”. Estos “teléfonos” pueden ser aplicaciones informáticas, que utilizan las 
capacidades multimedia del PC (altavoces y micrófono), o terminales físicos de similar 
aspecto a cualquier teléfono o videoteléfono. Así como los terminales telefónicos 
clásicos se identifican mediante su número de teléfono, o número de abonado, y los 
terminales H.323 mediante su “alias”, los terminales SIP se identifican a través de su 
“dirección SIP”. El direccionamiento en SIP utiliza el formato de URLs de Internet: 
sip:nombre@dominio. 
 
 Register server: Es un servidor de registro de usuarios SIP. Los usuarios (agentes 
SIP) solicitan su registro en este servidor, mediante el intercambio de mensajes SIP. 
 






La información de los usuarios registrados es puesta a disposición de otros 
servidores, como los Proxies o servidores de redireccionamiento. 
 
 Proxy server: Es un servidor que atiende las solicitudes y las redirige. Para ubicar el 
destino, puede consultar un servidor de ubicaciones (Location Server). No tiene 
capacidad de medios.  
 
 
Figura 2-10: Ejemplo funciones del proxy server 
 
 Redirect server: Es un servidor de redireccionamiento. A diferencia del “Proxy”, no 
interviene en el establecimiento de la comunicación, sino que informa la manera de 
ubicar al destino final.  
 
 Location server: Es un servidor de búsqueda. Puede ser consultado para obtener la 
dirección final de un usuario SIP. 
 
 






 Gateway SIP: Al igual que en H.323, existen pasarelas SIP hacia la PSTN y también 
hacia H.323. Los gateways son responsables de adaptar el audio, video y los datos, 
así como también la señalización, entre los formatos propios de SIP y otras redes de 
telecomunicación, de manera transparente para los usuarios. 
  
 






3 Descripción de la plataforma Alcatel-Lucent 
El presente capítulo presenta los principales componentes que conforman la arquitectura 
de la plataforma Alcatel-Lucent OXE, elegida  para implementar la red de 
comunicaciones VoIP, además de los principales servicios que nos ofrece dicha 
plataforma. 
3.1 Arquitectura de la plataforma 
La plataforma  Alcatel-Lucent OmniPCX Enterprise, conocida mas comúnmente como 
OXE, es un sistema de comunicaciones de nueva generación destinado a las empresas 
que requieran una capacidad de 50 a 15.000 usuarios en configuración aislada y hasta 
100.000 usuarios en configuración en modo red. 
A continuación se detallan los principales componentes que integran la plataforma OXE. 
3.1.1 Servidor de comunicaciones 
El servidor de comunicaciones o CS (Call Server) es la unidad de control del sistema 
OXE. Se puede afirmar que es el elemento clave de la solución pues en él reside toda la 
inteligencia y converge toda la señalización, a través de su interfaz TCP/IP, de los 
elementos que componen la plataforma. De este modo, los dispositivos notifican al CS los 
diferentes eventos que acontecen en la red (llamadas entrantes, descuelgue del 
teléfono….etc) y éste toma la decisión de la ejecución que debe ser llevada a cabo en 
cada momento. Estas decisiones se basan en consultas que el  Call Server realiza a una 
base de datos, que reside en él mismo, donde se almacena toda la configuración además 




Figura 3-1: Call Server 
 






La señalización que se establece entre el CS y el resto de elementos de la red, puede ser 
llevada a cabo utilizando diferentes protocolos: SIP, H323 y  UA (Universal Alcatel). 
 
3.1.2 Media Gateway 
El Media Gateway es el equipo que nos permite conectar el mundo de la telefonía 
tradicional con el mundo TCP/IP. Se comunica con el CS (unidad de control) a través de 
una tarjeta controladora (GD o INTIP). Equivale a un rack o conjunto de racks donde van 
alojadas las tarjetas que nos proporcionan las siguientes funcionalidades: 
 
 Conexión a una red externa (pública o privada) 
 Conexión a teléfonos digitales  
 Conexión a teléfonos y faxes analógicos  
 Conectividad IP 
 Codificación de voz (G723.1, G729A y G711). 
 Cancelación de ECO para comunicaciones VOIP (32-128ms) 
 Recursos para servicios de medios: guías vocales, conferencias, música en espera, 
etc. 
 Gateway H323. 
 
Existen dos tipos distintos de bastidor/chasis para los Media Gateways: 
 




Figura 3-2: Bastidores OmniPCX Media Gateway 
 
 






Seguidamente, se lista el detalle de las principales placas, y sus características, que 
pueden llegar a constituir un OmniPCX Media Gateway: 
• GD: Siendo su principal función la de controlar el Media Gateway y establecer el 
enlace para la señalización con el CS, esta placa se encarga de realizar las tareas 
de: conferencia a 3, música en espera, detección y generación de tonos 
multifrecuencia y proporcionar DSPs (Digital Signal Processor) para 
comunicaciones VoIP. 
• PCS: Realiza la función de servidor de comunicaciones pasivo (ver punto 3.2.3). 
• GA: Placa auxiliar que permite ampliar los recursos de la GD de codificación de 
voz mediante DSPs para comunicaciones VoIP, música en espera y conferencia a 
3. 
• MEX: Conectada físicamente a la GD, esta placa permite la expansión de un 
nuevo módulo controlado por la GD del módulo principal. 
• SLI: Permite la conexión de equipos analógicos como teléfonos, faxes y módems. 
Según el modelo admite de 4 a 16 equipos. 
• PRA: Permite la conexión de un circuito E1. 
• BRA: Permite la conexión de  enlaces básicos T0. Según el modelo permite la 
conexión de 2,4 ó 8 enlaces básicos T0. 
• APA: Permite la conexión de enlaces RTB, líneas analógicas estándar. En función 
del modelo de placa admite 2,4 ó 8 enlaces. 
• MIX: Este tipo de tarjetas combinan interfaces para enlaces básico T0, terminales 
analógicos y terminales digitales. 
 
 ACT Media Gateway. Dentro de este tipo de hardware, existen dos tipos de 
bastidores distintos variando el tamaño y capacidad de tarjetas que pueden alojar: 
 
 








Figura 3-3: Bastidores ACT Media Gateway 
 
Seguidamente, se lista el detalle de las principales placas, y sus características, 
que pueden llegar a constituir un ACT Media Gateway: 
 
• INTIPB: Siendo su principal función la de controlar el ACT Media Gateway 
actuando de interfaz entre el Call Server y el Media Gateway, también se 
encarga de proporcionar DSPs para las comunicaciones VoIP. 
• INTIPA: Esta placa se encarga de proporcionar DSPs para comunicaciones 
VoIP y  también realiza la función de Gateway H323 para llamadas ABC (ver 
punto 3.2.5). 
• Z12, Z24, Z32: Placas encargadas de la conexión de equipos analógicos como 
teléfonos, faxes y módems. Según el modelo admite 12,24 ó 32 equipos. 
• GPA: Presta los recursos necesarios para la realización de conferencias, 
envío y recepción de tonos multifrecuencia y música en espera. 
• PRA: Permite la conexión de un circuito E1. 
• NPRAE; Permite la conexión de dos circuitos E1. 
• BRA: Permite la conexión de  ocho enlaces básicos T0. 
 






3.1.3 Terminales Alcatel-Lucent. 
Los terminales es los que se basa este proyecto son los terminales ip de Alcatel-Lucent 
en su versión de sobremesa. La línea de Alcatel-Lucent de este tipo de terminales es la 
denominada IP Touch serie 8 e incluye los siguientes terminales: 
 
 
Figura 3-4: Terminales Ip Touch serie 8 
 
Esta línea de productos integra telefonía y conectividad ip ofreciendo al usuario la 
convergencia de voz y datos sobre IP además de ser compatible con cualquier aplicación 
empresarial basada en Web. Por otro lado, estos terminales disponen de un micro-switch 
integrado de dos puertos, compatible con los estándares TOS diffserv y 802.1p/q (Ver 
punto 2.1.4) permitiendo la conexión de un PC a través de éste (Ver figura 4.9). 
3.1.4 Sistema de gestión Omnivista 4760  
El sistema de gestión de Alcatel-Lucent nos permite la gestión de forma centralizada de la 
plataforma Alcatel-Lucent OXE. Este sistema, el cual presenta una arquitectura 
cliente/servidor, es un paquete de aplicaciones que ofrece las siguientes facilidades: 
 
 Configuración de la plataforma. 
 Gestión y monitorización de las alarmas generadas por la plataforma. 
 Tarificación de las llamadas. 
 Análisis del rendimiento de la voz sobre ip mediante la generación de informes. 
 







3.2.1 Alta disponibilidad de servidores de comunicaciones 
Dada la importancia del papel que desempeña el Call Server dentro de la plataforma, 
resulta muy aconsejable disponer de una cierta redundancia del servicio que ofrece este 
equipo. Por este motivo, Alcatel-Lucent ha desarrollado el servicio comúnmente conocido 
como redundancia o duplicación de Call Server.  
El escenario donde se implementa este servicio está formado por dos Call servers: uno 
de ellos realiza el papel de principal o maestro, dando servicio a todos los dispositivos de 
la plataforma e informando al secundario de todos los acontecimientos que suceden en la 
misma; mientras que el segundo de ellos, conocido como secundario o stand-by, se 
mantiene en estado de alerta, monitorizando vía mensajes keep-alive, el estado del Call 
Server principal. En caso de detectar la pérdida de comunicación con el principal, el Call 
Server secundario conmuta su estado pasando a asumir el role de principal sin afectación 
al servicio telefónico.  
 
3.2.2 Dominios IP y funciones asociadas 
Podemos definir el concepto de  dominio IP, dentro de la plataforma OXE, como uno o 
varios rangos de direcciones IP declarados en el Call Server, de modo que todos los 
dispositivos IP cuyas direcciones IP pertenezcan a estos rangos, pasarán a pertenecer a 
dicho dominio. Un dominio IP también contiene dispositivos no IP conectados a los Media 
Gateways que pertenecen al dominio como podrían ser los teléfonos o faxes analógicos. 
Generalmente, en un diseño lógico de red, un dominio de telefonía IP corresponde a una 
sede remota. 
El concepto del dominio resulta clave dentro de la plataforma OXE ya que realiza las 
siguientes funciones. 
 
 Determina la elección del códec a utilizar tanto en llamadas intra dominio1 como en 
llamadas extra dominio2.  
                                               
1 Se considera una llamada intra dominio aquella en la que, tanto el dispositivo ip que origina la 
llamada, como el dispositivo ip que la recibe, pertenecen al mismo dominio IP.  
 






 Permite limitar el número de llamadas extra dominio realizando así la función de CAC 
(Call Admission Control).  
 Ofrece mecanismos de rescate en caso de que se produzca la ruptura de un enlace 
IP entre una sede remota y la sede central donde está ubicado el Call Server 
3.2.3 Servidor de comunicaciones pasivo 
El servidor de comunicaciones pasivo (PCS) ofrece el servicio de la gestión telefónica  de 
la plataforma OXE en caso de que el Call Server no esté disponible. Acostumbran a 
ubicarse en los sedes remotas para que, en caso de caída del enlace WAN con la sede 
principal donde se encuentra el Call Server, pase a tomar el control de los dispositivos de 
la sede con la menor afectación posible al servicio telefónico. Este concepto es conocido 
como rescate. 
Los PCS están directamente asociados con el concepto de dominios  ya que los PCS 
rescatan dominios IP. Un PCS puede rescatar uno o varios dominios.  
En la siguiente imagen se observa un diagrama de red de una plataforma OXE 
compuesta por un Call Server redundado en la sede principal. Por otro lado, nos 
encontramos tres sedes remotas unidas entre sí a nivel IP formando un dominio IP 
independiente cada una de ellas. La sede del dominio 3 está siendo monitorizada por el 
PCS2 de manera que, en caso de pérdida del link IP2, y por lo tanto pérdida de 
conectividad con el Call Server principal y secundario, el PCS2 rescatará todos los 
dispositivos que forman parte del dominio 3 (media gateways y terminales ip). Del mismo 
modo, en caso de pérdida del link 1, el PCS1 puede rescatar tanto el dominio 1 como el 
dominio 2. 
                                                                                                                                              
2 Se considera una llamada extra dominio aquella en la que  el dispositivo ip que origina la llamada 
y el dispositivo ip que la recibe, no pertenecen al mismo dominio IP. 
 







Figura 3-5: Ejemplo de configuración de servidor de comunicaciones pasivo 
 
3.2.4 Redes privadas ABC-F 
A menudo resulta necesaria la unión de diferentes PBX a través de links privados para 
permitir a los usuarios de las diferentes PBX el intercambio de las comunicaciones de voz 
entre todos ellos dentro de esta red privada. En el caso de que esta interconexión sea 
entre PBX de diferentes fabricantes, el protocolo de señalización utilizado para el 
establecimiento / liberación de las llamadas y los servicios complementarios, es el 
protocolo QSIG, ya que es un protocolo normalizado a nivel internacional para ser usado 
por cualquier fabricante de PBX. 
El nombre que reciben este tipo de redes privadas, cuando están formadas 
exclusivamente por Call Servers del fabricante Alcatel-Lucent, es el de red privada ABC-F 
debido a que el protocolo utilizado para la señalización entre los diferentes Call Server, es 
el protocolo ABC-F (Alcatel Business Communication Features). Este protocolo, 
propietario del fabricante Alcatel-Lucent, está basado en el protocolo QSIG. 
 






El protocolo ABC de Alcatel-Lucent, añade un mayor número de funcionalidades 
telefónicas a las aportadas por el protocolo QSIG. Por otro lado, aporta una significante 
ayuda en la gestión y el mantenimiento de la red al mantener la coherencia de las bases 
de datos de los diferentes Call Servers de manera totalmente transparente al gestor de la 
red.  
Las interconexiones entre los diferentes Call Servers pueden realizarse mediante líneas 
TDM alquiladas, RDSI o IP admitiendo varias topologías de conexión: en línea, 
estrella…etc. 
3.2.5 Servicio Gateway H323 
Un Gateway es utilizado para interconectar dos redes que usan diferentes protocolos; por 
ejemplo, una red IP y una red telefónica que está detrás de una PBX. 
El servicio de Gateway H323 de la plataforma Alcatel-Lucent OXE, nos permite las 
siguientes funcionalidades: 
 
 Establecer un link IP entre dos Call Servers que pertenecen a una misma red ABC-F. 
 Para establecer una conexión con otra gateway H323 de otro fabricante. 
 Para poder establecer una conexión contra un terminal H323, por ejemplo Neetmeting 
de Microsoft. 
 
Esta función es llevada a cabo por las placas GA, GD (Hardware OmniPCX Media 
Gateway) e INTIPA (Hardware ACT Media Gateway).  
Como acabamos de ver, para que se establezca una llamada entre dos terminales que 
pertenecen a dos nodos distintos dentro de una misma red ABC-F, es necesario el 
establecimiento de dos señalizaciones: por un lado se establece el diálogo mediante el 
protocolo ABC-F entre los dos Call Servers; y por otro lado, se establece el diálogo 
mediante el protocolo H323 entre los Gateways H323 de ambos nodos (GD,GA o 
INTIPA).  
 













Figura 3-6: Flujos de voz y señalización en llamada ABC-F 
 
3.2.6 Servicios ip adicionales: DHCP y TFTP 
Como hemos visto anteriormente, la principal función del Call server es la de actuar como 
unidad de control de toda la plataforma, gobernando todos los dispositivos que la forman. 
Además del servicio anterior, el Call Server puede prestar las siguientes funciones: 
 
 Servidor TFTP: El estándar TFTP (Trivial File Transport Protocol, protocolo de 
transferencia trivial de archivos) descarga de forma automática los archivos de 
software a los teléfonos IP Touch y los Media Gateways IP. Esto facilita los cambios y 
las actualizaciones de software. La función de servidor TFTP descarga un archivo de 
configuración y el software del dispositivo IP (teléfonos y tarjetas IP) a una memoria 
flash con formato de archivo binario. Cada vez que se inicia el dispositivo (p. ej. 
cuando se agregan teléfonos a la instalación), cada vez que es necesario, el 
procesador local se actualiza automáticamente con la última versión de software. 
 Servidor DHCP: El servidor DHCP integrado (Dynamic Host Control Protocol, 
protocolo de configuración dinámica de hosts) asigna de forma automática los 
parámetros IP necesarios cuando se instala un teléfono IP o un Media Gateway, sin 
 






que tenga que intervenir el administrador del sistema. Los dispositivos IP reciben la 
dirección ip, máscara de red y las direcciones por defecto del router desde el 
servidor DHCP. Éste proporciona igualmente la dirección del servidor TFTP, que 
permite al dispositivo recibir el archivo de software descargado. 
 
A diferencia de la función principal que debe desempeñar el Call Server, estos servicios 
pueden ser externalizados.  
 
 




4 Estado de las infraestructuras de la organización, 
recomendaciones y requerimientos 
El primer paso que debemos realizar para elaborar un diseño de esta envergadura, es 
analizar con detenimiento la situación de partida de las redes de voz y datos, el 
dimensionamiento de la organización y las necesidades/requerimientos solicitados por el 
cliente. En este apartado vamos a tratar de exponer dicha situación de partida además de 
listar todos los requerimientos que el cliente solicita se cumplan en la nueva plataforma.   
4.1 Situación inicial. Descripción de los centros 
La organización para la que se va a realizar el diseño, es una mutua laboral de ámbito 
nacional con delegaciones repartidas por toda la geografía española.  
En la actualidad, en los diferentes centros que componen la organización del cliente, 
coexisten 2 redes totalmente independientes: una red de datos basada en el estándar 
TCP/IP y otra de voz analógica o digital formada por centrales telefónicas privadas 
independientes en cada uno de los centros.  
A nivel funcional, podemos clasificar los centros de la siguiente manera: 
 
 Hospitales: En la actualidad, esta mutua consta de tres hospitales propios: 
 
 Hospital de Barcelona: especializado en el diagnóstico, tratamiento y 
rehabilitación de lesiones y enfermedades derivadas de accidentes de trabajo.  
 
 Hospital de Madrid: especializado en el diagnóstico, tratamiento y 
rehabilitación de lesiones y enfermedades derivadas de accidentes de trabajo.  
 
 Hospital de Sevilla: Parte de sus instalaciones, además de de para uso 
sanitario, están destinadas al área de formación, ya que cuenta con un total de 
10 salas formativas para esta finalidad. Dadas sus características, este centro 








 Centros asistenciales: 
 
 Son un total de 158 centros distribuidos por toda la geografía nacional. En 




 Servicios centrales (SSCC): ubicado en Barcelona. En este centro están 
ubicados los servicios generales.  
 Resto de oficinas: Se trata de centros donde se realizan tareas administrativas 
y comerciales. En la actualidad son un total de 14 oficinas distribuidas por la 
geografía nacional. 
 
 Otros centros: 
 
 Adicionalmente, la organización dispone de 3 centros de distintas tipologías, 
según su funcionalidad (centros de rehabilitación, centros de seguridad e 
higiene, instituto de salud laboral, instituto de oftalmología…) 
 








SSCC 1 0,56% 
Hospitales 3 1,68% 
Centro asistencial 158 87,71% 
Oficinas 14 8,38% 
Otros centros (formación, inst. oftalmológico...) 3 1,68% 
Total 179 100% 
 
Figura 4-1: Relación de centros 
 
Para facilitar el análisis se han identificado tipologías distintas que engloban los centros  
en función del volumen de usuarios.  
 














SSCC 1 192 4,56% 
Hospitales 3 860 20,42% 
Centro Grande (>100 usuarios) 1 127 3,02% 
Centro Mediano (40-100 usuarios) 11 605 14,37% 
Centro Pequeño (10-40 usuarios) 117 2169 51,51% 
Centro Muy Pequeño (<10 usuarios) 46 258 6,13% 
Total 179 4211 100% 
 
Figura 4-2: Relación entre centros y nº de usuarios 
 
 Adicionalmente a los diferentes centros mencionados, el cliente dispone de dos CPDs 
donde se alojan los servidores con aplicaciones corporativas. Ambos CPDs se 
encuentran en la localidad de Barcelona. 
 
4.2 Requerimientos del cliente. 
La organización quiere implementar una solución de comunicaciones de VoIP para dar 
servicio a todos sus centros aprovechando la infraestructura de la red de datos actual. 
Para ello, ha presentado un pliego de condiciones que refleja los siguientes 
requerimientos: 
 
1. Integración de una nueva red de voz sobre le red de datos existente, asesorando a 
las personas responsables del diseño y mantenimiento de la red de datos para 
asegurar una óptima calidad en el servicio de voz. 
2. Homogenización de la red de voz a nivel de gestión, configuración, plan de 
numeración y mantenimiento. 
3. La instalación del core del sistema (CPUs y recursos comunes a todos los centros) 
deberá instalarse en los dos CPDs.   
 




4. Mejorar las medidas actuales de disponibilidad de servicio dotando a los servidores 
de llamadas de alta disponibilidad. En cuanto a los emplazamientos remotos, dotar de 
un grado de seguridad al servicio que asegure un mínimo servicio telefónico en caso 
de caída del enlace WAN del centro remoto. 
5. Reutilización, en la medida de lo posible, del hardware y software del fabricante 
Alcatel-Lucent que actualmente existe en planta. 
6. El Hospital de Barcelona deberá mantener su call server; el cual deberá estar 
dedicado exclusivamente para dar servicio a este centro. 
7. Cambio de todos los terminales telefónicos por nuevos teléfonos ip que utilizaran el 
cableado de datos actual para eliminar, hasta donde sea posible, la antigua red 
interna de cableado telefónico y permitir la movilidad de los usuarios telefónicos por la 
organización sin apenas coste. 
8. Posibilidad de conexión de faxes analógicos. 
9. Reducción de los costes de las llamadas entre centros eliminando las uniones entre 
los centros a través de la red conmutada del operador. Las llamadas entre centros 
deberán ser cursadas a través de la red de datos. 
10. La numeración asignada a los enlaces del operador que actualmente forman la 
planta, deberá ser respetada en el futuro puesto que está publicada en diferentes 
medios y es de conocimiento público. 
11. El cliente ha detectado un aumento progresivo del volumen de tráfico hacia la red de 
móviles. Solicita dar una solución que abarate los costes de este tipo de tráfico. 
12. Todos los enlaces a la red del operador se dimensionarán de manera que en el 
momento de máximo tráfico (Busy hour) la probabilidad de bloqueo (GOS) sea igual o 
inferior al 1%. 
13. El acceso por parte de los centros a la red del operador podrá ser directo o indirecto 
(a través de la red WAN). 
14. Se requiere un servicio de redundancia con un mínimo de dos rutas de acceso a la 
red del operador, para que en caso de avería en una de ellas, se tenga una ruta 
alternativa por la que cursar el tráfico telefónico. 
15. La nueva plataforma de voz debe tener disponibles los servicios de conferencia de un 
mínimo de 10 participantes y música en espera.  
16. El nuevo sistema debe poder restringir automáticamente la autorización del 
establecimiento de llamadas por cada extensión atendiendo los siguientes perfiles: 
 
 




 Llamadas internas3 
 Llamadas servicios de emergencia (policía,emergencia,etc.) 
 Llamadas nacionales4 
 Llamadas a móvil 
 Llamadas internacionales 
 Llamadas a servicios especiales (908,906,etc) 
4.3 Topología de la red de datos 
En el siguiente capítulo se expone la situación de partida de la red de datos y las 
recomendaciones para que ésta pueda soportar no solo el tráfico de datos, sino también 
el tráfico de voz asegurando la calidad en el servicio. Para un mejor análisis de la misma, 
se va a dividir el estudio de la red en dos secciones: estructura WAN y estructura LAN. 
4.3.1 Servicios de comunicaciones de datos WAN. Requisitos y 
estado actual. 
Para garantizar la calidad de la voz entre sedes dispersas geográficamente, es necesario 
que se cumplan unos requisitos mínimos, los cuales ya se explicaron con detenimiento en 
el punto 2.1.4 y concretamos a continuación: 
 
1. Retardo inferior a 150 ms. 
2. Jitter inferior a 100 ms 
3. Pérdida de paquetes inferior al 1% 
4. Disponibilidad del ancho de banda necesario para soportar el número máximo de 
canales de voz simultáneos.  
 
Para que estos parámetros lleguen a cumplirse se tienen que realizar las siguientes 
tareas: 
 
1. Evaluar la media de utilización del BW por cada link WAN conjuntamente con los 
picos de uso para obtener el BW disponible. 
                                               
3 Los usuarios con este perfil solo podrán realizar llamadas a otras extensiones del mismo u otro 
centro de la planta. 
4 Las llamadas a móviles no están incluidas dentro de este perfil. 
 




2. Evaluación del BW requerido para VoIP calculando el número de comunicaciones 
simultaneas máximas entre sedes. Este cálculo se realiza en el punto 5.3.2. 
3. Comparación del BW disponible con el BW requerido para VoIP ya que los links 
WAN deben ser capaces de soportar el tráfico de datos existente además del 
tráfico VoIP. Se recomienda que, el BW total estimado para voz y datos, no 
supere el 80% del BW disponible en los link WAN. Este margen se reserva para 
necesidades como información de routing…etc 
4. Aplicar el mecanismo de CAC (Call Admission Control) en los equipos de voz para 
limitar el número de llamadas entre sedes. En caso de no implementar este 
mecanismo de control, y se diera la circunstancia de que el BW esté saturado, se 
irían introduciendo nuevas comunicaciones sin restricción y ello conllevaría  una 
degradación, no solo de las nuevas comunicaciones sino de las que ya estaban 
establecidas previamente. 
5. Implementación de QoS (Quality of service) en los equipos WAN. Se recomienda 
marcar el campo DSCP de la cabecera Ipv4 del tráfico de voz, con el valor 46. 
6.  El proveedor de servicios (ISP-Internet service provider), debe garantizar el 
cumplimiento de ese QoS. 
 
Estas tareas, a excepción de la número 2 y 4, deberán ser llevadas a cabo por el 
departamento de redes y sistemas del cliente y su proveedor de servicios. 
 
 
En lo relativo al estado actual de la red WAN, cabe destacar que coexisten tres redes de 
tres operadores distintos, estando compuesta cada una de las redes por diferentes 










Figura 4-3: Esquema de red WAN 
 
A continuación pasamos a describir con detalle los enlaces WAN a los que se hace 
referencia en la figura 4.3: 
 
 Red de backbone: 
 
• Se compone de enlaces de fibra óptica del operador Colt, entre los centros 
principales de la red de datos. 
• Adicionalmente se dispone de un enlace SDSL de Colt en el centro SAU (Servicio 
atención al cliente. 
 
 Red MPLS del operador Telefónica, con las siguientes características: 
 
 




• Se dispone de  dos accesos de 100/50Mb entre los dos CPDs y la central de 
Telefónica en Barcelona para dar acceso a la red MPLS. 
• Se dispone de un acceso Macrolan de 2M a uno de los centros de Barcelona, 
donde se ubica el SAU (Servicio de atención al usuario), para conexión con el 
sistema de comunicaciones de SSCC. 
• Se disponen de 118 accesos ADSL con velocidades que oscilan de los 1 a los 8 
Mbps para prestar servicio a 118 centros. 
 
 Red FR de BT: 
 
• Conecta dos nodos que el operador BT dispone en Barcelona, con accesos de 
1Gbps, a los CPDs corporativos. 
• Proporciona accesos ADSL / FR y ADSL2+ a 51 centros. 
 
 
En la siguiente imagen, se muestra una tabla resumen de las diferentes tipologías de 
enlaces WAN que hemos listado anteriormente. En ella se especifica, entre otros datos, 
el tipo de operador y número de accesos contratados por cada uno de los centros. Es 
importante resaltar el dato del caudal de cada una de las líneas, ya que será importante a 
la hora de tener en cuenta el BW disponible y necesario a reservar para la tramitación de 
las llamadas de VoIP. Por otra parte, también tenemos que ser conscientes de la 
variación del tamaño de las cabeceras de la trama en función de la tecnología utilizada 








SSCC Colt Fibra Óptica 1Gb 1 
CPD1 Colt/Telefónica/BT Macrolan / Fibra Óptica 100M/50M - 2x1Gb/1Gb 1 
CPD2 Colt/Telefónica/BT Macrolan / Fibra Óptica 100M/50M - 3x1Gb/1Gb 1 
TIC TLF Telefónica MPLS 100M/50M 1 
HOSPITAL MADRID Telefónica ADSL IP fija 4Mb 1 
HOSPITAL BARCELONA Colt Fibra Óptica 1Gb 1 
  
 







BT Interlan Dual (ADSL+FR) 8M/640 1 
Colt Fibra Óptica 1Gb 1 




BT 2xADSL2+ 8M/640 2 
Interlan Dual (ADSL+FR) 2M/300 5 
Colt Fibra Óptica 1Gb 3 
Telefónica Interlan Dual (ADSL+FR) 8M/640 1 




BT 2xADSL2+ 2M/300 - 8M/640 26 
Interlan Dual (ADSL+FR) 1M/300 - 4M/512 3 
Colt SDSL  2M/2M 1 
Telefónica Macrolan 2M 1 
Interlan Dual (ADSL+FR) 1M/300 86 
TOTAL ACCESOS CENTROS PEQUEÑOS 117 
ACCESOS CENTROS MUY 
PEQUEÑOS(<10 
USUARIOS) 
BT 2xADSL2+ 2M/300 - 8M/640 11 
Interlan Dual (ADSL+FR) 2M/300 - 8M/640 3 
Telefónica Interlan Dual (ADSL+FR) 1M/300 - 4M/512 31 
TOTAL ACCESOS CENTROS MUY PEQUEÑOS 45 
TOTAL ACCESOS 181 
 
Figura 4-4: Resumen enlaces WAN 
 
4.3.2 Servicios de comunicaciones de datos LAN. Requisitos y estado 
actual. 
En el análisis de la estructura LAN, se ha tenido en cuenta, tanto las características del 
cableado como de los equipos de conmutación de la capa 2 (switches). 
 
4.3.2.1 Cableado y armarios repartidores LAN 
Para una correcta implantación del servicio de VoIP, la infraestructura LAN de las 
distintas sedes debería estar dotada de cableado estructurado, certificado y debidamente 
etiquetado, de categoría 5E o superior. Eso supone que todos los puntos de red de la 
oficina deben estar conectados contra un (o varios) armario(s) repartidores con patch-
panel, estar debidamente probados y certificados, y que cuenten con el etiquetado 
correspondiente para facilitar su localización. En el caso de que el edificio conste de 
 




diferentes armarios repartidores por la distribución en plantas o bien porque la distancia 
entre el punto de red y el armario repartidor exceda los 100 metros, será necesario contar 
con cableado adicional de fibra o cobre para la interconexión en árbol de dichos 
repartidores. 
Por otro lado, cada puesto de usuario, debería contar como mínimo con un punto de 
cableado estructurado. No es necesario disponer de 2 puntos de red por usuario, puesto 
que los teléfonos IP permiten compartir la conexión con el PC del usuario.  
 
Una vez realizada la  auditoría en las diferentes sedes del cliente, se ha comprobado que 
se cumplen los requisitos mencionados anteriormente. Todas las sedes están dotadas de 
cableado estructurado, certificado e identificado y del tipo categoría 5E, el cual soporta 
hasta 100Mbits/seg. Ninguno de los puntos finales de usuario supera una distancia de 
100 metros y en alguno de los casos que se ha precisado (uniones entre armarios), la 
conexión se ha realizado mediante fibra óptica. 
En cuanto al dimensionamiento de los puntos de red, en general, se dispone de tres 
puntos de red por puesto de trabajo. En nuestro caso, a petición de cliente (punto 4.2 
Requerimientos) por cuestiones de estética, facilidad a nivel de mantenimiento y ahorro 
económicos, solo utilizaremos uno de los puntos, realizando la conexión del PC a través 
del microswitch integrado en el teléfono. De este modo, el impacto a nivel del número de 
puertos necesarios en los switches será mínimo. En la siguiente ilustración se muestra el 
esquema de conexionado al que hacemos referencia. 
 
Figura 4-5: Conexionado del PC a través del switch del teléfono IP de Alcatel 
 






4.3.2.2 Equipos de conmutación (Switches) 
Para garantizar la calidad de la voz en telefonía IP, es necesario separar en un dominio 
de broadcast independiente el tráfico de VoIP. Eso quiere decir que en cada sede, debe 
crearse una red IP (o segmento de red IP) segregado y direccionamiento IP distinto para 
la VoIP. Eso puede hacerse utilizando conmutadores (switches) independientes para 
cada red (voz y datos); o bien utilizando switches que soporten VLAN (Virtual LAN). En 
nuestro caso, la primera opción está descartada; ya que, como se ha comentado en el 
apartado anterior, uno de los requisitos era que el PC y el teléfono utilicen el mismo punto 
de conexión de red. Para poder entender mejor esta premisa, vamos a definir el concepto 
VLAN y realizaremos unos ejemplos donde se ven los beneficios y necesidades de 
aplicar esta tecnología en un entorno de red donde transite tráfico de VoIP. 
 
Podemos definir una VLAN como una agrupación lógica de equipos o usuarios dentro de 
una red LAN. Las redes de área local se basan en un principio de broadcast, es decir, 
cualquier información de tipo broadcast  transmitida por un equipo conectado a una LAN 
es recibida por el resto de equipos conectados a esa LAN. Cuando el número de equipos 
conectados a la misma LAN es muy elevado, hay un elevado riesgo de saturación. 
Cuando definimos dentro de una LAN una o varias VLAN estamos acotando este 
problema ya que una VLAN representa un dominio de broadcast y por lo tanto, el tráfico 
del tipo broadcast que genere un equipo que pertenece a una VLAN solo será transmitido 
al resto de equipos que formen parte de la misma VLAN y no al resto. En los siguientes 
ejemplos gráficos se representa con claridad el comportamiento descrito anteriormente: 
 
En la figura 4.6 podemos ver el comportamiento de una LAN. El PC C genera una trama 
de tipo broadcast. El switch 1, al recibir esta trama, propaga la misma al resto de equipos 









Figura 4-6: Principio de funcionamiento de una LAN 
 
Para evitar lo anteriormente descrito, es muy común la creación de grupos lógicos dentro 
de una LAN mediante el uso de VLAN. En el siguiente ejemplo, hemos configurado dos 
VLAN dentro de la LAN del ejemplo anterior. Por un lado, se ha creado la VLAN 10, 
formada por los puertos de los PC A y C. Por otro lado, se ha generado la VLAN 20 con 
los puertos del switch 1 donde están conectados los PC B y D. A diferencia del ejemplo 
anterior, cuando  el PC C genera una trama de tipo broadcast y es recibida por el switch 
1, éste solo propaga dicha trama a través de los puertos que pertenecen a la misma 
VLAN del emisor de la trama. 
 





Figura 4-7: Funcionamiento de VLAN 
 
Con estos ejemplos, acabamos de ver algunos de los beneficios del uso de esta 
tecnología como la reducción del tráfico broadcast, muy común en redes LAN, y un 
aumento en la seguridad puesto que las VLAN son independientes unas de otras y solo 
puede haber comunicación entre ellas haciendo routing, es decir, necesitamos un equipo 
de nivel 3 ( router o switch de capa 3) para comunicar dos terminales que pertenezcan a 
distintas VLAN. Otro de los beneficios, en este caso ligado estrechamente al uso de VoIP, 
pero aplicable al mismo tiempo a otros efectos, lo vimos en el capítulo 2.1.4 cuando 
hicimos referencia a la necesidad de priorizar el tráfico de voz y vimos que esta 
priorización a nivel LAN se realizaba mediante el estándar 802.1Q. Si recordamos la 
figura 2.4 donde se mostraban los campos que formaban la cabecera 802.1Q, veremos 
que conjuntamente a la prioridad 802.1p se define la VLAN ID. Estos dos campos van 
estrechamente ligados ya que la manera de diferenciar la categorización de un tráfico a 
nivel LAN viene dada por la VLAN a la que pertenece el equipo que genera dicho tráfico. 
 
 




En la siguiente figura se muestran con detalle los equipos de conmutación instalados en 
la actualidad en la planta del cliente. 
 
FABRICANTE MODELO SWITCH POE PUERTOS UNIDADES 
3 COM BASELINE 2924-PWR PLUS SI 24 193 
 
Figura 4-8: Detalle de los conmutadores de red instalados en planta 
 
El modelo de switch que tiene instalado el cliente soporta los estándar 802.1Q y 802.3af5. 
A día de hoy ya hay definidas diferentes VLAN según las necesidades de cada centro.  
Según hemos indicado en los requisitos, será necesaria la definición de una nueva VLAN 
en cada centro por parte de los administradores de red para asignarla a los equipos de 
voz. 
La conexión de los PC de los usuarios a la red LAN se realizará a través del microswitch 
integrado en el teléfono IP (Figura 4.5), ello implica que el puerto de red del conmutador 
del cliente, al que conectemos la salida del microswitch del teléfono IP, no solo deberá 
tramitar el tráfico de voz sino también el de datos. El tráfico de voz que genere el teléfono 
será etiquetado por el propio terminal con la cabecera 802.1Q indicando una prioridad 
802.1p con un valor a definir y etiquetando el tráfico como perteneciente a la VLAN de 
voz (Ver figura 2.4). El tráfico que genere el PC del usuario, será entregado por el 
microswitch del teléfono al switch de la sede sin la cabecera 802.1Q por el mismo puerto 
que envía el tráfico de voz. El switch de la sede deberá catalogar ese tráfico como 
perteneciente a la VLAN nativa de datos con la prioridad que el administrador de red 
requiera, pero siempre inferior a la del tráfico de voz. 
En la siguiente figura se describe el esquema de conexionado y el comportamiento del 
microswitch del teléfono ante el tráfico generado por el PC y el teléfono. 
                                               
5 La alimentación a través de Ethernet (Power over Ethernet, POE), está regulada en la norma 
IEEE 802.3af. Es una tecnología que permite que la alimentación eléctrica se suministre  a  un 
dispositivo de red a través del mismo cable que se utiliza para la conexión de red. 
 






Figura 4-9: Tramitación del tráfico de voz y datos por el microswitch del terminal 
4.4 Situación de partida de la red de voz  
El objetivo de este punto es exponer la situación inicial de la red de voz y de todos 
aquellos parámetros que puedan afectar en el diseño de la nueva red. Para ello, se ha 
tenido en cuenta la topología actual de la red de voz, el tráfico que actualmente está 
cursando el cliente y la distribución de los accesos a la red del operador.  
4.4.1 Topología inicial de la red de voz  
En la actualidad, la red de voz de voz de la organización, está constituida por diferentes 
centrales telefónicas, ubicadas en cada uno de los centros que componen la empresa. 
Cada una de estas centrales, presta servicio a teléfonos analógicos o digitales. En 
algunos de los casos, también se encuentran conectados faxes analógicos a estos 
equipos de conmutación privados.  
Las comunicaciones de voz entre los centros se realizan a través del operador mediante 
líneas públicas, ya que las centrales son totalmente independientes entre sí, salvo en 
unos casos muy puntuales como se detalla en la figura 4.10. 
 




En algunos casos, en varios de los centros clasificados como muy pequeños (< 10 
usuarios), nos encontramos teléfonos conectados directamente a líneas analógicas 
públicas que no dependen de ningún sistema de conmutación privado. 
En cuanto al cableado de la red de voz, cabe destacar que es un cableado totalmente 
independiente del cableado de la red de datos. Cada par de cobre da servicio a un 
terminal. Obviamente, el hecho de mantener dos infraestructuras de cableado 
independientes en cada uno de los centros supone un coste extra. 






Figura 4-10: Topología de la red de voz inicial 
 
Como podemos apreciar, en la actualidad, la red de voz actual es totalmente 
heterogénea, compuesta básicamente por dos fabricantes (Neris y Alcatel). La mayoría 
 




de los equipos que componen la red son del fabricante Neris, con un total de 164 equipos 
de diferentes modelos como se detalla en la figura 4.11. 
Los sistemas OXE del fabricante Alcatel-Lucent, ubicados en el hospital de Barcelona y 
en la oficina de SSCC, soportan telefonía IP. En la actualidad, el equipo OXE ubicado en 
SSCC, da servicio a los terminales analógicos y digitales de  cuatro de los centros 
ubicados en Barcelona mediante los equipos MG IP, que se encuentran en las redes 
locales de cada una de las oficinas a las que prestan servicio. Estas cinco delegaciones 
son las únicas que, a día de hoy, pueden llamarse entre sí a nivel local mediante VoIP, si 
bien dependen del mismo Call Server.   
En el centro clasificado como centro grande, se dispone del equipo Alcatel 4400. Este 
equipo, que no soporta telefonía sobre IP actualmente, puede llegar a ser reutilizado 
realizando una migración al sistema OXE; para ello, habría que realizar un upgrade de 
versión  y la instalación de un hardware adicional.  
 
En la siguiente figura se detalla el listado de las centrales telefónicas que a día de hoy 
dan servicio en los diferentes centros. 
 














TOTAL   171 
 
Figura 4-11: Listado de los equipos de conmutación privados actuales 
 





4.4.2  Teoría del tráfico y dimensionado de canales. Estado actual de 
la planta 
Un factor muy importante, en el diseño de sistemas telefónicos, es la ingeniería del 
tráfico. Ésta juega un papel muy importante ya que busca la solución óptima, en cuanto a 
costo y eficiencia, en el diseño. 
En este estudio, se determina uno de los cálculos más importantes a la hora de definir 
cualquier sistema telefónico, el cálculo del número de canales que deberán ofrecerse al 
abonado para poder hacer frente en cualquier momento y de manera satisfactoria a todo 
requerimiento de comunicación. Para poder llevar a cabo este cálculo, resulta necesario 
tener cierta idea de su uso; es decir, cuanta gente deseará hablar inmediatamente sobre 
esa ruta. Por otro lado, dos criterios prevalecen en el dimensionado de estas vías: 
 
1. El costo del equipamiento total 
2. El grado de eficiencia o rendimiento del equipo instalado 
 
Este apartado tiene como  objetivo, no solo exponer el dimensionado actual de canales 
de toda la planta, sino también dar a conocer los conceptos básicos de la ingeniería del 
tráfico como lo son las unidades, parámetros y términos para así lograr una mejor 
comprensión del tema. 
 
4.4.2.1 Introducción. Definición de conceptos 
Podemos definir la intensidad de tráfico como el promedio de llamadas realizadas 
simultáneamente durante un periodo particular de tiempo La intensidad de tráfico está 
medida en Erlangs, donde 1 Erlang es un circuito en uso por hora, llamado así después 
de que el matemático A.K. Erlang fundase la teoría del tráfico en telefonía.  
Para obtener el tráfico en Erlangs se utiliza una fórmula que se basa principalmente en 
dos parámetros. Por un lado, el parámetro ACHT (Average Call Holding Time), el cual 
es el promedio de duración de cada llamada y regularmente se encuentra entre los 120 y 
180 segundos. Por otro lado, también es necesario conocer el número total de llamadas 
que pueden ser procesadas por un tráfico determinado. 
 





𝑇𝑟á𝑓𝑖𝑐𝑜 (𝐸𝑟𝑙𝑎𝑛𝑔) = Número de llamadas x ACHT(seg)3600  
 
A modo de ejemplo:  
 
Si un grupo de usuarios origina 230 comunicaciones  en una hora, con una duración 
media de sus comunicaciones de 180 segundos, aplicando la formula anterior: 
 
𝑇𝑟á𝑓𝑖𝑐𝑜 (𝐸𝑟𝑙𝑎𝑛𝑔) = 230 x 1803600 = 11,5 Erlangs 
 
De la fórmula anterior se aprecia que el resultado dependerá de la hora que es tomada 
como referencia para realizar el estudio. Obviamente, no existe el mismo grado de 
ocupación de canales en plena hora de funcionamiento de un negocio que por ejemplo a 
las 23 horas de la noche. Es por ello, que para dimensionar una ruta, es importante 
conocer la intensidad del tráfico en la hora de alta ocupación, conocida como Busy Hour 
(BH). En la siguiente figura, se aprecia un ejemplo de flujo de tráfico en una empresa en 
un día aleatorio. Como podemos ver, existe una clara diferencia de la intensidad del 
tráfico en función de la hora. Por otro lado, claramente identificamos la BH entre las 10 y 









Figura 4-12: Gráfico de intensidad del tráfico en un día laboral  
 
Otro concepto que debe ser tomado en cuenta a la hora de dimensionar el número de 
canales de una ruta es el Grado de servicio, GOS por sus siglas en inglés “Grade of 
Service”. Podemos definir el GOS como la probabilidad de que una llamada falle. Un 
sistema de comunicación con todos los canales ocupados rechazará, debido a la 
congestión, a cualquier llamada adicional a las anteriores, es por ello que existirán 
llamadas perdidas en el proceso de transmisión. 
 El rango del GOS varía de 0 hasta 1; siendo 0 un grado de servicio ideal en el que todas 
las llamadas tendrán siempre un canal libre disponible. De manera inversamente 
proporcional, un sistema con un  GOS igual a 1 tendrá siempre todos los canales 
ocupados y por lo tanto no se obtendrá ningún servicio. Generalmente, se toman valores 
de GOS iguales a 0,01 ó 0,02 para sistemas de comunicaciones telefónica.    
Cuando dimensionamos una ruta, deseamos encontrar el número de circuitos que 
servirán esa ruta. Tenemos a nuestra disposición varias fórmulas para determinar el 
número de circuitos basados en la carga del tráfico en la Busy Hour. Actualmente, la 
fórmula más utilizada es la Erlang B. Esta fórmula se basa en tres factores que ya hemos 
explicado previamente: el grado de servicio, el número de canales disponibles y el tráfico 
ofrecido.  
𝐸𝑏 = 𝐴𝑛 𝑛!�1 + 𝐴 − 𝐴2 2!� + 𝐴𝑛 𝑛!�  
donde 
  n= nº de canales disponibles 
  A= tráfico ofrecido 
  Eb= grado de servicio 
   
La fórmula Erlang B es útil cuando se quiere encontrar el número de canales necesarios 
para soportar un tráfico ofrecido A con una probabilidad de bloqueo E. Como se puede 
apreciar, la fórmula tiene un elevado grado de complejidad; a pesar de eso, podemos 
encontrar fácilmente en internet calculadoras que facilitan ostensiblemente este cálculo. 
 
 





Figura 4-13: Calculadora Erlang B 
 
En la anterior figura se aprecia cómo, a modo de ejemplo, se ha realizado el cálculo del 
número de canales que nos harían falta para soportar un tráfico de 0,5 Erlangs con un 
GoS igual a 0,01. 
Esta será la formula que utilizaremos para dimensionar el número óptimo de canales de 
las diferentes rutas en el capítulo 5.3. 
4.4.2.2 Tráfico y enlaces de la planta actual  
Para poder realizar el dimensionado de canales de las diferentes rutas que formarán la 
nueva red de voz, es necesario tener una idea aproximada del tráfico actual. Con este fin, 
el cliente, tras estudiar los informes de tarificación que le ha proporcionado su operador, 
nos facilita los datos necesarios para poder tener un perfil del tráfico.  
En la siguiente tabla se detalla el tráfico en función del tipo de centro según la 
clasificación funcional que realizamos en la figura 4.1: 
 









SSCC 35% 20% 15% 30% 
Hospitales 33% 22% 12% 33% 
Centro asistencial 31% 18% 21% 30% 
Oficinas 30% 14% 23% 33% 
Otros centros (formación…) 32% 14% 19% 35% 
 
Figura 4-14: Resumen del tráfico de los diferentes centros según funcionalidad 
                                               
6 Este flujo de tráfico corresponde a las llamadas entre los distintos centros que componen la 
compañía. Actualmente este tráfico es procesado a través de la red pública conmutada mediante 
el operador telefónico. 
7 Tráfico de las llamadas entre usuarios de un mismo centro. 
 




Según se puede apreciar en la tabla anterior, el porcentaje del tráfico de la red móvil 
sigue siendo a día de hoy bastante inferior al de la red fija. Este dato no debe 
sorprendernos puesto que a la hora de estimar el tráfico de un centro se tiene en cuenta 
tanto el tráfico saliente como el entrante y en el caso del cliente que nos ocupa, 
prácticamente la totalidad del tráfico entrante se cursa a través de los accesos de la red 
fija, puesto que es la numeración fija la que está publicitada tanto en las tarjetas como en 
la propia web del cliente.  
Al margen de esta información, el cliente también nos reporta que en los últimos años se 
ha apreciado un incremento progresivo en el volumen del tráfico que corresponde a la red 
de móviles.  
En cuanto a los accesos a la red conmutada telefónica del operador, actualmente los 
diferentes centros cuentan con tres tipos distintos de accesos públicos: 
 
 Enlace Primario E1: En contratación estándar ofrece 30 canales de voz digitales 
simultáneos (conocidos como canales B) y 2 canales adicionales dedicados 
exclusivamente para la señalización de la llamada (canales D). Este tipo de acceso 
ofrece un enlace de 2048 Kbps (64x32). 
 Enlace Básico T0: Ofrece 2 canales de voz digitales simultáneos y un canal para la 
señalización de las llamadas (2B + 1D). 
 Enlace RTB: Línea analógica estándar que ofrece un único canal de voz simultáneo. 
 
La siguiente tabla muestra el total de los accesos del operador y su distribución en los 
centros, clasificados según funcionalidad, para tramitar el tráfico de llamadas con destino 













SSCC 1 192 2   6 
Hospitales 3 860 7   4 
Centro asistencial 158 2717 2 411 36 
Oficinas 14 304 4 20 4 
Otros centros  3 138   35   
Total 179 4211 15 466 50 
 
Figura 4-15: Resumen de la distribución de los accesos al operador público 
 




5 Descripción de la solución técnica propuesta  
La solución técnica propuesta para el diseño de la red de voz, se basa en la creación de 
una red Alcatel-Lucent OXE en versión 9.1 (última versión disponible en el mercado en el 
momento de la realización del diseño de la red). 
La red estará compuesta por tres nodos o Call Servers, unidos entre sí a través de la 
actual red de datos. La conexión entre los tres nodos se realizará mediante el protocolo 
ABC-F para; de este modo, obtener un mayor número de facilidades telefónicas y una 
mejor gestión de la plataforma.  
Todos los centros que componen la planta, se distribuirán en dos de los tres Call Servers; 
los cuales, prestarán el servicio telefónico a los mismos mediante Media Gateways y 
teléfonos IP. Los Media Gateways permitirán la conexión a la planta de los faxes 
analógicos y los enlaces públicos que actualmente se encuentran en cada uno de los 
centros. El tercer Call Server prestará servicio exclusivamente al Hospital de Barcelona, 
como solicitó el cliente en el pliego de requerimientos. 
Para la gestión, mantenimiento y tarificación de la plataforma, se  va a instalar un servidor 
Omnivista 4760 en las dependencias del CPD2. 
En este capítulo se detalla el diseño de la red dividiendo el mismo en lo que sería el core 
o núcleo de la plataforma y por otro lado los centros remotos. Por último se analizará, el 
dimensionamiento, tanto de los canales de VoIP como los canales que dan acceso a la 
red del operador y la implementación de los servicios telefónicos. 
5.1 Diseño de la red ABC  y core del sistema 
La decisión de emplear tres nodos para dar servicio a todas las sedes viene dada por dos 
premisas: por un lado, es requerimiento del cliente el hecho de que el Hospital de 
Barcelona tenga un Call Server dedicado; por otro lado, la versión 9.1 de la plataforma 
tiene un límite de 200 Media Gateways a ser monitorizados por un único Call Server. 
Teniendo en cuenta que como mínimo en cada sede existirá un Media Gateway, a lo que 
debemos sumar los Media Gateways  de la zona de core, tenemos de partida más de 180 
Media Gateways, necesitamos dos Call Servers además del dedicado al Hospital de 
Barcelona ya que no es aconsejable diseñar una red que parta de un inicio con una 
 




limitación de crecimiento. El hecho de disponer de dos Call Servers para distribuir los 
centros, supondrá un elevado margen de crecimiento para el cliente.  
Como se pudo observar en la figura 4.10, tanto el Hospital de Barcelona como SSCC ya 
disponen del sistema OXE en la actualidad. En cuanto al equipo 4400 de uno de los 
centros de atención de Barcelona, que podía ser reutilizado; tras analizar el coste 
económico que supondría la migración del software y el nuevo hardware para que éste 
pudiera soportar VoIP; se ha llegado a la conclusión que resulta más económico la 
adquisición de un nuevo nodo que la reutilización de éste. Es por ello, que para la 
implementación de la red, tras adaptar los dos sistemas de SSCC y Hospital de 
Barcelona a la nueva plataforma VoIP, únicamente tendremos que adquirir un nuevo Call 
Server. En cuanto a la ubicación de los nodos, el del Hospital de Barcelona seguirá 
ubicándose en las dependencias del Hospital mientras que los otros dos nodos pasarán a 
hospedarse en los CPD 1 y 2 respectivamente, ya que ambos emplazamientos disponen, 
no solo de unos accesos a la red con un amplio ancho de banda, sino con una serie de 
mediadas de respaldo, en lo que a la red de datos se refiere, que permitirá dar un alto 
nivel de redundancia al servicio telefónico. 
La conexión entre los tres nodos se realizará mediante el protocolo propietario de Alcatel-
Lucent ABC-F a través de la red IP. Dado que el número de nodos que componen la red 
no es muy amplio, se ha optado por una topología en forma de malla, donde todos los 
nodos tienen conexión directa con el resto de los nodos que forman la red. De este modo, 
conseguimos que si una de las conexiones falla, siempre habrá otra ruta alternativa para 
llegar al destino. 
 
 






Figura 5-1: Topología de la red ABC de la plataforma 
 
Dentro de la misma sede donde se ubicarán los Call Servers, se instalarán los Media 
Gateways8 que controlarán el hardware que debe ser utilizado para aquellos servicios 
comunes a todas las sedes. Ejemplos de este tipo de servicios son los recursos de 
Gateway H323 para establecer llamadas ABC o  el hardware necesario para establecer 
enlaces compartidos contra el operador público. Para este tipo de hardware se ha 
decidido utilizar  los ACT Media Gateway debido a dos factores: por un lado, el tipo de 
Media Gateway que se venía utilizando en los  nodos de SSCC y Hospital de Barcelona 
eran del tipo ACT y siempre resultará más económico reutilizar el mismo hardware ya 
que, tanto el chasis como algunas de sus placas, pueden ser reutilizadas. Por otro lado, 
este tipo de hardware nos permite dar una cantidad superior de recursos en un espacio 
más reducido que el OmniPCX Media Gateway y dado que el objetivo de estos Media 
Gateways es ofrecer recursos para todas las sedes del nodo, es de esperar que la 
                                               
8 A estos Media Gateways nos referiremos como Media Gateways core de los nodos, ya que 
prestarán servicio a todas las sedes del nodo, mientras que los Media Gateways ubicados en las 
sedes, solo prestarán servicio a la sede a la que pertenecen. 
 




cantidad de recursos que hagan falta de manera simultánea sean de un valor 
considerable. 
5.1.1 Gestión del tráfico de voz de la red pública 
En la descripción de la situación de partida de la red de voz (figura 4.10) se observaba 
que cada sede disponía de sus propios enlaces para acceder a la red del operador.  
Dichos enlaces tienen asociada una numeración pública, que bajo petición de cliente, se 
debe respetar y mantener para que todo el tráfico entrante a la planta se mantenga 
cursado a través de los enlaces locales de los centros. Por dicho motivo y para evitar un 
impacto mayor en la migración a la nueva plataforma de las sedes, en consenso con el 
cliente, se ha decidido mantener todos los enlaces ubicados en los centros. 
A nivel del tráfico público saliente, debemos diferenciar las llamadas destinadas a la red 
de móviles y a la red fija: 
 
 Red móviles: Tras analizar el requerimiento del cliente solicitando una solución para 
abaratar el coste de este tipo de llamadas, se ha decidido proponer la contratación de 
unos circuitos primarios E1 directamente con el operador de móviles, obteniendo de 
este modo un abaratamiento en los costes de este tipo de llamadas. Estos circuitos 
conformarán la ruta principal para todas las llamadas salientes con destino la red 
pública de móviles  de todos los centros. Al ser un recurso común a todos los centros 
que pertenecen a un nodo, estos enlaces se conectarán a la plataforma a través de 
los ACT Media Gateways core, ubicados en las dependencias del Call Server. Como 
rutas de respaldo, siempre que la ruta principal de un nodo esté saturada o averiada, 
las llamadas serán enrutadas por los primarios E1 del operador de móviles de los 
otros nodos y en tercera instancia por las líneas locales de la red de fijos del propio 
centro. 
 
 Red fijos: La primera ruta de salida para las llamadas con destino a la red de fijos 
será la de los propios enlaces de la sede. Por otro lado, para  atender la petición del 
cliente solicitando una ruta alternativa redundante, para qué en caso de avería de 
ésta ruta se pueda seguir tramitando el tráfico saliente, se ha decidido la contratación 
de circuitos primarios E1 para dar una ruta alternativa de acceso a la red pública 
conmutada. Dichos circuitos, que solo serán utilizados en caso de avería o congestión 
de los enlaces locales de la sede, también se conectarán a la plataforma a través de 
 




los  ACT Media Gateways ubicados en las dependencias del Call Server puesto que 
darán servicio de manera simultánea a todos los centros que componen la plataforma. 
Únicamente se dotará de este respaldo a los nodos del CPD1 y CPD2, el nodo del 
Hospital de Barcelona hará uso de estos accesos, en caso de avería o congestión de 
sus accesos locales, a través de las respectivas uniones ABC-F. 
5.1.2 Soluciones de contingencia del core del sistema 
Uno de los requisitos en los que más énfasis ha puesto el cliente para su cumplimiento, 
es el referente a la alta disponibilidad del servicio telefónico. Para conseguir este objetivo, 
se han llevado a cabo dos acciones a nivel del core de la red: 
 
  Se ha dotado a los tres nodos con el servicio de redundancia del Call Server, de 
modo que cada Call Server constará de dos servidores que pueden asumir el role de 
principal en caso de avería o fallo del otro. En el caso del nodo del Hospital de 
Barcelona, dado que todos los Media Gateways y teléfonos IP, a los que prestará 
servicio, estarán en la misma LAN; los dos Call servers (principal y secundario) 
estarán conectados en la misma LAN que todos estos dispositivos. El caso de los 
nodos de CPD1 y CPD2 será distinto puesto que van a dar servicio a sedes dispersas 
en todo el ámbito geográfico y cada sede estará constituida por una LAN. Para 
aumentar la seguridad en este escenario, a los Call Servers de estos dos nodos, se 
les va a dotar de redundancia espacial. De este modo, el Call Server principal del 
CPD1 estará ubicado en el CPD1, mientras que el Call Server secundario del CPD1 
se ubicará en el CPD2. Mismo caso a la inversa para los Call Servers del CPD2. De 
este modo conseguimos, que en caso tanto de una avería del Call Server principal, 
como de una avería en la red datos que provoque el aislamiento de la red del CPD1 o 
del CPD2 del resto de la red, uno de los servidores (principal o secundario) siempre 
será accesible para el resto de dispositivos de las sedes. 
El ejemplo la figura 5.2, muestra el escenario del nodo del CPD1. El Media Gateway y 
los terminales ip de una sede remota, a la que el nodo del CPD1 está prestando 
servicio, están señalizando con el Call Server principal ubicado en el CPD1. En el 
momento en que se produce una avería que provoca la pérdida del link de la red del 
CPD1 con el resto de la red IP, tanto los terminales ip como el Media Gateway, 
pierden la visibilidad con el Call Server principal y pasan a mantener  un dialogo de 
señalización con el Call Server secundario que está ubicado en la LAN del CPD2. 
 




Esta conmutación automática de Call Server consigue que los usuarios de la sede 







Figura 5-2: Redundancia espacial de Call Servers 
 
 La tarjeta controladora de los ACT Media Gateway (INTIPB) se duplicará dentro del 
Media Gateway para que en caso de avería o fallo de la primera, la segunda INTIPB 
puede asumir el control del Media Gateway sin afectar al servicio telefónico. 
 
 






Figura 5-3: Redundancia controladora ACT core 
 
5.1.3 Distribución de los centros dentro de la red ABC 
La distribución de los centros dentro de los nodos que componen la red ABC, es un factor 
importante ya que de ello dependerá el número de usuarios a los que debe dar servicio el 
Call Server y el dimensionamiento de los diferentes recursos y enlaces. 
Dado que el nodo del Hospital de Barcelona estará dedicado exclusivamente a los 
usuarios del Hospital, realizaremos la distribución de los 178 centros restantes entre los 
nodos de CPD1 y CPD2 respectivamente. 
La distribución propuesta es la siguiente: 
 
NODO CENTROS ASIGNADOS USUARIOS TOTAL USARIOS/NODO 
HOSPITAL BARCELONA HOSPITAL BARCELONA 411 411 
CPD1 O SSCC 
SERVICIOS CENTRALES (SSCC) 192 
1373 
HOSPITAL DE MADRID 339 
HOSPITAL DE SEVILLA 110 
CENTRO GRANDE 127 
11 CENTROS MEDIANOS 605 
CPD2 
117 CENTROS PEQUEÑOS 2169 
2427 
46 CENTROS MUY PEQUEÑOS 258 
 
Figura 5-4: Distribución de los centros en la red 
INTIPB STBY INTIPB MAIN 
 





El objetivo de la propuesta es ubicar todos los centros pequeños y muy pequeños (2-40 
usuarios) en un nodo, mientras que aquellos centros con más usuarios (centros 
medianos, grandes y resto de hospitales) se ubican en el otro nodo. Esta distribución no 
solo permite facilitar la migración de los centros a la nueva plataforma de VoIP de una 
manera escalonada y con una afectación menor al usuario final; sino que también 
permitirá facilitar las tareas de mantenimiento de la nueva plataforma. 
En la siguiente figura podemos ver el diseño de la topología final para la plataforma de 








Figura 5-5: Topología final red VoIP 
 
 




5.1.4 Diseño del nodo del Hospital de Barcelona 
En la introducción del capítulo, hemos comentado que se va a proceder a la reutilización 
del sistema voz OXE que ya en la actualidad presta servicio al hospital de Barcelona.  
Para poder adaptar el sistema actual a la nueva plataforma de VoIP, se deberán llevar a 
cabo una serie de tareas: 
 
 Realizar un upgrade de la aplicación telefónica actual, que se encuentra en versión 
8.0, a la versión 9.1.  
 
 Añadir un segundo Call Server para  disponer del servicio de redundancia.  
 
 Adaptar el hardware del ACT Media Gateway con capacidad para 28 placas, que 
actualmente da servicio a los enlaces públicos y a las extensiones digitales y 
analógicas de los usuarios, para disponer de los recursos necesarios de codificación 




Figura 5-6: ACT Media Gateway Nodo Hospital Barcelona 
 
La figura 5.6 representa el ACT Media Gateway, ya readaptado, del nodo del Hospital de 
Barcelona. Se han retirado todas aquellas placas que realizaban la interconexión al 
sistema de los teléfonos analógicos y digitales, salvo la placa Z24 que servirá para seguir 
 




dando servicio a los faxes analógicos. También conservaremos la placa INTIPB, que 
ejercía de controladora de todo el ACT realizando las funciones de interfaz con el Call 
Server, además de la placa GPA y las placas PRA2 que permitían la conexión de un 
circuito primario E1 cada una para dar acceso, a los usuarios locales, a la red del 
operador público.  
En amarillo, se aprecian las placas que se han ampliado. Se añade una placa INTIPB 
como respaldo de la que ya existía (ver punto 5.1.2). También se han añadido dos placas 
INTIPA que proporcionarán DSPs para comunicaciones VoIP y realizará la función de 
Gateway H323 para llamadas ABC. Por último, hemos agregado una placa NPRAE-2 
para, como veremos en el punto 5.3.1.1, conectar un nuevo circuito E1 que permitirá la 
conexión a la red del operador móvil. 
5.1.5 Diseño del nodo SSCC o CPD1 
Del mismo modo que el nodo del Hospital de Barcelona, se ha procedido a reutilizar tanto 
el Call Server como el ACT Media Gateway que prestaban servicio a los servicios 
centrales (SSCC) para constituir el nuevo nodo del CPD1. A diferencia del anterior, este 
nodo pasará de prestar servicio a 5 sedes a un total de 15, las más grandes en lo que a 
volumen de usuarios se refiere.  
Las tareas para adaptar este nodo a la nueva plataforma de VoIP son muy similares a las 
del nodo del Hospital: 
 
 Realizar un upgrade de la aplicación telefónica actual, que se encuentra en versión 
8.1, a la versión 9.1.  
 
 Se desplazará el Call Server y el ACT Media Gateway de la ubicación de SSCC al 
CPD1.  
 
 Se añade un segundo Call Server en las dependencias del CPD2 para poder disponer 
del servicio de redundancia espacial (ver figura 5.2) 
 
 Adaptar el hardware del ACT Media Gateway con capacidad para 28 placas, que 
actualmente da servicio a los enlaces públicos y a las extensiones digitales y 
analógicas de los usuarios, para disponer de los recursos necesarios de codificación 
 




de voz y los recursos necesarios para la interconexión con el resto de los nodos que 




Figura 5-7: ACT Media Gateway Nodo CPD1 
 
La figura 5.7 nos muestra el ACT Media Gateway del nodo CPD1. Se ha procedido a 
desinstalar todas las placas que realizaban la interconexión al sistema de los teléfonos 
analógicos y digitales, a excepción de la placa Z24 que servirá para seguir dando servicio 
a los faxes analógicos de la sede de SSCC. También conservaremos las dos placas 
INTIPB, que ejercían de controladoras, en modo de alta disponibilidad, de todo el ACT. 
Igual que en el nodo del Hospital, se conserva la placa GPA2 y las dos  placas PRA2 que 
hasta la fecha se encargaban de realizar la conexión de un circuito primario E1 cada una 
para dar acceso a la red del operador público a los usuarios de SSCC.  
En amarillo, se marcan aquellas placas que se han ampliado. Se han añadido cuatro 
placas INTIPA, para proporcionar DSPs para las comunicaciones VoIP y realizar la 
función de Gateway H323 en las llamadas ABC. Por último, se han añadido dos placas 
NPRAE2 que habilitarán la conexión de los circuitos primarios E1 para la conexión al 
operador público de la red de móviles y los circuitos que actuaran de respaldo de los 
accesos locales de cada centro. 
 




5.1.6 Diseño del nodo CPD2 
De los tres nodos que formarán la nueva plataforma, solamente se adquiere como nuevo 
el del CPD2. Por este motivo, no hay ninguna tarea de readaptación del sistema a la 
nueva plataforma, ya que partimos de cero. 
Está previsto que este tercer nodo preste servicio a todos los centros pequeños y muy 
pequeños, un total de 2427 usuarios. 
De la misma manera que el nodo del CPD1, este nodo dispondrá de dos Call Servers en 
modo de redundancia espacial. El servidor principal se ubicará en el CPD2 mientras que 
el secundario en el CPD1.  
La siguiente figura nos muestra el nuevo ACT Media Gateway, con capacidad para 14 
placas, del nodo CPD2. En ella se pueden apreciar todas las placas que ofrecerán los 
servicios comunes a todas las sedes:  
 
 Las dos placas NPRAE2 permitirán la conexión de un total de cuatro enlaces 
primarios E1 para la conexión a la red de móviles y para la conexión de los circuitos 
de backup a la red fija de los centros. 
 
 Las placas INTIPB ejercerán de controladoras, en modo de alta disponibilidad, de 
todo el ACT, realizando las funciones de interfaz con el Call Server. 
 
 Las placas INTIPA prestarán los recursos de codificación de voz y Gateway H323 
para llamadas ABC 
 
 La placa GPA2 prestará los recursos necesarios para la realización de conferencias y 
envío, recepción y envío de tonos multifrecuencia y música en espera. 
 
 






Ilustración 5-8: ACT Media Gateway Nodo CPD2 
5.2 Diseño Centros remotos 
Atendiendo los requisitos del cliente y dadas las características de las sedes remotas, se 
ha optado por desplegar en todas estas sedes Media Gateways del tipo OmniPCX. Los 
Media Gateways serán los encargados de permitir la conexión entre la nueva plataforma 
VoIP y los enlaces públicos del operador y faxes analógicos que se encuentran en dichas 
sedes. 
En cuanto al usuario final, todos dispondrán de un teléfono IP. La asignación del 
direccionamiento ip de los teléfonos se realizará dinámicamente, siendo el Call Server del 
nodo al que pertenezca el terminal, el encargado de realizar dicha asignación mediante el 
servicio DHCP. Para este propósito, cada sede deberá tener una red reservada para los 
terminales de voz. 
Como aconsejan las buenas prácticas de Alcatel-Lucent, vamos a definir un dominio por 
cada uno de los centros. Cada dominio estará compuesto por todo el rango de 
direcciones IP de la red de voz de cada uno de los centros, de esta forma, todos los 
teléfonos IP y media gateways pasarán a pertenecer al dominio de su centro. Esta 
configuración resulta necesaria si queremos diferenciar el tipo de códec que debe aplicar 
en las llamadas cuyo origen y destino son dispositivos del mismo centro y el resto. Es 
evidente que, para las denominadas llamadas extra dominio, el factor del consumo del 
BW es más preocupante que para las llamadas intra dominio. El detalle del tipo de códec 
seleccionado para cada tipo de llamada se especifica en el capítulo 5.3.2. 
 




5.2.1 Soluciones de contingencia para las sedes remotas 
La mayor adversidad, en lo que a la red de telefonía de VoIP se refiere, a la que se puede 
enfrentar cualquier sede es a la pérdida de conectividad con el Call Server. Parte de esta 
situación está cubierta con la instalación de un segundo Call Server, como ya hemos 
visto; pero, ¿qué pasa en el caso que en el que dicha sede queda aislada completamente 
de la red debido a una avería en la línea que le da acceso a la red IP o a una avería en el 
router? Para cubrir este escenario, se va a desplegar un servidor de comunicaciones 
pasivo (PCS) en cada una de las sedes. Como vimos en el punto 3.2.3, con este servicio 
conseguimos extremar la seguridad dado que bajo el escenario descrito anteriormente, el 
PCS asumiría el papel desempeñado por el Call Server dando servicio a los teléfonos ip y 
al Media Gateway de la sede. Obviamente, en las condiciones de esta situación en la que 
no hay conectividad con la sede principal del core, no se podrá tener acceso a los 
recursos compartidos como a los enlaces de la red de móviles. Este sería un mal menor, 
dado que esta circunstancia se cubre con rutas alternativas para tramitar este tráfico 
como pudimos apreciar en el punto 5.1.1. 
5.2.2 Diseño Centros remotos CPD1 
En cuanto a los centros remotos del CPD1, se ha podido mantener los cuatro Media 
Gateways de los centros medianos de Barcelona a los que ya prestaba servicio el CS.  
El resto de las sedes, han sido equipadas con Media Gateways que constan de  las 
placas necesarias para la conexión de los enlaces públicos y faxes que actualmente se 
encuentran en las sedes. 
Seguidamente se detalla el equipamiento, a nivel de Media Gateway, que se deberá 
instalar en las sedes remotas que son controladas por el nodo CPD1.  
 
 Hospital de Madrid 
 
 




























Figura 5-10: OmniPCX Media Gateway Centro Grande 
 
 




Figura 5-11: OmniPCX Media Gateway Centro Grande 
 
5.2.3 Diseño centros remotos CPD2 
Está previsto que el Call Server del CPD2 de servicio a los centros pequeños y muy 
pequeños. Como hemos visto anteriormente, el número de este tipo de centros es muy 
elevado dentro de la plataforma. Por este hecho, y para facilitar las futuras tareas de 
 




mantenimiento, se han creado dos perfiles de centros, en lo que a equipamiento 
hardware del Media Gateway se refiere: 
 




Figura 5-12: OmniPCX Media Gateway Centro pequeño con RTB 
 
 




Figura 5-13: OmniPCX Media Gateway Centro pequeño sin RTB 
 
5.3 Dimensionamiento de canales de los enlaces de la 
plataforma 
Dentro de la plataforma, nos encontramos con diferentes tipos de enlaces que deberán 
ser estudiados de cara a una correcta provisión del servicio telefónico: 
 
 Los enlaces formados por los accesos de la red de telefonía fija: 
Formados por los enlaces E1, T0 y RTB de los centros remotos y los enlaces E1 que 
realizarán la función de respaldo de los anteriores y se conectarán a la red a través de 
los Media Gateways core.  
 
 




 Los enlaces formados por los accesos de la red de telefonía móvil: 
Formados por los enlaces E1 que se conectarán a la red a través de los Media 
Gateways core. 
 
En este punto también se deberán tener en cuenta otro tipo de canales con una 
componente más compleja a la hora de ser dimensionados puesto que no están 
formados por accesos físicos: los canales VoIP. 
Todas las llamadas que realicen o reciban los usuarios de un centro, que no tengan como 
destino o origen los accesos conectados a su media Gateway local, a excepción de las 
llamadas entre usuarios de un mismo centro, tendrán como destino la línea de datos que 
de acceso en cada centro a la red IP corporativa. Cada línea tiene un ancho de banda 
que deberá ser compartido por el resto de aplicaciones del centro. Por este motivo, 
resulta de vital importancia tener en cuenta el número máximo de conversaciones 
simultáneas de este tipo que pueden llegar a establecerse. Una vez realizado este 
cálculo, se deberán llevar a cabo las tareas  mencionadas en el punto  4.3.1: 
 
 Se deberá comparar el BW disponible en cada link  de cada site con el BW resultante 
del cálculo del número de conversaciones simultáneas; lo cual, determinará la 
necesidad o no de ampliar el BW en los distintos links.  
 
 Se aplicará el mecanismo de CAC para limitar el número de conversaciones VoIP, 
que transitan a través de los links anteriormente mencionados, al número resultante 
del cálculo del máximo de conversaciones simultáneas. De este modo evitaremos la 
degradación de la calidad en las conversaciones. 
 
Para el cálculo de los canales de los accesos a los operadores y los canales de VoIP, nos 
basaremos en la fórmula de Erlang B asignándole un valor de 0.01 a la variable GOS 
(Grade of Service) para ajustarnos de este modo a uno de los requerimientos solicitados 
por el cliente. Por otra parte, para poder acabar de aislar la variable del número de 
canales, nos faltaría determinar el volumen del tráfico en erlangs. Para determinar este 
valor, nos basaremos en los datos facilitados por el cliente de la figura 4.14 y en los datos 
ofrecidos por el fabricante Alcatel-Lucent donde clasifica cuatro tipos de usuarios distintos 
en función del tráfico telefónico. 
 
 




TRAFICO UNIDAD  LLAMADAS TIPO USUARIO 
Bajo A<0,1 Erlang menos de 2 llamadas / hora Bajo 
Estándar 0,1<A<0,16 Erlang entre 2 y 3,2 llamadas / hora Estándar 
Alto 0,16<A<0,4 Erlang entre 3,2 y 8 llamadas / hora Operadora 
Call Center A=0,99 Erlang 19,8 llamadas / hora Agente Call Center 
 
Figura 5-14: Niveles de tráfico de usuario 
 
Como se observa en la anterior tabla, el fabricante Alcatel-Lucent clasifica cuatro tipos de 
usuarios en función del tráfico cursado. Por lo que respecta a los usuarios telefónicos que 
conforman la planta del cliente, el perfil que más se ajusta es el de usuario estándar; por 
tanto, tomaremos como referencia del tráfico cursado por usuario, el valor de 0,16 
Erlangs.  
5.3.1 Dimensionado de los canales de acceso a la red del operador 
Dentro de este punto, debemos diferenciar dos tipos de acceso: los accesos a la red 
móvil y los accesos a la red de fijos. 
 
5.3.1.1 Análisis accesos a la red de telefonía móvil 
 A continuación mostramos la metodología del cálculo: 
 
Paso 1: Calculamos el tráfico de la red de móviles de cada nodo, en función del tipo de 
centro, a partir de los datos aportados por el cliente en la tabla 4.14: 
 
𝑇𝑟á𝑓𝑖𝑐𝑜 𝑆𝑆𝐶𝐶 = 𝑇𝑟á𝑓𝑖𝑐𝑜 𝑝𝑜𝑟 𝑢𝑠𝑢𝑎𝑟𝑖𝑜 (𝐸𝑟) ×  %𝑙𝑙𝑎𝑚𝑎𝑑𝑎𝑠 𝑚𝑜𝑣.  × 𝑛º 𝑢𝑠𝑢𝑎𝑟𝑖𝑜𝑠 𝑆𝑆𝐶𝐶 
𝑇𝑟á𝑓𝑖𝑐𝑜 𝐻𝑜𝑠𝑝. = 𝑇𝑟á𝑓𝑖𝑐𝑜 𝑝𝑜𝑟 𝑢𝑠𝑢𝑎𝑟𝑖𝑜 (𝐸𝑟) ×  %𝑙𝑙𝑎𝑚𝑎𝑑𝑎𝑠 𝑚𝑜𝑣.  × 𝑛º 𝑢𝑠𝑢𝑎𝑟𝑖𝑜𝑠 𝐻𝑜𝑠𝑝. 
𝑇𝑟á𝑓𝑖𝑐𝑜 𝑐.𝑎𝑠𝑖𝑠𝑡. = 𝑇𝑟á𝑓𝑖𝑐𝑜 𝑝𝑜𝑟 𝑢𝑠𝑢𝑎𝑟𝑖𝑜 (𝐸𝑟) ×  %𝑙𝑙𝑎𝑚𝑎𝑑𝑎𝑠 𝑚𝑜𝑣.  × 𝑛º 𝑢𝑠𝑢𝑎𝑟𝑖𝑜𝑠 𝑐.𝑎𝑠𝑖𝑠𝑡 
𝑇𝑟á𝑓𝑖𝑐𝑜 𝑜𝑓𝑖𝑐𝑖𝑛𝑎𝑠 = 𝑇𝑟á𝑓𝑖𝑐𝑜 𝑝𝑜𝑟 𝑢𝑠𝑢𝑎𝑟𝑖𝑜 (𝐸𝑟) ×  %𝑙𝑙𝑎𝑚𝑎𝑑𝑎𝑠 𝑚𝑜𝑣.  × 𝑛º 𝑢𝑠𝑢𝑎𝑟𝑖𝑜𝑠 𝑜𝑓𝑖𝑐𝑖𝑛𝑎𝑠 
𝑇𝑟á𝑓𝑖𝑐𝑜 𝑜𝑡𝑟𝑜𝑠 = 𝑇𝑟á𝑓𝑖𝑐𝑜 𝑝𝑜𝑟 𝑢𝑠𝑢𝑎𝑟𝑖𝑜 (𝐸𝑟) ×  %𝑙𝑙𝑎𝑚𝑎𝑑𝑎𝑠 𝑚𝑜𝑣.  × 𝑛º 𝑢𝑠𝑢𝑎𝑟𝑖𝑜𝑠  𝑜𝑡𝑟𝑜𝑠 𝑐 
 
Paso 2: Sumaremos por cado nodo todos los valores obtenidos en el paso 1. 
 
 




Paso 3: Conversión del tráfico en Erlangs, que hemos obtenido en el paso anterior, a 
canales de comunicación mediante la fórmula Erlang B. Para este cálculo se tomará un 
valor igual a  0.01 para la variable GOS (Grade of Service).  
 
𝐸𝑏 = 𝐴𝑛 𝑛!�1 + 𝐴 − 𝐴2 2!� + 𝐴𝑛 𝑛!�  
 
Paso 4: Determinación de la contratación del número de accesos al operador.  
 
La siguiente tabla muestra los cálculos de los pasos 1,2 y 3.  Para el cálculo del número 
de canales, se ha utilizado una calculadora de Erlang B como la mostrada en la figura  
4.13. Este hecho ayuda a resolver de una manera rápida la ecuación del paso 3. 
 







TRAFICO USUARIOS SSCC 0,16*0,2*192 
41,1232 54 
TRAFICO USUARIOS HOSPITAL 0,16*0,22*449 
TRAFICO USUARIOS C.ASIST 0,16*0,18*434 
TRAFICO USUARIOS OFICINAS 0,16*0,14*174 
TRAFICO USUARIOS OTROS CENTROS 0,16*0,14*124 
NODO CPD2 
TRAFICO USUARIOS SSCC NO 
68,976 84 
TRAFICO USUARIOS HOSPITAL NO 
TRAFICO USUARIOS C.ASIST 0,16*0,18*2283 
TRAFICO USUARIOS OFICINAS 0,16*0,14*130 
TRAFICO USUARIOS OTROS CENTROS 0,16*0,14*14 
NODO 
HOSP.  BCN 
TRAFICO USUARIOS SSCC NO 
14,4672 23 
TRAFICO USUARIOS HOSPITAL 0,16*,0,22*411 
TRAFICO USUARIOS C.ASIST NO 
TRAFICO USUARIOS OTROS CENTROS NO 
 
Figura 5-15: Cálculo del tráfico red móviles 
 
Para finalizar el dimensionado de los enlaces a la red de móviles, debemos considerar el 
número y tipo de accesos a contratar al operador. Teniendo en cuenta los resultados 
anteriores, se va a proceder a la contratación de 2 accesos E1 (60 canales) en el nodo 
 




del CPD1, 3 accesos E1 (90 canales) y 1 acceso E1 (30 canales) en el nodo del Hospital 
de Barcelona. Resulta económicamente más viable la contratación de accesos E1 que 
una cantidad elevada de accesos T0 al obtener los resultados de los números de canales 
cercanos a múltiples de 30. Los accesos E1 contratados irán conectados en las placas 
NPRAE y PRA  de los Media Gateway core mostrados en las figuras 5.6, 5.7 y 5.8. 
5.3.1.2 Análisis accesos a la red de telefonía fija 
Como ya se comentó el punto relativo a la gestión del tráfico de voz de la red pública, los 
accesos actualmente instalados en los centros,  no van a ser modificados por petición del 
cliente. De todos modos, la carga de tráfico que van a sufrir dichos accesos en la nueva 
plataforma, va a verse reducida de una manera considerable ya que, tanto el tráfico 
destinado a la red de móviles, como el tráfico entre usuarios de  distintos centros, van a 
ser cursados por los nuevos enlaces E1 del operador móvil y la red corporativa IP 
respectivamente. 
Por lo que respecta a los accesos que actuarán como ruta de respaldo a los accesos de 
los centros que ha solicitado el cliente, teniendo en cuenta que su uso será 
esencialmente por avería de los accesos locales (la saturación de éstos por ocupación 
queda prácticamente descartada al liberar considerablemente su tráfico como hemos 
comentado anteriormente), será suficiente con dotar al sistema exclusivamente con un 
acceso E1 a los nodos CPD1 y CPD2 que irá conectado en las placas PRA o NPRAE de 
los Media Gateway core. Ambos circuitos serán utilizados también por los usuarios del 
nodo del Hospital de Barcelona en caso de contingencia en sus líneas.  
5.3.2 Dimensionado de los canales VoIP para comunicaciones WAN 
El objetivo de esta sección es calcular el valor del ancho de banda (BW) requerido de los 
enlaces a la red WAN, de cada uno de los centros, para el tráfico de VoIP que transitará a 
través de los enlaces que dan acceso a la red corporativa IP. Este tráfico corresponde a 
las llamadas entre usuarios de diferentes centros y las llamadas con origen o destino la 
red de móviles (llamadas extra dominio). Para poder realizar este cálculo, hemos de 
decidir previamente el códec y el framing, o periodo de paquetización, a utilizar para las 
comunicaciones de voz. La elección del codec es un parámetro fundamental en el diseño 
de una red de VoIP, ya que determinará el BW utilizado por cada una de las 
conversaciones y el nivel de calidad de la mismas. 
 




El sistema OXE en versión 9.1 nos permite la elección entre los codecs G.723, G.729 y 
G.711. La siguiente tabla muestra la relación entre la tasa y la calidad en la comunicación 
de cada uno de los estándares de codificación en función de la valoración MOS (Mean 
Opinion Score). 
 
CODEC DE AUDIO MODELO TASA kbits/seg 
VALORACION 
MOS OBSERVACIONES 
G.711 PCM 64 4,3 SIN COMPRESION Y ALTA CALIDAD DE VOZ 
G.729 MPC-CELP 8 3,9 COMPRESION ALTA Y CALIDAD DE VOZ MEDIA 
G.723 CS_ACELP 6 3,6 COMPRESIÓN ALTA CALIDAD DE VOZ BAJA 
 
Figura 5-16: Características de los estándares de codificación 
 
Para poder determinar el consumo total que requerirá una conversación VoIP en función 
del códec utilizado, habrá que determinar el framing y sumar a la tasa la sobrecarga que 
introducen las cabeceras de los diferentes niveles del modelo de referencia TCP/IP. A 
continuación se muestra la relación entre los diferentes códec, framing y BW con la 
sobrecarga introducida por las cabeceras. 
 
CODEC TASA (kbps) 
PERIODO DE 





20 (valor recomendado) 50 80 
30 33 74 
G729 8 
20 50 24 
30 (valor recomendado) 33 19 
G723 6 30 33 17 
 
Figura 5-17: Consumo de BW por codec con cabeceras en función del framing 
 
                                               
9 A este valor faltaría añadir las cabeceras de nivel 2 de TCP/IP. El valor de estas cabeceras varía 
en función del protocolo utilizado para el nivel 2. A modo de ejemplo: IEEE 802.3 Ethernet = 18 
bytes, FRAME RELAY=6 bytes.  
 




De acuerdo con las tablas anteriores, podemos comprobar cómo el codec G.711 es el 
que mejor calidad ofrece y mayor ancho de banda precisa, ya que no realiza compresión 
de los paquetes de voz. Su única función es la de paquetizar las comunicaciones de voz 
analógicas y su proceso inverso. Por este motivo, este códec suele ser utilizado en redes 
LAN, donde el consumo de BW no acostumbra a ser un problema. Por el contrario, tanto 
G.729 como G.723, sí realizan de forma adicional, las tareas de compresión y 
descompresión de los paquetes de voz. Es por ello que dichos codecs se suelen utilizar 
para el tránsito de las comunicaciones de VoIP a través de redes WAN/MAN donde, 
como ya hemos comentado, el BW utilizado suele ser un factor más preocupante.    
Para el diseño de las comunicaciones VoIP de la red de nuestro cliente, se ha optado por 
utilizar el códec G.711 con un framing igual a 20 ms para llamadas entre usuarios de una 
misma sede (llamadas intra dominio); mientras que para las comunicaciones que se 
establezcan a través de los enlaces que dan acceso a la red corporativa IP (llamadas 
extra dominio) se ha decido utilizar el códec G.729 con un framing igual a 30 ms debido a 
una mejor relación compresión / calidad que el códec G.723.  
 La metodología de cálculo utilizada parar determinar el número de conversaciones WAN 
simultáneas máximas en cada centro será la siguiente: 
 
Paso 1: Calculamos el tráfico de las comunicaciones IP que transitan a través del enlace 
WAN de los diferentes centros, a partir de los datos aportados por el cliente en la tabla 
4.14: 
 
𝑇𝑟á𝑓𝑖𝑐𝑜 𝑊𝐴𝑁 𝑐𝑒𝑛𝑡𝑟𝑜 =[(𝑇𝑟á𝑓𝑖𝑐𝑜 𝑝𝑜𝑟 𝑢𝑠𝑢𝑎𝑟𝑖𝑜 (𝐸𝑟) ×  %𝑙𝑙𝑎𝑚𝑎𝑑𝑎𝑠 𝑚𝑜𝑣. ) + (𝑇𝑟á𝑓𝑖𝑐𝑜 𝑝𝑜𝑟 𝑢𝑠𝑢𝑎𝑟𝑖𝑜 (𝐸𝑟) × %𝑙𝑙𝑎𝑚𝑎𝑑𝑎𝑠 𝑜𝑡𝑟𝑜𝑠 𝑐𝑒𝑛𝑡𝑟𝑜𝑠)] × 𝑛º 𝑢𝑠𝑢𝑎𝑟𝑖𝑜𝑠 𝑐𝑒𝑛𝑡𝑟𝑜  
 
Paso 2: Conversión del tráfico en Erlangs, que hemos obtenido en el paso anterior, a 
canales de comunicación mediante la fórmula Erlang B. Para este cálculo se tomará un 
valor igual a  0.01 para la variable GOS (Grade of Service).  
 
𝐸𝑏 = 𝐴𝑛 𝑛!�1 + 𝐴 − 𝐴2 2!� + 𝐴𝑛 𝑛!�  
 
 




Paso 3: Una vez calculados el número de canales simultáneos máximos por centro, 
determinaremos el BW requerido multiplicando el número de canales, obtenido en el paso 
anterior, por el BW consumido en cada una de las comunicaciones. Teniendo en cuenta 
que para este tipo de comunicaciones utilizaremos el codec G.729 con un framing igual a 
30ms, el valor de dicho BW, según hemos visto en la tabla 5.17, es de 19 Kbps. A este 
valor hay que sumarle la sobrecarga que suponen las cabeceras del nivel 2 del protocolo 
TCP/IP. Dado que el tipo de acceso WAN de cada centro no es siempre el mismo, habrá 
que aplicar el valor que corresponde en cada uno de los centros en función de la 
tecnología utilizada en cada uno de ellos 
 
𝐵𝑊 𝑊𝐴𝑁 (𝑉𝑜𝐼𝑃) = 𝑁º 𝐶𝑎𝑛𝑎𝑙𝑒𝑠 × 𝐵𝑊(𝐺. 729) 
 
En la tabla a continuación se muestran los cálculos detallados en los pasos 1,2 y 3 de 
cinco centros, de los 178 que componen la red. Cada uno de los centros corresponde a 
un tipo de centro distinto, de los clasificados en la tabla 4.1, para poder ver una muestra 
de cada uno de los cálculos. Los cinco centros utilizan una conexión PPP por lo que en 
este caso, el valor BW(G.729) será igual a 20 Kbps.    
 
CENTRO DETALLE TRAFICO VoIP POR CENTRO (Er) 
Σ TRAFICO 
VOIP (ER) CANALES 
BW WAN 
(Kbps) 
SSCC ((0,16*0,2) + (0,16*0,15))*192 10,752 19 380 
HOSP ((0,16*0,22) +( 0,16*0,12))*411 22,3584 33 660 
CENT. ASISTENC ((0,16*0,18) + (0,16*0,21))*127 7,92 15 300 
OFICINA ((0,16*0,14) + (0,16*0,23))*76 4,4992 11 220 
OTROS ((0,16*0,14) +( 0,16*0,19))*66 3,4848 9 180 
 
Figura 5-18: Cálculo de canales y BW WAN para VoIP 
 
Una vez realizados los cálculos en el resto de los 179 centros, se les facilitará al 
departamento de redes y sistemas del cliente para que, conjuntamente con el operador, 
comparen el BW disponible en cada enlace de cada centro con el BW requerido para el 
tráfico de VoIP obtenido en el cálculo anterior. De este modo, se determinará la 
necesidad o no de ampliar el BW de los accesos a la red WAN en los diferentes centros 
para que pueda coexistir, tanto el tráfico de datos existente, como el tráfico de VoIP. Por 
otra parte, en el sistema OXE se aplicara el mecanismo de CAC en cada centro, para 
 




limitar el número de este tipo de comunicaciones con el valor obtenido del cálculo de 
número de canales VoIP de cada centro. De esta manera evitaremos que en cada centro 
se intente consumir más BW que el destinado para el servicio de VoIP.   
 
5.4 Política de QOS 
Para conseguir que la transmisión de los paquetes de VoIP tenga el tratamiento prioritario 
que precisa; se ha acordado, conjuntamente con el departamento de redes del cliente, 
definir una política adecuada de QoS para cada elemento de la red de voz. En líneas 
generales se realizará lo siguiente: 
 
 Placas GD, GA e INTIP: Los puertos de los switches donde se conectan estarán 
configurados de forma estática como pertenecientes a la VLAN de voz 
correspondiente. El switch ha de darles, a las tramas que vengan por estos puertos, la 
prioridad 5 en el campo 802.1p. A nivel 3, las propias placas marcarán el campo 
DSCP con el valor EF (Expedited Forwarding), para indicar al procesado de nivel la 
necesidad de tratamiento preferente. 
 Teléfonos IP: Como estos aparatos van a llevar conectados PC´s en su miniswitch 
integrado, es necesario que diferencien sus propias tramas de las de éste. Para ello, 
sus tramas usarán el protocolo 802.1q, marcando los siguientes datos: 
 
• VLAN: XX (valor a facilitar por el departamento de redes de cliente) 
• Prioridad: 5 
 
Por otro lado, del mismo modo que con las placas GD, GA e INTIP, se marcaran los 
paquetes a nivel 3 con el campo DiffServ con el valor EF (Expedited Forwarding). 
 
Definiremos, pues, dos perfiles de QoS que aplicaremos a cada uno de estos tipos de 
componentes. El perfil 0 será el que regirá para las tarjetas GD y GA, mientras que el 1 
controlará los teléfonos IP: 
 
 Perfil 0 (tarjetas): 
• Uso de 802.1q: No 
 




• DiffServ: EF 
 
 Perfil 1 (teléfonos IP) 
• Uso de 802.1q: Sí 
• VLAN: (valor que debe facilitar el departamento de redes de cliente)  
• Prioridad: 5 
• DiffServ: EF 
 
5.5 Implementación de los servicios telefónicos 
5.5.1 Plan de numeración  
Una de las áreas que más dificultad conlleva a la hora de diseñar una red de telefonía 
como la actual, es el plan de numeración. La causa de este hecho es debido a que, hasta 
la fecha, cada centro disponía de diferentes sistemas telefónicos totalmente 
independientes entre sí. Cada uno de estos sistemas telefónicos, disponía de un plan de 
numeración que, a la hora de integrar todos los centros dentro de una misma red,  resulta 
incompatible con el resto ya que las longitudes de la numeración de los terminales 
telefónicos son diferentes, se utiliza la misma numeración en centros distintos…etc. 
Para el diseño del plan de numeración de la red,  además de ajustarnos a la petición del 
cliente donde nos solicitaba la homogeneización del mismo, también se han seguido una 
serie de recomendaciones con la finalidad de simplificar el plan de numeración para 
facilitar la comunicación entre usuarios de distintos centros y pensar en el futuro 
crecimiento de la red con la continua incorporación de nuevos servicios, dejando 
numeración libre para tal fin.  
En la siguiente tabla se detalla el plan de numeración para la nueva red de VoIP. 
 
NUMERACIÓN  SIGNIFICADO 
0 
Salida a la red pública 
1XXXXYYY 
Numeración de todos los terminales telefónicos de la red, donde 
XXXX es el nº  identificador del centro e YYY es el nº de 
extensión dentro del centro 
 





Numeración interna para llamar a extensiones dentro de un 
mismo centro con solo 4 dígitos. 
*2 
Servicio de llamada rápida al terminal asociado 
*55 
Servicio de desbordamiento al terminal asociado si ocupado 
*56 
Servicio de desbordamiento al terminal asociado si ocupado o no 
respuesta 
*59 
Servicio de modificación del código personal 
*60 
Servicio de desvío inmediato 
*61 
Servicio de desvío si ocupado 
*62 
Servicio de desvío si no respuesta 
*63 
Servicio de desvío si ocupado o no respuesta 
*64 
Servicio de anulación de todos los desvíos 
*65 
Servicio de desbordamiento sobre terminal asociado 
*66 
Servicio de anulación de desbordamiento sobre asociado 
*72 
Servicio de captura llamada directa 
*73 
Servicio de captura llamada de grupo 
*74 
Servicio de consulta llamada en espera 
*80 
Servicio de  candado para bloqueo de terminal 
*90 
Servicio de transparencia para marcación de tonos MF 
*95 
Servicio de selección de idioma 
 
Figura 5-19: Plan de numeración de la nueva red de VoIP 
 
Cabe destacar diferentes detalles respecto al diseño del plan de numeración: 
 
 




 Solo se ha consumido la numeración del dígito 1 para numerar los más de 4000 
terminales telefónicos que van a componer la red, dejando de este modo liberada la 
numeración de los dígitos 3,4,5,6,7,8 y 9 para futuros servicios o crecimiento de la 
red. Por otro lado, el hecho de incluir el identificador de cada centro, dentro del 
número telefónico, facilitará el marcado entre usuarios de diferentes centros. 
 
 Para acceder a los diferentes servicios telefónicos mediante marcación, se ha 
habilitado el dígito * seguido de dos dígitos para, del mismo modo que antes, evitar el 
excesivo consumo de dígitos.  
 
 Con el fin de facilitar las comunicaciones entre usuarios de un mismo centro, se ha 
habilitado el servicio de marcación abreviada por zona. Con este servicio, 
conseguimos que un usuario de un centro pueda comunicarse son otro usuario del 
mismo centro marcando solo cuatro dígitos (2YYY). El sistema sustituye, 
automáticamente y de manera transparente al usuario, el dígito 2 por los dígitos 
1XXXX (donde XXXX = identificador del centro).  
  
5.5.2 Perfiles de usuarios 
El responsable de cada uno de los centros será la persona encargada de decidir el tipo 
de terminal ip a asignar, entre los mostrados en la figura 3.4, a cada uno de los usuarios 
en función de las necesidades que requiera cada uno de ellos. 
En cuanto al tipo de perfil de usuario, el sistema OXE diferencia dos tipos de criterios. La 
primera diferenciación es la que viene definida por el concepto conocido como ámbito de 
llamada al que tiene acceso un usuario. Es decir, definimos si un usuario tiene permisos o 
no para llamar a ciertas numeraciones, como por ejemplo a números internacionales. El 
segundo criterio es aquel que define a qué servicios tiene acceso un usuario. 
Tras petición de cliente, se ha definido un único perfil de acceso a los servicios, por lo 
que todos los usuarios tendrán el mismo perfil, que incluye las siguientes características: 
  
SERVICIO PERMISO 
Protección contra captura de llamadas directas  NO ACTIVADO 
Protección contra todo tipo de intrusión  ACTIVADO 
Protección contra inclusión de un teléfono.  ACTIVADO 
 




Desvío sobre número exterior  ACTIVADO 
Protección contra desvío  NO ACTIVADO 
Transferencia sobre no respuesta  ACTIVADO 
Transferencia salida‐entrada  ACTIVADO 
Transferencia salida‐salida  ACTIVADO 
Llamadas locales siguen al desvío exterior  ACTIVADO 
Protección contra desvío distante  NO ACTIVADO 
Protección contra rellamada sobre terminal libre NO ACTIVADO 
Protección contra rellamada sobre terminal 
ocupado  NO ACTIVADO 
Protección contra sustitución  NO ACTIVADO 
Desvío inmediato remoto ACTIVADO 
Desvío sobre ocupado  ACTIVADO 
Desvío sobre no respuesta  ACTIVADO 
Desvío si ocupado/no respuesta  ACTIVADO 
Anulación de desvío  ACTIVADO 
Anulación de desvío inmediato desde Terminal 
destino  ACTIVADO 
Salida grupo terminales  NO ACTIVADO 
Entrada grupo terminales  NO ACTIVADO 
Candado  NO ACTIVADO 
Sustitución  ACTIVADO 
Modificación de contraseña  NO ACTIVADO 
Puesta fuera/en servicio tel.  NO ACTIVADO 
Desvío inmediato remoto  NO ACTIVADO 
Anulación de desvío inmediato remoto  NO ACTIVADO 
Captura de llamada de grupo  ACTIVADO 
Captura de llamada individual  ACTIVADO 
Intrusión en conversación NO ACTIVADO 
Conferencia  ACTIVADO 
 
Figura 5-20: Perfil de servicios de usuario 
 
A nivel del ámbito de llamadas, se han definido 6 perfiles, como quedó reflejado por el 
cliente en el apartado requerimientos. La asignación de cada uno de estos perfiles a los 
usuarios, será también decisión del responsable de cada centro. 
 
PERFIL 1: Llamadas internas 
PERFIL 2: internas + llamadas a servicios de emergencia 
PERFIL 3: internas + emergencia + llamadas a fijos nacionales 
 




PERFIL 4: internas + emergencia + Llamadas nacionales + llamadas a móvil 
PERFIL 5: internas + emergencia + Llamadas nacionales+ móvil + internacionales 
PERFIL 6: internas + emergencia + Llamadas nacionales+ móvil + internacionales +  
       llamadas a servicios especiales (908,906,etc). 
 





6 Conclusiones y trabajos futuros 
En el presente proyecto se ha realizado el estudio y diseño para dar solución de telefonía 
IP a un cliente caracterizado por requerir una solución en un número elevado de  sedes 
geográficamente dispersas, y muy sensibilizado en cuanto a la criticidad del servicio 
telefónico, demandando implantar todas las medidas posibles para mantener el servicio 
ante cualquier adversidad. Estas medidas, no solo han implicado duplicar el hardware 
crítico del sistema telefónico, sino también implementar rutas alternativas para dar acceso 
al operador de telefonía. 
Los objetivos fijados por el cliente al inicio del presente proyecto, se han logrado 
satisfactoriamente. Se ha integrado, dentro de la red ip corporativa, una red de voz cuyo 
núcleo está formado por tres Call Servers, dos de los cuales han podido ser reutilizados 
con el correspondiente ahorro económico que este hecho supone, para prestar servicio a 
los 179 centros que componen la red, homogeneizando de este modo la red voz y 
centralizando la gestión en un único sistema.   
 
El presente proyecto plantea diferentes trabajos futuros. Una de las líneas de trabajo que 
se abren, es la integración de la nueva plataforma de voz con diversos sistemas y 
aplicaciones del cliente. A corto plazo, el cliente quiere integrar el sistema de directorio de 
usuarios de la empresa con la nueva plataforma de voz, a través de la red ip, mediante el 
protocolo LDAP. De este modo, los usuarios podrán realizar la consulta de cualquier 
usuario que compone la red, mediante el nuevo terminal telefónico, facilitando de este 
modo la comunicación entre centros.  
En cuanto a los accesos a la red del operador, cada vez es más habitual el acceso a 
través de enlaces ip mediante el protocolo SIP, dejando atrás los enlaces E1, T0 y RTB. 
Sería un buen punto a abordar en un futuro la migración de todas las líneas, con su 
correspondiente numeración, a unos enlaces SIP.  
 
A nivel personal, la elaboración del actual proyecto ha favorecido la ampliación y el 
asentamiento de mis conocimientos en este tipo de tecnología. Por otro lado, si bien la 
tecnología  VoIP lleva asentada varios años en el mercado actual, se ha intentado aportar 
la experiencia que he ido adquiriendo durante los años de implementación de proyectos 
 





de VoIP en grandes redes similares a la expuesta en la presente memoria, además de 
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