Abstract. We prove a priori estimates in L∞ for a class of quasilinear stochastic partial differential equations. The estimates are obtained independently of the ellipticity constant ε and thus imply analogous estimates for degenerate quasilinear stochastic partial differential equations, such as the stochastic porous medium equation.
Introduction
We consider quasilinear SPDE of the form In this work we prove the following: First, roughly speaking, we show that if the initial condition ξ is in L ∞ then the solution is in L ∞ for all times t ≥ 0. Second, we show a regularizing effect, that is, if the initial condition is in L 2 , then for all t > 0 the solution u(t) is in L ∞ and the corresponding norm blows up at a rate of t −θ , for some constantθ > 0, as t ց 0.
A key point in these results is that the obtained estimates are uniform with respect to the ellipticity constant of the diffusion coefficients A ij and thus can be applied to the case of degenerate, quasilinear SPDE, such as the porous medium equation.
These results are obtained under certain conditions on the coefficients A ij , F i , F, g ik , G k (see the following sections for precise statements) and by using Moser's iteration techniques (see e.g. [20] ). More precisely, we prove the following L ∞ bound Theorem (see Theorem 2.7). Let α > 0 and let u be a solution of (1.1). In the above theorem V is a quantity that can be regarded as dominating any existing "free terms".
Then, we have
Localizing the estimates yields the following "regularizing effect" with respect to the initial condition.
Theorem (see Theorem 2.10). Let α > 0 and let u be a solution of (1.1). Then, there is aθ > 0 such that, for all ρ ∈ (0, T ),
A key point in the two theorems above is that the constant N is independent of the ellipticity constant of the diffusion coefficients A ij . Hence, the established estimates carry over without change to degenerate SPDE such as stochastic porous media equations
with zero Dirichlet conditions on ∂Q and m ∈ (1, ∞), whereβ 1 t , ...β d t , w 1 t , w 2 t , ... are independent R-valued standard Wiener processes. The corresponding theorems read as follows:
Theorem (see Theorem 3.7) . Let u be the solution of (1.2) . Then, we have
3)
where V (f, g) depends on the free terms f and g, and N is a constant.
Theorem (see Theorem 3.8) . Let u be the solution of (1.2) . Then, there is aθ > 0 such that, for all ρ ∈ (0, T ),
4)
We restrict to affine operators in the noise in (1.2) for the sole reason that no satisfactory well-posedness theory in L p spaces of (1.2) with non-linear noise is yet available. We emphasize that this linear structure is not required in the derivation of the apriori bounds established in this work. Concerning the well-posedness for nonlinear noise we also refer the reader to [13] for a well-posedness theory of such equations in a kinetic framework.
In the following we will briefly comment on existing literature on the regularity of solutions to stochastic porous media equations. The existence of strong solutions (i.e. |u| m−1 u ∈ L 2 ((0, T ); H 1 0 ) has been shown in [12] under appropriate assumptions on the diffusion coefficients and under the assumption that ξ ∈ L m+1 . In the case of linear multiplicative noise (and σ = 0) (1.2) can be transformed into a PDE with random coefficients. Based on this, the Hölder-continuity and boundedness of solutions has been shown in [11, 1] .
Concerning the regularity theory for deterministic singular and degenerate quasilinear equations we refer to [3, 4, 25] (see also the monographs [5, 26] and the references therein). The regularity of solutions to non-degenerate SPDE has been addressed in [9, 8, 6, 7, 16] . For general background on SPDE and stochastic evolution equations we refer to [17, 22, 2, 21 ].
1.1. Notation. Let us introduce some notation that will be used throughout this paper. Let T be a positive real number. Let (Ω, F, F, P) be a filtered probability space, where the filtration F = (F t ) t∈[0,T ] is right continuous and F 0 contains all P-null sets. We assume that on Ω we are given a sequence of independent one-dimensional F -Wiener processes (β k t ) ∞ k=1 . The predictable σ-field on Ω T := Ω × [0, T ] will be denoted by P. Let Q ⊂ R d be a bounded open domain. We denote by H 1 0 the completion of C ∞ c (Q) under the norm
and by H −1 the dual of
. We will write (·, ·) H for the inner product in a Hilbert space H. Let V be a reflexive separable Banach space that is densely embedded in a Hilbert space H. The duality pairing between V and V * on the Gelfand triple (V, H, V * ) will be denoted by V * ·, · V . We will use the summation convention with respect to integer valued repeated indices. Moreover, when no confusion arises, we suppress the (t, x)-dependence of the functions for notational convenience.
The article is organized in two sections. In section 2 we prove our results for the non-degenerate equation. In Section 3, we verify the well-posedness of the degenerate equation, and we approximate the solution by the method of the vanishing viscosity, and by using the estimates of the previous section we pass to the limit.
Non-Degenerate Quasilinear SPDE
As already mentioned in the introduction, in order to obtain the desired estimates for equation (1.2) we first study a class of non-degenerate SPDEs.
More precisely, we consider SPDEs of the form
for (t, x) ∈ [0, T ] × Q, with zero Dirichlet conditions on ∂Q.
Assumption 2.1.
(v) For all k ∈ N such that g ik = 0 for some i, we assume in addition that
(ii) For all φ ∈ H 1 0 , almost surely, for all t ∈ [0, T ]
We first present a collection of lemmas that will be used in the proofs of the main theorems. The following can be found in [23] (see Proposition IV.4.7 and Exercise IV.4.31/1).
Lemma 2.1. Let X be a non-negative, adapted, right-continuous process, and let A be a non-decreasing, adapted, continuous process such that
for any bounded stopping time τ ≤ T . Then for any σ ∈ (0, 1)
The following lemma is well known (see, e.g., [5, p.8, Proposition 3.1]). We provide the proof in order to emphasize that the constant C can be chosen independent of r for r ∈ [1, 2] (see below).
Lemma 2.2. There exists a constant
where
Proof. By the Gagliardo-Nirenberg inequality (see [19, p. 62, Theorem 2.2]) we have (notice that d(2 − r) + 2r > 0) for a.e. t ∈ (0, T )
Since C := sup r∈ [1, 2] N (r) < ∞, the result follows by taking the q-th power in the inequality above and integrating over (0, T ).
Next is Itô's formula for the p-th power of the L p norm. It can be proved as [6, Lemma 2] with the help of a localization argument. Lemma 2.3. Let u be a solution of (2.1). Moreover, suppose that for some p ≥ 2 and some s ∈ [0, T ), almost surely
Then, almost surely
Moreover, almost surely
For the next lemmas we introduce the notations
Lemma 2.4. Let u be a solution of (2.1). Then, for all p ∈ N, q ≥ p, and η ∈ (0, 1) we have
where A q = (1+ ξ L∞ ) q , and N is a constant depending only onm, T, c, K, d, and |Q|.
Proof. We assume that the right hand side in (2.10) is finite, or else there is nothing to prove. Under this assumption, for each p ∈ N we have the formula (2.9) with s = 0. We proceed by estimating the terms that appear at the right hand side of (2.9). We have
Moreover, from (2.8), (2.4), the fact that V ∈ L p (Q) for a.e. (ω, t) ∈ Ω T , and the definition of R i , it follows (see Lemma A.1) that R i (·, u) ∈ W 1,1 0 (Q) for a.e. (ω, t) ∈ Ω T , which in particular implies that
Moreover, one can see from (2.4) that 11) where N depends only on K. We continue with the estimate of the term
Obviously,
By the growth condition (2.4) and Young's inequality we have
Moreover, by Assumption 2.1 (v) we have
As before, it follows that Z i (·, u) ∈ W 1,1 0 (Q), which in turn implies that
By (2.4), (2.5), and (2.6), we have
Finally, we have
It follows then by (2.6) and Young's inequality that
Consequently, for a.e. (ω, t) ∈ Ω T we have
where N depends only on K. In a similar manner one gets
Using the above inequality combined with (2.11), (2.12), and (2.3) we obtain from (2.9)
where M t is the local martingale from (2.9). For any stopping time τ ≤ T and any B ∈ F 0 we have by the Burkholder-Davis-Gundy inequality
We have
As before, we have
Next notice that by Minkowski's integral inequality, Hölder's inequality, and Young's inequality, we have
Consequently, by Young's inequality we have for any ε > 0
In a similar manner, for any ε > 0 we get
Hence, we obtain for any ε > 0
By (2.13) again, after a localization argument we obtain 17) and notice that for all p ≥ 2
and therefore it can be dropped from the right hand side of (2.17). Let us denote by τ n the first exit time of
Lp ds from (−n, n), and by C n := { ξ Lp ≤ n}. For an arbitrary C ∈ F 0 and an arbitrary stopping time ρ ≤ T , we apply (2.15) with τ = τ n ∧ ρ =: ρ n and B = C ∩ C n =: H n , which combined with (2.16) gives after rearrangement
By the above inequality and (2.17) (applied with τ = ρ n , B = H n ) one can easily see that for all q ≥ p we have
and
The assertion now follows by letting n → ∞.
Lemma 2.5. Let u be a solution of (2.1). Let ρ ∈ (0, 1) and set r n = ρ(1 − 2 −n ). Then for all p ∈ N, η ∈ (0, 1), and n ∈ N we have
where N is a constant depending only onm, T, c, K, d and |Q|.
Proof. We assume that the right hand side of (2.18) is finite and we set
There exists a t ′ ∈ (r n , c n ) such that almost surely
By using the estimates obtained in the proof of Lemma 2.4, and keeping in mind that |ψ ′ | ≤ 4ρ −1 2 n , we obtain 20) where M t is the local martingale from (2.19) . From this, by using arguments almost identical to the ones of the proof of Lemma 2.4 one gets
Having in mind that p κ + |ψ ′ | ≤ 8p κ 2 n ρ −1 , the result follows from the properties of ψ.
Lemma 2.6. Let u be a solution of (2.1). Then for all p ≥ 2 and all α > 0, we have
where N depends on α, p, K, T and d.
Proof. We assume that the right hand side is finite. It was shown in the previous proof that (see (2.13)) that
where M t is the local martingale from (2.9). As in the derivation of (2.14) one can check that
The result then follows from Lemma 5.2 in [10] .
We are now ready to present our first main result.
where N is a constant depending only on α,m, T, c, K, d and |Q|.
Proof. Without loss of generality we assume that the right hand side of (2.21) is finite. We fix α > 0 and we set γ := 1 + (2/d), and δ :=mγ/(γ − 1). By Lemma 2.2, after raising (2.7) to the power γ −1 , we obtain by Young's inequality (with exponents p = γ, p * = γ/(γ −1), and note that 2/d(γ −1) = 1)
For p ≥m, we apply this inequality with r = 2p/(m + p)
, and we raise to the power α/(δγ n ) to conclude that
where, recall that for q ≥ 0, A q := (1 + ξ L∞ ) q . Let us set
and let n 0 be the minimal positive integer such that
By combining inequality (2.23) (with p = p n ) with (2.10) (with
25)
N does not depend on n, and we have used that p n /γ n ↑ δ. Notice that the right hand side of (2.24) is finite (by Lemma 2.6 and the assumption that the right hand side of (2.21) is finite). One can easily see that
Also, p n ≤mnγ n which implies that
Moreover, since e −2x ≤ 1 − x for all x sufficiently small, we have for some constant N that and all
which implies that
Since p n /γ n ↑ δ, there exists an N such that for all n ∈ N large enough, we have
Since, α > 0, γ > 1 we have
Consequently, by iterating (2.24) and using (2.26) we obtain
By virtue of (2.26) and (2.27), we can let m → ∞ in (2.28) and use that p m /(δγ m ) → 1 to obtain by Fatou's lemma
Since p n /γ n is increasing in n, we have p n 0 /(δγ n 0 ) ≤ 1 and thus
which by virtue of Lemma 2.6 gives
and finishes the proof.
Next we present the "regularizing" effect. Let us set γ := 1 + (2/d), δ :=mγ/(γ − 1), and p n :=m(1 + γ + ... + γ n ). We will need the following two lemmata.
Lemma 2.8. Let α > 0, and let q := p n 0 , where n 0 is the minimal positive integer such that p n 0 ≥ 2 and α/(δγ n 0 ) < 1. Suppose that Assumption 2.1 is satisfied and let u be a solution of (2.1). Then, for all ρ ∈ (0, 1) we have
where r n 0 = ρ(1 − 2 −n 0 ), N is a constant depending only on α,m, T, c, K, d, and |Q|, andθ > 0 is a constant depending only on α, d andm.
Proof. Similarly to the proof of Theorem 2.7, by Lemma 2.2 and Lemma 2.5, we have for all n ≥ n 0
where c n is given in (2.25). Under the assumption that the right hand side of (2.30) is finite, it follows by virtue of Lemma 2.6 that the right hand side of the above inequality it is also finite for n = n 0 , and by the same inequality and induction it follows that is finite for all n ≥ n 0 . Also notice that for all
Consequently, by iterating (2.31) and passing to the limit as n → ∞ we obtain
, where we have used that p n 0 ≤ δγ n 0 .
Lemma 2.9. Suppose that Assumption 2.1 is satisfied, let α > 0, and let u ∈ L 2 be a solution of (2.1)-(2.2). Then, for all ρ ∈ (0, 1) we have
where N is a constant depending only on α,m, T, c, K, d, and |Q|, andθ > 0 is a constant depending only on α, d andm.
Proof. Due to Lemma 2.8, we only need to estimate E u α Lp n 0 ((rn 0 ,T )×Q) by the right hand side of (2.32). For this, it suffices to show that for all β > 0, p > 2, and ̺ ∈ (0, 1) we have
where N is a constant depending only on α, p, ̺,m, T, c, K, d and |Q|, and θ > 0 depends only on α, d andm. We assume that the right hand side of (2.33) is finite. Let us set p 0 = 2, p n+1 =m+p n γ, n ′ = min{n ∈ N : p n ≥ p}, and ̺ k = k̺/n ′ , for k = 0, ..., n ′ . Clearly, it suffices to prove that for all k = 1, ..., n ′ we have
34) since (2.33) follows by iterating (2.34) finitely many times. We assume that the right hand side of (2.34) is finite. Let
Then, similarly to (2.13) we have 
Again, As in the derivation of (2.14) we have
which combined with (2.37) gives by virtue of Young's inequality, for any
.
Using this and (2.35) we get (2.36) (for βγ/p k+1 ≥ 1), provided that the quantity E sup t≤T (ψ t u t p k Lp k ) βγ/p k+1 is finite, which can be achieved by a localization argument. By the properties of ψ and the fact that γ/p k+1 ≤ 1/p k , (2.36) yields 
Proof. The conclusion of the theorem follows immediately from Lemma 2.6 and Lemma 2.9.
Degenerate Quasilinear SPDE
In this section, we proceed with the degenerate equation (1.2). Notice that the constant N in Theorem 2.7 and Theorem 2.9 of the previous section does not depend on the non-degeneracy constant θ. Using this fact we can deduce similar estimates for the stochastic porous medium equation (1.2) .
Suppose that on (Ω, F, F, P) we are given independent R-valued Wiener processesβ 1 t , ...,β d t , w 1 t , w 2 t , .... Moreover, in this section we will assume that the domain Q is convex and that the boundary ∂Q is of class C 2 . The Stratonovich integral
In the following, we consider a slightly more general class of equations. Namely, on (0, T ) × Q we consider the stochastic porous medium equation (SPME) of the form
with zero Dirichlet boundary condition on ∂Q, where
If we set
we can rewrite (3.1) in the more compact form
Assumption 3.1.
(1) The function Φ : R → R is continuously differentiable, non-decreasing, such that Φ(0) = 0. There exists constants λ > 0, C ≥ 0, m ∈ (1, ∞) such that for all r ∈ R we have
(2) For each i = 1, ..., d, the functions b i , c : Ω T × Q → R are P ⊗ B(Q)-measurable, and for all (ω, t) ∈ Ω T we have b i ∈ C 2 (Q; R), c ∈ C 1 (Q; R), and b i = 0 on ∂Q. The functions σ : Ω T → R and ν : Ω T × Q → l 2 are P-and P × B(Q)-measurable, respectively, and for all (ω, t) ∈ Ω T we have ν ∈ C 1 (Q; l 2 ). Moreover, there exists a constant K such that for all (ω, t, x) ∈ Ω T × Q we have
The functions f : Ω T → H −1 and g k : Ω T → H −1 , for k ∈ N, are P-measurable and it holds that
(4) The initial condition ξ is an F 0 -measurable H −1 -valued random variable such that E ξ 2 H −1 < ∞. Assumption 3.2. There exists a constantc > 0 such thatc|r| m−1 ≤ Φ ′ (r) for all r ∈ R.
We note that Assumption 3.2 implies the first part of Assumption 3.1 (1) , that is rΦ(r) ≥c|r| m+1 .
Let us set A t (u) := ∆ (Φ(u))+H t u t +f t . The operators are understood in the following sense: For u ∈ L m+1 (Q), we have
, where (−∆) −1 denotes the inverse of the Dirichlet Laplacian on Q. Notice that for φ ∈ H −1 (in particular for φ ∈ L m+1 (Q)), it holds that (see, e.g., p. 69 in [22] , such that for all φ ∈ L m+1 (Q), with probability one we have
3.1. Well-posedness. In this subsection we show that the problem (3.1) has a unique solution. This will be a consequence of [17, Theorems 3.6 and 3.8], once the respective assumptions are shown to be fulfilled. This is the purpose of the following lemmata.
Remark 3.1. In Definition 3.1, the set of full probability on which the equality is satisfied can be chosen independently of φ ∈ L m+1 . This follows by the fact that the expression
is a continuous H −1 -valued martingale, combined with the separability of L m+1 .
Lemma 3.1. Under Assumption 3.1 there is a constant
Proof. By continuity it suffices to show the conclusion for u ∈ C ∞ c (Q). We have
Recall that ∂Q ∈ C 2 which implies (−∆) −1 u ∈ H 2 (Q). Hence, writing u = (−∆)(−∆) −1 u, integration by parts gives ((−∆) −1 u vanishes on ∂Q)
where we have used Young's and Poincaré's inequalities. For the other term we have
where N j is the j-the component of the outward pointing normal vector on ∂Q. Notice that since ∂Q ∈ C 2 , we have ∂ j (−∆) −1 u ∈ H 1 (Q) which implies that the last integral makes sense. Moreover, it is equal to zero since b i vanishes on ∂Q. For the second term in the above equality we have by Hölder's inequality
while for the first term we have
where we have used again that b i = 0 on ∂Q. Hence,
Combining (3.6) with (3.8) we obtain (3.3). Inequality (3.4) follows similarly from the fact that |c t (x)| + |∇c t (x)| ≤ K. 
Proof. We start by proving (3.9) . By virtue of the previous lemma, it suffices to show that
Clearly it suffices to show the last inequality for φ ∈ C ∞ c (Q). To this end, we have
Hence, we only have to show that
Consequently,
It now suffices to show that
This follows from the convexity of Q. Namely, if D is a convex, open, bounded subset of R d with boundary of class C 2 , then it holds that [15, p139, Theorem 3.1.2.1, inequality (3,1,2,2)]). Applying this to v := (−∆) −1 φ finishes the proof of (3.9).
For (3.10), by considering (3.9) (with f = 0, g = 0), it is clear that we only have to show that
This follows from the well-known fact (see, e.g., p.71 in [22] ) that
since Φ is non-decreasing. This completes the proof. Proof. It is straightforward to check that the operator A satisfies (A 1 ) (hemicontinuity) from [17] . The fact that A and B satisfy (A 2 ) (monotonicity) was proved in (3.10). Coercivity or (A 3 ), follows from (3.9) combined with (1) of Assumption 3.1, which implies that
For the growth condition (A
where we have used Assumption 3.1, (1). Then, notice that for
Hence,
where N depends only on m, K, C, d and |Q|. This finishes the verification of the assumptions of [17, Theorems 3.6 and 3.8], an application of which concludes the proof.
3.2.
Regularity. In this section we add a viscosity term of magnitude ε to equation (3.1) and show that the corresponding equation and its solution u ε satisfy the assumptions of Theorem 2.7, which yields supremum estimates for u ε uniformly in ε. Then, we show that u ε converges to u and pass to the limit to obtain the desired estimates for the u. First, we consider an approximating equation where the non-linear term is Lipschitz continuous, that is, for ε > 0, on
with zero Dirichlet boundary conditions on ∂Q. Let us set
As in [14, Lemma B.1] we have the following. 2 . Moreover, if K 2 < ∞, then u ∈ L 2 and for any p ≥ 2 the following estimate holds 12) where N is a constant depending only on ε, K, d, T and p.
Proof. The existence and uniqueness of solutions in H −1
2 follows from Theorem 3.3. Therefore, we only have to show that u ∈ L 2 and (3.12) under the assumption that K 2 < ∞. Let (e i ) ∞ i=1 be an orthonormal basis of H −1 consisting of eigenvectors of −∆ and let Π n : H −1 → span{e 1 , ..., e n } be the orthogonal projection onto the span of the first n eigenvectors. Consider the Galerkin approximation
Notice that the restriction of Π n to L 2 is again the orthogonal projection (in L 2 ) onto span{e 1 , ..., e n }. Consequently, for any φ, ψ ∈ C ∞ c we have
SinceΦ is a non-decreasing Lipschitz continuous function, we have
It then follows by standard arguments (see, e.g., the proof of Theorem 4 in [24] ) that
where N depends only on ε, K, d, and T . The Galerkin approximation u n converges weakly in L 2 (Ω T , P; L 2 (Q)) to u. Hence, taking lim inf as n → ∞ in the above inequality gives
Moreover, since u ∈ L 2 (Ω T , P; H 1 0 (Q)) and satisfies (3.11), it follows (see [17, Theorem 2.16] ) that is has a continuous L 2 -valued version which implies that u ∈ L 2 . From here, one can deduce (3.12) by following step by step the proof of Lemma 2 from [6] , keeping in mind thatΦ ′ (u) ≥ 0.
We use the previous result to obtain the required regularity for the solution of the SPME in the presence of a non degenerate viscosity term,
(3.14)
Lemma 3.5. Suppose that Assumption 3.1 holds. Then, there exists a unique
Proof. The fact that (3.14) has a unique H −1 m+1 -solution follows from Theorem 3.3. For the remaining properties, let us consider the approximation 16) where N depends only on K, T, d, q and ε. Let Ψ n (r) = r 0 Φ n (s) ds. By Theorem 3.1 in [18] we have
Notice that by Assumption 3.1 we have
for a constant N depending only on C, K, d, and |Q|. Hence, after a localization argument we obtain for all t ∈ [0, T ]
for a constant N depending only on C, K, d, and |Q|, which in particular gives by (3.16) 19) where N depends only on K, T, d, m, C, |Q| and ε. By (3.16) and (3.19) we have for a (non-relabeled) subsequence 20) for some v, η and u ∞ . Recall that we want to show that u, Φ(u) ∈ L 2 (Ω T ; H 1 0 ). For this, we will show that u = v and Φ(v) = η by using standard techniques from the theory of monotone operators (see, e.g., [17] ). Notice that by (3.20) we also have
As in Section 3.5 in [17] , by passing to the weak limit in (3.15) we have for almost all (ω, t) 22) and, almost surely,
Hence, we can choose a version of v that is a continuous, adapted, H −1 -valued process. It follows that (3.22) holds for all t ∈ [0, T ] on a set of probability one and that almost surely v T = u ∞ . To ease the notation let us set
For c > 0 we set
Notice that due to Lemma 3.2 we have for c > 0 large enough (independent of n)
Moreover, one can easily see that by the properties of Φ n we have that
, which combined with (3.20)
Consequently, we have lim sup
We also set 
By the estimates in (3.16) one can easily see that
which implies that the expectation of the last term at the right hand side of the above equality vanishes. Hence,
with δ := lim sup n→∞ E u n T 2
On the other hand, by (3.20) and (3.16) it follows that the quantity E ess sup
can be estimated by the right hand side of (3.16) with q = 2. In particular, this implies that
Hence, by (3.22 ) and Itô's formula we obtain
Moreover, by (3.20) we have
by (3.24) . By choosing y = v in (3.28) we obtain that δ = 0. Moreover, it follows that
Let z be a predictable process with values in
dt < ∞ and choose in the above inequality y = v − λz for λ > 0. Then, we have
Dividing by λ, letting λ → 0 and using the hemi-continuity property we obtain
Since z was arbitrary, we have ∆η = ∆ (Φ(v)). This shows that v is a solution of (3.14), and by uniqueness, we have u = v, Φ(u) = Φ(v) = η. This finishes the proof.
Remark 3.2. Suppose that Assumption 3.2 also holds and let u ε be the solution of (3.14) . By writing Ito's formula for Ψ(u ε t ) L 1 (Q) , where Ψ(r) = r 0 Φ(s) ds, similarly to (3.18) and after applying Gronwal's lemma one has
where N is independent of ε.
We will also need the following. Proof. Suppose first that p ∈ [1, ∞). We assume that lim inf n→∞ u n Lp < ∞ or else there is nothing to prove. Under this assumption there exists a subsequence u n k with lim
Lp . For p = ∞ we have the following. We know that the conclusion holds for all p ∈ [1, ∞). Hence,
The assertion follows by letting p → ∞.
We can now present our main theorems. Proof.
Step 1: In a first step we assume that |ξ(x)|, |f t (x)|, |g t (x)| l 2 are bounded uniformly in (ω, t, x). Let u ε denote the unique solution of the problem (3.14). By Assumptions 3.1 and 3.2 we have that equation (3.14) satisfies Assumption 2.1 with A ij H −1 dt = 0.
In particular, for a sequence ε k → 0 we have u ε k t −u t H −1 → 0 for almost all (ω, t). By Lemma 3.6, Fatou's lemma, and (3.30), we have for any p ∈ [1, ∞)
, with N independent of p, and the result follows by letting p → ∞.
Step 2: For general ξ, f, g we set
where (e k ) ∞ k=1 is the usual orthonormal basis of l 2 and C n ≥ 0 are chosen such that E Proof.
Step 1: In a first step we assume that ξ ∈ L m+1 (Ω, L m+1 (Q)) and that |f t (x)|, |g t (x)| l 2 are bounded uniformly in (ω, t, x). Let u ε denote the unique solution of the problem (3.14). By Lemma 3.5 u ε is a solution also in the sense of Definition 2.1. Hence, by Lemma 2.9 we have 33) with N independent of ε. By Itô's formula, Assumption 3.1 (1) and Lemma 3.2 we have u ε t 2
for a local martingale, with N independent of ε. After a localization argument and Gronwal's lemma one gets
Plugging this in (3.33) (m + 1 > 2) gives the desired inequality.
Step 2: For general ξ, f and g, one can proceed as in the proof of Theorem 3.7, this time choosing ξ n ∈ L m+1 (Ω; L m+1 (Q)) such that lim n E ξ n − ξ 2 H −1 = 0 and ξ n H −1 ≤ ξ H −1 almost surely. This finishes the proof. Remark 3.3. As already seen, for any ξ ∈ L 2 (Ω; H −1 ), the corresponding solution u of (3.1) belongs to the space L m+1 (Ω T ; L m+1 (Q)). Consequently, there exists arbitrarily small s > 0 such that E u s m+1 L m+1 < ∞. By Remark 3.2 the quantity E Φ(u ε ) 2 L 2 (s,T ;H 1 0 )
(where u ε is the solution of (3.14) starting at time s from u ε s = u s ) can be controlled by E u s m+1 L m+1
. Using this, one can use again the theory of monotone operators to show that the weak limit of Φ(u ε ) in L 2 (Ω × (s, T ); H 1 0 ) coincides with Φ(u). In particular, the solution u is strong on the time interval (s, T ), that is, Φ(u t ) ∈ H 1 0 (Q) for a.e. (ω, t) ∈ Ω × (s, T ).
(ii) |∇ x G n (x, r)| ≤ N (1 + |g(x)| p + |r| p ), (iii) |∂ r G n (x, r)| ≤ N (1 + |g(x)||r| p−2 + |r| p−1 ).
This implies by Young's inequality |G n (x, u)| ≤ N (1 + |g(x)| p + |u| p ), |∇ x G n (x, u)| + |∂ r G n (x, u)||∇u| ≤ N (1 + |g(x)| p + |u| p + |u| p−2 |∇u| 2 ).
By Lebesgue's theorem on dominated convergence we have G n (·, u) → G(·, u) and ∇ x (G n (·, u)) → ∇ x G(·, u) + ∂ r G(·, u)∇ x u in L 1 (Q), and the claim follows since G n (·, u) ∈ W 1,1 0 (Q) for all n ∈ N.
