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OVERALL INTRODUCTION 
In atmospheric studies, low frequency oscillations (LFO) usually 
refer to oscillations with periods of 30-90 days. The time scale of 
these oscillations iis shorter than that of seasonal variation, but 
longer than the time scale of weather systems. Since Madden and Julian 
(1971, 1972) reported the 40-50 day oscillations in tropical station 
data, the low frequency oscillations have drawn more and more attention 
from meteorologists as well as atmospheric physicists. 
There are many reasons for this topic being so attractive. First 
of all, these low frequency disturbances modify the weather systems and 
this is very important in weather forecasting. For example, the monsoon 
activities are affected by these oscillations; the cloudiness and 
rainfall in many tropical and extratropical areas are closely related to 
them. So, a better knowledge of the LFO are needed for better 
forecasting, especially for medium and long range predictions. In 
addition, the low frequency oscillations themselves involve many 
interesting topics. For example, the convective heating over the 
equatorial Indian Ocean and western Pacific Ocean is thought to be a key 
factor for these low frequency variations, so to understand LFO one must 
have knowledge of how the moist air interacts with the sea water, how 
the sea surface temperature affects the motion of the atmosphere above 
the sea. The tropical heating can cause extratropical responses and the 
extratropical disturbances also can affect tropical atmospheric motion. 
This tropics-extratropics interaction performs various drama in the 
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atmosphere of our planet, some of which are easy to interpret, but many 
are puzzling. From the point of view of atmospheric physics , all of 
these are interesting topics. Therefore, it is no doubt that a full 
knowledge of these low frequency oscillations will increase our ability 
to understand the related atmospheric processes. 
Various kinds of data have been used to investigate different 
aspects of these oscillations. The pressure, wind, temperature data of 
tropical stations were analyzed by Madden and Julian (1971, 1972). 
Their results confirmed the 40-50 day oscillations and the out of phase 
relationship between zonal winds in the upper and lower troposphere. 
They postulated that the oscillations owe their existence to large scale 
convective heating over the equatorial Indian ocean and the western 
Pacific Ocean. The cloudiness, wind, pressure and rainfall in the 
monsoon area have also been studied (Murakami et al. 1984a, b; 
Yasunari, 1980 and others). These authors show that the monsoon 
activity and monsoon break are closely related to the low frequency 
oscillations. OLR (outgoing longwave radiation) data have also been 
used to investigate the oscillations (Weickmann, 1983; Lau and Chan, 
1985; Murakami et al. 1986). Eastward propagation of the low frequency 
disturbances was found over the tropical Indian Ocean and the western 
Pacific Ocean. The variation of the length of day also shows 40-50 day 
oscillations, and the angular momentum of the atmosphere exhibits 
variations with this time scale, too (Anderson and Rosen, 1983). 
Analyses of data from the 1978-1979 Global Weather Experiment 
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(Krishnamurti et al. 1985; Lorenc, 1984; Murakami and Nakazawa, 1985) 
reveal that the 40-50 day disturbance in divergent wind travels 
eastwards around the globe, but the signal is weak outside the Indian 
and western Pacific Ocean region. 
Although many observational and modeling studies have been done on 
various aspects of the low frequency oscillations, there are still 
important questions to be answered. (1) Is there any substructure in 
the broad spectral peak of the low frequency oscillations? If there is, 
then to what extent are those substructure features different? (2) Most 
of the observational studies have been focused on the tropical 
troposphere. What is the situation in the stratosphere? (3) The 
feedback mechanism for the LFO is a fundamental but unanswered question. 
One conjecture is that the LFO propagate eastwards along the equator, 
and, after a round world trip, come back to the source region again and 
provide positive feedback. But observational results reveal that the 
LFO signal is weak and poorly organized over equatorial South America-
Atlantic Ocean-Africa (Murakami et al. 1986). One then may ask, 
"besides the tropics, is there any other possible feedback path for 
LFO?" 
In order to gain more knowledge to answer these questions, more 
observational studies on the LFO are needed. And the data to be 
analyzed should be of high quality, with long record length, 
geographically broad coverage, and contain information about the 
stratosphere. Satellite-borne measurements, such as MSU4 (Microwave 
Sounding Unit channel 4) and SSU (Stratospheric Sounding Unit) 
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brightness temperatures, exhibit these characteristics and are the data 
used in this thesis. 
The first paper of this thesis is related to questions (1) and (2) 
listed above. Four years of stratospheric brightness temperatures (Tb) 
were analyzed. The power spectra of local Tb over the central Pacific 
show two peaks with periods of 40-50 days and 55-65 days, respectively. 
Comparing several aspects of these two features suggests that they may 
be physically different. The 40-50 day oscillation over the SE Pacific 
is confirmed for the first time. The results also show the existence of 
this oscillation in the middle and upper stratosphere near 60S latitude. 
The second paper is involved with question (3). One point 
correlations and lagged correlations of lower stratospheric temperatures 
were studied. Band-pass filtering was used to emphasize the 40-50 day 
fluctuations. The dipole structure over the equatorial Indian Ocean-
western Pacific is observed. Evidence is presented in the paper for the 
existence of a possible feedback route in the Southern Hemisphere. The 
south-north migration of the feedback path was shown by the comparison 
of the results from seasonally different data. 
Observational study is an important branch in atmospheric research. 
Statistical study is a powerful tool and has been used frequently by 
observational investigators. Efficiency of the statistical calculations 
is still important today, even with large computers. The third paper 
bound in this thesis discusses a few calculation methods which improve 
the efficiency of computing. These methods are based on Fourier 
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coefficients and the calculations are performed in frequency domain. 
When band pass filtered data are involved, as is often done, this 
technique is much more efficient. Its power lies in the fact that in 
this case the number of the in-band Fourier coefficients which contain 
the information of interest is much less than the length of the time 
series. An alternative approach for EOF (empirical orthogonal function) 
and EEOF (extended EOF) analysis is also discussed. For time filtered 
data, this approach reduces the size of the matrix to be solved, 
therefore resulting in a significant reduction of computation time and 
requirement of the capacity of the computer facility. 
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PAPER 1. 
LOW-FREQUENCY OSCILLATIONS OF THE LARGE-SCALE 
STRATOSPHERIC TEMPERATURE FIELD 
7 
Low-Frequency Oscillations of the Large-Scale 
Stratospheric Temperature Field 
X. H. Gao and J. L. Stanford 
Physics Department 
Iowa State University 
Ames, Iowa 
(Accepted by Journal of the Atmospheric Sciences) 
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ABSTRACT 
Low-frequency analyses are reported for four years of 3-day-mean 
satellite microwave and infrared data representative of temperatures in 
the stratosphere. In data representative of 30-150 mb temperatures, 
oscillations with 40-50 day periods are observed as a tropical dipole 
pattern in the Indonesia/central Pacific. In addition, the first 
evidence is presented for such oscillations in the southeast Pacific. 
Furthermore, significant 40-50 day oscillations are observed in the 
middle and upper stratosphere, centered near 60S latitude. 
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I. INTRODUCTION 
Since Madden and Julian (1971) first reported a 40-50 day 
oscillation in ten years of rawinsonde data for Canton Island (3S,172W), 
many other observations have confirmed these low frequency oscillations 
in the tropical troposphere. Several recent investigators have 
suggested that the frequency band of these low frequency oscillations 
may be quite broad. Murakami ^  (1984a, b) showed that the 
convective activity over the western Pacific varied with a period of 30-
40 days and was closely associated with that of the Asian monsoon. 
Weickmann (1982, 1983) investigated intraseasonal fluctuations in OLR 
(outgoing longwave radiation) data, and Weickmann et (1985) have 
more recently studied the 30-60 day spectral band for ten NH winters of 
OLR data and noted that the OLR variance at periods between 28 and 72 
days is large over the equatorial Indian Ocean, the maritime continent 
of Indonesia, and South America. Lau and Chan (1985) also studied the 
40-50 day oscillation in the OLR time series for the tropics and 
suggested that these oscillations may be related to extratropical OLR 
anomalies. Quah (1984) reported that the 30-50 day mode oscillation was 
observed in some extra-tropical areas. 
In addition to these observational analyses, a number of modeling 
studies have been done on the low frequency oscillations. Chang (1977) 
attempted to explain them by examining Kelvin waves in the tropics, 
including cumulus cloud drag and radiative damping. But the dispersion 
relation was found to be perhaps too sensitive to the value of the 
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damping coefficients. Moreover, this model would presumably be 
seasonally dependent, through Doppler shifting by the zonal mean wind. 
However, little seasonality could be detected in an observational study 
of 25 years of rawinsonde data for Truk Island (Anderson ^  al. 1984). 
Yamagata and Hayashi (1984) studied the response of the equatorial 
atmosphere to a heating source oscillating with a 40 day period. Their 
simplified shallow water model showed that the main features of the 
observed non-symmetric components of the oscillation can be explained if 
the heating is located over the maritime continent. However, the reason 
for the periodicity of the heating was not explained. Anderson (1984) 
advanced the hypothesis that the low frequency oscillations result from 
the advective time scale associated with a Hadley basic state 
circulation. Webster (1983) suggested that surface hydrological effects 
could result in monsoon variations of 40-50 day time scale, and similar 
oscillations in a zonally symmetric general circulation model have been 
discussed by Goswami and Shukla (1984). 
Although the presence of the low frequency oscillations in the 
tropics has been confirmed for some time by a number of observational 
papers, and although related modeling studies have been done, many 
aspects of these oscillations remain to be fully understood. Among the 
questions still unanswered is the extent to which such oscillations, or 
influences due to them, occur in the middle and high latitudes, and in 
higher altitude levels? With this question in mind we analyze four 
years of global 1 y-gridded, satellite-derived brightness temperature data 
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from polar orbiting satellites. Four different channels (MSU4, SSUl, 
SSU2, SSU3) sensitive to atmospheric temperatures near 90mb, 15mb, 5mb, 
and 1.5mb, respectively, were used. 
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II. DATA AND ANALYSES 
In this study, four years of MSU4 (Microwave Sounding Unit channel 
4) and SSU (Stratospheric Sounding Unit) data have been used to 
investigate the low frequency oscillations in the stratosphere. MSU4 
measures the magnetic dipole radiation of molecular O2. Its central 
frequency is 57.95 GHz and its weighting function peaks near 90 mb. 
Three SSU channels (SSUl, SSU2, SSU3) measure infrared radiation from 
molecular CO2 in the neighborhood of 15 microns. Their weighting 
functions peak near 15 mb, 5 mb, and 1.5 mb, respectively. The half 
amplitude thicknesses for the MSU and SSU weighting functions are 
roughly 8km and 16km, respectively. 
The data used are in the format of daily 5°X 5°degree global grids. 
They are produced by the British Meteorological Office from the original 
polar orbiting satellite measurements. Distance and time weighting were 
used in their data processing. The distance weighting is conical, being 
1 for the observations right at the grid point and decreasing linearly 
to zero for observations at or beyond 500 km from the grid point. The 
time weighting is similar, being 1 for observations made at the analysis 
time (1200 GMT) and decreasing linearly to zero for observations made at 
or beyond ll2 hours from the analysis time. Grid points which have no 
data assigned were filled by interpolation from neighboring grids points 
having valid data. 
The brightness temperature Tb is obtained from the radiation data 
by the inverse Planck law. 
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To avoid the leakage of strong annual and semi-annual power in the 
spectral analysis, we chose the length of our data record to be exactly 
four years (from April 1, 1980 through Mar. 31, 1984). Sharp spectral 
peaks at annual and semi-annual oscillations were obtained in our 
results, confirming that there is little direct leakage (due to the 
finite length time series analyzed) of these oscillations to other 
frequencies. 
Before spectral analysis, the data were checked and obviously bad 
data were removed and data gaps were filled by linear interpolation. By 
Using non-overlapping three day means, the time series were shortened by 
a factor of three. This saves computing time and memory but does not 
appreciably affect the low frequency signals of interest here. 
Spatial filtering is also used, not only because the slow 
variations of interest here are expected to have large spatial scales, 
the short scale features are of less importance for this study, but also 
there is an instrumental 'scan angle effect' in the tropics with strong 
components in the neighborhood of zonal wavenumber 14 (Yu and Stanford, 
1984). 
The brightness temperatures Tb(i)),A,t) were zonal 1 y Fourier 
analyzed, then reconstructed Tb((j),X,t) were obtained by using zonal 
wavenumbers zero to ten. Here (J) and \ are latitude and longitude, 
respectively. The spatially filtered, 3-day mean brightness temperature 
Tb((}),A,t) are analyzed by Fast Fourier Transformation technique; 
14 
244 
Tb((|),X,t) = J [C (iJ>,A)Cos(») t + S Sin w t] 
n=0 " n n n 
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=  1 1  [ C  t o  )  C o s u )  t  C o s K X  +  C  )  C o s c o  t  S i n K A  
n K=0 " " s n n 
+ S^(<J),K,(u^)Sina)^t CosKX + S^(*,K,w^)Sinw^l: SinKX], 
with = n*2ir/(1464 day). 
Sn((j),X) and Cn((J>,X) are Fourier coefficients of the local brightness 
temperature Tb((J),X,t). All later calculations are based on these 
Fourier coefficients. 
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III. RESULTS 
A. Local Tb Power Spectra 
Using Fourier coefficients Sn(<j),X) and Cn(<|),X) the power spectrum 
of local brightness temperature is calculated: 
Pn((|),X) = Sn^ (*,A) + Cn^ ((J),X)/2AF, 
with ^ F = (1464 day)~^. 
Here "local" means at a particular latitude <|) and longitude X. 
Balancing between good statistics and fine resolution, we chose a 5-
point running mean in power spectra. Fig. 1 shows several such spectra 
plotted in semi-logarithmic coordinates. The confidence level scale 
shown in Fig. 1 is calculated from a posteriori statistics using the 
chi-square distribution. Details are given in the Appendix. The 
bandwidth (BW) scale shown in Fig. 1 is based on a 5-point running 
spectral mean. 
The spectra shown in Fig. 1 suggest two separate spectral peaks in 
the low frequency range (30-90 days), with periods of about 40-50 days 
and 55-65 days, respectively. The grid point (5S, 175W) is close to 
Canton Island (3S, 172W) where Madden and Julian (1971) first found the 
40-50 day oscillation in the zonal wind and surface pressure. The Tb 
spectrum for this grid point shows a clear peak at 40-50 days (Fig. 1, 
bottom trace). 
This period is in agreement with Madden and Julian's first report 
in 1971, although the channel MSU4 is sensitive to the temperature of 
lower stratosphere. The confidence level for the existence of 40-50 day 
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oscillation at this grid point is higher than 95%, which is 
statistically significant when looking for a spectrum peak in a definite 
spectral and geographical region. 
There are also suggestions of spectral features at both shorter 
period (30-35 days) as well as longer periods (100-150 days) in Fig. 1. 
While various authors have discussed possible spectral peaks in the one 
month range, the possible long period feature (100-150 days) reported 
here will require additional study. This is particularly true in light 
of the tendency of atmospheric spectra to exhibit increasing variance 
with decreasing frequency ("red" noise). In conjunction with the long 
period feature, it is important to note that the annual oscillation and 
up to its fourth harmonic were replaced by the averages of their two 
neighboring spectral points, before performing the 5-point running mean 
in Fig. 1, 
B. Comparason of The 40-50 Day and 55-65 Day Fluctuations 
Recent papers have suggested that low frequency atmospheric spectra 
may be described as a broad band of 30-60 day, or even 30-90 day periods 
(Weickmann, 1982, 1983; Lau and Chan, 1985). Our results in Figs. 1 and 
2 suggest that there may be sub-band features within the broader band. 
We here compare the 40-50 day and 55-65 day band spectral features from 
several aspects; 
1. Spatial distribution 
To investigate the spatial distributions of the 40-50 day and 55-65 
day fluctuations, confidence levels were calculated at every grid point. 
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The confidence level indicates whether the oscillations exhibit 
significant strength compared with the estimated background 'noise'. 
In the Appendix, estimates are made of confidence levels based on 
both a priori and a posteriori statistics. To ensure that there is only 
one chance in 20 of sampling variations causing a spectral peak, the 
parameters of our analyses require 95% confidence levels (C.L.) for the 
a priori case, viz., in which a feature has been previously reported in 
a specified spectral band and geographical region. As reviewed in the 
Introduction, many investigators have reported features in a broad band 
of periods from about one to two months over the tropical Indian ocean 
and tropical Pacific. Our results show statistically significant 
signals in the 40-50 day band near 5S, 180W (95% C.L.). For regions in 
which previous investigations have not reported well established low 
frequency oscillations, a posteriori statistics must be utilized. In 
this case, ensuring that sampling fluctuations contribute at or below 
the 5% level requires 99.8% C.L. (see the Appendix). The 40-50 day 
feature near 35S, lOOW does meet the ^  posteriori statistics required 
for this band of periods, 99.9% C.L. (see the Appendix). This 
geographical region has not been generally recognized in connection with 
low frequency oscillations. The local Tb spectra of this region show 
clear evidence for the 40-50 day oscillation. Fig. 3 shows spectra for 
several locations in this region. Note the strong 40-50 day peaks at 
35S, 105W and 95W. In this region, the signal of the 40-50 day 
oscillation can be traced into the upper stratosphere, as will be 
discussed shortly. 
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Concerning the lack of earlier reports of low frequency 
oscillations in the southeast Pacific, it should be noted that previous 
rawinsonde investigations did not report analyses in this region. 
Moreover, the extensively used outgoing longwave radiation (OLR) data 
set contains implicit biases for regions in which high level cloudiness 
is suppressed on a broad scale. This is the case for the SE Pacific 
which is well-known for its large-scale atmospheric subsidence. 
Satellite infrared cloud photos typically show few high level clouds in 
this area. Thus OLR analyses are not as reliable over this region and 
rawinsonde analyses have not been previously reported. 
We believe the 40-50 day oscillation in the SE Pacific to be real. 
This is supported by the high confidence level we observe which passes 
the rigorous a posteriori statistics test. Moreover, and of 
considerable importance, there is recent corroboration of 40-50 day 
oscillations from analyses of an entirely independent data set, that of 
Easter Island (278, 109W) rawinsonde measurements (Graves and Stanford, 
1987). In the next section, it will be seen that these features are 
anti-correlated to the fluctuations in the central Pacific and may 
originate in the central Pacific or farther to the west. 
2. Zonal wave components 
Our zonal Fourier analyses indicate that the band of 55-65 day 
fluctuations is dominated by zonal wavenumber zero. Fig, 4 shows the 
zonal mean (wavenumber zero) Tb spectra for low latitudes. The 55-65 
day peak is evident for latitudes between ION and lOS. But the 40-50 
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day peak, seen in the local Tb spectra for central Pacific region (Fig. 
1), is difficult to find in these zonal mean Tb spectra. <-
Table 1 shows the zonal averaged variances contributed by different 
zonal wavenumber K: 
^ [C^ X*,K,w^ ) + Cg(*,K,w^ ) 
Aui 
+ S^ (<j),K,aj^ ) + Sg(*,K,w^ )], 
with = {J/J; I I I  -
Here the indicates the frequency band used. In the tropics, the 
fluctuations in the 55-65 day band are mainly due to zonal wavenumber 
zero, with the other wavenumbers contributing less than 20% over 5N-5S. 
For the 40-50 day band, the fluctuations in wavenumber one and two in 
the tropics are almost as important as wavenumber zero. In the 
extratropics, wave one and two are more important than wave zero, for 
the 40-50 day oscillation. 
The difference between the zonal wave spectra of these two band 
fluctuations is also shown by band-pass-filtered one point correlation 
maps, Figs. 5a, 5b. To make comparison easier, both maps were made with 
the same reference point (EQ, 175W) where the signals are strong in both 
bands. Here, 40-50 day and 55-65 day will be used to denote band-pass 
filtered analyses of 39.0-51.4 day and 53.2-65.1 day periods, 
respectively. 
The correlation map for 55-65 day fluctuations (Fig. 5a) shows that 
the tropical regions around the entire earth are highly correlated with 
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the central Pacific, with correlation coefficient of about 0.8. This is 
another indication, as noted previously in Table lb, that the 55-65 day 
correlation is characterized predominantly by zonal wave zero. The 
Northern high latitudes are highly anti-correlated with the equatorial 
reference point, with correlation coefficients of about -0.6. There is 
another highly anti-correlated region centered near 65S, 70W in the 
antarctic. 
In contrast to the zonal wavenumber zero domination of the 55-65 
day correlation map, the correlation map for the 40-50 day fluctuation 
(Fig. 5b) indicates more zonal wavenumber one and two components. This 
is also consistent with Table la. In the 40-50 day map, there are two 
highly anti-correlated regions, located near zero longitude with 
latitudes of 35N and 35S. These mid-latitude correlations are 
considered in more detailed elsewhere. 
3. Phase variation 
The correlation maps (Figs. 5a, b) of the band-pass filtered 
brightness temperatures reveal the tendency for the high latitudes to be 
out of phase with the tropics for the 55-65 day band fluctuations, while 
the 40-50 day oscillation near 5S,95E tends to be out of phase with that 
at 5S. This well known Indonesia-central Pacific dipole structure is 
seen in the 40-50 day correlation, map (Fig. 5b), even though the zonal 
means have not been removed. When the zonal mean is removed, the 
correlation coefficient between 95E and 175W along the equator becomes 
-0.7 (not shown here). The near 180 degree phase shift is in agreement 
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with other authors' reports based on OLR data (Lau and Chan, 1985; 
Weickmann, 1983, 1982). 
4. Temporal variation 
To compare the temporal variations of the 40-50 and 55-65 day 
fluctuations, we calculated the band-pass-filtered local Tb time series. 
Fig. 6a shows the 40-50 day band-pass filtered Tb for the region 5S, 
125E-175E, and the region 35S, 115W-65W. In the western tropical 
Pacific the amplitude of the oscillation varies slowly with time, but 
does not show obvious seasonal variation (Fig. 6a). In contrast, in the 
southeastern Pacific (Fig. 6b), clear seasonal variation in amplitude is 
evident, with a one year modulation period being prominent. Note the 
change of scale in Fig. 6b, indicative of the strong SE Pacific signal. 
The 55-65 day bandpass-filtered local Tb time series at 5S and 125E-175E 
are shown in Fig. 7. The western Pacific 55-65 day amplitude has 
smaller interannual variation than that of the 40-50 day oscillation. 
Comparing Fig. 6a and Fig. 7, it can be seen that the 40-50 day and 55-
65 day oscillations were simultaneously strong in some regions, for 
example, 125-135E during 1980-83. This is evidence against the 
hypothesis that these two oscillations are physically similar, having 
different frequencies due to variations in the basic state. Under such 
a hypothesis, they should not occur in the same region at the same time. 
5. Middle and upper stratosphere 
In order to get some information about low frequency fluctuations 
in middle and upper stratosphere, data from three SSU channels (SSUl, 
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SSU2, SSU3) were analyzed. The analysis procedures were the same as 
used to analyze the MSU4 data. Fig. 8 shows the confidence levels 
(C.L.) for the 40-50 day oscillation for different altitude layers. The 
results indicate that the 40-50 day signal over the SE Pacific can be 
traced up to the upper stratosphere. There is also a region of high 
confidence levels near 60S latitude. This high C.L. area tilts westward 
with increasing altitude (Fig. 8). The reason for the strong 40-50 day 
oscillation in high Southern latitudes is not known. 
The 55-65 day oscillations did not show any statistically 
significant regions in the mid to upper stratosphere (SSU data) and are 
not shown here. 
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IV. SUMMARY AND DISCUSSION 
1. In the lower stratosphere, over the tropical Pacific, the 
spectra of local Tb show two separate peaks in the low frequency range 
(30-90 day), with 40-50 day and 55-65 day periods. The 40-50 day 
oscillation is strong over the equatorial central Pacific, but not 
clearly seen elsewhere in the tropics. The 55-65 day oscillation is 
observed all over the tropics and is dominated by zonal wavenumber zero. 
2. The 40-50 day oscillation is also observed over the 
southeastern Pacific, from the lower through the upper stratosphere. In 
Southern high latitudes (near 60S), there is a large region having such 
oscillations in the Southern winter. 
3. The results presented here suggest that there may be more than 
one physical mechanism which contributes to the low frequency 
oscillations: 
(i) Lower stratosphere (Fig. 5): The 55-65 day fluctuations are 
dominated by zonal wavenumber zero in the tropics, and are anti-
correlated with polar latitudes. The Northern polar signal is 
generally strongest in winter and nearly out of phase with the 
tropics. In contrast, the 40-50 day signal exhibits strongest 
power at zonal wavenumber s 1 and 2, and is not correlated with 
polar latitudes. 
(ii) Middle and upper' stratosphere (Fig. 8): The 40-50 day 
signal exists in the middle and upper stratosphere over high Southern 
latitudes, and is also evident in the tropical upper stratosphere 
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(although there the amplitude is weak). This contrasts with the 55-65 
day fluctuations which are not observed above the lower stratosphere in 
our analyses. 
4. The results presented here reveal strong 40-50 day fluctuations 
in the SE Pacific, a region not generally recognized in other low 
frequency investigations. (A possible exception is Quah (1984) who 
recently reported on 30-50 day tropospheric oscillations. One of his 
spectral plots is for the west edge of the SE Pacific region in 
question. Krishnamurti and Gadgil (1985) also find low frequency 
signals near this SE Pacific region.) The reason that the SE Pacific 
has been overlooked appears to be that previous rawinsonde analyses have 
not used SE Pacific stations (indeed they are almost non-existent except 
for Easter Island) and OLR analyses are biased against regions with 
little high cloudiness, such as the SE Pacific with its general sinking 
air motions. However, recent analyses of rawinsonde data for Easter 
Island (27S, 109W) have corroborated the existence of 40-50 day 
oscillations in the SE Pacific (Graves and Stanford, 1987). The 40-50 
day oscillation over the southeastern Pacific (35S) exhibits a clear 
seasonal variation (Fig. 6b). 
Further observational studies are needed to better quantify the low 
frequency phenomenon as well as provide guidance for theoretical work, 
especially at high latitudes and in the stratosphere. 
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VII. APPENDIX. CONFIDENCE LEVEL DETERMINATION 
A. Peaks in Local (Specific Location) Spectra 
Using the ^  posteriori statistical argument discussed by Madden and 
Julian (1971), for our analysis case there is only one chance in 20 that 
any spectral peak will rise more than the 99.9% confidence level above 
the local background in our spectrum. This is based on our use of a 
time series of 488 points (covering a 4-year period with 3-day means) 
and, further, using 5-point running spectral averages in the power 
spectrum. With 244 spectral points from FFT analysis, the 5-point 
running means yield effectively about 49 degrees of freedom. At the 
99.9% confidence level, if 20 such 4-year spectra were obtained, in only 
one of these spectra would it be expected that a random peak would be 
found to be at or higher than the 99.9% C.L. above the estimated nearby 
background level. 
In calculating the confidence level, we estimated the background 
level in following way: The annual, semiannual, third and fourth 
harmonics of the annual oscillation were removed and replaced by the 
averages of their two adjacent spectral power points. We then fitted 47 
spectral points (from 7 to 53 (1464 day)~^ on the frequency scale in 
Fig. 1), centered at about the 50 day period, with a quadratic 
background by using least square fitting. This is a conservative 
estimate, in that, if the two peaks are true signals, the background 
estimated including them will be too high. 
We suggest, then, that spectral features rising to the 99.9% 
confidence level may be considered statistically significant in our 
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spectral analyses, even though they have not been previously reported in 
local spectra analyses posteriori statistics). On the other hand, 
previously reported features are here considered to be statistically 
significant when they reach the 95% confidence level for the 
geographical region where they have been previously reported priori 
statistics). 
B. Significance of Spectral Peaks on a Geographical Grid 
Consider a spectral peak which reaches the X% confidence level in 
some arbitrarily chosen spectral interval (say, the 40-50 or 55-65 day 
peak). If this is a randomly occurring peak, it has a probability of 1 
- X% of being found in the arbitrarily chosen spectral interval. 
Suppose there are N degrees of freedom in the horizontal (global) 
distribution of the variable in question. Then, by the binomial 
distribution, there will be a probability of (X%)^ of not finding such a 
peak in any geographical region from whole globe. 
If now one finds such a peak in the chosen spectral interval, and 
in at least one geographical region of the grid, there will be only one 
chance in 20 that the result is due to sampling fluctuations, provided 
it is required that 
1 - (X%)N = 5% (7.1) 
If N can be estimated by some technique, the required confidence 
level X% is then easily obtained from 
X% = (95%)1/N. (7.2) 
A rigorous estimate of N can obtained, for example, by Monte Carlo 
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techniques (Livezey and Chen, 1983), although the amount of computing 
required can be significant. 
In the present analysis, we obtain a less rigorous but still useful 
estimate of N by an alternate method. We have noted (Table 1) that 
about 90% of the variation in the 55-65 day fluctuations is contained in 
zonal wavenumbers 0, 1, 2, and 3. The number of degrees of freedom in 
the zonal direction can then be estimated as approximately 7 (1 for 
wavenumber 0, and 1 for each of the sine and cosine independent 
variables of wavenumbers 1, 2, and 3). This may be a conservative 
estimate of N, due to the very uneven weighting of zonal wavenumbers in 
the variations. To estimate the degrees of freedom for the latitudinal 
direction, experience suggests that large-scale motions in the 
atmosphere usually have latitudinal scales comparable with their zonal 
scales. In the latitudinal direction, the number of degrees of freedom 
is estimated as --7/2, since the pole-to-pole angular distance is half 
that in the zonal direction. Thus, an estimate can be given for the 
global degrees of freedom as N ~ 7 x 7/2. This allows an estimate of 
the least confidence level X% to be used in deciding if the 55-65 day 
spectral peak observed on our geographical grid is due to random 
sampling effects: X 99.8%. 
Similarly, for the 40-50 day feature. Table 1 reveals that the 
variance is dominated by wavenumbers 0 to 5. Thus N ~ 11 x 11/2, giving 
the requirement X% ^  99.9% for the 40-50 day peak. 
These estimates for N have been corroborated by independent 
calculations based on Monte Carlo techniques and discussed in Paper 2. 
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Table 1. Percentage of zonal ly-averaged variance of MSU4 brightness 
temperature as a function of latitude and zonal wavenumber. 
Blank entries indicate values of less than 0.5% 
(a) Bandpassed fluctuations with period of 39.0-51.4 days 
lat.\K 0 1 2 3 4 5 6 7 8 9 10 
40N 9 19 31 12 7 11 6 2 1 1 
SON 15 22 21 11 8 12 7 3 1 1 
20N 17 33 19 8 6 9 4 2 1 1 
ION 37 22 18 7 4 4 3 2 1 1 1 
EQ 31 33 19 8 3 2 1 1 1 1 
lOS 38 23 14 9 6 2 3 3 1 1 1 
20S 6 37 16 15 8 4 8 3 2 1 
SOS 5 29 22 12 14 8 5 2 1 
40S 5 45 21 7 13 5 2 
(b) Same as ( a) but periods of 53.2-65.1 days 
Lat\K 0 1 2 3 4 5 6 7 8 9 10 
ION 74 12 4 3 3 2 
5N 81 9 4 2 2 1 
EQ 81 9 4 2 2 1 
5S 80 8 4 4 2 1 1 
lOS 62 18 7 7 2. 2 1 1 
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Fig. 1. Analyses of Microwave Sounder Unit channel 4 (MSU4) brightness 
temperature data representative of 30-150mb atmospheric 
temperatures (weighting function peak near 90mb); Power 
spectra vs frequency (F) of local brightness temperature Tb at 
5S latitude, for various longitudes from 125E to 175W 
The spectra have been smoothed with five-point running means. 
The confidence level (C.L.) scale is based on the chi square 
distribution. The statistical significance is discussed in the 
Appendix. Bandwidths (BW) for the present study as well as for 
those of Madden and Julian (1971) are shown. The power scale is 
correct for the lowest curve. Succeeding curves are displaced 
by xlO for clarity 
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Fig. 3. Spectra of local MSU4 Tb as in Fig. 1, but for 358, at various 
longitudes from 105W to A5W 
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Fig. 5a. One point correlation map (R x 10) for 55-65 day fluctuations 
with reference point indicated at EQ, 175W. For the parameters 
used here, the 95% confidence level is estimated to correspond 
to 0.52 (-0.52) for correlation (anti-correlation) 
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Fig. 5b. One point correlation map (R x 10) for 40-50 day fluctuations 
with reference point indicated at EQ, 175W. For the parameters 
Used here, the 95% confidence level is estimated to correspond 
to 0.40 (-0.40) for correlation (anti-correlation). The well 
known dipole structure between Indonesia and the central 
Pacific is indicated weakly here. When the zonal mean is 
• removed, the correlation between 95E and 175W along the equator 
becomes very strong, -0.7 
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Fig. 6a. Bandpass filtered MSU4 Tb time series at 5S, for various 
longitudes from 125E to 175E. The bandpass filter has a square 
window for 39.0-51.4 day periods 
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Fig. 6b. Same as (a), but at 35S, for various longitudes from 115W to 
65W. Note the change of amplitude scale, indicative of the 
strong signal in the SE Pacific 
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Fig. 8. Confidence level maps for 40-50 oscillations in three SSU 
infrared stratospheric channels and one MSU channel (MSU4). 
90,95, 99 and 99.9% C.L.s are indicated. 99% is statistically 
significant at the a posteriori level in these analyses. Top 
to bottom: Weighting function peaks near 1.5, 5, 15, 90 mb, 
respectively 
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ABSTRACT 
Equatorial low frequency oscillations with periods of 1-2 months 
are being intensively studied by many investigators. A strong 
equatorial "dipole" pattern is observed in which atmospheric variables 
such as temperature, wind, and pressure are out of phase between the 
Indian Ocean-Indonesia region and the western Pacific. While it is 
generally thought that the oscillations make a complete circuit around 
the earth from their excitation region in the equatorial Indian Ocean-
western Pacific, the signal is more difficult to observe over the 
South America-Atlantic-Africa sector. Using analyses of four years of 
satellite-derived microwave radiation data, evidence is presented here 
for the existence of a feedback route in the Southern Hemisphere. The 
observed propagation path extends from the central equatorial Pacific 
across lower South America and heads equatorward after passing through 
south of Africa. The response route finally reenters the equatorial 
Indian Ocean with correct phase to enhance the primary equatorial 
dipole structure. The Southern Hemisphere propagation path migrates 
northward in April-September and southward in October-March. The 
largest correlation with the equatorial dataline region occurs at the 
turning point the feedback route, in the South Atlantic. This 
propagation path appears to constitute a feedback mechanism which 
could aid in stabilizing the low frequency oscillations through 
positive feedback. 
The correlations are shown to be statistically significant by 
several methods, including Monte Carlo simulations. 
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I. INTRODUCTION 
Low frequency atmospheric oscillations (LFO) with periods of order 
1-2 months have been studied in the tropics for many years by various 
investigators. Although many aspects of the oscillations are well known 
from these observational studies and modeling simulations, the mechanism 
causing the oscillation is not yet fully understood. Investigating 5-10 
years of data from tropical stations, Madden and "Julian (1971, 1972) 
discovered the 40-50 day oscillation. They raised the question of why 
this oscillation has a preferred time scale, and conjectured that the 
phenomenon is probably associated with a feedback mechanism, such as 
sea-surface temperatures and atmospheric circulation or evaporation and 
precipitation. 
A possible mechanism is that convective heating over the Indian and 
western Pacific Oceans generates a wave which travels eastward around 
the earth and returns with the correct phase for positive feedback to 
the convection over the Indian Ocean. 
The eastward propagating LFO feature over the equatorial Indian and 
western Pacific Oceans has been confirmed by a number of observational 
studies (for example, Murakami et al., 1986; Murakami et al., 1984a, b; 
Lau and Chan, 1985; Weickmann, 1983); however, the exp'ected oscillation 
signal has proven difficult to identify at all longitudes around the 
equator. The summer of 1979, with anomalously strong LFO and monsoon 
activities, has LFO signals in the velocity potential (divergence wind) 
which made a complete circuit around the globe (Krishnamurti et al., 
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1985; Lorenc, 1984). But the observed signal over tropical South 
America-Atlantic Ocean-Africa was in fact very weak. Furthermore, after 
analyzing eight years of OLR (outgoing longwave radiation) data, 
Murakami et al. (1986) concluded that the phase propagation of low 
frequency oscillations is poorly organized over equatorial South 
America-Atlantic Ocean-Africa. 
It appears that the LFO feature loses its energy, due to 
dissipation in the tropics, after traveling eastward away from the 
monsoon region and cannot usually make a complete circuit around the 
earth. The question can then be asked: are there other possible 
propagation routes around the world, and, by positive feedback, 
stabilize the low frequency oscillations? 
Numerical models show that convective heating in the tropics can 
generate two different modes of disturbances: Kelvin modes, propagating 
eastwards along and confined to latitudes near the Equator, and Rossby 
modes, moving to the extratropics along a great circle route, and then 
returning to low latitudes (Lim and Chang, 1983; Gill, 1980; Garcia and 
Salby, 1986). The equatorial modes apparently cannot usually complete 
the whole trip around the earth, due to damping and lack of opportunity 
for reamplification. On the other hand, the Rossby modes may 
conceivably pass through the mid-latitudes where instability mechanisms 
may feed energy into the low frequency disturbances through non-linear 
interactions. If such reamplified disturbances turned back towards the 
tropics again, positive feedback could occur. In fact, this tropics-
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extratropics-tropics feedback has already been hinted at by both 
observational and theoretical studies. Analysis of the Indian summer 
monsoon revealed an interesting northward propagation of low frequency 
perturbations originating in the Southern Hemisphere near 15S (Murakami 
et al. 1984a, b; Yasunari, 1980). In addition, a number of authors 
have presented evidence for LFO in extratropical regions (for example, 
Anderson and Rosen, 1983; Krishnamurti and Gadgil, 1985; Gao and 
Stanford, 1987a; Graves and Stanford, 1987). Murakami and Nakazawa 
(1985) analyzed FGGE level Illb data and showed from studies of the 
energetics of 45 day oscillations that there are two "bridges" (50 -150 
E and 170 -70 W) through which the 45 day perturbations had 
interhemispheric interactions. It was also found that over the eastern 
equatorial South Pacific, east of South America and east of Southern 
Africa, the 45 day oscillations received kinetic energy through non­
linear barotropic interactions with seasonal mean and short-period 
transient disturbances. In another study, Hendon and Hartmann (1985) 
examined the variability in a two-level non-linear atmosphere model with 
zonal 1 y symmetric forcing. Their results show that the energy of 
disturbances cascades from the scale of baroclinic instability towards 
larger spatial and temporal scales. Their model produces a large amount 
of low-frequency variance in subtropical and polar latitudes. These 
authors pointed out that substantial low-frequency variability would 
exist without any direct forcing. The development of low-frequency 
disturbances can be expected as a result of non-linear transfer of 
energy from the scale of baroclinic instability. 
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The purpose of the present paper is to present evidence for the 
existence of an extratropical propagation feedback route which could 
help stabilize the low frequency oscillations through positive feedback. 
Four years of global satellite-derived microwave brightness temperature 
(Tb) are analyzed and the results imply a possible feedback route for 
40-50 day oscillations. The propagation path is along an approximate 
great circle route from the equatorial Indian Ocean to central Pacific 
region, to Southeast Pacific, to the South Atlantic, across Southern 
Africa, and returning to the equatorial Indian Ocean. 
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II. DATA AND ANALYSIS 
In this study, four years (from April 1, 1980 to March 31, 1984) of 
MSU4 (Microwave Sounder Unit, Channel 4) data have been analyzed to 
investigate possible tropics-extratropics-tropics feedback for 40-50 day 
oscillations. The central frequency of the MSU4 channel is 57.95 GHz, 
and its weighting function peaks near 90 mb. The brightness 
temperatures obtained are approximately the 30-150 mb mean temperature; 
so that the measurements partly overlap the upper troposphere in the 
tropics where the high tropical tropopause usually is near 100 mb; 
outside the tropics, the data are representative of the lower 
stratosphere. 
Non-overlapping three day means are obtained from daily Tb 5°x 5° 
global grids produced by the British Meteorological Office. Space and 
time Fourier coefficients are obtained by Fast Fourier Transformation. 
Most of the results presented here are based on these Fourier 
coefficients. Further data processing details are given in Gao and 
Stanford (1987a). 
A temporal filter having a square window in the frequency domain 
covering 39.0-51.4 day periods has been used. 
To avoid an instrumental 'scan angle effect' which results in 
fallacious spectral peaks near zonal wavenumber 14 (Yu and Stanford, 
1984) and to enhance the signal-to-noise ratio for the large-scale 
disturbances of interest here, a spatial filter also has been used in 
which zonal mean and short-scale features (zonal wavenumbers higher than 
10) are removed. 
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The correlations between bandpass filtered time series are 
calculated in the frequency domain; this is more efficient than 
calculating in the time domain. The bandpass filtered temperature time 
series is 
T(r,t) = % [C (r)cosw t + S (r)sina) t] (2.1) 
Au) 
Here r is grid index (position of grid point), t is time, and are 
Fourier coefficients, n is Fourier frequency number, Aw is the filter 
band, and = n*2ïï/(1464 day). The correlation between grid points r 
and q is 
R(r,q)= I T(r,t)T(q,t)/a a = ^  I 
t 4 Aw 
(2 .2)  
with 0% = Y I 
Aw 
The lag correlations are also calculated in frequency domain. The 
Fourier coefficients of a lagged time series can be obtained by a 
rotation in the frequency domain. The data are extrapolated for an 
extra period, equal to the lag, and then the lag correlations calculated 
in the frequency domain. The lag correlations obtained in this way do 
not differ significantly from ordinary lag correlations when the data 
record is'much longer than the signal periods of interest. Further 
details of this technique are presented in a separate paper (Gao and 
Stanford, 1987b). 
To investigate the seasonal influence on the 40-50 day oscillation 
features, the correlations and lag correlations are computed separately 
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for summer and winter bandpass filtered data. Here summer indicates 
April 1 to September 30, and winter means October 1 to March 31. The 
combination of bandpass filter and summer (winter projection provide a 
simple method for calculating correlations and lag correlations in the 
frequency domain. The main points of this method are; (1) the summer 
(winter) projection is the result of a projection operator acting on the 
time series, leading to improved efficiency in computing; (2) the 
projection operator can be expanded in a series for which, when acting 
on a bandpass filtered time series, only a few leading terms contribute 
to the correlation. Details of this computationally efficient method 
are given in Gao and Stanford (1987b). 
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III. RESULTS 
A. One-Point Correlation Maps 
The main purpose of this paper is to investigate the extratropical 
40-50 day disturbances which related to the tropical low frequency 
oscillations. Many atmospheric phenomena exist in the middle latitudes 
and produce a rich spectrum of disturbances. To isolate LFO which are 
related to the tropical oscillations, we utilize one-point correlation 
maps with the reference point at the equator, 175W longitude. There are 
two reasons for choosing this reference point: First, here the 40-50 
day signal is strong and has high signal-to-noise ratio in our data (Gao 
and Stanford, 1987a); second, this point is close to one of the two 
"bridges" for interhemispheric interaction (Murakami and Nakazawa, 
1985). Figs, la through If are one-point correlation maps with 0, 5, 
10, 15, 20, and 25 day lags, respectively. The data used to calculate 
the correlations are 40-50 day brightness temperatures from MSU4 
measurements (150-30 mb temperatures), filtered as described in section 
11. 
There are several interesting features in the correlation maps of 
Fig. 1: 
I. The well-known "dipole" structure over the equatorial Indian and 
Pacific Oceans is clearly visible. These two regions with opposite 
phases are about 90 degrees apart longitudinally and move eastwards as 
an entity, consistent with earlier observations (for example, Lau and 
Chan, 1985; Weickmann et al. 1985). Based on the lag correlation maps 
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in Fig. 1, the phase speed of the dipole is approximately 4 per day, 
consistent with the 500 km/day value reported by Murakami et al. (1984a) 
for zonal wind perturbations. The dipole feature in Fig. 1 has wave-two 
spatial scale, so that its 4 per day speed is consistent with the value 
of 8 per day reported by Murakami and Nakazawa (1985) for their 40-50 
day zonal wavenumber one features. 
2. Note that none of the lag correlation maps show significant 
correlation between 175W and equatorial longitudes stretching from South 
America across Africa. This result suggest that the 40-50 day features 
over those regions are significantly weak or poorly related to that over 
the central Pacific Ocean, or both. A similar result is reported by 
Murakami et al. (1986) based on extended empirical orthogonal function 
analysis for eight years of OLR data. 
3. In contrast, significant correlations are observed along a path 
(denoted by long dashed lines in Fig. 1) extending from the central 
equatorial Pacific into the Southern Hemisphere, crossing South America 
and under South Africa. The response route finally bends northward to 
reenter the equatorial Indian Ocean with correct phase to enhance the 
primary equatorial dipole structure discussed above. This propagation 
path thus appears to constitute a feedback route whereby the low 
frequency oscillations may be stabilized by positive feedback. 
On the maps with 0, 5, and 20, 25 day lags (near zero and 1/2 
period, respectively) this is formed by a series of alternating high 
correlation and anti-correlation regions. On the maps with 10, 15 day 
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(about 1/4 period) lags, the extratropical segments of this route are 
less well-defined, while the equatorial segments are still evident. 
These results confirm that in the tropical Indian Ocean-Indonesian-
central Pacific region, the 40-50 day perturbations consist of large 
traveling wave components. Moreover, the results also indicate standing 
wave oscillations in the extratropics. It is interesting to note that 
the route leaves the tropics at one of the two interhemispheric 
"bridges" (in the eastern Pacific) reported by Murakami and Nakazawa 
(1985), and reenter the tropics at the other "bridge" they reported (in 
the Indian Ocean). Furthermore, the Southern Hemisphere propagation 
path in Fig. 1 traverses regions (tropical South Pacific at 90-1lOW, and 
sub-tropical western Indian Ocean) where Murakami and Nakazawa reported 
(their Fig. 10) that 45 day perturbations receive kinetic energy from 
the seasonal mean wind field and short period perturbations. Finally, 
it is worth noting that the features along the extratropical segment of 
the route are reminiscent of the wave trains produced by tropical 
heating in a number of modeling simulations. 
4. Eastward and poleward of each "pole" of the dipole there are 
subtropical regions of high correlations, roughly symmetric about the 
equator. Each such region is anti-correlated with its respective 
tropical "pole" region. For example, in Fig. la there are negative 
correlations centered near 20N, HOW and 20S, lOOW, as well as another 
pair near 15N, 130E and 25S, HOE. These suggest extratropical 
responses of the tropical convective perturbations. The propagation 
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path mentioned above in (3) passes over one of these subtropical 
response regions, the southeastern Pacific, with clearly organized 
features suggesting possible tropical-extratropical-tropical linkage. 
In addition, there are other subtropical and mid-latitude regions 
exhibiting correlation with the central Pacific, but which are not as 
well organized along simply, clearly defined propagation tracks. 
5. The turning point of the LFO propagation path in the Southern 
Hemisphere over the southern Atlantic Ocean (near 35S, 15W), is strongly 
correlated with the equatorial central Pacific. The strongest 
anticorrelation point in the Northern Hemisphere is located near 35N, 
OE. 
B. One-Point Correlation Maps for Summer and Winter Seasons 
The correlation and lag correlation maps were also calculated using 
only NH summer (April l-September 30) or NH winter (October 1-March 31) 
data for the four years. The results are shown in Fig. 2 (NH summer) 
and Fig. 3 (NH winter). The features found in the all season 
correlations (Fig. 1) are also generally found in the seasonal maps. 
Comparison of Fig. 1 with Figs. 2 and 3 allows seasonal comparison of 
the LFO features discussed earlier: 
1. The dipole structure over the tropical Indian and Pacific Oceans is 
enhanced in the NH summer and weaker in the NH winter. However, the 
direction and speed of propagation are almost the same in both seasons. 
While enhanced convective heating in summer may explain the higher 
signal intensity (higher correlation in Fig. 2a than in Fig. 3a), the 
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small seasonal variation in eastward propagation speed requires further 
explanation. 
2. The extratropical segments of the SH propagation path migrate 
northward in the NH summer and southward in the NH winter (Southern 
summer). The turning point of the propagation path is found at about 
30S in the SH winter and about 408 in the SH summer. The turning point 
latitude may be related to the position of the tropospheric westerly jet 
and may be indicative of reflection of the low frequency waves due to 
the strong horizontal shear of the wind field in this region. 
3. The correlation between the signals at the turning point and 
equatorial central Pacific is strongest in the NH summer (Southern 
winter), in agreement with the model results of Garcia and Salby (1986). 
In the winter hemisphere the westerly winds are close to the equatorial 
convective heating source region, yielding favorable conditions for 
signal propagation from the tropical forcing region into the mid-
latitudes . 
C. Confidence Levels 
1. Three statistical concepts 
First we discuss three different 95% confidence levels used in 
different statistical tests, and then briefly describe our methods to 
determine them. As an example, the results shown in Fig. 1 are compared 
with these confidence levels. 
There are three kinds of confidence levels being commonly used to 
determine statistical significance related to global correlation maps. 
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(i) Rj^ is a 95% confidence level used to determine whether a previously 
selected region is significantly correlated with a map reference point 
priori statistic). For example, to test whether the previously 
reported dipole structure over the equatorial western and central 
Pacific Ocean is observed in our one-point correlation map in Fig. 1, 
one may ask, "Is the Equator, 95E significantly anti-correlated with the 
reference point (Equator, 175W)?" Here ^  priori statistics should be 
used; as discussed below, for our case the confidence level is Rl ~ 
0.39. Since the R value at the Equator, 95E is -0.70 (Fig. la), which 
exceed Rj^  in magnitude, we conclude that the Equator, 95E point is 
significantly anti-correlated with the reference point. 
(ii) Rg is a 95% confidence level used in £ posteriori statistics. 
For a one point global correlation map, one may ask, "Is there a region 
anywhere on the globe having significant correlation with the reference 
point?" Because there are many grid points and thus more chance for a 
large correlation R to occur by random processes, Rg must be set at a 
higher level than that in the ^  priori case (R^) where only one 
(previously selected) grid point was examined. Rg may be determined by 
the method of Madden and Julian (1971). As discussed below, for our 
case Rg —0.68. If anywhere on a correlation map there exists R > Rg, 
there is less than one chance in 20 that such a correlation would occur 
due to random fluctuations. As an example, in the correlation map of 
Fig. la, several high R regions are seen; in particular, R '^0.80 at 
35S, 15W. Since this exceeds Rg = 0.68, the correlation between 35S, 
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15W and the reference point at the Equator, 175W can be considered 
statistically significant. 
(iii) If correlations on a map exceed Rg, they can be taken as 
statistically significant. In many case, however, the correlations may 
be less than Rg but still appear relatively large and cover sizable map 
area. (It is important to note that if the number of spatial degrees of 
freedom is low, a map for which correlation is not significant may in 
fact exhibit large areas with similar correlation values, giving the 
appearance of correlation; this effect is related to the non-
independence of the grid points.) The statistical significance of such 
situations can be assessed by the technique suggested by Livezey and 
Chen (1983). Let P(R), be the percentage of correlation map area with 
correlation ^  R. If P(R) equals or exceeds a critical value dependent 
on R, say Pg(R), it indicates that some map features are significantly 
correlated with the reference point. 
The results of testing the correlation map Fig. la are given in 
Fig. 4. The values of Pg(R) represent the 95% confidence level obtained 
by Monte Carlo simulation, as discussed below. The dots/stars represent 
the percent area for which the value of R is equaled or exceeded by the 
correlations/anticorrelations in Fig. la, the all season zero lag 
correlation map. The dots and stars exceed the 95% confidence level 
curve, indicating that some features are significantly correlated with 
the reference point. 
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2. Methods used to determine RT , Rg, and Pf(R) 
(i) Estimation of Rg: Suppose n is the degrees of temporal 
freedom of time series to be correlated. Then the probability of 
getting a correlation value > R can be calculated, if the correlated 
time series are completely random. The probability is a function of n 
and R, say P(n,R). If n can be estimated, R^ is determined by P(n,RL) = 
5%. A geometrical method to calculate P(n,R) and a method to estimate n 
for filtered data are discussed in Gao and Stanford (1987b). The 
bandpass filter used here is a square-window (39.0-51.4 day periods) 
composed of 9 Fourier frequencies, each with two independent 
coefficients; thus n 18 and we obtain the value Rl 0.39. The 
probability function P(n,R) is also checked by a simulation utilizing 
random time series. This is a Monte Carlo technique, although different 
from that mentioned above. Correlations are calculated for 1000 pairs 
of random time series; the P(n,R) obtained by this simulation is in good 
agreement with those obtained by the geometrical calculation mentioned 
above. 
(ii) Estimation of Rg: Following the technique suggested by 
Madden and Julian (1971), the 95% C.L. Rg can be determined by 
ngP(n,Rg) = 5%. (3.1) 
Here Ug is the spatial degrees of freedom for the field data and P(n,R) 
is the same probability function mentioned above. Using an estimated 
upper limit of spatial degrees of freedom Ug 100 (wavenumbers 1 to 7 
contribute more than 95% of the variance in 40-50 day band, see Appendix 
in Gao and Stanford, 1987a). From (3.1), P(18,Rg) = 5 x 10~^ giving 
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Rg = 0.68. A second estimate of ng was also made, by the technique of 
Livezey and Chen (1983). Based on 200 correlation maps (described 
below) obtained by Monte Carlo simulation, the estimated value is 
ng ~80. The resulting value of Rg is "^0.67, very close to that 
obtained above. 
(iii) Pg(R) curve; This Pg(R) function is obtained by the Monte 
Carlo simulation technique suggested by Livezey and Chen (1983). 200 
correlation maps were created by correlating our data with 200 different 
random time series. The histograms of percentage area with correlations 
R were drawn for different R. The 5% tail of these histograms gives the 
function Pg(R). The curve of P(.(R) is shown as the solid line in Fig. 
4. 
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IV. SUMMARY AND DISCUSSION 
1. Near the tropopause, over the tropical Indian Ocean, western 
and central Pacific Ocean, the 40-50 day disturbances in temperature 
show a dipole feature which propagates eastwards with a speed about 4° 
per day. 
2. A propagation path for positive feedback for 40-50 day 
perturbations was found in the calculated correlation maps. The path 
is approximately along a great circle route from the equatorial central 
Pacific Ocean, through the extratropics along a southeastern Pacific-
southern South America-South Atlantic Ocean-South Africa path, and 
returning to the equatorial Indian Ocean with correct phase to enhance 
the dipole structure. Along the tropical segments of the route, the 40-
50 day feature which is correlated with the central Pacific has large 
traveling components; along the extratropical segments the feature is 
characterized by standing waves. Further studies are needed to 
determine the relative importance of this feedback mechanism. In 
particular, calculations of the energetics of the 40-50 day disturbances 
in extratropical regions would be very helpful. 
3. The extratropical segments of the propagation path migrate 
northward in the Northern summer and southward in the Northern winter. 
The turning point is near 30S for four seasons of April-September data, 
and near 40S for October-March. The strongest anti-correlation to 
temperature disturbances over the central Pacific Ocean occurs at the 
turning point. 
4. The 40-50 day tropical oscillation is generally thought to be 
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closely related to tropical convection. In the extratropics, 
maintenance of the LFO probably requires non-linear interactions. To 
fully understand the tropical-extratropical LFO coupling and feedback 
will require model simulations including tropical convection and 
extratropical non-linear interactions. 
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Ias200 
Fig. 1. All-season data, one-point correlation maps of 40-50 day 
filtered MSU4 brightness temperatures. Reference point: 
Equator, 175W. Contour level interval 0.2. Solid lines begin 
at R = 0, dashed lines indicate anticorrelations. Lag time 
(days) as indicated. Long dashed lines suggest possible 
propagation route 
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Fig. 2. Same as Fig. 1, except NH summer (April 1 - September 30) 
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Fig. 4. Percentage area enclosing correlation > R for zero-lag, all-
season correlation map in Fig. la. Solid line is P(.(R)i based 
on 200 Monte Carlo simulations (see text) 
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ABSTRACT 
It is shown that significant improvements in computational 
efficiency can be effected for certain statistical calculations 
involving filtered, long-record time series on a large number of grid 
points (such as daily global data sets). The technique involves 
calculations performed in the frequency domain where significant 
contributions occur only from those Fourier coefficients within the 
frequency band passed by the filter. The power of the method lies in 
the fact that the number of these coefficients is, for relatively small 
bandwidths, much less than the total data length. Expressions are given 
for calculations of the variance, correlation and lag-correlation 
function, empirical orthogonal function and extended empirical 
orthogonal function analysis, as well as for estimates of the degrees of 
temporal freedom in the spectral domain. Although band-pass filtering 
is discussed explicitly, the techniques are generally applicable to any 
time filter, including low- and high-pass filters, provided reasonable 
attention is paid to leakage and end effects. 
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I. INTRODUCTION 
Observational study and model simulation are two complementary 
branches in atmospheric research. In atmospheric observational studies 
many statistical concepts and calculations are involved, for example, 
mean value, variance, spectrum, correlation, time series analysis, EOF 
(Empirical Orthogonal Function), EEOF (Extended Empirical Orthogonal 
Function), etc. Some statistical calculations are quite simple, while 
others may be lengthy and expensive. Thus, good choice of computing 
method sometimes means work efficiency and money savings; in some cases, 
a propitious choice is mandatory if the computation is to be feasible 
with the computing resources available. Since a suitable choice entails 
knowledge of various possible approaches, it is worthwhile investigating 
different computational techniques for statistical calculations. 
This paper discusses several statistical calculations based on 
Fourier coefficients. Because FFT (Fast Fourier Transformation) 
techniques make it inexpensive to obtain Fourier coefficients of a time 
series, computing methods based on Fourier coefficients are competitive 
with other methods. Furthermore, when spectral analysis and filtering 
are involved, these methods have distinct advantages. 
In this paper, basic concepts, variance and correlation 
calculations are reviewed in Sec. II, and estimation of confidence 
levels and degrees of temporal freedom are discussed in Sec. III. Sec. 
IV is devoted to analyses employing filtering in the frequency domain 
coupled with seasonal analyses. It is shown that, under these 
76 
conditions, taking advantage of certain properties of projection 
operators leads to significant increases in computing efficiency. In 
Sec. V, a modified lag-correlation calculation is suggested and an 
alternative approach is presented for empirical orthogonal function 
(EOF) and extended EOF analyses of filtered data. It is shown that EEOF 
analyses are much simpler in the frequency domain using this technique. 
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II. REVIEW OF BASIC CONCEPTS 
Many observational data are in the format of time series in which a 
series of measurements are taken with equal sampling interval At. 
Choosing time unit such that At = 1, the data set can be expressed as 
T(r,t), with t = 1, Here N is the length of the time series, 
and r is an index (or indices) other than t, such as a grid point index. 
Consider an N-dimensional space spanned by a set of N orthonormal basis 
vectors e^ . Then the time series T(r,t) can be represented by an N-
dimensional vector T(r) having projections T(r,t) on axes e^-: 
T(r) = I T(r,t) e (2.1) 
t 
If the time mean is removed from the data, as is usually done, then 
the variance of the time series T(r,t) is 
The covariance between two time series T(r,t) and T(q,t) is given 
( 2 . 2 )  
the square of the modulus of vector T(r). 
by 
Gov (T(r,t), T(q,t)) s I T(r,t).T(q,t) = T(r)-T(q), 
the scalar product of vector T(r) and vector T(q) in the N-dimensional 
space. 
The correlation between these two time series is defined as 
R H y T(r.t)«T(a.t)/a a = ^ (2.4) 
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the scalar product of two unit vectors, T(r)/a^ and T(q)/a^ . 
The geometrical interpretation of (1.2), (1.3), and (1.4) is quite 
clear; Each are scalar products, meaning that they are invariant under 
any rotation of the N-dimensional space. Moreover, they are also 
invariant to the choice of basis vectors. Of course, we can choose 
another set of orthonormal basis vectors to span the N-dimensional 
space, say (i = 1, 2,'"', N). Then 
T(r) = I /(r,i)f. . (2-5) 
i ^ 
And cT^, Cov(T(r,t), T(q,t)) and R^ q can be obtained by using T^ (r,i) and 
T (^q,i): 
a 
r 1 
^ = E T^(r,i) T^(r,i) (2.6) 
Cov(T(r,t), T(q,t)) = I T^(r,i)T^(q,i) (2.7) 
i 
Rfq " I T^(q,i)/<Jj.aq (2.8) 
The new basis vectors f^  are related to the basis vector e^ by a 
rotation, 
T^(r,i) are linked to T(r,t) through a rotation transformation; 
T^(r,i) = I Fj^^T(r,t). (2.10) 
t 
Since we are interested in calculation methods based on the Fourier 
coefficients while the FFT is not exactly a rotation transformation. 
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here we discuss the relation of FFT to its corresponding rotation 
transformation, and find the relationship between the Fourier 
coefficients and T^(r,i) of this rotation. For convenience, let N be 
even. The Fourier expansion of the time series T(r,t), written in 
vector form, is 
N/2 
T(r) = I T( r ,t) e  = 1 1  [C^(r)cosw^t + S^sinu^tje^. (2.11) 
t n=0 t " 
Here to = (2Tr/N)n and n = 0, 1, 2,'", N/2. The vectors I cosuj te used 
n t 
in the expansion are orthogonal but unnormalized. The orthonormal 
basis vectors related to this expansion are 
f ^  i sinwLtje^, when i = 1,2, 
f. =<^ (2.12) 
^ c o s u L  Qygt j e ^ ,  w h e n  i  =  "I, I  + 1,... , N .  
g _ r /2 when i = N/2 or N. 
1 1 ' otherwise. 
Comparing (1.5) and (1.11), one obtains 
fs£(r), i = 1, 2 , . . . ,  Y -1. 
 ^ (2.13) 
To calculate Cov(T(r,t),T(q,t)), and R^ q from Fourier coefficients, 
we have 
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f • 1 
f [S^(r) + C^(r)] + NC^ /2 (r), (2.14) 
f " 1 
Cov(T(r,t), T(q,t)) = I ^^SQ^r)S^(q) + Cjj(r)C^(q)] + 
n=l 
N (2.15) 
f " 1 
Rrq = { I |fSn(r)S^ (q) + C„(r)C^ (q)] + 
n-1 (2.16) 
NCN/2(r)Cjj/2(q)>/Vq-
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III. ESTIMATION OF CONFIDENCE LEVEL FOR CORRELATIONS 
A. Confidence Level from m-Dimentional Probability 
In Sec. II, it was shown that the correlation between two time 
series can be represented by a scalar product of two N-dimensional unit 
vectors. To estimate the confidence level for the correlation, we start 
from the calculation of the quantity P(Rg,m) which is the probability of 
obtaining a correlation R^j > Rg, in m-dimensional space. Here R^ j is 
the correlation between two completely random time series T(i,t) and 
T(j,t) each of length m. The calculation can be visualized 
geometrically as the calculation of P(Rg,m) for all dot products 
Rij = T(i)*T(j)/a^ cjj > Rg. Since T(i), T(j) are completely random, 
their distributions in m-dimensional space must be spherically 
symmetric. If T(i)/o^  is considered fixed along some direction in m-
+ A -V 
dimensional space, say T(i) // the distribution of T(j) with respect 
to T(i) will also be seen to be spherically symmetric. Therefore, 
Rij = Kc (3.1) 
gives a 'super cone' in the m-dimensional space. With this geometrical 
visualization, it will be obvious that 
P(Rc.m) = Vg(Rg,m)/Vg(m), (3.2) 
where Vg(m) is the volume of the m-dimensional sphere of radius R, and 
is the volume of the common part of this sphere and the cone 
defined by (2.1), as shown in Fig. 1 for m = 3. 
1. Calculation of Vg(m): Suppose S^  = C^r^"! is the 'surface area' of 
a m-dimensional sphere of radius r. Here C^ is a function of m, whose 
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form is to be determined. Then 
V,(m) = / S dr = — r" . (3.3) 
« m m  
o 
°r m <» -X? 
Using f  S  ( r ) e  dr= II /e ^dx = determined by 
O " i=l 00 i ' 
i-m-l.e-r^dr]-! 
For check, C2 = 2 ' f ,  C3 = Air in agreement with the 'area' of a circle and 
three-dimensional sphere. In general 
V_(m) = -CR'"=-S R 
s mm mm 
C„ . for m odd. 
m ^ 1 for ra even. 
2. Calculation of Vj.(Rj.,ni): The m-dimensional space cone (see Fig. 2) 
is given by the equation 
m 
I XX < kx , (3.5) 
1=2 ^ 
with tan# = k = *^1-Rg)/Rg, Xq = R^R. The volume V^, defined as that 
common to the cone and the sphere, is 
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X , , fO J r„ / ,  vin-l 1 
- 1° dx IV,(xk)-' » 
R C 
+ / dx ;^^[x+R)(R-x)] ^ . (3.6) 
*o 
Letting x/R = cosa, (2.6) reduces to 
C 
C -1 _ (j) 
^ C Tm-lT Vg(m)[k Sin™# + m / (Sina)'"ada] 
ID O 
à 
m 
C (J) 
~ jjj_2 Q Vg(m)[cos$ Sin™ ^(J) + m / Sin™ada] 
m o 
- P ^ V (m) / Sin™ ^oda. 
= 0 (3.7) 
Using the results obtained in (2.7), 
P (Rg,m) =-^^/ Sin™"^ada. (3.8) 
m o 
The results of a numerical calculation of P(Rg.,m) can be easily 
obtained. 
B. Estimation of Temporal Freedom 
The degrees of temporal freedom of two time series involved in a 
correlation calculation are usually much less than their length N, 
especially when band-pass filtering has been employed. To estimate the 
degrees of temporal freedom, the following procedure is usually used. 
The degrees of temporal freedom (DOTF) are estimated by 
DOIF = N/ T ,  (3.9) 
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where 
T  = [1 + 2 I C (i)C (i)]6t. (3.10) 
i=l ^ 
Here the C's are autocorrelations at lags lAt (Livezey and Chen, 1983). 
Eq. (2.10) is not suitable for calculation in the frequency domain. One 
should find a formula to estimate x in the frequency domain. Eq. (3.10) 
is a modified form of the original formula given by Davis (1976) for two 
time series of infinite length 
00 
T = J C (i)C (i)At. (3.11) 
" i=-«o r q 
If use is made of the Fourier expansion (1.11), with t varying from -« 
to +00 , the time series (2.11) can be extended periodically to infinity. 
Then, using (3.11), 
.3 N/2 
n=l ^ 
3 N/2 
_ y 
2 h=i " n r q' (3.12) 
M ^ 9 9 
~ T~ I P_(r)P_(q)/G o , 
12 2 Where P (r) = —[C (r) + S (r)] is the power at frequency w . Here we 
n 2 n n n 
N/2 2 
have used 0^(1) = N % Pjj(r)cosa) i/a^. Eq. (3.12) provides a method of 
n=l 
estimating DOTF from the spectra of the time series. 
In the band-limited white noise case, 
2 
Pn(r) = P^(q) = ^ . (3.13) 
with a = = a^. Here n^ is the number of frequencies u covered by 
85 
the filter band. Therefore, 
DOTF = 2nf. (3.14) 
2n£ is the number of Fourier sine and cosine coefficients in the band­
pass of the filter. 
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IV. COMBINATIONS OF FREQUENCY BAND-PASS FILTER WITH SEASONAL PROJECTION 
Correlations between time series are very common calculations in 
statistical studies of atmospheric motions. In many cases the time 
series need to be filtered to enhance signals in a certain frequency 
band. It is also often of interest to investigate the seasonal 
dependence of correlations between these time series. 
A straightforward way to accomplish this is to filter the data 
sets, then select out the segments of the time series for the seasons of 
interest, and finally perform the correlations in ordinary way. This 
involves passing a digital filtering program over the data time series 
(not necessarily trivial, especially for low-frequency signals) or 
reconstructing the needed time series from the Fourier band coefficients 
(which also can require a significant amount of computing time for long 
record lengths). In addition, the ordinary method of correlation 
calculations in the time domain itself is quite lengthy in many cases. 
The following provides a different technique for calculating 
correlations of band-pass filtered, seasonally projected time series. 
It is based on Fourier coefficients and takes advantage of a seasonal 
projection operator, both of which enhance the efficiency of 
calculation. 
Let I T^> and ITj> be two time series each an exact integral 
number of years in length, and let P be a projection operator. For 
example, a winter or summer half-year projection would be obtained by 
P|T>. AS discussed in Sec. II, a time series can be represented by a N-
dimensional vector, where N is the length of the time series. The 
87 
projection operator P is represented by a Hermitian matrix and satisfies 
the relations 
p = P"*", = P. (4.1) 
The correlation between P|T£> and P|Tj> can be obtained by 
Rij = <Ti|p+p|Tj>.[<Ti|pp|Ti>]-l/2.[<Tj|pp|Tj>]-l/2 
= <Ti|p|Tj>//<T.|P|T.><T.|P|Tj>. (4.2) 
If the time series are band-pass filtered, the advantage of calculating 
Rj_j in the frequency domain becomes apparent: only the components of the 
vector P|Tj> within the band-pass will contribute to R^j, and usually 
the number of these components is much less than the length of the time 
series, N. This is to be contrasted with the usual method of 
calculation of correlations in the time domain which would have N terms. 
As an example, suppose |T^> and |Tj> are four years of three-day 
mean brightness temperatures, so the length of these time series is N = 
488. For the 40-50 day band, only 9 frequencies (18 Fourier 
coefficients) are in the band-pass. In the time domain, the summer 
(winter) half-year projection operator can be written as 
P = •|-[l^+^0(sLnnt)] = I 2^^in(2m+l)î2t, (4.3) 
in=0 
where the 0 function is 1(0) when its argument is +(-), and 0 is the 
frequency of annual cycle. Since the time series |T> are band-pass 
filtered, they only have the spectral components within the filter band­
pass. Therefore, in correlation calculations, only the first few terms 
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in (4.3) make a contribution. For example, in the case of the 40-50 day 
band, the only contribution comes from 1/2 and the m = 0 term (— sinQt). 
TT 
Operated on by P, the data series |T> becomes P|T>, and the in-band 
coefficients are easily shown to be 
1 ± (7 Cg_y + -
C; = i C* ± 4 S^+Y - ? Sa-y)' (4.4) 
Here Y is the number of years covered by the data set. The correlation 
function can then be calculated in the frequency domain and is much more 
efficient than calculation in time domain. 
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V. THE MODIFICATION OF LAG CORRELATION AND EOF AND EEOF ANALYSIS 
A. Lag Correlation Modification 
Lag correlations are very important in investigating the 
propagation properties of disturbance features. In extended empirical 
orthogonal function (EEOF) analysis the R-matrix to be solved for 
eigenvectors consists of correlations and lag correlations. For a large 
field with fine mesh, the R-matrix requires a large number of 
correlation and lag correlation computations, the number being 
I(J+l)[I(J+l)-l]/2, where I is the number of grid points and J is the 
number of lag steps. For band-pass filtered time series, the degrees of 
temporal freedom are much less than the data length. Calculation of the 
R-matrix in the frequency domain can be considerably more efficient than 
computation in the time domain. Such can be accomplished with a 
modification of the lag correlation, together with certain 
approximations, as shown below. 
The lag correlation between two time series T(r,t) and T(q,t) Is 
, N-T 
Rf ( ? )  =  1  T(r.t)T(q,t+T), 
r q t=l 
using notation defined in Sec. II and 
, N-T „ 2 S 9 
(o' ) 2  =  I  r(r,t), (a*) = I r(q,t). 
^ t=l ^ T+1 
If T(q,t) is extrapolated for an extra period t by using the Fourier 
expansion of T(q,t), then T(q,N+s) = T(q,s), s < T. is modified 
to 
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TT-  ^ T(r.t) T(q,C+T) = T ( r ) . T ( q , t )  _  ( 5 . 1 )  
* r * q  t = l  ° r  ® q  
The Fourier coefficients of T(q,t+T) are obtained by the following 
technique. Consider one frequency component, o)^, for which the Fourier 
term is 
S sinu) (t+x) + C cosu) (t+x) = 
n n n n 
(S cosw X - C sinwx)sinw t + (S sinu» x + C cosu x)cosw t. (5.2) 
"  I I  n  n  n c i n n  n  
The Fourier coefficients of T(q,t+x) are obviously 
'S^(q,x)" r 
r 
1 
Here oj x represents the angle rotated in w plane spanned by (sinui t)e 
n n n 
and (cosaj^t)e. Then the lag correlation 
I (T) . ILLL . TU.T) 
r ,  
can be calculated in frequency domain. 
(5.3) 
For N »x, R (x) " R (x), with relative error of about T/N. 
rq rq 
Here N is the data record length. 
B, EOF and EEOF Analyses 
EOF and EEOF analyses are mathematically eigen-problems, both 
related to solving a matrix equation of the form 
R|E> = X|E>. (5.4) 
Here R is an M x M matrix, where M is the total number of time series 
91 
involved in the analysis, \ is an eigenvalue, and E> an eigenvector. 
For example, the temperature field on a global S^x 5*grid contains 
M = 72 X 35 + 2 = 2522 separate time series. So if one wants to perform 
an EOF analysis on these data, the matrix R to be solved is of size 
2522 X 2522, too large even for present super computers. For EEOF 
analyses the situation is even worse, the matrix size being (J+1) times 
larger, when J steps of lag correlations (or covariances) are used. Due 
to the limited capacity of computers, investigators frequently are 
obliged to limit their analyzed area or to use lower spatial resolution. 
For many cases, the computational limitations can be reduced 
significantly, as detailed below. 
We inspect two approaches to this eigen-problem. Suppose the 
data to be analyzed consist of M time series T(r,t), each with N time 
steps r = 1, 2,'", M; t = 1, 2,'", N. The data can be treated as M 
vectors in a N-dimensional space, as in Sec. II. They also can be 
treated as N vectors in a M-dimensional space, every vector 
representing a 'pattern' describing the state of the field at time t. 
Let this state be denoted by 
P(t) = (T(l,t), T(2,t), ..., T(M,t))Tf, t = 1,2,...,N. (5.5) 
where the superscript Tr denotes the transposed matrix. The eigen-
problem related to EOF analyses is equivalent to the following 
geometrical problem. Find a unit vector p in the M-dimensional space 
which maximizes (minimizes) the sum of the squared projections of P(t) 
A 
on p: 
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N A 
I (p*P(t))(P(t)*p) = P" [Jjp(t)p(t;)]'p, (5.6) 
t^l t 
p'p = 1 
One approach to solving this problem is a variational method 
<S{p'[I P(t)P(t)]»p} = 6p'[% PP]-p + p.[% = 0, (5.7) 
p'6p = 0. 
The problem becomes an eigen-problem 
ll PP].p = \ p  . (5.8) 
t 
In matrix equation form, (5.8) is the same as (5.4) and the R-matrix is 
the representation of ^  PP. This is the method used in the usual EOF 
t 
and EEOF analyses and requires the solution of the eigen-problem of the 
M X M matrix R. Frequently, when large area and high resolution are 
involved, the size of R becomes too large to handle. 
Now, we search for another approach to solve the same problem. Let 
P(S^) = (S (1), S (2),...,S (M))Tr 
n n n n 
P(C ) = (c (1), c (2) C (M))Tf 
n n n n 
(5.9) 
These are actually patterns of Fourier coefficients. It will be clear 
that for filtered data ]] pp can be more easily obtained in the frequency 
C 
domain: 
t " ° L I (5.10) 
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In many cases the band-pass of the filter is relatively narrow. In such 
situations, the number s of Fourier coefficients which lie in the band­
pass is much less than N, the length of the time series. For example, 
for four years of daily temperature data, N = 1460, but the 40-50 day 
band-passed signals in the data only 18 Fourier coefficients are 
involved; or 30-60 day features, only 50 Fourier coefficients 
are needed. Since all of the analysis can be done by using only 
those coefficients, the computation is greatly s implied. 
Returning to the geometrical problem, there will be only s vectors 
in M-dimensional space, and in most of the cases, s « M. In 
consequences, in the huge M-dimensional space, the Fourier coefficient 
vectors of interest here, PCS^) and P(Cn)» only span an s-dimensional 
subspace, with s « M. In the usual approach to EOF and EEOF analysis, 
solving the eigen-problem of R, which now has a great many meaningless 
zero (or near zero) eigenvalues and corresponding eigenvectors, is an 
obviously inefficient procedure, because the matrix R has a big size 
M X M while its rank s is much smaller. If, instead, the problem is 
solved in the s-dimensional subspace, a much more efficient computation 
results. 
Let ?£ (f = 1, 2,"', s) be the s Fourier coefficient vectors. The 
unit vector p to be found in (5.6) can be decomposed into a 
linear superposition of Pf, 
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Then the problem consists of maximizing 
V(Of) = , J il afPf'P.)2 (5.12) 
r + ^ 
with the restriction I  a . a . P  ' P -  = 1. This can be solved by the 
f,i ^ ^ ^ ' 
Lagrangian method. Let 
®ij = Pi'Pj " ®ji- (5.13) 
Then 
3v(o,) 
-357" " yielding I OfGf.G.. = 0. 
j 
3&T J, = 0' yielding I a^G^. = 0. 
J i»f f 
Then the problem becomes 
Gg| o> = XG|a> (5.14) 
or 
G|ct> = X|a>. (5.15) 
This is also an eigen-problem, but the matrix G here is much smaller in 
size than that of R. Using the same example mentioned before, matrix G 
is 18 X 18 for 40-50 day features or 50 x 50 for 30-60 day features. 
This is to be compared with matrix R.of size 2522 x 2522 for global 5°x 
5° grids. 
Once (5.15) is solved, (5.11) gives the desired eigenvectors (the 
EOFs or EEOFs), and the time variation of the coefficients of the EOF 
patterns can also be easily obtained. 
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It is worth noting that the idea used in the modified lag 
correlation can also be used to simplify the calculation of matrix G in 
EEOF analysis. 
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VI. CONCLUSIONS 
In statistical studies of time-filtered data, improved 
computational efficiency results when the calculations are performed in 
the frequency domain. Only the Fourier coefficients within the filtered 
band are significantly non-zero, and these coefficients contain all the 
information of interest. Several statistical calculations are discussed 
and the formulas needed to effect these calculations in the frequency 
domain are given; 
(1) A modified lag-correlation calculation is suggested from which 
lag correlation may be easily obtained in the frequency domain. 
(2) A method is given which allows an estimate of the degrees of 
temporal freedom of two correlated time series, utilizing the frequency 
spectra of these two time series. 
(3) A simple way to perform seasonal analyses is proposed which 
employs a half-year summer/winter projection operator in the frequency 
domain. 
(4) An approach is presented for EOF and EEOF analyses which 
reduces the size of the matrix to be solved in the eigen-problem. No 
matter how many grid points are covered by analyzed area or how many lag 
steps are involved, the size of the matrix to be solved is always s x s 
where s is the number of Fourier coefficients in the filter band-pass, 
resulting in a significant reduction in computation time. 
Some of these calculation methods have been used in the study of 
low frequency oscillations in the large-scale stratospheric 
temperature field (Gao and Stanford, 1987). The EEOF analyses method 
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suggested here is currently being used to perform analyses of low 
frequency atmospheric oscillations for the whole globe and several 
atmospheric levels. 
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Table  1 .  Va lues  o f  the  func t ion  P(Rg ,m)  x  100 ,  Eq .  (2 .8 ) ,  fo r  m =  5  to  30  ( l e f t  co lum)  and  «= 
0  . 20  0  .25  0  .30  0  ,35  0 .40  0 .45  0  .50  0  .55  0  .60  0  .65  
5  35 .  2000  31  .  6406  28 .  1750  24 .  8219  21  .6000  18 .5281  15 .  6250  12 .  9094  10 .  4000  8 .  115  
6  33 .  3609  29 .  4362  25 .  6655  22 .  0768  18  .6967  15 .5498  12 .  6585  10 .  0427  7 .  7189  5 .  700  
7  31  .  7440  27 .  5207  23 .  5169  19 .  7687  16  .3080  13 .1618  10 .  3516  7 .  8923  5 .  7920  4 .  051  
8  30 .  2950  25 .  8244  21  .  6423  17 .  7910  14  .3052  11  .2108  8 .  5235  6 .  2489  4 .  3812  2 .  903  
9  28 .  9791  24 .  3020  19 .  9845  16 .  0736  12  .6036  9 .5955  7 .  0557  4 .  9761  3 .  3344  2 .  094  
10  27 .  7722  22 .  9221  18 .  5042  14 .  5674  11  .1434  8 .2448  5 .  8653  3 .  9807  2 .  5502  1  .  519  
11  26 .  6567  21  .  6617  17 .  171  9  13- 2364  9  .8808  7 .1068  4 .  8927  3 .  1963  1 .  9562  1  .  106  
12  25 .  6194  20 .  5035  15 .  9657  12 .  0530  8  .7825  6 .1422  4 .  0932  2 .  5745  1 .  5085  0 .  808  
13  24 .  6501  19 .  4339  14 .  8683  10 .  9957  7  .8224  5 .3206  3 .  4328  2 - 0791  1 .  1654  0 .  592  
14  23 .  7406  18 .  4422  13 .  8658  10 .  0472  6  .9797  4 .6179  2 .  8849  1 .  6828  0 .  9025  0 .  435  
15  22 .  8843  17 .  5195  12 .  9468  9 .  1934  6  .2375  4 .0148  2 .  4290  1  .  3647  0 .  7004  0 .  320  
16  22 .  0757  16 .  6584  12 .  1018  8 .  4225  5  .5818  3 .4957  2 .  0485  1  .  1087  0 .  5445  0 .  236  
17  21  .  3102  15 .  8528  11  .  3230  7 .  7248  5  .0012  3 .0478  1  .  7300  0 .  9020  0 .  4240  0 .  174  
18  20 .  5839  15 .  0975  10 .  6037  7 .  0919  4  .4859  2 .6604  1  .  4629  0 .  7349  0 .  3306  0 .  129  
19  19 .  8935  14 .  3880  9 .  9378  6 .  5167  4  .0277  2 .3248  1  .  2385  0 .  5995  0 .  2581  0 .  0961  
20  19 .  2361  13 .  7203  9 .  3205  5 .  9930  3  .6195  2 .0335  1 .  0496  0 - 4896  0 .  2018  0 .  071  
21  18 .  6090  13 .  0911  8 .  7473  5 .  5155  3  .2553  1  .7803  0 .  8903  0 .  4002  0 .  1  579  0 .  052 '  
22  18 .  0103  1  2 .  4971  8 .  2143  5 .  0794  2  .9300  1 .5598  0 .  7559  0 .  3274  0 .  1  237  0 .  039  
23  17 .  4376  11  .  9359  7 .  7181  4 .  6808  2  .6390  1 .3677  0 .  6423  0 .  2681  0 .  0970  0 .  029 :  
24  16 .  8895  11 .  4050  7 .  2556  4 .  3160  2  .3784  1  .2001  0 .  5461  0 - 2197  0 .  0761  0 .  0211  
25  16 .  3641  10 .  9022  6 .  8241  3 .  9817  2  .1448  1 .0537  0 .  4647  0 .  1802  0 .  0597  0 .  016  
26  15 .  8603  10 .  4256  6 .  4211  3 .  6751  1  .9352  0 .9256  0 .  3956  0 .  1479  0 .  0469  0 .  012  
27  15 .  3766  9 .  9735  6 .  0444  3 .  3938  1  .7470  0 .8136  0 .  3371  0 .  121  4  0 .  0369  0 .  009  
28  14 .  9119  9 .  5442  5 .  6921  3 .  1353  1  .5778  0 .7155  0 .  2873  0 .  0998  0 .  0290  0 ,  006 i  
29  1  4  4649  9 .  1  364  5 .  3622  2 .  8977  1  .  4257  0 .6296  0 .  2450  0 .  0820  0 .  0229  0 .  005  
30  14 .  0350  8 .  7485  5 ,  0532  2 .  6791  1  -2887  0 .5542  0 .  2090  0 .  0675  0 .  01  60  0 .  0031  

or  m =  5  to  30  ( l e f t  co lum)  and  =  0 .20  to  0 .95  ( top  row)  
0 .50  0 .55  0 .60  0 .65  0 .70  0 .  75  0  . 80  0 .85  0 .90  0 .95  
15  .6250  12 .  9094  10  .4000  8  .1156  6  .0750  4 .  2969  2 .  8000  1  .6031  0  .7250  0  .1844  
12  .6585  10 .  0427  7  .7169  5  .7003  3  .9958  2 .  6091  1 .  5375  0  .7706  0  .2876  0  .0523  
10  .351  6  7 .  8923  5  .7920  4  .0510  2  .6612  1  .  6052  0 .  8560  0  .3758  0  .1158  0  .0150  
8  .5235  6 .  2489  4  .3812  2  .9037  1  .7885  0 .  9971  0 .  481  4  0  .1852  0  .0472  0  .0044  
7  .0557  4 .  9761  3  .3344  2  .0949  1  .2103  0 .  6239  0 .  2728  0  .0920  0  .0194  0  .0013  
5  .8553  3 .  9807  2  .5502  1  .5193  0  .8236  0 .  3926  0 .  1555  0  .0460  0  .0080  0  .0004  
4  .8927  3 .  1963  1  .9582  1  .1065  0  .  5629  0 .  2482  0 .  0891  0  .0231  0  .0033  0  .0001  
4  .0932  2 .  5745  1  .5085  .  0  .8087  0  .3861  0 .  1575  0 .  0513  0  .0117  0  .0014  0  .0000  
3  .4328  2- 0791  1  .1654  0  .5927  0  .2657  0 .  1003  0 .  0296  0  .0059  0  .0006  0  .0000  
2  .8849  1  .  6828  0  .9025  0  .4356  0  .1833  0 .  0640  0 .  0171  0  .0030  0  .0002  0  .0000  
2  .4290  1  .  3647  0  .7004  0  .3208  0  .1268  0 .  041  0  0 .  0099  0  .0015  0  .0001  0  .0000  
2  .0485  1  .  1087  0  .  5445  0  .2367  0  .0878  0 .  0263  0 .  0058  0  .0008  0  .0000  0  .0000  
1  .7300  0 .  9020  0  .  4240  0  .1749  0  .061  0  0 .  0169  0 .  0034  0  .0004  0  .0000  0  .0000  
1  .4629  0 .  7349  0  .3306  0  .1295  0  .0424  0 .  0109  0 .  0020  0  .0002  0  .0000  c  .0000  
1  .2385  0 .  5995  0  .2581  0  .0960  0  .0295  0 .  0070  0 .  0011  0  .0001  0  .0000  0  .0000  
1  .0496  0 .  4896  0  .2018  0  .0712  0  .0206  0 .  0045  0 .  0007  0  .0001  0  .0000  0  .0000  
0  .8903  0 .  4002  0  .1579  0  .0529  0  .0143  0 .  0029  0 .  0004  0  .0000  0  .0000  0  .0000  
0  .7559  0 .  3274  0  .1237  0  ,0394  0  .0100  0 .  0019  0 .  0002  0  .0000  0  .0000  0  .0000  
0  .6423  0 .  2681  0  .0970  0  .0293  0  .0070  0 .  0012  0 .  0001  0  .0000  0  .0000  0  .0000  
0  .5461  0 .  2197  0  .0761  0  .021  8  0  .0049  0 .  0008  0 .  0001  0  .0000  0  .0000  0  .0000  
0  .4647  0 .  1802  0  .0597  0  .0163  0  .0034  0 .  0005  0 .  0000  0  .0000  0  .0000  0  .0000  
0  .3956  0 .  1479  0  .0469  0  .0121  0  .0024  0 .  0003  0 .  0000  0  .0000  0  .0000  0  .0000  
0  .3371  0 .  121  4  0  .0369  0  .0091  0  .0017  0 .  0002  0 .  0000  0  .0000  0  .0000  0  .0000  
0  .2873  0 .  0998  0  .0290  0  .0068  0  .0012  0 .  0001  0 .  0000  0  .0000  0  .0000  0  .0000  
0  .2450  0 .  0820  0  .0229  0  .0051  0  .0008  0 .  0001  0 .  0000  0  .0000  0  .0000  0  .0000  
0  .2090  0 .  0675  0  .0100  0  .0038  0  .0006  0 .  0001  0 .  0000  0  .0000  0  .0000  0  .0000  
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X, 
Fig. 1. Intersection of the m-dimensional sphere and cone, illustrated 
for m = 3 
102 
X, 
Fig. 2. Illustration of the integration limits for Vj,(R^,m), Eq. (2.6) 
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SUMMARY AND DISCUSSION 
Stratospheric brightness temperature data from satellite-borne 
measurements have been analyzed to investigate low frequency (LFO). The 
interesting results obtained here reveal that these brightness 
temperature (Tb) data are suitable and valuable for observational 
studies of the LFO in many aspects. The lower stratospheric 
temperatures (MSU channel 4) especially contain a considerable amount of 
information about LFO. Four years of the stratospheric Tb were 
analyzed, and the main results are summarized as follows: 
(1) In the lower stratosphere over the central Pacific, the power 
spectra of local Tb show two peaks with periods of 40-50 days and 55-65 
days, respectively. These two features were compared in several 
aspects, and the results suggest that they may be physically different. 
While the 40-50 day oscillations are considered to be the responses to 
the oscillations occurring in the troposphere, the 55-65 day features 
have not been previously reported and need further study. 
(2) The first evidence was found for the existence of LFO in the SE 
Pacific region. This result has been corroborated by recent analyses of 
rawinsonde data for Easter Island (27S, 109W) (Graves and Stanford, 
1987). The 40-50 day-oscillations are also observed in the middle and 
upper stratosphere near 60S latitude. The region with high, confidence 
signals tilts westward with increasing altitude. 
(3) The well-known dipole structure over the equatorial Indian and 
western Pacific Ocean was clearly seen on the one point correlation and 
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lagged correlation maps. Its two poles are about 90 degrees apart 
longitudinally. This dipole feature moves eastward with a speed about 4 
degrees per day. Intensification of the dipole structure was observed 
in the NH summer. All of these results are consistent with earlier 
observations. This good agreement indicates that the lower 
stratospheric Tb data are useful and reliable for the investigation of 
the LFO. 
(4) A possible feedback path for low frequency atmospheric 
oscillations were indicated by one point correlation results. This 
route extends from the central equatorial Pacific, across lower South 
America, and heads equatorward after passing south of Africa. Finally, 
the route reenters the equatorial Indian Ocean with a correct phase to 
enhance the primary equatorial dipole structure mentioned above. The 
turning point of the feedback path is located near 35S, 15W and 
migrates northward (southward) in NH summer (winter) to 30S (40S). 
The calculations involved in these statistical studies are 
performed in the frequency domain. To improve efficiency of statistical 
Calculations of globally-gridded filtered time series, several 
computational methods were discussed; 
(I) A modified lag-correlation calculation is suggested, in which 
improved efficiency results when the calculation are performed in the 
frequency domain. The basic idea of this modification is the 
extrapolation of the lagged time series and obtaining the Fourier 
coefficients of the lagged time series by a simple rotation 
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transformation in frequency space. This modified lag-correlation is a 
good approximation of the ordinary technique, and the relative error is 
only about t/N. Here N is the length of the time series and t is the 
lagged time. 
(II) A method is provided which allows an estimate of the degrees 
of temporal freedom of two correlated time series, utilizing their power 
spectra. The estimation is efficient and easy to perform, especially 
for band-pass filtered data. 
(III) A simple way to perform seasonal projection in frequency 
domain is proposed which employs a half-year summer/winter projection 
operator in frequency domain and takes advantage of the properties of 
projector operators. 
(IV) An alternative approach is presented for EOF and EEOF 
analyses. This approach reduces the size of the matrix to be solved in 
the eigen-problem. For band-pass filtered data over a large area with 
high resolution, this method will result in a significant reduction in 
the requirement of computer capacities. 
Based on the knowledge gained of the LFO by these studies, together 
with the efficient calculation methods developed in the present paper, 
several investigations are worth undertaking in near future. These 
include: 
(A) Correlation studies of temperatures at different levels. 
The brightness temperatures in the middle and upper stratosphere 
(three SSU channels) can be correlated and lag-correlated with the key 
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point (for example, the central Pacific) at lower altitude levels. This 
may provide important information about vertical structure and vertical 
propagation of the LFO in the stratosphere. Using the technique 
mentioned in III, the effect of seasonal variation of the LFO feature 
and its propagation can also be detected. 
(B) EOF and EEOF analyses for multi-level global grids. 
Long record multi-level global grids, for example the height or Tb 
data, are now available. Ordinary methods for EOF and EEOF analyses 
have difficulty handling these massive data. With the alternative 
approach developed in this thesis, these analysis may be undertaken with 
little problem for any spectral band of interest. The low frequency 
band or its sub-bands would be favorable candidates. Hopefully, the 
EOF and EEOF analyses will pick up the dominant mode of these features. 
And the three dimensional structure and seasonal variation of the mode 
so obtained can be used for comparison with modeling results. 
(C) Energetical analyses of the LFO in the regions traversed by the 
feedback path is very important for understanding the excitation and 
maintenance of the LFO. Analyses of height data in extratropical 
regions could be fruitful. If such energetic analyses is to be 
performed, attention should be paid to non-linear interactions in the 
neighborhood of the turning point. 
(D) In a quite broad range (from the time scale of the semi-annual 
oscillation to the time scale of stratospheric sudden warmings), the 
fluctuations in the tropics are likely to be out of phase with the 
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fluctuations in the North polar region. More statistical studies could 
be done related to this topic. A simple zonally-symmetrical model is 
worth trying to attempt to explain the physics behind this phenomenon. 
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