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Introduction
This paper is the second in the series of our papers on modular invariance of modified normalized characters of irreducible highest weight representations L(Λ) over an affine Lie superalgebra g, associated to a simple finite-dimensional Lie superalgebra g. We shall keep the notation and conventions of the first paper [KW] .
We assume that g is endowed with a non-degenerate invariant supersymmetric bilinear form (.|.) and that its even part g0 is a reductive subalgebra. (These properties hold if the Killing form κ on g is non-degenerate.) The associated affine Lie superalgebra is g = g[t, t −1 ]⊕CK ⊕Cd, where K is a central element, g[t, t −1 ] ⊕ CK is a central extension of the loop algebra g[t, t −1 ]:
[at m , bt n ] = [a, b]t m+n + mδ m,−n (a|b)K, a, b ∈ g, m, n ∈ Z,
. Choosing a Cartan subalgebra h of g0, one defines the Cartan subalgebra of g:
The restriction of the bilinear form (.|.) to h is symmetric non-degenerate, and one extends it from h to h, letting (h|CK + Cd) = 0, (K|K) = (d|d) = 0, (K|d) = 1.
One identifies h * with h via this bilinear form. Traditionally, the elements of h * corresponding to K and d are denoted by δ and Λ 0 , respectively. One uses the following coordinates on h:
(0.1) h = 2πi(−τ d + z + tK) =: (τ, z, t), where τ, t ∈ C, z ∈ h.
Given a set of simple roots Π = {α 0 , α 1 , . . . , α ℓ } of g and Λ ∈ h * , one defines the highest weight module L(Λ) over g as the irreducible module, which admits a non-zero vector v Λ , such that hv Λ = Λ(h)v Λ for h ∈ h and g α i v Λ = 0 for i = 0, . . . , ℓ,
where g α i denotes the root subspace of g, attached to the simple root α i . Since K is a central element of g, it is represented by a scalar Λ (K) , called the level of L(Λ) (or Λ).
The character ch + and the supercharacter ch − of L(Λ) are defined as the following series, corresponding to the weight space decomposition of L(Λ) with respect to h, cf. (0.1):
where tr + (resp. tr − ) denotes the trace (resp. supertrace). It is easy to see (as in [K] , Chapter 10) that these series converge absolutely in the domain {h ∈ h| Re α i (h) > 0, i = 0, 1, . . . , ℓ} to holomorphic functions. In all examples these functions extend to meromorphic functions in the domain (0.2) X = h ∈ h| Re(K|h) > 0 = {(τ, z, t)| Imτ > 0} .
Note that, as a g[t, t −1 ] ⊕ CK-module, L(Λ) remains irreducible and it is unchanged if we replace Λ by Λ + aδ, a ∈ C, and the character of the g-module gets multiplied by q a . Here and further q = e 2πiτ = e −δ .
In the case when g is a simple Lie algebra, there exists an important collection of integrable and, more generally, admissible g-modules L(Λ), whose normalized characters have modular invariance property [K] , [KW1] . Recall that the normalized (super)character ch ± Λ is defined as
where m Λ ∈ Q is the "modular anomaly" (cf. formula (2.3)). Recall that ch ± Λ+aK = ch ± Λ , a ∈ C. Recall the action of SL 2 (R) in the domain X in coordinates (0.1):
.
By definition, modular invariance of the normalized (super)character of the g-module L(Λ) means that L(Λ) is a member of a finite collection of irreducible highest weight g-modules, such that the C-span of their (super)characters is SL 2 (Z)-invariant.
If the Killing form κ on g is non-degenerate (only such g are considered in the present paper), a g-module L(Λ) (and the highest weight Λ) is called (partially) integrable if for any root α of g, such that κ(α, α) > 0, the elements from the root space g α act locally nilpotently on L(Λ). (If g is a Lie algebra, this property is equivalent to integrability, as defined in [K] .)
The conjectural Kac-Wakimoto (super) character formula for a tame g-module L(Λ) (see [KW] , Definition 3.5(c)) reads:
w∈ W # ε ± (w)w e Λ+ ρ β∈TΛ (1 ± e −β )
Here and further onΛ denotes the restriction of Λ to h ; R ± is the affine (super)denominator:
(1 − e −α )
α∈ ∆1 ,+
(1 ± e −α ) , ρ is the affine Weyl vector defined by 2( ρ|α i ) = (α i |α i ), i = 0, 1, . . . , ℓ; ∆0 ,+ and ∆1 ,+ are the sets of positive even and odd roots of g (counting multiplicities); TΛ ⊂ Π is a subset of the set of positive roots of g, consisting of pairwise orthogonal isotropic roots, orthogonal toΛ, and maximal with this property in this set; W = W ⋉ t L is the affine Weyl group , where W is the Weyl group of g0, and the subgroup t L consists of translations t γ , γ ∈ L, where L is the coroot lattice of g0, which are defined by (0.5) t γ (λ) = λ + λ(K)γ − ((λ|γ) + 1 2 λ(K)(γ|γ))δ, λ ∈ h * ;
is the subgroup of the affine (resp. finite) Weyl group, generated by reflections in α ∈ ∆ + (resp. α ∈ ∆ + ) with κ(α, α) > 0, where L # is the sublattice of L, spanned by the coroots α with κ(α, α) > 0 of g0; finally, ε ± (w) = (−1) s ± (w) , for a decomposition of w in a product of s + reflections, with respect to non-isotropic even roots, and s − is the number of those of them, for which the half is not a root (note that ε + (t α ) = 1). Formula (0.4) is a slightly more precise version of formula (3.14) from [KW] . In all cases studied in the present paper, formula (0.4) is proven in [GK] . Note that it can be rewritten, after multiplying both sides by a suitable power of q, as (0.6) q sdimg 24 R ± ch
where T = TΛ and Θ ± Λ+ ρ,T is a mock theta function of degree (Λ + ρ) (K) . Recall [KW] that, for λ ∈ h * , such that λ(K) > 0, a mock theta function Θ ± λ,T of degree n = λ(K) is defined by the following series:
(0.7) Θ ± λ,T = q (λ|λ) 2n γ∈M ε ± (t γ )t γ e λ β∈T (1 ± e −β )
, where M ⊂ h is a positive definite integral lattice (= L # in (0.6)), t γ are the translations, defined by (0.5) , and T ⊂ h is a finite subset, consisting of pairwise orthogonal isotropic vectors, orthogonal to λ. This series converges to a meromorphic function in the domain X, which in coordinates (0.1) takes the form (0.8) Θ λ,T (τ, z, t) = e 2πint γ∈λ n +M ε ± (t γ ) q n (γ|γ) 2 e 2πinγ(z)
β∈T (1 ± q −(γ|β) e −2πiβ(z) )
Of course, if T = ∅, we get the usual Jacobi form, which is modular invariant, up to a weight factor. The normalized (super)denominator q sdimg 24 R ± is modular invariant, up to the same weight factor, since it can be expressed as a ratio of products of four standard Jacobi forms ϑ ab (a, b = 0 or 1) of degree 2 (see [KW] , Section 4).
In particular, if g is a simple Lie algebra and L(Λ) is an integrable g-module, then formula (0.4) turns into the usual Weyl-Kac character formula, where W # = W , and TΛ = ∅ (in this case, of course, ch + = ch − and ε + (w) = ε − (w) = det(w)). Therefore (0.6) holds with the usual Jacobi forms, hence ch Λ is modular invariant.
However, modular invariance fails for mock theta functions, but sometimes it can be achieved by adding non-holomorphic real analytic corrections, discovered by Zwegers [Z] .
In our previous paper [KW] we studied the first non-trivial case of g = sℓ 2|1 and the nontypical (i.e. T = ∅) integrable g-module L(mΛ 0 ), where m is a positive integer. Namely, we found a modification of the numerator of ch ± mΛ 0 (i.e. the RHS of (0.6)) in the spirit of Zwegers, so that the corresponding modified normalized supercharacter ch − mΛ 0 is modular invariant (see [KW] , Theorem 7.3 for M = 1, ε = ε ′ = 0).
Moreover, since the numerators of the normalized supercharacters of admissible modules and their modifications are expressed by a simple substitution via that for the integrable modules, and their denominators remain the same, we obtain modular invariance for the modified normalized supercharacters of admissible modules, associated to L(mΛ 0 ) ( [KW] , Theorem 7.3 for ε = ε ′ = 0). Finally, it turns out that the modified normalized supercharacters and characters, along with their Ramond twisted analogues, again form a modular invariant family ( [KW] , Theorem 7.3).
In the present paper we show that similar results hold for arbitrary atypical integrable highest weight g-modules and the associated principal admissible modules in the case when g is a simple Lie superalgebra of rank ℓ = 2, i.e. g is either sℓ 2|1 or osp 3|2 .
For g = sℓ 2|1 an arbitrary atypical integrable weight is of the form Λ m;s = (m − s)Λ 0 + sα, where m, s ∈ Z ≥0 , s ≤ m, and α is an isotropic root of g. We show that for each Λ m;s the corresponding modified normalized supercharacter ch − Λm;s is modular invariant, and consequently, for each M ∈ Z ≥1 , such that gcd(M, 2m + 2) = 1 if m > 0, the associated family of principal admissible modified normalized supercharacters is modular invariant (Theorem 2.9). It turns out more convenient to use slightly changed Zwegers' real analytic functions R j,m+1 (τ, v); they are given by (1.6). The method of the present paper is simpler than that of [KW] , but still the key result is that Φ [m;s] − Φ [m;s) | S is a holomorphic function, where Φ [m;s] is the numerator of ch − Λm;s . It is in the proof of the latter fact that the restriction ℓ = 2 is essential.
For g = osp 3|2 (= B(1, 1)) the only atypical integrable weight is mΛ 0 , where m ∈ Z ≥0 . The method is similar to that for g = sℓ 2|1 . The corresponding Zwegers' type real analytic functions
(τ, υ) are introduced in Section 4. As a result, we construct a modular invariant modified normalized supercharacter for the osp 3|2 -module L(mΛ 0 ), and, for each M ∈ Z ≥1 , such that gcd(M, 4m + 2) = 1, the associated modular invariant family of principal admissible modified normalized supercharacters (Theorem 5.12).
As in [KW] , in all cases considered, modified normalized supercharacters and characters, along with their twisted analogues, again form a modular invariant family (Theorems 2.9 and 5.12).
Next, as in [KW] , we apply the quantum Hamiltonian reduction to the principal admissible g-modules. As usual, the integrable and a few admissible g-modules get erased (i.e. give zero), but what remains of the modular invariant families of modified normalized characters of g-modules, produce modular invariant families of modified characters and supercharacters of Neveu-Schwarz and Ramond N = 2 (resp. N = 3) superconformal algebra positive energy modules. Namely, in the case g = sℓ 2|1 we obtain new families of N = 2 superconformal algebra modules with central charge c = 3(1− 2m+2 M ), where m ∈ Z ≥1 , M ∈ Z ≥2 and gcd(M, 2m+2) = 0 (Theorem 3.1); and in the case of g = osp 3|2 we obtain new families of N = 3 superconformal algebra modules with central charge c = −3 2m+1 M , where m ∈ Z ≥0 , M ∈ Z ≥2 and gcd(M, 4m + 2) = 1 (Theorem 6.3).
In our subsequent paper, we will consider the case g = D(2, 1; a) and the corresponding big N = 4 superconformal algebras, obtained from g by the quantum Hamiltonian reduction [KW2] , [KW3] .
1 Transformation properties of the mock theta functions Φ [m; s] and their modifications Φ [m; s] .
In this section we study modular and elliptic transformation properties of supercharacters ch
of integrable highest weight modules L(Λ) over the affine Lie superalgebra sℓ 2|1 . We choose the set of simple roots {α 0 , α 1 , α 2 }, where α 0 is even and α 1 , α 2 are odd, and the scalar products are :
Then the highest weight Λ of an integrable module L(Λ), such that (Λ|α 1 ) = 0, is of the form (up to adding a multiple of the imaginary root δ):
It is easy to see that the highest weight Λ of any atypical integrable level m sℓ 2|1 -module can be brought to this form by odd reflections (up to adding a multiple of an imaginary root). In our paper [KW] we studied transformation properties of the supercharacter of only the vacuum sℓ 2|1 -module L(mΛ 0 ), by a more complicated method, close to the original approach of [Z] .
Since the transformation properties of the superdenominator R − are well understood [KW] , it suffices to study those of the numerator R − ch − L(Λ) . The numerator of the supercharacter of L(Λ m;s ) is given by the formula (see Conjecture 3.8 in [KW] and its proof in [S] or in [GK] ):
where, as usual, q = e −δ . Hence in coordinates
it is given by the function
It is a holomorphic function in the domain X = {(τ, z 1 , z 2 , t) ∈ C 4 | Im τ > 0}.
Recall the formula for the classical theta functions Θ j,m (τ, z, t) of degree m, where m is a positive integer and j ∈ Z mod 2mZ :
These are holomorphic functions in the domain
. In the study of the functions Φ [m;s] we shall use, in particular, the following obvious properties
Lemma 1.1. The functions Φ [m; s] satisfy the following properties :
Proof. Recall that, by definition of the action of SL(2, Z) (see [KW] , Section 4):
In order to prove (0), it suffices to show that
viewed as a function in z 1 , has zero residues at all poles. The poles of both Φ | S are the points z 1 ∈ Z + τ Z, and it is easy to see that :
as required.
Claims (1), (2) and (6) are obvious. In order to prove (3), we rewrite :
Using (1.3), we obtain the claim. Claim (4) follows easily from (6) by sending (z 1 , z 2 ) to (−z 2 , −z 1 ) in (3) and using (1.3). In order to prove claim (5), note that
via replacing j by j − 1 in the sum, defining the LHS (see (1.1)). The same formula holds for Φ [m;s] 1 (τ, −z 2 − τ, −z 1 − τ ) via replacing j by j + 1 in the sum. Hence (5) holds for j = 1, and by induction on j it holds for arbitrary j ≥ 1.
We change the coordinates, letting
and denote
Formula (1.5) becomes :
The following lemma is immediate by Lemma 1.1. (
¿From claims (3) and (4) of Lemma 1.2, we obtain the following:
We put
Lemma 1.4. The function G [m; s] satisfies the following properties: u, v, t) is holomorphic with respect to v. 2u) .
(4) G [m; s] is determined uniquely by the above three properties.
Proof. Without loss of generality we can let t = 0. We have, using Lemma 1.2 (2) for a = 0, b = 1 :
The last equality holds by Lemma 1.3. This proves (2).
In order to prove (3), note that after the substitution (τ, u, v 
in Lemma 1.3 and using the modular transformation formula of Θ ±(j−s), m+1 (see e.g. the Appendix in [KW] ), we obtain :
Using this and Lemma 1.2 (2), we obtain :
The proof of claim (4) is the same as that Proposition 5.4(c) in [KW] . Namely, if F (τ, u, v, t) is the difference of two functions, satisfying (1)-(3), then the function
is holomorphic and doubly periodic in v, and vanishes at v = 0, hence is zero. Lemma 1.5. Let a j (τ, v) (j ∈ Z, −s ≦ j ≤ −s + 2m + 1) be functions satisfying the following conditions (i), (ii), (iii):
(By the argument in the proof of Lemma 1.4(4), a j (τ, v) is uniquely determined by the properties (i),(ii),(iii).) Then the function
satisfies the properties (1), (2), (3) of Lemma 1.4.
Proof. It is straightforward.
In order to construct functions a j (τ, v) satisfying the conditions (i), (ii), (iii) of Lemma 1.5, we define the (modified) Zwegers functions R j; m+1 (τ, v) (j ∈ Z) as follows:
where E(x) = 2 x 0 e −πu 2 du. In the same way as in [Z] one shows that this series converges to a real analytic function for all v, τ ∈ C, Im τ > 0.
Lemma 1.6. The functions R j;m+1 have the following properties:
Proof. Claims (1) and (2) are immediate from the definition of the function R j; m+1 . In order to prove (3), we first prove
We have :
Letting n = n ′ + 2(m + 1), the RHS can be rewritten as follows :
This can be rewritten, using that
as follows : 2e
where
This completes the proof of formula (1.7). Multiplying both sides of (1.7) by −e 2πi(m+1)(2v−τ ) , we obtain claim (3).
Then in the real coordinates (a, b, y, Re τ ) we have :
Lemma 1.7. We have:
(1)
Proof. Due to the second formula in (1.9), we have:
τ −2πinv = 0, and since
we obtain, using formula (1.10) :
Replacing n by −n in the last sum, we obtain claim (1) (cf (1.2)).
In order to prove claim (2), let
and introduce the coordinates a ′ , b ′ ∈ R by
Then we have :
Using this and claim (1), we obtain :
proving (2) The formula in Lemma 1.7 (2) together with the modular transformation formula for Θ j, m+1 gives the following :
For j ∈ Z such that −s ≦ j ≤ −s + 2m + 1, we define the following functions :
, −s ≦ j ≤ −s + 2m + 1, satisfy the following properties :
Proof. In view of the second formula in (1.9), we can rewrite Lemma 1.8 as follows :
In order to prove (1), it suffices to show the following :
(1.12)
The LHS of (1.12) is equal to
which by (1.11) is equal to
Θ n, m+1 (−τ , −2v).
, and = 0 otherwise, we obtain that the LHS of (1.12) is equal to −4 (m + 1)y e −4π(m+1)ya 2 Θ −j, m+1 (−τ , −2v). Hence, using (1.3), we deduce from Lemma 1.7 (1) that (1.12) holds. Next, we prove (2). We have :
Multiplying both sides by e 2πi(m+1)(2v−τ ) , we obtain
Applying Lemma 1.6 (3) to the RHS, we obtain claim (2). In order to prove (3), note that, replacing (τ,
By definition of R j; m+1 and using Lemma 1.6 (1), we have
Using (1.13), we deduce:
Lemma 1.9 shows that the functions a j (τ, v) := 1 2 ∼ a j (τ, v) satisfy the conditions (i), (ii), (iii) of Lemma 1.5, hence, by Lemma 1.5 and Lemma 1.4(4), we have
and
add .
Then we obtain the following theorem.
Theorem 1.11.
Using the modular transformation formula of Θ j, m+1 , the RHS is rewritten as follows :
By the definition of 
proving the first formula in (1). The second formula in (1) is straightforward. Next, let a, b ∈ 1 2 Z be such that a + b ∈ Z. Using Lemma 1.6 (1) and equation (1.4), we obtain that ϕ u, v, t) . This together with Lemma 1.2 (2) proves claim (2).
Claim (3) is easily deduced from claims (1) and (2) as follows. By (1) we have:
Replacing (u, v) by (u + aτ, v + aτ ) in this formula, and using claim (2), we obtain :
By (1.16), the RHS of this formula is equal to τ q (m+1)( has the following modular and elliptic transformation properties:
Remark 1.13. After replacing (τ, z 1 , z 2 , t) by (
2 Modular transformation formulae for modified normalized characters of admissible sℓ 2|1 -modules.
Recall an explicit description of principal admissible weights Λ of an affine Lie superalgebra g (see [KW] , Section 3). Let M be a positive integer and let S M = {(M −1)δ + α 0 , α 1 , . . . , α ℓ }, where {α 0 , α 1 , . . . , α ℓ } is the set of simple roots of g and δ is the primitive imaginary root. Let Λ 0 be a partially integrable weight of level m. Then all principal admissible weights, associated to the pair (M, Λ 0 ) are obtained as follows. Let h be the Cartan subalgebra of g and W the (finite) Weyl group. Let β ∈ h * and y ∈ W be such that the set S := t β y(S M ) lies in the subset of positive roots of g. Such subsets are called simple. All principal admissible weights with respect to a simple subset S, associated to the pair (M, Λ 0 ) are of the form (up to adding a multiple of δ) :
and all of them have level
where h ∨ is the dual Coxeter number. For the Lie superalgebra g = sℓ 2|1 the dual Coxeter number h ∨ = 1 and ρ = Λ 0 . There are two kinds of simple subsets:
By (2.1) all principal admissible weights with respect to S
, associated to the pair (M, Λ 0 = Λ m;s ) are respectively:
and, by (2.2), the level of all of them is k = m+1 M − 1. Recall that the normalized character and supercharacter ch
Formula (3.28) from [KW] (see [GK] for its proof) gives in the case of g = sℓ 2|1 the following expressions for the normalized characters and supercharacters of principal admissible modules, in terms of the functions Φ [m; s] : Lemma 2.1. Let Λ be a principal admissible weight of level k = m+1 M − 1 for sℓ 2|1 , associated to the pair (M, Λ m; s ). Then the normalized supercharaters ch − Λ are given by the following formulae (where R − is the affine sℓ 2|1 superdenominator):
In order to derive the modular transformation formulae for the modified admissible sℓ 2|1 -characters we need the following theorem. Theorem 2.2. Let M be a positive integer and let m be a non-negative integer, such that
(M τ, z 1 + jτ, z 2 + kτ, t).
(By Theorem 1.12(4), each term in the RHS depends only on j, k mod M .)
Given coprime positive integers p and q, for each integer n ∈ [s + 1, s + q] there exist unique integers n ′ ∈ [s + 1, s + p] and b n , such that
Furthermore, the set (2.5) I
[s]
consists of q distinct integers. Any n ∈ Z can be uniquely represented in the form (2.4), where n ′ ∈ Z and b n ∈ I
q,p , and this decomposition has the following properties :
We shall apply this setup to p = 2m + 2, q = M , and let
M, 2m+2 . The same proof as that of Lemma 6.2 (a) in [KW] (except that we expand Φ Lemma 2.3. Let M be a positive integer and m be a non-negative integer, such that gcd(M, 2m + 2) = 1. Then
Remark 2.4. Since Remark 6.6 from [KW] holds for arbitrary s, we see that Lemma 2.3 holds if gcd(M, m + 1) = 1, the set I [s] is replaced by the set I
M, m+1 , and 2b is replaced in each summand by b.
The proof of the following lemma is the same as that of Lemma 6.3 from [KW] .
Lemma 2.5. Let M and m be as in Theorem 2.2. For each integer j ∈ [−s, −s + 2m + 1] take the unique integer j 0 in the same interval, such that j ≡ M j 0 mod 2m + 2. Then
¿From the definition (1.13) of ϕ
add and Lemmas 1.6 (2) and 2.5 we obtain Lemma 2.6. Let M and m be as in Lemma 2.3. Then 
As in [KW] , let ξ = − 1 2 (α 1 + α 2 ) and consider the twisted normalized admissible characters and supercharacters t ξ ch ± Λ and their denominators and superdenominators t ξ R ± . As in [KW] , we shall use the following notation :
and similarly for their (super)denominators :
Recall that the untwisted and twisted (super)denominators for sℓ 2|1 can be conveniently written in terms of Jacobi's four theta functions of degree 2 (see (7.4) in [KW] ) :
where ε, ε ′ = 0 or 1 2 . As in the case s = 0 in [KW] , Section 7, the non-twisted and twisted normalized admissible (super)characters can be written in terms of the following functions :
where ε, ε ′ = 0 or 1 2 , and a, b ∈ ε ′ + Z. Namely, Lemma 2.1, along with Lemma 1.1 (5) and (6), implies the following character formulae.
Proposition 2.7.
As in [KW] , introduce the modification . The following theorem is immediate by Theorem 2.2 and Theorem 1.12 (2).
Theorem 2.8. Let ε, ε ′ = 0 or 1 2 , and let j, k
As in [KW] , in order to state a unified modular transformation formula for modified normalized admissible characters, it is convenient, for each s ∈ Z, 0 ≤ s ≤ m, to introduce the following notations :
is (up to a sign) precisely the set of all admissible characters (resp. supercharacters), associated to the pair (M, Λ m; s ), if ε ′ = 0 and ε = 1 2 (resp. ε = 0), and it is the set of all twisted admissible characters (resp. supercharacters), associated to the pair (M, Λ m; s ), if ε ′ = 1 2 and ε = 1 2 (resp. ε = 0).
In view of these observations, introduce the modified normalized characters (ε = 
Then from formulae (7.5) and (7.6) in [KW] and Theorem 2.8 we obtain the following theorem.
Theorem 2.9. Let M be a positive integer and let m be a non-negative integer, such that gcd (M, 2m + 2) = 1 if m > 0. One has the following modular transformation formulae for each
As in [KW] , Section 9, in order to perform the quantum Hamiltonian reduction for sl 2|1 , we need a different choice of the twisting vector : ξ ′ = 1 2 (α 1 − α 2 ). Then the obtained twisted denominators differ only by a sign, and only when ε = ε ′ = 1 2 , so we keep for them the same notation. Their modular transformation formulae also differ by a sign (see equations (9.16) and (9.17) in [KW] ). The character formulae differ (in the twisted case) from those, given by Proposition 2.7, and are as follows (cf Proposition 9.2 from [KW] ).
3 Modular transformation formulae for modified characters of admissible N = 2 modules Recall (see [KW] , Section 9) that the quantum Hamiltonian reduction associates to a principal admissible sl 2|1 -module L(Λ) of level In [KW ] we considered the quantum Hamiltonian reduction for the principal admissible sl 2|1 -modules L(Λ), such that Λ 0 = Λ m; s with s = 0. Here we consider the ease of arbitrary s ∈ Z, 0 ≤ s ≤ m, so we may assume that m ≥ 1.
Recall that H(Λ) = 0 iff (Λ|α 0 ) ∈ Z ≥0 and that H(Λ) is irreducible otherwise. If M = 1, then a principal admissible sl 2|1 -module L(Λ) is partially integrable, hence (Λ|α 0 ) ∈ Z ≥0 and therefore H(Λ) = 0. If M > 1, it follows from the formulas for the principal admissible weights Λ = Λ
Thus, in what follows we may assume that M ≥ 2 and k 0 > 0. Then H(Λ) is an irreducible module over the N S type N = 2 superconformal algebra. Using the formulas for principal admissible weights in Section 2 and formulas (9.12) and (9.13) from [KW] for the lowest energy h Λ and spin s Λ of H(Λ), we obtain for them the following explicit formulas :
Recall that the twisted quantum Hamiltonian reduction associates to a principal admissible twisted sl 2|1 -module L tw (Λ), where Λ = Λ
[s]± k 1 ,k 2 has level m + 1 M − 1, a module H tw (Λ) over the Ramond type N = 2 superconformal algebra with central charge (3.1). As before, gcd(M, 2m + 2) = 1 and we may assume that m ≥ 1, M ≥ 2; also the module H tw (Λ) = 0 iff k 0 = 0, and it is irreducible otherwise. Again, it is easy to compute the corresponding characteristic numbers :
Note that for each s the set of all principal admissible weights (with k 0 > 0) of level m+1 M − 1 is a union of two sets :
Note also that we have the following bijective map :
It is immediate to see from (3.2), (3.3) (resp. (3.4)-(3.6)) that
and the same holds for h tw and s tw . Since the irreducible N = 2 modules are uniqueley determined by their central charges and the characteristic numbers, the sets A + and A − correspond to the same set of irreducible N = 2 modules. Hence, it suffices to consider only the highest weights Λ
[s]+ k 1 ,k 2 ∈ A + . In order to compute the characters and supercharacters of the corresponding N = 2 modules H(Λ) and H tw (Λ), we use formulae (9.4) and (9.8) from [KW] . First, we have formula (9.21) from [KW] for the N = 2 normalized denominators :
where ε, ε ′ = 0 or 1 2 . Here the superscript ε refers to the denominator if ε = 1 2 and to the superdenominator if ε = 0, and the subscript ε ′ refers to the Neveu-Schwarz sector if ε ′ = 1 2 , and to the Ramond sector if ε ′ = 0.
It is convenient to introduce the following two reindexings of the set A (+) :
We let
It follows from (3.2)-(3.6) that the lowest energy and the spin of these N = 2 modules (with central charge (3.1)) are as follows :
Introduce the following notation for the characters and supercharacters of these N = 2 modules : ch
, Λ j,k ∈ A R . Formulae (9.4) and (9.8) from [KW] imply the following expressions for these characters :
where the functions Ψ [M,m,s;ε] j,k;ε (τ, z 1 , z 2 , t) are defined by (2.9) and j, k ∈ ε ′ + Z ≥0 , subject to restrictions j + k ≤ M − 1, j > 0.
Introduce the modified N = 2 characters and supercharacters, letting
where the modification ∼ Ψ of Ψ was introduced in Section 2 (before Theorem 2.8). Theorem 2.8 along with Lemma 9.3 from [KW] give the following modular transformation properties of the modified N = 2 characters and supercharacters, in the Neveu-Schwarz and Ramond sectors. 
Then we have the following modular transformation formulae for
This theorem coincides with Theorem 9.4 in [KW] in the case s = 0. For an arbitrary s ∈ [0, m] the proof is the same, and the modular transformation formulae are the same. Note that, unlike in the Lie algebra case, modular transformations do not mix characters with different s.
4 Transformation properties of the mock theta functions Φ [B;m] .
of partially integrable highest weight modules L(Λ) over the affine Lie superalgebra g, where g = osp 3|2 . We choose the set of simple roots of g to be Π = {α 0 , α 1 , α 2 }, where α 0 and α 2 are even and α 1 is odd, and the scalar products are :
For the underlying finite-dimensional Lie superalgebra osp 3|2 we have: its set of positive even roots is ∆0 ,+ = {α 2 , θ}, where θ = 2(α 1 + α 2 ), its set of positive odd roots is ∆1 ,+ = {α 1 , α 1 + α 2 , α 1 + 2α 2 }, hence the highest root is θ, the Weyl vector ρ = − 1 2 α 1 , and therefore, by (3.1) from [KW] , the dual Coxeter number h ∨ = 1 2 . Furthermore, the Weyl group of g is W = {1, r α 2 , r θ , r α 2 r θ }, and also ∆ # 0 = {±θ} (see (3.3) from [KW] ) and L # = Zθ, since (θ|θ) = 2.
By the definition of a partially integrable module (see [KW] , Definition 3.2), an osp 3|2 -module L(Λ) is partially integrable iff Λ = mΛ 0 , where m is a non-negative integer. The numerator R − ch − L(mΛ 0 ) of the supercharacter of L(mΛ 0 ) is given by Conjecture 3.8 in [KW] , proved in [GK] .
In order to write down an explicit formula, note that
We choose T 0 = {α 1 }. Then we get the following formula :
Introduce the following coordinates in the Cartan subalgebra h of osp 3|2 :
so that for z = −z 1 (α 1 + 2α 2 ) − z 2 α 1 we have :
in coordinates (4.3). By ( 4.2) we have:
Recall the right action of A = a b c d ∈ SL 2 (R) on the space of meromorphic functions in the domain X = {h ∈ h * | Re δ(h) > 0 (or Im τ > 0) } for ℓ = 2 (= rank osp 3|2 ) :
For S = 0 −1 1 0 we have, by (4.4):
Note that the meromorphic function Φ [B;m] 1 (τ, z 1 , z 2 ), viewed as a function of z 1 , has poles at z 1 ∈ Z + τ Z, all of them are simple and have residues :
The function (Φ ) satisfy the following properties :
Proof. The proof of (1) is straightforward by changing j to −j in the RHS of (4.6). The proof of (2) and (3) is the same as that of Lemma 1.1 (2) and (5).
As in Section 1, we change the coordinates, letting Then we get :
In order to state an analogue of Lemma 1.2 (3), (4), we shall need the following "alternate" analogues of the theta functions Θ j,m , defined by (1.2) :
Here m ∈ 1 4 Z ≥1 is the degree and j ∈ 1 2 Z. These are holomorphic functions in the domain X 0 . As before, let Θ − j,m (τ, z) = Θ − j,m (τ, z, 0). We obviously have :
In particular, Θ ).
(4) If m ∈ Z ≥0 and j ∈ Z, then
Proof. Formulae (1)- (3) follow from (A.5) in the Appendix of [KW] , using the obvious identity
Formula (4) is a special case of Proposition A.3 from the Appendix to the present paper. (τ, 2u).
Proof. Claim (1) is obvious, and claim (3) follows from claim (2), using Lemma 4.2 (1) and (4.9). The proof of (2) is the same as that of Lemma 1.1 (3). Namely, taking the shift j → j + 1 in the RHS of (4.9), and assuming without loss of generality, that t = 0, we have :
1−e 2πi(u+v) q j e 2πi(u+v) q j 2m+1 .
Multiplying both sides by e 2πi(2m+1)v q −(m+ 1 2 ) , we obtain :
. Adding (4.10) and (4.12), we obtain :
proving claim (2).
Next, in analogy with Section 1, introduce the following function :
where (cf. (4.8)) :
Lemma 4.5. The function G [B;m] satisfies the following three properties (1), (2), (3) :
(1) G [B;m] is a holomorphic function in the domain X. 2u) .
is uniquely determined by the above three properties (1), (2), (3).
Proof. Property (1) of G [B;m] is immediate by Lemma 4.1. The proof of property (2) is straightforward (as that of the analogous Lemma 1.4 (2)). The proof of property (3) follows the same lines as that of Lemma 1.4 (3), using Proposition 4.3 (3) and Lemma 4.4 (1).
The proof of the uniqueness of the function, satisfying properties (1), (2), (3) is the same as that of Lemma 1.4 (4).
We keep proceeding in the same way as in Section 1. The omitted proofs are the same. Lemma 4.6. Let a j (τ, v) (j ∈ Z, 0 ≤ j ≤ 2m) be functions satisfying the following conditions (i), (ii), (iii) :
is uniquely determined by these properties). Then the function
satisfies the properties (1), (2), (3) of Lemma 4.5.
Now we introduce the following functions (j ∈ Z, m ∈ Z ≥0 ):
Lemma 4.7. The function R has the following properties :
(2) For 0 ≤ j ≤ 2m we have :
. (2), we obtain the following :
Lemma 4.8.
(1) R
(2) For 0 ≤ j ≤ 2m, we have :
Let (a, b) and y be the real coordinates defined by (1.8). Then we have the following analogue of Lemma 1.7 and Lemma 1.8.
Lemma 4.9.
(1) (
Then we have the following analogue of Lemma 1.9.
Lemma 4.10. The functions
, satisfy the following properties :
Lemma 4.10 shows that the functions a j (τ, v) := 1 2 ∼ a 2m−j (τ, v) (0 ≤ j ≤ 2m) satisfy the conditions (i), (ii), (iii) of Lemma 4.6. Hence, by Lemma 4.6 and Lemma 4.5(4), we have the following analogue of Proposition 1.10
Finally, let (cf. (1.13) and (1.14)) :
(4.14) ϕ add .
Then we have, as in the proof of Theorem 1.11:
Lemma 4.12.
(1) ϕ
add (τ, u, v, t) .
add (τ, u, v, t).
Thus we obtain the following analogue of Theorem 1.11.
Theorem 4.13.
(1) u, v, t) . u, v, t) .
(3) For a, b ∈ Z, we have : u, v, t) . u, v, t) .
Translating the formulas for ϕ [B;m] and its modification to Φ [B;m] and its modification, we obtain : 
(3) For a, b ∈ Z such that a + b ∈ 2Z, we have : 
There are four kinds of simple subsets :
By (5.1), all principal admissible weights with respect to the simple subsets S
, associated to the pair (M, Λ 0 = mΛ 0 ), are as follows, where k is given by (5.2) :
As in the sl 2|1 case in Section 2, the non-twisted and twisted normalized admissible (super)characters can be written in terms of the following functions :
where ε, ε ′ = 0 or 1 2 , a, b ∈ ε ′ + Z, a − b ∈ 2Z. Formula (3.28) from [KW] (see [GK] for its proof) gives, using (4.2), the following expressions for the normalized supercharacters of principal admissible modules over osp 3|2 in terms of the functions Ψ 
be a principal admissible weight with respect to the simple subset
. Introduce the following reparametrization of indices (k 1 , k 2 ) :
Then, as s runs over 1, 2, 3, 4, the set of pairs (j, k) fills exactly the set of points with integer coordinates, such that j − k is even, in the square 0 ≤ j, k ≤ M − 1, and the supercharacter formula becomes :
Proof. We use the following simple observation, which follows from Lemma 4.2(3):
Formula (5.3) and Lemma 5.1 show that, in order to construct a modular invariant family of characters, we need to study modular transformation properties of the functions Φ [B;M ] (M τ, z 1 , z 2 , t), or rather their modifications,
be such that gcd(M, 4m + 2) = 1, and let (see (2.5)) :
Proof. Letting t = 0 and expanding the RHS of (4.6) in the geometric progression in the domain Im z 1 > 0 and replacing (τ, z 1 , z 2 ) by 1 M (τ, z 1 , z 2 ), we obtain :
Decomposing j and k as
we have (cf. (i) and (ii) after (2.5)):
Hence the RHS of (5.5) becomes:
The corresponding simple subsets are S
. Taking into account the condition that a simple subset should consist of positive roots (with respect to Π), we obtain the following new four kinds of simple subsets :
The corresponding principal admissible weights are again Λ
, but the range of the pairs
, in order to distinguish them from those, corresponding to the simple subsets S , associated to the pair (M, mΛ 0 ). Then the normalized supercharacters are given by the following formulae :
, s = 1, 2, 3, 4. Introduce the following reparametrization of indices (k 1 , k 2 ) :
Then, as s runs over 1 and 4 (resp. 3 and 2) the set of pairs (j, k) fills exactly the points with integer coordinates, such that j − k is even, in the square
, and we obtain a unified supercharacter formula for the principal admissible highest weights Λ = Λ
As in [KW] and Section 2 of the presnt paper, we introduce the twisted normalized admissible characters and supercharacters t ξ ch ± Λ of osp 3|2 and their denominators and superdenominators t ξ R ± .
Choose ξ = −(α 1 + α 2 ). Then we have in the coordinates (4.3) :
The proof of the following lemma is straightforward.
Lemma 5.10.
and the same formula holds if we replace Ψ by
We shall use the same notation (2.6) and (2.7) as before, and let
is (up to a sign) precisely the set of all normalized principal admissible characters (resp. supercharacters), associated to the pair (M, mΛ 0 ), if ε ′ = 0 and ε = 1 2 (resp. ε = 0), and it is the set of all normalized twisted principal admissible characters (resp. supercharacters), associated to the pair (M, mΛ 0 ), if ε ′ = 1 2 and ε = 1 2 (resp. ε = 0). By Corollaries 5.2 and 5.9, and Lemma 5.10, we obtain the following unified formula : 
Since , by Theorem 4.14(3), we have:
for a, b ∈ Z, a + b even, in view of Corollary 5.9, after the modification the second subset in (5.9) coincides with a half of the first one, hence the first subset produces, after the modification, all untwisted and twisted modified normalized principal admissible (super)characters, associated to the pair (M, mΛ 0 ).
Using (4.1), (4.3), (4.5), (4.6) from [KW] , we can write the following unified formula for the untwisted and twisted (normalized) (super)denominators for osp 3|2 :
The modular transformation formulae for the functions R 6 Modular transformation formulae for modified characters of admissible N = 3 modules.
Let g = osp 3|2 and let h be its Cartan subalgebra, so that l = dim h = 2. Choose the set of positive roots ∆ + as in Section 4 :
∆ + = {α 1 , α 2 , α 1 + α 2 , α 1 + 2α 2 , θ = 2α 1 + 2α 2 }.
Let x = α 1 + α 2 ∈ h * , which is identified with h via the bilinear form (.|.). The eigenspace decomposition of g with respect to ad x is g = g −1 + g − are purely odd of dimension 3, and g 0 = Cx + g # , where g # is the orthogonal complement to Cx in g 0 with respect to (.|.), isomorphic to sl 2 . The subspace g # ∩ h is spanned by the element J 0 = −2α 2 . Recall that the quantum Hamiltonian reduction associates to a g-module L(Λ) of level k = − 1 2 (= −h ∨ ), a module H(Λ) over the N = 3 superconformal algebra of Neveu-Schwarz type, such that the following properties hold [KRW] , [KW2] , [A] : are the N = 3 superconformal algebra normalized demominator and superdenominator. Now we turn to the Ramond twisted sector. For each α ∈ ∆ + choose s α ∈ Z (resp. ∈ 1 2 + Z) if the root α is even (resp. odd), such that s θ = 0 and s α + s θ−α = δ α,θ/2 if both α and θ − α are odd roots. Recall [KW3] , [A] that, given such a suitable choice of s α ′ s, the twisted quantum Hamiltonian reduction associates to a g tw -module L tw (Λ) of level k = − 1 2 , a positive energy module H tw (Λ) over the corresponding Ramond N = 3 superconformal algebra, for which the properties (i) and (ii) hold with H replaced by H tw . A suitable choice of the s α is (see [KW3] ) : (6.6) s α 1 = s α 1 +α 2 = −s α 1 +2α 2 = 1 2 , s α 2 = s θ = 0.
It is not difficult to see that, choosing the element w = t 1 2 θ r θ ∈ W , and a lifting ∼ r θ of r θ in the corresponding SL 2 (C), we can lift w to an isomorphism such that the set of positive roots ∆ + of g corresponds to the set of positive roots ∆ tw + of g tw , associated to the choice (6.6) of the s α 's. The set of simple roots of ∆ tw + is (6.7) − 1 2 δ + α 1 + 2α 2 , 1 2 δ + α 1 , 1 2 (δ − θ).
It is easy to see that in the coordinates (4.3) we have:
(6.8) w(h) = w(τ, z 1 , z 2 , t) = (τ, −z 2 + τ 2 , −z 1 + τ 2 , t − z 1 + z 2 2 + τ 4 ).
Note also that w 2 = 1. Via the isomorphism w, the g-module L(Λ) becomes a g tw -module, denoted by L tw (Λ); its highest weight is (6.9) Λ tw = w(Λ), and its normalized character and supercharacter are :
(6.10) ch tw ,± Λ = w(ch tw ,± Λ ), their denominator and superdenominator being R tw ,± = w( R ± ). The irreducible module H tw (Λ) is again characterized by three numbers : the central charge c k , given by (6.1), the lowest energy is the Ramond N = 3 superconformal algebra normalized denominator, and (cf. (6.5) and (6.14)). Using the modular transformation formulae for the four Jacobi theta functions (see e.g. [KW] , Proposition A.7) we obtain the modular transformation formulae for these functions. This action leaves the bilinear form (.|.) on h invariant and fixes K, hence leaves the domain X invariant.
The additive group of h also acts on h by the affine transformations p α (h) = h + 2πiα, α ∈ h, which leave X invariant. Denote by N ′ Z the subgroup of affine transformations of the domain X, generated by the transformations t α and p β for all α, β ∈ L. (This is a subgroup of the group N Z , considered in [K] , Chapter 13.)
A theta function of degree k is a holomorphic function F in the domain X, satisfying the following two properties (h ∈ X): (i) F (n(h)) = F (h) for all n ∈ N ′ Z , (ii) F (h + aK) = e ka F (h) for all a ∈ C.
Denote by Th k the space of all theta functions of degree k. Then Th 0 is the algebra of holomorphic functions in τ (Im τ > 0), [K] , Lemma 3.2, and Th := ⊕ k≥0 kL⊂L * Th k is a R ≥0 -graded algebra over the subalgebra Th 0 .
Let D be the Laplace operator on h, associated to the bilinear form (.|.), i.e. De h = (h|h)e h , h ∈ h, and let Th = ⊕ k≥0 kL⊂L * Th k denote the kernel of D in Th . This is an R ≥0 -graded algebra over C. Elements of Th k are called classical theta functions (or Jacobi forms) of degree k.
For k > 0, such that kL ⊂ L * , let
Given λ ∈ P k , let
K α∈L e tα(λ) .
This series converges to a holomorphic function in the domain X, which is an example of a theta function (=Jacobi form). Note that Θ λ+kα+aK = Θ λ for α ∈ L, a ∈ C.
Proposition A.1. The set {Θ λ | λ ∈ P k mod(kL + CK)} is a C-basis of Th k (resp. Th 0 -basis of Th k ) if k > 0, and Th 0 = C.
Proof. It is the same as that of Proposition 13.3 and Lemma 13.2 in [K] .
Introduce coordinates (τ, z, t) on h by (0.1), so that X = {(τ, z, t) | Imτ > 0} and q := e 2πiτ = e −K . In these coordinates we have the usual formula for the Jacobi form Θ λ , λ ∈ P k , of degree k > 0: (A.1) Θ λ (τ, z, t) = e 2πikt γ∈L+λ k q k(γ|γ) 2 e 2πik(γ|z) .
