Abstract. We consider the problem of estimating the minimum entropy of pseudo-Anosov maps on a surface of genus g with n punctures. We determine the behaviour of this minimum number on a two-dimensional subset of the (g, n) plane, up to a multiplicative constant. In particular we prove that for fixed n, this minimum value behaves as 
Introduction
Let S = S g,n be the surface of genus g with n punctures. The mapping class group of S is the group of orientation preserving homeomorphisms of S up to isotopy. We assume that the punctures are preserved set-wise. By Thurston-Nielsen classification of mapping classes [12] , every mapping class has a representative that is either periodic, reducible or pseudo-Anosov. The class of pseudo-Anosov elements is the most interesting class from the point of view of hyperbolic 3-manifolds. Therefore an intriguing question is to determine the minimum 'complexity' between all pseudo-Anosov elements in the mapping class group of S. A natural measure of complexity for a topological map is the topological entropy of the map. When f is a pseudo-Anosov map, the entropy is equal to log(λ), where λ is the stretch factor (dilatation) of f [3] . The stretch factor measures how much the map f stretches/shrinks in the direction of unstable/stable foliations. This justifies considering the following quantity l g,n = min{ log(λ(f )) |f ∈ Mod(S g,n ) is pseudo-Anosov}.
Moreover, it is known that l g,n is the length of the shortest geodesic (systole) of the moduli space of S g,n equipped with the Teichmüller metric. Penner initiated the study of l g,n in his seminal work [10] . He showed that there are explicit positive constants A 1 and A 2 such that for any g ≥ 2:
In other words, l g,0 behaves like
He speculated that there should be an analogous upper bound in the case n = 0 [10] . This is known to be true for 1 ≤ n ≤ 4 by adjusting Penner's examples of pseudo-Anosov maps [13] . As a side note for the reader who is familiar with Penner's examples we can say: If one tries to use Penner's examples merely by assuming that one of the singularities of the stable foliation is a puncture, then one has to assume that roughly g of those singularities are punctures since the singularities are permuted by the map; this should make it clear that fixing the number of punctures while having larger genera can not be obtained easily. Nevertheless, we prove what Penner speculated as the first Theorem. Theorem 3.5. For any fixed n ∈ N, there are two positive constants B 1 = B 1 (n) and B 2 = B 2 (n) such that for any g ≥ 2:
Note that the constants B 1 and B 2 depend on n. Therefore we propose the study of l g,n as a function of two variables g and n. Valdivia proved that for any fixed r ∈ Q >0 , there are positive constants C 1 = C 1 (r) and C 2 = C 2 (r) such that for any (g, n) with g = rn we have [14] : C 1 g ≤ l g,n ≤ C 2 g However, it is not even clear whether the constants C 1 and C 2 depend continuously on r or not. A first guess might be that l g,n is comparable to 1 |χ(S)| . However this can not be true. Tsai proved that for any fixed g ≥ 2, there are positive constants D 1 = D 1 (g) and D 2 = D 2 (g) such that [13] :
n The different behaviour of l g,n along the rays g = constant and n = constant suggests that the function l g,n might be complicated, even up to multiplicative constants. We determine the behaviour of l g,n on a two-dimensional subspace of the (g, n) plane. Theorem 4.1. There exist positive constants A, B and C such that for any n ∈ N and any g ≥ C n log(n) 2 we have:
The point of this theorem is that the constants A, B and C depend on neither g nor n, in contrast to the previous results. We should note that the lower bounds in Theorems 3.5 and 4.1 are direct corollaries of Penner's lower bound and our contribution is to provide upper bounds that have the same 'order of magnitude' as the existing lower bound. The idea of the proof is as follows. Firstly we construct maps f i with 'small' stretch factors for an arithmetic sequence {g i } of genera. This can be done using Penner's construction of pseudo-Anosov maps with suitable choice of multi-curves. The useful property of the constructed map in the first step, f i , is that its mapping torus contain an orientable surface, F i , of genus two. Moreover F i is norm-minimizing and F i lies in the closure of the same fibered face (of Thurston norm) as the monodromy f i of the fibration. In the second step, we use F i to construct new fibrations of the mapping torus and fill the gap between the genera {g i }. We should note that the idea of using different fibrations of the same 3-manifold to construct lots of low-dilatation pseudo-Anosov maps was first used by McMullen in [8] .
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Background

Perron-Frobenius matrices.
A matrix A is Perron-Frobenius if it has non-negative entries and there is some k ∈ N such that all entries of A k are strictly positive. Perron-Frobenius theorem states that such a matrix has a unique largest (in absolute value) eigenvalue λ = ρ(A). Moreover λ is a positive real number and has a unique positive real eigenvector (up to scaling). In this article we only work with matrices with integer entries. Given a non-negative integral matrix A, one can associate the adjacency graph Γ to it. If A = (a i,j ) is n × n, then Γ has n vertices v i . Moreover, there are a i,j oriented edges from v i to v j . When A is Perron-Frobenius, Γ is path-connected by oriented paths. The following is well known.
Lemma 2.1. Let A be a Perron-Frobenius matrix. Denote by R i the sum of the entries in the i-th row of A. Then we have:
. . , v n ] T be the positive eigenvector corresponding to the Perron-Frobenius eigenvalue of A, i.e., Av = λv. Therefore for each 1 ≤ i ≤ n we have:
The other side of the inequality is proved similarly by picking i such that v i = min{v } for 1 ≤ ≤ n and using the fact that v > 0.
When A is integral as well, the (i, j) entry of the matrix A k is equal to the number of oriented path of length k from v i to v j in the adjacency graph of A. Therefore, using the above Lemma for the matrix A k implies that is pseudo-Anosov provided that all τ a i and τ b j are used at least once [9] . Note that we are doing positive Dehn twist along the curves in one collection (multi curve) and negative twists along the other one. Furthermore, an invariant train track for such a map can be obtained in the following way (independent of the chosen word). For each intersection of α with β, smooth the intersection as in Figure 2 .
Example 2.2. Let S be a closed surface of genus two and the multi curves α = a 1 ∪ a 2 ∪ a 3 and β = b 1 ∪ b 2 be as in Figure 3 . It can be easily seen that α ∪ β fills the surface. By Penner's theorem, the map f = τ 2
• τ a 1 is pseudo-Anosov. Moreover, an invariant train tack for f is shown in Figure 3. 2.3. Thurston norm and fibered faces. Thurston defined a natural (semi)norm on the second homology of 3-manifolds, called Thurston norm nowadays. We briefly discuss it here; the reader can see [11] for a comprehensive discussion. Define the complexity of a connected, embedded and oriented surface S as c(S) = max{|χ(S|), 0}. If S has multiple components, its complexity is defined as sum of the complexities of its components. Let M be a closed, oriented 3-manifold, although the discussion holds for manifolds with boundary as well. For a ∈ H 2 (M ) the norm of a, x(a), is defined as:
S is embedded and oriented}
The unit ball of Thurston norm is a convex polyhedron. Hence it makes sense to talk about faces of Thurston norm. We are interested in ways that a 3-manifold, M , can fiber over the circle. If b 1 (M ) ≥ 2 and M fibers over the circle then M fibers in infinitely many different ways. Moreover Thurston gave a structural picture of different ways that M fibers in terms of its Thurston norm. The faces mentioned in part (1) of the theorem are called fibered faces.
Bounds on entropy in a fibered cone.
Let M be a fibered 3-manifold with b 1 (M ) ≥ 2 and C be a fibered cone of H 2 (M ; R). We recall the following theorem of Fried about extension of the entropy function on a fibered cone [4, 5] .
There is a strictly convex function h : C −→ R such that: 1) for all t > 0 and u ∈ C we have h(tu) = (
2) for every primitive integral class u ∈ C ∩ H 2 (M ), h(u) is equal to the entropy of the monodromy corresponding to u.
We need the following Lemma from [1] .
Lemma 2.5. (Agol-Leininger-Margalit) Let C be a fibered cone for a mapping torus M . If u ∈ C and v ∈ C (the closure of C), then h(u + v) < h(u).
Jacobsthal function.
Let n be a natural number. Every sequence of n consecutive integers contains an element a with gcd(a, n) = 1. Jacobsthal asked the following question [7] : given n, what is the smallest integer j(n) such that any sequence of j(n) consecutive integers contains an element relatively prime to n? Obviously j(n) ≤ n. Jacobsthal conjectured that
The best known upper bound is due to Iwaniec who proved that [6] 
Corollary 2.6. There exists a number K > 0 such that for every n ≥ 2, each of the
. . contains a number that is relatively prime to n.
Construction of maps
Theorem 3.1. There is a constant C such that for all n ≥ 1 and g ≥ 17n + 1, we have the following inequality.
Proof. Fix the natural number n. We construct pseudo-Anosov maps on S g = S g,0 in such a way that it keeps invariant n of the singularities of the stable foliation. The desired map on S g,n is then obtained by puncturing the surface S g at the corresponding singularities.
The idea is to firstly construct these maps on a sequence of closed surfaces whose genera belong to an arithmetic progression {g k }. This can be done using Penner's construction. The constructed maps in this step have the following property: There is a surface of genus two in the closure of the fibered face of the monodromy. Secondly we look at the mapping tori of pseudo-Anosov maps obtained in the first step, and search for new maps in order to fill the gaps between the genera {g k }.
First
Step Consider the arithmetic progression g k = (6k − 1)n + 1 for k ≥ 3. To help visualizing, consider the following embedding of the solid handlebody of genus g k in S 2 × S 1 . The surface S g k is considered as the boundary of this solid handlebody. There are n layers and each layer is connected to the next layer with k tubes, symmetrically places around the layer. The last layer is also connected to the first layer. Each layer is a handlebody of genus 5k where the holes are partitioned into k sets, each containing five holes. See Figure 4 for a picture of one layer with k = 3. The picture has two rotations of orders k and n, as its symmetries. Let ρ 1 and ρ 2 be the rotations of orders k and n respectively, where in Figure 4 ρ 1 rotates towards the right and ρ 2 rotates towards the north. Computing the Euler characteristic confirms the formula for g k in terms of k and n.
Let S = S g k . We define the map f = f k : S −→ S as the composition of suitable Dehn twists, followed by the rotation ρ 1 . Let us specify the curves along which we do the Dehn twists. Let B be the union of all blue curves b except b 1 in the first layer ( Figure 4 ). The rest of the curve b 3 has been shown in Figure 5 , which lies in the above layer. Let ρ 2 (B) be the set of curves obtained by rotating the elements of B by the rotation ρ 2 . Define φ b as the composition of positive Dehn twists along all the curves in the set B := B ∪ ρ 2 (B) ∪ · · · ∪ ρ n−1 2 (B). Note that since the curves in B are disjoint, Dehn twists along them commute. Therefore it is not necessary to specify the order in which we compose these Dehn twists. Let R be the union of all red curves r except r 1 in the first layer. Define R and φ r similarly but use negative Dehn twists this time. Finally let
and define
Where in our notation the composition is from right to left. It follows from Penner's construction of pseudo-Anosov maps that f k is pseudo-Anosov. Hence f itself is pseudo-Anosov and an invariant train track, τ , for f k and f can be obtained from Penner's construction. Let M = M f be the mapping torus of f and C be the fibered face of H 2 (M ) corresponding to the map f . The important property of f is that, the closure of C contains an orientable surface of genus two. Proof. Let γ be the curve as shown in Figure 4 . We use γ to construct the surface F . Let us follow the image of γ under the iterations of f . Letγ be the curve shown in Figure 6 .
=γ Note that γ −γ bounds an orientable surface of genus one,F (see Figure 6 ). Therefore one can assemble γ , f (γ), . . . , f k (γ) together and obtain the desired surface as follows: Let T i be a tube, in the mapping torus M , that connects f i−1 (γ) to f i (γ), for 1 ≤ i ≤ k. The tube T i is obtained by following the curve f i−1 (γ) along the suspension flow of f . Define F as the union of T 1 , T 2 , . . . , T k andF . Since T i are tubes andF has genus one, the resulting surface is a closed surface of genus two. The surface F can be isotoped to be transverse to the suspension flow of f . Therefore [F ] ∈ C. The surface F is norm-minimizing since otherwise, if K is surface representing the homology class [F ] and χ(K) > χ(F ) then K should be an essential torus. But there can not be any essential torus in M since f is pseudo-Anosov.
Let τ be the invariant train track for f obtained from Penner's construction. Let A := B ∪ R ∪ {b 1 , r 1 } and
For each curve x ∈Â there is an associated transverse measure, µ x , for the train track τ . Let V τ be the cone of transverse measures on τ and H be the subspace of V τ spanned by µ x for x ∈Â. The subspace H is invariant under the action of f and the stretch factor of f is equal to the Perron-Frobenius eigenvalue of the action of f on H. We want to show that this linear action (matrix) has a small spectral radius. The intuition is that the adjacency graph corresponding to this matrix is 'sparse' since 'most' edges of τ just get rotated by the action of f and the graph has no cycle of 'small' length. The next Lemma makes this intuition precise. It will be used to estimate the stretch factor of f .
Notation: Let Γ be a directed graph. For a vertex v ∈ V (Γ), define v + to be the set of vertices u such that there is an oriented edge from v to u.
Lemma 3.3. Let A be a non-negative integral matrix and Γ be its adjacency graph. Let V (Γ) be the set of vertices of Γ and D, k be fixed natural numbers. Assume the following conditions hold for Γ.
5) For all 3 < j ≤ k and each v ∈ V j , the set v + consists of a single element. Then the spectral radius of A k−1 is at most 4D 4 .
Proof. It is enough to show that for any vertex v, the number of directed paths of length k − 1 and starting from v is at most 4D 4 (see the background section for a proof). Fix the vertex v ∈ V . Suppose that starting at v, we want to construct a path of length k − 1 by adding edges one by one. At each step, we have a unique choice of continuing the path one step further except when we are in one of the layers V 1 , V 2 or V 3 . While being in these layers, we have at most D choices. At each step we move to the next layer except when we are in V 1 or V 3 . If we are in V 1 then we either move to V 2 or V 3 . If we are in V 3 then we either stay in V 3 or move to V 4 ; however if we stay in V 3 then at the next step we definitely move to V 4 . To sum up, a path of length k − 1 passes through each layer at most once except V 3 that can be repeated twice (the first and last layer can also be the same). Consider different cases based on where the starting point, v, is. If v ∈ V 1 then the path has one of the shapes in Figure  3 . As an example, the diagram on the top means that the path starts at the layer V 1 then it moves to V 2 , then to V 3 , it stays in V 3 at the next step, then moves to V 4 and then it moves to the next layer at each step until it gets to V k−1 , which is the ending point. The number of paths whose shape is as the first diagram is at most
Similarly the number of paths in the other three diagrams is at most D 4 . Therefore the total number of paths is at most 4D 4 . This finishes the case that v lies in V 1 . Similarly, we can draw diagrams for the case when v lies in each V j for 1 < j ≤ k. Again there are at most four diagrams for such a path and the number of path corresponding to each diagram is at most D 4 . Therefore the upper bound 4D 4 for the number of paths holds in general no matter where the starting point lies.
Let A be the linear action of f on V τ . Denote by Γ the adjacency graph corresponding to A. Define V 2 as those vertices of Γ that correspond to A.
We check the conditions of Lemma 3.3. 1) This is satisfied since every red curve inÂ has a uniformly bounded number of intersections with blue curves in A and vice versa. 2) This is true because f is defined as f = ρ 1 • φ • φ b • φ r . The first three maps, φ • φ b • φ r , keep V i invariant for i = 1, 3, and ρ 1 sends V i to V i+1 .
3) The only elements of V 1 that do not map to V 2 are the ones corresponding to the curves ρ 4) The only element of V 3 that does not map to V 4 is the one corresponding to the curve
5) Every edge corresponding to an element of V j , 3 < j ≤ k, is disjoint from all curves in A.
Therefore it just gets rotated by ρ 1 . The Lemma implies that
On the other hand g = (6k − 1)n + 1 ≤ 6kn. Therefore
By setting C := 12 log(4D 4 ).
Second
Step Set S = S g k and f = f k . We want to use the mapping torus of f : S −→ S to construct pseudo-Anosov maps on surfaces of genus g k ≤ g ≤ g k+1 with 'small' stretch factors. These maps should still keep invariant n of the singularities of the invariant foliation. 
Therefore the surfaces S r are norm minimizing and their genera cover the range between g k and g k+1 . Note that the singularities of the stable foliation of f that are fixed by the map f , are the 2n intersection points of the axis of ρ 1 with S. Moreover the surface F can be isotoped away from these 2n singularities. This shows that if we look at the monodromy of the fibration of S r , then the corresponding 2n singularities are still fixed by the monodromy. Lemma 2.5. (Agol-Leininger-Margalit) Let C be a fibered cone for a mapping torus M . If u ∈ C and v ∈ C, then h(u + v) < h(u).
Recall that for a fibered face C, there is a function h : C −→ R that coincides with the entropy function for primitive integral points and satisfies Lemma 2.5. The key property of the sequence {g k } is that the ratio g k+! g k is bounded above by a universal constant independent of n and k. This implies that the genus of S r is comparable to the genus of S (up to multiplicative constants). Let g(S r ) be the genus of the surface S r and similarly for g(S).
.
Hence we can take C = 2C where C = 12 log(4D 4 ).
Remark 3.4. Let M be the mapping torus of the constructed map f . Then rank H 2 (M ) ≥ n + 1. In fact if we start with ρ i−1
, we can construct a surface, F i , of genus two in H 2 (M ). It is easy to see that the homology classes of these surfaces are linearly independent. Compare with [1] .
Theorem 3.5. For any fixed n ∈ N, there are two positive constants B 1 = B 1 (n) and B 2 = B 2 (n) such that for any g ≥ 2:
Proof. Fix the natural number n. First we prove the upper bound. By Theorem 3.1 there exists a number C > 0 such that, for g ≥ 17n + 1 we have
To take care of the values of g ≤ 17n we can consider B 2 (n) to be equal to max{ Cn, 17n l 1,n , 17n l 2,n , ..., 17n l 17n,n }.
For the lower bound, recall that Penner has proved the following general result [10] :
Therefore one can take B 1 (n) = log (2) 12n since log(2) 12g − 12 + 4n > log(2) 12ng .
Corollary 3.6. Fix the natural number n. The asymptotic behavior of l g,n for g varying is like
In [10] Penner proves that
He mentions that: "The results of [2] can be used to sharpen the upper bound when n = 0, and we expect that they can also be used to give an analogous upper bound in case n = 0." The above corollary confirms that such an upper bound exists, however our method is different from those used in [2] .
Uniform Bounds
In this section, we improve the bound in the Theorem 3.5 and give an upper bound independent of the number of punctures. The trade off is the assumption that the genus is 'large' relative to the number of punctures.
Theorem 4.1. There exist positive constants A, B and C such that for any n ∈ N and any g ≥ C n ln(n) 2 we have:
Proof. Fix the natural number n. We can assume that n ≥ 3, since the asymptotic behaviour is already known for n = 0, 1, 2 by Penner's examples. First we prove the upper bound under the stronger assumption that g ≥ 6n 2 . At the end it will be shown how the argument can be modified for the weaker assumption g ≥ 6Kn log(n) 2 , where K is the constant in Corollary 2.6. Similar to the proof of Theorem 3.1, first we construct pseudo-Anosov maps on a family of surfaces whose genera belong to an arithmetic sequence {g i }. Secondly we fill the gap between g i and g i+1 by looking at the mapping torus of f i . First
Step: Let S be the following set:
Order the elements of S as a 1 < a 2 < . . . . The important observation is that for each i ∈ N, the ratio
is bounded above by a universal constant not depending on n. Here a i+1 a i < 3, since all the numbers 2n − 1, 4n − 1, 6n − 1, . . . belong to the set S. Define g i = n(6a i − 1) + 1 where i ∈ N. Note that
Set g = g i and k = a i to make the notation simpler. Similar to the proof of Theorem 3.1, consider the embedding of a handlebody of genus g in S 2 × S 1 . The surface S is the boundary of this handlebody. Let η b be the composition of positive Dehn twists along curves in B.
Define η r as the composition of negative Dehn twists along the curves in R. Definen as follows:
, and definek similarly. Note that in particular gcd(n,n) = gcd(k,k) = 1. A property ofn (similarly fork) that will be used later is that both the numbersn and −n are large when considered mod n (at least n 6 for example). Since gcd(n, k) = 1, by Chinese Remainder Theorem there is a unique number 1 ≤ c ≤ nk such that:
Clearly gcd(c, nk)=1. Let η = τ b 1 • τ −1 r 1 and define the map f : S −→ S as follows:
where f depends on n and k.
Note that there are three differences between this map and the one defined in the proof of Theorem 3.1. 1) Here we only use the curves in the first layer whereas we used the curves in all layers in Theorem 3.1.
2) Now we use two rotations ρ 1 and ρ 2 instead of just ρ 1 .
3) Now we are raising the rotation to the power c instead of 1. This is a technical point; the power has been chosen carefully so that the resulting map has a 'small' stretch factor. Since gcd(k, n) = gcd(c, kn) = 1, the map f kn is pseudo-Anosov by Penner's construction and hence so is f . Let τ be the invariant train track for f obtained from Penner's construction and V τ be the cone of positive measures on τ . Let H be the subspace of V τ spanned by the curves inÂ. Then H is an invariant subspace under the action of f . Denote by A the linear action of f on H. The goal is to give an upper bound for the spectral radius of A. Again we can use a variant of Lemma 3.3 to estimate the spectral radius of A. Let Γ = Γ n,k be the adjacency graph corresponding to A. We partition the vertices of Γ into nk sets U i,j where 1 ≤ i ≤ n is considered mod n and 1 ≤ j ≤ k is considered mod k. Define U 0,0 to be the set of vertices of Γ that correspond to the curves in A and let U i+1,j := ρ 2 (U i,j ) and U i,j+1 = ρ 1 (U i,j ). If v ∈ U i,j then v + ⊂ U i+c,j+c except for the four neighbours of U 0,0 . For these four exceptional sets, the outgoing edges behave as the following:
Define the directed graphΓ =Γ n,k as follows. The vertex set is the set u i,j where 1 ≤ i ≤ n and 1 ≤ j ≤ k. We draw an oriented edge from u i,j to u i ,j iff there exists at least one edge in the graph Γ from the set U i,j to the set U i ,j . In other words,Γ is the simple directed graph obtained from the graph Γ by collapsing each set U i,j to a single vertex u i,j .
Lemma 4.2. The length of any directed cycle in the graphΓ =Γ n,k is bigger than nk 7 . Proof. Here we use the congruence conditions that was forced on the number c in the beginning. Let C be one of the shortest directed cycles ofΓ. Recall that in the graphΓ, there is a directed edge from each vertex u i,j to the vertex u i+c,j+c , where 1 ≤ i ≤ n and 1 ≤ j ≤ k. Moreover, there are four exceptional edges as mentioned before, all of which end to the vertex u c,c but their starting vertices are distinct. Order the vertices of C as
, where is the length of the cycle and x i 's are distinct vertices ofΓ. First we observe that there can be at most one exceptional edge in the the cycle C. This is because all the four exceptional edges inΓ have the same endpoint, hence if two of them appear at the same time then the list of the vertices of C should have repetition. We consider two cases: 1) There is no exceptional edge in the cycle C. Therefore if the index of x 1 is equal to (i 1 , j 1 ) (i.e., x 1 = u i 1 ,j 1 ) then the index of x s is equal to (i 1 + (s − 1)c), j 1 + (s − 1)c). Since x +1 = x 1 , their indices should be equal:
Since gcd(c, n) = gcd(c, k) = gcd(n, k) = 1, the above equations imply that nk| . Therefore
2) There is exactly one exceptional edge in the cycle C. The initial vertex of this exceptional edge can be one of u 0,1 , u 0,−1 , u 1,0 or u −1,0 .We analyse each case separately. a) If the initial vertex is u 0,1 . Recall that:
Again x +1 = x 1 implies the following congruence relations:
. From the first equation we deduce that n| , hence we can write = n , where is a natural number. Substituting in the second equation, we obtain that:
In particular > k 7 , which gives the following bound:
b) If the initial vertex is u 0,−1 . Proceeding as in the previous case, we get the following system of equations:
Defining similar to the case a, we deduce that:
We see that again is large compared to k and the same argument applies. c) If the initial vertex is u 1,0 . In this case we obtain the following equations:
From the second equation, we have k| . Therefore one can write = k for a natural number . Substituting in the first equation gives:
In particular, > n 7 , which implies that:
d) If the initial vertex is u −1,0 . In this case we have = k such that:
Again the same argument is carried. It should be clear now that we chosen coprime to n in a way that both numbersn and −n are 'large' when considered mod n (and similarly for k.)
There is a constant E such that for any pair of relatively prime numbers (n, k) and for any vertex v in Γ = Γ n,k , the number of directed paths of length nk 7 and starting from v is at most E.
Proof. Let δ be such a path. Since the graphΓ has no directed cycle of length at most nk 7 , the vertices of δ belong to different sets U i,j . At any moment, unless we are in U 0,0 or one of the four neighbours of it, there is a unique outgoing edge. Whereas when we are in one of these 5 sets, there are at most D outgoing edges for some universal constant D independent of n and k. Assign a type to any such path δ that records which of these 5 sets appear in the path and in which order. For example Once we fix the path type and the initial vertex for the path, there are at most D 5 possible paths. This is because we only have a choice for the outgoing edge when we are at one of the 5 sets, that is U 0,0 and its neighbours. Hence the total number of paths of length =⇒ log(λ) = log(ρ(A)) ≤ 7 log(E) nk ≤ 42 log(E) g .
Where λ = λ n,k is the stretch factor of f n,k and g is the genus of the surface on which f n,k is defined (i.e., g = n(6k − 1) + 1 and k = a i ).
Second
Step Similar to Lemma 3.2, one can find a norm-minimizing surface, F , of genus two in the mapping torus of f (by following the image of γ under iterations of f ) and lying in the same fibered face as f . Since a i+1 a i is bounded above by a universal constant (3 here), the genera of the surfaces S and S r are comparable and we can carry the same argument as in the proof of Theorem 3.1.
=⇒ h(S r ) < h(S) ≤ 42 log(E) g(S) ≤ 6 42 log(E) g(S r ) .
General case: g ≥ Cn log(n) 2 , where C = 6K and K is the constant in Corollary 2.6 In the previous argument, the only properties of the sequence {a i } that we used were that first each a i is coprime to n, and secondly the ratio a i+1 a i is bounded above by a universal constant independent of n. Corollary 2.6 says that there exists K > 0 (independent of n) such that if we define the set S as: S = S n := { a ∈ N| a ≥ log(n) 2 , gcd(n, a) = 1}
, and order the elements of S as a 1 < a 2 < . . . , then each ratio a i+1 a i is bounded above by 3K. Moreover g 1 = n(6a 1 − 1) + 1 ≤ 6na 1 ≤ 6Kn log(n) 2 .
This shows that we can cover the whole range g ≥ 6Kn log(n) 2 with our examples. Hence we can choose C = 6K. To see what the constant A is, note that now:
Therefore h(S r ) < h(S) ≤ 42 log(E) g(S) ≤ 6K 42 log(E) g(S r ) .
hence we can take A := 252K log(E). The lower bound follows directly from Penner's lower bound. Note that for n ≥ 3 we have:
n ≤ g C log(n) 2 < 9 g C =⇒ l g,n ≥ log(2) 12g − 12 + 4n ≥ log(2) 12g − 12 + 36( Where B =
log(2) 12+
36 C and C = 6K.
