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1 はじめに
近年,3 次元画像は様々な分野において頭角を現して
きており,今後もますます重要性が高まっていくと考え
られる. しかしながら, 3 次元画像は 2 次元画像と比
べて格段に情報量が多く,複雑で多様な構造を有するた
め, 符号化または情報圧縮が必要となる. 本研究室で
は,弱定常確率場の線形モデルを用いた 3D形状表現を
提案した.3 次元物体は, その近隣座標に強い相関関係
があり,その情報を用いて作られる本モデルの係数行列
には, 物体曲面の幾何学情報が含まれる. そこから不変
特徴量を抽出することで,豊かな表現能力を持つ物体の
符号化及び認識が可能となる. しかし, 物体の回転前後
で不変な特徴量が得られないことがあるといった問題
があった. 本研究では, 回転前後で特徴量が一致するよ
うに提案手法を修正した.そして,本手法を 3次元の顔
データに対して適用し,特徴点を使った認証手法と組み
合わせることで, 点の情報のみでの認証より, 細かい認
証が可能か検証していく.
2 弱定常確率場の線形モデルの定式化
d次元ユークリッド空間 Rd に定義される離散信号
X[n] := X[n1;    ; nd] =
0@ x1[n]...
xd[n]
1A 2 Rd (1)
n := (n1;    ; nd)T 2 Zd (2)
は弱定常確率場である, すなわち
E(X[n]XT [n m])  R[m] 2Md(R); 8n;m 2 Zd
と仮定する.
上記離散確率場の線形モデルは,
X[n] =
X
i2N
A[i]X[n  i] +W [n] (3)
と定義する.ここでは,係数行列を
A[i] := A[i1;    ; id] 2Md(R)
とする.Md(R)は,d d実行列全体とする.
また,インデックスの近傍
N := fi := (i1; :::; id)T 2 Zdg
は,ある条件を満たす Zd の原点付近の近傍であるとす
る. その定義については,後ほど詳述することにする.
モデル誤差W [n]は,
E(W [n]WT [m]) = O 2Md(R) n 6=m
を満たすとする.
特に 3D形状あるいは 3Dデータ分布の場合は,
X[n;m; l] =
X
(i;j;k)2N
A[i; j; k]X[n  i;m  j; l   k]
(4)
+W [n;m; l]
パラメータ付き曲面の場合は,
X[n;m] =
X
(i;j)2N
A[i; j]X[n  i;m  j] +W [n;m]
となる.
3 曲面モデルの不変特徴量の完全集合
線形モデルが, ユークリッド変換に作用された場合,
不変特徴量, 特に不変量の完全集合について考える.こ
こでは, 軌道を一意に定められる不変量の最小集合のこ
とを, 不変量の完全集合という.
実際に, 形状に対する回転群 SOd(R)の作用は, 行列
Md(R)には, 以下のような共役作用を誘導する.
X[m;n] 7 ! X 0[m;n] := RX[m;n] (5)
X 0[m;n] =
X
i;j2N
RA[i; j]RTX 0[m  i; n  j]
+RW [m;n] (6)
A[i; j] 7 ! A0[i; j] := RA[i; j]RT ;8i; j 2 N (7)
従って, 回転変換 R を受けた線形モデルの係数行列 A
の軌道は
ASOd :=

AR = RART ; 8R 2 SOd(R)
	
となる. この誘導作用の下で Aの軌道を一意に定める
不変特徴量の完全集合は以下のようにして求めること
ができる.
8A 2 Md(R) に対して,U; V 2SOd(R) となるように
fig の符号を調整して特異値分解をおこなう.
A = UV T ; U; V 2SOd(R);
 = diagf1; : : :; dg
このとき, R2SOd(R) の誘導作用の下では
AR = RART
= RUV TRT
= R0V TUR0T
= R0KR0T
となる. 従って軌道上の点に対する特異値分解によっ
て得られた K = (V )TU は,回転変換 R によらない
A の固有の値を示すものであり,から得られる特異値
i と (V )TU から得られるオイラー角 ; ;  は回転に
対して不変な特徴量となる.
4 特異値分解と参照ベクトル
任意のm nの回数 r の行列が与えられたとき,
Amn = UmrSrrV 0rn
と分解できる. これを特異値分解という.
U; V は正規直交ベクトルを列ベクトルにもつ行列,S は
特異値 i を対角要素に持つ対角行列である. この時,
一般的に U; V というのは一意ではない. 例えば, U; V
のそれぞれの列ベクトルのうち２つのベクトルが反転
しても, 特異値分解としては問題ない.
しかし,本手法で係数行列を用いた場合において回転
前後でこの反転が起こると 正確な特徴量を得ることが
できない. そこで, この問題の解決策として参照ベクト
ルを用いることで,U; V を一意に定めていく.
参照ベクトルとは, 曲面が回転したときに同じ回転
変換を受ける任意のベクトルのことである. この参照
ベクトルと U; V のそれぞれの列ベクトルとの内積の符
号は, 回転前後で変わらないことを利用し,回転前と回
転後での内積の符号が一致するように調整することで,
U; V を一意に定めることができる.
表 1 修正前の回転前後の
特徴量
回転前 回転後
1 1.0770 1.0770
2 0.9739 0.9739
3 0.9132 0.9132
 0.0862 0.0862
 -0.0661 -3.0775
 0.0802 3.0614
表 2 修正後の回転前後の
特徴量
回転前 回転後
1 1.0770 1.0770
2 0.9739 0.9739
3 0.9132 0.9132
 0.0862 0.0862
 0.0661 0.0661
 -0.0802 -0.0802
5 2D 線形内挿モデルのスカラー係数の
推定法
本研究では主に,2 次元近傍の線形内挿モデルを用い
た. 以下ではこの場合を例に, 具体的に計算アルゴリズ
ムを説明する.
ある曲面上の点を
X[m;n] = (x[m;n]; y[m;n]; z[m;n])
T
としたとき,M N 個の周辺データ
(X[m M;n N ];    ; X[m+M;n+N ])
から X[m;n] を予測する線形予測器は次のように表さ
れる.
X^[m;n] =
MX
i= M
NX
j= N
a[i; j]X[m  i; n  j] (8)
ここで a[i; j]は, スカラーの係数である. これは, 予測
誤差の 2 乗の期待値を最小にするように a[i; j] を決定
する問題を考えればよいので, 係数 a[i; j]は,部分空間
への射影の直交条件
< W [m;n]; X[m  k; n  l] >= O; 8k; l 2 N
より,
X[m;n] = (9)
MX
i= M
NX
j= N
a[i; j]X[m  i; n  j]
を aについて解くことによって与えられる.
係数をスカラーで求めた場合,この係数がそのまま回転
不変な特徴量となる.
6 2D 線形内挿モデルの行列係数の推定
法
次に,2 次元近傍の線形予測モデルを用いた係数行列
の推定法について,具体的に計算アルゴリズムを説明す
る.
スカラー係数と同様に,ある曲面上の点を
X[m;n] = (x[m;n]; y[m;n]; z[m;n])
T
としたとき,M N 個の周辺データ
(X[m M;n N ];    ; X[m+M;n+N ])
から地点 m,n における値 X[m;n] を予測する線形予
測器は次のように表される.
X^[m;n] =
MX
i= M
NX
j= N
A[i; j]X[m  i; n  j] (10)
ここで A[i; j]は, 3 3の係数行列である. これ以降は,
スカラー係数と同様に, 予測誤差の 2 乗の期待値を最
小にするように A[i; j]を決定する問題を考えればよい
ので, 係数行列 A[i; j]は,部分空間への射影の直交条件
より,
< X[m;n]  X^[m;n]; X[m  k; n  l] > = 0; (11)
E(X[m;n]XT [m  i; n  j]) =
MX
i= M
NX
i= N
A[i; j]E(X[m  i; n  j]XT [m  k; n  l])
(12)
を A について解くことによって与えられる. 行列係
数の場合, ここからさらに不変特徴量を得ることがで
きる.
7 提案手法を用いた顔認証
本手法によって抽出された不変特徴量は,曲面の幾何
学的情報を持つため, これを顔認証に応用できれば, 点
のみの情報よりも細かな認証が期待できる. また, 不変
特徴量をデータベースに保存することで顔データをそ
のまま保存するよりも情報量の圧縮も可能である.
顔というのは表情の変化などによって形状が変化す
るため, 決まったパターンがなく,パターンマッチング
による認証が困難である.また取れる特徴点の位置も限
定されるため, 特徴点による精確な認証も難しい. そ
こで,今回特徴点を使ってある程度識別した後, 特徴点
の周辺の曲面に対して提案手法を使い,特徴点周辺の曲
面の特徴量を用いてより細かく認証をする手法を提案
する.
7.1 曲率
特徴点はグラデーションのような一様な高さ勾配の
領域から取り出すのは望ましくなく, また, 座標回転に
関する不変量でなければならない.そのために,2階微分
までが必要となる.例えば,x方向の微分値 fx は x軸の
向きに依存するが, 例えばラプラス作用素
f = fxx + fyy (13)
は x軸の向きによらない微分不変量である.
不変量の理論により, 曲面 f(x; y)の勾配 rf とヘッセ
行列 H を
rf =

fx
fy

;H =

fxx fxy
fxy fyy

(14)
と定義する.
代表的な微分不変量として,曲面の曲率に基づく量が
ある.主曲率 1; 2 の平均と積
H =
1 + 2
2
;K = 12
をそれぞれ平均曲率, ガウス曲率と呼び, ガウス曲率が
正, 負,0 の点はそれぞれ楕円型, 双曲型, 放物型である
という.
顔の特徴点になる箇所として,鼻や目頭, 骨格のでっ
ぱりなどが考えられる.笑ったりしてもそれほど変化が
起こらないためである. これらは楕円型または双曲型,
つまりガウス曲率が正または負であると考えられるた
め,ガウス曲率に着目する.ガウス曲率K を微分を用い
て表すと
K =
fxxfyy   f2xy
1 + f2x + f
2
y
=
detH
1 + krfk2 (15)
となる.
7.2 画像の正規化
曲率を用いて特徴点を抽出するには (式 15)より 2階
微分までを行う必要があることが分かる.微分を行うた
めには画像の点の間隔が等しくなくてはならない.しか
し,スキャナで撮られた顔画像は必ずしも点が等間隔と
は限らない. そこで, 画像の正規化が必要になる. また,
正規化を行うことでスキャナに依存しない画像を作る
ことができる.
実際に,スキャナで撮られたイメージ画像をプログラ
ミングソフト (Matlab) 上で操作するために変換した
ものが (図 3)である.これを元画像として,元画像内に
等間隔になるように点を配置し,配置された各点の Z値
は線形内挿によって求めることで画像を正規化した.(図
4)
図 1 イメージ顔画像 図 2 編集ソフト上での顔画像
図 3 元画像 図 4 正規化画像
7.3 特徴点の抽出
特徴点抽出の手順として, まず画像を正規化する. そ
して, 顔画像全体の各点ごとの曲率を求め, その後正の
ガウス曲率の大きい順,または負のガウス曲率の小さい
順に特徴点として選んでいく. この時, 選ばれた特徴点
の周辺に, 別の特徴点がある場合, その点は無視するこ
ととする.これは特徴点が同じ場所に密集するのを防ぐ
ためである. こうして得られた特徴点が (図 5,図 6)で
ある.比較的表情の変化の影響が少ないと思われる鼻や
目頭, 眉の骨ばった部分, 鼻筋や鼻の横のへこんだ部分
が選択されているのが分かる.
図 5 正のガウス曲率の
特徴点
図 6 負のガウス曲率の
特徴点
8 特徴点を使った認証方法
顔画像より得られた特徴点を使って認証を行う方法
を説明する.
まず, 特徴点がN 個得られた場合,顔の重心から特徴
点へのベクトル (特徴ベクトル)がN 本得られる. 特徴
ベクトルを e1; e2:::en とし,それぞれベクトルのグラム
行列を作る.つまり,
E =
0@ (e1; e1)    (e1; en)... . . . ...
(en; e1)    (en; en)
1A
このグラム行列 E の固有値を認証に使う. このグラム
行列の固有値は回転不変であり,この固有値を使うこと
で, 特徴点の位置関係が分かるため, 顔の特徴点の位置
を使った大域的な認証が行える. また, 各特徴ベクトル
にそれぞれの特徴点の曲率をかけてからグラム行列を
作ることで,その点での曲がり具合も考慮した認証もで
きる.
9 不変特徴量を使った認証方法
提案手法を使って認証する場合,顔全体に対して処理
すると計算量が多くなり,近傍サイズを大きく取ること
ができない. しかしながら, 近傍サイズを小さくしてし
まうと, 顔の大きさに対して十分な範囲の近傍が取れ
ず,顔の特徴を得ることができない.そこで今回は,特徴
点周辺の画像をある程度の範囲で切り取り,その曲面に
対して,不変特徴量を求める.特徴点が N 個得られた場
合, 切り取られた曲面, 特徴量のセットは N 組得られ
る. これをデータベース内に保存しておき, 入力された
画像の不変特徴量との差を全ての組で調べる.各曲面毎
の誤差の平均が 1 番小さかったものを本人と判定する
認証方法を使う.
10 実験 (特徴点を使った認証)
ここでは,実際に顔認証ができるか実験していく.
実験データとして 11人の正面向きのサンプル画像を用
意した. それに対して同じ 11 人の別の正面向き画像 2
枚ずつ,合計 22枚を入力し,本人と特定可能か実験を行
い, 本人拒否率 (FRR) と他人受け入れ率 (FAR) を求
めた.(表 3).
表 3 FRRと FAR
閾値 0.001 0.003 0.005 0.008 0.0100
本人拒否率 0.1818 0.1364 0.0909 0 0
他人受入率 0 0 2.7273 3.1819 6.3636
閾値 0.0012 0.0014 0.0016 0.0018 0.0200
本人拒否率 0 0 0 0 0
他人受入率 7.2727 9.0909 9.0909 10.0000 11.1812
10.1 考察
基本的に, 閾値を下げることで, 他人受入率を下げる
ことができるが,本人拒否率が上がってしまう.(表 3)よ
り,閾値が 0.008から本人拒否率が 0になっている.今
回はこの方法単体で本人を特定するわけではなく,ある
程度他人を弾くことができればいいため,多少他人受入
率が上がっても閾値は緩めに設定したほうがいいと考
えられる.
11 実験 (不変特徴量を使った認証)
次に提案手法の不変特徴量を使った認証の実験を
行った.今回はスカラー係数と不変量の完全集合を不変
特徴量として実験した.実験データは特徴点を使った認
証と同じである.先に特徴点を使ってある程度減らして
から,提案手法で得られる 2種類の特徴量を使った際の
それぞれの他人受入率を, 特徴点のみの認証と比較し,
さらに細かく認証できているか実験した.(表 4)
表 4 FARの比較
閾値 0.008 0.0100 0.012 0.014
特徴点での認証 FAR 3.1819 6.3636 7.2727 9.0909
スカラー係数での認証 FAR 0.4546 0.9091 1.3637 1.8182
不変量の完全集合での認証 FAR 0 0 0 0
閾値 0.016 0.018 0.020
特徴点での認証 FAR 9.0909 10.0000 11.1812
スカラー係数での認証 FAR 1.8182 1.8182 1.8182
不変量の完全集合での認証 FAR 0 0 0
11.1 考察
特徴点のみを使った認証により,本人が弾かれていな
いという前提なので,他人受入率のみを比較する.(表 4)
より, 特徴点のみの認証に比べ, 不変特徴量を使った認
証を組み合わせたほうが他人受入率が低くなっている.
このことから,不変特徴量を使ってより細かい認証がで
きていることを示した. また, 不変量の完全集合を使っ
た認証のほうが精度がいいことがわかった.
12 まとめ
今回特徴点と不変特徴量を組み合わせた認証方法を
提案し, 不変特徴量を用いることで, 点の情報のみより
細かい認証が可能であることを示した. 第 1 ステップ
の特徴点を使った認証方法では,本人拒否を避けたいた
め, 他人受入率が多少上がっても, 閾値は少し高めに設
定するのが望ましい.ここで本人が拒否されていなけれ
ば,第 2ステップの不変特徴量を使った認証で,曲面の
幾何学的情報により, さらに細かく認証ができ, 本人を
特定することができる.
今後の課題としては,近傍範囲や切り取り範囲を調整
して本人と他人の識別がより行える特徴量が抽出でき
る範囲を探し,認証精度を向上させたい.また,今回は実
験に用いたデータ数が少ないため,不変量の完全集合を
使った認証を組み合わせたものが高い認証精度になっ
たが,データ数を増やしても高精度を維持できるか検証
しなければならない.
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