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Resumen: En esta comunicacio´n se propone un me´todo para incorporar conoci-
miento lingu¨´ıstico relativo a las formas verbales en sistemas estoca´sticos de traduc-
cio´n. Por medio de una clasificacio´n basada en conocimiento de dichas formas, y de
su sustitucio´n por el lema del verbo principal durante la fase de entrenamiento, se
consigue un mejor alineado en palabras, cuya consecuencia es una mejor estimacio´n
del modelo de traduccio´n. Adema´s, a partir de las formas verbales observadas en el
entrenamiento es posible generalizar con e´xito y proporcionar traducciones a nuevas
formas no vistas anteriormente. El me´todo propuesto es evaluado en una tarea de
traduccio´n del ingle´s al espan˜ol de dominio restringido, donde se alcanza una mejora
significativa.
Palabras clave: traduccio´n estoca´stica, conocimiento lingu¨´ıstico, formas verbales,
morfolog´ıa
Abstract: This paper introduces a method to incorporate linguistic knowledge re-
garding verb forms into an stochastic machine translation model. By means of a
rule-based classification of these forms, and by substituting them by the base form
of the head verb during the training stage, we achieve a better statistical word
alignment, which leads to a better estimate of the translation model. Furthermore,
a successful generalization strategy can be devised to produce a new translation
for unseen verb forms from the translations of seen verb forms. An evaluation of
this method in an English to Spanish limited-domain translation task is presented,
producing a significant performance improvement.
Keywords: stochastic machine translation, linguistic knowledge, verb forms, morp-
hology
1. Introduccio´n
Actualmente, la investigacio´n en el cam-
po de los sistemas estoca´sticos de traduccio´n
goza de una creciente popularidad entre la co-
munidad cient´ıfica. Los buenos resultados al-
canzados por este planteamiento en mu´ltiples
evaluaciones en tareas de dominio limitado e
ilimitado justifican este gran intere´s.
Sin embargo, la mayor´ıa de sistemas
estoca´sticos del estado del arte parten del
nivel superficial de la palabra como u´nica
fuente de conocimiento, ignorando as´ı cual-
quier informacio´n morfolo´gica, sinta´ctica o,
en general, lingu¨´ısticamente ma´s informada.
Si bien esto no representa una limitacio´n
importante para lenguas con poca flexio´n
de formas (y por lo tanto con una talla
del vocabulario reducida) como el ingle´s,
s´ı supone una limitacio´n importante al
trabajar con lenguas altamente flexivas
como el espan˜ol. Los errores mostrados en
el siguiente ejemplo son fruto de esta falta
de informacio´n morfolo´gica, que impide al
sistema relacionar las diversas formas en
que se expresa un nombre, adjetivo o, sobre
todo, un verbo.
i was told that the service in this hotel is
very good =⇒ yo estaba dicho que el
servicios en este hotel esta´ muy bien
En esta comunicacio´n se presenta una
solucio´n h´ıbrida que incorpora cierto cono-
cimiento lingu¨´ıstico dentro del enfoque es-
toca´stico a la traduccio´n, y en concreto, rela-
tivo a las formas verbales. Para ello, se pre-
senta una clasificacio´n basada en reglas de to-
das las formas verbales, que permite conside-
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rar separadamente, a efectos de aprendizaje
del sistema de traduccio´n, pronombres, ver-
bos auxiliares y sufijos derivados de la flexio´n
verbal por un lado, y lema del verbo principal
por otro. De esta forma se mejora el modelo
de traduccio´n al concentrar las distintas for-
mas de un mismo verbo en una u´nica unidad
de traduccio´n (seccio´n 3).
Por otro lado, el uso de esta clasificacio´n
permite el disen˜o de estrategias de generali-
zacio´n a formas verbales no vistas en el ma-
terial de entrenamiento a partir de las formas
vistas (seccio´n 4).
Para realizar experimentos se ha trabaja-
do con el par de lenguas ingle´s – espan˜ol, y
se presentan resultados obtenidos tanto en el
alineado en palabras del entrenamiento, co-
mo en una tarea de traduccio´n de dominio
limitado del ingle´s al espan˜ol (seccio´n 5). Por
u´ltimo, en la seccio´n 6 se presentan conclu-
siones, junto a ideas para investigaciones fu-
turas.
2. Trabajos previos
En la l´ınea de esta comunicacio´n pode-
mos encontrar algunos trabajos recientes. En
(Ueffing y Ney, 2003) tambie´n se muestra un
posible enfoque para el tratamiento de las for-
mas verbales en el caso ingle´s – espan˜ol. Sin
embargo, los autores optan por unir los pro-
nombres personales ingleses a la forma del
verbo con el fin de generar un vocabulario
ingle´s ma´s amplio que pueda corresponder-
se con el espan˜ol. Por el contrario, nuestra
propuesta va en la direccio´n opuesta al re-
ducir la talla del vocabulario e incrementar
as´ı la frecuencia de aparicio´n de las unidades
de traduccio´n.
Tambie´n para el caso del espan˜ol (y del
serbio), otra posibilidad radica en descompo-
ner las formas flexivas en morfema y afijos,
considerando cada uno de ellos como pala-
bras independientes en el modelo de traduc-
cio´n, como se presenta en (Popovic y Ney,
2004). Sin embargo, los autores no proporcio-
nan resultados de traduccio´n al espan˜ol (so´lo
del espan˜ol al ingle´s), ya que ello les obligar´ıa
a incorporar una estrategia de generacio´n de
la forma flexiva a partir de morfema y afijos.
Por u´ltimo, cabe mencionar los trabajos
de (Lee, 2004) o (Nießen y Ney, 2004) re-
lacionados con la introduccio´n de transfor-
maciones morfolo´gicas en el material de en-
trenamiento de sistemas estoca´sticos de tra-
duccio´n, en especial para el caso del a´rabe –
ingle´s y del alema´n – ingle´s, respectivamente.
3. Planteamiento de la
traduccio´n estoca´stica
Para realizar la traduccio´n de la oracio´n
f de una lengua fuente en la oracio´n d de
una lengua destino, a partir del modelado de
ma´xima entrop´ıa (Och y Ney, 2002) se sue-
le usar una combinacio´n log-lineal de funcio-
nes de caracter´ısticas que pueden gobernar la
traduccio´n, como se expresa en la siguiente
ecuacio´n:












Las funciones de caracter´ısticas elementa-
les, derivadas del modelo del canal ruidoso
introducido en (Brown et al., 1993), son:
un modelo de traduccio´n Pr(d|f) basado
en cadenas de palabras
un modelo del lenguaje destino Pr(d)
aunque t´ıpicamente se combinan con mode-
los de distorsio´n del orden de las palabras,
modelos de probabilidad le´xica, penalizacio-
nes a las traducciones cortas para compensar
la preferencia del modelo de lenguaje por las
traducciones cortas, etc.
Sin embargo, este planteamiento no consi-
dera clases de unidades de traduccio´n, y por
lo tanto, trata todas las formas verbales de un
verbo, o todos las formas singular y plural de
un sustantivo, como unidades completamente
distintas sin ninguna relacio´n. A continuacio´n
se propone un modelo que intenta abordar
esta problema´tica por medio de una clasifica-
cio´n basada en conocimiento lingu¨´ıstico. En
concreto, se clasifican, para cada idioma, las
formas verbales (incluyendo pronombre per-
sonal, verbo principal y auxilares) al lema del
verbo principal. Como se comenta en la sec-
cio´n 5.2, esta deteccio´n se realiza de forma
determinista mediante auto´matas que imple-
mentan simples reglas basadas en informa-
cio´n de las palabras, su etiqueta morfolo´gica
y su lema.
3.1. Modelo de traduccio´n con
clases
Si definimos f˜j como un cadena de pala-
bras consecutivas de la frase fuente y d˜i como
una cadena de la frase destino, cuyas clases
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a las que pertenecen son F˜j y D˜i respectiva-
mente, y que T = (F˜j , D˜i) es el par de cla-
ses fuente y destino utilizado como unidad
de traduccio´n (que llamamos tupla), pode-












Pr(d˜i|T, f˜j)Pr(D˜i|F˜j , f˜j)Pr(F˜j |f˜j)
(2)
Como se vera´ en la seccio´n 5, nuestra im-
plementacio´n actual considera una clasifica-
cio´n de grupos verbales de cara´cter determi-
nista, es decir, sin admitir ambigu¨edad. Es-
to implica que no hay dependencia entre F˜j
y f˜j, puesto que una implica la otra, con lo
cual Pr(F˜j |f˜j) = 1, y la probabilidad se pue-
de simplificar en:
Pr(d˜i|f˜j) = Pr(D˜i|F˜j)Pr(d˜i|T, f˜j) (3)
En la ecuacio´n 3 intervienen un modelo
esta´ndar de traduccio´n basado en cadenas de
palabras, pero entrenado sobre un material
clasificado; y un modelo de instancia que dis-
tribuye la probabilidad entre las distintas for-
mas verbales destino dada la forma verbal
fuente y la tupla de traduccio´n de clases uti-
lizada.
De esta forma, mientras la tupla T se cen-
tra en la probabilidad de traduccio´n del lema
del verbo, el modelo de instancia se concen-
tra en elegir la forma destino (pronombres,
verbos y part´ıculas auxiliares, tiempo verbal,
etc.) de ese lema dada la forma fuente. De to-
das formas, la decisio´n sobre la traduccio´n se
toma, en u´ltima instancia, en la combinacio´n
log-lineal de caracter´ısticas.
3.2. Modelo de instancia
Con el fin de estimar el modelo de ins-
tancia Pr(d˜i|T, f˜j) se propone un enfoque di-
recto basado en la frecuencia relativa de ca-
da instancia, de entre todas las tuplas que
contienen dicha instancia en su parte fuente,






Esta probabilidad, sin embargo, no
esta´ definida para todas aquellas formas ver-
bales que, a pesar de clasificarse a un lema
conocido (visto en el entrenamiento), no han
ocurrido en el material de entrenamiento. Pa-
ra esos casos, se ha desarrollado una estrate-
gia de generalizacio´n descrita en la siguiente
seccio´n.
4. Generalizacio´n de formas
verbales no vistas
Para generar una instancia (o grupo ver-
bal) d˜i dada la tupla T y la instancia fuen-
te f˜j, es posible utilizar la informacio´n de las
formas verbales vistas. En concreto, se propo-
ne realizar una bu´squeda entre las instancias
vistas en dicha tupla T de formas verbales
ide´nticas a la que se desea traducir, excep-
to en los rasgos referentes a la persona (sean
pronombres personales o sufijos del verbo).
En el caso de encontrarse alguna, se gene-
ra una nueva instancia destino con la misma
forma verbal, excepto en la persona, que se
sustituye por la persona de la instancia fuente
f˜j.
A t´ıtulo de ejemplo, supongamos
que se desea traducir la frase ’we
would have payed it’ del ingle´s al es-
pan˜ol, y que en el entrenamiento apa-
recen las tuplas T1=(V[pay],V[pagar]),
T2=T(V[pay],V[hacer] el pago) and
T3=T(V[pay] it, lo V[pagar]) que tradu-
cen la clase V[pay] presente en la frase a
traducir. Sin embargo, nunca se ha observado
la forma verbal ’we would have payed’ entre
las instancias de dichas tuplas. En ese caso,
para cada tupla se procede a examinar todas
sus formas vistas en busca de instancias
ide´nticas (en palabras, etiquetas morfolo´gicas
y lemas) a la que se desea traducir salvo en
la informacio´n de persona, como se muestra
en el cuadro 1, donde no se ha encontrado
ninguna instancia u´til para la tupla T2.
Para cada una de estas instancias, se ge-
nera una nueva forma verbal en espan˜ol, por
medio de la sustitucio´n de la informacio´n re-
lativa a la persona de la forma vista (habr´ıa
pagado, 1a o 3a del singular) por la perso-
na de la forma a traducir (we, 1a del plural).
Adema´s, cada nueva traduccio´n recibe un pe-
so de acuerdo con el nu´mero de apariciones
de la forma vista en el entrenamiento (u´ltima
columna del cuadro 1). Este peso actu´a de
probabilidad de instancia para estas nuevas
formas. As´ı pues, en el ejemplo se generar´ıan
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T1 = (V[pay] , V[pagar])
I would have payed habr´ıa pagado 3
you would have payed habr´ıas pagado 1
you would have payed pagar´ıas 1
T2 = (V[pay] , V[hacer] el pago)
* would have payed — 0
T3 = (V[pay] it , lo V[pagar])
I would have payed it lo habr´ıa pagado 1
Cuadro 1: Instancias vistas en las tuplas que
traducen V[pay] que son u´tiles para generali-
zar la forma ’we would have payed’.
las siguientes nuevas formas, con probabili-
dad:
Vins= we would have payed
T1 Vins habr´ıamos pagado 4/6
T1 Vins pagar´ıamos 1/6
T3 Vins it lo habr´ıamos pagado 1/6
En el caso de existir ambigu¨edad sobre la
persona que debe generarse (por ejemplo, al
traducir ’you’, que puede ser 2a persona de
singular o plural en espan˜ol), se generan to-
das las posibles formas, puesto que la deci-
sio´n final sobre cua´l es ma´s adecuada en el
contexto de la frase se tomara´ en la combi-
nacio´n log-lineal de caracter´ısticas que rige la
traduccio´n. De hecho, se espera que el modelo
de lenguaje destino contribuya favorablemen-
te a discernir que´ casos deben ser descartados
dada la composicio´n del material de entrena-
miento.
5. Resultados obtenidos
En esta seccio´n se evalu´a la aproximacio´n
presentada con el corpus paralelo ingle´s – es-
pan˜ol desarrollado en el marco del proyec-
to LC-STAR. Primero se describe el corpus,
posteriormente se muestran estad´ısticas rela-
cionas con la deteccio´n de formas verbales en
dicho corpus, y por u´ltimo se presentan los
resultados alcanzados en alineado automa´ti-
co de palabras y en una tarea de traduccio´n
del ingle´s al espan˜ol.
5.1. Corpus y preprocesado
El corpus desarrollado en el marco del pro-
yecto LC-STAR consiste en transcripciones
de dia´logos de habla esponta´nea en la tarea
de la informacio´n tur´ıstica, la planificacio´n
de viajes y la concertacio´n de citas. As´ı pues,
por su espontaneidad es un corpus rico en
variedad de formas y expresiones, y a menu-
do contiene frases sin una correcta estructura
sinta´ctica. Este corpus ha sido tratado de la
siguiente forma:
Normalizacio´n de contracciones para el
ingle´s (por ejemplo, wouldn’t = would
not, we’ve = we have)
Etiquetado morfolo´gico del ingle´s por
medio de la herramienta de libre dis-
tribucio´n TnT tagger (Brants, 2000), y
extraccio´n de lemas por medio de wn-
morph, aplicacio´n perteneciente al pa-
quete WordNet (Miller et al., 1991).
Y etiquetado morfolo´gico del espan˜ol por
medio de la herramienta de ana´lisis Free-
Ling (Carreras et al., 2004), que tambie´n
proporciona el lema de cada palabra ana-
lizada.
Se han separado 350 frases como conjunto
de desarrollo (para optimizacio´n de para´me-
tros), y 500 frases como conjunto de test. Pa-
ra ambos conjuntos se dispone de tres tra-
ducciones alternativas a efectos de evalua-
cio´n. En el cuadro 2 se proporcionan las
principales estad´ısticas de los corpus de en-
trenamiento, desarrollo y test: nu´mero de
oraciones (orcn), nu´mero total de palabras
(plbr), talla de los correspondientes vocabu-
larios (vcblr) y longitud media en palabras
de las oraciones (media).
Lng Orcn Plbr Vcblr Media
Entrenamiento





in 350 6645 841 19.0
Test
in 500 7412 963 14.8
Cuadro 2: Estad´ısticas del corpus paralelo
ingle´s - espan˜ol utilizado.
El nu´mero de palabras inglesas desconoci-
das, es decir, no vistas en el entrenamiento, es
de 20 para el conjunto de desarrollo (el 0.3 %
del total de palabras) y de 48 para el conjunto
de test (el 0.7 % del total de palabras).
5.2. Deteccio´n y clasificacio´n de
verbos
Para la deteccio´n de formas verbales se
ha utilizado una estrategia basada en co-
nocimiento como la descrita en (de Gis-
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pert, 2005). Mediante auto´matas determinis-
tas que implementan reglas de deteccio´n que
combinan informacio´n de las palabras, su eti-
queta morfolo´gica y su lema, se realiza una
clasificacio´n no ambigua para el ingle´s y el
espan˜ol separadamente.





in 856 3% 120 0 %
Test
in 1076 5.2 % 146 4.7 %
Cuadro 3: Formas verbales detectadas en el
corpus.
En el cuadro 3 se muestra el nu´mero
de formas verbales detectadas mediante esta
te´cnica (verbos), as´ı como el nu´mero de le-
mas a los que se clasifican (lemas). Adema´s,
para los conjuntos de desarrollo y test, se pre-
senta el porcentaje de formas y lemas desco-
nocidas (desc), es decir, que no aparecen en
el conjunto de entrenamiento. Es de destacar
el hecho de que el nu´mero de formas verbales
detectadas es diferente, aunque muy pareci-
do, en cada idioma, debido ba´sicamente a dos
factores. Por un lado, el mero hecho de que
ciertas formas verbales no se traducen con
una forma verbal en otro idioma, y por otro,
el hecho de que los etiquetadores morfolo´gi-
cos utilizados son estad´ısticos y, como tales,
tienen cierto grado de error que puede llevar
a estas diferencias.
5.3. Resultados de alineado de
palabras
En este apartado se desea evaluar los efec-
tos que tiene la clasificacio´n basada en co-
nocimiento sobre el aprendizaje del sistema
estoca´stico de traduccio´n. Para ello, se han
alineado manualmente 350 frases selecciona-
das aleatoriamente del conjunto de entrena-
miento, introduciendo enlaces seguros y pro-
bables para calcular el Recall, la Precisio´n,
y la Tasa de Error de Alineado, o Align-
ment Error Rate (AER). Estas medidas fue-
ron introducidas para la evaluacio´n de alinea-
dos en (Och y Ney, 2000) y han sido usa-
das ampliamente para esta tarea en evalua-
ciones previas (Mihalcea y Pedersen, 2003).





|A ∩ P |
|A|
AER = 1−
|A ∩ S|+ |A ∩ P |
|A|+ |S|
donde A es el alineamiento hipotetizado, S
es el conjunto de enlaces seguros existentes
en la referencia manual y P es el conjunto de
todos los enlaces de la referencia (seguros y
probables).
Mediante la aplicacio´n GIZA++ (Och,
2003) se ha realizado el alineamiento del cor-
pus original de ingle´s a espan˜ol y vicever-
sa (ejecuta´ndose 5 iteraciones de los mode-
los IBM1 y HMM, y 3 iteraciones de los mo-
delos IBM3 e IBM4), y se han obtenido los
alineamientos unio´n e interseccio´n de ambas
direcciones. Posteriormente, se ha repetido el
proceso con el corpus clasificado (mediante
la deteccio´n de formas verbales), y despue´s
del alineado se han reintroducido las formas
verbales con todos los enlaces que obtuvo su
clase.
Las formas verbales inglesas que contienen
un adverbio entre el pronombre personal y el
verbo (como ’I only want’) han sido tratadas
de forma especial: el adverbio ha sido aisla-
do de la clase antes del alineado, y una vez
realizado e´ste, se ha reintroducido a la forma,
pero conservando sus enlaces separadamente
a los de las palabras que conforman la forma
verbal.
El cuadro 4 compara el resultado del ali-
neado unio´n1 para ambos casos, observa´ndo-
se una reduccio´n importante del error de ali-
neado en el caso con clasificacio´n (clas), lo
que claramente demuestra que la riqueza de
formas verbales limita las posibilidades de
aprendizaje del sistema estoca´stico de tra-
duccio´n.
Recall Precision AER
ba´sico 74.14 86.31 20.07
clas 76.45 89.06 17.37
Cuadro 4: Resultados en alineado de pala-
bras.
1La unio´n del alineado en ambas direcciones pro-
porciona sistema´ticamente un menor AER que la in-
terseccio´n.
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5.4. Resultados de traduccio´n
Para evaluar los efectos del me´todo de cla-
sificacio´n y generalizacio´n propuesto, se ha
integrado en un sistema estoca´stico de tra-
duccio´n cuya combinacio´n log-lineal tiene en
cuenta las siguientes caracter´ısticas (Crego,
Marin˜o, y de Gispert, 2005):
un modelo de traduccio´n basado en un
N-grama de tuplas como el presentado
en (de Gispert y Marin˜o, 2004)
un modelo de lenguaje destino basa-
do en N-gramas utilizando la aplicacio´n
SRILM (Stolcke, 2002)
una penalizacio´n para compensar la pre-
ferencia del modelo anterior por las tra-
ducciones cortas
El peso λm de cada funcio´n de caracter´ısti-
cas ha sido optimizado sobre el conjunto de
desarrollo utilizando la medida de calidad
BLEU (Papineni et al., 2002).
Se han realizado tres experimentos de tra-
duccio´n del ingle´s al espan˜ol. En primer lu-
gar, un experimento sin clasificacio´n de ver-
bos y utilizando u´nicamente las tres carac-
ter´ısticas mencionadas (ba´sico). Posterior-
mente, un experimento con clasificacio´n (y
por lo tanto, an˜adiendo el modelo de ins-
tancia a la combinacio´n log-lineal), pero sin
generalizacio´n de las formas desconocidas
(clas), que se han dejado sin traduccio´n. El
u´ltimo experimento an˜ade esta estrategia al
caso anterior (clas+gen).
En el cuadro 5 se muestran los resultados
obtenidos tanto en el conjunto de desarrollo
como en el de test, y para dos medidas am-
pliamente utilizadas, como son el porcentaje
de error en palabras (mWER) y el BLEU.
desarrollo test
mWER BLEU mWER BLEU
ba´sico 21.32 0.698 23.16 0.671
clas 19.37 0.728 22.22 0.686
clas+gen 19.27 0.727 21.65 0.692
Cuadro 5: Comparativa de resultados de tra-
duccio´n de ingle´s a espan˜ol
Como se desprende de los resultados, la
clasificacio´n propuesta produce efectivamen-
te una mejora significativa de la calidad de
la traduccio´n, incluso en el caso en que no se
generalizan las formas no vistas, debido a la
menor perplejidad del modelo de traduccio´n
obtenido. Por otra parte, el uso de la gene-
ralizacio´n proporciona una mejora adicional
al abordar la traduccio´n de aquellas formas
verbales que dif´ıcilmente el modelo estoca´sti-
co original podr´ıa tratar.
Resulta interesante estudiar el comporta-
miento distinto para el caso del conjunto de
desarrollo y el conjunto de test. Si bien en el
desarrollo la clasificacio´n consigue una reduc-
cio´n de mWER y un aumento de BLEU ma´s
importante que en el test, la generalizacio´n
tiene un efecto opuesto. Esto se justifica por
dos razones: por un lado, el mayor porcentaje
de formas no vistas en el conjunto de test y,
por otro, el hecho de que el 4.7 % de los lemas
de los verbos del test son desconocidos (ver
cuadro 3), de manera que jama´s se podra´ tra-
ducir dicho lema sin el uso de algu´n diccio-
nario u otra informacio´n extra. Este efecto
no esta´ presente en el caso del conjunto de
desarrollo.
En la figura 1 se pueden observar dos
ejemplos de frases traducidas por el sistema
ba´sico, y por las aproximaciones de clasifica-
cio´n con y sin generalizacio´n.
6. Discusio´n y conclusiones
En esta comunicacio´n se ha presentado
un me´todo de clasificacio´n basada en cono-
cimiento de las formas verbales para mejo-
rar las prestaciones de un sistema estoca´stico
de traduccio´n. Por medio de la sustitucio´n
de las formas por el lema del verbo principal
durante la fase de entrenamiento, se consi-
gue un mejor alineado a nivel de palabras,
lo que repercute en una mejor estimacio´n del
modelo de traduccio´n. Por otro lado, el enfo-
que de generalizacio´n a formas no vistas pro-
puesto proporciona una v´ıa de enriquecimien-
to lingu¨´ıstico de los modelos de traduccio´n
estr´ıctamente estoca´sticos.
Sin embargo, a pesar de la mejora obteni-
da en mWER y BLEU, del estudio de las fra-
ses traducidas se desprende que todav´ıa hay
un camino a recorrer hacia la gramaticalidad
y naturalidad en la traduccio´n estoca´stica.
Aparte del posible tratamiento de los lemas
no vistos con la incorporacio´n de un diccio-
nario bilingu¨e, es necesario un estudio ma´s
profundo del modelo de instancia propuesto;
el modelo actual reduce en cierta medida la
informacio´n contextual del modelo de traduc-
cio´n, priorizando la informacio´n limitada de
la forma verbal fuente para generar la for-
ma destino al contexto de la frase en el que
A. de Gispert, J. Mariño, J. Crego
340
Figura 1: Ejemplos de frases traducidas, donde los verbos ingleses detectados se indican en
mayu´sculas.
se traduce dicha forma. Si bien el modelo de
lenguaje deber´ıa compensar esta limitacio´n,
en algunos casos no es as´ı.
Por otro lado, otra limitacio´n actual del
sistema que requiere un estudio ma´s profun-
do esta´ relacionada con los pronombres cl´ıti-
cos espan˜oles, que al no estar considerados
por la herramienta de etiquetado morfolo´gi-
co, no son asociados con su correspondiente
en ingle´s (que se expresa como palabra inde-
pendiente del verbo) y se ignoran sistema´ti-
camente en la traduccio´n.
6.1. Trabajo futuro
Como trabajo futuro, se van a realizar ex-
perimentos de clasificacio´n y generalizacio´n
de formas verbales con un corpus paralelo
de grandes dimensiones, y para distintos ta-
man˜os del conjunto de entrenamiento. En
concreto, se trabajara´ con el corpus espan˜ol
– ingle´s de los debates del Parlamento Euro-
peo, que alcanza los 30 millones de palabras
por idioma. A pesar de estas dimensiones, el
estudio informal de las traducciones arroja-
das por un sistema estoca´stico de traduccio´n
del estado del arte revela que los problemas
relativos a formas verbales siguen afectando
negativamente las prestaciones.
Ma´s a medio plazo, se preve´n hacer otras
clasificaciones con motivacio´n lingu¨´ıstica, co-
mo la de los sintagmas nominales al lema del
sustantivo, independientemente de determi-
nantes e incluso preposiciones que lo prece-
dan. El objetivo es considerar las expresio-
nes ’del hotel’, ’algu´n hotel’, o ’nuestros ho-
teles’ como instancias de una misma clase
’N[hotel]’, de forma equivalente a la estrate-
gia presentada para formas verbales, mejo-
rando el entrenamiento y abordando los pro-
blemas de concordancias entre sustantivos,
determinantes y adjetivos presentes en las
traducciones actuales.
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