An inhomogeneous backflow transformation for many-particle wave functions is presented and applied to electrons in atoms, molecules, and solids. We report variational and diffusion quantum Monte Carlo (VMC and DMC) energies for various systems and study the computational cost of using backflow wave functions. We find that inhomogeneous backflow transformations can provide a substantial increase in the amount of correlation energy retrieved within VMC and DMC calculations. The backflow transformations significantly improve the wave functions and their nodal surfaces.
I. INTRODUCTION
The fermion sign problem continues to preclude the application of in principle exact quantum Monte Carlo (QMC) methods to large systems, and so approximate QMC methods must be used instead. Probably the most widely-used of these is the stable and efficient diffusion quantum Monte Carlo (DMC) algorithm, 1, 2 in which the fermion sign problem is sidestepped through the introduction of the fixed-node approximation.
3 DMC can provide highly accurate energies for assemblies of quantum particles, but the fixed-node approximation is uncontrolled and its accuracy is often difficult to assess.
The fixed-node approximation 3 involves constraining the nodal surface of the wave function to equal that of an approximate "trial" or "guiding" wave function. The fixed-node DMC energy is higher than the ground-state energy, becoming equal in the limit that the fixed nodal surface is exact. The dependence of the DMC energy on the quality of the trial wave function is often significant in practice. It would therefore be very useful to be able to construct trial wave functions with better nodal surfaces to reduce the effect of the fixed-node approximation.
Efforts to construct wave functions with accurate nodal surfaces have continued since the introduction of the fixednode approximation. Single-determinant wave functions often provide good nodal surfaces for closed-shell systems, and multideterminant wave functions can do so for small open-shell systems, although the required number of determinants becomes excessive for large systems. Compact pairing wave functions consisting of an antisymmetrized product of two-electron "geminals" 4 were introduced long ago 5, 6 and have recently been used in QMC calculations for atoms and molecules. 7, 8 Triplet-pairing Pfaffian wave functions were first used in QMC calculations for liquid 3 He by Bouchaud and Lhuillier, 9 and recently this approach has been extended by Bajdich et al., 10 who considered atomic and molecular systems in which both parallel-and antiparallel-spin electrons are paired.
Another approach for improving upon a single determinant of one-electron orbitals is to introduce parameters which allow the orbitals to depend on the positions of the other electrons. Such a route was followed by Wigner and Seitz, 11 who considered wave functions in which the orbitals of the up-spin electrons depend on the positions of the down-spin electrons, and vice versa. This idea surfaced again much later in connection with the quantum-mechanical description of "backflow." Classical backflow is related to the flow of a fluid around a large impurity. Its quantum analog was discussed by Feynman 12 and Feynman and Cohen 13 in the contexts of excitations in 4 He and the effective mass of a 3 He impurity in liquid 4 He. They argued that the energy would be lowered if the 4 He atoms executed a flow pattern around the moving 3 He impurity which prevented the atoms overlapping significantly. This effect was shown to correspond to the requirement that the local current of particles is conserved. They recognized that, without backflow, the effective mass of the 3 He impurity would equal the bare mass, and incorporating backflow led to a substantial increase in the effective mass. It turns out that the mathematical form obtained by incorporating backflow into a single-determinant wave function is related to the wave functions considered by Wigner and Seitz.
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In later studies, wave functions including Jastrow factors and backflow-like correlations were used to study a 3 He impurity in liquid 4 He and liquid 3 He within a Fermi-hypernetted chain approximation. 14, 15, 16 Backflow was first used in QMC calculations by Lee et al., 17 who calculated the total energy of liquid 3 He. QMC calculations for electrons using Slater-Jastrow wave functions with backflow correlations were first performed by Kwon et al. 18 for the twodimensional homogeneous electron gas (HEG), and later 19 for the three-dimensional HEG (see also the paper by Zong et al. 20 ). QMC calculations using Slater-Jastrow wave functions with backflow correlations have also been reported for solid and liquid hydrogen, 21, 22 which were the first such applications to inhomogeneous electron systems. While Jastrow factors keep electrons away from one another and greatly improve wave functions in general, they do not alter nodal surfaces. Holzmann et al. 21 have argued that backflow and three-body Jastrow correlations arise arXiv:0801.0518v1 [physics.comp-ph] 3 Jan 2008
as the next-order improvements to the standard Slater-Jastrow wave function, which consists of a Slater determinant multiplied by a two-body Jastrow factor. The importance of backflow correlations within DMC calculations is that they alter the nodal surface and can therefore be used to reduce the fixed-node error.
In this paper we introduce parameterized inhomogeneous backflow transformations, and apply them to atoms, molecules, and extended systems. The rest of this paper is structured as follows: a general description of the SlaterJastrow and backflow wave functions is given in Sec. II, an explicit form for the backflow displacement field is developed in Sec. III, an extensive set of results is given in Sec. IV and discussed in Sec. V, and our conclusions are summarized in Sec. VI. Important technical information about the calculations, including the constraints on the backflow parameters, has been gathered in the appendices. Hartree atomic units ( = |e| = m e = 4π 0 = 1) are used throughout.
II. SLATER-JASTROW AND SLATER-JASTROW-BACKFLOW WAVE FUNCTIONS
The Slater-Jastrow (SJ) wave function can be written as
where R denotes the set of electron coordinates {r i }, e J(R) is the Jastrow correlation factor, and the Slater part Ψ S (R) consists of a determinant or sum of determinants, defining the nodes of Ψ SJ T (R). Backflow (BF) correlations are introduced by substituting a set of collective coordinates X for the coordinates R in the Slater determinants, so that
where each of the new coordinates is given by 17 ,23
where ξ i is the backflow displacement of particle i, which depends on the configuration of the whole system.
III. INHOMOGENEOUS BACKFLOW TRANSFORMATIONS
The form of the backflow displacement ξ i in homogeneous systems has been taken as 17, 18, 23 
where N e is the number of electrons and η ij = η(r ij ) is a function of the interparticle distance r ij . Eq. (4) is the most general isotropic two-electron coordinate transformation for a homogeneous system. A single electron i perceives space to be isotropic, but when another electron j is introduced, the electron-electron (e-e) vector r ij becomes an inequivalent direction. The e-e backflow displacement is taken to be along this direction, as there is no reason why a displacement in a specific perpendicular direction should occur. In a system with nuclei a new set of directions is introduced, the electron-nucleus (e-n) vectors {r iI }, and one is led to introduce an e-n contribution to ξ i , of the form
where µ iI = µ(r iI ) and N n is the number of nuclei. We also introduce an electron-electron-nucleus (e-e-n) term to describe two-electron backflow displacements in the presence of a nearby nucleus,
where Φ jI i = Φ I (r iI , r jI , r ij ) and Θ jI i = Θ I (r iI , r jI , r ij ). Note that the vector Φ jI i r ij + Θ jI i r iI is capable of spanning the plane defined by r i , r j , and r I , without the need to introduce a component along the direction of r jI . The total backflow displacement is the sum of these three components,
At large distances η(r ij ) is expected to decay as r −3 ij in three dimensions 19 and r −5/2 ij in two dimensions. 18 However, for computational efficiency and for compatibility with periodic boundary conditions it is better to cut off the η function and the other backflow functions smoothly at some radius. We use a simple cutoff function,
where r is to be substituted by an e-e or e-n distance as appropriate, L is the cutoff length, C is the truncation order, 57 and H denotes the Heaviside function. The advantages of this cutoff function are, firstly, that its value can be computed rapidly and, secondly, that it has considerable flexibility because one can choose the value of C and use L as an optimizable parameter.
Rational 18 and Gaussian 21 forms for homogeneous backflow functions have been used in previous work. However, we have chosen to use natural power expansions because of the excellent results we have obtained with such expansions for our Jastrow factor, 24 and the lack of a priori knowledge of more specific parameterizations for the inhomogeneous functions. It is estimated that numerical errors in the evaluation of natural polynomials become significant beyond order about 20 when using double-precision arithmetic and, although one can go to substantially larger orders using Chebyshev polynomials, we have not found this to be an issue in our work.
We have used the following polynomial expansions for η ij , µ iI , Φ jI i , and Θ jI i ,
where N η , N µ,I , N en,I , and N ee,I are the expansion orders, L η , L µ,I , and L Φ,I , are cutoff lengths, and {c k }, {d k,I }, {ϕ klm,I }, and {θ klm,I } are the optimizable parameters. We allow the parameters in η, Φ I , and Θ I to depend on the spins of the electron pairs, and those in µ to be spin dependent; for simplicity we have omitted such dependencies in the description of the functional forms above. In periodic systems, we constrain L η and L µ to be smaller than the Wigner-Seitz radius L WS of the simulation cell and L Φ to be smaller than L WS /2, for computational efficiency.
IV. RESULTS
In this section we present variational quantum Monte Carlo (VMC) and DMC results obtained with our implementation of backflow transformations. The casino code 25 has been used for all of our QMC calculations. Our DMC algorithm is essentially as described in Ref. 26 . All DMC energies reported here have been extrapolated to zero time step. We have optimized the parameters in our wave functions by minimizing the unreweighted variance of the energy, 27 using a scheme which facilitates the optimization of parameters that modify the nodal surface.
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We have used the Jastrow correlation factor of Drummond et al. 24 In our all-electron (AE) calculations, with the exception of those for the HEG, the orbitals were obtained from Hartree-Fock (HF) calculations using large Gaussian basis sets and the crystal98 code, 30 and the cusp-correction algorithm of Ref. 31 was applied to each orbital at each nucleus. In our pseudopotential (PP) calculations we used the Dirac-Fock Average Relativistic Effective pseudopotentials of Refs. 32 and 33, the nonlocal energies being calculated within the locality approximation. 34 The one-electron orbitals were obtained from the plane-wave PP castep code 35 using the Perdew-Burke-Ernzerhof (PBE) generalized-gradient-approximation 36 exchange-correlation functional. The orbitals were re-expanded in terms of "blip" functions, 37 making the QMC calculations much more efficient. We have reported the variance of the total local energy for our VMC calculations, σ 2 = Ĥ 2 − Ĥ 2 , 58 while the reported mean energies are either total, per electron, or per primitive cell, as we have found appropriate in each case. We have estimated the amount of correlation energy retrieved in our calculations by comparing our energies with "exact" reference data, where available. In the case of the PP carbon atom and PP carbon dimer we have used the estimates of the PP valence correlation energy of Ref. 38 assuming an error bar of 0.004 a.u. as suggested by the author. In the HEG we have used our BF-DMC energies as if they were "exact", and in PP carbon diamond we have not estimated the amount of correlation energy retrieved.
A. Homogeneous electron gas
We studied three-dimensional, unpolarized HEGs consisting of 54 electrons in a simple cubic simulation cell subject to periodic boundary conditions. As well as the densities of r s = 1, 5, 10, and 20 studied by Kwon et al. 19 and Holzmann et al. 21 using backflow wave functions, for completeness we studied two additional densities, r s = 0.5 and 2. Holzmann et al. used an analytical backflow form containing no variable parameters in addition to a Gaussian form with variable parameters. In each case we compare our result with the corresponding lowest-energy backflow result from table II of Ref. 21 .
We included a plane-wave term in our Jastrow factor [Eq. (28) 
where w ij is a function of the distance between electrons i and j, which we parameterized as
where N w is the order of the expansion, the {e l } are expansion parameters, and f is the cutoff function of Eq. (7). We decided to include a W term for all densities at the Slater-Jastrow level, while we used it in conjuction with backflow only for the three lowest densities, where its effect on the SJ energy was found to be statistically significant. We refer to the SJ and BF wave functions with a three-electron Jastrow term as SJ3 and BF3, respectively. The backflow parameters were allowed to depend on the spins of the electron pairs, while the parameters in the three-electron Jastrow factors were constrained to be independent of spin, as this gave slightly better results. The expansion orders N η and N w were set to 8 for all densities. The cutoff lengths L η and L w were optimized, but at all densities they adjusted themselves to the maximum allowed value (the Wigner-Seitz radius). The energies and variances obtained are given in Table I , and the energies are illustrated in Fig. 1 , which gives the percentage of the correlation energy retrieved at different levels as well as the SJ and BF energies of Ref. 21 . The introduction of backflow increases the kinetic energy, but decreases the potential energy by a larger amount. Our SJ-DMC energies are in good agreement with those of Holzmann et al., which of course they should be, because the SJ trial wave functions have identical nodal surfaces. Our SJ-VMC calculations retrieve a higher percentage of the correlation energy than those of Holzmann et al., and we believe this is mainly due to the plane-wave term in our Jastrow factor. Our BF-VMC calculations consistently retrieve 99.5% of the correlation energy throughout the density range considered, while those of Holzmann et al. drop below 99% for r s > 5. Our BF-DMC energies are within error bars of those of Holzmann et al. In agreement with the work of Refs. 21 and 19, we found that backflow gives a larger energy reduction at the VMC level than the three-body Jastrow term W at all densities, although W becomes more important at large r s . The variances of the VMC energies reported in Table I are illustrated in Fig. 2 . The lines on the log-log plot corresponding to our SJ and BF variances are almost parallel, indicating an almost constant ratio of the SJ to BF variances of about 4. The variances of Holzmann et al. are systematically higher than ours for comparable calculations, and at r s = 20 our SJ variance is lower than their BF variance.
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The optimized homogeneous backflow displacement η(r ij )r ij is plotted in Figs. 3 and 4 , and the optimized threebody function w ij is shown in Fig. 5 . Holzmann et al. 21 and Kwon et al. 19 used identical η functions for parallel and antiparallel spin pairs, whereas we have allowed them to differ. At each density, the maximum value of η(r ij )r ij for antiparallel spins is over twice as large as that for parallel spins, and occurs at smaller electron separations. The backflow displacements for antiparallel spins are generally larger than for parallel spins, and hence antiparallel-spin backflow is much more important than parallel-spin backflow. Our antiparallel-spin η function is similar to the spinindependent η function of Kwon et al., 19 except that we do not find an attractive tail at r s = 20. Note that, to obey the cusp conditions, we constrain the parallel-spin η(r ij ) function to have zero derivative at r ij = 0, while the antiparallel-spin η function may have a nonzero derivative: see Appendix A 1. This accounts for the differences in the behavior of the parallel-and antiparallel-spin η functions at small r ij which are visible in Figs. 3 and 4. 
0.0342(6) 99.56(7) −0.013966(9) 100.00 (6) 5.0 HF −0.05625 ( The magnitude of our optimized three-electron Jastrow factor, represented in Fig. 5 , increases monotonically with r s , and the maximum of 6(r ij w ij )
2 is at about r ij /r s = 0.4 for all densities. This is in contrast with the behavior of the three-electron Jastrow factor of Kwon et al. (see Fig. 1 of Ref. 19) , which changes sign at r s = 1 (our parametrization is not allowed to do so) and breaks its monotonicity with r s at r s = 20. Kwon et al. find that the maximum of the plotted function is located at about r ij /r s = 1.
B. Lithium atom and dimer
AE lithium atom
Our results for the 1 S ground state of the AE lithium atom are given in Table II . The SJ wave function gives a reasonably good VMC energy. Our backflow function consists of a spin-pair-dependent e-e-n term with N en = N ee = 3; this produces a BF-VMC energy that is within statistical error bars of the exact value. Note that the BF-VMC, SJ-DMC, and BF-DMC energies are within statistical error bars of each other and are very close to the exact value. The excellent performance of the BF-VMC calculation is particularly noteworthy. The single-determinant nodal surface of the 1 S ground state of lithium is certainly extremely accurate and may even be exact, although some contrary evidence has been cited. 39 It is therefore unlikely that backflow could improve upon the SJ-DMC energy, and indeed it leaves it essentially unchanged. Table I ). Zero correlation energy corresponds to HF-VMC and 100% to BF-DMC. The hollow circles are the best BF-DMC, BF-VMC, SJ-DMC, and SJ-VMC energies of Holzmann et al., 21 in the same order. The statistical error bars on the QMC data are smaller than the symbols except where error bars are shown. Table I ). The hollow circles are the best SJ-VMC and BF-VMC variances of Holzmann et al., For the three highest densities, the curves correspond to BF wave functions, while the others are for the BF3 wave function.
AE lithium dimer
We studied the ground state of the AE Li 2 dimer at the experimental bond length of 5.051 a.u. 42 We tested several different backflow functions, obtaining the results given in Table III an additional 0.7% of the correlation energy. A plot of the VMC energy as a function of the number of parameters is displayed in Fig. 6 , which shows that the reduction in VMC energy is very small beyond about 150 parameters. Whereas backflow gave 99.89(6)% of the correlation energy at the VMC level for the lithium atom, for the dimer our best backflow transformation retrieves only 87.79 (8) The computed binding energies of Li 2 are presented in Table IV . The BF-VMC, SJ-DMC, and BF-DMC energies of the AE lithium atom are within error bars of the exact energy, and therefore the error in the binding energy arises solely from the Li 2 energy. Backflow improves the VMC and DMC binding energies of Li 2 a little, but it is still somewhat short of the exact value. The single-determinant nodal surface of Li 2 is quite poor, and backflow is not very effective at improving it. Combining MD wave functions with backflow might yield significant improvements in this case. C. Carbon atom, carbon dimer, and diamond
AE carbon atom
The 3 P ground state of the AE carbon atom is a good example of a system where single-determinant wave functions result in large fixed-node errors: see Table V . In this case, we have tested several combinations of terms, expansion orders, and constraints to explore the possibilities of backflow transformations. The VMC data in Table V , and additional data, are plotted in Fig. 7 , where the performance of the different backflow functions used can be compared conveniently. Using only homogeneous backflow (first BF-VMC results in Table V) in energy. It seems that inhomogeneous systems require inhomogeneous backflow to produce good wave functions, and the e-e-n term is particularly successful in providing this. To evaluate the relative importance of the two e-e-n functions Φ jI i and Θ jI i , we performed calculations constraining the parameters in one of them to be zero. The results are also given in Table V . In this case Θ jI i , which contributes to the backflow displacement in the direction of r iI , is slightly more important than Φ jI i . Applying both terms gives better results than using only one of them, as we expected. We also tested the effect of constraining the backflow displacement to be irrotational, which was suggested in Ref. 21 . The application of this constraint, which is explained in Appendix A 2, approximately halves the number of parameters in the backflow functions, but it gives very poor results for the carbon atom. The most satisfactory backflow forms reduce the difference between the VMC and exact energies by a factor of about 2. The further energy reduction from using DMC is quite small, and our BF-DMC calculation gave an energy of −37.8324(1) a.u., which corresponds to 92.0(1)% of the total correlation energy. This suggests that, although backflow Table V ). The open symbols denote that the backflow parameters are independent of spin, while the filled symbols denoted spin-dependent parameters. The exact nonrelativistic energy is −37.8450 a.u.
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improves significantly upon the single-determinant nodal surface of the carbon atom, it misses some important features of the exact nodal surface. It is well-known that the single-determinant nodal surface of the carbon atom can be substantially improved by using MD trial wave functions. Barnett et al. 45 used an MD trial wave function consisting of 14 CSFs, and obtained a DMC energy of −37.8420(3) a.u., which corresponds to 98.1(2)% of the correlation energy. Glauser et al. 46 showed that the configuration space of a single-determinant of HF orbitals for the 3 P ground state carbon atom is divided into four nodal pockets, 60 but more accurate wave functions indicate that the exact wave function has two nodal pockets. It appears that backflow transformations are unable to correct this defect in the single-determinant nodal surface.
PP carbon atom
We have also studied how backflow performs in systems where PPs are used. Our results for a PP carbon atom are given in Table VI . The reduction in the VMC energy obtained with backflow is much smaller than for the AE carbon atom, but the corresponding energy reduction within DMC of 0.0039(1) a.u. is somewhat larger than the AE one of 0.0027(2) a.u. A peculiarity of this case is that the reduction in the DMC energy resulting from the use of backflow is 71% of the reduction in the VMC energy, which is the largest such percentage amongst the calculations described here.
PP carbon dimer
For the PP carbon dimer we used the experimental bond length of 2.3622 a.u., 42 obtaining the results given in Table VII . The carbon dimer is another example of a system in which MD effects are known to be substantial. Backflow results in larger energy reductions per atom than for the isolated atom at both the VMC and DMC levels. The computed binding energies of C 2 are presented in Table VIII . The use of backflow slightly improves the binding energy of the dimer. 
PP diamond
We have also studied PP carbon diamond with the experimental cubic lattice constant of 6.741 a.u., 47 representing the solid by a 2 × 2 × 2 supercell containing 16 atoms subject to periodic boundary conditions. Diamond is an insulator with a large band gap, and therefore we expect the single-determinant nodal surface to be quite accurate. We parametrized our backflow function using N η = 8, N µ = 8, and N ee = N en = 2, allowing all parameters to be spin and spin-pair dependent. The cutoff lengths were optimized, and they went to the maximum allowed values. The results in Table IX show that backflow gives a substantial reduction in the VMC energy of 0.0131 (2) We do not discuss the cohesive energy of the diamond crystal, as we would need to account for finite-size effects to be able to compare with experimental data. Within VMC, the energy gain per atom from using backflow is larger in the solid than in the atom, and hence the cohesive energy is substantially reduced. Within DMC, both the solid and the atom present a similar energy gain per atom, and the cohesive energy is not changed significantly.
V. DISCUSSION

A. Electron-by-electron and configuration-by-configuration algorithms
The additional complexity of BF wave functions compared with SJ ones leads to greater computational expense in QMC calculations. One of the most costly operations in QMC calculations is the evaluation of the orbitals and their first two derivatives at points in the configuration space. The evaluation of the collective coordinates involves some extra cost. Furthermore, while QMC calculations with SJ wave functions require only the value, gradient, and Laplacian of each orbital φ, calculations with BF wave functions also require cross derivatives such as ∂ 2 φ/∂x∂y, as explained in Ref. 18 . However, the most important complicating factor arising from backflow transformations is that they make each orbital in the Slater determinants depend on the coordinates of every particle. In standard QMC algorithms with SJ wave functions one moves the electrons sequentially in what we call the electron-by-electron algorithm (EBEA). Fast update algorithms are used in the EBEA to replace altered rows in the Slater determinants efficiently and the accept/reject step is performed on each particle separately. However, in BF calculations each collective coordinate depends on every electron position and therefore the fast update algorithms used in the EBEA are no longer appropriate, so that one must recalculate the determinants at each step using LU decomposition. Nevertheless, the implementation of the EBEA for backflow wave functions can take advantage of other optimizations to make the algorithm more efficient, such as buffering the separate contributions to the collective coordinates, which we have exploited as far as possible.
In previous fermion backflow calculations 18, 19, 21 the electrons have all been moved together and a single accept/reject step has been performed, in what we call the configuration-by-configuration algorithm (CBCA). We have compared the efficiency of the EBEA and CBCA. The relative efficiency of the EBEA and CBCA depends on the computational costs of moving the electrons and the correlation time of the local energies, which is proportional to the number of moves of all the electrons required before the local energies are uncorrelated. Let A and B be two calculations for the same system, identical except for the use of different sampling algorithms. We define the relative efficiency γ of A and B as
where t is the CPU time and σ is the standard error in the mean energy. 48 γ represents the ratio of the time required to achieve a fixed error in the mean energy in calculation A to that required in calculation B, and is hence appropriate for comparing the efficiency of the two algorithms.
In Table X we report results for the systems studied in this paper. For each system, the EBEA and CBCA time steps were chosen so that the same proportion of proposed moves were accepted: in VMC the target acceptance ratio was 50%, which corresponds to fairly efficient sampling, and in DMC it was around 99.5%. The correlation times for the CBCA are considerably longer than for the EBEA. The ratio of the correlation time of the CBCA to that of the EBEA (the "correlation time ratio" or CTR) appears to increase roughly linearly with the number of atoms (for example, compare the AE Li atom and Li 2 molecule, and the PP C atom, C 2 molecule, and diamond), or with the number of electrons. γ(CBCA, EBEA) is larger than unity in all cases except the BF-VMC calculation of lithium atom, so the EBEA is generally found to be more efficient than the CBCA. γ(CBCA, EBEA) is larger for SJ wave functions than for BF ones because for SJ wave functions and the EBEA one uses fast update algorithms. Ne is the number of electrons; "CTR" is the ratio of the correlation time in the CBCA to that in the EBEA; γ is γ(CBCA,EBEA), as defined in Eq. (14) . Where a separate "CTR" for the BF wave function has not been reported, it is because it was found to equal that of the SJ wave function.
Apart from the tests reported in this section, all the VMC and DMC results reported in this paper have been obtained using the EBEA.
B. Computational expense of backflow calculations
We now investigate the relative cost of BF and SJ calculations. The additional computational expense of each step in a BF calculation is offset by the fact that BF wave functions are generally more accurate than SJ ones, so that the variance of the energy is smaller, and consequently the number of statistically independent local energies required to achieve a given error bar in the mean energy is also smaller.
Let A and B be two calculations for the same system, identical except for the use of different wave functions. We define the time ratio as τ (A, B) = t A /t B , the squared-error ratio as (A, B) = σ A, B) (A, B) , where t is the CPU time and σ is the standard error in the mean energy. τ (A, B) represents the relative expense per move of calculation A with respect to calculation B or, equivalently, the relative expense of generating a fixed number of configurations. The latter is relevant to the wave-function optimization procedure, as the number of configurations used should, if anything, increase with the number of parameters in the wave function. γ(A, B) measures the relative ability of calculation A to produce a total energy to a desired degree of certainty with respect to B.
In Table XI we compile the BF-to-SJ ratios τ , , and γ for each calculation. For the HEG at r s = 20 we report BF3-to-SJ3 ratios instead. The performance of backflow in the HEG is impressive: backflow not only improves the energies but also makes the calculations less costly! The lithium atom is another example of improved efficiency. According to Table II , the SJ-DMC and BF-DMC energies are equal, so it does not seem advantageous to use backflow at all in this system. However, due to the BF-VMC energy being so close to the BF-DMC value, the variance of the BF-DMC run is enormously lowered and the CPU time is reduced to 25% of the time taken by the SJ-DMC run.
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In all cases except PP diamond, γ is less than 3 in VMC, and 6 in DMC. However, the crystalline PP calculations become significantly more expensive when backflow is used. A great part of this increase is due to the computation of the nonlocal PP energy, which involves several evaluations of the wave function (12, in this case) for each electron and each ion, every time the local energy is computed. 
C. Backflow and nodes
HF nodes have been compared with either exact or very accurate nodes in a number of studies. 39, 43, 46, 51, 52 It has been found that the HF wave function often has too many nodal pockets for the ground states of atoms with four or more electrons. It is conceivable that coordinate transformations could modify the number of nodal pockets of a wave function. However, we believe this to be unlikely for the backflow transformation presented in this paper, because this would require the backflow displacement field to be discontinuous at very specific configurations, or exhibit other unusual features. The development of a general backflow transformation with the appropriate discontinuities to correct HF nodes, which we have not attempted, seems likely to be a tremendously difficult task.
We now illustrate graphically how our backflow transformations changes nodal surfaces. Note that the figures described below are single projections of high-dimensional nodal surfaces, from which almost no useful conclusions regarding the full topology of the nodes can be extracted. Two-dimensional projections of the HF and BF nodes for a two-dimensional HEG are depicted in Fig. 8 at two different densities. The effect of backflow on the nodes is much more pronounced for the low-density HEG. For an unpolarized system, the nodal changes should be larger than those seen in Fig. 8 at all densities. Some regions of these plots suggest that the displacement of the nodes due to backflow is largest at points where the curvature of the nodal surface is large, away from electron-electron coalescences. There are a number of avoided crossings in Fig. 8 (3 at r s = 0.5, and 6 at r s = 10) whose connectivity (in the projection) is modified by backflow.
Three-dimensional projections of the HF and BF nodes of the AE carbon atom are compared in Fig. 9 . The nodes are substantially modified by the introduction of backflow. New nodal regions appear in this projection because the electron being moved "pushes" the other electrons (via the backflow transformation) through the nodal surface of the HF wave function.
VI. CONCLUSIONS
We have devised an inhomogeneous backflow transformation for systems consisting of electrons and either nuclei or ions represented by pseudopotentials. We have applied our backflow transformation to single-determinant SlaterJastrow wave functions for the HEG and for atomic, molecular, and solid systems. In each case backflow gives a substantial reduction in the VMC energy, and a smaller reduction in the DMC energy.
The homogeneous backflow transformation reduces the variance of the VMC energy of the HEG by a factor of about 4, which is the largest such factor we have encountered, and we believe that our backflow wave functions for the HEG are very accurate. VMC retrieves more than 99.5% of the DMC correlation energy in the density range studied (r s = 0. [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] . The effects of backflow on the nodes increase with r s , even though the additional percentage of the correlation energy retrieved in VMC decreases with r s , implying that the energies of dilute HEGs are less sensitive to the nodal structure of the trial wave function than those of denser systems. Although backflow works very well in the HEG, as previous studies have already concluded, we find that purely homogeneous backflow transformations give poor results when atoms are present, as we demonstrated for the AE lithium dimer and the AE carbon atom. However, in these cases inhomogeneous backflow transformations can improve the wave functions substantially.
For the AE lithium atom the HF nodal surface of the SJ wave function is essentially exact. Although in this case backflow cannot improve the DMC energy, it gives a very accurate VMC energy. This shows that backflow transformations can improve the wave function away from the nodes as well as improving the nodal surface itself. The quality of the SJ and BF wave functions for the AE lithium dimer are much lower than for the atom, and consequently the binding energy of the dimer is underestimated. The wave function and nodal surface of the AE lithium dimer can be substantially improved by using several determinants, 43 but it appears that only modest improvements can be obtained using backflow.
Backflow reduces the VMC energy of the AE carbon atom by about 49% of the correlation energy missing at the SJ-VMC level, but at the DMC level the improvement is smaller; the BF-DMC energy is only 18% closer to the exact value than SJ-DMC. Backflow makes a more significant improvement to the DMC energy of a PP carbon atom than the AE carbon atom. The PP and AE carbon atoms are also cases where substantial improvements to the wave functions can be obtained by using several determinants. This indicates that the SJ nodal surfaces of these two systems need a more drastic correction than backflow transformations can provide.
When the initial nodal surface is reasonably accurate, backflow does an excellent job in improving the VMC energy and correcting the remaining errors in the nodal surface, as was seen in our study of the HEG and AE lithium. However, when the initial nodal surface is intrinsically poor, as is the case, for example, with the HF nodal surfaces of the carbon atom and dimer, backflow is apparently incapable of making the gross changes to the nodal surface required to correct the flaws, although it normally lowers the VMC and DMC energies somewhat. We do not believe that our backflow transformation is capable of changing the number of nodal pockets of the starting wave function.
The cost of using BF wave functions can be substantial, but we have given evidence that the expense relative to that of using SJ wave functions increases smoothly with the number of atoms in the system. Backflow transformations, like Jastrow factors and unlike multideterminant expansions, are compact parametrizations, meaning that the number of parameters required to retrieve a given fraction of the correlation energy increases only slowly with system size. This can be seen by comparing the number of backflow parameters that we have used and the energies we have obtained for PP carbon atom, dimer, and diamond. We have found that it is much more efficient to move electrons one at a time (the EBEA) than to move all the electrons at once (the CBCA), as has been done in previous backflow calculations. The reason for this is that the correlation time of the energy is considerably shorter with the EBEA. It is important to use the EBEA for large systems, as the CBCA-to-EBEA ratio of correlation times seems to increase linearly with the number of electrons. BF-VMC energies are normally significantly lower than SJ-VMC ones, and therefore BF-VMC might be a useful alternative to a (normally more expensive) SJ-DMC calculation. The use of more accurate trial wave functions improves the statistical efficiency of VMC and DMC calculations. The variance of the local energies encountered in a DMC calculation is approximately proportional to the error in the VMC energy, and when backflow leads to a significant reduction in the VMC energy it also improves the statistical efficiency of DMC calculations, even when backflow improves the DMC energy only slightly. The improved trial wave functions could also be useful in DMC calculations of quantities other than the energy, which are normally more difficult to obtain accurately than the energy.
Backflow would appear to give significant improvements in trial wave functions for a wide variety of systems, including various different atoms, and small and large systems. In the present work, we have applied the inhomogeneous backflow transformation to single-determinant Slater-Jastrow wave functions only, but it can be combined with multideterminant wave functions, and we will report on such calculations elsewhere. 53 It can also be combined with pairing wave functions. 54 We believe that inhomogeneous backflow transformations will play an important role in improving trial wave functions for use in VMC and DMC calculations. The Kato cusp conditions 55, 56 (KCC) are enforced so that the local energy is finite when two electrons or an electron and a nucleus are coincident. For SJ wave functions it is common practice to impose the electron-electron KCC (EKCC) by constraining the parameters in the Jastrow function, and the electron-nucleus KCC (NKCC) by constraining the orbitals in the Slater determinant. The backflow transformation can alter the nature of the cusps, but we have chosen to constrain the backflow parameters so that they do not modify the KCC as applied to the Slater-Jastrow wave function.
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Let i and j be two different electrons in the system. To satisfy the EKCC, we require that the total backflow displacement ξ i , has a well-defined gradient (i.e. it should be cuspless) when r ij → 0 if i and j are distinguishable particles, and have zero gradient when r ij → 0 if i and j are indistinguishable. Thus, the e-e term is affected by these constraints only if i and j are like-spin electrons, in which case the EKCC are satisfied if L η c 1 = Cc 0 .
Let I be a nucleus in the system. To satisfy the NKCC, we require that the total backflow displacement, ξ i , has a well-defined gradient when r iI → 0, and that it is zero when r iI → 0 if I is an AE atom. The NKCC are satisfied if L µ,I d 1,I = Cd 0,I for all I, and in addition, d 0,I = 0, if I is an AE atom.
The constraints on the e-e-n functions, some of which only apply to those functions centered on AE atoms, are as follows. (We omit the I index in the parameters for clarity.)
• There are 3 (N ee + N en + 1) constraints from the NKCC, • There are 2N en + 1 constraints from the EKCC,
and 2N en + 1 extra constraints for like-spin electron pairs, 
These constraints form an indeterminate system of homogeneous algebraic linear equations for the e-e-n parameters. Hence, a subset of the parameters can be put in terms of the rest. This subset can be determined from the "free" parameters by putting the constraints in matrix form and using Gaussian elimination. This procedure is the one described in Ref. 24 , where it is applied to the parameters in the e-e-n term of the Jastrow factor.
Constraints for irrotational backflow
In the derivation of homogeneous backflow in Ref. 21 it was suggested that the backflow displacement should satisfy ξ i = ∇ i Y , where Y = Y (R) is an object called the backflow potential. This equation is already satisfied by both the e-e and e-n terms, by definition, and it can be imposed on the e-e-n functions by using an appropriate set of constraints. From ∇ i × ξ i = 0, it follows that
for all i, j, and I, and all r ij , r iI , and r jI . For C > 0, this results in the equation 
In both cases, 0 ≤ k ≤ N en + 2, 0 ≤ l ≤ N en , and 0 ≤ m ≤ N ee + 1, and parameters with indices out of the allowed range are to be taken as equal to zero. The I index has been omitted for clarity. The application of these constraints results in a reduction in the number of free parameters by more than one half, as one would expect, because an equivalent backflow displacement would be obtained by parameterizing the scalar field Y and computing its gradient, whereas we use two scalar fields in the full e-e-n term.
APPENDIX B: ZEROING THE BACKFLOW DISPLACEMENT AT AE ATOMS
When AE atoms are present, the NKCC cannot be fulfilled unless the backflow displacement at the nuclear position is zero. This can be obtained by applying smooth cutoffs around such atoms. In this scheme, an artificial multiplicative cutoff function g(r iI ) is applied to all contributions to the backflow displacement of particle i that do not depend on the distance r iI to the AE atom I. This includes the homogeneous backflow displacement and the inhomogeneous contributions centered on each atom J = I.
The g(r iI ) function must go to zero at r iI → 0 and become unity when r iI is equal to or greater than a threshold L g,I . For the local energy to be well-defined, we require that g(r iI ) and its first two derivatives be continuous at r iI = L g,I , and to fulfill the NKCC correctly, g(r iI ) and its first derivative must go to zero at r iI = 0. The simplest g(r iI ) obeying these conditions is the fourth-order polynomial,
which we have used in our calculations. Although it is perfectly possible to optimize the L g,I , we have used fixed values for simplicity: 1 a.u. in the AE atoms and about half the interatomic distance in the AE Li 2 molecule.
