Abstract. In this article, gentle algebras are realised as tiling algebras, which are associated to partial triangulations of unpunctured surfaces with marked points on the boundary. This notion of tiling algebras generalise the notion of Jacobian algebras of triangulations of surfaces and the notion of surface algebras. We use this description to give a geometric model of the module category of any gentle algebra.
Introduction
Gentle algebras are an important class of finite dimensional algebras of tame representation type. Gentle algebras are Gorenstein [24] , closed under tilting and derived equivalence [38, 39] , and they are ubiquitous, for instance they occur in contexts such as Fukaya categories [27] , dimer models [8] , enveloping algebras of Lie algebras [29] and cluster theory. As such, there has been widespread interest in this class of algebras; see for example [10, 14, 15, 37] for recent developments in this area.
In the context of cluster theory, gentle algebras arise as m-cluster-tilted algebras, m-Calabi-Yau tilted algebras (see e.g. [22] ), and as Jacobian algebras associated to triangulations of unpunctured surfaces with marked points on the boundary [2, 31] .
The combinatorial geometry of the surfaces plays an important role in cluster-tilting theory, and in representation theory in general. It was used to give a geometric model of categories related to hereditary algebras of several types (see e.g. [4, 6, 13, 34, 41] ), and of generalised cluster categories and module categories of Jacobian algebras [11] . The combinatorics of the surfaces is also useful to give a description of certain m-clustertilted algebras in terms of quivers with relations, and to study their derived equivalence classes (see e.g. [25, 26, 35] ). On the other hand, geometric models associated to certain categories have also been used to tackle several representation-theoretic questions on those categories, such as the classification of torsion pairs (see e.g. [5, 16, 28] ).
In this article, we realise gentle algebras as tiling algebras, by considering partial triangulations of the surfaces mentioned above. These algebras were already considered in [17, 23] in the case where the surface is a disc, and they are a natural generalisation of Jacobian algebras and surface algebras [19] . See [20] for other types of algebras related to partial triangulations. Viewing gentle algebras as tiling algebras allows us to construct a geometric model for their module categories. The main results of this article are stated as follows:
Theorem 1 (Proposition 2.8 and Theorem 2.10). Let A be a finite dimensional algebra. Then the following are equivalent.
(1) A is a gentle algebra. (2) A is a tiling algebra. (3) A is the endomorphism algebra of a partial cluster-tilting object of a generalised cluster category.
Theorem 2 (Theorem 3.8, Proposition 3.9 and Theorem 3.13). Let A P be the tiling algebra associated to a partial triangulation P of an unpunctured surface S with marked points M in its boundary. There are bijections between:
(1) the equivalence classes of non-trivial permissible arcs in (S, M) and non-zero strings of A P ; (2) permissible closed curves and powers of band modules; (3) certain moves between permissible arcs and irreducible morphisms of string modules.
In the cases when the partial triangulation is either a triangulation or a cut of a triangulation, our model in Theorem 2 recovers the one given for surface algebras [19] (see also [2, 11] ). We note that recently, a geometric description for the bounded derived category of a gentle algebra (up to shift) was introduced in [36] (see also [33] , for the case of homologically smooth graded gentle algebras). The special case of discrete derived categories was previously studied in [9] .
We also give a simple description, in terms of the partial triangulations of surfaces, of all the representation-finite gentle algebras. Theorem 2 (1) and (3) gives a complete geometric description of this class of gentle algebras, and examples include gentle algebras with no double arrows nor loops, and whose cycles are oriented and with radical square zero (these arise from discs) and derived-discrete algebras (these arise from annuli).
This paper is organised as follows. In Section 1, we give the necessary background on gentle algebras. In Section 2 we introduce the notion of tiling algebra and give the proof of Theorem 1. Section 3 is devoted to the geometric model for the module category of a tiling algebra, and it includes a geometric description of morphisms between indecomposable modules.
Gentle algebras: basic notions and properties
In this section, we will recall the definition of gentle algebras and basic properties of their module categories. The main reference is [12] .
Let k denote an algebraically closed field, Q a quiver with set of vertices Q 0 and set of arrows Q 1 , I an admissible ideal of kQ, and A the bound quiver algebra kQ/I. Given a ∈ Q 1 , we denote its source by s(a) and its target by t(a). We will read paths in Q from left to right, and mod(A) will denote the category of right A-modules. Definition 1.1. [3] A finite dimensional algebra A is gentle if it admits a presentation A = kQ/I satisfying the following conditions: (G1) Each vertex of Q is the source of at most two arrows and the target of at most two arrows. (G2) For each arrow α in Q, there is at most one arrow β in Q such that αβ ∈ I, and there is at most one arrow γ such that γα ∈ I. (G3) For each arrow α in Q, there is at most one arrow δ in Q such that αδ ∈ I, and there is at most one arrow µ such that µα ∈ I. (G4) I is generated by paths of length 2.
Throughout this section, A = kQ/I denotes a gentle algebra. To each arrow a ∈ Q 1 , we associate a formal inverse a −1 , with s(a −1 ) = t(a) and t(a −1 ) = s(a). The set of formal inverses of arrows in Q 1 is denoted by Q −1 . We can extend this to any path p = a 1 . . . a n in Q, by setting p
1 . A string w is a reduced walk in the quiver which avoids relations, i.e. w = a 1 . . . a n , with a i ∈ Q ∪ Q −1 , for which there are no subwalks of the form aa −1 or a −1 a, for some a ∈ Q 1 , nor subwalks ab such that ab ∈ I or (ab) −1 ∈ I. The length of a string w = a 1 . . . a n is n. For each vertex v ∈ Q 0 , there are two trivial strings 1
The vertex v is both the source and target of each corresponding trivial string, and the formal inverse acts by swapping the sign, i.e. (1
For technical reasons, we also consider the empty string, also called the zero string. We will denote it by w = 0.
A string w = a 1 . . . a n is direct (inverse, resp.) if a i ∈ Q 1 (a i ∈ Q −1 1 , resp.), for all i = 1, . . . n.
A string is cyclic if its source and target coincide. A band is a cyclic string b for which each power b n is a string, but b itself is not a proper power of any string. Each string w in A defines a string module M(w) ∈ mod(A). The underlying vector space of M(w) is obtained by replacing each vertex of w by a copy of the field k, and the action of an arrow a on M(w) is the identity morphism if a is an arrow of w, and is zero otherwise. If w = 0, then M(w) = 0. Note that M(w) ≃ M(v) if and only if v = w or v = w −1 . Each band b = a 1 · · · a n (up to cyclic permutation and inversion) defines a family of band modules M(b, n, ϕ), where n ∈ N and ϕ is an indecomposable automorphism of k n . Here, each vertex of b is replaced by a copy of the vector space k n , and the action of an arrow a on M(b, n, ϕ) is induced by identity morphisms if a = a i , for i = 1, . . . , n−1 and by ϕ if a = a n . All string and band modules are indecomposable, and every indecomposable A-module is either a string module of a band module (cf. [12] ).
Given two strings v = a 1 · · · a n , w = b 1 · · · b m of length at least 1, the composition vw is defined if vw = a 1 · · · a n b 1 · · · b m is a string.
In order to define composition of strings with trivial strings, and avoid ambiguity in the description of irreducible morphisms between string modules, we need to consider two sign functions σ, ε : Q 1 → {−1, 1} satisfying the following conditions:
• If a 1 = a 2 ∈ Q 1 are such that t(a 1 ) = t(a 2 ), then ε(a 1 ) = −ε(a 2 ).
• If ab is not in a relation, then σ(b) = −ε(a). We refer the reader to [12, p. 158] , for an algorithm for choosing these functions. We can extend the maps σ, ε to all strings as follows. Given an arrow b ∈ Q 1 , we have σ(b −1 ) = ε(b), and ε(b −1 ) = σ(b). If w = a 1 · · · a n is a string of length n 1, σ(w) = σ(a 1 ) and ε(w) = ε(a n ). Finally, σ(1
If v is a string and w = 1 ± x , then vw is defined if t(v) = x and ε(v) = ±1. Analogously, if v = 1 ± x and w is a string, then vw is defined if s(w) = x and σ(w) = ∓1. In a nutshell, composition of strings vw of a gentle algebra is defined if σ(w) = −ε(v).
Now we recall the description of irreducible morphisms between string A-modules, given in [12] . Let w be a string and M(w) be the corresponding string module. The irreducible morphisms starting at M(w) can be described in terms of modifying the string w on the left or on the right.
Case 1: There is an arrow a ∈ Q 1 such that aw is a string. Then let v be the maximal direct string starting at s(a), and define w ℓ to be the string v −1 aw. Case 2: There is no arrow a ∈ Q 1 such that aw is a string. Then, either w is a direct string, or we can write w = va −1 w ′ , where a ∈ Q 1 , w ′ is a string, and v is a maximal direct substring starting at s(w). In the former case, we define w ℓ to be the zero string, and in the latter case w ℓ := w ′ . In the literature, w ℓ is said to be obtained from w by either adding a hook on s(w) (in Case 1) or removing a cohook from s(w) (in Case 2).
The definition of w r is dual. One can check that (w ℓ ) r = (w r ) ℓ , and we shall denote this string by w r,ℓ . Figures 1 and 2 illustrates these concepts. Figure 1 . Left: adding a hook on s(w). Right: removing a cohook from s(w).
• Figure 2 . Left: adding a hook on t(w). Right: removing a cohook from t(w). is given by
This proposition actually holds more generally for string algebras. However, we only state it for gentle algebras, since this is the case we are interested in. The remaining irreducible morphisms are between band modules of the form M(b, n, ϕ) and M(b, n + 1, ϕ). Band modules lie in homogeneous tubes, and so the AuslanderReiten translate acts on them as the identity morphism.
Gentle algebras as tiling algebras
Throughout this paper, S denotes an unpunctured, connected oriented Riemann surface with non-empty boundary and with a finite set M of marked points on the boundary. We assume that, if S is a disc, then M has at least four marked points. The pair (S, M) is simply called a marked surface. We allow unmarked boundary components of S, i.e. boundary components with no marked points in M.
An arc in (S, M) is a curve γ in S satisfying the following properties:
• The endpoints of γ are in M.
• γ intersects the boundary of S only in its endpoints.
• γ does not cut out a monogon or a digon. We always consider arcs up to homotopy relative to their endpoints. We call a collection of arcs P that do not intersect themselves or each other in the interior of S a partial triangulation. A triple (S, M, P) satisfying the conditions above is a tiling.
Before giving the definition of tiling algebra associated to (S, M, P), we need to introduce some terminology and notation. We follow the nice exposition given in [19] .
An arc v in (S, M, P) has two end segments, defined by trisecting the arc and deleting the middle piece. We denote these two end segments by v and v.
Given a marked point p in M, let m ′ , m ′′ be two points in the same boundary component of p such that m ′ , m ′′ ∈ M and p is the only marked point lying in the boundary segment δ between m ′ and m ′′ . Draw a curve c homotopic to δ but lying in the interior of S except for its endpoints m ′ and m ′′ . The complete fan at p is the sequence v 1 , . . . , v k of arcs in P which c crosses in the clockwise order. Any subsequence v i , v i+1 , . . . , v j is called a fan at p. The arc v i (v j , resp.) is said to be the start (end, resp.) of this fan. If the marked point p is not the endpoint of any arc in P, then the (complete) fan at p is called an empty fan.
Every arc v in P lies in either one non-empty complete fan, in case v is a loop, i.e. both endpoints coincide, or two distinct non-empty complete fans.
Definition 2.1. The tiling algebra A P associated to the partial triangulation P of (S, M) is the bound quiver algebra A P = kQ P /I P , where (Q P , I P ) are described as follows:
(1) The vertices in (Q P ) 0 are in one-to-one correspondence with the arcs in P.
(2) There is an arrow a : a s → a t in (Q P ) 1 if the arcs a s and a t share an endpoint p a ∈ M and a t is the immediate successor of a s in the complete fan at p a . (3) I P is generated by paths ab of length 2 which satisfy one of the following conditions:
• b = a, i.e. the arcs corresponding to the sources and targets of a and b coincide and it is a loop; • b = a and either p a = p b or we are in the situation presented in Figure 3 , with a a loop.
are such that ab ∈ I P , then the arcs corresponding to s(a), t(b) = s(a) and t(b) bound the same region in (S, M, P). However, the converse is not true in general.
Lemma 2.3. Every oriented cycle in A P of length 2 has a zero relation.
So assume a i = a i+1 and p := p i = p i+1 , for all i = 1, . . . k + 1. Then the cycle c corresponds to a fan at p with v 1 as both the start and end. In other words, v 1 is a loop, and by definition of I P , it follows that a k a 1 ∈ I P , which finishes the proof.
Corollary 2.4. Every tiling algebra is finite-dimensional.
A triangulation of (S, M) is a partial triangulation cutting the surface into triangles. Note that not every surface admits a triangulation.
Let (S, M ′ ) be a new marked surface obtained from (S, M, P) by adding a marked point in each unmarked boundary component. Note that these new marked points do not play a role in the definition of a tiling algebra, i.e. the tiling algebras associated to (S, M, P) and (S, M ′ , P) are isomorphic. On the other hand, the partial triangulation P in (S, M ′ ) can be completed to a triangulation T (cf. [21, Lemma 2.13]). Let A T = kQ T /I T be the Jacobian algebra associated to T (see [2] for more details). In particular, each vertex v of Q T corresponds to an arc v of T, and the relations in A T are precisely the compositions of any two arrows in an oriented 3-cycle in Q T , which correspond to internal triangles in T, i.e. triangles whose three sides are arcs in T.
Definition 2.5. Let A P,T = kQ P,T /I P,T be the algebra obtained from (Q T , I T ) as follows:
Vertices:
In other words, the vertices are in one-to-one correspondence with the arcs in P.
Arrows:
All the arrows in Q P,T are obtained in this way.
′′ be a path of length 2 in Q P,T . This means we
Lemma 2.6. The tiling algebra A P is isomorphic to A P,T , for any triangulation
Proof. It is clear that the set of vertices (Q P ) 0 coincides with (Q P,T ) 0 , which corresponds to the arcs in P.
where each u i corresponds to an arc in T \ P. This is equivalent to saying that the sequence v, u 1 , . . . , u r , v ′ is a fan at a marked point p of (S, M ′ , T ), which in turn is equivalent to saying that the sequence v, v ′ is a fan at the marked point p of (S, M, P), i.e. that a : v → v ′ ∈ (Q P ) 1 . Hence Q P = Q P,T . Finally, we have ab ∈ I P,T if and only if the following is a subquiver of Q T :
where the oriented 3-cycle has radical square zero. We can deduce that this is equivalent to saying that ab ∈ I P , by noting that t(α) = t(a) = s(b) = s(β), p a = p α and p b = p β , and by having in mind the possible internal triangles in T that give rise to the oriented 3-cycle in the subquiver above.
Remark 2.7. If P is a triangulation, then our notion of tiling algebra recovers the concept of Jacobian algebra. Furthermore, our notion generalises the notion of surface algebra, which is defined for cuts of triangulations (cf. [19] ).
We will now state two neat consequences of Lemma 2.6. Assume (S, M) is such that each boundary component of S contains a marked point in M. Then one can associate a category, called generalised cluster category C S,M , to (S, M). Moreover, every indecomposable object in C S,M can be described in terms of curves in the surface. In particular, there is a bijection between (partial) triangulations P of (S, M) and (partial) cluster-tilting objects P in C S,M . Given a triangulation T of (S, M), the endomorphism algebra B T of the corresponding cluster-tilting object T is known to be isomorphic to the Jacobian algebra A T . More details can be found in [1, 2, 11, 31] . (1) A is a tiling algebra. (2) A is isomorphic to the endomorphism algebra of a partial cluster-tilting object in a generalised cluster category.
Proof. By Lemma 2.6, the algebra A is a tiling algebra if and only if A = A P,T , for some partial triangulation P of a marked surface (S, M) which admits a triangulation, and some triangulation T completing P. By above, partial triangulations P of marked surfaces (S, M) admitting triangulations, are in bijection with partial clustertilting objects P in the generalised cluster category (S, M). Denote the corresponding endomorphism algebra by B P . It is then enough to show that A P,T ≃ B P .
Since the Jacobian algebra A T is isomorphic to the endomorphism algebra B T of the cluster-tilting object T , we know that the vertices of the quiver A T are in oneto-one correspondence with the indecomposable summands of T , and each non-zero path in the quiver of A T correspond to a non-zero morphism in C S,M between the indecomposable summands associated to the endpoints of the path. We use the same notation for vertices in A T and indecomposable objects in C S,M , and for arrows in A T and corresponding morphisms in C S,M .
Given two vertices v and v ′ of A T corresponding to two indecomposable summands of P, each arrow v → v ′ in B P corresponds a non-zero morphism from v to v ′ which does not factor through any other summand of P. By above, this corresponds to a direct string
where each u i lies in T \ P. Thus, the set of arrows of (B P ) coincides with (Q P,T ) 1 .
Similary, a path
. . , k − 1, such that each u ij ∈ T \ P, and the composition of all these strings yields a relation. Given the notion of the Jacobian algebra A T , this is equivalent to saying that there is a relation in I T of the form u iir → v i+1 → u i+1,1 . Thus, the ideal of B P coincides with that of A P,T , which finishes the proof. Proposition 2.9. Every tiling algebra A P is gentle.
Proof. Let P be a partial triangulation of (S, M ′ ), T be a triangulation completing P, and A T be the corresponding Jacobian algebra, which is known to be gentle [2, Lemma 2.5].
By Lemma 2.6, A P ≃ A P,T . Let v be a vertex in A P,T , and suppose, for a contradiction, that there are three distinct arrows starting at v. This means there are three distinct direct strings in A T starting at v. These direct strings are subpaths of three distinct non-trivial maximal direct strings in A T which contain the vertex v. However, since A T is gentle, every vertex lies in at most two non-trivial maximal direct strings, so we reached a contradiction. Similarly, we can prove that every vertex in A P,T is the target of at most two arrows.
Consider the following subquiver of Q P,T :
Then, we have the following subquiver of Q T : [40] ). This graph can be embedded in a surface S A with boundary (cf. [32, 36] ), in such a way that the vertices of Γ A correspond to marked points M A in the boundary, and the edges are curves in the surface which do not intersect themselves or each other, except at the endpoints. The authors in [36] define a lamination of this embedding, which they use to recover the original algebra A. Let M ′ be the set of marked points obtained from M A by adding a marked point in each boundary segment homotopic to an edge of the embedding of Γ A in S A . Thus, Γ A can be realised as a partial triangulation of (S A , M ′ ) and one can check that the tiling algebra associated to (S A , M ′ , Γ A ) is isomorphic to the algebra associated to the lamination mentioned above, and hence it is isomorphic to the gentle algebra we started with. This concludes the proof of the following theorem.
Theorem 2.10. An algebra is gentle if and only if it is a tiling algebra.
3. The geometric model of the module category of a tiling algebra
In order to characterise the module category of a gentle algebra geometrically, we will consider tilings (S, M, P) where the partial triangulation P divides S into a collection of regions (also called tiles) of the following list:
• m-gons, with m 3 and whose edges are arcs of P and possibly boundary segments, and whose interior contains no unmarked boundary component of S;
• one-gons, i.e. loops, with exactly one unmarked boundary component in their interior -we call these tiles of type I; • two-gons with exactly one unmarked boundary component in their interiorwe call these tiles of type II (see Figure 4 ).
I II Figure 4 . Tiles of type I and II.
The fact that every gentle algebra A can be realised as a tiling algebra associated to a tiling (S, M, P) satisfying this setup, follows from [36, Proposition 1.12], which gives a description of the regions of the surface (S A , M A , Γ A ). The tiling (S, M, P) is obtained from (S A , M A , Γ A ) (recall this notation from end of Section 2) by adding a marked point in each boundary segment homotopic to a curve of Γ A , and by removing every unmarked boundary component lying in the interior of an m-gon, for m 3. It is clear from the definition, that these changes do not affect the notion of tiling algebra.
From now on, A P denotes the tiling algebra associated to a tiling (S, M, P) satisfying the conditions described above.
3.1. Permissible arcs and closed curves. Not every curve in the surface, with endpoints in M will correspond to an indecomposable A P -module. Moreover, nonhomotopic curves can correspond to the same indecomposable module. Hence, we need the notion of permissible curves and of equivalence between these curves. Definition 3.1.
(1) A curve γ in (S, M, P) is said to consecutively cross a 1 , a 2 ∈ P if γ crosses a 1 and a 2 in the points p 1 and p 2 , and the segment of γ between the points p 1 and p 2 does not cross any other arc in P.
(2) Let B be an unmarked boundary component of S, γ : [0, 1] → S be an arc in (S, M), and write γ = γ 1 γ ′ γ 2 , where γ 1 (γ 2 , resp.) is the segment between γ(0) (γ(1), resp.) and the first (last, resp.) crossing with P. The winding number of γ i around B, where i = 1, 2, is the minimum number of times β travels around B in either direction, with β lying in the homotopy class of γ i . Note that boundary segments and arcs in P are considered to be permissible arcs.
Remark 3.2.
It follows from the definition that, to each consecutive crossing of a permissible arc with arcs in P is associated an arrow of the tiling algebra. Remark 3.4. In the case when P is a triangulation of the surface, every arc is permissible. Furthermore, if P is a cut of a triangulation, and hence the corresponding algebra is a surface algebra in the sense of [19] , then our notion of permissible arcs coincides with that in [19] . Indeed, condition (3)(a) is superfluous in this case, since there are no unmarked boundary components, and condition (3)(b) boils down to saying that a permissible arc cannot cross two non-adjacent arcs of a quasi-triangle.
Definition 3.5. Two permissible arcs γ, γ ′ in (S, M) are called equivalent, which we denote by γ ≃ γ ′ , if one of the following condition holds: (1) there is a sequence of consecutive sides δ 1 , . . . , δ k of a tile ∆ of (S, M, P) which is not of type I such that: (a) γ is homotopic to the concatenation of γ ′ and δ 1 , . . . , δ k , and (b) γ starts at an endpoint of δ 1 (δ k , resp.), γ ′ starts at an endpoint of δ k (δ 1 , resp.), and their first crossing with P is with the same side of ∆. (2) the starting points of γ and γ ′ are marked points of a tile ∆ of type I or II; their first crossing (at point p) with P is with the same side of ∆ and the segments of γ and γ ′ between p and their ending points are homotopic.
The equivalence class of a permissible arc γ will be denoted by [γ] .
Example 3.6. Figures 9 and 10 show examples of permissible arcs which are equivalent.
Remark 3.7. In the case when P is a triangulation, equivalence classes of (permissible) arcs coincide with homotopy classes. Furthermore, when P is a cut of a triangulation, Figure 10 . Equivalences of permissible arcs when ∆ is of type II. Figure 11 . The curve γ 1 . Here i = j ∈ {1, 2}.
our notion of equivalence of permissible arcs coincide with that in [19] . Indeed, there are no tiles of type I or II, so condition (2) in our definition does not apply. Moreover, the tiles of P are either triangles or quasi-triangles, and condition (1) only applies to the latter, in which case the sequence of consecutive sides must have length one in order to satisfy (1)(b).
Given two curves γ, γ ′ in (S, M), we denote by I(γ, γ ′ ) the minimal number of transversal intersections of representatives of the homotopy classes of γ and γ ′ . Note that here, we are only considering crossings in the interior of S, not at its boundary. Hence, we might have I(γ, γ ′ ) = 0 for arcs γ, γ ′ sharing an endpoint. Moreover, if γ ∈ P, then I(γ, γ ′ ) = 0, for every arc γ ′ ∈ P. Given a curve γ in (S, M, P), the intersection vector I P (γ) of γ with respect to P is the vector (I(γ, a i ) ) a i ∈P . The intersection number |I P (γ)| of γ with respect to P is given by a∈P I(γ, a). We say that a permissible arc is trivial if its intersection number with respect to P is zero. We associate the zero string to any trivial permissible arc γ, i.e. w(γ) = 0. Note that this includes boundary segments and arcs in P.
Theorem 3.8. Let P be a partial triangulation of the surface (S, M). There is a bijection between the equivalence classes of non-trivial permissible arcs in (S, M) and the non-zero strings of A P . Under this bijection, the intersection vector corresponds to the dimension vector of the corresponding string module.
Proof.
Here, the double headed arrows indicate a fixed but arbitrary orientation of the arrows α i . We denote by v i the arc in P corresponding to the vertex v i . We define a curve γ(w) in (S, M) as follows: since there is an arrow α 1 between v 1 and v 2 , the arcs v 1 , v 2 in P share a common endpoint p ∈ M, and there are no other arcs of P incident with p sitting between v 1 and v 2 . Hence, v 1 and v 2 are sides of a unique tile ∆ 1 . We choose one point q 1 of the arc v 1 and one point q 2 of the arc v 2 and connect them by a curve γ 1 in the interior of ∆ 1 in such a way that we have a triangle as in the Figure 11 .
Proceeding in the same way with the remaining arcs v 2 , . . . , v k , we obtain curves γ 2 , . . . , γ k−1 . Now, the arc v 1 is incident with to two tiles: ∆ 1 considered above and ∆ 0 , the tile on the other side of v 1 . Note that these two tiles may coincide.
Case 1: p is the only marked point of ∆ 0 .
This means v 1 is a loop and there is an unmarked boundary component σ 0 in the interior of ∆ 0 , i.e. ∆ 0 is of type I. Let γ 0 be a curve in the interior of ∆ 0 with endpoints p and q 1 and winding number 1 around σ 0 . Note that if the winding number were zero, then the concatenation of γ 0 with γ 1 would be homotopic to a curve which does not intersect v 1 .
Case 2: ∆ 0 has exactly two marked points: p and p ′ . These points must be the endpoints of v 1 . Since v 1 is not homotopic to a boundary segment, ∆ 0 must be of type II. Choose γ 0 to be, for instance, a curve in the interior of ∆ 0 with endpoints q 1 and p in such a way that we have a triangle with vertices p, q 1 and p ′ (see Figure 12 ). Figure 12 . γ 0 when ∆ 0 is of type II.
Case 3: ∆ 0 has at least three marked points. Choose γ 0 to be a curve in the interior of ∆ 0 with endpoints q 1 and q, where q is one of the marked points in ∆ 0 which is not an endpoint of v 1 .
We proceed in the same way on the other end of the string, constructing a curve γ k . The curve γ(w) is then defined to be the concatenation of the curves γ 0 , . . . , γ k . By construction, we have the following:
• since w is a string, v i = v i+1 unless v i is a loop. Either way, none of the γ i is homotopic to a piece of an arc in P; • the crossing points of γ(w) with the arcs in P are indexed by the vertices of the string w, and the intersections are transversal; • γ(w) is a permissible arc. Thus, the intersection numbers are minimal and I P (γ(w)) = dim M(w), where dim M(w) denotes the dimension vector of the module M(w).
Note that we have a choice of curves γ 0 and γ s . But if we keep the winding number around unmarked boundary components at zero or one, in order to obtain a permissible arc, every possible choice would give a permissible arc equivalent to the one built above.
Conversely, let γ : [0, 1] → S be a permissible arc in (S, M) with |I P (γ)| = 0, belonging to an equivalence class [γ] . We assume that the arc is chosen (in its homotopy class) such that it intersects the arcs a of P transversally and such that the intersections are minimal.
Orienting γ from p = γ(0) ∈ M to q = γ(1) ∈ M, we denote by v 1 the first internal arc of P that intersects γ, by v 2 the second arc, and so on. We thus obtain a sequence v 1 , . . . , v k of (not necessarily different) arcs in P. Since the intersections with arcs in P are minimal, we know that v i = v i+1 , unless v i is a loop. Either way, there are arrows
, which avoids relations and such that α i+1 = α −1
i . Therefore, w(γ) is a non-zero string in A P . Figure 13 . The algebra Λ(r, n, m).
, it follows by the definition of equivalent arcs that w(γ ′ ) = w(γ), so the map from equivalent classes of permissible arcs to strings is well defined. It follows from their construction that the two maps defined above are mutually inverse.
To finish the characterisation of indecomposable modules in terms of curves in the surface, we have to consider the bands. Proof. The proof of the first statement is similar to that of the previous proposition. The second statement follows from the fact that the Auslander-Reiten translate acts on band modules as the identity morphism.
Note that there can be permissible closed curves which do not intersect any arc in P, namely when they go around an unmarked boundary component or intersect just one arc of P at only one point. Clearly these curves do not correspond to bands. However, if P is a cut of a triangulation, such curves do not occur. This explains why the condition on the intersection number is required in Proposition 3.9 and why it is not needed in [19] .
The following result is a straightforward consequence of Proposition 3.9 and it is a natural generalisation of [19, Corollary 5.10] . Example 3.11. Consider the algebras Λ(r, n, m) given by the quiver with relations given in Figure 13 . Up to derived equivalence, these are all the derived discrete algebras which are not of Dynkin type (cf. [7] ), and they are known to be of finite representation type. Such algebras can be seen as tiling algebras associated to the partial triangulations of an annulus given in Figure 14 . As we can see in the figure, either the simple closed curve c is such that |I P (c)| 1 (if n − r = 0, 1) or |I P (c)| 2 (if n − r 2) and it is not permissible.
3.2.
Pivot elementary moves. Now we want to give a description of the irreducible morphisms between string modules in terms of pivot elementary moves.
Given a permissible arc γ, we denote by M([γ]) the string module M(w(γ)), where w(γ) is the string associated to γ. Definition 3.12. Let γ be a permissible arc corresponding to a non-empty string, and let s (t, resp.) be its starting point (ending point, resp.). Denote by ∆ the tile in the surface such that the segment γ of γ between s and the first intersection point with P lies in the interior of ∆. The pivot elementary move Figure 14 . Tiling associated to Λ(r, n, m).
to be the equivalence class of the permissible arc f t (γ s ) obtained from γ by fixing the ending point t and moving s in the following way: Case 1: ∆ is not of type I or II.
Move s in the counterclockwise direction around ∆ up to the vertex s ′ for which γ ≃ γ s , with endpoints t and s ′ , and γ ≃ γ ′ , where γ ′ is homotopic to the concatenation of γ s with the side of ∆ connecting s ′ with its counterclockwise neighbour. Note that γ s might be γ (and so s ′ = s). Case 2: ∆ is of type I. Let γ s be the permissible arc equivalent to γ, with starting point s = s ′ and such that it wraps around the unmarked boundary component in the interior of ∆ in the counterclockwise direction.
Case 3: ∆ is of type II. Let γ s be the permissible arc equivalent to γ, with starting point given by one of the two marked points s ′ of tile ∆, and such that the winding number around the unmarked boundary component σ in the interior of ∆ is zero and σ is to the left of γ s .
In either case, f t (γ s ) is defined to be the concatenation of γ s with the boundary segment connecting s ′ to its counterclockwise neighbour in the boundary component. The pivot elementary move f s ([γ]) = [f s (γ t )] is defined in a similar way. 
Proof. By Proposition 1.2, we need to prove that w ℓ = w(f t (γ s )) and w r = w(f s (γ t )). We will only prove the former, as the latter is similar. Firstly, we need to define the starting and ending points s, t of the arc γ corresponding to w. Fix some sign functions σ, ε (recall the definition from Section 1).
If w is not a trivial string, write
Then we orient γ in such a way that it crosses the arcs v 1 , . . . , v k in this order. Now suppose, w is a trivial string, and write w = 1 x v , for some vertex v and x ∈ {+, −}. If v is a source, then M(w) is an injective module, and w ℓ = 0 = w r . On the other hand, one can easily see that, independently of the orientation of γ, the pivot elementary moves at either endpoint give rise to permissible arcs with intersection number zero, which finishes the proof for this case. Thus, suppose there is at least one arrow in Q whose target is v.
Suppose v is the side of two different tiles ∆ 0 and ∆ 1 . If there is an arrow α with target v such that ε(α) = x (and so αw is a string), assume, without loss of generality, that the arc corresponding to the source of α is a side of ∆ 0 . Then orient γ such that s is a marked point of ∆ 0 and t is a marked point of ∆ 1 . If there is no such arrow, then there is only one arrow β with target v and ε(β) = −x. In this case, if s(β) corresponds to a side of ∆ 0 , we orient γ such that s ∈ ∆ 1 and t ∈ ∆ 0 . If the two tiles ∆ 0 and ∆ 1 coincide, we can use a similar argument to orient the arc γ.
Now that we have determined the orientation of γ, let x 1 , . . . , x k be the arcs of P that γ crosses in order. The arc x 1 and the marked point s completely determine a tile of the surface, which shall be denoted by ∆.
Suppose there is an arrow α in Q A P such that αw is a string. Note that this arrow is unique, given the sign functions σ, ε and the notion of composition of strings.
Case 1: ∆ is not of type I or II. By assumption, there is one side x 0 of ∆, which is not a boundary segment and it has one endpoint in common with x 1 : the marked point corresponding to α. Moreover, the arc γ s is the permissible arc obtained from the concatenation of γ with the sides of ∆ when travelling counterclockwise around ∆ from s to s ′ , the endpoint of x 0 not in common with x 1 . Clearly, γ s ≃ γ. Figure 15 illustrates this case. Figure 15 . Pivot elementary move which adds a hook -Case 1.
The arc f t (γ s ) will then cross the fan at s ′ starting at x 0 , together with x 1 , . . . , x k , as Figure 15 shows. Hence f t (γ s ) is clearly permissible and the corresponding string is w(f t (γ s )) = β −1 αw, where β is the path corresponding to the fan at s ′ starting at
Case 2: ∆ is of type I. By construction, the loop arrow at x 1 is not the first arrow in string w. Given the orientation of γ, α must be the loop at x 1 . Let γ s be as in Definition 3.12, and let y 1 , . . . , y s be the sequence of arcs of P incident with s = s ′ such that there is a string Figure 16 ). Figure 16 . Pivot elementary move which adds a hook -Case 2.
Case 3: ∆ is of type II.
In this case, γ ≃ γ s , where γ s is as described in Definition 3.12. Denote by x 0 the other arc of ∆, and let p 1 be the starting point of γ s and p 2 be the other marked point of ∆. Then α is the arrow from x 0 to x 1 with corresponding marked point p 2 . Let β be the path associated to the fan at p 1 starting at x 0 . Then, w(f t (γ s )) is again w ℓ . See Figure 17 . Figure 17 . Pivot elementary move which adds a hook -Case 3.
Finally, suppose there is no arrow α ∈ Q A P such that αw is a string. Then, in particular, ∆ cannot be of type I nor of type II.
Let p 1 and p 2 be the endpoints of the arc x 1 such that p 1 , p 2 , s and s ′ follow each other in the counterclockwise order around the border of ∆, where s ′ is the starting point of γ s . By assumption, ∆ has a side with endpoints s ′ and p 1 , which is a boundary segment. Thus, f t (γ s ) has endpoints p 1 and t, and it only crosses x ℓ , x ℓ+1 , . . . , x k , where x ℓ is the first arc of the sequence x 1 , . . . , x k for which the substring
w is direct, then f t (γ s ) does not cross any arc in P. Hence, w(f t (γ s )) = w ℓ . Figure 18 illustrates this argument. Figure 18 . Pivot elementary move which removes a cohook.
To finish the proof, we need to show that w(f s (f t (γ s )) t ) = (w ℓ ) r . But, by the first part of the proof (and its dual), we have that w(f t (γ s )) = w ℓ and w(
Remark 3.14. Given a permissible arc, denote by γ s,t the arc (γ s ) t . Note that the construction of γ s (γ t , resp.) does not affect the ending point (starting point, resp.) of γ. Hence (γ t ) s = (γ s ) t . Moreover, the ending points (starting points, resp.) of f t (γ s ) and γ s (f s (γ t ) and γ t , resp.) coincide. Therefore, f t (γ s ) = f t (γ s,t ), and f s (γ t ) = f s (γ s,t ).
Given a permissible arc γ, we define τ −1 ([γ]) to be the equivalence class of the arc, which we denote by τ −1 (γ s,t ), obtained from γ s,t by simultaneous rotation in the counterclockwise direction of its starting and ending points to the next marked points at the boundary. Note that τ −1 (γ s,t ) is again a permissible arc. Proof. If follows from the notions of pivot elementary moves that τ
) is injective then the corresponding string w is such that there are no arrows α, β in A P for which αw or wβ are strings. One can easily deduce that w r,ℓ is the empty string, and that
Remark 3.16. We need to use the arc γ s,t to compute the Auslander-Reiten translate of a module, as we may have [τ −1 (γ)] = [τ −1 (γ s,t )], where τ −1 (γ) is defined in the same way as τ −1 (γ s,t ). See Figure 19 for an example.
3.3.
Reading morphisms from curves. In the previous subsection, we completely described the irreducible morphisms between string modules in terms of pivot elementary moves. However, every morphism between indecomposable modules of a gentle algebra have been previously described [18, 30] . In this subsection we will translate this result in terms of our combinatorial model. Let w be a string (which can be a band). A decomposition of w of the form w = w 1 a −1 ebw 2 , where a, b ∈ Q 1 , and w 1 , e, w 2 are strings, is called a factor string. The set of factor strings of w is denoted by Fac(w). Similarly, a decomposition of w of the form w = w 1 ced −1 w 2 , where c, d ∈ Q 1 , and w 1 , w 2 are strings, is called a substring. The set of substrings of w is denoted by Sub(w).
Band modules of the form M(b, 1, ϕ) lie at the mouth of homogeneous tubes, and are therefore called quasi-simple band modules. Definition 3.18. Let γ be a permissible arc or closed curve corresponding to a string or band w. Write γ as the concatenation of segments γ = γ 1 γγ 2 , and let x (y, resp.) be the connecting point of γ 1 (γ 2 , resp.) with γ, and assume x lies in the interior of the surface, but does not belong to an arc in P. Let v 1 , v 2 , . . . , v k be the arcs in P that γ cross, in this order. Assume |I P ( γ)| = 0 and let v i , . . . , v j be the arcs crossed by γ.
(1) The segmentγ is said to be a clockwise admissible segment if it satisfies the following two conditions: Note that the intersection of γ(w) with P gives rise to the string e in Theorem 3.17. Figure 22 shows the corresponding homotopic admissible segments. 
