Abstract
Introduction
In this paper a low-complexity method for the es,timation of the angle of arrival of a wideband signal with a small array is developed. The lower the complexity of the angle-of-arrival estimation method is, the simpler, the less expensive, and the more reliable is the hardware with which the method can be realized. A small array was set as the goal in order to make possible a lesis expensive array which could even be used as a part of portable equipment.
A small sensor array is defined here: as follows: The number of sensors is less than 8 and the maximum distance between any two sensors is less than 20-T,*c, where T, is the sampling interval and c is the propagation velocity of the signal. There are no other restrictions to the locations of the sensors, so they can form a three-dimensional structure.
In order to achieve a low-complexity method onlly the angle of arrival of the signal from the strongest signal source is estimated. The differences in <arrival times of a wideband signal received by spatially separated sensors can be estimated one by one if the sensor array is receiving one dominating wave propagating signal. When lhe signal to noise ratio is relatively high (e.g. 5 dB in the case of a one signal in white gaussian noise) time delays with which the signal reaches different sensors can be estimatjed using polarity coincidence correlation [I] , meaning that signals are quantized to 1 -bit representation. The signal to noise ratio needed to achieve a certain variance of the time delay estimate depends on the signal and noise spectrums, cross-correlations of the signal and noise at different sensors, cross-correlations of noise at different sensors, the length of the estimation window, and the sampling rate. The variances of the time delay estimates are given in closed-form expressions for general signal and noise spectra in [2] .
The main advantage of the polarity coincidence correlation is the possibility to use simple 1-bit quantization of signals. This results that simpler analog automatic gain control can be utilized when compared to multibit quantization. Polarity coincidence correlation is also computationally much simpler and less demanding than direct cross-corrlelation methods because it can be implemented without multiplications [3] . Also the handling of 1-bit signals requires considerably less memory than that of multibit signals.
The disadvantage of using 1-bit quantization is that interpolation of the signal values between sampled values isn't possible. Therefore the time delays can be estimated only with the accuracy of one sampling interval. The error of the time delay estimates caused by rounding to the nearest multiple of the sampling interval causes errors to the estimate of the propagation vector. This kind of error, which hasn't been considered earlier, is studied in this paper. The study is based on modeling the rounding error of the time delay estimates by independent white noise which is uniformly distributed in the interval [-T42, T42).
Method
In principle the introduced method for the angle of arrival estimation is as follows: First, signals received by spatially separated sensors are quantized to 1 -bit represen- Let us assume that the sensor array is receiving a wave propagating signal s ( t ,~) caused by a distant event. t is the time and x is a three-dimensional vector representing a location in an orthogonal coordinate system. It is assumed that s ( t , x) can be modeled as a sum of plane waves with common direction of propagation but with different frequency and amplitude, (where M is the number of the time delay estimates used in the estimation of k), i.e.
where
provided that the rank of the matrix V , is 3. Time delays are estimated using polarity coincidence correlation: dim is taken as an estimate of the time delay 
where I is the identity matrix and
The rounding of the time delays to the nearest multiple of sampling interval causes errors to the estimate of propagation vector k . The covariance matrix of that kind of error can now be estimated because k is calculated by matrix multiplication of the time delay vector,
where Ak, = k , -k , k , = V;( V;VM)-'dM.
(10) The more time delay estimates are taken into account in the calculation of the estimate of the propagation vector k the smaller are the variances of the error of the components of k , . The computational load of the proposed angle-ofarrival method depends on the complexity of the estimation of the cross-correlation functions, the maximum allowed time delay zmu, and the number of the time delay estimates M used. When nonoverlapping estimation windows and polarity coincidence correlation are used, one conditional counter increment per sarnple is needed to estimate one value of the cross-correlation function. When conventional direct correlation method is used, one multiplication and one addition per sarnple are needed. 
Simulation Results
A grid of four sensors with equal distance 20 T,T 0 c between all sensors (see Figure 2) is, used as the array in the simulations.
Distribution of the rounding errors of the time delay estimates was verified by simulations. Randomly generated vectors k ( n ) , n = 1,2, ..., 100 0013 were used as a test sequence. The vectors k (n) were generated as follows: First three-dimensional vectors were generated, whose components were independent and uniformlly distributed in the interval [- Figure 3 . The assumption of uniform distribution holds very well.
The error of the estimate of k caused by the rounding of the time delays to the nearest multiple of the sampling interval were formed by using 3 and 6 rounded time delay estimates in calculating the estimate of k. In the case of 3 time delays were used. The sample covariance matrices and the covariance matrices of the errors Ak3 and Ak6 formed with equations (9) and (10) are shown in Table 1 . The simulated values are quite close to the values given by the equation (9). It is noticed by comparing the covariance matrices of the errors Ak, and Ak, that in this case the use of 6 time delay estimates inslead of 3 time delay estimates halved the variance of the error of the components of the estimated propagation vector.
The proposed angle-of-arrival method was then simulated. The test signal used was a sum of 5 sinusoids with frequencies of 0.02n, 0.06~, 0 . 1~, 0.26n, and 0.46% with respect to the sampling frequency 27~ and with a common amplitude. The test signal was assumed to propagate as a plane wave. The same signal but propagating as a plane wave to ,a different direction was used as an interfering signal. The power of the interfering signal, v, ( n ) , was increasing during simulation,
where v, is the power of the test signal. The signals received by the sensors were the sum of the test signal, the interfering signal and white independent gaussian noise with variance O.lv,. All the six possible time delays were estimated using polarity coincidence correlation presented in equation (6) In this simulation the method tracks the signal from the strongest signal source when the power of the stronger signal is about 2.5 times the power of the weaker signal. The results achieved by using direct correlation instead of polarity coincidence correlation, i.e. using
n instead of equation (6), are also presented in Figure 4 . The proposed method gives comparable performance to the conventional correlation based method.
Conclusions
A low-complexity method for estimation of the angle of arrival of the signal from the strongest signal source was introduced. The method is based on the differences in the arrival times of the signal at different sensors. These differences are estimated using polarity coincidence correlation and as a consequence, l-bit quantization can be used. Because of this the required amount of calculation is significantly reduced when compared to conventional methods without noticeable differences in the performance when the signal to noise ratio is relatively high. The introduced method also makes possible quite complex 3-D sensor placements if necessary. These characteristics make the introduced method very easy and cheap to implement, and robust to operate. Therefore the method is suitable for low-cost applications, where it is sufficient to find out only the angle of arrival of the strongest signal source. 
