In this paper, we establish a central limit theorem and a moderate deviation principle for the positive diffusions, including the CEV and CIR models. The proof is based on the exponential approximations theorem and Burkholder-Davis-Gundy's inequality.
Introduction
Consider the following stochastic differential equation:
where B is a standard one-dimensional Brownian motion on some filtered probability space ( , F, (F t ), P), and the diffusion coefficient σ : R → R and the drift coefficient b : R → R satisfy the following assumption: When ε →  + , we expect that X ε -X  →  in probability, where X  is the solution of the non-perturbed dynamical system
The purpose of this paper is to consider the moderate deviations and the central limit theorem for {X ε t : t ∈ [, T]}. More precisely, we study the asymptotic behavior of
where h(ε) is some deviation scale which strongly influences the asymptotic behavior of Z ε .
() The case h(ε) = / √ ε provides some large deviations estimates, which have been extensively studied in recent years. () If h(ε) is identically equal to , we are in the domain of the central limit theorem (CLT for short). We will show that ( 
Throughout this paper, we assume that (.) is in place. One of the key elements in the delta method is to prove the Hadamard differentiability, which seems to be difficult to verify for the model (.). Here we prove the results directly by the exponential approximations [], Theorem ...
The main result of this paper is the following theorem.
Theorem . Assume the condition (H).
Then as ε → :
where b is the derivative of b. -inf
where A o andĀ denote the interior and the closure of A, respectively.
The rest of this paper is organized as follows. In Section , we first prove that under the assumption (H), X ε is bounded in the sense of Freidlin-Wentzell's LDP, so we reduce our study to the case where b and b are globally Lipschitzian. We establish the CLT and MDP in Section  and Section , respectively.
Reduction to the bounded case
At first, we shall prove that under the assumption (H), X ε is bounded in the sense of LDP.
For any R ≥ , let
Lemma . Under the assumption (H),
Proof One can obtain (.) by a similar argument in Lemma .. of [] . For the convenience of reader, we shall give a short proof. Let f (x) := log( + |x|  ). By Itô's formula,
where L ε is the generator of X ε .
Consider the local martingale
By the Hölder continuity of σ in (H), its quadratic variation process M ε satisfies
Notice that, for all ε ∈ (, ],
where L is the constant in (H). Consequently, for all t ≥  and ε ∈ (, ],
For any R >  large enough so that c(R, T) := log( + R
we have by the Bernstein inequality for continuous local martingale and (.)
where the desired result follows. 
Now for any R >  large enough so that c(R, T)
> , let σ (R) (x) = σ (x) and b (R) (x) = b(x) for |x| ≤ R, such that σ (R) is bounded, b (R) is C max b(x) -b(y) , b (x) -b (y) ≤ L|x -y|, ∀x, y ∈ R + .
Central limit theorem
In this section, we will establish the central limit theorem.
Lemma . There exists some constant C(
Proof Notice that
Taking the supremum up to time s ∈ [, t] in (.), and then taking the expectation, by the Burkholder-Davis-Gundy inequality, we have
By Gronwall's inequality, we have
The proof is complete.
Lemma . There exists some constant C(T, L) >  such that
Taking the supremum up to time s ∈ [, t] in (.), and then taking the expectation, by the Burkholder-Davis-Gundy inequality, we have
By Gronwall's inequality and Lemma ., we have
For any ε > , let
The proof of the CLT in Theorem . relies on the following theorem.
Theorem . Under the assumptions (H) and (L), there exists a constant C(T, L) depending on T , L such that
Taking the expectation, by Lemma ., we have, for any t ∈ [, T],
By Lemma ., the Burkholder-Davis-Gundy inequality, Hölder's inequality and Fubini's theorem, we have, for any t ∈ [, T],
Putting (.), (.)-(.) together, by Gronwall's inequality, we have
The proof is complete. 
Moderate deviation principle

