Spatial resolution enhancement of a coherent detection Doppler wind lidar (CDWL) is generally achieved by reducing the pulse duration of the transmitted laser according to the basic lidar equation, inevitably, at sacrifice of other properties, such as the signal to noise ratio, maximum detection range and real time data processing. To solve this problem, a joint time-frequency analysis (JTFA) method is adopted in the CDWL. By comparing the performance of Cohen's class in analysis and wind retrieval simulation, the adaptive optimized kernel (AOK) is picked up as the best JTFA method in the CDWL. In experiment, wind profiles retrieved using the JTFA and the FFT are compared with the result simulated using the software ANSYS 18.0. Benefiting from the high spatial resolution of the JTFA method, the dynamic structure of wind shear in the gap of two tall buildings is detected clearly, which agrees well with the simulation.
Introduction
Doppler wind lidar (DWL) has been proved very useful in many fields, such as the aviation safety [1] , wind power generation [2] , weather forecast [3] , air pollution monitoring [4] and scientific researches [5] .
Remote sensing of wind using DWL with meter spatial resolution is still a challenge now. In some specific applications, wind detection with both long range and high spatial resolution are highly required. For example, tropical hurricanes have serious effects on human lives and property, but some phenomena remain unexplained. As one of the most effective methods for wind field remote sensing, DWL with high spatial resolution can make remote sensing of the hurricane and provide the dynamic structure in the boundary layer near and in its supercell, which has a radius about 100 m [6] . In air-transportation industry, the Doppler wind lidar can be used to enhance the aviation safety by detecting the aircraft wake vortices and wind shear in the runway. However, the aircraft wake vortices are small-scale phenomena, since the wingspan of the aircraft is tens of meters [7] .
Benefiting from the development of optical fiber communication, DWL at 1.5 μm is developed rapidly in recent years [8] . Doppler wind lidar can be divided into direct detection Doppler wind lidar (DDWL) and coherent detection Doppler wind lidar (CDWL). Recently, CDWL is developed intensively around the world, with a spatial resolution
Principle
The transmitted laser pulse from a lidar can be represented as :
The spatial resolution is determined by the pulse duration (FWHM) as:
where is the speed of light in the atmosphere. Intuitively, to enhance the spatial resolution, one should use laser source with shorter pulse duration. In the DDWL scheme, the frequency discriminator should be optimized according to this change [18] [19] [20] . Recently, a spatial resolution of 10 m is achieved [21] .
In the CDWL, a shorter laser pulse will decrease the signal to noise ratio, resulting decaying detection range and poor precision of wind velocity. The reasons are as follows:
Firstly, in the CDWL, the wind velocity is retrieved from the backscatter power spectrum, as shown in Fig. 1(a [10] 2500 μJ 100 m 15 km LEOSPHERE [11] 120 μJ 30 m 6 km ONERA [12] 120 μJ 30 m 1.2 km Mitsubishi [13] 500 μJ 50 m 4.2 km SIOM [14] 43 μJ 75 m 3 km BIT [15] 43 μJ 75 m 3 km OUC [16] 100 μJ 30 m 3 km USTC [17] 100 μJ 45 m 6 km spectrum with noise. Given a Gaussian transform-limited laser pulse, the width of its power spectrum width f (FWHM) is inversely proportional to as: Fig. 1(a) shows simulated power spectra with changing from 300 to 10 ns, with a modulated frequency shift of = 80 MHz and wind velocity of −10 m/s. As shown in the figure, a shorter will broaden its corresponding , which may finally induce a crosstalk between the spectra of local oscillator and that of the backscattering, as shown as the green dash line with = 10 ns. The crosstalk makes the wind velocity hard to be retrieved. In order to resolve this problem, a larger modulated frequency shift should be implemented. As shown in Fig. 1(b) , with = 240 MHz, the crosstalk can be mitigated. But according to Nyquist-Shannon sampling theorem, this means the ADC should have higher sampling rate and the amount of raw data will be increased substantially.
Secondly, SNR is proportional to . With an assumption of a matched filter, the detection bandwidth can be expressed as = 1∕ [23] . The SNR equation of the CDWL is derived as:
where is the total optical efficiency, ℎ is the heterodyne efficiency, is the wavelength, is the transmitted laser energy, is the atmospheric backscatter coefficient, ( ) is the single-way atmospheric transmittance, is the effective aperture diameter of the telescope, ℎ is the Planck constant. A laser pulse with shorter duration will decrease the SNR obviously.
In a CDWL, the raw signal is non-stationary, the spatial resolution and range bin information is retrieved by time-of-flight method in the time domain. The Doppler frequency shift induced by wind is retrieved using Fast Fourier transform (FFT) or other algorithms [24] [25] [26] [27] in the frequency domain. Such a signal processing method usually describes how the spectra change with time. On the contrary, Joint time-frequency analysis (JTFA) is a versatile data processing method, expressing the signal in a time-frequency distribution [28] . There are many successful applications using the JTFA, such as earthquake research [29] , the structural health monitoring [30] , the 4G LTE signal processing [31] and Radar [32] . JTFA improves the spatial resolution and reduces the noise. There are many different JTFA methods, but not every JTFA method is suitable for data processing in practical CDWL [33] .
Cohen's class is one of the most important members in JTFA, and can be expressed as the 2-D Fourier transform of a weighted ambiguity function of the signal under analysis: [34] 
( , ) is a symmetrical AF expressed as: 
Table 2
Kernel functions for some Cohen's class.
( ) is analytical expression of the real signal and is defined as:
where ( ) is the real signal and [ ( )] is the Hilbert Transform of ( ). ( , ) is the kernel function, which is independent of time and frequency. In Cohen's class, the only difference between the algorithms is their kernel function. For example, Wigner-Ville distribution (WVD) is the basic function in Cohen's class, but suffers from inherent crossterm contamination, making the useful information hard to be extracted. By using different kernel window functions, the interference can be mitigated significantly. As an example, three kernel functions in Cohen's class are listed in Table 2 .
In the FFT, the WVD or the spectrogram (SP) methods, all the parameters in its kernel function is fixed. But the adaptive optimal kernel will optimize its parameters to match the signal as it changing. In the case of non-stationary signal processing, the JTFA with AOK method can extract the signal and suppress both the noise and inherent crossterm contamination effectively.
In the case of a stationary signal, its power spectral density is the Fourier transform of its auto-correlation function. For a non-stationary signal ( ) , this relationship still holds. The time-dependent power spectral density of ( ) called Winger distribution is written as:
where,
where * is the conjugation of . Eq. (8) is the Fourier transform of Eq. (9) . If the Fourier transform of Eq. (9) is taken with respect to instead of , the ambiguity function can be derived as: The benefit of this transform can be seen from Fig. 2(a) and (b). In the Winger distribution, the locations of auto term and cross term are unpredicted, but in the ambiguity distribution, the auto term is located near the origin and the cross term is deviated from the origin. Therefore, with an appropriate filter function, the cross term noise can be filtered out.
In the AOK method, the optimal kernel is adapted to a signal by solving the following optimization problem: [35, 36] 
subject to the kernel function, which is a 2-D Gaussian function defined as:
where = √ 2 + 2 , = arctan( ∕ ), ( ) controls the spread of the Gaussian function, or the projecting area in the ambiguity function distribution, as shown in the cyan circle in Fig. 2(c) .
Eq. (12) sets the window of the kernel as a Gaussian function, which is a low pass filter. Eq. (13) limits the volume of the kernel to , as shown in Fig. 2(c) , if the is too large, the cross term noise will be involved in the signal, inversely, if the is too small, useful auto term will be filtered out. Generally, 0 ≤ ≤ 5 ( = 1 is used in this work). The optimal AOK will make Eq. (11) get the maximum value. The procedure to solve the Eqs. (11) to (13) is shown in the Appendix.
Simulation
The optic layout of the CDWL is shown in Fig. 3 , the seed laser emits a CW laser, the beam splitter divides the laser into local oscillator and transmitted laser. The continuous transmitted laser is chopped into a pulse train with a frequency shift of 80 MHz and 300 ns pulse duration by using an acoustic-optical modulator (AOM). Going through an erbium doped fiber amplifier (EDFA), the laser is amplified with an pulse energy of 100 μJ. Then, the pulse passing through the circulator is collimated and sent to the atmosphere by a telescope. The backscattering photons are collected by the same telescope and finally mixed with local oscillator in the 3 dB coupler (mixer). Then, the mixed signal is measured by the balanced detector and digitalized by an ADC. The raw data is transformed into two parts, one is processed in real-time by the digital signal processors (DSP) with the FFT, and the other is stored in a disk array for postprocessing. In order to compare the performance of the FFT, the WVD, the SP and the JTFA with AOK, a CDWL signal is simulated and processed.
According to Feuilleté model [37] , the detection signal over slices is simulated as:
where is the index number of slices, is the range interval between two slices, is the power of local oscillator, is the intermediate frequency, is a phase function,̃is a circular random variable, is the Doppler shift in the th slice. The parameters used in the simulation are list in Table 3 , the schematic of the Feuilleté model is shown in Fig. 4 .
In order to evaluate the performance of spatial resolution in different methods, wind shears are added in the simulation. Fig. 5(a) shows the simulated raw CDWL signal from 0 to 3 km in logarithmic coordinates. The simulated wind velocity distribution is shown in Fig. 5(b) with the red line. The wind velocity distribution retrieved by the FFT is plotted as circles in Fig. 5(b) , the raw data points for the FFT are 100 and the spatial resolution is 60 m as one range bin. The retrieved wind velocity along distance agrees well with the preset value, but the detail of wind shear is smoothed and cannot be distinguished due to the low spatial resolution. Fig. 5(c) shows the result processed by the WVD, the minimum spatial resolution is set to 0.6 m. Due to the crossterm contamination, the wind velocity is hard to be retrieved. Fig. 5(d) is the result processed by the SP, the minimum spatial resolution is set to 6 m and the black line is the connection of maximum peaks. Fig. 5(e) is the result processed by the JTFA with AOK, the minimum spatial resolution is set to 1.2 m and the black line is the connection of maximum peaks. Comparing with FFT and SP, the AOK improves the spatial resolution, the detail of wind shear can be seen clearly, especially at 1.5 km, as the preset velocity changing dramatically, the result of the JTFA changes immediately without any ambiguity. JTFA has better spatial resolution and agrees with the simulated velocity better. Comparing with the WVD, the interference is significantly mitigated. According to the uncertainty principle, a perfect resolution in time and frequency cannot be obtained simultaneously. In fact, the popular kernels, including wavelet transform, Choi-Williams distribution, BornJordan distribution and reduced interference distribution are tested, only four typical data processing methods like the FFT, the WVD, the SP and the JTFA with AOK are shown, with a compromise of high spatial resolution and mitigation of interference. The AOK is chosen as the optimal JTFA in this work.
Experiment
Wind velocity detection is carried out at Hefei (31.83 • N, 117.25 • E) in Anhui province, China, started at 00:30 on Mar. 18, 2017. The location is 54 m above the ground. The accuracy and stability of the CDWL has been demonstrated earlier [17] . Before the experiment, a wind field simulation is carried out to find a small-scale wind shear. By enhancing the spatial resolution of CDWL using JTFA, one will see the dynamic structure of wind shear in detail.
In the simulation, according to the actual buildings' location and the topographic map from Google, a standard − model is built for finite element analysis [38, 39] . The input velocity is 1 m/s (which is measured by a ultrasonic wind sensor Vaisala windcap WMT52) towards the north at the high of 54 m. The velocity distribution uses equation:
where and are reference speed and height, respectively; is the ground roughness index. According to the reference, a class C landscape types with = 0.22 is set. A wind shear is found between two buildings 1.1 km far away in the north. The simulated model and wind field is shown in Fig. 6 . The simulation shows that the air flow is restricted and accelerated in the gap between two tall buildings.
In the experiment, the laser beam goes through the gap between two tall buildings 1.1 km away, as shown in Fig. 6 . Two data processing methods are implemented for comparison. A radial wind velocity distribution is shown in Fig. 7(a) . The red circles are the result of the FFT, the temporal and spatial resolution is 2 s and 60 m, respectively. The black line is the result of the JTFA, the temporal and spatial resolution is 2 s and 1.2 m, respectively. A wind shear can be seen at the distance of 1.1 km, in order to see the detail of the wind shear, an enlarged radial wind velocity profile from 0.92 to 1.22 km is plotted in Fig. 7(b) . It is hard to image the dynamic structure of the wind shear by using the FFT results due to its poor spatial resolution. In contrast, the dynamic structure can be detected using the JTFA clearly, which is in good agreement with the simulation.
To test the accuracy and stability of the JTFA based on AOK method, 20 sets of wind velocity profiles within 4 s are retrieved, where the 
Conclusion
A CDWL using JTFA is demonstrated. A simulated time-domain CDWL signal with wind shear is generated, and processed by using the FFT, the WVD, the SP and the JTFA with AOK. The JTFA has shown its advantages with high spatial resolution, high aggregation and low inherent cross-term contamination. During the real wind velocity detection, JTFA-AOK and FFT are implemented and compared. A good agreement between the JTFA and wind field simulation in the gap of Because ∇ ( ) ⩾ 0, will be increased after each iteration, in order to satisfy the constrain of Eq. (13), will be normalized after each iteration with:
( + 1) = ( + 1)
The iteration is terminated once Eq. (11) gets the maximum value. The matlab program is provided out by Douglas L. Jones and Tony Reina at:
https://cn.mathworks.com/matlabcentral/fileexchange/13869-ada ptive-optimal-kernel?s_tid=gn_loc_drop.
