With the rapid development of Internet, e-mail has become effective means of communication to share information. Through e-mail, we can send text messages, images, audio and video clips across the world within a fraction of time. In recent years, e-mail users are facing problem due to spam e-mails. Spam e-mails are unsolicited commercial/bulk e-mails sent by spammers. There are many serious problems associated with spam e-mails, e.g. it may contain hyperlink which may lead to a bogus website which might ask you for your personal information like username, password, bank account number etc.. Spam e-mail is not only wastage of storage space but also wastage of time.
INTRODUCTION
In recent years, uses of Internet has always been increasing and it plays very important role in communication, sharing resources and access huge amount of information .E-mail is means of communication through which we can send huge amount of information within a fraction of time, because of popularity of email, e-mail also attracts spammers attention and e-mail users are facing lots of problem due to this spam e-mail. Spam e-mail is unwanted or junk mail which creates problems for e-mail users.
This huge number of spam e-mails are creating serious problem in terms of communication bandwidth utilization, storage space in mailbox and time consumed to delete or maintain it.
Due to security of information, a spam filter must be placed in computer network. There are various techniques which have been used by the different authors among these data mining is one of the popular techniques to develop classifier to classify spam and non-spam data. Omar Saad et al. [4] have presented performance of five classification models such as naïve Bayes classifier, SVM classifier, ANN, K-Nearest Neighbor classifier and Artificial Immune system classifier for spam e-mail classification. Ismailia Idris [2] has proposed neural network model for spam e-mail classification, he has compared the result of both neural network and SVM models in terms of accuracy. W. A. Awad et al. [5] have suggested Naïve Bayes classifier of spam email classification. They have compared their model with other models such as Support vector machine, K-nearest neighbor, neural network. El-sayed M., EL-Alfy et al. [1] have introduced abductive network model for spam email classification and compared the result of abductive network model with other GMDH (Group Method of Data Handling) based network.
In this paper we have used Error Back Propagation Network (EBPN) to develop a classifier for spam e-mail classification. EBPN is trained on spam e-mail data set with different partitions and different learning rate. Different performance measures like precision, recall, F-measure and accuracy of the best model with feature selection have also been calculated.
MODEL PROCESSING
Overall process of model is depicted in Figure 1 .This process can be viewed in three different stages: Data partition, model building and validation and performance evaluation. Each of these stages are explained below:
Data Set
Spam e-mail data set used to derive models is downloaded from UCI repository site [10] . This data set is publicly available and can be downloaded freely. Data set contains 57 features related to e-mail with 4601 samples in all, out of which 1813(37.4%) samples are related to spam while rest of the samples i.e. 2788 (62.6%) are related to non-spam and 1 feature is nominal level. The last column is nominal class level value such as spam or non-spam .In order to trained and test models ,data set is divided into two parts: training and testing with 60-40%, 75-25%, and 80-20% ratio. Let us say these partitions as partition1, partition2 and partition3 respectively. Both training and testing partitions contains equal ratio of spam and non-spam samples. 
Error Back Propagation Network (EBPN)
A neural network [3] is a set of connected input/output units in which each connection has a weight associated with it. During the learning phase, the network learns by adjusting the weights so as to able to predict the correct class label of the input tuples. Artificial Neural Network learning is also referred to as connectionist learning due to the connections layers units. Error Back Propagation Network (EBPN) is a kind of feed forward network (FFN) in which Error Back Propagation Algorithm (EBPA) is used for training which one of the most is widely used training algorithm where training is perform in two phases (i) Forward phase: In this phase input is presented and output is calculated based on activation function and finally error is calculated at outer layer. (ii) Backward phase: In this phase error is send back to the inner layers to adjust the weights. A typical architecture of EBPN with one hidden layer is shown in figure 2 .In this network samples are presented one by one to derive the models and it is classified either as spam e-mail or non-spam e-mail. 
Performance Measurement
Performance of each classifier (model) can be evaluated by using some very well-known statistical measures: classification accuracy, precision, recall, and F-measure. These measures [8] are Gains are defined as the proportion of hits in each increment relative to the total number of hits in the tree, using the equation: (Hits in increment / total number of hits) x 100% Cumulative gains charts always start at 0% and end at 100% as we go from left to right. For a good model, the gains chart will rise steeply toward 100% and then level off. A model that provides no information will follow the diagonal from lower left to upper right.
FEATURE SELECTION
Feature selection [9] is an optimization process in which one tries to find the best feature subset, from the fixed set of the original features, according to a given processing goal and feature selection criteria, without feature transformation or construction. The existing feature selection methods depending on feature The open-loop methods, also called the filter, present bias, or the front end methods, are based mostly on selecting features using between-class separability criteria. These methods do not consider the effect of the selected features on the entire processing algorithm's performance. Instead, they select these features for which the resulting reduced data set has maximal between-class separability,defined usually based on betweenclass and between-class covariances (or scatter matrices) and their combination. Ignoring the effect of the selected feature subset on the performance of classifier is a weak side of the open-loop methods. The closed-loop methods called also the wrapper, performance bias, or classifier feedback methods, are based on the feature selection using a classifier performance as criterion of feature subset selection. The closed-loop methods will generally provide a better selection of subset, since they based on the unlimited goal of optimal feature selection, which is providing the best classification.
In this paper we have used feature selection technique with feature ranking. The simple feature selection procedure is based on evaluation of classification power of individual features, it then ranks such evaluated features, and eventually selects the first best m features. A criteria applied to an individual feature could be either open-loop type or closed-loop type. This also relies on an assumption that the final selection criterion can be expressed as a sum or product of the criteria evaluated for each feature independently. We can expect that a single feature alone have a low classification power. However, this feature when put together with others may exhibit substantial classification power.
EXPERIMENTAL WORKS AND RESULTS
As explained above e-mail data set is divided into three different partitions each having training and testing data. Partition size of data plays very important role to derive a robust classification model. The three different partitions are as below: Partition 1: 60-40%, Partition 2: 75-25%, Partition 3:
80-20%. EBPN may trap on local minima due to various reasons , a rough value of learning rate (α) is one of them. Both higher value and a lower value of learning rate may create problem of local minima and network paralysis, therefore to obtain best classification model with high accuracy a suitable value of learning rates is required which lies between 0 and 1.To simulate our work we have considered α=0.2,0.3,0.4,0.5,0.6,0.7,0.8 and 0.9 along with different partitions. Simulated results in case of different learning rate and different partitions for both training and testing is shown in table 2, from this table it is clear that EBPN is performing well in case of α=0.9 for partition3, however there is very slight variation in accuracy from one case to another, but at the same time it is also true that training-testing size and suitable value of learning rate (α) plays import role in terms of accuracy of model. The highest accuracy calculated using equation 1 is 98.38% as highlighted for testing in table 2.
Among the various model tested we have obtained highest accuracy in case of EBPN with learning rate 0.9 using partition 3. We select this model to apply feature selection technique on it. Due to large number of features (57 features) we need to identify relevant features to retain and identify irrelevant features to be eliminated. Simple feature selection subsets can be obtained using ranking based feature selection technique. In this ranking figure 5 . Figure 6 shows the gain chart of the model which is appropriate in the term of efficiency of the model. 
