Abstract-Precision motion control is often challenged by asynchronous sensor update and quantization noise, causing abrupt and untimely state variation to limit the machine precision. To provide smooth and accurate sensor interpretation, this study developed a novel event-triggered sub-count estimation method that addresses continuity on system states. By enforcing such state continuity on important properties such as position and velocity, the proposed method relaxes the requirement for accurate model as in the exiting model-based methods. Also, because it does not rely on long horizon of past measurements as the nonmodel-based methods do, it is able to adapt to abrupt reference changes much more quickly. When applying the proposed sub-count estimation method, a precision motion system can utilize the sensor reading more effectively and improve the tracking performance beyond the sensor resolution given available only quantized and asynchronous measurements.
form of the curve-fitting method, linear extrapolation has been widely used for its simplicity. This method has been expanded to high-dimensional Spline-fitting with longer measurement horizon [4] [5] [6] . However, there is a tradeoff between smoothness and bandwidth: long horizon can provide adequately smooth estimation, however it compromises the ability to adapt to abrupt reference changes. In contrary, short horizon provides adaptivity with the cost of estimation oscillation at low speed.
To avoid the reliance on long measurement horizon and to achieve faster response, model-based sub-count estimation methods were developed using plant models to predict system dynamics. Discrete-time Kalman filtering is a typical approach for digitally controlled systems when timely sensor update is available. For this type of applications, sensor quantization is treated as a time-domain noise and is addressed by Gaussian approximation [7] , [8] . However, this approach is not suitable for spatially quantized sensors, optical encoders for example, especially when interrupts are sparse due to coarse sensor resolution or slow traversing speed. In this scenario, the zero-order-hold effect strongly influences the Kalman filter's state estimation performance. To solve this problem, event-triggered methods were developed by calibrating the state variables only when an encoder trigger arrives. In this framework, equality constraint is set on the position state to avoid discrepancy before and after an encoder trigger [9] [10] [11] . This method is advantageous because the measurement at each encoder trigger is free from the quantization effect and is only subject to sensor noise. The disadvantage of this method is that the event-triggered correction introduces abrupt changes in other system states, which often cause stability problems [12] , [13] , [23] , [24] .
Because dynamic systems typically have smooth propagation on physical properties such as position and velocity, continuity in such properties is vital to performing smooth and stable subcount estimation. The desire for smooth estimation on these properties is often challenged by asynchronous measurement updates [14] , [15] . Though nonmodel-based curve-fitting methods are able to provide smooth estimation, their reliance on long past measurements prevents them from making timely adjustments against disturbance and reference changes. In contrary, model-based methods are able to adjust the estimation predictively, but suffer from abrupt state variable oscillation when a measurement update occurs. To provide both stable estimation and fast response to reference changes, this research proposes a model-based sub-count estimation method with continuity constraints on important physical properties such as position and velocity. Efficient solution to this constrained optimization formulation was also developed and experimentally verified implementable in real-time.
The remainder of this paper proceeds as follows: Section II shows the measurement quantization and the event-triggered correction mechanism; Section III illustrates the state propagation prediction between encoder triggers and the trick for real-time implementation; Section IV describes the proposed structure of the event-triggered continuity correction and the expansion to the multi-interrupt case. The optimization structure and analysis are provided in this section; Section V demonstrates the performance by simulation and experimental results on a stator driven by two parallel linear motors; concluding remarks are presented in Section VI.
II. MEASUREMENT QUANTIZATION
Sensors play an important role in modern precision motion control applications, in which optical encoders are widely used for fine position measurement given their reliability and repeatability. An encoder measurement is composed of a light source and photo detector array encoding movement into dual-channel binary patterns. The high voltage level is recognized as "true" and the low voltage level is recognized as "false." The change from true to false and false to true are typically called an encoder interrupt, which indicates the incremental movement of the object. Because the forward and backward movement generates different binary patterns, the phase difference between channels can be used to indicate the direction of movement. Fig. 1 shows that the measurement is updated when it detects a transition in the encoder pattern. Before a new interrupt arrives, the digital controller uses the latest encoder output to generate the feedback signal at fixed sampling rate.
Because encoder interrupts have fixed spatial resolution, as shown in Fig. 2 , they are asynchronous with the controller sampling time. At the controller's sampling rate, quantization and measurement noise jointly affect the error distribution. To improve the sensor performance, two state estimation correction methods have been developed: fixed sampling rate and eventtriggered methods.
The fixed-sampling rate method handles the quantization effect by using Gaussian approximation at each sample time t i [7] , [8] . However, because the quantization effect sacrifices the performance of error covariance estimation, it has divergence problem especially when the system is open-loop unstable [8] . Furthermore, the computation cost of this approach prevents this method from online implementation. Also, the discrete-time state estimation tends to converge to the quantized measurement until a new update arrives.
To avoid the aforementioned problems, event-triggered methods have been developed especially for situations when only low-resolution sensors are available. As shown in Fig. 2 , the quantized measurement is the floor function of the actual position. For each encoder interrupt at timet k , the position measurement y is represented by (1) due to the principle of optical encoder mentioned in the beginning of this section,
By satisfying the position constraint at each encoder trigger, the quantization problem for the fixed sampling rate method can be avoided [9] . However, this abrupt correction causes stability problem especially for open-loop unstable systems. To solve this problem and provide more realistic state correction, this study aims at developing a smooth event-triggered correction method with continuity constraints.
III. INTER-TRIGGER STATE PROPAGATION
To implement the model-based event-triggered correction, continuous-time state-space model of the open-loop plant is used to predict the intertrigger dynamics. In the proposed estimation algorithm, the plant model's system states are corrected when an encoder trigger occurs. Fig. 3 shows the switching mechanism between intertrigger propagation and event-triggered measurement update. Between encoder updates the sub-count estimator is in the propagation mode, which propagates from the most recent measurement. When an encoder trigger occurs, the subcount estimator is switched to the measurement update mode to adjust the predicted state values by the latest measurement.
Equation (2) shows the intertrigger propagation predicted by a continuous-time linear time-invariant model, where time indices in this equation can be referred to the definitions in Fig. 2 
If the plant is open-loop unstable, the divergence in state propagation can challenge the usability of this event-based state correction method [9] . To solve this problem, Kalman filtering in this case is widely used to retain stable system estimation while minimizing the error covariance for systems controlled at fixed sampling rate [21] . The structure of this correction is shown in (3). When β = 1, this form is equivalent to a Kalman filter where K is the gain and M is the error covariance of the propagated state. Because encoder measurements only provide quantized sensor update at fixed sampling rate, the performance of traditional Kalman filtering is strongly affected by the quantization effect's dominance over the sensor noisê
where
To improve the state estimation performance, (4) demonstrates a coarse observer that was developed to maintain bounded state estimation for open-loop unstable plant with asynchronous event-based update [10] . This observer formulation is equivalent to a free state propagation if the predicted output shares the same level of the quantized measurement, and the observer becomes active when the error of the propagated output exceeds the measurement resolution. This structure is later expanded to include continuity constraints for important physical states
Because an encoder interrupt can occur anytime between adjacent sampling time, the propagation of the continuous-time model needs to be efficient enough to avoid any possible latency. For a continuous-time model with a small relative order q, the matrix exponential can be calculated by applying CayleyHamilton theorem. Taylor series expansion can be used to further reduce the calculation of matrix exponential from O(q 3 ) to O(q 2 ) as follows:
IV. OPTIMIZATION FORMULATION WITH INTERMITTENT MEASUREMENT AND CONTINUITY CONSTRAINT
Driven by the need for smooth and accurate propagation on important physical properties, the constraints on position and high-order continuity are applied. As shown in (6), the position constraint is set to be the measured value at encoder trigger. To avoid the divergence caused by this intermittent update on state variables, continuity constraints are implemented on higher order properties up to nth order as shown in (7)
The task of Kalman filtering with intermittent measurement and continuity constraint can be formulated into an equalityconstrained Kalman filtering problem. This can be solved by projecting the solution onto the sub-space defined by the equality constraints [20] as follows:
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When an encoder interrupt arrives, the optimal state estimation is generated by minimizing the error covariance while satisfying both position and high-order continuity constraints. When properties are not available through sensor measurements, estimated values can be obtained through model propagation or other advanced estimation methods to provide smooth constraint conditions [16] [17] [18] [19] . In addition, if multiple past encoder measurements are included, this method can be seen as a model-based curve-fitting method that allows the continuity constraint to be more conservative. The solution to this optimization problem has been developed for the case when only the measured position data is used [9] . The expansion to applying constraints on unmeasured properties is shown in (8) and followed by the necessary consideration for estimation stability.
When higher order continuity is enforced and measurement is asynchronous with the controller's sampling rate, the solution to this optimization problem can be seen as an expansion from the standard Kalman filter to include pseudo measurements of higher order states as shown in (8) . If a system has fixed sampling rate without continuity constraint, A e is the measurement matrix C and Δt k is the sampling period |t i+1 − t i |. In such scenario, (8) represents the standard discrete-time Kalman filter
When |R| is 0, the continuity constraints rely 100% on the propagated values. When the propagated values do not provide accurate continuity constraints due to modeling error and disturbances, the nonzero error covariance R provides improvement in estimation robustness by correcting the constraint values as shown in the following derivation: by applying (9) to (8) , the nonzero R shown in (10) To summarize, the developed model-based continuityconstrained sub-count estimation method can be implemented by using the following steps: 
V. IMPLEMENTATION OF SUB-COUNT ESTIMATION
The proposed sub-count continuity-constrained estimation algorithm was tested on a two-dimensional Plasmonic Nanolithography machine (PNLM) [22] , [25] . A schematic illustration of the system is shown in Fig. 4 . A plasmonic writing head and its prefocusing system are installed on a stator that is elevated by hydrodynamic air bearings. The writing head rides on a wafer disk, and UV LASER is used to excite the surface plasmons and expose resist on the writable surface on the disk.
As shown in the schematic view in Fig. 4 , PNLM uses two parallel linear motors to navigate the LASER writing head's position on top of the wafer disk. Because of the system asymmetry and actuator differences, system dynamics of the two linear motors are not identical. The coupling effect due to this difference introduces non-negligible yaw rotation when the system traverses. To compensate for the yaw motion, two optical encoders are used to measure the position of both linear motors. The dual measurement is then converted to the stator's translational and rotational displacements through coordinate transformation. To improve performance in both translational and rotational directions, both encoders are used to perform sub-count estimation. Therefore, due to the coupling effect, correction update triggered by one encoder can affect the estimation for the position of the other linear motor. This effect is verified in the experimental results.
The raw encoder resolution is 5 nm and is sampled at 40 MHz on the FPGA. To evaluate the estimation performance against measurement, the encoder output is quantized to 5 μm of resolution. A 1 kHz standard PID controller is used to close the loop with gains shown in Table I . This configuration reflects the common situation where the original sensor measurement has sampling rate higher than the controller, and uses zero-orderhold function until next controller sample time occurs [4] , [5] . This algorithm, in contrary, utilizes the measured position value yt k and its timestamp Δt k to avoid the quantization problem and the effect of zero-order-hold. The performance is evaluated with respect to the original encoder measurement that has 5 nm of resolution.
A. Simulation on Modeling Error and Order of Continuity
The open-loop transfer function G(s) is generated through ARX system identification of PNLM. Corresponding to the (1, 1) element of G(s), the transfer function G 11 (s) from linear motor 1 to encoder 1 is chosen to demonstrate the effect of the order of continuity: 
The loop is closed with the translational PID gains and a lag compensator, and the model is driven to track a ramp signal at 2 μm/s. Unmodeled dynamics is implemented by randomly disturbing the state-space model's matrices by normalized random error with maximum infinity norm δ max . To reflect the real-case scenario, sub-count estimation is made unaware of the unmodeled dynamics in the simulated plant. The root-mean- square (RMS) error of the corresponding order of continuity is shown in Table II . By applying continuity constraint to the acceleration state, the RMS error is dramatically increased. This phenomenon verifies that the order of the continuity constraint depends on the relative order of the plant model. For a system with relative order of 2, continuity constraints should be applied to the stage position and velocity because acceleration and above are not necessarily continuous.
As shown in Fig. 5 , the effectiveness of the proposed algorithm is evaluated by the comparison with the traditional Kalman filter, curve-fitting, and position-constrained model-based methods against the true position. From the estimation mode shown in part (a), the curve-fitting method does not respond to the displacement profile until the interrupt near 10.55 s is triggered. This behavior is due to the curve-fitting method's reliance on measurement propagation. On the other hand, estimation saturation is observed with the position-constrained modelbased method because it provides inaccurate velocity update (for example, at the interrupt near 9.9 s). Compared to these methods, the proposed algorithm shown is able to provide the most correct estimation and avoid oscillation in the estimated position. Similar trend can be observed for the feedback mode in part (b), where the estimation is used to close the loop. Fig. 6 shows the effect of modeling error with respect to the RMS error in both position and velocity. It is shown that both position and velocity estimation performance are sacrificed when modeling error increases. When applying continuity constraint on only the measured position, it provides smoother estimation and outperforms both the curve-fitting and Kalman filtering. However, its position estimation has similar RMS error compared to the curve-fitting method. The benefit of high order continuity is shown to greatly improve the position estimation accuracy by enforcing continuity on both position and velocity. This simulation results show that the proposed method does not have strict requirement on modeling accuracy. However, if the performance is compromised by the accuracy of the constraint estimation, the proposed method can use advanced estimation method [16] , [17] to formulate the continuity constraints.
B. Experimental Results-Estimation Performance
The system used in the experiments is shown in Fig. 7 . The control algorithm is implemented on a Dual-core LabVIEW Real-time target running LabVIEW RTOS with 2G of RAM. The proposed sub-count estimation algorithm takes approximately 200 μs to run, which is sufficient for the 1 kHz control sampling rate. As mentioned earlier, the coupling effect between the two linear motors is not negligible due to the parallel arrangement. Therefore, corrections from both encoders would be implemented to improve both the translational tracking performance and rotational regulation.
When PNLM performs nano-scale lithography, the stage moves at speed as low as 0 − 5 μm/s. This low-speed operation causes critical quantization effect because the rate of in- terrupt occurrence is much lower than the controller's sampling rate. Also, some lithography patterns require PNLM to perform certain stop-and-go motion. In this situation, the estimation performance against abrupt reference change is important. Fig. 8 presents the position estimation results for nonmodelbased approaches using three past triggers. Due to the lack of knowledge of system dynamics, nonmodel-based approaches are unable to properly predict the intertrigger behavior (from near 62.2 to 62.7 s). As a result, abrupt prediction changes occur as the encoder innovates to the next quantization level (at near 62.7 s). Fig. 9 shows the position estimation results of the proposed method against other model-based approaches. Because the traditional discrete-time Kalman filter requires measurement update at every sampling time, the estimation results are greatly influenced by the quantization effect and asynchronous measurement update. The position continuity constrained method shown in Fig. 9(b) is equivalent to performing eventbased position correction [9] with a coarse observer [10] . Due to the lack of higher order continuity, position constraint does not provide good velocity estimation especially when the system propagates without any encoder update from near 62.4 to 62.7 s. The added continuity constraint on velocity is shown to generate smoother prediction, resulting in improved intersample propagation prediction.
It is worth noting that because both encoders are used, the correction on encoder 1's position estimation is also updated by encoder 2's interrupt, and vice versa. As mentioned earlier, this is because this algorithm is not limited to SISO systems: when both encoders are used, the coupling effect allows both states to be updated by the interrupt from either encoder. This phenomenon is shown to be beneficial and can be found, for example, from 62.2 to 62.4 s.
Abrupt velocity change occurs when a precision machine changes direction or adjusts speed. Examples include stop-andgo lithography patterns for PNLM and sharp turns in surface scanning trajectory for AFM. In these scenarios sub-count estimation's transient performance becomes important, which is evaluated by tracking triangular waves in this study. The effect of horizon length for both model-based and curve-fitting method are demonstrated by the time domain comparison in Fig. 10 . It is shown that the proposed method has less overshoot at the tips of the triangular wave. The error histogram shown in Fig. 11 also verifies the improvements in error distribution.
To evaluate the performance at different speeds, the ramp speed of the triangular wave is varied from 0.5 to 64 μm/s (0.1 to 12.8 count/sampling period) as shown in Fig. 12 . The overall estimation performance is analyzed by two indices: RMS error and estimation correlation. RMS error reflects the overall tracking performance, where lower RMS error indicates better estimation. Estimation correlation shows the prediction performance of sub-count behavior. Higher correlation shows better prediction on the dynamic response between encoder triggers. The RMS error and measurement correlation for position are defined by (11) and (12), respectively. The RMS and correlation performance are compared against the 5-nm encoder measurement, discrete-time Kalman filter, curve-fitting, and continuity-constrained methods with short (one trigger) and long horizons (three triggers) Fig. 13(a) and (b) show the RMS error and measurement correlation for position estimation, respectively. It is shown that the proposed approach and curve-fitting methods can improve the performance both in RMS and correlation over the discrete-time observer. As seen in the time-domain comparison, the proposed model-based method outperforms the curvefitting method when abrupt state changes occur. This advantage is shown when the speed increases: despite having better performance at lower speed, both indices show that at high speed the curve-fitting method experiences noticeably more performance drop compared to the proposed method. This phenomenon shows that when the system is nearly stationary, the more conservative method is more advantageous. When abrupt state changes occur due to fast traversing, the proposed method shows substantial benefits when the prediction on intersample propagation is important.
To make further analysis on the continuity-constrained states, the velocity RMS error and measurement correlation are evaluated as defined by (13) and (14), respectively. The values for each ramp speed is shown in Fig. 14 . It is shown that both curve-fitting and the proposed method outperform the discretetime observer, especially on the measurement correlation. In comparison with other methods, the high-order continuity constraint greatly improves the estimation on system velocity and results in smoother and more accurate sub-count estimation
The effect of horizon length can be observed in both Figs. 13 and 14. While long horizon provides more stable prediction results, the performance is compromised when large state change occurs. For the curve-fitting method, the increase in horizon length can dramatically improve the correlation and RMS error performance at lower speeds. At high speeds, fast traversing diminishes this benefit. Similar phenomenon can also be observed from the continuity-constrained method when more measurement points are included. Compared to the existing methods, the proposed algorithm shows much more stable performance against speed changes especially on RMS error.
C. Experimental Results-Estimation Feedback
The closed-loop performance of this algorithm is evaluated by tracking a 4 μm/s ramp signal as shown in Figs. 15 and  16 . In this setup, the proposed sub-count estimation method is not only used for estimation but also as the feedback signal. It is shown that without estimation feedback, the quantized measurement forces the stage to regulate against its current encoder reading until the measurement increments. This phenomenon creates abrupt steps in position and results in large tracking error. In contrary, by incorporating the sub-count estimation into the feedback signal, smoother transition is observed especially when long propagation between encoder triggers occurs. The RMS error of the raw quantized encoder feedback is 2.844 μm, and it is improved to 1.534 μm by the proposed sub-count estimation feedback. The performance comparison between the Tables III and IV . It is worth noting that transient spikes are more present in Fig. 15 compared to the pure estimation case shown in Fig. 9 . This shows the effect and criticality of modeling error. As shown in Fig. 9 and the associated discussion, the coupling effect in the MIMO model allows the estimation for each motor to be updated by either encoder's triggers. This is important for providing accurate propagation for PNLM due to the unavailability of an accurate model. When traversing at high speed, the yaw angle oscillation is increased and creates uncertainty on the occurrence of this update coupling. When encoder updates from another encoder occurs near the beginning of propagation, the velocity estimation is more accurate and results in smoother propagation (can be seen, for example, at near 9.5 and 13.3 s). In contrary, if the update from coupling does not occur until in the middle of propagation, abrupt changes are to be expected (for example, at near 10.5 and 12.0 s).
VI. CONCLUSION
To improve precision motion control beyond the sensor resolution, sub-count behavior is often analyzed especially when synchronous measurement updates are unavailable. This study has developed a model-based estimation method that uses continuity constraints on both measured and unmeasured physical parameters to improve robustness and achieve fast convergence. By performing continuity correction on important parameters at each encoder trigger, the proposed method provides accurate sub-count estimation without the reliance on accurate model as for the traditional model-based methods. Also, it is able to achieve fast convergence because it does not require long horizon of past measurements as for the curve-fitting methods. The performance was verified on a multiaxis precision stage at various traversing speed. The algorithm is able to reduce sub-count estimation RMS error to 25% − 50% in position and 13% − 26% in velocity of the quantized measurement with 1.1 − 1.6 times of correlation in position and 0.8 − 1.1 in velocity.
