Abstract-We study the computation of the arithmetic sum of the q-ary source messages in the reverse butterfly network. Specifically, we characterize the maxim um rate at which the message sum can be computed at the receiver and demonstrate that linear coding is suboptimal.
This paper appeared at the the IEEE International Symposium on Information Theory (ISIT), in Seoul, Korea, June 28 -July 3, 2009.
978-1-4244-4313-0/09/$25.00 ©2009 IEEE maximum possible rate of computation of the arithmetic sum (i.e. over Z). We then compare the maximum achievable computing rate to that using only linear coding. These results naturally generalize to arbitrary acyclic networks having a single receiver and will be presented in a future publication.
A. Network model and preliminaries
In this paper, a network N for computation consists of a finite, directed acyclic multigraph G == (V, £), a set of source nodes 5~V, and a single receiver T E V -5. Throughout, let 8 == 151. Such a network is denoted by N == (G, 5, T). We will assume (without loss of generality) that if a node has no in-edges, then it is a source node. An alphabet is a finite set of size at least two. Each source generates messages, which are symbols from a fixed alphabet! A. The objective of the receiver is to compute a certain function of these messages.
Let B be an arbitrary alphabet. A target function is any map of the form Let + denote the arithmetic sum operation (i.e. ordinary addition) and let EB denote modulo addition (for a specified modulus). Some example target functions are defined below. The network computation problem consists of a singlereceiver network N, and a target function I, whose arguments are the network source messages. The goal is to compute! at the receiver T.
We will view each network source node in 5 as generating a vector of k alphabet symbols (e.g. modeling a source output over k consecutive time units). Every out-edge of each node in V carries a vector of n alphabet symbols, which is a function of 1For simplicity we assume each source has associated with it exactly one message, but all of the results in this paper can readily be extended to the more general case. 
A decoding function rljJ (at the receiver T) is a mapping
A (k, n) network code (with respect to a particular alphabet A) for a network is a collection of encoding functions, one for each network edge, together with a decoding function at the receiver. For each edge e, let z; E An denote the vector carried by e and denote the in-edges of the receiver by 
.. ,000(PS)i) .
In this case, we say the rational number kin is an achievable computing rate. When the alphabet A is a ring, a (k, n) network code is said to be linear if all the encoding functions are linear (i.e., at each node, its out-edges carry a linear combination with matrix coefficients over A of all the vectors on the in-edges of that node). We do not require the decoding function rljJ to be linear in a linear network code, thus allowing a linear network code to compute non-linear target functions.
The computing capacity of a network N with respect to
The computing capacity is thus the supremum of all achievable computing rates for a network. The linear computing capacity Clin(N, f) and routing computing capacity are defined similarly by restricting the set of allowable encoding functions. Figure 1 shows the well-known multicast butterfly network (introduced in [1] ). The network shown in Figure 2 is obtained by reversing the direction of all the edges of the butterfly network, and we call the result the reverse butterfly network
II. SUMMARY OF THE RESULTS
The phrase "any linear computing capacity" in Theorem 11.2 refers to the possibility that different underlying ring structures of the alphabet A can give rise to different types of linearity.
Remark 11.3. The arithmetic sum can be computed in the reverse butterfly network at a computing rate of 1 
A. Discussion
In the next section, the proof of achievability in Theorem 11.1 will use a result on computing the modulo sum in the reverse butterfly network. It is based on the observation that computing the arithmetic sum of the source messages over an alphabet A == {O, 1, ... ,q} can be accomplished by computing the modulo sum of the sources for sufficiently large modulus. 
III. PROOFS
For any n 2: 1, the above solution computes the arithmetic sum target function in N at a rate of k 2n n'
rn logq (2q -1)l .
Thus for any E > 0, by choosing n large enough we have a
C. Conclusion
We have illustrated concepts of network computing with the reverse butterfly network by deriving its non-linear, linear, and routing computing capacities. More extensive and general results will be presented in a future publication. In particular, we can obtain the computing capacity of arbitrary singlereceiver directed, acyclic networks if the target function is linear over a finite field alphabet. This result, then, can be used to provide a lower bound on the rate at which the arithmetic sum target function can be computed in such networks.
target function evaluates to 0 + 0 == 0, so in order to prevent ambiguity the receiver must always decode the target function • REFERENCES
B. Proof of Theorem 11.2
Proof' The lower bound follows from the fact that routing achieves a computing rate of 1.
Let el, e2 denote the two in-edges of the receiver T. On the other hand, when the source message map a is such that a(PI) == a(P2) == 0, the edges el and e2 also each carry the all-zero vector. In this case the arithmetic sum 2In this proof, matrix multiplication and vector addition are performed over the ring in which the network code is linear and 0 denotes the zero vector over the same ring.
