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Abstrat
In this paper a new estimator for the transition density pi of an homogeneous Markov
hain is onsidered. We introdue an original ontrast derived from regression frame-
work and we use a model seletion method to estimate pi under mild onditions. The
resulting estimate is adaptive with an optimal rate of onvergene over a large range
of anisotropi Besov spaes B
(α1,α2)
2,∞ . Some appliations and simulations are also
presented.
Résumé
Dans et artile, on onsidère un nouvel estimateur de la densité de transition pi
d'une haîne de Markov homogène. Pour ela, on introduit un ontraste original issu
de la théorie de la régression et on utilise une méthode de séletion de modèles pour
estimer pi sous des onditions peu restritives. L'estimateur obtenu est adaptatif et
la vitesse de onvergene est optimale pour une importante lasse d'espaes de Besov
anisotropes B
(α1,α2)
2,∞ . On présente également des appliations et des simulations.
Key words: adaptive estimation, transition density, Markov hain, model
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tion, penalized 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1 Introdution
We onsider (Xi) a homogeneous Markov hain. The purpose of this paper
is to estimate the transition density of suh a hain. This quantity allows
to omprehend the form of dependene between variables and is dened by
pi(x, y)dy = P (Xi+1 ∈ dy|Xi = x). It enables also to ompute other quan-
tities, like E[F (Xi+1)|Xi = x] for example. As many authors, we hoose for
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this a nonparametri approah. Roussas [1℄ rst studies an estimator of the
transition density of a Markov hain. He proves the onsisteny and the asymp-
toti normality of a kernel estimator for hains satisfying a strong ondition
known as Doeblin's hypothesis. In Bosq [2℄, an estimator by projetion is
studied in a mixing framework and the onsistene is also proved. Basu and
Sahoo [3℄ establish a Berry-Essen inequality for a kernel estimator under an
assumption introdued by Rosenblatt, weaker than the Doeblin's hypothesis.
Athreya and Atunar [4℄ improve the result of Roussas sine they only need
the Harris reurrene of the Markov hain. Other authors are interested in
the estimation of the transition density in the non-stationary ase: Doukhan
and Ghindès [5℄ bound the integrated risk for any initial distribution. In [6℄,
reursive estimators for a non-stationary Markov hain are desribed. More
reently, Clemençon [7℄ omputes the lower bound of the minimax Lp risk and
desribes a quotient estimator using wavelets. Laour [8℄ nds an estimator by
projetion with model seletion that reahes the optimal rate of onvergene.
All these authors have estimated pi by observing that pi = g/f where g is the
density of (Xi, Xi+1) and f the stationary density. If gˆ and fˆ are estimators
of g and f , then an estimator of pi an be obtained by writing pˆi = gˆ/fˆ . But
this method has the drawbak that the resulting rate of onvergene depends
on the regularity of f . And the stationary density f an be less regular than
the transition density.
The aim here is to nd an estimator p˜i of pi from the observations X1, . . . , Xn+1
suh that the order of the L2 risk depends only on the regularity of pi and is
optimal.
Clémençon [7℄ introdues an estimation proedure based on an analogy with
the regression framework using the thresholding of wavelets oeients for
regular Markov hains. We propose in this paper an other method based on
regression, whih improves the rate and has the advantage to be really om-
putable. Indeed, this method allows to reah the optimal rate of onvergene,
without the logarithmi loss obtained by Clémençon [7℄ and an be applied to
β-mixing Markov hains (the notion of "regular" Markov hains in [7℄ is equiv-
alent to Φ-mixing and is then a stronger assumption). We use model seletion
via penalization as desribed in [9℄ with a new ontrast inspired by the lassi-
al regression ontrast. To deal with the dependene we use auxiliary variables
X∗i as in [10℄. But ontrary to most ases in suh estimation proedure, our
penalty does not ontain any mixing term and is entirely omputable.
In addition, we onsider transition densities belonging to anisotropi Besov
spaes, i.e. with dierent regularities with respet to the two diretions. Our
projetion spaes (pieewise polynomials, trigonometri polynomials or wave-
lets) have dierent dimensions in the two diretions and the proedure selets
automatially both well tted dimensions. A lower bound for the rate of on-
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vergene on anisotropi Besov balls is proved, whih shows that our estimation
proedure is optimal in a minimax sense.
The paper is organized as follows. First, we present the assumptions on the
Markov hain and on the olletions of models. We also give examples of hains
and models. Setion 3 is devoted to estimation proedure and the link with
lassial regression. The bound on the empirial risk is established in Setion
4 and the L2 ontrol is studied in Setion 5. We ompute both upper bound
and lower bound for the mean integrated squared error. In Setion 6, some
simulation results are given. The proofs are gathered in the last setion.
2 Assumptions
2.1 Assumptions on the Markov hain
We onsider an irreduible Markov hain (Xn) taking its values in the real
line R. We suppose that (Xn) is positive reurrent, i.e. it admits a stationary
probability measure µ (for more details, we refer to [11℄). We assume that
the distribution µ has a density f with respet to the Lebesgue measure and
that the transition kernel P (x,A) = P (Xi+1 ∈ A|Xi = x) has also a density,
denoted by pi. Sine the number of observations is nite, pi is estimated on a
ompat set A = A1×A2 only. More preisely, the Markov proess is supposed
to satisfy the following assumptions:
A1. (Xn) is irreduible and positive reurrent.
A2. The distribution ofX0 is equal to µ , thus the hain is (stritly) stationary.
A3. The transition density pi is bounded on A, i.e.
‖pi‖∞ := sup(x,y)∈A |pi(x, y)| <∞
A4. The stationary density f veries ‖f‖∞ := supx∈A1 |f(x)| < ∞ and there
exists a positive real f0 suh that, for all x in A1, f(x) ≥ f0.
A5. The hain is geometrially β-mixing (βq ≤ e−γq), or arithmetially β-
mixing (βq ≤ q−γ).
Sine (Xi) is a stationary Markov hain, the β-mixing is very expliit, the
mixing oeients an be written:
βq =
∫
‖P q(x, .)− µ‖TV f(x)dx (1)
where ‖.‖TV is the total variation norm (see [12℄).
Notie that we distinguish the sets A1 and A2 in this work beause the two
diretions x and y in pi(x, y) do not play the same role, but in pratie A1 and
3
A2 will be equal and idential or lose to the value domain of the hain.
2.2 Examples of hains
A lot of proesses verify the previous assumptions, as (lassial or more gen-
eral) autoregressive proesses, or diusions. Here we give a nonexhaustive list
of suh hains.
2.2.1 Diusion proesses
We onsider the proess (Xi∆)1≤i≤n where ∆ > 0 is the observation step and
(Xt)t≥0 is dened by
dXt = b(Xt)dt+ σ(Xt)dWt
where W is the standard Brownian motion, b is a loally bounded Borel fun-
tion and σ an uniformly ontinuous funtion. We suppose that the drift fun-
tion b and the diusion oeient σ satisfy the following onditions, given in
[13℄(Proposition 1):
(1) there exists λ−, λ+ suh that ∀x 6= 0, 0 < λ− < σ2(x) < λ+,
(2) there exists M0 ≥ 0, α > −1 and r > 0 suh that
∀|x| ≥M0, xb(x) ≤ −r|x|α+1.
Then, ifX0 follows the stationary distribution, the disretized proess (Xi∆)1≤i≤n
satises Assumptions A1A5. Note that the mixing is geometrial as soon as
α ≥ 0. The ontinuity of the transition density ensures that Assumption A3
holds. Moreover, we an write
f(x) =
1
Mσ2(x)
exp
[
2
∫ x
0
b(u)
σ2(u)
du
]
with M suh that
∫
f = 1. Consequently Assumption A4 is veried with
‖f‖∞ ≤ 1Mλ− exp
[
2
λ−
supx∈A1
∫ x
0 b(u)du
]
and f0 ≥ 1Mλ+ exp
[
2
λ+
infx∈A1
∫ x
0 b(u)du
]
.
2.2.2 Nonlinear AR(1) proesses
Let us onsider the following proess
Xn = ϕ(Xn−1) + εXn−1,n
where εx,n has a positive density lx with respet to the Lebesgue measure,
whih does not depend on n. We suppose that the following onditions are
veried:
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(1) There exist M > 0 and ρ < 1 suh that, for all |x| > M , |ϕ(x)| < ρ|x|
and sup|x|≤M |ϕ(x)| <∞.
(2) There exist l0 > 0, l1 > 0 suh that ∀x, y l0 ≤ lx(y) ≤ l1.
Then Mokkadem [14℄ proves that the hain is Harris reurrent and geometri-
ally ergodi. It implies that Assumptions A1 and A5 are satised. Moreover
pi(x, y) = lx(y − ϕ(x)) and f(y) = ∫ f(x)pi(x, y)dx and then Assumptions
A3-A4 hold with f0 ≥ l0 and ‖f‖∞ ≤ ‖pi‖∞ ≤ l1.
2.2.3 ARX(1,1) models
The nonlinear proess ARX(1,1) is dened by
Xn = F (Xn−1, Zn) + ξn
where F is bounded and (ξn), (Zn) are independent sequenes of i.i.d. random
variables with E|ξn| <∞. We suppose that the distribution of Zn has a positive
density l with respet to the Lebesgue mesure. Assume that there exist ρ < 1,
a loally bounded and mesurable funtion h : R 7→ R+ suh that Eh(Zn) <∞
and positive onstants M, c suh that
∀|(u, v)| > M |F (u, v)| < ρ|u|+ h(v)− c and sup
|x|≤M
|F (x)| <∞.
Then Doukhan [12℄ proves (p.102) that (Xn) is a geometrially β−mixing
proess. We an write
pi(x, y) =
∫
l(z)fξ(y − F (x, z))dz
where fξ is the density of ξn. So, if we assume furthermore that there exist
a0, a1 > 0 suh that a0 ≤ fξ ≤ a1, then Assumptions A3-A4 are veried with
f0 ≥ a0 and ‖f‖∞ ≤ ‖pi‖∞ ≤ a1.
2.2.4 ARCH proesses
The model is
Xn+1 = F (Xn) +G(Xn)εn+1
where F and G are ontinuous funtions and for all x, G(x) 6= 0. We suppose
that the distribution of εn has a positive density l with respet to the Lebesgue
measure and that there exists s ≥ 1 suh that E|εn|s < ∞. The hain (Xn)
satises Assumptions A1 and A5 if (see [15℄):
lim sup
|x|→∞
|F (x)|+ |G(x)|(E|εn|s)1/s
|x| < 1. (2)
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In addition, we assume that ∀x l0 ≤ l(x) ≤ l1. Then Assumption A3 is
veried with ‖pi‖∞ ≤ l1/ infx∈A1 G(x). And Assumption A4 holds with f0 ≥
l0
∫
fG−1 and ‖f‖∞ ≤ l1 ∫ fG−1.
2.3 Assumptions on the models
In order to estimate pi, we need to introdue a olletion {Sm, m ∈ Mn} of
spaes, that we all models. For eah m = (m1, m2), Sm is a spae of funtions
with support in A dened from two spaes: Fm1 and Hm2 . Fm1 is a subspae
of (L2 ∩L∞)(R) spanned by an orthonormal basis (ϕmj )j∈Jm with |Jm| = Dm1
suh that, for all j, the support of ϕmj is inluded in A1. In the same way Hm2
is a subspae of (L2 ∩ L∞)(R) spanned by an orthonormal basis (ψmk )k∈Km
with |Km| = Dm2 suh that, for all k, the support of ψmk is inluded in A2.
Here j and k are not neessarily integers, it an be ouples of integers as in
the ase of a pieewise polynomial spae. Then, we dene
Sm = Fm1 ⊗Hm2 = {t, t(x, y) =
∑
j∈Jm
∑
k∈Km
amj,kϕ
m
j (x)ψ
m
k (y)}
The assumptions on the models are the following:
M1. For all m2, Dm2 ≤ n1/3 and Dn := maxm∈Mn Dm1 ≤ n1/3
M2. There exist positive reals φ1, φ2 suh that, for all u in Fm1 , ‖u‖2∞ ≤
φ1Dm1
∫
u2, and for all v in Hm2 , supx∈A2 |v(x)|2 ≤ φ2Dm2
∫
v2. By letting
φ0 =
√
φ1φ2, that leads to
∀t ∈ Sm ‖t‖∞ ≤ φ0
√
Dm1Dm2‖t‖ (3)
where ‖t‖2 = ∫
R2
t2(x, y)dxdy.
M3. Dm1 ≤ Dm′1 ⇒ Fm1 ⊂ Fm′1 and Dm2 ≤ Dm′2 ⇒ Hm2 ⊂ Hm′2
The rst assumption guarantees that dimSm = Dm1Dm2 ≤ n2/3 ≤ n where n
is the number of observations. The ondition M2 implies a useful link between
the L2 norm and the innite norm. The third assumption ensures that, for
m and m′ in Mn, Sm + Sm′ is inluded in a model (sine Sm + Sm′ ⊂ Sm′′
with Dm′′
1
= max(Dm1 , Dm′1) and Dm′′2 = max(Dm2 , Dm′2)). We denote by S
the spae with maximal dimension among the (Sm)m∈Mn . Thus for all m in
Mn, Sm ⊂ S.
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2.4 Examples of models
We show here that Assumptions M1M3 are not too restritive. Indeed, they
are veried for the spaes Fm1 (and Hm2) spanned by the following bases (see
[9℄):
• Trigonometri basis: for A = [0, 1], < ϕ0, . . . , ϕm1−1 > with ϕ0 = 1[0,1],
ϕ2j(x) =
√
2 cos(2pijx) 1[0,1](x), ϕ2j−1(x) =
√
2 sin(2pijx)1[0,1](x) for j ≥ 1.
For this model Dm1 = m1 and φ1 = 2 hold.
• Histogram basis: forA = [0, 1],< ϕ1, . . . , ϕ2m1 > with ϕj = 2m1/21[(j−1)/2m1 ,j/2m1 [
for j = 1, . . . , 2m1 . Here Dm1 = 2
m1
, φ1 = 1.
• Regular pieewise polynomial basis: for A = [0, 1], polynomials of degree
0, . . . , r (where r is xed) on eah interval [(l − 1)/2D, l/2D[, l = 1, . . . , 2D.
In this ase, m1 = (D, r), Jm = {j = (l, d), 1 ≤ l ≤ 2D, 0 ≤ d ≤ r},
Dm1 = (r + 1)2
D
. We an put φ1 =
√
r + 1.
• Regular wavelet basis: < Ψlk, l = −1, . . . , m1, k ∈ Λ(l) > where Ψ−1,k points
out the translates of the father wavelet and Ψlk(x) = 2
l/2Ψ(2lx− k) where
Ψ is the mother wavelet. We assume that the support of the wavelets is
inluded in A1 and that Ψ−1 belongs to the Sobolev spae W r2 .
3 Estimation proedure
3.1 Denition of the ontrast
To estimate the funtion pi, we dene the ontrast
γn(t) =
1
n
n∑
i=1
[
∫
R
t2(Xi, y)dy − 2t(Xi, Xi+1)]. (4)
We hoose this ontrast beause
Eγn(t) = ‖t− pi‖2f − ‖pi‖2f
where
‖t‖2f =
∫
R2
t2(x, y)f(x)dxdy.
Therefore γn(t) is the empirial ounterpart of the ‖.‖f -distane between t and
f and the minimization of this ontrast omes down to minimize ‖t − pi‖f .
This ontrast is new but is atually onneted with the one used in regression
problems, as we will see in the next subsetion.
We want to estimate pi by minimizing this ontrast on Sm. Let t(x, y) =
∑
j∈Jm
∑
k∈Km aj,kϕ
m
j (x)ψ
m
k (y) a funtion in Sm. Then, if Am denotes the ma-
trix (aj,k)j∈Jm,k∈Km,
∀j0∀k0 ∂γn(t)
∂aj0,k0
= 0⇔ GmAm = Zm,
where


Gm =
(
1
n
n∑
i=1
ϕmj (Xi)ϕ
m
l (Xi)
)
j,l∈Jm
Zm =
(
1
n
n∑
i=1
ϕmj (Xi)ψ
m
k (Xi+1)
)
j∈Jm,k∈Km
Indeed,
∂γn(t)
∂aj0,k0
= 0⇔ ∑
j∈Jm
aj,k0
1
n
n∑
i=1
ϕmj (Xi)ϕ
m
j0
(Xi) =
1
n
n∑
i=1
ϕmj0(Xi)ψ
m
k0
(Xi+1). (5)
We an not dene a unique minimizer of the ontrast γn(t), sine Gm is not
neessarily invertible. For example, Gm is not invertible if there exists j0 in
Jm suh that there is no observation in the support of ϕj0 (Gm has a null
olumn). This phenomenon happens when loalized bases (as histogram bases
or pieewise polynomial bases) are used. However, the following proposition
will enable us to dene an estimator:
Proposition 1
∀j0∀k0 ∂γn(t)
∂aj0,k0
= 0⇔ ∀y (t(Xi, y))1≤i≤n = PW

(∑
k
ψmk (Xi+1)ψ
m
k (y)
)
1≤i≤n


where PW denotes the orthogonal projetion onW = {(t(Xi, y))1≤i≤n, t ∈ Sm}.
Thus the minimization of γn(t) leads to a unique vetor (pˆim(Xi, y))1≤i≤n de-
ned as the projetion of (
∑
k ψk(Xi+1)ψk(y))1≤i≤n onW . The assoiated fun-
tion pˆim(., .) is not dened uniquely but we an hoose a funtion pˆim in Sm
whose values at (Xi, y) are xed aording to Proposition 1. For the sake of
simpliity, we denote
pˆim = arg min
t∈Sm
γn(t).
This underlying funtion is more a theoretial tool and the estimator is atu-
ally the vetor (pˆim(Xi, y))1≤i≤n. This remark leads to onsider the risk dened
with the empirial norm
‖t‖n =
(
1
n
n∑
i=1
∫
R
t2(Xi, y)dy
)1/2
. (6)
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This norm is the natural distane in this problem and we an notie that if t
is deterministi with support inluded in A1 × R
f0‖t‖2 ≤ E‖t‖2n = ‖t‖2f ≤ ‖f‖∞‖t‖2
and then the mean of this empirial norm is equivalent to the L2 norm ‖.‖.
3.2 Link with lassial regression
Let us x k in Km and let
Yi,k = ψ
m
k (Xi+1) for i ∈ {1, . . . , n}
tk(x) =
∫
t(x, y)ψmk (y)dy for all t in L
2(R2).
Atually, Yi,k and tk depend on m but we do not mention this for the sake of
simpliity. For the same reason, we denote in this subsetion ψmk by ψk and
ϕmj by ϕj . Then, if t belongs to Sm,
t(x, y)=
∑
j∈Jm
∑
k∈Km
(∫
t(x′, y′)ϕj(x′)ψk(y′)dx′dy′
)
ϕj(x)ψk(y)
=
∑
k∈Km
∑
j∈Jm
(∫
tk(x
′)ϕj(x′)dx′
)
ϕj(x)ψk(y) =
∑
k∈Km
tk(x)ψk(y)
and then, by replaing this expression of t in γn(t), we obtain
γn(t) =
1
n
n∑
i=1
[
∫ ∑
k,k′
tk(Xi)tk′(Xi)ψk(y)ψk′(y)dy − 2
∑
k
tk(Xi)ψk(Xi+1)]
=
1
n
n∑
i=1
∑
k∈Km
[t2k(Xi)− 2tk(Xi)Yi,k] =
1
n
n∑
i=1
∑
k∈Km
[tk(Xi)− Yi,k]2 − Y 2i,k.
Consequently
min
t∈Sm
γn(t) =
∑
k∈Km
min
tk∈Fm1
1
n
n∑
i=1
[tk(Xi)− Yi,k]2 − Y 2i,k.
We reognize, for all k, the least squares ontrast, whih is used in regression
problems. Here the regression funtion is pik =
∫
pi(., y)ψk(y)dy whih veries
Yi,k = pik(Xi) + εi,k (7)
where
εi,k = ψk(Xi+1)− E[ψk(Xi+1)|Xi]. (8)
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The estimator pˆim an be written as
∑
k∈Km pˆik(x)ψk(y) where pˆik is the lassial
least squares estimator for the regression model (7) (as previously, only the
vetor (pˆik(Xi))1≤i≤n is uniquely dened).
This regression model is used in Clémençon [7℄ to estimate the transition den-
sity. In the same manner, we ould use here the ontrast γ(k)n (t) =
1
n
∑n
i=1[ψk(Xi+1)−
t(Xi)]
2
to take advantage of analogy with regression. This method allows to
have a good estimation of the projetion of pi on some Sm by estimating rst
eah pik, but does not provide an adaptive method. Model seletion requires a
more global ontrast, as desribed in (4).
3.3 Denition of the estimator
We have then an estimator of pi for all Sm. Let now
mˆ = arg min
m∈Mn
{γn(pˆim) + pen(m)}
where pen is a penalty funtion to be speied later. Then we an dene
p˜i = pˆimˆ and ompute the empirial mean integrated squared error E‖pi − p˜i‖2n
where ‖.‖n is the empirial norm dened in (6).
4 Calulation of the risk
For a funtion h and a subspae S, let
d(h, S) = inf
g∈S
‖h− g‖ = inf
g∈S
(∫∫
|h(x, y)− g(x, y)|2dxdy
)1/2
.
With an inequality of Talagrand [16℄, we an prove the following result.
Theorem 2 We onsider a Markov hain satisfying Assumptions A1A5 (with
γ > 14 in the ase of an arithmetial mixing). We onsider p˜i the estimator of
the transition density pi desribed in Setion 3 with models verifying Assump-
tions M1M3 and the following penalty:
pen(m) = K0‖pi‖∞Dm1Dm2
n
(9)
where K0 is a numerial onstant. Then
E‖pi1A − p˜i‖2n ≤ C inf
m∈Mn
{d2(pi1A, Sm) + pen(m)}+ C
′
n
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where C = max(5‖f‖∞, 6) and C ′ is a onstant depending on φ1, φ2, ‖pi‖∞, f0,
‖f‖∞, γ.
The onstant K0 in the penalty is purely numerial (we an hoose K0 = 45).
We observe that the term ‖pi‖∞ appears in the penalty although it is unknown.
Nevertheless it an be replaed by any bound of ‖pi‖∞. Moreover, it is possible
to use ‖pˆi‖∞ where pˆi is some estimator of pi. This method of random penalty
(speially with innite norm) is suessfully used in [17℄ and [18℄ for example,
and an be applied here even if it means onsidering pi regular enough. This
is proved in appendix.
It is relevant to notie that the penalty term does not ontain any mixing term
and is then entirely omputable. It is in fat related to martingale properties
of the underlying empirial proesses. The onstant K0 is a xed universal
numerial onstant; for pratial purposes, it is adjusted by simulations.
We are now interested in the rate of onvergene of the risk. We onsider that
pi restrited to A belongs to the anisotropi Besov spae on A with regularity
α = (α1, α2). Note that if pi belongs to B
α
2,∞(R
2), then pi restrited to A
belongs to Bα2,∞(A). Let us reall the denition of B
α
2,∞(A). Let e1 and e2 be
the anonial basis vetors in R
2
and for i = 1, 2, Arh,i = {x ∈ R2; x, x +
hei, . . . , x+ rhei ∈ A}. Next, for x in Arh,i, let
∆rh,ig(x) =
r∑
k=0
(−1)r−k
(
r
k
)
g(x+ khei)
the rth dierene operator with step h. For t > 0, the diretional moduli of
smoothness are given by
ωri,i(g, t) = sup
|h|≤t
(∫
A
ri
h,i
|∆rih,ig(x)|2dx
)1/2
.
We say that g is in the Besov spae Bα2,∞(A) if
sup
t>0
2∑
i=1
t−αiωri,i(g, t) <∞
for ri integers larger than αi. The transition density pi an thus have dier-
ent smoothness properties with respet to dierent diretions. The proedure
desribed here allows an adaptation of the approximation spae to eah dire-
tional regularity. More preisely, if α2 > α1 for example, the estimator hooses
a spae of dimension Dm2 = D
α1/α2
m1 < Dm1 for the seond diretion, where pi
is more regular. We an thus write the following orollary.
Corollary 3 We suppose that pi restrited to A belongs to the anisotropi
Besov spae Bα2,∞(A) with regularity α = (α1, α2) suh that α1−2α2+2α1α2 >
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0 and α2−2α1+2α1α2 > 0. We onsider the spaes desribed in Subsetion 2.4
(with the regularity r of the polynomials and the wavelets larger than αi − 1).
Then, under the assumptions of Theorem 2,
E‖pi1A − p˜i‖2n = O(n−
2α¯
2α¯+2 ).
where α¯ is the harmoni mean of α1 and α2.
The harmoni mean of α1 and α2 is the real α¯ suh that 2/α¯ = 1/α1 + 1/α2.
Note that the ondition α1 − 2α2 + 2α1α2 > 0 is ensured as soon as α1 ≥ 1
and the ondition α2 − 2α1 + 2α1α2 > 0 as soon as α2 ≥ 1.
Thus we obtain the rate of onvergene n−
2α¯
2α¯+2
, whih is optimal in the mini-
max sense (see Setion 5.3 for the lower bound).
5 L2 ontrol
5.1 Estimation proedure
Although the empirial norm is the more natural in this problem, we are
interested in a L2 ontrol of the risk. For this, the estimation proedure must
be modied. We trunate the previous estimator in the following way :
p˜i∗ =

p˜i if ‖p˜i‖ ≤ kn0 else (10)
with kn = n
2/3
.
5.2 Calulation of the L2 risk
We obtain in this framework a result similar to Theorem 2.
Theorem 4 We onsider a Markov hain satisfying Assumptions A1A5 (with
γ > 20 in the ase of an arithmetial mixing). We onsider p˜i∗ the estimator
of the transition density pi desribed in Setion 5.1. Then
E‖p˜i∗ − pi1A‖2 ≤ C inf
m∈Mn
{d2(pi1A, Sm) + pen(m)}+ C
′
n
.
where C = max(36f−10 ‖f‖∞ + 2, 36f−10 ) and C ′ is a onstant depending on
φ1, φ2, ‖pi‖∞, ‖pi‖, f0, ‖f‖∞, γ.
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If pi is regular, we an state the following orollary:
Corollary 5 We suppose that the restrition of pi to A belongs to the aniso-
tropi Besov spae Bα2,∞(A) with regularity α = (α1, α2) suh that α1 − 2α2 +
2α1α2 > 0 and α2 − 2α1 + 2α1α2 > 0. We onsider the spaes desribed in
Subsetion 2.4 (with the regularity r of the polynomials and the wavelets larger
than αi − 1). Then, under the assumptions of Theorem 4,
E‖pi1A − p˜i∗‖2 = O(n− 2α¯2α¯+2 ).
where α¯ is the harmoni mean of α1 and α2.
The same rate of onvergene is then ahieved with the L2 norm instead of
the empirial norm. And the proedure allows to adapt automatially the
two dimensions of the projetion spaes to the regularities α1 and α2 of the
transition density pi. If α1 = 1 we reognize the rate n
− α2
3α2+1
established by
Birgé [19℄ with metrial arguments. The optimality is proved in the following
subsetion.
If α1 = α2 = α ("lassial" Besov spae), then α¯ = α and our result is thus
an improvement of the one of Clémençon [7℄, whose proedure ahieves only
the rate (log(n)/n)
2α
2α+2
and allows to use only wavelets. We an observe that
in this ase, the ondition α1 − 2α2 + 2α1α2 > 0 is equivalent to α > 1/2 and
so is veried if the funtion pi is regular enough.
Atually, in the ase α1 = α2, an estimation with isotropi spaes (Dm1 = Dm2)
is preferable. Indeed, in this framework, the models are nested and so we an
onsider spaes with larger dimension (D2m ≤ n instead of D2m ≤ n2/3). Then
Corollary 3 is valid whatever α > 0. Moreover, for the arithmeti mixing,
assumption γ > 6 is suient.
5.3 Lower bound
We denote by ‖.‖A the norm in L2(A), i.e. ‖g‖A = (∫A |g|2)1/2. We set
B = {pi transition density on R of a positive reurrent
Markov hain suh that ‖pi‖Bα
2,∞(A)
≤ L}
and Epi the expetation orresponding to the distribution of X1, . . . , Xn if the
true transition density of the Markov hain is pi and the initial distribution is
the stationary distribution.
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Theorem 6 There exists a positive onstant C suh that, if n is large enough,
inf
pˆin
sup
pi∈B
Epi‖pˆin − pi‖2A ≥ Cn−
2α¯
2α¯+2
where the inmum is taken over all estimators pˆin of pi based on the observa-
tions X1, . . . , Xn+1.
So the lower bound in [7℄ is generalized for the ase α1 6= α2. It shows that
our proedure reahes the optimal minimax rate, whatever the regularity of
pi, without needing to know α.
6 Simulations
To evaluate the performane of our method, we simulate a Markov hain with
a known transition density and then we estimate this density and ompare
the two funtions for dierent values of n. The estimation proedure is easy,
we an deompose it in some steps:
• nd the oeients matrix Am for eah m = (m1, m2)
• ompute γn(pˆim) = Tr(tAmGmAm − 2tZmAm)
• nd mˆ suh that γn(pˆim) + pen(m) is minimum
• ompute pˆimˆ
For the rst step, we use two dierent kinds of bases : the histogram bases
and the trigonometri bases, as desribed in subsetion 2.4. We renormalize
these bases so that they are dened on the estimation domain A instead of
[0, 1]2. For the third step, we hoose pen(m) = 0.5
Dm1Dm2
n
.
We onsider three Markov hains:
• An autoregressive proess dened by Xn+1 = aXn + b+ εn+1, where the εn
are i.i.d. entered Gaussian random variables with variane σ2. The stationary
distribution of this proess is a Gaussian with mean b/(1−a) and with variane
σ2/(1 − a2). The transition density is pi(x, y) = ϕ(y − ax − b) where ϕ(z) =
1/(σ
√
2pi). exp(−z2/2σ2) is the density of a standard Gaussian. Here we hoose
a = 0.5, b = 3, σ = 1 and we note this proess AR(1). It is estimated on [4, 8]2.
• A disrete radial Ornstein-Uhlenbek proess, i.e. the Eulidean norm of a
vetor (ξ1, ξ2, ξ3) whose omponents are i.i.d. proesses satisfying, for j =
1, 2, 3, ξjn+1 = aξ
j
n+βε
j
n where ε
j
n are i.i.d. standard Gaussian. This proess is
studied in detail in [20℄. Its transition density is
pi(x, y) = 1y>0 exp(−y
2 + a2x2
2β2
)I1/2(
axy
β2
)
y
β2
√
y
ax
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where I1/2 is the Bessel funtion with index 1/2. The stationary density of
this hain is f(x) = 1x>0 exp{−x2/2ρ2}2x2/(ρ3
√
2pi) with ρ2 = β2/(1 − a2).
We hoose a = 0.5, β = 3 and we denote this proess by
√
CIR sine it is the
square root of a Cox-Ingersoll-Ross proess. The estimation domain is [2, 10]2.
• An ARCH proess dened by Xn+1 = sin(Xn)+(cos(Xn)+3)εn+1 where the
εn+1 are i.i.d. standard Gaussian. We verify that the ondition (2) is satised.
Here the transition density is
pi(x, y) = ϕ
(
y − sin(x)
cos(x) + 3
)
1
cos(x) + 3
and we estimate this hain on [−6, 6]2.
Z
X
Y
Fig. 1. Estimator (light surfae) and true fontion (dark surfae) for a
√
CIR proess
estimated with a histogram basis, n = 1000.
We an illustrate the results by some gures. Figure 1 shows the surfae z =
pi(x, y) and the estimated surfae z = p˜i(x, y). We use a histogram basis and we
see that the proedure hooses dierent dimensions on the absissa and on the
ordinate sine the estimator is onstant on retangles instead of squares. Figure
2 presents setions of this kind of surfaes for the AR(1) proess estimated with
trigonometri bases. We an see the urves z = pi(4.6, y) versus z = p˜i(4.6, y)
and the urves z = pi(x, 5) versus z = p˜i(x, 5). The seond setion shows that
it may exist some edge eets due to the mixed ontrol of the two diretions.
For more preise results, empirial risk and L2 risk are given respetively in
Table 1 and Table 2.
15
1 2 3 4 5 6 7 8 9 10
−0.05
0.00
0.05
0.10
0.15
0.20
0.25
0.30
0.35
0.40
0.45
2 3 4 5 6 7 8 9 10 11
0.00
0.05
0.10
0.15
0.20
0.25
0.30
0.35
0.40
x = 4.6 y = 5
Fig. 2. Setions for AR(1) proess estimated with a trigonometri basis, n = 1000,
dark line: true funtion, light line: estimator.
❍
❍
❍
❍
❍❍
law
n
50 100 250 500 1000 basis
AR(1) 0.067 0.055 0.043 0.038 0.033 H
0.096 0.081 0.063 0.054 0.045 T
√
CIR 0.026 0.023 0.019 0.016 0.014 H
0.019 0.015 0.009 0.007 0.006 T
ARCH 0.031 0.027 0.016 0.015 0.014 H
0.020 0.012 0.008 0.007 0.007 T
Table 1
Empirial risk E‖pi−p˜i‖2n for simulated data with pen(m) = 0.5Dm1Dm2/n, averaged
over N = 200 samples. H: histogram basis, T: trigonometri basis.
❍
❍
❍
❍
❍❍
law
n
50 100 250 500 1000 basis
AR(1) 0.242 0.189 0.132 0.109 0.085 H
0.438 0.357 0.253 0.213 0.180 T
√
CIR 0.152 0.130 0.094 0.066 0.054 H
0.152 0.123 0.072 0.052 0.046 T
ARCH 0.367 0.303 0.168 0.156 0.144 H
0.249 0.137 0.096 0.092 0.090 T
Table 2
L2 risk E‖pi− p˜i∗‖2 for simulated data with pen(m) = 0.5Dm1Dm2/n, averaged over
N = 200 samples. H: histogram basis, T: trigonometri basis.
We observe that the results are better when we onsider the empirial norm.
It was expetable, given that this norm is adapted to the studied problem.
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❍
❍
❍
❍
❍❍
law
n
50 100 250 500 1000 basis
AR(1) 0.052 0.038 0.026 0.020 0.015 H
0.081 0.069 0.046 0.037 0.031 T
√
CIR 0.016 0.014 0.010 0.006 0.004 H
0.018 0.012 0.008 0.006 0.004 T
Table 3
L2(f(x)dxdy) risk E‖pi − p˜i∗‖2f for simulated data with pen(m) = 0.5Dm1Dm2/n,
averaged over N = 200 samples. H: histogram basis, T: trigonometri basis.
Atually the better norm to evaluate the distane between pi and its estimator
is the norm ‖.‖f . Table 3 shows that the errors in this ase are very satisfatory.
So the results are roughly good but we an not pretend that a basis among
the others gives better results. We an then imagine a mixed strategy, i.e. a
proedure whih uses several kinds of bases and whih an hoose the best
basis. These tehniques are suessfully used in a regression framework by
Comte and Rozenhol [21℄, [22℄.
7 Proofs
7.1 Proof of Proposition 1
Equality (5) yields, by multiplying by ψmk0(y),
∑
j∈Jm
aj,k0
n∑
i=1
ϕmj (Xi)ψ
m
k0
(y)ϕmj0(Xi) =
n∑
i=1
ϕmj0(Xi)ψ
m
k0
(Xi+1)ψ
m
k0
(y).
Then, we sum over k0 in Km:
n∑
i=1
t(Xi, y)ϕ
m
j0(Xi) =
n∑
i=1
∑
k0∈Km
ψmk0(Xi+1)ψ
m
k0(y)ϕ
m
j0(Xi).
If we multiply this equality by a′j0,kψ
m
k (y) and if we sum over k ∈ Km and
j0 ∈ Jm, we obtain
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n∑
i=1
[t(Xi, y)−
∑
k0∈Km
ψmk0(Xi+1)ψ
m
k0(y)]
∑
k∈Km
∑
j0∈Jm
a′j0,kϕ
m
j0(Xi)ψ
m
k (y) = 0
i.e.
n∑
i=1
[t(Xi, y)−
∑
k0∈Km
ψmk0(Xi+1)ψ
m
k0(y)]u(Xi, y) = 0
for all u in Sm. So the vetor (t(Xi, y) −∑k∈Km ψmk (Xi+1)ψmk (y))1≤i≤n is or-
thogonal to eah vetor in W . Sine t(Xi, y) belongs to W , the proposition is
proved.
7.2 Proof of Theorem 2
For ρ a real larger than 1, let
Ωρ = {∀t ∈ S ‖t‖2f ≤ ρ‖t‖2n}
In the ase of an arithmetial mixing, sine γ > 14, there exists a real c suh
that 

0 < c <
1
6
γc >
7
3
We set in this ase qn =
1
2
⌊nc⌋. In the ase of a geometrial mixing, we set
qn =
1
2
⌊c ln(n)⌋ where c is a real larger than 7/3γ.
For the sake of simpliity, we suppose that n = 4pnqn, with pn an integer. Let
for i = 1, . . . , n/2, Ui = (X2i−1, X2i).
Let

Al = (U2lqn+1, ..., U(2l+1)qn) l = 0, . . . , pn − 1,Bl = (U(2l+1)qn+1, ..., U(2l+2)qn) l = 0, . . . , pn − 1.
We use now the mixing assumption A5. As in Viennet [10℄ we an build a
sequene (A∗l ) suh that


Al and A
∗
l have the same distribution,
A∗l and A
∗
l′ are independent if l 6= l′,
P (Al 6= A∗l ) ≤ β2qn .
In the same way, we build (B∗l ) and we dene for any l ∈ {0, . . . , pn − 1},
A∗l = (U
∗
2lqn+1, ..., U
∗
(2l+1)qn
), B∗l = (U
∗
(2l+1)qn+1
, ..., U∗(2l+2)qn) so that the se-
quene (U∗1 , . . . , U
∗
n/2) and then the sequene (X
∗
1 , . . . , X
∗
n) are well dened.
Let now Vi = (X2i, X2i+1) for i = 1, . . . , n/2 and
Cl = (V2lqn+1, ..., V(2l+1)qn) l = 0, . . . , pn − 1,Dl = (V(2l+1)qn+1, ..., V(2l+2)qn) l = 0, . . . , pn − 1.
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We an build (V ∗∗1 , . . . , V
∗∗
n/2) and then (X
∗∗
2 , . . . , X
∗∗
n+1) suh that


Cl and C
∗∗
l have the same distribution,
C∗∗l and C
∗∗
l′ are independent if l 6= l′,
P (Cl 6= C∗∗l ) ≤ β2qn .
We put X∗n+1 = Xn+1 and X
∗∗
1 = X1. Now let
Ω∗ = {∀i Xi = X∗i = X∗∗i } and Ω∗ρ = Ωρ ∩ Ω∗
We denote by pim the orthogonal projetion of pi on Sm. Now,
E‖p˜i − pi1A‖2n=E
(
‖p˜i − pi1A‖2n1Ω∗ρ
)
+ E
(
‖p˜i − pi1A‖2n1Ω∗cρ
)
(11)
To bound the rst term, we observe that for all s, t
γn(t)− γn(s) = ‖t− pi‖2n − ‖s− pi‖2n − 2Zn(t− s)
where Zn(t) =
1
n
n∑
i=1
{
t(Xi, Xi+1)−
∫
R
t(Xi, y)pi(Xi, y)dy
}
.
Sine ‖t− pi‖2n = ‖t− pi1A‖2n + ‖pi1Ac‖2n, we an write
γn(t)− γn(s) = ‖t− pi1A‖2n − ‖s− pi1A‖2n − 2Zn(t− s).
The denition of mˆ gives, for some xed m ∈Mn,
γn(p˜i) + pen(mˆ) ≤ γn(pim) + pen(m)
And then
‖p˜i − pi1A‖2n ≤ ‖pim − pi1A‖2n + 2Zn(p˜i − pim) + pen(m)− pen(mˆ)
≤ ‖pim − pi1A‖2n + 2‖p˜i − pim‖f sup
t∈Bf (mˆ)
Zn(t) + pen(m)− pen(mˆ)
where, for all m′, Bf (m′) = {t ∈ Sm + Sm′ , ‖t‖f = 1}. Let θ a real larger
than 2ρ and p(., .) a funtion suh that θp(m,m′) ≤ pen(m) + pen(m′). Then
‖p˜i − pi1A‖2n1Ω∗ρ ≤‖pim − pi1A‖2n +
1
θ
‖p˜i − pim‖2f1Ω∗ρ + 2pen(m)
+θ
∑
m′∈Mn
[
sup
t∈Bf (m′)
Z2n(t)− p(m,m′)
]
+
1Ω∗ρ (12)
But ‖p˜i − pim‖2f1Ω∗ρ ≤ ρ‖p˜i − pim‖2n1Ω∗ρ ≤ 2ρ‖p˜i − pi1A‖2n1Ω∗ρ + 2ρ‖pi1A − pim‖2n.
19
Then, inequality (12) beomes
‖p˜i − pi1A‖2n1Ω∗ρ
(
1− 2ρ
θ
)
≤
(
1 +
2ρ
θ
)
‖pim − pi1A‖2n + 2pen(m)
+θ
∑
m′∈Mn
[
sup
t∈Bf (m′)
Z2n(t)− p(m,m′)
]
+
1Ω∗ρ
so E
(
‖p˜i − pi1A‖2n1Ω∗ρ
)
≤ θ + 2ρ
θ − 2ρE‖pi1A − pim‖
2
n +
2θ
θ − 2ρpen(m)
+
θ2
θ − 2ρ
∑
m′∈Mn
E

[ sup
t∈Bf (m′)
Z2n(t)− p(m,m′)
]
+
1Ω∗ρ


(13)
We now use the following proposition:
Proposition 7 Let p(m,m′) = 10‖pi‖∞
D(m,m′)
n
where D(m,m′) denotes the
dimension of Sm+Sm′. Then, under the assumptions of Theorem 2, there exists
a onstant C1 suh that
∑
m′∈Mn
E


[
sup
t∈Bf (m′)
Z2n(t)− p(m,m′)
]
+
1Ω∗

 ≤ C1
n
. (14)
Then, with θ = 3ρ, inequalities (13) and (14) yield
E
(
‖p˜i − pi1A‖2n1Ω∗ρ
)
≤ 5‖f‖∞‖pim − pi1A‖2 + 6pen(m) + 9ρC1
n
(15)
The penalty term pen(m) has to verify pen(m)+pen(m′) ≥ 30ρ‖pi‖∞
D(m,m′)
n
i.e. 30ρ‖pi‖∞dim(Sm + Sm′) ≤ pen(m) + pen(m′) We hoose ρ = 3/2 and so
pen(m) = 45‖pi‖∞
Dm1Dm2
n
.
To bound the seond term in (11), we reall (see Setion 3) that (pˆimˆ(Xi, y))1≤i≤n
is the orthogonal projetion of (
∑
k ψk(Xi+1)ψk(y))1≤i≤n on
W = {(t(Xi, y))1≤i≤n, t ∈ Smˆ}
where ψk = ψ
mˆ
k . Thus, sine PW denotes the orthogonal projetion on W ,
using (7)-(8)
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(pˆimˆ(Xi, y))1≤i≤n=PW ((
∑
k
ψk(Xi+1)ψk(y))1≤i≤n)
=PW ((
∑
k
pik(Xi)ψk(y))1≤i≤n) + PW ((
∑
k
εi,kψk(y))1≤i≤n)
=PW (pi1A(Xi, y))1≤i≤n) + PW ((
∑
k
εi,kψk(y))1≤i≤n)
We denote by ‖.‖Rn the Eulidean norm in Rn, by X the vetor (Xi)1≤i≤n and
by εk the vetor (εi,k)1≤i≤n. Thus
‖pi1A − pˆimˆ‖2n =
1
n
∫
‖pi1A(X, y)− PW (pi1A(X, y))− PW (
∑
k
εkψk(y))‖2Rndy
=
1
n
∫
‖pi1A(X, y)− PW (pi1A(X, y))‖2Rndy +
1
n
∫
‖PW (
∑
k
εkψk(y))‖2Rndy
≤ 1
n
∫
‖pi1A(X, y)‖2Rndy +
1
n
∫
‖∑
k
εkψk(y)‖2Rndy
≤ 1
n
n∑
i=1
‖pi‖∞
∫
pi(Xi, y)dy +
1
n
n∑
i=1
∫
[
∑
k
εi,kψk(y)]
2dy
≤ ‖pi‖∞ + 1
n
n∑
i=1
∑
k
ε2i,k.
But Assumption M2 implies ‖∑k∈Kmˆ ψ2k‖∞ ≤ φ2Dmˆ2 . So, using (8),
ε2i,k≤ 2ψ2k(Xi+1) + 2E[ψk(Xi+1)|Xi]2
and
∑
k
ε2i,k≤ 2
∑
k
ψ2k(Xi+1) + 2E[
∑
k
ψ2k(Xi+1)|Xi] ≤ 4φ2Dmˆ2
Thus we obtain
‖pi1A − pˆimˆ‖2n ≤ ‖pi‖∞ + 4φ2Dmˆ2 ≤ ‖pi‖∞ + 4φ2n1/3 (16)
and, by taking the expetation, E
(
‖pi1A − pˆimˆ‖2n1Ω∗cρ
)
≤ (‖pi‖∞+4φ2n1/3)P (Ω∗cρ ).
We now remark that P (Ω∗cρ ) = P (Ω
∗c) + P (Ωcρ ∩ Ω∗). In the geometri ase
β2qn ≤ e−γc ln(n) ≤ n−γc and in the other ase β2qn ≤ (2qn)−γ ≤ n−γc. Then
P (Ω∗c) ≤ 4pnβ2qn ≤ n1−cγ .
But we have hoosed c suh that cγ > 7/3 and so P (Ω∗c) ≤ n−4/3. Now we
will use the following proposition:
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Proposition 8 Let ρ > 1. Then, under the assumptions of Theorem 2 or
Theorem 4, there exists C2 > 0 suh that P (Ω
c
ρ ∩ Ω∗) ≤
C2
n7/3
.
This proposition implies that E
(
‖pi1A − pˆimˆ‖2n1Ω∗cρ
)
≤ C3
n
.
Now we use (15) and we observe that this inequality holds for all m in Mn,
so
E‖p˜i − pi1A‖2n ≤ C inf
m∈Mn
(‖pi1A − pim‖2 + pen(m)) + C4
n
with C = max(5‖f‖∞, 6).
7.3 Proof of Corollary 3
To ontrol the bias term, we use the following lemma
Lemma 9 Let piA belong to B
α
2,∞(A). We onsider that S
′
m is one of the fol-
lowing spaes on A:
• a spae of pieewise polynomials of degrees bounded by si > αi− 1 (i = 1, 2)
based on a partition with retangles of verties 1/Dm1 and 1/Dm2,
• a linear span of {φλψµ, λ ∈ ∪m10 Λ(j), µ ∈ ∪m20 M(k)} where {φλ} and {ψµ}
are orthonormal wavelet bases of respetive regularities s1 > α1 − 1 and
s2 > α2 − 1 (here Dmi = 2mi, i = 1, 2),
• the spae of trigonometri polynomials with degree smaller than Dm1 in the
rst diretion and smaller than Dm2 in the seond diretion.
Let pi′m be the orthogonal projetion of piA on S
′
m. Then, there exists a positive
onstant C0 suh that
(∫
A
|piA − pi′m|2
)1/2
≤ C0[D−α1m1 +D−α2m2 ].
Proof: It is proved in [23℄ for S ′m a spae of wavelets or polynomials and in
[24℄ (p. 191 and 200) for a spae of trigonometri polynomials that
(∫
A
|piA − pi′m|2
)1/2
≤ C[ωs1+1,1(pi,D−1m1) + ωs2+1,2(pi,D−1m2)].
The denition of Bα2,∞(A) implies (
∫
A |piA − pi′m|2)1/2 ≤ C0[D−α1m1 +D−α2m2 ]. ✷
If we hoose for S ′m the set of the restritions to A of the funtions of Sm
and piA the restrition of pi to A, we an apply Lemma 9. But pi
′
m is also the
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restrition to A of pim so that
‖pi1A − pim‖ ≤ C0[D−α1m1 +D−α2m2 ].
Aording to Theorem 2
E‖p˜i − pi1A‖2n ≤ C ′′ inf
m∈Mn
{
D−2α1m1 +D
−2α2
m2 +
Dm1Dm2
n
}
.
In partiular, if m∗ is suh that Dm∗
1
= ⌊n
α2
α1+α2+2α1α2 ⌋ and Dm∗
2
= ⌊(Dm∗
1
)
α1
α2 ⌋
then
E‖p˜i − pi1A‖2n ≤ C ′′′

D−2α1m∗1 +
D
1+α1/α2
m∗
1
n

 = O
(
n
− 2α1α2
α1+α2+2α1α2
)
.
But the harmoni mean of α1 and α2 is α¯ = 2α1α2/(α1 + α2). Then E‖p˜i −
pi1A‖2n = O(n−
2α¯
2α¯+2 ).
The ondition Dm1 ≤ n1/3 allows this hoie of m only if α2α1+α2+2α1α2 < 13 i.e. if
α1−2α2+2α1α2 > 0. In the same manner, the ondition α2−2α1+2α1α2 > 0
must be veried.
7.4 Proof of Theorem 4
We use the same notations as for the proof of Theorem 2. Let us write
E‖p˜i∗ − pi1A‖2 = B1 +B2 +B3
with


B1 = E
(
‖p˜i∗ − pi1A‖21Ω∗ρ1‖p˜i‖≤kn
)
B2 = E
(
‖p˜i∗ − pi1A‖21Ω∗ρ1‖p˜i‖>kn
)
B3 = E
(
‖p˜i∗ − pi1A‖21Ω∗cρ
)
To bound the rst term, we observe that for all m ∈Mn, on Ω∗ρ, ‖p˜i−pim‖2 ≤
f−10 ρ‖p˜i − pim‖2n. Then
‖p˜i − pi1A‖21Ω∗ρ ≤ 2‖p˜i − pim‖21Ω∗ρ + 2‖pim − pi1A‖2
≤ 2f−10 ρ‖p˜i − pim‖2n1Ω∗ρ + 2‖pim − pi1A‖2
≤ 2f−10 ρ{2‖p˜i − pi1A‖2n1Ω∗ρ + 2‖pim − pi1A‖2n}+ 2‖pim − pi1A‖2
Thus
B1 ≤ E
(
‖p˜i − pi1A‖21Ω∗ρ
)
≤ 4f−10 ρE
(
‖p˜i − pi1A‖2n1Ω∗ρ
)
+(4f−10 ρ‖f‖∞+2)‖pim−pi1A‖2.
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But, using (15), we obtain
B1 ≤ (24f−10 ρ‖f‖∞ + 2)‖pim − pi1A‖2 + 24f−10 ρpen(m) + 36f−10 ρ2
C1
n
.
Sine ρ = 3/2, by setting C = max(36f−10 ‖f‖∞ + 1, 36f−10 ),
B1 ≤ C{‖pim − pi1A‖2 + pen(m)} + 81f
−1
0 C1
n
for all m ∈ Mn.
Next, the denition of p˜i∗ and the Markov inequality provide
B2 ≤ E
(
‖pi1A‖21Ω∗ρ1‖p˜i‖>kn
)
≤ ‖pi‖2E(‖p˜i‖
2
1Ω∗ρ)
k2n
. (17)
But ‖p˜i‖21Ω∗ρ ≤ ρf−10 ‖p˜i‖2n ≤ 2ρf−10 (‖p˜i − pi1A‖2n + ‖pi1A‖2n). Now we use (16)
to state
‖p˜i‖21Ω∗ρ ≤ 2ρf−10 (‖pi‖∞ + 4φ2n1/3 + ‖pi1A‖2n)
≤ 2ρf−10 (‖pi‖∞ + 4φ2n1/3 +
1
n
n∑
i=1
‖pi‖∞
∫
pi(Xi, y)dy]
≤ 2ρf−10 (2‖pi‖∞ + 4φ2n1/3).
Then, sine kn = n
2/3
, (17) beomes
B2 ≤ ‖pi‖22ρf
−1
0 (2‖pi‖∞ + 4φ2n1/3)
k2n
≤ 4ρf−10 ‖pi‖2
(‖pi‖∞
n4/3
+
2φ2
n
)
.
Lastly
B3 ≤ E
(
2(‖p˜i∗‖2 + ‖pi1A‖2)1Ω∗cρ
)
≤ 2(k2n + ‖pi‖2)P (Ω∗cρ ).
We now remark that P (Ω∗cρ ) = P (Ω
∗c) + P (Ωcρ ∩ Ω∗). In the geometri ase
β2qn ≤ e−γc ln(n) ≤ n−γc and in the other ase β2qn ≤ (2qn)−γ ≤ n−γc. Then
P (Ω∗c) ≤ 4pnβ2qn ≤ n1−cγ .
But, if γ > 20 in the arithmeti ase, we an hoose c suh that cγ >
10
3
and
so P (Ω∗c) ≤ n−7/3. Then, using Proposition 8,
B3 ≤ 2(n4/3 + ‖pi‖2)1 + C2
n7/3
≤ 2(C2 + 1)(1 + ‖pi‖
2)
n
.
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7.5 Proof of Theorem 6
Let ψ be a very regular wavelet with ompat support. For J = (j1, j2) ∈ Z2
to be hosen below and K = (k1, k2) ∈ Z2, we set
ψJK(x, y) = 2
(j1+j2)/2ψ(2j1x− k1)ψ(2j2y − k2).
Let pi0(x, y) = c01B(y) with B a ompat set suh that A ⊂ B×B and |B| ≥
2|A|1/2/L, and c0 = |B|−1. So pi0 is a transition density with ‖pi0‖Bα
2,∞(A)
≤ L/2.
Now we set RJ the maximal subset of Z
2
suh that
Supp(ψJK) ⊂ A ∀K ∈ RJ , Supp(ψJK) ∩ Supp(ψJK ′) = ∅ if K 6= K ′.
The ardinal of RJ is |RJ | = c2j1+j2, with c a positive onstant whih depends
only on A and the support of ψ. Let, for all ε = (εK) ∈ {−1, 1}|RJ |,
piε = pi0 +
1√
n
∑
K∈RJ
εKψJK .
Let us denote by G the set of all suh piε. Sine ∫ ψ = 0 and pi0 is a transition
density, for all x in R,
∫
piε(x, y)dy = 1. Additionally piε(x, y) = pi0(x, y) ≥ 0 if
(x, y) /∈ A, and if (x, y) ∈ A: piε ≥ c0−2(j1+j2)/2‖ψ‖2∞/
√
n and then piε(x, y) ≥
c0/2 > 0 as soon as (
2j1+j2
n
)1/2
≤ c0
2‖ψ‖2∞
. (18)
Thus, if (18) holds, piε(x, y) ≥ (c0/2)1B(y) for all x, y. It implies that the
underlying Markov hain is Doeblin reurrent and then positive reurrent. We
verify that f = c01B is the stationary density. To prove that piε ∈ B, we still
have to ompute ‖piε‖Bα
2,∞(A)
. Hohmuth [23℄ proves that for ψ smooth enough
‖∑K∈RJ εKψJK‖Bα2,∞(A) ≤ (2j1α1 + 2j2α2)‖∑K∈RJ εKψJK‖A. Sine
‖ ∑
K∈RJ
εKψJK‖2A =
∑
K∈RJ
|εK|2 = c2j1+j2,
then
‖piε‖Bα
2,q(A)
≤ L
2
+
2j1α1 + 2j2α2√
n
c1/22(j1+j2)/2.
From now on, we suppose that Condition C is veried where
Condition C:
(2j1α1 + 2j2α2)2(j1+j2)/2√
n
≤ L
2c1/2
.
It entails in partiular that (18) holds if j1 and j2 are great enough.Then for
all ε, piε ∈ B. We now use the Lemma 10.2 p.160 in Härdle et al. [25℄. The
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likelihood ratio an be written
Λn(piε∗K , piε) =
n∏
i=1
piε∗K (Xi, Xi+1)
piε(Xi, Xi+1)
.
Note that piε(Xi, Xi+1) > 0 Ppiε- and Ppiε
∗K
- almost surely (atually the hain
lives on B). Then
log(Λn(piε∗K , piε)) =
n∑
i=1
log
(
1− 2√
n
εKψJK(Xi, Xi+1)
piε(Xi, Xi+1)
)
We set UJK(Xi, Xi+1) = −εKψJK(Xi, Xi+1)/piε(Xi, Xi+1) so that
log(Λn(piε∗K , piε)) =
n∑
i=1
log
(
1 +
2√
n
UJK(Xi, Xi+1)
)
=
n∑
i=1
{
θ
(
2√
n
UJK(Xi, Xi+1)
)
+
2√
n
UJK(Xi, Xi+1)− 2
n
U2JK(Xi, Xi+1)
}
= un + vn − wn
with θ the funtion dened by θ(u) = log(1 + u)− u+ u
2
2
. Now we prove the
three following assertions
1◦ Epiε(|un|) = Epiε
(∣∣∣∑ni=1 θ ( 2√nUJK(Xi, Xi+1)
)∣∣∣) →
n→∞ 0
2◦ Epiε(wn) = Epiε
(
2
n
∑n
i=1U
2
JK(Xi, Xi+1)
)
≤ 4
3◦ Epiε(v
2
n) = Epiε
(
4
n
|∑ni=1 UJK(Xi, Xi+1)|2
)
≤ 8
1◦ : First we observe that
∥∥∥∥∥ 2√nUJK
∥∥∥∥∥∞ ≤
2√
n
2(j1+j2)/2‖ψ‖2∞
c0/2
= O
(
2(j1+j2)/2√
n
)
and
2(j1+j2)
n
→ 0 sine Condition C holds. So there exists some integer n0 suh
that ∀n ≥ n0, ∀x, y, |θ(2UJK(x, y)/√n)| ≤ |2UJK(x, y)/√n|3. But
∫∫ ∣∣∣∣∣2UJK(x, y)√n
∣∣∣∣∣
3
f(x)piε(x, y)dxdy =
8
n
√
n
∫∫ |ψJK(x, y)|3
piε(x, y)2
f(x)dxdy
≤ 8
n
√
n
2(j1+j2)/2‖ψ‖2∞c0
(c0/2)2
∫∫
ψJK(x, y)
2dxdy ≤ 32‖ψ‖
2
∞
c0n
(
2(j1+j2)
n
)1/2
.
Then Epiε|un| ≤
n∑
i=1
32‖ψ‖2∞
c0n
(
2(j1+j2)
n
)1/2
→n→∞ 0.
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2◦ : We bound the expetation of UJK(Xi, Xi+1)2:
Epiε(UJK(Xi, Xi+1)
2) =
∫∫ ψ2JK(x, y)
piε(x, y)
f(x)dxdy ≤ c0
∫∫
A
ψ2JK(x, y)
c0/2
dxdy ≤ 2.
(19)
And then Epiε(wn) = Epiε ((2/n)
∑n
i=1 UJK(Xi, Xi+1)
2) ≤ 4.
3◦ :We observe that Epiε(UJK(Xi, Xi+1)|X1, . . . , Xi) = 0 and thus
∑n
i=1 UJK(Xi, Xi+1)
is a martingale. A lassi property of square integrable martingales involves
Epiε


[
n∑
i=1
UJK(Xi, Xi+1)
]2 = n∑
i=1
Epiε
[
UJK(Xi, Xi+1)
2
]
.
Thus, using (19), Epiε(v
2
N) = (4/n)
∑n
i=1 Epiε [UJK(Xi, Xi+1)
2] ≤ 8.
We dedue easily from the three previous assertions 1◦, 2◦ and 3◦ that there
exists λ > 0 and p0 suh that Ppiε(Λn(piε∗K , piε) > e
−λ) ≥ p0. Thus, aording
to Lemma 10.2 in [25℄,
max
piε∈G
Epiε‖pˆin − piε‖2A ≥
|RJ |
2
δ2e−λp0
where δ = infε 6=ε′ ‖piε − piε′‖A/2 = ‖εKψJK/√n‖A = 1/
√
n.
Now for all n we hoose J = J(n) = (j1(n), j2(n)) suh that
c1/2 ≤ 2j1n−
α2
α1+α2+2α1α2 ≤ c1 and c2/2 ≤ 2j2n−
α1
α1+α2+2α1α2 ≤ c2
with c1 and c2 suh that (c
α1
1 + c
α2
2 )
√
c1c2 ≤ L/(2c1/2) so that Condition C is
satised. Moreover, we have
|RJ |δ2 ≥ cc1c2
4
n
α2+α1
α1+α2+2α1α2
−1 ≥ cc1c2
4
n
−2α1α2
α1+α2+2α1α2
Thus
max
piε∈G
Epiε‖pˆin − piε‖2A ≥
ce−λp0c1c2
8
n
−2α1α2
α1+α2+2α1α2 .
And then for all estimator
sup
pi∈B
Epi‖pˆin − pi‖2A ≥ Cn−
2α¯
2α¯+2
with C = ce−λp0c1c2/8.
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7.6 Proof of Proposition 7
Let


Γi(t) = t(Xi, Xi+1)− ∫ t(Xi, y)pi(Xi, y)dy,
Γ∗i (t) = t(X
∗
i , X
∗
i+1)−
∫
t(X∗i , y)pi(X
∗
i , y)dy,
Γ∗∗i (t) = t(X
∗∗
i , X
∗∗
i+1)−
∫
t(X∗∗i , y)pi(X
∗∗
i , y)dy.
We now dene Z∗n(t):
Z∗n(t) =
1
n
∑
i odd
Γ∗i (t) +
1
n
∑
i even
Γ∗∗i (t).
Let us remark that Z∗n(t)1Ω∗ = Zn(t)1Ω∗ . Next we split eah of these terms :
Z∗n,1(t) =
1
n
pn−1∑
l=0
2(2l+1)qn−1∑
i=4lqn+1,i odd
Γ∗i (t), Z
∗
n,2(t) =
1
n
pn−1∑
l=0
2(2l+2)qn−1∑
i=2(2l+1)qn+1,i odd
Γ∗i (t),
Z∗n,3(t) =
1
n
pn−1∑
l=0
2(2l+1)qn∑
i=4lqn+2,i even
Γ∗∗i (t), Z
∗
n,4(t) =
1
n
pn−1∑
l=0
2(2l+2)qn∑
i=2(2l+1)qn+2,i even
Γ∗∗i (t).
We use the following lemma:
Lemma 10 (Talagrand [16℄)
Let U0, . . . ,UN−1 i.i.d. variables and (ζt)t∈B a set of funtions.
Let G(t) =
1
N
N−1∑
l=0
ζt(Ul). We suppose that
(1) sup
t∈B
‖ζt‖∞ ≤M1, (2) E(sup
t∈B
|G(t)|) ≤ H, (3) sup
t∈B
V ar[ζt(U0)] ≤ v.
Then, there exists K > 0, K1 > 0, K2 > 0 suh that
E
[
sup
t∈B
G2(t)− 10H2
]
+
≤ K
[
v
N
e−K1
NH2
v +
M21
N2
e
−K2NHM1
]
HereN = pn,B = Bf (m
′) and for l ∈ {0, . . . , pn−1}, Ul = (X∗4lqn+1, .., X∗2(2l+1)qn),
ζt(x1, . . . , x2qn) =
1
qn
2qn−1∑
i=1,i odd
t(xi, xi+1)−
∫
t(xi, y)pi(xi, y)dy.
Then
G(t) =
1
pn
pn−1∑
l=0
1
qn
2(2l+1)qn−1∑
i=4lqn+1,i odd
Γ∗i (t) = 4Z
∗
n,1(t).
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We now ompute M1, H and v.
(1)We reall that Sm + Sm′ is inluded in the model Sm′′ with dimension
max(Dm1 , Dm′1)max(Dm2 , Dm′2).
sup
t∈B
‖ζt‖∞≤ sup
t∈B
‖t‖∞ 1
qn
2qn−1∑
i=1,i odd
(
1 +
∫
pi(xi, y)dy
)
≤ 2φ0
√
max(Dm1 , Dm′1)max(Dm2 , Dm′2)‖t‖ ≤
2φ0
f0
n1/3.
Then we set M1 =
2φ0
f0
n1/3.
(2) Sine A0 and A
∗
0 have the same distribution, ζt(U0) = 1qn
∑2qn−1
i=1,i odd Γ
∗
i (t)
has the same distribution than
1
qn
∑2qn−1
i=1,i odd Γi(t). We observe that E(Γi(t)|Xi) =
0 and then for all set I
E


[∑
i∈I
Γi(t)
]2 = E

∑
i,j∈I
Γi(t)Γj(t)


= 2E

∑
j<i
E[Γi(t)Γj(t)|Xi]

+∑
i∈I
E
[
Γ2i (t)
]
= 2E

∑
j<i
Γj(t)E[Γi(t)|Xi]

+∑
i∈I
E
[
Γ2i (t)
]
=
∑
i∈I
E
[
Γ2i (t)
]
.
In partiular
Var[ζt(U0)] =E



 1
qn
2qn−1∑
i=1,i odd
Γi(t)


2

 = 1
q2n
2qn−1∑
i=1,i odd
E
[
Γ2i (t)
]
≤ 1
q2n
2qn−1∑
i=1,i odd
E
[
t2(Xi, Xi+1)
]
≤ 1
qn
‖pi‖∞‖t‖2f .
Then v =
‖pi‖∞
qn
.
(3) Let (ϕ¯j ⊗ ψk)(j,k)∈Λ(m,m′) an orthonormal basis of (Sm + Sm′, ‖.‖f).
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E(sup
t∈B
|G2(t)|)≤∑
j,k
E(G2(ϕ¯j ⊗ ψk))
≤∑
j,k
1
p2nq
2
n
E



pn−1∑
l=0
2(2l+1)qn−1∑
i=4lqn+1,i odd
Γ∗i (ϕ¯j ⊗ ψk)


2


≤∑
j,k
16
n2
pn−1∑
l=0
E



 2(2l+1)qn−1∑
i=4lqn+1,i odd
Γ∗i (ϕ¯j ⊗ ψk)


2


where we used the independene of the A∗l . Now we an replae Γ
∗
i by Γi in the
sum beause Al and A
∗
l have the same distribution and we use as previously
the martingale property of the Γi.
E(sup
t∈B
|G2(t)|)≤∑
j,k
16
n2
pn−1∑
l=0
E



 2(2l+1)qn−1∑
i=4lqn+1,i odd
Γi(ϕ¯j ⊗ ψk)


2


≤∑
j,k
16
n2
pn−1∑
l=0
2(2l+1)qn−1∑
i=4lqn+1,i odd
E
(
Γ2i (ϕ¯j ⊗ ψk)
)
≤∑
j,k
4
n
‖pi‖∞‖ϕ¯j ⊗ ψk‖2f ≤ 4‖pi‖∞
D(m,m′)
n
.
Then E
2(sup
t∈B
|G(t)|) ≤ 4‖pi‖∞
D(m,m′)
n
and H2 = 4‖pi‖∞
D(m,m′)
n
.
Aording to Lemma 10, there exists K ′ > 0, K1 > 0, K ′2 > 0 suh that
E
[
sup
t∈Bf (m′)
(4Z∗n,1)
2(t)− 10H2
]
+
≤ K ′
[
1
n
e−K1D(m,m
′) + n−4/3q2ne
−K ′
2
n1/6
√
D(m,m′)/qn
]
.
But qn ≤ nc with c < 16 . So
∑
m′∈Mn
E
[
sup
t∈Bf (m′)
Z∗2n,1(t)−
p(m,m′)
4
]
+
≤ K
′
n

 ∑
m′∈Mn
e−K1D(m,m
′) + n2c−1/3|Mn|e−K ′2n1/6−c

 ≤ A1
n
. (20)
In the same way,
∑
m′∈Mn E
[
sup
t∈Bf (m′)
Z∗2n,r(t)− p(m,m′)/4
]
+
≤ Ar/n for r =
30
2, 3, 4. And then
∑
m′∈Mn
E

[ sup
t∈Bf (m′)
Z2n(t)− p(m,m′)
]
+
1Ω∗


=
∑
m′∈Mn
E

[ sup
t∈Bf (m′)
Z∗2n (t)− p(m,m′)
]
+
1Ω∗

 ≤ C1
n
.
7.7 Proof of Proposition 8
First we observe that
P (Ωcρ ∩ Ω∗) ≤ P
(
sup
t∈B
|νn(t2)| > 1− 1/ρ
)
where νn(t) =
1
n
n∑
i=1
∫
[t(X∗i , y)− E(t(X∗i , y))]dy and B = {t ∈ S ‖t‖f = 1}.
But, if t(x, y) =
∑
j,k aj,kϕj(x)ψk(y), then
νn(t
2) =
∑
j,j′
∑
k
aj,kaj′,kν¯n(ϕjϕj′)
where
ν¯n(u) =
1
n
n∑
i=1
[u(X∗i )− E(u(X∗i ))]. (21)
Let bj = (
∑
k a
2
j,k)
1/2
, then |νn(t2)| ≤ ∑j,j′ bjbj′|ν¯n(ϕjϕj′)| and, if t ∈ B,∑
j b
2
j =
∑
j
∑
k a
2
j,k = ‖t‖2 ≤ f−10 .
Thus
sup
t∈B
|νn(t2)| ≤ f−10 sup∑
b2j=1
∑
j,l
bjbl|ν¯n(ϕjϕl)|.
Lemma 11 Let Bj,l = ‖ϕjϕl‖∞ and Vj,l = ‖ϕjϕl‖2. Let, for any symmetri
matrix (Aj,l)
ρ¯(A) = sup∑
a2j=1
∑
j,l
|ajal|Aj,l
and L(ϕ) = max{ρ¯2(V ), ρ¯(B)}. Then, if M2 is satised, L(ϕ) ≤ φ1D2n.
This lemma is proved in Baraud et al. [26℄.
Let x =
f 20 (1− 1/ρ)2
40‖f‖∞L(ϕ) and∆ =
{
∀j∀l |ν¯n(ϕjϕl)| ≤ 4
[
Bj,lx+ Vj,l
√
2‖f‖∞x
]}
.
On ∆:
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sup
t∈B
|νn(t2)| ≤ 4f−10 sup∑
b2j=1
∑
j,l
bjbl
[
Bj,lx+ Vj,l
√
2‖f‖∞x
]
≤ 4f−10
[
ρ¯(B)x+ ρ¯(V )
√
2‖f‖∞x
]
≤ (1− 1/ρ)

f0(1− 1/ρ)
10‖f‖∞
ρ¯(B)
L(ϕ)
+
2√
5
(
ρ¯2(V )
L(ϕ)
)1/2
≤ (1− 1/ρ)
[
1
10
+
2√
5
]
≤ (1− 1/ρ).
Then P
(
sup
t∈B
|νn(t2)| > 1− 1
ρ
)
≤ P (∆c). But ν¯n(u) = 2ν¯n,1(u)+2ν¯n,2(u) with
ν¯n,r(u) =
1
pn
pn−1∑
l=0
Yl,r(u) r = 1, 2
with


Yl,1(u) =
1
2qn
∑2(2l+1)qn
i=4lqn+1 [u(X
∗
i )− E(u(X∗i ))],
Yl,2(u) =
1
2qn
∑2(2l+2)qn
i=2(2l+1)qn+1
[u(X∗i )− E(u(X∗i ))].
To bound P (ν¯n,1(ϕjϕl) ≥ Bj,lx + Vj,l
√
2‖f‖∞x), we will use the Bernstein
inequality given in Birgé and Massart [27℄. That is why we bound E|Yl,1(u)|m:
E|Yl,1(u)|m≤
1
4q2n
(2‖u‖∞)m−2E
∣∣∣∣∣∣
2(2l+1)qn∑
i=4lqn+1
[u(X∗i )− E(u(X∗i ))]
∣∣∣∣∣∣
2
≤ (2‖u‖∞)m−2
1
4q2n
E
∣∣∣∣∣∣
2(2l+1)qn∑
i=4lqn+1
[u(Xi)− E(u(Xi))]
∣∣∣∣∣∣
2
≤ (2‖u‖∞)m−2
1
4q2n
E
∣∣∣∣∣∣
2(2l+1)qn∑
i=2lqn+1
[u(X1)− E(u(X1))]
∣∣∣∣∣∣
2
sine X∗i = Xi on Ω
∗
and the Xi have the same distribution than X1. Thus
E|Yl,1(u)|m≤ (2‖u‖∞)m−2E|u(X1)− E(u(X1))|2 ≤ (2‖u‖∞)m−2
∫
u2(x)f(x)dx
≤ 2m−2(‖u‖∞)m−2(
√
‖f‖∞‖u‖)2. (22)
With u = ϕjϕj′, E|Yl,1(ϕjϕj′)|m ≤ 2m−2(Bj,j′)m−2(
√
‖f‖∞Vj,j′)2. And then
P (|ν¯n,r(ϕjϕl)| ≥ Bj,lx+ Vj,l
√
2‖f‖∞x) ≤ 2e−pnx.
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Given that P (Ωcρ∩Ω∗) ≤ P (∆c) =
∑
j,l P
(
|ν¯n(ϕjϕl)| > 4(Bj,lx+ Vj,l
√
2‖f‖∞x)
)
,
P (Ωcρ ∩ Ω∗)≤ 4D2n exp
{
−pnf
2
0 (1− 1/ρ)2
40‖f‖∞L(ϕ)
}
≤ 4n2/3 exp
{
−f
2
0 (1− 1/ρ)2
160‖f‖∞
n
qnL(ϕ)
}
.
But L(ϕ) ≤ φ1D2n ≤ φ1n2/3 and qn ≤ n1/6 so
P (Ωcρ ∩ Ω∗) ≤ 4n2/3 exp
{
−f
2
0 (1− 1/ρ)2
160‖f‖∞φ1 n
1/6
}
≤ C
n7/3
. (23)
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Appendix : random penalty
Here we prove that Theorem 2 is valid with a penalty whih does not depend
on ‖pi‖∞.
Theorem 12 We onsider the following penalty :
pen(m) = K0‖pˆi‖∞Dm1Dm2
n
where K0 is a numerial onstant and pˆi = pˆim∗ with Sm∗ a spae of trigono-
metri polynomials suh that
lnn ≤ Dm1∗ = Dm2∗ ≤ n1/6.
If the restrition of pi to A belongs to B
(α1,α2)
2,∞ (A) with α1 > 3/2 and α2 >
max( α1
2α1−3 ,
3α1
2α1−1), then, under assumptions of Theorem 2, for n large enough,
E‖pi1A − p˜i‖2n ≤ C inf
m∈Mn
{
d2(pi1A, Sm) +
Dm1Dm2
n
}
+
C ′
n
.
Remark 13 The ondition on the regularity of pi is veried for example if
α1 > 2 and α2 > 2. If α1 = α2 = α, it is equivalent to α > 2.
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Proof: We reall that ‖pi‖∞ denotes atually ‖pi1A‖∞ and we introdue the
following set:
Λ =
{∣∣∣∣∣ ‖pˆi‖∞‖pi1A‖∞ − 1
∣∣∣∣∣ < 12
}
.
As previously, we deompose the spae:
E‖p˜i−pi1A‖2n = E
(
‖p˜i − pi1A‖2n1Ω∗ρ∩Λ
)
+E
(
‖p˜i − pi1A‖2n1Ω∗ρ∩Λc
)
+E
(
‖p˜i − pi1A‖2n1Ω∗cρ
)
We have already dealt with the third term. For the rst term, we an proeed
as in the proof of Theorem 2 as soon as
θp(m,m′) ≤ pen(m) + pen(m′)
with θ = 3ρ = 9/2 and p(m,m′) = 10‖pi‖∞D(m,m′)/n. But on Λ, ‖pi‖∞ <
2‖pˆi‖∞ and so
θp(m,m′) = 10θ‖pi‖∞D(m,m
′)
n
≤ 20θ‖pˆi‖∞D(m,m
′)
n
≤ 20θ‖pˆi‖∞Dm1Dm2
n
+ 20θ‖pˆi‖∞
Dm′
1
Dm′
2
n
It is suient to set K0 = 20θ.
Now, inequality (16) gives
E
(
‖pi1A − pˆimˆ‖2n1Ω∗ρ∩Λc
)
≤ (‖pi‖∞ + 4φ2n1/3)P (Ω∗ρ ∩ Λc).
It remains to prove that P (Ω∗ρ ∩ Λc) ≤ Cn−4/3 for some onstant C.
P (Ω∗ρ ∩ Λc) =P (|‖pˆi‖∞ − ‖pi1A‖∞|1Ω∗ρ ≥ ‖pi‖∞/2) ≤ P (‖pˆi − pi1A‖∞1Ω∗ρ ≥ ‖pi‖∞/2)
≤P (‖pˆi − pim∗‖∞1Ω∗ρ ≥ ‖pi‖∞/4) + P (‖pim∗ − pi1A‖∞ ≥ ‖pi‖∞/4)
≤P

‖pˆi − pim∗‖1Ω∗ρ ≥ ‖pi‖∞
4φ0
√
Dm1∗Dm2∗

+ P (‖pim∗ − pi1A‖∞ ≥ ‖pi‖∞/4)
sine ‖pˆi − pim∗‖∞ ≤ φ0
√
Dm∗1Dm∗2‖pˆi − pim∗‖.
Furthermore the inequality γn(pˆi) ≤ γn(pim∗) leads to
‖pˆi − pi1A‖2n ≤ ‖pim∗ − pi1A‖2n +
1
θ′
‖pˆi − pim∗‖2f + θ′ sup
t∈Bf (m∗)
Z2n(t)
and then, on Ωρ,
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‖pˆi − pim∗‖2f
(
1− 2ρ
θ′
)
≤ 4ρ‖pim∗ − pi1A‖2n + 2ρθ′ sup
t∈Bf (m∗)
Z2n(t)
so ‖pˆi − pim∗‖2≤ 4ρθ
′f−10
θ′ − 2ρ ‖pim∗ − pi1A‖
2
n +
2ρθ′2f−10
θ′ − 2ρ supt∈Bf (m∗)
Z2n(t)
≤ 12ρf−10 |A2|‖pim∗ − pi1A‖2∞ + 18ρ2f−10 sup
t∈Bf (m∗)
Z2n(t)
with θ′ = 3ρ and by remarking that for t with support A, ‖t‖2n ≤ |A2|‖t‖2∞.
Thus
P (Ω∗ρ ∩ Λc) ≤ P ( sup
t∈Bf (m∗)
Z2n(t)1Ω∗ρ ≥
‖pi‖2∞
32φ20n
1/3
1
18ρ2f−10
)
+ P (‖pim∗ − pi1A‖2∞ ≥
‖pi‖2∞
32φ20Dm1∗Dm2∗
1
12ρf−10 |A2|
)
+ P (‖pim∗ − pi1A‖∞ ≥ ‖pi‖∞/4)
≤ P ( sup
t∈Bf (m∗)
Z2n(t)1Ω∗ ≥
a
n1/3
) + P (Dm1∗Dm2∗‖pim∗ − pi1A‖2∞ ≥ b)
+ P (‖pim∗ − pi1A‖∞ ≥ ‖pi‖∞
4
)
(24)
with a =
‖pi‖2∞
32φ20
1
18ρ2f−10
and b =
‖pi‖2∞
32φ20
1
12ρf−10 |A2|
.
We will rst study the two last terms in (24). Sine the restrition piA of
pi belongs to B
(α1,α2)
2,∞ (A), the imbedding theorem proved in Nikol
′
ski [24℄
p.236 implies that piA belongs to B
(β1,β2)∞,∞ (A) with β1 = α1(1 − 1/α¯) and
β2 = α2(1 − 1/α¯). Then the approximation lemma 9 (whih is still valid for
the trigonometri polynomial spaes with the innite norm instead of the L2
norm) yields to
‖pim∗ − pi1A‖∞ ≤ C(D−β1m1∗ +D−β2m2∗).
And then, sine Dm1∗ = Dm2∗,
Dm1∗Dm2∗‖pim∗ − pi1A‖2∞≤C ′(D2−2β1m1∗ +D2−2β2m1∗ )
≤C ′((lnn)2−2β1 + (lnn)2−2β2)→ 0
Indeed

2− 2β1 < 0⇔ 2α1α2 − 3α2 − α1 > 02− 2β2 < 0⇔ 2α1α2 − 3α1 − α2 > 0 and this double ondition is
ensured when α1 > 3/2 and α2 > max(
α1
2α1−3 ,
3α1
2α1−1). Consequently, for n large
enough,
P (Dm1∗Dm2∗‖pim∗ − pi1A‖2∞ ≥ b) + P (‖pim∗ − pi‖∞ ≥
‖pi‖∞
4
) = 0.
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We will now prove that
P
(
sup
t∈Bf (m∗)
Z2n(t)1Ω∗ ≥
a
n1/3
)
≤ C
n4/3
and then using (24), we will have P (Ω∗ρ ∩ Λc) ≤ Cn−4/3. We remark that, if
(ϕj ⊗ ψk)j,k is a base of (Sm∗, ‖.‖f),
sup
t∈Bf (m∗)
Z2n(t) ≤
∑
j,k
Z2n(ϕj ⊗ ψk)
and we reall that, on Ω∗, Zn(t) =
∑4
r=1 Z
∗
n,r(t) (see the proof of Proposition
7). So we are interested in
P
(
Z∗2n,1(ϕj ⊗ ψk)1Ω∗ ≥
a
4Dm1∗Dm2∗n1/3
)
.
Let x = Bn−2/3 with B suh that 2f−20 B
2 + 4‖pi‖∞B ≤ a/4 (for example
B = inf(1, a/8(f−20 + 2‖pi‖∞)). Then
(
√
2‖pi‖∞x+
√
Dm1∗Dm2∗f
−1
0 x)
2 ≤ a
4Dm1∗Dm2∗n1/3
.
So we will now bound P (Z∗n,1(ϕj⊗ψk)1Ω∗ ≥
√
2‖pi‖∞x+
√
Dm1∗Dm2∗f
−1
0 x) by
using the Bernstein inequality given in [27℄. That is why we bound E| 1
4qn
∑2qn−1
i=1,i odd Γ
∗
i (t)|m
for all integer m ≥ 2,
E| 1
4qn
2qn−1∑
i=1,i odd
Γ∗i (t)|m≤
(2‖t‖∞qn)m−2
(4qn)m
E
∣∣∣∣∣∣
2qn−1∑
i=1,i odd
[t(X∗i , X
∗
i+1)−
∫
t(X∗i , y)pi(X
∗
i , y)dy]
∣∣∣∣∣∣
2
≤
(‖t‖∞
2
)m−2
1
16q2n
E
∣∣∣∣∣∣
2qn−1∑
i=1,i odd
[t(Xi, Xi+1)−
∫
t(Xi, y)pi(Xi, y)dy]
∣∣∣∣∣∣
2
≤
(‖t‖∞
2
)m−2
1
16
∫
t2(x, y)f(x)pi(x, y)dxdy
≤ 1
2m+2
(‖t‖∞)m−2‖pi‖∞‖t‖2f .
Then
E| 1
4qn
2qn−1∑
i=1,i odd
Γi∗(ϕj ⊗ ψk)|m≤ 1
2m+2
(
√
Dm1∗Dm2∗f
−1
0 )
m−2‖pi‖∞.
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Thus the Bernstein inequality gives
P (|Z∗n,1(ϕj ⊗ ψk)| ≥
√
Dm1∗Dm2∗f
−1
0 x+
√
2‖pi‖∞x) ≤ 2e−pnx.
Hene
P ( sup
t∈Bf (m∗)
Z∗2n,1(t)1Ω∗ ≥
a
4n1/3
)≤ 2Dm1∗Dm2∗ exp{−pnBn−2/3}
≤ 2n2/3 exp{−B
4
n1/3
qn
}.
But 2n2/3 exp{−B
4
n1/3
qn
} ≤ Cn−4/3 sine qn ≤ n1/6 and so
P
(
sup
t∈Bf (m∗)
Z2n(t)1Ω∗ ≥
a
n1/3
)
≤ 4C
n4/3
.
Referenes
[1℄ G. G. Roussas, Nonparametri estimation in Markov proesses, Ann. Inst.
Statist. Math. 21 (1969) 7387.
[2℄ D. Bosq, Sur l'estimation de la densité d'un proessus stationnaire et
mélangeant, C. R. Aad. Si. Paris Sér. A-B 277 (1973) A535A538.
[3℄ A. K. Basu, D. K. Sahoo, On Berry-Esseen theorem for nonparametri density
estimation in Markov sequenes, Bull. Inform. Cybernet. 30 (1) (1998) 2539.
[4℄ K. B. Athreya, G. S. Atunar, Kernel estimation for real-valued Markov hains,
Sankhy	a Ser. A 60 (1) (1998) 117.
[5℄ P. Doukhan, M. Ghindès, Estimation de la transition de probabilité d'une haîne
de Markov Doëblin-réurrente. Étude du as du proessus autorégressif général
d'ordre 1, Stohasti Proess. Appl. 15 (3) (1983) 271293.
[6℄ O. Hernández-Lerma, S. O. Esparza, B. S. Duran, Reursive nonparametri
estimation of nonstationary Markov proesses, Bol. So. Mat. Mexiana (2)
33 (2) (1988) 5769.
[7℄ S. Clémençon, Adaptive estimation of the transition density of a regular Markov
hain, Math. Methods Statist. 9 (4) (2000) 323357.
[8℄ C. Laour, Nonparametri estimation of the stationary density and the
transition density of a Markov hain, Preprint MAP5 n
◦
2005-8: www.math-
info.univ-paris5.fr/map5/publis/titres05.html .
[9℄ A. Barron, L. Birgé, P. Massart, Risk bounds for model seletion via
penalization, Probab. Theory Related Fields 113 (3) (1999) 301413.
37
[10℄ G. Viennet, Inequalities for absolutely regular sequenes: appliation to density
estimation, Probab. Theory Related Fields 107 (4) (1997) 467492.
[11℄ S. P. Meyn, R. L. Tweedie, Markov hains and stohasti stability, Springer-
Verlag, London, 1993.
[12℄ P. Doukhan, Mixing. Properties and examples, Vol. 85 of Leture Notes in
Statistis, Springer-Verlag, New York, 1994.
[13℄ E. Pardoux, A. Y. Veretennikov, On the Poisson equation and diusion
approximation. I, Ann. Probab. 29 (3) (2001) 10611085.
[14℄ A. Mokkadem, Sur un modèle autorégressif non linéaire: ergodiité et ergodiité
géométrique, J. Time Ser. Anal. 8 (2) (1987) 195204.
[15℄ P. Ango Nzé, Critères d'ergodiité de quelques modèles à représentation
markovienne, C. R. Aad. Si. Paris Sér. I Math. 315 (12) (1992) 13011304.
[16℄ M. Talagrand, New onentration inequalities in produt spaes, Invent. Math.
126 (3) (1996) 505563.
[17℄ L. Birgé, P. Massart, From model seletion to adaptive estimation, in: Festshrift
for Luien Le Cam, Springer, New York, 1997, pp. 5587.
[18℄ F. Comte, Adaptive estimation of the spetrum of a stationary Gaussian
sequene, Bernoulli 7 (2) (2001) 267298.
[19℄ L. Birgé, Approximation dans les espaes métriques et théorie de l'estimation,
Z. Wahrsh. Verw. Gebiete 65 (2) (1983) 181237.
[20℄ M. Chaleyat-Maurel, V. Genon-Catalot, Computable innite dimensional lters
with appliations to disretized diusion proesses, Stohasti Proess. Appl.
116 (10) (2006) 14471467.
[21℄ F. Comte, Y. Rozenhol, Adaptive estimation of mean and volatility funtions
in (auto-)regressive models, Stohasti Proess. Appl. 97 (1) (2002) 111145.
[22℄ F. Comte, Y. Rozenhol, A new algorithm for xed design regression and
denoising, Ann. Inst. Statist. Math. 56 (3) (2004) 449473.
[23℄ R. Hohmuth, Wavelet haraterizations for anisotropi Besov spaes, Appl.
Comput. Harmon. Anal. 12 (2) (2002) 179208.
[24℄ S. M. Nikol
′
ski, Approximation of funtions of several variables and imbedding
theorems, Springer-Verlag, New York, 1975, translated from the Russian by John
M. Danskin, Jr., Die Grundlehren der Mathematishen Wissenshaften, Band
205.
[25℄ W. Härdle, G. Kerkyaharian, D. Piard, A. Tsybakov, Wavelets, approximation,
and statistial appliations, Vol. 129 of Leture Notes in Statistis, Springer-
Verlag, New York, 1998.
[26℄ Y. Baraud, F. Comte, G. Viennet, Adaptive estimation in autoregression or
β-mixing regression via model seletion, Ann. Statist. 29 (3) (2001) 839875.
38
[27℄ L. Birgé, P. Massart, Minimum ontrast estimators on sieves: exponential
bounds and rates of onvergene, Bernoulli 4 (3) (1998) 329375.
39
