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Abstract
We characterize additive rank-one preserving surjections on symmetric matrix spaces over
a field of characteristic not 2 or 3. As applications, the invertibility preservers, the determinant
preservers and characteristic polynomial preservers have been characterized.
© 2002 Elsevier Science Inc. All rights reserved.
AMS classification: 15A04; 15A03
Keywords: Field; Symmetric matrix; Additive surjections; Rank-one preserver; Invertibility preserver;
Determinant preserver; Characteristic polynomial preserver
1. Introduction
In the recent ten years, researching “linear preserver problems” has become an
active topic in the matrix theory (see [1–3]). From 1991, people began to research
“additive preserver problems”. An additive preserver is an additive operator acting
on matrix spaces that leave certain subsets, relations, or function invariant (see [4–
9]). Rank-one preserver is an important field. Omladicˇ and Šemrl [5] characterized
additive rank-one preserving surjections over complex matrices; Bell and Sourour [9]
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characterized additive rank-one preserving surjections on upper triangular matrices
over a field. This paper tries to characterize additive rank-one preserving surjections
on symmetric matrices over a field when the characteristic is not equal to 2 or 3 in
Section 2. As applications, the invertibility preservers, the determinant preservers
and characteristic polynomial preservers have been characterized in Section 3. The
proof is different from those given in [5,9].
Suppose F is a field of characteristic not 2 or 3. F∗ denotes the non-zero multi-
plicative group over F. Fn denotes the set of all n× 1 matrices over F, GLn(F) the
set of n× n invertible matrices over F, Mn(F) the set of all n× n matrices over F,
Sn(F) the set of n× n symmetric matrices over F.
Let S∗n(F) = Sn(F) ∩ GLn(F), and [1, n] = {1, 2, . . . , n}. For any i, j ∈ [1, n],
Eij expresses the matrix with 1 on the (i, j) place and 0 elsewhere. Further, let Dij =
Eij + Eji when i = j . Let f map Sn(F) into itself. If f (A+ B) = f (A)+ f (B) for
any A,B ∈ Sn(F), then f is called an additive mapping on Sn(F). Let r(A) denote the
rank of A, and  = {A ∈ Sn(F) | r(A) = 1}. The additive map f on Sn(F ) is called
additive rank-one preserver if f (A) ∈  for any A in . Let  denote the set of all
additive rank-one preserving surjections on Sn(F). The purpose of this paper is to
ascertain the structure of the elements of .
2. Main results
To ascertain the structure of the elements of , we need the following five
lemmas.
Lemma 2.1. Suppose A ∈ . Then there exist c ∈ F∗, non-zero x ∈ Fn and P ∈
GLn(F) such that A = cxxT = cPEiiP T.
Proof. The result can easily be proved. 
Lemma 2.2. Suppose Sk = {A⊕O |A ∈ Sk(F)}, k ∈ [1, n− 1]. If O /= B ∈ Sk,
C ∈ Sn(F) and r(C ± B) = 1, then C ∈ Sk.
Proof. We consider
B = B1 ⊕O,C =
(
A1 A2
AT2 A4
)
, A1, B1 ∈ Sk(F).
If A4 /= O, by Lemma 2.1, we know A4 = P(b ⊕O)P T for some b ∈ F∗ and P ∈
GLn−k(F). So
1 = r(C ± B) = r
(
A1 ± B1 A2(P T)−1
P−1AT2 b ⊕O
)
.
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We may write A2(P T)−1 = (α,O), where α ∈ Fk . We easily obtain A1 ± B1 −
b−1ααT = O from above. Thus, B1 = O, i.e., B = O. This contradicts B /= O. If
A4 = O, it follows from r(C ± B) = 1 that A2 = O. Hence, C ∈ Sk . 
Lemma 2.3. Suppose f is an additive rank-one preserver on Sn(F). If there exist
distinct i, j ∈ [1, n] such that f (Eii), f (Ejj ) ∈ {aEtt | a ∈ F} for some t ∈ [1, n],
then f ({xEii + yDij + zEjj | x, y, z ∈ F}) ⊆ {aEtt | a ∈ F}.
Proof. With no loss of generality, we may assume t = 1, i.e., f (Eii), f (Ejj ) ∈
S1. When b /= 1, 0, −1, we have r(bEii ± Eii) = 1. Notice that, f is an additive
rank-one preserver, so f (bEii)± f (Eii) ∈ . Applying Lemma 2.2, we obtain that
f (bEii) ∈ S1. Therefore,
f (xEii) ∈ S1 for any x ∈ F. (1)
Similarly, we have f (zEjj ) ∈ S1 for any z ∈ F .
For anyk, y ∈ F, by r(±Eii + kyDij ± k2y2Ejj ) = 1, we obtain thatf (kyDij )±
f (Eii + k2y2Ejj ) ∈ . By Lemma 2.2 and f (Eii + k2y2Ejj ) ∈ S1, it is easy to
see that f (kyDij ) ∈ S1 or f (Eii + k2y2Ejj ) = O. We put k = 1, 2, if f (yDij ) ∈
S1 or f (2yDij ) ∈ S1, then the conclusion has been proved; otherwise, applying
Lemma 2.2, f (Eii)+ f (y2Eij ) = O and f (Eii)+ 4f (y2Ejj ) = O. As ch F /= 3,
f (Eii) = O. This contradicts f (Eii) ∈ . 
Lemma 2.4. Suppose f is an additive rank-one preserver on Sn(F). If there exists
k ∈ [1, n] such that f (Ett ) ∈ Sk for any t ∈ [1, n], then f (Sn(F)) ⊆ Sk.
Proof. Similar to the proof of (1), we have
f (xEii) ∈ Sk for any x ∈ F, i ∈ [1, n]. (2)
If there exist some d ∈ F∗ and i, j ∈ [1, n], i /= j , such that f (dDij ) ∈ Sk , by
Lemma 2.2, we can obtain that f (Eii + d2Ejj ) = O, obviously, f (2dDij ) ∈ Sk ,
thus, f (Eii + 4d2Ejj ) = O. Similar to Lemma 2.3, we can conclude that f (Eii) =
O. This contradicts f (Eii) ∈ . So
f (xDij ) ∈ Sk for any x ∈ F, i, j ∈ [1, n], i /= j. (3)
For any matrix A = (aij ) ∈ Sn(F), by (2) and (3), we have
f (A) = f

∑
i<j
aijDij +
n∑
i=1
aiiEii


=
∑
i<j
f (aijDij )+
n∑
i=1
f (aiiEii) ∈ Sk. 
Lemma 2.5. Suppose f ∈ . Then there exist P ∈ GLn(F) and ci ∈ F∗ such that
f (Eii) = ciPEiiP T for any i ∈ [1, n].
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Proof. By f ∈  and Lemma 2.1, we may assume f (Eii) = ciαiαTi for any i in[1, n], where ci ∈ F∗ and αi is non-zero vector in Fn. Let A = (α1, . . . , αn) and
αi1 , αi2 , . . . , αik is a basis of the column space of A, where i1 < i2 < · · · < ik . Then
there exist P ∈ GLn(F) and βt ∈ Fk such that

αis = Pes for any s ∈ [1, k],
αv = P
(
βv
O
)
for any v ∈ [1, n] \ {i1, i2, . . . , ik}, (4)
where es is the vector with 1 on the sth place and 0 elsewhere. Therefore,
P−1f (Ett )(P T)−1 ∈ Sk for any t ∈ [1, n]. By Lemma 2.4, we obtain that
P−1f (Sn(F))(P T)−1 ⊆ Sk . Since f is surjective, we have k = n and so is = s for
any s ∈ [1, n]. Using the equalities (4), we may complete the proof. 
Based on the above lemmas, the structure of elements of  can be characterized
as follows.
Theorem 2.6. f ∈  if and only if there exist c ∈ F∗, P ∈ GLn(F) and a field
automorphism τ of F such that f (A) = cPAτP T for any A = (aij ) ∈ Sn(F), where
Aτ = (τ (aij )).
Proof. The “if” part is obvious. Now we prove the “only if” part. By Lemmas 2.3
and 2.5, we may assume
f (xEkk) = σk(x)Ekk for any k ∈ [1, n], x ∈ F. (5)
Obviously, σk , k ∈ [1, n], are homomorphisms of additive group F and σk(1) = ck ∈
F∗.
For any x ∈ F and i, j ∈ [1, n], i /= j , by r(xDij ± Eii ± x2Ejj ) = 1 and
r(xDij + 2Eii + 2−1x2Ejj ) = 1, we obtain that f (xDij ± Eii ± x2Ejj ) ∈  and
f (xDij + 2Eii + 2−1x2Ejj ) ∈ , by equality (5), we have
f (xDij ) = σij (x)Dij , (6)
where σij (x) ∈ F satisfying σ 2ij (x) = σi(1)σj (x2). Especially, when i = 1 and x =
1, we have
σj (1) = σ1(1)−1σ1j (1)2. (7)
By (5)–(7), we may assume{
f (xEkk) = cτk(x)PEkkP T
f (xDij ) = cτij (x)PDijP T for any i, j, k ∈ [1, n], x ∈ F and i /= j,
(8)
where c = σ1(1)−1 and P = diag(σ1(1), σ12(1), . . . , σ1n(1)). Obviously, τi(1) = 1
for any i ∈ [1, n]. By r(xDij + Eii + x2Ejj ) = r(xDij + x2Eii + Ejj ) = 1, we
have
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f
(
xDij + Eii + x2Ejj
) ∈ , f (xDij + x2Eii + Ejj ) ∈ .
Using (8), we have τj (x2) = τij (x)2 = τi(x2). We substitute x by x ± 1 and we
can obtain that τj (x) = τij (x) = τi(x), and τij (1) = 1. Let τ = τ1. Obviously
τ(a + b) = τ(a)+ τ(b) and τ(ab) = 12τ [(a + b)2 − a2 − b2] = 12 [τ(a + b)]2 −
[τ(a)]2 − [τ(b)]2 = τ(a)τ (b) for any a, b ∈ F, τ is a field endomorphism of F. For
any x ∈ F, equality (8) have the following form:{
f (xEkk) = cτ(x)PEkkP T
f (xDij ) = cτ(x)PDijP T for any i, j, k ∈ [1, n], x ∈ F, i /= j, (9)
so f (A) = cPAτP T for any A ∈ Sn(F) and τ is a field automorphism. 
3. Applications
Based on Theorem 2.6 obtained in Section 2, this section characterizes the invert-
ibility preservers, the determinant preservers and characteristic polynomial preserv-
ers on Sn(F).
Lemma 3.1. Suppose O /= A ∈ Sn(F). Then A ∈  if and only if A+ P ∈ S∗n(F)
or 2A+ P ∈ S∗n(F) for any P ∈ S∗n(F).
Proof. By A /= 0, there exists M ∈ GLn(F) such that A = M diag(α1, . . . , αr ,
0, . . . , 0)MT, where r = r(A) > 0 and αi ∈ F∗ for any i ∈ [1, r].
We first prove the “if” part. We may assume r > 1 ifA ∈ . Let P =M diag(−α1,
−2α2, 1, . . . , 1)MT. Then P ∈ S∗n(F), but A+ P ∈ S∗n(F) and 2A+ P ∈ S∗n(F).
This is a contradiction, so A ∈ .
Now we prove the “only if” part. For any P ∈ S∗n(F), det(P + λA) = p(λ) is a
polynomial which is obviously of degree at most one. It is nonzero, since p(0) /= 0.
Thus, either p(1) /= 0 or p(2) /= 0. Hence, the conclusion holds. 
Theorem 3.2. f is an additive surjection from Sn(F) to itself satisfying f (S∗n(F)) =
S∗n(F) if and only if f has the form of Theorem 2.6.
Proof. The “if” part is obvious. Now we prove the “only if” part. For any A ∈ ,
by Lemma 3.1, we have A+ P ∈ S∗n(F) or 2A+ P ∈ S∗n(F), therefore, we have
f (A)+ f (P ) ∈ S∗n(F) or 2f (A)+ f (P ) ∈ S∗n(F) holds for any P ∈ S∗n(F). Since
f (S∗n(F)) = S∗n(F), so f (P ) denotes an arbitrary element of S∗n(F). If f (A) /= O,
by Lemma 3.1, f (A) ∈ . Hence, f ∈  and the conclusion holds.
Now we prove f (A) /= O. We assume f (A) = O. Suppose A = M diag(α1,
0, . . . , 0)MT, where M ∈ GLn(F) and α1 ∈ F∗. Let B = M diag(0, 1, . . . , 1)MT.
Obviously,A+ B ∈ S∗n(F). However, as f (S∗n(F)) = S∗n(F), we have f (B) ∈ S∗n(F)
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and f (A+ B) ∈ S∗n(F). This contradicts to f (A+ B) = f (A)+ f (B) = f (B).
Now the proof is completed. 
Corollary 3.3. f is an additive surjection from Sn(F) to itself satisfying detA =
det f (A) for anyA ∈ Sn(F), if and only if f has the form of Theorem 3.2, c(detP)2 =
1, and τ is an identity transformation of F.
Proof. It is easy to prove by Theorem 3.2. 
Corollary 3.4. f is an additive characteristic polynomial preserver on Sn(F) if and
only if f has the form of Corollary 3.3.
Proof. It is easy to prove it by Corollary 3.3. 
Remark 3.5. By the proof of Lemmas 2.4 and 2.5, if f is not surjective, we have
f (Sn(F)) ⊂ PSkP T for some P ∈ GLn(F) and k ∈ [1, n− 1].
However, when ch F = 2 or 3, it does not hold. Now let us look the following exam-
ple.
Suppose F = F2 or F3, and
f
(
a b
b c
)
=
(
a − c 0
0 b
)
∀
(
a b
b c
)
∈ S2(F).
It is easy to see that f is an additive map on S2(F). But it is not a surjection. As
 =
{(±1 0
0 0
)
,
(
0 0
0 ±1
)
, ±
(
1 1
1 1
)
, ±
(
1 −1
1 1
)}
,
we have f () ⊆ . But f does not satisfy f (S2(F)) ⊆ PS1P T.
Remark 3.6. The following example shows that the surjectivity assumption is es-
sential in Theorem 2.6.
Suppose F = R, and f (X) = (trX)E11 for any X ∈ Sn(F). It is easy to see that
f is an additive map on Sn(F), and f () ⊆ . In fact, if X ∈ , using Lemma 2.1,
there exist some c ∈ F∗, O /= x = (x1, . . . , xn)T ∈ Fn such that X = cxxT. It fol-
lows that
trX = c
n∑
i=1
x2i ∈ F∗.
Hence f (X) = (trX)E11 ∈ . It is straightforward that f is not a surjection. f does
not have the form of Theorem 2.6.
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