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Abstract
We develop a novel Bayesian method to select important predictors in regression
models with multiple responses of diverse types. In particular, a sparse Gaussian
copula regression model is used to account for the multivariate dependencies between
any combination of discrete and continuous responses and their association with a
set of predictors. We utilize the parameter expansion for data augmentation strategy
to construct a Markov chain Monte Carlo algorithm for the estimation of the param-
eters and the latent variables of the model. Based on a centered parametrization of
the Gaussian latent variables, we design an efficient proposal distribution to update
jointly the latent binary vectors of important predictors and the corresponding non-
zero regression coefficients. The proposed strategy is tested on simulated data and
applied to two real data sets in which the responses consist of low-intensity counts,
binary, ordinal and continuous variables.
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1 Introduction
The identification of important predictors in linear and non-linear regression models is
one of the most frequently studied questions in statistical theory. In Bayesian statistics,
this problem is known as variable selection (BVS) and for Gaussian responses there is an
extensive literature for the efficient detection of important predictors in both single- and
multi-response regression models. In the case of single-response, a list of relevant papers
includes, but is not limited to, George and McCulloch (1997), Liang et al. (2008), Guan
and Stephens (2011), Rocˇkova´ and George (2014) and Bhattacharya et al. (2016), while
Brown et al. (1998), Holmes et al. (2002) deal with the same problem in the multi-response
case. BVS in single-response non-linear regression models has also received substantial
attention. In Dellaportas et al. (2002) and Forster et al. (2012) the corresponding methods
are reviewed and advances are proposed.
More recently, there has been an increasing interest in the joint analysis of outcomes
of diverse types, for instance, continuous, binary, categorical and count data, given their
availability from studies involving multivariate data, see for example Hoff (2007), Murray
et al. (2013), Zhang et al. (2015) and Bhadra et al. (2018). In regression analysis, the most
popular model used to account for the multivariate dependencies between any combination
of discrete and continuous responses is the Gaussian copula regression (GCR) model (Song
et al., 2009) in which each response is associated with a (potentially different) set of predic-
tors. When only Gaussian responses are considered, this is known as Seemingly Unrelated
Regression (SUR) model (Zellner, 1962). Recent contributions for sparse Bayesian SUR
models include, for instance, Banterle et al. (2018) and Deshpande et al. (2019). Bayesian
methods for the estimation of the regression coefficients of the GCR model with a fixed
set of predictors have also been proposed (Pitt et al., 2006). Despite the growing Bayesian
literature regarding the efficient selection of important predictors, to the best of our knowl-
edge, variable selection for the GCR model has not been attempted. We propose here
the first fully Bayesian approach for model selection in regression models with multiple
responses of diverse types.
The main obstacle of the application of BVS in single-response non-linear models, as well
as in the GCR model with multiple diverse responses, is the non-tractability of the marginal
likelihood. To overcome this problem, Markov chain Monte Carlo (MCMC) algorithms are
based either on the Laplace approximation, see for example Bove´ and Held (2011), or on a
Metropolis-Hastings (M-H) step in which the dimension of the proposal distribution is not
fixed at each iteration (Forster et al., 2012). The latter is an application of the Reversible
Jump algorithm (Green, 1995) which is known to experience low acceptance rate, resulting
in MCMC samplers with poor mixing, when the trans-dimension proposal distribution
is not devised carefully (Brooks et al., 2003). In addition, in current applications, the
number of predictors is often very large and any MCMC algorithm for BVS in both linear
and non-linear regression has to be designed carefully in order to explore successfully of
the ultra-high dimensional model space consisting of all the possible subsets of predictors
(Bottolo and Richardson, 2010; Lamnisos et al., 2009).
The main contribution of this paper is the development of a Bayesian approach for
the joint update of the latent binary vector of important predictors and the corresponding
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vector of non-zero regression coefficients for each response of the GCR model. By using
the proposed strategy, we perform BVS without any approximation. We also avoid the
Reversible Jump algorithm by utilizing the Gaussian latent variables of the GCR model to
construct a proposal distribution defined on a fixed-dimensional space.
Modeling the dependence amongst the responses is another key aspect in GCR. Until
recently devising an efficient MCMC algorithm for a structured (constrained) covariance
matrix that includes the identifiability conditions for some non-linear responses has been
a difficult task. Here, we follow the solution proposed by Talhouk et al. (2012) and specify
a conjugate prior on the correlation matrix. We utilize the parameter expansion for data
augmentation (Liu and Wu, 1999) to expand the correlation into a covariance matrix.
We also adopt the idea of covariance selection to obtain a parsimonious representation of
the dependence amongst the responses. Based on the theory of decomposable Gaussian
graphical models (Lauritzen, 1996), we use the hyper-inverse Wishart distribution as the
prior density for the covariance matrix. This prior specification allows some of the off-
diagonal elements of the inverse covariance matrix to be identically zero and to estimate
the conditional dependence pattern of the observations (Webb and Forster, 2008).
We tested the performance of our model, Bayesian Variable Selection for Gaussian
Copula (BVSGC) regression, in a comprehensive simulation study and compared the per-
formance of our new approach with conventional Bayesian methods for the selection of im-
portant predictors in single-response (linear and non-linear) regression models, see Holmes
and Held (2006), Fru¨hwirth-Schnatter et al. (2009) and Dvorzak and Wagner (2016). We
also applied the proposed method to two real data sets. The first data set includes a
mixture of nine continuous, binary and ordered categorical responses. These responses are
phenotypic traits of a rare disorder called Ataxia-Telangiectasia. We analyzed one of the
largest cohorts of patients, consisting of 46 individuals affected by the disease (Schon et al.,
2019). Our model borrows information across the observations in order to identify impor-
tant associations between the responses and a set of genetic and immunological predictors
that have been collected in the same study. In particular, we aim to detect “shared” asso-
ciations, i.e., predictors that are linked with several responses at the same time, in contrast
to “specific” associations, i.e., important predictors that appear to be linked only with a
particular response.
The second data set consists of four counts and one ordered categorical response which
are measured in 122 individuals suffering from Temporal Lobe Epilepsy. Our interest lies
in the identification of associations between the responses and 162 correlated genes that
have been identified in a recent gene-network analysis related to cognition abilities and
epilepsy (Johnson et al., 2016). While Bayesian methods for the estimation of regression
models with count data are usually conducted by using an approximation of the model
(Fru¨hwirth-Schnatter and Wagner, 2006), we utilize the BVSGC model and the proposed
MCMC algorithm to perform an exact analysis. Finally, in both real data sets, we compared
the predictive ability of the BVSGC model with established single-response linear and non-
linear regression models.
The rest of the paper is organized as follows. In Section 2 we provide a brief presen-
tation of the GCR model and the prior distributions on the regression coefficients and the
correlation structure. In Section 3 we describe the novel MCMC algorithm that we propose
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for BVS when a mixture of discrete and continuous responses are considered. Section 4
presents the results of the extensive simulation study and in Section 5 we apply the pro-
posed model in two real data sets with missing values on the outcome variables which led
to a straightforward modification of the designed MCMC algorithm. Finally, in Section 6
we conclude with a short discussion.
2 Gaussian copula regression model
In the following, all vectors, in bold font, are understood as column vectors and the su-
perscript “T”is used to denote the transpose of a vector or a matrix. Matrices are also
indicated in bold font. The lower-case notation will be reserved for the observations with
the corresponding random variables in capital letters.
2.1 Gaussian copulas
An m-variate function C(u1, . . . , um), where C : [0, 1]
m → [0, 1], is called a copula if it
is a continuous distribution function and each marginal is a uniform distribution function
on [0, 1]. Sklar (1959) proved that any joint cumulative distribution function (cdf) of
continuous random variables can be completely specified by its marginal distributions and a
unique copula C. If F1(·), . . . , Fm(·) are the marginal cdfs of a combination of m continuous
and discrete random variables Y1, . . . , Ym, their joint cdf can be specified through a specific
copula function C as
FY1,...,Ym(y1, . . . , ym) = C{FY1(y1), . . . , FYm(ym)}.
A copula function which is commonly used for modeling the dependence structure of any
combinations of continuous and discrete variables is the Gaussian copula, see for example
Hoff (2007) and Murray et al. (2013). The Gaussian copula C is specified through the
function
C(u1, . . . , um;R) = Φm{Φ−1(u1), . . . ,Φ−1(um);R}, (1)
where Φm(·;R) is the cdf of an m-variate Gaussian distribution with zero mean vector and
correlation matrix R and Φ−1(·) is the inverse of the univariate standard normal cdf. Thus,
taking in eq. (1) uk = FYk(yk), for each k = 1, . . . ,m, we specify the cdf of Y = (Y1, . . . , Ym)
to be the Gaussian copula function. Song (2000) proves that the density of the Gaussian
copula is
c(u1, . . . , um;R) = |R|− 12 exp
{
−1
2
(z˜TR−1z˜ − z˜T z˜)
}
, (2)
where z˜ is an m-dimensional vector and z˜k = Φ
−1(uk), k = 1, . . . ,m, is known as the
normal score which follows marginally the standard Gaussian distribution. Then, Z˜ is
an m-variate Gaussian distribution with zero mean vector and correlation matrix R, i.e.,
Z˜ ∼ Nm(0,R). If all the marginal distributions are continuous, the matrix R can be
interpreted as the correlation matrix of the elements of Y and zeros in its inverse imply
the conditional independence among the corresponding elements of Y . However, in the
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presence of discrete random variables, the notion of conditional independence has to be
interpreted with care; zeros in R−1 imply that the observed variables are independent
conditionally only on the latent variables (Webb and Forster, 2008). Note also that if R
is the identity matrix the elements of Y can be considered to be independent despite the
presence of discrete variables, see Song (2000), Song et al. (2009) and Talhouk et al. (2012)
for a detailed discussion.
2.2 Regression model
Let Y = (yT1 , . . . ,y
T
n ) be the (n×m)-dimensional matrix of observed data where each yi =
(yi1, . . . , yim) consists of any combination ofm discrete and continuous responses. Moreover,
let xik be the pk-dimensional vector of predictors for the ith sample and the kth response.
To model the marginal distribution of each yik, we specify its cdf Fk(yik;xik,βk,θk) to be
the cdf of any parametric distribution. Our notation emphasizes the dependence of each yik
on the pk-dimensional response-specific vectors of predictors xik, the associated regression
coefficients βk and the response-specific parameters θk.
The GCR model is described by the transformation
yik = h
−1
ik (z˜ik), Z˜i ∼ Nm(0,R), (3)
where z˜i1, . . . , z˜im are realizations from Z˜i and hik(·) = Φ−1{Fk(·;xik,βk,θk)} for each
i = 1, . . . , n and k = 1, . . . ,m.
By assuming that each Fk(·) is a member of the exponential family, we obtain the
multivariate Generalized Linear Model presented in Song et al. (2009) as the multivariate
extension of the well-known single-response Generalized Linear Model (McCullagh and
Nelder, 1989) with θk the specific vector of parameters for the kth response. The SUR
model is a special case of eq. (3) when all margins are univariate Gaussian with mean
xTikβk and variance θk andR is the correlation matrix. The multi-response Probit regression
model of Chib and Greenberg (1998) is obtained from eq. (3) by specifying each margin
to be the cdf of a Bernoulli random variable with probability of success Φ(xTikβk). Finally,
setting Fk(yik;xik,βk,θk) = Φ(θkc−xTikβk), c = 1, . . . , Ck−1, eq. (3) becomes a regression
model for a mixture of binary and ordinal observations and θk = (θk1, . . . θk,Ck−1) consists
of the cut-points for the kth ordinal observation (Schliep and Hoeting, 2015). In both
multi-response Probit and ordinal regression models the matrix R is in the correlation
form for identifiability conditions (Chib and Greenberg, 1998).
Eq. (3) implies that the joint likelihood function of the observations Y conditional on
the correlation matrix R, the regression coefficients B = vec(β1, . . . ,βm) and the param-
eters Θ = vec(θ1, . . . ,θm) is an intractable function of non-computable high-dimensional
integrals (Song et al., 2009).
2.3 Prior distributions
In this section, we specify the prior distributions on the regression coefficients B and the
correlation matrix R of the model. By noting that for different choices of the marginal cdfs
Fk(·), k = 1, . . . ,m, we have different vectors of parameters θk, we will assign their prior
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distributions differently in each simulated and real data example. See Supp. Mat. Section
S.3 for details.
2.3.1 Variable selection
The prior specification for the regression coefficients has attracted a lot of attention in
the Bayesian literature, since Bartlett’s and the information paradox need to be taken into
account even in the tractable single-response linear regression model, see for example Liang
et al. (2008). In this paper, we focus on the development of general strategies for sampling
the unknown quantities of the GCR model under model uncertainty. Therefore, while here
we make standard choices regarding the prior distribution of the regression coefficients, the
proposed model can also be specialized to include other prior assumptions.
We use a hierarchical non-conjugate model to assign a prior distribution on the regres-
sion coefficients of the GCR model defined in eq. (3). A point mass at zero is specified on
the regression coefficients of the unimportant predictors, whereas a Gaussian distribution
is assigned to the non-zero regression coefficients (George and McCulloch, 1997). By uti-
lizing the binary latent vector γk = (γk1, . . . , γkpk), k = 1, . . . ,m, where γkj is 1 if, for the
jth predictor and the kth response, the regression coefficient is different from zero and 0
otherwise, we assume that
βkj|γkj iid∼ (1− γkj)δ0 + γkjN(0, v), j = 1, . . . , pk, (4)
γkj|pik iid∼ Ber(pik), j = 1, . . . , pk
pik ∼ Beta(ak, bk), (5)
where δ0 denotes a point mass at zero and v is a fixed value. It is common practice to
standardize the predictor variables, taking v = 1 in order to place appropriate prior mass
on reasonable values of the non-zero regression coefficients (Hans et al., 2007). It is readily
shown that
p(γk) =
B (ak + |γk|, bk + pk − |γk|)
B(ak, bk)
, (6)
where |γk| =
∑pk
j=1 γkj. The hyper-parameters ak and bk can be chosen using prior infor-
mation about the number of significant covariates associated with the kth response (Kohn
et al., 2001). See Supp. Mat. Section S.4 for further details on the elicitation of the
hyper-parameters ak and bk in eq. (5).
In the following, for ease of notation, we denote by βγk all non-zero elements of βk and
analogously, we indicate by xi,γk , the elements of xik corresponding to those elements of
γk equal to 1. Let Xk be the n× pk matrix of all available predictors for the kth response.
Similarly to the vector case, Xγk denotes the n × |γk| matrix in which the columns are
selected according to the latent binary vector γk. Finally, we refer to Γ = vec(γ1, . . . ,γm)
as the latent binary matrix.
2.3.2 Correlation matrix R and adjacency matrix G
To specify a prior distribution on the correlation matrix R, we follow Talhouk et al. (2012)
and use the parameter expansion for data augmentation strategy (Liu and Wu, 1999) to
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expand the correlation matrix into a covariance matrix. This choice allows us to specify
conjugate prior distributions on the resulting covariance matrix. In particular, we utilize
the hyper-inverse Wishart (Dawid and Lauritzen, 1993) to allow for zero entries in the
inverse of the covariance matrix. Details can be summarized as follows.
First, to expand R into a covariance matrix, we define the transformation W˜ = Z˜D,
where Z˜ is the n×m matrix of the Gaussian latent variables and D is an m×m diagonal
matrix with elements δk, k = 1, . . . ,m. Then,
vec(W˜ ) ∼ Nmn(0,Σ⊗ In), (7)
where Σ = DRD and In is a diagonal matrix of dimension n that encodes the independence
assumption amongst the observations. Then, a conjugate prior distribution can be assigned
on Σ and updated at each iteration of the MCMC algorithm before it is projected back
to R using the inverse transformation R = D−1ΣD−1. Specifically, we utilize the theory
of decomposable models to perform a conjugate analysis of the covariance structure of the
model since the hyper-inverse Wishart distribution is a conjugate prior distribution for the
covariance matrix Σ with respect to the adjacency matrix G of a decomposable graph
G. The diagonal elements in the adjacency matrix of G are always restricted to be 1 to
ensure the positive definiteness of G. See Supp. Mat. Section S.1 for a brief description
of the Gaussian graphical models, notation and the densities of the inverse Wishart and
hyper-inverse Wishart distributions.
Second, we assign the following prior structure on G and D. Let g`, ` = 1, . . . ,m(m−
1)/2, be the binary indicator for the presence of the `th off-diagonal edge in the lower
triangular part of the adjacency matrix G of the graph G. We assume that
g` ∼ Ber(piG), piG ∼ Unif(0, 1), ` = 1, . . . ,m(m− 1)/2, (8)
where the specification of a uniform distribution on the off-diagonal edge probability is a
standard choice in covariance selection, see Banterle et al. (2018) and references therein.
We denote by p(G) the resulting prior on the adjacency matrix and define the joint
distribution of D, R and G as
p(D,R,G) = p(D|R)p(R|G)p(G)
where
δ2k|rkk iid∼ IGam((m+ 1)/2, rkk/2), k = 1, . . . ,m (9)
with rkk the kth diagonal element of R−1. Assuming a marginally uniform prior for R|G,
it can be shown that Σ|G ∼ HIWG(2, Im) (Talhouk et al., 2012). See Supp. Mat. Section
S.2 for details about the prior density p(R|G).
Remark 1. An interesting feature of the described prior structure is that δk is an iden-
tifiable parameter for the model with continuous responses, whereas it is not identifiable
in the case of discrete responses. Thus, exclusively in the case of the joint modeling of
discrete responses, D can be considered as a “working parameter” of the model and the
parameter extension for data augmentation method (Liu and Wu, 1999) can be used for
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the improvement of the MCMC algorithm that targets the joint posterior of the Gaussian
latent variables and the parameters of the model. See, for example, Talhouk et al. (2012)
for an efficient MCMC algorithm in the case of a regression model with multiple binary
responses and Schliep and Hoeting (2015) for ordinal response data.
3 MCMC sampling strategy
We are interested in sampling from the joint posterior distribution p(B,Γ,Θ, Z˜,D,R,G|Y ).
To draw samples from the specified model, we design a novel MCMC algorithm which pro-
ceeds as follows. We first update the regression coefficients B, the latent binary matrix Γ,
the parameters Θ and the Gaussian latent variables Z˜ in m blocks. In particular, for each
k = 1, . . . ,m, we sample jointly (βk,γk), then we update θk and, finally, we draw realiza-
tions from the Gaussian latent variables Z˜k = (Z˜1k, . . . , Z˜nk). Subsequently, we draw the
adjacency matrix G and the correlation matrix R from their full conditional distributions.
Algorithm 1 presents the pseudo code of the designed MCMC algorithm where the
subscript “−k” implies that the corresponding matrix (or vector) consists of all the elements
except those that are related to the kth response.
Algorithm 1 MCMC algorithm for sampling from the joint distribution
p(B,Γ,Θ, Z˜,D,R,G|Y )
1: Set the number of iterations S.
2: for s = 1, . . . , S do
3: for k = 1, . . . ,m do
4: Sample from p(βk,γk|yk,θk, Z˜−k,D,R)
5: Sample from p(θk|yk,βk,γk, Z˜−k,D,R)
6: Sample from p(z˜k|yk,βk,γk,θk, Z˜−k,D,R)
7: end for
8: Sample from p(D,R|Y , Z˜,G)
9: Sample from p(G|Y , Z˜,D,R)
10: end for
For the large majority of responses, drawing (βk,γk) in step 4 is complicated due to the
lack of full conditional distributions in closed-form expression and a M-H step is therefore
required. However, because of the uncertainty associated with the latent binary vector
γk, the proposal distribution requires a different dimension at each MCMC iteration. In
this framework, a commonly used tool is the Reversible Jump algorithm (Green, 1995),
although it may experience a low acceptance rate, resulting in a MCMC sampler with poor
mixing (Brooks et al., 2003; Lamnisos et al., 2009).
To avoid the Reversible Jump algorithm, we design a proposal distribution defined
on a fixed-dimensional space that can be used for the joint update of βk and γk. It is
worth noticing that we conduct the update of (βk,γk) by first integrating out the latent
variables Z˜k. This accelerates the convergence of the proposed MCMC algorithm since
8
conditioning on Z˜k induces many restrictions on the admissible values of (βk,γk), see Pitt
et al. (2006). Drawing samples from the posterior distributions of the remaining parameters
and the Gaussian latent variables of the model can be conducted by using standard MCMC
algorithms which we also describe briefly in this section.
Remark 2. The proposed MCMC algorithm can be seen as a partially collapsed Gibbs
sampler with M-H updates (Jiao and van Dyk, 2015) since drawing new values of (βk,γk)
(step 4) and θk (step 5) can only be performed after all Gaussian latent variables have been
sampled (step 6). Thus, it has to be implemented carefully since changing the order of the
sampling steps can alter the stationary distribution of the resulting Markov chain.
3.1 Proposal distribution for variable selection
To sample jointly the regression coefficients βk and the latent binary vector γk for each
k = 1, . . . ,m (step 4 Algorithm 1), we design a M-H step that targets the distribution with
density
p(βk,γk|yk,θk, Z˜−k,D,R) ∝ p(yk|βk,γk,θk, Z˜−k,D,R)p(βk|γk)p(γk), (10)
where p(βk|γk) and p(γk) are the prior densities on βk and γk as defined in eq. (4) and eq.
(6), respectively.
In the case of a continuous response yk, we have from eq. (2) that
p(yk|βk,γk,θk, Z˜−k,D,R) ∝ exp
{
1
2
(1− rkk)
n∑
i=1
z˜2ik −
n∑
i=1
m∑
`=1, 6`=k
rk`z˜ikz˜i`+
+
n∑
i=1
log fk(yik;xi,γk ,βγk ,θk)
}
, (11)
where we condition on Z˜−k with an abuse of notation (Pitt et al., 2006) since z˜ik =
Φ−1{Fk(yik;xi,γk ,βγk ,θk)} is a shorter expression of the transformation in eq. (3), rk` =
(R−1)k` and fk(yik;xi,γk ,βγk ,θk) denotes the probability density function of Fk(yik;xi,γk ,βγk ,θk).
If yk is a discrete response, we have that
p(yk|βk,γk,θk, Z˜−k,D,R) =
n∏
i=1
{
Φ
(
uik − µ˜ik|−k
σ˜k|−k
)
− Φ
(
`ik − µ˜ik|−k
σ˜k|−k
)}
, (12)
where `ik = Φ
−1{Fk(yik − 1;xi,γk ,βγk ,θk)} and uik = Φ−1{Fk(yik;xi,γk ,βγk ,θk)} with
µ˜ik|−k = Rk,−kR−1−k,−kz˜i,−k and σ˜
2
k|−k = 1 − Rk,−kR−1−k,−kR−k,k. Thus, the conditional
density in eq. (10) will be intractable for the majority of the continuous and for all the
discrete distributions that can be used for the marginal modeling of the kth response.
Instead of relying on the Reversible Jump algorithm or the Laplace approximation to
sample from eq. (10), we utilize a M-H step with a fixed-dimensional proposal distribution
obtained by re-parameterizing the Gaussian latent variables Z˜k. More precisely, for each
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i = 1, . . . , n and k = 1, . . . ,m, we set{
Zik = x
T
i,γk
βγk + δkZ˜ik if yk is continuous,
Zik = x
T
i,γk
βγk + Z˜ik if yk is discrete,
(13)
where Zik is marginally normal distributed with mean µik = x
T
i,γk
βγk and variance either
σ2k = δ
2
k (if continuous) or σ
2
k = 1 (if discrete). Thus, the vector of realizations zk is a
sufficient statistics for (βk,γk), whereas z˜k is ancillary (Yu and Meng, 2011). To construct a
proposal distribution for a M-H step that targets eq. (10), we replace the intractable density
p(yk|βk,γk,θk, Z˜−k,R) with the Gaussian density of latent variables Zk conditioned on
Z˜−k. Exploiting the fact that βk is quadratic in p(zk|βk,γk, Z˜−k,D,R), given a candidate
value of the latent binary vector γ∗k , we propose the non-zero regression coefficients β
∗
k from
the distribution with density
q(β∗k|γ∗k , zk, Z˜−k,D,R) ∝ p(zk|β∗k,γ∗k , Z˜−k,D,R)p(β∗k|γ∗k)
∝ N|γ∗k |(β∗k;Vγ∗kXTγ∗kσ
−2
k|−k{zk − σkµ˜k|−k},Vγ∗k ), (14)
where σ2k|−k is the diagonal element of the conditional covariance matrix of Zk|Z˜−k, V −1γ∗k =
σ−2k|−kX
T
γ∗k
Xγ∗k + v
−1I|γ∗k| and µ˜k|−k is the conditional mean of Z˜k|Z˜−k. The proposal dis-
tribution in eq. (14) shows two important features: (i) in the covariance matrix Vγ∗k ,
the term XTγ∗kX
∗
γk
is rescaled by the conditional variance σ−2k|−k and (ii) the proposal
mean is shifted by the rescaled conditional mean σkµ˜k|−k, where the factor σk brings
zk and µ˜k|−k on the same scale. Thus, the realizations zk of the Gaussian latent vari-
ables Zk|Z˜−k in eq. (14) are recentered to remove the effect of conditioning on Z˜−k, i.e.,
E(Zk − σkµ˜k|−k|Z˜−k) = E(Zk) = Xγkβγk , see Supp. Mat. Section S.6 for details.
Remark 3. If R is the identity matrix, then the proposal distribution (14) becomes
q(β∗k|γ∗k , zk,D) ∝ N|γ∗k |(β∗k;Vγ∗kXTγ∗kσ
−2
k zk,Vγ∗k ), (15)
with V −1γ∗k = σ
−2
k X
T
γ∗k
Xγ∗k + v
−1Iγ∗k and the conditional mean µ˜k|−k is equal to zero. When
no information is shared across responses, the proposal distribution in eq. (15) coincides
with the full conditional distribution of the non-zero regression coefficients used in single-
response Probit (σ2k = 1) regression model (Albert and Chib, 1993; Holmes and Held, 2006).
It is worth noticing that, regardless of the similarities with the Probit model, this proposal
density has been obtained as a special case of eq. (14) and generally applicable to any type
of response.
Remark 4. For some continuous and discrete data including the Gaussian, binary and
ordered and nominal categorical responses, the proposal density in eq. (14) allows the
“implicit marginalisation” of the regression coefficients when the joint update of (βk,γk)
in the M-H step is performed. For this type of responses, the acceptance probability α of
the joint move is
α = 1 ∧
∣∣Vγ∗k ∣∣1/2 v|γk|/2 exp(12mTγ∗kV −1γ∗k mγ∗k) p(γ∗k)q(γk|γ∗k)
|Vγk |1/2 v|γ∗k |/2 exp
(
1
2
mTγkV
−1
γk
mγk
)
p(γk)q(γ∗k |γk)
, (16)
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where mγ∗k = Vγ∗kX
T
γ∗k
σ−2k|−k(zk − σkµ˜k|−k). Similarly to Holmes and Held (2006), in eq.
(16) the current and proposed value of the regression coefficients (βk,β
∗
k) do not appear.
For details, see Supp. Mat. Section S.7.
Finally, since the main focus of this paper is to provide a proposal distribution for the
regression coefficients given the latent binary vector, any proposal distribution for γ∗k can
be used. Here, we use a modified version of the proposal distribution designed by Guan
and Stephens (2011). This proposal makes efficient use of the inexpensive evaluation of the
marginal association between each response and the predictors in order to propose a new
latent vector γ∗k . See Supp. Mat. Section S.5 for a detailed description.
3.2 Sampling the Gaussian latent variables
Next, we describe the sampling strategy for the Gaussian latent variables (step 6 Al-
gorithm 1). If the kth response is continuous then the transformation (3) is a one-
to-one transformation. In this case z˜k is updated deterministically by setting z˜ik =
Φ−1{Fk(yik;xi,γk ,βγk ,θk)} for each i = 1, . . . , n and k = 1, . . . ,m. In the case of a discrete
response yk, we have that
p(z˜ik|yk,βk,γk,θk, Z˜−k,D,R) ∝ N (z˜ik; µ˜ik|−k, σ˜2k|−k)I{z˜ik ∈ (`ik, uik]}, (17)
where µ˜ik|−k, σ˜2k|−k, `ik and uik are defined in eq. (12). Therefore, each z˜ik has to be
sampled from the univariate Gaussian distribution N(µ˜ik|−k, σ˜2k|−k) truncated on the interval
(`ik, uik].
Remark 5. As noted by Holmes and Held (2006) and Lamnisos et al. (2009), a severe
problem of the Gibbs sampler scheme in the single-response non-linear regression model
(Albert and Chib, 1993) is the slow mixing of the Markov chain since the Gaussian latent
variables are correlated with the regression coefficients and the latent binary vector. In
these models, the dependence is unavoidable given the centered parametrization of the
latent variables. In the proposed BVSGC model, this problem is less severe since µ˜ik|−k in
eq. (17) depends only on the Gaussian latent variables Z˜−k, but crucially not on (βk,γk)
although both `ik and uik are functions of the current model and the model parameters.
3.3 Sampling the matrix D, the correlation matrix R and the
adjacency matrix G
To update (D,R) andG in the designed MCMC Algorithm 1 (step 8 and 9), we follow Tal-
houk et al. (2012) and work in the space of the scaled Gaussian latent variables W˜ = Z˜D.
Using the transformation Σ = DRD, our target distribution becomes p(D,R|Y , Z˜,G).
In practice, we obtain samples from p(Σ|W˜ ,G) and transform them using the inverse
transformation R = D−1ΣD−1 where D is sampled from its prior distribution in eq. (9).
To sample the adjacency matrix G from p(G|Y , Z˜,D,R), we target the distribution with
density
p(G|W˜ ) = p(W˜ |G)p(G)∑
G p(W˜ |G)p(G)
, (18)
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where the summation in the denominator is over all the decomposable graphs G, p(G) is
defined through eq. (8) and p(W˜ |G) can be computed analytically due to the tractability of
the hyper-inverse Wishart distribution, see Supp. Mat. Section S.1 for further details. We
sample from eq. (18) by using a M-H step in which, conditionally on the current adjacency
matrix G, a new graph is proposed by adding or deleting an edge between two vertices
whose index has been chosen randomly between the vertices that belong to a decomposable
graph. The proposed graph is then accepted or rejected using the accept/reject mechanism
of the M-H step which targets the density in eq. (18). Finally, conditionally on W˜ and
the updated adjacency matrix G, we sample Σ from its conditional distribution HIWG(2 +
n, Im + W˜
TW˜ ).
Remark 6. Unlike in Talhouk et al. (2012), in the proposed BVSGC model, since the
matrix of realizations Z˜ is an ancillary statistics for (B,Γ), the conditional distribution of
Σ|W˜ ,G does not depend on (B,Γ), resulting in a more efficient MCMC sampler.
3.4 Sampling the response-specific parameters
Sampling the response-specific parameters Θ depends on the marginal cdfs of the BVSGC
model. If Fk(·) is the cdf of a normal distribution, since σ2k = δ2k, the posterior samples of
σ2k are obtained as a by-product of procedure described above. If the margins are ordinal
or negative binomial, as in the examples considered below, details of the M-H step are
presented in Supp. Mat. Section S.8.
4 Simulation study
In this section, we compare the performance of the proposed Bayesian variable selection for
Gaussian copula (BVSGC) regression model with widely used methods for BVS in single-
response linear and non-linear regression models. We tested our multivariate method in
two simulated data sets consisting of a mixture of Gaussian, binary and ordinal responses,
Section 4.2 and Gaussian and count responses, Section 4.3, respectively.
We used the marginal posterior probability of inclusion (MPPI) (George and McCulloch,
1997) to assess the predictor-response association, defined as the frequency a particular pre-
dictor is included in a model during the MCMC exploration. To illustrate the performance
of the different methods, we used the Receiver Operating Characteristic (ROC) curve. For
a given response, the ROC curve plots the proportion of correctly detected important pre-
dictors (true positive rate - TPR) against the proportion of misidentified predictors (false
positive rate - FPR) over a range of specified thresholds for the MPPI. In order to take into
account the Monte Carlo error, we reported the mean of TPR and FPR over the simulated
replicates for each scenario considered along with the corresponding areas under the curve.
We also assess the accuracy of the non-zero regression coefficients’ posterior credible in-
tervals by using a modified version of the interval score described in Gneiting and Raftery
(2007).
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Table 1: Values of the parameters used to simulate the predictors and response variables
described in Section 4.1 and 4.2.
Response n pk pi1 pi2 b s
2
Scenario I & III
Continuous
50 30 0.15 0.95
1 1
Discrete 0.5 0.2
Scenario II & IV
Continuous
100 100 0.05 0.95
1 1
Discrete 0.5 0.2
4.1 Data generation
To generate the set of correlated predictors, we followed Rothman et al. (2010) and simu-
lated, for each i = 1, . . . , n and k = 1, . . . ,m, xik ∼ Npk(0,S), where Sjj′ = 0.7|j−j′| is the
(j, j′)th element of S, j, j′ = 1, . . . , pk, implying the same unit marginal variance for all
the predictors. We also assumed that, for all responses, we had the same set of available
predictors, i.e., xik is the same for each k = 1, . . . ,m and p1 = p2 = . . . = pm. This is
common assumption in genetic association studies where the same predictors are used as
risk factors for different phenotypic characteristics. However, BVSGC can be applied to
data sets that consist of a different set of predictors for each response.
We simulated a sparse vector of regression coefficientsB and a sparse inverse correlation
matrix R−1 according to the structure described in Section 2.3. More precisely, we first
constructed the p ×m matrix B = Γ1  Γ2 B3, where p =
∑m
k=1 pk and  denotes the
Hadamard matrix product, as follows. Each entry of Γ1 has independent Bernoulli entries
with success probability pi1, Γ2 has rows that are either all ones or all zeros and B3 consists
of an independent draw from N(b, s2). The decision regarding the zero rows has to be
made using p independent Bernoulli variables with probability of success pi2. As noted by
Rothman et al. (2010), using this simulation scheme, (1− pi2)p predictors are expected to
be irrelevant for all the responses and each relevant predictor will be associated on average
with pi1m responses. We set βk to be the kth column of B. The choice of the parameters
pi1,pi2,b and s
2 will be different for each simulated scenario and it is summarized in Table 1.
Finally, we used the correlation matrix of the autoregressive model of order one to simulate
Z˜i
iid∼ Nm(0,R) for each i = 1, . . . , n and we set Rkk′ = 0.8|k−k′| for the (k, k′)th element of
R, k, k′ = 1, . . . ,m, which implies a tri-diagonal sparse inverse covariance matrix. Supp.
Mat. Figure S.1 shows the graphs implied by the non-zero pattern of R−1 used in the
simulation study.
4.2 Mixed Gaussian, binary and ordinal responses
We tested the proposed model in two different scenarios. Both scenarios consist of m = 6
responses with three Gaussian, one binary and two ordinal (with three and four levels)
variables. In Scenario II, we generated 20 replicates with 100 samples and pk = 100
predictors, k = 1, . . . ,m, whereas in Scenario I we simulated the same number of replicates
with n = 50 and pk = 30. We constructed the sparse vector of regression coefficients as
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described in Section 4.1 by setting the values the parameters pi1, pi2, b and s
2 as shown in
Table 1.
With this choice of the parameters pi1 and pi2, in each scenario we simulated on average
between four and five significant predictors associated with each response with a small
probability that they will be “shared” across responses since pi1m < 1. To simulate re-
alizations from the correlated responses, for k = 1, 2, 3, we set Fk(·;xik,βk, θk) to be the
cdf of the Gaussian distribution with mean xTikβk and variance θk = 3. For k = 4, we set
Fk(·;xik,βk, θk) to be the cdf of the Bernoulli distribution with mean Φ(xTikβk) and for
k = 5, 6, we set Fk(·;xik,βk,θk) = Φ(θkc − xTikβk) in order to simulate ordinal responses
with C5 = 3 and C6 = 4 levels and cut-points θkc, c = 1, . . . , Ck − 1, which are drawn
from a Unif(0, 1) and Unif(1, 2), respectively. Thus, in the current simulation set-up, the
discrete responses correspond to a Probit regression model for binary and ordinal data.
We used the MCMC sampler presented in Algorithm 1 to obtain posterior samples
of the parameters and the latent variables of the BVSGC model as well as to compute
the MPPI for each predictor-response association. To estimate the parameters and the
corresponding MPPIs for the single-response regression models, we employed widely used
MCMC algorithms for sparse linear Gaussian (George and McCulloch, 1997) and non-
linear (Holmes and Held, 2006) regression models with the same proposal distribution for
the selection of important predictors as described in Section 3.1. In all MCMC algorithms
we chose the hyper-parameters ak and bk in eq. (5) following Kohn et al. (2001), where
the mean and the variance of the beta distribution are matched with the a priori expected
number of important predictors associated with each response (E(γk) = 5) and its variance
(Var(γk) = 9), see Supp. Mat. Section S.4 for details. We also set v = 1 in eq. (4) since
all predictors have been simulated with the same unit marginal variance. Finally, Supp.
Mat. Section S.3 presents the prior distribution on the response-specific parameters θk in
the Gaussian and ordinal case. We ran each MCMC algorithm for 30, 000 iterations using
the first 10, 000 as burn-in period, storing the outcome every 20 iterations to obtain 1, 000
posterior samples for each model.
Figure 1 presents the average (over 20 replicates) ROC curves for each one of the m = 6
responses simulated in Scenario II, whereas Table 2 displays the average area under the
ROC curve (standard errors in brackets) for both Scenario I and II. Taken together, they
indicate that for the analysis of correlated continuous, binary and ordinal responses, the
BVSGC model achieves a higher sensitivity in the Gaussian and the ordinal variables, and
for the latter irrespectively of the number of the simulated levels. Similarly to the sparse
SUR model with covariance selection, this is due to the ability of the proposed model to
account for the correlation between the responses which can induce false positive results
when they are analyzed only marginally. In addition, the proposal distribution for the
non-zero regression coefficients in eq. (14) is tailored to take advantage of the same sparse
estimated correlation structure, resulting in a more efficient algorithm for BVS. See Supp.
Mat. Figure S.1 for the graph implied by the non-zero pattern of R−1 and estimated by
using the edge posterior probabilities of inclusion.
For the binary response, the performance of the BVSGC model and single-univariate
regression model is almost identical. This is in keeping with Chib and Greenberg (1998)
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Figure 1: Average (over 20 replicates) ROC curves for the BVSGC model (black solid lines)
and for independent single-response regression models (red dashed lines) for each response in the
simulated Scenario II.
and Talhouk et al. (2012) that the estimates of the regression coefficients in multi-response
Probit regression models are robust to the specification of the correlation structure includ-
ing the case R = Im which corresponds, in our framework, to the single-response Probit
model. Here, we noticed that also BVS is insensitive to the specification of the covari-
ance pattern. This is an important point to which we will return later when a full inverse
correlation matrix is enforced.
We also investigated the effect of the “implicit marginalisation” of the regression co-
efficients in eq. (16) when the joint update of (βk,γk) in the M-H step is performed. To
do so, we used the proposal density in eq. (15) that does not account for the correlation
between responses and, more important, does not allow for the marginalization of the re-
gression coefficients when Gaussian, binary and ordinal marginal distributions are jointly
considered. As noted before, this proposal density coincides with Holmes and Held (2006)
proposal distribution in the single-response non-linear regression model for which the “im-
plicit marginalisation” is indeed possible. Supp. Mat. Figure S.2 shows that a better
performance is achieved across all responses and in particular in the Gaussian and ordinal
case when the proposal density in eq. (14) is used.
To assess the effect of the covariance selection procedure, we present in Supp. Mat.
Figure S.4, the ROC curves obtained by a specialized version of the proposed algorithm
that does not allow any element of the inverse correlation matrix to be identically zero.
Interestingly, the displayed ROC curves suggest that the Gaussian graphical model for
covariance selection is crucial for the efficient identification of the important predictors.
In particular, for the subset of continuous responses, the BVSGC model with full R−1 is
15
Table 2: Area under the ROC curves for the BVSGC model and for independent single-
response regression models in the simulated Scenario I and II. Results are averaged over
20 replicates with standard errors in brackets. Within each response, best performance is
highlighted in bold.
Response Regression model
Scenario I Scenario II
n = 50 & pk = 30 n = 100 & pk = 100
Gaussian
BVSGC 0.86 (0.08) 0.88 (0.09)
Single-response 0.77 (0.09) 0.78 (0.10)
Gaussian
BVSGC 0.82 (0.10) 0.90 (0.07)
Single-response 0.78 (0.11) 0.81 (0.12)
Gaussian
BVSGC 0.80 (0.13) 0.91 (0.06)
Single-response 0.72 (0.13) 0.82 (0.10)
Binary
BVSGC 0.83 (0.10) 0.81 (0.07)
Single-response 0.83 (0.10) 0.81 (0.08)
Ordinal (3 levels)
BVSGC 0.76 (0.10) 0.82 (0.07)
Single-response 0.74 (0.09) 0.77 (0.09)
Ordinal (4 levels)
BVSGC 0.85 (0.07) 0.87 (0.07)
Single-response 0.77 (0.09) 0.82 (0.07)
preferable than single-response linear regression models but it is not better than a model
with sparse R−1. More important, in the case of discrete data, single-response regression
models perform better in variable selection than the BVSGC model when R−1 is a full
matrix. A closer inspection of the MCMC output reveals that in this case the selection of
important predictors is affected by the difficult estimation of the inverse covariance matrix
when the sample size is small and a full R−1 is enforced. As expected, with a larger
sample size (n = 1, 000 data not shown) results are less affected by the specification of the
covariance structure.
Finally, we also evaluated the estimation of the regression coefficients obtained by the
BVSGC model and compared with single-response regression models by using a modified
version of the scoring rule presented in Gneiting and Raftery (2007). In our set-up, the
interval score rewards narrow posterior credible intervals and incurs a penalty proportional
to the significance level of the interval if the simulated non-zero regression coefficient is
not included, see also Supp. Mat. Section S.10. Figure 2 displays the boxplots (over 20
replicates) of the interval scores for the 95% credible intervals of the non-zero simulated
regression coefficients in Scenario II for the BVSGC model and single-response regression
models. It is apparent that by using the proposed model, we obtained a more accurate es-
timation of the non-zero regression coefficients for all the responses, except, unsurprisingly,
for the binary case.
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Figure 2: Boxplot (over 20 replicates) of the average interval score for the 95% credible intervals
of the non-zero simulated regression coefficients obtained by the BVSGC model and by single-
response regression models in the simulated Scenario II.
4.3 Mixed Gaussian and count responses
In this section, we present the results of the application of the BVSGC model in a simulated
experiment in which the responses consist of a mixture of one Gaussian and three count
responses. We followed the same strategy described in Section 4.1 to generate the set
of correlated predictors and the sparse vector of regression coefficients by choosing the
parameters pi1, pi2, b and s
2 as described in Table 1 for the continuous and discrete responses.
We also used the same correlation matrix R as described in Section 4.1.
We considered two different scenarios. Both consist of m = 4 responses with one Gaus-
sian, two negative-binomial and one binomial. In Scenario IV, we generated 20 replicates
with n = 100 samples and pk = 100 predictors, k = 1, . . . ,m, whereas in Scenario III we
simulated the same number of replicates with n = 50 and pk = 30. Specifically, using eq.
(3), we simulated the responses by specifying F1(·;xi1,β1,θ1) to be the cdf of the Gaussian
distribution with mean xTi1β1 and variance θ1 = 1, for k = 2 and k = 3, Fk(·;xik,βk,θk)
to be the cdf of the negative binomial distribution with mean θk{1 + exp
(
xTikβk
)}−1 with
θ2 = θ3 = 0.5, and finally F4(·;xi4,β4,θ4) to be the cdf of the binomial distribution
Bin(10, {1 + exp(xTikβk)}−1).
To estimate the parameters and the Gaussian latent variables of the BVSGC model,
we utilized the MCMC presented in Algorithm 1. We compared the results with the same
MCMC algorithm used in Section 4.2 for the Gaussian response. For the count responses,
we used the MCMC algorithm based on the representation of the negative binomial and
binomial logistic regression model as a Gaussian regression model in auxiliary variables
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Figure 3: Average (over 20 replicates) ROC curves for the BVSGC model (black solid lines)
and for independent single-response regression models (red dashed lines) for each response in the
simulated Scenario IV.
implemented in the R-package pogit by Dvorzak and Wagner (2016). The parameters ak
and bk of the beta prior for the probability of predictor-response association, k = 1, . . . ,m,
were chosen as in Section 4.2 and we matched the moments of pogit prior specification for
γk with these values. Finally, Supp. Mat. Section S.3 presents the prior distributions on
the response-specific parameters θk for the Gaussian and negative-binomial responses. We
ran the MCMC algorithms for 30, 000 iterations, storing the outcome every 20 iterations,
after a burn-in period of 10, 000 iterations to obtain 1, 000 posterior samples for each model.
Figure 3 presents the average (over 20 replicates) ROC curves for each one of the
m = 4 simulated responses in Scenario IV, whereas Table 3 displays the average area
under the ROC curve for both Scenario III and IV. Overall, it is evident, especially in
the simulated Scenario IV, that by employing the proposed model, we achieved a better
selection of important predictors compared to single-response regression models, apart from
the binomial response. Similarly to the binary case presented in the previous section, there
isn’t a clear advantage of the BVSGC model over single-response non-linear regression
models when the marginal distribution is only parameterized by the probability of success.
Figure 4 displays the boxplot (over 20 replicates) of the interval scores for the 95%
credible intervals of the non-zero simulated regression coefficients in Scenario IV for the
BVSGC model and single-response regression models. The boxplots indicate that our
model delivers more accurate estimates of the simulated regression coefficients than those
obtained by using single-response regression models across all responses, including the
binomial case. Thus, while the ROC curve for the binomial response shows that the ranking
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Table 3: Area under the ROC curves for the BVSGC model and for independent single-
response regression models in the simulated Scenario III and IV. Results are averaged over
20 replicates with standard errors in brackets. Within each response, best performance is
highlighted in bold.
Response Regression model
Scenario III Scenario IV
n = 50 & pk = 30 n = 100 & pk = 100
Gaussian
BVSGC 0.82 (0.13) 0.86 (0.10)
Single-response 0.80 (0.13) 0.80 (0.12)
Negative Binomial
BVSGC 0.70 (0.16) 0.76 (0.11)
Single-response 0.68 (0.15) 0.72 (0.11)
Negative Binomial
BVSGC 0.72 (0.14) 0.76 (0.10)
Single-response 0.70 (0.15) 0.71 (0.13)
Binomial
BVSGC 0.91 (0.10) 0.91 (0.07)
Single-response 0.91 (0.09) 0.91 (0.06)
of the predictors based on the estimated MPPI is the same between the proposed model
and the pogit algorithm, BVSGC attains on average narrower 95% credible intervals.
For the simulated Scenario IV, Supp. Mat. Figure S.5 compares the performance of the
BVSGC model with its specialized version when R−1 is a full matrix. Interestingly, the
performance is almost identical and both are better than single-response regression models,
except for the binomial case. A detailed investigation of the MCMC output reveals that,
despite a sparse simulated inverse covariance structure and a small sample size (n = 100),
the estimation of a full R−1 is still feasible in this scenario with four simulated responses.
There is also another possible explanation regarding the results presented in Supp.
Mat. Figure S.5 which is apparent in Supp. Mat. Figure S.3. With the exemption of the
continuous case, for the binomial and negative-binomial responses, there is no “implicit
marginalisation” of the regression coefficients in the M-H step. In this case, the proposal
distribution in eq. (14) that takes into account the correlation between responses performs
no better than the proposal distribution in eq. (15) that does not make use of this informa-
tion. It turns out that, when the “implicit marginalisation” is not possible, the acceptance
probability of the joint update of (βk,γk) in the M-H step can be affected regardless of
how accurately the correlations are estimated and used in the proposal distribution.
In summary, the proposed model has several distinct advantages when multivariate
count data are considered. First, the joint modeling of the responses and the ability to
disentangle the dependence between them (see Supp. Mat. Figure S.1) makes the BVSGC
model preferable to single-response regression models also when the “implicit marginali-
sation” of the regression coefficients is not attainable. Second, the proposal distribution
in eq. (14) and its simpler version in eq. (15) are based on the centered parametrization
of the Gaussian latent variables which allows exact inference in contrast to existing BVS
algorithms for count data. Finally, from a computational point of view, the BVSGC model
should be preferred since sampling the Gaussian latent variables is less computationally
expensive than sampling the allocation variables of the mixture model (Dvorzak and Wag-
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Figure 4: Boxplot (over 20 replicates) of the interval scores for the 95% credible interval of the
non-zero simulated regression coefficients obtained by the BVSGC model and by single-response
regression models in the simulated Scenario IV.
ner, 2016) at every MCMC iteration. In our limited experience based on the simulated
examples, we noticed that BVSGC is at least five times faster than the pogit algorithm.
5 Real data applications
We illustrate the features of the proposed BVSGC model by applying it to two real data
sets, Ataxia-Telangiectasia disorder and individuals suffering from Temporal Lobe Epilepsy,
which are typical examples of data routinely collected in clinical research where a mixture of
continuous and discrete outcome variables are used to assess patients’ prognosis and disease
progression. In the analysis of both real data sets our aim is twofold: (i) the identification
of important associations between the outcome variables and the predictors that are either
“response-specific” or “shared”, i.e., predictors that are linked with several responses at the
same time and (ii) the estimation the correlation pattern between the responses in order to
shed light on their conditional dependence not explained by set of predictors considered.
5.1 MCMC details
The two real data sets have missing values on both the responses and the predictors.
Missing values (completely at random or at random) are a frequent occurrence in clinical
data since the propensity for a data point to be missing is either completely random or
linked to some characteristics of the observed data. To overcome this problem, missing
values in the outcome variables were imputed by modifying the designed MCMC presented
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in Algorithm 1 as suggested by Zhang et al. (2015) (see Supp. Mat. Section S.9). Missing
values in the predictors were imputed using the median of the observed values for each
variable. To produce the results presented in this section, we ran the MCMC algorithms
for 70, 000 iterations. We considered the first 20, 000 as burn-in and then we stored the
output every 50th iteration in order to obtain 1, 000 (thinned) samples from the posterior
distributions of interest.
5.2 Ataxia-Telangiectasia disorder
5.2.1 Data and model
We applied our model on a data set containing the measurements of 46 individuals suffer-
ing from Ataxia-Telangiectasia (A-T) disorder. A-T is a rare neurodegenerative disorder
induced by mutations in the ATM gene. Our data set is a subset of a larger multicentric
cohort of 57 patients presented in Schon et al. (2019).
The data set includes nine neurological responses and 13 predictors (% missing values
in brackets). In particular, four responses are continuous variables named as: Scale for
Assessment and Rating of Ataxia (SARA) score (26%), Ataxia-Telangiectasia Neurological
Examination Scale Toolkit (A-T NEST) score (17%), Age at first Wheelchair use (0%) and
Alpha-Fetoprotein (AFP) levels (28%). Two responses are binary variables indicating the
presence of Malignancy (0%) and the presence of Peripheral Neuropathy (11%) which is a
term for a group of conditions in which the peripheral nervous system is damaged. Finally,
three responses are ordinal variables which measure the overall Severity of the disorder
(2%), its Progression (2%) and Eye Movements of the patients (2%). The set of predictors
includes genetic (Genetic Group (0%) in which patients are classified based on the genetic
mutation, Missense Mutation (2%), i.e., single base mutation responsible for the production
of a different amino acid from the usual one, number of Mild Mutations (2%), ATM Protein
levels (9%), and Chromosomal Radiosensitivity (11%), i.e. whether X-ray exposure induces
chromosomal aberrations in individuals with A-T) and immunological (immunoglobulin
IgM (11%), IgG2 (20%), IgG (11%), IgA (13%) and IgE (26%) and immune CD4 T-cell
counts (33%), CD8 T-cell counts (33%) and CD19 B-cell counts (30%)) characteristics of
the patients. In addition, we used an intercept term (with a diffuse normal prior centered in
zero) and three confounders (age, gender and age of onset) always included in the regression
model. Both confounders and predictors were standardized and the continuous variables
quantile-transformed before the analysis.
We modeled the responses by specifying the BVSGC model as follows. For each i =
1, . . . , n we set: for k = 1, . . . , 4, Fk(·;xik,βk, θk) to be the cdf of the Gaussian distribution
with mean xTikβk and variance θk; for k = 5, 6, Fk(·;xik,βk, θk) to be the cdf of the Bernoulli
distribution with probability of success Φ(xTikβk); for k = 7, 8, 9, Fk(·;xik,βk,θk) = Φ(θkc−
xTikβk), where θk = (θk0, . . . , θkCk) denotes the cut-points of the ordinal responses with
C7 = C9 = 3 and C8 = 4 levels, respectively. We used the prior distributions presented in
Section 2.3 and in Supp. Mat. Section S.3 and set the hyper-parameters of the model as
described in Supp. Mat. Section S.4.
Finally, we assessed the out-of-sample predictive accuracy of the BVSGC model by
employing the method proposed by Vehtari et al. (2017) in order to conduct approximate
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leave-one-out (LOO) cross-validation. In particular, we compared the predictive perfor-
mance of the proposed model with the performance of single-response regression models
presented in Section 4.2 by using the R-package loo (Vehtari et al., 2018).
5.2.2 Results
Figure 5 displays the estimated MPPI for each predictor-response pair. Despite the small
sample size, strong associations are detected in SARA score, A-T NEST score, AFP lev-
els, Peripheral Neuropathy and Eye Movements and some evidence of association in Ma-
lignancy, Severity and Progression. Amongst the genetic predictors, Missense Mutation
seems to play an important role in predicting the disease status and its progression (Eye
Movements, Severity and Progression) as well as Malignancy and Peripheral Neuropathy
(Schon et al., 2019). The number of Mild Mutations appears to influence A-T NEST score
and AFP levels. The AFP is a protein produced in the liver of a developing fetus and is
normally increased in the bloodstream of pregnant women, but little is known why indi-
viduals with A-T have elevated AFP levels. From the analysis, we can hypothesize that
high levels of AFP are likely due to a combined effect of Mild Mutations in the ATM gene
and a decrease of ATM Protein levels. Regarding the role of the immune system, it is
well documented that patients suffering A-T have often a weakened defence mechanism.
We confirm this clinical finding and, in contrast to the genetic covariates, immunological
predictors seem to be more “response-specific” with SARA score highly predicted by IgG2,
Peripheral Neuropathy by IgA, AFP levels by IgM and Severity mildly associated with IgG.
Immunoglobulin IgM is also important in predicting both A-T NEST score and Severity.
Given the small sample size and (potentially important) unmeasured covariates, we do
not expect that the genetic and immunological predictors are able to explain entirely the
variability of the responses and their covariation. Therefore, it is important to model any
source of extra variability that may induce false positives associations. Figure 6 shows
the conditional dependence structure of the responses estimated by the BVSGC model.
Disease status and its progression (Severity and Progression) are closely linked with A-T
NEST score and Age at first Wheelchair use, the latter also strongly related. Interestingly,
Severity and Progression seem to capture different aspects of the disease since they are
almost conditionally independent once the effect of Missense Mutation is accounted for. A-
T NEST score is also important in predicting the level of SARA score and Eye Movements.
Finally, SARA score seems to be a good proxy for Peripheral Neuropathy.
Table 4 presents, for each response, the estimated difference in the expected log-
pointwise predictive density (Vehtari et al., 2017) between the BVSGC model and single-
response regression models. To ensure a fair comparison, we used the same prior specifi-
cation for the latent binary vector and implemented the same search algorithm, see Supp.
Mat. Section S.5. It is clear that the proposed model delivers more accurate predictions
than those obtained by any single-response regression models. As expected from the simula-
tion study, for the binary responses (Peripheral Neuropathy and Malignancy) the difference
is less remarkable, with the lowest ELPPD difference in Malignancy which is uncorrelated
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Figure 5: Detection of important predictors for the neurological responses in the A-T data
set. Marginal posterior probabilities of inclusion (MPPI) measures the strength of the predictor-
response association.
SARA
A−T NEST
Age 
Wheelchair
Alpha 
Fetoprotein 
Peripheral 
NeuropathyMalignancy
Severity
Progression
Eye 
Movements
Figure 6: Graphical model implied by the non-zero pattern of R−1 and estimated by using the
edge posterior probabilities of inclusion (EPPI) in the A-T data set. Grey scale and edge thickness
specify different levels of the EPPI (black thick line indicates large EPPI values).
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Table 4: Difference in the expected log-pointwise predictive density (ELPPD) between the
BVSGC model and independent single-response regression models. A positive difference indi-
cates that the proposed model has better predictive performance (standard errors in brackets).
Type Response Difference in ELPPD
Continuous SARA 23.3 (6.4)
Continuous A-T NEST 23.0 (6.7)
Continuous Age Wheelchair 25.9 (7.1)
Continuous Alpha-Fetoprotein 19.4 (5.4)
Binary Peripheral Neuropathy 4.1 (1.8)
Binary Malignancy 0.1 (0.6)
Ordinal (3 levels) Severity 17.1 (4.5)
Ordinal (4 levels) Progression 35.6 (7.6)
Ordinal (3 levels) Eye Movements 15.1 (2.7)
with the other responses and only mildly associated with Missense Mutation. Finally, Supp.
Mat. Figure S.6 presents the associations detected by single-response regression models in
the A-T data set.
5.3 Patients with Temporal Lobe Epilepsy
5.3.1 Data and model
We also applied the BVSGC model to a second data set consisting of m = 5 responses
and pk = 162, k = 1, . . . ,m, common predictors. We investigated the relationship between
human cognition and epilepsy based on recent data collected by Johnson et al. (2016). The
authors used n = 122 fresh-frozen whole-hippocampus samples, surgically resected from
patients with Temporal Lobe Epilepsy (TLE) in order to determine whether genes belonging
to their inferred gene-regulatory networks are related with human memory abilities and the
number of seizures measured on the same individuals. More precisely, the responses (%
of missing values in brackets) comprise the average number of self-reported daily Seizures
for each patient (10% as we excluded very large observations), the memory category in
which the patients have been assigned after the assessment by a neurologist (14%) and
the results (Learning (15%), Post-Interference (15%) and Delayed Recall (15%)) of the
Verbal Learning Test (Thiel et al., 2016) that quantifies the human cognition abilities.
We also considered five confounding predictors: sex, age of manifestation of epilepsy, age
at neurological assessment, anti-epileptic drugs load and handedness and laterality (brain
lobe) of TLE. The 162 correlated genes (median correlation 0.51, first quartile 0.40, third
quartile 0.63) were obtained from a network analysis described in Johnson et al. (2016).
Both confounders and gene expression predictors were standardised to have unit variance.
We modeled the number of self-reported seizures with a negative binomial distribution
and we used an ordinal variable for the memory categories in which the patients have been
assigned by the neurologist. Finally, we assumed that the number of correct words that
each patient recall in each one of the three tasks of the Verbal Learning Test is distributed
as a binomial random variable with 15 as the number of trials. Thus, the BVSGC model
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is specified by setting F1(·;xi1,β1, θ1) in eq. (3) to be the cdf of the negative binomial
distribution with mean θ1pi/(1 − pi), where pi = 1/(1 + exp{−xTi1β1}), i = 1, . . . , 122.
For k = 2 we assume that Fk(·;xik,βk,θk) = Φ(θkc − xTikβk), where θk denotes the cut-
points of the ordinal response with Ck = 5 levels. Finally, for k = 3, 4, 5, we assume that
Fk(·;xik,βk,θk) is the cdf of the binomial distribution with 15 as the number of trials and
probability of success 1/(1 + exp{−xTikβk}). To set the hyper-parameters of the prior that
controls the level of sparsity, we followed the same procedure used in the A-T data set, see
Supp. Mat. Section S.4 for details. The prior distribution on θ1 > 0, known as the number
of failures until the experiment is stopped, is described in Supp. Mat. Section S.3.
5.3.2 Results
Figure 7 displays the estimated MPPI of the associations between the 162 correlated genes
and cognition abilities, the number of seizures and memory classification. The most striking
finding is the ubiquitous role of RBFOX1 gene in Learning, Post-Interference and Delayed
Recall as well as in Memory Category. It has been shown that mutations in this gene lead to
neurodevelopmental disorder including epilepsy and it has also recently implied in cognitive
functions (Davies et al., 2018). Regarding the Learning task, animal model studies have
revealed critical functions for GABRB1 gene not only during brain development but also
for maintenance of functioning circuits in the adult brain (Gehman et al., 2011). The
genetic regulation of Delayed Recall is more complex and related to the difficult memory
task that individuals were asked to perform. Besides RBFOX1 gene, TBC1D24 gene is
associated with a range of inherited neurological disorders including epilepsy and neuronal
development whereas SCN2A gene belongs to a very important family of genes that provide
instructions for making sodium channels. These channels play a key role in a cell’s ability
to generate and transmit electrical signals and sodium channels genes are implicated in
memory abilities (Dickinson et al., 2014).
In contrast to cognition abilities, the associations with the number of Seizures are less
strong. This phenomenon can be explained by the quality of the self-reported data: before
the analysis, we removed 10 measurements that appeared to be outliers when compared
with the bulk of the data (> 10 times bigger than the median). Despite that, the association
with WNT3 gene seems promising since deregulation in WNT signalling has a fundamental
role in the origin of neurological diseases, including epilepsy (Oliva et al., 2013). Less is
known about the role of the second gene FAM126B (highly expressed in brain tissue) which
has also been detected in Delayed Recall. For the latter response, KCNJ6 and especially
RYR2 genes are both implicated in spatial memory (Adasme et al., 2011).
We conclude the description of the association results by comparing the outcome of the
proposed BVSGC model with single-response regression models, see Supp. Mat. Figure
S.7. To conduct BVS for the ordinal response we used the method proposed by Holmes et al.
(2002) and for negative binomial and binomial responses we utilized the auxiliary mixture
sampling method of Fru¨hwirth-Schnatter et al. (2009) implemented in the R-package pogit
(Dvorzak and Wagner, 2016). For the latter, we matched the moments of the prior on γk
with the hyper-parameters of the BVSGC sparsity prior. From the comparisons, we noticed
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Figure 7: Detection of important genes that predict human cognition abilities, number of Seizure
and memory classification in 122 individuals with TLE. Marginal posterior probabilities of inclu-
sion (MPPI) measures the strength of the predictor-response association. For each response, only
associations with MPPI > 0.05 are highlighted.
Memory 
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Recall
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Figure 8: Graphical model implied by the non-zero pattern of R−1 and estimated by using
the edge posterior probabilities of inclusion (EPPI) in the TLE data set. Grey scale and edge
thickness specify different levels of the EPPI (black thick line indicates large EPPI values).
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Table 5: Difference in the expected log-pointwise predictive density (ELPPD) between the
BVSGC model and independent single-response regression models. A positive difference indi-
cates that the proposed model has better predictive performance (standard errors in brackets).
Type Response Difference in ELPPD
Binomial Learning 51.1 (9.6)
Binomial Post-Interference 49.4 (10.4)
Binomial Delayed Recall 93.1 (14.5)
Neg. Binomial Seizures -8.8 (10.4)
Ordinal (5 levels) Memory Category 59.3 (12.9)
that for the binomial responses the number of associations identified by the single-response
regression model is either too large (Learning and Delayed Recall) or almost nil (Post-
Interference). This may depend on the Gibbs sampling search algorithm implemented in the
R-package pogit that does not perform well when a large number of correlated predictors
are considered (Bottolo and Richardson, 2010). In contrast, our proposal distribution for
the latent binary vector γk allows quick detection of relevant predictors that explain a large
fraction of the responses’ variability, see Supp. Mat. Figure S.9.
Figure 8 presents the conditional independence graph for the group of responses con-
sidered. Similarly to the A-T disorder, we do not expect to capture the whole responses’
variability and their covariation given the small set of predictors considered and (potentially
important) unmeasured covariates. Interestingly, the responses of the Verbal Learning Test
are all connected, with Memory Category linked only with Delayed Recall, suggesting that
the neurologist’s memory classification strongly reflects the Delayed Recall score. Sur-
prisingly, the number of Seizures is conditionally independent of the memory tasks of the
Verbal Learning Test. This can be explained either by the aforementioned low quality of
the data or by the fact that we removed the confounding effect of age of onset which is
known to be negatively correlated with both TLE and cognition abilities.
Finally, to compare the predictive performance of the BVSGC model with the cor-
responding performance of single-response regression models, we conducted approximate
LOO cross-validation by utilizing the R-package loo (Vehtari et al., 2018). Table 5 presents,
for each response, the estimated difference in the expected log-pointwise predictive density
between the BVSGC model and single-response regression models. They are all largely
positive, indicating that the proposed model has better predictive performance, apart from
the number of Seizures which is weakly associated with the set of genes considered in both
single- and multi-response models and conditionally independent from the other responses.
In any case, the large standard deviation makes it difficult to draw any clear conclusion
about the best predictive model for this trait.
6 Discussion
In this paper, we have presented a novel approach for BVS when a mixture of discrete
and/or continuous responses are jointly considered. The proposed method allows the ex-
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ploration of the model space consisting of all the possible subsets of predictors while es-
timating the conditional dependence structure among the responses through the graph G
and vice versa.
We have shown that for some continuous and discrete observations including Gaussian,
binary and ordinal responses, the regression coefficients can be “implicitly marginalised” in
the acceptance probability of the M-H step. This is also true when an unordered categorical
variable is considered. In contrast to binary or ordinal responses, where only one latent
variable is required, in the unordered categorical case, the state-space is expanded by C−1
latent variables where C is the number of categories. Combined with an effective proposal
distribution for the latent binary vector, based on the marginal screening of important
predictors for each response, our approach allows the efficient exploration of the ultra-high
model space (
∏m
k=1 2
pk) in order to detect “shared” and “response-specific” associations.
We tested the proposed method on simulated and real data sets and compared it with
commonly used Bayesian single-response linear and non-linear regression models. In all
examples considered, BVSGC outperformed existing BVS algorithms in terms of selection
of important predictors and/or estimation of the non-zero regression coefficients, except
for the binary case. In the simulation study, we have also demonstrated that covariance
selection is key when the sample size is small and the number of responses is large.
We conclude with some final remarks regarding directions for future research. As we
have shown in the simulation study, in the case of count data, the proposal distribution that
takes into account the correlation between responses performs no better than the proposal
distribution that does not exploit this information. When the “implicit marginalisation”
is not possible, the M-H step can be affected regardless of how accurately the correlations
between the responses are estimated and employed in the proposal distribution. Thus, it is
paramount to specify the cdf of marginal distribution so that it allows the marginalization
of the regression coefficients in M-H step for the joint update of (βk,γk). For count data, for
example, this can be accomplished by using the generalized ordered-response Probit model
presented in Castro et al. (2012). In their model, the predictors appear in the mean of the
Gaussian latent variables. However, this will not result in a standard Generalized Linear
Model where the intensity of the Poisson distribution is expressed as a linear combination of
the predictors. An interesting venue for future work will be the assessment of the departure
from standard Generalized Linear Models in order to model multiple count responses and
its implications in the corresponding BVS procedure.
In conclusion, our new BVSGC algorithm is tailored to jointly analyze realistic case
studies that comprise correlated responses of diverse types, potentially with missing values,
and a large set of collinear predictors. Besides data routinely collected in clinical research,
the proposed method can be also used in the analysis of other problems for which sparse
regression algorithms for mixtures of discrete and continuous responses are required.
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Supplementary Material
Bayesian Variable Selection for Gaussian
copula regression models
Angelos Alexopoulos and Leonardo Bottolo
July 22, 2019
This document supplements the material presented in the manuscript “Bayesian variable
selection for Gaussian copula regression models”. Section S.1 provides a quick reference
to Gaussian graphical models and the related notion used in the main paper. In Section
S.2 and S.3, we specify the prior distributions for the correlation matrix R and for the
response-specific parameters Θ. Section S.4 describes the elicitation procedure for the
hyper-parameters of the beta prior on the probability of predictor-response association,
whereas in Sections S.5, S.6 and S.7, we present the proposal distribution for the latent
binary matrix Γ, the regression coefficients B and their joint update in the Metropolis-
Hastings (M-H) step, respectively. The M-H step for the response-specific parameters Θ
is detailed in Section S.8. Section S.9 describes the strategy that we utilized in order to
impute missing at random observations. Finally, Section S.11 presents additional results
regarding the simulation study that we performed to test the proposed Bayesian variable
selection for Gaussian copula regression (BVSGC) model.
S.1 Gaussian Graphical models
An undirected graph is specified by a pair G = (V , E), where V is the set of vertices
V = {α1, . . . , αm} and E a set of edges. Each vertex in V can be thought as a node
representing the kth random variable in an m-dimensional vector Z, whereas an edge
(k, k′) ∈ E is connecting the nodes k and k′, (k, k′) ∈ {1, . . . ,m}. A graph that has as
vertices a subset of the vertices of the original graph is called subgraph. If there is an edge
connecting any two nodes of a graph or subgraph then the graph or the subgraph is called
complete and a complete subgraph is known as a clique. A set S is called a separator of
A and B if every path from A to B pass through S. A decomposition of a graph G is a
subgraph (A,B, S) such that V = A ∪B and S = A ∩B, where S is a complete separator
of A and B. Subgraphs that cannot be further decomposed are the prime components of
the graph G and G is called decomposable if it is consisted exclusively of prime components.
See Lauritzen (1996) for an in-depth presentation of Gaussian graphical models and the
related theory.
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S.1.1 Markov distributions defined over graphs
A covariance selection model (Dempster, 1972) introduces a structure for the inverse covari-
ance matrix of the multivariate Gaussian distribution and zeros in the inverse covariance
correspond to conditional independence statements about the variables.
Gaussian Markov distributions are distributions that are characterized by the zero pat-
terns of the inverse covariance matrix of a multivariate Gaussian (Speed and Kiiveri, 1986).
If µ is an m-dimensional mean vector and Σ is an m×m covariance matrix, then the Gaus-
sian Markov distribution with respect to the adjacency matrix G of a decomposable graph
G has density, evaluated at z, given by
Nm,G(z;µ,Σ) =
∏
P∈P N|P |(zP ;µP ,ΣP )∏
S∈S N|S|(zS;µS,ΣS)
, (S.1)
where P and S are the sets of all prime components and separators of G, |U | denotes
the cardinality of U and an upper-script on a random variable implies that the variable is
defined with respect to the prime component or the separator.
Similarly, the hyper-inverse Wishart distribution (Dawid and Lauritzen, 1993) is a con-
jugate Markov distribution for covariance matrices which are defined conditionally on the
decomposable graphical models. The density of the distribution is denoted by
HIWG(Σ; ν,K) =
∏
P∈P IW(ΣP ; ν,KP )∏
S∈S IW(ΣS; ν,KS)
, (S.2)
where ν > 0 and K are the degrees of freedom and location parameter, respectively.
IW(Σ; ν,K) denotes the probability density function of the inverse Wishart distribution
(Dawid and Lauritzen, 1993) evaluated in Σ and defined as
IW(Σ; ν,K) = |
K
2
| ν+m−12
Γm(
ν+m−1
2
)
|Σ|− ν+2m2 exp
{
−1
2
tr
(
Σ−1K
)}
with Γm the multivariate gamma function.
The results can be extended (Talhouk et al., 2012) to matrix variate normal distributions
(Gupta and Nagar, 2018) with Nn,m(Z;M , In,Σ) in eq. (S.1), where Z is the (n ×m)-
dimensional matrix of observations, M is the mean matrix of dimension n×m, In indicates
independent observations and Σ is an m × m covariance matrix. Results follow since
vec(Z) ∼ Nmn(vec(M ),Σ⊗ In).
S.1.2 Computing the acceptance ratio in eq. (18)
To sample the adjacency matrix G, we target the distribution with density p(G|W˜ ) ∝
p(W˜ |G)p(G) with p(G) the prior on the adjacency matrix and
p(W˜ |G) =
∫
M(G)
p(W˜ |Σ,G)p(Σ|G) dΣ,
S.2
where M(G) denotes the set of all possible symmetric positive definite matrices consistent
with G, W˜ = Z˜D is the (n×m)-dimensional matrix of the scaled Gaussian latent variables
defined in eq. (7) of the main paper, p(W˜ |Σ,G) is the Markov Gaussian density and
p(Σ|G) is the density in eq. (S.2) with ν = 2 and K = Im.
On the space of the scaled Gaussian latent variables W˜ , if Σ is a covariance matrix
consistent with a decomposable graph G, then p(W˜ |Σ,G) is Markov with respect to any
decomposable graphs G (Dawid and Lauritzen, 1993). It is straightforward to show that
p(W˜ |G) = (2pi)−nm/2 ρ(G, 2, Im)
ρ(G, 2 + n, Im + W˜ TW˜ )
,
where
ρ(G, ν,K) =
∏
P∈P |K
P
2
| ν+|P |−12
{
Γ|P |
(
ν+|P |−1
2
)}−1
∏
S∈S |K
S
2
| ν+|S|−12
{
Γ|S|
(
ν+|S|−1
2
)}−1
and P and S are the sets of all prime components and separators of G.
S.2 Marginally uniform prior distributions for the cor-
relation matrix
Let R be an m ×m correlation matrix. The probability density function of a marginally
uniform prior on R is given by
p(R) ∝ |R|m(m−1)2 −1
(
m∏
k=1
|R−k,−k|
)−m+1
2
,
where R−k,−k is the principal submatrix of R and | · | denotes the determinant of a matrix.
The density of a marginally uniform prior on R conditionally on the adjacency matrix
G of a decomposable graph G is defined as
p(R|G) =
∏
P∈P p(R
P )∏
S∈S p(R
S)
,
where p(RU) ∝ |RU |{|U |(|U |−1)}/2−1 (∏mk=1 |RU−k,−k|)−(|U |+1)/2 and the use of an upper script
P , S and U have the same interpretation as in eq. (S.1).
S.3 Prior distribution for the response-specific param-
eters
Let m the number of response variables in the Gaussian copula regression model defined
in eq. (1) of the main paper. The marginal cumulative distribution function (cdf) Fk(·)
S.3
that is used for modeling the kth response may depend on the vector of parameters θk.
By assuming that each Fk(·), k = 1, . . . ,m, is a member of the exponential family, then
θk is the vector of response-specific parameters of the kth response in the multivariate
Generalized Linear Model (Song et al., 2009). Specifically:
• If Fk(·) is the cdf of the Gaussian distribution, we have that θk is the variance of
the distribution, i.e., θk = δ
2
k, and a prior density for this parameters is presented in
Section 2.3.2 of the main paper where we set δ2k|rkk∼IGam
(
(m+ 1)/2, rkk/2
)
with
rkk = (R−1)kk.
• If yk is an ordered categorical response with Ck levels, then Fk(·) depends on the
vector of cut-points θk (McCullagh, 1980). Following Schliep and Hoeting (2015),
we set for identifiability conditions that ηk0 = θk0 = −∞, ηk1 = θk1 = 0, ηkCk =
θkCk = ∞ and ηkc = log(θkc − θk,c−1) for c = 2, . . . , Ck − 1. Finally, we assume that
ηkc
iid∼ N(0, 102), for c = 2, . . . , Ck − 1.
• If yk is modeled using the negative binomial distribution then θk is a scalar known as
the number of failures until the experiment is stopped (θk > 0). Following Dvorzak
and Wagner (2016), we assume that θk ∼ Gam(2, 1).
S.4 Choosing hyper-parameters of the beta prior on
the probability of predictor-response association
Let pik denote the probability of association for each one of the pk available predictors with
the kth response. In Section 2.3.1 of the main paper, we assumed that pik ∼ Beta(ak, bk)
for each k = 1, . . . ,m. We follow Kohn et al. (2001) and we choose ak and bk based on the
a priori expected number of important predictors associated with each response (E(γk))
and its variance (Var(γk)). Denoting with pγk the number of predictors that are associated
with yk, we have that
E(γk|pik) = pkpik, and, Var(γk|pik) = pkpik(1− pik), k = 1, . . . ,m.
Then it is easy to see, for each k = 1, . . . ,m, that
E(γk) = pk E(pik) and Var(γk) = pk(pk − 1) E(pi2k) + pk E(pik)(1− pk E(pik)),
where
E(pik) =
ak
ak + bk
and E(pi2k) = E(pik)
ak + 1
ak + bk + 1
.
Thus, the hyper-parameters ak and bk can be obtained, for each k = 1, . . . ,m, by solving
the system of equations
ak
ak + bk
= pk E(γk)
ak + 1
ak + bk + 1
=
Var(γk)− E(γk){1− E(γk)}
E(γk)(pk − 1) ,
S.4
for a pre-specified a priori expected number of important predictors for the kth response,
E(γk) and its variance Var(γk).
In the simulated study presented in Section 4 of the main paper, we set, for each
k = 1, . . . ,m, E(γk) = 5 and Var(γk) = 9 and we used the same values for the analysis
of Ataxia-Telangiectasia real data set in Section 5.3. These values imply a priori range
between 0 and 14 of the number of important predictors associated with each response.
For the analysis of the real data set in Section 5.2, we set E(γk) = 3 and Var(γk) = 2 due
to a smaller number of available predictors (prior range between 0 and 8).
S.5 Proposal distribution for the latent binary matrix
Here, we present the distribution that we used in the BVSGC model to propose a new latent
binary vector γ∗k , k = 1, . . . ,m, at each iteration of the MCMC algorithm. The proposal
distribution is based on the idea developed by Guan and Stephens (2011) for single-response
sparse linear regression models. The aim is to explore efficiently the model space consisting
of all the possible subsets of predictors by either adding predictors in the regression model
with a non-uniform probability or deleting them with a uniform probability in order to
ensure the reversibility of Markov chain.
We extended the idea of Guan and Stephens (2011) and generalized for non-linear
regression models. Let Xk be the n×pk matrix of available predictors for the kth response.
Before running the MCMC algorithm, we rank the predictors according to the marginal
p-value obtained by regressing each column of Xk on yk. Although based on a marginal
screening, this allows quick detection of relevant predictors that explain a large fraction of
each response’s variability. Then, the proposal distribution consists of three moves:
(i) With probability 0.45, we sample an integer ρk from a mixture of a truncated geo-
metric distribution with a uniform distribution on 1, . . . , pk and we propose to add a
predictor with rank ρk.
(ii) With probability 0.45 we propose to delete uniformly at random a predictor among
those currently in the model.
(iii) With probability 0.1, we propose to add a predictor not in the model and to remove
another one currently in the model based on a uniform distribution.
Regarding (i), we found useful setting the mean of the truncated geometric distribution
equal to the a priori expected number of important predictors associated with each response
(E(γk)) and the weights of mixture equal to (0.8, 0, 2) in order to favor the geometric rank-
based proposal.
S.6 Proposal distribution for the regression coefficients
From eq. (13) of the main paper, the Gaussian latent variable Zik is normal distributed
with mean µik = x
T
i,γk
βγk and variance either σ
2
k = δ
2
k (if continuous) or σ
2
k = 1 (if discrete).
S.5
Since any multivariate distribution can be written as the product of its marginal densities
with the density of the associated copula, and by taking into account eq. (2), we have that
the distribution of the Gaussian latent variables Z˜ is
p(Z˜|B,Γ,D,R) = |R|−n/2
n∏
i=1
exp
{
1
2
z˜Ti (Im −R−1)z˜i
} m∏
k=1
N (zik|xTi,γkβγk , σ2k). (S.3)
By setting Z˜ik = (Zik − xTi,γkβγk)/σk, eq. (S.3) implies that
p(zk|βk,γk, Z˜−k,D,R) ∝
∝ exp
{
1
2
(1− rkk)
n∑
i=1
z˜2ik −
n∑
i=1
m∑
`=1,` 6=k
rk`z˜ikz˜i` − 1
2σ2k
n∑
i=1
(zik − xTi,γkβγk)2
}
= exp
{
− r
kk
2σ2k
n∑
i=1
(zik − xTi,γkβγk)2 −
1
σk
n∑
i=1
m∑
`=1,`6=k
rk`(zik − xTi,γkβγk)z˜i`
}
= exp
{
− r
kk
2σ2k
(zk −Xγkβγk)T (zk −Xγkβγk)−
1
σk
(zk −Xγkβγk)Tζk
}
, (S.4)
where rk` = (R−1)k`, Xγk denotes the n × |γk| matrix in which the columns are selected
according to the latent binary vector γk and ζk = (ζ1k, . . . , ζnk) with ζik =
∑m
`=1, 6`=k r
k`z˜i`.
Remark 1. The Gaussian latent variable Zik conditionally on Z˜i,−k is normal distributed
with mean µik|−k = xTi,γkβγk+σkRk,−kR
−1
−k,−kz˜i,−k and variance σ
2
k|−k = σ
2
k(1−Rk,−kR−1−k,−kR−k,k).
Since (R−1)−1kk = 1 −Rk,−kR−1−k,−kR−k,k and(R−1)−1kk (R−1)k,−k = −Rk,−kR−1−k,−k (Harville
(1997), Corollary 8.5.12), then σ2k|−k = σ
2
k/r
kk with rkk = (R−1)kk and µik|−k = xTi,γkβγk −
(σk/r
kk)ζik = x
T
i,γk
βγk − (σ2k|−k/σk)ζik.
Remark 2. The Gaussian latent variable Z˜ik conditionally on Z˜i,−k is normal distributed
with mean µ˜ik|−k = −(σk/rkk)ζik = −σ˜2k|−kζik and variance σ˜2k|−k = 1/rkk. Since σ˜2k|−k =
σ2k|−k/σ
2
k, then σkµ˜ik|−k = −(σ2k|−k/σk)ζik.
Remark 3. If R is the identity matrix, then eq. (S.4), becomes
p(zk|βk,γk,D) ∝ exp
{
− 1
2σ2k
(zk −Xγkβk)T (zk −Xγkβk)
}
.
Thus, the Gaussian latent variables Zik is normal distributed with mean µik = x
T
i,γk
βγk
and variance σ2k = δ
2
k (if continuous) or σ
2
k = 1 (if discrete) (Albert and Chib, 1993).
Remark 4. In the case of a Gaussian response, since z˜ik = Φ
−1{Fk(yik;xi,γk ,βγk , θk)}, we
have that zik = yik and eq. (S.4) is a special case of the likelihood in eq. (11) for continuous
data with θk = σ
2
k = δ
2
k.
S.6
Exploiting the fact that βk is quadratic in eq. (S.4), we have
p(βk|γk, zk, Z˜−k,D,R) ∝
∝ exp
{
− r
kk
2σ2k
βTγkX
T
γk
Xγkβγk +
rkk
σ2k
zTkXγkβγk +
1
σk
ζTkXγkβγk
}
p(βk|γk)
∝ exp
{
− r
kk
2σ2k
βTγkX
T
γk
Xγkβγk +
(
rkk
σ2k
zTk +
1
σk
ζTk
)
Xγkβγk
}
p(βk|γk).
Finally, using the prior distribution for the regression coefficients in eq. (4) and Remark 1,
we get
p(βk|γk, zk, Z˜−k,D,R) ∝
∝ exp
{
−1
2
βTγk
(
rkk
σ2k
XTγkXγk + v
−1I|γk|
)
βγk +
(
rkk
σ2k
zTk +
1
σk
ζTk
)
Xγkβγk
}
∝ exp
{
−1
2
βTγkV
−1
γk
βγk + β
T
γk
V −1γk VγkX
T
γk
(
rkk
σ2k
zk +
1
σk
ζk
)}
,
∝ exp
{
−1
2
βTγkV
−1
γk
βγk + β
T
γk
V −1γk VγkX
T
γk
σ−2k|−k
(
zk +
σ2k|−k
σk
ζk
)}
, (S.5)
where V −1γk = σ
−2
k|−kX
T
γk
Xγk + v
−1I|γk|. Given a candidate value γ
∗
k for latent binary vector
γk, we propose the non-zero regression coefficients β
∗
k from the distribution with density
q(β∗k|γ∗k , zk, Z˜−k,D,R) ∝ p(zk|β∗k,γ∗k , Z˜−k,D,R)p(β∗k|γ∗k)
∝ N|γ∗k |(β∗k;Vγ∗kXTγ∗kσ
−2
k|−k{zk + σ2k|−k/σkζk},Vγ∗k ).
Remark 5. By Remark 1, E(Zk|Z−k) = Xγβγ−σ2k|−k/σkζk. Then, E(Zk+σ2k|−k/σkζk|Z−k) =
E(Zk) = Xγβγ. Thus, in the proposal density, we recent the realizations of Zk|Z−k such
that their mean does not depend on Z−k. By Remark 2, we can also write the proposal
density in a more compact form as
q(β∗k|γ∗k , zk, Z˜−k,D,R) ∝ N|γ∗k |(β∗k;Vγ∗kXTγ∗kσ
−2
k|−k{zk − σkµ˜k|−k},Vγ∗k ). (S.6)
Remark 6. If in eq. (4) of the main paper v →∞, then Vγk = σ2k|−k(XTγkXγk)−1 and
q(β∗k|γ∗k , zk, Z˜−k,D,R) ∝ N|γ∗k |(β∗k; (XTγ∗kXγ∗k )
−1XTγ∗k{zk − σkµ˜k|−k}),Vγ∗k )
∝ N|γ∗k |(β∗k; βˆzk(γ∗k)− σkβˆµ˜k|−k(γ∗k),Vγ∗k ),
where βˆzk(γk) = (X
T
γk
Xγk)
−1XTγkzk and βˆµ˜k|−k(γk) = (X
T
γk
Xγk)
−1XTγkµ˜k|−k. Thus, as-
suming n > |γ∗k |, the mean of the proposal distribution is centered in βˆzk(γ∗k) (Albert and
Chib, 1993) and adjusted by the rescaled MLEs of the coefficients of the regression of the
conditional mean µ˜k|−k on Xγ∗k , where the factor σk brings the MLEs of the regression
coefficients βˆzk(γk) and βˆµ˜k|−k(γk) on the same scale.
S.7
S.7 Implicit marginalization of the regression coeffi-
cients in the Metropolis-Hastings step
The acceptance probability of the Metropolis-Hastings step for the target in eq. (10) of the
main paper is
α = 1 ∧ p(yk|β
∗
k,γ
∗
k ,θk, Z˜−k,D,R)p(β
∗
k|γ∗k)p(γ∗k)q(βk|γk, zk, Z˜−k,D,R)q(γk|γ∗k)
p(yk|βk,γk,θk, Z˜−k,D,R)p(βk|γk)p(γk)q(β∗k|γ∗k , zk, Z˜−k,D,R)q(γk|γ∗k)
.
• For a Gaussian response, using Remark 4, we have that Yk = Zk. Given a candidate
value γ∗k for latent binary vector γk, to obtain eq. (S.6), we multiply and divide eq.
(S.5) by
∣∣Vγ∗k ∣∣−1/2 exp{−(1/2)mTγ∗kVγ∗kmγk} with mγ∗k = Vγ∗kXTγ∗kσ−2k|−k(zk−σkµ˜k|−k).
Then, the acceptance probability of the M-H step becomes
α = 1 ∧ v
|γk|/2 |Vγk |−1/2 exp
(−1
2
mTγkV
−1
γk
mγk
)
p(γ∗k)q(γk|γ∗k)
v|γ∗k |/2
∣∣Vγ∗k ∣∣−1/2 exp(−12mTγ∗kV −1γ∗k mγ∗k) p(γk)q(γ∗k |γk) . (S.7)
• For a binary/ordinal response, let Pr(Yik = c|βk,γk, θkc), c = 1, . . . , Ck − 1, where
θkc is a cut-point with θk0 = −∞ and θkCk = +∞. This representation is justified
by assuming that Yik = c iff Zikc ∈ (θk,c−1, θkc] and Zikc ∼ N(xTi,γkβγk , 1). For a
binary response, setting Ck = 2 with θk1 = 0, then Pr(Yik = 0) = Φ(−xTi,γkβγk) =
Pr
(
Z˜ik ≤ −xTi,γkβγk
)
= Pr(Zik ≤ 0). Since p(yik;βk,γk, θk, zik) = (I{yik = 0}I{Zik ≤
0} + I{yik = 1}I{Zik > 0})N (zik;xTi,γkβγk , 1), the Gaussian copula model implies
z˜ik(I{yik = 0}I{Z˜ik ≤ 0} + I{yik = 1}I{Z˜ik > 0}) = Φ−1{Fk(yik;xi,γk ,βγk , θk)},
i.e., yik = zik(I{yik = 0}I{Zik ≤ 0} + I{yik = 1}I{Zik > 0}) with the restrictions
on the support of Zk canceling out in the M-H step. Similar arguments can be
used for an ordinal response since p(yik;βk,γk,θk, zik) = (
∑Ck
c=1 I{yik = c}I{θk,c−1 <
Zik ≤ θkc})N (zik;xTi,γkβγk , 1). Thus, for both binary/ordinal responses, the accep-
tance probability has the form shown in eq. (S.7).
• For an unordered categorical response, we follow Albert and Chib (1993). More
precisely, we assume that for each one of the i = 1, . . . , n individuals and c = 1, . . . , Ck
levels (Ck > 2), there is an unobserved random variable Zikc = x
T
i,γk,c
βγk +ikc, where
xi,γk,c is a pγk-dimensional vector of predictors associated with the cth level, βγk
are the corresponding non-zero regression coefficients that are not category specific
(Fru¨hwirth-Schnatter and Fru¨hwirth, 2012) and ik = (ik1, . . . , ikCk) ∼ NCk(0,Λ)
with Λ such that at least Λ11 = 1. Then, the category c is observed, i.e, yik = c, iff
zikc > zikc′ for all c 6= c′. The likelihood of the model is given by
p(yk|βk,γk, zk,Λ) ∝ |Λ|−1/2 exp
{
−1
2
n∑
i=1
(zik −XTi,γkβγk)TΛ−1(zik −XTi,γkβγk)
}
,
where Xi,γk is a Ck × pγk matrix of predictors for the unordered categories. For
identifiability reasons, the Ck level is usually taken as reference level and thus Ck− 1
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unobserved (latent) variables are required. In contrast to a binary or ordinal response,
where only one latent variable is needed, in the unordered categorical case, the state-
space is expanded by Ck − 1 Gaussian latent variables.
Without loss of the generality, we assume that the unordered categorical response is
the last observation, i.e., Ym is the unordered categorical response. In this set-up, we
assume that m + C − 2 responses are “observed” Y1, . . . ,Ym−1,Ym1 ,Ym2 , . . . ,YmC ,
where mC = m+C − 2 and Yk ≡ Zk for k = m1,m2, . . . ,mC . The random variables
Zm1 ,Zm2 , . . . ,ZmC are the C − 1 continuous latent variables required to model the
unordered response. Based on the centered parametrization of the Gaussian latent
variables of the BVSGC model in eq. (13), for k > m−1, we define Zikc = xTi,γk,cβγk+
Z˜ikc. Since for k > m− 1 we use the Gaussian copula to model continuous variables
for which a (marginal) linear regression model has been assumed, it follows that the
“implicit marginalisation” property holds as in the case of Gaussian responses.
S.8 Sampling the response-specific parameters
Response-specific parameters are sampled by using a random walk Metropolis-Hastings
step. In particular:
• If yk is an ordinal response with Ck levels, we set for identifiability conditions that
ηk0 = θk0 = −∞, ηk1 = θk1 = 0, ηkCk = θkCk = ∞ and ηkc = log(θkc − θk,c−1) for
c = 2, . . . , Ck − 1 with the inverse of the transformation given by θkc =
∑c
h=2 e
ηkh .
By setting ηk = (ηk2, . . . , ηk,Ck−1), we target the distribution with density
p(ηk|yk,βk,γk, Z˜−k,R) ∝ p(ηk)
n∏
i=1
{
Φ
(
uik − µ˜ik|−k
σ˜k|−k
)
− Φ
(
`ik − µ˜ik|−k
σ˜k|−k
)}
,
where µ˜ik|−k, σ˜2k|−k, `ik and uik are defined in eq. (12) of the main paper. Note that
ηk is appearing in the target through uik and `ik since we have, for example, that
uik = Φ
−1 {Fk(c|xik,βk,γk,ηk)} , c ≥ 2,
and
Fk(c|xik,βk,γk,ηk) = Φ
{
c∑
h=2
eηkh − xikβk
}
.
• If yk is modeled using the negative binomial distribution, we need to sample θk from
the distribution with density
p(θk|yk,βk,γk, Z˜−k, R) ∝ p(θk)
n∏
i=1
{
Φ
(
uik − µ˜ik|−k
σ˜k|−k
)
− Φ
(
`ik − µ˜ik|−k
σ˜k|−k
)}
,
where µ˜ik|−k, σ˜2k|−k, `ik and uik are defined in eq. (12). θk appears in the target
through uik and `ik since
uik = Φ
−1 {Fk(yik|xik,βk,γk, θk)}
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with Fk(·) is the cdf of the negative binomial distribution with θk the number of fail-
ures until the experiment is stopped and probability of success 1/(1 + exp{−xTikβk}).
Finally, we perform the update of θk by first transforming λk = log(θk) ⇐⇒ θk = eλk
with Jacobian eλk .
S.9 Missing observations
Imputation of missing observations under the Bayesian perspective can be conducted by
treating any missing data as unknowns. Thus, instead of targeting the posterior distribution
with density p(B,Γ,Θ, Z˜,D,R,G|Y ), the designed MCMC algorithm has to target the
posterior p(B,Γ,Θ, Z˜,D,R,G,Ymis|Yobs), where we have assumed that the mixed data
are made of the observed data Yobs and a portion of missing observations denoted by Ymis.
We also denote by Y cmis the missing observations from the continuous response variables
and with Y dmis the missing discrete observations, that is Ymis = (Y
c
mis,Y
d
mis). To draw
sample from the target posterior we modify Algorithm 1 as follows.
If observations are missing exclusively from the discrete response variables the update
of the latent variables Z˜ is conducted as described by Algorithm 1. However, in the pres-
ence of missing values in the continuous responses we also need to sample latent variables
that correspond to these missing values from a conditional univariate normal distribution.
Finally, as also noted by Zhang et al. (2015), the variables Y dmis have to be drawn condi-
tionally on the corresponding Gaussian latent variables Z˜ and this results in a reducible
Markov chain since each component Y dmis will not make any transition from the state de-
termined by the initial values of Z˜. To overcome this problem, we follow Zhang et al.
(2015) and we integrate Y dmis from the target posterior distribution. This implies that an
additional step has to be added in Algorithm 1. More precisely, the latent variables that
correspond to Y dmis are drawn from Gaussian distributions without truncation and the re-
maining steps of the MCMC algorithm are the same ones as described in Algorithm 1 of
the main paper. The resulting Markov chain will be irreducible and the MCMC will target
the desired stationary distribution.
S.10 Interval score for the non-zero regression coeffi-
cients
To evaluate the posterior credible intervals of the non-zero regression coefficients in the
simulated examples we used a modified version of the interval score presented in Gneiting
and Raftery (2007). It was introduced to assess the forecast ability of a model, but we
use here to assess the accuracy of the regression coefficients’ posterior credible intervals.
Specifically, if β is the value of the non-zero simulated regression coefficient and β` and βu
denote the α/2 and 1− α/2 quantiles of the (1− α)× 100% posterior credible interval for
β then the interval score is given by the formula
(βu − β`) + 2
α
(β` − β)Iβ<β` +
2
α
(β − βu)Iβ>βu .
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S.11 Additional results from the simulation study
S.11.1 Estimated graphical model
Figure S.1 presents the simulated and the graph implied by the non-zero pattern of R−1
and estimated by using the edge posterior probabilities of inclusion (EPPI) of the simula-
tion study presented in Section 4 of the main paper. Although in the developed MCMC
Algorithm 1 we sample only decomposable graphs, in both stimulated examples we have
generated non-decomposable graphs to mimic real case scenarios. Thus, the graph recon-
struction that we achieve based on the EPPI converges to a more dense graph. This is
an expected feature of our sampler, see the detailed discussion in Fitch et al. (2014) who
conclude that the restriction to decomposable graphs is not too stringent since any infer-
ence about the true graph will asymptotically converge toward minimal triangulations of
the true graph. See also Banterle et al. (2018) for a relevant discussion of decomposable
graphs in Seemingly Unrelated Regression models.
Gaussian
Gaussian
Binary
Ordinal
Ordinal
Gaussian Gaussian
Negative 
Binomial
Negative 
Binomial
Binomial
Gaussian
Negative 
Binomial
Negative 
Binomial
Binomial
Figure S.1: Top: Simulated graphs used in Section 4.2 (left) and in Section 4.3 (right) of the main
paper. Bottom: The corresponding graphs implied by the non-zero pattern of R−1 and estimated
by using the edge posterior probabilities of inclusion (EPPI) averaged over 20 replicates in Scenario
II (left) and IV (right), respectively. Grey scale and edge thickness specify different levels of the
EPPI (black thick line indicates large EPPI values).
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S.11.2 ROC curves for the BVSGC model with different proposal
densities for the regression coefficients
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Figure S.2: Average (over 20 replicates) ROC curves for the BVSGC model with the proposal
density of the non-zero regression coefficients in eq. (14) (black solid lines) and the simpler version
in eq. (15) (dashed-dotted black lines) for each response in the simulated Scenario II described
in Section 4.2 of the main paper.
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Figure S.3: Average (over 20 replicates) ROC curves for the BVSGC model with the proposal
density of the non-zero regression coefficients in eq. (14) (black solid lines) and the simpler version
in eq. (15) (dashed-dotted black lines) for each response in the simulated Scenario IV described
in Section 4.3 of the main paper.
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S.11.3 ROC curves for the BVSGC model with sparse and full
inverse correlation matrix
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Figure S.4: Average (over 20 replicates) ROC curves for the BVSGC model with sparse (black
solid lines) and full (dashed-dotted black lines) inverse correlation matrix R−1, and for single-
response regression models (red dashed lines) for each response in the simulated Scenario II
described in Section 4.2 of the main paper.
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Figure S.5: Average (over 20 replicates) ROC curves for the BVSGC model with sparse (black
solid lines) and full (dashed-dotted black lines) inverse correlation matrix R−1, and for single-
response regression models (red dashed lines) for each response in the simulated Scenario IV
described in Section 4.3 of the main paper.
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S.11.4 Real data sets: single-response regression models
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Figure S.6: Detection of important predictors for the neurological responses in the A-T data
set using single-response regression models. Marginal posterior probabilities of inclusion (MPPI)
measures the strength of the predictor-response association.
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Figure S.7: Detection of important genes that predict human cognition abilities, number of
seizure and neurological memory classification using single-response regression models. Marginal
posterior probabilities of inclusion (MPPI) measures the strength of the predictor-response asso-
ciation. Genes detected by the BVSGC model with MPPI > 0.05 are highlighted.
S.14
S.11.5 Real data sets: marginal screening
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Figure S.8: Marginal screening of the neurological responses in the A-T data set used in the
proposal distribution of the binary latent matrix described in Section S.5.
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Figure S.9: Marginal screening of human cognition abilities, number of seizure and neurological
memory classification used in the proposal distribution of the binary latent matrix described in
Section S.5. Genes detected by the BVSGC model with MPPI > 0.05 are highlighted.
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