Abstract-Extracting illumination invariant features is an effective method to improve recognition rate of algorithm with varying illumination. In this paper, a novel illumination invariant method which combines Gradientface and 2DPDA is proposed. First, this approach transforms a face image into Gradientface, then the 2DPCA is used to reduce the dimension of Gradientface. The experimental results verify the effectiveness of our approach on CAS-PEAR-R1 and CMU PIE face databases.
INTRODUCTION
Due to the wide application prospects in pattern recognition fields, such as surveillance and security, face recognition has attracted the attention of many researchers in past decades. However, as mentioned in [1] , "and ''the variations between the images of the same face due to illumination are almost always larger than image variations due to change in face identity'', varying illumination frequently makes recognition performance degradation.
Many methods have been proposed to handle the illumination variation problem. The methods includes: preprocessing and normalization [2] [3] [4] , 3D illumination models [5] [6] and extraction of illumination invariant features [7] [8] . In the first category, image processing techniques were used to preprocess face images. These techniques include histogram equalization, Gamma correction and logarithmic transformation. The main idea of the 3D illumination models is to represent the changes caused by different illuminations in a subspace and estimate model parameters. In the third category methods, facial features which are invariant or insensitive to illumination variations are extracted for recognition.
The gradient domain is very important to image processing. Zhang et al [9] proposed Gradientface method for illumination invariance face recognition, in which the ratio of gradients at different directions ,denoted as Gradientface, were calculated and proved insensitive to the illumination changes. However, Gradientfaces contain some face-unrelated information and result in high dimensional problem. In this paper, we proposed a novel illumination invariant face recogn 1 ition method, which 1 The work is supported by the National Natural Science Foundation of China (No: 61262056) is a two stage method. In the first stage, Gradientfaces were used to reduce the impacts caused by changing illumination in face. And the second stage, 2PCA [10] was used to extract the discriminant features for recognition.
II. PROPOSED METHOD

A. Gradientface
According to the physical imaging model, an image ( , ) I x y is regarded as the product of the reflectance and illumination at each pixel ( , ) xy : I x y to x-gradient of ( , ) I x y is also an illuminant insensitive measure. However, the ratio of y-gradient of image to x-gradient of image might be infinitude derived by zero value of x-gradient of image. To avoid this situation occurred, the Gradientface was defined:
To compute the gradient stably and reduce the effects of noise, Gaussian filter is applied in the logarithmic field of face images. Fig.1 shows two face images and their Gradientfaces: 
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Where T denotes matrix transpose, A is the average image as
Thus, the optimal projection matrix A also belongs to l-th class.
C. Feature extraction and classification
III. Experiment results
In this section, experiments are designed to evaluate the performance of the proposed method. We compare our method with 2D-PCA and Gradientface. Experiments are conducted on two face databases, CAS-PEAL-R1 and CMU PIE.
A. results on CAS-PEAL-R1 face database
The CAS-PEAL-R1 face database [11] contains30863 images of 1 040 subjects (595 males and 445 females) with varying pose, expression, accessory, and lighting. In this experiment, lighting sub-databases was chosen for the evaluation of our proposed method. 199 persons are selected and each has 9 various illuminant pictures. We resize the images to 64×64 pixels with 256 gray levels.
We randomly choose 4 images per person to form training set and the other images for test. We average the result over 20 random splits. The top recognition results are shown in Table 1 . From table 1 we can find the top recognition rate of the proposed method is higher than 2DPCA and Gradientface. To further compare the recognition performance of proposed method with 2DPCA. We also plot the recognition rates of the proposed method and 2DPCA with varying dimension of feature vectors in Fig.2 when the number of training samples is four. The Fig.2 shows the proposed is of better recognition performance than 2DPCA under vary dimension
B. results on CAS-PEAL-R1 face database
The CMU PIE [12] database contains 41368 images of 68 people. Each person has images captured under 13 different poses and 43 different illumination conditions and with four different expressions. In this experiment, only frontal face images under different lighting conditions (without expression variations) are selected, and each person has 24 frontal images. Each image is manually aligned, cropped and resized to 32×32 pixels with 256 gray levels. Images of a person are showed in Fig.3 . In this experiment, we randomly choose 24 images per subject to form training set, and the other images for testing, we average the result over 20 random splits. The recognition results are shown in Fig.4 . As can be seen, the proposed method has better recognition performance. In this paper, a combining Gradientface and 2DPCA illumination invariant Face Recognition method is proposed. The method is a two-stage face recognition method. In the first stage, illumination invariant facial features are extracted by Gradientface. However, the feature dimensions extracted are very high, which will cost a lot of storage and computation capability. To improve the computational performance, the 2DPCA is applied to reduce the feature dimension.
Experimental results indicate that proposed method is of better recognition performance.
