ABSTRACT
INTRODUCTION
Computers can be used to rapidly process large amounts of data. In natural science fields, scientists have started to use computerized techniques to analyze massive amount of data. In climatology, for example, statistical analysis of large-scale data sets and numerical simulations are now done by computer. In this study, we describe examinations of pressure patterns in climatology.
In climate research, the pressure pattern is often very important. There are 15 types of pressure patterns 1 (Yoshino, 2002) . When a climatologist needs to know the days of a specific pressure pattern around Japan, for example, "low pressure in Western areas of Japan and high pressure in Eastern areas of Japan (Japanese winter-type)" or "high pressure in Southern areas of Japan and low pressure in Northern areas of Japan (Japanese summer type)," he or she has to visually check a huge number of surface weather charts, which is a laborious task.
To overcome this problem, we propose an automatic classification method using machine learning, which was developed in the computer science field. In this study, we used a support vector machine (SVM) and classified pressure patterns into two classes: "winter type" and "non-winter type." For training datasets and test datasets, we used the JRA-25 dataset from 1981 to 2000. We also used LIBSVM (Chang & Lin, 2000) , an SVM library.
RESEARCH OBJECTIVE AND DATA USED

OBJECTIVE
In climatology, there are many pressure patterns and these have been classified into 15 types (Yoshino, 2002) . In addition, some instances that do not belong to a single type are classified as transition or compound types. Both types are a combination of two of the 15 classified types.
This study investigated Japanese winter-type pressure patterns. Figure 1 shows a surface weather chart that illustrates a Japanese winter-type pattern, which is one of the most well-known Japanese pressure patterns. A feature of this type of pattern is low pressure in the West of Japan and high pressure in the East. When winter-type patterns occur, a cold wind blows from the North and temperatures drop. It also often snows on the Sea of Japan side.
The aim of our study was to develop a system for automatically classifying a huge amount of meteorological data into two classes, winter type and non-winter type. 
Data
We used the JRA-25 (Japanese 25-year re-analysis) dataset for meteorological data. JRA-25 is from a reanalysis project from 1979 to 2004 conducted by the JMA (Japan Meteorological Agency) and CRIEPI (Central Research Institute of the Electric Power Industry) (Onogi et_al., 2005) . This dataset is archived every six hours. Therefore we were able to use four datasets for each day. The format of the JRA-25 dataset is GRIB (GRIdded Binary). GRIB is a mathematically brief data format that is standardized by the WMO (World Meteorological Organization).
In this study, we used datasets gathered at 0900 JST, that is, one dataset for each day. In addition, we extracted only sea-level pressure (SLP) data from the JRA-25 dataset because the Japanese winter-type pattern is characterized by SLP. The JRA-25 dataset is divided into a number of data categories. To extract SLP data, we selected anl_p, which is one of the data categories. The dataset in the anl_p category has many different elements in addition to SLP; for example, it also includes temperature and humidity data. We transformed the dataset for the anl_p category from the GRIB format into a binary format and extracted numerical SLP data using a wgrib program. We needed to select the element "PRMSL" to extract SLP data.
Thus, we extracted numerical SLP data that had 145×288 = 41760 points. Since the field of this data is global, we used SLP data from latitude 15 to 60 degrees North and longitude 105 to 175 East, which indicates the field around Japan. One SLP data contained 37×57 = 2109 points.
STUDY METHOD
Support Vector Machine (SVM)
SVM is a machine-learning method that treats classification of two classes. It is widely used in many different fields, such as in text and speech recognition (Tsuda, 2000) .
To use SVM, we needed a training dataset. A training dataset is expressed as
, where x i Data Science Journal, Volume 8, 30 March 2009 S60 describes a vector and y i indicates a class. Based on training datasets, SVM constructs a hyperplane with a maximum margin, which is the distance between the hyperplane and support vectors (Tsuda, 2000) . Figure 2 shows the concept of linear separation using SVM. Let us assume that in Figure 2 , the symbols "○" indicate training data in class 1, and the symbols "☆" indicate training data in class 2. The shaded training symbols in each class are referred to as support vectors. When linear separation as in Figure 2 is impossible, nonlinear separation is applied. Figure 3 shows nonlinear separation. First, the training dataset is mapped into a high-dimensional space using nonlinear mapping. Then, in the high-dimensional space, the training dataset is separated into two classes by the hyperplane. To use nonlinear mapping, calculations of high-dimensional vectors, which are inner products of Φ(x i ) and Φ(x j ) for all combination of vectors, are required. However, a kernel function, K(
, provides an easy way of making the calculations (Tsuda, 2000) . If we use a kernel function, we can make calculations in the original space. In our research, we used an RBF (Radial Basis Function) kernel, which is a major nonlinear kernel. The RBF kernel is expressed as follows:
where each of i x and j x denotes a vector of each training data and δ indicates a parameter. When we use an RBF kernel, parameter δ should be selected appropriately. The parameter values we selected in our study are described in section 4.4.
The SLP data has 37×57 = 2109 grid points. In both the training and testing phases of SVM, we regard this number as 1×2109 = 2109, and treat it as a 2109-dimensional vector. We then classify uncertain data as winter-type class or non-winter-type class using the 2109-dimensional vector. The process of SVM classification is as follows:
1. Make a training dataset comprising combinations of vector and class. 3. Classify a test dataset using the constructed classifier.
Generation of Training Data
SVM conducts classification using a classifier produced from a training dataset. It can be assumed that different training datasets lead to different classification results. Therefore, we generated several training datasets and compared the results of each classification.
In generating a training dataset, it must be decided whether each piece of data belongs to a positive (winter type) or negative example (non-winter type). Accordingly, we used the classification described by Yoshino (2002) Based on case-A to case-D, Table 2 describes the training dataset that we generated. We then inspected the influence of case-B, case-C, and case-D on the classification results.
EXPERIMENT
Experimental Data and Procedure
We conducted a classification experiment using SLP data from 1981 to 1990 for training datasets and SLP data from 1991 to 2000 for test datasets.
The classification test included two cases: the first used a linear kernel and the second an RBF (nonlinear) kernel. The RBF kernel parameter provided the most accurate classification in our experiment (in the rest of this paper, nonlinear kernel indicates an RBF kernel). In addition, we used LIBSVM (Chang & Lin, 2000) , which is an SVM library. The Data Science Journal, Volume 8, 30 March 2009 S62 SVM procedure for classification was as follows:
1. Generate a classifier from a training dataset made using SLP data from 1981 to 1990.
2. Classify a test dataset from 1991 to 2000 using the generated classifier.
3. Compare and inspect the results of classification using Yoshino (2002).
Evaluation of Classification Results
We used two methods to evaluate the results of the classification. Table 3 shows the evaluation by weak winter type and This experiment used precision, recall and the F-measure as criteria for evaluating the classification results. The F-measure describes the harmonic mean of precision and recall (Witten & Frank, 2005) . The formula for the precision, recall and F-measure for Tables 3 and 4 
Experiment: Comparison of Classification USING Multiple Training Data
Classification tests were as follows: classifiers were generated using the training datasets in 
Results of Experiment
The nonlinear kernel parameter δ in this experiment was equal to 10×10 -6 . Figure 4 shows the classification results when using a linear kernel, and Figure 5 shows the results when using a nonlinear kernel. The results of experiment 1 are summarized as follows: Training dataset 1, 3: Precision and recall were high on the whole, and the highest F-measure was obtained.
Results of Experiment 1
Training dataset 2, 9: Precision was low; however, recall was 1.0. Normally, this means that no false negatives occurred. Moreover, the lowest F-measure was obtained.
Training dataset 4, 6: Compared with other training datasets, precision was high, while recall was low. Training dataset 5: Compared with other training datasets, average values were obtained. Training dataset 7, 10: Precision was high, while recall was a little low. Training dataset 8: When the linear kernel was compared with the nonlinear kernel, the positions of precision and recall were reversed. Moreover, the lowest F-measure was obtained using the nonlinear kernel. Figure 6 shows the classification results obtained using a linear kernel, and Figure 7 shows those obtained using a nonlinear kernel. The results of experiment 2 are summarized as follows: Training dataset 1, 3: Precision was low, while recall was high. Training dataset 2, 9: Precision was low, while recall was nearly 1.0. Moreover, the lowest F-measure was obtained.
Results of Experiment 2
Training dataset 4, 6: Precision and recall were high on average. Moreover, the highest F-measure was obtained. Training dataset 5: Compared with other training datasets, results were average. Training dataset 7, 10: Precision was a little low, while recall was high. Training dataset 8: When using a linear kernel, average values were obtained. When using a nonlinear kernel, recall was high. However, the precision and F-measure were low. 
S65
Our results showed that the classification of winter-type patterns using an SVM produced a greater than 0.8 F-measure with evaluation by weak winter type, and a less than 0.7 F-measure with evaluation by strong winter type. Beyond that, there was little difference in the accuracy of classification when using linear and nonlinear kernels, except in the case of training dataset 8.
Our research used the classification by Yoshino (2002) to judge positive and negative examples and demonstrated that classification by computer is possible by selecting positive and negative examples based on a certain standard.
Consideration
The maximum value of the F-measure for the evaluation of weak winter-type patterns exceeded the maximum value for the strong winter-type evaluation by 0.1 or more. We therefore consider that the definitions for case-A to case-D, which were used in selecting positive and negative examples, were more suitable for evaluating weak rather than strong winter-type patterns.
In terms of precision, training datasets 4, 6, 7, and 10 obtained high precision when evaluated by weak winter type. With training datasets 4 and 6, case-B was treated as winter type in the evaluation, but as non-winter type (negative example) in the training phase. In other words, the training process was conducted under stricter conditions and the evaluation was conducted under relatively looser conditions. For training datasets 7 and 10, we consider that the incidence of false detection, caused by training from case-B, was restrained by not including case-B in the training datasets. However, the results for all training datasets showed low recall. Therefore, we consider that these are effective in emphasizing the truth of data classified into winter type rather than in covering winter-type data.
In terms of recall, some training datasets obtained high recall. In particular, training datasets with only case-C negative examples obtained a near 1.0 recall. This result indicates that this case represents a classification of two classes: winter and summer. The result was not surprising because it is difficult for winter data to be classified as summer-class data. However, precisions were low for individual training datasets. Thus, these are considered more effective in covering winter-type data than in emphasizing the truth of data classified into winter type.
There was little difference in accuracy between training datasets 1 and 3, 4 and 6, and 7 and 10. We thus assume that case-C, which consists of June, July and August, was not very important for the training datasets.
In the result for training dataset 8, which included comparison of linear and nonlinear kernels, and evaluation using weak winter-type patterns, the positions of precision and recall were reversed. Based on the results for training datasets 5 and 6 with case-C or case-D added to training dataset 8, we consider that the results for training dataset 8 occurred because there were no negative examples.
Several FPs belong to the typhoon type in Yoshino (2002) . We consider that these were classified into winter type because of a mistake regarding the influence of a low pressure typhoon.
CONCLUSION AND FUTURE WORK
Using SVM, we automatically detected the winter-type pressure pattern, which is a specific pressure pattern around Japan. To select positive and negative examples, we used Yoshino (2002). We generated a number of classifiers using various training datasets, and compared the results of classification.
In experiments, our method obtained a greater than 0.8 F-measure. We also demonstrated that computer classification is possible by selecting positive and negative examples based on a certain standard. Classification accuracy depended on the training dataset used for generating classifiers.
In future research, we will focus on improving classification accuracy and classifying other pressure patterns. We will investigate whether accuracy is improved by changing the latitude and longitude when using grid data around Japan, or by using more useful elements other than pressure. In classifying other pressure patterns, appropriate elements will have to be selected carefully because elements that characterize individual pressure patterns differ.
