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Abstract
Acyclic directed mixed graphs, also known
as semi-Markov models represent the condi-
tional independence structure induced on an
observed margin by a DAG model with la-
tent variables. In this paper we present a
factorization criterion for these models that
is equivalent to the global Markov prop-
erty given by (the natural extension of) d-
separation.
1 Introduction
Acyclic directed mixed graphs, also known as semi-
Markov models contain directed (→) and bi-directed
(↔) edges subject to the restriction that there are no
directed cycles. The use of such graphs to represent
a statistical model may be traced to path diagrams
introduced by [14], where bi-directed edges are used to
represent correlated errors. Such graphs are useful for
representing the independence structure arising from
a DAG model with hidden variables. More recently
they have proved useful in characterizing the set of
intervention distributions that are identifiable [4, 13].
Ancestral graphs [12] are a subclass of ADMGs.
The global Markov property for such models is given
by the natural extension of d-separation to graphs with
bi-directed edges. [11] provided a local Markov prop-
erty for acyclic directed mixed graphs that was equiv-
alent to the global property for all distributions. [5]
introduced a weaker version of the local Markov prop-
erty which is equivalent to the global property under
additional assumptions.
In order to be able to score these models we require
a parametrization of the set of distributions obeying
the conditional independence relations given by an
ADMG. Until now such parametrizations have only
been available in the multivariate Gaussian case [2, 12].
In this paper we give a factorization result which leads
directly to a parametrization in the multivariate bi-
nary case. It is not hard to extend the parameteriza-
tion to the general discrete case, though we do not do
it here for reasons of space.
G1
X2X1
X4X3
Figure 1: A simple ADMG G1. (Color is used to dis-
tinguish the two edge types.)
We illustrate the main ideas with the graph shown in
Figure 1. This graph implies the conditional indepen-
dence relations X1⊥X2, X4 and X2⊥X1, X3, which
cannot be represented by a DAG model (without la-
tents). The theorem given in this paper associates this
graph with the following factorizations:
p(x1, x2) = p(x1)p(x2),
p(x1, x3) = p(x1)p(x3 | x1),
p(x2, x4) = p(x2)p(x4 | x2),
p(x1, x2, x3) = p(x3 | x1)p(x1)p(x2),
p(x1, x2, x4) = p(x4 | x2)p(x1)p(x2),
p(x1, x2, x3, x4) = p(x3, x4 | x1, x2)p(x1)p(x2).
Note that the only terms here are: p(x1), p(x2),
p(x3|x1), p(x4|x2) and p(x3, x4|x1, x2). These factor-
izations lead to a (variation dependent) parametriza-
tion in the binary case: if the variables are binary then
p(X1 = 0), p(X2 = 0), p(X3 = 0|x1), p(X4 = 0|x2) and
p(X3 = X4 = 0|x1, x2), with x1, x2 ∈ {0, 1}, are suf-
ficient to specify any multivariate binary distribution
obeying the global Markov property for G1; see [1].
Note that there are 1 + 1 + 2 + 2 + 4 = 10 quanti-
ties here, which corresponds to the known dimension
of this Markov model in the binary case.
It is possible to use the local directed Markov property
for ADMGs in [11] (see §4.2), together with a given or-
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dering (consistent with the directed edges), to obtain
factorizations in terms of univariate densities, as pro-
posed in [9]. However, this strategy suffers from the
following problem: if only one order is considered then
the factorization corresponds to a DAG, and hence, in
general, will not be sufficient capture all of the in-
dependencies given by the ADMG, e.g. ordering the
vertices as they are numbered in G1 would give:
p(x1, x2, x3, x4) = p(x1)p(x2)p(x3|x1)p(x4|x1, x2, x3),
which does not imply X1⊥X4. On the other hand
if all consistent orderings are considered then the set
of densities does not form a parametrization as the
dimension is too large, e.g. for G1 we would specify:
p(x1), p(x2), p(x3 | x1), p(x4 | x2), p(x3 | x1, x2) and
p(x4 | x1, x2), which gives 14 parameters in the bi-
nary case. Consequently these are not all free: some
are constrained to be deterministic functions of others.
The factorization in this paper is more complicated as
it involves multivariate joint densities, but it has the
advantage that it does give a parametrization.
In an ADMG, a set A is said to be ancestrally closed if
x→ · · · → a in G with a ∈ A implies that x ∈ A. Our
main result is then as follows: a distribution P obeys
the global Markov property with respect to an ADMG
G if and only if for every ancestrally closed set A:
p(XA) =
∏
Hi∈[A]G
p(XHi | XTi)
where [A]G denotes a partition of A into sets
{H1, . . . , Hk}, with corresponding conditioning sets
T1, . . . , Tk; for details of the partition and conditioning
sets see Theorem 4 below.
This generalizes and unifies three existing results for
subclasses of ADMGs: First, the well-known factor-
ization of an ancestrally closed set in a DAG D [10]:
p(XA) =
∏
v∈A
p(Xv | XpaD(v)).
Second, the factorization associated with any set A in
a bi-directed graph B [3]:
p(XA) =
∏
C :C⊆A; C is connected in B,
and C is inclusion maximal in A
p(XC);
where a set C is connected if every pair of vertices
in C are joined by a path in C, and a connected set
C is inclusion maximal in A if there is no set of C∗,
with C ⊂ C∗ ⊆ A, that is connected. (Note that
in a bi-directed graph every set is ancestrally closed
trivially since there are no directed edges.) Third the
factorization associated with a bi-directed chain graph
such as G1; see [1].
The paper is organized as follows: §2 contains basic
definitions; §3 contains the factorization result; §4 out-
lines the proof.
2 Definitions and Basic Concepts
A directed cycle is a sequence of edges x→ · · · → x. If
a directed mixed graph G contains no directed cycles
then G is acyclic. There may be two edges between
a pair of vertices in an acyclic directed mixed graph
(ADMG), but in this case at least one edge must be
bi-directed (x ↔ y): otherwise there would be a di-
rected cycle (multiple edges of the same type are not
permitted). The induced subgraph of G given by set
A, denoted GA consists of the subgraph of G with ver-
tex set A, and those edges in G with endpoints in A.
The connected components of a graph G are
For a vertex x in a mixed graph G, paG(x) ≡ {v | v →
x in G} is the set of parents of x; if y ∈ paG(x) then
x ∈ chG(y), the set of children of y; spG(x) ≡ {v | v ↔
x in G} is the set of spouses1 of x; anG(x) ≡ {v | v →
· · · → x in G or v = x} is the set of ancestors of x;
similarly deG(x) ≡ {v | v ← · · · ← x in G or v = x}
is the set of descendants of x. These definitions are
applied disjunctively to sets of vertices, so that, for
example,
paG(A) ≡
⋃
x∈A
paG(x), spG(A) ≡
⋃
x∈A
spG(x).
(Note that spG(A)∩A may be non-empty, and likewise
for the other definitions.) A path between x and y in G
is a sequence of edges 〈ǫ1, . . . , ǫn〉, such that there ex-
ists a sequence of distinct vertices 〈x ≡ w1, . . . , wn+1 ≡
y〉, (n≥0), where edge ǫi has endpoints wi, wi+1 (paths
consisting of a single vertex are permitted for the pur-
pose of simplifying proofs). We denote a subpath of a
path pi, by pi(wj , wk+1) ≡ 〈ǫj , . . . , ǫk〉. It is necessary
to specify a path as a sequence of edges rather than
vertices because the latter does not specify a unique
path when there may be two edges between a given
pair of vertices. A path of the form x → · · · → y is a
directed path from x to y.
For a mixed graph G with vertex set V we consider
collections of random variables (Xv)v∈V taking val-
ues in probability spaces (Xv)v∈V , where the prob-
ability spaces are either real finite-dimensional vec-
tor spaces or finite discrete sets. For A ⊆ V we let
XA ≡ ×v∈A(Xv), X ≡ XV and XA ≡ (Xv)v∈A. We
use the usual shorthand notation: v denotes a vertex
and a random variable Xv, likewise A denotes a vertex
set and XA.
1Note that our usage, though established, differs from
that of some authors who use the term ‘spouse’ to denote
the other parents of the children of a vertex in a DAG.
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2.1 The global Markov property for ADMGs
A non-endpoint vertex z on a path is a collider on the
path if the edges preceding and succeeding z on the
path have an arrowhead at z, i.e. → z ←, ↔ z ↔,
↔ z ←, → z ↔. A non-endpoint vertex z on a path
which is not a collider is a non-collider on the path,
i.e. ← z →, ← z ←, → z →, ↔ z →, ← z ↔. A path
between vertices x and y in a mixed graph is said to
be m-connecting given a set Z if
(i) every non-collider on the path is not in Z, and
(ii) every collider on the path is an ancestor of Z.
If there is no path m-connecting x and y given Z, then
x and y are said to bem-separated given Z. SetsX and
Y are said to be m-separated given Z, if for every pair
x, y, with x ∈ X and y ∈ Y , x and y are m-separated
given Z.
A probability measure P on X is said to satisfy the
global Markov property for G if for arbitrary disjoint
sets X,Y, Z, (Z may be empty) X is m-separated from
Y given Z in G implies X⊥ Y | Z [P ]. Note that if
G is a DAG then the above definition is identical to
Pearl’s d-separation criterion; see [6, 10].
In a given set T with subset A, we will say that B
forms the Markov blanket for A in T , if B ⊆ T \A and
A is m-separated from T \ (B ∪A) given B, and there
is no subset of B for which this is true.
For an ADMG G we define:
A(G) ≡ {A | anG(A) = A}
the set of ancestrally closed sets. The set A(G) forms
a lattice so that if A,B ∈ A(G), then A ∩B,A ∪B ∈
A(G).
2.2 Barren subsets
For a given vertex set A we define:
barren(A) ≡ {x | x ∈ A; deG(x) ∩A = {x}}.
Note that this definitions is intrinsic to the set A in
the sense that a vertex v ∈ barren(A) if v has no de-
scendants in G that are in A; v may have descendants
in G that are not in A.
Proposition 1. In an ADMG, (i) barren(an(A)) =
barren(A) ⊆ A; (ii) if A ∈ A(G) then
an (barren (A)) = A; (iii) if B ⊆ A then barren(A) ∩
B ⊆ barren(B).
2.3 Districts
For a given ADMG G, the induced bi-directed graph
(G)↔ is the graph formed by removing all directed
edges from G. Likewise (G)→ is the DAG formed by
removing all bi-directed edges. The district (aka c-
component) for a vertex x in G is the connected com-
ponent of x in (G)↔, or equivalently
disG(x) ≡ {y | y ↔ · · · ↔ x in G or x = y} .
Similarly we let disA(x) = disGA(x); if x /∈ A then we
define disA(x) = ∅. Note that disA(x) ⊆ dis(x) ∩ A,
with strict inclusion possible: a vertex v is in disA(x)
only if v ∈ A and there is a path from v to x in (G)↔ on
which every vertex is in A; the condition for member-
ship in dis(x)∩A is the same, except that the require-
ment that every vertex on the path is in A is removed.
As usual we apply the definition disjunctively to sets:
disA(B) =
⋃
x∈B
disA(x).
Proposition 2. If W is a set in an ADMG G, then:
(i) the set of districts {disW (v) | v ∈ W} forms a
partition of W ; (ii) for any v, disW (v) = disdisW (v)(v);
(iii) vf w ∈W ∗ ⊆W then disW∗(w) ⊆ disW (w).
A set C is path-connected in (G)↔ if every pair of ver-
tices in C are connected via a path in (G)↔; equiva-
lently, every vertex in C has the same district in G.
Note that a set C may be path-connected in (G)↔
without forming a connected set in (G)↔. (Recall that
if a set C is connected then between every pair of ver-
tices in C there is a path on which every vertex is
itself in C; equivalently, every vertex in C is in the
same district in GC .)
A district D = disW (v) of a vertex v in a set W in G
is said to be ancestrally closed if for every vertex v,
D = disanG(D)(v).
Thus the district of v within W would not get any
larger if we were to add to W all vertices in G that
are ancestors of vertices that are already in the dis-
trict of v within W . (Note that if this property holds
for one vertex v ∈ D, then it holds for all vertices
in D.) By extension, a set W will be said to have
ancestrally closed districts if every district in W is an-
cestrally closed.
Proposition 3. If W ∈ A(G) then W has ancestrally
closed districts.
Note however that the converse is false: a set may
have ancestrally closed districts but not be ancestral.
For example in the graph in Figure 2 all subsets of
the vertices have ancestrally closed districts, including
those which are not ancestral.
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3 Factorization
The main result of the paper is as follows:
Theorem 4. A probability distribution P obeys the
global Markov property for G if and only if for every
A ∈ A(G),
p(XA) =
∏
H∈[A]G
p(XH | Xtail(H)) (1)
where [A]G denotes a partition of A into sets
{H1, . . . , Hk} ⊆ H(G), defined with tail(H), below.
The factorization associated with an ADMG is of ne-
cessity more involved than in DAGs or chain graphs:
in a DAG, one may always find a total ordering under
which the parents of a vertex v precede v. In chain
graphs this is generalized so that the parents of an
‘undirected component’ precede the component itself.
In the case of an ADMG graph, ‘blocks’ are heads (de-
fined below) which are subsets of connected compo-
nents of G↔. However, it is easy to find ADMG graphs
in which there is no ordering under which every vertex
that is a parent of at least one vertex in a given head,
occurs prior to any vertex in that head. For example,
X2X1
X4X3
Figure 2: An ADMG in which there is no vertex or-
dering under which all parents of a head precede any
vertex in the head.
in Figure 2, {1, 4} and {2, 3} form heads. It is easy to
see that if 1 is ordered before 2 and 3, then we cannot
also have 2 ordered before 1 and 4.
The upshot of this is that the inclusion of a term in
the factorization in which vertex i is on the left of the
conditioning bar, and j is on the right, does not pre-
clude the inclusion of a term, in the same factorization,
in which the reverse holds. For example, we associate
with the graph in Figure 2, the factorization:
p(x1, x2, x3, x4) = p(x1, x4 | x2)p(x2, x3 | x1). (2)
It is easy to see that this factorization implies that
X3⊥X4 | X1, X2. However, after marginalizing x3
and x4 it can be seen that (2) implies
p(x1, x2) = p(x1 | x2)p(x2 | x1),
so X1⊥X2, which also follows from the global Markov
property associated with this graph. In this sense the
factorization is ‘cyclic’ in nature.
3.1 Factorization terms: heads and tails
Each term in the factorization takes the form p(XH |
XT ), H,T ⊆ V ; H∩T = ∅. Following [8], we will refer
to H as the head of the term p(XH | XT ), and T as
the tail. However, only certain pairs of sets (H,T ) will
occur in factorizations associated with G. An ordered
pair of sets (H,T ) form the head and tail of a term
associated with G if and only if all of the following
hold:
(i) H = barren(anG(H)),
(ii) H forms a path-connected set in (Gan(H))↔,
and
(iii) T =
(
disan(H)(H) \H
)
∪ pa(disan(H)(H)).
Condition (i) may be re-expressed by saying that for
every vertex x ∈ H , anG(x) ∩H = {x}. Condition (ii)
is equivalent to the assertion that
disan(H)(H) =
⋂
v∈H
disan(H)(v).
For a graph G, the set of heads is denoted by H(G).
By condition (iii), if H ∈ H(G), then there is a unique
tail which we denote tail(H). The tail associated with
H consists of the variables in disan(H)(H) that are not
in H , and any vertex which is a parent of a vertex in
disan(H)(H), which includes all vertices in pa(H). In
what follows it will be useful to distinguish between
these two subsets of tail(H) hence we introduce the
following definitions:
dis-tail(H) ≡ disan(H)(H) \H,
pa-tail(H) ≡ pa(disan(H)(H))
(note that these two sets need not be disjoint). All
vertices in the tail are connected to a vertex in H by
a path on which every non-endpoint vertex is a col-
lider, and every vertex is an ancestor of some vertex
in H . Given a set W ⊇ an(H), with de(W ) ∩H = H ;
sp(disan(H)(H)) ∩ W ⊆ an(H), the global Markov
property for G implies that
H ⊥ W \ (H ∪ tail(H)) | tail(H)
or in other words, tail(H) is the Markov blanket for H
in the set W .
For a bi-directed graph B, H(B) is simply the set of
connected subsets of vertices; for a DAG D it is the
set of all singleton sets: H(D) = {{v}|v ∈ V }.
Lemma 5. If H ∈ H(G), then tail(H) ∩ de(H) = ∅.
Proof: Suppose for a contradiction that there is some
vertex v ∈ tail(H) ∩ de(H). Since, by definition,
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tail(H) =
(
disan(H)(H) \H
)
∪ pa(disan(H)(H)) ⊆
an(H), this implies that H 6= barren(anG(H)), which
is a contradiction. 2
Corollary 6. If H ∈ H(G) then H ∩ tail(H) = ∅.
Proof: Follows from Lemma 5 since H ⊆ de(H). 2
In a complete ADMG G, for every set W ∈ A(G),
barren(W ) is path-connected in (GW )↔, so
H(G) = {H | H = barren(W ) for some W ∈ A(G)} .
Proposition 7. If A ∈ A(G), then H(GA) =
{H | H ∈ H(G), H ⊆ A}.
Proposition 8. The mapping H(G)→ A(G) given by
A = anG(H) is injective (one-to-one). Further, if G is
complete then it is surjective (onto).
3.2 Decomposition of a set: [W ]G
For any ADMG G and a subset of verticesW , we define
the following functions:
ΦG(∅) ≡ ∅,
ΦG(W ) ≡{
H
∣∣∣∣∣ H = ⋂
x∈H
barren (anG (disW (x))) ; H 6= ∅
}
,
ψG(W ) ≡ W \
⋃
H∈ΦG(W )
H,
ψ
(k)
G (W ) ≡ ψG(· · ·ψG(W ) · · · )︸ ︷︷ ︸
k-times
, ψ
(0)
G (W ) ≡W.
Finally, we define the partition induced by G on W to
be:
[W ]G ≡
⋃
k≥0
ΦG
(
ψ
(k)
G (W )
)
.
As described below, when applied to a setW , the func-
tion ΦG(W ) returns a set of heads, one for each district
inW . For a given district D ⊆W , the associated head
consists of those vertices in D that are not ancestors
(in G) of any other vertices in D. The purpose of the
intersection over elements in H is to ensure that H is
path-connected in (GW )↔; an equivalent definition is
thus:
ΦG(W ) = {H | ∅ 6= H = barren (anG (disW (H))) ;
H is path-connected in (GW )↔} .
Thus every pair of distinct vertices in H are connected
by a path in (GW )↔ on which every edge is bi-directed,
and is in W . As before it will not be true in general
that H itself will form a connected set in (GW )↔.
The function ψG(W ) simply removes fromW all those
vertices which occur in some head in ΦG(W ).
3.3 Parametrization
Multivariate binary distributions obeying the global
Markov property with respect to an ADMG G may be
parametrized by the following set of probabilities:{
p(XH=0 | Xtail(H)=xtail(H))
∣∣∣ H ∈ H(G),
xtail(H) ∈ {0, 1}
|tail(H)|
}
.
Let α : V 7→ {0, 1}|V | be an assignment of values to the
variables indexed by V . Define α(W ) to be the values
assigned to variables indexed by a subset W ⊆ V . Let
α−1(0) = {v | v ∈ V, α(v) = 0}. Then:
p (XV =α(V )) =
∑
C : α−1(0)⊆C⊆V
(−1)|C\α
−1(0)|×
∏
H∈[C]G
P
(
XH = 0
∣∣Xtail(H) = α(tail(H))) .
3.4 Examples
a
b
c
d
e
Figure 3: An ADMG used to illustrate recursive de-
compositions.
First consider the graph in Figure 2. We have the
following decompositions:
[{x1, x2}]G = {{x1}, {x2}}
[{x1, x2, x3}]G = {{x2, x3}, {x1}},
[{x1, x2, x4}]G = {{x1, x4}, {x2}},
[{x1, x2, x3, x4}]G = {{x1, x4}, {x2, x3}},
[{x1, x3}]G = {{x1}, {x3}},
[{x2, x4}]G = {{x2}, {x4}}.
Together with the singleton sets {x1}, {x2} which have
trivial decompositions, these represent all of the ances-
tral sets in this graph. These decompositions lead to
the following factorizations:
p(x1, x2) = p(x1)p(x2),
p(x1, x2, x3) = p(x2, x3|x1)p(x1),
p(x1, x2, x4) = p(x1, x4|x2)p(x2), (3)
p(x1, x2, x3, x4) = p(x1, x4|x2)p(x2, x3|x1),
p(x1, x3) = p(x3|x1)p(x1),
p(x2, x4) = p(x4|x2)p(x2).
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Examples of the parametrization are as follows:
p(X1234=0) = p(X14=0|X2=0)p(X23=0|X1=0),
where we use the obvious shorthand, e.g. {X14=0} ≡
{X1=X4=0};
p(X12=0, X34=1)
= p(X1=0)p(X2=0)− p(X23=0|X1=0)p(X1=0)
− p(X14=0|X2=0)p(X2=0)
+ p(X14=0|X2=0)p(X23=0|X1=0);
p(X12=1, X34=0)
= p(X3=0|X1 = 1)p(X4=0|X2=1)
− p(X3=0|X1=1)p(X14=0|X2=1)
− p(X23=0|X1=1)p(X4=0|X2=1)
+ p(X23=0|X1=1)p(X14=0|X2=1).
For a more complex example, we present five decom-
positions resulting from the graph in Figure 3:
[{d, e}]G = {{d, e}} ,
[{c, d, e}]G = {{c, d}, {e}} ,
[{b, c, d, e}]G = {{b, c}, {d, e}} ,
[{a, b, c, d, e}]G = {{a, c}, {b, e}, {d}} ,
[{a, b, d, e}]G = {{a}, {b, e}, {d}} ,
with the corresponding factorizations:
p(d, e) = p(d, e),
p(c, d, e) = p(c, d|e)p(e),
p(b, c, d, e) = p(b, c|d, e)p(d, e),
p(a, b, c, d, e) = p(a, c|b, d, e)p(b, e|d)p(d),
p(a, b, d, e) = p(a|b)p(b, e|d)p(d).
The first four do not imply any constraint on the asso-
ciated margin. This is a consequence of the fact that
there is only one district in each of these ancestral sets.
Note that even though {a, b, c, d, e} forms a single dis-
trict, {a, b, d, e} contains two districts.
3.5 Properties of ΦG(W )
Proposition 9. If H ∈ ΦG(W ), then H ⊆W .
Proof: If for some x ∈ H , disW (x) = ∅ then H ⊆
barren(anG(∅)) = ∅, which is a contradiction. But if
disW (x) 6= ∅ then by definition x ∈ W . 2
Lemma 10. If x1, x2 ∈ H ∈ ΦG(W ), then
disW (x1) = disW (x2), hence for all x ∈ H, H =
barren(anG(disW (x))).
Proof: LetDi = disW (xi), i ∈ {1, 2}. By Proposition 9
disW (xi) 6= ∅, i ∈ {1, 2}. By Proposition 2 (i), if D1 6=
D2, then D1 ∩ D2 = ∅. Further, by Proposition 1(i)
barren (anG(Di)) ⊆ Di (i ∈ {1, 2}). HenceD1∩D2 = ∅
implies that H = ∅, which is a contradiction. 2
Corollary 11. If H1, H2 ∈ ΦG(W ) and H1 6= H2 then
disW (H1) ∩ disW (H2) = ∅.
Proof: Suppose for a contradiction that x ∈
disW (H1) ∩ disW (H2). This implies that disW (hj) =
disW (x), for any hj ∈ Hj , j ∈ {1, 2}. It then follows
by Lemma 10 that
H1 = barren(anG(disW (x))) = H2,
which is a contradiction. 2
Corollary 12. If H1, H2 ∈ ΦG(W ) and H1 6= H2 then
H1 ∩H2 = ∅.
Proof: Immediate from Corollary 11, since Hi ⊆
disW (Hi), i ∈ {1, 2}. 2
Corollary 13. For any set A, [A]G partitions A.
Proof: By Corollary 12, no two sets in ΦG
(
ψ
(k)
G (A)
)
,
for fixed k, overlap. Further, by Proposition 9, and
the definition of ψ
(k)
G (A), the sets in ΦG
(
ψ
(i)
G (A)
)
and
ΦG
(
ψ
(j)
G (A)
)
do not overlap. Since W 6= ∅ implies
ΦG(W ) 6= ∅, {ψ
(i)
G (A)}i is a monotonically decreasing
sequence of sets, so the sets in [A]G exhaust A. 2
Lemma 14. If H ∈ ΦG(W ) then H ∈ H(G).
Proof: We first show that barren(an(H)) = H .
Since for any h ∈ H , H = barren(anG(disW (h))),
it follows by Proposition 1 (ii) that anG(H) =
anG(disW (h)) hence barren(anG(H)) =
barren(anG(disW (h))). Since this holds for any
h ∈ H , it then follows that
barren(anG(H)) =
⋂
h∈H
barren(anG(disW (h))) = H.
We now show that disan(H)(H) is path-connected in
(Gan(H))↔, or equivalently that
disanG(H)(H) =
⋂
v∈H
disanG(H)(v),
and thus H ∈ H(G). For any h ∈ H ,
disanG(H)(h) = disanG(disW (h))(h)
⊇ disdisW (h)(h) = disW (h),
where: the first equality is by Proposition 1(ii); the in-
clusion follows from Proposition 2 (iii); the last equal-
ity uses Proposition 2 (ii). Hence⋂
h∈H
disanG(H)(h) ⊇
⋂
h∈H
disW (h) ⊇ H,
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where the last inclusion follows from the definition of
ΦG(W ), and Proposition 1(i). By Proposition 2 (i) the
LHS is either equal to the empty set or disanG(H)(H),
which concludes the proof. 2
For x ∈ A we define head(x;A) to be the head H
containing x in [A]G . For H ∈ [A]G we refer to the
k ≥ 0, for which H ∈ ΦG(ψ
(k)(A)), as the depth of
H in A, denoted depA(H). Similarly the depth of a
vertex h ∈ A, is the depth in A of the head containing
it: depA(x) = depA(head(x;A)).
3.6 Properties of ψG(W ) when W has
ancestrally closed districts
We will show that if W has ancestrally closed districts
then so does ψG(W ). We will also show that if W has
ancestrally closed districts then the district-tail of any
head H ∈ ΦG(W ) is contained in ψG(W ).
In subsequent proofs we will make use of the following:
Lemma 15. If W has ancestrally closed districts and
H ∈ ΦG(W ) then disW (v) = disan(H)(v), for all v ∈
disW (H).
Proof: First observe that an(H) =
an(barren(an(disW (H)))) = an(disW (H)) ⊇
disW (H). Hence disan(H)(v) is not empty, if
v ∈ disW (H). Further,
disan(H)(v) = disan(disW (H))(v)
= disan(disW (v))(v) = disW (v),
where the second equality follows since v ∈ disW (H),
the third equality follows since W has ancestrally
closed districts. 2
Lemma 16. IfW has ancestrally closed districts, then
so does ψ(W ).
Corollary 17. If A ∈ A(G) then for k ≥ 0, ψ
(k)
G (A)
has ancestrally closed districts.
Proof: The result follows from Proposition 3 and k-
applications of Lemma 16. 2
Lemma 18. If A ∈ A(G), and H ∈ [A]G , with
depA(H) = k, then dis-tail(H) ⊆ ψ
(k+1)(A).
Proof: By hypothesis H ∈ ΦG(ψ(k)(A)). By Corol-
lary 17, ψ(k)(A) has ancestrally closed districts. Thus
by Lemma 15, disan(H)(H) = disan(ψ(k)(A))(H). Fur-
ther, since ψ(k)(A) has ancestrally closed districts, and
H ⊆ ψ(k)(A), disan(ψ(k)(A))(H) = disψ(k)(A)(H). By
Corollary 11, for H ′ ∈ ΦG(ψ(k)(A)), with H ′ 6= H ,
disψ(k)(A)(H)∩disψ(k)(A)(H
′) = disψ(k)(A)(H)∩H
′ = ∅.
Hence
dis-tail(H) = disan(H)(H) \H
= disan(H)(H) \

 ⋃
H′∈ΦG(ψ(k)(A))
H ′


= disψ(k)(A)(H) \

 ⋃
H′∈ΦG(ψ(k)(A))
H ′


⊆ ψ(k+1)(A).
Here the last inclusion follows by definition of ψ(·). 2
4 Equivalence of global Markov
property and factorization
An inductive argument establishing Theorem 4 faces
several challenges: If A is an ancestral set, there may
be no head H ∈ [A]G such that A \ H is an ances-
tral set: see for example the set {x1, x2, x3, x4} in Fig-
ure 2, in which {x1, x4} and {x2, x3} are the heads.
Since Theorem 4 only makes assertions about factor-
izations over margins p(XA) where A is an ancestral
set, this means that we cannot apply an inductive ar-
gument where we add one term at a time. Further,
as the examples in section 3.4 make clear, the heads
occurring in the decomposition of an ancestral set A
do not necessarily occur in the decomposition of an
ancestral superset A ∪ {x}. Thus any inductive argu-
ment which hypothesizes that the factorization holds
for p(XA) and then extends this to p(XA∪{x}) must
also transform the terms in the factorization of p(XA).
b1
a1 a2
b2
c1
e
c2
d
Figure 4: An ADMG used to illustrate the proof strat-
egy for Theorem 4.
We first sketch our proof strategy by considering the
example in Figure 4. Suppose, as an inductive hypoth-
esis that, as required by Theorem 4,
p(a1, a2, b1, b2, c1, c2, d)
= p(b1, c1|a1, c2, d)p(a1|c2)p(b2, c2|a2, c1, d)
×p(a2|c1)p(d). (4)
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We wish to show that the global Markov property im-
plies that
p(a1, a2, b1, b2, c1, c2, d, e)
= p(e, b1, b2|a1, a2, c1, c2, d)
×p(d)p(a1, c1|c2)p(a2, c2|c1). (5)
To this end we use the chain rule to further factorize
the terms in equation (4), as follows:
p(b1, c1|a1, c2, d) = p(b1|a1, c1, c2, d)p(c1|a1, c2, d),
p(b2, c2|a2, c1, d) = p(b2|a2, c1, c2, d)p(c2|a2, c1, d).
Since c1 is m-separated from d given a1 and c2,
p(c1|a1, c2, d) = p(c1|a1, c2). Likewise p(c2|a2, c1, d) =
p(c2|a2, c1). Also since b1 is m-separated from
a2 given {a1, c1, c2, d} we have p(b1|a1, c1, c2, d) =
p(b1|a1, a2, c1, c2, d). Finally, we note that b2 is m-
separated from {a1, b1} given {a2, c1, c2, d}, hence
p(b2|a2, c1, c2, d) = p(b2|a1, a2, b1, c1, c2, d). We now
obtain:
p(e|a1, a2, b1, b2, c1, c2, d)p(a1, a2, b1, b2, c1, c2, d)
=
(
p(e|a1, a2, b1, b2, c1, c2, d)
× p(b1|a1, a2, c1, c2, d)p(b2|a1, a2, b1, c1, c2, d)
)
×p(d)
(
p(c1|a1, c2)p(a1|c2)
)
×
(
p(c2|a2, c1)p(a2|c1)
)
which establishes the required factorization (5).
A key step in this argument was the ordering
used to decompose p(b1, c1|a1, c2, d) into univari-
ate marginals. Had this been decomposed into
p(c1|a1, b1, c2, d)p(b1|a1, c2, d), the argument would not
have gone through, as the global Markov property
could not have been applied, and the terms could not
have been re-arranged in the required manner.
We first consider the relation between the depth of
a vertex in A, and in A ∪ {x}, (in the case where
both sets are ancestral). We show that there exists
a (not necessarily unique) total order on the vertices
in A ∪ {x}, which is compatible with both orderings
on the heads, in the sense that a precedes b if the head
containing a precedes the head containing b in [A]G , or
in [A∪{x}]G . We use this total order to factor the head
terms in the factorization of p(xA), given by the induc-
tive hypothesis, into univariate terms. We will then
apply the global Markov property to add or remove
terms to the conditioning sets as required. Finally, re-
grouping terms will yield the required factorization of
p(xA∪{x}).
Lemma 19. If A,A ∪ {x} ∈ A(G), (x /∈ A) then for
w ∈ A, depA(w) ≤ depA∪{x}(w).
Proof: By induction on k = depA∪{x}(w). 2
Lemma 20. If A,A ∪ {x} ∈ A(G), (x /∈ A) then for
w ∈ A, depA∪{x}(w) ≤ depA(w) + 1.
A total ordering < on the vertices in a set A ∈ A(G)
will be said to be consistent with the depth ordering
induced by A, if whenever depA(b) < depA(c), then
b < c.
Corollary 21. If A,A ∪ {x} ∈ A(G), (x /∈ A) then
there exists a total ordering on the vertices in A that
is consistent with the depth ordering induced by A and
the depth ordering induced by A ∪ {x}.
We note in passing that this Corollary cannot, in gen-
eral, be extended to ancestral sets differing by more
than one vertex. Consider the sets A = {c, d, e},
and A∗ = {a, b, c, d, e} in Figure 3. depA(e) = 1 >
depA(d) = 0, but depA∗(d) = 2 > depA∗(e) = 1.
If < is a total ordering, define suc<(x) = {v | v ≥ x}.
4.1 Markov blankets derived from a depth
ordering
Lemma 22. Let H ∈ [A]G and H = {hi1 , . . . , hik}
where the vertices are ordered according to a depth
consistent total ordering <. Let Tj = {hij , . . . , hik} ∪
tail(H). Then
Bj =
(
dissuc<(hij )(hij ) \ {hij}
)
∪ pa(dissuc<(hij )(hij ))
forms the Markov blanket of {hij} in Tj.
Note that Bj is solely determined by hij , the ordering,
and the graph G. Thus, if A and A∪{x} are ancestral
sets (x /∈ A) and for some vertex v ∈ A, head(v;A) =
H , head(v;A∪{x}) = H∗, with associated tails T and
T ∗, then, under the ordering given in Corollary 21, the
Markov blankets of {v} in the sets (H ∪ T ) ∩ suc<(h)
and (H∗ ∪ T ∗) ∩ suc<(h) are the same.
4.2 The ordered local Markov property for
ADMGs
A total ordering (≺) on the vertices of G, which sat-
isfies x ≺ y ⇒ y /∈ an(x) is said to be consistent with
the ancestor relations in G. Let preG,≺(x) ≡ {v | v ≺
x or v = x}. If A ∈ A(G) and x ∈ barren(A) then the
Markov blanket of {x} with respect to the induced
subgraph on A is
mb(x,A) ≡ paG
(
disA(x)
)
∪
(
disA(x) \ {x}
)
.
A probability measure P satisfies the ordered local
Markov property for G, with respect to the ancestor
RICHARDSONUAI 2009 469
consistent ordering ≺, if for any x, and ancestral set
A such that x ∈ A ⊆ preG,≺(x),
{x}⊥ A \ (mb(x,A) ∪ {x}) | mb(x,A) [P ].
Note that chG(x) ∩ preG,≺(x) = ∅, so chG(x) ∩ A =
∅. Since in a DAG, for an arbitrary ancestral set A
containing no children of x, mb(x,A) = pa(x), the
ordered local Markov property given above reduces to
the local well-numbering Markov property introduced
by [7]. In [11] it is shown that a probability measure
obeys the global Markov property for an ADMG G if
and only if it obeys the ordered local Markov property
for G.
Lemma 23. If P factorizes according to G, then P
obeys the ordered local Markov property for G.
Proof: Let x ∈ A ∈ A(G), with A ⊆ preG,≺(x).
Let H = head(x;A). It is sufficient to note that
mb(x;A) = tail(H) ∪ (H \ {x}). 2
4.3 Proof of Theorem 4
Proof: It follows directly from Lemma 23, and the re-
sults in [11] that if a distribution factorizes according
to (1) then it obeys the global Markov property for G.
To prove that if G obeys the global Markov property
then it factorizes according to (1) we proceed by in-
duction on the size of the ancestral set A ∈ A(G).
If |A| = 1, then the claim is clearly trivial.
If |A| > 1, then barren(A) 6= ∅. Let w be a vertex in
barren(A), hence A \ {w} ∈ A(G). Let A† = A \ {w}.
By the induction hypothesis, (1) holds for p(xA†). By
Corollary 21 there exists a total ordering (<) on the
vertices in A† that is consistent with the depth order-
ings induced by A† and A. Let v be an arbitrary ver-
tex in A†. Let H = head(v;A) and H† = head(v;A†).
Further let H = {h1, . . . hk}, and H† = {h
†
1, . . . h
†
k†
},
where the vertices are sequenced according to <. (The
vertices in H and H† will, in general, be subsequences
of the sequence of vertices totally ordered by <. How-
ever, we refrain from using double subscripts in order
to keep the notation simple.) Hence v = hj = h
†
j†
,
for some j, j†. By Lemma 22, the Markov blankets
of {v} in the sets Tj = {hj, . . . , hk} ∪ tail(H) and
T †j = {h
†
j , . . . , hk†} ∪ tail(H
†) are the same. Hence
p (v | hj+1, . . . , hk, tail(H))
= p
(
v
∣∣∣ h†j†+1, . . . , h†k† , tail(H†))
(where the h’s are omitted if v = hk and the h
†’s are
omitted if v = h†k). Thus the density over the A
†
margin may be factorized into univariate terms of the
appropriate form. Finally, we observe that since w ∈
barren(A), w is m-separated from A \ ( head(w;A) ∪
tail(w;A)) given (head(w;A) ∪ tail(w;A)) \ {w}, so
p(w | A \ {w})
= p (w | (head(w;A) ∪ tail(w;A)) \ {w}) .
This completes the proof. 2
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