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Statistically preferred basis of an open quantum system: Its relation to the eigenbasis
of a renormalized self-Hamiltonian
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We study the problem of the basis of an open quantum system, under a quantum chaotic environ-
ment, which is preferred in view of its stationary reduced density matrix (RDM), that is, the basis
in which the stationary RDM is diagonal. It is shown that, under an initial condition composed of
sufficiently many energy eigenstates of the total system, such a basis is given by the eigenbasis of a
renormalized self-Hamiltonian of the system, in the limit of large Hilbert space of the environment.
Here, the renormalized self-Hamiltonian is given by the unperturbed self-Hamiltonian plus a cer-
tain average of the interaction Hamiltonian over the environmental degrees of freedom. Numerical
simulations, performed in two models, both with the kicked rotor as the environment, give results
consistent with the above analytical predictions for the limit of large environment.
PACS numbers: 05.30.-d, 03.65.Yz, 05.45.Mt, 03.65.Ta
I. INTRODUCTION
The reduced density matrix (RDM) is of central impor-
tance in understanding properties of open quantum sys-
tems. An important topic is the condition under which
Schrödinger evolution of a total system may bring the
RDM of a subsystem into a stationary solution. In the
case that a stationary RDM exists, a further important
topic is the basis in which the stationary RDM becomes
diagonal, as well as properties of its diagonal elements in
such a basis.
Recently, concerning the above problems, impressive
progresses have been seen in the field of the foundation
of statistical physics [1–12] . It has been shown that
typical vectors within a certain energy shell of a total
system give almost the same RDM for a given subsys-
tem, provided that the dimension of the Hilbert space of
the subsystem is sufficiently small compared with that
of the energy shell [1]. Since a typical vector may typi-
cally evolve into another typical vector, this result implies
that the RDM may become almost stationary, once the
total system has reached a typical state. The condition
for the appearance of an almost stationary RDM can be
even further relaxed [3–5]. Moreover, under weak system-
environment interaction, the RDM is almost diagonal in
the eigenbasis of the self-Hamiltonian of the subsystem,
with diagonal elements having the canonical distribution
[2, 8]. Further, similar results can also be obtained for
relatively weak system-environment interaction, with a
renormalized self-Hamiltonian that appropriately takes
into account the impact of the system-environment in-
teraction [9].
The problem of the existence of a somewhat fixed basis
in which the RDMmay become diagonal is also of interest
in the field of decoherence, where it is called a preferred
pointer basis [13–22], a concept which was originally in-
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troduced to capture the robustness of certain properties
of macroscopic objects like pointers in measurement in-
struments [16, 17] and is nowadays also used at the mi-
croscopic level. Under weak system-environment cou-
pling, the eigenstates of the system’s self-Hamiltonian
may form a good preferred basis [18, 21]. Under strong
system-environment interaction, when the influence of
the self-Hamiltonian can be neglected, e.g., for short
times, the eigenstates of the interaction Hamiltonian are
“preferred” [17, 20]; meanwhile, observed numerically,
such eigenstates may be preferred even for long times in
certain models [22]. The case of intermediate interaction
strength is more complex. Still, it has been observed
numerically that preferred states may exist, changing
continuously from eigenstates of the self-Hamiltonian to
those of the interaction Hamiltonian with increasing cou-
pling strength [22].
In this paper, we are to investigate whether or not a
uniform picture may be available for the basis that is pre-
ferred in view of the long-time evolution of the RDM, in
the whole regime of the system-environment interaction
strength. Since the stationariness of RDM does not nec-
essarily imply all the features that are usually expected
for a preferred pointer basis, we use the term statistically
preferred basis (SPB) to refer to a fixed basis, in which
the RDM may approach a diagonal form when it becomes
stationary. At first sight, there seems no simple answer
to this question, when the system’s self-Hamiltonian is
not commutable with the interaction Hamiltonian. How-
ever, in this paper, we show that a simple solution may
indeed exist, if the environment is sufficiently large and
undergoes a sufficiently chaotic motion to be specified be-
low. Indeed, as already known, certain chaotic or random
properties of the environment may lead to equilibration
or thermalization of open quantum systems [23–33].
The paper is structured as follows. In Sec.II, we give
the main analytical results, that is, when certain condi-
tions are satisfied, a stationary RDM is diagonal in the
eigenbasis of a renormalized self-Hamiltonian of the sys-
tem. This implies that, if a SPB exists under the con-
2ditions, it is given by the eigenbasis of the renormalized
self-Hamiltonian, regardless of the interaction strength.
Section III is devoted to discussions of numerical simula-
tions performed in two models, showing results consistent
with the analytical predictions. Finally, conclusions and
a brief discussion are given in Sec.IV.
II. STATISTICALLY-PREFERRED BASIS
UNDER A CHAOTIC ENVIRONMENT
In this section, we give the analytical results of this
paper. The settings, notations, and some preliminary
discussions are given in Sec. II A. The main result is given
in Sec. II B, for a traceless interaction Hamiltonian with
a product form. Then, in Sec. II C, it is shown that, for
a generic interaction Hamiltonian, the above-mentioned
result is still valid after a renormalization of the self- and
interaction Hamiltonians.
A. Settings, notations, and preliminary arguments
We consider a total system, which is composed of a
central system S and its environment denoted by E . We
use H , HS , and HE to denote the Hilbert spaces of the
total system, the subsystem S, and the environment E ,
respectively, and use dS and dE to denote the dimensions
of HS and HE , respectively. We assume that dS is neg-
ligibly small compared with dE ; specifically, dS is always
kept finite, while dE may go to infinity.
We assume that the environment E is a quantum
chaotic system. The total Hamiltonian is written as
H = HS +HE +HI , (1)
where HS and HE represent the Hamiltonians of S and
E , respectively, and HI indicates the interaction Hamil-
tonian. We consider a product form of HI , namely,
HI = H
IS ⊗HIE , (2)
where HIS and HIE are Hermitian operators acting on
the two Hilbert spaces HS and HE , respectively. (A
more generic form of HI will be discussed in Sec. II C.)
Eigenstates of HIE will be used in our discussions and
will be denoted by |ϕn〉 with eigenvalues hIn, which may
have some degeneracy, i.e.,
HIE |ϕn〉 = hIn|ϕn〉. (3)
We assume that the operator HIE is bounded and has a
discrete spectrum, even in the limit of large environment.
The evolution of a generic, normalized state vector
|ψ(t)〉 in the total Hilbert space obeys the Schrödinger
equation,
i~
d
dt
|ψ(t)〉 = H |ψ(t)〉. (4)
The RDM of the system S, denoted by ρS ≡ TrEρ with
ρ(t) = |ψ(t)〉〈ψ(t)|, satisfies the following equation:
i~
dρS(t)
dt
= −TrE([ρ(t), H ]). (5)
Below, we give intuitive arguments for a relation between
the eigenstates of a stationary RDM and the eigenstates
of HS . More rigorous discussions will be given in the
next two subsections.
Let us use {|Si〉} to denote a fixed, orthonormal basis
in HS . The state vector |ψ(t)〉 is decomposed in the
following way,
|ψ(t)〉 =
dS∑
i=1
|Si〉|Ei(t)〉, (6)
where |Ei(t)〉 ∈ HE are usually not normalized. The
elements of ρS , defined by ρSij(t) = 〈Si|ρS(t)|Sj〉, can be
expressed in terms of the components |Ei(t)〉, namely,
ρSij(t) = 〈Ej(t)|Ei(t)〉. (7)
After some derivation (see Appendix A for details), it can
be shown that the elements ρSij(t) satisfy the following
equation,
− i~dρ
S
ij
dt
=W
(1)
ij +W
(2)
ij , (8)
where
W
(1)
ij = 〈Si|
[
ρS , HS
] |Sj〉, (9)
W
(2)
ij =
dS∑
q=1
HISqj H
IE
qi −
dS∑
p=1
HISip H
IE
jp . (10)
Here,
HISij ≡ 〈Si|HIS |Sj〉 (11)
HIEij ≡ 〈Ei(t)|HIE |Ej(t)〉. (12)
Suppose that the RDM may approach a station-
ary form, which is diagonal in the basis {|Si〉}, i.e.,
ρS(t)|Si〉 ≃ ρSii|Si〉 for long times t. Then, for long times,
Eq.(9) gives
W
(1)
ij ≃ 〈Si|HS |Sj〉(ρSii(t)− ρSjj(t)). (13)
Note that (i) the stationariness of the RDM ρS(t) usually
requires vanishing W
(1)
ij and (ii) the diagonal elements of
the RDM are usually initial-state dependent, hence are
not necessarily the same. Then, Eq. (13) suggests that
HS may have a diagonal form in the basis {|Si〉}.
B. The RDM under a traceless interaction
Hamiltonian
In this subsection, we discuss the central result of this
paper. As is known, under an initial condition that in-
volves many (quasi)energy eigenstates, beyond a certain
3time period, a chaotic system behaves quite irregularly
and its wave function can be regarded as possessing cer-
tain random features [34, 35]. In particular, when the
random matrix theory can be assumed to be applicable,
components of the wave functions can be regarded as
Gaussian random variables [36, 37]. Below, exploiting
this type of random feature, we study properties of the
RDM of the central system.
Let us expand the components |Ei(t)〉 in Eq. (6) in the
eigenbasis |ϕn〉 of the operator HIE ,
|Ei(t)〉 = 1√
dE
dE∑
n=1
Cin(t)|ϕn〉. (14)
Initially, there may exist correlation among the coeffi-
cients Cin(t). Due to the chaotic motion of the envi-
ronment, the correlation among the coefficients decays
fast. Beyond some time period, the correlation can be
neglected and it would be reasonable to expected that
the coefficients Cin(t) may be treated as random vari-
ables effectively.
Now, we state the central analytical result of this pa-
per. That is, if there exists a time scale τR, such that the
coefficients Cin(t) for each time t > τR can be effectively
treated as independent random variables possessing the
property to be stated below, then,
lim
dE→∞
[
HS , ρ
S(t)
]
= 0 for t > τR. (15)
Using Xin to denote the independent random variables
mentioned above, the property is that they have mean
zero, 〈Xin〉 = 0, time-independent and finite variances,
〈|Xin|2〉 = σ2i with
∑
i σ
2
i = 1, and finite 〈|Xin|4〉. Here
and hereafter, we use 〈X〉 to indicate the statistical av-
erage of a random variable X . Since σi are assumed to
be independent of the time t, the time scale τR should be
at least larger than the relaxation time [σ2i giving diago-
nal elements of the stationary RDM as shown in Eq.(20)
given below].
Below in this section, we show validity of Eq.(15) in
the case that the operator HIE satisfies
h
IE ≡ lim
dE→∞
TrEH
IE/dE = 0. (16)
For this purpose, we make use of the following property
of the random variables Xin (see Appendix B for the
proof), that is,
lim
dE→∞
1
dE
dE∑
n=1
hInX
∗
jnXin = 0 ∀(i, j). (17)
Since the coefficients Cin(t) can be taken as the random
variables Xin, noticing Eq. (14), it is easy to verify that,
as a consequence of Eq. (17), HIEji in Eq. (12) satisfies
lim
dE→∞
HIEji = 0 ∀(i, j). (18)
Then, substituting Eq. (14) into Eq. (7) and making use
of the above-discussed properties of Xin, in particular,
the time independency of σi, it is seen that the RDM is
stationary for t > τR in the limit of large dE ,
lim
dE→∞
dρS/dt = 0 for t > τR, (19)
with a diagonal form in the basis {|Si〉},
ρSij =
1
dE
dE∑
n=1
C∗jnCin
dE→∞−→
{
0 (i 6= j) ,
σ2i (i = j) .
(20)
Finally, substituting Eq. (18) into Eq. (8) and noticing
Eq. (19), one gets Eq. (15).
Equation (15) implies that for long times the RDM ρS
has a diagonal form in the eigenbasis of HS . Specifically,
it can be written as
ρS =
∑
a
χaPa, (21)
with eigenvalues χa (χa 6= χb for a 6= b), where Pa
are projection operators composed of eigenstates of HS ,
namely,
Pa =
∑
|ES
k
〉∈Ga
|ESk 〉〈ESk |, (22)
with HS |ESk 〉 = ESk |ESk 〉. Here, Ga denotes the set of the
eigenstates |ESk 〉 corresponding to the same eigenvalue χa
of ρS .
With the results obtained above, we can discuss prop-
erties of the SPB in the limit of large dE . Note that
the Hilbert space of the system S has a finite dimension
dS . If the total Hamiltonian has no symmetry that can
induce degeneracy of diagonal elements of the RDM, usu-
ally, the diagonal elements of the RDM have finite sep-
arations. This implies that each set Ga discussed above
has one element only. In this case, the eigenstates of HS
form a good SPB. Since validity of Eq. (15) is indepen-
dent of the interaction strength, we thus get a uniform
picture for the SPB in the whole coupling regime under
the conditions specified above.
An opposite, extreme case is also worth mentioning.
That is, as a result of some properties of the total Hamil-
tonian, the RDM may become completely degenerate,
namely, ρS → 1dS IS , where IS is the identity operator
in the Hilbert space HS . This phenomenon, sometimes
called depolarization of the subsystem, has been known
to appear for a total system undergoing a uniformly ran-
dom evolution [38–43]. Obviously, in this case, there is
in fact no basis that is “preferred” in view of the RDM.
C. The RDM under a generic interaction
Hamiltonian
In this subsection, we show validity of Eq. (15) under a
generic interaction Hamiltonian. First, we discuss the fol-
lowing generic form of the interaction Hamiltonian, with
4a finite number of product terms, namely,
HI =
∑
η
HISη ⊗HIEη , (23)
for which h
IE
η = 0 for all values of η, where
h
IE
η ≡ lim
dE→∞
TrEH
IE
η /dE . (24)
In this case, Eq. (8) still holds, with W
(2)
ij replaced by
W
(2)
ij =
∑
η
dS∑
q=1
HISη,qjH
IE
η,qi −
∑
η
dS∑
p=1
HISη,ipH
IE
η,jp, (25)
where
HISη,ij ≡ 〈Si|HISη |Sj〉, (26)
HIEη,ij ≡ 〈Ei(t)|HIEη |Ej(t)〉. (27)
We use |ϕη,n〉 to denote eigenstates of HIEη ,
HIEη |ϕη,n〉 = hIη,n|ϕη,n〉. (28)
Note that, since the operators HIEη are not necessarily
commutable with each other, the interaction Hamiltonian
HI does not necessarily have eigenvectors in the Hilbert
space HE . We also assume that there exists a basis, still
denoted by {|ϕn〉}, in which the coefficients Cin(t) in
the expansion in Eq. (14) can be treated as independent
random variables Xin for each time t > τR.
Here, we further assume that the distributions of the
real and imaginary parts of Xin have a Gaussian form,
with the same variance for the same label i. Moving from
the basis {|ϕn〉} to a basis {|ϕη,n〉}, which is given by
a unitary transformation, and making use of the Gaus-
sian form of the distributions of the coefficients Cin, it is
straightforward to verify that the coefficients of the ex-
pansion of |Ei(t)〉 in a basis {|ϕη,n〉} can also be regarded
as independent random variables, with properties similar
to those of Cin. Then, following arguments similar to
those given in the previous subsection, it is not difficult
to verify that Eq. (15) is still valid.
Next, we discuss the case with nonzero h
IE
η . What one
needs to do here is just to perform a renormalization to
the self and the interaction Hamiltonians. Specifically,
one may write the total Hamiltonian in Eq. (1) in the
following form,
H = H˜S + H˜I +HE , (29)
where
H˜S = HS +
∑
η
h
IE
η H
IS
η , (30)
H˜I =
∑
η
HISη ⊗ H˜IEη with H˜IEη = HIEη − h
IE
η .(31)
Obviously, the values ofTrE(H˜
IE
η )/dE are zero in the limit
dE →∞. Then, similar to Eq.(15), one has
lim
dE→∞
[
H˜S , ρS(t)
]
= 0 for t > τR (32)
and the RDM is written as
ρS =
∑
a
χaP˜a, (33)
where
P˜a =
∑
|E˜S
k
〉∈Ga
|E˜Sk 〉〈E˜Sk |, with H˜S |E˜Sk 〉 = E˜Sk |E˜Sk 〉.(34)
In the generic case with nonzero h
IE
η , the discussions
on the SPB given at the end of the previous subsec-
tion are still valid, with the Hamiltonian HS replaced
by the renormalized one H˜S . Moreover, the value of a
nonzero h
IE
η gives a measure to the interaction strength.
With increasing the interaction strength, the renormal-
ized Hamiltonian H˜S changes continuously from HS to
a form dominated by ∆HS ≡
∑
η h
IE
η H
IS
η . This implies
that, if a SPB exists, it changes continuously from the
eigenbasis of HS to the eigenbasis of ∆HS . In the sim-
plest case that η takes one value only, the eigenbasis of
∆HS is just that of the interaction Hamiltonian HI ,
III. NUMERICAL RESULTS IN TWO MODELS
In this section, we discuss numerical results obtained
in two models, to illustrate the analytical results given in
the previous section. We also discuss the complexity in
identifying a good SPB, when dealing with an environ-
ment possessing a finite Hilbert space.
A. Two models
We employ two models in our numerical simulation,
each of which is composed of a central system S and a
complex environment E . The central system S is a qubit
in the first model, and is composed of two interacting
qubits, denoted by s and A, respectively, in the second
model with only the qubit A coupled to the environment.
In both models, the environment is simulated by a quan-
tum kicked rotor (QKR) in the chaotic regime. Recent
experiments show that this type of the Hamiltonian can
be realized experimentally [44].
The Hamiltonian of the first model is written as
H = HS +HE +HI , (35)
5FIG. 1: Variation of f , the long-time average of the trace dis-
tance in Eq.(53), with the coupling strength in the first model.
The average was taken over times t ∈ [30 001T, 40 000T ]. Pa-
rameters: dE = 212, ΩSx = 0.8 × 103~eff , ΩSz = 0.8 × 103~eff ,
K = 90.
where
HS = ~ωSxσSx + ~ωSz σSz , (36)
HE =
p2
θ
2IM
+ k~ cos(θ)
∑
m
δ(t−mT), (37)
HI = λ~σSz ⊗ cos(θ)
∑
m
δ(t−mT ). (38)
Here, we write the central-system part of HI in a simple
form, namely, σSz , and write HS in a generic form. It
proves convenient to introduce a dimensionless Hamilto-
nian, H = T2H/IM . Explicitly,
H = HS +HE +HI , (39)
where
HS = ~effΩ
S
xσ
S
x + ~effΩ
S
z σ
S
z , (40)
HE =
P 2
2
+ k~eff cos(θ)
∑
m
δ(τ −m), (41)
HI = λ~effσ
S
z cos(θ)
∑
m
δ(τ −m), (42)
with
~eff ≡ T~
IM
, P ≡ pθ T
IM
, Ω ≡ ωT, τ ≡ t/T. (43)
We use the method of quantization on torus to obtain
the QKR [45–49]. In this scheme, ~eff = 2pi/dE . The
Hilbert space of the QKR is spanned by the eigenstates
|θn〉 of the operator θ, θ|θn〉 = θn|θn〉, where
θn =
2pin
dE
with n = 1, . . . , dE . (44)
FIG. 2: (Color online) Scaling behaviors of f (solid squares)
and ∆f (empty circles) with the dimension dE , where ∆f is
the standard deviation of f(t) from f . Left panel: the first
model with λ = 0.15; right panel: the second model with
λ = 0.1 and ε = 1.0× 103. The dotted straight lines give the
linear fitting. The solid lines show straight lines with slope
−1/2 for comparison, indicating the scaling of 1/√dE .
Obviously, |θn〉 are eigenstates of the interaction Hamil-
tonian HI . In our computation, we took the parameter
K ≡ k~eff = 90, for which the classical KR is in the
chaotic regime. The dimensionless Schrödinger equation
is written as
i~eff
d
dτ
|ψ(τ)〉 = H |ψ(τ)〉. (45)
The Floquet operator for the time evolution within one
period of time is given by
UT = e
−i(ΩS
x
σS
x
+ΩS
z
σS
z
)e−iP
2/2~eff e−i(k+λσ
S
z
) cos(θ). (46)
In the second model of S + QKR = s + A + QKR,
the dimensionless Hamiltonian is also written as H =
HS+HE+HI , where HE is the Hamiltonian of the QKR
given in Eq. (41) and HS and HI are now written as
HS = Hs +HA +HsA, (47)
HI = λ~effσ
A
z cos(θ)
∑
m
δ(τ −m), (48)
where
Hs = ~effΩ
s
xσ
s
x + ~effΩ
s
zσ
s
z , (49)
HA = ~effΩ
A
x σ
A
x , (50)
HsA = ε~effσ
s
zσ
A
z . (51)
Note that the qubit s is coupled to the qubit A, but is
not coupled to the QKR. The Floquet operator in this
model is written as
UT = e
−i(Ωs
x
σs
x
+Ωs
z
σs
z
+ΩA
x
σA
x
+εσs
z
σA
z
)e−iP
2/2~eff
×e−i(k+λσAz ) cos(θ).
(52)
6FIG. 3: (Color online) Upper panel: ∆ρS12/σ1σ2 (empty
squares) versus dE in the logarithm scale for the first model
with λ = 0.15. Lower panel: ∆ρS13/σ1σ3 (empty circles) in
the second model with ε = 1.0 × 103 and λ = 0.1. The solid
straight lines show the analytically predicted slope −1/2.
In the two models discussed above, the interaction Hamil-
tonian HI has the property of h
IE
= 0; therefore,
there is no need to consider renormalization of the self-
Hamiltonian.
B. Numerical results in the first model
Due to the chaotic motion of the QKR, it is reasonable
to expect that, under a generic initial state of the total
system, the coefficients Cin(t) in Eq. (14) can be regarded
as random numbers effectively for long times t > τR. It is
still a little subtle whether the analytical result Eq. (15)
is applicable to the two models discussed above, because
the eigenvalues θn approach a continuum in the limit of
large dimension dE . In Appendix C, it is shown that, in
this case with a non-discrete spectrum of HIE , Eq. (17)
still holds; as a result, Eq. (15) is still valid.
First, we discuss whether the RDM approaches an ap-
proximate stationary form for long times. For this pur-
pose, we have numerically computed the following trace
distance between the RDM and its long-time average de-
noted by ρS , namely,
f(ρS(t), ρS) =
1
2
Tr
√
(ρS(t)− ρS)†(ρS(t)− ρS). (53)
It was found that, beyond some initial decaying stage,
f(ρS(t), ρS) fluctuates around its long-time average, de-
noted by f . (See Fig.1 for some examples of the values of
f obtained for t ∈ [30 001T, 40 000T ].) Further, we found
that f scales as 1/
√
dE with increasing dE , as well as
∆f , the deviation of f(ρS(t), ρS) from f (Fig. 2). These
FIG. 4: (Color online.) σ1 versus the dimension dE (in the
logarithm scale) in the first model. The values of σ2 can be
determined by the relation σ21 + σ
2
2 = 1.
results show that the RDM should have reached an ap-
proximate stationary form at long times. Below, we give
more detailed discussions.
One should note that, although the trace distance
f(ρS(t), ρS) may approach zero in the limit dE → ∞
[cf. Eq.(20)], for a finite dE , the RDM has finite fluctu-
ations around its average; as a result, the trace distance
f(ρS(t), ρS) remains finite. To get an estimate to f , we
note that one of the main contributions to this trace dis-
tance is given by the fluctuation of the off-diagonal ele-
ment ρS12 from its average value which is zero. Making
use of the expression of ρS12 given in the first equality
in Eq. (20), with the coefficients Cin taken as random
variables, direct derivation shows that the standard de-
viation of ρS12 is given by ∆ρ
S
12 = σ1σ2/
√
dE , where σ
2
i
are the variances of the random variables.
Numerically, we checked that ∆ρS12 scales as 1/
√
dE
(see Fig. 3). Moreover,∆ρS12 indeed gives the main con-
tribution to f . In fact, the values of (f − ∆ρS12) were
found to be smaller than 2× 10−3 for all the dimensions
dE studied. The dependence of σ1 on dE and λ are shown
in Fig. 4.
Next, we discuss whether the averaged RDM ρS is ap-
proximately diagonal in the energy basis. For this pur-
pose, we have computed the trace distance between ρS
and ρSe , denoted by g(ρ
S , ρSe ), where ρ
S
e is the diagonal
part of ρS in the energy basis,
ρSe =
∑
k
〈ESk |ρS |ESk 〉|ESk 〉〈ESk |. (54)
We found that the values of g(ρS , ρSe ) are indeed quite
small (see Fig. 5), e.g., g(ρS , ρSe ) ≃ 9.1 × 10−6 for dE =
212. This implies that ρS are approximately diagonal in
the energy eigenbasis.
To have further understanding of properties of the dis-
tance g(ρS , ρSe ), we note that, in this model, it has the
7FIG. 5: (Color online) Values of the trace distance g(ρS, ρSe )
(solid squares) versus dE in the logarithm scale. Upper panel:
the first model with λ = 0.15. The empty squares indicate the
analytically predicted root mean square of the trace distance.
Lower panel: the second model with λ = 0.1 and ε = 103.
The empty squares indicate an estimated upper bound for
the root mean square of the trace distance.
simple expression of g(ρS , ρSe ) = |〈ES1 |ρS |ES2 〉|. Let us
assume that the basis {|ESk 〉} is not far from the basis
{|Si〉} and also assume that the coefficients Cin(t) can
be regarded as random numbers for each t in the long
time region, as done above when discussing ∆ρS12. Fur-
ther, for the chaotic motion of the kicked rotator with
the large parameter K = 90, we assume that the correla-
tion between the components Cin(t) at neighboring kicks
can be neglected. Then, it is not difficult to see that
|〈ES1 |ρS |ES2 〉| can be approximately regarded as a ran-
dom variable. Direct derivation shows that it has a root-
mean-square σ1σ2/
√
dENT , where NT is the number of
kicks within the time period for computing the average of
ρS . Hence, usually, 0 ≤ g(ρS , ρSe ) . σ1σ2/
√
dENT . For
the values of dE accessible in our numerical simulation,
we have checked that the numerically computed values
of g(ρS , ρSe ) are consistent with this analytical estimate
(see Fig. 5). For example, for dE = 2
12 and NT = 10
4,
(σ1σ2/
√
dENT ) ≃ 7.8×10−5, larger than the numerically
computed value g(ρS , ρSe ) ≃ 9.1× 10−6.
Finally, we study the existence of SPB in this model.
The finiteness of the Hilbert space of the environment
makes the situation with the SPB more complex than
that for the limit dE →∞ discussed in the previous sec-
tion. In fact, as discussed above, the off-diagonal ele-
ment ρS12 fluctuates around its mean zero with a scale
σ1σ2/
√
dE . When the separation between the two di-
agonal elements of the RDM reduces to the same or-
der of magnitude as the off-diagonal elements, namely,
σ1σ2/
√
dE , the eigenstates of the RDM may have large
fluctuations, as shown in Ref.[22]. In this case, the RDM
has no preferred basis. On the other hand, in the case
that the separation between the diagonal elements of the
FIG. 6: (Color online) Averaged distance d in Eq. (56) in the
first model (full circles), with |ηk〉 = |ESk 〉. The value of d is
small for small λ, indicating that the energy eigenbasis gives
a good SPB. The open triangles represent the trace distance
between the averaged RDM ρS and the identity operator IS
divided by dS .
RDM is much larger than σ1σ2/
√
dE , the energy eigenba-
sis gives a SPB. All results of our numerical simulations
were found to be consistent with this understanding.
To quantitatively characterize the extent to which
eigenstates of the RDM fluctuate around their average,
we employ a method used in Ref. [22]. Let us use
|ρk(t)〉 with k = 1, 2 to denote eigenstates of a RDM
ρS(t) with eigenvalues ρk(t), ρ
S(t)|ρk(t)〉 = ρk(t)|ρk(t)〉,
and use {|ηk〉} to denote an arbitrary basis. Since
|〈ρk(t)|η1〉|2 + |〈ρk(t)|η2〉|2 = 1, a good measure to the
“distance” between the two bases is given by
d(t) = 1− |〈ρk(t)|ηk′ 〉|2, (55)
where k and k′ are determined by the condition
|〈ρk(t)|ηk′ 〉|2 ≥ 1/2. We use d to denote the average
of this distance over a time period [ta, tb],
d =
1
tb − ta
∫ tb
ta
dt′ d(t′). (56)
If the value of d remains small for times beyond some
initial period, then, the basis {|ηk〉} is a good SPB; on the
other hand, large values of d imply that no SPB exists.
Our numerical computation shows that, for small val-
ues of λ, a parameter proportional to the interaction
strength, the averaged distances d are small with |ηk〉
taken as the energy eigenstates (full circles in Fig. 6), in-
dicating that the energy eigenbasis gives a good SPB.
While, for large values of λ, large fluctuations of the
eigenstates of the RDM were observed for long times,
giving large values of the distance d, hence there is no
SPB. As discussed above, the loss of SPB is expected to
be related to the emergence of (approximate) degeneracy
in the eigenvalues of the RDM; therefore, we have also
8FIG. 7: Same as in Fig. 1 for the second model. Parameters:
Ωsx = 0.5 × 103~eff , Ωsz = 1.0 × 103~eff , ΩAx = 1.5 × 103~eff ,
ε = 1.0× 103.
studied the trace distance between ρS and the identity
operator IS (divided by dS). Indeed, this trace distance
was found to be large for small λ and small for large λ
(open triangles in Fig.6).
C. Numerical results in the second model
In the second model of s+A+QKR, we also found nu-
merically that the RDM of the central system S = s+A
approaches approximately stationary forms, given by ρS .
Specifically, see Fig. 7 for f , the right panel of Fig. 2
for the scaling behavior of f with increasing dE , and the
lower panel of Fig. 3 for a deviation ∆ρSij . Furthermore,
the trace distance g(ρS , ρSe ) is also small (see the lower
panel of Fig. 5), showing that ρS is approximately diag-
onal in the energy eigenbasis.
In this model, the trace distance g(ρS , ρSe ) does not
have an expression as simple as that in the first model
discussed above. Under the same assumptions as those
used in the previous subsection when discussing this
trace distance, we can get an upper bound to its root
mean square in this model. Specifically, making use of
the inequality g(ρS − ρSe ) ≤ 12
√
dS‖ρS − ρSe ‖HS , where
‖ρS − ρSe ‖HS is the Hilbert-Schmidt norm defined by
‖ρS − ρSe ‖HS ≡
√
Tr{(ρS − ρSe )†(ρS − ρSe )}, after some
simple derivation, we find that, usually,
0 ≤ g(ρS − ρSe ) .
1
2
√
dS
NTdE
√∑
i6=j
σ2i σ
2
j . (57)
Our numerical results are consistent with this prediction
(see the lower panel of Fig. 5).
Next, we discuss the SPB. In this model with dS > 2,
the quantity d(t) in Eq.(55) is no longer a good measure
to the distance between two bases. Therefore, we adopt a
FIG. 8: (Color online) Similar to Fig. 6, but for D (full cir-
cles), the long-time average of the quantity D(t) in Eq. (58),
in the second model.
more generic measure to the distance, which is applicable
for an arbitrary value of dS , namely,
D(t) = max
k
{
−
∑
k′
|〈ηk′ |ρk(t)〉|2 ln |〈ηk′ |ρk(t)〉|2
}
. (58)
The value of eD(t) gives effectively the (maximum) width
of the distribution of the states |ρk(t)〉 in the basis {|ηk′〉}.
In the case that the two bases {|ρk(t)〉} and {|ηk′〉} coin-
cide, D(t) = 0, while the maximum value of D(t) is ln dS .
Numerically, it was found that, for sufficiently small val-
ues of λ, the quantity D(t), with {|ηk〉} taken as the
energy eigenstates {|ESk 〉}, remains small for long times,
indicating that the eigenbasis of HS is a good SPB (see
Fig. 8). While, for large values of λ, D is large and the
RDM ρS(t) is close to the identity operator IS (divided
by dS) for long times, showing that there is no good SPB.
In Fig. 8, it is seen that the increasing rate of D for
λ between 0.06 and 0.1 is obviously larger than that for
λ < 0.06. Detailed study shows that this is related to the
fact that two diagonal elements of the RDM become close
to each other when λ exceeds 0.06 (see the inset in the
upper panel of Fig. 9). In Fig. 9, we also present some
examples of the influence of the dimension dE in the time
evolution of the elements of the RDM. It is seen that, as
expected, the off-diagonal elements of the RDM decay to
smaller values for larger dimension dE and fluctuations
of the elements decrease with increasing dE . Moreover,
the relaxation time of the central system is not sensitive
to the value of dE .
Finally, we discuss a result given in Ref. [22]. That
is, taking the qubit s as the central system and A+QKR
as the environment, obvious deviation of some numeri-
cally obtained SPB from the eigenbasis of Hs was found
for λ = 0.1. This does not conflict with results given
in this paper, because for λ = 0.1 the composite system
A+QKR does not have a completely chaotic motion and
9FIG. 9: (Color online.) Variation, with the rescaled time τ
(in the logarithm scale), of elements of the RDM ρS in the
energy basis |ESk 〉 in the second model with λ = 0.1 and ε =
103. Upper panel: the six off-diagonal elements and the four
diagonal elements (inset) for dE = 212. Two of the diagonal
elements are almost degenerate beyond an initial period of
time. Lower panel: |ρS34| (logarithm scale) for dE= 28, 212,
and 216 from top to bottom. Inset: ρS11 for the same values
of dE (from bottom to top).
the coefficients Cin(t) can not be treated as independent
random variables; as a result, Eq. (15) is not applicable.
Indeed, the stationariness of ρs+A = TrQKR(ρ) implies
the stationariness of ρs = TrA+QKR(ρ), but does not re-
quire a diagonal form of ρs in the eigenbasis of Hs. We
have checked numerically that the stationary RDM ρs+A
in this model indeed gives the SPB of the qubit s dis-
cussed in Ref. [22].
IV. CONCLUSIONS
In this paper, the RDM has been studied for an open
quantum system interacting with a quantum chaotic en-
vironment. It is shown that, if the RDM may become
stationary beyond some time period, the stationary RDM
has a diagonal form in the eigenbasis of a renormalized
self-Hamiltonian of the open system, in the limit of large
Hilbert space of the environment. Here, the renormalized
self-Hamiltonian is given by the sum of the unperturbed
self-Hamiltonian and a certain average of the interaction
Hamiltonian over the degrees of freedom of the environ-
ment. In the case that the stationary RDM has nonde-
generate eigenvalues, the eigenbasis of the renormalized
self-Hamiltonian supplies a SPB (statistically preferred
basis). The analytical results have been illustrated by
numerical simulations performed in two models.
The above discussed results should be useful in the
study of statistical descriptions of open quantum sys-
tems. In particular, a uniform picture is available for
SPB of the system, under the conditions specified above,
irrespective of the strength of the system-environment
interaction. Numerical simulations performed in the
two models show that the situation with SPB may be-
come more complex under an environment with a finite
Hilbert space. In this case, good SPB may be destroyed,
when eigenvalues of the stationary RDM become approx-
imately degenerate; this may happen when the system-
environment interaction becomes strong.
Finally, we would remark that there may exist situa-
tions in which the requirement of a completely chaotic
environment discussed above is too strong. In fact, what
is exactly needed in the derivation of the main analytical
result of this paper is that for each time t in the long-time
region the coefficients Cin(t) can be effectively regarded
as independent random variables with certain properties.
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Appendix A: DERIVATION OF EQ. (8)
In this appendix, we derive Eq. (8). Note that the set
{eij = |Si〉〈Sj |} gives a basis for Hermitian operators
acting on the Hilbert space of the subsystem S. In this
basis, the reduced density operator can be written as
ρS(t) =
∑
i,j
ρSij(t)eij .
Hence ρSi,j(t) can be written as
ρSi,j(t) = TrS(ρ
S(t)eji). (A1)
Making use of Eq. (A1) and Eq. (5), one has
− i~dρ
S
i,j(t)
dt
= Tr ([ρ(t), H ]eji ⊗ IE) , (A2)
where IE is the identity operator in HE . The right-hand
side of Eq. (A2) can be written in the following form:
Tr(ρ(t)[H, eji ⊗ IE ]).
Then, making use of Eqs. (1) and (6), it can be shown
that
− i~dρ
S
i,j(t)
dt
= F1 + F2, (A3)
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where
F1 = Tr
(
n∑
p,q=1
|Sp〉〈Sq| ⊗ |Ep(t)〉〈Eq(t)|[HS , eji ⊗ IE ]
)
,(A4)
F2 = Tr
(
n∑
p,q=1
|Sp〉〈Sq| ⊗ |Ep(t)〉〈Eq(t)|[HI , eji ⊗ IE ]
)
.(A5)
Performing partial trace on the environmental part of
the quantity F1 and making use of Eq. (7), one has
F1 =
n∑
q=1
〈Sq|HS |Sj〉ρSiq(t)−
n∑
p=1
〈Si|HS |Sp〉ρSpj(t). (A6)
Similarly, making use of Eq. (2), one finds
F2 =
n∑
q=1
〈Sq|HIS |Sj〉〈Eq(t)|HIE |Ei(t)〉 (A7)
−
n∑
p=1
〈Si|HIS |Sp〉〈Ej(t)|HIE |Ep(t)〉. (A8)
Putting the above results together, one gets Eq. (8).
Appendix B: PROOF OF EQ.(17)
To prove Eq. (17), we make use of the following theo-
rem (see Ref. [50]).
Theorem 1. Let {Yn} be a sequence of independent,
but not necessarily identical, random variables with mean
zero. If an increases monotonically and goes to infinity
as n→∞, and
∞∑
n=1
〈|Yn|p〉
apn
<∞ (B1)
for some p ∈ [1, 2], then
lim
m→∞
1
am
m∑
n=1
Yn = 0, a.s. (B2)
Here, “a.s.” (almost sure) means that the convergence is
pointwise and almost everywhere in the space of events
(with probability one).
First, we show that, in the case of i 6= j,
lim
dE→∞
1
dE
dE∑
n=1
hInX
∗
jnXin = 0. (B3)
Let us consider Yn = h
I
nRe(Xjn)Re(Xin). Due to the
independence and randomness of Xjn and Xin, Yn are
independent random variables with mean zero. Further-
more, we note that 〈|Yn|2〉 = 14 |hIn|2〈|Xjn|2〉〈|Xin|2〉 =
1
4 |hIn|2σ2jσ2i . Hence, due to the boundedness of HIE , the
condition (B1) is satisfied for an = n and p = 2. Then,
from Theorem 1 we get
lim
dE→∞
1
dE
dE∑
n=1
hInRe(Xjn)Re(Xin) = 0. (B4)
Taking Yn as other products of the real or imaginary
parts of X∗jn and Xin, results similar to Eq. (B4) can be
obtained; therefore, Eq. (B3) holds.
Next, for i = j, we note that Yn = h
I
n(|Xin|2−σ2i ) can
also be regarded as a random variable with mean zero.
Since 〈|Cin|4〉 is finite, it is seen that 〈|Yn|2〉 is bounded;
hence the condition (B1) is satisfied for Yn with an = n
and p = 2. According to Theorem 1, this implies that
lim
dE→∞
1
dE
dE∑
n=1
hIn(X
∗
inXin − σ2i ) = 0.
Then, noticing Eq. (16), one has
lim
dE→∞
1
dE
dE∑
n=1
hInX
∗
inXin = 0. (B5)
Equations (B3), (B5), and (17) show that Eq. (17) indeed
holds.
Finally, we note that the above results are still valid for
an unbounded sequence {hIn}, which has no subsequence
that diverges faster than ns with 0 < s < 12 . In fact, in
this case, there always exists a positive integer M , such
that for each integer n satisfying n > M the following
relation is satisfied:
〈|Xin|4〉
∞∑
k=n
(hIk)
2
k2
<∞. (B6)
Then, following arguments similar to those given above,
it is seen that Eq. (17) is still valid.
Appendix C: EQ. (17) IN THE QKR MODEL
In this appendix, we show that Eq. (17) is still valid
with the QKR as the environment. For the QKR quan-
tized on a torus, at each kick, hIn is given by cos θn,
where θn = 2pin/dE with n = 1, . . . , dE . The quantity
(hInX
∗
jnXin), as a random variable, has different prop-
erties for different values of dE ; therefore, the above-
mentioned Theorem 1 is not directly applicable here.
Let us first discuss the case of i = j. In this case, since
lim
dE→∞
1
dE
dE∑
n=1
cos(
2pin
dE
) = 0 , (C1)
Eq. (17) can be written as
lim
dE→∞
1
dE
dE∑
n=1
Zn cos(
2pin
dE
) = 0, a.s., (C2)
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where Zn = |Xin|2 − σ2i . Obviously, due to the inde-
pendency and randomness of Xin, the quantities Zn are
independent random variables with mean zero. Further-
more, it is readily seen that the following average of the
random variables Zn, namely,
Sk =
1
k
k∑
n=1
Zn, (C3)
are also random variables with mean zero. According to
the strong law of large numbers,
lim
dE→∞
SdE = 0, a.s.
To continue the proof, we need to make use of the second
part of the following theorem [51].
Theorem 2 (Toeplitz theorem). Let {ani} be a matrix
of real numbers and {xi} a sequence of real numbers.
Suppose xi → x as i→∞.
(1) In the case of x 6= 0, if ∑∞i=1 |ani| ≤ M < ∞ for all
n ≥ 1, ani → 0 as n→∞ for each i ≥ 1, and
∑∞
i=1 ani →
1 as n→∞, then
∞∑
i=1
anixi → x as n→∞. (C4)
(2) In the case of x = 0, if
∞∑
i=1
|ani| ≤M <∞ for all n ≥ 1
and ani → 0 as n→∞ for each i ≥ 1,
then
∞∑
i=1
anixi → 0 as n→∞. (C5)
Let us write the left-hand side of Eq. (C2) in terms of
Sk, i.e.,
lim
dE→∞
1
dE
dE∑
k=1
(kSk − (k − 1)Sk−1) cos(2pik
dE
),
then, write it further as
lim
dE→∞
∞∑
k=1
adEkSk, (C6)
where Sk is defined by Eq.(C3) for k ≤ dE and is equal
to zero for k > dE , and the matrix {adEk} is defined by
adEk ≡
k
dE
(bdEk − bdEk+1), (C7){
bdEk = cos(
2pik
dE
), k ≤ dE ,
bdEk = 0, k > dE .
(C8)
According to the second part of the Toeplitz theorem,
the summation in (C6) is zero (with Sk taken as xi). This
would imply Eq. (17), if the following two conditions are
satisfied:
∞∑
k=1
|adEk| ≤M <∞ for all dE ≥ 1, (C9)
adEk → 0 as dE →∞ for all k ≥ 1. (C10)
In fact, from the definition of adEk in Eq. (C7), it is
easy to see that, for each given k, the term adEk → 0
as dE → ∞; hence the condition (C10) is fulfilled. To
show that
∑∞
k=1 |adEk| is finite as dE →∞, we note that,
for k < dE ,
|bdEk − bdEk+1| <
2pi
dE
(dE ≫ 1). (C11)
From Eq.(C7) and (C11), one has
∞∑
k=1
|adEk| < 1 +
2pi
d2E
dE−1∑
k=1
k (dE ≫ 1). (C12)
Then, making use of the summation formula
∑N
k=1 k =
N(N + 1)/2, we have
lim
dE→∞
∞∑
k=1
|adEk| < 1 + pi. (C13)
Therefore, the condition (C9) is also satisfied. Hence
Eq. (17) is valid in the case of i = j.
Next, Eq. (17) can be proved for i 6= j following argu-
ments similar to those given above for i = j. The point
is to show that
lim
dE→∞
1
dE
dE∑
n=1
Z1nZ2n cos(
2pik
dE
) = 0 (a.s.), (C14)
where Z1n represents Re(Xjn) and Im(Xjn), and Z2n
represents Re(Xin) and Im(Xin). In fact, introducing
random variables Zn by Zn = Z1nZ2n, Eq. (C14) can be
proved following the same way as that given above in the
proof of Eq. (C2).
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