Here we obtain an upper bound for the Hausdorff dimension of these exceptional sets.
interested in the structure of the sets E d,α , and for convenience we call the set E α,d the exceptional set for any integer d 2 and each 0 < α < 1.
The authors [2] show that in terms of the Baire categories and Hausdorff dimension the exceptional sets E d,α are quite massive. By [2, Theorem 1.3], for each 0 < α < 1 and integer d 2 the set T d \ E d,α is of the first Baire category. Alternatively, this is equivalent to the statement that the complement T d \ Ξ d to the set
is of first category, see [2] for more details and reference therein. For the Hausdorff dimension it is shown in [2, Theorem 1.5] that for any d 2 and 0 < α < 1 one has
with some explicit constant ξ(d, α).
We remark that the authors [3, Corollary 1.9] have obtained a nontrivial upper bound for the Hausdorff dimension of E d,α for some α, however the bounds there are not fully explicit and not cover the whole range 1/2 < α < 1.
Here we obtain the nontrivial upper bound of dim E d,α for all 1/2 < α < 1 and d 2.
On the other hand, we note that we do not have any plausible conjecture about the exact value of the Hausdorff dimension of E d,α .
Main results. For
The Hausdorff dimension of A is defined as
We refer to [4] for more details and properties of Hausdorff dimension. For integer d 2 and 0 < α < 1 denote
Theorem 1.1. For any integer d 2 and 0 < α < 1 we have
For d 2 and any 1/2 < α < 1 an elementary calculation gives that u(d, α) < d. In fact by taking
Thus, we have Corollary 1.2. For any integer d 2 and any 1/2 < α < 1 we have
Furthermore taking, for example,
We note that although lower bound (1.3) and the upper bound of Theorem 1.1 are of very different magnitude with respect to d, however for α → 1 they give the same rate convergency to zero of order 1 − α. Namely the explicit formula for ξ(d, α) from [2] and the formula (1.4) yield 
In particular, we have For any quantity V > 1 we write
We use #X to denote the cardinality of set X . We always identify T d with half-open unit cube [0, 1) d , in particular we naturally associate Euclidean norm x with points x ∈ T d .
We say that some property holds for almost all x ∈ T d if it holds for a set X ⊆ T d of Lebesgue measure λ(X ) = 1.
We always keep the subscript d in notations for our main objects of interest such as E α,d , S d (x; N) and T d , but sometimes suppress it in auxiliary quantities.
Mean value theorems.
The Vinogradov mean value theorem in the currently known form, due to Bourgain, Demeter and Guth [1] for d 4 and Wooley [5] for d = 3., asserts that,
where
Using the orthogonality of exponential functions the value of the integral
counts the number of integer vector (n 1 , . . . , n 2s(d) ) such that
and for each j = 1, . . . , d one has
. An important fact is that if (n 1 , . . . , n 2s(d) ) is satisfies the equation (2.1) for all j = 1, . . . , d, then for any real a the translated vector (n 1 + a, . . . , n 2s(d) + a) also satisfies the equation (2.1) for all j = 1, . . . , d. Using this translation invariance and again applying orthogonality of exponential functions we obtain the following result for sums over short intervals. For any integers L, N 1 we have the upper bound
as NL → ∞.
2.3.
Distribution of large values of exponential sums. We use the following two results from [3] .
, we define the d-dimensional rectangle (or box) with center u and side lengths 2ζ by
By [3, Lemmas 2.6] we have:
Lemma 2.1. Let 0 < α < 1 and ε > 0 be a small parameter. For each
boxes of the type
where n j = 0, . . . , 1/ζ j − 1, j = 1, . . . , d. Let R be the collection of these boxes, and
Then one has # R UN s(d)(1−2α)+o (1) .
Note that the above bound of # R is nontrivial when 1/2 < α < 1.
We have the following bound on the amount of certain boxes which admit values for the difference
Lemma 2.2. Let 0 < α < 1 and ε > 0 be a small parameter. Let ρ > 1 and
We divide the T d into
boxes in the same way as in the Lemma 2.1. Denote Q the collection of these boxes. Then one has
Iterated construction.
We adapt the construction in the [3, Proof of Theorem 1.2] to our setting. For each i ∈ N let N i = i ρ and denote
Note that we have
Let M be a large integer number to be determined later. We choose ϑ i ∈ (0, 1) as the largest real number with
] and let I = b − a. We divide I into 1/ϑ i intervals with the equal length ϑ i I . For each v = 1, . . . , 1/ϑ i let
Remark 2.3. Clearly, a + vϑ i I may not be an integer for some v = 1, . . . , 1/ϑ i . In this case we replace it with the closest integer. Under this modification we still get 1/ϑ i intervals and each of them has the length ϑ i I + O(1), which does not effect our result. In the following and through out the paper we use this convention, and thus to implify the exposition we allways treat a + vϑ i I as an integer for each v = 1, . . . , 1/ϑ i . Now we divide interval [N i , N i+1 ] into 1/ϑ i intervals with the equal length ϑ i L i . Let D 1 be the collection of these 1/ϑ i intervals. Precisely
For each interval of D 1 we do this process again, and let D 2 be the collections of all these intervals. Now D 2 has (1/ϑ i ) 2 intervals with equal length ϑ 2 i L i . We continue this process until M steps. For 1 m M − 1 we can write Applying x / ∈ B i,1 and (2.3) we conclude that for any j = 1, . . . , 1/ϑ i one has
Specially we define
. By using this process, finally we obtain that for each 1
Combining (2.4) with (2.2) and the trivial bound |e(x)| 1 we obtain Corollary 2.5. Let 0 < α < 1 and ε > 0 be a small parameter. For large enough i ∈ N we have
and furthermore
From Lemma 2.2 we obtain
Corollary 2.6. Let 0 < α < 1 and ε > 0 be a small parameter. Let i ∈ N, m = 1, . . . , M and I ∈ D m−1 (i), then for each v = 1, . . . , 1/ϑ i we have
, d, and
. in the expression for the Hausdorff measure with the parameter t (again up a constant factor which does not affect our results).
The following easy inequality shows the importance of the function ϕ k,t (R). 
Proof. From Corollaries 2.5 and 2.6 for each m = 0, . . . , M we have
R.
Let k = 0, . . . , d − 1 and t > 0 such that
Note that for any δ > 0 there exits q δ such that for any i q δ and any R ∈ R m (i) one has diam(R) δ.
Furthermore for any q ∈ N the set ∞ i=q
From the definition of the Hausdorff measure and the Remark 3.2 for ϕ k,t (R) we obtain
where the implied constant does not depend on δ . Combining this with (3.1) we obtain
and hence dim B m t. We finish the proof by the arbitrary choice of t > 0 and k = 0, . . . , d − 1.
⊓ ⊔
We also use the following countable stability property of Hausdorff dimension, see [4, Section 2.2] for a short proof and other basic properties of Hausdorff dimension. Let A 1 , A 2 , . . . be a sequence subsets of
Now we turn to the proof of Theorem 1.1. We consider the upper bound of dim B 0 first. For k = 1, . . . , d − 1 and 0 < t d we have
Here and in the following we denote
We remark that this bound also holds for the case k = 0, which we take k = 0 and s(k) = 0 in the last line of (3.3). To be precise for k = 0 we have
Applying Lemma 3.3 we conclude that dim B 0 t provided that the parameters α, ρ, k, t satisfy the following further condition 
We remark that this bound also holds for the case k = 0, which we take k = 0 and s(k) = 0 in the last inequality of (3. Since this holds for any small ǫ > 0 and τ > 0, this gives the desired bound.
