Abstract: Vision is an essential human sense which is playing the most important role in human perception about surrounding environment. However such information is generally inaccessible for blind people. In order to enable these persons to overcome such incapability, we propose a system for identifying the neighbouring scene. In fact, the environment is labelled as a first step and then we present a personalised and adaptive method for labels detection and recognition. The automatic analysis involves the detection of personalised markers employed to extract the region of interest followed by the perspectives rectification based on homography estimation. We use the stroke width transform (SWT) to extract the text from the detected label and crop it into words and letters. The extracted text is identified using images correlation. Finally, as a substitution for visual modality, a vocal transformation of the recognised text is performed.
Reference to this paper should be made as follows: Jabnoun, H., Benzarti, F., Morain-Nicolier, F. and Amiri, H. (2018) This paper is a revised and expanded version of a paper entitled 'A new method for text detection and recognition in indoor scene for assisting blind people' presented at the 9th International Conference on Machine Vision (ICMV), Nice, France, 18-20 November, 2016. 
Introduction
Amongst the main functions of the human visual system, the identification of the place and the location in the indoor scene is an essential task. Given the importance of this ability to ensure a safe navigation, blind people have significant problems in understanding the contextual scene without external help and assisting.
In this context, alternative approaches retrieve external information and restore it into visual substitution system, in order to increase the autonomy of blind people. In fact, they combine environment perception with object detection and text retrieval in daily life scene. Among the developed aids for blind people (Tekin and Coughlan, 2009; Tian et al., 2010; Wang and Tian, 2012; Yi et al., 2013; Sàsilva et al., 2004; Yi et al., 2014; Schwarze et al., 2016) , a large part is considered as tools of mobility and obstacle detection. Indeed, it can be used only to detect simple patterns and cannot be used as tools of substitution in order to recognise indoor scene.
Many researchers tackle the problem of how to enable these persons overcome such incapabilities and understand the neighbouring scene defined by a set of components and characteristics. A variety of methods and approaches were advanced. The main difference from one to another is the key element considered as the main and descriptive one in the environment. In this manuscript, the text is the main component in the scene.
In the interest of improving the quality of life of visually impaired people, we suggest a navigational assistant aid based on indoor scene identification in order. We evaluate an algorithm for fast and robust scene interpretation based on the detection and the recognition of room labels. Indeed, our system provides an adaptive algorithm for multi-parameter variations such as distance, the angle of view and luminosity.
Experiments are conducted in natural conditions in the indoor scene. It consists of detecting and recognising personalised room labels from daily life to assist blind people while interpreting their location.Experimental results showed a high precision and recall which prove the efficiency of the proposed system. This manuscript is organised as follow: in Section 2, we present the corresponding literature that gets handle on the visual substitution technologies for assisting blind people. Next, the proposed method is described in Section 3. Then, Sections 4 and 5 are devoted to the exposition of the main steps of the prospective approach. Finally, the Section 6 presents the experimental results and the evaluation part.
State-of-the-art
The number of researchers experiencing vision applications has been increasing rapidly, leading a great interest in assistant technologies for handicapped persons. These tools intent to improve the mobility of blind people and the interaction with their environment. They are basically equipped with cameras and sensors integrating multiple software tools. The common idea is how to interpret the surrounding scene for a blind user. While some focus on object recognition and identification, others concentrate on the visual scene interpretation based on text recognition in different cases from daily life. Tekin and Coughlan (2009) propose an algorithm enabling blind users to find and read bar-codes. This approach ensures to read printed labels and product packages. So that, it aims to enhance visual scene interpretation that can establish independent living and foster economic and social self-sufficiency. Yi et al. (2013) focus on recent developments in computer vision, digital cameras and portable computers. They refer to the idea that it is feasible to assist blind people by developing camera-based products combining computer vision technologies with existing commercial products such as the optical character recognition (OCR) systems.
Another important difficult task for blind people which is the safe navigation, is discussed in Tian et al. (2010) . Authors present a computer vision-based for wayfinding to improve the navigation of blind persons in unfamiliar indoor environments. The proposed pipeline combines a geometric door model with based-corners and edges matching method.
In the same context, in Wang and Tian (2012) , another proposed approach introduces a system for wayfinding and navigation to assist blind people in unfamiliar environments. The approach implicates automatically detection and recognition of rest-room symbols. In this study, the shape detection is implicated to extract areas of interest and the SIFT descriptors are used to find the possible symbol based on local features matching. Besides, OCR enables the recognition of the text which is transformed vocally to the blind user. Schwarze et al. (2016) present a camera-based mobility aid as a compliment for a traditional assistance system for visually impaired person. The environment is perceived with a stereo camera system. Detected obstacle and objects are communicated to the user via an acoustic feedback for scene understanding. A head-worn binocular camera system is used to provide texture information as well as the distance measures. It estimates the geometric scene background in the images using robust estimation techniques. The perception of the environment employs this background combined with tracking foreground objects and system of sonification to ensure a safe navigation of blind person.
These different approaches were exploited to help a blind person in interpreting their environment. Some of them combine existing method with OCR (Sàsilva et al., 2004; Yi et al., 2014) to detect text in the input image. Other approaches focus on the position of the blind person compared to the text region in order to assist him in navigation.
These systems are efficient for mobility and localisation. However, the visual scene interpretation still with a lower precision without identifying the place or the location in natural conditions. So that, we aim to overcome this issue by adding personalised labels to the environment in order to facilitate the identification of the location. Our contributions consist of proposing a method to detect text in the labelled environment by focusing on text region rectification to increase the rate of true recognition.
Proposed system for text detection and recognition
In computer vision, new methods are proposed for scene understanding as a compliment for the visual substitution systems. To do this, we illustrate our proposed approaches with text recognition as one of the basis tackled in this context. It consists of the detection of interesting regions in the indoor scene and the identification of the extracted text.
As we work on video scene, it is important to track all the positions of the text regions over the video sequences and to analyse the frame that contains the labels of interest. This task becomes difficult by the fact that the camera is not fixed and there may be changes perspective changes, the angle of view and distance.
In our proposed method, the interpretation of the location and the visual scene are deducted from the extracted text in the labelled environment. As shown in Figure 1 , the proposed approach contains three main steps:
• Pre-processing: This step concerns the detection of the frame that contains the text region of interest. In fact, we detect the labels wish are marked with personalised markers. Then, we rectify the perspectives changes in order to make text recognition more robust in the next step.
• Text recognition: In this step, the region of interest is cropped into lines and words using edge detection and providing the stroke width transform (SWT) (Epshtein et al., 2010) for connected components. For the text identification, we use the image correlation between stored letters and extracted letters.
• Post-processing: The final step is the text transformation into voice. A comparison is made between the extracted words and the stored room names. So that, the spelling words will not be considered in translation if they do not belong to the stored ones. We integrate into this task the transformation text to speech (TTS) by integrating a speech synthesiser.
That said, we develop a personalised and adaptive system for blind people tested in realworld and real-time for the recognition and the identification of labelled rooms. In addition, the blind user is equipped with a camera attached to the glasses. The captured video is transmitted in order to detect markers of the interesting regions. For the input frame at time t, if we detected the personalised markers, we proceed with the rectification of perspectives changes. Then, the text region is cropped in order to be recognised by comparing letters to the stored models. If the extracted words exist in the list of room labels, it will be translated vocally else we start with the next frame. According to our proposed pipeline in Figure 1 , the blind user becomes capable to recognise the surrounding environment through the identification of the location. More purposes can be achieved while implicating this approach in other projects for wayfinding in the indoor or outdoor scene. Indeed, our system provides an adaptive algorithm for multi-parameter variations such as distance, angle of view and luminosity.
The pre-processing step includes the extraction of the regions that contain the labels and the rectification of all changes caused by the camera motions. In the natural scene, there are a multiple types of labels so that, we use distinguishable labels from other regions.
Markers detection
The first difficulty consists on finding the frame of interest that contains the text region. So that, the indoor labels are marked with markers in the four corners to make them different from other text regions (Figure 2 ). The detection of personalised markers implicates the extraction of red, green and blue components from input frame. This step is done as follow:
• The input frame is de-noised using the median filter.
• Then, the pixels which have a values less than the chosen threshold, are neglected from the binary image.
• After that, we proceed with labelling the image in order to get the connected components that correspond to each region.
• In order to get the set of properties of each labelled region, we apply the blob analysis so that we get the properties of the detected regions: their positions and limits.
• A bounding box is drawn showing the canters of markers positions.
• The frame containing the text label of interest is considered for further processing in text recognition.
Perspectives rectification
For video processing applications, a primordial step is required. The so-called, camera calibration is used especially while working on text recognition. In this section, we explain the step of image rectification that consists of perspectives correction (Figure 3) . We apply the homography estimation and the Direct Linear Transformation in order to create a spatial transformation on the selected frame.
Homography estimation
The homography estimation is applied in order to rectify the perspectives changes. We estimate the homography based on the positions of the four markers detection and the estimated position in the rectified image (Figure 3 ). The homography estimation is an invertible mapping of points and lines on a projective plane P 2 . Given a set of points X i in P 2 and a corresponding set of points X ′ i in P 2 , we compute the projective transformation that takes each X i to X ′ i . This transformation (Sàsilva et al., 2004) can be determined by a fundamental matrix H which is a singular 3×3 satisfying for all i:
H can be changed by multiplying with an arbitrary non-zero constant without altering the projective transformation. So that, it can be considered as homogeneous matrix and it has only 8 degrees of freedom. Thus, there are nine unknowns that need to be solved (Dubrofsky, 2009) . To estimate H, we start from a set of four 2D to 2D points (e.g., four corners of the image). We are working in homogeneous coordinates, the relationship X ′ i = HX i between two corresponding points X i and X ′ i can be re-written as:
where c is a non-zero constant, (x
and H is defined as follow:
For the resolution, the first and the second rows of equation 2 are divided by the third row, we obtain the following system:
Then, the equations can be written as:
where A i is defined as follow:
and h = (h 1 h 2 h 3 h 4 h 5 h 6 h 7 h 8 h 9 ) T . We note that each correspondent point provides 2 equations, so that 4 correspondences are sufficient to solve the 8 degrees of freedom of H. In fact, each point X i provides 2x9 matrix A i . So that, for a given an image, four points are sufficient to get a 8 × 9 matrix A.
In our approach the four correspondences that ensure a robust solution for perspectives rectifications consist on the centres of the detected markers. These points are the candidates' points in creating the direct linear transformation from the homography matrix.
Spatial transformation structure
In order to apply the linear transformation to the whole input image, we have to create a multidimensional spatial transformation from the DLT. Given H a real N + 1 × N + 1 non-singular matrix, we build an N -dimensional projective transformation T .
A normalisation step was proposed in Sàsilva et al. (2004) to ensure that the solution converges to the correct result in the coordinate system in the image. This normalisation is defined by U . For all i from the set of corresponding points , we note U the normalised homography matrix where
]
. The transformation structure T has both forward and inverse transformations. In fact, we have to specify the spatial location of the output image in the 2D output space X-Y by giving respectively, the y-coordinates (vertical) of the first and last rows of output image, and the x-coordinates (horizontal) of the first and last columns of output image.
Orthogonal text projection
While applying the spatial transformation, there are possibility to get false orientation for the text. That said, the final step in label detection is to verify the orientation of text in the image and rectify it.
We use the orthogonal projection in order to detect the text position. We compare the vertical and horizontal projection of the inverted binary image (Figure 4) to decide if the orientation is correct or not. 
Text extraction and recognition
After the detection of the text region, the challenging task is how to transform an input frame into readable text under different conditions: scale changes, illumination variations and objects occlusion. We already rectified the perspectives changes, text extraction should be performed at this step.
Text region extraction based on connected component
The text extraction is based on edge detection and provides the SWT (Epshtein et al., 2010) in order to detect the connected components is a well-known algorithm in literature.
SWT is a local images operator that computes per pixel the width of the most likely stroke containing the pixel using a canny edge detector, thus the output is an image containing the width of the stroke associated with each pixel. Rather than edge detector used in (Epshtein et al., 2010) , a threshold is added to the edge detector used in our method. The SWT is linear in the number of edge pixel in the image.
The threshold function uses Otsu's method (Otsu, 1979) , which chooses the threshold to minimise the intra-class variance of the black and white pixels. This threshold provides the strongest edges pixels. Then, for each edge pixel p, the gradient direction is calculated.
If p lies on a stroke boundary, then d p must be roughly perpendicular to the orientation of the stroke. We follow the ray r = p + n * d p , n ≻ 0 until another pixel q is found. The next step is to group these pixels into candidate letters. Two neighbouring pixels may be grouped together if they have similar stroke width. An improved connected component algorithm is used in Dinh et al. (2007) . The association rule is changed from a binary mask to a predicate comparing the pixels value of the SWT. An SWT ratio is fixed to 3.0 guarantees that stroke with small width will be also grouped. Text region may be on a dark background as well as bright background, thus in order to accommodate all region text, the algorithm is applied twice, once along d p and once along −d p ( Figure 5 ). Source: Epshtein et al. (2010) Connected components are computing depending on the variance of the stroke width. A learned threshold and rules provide ensuring to reject small or large components. The connected components representing letters are surrounding with bounding box by doing adaptive binarisation using Otsu method (Otsu, 1979) . We get finally the set of words cropped into letters and symbols. We have now to identify and recognise each character. An OCR can be a suitable and easily solution to get the identified text. However, some labels may contain symbols such as (right, left, down, up...) so that, it leads to false recognition ( Figure 6 ). 
Text recognition using templates correlation
The text labels in the indoor scene are generally on a dark background as well as bright background, thus in order to accommodate all text regions, the algorithm is applied twice along the two opposite directions. The connected components are computing depending on the variance of the stroke width (Epshtein et al., 2010) . After the extraction of the words and letters, we proceed with the step of text identification. In addition, the images correlation is used to recognise letters and symbols. The text region is converted into grey-scale image using a threshold to eliminate object containing a number of pixels less than a selected threshold. Letters are resized and correlated with a set of templates. We enrich this set with some models of directions mainly the indicators up, down, left and right.
The high correlation factor determines the correspondence letter. In fact, given two images I and J having the same size, I and J are the mean values of the elements along different dimensions of I and J, the correlation coefficient c is calculated as follow:
6 Experimental results
In the experimental part, we process real-world data that consists of personalised images and video sequences taken in the indoor scene. The application responses are evaluated under different conditions.
Training data
The training labels used in the experimental stage consist on eight room labels (Home entrance, Bedroom, Living room, Bathroom, Toilet, Dining room, Kitchen, Pantry) printed and marked with specific forms as shown in Figure 7 . Labels are centred in the page; they are in black colour with white background and with different size depending on the length of words (Figure 7) . The text regions contain also indicators of direction (up, down, left and right), in order to provide the orientation and navigation in the indoor scene. The example of images in Figure 8 , are taken with resolution 8M (3264x2448) so that the computational time can be estimated with a high dimension images.
The sequences of real-time videos are taken from different positions in the indoor scene containing the room labels. These videos have the same duration (58 s), the same resolution (600x800) and the same number of frames per second (25 frames/second). These videos are transmitted to be proceeded in a Packard Bell Laptop i3.
Evaluation of text and symbols detection
In natural condition, the use of moving camera leads to multiple changes mainly in illumination, angle of view and distance. In this stage, we aim to determine the best conditions and the optimum margins to increase the rate of true detection and recognition. We have manually tagged the tests with three attributes, which represents the challenging aspects of visual tracking:
• IV Illumination variation: The illumination in the target region is significantly changed.
• DV Distance variation: The distance between the user holding the camera and the target text label.
• VV View variation: The angle of view is changing from a position to another and it is significantly varying in the same sequence test. 
Detection and recognition with illumination variation
For the same rate of illumination, we test 10 images with changes in distance and angle of view. In total, we tested 170 images. The curve in Figure 9 shows the dependence of true detection of the value of illumination. For values between 25% and 70%, we get encouraging results that minimise the number of false positive.
Detection and recognition with distance variation
For the same value of distance, we test 10 images with changes in illumination and angle of view. In total, we tested 170 images. We get the curve in Figure 10 . The distance that allows a robust detection and recognition is between 0.1 m and 2.75 m (Figure 11 ). 
Detection and recognition with angle of view variation
For 90
• camera is perpendicular to the label (in the front), when moving to the right the angle increase while moving to the left decrease the angle (Figure 12 ). For the same value of angle, we test 10 images with changes in illumination and distance. In total, we tested 130 images. We get the curve in Figure 13 . From the value 15
• , the number of true detection is increasing to be a maximum value from 75
• . From a value greater than 150
• , the detection is decreasing to be impossible in the value of 180
• . Thus the optimum interval that maximises the number of true positive is between 50
• and 130 • (Figure 14) . 
Validation
In order to prove the efficiency of the proposed method in detecting and recognising the room label, we evaluate the metrics of the recall r, the precision p and the f-measures in some cases as shown in Table 1 . We count the number of images that contain labels of interest. The detection and recognition of text can provide a positive recognition as well as false recognition. So that, we process images in the challenging conditions (change of view, distance and illumination). For each case i of n cases we calculate r i , p i and f i as follow:
Then the total values of the three indicators are determined in the following expressions:
According to the Table 1 , the total precision is about 0.81. The most challenging condition is the change of illumination, in fact, the marker detection became a difficult task. A good camera calibration can lead to more than 0.9 of total precision as we get on the optimal conditions. 
Discussion
As an application in real-time we evaluate sequences of videos taken in natural indoor scene where there are multiple changes in illumination, scales and angle of view. The room labels were attached in different positions and in challenging conditions (Figure 15) . In some cases, we succeed to extract the text region but we cannot identify all the letters. As shown in Figure 16 , despite the well-detection of the room label, the recognition is not correct. In this case, we implicate the correspondence between detected letters and stored room labels in order to identify the correct signification of the text. According to the previous experiments, we can deduct the margins which provide a maximum of positive recognition. In each real-time video the distance, the angle of view chosen and the rate of illumination are adjusted according to the Table 2 which summarises the previous graphs. Then, referring to the Table 3 , the precision for these margins is greater than the value found in Table 1 . Moreover, in video processing-based applications, the computational time is considered as a fundamental benchmark that depends on the algorithm complexity, hardware platform, implementation details and specific parameters. It depends also on the quality of the image and the length of the video. In this work, the time processing involves the duration of markers detection, the text region rectification and the text identification. The detection of four markers and the rectification of the text region last around 2 s, however, the identification of the text depends on the length of text and it takes 2-4 s. So that in an average of 5 s the blind user can interpret his location and what decision he can make.
The Assisted detection uses vocal notification by translating the identified text into voice. Two audio files are stored that will be used at this step. The first notification starts when the system detects a red marker and the second audio is launched when the four markers of labels are detected. In the final notification which is the translation of words into voice, we require an implemented code for this task, that said a .Net speech synthesiser class is implicated.
Conclusion and future work
A visual scene is easily interpretable by a normal person. Thus, all the information that characterises the environment is extracted and manipulated. For a blind person, this feature is no longer accessible. To do this, researchers present multiple approaches as a visual substitution for this inability. The common basis is the processing of information collected from the surrounding scene through specific sensors.
This research focuses on the processing of digital data such as image and video in order to construe the environment based on the identification of the user's location. It brings to light the case of indoor scene identification through the text detection and recognition.
This paper presents a personalised and adaptive method tested for room labels detection and recognition for blind people in the unknown indoor scene. The paper describes a method to detect markers with a camera in order to enable blind persons to localise themselves in a multi-room environment. The markers consist of four personalised corner patterns, along with a printed text that contains e.g., the room type. The patterns are detected with connected component segmentation and blob analysis and applied to rectify the image region (homography estimation with DLT) for text analysis. The SWT is applied and used as a feature to identify single letters by connected component clustering. Finally, letters are identified by correlating them with a set of templates. The identified letters are compared to stored room labels and passed to a third party speech synthesis.
A significant improvement in the rectification of the text area is highlighted via the suggestion of the homography estimation. Otherwise, a real-time application is experimented with personalised marked labels for indoor rooms. Tests in sequences of real-time video illustrate the encouraging results in detecting the text region of interest, the perspectives rectification and the label identification.
That said, this work provides a new strategy for blind persons navigation in indoor environment. It can potentially benefit many other important areas such as scene understanding including robot navigation, autonomous systems, etc.
Our future work concerns the development of an assistive aid based on mobile navigation. We will focus not only on labels detection and recognition but also on helping the blind user to take the right decision using an intelligent system and a virtual map of navigation. It will incorporate new technologies to deploy the system on smart-phones with adaptable graphic user interfaces, as well as the experimental evaluation/validation of the system.
