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Résumé
Les travaux précédents sur les simulations de réseaux
neuronaux impulsionnels utilisent des méthodes
événementielles ou des méthodes à pas de temps. Les
méthodes événementielles sont précises mais se limitent
à certains modèles simples de neurones. Les méthodes à
pas de temps sont génériques mais traitent difficilement
les discontinuités des neurones intègre-et-tire. Nous avons
récemment introduit une nouvelle méthode générique
de simulation basée sur une discrétisation du potentiel
membranaire [1]. Dans cet article, nous comparons cette
nouvelle méthode avec une méthode classique à pas de
temps pour la simulation de réseaux de neurones intègre
et tire non linéaires. Nous montrons que notre méthode est
plus efficace en terme de rapidité de calculs et de précision.
Mots clés : réseaux de neurones impulsionnels, simula-
tions numériques, méthodes à pas de temps, méthodes à
pas de potentiel.
1 Introduction
L’étude de la dynamique des réseaux neuronaux im-
pulsionnels a recourt à des simulations numériques dont la
précision et la rapidité varient selon la méthode de simula-
tion. Certains travaux [2,6,7] ont permis de développer des
méthodes événementielles pour la simulation de réseaux de
neurones de type intègre-et-tire (IF). Ces méthodes sont ra-
pides et déterminent avec exactitude le temps des impul-
sions (spikes). Cependant, elles ne sont pas génériques et
ne s’appliquent qu’à un nombre restreint de modèles ce qui
conduit à utiliser des méthodes de simulation numériques à
pas de temps. Les méthodes à pas de temps sont génériques
mais un compromis efficace entre précision et rapidité de
simulation est difficile à trouver.
Si nous considérons un neurone IF simulé par une méthode
à pas de temps (FIG.1), il est très dificile de trouver un
pas de temps judicieux sans pénaliser la précision de la
simulation ou sa rapidité. En effet, le pas de temps reste
constant et ne dépend pas des variations du potentiel ce qui
FIG. 1. Simulation d’un neurone intègre-et-tire par une
méthode à pas de temps
implique soit une grande erreur d’intégration pour un pas
trop grand ou une lenteur dans la simulation pour un petit
pas de temps. De ce fait, adapter le pas de temps aux varia-
tions du potentiel améliorerait la précision et le temps de la
simulation.
2 Méthode à pas de potentiel
Considérons un neurone intègre et tire dont le poten-
tiel membranaire v suit l’évolution :
C
dv
dt
= f(v) (1)
+ I + Isyn(t)
où C est la capacité membranaire, f la relation non linéaire
courant-tension de la membrane, I le courant appliqué et
Isyn le courant synaptique reçu par le neurone. Lorsque
le neurone atteint une valeur critique Vth son potentiel
membranaire est réinitialisé à une valeur Vreset . Si nous
considérons une petite variation du potentiel membranaire
∆v la fonction caractéristique du neurone f peut être ap-
proximée par une fonction linéaire et (Eq.1) se réécrit sous
la forme d’un modèle IF linéaire
C
dv
dt
= −g(v − E) (2)
+ I + Isyn(t)
pour v dans l’intervalle [Vi, Vi+1] où Vi = i∆v, ∆v est
un pas de potentiel constant, g est une conductance et E
un potentiel de repos. L’idée de base de notre méthode est
donc d’introduire une discrétisation du potentiel et d’ap-
proximer sur chaque intervalle [Vi, Vi+1] le modèle intitial
par un modèle linéaire.
Une interpolation linéaire donne les valeurs potentiel-
dépendantes suivantes :
g = −f(vi+1)− f(vi)
∆v
et
E = v +
f(vi)
g
La solution de l’équation (Eq.2) sur l’intervalle [Vi, Vi+1]
est :
v(t) = Vi exp (−
t− ti
τ
) (3)
+ (E +
I
g
)(1− exp (− t− ti
τ
))
+
∫ t
ti
exp (− t− y
τ
)
Isyn(y)
C
dy
où τ = C/g est une constante de temps membra-
naire potentiel-dépendante. L’intérêt de la méthode de
discrétisation du potentiel (notée VS par la suite) est
de ramener l’intégration numérique à une simulation
événementielle en déterminant le temps où le potentiel sor-
tira de l’intervalle [Vi, Vi+1] (FIG.2).
Dans le cas d’un réseau de neurones IF couplés à des sy-
napses de type dirac, le courant synaptique est donné par :
Isyn(t) =
∑
j
∑
tf
wjδ(t− tf ) (4)
où tf est le temps d’émission des neurones pré-synaptiques
et δ est la fonction dirac. Le temps où le potentiel atteint la
valeur Vi+1 est donné par :
ti+1 = ti (5)
+ τ ln (
v0 − E − Ig
v0 + ∆v − E − Ig
)
Pour un spike reçu à un instant tf , ti < tf < ti+1, le
potentiel v du neurone post-synaptique est mis à jour avec
l’équation 3 puis effectue le saut v ← v+w/C où w est le
poids synaptique. Les variables ti et Vi sont ensuite mises à
jour (ti ← tf , Vi ← v) et ti+1 est recalculé avec l’équation
5.
La méthode de discrétisation du potentiel consiste donc à
chercher le temps où le potentiel membranaire varie de ∆v
ce qui adapte donc le pas de temps de la simulation en fonc-
tion de la variation du potentiel.
FIG. 2. Simulation d’un neurone intègre-et-tire par une
méthode à pas de potentiel. La discrétisation du potentiel
induit implicitement un pas de temps adaptatif
3 Résultats
Dans cette partie, nous considérons le modèle IF qua-
dratique (QIF). Le potentiel du neurone s’écrit sous la
forme suivante :
C
dv
dt
= q(v(t)− vt)2 (6)
+ I + Isyn(t)
Il est possible de simuler de façon exacte ce modèle [2]
ce qui nous permettra de bénéficier d’une simulation de
référence. La méthode VS est une méthode du second
ordre [1] et nous allons comparer les performances de cette
méthode avec une méthode à pas de temps du second ordre.
Il a été montré [3,4] que Runge-Kutta du second ordre
(RK2) avec une interpolation linéaire du temps de spike
est une méthode du second ordre (appelé RK2 modifié
(RK2m) par la suite).
Dans un réseau de taille N, l’erreur Ei du ieme neurone est
définie par la fontionnelle suivante :
Ei =
1
Mi
∑
f
|tfex − tfap| (7)
oùMi est le nombre de spikes émis par le ieme neurone, tex
est le temps de spike exact (par la méthode de référence)
et tap le temps du spike par la méthode approximative
(discrétisation du potentiel ou Runge-Kutta).
L’erreur ER du réseau est la moyenne des erreurs des neu-
rones :
ER =
1
N
∑
i
Ei (8)
Considérons un réseau inhibiteur de neurones QIF de taille
N=10 où chaque neurone est soumis à un courant constant
positif I . La connectivité du réseau est totale, les neurones
s’inhibent entre eux via des synapses de type dirac dont le
poids est aléatoire dans [−0.2/C, 0[.
FIG. 3. Les durées de la simulation TV S2 et TRK2m en
fonction du courant appliqué I pour ∆v = 0.03 mV et
∆t = 0.01ms. TRK2m(ligne continue) reste constant alors
que TV S2(en pointillés) augmente en fonction de I, ceci
s’explique par le fait que VS2 adapte son pas de temps en
fonction des variations du potentiel membranaire.
Nous avons procédé à 3 types d’expériences numériques,
la première consiste à varier le courant constant d’entrée I
puis nous comparerons les deux méthodes pour des durées
de simulation (TV S2 et TRK2m) et des erreurs (Eq.8)
équivalentes (EV S2 et ERK2m). Le temps de la simula-
tion est de 10000ms biologiques avec les paramètres sui-
vants : q = 0.0009287mS/v, C = 0.2nF , Vth=30 mV,
Vreset=-70 mV, Vt=-41.1785 mV, les potentiels initiaux
sont aléatoires dans [Vreset, Vth[.
Les simulations sont réalisées avec la librairie mvaspike [5]
sur un ordinateur portable core 2 duo 1.5 Ghz, mémoire
vive 2 Go.
La première expérience (FIG3) montre que ERK2m aug-
mente avec I alors que EV S2 reste pratiquement constante.
Ceci s’explique par le fait suivant : en augmentant I , dvdt (t)
augmente ce qui accentue les variations de v(t) et, face
à ces variations rapides, un pas de temps ∆t = 0.01
ms(pas de temps de la simulation pour RK2 modifié) est
insuffisant ce qui conduit à une augmentation de l’erreur
(FIG4). Par contre, comme VS2 adapte son pas de temps,
qui est inversement proportionnel aux variations du poten-
FIG. 4. Les erreurs EV S2 et ERK2m en fonction du cou-
rant appliqué I pour ∆v = 0.03 mV et ∆t = 0.01
ms. RV S2(en pointillés) reste presque constante alors que
ERK2m(ligne continue) augmente en fonction de I.
tiel, la précision reste constante mais la durée de simulation
(TV S2) augmente (FIG4).
Si nous considérons des erreurs similaires (Eq.8) EV S2 ≈
ERK2m, il s’avère que VS2 est plus rapide (FIG5) . Inver-
sement, si nous fixons une durée de simulation, l’erreur de
VS2, EV S2 reste nettement inférieure à l’erreur de RK2
modifié ERK2m (FIG6).
4 Conclusion
Précision et rapidité sont des facteurs primordiaux
dans la simulation numérique des réseaux neuronaux. Les
méthodes événementielles sont exactes et rapides mais
elles ne sont pas génériques. Les méthodes classiques à
pas de temps sont génériques mais elles sont gourmandes
en temps de calcul lorsqu’une grande précision est re-
quise. Nous avons montré, à travers quelques résultats
numériques, qu’une stratégie d’intégration à un pas de po-
tentiel permet de définir implicitement un pas de temps
qui s’adapte aux variations du potentiel membranaire du
neurone ce qui assure rapidité et précision par rapport aux
méthodes classiques à pas de temps.
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