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Abstract
We consider the blowup rate of solutions for a semilinear heat equation
ut = u+ |u|p−1u, x ∈ Ω ⊂ RN, t > 0,
with critical power nonlinearity p = (N + 2)/(N − 2) and N  3. First we investigate the profiles of back-
ward self-similar solutions by making use of the variational method, and then, by employing the intersection
comparison argument with a particular self-similar solution, we derive the criteria of the blowup rate of so-
lutions, assuming the positivity of solutions in backward space–time parabola. In particular, we show the
existence of the so-called type II blowup solutions for the Cauchy–Dirichlet problems on suitable shrinking
domains in the case N = 3.
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1. Introduction
We are concerned with the blowup rate of solutions for a semilinear heat equation
ut = u+ |u|p−1u, x ∈ Ω ⊂ RN, t > 0, (1.1)
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p = N + 2
N − 2 and N  3. (1.2)
In order to recall some notations, let us consider the solution u of (1.1) satisfying the initial
condition
u(x,0) = u0 ∈ L∞(Ω)∩C(Ω), (1.3)
where either Ω = RN or Ω is a bounded domain in RN with smooth boundary ∂Ω . In the latter
case, we impose the Dirichlet boundary condition u = 0 on ∂Ω and t > 0. It is well known that,
for each initial data u0, there exists T = T (u0) ∈ (0,∞] such that problem (1.1) and (1.3) has
a unique solution u ∈ C([0, T ),L∞(Ω)) which is classical for 0 < t < T , and that if T < ∞
then limt→T ‖u(·, t)‖L∞(Ω) = ∞. In the case where T < ∞, we say that the solution blows up
in finite time, and T is called the blowup time. Let u be a solution which blows up at a finite
time T . A simple comparison argument (cf. [9]) shows that∥∥u(·, t)∥∥
L∞(Ω) 
(
(p − 1)(T − t))−1/(p−1) for 0 t < T .
Here the function ((p−1)(T − t))−1/(p−1) is a solution of the corresponding ordinary differential
equation wt = |w|p−1w. We say that the blowup is of type I if u satisfies
lim sup
t→T
(T − t)1/(p−1)∥∥u(·, t)∥∥
L∞(Ω) < ∞.
The blowup is called type II if it is not of type I.
We briefly review some known results concerning blowup rate estimates. In the case p > 1,
Friedman and McLeod [9] showed that the solution of (1.1) and (1.3) blows up in type I rate
when Ω is a bounded convex domain and u0 satisfies u0  0 and u0 + up0  0. In the case 1 <
p < (N + 2)/(N − 2), Giga and Kohn [13,14] proved that the solution of (1.1) and (1.3) blows
up in type I rate when Ω is a bonded convex domain or Ω = RN under the assumption that either
u0  0 or 1 <p < (3N + 8)/(3N − 4). Later, Giga, Matsui and Sasayama [16,17] improved this
result by removing such assumptions. In the case (N + 2)/(N − 2) < p < pc, where
pc =
{∞, 3N  10,
1 + 4
N−4−2√N−1 , N  11.
Matano and Merle [24] showed that solutions of problem (1.1) and (1.3) blow up in type I rate
when Ω is a finite ball and u is radially symmetric. A similar result for Ω = RN can also be
found in [24] under the additional condition. On the other hand, in the case N  11 and p > pc,
Herrero and Velázquez [19,20] obtained a radially symmetric positive solution in RN which
blows up in type II rate. A new simpler proof of this result was shown by Mizoguchi [25]. In
the critical case p = (N + 2)/(N − 2), Matano and Merle [24] showed that the solution of (1.1)
and (1.3) blow up in type I rate when Ω is a finite ball or Ω = RN and u0 is radially symmetric
and positive. Filippas, Herrero and Velázquez [8] showed by a formal analysis that there exists
a sign-changing solution which blows up in type II rate when 3  N  6. We refer to [16, Re-
mark 2.3] and a survey [7] for details.
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case, assuming the positivity of solutions in backward space–time parabola. In particular, we will
show the existence of type II blowup solutions for the Cauchy–Dirichlet problems on suitable
shrinking domains. In the rest of the paper, we assume that (1.2) holds.
The basis of our method is the scaling property of (1.1), the fact that (1.1) is invariant under
the scaling
uλ(x, t) = λ2/(p−1)u(x0 + λ(x − x0), t0 + λ2(t − t0)) for λ > 0
with each (x0, t0) ∈ RN × (0,∞). A solution is called self-similar about (x0, t0) if uλ ≡ u for
each λ > 0, and is called backward if the solution u is defined for all t < t0. Choosing (x0, t0) =
(0, T ), a backward self-similar solution of (1.1) has the form
u(x, t) = (T − t)−1/(p−1)v(x/(T − t)1/2),
where v satisfies the elliptic equation
v − 1
2
x · ∇v − 1
p − 1v + |v|
p−1v = 0 in Rn.
First we consider the existence of positive solutions of the Dirichlet problem⎧⎨⎩v −
1
2
x · ∇v − 1
p − 1v + v
p = 0 in BR ,
v = 0 on ∂BR ,
(1.4)
where BR = {x ∈ RN : |x| <R} with R > 0. We obtain the following result.
Theorem 1.
(i) Let N  4. Then problem (1.4) has a positive radially symmetric solution for any R > 0.
(ii) Let N = 3. Then there exists R0 > 0 such that (1.4) has a positive radially symmetric solu-
tion for R >R0, and that (1.4) has no positive radially symmetric solution for R ∈ (0,R0].
Remark 1.1. (i) The constant R0 is given as a first zero of the solution φ of
φ′′ +
(
1
2
− 1
16
r2
)
φ = 0, r > 0,
satisfying φ′(0) = 0 and φ(0) > 0. It is easy to see that the solution φ is given by φ(r) =
F(−1/4,1/2; r2/4), where F(α,γ ; s) is a Kummer’s function (see Remark 2.1). We see that
R0 = 2.2325 . . . .
(ii) We denote by vα a solution of the ordinary differential equation
v′′ +
(
N − 1 − r
)
v′ − 1 v + |v|p−1v = 0 for r > 0r 2 p − 1
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first zero of vα(r). We will find that there exists a sequence αk → ∞ such that{
r0(αk) → 0 as k → ∞ if N  4, and
r0(αk) → R0 as k → ∞ if N = 3.
Furthermore, for any constants A and B with 0 <A<B , we have
inf
{−v′αk (r): A vαk (r) B}→ ∞ as k → ∞
(see Proposition 3.1). A closely related result was obtained in [8, Section 6] by a different method.
We will show Theorem 1 by applying the variational method due to Brezis–Nirenberg [5].
The idea is to compare the best Sobolev constant S of the embedding H 1 ⊂ L2N/(N−2) and
Sσ,R given by (2.2). One can prove that if Sσ,R < S then (1.4) has a positive solution, and that
Sσ,R < S holds when either N  4 or N = 3 and R > R0. Non-existence part will be shown
by the Pohozaev-type argument following the idea by Atkinson and Peletier [2]. By an ODE
argument we will show the properties of solutions mentioned in Remark 1.1(ii).
Next, we consider the blowup rate of solutions, assuming the positivity of solutions in back-
ward space–time parabola. We say that a solution u of (1.1) blows up at (x, t) = (a, T ) if there
exist sequence an ∈ Ω and tn ∈ (0, T ) such that an → a, tn → T , and u(an, tn) → ∞ as n → ∞.
Theorem 2. Let u be a radially symmetric solution of (1.1) such that u blows up at (x, t) =
(0, T ), and that u satisfies
u > 0 in
⋃
0<t<T
Bρ(t) × {t}
with some ρ ∈ C[0, T ] satisfying ρ > 0 on [0, T ).
(i) Assume that u(·, t) is nonincreasing in r = |x| ∈ (0, ρ(t)). If ρ satisfies
lim inf
t→T (T − t)
−1/2ρ(t) >
{
0 if N  4,
R0 if N = 3, (1.5)
where R0 is the constant in Theorem 1, then
lim sup
t→T
(T − t)1/(p−1)∥∥u(·, t)∥∥
L∞(Bρ(t)) < ∞, (1.6)
namely, u blows up in type I rate.
(ii) Assume that u satisfies
u = 0 on
⋃
0<t<T
∂Bρ(t) × {t}.
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lim sup
t→T
(T − t)1/(p−1)∥∥u(·, t)∥∥
L∞(Bρ(t)) = ∞,
namely, u blows up in type II rate.
Remark 1.2. (i) Let us consider the case where Ω is a finite ball in (1.1). If a solution u in Ω is
positive, radially symmetric, and nonincreasing in r = |x|, then the blowup of the solution u is
type I by (i). Here, we do not need to require the boundary condition on ∂Ω .
(ii) The assumption on ρ in (ii) implies that ρ(T ) = 0. Then we require in (ii) that u blows up
and the domain Bρ(t) disappears at the simultaneous time. At this time we do not know whether
there exists a solution u satisfying these assumptions.
Let us consider the case where N = 3 and lim inft→T (T − t)−1/2ρ(t) ∈ (0,R0] in Theorem 2.
Define ρ by
ρ(t) = R(T − t)1/2 (1.7)
with R > 0 and T > 0, and consider the problem⎧⎪⎨⎪⎩
ut = u+ up, x ∈ Bρ(t), t ∈ (0, T ),
u = 0, x ∈ ∂Bρ(t), t ∈ (0, T ),
u(x,0) = λu0, x ∈ Bρ(0),
(1.8)
where λ > 0 is a parameter and u0 ∈ C(Bρ(0)). In Section 5, we will find that there exists a
maximal existence time denoted by Tmax = Tmax(λu0) ∈ (0, T ] such that (1.8) has a unique solu-
tion u ∈ C([0, Tmax),L∞(Bρ(t))) which is classical for 0 < t < Tmax, and that if Tmax < T then
limt→Tmax ‖u(·, t)‖L∞(Bρ(t)) = ∞.
Theorem 3. Let N = 3 and take T > 0 and R ∈ (0,R0] in (1.7). Assume, in (1.8), that u0 ≡ 0
is nonnegative, radially symmetric, and nonincreasing in r = |x|. Then there exists λ∗ > 0 such
that Tmax(λ∗u0) = T and a solution u of (1.8) with λ = λ∗ satisfies
lim
t→T (T − t)
1/(p−1)∥∥u(·, t)∥∥
L∞(Bρ(t)) = ∞, (1.9)
namely, u blows up in type II rate.
Remark 1.3. Let us consider the cases (i) N  4 and R > 0 in (1.7) and (ii) N = 3 and R > R0
in (1.7). In either case, there also exists λ∗ > 0 such that, if λ = λ∗ in (1.8), then Tmax(λ∗u0) = T
and a solution blows up at (x, t) = (0, T ) (see Proposition 5.2). However, this blowup must be
of type I by Theorem 2(i).
The main idea of the proof of Theorem 2 is to employ the intersection comparison argu-
ment with a particular self-similar solution obtained in Theorem 1. Concerning the zero numbers
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orem 3, we will employ the method of backward self-similar variables, introduced by [10,13,14].
We rescale u by similarity variables around (0, T ) by setting
w(y, s) = (T − t)1/(p−1)u(y(T − t)1/2, t), s = − log(T − t)+ logT .
This function w solves the parabolic equation
ws = w − 12y · ∇w −
1
p − 1w +w
p, y ∈ BR, s > 0, (1.10)
and the blowup time t = T corresponds to s = ∞. Then, studying solutions of (1.8) near blowup
time is equivalent to analysing the large-time asymptotics of solutions of (1.10). We will verify
the existence of solution w of (1.10) such that w is time-global and unbounded as s → ∞ by
employing the energy method due to Giga and Kohn [13,14].
This paper is organized as follows. In Section 2 we will prove Theorem 1. In Section 3 we
will show asymptotic properties of solutions obtained in Theorem 1. Section 4 is devoted to the
proof of Theorem 2. Finally, in Section 5, we will give the proof of Theorem 3.
2. Proof of Theorem 1
We will show the existence of solutions of (1.4) by making use of the variational argument
due to Brezis–Nirenberg [5]. We rewrite the equation in (1.4) in the form
1
σ
∇ · (σ∇v)− 1
p − 1v + v
p = 0
with σ(x) = e−|x|2/4. Then a positive solution of (1.4) can be found as a minimizer of the problem
min
{∫
BR
(
|∇u|2 + 1
p − 1u
2
)
σ dx: u ∈ H 10 (BR),
∫
BR
|u|p+1σ dx = 1
}
. (2.1)
A minimizer u of (2.1) can be taken to be nonnegative, and u satisfies∫
BR
(
∇u · ∇ψ + 1
p − 1vψ
)
σ dx = μ
∫
BR
upψσ dx
for any ψ ∈ H 10 (BR), where μ is a Lagrange multiplier. Then v = μ1/(p−1)u is a weak solution
of (1.4) with v  0 and v ≡ 0. By Lemma A.1 in Appendix A, we see that v ∈ C2(BR) and v > 0
in BR .
For R > 0 we define Sσ,R by
Sσ,R = inf
u∈H 1(B )\{0}
∫
BR
(|∇u|2 + 1
p−1u
2)σ dx
(
∫ |u|2N/(N−2)σ dx)(N−2)/N . (2.2)R BR
182 Y. Naito, T. Suzuki / J. Differential Equations 232 (2007) 176–211Let us denote by S the best Sobolev constant of the embedding H 10 ⊂ L2N/(N−2), which is given
by
S = inf
u∈H 10 (BR)\{0}
∫
BR
|∇u|2 dx
(
∫
BR
|u|2N/(N−2) dx)(N−2)/N . (2.3)
Recall that S is independent of the domain BR and depend only on N .
In this section, we will show the following propositions.
Proposition 2.1. If Sσ,R < S then problem (1.4) has a positive radially symmetric solution.
Proposition 2.2.
(i) Let N  4. Then Sσ,R < S for any R > 0.
(ii) Let N = 3. Then there exists R0 > 0 such that Sσ,R < S for R >R0.
Proposition 2.3. Let N = 3. If R ∈ (0,R0] then problem (1.4) has no positive radial solution.
As a consequence of Propositions 2.1 and 2.2 we obtain the existence part of Theorem 1. It is
clear that Proposition 2.3 implies the non-existence part of Theorem 1(ii).
First we will prove Proposition 2.1. To this end we need some lemmas as follows.
Lemma 2.1. Put v(x) = e−|x|2/8u(x) for u ∈ H 10 (BR). Then v ∈ H 10 (BR) and∫
BR
|∇u|2σ dx =
∫
BR
|∇v|2 dx −
∫
BR
(
N
4
− |x|
2
16
)
v2 dx. (2.4)
Proof. A direct calculation yields∫
BR
|∇u|2σ dx =
∫
BR
|∇v|2 dx + 1
16
∫
BR
|x|2v2 dx + 1
2
∫
BR
(x · ∇v)v dx.
By using Green’s formula, we have
1
2
∫
BR
(x · ∇v)v dx = 1
4
∫
BR
x · ∇(v2)dx = −N
4
∫
BR
v2 dx.
Thus (2.4) holds. 
Let v(x) = e−|x|2/8u(x) for u ∈ H 10 (BR). By Lemma 2.1 we have∫
BR
(|∇u|2 + 1
p−1u
2)σ dx
(
∫ |u|p+1σ dx)2/(p+1) =
∫
BR
(|∇v|2 − av2) dx
(
∫
b|v|p+1 dx)2/(p+1) , (2.5)
BR BR
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a(x) = 1
2
− |x|
2
16
and b(x) = e|x|2/(2N−4). (2.6)
It is clear that u achieves the infimum Sσ,R of (2.2), if and only if, v achieves Sσ,R in (2.5).
Lemma 2.2. Let {wk} be a sequence such that wk is radially symmetric about the origin for
each k = 1,2, . . . . Assume that {wk} is bounded in H 10 (BR) and wk → 0 strongly in L2(BR) as
k → ∞. Then ∫
BR
(b − 1)|wk|p+1 dx → 0 as k → ∞,
where b is the function given in (2.6).
Proof. Note that b(x) − 1  C|x|2 for x ∈ BR with some constant C > 0. Then it suffices to
show ∫
BR
|x|2|wk|p+1 dx → 0 as k → ∞. (2.7)
Since we have
N − 1 + 2
1 − θ −
(N − 2)(p + 1 − 2θ)
2(1 − θ) → 1 as θ → 0,
we can take θ ∈ (0,1) so small that
R∫
0
r
N−1+ 21−θ − (N−2)(p+1−2θ)2(1−θ) dr < ∞.
By the Hölder inequality, we have∫
BR
|x|2|wk|p+1 dx 
( ∫
BR
w2k dx
)θ( ∫
BR
|x|2/(1−θ)|wk|(p+1−2θ)/(1−θ) dx
)1−θ
. (2.8)
Since wk ∈ H 10 (BR) is radially symmetric, there exists a constant C1 > 0 which is independent
of k such that wk(r) with r = |x| satisfies∣∣wk(r)∣∣C1‖∇wk‖L2(BR)r−(N−2)/2 for 0 < r R.
(See, e.g., [28, Radial lemma].) Then it follows that
∫
|x|2/(1−θ)|wk|(p+1−2θ)/(1−θ) dx  C
R∫
r
N−1+ 21−θ − (N−2)(p+1−2θ)2(1−θ) dr‖∇wk‖(p+1−2θ)/(1−θ)L2(BR)BR 0
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BR
|x|2wp+1k dx  C‖wk‖2θL2(BR)‖∇wk‖
p+1−2θ
L2(BR)
.
By the assumptions that {wk} is bounded in H 10 (BR) and wk → 0 in L2(BR) as k → ∞, we
obtain (2.7). This completes the proof. 
Proof of Proposition 2.1. We easily see that u ∈ H 10 (BR) is a minimizer of problem (2.1) if
and only if u achieves the infimum in (2.2). Then it suffices to show that there exists a radially
symmetric function in H 10 (BR) which achieves the infimum Sσ,R of (2.2). Let {uk} ⊂ H 10 (BR)
be a minimizing sequence of Sσ,R which is radially symmetric about the origin, and put vk(x) =
e−|x|2/8uk(x) for each k = 1,2, . . . . Then, from (2.5) we may assume that∫
BR
(|∇vk|2 − av2k)dx → Sσ,R as k → ∞ and (2.9)
∫
BR
b|vk|p+1 dx = 1 for k = 1,2, . . . .
Since {uk} is bounded in H 10 (BR), {vk} is also bounded in H 10 (BR). Then there exist a subse-
quence, still denoted by {vk}, and v ∈ H 10 (BR) such that
vk ⇀ v weakly in H 10 (BR), vk → v strongly in L2(BR).
Put wk = vk − v. Then
wk ⇀ 0 weakly in H 10 (BR), wk → 0 strongly in L2(BR).
By the Brezis–Lieb lemma [4] we have
1 =
∫
BR
b|vk|p+1 dx =
∫
BR
b|v|p+1 dx +
∫
BR
b|wk|p+1 dx + o(1).
Lemma 2.2 implies that∫
BR
b|wk|p+1 dx =
∫
BR
|wk|p+1 dx +
∫
BR
(b − 1)|wk|p+1 dx =
∫
BR
|wk|p+1 dx + o(1).
Thus we obtain
1 =
∫
b|v|p+1 dx +
∫
|wk|p+1 dx + o(1). (2.10)
BR BR
Y. Naito, T. Suzuki / J. Differential Equations 232 (2007) 176–211 185From 2/(p + 1) < 1 and the Sobolev embeddings, we have
1
( ∫
BR
b|v|p+1 dx
)2/(p+1)
+
( ∫
BR
|wk|p+1 dx
)2/(p+1)
+ o(1)

( ∫
BR
b|v|p+1 dx
)2/(p+1)
+ 1
S
∫
BR
|∇wk|2 dx + o(1), (2.11)
where S > 0 is the constant in (2.3). From (2.9) it follows that∫
BR
(|∇vk|2 − av2k)dx = ∫
BR
(|∇v|2 − av2)dx + ∫
BR
|∇wk|2 dx + o(1) = Sσ,R + o(1).
Then, from (2.11) we obtain∫
BR
(|∇v|2 − av2)dx + ∫
BR
|∇wk|2 dx
 Sσ,R
( ∫
BR
b|v|p+1 dx
)2/(p+1)
+ Sσ,R
S
∫
BR
|∇wk|2 dx + o(1).
This implies that
(
1 − Sσ,R
S
)∫
BR
|∇wk|2 dx  Sσ,R
( ∫
BR
b|v|p+1 dx
)2/(p+1)
−
∫
BR
(|∇v|2 − av2)dx + o(1).
From Sσ,R < S and the definition of Sσ,R , we have
∫
BR
|∇wk|2 dx → 0 as k → ∞. This im-
plies that vk → v strongly in H 1(BR). Thus, from (2.10), we obtain
∫
BR
bvp+1 dx = 1. Then,
from (2.5), u(x) = e|x|2/8v(x) achieves the infimum Sσ,R of (2.2), and hence u is a minimizer
of problem (2.1). As has been mentioned above, we obtain a positive solution of (1.4). This
completes the proof of Proposition 2.1. 
Next, we will prove Proposition 2.2. For v ∈ H 10 (BR) we define Q(v) by
Q(v) =
∫
BR
|∇v|2 dx − ∫
BR
av2 dx
(
∫
BR
bvp+1 dx)2/(p+1)
.
First we consider the case N  4. Put mR = min{2,R/2}. For ε > 0 we set
vε(x) = φ(x)2 (N−2)/2 ,(ε + |x| )
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Proof of Proposition 2.2(i). We note that a(x) 1/4 for 0 |x|mR and b(x) 1 for |x| 0.
From the proof of Lemma 1.1 in [5] we have, as ε → 0,∫
BR
|∇vε|2 dx = ε−(N−2)/2K1 +O(1), (2.12)
( ∫
BR
bvp+1ε dx
)2/(p+1)

( ∫
BR
vp+1ε dx
)2/(p+1)
= ε−(N−2)/2K2 +O(ε), (2.13)
∫
BR
av2ε dx 
1
4
∫
BR
v2ε dx =
{
K3ε−(N−4)/2 +O(1) if N  5,
K3|log ε| +O(1) if N = 4,
(2.14)
where K1, K2, and K3 denote positive constants which depend only on N and such that
K1/K2 = S. From (2.12)–(2.14) it follows that∫
BR
|∇vε|2 dx −
∫
BR
av2ε dx 
{
ε−(N−2)/2
(
K1 −K3ε +O
(
ε(N−2)/2
))
if N  5,
ε−1
(
K1 −K3ε| log ε| +O(ε)
)
if N = 4,
and that
Q(vε)
{
S − (K3/K2)ε +O
(
ε(N−2)/2
)
, if N  5,
S − (K3/K2)ε| log ε| +O(ε), if N = 4.
Then we have Q(vε) < S for sufficient small ε > 0. This implies that Sσ,R < S for any
R > 0. 
Let us consider the case N = 3. In this case we put
vε(x) = φ(x)
(ε + |x|2)1/2 ,
where φ ∈ C1[0,R] satisfies φ(r) > 0 for 0  r < R and φ′(0) = φ(R) = 0. By the similar
argument as in the proof of [5, Lemma 1.3], as ε → 0, we have
∫
BR
|∇vε|2 dx = K˜1ε−1/2 +ω
R∫
0
∣∣φ′(r)∣∣2dr +O(ε1/2), (2.15)
∫
BR
vp+1ε dx = K˜2ε−3/2 +O
(
ε−1/2
)
, (2.16)
∫
v2ε dx = ω
R∫
φ2(r) dr +O(ε1/2), (2.17)BR 0
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more, we obtain the following lemma.
Lemma 2.3. As ε → 0 we have
∫
BR
|x|2v2ε dx = ω
R∫
0
r2φ2(r) dr +O(ε), (2.18)
∫
BR
bvp+1ε dx = K˜2ε−3/2 +O
(
ε−1/2
)
, (2.19)
where K˜2 and ω are constants given above.
Proof. We see that∫
BR
|x|2v2ε dx = ω
R∫
0
r4φ2(r)
ε + r2 dr = ω
R∫
0
(
r2φ2(r)− εr
2φ2(r)
ε + r2
)
dr.
Since
R∫
0
r2φ2(r)
ε + r2 dr 
R∫
0
r2
ε + r2 dr = O(1),
we obtain (2.18).
Note that |b(x)− 1|C|x|2 for 0 |x|R with some constant C > 0. Then∣∣∣∣ ∫
BR
bvp+1ε dx −
∫
BR
vp+1ε dx
∣∣∣∣ C ∫
BR
|x|2vp+1ε dx. (2.20)
We have
∫
BR
|x|2vp+1ε dx = ω
R∫
0
r4φ6(r)
(ε + r2)3 dr  ω
R∫
0
r4
(ε + r2)3 dr
 ωε−1/2
∞∫
0
t4
(1 + t2)3 dt = O
(
ε−1/2
)
.
From (2.16) and (2.20) we obtain (2.19). 
Proof of Proposition 2.2(ii). From (2.15) and (2.17)–(2.19) we obtain
∫
|∇vk|2 − av2k dx = K˜1ε−1/2 +ω
R∫ (
|φ′|2 − 1
2
φ2 + r
2
16
φ2
)
dr +O(ε1/2) andBR 0
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BR
bvp+1ε dx
)2/(p+1)
= ε−1/2(K˜1/32 +O(ε)).
Thus it follows that
Q(vε) = S +ωK˜−1/32 ε1/2
R∫
0
(
|φ′|2 − 1
2
φ2 + r
2
16
φ2
)
dr +O(ε).
Let us consider the minimization problem
λR = inf
φ∈Φ
∫ R
0
(|φ′|2 − 12φ2 + r216φ2)dr∫ R
0 φ
2 dr
, (2.21)
where Φ = {φ ∈ H 1([0,R]): φ′(0) = φ(R) = 0}. Then there exists R0 > 0 such that λR = 0 if
R = R0 and λR < 0 if R > R0. Let R > R0, and let φ be a minimizer of problem (2.21). Then
we obtain Q(vε) < S for sufficient small ε > 0. This implies that Sσ,R < S if R >R0. 
Remark 2.1. Since λR = 0 in (2.21) if R = R0, we see that R0 is given by the first zero of the
solution φ of
φ′′ +
(
1
2
− 1
16
r2
)
φ = 0, r > 0, (2.22)
satisfying φ′(0) = 0 and φ(0) > 0. It is easy to see that the solution φ is given by φ1 in (2.24).
We will prove Proposition 2.3 following the idea of Atkinson and Peletier [2]. Let us denote
by F(α,γ ; s) a Kummer’s function, which are given by
F(α,γ ; s) = 1 +
∞∑
n=1
(α)n
(γ )n
sn
n! ,
where (x)n = x(x + 1)(x + 2) · · · (x + n− 1). Define F1 and F2, respectively, by
F1(s) = F
(
−1
4
,
1
2
; s
)
= 1 − 1
2
s −
∞∑
n=2
n∏
k=2
(
4k − 5
2k − 1
)
sn
2nn! and
F2(s) = F
(
1
4
,
3
2
; s
)
= 1 + 1
6
s + 1
3
∞∑
n=2
n∏
k=2
(
4k − 3
2k + 1
)
sn
2nn! .
Lemma 2.4. We have (F1(s)F2(s))′  0 for s  0, where ′ = d/ds.
Proof. By the definitions of F1 and F2, we have F1(s) 1, F ′1(s) 0, F2(s) 1, and F ′2(s) 0.
Then it follows that(
F1(s)F2(s)
)′ = F ′1(s)F2(s)+ F1(s)F ′2(s) F ′1(s)+ F ′2(s). (2.23)
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F ′1(s)+ F ′2(s) = −
1
2
+ 1
6
+
∞∑
n=2
(
−
n∏
k=2
(
4k − 5
2k − 1
)
+ 1
3
n∏
k=2
(
4k − 3
2k + 1
))
sn−1
2n(n− 1)! .
From the fact that
4k − 5
2k − 1 
4k − 3
2k + 1 for k = 2,3, . . . ,
we have F ′1 + F ′2  0. From (2.23) we obtain (F1(s)F2(s))′  0 for s  0. 
Recall that F = F(α,γ ; s) is a solution of the equation sF ′′ + (γ − s)F ′ − αF = 0, and that
s1−γ F (α − γ + 1,2 − γ, s) is an independent solution when γ is not an integer. Put
φ1(r) = e−r2/8F1
(
r2/4
)
and φ2(r) = e−r2/8rF2
(
r2/4
)
. (2.24)
Then we easily see that φ1 and φ2 are solutions of (2.22) and satisfy φ′1(0) = 0 and φ2(0) = 0,
respectively. In particular, the constant R0 is given by the first zero of φ1. By Strum’s comparison
theorem, we find that φ2(r) > 0 for 0 < r  R0. Put ψ(r) = φ1(r)φ2(r). Then ψ(r) > 0 for
0 < r < R0.
Proof of Proposition 2.3. Assume to the contrary that problem (1.4) has a positive radial solu-
tion v with some R ∈ (0,R0]. Put w(r) = e−r2/8v(r). Then w satisfies
w′′ + 2
r
w′ +
(
1
2
− 1
16
r2
)
w + er2/2w5 = 0 for 0 < r < R.
Put ψ(r) = φ1(r)φ2(r), where φ1 and φ2 are functions given by (2.24). Then ψ satisfies ψ(r) > 0
for 0 < r < R0 and ψ(0) = 0. By Lemma A.3 in Appendix A, we obtain the following identity:
1
2
R2ψ(R)w′(R)2 = 1
4
R∫
0
r2w2
{
ψ ′′′ + 2
(
1 − 1
8
r2
)
ψ ′ − 1
4
rψ
}
dr
+ 2
3
R∫
0
rer
2/2w6
{
rψ ′ −
(
1 − 1
4
r2
)
ψ
}
dr. (2.25)
By a direct calculation we have
ψ ′′′ + 2
(
1 − 1
8
r2
)
ψ ′ − 1
4
rψ = 0 for 0 < r < R0 and (2.26)
rψ ′ −
(
1 − 1
4
r2
)
ψ = −1
4
r2ψ + 1
2
r3e−r2/4 d
ds
(
F1(s)F2(s)
)
, (2.27)
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ψ ′ = φ′1φ2 + φ1φ′2, ψ ′′ = −
(
1 − 1
8
r2
)
ψ + 2φ′1φ′2,
rψ ′ = − r
2
2
ψ +ψ + 1
2
r3e−r2/4 d
ds
(
F1(s)F2(s)
)
.
From (2.27) and Lemma 2.4 we have
rψ ′ −
(
1 − 1
4
r2
)
ψ < 0 for 0 < r < R0. (2.28)
Substituting (2.26) and (2.28) into (2.25), we have a contradiction. Therefore, problem (1.4) has
no positive radial solution. 
3. Asymptotic properties of solutions for (1.4)
In this section we discuss the asymptotic properties of solutions for (1.4) by employing the
ODE argument. Let us consider the initial value problem for the ordinary differential equation⎧⎨⎩v′′ +
(
N − 1
r
− r
2
)
v′ − 1
p − 1v + |v|
p−1v = 0, r > 0,
v′(0) = 0 and v(0) = α,
(3.1)
where α > 0 is a parameter. We denote by vα a solution of (3.1). It is clear that vα satisfies
v′α(r) = r1−Ner
2/4
r∫
0
sN−1e−s2/4
(
1
p − 1vα(s)− vα(s)
p
)
ds. (3.2)
Here and henceforth, we put κ = (p − 1)−1/(p−1). First we give the following lemma.
Lemma 3.1. Let α > κ . Then there exists r0 = r0(α) > 0 such that vα(r) > 0 for 0  r < r0,
vα(r0) = 0, and v′α(r) < 0 for 0 < r  r0.
Remark 3.1. In the case α ∈ (0, κ), the solution vα(r) is increasing for a while, and may have a
zero at some r > 0. But we do not need to consider the case α ∈ (0, κ) in our argument.
Proof. From (3.2) we see that v′α(r) < 0 for sufficient small r > 0. First, we will show that
v′α(r) < 0 for r > 0 as far as vα(r) > 0. Assume to the contrary that there exists some r1 > 0
such that v′α(r) < 0 for 0 < r < r1, v′α(r1) = 0, and vα(r1) > 0. By the Pohozaev-type identity
due to Mizoguchi [26, Lemma 2.1], we have
p − 1
4(p + 1)
r∫
0
sN+1(v′α)2σ ds =
N
p + 1 r
N−1vαv′ασ +
1
2
rN(v′α)2σ −
1
2(p + 1) r
N+1vαv′ασ
− 1 rNv2ασ +
1
rNvp+1α σ,(p + 1)(p − 1) p + 1
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0 <
p − 1
4(p + 1)
r1∫
0
sN+1(v′α)2σ ds =
1
p + 1 r
N
1 vα(r1)
2
(
vα(r1)
p−1 − 1
p − 1
)
σ.
This implies that vα(r1) > κ . Then vα(r) > κ for 0  r  r1. From (3.2) we have v′α(r1) > 0.
This is a contradiction. Therefore, v′α(r) < 0 for r > 0 as far as vα(r) > 0.
By [13] problem (3.1) has no bounded positive solution u ≡ κ on [0,∞). Therefore, there
exists r0 = r0(α) > 0 such that vα(r0) = 0. 
We denote by r0 = r0(α) > 0 the first zero of vα(r) for α > κ . We remark that r0(α) > R0 for
any α > κ if N = 3, where R0 is the constant in Theorem 1.
In this section, we will show the following proposition.
Proposition 3.1. There exists a sequence αk → ∞ such that{
r0(αk) → 0 as k → ∞ if N  4,
r0(αk) → R0 as k → ∞ if N = 3. (3.3)
Furthermore, for any constants A and B with 0 <A<B , we have
inf
{−v′αk (r): A vαk (r) B}→ ∞ as k → ∞. (3.4)
First we show the following lemma.
Lemma 3.2. For any R˜ > 0 there exists δ = δ(R˜) > 0 such that, if α ∈ (0, δ], then vα(r) > 0 for
0 r  R˜.
Proof. We note that problem (3.1) has a trivial solution v ≡ 0. Put ε ∈ (0, κ). By the continuous
dependence of solutions with respect to the initial values, there exists δ = δ(ε) > 0 such that if
α ∈ (0, δ] then |vα(r)| ε for 0 r  R˜. We will show that vα(r) > 0 for 0 r  R˜. Assume
to the contrary that vα(r) > 0 for 0 r < r1 and vα(r1) = 0 for some r1 ∈ (0, R˜]. Then
1
p − 1vα(r)− vα(r)
p  0 for 0 r  r1.
It follows from (3.2) that v′α(r) 0 for 0 r  r1, and hence vα(r1) > 0. This is a contradiction.
Thus we obtain vα(r) > 0 for 0 r  R˜. 
Let {Rk} be a sequence such that{
Rk > 0 and Rk → 0 as k → ∞ if N  4, and
Rk > R0 and Rk → R0 as k → ∞ if N = 3, (3.5)
where R0 is the constant in Theorem 1. We denote by v(r;Rk) the positive radially symmetric
solution of (1.4) with R = Rk obtained by Theorem 1.
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Proof. Put αk = v(0;Rk) for each k = 1,2, . . . . Assume to the contrary that lim infk→∞ αk < ∞.
Then there exists a subsequence, still denoted by {αk}, such that limk→∞ αk = α∗ ∈ [0,∞). By
the uniqueness of the initial value problem, we have vαk (r) ≡ v(r;Rk) for 0  r  Rk and
vαk (Rk) = 0 for k = 1,2, . . . . Lemma 3.2 implies that αk > δ with some δ > 0 for k = 1,2, . . . .
Then we have α∗  δ > 0. By the continuous dependence of solutions on the initial values, for
any r > 0, we obtain ∥∥vαk (·)− vα∗(·)∥∥L∞([0,r]) → 0 as k → ∞. (3.6)
In the case N  4, take r1 > 0 so small that vα∗(r) > α∗/2 for 0  r  r1. Put r = r1 in (3.6).
Then, for sufficient large k, we have vαk (r) > 0 on r ∈ [0, r1]. This contradicts the facts that
vαk (Rk) = 0 and Rk → 0 as k → ∞. In the case N = 3, take r > R0 in (3.6). Since vk(Rk) = 0
and Rk → R0 as k → ∞, we have vα∗(R0) = 0. From α∗ > 0, vα∗ is a positive radial solution
of (1.4) with R = R0. This contradicts (ii) of Theorem 1. Therefore, we obtain αk → ∞ as
k → ∞ in either cases N  4 and N = 3. 
For α > κ , let wα(s) = r2/(p−1)vα(r) and s = log r . Then wα satisfies
w′′α −
e2s
2
w′α −Lp−1wα +wpα = 0 for s ∈ R, (3.7)
where
L =
[
2
p − 1
(
N − 2 − 2
p − 1
)]1/(p−1)
. (3.8)
Furthermore, wα satisfies wα(s) → 0 and w′α(s) → 0 as s → −∞. Define E[wα] by
E[wα](s) = w
′
α(s)
2
2
+ F (wα(s)), where
F(w) = −L
p−1
2
w2 + 1
p + 1w
p+1. (3.9)
Then, from (3.7) we observe that
d
ds
E[wα](s) = 12e
2sw′α(s)2  0 for s ∈ R.
Since wα(s) → 0 and w′α(s) → 0 as s → −∞, we have E[wα](s) 0 for s ∈ R.
For α > κ , put s0 = s0(α) = log r0(α). Then wα(s) > 0 for (−∞, s0) and wα(s0) = 0. We see
that F defined by (3.9) satisfies
F(0) = F(w∗) = 0, where w∗ =
(
p + 1
2
)1/(p−1)
L.
We obtain the following results.
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(i) If wα(s) < w∗ then w′α(s) = 0.
(ii) We have sups∈(−∞,s0] wα(s)w∗.(iii) There exists a unique s∗ = s∗(α) ∈ (−∞, s0) such that
wα(s
∗) = sup
s∈(−∞,s0]
wα(s).
Furthermore, w′α(s) > 0 for −∞ < s < s∗ and w′α(s) < 0 for s∗ < s < s0.
Proof. (i) We see that E[wα](s) 0 for s > −∞, and that F(wα(s)) < 0 if wα(s) < w∗. Then
we obtain w′α(s) = 0.
(ii) Since lims→−∞ wα(s) = 0 and wα(s0) = 0, there exists at least one s1 ∈ (−∞, s0) such
that w′α(s1) = 0. From (i) we have wα(s1)w∗. This implies that (ii) holds.
(iii) It suffices to show that there exists a unique s1 ∈ (−∞, s0) such that w′α(s1) = 0. Assume
to the contrary that w′α(s1) = w′α(s2) = 0 with some −∞ < s1 < s2 < s0. From (i) we have
wα(s1)w∗ and wα(s2)w∗. We note that (3.7) can be written as(
p0(s)w
′
α
)′ + p0(s)(−Lp−1wα +wpα )= 0 for s ∈ R, (3.10)
where p0(s) = exp(−e2s/4). Integrating (3.10) on [s1, s2], we have
s2∫
s1
p0(s)
(−Lp−1wα(s)+wα(s)p)ds = 0.
From wα(si)w∗ >L for i = 1,2, there exists s3 ∈ (s1, s2) such that
min
s∈[s1,s2]
wα(s) = wα(s3) < L and w′α(s3) = 0.
This contradicts (i). Then there exists a unique s1 ∈ (−∞, s0) such that w′α(s1) = 0. Thus (iii)
holds with s∗ = s1. 
Let
zα(t) = vα(r)
α
and t = α(p−1)/2r. (3.11)
Then zα satisfies⎧⎨⎩ z′′α +
(
N − 1
t
− α1−p t
2
)
z′α −
α1−p
p − 1zα + |zα|
p−1zα = 0 for t > 0,
′
(3.12)zα(0) = 1 and zα(0) = 0.
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N − 1
t
Z′ +Zp = 0 for t > 0,
Z(0) = 1 and Z′(0) = 0.
(3.13)
Recall that L is the constant defined by (3.8). We obtain the following lemma.
Lemma 3.5.
(i) For any fixed t˜ > 0, we have∥∥zα(·)−Z(·)∥∥L∞([0,t˜ ]) → 0 as α → ∞. (3.14)
(ii) Let ε ∈ (0,L). There exist 0 < t1 < t2 and α1 > 0 such that, if α  α1, then
t
2/(p−1)
1 zα(t1) > L and t
2/(p−1)
2 zα(t2) < ε. (3.15)
Proof. (i) Let {αk} be a sequence satisfying αk → ∞ as k → ∞. For simplicity, one sets
zk = zαk . Without loss of generality, we may assume that αk  1 and satisfies
N − 1
t
− α
1−p
k t
2
 0 for 0 < t  t˜ .
Define E˜α[z] by
E˜α[z](t) = z
′(t)2
2
− α
1−p
2(p − 1)z
2 + 1
p + 1 |z|
p+1.
Then, from the equation in (3.12) we have
d
dt
E˜αk [zk](t) = −
(
N − 1
t
− α
1−p
k t
2
)
z′2k  0 for 0 < t  t˜ .
Then we obtain E˜αk [zk](t) E˜αk [zk](0) < 1/(p+1) for 0 t  t˜ . We note here that, for α  1,
we have
inf
z∈R
{
− α
1−p
2(p − 1)z
2 + 1
p + 1 |z|
p+1
}
 inf
z∈R
{
− 1
2(p − 1)z
2 + 1
p + 1 |z|
p+1
}
= − 1
2(p + 1)
(
1
p − 1
)2/(p−1)
.
Then E˜αk [zk](t) is uniformly bounded on [0, t˜], and hence {zk} and {z′k} are also uniformly
bounded on [0, t˜]. By the Ascolli–Arzela theorem, a subsequence in {zk} converges to some
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zk(t) = 1 −
t∫
0
τ 1−Ne−α
1−p
k τ
2/4
τ∫
0
ξN−1eα
1−p
k ξ
2/4
(
α
1−p
k
p − 1zk(ξ)+ z
p
k (ξ)
)
dξ dτ
for each k = 1,2, . . . . Letting k → ∞, we obtain
z(t) = 1 −
t∫
0
τ 1−N
τ∫
0
ξN−1zp(ξ) dξ dτ.
Then z is a solution of problem (3.13), that is, z ≡ Z. This implies that (3.14) holds.
(ii) Recall that the graph of t2/(p−1)Z(t) intersect (transversely) the value L exactly twice, and
that t2/(p−1)Z(t) → 0 as t → ∞. (See, e.g., [29, Propositions 3.4 and 3.7].) Then there exists
0 < t1 < t2 such that
t
2/(p−1)
1 Z(t1) > L and t
2/(p−1)
2 Z(t2) < ε.
From (3.14) with t˜ > t2, there exists α1 > 0 such that if α  α1 then (3.15) holds. 
From Lemma 3.4(ii) and (iii), for any ε ∈ (0,w∗), there exists a unique sε = sε(α) ∈ (s∗, s0)
such that wα(sε) = ε. Define r∗ and rε by
r∗ = r∗(α) = es∗(α) and rε = rε(α) = esε(α),
respectively. Then rε(α) > r∗(α) and r2/(p−1)ε vα(rε) = ε. From Lemma 3.4(iii), we see that
r2/(p−1)vα(r) is increasing for 0 < r < r∗ and decreasing for r∗ < r < r0. In particular,(
r2/(p−1)vα(r)
)′
< 0 for r∗ < r < r0. (3.16)
We have the following results.
Lemma 3.6.
(i) We have rε(α) → 0 as α → ∞. In particular, r∗(α) → 0 as α → ∞.
(ii) We have vα(r∗(α)) → ∞ as α → ∞.
(iii) Let N = 3. Then, for any r˜ ∈ (0,R0), vα(r˜) → 0 as α → ∞.
Proof. (i) Let ε ∈ (0,L). From Lemma 3.5(ii), there exist 0 < t1 < t2 and α1 > 0 such that if
α  α1 then (3.15) holds. Put ri(α) = α−2/(p−1)ti for i = 1,2. Then, for α  α1, it follows from
(3.11) that
r
2/(p−1)
1 vα(r1) = t2/(p−1)1 zα(t1) > L and r2/(p−1)2 vα(r2) = t2/(p−1)2 zα(t2) < ε.
This implies that r2(α) ∈ (r∗(α), r0(α)) and r2(α) > rε(α) for α  α1. Since r2(α) =
α−2/(p−1)t2 → 0 as α → ∞, we have rε(α) → 0 as α → ∞.
196 Y. Naito, T. Suzuki / J. Differential Equations 232 (2007) 176–211(ii) From Lemma 3.4(ii), we have
r∗2/(p−1)vα(r∗) = wα(s∗)w∗.
This implies that vα(r∗)  w∗r∗−2/(p−1). Since r∗(α) → 0 as α → ∞ from (i), we have
vα(r
∗) → ∞ as α → ∞.
(iii) Take ε ∈ (0,w∗) arbitrarily. From (i) we can take α˜ > 0 so large that r∗(α) < rε(α) < r˜
for α  α˜. From (3.16) we have
ε = r2/(p−1)ε vα(rε) > r˜2/(p−1)vα(r˜).
This implies that vα(r˜) < r˜−2/(p−1)ε. Since ε > 0 is arbitrary, we obtain vα(r˜) → 0 as
α → ∞. 
Let A and B be constants with 0 <A<B . Define rA = rA(α) and rB = rB(α) by
vα(rA) = A and vα(rB) = B,
respectively. From v′α(r) < 0 for 0 < r  r0, it follows that 0 < rB < rA.
Lemma 3.7.
(i) Let N = 3. Then rA(α) → 0 as α → ∞.
(ii) Let αk → ∞ be a sequence such that
rA(αk) → 0 as k → ∞. (3.17)
Then (3.4) holds.
Proof. (i) Take r˜ ∈ (0,R0) arbitrarily. From Lemma 3.6(iii), there exists α˜ > 0 such that
vα(r˜) < A for α  α˜. Since vα(r) is strictly decreasing in r > 0, we have rA(α) < r˜ for α  α˜.
Since r˜ ∈ (0,R0) is arbitrary, we obtain limα→∞ rA(α) = 0.
(ii) Since vαk (r) is strictly decreasing in r ∈ (0, r0) and vαk (r∗) → ∞ as k → ∞ by Lem-
ma 3.6(ii), we have r∗(αk) < rB(αk) < rA(αk) for sufficient large k. It follows from (3.16) that
2
p − 1vαk (r)+ rv
′
αk
(r) < 0 for r∗ < r  r0.
In particular, we have
−v′αk (r) >
2
(p − 1)r vαk (r)
2
(p − 1)rA(αk)A for rB(αk) r  rA(αk).
From (3.17) we obtain (3.4). 
Proof of Proposition 3.1. Recall that {Rk} be the sequence satisfying (3.5), and that v(r;Rk) be
the positive radial solution of (1.4) with R = Rk . Put αk = v(0;Rk) for k = 1,2, . . . . Lemma 3.3
implies that αk → ∞ as k → ∞. It is clear that vαk (r) ≡ v(r;Rk) and r0(αk) = Rk for k =
1,2, . . . . Thus (3.3) holds.
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rA(αk) ∈ (0, r0(αk)) and (3.3), we have (3.17). Then, from Lemma 3.7(ii), we obtain (3.4). This
completes the proof of Proposition 3.1. 
4. Proof of Theorem 2
For a continuous function ψ defined on an interval J , we define the zero number of the
function ψ on J by
ZJ [ψ] = #
{
r ∈ J : ψ(r) = 0}.
Let us recall the zero number properties of solutions for linear parabolic equations. The following
result is proved by Chen and Polacˇik [6].
Lemma 4.1. Let u = u(|x|, t) be a radially symmetric solution of the linear parabolic equation
ut = u+ a
(|x|, t)u, |x| <R, t ∈ (t1, t2),
where 0 < R < ∞, 0 t1 < t2 ∞, and a(r, t) is continuous on [0,R] × (t1, t2). Assume that
u(r, t) is not identically equal to 0 and satisfies u(R, t) = 0 for t ∈ (t1, t2). The following prop-
erties hold:
(i) t →Z[0,R][u(·, t)] takes finite values and it is nonincreasing;
(ii) if ur(r˜, t˜ ) = u(r˜, t˜) = 0 for some r˜ ∈ [0,R), t˜ ∈ (t1, t2), then
Z[0,R]
[
u(·, t)]>Z[0,R][u(·, s)] for t1 < t < t˜ < s < t2.
Remark 4.1. The conclusion of the above lemma remains true if the boundary point R depends
on t smoothly. See [24, Remark 2.8].
For α > κ , let vα be a solution of problem (3.1), and let r0 = r0(α) > 0 be the first zero of
vα(r). Take T > 0, and put
Uα(r, t) = (T − t)−1/(p−1)vα
(
r/(T − t)1/2) (4.1)
for 0 r  r0(T − t)1/2 and 0 < t < T . Then Uα = Uα(|x|, t) is a self-similar solution of (1.1)
and blows up at (r, t) = (0, T ) with type I rate.
Lemma 4.2. Let u be a radially symmetric solution of (1.1) such that u blows up at (r, t) = (0, T )
and satisfies
u > 0 in
⋃
0<t<T
Bρ(t) × {t},
where ρ ∈ C[0, T ] and ρ(t) > 0 on [0, T ). Put Uα(r, t) by (4.1) for 0  r  r0(T − t)1/2 and
0 < t < T .
(i) Assume that ρ(t) > r0(T − t)1/2 for t ∈ [τ, T ) with some τ  0. Then, for each fixed
t ∈ [τ, T ), we have ZJ1(t)[u(·, t)−Uα(·, t)] 1, where J1(t) = [0, r0(T − t)1/2].
198 Y. Naito, T. Suzuki / J. Differential Equations 232 (2007) 176–211(ii) Assume that ρ(t) < r0(T − t)1/2 for t ∈ [τ, T ) with some τ  0, and that
u = 0 on
⋃
0<t<T
∂Bρ(t) × {t}.
Then, for each fixed t ∈ [τ, T ), we have Z[0,ρ(t)][Uα(·, t)− u(·, t)] 1.
Proof. (i) Assume to the contrary that ZJ1(t0)[u(·, t0) − Uα(·, t0)] = 0 with some t0 ∈ [τ, T ),
that is,
u(r, t0) > Uα(r, t0) for 0 r  r0(T − t0)1/2.
Then, from (4.1), there exists some T˜ ∈ (t0, T ) such that
u(r, t0) > (T˜ − t0)−1/(p−1)vα
(
r/(T˜ − t0)1/2
)
for 0 r  r0(T˜ − t0)1/2.
Put U˜α(r, t) = (T˜ − t)−1/(p−1)vα(r/(T˜ − t)1/2). Then U˜α = U˜α(|x|, t) satisfies⎧⎪⎨⎪⎩
(U˜α)t = U˜α + U˜pα , |x| < r0(T˜ − t)1/2, t0 < t < T ,
U˜α = 0, |x| = r0(T˜ − t)1/2, t0 < t < T ,
U˜α(r, t0) < u(r, t0), |x| r0(T˜ − t0)1/2.
By the comparison principle, we obtain
U˜α(r, t) < u(r, t) for 0 r  r0(T˜ − t)1/2, t0  t < T˜ .
On the other hand, we have ∞ > u(0, T˜ ) > limt→T˜ U˜α(0, t) = ∞. This is a contradiction. Thus
(i) holds.
(ii) Assume to the contrary that Z[0,ρ(t0)][Uα(·, t0) − u(·, t0)] = 0 with some t0 ∈ [τ, T ),
that is,
u(r, t0) < Uα(r, t0) for 0 r  ρ(t0).
Then there exists some T̂ > T such that
u(r, t0) < (T̂ − t0)−1/(p−1)vα
(
r/(T̂ − t0)1/2
)
for 0 r  ρ(t0).
Put Ûα(r, t) = (T̂ − t)−1/(p−1)vα(r/(T̂ − t)1/2). Then Ûα = Ûα(|x|, t) satisfies⎧⎪⎨⎪⎩
(Ûα)t = Ûα + Ûpα , |x| < ρ(t), t0 < t < T ,
Ûα > 0, |x| = ρ(t), t0 < t < T ,
Ûα(r, t0) > u(r, t0), |x| ρ(t0).
By the comparison principle, we obtain
Ûα(r, t) > u(r, t) for 0 r  ρ(t), t0  t < T .
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(ii) holds. 
Proof of Theorem 2. (i) By assumption (1.5), there exist t0  0 and ρ0 > 0, with ρ0 > R0 if
N = 3, such that
ρ(t) > ρ0(T − t)1/2 for t0  t < T .
Let vα be a solution of problem (3.1) with α > κ , and let r0(α) be the first zero of vα(r). Put
Uα(r, t) by (4.1). Since there exists a sequence {αk} satisfying (3.3) and (3.4) by Proposition 3.1,
we can take α > 0 such that r0 = r0(α) < ρ0 and ZJ1(t)[u(·, t0) − Uα(·, t0)] = 1, where J1(t) =[0, r0(T − t0)1/2]. We will verify that
u(0, t) < Uα(0, t) for t0  t < T . (4.2)
It is clear that (4.2) holds at t = t0. Assume to the contrary that u(0, t1) = Uα(0, t1) with some
t1 ∈ (t0, T ). Since ur(0, t) = (Uα)r (0, t) = 0 by the symmetry, u(r, t1)−Uα(r, t1) has a multiple
zero at r = 0. Then, by Lemma 4.1(ii), ZJ1(t1)[u(·, t1) − Uα(·, t1)] must drop by at least 1, and
hence ZJ1(t)[u(·, t) − Uα(·, t)] = 0 for t ∈ (t1, T ). This contradicts Lemma 4.2(i). Thus (4.2)
holds. Then
lim sup
t→T
(T − t)1/(p−1)u(0, t) lim
t→T (T − t)
1/(p−1)Uα(0, t) = vα(0) < ∞.
Since u is nonincreasing in r ∈ [0, ρ(t)], we obtain (1.6).
(ii) Assume to the contrary that u blows up in type I rate, that is, there exists some constant
M > 0 such that
(T − t)1/(p−1)∥∥u(·, t)∥∥
L∞(Bρ(t)) <M for t ∈ (0, T ). (4.3)
Let vα be a solution of problem (3.1) with α > M , and let r0 = r0(α) be the first zero of vα(r).
Since vα is decreasing, there exists rM ∈ (0, r0) such that
vα(r) >M for 0 r < rM and vα(rM) = M. (4.4)
By the assumption on ρ(t), there exists t1 ∈ (0, T ) such that
ρ(t)(T − t)−1/2 < rM for t ∈ [t1, T ). (4.5)
Then it is clear that ρ(t) < r0(T − t)1/2 for t ∈ [t1, T ). From (4.3) and (4.5) we have
(T − t1)1/(p−1)u(r, t1) <M for 0 r  ρ(t1) < rM(T − t1)1/2. (4.6)
From (4.4), the function Uα defined by (4.1) satisfies
(T − t1)1/(p−1)Uα(r, t1) = vα
(
r/(T − t1)1/2
)
M for 0 r  rM(T − t1)1/2. (4.7)
From (4.6) and (4.7) we obtainZ[0,ρ(t1)][u(·, t1)−Uα(·, t1)] = 0. This contradicts Lemma 4.2(ii).
This implies that u blows up with type II rate. 
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Define ρ by (1.7) with R > 0 and T > 0. For a solution u of (1.8), define w by
w(y, s) = (T − t)1/(p−1)u(x, t) with (5.1)
y = x
(T − t)1/2 and s = − log(T − t)+ logT . (5.2)
Then w satisfies the problem⎧⎪⎪⎨⎪⎪⎩
ws = w − 12y · ∇w −
1
p − 1w +w
p, y ∈ BR, s ∈ (0,∞),
w = 0, y ∈ ∂BR, s ∈ (0,∞),
w(y,0) = λw0, y ∈ BR ,
(5.3)
where w0 = T 1/(p−1)u0(T 1/2y). By the standard argument, there exists a maximal ex-
istence time Smax = Smax(λw0) ∈ (0,∞] such that problem (5.3) has a unique solution
w ∈ C([0, Smax),L∞(BR)) which is classical for 0 < s < Smax, and that if Smax < ∞ then
lims→Smax ‖w(·, s)‖L∞(BR) = ∞. This implies that, for (1.8), there exists a maximal existence
time denoted by Tmax = Tmax(λu0) ∈ (0, T ] such that problem (1.8) has a unique solution
u ∈ C([0, Tmax);L∞(Bρ(t))) which is classical for 0 < t < Tmax, and that if Tmax < T then
limt→Tmax ‖u(·, t)‖L∞(Bρ(t)) = ∞.
Theorem 3 is a consequence of the following two propositions.
Proposition 5.1. Let N = 3, and take T > 0 and R ∈ (0,R0] in (1.7). Let u be a radially sym-
metric solution of (1.8) such that Tmax = T and u blows up at (x, t) = (0, T ). Then u satisfies
(1.9), namely, u blows up in type II rate.
Proposition 5.2. Assume, in (1.8), that u0 ≡ 0 is nonnegative, radially symmetric, and nonin-
creasing in r = |x|. Then there exists λ∗ = λ∗(u0) > 0 such that Tmax(λ∗u0) = T and a solution
of (1.8) with λ = λ∗ blows up at (x, t) = (0, T ).
Remark 5.1. In Proposition 5.2 we do not require neither N = 3 or R ∈ (0,R0] in (1.7).
For a solution w of (5.3), we define E[w] by
E[w](s) = 1
2
∫
BR
|∇w|2σ dy + 1
2(p − 1)
∫
BR
w2σ dy − 1
p + 1
∫
BR
wp+1σ dy,
where σ(y) = e−|y|2/4. Multiplying the equation in (5.3) by ws and w, and integrating on BR ,
we obtain
d
ds
E[w](s) = −
∫
w2s σ dy and (5.4)BR
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2
d
ds
∫
BR
w2σ dy = −
∫
BR
|∇w|2σ dy − 1
p − 1
∫
BR
w2σ dy +
∫
BR
wp+1σ dy, (5.5)
respectively. It follows from (5.4) that E[w](s) is monotonically decreasing in s > 0.
The following lemma play a key role in the proofs of Propositions 5.1 and 5.2. We call a
solution w of (5.3) is global if Smax = ∞, that is, w ∈ C([0,∞),L∞(BR)).
Lemma 5.1.
(i) Let w be a global solution of (5.3). Then E[w](s) > 0 for any s > 0.
(ii) Let w be a global solution of (5.3) satisfying
lim inf
s→∞
∥∥w(·, s)∥∥
L∞(BR) < ∞. (5.6)
Then there exist a sequence sk → ∞ and w∗ ∈ C2(BR) such that
w(·, sk) → w∗(·) in C2(BR) as k → ∞. (5.7)
Furthermore, w∗ is a stationary solution of (5.3).
Proof. (i) We will show (i) following the idea by [13,14]. Set
f (s) =
∫
BR
w2(y, s)σ dy.
From (5.5) it follows that
1
2
f ′(s) = −2E[w](s)+ p − 1
p + 1
∫
BR
wp+1σ dy for s  0.
Assume to the contrary that E[w](s0)  0 for some s0  0. Since E[w](s) is monotonically
decreasing, E[w](s) 0 for s  s0. Then
1
2
f ′(s) p − 1
p + 1
∫
BR
wp+1σ dy for s  s0. (5.8)
By the Hölder inequality, we obtain
f =
∫
BR
w2σ dy 
( ∫
BR
σ dy
)(p−1)/(p+1)( ∫
BR
wp+1σ dy
)2/(p+1)
.
Hence, ∫
wp+1σ dy  Cσf (p+1)/2 with Cσ =
( ∫
σ dy
)−(p−1)/2
.BR BR
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1
2
f ′(s) p − 1
p + 1Cσf (s)
(p+1)/2 for s  s0.
From (p + 1)/2 > 1 and f (s0) > 0, the function f (s) must blow up in finite time. This contra-
dicts w ∈ C([0,∞),L∞(BR)). Thus E[w](s) > 0 for any s  0.
(ii) From (5.6), there exist a sequence sk → ∞ and a constant C1 > 0 such that
‖w(·, sk)‖L∞(BR)  C1 for k = 1,2, . . . . Let us consider problem (5.3) with an initial value
w(·,0) = w(·, sk) for each k = 1,2, . . . . Then, by Ladyženskaja et al. [22], there exists τ > 0
such that, for any δ ∈ (0, τ ), we have C2 = C2(τ, δ) > 0 satisfying
‖w‖C2+θ,1+θ/2(BR×(sk+δ,sk+τ))  C2 for k = 1,2, . . . ,
where θ ∈ (0,1). Take s˜k ∈ (sk + δ, sk + τ). Then ‖w(·, s˜k)‖C2+θ (BR)  C2 for k = 1,2, . . . . By
Ascoli and Arzela, there exists a subsequence, denoted by {sk}, and w∗ ∈ C2(BR) such that (5.7)
holds.
Integrate (5.4) on [sk, s], and let s → ∞. Since E[w](s) > 0 for s  0 from (i), we have
∞∫
sk
∫
BR
w2s σ dy ds  E[w](sk) < ∞. (5.9)
Take s˜ > 0 arbitrarily. By the Hölder inequality, we have
∣∣w(y, sk + s˜)−w(y, sk)∣∣2 =
∣∣∣∣∣
sk+s˜∫
sk
ws(y, s) ds
∣∣∣∣∣
2

( sk+s˜∫
sk
ws(y, s)
2 ds
)
s˜
for y ∈ BR . Then it follows that
∫
BR
∣∣w(y, sk + s˜)−w(y, sk)∣∣2σ dy  s˜ sk+s˜∫
sk
∫
BR
w2s σ dy ds.
From (5.9) we obtain
sk+s˜∫
sk
∫
BR
w2s σ dy ds → 0 as k → ∞,
and hence, ∫ ∣∣w(y, sk + s˜)−w(y, sk)∣∣2σ dy → 0 as k → ∞. (5.10)
BR
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initial data in L∞(BR), it follows from (5.7) that
w(·, sk + s˜) = S(s˜)w(·, sk) → S(s˜)w∗(·) in L∞(BR) as k → ∞. (5.11)
Letting k → ∞ in (5.10), we deduce from (5.7) and (5.11) that∫
BR
∣∣S(s˜)w∗ −w∗∣∣2σ dy = 0.
Then S(s˜)w∗ ≡ w∗. Since s˜ > 0 is arbitrarily, w∗ is a stationary solution of (5.3). 
Proof of Proposition 5.1. Assume to the contrary that u satisfies
lim inf
t→T (T − t)
1/(p−1)∥∥u(·, t)∥∥
L∞(Bρ(t)) < ∞.
Define w by (5.1) with (5.2). Then w is a global solution of (5.3) satisfying (5.6). By
Lemma 5.1(ii), there exist a sequence sk → ∞ and w∗ ∈ C2(BR) such that (5.7) holds. It is
clear that w∗ is radially symmetric and w∗  0 in BR .
We will show that w∗ ≡ 0. Assume to the contrary that w∗ ≡ 0. Let vα be a solution of (3.1)
with α > κ , and let r0(α) be the first zero of vα . From r0(α) > R0 R, we have min{vα(r): 0
r R} > 0. Since (5.7) holds with w∗ ≡ 0, there exists some sk > 0 such that∥∥w(·, sk)∥∥L∞(BR) < min{vα(r): 0 r R}. (5.12)
Put Uα by (4.1). Note that ρ(t) < r0(α)(T − t)1/2 for 0  t < T . Then, by Lemma 4.2(ii), we
have
Z[0,ρ(t)]
[
Uα(·, t)− u(·, t)
]
 1 for any t ∈ [0, T ). (5.13)
Define
Wα(y, s) = (T − t)1/(p−1)Uα
(|x|, t)
with (5.2). Then, from (4.1) we have Wα(y, s) ≡ vα(|y|) for s  0. Then (5.13) implies that
Z[0,R]
[
vα(·)−w(·, s)
]
 1 for any s ∈ [0,∞).
This contradicts (5.12). Therefore, w∗ ≡ 0.
By the maximum principle, we have w∗ > 0 in BR . Thus, problem (1.4) with R  R0 has a
radial positive solution. This contradicts Theorem 1(ii). Therefore, u satisfies (1.9). 
Next, we will show Proposition 5.2. Let u0 ∈ C(Bρ(0)) satisfy the assumptions in Proposi-
tion 5.2, and fix u0 in problem (1.8). Now denote by uλ a solution of (1.8) and by Tm(λ) a
maximal existence time of uλ. Define Λ0 and Λ∞, respectively, by
Λ0 =
{
λ > 0: Tm(λ) = T and sup
t∈[0,T )
∥∥uλ(·, t)∥∥L∞(Bρ(t)) < ∞}
and Λ∞ = {λ > 0: Tm(λ) < T }.
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Proof. First we will show that Λ0 is nonempty. Put z1(t) = κ(T + 1 − t)−1/(p−1), where κ =
(p − 1)−1/(p−1). Then z1 satisfies dz1/dt = zp1 for 0 t < T + 1. Take λ > 0 so small that
λ‖u0‖L∞(Bρ(0))  z1(0) = κ(T + 1)−1/(p−1).
Then, by the comparison theorem, we have∥∥uλ(·, t)∥∥L∞(Bρ(t))  z1(t) for 0 t < T .
This implies that λ ∈ Λ0.
Next we will show that Λ0 is open. Let λ0 ∈ Λ0, and put
M = sup
t∈[0,T )
∥∥uλ0(·, t)∥∥L∞(Bρ(t)).
Define z(t) = κ(T − t)−1/(p−1). Then there exists t1 ∈ (0, T ) such that z(t1) > M . We can take
T̂ > T so that κ(T̂ − t1)−1/(p−1) >M . Define zˆ(t) = κ(T̂ − t)−1/(p−1). Then∥∥uλ0(·, t1)∥∥L∞(Bρ(t1)) < zˆ(t1).
By the continuous dependence with respect to λ > 0, there exists ε > 0 such that if |λ − λ0| < ε
then ∥∥uλ(·, t1)∥∥L∞(Bρ(t1)) < zˆ(t1).
Note that zˆ satisfies dzˆ/dt = zˆp for t1 < t < T̂ . By the comparison theorem, if |λ − λ0| < ε we
obtain ∥∥uλ(·, t)∥∥L∞(Bρ(t)) < zˆ(t) for t1  t < T .
This implies that (λ0 − ε,λ0 + ε) ⊂ Λ0. Thus Λ0 is open. 
Lemma 5.3. Λ∞ is nonempty. Moreover, if λ ∈ Λ∞ then uλ blows up at x = 0 and this blowup
is of type I.
Proof. First we show that Λ∞ is nonempty. By the assumption on u0, there exists R˜ ∈ (0, ρ(0)]
such that u0(x) > 0 for |x| < R˜. Take T1 ∈ (0, T ) so that ρ(T1) < R˜, and consider the problem⎧⎪⎨⎪⎩
zt = z + zp, x ∈ Bρ(T1), t ∈ (0, T1),
z = 0, x ∈ ∂Bρ(T1), t ∈ (0, T1),
z(x,0) = μz0
(|x|), x ∈ Bρ(T1), (5.14)
where μ > 0 is a parameter and z0 ≡ 0 is a nonnegative continuous function on [0, ρ(T1)] with
z0(ρ(T1)) = 0. We denote by zμ a unique solution of (5.14). By [27, Theorem 2], there exists
μ> 0 such that zμ blows up in finite time t = T2 with T2  T1. Take λ > 0 so large that λu0(r)
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This implies that λ ∈ Λ∞, and hence Λ∞ is nonempty.
Let λ ∈ Λ∞. By the maximum principle, u(r, t) is nonincreasing in r = |x| for each fixed
0  t < Tm(λ) (see, e.g., [9]). Then uλ blows up at x = 0. Furthermore, uλ > 0 in Bρ(Tm(λ)) ×
(0, Tm(λ)). Then, by applying Theorem 2(i) with ρ(t) ≡ ρ(Tm(λ)), this blowup is of type I. 
Lemma 5.4. Λ∞ is open.
We will prove Lemma 5.4 following the proof of Proposition 5.2.
Proof of Proposition 5.2. Put λ0 = supΛ0 and λ∞ = infΛ∞. By the comparison argument, we
have 0 < λ0  λ∞. Take λ∗ ∈ [λ0, λ∞]. Since Λ0 and Λ∞ are open by Lemmas 5.2 and 5.4, we
have λ∗ /∈ Λ0 and λ∗ /∈ Λ∞. This implies that
Tm(λ
∗) = T and sup
t∈[0,T )
∥∥uλ∗(·, t)∥∥L∞(Bρ(t)) = ∞,
that is, uλ∗ blows up at t = T . 
For the solution uλ of (1.8), we define wλ by
wλ(y, s) = (T − t)1/(p−1)uλ(x, t) (5.15)
with (5.2). Then w = wλ satisfies (5.3). It is clear that uλ blows up at t = T1 < T , if and only
if, wλ blows up at s = S1 with S1 = − log(T − T1) + logT . To prove Lemma 5.4, we need the
following lemma.
Lemma 5.5. Assume that λ ∈ Λ∞ and uλ blows up at t = T1 < T . Put wλ by (5.15) with (5.2).
Then
s∫
0
∫
BR
(
∂wλ
∂s
)2
σ dy ds → ∞ as s → S1 (5.16)
with S1 = − log(T − T1)+ logT .
Remark 5.2. In the subcritical case 1 <p < (N +2)/(N −2), a closely related result was shown
by Giga [12].
Proof of Lemma 5.5. We will show (5.16) by making use of the idea in [21]. From (5.2) and
(5.15) we see that
s∫
0
∫
BR
(
∂wλ
∂s
)2
σ dy ds  C0
s∫
0
∫
BR
(
∂wλ
∂s
)2
dy ds
= C0
t∫
0
∫
B
(
− uλ
(p − 1)(T − τ) −
x · ∇uλ
2(T − τ) +
∂uλ
∂t
)2
dx dτ, (5.17)ρ(τ)
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hence,
sup
t∈[0,T1)
(T1 − t)1/(p−1)
∥∥uλ(·, t)∥∥L∞(Bρ(t)) < ∞.
Furthermore, by [15, Theorem 2.1] we obtain
lim inf
t→T1
(T1 − t)1/(p−1)
∥∥uλ(·, t)∥∥L∞(Bρ(t)) > 0.
Define w˜ by
w˜(y, s) = (T1 − t)1/(p−1)uλ(x, t) (5.18)
with y = x/(T1 − t)1/2 and s = − log(T1 − t). By [13, Corollary], we have
w˜(y, s) → κ = (p − 1)−1/(p−1) as s → ∞ (5.19)
uniformly in |y| C for each C > 0. We may assume here that C = 1. By the parabolic regular-
ity, we obtain
∇w˜(y, s) → 0 and w˜s(y, s) → 0 as s → ∞ (5.20)
uniformly in |y| 1. From (5.18) and (5.19) we obtain
(T1 − t)1/(p−1)uλ(x, t) → κ as t → T1 (5.21)
uniformly in |x| (T1 − t)1/2. We note here that
(T1 − t)1/(p−1)x · ∇xuλ(x, t) = y · ∇yw˜ and
(T1 − t)p/(p−1) ∂uλ
∂t
= 1
p − 1 w˜ +
1
2
y · ∇yw˜ + ∂w˜
∂s
.
Then it follows from (5.20) that, as t → T1,
(T1 − t)1/(p−1)x · ∇uλ(x, t) → 0 and (T1 − t)p/(p−1) ∂uλ
∂t
→ 1
p − 1κ (5.22)
uniformly in |x| (T1 − t)1/2. Then, from (5.21) and (5.22), there exist t0 < T1 and C1 > 0 such
that (
− uλ
(p − 1)(T − t) −
x · ∇uλ
2(T − t) +
∂uλ
∂t
)2
 C1(T1 − t)−2p/(p−1)
for t0  t < T1 and |x| (T1 − t)1/2. Take t˜0 ∈ [t0, T1) so that ρ(t) > (T1 − t)1/2 for t˜0  t  T1.
Then
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0
∫
Bρ(τ)
(
− uλ
(p − 1)(T − τ) −
x · ∇uλ
2(T − τ) +
∂uλ
∂t
)2
dx dτ

t∫
t˜0
∫
|x|(T1−τ)1/2
(
− uλ
(p − 1)(T − τ) −
x · ∇uλ
2(T − τ) +
∂uλ
∂t
)2
dx dτ
 C
t∫
t˜0
(T1 − τ)N/2−2p/(p−1) dτ = C
(− log(T1 − t)− log(T1 − t˜0))→ ∞
as t → T1. From (5.17) we obtain (5.16). 
Proof of Lemma 5.4. Assume that λ1 ∈ Λ∞ and uλ1 blows up at t = T1 < T . Define wλ1 by
(5.15) with λ = λ1, and put S1 = − log(T − T1) + logT . Integrating (5.4) on [0, s] for s < S1,
we have
E[wλ1](s)− E[wλ1](0) = −
s∫
0
∫
BR
(
∂wλ1
∂s
)2
σ dy ds.
From Lemma 5.5, we obtain E[wλ1](s) → −∞ as s → S1. Then, there exists s2 < S1 such that
E[wλ1](s2) < 0. Since λ → wλ(·, s) ∈ C2(BR) is continuous for each s > 0, there exists ε > 0
such that if |λ − λ1| < ε then E[wλ](s2) < 0. By Lemma 5.1(i), wλ must blow up in finite time.
This implies that λ ∈ Λ∞ for λ ∈ (λ1 − ε,λ1 + ε), and hence, Λ∞ is open. 
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Appendix A
Lemma A.1. Let v ∈ H 10 (BR) be a weak solution of (1.4) with v  0, v ≡ 0 in BR . Then
v ∈ C2(BR) and v > 0 in BR .
To prove Lemma A.1 we need the following estimate, which is essentially due to Brezis and
Kato [3].
Lemma A.2. Let u ∈ H 10 (BR) satisfy
u− 1
2
x · ∇u− 1
p − 1u+ c(x)u = 0 in BR (A.1)
with c ∈ LN/2(BR). Then u ∈ Lq(BR) for any q < ∞.
Proof. Define uL = min{|u|,L}, where L is a positive constant. For s  2, put φL = us−2L u ∈
H 1(BR). Multiplying (A.1) by φL and integrating on BR , we obtain0
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BR
(
∇u · ∇(us−2L u)+ 1p − 1u2us−2L
)
σ dx =
∫
BR
cu2us−2L σ dx, (A.2)
where σ(x) = e−|x|2/4. We see that∫
BR
∇u · ∇(us−2L u)σ dx = ∫
BR
|∇u|2us−2L σ dx + (s − 2)
∫
u<L
|∇u|2us−2σ dx. (A.3)
Observe that∫
BR
∣∣∇(uu(s−2)/2L )∣∣2σ dx = ∫
BR
∣∣∣∣u(s−2)/2L ∇u+ s − 22 uu(s−4)/2L ∇uL
∣∣∣∣2σ dx
=
∫
BR
|∇u|2us−2L σ dx +
(s − 2)(s + 2)
4
∫
u<L
|∇u|2us−2σ dx.
Then it follows from s  2 that∫
BR
∣∣∇(uu(s−2)/2L )∣∣2σ dx  s + 24
∫
BR
∇u · ∇(us−2L u)σ dx.
From (A.2) and the fact that e−R2/4  σ  1 in BR , we have
e−R2/4
∫
BR
∣∣∇(uu(s−2)/2L )∣∣2 dx  s + 24
∫
BR
|c|u2us−2L dx.
By the Sobolev inequality, it follows that
S
∥∥uu(s−2)/2L ∥∥2L2N/(N−2)(BR)  ∥∥∇(uu(s−2)/2L )∥∥2L2(BR),
where S > 0 is the constant in (2.3). We therefore obtain∥∥uu(s−2)/2L ∥∥2L2N/(N−2)(BR)  C1
∫
BR
∣∣c(x)∣∣u2us−2L dx (A.4)
with C1 = (s + 2)eR2/4/(4S) > 0. From c ∈ LN/2(BR) we can choose K > 0 such that( ∫
|c(x)|>K
|c|N/2 dx
)2/N
<
1
2C1
. (A.5)
Observe that ∫
|c|u2us−2L dx 
∫
|c|u2us−2L dx +
∫
|c|u2us−2L dx. (A.6)BR |c(x)|K |c(x)|>K
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with s  2, then we have ∫
|c(x)|K
|c|u2us−2L dx K
∫
BR
us dx. (A.7)
From the Hölder inequality and (A.5) we obtain
∫
|c(x)|>K
|c|u2us−2L dx 
( ∫
|c(x)|>K
cN/2 dx
)2/N∥∥uu(s−2)/2L ∥∥2L2N/(N−2)(BR)
 1
2C1
∥∥uu(s−2)/2L ∥∥2L2N/(N−2)(BR). (A.8)
From (A.4) and (A.6)–(A.8) we obtain
1
2
∥∥uu(s−2)/2L ∥∥2L2N/(N−2)(BR)  C1K
∫
BR
us dx.
Letting L → ∞, we obtain u ∈ LNs/(N−2)(BR).
Now, from u ∈ H 1(BR) we have u ∈ Ls0(BR) with s0 = 2N/(N − 2). By the claim,
u ∈ Ls1(BR) with s1 = 2N2/(N − 2)2. Repeating this argument, we obtain u ∈ Lsk (BR) with
sk = 2Nk/(N − 2)k for any k. This implies that u ∈ Lq(BR) for any q < ∞. 
Proof of Lemma A.1. We see that a solution v ∈ H 10 (BR) of (1.4) satisfies (A.1) with
c = v4/(N−2) ∈ LN/2(BR). By Lemma A.1 we have v ∈ Lq(BR) for any q < ∞. By applying
the Lq estimate and the Sobolev embedding theorem, we obtain v ∈ C1+θ (BR) with 0 < θ < 1.
Hence, by the Schauder estimate, it follows that v ∈ C2+θ (BR). By the strong maximum principle
[18, Theorem 3.5], we obtain v > 0 in BR . 
Lemma A.3. Let w be a solution of
w′′ + 2
r
w′ + a˜(r)w + b˜(r)w5 = 0 for 0 < r < R (A.9)
satisfying w′(0) = w(R) = 0, where a˜, b˜ ∈ C1[0,R]. Assume that ψ ∈ C3[0,R] satisfies
ψ(0) = 0. Then we have
1
2
R2ψ(R)w′(R)2 = 1
4
R∫
0
r2w2(ψ ′′′ +2a˜′ψ +4a˜ψ ′) dr + 2
3
R∫
0
rw6
(
b˜(rψ ′ −ψ)+ 1
4
rb˜′ψ
)
dr.
(A.10)
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1
2
R2ψ(R)w′(R)2 +
R∫
0
rψ(w′)2 dr − 1
2
R∫
0
r2ψ ′(w′)2 dr
− 1
2
R∫
0
(
r2a˜ψ
)′
w2 dr − 1
6
R∫
0
(
r2b˜ψ
)′
w6 dr = 0. (A.11)
Note that (A.9) can be written as
r−2
(
r2w′
)′ + a˜(r)w + b˜(r)w5 = 0 for 0 < r < R. (A.12)
Multiplying (A.12) by r2ψ ′w and rψw, and integrating by parts on [0,R], respectively, we
obtain
−
R∫
0
r2ψ ′(w′)2 dr + 1
2
R∫
0
(
r2ψ ′′
)′
w2 dr +
R∫
0
r2a˜ψ ′w2 dr +
R∫
0
r2b˜ψ ′w6 dr = 0 and (A.13)
−
R∫
0
rψ(w′)2dr + 1
2
R∫
0
rψ ′′w2 dr +
R∫
0
ra˜ψw2 dr +
R∫
0
rb˜ψw6 dr = 0. (A.14)
To obtain the Pohozaev-type identity, we form the combination
(A.11)− 1
2
(A.13)+ (A.14).
A simple calculation yields (A.10). 
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