Abstract. This survey mainly deals with the tilted Carathéodory class by angle λ (denoted by P λ ) an element of which maps the unit disc into the tilted right half-plane {w : Re e iλ w > 0}. Firstly we will characterize P λ from different aspects. In section 3, various estimates of functionals over P λ are deduced from the known corresponding estimates of P 0 or elementary functional analysis. Finally some subsets of analytic functions related to P λ including close-to-convex functions with argument λ, λ-spirallike functions, λ-Robertson functions and analytic functions whose derivative is in P λ are also considered as applications.
Introduction
Let A be the family of functions f analytic in the unit disc D = {z ∈ C : |z| < 1}, and A 1 be the subset of A consisting of functions f which are normalized by f (0) = f ′ (0) − 1 = 0 while A 0 with normalization f (0) = 1. A function f ∈ A is said to be subordinate to a function F ∈ A (in symbols f ≺ F or f (z) ≺ F (z)) in D if there exists an analytic function ω(z) with |ω(z)| < 1 and ω(0) = 0, such that
in D. When F is a univalent function, the condition f ≺ F is equivalent to f (D) ⊆ F (D) and f (0) = F (0). Let P λ = p ∈ A 0 : Re e iλ p(z) > 0 .
Here and hereafter we always suppose −π/2 < λ < π/2. Note that P λ is a convex and compact subset of A which is equipped with the topology of uniform convergence on compact subsets of D. Since P 0 is the well-known Carathéodory class, we call P λ the tilted Carathéodory class by angle λ. Also we let
In this note, we always let p λ (z) = 1 + e −2iλ z 1 − z .
It is easy to see that p λ univalently maps the unit disk D onto H λ = {w ∈ C : Re e iλ w > 0} which is called the tilted right half-plane by angle λ. Later we will see that this function plays an important role while investigating the properties of P λ . The Carathéodory class P 0 occupies an extremely important place in the theory of functions and has been studied by many authors ( [5, Chapter 7, p . 77], [6] , [17] , [19] , [24] , [25] , [29] , [30] , [36] , [37] ). The tilted Carathéodory class P λ scatters in some papers (see [15] , [16] , [19] , [26] ), although the name was not given in the literature.
Section 2 is devoted to characterizations of the functions belonging to the class P λ from different aspects. A linear relation between the elements of P λ and P 0 implies that the functions in P λ can be described in terms of integral and subordination. We show also that P λ can be regarded as the dual and the second dual sets of some analytic function famlilies.
In section 3, the extremal functions of P λ are deduced directly from those of the Carathéodory class P 0 . With the aid of these extremal functions, the sharp estimates of some functionals over P λ , for instance, the n-th coefficient functional, the distortion and growth functionals, have been obtained. For the cases of other functionals, we summarize some other methods to deal with the extremal problems. By using fundamental functional analysis, we obtain the sharp estimate of Re zp ′ (z)/p(z) with p(z) ∈ P λ . The estimate of this entity was considered by some authors, see Bernardi [2] and Robertson [25] , and the sharp one appeared in a paper of Ruscheweyh and Singh [29] . Although our estimate is equivalent to that in [29] , the extremal functions which make the estimate sharp are also given explicitly. The last section is concerned with some applications of our results to Geometric Function Theory. We will consider λ-spirallike functions, close-to-convex functions with argument λ, λ-Robertson functions and analytic functions whose derivative is in P λ .
Characterisations of P λ
In this section, we list some characterizations of P λ for later use. Before proceeding to it, we shall first introduce some notations. The convolution (or Hadamard product) f * g of two functions f, g ∈ A with series expansions f (z) = ∞ n=0 a n z n and g(z) = ∞ n=0 b n z n is defined by
Obviously, we have f * g ∈ A.
For an introduction to the theory of convolutions in the present context we refer to [28] . For an analytic function h ∈ A 0 , we note that
for a complex number A which will be used several times. For a set V ⊂ A 0 , define the dual set
and V * * = (V * ) * , the second dual.
Here we recall that from the proof of Theorem 1.3 in [28] , a function h ∈ A 0 belongs to P if and only if
Theorem 1. Let λ ∈ (−π/2, π/2) be a real constant, the following conditions are equivalent for a function p ∈ A 0
(ii)
(iii) There exists a Borel probability measure µ on ∂D such that p(z) can be represented by
λ , where
Remark 1. Theorem 1 implies that
For P, we have (see [28, Theroem 1.6] )
Proof of Theorem 1. The equivalence of (i), (ii) and (iv) can be obtained immediately from the definition of P λ . The condition (iii) is reduced to the Herglotz integral representation of P 0 ( [9] , see also [8] ) when λ = 0. Thus by the equivalence of (i) and (ii), we can easily get (i) ⇔ (iii). Hence we only need to prove the equivalence of (i), (v) and (vi). Firstly we will show (i) ⇔ (v). It is sufficient to prove that
for |x| = 1 and z ∈ D if and only if p ∈ P λ . By making use of equation (1), we have (2) is equivalent to
namely, p(z) = 1 − e −2iλ x 1 − x for |x| = 1 and z ∈ D. Since the set (1 − e −2iλ x)/(1 − x) : |x| = 1 is equal to the line {w : Re e iλ w = 0}, the above inequality implies that the image p(D) lies in the tilted right half-plane by angle λ by observing that p(0) = 1 which is our assertion. Next we will show (i)⇔(vi). To this end, we need to prove that an analytic function h ∈ A 0 satisfies
for any |x| = |y| = 1, 0 ≤ t ≤ 1 and z ∈ D, if and only if
If an analytic function h with h(0) = 1 satisfies (3) for any |x| = |y| = 1, 0 ≤ t ≤ 1 and z ∈ D, then by equation (1), we have
1 + e −2iλ
for any |x| = |y| = 1, 0 ≤ t ≤ 1 and z ∈ D. Thus by making use of the statements just before Theorem 1, we have there exists a real constant α ∈ [0, 2π) such that
Re e iα h(z) − e −2iλ
1 + e −2iλ > 0, which implies that for any Borel probability measure µ on ∂D we have
1 + e −2iλ dµ(x) = 0.
Hence for any Borel probability measure µ on ∂D we have
which is equivalent to
Then for any function p ∈ P λ we have
for z ∈ D by the equivalence of (i) and (iii). Since the above procedure is invertible, we thus arrive at our conclusions. By making use of the following Schur's lemma , we can get a convolution property of P λ .
Lemma 1 (see [31] or [18] 
Theorem 2. Let p 1 ∈ P λ1 and p 2 ∈ P λ2 , then
In particular, if cos(λ 1 − λ 2 ) < 0, then
Proof. Since p 1 (z) ∈ P λ1 and p 2 (z) ∈ P λ2 , then by the equivalence (i) and (ii) in Theorem 1 we have
Hence Schur's lemma implies that 1 2
which is equivalent to (4).
Basic estimates of P λ
The extremal points of P 0 can be obtained by the Herglotz integral representation formula. A truly beautiful derivation of Ext P 0 was given by Holland [10] , while Kortram [18] obtained it by elementary functional analysis. We state it as a lemma in order to get the corresponding result of P λ .
Lemma 2.
Theorem 3.
Proof. A combination of Lemma 2 and the equivalence of (i) and (ii) in Theorem 1 implies our assertion.
The next result which can be found in [7, p. 45 ] is a useful technique to solve extremal problems. If F is a convex subset of A and J :
Lemma 3. Let F be a compact and convex subset of A and let J be a real-valued, continuous, convex functional on F . Then
where r = |z| < 1. The inequalities are sharp with extremal functions p λ (xz) where |x| = 1.
Proof. It is easy to check that the above two functionals are real-valued, continuous and convex, thus by applying Lemma 3 the maximums of them are obtained over the reduced subset Ext P λ , which is the set of p λ (xz) where |x| = 1 in view of Lemma 2. Since
(1 − xz) 2 , we complete the proof.
where r = |z| < 1. In particular we have
where A(λ, r) is given by
Those inequalities are sharp with extremal functions p λ (xz) where |x| = 1.
Proof. By using the same arguments as in Theorem 4, the maximum of the first functional over P λ is obtained over the set of p λ (xz) where |x| = 1. Therefore
where r = |z| < 1 and |x| = 1, which is what we want. The other estimates can be deduced directly from the first one.
Remark 2. The first inequality in Theorem 5 implies that the function p ∈ P λ maps the disc |z| < r < 1 into U (λ, r) which is the hyperbolic disc in the tilted half plane H λ centered at 1 with radius arctan r.
Although the extremal problems of real-valued continuous linear functionals over P λ can be solved within the set p λ (xz), |x| = 1, it is not applicable for general functionals. Robertson [24] [25] and Sakaguchi [30] obtained variational formulae for P 0 and showed that, for fixed z ∈ D, the extremal values of
where F (u, v) is analytic in (u, v) ∈ C 2 , Re u > 0, are already attained by the
Since there exists a linear relation between P 0 and P λ , we can see that for fixed z ∈ D, the extremal values of
where
, Re e iλ u > 0, are attained by the functions
On the other hand, it follows from the Duality Principle [18, Corollary 1.1] and Remark 1 that the extremal values of
where F 1 and F 2 are real-valued continuous linear functionals over P λ with F 2 (P ) = 0 for p ∈ P λ are attained by a function in W λ . It is clear that it is not easy to obtain extremal values even for those restricted classes of functions. Next we will give an estimate which can be solved by elementary functional analysis.
Theorem 6. Let p ∈ P λ with λ ∈ (−π/2, π/2), then 
Remark 3. For fixed 0 < r < 1, M (λ, r) is a symmetric function in λ with respect to the origin and it is also decreasing in 0 ≤ λ < π/2. We thus have M (λ, r) ≤ M (0, r) = 2r/(1 − r 2 ) for any λ ∈ (−π/2, π/2) which is a known result for Gelfer functions ([5, p. 73], see also [35] , [4] or [14] ).
In order to prove the above theorem, the following lemma is needed. 
for r = |z| < 1 where M (λ, r), is defined by (6) and N (λ, r) = 2r cos λ 1 + r 2 + 2r| sin λ| .
The upper equality holds at z 0 = re iθ with θ in place of α satisfying (7) while the lower one holds at z 0 = re iθ with θ satisfying
Proof. By observing that zp
we can restrict to the case λ ≥ 0. Since p
It is thus sufficient to search for the maximum and minimum of h(α) over −π < α ≤ π. A simple calculation yields
Since h(α) is smooth and periodic, the candidate minimum points of h(α) are the zero points of h ′ (α) which are α 1 = 0, α 2 = π and α 3 = ±arccos ((1 + r 2 )/2r sin λ).
A calculation gives
λ ≥ 0 implies that h(π) ≤ h(0) and h(α 3 ) < h(0) always hold for 0 < r < 1. It is easy to check that h(π) < h(α 3 ) if and only if sin λ > 2r/(1 + r 2 ). Therefore we can get the minimum of h(α) are
1+r 2 , which can be written in the form    (1 + r 2 − 2r sin λ) 2 , r < tan(λ/2),
and the maximum of h(α) is
Finally by using (9), (10) and (11), the inequalities can be deduced immediately.
Proof of Theorem 6. The equivalence of (i) and (iv) in Theorem 1 implies that if p ∈ P λ , then there exists a function ω(z) ∈ A with |ω(z)| < 1 and ω(0) = 0 such that
Then by making use of Lemma 4 and Schwarz-Pick Lemma, we have 
Therefore inequality (12) implies
Hence the proof of Theorem 6 is completed.
The sharp estimate of the entity in Theorem 6 first appears in a paper [29] by Ruscheweyh and Singh. Their proof was based on variational method.
Theorem A. For p ∈ P 0 and λ ∈ (−π/2, π/2) the estimate
. is valid and sharp. Equality holds for certain functions in P 0 .
Note that Theorem 6 improves Theorem A since it shows that the only extremal functions are p λ (xz) with |x| = 1. Proposition 1. Let p ∈ P λ with λ ∈ (−π/2, π/2), then
and
where r = |z| < 1 and M (λ, r) is given in (6) . Equality occurs at point z 0 = re iθ in the first inequality if and only if p(z) = p λ (xz) and r < | tan(λ/2)|, where x = e i(α−θ) with α satisfying (7).
Proof. Since the above inequalities are straightforward consequence of Theorem 6, we only need to verify the sharpness. By a simple calculation, it is easy to see that if λ < 0 for any fixed r < − tan(λ/2)
when z = ire iλ . Similarly, we can get if λ > 0 for any fixed r < tan(λ/2)
when z = −ire iλ . Our proof is completed.
We shall conclude this section with a result due to Kim and Sugawa [16] which gives a sufficient condition of P λ . Theorem 7. Let p ∈ A 0 satisfy that
Note that the function zp ′ λ (z)/p λ (z) maps D univalently onto U λ , where U λ is the slit domain defined by
4. Applications 4.1. λ-spirallike functions.
Spirallike functions are shown to be univalent byŠpaček [32] . Note that SP(0) is precisely the set of starlike functions normally denoted by S * .
By the definition of λ-spirallike function, we can easily deduce the following corollary from Theorem 5;
where A(λ, r) is given by (5) . Those inequalities are sharp with extremal functions given by
Note that the lower bound of the second estimate was proved by Robertson [26] , but the others are not given in the literature as far as the author knows.
λ-Robertson functions.
Definition 2. A function f ∈ A is said to be a λ-Robertson function (denoted by f ∈ R(λ)) if f satisfies
Note that R(0) is precisely the set of convex functions which is sometimes denoted by K. λ-Robertson functions were first introduced by Robertson [27] in 1969 and have been investigated by various authors, see for example [11] and the references therein. Among other properties, the univalence is of interest and is shown by Pfaltzgraff [23] that all the functions in R(λ) are univalent if and only if λ = 0 or |λ| ∈ [π/3, π/2).
In [12] , Kim and Srivastava posed the open problem whether
an extension of the case λ = 0 which was proved by MacGregor [21] in 1975. In a forthcoming paper of the present author, we give an example to show that it is not true for general λ = 0 and also show that it holds in a restricted disc. As a corollary, we can obtain the radius of spirallikeness of λ-Robertson functions. We shall only state this result without proof. For more information, the reader may be refered to [34] .
Theorem 8 (See [34] ). Let f ∈ R(λ), then
where m = 1 + e −2iλ . This result is sharp.
Remark 4.
It is easy to verify that
which is the result of MacGregor [21] .
4.3.
Close-to-convex functions with argument λ.
Definition 3.
A function f ∈ A 1 is said to be close-to-convex (denoted by f ∈ CL) if there exist a starlike function g and a real number λ ∈ (−π/2, π/2) such that
If we specify the real number λ in the above definition, the corresponding function is called a close-to-convex function with argument λ and we denote the class of these functions by CL(λ) (see [5, II, Definition 11.4] ). Note that the union of class CL(λ) over λ ∈ (−π/2, π/2) is precisely CL. The sharp coefficients bounds of the class CL(λ) are known (see [33] ).
Lemma 5 (See [3] ). Let f ∈ S * , then
where r = |z|. Equality occurs if and only if f is a suitable rotation of the Koebe function k(z) = z/(1 − z) 2 .
By applying Theorem 5 and Lemma 5, we can get the sharp distortion theorem for CL(λ).
Theorem 9. Let f (z) ∈ CL(λ) for a real constant λ ∈ (−π/2, π/2), then
where A(λ, r) is given in (5) and r = |z| < 1. The inequalities are sharp with extremal functions f (z) satisfying
for |x| = |y| = 1.
Remark 5. Theorem 9 improves the distortion theorem of close-to-convex functions (see [3] ) since the real-valued function A(λ, r) is symmetric in λ with respect to the origin and
Note that it is easy to deduce the growth theorem of close-to-convex functions with argument λ from Theorem 9, we omit it here since the form is not very pleasible.
4.4.
Analytic functions whose derivative is in P λ . . Let D(λ) = {f ∈ A 1 : f ′ ∈ P λ } for −π/2 < λ < π/2. It is easy to see that D(λ) ⊂ CL(λ), thus D(λ) ⊂ S. Some properties of D(λ) can be deduced by those of D(0) which have been studied in [7] , [20] and so on. We shall only present a distortion theorem which is a direct consequence of Theorem 5. where r = |z| < 1 and A(λ, r) is given by (5). These inequalities are sharp with extremal function f (z) = −(1 + e −2iλ ) log(1 − z) − e −2iλ z.
For a locally univalent function f , the hyperbolic norm of the Pre-Schwarzian derivative T f = f ′′ /f ′ is defined by on D ||f || = sup Our next result shows that this estimate is sharp for the class D(λ), and the extremal functions are also given. This bound is sharp for each λ ∈ (−π/2, π/2) with extremal function f given in (13)
Proof. For f ∈ D(λ), we have f ′ ∈ P λ , thus in view of Theorem 6,
where M (λ, r) is given in (6) . Remark 3 gives that M (λ, r) ≤ M (0, λ) = 2r/(1−r 2 ), therefore we have ||f || ≤ 2. The sharpness can be obtained by observing that M (λ, r) = M (0, λ) if r > | tan(λ/2)|.
Note that the hyperbolic norm of f , f ∈ D(0) was obtained by Nunokawa [22] as well. It is known that (cf. [13] ) f is bounded if ||f || < 2 and the bound depends only on the value of ||f ||. Therefore Theorem 11 implies that every function not of the form f (xz)/z where f (z) is given in (13) and |x| = 1 in D(λ) is bounded.
