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CONJUGATE POINTS AND MASLOV INDEX IN LOCALLY
SYMMETRIC SEMI-RIEMANNIAN MANIFOLDS.
MIGUEL ANGEL JAVALOYES AND PAOLO PICCIONE
In memory of Enzo Baldoni, a man of peace.
ABSTRACT. We study the singularities of the exponential map in semi Riemann-
ian locally symmetric manifolds. Conjugate points along geodesics depend only
on real negative eigenvalues of the curvature tensor, and their contribution to the
Maslov index of the geodesic is computed explicitly. We prove that degener-
acy of conjugate points, which is a phenomenon that can only occur in semi-
Riemannian geometry, is caused in the locally symmetric case by the lack of
diagonalizability of the curvature tensor. The case of Lie groups endowed with
a bi-invariant metric is studied in some detail, and conditions are given for the
lack of local injectivity of the exponential map around its singularities.
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1. INTRODUCTION
The geodesic flow in semi-Riemannian manifolds, i.e., manifolds endowed with
a metric tensor which is not positive definite, has features which are quite differ-
ent from the Riemannian, i.e., positive definite, case. Although the local theory of
semi-Riemannian geodesics is totally equivalent to the Riemannian one, when it
gets to global properties the situation changes dramatically. Most notably, compact
manifolds may fail to be geodesically connected, and the classical Morse theory for
geodesics does not apply to the non positive definite case. In this paper we will be
concerned with another phenomenon typical of the semi-Riemannian world, which
Date: May 6th, 2005.
2000 Mathematics Subject Classification. 53D12, 53C22, 58E10.
1
MASLOV INDEX IN LOCALLY SYMMETRIC SEMI-RIEMANNIAN MANIFOLDS 2
is the existence of degenerate singularities for the exponential map. Unlike the Rie-
mannian case, degenerate conjugate points may accumulate along a geodesic, and
they do not necessarily determine bifurcation. The theoretical occurrence and the
relevance of such phenomena has been studied recently in a series of papers; how-
ever, no explicit calculation has been carried out so far due to the difficulties in
the integration of the geodesic equation. If one wants to study the global geometry
of the conjugate locus in a semi-Riemannian manifold, he will find somewhat dis-
couraging the result proven in [11], concerning the distribution of conjugate points
along a geodesic. Such set can be arbitrarily complicated: any bounded closed sub-
set of the real line, like Cantor sets or other pathological examples, appears as the
set of conjugate instants along spacelike geodesics in conformally flat Lorentzian
3-dimensional manifolds. It is therefore hopeless to be able to develop signifi-
cant results concerning the geometry of the conjugate locus in the general case of
smooth metrics. On the other hand, if one restricts his attention to the case of real-
analytic metrics then accumulation does not occur, and higher order methods for
analyzing the isolated singularities of the exponential map are available (see [4]).
As in the Riemannian case (see [8, 9]), in order to make explicit computation, an
important family of examples of analytic semi-Riemannian manifolds to start with
is given by the class of Lie groups endowed with an invariant metric. As a first
step in this direction, in this paper we will consider the case of (non compact) Lie
groups endowed with a bi-invariant semi-Riemannian metric or, more generally,
the case of semi-Riemannian locally symmetric spaces. Recall that if G is a semi-
simple Lie group, then the Killing form of its Lie algebra g defines a bi-invariant
semi-Riemannian metric on G; more generally, given a nondegenerate symmetric
bilinear form B on g such that adX is B-skew symmetric for all X ∈ g, then B
can be extended to a bi-invariant semi-Riemannian metric on G. For instance, if
G is semi-simple and non compact, then its Killing form is not definite, and we
obtain a non trivial class of examples where the occurrence of several types of
nondegeneracies can be detected by explicit computations. The class of Lie groups
admitting a bi-invariant semi-Riemannian metric is quite large, and it has been de-
scribed in [7]. In the present paper we develop an algebraic theory that allows to
determine all the singularities of the exponential map of a locally symmetric semi-
Riemannian manifold, to characterize which of these singularities are degenerate,
and we give a general formula for computing an important integer valued invariant
for geodesics called the Maslov index. This integer number is given by an algebraic
count of the conjugate instants along a geodesic; the notion of Maslov index ap-
pears naturally in the infinite dimensional Morse theory for the strongly indefinite
functionals, where it plays the role of a generalized Morse index (see [2]).
The Riemannian curvature tensor of a locally symmetric semi-Riemannian man-
ifold (M,g) is parallel, so that the Jacobi equation along a geodesic γ is repre-
sented, via a parallel trivialization of the tangent bundle TM along γ, by a second
order linear equation with constant coefficients. The singularities of the exponen-
tial map of (M,g) are zeroes of solutions of such equations, and they exist when
the curvature tensor has real negative eigenvalues (Lemma 3.4). Degeneracies of
such singularities correspond to degeneracies of the restriction of the metric tensor
g to the generalized eigenspaces of the curvature tensor relative to the real negative
eigenvalues (Proposition 2.5 and Corollary 4.9). When G is a Lie group and h is
a bi-invariant semi-Riemannian metric on G, in which case the geodesics through
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the identity are the one-parameter subgroups of G, the conjugate points are deter-
mined by the purely imaginary eigenvalues of the adjoint map (Proposition 5.11).
As in the Riemannian case (see [8]), the multiplicity of each conjugate point in a
bi-invariant semi-Riemannian metric is even. In the special case of a bi-invariant
Lorentzian metric on a Lie group whose dimension is less than 6, then the Maslov
index of a geodesic equals the number of conjugate points (counted with multiplic-
ity) along the geodesic (Proposition 5.12).
The preliminary algebraic results needed to carry out our computations are col-
lected in Section 2. An effort has been made to make the paper self-contained, and,
to this aim, in Section 2 we have reproduced the proof of some well known facts
(see [5]) about the Jordan form of endomorphisms that are symmetric with respect
to non positive definite inner products. New algebraic invariants called Jordan sig-
natures are introduced in Subsection 2.2; these are nonnegative integers associated
to each (real) eigenvalue of a g-symmetric endomorphism, and they are used in the
computation of the contribution to the Maslov index given by the final endpoint.
Conjugate points for arbitrary differential systems are defined and discussed in
Section 3, where we prove that, for an arbitrary system with constant coefficients,
the conjugate instants are determined solely by the real negative eigenvalues of the
coefficient matrix.
The Maslov index is computed in Section 4 (Corollary 4.8) using a formula
proven in Lemma 4.3 that relates this number with the variation of the extended
coindex of a smooth path of symmetric bilinear forms defined on the space of Ja-
cobi fields. Using similar formulas, another symplectic invariant called the Conley–
Zehnder index is computed explicitly for systems arising from the Jacobi equation
of a locally symmetric semi-Riemannian manifold. Finally, in Section 5 we make
some explicit computations in semi-Riemannian Lie groups, and we show how one
can extend the results to more general classes of symplectic systems.
2. ALGEBRAIC PRELIMINARIES
We will be concerned with second order linear systems whose matrix of coeffi-
cients A is symmetric relatively to a nondegenerate symmetric bilinear form g on
R
n
, which is not necessarily positive definite. Then, A may not be diagonalizable,
and in fact we will show that, when A is the curvature tensor of a semi-Riemannian
metric, the occurrence of such circumstance determines the existence of degenerate
singularities of the exponential map.
In order to study these singularities and to carry out the necessary computa-
tions, it seems natural to use a Jordan basis for the curvature tensor of the semi-
Riemannian metric. Following the theory in [5], one proves that in such basis, the
matrix representation of the metric has a simple expression (see Proposition 2.5),
which allows a direct computation of the Maslov index without employing pertur-
bation arguments. This result will then be used to study the restriction of g to the
generalized eigenspaces of A and to define the notion of Jordan signatures.
2.1. Jordan form of g-symmetric endomorphisms. Let us introduce our termi-
nology and fix our notations by recalling a few elementary facts concerning the
Jordan canonical form for matrices representing linear endomorphisms of Rn. Let
A : Rn → Rn a linear endomorphism; when needed, we will consider the C-linear
extension of cA to an endomorphism of Cn, defined by cA(x + iy) = Ax + iAy.
Given a complex number z, we will denote by ℑ(z) its imaginary part.
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By s(A) we will mean the spectrum of cA; for λ ∈ s(A), let Hλ(A) denote the
complex generalized eigenspace of A:
Hλ(A) = Ker( cA− λ)n.
If λ ∈ s(A) then obviously λ ∈ s(A); we set:
Fλ(A) =

Hλ(A), if λ ∈ s(A) ∩R;
Hλ(A)⊕Hλ(A), if λ ∈ s(A) \R,
so that:
(2.1) Cn =
⊕
λ∈s(A)
ℑ(λ)≥0
Fλ(A).
Finally, let Foλ(A) denote the real generalized eigenspace of A:
Foλ(A) = Fλ(A) ∩Rn;
Fλ(A) is the complexification of Foλ(A), i.e., Fλ(A) = Foλ(A)+iFoλ(A), and thus
R
n =
⊕
λ∈s(A)
ℑ(λ)≥0
Foλ(A).
Clearly, if λ ∈ R, then dim
C
(
Ker( cA− λ)) = dim
R
(
Ker(A− λ)) and Foλ(A) =
Ker(A− λ)n; we will call the dimension of Ker(A − λ) the geometric multiplic-
ity of the eigenvalue λ, while the dimension of Ker(A − λ)n will be called the
algebraic multiplicity of λ.
The spaces Hλ(A) (and Fλ(A)) are cA-invariant, and the restriction cA|Hλ(A) of
cA to Hλ(A) is represented in a suitable basis by a matrix which is the direct sum
of λ-Jordan blocks, i.e., matrices of the form:
(2.2)

λ 1 0 0 . . . 0
0 λ 1 0 . . . 0
.
.
.
0 0 . . . λ 1 0
0 0 . . . 0 λ 1
0 0 . . . 0 0 λ

.
By direct sum of the k1 × k1 matrix α and the k2 × k2 matrix β, we mean the
(k1 + k2)× (k1 + k2) matrix given by:
α⊕ β =
(
α 0
0 β
)
.
We will denote by Jk(λ) a Jordan block of the form (2.2) having size k × k when
k > 1; J1(λ) is defined to be the 1× 1 matrix (λ).
The decomposition of cA|Hλ(A) into direct sum of λ-Jordan blocks is not unique,
but the number of blocks (and their dimension) appearing in this decomposition is
fixed, and it is equal to the complex dimension of Ker( cA − λ). We will now de-
termine the Jordan decomposition of endomorphisms obtained from A by analytic
functional calculus.
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In what follows, we will denote by Nr the r × r nilpotent matrix:
Nr =

0 1 0 0 . . . 0
0 0 1 0 . . . 0
.
.
.
0 0 . . . 0 1 0
0 0 . . . 0 0 1
0 0 . . . 0 0 0

.
Lemma 2.1. Let λ ∈ C, B = λ·Ir+Nr and let h : U → C be an analytic function
defined on an open U ⊂ C containing 0 whose Taylor series h(x) = ∑∞i=0 aixi
has radius of convergence r > |λ|. Then, h(B) =∑∞i=0 aiBi converges, and
(2.3) h(B) =
r−1∑
i=0
1
i!
h(i)(λ)N ir,
where h(i) is the i-th derivative of h. If h′(λ) 6= 0, then the canonical Jordan form
of h(B) is given by:
h(λ) 1 0 0 . . . 0
0 h(λ) 1 0 . . . 0
.
.
.
0 0 . . . h(λ) 1 0
0 0 . . . 0 h(λ) 1
0 0 . . . 0 0 h(λ)

.
Proof. By linearity, it suffices to prove (2.3) for the function h(x) = xp, with
p ∈ N. The proof of the desired equality in this case follows trivially from
the binomial formula. The second statement follows now easily, observing that
(h(B)− h(λ)Ir)r−1 is the matrix h′(λ)r−1N r−1r . 
Corollary 2.2. LetA be an endomorphism ofCn and let h : U → C be an analytic
function defined on an open U ⊂ C containing 0. Assume that the Taylor series
of h centered at 0 has radius of convergence r > |λ| for all λ ∈ s(A); then,
s(h(A)) = h(s(A)). 
Let us now consider a nondegenerate symmetric bilinear form g(·, ·) on Rn; it
will be convenient to identify g with the corresponding linear map1 Rn ∋ v 7→
g(·, v) ∈ Rn∗. Nondegeneracy means that g is an isomorphism, and symmetry
means that g∗ = g. Let c¯g denote the unique sesquilinear extension of g(·, ·) to
C
n × Cn; in this case, c¯g will be identified with the conjugate linear map c¯g :
C
n → Cn∗ obtained as the unique conjugate linear extension of g : Rn → Rn∗.
Nondegeneracy of g is equivalent to the nondegeneracy of c¯g, and the symmetry of
g is equivalent to c¯g being conjugate symmetric, i.e., c¯g(v,w) = c¯g(w, v) for all
v,w ∈ Cn.
The index n−(B) and the coindex n+(B) of a symmetric bilinear formB defined
on a (finite dimensional) real vector space V are defined respectively to be the
number of −1’s and the number of 1’s in the canonical matrix representation of
B given by Sylvester’s Inertia Theorem; by signature of B, denoted by σ(B), we
1In this paper, the superscript ∗ attached to the symbols of spaces or maps will denote duality.
When attached to matrices, it will denote the (conjugate) transpose.
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will mean the difference n+(B)− n−(B). The nullity of B is the dimension of the
kernel of B, defined by Ker(B) =
{
v ∈ V : B(v,w) = 0 for all w ∈ V }.
A subspace W ⊂ V is said to be B-positive (resp., B-negative) if B|W is2
positive definite (resp., negative definite); a subspace W ⊂ V will be called B-
isotropic if B|W vanishes identically. The index (resp., the coindex) of B is equal
to the dimension of a maximal B-negative (resp., B-positive) subspace of V .
Remark 2.3. If B is nondegenerate and W ⊂ V is a B-isotropic subspace of
V , then n±(B) ≥ dim(W ) and |σ(B)| ≤ dim(V ) − 2 dim(W ). Namely, if
W− (resp., W+) is a maximal B-negative (resp., B-positive) subspace of V , then
W± ∩W = {0}, hence dim(W±) ≤ dim(V ) − dim(W ). Moreover, since B is
nondegenerate, dim(W+) + dim(W−) = dim(V ), from which the three inequali-
ties asserted follow easily.
We will assume that A is g-symmetric, meaning that g(Av,w) = g(v,Aw) for all
v,w ∈ Rn; in terms of linear maps, this is equivalent to requiring that the following
equality holds: gA = A∗g. The g-symmetry of A is equivalent to the c¯g-simmetry
of cA.
Lemma 2.4. If λ, µ ∈ s(A) are such that λ 6= µ, then the generalized eigenspaces
Hλ(A) and Hµ(A) are c¯g-orthogonal. If λ ∈ s(A), then the restriction of the bi-
linear form c¯g to Fλ(A) is nondegenerate, and so is the restriction of g to Foλ(A).
In particular, if λ ∈ s(A) ∩R, then the restriction of g to Ker(A − λ)n is nonde-
generate.
Proof. We show by induction on k = k1+k2 that Ker( cA−λ)k1 and Ker( cA−µ)k2
are c¯g-orthogonal spaces. When k1 = k2 = 1 it is just a direct computation,
namely, for v ∈ Ker( cA− λ) and w ∈ Ker( cA− µ) one has:
(2.4) λ c¯g(v,w)= c¯g(λv,w)= c¯g( cAv,w)= c¯g(v, cAw)= c¯g(v, µw)=µ c¯g(v,w)
which implies c¯g(v,w) = 0.
Assume now that Ker( cA−λ)k1 and Ker( cA−µ)k2 are c¯g-orthogonal spaces for
all pairs k1 and k2 such that k1+k2 < k; let s1, s2 ≥ 1 be such that s1+s2 = k, and
let v ∈ Ker( cA−λ)s1 and w ∈ Ker( cA−µ)s2 . Since ( cA−λ)v ∈ Ker( cA−λ)s1−1
and ( cA− µ)w ∈ Ker( cA− µ)s2−1, by the induction hypothesis, we have:
c¯g
(
( cA− λ)v,w) = c¯g(v, ( cA− µ)w) = 0,
and from these two equalities it follows easily c¯g(v,w) = 0, as in (2.4).
The orthogonality of the generalized eigenspaces shows that (2.1) is in fact a c¯g-
orthogonal direct decomposition ofCn, from which it follows that the restriction of
c¯g to each Fλ(A) is nondegenerate, since c¯g is nondegenerate on Cn. Finally, the
nondegeneracy of the restriction of c¯g onFλ(A) is equivalent to the nondegeneracy
of the restriction of g to Foλ(A); in particular, if λ ∈ R, then g is nondegenerate on
Ker(A− λ)n. 
In order to study the restriction of g to the generalized eigenspaces of A, we will
now determine the form of the matrix representing g in a suitable Jordan basis for
A. Lemma 2.4 tells us that it is not restrictive to consider the case that A has only
2With a slight abuse of notations, given a symmetric bilinear form B on a vector space V and
given a subspace W of V , we will denote by B|W the restriction of B to W ×W .
MASLOV INDEX IN LOCALLY SYMMETRIC SEMI-RIEMANNIAN MANIFOLDS 7
two complex conjugate eigenvalues or one real eigenvalue: once the matrix repre-
sentation gλ of g|Fo
λ
(A) has been determined for each λ ∈ s(A) with ℑ(λ) ≥ 0,
then the matrix representation of g will be given by the direct sum of all such gλ’s.
As a matter of facts, we will only be interested in the case of one real eigenvalue
(see Lemma 3.4 below). Using the terminology of [5], we will call a sip matrix an
n× n matrix Sipn of the form:
(2.5) Sipn =

0 0 . . . 0 0 1
0 0 . . . 0 1 0
.
.
.
0 0 1 . . . 0 0
0 1 0 . . . 0 0
1 0 0 . . . 0 0

.
Adapting the proof of [5, Theorem 3.3], we get the following:
Proposition 2.5. Let λ be a real eigenvalue of A, with r = dim(Ker(A − λ)).
Then, the real generalized eigenspace can be written as a g-orthogonal direct sum:
Ker(A− λ)n =
r⊕
i=1
Vλ,i,
for which the following properties hold:
(a) g|Vλ,i is nondegenerate for all i = 1, . . . , r;
(b) each Vλ,i is A-invariant;
(c) for all i, there exists a basis vi1, . . . , vini of Vλ,i and a number ǫi ∈ {−1, 1}
such that in this basis the matrix representation of A|Vλ,i is as in (2.2), and
the matrix representation of g|Vλ,i is given by ǫi · Sipni .
Proof. It will suffice to show the existence of a number ǫ = {−1, 1}, of a subspace
V ⊂ Ker(A− λ)n and of a basis w1, . . . , ws of V with the properties:
• Aw1 = λw1 and Awj = wj−1 + λwj for j = 2, . . . , s;
• g(wj , wk) = ǫδj+k,s+1 for all j, k = 1, . . . , s.
The two properties above imply that V is A-invariant and that the restriction g|V
is nondegenerate. The matrix representation of A|V in the basis w1,. . . ,ws is as
in (2.2) and the matrix representation of g|V is ǫ · Sips; the conclusion will follow
easily from an induction argument by considering the g-orthogonal complement of
V in Foλ(A).
To infer the existence of such a subspace V with the desired basis, let us argue
as follows. There exists s ≥ 1 with the property that (A − λ)s|Ker(A−λ)n = 0 but
(A− λ)s−1|Ker(A−λ)n 6= 0; since B = g
(
(A− λ)s−1·, ·) is a non zero symmetric
bilinear form on Ker(A−λ)n, there must exists a vector a1 such that B(a1, a1) 6=
0. We can normalize a1 in such a way that g
(
(A − λ)s−1a1, a1
)
= ǫ, for some
ǫ ∈ {−1, 1}; the case s = 1 is concluded by setting w1 = a1, and we will now
assume s > 1.
For j = 1, . . . , s, let us define aj = (A−λ)j−1a1 and let V be the space spanned
by the aj’s; it is very easy to check that the aj’s are linearly independent, and thus
dim(V) = s. For j + k = s+ 1, we have:
g(aj , ak) = g
(
(A− λ)j−1a1, (A − λ)k−1a1
)
= g
(
(A− λ)j+k−2a1, a1
)
= g
(
(A− λ)s−1a1, a1
)
= ǫ,
(2.6)
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while if j + k > s+ 1 we have:
(2.7) g(aj , ak) = g
(
(A− λ)j+k−2a1, a1
)
= 0.
Now, set b1 = a1+α2a2+. . .+αsas and bj = (A−λ)j−1b1 for j = 1, . . . , s. Here
the real coefficients (αi)si=2 are to be determined in such a way that g(b1, bj) = 0
for all j = 1, . . . , s − 1, which would imply easily g(bj , bk) = ǫδj+k,s+1 for all
j and k. Such a choice of the αi’s is indeed possible (and unique), namely, the
equality g(b1, bj) = 0 is given, in view of (2.6) and (2.7), by:
0 = g
(
a1 +
∑s
k=2
αkak, aj +
∑s−j+1
k=2
αkaj+k−1
)
= g(a1, aj) + 2ǫαs−j+1 + terms in α2, . . . , αs−j,
so that the αi’s can be determined recursively by taking j = s− 1, s − 2, . . . , 1 in
the above equality. It is easy to check that the bj’s form a basis of V . Finally, set
wj = bs−j+1 for all j = 1, . . . , s; an immediate computation shows that the wj’s
have the required properties. 
We draw a first immediate conclusion from the above result:
Corollary 2.6. If λ is a real eigenvalue of A, then the absolute value of the signa-
ture of the restriction of g to Ker((A− λ)n) is less than or equal to the dimension
of Ker(A−λ). The restriction of g to the eigenspace Ker(A−λ) is nondegenerate
if and only if the algebraic multiplicity and the geometric multiplicity of λ coincide.
Proof. Since the signature of g is additive by g-orthogonal sums, using the result
of Proposition 2.5 it suffices to show that
∣∣σ(g|Vλ,i)∣∣ ≤ 1 for all i = 1, . . . , r =
dim(Ker(A − λ)). Since g|Vλ,i is represented by the matrix ǫi · Sipni , then one
check immediately that the subspace of Vλ,i generated by the first
[
ni
2
]
vectors of
the basis vi1, . . . , vini is g-isotropic. Using Remark 2.3, we get that σ
(
g|Vλ,i
)
= 0
if ni is even, and that |σ
(
g|Vλ,i
)| = 1 if ni is odd.
The last statement concerning the nondegeneracy of g|Ker(A−λ) follows immedia-
tely from part (c) of Proposition 2.5. 
2.2. Jordan signatures. We will now introduce the notion of Jordan signatures,
which are nonnegative integer invariants associated to a triple (g,A, λ), where g
is a nondegenerate symmetric bilinear form on Rn, A is a g-symmetric endomor-
phism of Rn and λ is an eigenvalue of A. For the purposes of this paper, we
will consider only the case that λ is real. Given such a triple (g,A, λ), write
Ker(A − λ)n = ⊕ri=1 Vλ,i as in Proposition 2.5, set ni = dim (Vλ,i), denote
by vi1, . . . , vini a basis of Vλ,i as in part (c) of Proposition 2.5 and let ǫi · Sipni be
the matrix representation of g|Vλ,i relatively to this basis. For i = 1, . . . , r, define
ςi(g,A, λ) to be the index of the restriction of g to Vλ,i, and define ̺i(g,A, λ) as
the index of the (degenerate) symmetric bilinear form bλ,i on Vλ,i whose matrix
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representation in the given basis is:
(2.8) bλ,i ∼=

0 0 0 . . . 0 0 0
0 0 0 . . . 0 0 ǫi
0 0 0 . . . 0 ǫi 0
0 0 0 . . . ǫi 0 0
.
.
.
0 0 ǫi . . . 0 0 0
0 ǫi 0 . . . 0 0 0

.
Finally, set τi(g,A, λ) = ̺i(g,A, λ)+1−ςi(g,A, λ). With the help of Remark 2.3,
such numbers can be computed explicitly as follows:
(2.9) ςi(g,A, λ) =

ni
2
, if ni is even;
ni − 1
2
, if ni is odd and ǫi > 0;
ni + 1
2
, if ni is odd and ǫi < 0;
(2.10) ̺i(g,A, λ) =

ni − 1
2
, if ni is odd;
ni
2
− 1, if ni is even and ǫi > 0;
ni
2
, if ni is even and ǫi < 0.
and
(2.11) τi(g,A, λ) = 1 + ǫi(−1)
ni+1
2
∈ {0, 1}.
Definition 2.7. The Jordan signatures, ς(g,A, λ), ̺(g,A, λ) and τ(g,A, λ) are
defined respectively as
r∑
i=1
ςi(g,A, λ),
r∑
i=1
̺i(g,A, λ) and
r∑
i=1
τi(g,A, λ).
From (2.11), 0 ≤ τ(g,A, λ) ≤ r = dim(Ker(A − λ)); moreover, ς(g,A, λ)
coincides with the index of the restriction of g to Ker(A− λ)n, and we get:
(2.12) τ(g,A, λ) = ̺(g,A, λ) + dim(Ker(A− λ))− n−(g|Ker(A−λ)n).
3. EIGENVALUES AND CONJUGATE POINTS
Let I ⊂ R be an interval and t 7→ a(t), t 7→ b(t) be continuous maps on
I taking values in the space of linear endomorphisms of Rn. We can give the
following general definition:
Definition 3.1. Two instants t0, t1 ∈ I , t0 < t1 are said to be conjugate for the
second order linear system v′′ + a(t)v′ + b(t)v = 0 in Rn (we also say that t1
is conjugate to t0) if there exists a non identically zero solution v of the system
such that v(t0) = v(t1) = 0. Clearly, the set of such solutions is a vector space
whose dimension is less than or equal to n; such dimension is defined to be the
multiplicity of the conjugate instant t1.
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Remark 3.2. Consider the second order linear system v′′ + a(t)v′ + b(t)v = 0 in
R
n with a, b : [a, b] → End(Rn) continuous maps. There exists ε > 0 such that
the set C = {t ∈ ]a, b] : t is conjugate to a} does not contain any point of the
interval ]a, a+ ε]. To see this, consider the associated first order system in R2n:
( vw )
′ = X(t) ( vw ), with X =
(
0 In
−b(t) −a(t)
)
, and let Φ =
(
Φ11 Φ12
Φ21 Φ22
)
: [a, b] →
GL(R2n) be its fundamental solution, i.e., Φ′ = XΦ and Φ(a) = I2n. An instant
t belongs to C iff Φ12(t) is singular; since Φ12(a) = 0n and Φ′12(a) = In, then
Φ12(t) is positive definite for t ∈ ]a, a+ ε] when ε > 0 is small enough. This
proves our assertion.
Remark 3.3. If the coefficients a(t) and b(t) are real analytic functions of t, then
it is easy to see that the set of conjugate instants is discrete. Namely, if v1, . . . , vn
are linearly independent solutions of the system v′′+a(t)v′+b(t)v = 0 satisfying
vi(t0) = 0 for all i, then by standard regularity arguments each map vi is real
analytic, and the conjugate instants correspond to the zeroes of the real analytic
map t 7→ det(v1(t), . . . , vn(t)). Such map is not identically zero by Remark 3.2.
In case of system with constant coefficients, the existence of conjugate instants
is related to the spectrum of the coefficients in a quite straightforward way. For our
purposes, we will be interested in the following situation:
Lemma 3.4. Let A be an arbitrarily fixed endomorphism of Rn. There exists pairs
of conjugate instants t0, t1 ∈ R for the system v′′ = Av if and only if A has real
negative eigenvalues.
Proof. Since the system has constant coefficients, translations preserve its solu-
tions, and therefore it is not restrictive to consider the case t0 = 0. We consider
the complexified system v′′ = cAv in Cn. The first observation is that establishing
whether an instant t1 > 0 is conjugate to 0 is equivalent to determining the exis-
tence of a complex solution v : [0, t1]→ Cn of this system which is not identically
zero and satisfying v(0) = v(t1) = 0. Namely, given any such solution, its real
part and its imaginary part are solutions of the real system, and they both vanish at
0 and at t1; at least one of the two parts cannot vanish identically.
We can now consider a suitable basis ofCn where cA is represented by its Jordan
form; it is immediate to see that the existence of a non trivial solution of v′′ = cAv
vanishing at two given instants is equivalent to the existence of a non trivial solution
in Ck of at least one of the systems w′′ = Jk(λ)w vanishing at the same two
instants. Here λ runs in the spectrum of cA and Jk(λ) is any one of the Jordan
blocks appearing in the Jordan decomposition of cA.
It is therefore not restrictive to assume that the spectrum of cA consists of a
single eigenvalue λ ∈ C, and that cA is represented (in the canonical basis of Cn)
by the Jordan block Jn(λ) as in (2.2). Let v = (v1, . . . , vn) : R → Cn be a non
trivial solution of v′′ = Jn(λ)v vanishing at 0 and at some other instant t1 > 0.
Assume that the n-th component vn : R → C of v is not identically 0; it is easily
computed vn = Cn
(
eαt − e−αt) for some Cn ∈ C \ {0}, where α is any one of
the two complex roots of λ. Since vn(t1) = 0, then eαt1 = e−αt1 , i.e., 2t1α is
an integer multiple of 2πi, i.e., α = kπ
t1
i for some k ∈ Z, and therefore λ = α2
is a negative real number. On the other hand, if vn vanishes identically, then one
computes easily vn−1 = Cn−1
(
eαt − e−αt), to which the same argument applies,
i.e., λ ∈ R− unless vn−1 vanishes identically. An immediate induction argument
MASLOV INDEX IN LOCALLY SYMMETRIC SEMI-RIEMANNIAN MANIFOLDS 11
completes the proof: if any one of the component vk of v is not identically zero,
then λ ∈ R−, and we are done. The converse is easy. 
By exploiting the argument in the proof of Lemma 3.4 one obtains precise in-
formation on the displacement and the number of conjugate instants for the system
v′′ = Av. Let us agree that by the “number of conjugate instants” we mean that
each conjugate instant has to be counted with its multiplicity.
Corollary 3.5. Let T > 0 be fixed and let A be an arbitrary linear endomorphism
of Rn. An instant t1 ∈ ]0, T ] is conjugate to 0 for the system v′′ = Av if and only
if there exists a real negative eigenvalue λ of A and a positive integer k such that
t1 =
kπ√
|λ|
. Given such a conjugate instant t1, its multiplicity is given by the sum:∑
λ
dim
(
Ker(A− λ)),
where the sum is taken over all λ’s in the real negative spectrum of A of the form
−k2 π2
t2
1
for some k ∈ N \ {0}. The number of conjugate instants to 0 in ]0, T ] is
given by:
(3.1)
∑
λ∈s(A)∩
]
−∞,− pi
2
T2
] dim
(
Ker(A− λ)) · [[T√|λ|
π
]]
,
where [[α]] denotes the integer part of the real number α.
Proof. Each λ-Jordan block of A as in (2.2) gives a contribution of 1 to the multi-
plicity of the conjugate instant t1 = kπ√
|λ|
; namely, the only non trivial solution of
v′′ = Av vanishing at 0 and at t1 when A is represented by a λ-Jordan block as in
(2.2) with λ < 0 is given by v(t) = (C1 sin(t√|λ|), 0, . . . , 0), for some C1 ∈ R
(observe that this fact can be easily obtained from (4.4) and (4.6)).
The conclusion follows easily from the observation that the number of λ-Jordan
blocks appearing in the Jordan form of A equals the dimension of Ker(A−λ). 
4. COMPUTATION OF THE MASLOV INDEX
Let us fix throughout this section a non degenerate symmetric bilinear form g
on Rn, a g-symmetric linear endomorphism A of Rn and a positive instant T ; the
corresponding differential system is:
(4.1) v′′(t) = Av(t), t ∈ [0, T ] .
Consider the vector space Rn ⊕Rn∗ endowed with its canonical symplectic form
(4.2) ω((v, α), (w, β)) = β(v) − α(w), v, w ∈ Rn, α, β ∈ Rn∗.
Equation (4.1) can also be written as a first order system in Rn ⊕ Rn∗, using
explicitly the bilinear form g, as:
(4.3)
(
v
α
)′
=
(
0 g−1
gA 0
)(
v
α
)
,
from which the symplectic structure of (4.1) appears naturally (see Subsection 5.2).
The endomorphism X =
(
0 g−1
gA 0
)
of Rn ⊕Rn∗ belongs to the Lie algebra of
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the symplectic group Sp(Rn ⊕Rn∗, ω); the fundamental solution Φ(t) of (4.3) is
easily computed as the exponential exp(t ·X):
(4.4) Φ(t) = exp(t ·X) =
( C(t2A) tS(t2A)g−1
tgAS(t2A) g C(t2A)g−1
)
,
where, for B ∈ End(Rn), we have set:
C(B) =
∞∑
k=0
1
(2k)!
Bk, S(B) =
∞∑
k=0
1
(2k + 1)!
Bk.
The conjugate instants of the system (4.1) are precisely the instants t for which
the upper right block of Φ(t) is singular, i.e., t ∈ ]0, T ] is a conjugate instant of
(4.1) if and only if S(t2A) is singular.
Using Lemma 2.1, we can compute explicitly Φ(t) in a Jordan basis for A using
the following:
(4.5) C(t2A) =

cosαt t sinαt2α ∗ ∗ . . . ∗
0 cosαt t sinαt2α ∗ . . . ∗
.
.
.
0 0 . . . cosαt t sinαt2α ∗
0 0 . . . 0 cosαt t sinαt2α
0 0 . . . 0 0 cosαt

and
(4.6) S(t2A) =

sinαt
αt
β(t) ∗ ∗ . . . ∗
0 sinαt
αt
β(t) ∗ . . . ∗
.
.
.
0 0 . . . sinαt
αt
β(t) ∗
0 0 . . . 0 sinαt
αt
β(t)
0 0 . . . 0 0 sinαt
αt

where β(t) = 1
2α2
(
sinαt
αt
− cos tα).
For all t ∈ R, the space:
(4.7) ℓ(t) = Φ(t)({0} ⊕Rn∗)
is a Lagrangian subspace of (Rn⊕Rn∗, ω), i.e., ℓ(t) is an n-dimensional subspace
on which ω vanishes. The map t 7→ ℓ(t) is a real-analytic map in the Lagrangian
Grassmannian Λ of (Rn⊕Rn∗, ω); given a Lagrangian L0, we will denote by µL0
the L0-Maslov index. There is a vast literature on the Maslov index, and the most
standard reference is [13]; we will use a slightly different definition of Maslov
index and we will follow more closely the approach presented in [4]. If we denote
by ΣL0 the L0-Maslov cycle, which is the subset of Λ consisting of all Lagrangians
L that are not transversal to L0, then roughly speaking the L0-Maslov index of a
path ℓ is given by the intersection number of ℓ and ΣL0 . When the endpoints of
ℓ do not lie on ΣL0 , this intersection number can be computed as the class of ℓ in
the first relative homology group H1(Λ,ΣL0) ∼= Z. The definition of the Maslov
index in the general case is as follows. Assume that ℓ : [a, b] → Λ is a continuous
curve for which there exists L1 ∈ Λ such that L1 ∩ L0 = L1 ∩ ℓ(t) = {0} for all
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t ∈ [a, b]. Then, define the L0-Maslov index of ℓ as:
(4.8)
µL0(ℓ) = n+
(
ϕL0,L1(ℓ(b)
)
+dim
(
ℓ(b)∩L0
)−n+(ϕL0,L1(ℓ(a))−dim(ℓ(a)∩L0),
where, for L ∈ Λ such that L ∩ L1 = {0}, ϕL0,L1(L) is the symmetric bilinear
form on L0 given by ω(T ·, ·), T being the unique linear map T : L0 → L1 whose
graph
Gr(T ) =
{
x+ Tx : x ∈ L0
}
is L. It is not hard to prove that the right hand side of (4.8) does not depend on the
choice of L1. Moreover, by [4, Corollary 3.5], there exists a unique extension of the
Z-valued map µL0 above to the set of all continuous curves in Λ which is invariant
by fixed endpoints homotopies and additive by concatenation.3 The Maslov index
is also symplectic additive, in the sense that, given symplectic spaces (Vs, ωs),
Lagrangians Ls0 ∈ Λ(Vs, ωs) and continuous paths ℓs : [0, T ] → Λ(Vs, ωs), with
s = 1, . . . , k, then µ⊕k
s=1 L
s
0
(
⊕k
s=1 ℓs) =
∑k
s=1 µLs0(ℓs). Finally, if ℓ : [a, b]→ Λ
is a continuous path such that dim
(
ℓ(t)∩L0
)
is constant on [a, b], then µL0(ℓ) = 0.
Definition 4.1. We will denote by µ(g,A, T ) the Maslov index of the system (4.1),
which is defined as:
(4.9) µ(g,A, T ) = µL0(ℓ),
where ℓ : [0, T ]→ Λ is the smooth curve given in (4.7) and L0 = {0} ⊕Rn∗.
The reader should observe that, when (4.1) comes from the Jacobi equation
along a semi-Riemannian geodesic, it is customary in the literature (see [6]) to
define the Maslov index of the geodesic as µL0
(
ℓ|[ε,T ]
)
, where ε > 0 is small
enough so that there are no conjugate instants of (4.1) in ]0, ε] (recall Remark 3.3).
The contribution to µL0(ℓ) given by the initial instant t = 0 is easily computed as
−n−(g) (see also Proposition 4.6), so that µ(g,A, T ) coincides with µL0
(
ℓ|[ε,T ]
)−
n−(g).
The intersections of the curve ℓ in (4.7) with the L0-Maslov cycle occur pre-
cisely at the conjugate instants of the system (4.1); when g is positive definite,
then each conjugate instant gives a positive contribution to the computation of the
Maslov index, given by its multiplicity. More generally, given a C1-curve ℓ in Λ
which intercepts at t = t0 transversally the regular part of the L0-Maslov cycle
(in which case such intersection is isolated), the contribution to the Maslov index
of ℓ given by t0 can be computed as the signature of a certain symmetric bilinear
form on ℓ(t)∩L0 (see [13]). A conjugate instant t0 of the system v′′ = Av will be
called nondegenerate if the corresponding intersection with ΣL0 is transverse.
The purpose of this section is to give a formula for computing the Maslov in-
dex in the case that g is arbitrary, in which case the intersection with ΣL0 of the
Lagrangian path ℓ given in (4.7) may be degenerate (see Corollary 4.9).
We start with the following:
3We briefly observe here that our notion of Maslov index µL0 and the notion of Maslov index
µRSL0 discussed in [13], which is a half-integer, differ only in the way of counting the contribution of
the endpoints. For a continuous curve γ : [a, b]→ Λ, the two quantities are related by the following
simple identity: µRSL0(γ) = µL0(γ)+
1
2
dim
(
γ(a)∩L0
)
− 1
2
dim
(
γ(b)∩L0
)
. In particular, if γ has
both endpoints transversal to L0, then µL0(γ) = µRSL0(γ).
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Lemma 4.2. Suppose that (Ws)ks=1 is a family of A-invariant and g-orthogonal
subspaces of Rn such that Rn = ⊕ks=1Ws; denote by As : Ws → Ws the
restriction of A to Ws and by gs the restriction of g to Ws ×Ws.
Then, gs is nondegenerate, As is a gs-symmetric endomorphism of Ws for all s,
and µ(g,A, T ) =
∑k
s=1 µ(gs, As, T ).
Proof. It follows easily from the symplectic additivity of the Maslov index. Under
the assumptions of the Lemma, the symplectic space (Rn ⊕ Rn∗, ω) is the sym-
plectic direct sum of the spaces (Ws ⊕W ∗s , ω),4 the Lagrangian space L0 is the
direct sum of the Lagrangians {0} ⊕W ∗s , and, by the g-orthogonality of the Ws,
the curve ℓ is the direct sum of curves ℓs obtained from the systems v′′ = Asv in
Ws. 
Using Lemma 2.4, Proposition 2.5 and Lemma 4.2, it follows that we may re-
strict our computation of the Maslov index to the case that the spectrum of A con-
sists of a single eigenvalue λ, which is a real negative number, that the Jordan form
of A consists of a single λ-Jordan block, and that the bilinear form g is represented
by a matrix of the form ǫ · Sipn in the canonical basis of Rn for some ǫ ∈ {−1, 1}.
Restriction to this case will simplify some of the computations; the contribution
to the Maslov index given by each conjugate instant will be computed using the
following:
Lemma 4.3. Let t1 ∈ ]0, T ] be fixed. If C(t21A) is an isomorphism of Rn, then the
Lagrangian ℓ(t1) is transversal to L1 = Rn⊕{0}, and, for t near t1, ϕL0,L1
(
ℓ(t)
)
can be identified with the symmetric bilinear form Bt : Rn ×Rn → R given by:
(4.10) Bt = tS(t21A)C(t21A)−1g−1.
Proof. Transversality of ℓ(t1) = Φ(t1)
(
L0
)
with L1 is obviously equivalent to
the nonsingularity of the lower right block of Φ(t) (see (4.4)). Formula (4.10) is
obtained by a straightforward direct calculation. 
Lemma 4.3 applies if we assume that the spectrum of A consists of a single
negative real number:
Lemma 4.4. Assume that s(A) = {λ}, with λ ∈ R−, and t1 = kπ√
|λ|
for some
k ∈ N. Then, C(t21A) is an isomorphism.
Proof. Under the assumption that s(A) = {λ}, in a Jordan basis for A the n × n
matrix C(t21A) can be computed explicitly as an upper triangular matrix whose
diagonal entries are equal to cos(kπ) = (−1)k . Such matrix is nonsingular, and
this concludes the proof. 
Remark 4.5. Observe that the conclusion of Lemma 4.4 does not hold in general
without the assumption that the spectrum of A consists of a single eigenvalue.
Proposition 4.6. Under the assumptions of Lemma 4.4, the contribution to the
Maslov index of each conjugate instant t1 = kπ√
|λ|
∈ ]0, T [ of (4.1) is given by the
signature of g.
4Here, W ∗s is identified with g(Ws) ⊂ Rn∗, i.e., with the subspace of Rn∗ consisting of those
linear functionals that vanish on the g-orthogonal complement of Ws.
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Proof. We will assume that the Jordan form of A consists of a unique λ-Jordan
block, and that Rn has a basis relative to which the matrix representation of g is of
the form ǫ · Sipn. All the computations that will follow are done using the matrix
representations of A and g in such a basis.
By Lemma 4.3 and Lemma 4.4, the contribution to the Maslov index of each
conjugate instant is given by the variation of the extended coindex (i.e., coin-
dex plus nullity) of the path of symmetric bilinear forms Bt : Rn × Rn → R
given in (4.10). In a Jordan basis for A, the symmetric matrix representing Bt ∼=
tS(t2A) C(t2A)−1g−1 can be computed easily using (4.5) and (4.6) as:
(4.11) Bt ∼=

∗ ∗ . . . ∗ ∗ ψ(t)
∗ ∗ . . . ∗ ψ(t) 0
∗ ∗ . . . ψ(t) 0 0
.
.
.
∗ ψ(t) . . . 0 0 0
ψ(t) 0 . . . 0 0 0

where ψ(t) = ǫ
α
tan(αt) and α =
√|λ| > 0. If tan(αt) > 0, then the coindex
of Bt equals the coindex of g, while if tan(αt) < 0, the coindex of Bt equals the
index of g; observe that tan(αt) is negative (resp., positive) in a left (resp., right)
neighborhood of t1 = kπα .
If t1 ∈ ]0, T [, then the variation of (extended) coindex of Bt on [t1 − ε, t1 + ε]
is given by:
n+ (Bt1+ε)− n+ (Bt1−ε) = n+(g)− n+(−g) = n+(g) − n−(g) = σ(g). 
The formula for the jump of the extended coindex at the final instant is a little
more involved, and it requires an analysis of the matrix representation of the bilin-
ear form at a conjugate instant. Using the notations in Proposition 4.6, if t1 = kπα
for some k ∈ N, by direct computation involving (4.5) and (4.6) we get:
(4.12) Bt1 ∼=

∗ ∗ ∗ . . . ∗ − ǫkπ2α3 0
∗ ∗ ∗ . . . − ǫkπ
2α3
0 0
∗ ∗ ∗ . . . 0 0 0
.
.
.
∗ − ǫkπ2α3 0 . . . 0 0 0
− ǫkπ
2α3
0 0 . . . 0 0 0
0 0 0 . . . 0 0 0

.
We are now ready for the following:
Proposition 4.7. Under the assumptions of Lemma 4.4, if T is a conjugate instant
of (4.1), i.e., if T = kπ√
|λ|
for some k ∈ N, then its contribution to the Maslov index
is given by the Jordan signature τ(g,A, λ).
Proof. Using (4.12), the extended coindex of BT can be computed as follows. In
first place, dim (Ker(BT ) = 1; moreover, we observe that the coindex of BT is
equal to the index of the symmetric bilinear form given in (2.8). Recalling the
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definition of the Jordan signatures (2.12), we get:
n+(BT )+dim (Ker(BT ))− n+(BT−ε)
= ̺(g,A, λ) + dim
(
Ker(A− λ))− n+(−g)
= ̺(g,A, λ) + dim
(
Ker(A− λ))− n−(g) = τ(g,A, λ).
This concludes the proof. 
Summarizing, we have proved the following:
Corollary 4.8. For each conjugate instant t ∈ ]0, T ] of (4.1), denote by µt(g,A)
the contribution to the Maslov index of (4.1) given by t, so that:
µ(g,A, T ) =
∑
t∈]0,T ]
t conjugate instant of (4.1)
µt(g,A) − n−(g).
Then, denoting by
Nt =
{
−k
2π2
t2
: k ∈ N \ {0}
}
⊂ R−,
µt(g,A) is computed as follows:
µt(g,A) =

∑
λ∈s(A)∩Nt
σ
(
g|Ker(A−λ)n
)
, if t < T ;
∑
λ∈s(A)∩NT
τ(g,A, λ), if t = T. 
Finally, we observe that the contribution to the Maslov index given by each
conjugate instant t ∈ ]0, T ] is less than or equal to its multiplicity, due to the
inequality on the signature of g proved in Corollary 2.6, and to the inequality on
the Jordan signature τ observed at the end of Subsection 2.2.
We conclude with the following observation, which relates the existence of de-
generate conjugate instants with the lack of diagonalizability of the coefficients
matrix:
Corollary 4.9. Let t1 ∈ ]0, T ] be a conjugate instant of (4.1); then, t1 is a nonde-
generate conjugate instant if and only if given any real negative eigenvalue λ of A
having the form λ = −k2π2
t2
1
for some integer k 6= 0, the algebraic multiplicity and
the geometric multiplicity of λ coincide.
Proof. Let us denote by P1 : Rn ⊕ Rn∗ → Rn the projection onto the first sum-
mand. The conjugate instant t1 is nondegenerate if and only if the restriction of g to
P1Φ(t)(L0) is nondegenerate (see for instance [4]), i.e., recalling (4.4), if and only
if the restriction of g is nondegenerate on the image of S(t21A). A straightforward
computations shows that such condition is equivalent to the nondegeneracy of g to
Ker(A − λ) for each eigenvalue λ of A as in the statement of the Corollary. The
conclusion follows at once from the last statement in Corollary 2.6. 
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5. SOME EXAMPLES AND FINAL REMARKS
5.1. Conley–Zehnder index. The fundamental solution t 7→ Φ(t) of a symplec-
tic system is a smooth curve in the symplectic group; there exists a integer invari-
ant associated to continuous curves in the symplectic group, which is called the
Conley–Zehnder index. Given Φ ∈ Sp(Rn ⊕Rn∗, ω), then the graph Gr(Φ) of Φ
is a 2n-dimensional subspace of V 4n = (Rn ⊕Rn∗) ⊕ (Rn ⊕Rn∗). It is easy to
see that Gr(Φ) is Lagrangian relatively to the symplectic form ω¯ = ω ⊕ (−ω) in
V 4n, where ω is as in (4.2). More precisely:
ω¯
[(
(v1, α1), (v2, α2)
)
,
(
(w1, β1), (w2, β2)
)]
= β1(v1)− α1(w1)− β2(v2) + α2(w2).
The diagonal ∆ =
{(
(v, α), (v, α)
)
: v ∈ Rn, α ∈ Rn∗} ⊂ V 4n is also a
Lagrangian space relatively to ω¯, as well as the anti-diagonal ∆o:
∆o =
{(
(v, α),−(v, α)) : v ∈ Rn, α ∈ Rn∗}.
Definition 5.1. The Conley–Zehnder index iCZ(g,A, T ) of the system (4.1) is de-
fined to be the Maslov index µ∆ of the curve [0, T ] ∋ t 7→ Gr
(
Φ(t)
) ∈ Λ(V 4n, ω¯),
where Φ(t) = exp(tX) is the fundamental solution of (4.3):
iCZ(g,A, T ) = µ∆
(
[0, T ] ∋ t 7→ Gr(Φ(t))).
The Conley–Zehnder index of a symplectic system is a measure of the set of
instants t ∈ [0, T ] at which the graph of the fundamental solution Φ(t) is not
transversal to ∆; observe that Gr
(
Φ(t)
)
is transversal to ∆ if and only if 1 6∈
s
(
Φ(t)
)
. The set of instants t ∈ [0, T ] at which Gr(Φ(t)) is not transversal to ∆
may fail to be discrete, as we state in the following lemma.
Lemma 5.2. Assume that Ker(A) = {0}. Then, the set of instants t ∈ ]0, T ] at
which Gr(Φ(t)) is not transversal to ∆ is finite, and it is given by:
C =
{
t ∈ ]0, T ] : −4k
2π2
t2
∈ s(A) for some k ∈ N \ {0}
}
.
On the other hand, if 0 ∈ s(A) such a set coincides with the whole interval [0, T ].
Proof. The proof follows easily from the relations s(exp(tX)) = exp(s(tX))
when t 6= 0 and s(X2) = s(X)2 obtained from Corollary 2.2 and s(X2) = s(A)
that comes directly. 
Remark 5.3. Note that, in the very special case of symplectic systems of the form
(4.3), the set C above is a (proper) subset of the set of conjugate instants of (4.3)
(recall Corollary 3.5). There is in general no relation between the two sets.
The Conley–Zehnder index of the fundamental solution of a constant symplectic
system is already known in the literature (see for instance [1, Chapter 1], computed
using the rotation function in the symplectic group. For systems of the type (4.3),
an alternative, direct computation can be made using the Jordan form of A and the
notion of Jordan signatures.
As a consequence of the statements in the Lemma 5.2, it is convenient to reduce
the calculation to the case that A is invertible. To this aim, the following result is
needed; its proof is totally analogous to the proof of Lemma 4.2:
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Lemma 5.4. Under the assumptions of Lemma 4.2, the Conley–Zehnder index
iCZ(g,A, T ) is given by the sum
∑
s iCZ(gs, As, T ). 
We recall that, if Φ ∈ Sp(Rn ⊕ Rn∗, ω) has graph which is transversal to ∆o,
i.e., if −1 6∈ s(Φ), then if we identify ∆ withRn⊕Rn∗ via the projection onto the
first coordinate, the symmetric bilinear form ϕ∆o,∆ : Rn⊕Rn∗×Rn⊕Rn∗ → R
is given by:
(5.1) 2ω((I + Φ)−1(I− Φ) · , · ).
Using the relation C(t2A)2 = I + t2AS(t2A)2, the matrix representation of (5.1)
is
(5.2)
(
2tgAS(t2A)(I + C(t2A))−1 0
0 −2tS(t2A)(I + C(t2A))−1g−1
)
.
Lemma 5.5. LetW ⊂ Rn denote the g-orthogonal space of Ker(An), let g˜ denote
the restriction of g to W ×W and let A˜ : W → W denote the restriction of A to
W . Then,
iCZ(g,A, T )
= iCZ(g˜, A˜, T ) + dim
(
KerA
)− dim(Ker(An))− τ(g,A, 0)(5.3)
= iCZ(g˜, A˜, T )− ̺(g,A, 0) − n+
(
g|Ker(An)
)
.
Proof. By Lemma 5.4, we have iCZ(g,A, T ) = iCZ(g˜, A˜, T ) + iCZ(g0, A0, T ),
where A0 : Ker(An) → Ker(An) is the restriction of A to Ker(An) and g0 is the
restriction of g to Ker(An)×Ker(An). A direct computation involving Lemma 2.1
and the equality Ker(X) = Ker(A) shows that, if we set X0 =
(
0 g−1
0
g0A0 0
)
and
Φ0(t) = exp(tX0), then dim
(
Gr(Φ0(t)) ∩∆
)
= dim
(
Ker(A)
)
for all t ∈ ]0, T ],
while dim
(
Gr(Φ0(0)) ∩ ∆
)
= dim(Ker(An)). Hence iCZ(g0, A0, T ) is given
by the only contribution of the initial instant t = 0; in order to compute such
contribution, using the symplectic additivity of the Maslov index we will assume
that dim
(
Ker(A)
)
= 1. Under this assumption, the Jordan form of A0 has a single
0-Jordan block of size k0 × k0, where k0 = dim
(
Ker(An)
)
, and g takes the form
g = ǫ ·Sipk0 , with ǫ ∈ {−1, 1}; using (4.5), (4.6) and (5.2) one computes easily the
matrix representation of the symmetric bilinear form ϕ∆o,∆
(
Gr(Φ0(t))
)
for t > 0
near 0, which is the direct sum of two k0 × k0 symmetric matrices of the form:
ǫ

0 0 0 . . . 0 0 0
0 0 0 . . . 0 0 t
0 0 0 . . . 0 t ∗
0 0 0 . . . t ∗ ∗
.
.
.
0 0 t . . . ∗ ∗ ∗
0 t ∗ . . . ∗ ∗ ∗

and ǫ

∗ ∗ ∗ . . . ∗ ∗ −t
∗ ∗ ∗ . . . ∗ −t 0
∗ ∗ ∗ . . . −t 0 0
.
.
.
∗ ∗ −t . . . 0 0 0
∗ −t 0 . . . 0 0 0
−t 0 0 . . . 0 0 0

.
Thus, for t > 0 near 0, the extended coindex of ϕ∆o,∆
(
Gr(Φ0(t))
)
is easily com-
puted with the help of the Jordan signatures as:
dim
(
Gr(Φ0(t)) ∩∆
)
+ n+
(
ϕ∆o,∆
(
Gr(Φ0(t))
))
= 1 + n+
(
ǫ · Sipk0−1
)
+ n+
(− ǫ · Sipk0) = k0 − ρ(g,A, 0) + ς(g,A, 0).
MASLOV INDEX IN LOCALLY SYMMETRIC SEMI-RIEMANNIAN MANIFOLDS 19
For t = 0, the extended coindex of ϕ∆o,∆
(
Gr(Φ0(0))
)
= ϕ∆o,∆(∆) = {0} is
equal to 2k0. Formula (5.3) follows readily using (2.12). 
Lemma 5.5 tells us that, in order to compute the Conley–Zehnder index of (4.1),
it suffices to consider the case that A is invertible.
We are now ready for the following:
Proposition 5.6. The contribution to the Conley–Zehnder index of (4.1) given by
the initial instant t = 0 is given by the following formula:
(5.4) − 2n+(g) + dim
(
KerA
)
+ σ
(
g|Ker(An)
)− τ(g,A, 0)
= −2n+(g) − ̺(g,A, 0) + n+
(
g|Ker(An)
)
.
If t1 ∈ ]0, T [ ∩ C, then its contribution to the Conley–Zehnder index of (4.1) is
given by:
−2
∑
λ
σ
(
g|Ker(A−λ)n
)
,
where the sum is taken over all λ ∈ s(A) ∩R− of the form λ = −4k2π2
t2
1
for some
k ∈ N \ {0}. The contribution of the final instant T is given by
(5.5)
2
∑
λ
(−̺(g,A, λ)+n−(g|Ker(A−λ)n)) = 2∑
λ
(−τ(g,A, λ)+dim(Ker(A−λ)))
where the sum is taken over all λ ∈ s(A) ∩R− of the form λ = −4k2π2
T 2
for some
k ∈ N \ {0}.
Proof. The contribution to the Conley–Zehnder index given by the initial instant
of the null eigenvalue of A is computed in Lemma 5.5. We need to compute the
contribution to the index given by the initial instant of the reduced symplectic
system, i.e., the system in W ⊕W ∗ with coefficient matrix:
X˜ =
(
0 g˜−1
g˜A˜ 0
)
,
where W is the g-orthogonal subspace to Ker(An) and g˜ is the restriction of g to
W . By Lemma 5.4, we can assume that s(A) = {λ} and the Jordan form of A
consists of a single block, i.e., dim
(
Ker(A−λ)) = 1. If r0 = dim(Ker(A−λ)n),
the matrix representation of the symmetric bilinear form ϕ∆o,∆
(
Gr(Φ(t))
)
when
sin tα 6= 0 is the direct sum of two r0×r0 symmetric matrices that can be computed
using again equations (4.5), (4.6) and (5.2) as:
(5.6) ǫ

0 0 0 . . . 0 0 µ1
0 0 0 . . . 0 µ1 ∗
0 0 0 . . . µ1 ∗ ∗
0 0 0 . . . ∗ ∗ ∗
.
.
.
0 µ1 ∗ . . . ∗ ∗ ∗
µ1 ∗ ∗ . . . ∗ ∗ ∗

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and
(5.7) ǫ

∗ ∗ ∗ . . . ∗ ∗ µ2
∗ ∗ ∗ . . . ∗ µ2 0
∗ ∗ ∗ . . . µ2 0 0
.
.
.
∗ ∗ µ2 . . . 0 0 0
∗ µ2 0 . . . 0 0 0
µ2 0 0 . . . 0 0 0

,
where µ1 = − 2α sin tα1+cos tα and µ2 = − 2 sin tαα(1+cos tα) . From (5.6) and (5.7) it is easy to
see that the contribution of the initial instant is
2n−(g˜)− 2r0 = −2n+(g˜) = 2(n+
(
g|Ker(An)
)− n+(g))
and formula (5.4) follows now easily from (5.3).
Assume now t1 ∈ ]0, T [ ∩ C and λ = −4k2π2t2
1
for some k ∈ N \ {0}. Then as
the matrix representation of ϕ∆o,∆
(
Gr(Φ(t))
)
is the direct sum of (5.6) and (5.7)
it is easy to see that the contribution of t1 is −2σ(g˜|Ker(A−λ)n).
In order to compute the contribution of the final instant first we observe that the
matrix representation of ϕ∆o,∆
(
Gr(Φ(T ))
)
when T = 2kπ
α
is the direct sum of the
two matrices:
ǫ

0 0 0 . . . 0 0 0
0 0 0 . . . 0 0 kπ
α
0 0 0 . . . 0 kπ
α
∗
0 0 0 . . . kπ
α
∗ ∗
.
.
.
0 0 kπ
α
. . . ∗ ∗ ∗
0 kπ
α
∗ . . . ∗ ∗ ∗

, ǫ

∗ ∗ ∗ . . . ∗ kπ
α3
0
∗ ∗ ∗ . . . kπ
α3
0 0
∗ ∗ ∗ . . . 0 0 0
.
.
.
∗ kπ
α3
0 0 0 . . . 0
kπ
α3
0 0 0 0 . . . 0
0 0 0 . . . 0 0 0

.
Then the contribution of the final instant is
n+
(
ϕ∆o,∆
(
Gr(Φ(T ))
))
+
dim
(
Ker(ϕ∆o,∆
(
Gr(Φ(T ))
)
)
)−n+ (ϕ∆o,∆(Gr(Φ(T − ε))))
= 2(dim(Ker(A− λ)n)− ̺(g,A, λ) − n+(g|Ker(A−λ)n
)
= 2(−̺(g,A, λ) + n−(g|Ker(A−λ)n
)
= 2(−τ(g,A, λ) + dim(Ker(A− λ)))
This concludes the proof. 
5.2. Maslov index of an arbitrary constant symplectic system. A more general
class of differential systems where the notion of Maslov index is naturally defined
consists of the so called symplectic systems. Denote by Sp(2n,R) the Lie group
consisting of all isomorphisms of Rn ⊕ Rn∗ preserving the canonical symplectic
form of Rn ⊕Rn∗, and let sp(2n,R) be its Lie algebra. Recall that a (2n)× (2n)
real matrix X belongs to sp(2n,R) if and only if X is written in n × n blocks
as X =
(
A B
C −A∗
)
, where B and C are symmetric matrices. We call a symplectic
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differential system a first order system in Rn ⊕Rn∗ of the form:
(5.8)
(
v
α
)′
= X
(
v
α
)
where X : [a, b] → sp(2n,R) is a smooth curve. The fundamental solution of
a symplectic differential system is a smooth curve Φ taking values in Sp(2n,R);
the Maslov index of a symplectic system is defined to be the L0-Maslov index of
the curve t 7→ Φ(t)(L0) ∈ Λ, where L0 is the Lagrangian subspace {0} ⊕ Rn∗
of Rn ⊕ Rn∗. Similarly, an instant t0 ∈ ]a, b] is defined to be conjugate for the
system (5.8) if Φ(t0)(L0) belongs to the L0-Maslov cycle ΣL0; equivalently, t0
is conjugate if there exists a non trivial solution
(
v
α
)
of (5.8) such that v(a) =
v(t0) = 0. For example, the second order system (4.1) in Rn is equivalent to the
symplectic system (4.3) inRn⊕Rn∗ whose coefficient matrix is the constant curve
X =
(
0 g−1
gA 0
)
; the notion of Maslov index and conjugate instant for such sym-
plectic system obviously coincide with the corresponding notions for the system
(4.1) given in Section 4.
We will now show how to reduce the computation of the Maslov index of a
class of constant symplectic systems to the case of a system of the form (4.3),
for which the theory developed earlier applies. To this aim, let us fix an element
X =
(
A B
C −A∗
) ∈ sp(2n,R) and let us consider the corresponding symplectic
system as in (5.8). We want to restrict our attention to those symplectic systems for
which the set of conjugate instants is discrete, and for this we need the following:
Lemma 5.7. Consider a constant symplectic system with matrix coefficients X =(
A B
C −A∗
)
on the interval [0, T ]. If the upper right n × n block B of X is non
singular, the set of conjugate instants is finite.
Conversely, if Ker(A∗) ∩Ker(B) 6= {0}, then every t ∈ ]0, T ] is conjugate.
Proof. If B is non singular, then the conjugate instants of the symplectic system
correspond to the conjugate instants of the second order equation in Rn:
(5.9) v′′ + (BA∗B−1 − A)v′ − (BC +BA∗B−1A)v = 0.
Namely, given a solution v of (5.9), the pair (v, α) with α = B−1(v′ − Av) is
a solution of the symplectic system, and this gives a bijective correspondence be-
tween the solutions of the first order system and the solutions of (5.9). As observed
in Remark 3.3, the conjugate instants of (5.9) form a discrete set. Conversely, if
α0 ∈ Ker(A∗)∩Ker(B) is non zero, then the constant ( vα ) ≡
(
0
α0
)
is a non trivial
solution of the system for which v(a) = v(t0) = 0 for all t0 ∈ ]0, T ]. 
In view of the result above, let us now restrict our attention to those constant
symplectic systems whose coefficient matrix X =
(
A B
C −A∗
)
has non singular upper
right block B. Let us also assume that the linear map B−1A : Rn → Rn∗ is self-
adjoint, i.e., that B−1A = A∗B−1, and let us denote by φ the endomorphism of
R
n ⊕Rn∗ which is written in n× n blocks as:
φ =
(
I 0
B−1A I
)
.
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An immediate computation shows that, since B−1A is symmetric, φ ∈ Sp(2n,R);
moreover, φ(L0) = L0. We compute:
X˜ = φXφ−1 =
(
I 0
B−1A I
)(
A B
C −A∗
)(
I 0
−B−1A I
)
=
(
0 B
B−1A2 + C 0
)
=
(
0 B
A∗B−1A+ C 0
)
∈ sp(2n,R).
Moreover, if Φ(t) is the fundamental solution of the symplectic system with con-
stant coefficient matrix X, the fundamental solution of the symplectic system with
coefficient matrix X˜ is easily computed as:
Φ˜(t) = φΦ(t)φ−1.
Since φ preserves the Lagrangian L0, the conjugate instants of the symplectic sys-
tems corresponding to the coefficient matrices X and X˜ coincide; moreover, the
symplectic invariance of the Maslov index implies that also the Maslov indices of
the two systems coincide. Let us denote by A the endomorphism of Rn given by:
(5.10) A = B(A∗B−1A+ C)
and by g the nondegenerate symmetric bilinear form on Rn given by:
(5.11) g = B−1.
We have proven the following:
Corollary 5.8. Let X =
(
A B
C −A∗
) ∈ sp(2n,R) be such that B is non singular
and such that B−1A is symmetric. Then, denoting by A the endomorphism of Rn
given in (5.10) and by g the nondegenerate symmetric bilinear form on Rn given
by (5.11), the conjugate instants and the Maslov index of the symplectic system
(5.8) coincide respectively with the conjugate instants and the Maslov index of
the second order differential system v′′ = Av, computed in Corollary 3.5 and in
Corollary 4.8. 
A similar reduction is clearly possible for the computation of the Conley–Zehn-
der index of an arbitrary constant symplectic system.
5.3. Bi-invariant metrics on Lie groups. As a special case of semi-Riemannian
locally symmetric manifold, in this section we will consider the case of a Lie group
G endowed with a bi-invariant semi-Riemannian metric h. We will denote by g the
Lie algebra of G; recall that a (nondegenerate) symmetric bilinear form h on g
is bi-invariant if and only if h
(
adXY,Z
)
= −h(Y, adXZ
)
for all X,Y,Z ∈ g,
where adXY = [X,Y ]. A description of Lie algebras admitting semi-Riemannian
bi-invariant metrics can be found in [7].
Let us start with the following technical result:
Lemma 5.9. Let g be a real n-dimensional Lie algebra endowed with a bi-invariant
nondegenerate symmetric bilinear form h. Let X1, . . . ,Xn be an h-orthonormal
basis of g, and set:
[Xi,Xj ] =
∑
k
CkijXk, ǫi = h(Xi,Xi) ∈ {±1}, ǫ = ǫ1 ·. . . ·ǫn, and aij = ǫiCinj,
MASLOV INDEX IN LOCALLY SYMMETRIC SEMI-RIEMANNIAN MANIFOLDS 23
for all i, j = 1, . . . , n. Assume that for all choice of (pairwise distinct) indices
i, j, k, l ∈ {1, . . . , n− 1} the following identities hold:
(5.12) CnijCnkl + CnjkCnil + CnkiCnjl = 0.
Then, the characteristic polynomial P (λ) of the linear operator adXn : g → g is
given by:
(5.13) P (λ) = (−1)n−1λn−3
(
λ2 +
∑
i<j
ǫiǫja
2
ij
)
.
In the above situation, if α2 = ∑
i<j
ǫiǫja
2
ij > 0, then, denoting by E±iα the (com-
plex) eigenspace of adXn corresponding to the eigenvalue ±iα and by Wα ⊂ g the
real part of Eiα ⊕ E−iα (which is a 2-dimensional subspace of g), the restriction
h|Wα×Wα is either positive or negative definite.
Remark 5.10. We observe that if any two of the indices i, j, k, l are equal, then the
identities (5.12) hold automatically; this is easily checked using the anti-symmetry
properties satisfied by the coefficients Ckij . From this observation, it follows im-
mediately that the technical assumption (5.12) is satisfied when n = dim(g) ≤ 4.
Moreover, the Jacobi identity satisfied by [·, ·] is equivalent to:
(5.14)
∑
m
ǫm
(
Cmij C
m
kl + C
m
jkC
m
il + C
m
kiC
m
jl
)
= 0.
From this equality it follows that also in the case that dim(g) = 5, the assumption
(5.12) is satisfied. When n ≥ 6, the identities (5.12) are not necessarily satisfied;
for instance, they are not satisfied in the case of the product S3×S3 endowed with
the semi-Riemannian bi-invariant metric h = h0 ⊕ (−h0), where h0 is the round
metric on S3. Finally, we observe that if the metric h is Lorentzian, i.e., if h has
index 1, then in the last statement of Lemma 5.9 we can in fact conclude that the
restriction h|Wα×Wα is always positive definite.
Proof of Lemma 5.9. In the basis X1, . . . ,Xn, the matrix representing adXn is
given by B = (Cinj)ni,j=1; since the last column and the last row of this matrix
are zero, we will consider the square matrix of order n − 1 obtained removing the
last row and the last column. In order to compute the characteristic polynomial of
B, we observe that if we set A = (aij) then
det(B − λI) = ǫǫn det(A−D)
where D is a diagonal matrix of order n − 1 with diagonal elements dii = ǫiλ.
Since A is skew-symmetric, its determinant is zero when n− 1 is odd; if n − 1 is
even then the determinant of A can be computed as the square of the Pfaffian of A.
Let us recall briefly the notion of Pfaffian. Let π = {(i1, j1), (i2, j2), . . . , (ir, jr)}
be a partition of {1, . . . , n − 1} with ik < jk for k = 1, . . . , r = n−12 , where the
order of the pairs is not taken into account. We set aπ = ai1j1ai2j2 . . . airjr and we
denote by απ the permutation (i1j1i2j2 . . . irjr); the Pfaffian of A is then defined
as ∑
π
sg(απ)aπ.
In order to get an expression for the characteristic polynomial of B, we define
{k1 . . . k2t} with k1 < k2 < . . . < k2t, as the Pfaffian of the matrix obtained by
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taking the rows and the columns k1, . . . , k2t of the matrix A. Then
P (λ) = Det(B − λI) = ǫǫnDet(A−D)
=
[n−1
2
]∑
t=0
( ∑
k1<...<k2t
{k1 . . . k2t}2ǫk1 . . . ǫk2t
)
(−λ)n−2t−1
where k1, . . . , k2t run in the set {1, . . . , n− 1}.
Now, the identity (5.12) is equivalent to {k1k2k3k4} = 0 for all k1, k2, k3, k4 ∈
{1, . . . , n − 1}, hence we get:
(5.15) P (λ) = (−λ)n−3
(
λ2 +
∑
i<j
ǫiǫja
2
ij
)
.
To show this we observe that the following relation holds:
{k1 . . . k2t} =
∑
m<n
sg(αm,n){k1k2mn}{[k3k4 . . . k2t]m,n}
− (t− 2)ak1k2{k3k4 . . . k2t}
where m,n take values in {k3, . . . , k2t}, [k3k4 . . . k2t]m,n denotes the ordered set
obtained by removing m and n from the list (k3, k4, . . . , k2t), and αm,n is the
permutation
(k1k2mn[k3k4 . . . k2t]m,n).
Formula (5.15) is obtained now using induction and the identities (5.12).
When
∑
i<j ǫiǫja
2
ij 6= 0, at least one of the coefficients aij is non null and there
exists p ∈ {1, . . . , n − 1} such that ∑i ǫia2ip 6= 0; for simplicity we will assume
that a12 is not zero. In this case, by using the identities (5.12) is easy to see that
the system
Tj = (a2j ,−a1j , 0, . . . , 0, a12, 0, . . . , 0), j = 3, . . . , n− 1,
where a12 appears in the j-th position, is a basis of the Eigenspace associated to
the zero Eigenvalue of A. Using again the identities (5.12) we get that the vectors
P = (ǫ1a1p, ǫ2a2p, . . . , ǫiaip, . . . , ǫn−1an−1p),
Q = (ǫ1
∑
i
ǫia1iaip, ǫ2
∑
i
ǫia2iaip, . . . , ǫn−1
∑
i
ǫian−1iaip),
are orthogonal to every Tj . Furthermore
g(P,P ) =
∑
i
ǫia
2
ip 6= 0,
g(P,Q) = 0,
g(Q,Q) =
(∑
i
ǫia
2
ip
)(∑
i<j
ǫiǫja
2
ij
)
6= 0.
Therefore, the system {P,Q} is a basis ofWα. Then, the signature of the restriction
of h to Wα is computed looking at the sign of the expression:
g(P,P )g(Q,Q) − g(P,Q)2 = (∑
i
ǫia
2
ip
)2(∑
i<j
ǫiǫja
2
ij
)
,
which is positive, from which the last statement of the lemma follows. 
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The geodesics through the identity of a Lie group G endowed with a bi-invariant
semi-Riemannian metric h are the one-parameter subgroups of G. The covariant
derivative of the Levi–Civita connection is given, in the case of left-invariant vector
fields X,Y on G, by:
(5.16) ∇XY = 12adXY = 12 [X,Y ],
and, for X,Y,Z ∈ g = T1G, the curvature tensor is given by:
RXY Z = ∇X∇Y Z −∇Y∇XZ −∇[X,Y ]Z = 14 [Z, [X,Y ]] = 14adZadXY.
Proposition 5.11. Let G be an n-dimensional real Lie group endowed with a bi-
invariant semi-Riemannian metric tensor h and let g be its Lie algebra. Let γ :
R→ G be a one-parameter subgroup of G with X = γ′(0), and let t0 ∈ ]0,+∞[
be fixed. Then:
(a) γ(t0) is conjugate to γ(0) = 1 along γ if and only if the spectrum s (adX)
of the linear operator adX : g → g contains a purely imaginary number
of the form 2kiπt−10 for some k ∈ N \ {0}.
If γ(t0) is conjugate to γ(0) along γ, set Kt0 =
{
k ∈ N : 2kiπt−10 ∈ s (adX)
}
,
Wt0 =
⊕
k∈Kt0
Ker
(
ad2X +
4k2π2
t20
)
, W˜t0 =
⊕
k∈Kt0
Ker
(
ad2X +
4k2π2
t20
)n
.
Then:
(b) γ(t0) is nondegenerate if and only if Wt0 = W˜t0;
(c) the multiplicity of γ(t0) is given by dim (Wt0), which is an even number;
(d) the contribution of γ(t0) to the Maslov index is σ
(
h|
W˜t0×W˜t0
)
;
(e) if σ
(
h|
W˜t0×W˜t0
)
6= 0, then the exponential map exp : g → G is not
locally injective around t0X.
Proof. Using formula (5.16), the Jacobi equation corresponds, via parallel trans-
port along γ, to the second order equation in g:
Y ′′(t) = 14ad
2
XY (t).
By Corollary 2.2, the endomorphism 14ad
2
X has a real negative eigenvalue λ if and
only if 12adX has the purely imaginary eigenvalues ±i
√−λ. Hence, part (a) of
the thesis follows readily as an application of Corollary 3.5, where A is the h-
symmetric endomorphism 14ad
2
X of g ∼= Rn. Part (b) follows from Corollary 4.9,
part (c) from Corollary 3.5; the observation on the parity of the multiplicity follows
from the equalities:
dim
R
(
Ker
(
ad2X + 4k
2π2t−20
))
= dimC
(
Ker
(
adX − 2ikπt0−1
)⊕Ker(adX + 2ikπt0−1))
= 2dimC
(
Ker
(
adX − 2ikπt0−1
))
.
(5.17)
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Here the first equality follows from Lemma 2.1 and the second one from the fact
that the two involved Kernels are conjugate spaces. Part (d) follows from Corol-
lary 4.8. Part (e) is an application of a result on bifurcation of semi-Riemannian
geodesics, that can be found in [10]. 
When dim(G) ≤ 5 or, more generally, when the structure coefficients of g
satisfy the relations (5.12), the statement of Proposition 5.11 can be improved as
follows:
Proposition 5.12. Under the hypotheses of Proposition 5.11, let X1, . . . ,Xn be an
h-orthonormal basis of g and set γ(t) = exp(tXn), for all t ∈ R. If the structure
coefficients satisfy the relations (5.12), then there are conjugate points along γ if
and only if ∑
i<j
ǫiǫja
2
ij > 0, where the ǫk’s and ars’s are defined as in the statement
of Lemma 5.9. In this case:
(a) every conjugate point along γ is nondegenerate;
(b) every conjugate point has multiplicity equal to 2;
(c) all conjugate points along γ give the same contribution to the Maslov in-
dex, which is equal to ±2;
(d) if γ(t0) is conjugate, then exp is not locally injective around t0Xn.
In particular, by (c), if h has index 1, i.e., (G,h) is a Lorentzian group, then the
contribution to the Maslov index equals its multiplicity.
Proof. It follows readily from Lemma 5.9 and Proposition 5.11, observing that,
for λ ∈ iR \ {0}, the real generalized eigenspace Ker (ad2Xn + λ2)n is the real
part of the direct sum of the complex generalized eigenspaces Ker (adXn + λ)
n
and Ker (adXn − λ)n (observe that this fact follows from Lemma 2.1). Note that,
from (5.13), the algebraic multiplicity of each non zero eigenvalue of adXn is equal
to 1; from this observation and from part (b) of Proposition 5.11 we obtain a proof
of part (a). Moreover, it follows from Proposition 5.11 that the multiplicity of each
negative eigenvalue of ad2Xn is equal to 2, which proves part (b). Part (c) follows
from the last statement in Lemma 5.9 and part (d) of Proposition 5.11. Finally, (d)
follows from part (e) in Proposition 5.11. 
5.4. A final remark. The results presented in this paper are in striking contrast
with several assertions made in a preprint recently appeared [12], where the au-
thor attempts a calculation of the Maslov index for an autonomous linear Hamil-
tonian system5 using a normal reduction for the coefficient matrix. According
to what claimed in [12], the number, the distribution and the contribution to the
Maslov index of the conjugate instants would depend also on the non real complex
eigenvalues of the curvature tensor (compare with Lemma 3.4, Proposition 3.5 and
Corollary 4.8), while the lack of diagonalizability and the role of the generalized
eigenspace of the real negative eigenvalues of the curvature tensor has not been
recognized. It is also claimed in [12] that the conjugate instants of an arbitrary
constant symplectic system do not accumulate at the initial instant (compare with
Lemma 5.7).
Arbitrary symplectic changes of coordinates in R2n needed for the normal re-
duction employed in [12] do not preserve the conjugate instants of the system nor
the base Lagrangian subspace L0 = {0} ⊕ Rn, so that a suitable correction term
5a “constant symplectic system” in our terminology
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has to be computed in order to get the correct formulas. Several mistakes in such
computation and also in other parts of the preprint have led the author to incorrect
conclusions throughout.
The author of [12] has indicated the false address of the University of Sa˜o Paulo,
Brazil, as his own institution; it must be observed that A. Portaluri has no affiliation
whatsoever with such institution. The ideas, the methods and the results contained
in [12] are entire responsibility of the author’s true institution, which is the Politec-
nico di Torino, Italy.
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