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Abstract
We present a distributed, collaborative algorithm to enable opportunistic spectrum access for cognitive
radios in the presence of multiple cochannel transmitters. A spectrum hole detection and estimation
technique based on received signal strength observations is developed, which allows the coexistence
of both licensed and unlicensed transmitters. We address the issues of how to perform collaborative
spectrum sensing in the presence of multiple cochannel transmitters and how to determine the maximum
transmit power that can be used for a given frequency channel by a cognitive radio while avoiding
harmful interference to the licensed network. Simulation results are provided to validate the feasibility
and performance of the proposed scheme.
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I. INTRODUCTION
Recently there has been much interest in cognitive radios (CRs) and its application to opportunistic
spectrum access (OSA) to maximize the utilization of licensed spectrum [1], [2]. CRs equipped with
features like frequency agility, high receiver sensitivity and location-awareness, are seen as a promising
technology to allow the non-disruptive co-existence of unlicensed (secondary) users alongside the licensed
(primary) users. Most of the proposed OSA schemes in the literature can be categorized into coordinated
(the so called property-rights model) and uncoordinated (the so called commons model) frameworks [2].
In the coordinated approach, the primary and secondary nodes can exchange information and cooperatively
increase spectrum utilization [3]. In uncoordinated OSA schemes, which is the model of interest for this
paper, the primary is oblivious to the existence of secondary nodes, and the secondary system senses
the activity of the primary system to opportunistically use the same spectrum, provided that no harmful
interference is caused to the primary. In other words, the secondary system tries to ﬁll the “spectrum
holes”, which may represent opportunities in time or in space or both.
OSA in the time domain has been studied extensively using the tools of information theory [4], game
theory [5], queuing theory [6], and partially observable Markov chains [7]. Channel sensing mecha-
nisms, detector design and effect of collaboration among secondary nodes have received considerable
attention [8]–[10]. On the other hand, the use of location information and localization to exploit spatial
spectrum holes have received relatively limited attention.
Localization for cognitive radio networks poses unique challenges, such as lack of coordination with the
primary system and the need for robustness against a wide range of operating conditions. The enhancement
of cognitive capabilities with location information, which can be utilized to perform dynamic spectrum
management, network planning and handover is discussed in [11]. To ensure the operation of CRs under
different environments, cognitive positioning system (CPS) based on time-of-arrival (TOA) is proposed
in [12]. Localization using signal strength (SS) measurements of a primary transmitter with unknown
transmit power based on constrained least squares approach is considered in [13]. Localization involving2
multiple primary transmitters is studied in [14], [15], where it is assumed that the number of transmitters
and the transmit power are known a priori. An experimental study, employing a triangulation-based
heuristic approach for multiple transmitter localization using synchronized sensing is presented in [16].
Range-free localization of the primary is proposed in [17], while the use of spatial statistics to characterize
CR networks is suggested in [18]. Many of the existing works on spatial spectrum sensing assume a single
primary transmitter scenario and knowledge of the transmitter’s location and transmit power [19]–[21].
A simple Listen-Before-Talk (LBT) algorithm is analyzed in [22], where the spectrum hole is char-
acterized in terms of the maximum interference-free transmit power (MIFTP). The MIFTP is deﬁned as
the maximum power level at which a secondary node can transmit without causing harmful interference
to the primary users. In [23], we proposed an approach to collaborative spectrum hole detection and
estimation based on SS observations obtained by group of secondary nodes with respect to a single
primary transmitter. In particular, an approximate expression for the MIFTP for a single secondary node
was obtained. However, in various wireless systems, for example, cellular systems, one must consider
the existence of multiple cochannel primary and secondary transmitters.
In an uncoordinated OSA scheme, the operation of the secondary system must appear transparent to
the primary, and it is likely that the secondary may have only very limited a priori information about
it. Particularly, the number of transmitters, their transmit powers and locations, are not assumed to be
known a priori. In such a scenario, the secondary nodes can rely on collaboration among each other
to sense the primary system. When multiple primary transmitters are present, the measurement used to
sense the primary becomes more “noisy” due to cochannel interference, which may lead to secondary
transmissions that cause harmful interference to the primary users. In such a model, the challenge is to
characterize the primary transmitters using a collection of measurements taken by secondary nodes, and
in the process also take into account the sensing error. In an infrastructureless network environment, it
is highly desirable to have an approach to sense the primary transmitters in a distributed and iterative
fashion, rather than having a computationally intensive centralized solution. Once the primary transmitters
have been identiﬁed, the allowable transmit power or the MIFTP of the secondary nodes needs to be
determined. Again, it is possible to pose this problem in a centralized formulation, akin to the traditional
power control and power allocation schemes. But for decentralized applications, it is useful to ﬁnd3
the MIFTP in a distributed manner for the same reason mentioned above. In other words, a particular
secondary node, using all the information of the cochannel transmitters, should be able to estimate its
own MIFTP.
In this paper, we present a localization-based distributed approach to spatial sensing of the primary
transmitters using SS measurements taken synchronously by secondary nodes. In our OSA model, a
primary transmitter is characterized by its location and transmit power. Given a set of measurements,
the ﬁrst task is to identify the total number of cochannel primary transmitters and perform measurement
clustering, so that the clustered secondary nodes can form groups and estimate the parameters of the pri-
mary transmitter in their vicinity, ignoring the effect of cochannel interference temporarily. Subsequently,
the clustered groups can share the estimated parameters of the transmitters located in their vicinity
with other groups to improve the initial estimates. This results in a distributed and iterative method to
mitigate the effect of cochannel interference in spatial sensing. We show that spatial spectrum holes can
be identiﬁed accurately provided that locally sensed information about cochannel transmitters is shared
among the secondary nodes. In particular, we propose the maintenance of a distributed database, called
the T-map, containing cochannel transmitter information including location, power, error estimates, and
other information. Once all the parameters of the transmitters are estimated, a method using the T-map
is proposed to determined the approximate MIFTP that can be allocated to a particular secondary node
without causing harmful interference to the existing cochannel primary nodes.
The remainder of the paper is organized as follows. Section II, describes the OSA model in detail.
Section III presents a collaborative and distributed localization-based spatial spectrum sensing scheme to
mitigate cochannel interference. An approximation for the MIFTP in the presence of multiple transmitters
is obtained in Section IV. Section V, presents some numerical results to validate the feasibility and
performance of our proposed approach. Finally, the paper is concluded in Section VI.
II. COLLABORATIVE SPECTRUM SHARING MODEL
Consider a group of CRs deployed in the coverage area of a licensed network consisting of multiple
primary transmitters operating on a given channel °i 2 ¡, where ¡ denotes the set of channels under
consideration. We propose a collaborative OSA scheme that identiﬁes the spatial regions where the CRs4
can reuse the channel °i, without causing harmful interference to the primary receivers and to each other.
In the literature, this is referred to as spectrum hole discovery. No direct communication between the
primary and CR nodes is possible, but CRs can communicate with each other for robust spectrum sensing.
Without loss of generality, we assume the existence of a common control channel that can be used by
the CRs to exchange control information.
A. SS-based observation model
We assume that all transmissions are omnidirectional and the propagation model is homogeneous, with
lognormal shadowing. The received SS at node i due to node j is denoted by
Rij = sj ¡ g(dij) + Wij [dBm]; (1)
where sj is the transmit power of node j, g(dij) is the path loss between two nodes separated by dij, and
Wij » N(0;¾2
W). Assume that g(d) is continuous, monotonically increasing and invertible. In general,
g(¢) is also a function of path loss factor, antenna heights, antenna polarization, carrier frequency, terrain
details etc., but for simplicity we assume that these other parameters can be estimated separately. Since
multipath fast fading occurs on a much smaller time scale than shadowing, it is fair to assume that the
fast fading can be practically eliminated by employing averaging (see [17], [24]). The net SS received
at node i due to a set of cochannel transmitters J in dBm is given by
Ri = 10log10
0
@
X
j2J
10
Rij
10
1
A; (2)
B. Deﬁnition of MIFTP
Denote the set of the cochannel primary transmitters and the secondary nodes by P and A, respectively.
Each node a 2 P [ A has an associated location (xa;ya) and transmit power sa. The primary receivers
are referred to as victim nodes, since they can potentially be disrupted by secondary transmissions. The
coverage distance of primary transmitter p 2 P is given by
dcov(p) = g¡1 ¡
sp ¡ rmin + ¾WQ¡1(1 ¡ "cov)
¢
; (3)
where sp is the transmit power of p, "cov is a predeﬁned upper limit on the outage probability of an
intended receiver located inside the coverage area of p, rmin is the detection threshold of primary receivers5
(i.e., victims), g¡1(¢) denotes the inverse of g(¢) and Q(x) , 1 p
2¼
R 1
x e¡
t2
2 dt denotes the standard Q-
function (cf. [23]).
We deﬁne the coverage region of p 2 P as the closed ball or disk centered at p with radius dcov(p),
denoted by Bcov(p). The coverage region corresponds to the geographical area in which the received
signal from p is sufﬁciently strong to satisfy a certain quality-of-service (QoS) requirement. Nodes
residing within the coverage region are potential victim nodes, since they may be receiving transmissions
from node p and may experience interference from cochannel secondary transmitters. Nodes outside
the coverage region will be oblivious to interference caused by secondary transmissions. Similarly, all
secondary nodes detecting the signal of a particular primary transmitter p, must be located within the
detection radius ddet(p), deﬁned as
ddet(p) = g¡1(sp ¡ ra + ¾WQ¡1(1 ¡ "cov)); (4)
where ra is the detection threshold of the secondary nodes.
Consider a set of existing cochannel secondary transmitters AT ½ A and a secondary node b 2 AnAT
that is considering to reuse the same channel. Deﬁne A0 , AT [ fbg. Denote by Iv, the aggregate
interference power received at a victim node v due to the transmissions of nodes in A0. We ignore
the effect of interference caused by cochannel primary transmitters. Typically, this would be taken into
account in the design of the primary network. If this is not the case, we can simply treat the primary
cochannel transmitters as secondary transmitters for the purpose of interference analysis. The interference
probability with respect to v is deﬁned as the probability that Iv exceeds a predeﬁned threshold imax:
Pint (A0;v) , PrfIv ¸ imaxg; (5)
when each node a 2 A0 is transmitting with power sa. This threshold can be set to satisfy the interference
tolerance policy of the primary system.
The objective of the proposed OSA scheme is to quantify the maximum interference-free transmit
power (MIFTP) that can be allocated to secondary node b. The MIFTP for node b is deﬁned as the
maximum power that can be allocated to b such that the interference probability with respect to any
potential victim node within the coverage distance of a transmitter p 2 P does not exceed a threshold
"int > 0, 8p 2 P. More formally, the MIFTP for node b with respect to a single transmitter p can be6
deﬁned as follows (cf. [23]):
s¤
b(p) = supfsb : Pint(A0;sb;x;y) · "int;8(x;y) 2 Bcov(p)g (6)
where the notation Pint(A0;sb;x;y) is meant to emphasize that the interference probability is a function
of node b’s transmit power sb and the location (x;y) of a potential victim node v. The MIFTP of node b
in the presence of the set of cochannel primary transmitters P is then given by s¤
b , minp2P s¤
b(p).
C. T-map
In a network consisting of multiple cochannel transmitters, the parameter of interest is £ , fµp;8p 2 P [ ATg,
with µp , (xp;yp;sp), where sp is the transmit power of node p, located at (xp;yp). It is clear from (6)
that in order to compute the MIFTP, it is necessary to estimate £. The presence of cochannel interference
increases the error in estimating £, which can be mitigated if the secondary nodes share their estimates
with other more distant secondary nodes (see Section III). Therefore, we propose the maintenance of a
distributed database, called the T-map, containing relevant information about all cochannel transmitters.
In [23], it was shown that given a set of SS measurements, the maximum likelihood (ML) estimator
is optimal in the mean-squared-error (MSE) sense and optimality is achieved as the observation noise
becomes vanishingly small. The ML estimate (MLE) of the Cramer-Rao Bound (CRB) was found to
provide an accurate approximation for the estimation error. Hence, we propose that the T-map store the
MLEs of each transmitter’s parameters and the associated CRBs:
T ,
n³
^ µp; ^ J
¡1
µp
´
;8p 2 P
o
[ fµa;8a 2 ATg; (7)
where ^ µp is the MLE1 of µp and ^ J
¡1
µp is the MLE of the associated CRB.
In general, the true parameters of some nodes in AT may not be known. In this case, we treat
these particular secondary transmitters as primary transmitters and estimate their corresponding unknown
parameters. For a given frequency channel °i and time tj, the T-map T i;j characterizes the spatial
region where secondary transmissions can be allowed. For a static set of primary transmitters, the T-map
maintained by a secondary node should converge after a certain time period. In a dynamic scenario, the
T-map should track changes that take place in the spectrum occupancy proﬁle over time.
1Throughout this paper, all estimates indicated by ˆ represent MLEs.7
III. COLLABORATIVE SENSING SCHEME
To estimate the MIFTP, the secondary nodes must ﬁrst update the T-map from their received SS
measurements. This SS observation set is denoted by O , f(Ra;La) : a 2 Ag, where Ra is the net
SS received due to all cochannel transmitters at the secondary node a, located at La , (xa ya). In
the proposed scheme, SS measurements are shared locally among neighboring nodes and localization
estimates are shared globally via the T-map construct. Through collaborative information sharing, the T-
map is maintained in a distributed fashion by means of networking protocols. Cochannel interference due
to the primary transmitters introduces error in the SS measurements. For example, to localize node p,
instead of fRap : a 2 Ag only fRa : a 2 Ag can be observed, resulting in higher estimation error.
This effect can be mitigated by sharing the estimates of the interfering primary transmitters among
the secondary nodes via the T-map and by accounting for the associated cochannel interference. In the
remainder of this section, we consider the case M = 2. Generalization of the approach to arbitrary M
is straightforward.
A. With no information
Given a set of independent local observations O1 , f(Ra;La) : a 2 A1 ½ Ag in the vicinity of
a primary transmitter, say p1 2 P, the MLE of the parameter µ1 , [xp1 yp1 sp1]T can be found. In
the absence of any information about other cochannel transmitters, the log-likelihood function has the
following form [23]:
F1A(µ1) ,
X
a2A1
lnfRajµ1; (8)
where Rajµ1 » N(sp1 ¡ g(dap1);¾2
W). The MLE is found by solving the optimization problem ^ µ1A =
arg max
µ1
F1A(µ1).
B. With true information
If the true parameter µ2 , [xp2 yp2 sp2]T, of another cochannel transmitter p2, is known, the observa-
tions in O1 can be modeled as
Ra = 10log10
³
10
Rap1
10 + 10
Rap2
10
´
= ·¡1 ln
¡
e·Rap1 + e·Rap2
¢
;8
where · , ln10
10 . Approximating the sum of independent lognormal random variables by another lognor-
mal [25], yields Rajµ1;µ2 » N(
¹Ba
· ;
¾2
Ba
·2 ), where
¹Ba , ln(k1) ¡
¾2
Ba
2
; ¾2
Ba , ln
µ
1 +
k2
2
k2
1
¶
; (9)
k1 , e
·2¾2
W
2 (e·uap1 + e·uap2); k2
2 , e·2¾2
W
³
e·2¾2
W ¡ 1
´¡
e2·uap1 + e2·uap2
¢
; (10)
and uij , sj¡g(dij). Note that uap2 is known and µ1 is the only unknown. The log-likelihood function is
F1B(µ1) ,
P
a2A1 lnfRajµ1;µ2, and the ML solution is given by ^ µ1B(µ1) = arg max
µ1
F1B(µ1). We have
observed (see Fig. 1) that in the region of practical interest, uapi 2 [¡150;100] dBm, ¾Ba . ·¾W;8a,
where x1 . x2 means that x1 is upper bounded by x2 which is not too far from x1. If the observations
Ra are scaled as e Ra = ·Ra, this approximation can be used to obtain an equivalent but simpler objective
function compared to F1B(µ1). In this case, we have ^ µ1B = arg max
µ1
e F1B(µ1), where
e F1B(µ1) ,
X
a2A1
lnfe Rajµ1;µ2; (11)
and e Rajµ1;µ2 » N
³
ln
³P
i=1;2 e·uapi
´
;·2¾2
W
´
.
C. With estimated information
In many cases, only the estimated information about other cochannel transmitters is available, via the
distributed maintenance of the T-map. Assume that the ML estimated parameters (^ µ2; ^ J
¡1
µ2 ) of transmitter
p2 are known. Note that here ^ µ2 is found by solving the likelihood function F2A corresponding to
p2 (similar to F1A), i.e., ^ µ2 ´ ^ µ2A and ^ J
¡1
µ2 ´ ^ J
¡1
µ2A. Instead of uap2, we can obtain ^ uap2, where
^ uap2 , ^ Sp2 ¡ g( ^ Dap2) denotes the MLE of uap2 and ^ µ2 = [ ^ Xp2 ^ Yp2 ^ Sp2]T denotes the MLE of µ2, via
the invariance principle (cf. [26, p. 217]), which states that the MLE of a function q(¢) of © is given by
q(^ ©), where ^ © denotes the MLE of ©. Since the MLE of the CRB approaches the estimation error as
¾W ! 0 [27], we propose the following model for Rap2:
Rap2 = uap2 + Wap2 = ^ uap2 + W2a + Wap2;
where W2a » N(0; ^ ¾2
2a) with ^ ¾2
2a , ^ H
T
a ^ J
¡1
µ2 ^ Ha. Again, ^ Ha is the MLE of Ha where
Ha ,
·
@uap2
@xp2
;
@uap2
@yp2
;
@uap2
@sp2
¸T
= [¡_ g(dap2)cosÁap2;¡_ g(dap2)sinÁap2;1]
T ; (12)9
and _ g(d) ,
@g(d)
@d . Hence, Rap2j^ µ2 » N(^ uap2; ^ ¾2
2a + ¾2
W) and Rajµ1; ^ µ2 » N(
¹Ca
· ;
¾2
Ca
·2 ), where
¹Ca , ln(k3) ¡
¾2
Ca
2
; ¾2
Ca , ln
µ
1 +
k2
4
k2
3
¶
; k3 , e
·2¾2
W
2
µ
e·uap1 + e·^ uap2+
·2^ ¾2
2a
2
¶
;
k2
4 ,
³
e·2¾2
W ¡ 1
´
e2·uap1+·2¾2
W +
³
e·2^ ¾2
2a+·2¾2
W ¡ 1
´
e2·^ uap2+·2^ ¾2
2a+·2¾2
W:
The corresponding log-likelihood function is F1C(µ1) ,
P
a2A1 lnfRajµ1;^ µ2, and the ML solution is
given by ^ µ1C = arg max
µ1
F1C(µ1). Similar to Section III-B, to simplify the objective function we can
use the scaled observations to solve ^ µ1C = arg max
µ1
e F1C(µ1), where
e F1C(µ1) ,
X
a2A1
lnfe Rajµ1;^ µ2; (13)
and e Rajµ1; ^ µ2 » N
µ
ln
µ
e·uap1 + e·^ uap2+
·2^ ¾2
2a
2
¶
;·2¾2
W
¶
: Note that ^ µ1C ! ^ µ1B, as ¾2a ! 0;8a. Our
hypothesis is that ^ µ1B and ^ µ1C are better estimators than ^ µ1A in terms of mitigating the error induced
by cochannel interference. The effectiveness of this proposed collaborative sensing strategy is studied
numerically in Section V. The CRBs corresponding to ^ µ1B and ^ µ1C for arbitrary M are derived in [28].
D. Measurement clustering and collaborative sensing
When multiple cochannel transmitters are present, accurate localization depends on using an appropriate
set of SS measurements. More precisely, as stated in Section III, the measurements should be shared
locally among neighboring CRs. For locating a particular transmitter, the most useful measurements are
received by nodes residing in its vicinity. This is because the effect of cochannel interference on these
measurements is expected to be small. On the other hand, the worst measurements are the ones which
have equal contribution of received power from multiple transmitters. Since it is difﬁcult to resolve the
power contribution from each transmitter, a large error in localization can be incurred in this case. So,
it is important to collect measurements that have the strongest contribution from a particular transmitter.
This is equivalent to assigning each measurement to the transmitter closest to it. Therefore, to minimize
the effect of cochannel interference, all the measurements should be clustered appropriately, where each
measurement cluster represents the subset of measurements to be used in the localization of a particular
transmitter.
In [29], two schemes for measurement clustering, one based on minimum description length (cf. [30])
and the other based on minimum mean square error, are proposed. Both schemes produce an estimate, ^ M,10
of the number of cochannel transmitters, together with an associated set of initial parameter estimates,
f^ µig
^ M
i=1, which is most likely to have generated the given set of measurements. The measurements are
then assigned to the nearest estimated transmitter from f^ µig
^ M
i=1.
Once the initial estimates are found via measurement clustering, the effect of cochannel interference
can be mitigated using the approach discussed in Section III-C. In particular, note that ^ µ1C is a better
estimator than ^ µ1A (in terms of MSE), since it uses the information of ^ µ2, (cf. [28]). Symbolically, we
denote this by ^ µ1A
^ µ2 ! ^ µ1C. The corresponding compensation for ^ µ2 is given by ^ µ2
^ µ1C ! ^ µ2C, where ^ µ2C
denotes the modiﬁed estimator of ^ µ2 incorporating the knowledge of ^ µ1C. We can continue the procedure
as ^ µ1C
^ µ2C ! ^ µ
0
1C, then ^ µ2C
^ µ
0
1C ! ^ µ
0
2C, and so on. Therefore, a simple convergence criterion is needed to halt
the recursive procedure, which justiﬁes the tradeoff between accuracy improvement and computational
load. For example, the rule may simply be to stop when the difference between successive iterations is
sufﬁciently small.
IV. MAXIMUM INTERFERENCE-FREE TRANSMIT POWER
Consider the problem of calculating the MIFTP for the secondary node b 2 A n AT (see (6)). In this
section, we ﬁrst formulate an approach to compute the true MIFTP and then discuss a practical method
for obtaining an approximation to the MIFTP.
A. True MIFTP calculation
An expression of the interference probability is given as follows (see Appendix B for a proof).
Proposition 1: The interference probability at victim node v due to nodes in A0 is given by
Pint(A0;sb;v) = Q
µ
·imax ¡ ¹
¾
¶
; (14)
where
¹ ,
·2¾2
W
2
¡
¾2
2
+ h; ¾2 , ln
µ
1 +
k2
6
k2
5
¶
; h , ln
Ã
e·sb(p)
e·g(dvb) +
P
a2AT
e·sa
e·g(dva)
!
; (15)
k5 , e
·2¾2
W
2 +h; k2
6 , e·2¾2
W
³
e·2¾2
W ¡ 1
´Ã
L2
b +
X
a2AT
L2
a
!
: (16)
The interference probability at victim v depends on three quantities: (i) the interference tolerance
threshold, imax, (ii) the variance of the shadowing noise, ¾2
W, and (iii) the aggregate interference power,
h, received at v. The following lemma provides a method for computing the MIFTP.11
Lemma 1: For a secondary node b such that (xb;yb) 62 Bcov(p) the MIFTP with respect to primary
transmitter p 2 P is given by
s¤
b(p) = min
(x;y)2Bcov(p)
s¤
b(p;x;y); (17)
where
s¤
b(p;x;y) , maxfsb : Pint(A0;sb;x;y) · "intg: (18)
The complexity of the optimization problem suggested by Lemma 1 can be reduced by restricting the
minimization problem to the boundary of the coverage region Bcov(p) as stated in the next proposition
(see Appendix C for a proof).
Proposition 2: Given a set of secondary cochannel transmitters with parameters fµag = f(xa;ya;sa)g,
all located outside the coverage region Bcov(p), the maximum interference due to path loss alone is
achieved on the boundary @B(p), i.e., the circle centered at p with radius dcov(p).
Combining Lemma 1 and Proposition 2 simpliﬁes the computation of MIFTP (see Appendix D for a
proof).
Corollary 1:
s¤
b(p) = min
(x;y)2@Bcov(p)
s¤
b(p;x;y) = min
Ã2[0;2¼)
s¤
b(p;xp(Ã);yp(Ã)) (19)
with s¤
b(p;x;y) deﬁned in (18), and
xp(Ã) , xp + dcov(p)cosÃ; yp(Ã) , yp + dcov(p)sinÃ: (20)
The true MIFTP as deﬁned in Lemma 1 or Corollary 1 cannot be calculated directly, since the T-map
provides only f^ µp; ^ J
¡1
µp : p 2 Pg and fµa : a 2 ATg. Therefore, we develop an approximation to the
MIFTP of b with respect to p 2 P by ﬁrst estimating the critical distance, ^ D¤
b(p) to detect the presence
of a spectrum hole. Then, an estimate, ^ s¤
b(p), for the MIFTP is obtained by considering potential victim
nodes lying on the circle @Bcov(p).
B. Critical distance estimate, ^ D¤
b(p), and spectrum hole detection
For a particular p 2 P, the critical distance estimate with respect to node b is given by
^ Db(p) , ^ Dpb ¡ ^ Dcov(p)
(3)
=
q
( ^ Xp ¡ xb)2 + (^ Yp ¡ yb)2 ¡ g¡1(^ Sp ¡ rmin + ¾WQ¡1(1 ¡ "cov));12
where ^ Dpb and ^ Dcov(p) denote the MLEs of dpb and dcov(p), respectively. In the asymptotic regime
¾W ! 0,
Ep , ^ Db(p) ¡ db(p) = ^ Dpb ¡ dpb ¡ ( ^ Dcov(p) ¡ dcov(p))
can be modeled as Ep » N(0; ^ J¡1
pb ), where ^ J¡1
pb denotes the MLE of the CRB corresponding to the error
in estimating ^ Db(p), [27, Proposition 6]. Suppose Ep = r and ^ Db(p) = r0. If jrj ¸ r0 > 0, then in the
worst case, node b lies within dcov(p) of primary transmitter p. In this scenario, node b must not transmit,
i.e., s¤
b = ¡1, to avoid potentially harmful interference to the victim nodes. If 0 < jrj < r0, then b
can transmit, i.e., s¤
b 6= ¡1. Since we do not know r, we can only ensure that for the given realization
^ Db(p) = r0 > 0, the event fjEpj < r0g occurs with high probability. In particular, for s¤
b 6= ¡1 and
" 2 (0;1), we require r0 > ^ R¤ > 0, where
R¤ , minfR : Pr(jEpj < R) ¸ "g =
q
^ J¡1
pb ¢ Q¡1
µ
1 ¡ "
2
¶
:
For example, for " = 0:9973, ^ R¤ ¼ 3
q
^ J¡1
pb . Deﬁne the set D ,
n
p 2 P : ^ Db(p) · ^ R¤
o
. Whenever,
D = ;, a spectrum hole with respect to b is detected, and the approximate MIFTP, ^ s¤
b should be computed.
C. Interference probability and MIFTP approximation
An upper bound on Pint(A0;v) is given by the following proposition. See Appendix E for a proof.
Proposition 3: The interference probability Pint(A0;v) at a particular victim v located at (xv;yv) can
be upper bounded by Q(°), where ° ,
·imax¡
·2¾2
W
2 +
¾2
2 ¡h
·¾W .
Deﬁne F(°) , ^ ¡ ¡ °, where ^ ¡ denotes the MLE of °. Note that ° is a function of µp. Under
some regularity conditions [26, p. 229], the CRBs of µp and ° are related as J¡1
° = HT
0 J¡1
µp H0, where
H0 ,
h
@°
@xp
@°
@yp
@°
@sp
iT
and is evaluated in [28]. In [23], we provide a closed-form expression of J¡1
µp and
show that it is achievable as ¾W ! 0. It can be shown that if J¡1
µp is achievable asymptotically as ¾W ! 0,
then so is J¡1
° , (cf. [27, Proposition 4]). This means that in the asymptotic regime F(°) » N(0;J¡1
° ).
Suppose for a particular realization F(°) = x and ^ ¡ = ^ °. Then, the upper bound on the interference
probability conditioned on F(°) = x is given by Q(^ ° ¡ x). Using the total probability theorem
Z 1
¡1
Q(^ ° ¡ x)N(0;J¡1
° )dx = Q
0
@ ^ °
q
1 + J¡1
°
1
A ·
1
2
e
¡
^ °2
2(1+J¡1
° ) , w(sb;x;y); (21)13
where the ﬁrst equality is obtained using a result in [31, p. 102] and the upper bound is valid for ^ ° ¸ 0.
We propose to approximate the MIFTP in terms of this upper bound2 w on the interference probability
averaged over all possible estimation errors. Since J¡1
° is unknown, using the invariance principle we
replace it by its MLE, ^ J¡1
° , and denote the expression corresponding to (21) by ^ w(sb;x;y). In a manner
analogous to Corollary 1, an approximation to the MIFTP can be computed as follows:
^ s¤
b(p) , min
Ã2[0;2¼)
^ s¤
b(p; ^ Xp(Ã); ^ Yp(Ã)); (22)
where
^ Xp(Ã) , ^ Xp + ^ Dcov(p)cosÃ; ^ Yp(Ã) , ^ Yp + ^ Dcov(p)sinÃ; (23)
^ s¤
b(p;x;y) , maxfsb : ^ w(sb;x;y) · "intg: (24)
A computationally simpler approximation to MIFTP can be obtained by assuming that the worst-case
victim, say v¤, lies at the intersection of the circle @Bcov(p) and the straight line connecting (xb;yb) and
( ^ Xp; ^ Yp).
^ s¤
b(p) = maxfsb : ^ w(sb;xv¤;yv¤) · "intg: (25)
This is an one-dimensional search problem which is computationally less demanding than the two-step
optimization problem given by (22) and (24). Numerical results presented in Section V suggest that this
approximation is sufﬁciently accurate for practical scenarios.
We remark that localization accuracy is incorporated into above MIFTP approximations via the CRB
term, J¡1
° . In particular, as the estimation error increases, the MIFTP becomes more conservative, ensuring
that the interference tolerance threshold, imax is met, but also making the OSA scheme less efﬁcient. This
property of being conservative is important since secondary transmissions should do no harm to the
primary system.
V. NUMERICAL RESULTS
For the numerical results presented in this section, we choose system parameter values that reﬂect
the application of OSA to digital TV broadcast bands. The SS measurements are generated using the
2If, for any realization ^ ° < 0, we can use Q
µ
^ ° q
1+J¡1
°
¶
to compute the MIFTP.14
generic path loss function g(d) = 10²log10(d), where d is distance and ² is the path loss exponent. Unless
otherwise speciﬁed, all simulations are performed with the following parameter values: detection threshold
for victims rmin = ¡85 dBm, detection threshold for secondary nodes ra = ¡90 dBm, interference
tolerance threshold imax = ¡100 dBm, outage probability upper limit "cov = 0:01, allowable interference
probability upper limit to victims "int = 0:01, shadowing standard deviation ¾W = 8 dB and path loss
exponent ² = 4. For a particular primary transmitter p and for each simulation trial, we randomly place
N secondary nodes, with uniform distribution inside the coverage region Bcov(p). These nodes perform
localization of p by evaluating the MLEs (^ µp; ^ J
¡1
µp ) (cf. [27]). Each result is averaged over K trials and
shown with the associated 95% conﬁdence interval, which arises due to randomness in the localizing
node positions, as well as the shadowing noise.
A. Mitigation of cochannel interference
Consider two cochannel primary transmitters p1 and p2 parameterized by (8;0;80) and (0;0;80),
respectively, where the ﬁrst two numbers of the 3-tuple indicate location and the last number indicates
transmit power with units of [km;km;dBm]. For these parameter values, dcov(p1) = dcov(p2) = 4:6 km
and ddet(p1) = ddet(p2) = 6:1 km, (cf. (3) and (4)). Each measurement is generated by averaging
over 100 raw measurements to reduce the effect of shadowing noise. We are interested in estimating
µ1 = [xp1 yp1 sp1]T. To evaluate the performance of our proposed scheme, we ﬁnd the ML solutions of the
likelihood functions F1A, e F1B and e F1C corresponding to (8), (11) and (13), respectively. As a performance
measure, we calculate the mean missed distance (m), E1 , 1
K
PK
i=1
q
( ^ Xp1(i) ¡ xp1)2 + (^ Yp1(i) ¡ yp1)2,
over K = 1000 independent trials. In Fig. 2, we plot E1 as a function of the number of measurements.
The bottom three curves correspond to measurements taken by secondary nodes located uniformly inside
the circle with radius ddet(p1) centered at p1. We observe that although the difference between Cases B
and C is negligible, both cases show some improvement (¸ 50 m) over Case A. The top three curves
correspond to the worst-case scenario where the measurements are taken by secondary nodes located only
at the intersection of the detection regions ddet(p1) and ddet(p2). A signiﬁcant accuracy improvement is
seen in Cases B and C (¸ 335 m), more so in B than in C, over Case A. The improvement for the
worst-case scenario is much greater because the proposed compensation becomes more prominent when15
both transmitters contribute approximately equally to the measurements.
B. MIFTP vs. distance, dbp
Now consider the following conﬁguration of cochannel transmitters: µp = (0;0;80), µa1 = (20;20;40)
and µa2 = (¡20;20;40). We vary the position, (0;yb) [km,km], of the test node b, where yb ranges from
20 to 100 in increments of 10. The MIFTP of node b is computed according to the approach presented
in Section IV. The angle Ã in (22) and (19) is discretized in increments of ¢Ã = ¼
18 [rad]. Then the
true MIFTP is computed according to (19). To approximate the MIFTP, D is computed for each trial. If
D = 1, then the MIFTP estimate is set to -174 dBm (which is the thermal noise ﬂoor at 1 Hz bandwidth
at room temperature), otherwise, the estimated MIFTP is computed using (25). Note computation of
the true MIFTP requires the solution of NT = 1 + 2¼
¢Ã one-dimensional optimization problems in (19),
whereas for the proposed approximation approach given in (25) requires only one.
In Fig. 4, we plot the true and estimated MIFTP as a function of the distance dbp. As expected,
the estimated MIFTP increases with distance, but is always smaller than the true MIFTP. Although for
N = 4 the estimation is extremely conservative, a considerable improvement is seen when N = 6. Using
more measurements is only useful for distances smaller than 50 km. On average, the estimated values
are smaller than the true value by 5:35 dB, when N = 6 for all distances. We also plot the average
interference probability (cf. (19)) perceived by victim nodes in Bcov(p) when node b transmits at ^ s¤
b(p)
for dbp = 20 km and N = 6. As shown in Fig. 5, the interference probability surface is always less than
the speciﬁed upper bound "int = 0:01. The same has been observed for the values of dbp as well. Thus,
the proposed MIFTP approximation can be safely be used for opportunistic spatial spectrum access.
To study the effect of multiple primary transmitters, we consider the existence of another primary
transmitter, p0, in addition to p on the same channel and time, with µp0 = (0;120;80). Since the
two transmitters are very far apart (120 km), we can ignore the effect of cochannel interference on
localization. The true and approximate MIFTPs are calculated as s¤
b = minfs¤
b(p);s¤
b(p0)g and ^ s¤
b =
minf^ s¤
b(p); ^ s¤
b(p0)g, respectively. Fig. 6 shows the variation of MIFTP as a function of distance. As
node b moves away from transmitter p its MIFTP increases up to a certain level, then it decreases as it
approaches transmitter p0.16
C. MIFTP vs. shadowing noise, ¾W and interference probability threshold, "int
We set dbt = 40 km and in Fig. 7 plot the estimated MIFTP as a function of the shadowing noise
standard deviation, ¾W. As anticipated, the MIFTP decreases with increasing noise. This is because as the
noise power increases, the localization error and the associated CRB increases, which in turn makes the
MIFTP more conservative. For N = 4 the estimated values are very loose, but it can be made reasonably
tight using N = 6 for any ¾W · 9 dB. Note that the decrease in true MIFTP is linear for all ¾W, but for
the estimated MIFTP it is approximately linear only for ¾W · 9 dB. For the extreme case of ¾W > 9 dB,
the estimated MIFTP is very loose and increasing N helps very little. In Fig. 8, we set ¾W = 8 dB and
vary "int. We notice that as expected, the MIFTP becomes more conservative as the imposed interference
constraint becomes tighter (lower "int). For N ¸ 6, on average the estimated MIFTP is within 2:7 dB of
the true value.
D. T-map and spectrum hole harvesting
Consider the node conﬁguration of Fig. 4. For this case Fig. 9 shows a pictorial illustration of the
T-map for a particular channel. In this example, the estimated parameters ^ µt of primary transmitters t
and are available, while the true parameters µa1 and µa2 of existing secondary transmitters a1 and a2 are
also known. All these parameters along with the appropriate CRB estimates are contained in the T-map
and are propagated throughout the secondary network via a collaborative network protocol.
The circles around t, a1 and a2 represent their respective (estimated or true) coverage regions. The
circle centered at t represents Ct, inside which potential victim nodes reside. Given the information
contained in the T-map, by computing D (see Section IV-B) node b can detect whether it is located
inside a spectrum hole. If D = 0, node b can compute its MIFTP using the approximation presented in
Section IV-C. The circle centered at node b represents its coverage area when it transmits at its MIFTP
estimate ^ s¤
b(t). As node b moves away from t the size of its perceived spectrum hole increases, which
it can ﬁll up by transmitting at higher transmit powers speciﬁed by its MIFTP. Hence, the information
contained in the T-map characterizes the location and size of the available spectrum holes in the spatial
domain.17
VI. CONCLUSION
We presented a collaborative OSA scheme whereby multiple primary and secondary transmitters can
co-exist in an interference-free condition. We proposed a scheme of distributed sensing of the primary
transmitters via the notion of a T-map, a distributed databased containing location, power, and error
estimates of cochannel nodes. The MDL (Maximum Description Length) criterion is employed to identify
the total number of cochannel transmitters in the network, and once this is determined, measurements
closest to a particular transmitter are clustered together. Based on these clustered measurements, secondary
nodes estimate the power and location of primary transmitters that are located in their vicinity. The effect
of cochannel interference in localization is initially ignored and is later taken into account when global
information about other cochannel transmitters becomes available via the T-map. Our approach to spatial
OSA can be summarized symbolically as:
O
MDL ¡!
clustering
f^ µtg
^ M
t=1
collaborative ¡!
sensing
n³
^ µ
0
t; ^ Jµ
0
t
´o ^ M
t=1
fµag
¡! T
D=; ¡! ^ s¤
b: (26)
The proposed MIFTP estimation technique provides an approximate upper bound on the transmit power
of a secondary transmitter. The construction, sharing, and updating of the T-map throughout the network
is an integral part of our approach, because in addition to quantifying the spectrum holes, the use of
collaboration makes the scheme adaptive and robust. In ongoing work, we are studying the parameters
that the T-map requires to successfully characterize the spectrum holes in dynamic scenarios, as well as
the associated networking issues.
APPENDIX
A. CRB of ^ µ1B and ^ µ1C
Suppose there are M cochannel primary transmitters. The scaled observations conditioned on all the
parameters can be modeled as (cf. Section III-B)
e Rajfµig
M
i=1 » N
Ã
ln
Ã
M X
i=1
e·uapi
!
;·2¾2
W
!
: (27)
Given the set of independent observations e O1 ,
n
(e Ra;La) : a 2 A1
o
and known parameters fµig
M
i=2,
we are interested in calculating the CRB, J¡1
µ1B, corresponding to estimator ^ µ1B. The Fisher Information18
matrix (FIM) is given by
Jµ1B ´ Jµ1jfµig
M
i=2 = Efµig
M
i=1
"µ
@l(µ1)
@µ1
¶µ
@l(µ1)
@µ1
¶T#
; (28)
where Efµig
M
i=1[¢] denotes conditional expectation with respect to fµig
M
i=1. l(µ1) represents the log-
likelihood function, which can be written as
l(µ1) =
X
a2A1
lnfe Rajfµig
M
i=1(e Ra); (29)
where fe Rajfµig
M
i=1(¢) denotes the probability density function of e Rajfµig
M
i=1. Using (27)-(29), it is simple
to verify that Jµ1B = 1
¾2
W
P
a2A1 kaGaGT
a, where
Ga ,
·
_ g(dap1)cosÁap1 _ g(dap1)sinÁap1 ¡1
¸T
; ka ,
e·uap1
PM
i=1 e·uapi
· 1: (30)
For the case of ^ µ1C, the scaled observations can be modeled as (cf. Section III-C)
e Rajµ1;f^ µigM
i=2 » N
Ã
ln
Ã
M X
i=1
e·uapi+
·2^ ¾2
ia
2
!
;·2¾2
W
!
; (31)
where ^ ¾2
ia , ^ Ga^ J
¡1
µi ^ G
T
a with ^ ¾2
1a , 0. Recall that in our notation ^ A denotes the MLE of A. As before,
we have Jµ1C = 1
¾2
W
P
a2A1 maGaGT
a, where
ma ,
e·uap1
PM
i=1 e·uapi+
·2^ ¾2
ia
2
· ka · 1: (32)
If no information is available about the multiple cochannel transmitters (cf. Section III-A), then the net
SS can be assumed to result from a single virtual transmitter. Interestingly, the FIM corresponding to
the virtual transmitter V ´ p1 is given by JµV = 1
¾2
W
P
a2A1 GaGT
a. It is easy to show that J¡1
µ1C ¸
J¡1
µ1B ¸ J¡1
µV , where Y ¸ Z should be interpreted to mean that Y ¡ Z is non-negative deﬁnite. Similar
to the single transmitter case, from (27) and (31) we conclude that the above CRBs will be achievable
asymptotically as ¾W ! 0.
B. Proof of Proposition 1
The interference caused to v located at (xv;yv) 2 Bcov(p) due to all secondary transmissions is given
by Iv = 10log10
³P
a2A0 10
Iva
10
´
, where Iva = sa ¡ g(dva) + Wva and Wva » N(0;¾2
W), 8a 2 A0.
Similar to Section III, given £, Iv can be modeled as Iv » N(
¹
·; ¾2
·2). So the interference probability
Pint(A0;sb;v) is given by
Pint(A0;sb;v) , Pr(Iv ¸ imax) = Q
µ
imax ¡
¹
·
¾
·
¶
(15)
= Q
Ã
·imax ¡
·2¾2
W
2 + ¾2
2 ¡ h
¾
!
: (33)19
C. Proof of Proposition 2
Suppose g(d) = 10²log10(d). Let Iv be the interference power at an arbitrary victim node v located
at (xp + r0 cosÃ;yp + r0 sinÃ) where r0 < dcov(p), (see Fig. 3a). There exists a particular victim node
~ v located at (xp + r0 cos ~ Ã;yp + r0 sin ~ Ã), such that Iv · I~ v. Choose (xp + r0 cos ~ Ã;yp + r0 sin ~ Ã) as
the new origin (see Fig. 3b), and denote the shortest straight line connecting this origin to @Bcov(p) as
l. Then the aggregate interference power (in absolute scale) at any point (r;0) on l is given by
Il =
X
a2AT
10
sa
10
[(~ xa ¡ r)2 + ~ y2
a]
²
2
; (34)
where (~ xa; ~ ya) is the location of secondary transmitter a with respect to the new origin. The value of Il
will monotonically increase with increasing r, since it points to the direction of the stronger interferers.
This is because, staying on l as we move towards the edge, we move towards the stronger interferers
and move away from the weaker ones, and as a result, the increase in interference due to the stronger
interferers will offset the decrease in interference due to the weaker interferers. Therefore, we can always
start at an arbitrary interior point of Bcov(p) and reach a point on its circumference where the interference
is greater. The conclusion continues to hold for different path loss functions g(d) that are monotonically
increasing.
D. Proof of Corollary 1
Consider an arbitrary victim node v located at (xp + rcosÃ;yp + rsinÃ) 2 Bcov(p), where (r;Ã) 2
(0;dcov(p)] £ [0;2¼) , F1 £ F2. Let iv(r;Ã;sb), parameterized in the 3-tuple (r;Ã;sb), denote the
aggregate interference power at v (in absolute scale) without any shadowing noise, W. We can upper
bound the interference probability as follows.
Pint(A0;sb;v) , Pr(Iv ¸ imax)
= Pr
³
iv(r;Ã;sb) ¢ 10
W
10 ¸ 10
imax
10
´
· Pr
0
@10
W
10 ¸
10
imax
10
max
(r;Ã)2F1£F2
iv(r;Ã;sb)
1
A
Prop.2
= Pr
Ã
10
W
10 ¸
10
imax
10
iv(dcov(p);Ã¤;sb)
!
; (35)20
for a particular Ã¤. Since (35) is an upper bound on Pint(A0;sb;v), for MIFTP computation, we can ﬁx
r = dcov(p) and it is sufﬁcient to restrict the search to Ã 2 [0;2¼).
E. Proof of Proposition 3
From the deﬁnition of h in (15) we have
e2h = L2
b + L2
T + 2LbLT > L2
b + L2
T
, e·2¾2
W ¡ 1 > e¡2h
³
e·2¾2
W ¡ 1
´¡
L2
b + L2
T
¢ (16)
=
k2
6
k2
5
, ·2¾2
W > ln
µ
1 +
k2
6
k2
5
¶
(15)
= ¾2: (36)
Consider the interference probability:
Pint(A0;sb;v)
(14)
= Q
Ã
·imax ¡
·2¾2
W
2 + ¾2
2 ¡ h
¾
!
(36)
· Q
Ã
·imax ¡
·2¾2
W
2 + ¾2
2 ¡ h
·¾W
!
= Q(°): (37)
F. Value of H0
Deﬁne the following terms:
c1 ,
¡
·¾W(k2
5 + k2
6)
¢¡1 ; c2 , e·2¾2
W
³
e·2¾2
W ¡ 1
´
; c3 ,
¡
k2
5 + 2k2
6
¢
e¡h: (38)
It can be veriﬁed that H0 = ¡·c1
¡
(c2Lb ¡ c3)Hb +
P
a2AT (c2La ¡ c3)Ha
¢
, where
Hb , Lb_ g(dvb)
2
6 6
6 6 6
4
cosÁvb
sinÁvb
¡ _ dcov(p)
3
7 7
7 7 7
5
; Ha , La_ g(dva)
2
6 6
6 6 6
4
cosÁva ¡
dcov(p)
dbp sinÁbp sin(Ábp ¡ Áva)
sinÁva +
dcov(p)
dbp cosÁbp sin(Ábp ¡ Áva)
_ dcov(p)cos(Ábp ¡ Áva)
3
7 7
7 7 7
5
;
with Áij , tan¡1
³
yi¡yj
xi¡xj
´
, _ g(d) ,
@g(d)
@d and _ dcov(p) ,
@dcov(p)
@sp .
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Fig. 2. Localization errorE1 vs. number of measurements.24
Fig. 3. Diagram for the proof of Proposition 2. In (a), node v located at (xp+r0 cosÃ;yp+r0 sinÃ) 2 Bcov(p) represents an
arbitrary victim. There exists a node ~ v at angle ~ Ã located at (xp+r0 cos ~ Ã;yp+r0 sin ~ Ã), such that Iv · I~ v. In (b), the location
of ~ v is chosen as the new origin. Because of the way the angle ~ Ã is chosen, the interference on the line l is monotonically
increasing in r.
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Fig. 7. MIFTP vs shadowing noise, ¾W.
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Fig. 9. Pictorial illustration of a T-map and spectrum hole harvesting in space.