Abstract-A prototype software system that implements a methodology for the strategic planning of survivable interoffice networks is presented. The software system determines strategic locations and ring types for Synchronous Optical Network ring placement. Two types of survivable network architectures are considered-1 : 1 diverse protection and SONET self-healing rings. The software considers three types of SONET self-healing rings-unidirectional, 2-fiber bidirectional, and 4-fiber bidirectional. Hubbing is assumed in all architectures. Inputs include nodes, links, connectivity, facility hierarchy, and multiyear pointto-point demands, together with the costs of fiber material and splicing, route mileage (installation), and multiplexors and regenerators of different rates. The outputs are a set of near-optimal rings based on cost, specifying the ring types and rates, fiber span sizes and counts, regenerator locations and speeds, the topology (set of links to be used), and the network cost. In addition, the software outputs the time in the planning period that each ring and fiber span should be installed.
I. INTRODUCTION HE major issue in designing survivable Synchronous
T Optical Network (SONET) physical networks is how to best utilize the unique characteristics of different architectures to meet different demand requirements in a cost-effective manner. In general, when compared to 1 : 1 Diverse Protection (1 : 1DP) systems, the self-healing ring (SHR) architecture may be more economical because it shares facilities and equipment and has the potential to reduce the number of regenerators required. In particular, the SHR may offer a very cost-effective solution to applications requiring dual-homing protection [ 11. A primary task in SONET physical network design is determining how to best utilize the merits of alternative survivable architectures (e.g., ring, point-to-point/diverse protection, hubbinddiverse protection, hubbindring) to minimize the cost of survivable network evolution.
The design model in this paper serves as a starting point for developing more powerful SONET network design systems which use 1 : 1/DP with automatic protection switching ( A P S ) and SHR's. Section I1 describes the overall structure of a prototype software system for survivable SONET network design [2], and then Section I11 discusses each of the design modules that make up the design system and mentions some alternate approaches. Section IV contains case study results for designing an actual LATA (Local Access Transport Area) network with our methodology. Finally, Section V contains a summary and conclusions. Manuscript received July 10, 1992; revised February 15, 1993 
SOFTWARE OVERVIEW
The purpose of our research prototype software is to test and demonstrate our methods for determining strategic locations and ring types for SONET ring placement in interoffice networks. It is not a commercial package. For ease of reference, we term our research prototype software "STRATEGIC OPTIONS." STRATEGIC OPTIONS chooses a set of SONET SHR's based on a cost comparison with 1 : l/DP. This section discusses its basic functionality. Fig. 1 shows the structure of STRATEGIC OPTIONS. STRATEGIC OPTIONS considers two types of survivable network architectures-1 : 1 Diverse Protection (1 : 1DP) and SONET SHR's. The 1 : 1/DP architecture provides each central office (CO) with both a working fiber span and a diversly routed protection fiber span to its hub. The term "hub" denotes a location where a DCS grooms DSl-level demands into STS-1's and where STS-1 demands are interconnected between rings or 1 : 1/DP systems. STRATEGIC OPTIONS considers three types of SONET SHR's-unidirectional (USHR/P), 2-fiber bidirectional (BSHR/2), and 4-fiber bidirectional (BSHW4) 131. It uses a multiyear cost model, and considers the time value of money to decide when to build particular fiber spans and rings.
The top of Fig. 1 shows the input and output of the STRATEGIC OPTIONS software system, while the bottom shows the input and output of individual modules. The user must input the nodes, links, connectivity, facility hierarchy (Le., hubs and their clusters), topology costs, and multiyear point-to-point demands of the network. The topology costs include fiber (material and splicing), route mileage (installa-0733-8716/94$04.00 0 1994 IEEE tion), regenerator cost, and regenerator threshold (maximum regenerator spacing). (Note that we do not include structure cost. We assume that conduit exists.) The demands should be in DSO's (circuits) or DSl's (24 DSO's). The user may optionally input dual-homing data, equipment costs, interest rate of money, and type(s) of ring to be considered. The dual-homing data indicate a foreign hub for each CO to be dual-homed. When no dual-homing data are input, singlehoming is assumed. The equipment costs indicate the costs of multiplexors and regenerators of different rates, as well as costs corresponding to the different types of rings. The user may also specify different regenerator thresholds for different signal rates.
The STRATEGIC OPTIONS software assumes that twoconnected CO's that are not on SHR's will have 1 : 1/DP to their hubs. Output includes a set of rings, fiber span sizes and counts, regenerator locations and speeds, the topology (set of links to be used), and the network cost. The type (USHRP, BSHR/4, and BSHR/2) and size of each ring is also output.
In addition, the time in the planning period that each ring and fiber span should be installed is output. STRATEGIC OPTIONS has three main software modules: the bundler, the ring selector, and the topology module. Every module uses the facility hierarchy information; therefore, hierarchy is not listed as input to the modules to reduce the complexity of the figure. The inputs and outputs of individual modules are displayed in Fig. 1 and described in the subsection of Section 111 corresponding to that module.
DESIGN METHODOLOGY
This section describes the methodologies in STRATEGIC OPTIONS module by module. As mentioned above, methodologies described may not be what is actually implemented in the software, although the design philosophy is the same.
A . The Multiplex Costs Module
lem can be stated as follows. be connected by a ring.
The survivable SONET network architecture selection probGiven: 1) A set of buildings (or CO's) that potentially can 2) A list of link distances on the ring. 3) Candidate survivable network architectures: 0 SHR's, hubbing with 1 : 1/DP systems. 4) End-to-end bundled multiyear demands for the consid-5) Cost associated with each network component. 6) A list of candidate SONET line rates. Objective: Determine an appropriate set of survivable network architectures and associated capacities for a predetermined planning period such that the total network present worth cost for the considered area is minimized.
Subject to: End-to-end multiyear demand requirements. The candidate survivable network architectures considered here include USHRP, BSHW2, BSHR/4, and 1 : l/DP. The network cost in the model is the present worth cost,'
' The present worth cost takes into account the interest or discount rate in that planning period. ered network (Subsection B).
which includes facility and equipment costs, including the working and protection terminal cost, the APS cost, the fiber material cost, and the regenerator cost. The demand requirement considered here is the STS-1 (51 Mb/s) demand requirement. The goal of the multiplex cost model is to evaluate the best combination of available architectures and associated capacities that can be deployed in a cost-effective manner over a planning period.
The mixed use of 1 : l/DP and SHR architectures carrying the demands is based on the following growth strategy.
Network Growth Assumptions: 1) If 1 : 1/DP is used as a start-up architecture, it is used throughout the entire planning period.
2) If the SHR architecture is used as the start-up architecture, it is used until its capacity is exhausted. The remaining demand is carried by either another SHR or 1 : 1/DP until further capacity is exhausted or the end of the planning period is reached.
Assumption 1 is based on an observation that capacity exhaust does not significantly impact the 1 : l/DP architecture. As for Assumption 2, if the SHR capacity is enough to carry the growth demand, then it is most economical to let the SHR accommodate these growth demands.
The model is based on the following assumptions.
1) The topology allows the SHR to be built.
2) Incremental demand on any fiber span in any year is not greater than the maximum line rate considered in the 1 : 1/DP option.
3) Similarly, the incremental demand on any SHR in any year is not greater than the maximum line rate considered in the SHR option.
4) Fibers and equipment that are already installed are not rearranged.
The algorithm for solving the capacity expansion problem for a combination of SHR's and 1 : 1/DP architectures, denoted by CapExp R&D, is similar to the capacity expansion algorithm for the 1 : 1/DP architecture alone [4] . At each period, a maximum of n + 1 options is considered-1 : l/DP, and SHR's corresponding to the n line rates. Note that for 1 : 1/DP, the capacity expansion layout can be obtained by the procedure described in [4] . The capacity expansion model for neworks using a combination of 1 : 1 /DP and SHR options is summarized below and corresponds to the growth model depicted in Fig. 2 . A dynamic programming approach is used here to find an optimum solution for the architecture selection and capacity expansion problem. Fig. 3 depicts a decision tree created by using Algorithm CapExp R&D; the detailed algorithm and analysis can be found in [4] . In this example, a 4-year planning period is assumed, and the cumulative demands in each of the planning periods (years 1 4 ) are 40 STS-l's, 56 STS-l's, 70 STS-l's, and 98 STS-1's. Three candidate OC-N line rates are also assumed: OC-12, OC-24, and OC-48.
First, the algorithm creates a root and then tries the 1 : 1/DP option and the three line rate options for SHR's. The capacity is assumed to be placed at the beginning of the period. If the algorithm starts from the 1 : 1/DP option, it uses that option to carry demands to the last planning year. For each 
Queue={O}->(100,250}
(STOP) - ~{150.170,180,190,250} -~{170,180,190,200,220,250,255,260} Fig . 3. An example of using a SONET multiperiod capacity expansion algorithm.
SHR option, the system canies the demand to the period in which the capacity is exhausted. For example, the OC-48 ring capacity will be exhausted after the second year. Thus, a child node is created from the root for the OC-48 ring at the second year. The algorithm computes the cost for each line rate option for SHR's or for the 1 : 1/DP option and inserts the costs into a queue. The node cost depends on the total demand on the SHR, the demand routing algorithm (demand is routed around the ring differently for bidirectional and unidirectional rings), and the cost model used. The costs in the queue are then sorted in increasing order, so that the node with the lowest cost in the queue is the next one selected for processing. The program stops when the minimum-cost node is at the end of the planning period. In the example, the program stops when a node with a cost of 170 is found because 170 is the minimum cost in the queue and the node is in the fifth year. The best solution for the example depicted in Fig. 3 is as follows. An OC-48 SHR is installed to carry demand to the end of the first year, and a set of 1 : 1/DP spans is added in the beginning of the second year to carry demand to the end of the planning period.
The computing efficiency of Algorithm CapExp R&D has been reported in [4] . In most practical applications, Algorithm CapExp R&D can generate the optimum solution in less than S s using a VAX 6420 computer.
B . Multiperiod Demand Bundle Algorithm
The multiperiod demand bundle algorithm bundles multiperiod end-to-end DSl (or VT1.S) demand requirements to multiperiod STS-1 demand requirements in a cost-effective manner. The bundler takes into account any input dual-homing data to route the demand appropriately. This algorithm uses an extension of a single-period demand bundle algorithm discussed in [5] . The criterion used for determining a direct STS-1 (i.e., formed without grooming by a DCS) or indirect STS-1's (i.e., using a SONET wideband DCS) may be either the minimum cost or an STS-1 threshold. Fig. 4 depicts a conceptual example that shows how this multiperiod demand bundle algorithm works. In Fig. 4 , nodes labeled "STS-1" represent direct STS-1 paths, and nodes labeled "Hub" represent indirect STS-1's using DCS's. The cost model is used in this example as the criterion for determining direct or indirect STS-1 's. First, the algorithm creates two nodes with two possible options: using and not using a DCS. If the algorithm starts from a node using the DCS, it uses the same process to groom VT1.5 demands over the entire planning period. If the algorithm starts from a node with a direct STS-1, it continues to fill this STS-1 until the STS-1 capacity is full. Then it tries two options (i.e., with and without using the DCS) and repeats the same process until the end of the planning period is reached. Each node has an associated cost, which can be calculated using an algorithm similar to the one described in [SI.
The decision tree creating process is similar to the one for architecture selection that has been discussed in Subsection A.
The key idea for building this decision tree is to store the cost of each node being created in a queue that is then sorted in increasing order; the candidate node for the next move is the node at the head of the queue (i.e., minimum-cost node). The algorithm stops when the node considered for the next move is at the end of the planning period. For example, in Fig. 4 , the solution is as follows. For the considered demand pair, a direct STS-1 path is formed to carry demands from the beginning of the planning period to the end of the second year, and the DCS is used for grooming demands from the beginning of the third year to the last year.
C. Ring Selection Algorithm
The design problem for ring selection is locating low cost SHR's in the network while considering network topology, network hierarchy, STS-1 demand requirements, the SHR cost model, and the 1 : 1/DP cost model. The network starts as a facility network with a fiber-hubbed architecture using 1 : 1/DP. A group of CO's served by a single hub is called a cluster. Hubs may be fully interconnected or may be grouped to a higher hierarchy. We assume that economies-of-scale considerations dictate that each building will have only one piece of terminal electronics (add-drop multiplexors (ADM's) in the case of rings, or optical line terminating mmultiplexors (OLTM's) in the case of 1 : l/DP networks). More than one OLTM or ADM is used in situations where the demand level requires higher speed terminal equipment. In that case, the rings or fiber spans used by the CO are overlaid. With this approach, SHR's are utilized to share bandwidth among several CO's and decrease cost from the cost of the 1 : 1/DP network. The ring selection algorithm uses the following simple heuristic to locate potential CO's for ring deployment.
Ring Selection Algorithm: 1) Choose any cluster as a starting point.
2) Find all cycles containing that hub. If dual-homing is used, the cycle must contain the foreign hub of any dualhoming buildings in the cycle considered.
3) For each combination of CO's on each cycle, calculate costs (as in Subsection A) and save if the SHR costs less than 1 : 1DP. 4) Build the ring that saves the most over 1 : l/DP. 5) Remove all rings that are now illegal. 6) Repeat steps 4 and 5 until there are no more rings for that cluster. 7) Pick another cluster if there is one, and go to step 2. Otherwise, stop. 123, 124, 125, 134, 135, 145, 1234, 1235, 1245, 1345, and 12345. The algorithm does not consider twonode SHR's, under the assumption that it is less expensive to use OLTM's for 1 : 1/DP than ADM's for an SHR when only two nodes are involved. For each possible SHR, the network costs for the SHR and the 1 : 1/DP system are calculated based on a multiperiod multiplex cost model discussed in Subsection A. If the SHR cost is less than the 1 : 1/DP cost, that ring is saved for further consideration; otherwise that ring is deleted from the list of candidates. After selecting all SHR's that cost less than 1 : 1 /DP for a particular hub, these candidate SHR's are compared, and the SHR that saves the most over 1 : 1/DP within that cycle is chosen. In this example, if SHR 145 is chosen, then all SHR's that include Nodes 4 or 5 must be removed from the candidate list, since a node that is not a hub can be on only one SHR. In this case, SHR's 124, 125, 134, 135, 145, 1234 SHR's 124, 125, 134, 135, 145, , 1235 SHR's 124, 125, 134, 135, 145, , 1245 , and 12345 must be removed. SHR 123 remains and is retained for further consideration. Selecting final candidate SHR's is based on the comparison between the SHR cost and 1 : l/DP.
Note that the ring selection algorithm is an exhaustive search within each cluster (or pair of clusters for dual-homing). Thus, this process may become a bottleneck, in terms of computing time, when the network becomes large (e.g., 200 nodes or more). Any computing improvement on this process will certainly speed up the entire process for obtaining the solution. For this purpose, STRATEGIC OPTIONS implements an optional filter on the building's combinations, which restricts consideration to SHR's in which the fill will be high for one of the input OC ring rates. The user chooses whether or not to use this filter.
D. Ring Fiber Routing
The next step in network design is topology design, and that step requires finding the best fiber path for previously determined SHR's. This problem is referred to as the "ring fiber routing problem." Formally speaking, this problem is to route fiber around a ring in a network, when the network nodes, links, connectivity, and offices to be placed on that ring together are known [6].
This subsection shows how the ring routing algorithm, called BUILD-RINGS, works by studying an example, illustrated in Fig. 6 . Details of the algorithm can be found in [7] . Fig. 6 (a) shows a network with seven offices; offices 1 and 5 are hubs. The example problem is to route a ring through offices 1-4.
First, BUILD-RINGS finds a hub on the ring and the ring office furthest from it, and then uses two iterations of Dijkstra's shortest path algorithm to find the two shortest, link disjoint paths (paths sharing no links) between the hub and the office. If the two paths are node disjoint (share no nodes), and the cycle formed by them contains all of the ring offices, then the ring is routed that way.
If the paths are not disjoint, or the cycle does not contain all of the ring offices, then BUILD-RINGS performs a depthfirst search for paths between all pairs of ring offices, and containing only two ring offices. A threshold upper-bounds the lengths of paths that will be considered in constructing the ring. In the beginning, this threshold is low; however, the threshold increases if necessary. There is also a limit on the number of hops (links) in a path. The default value of the hop limit is three, but the user can ovemde this. In Fig. 6(b) , links corresponding to the paths with less than three hops are shown as dotted lines. After finding paths, BUILD-RINGS tries combinations of node disjoint paths to construct a ring. If, after trying every combination, there is no ring, the distance threshold increases and the algorithm finds more paths. Rings long enough to require two regenerators between a pair of ring offices are considered uneconomical. Therefore, if the threshold grows large enough to allow paths that require two regenerators, BUILD-RINGS stops without routing a ring. The user sets the regenerator threshold. The algorithm stops after the first ring is found. Fig. 6(c) shows the computed ring routing in bold lines.
The algorithm was programmed in C, and run on s SPARCstation. Computation times on 47 examples of feasible and infeasible rings were reasonable. Overall, the average, minimum, and maximum run-times were 0.41, 0.06, and 2.93 s, respectively [6] . The largest example network used in these results (167 offices and 240 links) is the size of a typical large intraLATA network.
E. Topology Module
The last module of the network design model is the topology module, which chooses an economical routing of the fibers for the SHR's and 1 : 1/DP systems. The following descriptions of the methodologies and algorithms to generate and improve the topology of a survivable fiber network are taken from [8].
The topology cost includes route mileage (installation), fiber (material and splicing), and regenerator costs. Multiplexing costs are not considered in topology design because they do not change based on how fibers are routed; they depend on demand between CO's and fiber system rates.
Before beginning to design a topology, it must be determined which offices are to be protected (input to the model) and which of these protected offices ought to be placed on SHR's together (determined by the ring selection algorithm, see Subsection C ) . After these decisions are made, there are three steps in designing a topology.
The first step is to determine whether the SHR's are topologically feasible, given the conduits available for running the fiber. If the SHR's are feasible, the routings (paths around the rings) must be determined because it may be necessary to route fiber through offices that are not on the SHR's. (Subsection D discussed the ring fiber routing algorithm). The second step is to determine a two-connected topology that includes both the SHR's and all other protected offices. A two-connected topology provides for implementing SHR's and 1 : 1/DP by ensuring that each protected CO has two disjoint paths to its hub. The final step is to improve the topology based on the costs mentioned above.
The topology module includes four algorithms [8] . BUILD-RINGS for routing rings [6] . GREEDY-EARS for determining an initial two-connected network, and ADD-CHORDS and 1-OPT for improving a topology. Because Subsection D discussed BUILD-RINGS, we only discuss GREEDY-EARS, ADD-CHORDS, and l-OPT, as follows.
I ) Znitiul Topology: GREEDY-EARS, the algorithm used to compute a two-connected topology, is identical to the algorithm used for the same purpose in designing survivable fiber-hubbed networks [5] . Its purpose is to compute an initial topology that has a two-connected subnetwork containing all protected offices, in order to ensure some level of survivability by providing for diverse working and protection spans for protected offices. Unprotected offices will be contained in the resultant topology, but not necessarily in the two-connected GREEDY-EARS begins by finding a cycle in the network components that contains at least one protected office. It then chooses a protected office not on that cycle, and finds a path ("ear") from an office contained in the initial cycle, through the chosen protected office, to an office contained in the initial cycle. The cycle and the ear together comprise the current solution. The algorithm continues by choosing another protected office not contained in the current solution, and building an ear off the current solution, containing the chosen office. When all protected offices are on the current solution, GREEDY-EARS connects any remaining unprotected offices to that solution via spanning trees. To ensure that the initial topology contains the initial ring routings, links contained in the initial ring routings, but not in the GREEDY-EARS solution, are added to the GREEDY-EARS solution. Fig. 7(a)-(c) shows an example network, initial ring routings, and GREEDY-EARS solution with ring routing links added.
2) Topology Improvement: Two algorithms are used to improve the topology: ADD-CHORDS and 1-OPT. These algorithms are essentially the same as the design algorithms for survivable fiber-hubbed networks (see [5] ), except that they now account for SHR's, as described below.
ADD-CHORDS simply adds to the topology any links that will result in a lower cost. Candidate links to be added are those input as available for fiber. Although adding links will increase the route mileage cost, it can decrease the fiber and regenerator costs by providing shorter paths between offices and their hubs. Each time the algorithm adds a chord, it checks for lower cost ring routes by calling BUILD-RINGS.
1-OPT seeks to replace links in the solution with links not yet in the solution to lower the topology cost. It replaces a link ( U . U ) with a link ( U . z). where z is one of the W offices closest to U . and W-is the search window. Distance between two offices is defined here as the minimum number of links in a path between the two offices. Users input the search window W to limit the range in which 1-OPT searches for a link to replace a removed link. Again, only links input as available for fiber are considered. 1-OPT will not make changes that preclude routing the existing SHR's, although it will reroute SHR's by calling BUILD-RINGS. If the SHR cannot be rerouted, or if the new route (in combination with the link exchange) increases the topology cost, then the links are not exchanged. Otherwise, both the link exchange and the SHR reroute take place. After each exchange, 1-OPT calls BUILD-RINGS to check for lower cost ring routes, even if no ring routes were disturbed by the exchange. Fig. 7(d) shows an improved topology for the example network.
The topology design programs were written in C and were run on a VAX model 785.* Numerical results for these algorithms (run on a variety of example networks) show that the algorithms do reduce the costs mentioned above and run fast enough to be of use to a network planner [8]. Computation times on 23 example rings in 7 example networks were reasonable. For ADD-CHORDS, the average, minimum, and maximum run-times were 2, 0.04, and 14.5 min, respectively. The average, minimum, and maximum run-times for 1-OPT were 16.8, 0.2, and 101.5 min, respectively [8] .
F . Alternative Approaches
This subsection describes the limitations of our approach to survivable SONET network design and discusses alternative solution approaches.
Our assumption that economies of scale dictate that each CO put all of its demand on one SHR or one 1 : 1/DP system precludes SHR's that overlap at nonhub locations (that is, locations at which no grooming can occur). This results in more interring traffic, since not all of the demand from a CO is destined for other CO's on the same SHR. The interring demand goes through one or more hubs on the SHR. Although this increases the relative vulnerability of the network, dualhoming (Sections I1 and 111-C) and matched node schemes [9] , which require two interconnection points on each SHR, increase the survivability. This was demonstrated in [l] and Other studies have shown that it is economic to minimize interring traffic [9] , [lo] . In our methodology, SHR's are interconnected at hubs, but aggregation and grooming (and therefore the costs of the same) are not altered during the ring design phase. This means that neither the ring selector nor the multiplex cost module directly attempts to minimize interring demand. However, this issue is addressed indirectly through the network hierarchy. The user can minimize intercluster demand when defining the network hierarchy and dual-homing arrangement. Since the ring selector obeys the network hierarchy, it thus indirectly minimizes interring demand.
Another limitation of our methodology is that when span exhaust occurs, the rest of the demand for the planning period is carried on 1 : l/DP spans or on a fully stacked ring (one that visits all of the sites on the exhausted ring). Other feasible options include upgrading the ring, alleviating exhaust with a 1 : 1/DP system that later can be upgraded to a ring, adding a partially stacked ring (one that visits only some of the locations on the exhausted ring), or adding an interlocking ring (one that ~91.
2The computing speed of the VAX 785 is slower than that of the SPARC workstation used to run BUILD-RINGS. includes some locations on the exhausted ring and some other locations). Reference [9] describes such evolution strategies.
The ring selector is limited in that it is a greedy algorithm that does not consider interactions between SHR placements. Each SHR cost savings over 1 : 1/DP is computed in absence of any other SHR's in the network, and then SHR's are chosen one at a time based on cost savings, without considering the relative costs of combinations of rings. An alternative to a heuristic would be a mixed integer programming approach, as presented in [ 1 I], but the model is intractable for networks with more than 20 nodes. That approach designs "logical rings" for single-year demand, without simultaneously considering topology. Finally, STRATEGIC OPTIONS does not address the engineering tradeoffs between cost and survivability, and between cost and design time. Although STRATEGIC OPTIONS uses survivable architectures and has the capability to compute the survivability metric defined in Section IV, survivability is not explicitly accounted for in the design. Instead, costs of different architectures are compared regardless of survivability. A design tool using suitable survivability metrics, in which a network planner can specify a survivability constraint and obtain the least cost solution within that constraint, or in which the user could specify how much cost is allowed to increase for a given increase in the survivability metric, would facilitate making engineering tradeoffs. This is an area for further work. Reference [ 1 11 describes a method by which the network planner can specify how much computation time to spend, and the heuristic returns the best network design meeting the time Iv. CASE STUDY STRATEGIC OPTIONS was run on a LATA network with 23 nodes and 36 links. A ten-year planning period was used. Over the ten years, DSO demand grew from 32,993 to 54,922. The network has two clusters and hubs, as well as foreign hubs to dual-home all CO's. The network is shown in Fig.  8 . The relative costs of ADM's at various rates for different architecture types are shown in Table I . In the table, the first two columns show the cost of ADM's for the three types of SHR's relative to the cost of a USHR/P OC-3 ADM. Note that although the cost of a USHRP ADM and the cost of a BSHR/4 ADM are identical, the BSHR/4 architecture requires twice as many ADM's as the USHR/P architecture. The third column shows the ratio of OLTM cost to USHR/P ADM cost for the given rate. The fourth column shows the ratio of regenerator cost to USHRP ADM cost for the given rate.
First, STRATEGIC OPTIONS was used to design a pure dual-homed 1 : l/DP architecture. Then, a dual-homed SHR architecture was designed using STRATEGIC OPTIONS. In both cases, network cost and hub survivability were compared. Network cost included ADM's and OLTM's, regenerators, fiber material and splicing, and fiber installation costs. Survivability was the worst-case (minimum) percentage of circuits surviving if a single hub were to go down.
For the network with SHR, STRATEGIC OPTIONS designed five rings: 15 CO's (including the hubs) were on SHR's. The cost of the network with SHR's was 10% lower than the cost of the 1 : 1/DP network. The worst-case survivability for 1 : 1/DP with dual-homing was 23%, while the worstcase survivability for dual-homed SHR's was 40%. Thus, for a dual-homed network, survivability increased by 17% while cost went down by 10% when SHR's were used. Each network design took about 15 min.
V. SUMMARY
Future survivable SONET interoffice networks are expected to use both 1 : 1/DP architectures and SHR architectures to provide an integrated and affordable network restoration system. Due to the difficulty of planning such a complex SONET integrated network restoration system, computer-aided design planning tools are essential to ensure a reasonable and cost-effective network design that best utilizes the merits of each restoration architecture and meets required survivability and cost constraints. The philosophy and methods described in this paper primarily serve as a first step toward a more complete and optimized network design tool. Some of the algorithms described here have already been incorporated into a larger commercial tool. The model discussed in this paper can also be used to study survivable architectural tradeoffs and associated network growth strategies. survivability more dramatically, but it would also cost more. Since designing each of the two networks took only 15 min, the case study also demonstrates the practicality of automated SONET network design.
