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Svetovna zdravstvena organizacija poroča, da je rak drugi najpogosteǰsi pov-
zročitelj smrti v svetovnem merilu. Zaradi starajoče se populacije v večini raz-
vitih držav se vsako leto poveča incidenca rakavih obolenj, ki se jih običajno
zdravi s kombinacijo kemoterapije, radioterapije in operativnega zdravljenja. V
zadnjem času je napredek na področju radioterapije pri točnosti dostave doze
ionizirajočega sevanja omogočil obsevanje tumorjev v bližnji okolici kritičnih or-
ganov. Pri načrtovanju obsevanja zato potrebujemo natančne razgradnje teh
organov in tumorja. V praksi priprava razgradenj temelji na ročnem obrisova-
nju računalnǐsko tomografskih (CT) slik, kar je za strokovnjake ponavljujoč in
časovno potraten proces. Z uporabo metod globokega učenja lahko obrise iz CT
slike avtomatsko razgradimo do stopnje, kjer so potrebni le še manǰsi popravki
in tako drastično skraǰsamo čas potreben za načrtovanje obsevanja. Poleg tega
tako skraǰsamo čakalne dobe za onkološke paciente, pri katerih je izid zdravljenja
tesno povezan s časom, ki preteče med diagnozo in zdravljenjem.
Na področju razgradnje medicinskih slik s konvolucijskimi nevronskimi
mrežami je bilo v zadnjih letih objavljenih veliko znanstvenih člankov in študij,
vendar so se avtorji večinoma osredotočali na razgradnjo ene specifične anatom-
ske strukture. Pri takem pristopu je težko ovrednotiti delovanje modela za druge
anatomske strukture, kot so kritični organi, ki jih je lahko tudi do nekaj deset, pri
čemer so nekateri dobro, drugi pa precej slabo razločeni od okolǐskih tkiv v CT
sliki. Cilji naloge so zato bili (i) v znanstveni literaturi poiskati glede na kakovost
najbolǰse metode razgradnje in (ii) jih prilagoditi za sočasno razgradnjo večih
kritičnih organov v CT slikah in (iii) izvesti objektivno primerjalno vrednotenje
kakovosti razgradnje.
Za razgradnjo smo uporabili štiri uveljavljene metode DeepMedic, U-net, nnU-
v
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net in InnerEye, ki so temeljile na naprednih konvolucijskih nevronskih mrežah
in jih prilagodili za sočasno razgradnjo večih struktur. Določili smo optimalne
hiperparametre teh mrež z uporabo neodvisne validacijske množice CT slik. Raz-
gradnje smo vrednotili z izračunom Dice-Sørensovega koeficienta in površinsko
izvedenko le-tega. Za vrednotenje smo uporabili zbirke CT slik glave in vratu ter
zbirko CT slik prsnega koša s pripadujočimi referenčnimi razgradnjami kritičnih
organov. Poleg tega smo vrednotili tudi delovanje metod na zbirki CT slik pljuč z
referenčnimi razgradnjami območja rakavega tkiva (GTV). Izvedli smo tudi ekspe-
rimente delno nadzorovanega učenja, pri katerih smo na CT slikah glave in vratu,
ki nimajo referenčnih razgradenj, generirali razgradnje z izbranimi metodami, jih
pridružili učni množici ter nato ponovili učenje in vrednotenje nevronskih mrež.
Vse preizkušene metode so se izkazale kot uporabne za skraǰsanje časa pri-
prave razgradenj anatomskih struktur, glede na priporočila o minimalni kako-
vosti razgradnje v literaturi. Pri trenutnih implementacijah opisanih metod bi
moral strokovnjak pregledati in popraviti manǰse dele obrisov kritičnih struktur
in zato metode niso primerne za samostojno uporabo brez kasneǰsege preverbe
obrisov. Najbolǰse rezultate je dala metoda nnU-Net, ki je zato najbolj primerna
kot osnova za implementacijo v kliničnem okolju, njena modularna zgradba pa
omogoča relativno enostaven nadaljnji razvoj in eksperimente. Rezultati avto-
matske razgradnje območja rakavega tkiva pljuč kažejo, da so vse testirane metode
v trenutnem stanju neprimerne za razgradnjo tumorjev, ker je potrebno kasneje
narediti zelo veliko ročnih popravkov. V tem primeru je očna razgradnja v praksi
še vedno časovno bolj učinkovita. Rezultati eksperimentov delno nadzorovanega
učenja kažejo, da je v določenih primerih možno uporabiti medicinske slike brez
primernih referenčnih razgradenj za izbolǰsavo delovanja obstoječih modelov.
Izvedeni eksperimenti kažejo na veliko uporabno vrednost preizkušenih me-
tod pri pripravi razgradenj kritičnih organov za načrtovanje obsevanja in manǰso
uporabno vrednost za razgradnjo območja rakavega tkiva. Zaradi omejene ve-
likosti uporabljene učne in testne zbirke slik je negotovost rezultatov velika in
bi bilo v nadaljevanju dela potrebno eksperimente ponoviti z večjimi zbirkami
slik, predvsem pri razgradnji območij rakavega tkiva zaradi zelo visoke patološke
variabilnosti.
Povzetek vii
Ključne besede: Rak, radioterapija, anatomske strukture, kakovost razgradenj,
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Abstract
According to the World Health Organization reports, cancer is the second leading
cause of death world wide. Additionally, aging of the general populations in most
developed countries is causing a rise in the number of newly discovered cancer
cases reported each year. The majority of patients are treated with a combina-
tion of chemotherapy, radiotherapy and surgical treatment. Recent advances in
radiotherapy made it possible to deliver radiation more precisely, allowing irra-
diation of tumors much closer to surrounding anatomical structures (i.e. organs
at risk). In order to utilize the available dose delivery precision, the radiotherapy
planning must also be conducted with a high degree of precision, for which ac-
curate segmentations of organs at risk from computed tomography (CT) images
are a prerequisite. Manual CT segmentation is a repetitive and time consuming
process. Research works report on successful automation of segmentation using
convolutional neural networks, which seems to provide reasonable segmentations
such that only minor manual corrections are needed, thereby rendering the overall
contouring process more time efficient. The shorter organs-at-risk segmentation
and radiotherapy planning times could therefore reduce the issue of long wait-
ing lines, which are especially problematic in the oncology departments, where
treatment success rate is inversely proportional to the time needed from diag-
nosis to treatment. In recent years many research articles have been published,
where researchers developed convolutional neural networks for the segmentation
of a single anatomical structure. Without extensive evaluation, it is difficult to
predict how such a model or method would perform on other, on simultaneously
on many, anatomical structures, such as the organs at risks, of which many are
poorly discernible from surrounding tissue. Therefore, the aims of this thesis were
(i) to identify the state-of-the-art segmentation methods in scientific literature,
(ii) to adapt those methods for simultaneous segmentation of multiple organs at
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risk in CT images, and (iii) perform an objective and comparative evaluation of
segmentation performances.
Four different methods for automatic 3D image segmentation, i.e. DeepMedic,
U-net, nnU-net in InnerEye, all based on convolutional neural networks, were cho-
sen based on their state-of-the-art performance as reported in the literature. The
methods were adapted for multi-organ segmentation and their hyperparameters
tuned using an independent validation dataset. The segmentations were evaluated
using the Dice-Sørensen coefficient and its surface-based variant. For evaluation
purposes we applied the methods for organs at risk segmentation on collections of
CT images of head and neck and a collection of thorax CT images. Additionally,
we evaluated gross tumor region segmentation on a collection of CT images of
lung cancer cases. We also performed experiments using semi-supervised learning
principles, where we utilized the CT images without reference segmentation to
augment the training dataset and further re-train and refine the segmentations.
Analysis of segmentation results showed that all tested methods yield usable
organs-at-risk contours in terms of the need for additional manual segmentation,
thereby substantially reducing the time needed for segmentation according to the
published guidelines. In all current implementations of tested methods, how-
ever, an expert would need to verify and correct the generated segmentations
before they could be used in the radiotherapy planning process. The method
that performed the best, consistently on all tests, was the nnU-Net. The mod-
ular structure of this method allows for easy modification of individual compo-
nents. Furthermore, the results of lung tumor segmentation showed that the
tested methods were not yet suitable for tumor segmentation, since it would take
more time to correct the obtained segmentations than to create them manually
in the first place. The results of experiments performed using semi-supervised
learning showed that the CT images without reference segmentations could be
used in some cases to enhance the segmentation performance.
The performed experiments indicate that the tested methods, if incorporated
at the start of the current manual segmentation process, could be beneficial in
terms of time savings to perform organs-at-risk contours. Furthermore, the meth-
ods do not seem usable yet in terms of lung tumor segmentation, possibly due to
the limited number of training, validation and testing image collections. Subse-
Abstract xi
quently, the results’ confidence interval was large and the priority in any further
work should be to increase the number of cases.
Key words: Cancer, radiotherapy, anatomical structures, quality of segmenta-
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4.23 Povprečni DSC in površinski DSC za strukture prsnega koša, čez
vse pregibe križne validacije. . . . . . . . . . . . . . . . . . . . . . 69
Seznam tabel
2.1 Anatomske strukture glave in vratu . . . . . . . . . . . . . . . . . 15
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4.3 Povprečni DSC za združene razgradnje struktur glave in vratu. . . 56
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1 Uvod
1.1 Rak
Rak je raznolika diagnoza, ki označuje nastanek in nenadzorovano množenje tu-
morskih celic, in lahko prizadene vsa tkiva in organe človeškega organizma. Dia-
gnoze raka se razlikujejo po pogostosti, zdravljenju in izidu, imajo pa tudi različne
bolj ali manj znane dejavnike tveganja. Za rakom letno zboli več kot 15.000 Slo-
vencev, umre pa jih več kot 6.000. Med nami živi že več kot 100.000 ljudi, ki so
kadarkoli zboleli zaradi ene od bolezni raka. Od rojenih leta 2016 bodo do svo-
jega 75. leta starosti predvidoma za rakom zboleli eden od dveh moških in ena
od treh žensk. Najpogosteǰse diagnoze raka pri nas (rak kože, prostate, debelega
črevesa in danke, pljuč) so leta 2016 skupno predstavljali 60 odstotkov vseh dia-
gnoz raka. Povezani so z nezdravim življenjskim slogom, prekomernim sončenjem,
nepravilno prehrano, kajenjem in prekomernim pitjem alkoholnih pijač. Petletno
čisto preživetje odraslih slovenskih bolnikov s katerokoli vrsto raka, ki so zboleli v
obdobju 2012–2016, je bilo 56 odstotkov, bolnic pa 60 odstotkov. Ker se slovensko
prebivalstvo stara, je samo na račun čedalje večjega deleža stareǰsih pričakovati,
da se bo število novih primerov raka še večalo. V slovenskem registru raka oce-
njujejo, da je bilo leta 2019 že 15.800 novih bolnikov. Na grafu 1.1 je prikazano
števila novih primerov raka po starostnih intevalih v letu 2016.[1]
1.2 Radioterapija
Pri zdravljenju pacientov z rakom je ena od pogosto uporabljenih metod radio-
terapija. To je metoda onkološkega zdravljenja, pri kateri je cilj z ionizirajočim
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Slika 1.1: Število novih primerov vseh rakov po starosti, Slovenija 2016, povzeto
po [1].
sevanjem uničiti maligne celice. Pomembni razliki med malignimi in nemalignimi
celicami, ki so izpostavljene ionizirajočemu sevanju, sta sposobnost popravljanja
napak in dovzetnost za nastanek napak v DNK. Verjetnost, da bo pri izpostavitvi
celice sevanju dvojna vijačnica DNK poškodovana eno- ali dvostransko, je večja za
maligne celice [2, 3]. Prav tako so maligne celice v manǰsi meri sposobne te okvare
popraviti [4]. Z ionizirajočim sevanjem poškodujemo DNK vseh celic, vendar so
maligne celice v povprečju bolj poškodovane in hkrati manj učinkovito popravijo
poškodbe, zato njihovo delovanje postane moteno in se prenehajo deliti ali pa
odmrejo. Kljub temu, da zdrave celice bolje prenesejo obsevanje, jih ne želimo
izpostavljati nepotrebnemu sevanju, saj to lahko povzroči rakave spremembne
tkiva kasneje v življenju. Prav to pa je ključni iziv pri radioterapiji: iskanje opti-
malnega načina za dostavo sevanja tkivu, ki ga želimo uničiti in hkrati čim manj
sevanja dostaviti okolǐskemu zdravemu tkivu. Pred radioterapijo je potrebno pri-
praviti načrt obsevanja, ki temelji na razčlenitvi anatomije pacienta. Informacijo
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o anatomiji najpogosteje pridobimo z medicinskimi slikovnimi tehnikami kot so
CT, MRI ali PET. Na pridobljenih slikah strokovnjak ročno označi oz. razgradi
anatomijo na posamezne anatomske strukture, ki so pomembne za dani primer.
V večini primerov najprej označi območje tumorskega tkiva, ki je vidno na sliki,
in se označuje s kratico GTV (ang. Gross Target Volume). Potem označi še
dodatno širše območje, v katerem se verjetno nahajajo tumorske celice, ki pa
zaradi majhnega števila niso vidne na sliki. Iz preventivnih razlogov se ponavadi
zdravi ali odstrani to večje območje, ki se označuje s kratico CTV (ang. Clinical
Target Volume). V nadaljevanju strokovnjak razgradi še anatomske strukture,
ki so v okolici CTV in so občutljive na sevanje. Priprava teh razgradenj lahko
vzame veliko časa. Na grafu 1.2 je prikazana variabilnost časa razgradnje anatom-
skih struktur v področju centralnega živčnega sistema, glave in vratu in prostate,
za strokovnjake specializirane za obsevanje (EC) ter algoritme globokega učenja
(DC). Vidimo, da ročno razgrajevanje naštetih struktur pri strokovnjakih traja
od nekaj minut do ene ure, medtem ko samodejno razgrajevanje z metodami
globokega učenja zahteva le približno stotino tega časa [5]. Priprava razgradenj
anatomskih struktur je torej zamudno in ponavljajoče delo. Razgradnja posame-
zne anatomske strukture lahko traja od 10 do 20 minut [39]. Če strokovnjak želi
ročno označiti vse pomembne anatomske strukture v območju glave in vratu, to
lahko pomeni nekaj ur dela.
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Slika 1.2: Variabilnost časa razgradnje anatomskih struktur v področju central-
nega živčnega sistema, glave in vratu in prostate za (a) strokovnjake specializirane
za obsevanje in (b) algoritme globokega učenja, povzeto po [5].
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Kakovost razgradenj je odvisna od znanja in izkušenj posameznega strokov-
njaka, kar pomeni, da se razgradnje, ki jih pripravijo različni strokovnjaki, med
seboj razlikujejo. Pri tem delu so strokovnjakom na voljo različna orodja, ki do
neke mere samodejno označijo anatomske strukture, kar lahko bistveno skraǰsa
čas obravnave posameznega pacienta. Pripravljene razgradnje se v nadaljevanju
uporabijo pri načrtovanju obsevanja [6]. Primer razgradnje je prikazan na sliki
1.3.
Slika 1.3: Na levi rezina iz CT slike glave, na sredini ista rezina s pripadujočimi
razgradnjami možganov, možganskega debla in hrbtenjače, na desni tridimenzi-
onalni pogled vseh razgradenj. Slika je vzeta iz zbirke StructSeg, povzeto po
[33].
1.3 Slikovne tehnike
Velik del diagnostike onkoloških pacientov se izvaja z uporabo v nadaljevanju
opisanih slikovnih tehnik. Najpogosteje se na začetku izvede CT slikanje, ki ve-
likokrat nudi dovolj informacije za načrtovanje radioterapije. V primeru, da na
CT slikah ne dobimo zadostnih informacij o mejah med tumorskim in zdravim
tkivom, se v nadaljevanju pacienta napoti še na slikanje z drugimi slikovnimi
tehnikami. Vsaka slikovna tehnika pokaže specifične lastnosti tkiva, na podlagi
katerih se lahko bolje odločamo o načrtovanju zdravljenja. V nadaljevanju so
predstavljene različne slikovne tehnike, ki se najpogosteje uporabljajo za diagno-
stiko in načrtovanje radioterapij.
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• Računalnǐska Tomografija (CT) je slikovna tehnika na osnovi rentgenskega
slikanja. Razlika med to slikovno tehniko in klasičnim rentgenskim slika-
njem je, da se med CT preiskavo rentgenska cev vrti okrog pacienta, ki leži
na preiskovalni mizi in med tem posname veliko število rentgenskih posnet-
kov iz različnih zornih kotov. Detektorji znotraj cevi zaznavajo absorpcijo
rentgenskih žarkov. Računalnik na podlagi pridobljenih podatkov ustvari
tridimenzionalen prikaz notranjosti organizma, kar vidimo kot prečno rezino
dela telesa, ki ga preiskujemo.
CT slike so uporabne pri načrtovanju radioterapije, saj je glavni vir kontra-
sta med tkivi razlika v absorpciji rentgenskih žarkov, ki so tudi najpogosteje
uporabljeni vir ionizirajočega sevanja pri radioterapiji. Na podlagi CT slike
lahko sklepamo, kakšne doze sevanja bodo med radioterapijo prejele posa-
mezne anatomske strukture. Glavni prednosti CT preiskave v primerjavi z
MRI sta hitrost zajema slike in cenovna dostopnost. Sliko celotnega telesa
lahko s CT skenerjem pridobimo v nekaj minutah, medtem ko bi za ekvi-
valentno MRI sliko potrebovali skoraj eno uro. Hkrati pa so obratovalni
stroški in osnovna cena sodobne CT naprave za nekaj magnitud nižji od
sodobne MRI naprave. Glavna slabost te metode je, da so pacienti izposta-
vljeni ionizirajočemu sevanju, kar pomeni, da se jim rahlo poveča verjetnost
rakavih obolenj kasneje v življenju. [7].
• Računalnǐska Tomografija s stožčastim snopom (CBCT) je različica CT
slikanja. CT s stožčastim snopom je slikovna tehnika, kjer izvor in de-
tektor rentgenskih žarkov s pomočjo robotske roke obkrožita pacienta in
posnameta več slik iz različnih zornih kotov. CBCT temelji na volume-
trični tomografiji, glavna razlika v primerjavi s tradicionalnim CT je oblika
uporabljenega snopa. Ta ima pri CT obliko pahljače, medtem ko imajo
žarki pri CBCT obliko stožca ali piramide. Ilustracija oblike žarka je prika-
zana na sliki 1.4. Zaradi potrebnih prilagoditev na drugačno obliko snopa
žarkov in detektorja je rekonstrukcija slike pri CBCT zahtevneǰsa, vendar je
v vseh smereh bolj enakomerna in bolj natančna. Najnoveǰse naprave lahko
3D rekonstrukcijo posameznega zajemanja slike opravijo že v 15 sekundah
[8]. Ta slikovna tehnika se zaradi hitrosti zajema pogosto uporablja med
radioterapijo za natančno pozicioniranje pacienta.
• Magnetnoresonančno slikanje (MRI) je neinvazivna slikovna tehnika, pri ka-
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Slika 1.4: Oblika snopa rentgenskih žarkov pri slikovni tehniki CT (ang. Fan
beam) in CBCT (ang. Cone Beam), povzeto po [9].
teri se z uporabo spreminjajočih se magnetnih polj ter pulzov radijskih va-
lov izvede slikanje človeškega telesa. Pri tej slikovni tehniki gre za merjenje
sprememb jakosti radijskih valov, ki jih oddajajo jedra vodikovih atomov.
Tkivo, ki ga slikamo, se nahaja v močnem zunanjem magnetnem polju, ki
”poravna”magnetne dipole vodikovih jeder v eno smer. Potem z elektroma-
gnetnim pulzom radijskih frekvenc vzbujamo ta vodikova jedra, v katerih
se magnetni dipoli odklonijo iz smeri zunanjega magnetnega polja. Dipoli
se po elektromagnetnem pulzu z različnimi časi vračajo v izhodǐsčno, po-
ravnano orientacijo. Ta razlika v času je vir informacij o vrsti tkiva, ki ga
opazujemo. Odvisna je od koncentracije vodikovih atomov in molekul, ki se
nahajajo v okolici le-teh. S to slikovno tehniko lahko dosežemo zelo dober
kontrast med različnimi mehkimi tkivi, kar pri drugih slikovnih tehnikah
pogosto ni možno. Pri MRI slikanju imamo na voljo veliko različnih proto-
kolov slikanja, ki poudarijo kontraste med tkivi. Druga velika prednost je,
da je ta metoda neinvazivna, saj ni zabeleženih nobenih škodljivih stranskih
učinkov za pacienta in medicinsko osebje. Ta slikovna tehnika se pogosto
uporablja, ko pacienta ne želimo izpostavljati ionizirajočemu sevanju, po-
navadi pri otrocih ali nosečnicah [10].
• Pozitronska Emisijska Tomografija (PET) je slikovna tehnika, pri kateri
pacientu v krvni obtok vbrizgamo radioaktivno sredstvo (ang. radiotracer),
katerega primarni radioaktivni razpad je beta plus. Pri tej vrsti razpada se
generira pozitron, ki se hitro anihilira z enim od elektronov v okolici. Pri
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anihilaciji nastaneta dva gama fotona, ki se izsevata v nasprotnih smereh.
Okoli pacienta so nameščeni gama detektorji, ki ob zaznavi obeh fotonov
določijo, kje se je razpad radioaktivnega sredstva zgodil. Na pridobljeni
PET sliki kot rezultat vidimo razlike koncentracij vbrizganega sredstva.
Razporeditev koncentracije je odvisna od izbire sredstva. Pogosta izbira
je fluorodeoksiglukoza (ang. fluorodeoxyglucose, FDG), ki se hitreje kopiči
v tkivih z večjo stopnjo presnove. Metabolna stopnja tumorskega tkiva je
pogosto zaznavno povečana. Na ta način lahko vidimo maligne spremembe
v tkivu, še preden se to začne odražati v anatomski zgradbi tkiva [14].
Glavna slabost te slikovne tehnike je njena invazivnost, saj poveča možnost
rakavih obolenj v prihodnosti zaradi uporabljenega radioaktivnega sredstva.
1.4 Načrt Obsevanja
Na osnovi pridobljenih slik, kjer je kontrast med tumorskim in zdravim tkivom do-
volj dober, strokovnjak označi dele anatomije, ki morajo prejeti predpisano dozo
sevanja in bližnje kritične organe, ki jih v idealnem primeru ne želimo obsevati.
Razgradnje in želene doze sevanja vnese v program za načrtovanje obsevanja, ki
vrne podatke o energijah, kotih in časih obsevanja z izbranim virom ionizirajočega
sevanja. Te podatke prenese v sistem za obsevanje in terapija se lahko prične [38].
Na sliki 1.5 je prikazan načrt obsevanja prostate s tremi žarki. Z barvno lestvico
je prikazana absorbirana doza tkiva.
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Slika 1.5: Primer načrta obsevanja prostate, s prikazom absorbirane doze seva-
nja, povzeto po [11].
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1.5 Razgradnja medicinskih slik
V zadnjem času je napredek na področju metod globokega učenja, predvsem
konvolucijskih nevronskih mrež, omogočil velik korak naprej pri avtomatizaciji
procesa razgradnje anatomskih struktur [12]. Uporaba metod globokega učenja
na medicinskih slikah je zahtevna iz večih razlogov. Eden od ključnih izzivov
je pomanjkanje primerno označenih učnih zbirk slik, saj pri učenju nevronskih
mrež ponavadi potrebujemo večje število slik, ki zajamejo čim večji del biološke
variabilnosti. Če želimo, da je model klinično uporaben, mora dobro delovati
na slikah iz katerekoli populacije. Digitalizacija zdravstvenih sistemov po svetu
je omogočila nastanek zbirk anonimiziranih medicinskih slik, ki jih raziskovalci
lahko uporabijo za eksperimente. Take zbirke v veliki meri še niso standardizirane
in se med seboj razlikujejo po strukturi datotečnega sistema in formatu slik, kar
pomeni, da moramo raziskovalci kar nekaj časa vložiti v predobdelavo zbirke, da je
le-ta uporabna. Drugi izziv je velika poraba pomnilnika pri obdelavi medicinskih
slik, ki so pogosto tridimenzionalne. V zadnjem času se je količina pomnilnika
in procesna moč grafičnih kartic, ki se uporabljajo pri razvoju metod globokega
učenja, bistveno povečala in tako omogočila obdelavo tridimenzionalnih slik [13].
1.6 Motivacija
V magistrski nalogi se osredotočamo na kvalitativno vrednotenje trenutno naj-
bolǰsih metod za samodejno razgradnjo kritičnih organov in tumorskega tkiva. V
zadnjih letih je izšlo mnogo novih člankov s predlaganimi metodami. Rezultate,
ki jih poročajo raziskovalci, je izredno težko primerjati med seboj, saj uporabljajo
različne učne in testne zbirke slik in hkrati še različne metrike za vrednotenje.
Zato se je trenutno zelo težko odločiti, katere metode izbrati in uporabiti ali pa
vsaj preizkusiti v klinični praksi. Rezultati večine člankov kažejo v isto smer:
čas, ki ga zdravstveni delavci porabijo za ročno razgradnjo kritičnih organov,
se lahko bistveno skraǰsa, kar pomeni, da bi lahko obravnavali več pacientov in
skraǰsali čakalne dobe. To pa je bistvenega pomena za onkološke oddelke, kjer je
rezultat zdravljenja odvisen od tega, kako hitro pacient prejme terapijo. Metode
vrednotimo na CT slikah, ki jih v klinični praksi pridobimo najpogosteje, saj je
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za diagnostiko mnogih patologij prva preiskava prav CT slikanje. Razgradnja
kritičnih organov na CT slikah predstavlja večji iziv kot na MRI slikah, saj so
kontrasti med mehkimi tkivi dosti slabši, kar pa pomeni, da bi testirane metode
na MRI slikah delovale enako dobro ali celo bolje [15].
1.7 Struktura magistrske naloge
V uvodnem poglavju so podane informacije o raku v Sloveniji, radioterapiji in o
medicinskih slikovnih tehnikah. V drugem poglavju sledi opis uporabljenih slikov-
nih zbirk. V tretjem poglavju so opisane ključne metode pri razgradnji medicin-
skih slik, predstavljeni so gradniki generične nevronske mreže in kako se testirane
metode razlikujejo med seboj. V čertrtem poglavju so predstavljeni eksperimenti
in rezultati v obliki grafov in tabel, opisane so tudi metrike za vrednotenje rezul-
tatov. Rezultati so kritično ovrednoteni v petem poglavju, magistrsko delo pa je




V začetku raziskovanja smo uporabili zbirko slik, ki so jo pripravili avtorji članka
[25]. V tej zbirki je na voljo 31 CT slik z razgradnjami 21 anatomskih struktur
glave in vratu. Slike so avtorji pridobili iz zbirk TCGA-HNSC [16] in Head-Neck
Cetuximab [17]. Razgradnje struktur sta pripravili dve med seboj neodvisni sku-
pini onkologov in radiologov. Slike so uporabljali pri testiranju svoje metode za
razgradnjo anatomskih struktur. V članku so podani rezultati testiranja na 24 CT
slikah. Na sliki 2.1 je prikazana vzorčna CT slika s pripadajočimi razgradnjami
in tridimenzionalni prikaz razgradenj.





Magistrsko delo temelji na zbirki CT slik, ki je bila pripravljena za tekmovanje
StructSeg 2019 [33]. To je tekmovanje v avtomatizirani razgradnji anatomskih
struktur za namen načrtovanja radioterapije. Tekmovanje je bilo del mednaro-
dne konference MICCAI 2019, na kateri so bili predstavljeni aktualni dosežki na
področju uporabe medicinskih slik pri računalnǐsko podprti diagnostiki in tera-
piji. Glavna prednost te slikovne zbirke je, da so na vseh slikah označene vse
izbrane anatomske strukture. Pri učenju nevronske mreže je velika težava to,
če na nekaj slikah nekatere razgradnje manjkajo, saj se model potem nauči, da
te strukture na CT sliki ni. Slikovna zbirka je sestavljena iz treh delov, ki so
podrobno predstavljeni v naslednjih treh podpoglavjih.
2.2.1 Slike glave in vratu
Prvi del zbirke je 50 CT slik glave in vratu z razgradnjami pomembnih anatomskih
struktur oziroma kritičnih organov (OAR). Raster slik je v X in Y smeri enak za
vse slike: 512x512, v Z smeri pa variira od 105 do 131. Korak vzorčenja slik v
X in Y smeri je pri posameznih slikah enak in med slikami variira od 0,976 mm
do 1,171 mm. V Z smeri je za vse slike korak vzorčenja 3 mm. Razgradnje so na
voljo za anatomske strukture naštete v tabeli 2.1. Vzorčna slika je prikazana na
sliki 1.3.
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Tabela 2.1: Anatomske strukture glave in vratu
1. Levo oko, 12. Hrbtenjača,
2. Desno oko, 13. Leva obušesna žleza slinavka,
3. Leva očesna leča, 14. Desna obušesna žleza slinavka,
4. Desna očesna leča, 15. Levo notranje uho,
5. Levi optični živec, 16. Desno notranje uho,
6. Desni optični živec, 17. Levo notranje uho,
7. Optična kiazma, 18. Desno srednje uho,
8. Hipofiza, 19. Levi čeljustni sklep,
9. Možgansko deblo, 20. Desni čeljustni sklep,
10. Levi senčni reženj, 21. Leva čeljustnica,
11. Desni senčni reženj, 22. Desna čeljustnica.
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2.2.2 Slike prsnega koša
Drugi del zbirke je 50 CT slik prsnega koša z razgradnjami OAR. Raster slik je
v X in Y smeri enak za vse slike: 512x512, v Z smeri pa variira od 85 do 109.
Korak vzorčenja slik v X in Y smeri je pri posameznih slikah enak in med slikami
variira od 0,876 mm do 1,231 mm. V Z smeri je za vse slike korak vzorčenja 5
mm. Razgradnje so na voljo za anatomske strukture naštete v tabeli 2.2. Vzorčna
slika je prikazana na sliki 2.2.
Tabela 2.2: Anatomske strukture prsnega koša
1. Levo pljučno krilo,





Slika 2.2: Vzorčna CT slika prsnega koša iz zbirke StructSeg, povzeto po [33].
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2.2.3 Slike pljuč s tumorji
Tretji del je 50 slik pljuč z razgradnjami GTV rakavega tkiva. Raster slik je v X
in Y smeri enak za vse slike: 512x512, v Z smeri pa variira od 81 do 105. Korak
vzorčenja slik v X in Y smeri je pri posameznih slikah enak in med slikami variira
od 0,976 mm do 1,367 mm. V Z smeri je za vse slike korak vzorčenja 5 mm.
Vzorčna slika je prikazana na sliki 2.3.
Slika 2.3: Vzorčna slika pljuč z razgradnjo tumorskega tkiva iz zbirke StructSeg,
povzeto po [33].
2.3 RADIOMICS
V zadnjem delu raziskovanja, pri eksperimentih z delno nadzorovanim učenjem,
smo uporabili 24 CT slik glave in vratu iz zbirke RADIOMICS [18]. Referenčnih
razgradenj iz te zbirke nismo uporabili, saj niso bile na voljo za enake strukture
kot v zbirki StructSeg. Vzorčna slike je prikazana na sliki 2.4.
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Slika 2.4: Vzorčna slika iz zbirke RADIOMICS, povzeto po [18].
3 Metode razgradnje slik
3.1 Konvolucijske nevronske mreže
Nevronske mreže so univerzalni aproksimator, kar pomeni, da se ob dovolj kom-
pleksni arhitekturi lahko naučijo poljubno kompleksne preslikave med vhodnimi
in izhodnimi spremenljivkami. Pri razgradnji medicinskih slik je na vhodu ne-
vronske mreže ena ali več slik v obliki matrik številskih vrednosti, ki so odvisne od
slikovne tehnike. Pri CT sliki številske vrednosti predstavljajo absorpcijo rent-
genskih žarkov. Na izhodu nevronske mreže je matrika binarnih vrednosti oz.
maska dimenzij (n, x, y, z), kjer je n število struktur, ki jih želimo razgraditi, x,
y, z pa dimenzije vhodne slike. Posamezna maska za vsak voksel vhodne slike
vsebuje informacijo, ali ta pripada izbrani strukturi ali ne.
3.1.1 Konvolucijska plast
Osnovni gradnik konvolucijske nevronske mreže je konvolucijska plast (ang. con-
volution layer). Skica konvolucijske plasti je prikazana na sliki 3.1. V tej plasti se
izračunava skalarni produkt filterske matrike in dela vhodne matrike. Filter pre-
mikamo po vhodni matriki in po vsakem premiku izračunamo skalarni produkt.
Rezultat te operacije se imenuje aktivacijska matrika. Če je vrednost skalarnega
produkta relativno velika, to pomeni, da je koncept, ki ga filter predstavlja, močno
zastopan v tistem delu vhodne matrike. Vrednosti, ki so nastavljene v filtru, so
uteži, ki se prilagajajo med učenjem nevronske mreže tako, da je končna maska
čim bolj podobna referenčni. Aktivacijsko matriko v nadaljevanju pomnožimo še
z nelinearno aktivacijsko funkcijo.
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Slika 3.1: Skica konvolucijske plasti: vhodna matrika na levi, filterska matrika
na sredini in aktivacijska matrika na desni, povzeto po [19].
3.1.2 Aktivacijske funkcije
Aktivacijske funkcije so ključni gradniki CNN, saj v preslikavo vnašajo nelinear-
nosti, ki omogočajo učenje z vzvratnim razširjanjem napake, pri katerem moramo
izračunati parcialne odvode funkcije napake. Če je aktivacijska funkcija linearna,
je njen odvod konstanta in vhodni signal nima vpliva na njen izhod. Tak mo-
del bi bil praktično neuporaben pri obdelavi slik v kontekstu razgradnje, ki je
v osnovi nelinearen problem. Druga pomembna lastnost najpogosteje uporablje-
nih aktivacijskih funkcij je, da omejijo vrednosti matrik v nevronski mreži, saj
se te v nasprotnem primeru lahko povečujejo nekontrolirano, kar lahko povzroči
divergenco vrednosti napake. Pri izbiri pa moramo v obzir vzeti tudi računsko
zahtevnost aktivacijske funkcije, saj se njena vrednost izračuna v vsaki konvolu-
cijski plasti nevronske mreže. Nekaj primerov aktivacijskih funkcij je prikazanih
na sliki 3.2.
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Slika 3.2: Pogosto uporabljene aktivacijske funkcije, povzeto po [20].
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3.1.3 Transponirana konvolucijska plast
Pri razgradnji slik na izhodu CNN pričakujemo masko enake ločljivosti kot je
vhodna slika, saj želimo za vsak voksel v vhodni sliki vedeti, ali pripada neki
strukturi ali ne. Konvolucijske plasti pa zmanǰsajo ločljivost aktivacijskih matrik
pri prehodu čez nevronsko mrežo. Če želimo na izhodu nevronske mreže enako
ločljivost kot na vhodu, moramo uporabiti katero od tehnik nadvzorčenja. Ena od
pogosto uporabljenih je transponirana konvolucijska plast. V tej plasti se izvede
konvolucija filtra in vhodne aktivacijske matrike, kateri so dodani dodatni voksli
(ang.padding), tako da je izhodna aktivacijska matrika izbrane večje ločljivosti.
Skica te plasti je prikazana na sliki 3.3.
Slika 3.3: Skica transponirane konvolucijske plasti: vhodna aktivacijska matrika
na levi, filterska matrika na sredini in izhodna aktivacijska matrika na desni,
povzeto po [19].
3.1.4 Združevalna plast
Združevalna plast (ang. pooling layer) zmanǰsa ločljivost aktivacijske matrike
tako, da je ta manj prostorsko določena. To pomeni, da majhni premiki objektov
v vhodni matriki ne povzročijo več enako velikih sprememb v aktivacijski matriki.
Ker je ločljivost izhodne aktivacijske matrike manǰsa, bodo plasti v nadaljevanju
vsebovale manj nastavljivih parametrov in posledično zahtevale manj pomnilnika.
To pomeni, da lahko z enako količino pomnilnika dodamo več konvolucijskih plasti
ali filtrov. Na sliki 3.1.4 je prikazano delovanje združevalne plasti z velikostjo filtra
dva krat dva, premikom dva, funkcija preslikave pa je največja vrednost. Vidimo,
3.1 Konvolucijske nevronske mreže 23
da se filter premika po vhodni matriki in vsakič za štiri polja določi največjo
vrednost in jo zapǐse v izhodno matriko. Funkcija preslikave je poljubno izbrana,
pogosto se uporablja tudi tudi najmanǰsa ali povprečna vrednost [24].
Slika 3.4: Prikaz delovanja združevalne plasti. Velikost filtra 2x2, premik 2 in z
največjo vrednostjo kot funkcijo preslikave. Vhodna matrika na levi, izhodna na
desni.
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3.1.5 Polno povezana plast
Polno povezana plast (ang. fully connected layer) je izvedenka konvolucijske
plasti, pri kateri imajo filtri dostop do vseh aktivacijskih matrik iz preǰsnjih plasti.
Ta plast se tipično uporablja na koncu nevronske mreže, ko želimo upoštevati
rezultate iz vseh preǰsnjih plasti. Pogosto se uporablja pri klasifikacijskih CNN,
kjer želimo na koncu posamezno sliko razvrstiti v eno od kategorij.
3.1.6 Izpadna plast
V izpadni plasti (ang. dropout layer) se vrednosti v vhodni aktivacijski matriki
naključno z neko izbrano verjetnostjo nastavijo na 0. Uporaba te plasti zmanǰsuje
”pretreniranost”nevronske mreže, saj med učenjem naključno prekine pomembne
povezave in povzroči, da se tudi uteži v neaktivnih filtrih začnejo prilagajati in
prispevati k delovanju modela.
3.2 Učenje konvolucijske nevronske mreže
3.2.1 Razdelitev slik
Celotno zbirko slik, ki jih imamo na voljo, ponavadi razdelimo v tri množice:
učno, validacijsko in testno. Učne slike so tiste, ki jih nevronska mreža uporablja
za prilagajanje uteži med učenjem. Vsakih nekaj iteracij učenja na učnih slikah
preverimo, kakšna je kakovost razgradenj na validacijskih slikah, do katerih ne-
vronska mreža med učenjem nima dostopa. Če je rezultat bistveno slabši kot na
učnih slikah, lahko sklepamo, da je CNN prešla v območje pretreniranosti, kjer
se kakovost razgradenj na učnih slikah sicer izbolǰsuje, na validacijskih slikah pa
ostaja enaka ali pa se celo poslabšuje. Na podlagi kakovosti razgradenj na valida-
cijski množici se lahko odločimo prilagoditi katere od načrtovalskih parametrov
CNN ali pa zaključiti proces učenja. Po koncu učenja preverimo kakovost razgra-
denj na testnih slikah, kar predstavlja končni test in rezultate, ki jih poročamo.
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3.2.2 Učni korak
Za razlago učenja konvolucijske mreže bomo uporabili poenostavljen primer, pri
katerem želimo na slikah označiti samo eno strukturo. Posamezen učni korak v
procesu učenja nevronske mreže je v grobem sestavljen iz treh faz. V prvi fazi
na vhod nevronske mreže pripeljemo posamezne slike iz učne množice, ki so ma-
trike številskih vrednosti. Nevronska mreža na izhodu vrne binarno masko pri
trenutnih vrednostih uteži v mreži. V drugi fazi se izhodna maska z uporabo
funkcije napake (ang.loss function) primerja z referenčno masko (ang. ground-
truth mask). Funkcija napake pove, kako podobna je trenutna maska referenčni.
Ponavadi je vrednost funkcije napake velika, če je ujemanje slabo in majhna, če je
ujemanje dobro. V tem primeru želimo minimizirati vrednost funkcije napake. V
tretji fazi se posodobijo vrednosti uteži v CNN od izhoda proti vhodu. Temu po-
stopku pravimo tudi vzvratno razširjanje napake. Za vsak nevron, ki je v našem
primeru filter pri konvoluciji, se izračunajo parcialni odvodi napake po utežeh,
ki povejo, kako se morajo spremeniti uteži, da se bo trenutna napaka najbolj
zmanǰsala ob najmaǰsi spremembi uteži. Pridobljeni popravki se pomnožijo še
s faktorjem hitrosti učenja. Ta parameter vpliva na to, kako velik je popravek
uteži v posameznem učnem koraku. Če je korak premajhen, se nevronska mreža
prepočasi premika proti optimalni rešitvi, če pa je korak prevelik, se lahko zgodi,
da pride do oscilacij uteži okoli optimalne rešitve, saj jo v posameznem učnem
koraku preskočimo. Faktor hitrosti učenja je zato pomemben načrtovalski pa-
rameter, ki ga tipično izberemo s poizkušanjem. Pristop, ki se v zadnjem času
uporablja, je prilagajanje tega parametra med učenjem. Eden od pristopov je,
da na začetku izberemo relativno veliko vrednost hitrosti učenja in jo ohranjamo,
dokler se trenutna napaka modela na validacijski množici slik zmanǰsuje. Ko
se vrednost napake nekaj iteracij ne zmanǰsuje več, parameter hitrosti učenja
zmanǰsamo tako, da ga pomnožimo z izbranim faktorjem manǰsim od ena. Po-
gosto je izbrana vrednost od 0,5 pa do 0,1. V naslednjih iteracijah se uteži pri
enaki napaki spreminjajo za ta faktor manj. Drugi pristop pa je, da se konstanta
učenja zmanǰsa ob najprej določenih trenutkih. Učenje se zaključi, ko je eden
ali več izbranih kriterijev izpolnjenih. Kot kriterij za zaključitev učenja si lahko
izberemo: absolutno vrednost napake, ki je še sprejemljiva; da se vrednost napake
zadnjih n iteracij ni zmanǰsala; dovolj majhno vrednost hitrosti učenja ali pa da
pride do divergence vrednosti napake med validacijsko in učno množico. To je
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le kratek opis procesa učenja CNN. Za bolj podrobno razlago predlagamo ogled
virov [40, 41].
3.2.3 Funkcije napake
Izbira funkcije napake je ena od ključnih odločitev pri načrtovanju CNN in je
odvisna od problema, ki ga rešujemo. Za problem razgradnje se najpogosteje
uporabljata dve funkciji napake ali pa njuna kombinacija:
• Binarna križna entropija je mera podobnosti med dvema verjetnostnima
porazdelitvama spremenljivk ali dogodkov. Izračuna se po enačbi 3.1, kjer
je ŷ napovedana vrednost, y pa resnična vrednost. V našem primeru je
ŷ binarna maska, ki jo vrne model, y pa binarna maska, ki jo pripravi
strokovnjak.
LBCE(y, ŷ) = −(y log(ŷ)) + (1− y) log(1− ŷ)) (3.1)
• Diceova funkcija napake je izpeljana iz DSC in se izračuna po enačbi 3.2. Iz-
bira te funkcije napake je dobra, ker na koncu kakovost razgradenj ovredno-
timo prav z DSC in če izberemo to izgubno funkcijo, optimiziramo proces





3.2.4 Bogatenje učne zbirke slik
Pri implementaciji metod globokega učenja v medicinskem okolju velikokrat na-
letimo na težavo pomanjkanja slik. Na voljo imamo premalo slik za učenje in
rezultat je, da funkcija napake med učenjem hitro pada, vendar pa pri vrednote-
nju na validacijskih in testnih slikah ostane visoka. V tem primeru se model nauči,
kako mora označiti učne slike, da je napaka majhna, vendar to znanje odpove na
novih, prej nevidenih slikah. Ena rešitev je bogatenje slik (ang. image augmen-
tation). Z različnimi preslikavami obstoječih slik lahko razširimo učno množico
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slik. Slike so originalnim podobne, vendar dovolj drugačne, da lahko CNN iz njih
izlušči več informacij. Nekatere preslikave v nadaljevanju prikažemo na primeru
CT slike glave in vratu, ki jo želimo uporabiti za učenje razgradnje anatom-
skih struktur. Pri zajemu CT slik glave in vratu imamo nekatere pogoje, ki so v
splošnem zagotovljeni. Pacient je med zajemom slik vedno v približno enaki pozi.
Pacient leži na mizi CT skenerja in njegova glava je približno vzdolžno poravnana
in na sredini polja zajema. Med slikami pacientov neizogibno pride do majhnih
odstopanj. Tudi če dvakrat slikamo istega pacienta, ga ni možno pozicionirati
na točno enak način, vedno pride majhne naključne rotacije in premika pacienta
v skenerju. Glavne razlike med slikami različnih pacientov pa izvirajo iz same
biološke variabilnosti. Če pogledamo najbolj očiten primer: velikost glave pri
odraslem človeku ali otroku. Če v učni množici nimamo slik glave in vratu otrok,
ne moremo pričakovati, da bo model globokega učenja dobro deloval, ko bo moral
označiti anatomske strukture na bistveno manǰsi glavi, kot jo pričakuje. S spodaj
opisanimi preslikavami lahko nekatere od teh težav rešimo. Za ta primer bi lahko
uporabili skaliranje vhodnih slik pri učenju. Nekatere slike glav odraslih ljudi,
ki tvorijo učno množico, bi lahko naključno zmanǰsali za npr. 10-30 odstotkov.
Na ta način bi simulirali prisotnost slik mlaǰsih ljudi in model bi zagotovo bolje
deloval. Preslikave, ki se tipično uporabljajo so:
• Rotacija je najpogosteje uporabljena preslikava za bogatenje slik. Če imamo
tridimenzionalno sliko, lahko rotacijo izvedemo okoli vseh treh koordinatnih
osi. Če pri uporabi modela pričakujemo, da bodo objekti v približno enaki
poziciji in orientaciji, je vrednost rotacije ponavadi v intervalu +/- 10 do 30
stopinj. Primer rotacije je prikazan na sliki 3.5. Pri rotaciji imamo pogosto
težavo z nedefiniranimi vrednostmi, ki pa jih nastavimo na vrednosti ozadja
kot je prikazano na sliki 3.5.
• Skaliranje S skaliranjem lahko v našem primeru v učno množico dodamo
nekaj večjih in manǰsih slik, ki simulirajo razlike v velikosti, ki izvirajo iz
biološke variabilnosti. Primer te transformacije je prikazan na sliki 3.6.
• Nelinearne deformacije različno preslikajo posamezne dele slike. V primeru
slik glave in vratu na ta način lahko bolje simuliramo biološko variabil-
nost. Na sliki 3.7 je prikazana nelinearna deformacija, ki se izvede tako,
da se najprej ustvari mreža točk v velikosti vhodne slike, na to pa se te
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Slika 3.5: Rotacija v 2D. Pri postopku rotacije dobimo območje nedefiniranih
vrednosti, ki je označeno z oranžno barvo. V tem primeru lahko območju nasta-
vimo vrednost ozadja.
Slika 3.6: Skaliranje v 2D. Pri postopku skaliranja, če sliko pomanǰsamo, dobimo
območje nedefiniranih vrednosti, ki je označeno z oranžno barvo. V tem primeru
lahko območju nastavimo vrednost ozadja.
točke premaknejo v naključnih smereh. Med premaknjenimi točkami se z
interpolacijo izračuna zvezen premik vmesnih pikslov ali vokslov od ene do
druge točke. Parametra, ki ju lahko izberemo, sta v tem primeru število
točk v mreži (parameter ’̌st. točk’) in največji dovoljen premik teh točk
(parameter ’sigma’). Na sliki 3.7 vidimo rezultate tovrstnega bogatenja z
različnimi parametri. Paziti moramo, da izberemo parametre deformacije
tako, da kot rezultat dobimo slike, ki so biološko verjetne. Na tej sliki sta
najbolj biološko verjetni sliki desno zgoraj in levo spodaj. Ostale defor-
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mirane slike niso primerne za učenje modela, saj ne predstavljajo biološko
verjetne oblike človeške glave.
Slika 3.7: Nelinerana deformacija mreže točk
• Dodajanje šuma je sivinska popačitev, kjer v slike vnašamo naključen šum.
Posamezne vrednosti intezitet vokslov rahlo spreminjamo po izbrani funkciji
verjetnosti. Ena od situacij, kjer je taka popačitev uporabna, je, ko želimo
naš model narediti ”odporen”na šum, ki se lahko pojavi na vhodnih slikah,
vendar pa moramo poznati karakteristiko šuma, ki jo je v praksi zahtevno
ugotoviti iz slik.
3.3 Metoda Isensee2017
Avtorji članka [26] so v okviru tekmovanja BRATS 2017 razvili metodo za raz-
gradnjo slik možganskih tumorjev, ki je osnovana na osnovi arhitekture U-net.
Konvolucijska nevronska mreža U-net je bila prvotno izumljena in uporabljena za
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razgradnjo biomedicinskih slik. Arhitekturo U-net mreže lahko v grobem opǐsemo
kot kombinacijo kodirnika in dekodirnika. Kodirni del je klasična klasifikacijska
mreža, sestavljena iz konvolucijskih in združevalnih plasti brez gosto povezanih
plasti. V kodirnem delu se v vsakem konvolucijskem bloku zmanǰsa ločljivost,
hkrati pa se poveča število filtrov. Po vsakem konvolucijskem bloku tako prido-
bimo aktivacijske matrike za različne ločljivosti. V dekodirnem delu se izvede
nadvzorčenje v enakih korakih kot pri podvzorčenju v kodirnem delu, vendar
v obratni smeri. Aktivacijske matrike različnih ločljivosti iz kodirnega dela se
prǐstejejo k aktivacijskih matrikam enakih ločljivosti v dekodirnem delu. Na ta
način se informacije iz aktivacijskih matrik vǐsjih ločljivosti ne izgubijo [42].
Slika 3.8: Arhitektura nevronske mreže U-Net, povzeto po [42].
Ta metoda na začetku testiranja ni konvergirala za vse strukture - napaka
modela je ostajala visoka in se ni spreminjala, predvsem za manǰse strukture kot
so: vidni živec, optična kiazma in notranje uho. Razlog je verjetno v majhnosti
omenjenih struktur. Če je struktura majhna, je tudi verjetnost, da bo naključna
sprememba filtra zmanǰsala napako, majhna. Težavo smo rešili z dvema pristo-
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poma ob začetku učenja novega modela: vse strukture v referenčnih razgradnjah
smo združili v eno samo tako, da je maska za vsako strukturo vsebovala vse
strukture. Kot rezultat je model na začetku učenja na vseh kanalih zaznaval vse
strukture. Predpostavljamo, da ta izbolǰsava deluje zato, ker se filtri v zgornjih
plasteh z večjo verjetnostjo nastavijo ustrezno za zaznavanje robov in mej na sliki.
Ko je DSC na vseh kanalih presegel 10 odstotkov, smo referenčne slike zamenjali
z originalnimi in metoda je začela konvergirati na vseh izhodnih kanalih oziroma
strukturah. Druga rešitev, ki je izbolǰsala hitrost konvergence na začetku učenja,
je izbira prilagojene Diceove izgubne funkcije ali Tversky izgubne funkcije [27].
Ta izgubna funkcija manj kaznuje napačno pozitivno označene voksle, kar model
spodbudi, da začne označevati strukture, tudi če so te napačno označene.
3.4 Metoda nnU-net
Sistem nnU-Net [29] (ang. no new net)(≫brez nove mreže≪) omogoča razgradnjo
3D biomedicinskih slik. Glavna prednost nnU-Net sistema je, da se samodejno
prilagodi poljubni zbirki biomedicinskih slik. Raziskovalci so sistem testirali na
veliko različnih zbirkah slik in izluščili hevristična pravila za iskanje optimalnih
nastavitev sistema za poljubno zbirko slik. Osnovni vhodni podatek so lastno-
sti ali ”prstni odtis”vhodne zbirke slik. Te zajemajo velikosti slik, vzorčenje in
razmerja zastopanosti posameznih struktur v zbirki. Na podlagi teh informacij
sistem nnU-Net sistematično nastavi parametre sistema, ki so razdeljeni v tri
skupine: načrtovalski, poizvedeni in empirični parametri.
Načrtovalski parametri so konstantni za vse zbirke slik in vsebujejo informacije
kot so:
• Zgradba U-net mreže. Konvolucijske plasti so sestavljene iz klasične kon-
volucije, normalizacije instance in aktivacijske funkcije LeakyRElu.
• Zasnova U-net mreže 2D, 3D ali 3D kaskada. V trenutni različici sistem
pripravi vse tri konfiguracije in potem v fazi validacije odloči, katera konfi-
guracija je najbolǰsa za uporabljeno zbirko slik.
• Shema učenja. Vsako učenje traja 1000 epochov, kjer je vsak epoch defini-
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ran kot 250 iteracij učenja.
• Uporabljena metoda optimizacije je stohastični gradientni spust z relativno
visoko konstanto učenja (0.01) in visokim Nesterovim koeficientom (0.99),
ki je empirično dala najbolǰse rezultate pri testiranju na različnih zbirkah
biomedicinskih slik.
• Urnik parametra hitrosti učenja je ’polyLR’, ki učno kostanto približno
linearno zmanǰsuje proti 0.
• Uporabljeno je bogatenje učnih slik, ki se izvaja med učenjem in tako
omogoča praktično neskončen vir unikatnih učnih primerov, ki bistveno
izbolǰsa delovanje sistema na majhnih zbirkah slik.
• Funkcija napake (ang. loss function) je sestavljena iz povprečja DSC in
križne entropije. Razlog za uporabo križne entropije je predvsem v tem,
da sistem pri učenju obravnava vhodne slike, ki so razdeljene na dele in
zato DSC samo aproksimira kakovost razgradnje na celotni vhodni sliki.
Kombinacija teh dveh funkcij je empirično dala najbolǰse rezultate.
Poizvedeni parametri se določijo na podlagi lastnosti učne zbirke slik in vse-
bujejo sledeče podatke:
• Zahtevano prevzročenje in velikosti koščkov vhodnih slik, ki se uporabljajo
med učenjem tako, da je pomnilnik, ki je na voljo, izkorǐsčen v največji
meri,
• Velikosti skupine slik (ang. batch size) za posamezne korake pri učenju,
• Normalizacija slik na podlagi modalitete, ki je različna za CT in MRI slike.
Empirični parametri vključujejo zasnovo U-Net mreže, ki je lahko 2D, 3D vi-
soke in nizke ločljivosti, ali pa kaskada katerekoli od teh kombinacij. Kaskada
pomeni, da se izračuna povprečna izhodna matrika na podlagi zaporedno obde-
lanih vhodnih slik in izhodov večih modelov različnih konfiguracij, npr. 2D in
3D.
3.5 Metoda DeepMedic 33
Pri validaciji se pri metodi nnU-Net določi še, ali je koristno odstraniti manǰse
povezane komponente z izhodnih razgradenj. Ta postopek je podrobneje opisan
v [30, 31], temelji pa na predpostavki, da je večina anatomskih struktur sesta-
vljena iz enega samega povezanega dela. Posledično lahko ohranimo le največjo
povezano komponento (lahko tudi nekaj največjih), ostale pa odstranimo in tako
izbolǰsamo kakovost razgradnje.
3.5 Metoda DeepMedic
DeepMedic sistem [28] je namenjen razgradnji struktur v 3D biomedicinskih sli-
kah. V osnovi je bil razvit za razgradnjo lezij v možganih. Nevronska mreža
DeepMedic je sestavljena iz dveh konvolucijskih poti, nizko- in visokoločljivostne,
in polno povezane plasti, kot je prikazano na sliki 3.9. Vsaka od konvolucijskih
poti vsebuje 11 nivojev. Nizko- in visokoločljivostna vhoda imata center vedno
v isti točki, vendar z razliko, da je nizkoločljivostni pridobljen na podvzorčeni
sliki in posledično zajema večji del okolice. Na ta način ima model med učenjem
hkrati dostop do podatkov iz širše okolice in do bolj lokaliziranih podatkov iz dela
slike, ki je v danem trenutku obravnavan. V polno povezanih plasteh se aktivacije
obeh konvolucijskih poti združijo. Na koncu pa še je ena konvolucijska plast, ki
vrne končno aktivacijsko matriko.
Slika 3.9: Arhitektura nevronske mreže DeepMedic, povzeto po [28].
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3.6 Metoda InnerEye
Sistem InneyEye [32] je orodje za globoko učenje modelov na medicinskih slikah.
Glavna prednost tega sistema je, da je popolnoma integriran v okolje Azume
Machine Learning (Azure ML) in podpira učenje različnih modelov za razgradnjo,
razvrščanje in regresijo.
Pri modelih za razvrščanje in regresijo je možno vključiti tudi neslikovne po-
datke. Pri zajemu medicinskih slik imamo pogosto na voljo še druge podatke, kot
so biomarkerji, meritve ali druge podatke o pacientu, ki jih v tem sistemu lahko
brez težav vključimo v modele globokega učenja.
Sistem Azure ML podpira učenje in shranjevanje modelov ter vizualizacijo
rezultatov. Oznake posameznih eksperimentov se generirajo samodejno. Tako
lahko dostopamo do podatkov o preteklih eksperimentih. Pri eksperimentiranju z
različnimi modeli z veliko nastavljivimi parametri lahko hitro izgubimo sledljivost
o kombinacijah nastavitev, ki smo jih že preizkusili.
Možno je tudi nastaviti več članov ekipe, ki lahko sočasno dostopajo do sistema
in sodelujejo. Uporaba tega sistema lahko zmanǰsa stroške uporabe v primerjavi
z razvojem lastnega sistema. Z uporabo AzureML se ob začetku učenja modela
rezervira zahtevana strojna oprema in se na koncu tudi sprosti. V mirovanju tako
sistem ne predstavlja stroškov.
Kljub osredotočenosti na delovanje v oblaku vsa funkcionalnost sistema enako
dobro deluje tudi v lokalnih okoljih. To je pomembno, če ne želimo svojih po-
datkov nalagati v oblak, ali pa če dostop do oblaka ni možen. V tem primeru
moramo imeti na voljo strojno opremo, ki jo učenje posameznih modelov zahteva.
Na medicinskih slikah se v sklopu validacije sistema pogosto zahteva križna
validacija. Prednost AzureML sistema je tudi, da imamo možnost sočasno učiti
več modelov z različnimi razdelitvami vhodnih podatkov. Čas učenja modelov se
tako lahko bistveno zmanǰsa.
4 Eksperimenti in rezultati
V tem poglavju so prikazani rezultati vrednotenja v preǰsnem poglavju opisanih
metod za razgradnjo anatomskih struktur in tumorjev. Rezultati so razdeljeni v
skupine po različnih delih človeške anatomije. Ta razdelitev izvira iz strukture
zbirk CT slik.
Glavna težava, s katero smo se soočali pri testiranju opisanih metod, je po-
manjkanje CT slik s pripadujočimi referenčni razgradnjami za vse strukture, ki
nas zanimajo. Na voljo je kar nekaj javno dostopnih zbirk slik, vendar pa refe-
renčne razgradnje različnih zbirk ne zajemajo vseh željenih anatomskih struktur.
V primeru, če model naenkrat razgrajuje vse strukture, ki nas zanimajo, se lahko
kombinacijo takih zbirk uporabi le za nabor tistih struktur, ki prisotne v vseh
zbirkah. Drugi pristop je, da imamo za vsako anatomsko strukturo svoj model in
tako lahko pri učenju uporabimo vse slike, za katere imamo na voljo referenčne
razgradnje te strukture iz različnih zbirk. Bolj uporaben je prvi pristop, saj
zmanǰsa zahtevnost učenja in vzdrževanja modelov, tj. ni potrebno vzdrževati
množice različnih modelov, ampak samo enega. V literaturi se za učenje tipično
uporabljajo zbirke slik velikosti od nekaj 100 pa do nekaj 1000 slik.
Druga težava je v tem, da tudi če imamo več zbirk slik, kjer je označena
neka struktura, ta struktura ni nujno označena konsistentno, kar lahko zmanǰsa
kakovost obrisovanja s tako naučenim modelom. Ta težava je pogosto prisotna
pri strukturah iz mehkeǰsih tkiv, kjer meja med strukturo in ozadjem ni dobro
vidna. Do razlik prihaja tudi med institucijami, ki pripravljajo zbirke, saj te
pogosto določijo različna pravila o tem, kako se pravilno označi neko strukturo.
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4.1 Metrike vrednotenja kakovosti razgradenj
Pri vrednotenju kakovosti razgradenj se uporabljajo različne metrike. V nadalje-
vanju so opisane nekatere od pogosto uporabljenih metrik in njihove prednosti.
4.1.1 Dice-Sorensenov koeficient (DSC)
DSC se najpogosteje uporablja za vrednotenje kakovosti razgradenj. Za posame-
zno strukturo se DSC izračuna po enačbi 4.1, kjer je |X| velikost strukture na
referenčni razgradnji, |Y | velikost strukture na testirani razgradnji, člen |X ∩ Y |
pa je velikost preseka obeh struktur. DSC ”nagradi”pravilno označene piksle
ali voksle in ”kaznuje”nepravilno označene na testni razgradnji [21]. DSC pona-
vadi izračunamo na množici slik, kot rezultat pa podamo največjo, najmanǰso in
povprečno vrednost DSC celotne množice.
DSC =




Pri vrednotenju kakovosti razgradenj anatomskih struktur se je uveljavila različica
DSC, ki vrednoti, kako dobro se površini med referenčno in testno masko pokri-
vata. Na sliki 4.1.2 je shematsko prikazan izračun te metrike.
V članku [25] avtorji predlagajo, da največje dovoljeno odstopanje površin
izberemo tako, da za določeno anatomsko strukturo več strokovnjakov pripravi
referenčne obrise in na njih izračunamo 95. percentil odstopanja površin. Tako
izberemo mejo glede na klinično prakso. Največja dovoljena napaka je na ta način
primerljiva s tisto, ki jo naredijo različni strokovnjaki pri ročnem obrisovanju.
Pri nekaterih strukturah je dovoljeno odstopanje različno kot pri drugih. Če
primerjamo razgradnji čeljustnice in vidnega živca, je pri čeljustnici odstopanje
površine, ki je še sprejemljivo, večje kot pri vidnem živcu, ki je bistveno maǰsa
struktura. Za izračun razdalje med površinama razgradenj moramo podati še
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Slika 4.1: Ilustracija izračuna površinskega Diceovega koeficienta. (a) Ilustracija
izračuna površinskega DSC. Neprekinjena črta: testna površina, črtkana črta:
referenčna površina, črna puščica: največje dovoljeno odstopanje med testno in
referenčno površino. Z zeleno barvo je prikazana ustrezno označena povržina
v testni razgradnji, z vijolično pa je prikazana neustrezno označena površina.
(b) Ilustracija določanja največjega dovoljenega odstopanja površin. Prikazani
sta razgradnji, ki sta ju pripravila dva različna strokovnjaka. Kraǰse črte med
površinama prikazujejo razdalje med njima, povzeto po [25].
vzorčenje slik, ki pripada vrednotenim razgradnjam, saj želimo izračunati razdaljo
med površinama v milimetrih.
Anatomske strukture so tipično sestavljene samo iz enega dela in imajo za-
ključeno površino. Zanima nas torej, kje se nahaja površina anatomske strukture:
voksli znotraj so zagotovo del te strukture, tisti zunaj pa v večini primerov ne.
Glavna prednost te metrike je, da bolj realistično oceni kakovost razgradenj,
saj nam pove, koliko odstotkov površine neke strukture je nepravilno označene.
Nepravilno označene dele bi moral strokovnjak kasneje ročno popraviti. Če imamo
podatek o tem, koliko časa strokovnjak potrebuje, da ročno označi celotno struk-
turo, lahko sklepamo, koliko časa bomo prihranili z uporabo testirane metode.
Na slikah v tem poglavju so prikazane vrednosti DSC in površinskega DSC v
obliki škatelnih diagramov z brki (ang. box-whisker plot). S sredinskim poljem
je označen interval, kjer se nahaja 50 odstotkov vseh izmerjenih vrednosti, do-
datno pa vertikalni črti zunaj tega intervala (brki) označujejo navǐsjo in najnižjo
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izmerjeno vrednost. Za metriko DSC in površinski DSC želimo, da je povprečna
vrednost čim bližje vrednosti 1 in da je interval izmerjenih vrednosti čim manǰsi,
torej da so vrednosti DSC približno enake na vseh testnih slikah.
4.1.3 Prerazgradnja in podrazgradnja
Prerazgradnja in podrazgradnja (ang. oversegmentation and undersegmentation)
sta dve metriki primerni za vrednotenje kakovosti razgradenj, ki nam povesta, ko-
likšno je razmerje med številom napačno označenih vokslov v primerjavi s številom
pozitivno označenih vokslov v referenčni maski. Pri prerazgradnji opazujemo vo-
ksle, ki so označeni napačno pozitivno, pri podrazgradnji pa napačno negativno
označene. Iz primerjave povprečnih vrednosti teh dveh metrik, lahko za posame-
zno metodo ugotovimo, kaj je glavni vir napak pri testirani metodi. Odgovorimo
lahko na vprašanje ”Ali metoda v povprečju napačno označi preveč vokslov, ali
pa premalo?”.
4.2 Predobdelava slik
Konvolucijske nevronske mreže so večinoma zasnovane tako, da morajo vhodne
slike imeti določeno število vokslov v vseh treh dimenzijah. Razlog je predvsem v
tem, da se ločljivost slike pri obdelavi z nevronsko mrežo zmanǰsa za nek izbran
faktor, ki je pogosto potenca števila dve. Ta faktor je odvisen od števila plasti
v nevronski mreži. Najpogosteje je zaželjeno, da je število vokslov v posameznih
dimenzijah vhodne matrike 2n, kjer je n za tridimenzionalne slike ponavadi število
od 6 do 9, kar pomeni od 64 do 512 vokslov v posamezni dimenziji. Večja kot je
ločljivost vhodne slike, več plasti in posledično uteži ima lahko nevronska mreža.
Vendar pa smo v praksi pri učenju konvolucijskih nevronskih mrež omejeni s
količino pomnilnika na grafični procesni enoti. Sodobne grafične procesne enote,
ki se uporabljajo, imajo do največ 11 Gb pomnilnika. Ta omejitev pomeni, da
moramo pogosto poiskati kompromis med ločljivostjo vhodne slike, številom plasti
v nevronski mreži, ter številom filtrov v posameznih konvolucijskih plasteh.
Včasih je zahtevana enakost števila vokslov v vseh dimenzijah, saj to olaǰsa
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nadaljno pred- in poobdelavo slik. V večini primerov medicinskih slik ne zaja-
memo z enakim številom vokslov v vseh smereh. Naprimer, pri slikanju pacienta
s CT skenerjem želimo zajeti le toliko rezin, kot je potrebno, in ne več, ker pa-
cienta ne želimo izpostavljati nepotrebnemu ionizijaročemu sevanju. To pomeni,
da bodo imele slike različno število vokslov v najmanj eni od treh dimenzij. Prav
tako imajo CT skenerji različne ločljivosti in nastavitve in pogosto ni določenega
standardenga postopka za slikanje posameznih delov anatomije. Medicinske usta-
nove imajo dostikrat svoje prilagojene protokole in nastavitve slikanja, saj je to
za vizualno evaluacijo slik sprejemljivo.
Iz zgoraj naštetih razlogov moramo na zbirkah medicinskih slik izvesti pred-
obdelavo, s katero dosežemo, da so vse slike primerne za uporabo v nevronski
mreži.
Nekatere od pogoste uporabljenih tehnik predobdelave so:
• Obrezovanje (ang. cropping) - postopek, pri katerem voksle, ki so odveč,
odstranimo in ohranimo samo območja s slik, ki nas v danem primeru za-
nimajo. Pri tem moramo paziti, da slik ne obrežemo preveč, saj lahko
tako izločimo pomembno informacijo iz okolice strukture, ki bi lahko bila
uporabna pri razgradnji (ang. context information).
• Prevzorčenje (ang. resampling) - postopek, pri katerem slikam spremenimo
vzorčenje s pomočjo interpolacije vrednosti vokslov. Ta postopek se pogo-
sto uporablja pri slikah, ki imajo neenake korake vzorčenja v vseh treh oseh.
Velike spremembe karaka vzorčenja med posameznimi osmi slike lahko pov-
zročijo zobčaste artefakte in izgubo informacije, kar negativno vpliva na
delovanje nevronskih mrež.
• Normalizacija (ang. normalization) - postopek, pri katerem sivinske vredno-
sti posamezne slike pretvorimo na nek poljubno izbran interval. Ta tehnika
je še posebej pomembna pri uporabi MRI slik, pri katerih ni definiranih
standarnih vrednosti, kot je to definirano pri CT slikah.
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4.3 Izvedba učenja in vrednotenja
V zbirki CT slik StructSeg (poglavje 2.2) je na za vsako od treh skupin anatomskih
struktur (vrat in glave, prsni koš, in tumorji pljuč) na voljo 50 slik. Slike smo
razdelili na 45 učnih in validacijskih in 5 testnih. Pri učenju smo izvedli delno
križno validacijo. Učenje smo ponovili petkrat, pri vsaki iteraciji pa je bilo v
validacijski množici drugih 5 naključno izbranih slik, preostalih 40 pa je bilo
v učni množici. Pri metodah DeepMedic, Isensee2017 in InnerEye smo morali
križno validacijo izvesti ročno, pri metodi nnUNet pa se je ta izvedla avtomatično.
Na začetku raziskovanja smo sklenili testirati metode razgradnje samo s sli-
kami iz množice StructSeg, saj je to najbolj relevanten primer uporabe opisanih
metod - da ista skupina strokovnjakov pripravi zbirko slik, ki je uporabljena za
učenje in testiranje.
4.4 Anatomske strukture glave in vratu
Na slikah 4.3, 4.4 in 4.5 so prikazane povprečne vrednosti DCS vseh štirih me-
tod za testne slike glave in vratu iz zbirke StructSeg. Na slikah 4.6, 4.7 in 4.8
pa so prikazane še vrednosti površinskega DSC vseh štirih metod za iste slike.
Zaradi števila anatomskih struktur smo rezultate razdelili na tri skupine glede
na povprečni volumen struktur na testnih slikah. Slika 4.2 prikazuje povprečni
volumen struktur. Ta kriterij smo izbrali zato, ker je kakovost razgradenj koreli-
rana z volumnom anatomske strukture. Pri manǰsih strukturah vsak posamezen
napačno označen voksel pomeni večjo napako kot pri večjih strukturah, zato av-
tomatska razgradnja na manǰsih strukturah deluje nekoliko slabše. Na sliki 4.3
vidimo, da so rezultati najbolǰsi za desno in levo čeljustnico. To je pričakovano,
saj je ta struktura iz kosti, ki se na CT slikah izredno dobro razloči od okolǐskega
tkiva, zato so tudi referenčne razgradenje za kostne strukture bolj konsistentne.
Iz vrednosti DSC na sliki 4.5 lahko razberemo, da metode razgradnje v splošnem
delujejo slabše za majhne strukture iz mehkega tkiva, kar je pričakovano.
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Slika 4.2: Povprečni volumen struktur glave in vratu v testni množici iz zbirke
StructSeg.
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Slika 4.3: DSC za anatomske strukture glave in vratu večjih velikosti.
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Slika 4.4: DSC za anatomske strukture glave in vratu srednjih velikosti.
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Slika 4.5: DSC za anatomske strukture glave in vratu manǰsih velikosti.
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Slika 4.6: Površinski Diceov koeficient za anatomske strukture glave in vratu
večjih velikosti
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Slika 4.7: Površinski Diceov koeficient za anatomske strukture glave in vratu
srednjih velikosti.
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Slika 4.8: Površinski Diceov koeficient za anatomske strukture glave in vratu
manǰsih velikosti.
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Tabela 4.1: Povprečna vrednost površinskega DSC za anatomske strukture glave
in vratu.
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4.5 Anatomske strukture zgornjega dela trupa
V nadaljevanu smo delovanje testiranih metod preizkusili še na slikah zgornjega
dela trupa. Na slikah 4.9, 4.10 so prikazane vrednosti DCS in površinskega DSC za
anatomske strukture zgornjega dela trupa iz zbirke StructSeg za vse štiri metode.
V tabeli 4.2 so prikazane izračunane povprečne vrednosti površinskega DSC za
posamezne strukture.
Tabela 4.2: Povprečna vrednost površinskega DSC za anatomske strukture pr-
snega koša.
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Slika 4.9: DSC za anatomske strukture prsnega koša.
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Slika 4.10: Površinski DSC za anatomske strukture prsnega koša.
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4.6 Tumorji pljuč
V naslednjem delu raziskovanja smo preverili, kako dobro testirane metode delu-
jejo za razgradnjo tumorskega tkiva (GTV) na slikah pacientov s pljučnim rakom.
Ta naloga je bistveno težja kot razgradnja anatomskih struktur, saj se tumor
lahko pojavi kjerkoli v pljučih in je lahko različnih velikosti in oblik.
Klinična uporabnost metod avtomatske razgradnje je v tem primeru manǰsa,
saj je območje tumorskega tkiva ponavadi manǰse in posledično razgradnja zah-
teva manj časa, hkrati pa mora biti območje zelo natančno določeno, saj je to
osnova za nadaljno načrtovanje radioterapije. Na slikah 4.11 in 4.12 so prikazane
vrednosti DCS in površinskega DSC za območja GTV tumorskega tkiva pljuč iz
zbirke StructSeg, za vse štiri metode.
Slika 4.11: DSC za GTV tumorjev pljuč.
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Slika 4.12: Površinski DSC za GTV tumorjev pljuč.
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4.7 Vrednotenje prenosljivosti modela z novo množico slik
V nadaljevanju smo preverjali kako prenosljiv je naučen model za uporabo na
drugi množici slik. Z eksperimenti smo preiskusili, koliko se poslabša kakovost
razgradenj, če model naučimo na slikah glave in vratu iz zbirke slik StructSeg [33]
in ga uporabimo za razgradnjo slik na zbirki TCIA [25] ter primerjamo razgradnje
z referenčnimi. Primerjavo smo naredili za strukture, katerih razgradnje so bile
prisotne v obeh zbirkah. Za primerjavo smo izbrali metodo nnU-Net, ki je pri
testih, opisanih v nadaljevanju, dala najbolǰse rezultate. Na sliki 4.13 je z modro
barvo prikazan povprečni DSC za posamezne strukture na testni množici slik
iz zbirke StructSeg in z rdečo barvo povprečni DSC na testni množici slik iz
zbirke TCIA. Vidimo lahko, da je raztros vrednosti DSC veliko manǰsi za zbirko
StructSeg, povprečna vrednost pa je skoraj za vse strukture večja v primerjavi z
zbirko TCIA.
Izračunali smo povprečni vrednosti DSC za vse strukture, ki je 0,782 za zbirko
StructSeg in 0,713 za zbirko TCIA. To je vrednost, s katero lahko primerjamo re-
zultate. Rezultat na množici TCIA je nižji za 6,9 odstotka, kar ni zanemarljivo v
kontekstu klinične uporabe. Eden od glavnih razlogov je predvsem v nekonsisten-
tnih razgradnjah, ki so jih pripravili avtorji teh zbirk. Razgradnje so pripravljali
različni strokovnjaki, ki imajo različne izkušnje in sledijo različnim smernicam o
tem, kje so meje posameznih struktur.
4.8 Združevanje razgradenj in delno nadzorovano učenje
V nadaljevanju smo preizkušali različne tehnike, s katerimi bi lahko še izbolǰsali
kakovost razgradenj. Želeli smo uporabiti še CT slike, za katere nismo imeli
primernih referenčnih razgradenj. Eksperimente smo izvedli le na zbirki slik glave
in vratu, saj je število struktur največje, veliki pa sta tudi variaciji volumna
struktur in kakovosti razgradenj.
Na tej točki smo imeli razgradnje petih testnih slik glave in vratu iz štirih
različnih nevronskih mrež. Razgradnje vseh štirih metod smo združili v en set
razgradenj. Združevanje razgradenj smo izvedli z dvema različnima algoritmoma:
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Slika 4.13: DSC za anatomske strukture, ki so prisotne v zbirkah slik StructSeg
[33] in TCIA [25].
• Večinsko glasovanje (ang. majority vote) je tehnika združevanja razgradenj,
pri kateri se za vsak voksel izvede glasovanje, kateri strukturi ta voksel
pripada. Če najvǐsja vrednost glasov ni unikatna, se vokslu pripǐse vnaprej
določena vrednost. [34]
• STAPLE (ang. Simultaneous truth and performance level estimation) je na-
predneǰsa tehnika združevanja razgradenj, ki vrednoti kakovost posamezne
razgradnje oziroma obrisovalca in ta podatek uporabi za uteženo statistično
zlivanje vhodnih razgradenj. [35]
Rezultati združevanja razgradenj so prikazani v tabelah 4.3 in 4.4 in kažejo,
da nobena od kombinacij združenih razgradenj v povprečju ne daje bolǰsih rezul-
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Tabela 4.3: Povprečni DSC za združene razgradnje struktur glave in vratu.
Tabela 4.4: Povprečni površinski DSC za združene razgradnje struktur glave in
vratu.
tatov, vendar pa kombinacija treh metod (nnU-Net, DeepMedic in InnerEye) ne
daje slabših rezultatov kot samo metoda nnU-Net.
4.9 Delno nadzorovano učenje
V zadnjem delu raziskovanja smo izvedli nekaj eksperimetov s pristopi delno nad-
zorovanega učenja pri razgradnji struktur glave in vratu. Najprej smo pripravili
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dodatno množico 48 CT slik iz zbirk TCIA [25] in RADIOMICS [18], za katere
referenčne razgradnje niso bile na voljo. Z metodami nnU-Net, DeepMedic in In-
nerEye smo generirali razgradnje in jih z algoritmom STAPLE [35] združili. Teh
48 slik z generiranimi razgradnjami smo dodali v učno množico in učenje ponovili
z metodo nnU-Net, ki se je v preteklih eksperimentih izkazala kot najbolǰsa. Učna
množica je bila tako sestavljena iz 40 slik z referenčnimi razgradnjami in 48 slik
z generiranimi razgradnjami. Na slikah 4.14, 4.15, 4.16 so prikazane povprečne
vrednosti DSC, na slikah 4.17, 4.18 in 4.16 pa povprečne vrednosti površinskega
DSC.
Vidimo, da se je povprečna vrednost DSC izbolǰsala za strukture, katerih
kakovost razgradenj je bila že v preteklih eksperimentih dobra, poslabšala pa
se je za strukture, ki so bile slabše napovedane. Tiste strukture, ki jih metode
dobro razgrajujejo, so kakovostno označene tudi na dodatnih učnih slikah, kar
pri ponovnem učenju lahko še izbolǰsa delovanje modela, saj ima model dostop
do večje biološke variabilnosti. Za strukture, ki so slabše označene, pa so tudi
dodatno generirane razgradnje slabše kakovosti, kar pomeni, da se model pri
ponovnem učenju uči napačnega označevanja.
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Slika 4.14: DSC za anatomske strukture glave in vratu večjih velikosti, pri
nadzorovanem in delno nadzorovanem učenju.
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Slika 4.15: DSC za anatomske strukture glave in vratu srednjih velikosti, pri
nadzorovanem in delno nadzorovanem učenju.
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Slika 4.16: DSC za anatomske strukture glave in vratu manǰsih velikosti, pri
nadzorovanem in delno nadzorovanem učenju.
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Slika 4.17: Površinski Diceov koeficient za anatomske strukture glave in vratu
večjih velikosti, pri nadzorovanem in delno nadzorovanem učenju.
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Slika 4.18: Površinski Diceov koeficient za anatomske strukture glave in vratu
srednjih velikosti, pri nadzorovanem in delno nadzorovanem učenju.
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Slika 4.19: Površinski Diceov koeficient za anatomske strukture glave in vratu
manǰsih velikosti, pri nadzorovanem in delno nadzorovanem učenju.
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4.10 Analiza pod in pre-razgradnje
V zaključku smo izvedli še analizo vrednosti podrazgradnje (NR) in prerazgradnje
(PR). Rezultati so prikazani v tabeli 4.5. Iz rezultatov lahko ugotovimo sledeče:
metode nnU-Net, DeepMedic in Isensee pri anatomskih strukturah glave in vratu
v povprečju označujejo več vokslov napačno pozitivno kot negativno, metoda
InnerEye pa ravno obratno. Pri strukturah prsnega koša metodi nnU-Net in
DeepMedic dosegata primerljivi vrednosti NR in PR, InnerEye nekoliko vǐsji NR,
Isensee metoda pa vǐsji tako NR kot PR. Vse metode pri razgradnji tumorskega
tkiva označujejo veliko več vokslov napačno negativno kot pozitivno, kar kaže
imajo metode težave z zaznavanjem tumorskega tkiva.
Tabela 4.5: Vrednost koeficientov prerazgradnje in podrazgradnje za različne me-
tode in skupine anatomskih struktur. Koeficient predstavlja delež napačno nega-
tivno (NR) in napačno pozitivno (PR) označenih vokslov v primerjavi s številom
vseh pozitivnih vokslov v maski.
4.11 Eksperimenti s popolno križno validacijo
Zaradi negotovosti rezultatov izvedenih eksperimentov smo sklenili učenje po-
noviti za eksperimente z najbolj obetavnimi rezultati. Najbolj kakovostno raz-
gradnjo smo doslej dobili z metodo nnU-Net, za strukture glave in vratu ter
strukture prsnega koša. Na teh dveh zbirkah smo smo ponovili učenje in vredno-
tenje z drugačno razdelitvijo slik in popolno križno validacijo. Tokrat je bila učna
množica prav tako sestavljena iz 40 slik, slike iz testne in validacijske množice
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pa smo združili v eno samo validacijsko množico, tako da je bilo v posameznem
pregibu križne validacije po 10 slik. Učenje smo ponovili petkrat, tako da je bila
vsaka od slik natanko enkrat v validacijski množici. Pridobljeni rezultati so zato
bolj zanesljivi.
Rezultati za strukture glave in vratu so prikazani na slikah 4.20,4.21 in 4.22.
Prikazani sta povprečni vrednosti DSC in površinskega DSC za vse pregibe križne
validacije. Pri tem eksperimentu smo ugotovili, da metoda nnU-Net za strukture
glave in vratu odpove za večino struktur na vsaj eni od validacijskih slik. To
pomeni, da smo pri prej izvedenih eksperimentih imeli nekaj sreče pri izbiri testnih
slik. Glavni razlog za te rezultate je verjetno v biološki variabilnosti nekaterih
slik, ki prej niso bile prisotne v testni množici. Pojavnost in oblika struktur je na
nekaterih slikah torej dovolj drugačna, da metoda popolnoma odpove. Povprečne
vrednosti so zato bistveno manǰse kot prej, saj že en sam slab rezultat lahko
bistveno vpliva na povprečno vrednost. Vidimo lahko tudi izrazito nesimetrične
intervale vrednosti DSC, kar pomeni da metoda na večini slik deluje relativno
dobro, le na nekaterih slikah pa popolnoma odpove. Predvidevamo, da bi se
število odpovedi metode zmanǰsalo sorazmerno z večjo učno množico slik.
Rezultati za strukture prsnega koša, predstavljeni na sliki 4.23, kažejo, da je
delovanje metode primerljivo z rezultati, ki so predstavljeni v preǰsnjih poglavjih.
Rezultati so tu bolǰsi predvsem zaradi večje velikosti obravnavanih struktur, ki
pomeni, da se strukture dobro razločijo od okolice, kljub biološki variabilnosti.
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Slika 4.20: Povprečni DSC in površinski DSC za strukture glave in vratu srednjih
velikosti, čez vse pregibe križne validacije.
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Slika 4.21: Povprečni DSC in površinski DSC za strukture glave in vratu manǰsih
velikosti, čez vse pregibe križne validacije.
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Slika 4.22: Povprečni DSC in površinski DSC za strukture glave in vratu večjih
velikosti, čez vse pregibe križne validacije.
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Slika 4.23: Povprečni DSC in površinski DSC za strukture prsnega koša, čez vse
pregibe križne validacije.
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5 Razprava
Analiza metod razgradnje anatomskih struktur kaže na velik napredek v
zmožnostih in kakovosti razgradnje na tem področju. Glavni razlog je uporaba
metod globokega učenja, ki so omogočile avtomatizacijo ponavljujočih postopkov
v radiologiji. Ključno vprašanje, na katerega v tem delu poskušamo odgovoriti,
je, kako uporabne so testirane metode v kliničnem okolju. Rezultati kažejo, da
kakovost razgradnje v splošnem še ni dovolj visoka, da bi jih lahko uporabljali v
popolnoma avtonomnem načinu. V klinični praksi bi razgradnje, ki jih metode
generirajo, strokovnjaki morali očno pregledati in po potrebi ročno popraviti, saj
se te razgradnje v nadaljevanju uporabljajo za načrtovanje terapije z obsevanjem,
pri kateri je potrebno zagotoviti največjo možno varnost pacientov. Ker metode
globokega učenja za razgradnjo v povprečju potrebujejo bistveno manj časa kot
ročno razgrajevanje [5], je njihova uporaba smiselna. Pri večini označenih struk-
tur je velik del površine strukture označen ustrezno in je potrebno popraviti le
manǰsi del. To pomeni, da kljub neustrezni kakovosti razgradenj take metode še
vedno lahko s pridom uporabljamo in prihranimo nekaj dragocenega časa stro-
kovnjakov, ki se tako lahko posvetijo več pacientom v enakem času.
Površinski DSC, ki nosi informacijo o tem, kolikšna površina strukture je
ustrezno označena, lahko implementiramo kot merilo za klinično uporabnost. V
članku [37] avtorji navajajo, da se čas prihrani v primerih, kjer mora strokovnjak
popraviti manj kot 40 odstotkov površine strukture, kar pomeni, da je površinski
DSC večji od 0,6. V ostalih primerih je hitreje, če strokovnjak ročno pripravi
celotno razgradnjo.
Rezultate testiranja v nadaljevanju vrednotimo na podlagi povprečne vre-
dnosti površinskega DSC. Če je vrednost večja od 0,6, so razgradnje klinično
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uporabne. V tabelah 4.1, 4.2 so z zeleno barvo označene vrednosti, ki so enake
ali večje od 0,6, z rdečo pa manǰse vrednosti. Opazimo lahko, da sta metodi Dee-
pMedic in nnU-Net klinično najbolj uporabni, saj je povprečni površinski DSC
sprejemljiv za največ struktur. Pridobljeni rezultati so uporabni, če bi se morali
odločati, katere metode bi implementirali za uporabo v kliničnem okolju. Zaradi
izredno omejene velikosti učne in testne množice slik imajo rezultati veliko mero
negotovosti. Za bolj natančno analizo bi bilo potrebno ponoviti teste z bistveno
večjimi množicami slik.
Rezultati na slikah 4.3 - 4.10 kažejo na to, da metoda nnU-Net v povprečju
deluje najbolje. To je pričakovan rezultat, saj je bila metoda razvita prav za
razgradnjo medicinskih slik. Ta metoda je tudi edina, ki med učenjem prilagaja
parametre učenja po hevrističnih pravilih, ki so jih avtorji določili na podlagi
intenzivnih testiranj. Od vseh testiranih metod je bila za implementacijo ta me-
toda tudi najenostavneǰsa, saj ne zahteva nobenega nastavljanja parametrov pred
začetkom učenja, tako da je najbolj primerna za nadaljne raziskovanje. Prednost
te metode je tudi v modularni zgradbi sistema, ki omogoča, da posamezne mo-
dule kot je npr. bogatenje slik, zamenjamo s svojimi, brez drugih zahtevanih
sprememb sistema. Metoda InnerEye sicer ni dala najbolǰsih rezultatov, vendar
pa je s stalǐsča integracije v Microsoftov AzureML lahko zelo uporabna, saj mnoge
medicinske ustanove nimajo primerne strojne opreme za učenje modelov in jih za
uporabo te metode tudi ne potrebujejo. To reši tudi težave z neprestanimi nad-
gradnjami strojne opreme sistema, ki so potrebne, če neka ustanova želi ostati
konkurenčna.
Na sliki 4.12 vidimo, da testirane metode ne delujejo dovolj dobro za razgra-
dnjo območij tumorjev oz. GTV, saj je povprečni površinski DSC za vse metode
pod vrednostjo 0,6. V tem primeru je velikost učne množice še toliko bolj po-
membna, saj je biološka variabilnost tumorskega tkiva veliko večja od anatomskih
struktur. Za bolǰse vrednotenje bi bilo potrebno izvesti učenje z veliko večjo učno
množico, naprimer z vsaj nekaj 100 primeri.
Eksperimenti delno nadzorovanega učenja kažejo, da je možno uporabiti me-
dicinske slike, za katere nimamo referenčnih oznak. Če razgradnje pripravimo
z več kot enim modelom in jih združimo, je večja verjetnost, da bo razgradnja
dobre kakovosti.
6 Zaključek
Eksperimenti povezani z razgradnjo anatomskih struktur kažejo, da bi bila upo-
raba vseh testiranih metod koristna v tem kontekstu. Čas priprave razgradenj se
za posamezno anatomsko strukturo v povprečju zmanǰsa sorazmerno z vǐsjim
površinskim DSC, če je ta vǐsji od 0,6. Eksperimenti povezani z razgradnjo
območij rakavega tkiva kažejo, da metode pod testnimi pogoji niso primerne za
uporabo pri pripravi razgradenj, saj je za vse metode povprečni površinski DSC
nižji od 0,6 in tako popravljanje generiranih razgradenj vzame več časa, kot če
strokovnjak razgradnje pripravi popolnoma ročno. Najbolǰse rezultate na vseh
testnih slikah je dala metoda nnU-Net, ki avtomatsko izvede iskanje optimalnih
parametrov nevronske mreže in procesa učenja.
Ekperimente smo izvedli s po številu slik zelo omejenimi slikovnimi zbir-
kami, kar je z veliko verjetnostjo vplivalo na končno kakovost razgradnje s tako
naučenimi modeli. V nadaljevanju bi bilo najbolj smiselno naprej pripraviti večje
zbirke slik za posamezna anatomska področja, v katerih bi bilo prisotnih po vsaj
nekaj 100 CT slik. Učenje z večjo množico slik pomeni, da bi bili modeli iz-
postavljeni bolj realistični biološki variabilnosti anatomskih struktur ter rakavih
območij, testiranje z večjo množico slik pa bi z manǰso negotovostjo napovedalo
kakovost razgradenj v morebitni klinični uporabi testiranih metod. Spodaj so
podani še ostali predlogi, ideje in izbolǰsave, na katere smo naleteli med razisko-
vanjem in bi jih bilo v nadaljevanju vredno raziskati ali preizkusiti:
• Pri metodah, kjer je neravnovesje med pre- in podrazgradnjo veliko, upora-
biti Tversky funkcijo napake, tako da bolj uteži prevladujoč način napačno
označenih vokslov in preveriti, če se napaka metode zmanǰsa.
• Preučiti, koliko se kakovost razgradenj izbolǰsa pri uporabi vhodnih slik
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različnih modalitet (npr. CT-MRI ali CT-PET). Predvidevamo, da bi se
kakovost razgradenj predvsem pri razgradnji rakavih območij bistveno iz-
bolǰsala, saj so na MRI in PET slikah prej vidne strukturne in metabolne
spremembe tkiva.
• Učenje modelov za razgradnjo območij rakavega tkiva, z dodatnim vhodnim
podatkov o točki, ki se nahaja znotraj rakavega območja. Na na način bi z
malo dodatnega dela model dobil območje, na katerega se mora osredotočiti.
• Preizkusiti še druge pristope nenadzorovanega globokega učenja in s tem
poizkusiti uporabiti čim več CT slik, ki so nam na voljo.
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80, št. 18, str. 5612–5616, 1983, doi: 10.1073/pnas.80.18.5612.
[5] J. Wong idr.,
”
Comparing deep learning-based auto-segmentation of organs
at risk and clinical target volumes to expert inter-observer variability in











Medical x-ray imaging“, 2017. Spletna stran https://www.fda.gov/radi
ation-emitting-products/medical-x-ray-imaging/what-are-radiati
on-risks-ct (zadnji dostop: maj. 5, 2021).
[8] A. Tumpej, diplomsko delo,
”
Prednosti uporabe CBCT v diagnostične na-
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