Although promising results have been achieved in video captioning, existing models are limited to the fixed inventory of activities in the training corpus, and do not generalize to open vocabulary scenarios. Here we introduce a novel task, zeroshot video captioning, that aims at describing out-of-domain videos of unseen activities. Videos of different activities usually require different captioning strategies in many aspects, i.e. word selection, semantic construction, and style expression etc, which poses a great challenge to depict novel activities without paired training data. But meanwhile, similar activities share some of those aspects in common. Therefore, We propose a principled Topic-Aware Mixture of Experts (TAMoE) model for zero-shot video captioning, which learns to compose different experts based on different topic embeddings, implicitly transferring the knowledge learned from seen activities to unseen ones. Besides, we leverage external topic-related text corpus to construct the topic embedding for each activity, which embodies the most relevant semantic vectors within the topic. Empirical results not only validate the effectiveness of our method in utilizing semantic knowledge for video captioning, but also show its strong generalization ability when describing novel activities.
Introduction
Video captioning aims at automatically describing the content of a video in natural language. It is not only an important testbed for advances in visual understanding and grounded natural language generation, but also has many practical applications such as video search and assisting visually impaired people. As a result, it has attracted increasing attention in recent years in both NLP Wang et al. 2018a ) and computer vision communities (Krishna et al. 2017) . Although existing video captioning methods (e.g., sequence-to-sequence model) have achieved promising results, they largely rely on paired videos and textual descriptions for supervision . In other words, they are solely trained to caption the activities that have appeared during training and thus cannot generalize well to novel activities that have never been seen before.
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Figure 1: Example of zero-shot video captioning. "Sharpening Knives" is a novel activity unseen in training, and existing methods fail to generate a pertinent caption because it is aware of neither the action "sharpening" nor the object "knife". Our method effectively utilizes the knowledge from the external corpus based on predicted activity label and generates a more pertinent caption.
However, it is prohibitively expensive to collect paired training data for every possible activity. Therefore, we introduce a new task of zero-shot video captioning, where a model is required to accurately describe novel activities in videos without any explicit paired training data. An example of zero-shot video captioning is shown in Figure 1 , where an existing method fails to correctly caption a video about the novel activity "sharpening knives" because it has learned no knowledge about the activity in training. Moreover, the description of different activities vary in word selection, semantic construction, style expression etc, so videos of different activities usually require different captioning strategies, which poses a great challenge in the open vocabulary scenario. Despite the difference, many activities share similar characteristics, e.g., playing baseball and playing football are both sports activities and a few words can be used to describe both in common.
Therefore, we propose a novel Topic-Aware Mixture of Experts (TAMoE) approach to caption videos of unseen activities. First, we define a set of primitive experts that are sharable by all possible activities, each of which has their own parameters and learns a specialized mapping from latent features to the output vocabulary (the primitive cap-tioning strategies). Then we introduce a topic-aware gating function that learns to decide the utilization of those primitive experts and compose a topic-specific captioning model based on a certain topic. Besides, in order to leverage world knowledge from external corpora, we derive a topic embedding for each activity from the pretrained semantic embeddings of the most relevant words. When captioning a novel activity, our TAMoE method is capable of inferring the composition of the primitive experts conditioned on the topic embedding, transferring the knowledge learned from seen activities to unseen ones. Our main contributions are threefold:
• We introduce the task of zero-shot video captioning which aims to accurately describe novel activities in videos without paired training data for the activities.
• We propose a novel Topic-Aware Mixture of Experts approach for zero-shot video captioning, where a topicaware gating function learns to infer the utilization of the primitive experts for caption generation from the introduced topic embedding, implicitly doing transfer learning across various topics.
• We empirically demonstrate the effectiveness of our method on a popular video captioning dataset and show its strong generalization capability on captioning novel activities.
Related Work
Video Captioning Since S2VT )'s first sequence-to-sequence model for video captioning, numerous improvements have been introduced, such as attention (Yao et al. 2015) , hierarchical recurrent neural network Pan et al. 2016) , multi-modal fusion (Gan et al. 2017; Shen et al. 2017; , multi-task learning (Pasunuru and Bansal 2017), etc. Meanwhile, a few large-scale datasets are introduced for video captioning, either for single-sentence generation or paragraph generation . Recently, (Krishna et al. 2017) propose the dense video captioning task, which aims at detecting multiple events that occur in a video and describing each of them. However, existing methods mainly focus on learning from paired training data and testing on similar videos. Though some work has attempted to utilize linguistic knowledge to assist video captioning (Thomason et al. 2014; , none of them has formally considered zero-shot video captioning to describe videos of novel activities, which is the focus of this study.
Novel Object Captioning in Images Recent studies on novel object captioning (Anne Hendricks et al. 2016; attempt to describe novel objects not appearing during training. Zero-shot video captioning shares a similar spirit in the sense that it also generates captions without paired data. But zero-shot video captioning is a more challenging task: images are static scenes, and methods based on noun word replacement can perform well on novel object captioning (Anderson et al. 2017; Lu et al. 2018) ; while describing novel activities in videos requires both temporal understanding of videos and deeper understanding of the social or human knowledge of activities beyond the object level. Different activities need different captioning strategies, as well as share some common characteristics. Motivated by this, our method learns the underlying mapping experts from the latent representations to the vocabulary, with a topic-aware gating mechanism implicitly transferring the utilization, which is orthogonal to these methods for novel object captioning in images.
Zero-Shot Activity Recognition In prior work, zero-shot learning has been studied on the task of activity recognition (Fabian Caba Heilbron and Niebles 2015; Zhang et al. 2018) , to predict a previously unseen activity. Unlike zeroshot activity recognition (Gan et al. 2015; Gan et al. 2016; Zellers and Choi 2017) , zero-shot video captioning focuses on the language generation part-learning to describe outof-domain videos of a novel activity without paired captions but with the knowledge of the activity. This technique is valuable because caption annotations for videos are much more expensive to get compared with activity labels.
Mixture of Experts Mixture of Experts (MoE) is originally formulated by Jacobs et al., which learns to compose multiple expert networks with each to handle a subset of the training cases. Then MoE has been applied to various machine learning algorithms (Jordan and Jacobs 1994; Collobert, Bengio, and Bengio 2003) , such as SVMs (Collobert, Bengio, and Bengio 2002) , Gaussian Processes (Tresp 2001), and deep networks (Ahmed, Baig, and Torresani 2016; Wang et al. 2018c; Gu et al. 2018) . Recently, Shazeer et al. proposes a sparsely-gated mixture-of-experts layer for language modeling, which benefits from conditional computation. Yang et al. extends it to Mixture of Softmax to break the softmax bottleneck and thus increase the capacity of the language model. In this work, we exploit the nature of MoE for transfer learning by training a topic-aware gating function to compose primitive experts and adapt to various topics.
Describing Novel Activities in Videos Task Definition
Here we first introduce the general video captioning task, whose input is a sequence of video frames ν = {v 1 , v 2 , . . . , v n } where n is the number of frames in temporal order. The output is a sequence of words W = {w 1 , w 2 , . . . , w T }, where T is the length of the generated word sequence. At each time step t, a model chooses a word w t from a vocabulary V that is built from the paired training corpus. Normally, the vocabulary V can cover the possible output tokens if tested on the same activities as in training. But for zero-shot video captioning, the testing videos are about novel activities that have never been seen during training and require many out-of-vocabulary words to describe. So zero-shot video captioning is an open vocabulary learning scenario, whose objective is to produce a word sequence W with w t ∈ V * , where V * is beyond the training corpus and ideally would consist of all the possible tokens from the world knowledge. But in practice, we narrow it down to the vocabulary related to all the activities in the dataset.
Method Overview
We show in Figure 2 (a) the overall pipeline of our TopicAware Mixture of Experts (TAMoE) approach, which mainly consists of the video encoding module, the TFIDFbased topic embedding, and the TAMoE captioning module. The video encoding module encodes video-level features and predicts the activity label. Then, the topic-related documents can be fetched from the external corpus and used to calculate the TFIDF-based topic embedding, which represents the semantic meaning of the activity. In the decoding stage, the TAMoE captioning module takes both the video features and the topic embedding as input and generates the caption by dynamically composing specialized experts. In the following sections, we discuss each module in details.
Video Encoding Module
Given the input video ν = {v 1 , v 2 , . . . , v n }, we employ the pretrained 3D convolutional neural networks to extract the segment-level features {f j } where j = 1, 2, . . . , m n (we use I3D features in our experiments 2 ). The I3D features include short-range temporal dynamics while keeping advanced spatial representations. Then our model sends the segment-level features {f j } to the video encoder, which is a bidirectional LSTM, to model long-range temporal contexts. It outputs the hidden representations {h e j } with e denoting the video encoder, which encodes the video-level features.
TFIDF-based Topic Embedding
To learn the knowledge of the activities without paired captions, we fetch topic-related documents from various data 2 I3D (Carreira and Zisserman 2017) is the state-of-the-art 3D CNN model for video classification.
sources, e.g., Wikipedia and WikiHow. We also employ the pretrained fasttext embeddings (Mikolov et al. 2018 ) to calculate the representations of the topics 3 Given an activity label y (y ∈ Y ) and the related documents D y , we need to compute the topic-specific knowledge representations.
The documents contain many high-frequency but irrelevant words, e.g., the, to, a, so average embedding is too noisy to effectively represent the knowledge of the topic. Term Frequency-Inverse Document Frequency (TF-IDF) is an efficient statistical method to reflect the importance of a word to a document. Here we propose a topic-aware TF-IDF weighting g k (y) to calculate the relevance of each unigram x k to the topic-related documents D y :
where z k (y) is the number of times the unigram x k occurs in the documents D y related to label y. The first term is the term frequency of the unigram x k , which places a higher weight on words that frequently occur in the topic-related documents D y . The second term measures the rarity of x k with inverse document frequency, reducing the weight if x k commonly exists across all the topics. Then our TF-IDF embedding is
where W f asttext denotes the pretrained fasttext embeddings. As shown in Figure 2 (a), the TF-IDF embedding is concatenated with the average embedding of the activity label and eventually taken as the topic embedding W topic (y).
TAMoE Captioning Module
Attention-based Decoder LSTM The backbone of the captioning model is an attention-based LSTM. At each time step t in the decoding stage, the decoder LSTM produces its output h d t (d denoting the decoder) by considering the word at previous step w t−1 , the visual context vector c t , the topic embedding W topic (y) and its internal hidden state h d t−1 . In formula,
where the context vector c t is a weighted sum of the encoded video features {h
These attention weights {α t,j } act as an alignment mechanism by giving higher weights to certain features that allow better prediction. They are learned by the attention mechanism proposed in (Bahdanau, Cho, and Bengio 2015).
Mixture-of-Expert Layer and Topic-Aware Gating Function Following Equation 3, the output of the decoder LSTM h d t is then fed into the Mixture-of-Experts (MoE) layer (see Figure 2(b) ). Here each expert is an underlying mapping function from the latent representation h d t to the vocabulary, which learns the captioning primitives that are shareable to all topics. All the experts in the same MoE layer have the same architecture, which is parameterized by a fully-connected layer and a nonlinear ReLU activation. Let S denote the number of experts and E s be the s-th expert, then output of the MoE layer is
where β s is the gating weight of the expert E s , representing the utilization of the expert E s . And it is determined by the topic-aware gating function G:
where G is a multilayer perceptron in our model. The temperature τ determines the diversity of the gating weights. The topic-aware gating function G is conditioned on the topic embedding W topic (y) and learns to combine the expertise of those primitive experts for a certain topic. Intuitively, G learns topic-aware language dynamics and composes different expert utilization for different topics based on the topic embeddings, which can implicitly transfer the utilization across topics.
Embedding and Reverse Embedding Layers
In addition, we also employ semantic word embeddings in our captioning model to help generate descriptions of unseen activities. Incorporating pretrained embeddings assigns semantic meanings to those out-of-domain words and thus can facilitate the open vocabulary learning ). Particularly, we load the fasttext embeddings into both the embedding layer and the reverse embedding layer (see Figure 2(b) ), and freeze their weights during training. So the embedding layer represents the input word (one-hot vector) into semantically meaningful dense vectors, while the reverse embedding layer is placed before the softmax layer to reverse the mapping from the feature vectors into the vocabulary space.
Learning
Cross Entropy Loss We adopt the cross entropy loss to train our models. Let θ denote the model parameters and w * 1:T be the ground-truth word sequence, then the training loss is defined as
where is where p(w t |w 1:t−1 , θ) is the probability distribution of the next word.
Variational Dropout In order to regularize our MoE layer and promote expert diversity, we adopt the variational dropout (Gal and Ghahramani 2016; Merity, Keskar, and Socher 2018) when training the TAMoE module. Different from the standard dropout, variational dropout samples a binary dropout mask only once upon the first call and then repeatedly uses that locked dropout mask within samples. In addition, the variational dropout helps stabilize the training of the topic-aware gating mechanism by making the expert behaviors consistent within samples.
Experimental Setup
Held-out ActivityNet-Captions Dataset ActivityNet (Fabian Caba Heilbron and Niebles 2015) is a well-known benchmark for video classification and detection, which covers 200 classes of activities. Recently, (Krishna et al. 2017) have collected the corresponding natural language description for the videos in the ActivityNet dataset, leading to the ActivityNet-Captions dataset. We set up the zero-shot learning scenario based on the ActivityNetCaptions dataset. We re-split the videos of the 200 activities into the the training set (170 activities), the validation set (15 activities), and the unseen test set (15 activities). Each activity is unique and only exists in one split above. We hold out the novel 15 activities 4 for testing that appear during neither training nor validation. In order to compare with the model's performance on the supervised split, we then further split an additional seen test set that shares the same activities with the training set but has different video samples. The external text corpus is crawled from Wikipedia, WikiHow, and some related documents in the first Google Search page. On average there are 2.72 related documents per activity (the max is 10). 
Evaluation Metrics
We use four popular and diverse metrics for language generation, CIDEr, BLEU, METEOR, and ROUGE-L. Among these metrics, only CIDEr weighs the topic relevance of ngrams and thus can better reflect a model's capability on captioning novel activities. Therefore, we use CIDEr as the major metric. In addition to the average CIDEr score of the n-grams (n = 1, 2, 3, 4), we also report individual CIDEr-1, CIDEr-2, CIDEr-3, and CIDEr-4 scores.
Implementation Details
To preprocess the videos, we sample each video at 20f ps and extract the I3D features (Carreira and Zisserman 2017) from these sampled frames. Note that the I3D model is pretrained on the Kinects dataset (Kay et al. 2017 ) and used here without fine-tuning. The activity labels feeding to our model are predicted by a pretrained 3D CNN model ) for activity classification. The vocabulary is built based on the training corpus and the unpaired external corpus. We use 300-dimensional pretrained fasttext embedding for words. All the hyper-parameters are tuned on the validation set. The maximum number of video features is 200 and the maximum caption length is 32. The video encoder is a biLSTM of size 512, and the decoder LSTM is of size 1024. We initialize all the parameters from a uniform distribution on [−0.1, 0.1]. Adadelta optimizer (Zeiler 2012) is used with batch size 64. Learning rate starts at 1 and is then halved when the current CIDEr score does not surpass the previous best in 4 epochs. The maximum number of epochs is 100, and we shuffle the training data at each epoch. Schedule sampling is also employed to train the models. Beam search of size 5 is used at test time. It takes around 6 hours to fully train a model on a TITAN X.
Experiments and Analysis
We compare three models on the Held-out ActivityNetCaptions dataset. Base: we first implement the state-of-the-art attention-based sequence-to-sequence model used in (Wang et al. 2018b ) as our baseline (Base). Simply put, the Base model is the model in Figure 2 without the topic embedding module and the gating function. Everything else is exactly the same.
Topic: the Topic model has a very similar architecture with the Base model, except that its decoder takes the proposed topic embedding as an additional input. TAMoE: the proposed TAMoE model is illustrated in Figure 2, which consists of the video encoding module, the topic embedding, the topic-ware gating function, and the Mixture-of-Experts layer. Moreover, we test the impact of pretrained word embeddings by comparing two word embedding initialization strategies: (1) task-specific, that randomly initializes the embeddings and learns them during training, and (2) fasttext, that uses pretrained fasttext embeddings (fixed in training).
Experimental Results
Seen and Unseen Test Sets of the Held-out ActivityNet Captions Table 1 shows the results on both the seen and the unseen test sets. First, it can be noted that incorporating pretrained fasttext embeddings brings a consistent improvement across models on both test sets, especially for the zero-shot learning scenario on the unseen test set. Second, by comparing the Base model and the Topic model it can be observed that solely adding the proposed topic embedding can bring some improvement. These validate the hypothesis that the pretrained embeddings can bring useful prior knowledge to assist caption generation, and it facilitates the generation of out-of-domain words that do not appear in the training data. More importantly, our TAMoE model significantly improves the scores over the baseline models. For instance, our full TAMoE model outperforms the Base model on both the seen and the unseen test sets by a large margin, with respectively 19.75% and 30.75% relative improvement on CIDEr. The remarkable improvement on the unseen test set clearly demonstrates the superior capability of the proposed model on captioning novel activities.
Because CIDEr is the only metric that considers the informativeness of the generated captions by penalizing uninformative n-grams that frequently occur across the dataset, it is expected that model performance will present a larger gap on CIDEr between the seen and the unseen test sets. This is confirmed by our results, which reinforces that CIDEr is a better metric for the task of novel activity captioning because it makes a more clear distinction between common n-grams that occur across all activities and activity-specific n-grams. Table 3 : Individual CIDEr scores of unigrams (C-1), bigrams (C-2), trigrams (C-3), and fourgrams (C-4) on the unseen test set, which are all novel activities.
Therefore, we will use CIDEr hereafter.
MSR-VTT
To prove the effectiveness of our method on generic video captioning, we further test it on the widelyused MSR-VTT dataset . As shown in Table 2, the TAMoE approach outperforms the Base model on all the metrics by a large margin. Note that for simplicity, we utilize the pretrained visual and audio features as used in as well as the ground-truth category labels on this dataset.
Ablation Study
Evaluation on Different N-grams In order to take a closer look at the transfer influence of our TAMoE model on individual n-grams, we calculate the CIDEr score of unigrams, bigrams, trigrams, and fourgrams on the unseen test set separately. As seen in Table 3 , our TAMoE model performs the best on all n-grams, but the CIDEr score of 4-grams is still not very satisfactory. A general limitation of current captioning systems is that the focus is still on learning word-level embeddings and generating a caption word by word. Incorporating phrase-level embeddings may alleviate this issue. We leave it for future study.
Impact of Different Features
In Table 4 , we test the influence of the I3D video features and various versions of the topic embedding. Evidently, it performs the best to use the concatenation of the average label embedding and the TFIDF embedding from external corpus as the topic embedding. Besides, without videos features, the model is unable to generate diverse captions for different videos that also match the video content (the corresponding CIDEr score is as low as 15.77). different numbers of experts. For a fair comparison, we adjust the dimensionality of each expert to ensure that different models have the same capacity (number of parameters). Note that we set the minimum expert dimensionality as 128 to ensure a lower bound of each expert's capacity. Their learning curves on the validation set are shown in Figure 3 . As can be observed, the model with 8 experts of dimension 256 (n8 d256) works the best, and the single-expert model, which is indeed the Topic model, performs the worst. Besides, simply increasing the number of experts does not imply a gain in performance. For example, the performance of the model n256 d128 (∼27.2M parameters) is worse than the best-performing model n8 d256 (∼17.9M parameters).
Impact of The Number of Experts
Topic-wise Result Comparison
To examine the performance of our method on each novel activity, we report the topic-wise comparison with the Base model in to provide a better illustration of our topic embeddings. Figure 4 showcases two qualitative examples on the unseen test set. In the first video about "painting fence", the Base model has no linguistic knowledge of the concept "fence", while our TAMoE model successfully recognizes it and produces a more pertinent description. In the second example about "grooming dog", the Base model fails to recognize the actual action though already knowing the objects, while our model generates a more accurate description of the video.
Qualitative Comparison
Discussion
In this paper, we formally define the task of zero-shot video captioning and set up a common setting for evaluation. In order to accurately describe videos of unseen activities, we seek solutions based on what and how to utilize and transfer. Note that one assumption of zero-shot video captioning is that the activity category can be either provided or predicted. Even so, it is still valuable because caption annotations for videos are much more expensive to get compared with activity labels. But combining zero-shot activity recognition and zero-shot video captioning is a promising direction towards more advanced approaches for transfer learning, which we leave for future study.
