We show an interesting connexion between the coarse-grained distribution function arising in the theory of violent relaxation for collisionless stellar systems (Lynden-Bell 1967) and the notion of superstatistics introduced recently by Beck & Cohen (2003) . We also discuss the analogies and differences between the statistical equilibrium state of a multi-components self-gravitating system and the metaequilibrium state of a collisionless stellar system. Finally, we stress the important distinction between mixing entropies, generalized entropies, H-functions, generalized mixing entropies and relative entropies.
Introduction
Recently, several researchers have questioned the "universality" of the Boltzmann distribution. This problem goes back to Einstein himself who did not accept Boltzmann's principle S = k ln W on a general scope because he argued that the statistics of a system (W ) should follow from its dynamics and cannot have a universal expression [1, 2] . In 1988, Tsallis introduced a more general form of entropy in an attempt to describe complex systems [3] . This was the starting point for several generalizations of thermodynamics, statistical mechanics and kinetic theories (see, e.g., [4] ). A lot of studies has then shown that complex media exhibit nonstandard distributions and that, in many cases (but not systematically), they can be fitted by Tsallis q-distributions.
An important question is to understand why non-standard distributions and generalized entropies emerge in a system. We have argued that non-standard distributions arise when "hidden constraints" are in action [5] . These constraints imply that the microstates are not equiprobable (some being even forbidden) as it is assumed in ordinary statistical mechanics. Therefore, the system does not sample the phase space uniformly and prefers some regions more than others. This can change the form of entropy. An example of "hidden constraints" is provided by the Pauli exclusion principle which prevents two fermions with the same spin to occupy the same site in phase space. Because of this constraint, the Boltzmann entropy is replaced by the Fermi-Dirac entropy. In this example, the exclusion principle is explained by quantum mechanics so it has a fundamental origin. However, we can imagine other situations where some "hidden constraints" (not necessarily of fundamental origin) modify the expected form of distribution and entropy. The fact that we have not always access to these microscopic constraints implies an indetermination in the selection of the entropy functional. This indetermination is manifest in the q parameter of Tsallis [3] , which is often a free parameter that has to be adjusted to the situation, or more generally in the convex function C(f ) which appears in the general expression of entropy S = − C(f )drdv [5] .
Several microscopic models have been constructed to understand the origin of non standard distributions and generalized entropies. By introducing a kinetic interaction principle (KIP), Kaniadakis [6] has obtained a generalized form of Boltzmann and Fokker-Planck equations that lead to a wide class of distribution functions at equilibrium. These generalized equations arise when the expression of the transition probabilities is more general than usually considered. This can take into account quantum statistics or non-ideal effects that are ignored in the standard derivation of the Boltzmann and Fokker-Planck equations. On the other hand, Borland [7] and Chavanis [5] have introduced generalized stochastic processes that lead to generalized Fokker-Planck equations in which the diffusion coefficient and the friction/drift terms explicitly depend on the concentration of particles. These equations lead to non standard distributions at equilibrium and they are associated with generalized free energy functionals which play the role of Lyapunov functions. Generalized Fokker-Planck equations have also been studied by Frank in an interesting series of papers, see e.g. [8] . In fact, as discussed in [5] , it is possible to generalize the usual kinetic equations (Boltzmann, Landau, Kramers, Smoluchowski,...) in such a way that they satisfy a H-theorem for an arbitrary form of entropy. Boltzmann, FermiDirac, Bose-Einstein and Tsallis entropies are just special cases of this general formalism. As indicated previously, the generalization of standard kinetic models can be viewed as a heuristic attempt to take into account "hidden constraints" in complex systems.
In a different context, Beck & Cohen [9] showed how non-standard distributions can arise in a system if an external variable (e.g. the temperature) is allowed to fluctuate. The probability of energy E is then given by a Laplace transform P (E) = +∞ 0 f (β)e −βE dβ where f (β) is the distribution of fluctuations that must be regarded as given. When f (β) is strongly peaked around a temperature β 0 , the Boltzmann distribution P (E) = 1 Z e −β 0 E is recovered. Beck & Cohen gave particular examples of non-standard distributions P (E) arising from this formalism and Tsallis & Souza [10] constructed the generalized entropies associated with these non-standard distributions.
At the same time (ignoring the works of Beck & Cohen and Tsallis & Souza), we revived the concept of violent relaxation introduced by Lynden-Bell [11] for collisionless stellar systems described by the Vlasov-Poisson system and we showed how this theory leads to metaequilibrium states characterized by non-standard distribution functions [5, 12] . Assuming complete relaxation (ergodicity), the coarse-grained distribution function (DF) is given by
where the function χ(η) accounts for the conservation of the Casimir integrals and is determined by the initial conditions. In this context, the Casimirs integrals play the role of "hidden constraints" because they are not accessible at the coarse-grained scale. Due to the Liouville theorem in µ space, they can give rise to an effective "exclusion principle" like in quantum mechanics [11, 13] . We gave particular examples of non-standard distributions f(ǫ) arising from this formalism (with emphasis on the Fermi-Dirac distribution [13] ) and we introduced the notion of "generalized entropies" S = − C(f )d 3 rd 3 v associated with these coarse-grained distributions. The same ideas apply in 2D turbulence where the coarse-grained vorticity is given by ω(ψ) = [14, 15, 16] . In the case of geophysical flows that are forced at small scale, Ellis et al. [17] interprete χ(σ) as a prior vorticity distribution encoding the statistics of forcing while for freely evolving flows χ(σ) is determined from the initial conditions. In the point of view of [17] , χ(σ) is given and the generalized entropy S = − C(ω)d 2 r associated with the coarse-grained vorticity is directly determined by the prior vorticity distribution [18] . The small-scale forcing, encapsulated in the function χ(σ), can be viewed as a "hidden constraint" which affects the structure of the coarse-grained vorticity field.
The object of this paper is to emphasize the deep similarity between the Beck-Cohen superstatistics and the Lynden-Bell's coarse-grained distributions. This connexion has not been noted previously and we think that it deserves to be pointed out in detail. Furthermore, the notion of generalized entropies given in [5] in the context of violent relaxation turns out to be equivalent to that given by Tsallis & Souza [10] in relation with superstatistics. The paper is organized as follows. We first start to emphasize the distinction between the statistical equilibrium state of a N-stars system and the metaequilibrium state of a collisionless stellar system. To stress the analogies and the differences, we consider a stellar system with a spectrum of mass. The statistical equilibrium state is described in Sec. 2 and the theory of violent relaxation is discussed in Sec. 3.2. The similarities between coarse-grained distribution functions and superstatistics is shown in Sec. 3.4. We introduce the notion of generalized entropy associated with the coarse-grained distributions in Sec. 3.3. We show that the generalized entropies associated with the coarse-grained DF predicted by Lynden-Bell can never be Tsallis entropy because Lynden-Bell's distribution is defined for all energies ǫ while Tsallis q-distribution (with q > 1) has a compact support (the density drops to zero at a finite energy). Then, in Sec. 3.5, we insists on the notion of incomplete violent relaxation and on the limitation of Lynden-Bell's statistical prediction. We interprete Tsallis functional as a particular H-function [19, 5, 12, 20] , not as an entropy. Finally, in Sec. 4, we discuss these ideas in the context of 2D turbulence and show that the notions of prior vorticity distribution and relative entropies introduced by Ellis et al. [17] make the analogies with superstatistics much closer than for freely evolving systems.
2 Statistical equilibrium states of stellar systems with a mass spectrum
We wish to determine the statistical equilibrium state of a stellar system made of stars with different mass m i . This Hamiltonian system is described by the microcanonical ensemble where the energy E and the particle numbers N i (for each species) are fixed. A thermal state is established due to the developement of stellar encounters which randomize the distribution of particles ("collisional" mixing). Mathematically, the statistical equilibrium state is obtained when the infinite time limit t → +∞ is taken before the thermodynamic limit N → +∞. This statistical approach is adapted to the case of globular clusters whose age is of the same order as the Chandrasekhar relaxation time t relax ∼ N ln N t D [21] . We shall determine the most probable distribution of stars at statistical equilibrium by using a combinatorial analysis, assuming that all accessible microstates (with given E and M i = N i m i ) are equiprobable. To that purpose, we divide the individual phase space {r, v} into a very large number of microcells with size h. We do not put any exclusion, so that a microcell can be occupied by an arbitrary number of particles. We shall now group these microcells into macrocells each of which contains many microcells but remains nevertheless small compared to the phase-space extension of the whole system. We call ν the number of microcells in a macrocell. Consider the configuration {n ij } where n ij is the number of particles of species j in the macrocell i. Using the standard combinatorial procedure introduced by Boltzmann, the probability of the state {n ij }, i.e. the number of microstates corresponding to the macrostate {n ij }, is given by
This is the Maxwell-Boltzmann statistics. As is customary, we define the entropy of the state {n ij } by
It is convenient here to return to a representation in terms of the distribution function giving the phase-space density of species j in the i-th macrocell:
Using the Stirling formula ln n! = n ln n − n, we have
Passing to the continuum limit ν → 0, we obtain the usual expression of the Boltzmann entropy for different types of particles
up to some unimportant additive constant. This is the expression used by Lynden-Bell & Wood [22] in their thermodynamical description of stellar systems. The statistical equilibrium state, corresponding to the most probable distribution of particles, is obtained by maximizing the Boltzmann entropy (4) while conserving the mass of each species
and the total energy
where f (r, v) = i f i (r, v) is the total distribution function and ρ = f d 3 v the total density. The gravitational potential is determined by the Poisson equation (7) ∆Φ = 4πGρ.
Introducing Lagrange multipliers and writing the variational principle in the form
we get
The total distribution function is therefore given by
It is a superposition of Maxwell-Boltzmann distributions with equal temperature T = 1/β and different mass m i . According to the theorem of equipartition of energy, the r.m.s. velocity of species i decreases with mass such that
Therefore, heavy particles have less velocity dispersion to resist gravitational attraction so they preferentiably orbit in the inner region of the system. This leads to mass segregation. The effect of mass segregation can also be appreciated by writing the distribution in the form
where C ij is a constant independent on the individual energy ǫ = v 2 /2 + Φ. On the other hand, developing a kinetic theory for a multi-component self-gravitating system, one obtains the Landau equation (13) ∂f
where
dk/k is the Coulomb factor and we have set f ′ = f (r, v ′ , t) assuming that the collisions can be treated as local (see, e.g., Kandrup [23] for a critical discussion of this approximation and generalizations). This kinetic equation conserves the total mass of each species and the total energy of the system. It also increases the Boltzmann entropy (4) monotonically:Ṡ B ≥ 0 (H-theorem). The stationary state is determined by the mean-field Maxwell-Boltzmann distribution (9).
3 Violent relaxation of collisionless stellar systems
The Vlasov-Poisson system
We shall now contrast the statistical equilibrium state of "collisional" stellar systems (globular clusters) to the metaequilibrium state of "collisionless" stellar systems (elliptical galaxies). The distinction between collisional and collisionless dynamics is just a question of timescales. The age of elliptical galaxies is by many orders of magnitude smaller than the Chandrasekhar relaxation time [21] so that their evolution is governed by the Vlasov-Poisson system (15) ∂f ∂t
where F = −∇Φ is the force by unit of mass. Mathematically, the Vlasov equation is obtained when the N → +∞ limit is taken before the t → +∞ limit. Indeed, the collision term in Eq. (13) scales as 1/N in a proper thermodynamic limit [24] so that it vanishes for N → +∞. The Vlasov equation, or collisionless Boltzmann equation, simply states that, in the absence of encounters, the distribution function f is conserved by the flow in phase space. This can be written df /dt = 0. The Vlasov equation can also be obtained from the N-body Liouville equation by making a mean-field approximation (i.e., the N-body distribution factors out in a product of N one-body distributions). We note that the individual mass m i of the stars does not appear in the Vlasov equation. This implies that the collisionless dynamics does not lead to a segregation by mass contrary to the collisional dynamics. It is easy to show that the Vlasov equation conserves the total mass M and the total energy E of the system. Furthermore, the Vlasov equation conserves an infinite number of invariants called the Casimir integrals. They are defined by
The conservation of the Casimirs is equivalent to the conservation of the moments of the distribution function denoted
The Vlasov-Poisson system also conserves angular momentum and impulse but these constraints will not be considered here.
The metaequilibrium state
The Vlasov-Poisson system develops very complex filaments as a result of a mixing process in phase space (collisionless mixing). If we introduce a coarse-graining procedure, the coarsegrained distribution function f (r, v, t) will reach a metaequilibrium state f (r, v) on a very short timescale, of the order of the dynamical time. This process is known as "phase mixing" and "violent relaxation" (or collisionless relaxation) [21] . Lynden-Bell [11] has tried to describe this metaequilibrium state in terms of statistical mechanics. This approach is of course quite distinct from the statistical mechanics of the N-body system (exposed in Sec. 2) which describes the statistical equilibrium state reached by a discrete N-body Hamiltonian system for t → +∞. In Lynden-Bell's approach, we make the statistical mechanics of a field, the distribution function f (r, v, t) whose evolution is governed by the Vlasov equation, while in Sec. 2 we made the statistical mechanics of a system of point particles described by Hamilton equations. In the following, we shall summarize the theory of Lynden-Bell and make the connexion with the notion of superstatistics. We discretize the initial condition f 0 (r, v) in a series of levels η on which f 0 ≃ η is approximately constant. If the initial condition is unstable, the distribution function f (r, v, t) will be stirred in phase space (phase mixing) but will conserve its values η and the corresponding hypervolumes γ(η)dη as a property of the Vlasov equation (this is equivalent to the conservation of the Casimirs). Let us introduce the probability density ρ(r, v, η) of finding the level of phase density η in a small neighborhood of the position r, v in phase space. This probability density can be viewed as the local area proportion occupied by the phase level η and it must satisfy at each point the normalization condition
The locally averaged distribution function is then expressed in terms of the probability density as
and the associated (macroscopic) gravitational potential satisfies
Since the gravitational potential is expressed by space integrals of the density, it smoothes out the fluctuations of the distribution function, supposed at very fine scale, so Φ has negligible fluctuations. It is then possible to express the conserved quantities of the Vlasov equation as integrals of the macroscopic fields. These constraints can be decomposed in two groups. The mass and energy will be called robust integrals because they are conserved on the coarse-grained scale:
As discussed above the gravitational potential can be considered as smooth, so we can express the energy in terms of the coarse-grained functions f and Φ neglecting the internal energy of the fluctuations. The moments M n with n ≥ 2 will be called fragile integrals because they are altered on the coarse-grained scale as f n = f n . Therefore, only the fine-grained moments
The coarse-grained moments M c.g.
. After a complex evolution the system is expected to be in the most probable, i.e. most mixed state, consistent with all the constraints imposed by the dynamics. We define the mixing entropy as the logarithm of the number of microscopic configurations associated with the same macroscopic state characterized by the probability density ρ(r, v, η). To get this number, we divide the macrocells (r, r + dr; v, v + dv) into ν microcells of size h and denote by n ij the number of microcells occupied by the level η j in the i-th macrocell. Note that a microcell can be occupied only by one level η j . This is due to the fact that we make the statistical mechanics of a continuous field f (r, v, t) instead of point mass stars as in Sec. 2. A simple combinatorial analysis indicates that the number of microstates associated with the macrostate {n ij } is
where N j = i n ij is the total number of microcells occupied by η j (this is a conserved quantity equivalent to γ(η)). We have to add the normalization condition j n ij = ν, equivalent to Eq. (18) which prevents overlapping of different levels (we note that we treat the level η = 0 on the same footing as the others unlike in Lynden-Bell's original derivation; this somewhat simplifies the calculations). This constraint plays a role similar to the Pauli exclusion principle in quantum mechanics. Morphologically, the Lynden-Bell's statistics (24) corresponds to a 4 th type of statistics since the particles are distinguishable but subject to an exclusion principle [11] . There is no such exclusion for the statistical equilibrium of point mass stars since they are free a priori to approach each other without limitation. Taking the logarithm of W and using the Stirling formula, we get
Passing to the continuum limit ν → 0, we obtain the Lynden-Bell mixing entropy
Note that the Lynden-Bell entropy can be interpreted as the Boltzmann entropy for a spectrum of levels. Assuming ergodicity or "efficient mixing" (which may not be realized in practice, see Sec. 3.5), the statistical equilibrium state is obtained by maximizing S[ρ] while conserving mass M, energy E and all the Casimirs (or moments M n ). We need also to account for the local normalization condition (18) . This problem is treated by introducing Lagrange multipliers, so that the first variations satisfy
where β is the inverse temperature and α(η) the "chemical potential" of species η. The resulting optimal probability density is a Gibbs state which has the form
+ Φ is the energy of a star by unit of mass, χ(η) ≡ exp(− n>1 α n η n ) accounts for the conservation of the fragile moments M n>1 = ρη n dηd 3 rd 3 v and α, β are Lagrange multipliers for M and E, the robust integrals. Note that the distinction between robust and fragile integrals was not explicitly made in Lynden-Bell's original treatment; we shall see in the sequel that it has some importance. The partition function Z is determined by the local normalization condition ρdη = 1 leading to
Finally, the equilibrium coarse-grained DF defined by f = ρηdη can be written
Thus, for given initial condition, the statistical theory selects a particular stationary solution of the Vlasov equation among all possible ones. Specifically, the equilibrium state is obtained by solving the differential equation
and relating the Lagrange multipliers α n , β to the constraints Γ n , E. We note that the coarsegrained distribution function f (ǫ) can take a wide diversity of forms depending on the function χ(η) determined by the fragile moments ("hidden constraints"). Some examples will be given in Sec. 3.4. In the present context, the function χ(η) is determined from the constraints a posteriori. Indeed, we have to solve the full problem in order to get the expression of χ(η).
In this sense, the fine-grained moments are treated microcanonically. We emphasize that the function f(ǫ) depends on the detail of the initial conditions unlike in ordinary statistical mechanics where only the mass M and the energy E matter. In particular, we need to know the value of the fine-grained moments M f.g. n which are accessible only in the initial condition since they are altered for t > 0 by the coarse-graining (mixing). This makes the practical prediction of f (ǫ) very complicated in general. We note that the coarse-grained DF predicted by Lynden-Bell depends only on the individual energy ǫ of the particles. This determines a particular class of stationary solutions of the Vlasov equation that are spherically symmetric. More general stationary solutions can be obtained from the Jeans theorem [21] but they are not consistent with the statistical theory of LyndenBell (they may arise in case of incomplete relaxation). We note also that f (ǫ) is a decreasing function of energy (see below
If the initial DF takes only two values 0 and η 0 , the statistical prediction of Lynden-Bell is
similar to the Fermi-Dirac distribution [11, 13] . This has to be contrasted from the statistical equilibrium state of the one component self-gravitating gas which is the Maxwell-Boltzmann distribution
In the dilute limit of Lynden-Bell's theory f ≪ η 0 (which may be a good approximation for elliptical galaxies, see [11] ), the DF (33) becomes
This is similar to the statistical equilibrium state (34) of the N-stars system. Therefore, in this approximation, collisional and collisionless relaxation lead to similar distribution functions (the Maxwell-Boltzmann distribution) but with a completely different interpretation, corresponding to very different timescales. Note in particular that the mass of the individual stars m is replaced by the initial value η 0 of the distribution function.
Generalized entropies
The true entropy in the context of violent relaxation is the mixing entropy (27) . This is a functional of ρ(r, v, η) which can be obtained from a combinatorial analysis. We shall see, on the other hand, that the coarse-grained distribution function f(r, v) maximizes a certain functional S[f ] at fixed mass M and energy E. This functional, which is associated to the statistical theory, will be called a "generalized entropy". It is non-universal as it strongly depends on the initial conditions. Furthermore, it is determined indirectly by the statistical theory and cannot be obtained from a combinatorial analysis. Therefore, it is not a thermodynamical entropy. Still, since the coarse-grained field f (which is the function directly accessible to the observation) maximizes this functional, it is useful to give it a name. It can be regarded in some sense as a "generalized entropy". We shall see that a more rigorous notion of generalized entropy, associated to a prior distribution of fluctuations, can be introduced in the context of systems that are forced at small scales (see Sec. 4.2 and Conclusion). Note also that our notion of generalized entropies is different from the one introduced by Tsallis (see Sec. 3.5).
From Eqs. (28) and (31), it is easy to establish that
where f 2 is the centered local variance of the distribution ρ(r, v, η). Therefore, f = f(ǫ) is a decreasing function of the stellar energy (assuming β > 0). Since f depends only on the individual energy and is monotonic, it maximizes a functional ("generalized entropy"):
at fixed mass M and energy E, where C(f ) is a convex function, i.e. C ′′ > 0. Indeed, introducing Lagrange multipliers and writing the variational principle in the form
we find that
Since C ′ is a monotonically increasing function of f , we can inverse this relation to obtain
From the identity
resulting from Eq. (39), f(ǫ) is a monotonically decreasing function of energy (if β > 0). Thus, Eq. (31) is equivalent to Eq. (40) provided that we make the identification (41). Therefore, for any function F (x) determined by the function χ(η) in the statistical theory, we can associate to the metaequilibrium state (31) a generalized entropy (37) where C(f ) is given by Eq. (41) or equivalently
The coarse-grained distribution (31) maximizes this generalized entropy at fixed energy E and mass M. We note that C(f ) is a non-universal function which depends on the initial conditions 1 . Indeed, it is determined by the function χ(η) which depends indirectly on the initial conditions through the complicated precedure discussed in Sec. 3.2. In general, S[f ] is not the ordinary Boltzmann entropy S B [f ] = − f ln fd 3 rd 3 v (except in the dilute limit for one level) due to fine-grained constraints (Casimirs) that modify the form of entropy that we would naively expect. This is why the metaequilibrium state is described by non-standard distributions. The existence of "hidden constraints" (here the Casimir invariants that are not accessible on the coarse-grained scale) is the physical reason for the occurence of nonstandard distributions and "generalized entropies" in our problem. In fact, the distribution is standard (Boltzmann-Gibbs) at the level of the local distribution of fluctuations ρ(r, v, η) and non standard at the level of the macroscopic coarse-grained field f(r, v).
Connexion with superstatistics
We would like now to point out some connexions between coarse-grained distribution functions and superstatistics. Setting E ≡ βǫ + α, we can rewrite the "partition function" (29) in the form
This is the Laplace transform of χ(η). Therefore, the partition function Z(E) has the same form as the superstatistics P (E) = +∞ 0 f (β)e −βE dβ of Beck & Cohen [9] provided that we identify the distribution of temperature f (β) to the distribution of phase levels χ(η). Due to this analogy, we can transpose their results to the context of violent relaxation. However, in the present case, the physical distribution is given by
instead of P (E). Therefore, for the same f (β) and χ(η), the distribution f (E) and P (E) will differ because of this logarithmic derivative (note that Z plays the role of a characteristic function). In addition, we must require that the distribution f(E) is integrable, i.e the spatial density ρ = f dv must exist. We note finally that the generalized entropy associated to the coarse-grained distribution f(E) is determined by the relation
where the function f = f (E) is specified by Eq. (45). Therefore, C(f ) is obtained by inverting the relation f = −(ln Z) ′ (E) and integrating the resulting expression. Interestingly, our notion of generalized entropy introduced in the context of violent relaxation [5] is equivalent to the one given independently by Tsallis & Souza [10] in the context of superstatistics. Let us now consider particular examples similar to those given by Beck & Cohen [9] .
(i) Uniform distribution: We take χ(η) = 1/b for 0 ≤ η ≤ b and χ = 0 otherwise. Then
This distribution satisfies f (E)
Z(E) = 1 2 (1 + e −bE ), and
This is similar to the Fermi-Dirac distribution [11, 13] . We have f (E) → b for E → −∞, f (0) = b/2 and f (E) ∼ e −bE for E → +∞. Since f ∼ e for v → +∞, the density ρ = f dv exists in any dimension. Inversing the relation (50), we get
After integration, we obtain the Fermi-Dirac entropy
Note that for this two-level distribution, the generalized entropy (37) coincides with the LyndenBell mixing entropy (26) Z(E) = (1 + bE) −c .
As noted by Beck & Cohen [9] , this is similar to Tsallis q-distribution (with q < 1). However, in our context, the physical distribution is
It is defined only for E > −1/b. Furthermore, f (E) ∼ cE −1 for E → +∞ so that the spatial density exists only in d = 1 dimension. Inversing the relation (55), we get
After integration, we obtain the generalized entropy
Note that the first term can be absorbed in the parameter α so that the relevant entropy is
We believe that this entropy is important because, in some sense, it corresponds to a continuation of Tsallis functional S q = − 
The corresponding coarse-grained distribution can be written
for E → −∞ and f (E) ∼ E −1 for E → +∞. The density exists only in d = 1 dimension.
In the examples considered above, only the Fermi-Dirac distribution function is relevant for self-gravitating systems since the density ρ = f dv is not defined for the others in d = 3 dimensions. However, these examples may still be of interest in physics because the theory of violent relaxation is valid for other systems with long-range interactions described by the Vlasov equation (e.g., the HMF model). They may thus be relevant for one-dimensional systems. They can also be relevant in 2D turbulence (see Sec. 4), where E is replaced by βψ + α (ψ is the streamfunction) so that there is no condition of normalization such as f dv < ∞.
Incomplete relaxation and H-functions
In the framework of Lynden-Bell's statistical theory, the coarse-grained distribution function (30) is defined for all energies ǫ so that its tail extends to infinity. Therefore, f can never be a q-distribution with q > 1
since such distributions have a compact support (they vanish at a maximum energy ǫ max ), see [20] . Thus, in the present context, Tsallis functional is not a generalized entropy in the sense given in Sec. 3.3. Yet, numerical simulations and astrophysical observations show that the metaequilibrium state resulting from violent relaxation is usually not described by LyndenBell's statistics. Real galaxies are more confined than predicted by the statistical mechanics of violent relaxation. The coarse-grained distribution function vanishes above a certain energy (ǫ = 0 for an open system) and is usually well-represented by a polytropic distribution function (q-distribution) close to this escape energy [21] . In that case, what is the interpretation of the q-distributions and of Tsallis functional?
Lynden-Bell's statistical approach rests on the assumption that the evolution is ergodic, i.e that collisionless mixing is efficient. In reality, this is not the case. It has been understood since the begining [11] that violent relaxation is incomplete so that the Boltzmann entropy (26) is not maximized in the whole available phase space. Real stellar systems tend towards the equilibrium state during violent relaxation but cannot attain it: the gravitational potential variations die away before the relaxation process is complete. Therefore, the system can be trapped in a stationary solution of the Vlasov equation which is not the most mixed state. In fact, for stellar systems, violent relaxation cannot be complete because the isothermal distributions predicted by Lynden-Bell's statistics suffer the infinite mass problem. Said differently, there is no maximum entropy state in an unbounded domain. The confinement of galaxies is explained by incomplete relaxation. Since it results from a turbulent mixing, the metaequilibrium state reached by the system as a result of incomplete violent relaxation is always a nonlinearly dynamically stable stationary solution of the Vlasov-Poisson system (on the coarse-grained scale). For spherical systems, it maximizes a functional of the form [5, 12, 20] . This maximization problem is consistent with the phenomenology of violent relaxation: during violent relaxation, the H functions increase on the coarse-grained scale while the energy E and the mass M are approximately conserved. Therefore, the metaequilibrium state maximizes a certain H-function at fixed mass and energy. The H-function that is effectively maximized is difficult to predict [5] . It depends on the initial conditions and on the efficiency of mixing. If mixing is complete (as may be the case for systems others than gravitational ones), C(f ) can be predicted by the statistical theory of Lynden-Bell and
is the "generalized entropy" defined in Sec. 3.3. If mixing is incomplete, H[f ] and f (ǫ) can take forms that are not compatible with the Gibbs state (31) . In this context of incomplete violent relaxation, the Tsallis functional
v is a particular H-function leading to polytropic distribution functions. These are confined structures which reproduce certain aspect of galaxies, e.g. their confinement. Unfortunately, pure polytropic distributions do not provide a good model of incomplete relaxation for elliptical galaxies [12] . A better model is a composite model that is isothermal in the core (justified by Lynden-Bell's theory of violent relaxation) and polytropic in the halo (due to incomplete relaxation) [25] . Since the variational principle determining the nonlinear dynamical stability of a collisionless stellar system (maximization of a H-function at fixed mass and energy) is similar to a thermodynamical variational principle (maximization of an entropy at fixed mass and energy) we can use a thermodynamical analogy to analyze the dynamical stability of collisionless stellar systems [5, 12, 20] . We emphasize, however, that the maximization of a H-function at fixed mass and energy is a condition of nonlinear dynamical stability for the Vlasov equation, not a condition of thermodynamical stability. Therefore, Tsallis functional
] is a particular H-function not an entropy.
If we were to apply Tsallis generalized thermodynamics in the context of violent relaxation, we would need to replace the Lynden-Bell entropy (26) by the q-entropy
as initially proposed in [26] . The generalized mixing entropy S q [ρ], which is a functional of ρ(r, v, η), would be the proper form of q-entropy in that context. For q → 1, it returns the Lynden-Bell's entropy (26) . We can then obtain the coarse-grained distribution function in a fashion similar to that of Sec. 3.2, after introducing proper averaging procedures (qexpectation values). We shall not try, however, to develop this generalized formalism in more detail here. Note that in the dilute limit for one level, S q [ρ] can be written in the form
In this sense, Tsallis functional S q [f ] can be interpreted as a true generalized entropy (not just a H-function) with a meaning different from that given in Sec. 3.3.
4 Two-dimensional turbulence
The Gibbs state
The same ideas apply in 2D turbulence to understand the formation of coherent structures (vortices). The analogy between stellar systems and 2D vortices has been discussed in [16] . A statistical theory of point vortices has been developed by Onsager [27] and Joyce & Montgomery [28] . This theory describes the statistical equilibrium state of a point vortex gas reached for t → +∞, assuming ergodicity. The most probable vorticity profile is given by
which is similar to the statistical distribution (10) of a multi-component system of stars (note that the vorticity is proportional to the density of point vortices). On the other hand, the statistical mechanics of continuous vorticity fields described by the 2D Euler equation has been developed by Miller and Robert & Sommeria [14] . This is similar to the theory of violent relaxation of Lynden-Bell [15] . In that context, we speak of "inviscid relaxation" or "chaotic mixing". The mixing entropy is
and the Gibbs state reads
with notations similar to those of Sec. 3.2 (in particular, σ labels the vorticity levels). The density probability ρ(r, σ) gives the local distribution of vorticity at equilibrium. The partition function can be written
and the coarse-grained vorticity ω = ρσdσ is related to the streamfunction by a relation of the form
Note that the vorticity levels σ can take positive and negative values contrary to the case of selfgravitating systems for which η > 0. The function ω(βψ + α) can be obtained by maximizing a generalized entropy
at fixed circulation and energy. This leads to a relation
which can be identified with Eq. (70). This identification relates the function C(ω) to the function F (x) whose form depends on χ(σ) as explained previously. Formally,
Prior vorticity distribution
For freely evolving 2D turbulence, the function χ(σ) is determined by the initial conditions through the values of the Casimir integrals. However, in geophysics, there exists situations in which the flow is continuously forced at small-scales so that the conservation of Casimirs is destroyed. Ellis et al. [17] have proposed to take into account these situations by treating the function χ(σ) canonically. Therefore, the function χ(σ) must be viewed as a prior vorticity distribution determined by the small-scale forcing. Its specific form has to be adapted to the situation. In that context, the distribution can be written ρ(r, σ) = χ(σ)µ(r, σ) where χ(σ) is a given function. The optimal distribution is then obtained by maximizing the relative entropy
at fixed mass and energy (no other constraints). This leads to Eq. (68) but with a different interpretation. The partition function and the coarse-grained vorticity are still given by Eqs.
(69) and (70). However, in the approach of Ellis et al., the function F (x) is fixed directly by the prior vorticity distribution χ(σ) while in the former case, it had to be related a posteriori to the initial conditions in a very complicated way. This makes this approach very attractive. The approach of Ellis et al. [17] is very close to the notion of superstatistics since it considers that the fluctuations of vorticity χ(σ) are given a priori, which is also the case for the fluctuations of temperature f (β) in the superstatistics. Therefore, the ω − ψ relationship and the generalized entropy S[ω] are directly determined by the prior vorticity distribution χ(σ). This makes the generalized entropy S[ω] an intrinseque quantity while this was not the case in Sec. 3.3 for unforced systems. Furthermore, in the present context, S[ω] really has the status of an entropy in the sense of large deviations. Indeed, Ellis et al. [17] show that the distribution probability of the coarse-grained vorticity field can be written in the form of the Cramer formula P [ω] ∼ e nS [ω] where n is the number of sites of the underlying lattice introduced in their mathematical analysis. Therefore, the optimal vorticity field ω maximizes S[ω] at fixed circulation and energy. They also show that this maximization principle provides a refined condition of nonlinear dynamical stability with respect to the 2D Euler-Poisson system. This stability result is valid for any stationary solution of the 2D Euler equation, not only for the statistical equilibrium states.
Example of generalized entropy
Let us consider, for illustration, the prior vorticity distribution χ(σ) introduced by Ellis et al. [17] in a model of Jupiter's great red spot. It corresponds to a centered Gamma distribution
where R(z; a) = Γ(a) −1 z a−1 e −z for z ≥ 0 and R = 0 otherwise. The scaling of χ(σ) is chosen such that σ = 0, var(σ) = 1 and skew(σ) = 2ǫ. This distribution is a variante of Gamma distribution considered by Beck & Cohen [9] . Setting E ≡ βψ + α, we get
Inversing the relation (77), we obtain
This form of entropy can also be obtained from the technics of large deviations as discussed in [17] . Our approach is a simple alternative to obtain the generalized entropy C(ω) associated to the prior vorticity distribution χ(σ). Note that for ǫ → 0,
2 r is minus the enstrophy. It is associated with a gaussian prior vorticity distribution χ(σ) and the ω − ψ relationship is linear, see [5] .
Parametrization in the form of a generalized Fokker-Planck equation
In the context of freely evolving 2D turbulence, a thermodynamical parametrization of the 2D Euler equation has been proposed by Robert & Sommeria [29] in terms of relaxation equations based on a maximum entropy production principle. These equations conserve all the Casimirs, increase the mixing entropy (67) and relax towards the Gibbs state (68). In the situations considered by Ellis et al. [17] where the system is forced at small scale, we can propose an alternative parametrization of the 2D Euler equation [18] . In that case, we have seen that only the energy and the circulations are conserved. The conservation of the Casimirs is replaced by a prior vorticity distribution χ(σ) determined by the small scale forcing. This fixes the form of generalized entropy (71). We can thus propose to describe the large-scale evolution of the flow in this case by a relaxation equation which conserves energy and circulation and increases the generalized entropy (71) until the equilibrium state (70) is reached. This relaxation equation, introduced in [5] , has the form of a generalized Fokker-Planck equation
where the evolution of the Lagrange multiplier accounts for the conservation of energy. Furthermore, the diffusion coefficient can be obtained from a kinetic model leading to D = Kǫ 2 / C ′′ (ω) where K is a constant of order unity. In these equations, the function C(ω) is fixed by the prior distribution χ(σ). These equations are expected to be valid close to the equilibrium state in the spirit of Onsager linear thermodynamics. However, they may offer a useful parametrization even if we are far from equilibrium. Alternatively, according to the refined nonlinear stability criterion of Ellis et al. [17] these relaxation equations can be considered as poweful numerical algorithms to compute arbitrary nonlinearly dynamically stable stationary solutions of the 2D Euler-Poisson system. These ideas are further discussed in [18] in relation with geophysical flows. We note that forced 2D turbulence provides a physical situation of interest in which a rigorous notion of generalized thermodynamics and generalized kinetics emerges. Generalized drift-diffusion equations of the form (80) appear also in other domains of physics such as self-gravitating Brownian particles and bacterial colonies, as discussed in [5, 32] . Their general study, initiated in [33] is of broad physical interest.
Conclusion
In this paper, we have discussed some analogies between coarse-grained distributions functions characterizing statistical equilibrium states of collisionless stellar systems or inviscid 2D flows and the notion of superstatistics introduced by Beck & Cohen (2003) . Although the concept of violent relaxation has been introduced by Lynden-Bell (1967) long ago, it remains largely unknown from the statistical mechanics community and this is why we have exposed this theory in some detail here. In both cases, non-standard distributions arise because they are expressed as a Laplace transform of a function χ which can be the distribution of phase levels χ(η), the distribution of vorticity levels χ(σ) or the distribution of fluctuations of temperature f (β). To each distribution, we can associate a generalized entropy of the form considered in [5] . In certain occasions, it is justified to regard the function χ as given by some external process. This prior distribution directly determines a corresponding form of generalized entropy. This approach is particularly relevant in the case of geophysical flows that are forced at small scales [17] . We also propose that it may be valid in the case of dark matter models in astrophysics were a small-scale forcing (due, e.g., to merging events, explosions or other processes) can be present and alters the conservation of the Casimirs. This is just a suggestion that should be developed in greater detail.
We have also discussed the two successive equilibrium states achieved by a stellar system. In a first regime, the evolution is collisionless and the system reaches a metaequilibrium state as a result of violent relaxation. This is a nonlinearly dynamically stable stationary solution of the Vlasov-Poisson system. On longer timescales, encounters come into play and drive the system towards the statistical equilibrium state described by the Boltzmann distribution. The metaequilibrium state (for the Vlasov equation) and the statistical equilibrium state (for the N-stars system) correspond to quite different processes. They can be written as a superposition of Boltzmann factors for each species of particles (collisional equilibrium) or for the different phase levels (collisionless equilibrium).
In fact, violent relaxation is incomplete in general and the notion of entropy must be replaced by the notion of H-functions [19] . A good example of incomplete relaxation in 2D turbulence is provided by the plasma experiment of Huang & Driscoll [30] . The metaequilibrium state resulting from violent relaxation has the form of a self-confined vortex surrounded by unmixed flow. This confinement is in contradiction with the statistical mechanics of MillerRobert-Sommeria [14] . Boghosian [31] has proposed to interprete this structure in terms of Tsallis generalized thermodynamics. He notes in particular that the vortex is well-fitted by a q-distribution of index q = 2. In that case, Tsallis entropy is equivalent to minus the enstrophy. Alternatively, Brands et al. [26] argue that the confinement is due to incomplete relaxation and lack of mixing/ergodicity and not to an inadequate form of entropy. They claim that there does not exist a universal vorticity profile/entropy in case of incomplete relaxation. There are many examples of confined structures in 2D turbulence that are not described by Tsallis distributions. The confined vortices resulting from incomplete relaxation are particular nonlinearly dynamically stable stationary solutions of the 2D Euler equation. The functional that they maximize is a H-function, not an entropy. This maximization problem is a condition of nonlinear dynamical stability, not a condition of thermodynamical stability. The use of q-expectation values is irrelevant in this context.
Note that the distinction between generalized entropies and H-functions can be relatively tricky. (i) For example, in geophysics, minus the enstrophy can be interpreted as a a generalized entropy in the sense of Sec. 4.3 associated with a gaussian prior distribution of vorticity [14, 5] . Note that this is the case only if we have positive and negative vorticity levels. (ii) However, the enstrophy also occurs in the plasma experiment of Huang & Driscoll [30] where the vorticity, proportional to the electron density, is positive. In that case, it has the interpretation of a particular H-function (see Sec. 3.5) accounting for incomplete violent relaxation. (iii) For slightly viscous flows, based on the fact that the enstrophy decreases while the energy is approximately conserved, it has been argued long ago that the flow tends to a minimum enstrophy state at fixed energy [34] . This corresponds to the selective decay and inverse cascade processes in 2D turbulence. We know now that the "minimum enstrophy principle" is not general [26] . The metaequilibrium state may be due more to an inertial process (inviscid mixing) than a viscous process. During violent relaxation, the H-functions increase while energy and circulation are approximately conserved. Thus, the metaequilibrium state is expected to maximize a certain H-function (e.g., minus the enstrophy) at fixed circulation and energy. This H-function is not universal. (iv) Finally, minus the enstrophy is the approximate form of entropy (67) in a limit of strong mixing, as studied in [35] . This limit can justify an inviscid minimum enstrophy principle. In that case, enstrophy decreases due to coarse-graining since ω 2 ≤ ω 2 . Thus, the enstrophy functional can have different physical interpretations. More generally, we have tried to distinguish the different notions of entropy that arise in the theory of violent relaxation. The mixing entropy (26) is the true, fundamental, entropy of the theory. It can be obtained by a combinatorial analysis. The generalized mixing entropy (65) is the appropriate Tsallis generalization of (26) . All the machinery of non-extensive thermodynamics (q-expectation values,...) could be developed in that framework, working with ρ(r, v, η) instead of f (r, v). We might also consider other generalizations such as S = − C(ρ)d 3 rd 3 vdη where C is convex. The status of such generalizations is however unclear for the moment. The relative entropy (74) is the mixing entropy (26) conditioned by a prior vorticity distribution χ(σ). It applies to geophysical (or other) 2D flows that are forced at small-scales. The generalized entropy (71)- (73) is the functional that the coarse-grained vorticity maximizes at fixed energy and circulation. For forced systems, it is determined by the prior vorticity distribution χ(σ). It is a true entropy in the sense of large deviations. The H-functions (64) are functionals (not entropies) that any nonlinearly dynamically stable stationary solution of the Vlasov/Euler equation of the form f (ǫ) or ω(ψ) maximizes at fixed mass/circulation and energy. Tsallis functional S q [f ] is a particular H-function. The functional (37)-(43) that the stationary solution predicted by Lynden-Bell's statistical mechanics (for unforced systems) maximizes at fixed mass and energy can be called "the H-function corresponding to Lynden-Bell's prediction" or, by an abuse of vocabulary, a "generalized entropy". It is not intrinseque as it depends on the initial conditions. Finally, when we use the thermodynamical analogy [5] to study the nonlinear dynamical stability of stationary solutions of the Vlasov/Euler equations, we can say that the H-function is similar to a "generalized entropy" (but it is not an entropy).
