We prove that the cop number of any 2K 2 -free graph is at most 2, which was previously conjectured by Sivaraman and Testa.
Introduction
Cops and Robbers is a two-player full information game played on connected undirected graphs, first introduced in [6] and [7] . One player controls the cops and the other controls the robber. The game starts with the cops selecting some vertices as their initial positions, after which the robber selects a starting vertex. Starting with the cops, the players alternate turns. A turn consists in either staying put or moving to an adjacent vertex. The most studied question about this game is finding the smallest number of cops that can guarantee the robber's capture in G. This is known as the cop number of G, which we denote by c(G), and was first introduced in [1] . We say that G is k-cop-win if c(G) ≤ k and that G is k-cop-lose if c(G) > k.
We define the graphs rP t and rK t , respectively, as the graph formed by r disjoint copies of a path with t vertices and the graph formed by r disjoint copies of a complete graph with t vertices. We say a graph G is H-free if G does not contain any induced subgraph isomorphic to H.
The following theorem is well known. More precisely, the following result is shown, first in [4] and also in [8] .
Theorem 1.2. [4] Let G be a connected P t -free graph, t ≥ 3. Then c(G) ≤ t − 2.
It is conjectured that this bound can be improved by one cop.
Conjecture 1.3. [8] Let G be a connected P t -free graph, t ≥ 5. Then c(G) ≤ t − 3.
In this paper we are interested in the class of 2K 2 -free (or equivalently 2P 2 -free) graphs. It is easy to see that if a graph is 2K 2 -free, then it is also P 5 -free, as P 5 contains an induced subgraph isomorphic to 2K 2 .
While theorem 1.2 implies that 3 cops can catch the robber on 2K 2 -free graphs, only a few properties of hypothetical 2-cop-lose graphs are known. For instance, they have diameter 2 and contain induced cycles of length 3, 4 and 5, see [5] and [9] . The following conjecture is a restricted case of conjecture 1.3.
In this article, we will prove this conjecture.
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Traps
In this section, we introduce an important concept which will be central in our proof. We will denote by N (u) the neighbourhood of a vertex u and by
In other words, a vertex u is a trap if we can choose two vertices which dominate u and all of its neighbours. We will say u is trapped by x 1 , x 2 , or that x 1 , x 2 trap u.
The purpose of this definition is that if the robber is on u and the cops are on the vertices trapping u, then the robber cannot escape and will lose at the next turn. In fact, a trap is a generalization of the classical definition of a corner (also called an irreducible vertex) in the game with one cop, see [6] .
We now define different types of traps.
Definition. Let u be a trap and x 1 , x 2 be a choice of vertices trapping u. We say u is a type-I trap if only one of x 1 , x 2 is adjacent to u. We say u is a type-II trap if both x 1 and x 2 are adjacent to u.
We say u is a connected trap if x 1 ,x 2 are adjacent (notably, x 1 = x 2 ). We will say u is c-trapped by x 1 and x 2 .
Note that a trap can be both of type-I and type-II, and both connected and not connected, as a vertex may be trapped in multiple ways.
Finding connected traps
The structural properties of 2K 2 -free graphs have been studied in various papers, for example [3] . In this section, we prove the existence of connected traps in such graphs.
We start with some remarks about 2K 2 -free graphs, for which we omit the obvious proofs. The following reformulation of the 2K 2 -free property will be used later to simplify some arguments.
Lemma 3.2. Let G be a 2K 2 -free graph. Let vw ∈ E(G) and u ∈ V (G) such that u is not a neighbour of v, w. Then every neighbour of u is adjacent to v or w (or both).
Proof. Suppose the contrary, that there exists a neighbour x of u, but not of v, w. Then, ux, vw form a 2K 2 .
This lemma also yields a direct proof that 3 cops can catch the robber on connected 2K 2 -free graphs: choose an edge and place a cop on each end of this edge. By the lemma, the robber, who must choose a starting vertex not adjacent to the cops, cannot move, and a third cop can catch the robber.
We denote by C 5 a cycle of length 5.
Proof. Denote a 1 , . . . , a 5 the vertices of G − N [u], such that a i a i+1 ∈ E(G) (working in modulo 5).
It is easily seen that any vertex v ∈ N (u) must be adjacent to at least 3 vertices of the 5-cycle G − N [u], by applying lemma 3.2 for each edge a i a i+1 .
If v is adjacent to 3 or more consecutive vertices (a i−1 , a i , a i+1 ) of G − N [u], then a i is c-trapped by u and v (all vertices in G are dominated by u or v, except possibly for a i+2 , a i+3 , to which a i is not adjacent), and we are done.
We may now consider that every vertex of N (u) is adjacent to exactly 3 vertices of the five-cycle, only two of which are adjacent:
, then v 1 is c-trapped by v 2 and u, and we are done.
We may now consider that every vertex of N (u) has a distinct neighbourhood in G − N [u]. We denote the possible vertices of N (u) as follows:
This does not exclude that there may be other edges between the b i 's.
Choose a vertex b i ∈ N (u). Then, u is c-trapped by b i and a i . Indeed, b i is adjacent to b i+1 and b i−1 (if they are in the graph), a i is adjacent to b i+2 and b i+3 (if they are in the graph), and a i and b i are adjacent. This concludes the proof.
We are now ready to prove the desired result.
Then, one of the following must be true:
Proof. We proceed by induction.
If |V (G)| = 1, 2, this is trivially true. Suppose the statement is true by induction for connected If G − N [u] is an edge x 1 x 2 : If x 1 and x 2 have a common neighbour t in N (u), then x 1 is c-trapped by t and u. Otherwise, x 1 and x 2 have no common neighbour. Denote A the neighbours of x 1 in N (u) and B the neighbours of x 2 in N (u). By lemma 3.2, N (u) = A ∪ B. Without loss of generality, |A| ≥ |B|. If |A| = 1 and |B| = 0, then G is path of length 4, which contains a connected trap. If |A| = |B| = 1, then we either have that G ≃ C 5 (if the vertex in A and the vertex in B are not adjacent) or G contains a connected trap (if the vertex of A and the vertex of B are adjacent, u is a connected trap). Now consider that |A| > 1, let a 1 , a 2 ∈ A be distinct vertices. As a 1 and a 2 are both adjacent to x 1 but not x 2 , we have that a 1 is c-trapped by a 2 and u.
If G − N [u] contains at least 3 vertices (and is connected): By the inductive hypothesis, G − N [u] is either a C 5 or contains a connected trap. If G − N [u] ≃ C 5 , then lemma 3.3 yields that G contains a connected trap. Otherwise, denote v the vertex of G − N [u] which is a connected trap, and w 1 , w 2 the vertices trapping v. We know that w 1 , w 2 dominate v and all neighbours of v in G − N [u]. As w 1 w 2 ∈ E(G), they also dominate all vertices in N (u), by lemma 3.2. Hence, v is also a connected trap in G.
A strategy
In this section, we bound the cop number of 2K 2 -free graphs by restating the problem in terms of the local structure of our graphs, similarly to the equivalence between cop-win and dismantable graphs, see [6] .
We will denote byĜ a minimal (relative to the number of vertices) connected 2K 2 -free 2-cop-lose graph.
We first need the following lemma. Proof. Recall that any induced subgraph ofĜ is 2K 2 -free, by lemma 3.1(c). IfĜ − u is disconnected, then by lemma 3.1(a), there is a vertex x isolated inĜ − u. This implies that inĜ, the only neighbour of x is u. It is easily seen that removing a vertex of degree 1 does not change the cop number of a graph, which contradicts the minimality ofĜ, asĜ − x would be a connected 2K 2 -free 2-cop-lose graph on fewer vertices.
It is clearĜ − N [u] is non-empty, otherwise a single cop on u would catch the robber instantly, contradicting thatĜ − N [u] is 2-cop-lose.
Suppose there exists a vertex x which is isolated inĜ − N [u]:
x is such that all of its neighbours inĜ are in N (u). AsĜ − x is a connected 2K 2 -free graph on fewer vertices thanĜ, there exists a winning strategy for 2 cops onĜ − x.
We define a strategy for 2 cops onĜ using the strategy onĜ − x. We say the robber's shadow is on u whenever the robber is actually on x, and for all other positions the robber's shadow is on the same vertex as the robber. Now, as N (x) ⊆ N (u), any move the robber makes corresponds to a valid move for the robber's shadow onĜ − x. The cops apply the strategy onĜ − x to catch the robber's shadow. At the end of this strategy, if the robber is not caught, then the robber is on x and a cop is on u. This cop stays on u, and the robber on x cannot move. The other cop may then go capture the robber. This is a well known argument, see theorems 3.1 and 3.2 of [2] for a more general version. This contradicts thatĜ is 2-cop-lose.
Thus,Ĝ − N [u] is connected, as it contains no isolated vertex (by lemma 3.1(a) ).
We are now ready for a lemma which shows we have great power in not only placing the cops, but also the robber. Proof. Recall that any induced subgraph ofĜ is 2K 2 -free, by lemma 3.1(c).
We first wish to force the robber to move to u. By lemma 4.1,Ĝ − u is connected. Hence, by the minimality ofĜ,Ĝ − u is 2-cop-win. As long as the robber is not on u, the cops copy the strategy for G − u onĜ. If the robber never moves to u, the robber will eventually be caught: the robber has no choice but to eventually move to u. Denote x 1 and x 2 the positions of the cops at that point, we know that
, as otherwise the cops could capture the robber, a contradiction asĜ is 2-cop-lose. We now wish to bring the two cops to the ends of an edge inĜ − N [u], while keeping the robber on u. If x 1 x 2 ∈ E(Ĝ), then they are already in such a position. If x 1 and x 2 have a common neighbour in G − N [u], let us denote it x, we move the cop on x 2 to x. If not, by lemma 4.1,Ĝ − N [u] is connected and, by lemma 3.1(b), x 1 and
. We move the cop on x 1 to x ′ 1 and the cop on x 2 to x ′ 2 . Now that the cops are on adjacent vertices, both not in N (u), then by lemma 3.2, the robber cannot move.
We now wish to bring the cops to the edge vw, while keeping the robber on u. We will do so by never leavingĜ − N [u] and always keeping the cops on adjacent vertices, which guarantees that the robber will never be able to move. Suppose the cops are now on the edge ab. Let P be a path completely contained inĜ − N [u] starting with the edge ab and ending with the edge vw, which exists asĜ − N [u] is connected. The cops move along P one behind the other. This concludes the proof.
In section 2, we defined type-I and type-II traps. Using the strategy we developed in the last lemma, we will be able to exclude these fromĜ. Proof. Suppose to the contrary that there exists a type-I trap u. We will define a strategy for 2 cops onĜ.
Let x 1 , x 2 be the vertices trapping u, with x 1 adjacent to u and x 2 inĜ − N [u]. Let y be any neighbour of x 2 inĜ − N [u], which exists asĜ − N [u] contains no isolated vertex (by lemma 4.1). Using lemma 4.2, place the cops on x 2 and y, and the robber on u.
If yx 1 is an edge, then move the cop on y to x 1 and keep the other cop on x 2 . If yx 1 is not an edge, then x 1 x 2 is an edge by lemma 3.2. Move the cop on x 2 to x 1 and the cop on y to x 2 . In both cases, the robber is now on u with the cops on x 1 , x 2 : the robber is caught at the next move. This is a contradiction asĜ is 2-cop-lose.
Before considering the case of type-II traps, we need the following lemma, shown in [3] . We prove it here in order for this paper to be self-contained. Proof. Let x 1 ,x 2 be the vertices trapping u such that x 1 and x 2 are both adjacent to u. We can suppose x 1 and x 2 are distinct, as if N [u] ⊆ N [x 1 ], then pick x 2 to be any other neighbour of u (which must exist as otherwiseĜ − x 1 is disconnected, contradicting lemma 4.1).
If y is a neighbour of x 1 inĜ − N [u], we wish to prove y is adjacent to x 2 . Suppose y is not adjacent to x 2 , then denote by z any neighbour of y inĜ − N [u], which exists asĜ − N [u] contains no isolated vertex (by lemma 4.1). Then, z must adjacent to x 2 by lemma 3.2. Playing with 2 cops, place the cops on y and z and the robber on u using lemma 4.2. Then, move the cop on y to x 1 and the cop on z to x 2 . The robber will be caught one turn later, which is a contradiction asĜ is 2-cop-lose. Thus, y must be adjacent to x 2 .
By applying this reasoning for every neighbour of x 1 and of x 2 inĜ−N [u], we find that every vertex ofĜ − N [u] is either adjacent to both x 1 and x 2 , or to neither. We can thus partition
If there is an edge between 2 vertices in B, comparing this edge with ux 1 yields an induced 2K 2 , and thus B is a stable set. If there is an edge between two vertices in A, then, playing with 2 cops, place the cops on the ends of this edge and the robber on u, using lemma 4.2, and then move the cops to x 1 and x 2 , yielding a contradiction asĜ is 2-cop-lose. Thus,Ĝ − N [u] is a (connected, by lemma 4.1) bipartite graph. Also, B is non-empty as A is a stable set andĜ − N [u] contains no isolated vertex.
By lemma 4.4, there exists a vertex b in B adjacent to every vertex of A. Every neighbour of x 1 in N [u] is (by definition) either u or adjacent to u, and every neighbour of
Thus, x 1 is a type-I trap, trapped by u and b.
We are now ready to prove conjecture 1.4. Proof. LetĜ be a minimal counter-example. Lemmas 4.3 and 4.5 imply thatĜ does not contain any trap, hence does not contain any connected trap. Thus, by proposition 3.4,Ĝ is isomorphic to either K 1 , K 2 or C 5 , all of which are 2-cop-win.
The more general question of the cop number of rK 2 -free graphs (r ≥ 2) is raised in [9] . One notices that 2r − 1 cops can win, by an argument similar to proving 3 cops can win on 2K 2 -free graphs. Having improved the bound on the cop number of 2K 2 -free graphs, we can also marginally improve the bound on the cop number of rK 2 -free graphs. Proof. We prove this by induction. The statement is true for 2K 2 -free graphs by theorem 4.6.
Suppose the statement is true for (r − 1)K 2 -free graphs. Let G be a connected rK 2 -free graph. We show 2r − 2 cops can win on G. Choose an arbitrary edge uv of G. We leave cops on u and v, which will never move except to catch the robber if the robber enters N (u) ∪ N (v). Place the other 2r − 4 "free" cops anywhere in G.
As G is rK 2 -free, the subgraph G ′ of G induced by V (G) \ (N [u] ∪ N [v]) is (r − 1)K 2 -free. Denote G 1 the connected component of G ′ containing the robber.
The robber can never leave G 1 without being caught by one of the cops on uv, but the cops can move freely on G. As G 1 is a connected (r − 1)K 2 -free graph, c(G 1 ) ≤ 2r − 4. Move the free cops to G 1 and apply this inductive strategy.
We also note that the same strategy allows us to modify theorem 4 of [5] by removing the condition that at least one index is at least 3 if at least two of the indices are 2.
Further directions
It remains to be seen if it is possible to further improve the bound on the cop number of rK 2 -free (r > 2) graphs or if this bound is tight. It would also be interesting to see if the approach used to prove theorem 4.6 can be used to improve the bound on the cop number of P 5 -free graphs, and even possibly to prove conjecture 1.3 on P t -free graphs.
