From the perspective of fault management, trac characteristics contain symptoms of faults in the network. Symptoms of faults aggregate and are manifested in the aggregate trac characteristics generally observed by a trac monitor. It is very dicult for a manager or an NMS to isolate the symptoms manifested in the aggregate trac characteristics. Symptoms get obscured by other symptoms. At times there are too many symptoms clouding the symptom space, making the task of symptom isolation practically impossible. In this work we present a powerful technique, the divide and conquer technique, wherein symptoms are iteratively isolated from the aggregate observable. This provides a tractable mechanism for symptom isolation, fault detection and analysis. The symptom isolation technique makes it possible to use a simple thresholding mechanism for detecting abnormalities. We have implemented the system using the popular SNMP-based RMON technology. Using dynamically constructed lters to suppress already detected symptoms in the observed aggregate, fresh symptoms are isolated. Experimental results show a signicant improvement in the fault management capability and accuracy.
INTRODUCTION
In the fault management framework alarms are received by an NMS which has the responsibility of correlating the alarms and locating the faults. A fault may cause several alarms in the network, and several faults may coexist at the same time leading to a cascade of alarms. Mapping alarms to faults is a challenging problem. Several approaches have been suggested e.g. use of coding techniques [KLI95] , network conguration information [HOU95] [GLN96] etc.. Yet the basic requirements of network fault management [DUP89] [STA93] are far from being realized.
Alarms are generated by entities in the network when they sense an abnormality. For example, an agent may be congured to generate an alarm when it sees too many ICMP [RFC792] -destination unreachable packets. An alarm may be generated when a router drops the default route, or when the operational status of an interface goes down.
Detecting an abnormality is a challenging problem. It involves knowing what is normal [LAB91] . By comparing an observed value with the normal value an entity may decide whether there is an indication of an abnormality. What is normal for one network may not be so for another network. Dauber [DAU91] suggests a procedure called baselining to know what is normal for a network.
In general an NMS collects information about the network. From the perspective of fault management, this information will be analyzed for symptoms or indications of abnormal health. The NMS may employ some thresholding mechanism to decide whether the status of a Managed Object (MO) or, the combined status of a set of MOs is indicative of abnormal health or otherwise [GLN92] [KOH95]. In the above example, if the number of ICMP destination unreachable packets exceeds a threshold, say alpha, an alarm or an event may be triggered indicating an abnormality in the network and calling for action/intervention. More often than not, this event is the consolidated eect of several symptoms. Each ICMP destination unreachable packet indicates that some destination is unreachable and, as such, is a symptom. It is the task of the NMS to detect the presence of symptoms, isolate and identify each symptom and, diagnose and control the fault indicated by the symptoms.
Symptoms have their own respective characteristics. The amplitude of a symptom is a measure of the observable which will be thresholded to decide whether the observable represents an abnormality. The persistence of a symptom is a measure of the duration of the symptom and the frequency of a symptom is the number of times the symptom has been observed in a given period.
The existence of multiple faults in a network complicates the analysis of symptoms. Some faults and the corresponding symptoms are persistent. If there are persistent symptoms manifested in an aggregated MO, (e.g. ICMP destination unreachable packets), fresh symptoms are likely to get obscured. It is likely that new events are not triggered as the event is already ON. Dynamically adjusting the threshold to the "normal" state of the network is a non-trivial problem. Thus some or maybe most of the symptoms occurring in the presence of a persistent symptom are likely to remain hidden, unnoticed. In such situations, the simple thresholding mechanism is a failure at detecting fresh abnormalities and setting new alarms.
Most networks have their own specic eccentricities -which manifest themselves as symptoms. These are known problems that are probably under examination. From a managers point of view it would be benecial to be able to detect fresh problems, i.e., to view the health of a network minus the known problems.
In this paper, we present a powerful technique, the divide and conquer technique, wherein symptoms are iteratively isolated from the aggregated observable. This provides a tractable mechanism for fault detection and analysis. In section 2 we discuss the trac monitoring approach to fault management, in section 3 we present the divide and conquer technique for fault isolation and management, in section 4 we discuss an SNMP-based practical implementation using widely available RMON-Agent technology, in section 5 we discuss the performance of the proposed technique based on results of experiments on an operational network, followed by conclusion in section 6. , generally on network entities dedicated to management, provide information about the network trac as seen by the network entity or monitor. So, a monitor on an Ethernet segment would provide information on all the packets transiting that Ethernet segment. Apart from the macro-view these special agents may also be, in some cases dynamically, congured to provide the micro-view from the network entity i.e. to examine the packets in the network.
This mode of fault management by trac monitoring has some strong points. It consumes less bandwidth, is more eective and may detect faults from network trac characteristics, causes of which may lie inside or even outside the management domain.
Trac characteristics in a typical network
Trac characteristics vary from network to network and more so between dierent types of networks. Characteristics of a transit network are much dierent from that of a LAN. Fig.1 shows a typical medium-scale network comprising of several WANs and LANs. The area enclosed within the dotted line is the Ethernet backbone of TOPIC(Tohoku Open Internet Community, AS2503)[TOPIC], a network which connects several universities, colleges, museums, and other academic organizations.
Tab.1 shows some statistics of the trac on the TOPIC network and on another stub LAN connected to TOPIC. The data is obtained by analyzing the packets collected by a trac monitor over a 24-hour period. The gures of packets dropped are only rough estimates. 
Figure 2 Macro-view & Micro-view
The data shows that for the small scale LAN the trac is small, the number of sources and destinations are small, so are the number of errors packets e.g. ICMP Destination UnReachable packets (ICMP-DUR). In this case, it may be possible to have a fault detection system do an exhaustive examination of each packet in the network.
But the data for the medium-size transit network TOPIC shows very dierent characteristics. The sample data shows that there were 17176 ICMP-DUR packets during the period of observation. This gure is abnormal. Yet it is only a macro-view and requires the relevant packets to be analyzed. Analysis of the relevant packets showed that 482 destinations were unreachable from 565 sources. In other words, there were 482 symptoms of probable faults in the network during the period of observation.
To examine the time pattern of the symptoms consolidated in the macro-view of ICMPFault detection system with divide and conquer technique 5 DUR packet count we ltered out all the ICMP-DUR packets from the data sample. Then we sorted and separated the dierent Destination-IP addresses in the ltered sample. Each unreachable destination represents a symptom. The various symptoms are shown in g.2.
It is evident from the analysis that the aggregated macro-view represented by the total number of ICMP-DUR packets is a consolidation of several symptoms -each representing the unreachability of a dierent host, shown in the graphs of g.2.
The above analysis was done oine. The point to be noted is that, it is impractical to examine the internals of each packet for online-management purposes even with dedicated machines [KIM93] [STA93] .
In Fault Management it is necessary to use the macro-view to select a potential problem spot, an event. And, then focus on the micro-view of that event.
FAULT DETECTION SYSTEM WITH DIVIDE AND CONQUER TECHNIQUE

Fault detection model
In our model (g.3) of fault detection there are essentially three parts. An event, E, is detected in the Event-detection phase. This event is essentially a macro-view that indicates the presence of one or more symptoms of faults. The NMS focuses on the set of symptoms the set of symptoms that did trigger E. The NMS then proceeds with the diagnosis of the symptoms and corrective procedures for the corresponding faults. Further, having isolated the symptoms, it lters out these symptoms from subsequent observations. Detailed explanation of each phase follows. Ideally an event E is triggered when, the amplitude, a(s i ), of a symptom s i exceeds some threshold t i for s i . It is clear that two or more symptoms may cooperate to trigger an event. Thus the NMS has to carry out the process of identifying the symptoms that did trigger the event. Further, the threshold T is in general set for a single symptom. This threshold when applied to the aggregated amplitude of several symptoms is small and, is almost always exceeded. The signicance of a symptom may be gauged by one or more characteristics of the symptom e.g amplitude, frequency, persistence or by specic knowledge about the symptom. The symptoms are then used for diagnosis.
Symptom isolation
To avoid the preponderance of already detected, persistent symptoms , the set of signicant symptoms S 00 t from the Symptom examination phase in the t th cycle are suppressed in the subsequent event detection phase. Thus the symptom space S t+1 in the t + 1 th cycle is given by S t+1 = S t 0 S 00 t 3.2 The Divide and Conquer technique Fig.4 shows the basic components for our proposed event-driven, dynamic symptom isolation system. First, an event is detected by monitoring aggregated characteristics. Next, symptoms that triggered the detected event are analyzed. Signicant symptom(s) are isolated from the aggregated characteristics of the subsequent cycle, in the last component. This cyclic process isolates the symptoms iteratively.
IMPLEMENTATION OF THE DIVIDE AND CONQUER TECHNIQUE
The authors implemented and experimented with the Divide And Conquer Technique. The implementation was on the SNMP platform and used the RMON-MIB [RFC1757] for trac analysis. The RMON-MIB is a powerful tool for trac analysis and provides Figure 4 Basic components of iterative isolation mechanisms for applying lters for analyzing trac, and to congure alarms and events, by using SNMP-set and get constructs. An NMS in general needs to watch out for several types of events. The data for some of these events are readily available from counter values of predened MOs. For the remaining events the RMON Agent needs to be congured to generate the data by analyzing the trac. This generally involves applying lters and counting packets that pass the lter. Though theoretically an innite number of lters may be applied and a watchout may be maintained for all possible events, there is a practical limit to the number of lters that can be used and hence on the number of events that can be watched out for simultaneously. To get around this problem we used sampling techniques. It essentially involves timedivision multiplexing -in each time slot a particular event is checked for by applying the appropriate the set of pass lters.
Though the NMS in general scanned for several events, in the following we will concentrate on events due to the ICMP-Host-Unreachable(ICMP-DUR) packets. Since there is no ICMP-DUR counter readily available, we had to congure the RMON-Agent to generate the count. This was done in the Event Detection phase by sampling the trac and ltering for ICMP-DUR packets. In this phase suppress lters are applied to suppress known symptoms (detected in the Symptom Examination phase), if any. The sampling was necessitated for overall performance purposes. An event would be triggered when the number ICMP-DUR packets exceeded the threshold.
On being notied of an event (by a trap) the NMS would begin the Symptom Examination phase. The NMS starts o a packet-capture process. All ICMP-DUR packets are captured and analyzed by the NMS. The analysis is carried out by sorting the packets by the IP-address of the unreachable destination (in the IP-header that is sent as data in the ICMP packet). Each unreachable destination is a symptom. The symptoms are then arranged in frequency of occurance. In the Symptom Isolation phase, the Top N symptoms greater than the threshold are selected as signicant symptoms indicating real faults, needing diagnosis. Filters are made corresponding to these symptoms and are used as suppression lters in the Event Detection phase.
Structure of the system
An outline of the implementation is shown in g.5. In the gure, rounded rectangles represent the RMON-MIB MOs, shaded areas represent the components of the concept, and shaded rectangles represent sub-processes. Arrows on continuous lines represent packet ows, arrows on broken lines represent instructions from the NMS. 
Event detection
In this phase trac monitoring and event generation takes place. The manager sets the filter and channel MOs for a particular macro-view or event, Filter A and Channel A in g.5. The agent monitors the target trac which passes through the pass-lter for the macro-view covering the set of symptoms S . An alarm A is generated when the monitored statistic is over the predened threshold T . The alarm A in turn triggers an event E which starts the packet capture process in the capture MO and sends a notication about the event to the NMS. (Via a trap).
Symptom examination
The Symptom examination process comprises of two sub-processes, packet capturing and symptom analysis. Once the NMS receives notication of the event E, it will want to examine the symptoms that are manifested in the trac characteristics. For this purpose, the NMS needs a trace of the trac. The NMS obtains the trace from the RMON-agent by polling the corresponding capture MO, Capture A in g.5. From the trace the NMS nds the symptoms S 0 that cooperated to trigger the event.
Symptom isolation
In this phase the NMS picks the signicant symptoms S 00 from S 0 , using some criteria, for diagnosis. The NMS decides whether a symptom is signicant or not by analyzing its characteristics. A simple decision can be made based on frequency. The symptom that is occurring frequently, probably needs attention and is signicant. On the other hand there may be a database of symptoms which may be looked up to ascertain the severity of an event. For example, if a DNS server has become unreachable -it is certainly a severe fault that may aect the network users. In the pilot implementation, we used the Top-N method to determine whether a symptom is signicant. The symptoms are sorted Performance evaluation 9 by frequency, and the top N symptoms are considered to be signicant. The gure N is implementation specic and in general depends on the number of available lters, etc.
Next, the manager sets the lters corresponding to the isolated symptoms to suppress these already-detected symptoms in the subsequent trac. The reduced set of symptoms are 
Fault detection by monitoring ICMP packet ow
To evaluate the proposed system, we experimented on fault detection by monitoring the ICMP trac in the network. ICMP belongs to the TCP/IP protocol suit and is primarily used between network entities to notify problems about network reachability, congestion, packet loss, etc.
System conguration for evaluation
The experimentation and system evaluation was carried out on the TOPIC backbone network which is an Ethernet(g.1). A dedicated RMON-Agent was connected to the Ethernet. We concentrated on the ICMP destination unreachable packets.
The trac was sampled every 5 minutes for a duration of 1 minute. For trac analysis the sampled trac of the most recent 180 minutes was used. Furthermore, since the RMON device we used oered a maximum number of 10 lters -we employed 8 for symptom (suppression) lters and 2 for the event (pass) lters.
Results and Observations
Order from Chaos: tractability of event monitoring ICMP host unreachable packets from sprintlink.net Figure 7 Samples of divided trac make much sense from the graph apart from forming the general idea that there are "too many" ICMP-DUR packets. Also, setting an event threshold at any sensible value seems to be impossible ! On the other hand g.6-b shows the count of ICMP-DUR packets after the symptoms have been isolated. This graph shows that the problem-space (number of unresolved or unknown symptoms of faults present in the trac) is well within control. There are no wild uctuations. Occasional peaks do get resolved i.e. the corresponding symptoms do get identied and isolated quickly.
In g.7 we show the characteristics of some of the isolated symptoms corresponding to the one hour period in g.6. (The order of the graphs is insignicant). From the graphs it is evident that for detection purposes symptoms may be individually subjected to a uniform threshold. This is a very signicant result corroborating our claim of the usability of a simple thresholding mechanism for fault detection and management.
Symptom detection capability
To measure the impact on symptom detection capability we compared the performance of our system which uses the the divide and conquer technique with a system that doesn't. Both systems used identical RMON-Agents to set appropriate lters for alarms, to obtain event information and to carry out packet capture. Both systems analyzed the captured trac to identify symptoms and employed similar thresholding mechanisms.
The results are shown in g.8. The ordinate represents the number of symptoms, and the abscissa represents the minimum number of times the corresponding symptoms were detected. We can see that the number of symptoms which were detected more than 10 times using the divide and conquer technique, is 50 and, 12 otherwise. Of particular interest is the number of symptoms detected (at least once). It is evident that using the divide and conquer technique the symptom detection capability is signicantly ( > 200% ) improved.
Symptom detection accuracy Fig.9 compares the accuracy with which the two systems detect symptoms. The gure shows the number of times each symptom is detected by the system using the divide and conquer mechanism and the one that doesn't. The dark and the gray bars represent the number of times the corresponding symptom has been detected by the divide and conquer system and the traditional system, respectively. The symptoms are ordered by frequency of occurance (as seen by the system that employs the divide and conquer technique). It is clear that the divide and conquer mechanism does increase the accuracy of symptom detection signicantly. In the case of some symptoms it does appear that divide and conquer mechanism is less accurate. Particularly towards the tail end of the spectrum. It may be noted that there is an inherent latency in the symptom detection mechanism. It takes a nite amount of time after the event detection for the system to start the capture process, and then do the symptom examination. Symptoms which have very short persistence, disappear in this time and thus elude detection. This syndrome is present in both systems. Yet, since the two systems are not synchronized in the strict sense, some symptoms elude one system and are caught in the other. The concentration of symptoms that eluded the divide and conquer technique based system at the tail of the spectrum, is attributable to the ordering of the symptoms in the gure.
CONCLUSION
In this paper, we have focussed on the issue of network fault management by trac monitoring. We have proposed a simple and powerful technique, the divide and conquer
