Approximate Reasoning About the Semantic Effects of Program Changes
Abstract-The incremental cost of a change to a program often is disproportionately high because of inadequate means of determining the semantic effects of the change. A practical logical technique is presented for finding the semantic effects of changes through a direct analysis of the program. The programming language features considered include parameterized modules, procedures, and global variables.
The logic described in this paper is upproximate in that weak (conservative) results sometimes are inferred. The basis for an approximation is a structural interpretation of the information-flow relationships among program objects. The approximate inference system is concise, abstract, extensible, and decidable, giving it significant advantages over the main alternative formalizations.
Our implementation of the logic records the justification for each flow dependency to explain in detail bow indirect effects occur.
Index Terms-Analysis of changes, approximate reasoning, formal methods, information flow, program analysis.
I. INTRODUCTION F OR large systems, the overall cost of even a small change can be extremely high. This is true even for well-structured systems, which minimize but do not eliminate the interconnections among system objects that lead to unexpected effects. A significant reduction in cost could be achieved if there were a way to determine the indirect effects of changes automatically.
Conventional formal methods are not effective in the analysis of changes. The question of whether a change to a program effects a certain system object boils down to determining whether a formula in the specification language is a theorem. This reduction would take place in a Hoare logic involving pre-and postconditions, as well as in a logic based on the equivalence of functions. Unfortunately, the expressive behavioral specification languages are undecidable and some are incomplete. They also have insufficient mechanical theorem proving support. Consequently, any approach based on a behavioral specification language would tend to be impractical for everyday use.
To obtain a practical solution, we make a sharp distinction between the kind of property to be analyzed and the kind of method used to analyze it. In particular, we reason about the semantic effects of changes through a structural analysis of a program. We believe that the right structural abstraction for capturing the "effects" relation between system objects is that of "information flow." Intuitively, information flows from an object x to an object y if, when the program is executed, a change in the value associated with x can change the value associated with y. This is a qualitative question in that we are interested only in whether any information flows from one object to another, not the amount of information that flows. For system objects x and y, a change to x is said to affect y provided the pair < x,y > is in the closure of the informationtlow relation with respect to a set of special axioms. The axioms do not include the usual transitivity rule. If there is flow from x to y and from y to z, there is not necessarily flow from x to z.
We define a logic for approximating the direct and indirect information flows in a large program. Each construct in a programming language is described declaratively by a rule of inference. Each rule is syntax-directed in that its application is driven by the abstract syntax of the programming language. The programming features covered include parameterized modules, procedures, global variables, functions without side effects, recursion, and various statements, such as assignment, while loop, and conditional. The entire logical system is concise and comprehensible.
Our formalization has three important characteristics that increase its practical utility. First, our logic is decidable, obviating the problems associated with semantic approaches. Decidability is achieved in part because we do not require formal, detailed specifications. Since programs are often constructed without any specification, this decision has the additional benefit of making our method more widely applicable. Second, new constructs can be handled simply by adding more rules. Third, the implementation of our logic facilitates the interpretation of computed results. In particular, proofs are saved in a comprehensible form that makes explicit the justifications for each pair in a closure. Justifications are particularly useful in examining an approximation that is believed to be too inexact.
Because our logic is approximate and conservative, it has the logical property that it is complete but not sound. Let 9 denote the set of true information flows in a given program and let Q. denote our approximate inference system. In addition, let x * y indicate that there is information flow from object x to object y, where an object is a module, procedure, function, or variable. Then, we have but the converse is false. Of course, the converse is desirable in classical logic, but, for our application, completeness is the crucial property. An overestimate (completeness and unsoundness) will not cause us to overlook an object affected by a change, but it may point to objects that are not relevant.
Another nice property of our axiomatization a is that failure to derive a flow means that the flow definitely does not occur. That is, which is just the contrapositive of the completeness property above.
The remainder of the paper is organized as follows. The next section compares our work to related work involving the semantic and structural analysis of programs. Section III presents the abstract syntax for the language discussed in the body of the paper. Section IV gives a mathematical .definition of information flow, illustrates its intransitivity, and defines rules for computing transitive flows across statements, including procedure calls. Section V introduces a logical method for referring to values of variables at specific program points. Section VI shows how to state questions about changes and presents computer-generated analyses that answer positive and negative questions. The questions involve various program objects, including variables, procedures, and modules. Section VII shows that changes are analyzed in polynomial time. Section VIII discusses modules and sketches how to handle a subtle example. Section IX concludes with a brief summary of our results.
An earlier paper [l] presented similar results in a different logical framework, The main improvement in this paper is that the inference rules can be applied directly to a program, making it trivial to compute detailed justification for the indirect effects of a change. The earlier paper gave a logic for analyzing an abstract model of a program, but did not specify a mechanical procedure for deriving (from a program) the basic relations in a model. The technique in this paper is considerably more efficient.
II. RELATED WORK

A. Semantic Approaches
In 1972 Floyd [2] described an imagined interaction between a computer programmer and a formal program verification system that he believed might be feasible within the next decade. One of the main ideas in the scenario was for the computer to carry the burden of maintaining the consistency of specifications, programs, and lemmas following incremental changes. In 1978 Moriconi [3] developed and implemented a technique for this purpose based on a Hoare-style axiomatization of the programming language semantics. Most verification systems, past and present, are based at least implicitly on Hoare logic [41.
A proof of a program in Hoare logic is a sequence of steps, where each step is an instance of a Hoare axiom, a Hoare sentence derived from a previous step by a rule of inference, or a theorem in the underlying logic. Maintaining consistency in the presence of change boils down to determining theoremhood in the underlying theory (which is no easier than determining functional correctness). The underlying logic is determined by the specification language. The existing languages that we are familiar with are undecidable and, moreover, there typically is insufficient theorem proving power to handle the formulas that arise in practice. Our research has a very different orientation than work in computer security. Our focus is on flows local to an operation and, most importantly, on nonlocal flows between operations. Work in security has focused almost exclusively on local flows. If every local flow in a system is secure, it is valid to conclude that the entire system is secure. Kemmerer [25] gives a technique for detecting covert channels from an abstract mode1 of a system; the technique involves an information-flow closure with respect to the special model. The connection between his model and the program is left unspecified and the technique does not apply directly to programs. Bergeretti and Carre [26] use the concept of information flow in program development to detect certain kinds of errors and anomalies. Their work is more limited than ours in that it is oriented toward intraprocedural flows, although they do present preliminary ideas for procedures without recursion, without globals, and with very conservative assumptions about parameters. They adopt a relational approach for computing all possible facts, many of which may not be relevant to the specific change. Their relational approach does not address the problem of providing flow justifications. Our logical approach supports the derivation of specific results justified explicitly by for- ' The information flow relation can be interpreted within a classical program flow-analysis framework. Only a crude interpretation can be provided using coarse-grain relations, such as the "calls" relation between procedures or the "uses" relation between modules. It appears that def/use chains could be put together across procedure boundaries to yield an interpretation equivalent to the one given in this paper. (A def/use chain represents the set of uses u of a variable x from a point p such that there is a path from p to u that does not redefine x). Intraprocedural def/use chains have been used by Podgurski and Clarke [27] in defining a general notion of variable dependence that seems to be equivalent to intraprocedural information flow.
Our logical approach has a number of advantages over a graph-based flow-anlysis framework that stem from differences in objectives. This paper focuses on the abstract information-flow relation, the specification and prototyping of an analysis technique, and on the explication of analysis results. In contrast, program flow analysis has been studied primarily for use in optimizing compilers or other settings in which low-level relations and efficiency are of primary importance. In fact, our inference system can be viewed as a specification for a def/use implementation of the closure. Our logic can directly provide flow justifications, which would require a significant extension to a flow analysis implementation.
Recent work by Horwitz, Reps, and Binkley [28] is somewhat related. They describe a complex but efficient flow-analysis algorithm for computing program slices, a concept originally introduced by Weiser [29] . A slice is the set of all statements and predicates of a program that affect a variable at a given point. The computation of a slice inherently has a backward orientation, whereas tracking the effects of changes has a forward orientation. However, the assertions computed by our rules can be used to determine slices.
III. ABSTRACT SYNTAX
We begin by focusing on programs that consist of a collection of (global) variables, functions, and procedures. Procedures can refer to global variables; functions always behave as pure mathematical functions. Parameters of procedures have a value-result semantics (copy-in/copyout). Three kinds of statements are treated: assignment, a looping construct, and a conditional.
Our logic does not depend on the concrete syntax of a particular programming language. Instead, it refers to an abstrucr synrax containing the features just described. The abstract syntax is defined in functional notation, specifically a many-sorted logic with subsorts. For example, the subsort declaration Var C Expr The abstract syntax for programs (without modules) is contained in Fig. 1 . To simplify the discussion, we assume that procedures, functions, and globals have unique names. In addition, locals of different procedures are distinct.
The discussion does not include structured objects and expressions with side effects, although we believe that our logic could be adapted to analyze them. Pointers and callby-reference parameters can be added, but not as easily. Types are omitted from the abstract syntax because they are not used in the analysis.
IV. DEFINITION OF INFORMATION FLOW FOR STATEMENTS
A. Notation
We consistently use certain variables to range over particular classes of objects. The metavariable c ranges over constants of sort Const. Letters U, U, x, y, and z are metavariables ranging over variables and constants in the language. We let primop range over the primitive operators of the language (i.e., those that are not user defined), e, ri (i > 0), and b (for boolean) range over expression instances, and S and Sj range over statement instances.
The lettersfand p range over the names of functions and procedures, whose parameters are of kind ki . Finally, the letter C denotes a context in which a particular analysis takes place. These naming conventions are summarized in Fig. 2 .
The predicates in Fig. 3 will be used in defining information flow for the constructs in the abstract syntax. Two predicates are needed for statements, one for asserting flows across the statement and another for asserting which variables are modified directly or indirectly by the statement. Information can flow into an expression, so a predicate is needed to describe such flows. Interprocedural flow assertions model the variable bindings that result from a procedure call. The relation al-denotes a flow from an actual to a formal and *,, denotes a formal to actual 
the value of y after execution of S execution of statement S may modify the value of variable z the value of z affects the value of expression e intersubprogram forward Row from formal z to actual y for call S interprocedural backward flow from actual z to formal y for call S z is a global variable the ith formal parameter of procedure p is a value parameter the ith formal parameter of procedure p is a result parameter the ith formal parameter of procedure p is z p is a function with body S [C b proc(p,S) p is a procedure with body S I Fig. 3 . Summary of predicates used in inference rules.
flow. The relations apply to implicit parameters, i.e., globals.
The context C is used in assertions to denote collected assumptions about the entities in a program. A context is a pair in which the first element is the set of global variables and the second is a mapping from procedure or function names to their descriptions. Specifically, Context = Globals x (Name -+ Kind x ParamList x Stmt) where the sort Glob& is a set of variables and Kind indicates whether the name is that of a procedure or function. The mapping also specifies the parameter list and body of the named entity.
Inference rules are used to axiomatize the basic information-flow predicates in Fig. 3 . Inference rules describe how assertions can be derived. An inference rule of the form P, * ' . P, C states that conclusion C can be inferred from the premises Pi. Typically, each Pi and C is an instance of a predicate in Fig. 3 . If a rule has no premises, we write it without the horizontal bar. The rules are syntax-directed; at least one axiom or rule is given for each construct in the abstract syntax. The context referred to in an assertion must be derived from a program using the rules given in the Appendix. We have implemented a program analyzer in Common Lisp that directly applies the rules given below to compute assertions. The style of our inference rules is inspired by Plotkin's "structural operational semantics" [30] . This style of formalism is intended to produce concise, comprehensible definitions that are independent of internal representation details. The formalism has been used as a common framework for specifying, among other things, type checking, type inference, translation, and interpretation [31] , and it is becoming a popular notation for language-directed specifications.
B. Mathematical Dejinition of Information Flow Predicates
The meaning of information flow can be illustrated with a few simple examples. Execution of the assignment statement x : = y causes a flow from y to x. Execution of the conditional ifx=Otheny:=Oelsey:=l causes a flow from x to y. A procedure call initiates a set of flows that reflect the actual/formal parameter bindings.
Before defining information flow, we introduce some sorts and functions. Let the sort Val denote the values of variables. The sort Env consists of mappings from variable names to values. The operations val and set retrieve and set the value, respectively, of a variable in an environment. The function evaf evaluates an expression in a given environment and context; expressions have no sideeffects. Function exec executes a statement in a given environment and context, and produces a new environment. Nonterminating execution produces the value "undefined." The signature for the operations is given below. We now make the following definitions:
These are the exact mathematical definitions of the first three predicates in Fig. 3 . The first definition says that there is flow from x to y provided the value of y after execution of S differs when only the value of x is changed in the initial environment env. The second definition says that there is a flow from x to expression e if the value of e differs when only the value of x is changed. The third definition says that S modifies x provided the value of x after execution of S can be different from its value before.
Our inference rules approximate the mathematical definitions. We do not include the rules for defining the mod IEEE TRANSACTIONS ON SOFTWARE ENGINEERING. VOL. 16. NO. 9. SEPTEMBER 1990 relation. They are straightforward and give a relatively exact interprocedural version of the "modifies" relation commonly used for program optimization [32] . The fact that the information flow relation is not transitive in the usual sense is illustrated by the example below.
Example I (Intransitivity of information Jaw):
Consider the following program fragment:
procedure addinc (value-result sum, value-result i); add (sum, i); inc (i) procedure add (value-result a, value-result b); a := a+b procedure inc (value-result z); add (z, 1)
Suppose that we want to know whether a change to the value of variable sum can affect the value of variable z. The call to add in addinc gives a flow from sum to a and the call from inc to add gives a backward flow from a to z. Hence, a flow from sum to z is in the transitive closure.
But there is no execution sequence for which the value of sum affects z. The problem, of course, is that transitive flows are determined in part by the how of control. For procedures, the interplay between control and information flow can be complex. It also is necessary to specify invariants over assignments.
In particular, if an assignment does not modify some variable (i.e., the variable does not appear on the left-hand side), then the value of the variable before the assignment is said to affect its value afterwards.
not-mod
In practice, S can be restricted to be an assignment, the null statement, or a procedure call. Note that constants are always invariant across statements. The first rule says that the flows created by the statements in the branches are created by the conditional statement there can be no information flow from a constant to someas a whole. The first premise of the second rule says that thing else. We include this rule because the programmer a variable x can affect the choice of the branch. The secmay edit a constant in a program, in which case we may ond premise says that variable y is affected by one of the want to see what depends on the constant. The third rule branches. In this situation, x indirectly affects y. This rule does not take into account the fact that y could have the asserts that a flow from a variable u into an actual paramsame value on both branches.
eter ti is transmitted to the corresponding formal value
The while rules deal with three possibilities. parameter xi. Globals are returned to themselves, analogously to the forward transmission of globals. The first rule handles the situation in which the body S of the while loop is never executed. This means that the effect of the statement is exactly the same as the null statement. The second rule is recursive. If a flow from x to y is created by the while statement and a flow from y to z is created by the body S of the while statement, then the two flows can be composed. The third rule also is recursive, indicating that a transitive flow occurs when y affects
The first two premises assert that x is the ith parameter of procedure p and x is also a result parameter. The third premise requires that ti be a variable; from the conclusion, ti must be an actual parameter in the call top. Under these conditions, we can conclude that the call to p results in a backward flow from formal x to actual t, .
We can now define the information-flow semantics of function and procedure calls. The rule for function calls is We next deal with parameter passing in functions and procedures. Before stating the function and procedure rules, we first introduce rules for parameter passing. The first two rules deal with the transmission of values from a call site and the last two deal with return values. Globals and constants are implicit parameters at every call site. They are transmitted by the rule C D global (x) V x: Const (2 D [p(r,, * ' * 9 r,,)]x 3f.x which asserts that the value of a global or constant at the call site is the same as the value when the called procedure is entered. The rule The first premise checks that f is a function and S is its body. The second premise asserts that the call to f causes a forward flow from u to x; by the parameter passing rules, u and x are the same constant, the same global, or describe a flow from an actual to a formal. The last premise asserts that there is flow from x to the special program variable called value, which is used to indicate the return value of a function. The conclusion says that the value of u affects the value of the call.
The procedure call rule is complicated by the possibility of multiple backward flows. The idea behind the rule is that a forward flow into a procedure can be passed through the procedure through transitive local flows and then back to the caller via a backward flow. body. The second premise asserts that the call top results in a forward flow from u to x. The third says that there is a local flow from x to y. The last requires a backward return flow from y to U. From these four conditions, we can infer that the call to p has the net effect of causing a flow from u to v.
V. VARIABLES AT PROGRAM POINTS
The assertions in Fig. 3 involve variables that denote values before and after a given program statement. They do not allow us to make assertions that relate variables at two arbitrary points in a program. In addition, we cannot ask whether a change to a local variable of a given procedure can affect the value of a local of another procedure, since the locals are in different scopes. To provide this capability, we provide a mechanism for introducing names, which have global scope, for the values of variables at specific points in a program. The new names are called label variables of sort LabelVar (a subsort of Var).
For the purposes of this paper, a variable ending in "0" is a label variable, otherwise it is an ordinary variable. One way to introduce label variables involves modifying the program; another requires no modification but involves new inference rules. Both approaches are presented below.
For a given variable and point, we may be interested in tracing flows forward, backward, or both. To trace forward from a point between two statements, we insert the assignment x : = exp(x, x0)) where x is the variable of interest and x0 is a new unique label variable. Primitive operator exp has the property that its value depends on x and x0. This follows from a direct application of the expression rule (expr). To trace backward, we insert x0 := exp(x, x0) and both are needed to trace both directions. An example is given in the next section.
Although this approach is simple, it is unattractive in that we must modify the program. This is particularly serious if we are interested in a large number of program points. Fortunately, modification of a program is not necessary, as we can introduce label variables during the inference process. For this purpose, we introduce the following rules. This is guaranteed in the first approach by the choice of assignments and in the second because no assignments to 1 can exist. This fact is used to propagate labeled flows through statement sequences.
VI. DEDUCING THE EFFECTS OF PROGRAM CHANGES
We want to ask questions about changes to a number of different kinds of objects: variables (including globals), procedures, functions, and parameterless modules. Questions involving large-grain objects are reduced to questions involving only our assertions about statements, possibly involving label variables. For example, a change to variable u affects module M provided u flows into a variable associated with M. In general, the questions of interest have the following pattern: does a change to object X affect the behavior of object Y?
A query can be any first-order formula with finite quantification. This means that we can quantify over the objects in a program, such as its modules or procedures. An analysis of the program (using the inference rules of the previous sections) produces all of the ground (variablefree) facts about the program. These facts are positive and facts not in this set are assumed to be false. First-order queries are defined recursively in terms of the ground facts. For a specific program, sorts are interpreted with respect to the objects in the current program. For example, x: Var indicates that x ranges over the finite set of variables in the current program, not the countably infinite set of variables that could occur in a program. Formulas in this section will make use of four new relations, which are summarized in Fig. 4 .
We will find it convenient to have notation for asserting that execution of a procedure or function creates a certain flow. For a name P, we have and it is easy to see that it is false. Note that there is no need for label variables in this example, since the basic assertion deals with before and after values for addinc. Because approximations are conservative, we know that there really is no flow from sum to i. 0
Example 3 (Presence of an interprecedural jorv):
Suppose that we are interested in whether the value of i before the call to inc affects the value of a on entry to add. To answer this question, we introduce label variables i0 and a0.
var i0, a0;
procedure addinc (value-result sum, value-result i); add(sum,); i : = exp(i, i0); inc(i) procedure add (value-result a, value-result bj; a0 := exp(a,aO); a := a+b procedure inc (value-result zj; add (z, i)
The new assignment in addinc associates i0 with the value of i before the call to inc. The one in add associates the value of a upon entry with a0. The assignments have a different form because i0 is to be propagated forwards and a0 backwards.
We want to find a procedure P in our program such that e D We can see that the second assertion validates the desired flow, i.e., it proves C? D [addinc]iO * ~0. Since this is a positive assertion, there is no guarantee that the flow actually occurs. Below is a formal machine-generated proof that validates this assertion.
Proof of [add (sum, ij; i : = exp (i, iOj; inc (ij]iO= > a0
-expr-var (9) a= >[exp(a,aO)] -exprU1 (8) (10) [a0 : = exp (a, aO)]a= > a0 -:= (9) (11) [a := a+b]aO= >a0
-not-mod a0 (12) [a0 := exp(a,aOj; a := a+b]a= >a0 -seq (10) (11) (13) [add (z, l) 
The justifications are keyed to the labels on the rules. The proof shows how the flow from i0 to a0 actually occurs, including the relevant control path. Steps (l)-(5) establish that i0, starting at the new assignment in addinc, flows into the value of i immediately before the call to inc. verify that there is a flow from the value of a on entry to add to the point associated with a0. Steps (7) and (13) are assertions about the body of inc, verifying an interprocedural flow from formal z of inc to a0. Steps (6) and (14) verify that the call to inc creates a flow from i to a0. The last step composes the assertions at (5) and (14) creating the desired flow for the body of addinc. 0
We now consider more general questions. In the formulas below, free variables in formulas can be instantiated to form a specific question. For simplicity, we assume that label variables have been introduced for every variable at every program point. (In practice, the number of label variables can be reduced based on the particular question.)
Example 4 (Efect on a variable): Suppose that we are interested in whether a change to a variable x affects a variable y. The formula (ClP: Name)(ju, U: LabelVar) [C? D orig(u, x) )
where x and y are free, says that a change to a variable x can affect the value of a variable y if a change to a label variable u associated with x can affect a label variable u associated with y when some procedure P is executed.
Our earlier question about whether sum affects i can be stated as an instance of this formula. Substituting sum for x and i for y, we obtain (3P: Name)(3u, v: LabelVar) [C? D orig(u, 
We did not use label variables before, but this formulation is equivalent. 0
Example 5 (Efect on a procedure): To ask whether a change to a variable x affects an arbitrary procedure P, we use the defining formula ( 3 R: Name) ( au, v: LabelVar) ( 3~: Var) [e D oeg(u, x)AeDorig(u, y) AeDvarof(y,
where x and P are free. Observe that R can be any procedure, including P. It will be different from P when the procedure that owns x is not called, directly, or indirectly, by P.
If instead we are interested in whether the value ofx at a certain point affects a procedure P, we would use the -seq (5) The time complexity of our inference algorithm is linear in the size of the program and polynomial with respect to the total number of variables and constants. For a large program, the size of the program usually should dominate.
In abstract syntax trees, different copies of the same syntactic structure are treated as distinct. The parameters used in the following analysis are given below. Label variables are counted as globals.
The basic evaluation strategy involves an initial pass to compute invariant or static parameter passing relations, the mod relation, and the initial assertions, followed by the application of a worklist-based inference algorithm. Most of the rules for the parameter passing relations can be applied in an initial pass of the program, since they are invariant over the inference process. The cost of this is small in comparison to total cost, so the details are omitted.
The inference process is carried out by a worklist algorithm. The elements of the worklist are assertions of theforme D [SIX *y, C? D x * val(e) , orC D [p(t,, . . . , t,,) ] u *fx. The worklist is initialized by a first scan of the program that applies the direct rules requiring no antecedent conditions (such as expr-var, expr-const, : = , and not-mod). The worklist of new assertions is processed until it is empty. When an assertion is removed from the worklist, all possible derived assertions are created and the new ones are added to the worklist.
The total cost of applying the inference rules is bounded at a given node by the cost of systematically applying the rules for all possible subsidiary assertions. The bound on the total number of assertions for any program element is (c + U) zj + c. The worklist algorithm propagates new assertions in a complex pattern, but the total cost paid is just the sum of the incremental costs of exploring the possible new consequences of each subsidiary assertion at each node. For example, in the seq rule, if a new assertion (3 D [S, 1.x * y is considered, we need to find all assertions (3 D [ Sz] y * z that might be used with this assertion in the rule. There can be at most u such assertions and so the incremental cost is 1). There are (c + 2)) u + c possible assertions so the total cost is roughly (c + v) v2 (ignoring some special cases associated with constants). The analysis is the same for an assertion coming in on the right, since the cost is always the total number of possible antecedents of the rule.
The while rule is costly since the incremental cost of an assertion is the cost of doing a simple transitive closure process. (This probably could be improved with a more sophisticated algorithm.) The cost of applying inference rules at a while node is (c + U) v3 + CU' + c.
The total cost of information flow analysis is the sum of the costs of all the program elements:
If there are no while loops or no recursive procedures, the cost would be O(s(c + v)v2).
We have assumed that the cost of adjoining a variable to a set of variables is constant. In practice, the cost may depend on implementation details. The actual cost may be c + U, which would be an additional factor in the above cost formulas.
VIII. EXTENSIONS A. Parameterized Modules
A module consists of variables, functions, and procedures. A parameter to a module can be a variable, function, or procedure. Functions and procedures that are passed as values cannot reference global variables.
The basic idea for the analysis of modules is to use assumptions about the parameters of a module to derive conditional results (summary information) that depend on those assumptions. For a particular instantiation of the parameterized module, we can discharge assumptions to get specific unconditional results. When doing analysis under assumptions A, the existing rules are used along with some special rules that involve conditions in A. If an assertion P is a result of this analysis, then the conditional summary is A > P. We take this approach for simplicity; it would be better to associate assumptions with individual assertions.
In the analysis of variable parameters, we must know which formals correspond to the same actuals. The assertion x = y says that formals x and y are instantiated with the same actual variable. The assumptions for variables are a conjunction of assertions of this form.
The special rules say that equivalent variable parameters can be interchanged in assertions. One such rule is The rules for functions are similar. There can be a problem with combinatorial explosion since arbitrary subsets of the conditions on the parameters may appear as conditions in the results of analysis of the pammeterized object. In practice, it may be preferable to wait until the actual parameters are given before attempting an analysis.
B. A Dificult Example
Weiser's paper on slicing [28] presents an example which shows the limitations of the method presented in that paper. The fundamental problem in the example appears not to have been addressed in the literature. The same problem can occur when reasoning about information flows.
Here is Weiser's example:
Our analysis technique would indicate incorrectly that there is a flow from constant to Z. However, any execution path where the value of A has affected the value of C, in which case the value of A might indirectly affect the value of X or Y (and hence Z), both X and Y have already which asserts that execution of S has the logical effect of the assignment "y : = x". We treat x + y as a separate syntactic entity that can occur in more complex expressions. The special connectives A and VU (where U is, in general, a set of variables) have similar properties to the familiar logical connectives, such as commutative and associative laws (the details are tricky for v,). The general form of a statement assertion is Let A denote this expression. Then, the result of the analysis of the complete program fragment is A; A; A. + y). The key point in simplifying A; A; A is that the only context in which the variable a occurs in a V, is C Vi,,) C, which simplifies to C, eliminating the conditional dependence on a.
This completes the sketch of an extension to our logic for handling in Weiser's example. It is not at all clear how this can be done in a graph-based flow analysis framework. Graph-based methods treat individual dependencies in isolation and do no extend naturally to situations in which combinations of flows must be considered.
IX. CONCLUSION Reasoning about changes is necessary in practical software development primarily due to continual changes in requirements and the support environment. We have developed and implemented a logical technique for determining the semantic effects of program changes based on an analysis of the abstract syntax of a generic programming language containing many of the features used in building large systems. The key idea behind the logic is that of approximate reasoning about changes based on a conservative interpretation of the semantic informationflow relation. Our logical formalization has several advantages over competing formalizations and is comparable in efficiency to the best alternative formalization in a program flow-analysis framework. We hope that automatic formal reasoning about the direct and indirect effects of changes will become a standard component of everyday programming environments. 
