The ability to tell time is a crucial requirement for almost everything we do, but the neural mechanisms of time perception are still largely unknown. One way to approach these mechanisms is through computational modeling. This review provides an overview of the most prominent timing models, experimental evidence in their support, and formal ways for understanding the relationship between mechanisms of time perception and the scaling behavior of time estimation errors. Theories that interpret timing as a byproduct of other computational processes are also discussed. We suggest that there may be in fact a multitude of timing mechanisms in operation, anchored within area-specific computations, and tailored to different sensory-behavioral requirements. These ultimately have to be integrated into a common frame (a 'temporal hub') for the purpose of decision making. This common frame may support Bayesian integration and generalization across sensory modalities.
Introduction
Processing of temporal information is so ubiquitous and central in our daily life that we rarely notice the ease with which we differentiate between stimuli with tiny differences in time, such as the syllables /ba/ and /pa/ in speech, or coordinate dynamic sensory information with complex movements to catch a ball just in the right moment. How the brain manages to process temporal information in such precision and in the face of vastly different stimuli is still a mystery. Curiously, this enigma is not due to a shortage of theoretical proposals about the mechanisms of time perception -during the last two decades, the number of theoretical studies on time perception has exploded, leaving one with the impression that basically any time-varying process in the brain could be used to estimate duration.
In the current review, we argue that the field of time perception has now matured to a degree where it is possible to classify timing models into a number of candidate mechanisms which can be evaluated by examining the most established of experimental results. Furthermore, we show how current findings point toward the existence of multiple neural mechanisms of time perception, arising possibly as a byproduct of other computations. We conclude by discussing how these diverse representations are integrated into a single, coherent estimate of duration as required for decision making and to guide behavioral output.
Classes of time perception models
The models of time perception which are most frequently discussed in the current literature can be classified into four principle neural mechanisms [1] (Figure 1 ):
1. Ramping activity models (Figure 1 , upper left) assume that time is estimated by means of slowly increasing firing rates, peaking at the end of the interval to be estimated [2 ,3,4] . By changing the slope of the ramp (as illustrated by the dashed black line in Figure 1 ), different intervals (T stop À T start ) can be encoded. This mechanism is probably best supported by electrophysiological studies, as ramping activity has been found in many brain regions and correlates with behavioral estimates of time [5, 6] . 2. In delay line models (Figure 1, upper right) , activity spreads across sequentially arranged pools of neurons (represented by the green ellipses in Figure 1) , with a relatively constant delay time between pools, and the interval duration is encoded by the location of the activity bump along that sequence (filled circles in Figure 1 ). One specific physiological implementation of this mechanism could be a 'synfire chain' [7, 8] , but another, related, implementation would be a bank of neural elements with different time constants which effectively perform a kind of spectral decomposition of the stimulus [9] [10] [11] . 3. In state-dependent timing models (Figure 1, lower left) , a specific duration is not encoded through a purposetailored neural mechanism, but rather through the temporal evolution of the collective state of the entire network (represented in Figure 1 as a trajectory through
