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Abstract
The Sturm{Liouville equation on the half-line [0;1) is considered with a potential which decays exponentially at
innity. It is known that Green’s function has an analytic continuation into part of the unphysical sheet im
p
 < 0. Here
it is shown that analytic continuation into the whole of this sheet is possible for certain types of decay. The methods are
constructive, and they also provide a new and rigorous way of locating resonances. c© 2000 Elsevier Science B.V. All
rights reserved.
1. Introduction
In a recent paper [3] we developed computational procedures for locating spectral concentration
associated with the Sturm{Liouville equation
y00(x) + f− q(x)gy(x) = 0 (06x<1) (1.1)
with a boundary condition
y(0) cos + y0(0) sin = 0; (1.2)
 being the spectral parameter. The situation considered in [3] is where the real-valued potential q
decays rapidly in the sense that
q 2 L(0;1) (1.3)
and, in this case, it is a classical result of Weyl [22, p. 264] and Titchmarsh [21, Section 5:7] that
the spectral function () (−1<<1) is piecewise constant in (−1; 0) and locally absolutely
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continuous in [0;1) with 0()> 0. A point 0 (> 0) is then dened to be a point of spectral
concentration if 0 has a local maximum at 0. This denition provides a basis for both analytical
and computational investigations of the physical ideas of spectral density and bumps in the scattering
cross-section [3,4,7].
The computational procedures in [3] take  to be a real parameter  and, as such, are entirely
real-valued in nature. However, the existence of local maxima of the spectral function has also been
linked in a heuristic manner with the existence of certain poles, known as resonances, in the complex
plane [2,9,10] (see also [12,19,20]). This heuristic reasoning is based on the Kodaira formula for
the spectral function which we introduce now.
In (1.1), let  be a complex spectral parameter and write  = z2, where 06arg z<  when
06arg < 2. By (1.3), there is a solution  (x; z) of (1.1) (with = z2) such that
 (x; z)  exp(izx) (x !1) (1.4)
and  (x; z) is analytic in z for im z> 0 [8, Theorem 1:9:1]. Then  (x; z) is the Weyl L2(0;1)
solution of (1.1) when  is nonreal and it forms the basis of the Weyl{Titchmarsh spectral theory
of (1.1) [5, Chapter 9, 21,22]. In particular, (1.4) leads to the Kodaira formula
0() = 1=2=j	(1=2)j2 (> 0); (1.5)
where
	(z) =  (0; z)cos +  0(0; z)sin  (1.6)
[14, p. 940]. Since the only possible eigenvalues of problem (1.1){(1.3) lie on the negative real
-axis, 	(z) has no zeros for 06arg z<  except possibly when arg z = 12.
The lower half of the z-plane, in which 6arg z< 2, corresponds to the second Riemann sheet
of
p
 and it is also known as the unphysical sheet. In circumstances where (1.6) can be continued
analytically into the lower half-plane, there is the possibility that 	(z) has zeros near to the real
axis. When such zeros z0 do exist, their eect is to make 0() large at 0 = (re z0)
2, resulting in
spectral concentration. Because 	 appears in the denominator in (1.5), these zeros are resonances,
which are dened to be poles of the corresponding analytic continuation of the resolvent operator
for (1.1){(1.3) [12,19,20,13, Chapter 16].
Analytic continuation of (1.6) into the strip − 12a< im z< 0 was established in [6] subject to a
strengthening of (1.3) to
q(x) = O(e−ax) (x !1) (1.7)
for some a> 0 (see also [19, Section 2:2]). Further, if (1.7) holds for any a> 0; q(x) is in the class
of super-exponentially decaying potentials considered in [12], and we have analytic continuation into
the whole of im z< 0. We note that this class can also be dened equivalently as those q(x) such
that
q(x) = O(e−xf(x)) (x !1) (1.8)
for some f(x)!1. In [12], the existence and asymptotic distribution of resonances was established
for class (1.8). However, there appear to be no general results of this kind for potentials which only
satisfy (1.7) with a xed value of a.
In this paper, we investigate in some detail the nature of the analytic continuation of (1.6)
into im z< 0 for certain types of potential of form (1.7), and we develop a new computational
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resonance-nding procedure in the complex plane. Our motivation is to locate resonances which are
responsible for the spectral concentration points on the real axis in [3], and thereby to establish a
connection between the real-variable methods in [3] and the general theory of quantum resonances
[13]. Our method for locating resonances is based directly on the solution  (x; z) in (1.4), and it
appears to be simpler than the existing procedures which are based either on the resolvent operator
[19,20] or on the idea of complex scaling [13, Chapter 16]. This latter method identies resonances
as the eigenvalues associated with an equation derived from (1.1) by complex scaling of the in-
dependent variable and, though eective in practice [1,9,11,15,18] it does rely on the technically
sophisticated Aguilar{Balslev{Combes{Simon theory [13, Theorem 16:4].
In Section 2, we consider rst exponentially decaying potentials q of the form
q(x) = e−axp(x); (1.9)
where a> 0 and p(x) is periodic. Although (1.7) is satised here, we show in the next section that
the more specialised form (1.9) allows analytic continuation of (1.6) into the whole of im z< 0
with the exception of certain poles on the lines im z = − 12ma (m = 1; 2; : : :). Then in Section 3 we
consider potentials with power-exponential decay of the form
q(x) = (const:)x Ae−x; (1.10)
where A (>1) is an integer, and we again establish the nature of the analytic continuation. The
super-exponentially decaying class (1.8) is dealt with in Section 4 and then, in Section 5, we add
some remarks on the situation where the x-interval in (1.1) is (−1;1) rather than [0;1). In Section
6, we present our computational ndings on the location of resonances for a number of examples
of types (1.8){(1.10) and we establish the connection with the real-variable results in [3].
We conclude this section with an example which is typical of Froese [12] (see also [20, Section
4]) and which also illustrates an aspect of the relation between resonances and real points of spectral
concentration.
Example 1.1.
q(x) = c exp(−x 2);
where c is a nonzero constant. By [12, p. 253], there are an innite number of resonances receding
to innity in the vicinity of the rays re z=im z. However, by [7, Theorem 1], the points of spectral
concentration on the real axis are conned to a bounded interval (0; M). Thus resonances which are
too far from the real axis do not give rise to points of spectral concentration. An estimate for the
value of M is provided by [7, (4.5)]: we have M>2 where  is the unique positive zero of the
quartic s4 − As2 − Bs− C with, after evaluation of the integrals in [7],
A= 1:95jcj; B= 0:43jcj+ 3:98c2 + 3:23jcj3; C = 0:25c2 + 2:12jcj3:
Thus, when c =1 for example, we can take M = 6.
This example notwithstanding, it is natural to ask whether points of spectral concentration can
only arise from resonances. Our computational ndings in this paper support the view that this is so.
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2. Analytic continuation and error bounds
As in [3], we consider the Dirichlet case  = 0 of (1.2) for simplicity. Thus, by (1.6), we are
interested in the zeros of the analytic continuation of  (0; z) into the half-plane im z< 0. The
existence of  (x; z) satisfying (1.4) when im z> 0 is covered by the Levinson asymptotic theorem
[8, Theorem 1:3:1, 16], and we now recall the integral equation which is the basis of the proof of
(1.4). We write (1.1) (with = z2 6= 0) as a rst-order system in a standard way [8, Theorem 1:3:1]
by dening
W =
1
2
e−izx

1 −i=z
1 i=z

y
y0

: (2.1)
Then
W 0 =

0 0
0 −2iz

+ Q
−1 −1
1 1

W; (2.2)
where
Q = 12 iq=z (2.3)
and the corresponding integral equation is
W (x; z) = e1 +
Z 1
x
Q(t)K(x; t; z)W (t; z) dt; (2.4)
where
e1 =

1
0

; K(x; t; z) =

1 1
−e−2iz(x−t) −e−2iz(x−t)

: (2.5)
Iteration of (2.4) gives
W (x; z) = e1 +
1X
1
Wn(x; z); (2.6)
where
Wn(x; z) =
Z 1
x
Q(t)K(x; t; z)Wn−1(t; z) dt (2.7)
and W0(x; z) = e1, provided of course that the innite integrals converge. We note that, in terms of
the components of Wn and Wn−1, (2.7) is
un
vn

(x; z) =
Z 1
x
Q(t)fun−1(t; z) + vn−1(t; z)g

1
−e−2iz(x−t)

dt: (2.8)
If the condition on q is simply (1.7), then by (2.3) it is easily checked that convergence in (2.7)
requires im z> − 12a, as in [6]. If, however, we specialise to (1.9), the integrals in (2.7) can be
expressed in a form which provides the analytic continuation of Wn(x; z) into the whole of im z< 0
with the exception of certain singularities. The details are in the following proposition. In Section 3
we deal with the class (1.10) and then, in Section 4, with the more straightforward situation where
q is super-exponentially decaying in the sense of (1.8).
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Proposition 2.1. Let q(x) have form (1:9) where p(x) has period ! and an absolutely convergent
Fourier series. Let sn denote the set of points
sn =

−
!
− 1
2
mai; −1<<1; 16m6n

(2.9)
in the lower half of the z-plane; where  and m are integers; and let s1 =
S1
1 sn. Then
(i) for z 62 sn and z 6= 0;
Wn(x; z) = e−naxPn(x; z); (2.10)
where Pn is analytic in z and has period ! in x;
(ii) for z 62 s1 and z 6= 0; series (2:7) denes an analytic function W (x; z) which satises (2:2).
Proof. (i) Since W0 = e1, (2.10) is true for n = 0 and, arguing by induction, we assume that it is
true for n − 1. Let pn−1 and rn−1 be the two components of Pn−1. We consider rst im z> − 12a.
Then (2.3),(2.5) and (2.7) give
Wn(x; z) =
Z 1
x
e−natn−1(t; z)

1
−e−2i(x−t)z

dt (2.11)
with
n−1(x; z) =
i
2z
p(x)fpn−1(x; z) + rn−1(x; z)g: (2.12)
If the complex Fourier coecients of n−1 are denoted by (n−1) (−1<<1), (2.10) follows
immediately from (2.11) with the Fourier coecients of the components pn and rn of Pn being
(n−1) =(na− 2i=!) and − (n−1) =(na− 2i=!− 2iz); (2.13)
respectively. Moving away now from im z>− 12a, we note that, when z 62 sn, zero does not occur
in the denominator in (2.13).Then a simple induction argument based on (2.12) and (2.13) shows
that the Fourier coecients (2.13) are analytic for z 62 sn and dene absolutely convergent Fourier
series for pn and rn. Thus Pn, as dened via (2.13), is analytic for z 62 sn, and hence the right-hand
side of (2.10) provides the analytic continuation of Wn into im z6− 12a.
(ii) Let R and  be arbitrary positive numbers and let D(R; ) be the domain of the z-plane which
lies within jzj<R but outside a -neighbourhood of s1. Then, by part (i), each Wn(x; z) is analytic
in D(R; ). We prove now that series (2.6) is uniformly convergent in D(R; ), and this will prove
part (ii) because it then follows that W (x; z) is analytic in D(R; ) and we can let R ! 1 and
! 0.
Let c denote the complex Fourier coecients of p(x), and c(n) and d
(n)
 those of pn(x; z) and
rn(x; z) given in (2.13). We dene
n =
1X
=−1
(jc(n) j+ jd(n) j);
so that
jPnj= jpnj+ jrnj6n: (2.14)
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In order to estimate the size of n, we suppose that z lies in D(R; ) and we consider n>4R=a in
(2.6) and (2.10). Then, for the denominator in (2.13), we have
jna− 2i=!j>na
and
jna− 2i=!− 2izj>na− 2jim zj>na− 2R> 12na:
Hence, by (2.13) and (2.12),
n6 (3=na)
1X
=−1
j(n−1) j
= (3=2najzj)
1X
=−1

1X
r=−1
cr(c
(n−1)
−r + d
(n−1)
−r )

6 (3=2najzj)n−1
1X
−1
jcrj; (2.15)
the Fourier series of p being absolutely convergent. Hence,
n6(const:)
 
3
2ajzj
1X
−1
jcrj
!n,
n!:
By (2.14) therefore, series (2.10) converges uniformly in D(R; ) as required.
Finally, we note that the analytically continued W , as dened by (2.6) and (2.10), remains a
solution of (2.2) for all z 62 s1 and z 6= 0. To see this, we consider im z>− 12a rst, in which case
(2.7) holds with the consequence
W 0n =−Q

1 1
−1 −1

Wn−1 −

0 0
0 2iz

Wn (2.16)
and this yields (2.2). For the analytically continued Wn in (2.10), the connection with Wn−1 is
provided by (2.12) and (2.13) from which it is again easy to check that (2.16) | and hence (2.2)
| holds. This completes the proof of the proposition.
We note that transformation (2.1) back to (1.1) yields the corresponding solution  (x; z) and, by
(2.6) and (2.10), we obtain
 (x; z) = eizx
 
1 +
1X
1
e−naxfpn(x; z) + rn(x; z)g
!
(2.17)
and
 0(x; z) = izeizx
 
1 +
1X
1
e−naxfpn(x; z)− rn(x; z)g
!
(2.18)
valid for all z 62 s1 and z 6= 0. When we compute  numerically later in the paper, series (2.17) is
terminated after N terms, and the error in doing so can be estimated as follows. If the term im z is
retained in the inequalities leading to (2.15), we obtain
n6
 
n− n−1
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with
  = (ajzj)−1
1X
−1
jcj; = (2=a)jim zj: (2.19)
Hence, if N is chosen so that
N + 1>; (2.20)
we have an estimate for the error in the form
1X
N+1
e−naxfpn(x; z) + rn(x; z)g

6
1X
N+1
e−naxn(x; z)6(N + 1− )−1 e−NaxN (x; z): (2.21)
In applications, pn and rn (16n6N ) are determined explicitly, and then (2.21) provides an explicit
error bound.
3. Power-exponentially decaying potentials
Here we consider potentials of the form (1.10):
q(x) = cx Ae−x; (3.1)
where c is a constant and A(>1) is an integer. Corresponding to Proposition 2.1, we have the
following result on analytic continuation into the half-plane im z60.
Proposition 3.1. Let sn denote the set of points
sn = f− 12mi; 16m6ng (3.2)
in the lower half of the z-plane; where m is an integer; and let s1 =
S1
1 sn. Then
(i) for z 62 sn and z 6= 0;
Wn(x; z) = e−nxPn(x; z) (3.3)
where Pn is a polynomial of degree An in x and is analytic in z;
(ii) for z 62 s1 and z 6= 0; and for each x>A; series (2:6) denes an analytic function W (x; z)
which satises (2:2) in the x-interval (A;1).
Proof. (i) Since W0 = e1, (3.3) is true for n=0 and, arguing by induction, we assume that it is true
for n− 1. Let pn−1 and rn−1 be the two components of Pn−1, both polynomials of degree A(n− 1)
in x and analytic for z 62 sn−1 and z 6= 0. We consider rst im z>− 12 . Then (2.10) gives
Wn(x; z) =
Z 1
x
t ATn−1(t; z)e−nt

1
−e−2iz(x−t)

dt;
where
Tn−1 =
1
2
i
c
z
(pn−1 + rn−1): (3.4)
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We wish to integrate by parts to write the integrals here in closed form and, to formalise this process,
we dene polynomials pn and rn of degree An such that
x ATn−1(x; z)e−nx =−(pn(x; z)e−nx)0 (3.5)
and
x ATn−1(x; z)e−x =−(rn(x; z)e−x)0; (3.6)
where
= n− 2iz =−2i(z + 12 in) 6= 0 (3.7)
for z 62 sn. Once this is done, (3.3) follows immediately by analytic continuation.
We deal with (3.6) in detail, (3.5) being similar. Let us write
Tn−1(x; z) =
A(n−1)X
s= 0
as;n−1(z)x A(n−1)−s (3.8)
and
rn(x; z) =
AnX
s= 0
s;n(z)x An−s; (3.9)
where we have to determine the s;n. After cancelling e−x from (3.6) and equating like powers of
x, we obtain
0; n = a0; n−1;
s;n − (An− s+ 1)s−1; n = as;n−1 (16s6An);
(3.10)
where as;n−1 is dened to be zero for A(n− 1)<s6An. Since  6= 0, these equations determine the
s;n in terms, starting with 0; n=−1a0; n−1. Thus we obtain the required rn satisfying (3.6). There are
also similar equations for the coecients s;n of pn in (3.5), but with n in place of . This proves
(3.3).
(ii) We have now to establish the uniform convergence of series (2.6) with respect to z in a
domain D(R; ) as in Proposition 2.1, the Wn being dened by (3.3), and we are considering
x>A: (3.11)
Also, by (3.7), we have
jj>n− 2jzj>n− 2R: (3.12)
We introduce the polynomial jPjn as
jPjn =
AnX
s= 0
(js;n(z)j+ js;n(z)j)x An−s; (3.13)
so that
jWnj= (jpnj+ jrnj)e−nx6jPjne−nx: (3.14)
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We wish to estimate jPjn in terms of jPjn−1, and we begin by solving Eqs. (3:10) for the s;n.
Thus, we have
s;n = −1
sX
t = 0
fat;n−1−(s−t)su= t+1(An− u+ 1)g (06s6An);
where the empty product is, as usual, unity and we recall that as;n−1 = 0 (A(n− 1)<s6An): Then,
after a change in the order of s- and t-summations, we obtain
AnX
s= 0
js;njx An−s
6jj−1
AnX
t = 0
(
jat;n−1jx An−t
AnX
s= t
(jjx)−(s−t)su= t+1(An− u+ 1)
)
6jj−1(c=2jzj)x A(1− An=jjx)−1jPjn−1 (3.15)
by (3.8), (3.4) and (3.13), provided that
x>An=jj:
We note that this inequality for x does hold if n is large enough, by (3.11) and (3.12).
There is also a similar inequality to (3.15) involving the s;n and with  replaced by n. By (3.13),
these two inequalities together give
jPjn6 1n− 2R
c
jzj x
A

1− A
(1− 2R=n)x
−1
jPjn−1:
Thus, for n large enough, we have
jPjn6fK(R; ; x)gn=n!
when (3.11) holds and, by (3.14), we have the required uniform convergence of the series (2.6).
This completes the proof of (ii).
In this proposition, we have shown that (3.3) and (2.6) dene an analytic solution of (2.2)
when x>A. Then, considering x = A + 1 (for example) as an initial point with an analytic initial
value provided by (3.3) and (2.6), the standard existence theory of dierential systems [5, pp. 36
{37] establishes the existence of an analytic solution W (x; z) for all x>0 and z 62 s1 and z 6= 0.
However, we cannot assert that the explicit form given by (3.3) and (2.6) continues to hold for
x6A.
4. Super-exponentially decaying potentials
In the case where
q(x) = Ofe−xf(x)g (x !1) (4.1)
for some f(x) ! 1, the situation is simpler than in Sections 2 and 3 because (4.1) implies that
the integrals (2.7) already converge for all z and that the series (2.6) denes an analytic W (x; z)
also for all z. Indeed, a simple induction argument based on (2.7) shows that
jWn(x; z)j6Mn(x; z)=n!; (4.2)
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where
M (x; z) = jzj−1e2(im z)x
Z 1
x
jq(t)je−2(im z)t dt (4.3)
and, in terms of components, jWnj = junj + jvnj. Then, corresponding to (2.17), (2.18) and (2.21),
we have
 (x; z) = eizx
 
1 +
1X
1
fun(x; z) + vn(x; z)g
!
; (4.4)
 0(x; z) = izeizx
 
1 +
1X
1
fun(x; z)− vn(x; z)g
!
(4.5)
and 
1X
N+1
fun(x; z) vn(x; z)g

6
1X
N+1
jWn(x; z)j6M
N+1(x; z)
(N + 1)!
expfM (x; z)g: (4.6)
5. The x-interval (−1;1)
We have concentrated on the x-interval [0;1) in (1.1). It is however also possible to say some-
thing when the interval is (−1;1) and, to do this, we recall briey the spectral formulae from
Coddington and Levinson [5, pp. 246{251], Kodaira [14, Sections 1 and 4] and [21, Sections, 2:18
and 3:8] for the (−1;1) case. Let m1() and m−1() denote the Weyl{Titchmarsh functions for
(1.1) in the half-intervals (0;1) and (−1; 0), respectively, with the Dirichlet boundary condition
at x = 0, and form the matrix
M = (m−1 − m1)−1

1 12(m−1 + m1)
1
2 (m−1 + m1) m−1m1

(5.1)
for  nonreal [5, p. 251], [14, p. 926]. Then the spectral matrix R() which corresponds to ()
is given by
R() = lim
Z 
0
imM (t + i) dt (! 0): (5.2)
These formulae simplify considerably when q is even:
q(x) = q(−x): (5.3)
Then y(−x) is a solution of (1.1) on (−1;1) whenever y(x) is, and it follows from (1.4) that
the Weyl L2(−1; 0) solution of (1.1) is  (−x; z). Hence, as in [14, (5:5){(5:6)], we have
m1() =− 0(0; z)= (0; z) =−m−1(): (5.4)
It now follows from (5.1) and (5.2) that, subject to (5.3),
R() = 1
2
lim
Z 
0
im dg(−m−11 ; m1) dt
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and hence, as in [14, p. 940],
R0() = 12
1=2 dg(j 0(0; 1=2)j−2; j (0; 1=2)j−2) (5.5)
by (5.4) again. On comparing (5.5) with (1.5) and (1.6), we see that resonances now occur as
zeros of analytic continuations of both  (0; z) and  0(0; z) and, as we have already noted, both these
analytic continuations are given in Sections 2{4. We also note that (5.5) can be written in terms of
(1.5) and (1.6) as
R0() = 12dg(
0
=2(); 
0
0())
and hence spectral concentration points for the (−1;1) case are the union of those for the [0;1)
case with the Dirichlet and Neumann boundary conditions at x = 0.
6. Numerical determination of resonances
Here we discuss the numerical procedure that we have used to compute resonances for a number
of examples of the classes (1.8){(1.10), with the Dirichlet case  = 0 in (1.2). As noted at the
beginning of Section 2, it is a question of locating zeros of the analytically continued  (0; z) in
im z< 0. There are two main steps to the procedure.
1. The computation of  (0; z).
2. The determination of the zeros of  (0; z).
The rst step is performed by selecting a value X of x in (2.6) and then terminating the series
in (2.6) after a nite number N of terms. This gives an approximate value for W (X; z), and error
estimates such as we have in (2.21) and (4.6) show that the approximation can be close even
with low values of X and N . We give full details below for each example considered. Next, the
approximate value of W (X; z) is taken as the initial value at X for a solution of (2.2). The numerical
solution of this initial value problem is then performed using the NAG code D02BBF to obtain an
approximation to W (0; z) | and hence to  (0; z) as well as  0(0; z).
Part of the procedure does of course involve consideration of the integrals (2.7) for 16n6N .
In some examples, the integrals can be evaluated in closed form, as in Sections 2 and 3. When
this is possible, purpose-written Mathematica code is used to perform integration, and the resulting
Mathematica expressions are then converted to Fortran code and evaluated numerically. It is worth
noting in some examples that, due to the complexity of the integrand, the integration cannot be
performed using the Mathematica Integrate function. Instead appropriate rewriting rules must rst
be calculated and these then applied, in a Mathematica program, to the integrand thus yielding the
desired closed-form expression. In examples where a closed form does not exist, such as Example
6.4 below, integrand (2.7) is written as a Fortran expression and the integral evaluated numerically.
The second main step of our procedure concerns the zeros of j (0; z)j, and their location can
be investigated by means of either a two-dimensional Newton (or gradient descent) method (using
the NAG code C05NCF) or a principle of the argument method based on Rouches Theorem (cf.
[19,20]). In the former, we take as a starting point for z a value where z2 is a point of spectral
concentration given by the real variable methods in [3]. All calculations are performed with purpose
written Fortran code.
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We have applied our procedure to the following examples which are already in the literature and,
in each case, we give the values chosen for N and X .
Example 6.1. q(x) =−16e−x=4 cos x.
This example is of the type considered in Section 2, and it originated in [17, Example 166] where
the software package SLEDGE identied 0 = 2:65 as a point of spectral concentration. The more
detailed method in [3, Section 3] reproduced this point as well as two others at 0:17 and 8:21. We
note that the values of
p
0 for these three points are 0:41; 1:63 and 2:87. By taking N = 2 and
X = 40, we have found the associated resonances in the lower half of the z-plane at the points
0:41− 1:17 10−4i; 1:62− 4:68 10−5i; 2:85− 0:082i:
We note that the error in the initial values of  at X = 40, as given by (2.21) for each resonance
point, does not exceed 0:00131; 0:0000211, and 0:0000151, respectively.
Example 6.2. q(x) = 15x 2e−x.
This example is of the type considered in Section 3, and it has been discussed in [2,10,11] by the
complex scaling method. The real-variable methods in [3] produce just one spectral concentration
point 0 = 6:85 for which
p
0 = 2:62. By taking N = 2 and X = 40, we have found the associated
resonance in the lower half of the z-plane at the point 2:62− 4:87 10−3i.
Example 6.3. q(x) = (x 2 − 1:6)exp(−x 2=10).
This example is of the type considered in Section 4, and it has been discussed in [18,9] by the
complex scaling method, with the x-interval as (−1;1). We note that (5.3) holds here, and therefore
the remarks at the end of Section 5 apply in relation to the Dirichlet and Neumann problems over
[0;1). In [3], spectral concentration points 0 for the Dirichlet problem were found at the points
1:24 and 3:70. Similar computations for the Neumann problem produce the additional point 2:66.
Altogether,
p
0 for these three points are 1:11; 1:63, and 1:92. By taking N = 1 and X = 40, we
have found the associated resonances in the lower half of the z-plane at the points
1:11− 5:2 10−9i; 1:63− 0:009i; 1:89− 0:09i:
The error in the initial values of  at X = 40, as given by (4.6), does not exceed 6:0 10−91. We
note that after a conversion to the spectral parameter used in [18], these complex points agree with
the rst three such points listed in [18, p. 15].
Example 6.4. q(x) =−exp(−x 2).
This example is also of the type considered in Section 4 and again (5.3) holds. With the x-interval
(−1;1), the example is mentioned briey in [20] where the location of resonances is indicated on
a graph. By taking N = 1 and X = 10, we have found the resonances at the points
0:00− 0:73i; 1:12− 1:58i; 1:70− 1:99i (6.1)
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which appear to agree with three of the graphical points in [20]. The error in the initial values of
 at X = 10, as given by (4.6), does not exceed 8:0 10−36. We also note that the methods in [3]
show that there are no real spectral concentration points, and this is in agreement with the remarks
made in Example 1.1 since the resonances (6.1) are at some distance from the real axis.
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