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I N T R O D U C T I O N 
2 
La théorie des graphes est déjà connue à 
partir de 1736 [ L. Euler] mais depuis 1960, favo-
risée par l'apparition des premiers calculateurs 
électroniques, on assiste à une véritable explosion 
des recherches et des applications. Elle intervient 
en fait chaque fois que l'on est amené à représenter 
une situation ou un problème par un schéma constitué 
par un ensemble de points reliés entre eux par des 
branches. 
Le type des problèmes le plus classique 
est la représentation d'un réseau de communication ; 
réseaux de route, réseaux de cgemin de fa~, réseaux 
téléphoniques, réseaux électriques, etc ••• et en 
général, la représentation d'une relation binaire 
qui soit algébrique, mécanique. chimique, sociolo-
gique, etc ... 
Dans une démarche pour l'étude d'un pro-
blème concernant la théorie des graphes, on peut 
distinguer deux étapes : 
1- L'analyse du problème qui permet de 
schématiser le problème sous forme d'un graphe. 
2- Le travail de résolution et d'inter-
prétation des résultats. 
Ici, nous n'allons aborder que la seconde 
étape sus-mentionnée. l'utilisateur doit alors lui-
m~ma formaliser le graphe correspondant au problème 
à résoudre. La travail de cette étape est effectué 
en mode interactif. En effet, le dialogue avec l'u-
tilisateur permet de maîtriser les solutions possi-
bles tout en orientant l'analyse du problème d'après 
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ses préférences. De plus, on n'oublie pas d'offrir à 
l'utilisateur une facilité de l'introduction des don-
nées du graphe sous forme d'une conversation. 
Le but poursuivi dans ce mémoire est la mise 
au point d'un logiciel d'aide à la théorie des graphes 
en mode interactif sur l'ordinateur VAX11/780 de l'Ins-
~itut d'Informatique de Namur. 
Dans la première partie et au premier chapi-
tre, on va vous offrir une connaissance sur la théorie 
des graphes via les définitions et les concepts de 
base. Le second et dernier chapitre de cette partie 
consiste à exposer quelques problèmes les plus fré-
quents concernant le graphe lels que le problème du 
plus court chemin, le problème central de l'ordonnan-
cement, le problème de parcours eulériens, le problème 
du Postier chinois et le problème du voyageur de ccim-
merce avec leurs algorithmes. 
Dans la deuxième partie, on va aborder 
l'environnement du logiciel au premier chapitre, cela 
veut dire que sur quelle machine doit-on implémenter 
et de quel langage est-il traduit le logiciel. On 
trouve une vue globale du logiciel dans le second 
chapitre à l'aide d'un schéma des états du logiciel 
et leurs explications. Le troisième chapitre présen-
tera les structures de données concernant la repré-
sentation d'un graphe, la cohérence des algorithmes 
et l'archivage d'un graphe sur un fichier. Le chapi-
tre qui _ suit,précisera les modules du logiciel et 
leurs spécifications, du fait qui permet de savoir 
le fonctionnement intérieur du logiciel. Et on va 
terminer cette deuxième partie par un dernier cha-
pitre qui donne à l'utilisateur une probabilité de 
faire une extension au logiciel. 
PREMIERE PARTIE 
L A T H E O R I E D E 5 G R A P H E S 
5 
INTRODUCTION 
Dans la vie courante, étant donné un problème et 
après avoir lu ce problème, on a la tendance d'abstraire 
cette situation donnée en traçant, sur une feuille de pa-
pier, des points pouvant représenter des individus~ des 
localités, des . corps chimiques, etc ••• , reliés entre eux 
par des lignes ou des flèches symbolisant une certaine 
relation. 
Cette représentation figurative présente un dou-
ble avantage: 
- elle permet de mettre en évidence la structure 
profonde de la situation donnée, 
- - au point de vue pratique, elle fournit une vi-
sion globale du problème, ce qui constitue un guide pré-
cieux pour l'intuition et le raisonnement. 
Le langage des graphes permet de mettre en prati-
que cette idée. 
Dans la première partie, on va vous faire connaî-
tre le graphe via les définitions et les concepts de base 
du premier chapitre. Le second chapitre donnera l'exposé 
de quelques problèmes concernant l• graphe, les plus fr~ 
quents et leurs algorithmes • Ici, on n'a pas d'ambition 
de montrer tous les algorithmes pour un problème mais on 
en a sélectionné le plus simple et le plus compréhensible 
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CHAPITRE I 
GENERALITES .. SUR LE°S .GRAPHES 
Nous allons formaliser les notions intuitives 
qui ont pour but de vous offrir une bonne connaissance 
sur graphe, permettant de suivre la suite du mémoire. 
I.1 DEFINITIONS ET CONCEPTS DE BASE 
I.1.1. Graphes orientés 
Un graphe G= [x, u] est déterminé par: 
· un ensemble X des sommets ou des noeuds. Si 
N = IXI est le nombre de sommets ( de noeuds), on dit 
que Gest d'ordre N. 
un ensemble U des arcs qui sont des couples 
ordonnés de sommets. Si u = ( Xi, xj ) , uG U e t Xi, xj G X, 
Xi est l'extrémité · initiale de u et Xj l'extré-
mité terminale de u. On notera souvent IUI= M 
Un arc u = ( xi,xj ) dont les extrémités coîn-
cident est appelé une boucle. 
Un p-graphe est un graphe dans lequel il n'exis-
te jamais plus de parcs entre les deux sommets quelcon-
ques xi,Xj pris dans cet ordre. 
x, ,u,. 
Fig. 1 Exemple d'un 2-graphe 
u 6 a ( x2,x2) est une boucle. On a un 2~graphe car 
u2 = ( x3,x4 ) , u7 = ( x3,x4 ). 
I.1.2. Applications multivoques 
Etant donné un graphe orienté G = [ X,U ] 
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On dit que Xj est un successeur de Xi s'il exis-
te un arc ( Xi,Xj )GU. 
est 
L'ensemble des successeurs d'un sommet 
noté r.xi, 
L'application r : 
est appelée une application multivoque. 
On dit que Xj est un prédécesseur de Xi, s'il 
existe un arc de la forme: ( Xj,Xi ) 
L'ensemble des prédécesseurs de Xi é X peut alol"..s 
être r -f noté Xi 
OÙ r7-l-: X -> ffe(}I.) 
.x. i-+ r-, c -x.J =- ~ =- {'à-EX/ (6, x) é 13} 
est l'application réciproque de,-, 
Si le graphe Gest un 1-graphe, on voit qu'il 
est parfaitement déterminé par la donnée de l'ensemble 
X et de l'application mul ti vaque 1--,: X -~ §>(X). Un tel 
graphe peut donc être aussi noté : & = [X, f7 J 
En éliminant l'arc u7 du graphe de la figure 1, 
on obtient un 1-graphe qui peut donc être représenté 
par une application multivoque I' . Pour ce graphe, l'ap-
plication i' sera : 
r.,., = { x,_ ' x3 } J /~ = i x,, x,_ ] I rx3 _;: h ' X,, } ' 1:,, =- l } 
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I.1.3. Graphes non orientés 
L'étude de certaines propriétés des graphes ne 
demande pas l'orientation des arcs. On s'intéresse sim-
plement à l'existence ou à la non-existence d'un(ou de 
plusieurs)arcs entre deux sommets. 
Pour transformer d'un graphe orienté à un gra-
phe non orienté, à tout arc ( -x.~ 1 ~-), on associe le cou-
ple non ordonné (~,j.), qui est appelé l'arête (~~~J)• 
Graphiquement, l'arête (x~,~) sera représentée par un 
segment ( sans flèche) j oignant deux sommets~~ et x.; 
Etant donné un graphe non orienté G = [x~u], 
l'ensemble Usera un ensemble d'arêtes, c'est à dire 
une famille finie de parties à deux éléments de X. 
Fig.2~ Graphe non orienté correspondant 
aü gtâphë de la fig.1 
Un multigraphe est un graphe pour lequel il peut 
exister plusieurs arêtes entre deux sommets~- et :x:., don-
"' â' 
nés. 
Un graphe est dit simple si : 
-il est sans boucle . , 
-il n'y a jamais plus d'une arête entre deux som-
mets quelconques • . 
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I.1.4. Principales définitions 
- Deux arcs (arêtes) sont dits adjacents s'ils 
ont au moins une extrémité commune. 
- Le demi-degré extérieur du x..c:, noté d; (x.c:,), 
est le nombre d'arcs ayant x,~ comme extrémité initiale. 
- Le demi-degré intérieur du x~ noté dâ-(x.c:,) , 
est le nombre d'arcs ayant X~ comme extrémité terminale. 
- Le degré du X~ , noté JG- (-x .. i) est la somme 
de cl;;_ (x-) et d;!" (x.) , c'est à dire 
\,,;f" ~ \.T <.,. j - _, '! C 
d,G-(x ~) = a.,G- (x.,c;) -+ '-"'-G- x. .C:. ) 
- Etant donné A C. X , on définit : 
w+(A):: t_ (x/ ~) 611 / XEA er ~6 X-A _J 
w-(A) ~ {~,. ~ ') G 1.J / XE: X-A d- 0-é A J 
On note: 
u.> (A) -=- u.> +(A) + (A.)- (A) 
Un ensemble d'arcs ( ou d'arêtes) de la forme 
W(4)est appelé un cocycle du graphe. 
- Un graphe G= ~, u] est dit symétrique si : 
V (Jc .. i; 1 'X,;j,) E U • ( x.j I X_,:) 6 U 
- Un 1-graphe G=[x,u] est dit antisymétrique si: 
'V (x~ 1 xf) E: U ~ ('Xi 1 ~iJ 'f- U 
- Un graphe G= [x, U J est dit complet si: 
tJ c-~" /''i) GU ~ } l-:z.i 1 "),') 6 U ou.. (~, 'Xz) EU 
- Etant donné G= ~, U] , AC X 
G1= [A,u•] est un sous-gra:ohe engendré par A dont 
U ' ::. t ( x., d" ) E U / x.1 ·cJ <= A } 
- Etant donné G= [x, u] , V c. U 
G'=[x,v] est un graphe partiel engendré par V. 
- Etant donné un graphe simple G =[x,u], le 
graphe complémentaire G =~,ü] dont 
U .:: { (-x., 1j-) / 't1' . x 1 1 E X d- ( x 1 "j-) ~ U J 
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- Etant donné un graphe G = [x,u] et Ac. X, Ve. U, 
le sous-graphe partiel engendré par A et V est le graphe 
partiel de GA engendré par V. 
I.2. MATRICES ASSOCIEES A UN GRAPHE 
I.2.1. Matrice d'incidence sommets-arcs 
La matrice d'incidence sommets-arcs d'un gra~he 
G =[x,u] est une matrice A= [aiuJ, i = 1, ••• ,N; 
u = 1, ••• ,M à coefficients entiers O, +1, -1 telle que 
chaque colonne correspond à un arc de G, et chaque ligra 
à un sommet de G; si M-= (x,i,/:x.,j)é. U , la colonne u a 
tous ses termes nuls, sauf: 
~ M.,(, :: + ,1 
A' ---1 
.....,F -
D'une façon équivalente, si on considère une li-
gne i quelconque ( correspondant au sommet Xi ), alors 
la 
w + C -X. .c.:,) - { ,U.., / a,k.U, == --1-1 J 
W - ( ~~) = { .U.., / â,k,(k = - If J 
Exemele: 
La matrice d'incidence sommets-arcs du graphe de 























I.2.2. Matrice d'incidence sommets-arêtes 
1 1 
Soit un graphe G = ( X, u] où U est un ensemble 
d'arêtes. 
La matrice d'incidence sommets-arêtes de Gest 
une matrice à coefficients O ou 1, où chaque ligne i 
correspond à un sommet x1 de G, et chaque colonne à une 
arête u de G; de plus, si u =(xi,xj),alors la colonne u 
a tous ses éléments nuls sauf: 
aiu = +1 
a . = +1 ( au lieu de -1 comme dans la matrice 
JU 
d'incidence sommets-arcs) 
On dit qu'un graphe G = [x, U J est biparti si 1 1 8ll-
semble des sommets X peut être partitionné en deux sou~ 
ensembles x1 et x2 de telle sorte que, pour toute arête 
(x.i 1 ~'f) E U : 
::x:- E. X ~ 
,<, 1 -T X· 6X a, :2. 
X_<'., <:X-2,., 
-=> xi 6 x-1 
1.2.3. Matrice d'adjacence 
Soit G = [x,u] un 1-graphe, comportant éventu-
ellement des boucles ( mais pas plus d'une par sommet). 
La matrice d'adjacence est une matrice cfl ~ 
coefficients O ou 1: 
-"'::.. Ar .. , N 
i~1.1···1M 
où chaque ligne correspond à un sommet de G, et où 
aij = +1 si et seulement si (xi,xj)E U 
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Dans le cas non orienté, on peut aussi définir 
la matrice d'adjacence d'un graphe simple en considérant 
qu'à chaque arête (xi,Xj), correspondent deux arcs (xi,xj) 
et (xj,xi). Dans ce cas, la matrice d'adjacence est symé-
trique. 
I.2.4. Les différentes représentations d'un grapAe 
Pour décrire un graphe G, un certain nombre de 
représentations peuvent être utilisées. Il existe essen-
tiellement deux grandes familles de représentations: la 
première utilise la matrice d'adjacence ou ses dérivées, 
la seconde la matrice d'incidence ou ses dérivées. 
i/ A partir de la matrice d'adjacence 
La matrice d'adjacence permet d'écrire soit des 
1-graphes (orientés), soit des graphes simples ( non ori-
entés). 
Etant donné un graphe G =[x,uJ , IXI =Net 
IUI = M, on doit avoir une matrice de N x N dimensions 
ayant M éléments non zéro. 
Dans le cas des graphes peu denses ( M<< N2 
pour les graphes orientés, M«1/2 N ( N+1 ) pour les 
graphes non orientés) il y a donc une perte importante 
de places de mémoire, et alors il sera avantageux de ·dé-
crire uniquement les éléments non nuls. 
Pour cela, on utilisera deux tableaux a(.) de 
dimensions N+1 et b(.) de dimensions M (cas orienté) 
ou 2M (cas non orienté). Pour chaque sommet Xi, la liste 
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des successeurs de Xi est contenue dans le tableau b à 
partir de la case numéro a (xi)• On voit donc que l'en-
semble des su&cesseurs de Xi est contenu entre les ca-
ses a(xi) et a(xi+1) du tableau b(.) et l'on a: 
cl +(x..k) =- a...(?C...c:,-+- t1)- C<...-(x..c:.,) 
~ c~k J = a.. c~,c'.. +, )- a..c~~ ) 
(Â., (-:t, . )~ Z cl-t(x.-) + 1 
,<.. -i=- ,11 .C.:-/1 j 
(cas orienté) 
(cas non orienté) 
Cela se voit que dans le cas orienté, ceci revfu!nt 
à décrire par son application multivoque Xi • rxi• 
Lorsqu! un graphe est pondéré, c'est à dire, l'm 
associe à chaque arc ( ou arête) un poids p(u) qui peut 
être stocké dans un autre tableau p(.) en correspondance 
biunivoque avec b(.). 
Exemple: 





5" 1- 1. 
1 1 ~ +3 4 t 5 0 
x,, ~ -~ ~ I _/\_ I' 
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Cas non orienté : Considérons le graphe sim-
ple de la figure 5 
a.(.) 1 ,, 1 ~ 1 9 1 101 r LJ---=' ==1 ==~ ===4;--:i, 
.f ,2, 3 JI s ' ::,.. 'is' 9 10 
b(.) 1~J~1~1~1~1~1~1~1~1A~ 
ii/ A partir de la matrice d'incidence 
la matrice d'incidence permet de décrire par-
faitement la structure d'un multigraphe (sans boucle) 
- liste des arêtes 
la première méthode consiste à définir deux ta-
bleaux a(.) et b(.) de dimensions M donnant pour chaque 
ut: U les numéros a(u) et b(u) des extrémités. Dans le 
cas orienté, a(u) sera l'extrémité initiale et b(u) 
l'extrémité terminale. Ceci revient à décrire la matri-
ce d'incidence colonne par colonne. 
Contrairement à la matrice d'incidence, cette 
représentation permet de décrire des multigraphes com-
portant des boucles. 
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Exemple: 
Considérons le multigraphe de la figure 6 
a.,(.) 
Lorsque Ale graphe est pondéré, il suffit d'a-
jouter un tableau p(.) de dimensions Men correspondance 
biunivoque avec le tableau a(.) 
- Liste des cocycles ~+(xi) ou w(x1) 
La deuxième méthode c'est qu'on peut décrire la 
matrice d'incidence ligne par ligne en indiquant pour 
chaque xi G X 
• la liste w+(xi) ( cas orienté) 
• la liste w(xi) ( cas non orienté) 
Pour cela, deux tableaux a(.) et b(.) sont 
utilisés: 
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a(xi) est l'adresse du commencement de la liste 
de cocycle de xi dans le tableau b(.) 
b(.) est le tableau des cocycles des sommets du 
graphe. 
La liste des cocycles de Xi est commencée de 
a(xi) à a(xi+ 1)-1. 
Pour savoir l'autre extrémité de l'arc ( ou de 
l'arête), on pourra ajouter un troisième tableau c(.) 
en correspondance biunivoque avec b(.). 
Là encore, si le graphe est pondéré, il suffira 
de disposer un tableau supplémentaire p(.) en correspon-
dance biunivoque avec b(.) etc(.). 
Exemple: 
- Cas orienté: Reprenons le multigraphe orienté 
de la figure 6 
lL (•) 1 t1 3 1 1 =1 1 




- Cas non orienté: Considérons un multigraphe 
non orienté de la figure 7. 
~ 'l..v 'X3 
a..(.) 1 ~ 6- 9 ,A~ 
•Ir t 1/ .,i.,, 
b(..) ,,, 
cc-> I' ",, 1 ~ 1 ~ 1 ~ 1 ~ 1 ~ 1 ~ 1 ·~ 1 ~ 1 ') 1 ~ IA. I 
I.3. CONNEXITE 
I.3.1. Chaîne. Chaîne élémentaire. Cycle. 
Cycle élémentaire 
Une chaîne de longueur q ( de cardinalité q) 
est une séquence de q arcs : 
L = {u 1, u2, ••• , uq} 
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où chaque ur, 2 f r , q-1, ait une extrémité 
commune avec ur_1 et l'autre extrémité commune avec ur~. 
Si u 1 = (x 1 ,y 1 ) et uq = (xq,rq), alors x1 et Yq 
sont appelés les extrémités de la cha!ne L. On dit aussi 
que la cha!ne L joint les sommets x1 et Yq• 
(xemple: 
Considérons un 1-graphe de la figure 8 
L = { ~ 1 ~ / .u., 1 u~ } 
de x 2 à x3 • 
est une cha!ne allant 
- Une cha!ne élémentaire est une cha!ne telle 
qu'en la parcourant, on ne rèncontre pas deux fois le 
même sommet, c'est à dire 
L est élémentaire<é ~ 'r/A.,J..=. (x,.d')éL I c::LG-(:x.) ~ .:i,, e.r 
c:LG-(~)~~ 
- Un cycle est une cha!ne dont les extrémités 
coincident. 
- Un cycle élémentaire est un cycle minimal, 
c'est à dire ne contenant strictement aucun autre cycle. 
En parcourant un cycle élémentaire, on ne rencontre pas 
deux fois le même sommet ( sauf le sommet choisi comme 
origine du parcours). 
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6" 
1.3.2. Chemin. Chemin élémentaire. Circuit. 
Circuit élémentaire 
- Un chemin de · longueur q est une séquence de 
q arcs: p = avec u 1 - ( 1 ) - XO-, X 
u2 = (x 1 , x2) 
.. 
.. 
Uq = (xq- 1, xq) 
x0 - 4 l'extrémité initiale du chemin P 
: l'extrémité terminale du chemin P , 
- Le chemin élémentaire, circuit et circuit 
élémentaire sont définis comme la chaîne élémentaire, 
cycle et cycle élémentaire en ajoutant la notion de 
l'orientation. 
1.3.3. Connexité. Nombre de connexité 
- Un graphe est dit connexe si: 
"r/x,y é: X, alors 
X A y<€ ~ {
- soit x=y 
- soit il existe une chaîne 
joignant x et y 
A est une relation d'équivalence. 
Le nombre p de classes d'équivalence distinctes 
est appelé le nombre de connexité du graphe. 
Les sous-graphes G1, G2,•••• Gp engendrés par les 
sous-ensembles X1, X2,•••• Xp sont appelés les composants 
connexes du graphe G. 
La vérification de la connexité d'un graphe est 
un des premiers problèmes de la théorie des graphes, par 
exemple la vérification de la connexité d 1 un réseau éla:r 
-
trique, d'un réseau téléphonique, etc ••• 
1.3.4. Point d'articulation. k-connexité. 
k-arête-connexité 
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Un point d'articulation d'un graphe est un som-
met dont la suppression augmente le nombre de composan-
tes connexes. 
Un isthme est une arête dont la suppression a le 
même effet. 
On dira qu'un multigraphe G connexe est k-arête 
-connexe s'il ne peut être déconnecté par l'élimination 
de moins de k arêtes. 
1.3.S. Graphe fortement connexe.Composantes 
.fortement connexes 
Un graphe est dit fortement connexe, si 
v'x,y G X, alors 
{
- soit x=y 
xRy # - soit il existe 
de x à y et un 
à la fois un chemin 
chemin de y à x. 
Rest une relation d'équivalence. 
Le nombre q de classes d'équivalence distinctes 
est appelé le nombre da connexité forte du graphe. 
Les sous-graphes G1, G2,•••1 Gq engendrés par .1œ 
sous-ensembles X1, X2,•••• Xq sont fortement connexes et 
sont appelés les composantes fortement connexes de G. 
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CHAPITRE II 
QUELQUES PROBLEMES ET LEURS ALGORITHMES 
En raison de ses larges applications, l'analyse 
de la théorie des graph~s a été développée rapidement au 
cours des années récentes. De plus, une analyse succes-
sive dépend beaucoup de l'existence des algorithmes ef-
ficaces. 
11.1. LE PROBLEME OU PLUS COURT CHEMIN 
11.1.1. Définition et notation 
Considérons un graphe sans boucle G = [x,u]; à 
chaque arc duquel est associé un nombre réel, ce nombre 
sera désigné par l(u) = lij pour l'arc u = (xi,xj} et 
appelé longueur de 1 1 arc. Soit/- un chemin quelconque 
de G, on appellera longueur du chemin /L le nombre : 
~f.r) = z te'-<,) 
M-éjv 
Le problème du plus court chemin entre deux som-
mets Xi et x j sera de trouver un chemin .).v de Xi à x j 
dont la longueur totale: 
est minimum. 
Remarques importantes: 
i/ Entre Xi et Xj ( descendant de Xi } donnés, il 
existe un chemin de longueur finie au minimum si Gest 
sans circuit de longueur strictement négative ( circuit 
absorbant). 
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ii/ Il est clair que si l'on inverse le signe 
de la longueur de chacun des arcs d'un graphe, tout 
chemin primitivement de longueur minimale sera après 
cette inversion un chemin de longueur maximale ( et 
inversement). AinsiJtous les résultats et algorithmes 
qui n'impliquent aucune restriction sur le signe des 
longueurs, s'appliquent indifféremment aux plus courts 
comme aux plus longs chemins. 
II.1.2. Divers aspects du problème 
Pour différencier les divers aspects de ce pro-
blème, il suffit d'adopter l'un après l'autre les trois 
points de vue suivants: 
i/ Le graphe G peut avoir, ou au contraire ne 
doit pas avoir de circuit: cette distinction est impor-
tante car l'absence de circuit permet de ranger les sa~ 
mets du graphe de manière à _ce que le calcul soit séquen-
tiel; en outre on ne court pas le risque de rechercher 
la solution d'un problème qui n'en a pas. 
ii/ La longueur des arcs est de signe quelconqlB 
ou au contraire elle a un signe déterminé. 
iii/ La recherche des chemins de longueur mini-
male doit être entreprise eAtre .deux sommets seulement. 
11.1.3. Principaux algorithmes 
Les algorithmes proposés pour la recherche des 
chemins de longueur minimale sont fort nombreux, mais 
ici nous allons présenter seulement deux parmi eux. En 
premier lieu, nous allons décrire le plus simple et 
efficace algorithme à résoudre ce problème dans le cas 
lij~ 0 ( t/ i,j ) et après c'est la méthode du cas 
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général de lij ~ 0 en supposant qu'il n'existe pas de 
circuit absorbant. 
i/ Cas où lij~O 
Le plus efficace algorithme du chemin le plus 
court des à test donné par DIJKSTRA. Généralement, la 
méthode est basée sur l'affectation temporaire de labels 
aux noeuds, et chaque label d'ur noeud est une borne su-
périeure de la longueur du chemin des à ce noeud. Ces 
labels sont continuellement réduits par une procédure 
itérative jusqu'au moment où ils sont égaux à la longueur 
du plus court chemin des au noeud donné. Les détails œ 
cette méthode sont comme suit: 
Algorithme DIJKSTRA ( lij~ 0) 
Soit ît( Xi) le label du noeud Xi 
Soit S l'ensemble des noeuds ayant le label tem-
poraire. 
Initialisation 
Etape 1. 1( (..a)= 0 
s=X-t<>J 
1I ( x.i.) ::. oo 
t,=~ 
~ise à jour des labels. 




fixant le label comme permanent. 
.. -Etape 3. Sélectionner X,é S tel que 
.(.; 
lt(~) = ~ [rt.C-x,i) J 
Etape 4. S = S - LX-:} et ~:. X,,1 
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Etape S. 
- Dans le cas où le chemin des à test désiré. 
Si p = t, l(p) est la longueur du plus court 
chemin demandé. Terminer. 
Sinon aller à l'étape 2. 
- Dans le cas où le chemin des à tout noeud 
est demandé. 
Si {s 1 = O, alors tout R.(-:t..J est la longueur 
du plus court chemin des à Xi• Terminer. 
Sinon aller à l'étape 2. 
ii/ Cas général (l,e;i ~ 0) 
La méthode est proposée par fORD, MOORE et 
BELLMAN de l'année 1950. Elle est itérative et basée 
aussi sur l'assignement du label au noeud, où à la fin 
de la k ième itération, les labels représentent les va-
leurs de leur plus court chemin (des à tout noeud) ne 
contenant pas plus de k+1 arcs. La différence entra cette 
méthode et celle du DIJKSTRA c'est qu'aucun label n'est 
considéré comme final dans le traitement sauf au moment 
où tous les labels ont la valeur finale. 
ii.1/ Algorithme du cas général [BELLMAN 1958] 
Soit 7{,./{('%..c:)le label du noeud X..; à la fin de 
( k+1 ) ième itération. 
Initialisation 
Etape 1. S.:r() 
r.,-4 {l(s, x.~) 
,, (~) = 
00 
,1 
K_-o 7[ (A) - 0 
' - I -
\1 ?C.-~ E r ( S ) 
tj ~~ f- 1-,(S) 
Mise à jour des labels. 
Etape 2. Ti = ,Î-1 (-x,~) n 5 
faire pour ta.ut ~ é ,-c.s) 
~·"'c) , --1<. . . {--~ p ] 1C ~ = ~L 1C c~.i)., ~ Il l",i)+ 'l (x .. ,x.,.;)} 
X•GT · 0 a-
l " 
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( S: l'ensemble des noeuâs ayant un chemin des 
à eux ne contenant pas plus de k arcs) 
Test de terminaison. 
Etape 3. .e._ 
(a) Si ~f 'Jt--f et 11/t.+.f (~) ~ ït c~~) VX;. é-X 
alors la solution optimale sera obtenue et les 
labels seront les longueurs des plus courts chemins. 
Terminer. 
JJ l<..1- A .P (b) Si ~<.-t1-·~ mais R c~,) * tT~(2-i,) j ~ 6X 
Aller à l'étape 4. 
(c) Si ~:.~-1 et 1r'+J (-x.k) =/:; 7l..{(1'i) J x..c: é X 
il existe un circuit de longueur négative. 
Préliminaires de l'itération suivante. 
Etape 4. Mise à jour de S 
s = [ X,~ ; ïc:t<.+,, c~.4,) i= ïT ~ C2-;.) } 
Etape S. ~=- l+-1 
Aller à l'étape 2. 
Les chemins pourraient être obtenus en ajoutant 
de plus un autre label etc~)à chaque noeud Xi, OÙ e'C~) 
est le noeud justement avant Xi sur le plus court che-
min des à xi dans la k ième itération. On peut commen-
cer par ,f 
e (-:t...:)=-" 'v x., · 6 r(s) .c.., 
Ü $1 (2._;) :D l1 x.~ (/:. r7 Cs) 
{ 
Les labels 8 (t~) peuvent être mis à jour à 
Il { (-%.~) ~ ~"'- { 7r{_(~·) + f ( ;t.. 1 ~-)} )•€Ti, a' J N 
,.;. x-i E ',; /rrG. C•-; ) + ,l (,'i' '¾. ) 
est minimum. 
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Si V est le vecteur des labels ê à la fin de 
l'algorithme, le plus court chemin des à Xi est: 
s1 .... , e\-x.~) , ei.c~.,:) ) e (-:x.."J , x.~ 
"~ ei c:x-~): ~ ( e~ .. --~c~k>)- -. ) 
l, 1c-w 
ii.2. Exemple 
Considérons le graphe de la figure 9. Il nous 
demande de chercher les plus courts chemins de l'un aux 
autres ou de détecter le circuit négatif s'il existe. 
L'algorithme procède comme suit: 
Initialisation 
Etape 1. 5.:4 / S:: rcx-')=-l~ r~} 
-1 À _,f ( :_\ 8 I(.. Cx,1) = O , ï[ (x.z.) ::. "f , IL .x31=. 
îï1(x~).: ôO pour les autres si k=1 
Première itération 
Etape 2. f' (5).: { x.z., X.t, 1 -xs, .:x, 1 x3 3 . AL:J"Z-S 
pour x 2 : 
T~ := { ~ , ~ } () fx . i- 1 x3 J = l x3 J 1 
-i ) - 1 
Il (\_ = 11¾,,v l R (x~) / { rr"c~) + f(~I~ JJ] 
: ')rt.c.,/1'\.. r -=1 / Ao ] = f"" 
pou r x 4 : Tit = { x.z_,1 2s- J n { ~ , ~} :: t x.z, J 
eJ- Îf i(X,4) = 1'l1M1, [ 00 / -11 J = tJ ,f 
pour x 5 : Ts- .: { ~' ~} n i x,2,, x3j = { a.z,} 
~ --rr.i(~)~~ [ôô 1 Cf-t,.)] = S 
pour x6 : T, = {~, ~3 J n f X..i,,~ j =- { x-2.,, ~ J 
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7T\xJ= m.w [oo ,~{(r+.z)J (i+~>J] = 9 
pour x3 : 7j = f x_41 x.s,- J n { ~,, -x3 J = </> 
ïl.. ~(x3) = 8 
las labels ïr.2(~) maintenant sont : 
[ o, 1 , 8 , 41 ,, B , 9] 
Etape 3 (b) : aller à l'étape 4 
Et a p e 4 : S .:. f .x.'-t I X fi I Xe; J 
Etape 5: --k~z,, aller à l'étape 2 
Deuxième itération 
Et a p e 2 : ï' ( S) = [ X., , ~3 , xs- 1 ~ J . Al o r s 




ÏT 3 ( ~) : ~ [ A o I t B -t i, } J :: 4 ô 
: '3 ~ [ x_0 :xç 3 n f xiu %- , x, ! ~ { 7 J 
1T3(1) = ~ [!7, iB-<-J J :. ' 
: Ts = t ~' ~ .} n { ~ , xs- , x, } = { x.c; 3 
1i3(~s) = ~ [ ~, {9+3j] ::. 8 
: 7' = lx.z..1 "3 J n l ~ / -¼, 1 :X.r, x'" J .=- { ~3 i 
1P(~) = ~ [ 9 I t 8+--2.]] :: g 
les labels îT3(x,c:) maintenant sont : 
[0 1 ":f 1 G,Ac/8 1 3] 
Etape 3 (b) : Aller à l'étape 4 
Etape 4 : 5 · 5· J 
= l ~ 1 ~4 
Troisième itération 
Etape 2 : r ( S) -=- l 'X~, Xr; 1 x4t 1 ~ } 
T~ = l } ' ,r-4 ( ~); 1 
î, = f ~, "J } , 114 ( x, ) :: 8 
T4 ; { ~ } , ''-4 C ¼ > = 1 o 
Ta = { } , ïl" C x3 J = ~ 
Les labels ri" (x,c:) maintenant sont. 
[ Ô J t" 1 b 1 ,1o f 8 I g ] 
Quatrième itération 
Etape 2 : î7(S) :: { ,c, J 
T, ~ l J J 1[4 (~ ) ::: 8 
Les labels 7rs ( X...,c:) maintenant sont 
[ o 1 1 , b , ,f ô , î,, g ] 
Etape 3. Terminer 
-4c Le vecteur de label Il x-") est le même 
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et alors ces labels sont les longueurs du plus court 
chemin. 
11.2. LE PROBLEME CENTRAL DE L'ORDONNANCEMENT 
II.2.1. Définition et notation 
Etant donné un objectif qu'on se propose d'at-
teindre et dont la réalisation suppose l'exécution pré-
alble de multiples tâches, soumises à de nombreuses con-
traintes, déterminer l'ordre et le calendrier d'exécut.icon 
des diverses tâches. 
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Ici nous étudierons le cas particulier le plus 
important ( problème central de l'ordonnancement) où 
les seules contraintes sont des contraintes de successi-
ons dans le temps ( l'exécution de la tâche j ne peut 
être commencée que lorsque la tâche i est achevée). On 
supposera donc que 1 1 objeGtif à atteindre se décompose 
en travaux élémentaires ou tâches - chaque tâche i est 
caractérisée par sa durée di et par les contraintes qui 
la lient à d'autres tâches. 
La représentation par un graphe d'un problème 
d'ordonnancement permettra une bonne appréhension glo-
bale du problème. 
L'étude de ce graphe permettra alors d'identifier 
les tâches prioritaires et de détecter à temps pour pre:i-
dre les mesures correctives nécessaires, les retards ou 
les dépassements de moyens. 
11.2.2. Le graphe potentiels-tâches [s.ROY 196•] 
A partir du projet donné on construit le graphe 
suivant: 
A chaque tâche i, on associe un sommet Xi du 
graphe. 
Si la tâche i doit précéder la tâche j, on dé-
finira un arc (xi,xj) de longueur dxi 
- Le graphe doit être sans circuit. 
- On ajoute au graphe deux tâches supplémentaires 
0(.. et W _ correspondant respectivement la tâche de début 
et la tâche de fin de longueurs tl,CI(... =- d,.w -:. 0 
Le travail commençant à la date O, on cherche un 
ordonnancement qui minimalise la durée totale du travail. 
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*La date au plus t6t ti de début da la tâche i 
est: 
,t ~ :: 11w.x. ( ,Ci -t t ) 
3'Er;1 
c'est à dire que ti est égale à la longueur du plus long 
chemin .l ( "'-, ~ ) de oc à Xi 
* La durée minimale du projet tw est la longuet.r 
du plus long chemin de ex:. à w • 
i est: 
* La date au plus tard Ti pour commencer la tâche 
T~ = ~ ( T/- J..,;,) 
-x:ie'~ 
evvec. Tw ="--tw 
ce qui montre que 
Ti : tw - .[ (x~- 1 w) 
* La marge mi de la tâche i est définie comme la 
différence entre la date au plus tôt et la date au plus 
tard: 
~- = <., 
* Les tâches critiques sont les tâches dont la 
marge est nulle. 
II.2.3. Les algorithmes 
Dans les algorithmes correspondant au problème 
d'ordonnancement, on a utilisé une fonction particulière 
appelé" Rang"• La fonction Rang associé à un graphe 
sans circuit est obtenu en affectant, à chaque xi E X un 
nombre entier positif R(x 1 ) tel que: 
- R(x 0 ) = 0 où x0 est la racine du graphe 
Cl r~ 1 ~o) 
R(xi) = le nombre d'arcs dans un chemin de 
cardinalité maximum entre x0 et xi. 
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L'algorithme pour obtenir cette fonction Rang 
est le suivant: 
i/ Algorithme: Recherche de la fonction rang 
d'un graphe sans circuit. 
di= O. 
Etape 1: Initialisation 
Poser cl~-:. 1 rx..1 ·tJx.~ é. X / 
k = o 
S = X 
Etape 2: La mise à jour de R(xi) et di 
Soit Sk l'ensemble des sommets Xi€ S tel que 
Pour tout xi<= SR , faire 
- R(~) =-~ 
- '1' X. ( € j"'1:_ ' d.,. : c)..,j - ,f J- -(J/ 3' q 
Etape 3: Test de terminaison 
S= S- S1v 
..-fq_,;::-f<...+-1 
S~ I s / ::. o I terminer 
Sinmn aller à l'étape 2. 
Les deux algorithmes suivan~s qui nous donnant 
respectivement la date au plus t6t et la date au plus 
tard d'un problème d'ordonnancement. 
ii/ Algorithme: Recherche des dates au plus tard 
d'un problème d'ordonnancement. 
Etape 1 :Initialisation 
to<'... = 0 
Etape 2: Appeler la fonction rang du graphe. 
Etape 3: Prendre les sommets Xj par rang crois-
sant et faire 
--t I :::: ,m,a.,,>< ( t,,:, + cl.:, ) 
t X,• é r:-• ~ ;)t.i 
iii/ Algorithme: Recherche des dates au plus 
tard d'un problème d'ordonnancement. 
Etape 1. Initialisation 
Poser Tw := ~w 
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Etape 2. Prendre les sommets Xj par décroissance 
et faire ïf = ~ (T~)-¾ 
:X.,· é 1 ;;x,; .. 
,l., t 
i v/ Exemple: : cf r. à 1 1 exemple d I utili sabiion dans 
l'annexe. 
II.3. LE PROBLEME DE PARCOURS EULERIENS 
II.3.1. Définitions 
Soit G = Ix,uJ un graphe non orienté. 
Une chaîne eulérienne est une chaîne empruntant 
une fois et une fois seulement chaque arête de G. 
Un cycle eulérien est une chaîne eulérienne dont 
les extrémités coincident. 
II.3.2. Problème ( le problème des ponts de 
KOENIGSBERG) 
La ville de Koenigsberg est traversée par la 
rivière Pregel qui coule de part et d'autre de l'île de 




Un piéton pourrait-il, en se promenant, traverser 
chaque pont une fais et une fois seulement? 
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Le problème équivaut à la recherche d'une chaîne 
eulérienne dans le multigraphe de la fig. 10-b où l'on 
associe un sommet à chacune des quatre régions a, b, c, 
d et une arête à chaque pont. 
II.3.3. Algorithme de recherche d'une chaîne 
eulérienne 
i/ Théorème 
Un multigraphe G = [x,u] connexe, admet une 
chaîne eulérienne si et seulement si le nombre de som-
mets de degré impair est O ou 2 [1~] 
Un graphe G satisfaisant au théorème sera dit 
eulérien 
ii/ Algorithme de recherche d'une chaîne eulé-
rienne 
L'algorithme que nous allons présenter se déduit 
directement de la démonstration du théorème précédent. 
On construit la chaîne L d'origine a et n'emprun-
tant pas deux fois la même arête. Si toutes les arêtes 
de G n'ont pas été utilisées, soit G1 le graphe partiel 
engendré par les arêtes restantes. On choisit un sommet 
x1 de G1 de degré plus grand que O dans G1, et on cons-
truit suivant le même principe un cycle,A d'origine x1 
et n'empruntant pas deux fois la même arête de G1• Lors-
qu'on revient à x1, la chaîne Lest augmentée du cycle 
• Si toutes les arêtes de G1 ont été utilisées, c'est 
terminé. Sinon on fait la même façon à G2 at ainsi de 
suite jusqu'à épuisement des arêtes de G. 
Quelques notions : 
* rf ~E. U I S-(u.) : le numéro de 1 1 arête suivant 
immédiatement l'arête u. 
* "ïfzé X ' w c~) : l'ensemble des arêtes incidEn-
tes de x 
et \ w (;)(..) \ : le degré de x. 
* ,(,(,,,;: (~, 1) é W (x..) ; Jx.. (.(..(,)-:: ~ le numéro de 




~Ca.)= 1 c:.o (.;x.,-) 1 't/ :x- G X 
V::.. O ( * nombre d'arêtes dans la cha!ne *) 
~~tUl+4 (* Û=dernière arête empruntée*) 
\ix.~)( J <f C~) est le numéro de la dernière 
arête utilisée pour arriver au sommet x; 
cpca.-) = 1u1 +1 ; 'fc~J=o r1~'=-x, ia.J 
a=--" 
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x-,,-, , -'-- b (* a,b sont les extrémités de la cha!ne*) 
- """I "' -
(b) (Ajouter une arête à la chaîne) 
Si oc(x,) =- ô aller en (d). Sinon 
Soit u l'arête numéro c;,(_(x) dans le cocycle w (x) 
f" aire : o<..(.x-) +- o<.. (:,t., )- -1 
Si: u=Ü, ou si G"(u)/0, retourner en (b). Sina, 
~ ::: s .X, ( ,U, ) 
f(1)= .u.,, 
G"'"(~) ::.,_.(,(.../ (* mettre la dernière arête après 
l'arête u venant d'insérer dans 
la chaîne*) 
(* incrémenter le nombre d'arêtes 
de la chaîne*) 
X..::.~ 
Six= t, aller en (c) 
Sinon: Ü = u, et retourner en (b) 
(c) G""(u) = = u 
Si v = M Fin. Sinon: 
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(d) Sélectionner un sommet z quelconque tel que 
°'-(k)jO 
Poser: x = z; t = z 
Û = f(x) 
-û = G"(Ü) 
Retourner en (b) 
11.4. LE PROBLEME DU~ - POST I ER CHINOIS" ( NON 
ORIENTE) 
11.4.1. Définition at notation 
Soit G = [x,u] un graphe connexe non orienté 
et associons à chaque arête u ~ U un nombre 1(6)~ o. 
Le problème du" Postier chinois" ( non ori-
enté) est de séterminer un cheminement entre deux 
sommets a et b donnés dans G utilisant chaque arête 
de Gau moins une fois, et de longueur totale minima-
la ( MEi KO KWAN 1962 ). 
On peut toujours supposer que a et b du che-
minement sont confondus. Dans le cas contraire, il 
suffirait de rajouter à G une arête u = (a,b) tel que 
l(u) = 0 : à tout parcours fermé de longueur totale 
minimale sur G1 = Ix,u u {(a.-)b)}], correspond un parcours 
entre a et b sur G = [x,u] et de même longueur. 
Si Gest eulérien, alors le cycle eulérien de 
G sera une solution optimale du problème. 
En général, G n'est pas eulérien, et par suite, 




i/ Lemme 1 
X. est de cardinali té paire. r..f 2.J imp L 
Le problème revient alors à rajouter un certain 
no~bre d'arêtes au graphe G initial de manière à le ren-
dre eulérien tout en minimalisant la somme des longueuœ 
des arêtes supplémentaires. 
on · convien6ra de n'ajouter une arête u' = (xi,xj) 
que s'il existe déjà u = (xi,Xj) dans G et l(u') = l(u). 
L'arête u' est appelée une copie de u. 
ii/ Lemme 2 
Soit U1 l'ensemble des copies d'arêtes de G tel 
que G1 = (X,U+U 1 ) est eulérien. 
Soit xi 1 un sommet de degré impair dans G. 
Alors l'ensemble U' contient une chaîne élémentaire 
joignant x11 à un autre sommet Xj ~ xi1 , Xj é Ximp 8~] 
iii/ Lemme 3 
Soit x1 ,xjc:; Ximp et 
et {ui G U' /ui I est 
une copie de ui) 
Alors Lest une chaîne de longueur minimale 
entre Xi et Xj dans G. [] 
Considérons maintenant le graphe non orienté 
complet ~(Ximp) construit sur Ximp et où chaque arête 
(x1,xJ•) (xi€ x. , x. G X. ) est munie d 1 un poids Pij imp J 1.mp 
égal à la longueur de la plus courte chaîne entre xi et 
Xj dans G et cette longueur peut être calculée à l'aide 
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d'un algorithme du plus court chemin. 
A chaque arête de 'JÎ(Ximp) correspond ainsi 
une chaîne de G. 
iv/ Théorème 
A une solution optimale du" Postier chinois" 
on peut faire correspondre un couplage parfait de poids 
minimum dans le graphe Jt, (Ximp) et réciproquement. fil~] 
D'après le théorème, la résolution du problème 
de" Postier chinois" non orienté se ramène à la détar-
mination d'un couplage parfait de poids minimum 'ft 2.,J • 
II.4.3. Solution 
Pour résoudre le problème du" Postier chinois" 
on doit effectuer des tâches suivantes : 
- Etablir l'ensemble Ximp des sommets du graphe 
de degré impair 
- Déterminer les longueurs de toutes les plus courtes 
chaînes entre les couples de sommets de Ximp dans G. 
- Construire le graphe complet ·Ji:,(Ximp) où le 
poids d'une arête (x1.xj) est la longueur de la plus 
courte chaîne entre Xi et xj (xié: Ximp' Xj (: Ximp) 
- Faire un couplage parfait de poids minimum 
su r 'Jl ( Xi m p ) 
- Chercher les chaînes {*) de G correspondant 
au couplage 
Enfin la solution optimale du problème est donc 
obtenue en ajoutant au graphe initial les arêtes des 
chaînes {*) 
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II.S. LE PROBLEME DU VOYAGEUR DE COMMERCE (NON ORIENTE) 
11.s.1. Enoncé 
Un représentant de commerce doit rendre visite 
à n clients x1 , x2 , ••• , xn en partant d'une ville x0 
et revenir à son point de départ. Il connaît les dis-
tances d0 j qui séparent le dépôt x0 . de chacun de ses 
clients xj, ainsi que la distance dij séparant deux 
clients quelconques Xi et xj ( D = dij ) • 
Dans quel ordre doit-il rendre visite à ses 
clients pour que la distance totale parcourue soit 
minimale? Ce problème revient à rechercher un cycle 
hamiltonien de longueur totale minimale dans le graphe 
complet G construit sur l'ensemble des sommets 
X = { x 0 ,x1, • •• ,xn} 
les arêtes étant munies des longueurs dij • 
11.s.2. Solution 
Pour résoudre le problème, on propose d'utiliser 
les techniques d'énumération basées sur une exploration 
par séparation et évaluation [ cfr. chap. 11, -1 .2.. ],1C-=r].J[1.4J 
· Algorithme de Liî<tla 
Etape 1. Recherche d 1 une évaluation par dé-
faut [ cfr. 2.1. chap. 11 .J -f2., J 
- Calculer 
hi = min dij ~ 0 
i 
-Soustraire hi à tous les éléments d 1 une même 
ligne ide O. 
- Calculer 
- Soustraire hj à tous les éléments d 1 une même 
colonne j de D (*La nouvelle matrice obtenue 0 1 a 
tous les éléments positifs d'ij ~ 0 et contient au moire 
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un zéro par ligne et par colonne*) 
- Calculer l'évaluation par défaut de l'ensemble 
des circuits hamiltoniens 
, 
ev(.fl) = {. = ~~-/''+~li 
,(,, ~ 
Etape 2. La procédure par séparation et évalu-
ation séquentielle ( S.E.S. ) [ chap. 11 ~ --i ît- J 
- Calculer les eij correspondant aux d'ij = 0 
e .. - C>L , + f¼i-,(,J- - ,V 





Séparer le couple (i, j ) qui maximise e .. 
.lJ 
- Calculer .e,;\J" C lj) ~ e,o--(.D.) -+ fi .;j 
et eN ( Â.,J) :=. UT ( J2) + (9d'~~ 
- Simplifier la matrice D' par élimination de la 
ligne i et de la colonne j. On fait de plus d 1 • • = HIGHVALR 
.l.J 
pour éliminer le circuit possible 
n ~ n-1 ( n est le nombre de noeuds du g_raphe ) 
Sin= 1 alors FIN 
Sinon aller à l'étape 1 
Remarquons que la matrice D = [ dij] est non 
symétrique à cause des sens uniques. 
DEUXIEME PARTIE 





Le but de ce mémoire est de créer un logiciel 
d'aide à la théorie de graphe appelé GRAPHLOG, qui a 
l'objectif de nous offrir les facilités à résoudre les 
problèmes pouvant représenter en graphe. 
Après vous avoir fairconnaître quelques notions 
de graphe et avoir élaboré les problèmes les plus fré-
quents et leurs algorithmes, nous allons étudier les ou-
tils qui seront utilisés à l'implémentation du logiciel 
et sa structure. 
Dans cette deuxième partie, nous allons aborder 
l'environnement du logiciel au premier chapitre, c'est 
à dire ~ur quelle machine implémentons-nous et de . quel 
langage est-il traduit le logiciel. 
Le second chapitre donnera une vue globale du 
logiciel à l'aide d'un schéma des états du logiciel et 
leurs explications. 
Dans le troisième chapitre, nous présenterons 
les structures de donnéa.rconcernant la représentation 
d'un graphe, la cohérence des algorithmes et l'archiva-
~ 
ge d'un graphe sur un fichier. 
Le chapitre suivant va préciser les modules du 
logiciel et leurs spécifications, du fait qui nous per-
met de savoir le fonctionnement intérieur du logiciel. 
Et nous terminerons cette deuxième partie en 
donnant à l'utilisateur une probabilité de faire une 
extension au logiciel. 
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CHAPITRE I 
L'ENVIRONNEMENT DU LOGICIEL 
La construction efficace d'un logiciel deman~e 
des outils impeccables. Ainsi, on a décidé d'implémen-
ter le logiciel sur le VAX-11/780 de l'Institut d'In-
formatique de ~amur et de le traduira par le langage 
VAX11•PASCAL. 
I.1. LE VAX-11 / 780 
Le VAX-11/780 est un ordinateur qui est produit 
par le DIGITAL. 
Son architecture et son système d'exploitation 
VAX/VMS sont conçus et crées ensemble. On est cettain 
qua le VAX architecture rehaussait l'efficacité du sys-
tème d'exploitation VAX/VMS et que le système d'exploi-
tation donne l'avantage au VAX processeur. 
Le VAX processeur offre 32-bit d'adressage vir-
tuel, une gestion sophistique de mémoire et une mécani-
que de protection et tous ceux-ci sont complètement 
exploités par le VAX/VMS. 
De plus, le VAX peut fournir un système de mul-
tiutilisateur pour des ~pplica~i~ns larges et compliquées 
et il peut compiler et exécuter concurremment des énor-
mes programmes. 
Le VAX architecture est aussi préparé pour 
augmenter la performance du programme. Il donne un en-
semble d'instructions puissantes et de nombreux types 
de donnée$, Le résultat c'est que le compilateur va 
générer les codes compacts et efficaces et les faire 
rapidement. -Du fait, le temps d'exécution d'une appli-
43 
cation sera moins long et plus performant. Le VAX est ~ 
encore compatible avec le POP-11. 
D'après ce qui précède, on a tiré quelques 
avantages lorsqu'on implémente le logiciel GRAPHLOG 
sur le VAX , : 
- Le 32-bit adressage virtuel permet d'éviter 
le problème de limite de l'espace d'adresse du programme. 
-tLe système multiutilisateur facilite l'exécu-
tion du logiciel. 
- Le temps d'exécution du programme est efficace. 
- Enfin car il est compatible au POP-l1 donc on 
peut implémenter le logiciel aussi sur le PDP-11 qui est 
disponible à l'Institut d'Informatique de Namur. 
I.2. LE VAX11-PASCAL 
On a choisi le VAX11-PASCAL pour traduire le 
logiciel car il permet de décrire la structure de don-
néeSdu graphe sous forme de pointeur. Ce fait nous donne 
une facilité à introduire les données. , Oe plus la struc-
ture de pointeurspermet aussi de créer les listes et 
la plupart des algorithmes de graphe en ont besoin. 
Un autre avantage de Pascal c'est qu'il offre les 
types SET et ARRAY qui sont indispensables dans les al~ -
rithmes de graphe et permet aux utilisateurs de créer ses 
propres types convenables en faisant la combinaison des 
types disponibles de Pascal. 
Le VAX11-PASCAL permet d'avoir des accès par clé 
sur le fichier organisé indexé. Ce fait est très intéres-
sant car les autres Pascal ne permettent que l'accès 
séquentiel ou direct qui oblige les utilisateurs soit 
à perdre beaucoup de temps ( accès séquentiel ), soit 
à devoir savoir la position de l'enregistremen~ 
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eccéd~ ( accès direct). Avec la permission d'accès par 
clé, l'utilisateur peut facilement consulter l'enregis-
trement via sa clé ( un nom logique) et le modifier. 
Le VAX11-PASCAL donne un autre avantage c'est 
de compiler séparément les modules et de les linker en 
un seul module avant de 1 1 exécuter •. Il permet aussi les 
procédures des modules séparés de pouvoir appeler entre 
eux. Ce · fait nous aide à moduler notre logiciel. 
Enfin le langage Pascal est un langage bien 
structuré et le plus proche du pseudo-langage, per-
mettant de traduire aisément les algorithmes de graphe. 
Néanmoins, le VAX11-PASCAL a aussi quelques in-
convénients: 
- Le cardinal du type SET est limité, donc le 
nombre de noeuds d 1 un graphe est limité{~ 255) 
- Il ne permet pas de lire correctement des 
chiFfres de l'écran. ( On doit créer soi-même les 
fonctions de lecture des nombres) 




LA CONFIGURATION DU LOGICIEL 
GRAPHLOG est un logiciel concernant l'étude de 
la théorie des graphes. Il demande l'utilisateur d'avoir 
une bonne notion sur la théorie des graphes. De plus, 
GRAPHLOG nous donne une facilité à l'examen d'un graphe 
et nous permet aussi de résoudre certains problèmes tels 
que le plus court chemin, l'ordonnancement, la recherche 
d'un chemin eulérien, etc ••• Mais la représentation figu-
rative du problème doit être réalisée par l'utilisateur 
c'est à dire après avoir lu l'énoncé du problème, c'est 
l'utilisateur lui même qui va abstraire cet énoncé en 
traçant sur une feuille de papier des points pouvant re-
présenter des individus, des localités, des corps chimi-
ques, etc ••• , reliés entre eux par des lignes ou des flè-
ches symbolisant une certaine relation. 
GRAPHLOG a été développé pour travailler uniqu~~ 
~ent en mode interactif; il existe des commandes qui per-
mettent de changer les é~ats du logiciel. A chaque état, 
l'utilisa~eur peut réaliser un certain nombre de traite-
ments sur le graphe. 
Ce chapitre est décomposé en deux paragraphes: 
le premier concerne le schéma des états du logiciel et le 
deuxième se rapporte~aux spécifications d'état. 
II.1. LE SCHEMA DES ETATS DU LOGICIEL 
la configuration du GRAPHLOG est schématisée à 
la figure 11. Le superviseur a pour but de contrôler les 
états du logiciel GRAPHLOG. Le superviseur nous permet 
de faire les changements d•étét adéquats suivant un 








A tout moment GRAPHLOG est caractérisé soit par 
un êtat stable, soit par un état instable. 
Il est dans un état instable lorsqu'il est en 
train d'exécuter une opération quelconque. 
Il est dans un état stable, soit à la fin d'une 
opération, soit dans l'attente d'une requête rentrée 
par l'utilisateur. 
A un état stable quelconque du GRAPHLOG, selon 
la touche frappée par l'utilisateur, GRAPHLOG peut après 
avoir réalisé l'opération demandée, soit aller vers un 
autre état stable, soit re t:"our.ner à son état initial. 
Quand l'utilisateur fait exécuter GRAPHLOG, il 
peut se trouver dans les états suivants: 
1. IN • Initiation • 
2. SLIP • Superviseur • 
3. DEC . Oeclaration • 
4. GRA • Sélection de traitement sur graphe • 
s. FIC . Fichier • 
6. VER • Vertex • 




11.2. LES SPECIFICATIONS OES ETATS DU LOGICIEL 
I I • 2 • 1 • ~ t.a t I N 
Avant l'exécution du GRAPHLOG, l'utilisateur 
est dans l'état OFF. Pour passer à l'état IN, il faut 
faire exécuter GRAPHLOG via VAX/VMS par la commande. 
- RUN GRAPHLOG 
L'état IN est · stable lorsque la fonction ini-
tiation de l'écran ( INITPROG) est réalisée. 
Pour passer de l'état IN à l'état SLIP, l'utili-




N.B. Les touches à frapper sont mis dans <,••> 
< >:taper su~ la touche RETLIRN 
11.2.2. Etat SLIP 
Lorsqu'on est dans l'état SLIP, l'utilisateur 
porrait, soit sortir du logiciel, c'est à dire revenir 
à l'état OFF, soit sélectionner un état suivant concer-
nant ce qu'il veut. ( Fig. 13) 
8 
Fig. 13 
N.B. On reste toujours à l'état SLIP lorsqu'on 
frappe sur<x>tel que x(j. { D,G,F,E} 
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II.2.3. Eta~ DEC 
Dans l'état DEC, on ne peut que soit quitter 
l'état pour revenir à l'état SLIP, soit entrer un parmi 
les deux états suivants: l'état VER ou (exclusif) 
1 1 état EOG. (fig. 14) 
Fig. 14 
La fonction de DEC . est de permettre à l'uti-
lisateur de déclarer un graphe (inexistant) ou de modi-
fier un graphe (existan~). 
II.2.4. Etat VER 
Dans cet état, on peut réaliser un certain nombre 
d'opérations sur les noeuds. Les opérations sont réalises 
en mode interactif et peuvent être réexécutées autant 
de fois que l'utilisateur le désire en utilisant la même 
méthode. La sortie de cet état consiste à revenir à l'état 
DEC ou à r~Mtrer directemeni • ~- 1•~tat SLIP. ( r {g.15) 
<S> 
fig.15 
Les opérations possibles sont: 
C : Création d'un nouveau graphe 
I : Insérer un noeud à un graphe 
D : Supprimer un noeud d'un graphe 
L : Lister tous les noeuds du graphe 
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L'Etat VER fait l'objet d'un module particulier: 
cfr. Module du traitement de noeud du graphe. 
II.2.5. Etat EOG 
Cet état ressemble à l'état VER, mais les opéra-
tions qui le concernent, sont faites sur les arcs ( ou 
I 
les arêtes) au lieu d'être faites sur les noeuds. Une 
autre différence est que dans cet état, il n'y a pas 
d'opération de création parce qu'il est impossible de 
créer un graphe avec les arcs sans avoir les noeuds, 
mais par contre, c'est acceptable pour les noeuds. 
( fig.16) 
Fig.16 
Les opérations possibles sont: 
< I > : Insérer un arc à un graphe 
avec son poids s'il y en a 
< D > : Supprimer un arc d'un graphe 
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< C > : Changer la valeur du poids d'un arc donné 
<: L > : Lister tous les arcs du graphe 
avec leur poids. 
Etat EOG fait l'objet d'un module particulier: 
cfr. module du traitement d'arc du graphe du chapitre IV 
II.2.6. Etat FIC 
Lorsqu'on est dans cet état, on peut demander 
l'exécution d'un certain nombre d'opérations sur les 
fichiers. Selon la décision de l'utilisateur, soit on 
reste dans cet état pour réaliser une telle opération, 
soit on en sort pour revenir à l'état SUP. ( Fig.17 ) 
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fig.17 
Les opérations possibles sont: 
<t R > : Lire un graphe archivé dans un fichier 
< W:>: Ecrire un graphe sur un fichier 
< U >: Modifier un graphe du fichier 
< D >: Supprimer un graphe du fichier 
< L > : Lister tous les noms du graphe 
dans le fichier. 
Etat FIC fait l'objet d'un module particulier. 
cfr. Module d'archivage sur fichier dans le chapitre IV. 
II.2.7. Etat GRAP 
L'état GRAP est un état le plus fréquent que l'on 
reste dedans. Quand on est dans cet état, à l'aide d'un 
menu de choix, on peut étudier facilement la théorie de 
graphe via les GRA-commandes. Une GRA-commande se ressEll• 
bla à une conversation entre l'utilisateur et l'ordina-
teur, et GRAP a donc pour rôle d'un interprète des requê-
tes de l'utilisateur. 
Suivant la touche frappée, l'une des actions 
suivantes est faite: 
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- Exécution de la requête demandée et retour à 
l'état GRAP. 
- Sortir l'état GRAP et retourner à l'éta~ SLIP. 
( Fïg.18 ) 
<T> 
Fïg.18 
les opérations possibles sont: 
1-ANTISYMETRIC 12-EXIST-CIRCUIT 23-STRONG-COMPONENTS 
2-ASCENDANT 13-EXIST-LOOP 24-SHORTEST-PATH 
3-CHAIN-EULERIAN 14-EXIST-PATH 25-SUCCESSORS 
4-COMPLETE 15-EXIST-TREE 26-SYMETRIC 
5-CONNECTED 16-ISOLED-POINTS 27-TRAVEL-COMMERCIAL 








LA STRUCTURE DE DONNEES 
Nous avons vu au chapitre II de la première 
partie qu'un graphe peut-être représenté soit par une 
matrice d'adjacence, soit par une matrice d'incidence. 
Ici, nous décidons de représenter un graphe à partir de 
sa matrice d'adjacence, et pour faciliter cette repré-
sentation, chaque noeud du graphe peut-être masqué par 
un nombre entier. 
Dans le premier paragraphe, nous allons discuter 
sur la représentation du graphe sur l'ordinateur et le 
deuxième donnera les concepts des structures intermédi-
aires tels que la liste des noeuds, les vecteurs d'arcs, 
etc ••• Enfin, pour terminer ce chapitre, on vous propose 
une structure de données du graphe archivé sur un fichier. 
III.1~ LA REPRESENTATION DU GRAPHE SUR L'ORDINATEUR 
Nous avons vu dans I.2.4. de la première partie, 
une matrice d'adjacence peut-être représentée sous forme 
de deux vecteurs ( ou trois vecteurs dans le cas où l'on 
s'intéresse à étudier un problème concernant le poids 
d'arcs ( ou d'arêtes). Ici, on ne peut pas représenter 
un graphe sous forme de trois vecteurs car il y a quel-
ques inconvénients sur les opérations de déclaration d'un 
graphe. 
En effet, le premier inconvénient est que le 
langage PASCAL ne permet que de déclarer un vecteur 
avec une longueur fixe, donc on doit prévoir une taille 
maximum convenable. Ce fait nous pose un problème de 
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gaspillage de place de mémoire. Comme on sait qu'à tout 
moment du logiciel, le graphe doit être existant, c'est 
à dire les trois vecteurs sont toujours dans la mémoire 
et si le nombre de sommets et le nombre d 1 arcs sont 
trop petitspar rapport à la taille maximum du vecteur, 
on a· donc gaspillé de place d& mémoire. 
le second inconvénient, c'est avec cette repré-
sentation, on a des difficultés dans les traitements 
de mise à jour d 1 un graphe telles que l'insertion d 1 un 
noeud ( ou d'un arc) et la suppression d'un noeud ( ou 
d'un arc). 
A cause des inconvénients sus-mentionnés et avec 
la permission du langage PASCAL, on propose une autre 
représentation de la matrice d'adjacence du graphe: 
c'est la notion da pointeur. D'abord, avec cette notion 
on ne perd pas de place de mémoire, car elle permet d'aU-
louer dynamiquement les places da mémoire, c'est à dire 
le nombre de places réservées est justement égal au nom-
bre de sommets et d'arcs. Cela nous fait éviter le gas-
pillage de place de mémoire. D'ailleurs, les opérations 
de l'insertion et de la suppression peuvent être réali-
sées facilement via cette représentation. 
la figure 19 nous donne une vue globale de la 
structure de donnée d'un graphe dans la mémoire. A par-
tir de la cellule HEAD, on peut consulter les informa-
tions sur graphe via les pointeurs. le langage PASCAL 
permet de décrire cette structure comme suit: 
Type setvertex = • pointerver 
pointerver = record 
currsnt: setvertex 
nomint : integer 
nomext : · message 
HEA-:D 
.-i---A ~ Z 
. ~ 
link : setvertex 




Fig. 19 la représentation de la matrice d'adjacence 
: nom externe du noeud 
: le poids de 1 1 arc 
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Trpe matadj = A pointeredg • 
pointeredg = record 
initial . integer • 
final • integer .
poids . real • 
colink • matadj • 
end, 
Dans la cellule HEAD, il y a deux pointeurs: 
-le pointeur LINK donne l'adresse de la première 
cellule horizontale, correspondant à un noeud. 
-le pointeur CURRENT donne l'adresse de la darni. -
ère cellule horizontale. 
Avec ces deux pointeurs, on peut savoir tput de 
suite si un graphe a seulement un noeud, c'est à dire 
HEAD A.LINK = HEAD Â.CURRENT, au lieu de consulter la 
première cellule via HEAD A• LINK et voir si l e link de 
cette cellule est-elle NIL. De plus, ce fait permet de 
traiter directement quelques opérations sur la dernière 
cellule sans passer les précédentes à l'aide des poin-
teurs. 
Chaque cellule horizontale de la structure 
représente un noeud du graphe. Elle contient quatre 
items suivants: 
- nomint: c 1 est le nom interne de ce noeud qui 
est représenté par un nombre entier donné suivant l'or-
dre d'entrée de ce noeud. 
- nomex~: c'est le nom externe de ce noeud qui 
est donné par l'utilisateur. 
- la pointeur LINK donne l'adresse de la suivante. 
- le pointeur COLINKO donne l'adresse de la pre• 
mière cellule verticale, correspondant à un arc d'origkl • 
de ce noeud. 
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Le r6le des deux items nomint et nomext peut 
figurer comme suit: 
Utilisateur logiciel Utilisateur 
Nomext > nomint ---:;,,,,, nomext 
Chaque cellule verticale de la structure repré-
sente un arc d'origine du noeud correspondant à la cel-
lule horizontale de même colonne. Elle contient aussi 
quatre items : 
- initial : c'est le nom interne d'extrémité 
initial de l'arc. 
- final 
final de l'arc. 
- poids 
: c'est le nom interne d'extrémité 
: c'est la valeur du poids de l'arc 
( dans le cas du graphe pondéré) 
- le pointeur COLINK donne l'adresse de la 
suivante. 
Re~marquons que si la valeur du pointeur est 
égal à NIL, cela signifie que c'est la dernière cel-
lule. 
Cette structure nous donne une facilité de ré-
aliser les opérations de mise à jour d'un graphe. les 
opérations sont les suivantes: 
- Ajouter ou supprimer un noeud n'importe où. 
[cfr. le module de traitement de noeud du graphe] 
-Ajouter ou supprimer un arc n'importe où. 
[cfr. le module de traitement d'arc du graphe] 
111.2. LES STRUCTURES DE DONNEES . INTERMEDIAIRES 
ADAPTIVES AUX ALGORITHMES DES GRAPHES 
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Les structures de donnée intermédiaires que 1 1 01 
aperçoit souvent sont: pile, ensemble et vecteur. Ici, 
on ne parle pas des structures d'ensemble et vecteur car 
le langage PASCAL de VAX11/VMS donne toutes ces struc-
tures [ ] • Donc il reste seulement la structure de 
pile à étudier. 
Comme nous savons en mathématique que dans cer-
taines applications on a besoin d'une liste, étant une 
séquence finie, d'éléments d'un ensemble donné. La plus 




Chaque élément de la liste consiste en deux 
allocations de mémoire. La première contient les infor-
mations nécessaires et la seconde contient un pointeur à 
l'élément suivant. Le programme peut donc accéder au 
dernier élément au moyen de passer séquentiellement tous 
les éléments précédents à l'aide des pointeurs. Par con-
séquent, la structure d'une liste est entièrement une 
structure linéaire. 
Une pile est une liste du type LlFO ( last-in, 
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• la première opération que l'on fait sur une 
liste c'est de la créer. Dans notre logiciel, la pro-
cédure CREATSTA s'occupe de faire çà. Sa fonction est 
de demander une allocation pour l'élément STACK et de 
faire l'initialisation suivante: 
STACKA. node ~ 0 
STACKA. nextnode~ nil 
Les opérations d'addition et de suppression ne 
peuvent être exécutées que sur[•] de la figure 21 • 
les procédures qui réalisent ces opérations sont: 
la procédure PUSHOOWN permet d'ajouter un élé-
ment au bout de la pile. Son principe est comme suit: 
- Demander une nouvelle allocation pour le 
nouveau élément. 
- ELEMENT A• nextnode -4-- STACK A• nextnode 
- ELEMENT A. node ~ nom du nouveau élément 
- STACKA. nextnode~ l'adresse de la nouvelle 
allocation 
la fonction POPTOP permet de suppri~er un élément 
de la pile ( bien sOr c'est au bout) et le mettre dans 
la variable POPTOP. Son principe ast comme suit: 
- Mettre ELEMBNT à supprimer dans POPTOP 
STACK A• nextnode + ELEMENT A• nex t node 
- Supprimer ELEMENT. 
Une fonction supplémentaire que nous proposons 
pour tester si une pile est vide ou non, c'est la fonc-
tion EMPTYSTA. Selon sa valeur est TRUE ou FALSE, on 
peut savoir la situation de la pile. A l'aide de cette 
fonction, on peut éviter de faire une POPTOP sur une p.ile 
vide, ce . qui concerne une erreur impardonnable. 
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first-out) c'est à dire toute opération d'addition ou 
de suppression est faite d'un bout de la liste. 
Dans notre logiciel, on a utilisé une pile de 
noeuds. le langage PASCAL donne la description de cette 
pile comme suit: 
Type Stackver = "'pointerlist 
Pointerlist = record 
node = interger 
nextnode = stackver 
and, 
Maintenant nous allons considérer les opérations 
sur la pile ( figure 21 ) 
STACK Donnée Suivant 
~ 
. ,. 
... ~ / 
.. 
•• / 
~ A ., 
fig. 21. la configuration d'une pile de 
quatre éléments. 
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III.3. LA STRUCTURE DE DONNEES: DU GRAPHE SUR_LES fICHlERS 
Le logiciel GRAPHLOG permet d'archiver un grapt-e 
sur un fichier. Comme nous savons que c'est impossible 
d'avoir une structure du type de pointeur sur les fichi-
ers, on doit alors accepter la représentation d'un gra-
phe par les vecteurs. Cela donnera une gaspillage iné-
vitable de places sur disque en devant déclarer les ve~ 
teurs en tailla maximale. 
Ici, on a utilisé deux fichiers : FILEVER.DAT et 
fILEEDG.DAT, dont leur structure est montrée dans la 
figure 22, à cause de la structure de donnée d'un noeud 











num-ord nom-graph-e size-edge *I nom-edge 
fig.22 La représentation des deux fichiers : 
FILEVER.DAT et FILEEDG.DAT 
NB. L'astérisque dans les cadres indique une 
répétition de l'élément dans le cadre pendant une cer-
taine fois. 
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Dans le fichier FILEVER, le nom node est un veo-
teur de taille maximale ( 255 noeuds) dont chaque élé-
,v,(r: 
ment est le 1)-B'm externe du noeud, et l'index du vecteur 
représente le nom interne du noeud. Ce fichier est un 
fichier indexé permettant d'accéder par clé, dont la cJé 
est le nom du graphe : nom-graph-v. 
Dans le fichier FILEEDGEî au lieu de représenta:-
la matrice d'adjacence d'un graphe comme un enregistre-
ment du fichier, on a proposé que chaque enregistrement 
du fichier est une séquence de 255 arcs. Cela donne un 
avantage c'est qu'on ne gaspille pas de places du dis-
que. Si le nom-edge est un vecteur de taille maximale 
( 255 arcs) dont chaque élément a une structure sui-
vante: 
- nom d'extrémité initiale ( nom interne) 
nom d'extrémité finale 
le poids de l'arc. 
{ nom interne) 
Alors le nombre de places gaspillées est calcu-
lé comme suit : 
NG = 255 -[size-edge ( mod 255 )] 
où eize-edge est le nombre d'arcs du graphe. 
Avec cette structure, on a le problème d'accès. 
Comme nous savons qua le fichier FILEEDGE est un fichier 
indexé permettant d'accéder par clé et que chaque enre-
gistrement est une séquence de 255 arcs. Par conséquent, 
on ne peut pas prendre le nom du graphe comme clé. Pour 
résoudre ce pcoblème, on ajoute en plus une autre clé: 
num-ord, étant l'ordre de l'enregistrement appartenant 
à un graphe, et on va accéder à un graphe via deux clés: 
nom du graphe 
- et num-ord 
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Cette structure donnera les facilités à réaliser 
une certaine opération sur le fichier, telle que : 
- lecture d'un graphe archivé 
écriture d'un graphe à archiver 
- mise à jour d'un graphe archivé 
- supprimer un graphe archivé 
[cfr. Module du traitement de fichier] 
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CHAPITRE IV 
LES MODULES OU LOGICIEL 
La structure du logiciel est modulaire, ce qui 
permet aux certains modules d'âtre utilisés par plusi-
eurs autres modules. Chaque module du logiciel a une 
fonction bien déterminée et a fortement caché l'infor-
mation. Cela donnera un intérêt à l'utilisateur à main-
tenir et modifier le logiciel. 
On a basé sur l'analyse d'un graphe pour décom-
poser le logiciel : 
- Les modules concernant la représentation d'un 
graphe. 
- Les modules concernant l'étude de la théorie 
de graphe. 
De plus, à cause de l'utilisation de notre logi-
ciel est en mode interactif, on doit alors ajouter cer-
tains modules tels qua: 
- Module de la gestion d'écran 
- Module de la gestion de fichier 
Avant de décrire en détails les modules~ on pro-
pose un schéma de la décomposition du logiciel en module, 
dans la figure 23, permettant aux lecteurs d'avoir une 
idée générale sur la découpe du logiciel. 
Remarquons que les procédures d'un module sont 
exposées brièvement dans ce chapitre. Par conséquent, 
pour avoir les détails d'une procédure, l'utilisateur 
peut la consulter dans l'annexa. 
MOOUI.E DE. 
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IV.1. MODULE DE GESTION D'ECRAN 
1v.1.1. Objectif 
Rappelons que notre logiciel est exécuté en mode 
interactif, donc la formalité de l'écran joue un rôle 
assez important. Le but de ce module est d'aider les uü -
lisateurs de former facilement l'écran à volonté et d'a-
voir aisément la réception de donnée. Pour parvenir à œ 
but, le module produit alors certaines primitives en ba-
sant sur les procédures disponibles du système VAX/VMS 
sous-mentionnées: 
- function SCR$ERASE-PAGE ( % immed ligne, column) 
- procedure LIB$ERASE-PAGE 
procêdure LIB$ERASE-LINE 
- function SCR$SET-CURSOR ( % immed ligne~ column) 
- procedure LIB$STOP ( % immed i) 
IV.1.2. Les procédures du module 
Selon son but, on peut diviser les procédures El1 
deux groupes suivants: 
Nom 
Groupe de gestion d'écran 
- Groupe de réception de donnée de l'écran. 














permet de positionner le curseur au bout 
en haut à gauche de l'écran. 
permet d'effacer tout l'écran sans faire 
attention à la position du curseur. 
permet d'effacer tout l'écran en bas à 
partir de la position du curseur à ce 
moment là. 
: permet de mettre le curseur à la posi-
tion qu'on veut. 
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- SAUTPAGE : c'est une procédure spéciale con&er-
nant l'affichage des listes sur l'é-
cran. Elle permet de tourner la page 
c'est à dire d'effacer l'écran et de 
positionner le curseur à une positi-
on prédéterminée, après avoir affiché 




: permet de mettre en repos le logiciel 
dans un moment déterminé. 
: permet d'effacer tout le reste d'une 
ligne à partir de la position du cur-
seur à ce moment là. 
ii/ Groupe de réception de donnée de l'écran 
Comme nous savons que le logiciel GRAPHLOG est 
écrit en PASCAL et certainement le PASCAL nous donne 
l'inconvénient dans la lecture des nombres de l'écran. 
Donc pour résoudre ce problème, on a proposé deux ~rocé-
dures suivantes : 
LIRENUM : permet de lire un nombre entier correct 
de l'écran, c'est à dire elle peut dé-
tecter des erreurs syntaxiques et de 
traduire un string de chiffres en nom-
bre entier. 
- LIRENUMR : permet de lire un nombre réel correct 
de l'écran. 
rv.2. MODULE DE TRAITEMENT DE NOEUD DU GRAPHE 
lV.2.1. Objectif 
L'ensemble des noeuds e ~t l'un parmi les deux 
composants immanquables du graphe. En basant sur la 
structure de donnée du graphe [cfr. 111.1 de la deuxiè-
me partie], ce module permet de créer l'ensemble des 
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noeuds, d'ajouter ou de supprimer un élément de l'~n-
semble. De plus, pour offrir un avantage aux utilisateLII's 
dans la vérification· de l'ensemble des noeuds du graphe, 
ce module est capable de lister tous les éléments de 
l'ensemble sous forme nom externe et nom interne de l'é-
lément. 
lV.2.2. Les procédures du module 
Pour pouvoir cacher l'information au plus pos-
sible, on a décidé de découper le module en deux par-
ties : 
- les opérations primitives telles que la cré-
ation, l'insertion, la suppression et le parcours de la 
liste. 
- L'interface entre l'utilisateur et le module. 
i/ les opérations primitives 




: permet de créer un initial ensemble 
vide, consistant seulement la cel-
lule HEAD de l'ensemble, 
[cfr. 111.1 de la 2ème partie] 
: permet de savoir si l'ensemble des 
noeuds est vide ou non. 
: permet de chercher l'adresse d'un 
élément de l'ensemble en donnan~ 
simplement son nom interne. 
[cfr. 111.1. de la 2ème partieJ 
- lNSERT : permet d'insérer un nouveau élémert 
dans l'ensemble. 







: permet de savoir le nombre d'élé-
ments de l'ensemble. 
: permet de vérifier si un élément, 
en donnant son nom externe, appar-
tient à un ensemble. 
: permet d'afficher sur l'écran la 
liste d'éléments sous la forme 
suivante : 
nom externe, nom interne 
: permet de donner le nom externe 
d'un élément lorqqu 1 on a son nom 
intern •• 
Remarquons que les procédures INSERT et DELETEV 
sont capables de détecter les erreurs sémantiques telles 
que: 
- Insérer un élément après un élément inexis-
tant 
Supprimer un élément inexistant. 
ii/ L'interface entre l'utilisateur et le 
module 
Ce sont les procédures concernant les opérati-
ons de l'état VER [cfr. II.2.4. de la 2ème partie] 
qui jouent la r8le: 
- de former l'écran convenable à l'opération 
de faire la conversation avec les utilisateurs 
- et de détecter l'erreur syntaxique. 
Nom de procédure 
- CREATNODE 
Description 
: c'est l'interface de la créati -
on d'un ensemble de noeuds an 
faisant un nombre de fois d'm-






: c'est l'interface de l'inser-
tion d 1 un élément. 
: c 1 est l'interface de suppres-
sion d 1 un élément. 
: c'est l'interface de l'état 
VER du logiciel GRAPHLOG 
[cfr. 11.2.4 de la 2ème partit!) 
: c'est 1 1 int~rface de l'état 
DEC du logiciel GRAPHLOG 
[cfr. 11.2.3 de la 2ème partie] 
lV.3. MODULE DE TRAITEMENT D'ARC DU GRAPHE 
lV.3.1. Objectif 
Comme nous savons que l'ensemble des arcs ( ou 
d'arêtes) peut se représenter sous forme d'une matrice 
d'adjacence et que dans ce logiciel, une matr i ce est fi-
gurée via la structure de pointeur. Ce module permet aU< 
utilisateurs de réaliser certaines opérations courantes 
sur les arcs du graphe telles que : 
lister les arcs d'un graphe 
- ajouter un arc à un graphe 
supprimer un arc existant d'un graphe 
- changer le poids d'un arc. 
De plus, ce module fournit aussi quelques pri-
mitives qui seront utilisées au module de traitement 
de graphe, telles que : 
- le nombre d'arcs d'un graphe 
- l'exisrence d'un arc d'un graphe 
- la valeur du poids d'un arc 
.. 
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.I~.3.2. Les procédures du module 
Comme dans le module du traitement de noeud, ce 
module se décompose aussi en deux parties: 
- les opérations primitives 
- L'interface entre l'utilisateur et le 
module. 
i/ Les opérations primitives 









: permet d'afficher sur l'écran 
la liste dea arcs sous la for-
me suivante : 
nom externe nom interne 




: permet de savoir si un arc, eM 
donnant les deux noms internes 
à ses deux extrémités, appar-
tient à un graphe. 
: donne le nombre d'arcs du 
graphe 
: permet d'ajouter un nouveau 
arc au graphe 
: permet de supprimer un arc du 
graphe 
: donne la valeur du poids d'un 
arc donné 
: permet de changer la valeur du 
poids d'un arc donné 
Remarquons que les procédures INSEREDGE et 
74 
DELETEDGE sont capables de détecter les erreurs séman-
tiques telles que: 
- Insérer un arc ayant les extrémités inexis-
tantes 
- Supprimer un arc inexistant 
ii/ L'interface entre l'utilisateur et le module 
Ce sont les procédures concernant les opératiors 
de l'état EOG [cfr. II.2.5. de la 2ème partie J ayant 
le rôle identique à celui du module précédent. 






: L'interface de l'insertion 
d'un arc 
: L'interface de la suppression 
d'un arc 
: L'interface de changer la va-
leur du poids d'un arc donné. 
: L'interface de l'état EOG du 
logiciel GRAPHLOG qui permet 
de réaliser l'opération chai · 
de cet état telle que: l'in-
sertion, la suppression, le 
changement de valeur, ••• 
Toutes les procédures du premier groupe du 
module de traitement de noeuds et du module de trai-
tement d'arcs pourront 6tre utilisées par le module 
du traitement de graphe fig.23 , mais les procédures 
du deuxième groupe ne s'emploient que d~ns leur pro-
pre partie. 
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IV.4. MODULE DE GESTION DE FICHIER 
IV.4.1. Objectif 
Pour éviter aux utilisateurs de déclarer de 
nouveau le même graphe chaque fois lorsqu'ils en ont 
besoin, ce module permet de sauver le graphe après avoir 
fini de l'analyser et de rappeler aisément. De plus, à 
l'aide de ce module, on peut faire une mise à jour des 
informations du graphe et supprimer un graphe sur le 
fichier lorsqu'on ne l'intéresse plus. Ce module donne 
aussi la · liste de graphe du fichier pour faire rappeler 
le nom du graphe voulu aux utilisateurs. C'est possible 
de changer simplement le nom du graphe en faisant une 
combinaison . d'opérations suivantes : 
- lire le graphe via son nom 
- écrire ce graphe sous son nouveau nom 
- supprimer l'ancien graphe via son ancien nom. 
IV.4.2. Les procédures du module 
Les procédures de ce module se scindent aussi 
en deux groupes: le pre~ier groupe est l'ensemble des 
opérations primitives et le deuxième l'ensemble des 
interfaces concernant ces opérations. 
i/ Les opérations · primitives 
Nom de procédure 
- CREATFILE 
Description 
: permet de créer les fichiers 
du graphe au premier moment 
ou de faire l'ouverture des 











: permet de lire un record du 
fichier FILEVER.DAT [cfr. 
III.3. da la 2ème partie] 
: permet de lire un record du 
fichier FILEEDG.DAT [cfr. 
III.3. de la 2ème partie] 
: permet d'écrire un record au 
fichier FILEVER.DAT 
: permet d'écrire un record au 
fichier FILEEDG.DAT 
: permet de faire la mise à jour 
de quelques informations sur 
un graphe, c'est à dire après 
avoir lu le graphe du fichier, 
faire certaines opérations du 
module de traitement de noeuds 
ou du module de traitement 
d'arcs, on peut écrire de nou-
veau ce graphe étant modifié 
sous le même nom. 
: permet de supprimer un graphe 
de fichiers 
: la fermeture des fichiers 
Les procédures UPDATEFILE et DELRECFILE ont la 
possibilité de détecter les erreurs sémantiques telles 
que: 
- mise à jour un graphe inexistant ( et pour le 
corriger, on peut faire une écriture au lieu d'une mise 
à jour ) 
- supprimer un graphe inexistant 
ii/ Les interfaces 
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ii/ Les interfaces 
La plupart des interfaces de ce module, c'est: 
- de nous demander le nom du graphe qui est 
considéré comme clé pour travailler sur les fichiers 
d'afficher les messages 
• soit c'est fait . 
• soit c'est refusé~ cause des erreurs 
sémantiques ou syntaxiques. 













l'interface de la lecture 
d'un graphe du fichier. 
l'interface de l'écriture 
d'un graphe au fichier. 
l'interface de la mise à 
jour d'un graphe du fichier. 
: l'interface de la suppression 
d'un graphe du fichier. 
: effacer sur l'écran la liste 
de noms du graphe du fichier 
correctement, c'est à dire el-
le s'occupa du fait de tourner 
la page lorsque la liste es~ 
plus longue que la taille de 
l'écran. 
: l'interface de l'état FIC du 
logiciel qui permet de réali-
ser les opérations désirées 
telles que : Read, Write, 
Update, Delete, list, Terminate 
[cfr. II.2.6. de la deuxième 
partie] en appelant les autres 
procédures du modules. 
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1v.s. MODULE DE TRAITEMENT ou GRAPHE 
C'est le plus grand module du logiciel et sa 
fonction est d'analyser un graphe. On a décomposé ce 
module en trois sous-modules: 
Interprète de commandes 
- Solutions du problème 
Routines du graphe 
pour pouvoir l'étudier facilement. 
IV.s.1. Sous-module de routines du graphe 
i/ Objectif 
Le but de ce sous-module facilite les utilisa-
teurs à analyser un graphe ou à écrire eux-mimes ~n 
programme concerné ( on verra plus de détails dans le 
chapitre V). Ce module est basé fortement sur les no-
tions que l'on a vues au premier chapitre de la premi-
ère partie. Evidemment, ici on n'énumère pas toutes les 
pDocédures du module, mais on peut les consulter dans 
l'annexe pour bien les utiliser. 
ii/ Les procédures du module 






: l'ensemble des ascendants du 
noeud demandé. 
: l'ensemble des descendants du 
noeud demandé. 
: l'ensemble des successeurs du 
noeud demandé. 
: l'ensemble des prédécesseurs 
du noeud demandé. 
- COMP-CONNEXE : le composan~ connexe corres-
pondant au noeud demandé , 
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- COMP-FORT-CONNEXE: le composant fortement 

















: l'ensemble des noeuds iso-
lés du graphe. 
: détecter si le graphe est-il 
complet. 
: détecter si le graphe est-il 
connexe. 
: détecter si le graphe est-il 
fortement connexe. 
: détecter si le graphe est-il 
anti-symétrique. 
: détecter si le graphe est-il 
symétrique. 
: détecter s'il existe un 
chemin d'un noeud à un 
autre. 
: détecter s'il existe un 
circuit d'un noeud à lui-
même. 
: chercher tous les noeuds 
du graphe ayant un boucle. 
: détecter si le graphe est-
il un arbre. 
: donner le degré moins d 1 t.n 
noeud donné. 
: donner le degré plus d'un 
noeud donné. 
: donner le degré d'un noel.d 
donné. 
: donner le nombre de noeuds 
d'un graphe donné. 
: trouver le complément d 1 t.n 
graphe , 
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- TRANSFORM-NON-ORIENT: transformer un graphe 
de devenir un graphe 
non orienté. 
IV.5.2. Sous-module des solutions du problème 
i/ Objectif 
Ce sous-module donne un privilège à la résolu-
tion des problèmes du graphe.Mais il ne peut donner que 
des solutions des problèmes que l'on a examinés au 2ème 
chapitre de la première partie. Comme l'on a vu dans 
la figure 23, ce sous-module utilise la plupart des pro-
cédures du sous-module précédent. 
ii/ Les procédures du module 
Dans le deuxième chapitre de la peemière partie, 
on a exposé seulement cinq problèmes les plus courants, 
on a alors cinq grandes procédures correspondantes sous-
mentionnées: 
- PLUSCRTCHEM • pour le problème du plus • 
court chemin. 
- ORDONNAN • pour le problème de l'or-• 
donnancement. 
- CHAINEULER . pour le problème de chat-• 
ne eulérienne. 
- POSTCHI • pour le problème de pas-• 
tier chinois. 
- VOYACOM • pour le problème de voy-• 
age de commerce. 
IV.5.3. Sous-module de l'interprète de commanda 
i/ Objectif 
Ce sous-module a pour but d'interpréter les com-
mandes requises par l'utilisateur et d'exécuter ces com-
mandes. Ainsi il devrait: 
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- occuper soi-même l'interface entre les uti-
lisateurs et les sous-modules plus les modules précé-
dents. 
- et appeler les procédures disponibles des au-
tres modules et sous-modules. 
ii/ Les procédures du module 
Ici, on ne liste pas toutes les procédures du 
module car ses fonctions se ressemblent. Las fonctions 
principales sont: 
de faire la conversation avec l'utilisateur. 
de détecter les erreurs syntaxiques et séman-
tiques, 
d'appeler les procédures du sous-module de 
routines et du sous module de solutions concernant la 
demande de l'utilisateur. 
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CHAPITRE V 
L'EXTENSION DU LOGICIEL 
Le logiciel GRAPHLOG offre aux utilisateurs un 
pouvoir de greffer leurs propres programmes en utilisant 
les procédures disponibles du logiciel. Ce fait est réa-
lisable car le logiciel est modulaire et de plus le lan-
gage PASCAL VAX/VMS permet de créer et compiler les mo-
dules séparément • . Remarquons que chaque module carres~ 
pond à un fichier et par conséquent la liste est comma 
suit: 
Nom du module Nom du fichier correspondant 
- Module de gestion d'écran 
- Module de traitement de noeuds 
- Module de traitement d'arcs 
Module de gestion de fichier 
- Sous-module d'interprà~e de 
commande 
- Sous-module de solutions de 
problème 








et le programme principal du logiciel est mis 
dans le fichier GRAPHLOG.PAS. 
Ici, on ne s•intéDesse qu'à ajouter les pro-
grammes concernant les traitements sur graphe, sans 
nécessairement savoir la représentation du graphe. Pour 
cela, l'utilisateur doit connaître simplement la varia-
ble globale ENSBLE et certaines procédures du module de 
traitement de noeuds et du module de traitement d'arcs 
[ cfr. Chap. IV de la 2ème partie] 
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Exemple 
Etant donné un graphe G = '[x, U] et un sous-en-
semble S de X. 
L'instruction suivante 
rfx~S = forall x in S ( langage VERTEX) 
est traduite en PASCAL comme suit: 
for X • = 1 to SIZE ( ENSBLE ) do • 






d'où S est un sous-ensemble de [1 • • • 255 J 
On peut classer les programmes d'utilisateurs~ 
deux types : 
- Les routines de base du graphe. 
- Les solutions des problèmes concernant la 
théorie des graphes. 
Selon le type du programme, on prend, soit le 
fichier ROUTGRAPH.PAS, soit le fichier PROBGRAPH.PAS 
pour l'y insérer. La partie d'interface du programme 
est mise dans le fichier COMGRAPG.PAS. Enfin, toutes lœ 
nouvelles procédures ou fonctions doivent être mention-
nées dans le fichier GRAPHLOG.PAS. 
Remarquons que tous les trava~x sus-dits sont 
effectués à l'aide d'un logiciel disponible sur le VAX: 
EDIT. 
Pour être prêt à exécuter le logiciel, on de-





L'exemple suivant illustre tout ce qui précède 
aux utilisateurs. 
Exemple 
On veut ajouter une procédure concernanL la 
détection d'un graphe antisymétrique. 
Via le logiciel EDIT du VAX/VMS, on va créer 
les procédures suivantes : 
- La fonction ANTI-SYMETRIQUE dans le fichier 
ROUTGRAPH.PAS: 
[ GLOBAL] function ANTI-SYMETRIQUE ( g: setvert.ex ) : 
boolean; label 10; 
ver x,y: integer; 
begin 
anti-symétrique • = false • • ,
for x • = 1 ta size ( g ) do • 
for y . = 1 to size ( g ) do • 
if ( edgexist {g,x,y) ) and ( edgexist: 
then goto 10 . 
' 
anti-symétrique: = true; 
10 : end; 
(g,y,x) 
- La procédure INITANT dans le fichier 
COMGRAPH.PAS: 
[ GLOBAL] procedure INITANT ; 




gotoxy ( 10,25) ; 
if not ( trong) then 
begin 
if anti-symétrique ( ensble) 
) 
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then writeln (' + THE GRAPH IS ANTISYMETRIC ! ' ) 
else wri teln (' .+ THE GRAPH IS NOT ANTISYMETRIC ! ' ) • ,
read ( tiep ) • ,
end ; 
end; 
On doit ajouter dans le fichier GRAPHLOG.PAS: 
[EXTERNAL] function ANTI-SYMETRIQUE ( g: setvertex: 
boolean; EXTERN; 
[EXTERNAL] procedure INITANT; 
EXTERN; 
C O N C L U S I O N 
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le but du mémoire est de créer un logiciel 
d'aide à la théorie des graphes. 
Bien qua le but visé ait été atteint, il 
faudrait cependant souligner les limites du logiciel 
et les difficultés à surmonter tout au long de la réali-
sation du travail. 
Comme la théorie des graphes est tellement 
vaste et ses applications sont multiformes, alors notre 
logiciel est limité dans certains points de vue. Il ne 
nous permet qu'à résoudre les cinq problèmes figurés 
dans la première partie et certains test~ sur le graphe. 
Néanmoins, grâce à sa structure modulaire, notre logiciel 
fournit à l'utilisateur des possibilités d'extension, ce 
qui lui permettra d'agir aisément à son propre besoin. 
Au départ, nous avons dO investir beaucoup de 
temps pour trouver une structure de données adaptable au 
graphe. Cette structure doit être cohérente aux algorith-
mes et en même temps satisfaisante à la manipulation 
de l'utilisateur sur les informations du graphe. De plus, 
on a aussi dQ penser à archiver les informations du 
graphe sur un fichier. Ce travail est relativement faci-
le grâce aux avantages du langage disponible VAX11-PASCAL. 
Une autre difficulté qui nous demande pas mal 
de temps est que la plupart des algorithmes sont écrits 
d'une manière assez "littéraire". Bien sûr, l'exposé 
"littéraire" e!Et beaucoup plus clair pour la compréhension 
de l'algorithme mais la mise en oeuvre sur l'ordinateur 
nous exige beaucoup de travaux. 
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De plus, rappelons que notre logiciel est 
exécuté en mode interactif, donc on doit prévoir toutes 
les .erreurs syntaxiques et sémantiques. Pour ce faire, 
on a crée plusieurs fonctions et procédures pour la cou-
che d'interface entre le logiciel et l'utilisateur. 
Le logiciel est traduit en VAX11-PASCAL, par 
conséquent, il a aussi certains points faibles : 
Du point de vue dimension des graphes que 
l'on peut traiter, nous sommes actuellement limités à 
255 noeuds et 255 x 255 arcs ( ou arêtes). 
- Le poids des arcs ( ou arêtes) ne peut pas 
dépasser 9.999.999,99. Mais ceci n 1 est pas vraiment une 
contrainte, puisqu'on a une possibilité d'augmenter la 
valeur du poids en modifiant les constantes du programme. 
En dernier lieu, il faut remarquer que notre 
logiciel peut-être implémenté sur le PDP-11 car la fa-
mille de VAX est compatible avec le PDP-11. 
r 1 'l 
r: 3 :I 
r: 4 '] 
r: 5 :J 
I: 6 :r 
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1 - MANUEL DE L1 UTILISA l EUR ET EXEMPLE D'UTILISATION 
2 - TYPES DE DONNEES ET VARIABLES GLOBALES 
3 - SPECIFICATIONS DE PROCEDURE 
A - MANUEL DE L'UTILISATEUR 
1- Convention concernant l'utilisation du 
logiciel 
< > = 
< X > = 
Appuy,er sur la t ouche RETURN du clavier. 
Frapper sur la touche X du clavier. 
Position du curseur sur l'écran. ra = 
2- Exécution du logiciel 
- Pour déclencher le logiciel GRAPHLOG, il suffi t 
de taper la commande$ RUN GRA PHLOG ~ > 
Suivant cette commande, une image apparaît sur 
l'écran et le logiciel désiré est prêt à utiliser. 
t**************# 1 GR AP HLO G i 
:*************J 
- Pour continuer le logiciel, on doit taper< > 
3- Les menus principaux 
Dès le début de l'exécution, le logiciel affi-
che sur l'écran le premier menu. 
SUPERVISOR : D(eclare), E(nd), F(ile), G(raph) @ 
--------------------------------------------------
--------------------------------------------------
• Pour traiter les données d'un graphe: <- D > 
• Pour tr aiter les fichiers du graphe <- F> 
• Pour é t udie r le graphe -<: G > 
• 
Pour terminer le logiciel < E> 
Suivant la touche tapée, on voit sur l'écran 
les menus suivants: 
( 1 ) 
( 2) 
(3) 
(1) DECLARE: V(ertex), E{dge), T(arminate) ~ 
------------------------------------------------
------------------------------------------------
• Pour traiter les noeuds d'un graphe: <V> ( 4) 
• Pour traiter les arcs d'un graphe : < E > ( 5) 
• Pour retourner au SUPERVI SOR : < T > 
(2) FILE: R(ead), W(rite), U(pdate), D(eleterec), 
L(ist), T(erminate) m 
------------------------------------------------
------------------------------------------------
• Pour lire un graphe archivé dans 
les fichiers : 
- Le logiciel demande le nom du graphe 
du fichier à l'utilisateur qui veut le lire. 
ENTER THE NAME Of .GRAPH s ~ 
<R> 
- Le nom du graphe doit itre majuscule et ne 
peut pas dépasser 20 carac tères. 
- Après avoir fini la lecture, le message 
suivant apparaît sur l'écran : 
Readf ile was done ! ~ > 
• Pour écrire un graphe sur les fichiers: < W > 
• Pour mettre à jour un graphe existan~ 
dans les fichiers: 
• Pour supprimer un graphe existant 
dans les fichiers: 
..( u > 
<D> 
Reamarquons que les opérations sus-dites sa 
font comme des opérations de lecture • 
(3) 
• Pour lister tous les noms du graphe 
sur les fichiers: 
• Pour retourner au SUPERVISOR: 
#*****************: 
* * # CHOIX DU MENU f 































L'utilisateur peut choisir une opération désirée 
sur le menu et réaliser cette opération en tapant le nu-
méro correspondant à l'opération. Suivant l'opération, le 
logiciel demande l'utilisateur d'introduire certaines i~ 
formations. Le résultat serai t affiché sur l'écran après 
que l'opération soit finie. Et pour r etourner au menu du 
choix, il faut taper<>. Pour re tou rne r au SUPE RV ISDR , on 
doit taper le num é ro corr es pondant ~ l'opération 
TERMINAT[. 
( 4 ) VE RTE X : C ( r e a t .e ) , I ( n s e r t ) , D ( el e t e ) , L ( i s t ) , 
T(erm i na t e), S(upervisvr) ~ 
-------------------------------------------------
-------------------------------------------------
• Pour créer un nouveau graphe : < C> 
- Le logiciel demande l'utilisateur d'intro-
duire le nom des noeuds du graphe. 
ENTER THE NODE: ~ 
- Le nom du noeud doit être majuscule et na 
paut pas dépasser 30 caractères. 
- Si on veut continuer de l 'introduire, alors 
on tape <' > 
Sinon on tape <. T > 
- Après avoir fini l'introduction du noeud , 
une liste de tous les noeuds enregistrés apparaît sur 
l'écran et l'utilisateur doit taper<,;;, pour continuer • 
• Pour insérer un noeud au graphe existant: < I > 
- Le logiciel demande à l'utilisateur le numéro 
du noeud pour insérer le nouveau noeud derrière le noeud 
demandé. 
ENTER THE NUMBER J 00 
- Après avoir fait entrer le numéro, le logicià 
demandera le nom du nouveau noeud. 
ENTER THE NODE : ~ 
- L'opération sera terminée en affichant sur 
l'écran le message: 
Inser~ was done ! Continue? 
- Si l'utilisateur veut continuer, alors il tape 
-< > , sinon 
• Pour supprimer un noeud du graphe: 
- Le logiciel demande simplement le numéro du 
noeud à supprimer et le reste se fait comme l'insertion 
d'un noeud • 
• Pour lister tous les noeuds du graphe: <L > 
• Pour retourner au DECLARE : < T :> 
• Pour retourner au SUPERVISDR : -<. S 7 




• Pour insérer un arc au graphe : < I;::, 
- Le logiciel demande à l'utilisateur le nu-
méro de l'extrémité initiale de l'arc à insérer: 
ENTER THE NDDE INITIAL : rn 
et le numéro de l'extrémité finale: 
ENTER THE NODE FINAL : ~ 
et la valeur du poids de l'arc : 
ENTER THE POUND OF EDGE : ~ 
- Dans le cas où l'arc n'a pas de poids, on tape 
simplement .C::::. > . 
- Après avoir fini l'introduction d'un arc, un 
message apparaît sur l'écran: 
Insert was done ! Continue? ~ 
- Si l'utilisateur veut continuer, alors il tape<> 
sinon <T::> 
• Pour supprimer un arc du graphe : < D > 
Le logiciel demande simplement les numéros 
des deux extrémités de l'arc à supprimer. 
o Pour lister tous les arcs du graphe: 
• Pour retourn er au DECLARE : 
• Pour retourner au SUPERVISOR : 
8 - EXEMPLE D'UTILISAT~ON 
< L ::> 
<î> 
<57 
Afin d'illustrer l'utilisation du logiciel, 
considérons le problème de la construction d'un pavillon. 
En effet, la construction d'un pavillon demande 
la réalisation d'un certain nombre de tâches. Le tablaas 















Travaux de maçonnerie 
Charpente de la toiture 
Toiture 




Aménagement du jardin 
Travaux de plafonnage 



























Le travail commençant à la date O, on cherche 
un ordonnancement qui minimalise la durée totale du 
travail, donc la date de f i n des t ravaux. Pour cela, on 
construit le graphe suivan t : 
Dans les pages s uivants, on présente l'évo-
lution d'exécution du logiciel pour résoudre le pro-
blème d'ordonnancement. 
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TRAVAU X DE MAC ONNERIE 
CHAPEN TE DE LA TO IT URE 
TOI TURE 
INSTALLAT I ONS SANIT ET ELECT 
FACADE 
FEN ETRES 
AME NA GEMENT DU JARDI N 
TRAVA UX DE PLAFO NNAGE 
MISE EN PEINTU RE 
EMMENAGEMENT 
F I N 
INTER THE NODE : 
TRAVAUX DE MAC ONNER IE 
CHA PEN TE DE LA TOITURE 
·.ro !T URE 
I NST ALLA TI ON S SANIT ET ELECT 
H 1Cf1DE 
FENETRE S 
AMENAGEMENT DU JARD IN 
TRAVAUX DE PLAF ONNAGE 
MISE EN PEI NTURE 
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Lnsert was done 1 Cont i nue 7 <) 
U! T E R TH E N iJ D E IN I T I A L : < 3 / 
EN TER THE NODE FINAL : (; > 
LNTE R THE POUND OF EDGE : (1) 
~nsert was d • ne 1 Co n tinue°<° < > 
E r~ T E R TH E N O D E I N IT I AL : ( J ) 
EN TER THE NODE FINAL :(5) 
LN TER THE POUND DF EDGE : (1 > 
l r-.-:.;,:::, r· t w.c;s don e i Conti nu e? ( ) 
C iH E R T H E N O D E IN IT I A L : < 3 > 
ENTER THE NODE F INA L :(G) 
EN TER TH E POUND DF EDGE : (1) 
tnsert was done l Continue? <) 
i:: N T E R T 1--1 E N O D E I N IT I A L : (' 4 ) 
CN TER THE NODE FINAL :<7) 
EN TER THE POUND OF EDGE :(8) 
i. n '=· e r t ,., .::1 s d o n e I C o n t i n 1.1 e --:> ( ) 
I:N.T ER TH E NODE INITIAL : (4 / 
EN TER THE NDDE FINAL : <5) 
ENTER TH E POUND OF EDGE : (8) 
ins ert was done 1 Conti n ue ? < > 
1:N TER THE NCJDE INITIAL : ( 4 ) 
:::nrn: THE ~!O DE F rnAL : ( 6) 
E:N TER THE F'OUN I OF EDGE : (3) 
J.nse r t wa s done 1 Co nti n ue< < > 
i:-'. NTE R THE NO DE INIT IAL : <1·) 
CN I ER THE NODE FINAL : (1 0) 
CN IER THE POUN D OF EDGE :(l > 
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3NT ER THE POUND OF EDGE :(2 > 
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:i 1TER Tl·IE NOD E IN II IAL : (l O> 
-:rl'TER THE NODE FINAL : (11 > 
~N IER THE POUND OF EDGE : (1 ) 
ns ert was donel Co ntinue ? (T) 
:D1:3E : 
~i~Al..'AU X 
I ( nsert), D (e lete l,C( hangel,L(i st) , T(erminate ) ,S(upervisor ) 
DE MACON NERIE => CHAPENTE DE LA TOITURE 
~r:,~ l.-'AU :< 
CH;:;P ENTE 
~D ITURE 
DE MACONNERIE => INSTALLATIONS SA NI T ET ELECT 
DE Lt1 TO I1'URE 
. OITURE 
':.. UITURE 
: NSTALLATIONS SAN IT ET ELECT 
NSTALLAT I ONS SA NIT ET ELECT 
: NSTALLATIONS SANIT ET ELECT 
EACADE 
FE NEIRE '.:3 
~ME NA GEMENT DU JARDIN 
~R AVAUX DE PLAFONNAGE 
r I:3 E EN F'E INTIJRE 
EMMENP1GEMENT 
=.> TOITURE 
=> AMENAGEMENT DU JARDIN 
= FENETRES 
=> FACADE 
=> AMENAGEM ENT DU JARDIN 
=> FENETRES 
=> FACADE 
= ·,. EMMENAGEME NT · 
-~ TRAVAU X DE PLAFONNAGE 
=.> EMMENAGEtiE NT 
=> MISE EN PEINTURE 
- . ·· E M ME NA G E M E N T 
=> FIN 
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1 . () t·, 
1 .. 00 
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:J " () 1) 
f:. 00 
b .. 0 0 
l.. oc, 
2n00 
:2 .. 00 
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T A , T : ~ U P ~ .3 I< ~ ,4 \ _ • 
~ X ... 0/'I = 0 
2 .<C nl. • 
n ..i.;,j n va ~= -,9 ~ 
ni ::1 h " a~ r = ~.:::: .:i 
ma xsot u c=:!5 
max r :tn:1= :> 
ma i< ,,tri n ,. = 20 
.1. c1 n n:: = 
u ancn::-=, r = 
. 
. 
~ . o ;; eu r 
typ? "'leSS::",,,?• 
3 X l. m a e j ' ,rn ? c h 31.ne d e carar er es d e 
a o g? r m3 x~ ale d ' ùn nom r e ~nt ar; 
v~le r m, _m3 d ' ùn n omJr ? ant i 3 r; 
Vdl:J r 3Xl.~a i ~ d ' Jn n o m~r e e e l: 
on9~eJ r ma x ma? d ' Jn nJm or e re ? ; 
t~1 le ma x 1.11:1 2 d:::, r 3 n g; G g r ap h a ; 
a .en~ JJ r ma x i m l? d ' ~n ~ ch a ine d e c a ractar ~s 
"typ2 ::1~ st r I" ~; 
d 3 
e banc co r respon d ant 
l a 
da 
a n nom da type massa J e; 
n= c orr~s p c~dant a un n m 
"ty~ e s r.in ,. ; 






= pack •?d 
= set of 
ran., 
a, -,,r 
= a,.r 1~.._ •• me1xr 
ër .... = 




... n 'l t 




= ,re ,:orc 
3xstringJ of cnor; 
.~6XlJn;J of char, 
or _nte;e 
of r?a!; 
n~m_;raph_v : [~=YCO)J string; 
siz~ nod~ : inte er; 
no~_~ode : arr3yE1 •• ~axrangJ of 
_n 





~t~c~v4r = Apo~nter11s 
o~nter~~st = record 
s':.r1.ng; 
node : intager; 
'1extnode : stackver: 
?nd; 
matadJ = A~ointered 







.?11 c) .j 
etv~rtex = A pointerv?r; 








,, "1 l ; 
adJ 
e:; sag,?; 
~ ; fil of var ex 
fvert2x 
1.l'? of f.:d e 
r c_d f_d,,e 
_ n s .) 1 e : ;; e t v ? r t "' 1C 
,c mpt!i,t.? r 
comTiand,m~s5: ess 
n.:w e .. • :setv<>r+ex 
















le fichier de n oe ds du g r ap h "; 
l ' en r ag str~m?nt du fic ier da ~o a u ds; 
? ichier ' a r cs d gr apne; 
l ' en r egist r ement d ich1? r d ' a rc s ; 
l: ,,r 3 €:-' 
es compte1..rs; 
l~s d::innees e , t e_s; 
une n uva le cel_ la; 
les s~ichts d? ' o o s; 
, s~ c t de _r e; 
u no v aa e ame n. ; 
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- r,. 11 nts: 
-?recond1. 1.on: 
-.>ort · ~.,. : 
LES P OC::JURt:~ U t·LDJL: 
+ t C 
+ C 
?r a_s noeuas 
~r c?s arcs 
E GES IJN F:CHiêR 
=rL_V=:~ . )AT , 
F t:::Dj . JAT . 
~t.:o d..._t C + ~s d_ux f1.:hiers s1n 
acc~s p r ce. 
1.naexes ~t p: r 11et e n les 
-r n .... n: 
+ ~e pro:edure r e e c e?r 
f ch-ar de~ cr:s conce~n3n :U ~ 
... ~11-n .Jn: .:,c:Jl~ fois èJ nome 
0 l. S • 
.... -?r'Jc~ ur1 E 
r..,un nt:.: -. ~2 c:e di., r~::>rd .J 
-Pri=c'Jndi ion + lë c:e d :.i ecord n~ 
a~ux ich1.ers : · ch1.~r des -, oe u s et 
èP ?.~e proceoure est trai~a r un -
0 ' 1.Tip e~~nt? r ? '0;1 ia la p r am1.e r e 
f:i. ch er F :: VE . T lire . 
pe p3S e r_ p s on,i u ? 
qu? :/ln::, ::0rac er?s. 
-S rt e + ~e r c ord - s t u. 
-? 5 cc~~ ~~o 5: ~ _e r-corj 
e.:v_r. 
s. mis dans la ~e 01. r a cians a va iable 
-ronc on: 
~ Cc: r c dur 
e f.c:11._r F~L 
~ermet c 1.re la~ no~uds d ' un graphe a r chi v a dans 
V= T en do~nant le nom de ce gra h?,co sider e coma 
:= .- = ' c:.:?s. 
J-Pr:,cedJra ~E~ ~I E~. 
- 1-4.r um.nt.:.! +.ac·~ d~ r ecord du fichie r rILë:DG . JAT a i e . 
-Prec:>ndl.t.Lons: - .a c~e dJ record n? pe t p3s et r e plus longue 
U? vin~. caractar?s. 
-.:iort es: ~ .e r?corj ~st lu. 
- P~~tcond1tLo,s: ~ 1e r?cor::l est m~s 
rece::19 .. 
- fonct on: 
ans la ne~oire da s la variable 
• :a procadu e per~et de 
dan~ d fi:h1er FI-E:DG. • AT 
c e d'ac,:<s• 
ire les 3rcs(o a r etes) d ' un g ap h e a r c hive 
?n donn2nt l_ no~ du r aphe,conside r e c oma 
-,-ir~u:nents: 
- recond1t1.ons: 
-~ostc:>nd.t1ons. + la v a ri a>la re=ver est ec r ta dans l? f1ch · er FILEVE~.OAT 
-r- nct ... on.! 
~ CJ proc~dure ~er~et d ' :cri e tous les no?uds d 'un gr ap e su r l? 
fichier = E ✓ E( .J Ta i'aide d? ,a v 3r anl~ r ec v e r. 
.?-i'r:,c.?d r-:. ~:T::F L'.:E. 
-Prac n iticn=>: 
- .)ort.l~:,: + e 
-ro-tccno tions: ~ av r 2 la re=ed~ est ec r ite sur _e ficniar FIL::EDG . D T 
- fonc ion: 
- ort.1.e3! 
procedu~e p~ r Tiet d ' ~crire t3us les a r cs(o J es a rates) d ' un 
SJr la f1.:h er = Lc_DG . JAT 3 ' a je de a va r1 ~bla r ecedg . 
+ ac e dJ re:oro a rn- tra 3 JOJr. 
+ .a c~e a~ reco d na pe • pas et r a p 
ca c:C aras. 
s que vin ,;i t 
+ :es deux f1c,1ars F: EVE . D T,;ILE-DG . J T. 
+ ~e5 rnessagas ë ! ' ec r 3n . 
- ?03,: ond1.t.1.on . . + si -:ord n ' e 1.s:~ p~s ~ ors 3 f~1ch e r sr l ' ecr~n 
la m~ssa~a c ' er r au r, 
+ :.no 
e3 r-:oros des eu x 1.chiers a y 3 nt ce te cla 5on 
'lli 5 a _:; o r, 
~f·isha r un ~es ~ge da 01.re cett our "'S faite . 
-Fon t~ n: 
+ :-:? prJce u e p~rme de ma t r a a JO rs d ' Jn g r p ha 3rchi va as 
~~~ Jeux t c 1.ars FILEVE . Jlî ,=L Lè=JG. J and nna t 1~ no de c 
~r pn@,c~n=>idere c m~e c~e d ' accas.Dans a C 3S 12 record a mett r a a 
J ur ex~:,t_,il 1~ t~~t J ans 1.•e 1.l va af tic e r sur : • ecran le 
na s-~~ :'J da ~fà·e ~s dona ' ,oa r contr2 1 n: fa~ o ' aff i=har 12 
~~35a~~ je r ?f s . 
7-?r ceci ra •E R:CFI E • 
-?r ec :)nd.i t.1. :)n =>: 
- ort.:1.e-: 
.._a C ,.<::! 
.,. a c.e d a~ora na eu pas e• r _ pl s longue que 
.,. 
+ 
/ l.'"qt CëP"'3C ?r?s. 
e3 de x ftc i_rs ~I~:V:q.J T,=I E= G. u T. 
e::> ~e~sa~_s a l ' ec r ?n . 
d + o ri :. ! + a n'exista pas a o r s aff"c h e r sJr l'ecr3n 
a ' erraur, 
des deux fichi?r~ - yyan c_tte cle sont 
e.::,s~g a e a r c cette s uor essi.:, n est faite. 
- r nc-ti n: 
+ Ce proced~re p_r~e~ de supr1me d 'un gra~ h ? a rchiv e da s es deux 
f ch ... ers r:L~V_R. ~T,F. =E G. O~T e donnant e no de ce graph?, 
wo~s1d? r ; :omm - ... ~ d ' ac=~::> . ans e cas a r eco r d 3 su rimar existe, 
l ... ~f-1t ~te suit~ 11 ifa aff c~er sur ~ · acran un message d? ire c 
~st fa~ ,2~ ar :ontre i ... ne ai 1u ' aff c er e messe e da refu s . 
- r urne t~. 
- ? r ac.:,nd .i ns: 
-.::,orties: + ... e 5 ~ x fic ::. 2 r s F EVE . • AT,;::ILE:OS . :JAT . 
- on on: 
+ Ca ~rJc?dur? ~erm_t d? - .:,t r~r d~u f ch1e rs: =rLEVE • AT, 
;:. __ .,_ _ _,.:,.J T. 
-Pr ond1.t1.ons. 
-..) rt~es: + so ... t l? r ~phe ~,t 4u, 
~oit c•2~t un ~gss~g~ d 1 9rreur. 
- ?ost onûit1on~: + si 12 ne. du g~a~he 2ntre de l ' ec r an ~st cJ r ect 
c'est dJnc a rep esant3tio d~ gra ha sous 
d? po1nte..J r, 
s deu x fic i?rs cr 2VE . JAT et FILEE G. O T son 
- .:: ne on: 
fo me 
fermes . 
c · 2st '~nt f3c~ de raa 1se 
es ta-n?s SJl.va t?5: 
d ' un? ~e~t re de fichi r . I s ' occupe 
~ Jenono_r a ,o~ au grap h_ 
* ouvr r l_s f1en1ar~, 
~ ~etect2r .._'erra~rs sam nt~ • uas: 
•'• .,. 
Ji 1- nom d~ ~ ap~? ex s e,a ors 
taire 1 ~?c Jra des ,oauds et des 
~ no, cff ch~r SJr ' 9:ran ~? message 
?S f .. c. i:?rs. 
r.,.u ent 
-
0 r e conditions: 
+ so~t :~ ~r3phe est ecri , 
arcs; 
d ' erreur . 
soit c · e~t ~~ ~ess=Ç? d ' arreu r . 
•10 - . ~ . • es fichiers sont 
no,n,_~ ... rophe s 
n1se-2-Jo 
... e n m d 
r en aJou ant cie 
J r apne nex1stant 
one :l-?'): je r2a 1.sGr Jne ecr1tu e d~ fichier . Il s ' occupa 
e.s ~s: 
- de a _r l? no du ç 
Juvr1r les f1c 1?rs, ,,. 
( nt.rract ' f), 
.,. ete- _r es rr? rs samcnt1~uas: 
~ le o~ ~ aph? 1n_x stant, 
c. rs ecrL r ~ le ç ~ p h? ~ur le tic i:r, 
sinon --~~nd?r ? l ' u• is a·eJ r de fai r e une 
a~ ~~~eJ j ' ~n~ ~cri~ure 
y fermar :as fieniars. 
upd te 
1 -Procedure I.'IT PO E. 
r ~umen t:; ! 
-Prec nd.i. t · -::in s: 
- orties: 50i 
SOlt 
le _rap e est modifias r les fic iers , 
c ' e5t un messag@ d ' are r. 
-?ost ondit cns! + .e5 rich12rs son m1se - a-jour an moaif.i.an 
~x1st2nt sr las fic i_rs. 
-fonct.i:>n: 
1 a g r ap e 
+ - • ~st 1•~nterf~c? da raa ise 
cc pelas ~cne~ ;u~ vantes: 
ci ' ne ise - a - jour de f.J.c ~ie r. Il 
* de~andar a no du ç a~ha ·1ntarract~f) , 
* o vr r las f ch _r 5, 
* j~ ectar le; _rraurs semant_q es: 
si 1- oom du graphe existant, 
a ors faire ~a ~od1fi::a~1::,n 02 ce graphe , 
• 1. 
.,. 
51no~ aemander a l ' u 111; teJr a craer le g r aphe , 
fermar les fic .i2rj • 
-Proce ure :NITDEL E • 
rgument~: 
-Preconoiti.on;: 
- orties: + ~oit la ,rcp e est supor m9 , 
so~t c ' est un me~saga d ' arreu r • 
-Post::ond · t.10-,~: • es "icn1ers sont mise - a - o r en supp r ima n t le 
grap e ex1 t2nt jenanda. 
-fonct · ::,n: 
~ · ast ·.nterf cade 
de t cn1ar.I. s ' occuoe l~s 
realis~r d ' Jna ;uppress~o 




·2~a aer la ,o~ ~u çra he (1nte r rac if), 
uvrir les f1chiar~, 
* aetect_r as ~rreurs s2mant1ques: 
s.i 1. no~ u ~re~ne existe, 
a ors sJp0rimer le ;rapne, 
d ' n en r eg1s~ r ema n t 
sinon afficher SJr l ' e ran u, message d ' er eur . 
. ,.. rermar s f4cn ers • 
- Precon i L. ns: 
- Sort~ s: + la l ste des nom d? ~rapne etan dans es fichiers. 
- Fonc~i n! 
+ ~ ' af i=nag? su 
e3 fich ers. 
l.'.+-Prci:edur-= 




. • acran la lise aes n ~ da gr ap~e exista n 
-Sortie:.: + reJ2"1.l ' ""tat FIC . 
e and? da~s ~·etat r Ces fait. 
-ï= nc+ior.: 
+ 1., .. :! s t e ra2 1ser d ' n cho.x o'ooe at1 n 
;= C, . 
da s 
-?r ceci r? 
-Pracon i .1.,.,ns: 
~.~S=:T . 
+ ens : l ' _nsemo1~ de no uds ~ 
y::>e s?tvertex . 
E N 'EUDS 
a ' a rcs d 
+ d'a:rs • 




d~ cre~r u~ nse ble v ida 
ui po~nt~ v ~rs u: me~e. 
Z-?roc~d ra :MPT(. 
de noe ds 
; r ap e, 
plemant 
·- r-"ument,.: ~ ' ~nse~ble da noeu set d ' 3rcs au graphe, 
ty e satve,..tax. 
-Precond.1. 1.ons: + 
- ort.1.es: 
-~ stcond1.t~o s: + cett~ a.eJr est T~Uc si l'ensambla n ' est pas vid e , 
par :on~re c ' est ç LSE. 
- fonc ~on: 
+ r • ast de vgr1f.i_r si l ' ensam~le de noe ds as 1.l vida. 








e nom i~tarne du ~oaud,type integer; 
l ' ense"bl~ de noeuds et d ' a r cs du g raphe, 
y..,e satvert.ex. 
T n~11 ?St corract de point de vua 
ens1 n •e~t pas vida. 
:i ynt a xi que, 
+ l ' adress de l 'e le'llent um d-emande . 




' adressae de cet 
= n-1 • 
e.i.. eme t, 
: • ~~t j~ ch~ ~c ner l ' ad~asse d ' Jn ele11ent en donnan 
ett~ tonct1Jn est fa~t~ e, ~o~sJlta~t seqJe7tLellament 




nom :?..ntern? . 
amants de 
~-?roc~ch.:r .. 
r gu-111:nt 5: 
r-.1c :>nd1. tiens: 
-Sort ies: 
NSE~T. 
T nurn: l~ ~o~ 1.nte ~n a du noeud precedent qJe l ' on veut 
in~are r la noJvaau 3p res,ty pe intage r: 
va1ye: l.1 ~o~ axterna du nouveau noeua,typ a message; 
~nsl: 1 • ~nsemble d? noeuds et d ' a rcs du gr aphe , 
y~e setva rt ax . 
duoc: un~ variab4e qui montra si l ' insertion est elle 
oian faite,typ~ Joolaa~: 
T ,u11 ~t value s~nt cor r 9cts' 
ansl exi~te. 
'Join de vu e syntaxi~ue, 
+ ~ , ~ l :: ?nt .;: anda est 1n.;ere . 
- Po~tcond1tions: + si a~oc = TRUE 
l ' an~e~ble = l ' ensa 1., u {nouveau element i.,sare} 
s1,on 
l ' ensemble= 1 •ensemb~a 
-1-oric t.1.on: 
+ ~·2st d ' insere un noe•Jd dans ' ense~Dle da ~oauds s~ivant d ' un 
orar ,._ es1.r ,.;c. 
- ort e ,- . ;, . 
+ 'lu : 1. nt e I"? du no eJa (J?Sl. r •? a s ppri. e , ty e 
.1nt?~? r ; 
?ns: .._ ' e s:m1l? de nceua~ at a ' arcs du gr2 he, 
type setv? rt ex; ju c: ~n~ v ariab.e q 1 ontra si a su pression es t e lle 
)1~n f ite,type ~oole3n; 
+ nu~ ?t va ue se~ 
•n3 exi,t? . 
+ : ' :' ?ment de 
cor r ?cts èl ~ont de vue synta 1 ue, 
.? s S t... pri 
-?o,t ond tio s: + - doc = TR -
l ' 9n3enb4e = .·e semo 4 ? 
:,l"\On 
\ {e ement s pp r ime } 
l ' .?nJ .b,.e =l ' es-?, ,12 
- ,-one t on: 
+ w' -st d~ SJp~ r ... 3r U no~ud oans ' ense mol? den e~ds en donnant son 
no'îl n tarn., . 
- ?roc?dur- ~r: . 
- Ar,;u 1i-c-nt::;: 
- i-) r-c ndi icn::;: 
-~ort es: 
-?o st-.:ond t ... on 
-r-on :ion: 
..,.. - , ;is• 
+ en;: l ' ensemol? d~ no euds a· d ' a rc s du g r a ha, 
y e sat vert.e x. 
T ens do·t et r a ex s t e . 
e no.0ra de noe as du çra~ ha. 
+ ., ~!c = l be da noauds. 
1~ nom~ra de noe ds du graoha. 
. 
;;, . 
- P r ec na tions! 
o,tcond.:.ti.o.'ls: 
- Fon c t ' on: 
va4u~ le no , ~xte rne a no e ud,type messaga; 
~n;: ' ensam)la de n e ds et d ' arcs du çraoha, 
ype :;et v ertex; 
+ Jau: _st =o r ?ct 3U poin 
ans :xi.ste . 
a::.aur bool.e?n a . 
d? vu e de syntax , 
=TU= 5i l ' ale11ent da ~nd~ e xist?,par -ont e 
= F L~-• 
+ - · .::::,t de ve r 
a noeJas JU g r cpna 
ier si J'1 
an c, on"lë 7 
ala ent 
• a 011 
ema n d? 
~xterne 
ast 11 e K1ste dans 
ou noeud • 
' e ns emble 
- 'r.,,u11ents: 
- crt1.es: + 
- Fo nct n! 
I ST. 
ns: l ' es~~~ e d 0 n oe ds a 
t;pe se v a rt ..,x . 
cauds d g r ap ~ • 
d • C S u çra h a , 
+ c'~st ci~ .l::,te Jn: l:s a de no e ds Ju g r aohe e n donna t la nom 
~x ~rra .::t ~ '1011 1nt~rna du noe d . 
[XT. 
- . 
"' . l ' en~amble de noe ds? d ' ar cs d grapha, 
tJP? se v e r tex; 
nunint: la no 1nt?rn e ~oau d do ne,ty pe inte e r. 
-Pr:c nd1 · ons: 
- ort.i 
i~t est co r ect a 
"'nS ?Xl.Ste . 
pont de VJ 
+ ~e no~ exta r e d oaud oe11ano? . 
de syntax, 
-?cst:ond t~ons. + J~1 T = ia no~ dXt_ rn e ·u noe as ' l axiste , pa r cont re 
A-1.:AT = b!.a ce . 
- fonc n: 
+ " as e onne _e no~ ext~ r~ e d " un no?ud dema nde lorsqu 'a 
son nom ~ntern?. 
l'.l-Pro::edure C-<E~T • OJê . 
r"'umcnt:;! 
-r'r:c nd ,.::i...,ns: 
- ostc ,d t~o.,s: 
- Foncti n: 
+ C ' as• · 1nt~rf~ca e r ea isar d ' Jna sr?ation da no eud u n g a he. 
s · occ p~ le"' tcch?s "'~v2ntas: 
* Je11?nd~r i~ateJ r d ' e e r ~es no eu s Cint e rr actif ), 
~ nserer e s dans l " ensemb e da oeuas, 
* de . e: ~r ~~s erreurs s1ntax1~ues, 
- ~star l?s noeuds _nse ~s. 
-1-Procedure : S~R~ JE. 
- r!:,ument::.: 
-..>ort_,_es: 
-~ostc nd tions: -
- fncti.·n: 
+ C' :st L' ~nterf3c? e raaliser d 'Jn a 1.nsert1.o de noaud a une position 
des re_ . il s ' o:cJp9 ~e.:, tachas SJi1a ~as: 
~ demand?r a • u _ 1.~a e r _ nom in er n e du noe d precedent du 
1o~u ~u on veJ enter (1.nt2rr2ct f), 
* d_te t?r L2S erraurs sin.a i~u2s e se a nt qJes , 
~ inserer e n3eJd a~mande a 13 Jonn ? pos1t1~ n. 
- rocedure c:LcT E. 
- r U:tldOt.:. • 
- P ~ ond.1.tio~s· -
- f onc .1. n: 
T ?S .'.nterf~ce Ge r~a iser d ' una s u pression e noeud du g r~phe . 
L s'ocCJP? e5 tz:r_s Sû1va t?s: 
~ jemcnde r d l ' ut.1. • .1.sa e r ? no~ 1.nte n e d u no e d v ula t s p r ime r (1.nt?r'"act1.-r), 
-·· 
··-
~teç ? r l:s 2r r êU s syntaxi~ ~set s2ma tio es , 
* s ~Pr-~ r ~e noeJd de 3nje • 
r"um nt5. 
- ?r con on:;: 
T c: 
n: s~itc ~ul. par~et d'al er 
~e-o 5a valaur, y e boo_e n 
= = A L S .: • 
-r .. c VJ.:U ::le stp. 
' e t a SJP 
-~ost O~d t Os: + 5Ci 
S O l. 
stp = F~LS: s1 on v-ut reitre dans l ' e~a 
~tp = T<U= si on v:~ entrer da s l ' e a 
-ronc ~on; 
, 
.,.. ..., 2 '~ nt_rf~c: de r~a~ise d ' n c~oix d'o era ion da l ' ? ~ 
4-? 0-~ r? : IT:.,_C. 
r~um~nt:;: 
- Fonc ~ n. 
+ L ' - s d ' n cnoix d ' operation de l ' et3 
V:: R • 
0:: C • 
rgu.-n nt:;! 
-·ort es. 
- f onc ~.;n! 
r , 
.., "' 
e S?S d~u,< 
-Pr?c.:rnj-1. -+:..1.cn;: 
- ort .::=>: 
- =>0::,1.cono tiens: 
- -one l..)n: 
+ ?n 5 
1-10)ULE ' RC S 
' ?n;e~ble d~ ncauds et d ' a rcs d 
y e s?tvert-..x. 
g r aphe , 
+ n.;;e110 ... e dol. atre exi.::>t-: . 
.,. la ist~ d ' arcs du graoh~ . 
l.1.ster un~ 
r?ml _s et 
nunini ! 
l .1 s 
5on 
" d ' a r cs d 
iJO!.O (5 1 .l. 
gr 3p e en donna nt le nom ex e r ne 
ia!X'.l.5te) . 
' ense .) "' oe noe 
typa se v?rtex, 
la no~ .1.nte rn G de 
ype 1nte,,er, 
l? orn .1.ntern~ de 
t p'? inte-"er. 
ds at d ' a ~cs du gra h , 
' ext e .1.te .1. itiala, 
' extremite inale, 
+ ~u .1. .1. 2t n min do.1.ven ?t r e cor ec t s au point d? 
'✓ ~ e sin ax at ' ' enserr)l? e x se . 
+ 
s l ' a r c deTianaa e x iste , 
s1 .._ ' ar: demande n ' e x 1ste pas. 
+ .:·~st d<:: v ?r l ' ? x-s enc_ d ' n arc d_ ma n oe . 
-1-1.r ;:fu11 nt;: 
-Precond t · ons: 
rt .... - . ~-
-ronct ... n: 
~ ~ns: l ' e s?m~la e noeJcs ?t d'arcs du~ ah? , 
typ? set v :?rtex. 
~ ens do~t etr? ~xiste. 
+ e nom)r2 j ' arcs aJ gr~pne. 
de d nne~ .e no ore d ' ar:s Jr p ,., e • 
- r urn nt::;: + f"\U :..n::.t le nom 
ype :..n ?g<?r; 
le nom 1 tare d? l ' axtrem te finale , 
ty.::,e 1n e<:,?r· 
.... ' ~nsem e d? no?uds et d ' a rcs g r apne , 
ty:JP .,.?tvert?x, 
U-r .., w Jn? vari be i antre 51 l' nsar ion es t elle 
-Pr~cJno "t~ ns: 
oi~n f i:~,typ2 0ool?a • 
+ n~ninit e n mti, sont corrects au p int de vu 
_f"\;:, ?X.l.5 e 
-?ostc , .tiens: ~ ~i a~c: =TU: 
ncti n: 
1 ?'1s~,bLe = l ' e semole U 
si CJoc ..: -=:iLS:: 
~,~,.,~e be= l ' ens_m le . 
(nouveau arc} 
de synta 
+ C' ~ t d ' inser~~ J 1 Jn 2rc d~n; l ' anse b 
- .,,.1.r i? • 
d'arcs ::;uivant d 'un ord e 
- Ar~um en - . ::, . 




• n 11 n.:..-t 
u jÇ 
~e nom i : r, ~ de :•ax r e 1te initie.le, 
y e intage r; 
a nom inte r e d_ ' ?xt r em1 e fina e, 
ty:,e i teçe r : 
L' e n semb a de oa ds et d ' a rcs OJ gr apne, 
tyiJe S•?tv "" tex, 
~n- variao!e QJ.l mo n r e s a s u r essio n est 
'e be faite , ype boolean . 
u111n1t :t n 
_n:::. ~x-ste 
fin so t co r ec s a u p i t ae vu e de s yntax 
a,d? est suopr1.me . 
- ~ostcond~t.ons! + ~~ d cc= TR~-
' · ?nsemb.e = • ... ns-m )' e \ { a ~c a s up p r i me r} 
si c .... oc = FALS::: 
1 ' ?n s-11bLe = l ' ensem )l e . 
- -=on e ion, 
+ - , est je s~pp r imer d ' un 3r: ju ç r ap h ? lorsqu • o 
d .JX extr<2m-•e5 . 




. l;: nc7 inter.,e de • ext ~e 1te 1n 1tiale , 
yp;! nte ~e r ; 
e ~o ~ 1 ntern 2 de l ' ext e 1 e na e , 
type in e,,,e ; 
' ensemb _ de no e~as et d ' a es d çra he, 
t ;: -:; tv2rtex. 
+ l. ? J s )I') c o r ects ëJ )o~nt de v e d~ s ynt ax 
n-> _x1.s:e 
- ort .... ~s: •arc dema n de . 
- ~ost~ond.tLons: + VA~U- = .e poid je 1•a~c de a n de s ' l e xiste 
~a co trs V LUê = O. 
_c:: ne .... on. 
r · est de dJnn e 
-~ nom i ter O ce ses 
la v al?u r d~ p~id d 'un a rc d 
e x e xtr emi:e;; . 
g r ap e r squ ' o n donne 
: .. N.;:::vA U.::. 
-..,rgumen,:.;;. + .l . 1 ~ o:n intern~ de l ' extremi e in i al?, . 
typ? 1.nteJer; 
. l: 0 ,"Il interna oe l ' ex re 1.te final? , .., . 
1:/P? 1nte,ier; 
an:;; . "ens·?m.)l? de noe d:;; ?t d ' arcs u graphe, . 
-,:ypa setvar1:ex, 
Pd5 . 3 v2leur 0 'J poid q.1e l ' on ve t r ampl ac ·? r avec . 
S3 va e r 3 cienn2.tyoe r:: a . 
-Pr ·con .Lt · 'Jn:,: • 1 j ?t ~ds s,nt corr?cts a 
.1n3 ex.is e 
po~n _ de vue de s yntax 
- ort e.,,: + ' ?n~e~bts d? no~uds et d ' arcs d graphe. 
' ens?mo~e te ue 
a po10 da : • 3rc de11a de= pds . 
-ronct- n: 
T ~ · as-,: de cnè~çar 1 valeur d.1 ooid d'u arc donne • 
. 
;;, . 
-?r ec on::l- t.Lon s: 
-Fonct.i.:>n: 
+ ~'a~. l ' interf3c~ de raa .ser d • une insertion d 'Jn arc . Il s ' occu e 
le: ta h~s SJ1vë ~ - s: 
* aem - ndar a i "~t1.isatdur la no interna des ae x extremites de 
.•drc q~•on ✓ ~Jt insarar et son poid (1n e r cctif), 
~ j?tect2r las erreurs syntaxiques et s~mant a es, 





~ • 3st erf3ca d r.?aliser d ' Jne uoprass on d ' 
s• CCJP.? .h.?s s~1vant~s: 
n arc d 
~ ~and~ r 1 •~ ~i i;ateu r la nom inte rn e aes ae x 
voua _ su~pr1~er (i~t2 rr -1i ), 
y jet~ctar l~s 2r r 2urs synta 1ou2s et ;_ma t.1 ues , 
* su;pr er 3r= en2 oa • 
- ortie.:.: 
- Fonc 1.on: 
~ S ' ast : • ntarf~c ~e r acliser d 'Jn cn_nge~ent 
j ' n ~rc a ~rap, .r~ s ' oc:upe les t~c es sui v 3n~e s : 
~ 12~z~ce r a • 1 isataJ r le ,o~ interna ces 
~ • a r : voJ ~nan;e r de PJ~js et 4? v ala u 
nt_rrac ), 
,:, d 2 ec . _ r : _ s 2 rra u s s y n a i ~ u es et sa rn a • q 
~ :ncn~~r val.urdu po1as d ' a c camande 
da v a eu r du oid 
e x ext e~ites de 
u no...ive ::i u poids 
es , 
.J.;.-?ro~eèure I=1 TE :Ju::. 
~ stp ~? s 1tch o i p?r~et d ' aller a 
se4on Sè val~ur,typa boo ean 
2 at S P 
-Sort.l?s: 
- ost.:ond:.t on::: 
-,on t1.Jn: 
• 1~ V3l? ~ de stp. 
= F l5ë 
= T~U: 








da s l ' etat SU 
dans l ' et2t OE 
~n c~o1x d'operation de l ' ?tat EOG . 
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... ::: .) p C:Cv ::::, DU •IOJul': ' :C ~ A 
................................. .. ....................... .. .. ....... .. ...... .... ... ........ .. ....... •.J .. ........ , ............ J' .... • ................ . ........ ... ........ ... .,, .. ............. _ ...... .. • • .,J..•• ..... • ............. J .. •..J ... , .. .J .. ,., .... ,. 4 ... • ... J., .J .... ,. ........ ¾ ' .,J 
.. ..,. ... , .... , .. .. , .. .. , .... , .. .. ., .. .. , ... ... , .. .. /"' ............. , .. ............. , ... · ,' .. , .... , .... , .......... ,. .......... , ..... , ........ ... , .... , ... ........ ,.. ... .. , .... ,.. .. ... .. ... , .... ,"' -r- ........ ,. .. , ....... ....... ~ ..... , ..... , .......... , ..... ~ .... ,.. .. .... .. ....... , ..... , ..... , .. ""' .. , .......... ,.. .. , ............. -... "I"' ......... , ................ ...... ... .,, ......... , .... , ... "\"''"•' .... .. 
- ,.r::1 11ent 
r c n · 1 i n"': 
rt.1 ;,: 
t .... o,s; 
- r- onction. 
+ , .?S 
,;èlJCn? dl? 
:I ' ff<=~e,. 
' ec r zn . 
- r~ on .t~::>n s : 
-_,or t ... as: 
- ronc n .. 
· 1s ::J - p:::, 
t O .J l ' ec r n et e po5·t4onn-? r -? cur5aur au debu a 
r: 93uch? de ' e:ran. 




n - • ::, . 
- Postcondit~ons: -
- fonction: 
:St d ' ,afface ,.. 
urs~Jr a ce momeP~ 
4-?r3ced.,r.: 
- Arqurnents: 






- r cncu.on: 
l'<EO 
'est d'2ffac-?r 
ce m::>m ,.;- nt la . 
n? 1~ne da l ' ecran 3 partir d la positi::>n d 
" ecran a D3s a partir aa la position u curseur a 
-?r-:c nd.1.'t1.ons: 
- Sor ..1.e:;;,! 
- o.:;tcond~ 2.ons: 
-f-onction: 
+ ,- ., ?S~ 
r_cr an . 
O::,t ond t cns: 
- ronct1.on. 




.. 2 pos 
~urs?u 
! la pos 
eu seu 
ori.zontala 
,ty e 1.nt?;1?r; 
ion ve i: c3l,? q 
, y e 1.n ?~e r. 
t co og~e son't corracts a 
~u? ._ ' on v?ut poser le 
, 
? ... on vau poser e 
poin vu? de syn a . 
POS.l o nner Le curse r a 1. posito n C 1gne,cologn,?) de, 
e proJ r am~e dans cert3in te~ps et le reprendre a pres 
- r.,,um?nts: + -onang: ia ,u112 o du ~ ~n? qu~ l ' on vient d ' affic e 
SJr ' ecran,ty a inte1er . 
-?r.:!cond.ition;;: + son2n 
+ 30,,an 
e t cor ect au pont de vue de s yntax . 
-Sort es. 
-F ne .:.on: 





,1) de ... • ecrc.n. 0 è iç e 5 et de position r le 
+ nombre 
corr 
la ,o~bre q e l ' e ve t ire de · ec r a n , 
ty,::? .1ntec-1er: 
une varLa~·a joolae~n? q~1 ~ont e si e 
,o ~revient ae lire es 1 correct , ype 
D o ... ean. 
- no ore e~ :orr. 
-P st-ond ~ions:+ s c1rr = T J~ , lor- no ore= le ne Dre l 
par contre n m0re = D. 
- ï=cnc on: 
+ --'.:st ::le d_ 
ent.1.ar v.:n n"t de 
act?r ' ' e rreur au !,)Oint 
ap2r SJr l ' ordin t?ur. 
de vue syn~axi~ue du n omb r e 
;1-,-r0c.,d ra LI t, U"\ • 
-,.r;iument;:;: 
:: "r 
le nom)re que • ' on veut l. e de ' e c an, 
t.yoe real: 
un? vari3b~e boo e?nne ui montre si le 
10 bre v e t = l. e e3t il -or r~ct,type 
oo ... ea • 
-Pr"condit.icn;;: 
-Po - te 
- ronc n! 
+ ., ~ s 
r..,_1 v?nan· 
s : 
nc11br~ gt corr. 
+ 3 l. 
pa 
Cvrr ~ TKJ~ ,alors no~brer = 
cont = nom~rar = O. 
e nom1,re rael u 
d~ datgct r l ' erreJr au oint de v ue syntaxi ue du nom r~ 
d 3p?r sJr l ' ord~nat_ur. 
JJ Ou -MJ DJL: ùE RJUTI ES DE G~A?H ë 
,,, ., .,.,,, .., ... ,., .,,._,., ,,,,,1 • 1 .J,., ._, .. ..,. .... .,, .,., .., .., ,,, .,. , ,.,.,.,_.,_ .,., ., ..J,,,, .. ,,. .,._1,.. ,..,•,., ,,. ,f_,, .,,. ._I., 1,. ._1,. .. ~,., ..,t., -..\,. .1,. .. • .. -.. .... ..> .... ._, _...,1., ,., .,1., ,J.,.J,,, ., .,...,1,. .,.l,. ,J.., ,.t., ,.1,.. ,.,,.. .. ., ,.o., ""l"" -..1..,..,1.., ,,., .,, "'" """ ,_t,,, ,.t.., J,. ,.e,,, ""..,,,,.._,..,. ..,\.,..,1., o/,.J.,. ,,J.,..,.,., ,.t.,,,~, ... _,..,\., ,l. 
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1~ p r am1e r o~bre entier, yp e integar: 
12 deu x e11e no~)r~ ?n 12r, ype inteJer • 
- ? r ec nd" ~1::rns: + ,u11l ~'t nu ,2 
+ '1A.CI T. 
ont -:o r2ct s a .J oin 
- ost::rndtt1.ons: T 1AXI JT .>= nt.111 ~t nu112 . 
- Fon c ... on. 
+ C' :st 
2- ? r oc_aJr.? MI H H. 
nu 11 
nornDres e nt a r s . 
~ ~ ·:> r ?m1.e r no bre a n :ter, .ype integ-ar; 
a d- .Jx1.e~ e nom~ra a ntier,typ? in~ege 
~ ~~son . co racts aJ 0O-1.n e vu e de syntax. 
- o tcond 1.ons: + MI I T <= n~~ •e~ nu 2 . 
- =on ion: 
+ - • ?s· d: d nn~r ie min ~J n des ~eux o'Tlores e nti e r s . 
-Pr C:dJr: , AXR: • 
~nts: + nu r lep e11i? r norrbr 9 re~ ,typ? rea ; 
"'luTirZ : le d_ux1.2me o be r eel ,tyo e rea 
+ "'lu nr _t nu 2 sont corrects aJ point de vue de EY tax. 
+ :-1 :. ;< R .: L • 
- ? 5 ono1.t · ons: + AX, -L >= nunr -.::t n:;mr2. 
- Fonct1. n: 
+ ' ~s-r. de d)nne~ le maximu n das d?ux 011b es reels. 
e pre111? r nomor ~ r e~l,typa real; 
le d?uxi?ma nombre r eel,t yp e r2al. 
- ? r_c::>n::ii 1::,n;;: + , nrl .?t n:;mr s:>nt ::orr_cts c:J p o1.n-r. de v , e de syntax. 
- Post;:ond tions: -+ H R_L <= nu"1r e t nJll"r2. 
- Fonct on: 





~ l ' an;e be de no?uas et d ' a r cs dJ ~r apne, 
ty-;,e :.?tvertax; 




?S': corract au poi, 
-Xl. ... t:?. 
TS type resuls?t . 
= { n:>eJ s / 1is sont accessibles 3 v} 




l ' an:.e be a ~ no?uds et d ' 3r cs ou gr 3p~e , 
t:y es- vert?xi 
.e nJm 1nt2r e du no_ d,t y e in egar . 
-Pr?c:>nc.,:: ons: ~ v ?S correct 3U p:>1nt d: VJ? de syntax, 
?Xl.51: ,. 
-.)Of"t - :, . TS, ty e r s • lset 
-?o:.tc dit.l.Ooî + .,::5C.::N A JÎ;:> = { no? ds / l. ~ 5 so t acc?ssi, es de v } 
- Fonct · n: 
~ " 2.:>t e o:>nn=> no?u 
- ort e 
-r"Jo::tcona~"t .. ons~ 
- r.., :nent::.: + 
- r c:,n i .. i~n;: 
- ? st onditio s! + 
-=one t ... :::>n: 
"t" .: .. ,;: 
J 
' ~r-e b.e d: o?ujs et 0 ' 3rcs du gra~ e 
y,-,e s tve'"t?x' 
e nvm i~tarne dJ ou ,type int:ger . 
v ~st co r_ct au poi 
~x s•e. 
~? v ~ de synt2x , 
J 
y I (v,y) ast un ac dJ grap~e } 
l'.:ln5e~o e d-a no 
~Y.J.: ~~tvertex; 
n-:,m in ern-= du 
u noe d dema n de v. 
d et d ' ~r -s du g r ap e , 
corr,,c 
; _x s e. 
3U poi t d? vu_ de syn - , 
= eJd y/ (y,v) est u, arc du graphe } 
n e b e des preoasc?5Se rs du n:::>e d dem nd e v. 
- r.; :i1t:n1:s: 
- ? r acJn 
- ort - . '<: C, • 
one l ": 
+ -~ 
,.O- Proca 
r _,,1 .. :nent 
- art ... :::,! 




g r ap'1e 
au nc.?ud,ty e in 2g2 r. 
= { no :.id y I 1. ?x1ste u, c n ami n ae v 3 y} 
e d J n er e co oosant connexe co r respondo t au no? d de~and~ v 
re :: M:> r .... RT _C EXE . 
-t-
J r a 
-s: ::or r-c 
?X1S e . 
du o_ d, y e in egar . 
au point c? ✓ v? de synt2x , 
-1P f..,RT CO 'N::X_ , t y oe ras:.J:,.et . 
,1p rCRT - Cù •N:: XE = { ~O;vJ / / l e xista 
e 
un -~~~i~ de va y 
n cne~in de y 2 v} 
e , 
C ' _st e don~~- • 
no_1..d d-"Tland_ v. 




.. \., , ~'5 t 
- r.:c n 1. ... ~n::.: 
' ?n~~mo e de noeuds e 
,:y e 5:: vert?x. 
j ' r :s du gr aphe , 
-t g ax~ste. 
+ .SJL:, y e r.s ~5et . 
,. 
O •?Ud X / 
e d? 
~ • ~n-e b ~ 02 no2uds et d ' 3r cs d 
ty;Je s?tvert.x. 
,., ?Xl.S e. 
+ .04PL T,~y _ b:Jolean. 
r ap e, 
- Po5t - ond~t .... on~; ,- SJ1?~ET = RUc s- le çraph? _s~ complet , 
~ar contra COM 0 L~T = F~L3~ . 
- ronc· .... on: 
+ v ' ~~t d_ d::>t?cter ~l. l_ ~r3p e es~ i co plet . 
... -Proc-=juif'~ C,.; , X • 
-..Sor l.to!s: 
' a~se~b e a? ~o-uds et j ' a r cs d 
+y,?e s~ ve t_x. 
r ap e, 
-J ~tco~d:t.o;')s: ap '? '?S 
s =. 
co naxe , 
= 
nct .. :in: 






- ronct .. :>n! 
l'?nse b.e da -io uds et j ' c r cs d 
ty e s_tvert?x . 
'? X S te • 
)o:>l?a:1 . 
.l. .; ;i r ap-ie est 
NH:XE = F L ': . 
gr ap e, 
fo r e~ nt c n e e , 
+ ~ ",.: • e a~~?c er si 1- ~r cp e ast i1 fort?ment con n e x a . 
• 
- Ar __. u <:!nt,: 
-Pr_c.Jn lt ::>n,,: 
- F n 




. · ?n5:TI~Le d? no?uds et d ' 3r ~s d 
ty;:>e S?1:ve r tax . 
NT:_~'(M_T~l u:, -Y e boo~e:in . 
gr ap e, 
, TI SY~=T~I U= = T c s _e ç r a he _st ant 1- sym? t iq u e , 
ar :ont TI ~y~~T"I " JE = F~L~E . 
-+ C ' :st de d. _cter si , .,_? raphe ~st 1~ 3n 1 - symetri u2 . 
c-Pl"'OC? ure SfM2:TL.JU_ • 
- r-"umant 
-? r .:c:>n l. 1.on.,: 
• • :n,,e~ble d~ oeuds et 
ty o? sa :1 e t2x . 
XlS e. 
+ S ·lt::T yp? oolaa . 
' 3 r cs d u gr ap e , 
-ro.,,tcond ... t1.cns: + :)Y lt:TR: c = T u_ ,,i. le ,,, r 3p e es "t s ym " tr i u e , 





.: s _ ?cter 1? s y et r .1 ue • 
1 
- 9-Pro-edure 2X 5T: 01 - E. 
r"'um..-nt"': + · e~s3mola de noeûas 
ïP? s,atvar ex; 
?t d'2rcs du ç ra h e , 
SV i ' e s?m~l? d~ noeûos 
tyep esu1sat . 




+ =X-~T=_uJU~L-, ype ooo ean 
?t sv. 
- ?ost~:,ndit o~s: + ~ tXI..)T DUCE= T L .: ,alors sv <> { } 
sin n ,,v = { }. 
-ronc ... n: 
·_st de cne-har to s e- no~~ds du ~r ap e 2-yant un ~oc e. 
· ens:m)la oe n,euds at d'a es d u g aphe, 
type :.etv2rtex. 
-?rac nd1. ~ons: 
. 
. 
-t- " ?X.-. te • 
)o:, ~an • 
~tiens! + _XISTE A~'3~.: = T U::: .si l? ,.r3p, e est u 
:iar co~t e =XIST: ~j~E = F LS=. 
- r net. n: 
+ :·ast d_ dat.c:er si l? r ap e e.st l. 
a r '.)r e 
r_.um-ant.,,: 
V 
• ~nsembl2 02 no~uds e t d ' a r cs d r p e, 
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