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In this paper we study the dissipative effects and decoherence induced on a particle moving at
constant speed in front of a dielectric plate in quantum vacuum, developing a Closed-Time-Path
(CTP) integral formulation in order to account for the corrections to these phenomena generated by
finite temperatures. We compute the frictional force of the moving particle and find that it contains
two different contributions: a pure quantum term due to quantum fluctuations (even present at
vanishing temperatures) and a temperature dependent component generated by thermal fluctuations
(bigger contribution the higher the temperature). We further estimate the decoherence timescale for
the internal degree of freedom of the quantum particle. As expected, decoherence time is reduced by
temperature, however, this feature is stronger for large velocities and for resonant situations. When
the particle approaches relativistic speed, decoherence time becomes independent of temperature.
The finite temperatures corrections to the force or even in the decoherence timescale could be used
to track traces of quantum friction through the study of the velocity dependence since the solely
evidence of this dependence provides an indirect testimony of the existence of a quantum frictional
force.
PACS numbers:
I. INTRODUCTION
One of the most exciting features of modern quan-
tum field theory consists of the nontrivial structure of
the vacuum state and the zero-point or vacuum fluctu-
ations [1]. Among the most remarkable observable con-
sequences of quantum vacuum fluctuations, we can men-
tion the Casimir static force between neutral objects ex-
perimentally demonstrated [2–7]. A less celebrated and
renowned phenomena is the appearance of a dissipative
force when two neutral lossy bodies are placed at a short
distance and set into relative parallel motion at constant
speed [8–15]. This force is known as quantum friction
(QF) and is said to be due to the exchange of Doppler-
shifted virtual photons. However, its prediction has in-
spired a lengthy debate on its origin [16, 17]. Due to
its short range and small magnitude, precision measure-
ments of quantum forces are incredibly difficult and the
quantum frictional force has eluded experimental detec-
tion so far. Many efforts have been put lately into trying
to find conditions that would enhance the force, such as
considering non-parallel motion [18], and using promising
2D materials belonging to the graphene family [19–21].
Even though many studies have found some situations
for which the force would be increased in several orders
of magnitude, its experimental demonstration is still due.
Lately, some authors suggested to track traces of quan-
tum friction through the dependence upon the velocity
of some other measurable property of the system [22, 23].
Frictional and normal Casimir forces are not the only
effects of vacuum quantum fluctuations. For any quan-
tum system, the influence of the environment plays a
role at a fundamental level: the system’s dynamics can
no longer be described in terms of pure quantum states
and unitary evolution. From a practical point of view, all
real systems interact with an environment to a greater or
lesser extend, which means that we expect their quantum
evolution to be altered by decoherence. In the particular
case of vacuum fluctuations it is important to note that
vacuum field is an environment that cannot be switched
off: all matter will unavoidably interact with the elec-
tromagnetic vacuum. In that fashion, some of us have
investigated the possibility of detecting quantum friction
through the decoherence of the internal degree of free-
dom of a particle that moves in front of an imperfect
plate [24], finding that velocity-dependent corrections to
the decoherence time can be relevant for certain choices
of the material and the particle’s polarizability. Traces
of quantum friction in the decoherence timescale could,
under some circumstances, be easier to detect than the
frictional force itself. The loss of coherence of the par-
ticle’s dipolar moment becomes relevant in any Ramsey
interferometry experiment, where the depolarization of
the atom could be macroscopically observed by means
of the Ramsey fringes. In the case of a Rydberg atom,
this phenomenon could be also observed as a decay of
the Raby oscillations [25, 26]. In our present study, we
examine the thermal corrections to the frictional effect
on the one side; and on the other, we focus on how deco-
herence time’s dependance upon velocity is modified by
the environmental temperature. It is important to note
that this further consideration of the thermal corrections
represents a more real scenario for experimental purposes
than previous analysis at T = 0 done in [24].
This article is a further contribution and extension of
previous works by ourselves and collaborators. We shall
consider a particle moving in front of a dielectric plate
and thoroughly study the decoherence process of the par-
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2ticle’s internal degree of freedom. Herein we shall deal
with a more realistic scenario in 3 + 1 dimensions and
account for thermal corrections in the non-relativistic
regime. Not only shall we compute the decoherence time
but the frictional force as well, and study the velocity-
dependent corrections in this framework. It is impor-
tant to stress that the main approach used along this
manuscript is the development of a Closed-Time-Path
(CTP) integral formulation [27, 28]. This shall be done
with a dual purpose: (i) calculate a general expression
for the frictional force of the moving particle and (ii) as
a tool to evaluate the decoherence time of the internal
degree of freedom of the quantum particle in interaction
with the vacuum field and the dielectric mirror. The
CTP-method has been used in quantum field theory as
an approach to non-equilibrium descriptions of dynami-
cal problems, where dissipative effects arise at the macro-
scopic level after coarse-graining the detailed information
in one or more subsystems, by tracing out those degrees
of freedom. In fact, this method presents a combination
of both quantum field theory and statistical mechanics.
This article is organized as follows. In the Sec. II,
we present the microscopic model and use the CTP - ap-
proach to functionally evaluate the in-in generating func-
tional. In Sec. III, we evaluate the thermal corrections
to the quantum frictional force and analyze the force de-
pendence with the velocity at different temperatures of
the fields. In Sec. IV we further calculate the influence
functional which allows us to estimate decoherence times
in Sec. V. Finally, we include a Conclusions Section.
II. THE SYSTEM
We shall consider a neutral particle coupled to a vac-
uum field, whose center of mass traverses with a velocity
v relative to the dielectric plate as shown in Fig.1. The
particle moves in a macroscopic, externally-fixed, uni-
dimensional trajectory, in a plane parallel to the plate.
The distance a between the particle and the plate is also
kept constant by an external source. The vacuum field is
consider to be a non-massive real scalar field φ(x) that
interacts with the internal degrees of freedom of the plate
ψ(x). We call x1 the direction of movement of the par-
ticle, and x3 the direction perpendicular to the plate.
We also consider the particle with an internal degree of
freedom named q, which interacts with the vacuum field.
We may write the classical action for the system as
S[φ, ψ, q] =Svac0 [φ] + S
pl
0 [ψ] + S
part
0 [q]
+ Splint[φ, ψ] + S
part
int [φ, q] . (1)
The first three terms on the right-hand side of 1 are the
corresponding action of: the plate, the particle and the
vacuum field, respectively. The last two terms contain
the field-plate and the field-particle interactions. Ne-
glecting boundary terms, the Klein-Gordon action for the
q(t)
a
φ(x)
ψ(x‖)
x3
x1
x2
v
FIG. 1: A scheme of the system under consideration, where
φ(x) is the vacuum field, ψ(x) are the internal degrees of
freedom of the plate, and q(t) is the internal degree of freedom
of the particle, which follows a macroscopic trajectory in the
x1 direction.
vacuum field is given by
Svac0 [φ] = −
1
2
∫
dxφ(x)[∂µ∂µ − i]φ(x) . (2)
The internal degree of freedom of the particle interacts
with the vacuum field trough a current J(x) with contains
both the information about the position and trajectory
of the particle, and the strength of the coupling. This
interaction term is, then,
Spartint [φ, q] =
∫
dxφ(x)J(x) . (3)
We use, for the treatment of this problem, the CTP
method [27] and the Feynman-Vernon influence func-
tional (IF) [29]. While working on the CTP or in-in
formalism, the different terms of the action must be inte-
grated along a temporal path that is suitable for real-time
evaluations (the Schwinger-Keldysh contour).
We wish to consider finite temperatures, particularly
the thermal equilibrium scenario in which all the sub-
systems (vacuum field, particle and material) are at
the same inverse temperature β. In order to consider
such thermal initial states, the integration path must be
changed to the Kadanoff-Baym contour C, which differs
from Schwinger-Keldysh in having an extra branch along
the imaginary axis which goes from −τ − i to −τ − iβ
[30]. When integrating over the different fields, one must
also evaluate them along it. A single time representa-
tion can be achieved by doubling the degrees of freedom
of the system. If the sources and fields are assumed to
be the configurations J+(x), φ+(x) on the first branch
and J−(x), φ−(x) on the second branch; by considering
them as independent fields, we can then write the in-in
generating functional as a functional integral over fields
along a single time interval, where the boundary condi-
tion φ+|τ = φ−|τ = φout(τ, x) implies that the integrals
can’t be done independently. This representation enables
us to write the integrand in the familiar way
Zin-in[J] =
∮
Dφe−i
∫
dx
(
φT Kˆ2 φ−φJ
)
, (4)
where now, in contrast with the usual in-out generating
functional, the differential operator Kˆ is a 2× 2 matrix.
3The integration over the vacuum field φ can be easily
done, resulting in the known expression,
Zin-in[J] = e
− 12
∫
dxdx′Jα(x)Gαβ(x,x′)Jβ(x′), (5)
where a summation is assumed over repeated indexes,
and the free field propagator Gαβ(x, x
′) is a 2×2 matrix.
In this case, the free propagator for a massless scalar field
is given in momentum space by
G(0)(k) =
( 1
k2+i −2piiδ(k2)θ(−k0)
−2piiδ(k2)θ(k0) −1k2−i
)
− 2piinB(|k0|)δ(k2)
(
1 1
1 1
)
, (6)
where nB is the Bose distribution nB(|k0|) = 1e|k0|/T−1 ,
with T = 1/β. We are working with units such that
kB = ~ = 1. We aim to obtain the in-in effective action
of the system Γ, which is defined as
eiΓ =
∫
C
DφDψDq eiS[φ,ψ,q]. (7)
Rather than integrating over every degree of freedom si-
multaneously, it is convenient to introduce a partial result
by integrating out the degrees of freedom of the plate and
the particle so that the whole information about them
is contained in an effective interaction term of the form
Svacint [φ] = S
vac
pl + S
vac
part. As we are assuming locality in
the microscopic interactions, we know Svacpl,part depends
on φ(x) only for xµ inside the region defining the respec-
tive element. Thus, under the assumption that, either
exactly (as in the model we consider) or approximately,
Svacpl,part is quadratic, we have [31]
Svacint [φ] = −
1
2
∫
dxdx′φ(x)V (x, x′)φ(x′), (8)
with
V (x, x′) = V part(x, x′) + V pl(x, x′), (9)
and
V part(x, x′) =δ (x3 − a) δ (x2) δ (x1 − vx0) (10)
× δ (x− x′) g(x0 − x′0)
V pl(x, x′) =δ (x3) δ (x3 − x′3)λ(x‖ − x′‖), (11)
where the functions g(x0) and λ(x‖) depend on the mi-
croscopic models, and x‖ refers to the coordinates which
are parallel to the plate (x0, x1, x2). These effective po-
tentials can be determined by considering a specific mi-
croscopic model, or even introduced ad-hoc based on par-
ticular assumptions. In any case, the integral over φ be-
comes a Gaussian
Zin-in =
∫
Dφ e− i2
∫
dxdx′φ(x)Kˆφ(x′). (12)
The differential operator Kˆ appearing on Eq. (12) is
Kˆ = Kˆ0(x, x
′)δ (x− x′)− V pl(x, x′)− V part(x, x′),
where Kˆ0 is the differential operator for a free field with-
out considering neither the plate nor the particle. We
want to find Kˆ−1 such that KˆKˆ−1 = δ (x− x′). Consid-
ering this challenge, we notice that the effective poten-
tials V (x, x′) are proportional to some coupling constants
λ and g between the vacuum field and the internal degrees
of freedom of the plate and particle. If these couplings
are weak, we can obtain a perturbative expression in λ
and g for Kˆ−1
Gαβ = G
(0)
αβ +G
(0)
αγV
pl
γδG
(0)
δµ V
part
µν G
(0)
νβ + part↔ pl. (13)
The integrals involved in the contractions were omitted
to simplify the notation. By functionally integrating (12)
over φ we obtain the effective action for the whole system.
A. Microscopic model
In this section we must characterize the system under
study. We have defined so far a real massless scalar field
φ which interacts with another field ψ, describing the in-
ternal degrees of freedom of a plate (but in fact could be
associated to any other system that we might be inter-
ested in). When we integrate those degrees of freedom
out, we obtain a non-local effective potential V (x, x′)
that contains the information about the characteristics
of the plate and particle. Hence we consider a thin in-
finitesimal plate occupying the x3 = 0 plane, with inter-
nal degrees of freedom that behave as one-dimensional
harmonic oscillators, one at each point of the mirror.
They have generalized coordinates Q(x‖) taking values
in an internal space. No coupling between the oscillators
is included. We do consider a linear coupling between
each oscillator and the vacuum field. The terms in the
system action depending on Q,
Spl0 =
1
2
∫
dxδ(x3)
[
Q˙(x‖)− (Ω2 − i)Q2(x‖)
]
and
Splint = q
∫
dxδ(x3)Q(x‖)φ(x),
which results in a Gaussian functional integral to find
Svacpl [φ] and therefore the effective potential V
pl, which
will be a 2×2 matrix given, in momentum space, by [31]
V plαβ(k‖, k
′
‖, x3, x
′
3) =(2pi)
3δ(3)(k‖ − k′‖)λαβ(k0) (14)
× δ(x3 − x′3)δ(x3).
The particle is considered to be punctual, moving along
the x1 axis with a constant velocity v at a fixed distance
4x3 = a above of the plate, and interacting locally in posi-
tion with the vacuum field, then the current J(x) in Eq.
(3) will have the form
J(x) = g q(x0)δ (x1 − vx0) δ(x2)δ(x3 − a) , (15)
where g is the coupling constant between the vacuum and
the internal degree of freedom of the particle. Therefore,
the effective potential corresponding to the particle be-
comes [31]
V partαβ (k‖, k
′
‖, x3, x
′
3) = 2piδ(x3 − x′3)δ(x3 − a)gαβ(k0 − vk1)δ
(
k0 − vk1 − (k′0 − vk′1)) ,
with
λαβ(k
0) = λ2
(
1
(k0)2−Ω2+i − piΩ iδ(k0 + Ω)
− piΩ iδ(k0 − Ω) −1(k0)2−Ω2−i
)
− 2piiλ2nB(|k0|)δ((k0)2 − Ω2)
(
1 1
1 1
)
, (16)
and
g(k0) = g2
(
1
(k0)2−ω20+i −
pi
ω0
iδ(k0 + ω0)
− piω0 iδ(k0 − ω0) −1(k0)2−ω20−i
)
− 2piig2nB(|k0|)δ((k0)2 − ω20)
(
1 1
1 1
)
. (17)
Here ω0 is some characteristic frequency of the particle internal degree of freedom q, and Ω is the characteristic
frequency of the harmonic oscillators constituting the plate.
The case of a mirror imposing ‘perfect”, i.e., Dirichlet
boundary conditions can be obtained by taking partic-
ular limits in the definition of Eq.(14). This Dirichlet
limit may be reached by assuming λ2/Ω2 → ∞ in the
propagators (it would be similar for Neumann boundary
conditions). It is easy to check that V plαβ(k‖, k
′
‖, x3, x
′
3) =
λ˜2δ(3)(k‖ − k′‖)δ(x3 − x′3)δ(x3) with λ˜2 → ∞, implies
Dirichlet boundary conditions. As it could be seen be-
low, the quantum frictional force is zero in the Dirichlet
limit. The microscopic model for the material is a toy
model in which absorption is neglected.
III. FINITE TEMPERATURE FRICTIONAL
FORCE
When the particle and the plate are in relative motion,
there is an energy transfer to the system [24]. Therefore,
energy conservation implies that there should be some
force performing mechanical work when moving the par-
ticle. Moreover, since this motion has a constant speed,
the force has to be dissipative in nature. However, the
system is not completely closed because the particle is
forced to move with constant speed and is moreover kept
at a fixed height for external agents (that are not further
considered in the calculations).
In order to find an expression for that force, we com-
pute the mean value of the energy-momentum tensor tµν
in vacuum and in the steady regime 〈tµν〉 = 〈0in| tµν |0in〉.
The frictional force between the particle and the plate can
be obtained by means of the point-splitting technique as
F = lim
x→a+
〈t13(x)〉 − lim
x→a+
〈t13(x)〉 , (18)
where
〈t13(x)〉 = lim
x′→x
〈∂1φ(x)∂′3φ(x′)〉 (19)
=
1
2
lim
x′→x
∫
dp0
2pi
d2p‖
(2pi)2
(ip1)∂
′
3G1(p
0, p‖, x3, x′3).
Here, G1(x, x
′) = 〈0in|φ(x)φ(x′) |0in〉 is the Hadamard’s
two-point function, which is related to Feynman propa-
gator G++(x, x
′) = 〈0in|Tφ(x)φ(x′) |0in〉 by G1(x, x′) =
2 Im (G++(x, x
′)). Expanding the Feynman propagator
G++(x, x
′) as in Eq. (13), it is possible to compute every
contraction exactly, thus obtaining a perturbative expres-
sion for the desired component of the energy-momentum
tensor. It is clear from Eq. (18) that the dissipative force
is given by the discontinuity of 〈t13(x)〉 at x = a. The
derivatives can be easily calculated by writing the differ-
ent terms of the effective propagator, corresponding to
different orders in the coupling constants, in momentum
space. As the free propagator is continuous at x = a, it
does not contribute to the force. It can also be shown that
the only non-vanishing contribution to the force comes
from those terms of Eq. (13) with ν = β = +, since the
terms with ν = − are continuous at x3 = a. The force is
then given by
F = lim
x′→x
Im
∫
dv du dz dy ∂1G
(0)
+α(x, y)V
pl
αβ(y, z)
×G(0)βγ (z, u)Vpart,γ+(u, v)
[
lim
x′3→a+
∂′3G
(0)
++(v, x
′)
− lim
x′3→a−
∂′3G
(0)
++(v, x
′)
]
+ part↔ pl . (20)
By Fourier transforming the Klein Gordon propagators
5and the potentials in the parallel coordinates, both the
derivative ∂3′ and the limit for x3 → a can be explicitly
computed. When doing so, the terms in Eq. (20) with
x3 = 0 vanishes. This procedure adds a factor of (-1) on
the remaining term, resulting in a simplified expression
for the force
F =− lim
x′→x
Im
∫
dk‖
(2pi)3
(−ik1)G(0)+α(k‖, a, 0)
× λαβ(k0)G(0)βγ (k‖, 0, a)gγ+(k0 − vk1) . (21)
The integrand consists in eight combinations of the α, β
and γ indexes. These possible combinations lead to a
total of 64 terms, most of which vanish due to parity
considerations, or as a result of the Heaviside and Dirac
delta functions appearing in the propagators and poten-
tials. The whole contribution to the force can be seen
to come from only eleven of those terms. The combi-
nation {α, β, γ} = {+−−} is completely non-vanishing,
while the combinations {α, β, γ} = {++−}, {−+−} and
{− −−} have one non-vanishing term each.
Replacing the propagators and functions g and λ with their explicit expressions, making use of the SokhotskiPlemelj
theorem [32] and the properties of the delta function, the frictional force is found to be
F = −a2λ2g2 ω˜0 − Ω˜
4ω˜0Ω˜
F1 − a
2λ2g2
4ω˜0
√
1− v2F2 −
a2λ2g2
16ω˜0Ω˜
F3 (22)
with
F1 =
∫
dk˜2
2pi
θ
[
ζ−
(
k2
)]cos2
(
1
v
√
ζ− (k2)
)4nB(Ω˜)3 + nB(Ω˜)2
ϑ
+
nB(Ω˜)
(
4nB(Ω˜) + 2
)
− nB(ω˜0)√
ζ− (k2)
√
ϑ
 (23)
− cos
(
2
v
√
ζ− (k2)
)
1
4
nB(Ω˜)− nB(ω˜0)
ζ− (k2)
}
,
F2 =
∫
dk˜2
2pi
k˜1dk˜1nB(|k˜1v − ω˜0|) p.v.
(
1
(k˜1v − ω˜0)2 − Ω˜2
)
θ
[
ζ
(
k1, k2
)
)
] sin(2√ζ (k1, k2))√
ζ (k1)
√
ζ (k1, k2)
and (24)
F3 =−
∫
dk˜2
2pi
[
(ω˜0 − Ω˜)nB(Ω˜)− nB(ω˜0)
ζ− (k2)
e
−2
v
√
−ζ−(k2)θ
[−ζ− (k2)]+ (ω˜0 + Ω˜)nB(Ω˜) + nB(ω˜0) + 1
ζ+ (k2)
e−
2
v
√
−ζ+(k2)
]
(25)
where ζ
(
k1, k2
)
= (k˜1v − ω˜0)2 − k˜21 − k˜22, ζ
(
k1
)
=
v2
(
(k˜1v − ω˜0)2 − k˜21
)
+ω˜20 , ζ±
(
k2
)
= v2Ω˜2−(ω˜0±Ω˜)2−
v2k˜22 and ϑ = v
2Ω˜2−(ω˜0−Ω˜)2. In order to write Eq. (22),
we have defined the dimensionless variables k˜1 = ak
1 and
k˜2 = ak
2, and parameters Ω˜ = aΩ, ω˜0 = aω0. Thus,
the dimensional dependence to be concentrated in the
factor a2λ2g2. Being the dimensions of each constant
[λ] = m3/2, [g] = m1/2 and [a] = m−1, the force is
found to have the right dimensions. The parameter β
(the inverse of the temperature) was redefined as βa → β,
rendering it dimensionless as well. The theta function
θ
(
v2Ω˜− (ω˜0 − Ω˜)2 − v2k˜22
)
that appears on F1 enforces
the whole term to vanish unless
Ω˜ >
ω˜0 − v
√
ω˜20 − (1− v2)k˜22
1− v2 , (26)
Ω˜ <
ω˜0 + v
√
ω˜20 − (1− v2)k˜22
1− v2 . (27)
Considering the extreme situations, these conditions im-
pose the restriction ω˜01+v < Ω˜ <
ω˜0
1−v which, in the limit
of v  1, is rarely satisfied.The behavior of the force will
then be given, for non-relativistic motion of the particle,
by
F ≈ − a
2λ2g2
4ω˜0
√
1− v2F2 −
a2λ2g2
16ω˜0Ω˜
F3 . (28)
In Fig.2 we show the dissipative (frictional) force on the
particle as a function of the dimensionless velocity v. It
can be seen that the force develops two different contribu-
tions: one contribution is purely quantum, is generated
by the quantum fluctuations of the electromagnetic vac-
uum, and is present even at vanishing temperature. The
other contribution, produced by thermal fluctuations,
grows with temperature and is dominant at high tem-
peratures. For small but non-vanishing temperatures,
however, both contributions are of the same order, and
a detection of a frictional force at relatively high veloc-
ities and small finite temperatures would imply both a
detection of a thermal dissipative force and a quantum
frictional force. For very small velocities both compo-
60 2 · 10−2 4 · 10−2 6 · 10−2 8 · 10−2 0.1
0
5
·105
v
F
T= 2 · 104
T= 1.5 · 104
T= 104
T= 8 · 103
T= 0
FIG. 2: Dissipative force, as a function of the relative velocity
v between the plate and the particle, for ω˜0 = 0.03, Ω˜ = 0.01
and a = 10−6 [m] and T as defined in Sec. II.
nents vanish, since the energy supplied to the system by
moving the particle is not sufficient to excite the inter-
nal degrees of freedom of the material (which requires a
finite amount of energy determined by the characteristic
frequency Ω) and be thus dissipated [33]. For velocities
slightly higher than this threshold, is the thermal compo-
nent the one that grows more rapidly, which is not sur-
prising since the quantum frictional force, at this order in
perturbation theory, is vanishingly small for small veloci-
ties [9, 13]. However, it is worth remarking that at larger
velocities there is definitively a purely quantum contri-
bution, present even at vanishing temperatures, but that
thermal fluctuations enhance the total frictional force
and become the main contribution for higher tempera-
tures.
From an expansion in powers of the velocity v, it is
possible to find that ours results for the friction force
predict a linear velocity dependence.
IV. INFLUENCE FUNCTIONAL
Herein, we shall obtain the generating functional of
the particle by integrating out those degrees of freedom
corresponding to the plate and the vacuum field in Eq.(7)
Z[q] = ei(Spart0 [q]+SIF[q]). (29)
The whole information about the effect of the envi-
ronment on the particle is contained in SIF[q+, q−]. The
dynamics of the system (particle) under the influence of
the environment (vacuum field and plate) is described by
the Feynman-Vernon IF F which is defined by
F [q+, q−] = eiSIF[q+,q−] :=
∫
C
DϕE eiS[ϕE ,q], (30)
where ϕE represents any environment variable [29]. After
performing the integral over the plate field ψ(x) we will
get an effective action for the vacuum field and, as a con-
sequence, a modified vacuum field propagator. Following
the steps performed to get Eq. (13) we find
Gαβ = G
(0)
αβ +G
(0)
αγV
pl
γδG
(0)
δβ . (31)
Explicitly computing (29), the influence action can be
found to be
SIF = −1
2
∫
dxdx′Jα(x)Gαβ(x, x′)Jβ(x′), (32)
where summation is assumed over repeated indexes, and
Jα are the currents appearing in the coupling between the
particle and the field (3). Considering the perturbative
expansion for the propagator (31), the influence action
can be expanded as
SIF[q+, q−] = S
(1)
IF [q+, q−] + S
(2)
IF [q+, q−], (33)
where S
(1)
IF is obtained considering the free Klein-Gordon
propagator G
(0)
αβ , and S
(2)
IF is obtained from the second
term in the expansion (31), G
(1)
αβ . It is useful to define
∆J(x) =
J+(x)− J−(x)
2
(34)
ΣJ(x) =
J+(x) + J−(x)
2
. (35)
By writing Eq. (3) in terms of ∆J and ΣJ and exploiting
the definition and properties of the different CPT prop-
agators, one obtains, for each term in the expansion for
the influence action (33), the expression [29],
S
(i)
IF [q+, q−] = −
1
2
∫
dxdx′
{
∆J(x) [G++(x, x
′)−G−−(x, x′)−G−+(x, x′) +G+−(x, x′)] ∆J(x′)
+ 2∆J(x) [G++(x, x
′) +G−−(x, x′) +G−+(x, x′) +G+−(x, x′)] ΣJ(x′)
}
. (36)
By using some further considerations concerning the properties of the in-in propagators, it is possible to define
7the noise (diffusion) kernel associated to fluctuations and
considered as source of decoherence effects
Ni(x, x
′) ≡− i (G++(x, x′)−G−−(x, x′))
= 2 ImG++(x, x
′) ; (37)
and the dissipation kernel
Di(x, x
′) ≡1
2
[G++(x, x
′) +G−−(x, x′)
+G−+(x, x′) +G+−(x, x′)]
=2θ(x0 − x′0) ReG++(x, x′) . (38)
Both kernels are real quantities, and the dissipation ker-
nel is explicitly causal [29]. Considering these definitions,
the terms i = 1, 2 in the perturbative expansion of the
influence action become
S
(i)
IF [q+, q−] = −
∫
dxdx′ [i∆J(x)Ni(x, x′)∆J(x′)
+ 2∆J(x)Di(x, x
′)ΣJ(x′)] . (39)
The equation of motion for the internal degrees of free-
dom of the particle can be formally written as
q¨(t) + ω20q(t) +
∫
dt′D(t, t′)q(t′) = ξ(t), (40)
where dissipation on the particle is originated in the ker-
nel D and fluctuations are generated by the stochastic
force ξ(t), that must fulfill 〈ξ(t)〉 = 0 and 〈ξ(t)ξ(t′)〉 =
N(t, t′). Fluctuations enter into the equation of motion
by means of∫
DξP [ξ]e−i
∫
dt∆q(t)ξ(t) = ei
∫
dtdt′∆q(t)N(t,t′)∆q(t′).
where P [ξ] is a Gaussian probability distribution for ξ.
From the expression in Eq.(15) proposed for the cur-
rent Jα(x), ∆J(x) and ΣJ(x) take the form
∆J(x) = g ∆q(x0)δ (x1 − vx0) δ(x2)δ(x3 − a) (41)
ΣJ(x) = g Σq(x0)δ (x1 − vx0) δ(x2)δ(x3 − a) . (42)
We can thus define, for N ≡ N1 +N2
N(t, t′) ≡ g2
∫
dxdx′δ (x1 − vt) δ (x2) δ (x3 − a)N(x, x′)δ (x′1 − vt′) δ (x′2) δ (x′3 − a)
= 2g2 Im
∫
dxdx′δ (x1 − vt) δ (x2) δ (x3 − a)G++(x, x′)δ (x′1 − vt′) δ (x′2) δ (x′3 − a) , (43)
where we have used the notation t = x0. Within our
model, we can then write explicit expressions for Ni, and
Di (i = 1, 2) as integrals in momentum space:
Ni(t, t
′) = 2g2 Im
∫
dk
(2pi)4
ei(k
0−vk1)(t−t′)G(i−1)++ , (44)
Di(t, t
′) = 2g2 Re θ(t− t′)
∫
dk
(2pi)4
ei(k
0−vk1)(t−t′)G(i−1)++ .
(45)
V. DECOHERENCE OF THE PARTICLE’S
INTERNAL DEGREES OF FREEDOM
Within the consistent histories approach to quantum
mechanics, quantum evolution can be considered as a
coherent superposition of fine-grained histories. If one
defines the c-number q(t) as specifying a fine-grained his-
tory, the quantum amplitude for that history is ψ[q(t)]
∼ eiS[q(t)] [34]. In the quantum open system approach
that we have adopted here, we are concerned with coarse-
grained histories
Ψ[α] =
∫
DqeiS[q(t)]α[q(t)], (46)
where α[q] is the filter function that defines the coarse-
graining. At first instance this filtering corresponds to
tracing over all the degrees of freedom of the compos-
ite environment. From this, we define the decoherence
functional for two coarse-grained histories as
D[q+, q−] =
∫
Dq+Dq−ei(S[q+]−S[q−])α+[q+]α−[q−].
(47)
Decoherence means physically that the different coarse-
graining histories making up the full quantum evolution
acquire individual reality, and may therefore be assigned
definite probabilities in the classical sense. A necessary
and sufficient condition for the validity of the sum rules of
probability theory (i.e. no quantum interference terms)
is ReD[q+, q−] ≈ 0 when α+ 6= α− [35]. Such histories,
which can be assigned probabilities consistently as a re-
sult of the absence of interference, are consistent histo-
ries. For our particular application, we wish to consider
as a single coarse-grained history all those fine-grained
ones where the solution q(t) remains close to a prescribed
classical configuration qcl. The filter function takes the
form αcl[q] =
∫ DJei ∫ dxJ(q(t)−qcl)αcl[J ]. We may write
the decoherence functional between two classical histories
in terms of the closed-path-time generating functional. In
8principle, we can examine adjacent general classical so-
lutions for their consistency but, in practice, it is simpler
to restrict ourselves to particular solutions q± according
to the nature of the decoherence that we are studying.
Having considered all these issues, the decoherence func-
tional results in
D[q+cl , q−cl ] ≈ F [q+cl , q−cl ], (48)
where F [q+cl , q−cl ] = eiSIF[q
+
cl ,q
−
cl ] is the Feynman-Vernon
influence functional defined by Eq. (30). Recalling the
expression for the influence functional, once we have cho-
sen the classical solutions of interest, adjacent histories
become consistent at the time tD for which
ImSIF|tD ≈ 1. As it has been noted, in practice the use
of the decoherence functional looks to be less restrictive
than the master equation, and suitable for problems in
quantum field theory as well.
A. Imaginary part of S
(1)
IF
Let us recall the expression for N1(t, t
′) given by Eq.
(44), and consider two classical trajectories qcl(t) wich
differ in a phase factor
∆qcl(t) = q0 cos (ω0t+ δ)− q0 cos (ω0t) . (49)
We can write an expression for the imaginary part of the
influence action considering the particle in presence of
the vacuum field (ignoring the plate), which is
Im
(
S
(1)
IF
)
= −g2q20 (1− cos (δ)) Im
∫
dtdt′
∫
dk
(2pi)4(
1
k2 + i
− 2piinB(|k0|)δ(k2)
)[
ei(k
0−vk1+ω0)(t−t′)
+ ei(k
0−vk1−ω0)(t−t′) + ei(k
0−vk1+ω0)tei(k
0−vk1−ω0)t′
+ei(k
0−vk1−ω0)tei(k
0−vk1+ω0)t′
]
. (50)
Integration over the time variables result in Dirac delta
functions. The last two terms vanish, as the conditions
imposed by each of the multiplied deltas cannot be ful-
filled simultaneously. From each non-vanishing term, an
infinite δ(0) is obtained, accounting for the total time
of integration T (time of flight of the particle). Tak-
ing then the limit  → 0 we can use again the Sokhot-
skiPlemelj theorem [32]. We can also absorb the term
with ω0 → −ω0 by the use of a change of variables
k1 → −k1. Applying properties of Dirac delta functions
and changing {k2, k3} to cylindrical coordinates, we can
perform the integral over k =
√
(k2)2 + (k3)2 and θk to
find
ImS
(1)
IF =
g2q20T
2
(1− cos δ)
∫
dk1
(
2nB(|k1v − ω0|)+1
)
× θ
((
k1v − ω0
)2 − (k1)2)
√
(k1v − ω0)2 − (k1)2
ζ (k1)
.
(51)
In the limit v  1, Eq. (51) reduces to
ImS
(1)
IF ≈
g2q20T
4
(1− cos (δ)) piω˜0
a
(52)
×
[(
1 +
9v2
8
)
(2nB(ω˜0) + 1)− f(ω˜0β)v2
]
,
where
f(ω˜0β) = ω˜0β
nB(ω˜0)
2eω˜0β
4
(
8 + ω˜0β
eω˜0β + 1
eω˜0β − 1
)
.
B. Imaginary part of S
(2)
IF
Let us now recall the expression for N2(t, t
′) given by
Eq. (44), and consider the same two classical trajectories
q(t). By inserting these results into Eq. (39), we are able
to write an expression for the imaginary part of S
(2)
IF .
Following the same procedure used to find ImS
(1)
IF and
the frictional force (22), we can express it as an integral
over the dimensionless variables k˜1 and k˜2 :
Im
(
S
(2)
IF
)
= g2q20T
λ2a2
4
(1− cos δ) [−S1 + S2 + S3] ,
(53)
where the dimensionless terms Si are
9S1 =
∫
dk˜2
v
2Ω˜
θ
[
ζ−
(
k2
)] [
cos
(
2
v
√
ζ− (k2)
)
2nB(Ω˜) + 1
ζ− (k2)
+ 2 cos2
(
1
v
√
ζ− (k2)
)
8nB(Ω˜)
3 + 8nB(Ω˜)
2 + nB(Ω˜)
ϑ
]
S2 =
∫
dk˜2dk˜1
1
pi
sin
(
2
√
ζ (k1, k2)
)
√
ζ (k1, k2)
p.v.
(
1
(k˜1v − ω˜0)2 − Ω˜2
)[
1√
ζ (k1, k2)
+
2nB(|k˜1v − ω˜0|)√
ζ (k1)
]
θ
[
ζ
(
k1, k2
)]
S3 =
∫
dk˜2
v
2Ω˜
(2nB(Ω˜) + 1)
(
e−
2
v
√
−ζ−(k2)
ζ− (k2)
θ
[−ζ− (k2)]− e− 2v
√
−ζ+(k2)
ζ+ (k2)
)
, (54)
with ζ and ϑ defined as in Eq. (22). Again, the term
S1 containing the theta function
θ
(
Ω˜2v2 − (ω˜0 − Ω˜)2 − k˜21v2
)
vanishes even for consider-
ably high velocities of the particle. Then, for a non-
relativistic motion, the imaginary part of S
(2)
IF simplifies
to
Im
(
S
(2)
IF
)
= g2q20T
λ2a2
4
(1− cos (δ)) [S2 + S3] . (55)
C. Estimation of the decoherence time of the
particle
So far we have found a perturbative result for the imag-
inary part of the influence action (valid up to second or-
der in λ and non-relativistic velocities of the particle)
given by
Im (SIF) ∼ g
2q20T
4
(1− cos (δ))
{
piω˜0
a
[(
1 +
9v2
8
)
(2nB(ω˜0) + 1)− f(ω˜0β)v2] + λ2a2 [S2 + S3]
}
.
We are now able to estimate the decoherence time for the
particle using the upper bound imposes by ImSIF ∼ 1 .
As we have detailed at the beginning of this section, the
decoherence time can be estimated as the time of flight
of the particle when this condition is satisfied, so
tD ∼ 4
g2q20 (1− cos (δ))
{
piω˜0
a
(
1 +
9v2
8
)
(2nB(ω˜0) + 1)
− piω˜0
a
f(ω˜0β)v
2 + λ2a2 [S2 + S3]
}−1
, (56)
where S1 and S2 are given by Eq. (54). After numeri-
cally performing the integrals appearing in Eq.(56), we
present our results in Fig. 3 . Therein, we show the
decoherence times estimated made as a function of the
relative velocity of the particle to the plate, for different
temperatures and for a dimensionless coupling between
the plate and the vacuum a3/2λ = 0.01.
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FIG. 3: Estimation of the decoherence time, in units of a
global factor 4
g2q20(1−cos(δ))
as a function of the relative veloc-
ity between the particle and the plate for fixed dimensionless
frequencies ω˜0 = 0.03 and Ω˜ = 0.01.
There is a global factor A = 4
g2q20(1−cos(δ)) which shows
that the decoherence time is reduced for larger values
of the coupling constant between the particle and the
vacuum field, and for certain values of the phase differ-
ence of the classical trajectories under consideration [24].
The behavior of the decoherence time plotted in Fig. 3
shows that for any finite temperature (including zero-
T) the particle’s internal degrees of freedom suffers from
decoherence due to the presence of the plate and the vac-
uum field. As expected, the particle at rest (v = 0) ex-
hibits the already known behavior: smaller decoherence
timescale for higher temperatures; being the longest de-
coherence timescale for zero temperature [36]. As the
velocity of the particle is increased, the decoherence ef-
fects become more appreciable and less temperature-
dependent, reaching a similar value for every temperature
as v tends to almost relativistic values. This is due to the
fact we are estimating the decoherence time using an up-
per bound in the decoherence functional. This bound is
satisfied quickly at high velocities at any temperature.
In Fig. 4, the decoherence time tD is shown as a func-
tion of the plate’s characteristic dimensionless frequency
Ω˜, for different temperatures. For every temperature, the
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FIG. 4: Estimation of the decoherence time, in units of a
global factor 4
g2q20(1−cos(δ))
as a function of the dimensionless
frequency of the harmonic oscillators forming the plate, for a
fixed relative velocity v = 0.01 and ω˜0 = 0.03.
decoherence time tends to a minimum value at Ω˜ = ω˜0,
meaning that the decoherence is maximal at the resonant
case. The temperature dependence follows the same hi-
erarchy shown in Fig. 3. From the results shown above
we can see that, in this simple model, the decoherence
time is reduced by temperature and velocity, being this
reduction stronger in resonant situations. The decoher-
ence effects could be maximized by an appropriate choice
of the particle’s fine-grained history (the phase difference
δ in our example) and the plate’s material (for a relation
between the λ(ω) function of the material and its dielec-
tric permittivity (ω), see Refs. [37, 38]). Even for finite
temperatures, we notice a velocity induced correction to
the decoherence time, which could be used as an indirect
way of detecting quantum friction. It is worth mention-
ing the there is a subtle difference in the result obtained
if we had otherwise considered classical trajectories on
phase but with different amplitudes instead of consider-
ing two classical trajectories differing in a phase (as some
of us have done in our previous work [13]). In such case,
we would have obtained a result a similar dependence on
the parameters of the model as Eq. (56), but the factor
A would have been different, with A = 8
g2∆q20
.
VI. CONCLUSIONS
The study of the friction force on an atom moving
through the thermal radiation field in vacuum can be
extensively found in the Literature, as for example in
Ref.[39]. It is usually considered that the dissipation of
the atom may be due either to the intrinsic radiation
reaction of the electromagnetic field or to the dissipa-
tion in the metal surface in which the atom is reflected.
Radiation reaction is an inescapable effect, but usually
very small compared to dissipation within metals [15].
If the surface is metallic, the dissipation in the bulk is
provided by the resistivity of the metal, or its conduc-
tivity. The dominant loss mechanism of the atom is due
to the damping also provided by the surface; this can be
thought of as the dissipation of the image of the atom
moving through the bulk. Therefore, by using either the
Kubo formalism or the fluctuation-dissipation theorem,
it can be found that the frictional force is proportional
to α2v3/(σa10) for low velocities, where α is the static
polarizability of the atom (assumed isotropic), v is its
velocity parallel to the surface, σ the conductivity, and
a is the distance between the atom and the surface [40].
The salient dependence is upon the cube of the velocity
and the inverse tenth power of the distance. This friction
force becomes appreciable only if the atom is extremely
close to the surface. It is noteworthy that authors in Ref.
[9] obtained a similar result as in Ref. [8], by the use of
a perturbative method. Therein, authors state that the
linear velocity dependence found in Ref. [8] is an artifact
of the particular velocity profile assumed. In Ref. [41]
authors have also obtained such a linear dependence.
However, it is important to emphasize that the exis-
tence literature on quantum friction force states different
velocity dependence as the considerations on the mate-
rial vary. Mainly, the frictional force critically depends
on the dissipative mechanism assumed in the material
mirror. In the vacuum radiation field of empty space
(without the presence of the plate), the atom would only
suffer dissipation due to radiation reaction. The latter
is due to emission and absorption of dipole radiation to
obtain equilibrium with its surroundings. Due to this,
the oscillations of the atomic polarization are damped
leading to dissipation (altogether with the conductivity
of the metal plate). If this happens to be the dominant
mechanism, the frictional force on an atom traveling at
constant v at a distance a of the plate yields a result pro-
portional to v5. The change in power in velocity (with
respect to the above scenario) is due to different micro-
scopic (or macroscopic) models for the plate structure.
Herein, we have studied, using the CTP approach, the
corrections due to a finite temperature to the decoherence
and dissipative effects suffered by a particle that moves
above an imperfect mirror following a macroscopically
prescribed trajectory, parallel to the plate and with con-
stant velocity. We have explicitly calculated the frictional
force, finding that it develops two components of differ-
ent nature: (i) a pure quantum component, present even
at zero temperature and due exclusively to the existence
of quantum vacuum fluctuations; and (ii) a temperature-
dependent component generated by the thermal fluctua-
tions of the vacuum field that increases with the velocity
becoming the main contribution at higher temperatures.
We have also found that, for small but finite tempera-
tures, both contributions are of the same order of mag-
nitude. This would implied that the quantum frictional
component could not be neglected.
It has been suggested that the thermal Casimir fric-
tional force might be experimentally detected. This is
due to the fact that thermal frictional force becomes sig-
nificantly enhanced with respect to the zero temperature
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case. However, this conclusion might be unrealistic due
to the extremely small separations a considered. In this
direction, we have used an approach that enable us to in-
troduce thermal (and non-equilibrium) contributions in
a microscopically-based model. In order to compute the
frictional force we have developed the CTP formalism
applied to the case of the particle coupled to the vac-
uum field and also to the microscopic degrees of freedom
of the material. We have expanded up to four order,
i.e. order two in the coupling between the particle and
the field times order two in the expansion in the cou-
pling strength with the mirror degrees of freedom. The
CTP formalism is essential to obtain the correct result for
〈0in|tµν |0in〉 at finite temperature. The crucial point here
is that, due to dissipation, the in and out vacuum states
are different. This is the reason why the CTP formalism
is not required to compute static Casimir forces, while
its use is unavoidable to compute the force between the
moving particle and the mirror [42]. We have obtained
analytical expressions for the force from our first princi-
ples approach. The frictional force is shown in Fig. 2.
From an expansion in powers of the parallel velocity v,
we can see that our result predicts a linear behavior of
the force. This is in accordance with some of the ref-
erences above, and we believe that it is mainly due to
the model used to describe the microscopic structure of
the mirror. In this sense, the absence of absorption in
the material could be responsible for this result. We ex-
pect that a more general model, considering the mirror
composed by a dissipative but also absorbing material,
could give more conclusive answers about this aspect of
quantum friction.
Finally, we have also calculated the decoherence time,
and found its dependence upon both velocity and tem-
perature. We have found that while decoherence effects
are enhanced as both quantities are increased, the effect-
dependence upon the temperature is more relevant for
smaller velocities. This contrasts the result obtained for
the frictional force, which is highly dependent on the tem-
perature for greater velocities. This result implies that,
for higher velocities, a reduction in the decoherence time
at any temperature would be mainly the result of quan-
tum vacuum fluctuations, and thus the detection of such
reduction would be an indirect evidence of the existence
of quantum friction. This fact was presented, firstly, in
Ref.[24], and it is now complemented with the thermal
corrections that appear as relevant in determination of
the decoherence effect over the internal degree of freedom
of the moving atom. We expect that, if decoherence due
to these frictional effects is enhanced, more viable is the
possible scheme to measure quantum friction indirectly
measuring decoherence effects.
The approach described for the calculation of the
frictional force (and hence for decoherence effects)
can be generalized to the more realistic case of the
electromagnetic field at non-vanishing temperature. The
nonlocal interaction should be generalized accordingly
and will involve the derivatives of the potential vector
Aµ on the position of the mirrors. Also the inclusion of
absorption into the material model may be added. Work
in this direction is in progress.
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