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Abstract
In a warming world an increasing number of people are being exposed to heat, making a comfortable
thermal environment an important need. This study explores the potential of using Regional Internet
Search Frequencies (RISF) for air conditioning devices as an indicator for thermal discomfort (i.e.
dissatisfaction with the thermal environment) with the aim to quantify the adaptation potential of
individuals living across different climate zones and at the high end of the temperature range, in
India, where access to health data is limited. We related RISF for the years 2011–2015 to daily daytime
outdoor temperature in 17 states and determined at which temperature RISF for air conditioning
starts to peak, i.e. crosses a ‘heat threshold’, in each state. Using the spatial variation in heat
thresholds, we explored whether people continuously exposed to higher temperatures show a lower
response to heat extremes through adaptation (e.g. physiological, behavioural or psychological).
State-level heat thresholds ranged from 25.9 ◦C in Madhya Pradesh to 31.0 ◦C in Orissa. Local
adaptation was found to occur at state level: the higher the average temperature in a state, the higher
the heat threshold; and the higher the intra-annual temperature range (warmest minus coldest
month) the lower the heat threshold. These results indicate there is potential within India to adapt to
warmer temperatures, but that a large intra-annual temperature variability attenuates this potential to
adapt to extreme heat. This winter ‘reset’ mechanism should be taken into account when assessing the
impact of global warming, with changes in minimum temperatures being an important factor in
addition to the change in maximum temperatures itself. Our findings contribute to a better
understanding of local heat thresholds and people’s adaptive capacity, which can support the design
of local thermal comfort standards and early heat warning systems.
1. Introduction
Gradual global warming in combination with one of
the strongest El Niño events to date led to record high
temperatures across the world in 2015 and 2016 [1, 2].
The devastating impact of a single heat wave in India
in May 2015, with over 2200 fatalities, demonstrated
that extreme heat is a serious issue even in countries
regularly exposed to high temperatures [3, 4]. The
Intergovernmental Panel on Climate Change (IPCC)
has declared heat stress as one of the key health risks
in Asia [5]. Heatwaves are expected to continue to
increase not only in intensity, but also in duration and
frequency [5–7].
Various studies have provided evidence for heat-
related health impacts in a range of geographical
and contrasting income settings [8–10]. Such studies
usually rely on heat thresholds to specify weather con-
ditions above which increased negative health effects
are observed in a population. While the majority of
these studies have identified thresholds for the most
extreme impact of heat stress—increased mortality—
© 2018 The Author(s). Published by IOP Publishing Ltd
Environ. Res. Lett. 13 (2018) 054009
Table 1. Included and excluded search terms for Regional Internet
Search Frequencies (RISF).
Included search terms Excluded search terms
AC, air conditioner, air
conditioning, Voltas, Lg air
Milan, Milano, cooler, water
it remains unclear when people start to experience
thermal (dis)comfort. Thermal discomfort (i.e. dissat-
isfaction with the thermal environment) is not only a
potential health hazard, it also impairs people’s ability
to function effectively [11–14] and their satisfaction e.g.
at home, at work or elsewhere [15].
To understand how humans react to global warm-
ing it is important to understand their ability to adapt
to extremes of heat. Human adaptation to heat (and
cold) involves a complex set of physiological (body
acclimatisation to local prevalent climate) [16–18],
behavioural (personal, technological and cultural) [16–
18] and psychological (habituation, expectation and
preferences) [16–18] factors. While there is evidence
for adaptation, based on spatial variations in health
outcomes related to heat indicators and on few studies
which analysed variation in temperature-related mor-
tality over time in one location [19], such quantitative
approaches are less applicable to low- and mid-income
countries, where recent and good quality health data is
usually not available.
With this study we aim to understand thermal
discomfort through the analysis of internet search
behaviour, using India as a case study. Air conditioning
is acknowledged as being an effective protective mea-
sure against heat stress [20] and as such we assume that
the weather conditions at which people start search-
ing the internet for air conditioning devices can be
indicative for thermal discomfort, an assumption we
will further test. Additionally, we examine whether
there is spatial variation in thermal discomfort across
different states in India and, if so, whether it can be
related to differences in long-term average climate of
these states. Sucharelationshipwouldsignal adaptation
potential of people to heat.
Regional Internet Search Frequencies (RISF), pro-
vided by major search engines like Google, have been
used for many purposes, including health surveillance
[21–23]. However, only a limited number of studies
have so far used RISF or other online social media ser-
vices, like twitter, to study heat exposure and thermal
discomfort [24]. New in our study is that we relate
RISF to actual weather conditions viamechanistic con-
cepts, which allow us to quantify a specific degree
of heat discomfort, namely the weather condition
at which people feel the need for air conditioning.
India, where high quality health data is largely lack-
ing [25], makes an interesting case study to investigate
thermal discomfort with the majority of its popula-
tion already exposed to prolonged high temperatures
during summer. At the same time, heat exposure
varies between states due to the country’s distinct




RISF are available online on Google Trends [27]
and represent a single or a number of specific key-
word searches relative to all searches conducted in
Google, normalised from 0–100 (hence frequencies).
One hundred represents the maximum fraction of
internet searches within the selected time period for
any of the keywords ifmultiple keywords are requested,
or any of the locations if multiple locations are
requested. RISF data are currently made openly avail-
able with a weekly time resolution. For India, search
frequencies are available at state level.
We scanned RISFs for a range of search terms,
each reflecting some sort of electrical heat relief solu-
tion (i.e. fan, evaporative cooler and air conditioning).
RISF works best when there is a large population of
Google Search users in the area of interest and for
unambiguous search queries that reach a high level of
requests. Rather than stacking different search queries
for different electrical cooling devices into one single
predictor, which can lead to prediction errors [28],
we narrowed our approach down to the search term
returning the largest volume of searches, which was
‘air conditioning’ (AC). AC is also a rather unam-
biguous word (unlike ‘fan’) and is used throughout
the country (unlike evaporative cooler, which is tra-
ditionally less popular in states with a sub-tropical
climate [29]). We expect RISF for AC to be a proxy
for assessing thermal discomfort; when temperatures
rise, people are likely to be interested to buy an AC, to
switch on their AC and find out it needs repair, search
for spare parts, or go to a place with AC (e.g. hotel,
restaurant or cinema), and search for this online.
With Google Correlate, a program that gives for
each search term a list of queries with similar data time
series patterns from 2003 till present we checked for
unwanted search associations with AC and excluded
these from our Google Trends search. An example was
the strong link between ‘AC’ and ‘Milan’, the Italian
soccer club. Finally, we added several synonyms for
AC, including names of two widely sold brands, to our
search to account for potential regional differences.
Table 1 gives the search terms related to ACwhich were
fed into Google Trends, or excluded from our search
query. The selected search termswere stacked to form a
single query for each state (see supplement S1 available
at stacks.iop.org/ERL/13/054009/mmedia).
Although, internet usage in India is expanding
rapidly, with 26% of the population having access
in 2015 [30], search frequencies in several mountain-
ous states in the north and north-east of India and in
smaller union territories were low, leading to substan-
tial noise in the data. Thus, these states were excluded
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from our analysis. Time series data of sufficient
quality were derived for the following 17 Indian
states: Andhra Pradesh, Bihar, Chhattisgarh, Delhi,
Gujarat, Haryana, Jharkhand, Karnataka, Kerala, Mad-
hya Pradesh, Maharashtra, Odisha, Punjab, Rajasthan,
TamilNadu,Uttar Pradesh andWest Bengal. Together,
these states cover the main part of peninsular India,
representing a range of different climates and socio-
economic conditions.
2.2. Climate and population data
We obtained six-hourly temperature and humid-
ity data through the ECMWF ReAnalysis-Interim
(ERA-Interim) [31] database, a gridded climatologi-
cal dataset at 0.5o spatial resolution. Mean temperature
over peninsular India and the Indo-Gangetic plain
and its inter-annual variability is well represented by
ERA-Interim, showing the best performance among
reanalysis products [32]. State-wise long-term (1979–
2012) average climate indicators (minimum,mean and
maximum monthly temperature) were derived from
the Watch Forcing Data Era Interim (WFDEI) [33], a
dataset that goes further back in time thanERA-Interim
but with data only available until 2012.
Heat stress is generally considered to be not only
a result of high temperatures, but of a combination
of weather conditions [34, 35]. We considered for our
study minimum, mean, and maximum temperature
and the Heat Index (HI) [35–38], a thermal com-
fort indicator combining air temperature and relative
humidity. Other empirically derived thermal comfort
indices are more complex and require additional input
parameters, often not available. Several studies have
also raised doubts if more elaborated heat indices
applied on a population level would lead to different or
more conclusive results [39–42].
Within Indian states large climate gradients exists.
To achieve a better match between state-wide weather
conditions and the state-wise RISF data we derived
population density-weightedweather variables for each
state.Weassume that RISFs are dominated by locations
within a state with high population density—rather
than taking an area based average. For this, the Grid-
ded Population of theWorld Version 3 (GPWv3) map
at 2.5 arc-minute resolution was obtained from the
Center for International Earth Science Information
Network (CIESIN) [43].
2.3. Heat threshold
To quantify region-specific heat thresholds for ther-
mal discomfort, we formulated a simple mechanistic
heat threshold model, which describes weekly RISF of
‘AC’ as a function of a heat indicator (for example
temperature, HI, wet-bulb temperature or Universal
Thermal Climate Index) and a heat threshold (equa-
tion 1). In its most basic form, simulated RISF increase
when the heat indicator rises above the threshold and
RISF decrease again when the heat indicator drops
below this threshold. Additionally, we introduced
an empirical saturation function, based on the data
observation that RISF peak when the threshold value is
reached, but search volumes go down when it is hot for
a consecutive period of time: in the meantime people
might have purchased what they needed, searched for
a cooling device out of an impulse triggered by the start
of the hot weather, or may have gotten acclimatised or
used to the heat [18, 44] and thus stopped searching.
Our heat threshold model then reads as:
𝐺(𝑡) = 𝑎+ ∗ (𝐻(𝑡)−𝑇𝐻 )1+𝑆(𝑡)
𝑑𝑆(𝑡)
𝑑𝑡
= 𝑓𝑆 ∗ (𝐻(𝑡) − 𝑇𝐻 ) for 𝑆(𝑡)
=> 0&𝐻(𝑡) > 𝑇𝐻
𝑑𝑆(𝑡)
𝑑𝑡
= 𝑐 ∗ 𝑓𝑆 ∗ (𝐻(𝑡) − 𝑇𝐻 ) for 𝑆(𝑡)
> 0&𝐻(𝑡) < 𝑇𝐻
𝑑𝑆(𝑡)
𝑑𝑡
= for𝑆(𝑡) = 0&𝐻(𝑡) < 𝑇𝐻
(1)
Where G(t) are the modelled internet search frequen-
cies [−], H(t) is the observed heat indicator at time
t [day], and a [−] and b are scaling parameters that
account for any scaling applied by the RISF providing
platform. TH is the heat threshold and S(t) the satura-
tion function. The parameter fS controls howmuch the
saturation function increases with each degree above
the heat threshold, while c is a scaling parameter that
controls the rate of decrease of the saturation func-
tion (i.e. desaturation) if the observed heat is below
the threshold. To correct for any longer-term trends in
RISF over the five years, e.g. as a result of an increase in
internet users changing the overall pattern of searches
[45], we de-trended the RISF by subtracting any sig-
nificant (p< 0.05) linear trend over the period January
2011 until December 2015.
The AC heat threshold model, implemented in the
programme R (Version 3.2.3), was calibrated to each
state and for the climate variablesminimum,mean, and
maximum temperature and the HI separately. Model
fit was expressed by the R2 between modelled and
observed internet searches. To account for parameter
uncertainty of the heat threshold, the model calibra-
tions were run 1000 times allowing a deviation of 2%
in the explained variance, R2.
2.4. Testing assumptions
To verify the robustness of our results and rule out
alternative explanations to a search for AC represent-
ing actual discomfort, rather than it being driven by
seasonally recurring behaviour or external triggers, we
performed two tests.
Recurring behaviour linked to tradition, holidays
or religious festivals (giving, e.g. time to shop or be
online) could potentially also drive search behaviour
and thereby—undesirably—influence our derived heat
threshold if such behaviour coincides with the rise in
temperatures (other random searches would either be
captured as a base level of searches, or be part of the
variation we cannot explain, which in itself is not a
problem). To test for seasonality, we compared our
3
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Figure 1. Simulated weekly RISF (black line) together with 95% CI (grey range around black line) and actual weekly RISF (red line)
for AC in Delhi from January 2011–December 2015 (a); based on the observed daytime temperature (black line) and observed RISF
(red line, 1a), the modelled daytime temperature threshold value (black dotted horizontal line) above which RISF increase is derived.
The middle horizontal line represents the median threshold (27.1 ◦C) and the upper and lower lines represent the boundaries of the
95%CI (24.2 ◦C–29.7 ◦C). The vertical dark grey bars with the redmarking illustrate themoment the heat threshold is exceeded for 10
consecutive days for the first time in a year, their width illustrating the 95% heat threshold CI (b); the saturation function (black line)
increases once daytime temperature crosses the threshold temperature, bringing modelled RISF down. The 95% CI is shown with the
grey range around the black line (c).
‘actual daily weather’ input model with a model using
long-term average daily temperatures (1979–2012) as
input, representing the standard seasonal cycle over
the year (from here onwards referred to as the ‘seasonal
model’).Abetterperformingactualdailyweather-based
model, expressed by a higher explained variance in
search behaviour, gives confidence that our thresholds
are linked to temperature conditions experienced at
that moment.
In addition, we looked at the first day of threshold
exceedance for each state, defined as the moment the
heat threshold is exceeded the first time in the year
for 10 consecutive days. We reason that if timing of
search peaks and exceedance of heat thresholds differ
per state, the external influence of national campaigns
or nation-wide heat stress warnings is less likely.
2.5. Heat threshold controls
Using the spatial variation in heat thresholds, i.e. the
differences between states, we analysed whether peo-
ple continuously exposed to higher temperatures show
a lower response to heat extremes through adapta-
tion. We correlated state-specific heat thresholds with
temperature-based climate indicators (30 year yearly
averages of monthly mean, minimum, maximum and
the range between minimum and maximum tem-
perature) per state. A relationship would suggest an
adaptation of the heat threshold to local climate. We
carried out a bootstrapped Pearson correlation to find
the best independent climate indicator, followed by an
ordinary least squares regression analysis.
Additionally, we explored the idea that economic
status—with wealthier people more accustomed to
air conditioners [44, 46, 47]—would lead to a lower
acclimatisation and thus to internet searches at lower
temperature thresholds. We checked if state level aver-
age Gross Domestic Product (GDP) per capita from
2011–2015 had a moderation effect on the relation
between local climate and the heat thresholds. Data
was obtained from the IndianMinistry of Statistics and
Programme Implementation [48]. All statistical tests
were performed with IBM SPSS Statistics 23.
3. Results
3.1. State-wise heat thresholds
Both actual RISF and temperature show individual
spikes superimposed on a distinct seasonal fluctua-
tion (figure 1(a) and (b), for Delhi), with low RISF
in winter and a rise and high RISF in summer, which
starts in India around the beginning of April. While
the rise in RISF coincides with a rise in temperature,
RISF subside earlier than temperature. Simulated RISF
with a heat threshold based on daytime temperature
(at noon) follow the actual RISF pattern well for Delhi
(R2 = .86).Theheat threshold abovewhichRISF forAC
starts rising is 27.1 ◦C (SD= 1.5, 95% CI (24.2, 29.7),
figure 1(b)). Whenever this heat threshold is exceeded
the saturation function starts building up (figure 1(c)),
reducing modelled search volumes especially around
the second half of the year, when temperatures remain
high, but internet searches decrease.
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Figure 2. Simulated median heat threshold as derived with our AC heat threshold model for Delhi and various states in India, for
2011–2015 in ◦C (a); WFDEI mean daytime (12:00 PM) temperature (b) and; WFDEI daytime temperature difference between the
warmest and coldest month (c). With PB=Punjab, HR=Haryana, UP=Uttar Pradesh, BR =Bihar, RJ =Rajasthan, MP=Madhya
Pradesh, CG=Chhattisgarh, JH= Jharkhand, WB=West Bengal. OR=Orissa, GJ =Gujarat, MH=Maharashtra, AP=Andhra
Pradesh (including Telangana), KA=Karnataka, KL=Kerala, TN=Tamil Nadu. (Source of temperature reanalysis data: Watch
Forcing Data Era Interim (WFDEI) [33]).
Our heat thresholdmodel performs well (R2> 0.7)
for all states (supplement table S2.1 and figure S2.1),
with one exception. Kerala, with a median heat thresh-
oldof 30.7 ◦C, the secondhighest fromall states, had the
lowest explained variance fit with an R2 of .52. Median
heat thresholds range from 25.9 ◦C (Madhya Pradesh)
up to31.0 ◦C(Orissa) (figure2(a) and table S2.1).Of all
the tested weather variables, our heat stress threshold-
model gives the highest and almost equally good
model fits with daytime temperature (temperature at
noon) and daytime HI. We will mainly show proof
of concept and results for daytime temperature (see
supplement table S2.1), because thresholds in terms of
temperature are generally easier to comprehend [42].
A comparison of the actual daytime temperature
model with the seasonal model, shows that the for-
mer is better able to predict RISF, in terms of higher
explained variance, except for the southern states Ker-
ala and Tamil Nadu (supplement table S2.1, column
7 versus column 9). Seasonal fluctuations in tempera-
ture are modest in these (sub) tropical states and fairly
regular, without extreme temperature spikes. Lastly, we
used the day of first exceedance of the heat thresholds
in each year, i.e. the vertical lines in figures 1(b) and
supplement figure S2.1, to identify any homogenous,
nation-wide patterns in search behaviour triggered by
external factors. The first day of exceedance differs per
state for each year and per year for each state and shows
no strict order amongst states between years, except
that—in general—states coming out of colder win-
ters like Punjab tend to exceed their threshold later
than warmer states like Kerala (figure 3). The yearly
spread, i.e. the difference between the earliest and lat-
est exceedance date between states, in the date of first
exceedance is on average 48 days. The spread is on aver-
age 15 days for each state between different years, with
Maharashtra showing the largest spread (31 days).
3.2. Heat threshold controls
All local climate indicators were significantly correlated
with the heat thresholds, however, mean minimum
monthly (i.e. temperature of coldest month of the
year) and mean intra-annual temperature range (i.e.
mean temperature of the warmest—coldest month,
figure 2(c)) had the highest correlation coefficients
(table 2). As these two indicators were also almost
perfectly negatively correlated with each other, we
further explored intra-annual temperature range, and
mean monthly temperature instead (figure 2(b)), in an
ordinary least squares regression analysis. Intra-annual
temperature range significantly predicted heat thresh-
old temperature in ◦C, 𝛽 =− 0.266, t (15) =− 5.040,
p< .001 and it explained a significant proportion of
variance in heat thresholds,R2 = .63, F (1, 15) = 24.182,
BCa CI [−0.363, −0.212], p< .001. This means for
each degree (◦C) increase in intra-annual temperature
differences the heat threshold decreased by 0.27 ◦C.
Also mean temperature significantly predicted heat
threshold temperature in ◦C, 𝛽 = 1.099, t (15) = 3.467,
p< .005. It explained a large proportion of heat thresh-
olds,R2 = .45,F (1, 15) = 12.018, BCaCI [0.680, 1.768],
p< .005. For each degree (◦C) increase in the mean
5
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Figure 3. First day of the year the heat threshold is exceeded for 10 day consecutive days for all states.
Table 2. Correlation matrix of different state-wise long-term monthly average daytime temperatures and heat threshold.
Heat Threshold Mean Temp. Min. Temp. Max. Temp. Intra-annual Temp. Range GDP per capita
Heat Threshold 1 .667a .773a −.649a −.793a −0.050
[.452, .857] [.565, .925] [−.827, −.403] [−.875, −.720] [−.679, .672]
Mean Temp. 1 .885a −.419 −.820a −0.053
[.743, .968] [−.729, −.060] [−.932, −.685] [−.453, .763]
Min. Temp. 1 −.669a −.980a −0.050
[−.866, −.278] [−.991, −.961] [−.483, .804]
Max. Temp. 1 .805a 0.132
[.532, .925] [−.346, .498]
Intra-annual Temp. Range 1 0.076
[−.591, .448]
GDP per capita 1
a p< 0.01 level (2 tailed). N= 17. BCa bootstrap 95% CIs are reported in square brackets. Source GDP per capita (average from 2011–
2015): National Institution for Transforming India, Government of India [48]. Abbreviations: Temp. =Temperature; Min. =Minimum;
Max. =Maximum; GDP = Gross Domestic Product.
monthly temperature the heat threshold increased by
1.1 ◦C.
GDP per capita did not correlate significantly with
heat threshold, r=− .050, 95% BCa CI [−.67, .69],
p= .849. In order to test its impact as a potential mod-
erator that affects the relation between intra-annual
temperature difference and heat threshold, a moder-
ator analysis was performed, however no significant
interaction effect between GDP per capita and intra-
annual temperature difference was found, 𝛽 = 0.000,
t (13) = 1.036, 95% CI [0.000, 0.000], p= .319.
4. Discussion
In this study Regional Internet Search Frequencies
(RISF) function as ‘human sensors’ for defining heat
discomfort for Indian states based on outdoor day-
time temperature. We showed the applicability and
robustness of a heat threshold model to describe
thermal discomfort corresponding to a desire for air-
conditioning (AC) for 17 Indian states—a first to our
knowledge. Our method presents an alternative to sta-
tistical methods that, for example, correlate searches
directly to health surveillance data [49] or social media
posts to temperature [24]. Such methods do find a
strong correlation, but generally pass over the fact that
searches could show threshold behaviour, in our case
by only responding to temperature above a certain
threshold.
Our heat threshold model performed well for the
majority of states. The strong variability between years,
in the day of first exceedance of the heat thresholds,
suggests the derived thresholds reflect distinctive indi-
vidual state-specific search behaviour rather than a
homogenous nationwide reaction to an external trig-
ger. We cannot fully rule out state specific triggers
such as a response to a local weather forecast, which
would represent the anticipation of discomfort, rather
than the discomfort itself. This would, however, fit
our model as an individual would still have to deter-
mine whether the forecasted temperature would lead
to discomfort.
The superiority of the actual weather- over the sea-
sonalmodel ismost obvious in stateswithhigh seasonal
variation and distinctive temperature spikes, mainly in
the north of the country. In the tropical southern states,
temperatures are high year-round, seasonal variation
6
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in temperature is low and temperature spikes are few
and modest. In absence of clear seasonality or spikes
in temperature, other triggers like holiday or festival-
induced shopping sprees might surface more strongly.
Here, also the heat thresholds expressed as Heat Index
(HI) yielded better results than for daytime tempera-
ture. This might be because these southern states, next
tomore stable (and high) temperatures throughout the
year, also have high, but seasonally varying, relative
humidity levels. For these states, an index combining
temperature and humidity reflects better when people
start feeling hot.
The influence of intra-annual temperature differ-
ences on thermal discomfort is striking. States that
have a larger temperature difference between winter
and summer show a lower heat threshold, indicating
a lack of short-term acclimatisation during the tran-
sition phase between winter and summer. This might
make people in those states more sensitive to heat as
compared to people who are exposed to high temper-
ature throughout the year. Intra-annual temperature
differences explained 63% of the variance in heat
threshold alone. The opposite, a positive correlation
with the heat threshold, was found for mean tem-
perature as a predictor variable. These results point
to that people exposed to relatively higher temper-
ature throughout the year tend to have higher heat
thresholds, indicating a gradual lessening of response
to heat the warmer a state gets, i.e. the presence of some
form of local adaptation. Whether the main driving
force behind adaptation is dominantly physiological,
behavioural, or even of psychological nature, remains
an open question. Previous research showed comfort-
able indoor office temperatures increase from cooler
towards warmer climates [50, 51], confirming the
pattern we see in this study. However, our results imply
that expected increases in maximum temperature due
to climate change [5] do not directly lead to adaptation
in the form of a higher heat threshold, as long as high
intra-annual temperature differences remain.
Contra to our expectation, we did not find a mod-
eration effect of GDPper capita on the relation between
intra-annual temperature differences and heat thresh-
olds. One reason for this could be that the GDP data
are too aggregated and therefore not representable for
the socio-economic status of individuals searching for
AC on a state level.
Several caveats provide opportunities for future
research. First, derived heat thresholds are only rep-
resentative for the population in India having internet
access, which tends to be dominated by males in urban
areas [45]. Peoplewhodonot have internet access or do
not search for AC online, might differ from our study
population, due to socio-economic, demographic and
geographical and therefore have a different heat thresh-
old. Higher gender diversified usage and better internet
coverage over the whole country combined with longer
time-series of RISF and climate data will allow for
improving our threshold estimates. Second, looking
at heat thresholds derived from RISF for a diversity in
electrical cooling devices, such as evaporative coolers
(a very common cooling device in Northern India) or
fans could be an interesting way forward to represent
socio-economicdifferences, as these coolingdevices are
not limited to the upper middle and higher economic
classes only. Third, thermal comfort perceptions can
differ, depending on whether a person is inside or out-
side [52]. We could not go in-depth into the exact
motivation of our study population to search online
for AC during hot periods. Combining RISF with the
in-depth knowledge that can be derived from targeted
surveys on heat perception and AC usage can be a way
forward to investigate the motivation of AC searches
and to verify the thresholds derived from this study.
Defining thermal (dis)comfort through conven-
tional methods such as field-based questionnaires or
chamber experiments is a challenging and resource
intensive task. Recent simulation approaches on the
other hand never directly involve human subjects in
their assessment [53]. Our internet-based measure of
‘feeling hot’ lies in between these different approaches,
with the benefit of being less prone to biases generally
associated with the method of assessing perceptions
through surveys [22] and less resource intensive, but
still having direct feedback from individuals through
their search behaviour.
Our findings can inform policy and practice. First,
despite apparent regional climate differences across
India, it is surprising that air-conditioners in most
Indian office buildings are still operated at temperature
levels around 22.5 ◦C± 1 ◦C all year round [54]—so
that standards originating from the western world can
be met. With a 5%–6% reduction in the Energy Per-
formance Index (i.e. annual energy consumption per
square meter of office floor area) per degree possible
[55], the energy saving potential of a more flexi-
ble and location-specific cooling standard, reflecting
the predominant local climate, could be enormous.
Second, our method can further facilitate the develop-
ment of local early heat warning systems. Warnings
should incorporate the course of temperature dur-
ing the winter and spring season rather than focus
on high temperature extremes during peak summer
alone. Finally, this study could be used as a first
careful step towards quantifying the minimum adap-
tation potential within India, and beyond, in light of
future global warming. Studies developing future pro-
jections on the impacts (e.g. health [56], decreased
productivity [57], energy demand [58, 59] and health
costs [60], etc.) of extreme heat in a warmer world
should incorporate some form of adaptation in their
long-term projections.
5. Conclusion
This study shows the use of Regional Internet Search
Frequencies (RISF) for air conditioning devices as
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an indicator for thermal discomfort. The spatial
variation in derived heat thresholds across states in
India was used to explore adaptation. Our results indi-
cate there is potential within India to adapt to warmer
temperatures, but that a large intra-annual temperature
variability strongly reduces this potential to adapt, due
to a ‘reset’ triggered during the winter. Especially, in
contexts where high quality health surveillance data is
lacking, these findings can contribute to a better under-
standing of local heat thresholds and people’s adaptive
capacity. Such better understanding can support the
design of local thermal comfort standards, early heat
warning systems and future adaptation projections in
light of climate change. As our results indicate, these
projections should not only take into account changes
inmaximumtemperatures, but also factor inminimum
temperatures during the winter and spring months.
Acknowledgments
Herbert ter Maat of Wageningen Environmental
Research (WENR) prepared and provided the cli-
mate data through the ECMWF ReAnalysis-Interim
and Watch Forcing Data Era Interim database.
Funding: This work was carried out by the Himalayan
Adaptation, Water and Resilience (HI-AWARE) con-
sortium under the Collaborative Adaptation Research
Initiative in Africa and Asia (CARIAA), with finan-
cial support from the UK Government’s Department
for International Development and the Interna-
tional Development Research Centre, Ottawa, Canada.
Disclaimer: The views expressed in this work are those
of the authors and do not necessarily represent those
of the UK Government’s Department for Interna-
tional Development, the International Development





Ype Van der Velde https://orcid.org/0000-0002-
2183-2573
References
[1] WMO 2017 Statement on the State of the Global Climate in
2016 (Geneva: World Meteorological Organization)
[2] Sa´nchez-Lugo A, Morice C and Berrisford P 2016 Surface
temperature State of the climate in 2015 (Bulletin of the
American Meteorological Society) ed J Blundten and D S
Arndt pp S12–6
[3] Ratnam J V, Behera S K, Ratna S B, Rajeevan M and Yamagata
T 2016 Anatomy of Indian heatwaves Sci. Rep. 6 24395
[4] Guha-Sapir D, Below R and Hoyois P EM-DAT: The
CRED/OFDA International Disaster Database Nature
(Brussels: Universite´ Catholique de Louvain)
(www.emdat.be/database)
[5] Hijioka Y, Lin E, Pereira J, Corlett R, Cui X, Insarov G, Lasco
R, Lindgren E and Surjan A 2014 Climate Change 2014:
Impacts, Adaptation, and Vulnerability. Part B: Regional
Aspects. Contribution of Working Group II to the Fifth
Assessment Report of the Intergovernmental Panel on Climate
Change. IPCC WGII AR5 ed V Barros et al (Cambridge, NY:
IPCC) pp 1327–70
[6] Luke J H, David J F, Erich M F, Ed H, Manoj J and Chris D J
2016 Poorest countries experience earlier anthropogenic
emergence of daily temperature extremes Environ. Res. Lett. 11
055007
[7] Im E-S, Pal J S and Eltahir E A B 2017 Deadly heat waves
projected in the densely populated agricultural regions of
South Asia Sci. Adv. 3 e1603322
[8] McMichael A J et al 2008 International study of temperature,
heat and urban mortality: the ‘ISOTHURM’ project Int. J.
Epidemiol. 37 1121–31
[9] Hajat S, Armstrong B G, Gouveia N andWilkinson P 2005
Mortality displacement of heat-related deaths: a comparison of
Delhi, Sao Paulo, and London Epidemiology 16 613–20
[10] Hajat S and Kosatky T 2010 Heat-related mortality: a review
and exploration of heterogeneity J. Epidemiol. Commun.
Health 64 753–60
[11] Woodward A et al 2014 Climate change and health: on the
latest IPCC report Lancet 383 1185–9
[12] Lundgren K, Kuklane K, Chuansi G and Holmer I 2013 Effects
of heat stress on working populations when facing climate
change Ind. Health 51 3–15
[13] Wyon D P 2001 Indoor Air Quality Handbook (New York:
McGraw-Hill)
[14] Huizenga C, Abbaszadeh S, Zagreus L and Arens E A 2006 Air
quality and thermal comfort in office buildings: results of a
large indoor environmental quality survey Proc. Healthy
Buildings 2006 vol 3 (Lisbon, Portugal, June) pp 393––7
[15] Jaakkola J J K, Heinonen O P and Seppa¨nen O 1989 Sick
building syndrome, sensation of dryness and thermal comfort
in relation to room temperature in an office building: need for
individual control of temperature Environ. Int. 15
163–8
[16] De Dear R J, Brager G S, Reardon J and Nicol F 1998
Developing an adaptive model of thermal comfort and
preference/discussion ASHRAE Trans. 104 145
[17] Nikolopoulou M and Steemers K 2003 Thermal comfort and
psychological adaptation as a guide for designing urban spaces
Energy Build. 35 95–101
[18] Brager G S and de Dear R J 1998 Thermal adaptation in the
built environment: a literature review Energy Build. 27
83–96
[19] Arbuthnott K, Hajat S, Heaviside C and Vardoulakis S 2016
Changes in population susceptibility to heat and cold over
time: assessing adaptation to climate change Environ. Health
15 73
[20] Hatvani-Kovacs G, Belusko M, Skinner N, Pockett J and
Boland J 2016 Drivers and barriers to heat stress resilience Sci.
Total. Environ. 571 603–14
[21] Ginsberg J, Mohebbi MH, Patel R S, Brammer L, Smolinski M
S and Brilliant L 2009 Detecting influenza epidemics using
search engine query data Nature 457 1012–4
[22] Chae D H, Clouston S, Hatzenbuehler M L, Kramer M R,
Cooper H L F, Wilson S M, Stephens-Davidowitz S I, Gold R S
and Link B G 2015 Association between an internet-based
measure of Area Racism and black mortality PLoS ONE 10
e0122963
[23] Carneiro H A and Mylonakis E 2009 Google trends: a
web-based tool for real-time surveillance of disease outbreaks
Clin. Infect. Dis. 49 1557–64
[24] Jung J and Uejio C K 2017 Social media responses to heat
waves Int. J. Biometeorol. 61 1247–60
[25] Bush K F, Luber G, Rani Kotha S, Dhaliwal R, Kapil R, Pascual
V, Brown M, Frumkin D G, Dhiman H and Hess J 2011
Impacts of climate change on public health in India: future
research directions Environ. Health Perspect. 119 765
8
Environ. Res. Lett. 13 (2018) 054009
[26] Peel M C, Finlayson B L and McMahon T A 2007 Updated
world map of the Ko¨ppen-Geiger climate classification Hydrol.
Earth Syst. Sci. 11 1633–44
[27] Google 2018 Google trends https://trends.google.com/trends
[28] Lampos V, Miller A C, Crossan S and Stefansen C 2015
Advances in nowcasting influenza-like illness rates using
search query logs Sci. Rep. 5 12760
[29] ISHRAE 2014 The market for evaporative coolers in India
(market research) (http://ishrae.in/newsdetails/The-Market-
for-Evaporative-Coolers-in-India-/62) (Accessed: 15 May
2014)
[30] TheWorld Bank Group 2017 World Development Indicators
[31] Dee D P et al 2011 The ERA-Interim reanalysis: configuration
and performance of the data assimilation system Q. J. R.
Meteorol. Soc. 137 553–97
[32] Shah R and Mishra V 2014 Evaluation of the reanalysis
products for the monsoon season droughts in India J.
Hydrometeorol. 15 1575–91
[33] Weedon G P, Balsamo G, Bellouin N, Gomes S, Best M J and
Viterbo P 2014 TheWFDEI meteorological forcing data set:
WATCH forcing data methodology applied to ERA-interim
reanalysis dataWater Resour. Res. 50 7505–14
[34] Jendritzky G and de Dear R 2009 Biometeorology for
Adaptation to Climate Variability and Change ed K L Ebi et al
(Dordrecht: Springer) pp 9–32
[35] Blazejczyk K, Epstein Y, Jendritzky G, Staiger H and Tinz B
2012 Comparison of UTCI to selected thermal indices Int. J.
Biometeorol. 56 515–35
[36] Rothfusz L P and Headquarters N S R 1990 The heat index
equation (or, more than you ever wanted to know about heat
index) Tech. Attachment SR/SSD 90-23 (Fort Worth, TX:
National Weather Service)
[37] Steadman R G 1979 The assessment of sultriness. Part I: a
temperature-humidity index based on human physiology and
clothing science J. Appl. Meteorol. 18 861–73
[38] NOAA 2014 The Heat Index Equation
[39] Urban A and Kysely´ J 2014 Comparison of UTCI with other
thermal indices in the assessment of heat and cold effects on
cardiovascular mortality in the Czech Republic Int. J. Environ.
Res. Pub. Health 11 952–67
[40] Humphreys M A, Nicol J F and Raja I A 2007 Field studies of
indoor thermal comfort and the progress of the adaptive
approach Adv. Buil. Energy Res. 1 55–88
[41] Hajat S, Sheridan S C, Allen M J, Pascal M, Laaidi K, Yagouti
A, Bickis U, Tobias A, Bourque D and Armstrong B G 2010
Heat-health warning systems: a comparison of the predictive
capacity of different approaches to identifying dangerously hot
days Am. J. Public Health 100 1137–44
[42] McGregor G R 2012 Human biometeorology Prog. Phys.
Geog. 36 93–109
[43] Center for International Earth Science Information Network
(CIESIN) and Centro Internacional de Agricultura Tropical
(CIAT) 2010 Gridded population of the world version 3
Gridded Population of the World (Palisades, NY: CIESIN,
Columbia University)
[44] Hanna E and Tait P 2015 Limitations to thermoregulation and
acclimatization challenge human adaptation to global
warming Int. J. Environ. Res. Pub. Health 12 8034
[45] Sayantan S 2015 Overall Internet Users (India: Internet and
Mobile Association of India (IAMAI)−IMRB International)
[46] Kempton W and Lutzehiser L 1992 Introduction Energy
Build. 18 171–6
[47] Yu J, Ouyang Q, Zhu Y, Shen H, Cao G and Cui W 2012 A
comparison of the thermal adaptability of people accustomed
to air-conditioned environments and naturally ventilated
environments Indoor Air 22 110–8
[48] Government of India 2016 GSDP at current prices, 2004-05
series (2004-05 to 2014-15) (http://niti.gov.in/content/gsdp-
current-prices-2004-05-series-2004-05-2014-15) (Accessed:
27 October 2016)
[49] Li T, Ding F, Sun Q, Zhang Y and Kinney P L 2016 Heat
stroke internet searches can be a new heatwave health warning
surveillance indicator Sci. Rep. 6 37294
[50] Van Hoof J 2008 Forty years of Fanger’s model of thermal
comfort: comfort for all? Indoor Air 18 182–201
[51] De Dear R 2004 Thermal comfort in practice Indoor Air 14
32–9
[52] Ho¨ppe P 2002 Different aspects of assessing indoor and
outdoor thermal comfort Energy Build. 34 661–5
[53] de Dear R J et al 2013 Progress in thermal comfort research
over the last twenty years Indoor Air 23 442–61
[54] Thomas L, de Dear R, Rawal R, Lall A and Thomas P 2010 Air
conditioning, comfort and energy in India’s commercial
building sector Conf. Proc.: Adapting to Change: New Thinking
on Comfort (Windsor, 9–11 April 2010) pp 9–14
[55] Manu S, Wong J, Rawal R, Thomas P, Kumar S and
Deshmukh A 2011 An initial parametric evaluation of the
impact of the energy conservation building code of India on
commercial building sector Proc. Building Simulation
2011:12th Conf. Int. Building Performance Simulation Assoc.
(Sydney, 14–16 November) pp 1571–8
[56] Hajat S, Vardoulakis S, Heaviside C and Eggen B 2014
Climate change effects on human health: projections of
temperature-related mortality for the UK during the 2020s,
2050s and 2080s J. Epidemiol. Commun. Health 68
641–8
[57] Kjellstrom T, Kovats R S, Lloyd S J, Holt T and Tol R S J
2009 The direct impact of climate change on regional
labor productivity Arch. Environ. Occup. Health 64
217–27
[58] Akpinar-Ferrand E and Singh A 2010 Modeling increased
demand of energy for air conditioners and consequent CO2
emissions to minimize health risks due to climate change in
India Environ. Sci. Policy 13 702–12
[59] Sivak M 2009 Potential energy demand for cooling in the 50
largest metropolitan areas of the world: Implications for
developing countries Energy Policy 37 1382–4
[60] Bosello F, Roson R and Tol R S J 2006 Economy-wide
estimates of the implications of climate change: Human health
Ecol. Econ. 58 579–91
9
