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Chapter 1
Manifold and Differential Structure
1.1 Linear Space : Vectors
An algebraic system is defined as a nonempty set S with one or more binary operations on S.
For example, if we consider the set of all square matrices of same order as the set S then
(S,+,×,·), where ‘+’ stands for the matrix addition, ‘×’ for the matrix multiplication and ‘·’ is
the scalar multiplication, form an algebraic system. Note that a scalar multiplication is defined
over a field F (of real or complex numbers).
Let (L,+,·) be an algebraic system defined over a field F . Here the binary operation addi-
tion (+) is defined as
L × L → L, i.e., for any x,y ∈ L, ∃ an element z ∈ L such that z = x+ y.
Scalar multiplication ‘·’ is defined over the field F as
F × L → L, i.e., for any α ∈ F , x ∈ L, αx ∈ L.
An algebraic system with two binary operations (L,+,·) is said to be a linear space or a vector
space over a field F if the binary operations satisfy the following axioms:
a) (L,+) is a commutative group,
b) i) α(x+ y) = αx+ αy
ii) (α + β)x = αx+ βx
iii) (αβ)x = α(βx)
iv) 1 · x = x ,
(1.1)
for any x,y ∈ L and α, β ∈ F .
Here, elements of F are called scalars. Usually, we say that the vector space is defined over the
field F .
In vector algebra, a vector is just an arrow having forward point and end point in the space.
Mathematically, a vector is an element of a vector space (i.e., linear space). A set of linearly
independent vectors which span the whole vector space is called a basis of L. The number of
vectors in the basis is called the dimension of the vector space.
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Let {ei}, i = 1, 2, ....n (n is the dimension of the vector space) be a basis of the vector space.
So any arbitrary vector V ∈ L can be written as
V = V iei (1.2)
where the co-efficients V i are numbers and are called the components of the vector V in the
basis {ei}. If we choose another basis {e′i} then V can be written as
V = V ′ ie′i (1.3)
with V ′ i as the components of V in the basis {e′i}. Now considering e′i as an element of L we
can write it as a linear combination of the basis {ei}, i.e.,
e′i = Λ
k
i ek. (1.4)
Similarly,
ei = Λ
k
ie
′
k. (1.5)
Combining these two, the co-efficients Λ ki ’s will satisfy
Λ ki Λ
l
k = δ
l
i
and Λ ki Λ
i
l = δ
k
l. (1.6)
Now substituting (1.5) in (1.2) and equating with (1.3), we have the transformation law for the
components of V
V ′k = ΛkiV
i (1.7)
and similarly for the unprimed components
V k = Λ ki V
′i. (1.8)
1.2 Dual Space : Covectors
A linear map w: L → R, is defined as if V ∈ L then w(V ) is a real number. The collection of
all such linear maps form a vector space having same dimension as L. This is called the dual
vector space or simply dual space and is denoted by L∗. Any element of L∗ (i.e., linear map)
is called a one-form (or a covector). We shall now show that, given a basis {ei} of L we can
find a class of one forms {wi} such that
wi(ek) = δ
i
k, (1.9)
then this class of one forms constitute a basis for L∗.
Suppose the class of one-forms are linearly dependent, i.e., ∃ scalars λi (not all zero) such
that
λiw
i = 0
⇒ λiwi(ek) = 0
⇒ λiδik = 0
⇒ λk = 0, ∀ k = 1, 2, ...n.
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Hence this class of one-forms satisfying eq. (1.9) are linearly independent.
Next we shall show that this class {wi} of one-forms generate L∗, i.e., any one-form can be
expressed as a linear combination of this class of one-form. Let B ∈ L∗ and
B(ek) = Bk , k = 1, 2, . . . , n .
Also, (Biw
i)(ek)=Biw
i(ek)=Biδ
i
k = Bk. Thus B and Biw
i have the same actions on the basis
vectors {ei} of L and hence B = Biwi. Therefore, the class of one-forms {wi} satisfying
eq. (1.9) is a basis for L∗ and Bi’s are the components of B in this basis. This basis is called the
reciprocal or dual of the basis {ei}. Similar to the original vector space L, the transformation
laws for the dual basis and the components of a one-form are
w′k = Λkiw
i , wk = Λ ki w
′i (1.10)
and
B′i = Λ
k
i Bk , Bi = Λ
k
iB
′
k. (1.11)
Often, vectors i.e., elements of the vector space L are called contravariant vectors and elements
of dual space L∗, i.e., the covectors are called covariant vectors. It is customary to write the
components of a contravariant vector by an upper index (superscript) va while a covariant
vector by a lower index (subscript) Ba.
This convention of component notation shows the action of a dual vector on a vector in a
simple way as
B(V ) = Biw
i(V kek) = BiV
kwi(ek) = BiV
kδik = BiV
i ∈ R. (1.12)
This suggests that it is sufficient to write only the components of the vectors (or covectors),
there is no need of specifying the basis vectors. The formation of the number B(V ) is often
called the contraction of B with V . Further, the form of the action of covector B on V (given
by Eq. (1.12)) can interpret vectors as linear maps on dual vectors as
V (B) ≡ B(V ) = BiV i. (1.13)
Therefore, the dual space to the dual vector space is the original vector space itself.
Examples:
a) The simplest example of a dual vector is the gradient of a scalar function.
b) Let the vector space L be the space of n-component column vectors, i.e., if V ∈ L then
V =

V 1
V 2
·
·
·
V n
 .
So the dual space L∗ is that of n-component row vectors, i.e., for w ∈ L∗,
w = [w1, w2, . . . , wn]
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The action of w on V is the ordinary matrix multiplication :
w(V ) = (w1, w2, . . . , wn)

V 1
V 2
·
·
·
V n
 = wiV
i
c) In quantum mechanics, the vectors are elements of the Hilbert space and are represented by
kets |ψ〉. In this case the dual space is the space of bra s 〈φ| and the action gives the number
〈φ|ψ〉.
1.3 Multilinear mapping of vectors and covectors : Ten-
sors
Tensors can be considered as a generalization of the concept of vectors or covectors (in the
sense that vectors (covectors) are one-index system of quantities while tensors are one or more
index system of quantities). In Newtonian theory, one can write down the evolution equations
in a compact form using the notion of vectors. Sometimes vectorial notations help us to solve
problems and may help us to have geometrical as well as physical insight. Similarly, in relativity
theory (and also in electro-magnetic theory) it is convenient to write the necessary equations
in a compact and elegant way using tensorial quantities. Basically, there are two distinct ways
in which one can define tensors: the index free (or coordinate free) approach and the classical
approach based on indices. Although the abstract index free approach shows deeper geomet-
rical insight but it is not useful for practical calculations. In this chapter (i.e., Chapter One)
index-free notion of tensor has been introduced for mathematical clarity but subsequently index
base notion has been used for tensors.
The idea of linear map from vectors to real numbers can be extended by introducing a
multilinear map (T ) from a collection of covectors and vectors to R:
T : L∗ × L∗ × · · ·L∗ × L× L× · · ·L→ R
(r times) (s times)
Here multilinear mapping T operates linearly on each vector and covector in the above cartesian
product. This multilinear mapping on a class of covectors and vectors to give a real number is
called a tensor. In the above, T is a (r, s)-type tensor or a tensor of rank (r, s). For example,
if T is a (2,2) tensor then the real number assigned by it with arguments w, η, V , W is denoted
by T (w,η,V ,W ) and is called the value of the tensor with these arguments. Due to linearity of
T on its arguments, we have
T (aw+bη, σ, cV +dW,U) = acT (w, σ, V, U)+adT (w, σ,W,U)+bcT (η, σ, V, U)+bdT (η, σ,W,U).
(1.14)
A (r, s)-tensor field is a rule giving a (r, s)-tensor at each point. The linearity property of
tensors is easily extendable to tensor fields, except that the numbers a,b,c and d in Eq. (1.14)
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may have different values at each point.
In particular, a vector is a (1,0) tensor and a (0,1) tensor is a one-form. By convention, a
(0,0)-tensor is termed as a scalar function. Note that for a (1,1) tensor T , T (w,V ) is a real
number but for fixed w, T (w; ·) can be viewed as a one-form since it needs one vector as ar-
gument to give a real number. Similarly, T (· ;V ) is a vector as operated on a one-form gives a
scalar. Therefore, a (1,1)-tensor can be thought of as a linear vector valued function of vectors
or a linear form-valued function of one-forms. This type of interpretation is possible for tensors
of any order.
Moreover, the collection of all (r, s)-tensors at a point forms a vector space. In a particular
basis, the addition of two (r, s)-tensors means the addition of the corresponding components
and scalar multiplication is nothing but multiplication of the components by the scalars. But to
construct a basis of the above vector space, we shall have to introduce a new operation known
as the tensor product (or outer product). Suppose A is a (r, s)-tensor and B is a (t, u)-tensor,
then their tensor product is denoted by A⊗B and is a (r + t, s+ u)-tensor, defined as
A⊗B (w(1), w(2), . . . , w(r+t);V (1), V (2), . . . , V (s+u))
= A
(
w(1), w(2), . . . , w(r);V (1), V (2), . . . , V (s))B(w(r+1), . . . , w(r+t);V (s+1), . . . , V (s+u)
)
(Note that the index in w(i) or V (k) is to label the covector or the vector, but not their com-
ponents). Thus the tensor product means the successive operation of the tensors A and B on
the appropriate set of dual vectors and vectors and then multiplication of the corresponding
numbers. So it is clear that in general this tensor product is not commutative, i.e.,
A⊗B 6= B ⊗ A
but it is associative, i.e.,
A⊗ (B ⊗ C) = (A⊗B)⊗ C.
Now the basis vectors for the vector space of all (r, s)-tensors can be constructed in a straight-
forward manner from the basis of L and L∗. In fact, this set of basis is the tensor product of
the form
e(α1) ⊗ e(α2) ⊗ · · · ⊗ e(αr) ⊗ w(β1) ⊗ w(β2) ⊗ · · · ⊗ w(βs)
and is denoted by θβ1β2···βsα1α2···αr .
So an arbitrary (r,s)-tensor T can be written in compact form as
T = Tα1···αrβ1···βs θ
β1···βs
α1···αr
= Tα1···αrβ1···βs e(α1) ⊗ e(α2) ⊗ · · · ⊗ e(αr) ⊗ w(β1) ⊗ w(β2) ⊗ · · · ⊗ w(βs). (1.15)
In other words, the components can be obtained by operating the tensor on basis vectors and
dual basis vectors
Tα1α2···αrβ1β2···βs = T
(
w(α1), w(α2), . . . , w(αr); e(β1), . . . , e(βs)
)
. (1.16)
Further, the action of a (r, s)−tensor T on an arbitrary vectors V (1), V (2), · · ·V (s) and covectors
B(1), B(2), · · ·B(r) can be written as
T (B(1), B(2), . . . , B(r), V (1), V (2), · · ·, V (s)) = Tα1···αrβ1···βs B(1)α1 B(2)α2 · · ·B(r)αr V (1)β1V (2)β2 · · ·V (s)βs .
(1.17)
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Note that the order of the indices is important as the tensor does not act on its various argu-
ments in the same way. Using the transformation law for the basis vectors of L (Eqs. (1.4)
and (1.5)) and of L∗ (Eq. (1.10)), the transformation law of the components of the tensor can
be obtained from Eq. (1.15) as
T ′µ1···µrr1···rs = Λ
µ1
α1
Λµ2α2 · · · ΛµrαrΛ β1γ1 Λ β2γ2 · · · Λ βsγs Tα1···αrβ1···βs . (1.18)
The transformation law shows that each superscript transforms like a vector and each subscript
transforms like a dual vector. Similar to vectors, a tensor is conveniently described by its com-
ponents.
We shall now introduce an important notion in tensor algebra called contraction. We illus-
trate it by examples. Suppose A is a (1,1) tensor. Then it can act as a map on L and the result
will also be a vector, i.e.,
A : L→ L or Aαβ : V β → AαβV β ∈ L for any V β ∈ L .
i.e., AαβV
β = Wα .
Similarly, a tensor can act (fully or partly) on another tensor to give rise to a third tensor. For
example,
Aαβγ B
γ
βδ = C
α
δ , a (1,1) tensor
Note that here outer product of two tensors A and B followed by contraction gives the tensor C.
In the first example, index β is contracted, called the dummy index and α is the free index
while in the second example both β and γ are dummy indices and α, δ are free indices which
will characterize the resulting tensor. By contraction operation on two tensors, if there does
not remain any free index then the resulting tensor is a (0,0)−type, i.e., a scalar. Thus under
the contraction operation, a tensor is usually reduced in one contravariant and one covariant
order. It is easy to see that contraction is independent of the choice of basis.
Quotient Law:
If the product A········B
····
···· where dots represent indices which may involve contraction between
indices of A and B and also A is an indexed system of functions of the coordinate variables and
B is an ordinary tensor of the type indicated by its indices, is a tensor of the type indicated by
the free indices, then quotient law states that A is a tensor of the type indicated by the indices.
Examples:
1. If A(i, j, k)Bj = Cki then by quotient law A(i, j, k) is a (1,2)−tensor with appropriate form
Akij.
2. Let A(i, j) be a 2−index system of functions of the coordinate variables. If for any two
arbitrary contravariant vectors ui and vi the expression A(i, j)uivj is a scalar then A(i, j) is a
(0,2)−tensor.
Reciprocal Tensor:
Let aij be a non-singular (0,2)−tensor then a reciprocal tensor is defined as
aij =
Cofactor of aji in |aij|
|aij| . (1.19)
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In the following, we shall show that aij is a non-singular (2,0)−tensor.
From the property of determinants,
aikakj = δ
i
j
and aika
kj = δji . (1.20)
Let ui be an arbitrary covariant vector. Then there exists a solution for the contravariant vector
vi such that
aijv
j = ui .
Now,
aijuj = a
ijajkv
k = δikv
k = vi
Thus aijuj is a contravariant vector for an arbitrary covariant vector uj. Hence by the quotient
law, it follows that aij is a (2,0)−tensor. Further, from (1.20), taking determinants we get∣∣aik∣∣ |akj| = ∣∣δij∣∣ = 1 .
Hence aij is a non-singular (2,0)−tensor.
Symmetric and Skew-symmetric tensor:
For any (0,2)-tensor A, the symmetric part is denoted by SA and is defined as
SA(V1, V2) =
1
2!
(A(V1, V2) + A(V2, V1))
for any V1, V2 ∈ L. In a particular basis if the components of A are Aαβ then components of
its symmetric part is denoted by A(αβ) and is defined as
A(αβ) =
1
2!
(Aαβ + Aβα). (1.21)
Similarly, the components of the skew-symmetric part is denoted by A[αβ] and is defined as
A[αβ] =
1
2!
(
Aαβ − Aβα) . (1.22)
In general, a tensor of arbitrary order, say (r,s) having components Aα1...αrβ1...βs , the symmetric and
anti-symmetric parts of A are defined as
Aα1...αr(β1...βs) =
1
s!
ΣPA
α1...αr
β1...βs
Aα1...αr[β1...βs] =
1
s!
ΣP δPA
α1...αr
β1...βs
, (1.23)
where ΣP stands for the sum over all permutations of the indices (β1, β2, . . . , βs) and δP = +1,
for even permutation of (1, 2, . . . , s) and δP = −1, for odd permutation of (1, 2, . . . , s) and = 0
if any two indices are equal. As an example,
Aα[βγδ] =
1
3!
[
Aαβγδ + A
α
γδβ + A
α
δβγ − Aαβδγ − Aαγβδ − Aαδγβ
]
.
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Similar definition holds for symmetric (skew-symmetric) property of contravariant indices.
A tensor is said to be symmetric (skew-symmetric) in a given set of contravariant or covari-
ant indices if it is identical to its symmetrized (skew-symmetrized) part on those indices. In
particular, a (0,2)-tensor B is symmetric if
Tαβ = Tβα , i.e., T[α,β] = 0
while it is anti-symmetric if
Tβα = −Tαβ , i.e., T(α,β) = 0 .
It should be noted that the above symmetric (skew-symmetric) property of a tensor is indepen-
dent of the choice of basis.
Convention: So far and henceforth we introduce an index convention due to Penrose and
is called abstract index notation. According to this convention, a vector or tensor is identified
by its components without mentioning the basis. For example, a (1,1)-tensor T will be repre-
sented by Tαβ .
We now introduce a special type of tensors namely the set of tensors of the type (0,b) and
are anti-symmetric in all the b indices. Such a tensor is called a b−form. We define a new ten-
sor product known as wedge product (which is an anti-symmetric tensor product) as follows:
If P is an a−form and Q is a b−form then their wedge product is denoted by P ∧ Q, a
(a+ b)−form, having components
(P ∧Q)α...β,γ...δ = P[α...βQγ...δ] .
It is clear from the above definition that
P ∧Q = (−1)ab(Q ∧ P ) .
Further, if eα is a basis for covectors or one-froms then eα1 ∧ eα2 ∧ . . . ∧ eαs form a basis for
s−forms and any s−form A can be written as
A = Aα1α2...αse
α1 ∧ eα2 ∧ . . . ∧ eαs with Aα1α2...αs = A[α1α2...αs]
Note: The space of all s-forms for all s (including scalars as zero form) constitutes the Grass-
mann algebra of forms.
Examples:
We shall give some examples of tensors. Although the definition of a tensor is rather abstract
but there are some very common examples of tensors.
a) Previously we have shown that a column matrix is a vector while a row matrix is a dual
vector. Then the matrix is a (1,1)-tensor (by quotient law) as multiplication of a matrix by a
vector (column matrix) or a dual vector (row matrix) gives a vector (or a dual vector), i.e.,
A(i, j)vj = T i , wiA(i, j) = Sj .
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Also, if a matrix is operated (multiplied) by a vector and a dual vector (in the usual way) then
the result will be a scalar.
b) In continuum mechanics, for a given stress material, if we imagine a plane passing through
the material then the force per unit area exerted by the material on one side of the plane
upon that on the other is characterized by τµν , a (2,0)-symmetric tensor and is known as stress
tensor. The force is termed as stress vector. As a plane, i.e., a surface is represented by a
one-form so the stress tensor can be thought of as a linear vector valued function of one-forms.
1.4 Metric tensor and inner product
In a vector space, an inner product between two vectors is a bilinear function g which assigns
a real number with them:
g : L× L→ R ,
i.e., g(i, j)viwj = λ, a scalar (vi, wj are components of V and W ∈ L in a particular basis {ei}) .
From quotient law, it is clear that g is a (0,2)-tensor called the metric tensor. So in a particular
basis, we write
g(V,W ) = g(W,V ) ≡ gαβV αW β. (1.24)
It is evident that g is a symmetric (0,2)-tensor and the components of g are defined as
gαβ = g(eα, eβ). (1.25)
If the vector space is of dimension n then the components of the metric tensor can be written as
a n×n symmetric matrix. Normally, the metric is chosen to be non-degenerate, i.e., g(U, V ) 6= 0
for non-zero U , V ∈ L. In terms of components this implies the matrix representation of the
metric tensor to be non-singular. If the vector space is of dimension ‘n’ then the components
of the metric tensor can be written as a n × n symmetric matrix. The inverse matrix are the
components of a (2,0)-tensor gαβ (such that gαβgβγ = δ
α
γ ) which is also symmetric and is called
the reciprocal metric tensor. The transformation law of the components of the metric tensor
for the choice of a new basis {e′α} are given by
g′µν = Λ
α
µ Λ
β
ν gαβ, (1.26)
or in matrix notation
g′ = ΛTgΛ. (1.27)
Reduction to canonical form:
We shall now prove the following theorem:
Theorem: In a vector space with a metric tensor, there always exists a basis in which the
metric tensor has the canonical form diag{−1,−1, · · · − 1,+1, · · ·+ 1}.
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Proof: Suppose we choose the arbitrary matrix Λ in Eq. (1.26) as the product of an or-
thogonal matrix U , i.e., U−1 = UT and a diagonal matrix D (self transpose), i.e., Λ = UD
then Eq. (1.27) can be written as
g′ = DU−1gUD .
From the property of similarity transformation of symmetric matrix, we can reduce gu = U
−1gU
in the diagonal form and hence g′ becomes diagonal. In particular, if
gu = diag(gα1 , gα2 , . . . , gαn) and D = diag(dα1 , dα2 , . . . , dαn)
then
g′ = diag(gα1d
2
α1
, gα2d
2
α2
, . . . , gαnd
2
αn) .
Thus choosing dαk = {|gαk |}−
1
2 , we have the elements of the diagonal matrix g′ as +1 or −1.
In fact, the elements gα1 of the diagonal matrix gu are the eigen values of the metric tensor
g and hence they are unique except for the order. Further, due to existence of the inverse
matrix, the eigen values are non-zero. Thus by choosing the orthogonal matrix U appropriately
it is possible to arrange the metric tensor in the canonical form diag{−1,−1, · · ·−1,+1, · · ·+1}.
Note I: The basis for which the metric tensor is reduced to canonical form is known as or-
thonormal basis. The trace of the canonical form, i.e., the sum of the diagonal elements is
called the signature of the metric.
Note II: If the absolute value of the signature of the metric is equal to the dimension (n)
of the vector space then it is said to be the Euclidean space (Rn). In this case the canonical
form of the metric is either diag{+1,+1, . . . ,+1} or diag{−1,−1, . . . ,−1}. In Euclidean space,
the orthonormal basis is called cartesian and for which gij = δij, i.e., in matrix form g = I.
For a transformation matrix ΛE from one such basis to another, we have
I = ΛTEIΛE, i .e., Λ
T
EΛE = I ,
which shows that the transformation matrices are orthogonal. This class of orthogonal matrices
forms a group, called Euclidean symmetry group or simply the orthogonal group O(n).
Fig. 1.1
Note III: If the absolute value of the signature of
the metric is less than the dimension of the vector
space then the metric is called indefinite. In partic-
ular, for a n dimensional vector space, if the signa-
ture of the metric is n − 2 (in absolute value) then
it is called a Lorentzian metric. So the canonical
form of the metric is either diag{−1,+1,+1, . . . ,+1} or
diag{+1,−1,−1, . . . ,−1}. A four dimensional Lorentzian
metric is called a Minkowski metric and the corresponding
vector space is called the Minkowski space−the space of
Einstein’s special theory of relativity.
If we denote the matrix corresponding to the Lorentz met-
ric by η, i.e.,
η = diag{−1,+1,+1, . . . ,+1} or diag{+1,−1,−1, . . . ,−1}
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then the transformation matrix ΛL from one Lorentz basis
to another satisfies
η = ΛTLηΛL .
These transformation matrices correspond to Lorentz transformation in special theory of rela-
tivity and the group formed by them is called the Lorentz group L(n).
Note IV: In Minkowski space (having Lorentz metric), the non-zero vectors at any point
can be classified into three cases: time-like, null (light-like) and space-like. A non-zero vector
v can be classified as follows:
g(v, v) < 0 (time-like) , = 0 (null) , > 0 (space-like) .
The set of all light-like vectors form the surface of a double cone and is termed as null cone or
light cone. This light cone separates the time-like and the space-like vectors. All vectors inside
the light cone are time-like while space-like vectors lie outside the light cone (see figure 1.1).
1.5 Manifolds
Given a set (topological space) M , if there exists a one-one mapping f from an open subset U
of M onto an open subset of Rn (the mapping is a homeomorphism), then M is said to be a
manifold of dimension n. This deffinition of a manifold suggests that the set M looks locally
like Rn but globally they are quite distinct. From the above definition, it is clear that there
will be other open subsets of M with their own maps and any point of M must lie in at least
one such open subsets. The pair namely an open subset and a mapping, i.e., (U ,f) is called a
chart. A collection (class) of charts is called an atlas, provided every point of M is in at least
one open subset of the class and for any two overlapping open subsets in the class, there exists
functional relation between the corresponding mappings. In fact, if any two overlapping charts
in an atlas are Ck−related then the manifold is said to be a Ck−manifold. A manifold of class
C1 is called a differentiable manifold.
For a more rigorous mathematical definition of a manifold let us start with a topological space
having the following properties:
a) Hausdorff property: A topological space is said to be a hausdorff space if any pair of distinct
points in it has disjoint neighbourhoods.
b) Second countable property: A class of open sets of a topological space is said to form an
open base of the topological space if any open set of the space is a union of elements of this
class. A topological space with a countable open base is called a second countable space.
A Hausdorff, second countable topological space in which every point has a neighbourhood
homeomorphic to an open set in Rn, is called a manifold of dimension n.
In figure1.2 U is a neighbourhood (nhb) of any point P of the manifold M and φ is a home-
omorphism from U to an open set in Rn. So the pair (U, φ) is called a chart at P .
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Fig. 1.2 Fig 1.3
Mathematically, a collection of charts {uα, φα} is said to form a Cr−atlas if i) the class of subsets
{uα} cover M , i.e., M =
⋃
α Uα and ii) for Uα
⋂
Uβ 6= φ, the map φα ◦ φ−1β : φβ (Uα
⋂
Uβ) −→
φα (Uα
⋂
Uβ) is a C
r−map of an open subset of Rn to an open subset of Rn.
The figure clearly shows how two different regions of Rn are related by the mapping in the
manifold M . Let Q and R are the image points of P under the mappings φβ and φα respec-
tively. Being a point in Rn let the points Q and R are represented by (x1, x2,· · · xn) and (y1,
y2,· · · yn) respectively. Then the above mapping demands that
yi = yi(xj) or xk = xk(yl) , (i, j, k, l = 1, 2, . . . , n) .
For a Cr−atlas these functions have partial derivative upto order r. A manifold having a
Cr−atlas is called a Cr−manifold.
An atlas containing every possible compatible chart is called a maximal atlas. A manifold
can be defined as a set with a maximal atlas.
Note 1: The necessity of the atlas to be maximal is that two equivalent spaces equipped
with different atlases do not count as different manifolds.
Note 2: A Hausdorff, second countable topological space admits partitions of unity and thereby
Riemannian metric can be defined (which is our main interest). However, for studying manifold
it is enough to consider only a topological space.
Note 3: Two manifolds M and N are said to be equivalent if their local geometry is same. But
globally the two manifolds are not necessarily identical. For example, the manifolds S2 and R2
are locally equivalent but globally they are distinct.
Note 4: A manifold can be considered as a set M that can be parameterized continuously
and the dimension of the manifold is the number of independent parameters involved.
Note 5: We shall mostly deal with local geometry depending on the differential structure
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of the manifold. The global properties of the manifold are needed in studying fiber bundles
and integration of functions.
Note 6: The differentiability of a manifold gives an enormous structure in it. Subsequently,
we shall study some of these differential structure. It should be mentioned that we have not
introduced any notion of ‘distance’ on the manifold nor the notion of shape or ‘curvature’ of
the manifold−only ingradient is the locally smooth nature.
Examples of manifold:
a) The surface of a sphere (known as S2) is a manifold of dimension two. There is always a
homeomorphism from any open set of S2 to an open set of R2 i.e., any point in S2 has a suffi-
ciently small neighbourhood which has a one-one correspondence onto a disc in R2. Although
S2 and R2 are clearly different (global properties) but neighbourhood of a point in S2 looks
very much like a neighbourhood of a point in R2.
b) A vector space V of dimension n over the real numbers is a manifold. Here in a particular
basis {eα} any vector v can be written as v = aαeα. Thus there is a mapping from V − Rn:
v →(a1, · · ·an).
c) For an algebraic (or differential) equation with one dependent variable y and an inde-
pendent variable x, the set of all (y,x) satisfying the above equation forms a manifold. Here a
particular solution is a curve in the manifold.
d) For a n particle system, the phase space, consisting of positions and momentum (velocities)
is a 6n−dimensional manifold.
e) The set of all pure Lorentz transformations (boost) is a 3D manifold with components of
the velocity of the boost as the parameters.
1.6 Differentiable mapping
Let M1 and M2 be two differentiable manifolds of dimensions n1 and n2. A mapping f : M1 →
M2 is said to be a differentiable mapping of class C
k if for every chart (U1,φ1) containing any
point P of M1 and every chart (U2,φ2) containing the corresponding point f(P ) of M2 and such
that
i) f(U1) ⊂ U2
and ii) the mapping φ2 ◦ f ◦ φ−11 : φ1(U1) ⊂ Rn1 → φ2(U2) ⊂ Rn2 , is of class Ck.
A mapping f : M → N is called diffeomorphism if i) f is a bijection and ii) both f and
f−1 are differentiable mapping. Then M and N are said to be diffeomorphic to each other.
Note: A diffeomorphism f of M onto itself is called a transformation of M .
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A real-valued function on M , i.e., f : M → R is said to be a differentiable function (of class
Ck) if for every chart (U ,φ) containing P ∈ M , the function f ◦ φ−1: φ(U) ⊂ Rn → R is of
class Ck.
Note:
a: A C∞ differentiable function is also called a smooth function.
b: Two diffeomorphic manifolds can be considered as two distinct copies of a single abstract
manifold and hence they are said to be equivalent. It is similar to the notion of isomorphism
in groups−two groups can be regarded as the same group if they are isomorphic to each other.
c: The set of all diffeomorphisms of a manifold M onto itself (i.e., transformations of M)
forms a group denoted as Diff(M). This group plays an important role in various branches of
modern theoretical physics (e.g. loop quantum gravity).
d: The set of all differentiable functions on M (denoted by F (M)) from i) an algebra over
R, ii) a ring over R.
1.7 Curves on a manifold : Tangent spaces
A curve γ through a point P in M is a differentiable mapping σ : [µ, λ] ⊂ R → M such that
σ(t0) = P (µ < t0 < λ).
Note: Two distinct differentiable mappings from [µ, λ]→M gives two distinct curves in M .
The tangent vector to the curve γ at P is the function
XP : F (P )→ R
which is defined as
XPf =
[
d
dt
f(σ(t))
]
t=t0
=
{
lim
δ→0
[
f(σ(t+ δ))− f(σ(t))
δ
]}
t=t0
.
Fig. 1.4
Here f ∈ F (P ) is the set of all differentiable functions on M at
P . From the property of the usual derivative operator (on the
real line), the tangent vector XP is a linear function and obey
Leibnitz product rule, i.e.,
i) XP (af + bg) = a(XPf) + b(XPg) (linearity)
and
ii) XP (fg) = g(P )XPf + f(P )XPg (Leibnitzian prop-
erty)
for all f , g ∈ F (P ) and a, b ∈ R.
Note: Each function XP : F (P )→ R, defined above cannot be a
tangent vector to some curve at P unless it is a linear function
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and satisfies Leibnitz product rule.
The set of all tangent vectors to M at P is a vector space over R. This vector space is
called the tangent space and is denoted by TP (M). The dimension of the tangent space is same
as that of the manifold itself.
A vector field X on M is a rule that associates to each point P ∈ M , a vector XP ∈ TP (M).
Thus, if f ∈ F (M), the set of all differentiable functions on M , then Xf is defined to be a
real-valued function on M as
(Xf)(P ) = XPf.
The vector field X is called differentiable if Xf is differentiable for every f ∈ F (M). If χ(M)
denotes the set of all differentiable vector fields on M then i) χ(M) is a vector space over R and
ii) for every f ∈ F (M), fX is defined to be a vector field on M , defined as (fX)(P ) = f(P )XP .
A curve σ is called an integral curve of a vector field if the tangent to the curve at every
point is the vector corresponding to the vector field.
Note I: If (x1,x2, · · · xn) be a local coordinate system in a nhb U of P ∈ M , then the
basis of the tangent space TP (M) is given by
{(
∂
∂x1
)
P
,
(
∂
∂x2
)
P
, · · · ( ∂
∂xn
)
P
}
. Thus the tangent
vectors of the coordinate curves through P form a basis of TP and are denoted by the partial
derivative operators at P .
Note II: The tangent spaces at different points of the manifold are distinct vector spaces
and their elements are unrelated.
Note III: The collection of all tangent spaces over the manifold M is called the tangent bundle,
denoted by TM . Thus TM =
⋃
P∈M TP (M). One can define a natural projection map
Π : TM → M which relate each tangent vector to the point on the manifold at which it
is the tangent. The inverse mapping associates to every point P ∈ M , the set of all tangents
at P , i.e., TP (M). This inverse mapping is called the fibre over P in the context of fibre bundle.
Cotangent space: Covector and dual vector
We remind that χ(M), the set of all differentiable vector fields on M , is a vector space over
R. Also, the set of all differentiable functions on M is a vector space over R and is denoted by
F (M).
Let us consider a map w : χ(M)→ F (M), that satisfies
i) w(X + Y ) = w(X) + w(Y )
ii) w(bX) = bw(X) ∀b ∈ R,X, Y ∈ χ(M)
iii) (w1 + w2)X = w1(X) + w2(X)
then w is called a linear mapping over R. Usually, a linear mapping w : χ(M)→ F (M) denoted
by w : X → w(X) is called a 1-form on M .
The set of all one-forms on M denoted by D1(M), is a vector space over R, called the dual of
χ(M). As w(X) ∈ F (M), i.e., w(X) : M → R, so for any point P of M , we have
{w(X)}(P ) = wP (XP ), i.e., wP : TP (M)→ R.
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The collection of all wP , i.e., the collection of all one-form (dual vectors) at P , is a vector space
known as cotangent space or dual of the tangent space and is denoted by T ∗PM . So elements
of T ∗PM , i.e., covectors at P are linear functionals of TP (M).
For any function f ∈ F (M), we denote the total differential of f by df and is defined as
(df)P (XP ) = (Xf)(P ) = XPf , ∀P,
i.e., df(X) = Xf.
Note I: df is a one-form on M .
Note II: If (x1,x2, · · · xn) are coordinate functions defined in a nhb of P (in M) then dxi,
i = 1, 2, . . . , n are 1-form on M (for each i) and they form a basis of T ∗PM .
Note III: The linearity property of the action of covectors on vectors enables us to regard
vectors and covectors as dual of each other. Their action (or value) on one another is notation-
ally represented by
w(V ) ≡ V (w) ≡ 〈w, V 〉 .
The action w(V ) is also called the contraction of w with V .
1.8 Metric tensor on a manifold : Metric tensor field
A metric tensor field g on a manifold M is a symmetric tensor of type (0,2) such that it behaves
as a metric on the tangent space TP at every point P of M . We term this (0,2) tensor on the
manifold as the metric of the manifold so that it is possible to define the notion of the distance
between two points on the manifold and the curvature of the space (will be discussed in Sec.
1.11.). The differentiability of the metric tensor is essential for defining more structure on the
manifold. So the metric tensor must be at least continuous. As a result, the canonical form
of the metric tensor is same throughout the manifold and hence the signature is fixed. This is
called the signature of the manifold.
Suppose γ is a curve on the manifold with parameter λ, i.e., γ : xα = xα(λ). So the tan-
gent vector at any point on the curve is tα = dx
α
dλ
. Then distance between two infinitesimal
points on the curve is defined as
dS2 = gαβt
αtβ(dλ)2 = g(t, t)(dλ)2.
If the metric is positive definite (i.e., signature=dimension of the manifold) then g(t, t) is
positive and hence
dS = {g(t, t)} 12dλ,
is the length of an element of the curve. However, for indefinite metric dS2 is not of definite
sign. For space-like curve (curve having tangent vector is a space-like vector) dS2 is positive
while it will be negative for time-like curve and the magnitude
dS = |g(t, t)| 12 dλ
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defines the proper distance for space-like curves and proper time for time-like curves. Also
dS = 0 for null curves.
Note: In case of indefinite metric, a null vector and a zero vector must be handled care-
fully. A null vector nα has a zero norm (i.e., g(n, n) = gabn
anb = 0) while a zero vector has all
its components identically zero.
1.9 Differential structure on the manifold
We shall now discuss three differential operators on manifolds namely a) Lie derivative, b)
Exterior differentiation and c) Covariant differentiation. For the first two types of differen-
tial operators, manifold structure is sufficient while for covariant differentiation we need extra
structure on the manifold (known as connection).
1.9.1 Lie Derivative
Before defining Lie derivative we first introduce the idea of Lie dragging. We recapitulate that
a vector field is a rule by which we get a vector at every point of the manifold. Given a vector
field, an integral curve is a curve on the manifold such that the tangent vector at every point
on it is the vector corresponding to the vector field. A family of integral curves which fill the
whole (or a part of the) manifold is called a congruence. So it is clear that integral curves
do not intersect each other, i.e., through each point of the manifold there exists one and only
one integral curve of the congruence. Also, it is evident that congruence generates a natural
mapping of the manifold into itself.
Suppose we consider a typical integral curve of the congruence which is parametrized by λ.
For an infinitesimal small number ∆λ we can imagine a mapping along the integral curve so
that each point on it is shifted to another point (on it) a parameter distance ∆λ. Clearly,
this mapping is a one-one mapping and can be termed as diffeomorphism provided the vector
is differentiable (i.e., C∞). If this mapping is possible for all ∆λ then we have a family of
differentiable mappings, known as dragging along the congruence or a Lie dragging. We shall
show below the conditions for Lie dragging of a scalar function and a vector field.
Fig. 1.5
Scalar function: Let f be a function defined on the mani-
fold M and suppose C is a typical integral curve of a congru-
ence, parameterized by λ. Let P and Q be two points on C
separated by an infinitesimal parameter distance ∆λ. Now
due to Lie dragging, the function is carried along C and as a
result a new function (fd) is defined such that its value at Q
is same as the value of f at P , i.e., fd(Q) = f(P ). But if it
so happens that the dragged function has the same value at
Q as the old one and it is true for all Q along C then we say
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that the function is invariant under this dragging or simply
the function is Lie dragged. So if a function is Lie dragged
along any congruence (i.e., an integral curve of the congruence) then it must be constant along
it, i.e., df
dλ
= 0.
Vector field: Let V be a vector field in a manifold M and it generates the congruence having
integral curves α, β, γ, δ, · · ·. Suppose W be another vector field which we want to Lie dragged
and a, b,· · · are the integral curves corresponding to W . As before let λ be the parameter along
the integral curve of V . The points P1, P2, P3, P4, · · · are the points of intersection of the
integral curve a (of W ) with the integral curves α, β, γ, δ (of V ). These points are mapped
to the points Q1, Q2, Q3, Q4, respectively by dragging through an infinitesimal parameter ∆λ
(see fig. 1.6). Thus the integral curve a is dragged to a′, an integral curve of another vector
field (say W ′). If a′ coincide with an integral curve of W (say b in the figure) and it is true for
all ∆λ then we say that the vector field W (and its congruence) is Lie dragged by the vector
field V .
Fig. 1.6
There is a nice geometrical picture of
Lie dragging of a vector field with respect
to another vector field. Let λ and µ be
the parameters corresponding to the vector
fields V and W respectively. Suppose the
point P2 is Lie dragged along the congru-
ence of V to the point Q2 by a parameter
distance ∆λ and then Q2 is Lie dragged
to the point Q′3 along the integral curve
b of W through a parameter distance ∆µ.
On the other hand, if we first Lie dragged
the point P2 along a, the integral curve of
W through a parameter distance ∆µ and
reach to the point P3 and subsequently P3
is Lie dragged to Q3 along the congruence
of V through the parameter distance ∆λ. In general, Q3 and Q
′
3 are distinct points but if the
vector field W is Lie dragged by V then the dragged integral curve a′ coincides with the integral
curve b and consequently Q3 and Q
′
3 are same point. Therefore, successive Lie dragging of two
vector fields with respect to each other does not depend on the order of the vector field. So
mathematically, we write
[V,W ] = 0 .
Using this idea of Lie dragging, we now introduce the notion of Lie derivative which is essentially
a derivative operator along a given congruence. In general, there are two inherent difficulties to
define derivatives of vectors and tensor fields. The primary difficulty is that there is no mech-
anism to compare vectors (or tensors) at different points on the manifold (in Euclidean space,
one set of basis vectors cover the whole space, so comparison of vectors at different points has
no problem). This difficulty is resolved using the idea of Lie dragging along the congruence of a
given vector field. The second problem is to define distance between points (in Euclidean space
or manifold with metric distance is well defined). However, we consider the congruence of the
given vector field and derivative is defined only along the congruence by defining the distance
as the difference between the parameter values at the points on the congruence. Therefore, it
is possible to define the Lie derivative only along the congruence of a given vector field as follows:
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Let V be a given vector field whose congruence is parameterized by λ. For a scalar func-
tion having values f(λ) and f(λ+ ∆λ) at parameter points P (λ) and Q(λ+ ∆λ), we define a
new function fd by dragging f from Q to P so that fd(P ) = f(Q), i.e., fd(λ) = f(λ + ∆λ).
Then the Lie derivative of f at P is denoted by L
V
f and is defined as
lim
∆λ→0
fd(λ)− f(λ)
∆λ
= lim
∆λ→0
f(λ+ ∆λ)− f(λ)
∆λ
=
df
dλ
,
which is the ordinary derivative as expected because a scalar function is frame independent. In
particular, if f is Lie dragged by the vector field then df
dλ
= 0 and hence LVf = 0.
Suppose W be another vector field whose congruence is characterized by arbitrary parame-
ter µ. On the integral curve β of V (see the figure 1.6) let the vectors of the vector field W at
P2 and Q2 be W(λ) and W(λ + ∆λ) respectively. By Lie dragging of the vector W(λ + ∆λ)
at Q2 to the point P2 we introduce a new vector field Wd whose vector at Q2 coincide with
W(λ+ ∆λ), i.e., Wd(λ+ ∆λ) = W(λ+ ∆λ) and the commutator [Wd,V] = 0.
By Taylor’s expansion,
Wd(λ+ ∆λ) = Wd(λ) + ∆λ
[
d
dλ
Wd(λ)
]
+O(∆λ2)
i.e., Wd(λ) = Wd(λ+ ∆λ)−∆λ
[
d
dλ
Wd(λ)
]
+O(∆λ2)
= W(λ+ ∆λ)−∆λ
[
d
dλ
Wd(λ)
]
+O(∆λ2)
= W(λ) + ∆λ
d
dλ
W(λ)−∆λ d
dλ
Wd(λ) +O(∆λ
2)
= W(λ) + ∆λV ·W(λ)−∆λV ·Wd(λ) +O(∆λ2)
= W(λ) + ∆λV ·W(λ)−∆λWd ·V(λ) +O(∆λ2), (as [Wd ,V] = 0) .
Now the Lie derivative of the vector field W with respect to the vector field V is denoted by
LVW and is defined as
LVW = lim
∆λ→0
Wd(λ)−W(λ)
∆λ
= lim
∆λ→0
V ·W−Wd ·V
= V ·W−W ·V
= [V,W].
(Note that the difference between Wd(λ) and W(λ) is a term of first order in ∆λ and hence in
the limit they are equal.) In particular, if the vector field W is Lie dragged by the vector field
V then [V,W] = 0 and hence LVW = 0.
Also the antisymmetric nature of the commutator bracket shows
LVW = −LWV .
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Alternatively, one can define Lie derivative using the idea of one parameter local group of
diffeomorphisms. Let us consider a congruence of curves through each point of the manifold.
Suppose
xa = xa(u),
be a member of the congruence. Then the vector field Xa = dx
a
du
be the tangent vector to the
curve and it can be extended over the entire manifold.
On the otherway, given a non-zero vector field Xa(u) over the manifold, it is possible to define
a congruence of curves in the manifold termed as orbits (or trajectories) of Xa. In principle,
these orbits (integral curves) are obtained by solving the ordinary differential equations:
dxa
du
= Xa(x(u)).
Now due to existence and uniqueness theorem for ordinary differential equations there always
have solution at least in some neighbourhood (i.e., locally) of the initial point P . For any
q ∈ M, ∃ an open neighbourhood B of q and an  > 0 so that one can define a family of
diffeomorphisms φt : B → M with |u| <  by taking each point P ∈ B a parameter distance
u along the integral curves of
−→
X . Due to this diffeomorphism each tensor field T at P of type
(a, b) maps into φ
u∗T|
φu(p)
Now the Lie derivative L−→
X
T of a tensorfield T with respect to
−→
X is defined as
L−→
X
T = lim
u→0
1
u
{
T|p − φu∗T|p
}
.
As under the map φu , the point q = φ−u(p) is mapped into p so φu∗ is a map from Tq to Tp.
Using local coordinates {xi} in a neighbourhood of p the coordinate components of φ
u∗Y at p
are (Y is a vector field) (
φ
u∗Y
)i∣∣∣∣∣
p
= φ
u∗Y
∣∣∣∣∣
p
xi = Y l
∣∣∣∣∣
q
∂
∂xl(q)
(xi(p))
=
∂xi(φu(q))
∂xl(q)
Y l
∣∣∣∣∣
q
i.e.,
dxi(φt(q))
dt
= X i
∣∣∣∣∣
φt(q)
Hence
d
dt
(
∂xi(φu(q))
∂xl(q)
)∣∣∣∣∣
u=0
=
∂xi
∂xl
∣∣∣∣∣
p
and one gets (
L
X
Y
)i
= − d
dt
(
φ
u∗Y
)i∣∣∣∣∣
u=0
=
∂Y i
∂xl
X l − ∂Y
i
∂xl
Y l
i.e.,
(
L
X
Y
)
f = X(Y f)− Y (Xf)
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where f is a C2 function. Thus L
X
Y = [X, Y ] = −L
Y
X .
We shall now deduce the Leibnitz rule for the Lie derivative. Let f be a function and W be
a vector field defined on a manifold M . V is the vector field with respect to which we determine
the Lie derivative. We note that fW is also a vector field on M . Let us denote this vector field
by Wf . The dragged field of Wf is denoted by Wfd. Then as before
Wfd(λ) = Wf (λ) + ∆λ
d
dλ
Wf (λ)−∆λWfd(λ) ·V
= Wf (λ) + ∆λ
d
dλ
{f(λ)W(λ)} −∆λfW(λ) ·V+O(∆λ2)
= Wf (λ) + ∆λ
{
df
dλ
W(λ) + f
dW
dλ
− fW ·V
}
+O(∆λ2)
= Wf (λ) + ∆λ
{
df
dλ
W(λ) + f(V ·W−W ·V)
}
+O(∆λ2)
= Wf (λ) + ∆λ
{
df
dλ
W(λ) + f [V,W]
}
+O(∆λ2)
Thus,
LVWf (λ) = lim
∆λ→0
Wfd(λ)−Wf (λ)
∆λ
=
df
dλ
W+ f [V,W]
or, LV(fW) = (LVf)W+ fLVW,
the Leibnitz rule for differential operator.
We shall now introduce the Lie derivative of one-form using the above results for Lie derivative
of vectors and scalars and by the application of Leibnitz rule. Let w be a one-form and W be
an arbitrary vector field then by Leibnitz rule,
LVw˜(W) = (LVw˜)(W) + w˜ · LVW
i.e., (LVw˜)(W) = LVw˜(W)− w˜ · LVW = dfdλ − w˜ [V,W], (1.28)
where f is the inner product w˜(W).
Using the above definitions of Lie derivative of scalar, vector and one-form, we shall now
extend this definition of Lie derivative for an arbitrary tensor T as follows:
LVT (w˜ , · · ·;W, · · ·) = (LVT )(w˜ , · · ·;W, · · ·)+T (LVw˜ , · · ·;W, · · ·)+ · · ·+T (w˜ , · · ·;LVW, · · ·)+ · · ·
where w˜ , · · · and W, · · · are arbitrary one-form and vectors respectively.
Also, for arbitrary tensors S and T
LV(S ⊗ T ) = (LVS)⊗ T + S ⊗ (LVT ).
The next step is to find components of Lie derivative (i.e., LVW) in a coordinate basis. Given
a coordinate system {xi}, the set { ∂
∂xi
}
is chosen as the basis (coordinate basis) for the vector
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fields. Suppose V = d
dλ
and W = d
dµ
be two arbitrary vector fields. So in the coordinate basis,
we have
V =
d
dλ
=
dxi
dλ
∂
∂xi
= V i
∂
∂xi
and
W =
d
dµ
=
dxi
dµ
∂
∂xi
= W i
∂
∂xi
.
Now,
LVW = [V,W] = VW−WV = V i ∂
∂xi
(
W j
∂
∂xj
)
−W j ∂
∂xj
(
V i
∂
∂xi
)
= V iW j
(
∂
∂xi
∂
∂xj
− ∂
∂xj
∂
∂xi
)
+ V i
∂W j
∂xi
∂
∂xj
−W j ∂V
i
∂xj
∂
∂xi
= V i
∂W j
∂xi
∂
∂xj
−W j ∂V
i
∂xj
∂
∂xi
=
(
V j
∂W i
∂xi
−W j ∂V
i
∂xj
)
∂
∂xi
.
Hence,
(LVW)
i =
(
V j
∂W i
∂xj
−W j ∂V
i
∂xj
)
.
However, in an arbitrary basis {eα}, we have
V = V αeα and W = W
αeα .
So,
LVW = VW−WV = V αeαW βeβ −W βeβV αeα
= V αW β(eαeβ − eβeα) + V α(eαW β)eβ −W β(eβV α)eα
= V αW β[eα, eβ] +
[
V β(eβW
α)−W β(eβV α)
]
eα
= V αW βL
eβ
eα +
[
V β(eβW
α)−W β(eβV α)
]
eα.
Therefore
(LVW)
µ = V αW β
(
L
eβ
eα
)µ
+
[
V β(eβW
µ)−W β(eβV µ)
]
.
In particular, if V is along a coordinate basis, say ∂
∂xl
, then
(LVW)
i = V l
∂W i
∂xl
.
In the coordinate basis, the one-form w˜ can be written as w˜ = widxi and we have W = W i ∂∂xi ,
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so we get (
LVw˜) (W) = LVw˜(W)− w˜LVW
=
d
dλ
(wiW
i)− wi
(
V j
∂W i
∂xj
−W j ∂V
i
∂xj
)
=
∂
∂xk
(wiW
i)V k − wi
(
V j
∂W i
∂xj
−W j ∂V
i
∂xj
)
=
(
∂wi
∂xk
)
W iV k + wi
∂W i
∂xk
V k − wiV k ∂W
i
∂xk
+ wiW
j ∂V
i
∂xj
=
∂wi
∂xk
W iV k + wkW
i∂V
k
∂xi
=
(
∂wi
∂xk
V k + wk
∂V k
∂xi
)
W i.
Thus, (
LVw˜)iW i =
(
∂wi
∂xk
V k + wk
∂V k
∂xi
)
W i .
As W is an arbitrary vector field, so
(
LVw˜)i = V k ∂wi∂xk + wk ∂V k∂xi .
Note:
I. Lie derivative preserves the order of the tensor i.e., if T be a (k,l) tensor, then LVT will also be
a (k, l) tensor. In particular, for any vector field W, LVW is also a vector field distinct from W.
II. Lie derivative is the co-ordinate independent form of the partial derivative. In particu-
lar, it commutes with the partial derivative.
III. Lie derivative obeys Leibnitz rule as in ordinary calculus.
IV. Lie derivative preserves contraction of tensor indices (though Lie derivative of metric tensor
does not vanish ) and maps tensors linearly.
V. Lie derivative can be applied to arbitrary linear geometrical objects (for example christoffel
symbols discussed later).
VI. Two vector fields are said to commute if the Lie derivative of one of them with respect to
the other vanishes. Geometrically, this commutation means the following:
In figure 1.6, if we start from P2 moves a parameter distance 4λ along the integral β of
V and then moves a parameter distance 4µ along the integral curve ‘b’ of W we reach to the
point Q′3. However, if we move in the reverse order i.e., at first we move along the integral
curve ‘a’ of W through a parameter distance 4µ to reach the point P3 and then go along the
integral curve γ of V to a parameter distance 4λ to obtain the point Q3. If Q3 is distinct
from Q′3 then the vector fields V and W are not commutative while if Q3 coincides with Q
′
3
then [V,W]= 0. Thus for non-commutating vector fields (having non-zero Lie derivative) the
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end point will not be same if starting from the same initial point we go along the above two
distinct paths.
VII. If A and B are any two twice-differentiable vector fields, then the operators [LA, LB]
and L[A,B] are equivalent with respect to functions and vector fields over the manifold.
Proof. For any function ‘f ’ on the manifold we have
L[A,B]f = [A,B]f (∵ LVf = V(f))
Also [LA, LB]f = (LALB − LBLA)f = LA(LBf)− LB(LAf)
= LA(Bf)− LB(Af) = AB(f)−BA(f)
= (AB−BA)(f) = [A,B](f) = L[A,B](f)
As ‘f ’ is arbitrary so, [LA, LB] = L[A,B].
Similarly, if X be any vector field then
L[A,B]X = [[A,B],X]
Now, [LA, LB]X = (LALB − LBLA)X
= LA(LBX)− LB(LAX)
= LA[B,X]− LB[A,X]
= [A, [B,X]]− [B, [A,X]]
= [A, [B,X]] + [B, [X,A]]
= −[X, [A,B]] (by Jacobi’s identity for vector fields A, B and X, assuming every one as c2
functions)
= [[A,B],X]
Hence [LA, LB]X = L[A,B]X
i.e., [LA, LB] = L[A,B] (as X is arbitrary)
VIII. For any three c3-vector fields A, B and C we have Jacobi identity for Lie derivatives
i.e.,
[[LA, LB], LC] + [[LB, LC], LA] + [[LC, LA], LB] = 0
which operates on functions and vector fields on the manifold.
Proof. We have seen above
[LA, LB]f = L[A,B]f
so, [[LA, LB], LC]f = [L[A,B], LC]f = L[[A,B],C]f = [[A,B],C]f
Similarly, [[LB, LC], LA]f = [[B,C],A]f and [[LC, LA], LB]f = [[C,A],B]f
Now,
[[LA, LB], LC]f+[[LB, LC], LA]f+[[LC, LA], LB]f = [[A,B],C]f+[[B,C],A]f+[[C,A],B]f = 0
Hence we have the Jacobi’s identity for Lie derivatives.
IX. Invariance:
A tensor field is said to be Lie transported along a curve γ if its Lie derivative along the
curve vanishes. Further, if the Lie derivative of a tensor field with respect to a vector field
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vanishes then we say that the tensor field is invariant along the congruence of the vector field.
In particular, if the vector field V is chosen along a co-ordinate basis vector (say ∂
∂xl
) in a
co-ordinate system then
LVT = 0⇒ ∂T
∂xl
= 0 ( T is any tensor field)
Thus, if a tensor field is independent of a particular co-ordinate then its Lie derivative along
the corresponding co-ordinate curve vanishes.
This notion of invariance of a tensor field under a vector field is of importance in physics
for analyzing the symmetries of tensor fields ( e. g. metric tensor in GR, scalar field describing
potential of a particle or a vector field of force etc. )
X. Killing vector fields:
The idea of Killing vector field is of importance for manifolds with a metric structure. A
vector field V is said to be a Killing vector if
LVg = 0 (1.29)
where g is the metric tensor of the manifold.
In components, the above Killing equation can be written as
(LVg)µγ = 0 i.e., V
δ ∂
∂xδ
gµγ + gµδ
∂
∂xγ
V δ + gδγ
∂
∂xµ
V δ = 0 (1.30)
For simplicity, if V is a co-ordinate basis (say ∂
∂xα
) i.e., the integral curves of V are family of
co-ordinate lines for xα then we have
∂
∂xα
gµγ = 0 ,
which implies that the components of the metric tensor are independent of the co-ordinates
xα. In other words, if there exists a co-ordinate system in which the components of the metric
are independent of a particular co-ordinate then the corresponding basis vector is a Killing
vector (for details see §1.13).
As an example, we consider the metric in a 3 dimensional Euclidean manifold. In cartesian
system the metric components are gµγ = δµγ i.e., independent of the co-ordinates x, y and z so
∂
∂x
, ∂
∂y
and ∂
∂z
are the Killing vectors. Further, writing the metric in polar co-ordinates (r, θ, φ)
i.e., ds2 = dr2 + r2dθ2 + r2(sin θ)2dφ2, it is clear that
∂
∂φ
= x
∂
∂y
− y ∂
∂x
= lz
is a Killing vector. From symmetry lx and ly are also Killing vector fields. Therefore, 3-D
Euclidean manifold has six Killing vectors (of which three correspond to translational invariance
and other three correspond to rotational invariance).
In general, a manifold of dimension ‘n’ has at most n(n+1)
2
Killing vectors. A space with
maximal Killing vectors is called a maximally symmetric space. A maximally symmetric space
is both homogeneous and isotropic. In the above example the 3-D Euclidean manifold is max-
imally symmetric space. We shall extensively discuss it again in §1.13.
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XI. The set of all vector fields under which a tensor field or a class of tensor fields are in-
variant forms a Lie algebra. (A Lie algebra of vector fields is a vector space under addition and
is closed under Lie-bracket (commutation) operation). This follows from the facts that
i) if a tensor field (T ) is invariant under both V and W then it will also be invariant un-
der c1V+ c2W (c1, c2 are scalers).
ii) LVT = 0 = LWT ⇒ L[V,W]T = 0.
1.9.2 Exterior Differentiation
The exterior differential operator introduces another differentiation on manifold but it acts only
on forms and preserve its character as forms - it raises the degree of the form by unity. So we
can define exterior differential operator ’d’ as a mapping which transform a form of arbitrary
degree ‘r’ to a (r + 1)-form. Suppose in a co-ordinate system {xα} a r-form B can be written
as
B = Bαβ...λdx
α ∧ dxβ ∧ . . . dxλ
Then under exterior differentiation it becomes
dB = dBαβ...λ ∧ dxα ∧ dxβ ∧ . . . ∧ dxλ,
which is a (r + 1)-form.
If we now make a co-ordinate transformation {xα} → {xα′} then
B = Bα′β′...λ′dx
α′ ∧ dxβ′ ∧ . . . dxλ′
where
Bα′β′...λ′ =
∂xα
∂xα′
∂xβ
∂xβ′
. . .
∂xλ
∂xλ′
Bαβ...λ
Now
dB = dBα′β′.....λ′ ∧ dxα′ ∧ dxβ′ ∧ . . . ∧ dxλ′
= d
(
∂xα
∂xα′
∂xβ
∂xβ′
......
∂xλ
∂xλ′
Bαβ.....λ
)
Λdxα
′ ∧ dxβ′ ∧ ..... ∧ dxλ′
= dBαβ...λ ∧ ( ∂x
α
∂xα′
dxα
′
) ∧ ( ∂x
β
∂xβ′
dxβ
′
) ∧ . . . ( ∂x
λ
∂xλ′
dxλ
′
)
+
∂2xα
∂xα′∂xδ′
∂xβ
∂xβ′
. . .
∂xλ
∂xλ′
Bαβ...λdx
δ′Λdxα
′ ∧ dxβ′ ∧ . . . ∧ dxλ′ + . . .+ . . .
= dBαβ...λΛdx
α ∧ dxβ ∧ . . . ∧ dxλ ,
where other terms vanish due to the product of symmetric and antisymmetric parts namely
∂2xα
∂xα′∂xδ′ and dx
δ′ ∧ dxα′ .
This shows that the resulting (r + 1)−form field is independent of the co-ordinate system.
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In particular, if a scalar function ‘f ’ is termed as zero-form then the exterior differentiation of
‘f ’ is an one-form ‘df ’ defined by (in a co-ordinate system)
df =
∂f
∂xα
dxα
In general 〈df,X〉 = Xf , for any vector field X.
Further, from the above
d(dB) = {∂
2Bαβ.....λ
∂xµ∂xγ
dxµ ∧ dxγ} ∧ dxα ∧ .... ∧ dx∧ = 0
as the second order partial derivative is symmetric with respect to interchange of indices µ, γ
while dxµ ∧ dxγ is antisymmetric with respect to this interchange.
Thus we can summarize the result of exterior differentiation:
i) The exterior differentiation acts linearly on forms i.e., for any two r-forms A and B
d(A+B) = dA+ dB
ii) For any r-form field ‘A’, dA is a (r + 1)-form field independent of the choice of co-ordinate.
However, co-ordinate independence will be lost if tensor product is used instead of Wedge prod-
uct.
iii) Leibnitz rule: If A is a r-form and C is a form then
d(A ∧ C) = dA ∧ C + (−1)rA ∧ dC
iv) d(dA) = 0 for any form A.
A form A for which dA = 0 is said to be closed while if A = dB for some form B then A is
said to be exact.
Note: From the above definition every exact form is closed but the converse is true only
for a sufficiently small neighbourhood of the point under consideration i.e., if A is a closed form
then ∃ a form B such that A = dB. It should be noted that this choice of B is not unique
because we can replace B by B + dC for arbitrary form C.
v) Commutativity of a Lie derivative and exterior derivative:
The Lie derivative of a r-form ‘B’ with respect to a vector field V can be obtained by mathe-
matical induction starting from a zero-form (a scalar) and using the result for one-form.
Thus we have (for detail proof see the appendix-I):
LVB = d[B(V)] + dB(V)
In particular, if B = dA, A is an (r − 1)-form, then
LVdA = d[dA(V)] (∵ d(dB) = 0).
But from the above derivative formula
dA(V) = LVA− d[A(V)].
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∴ LVdA = dLVA
Hence Lie derivative and exterior differentiation commutes with each other.
1.9.3 Covariant Differentiation
On a differentiable manifold, one can not identify vectors at different points to be parallel to
each other. There is no well defined prescription of the intrinsic notion of parallelism on the
manifold. The affine connection is a rule of introducing the idea of parallelism (i.e., parallel
transport) of vectors at different points.
Fig. 1.7
Let ‘γ’ be a curve on the manifold and
we denote the tangent vector to ‘γ’ by
V
(
= d
dλ
)
. The rule of connection then
introduces a vector field U along γ by
the notion of parallel transport. So we
can say that U does not change along γ
and hence a differential operator can be
defined along ‘γ’ such that U has zero
differential. This differentiation is called
covariant derivative with respect to V
and is denoted by ∇VU and we have
∇VU = 0. It implies U to be parallely-
transported along the curve γ for which
V is the tangent. The converse is also
true. Thus a connection ∇ at a point P on M is a rule which maps an arbitrary vector field U
into another vector field ∇VU. Using this idea of parallel transport, we shall now define the
covariant derivative of any vector field U defined over γ as follows:
For convenience, let us express the vector field U as function of the parameter λ. So we
have U(λ) and U(λ+4λ) be the members of the vector field at P and the neighbouring point
Q (at a parameter distance 4λ from P along the curve γ ). We then define a new vector UPT
which equals U at Q and is parallel-transported along γ i.e., UPT (λ+4λ) = U(λ+4λ) and
∇VUPT = 0. Then the covariant derivative of U at P is defined to be
∇VU = lim4λ→0
UPT (λ)−U(λ)
4λ
Note:
I. The derivative is evaluated entirely in the vector space TP .
II. Though there is similarity with Lie derivative but the significant difference between these
two derivatives is that the notion of ‘dragging back’ in Lie derivative needs the entire congru-
ence i.e., the vectors are to be defined not only in γ but also in the neighbourhood of γ. On
the other hand, for covariant derivative we require the vector fields only on γ but with an extra
structure namely the connection on the curve.
III. The covariant derivative ∇v at P depends only on the direction of v at P. Thus for any
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two functions α and β
∇αv1+βv2U = α∇v1U+ β∇v2U
IV. From the definition ∇VU is linear in U i.e.,
∇V(c1U1 + c2U2) = c1∇VU1 + c2∇VU2, c1, c2 are constants.
V. For any scalar function ‘f ’ we have
∇Vf = V(f)
and ∇V(fU) = V(f).U+ f∇VU
VI. As ∇VU is the covariant derivative of U (for a given connection) in the direction of V at
P, so one can define ∇U as a (1, 1)-type tensor field, contracting with V gives the vector ∇VU
i.e.,
∇U( ;V) = ∇VU.
Also
∇(fU) = df ⊗U+ f∇U.
VII. Given basis {eα} for vectors and {eα˜ } for one-form, the component of ∇U are denotedby Uα;β and we write
∇U = Uα;βeβ˜ ⊗ eα
VIII. A connection ∇ is a rule which maps a vector field U to a (1,1)-tensor field ∇U (without
any reference to a curve).
IX. Though for a (1, 0)- tensor U (vector field), ∇U is a (1,1)- tensor field but ∇ is not
a (0,1) tensor field as ∇(fU) 6= f∇U i.e., connection is not a tensor field. Here the tensor ∇U
is called the gradient of U and we write
∇U(w˜ ;V) = 〈w˜ ,∇VU〉
X. The Leibnitz rule enable us to generalize the covariant derivative to tensors of arbitrary
type:
∇(W1 ⊗W2) = (∇W1)⊗W2 +W1 ⊗∇W2
and
∇〈w˜ ,A〉 = 〈∇w˜ ,A〉+ 〈w˜ ,∇A〉 (commutativity with contraction)
Hence, as a consequence,
∇(A⊗B) = ∇A⊗B + A⊗∇B,
for any arbitrary tensors A and B.
We shall now determine the components of covariant derivative with reference to some basis
{eα} of vectors and {eα˜ } of one forms. First of all let us consider ∇eα, a (1,1) tensor. Astensors can be written as a linear combination of basis tensors which are the exterior product
of basis vectors and basis one-forms so we write
∇eα = Γγαβeβ˜ ⊗ eγ i.e.,∇eδeα = Γγαδeγ
Thus the co-efficients Γγαβ can be written as the inner product
Γγαβ = 〈eγ˜ ,∇eβeα〉
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These n3 functions Γγαβ are called christoffel symbols and they completely determine the affine
connection. To have a clear idea about the mathematical objects Γγαβ let us determine the
transformation law for christoffel symbols from the transformation of basis vectors namely,
eα′ = Λ
β
α′eβ and e˜λ′ = Λλ′δ eδ˜
So, Γγ
′
α′β′ = 〈e˜γ′ ,∇eα′eβ′ 〉 = 〈Λ γ′γ eγ˜ ,∇ Λαα′eα(Λββ′eβ)〉
= Λγ
′
γ Λ
β
β′〈eγ˜ ,∇eβ(Λαα′eα)〉
= Λγ
′
γ Λ
β
β′〈eγ˜ ,Λαα′∇eβeα + eα∇eβΛαα′〉
= Λαα′Λ
β
β′Λ
γ′
γ Γ
γ
αβ + Λ
γ′
γ Λ
β
β′∇eβΛαα′δγα
= Λαα′Λ
β
β′Λ
γ′
γ Γ
γ
αβ + Λ
γ′
α ∇eβ′Λαα′
In the above transformation law, the presence of the second term on the R.H.S shows that
christoffel symbols are not component of a tensor- they are simply 3-index functions. However,
for fixed ‘α’, Γγαβ are components of a (1, 1) tensor i.e., {Γγαβeβ˜ ⊗ eγ} is a collection of n (1, 1)-tensors.
In the above we have defined the covariant derivative of the basis vectors {eα}. Now we
shall introduce in the following the covariant derivative of the dual basis vectors {eα˜ }:
∇eα〈eγ˜ , eδ〉 = 〈∇eαeγ˜ , eδ〉+ 〈eγ˜ ,∇eαeδ〉
⇒ ∇eαδγδ = 〈∇eαeγ˜ , eδ〉+ 〈eγ˜ ,Γλαδeλ〉
⇒ 0 = 〈∇eαeγ˜ , eδ〉+ Γλαδδγλ
⇒ 〈∇eαeγ˜ , eδ〉 = −Γγαδ, i.e., ∇eαeγ˜ = −Γγαβeδ˜
For arbitrary vectors U = Uαeα and V = V
αeα ,
∇VU = V α∇eαUβeβ = V α
(∇eαUβ) eβ + V αUβ∇eαeβ
= V α
(∇eαUβ) eβ + V αUβΓγαβeγ
= V α
(
∇eαUβ + U δΓβαδ
)
eβ
However, if we choose V = d
dλ
then we obtain
∇VU =
(
dUβ
dλ
+ ΓβαγU
γV α
)
eβ
So ∇U = ∇(Uαeα) = dUα ⊗ eα + UαΓγαβeβ˜ ⊗ eγ .
Similarly for covectors we have
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∇Vw˜ = ∇V αeα (wβeβ˜ ) = V α [(∇eαeβ˜ )wβ + (∇eαwβ) eβ˜ ]
= V α
[
(∇eαwβ) eβ˜ − Γβαδeδ˜wβ
]
= V α
[
(∇eαwβ)− Γδαβwδ
]
eβ˜ (1.31)
Again for V = d
dλ
,
∇Vw˜ =
[
dwβ
dλ
− ΓδαβwδV α
]
eβ˜
Also ∇w˜ = ∇(wαeα˜ ) = dwα ⊗ eα˜ − wαΓαβγeβ˜ ⊗ eγ˜
In particular, if we choose the co-ordinate basis namely { ∂
∂xα
} and {dxα} then the components
of ∇U are denoted by Uα;β and are given by
(∇U)αβ ≡ Uα;β =
∂Uα
∂xβ
+ ΓαβγU
γ (1.32)
Note that neither the first term nor the second term on the r.h.s are components of a tensor
but their sum is a component of a tensor.
Similarly, the components of the covariant derivative of one-form ω˜ are denoted by ωα;β andhas the expression
(∇ω)αβ ≡ ωα;β = ∂ωα
∂xβ
− Γγαβωγ
For two co-ordinate systems (i.e., two co-ordinate bases) the transformation law for christoffel
symbols are
Γγ
′
α′β′ =
∂xα
∂xα′
∂xβ
∂xβ′
∂xγ
′
∂xγ
Γγαβ +
∂xγ
′
∂xδ
∂2xδ
∂xα′∂xβ′
(1.33)
The above transformation law shows that if we have two different connections and Γ and Γ̂ be
the corresponding christoffel symbols then, in co-ordinate transformation
Γγ
′
α′β′ − Γ̂γ
′
α′β′ =
∂xα
∂xα′
∂xβ
∂xβ′
∂xγ
′
∂xγ
(Γγαβ − Γ̂γαβ)
i.e., the difference of two christoffel symbols are components of a (1,2)-tensor.
For any scalar ‘f ’, the components of covariant derivative is simply the partial derivative i.e.,
(∇f)β ≡ f;β = ∂f
∂xβ
= f,β
Suppose A is a (1,1)-tensor having components Aαβ in a given basis i.e.,
A = Aαβe
β˜ ⊗ eα
then
∇A = (∇Aαβ)eβ˜ ⊗ eα + Aαβ∇eβ˜ ⊗ eα + Aαβeβ˜ ⊗∇eα
So in a co-ordinate basis we have
(∇A)αβγ = Aαβ;γ =
∂Aαβ
∂xγ
− ΓδβγAαδ + ΓαδγAδβ
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In general for any (r, s)-tensor B we have
(∇B)α1...αrβ1...βsγ ≡ Bα1...αrβ1...βs;γ =
∂Bα1...αrβ1...βs
∂xγ
+ Γα1δ1γB
δ1α2...αr
β1...βs
+ . . .− Γδ1β1γBα1...αrδ1β2...βs − · · · · · · (1.34)
Note that covariant derivative of a (r, s)-tensor is a (r, s+ 1)- tensor.
For any arbitrary vector fields U and V, a (1,2)-tensor field T can be defined as
T (U,V) = ∇UV−∇VU− [U,V] (1.35)
In a co-ordinate basis, the components of T are
Tαβγ = Γ
α
βγ − Γαγβ
This tensor is called the torsion tensor. It is an antisymmetric tensor. A connection is said to
be symmetric (or torsion free) if the torsion tensor is identically zero and we have Γαβγ = Γ
α
γβ.
Further, for any scalar function ‘f ’ if f;αβ = f;βα then the corresponding connection is torsion-
free.
For a torsion free connection, we have a relation between Lie derivative and covariant
derivative as follows:
LVU = [V,U] = ∇VU−∇UV
i.e., in components
(LVU)
α = Uα;βV
β − V α;βUβ
Thus for any arbitrary tensor T of type (r, s)
(LVT )
α1...αr
β1...βs
= Tα1...αrβ1...βs;γV
γ − T γα2...αrβ1...βs V α1;γ . . .+ Tα1...αrγβ1...βsV γ;β1 + . . .
Similarly, one can relate the covariant derivative with exterior derivative by the following rela-
tion:
For any p-form B, the (p+ 1)-form dB can be written as
dB = Bα1α2...αp;δdx
δΛdxα1Λ . . . dxαp
or in component form
(dB)α1α2...αpδ = (−1)pB[α1...αp;δ]
Thus we have seen that Lie derivative and exterior derivative are related to the covariant
derivative for symmetric connection. But it should be remember that Lie derivative and exte-
rior derivative do not need extra structure on the manifold i.e., independent of the connection,
so the above relations between Lie derivative (or exterior derivative) and covariant derivative
do not depend on connection (i.e., semicolons may be replaced by comma).
1.9.4 Intrinsic Differentiation
We now extend the covariant differentiation demanding that differentiation does not change
the order of the tensor. Such differentiation is called intrinsic differentiation. Let γ be any
curve in the manifold parametrized by λ then intrinsic derivative of any tensor A of type (r, s)
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is denoted by δA
dλ
and is also a (r,s)- tensor. If v be the tangent vector to γ then the components
of δA
dλ
is defined as
δAα1...αrβ1...βs
dλ
= Aα1...αrβ1...βs;δv
δ (1.36)
If we choose a local co-ordinate basis such that vδ = dx
δ
dλ
then the intrinsic derivative of a vector
W is expressed as
δWα
dλ
=
∂Wα
∂λ
+ ΓαβδW
β dx
δ
dλ
(1.37)
We shall now introduce the notion of parallel transport using intrinsic derivative. A tensor A
is said to be parallely transported along a curve γ (parametrized by λ) if δA
dλ
= 0. In local co-
ordinate system this gives a system of first order linear differential equations for the components
of the parallely transported tensor. The uniqueness of the solution of such ordinary differential
equation shows that we obtain a unique tensor at each point of γ by parallely transporting a
tensor along γ. So we can consider this idea of parallel transfer as a linear map from T rs (P )
to T rs (Q) (A is a (r, s)-tensor and P and Q are points on γ). It is clear that this linear map
preserves all tensor products and tensor contractions. In particular, if we parallely transported
the basis vectors of TP to TQ along γ then the transported vectors at Q forms a basis for TQ
and there will be isomorphism between TP and TQ.
1.10 Geodesics
In this section we consider as a particular case the parallel transport of the tangent vector along
the curve itself. A curve γ is said to be a geodesic if it parallely transported its own tangent
vector. So for the geodesic curve
δv
dλ
= 0 i.e., vα;βv
β = 0 (1.38)
where λ is the parameter along the curve γ and v is the tangent vector to γ. In a local co-
ordinate system {xα} the explicit form of the differential equation of the geodesic equation
is
dvα
dλ
+ Γαβγv
βvγ = 0
i.e.,
d2xα
dλ2
+ Γαβγ
dxβ
dλ
dxγ
dλ
= 0 (1.39)
This system of second order quasi-linear differential equation for xα(λ) determine the geodesic
curve. Here λ is termed as the affine parameter. It is clear that λ is unique upto an additive
and multiplicative constant i.e., if µ = aλ + b (a, b are constants) then µ is also an affine
parameter of the geodesic. The arbitrary constant ‘b’ gives the freedom of choosing the initial
point and the freedom in the choice of ‘a’ suggest that we can scale the tangent vector by any
constant (renormalization).
Consider the above quasi-linear differential equation for the geodesic, by the standard exis-
tence theorems for ordinary differential equations. It is possible to have a geodesic through any
point P of the manifold such that the tangent to the geodesic at P is a given vector from TP .
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This geodesic γ(λ) is unique and depends continuously both on the point P and the direction
at P . Such a geodesic is called a maximal geodesic.
We now introduce the idea of exponential mapping from TP to M as follows. Given any
v ∈ TP , exp(v) maps to the point in M at a unit parameter distance from P along γv(λ), the
maximal geodesic through P in the direction of v. This map may not be defined for all v ∈ TP
as γv(λ) may have restriction on λ. A maximal geodesic is said to be complete if it is defined
for all parametric values of λ. A manifold is said to be geodesically complete if all geodesic on
M are complete i.e., exponential mapping can be defined for all elements of TP and also for all
points P of M .
The idea of exponential mapping enable us to obtain a neighbourhood NP of a point P of
the manifold such that each point of NP are at unit parameter distance from P along some
maximal geodesic through P . By the implicit function theorem there exists an open neighbour-
hood of the origin of TP which maps to NP by exponential map which is also a diffeomorphism.
Such open neighbourhood NP is called a normal neighbourhood of P . If any two points Q and
R in the normal neighbourhood are such that they can be joined by a unique geodesic which
is completely within NP then NP is called a convex normal neighbourhood. Suppose γv(λ) be
a maximal geodesic through P . By exponential map exp(v) we obtain a point Q in NP along
γv(λ). The co-ordinates of Q can be written as x
α = λvα(P ) (λ = 0 at P ). So d
2xα
dλ2
= 0 and
by the geodesic equation Γαβγv
β
(P )v
γ
(P ) = 0. Due to arbitrary choice of v at P one must have
Γαβγ = 0 at P . Thus it is possible to have a co-ordinate system in NP such that the components
of christoffel symbols vanish at P (not necessarily at other points of NP ) but not the derivatives
of it. Such a co-ordinate system is called a normal co-ordinates in NP . This co-ordinate system
is useful (simplification to a great extend) for proving some properties of the manifold.
Note:
I. If two vectors in TP are parallel then their geodesic curves will be identical but the affine
parameters are different. So by exp. map we obtain different points on the geodesic path.
II. The geodesic equation enables us to give some geometrical picture of torsion. Let γ be
a geodesic through P having tangent vector v. Suppose ξ be another vector linearly indepen-
dent to v and C be the geodesic with ξ as the tangent vector. We then parallel transport v
along the geodesic ‘C’ through a small affine parameter distance  and construct a new geodesic
γP (having tangent v) through this new point. Thus we obtain a congruence of geodesic in the
neighbourhood of P . Finally, we parallely transport the linking vector ξ along this congruence
of geodesics.
Then we have
(Lvξ)α = −Tαβδξβvδ (∵ ∇vξ = 0 = ∇ξv)
Thus if the torsion is non-zero i.e., the connection is not symmetric then the vector ξ does not
remain fixed in this congruence. We say that ξ is rotated relatively to nearby geodesic by the
effect of torsion. Conversely, if we take parallely transported vector ξ as the standard fixed
direction then the congruence of parallel geodesic twists with respect to the geodesic of ξ.
III. The geodesic equation shows that only the symmetric part of a connection contributes
to the geodesic equation.
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1.11 Riemann Curvature Tensor
In this section we start with parallel transport of a vector along a closed curve. In general, if we
parallely transport a vector W starting from a point P on a closed curve γ and return to the
same point along γ then the transported vector WTP is different from W. Further, if we paral-
lely transport the same vector W along a different closed path γ ′ through P then the resulting
vector will be W′TP which is in general different from WTP (and W). This non-integrability of
parallel transfer is related to the non-commutativity of covariant derivatives as follows:
Fig. 1.8
Let W be a vector field defined along a curve
γ for which the tangent vector is V. P and Q
are two neighbouring points on γ at a parameter
distance 4λ. If W at Q is parallely transported
at P and we denote the transported vector at P
by WTP , called the images of W(Q) at P . Then
from the definition of covariant derivative we write
WTP (P ) = WP (P ) + ∆λ∇VWP (P ) +O(∆λ2)
We now consider two family of integral curves
(congruences) for which the tangent vectors are
U and V and let µ and λ be the parameters along
these congruences.
Let RQ,SP, . . . are the integral curves for V and RS,QP, . . . are the integral curves for U
(see fig. 1.9). We assume [V,U] = 0 i.e., U is Lie dragged by V, so that it is possible to form
a closed loop by their interaction. Suppose W be a vector field defined over these congruences
.We parallely transport the vector field W from R to P along two paths- First we transport
W from R to Q along the integral curve of V and then from Q to P along the integral curve
of U. In the second path, we first parallely transport from R to S along the integral curve of
U and then from S to P along the integral curve of V. Thus
WTP (R→ Q→ P ) = WP + ∆µ∆λ∇U∇VWP +O(∆λn∆µm) ((n+m) ≥ 3.)
Similarly
WTP (R→ S → P ) = WP + ∆λ∆µ∇V∇UWP +O(∆λn∆µm)
Hence,
∆W(P ) = WTP (R→ Q→ P )−WTP (R→ S → P ) = ∆µ∆λ[∇U,∇V]W(P )
We shall now introduce the notion of geodesic deviation - another geometrical aspect of non-
commutativity of covariant derivatives.
In general geodesics which were parallel at the beginning do not remain parallel throughout.
Suppose we consider a congruence of geodesics with tangent vector V (i.e., ∇VV = 0) and
W be a connecting vector, lie dragged by the congruence (i.e., LVW = 0). The change of W
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Fig. 1.9 Fig 1.10
along the geodesics give the measure of geodesic deviation. We can say that ∇VW depends
on whether the geodesics are parallel or not at the starting point, while ∇V∇VW gives the
initial rate of separation of the geodesic changes. Using the relation between Lie derivative and
co-variant derivative for torsionless connection (i.e., symmetric connection) we have
∇V∇VW = ∇V(∇WV+ LVW) = ∇V∇WV
= [∇V,∇W]V+∇W∇VV = [∇V,∇W]V,
which shows that the measure of geodesic deviation is also related to the non-commutativity
of the covariant derivatives.
We shall define this non-commutativity of covariant derivative as the measure of curvature
of the manifold. We define an operator R as
R(U,V) ≡ [∇U,∇V]−∇[U,V] (1.40)
i.e.,
R(U,V)W = ∇U(∇VW)−∇V(∇UW)−∇[U,V]W
Then it is easy to see that
i) R(U,V)(fW) = fR(U,V)(W),
ii) R(gU,V)(W) = gR(U,V)(W) .
for any arbitrary functions f and g.
Hence R is simply a multiplicative operator, does not depend on derivatives of U and V.
In fact R(U,V)W is linear in U,V and W and it depends only on the values of U,V and W
at the given point. So it is a (1,3)-tensor. This is called the Riemann curvature tensor. Now
with respect to dual bases {eα} and {eα˜ }, the components of the Riemann curvature tensorRαβγδ are defined as
Rαβγδeα = [∇γ,∇δ]eβ −∇[eγ ,eδ ]eβ
i.e., Rαβγδ = 〈eα˜ , R(eγ , eδ)eβ〉Thus for arbitrary vector fields U ,V and W
RαβγδU
γV δW β = (Wα;δV
δ);γU
γ − (Wα;δU δ);γV γ −Wα;δ (V δ;γUγ − U δ;γV γ)
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So for arbitrary vector fields U and V we have
Wα;δγ −Wα;γδ = RαβγδW β,
which shows the non-commutation of second covariant derivatives in terms of the Riemann
tensor. We now find an explicit expression of the components of Riemann curvature tensor in
a co-ordinate basis. As
Rαβγδ = 〈eα˜ , R(eγ , eδ)eβ〉
= 〈eα˜ ,∇eγ (∇eδeβ)−∇eδ(∇eγeβ)−∇[eγ ,eδ ]eβ〉= 〈eα˜ ,∇eγ (Γµδβeµ)〉 − 〈eα˜ ,∇eδ (Γµγβeµ)〉 − 〈eα˜ ,∇[eγ ,eδ ]eβ〉
As in co-ordinate basis [eγ , eδ] = 0, so we get
Rαβγδ = 〈eα˜ ,
(
∂
∂xγ
Γµδβ
)
eµ + Γ
µ
δβ∇eγeµ〉 − 〈eα˜ ,
(
∂
∂xδ
Γµγβ
)
eµ + Γ
µ
γβ∇eδeµ〉
=
(
∂
∂xγ
Γµδβ
)
〈eα˜ , eµ〉+ Γµδβ〈eα˜ ,∇eγeµ〉 −
(
∂
∂xδ
Γµγβ
)
〈eα˜ , eµ〉 − Γµγβ〈eα˜ ,∇eδeµ〉
=
∂
∂xγ
Γαδβ −
∂
∂xδ
Γαγβ + Γ
µ
δβΓ
α
µγ − ΓµγβΓαδµ (1.41)
This gives the co-ordinate components of Riemann curvature tensor in terms of co-ordinate
components of the connection. It is clear from the above expression for Rαβγδ that
i.) Rαβγδ = −Rαβδγ i.e., Rαβ(γδ) = 0 = Rαβ(γδ)
ii) R(αβ)γδ = 0 (1.42)
Also we have the Bianchi’s identities:
I. Rα[βγδ] = 0 i.e., R
α
βγδ +R
α
γδβ +R
α
δβγ = 0
II. Rαβ[γδ;µ] = 0 i.e., R
α
βγδ;µ +R
α
βδµ;γ +R
α
βµγ;δ = 0 . (1.43)
From Bianchi’s first identity one has
Rαβγδ = Rγδαβ (1.44)
(For detail proof of these results see section 2.19).
In an n-dimensional manifold, the number of linearly independent components of curva-
ture tensor are 1
3
n2(n2 − 1). From the geometric interpretation of Riemann curvature tensor,
Rαβγδ = 0 at all points of the manifold means that if a vector is parallely transported along
a closed path then we get back the original vector at the starting point and we say that the
connection is flat. This flatness property of a manifold is the global concept of parallelism. So
in this case two vectors at two different points P and Q can be said to be parallel as vectors
can be parallely transported from P to Q independent of the path along which we approaches
Q from P . Thus tangent spaces at all points of the manifold can be considered to be identical
and the manifold may be identified with its tangent space.
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Note: For a flat space, the Riemann curvature tensor vanishes but the christoffel symbols
are not necessarily zero.
By contracting the curvature tensor one can define a (0,2) symmetric tensor, known as Ricci
tensor having components
Rβδ = R
α
βαδ
Also contracting further the scalar so obtained is known as Ricci scalar
R = gαβRαβ
We then define another symmetric (0,2)-tensor Gµν known as Einstein tensor
Gµν = Rµν − 1
2
Rgµν (1.45)
From the contracted Bianchi identities namely
Rαβ[αγ;δ] = 0 and g
βγRαβ[αγ;δ] = 0
a straight forward calculation results
Gαβ;β = 0
i.e., Einstein tensor is divergence free (a distinct result from Ricci tensor).
Note: The field equations for the Einstein’s theory of gravitation are given by
Gαβ =
8piG
c4
Tαβ
Space-time is represented by a four-dimensional manifold with metric (a generalization of flat
Minkowski metric) obtained by solving the above Einstein field equations. Gαβ;β = 0 results
the energy-momentum conservation relation Tαβ;β = 0. Due to symmetry of Gαβ there are
ten field equations to determine ten unknown metric co-efficients gαβ. But due to the above
divergence relations there are only six independent field equations. Hence metric components
are determined only upto the four functional degrees of freedom to characterize coordinate
transformations of gαβ.
We now define a (0, 4)-tensor in ‘n’-dimension (n ≥ 3) as
Cρσµν = Rρσµν − 2
n− 2(gρ[µ Rν]σ − gσ[µ Rν]ρ) +
2
(n− 1)(n− 2)Rgρ[µ gν]σ. (1.46)
It is a linear combination of curvature tensor, Ricci tensor and Ricci scalar and is known as
Weyl tensor.
In four dimension the Weyl tensor has the explicit form
Cρσµν = Rρσµν − 1
2
(
gρµ Rνσ + gσν Rµρ − gρν Rµσ − gσµ Rνρ
)
+
R
6
(
gρµ gνσ − gρν gµσ
)
. (1.47)
Now due to properties (1.42)–(1.44) of the Riemannian curvature tensor the Weyl tensor has
similar properties (note that Ricci tensor and Ricci scalar are contraction of curvature tensor)
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namely
i) Cρσµν = −Cρσνµ,
ii) Cρσµν = −Cσρµν ,
iii) Cρσµν + Cρµνσ + Cρνσµ = 0,
and
iv) Cρσµν = Cµνρσ.
Now we shall calculate
gσµCρσµν = g
σµRρσµν −
1
n− 2
(
gσµgρµRνσ + g
σµgσνRµρ − gσµgρνRµσ − gσµgσµRνρ
)
+
R
(n− 1)(n− 2)
(
gσµgρµgνσ − gσµgρνgµσ
)
= −gσµRσρµν −
1
n− 2
(
δσ
ρ
Rνσ + δ
µ
ν
Rµρ − gρνR− nRνρ
)
+
R
(n− 1)(n− 2)
(
δσ
ρ
gνσ − ngρν
)
= −Rρν −
1
n− 2
(
Rρν +Rρν − gρνR− nRνρ
)
+
R
(n− 1)(n− 2)
(
gρν − ngρν
)
= −Rρν +Rρν +
R
(n− 2)gρν −
R
(n− 2)gρν = 0
Hence Weyl tensor is traceless.
So one can have Cρ
σρν
= 0.
Thus Weyl tensor vanishes for any pair of contracted indices. In other words, Weyl tensor
can be considered as that part of the curvature tensor for which all contractions vanish.
Further, for three dimension the number of independent components of the curvature tensor
is six–the components of the Ricci tensor (see problem 1.15). So a simple algebra shows that
Cρσµν ≡ 0 for three dimension.
Moreover, an important property of the Weyl tensor is its conformal invariance. Two
metrices g
αβ
andg¯
αβ
in a manifold are said to be conformally related (or simply conformal) if
g¯
αβ
= φ2g
αβ
,
where φ is a non zero differentiable function. Then the ratio of the lengths of the vectors, angle
between two vectors and null geodesics remain unaltered for the conformal metrices. Two
conformally related metrices have same Weyl tensor i.e.,
C¯ρσµν = Cρσµν .
A metric is said to be conformally flat if ∃ some scalar function ψ such that g
αβ
= ψ2η
αβ
(η
αβ
is the flat metric). As curvature tensor identically vanishes for flat metric so Weyl tensor also
vanishes. Hence conformally flat metric has zero Weyl tensor.
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1.12 Concept of Compatibility of the Connection
Usually a manifold may have a connection, a volume form and a metric. So it is natural to
introduce some compatibility relations among them. We shall first find a compatibility relation
between the connection and the volume form and then between connection and the metric.
For any vector field V, the covariant divergence is defined as
V α;α =∇ ·V = ∇αV α,
while for volume-form ω˜, divergence can be defined as
LVω˜ =
(
divω˜V
)
ω˜
Thus, we can say that connection and volume form are compatible if the above two divergences
are equal for any V i.e.,
divω˜V = V α;α
Now, (LVω˜)α...δ = ω˜α...δ;λV λ + ωα...δV λ;λHence for compatibility of the connection and volume from we have
∇ω˜ = 0
Let g be the metric tensor of the manifold. For any two vectors v and ω, the inner product
is defined as g(v,ω).
The connection ∇ and the metric tensor ‘g’ are said to be compatible if this inner product
remains invariant for parallel transport of the vectors v and w along any curve γ (also for any
vector field v and w). Suppose u be the tangent vector to γ then invariance of the inner product
demands
∇ug(v,w) = 0
i.e., (∇ug)(v,w) + g(∇uv,w) + g(v,∇uw) = 0
As v and w are parallely transported along γ so ∇uv = 0 = ∇uw.
Hence we have
(∇ug)(v,w) = 0, for any u, v and w.
Thus we have the compatibility relation ∇g = 0.
In particular, for a co-ordinate system {xα} the above compatibility relation becomes
gαβ;γ = 0 i.e.,
∂gαβ
∂xγ
= Γδαγgδβ + Γ
δ
βγgαδ = Γβαγ + Γαβγ
Hence we have
Γαβγ =
1
2
[
∂gαγ
∂xβ
+
∂gβγ
∂xα
− ∂gαβ
∂xγ
]
So symmetric connection compatible with metric is unique and is termed as metric connection.
Further, if we use normal co-ordinates at any point P then we have Γγαβ = 0 at P and hence
∂gαβ
∂xγ
= 0 at P .
Thus at P the components of the Riemann curvature tensor can be written as
Rαβγδ = gαλR
λ
βγδ =
1
2
[gαδ,βγ − gαγ,βδ + gβγ,αδ − gβδ,αγ]
It is easy to see that Rαβγδ = Rγδαβ.
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1.13 Isometries : Killing vectors
In tensor calculus, objects which do not change under co-ordinate transformations are called
invariants. A co-ordinate transformation which keeps metric to be invariant is called an isome-
try. It is of importance in Riemannian manifold as it carries information about the symmetries
of the manifold.
For a co-ordinate transformation xµ −→ x′µ the form invariance of gµν implies g′µν(x′) =
gµν(x
′). As gαβ is a (0, 2) -tensor so under co-ordinate transformation the transformed metric
is related to the original metric by the relation
gµν(x) =
∂x′α
∂xµ
∂x′β
∂xν
g′αβ(x
′)
But due to isometry the above transformation equation becomes
gµν(x) =
∂x′α
∂xµ
∂x′β
∂xν
gαβ(x
′)
Now using the transformation of co-ordinates i.e., x′µ = x′µ(xα) it is possible to write the above
equation in terms of the old co-ordinates. But in general, it will be a very complicated equation.
However, a lot of simplification is possible for infinitesimal co-ordinate transformation. More-
over, any finite transformtion (with non-zero Jacobian) can be constructed (by an integration
process) from an infinite sequence of infinitesimal transformations.
Suppose the infinitesimal co-ordinate transformation is given by
x′µ = xµ + δxµ with δxµ = εθµ(x)
where ε is an arbitrary infinitesimal parameter and θµ is a vector field. Thus we have
∂x′µ
∂xν
= δµν + εθ
µ
,ν
Substituting into the transformation equation for metric tensor we get (by Taylor’s expansion)
gµν(x) = (δ
α
µ + εθ
α
,µ)(δ
β
ν + εθ
β
,ν)gαβ(x
λ + εθλ)
=
[
δαµδ
β
ν + εδ
β
ν θ
α
,µ + εδ
α
µθ
β
,ν +O(ε
2)
] [
gαβ(x) + εθ
λ∂λgαβ(x) +O(ε
2)
]
= gµν(x) + ε
[
gαν∂µθ
α + gµβ∂νθ
β + θλ∂λgµν
]
+O(ε2) .
i.e., θλ∂λgµν + gαν∂µθ
α + gµβ∂νθ
β = 0
i.e., Lθgµν = 0 .
As in the Lie derivative any partial derivative can be replaced by covariant differentiation so
the above condition for infinitesimal isometry can be written as
Lθgµν = 0 i.e., θµ;ν + θν;µ = 0 i.e., θ(µ;ν) = 0 .
The vector field θµ is called the killing vector field (see §1.9.1) and the above equation is called
the Killing equation. In the notion of Lie derivative, any vector field by which the metric tensor
is Lie dragged is called a Killing vector field. The symmetry properties of Riemannian space
are characterized by the Killing vectors.
In particular, for a co-ordinate system if the vector field θµ is along any co-ordinate direction
(say xλ) i.e., θµ = (0, 0, . . . 0, 1, 0, . . .) then the above Killing equation simplifies to ∂gµν
∂xλ
= 0.
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Then metric tensor does not depend on the particular co-ordinate xλ. On the other way, if all
the metric coefficients are independent of any particular co-ordinate (say xl) then ∂
∂xl
will be
a killing vector field of the space. So we can say that the Killing equation is the generalized
version of the symmetry ‘independence of a co-ordinate’.
The above Killing equations are first order linear differential equations in the Killing vector
θµ (for 4D they are ten in number) and they depend on the metric tensor. The integral curves
for the Killing vector field are characterized by the differential equation dx
µ
dλ
= θµ(x).
We shall now determine the symmetry of three simple spaces namely the Euclidean space,
the Minkowskian space and the surface of a sphere by calculating the Killing vectors for these
spaces.
a) 3D Euclidean Space:
The line element in Cartesian coordinates takes the form:
ds2 = dx2 + dy2 + dz2.
As all the metric coefficients are independent of the co-ordinates so ∂
∂x
, ∂
∂y
and ∂
∂z
are Killing
vectors. Now writing the line element in polar co-ordinates i.e.,
ds2 = dr2 + r2dθ2 + r2 sin2 θdφ2.
We see that all the metric coefficients are independent of the angular co-ordinate φ so
lz =
∂
∂φ
= x
∂
∂y
− y ∂
∂x
is a Killing vector. Now the symmetry of the three Cartesian co-ordinates shows
lx = y
∂
∂z
− z ∂
∂y
and ly = z
∂
∂x
− x ∂
∂z
are also Killing vectors. Hence the 3D Euclidean space has six Killing Vectors.
b) Minkowskian Space:
The metric tensor for this 4D space has the simple diagonal form
gµν = diag(−1, 1, 1, 1)
and consequently all christoffel symbols vanish identically. So in Killing equation all covariant
derivatives simplify to partial derivatives and we get
θµ,ν + θν,µ = 0 i.e., θ(µ,ν) = 0.
Now differentiating once more we have the relations
θµ,νλ + θν,µλ = 0; θν,λµ + θλ,νµ = 0; θλ,µν + θµ,λν = 0,
which on combination gives
θµ,νλ = 0
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The general solution of this equation can be written as
θµ = αµ + τµνx
ν
where τµν is antisymmetric in its indices to satisfy the Killing equation. Thus in 4D Minkowski
flat space, we have ten linearly independent killing vectors which are characterized by the
parameters (αµ, τµν). Four possible values of αµ correspond to translation along the four space-
time axes while six independent values of τµν corresponds to rotation of axes in 4D (they are 3
usual spatial rotations and three spatial Lorentz transformation).
c) Spherical Surface:
The line element on the spherical surface (known as 2-sphere) can be written as
ds2 = dθ2 + sin2 θ dφ2
So the metric tensor has the form gµν = diag(1, sin
2 θ). Then the explicit form of the Killing
equations are
1,1 = 0, 1,2 + sin2 θ2,1 = 0, 1 cos θ + sin θ2,2 = 0
where the indices 1 and 2 corresponds to the angular co-ordinates θ and φ respectively. The
solution of these differential equations are
1 = α sin(φ+ β); 2 = α cos(φ+ β) cot θ +0
The three independent parameters (α, β,0) show that there are three linearly independent
Killing vectors namely µ(1) = (sinφ, cosφ cot θ), µ(2) = (cosφ,− sinφ cot θ), µ(3) = (0, 1).
Thus the number of Killing vectors on spherical surface is same as the plane. However, on the
plane the Killing vectors correspond to two translation and one rotation but here we have no
such geometrical picture of Killing vectors.
We shall now address questions that naturally arise namely “what is the maximum number
of killing vectors possible in a Riemannian space? What is the nature of such space?”
For any Killing vector θµ, we have from the definition of Riemann curvature tensor
θµ;ν;λ − θµ;λ;ν = −Rδµνλθδ
Then from the Bianchi’s first identity
Rδ(µνλ) = 0
we have the following identity
(θµ;ν − θν;µ);λ + (θν;λ − θλ;ν);µ + (θλ;µ − θµ;λ);ν = 0
Using the Killing equation θ(µ;ν) = 0, the above identity simplifies to
θµ;ν;λ + θν;λ;µ + θλ;µ;ν = 0
Now again using the Killing equation and the definition of curvature tensor yields
θλ;ν;µ = −Rδµνλθδ .
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The above equation tells us that if the Killing vector θµ and its first derivative θµ;ν are known
at any point P of the manifold then second and higher derivatives of θµ can be determined at P
and consequently the Killing vector can be evaluated in the nhb of P by Taylor expansion. Thus
in an ‘n’ dimensional Riemannian space, we have at most ‘n’ number of θµ and
n(n−1)
2
number
of θµ;ν (as the Killing equations are antisymmetric) at P . Hence we have n +
n(n−1)
2
= n(n+1)
2
number of initial data at P and consequently the maximum number of independent Killing
vectors possible at any point is n(n+1)
2
(for 4D the maximum no. of killing vectors is ten).
If in a Riemannian space, the maximum number of Killing vectors exists then such space is
called a maximally symmetric space. It can be shown easily that for such space the curvature
scalar R must be constant and the curvature tensor can be written as
Rµνλσ =
R(gνλgµσ − gµλgνσ)
n(n− 1)
The space of maximum symmetry is also called the space of constant curvature with κ =√
n(n−1)
|R| as the radius of the curvature. Flat space with vanishing curvature is a particular
example of maximally symmetric space. Euclidean spaces are maximally symmetric spaces (see
example (a) above). For such spaces every point and every direction are equivalent. Hence
such spaces are homogeneous and isotropic in nature.
Let us next consider symmetries along a geodesic in a Riemannian space. The equation of
the geodesic can be written as
δuµ
ds
= 0 i.e., uµ;νu
ν = 0
where uν is the particle 4-velocity. We now multiply the geodesic equation by the Killing vector
θµ and on simplification we have
θµu
µ
;νu
ν = 0
i.e., (θµu
µ);νu
ν − (uµuν)(θµ;ν) = 0
i.e., (θµu
µ);ν = 0
i.e., θµu
µ = constant .
Thus throughout the motion of the particle the product θµu
µ remains constant i.e., the quan-
tity is a constant of motion. Therefore, in particle mechanics conservation laws are associated
with Killing vector fields of the space. For example, in Minkowskian space having ten Killing
vector there are ten conservation laws : a) conservation of four momentum associated with
four translational Killing vectors, b) conservation of angular momentum associated with three
special rotations, c) conservation of the motion of C. G. associated with three special Lorentz
transformation.
Note :
I. It is possible to have more conservation laws than the number of Killing vectors i.e., there
may have conservation laws which can not reflect any symmetry.
II. If in a Riemannian space T µν is the energy momentum tensor for an arbitrary field satisfying
the conservation law T µν;ν = 0, then for any killing vector θµ we have
θµT
µν
;ν = 0 i.e., (θµT
µν);ν − T µνθµ;ν = 0
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i.e., (θµT
µν);ν = 0 i.e., θµT
µν is conserved quantity.
III. In general, a space without any symmetry does not have any Killing vector. In particular,
if a space contains ‘l’ linearly independent Killing vectors
(
0 ≤ l ≤ n(n+1)
2
)
then they form a
Lie algebra of dimension ‘l’ over R with Lie bracket as the algebra product.
———————————————————————————–
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Exercise
1.1. Suppose a (0, 2) -tensor A is such that A (U,U) = 0 for any contravariant vector U , then
show that A is antisymmetric in its arguments.
1.2. Suppose A is an antisymmetric (0, 2) -tensor and B is an arbitrary (2, 0) -tensor, then
show that the contraction of A with B involves only the antisymmetric part of B .
1.3. Show that under a general co-ordinate transformation, partial derivative of a vector does
not transform as a tensor while the commutator components [u, v]α transform as a (1, 0) -tensor.
1.4. If the components of a (0, p) -tensor A˜ are antisymmetric with respect to interchangeof any two indices, then show that A˜ is a completely antisymmetric tensor.
1.5. Suppose {Pαβγ} are the components of a completely antisymmetric (0, 3) -tensor P then
P[αβγ] = Pαβγ .
1.6. Show that a completely antisymmetric (0, p) -tensor defined on an n-dimensional vec-
tor space vanishes identically if p > n .
1.7. In an n-dimensional vector space, show that the set of all q-forms (q < n) for fixed q
is a vector space. Also show that it is a subspace of all (0, q) -tensors and has the dimension
nCq .
1.8. If A˜ and B˜ are one-forms then show that A˜ ∧B˜ is a two-form. Also show that A˜ ∧A˜ = 0˜
1.9. If {ei , i = 1, 2, . . . , n} and
{
wi˜ , i = 1, 2, . . . , n} be the basis of a vector space and the
corresponding basis of the dual vector space respectively, then show that
{
wi˜ ∧ wk˜ , i, k =1, 2, . . . , n} is a basis for the vector space of all 2-forms. Also show that for an arbitrary
two-form A˜ we have
A˜ = 12!Almwl˜ ∧ w˜m
where Alm = A˜(el, em) .
1.10. If A˜ is a r-form and B˜ is a s-form the show that
(A˜ ∧B˜ )i1...ir j1...js = r+sCr A[i1...ir Bj1...js] .
1.11. Prove the following :
(i) d˜(fd˜g) = d˜f ∧ d˜g , for any scalar f
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(ii) d˜A˜ = 1p! ∂∂xk (Ai...l)d˜xk ∧ d˜xi ∧ · · · d˜xl
where A˜ = 1p!Ai...ld˜xi ∧ · · · d˜xl is a p-form expressed in a co-ordinate basis. Also show that
(d˜A˜)mn...r = (p+ 1) ∂∂x[mAn...r] .
1.12. Show that for an arbitrary vector V
(LVg)ij = V(i;j) .
1.13. Show that in a co-ordinate basis the components of LVw˜ are given by(LVw˜)i = V j ∂∂xjwi + wj ∂∂xiV j = V jwi,j + wjV j,i .
1.14. The shear of a velocity field u is defined in cartesian co-ordinates by the equation
σµν = Vµ,ν + Vν,µ − 1
3
δµνθ
where the expansion scalar θ is given by
θ = ∇ · u .
Show that in an arbitrary co-ordinate system
θ =
1
2
gijLugij and σij = Lugij − 1
3
θgij .
1.15. Show that the no. of linearly independent components of the curvature tensor in an
n-dimensional manifold is
(i) 1
3
n2(n2 − 1) for the mixed form of the curvature tensor Rµνδλ
and (ii) 1
12
n2(n2 − 1) for fully covariant form of the curvature tensor Rµνδλ .
Solution and Hints
Solution 1.1: Let us write U as a vector sum of two contravariant vectors V and W i.e.
U = V+W , then
A (U,U) = A (V+W,V+W) = A (V,V) + A (V,W) + A (W,V) + A (W,W)
= A (V,W) + A (W,V)
Hence A (U,U) = 0 implies that A (V,W) = −A (W,V) i.e. A is antisymmetric in its argu-
ments.
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Solution 1.2: We decompose the arbitrary (2, 0) -tensor B as the sum of its symmetric part
and antisymmetric part i.e.
Bαβ = B(αβ) +B[αβ]
so Aαβ B
αβ = Aαβ B
(αβ) + Aαβ B
[αβ] = Aαβ B
[αβ]
(the first term in the r.h.s. vanishes due to product of a symmetric and antisymmetric part)
Note : If B is a symmetric (2, 0) -tensor then
Aαβ B
αβ = 0 .
Solution 1.3: Let the general co-ordinate transformation be denoted by
xα = Λ αµ x
′µ
So we have
∂
∂x′µ
= Λ αµ
∂
∂xα
For any vector u the transformation of its components are given by
u′ = Λνβu
β
So
∂u′ν
∂x′µ
=
∂
∂x′µ
(
Λνβu
β
)
= Λ αµ
∂
∂xα
(
Λνβu
β
)
= Λ αµ Λ
ν
β
∂uβ
∂xα
+ Λ αµ
∂Λνβ
∂xα
uβ
Thus due to non-vanishing of the 2nd term on the r.h.s. partial derivative of a vector is not a
tensor. Now by definition, the commutator components in primed frame can be written as
[u′, v′]ν = u′µ
∂v′ν
∂x′µ
− v′µ ∂u
′ν
∂x′µ
= Λµαu
α
{
Λ δµ Λ
ν
β
∂vβ
∂xδ
+ Λ δµ
∂Λνβ
∂xδ
vβ
}
− Λµαvα
{
Λ δµ Λ
ν
β
∂uβ
∂xδ
+ Λ δµ
∂Λνβ
∂xδ
uβ
}
=
(
ΛµαΛ
δ
µ
)
Λνβu
α ∂v
β
∂xδ
− (ΛµαΛ δµ )Λνβvα ∂uβ∂xδ + (ΛµαΛ δµ ) ∂Λνβ∂xδ uαvβ − (ΛµαΛ δµ ) ∂Λνβ∂xδ vαuβ
= δ δα Λ
ν
βu
α∂v
β
∂xδ
− δ δα Λνβvα
∂uβ
∂xδ
+ δ δα
∂Λνβ
∂xδ
uαvβ − δ δα
∂Λνβ
∂xδ
vαuβ
= Λνβ
(
uα
∂vβ
∂xα
− vα∂u
β
∂xδ
)
+
∂Λνβ
∂xα
uαvβ − ∂Λ
ν
β
∂xα
vαuβ
= Λνβ [u, v]
β +
∂2x′ν
∂xα∂xβ
uαvβ − ∂
2x′ν
∂xβ∂xα
uβvα
= Λνβ [u, v]
β
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Hence the commutator components transform as a (1, 0) -tensor.
Solution 1.4: In a particular basis we write
A˜ (. . . ,U . . .V . . .) = A...µ...ν... . . . Uµ . . . V β . . .
= −A...β...α... . . . Uα . . . V β . . .
= −A (. . .V . . .U . . .)
Thus A˜ is a completely antisymmetric (0, p) -tensor.
Solution 1.5: Since P is a completely antisymmetric (0, 3) -tensor so by interchange of in-
dices, its components will satisfy
Pαβγ = Pβγα = Pγαβ = −Pαγβ = −Pβαγ = −Pγβα
Hence
P[αβγ] =
1
3!
(Pαβγ + Pβγα + Pγαβ − Pαγβ − Pβαγ − Pγβα)
= Pαβγ
Solution 1.6: The vector space is spanned by n basis vectors. In order to write down the
components of a (0, p) -tensor we need a set of p basis vectors of which at least two vectors
(p ≥ n + 1) are identical. So interchange of these two identical basis vectors make no change
but due to antisymmetric property, the components have a sign change. Hence the components
are all identically zero.
Solution 1.7: For any two q-forms A and B , their components will have the totally anti-
symmetric property namely
Ai1i2......iq = A[i1i2......iq ]
and
Bi1i2......iq = B[i1i2......iq ]
So
Ci1i2......iq = Ai1i2......iq +Bi1i2......iq = A[i1i2......iq ] +B[i1i2......iq ]
= C[i1i2......iq ]
Hence C is also a q-form.
Similarly, λA (for some scalar λ) is also a q-form. Thus the set of all q-forms form a vec-
tor space. It is clear that this vector space is a subspace of the vector space of all (0, q) -tensors.
Now the number of independent components of a (0, q) -form in an n-dimensional vector space
is nCq so the dimension of this vector space is
nCq .
Solution 1.8: By definition,
A˜ ∧B˜ = A˜ ⊗B˜ −B˜ ⊗ A˜
So for any two contravariant vectors U and V we have
A˜ ∧B˜ (U,V) = A˜(U)B˜ (V)−B˜ (U)A˜(V)
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Hence, A˜ ∧B˜ (U,V) = −A˜ ∧B˜ (V,U) ,
It shows that the components of A˜ ∧ B˜ in any basis are completely antisymmetric. So A˜ ∧ B˜is a two-form. Also from the above
A˜ ∧ A˜(U,V) = A˜(U)A˜(V)− A˜(V)A˜(U) = 0˜ ,
a null two-form.
Solution 1.9: By definition, for any two arbitrary elements u , v of the vector space we
have
A˜(u, v) = 12Alm [wl˜ (u)w˜m(v)− w˜m(u)wl˜ (v)]
=
1
2
Alm
[
ulvm − umvl]
=
1
2
Alm u
lvm − 1
2
Aml u
lvm
=
1
2
Alm u
lvm +
1
2
Alm u
lvm
= Alm u
lvm =
1
2!
Almw
l˜ ∧ w˜m(u, v)
which shows that
A˜ = 12!Almwl˜ ∧ w˜m
Hence
{
wl˜ ∧ w˜m} is a basis for the vector space of two-forms.
Note I : The no. of independent components Aij are
1
2
(n2 − n) = n(n− 1)
2
= nC2 .
So the dimension of the vector space of 2-forms is nC2 .
Note II : The dimension of the vector space consists of all r-forms (r ≤ n) in a vector space
of dimension n is nCr . So the sum of the dimensions of all possible forms (≤ n) in the vector
space is
∑n
r=0
nCr = 2
n .
Solution 1.10: We start with r = 2 , s = 1 i.e. A˜ is a 2-form and B˜ is a one-form. Bythe previous example we write
A˜ = 12!Aij wi˜ ∧ wj˜ , B˜ = Blwl˜
So A˜ ∧B˜ = 12!AijBl wi˜ ∧ wj˜ ∧ wl˜ .
As
{
wi˜ ∧ wj˜ ∧ wl˜ } form a basis for the three-forms so we write
(A˜ ∧B˜ )lmn = 3!2! A[lmBn]
=
3!
2!
· 1
3!
[AlmBn + AmnBl + AnlBm − AmlBn − AnmBl − AlnBm]
= AlmBn + AmnBl + AnlBm
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Thus we write,
(A˜ ∧B˜ )lmn = 3!2! A[lmBn] = 3C2A[lmBn]
Now extending this result to any r-form A˜ and s-form B˜ we have
(A˜ ∧B˜ )i1...ir j1...js = r+sCr A[i1...ir Bj1...js] .
Note : As r+sCr =
r+sCs so the above result is also true if A˜ is any s-form and B˜ is any r-form.
Solution 1.11: For exterior differentiation of the Wedge product of two forms A and B
we have
d˜(A˜ ∧B˜ ) = (d˜A˜) ∧B˜ + (−1)lA˜ ∧ d˜B˜
where A˜ is a l-form.
Thus
(i) d˜(fd˜g) = d˜f ∧ d˜g + (−1)0f ∧ d˜(d˜g˜)
= d˜f ∧ d˜g
(
∵ d˜(d˜g˜) = 0
)
(ii) As A˜ = 1p!Ai...ld˜xk ∧ d˜xi ∧ · · · d˜xl
So using the above result
d˜A˜ = 1p!Ai...l ∂∂xk (Ai...l)d˜xk ∧ d˜xi ∧ · · · d˜xl
=
1
p!
∂Ai...l
∂xk
d˜xk ∧ d˜xi ∧ · · · d˜xl
Hence
(d˜A˜)k i...l = (p+ 1)!p! ∂∂x[kAi...l]
= (p+ 1)
∂
∂x[k
Ai...l]
Solution 1.12: From the formula for Lie derivative
(LVg)ij = V k
∂
∂xj
gij + gik
∂
∂xj
V k + gkj
∂
∂xi
V k
For symmetric connection
∂gij
∂xk
= Γlikglj + Γ
l
jkgil
∴ (LVg)ij = V k
(
Γlikgij + Γ
l
jkgil
)
+ gik
∂
∂xj
V k + gjk
∂
∂xi
V k
=
(
gik
∂
∂xj
V k + gikΓ
k
jlV
l
)
+
(
gjk
∂
∂xi
V k + gkjΓ
k
ilV
l
)
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(l 
 k) (k 
 l)
= gik
(
∂
∂xj
V k + ΓkjlV
l
)
+ gjk
(
∂V k
∂xi
+ ΓkilV
l
)
= gik∇jV k + gjk∇iV k
= Vi;j + Vj;i = V(i;j)
Note: If V is a Killing vector field then (LVg)ij = 0 and we have V(i;j) = 0 .
Solution 1.13: Let w˜ be an one-form and W be an arbitrary vector field. Then by Leib-nitz rule we have
LV
[
w˜ (W)] = (LVw˜) (W) + w˜ (LVW)
But we know
LVW = [V,W]
∴ LV
[
w˜ (W)] = (LVw˜) (W) + w˜ [V,W]
So
(LVw˜) (W) = LV [w˜ (W)]− w˜ [V,W]
Thus
(LVw˜)iW i = V j ∂∂xj (wiW i)− wi
[
V j
∂
∂xj
W i −W j ∂
∂xj
V i
]
= V jW i
∂
∂xj
wi + wiW
j ∂
∂xj
V i
=
(
V j
∂
∂xj
wi + wj
∂
∂xi
V j
)
W i (i
 j in the 2nd term)
Hence in a co-ordinate basis
Thus
(LVw˜)i =
(
V j
∂
∂xj
wi + wj
∂
∂xi
V j
)
= V jwi,j + wjV
j
,i
Note: For a symmetric connection we can replace the comma s in the above expression for(LVw˜)i by semicolons i.e. we can write (LVw˜)i = V jwi;j + wjV j;i .
Solution 1.14: As
(LVg)ij = uk
∂
∂xk
gij + gik
∂
∂xj
uk + gkj
∂
∂xi
uk
So gijLugij = ukgij ∂
∂xk
gij + g
ijgik
∂
∂xj
uk + gijgkj
∂
∂xi
uk
=
1
2
uk
∂
∂xk
(
gijgij
)
+ δjk
∂
∂xj
uk + δik
∂
∂xi
uk
=
1
2
uk
∂
∂xk
(n) +
∂
∂xk
uk +
∂
∂xk
uk = 2∇ · u
Hence θ = 1
2
gijLugij .
Again Lugij = uk ∂
∂xk
gij + gik
∂
∂xj
uk + gkj
∂
∂xi
uk
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As gij’s are constants in cartesian co-ordinate system so
Lugij = 0 + ∂
∂xj
(
giku
k
)
+
∂
∂xi
(
gkju
k
)
=
∂
∂xj
ui +
∂
∂xi
uj = ui,j + uj,i
∴ σij = Lugij − 1
3
θgij
As these equations are tensorial equations so they hold in any arbitrary co-ordinate system.
Solution 1.15: The Riemannian curvature tensor in mixed form Rµνδλ has the following alge-
braic properties :
(i) Rµν(δλ) = 0 i.e. curvature tensor is antisymmetric in the last two lower indices.
(ii) Rµ[νδλ] = 0 the Bianchi identity
(the cyclic sum of the three lower indices to be zero).
No. of constraint due to 1st algebraic property are
n2
n(n+ 1)
2
No. of constraint due to Bianchi identity are
n · nC3 = nn(n− 1)(n− 2)
3!
So the number of independent components of the Riemann curvature tensor in mixed form
= n4 − n
3(n+ 1)
2
− n
2(n− 1)(n− 2)
6
=
1
3
n2(n2 − 1)
For the fully covariant form of the curvature tensor the algebraic properties are the following :
(i) Rµν(δλ) = 0 , (ii) R(µν)δλ = 0 , (iii) Rµνδλ = Rδλµν
(iv) Rµ[νδλ] = 0 i.e. Rµνδλ +Rµδλν +Rµλνδ = 0
Due to antisymmetric property of the curvature tensor Rµνδλ in the first pair and in the last
pair there are N = 1
2
n(n−1) ways of choosing independent pairs among them. As the tensor is
symmetric due to exchange of these pairs so there are 1
2
N(N +1) independent ways of choosing
the combination µνδλ . For the cyclic identity it should be noted that due to pair symmetry
property it is trivially satisfied unless µ, ν, δ and λ are all distinct. So the number of distinct
constraints due to this cyclic identity is nC4 . Hence the number of independent components
for fully covariant curvature tensor is
1
2
N(N + 1)− nC4 = 1
2
n(n− 1)
2
{
n(n− 1)
2
+ 1
}
− n(n− 1)(n− 2)(n− 3)
4!
=
n(n− 1)(n2 − n+ 2)
8
− n(n− 1)(n− 2)(n− 3)
24
=
n2
12
(n2 − 1)
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Note: For n < 4 , the Bianchi 1st identity is trivially satisfied.
Chapter 2
Differential geometry in Local
Co-ordinate Basis
2.1 Euclidean Space
The set of all real numbers, i.e., the whole real line is denoted by R1 (or, simply by R). The
Cartesian product of R1 with itself n times (n is a +ve integer) is denoted by Rn and it is the set
of all ordered n-tuples (x1, x2, ..., xn) of real numbers. The addition and scalar multiplication
in Rn can be defined as follows:
Let, a = (a1, a2, ..., an) and b = (b1, b2, ..., bn) be two elements of Rn, then, their sum, a+ b
and scalar multiplication αa (α is a real number) are defined as
a+ b = (a1 + b1, a2 + b2, ..., an + bn),
and
αa = (αa1, αa2, . . . , αan)
This co-ordinate wise algebraic operations make Rn a real linear space (a vector space)
having identity element (or, the zero element) with respect to addition is θ= (0, 0, ..., 0), and
the inverse of a is −a= (−a1,−a2, ...,−an). Here, inverse is also called the negative of the
corresponding element. Thus, each element, x = (x1, x2, ..., xn) of the n dimensional linear
space Rn is ordered array of its n co-ordinates x1, x2, ..., xn.
Further, any element (i.e., a point) in Rn can be represented as a vector from the origin to
that point and the above definition of addition and scalar multiplication can be considered as the
vector addition and scalar multiplication of vector. Thus, elements of Rn can be viewed either
as points or as vectors from the origin to those points. Moreover, any element x = (x1, x2, ..., xn)
can be thought of as a real function
f : (1, 2, ..., n)→ (x1, x2, ..., xn)
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such that, f(i) = xi, i.e., Rn can be considered as the space of all real functions defined
on the set of first n positive integers. Therefore, elements of Rn can be viewed as points, as
vectors and as functions. The norm in Rn can be defined suitably as follows:
For any element x = (x1, x2, ..., xn) of Rn, the norm is denoted by ‖x‖ and is given by
‖x‖ =
√
|x1|2 + |x2|2 + ...+ |xn|2 = (Σni=1|xi|2)
1
2
Thus, if x is considered as a point then ‖x‖ is the distance from the origin, while if the
elements of Rn are viewed as vectors, then norm is the magnitude of the vector. On the other
hand, considering Rn as composed of real functions f defined on {1, 2, ..., n}, the above norm
can be written as
‖f‖ = (Σni=1|f(i)|2)
1
2
This is called the Euclidean norm on Rn and the real linear space Rn with the Euclidean
norm is called n-dimensional Euclidean space.
The Euclidean space Rn has the usual non-compact, metric topology and can be given a
differential structure with a globally-defined co-ordinate chart.
In general, any finite dimensional vector space M can be considered as a differentiable
manifold in the sense that any basis set of vectors from M can be considered to map M isomor-
phically onto Rn. Then, ‘n’ is called the dimension of the manifold M . Suppose, (x1, x2, ..., xn)
and (y1, y2, ..., yn) be two co-ordinate systems corresponding to overlapping charts. Since, there
is one-one correspondence between these co-ordinate charts, so the Jacobian | ∂yi
∂xj
| or its inverse
| ∂xi
∂yj
| is non-zero throughout the overlap. If the Jacobian is positive definite, then the two
co-ordinate systems are said to have the same orientation.
A manifold is said to be orientable if it admits of an atlas, such that, any two co-ordinate
systems in it having an overlap have the same orientation. We shall deal with only orientable
manifolds.
Example: In 2D Euclidean plane R2, let (x1, x2) and (y1, y2) be two rectangular cartesian
co-ordinate systems related as
y1 = x1 cos θ + x2 sin θ
y2 = x1 sin θ − x2 cos θ
Then the Jacobian
J =
∣∣∣∣∂yi∂xi
∣∣∣∣ = ∣∣∣∣ cos θ sin θsin θ − cos θ
∣∣∣∣ = −1
On the otherhand, if (z1, z2) be another co-ordinate system related to (x1, x2) as z1 = x1,
z2 = −x2. Then, we have
y1 = z1 cos θ − z2 sin θ
y2 = z1 sin θ + z2 cos θ
so, the Jacobian is
J =
∣∣∣∣∂yi∂zj
∣∣∣∣ = 1
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This shows that, R2 is an orientable manifold.
2.2 Tangent vector and Tangent space
Let γ: xi= gi(λ) , i = 1, 2, 3, . . . , n be a differentiable curve passing through a point P in
M . Suppose, {xi0 = gi(0); i = 1, 2, 3, ..., n} be the co-ordinate of P and a neighboring point Q
is identified by the parameter ∆λ, i.e., Q has co-ordinates {gi(∆λ), i = 1, 2, 3, . . . , n}. Then,
the tangent vector to the curve γ at P is defined as
ti =
dxi
dλ
∣∣
λ=0
(2.1)
It should be noted that for any n-tuples of real numbers (α1, α2, ...., αn), ∃ a curve in M
through P such that the tangent vector has the components (α1, α2, ...., αn) in some x−co-
ordinate system. It is clear that the equation to the curve can be written as
xi = xi0 + α
iλ , i.e., r = r0 + λα
Thus, the set of all tangent vectors corresponding to all curves through P forms a vector
space of dimension ‘n’. This vector space is called the tangent space at P to M and is denoted
by TP (M) or simply by TP .
2.2.1 Basis in TP
The ‘n’ dimensional vector space TP has a natural choice of basis {ei}, where ei= {0, 0, . . . , 0, 1,
0, . . . , 0} (‘1’ is in ith position), i = 1, 2, 3, . . . , n. This is also called the co-ordinate basis. Thus,
any element of TP (i.e., a tangent vector to the curve γ in M) can be written as
v =
dxi
dλ
ei, (2.2)
being evaluated at P (The summation convention due to Einstein has been introduced).
Suppose (x1, x2, ..., xn) be another co-ordinate system and {e1, e2, ..., en} be the natural
basis for it, then for any v ∈ TP , we have
v =
dxi
dλ
ei (evaluated at P ) (2.3)
So comparing Equations (2.2) and (2.3) we have
dxi
dλ
ei =
dxi
dλ
ei =
dxk
dλ
ek
i.e.,
(ek − ∂x
i
∂xk
ei)
dxk
dλ
= 0
64 CHAPTER 2. DIFFERENTIAL GEOMETRY IN LOCAL CO-ORDINATE BASIS
This relation is true for tangent vector to arbitrary curve γ in M i.e. for arbitrary values
of dx
k
dλ
. Hence we have
ek =
∂xi
∂xk
ei (2.4)
In a similar way, we have, comparing (2.2) and (2.3)
ei =
∂xk
∂xi
ek (2.5)
Now any arbitrary element A of TP can be written as
A =
{
Aiei (in x co-ordinate system)
A
i
ei (in x co-ordinate system)
where Ai’s and A
i
’s are called the components of A in x and x co-ordinate systems respec-
tively. So we write
A
i
ei = A
iei
i.e.,
A
k
ek = A
iei
or using the transformation (2.5) we get
(A
k − ∂x
k
∂xi
Ai)ek = 0
As the basis vectors {ek} are linearly independent, so the co-efficients vanish identically,
i.e.,
A
k
=
∂xk
∂xi
Ai (2.6)
Similarly using (2.4) we have
Ai =
∂xi
∂xk
A
k
(2.7)
So we have the following definition:
If a mathematical object is represented by a one-index system of functions Ai of the co-
ordinate variables xi of any one x−co-ordinate system, and by the functionsAi of the co-ordinate
variables xi of an other x−co-ordinate system, and the two representations are connected by
the transformation law
A
i
=
∂xi
∂xk
Ak
then Ai are called the contravariant components of a vector (in x−co-ordinates). We also briefly
say that Ai is a contravariant vector.
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2.3 Covectors
A linear map L˜ : TP −→ R (the real line R can be considered as one dimensional vector spaceover itself), i.e., a linear functional on TP is called a covector or a dual vector at P . As a linear
map from a vector space V into another vector space is completely determined by its action
on the basis vectors of V , so L˜ is completely determined by its action on the basis vectors{e1, e2, . . . , en} of TP . Suppose L˜(ek) = lk , k = 1, 2, . . . , n. We call lk the component of thecovector L˜ in x−co-ordinates.
Let lk be the components of L˜ in x co-ordinates. Then L˜(ek)= lk, where as before{e1, e2, . . . , en} is the natural basis of x co-ordinates. We now determine the transformation
law for the components of covectors as follows:
lk = L˜(ek) = L˜( ∂xi∂xkei) = ∂xi∂xkL˜(ei) = ∂xi∂xk li
i.e.,
lk =
∂xi
∂xk
li (2.8)
In a similar way, we get
li =
∂xk
∂xi
lk (2.9)
Definition:
If a mathematical object is represented by an one index system of functions li of the co-
ordinate variables {xi} of some x−co-ordinate system and by the functions li of the co-ordinate
variables {xi} of any other x co-ordinate system and the two representations are connected by
the transformation law
li =
∂xk
∂xi
lk
then {li} are called the covariant components of a vector and we simply write li as covariant
vector.
Reciprocal natural basis:
The set of all linear mappings TP −→ R, form a vector space (T ∗P ) under usual addition of
linear mappings and scalar multiplication of linear mappings.
Let (e1, e2, . . . , en) be the natural basis of TP and (e˜1, e˜2, . . . , e˜n) be elements of T ∗P such that
e˜i(ek) = δik
where δik= 1, if i = k and 0, if i 6= k is the usual Kronecker delta i.e.
δik =
{
1 if i = k
0 if i 6= k .
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We first prove that {e˜i} are linearly independent.
If possible, let
ai · ei˜ = 0⇒ (ai · ei˜)ek = 0⇒ ai · ei˜(ek) = 0⇒ ai · δik = 0
i .e., ak = 0, k = 1, 2, . . . , n .
Hence {e˜i} are linearly independent.
Now we show that {e˜i} generate T ∗P , i.e., any element of T ∗P can be expressed as a linearcombination of {e˜i}.
Suppose B˜ ∈ T ∗P and B(ek)= Bk, k=1, 2, . . . , n.
Also (
Bi · ei˜) (ek) = Bi · ei˜(ek) = Biδik = Bk
Thus B˜ and Biei˜ have the same action on the basis vectors {e1, e2, . . . , en} of TP . Hence B˜=Bi ·ei˜ . Therefore, {ei} is a basis of T ∗P and dim T ∗P = dim TP= n. Here the basis {e1˜ , e2˜ , . . . , en˜ }is called the reciprocal or dual of the basis {e1, e2, . . . , en}.
Transformation law for reciprocal basis:
Let {e˜i} and {e˜i} be the natural reciprocal bases in x and x co-ordinate systems. For any
covector L˜ ∈ T ∗P , let li and li be the components with respect to the above choices of basis forT ∗P . Then
L˜ = liei˜ and L˜ = lie˜i
i.e., li · ei˜ = li · ei˜
Using the transformation laws (2.8) and (2.9) for the components of the covector, we have
the transformation laws for the dual basis as
ei˜ = ∂xi∂xj e˜j (2.10)
and
ei˜ = ∂xi∂xk e˜k (2.11)
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2.4 Multilinear mapping of vectors and covectors: Ten-
sors
Suppose T be a multilinear mapping that maps p arbitrarily co-vectors and q arbitrary vectors
into a scalar such that it is linear in every argument. Thus
T (ei1˜, ei2˜, . . . , eip˜, ek1 , ek2 , . . . , ekq) = T i1,i2,...,ipk1,k2,...,kp , (2.12)
are called the components of the mapping T in x−co-ordinate system.
Similarly, in x¯ co-ordinate system we have
T (ei1˜, ei2˜, . . . , eip˜, ek1 , ek2 , . . . , ekq) = T i1,i2,...,ipk1,k2,...,kp ,
as the components of T. Using the transformation laws (2.4), (2.5), (2.10), (2.11) for the
basis of TP and T
∗
P we have the relation between the components of the multilinear mapping
in different co-ordinate system as
T
i1,i2,...,ip
k1,k2,...,kp
=
∂xi1
∂xu1
∂xi2
∂xu2
· · · ∂x
ip
∂xup
∂xv1
∂xk1
∂xv2
∂xk2
· · · ∂x
vq
∂xkq
T u1,u2,...,upv1,v2,...,vp . (2.13)
In modern terminology, a tensor is defined as a multilinear mapping of the above form. The
classical definition is as follows:
Definition: If a mathematical object is represented by an (p+ q)–indexed system of func-
tions T
i1,i2,...ip
k1,k2,...kq
of the co-ordinate variables xi of any x−co-ordinate system and by the functions
T
i1,i2,...ip
k1,k2,...kq
of the co-ordinate variables xi of any other x co-ordinate system and the two represen-
tations are connected by the transformation law (2.13), then T
i1,i2,...ip
k1,k2,...kq
are called the components
in x−co-ordinate system of a tensor of contravariant order ‘p’ and covariant order ‘q’ or simply
component of an (p, q) tensor. we also briefly say that T
i1,i2,...ip
k1,k2,...kq
is a (p, q) tensor.
If the contravariant order is zero but not the covariant order, then the tensor is called
a (fully) covariant tensor. Similarly, we have a (fully) contravariant tensor if the covariant order
is zero but not the contravariant order. If both the orders are different from zero, then the
tensor is called a mixed tensor.
Note-1 : A contravariant vector is a contravariant tensor of order one i.e., a (1, 0) tensor;
a covariant vector is a covariant tensor of order one, i.e., a (0, 1)- tensor . A scalar function is
called a tensor of order zero, i.e., a (0, 0) -tensor.
The negative of a tensor is defined by component wise negatives and is a tensor of the
same order-type as that of the given tensor. The sum or difference of two tensors of the same
order-type are defined by component wise sum or difference and are tensors of the same order-
type.The scalar multiplication of a tensor is defined by component wise multiplication by the
scalar and is a tensor of the same order-type as that of the given tensor. From these facts it
follows that the set of all tensors of a particular order-type forms a vector space. The space
formed by all tensors of some particular order-type (p, q) is called the (p, q) -tensor space at
P and is denoted as (Tp)
p
q . The spaces (Tp)
1
0 , (Tp)
0
1 are denoted as Tp and T
∗
p respectively.
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Note-2 : The homogeneous nature of the transformation laws of the tensors (eq. (2.13)) shows
that if an (p, q) tensor has all its components equal to zero in one co-ordinate system at P
then it has all components zero at P in any other co-ordinate system. If this happens at every
point of the region under consideration then the tensor is called a zero tensor of (p, q)-type.
Finally, we can also conclude that if a tensorial equation is valid in one coordinate system then
it is valid in any other coordinate system.
The rank of a tensor is defined as the total no of real indices per component. So a (r, s) -
tensor is of rank (r + s).
2.5 Product of tensors
Let R
i1...ip
j1...jq
and T k1...krl1...ls are components of two tensors R and T of orders (p, q) and (r, s)
respectively. Then
S
i1...ipk1...kr
j1...jql1...ls
= R
i1...ip
j1...jq
T k1...krl1...ls
is defined as the components of an (p+ r, q + s) tensor and is called the outer product of the
tensors R and T . It is denoted as before by R⊗ T .
Note-I. In general , this product is not commutative.
II. The outer product of two tensors is a tensor where order is the sum of the orders of the two
tensors.
III. If in the outer product of two tensors at least one contravariant and one covariant in-
dex are identical then the outer product is called an inner product.
2.6 Kronecker delta
From the point of view of tensor algebra, Kronecker delta is a (1, 1)-tensor. So its appropriate
form should be δij, The explicit form of the components of this mixed tensor is
δij = 1 if i = j
= 0 if i 6= j (2.14)
Note: If Aij = δ
i
j , then A¯
i
j =
∂x¯i
∂xp
∂xq
∂x¯j
Apq =
∂x¯i
∂xp
∂xq
∂x¯j
δpq =
∂x¯i
∂xp
∂xp
∂x¯j
= δij
2.7 Contraction
Contraction is an operation on tensor under which the tensor is reduced in one contravariant
order and one covariant order. The repeated index is called a dummy index which has no con-
tribution in defining the order-type of the tensor while the free indices of the resulting tensor
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give the order-type of the resulting tensor.
Note: In each process of contraction, the rank of tensor is reduced by two.
2.8 Symmetry and Skew-Symmetry
let T be a (p, q) tensor having components T
i1...ip
k1...kikm...kq
in some x- coordinate system. T is said
to be symmetric or skew symmetric with respect to the covariant indices kl and km if
T
i1...ip
k1...kl...km...kq
= T
i1...ip
k1...km...kl...kq
or − T i1...ipk1...km...kl...kq (2.15)
for all possible values of the other indices.
Symmetry or anti-symmetry with respect to contravariant indices can be defined in a similar
way.
Note-I : Symmetry property can not be defined for mixed indices i.e. for one contravari-
ant and one covariant index.
II : The symmetry (or skew-symmetry) property for a tensor is independent of any partic-
ular co-ordinate system.
Proof : Suppose in x¯- co-ordinate system the components of a symmetric (or anti-symmetric)
tensor T can be written as :
T¯ u1...upv1....vl..vm...vq =
∂x¯u1
∂xi1
.....
∂x¯up
∂xip
· ∂x
k1
∂x¯v1
.......
∂xkl
∂x¯vl
.....
∂xkm
∂x¯vm
....
∂xkq
∂x¯vq
T
i1...ip
k1....kl..km...kq
=
∂x¯u1
∂xi1
.....
∂x¯up
∂xip
· ∂x
k1
∂x¯v1
.......
∂xkm
∂x¯vm
....
∂xkl
∂x¯vl
.....
∂xkq
∂x¯vq
T
i1...ip
k1....km..kl...kq
(by the given symmetry)
= T¯ u1...upv1....vm..vl...vq
Hence the components of T in x¯ co-ordinate system is also symmetric.
III : Any (2, 0) or (0, 2) tensor can be expressed as a sum of a symmetric and a skew-
symmetric tensor.
2.9 Quotient Law
If the contraction of an indexed system of functions of the co-ordinate variables with an arbi-
trary tensor results another tensor then quotient law states that the indexed system of functions
is also a tensor. The order-type is indicated by the free indices. For example, consider the prod-
uct A........B
....
.... , where dots represent indices which may involve contraction between indices of A
and B. If A is an indexed system of functions of the co-ordinate variables, B is an arbitrary
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tensor of the type indicated by its indices and the product is a tensor of the type indicated by
the free indices then A is also a tensor.
2.10 Relative Tensor
If a set of mathematical quantities Aij satisfy the following transformation law:
A′ij = Apq
∂x¯p
∂xi
∂x¯q
∂xj
∣∣∣∣ ∂x∂x′
∣∣∣∣ω (2.16)
then Aij is called a relative-tensor of weight w. A relative tensor of weight one is called tensor
density. If w = 0 then it is the usual tensor. A relative tensor of order zero is called relative
scalar. A relative scalar of weight one is called a scalar density.
2.11 Riemannian space : Metric Tensor
In this chapter we have so far developed local co-ordinate basis in Euclidean space where the
co-ordinate systems are orthogonal frame of references. Now we shall introduce Riemannian
space having only curvilinear co-ordinate system.
A Riemannian space of dimension ‘n’ is a n-dimensional differentiable manifold in which any
pair of neighbouring points P (xi) and Q(xi + dxi) belonging to a co-ordinate neighbourhood
‘x’ is associated with an elementary scalar dS, called the distance between P and Q, given by
positive definite elementary quadratic form
ds2 = gijdx
idxj (2.17)
called the metric form or the first fundamental form or the ground form. (If the metric is
non-singular but indefinite then the space is called semi-Riemannian.If in particular, the metric
is of signature (+,+, . . . ,+,−) then the space is called Lorentzian space. A semi-Riemannian
space is also called a pseudo-Riemannian space.)
From the quotient law it follows that gij is a covariant (symmetric) tensor of order two.
Note: For Euclidean space, the first fundamental form has the same expression as equa-
tion (2.17) but all the components of the metric tensor are constant in a preferred co-ordinate
system.
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2.12 Algebraic operations of vectors in Riemannian space
For any two vectors A = (Ai) and B = (Bi) in some x- co-ordinate system, the scalar product
is defined as
A ·B = (AB) = gijAiBj
So magnitude of a vector is given by
‖A‖ = (A,A)1/2 = (gijAiAj)1/2 (2.18)
Thus if θ be the angle between any two vectors A and B then
cos θ =
A ·B
‖A‖ ‖B‖ =
gijA
iBj
(gpqApAq)1/2(glmBlBm)1/2
(2.19)
Further, if Ai and Bi are the covariant components of any two vectors in some co-ordinate
system then
A ·B = gijAiBj and ‖A‖ = (gijAiAj)1/2
where gij is the reciprocal tensor (defined in §1.3) of the metric tensor.
The covariant and contravariant components of a vector are connected by the metric tensor(or
it’s reciprocal) as follows :
Ai = gijA
j , Ai = gijAj
The reciprocal tensor contracts with the metric tensor as
gikg
kj = δji , g
klgli = δ
k
i
Here the contravariant vector Ai is said to be associated to Ai .
Thus the scalar product can be written as
A ·B = gijAiBj = AiBi = AiBi
or equivalently,
‖A‖ = (AiAi)1/2.
2.13 Length of a curve
Let Γ be a curve in a Riemannian space Vn. Suppose P0 is a fixed point on Γ and ‘s’ denotes
the are length of the curve measured from P0 to any point P , ‘t’ is assumed to be the affine
parameter along the curve Γ. If l be the length along the curve between two variable points P1
and P2 having affine parameters t1 and t2 then
l =
∫ P1
P2
dS =
∫ t1
t2
(
gij
dxi
dt
dxj
dt
)1/2
dt.
If gij
dxi
dt
dxj
dt
= 0 along the curve then l = 0 i.e. the points P1 and P2 are at zero dis-
tance though they are not coincident. Then the curve is called a minimal or null curve. In
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Minkowskian space (the space-time continuum of special relativity) these curves are called the
world lines of light and they lie on the surface of the light cone.
Let xi (i = 1, 2, . . . , n) be the co-ordinates in a Riemannian space Vn . The co-ordinate
curve of parameter xl is defined as xi = ci , ∀i except i = l , ci’s are constants. Hence
dxi = 0 ∀i 6= l and xl 6= 0. So the tangent vector along this co-ordinate curve is denoted by
tl = (0, 0, . . . , 0, 1, 0, . . . , 0) (‘1’ in the l-th position)
Similarly, the tangent vector tm to the co-ordinate curve having parameter x
m is taken to be
tm = (0, 0, . . . , 0, 0, 1, 0, . . . , 0) (here ‘1’ in the m-th position).
So the angle between these two co-ordinate curves is given by
cos θlm =
tl · tm
‖tl‖ ‖tm‖ =
gijt
i
lt
j
m√(
gαβtαl t
β
l
)
(gµνt
µ
mtνm)
=
glm√
gll gmm
.
Hence θlm =
pi
2
implies glm = 0 i.e. the two co-ordinate curves will be orthogonal to each other
if glm = 0.
2.14 Angle between two co-ordinate hypersurfaces
Let φ(xi)= constant be a hypersurface to a Riemannian manifold V . Then
dφ =
∂φ
∂xi
dxi = 0. (2.20)
This shows that dxi is orthogonal to ∂φ
∂xi
. But dxi is along the tangential direction to
the hypersurfsce, so ∂φ
∂xi
is normal to the hypersurface. Thus if θ be the angle between two
hypersurfsces, φ(xi)= constant and ψ(xi)= constant then
cos θ =
gαβ ∂φ
∂xα
∂ψ
∂xβ√(
gαβ ∂φ
∂xα
∂φ
∂xβ
) (
gµν ∂φ
∂xµ
∂φ
∂xν
) . (2.21)
In particular, if we choose φ(xi) = xl = constant and ψ(xi) = xm = constant as the
co-ordinate hypersurfaces then
cos θ =
glm√
gllgmm
. (2.22)
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2.15 Covariant Differentiation
Let Vn be a n dimensional submanifold of a manifold M of dimension m(> n). Let
→
ei be a
natural basis (in some x−co-ordinate system) of the sub-manifold Vn. So for any vector →v∈ Vn
we write →
v= vi
→
ei .
∂k
→
v=
(
∂vi
∂xk
)
→
ei +v
i∂
→
ei
∂xk
(2.23)
The second term on the R.H.S. of the above equation shows that ∂k
→
v may not be a sub-manifold
vector. Let us denote the projection of ∂k
→
v on Vn by (∂k
→
v )||Vn and that perpendicular to Vn
by (∂k
→
v )⊥Vn . Thus the above equation (2.23) on Vn can be written as
(∂k
→
v )||Vn = (∂kv
i)
→
ei +v
i
(
∂
→
ei
∂xk
)
||Vn
. (2.24)
Now,
(
∂
→
ei
∂xk
)
||Vn
can be written as a linear combination of basis vectors i.e,
(∂k
→
ei)||Vn = Γ
l
ki
→
el (2.25)
Then
(∂k
→
v )||Vn = (∂Kv
i)
→
ei +v
iΓlki
→
el
= (∂Kv
i)
→
ei +v
iΓiks
→
ei (changing the repeated indices ‘i’ and ‘l’ to
‘s’ and ‘i’ respectively i.e. i→ s , l → i)
=
[
∂Kv
i + Γiksv
s
] →
ei=
(∇kvi) →ei
where, ∇Kvi = ∂Kvi+Γiksvs , are called the covariant differentiation w.r.t. xk of the contravari-
ant components of
→
v . The scalar co-efficients Γiks in the above equation are called the Riemann
Christoffel symbols of the second kind.
Now,
∂k
→
ei=
(
∂k
→
ei
)
||Vn
+
(
∂k
→
ei
)
⊥Vn
.
So, (
∂k
→
ei
)
· →el =
(
∂k
→
ei
)
||Vn
· →el +0
=
(
Γjki
→
ej
)
· →el= gjlΓjki = Γkil (2.26)
where Γkil = gjlΓ
j
ki , is called the Riemann-Christoffel symbol of first kind. From the above
definitions of the christoffel symbols we write
gplΓkil = g
plgjlΓ
j
ki = δ
p
jΓ
j
ki = Γ
p
ki . (2.27)
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Thus christoffel symbols of 1st and 2nd kind are convertable by lowering and raising the indices
using metric tensor or its reciprocal i.e;
Γijk = gkpΓ
p
ij and Γ
k
ij = g
pkΓijp . (2.28)
Let
→
X= x1
→
e1 +x
2 →e2 + . . . . . .+ xn
→
en , be any vector in Vn then
∂
→
X
∂xk
=
→
ek .
So,
∂
∂xi
→
ek=
∂
∂xi
(
∂
→
X
∂xk
) =
∂2
→
X
∂xi∂xk
=
∂2
→
X
∂xk∂xi
=
∂
∂xk
(
∂
→
X
∂xi
) =
∂
→
ei
∂xk
i.e., ∂i
→
ek= ∂k
→
ei .
Then from equation (2.26)
Γkil = (∂k
→
ei)· →el= (∂i →ek)· →el= Γikl
Hence Γkil is symmetric in i and k i.e. in the first two indices. Consequently, the christoffel
symbol of 2nd kind is also symmetric in the two lower indices.
Now,
∂igkl = ∂i(
→
ek · →el) = (∂i· →ek)· →el +(∂i →el)· →ek
= Γikl + Γilk . (2.29)
Similarly
∂lgik = Γlik + Γlki (2.30)
∂kgli = Γkli + Γkil . (2.31)
Using the symmetry property of Γijk , we have from {(2.29)-(2.30)+(2.31)},
Γikl =
1
2
(∂igkl + ∂kgil − ∂lgik) . (2.32)
Further, if wi be the components of a covector w˜ i.e.,
w˜ = wiei˜
then,
∂kw˜ = (∂kwi)ei˜ + wi(∂kei˜) .
Hence, (
∂kw˜)||Vn = (∂kwi)ei˜ + wi (∂kei˜)||Vn
As before let us write (
∂ke
i˜)||Vn = Γ∗iklel˜ , (2.33)
then (
∂kw˜)||Vn = (∂kwi)ei˜ + Γ∗iklel˜wi
= (∂kwi)e
i˜ + Γ∗lkiei˜wl (i
 l)
= (∂kwi + Γ
∗l
kiwl)e
i˜ . (2.34)
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Again,
(∂ke
i˜) = (∂kei˜)||Vn + (∂kei˜)⊥Vn .
Taking dot product with
→
el , we get
(∂ke
i˜)· →el= Γ∗ikjej˜ →el= Γ∗ikjδjl = Γ∗ikl .
But,
ei˜ →el= δil .
So,
(∂ke
i˜) →el +ei˜(∂k →el) = 0
or,
Γ∗ikse
s˜ →el +ei˜Γukl →eu= 0 (using equation (2.25) and (2.33))
or,
Γ∗lksδ
s
l + Γ
u
klδ
i
u = 0
or,
Γ∗ikl + Γ
i
kl = 0
i.e.,
Γ∗ikl = −Γikl. (2.35)
Hence from equation (2.34)
(∂kw˜)||Vn = (∂kwi − Γlkiwl)ei˜ = (∇kwi)ei˜ . (2.36)
Here,
∇kwi = (∂kwi − Γlkiwl) (2.37)
is called the covariant derivative w.r.t. xk of the covariant components of w˜ .
Note: In n dimensional Riemannian space the no. of independent christoffel symbols are
n2(n+1)
2
.
2.16 Transformation Laws for christoffel symbols
Let Γijk and Γijk be the components of the christoffel symbols of first kind in some x−co-
ordinate and x−co-ordinates respectively.
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Then,
Γlmp =
1
2
(
∂gmp
∂xl
+
∂glp
∂xm
− ∂glm
∂xp
)
=
1
2
[
∂
∂xl
(
∂xk
∂xm
∂xs
∂xp
gks
)
+
∂
∂xm
(
∂xi
∂xl
∂xs
∂xp
gis
)
− ∂
∂xp
(
∂xi
∂xl
∂xk
∂xm
gik
)]
=
1
2
[(
∂2xk
∂xl∂xm
∂xs
∂xp
gks +
∂xk
∂xm
∂2xs
∂xl∂xp
gks +
∂xk
∂xm
∂xs
∂xp
∂xi
∂xl
∂gks
∂xi
)
+
(
∂2xi
∂xm∂xl
∂xs
∂xp
gis +
∂xi
∂xl
∂2xs
∂xm∂xp
gis +
∂xi
∂xl
∂xs
∂xp
∂xk
∂xm
∂gis
∂xk
)
−
(
∂2xi
∂xp∂xl
∂xk
∂xm
gik +
∂xi
∂xl
∂2xk
∂xm∂xp
gik − ∂x
i
∂xl
∂xk
∂xm
∂xs
∂xp
∂gik
∂xs
)]
=
∂2xk
∂xl∂xm
∂xs
∂xp
gks +
∂xi
∂xl
∂xk
∂xm
∂xs
∂xp
[
1
2
(∂igks + ∂kgis − ∂sgik)
]
Γlmp =
∂2xk
∂xl∂xm
∂xs
∂xp
gks +
∂xi
∂xl
∂xk
∂xm
∂xs
∂xp
Γiks . (2.38)
This is the transformation law for Γijk. The presence of the 1st term in the R.H.S. (containing
second order partial derivatives of the co-ordinate variables) shows that Γijk is not a tensor, it
is simply a three index symbol.
We shall now deduce the transformation law of Γkij, the christoffel symbols of second kind.
The transformation law of the reciprocal metric tensor (a , (2, 0)−tensor) is
gpq =
∂xp
∂xf
∂xq
∂xh
gfh . (2.39)
Now contracting the L.H.S. of equations (2.38) using (2.39) and accordingly the R.H.S. we have
Γlmpg
pq =
∂2xk
∂xl∂xm
[
∂xs
∂xp
· ∂x
p
∂xf
]
∂xq
∂xh
gfhgks +
∂xi
∂xl
∂xk
∂xm
[
∂xs
∂xp
· ∂x
p
∂xf
]
∂xq
∂xh
gfhΓiks
or, Γ
q
lm =
∂2xk
∂xl∂xm
∂xq
∂xh
δsfg
fhgks +
∂xi
∂xl
∂xk
∂xm
∂xq
∂xh
δsfg
fhΓiks
i.e, Γ
q
lm =
∂2xk
∂xl∂xm
· ∂x
q
∂xk
+
∂xi
∂xl
∂xk
∂xm
∂xq
∂xh
Γhik . (2.40)
This transformation law of christoffel symbols of second kind shows that it is also not a tensor,
rather a 3-index system of functions.
Further, contracting equations (2.40) with ∂x
u
∂xq
we have
Γ
q
lm
∂xu
∂xq
=
∂2xk
∂xl∂xm
δuk +
∂xi
∂xl
∂xk
∂xm
δuhΓ
h
ik
=
∂2xu
∂xl∂xm
+
∂xi
∂xl
∂xk
∂xm
Γuik . (2.41)
Hence,
∂2xu
∂xl∂xm
= Γ
q
lm
∂xu
∂xq
− ∂x
i
∂xl
∂xk
∂xm
Γuik . (2.42)
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2.17 Tensorial property of covariant derivative
We have defined the covariant xk−derivative of a contravarinat vector vi as
∇kvi = ∂kvi + Γiklvl ,
which we shall show later to be a (1, 1)-tensor. Similarly, the covariant xk−derivative of a
covariant vector wi is defined as
∇kwi = ∂kwi − Γlkiwl ,
which will be shown to be a (0, 2) tensor.
We shall now extend this covariant differentiation to arbitrary tensors assuming linearity
and Leibnitzian property of the covariant derivative.
First of all the covariant derivative of a scalar is defined as the partial derivative w.r.t. the
corresponding co-ordinate i.e.,
∇kf = ∂f
∂xk
= ∂kf ,
which is clearly a (0, 1) tensor.
We shall now deduce the covarint derivative of a (1, 1) tensor having components Aij in
x−co-ordinate system.
For any arbitrary covariant and contravariant vectors ui and v
i , the expression Aijuiv
j is a
scalar (by contraction), so we have
∇k(Aijuivj) = ∂k(Aijuivj)
= (∂kA
i
j)uiv
j + Aij(∂kui)v
j + Aijui(∂kv
j)
= (∂kA
i
j)uiv
j + Aij(∇kui + Γskius)vj + Aijui(∇kvj − Γjksvs)
= (∂kA
i
j)uiv
j + ΓskiA
i
jusv
i − ΓjksAijuivs + Aijvj(∇kui) + Aijui(∇vvj) .
Due to Leibnitzian property , the L.H.S can be written as :
(∇kAij)uivj + Aijvj(5kui) + Aijui(5kvj).
So comparing with the R.H.S we have for any arbitrary vectors u˜ and →v
∇kAij = ∂kAij + ΓiksAsj − ΓskjAis .
Similarly,
∇kAij = ∂kAij − ΓskiAsj − ΓukjAiu
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and
∇kAij = ∂kAij + ΓiksAsj + ΓjksAis .
In general, for an arbitrary (r, s) tensor
∇kAi1,i2,......,irj1,j2,......,js = ∂kAi1,i2,......,irj1,j2,......,js +
r∑
p=1
Γ
ip
ksA
i1,i2,...,ip−1,s,ip+1...,ir
j1,j2,......,js
−
s∑
q=1
ΓukjqA
i1,i2,......,ir
j1,j2,...,jq−1,u,jq+1...,js .
2.18 Intrinsic Derivative
Let Ai1,i2,...,irj1,j2,...,js be the components of an (r, s) tensor A in some x−co-ordinate system defined
in a region D of a Riemannian space M . Suppose γ : xi = xi(u) be a curve in this region. Just
as an ordinary derivative d
du
will satisfy the relation
d
du
Ai1,i2,...,irj1,j2,...,js =
(
∂kA
i1,i2,...,ir
j1,j2,...,js
) dxk
du
.
We now define an operator δ
du
as
δ
du
Ai1,i2,...,irj1,j2,...,js =
(∇k · Ai1,i2,...,irj1,j2,...,js) dxkdu (2.43)
and call it the intrinsic u−derivative of A or the intrinsic derivative of A along the curve γ.
Using quotient law, it follows that the intrinsic derivative of an (r, s) tensor is also an (r, s)
tensor i.e., the intrinsic derivative does not alter the order-type of the tensor. Thus
δAi
du
= (∇kAi)dx
k
du
=
(
∂kA
i + ΓiksA
s
) dxk
du
=
dAi
du
+ Γiks
dxk
du
As . (2.44)
Similarly;
δAi
du
=
dAi
du
− ΓsikAs
dxk
du
. (2.45)
For any scalar, σ
δσ
du
= (∇kσ) · dx
k
du
= (∂kσ)
dxk
du
=
dσ
du
. (2.46)
Note: If the covariant derivative of a tensor is zero then obviously its intrinsic derivative is
also zero.
Directional derivative
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If
→
X= (X i) be any vector field defined in the region D, then
Xk∇kAi1,i2,...,irj1,j2,...,js
is called the directional (tensor) derivative of the tensor A in the direction of the vector
→
X and
is often denoted by ∇→
X
Ai1,i2,...,irj1,j2,...,js .
Divergence of a vector: The divergence of a contravariant vector is defined as contraction
of its covariant derivative i.e.,
divAi = Ai;i .
Similarly, the divergence of a covariant vector Ai is denoted by divAi and is defined as
divAi = g
ikAi;k .
Note:
divAi = divA
i
Curl of a vector:
curlAi = Ai;j − Aj;i = ∂Ai
∂xj
− ∂Aj
∂xi
Note-I: If the covariant derivative of a covariant vector is symmetrical then the vector must
be gradient of some scalar function.
As, Ai;j = Aj;i , so curlAi = 0 ⇒ Ai = ∇φ.
II: If ∇2 be the Laplacian operator then for any scalar function φ
∇2φ = div gradφ = 1√
g
∂
∂xi
[√
ggijφ,j
]
=
1√
g
∂i
[√
ggijφ,j
]
2.19 Riemann Curvature Tensor
We know that the commutator [∂k, ∂j] ≡ ∂k∂j − ∂j∂k of partial derivatives is zero, when acting
on functions of class Cr(r ≥ 2). However, similar is not the case with covariant derivatives.The
study of commutator of the covariant derivatives leads to the notion of what is called the
Riemann Curvature Tensor.
Let us calculate the value of
[∇k,∇j]wi ≡ (∇k∇j −∇j∇k)wi .
As, ∇jwi = ∂jwi − Γsjiws so,
∇k∇jwi = ∂k(∇jwi)− Γσkj∇σwi − Γσki∇jwσ
= ∂k
(
∂jwi − Γsjiws
)− Γσkj (∂σwi − Γsσiws)− Γσki (∂jwσ − Γsjσws)
= ∂k∂jwi −
(
∂kΓ
s
ji
)
ws − Γsji(∂kws)− Γσkj∂σwi + ΓσkjΓsσiws − Γσki(∂jwσ) + ΓσkiΓsjσws .
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Now performing k 
 j we have
∇j∇kwi = ∂j∂kwi − (∂jΓski)ws − Γski(∂jws)− Γσjk∂σwi + ΓσjkΓsσiws − Γσki(∂kwσ) + ΓσjiΓskσws
Thus,
[∇k,∇j]wi = −
(
∂kΓ
s
ji − ∂jΓski − ΓσkiΓsjσ + ΓσjiΓskσ
)
As
= − (∂kΓsji − ∂jΓski + ΓsσkΓσji − ΓsσjΓσki)As .
We now define,
[∇k,∇j]wi = Rsijkws (2.47)
where,
Rsijk = −
(
∂kΓ
s
ji − ∂jΓski + ΓsσkΓσji − ΓsσjΓσki
)
. (2.48)
From quotient law we see that Rsijk is a (1, 3) -tensor and is called the Riemann curvature tensor
(in mixed form).
We next calculate the commutator [∇k,∇j]vi.
As,
∇jvi = ∂jvi + Γijsvs
so,
∇k∇jvi = ∂k(∇jvi)− Γσkj∇σvi + Γikσ∇jvσ
= ∂k∂jv
i + (∂kΓ
i
js)v
s + Γijs(∂kv
s)− Γσkj(∂σvi)− ΓσkjΓiσsvs + Γikσ(∂jvσ) + ΓikσΓσjsvs.
Commuting on k and j we get
[∇k,∇j]vi =
(
∂kΓ
i
js − ∂jΓiks + ΓiσkΓσjs − ΓiσjΓσks
)
vs
= −Risjkvs. (2.49)
In general,
[∇k,∇j]Ai1,i2,...,irp1,p2,...,pm =
m∑
u=1
Ai1,i2,...,irp1,p2,...,pu−1,s,pu+1,...,pmR
s
pujk −
r∑
u=1
Ai1,i2,...,iu−1,s,iu+1,...,irp1,p2,...,pm R
iu
sjk . (2.50)
Curvature Tensor in Fully Covariant Form:
We define
Rsijk = gshR
h
ijk , (2.51)
as the Riemann curvature tensor in fully covariant form.
Then
gpsRsijk = g
psgshR
h
ijk = R
p
ijk
Rpijk = g
psRsijk . (2.52)
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Now using equation (2.48) in equation (2.51) , we get
Rsijk = −
[
gsh∂kΓ
h
ji − gsh∂sΓhki + ΓrksΓrji − ΓrjsΓrki
]
.
But
gsh∂kΓ
h
ji = ∂k(gshΓ
h
ji)− (∂kgsh)Γhji .
Hence
Rsijk = −∂k (Γjis) + (∂kgsh) Γhji + ∂jΓkis − (∂jgsh) Γhki − ΓrksΓrji + ΓrjsΓrki
= −∂kΓjis + (Γksh + Γkhs) Γhji + ∂jΓkis − (Γjsh + Γjhs) Γhki − ΓrksΓrji + ΓrjsΓrki
= − [∂kΓjis − ∂jΓkis − ΓhksΓjih + ΓhjsΓkih] .(
Note : ΓkshΓ
h
ji = ghpΓ
p
ksΓ
h
ji = Γ
p
ksΓjip = Γ
h
ksΓjih
)
Thus
Rsijk = −
[
∂kΓjis − ∂jΓkis − ΓhskΓjih + ΓhsjΓkih
]
. (2.53)
Note: The number of independent components (not necessarily vanishing) of curvature tensor
does not exceed n
2(n2−1)
12
Properties of Curvature Tensor
I. Both Rhijk and Rhijk are skew-symmetric in the last two indices i.e.,
Rhi(jk) = 0 = Rhi(jk) .
It follows directly from the defining relation for Rhijk or Rhijk .
II. Rhijk is skew symmetric also in the 1st two indices.
i.e., R(hi)jk = 0
Proof: As gpq is covariant constant so we have
(∇k∇j −∇k∇j) gpq = 0.
Using Equation (2.80) we get
gsqR
s
pjk + gpsR
s
qjk = 0
i.e., Rqpjk +Rpqjk = 0
i.e., R(pq)jk = 0.
III. Bianchi’s first identity:
a) Rhijk +R
h
jki +R
h
kij = 0, i.e; R
h
(ijk) = 0. (2.54)
b) Rhijk +Rhjki +Rhkij = 0, i.e; Rh(ijk) = 0 (2.55)
Note: The above two relations are not independent. In fact 2nd relation (2.55) can be obtained
from the first one (2.54) by multiplying gph and using the definition (2.53).
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Proof: From the definition of the curvature tensor in equation (2.48)
Rhijk = −
(
∂kΓ
h
ji − ∂jΓhki + ΓhpkΓpji − ΓhpjΓpki
)
By cyclic rotation of i, j, k we get
Rhjki = −
(
∂iΓ
h
kj − ∂kΓhij + ΓhpiΓpkj − ΓhpkΓpij
)
Rhkij = −
(
∂jΓ
h
ik − ∂iΓhjk + ΓhpjΓpik − ΓhpiΓpjk
)
Adding these three equations and using symmetry of the christoffel symbol of 2nd kind in the
lower two indices, we get
Rhijk +R
h
jki +R
h
kij = 0.
IV. Rhijk = Rjkhi i.e., for Riemann curvature tensor in fully covariant form, the first and last
pair can be interchanged without changing the value of the tensor.
Proof: The Bianchi 1st identity in fully covariant form gives
Rhijk +Rhjki +Rhkij = 0
By cyclic rotation of the indices (h, i, j, k) we get
Rijkh +Rikhj +Rihjk = 0
Rjkhi +Rjhik +Rjikh = 0
Rkhij +Rkijh +Rkjhi = 0
Adding these four relations and using the skew symmetric properties I and II we get
2Rhjki + 2Rikhj = 0
or,Rhjki +Rikhj = 0
i.e;Rhjki = −Rikhj = Rkihj.
Hence the property.
V. Bianchi’s second identity:
a) ∇hRisjk +∇jRiskh +∇kRishj = 0, (2.56)
b) ∇hRisjk +∇jRiskh +∇kRishj = 0, (2.57)
Note: As in Bianchi’s 1st identity, it will be enough to prove the 1st result only, the second
one can be obtained from the 1st by lowering the index ′i′ with the help of the metric tensor.
Proof: For an arbitrary vector field
→
v , we have
[∇k,∇j] vi = −Risjkvs .
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Now taking covariant xh derivative we get
(∇h∇k∇j −∇h∇j∇k) vi = − (∇hvs)Risjk − vs∇hRisjk . (2.58)
Cyclic rotations of j, k, h gives the following two relations
(∇j∇h∇k −∇j∇k∇h) vi = − (∇jvs)Riskh − vs∇jRiskh . (2.59)
(∇k∇j∇h −∇k∇h∇j) vi = − (∇kvs)Rishj − vs∇kRishj . (2.60)
The sum of the left hand side of (2.58), (2.59) and (2.60) may be written as
(∇h∇k −∇k∇h)
(∇jvi) + (∇j∇h −∇h∇j) (∇kvi)+ (∇h∇k −∇k∇h) (∇jvi)
=
(∇svi)Rsjkh − (∇jvs)Riskh + (∇svi)Rskhj
− (∇kvs)Rishj +
(∇svi)Rshjk − (∇hvs)Risjk
=
(∇svi) [Rsjkh +Rskhj +Rshjk]− (∇jvs)Riskh
− (∇kvs)Rishj − (∇hvs)Risjk .
By, virtue of Bianchi’s first identity the above expression simplifies to
− [(∇jvs)Riskh + (∇kvs)Rishj + (∇hvs)Risjk] .
Now, equating this with the sum of the right hand sides of (2.58), (2.59), and (2.60) we get
−vs [∇hRisjk +∇jRiskh +∇kRishj] = 0.
Since this holds for arbitrary vs , so we obtain
∇hRisjk +∇jRiskh +∇kRishj = 0.
Hence the proof.
2.20 Ricci Tensor and Scalar Curvature
The curvature tensor Rhijk can have three types of contractions namely of h with i, j or k. Now
Rhijk = −
(
∂kΓ
h
ji − ∂jΓhki + ΓhρkΓρji − ΓhρjΓρki
)
Rhhjk = −
(
∂kΓ
h
jh − ∂jΓhkh + ΓhρkΓρjh − ΓhρjΓρkh
)
.
But,
ΓhρkΓ
ρ
jh = Γ
ρ
jhΓ
h
ρk = Γ
ρ
hjΓ
h
kρ = Γ
h
ρjΓ
ρ
kh (h
 ρ)
Hence,
Rhhjk = −
(
∂kΓ
h
jh − ∂jΓhkh
)
= − (∂k ∂j log√g − ∂j ∂k log√g) = 0
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Thus, Rhhjk is a zero tensor.
Next, we consider
Rhijh = −
(
∂hΓ
h
ji − ∂jΓhhi − ΓhρhΓρji − ΓhρjΓρhi
)
= − [∂hΓhji − ∂j∂i log√g + (∂ρ log√g) Γρji − ΓhρjΓρhi] . (2.61)
This is a (0, 2) tensor denoted by Rij and is called the Ricci tensor or the contracted curvature
tensor. Further,
ΓhρjΓ
ρ
hi = Γ
ρ
hiΓ
h
ρj = Γ
h
ρiΓ
ρ
hj (h
 ρ)
The first three terms in the right hand sides of eq. (2.61) are symmetric in i and j and the
above result shows that the fourth term is also symmetric in i band j. Hence the Ricci tensor
is symmetric in its indices i.e., Ricci tensor is a symmetric (0, 2) tensor.
Lastly considering Rhihk, we see that
Rhihk = −Rhikh = −Rik
i.e., no new tensor.
Note-I. ghk Rhijk = R
k
ijk = Rij .
II. gij Rhijk = g
ij Rihkj = R
j
hkj = Rhk .
The scalar gijRij is denoted by R and is called the scalar curvature.
The tensor gki Rij = R
k
j is called the Ricci tensor in mixed form.
2.21 Space of Constant Curvature
If in a Riemannian space
Rhijk = k (ghjgik − ghkgij) . (2.62)
where k is a scalar then it can be proved that k is a constant. Such a space is called a space
of constant curvature.
A Riemannian space with Rhijk = 0 is called a flat space. A flat space is obviously a space
of constant curvature.
———————————————————————————–
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Exercise
2.1. In Euclidean 3-space E3, show that any basis {e1, e2, e3} and its reciprocal basis {e1˜ , e2˜ , e3˜}are connected as
e1˜ = e2 × e3[e1 e2 e3] , e2˜ = e3 × e1[e1 e2 e3] , e3˜ = e1 × e2[e1 e2 e3]
and similarly
e1 =
e2˜ × e3˜
[e1˜ e2˜ e3˜ ] , e2 =
e3˜ × e1˜
[e1˜ e2˜ e3˜ ] , e3 =
e1˜ × e2˜
[e1˜ e2˜ e3˜ ]
Also show that the two box products are inverse of each other.
2.2. How many components does a tensor of rank 3 have in a space of dimension 4 ?
2.3. If a contravariant vector v has components v1 = λ, vk = 0, (k = 2, 3, . . . , n) in
x−coordinate system then show that its components v¯i in another x¯-coordinate system are
given by
v¯i = λ
dx¯i
dx1
.
2.4. Show that there is no distinction between contravariant and covariant components of a
vector, when rectangular cartesian co-ordinates are used.
2.5. Show that the equations of transformation of a mixed tensor possesses the group property
(or equivalently the transformations of a mixed tensor is transitive).
2.6. Let Aijk is a (1, 2) -tensor and B
lm is a (2, 0) -tensor. Then AijkB
jm is a (2, 1) -tensor of
the form Cimk . (Here j is the dummy index and i, k and m are the free indices characterized
by the order-type of the resulting tensor C).
2.7. Show that AijB
jk is a (1, 1) tensor while AijB
ji is a scalar.
2.8. If Sij is a symmetric tensor and aij is an alternating tensor (i.e. skew-symmetric) then
the inner product Sij aij vanish identically.
2.9. Show that if the quadratic form aijx
ixj is identically zero then aij is skew-symmetric.
2.10. Show that in an n-dimensional space the no. of independent components of a sym-
metric tensor Sij is
1
2
n(n+ 1) and that of a skew-symmetric tensor aij is
1
2
n(n− 1).
2.11 Let A(i, j, k) be a 3-index system of functions of the co-ordinate variables. If for an
arbitrary (1, 0) -tensor Bu,the system :∑
j
A(i, j, k)Bj
is a (1, 1) -tensor then show that A(i, j, k) is a (1, 2) -tensor. Also write the appropriate ex-
pression for A.
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2.12. Let A(i, j, k, ) be a 3 index system of functions of the coordinate variables. If for
an arbitrary (1,1) -tensor Buv , the expression∑
k
A(i, j, k)Bkm ,
is a (2, 1) -tensor then show that A(i, j, k) is also a (2, 1) -tensor.
2.13. Let A(i, j) be a 2-index system of functions of the co-ordinate variables. If for two
arbitrary contravariant vectors ui and vi, the expression A(i, j)uivj is a scalar then show that
A(i, j) is a (0, 2) -tensor.
2.14. Let A(i, j) be a 2-index system of functions of the co-ordinate variables. If for an
arbitrary contravariant vector ui, the expression∑
i
∑
j
A(i, j)uiuj,
is a scalar,then show that A(i, j) + A(i, j) is a (0, 2) -tensor. Further, if A(i, j) is symmetric
then A(i, j) itself is a (0, 2) -tensor.
2.15. Show that Kronecker’s delta is a (1, 1) -tensor by using the quotient law.
Hints: Use δiju
j = ui ,ui is an arbitrary vector.
2.16. If aijkλ
iλjλk is a scalar for arbitrary contravariant vector λ, then show that
aijk + aikj + ajki + ajik + akij + akji is a (0, 3) -tensor.
2.17. Prove that the equations of transformation of a relative tensor possess the group property.
2.18. Show that there is no distinction between contravariant and co-variant vectors when
we restrict ourselves to transformations of the type
x′α = aαβx
β + bα
where a′s and b′s are constants such that
3∑
α=1
aαβa
γ
α = δ
γ
β
2.19. If the tensor aij and gij are symmetric and u
i and vi are components of contravariant
vectors satisfying the equation
(aij − kgij)ui = 0
(aij − k′gij) vi = 0
}
(i, j) = 1, 2, . . . , n ; k 6= k′
prove that, giju
iuj = 0 , aiju
iuj = 0.
2.20. If amnx
mxn = bmnx
mxn for arbitrary values of xr, show that a(mn) = b(mn).
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2.21. If ahijkλ
hµiλjµk = 0 , where λi, µi are components of two arbitrary vectors, then
show that
ahijk + ahkji + ajihk + ajkhi = 0.
2.22. If Ai is an arbitrary contravariant vector and CijA
iAj is an invariant, then show that
Cij + Cji is a covariant tensors of the 2
nd order.
2.23. If aijk λiµjγ
k is a scalar invariant, λi, µj, γ
k are arbitrary vectors, then show that aijk is
a (2, 1) -tensor.
2.24. If in a Riemannian space the co-ordinate curves are orthogonal to each other then
the co-ordinate hypersurfaces are also orthogonal to each other and conversely.
2.25. Express the fundamental tensors gij and g
ij in terms of the components of the unit
tangents eih (h = 1, 2, . . . , n) to an orthogonal ennuple.
2.26. If g = |gij| where gij is a non-singular tensor and if gij is its reciprocal tensor then
prove that
∂
∂xk
log g = gji
∂
∂xk
gij = −gij ∂
∂xk
gji.
2.27. Prove that
√
g dx1dx2 . . . . . . dxn is an invariant volume element.
2.28. Show that ∂
∂xk
ln |detA| = TrA−1 ∂A
∂xk
, for any square matrix A.
2.29. Show that the laws of transformations of Christoffel symbols possess transitive prop-
erty.
2.30. For any scalar φ, show that ∇kφ is a (0, 1) tensor.
2.31. Show that ∇kAi = ∂kAi − ΓskiAs is a (0, 2) tensor.
2.32. Show that ∂mgij = Γmij + Γmji.
2.33. If θij is the angle between the i-th and j-th co-ordinate hypersurfaces then show that
cos θij =
gij√
giigjj
.
2.34. Prove that
Γsms = ∂m log
√
g =
1√
g
∂m
√
g =
1
2g
∂mg.
2.35. Show that δij , gij and g
ij are covariant constants.
2.36. Find the commutation formulas for covariant derivatives of the tensor Apq , Apq and
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Apq.
2.37. In a Riemannian n−space show that Rij = λgij implies λ = Rn .
2.38. If in a Riemannian space the relation
gijRkl − gilRjk + gjkRil − gklRij = 0
holds then show that the space is Einstein.
2.39. Show that a space of constant curvature is an Einstein space.
2.40. If Rij is the Ricci tensor and R
h
j = g
hiRij then prove that
∇hRhj =
1
2
∂R
∂xj
.
2.41. Show that in an Einstein space of dimension n > 2 , the scalar curvature R is a constant.
2.42 Show that if in a V3 the coordinates can be chosen so that the components of a ten-
sor gij are zero for i 6= j , then
(i) Rhj =
1
gii
Rhiij , (ii) Rhh =
1
gii
Rhiij +
1
gjj
Rhjjh .
Solution and Hints
Solution 2.1: Since the action of the dual basis on the basis of TP are given by
ei˜(ej) = δij
So we have in 3D
e1˜ (e1) = 1, e1˜ (e2) = 0, e1˜ (e3) = 0
i.e., e1˜ is orthogonal to e2 and e3. So we write
e1˜ = λ(e2 × e3)
Now,
1 = e1˜ (e1) = λ[e1 e2 e3]
i.e.,
λ =
1
[e1 e2 e3]
.
So,
e1˜ = e2 × e3[e1 e2 e3]
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Similarly for e2˜ and e3˜ .Again,
e1˜ (e1) = 1 , e2˜ (e1) = 0 , e3˜ (e1) = 0 ,
So, e1 is orthogonal to e2 and e3, i.e., e1= µ (e
2˜ × e3˜ )Hence,
1 = e1˜ (e1) = µe1˜ · (e2˜ × e3˜ ) = µ[e1˜ e2˜ e3˜ ]
i.e.,
e1 =
e2˜ × e3˜
[e1˜ e2˜ e3˜ ]
Now,
[e1˜ e2˜ e3˜ ] = e1˜ · (e2˜ × e3˜ )
=
e2 × e3
[e1 e2 e3]
{
(e3 × e1)× (e2 × e3)
[e1 e2 e3]2
}
=
e2 × e3
[e1 e2 e3]3
{(e3 × e1)× (e1 × e2)}
=
e2 × e3
[e1 e2 e3]3
{((e1 × e2) · e3)e1 − ((e1 × e2) · e1)e3}
=
(e2 × e3)[e1 e2 e3]e1
[e1 e2 e3]3
=
1
[e1 e2 e3]
. (proved)
Solution 2.2: Total no. of components of a tensor of rank m in an n-dimensional space = nm.
Thus no. of components = 43 = 64.
Solution 2.4: Without any loss of generality, we choose for simplicity the space dimension to
be two. Let (X, Y ) and (X ′, Y ′) be two sets of rectangular cartesian coordinate systems. So
if (x1, x2) and (x1
′
, x2
′
) be the coordinates of a point P in these two coordinate systems then
we have,
x1
′
= l1x
1 +m1x
2 , x2
′
= l2x
1 +m2x
2 (2.63)
or equivalently,
x1 = l1x
1′ + l2x
2′ , x2 = m1x
1′ +m2x
2′ (2.64)
suppose Ai be the contravariant components of a vector A, then the transformation law equa-
tions (2.6) and (2.7) give
Ai
′
=
∂xi
′
∂xk
Ak , i = 1, 2 ; k = 1, 2
or explicitly,
A1
′
=
∂x1
′
∂x1
A1 +
∂x1
′
∂x2
A2 = l1A
1 +m1A
2 (2.65)
A2
′
=
∂x2
′
∂x1
A1 +
∂x2
′
∂x2
A2 = l2A
1 +m2A
2 (2.66)
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Similarly, if Au be the covariant components of the vector A, then the transformation laws
equations (2.8) and (2.9) give
A
′
u =
∂xv
∂xu′
Av , (u, v) = (1, 2)
i.e. A
′
1 =
∂x1
′
∂x1
A1 +
∂x1
′
∂x2
A2 = l1A1 +m1A2 (2.67)
A
′
2 =
∂x2
′
∂x1
A1 +
∂x2
′
∂x2
A2 = l2A1 +m2A2 (2.68)
The transformation equations (2.65)−(2.68) show that there is no distinction between covariant
and contravariant components of a vector under rectangular cartesian coordinates.
Solution 2.5: Let Aij and A¯
p
q be the components of a (1, 1) tensor in some x and x¯−co-
ordinate systems. So the components are related by the transformation laws
A¯pq =
∂x¯p
∂xi
∂xj
∂x¯q
Aij (2.69)
If we choose another x¯-coordinate system in which the components of the (1, 1)-tensor are A¯uv ,
then A¯uv and A¯
p
q are related by the transformation laws
A¯uv =
∂x¯u
∂x¯p
∂x¯q
∂x¯v
A¯pq (2.70)
Now substituting A¯pq from (2.69) into (2.70) we have
A¯uv =
∂x¯u
∂x¯p
∂x¯q
∂x¯v
∂x¯p
∂xi
∂xj
∂x¯q
Aij
=
(
∂x¯u
∂x¯p
∂x¯p
∂xi
)(
∂x¯q
∂x¯v
∂xj
∂x¯q
)
Aij
=
∂x¯u
∂xi
∂xj
∂x¯v
Aij . (2.71)
Equation (2.71) is nothing but the transformation laws of the components of the (1, 1)-tensor
when there is a transformation of coordinate from x-system to x¯-system. If the transformation
equations (2.69) and (2.70) are denoted by T (A) and T¯ (A) then Eq. (2.71) tells us
T¯ (A) = T (A) o T¯ (A) (2.72)
i.e., the transformation laws follow transitive property. If the co-ordinates xi transforms to xi
itself then the components of the tensor remain same and is called the identity transformation.
The transformation from x¯-co-ordinate system to x-co-ordinate system is the inverse of that
from x-co-ordinate system to x¯-co-ordinate system and equation (2.72) by the combination give
the identity transformation. So the set of all transformation equations of a tensor form a group.
In fact it is an abelian group.
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Solution 2.6: From the transformation law for tensor
AijkB
jm =
∂xi
∂x¯p
∂x¯q
∂xj
∂x¯r
∂xk
∂xj
∂x¯s
∂xm
∂x¯t
A¯pqrB¯
st
=
∂xi
∂x¯p
∂xm
∂x¯t
∂x¯r
∂xk
(
∂x¯q
∂xj
∂xj
∂x¯s
)
A¯pqrB¯
st
=
∂xi
∂x¯p
∂xm
∂x¯t
∂x¯r
∂xk
δqsA¯
p
qrB¯
st
=
∂xi
∂x¯p
∂xm
∂x¯t
∂x¯r
∂xk
A¯pqrB¯
qt
Which clearly shows that AijkB
jm is a (2, 1)-tensor.
Solution 2.11: Let the given components be in some x-co-ordinate system and let those
under any other x¯-co-ordinate system be denoted by bar signs over the main letters. Suppose
summation convention is used for any repeated index.
Since in the product A(i, j, k)Bj,the free indices are i and k while the expression is given
to be a (1, 1)-tensor, then it must be a tensor of the form Cik or C
k
i .
Case-I : Let A(i, j, k)Bj = Cik. Then A¯(p, q, r)B¯
q = C¯pr .
But from the transformation law of tensor
C¯pr =
∂x¯p
∂xi
∂xk
∂x¯r
Cik
or, A¯(p, q, r)B¯q =
∂x¯p
∂xi
∂xk
∂x¯r
A(i, j, k)Bj
=
∂x¯p
∂xi
∂xk
∂x¯r
A(i, j, k)
∂xj
∂x¯q
B¯q (as B is (1, 0) tensor)
or,
[
A¯(p, q, r)− ∂x¯
p
∂xi
∂xk
∂x¯r
∂xkj
∂x¯q
A(i, j, k)
]
B¯q = 0 .
Since it holds for arbitrary Bu and hence for arbitrary B¯q, so we have
A¯(p, q, r) =
∂x¯p
∂xi
∂xk
∂x¯r
∂xj
∂x¯q
A(i, j, k)
This shows that A(i, j, k) is a (1, 2)-tensor and its appropriate form is Ai jk.
Case-II : If A(i, j, k)Bj = Cki , then A(i, j, k) is again a (1, 2) tensor , but its ap-
propriate form will be Akij.
Hints 2.15: Use δiju
j = ui ,ui is an arbitrary vector.
Solution 2.16: As aijkλ
iλjλk is a scalar so,
aijkλ
iλjλk = a¯pqrλ¯
pλ¯qλ¯r = a¯pqr
∂x¯p
∂xi
∂x¯q
∂xj
∂x¯r
∂xk
λiλjλk
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or,
(
aijk − a¯pqr ∂x¯
p
∂xi
∂x¯q
∂xj
∂x¯r
∂xk
)
λiλjλk = 0 i.e., Cijkλ
iλjλk = 0
Since this holds for arbitrary contravariant vector λ, so we have
Cijk + Cikj + Cjki + Cjik + Ckij + Ckji = 0.
Now putting the values of the C-system and adjusting the dummy indices we get,
aijk + aikj + ajki + ajik + akij + akji =
∂x¯p
∂xi
∂x¯q
∂xj
∂x¯r
∂xk
(a¯pqr + a¯prq + a¯qrp + a¯qpr + a¯rpq + a¯rqp).
Here aijk + aikj + ajki + ajik + akij + akji is a (0, 3)-tensor.
Solution 2.18: From the transformation law
x′α = aαβx
β + bα
we have
∂x
′α
∂xδ
= aαδ
Again from the transformation law
3∑
α=1
aγαx
′α =
3∑
α=1
aγαa
α
βx
β +
3∑
α=1
aγαb
α = δγβx
β +
3∑
α=1
aγαb
α
⇒ xγ =
3∑
α=1
aγαx
′α −
3∑
α=1
aγαb
α
so,
∂xγ
∂x′m
= aγm , i.e.,
∂xδ
∂x′γ
= aδγ
Now, A
′α =
∂x
′α
∂xδ
Aδ = aαδA
δ
Similarly, A′γ =
∂xδ
∂x′γ
Aδ = a
δ
γAδ
Hence the contravariant and covariant components transform in the same way.
Solution 2.19: We have
(aij − kgij)ui = 0
and (aij − k′gij)vi = 0
Now multiply the first equation by vj and second one by uj and then subtracting we have
aiju
ivj − aijviuj − kgijuivj + k′gijviuj = 0
Now, interchanging i and j in the second and forth term and noting that
aij = aji and gij = gji.
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We have,
(k′ − k)gijuivj = 0
i.e. giju
ivj = 0.
Now multiplying the first equation by vj and using this result we obtain,
aiju
ivj = 0 .
Solution 2.20: As amnx
mxn = bmnx
mxn, so we have
A = (amn − bmn)xmxn = 0.
So,
∂A
∂xi
= (ain − bin)xn + (ami − bmi)xm
and so,
∂2A
∂xi∂xj
= (aij − bij) + (aji − bji) = 0
⇒ aij + aji = bij + bji
i.e. a(ij) = b(ij).
Solution 2.21: Let
A = ahijkλ
hµiλjµk = 0
∂A
∂λh
= ahijkµ
iλjµk + apihkλ
pµiµk = 0
∂2A
∂λµ∂λj
= ahijkµ
iµk + ajihkµ
iµk = 0
∂3A
∂λµ∂λj∂µi
= ahijkµ
k + ahkjiµ
k + ajihkµ
k + ajkhiµ
k = 0
∂4A
∂λµ∂λj∂µi∂µk
= ahijk + ahkji + ajihk + ajkhi = 0
Hence the result.
Solution 2.22: As CijA
iAj is an invariant for arbitrary contravariant vector Ai, so
CijA
iAj = C
′
ijA
′iB
′j
using tensor law of transformation
CijA
iAj = C
′
ij
∂x
′i
∂xα
Aα
∂x
′j
∂xβ
Aβ.
Now interchanging the suffixes i and j
CjiA
jAi = C
′
ji
∂x
′j
∂xα
∂x
′i
∂xβ
AαAβ = C
′
ji
∂x
′i
∂xα
∂x
′j
∂xβ
AαAβ
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(interchanging the dummy suffixes α and β).
Thus,
(Cji + Cij)A
iAj =
(
C ′ji + C
′
ij
) ∂x′i
∂xα
∂x
′j
∂xβ
AαAβ
⇒ (Cαβ + Cβα)AαAβ =
(
C ′ji + C
′
ij
) ∂x′i
∂xα
∂x
′j
∂xβ
AαAβ
⇒
[
(Cαβ + Cβα)−
(
C ′ij + C
′
ji
) ∂x′i
∂xα
∂x
′j
∂xβ
]
AαAβ = 0
As Aα is arbitrary so the expression within the square bracket vanishes. Hence Cαβ +Cβα is a
(0, 2)-tensor.
Solution 2.24: The vectors {→e1, →e2, . . . . . . , →en}, the natural basis in some x−co-ordinate system
are respectively tangential to the 1st, 2nd,. . . n-th co-ordinate curves. We first suppose that
the co-ordinate curves are orthogonal to each other i.e,
→
ei · →ej= 0 (i 6= j). As gij =→ei · →ej ,
so we have gij = 0 (i 6= j). Thus gij as a square matrix is diagonal. Since gij is non-singular
so all the diagonal elements are nonzero i.e., gij 6= 0 if i 6= j. So similar result will hold for
reciprocal metric tensor gij i.e., gij = 0 if i 6= j ; 6= 0 if i = j. But gij = ei˜ · ej˜ and henceei˜ · ej˜ = 0 for i 6= j. As ei˜ is normal to the ith co-ordinate hypersurface so the co-ordinatehypersurfaces are orthogonal to each other.
A family of curves such that through each point of Vn only one of the curves of the family
passes, is called a congruence of curves. A congruence of curves is defined by a vector field. An
orthogonal ennuple in a Riemannian space of dim n is a set of n mutually orthogonal congru-
ences of curves.
Solution 2.25: Let eiα (α = 1, 2, . . . , n) be the n unit tangent vectors to an orthogonal ennuple
in Vn. As these congruences are orthogonal to each other so
gije
i
αe
j
β = δαβ
If we define,
eiα =
co-factor of e(α)i in determinant
∣∣e(α)i∣∣∣∣e(α)i∣∣ ,
then from the property of determinant
n∑
i=1
e(α)je
i
(α) = δ
i
j . (2.73)
Now multiply both side by gjk we get
n∑
i=1
ei(α)e(α)jg
jk = δijg
jk
i.e,
n∑
i=1
eiαe
k
α = g
ik . (2.74)
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Again multiplying equation(2.73) by gik we have
n∑
i=1
ei(α)e(α)jgik = δ
i
jgik
i.e,
n∑
i=1
e(α)ke(α)j = gjk . (2.75)
Hence equation (2.74) and (2.75) gives expression for gij and gij respectively.
Solution 2.26: By the property of determinant (see appendix II)
∂g
∂xk
= Gji
∂
∂xk
gij , G
ji = cofactor of gij in g.
But
gji =
Gji
g
i.e, Gji = ggji.
So,
∂g
∂xk
= ggji
∂
∂xk
gij
or,
1
g
∂g
∂xk
= gji
∂
∂xk
gij
or,
∂
∂xk
log g = gji
∂
∂xk
gij.
Again from the property of the reciprocal tensor
gjigik = δ
j
k
i.e, gjigij = δ
j
j = n , n = dimension of the space.
i.e, gji
∂
∂xk
gij + gij
∂
∂xk
gji = 0
i.e, gji
∂
∂xk
gij = −gij ∂
∂xk
gji
Thus,
∂
∂xk
logg = −gij ∂
∂xk
gji.
Hence the result.
Solution 2.27: As gij is a symmetric tensor of rank 2 so its transformation law gives
g′ij =
∂xp
∂x′i
∂xq
∂x′j
gpq .
Taking determinant of both sides we have
∣∣g′ij∣∣ = |gαβ| ∣∣∣∣∂xα∂x′i
∣∣∣∣ ∣∣∣∣ ∂xβ∂x′j
∣∣∣∣
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i.e, g′ = gJ2 , J =
∣∣∣∣∂xα∂x′i
∣∣∣∣ is the Jacobian of transformation.
But dx1dx2 . . . . . . dxn = |J | dx′1dx′2 . . . . . . dx′n
=
√
g′
g
dx′1dx′2 . . . . . . dx′n
⇒ √gdx1dx2 . . . . . . dxn =
√
g′dx′1dx′2 . . . . . . dx′n .
Hence dV =
√
gdx1dx2 . . . . . . dxn is an invariant volume element.
Proof 2.28: Let A be any square matrix having determinant |detA|. We consider a vari-
ation of the elements of the matrix.Then
δ ln |detA| = ln |det(A+ δA)| − ln |detA|
= ln
∣∣∣∣det(A+ δA)detA
∣∣∣∣ = ln ∣∣detA−1(A+ δA)∣∣
= ln
∣∣det(I + A−1δA)∣∣ .
Now, det(I + δ) = 1 + Tr(δ) +O(δ2) , δ is a small square metric of same order as A.
Thus
δ ln |detA| = ln(1 + Tr(A−1)δA)
= Tr(A−1)δA
so,
∂
∂xK
ln |detA| = Tr(A−1) ∂A
∂xK
.
In particular, if we choose A = gij , the metric tensor, then
∂
∂xK
ln g =
Gij
g
∂gij
∂xK
, Gij = Cofactor of gij in g = g · gji
1
g
∂g
∂xK
=
g.gji
g
∂gij
∂xK
= gji
∂gij
∂xK
.
Solution 2.29: Let us consider a co-ordinate transformations:
xi → xi → xi
i.e., xi = xi(xk) and x
i
= x
i
(xk)
Let the christoffel symbols in these co-ordinate systems be Γijk , Γ
i
jk and Γ
i
jk repectively.
For the first set of co-ordinate transformation (i.e., xi −→ xi) the transformation of the
christoffel symbols are given by equation (2.40) as
Γ
k
ij = Γ
c
ab
∂xa
∂xi
∂xb
∂xj
∂xk
∂xc
+
∂2xc
∂xi∂xj
∂xk
∂xc
. (2.76)
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Similarly, corresponding to the second set of co-ordinate transformation
Γ
r
pq = Γ
k
ij
∂xi
∂x
p
∂xj
∂x
q
∂x
r
∂xk
+
∂2xk
∂x
p
∂x
q .
∂x
r
∂xk
. (2.77)
Now combining equation (2.76) and (2.77) we have
Γ
r
pq = Γ
c
ab
∂xa
∂xi
∂xb
∂xj
∂xk
∂xc
∂xi
∂x
p
∂xj
∂x
q
∂x
r
∂xk
+
∂2xc
∂xi∂xj
∂xi
∂x
p
∂xj
∂x
q
∂xk
∂xc
∂x
r
∂xk
+
∂2xk
∂x
p
∂x
q
∂x
r
∂xk
= Γcab
∂xa
∂x
p
∂xb
∂x
q
∂x
r
∂xc
+
∂2xk
∂x
p
∂x
q
∂x
r
∂xk
+
∂2xc
∂xi∂xj
∂x
r
∂xc
∂xi
∂x
p
∂xj
∂x
q . (2.78)
From the chain rule of differentiation:
∂xc
∂xi
· ∂x
i
∂x
p =
∂xc
∂x
p ,
differentiating both sides w.r.t. x
q
, we get
∂2xc
∂xi∂xj
∂xi
∂x
p
∂xj
∂x
q +
∂xc
∂xi
∂2xi
∂x
p
∂x
q =
∂2xc
∂x
p
∂x
q
Now multiplying both sides by ∂x
r
∂xc
we get
∂2xc
∂xi∂xj
∂xi
∂x
p
∂xj
∂x
q
∂x
r
∂xc
+
∂2xi
∂x
p
∂x
q
∂xc
∂xi
∂x
r
∂xc
=
∂2xc
∂x
p
∂x
q
∂x
r
∂xc
or,
∂2xc
∂xi∂xj
∂xi
∂x
p
∂xj
∂x
q
∂x
r
∂xc
+
∂2xk
∂x
p
∂x
q
∂x
r
∂xk
=
∂2xc
∂x
p
∂x
q
∂x
r
∂xc
.
Using this relation in equation (2.78) we have
Γ
r
pq = Γ
c
ab
∂xa
∂x
p
∂xb
∂x
q
∂x
r
∂xc
+
∂2xc
∂x
p
∂x
q
∂x
r
∂xc
Hence the transformation law for christoffel symbols possesses transitive property.
Solution 2.30:
∇mφ = ∂mφ = ∂φ
∂xm
=
∂φ
∂xk
· ∂x
k
∂xm
=
∂xk
∂xm
(∂kφ)
=
∂xk
∂xm
(∇kφ) .
This shows that ∇kφ is a (0,1) tensor.
Solution 2.31:
Ap =
∂xi
∂xp
Ai .
Then,
∂Ap
∂xq
=
∂
∂xq
(
∂xi
∂xp
Ai
)
=
∂2xi
∂xq∂xp
Ai +
∂xi
∂xp
∂Ai
∂xq
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=
(
Γ
s
qp
∂xi
∂xs
− ∂x
i
∂xq
∂xk
∂xp
Γijk
)
Ai +
∂xi
∂xp
∂xj
∂xq
∂Ai
∂xj
(using equation (2.42))
= Γ
s
qpAs −
∂xj
∂xq
∂xi
∂xp
ΓsjiAs +
∂xi
∂xp
∂xj
∂xq
∂Ai
∂xj
or,
∂Ap
∂xq
− ΓsqpAs =
∂xi
∂xp
∂xj
∂xq
(
∂Ai
∂xj
− ΓsjiAs
)
or, ∇qAp = ∂x
i
∂xp
∂xj
∂xq
∇jAi .
This shows that ∇jAi is a (0, 2) tensor.
In a similar way it can be shown that ∇kAi1,i2,...,irj1,j2,...,js is a (r, s+ 1) tensor.
Note: Covariant differentiation, increases the covariant order of a tensor by one.
Solution 2.32: By the definition of christoffel symbol
Γmij =
1
2
(
∂gij
∂xm
+
∂gmj
∂xi
− ∂gmi
∂xj
)
and,
Γmij =
1
2
(
∂gij
∂xm
+
∂gim
∂xj
− ∂gmj
∂xi
)
.
Adding and noting the symmetry of gij we get
∂mgij = Γmij + Γmji .
Solution 2.33: The angle between any two hypersurfaces is equal to the angle between their
normals. Now ei and ej are normals i-th and j-th co-ordinate hypersurfaces respectively, where
{e1, e2, . . . . . . , en} is the reciprocal natural basis of the given co-ordinate system.
cos θij =
(ei · ej)√
ei · ei
√
ej · ej .
But we know that ei · ej = gij , hence
cos θij =
gij√
gii
√
gjj
.
Note: The co-ordinate hypersurfaces are orthogonal to each other iff gij = 0 whenever i 6= j.
Solution 2.34:
g = det gij .
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Let Gij = cofactor of gji in g , then g
ij = G
ij
g
.
We know that
∂mg = G
ij∂mgji = gg
ij∂mgji
= ggij (Γmji + Γmij) = g
(
Γiim + Γ
i
mi
)
= 2gΓsms
Γsms =
1
2g
∂mg =
1
2
∂m log g = ∂m log
√
g =
1√
g
∂m(
√
g) .
Solution 2.35:
∇kδij = ∂kδij + Γiksδsj − Γukjδiu
= 0 + Γikj − Γikj = 0
∇kgij = ∂kgij − Γskigsj − Γukjgiu
= ∂kgij − (Γkij + Γkji) = ∂kgij − ∂kgij = 0.
Also as gijgjp = δ
i
p , so ∇k (gijgjp) = 0
⇒ (∇kgij)gjp + gij(∇kgjp) = 0 ⇒ ∇kgij = 0.
Solution 2.36: We know that
∇jApq = ∂jApq + ΓpsjAsq − ΓsqjAps
∇k∇jApq = ∂k
(∇jApq)− Γσjk∇σApq + Γpσk∇jAσq − Γσqk∇jApσ
= ∂k∂jA
P
q +
(
∂kΓ
p
sj
)
Asq + Γ
p
sj
(
∂kA
s
q
)− (∂kΓsqj)Aps
− Γsqj∂kAps − Γσjk
(
∂σA
p
q + Γ
p
sσA
s
q − ΓsqσAps
)
+ Γpσk
(
∂jA
σ
q + Γ
σ
sjA
s
q − ΓsqjAσs
)
− Γσqk
(
∂jA
p
σ + Γ
p
sjA
s
σ − ΓsσjAps
)
.
Commuting on k and j we get
(∇k∇j −∇j∇k)Apq =
(
∂kΓ
p
js − ∂jΓpks + ΓpσkΓσjs − ΓpσjΓσks
)
Asq
− (∂kΓsjq − ∂jΓskq + ΓsσkΓσjq − ΓsσjΓσkq)Aps
= −RpsjkAsq +RsqjkAps. (2.79)
In a similar way
[∇k,∇j]Apq = AsqRspjk + ApsRsqjk (2.80)
and,
[∇k,∇j]Apq = −RpsjkAsq −RqsjkAps. (2.81)
Solution 2.37: Transvecting the given relation Rij = λgij by g
ij we get
R = λn, i.e., λ =
R
n
100 CHAPTER 2. DIFFERENTIAL GEOMETRY IN LOCAL CO-ORDINATE BASIS
Hence,
Rij =
R
n
gij
A Riemannian space of dimension ‘n’ in which the above equation holds is called an
Einstein space of dimension ‘n’. In Einstein’s general relativity the space-time world is a
(pseudo)Riemannian 4–space of signature (+,+,+,−) or (+,−,−,−) which is an Einstein
space.
Note: As gijgik = δ
i
k , so g
ij gij = δ
i
i = δ
1
1 + δ
2
2 + . . . . . .+ δ
n
n = n .
Solution 2.38: Let n be the dimension of the space. Now transvecting the given relation
by gij we get
nRkl − δjlRjk + δik Ril −Rgkl = 0
or, nRkl −Rlk +Rkl −Rgkl = 0
or, Rkl =
R
n
gkl .
Hence the space is Einstein.
Solution 2.39: Let Vn be a space of constant curvature of dimension ‘n’. Then we have
Rhijk = k (ghj gik − ghk gij)
Now multiplying by ghk and contracting on h and k we get
Rij = k
(
δkjgik − ngij
)
= k(1− n)gij ,
showing that the space is an Einstein space.
Note: Here k(1− n) = R
n
⇒ R = kn(1− n).
Solution 2.40: We have, Rhj = g
hiRij
∇hRhj = ghi∇hRij = ghi∇hRsijs = ghi∇h (gspRpijs)
= ghigsp∇hRpijs .
By Bianchi’s 2nd identity we have
∇hRpijs +∇jRpish +∇sRpihj = 0.
So we can write
∇hRhj = −ghigsp [∇jRpish +∇sRpihj]
= −∇j
(
ghigspRpish
)−∇s (ghigspRpihj)
= ∇j
(
ghigspRpihs
)−∇s (gspghiRpihj)
= ∇j
(
ghiRih
)−∇s (gspRpj)
= ∇jR−∇sRsj =
∂R
∂xj
−∇hRhj
⇒ ∇hRhj =
1
2
∂R
∂xj
.
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Solution 2.41: Einstein space of dimension ‘n’ is defined by the relation
Rkj =
R
n
δkj
∇kRkj =
1
n
δkj∇kR =
1
n
∂R
∂xj
.
But,
∇kRkj =
1
2
∂R
∂xj
so, we have (n− 2) ∂R
∂xj
= 0.
Thus if n > 2 then scalar curvature R is a constant.
Solution 2.42: It is given that gij = 0 , ∀ i, j such that i 6= j .
So gij = 0 , ∀ i, j s.t. i 6= j .
Also gii = 1
gii
, ∀ i .
From the antisymmetric property of curvature tensor
Rhijk = −Rihjk , Rhijk = −Rhikj .
Note that i , j , h take values from 1 to 3 and they are all unequal. So for convenience we
choose i = 1 , j = 2 , h = 3.
Now, Rhj = g
pqRphjq =
3∑
p=1
gppRphjp =
3∑
p=1
Rphjp
gpp
=
Rihji
gii
+
Rjhjj
gjj
+
Rhhjh
ghh
=
Rihji
gjj
=
Rhiij
gii
.
Also, Rhh =
3∑
p=1
Rphhp
gpp
=
Rihhi
gii
+
Rjhhj
gjj
+
Rhhhh
ghh
=
Rhiih
gii
+
Rhjjh
gij
.
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Chapter 3
Curves in a Riemannian Space
3.1 Parametric Representation
Let xi be a coordinate system defined in a coordinate neighbourhood of an n-dimensional
Riemannian space M . A curve in M is given by
xi = f i(u) , i = 1, 2, . . . , n, (3.1)
where u is a real variable, called the parameter, defined in some interval I of the real line R. If
the functions f i (i = 1, 2, . . . , n) are C∞, then the curve is also briefly called a C∞ curve. As
the functions are single valued so for a single value of u, there corresponds a single point of the
curve. If the converse is true then the parameter is also called a coordinate for the curve.
Example: x1 = a cosu , x2 = a sinu , x3 = 0 , . . . , xn = 0.
We have P (0) = P (2pi). So if we take the interval as 0 ≤ u < 2pi then the correspondence
between points and parametric values is one-one and the parameter become a coordinate.
Note: If in the eq. (3.1) of a curve f i
′
(u) are all identically zero then f i(u) are all con-
stants and the locus of (3.1) reduces to a point and then eq. (3.1) is not called a curve. It may
however happen that f i
′
(u) = (0, 0, . . . , 0) at isolated points. The parameter will be said to be
irregular at such points.
3.2 Arc Length of a Curve
If s be the measure of the arc length of the curve (3.1) then from (2.17), i.e.,
ds2 = gijdx
idxj ,
we get
ds
du
=
√
gij
dxi
du
dxj
du
. (3.2)
On integration,
s =
∫ u
u0
√
gij
dxi
du
dxj
du
du .
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This gives the arc-length of the curve from a fixed point A(u0) to any point P (u).
As gij is positive definite, so it follows from (3.2) that
ds
du
6= 0. Hence from
dxi
du
=
dxi
ds
ds
du
,
it follows that dx
i
du
6= 0 which implies dxi
ds
6= 0 and vice-versa. Also ds
du
6= 0 shows that the
correspondence between u and s is one-one and so if u is a coordinate for the curve then s is
also so. Further, the correspondence being one-one, u is a function of s and s is a function of
u , i.e., u = φ(s). Then the equation of the curve can be written as
xi = f i(φ(s)) = gi(s) (say).
Therefore, s is also a parameter of the curve.
3.3 Tangent and Normal to the Curve
The unit tangent vector t to the curve in M at any point P is given by the contravariant
components
ti =
dxi
ds
, i = 1, 2, . . . , n .
Note: For any general parameter u, the vector dx
i
du
is also called a tangent vector but it is not
a unit vector. As t is a unit vector so
gijt
itj = 1.
Taking intrinsic differentiation along the curve, we have
gijt
i δt
j
ds
= 0.
The above relation shows that (assuming δt
ds
is non-zero) the vector δt
ds
is normal to the tangent
t. The unit vector corresponding to this vector is called the principal normal or the first normal
to the curve. The magnitude of the vector δt
ds
is called the first curvature of the curve relative
to M . It is denoted by κ1, i.e., κ1 =
∣∣ δt
ds
∣∣.
Note: The idea of curvature comes from the Euclidean space and we shall show it in the
following corollary.
Corollary: Show that
∣∣ dt
ds
∣∣, where t is the unit tangent vector to any curve γ in n-dimensional
space, under rectangular cartesian coordinates gives the curvature of the curve (i.e., the arc-
rate of turning of the tangent).
Proof: Let t be the unit tangent vector at any point P (s) on the curve and t + ∆t be the
tangent vector at the neighbouring point Q(s + ∆s). Suppose ∆θ be the angle between these
tangents at P and Q.Now through any point O, we draw OA = t and OB = t + ∆t. As
OA = |t| = 1 and OB = |t+ ∆t| = 1 , so the perpendicular ON bisects AB as well as ∠AOB.
From vector algebra, AB = ∆t. As ∠AOB = ∆θ, so ∠NOB = 1
2
∆θ and NB = 1
2
∆t.
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Fig. 3.1
Now from the triangle NBO , we have
sin
1
2
∆θ =
NB
OB
=
∣∣1
2
∆t
∣∣
1
i.e.
sin 1
2
∆θ
1
2
∆θ
=
|∆t|
|∆θ|
Now proceeding to the limit as ∆s −→ 0 (i.e., Q −→ P ),
we have ∣∣∣∣dtdθ
∣∣∣∣ = 1
Thus,
∣∣∣∣dtds
∣∣∣∣ = ∣∣∣∣dtdθ
∣∣∣∣ ∣∣∣∣dθds
∣∣∣∣ = κ
Note: The result
∣∣ dt
dθ
∣∣ = 1 implies that if we consider any
vector field of unit magnitude then the intrinsic derivative
of that vector field will also be a unit vector if the intrin-
sic derivative is taken with respect to the angle θ in polar
coordinates.
3.4 Serret−Frenet formulae for a curve in a Riemannian
space
Let t1 be the unit tangent vector to a curve γ in M at P and ‘s’ is the arc length along the curve
γ from a fixed point to P . The derived vector δt1
ds
is identically zero throughout the curve if
the curve is a geodesic. So we assume γ to be a non-geodesic curve and hence δt1
ds
6= 0 in general.
As t1 is of constant magnitude (unit length) so
δt1
ds
is normal to t1 (i.e., normal to the curve
γ). Let us write
δt1
ds
= κ1t2 (3.3)
where κ1 is the magnitude of
δt1
ds
, called the first curvature and t2 is the corresponding unit
vector. We call δt1
ds
the first curvature vector and t2 the first normal or principal normal or the
second orthonormalized osculating vector.
Next we consider the derived vector δt2
ds
of t2 at P . Suppose
δt2
ds
6= 0 and resolve it into
two components, one in the plane of t1, t2 and the other normal to this plane. The latter is
denoted by κ2t3, where κ2 is its magnitude and t3 is the corresponding unit vector. Since t2 is
of constant magnitude, so δt2
ds
is perpendicular to t2. Hence we write
δt2
ds
= σ1t1 + κ2t3 ,
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where the scalar σ1 is given by
δt2
ds
· t1 .
As t2 · t1 = 0 , so taking intrinsic derivative with respect to the arc length s, we have
δt1
ds
t2 + t1
δt2
ds
= 0.
But using (3.3), we have
σ1 =
δt2
ds
· t1 = −t2 · δt1
ds
= −κ1 .
Thus,
δt2
ds
= −κ1t1 + κ2t3 . (3.4)
We call κ2 the second curvature scalar and t3 the second normal or the third orthonormalized
osculating vector.
We assume the derivative δt3
ds
of t3 to be a non-zero vector and resolve it into two compo-
nents, one in the 3-plane of t1, t2 and t3 and the other normal to this plane which we denote
by κ3t4. As t3 is a vector of constant magnitude so
δt3
ds
will be orthogonal to t3 and hence the
former component will be a linear combination of t1 and t2. So let us write
δt3
ds
= ρ1t1 + ρ2t2 + κ3t4 ,
where ρ1 =
δt3
ds
· t1 , ρ2 = δt3ds · t2 .
As t1 · t3 = 0 and t2 · t3 = 0, so by intrinsic differentiation
δt3
ds
t1 + t3
δt1
ds
= 0 ,
δt3
ds
t2 + t3
δt2
ds
= 0
i.e., ρ1 + t3κt2 = 0 , i.e., ρ2 + t3 (−κ1t1 + κ2t3) = 0
i.e., ρ1 = 0 , i.e., ρ2 = −κ2 .
Hence we get the relation
δt3
ds
= −κ2t2 + κ3t4 . (3.5)
We continue the process until we obtain the relation
δtn−2
ds
= −κn−3tn−3 + κn−2tn−1 . (3.6)
Then we define tn as an unit vector perpendicular to t1 , t2 , . . . , tn−1 and so directed as
to make t1 , t2 , . . . , tn a right-handed basis of the tangent space to M at P . So the next
equation may be put in the form
δtn−1
ds
= −κn−2tn−2 + κn−1tn . (3.7)
It should be noted that although κ1 , κ2 , . . . , κn−2 are all positive, κn−1 may be of any sign.
Since there cannot be any vector orthogonal to t1 , t2 , . . . , tn , so the equation for
δtn
ds
will be
δtn
ds
= −κn−1tn−1 . (3.8)
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The set of all these intrinsic derivative equations can be written in compact form as
δt1
ds
= κ1t2
δtr
ds
= −κr−1tr−1 + κrtr+1 , r = 2, 3, . . . , n− 1
δtn
ds
= −κn−1tn−1 (3.9)
or in a more compact form
δtl
ds
= −κl−1tl−1 + κltl+1 , l = 1, 2, . . . , n (3.10)
with κ0 = 0 = κn and tn+1 =
−→
0 .
These formulae are known as Serret-Frenet formulae or simply Frenet formulae for the curve γ
in M .
Corollary I: For three dimensional Euclidean space t1, t2, t3 are respectively written as t, n,
b and are called the tangent, the principal normal and the binormal vectors respectively. Also
κ1, κ2 are generally written as κ, τ and are called the curvature and the torsion respectively.
So the Frenet formulae under rectangular cartesian coordinates take the form
dt
ds
= κn
dn
ds
= −κt+ τb
db
ds
= −τn (3.11)
It may be noted that t× n = b , n× b = t and b× t = n.
Corollary II: If κn−1 = 0 identically, then the equation for
δtn−1
ds
(i.e., eq. (3.7)) becomes
δtn−1
ds
= −κn−2tn−2
and the vector tn is uncalled for. However, tn may be defined uniquely as a unit vector such
that (t1 , t2 , . . . , tn) form a right-handed orthonormal frame of the tangent space. Hence the
Frenet frame is fully defined and the last equation (i.e., eq. (3.8)) of Frenet formulae becomes
δtn
ds
= 0 .
Next suppose κr−1 = 0 identically for some r < n. Then the equation for
δtr−1
ds
becomes
δtr−1
ds
= −κr−2tr−2
and the vector tr is undefined. Therefore, all subsequent t-vectors after tr−1 are undefined.
Also all curvatures after κr−2 are undefined and may be treated to be all equal to zero. The
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curve is than said to be (r − 2) -curvatured.
However, for n-dimensional Euclidean space, it can be proved that the curve lies in a (r − 1) -
plane. We may define vectors tr , tr+1 , . . . , tn as constant unit vectors which are mutually
orthogonal and orthogonal to t1 , t2 , . . . , tr−1 . In this case
δtr
ds
= 0 , . . . ,
δtn
ds
= 0
and κr−1 = 0 = κr = · · · = κn identically. It may be mentioned that choice of the vectors
tr , . . . , tn are not at all unique.
3.5 Equations of a geodesic
Fig. 3.2
Suppose γ : xi = f i(u) be a curve with parameter u and
let P , Q be two points on it with parametric values u0 and
u1 respectively. Let γ
′ be a neighbouring curve which also
passes through the points P and Q as shown in the fig-
ure.
So the equation of γ′ can be written as
xi = xi + wi , (3.12)
where  is a small scalar and wi are functions of xi (along the
curve) such that
wi = 0 for u = u0 and u = u1 .
Now consider the integral
I =
∫ Q
P
Φ(xi, x˙i)du , i = 1, 2, . . . , n
where x˙i = dx
i
du
and Φ is an analytic function of the 2n arguments xi and x˙i . Then
δI =
∫ Q
P
(
∂Φ
∂xi
δxi +
∂Φ
∂x˙i
δx˙i
)
du+ · · · · · · ,
where the dot terms are second and higher orders in the small quantities δxi.
Now,∫ Q
P
∂Φ
∂x˙i
δx˙idu =
∂Φ
∂x˙i
∫ Q
P
d
du
(
δxi
)
du−
∫ Q
P
[{
d
du
(
∂Φ
∂x˙i
)}∫
δx˙idu
]
du
=
∂Φ
∂x˙i
δxi
∣∣∣∣Q
P
−
∫ Q
P
d
du
(
∂Φ
∂x˙i
)
δxidu
= −
∫ Q
P
d
du
(
∂Φ
∂x˙i
)
δxidu
(
Since δxi = xi − xi = wi , so δxi = 0 at P and Q) .
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Therefore,
δI =
∫ Q
P
[
∂Φ
∂xi
− d
du
(
∂Φ
∂x˙i
)]
δxidu . (3.13)
The integral δI is called the first variation of the integral I and I attains an extremal value
on the curve γ in its immediate neighbourhood if δI = 0 for every set of functions δxi (or wi)
vanishing on P and Q. A necessary and sufficient condition for this is
∂Φ
∂xi
− d
du
(
∂Φ
∂x˙i
)
= 0 , i = 1, 2, . . . , n , (3.14)
which are known as Euler’s equations on the condition of extremality.
Now, the length of the curve γ from P to Q is
s =
∫ u1
u0
√
gαβ
dxα
du
dxβ
du
du =
∫ u1
u0
√
gαβx˙αx˙βdu .
The arc length s will be an extremal if (3.14) holds with
φ =
√
gαβx˙αx˙β =
ds
du
. (3.15)
From geometric point of view, it is clear that s is an extremal will mean that s is a minimal.
Thus on differentiation,
∂φ
∂x˙µ
=
1
2
√
gαβx˙αx˙β
∂gαβ
∂xµ
x˙αx˙β
=
1
2
∂gαβ
∂xµ
x˙αx˙β
ds
du
and
∂φ
∂x˙µ
=
1
2
√
gαβx˙αx˙β
2gµβx˙
β =
gµβx˙
β
ds
du
.
So
d
du
(
∂φ
∂x˙µ
)
=
{
ds
du
d
du
(
gµβx˙
β
)− gµβx˙β d2sdu2}(
ds
du
)2 .
Hence from eq. (3.14) ,
1
2
∂gαβ
∂xµ
x˙αx˙β − d
du
(
gµβx˙
β
)
+ gµβx˙
β
d2s
du2(
ds
du
) = 0
i.e.,
1
2
∂gαβ
∂xµ
x˙αx˙β − ∂gµβ
∂xα
x˙αx˙β − gµβx¨β + gµβx˙β
d2s
du2(
ds
du
) = 0
i.e., gµβx¨
β + (Γαµβ + Γαβµ) x˙
αx˙β − 1
2
(Γµαβ + Γµβα) x˙
αx˙β − gµβx˙β
(
s¨
s˙
)
= 0
i.e., gµβx¨
β + Γαβµx˙
αx˙β − gµβx˙β
(
s¨
s˙
)
= 0 .
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Transvecting by gδµ, we get
d2xδ
du2
+ Γδαβ
dxα
du
dxβ
du
− dx
δ
du
(
s¨
s˙
)
= 0. (3.16)
This is the differential equation for a geodesic in Vn in terms of a general parameter u. However,
if u = s , the arc length then ds
du
= 1 and d
2u
ds2
= 0. So the above geodesic equation simplifies to
d2xδ
ds2
+ Γδαβ
dxα
ds
dxβ
ds
= 0
i.e.,
δ
ds
(
dxδ
ds
)
= 0 .
i.e.,
δtδ
ds
= 0 (3.17)
Some consequences of geodesic equations:
(a) Definition : Parallel vectors along a curve: A vector field V i defined along a curve
γ : xi = f i(s) in Vn is said to be parallel along the curve or parallely transported along the
curve if
δV i
ds
= 0
i.e.,
dV i
ds
+ ΓiklV
k dx
l
ds
= 0.
Note: A curve is a geodesic if its tangent vector t is parallel along the curve. Hence a geodesic
is also called an auto-parallel line.
(b) Theorem 3.1 : Any parallel vector field along a curve γ is of constant mag-
nitude.
Proof: As |A|2 = gijAiAj , so
d
ds
|A|2 = d
ds
(gijA
iAj) =
δ
ds
(gijA
iAj)
=
δgij
ds
AiAj + gij
δAi
ds
Aj + gijA
i δA
j
ds
= 0 ,
since
δgij
ds
= 0, metric tensor is covariant constant and δA
i
ds
= 0 , A is constant along the curve
γ.
Hence the vector field A is of constant magnitude.
Note: As geodesic is an auto-parallel line, i.e., tangent vector t is parallel along the geodesic,
so tangent vector to the geodesic is of constant magnitude.
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As ti = dx
i
ds
is the tangent vector to the geodesic, so from the geodesic equation (3.17), we
have δt
i
ds
= 0. Now,
|t| = gij titj = gij dx
i
ds
dxj
ds
= constant
i.e., gij
dxi
ds
dxj
ds
= constant ,
along the geodesic. This is called the first integral of the geodesic equation.
(c) Theorem 3.2 : If A and B be two vector fields parallel along the curve γ
then A and B make a constant angle among them at every point on γ.
Proof:
d
ds
(AB) =
d
ds
(gijA
iBj) =
δ
ds
(gijA
iBj) = 0 (Since
δgij
ds
= 0 =
δAi
ds
=
δBi
ds
) .
Hence the scalar product between the vectors A and B is a constant throughout the curve.
Also the magnitudes of A and B are constants throughout the curve. So the angle θ between
the vectors A and B, i.e.,
cos θ =
A ·B
|A| |B|
is also constant at every point of γ.
Note: If v is a vector field parallel along a geodesic then v is a vector field of constant
magnitude and is at constant angle with the tangent field of the geodesic, i.e., at constant
angle with the geodesic.
(d) Definition : Geodesic coordinates: Usually, cartesian coordinates are one for which
co-efficients of first fundamental form (i.e. gij) are constants. In general Riemannian space
such a coordinate system is not possible throughout the space. However, it is possible to have
a coordinate system such that gij are locally constants in the neighbourhood of a point P ∈M ,
i.e.,
δgij
δxk
= 0 at P and
δgij
δxk
6= 0 elsewhere.
Then such a coordinate system is called a geodesic coordinate system with P as the pole. So
it is evident that christoffel’s symbols vanish at P and consequently the covariant derivative
reduces to partial derivative at P .
Note: In geodesic coordinates, the geodesics at the pole P becomes identical to those in
Euclidean geometry.
Theorem 3.3 : The necessary and sufficient conditions that a system of coordinates be geodesic
with pole at P are that their second order covariant derivative with respect to the metric of
the space all vanish at the pole P .
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Proof: From the transformation law of christoffel’s symbols, we have (see eq. (2.41))
Γ¯qlm
∂xu
∂x¯q
=
∂xi
∂x¯l
∂xk
∂x¯m
Γuik +
∂2xu
∂x¯l∂x¯m
or, − Γuik
∂xi
∂x¯l
∂xk
∂x¯m
=
∂
∂x¯m
(
∂xu
∂x¯l
)
− Γ¯qlm
∂xu
∂x¯q
.
Now, interchanging bar and unbar coordinate system, we have
−Γ¯uik
∂x¯i
∂xl
∂x¯k
∂xm
=
∂
∂xm
(
∂x¯u
∂xl
)
− Γqlm
∂x¯u
∂xq
= ∇m
(
∂x¯u
∂xl
)
= x¯u;lm , (3.18)
where we have assumed the bar coordinates as scalar functions of xi ’s. Now if we assume the
bar coordinates as geodesic coordinates with P as the pole then Γ¯uik = 0 at P and hence from
(3.18),
x¯u;lm = 0 at P .
Conversely, if the second covariant derivatives vanish at P then from (3.18),
Γ¯uik
∂x¯i
∂xl
∂x¯k
∂xm
= 0 .
As ∂x¯
i
∂xl
6= 0 at P , so Γ¯uik = 0 at P , i.e., the bar coordinate system is a geodesic coordinate with
P as the pole.
Note: At the pole of the geodesic coordinate system, the first order covariant derivatives
are ordinary partial derivatives while the second order covariant derivatives of the coordinate
system with respect to the metric of the space vanishes identically.
3.6 Curves in three dimensions
Let a curve γ in three dimension is given by the parametric representation xi = f i(u), i = 1, 2, 3
and s denotes the arc length along the curve γ. We shall start with the following theorem.
Theorem 3.4 : If the parametric representation of a curve is regular and of class Ck then the
arc length s is a regular parameter of class Ck.
Proof: Let P0 (a fixed point) and P be two points on the curve having parameters u0 and u.
Then the arc length from P0 to P is
s =
∫ u
u0
√√√√ 3∑
i=1
f i′(u)f i′(u)du = ψ(u) (say).
If f 1(u), f 2(u) and f 3(u) are functions of class Ck then their derivatives are of class Ck−1.
Hence when we take the integral we again get a function of class Ck. Thus s = ψ(u) is a
function of class Ck. Hence the theorem.
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Again,
ds
du
=
√{
f 1′(u)
}2
+
{
f 2′(u)
}2
+
{
f 3′(u)
}2 6= 0 .
Hence if u is a regular parameter then so is s. Also the correspondence between s and u is
one-one and therefore ψ is invertible. So let us assume u = φ(s). Then φ(s) is also a one-one
function of class Ck. The curve is then given by
xi = f i(φ(s)) = gi(s)
which is also a function of class Ck.
Tangent Vector: Let xi = xi(u) be a given curve on which P = xi(u) and Q = xi(u+ ∆u) be
two neighbouring points. Then the limiting position of the vector PQ
∆u
as Q→ P , i.e., ∆u→ 0
is a tangent vector to the curve at P . Now,
lim
∆u→0
PQ
∆u
= lim
∆u→0
xi(u+ ∆u)− xi(u))
∆u
=
dxi
du
.
This is known as the parameter ruled forward tangent vector to the curve at P .
As
s =
∫ u
u0
√(
dx1
du
)2
+
(
dx2
du
)2
+
(
dx3
du
)2
du ,
so
ds
du
=
√(
dx1
du
)2
+
(
dx2
du
)2
+
(
dx3
du
)2
.
Thus putting s = u, we have(
dx1
ds
)2
+
(
dx2
ds
)2
+
(
dx3
ds
)2
= 1 .
Hence dx
i
ds
is the unit forward tangent vector to the curve or simply the tangent vector.
Example: The curve xi = (a cosu, a sinu, 0) represents a circle in the x1x2-plane. The tangent
at the point A(a, 0, 0) is dx
i
du
∣∣∣
u=0
= (−a sinu, a cosu, 0)|u=0 = (0, a, 0).
3.7 Curves in a plane
Theorem 3.5 : A necessary and sufficient condition for the curve xi = f i(u) to lie on a plane
is that ∣∣∣∣∣∣
f 1
′
f 2
′
f 3
′
f 1
′′
f 2
′′
f 3
′′
f 1
′′′
f 2
′′′
f 3
′′′
∣∣∣∣∣∣ = 0 ∀u .
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Proof: First of all we shall prove that the condition is necessary. So we assume that xi = f i(u)
be a plane curve and we shall have to show that the above determinant to be zero. Suppose
the equation of the plane be
a1x
1 + a2x
2 + a3x
3 + a0 = 0. (3.19)
Then
a1f
1(u) + a2f
2(u) + a3f
3(u) + a0 = 0 ∀u .
By successive differentiation with respect to u, we get
a1f
1′(u) + a2f
2′(u) + a3f
3′(u) = 0
a1f
1′′(u) + a2f
2′′(u) + a3f
3′′(u) = 0
a1f
1′′′(u) + a2f
2′′′(u) + a3f
3′′′(u) = 0 .
∀u (3.20)
As a′is are not all equal to zero, hence eliminating a
′
is we get∣∣∣∣∣∣
f 1
′
f 2
′
f 3
′
f 1
′′
f 2
′′
f 3
′′
f 1
′′′
f 2
′′′
f 3
′′′
∣∣∣∣∣∣ = 0 ∀u .
So the condition is necessary.
To prove the condition sufficient, let us assume the condition. Then we know that for each
value of u, numbers b1(u), b2(u) and b3(u) exist such that
bif
i′ ≡ b1f 1′ + b2f 2′ + b3f 3′ = 0 (3.21)
bif
i′′ ≡ b1f 1′′ + b2f 2′′ + b3f 3′′ = 0 (3.22)
bif
i′′′ ≡ b1f 1′′′ + b2f 2′′′ + b3f 3′′′ = 0 . (3.23)
(Note that for a fixed u, b1(u), b2(u) and b3(u) are non-zero solutions of a1, a2 and a3 in eq.
(3.19)).
Now, differentiating eq. (3.21), we get
bif
i′′ + b′if
i′ = 0
which by virtue of eq. (3.22) gives
b′if
i′ = 0
i.e., b′1f
1′ + b′2f
2′ + b′3f
3′ = 0 . (3.24)
Similarly, differentiating eq. (3.22) and using eq. (3.23), we get
b′if
i′′ = 0
i.e., b′1f
1′′ + b′2f
2′′ + b′3f
3′′ = 0 . (3.25)
We now discuss the following two cases:
Case I: Let the rank of
[
f 1
′
f 2
′
f 3
′
f 1
′′
f 2
′′
f 3
′′
]
be two.
3.7. CURVES IN A PLANE 115
Then the solution space of the equations
xf 1
′
+ yf 2
′
+ zf 3
′
= 0
xf 1
′′
+ yf 2
′′
+ zf 3
′′
= 0
in x, y, z is of rank 1. But bi and b
′
i are both solutions and hence they must be proportional,
i.e.,
b′1
b1
=
b′2
b2
=
b′3
b3
= φ′(u) (say).
Integrating with respect to u gives
log bi = φ(u) + log ai
i.e., bi = a1e
φ(u) , i = 1, 2, 3.
Hence from eq. (3.24), we get (after cancelling the common factor eφ(u)φ′(u))
a1f
1′ + a2f
2′ + a3f
3′ = 0
i.e., a1f
1 + a2f
2 + a3f
3 + a0 = 0 (Integrating once).
Hence the curve is a plane curve lying on the plane
a1x
1 + a2x
2 + a3x
3 + a0 = 0.
Case II: Let the rank of
[
f 1
′
f 2
′
f 3
′
f 1
′′
f 2
′′
f 3
′′
]
be one.
Then f
1′′
f1′ =
f2
′′
f2′ =
f3
′′
f3′ = ξ
′(u) (say).
So on integration
log f i
′
= ξ(u) + λ1 (λi’s are constants)
i.e., f i
′
= aie
ξ(u) (writing ai = e
λi).
Integrating once more, we get
f i = aiψ(u) + bi , ψ(u) =
∫
eξ(u)du
with bi’s as integration constants.
Hence we have
f 1 − b1
a1
=
f 2 − b2
a2
=
f 3 − b3
a3
i.e.,
x1 − b1
a1
=
x2 − b2
a2
=
x3 − b3
a3
.
This shows that the curve is a straight line and therefore it is a plane curve.
Definition: A curve in E3 which is not a plane curve is called a twisted curve.
Example: A curve x1 = au1 , x2 = bu2 , x3 = cu3 (a,b,c 6= 0) is called a twisted curve
as
116 CHAPTER 3. CURVES IN A RIEMANNIAN SPACE
∆ =
∣∣∣∣∣∣
x1
′
x2
′
x3
′
x1
′′
x2
′′
x3
′′
x1
′′′
x2
′′′
x3
′′′
∣∣∣∣∣∣ = 12abc 6= 0.
Osculating plane: The osculating plane to a curve at a point P on it is the plane having the
highest order of contact with the curve at P .
Let γ : xi = xi(u) be the given curve. Any plane passing through xi may be written as∑
i
ai(X
i − xi) = 0 ,
i.e., a1(X
1 − x1) + a2(X2 − x2) + a3(X3 − x3) = 0 (3.26)
where X i is a general point on the plane.
The point xi(u+ ) will lie on the plane if∑
ai
{
xi
′
+
2
2!
xi
′′
+ · · ·+ 
n−1
(n− 1)!x
i(n−1) +
n
n!
xi
(n)
(u+ θ)
}
= 0 (0 < θ < 1). (3.27)
This gives at least one root of  equal to zero implying that the plane passes through P . Let
us choose ai
′
s such that ∑
aix
i′ = 0. (3.28)
Then eq. (3.27) gives at least two roots of  equal to zero implying that the plane meets the
curve at P in at least two contiguous points (i.e., is of contact of order at least one). It may
be noted that the plane now passes through the tangent at P .
Let xi
′′
be not proportional to xi
′
at P . We choose ai’s such that we also have∑
aix
i′′ = 0. (3.29)
Now eliminating ai’s from equations (3.26), (3.28) and (3.29), we see that the equation of the
plane is ∣∣∣∣∣∣
X1 − x1 X2 − x2 X3 − x3
x1
′
x2
′
x3
′
x1
′′
x2
′′
x3
′′
∣∣∣∣∣∣ = 0. (3.30)
For this plane, eq. (3.27) gives at least three zero roots of  and the plane meets the curve at
P in at least three contignous points and so the order of contact is at least two. The actual
order of contact depends on the nature of the curve at P . If it happens that xi(k) are linear
combination of xi
′
’s and xi
′′
’s for k = 3, 4, . . . , p but not for k = (p + 1) then eq. (3.27) gives
(p+ 1) zero roots of  ((p+ 1) contiguous points at P , i.e., order of contact p). In this case no
plane can have a contact of order higher than p because ai would be required to satisfy∑
aix
i′ = 0 ,
∑
aix
i′′ = 0 , · · · ,
∑
aix
i(p+1) = 0 .
But xi
′
, xi
′′
, . . . , xi
(p+1)
being independent vectors, implies a1 = a2 = · · · = 0 and the plane
is undefined. Thus eq. (3.30) gives the osculating plane for the curve.
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3.8 The moving trihedron (Frenet frame)
The osculating plane at a point P is spanned by the vectors dr
du
and d
2r
du2
, where u is the parameter
of the curve (the two vectors are assumed to be independent). As this being true for any
parameter so it is also true for arc length s. Let us write t = dr
ds
, then d
2r
ds2
= dt
ds
and the
osculating plane is spanned by these two independent vectors t and dt
ds
. Since t is the unit
tangent vector so
t · t = 1 .
Thus on differentiation
t · dt
ds
= 0 .
Thus t and dt
ds
are independent, non-zero vectors perpendicular to each other and lie on the
osculating plane. The unit vector n =
dt
ds
| dtds | is called the principal normal vector. Suppose
dt
ds
= κn with κ =
∣∣∣∣dtds
∣∣∣∣ = ∣∣∣∣d2rds2
∣∣∣∣ ,
where κ is called the first curvature or simply the curvature of the curve and is positive definite.
We now define a vector b by the relation
b = t× n .
Then b is perpendicular to t and is thus a normal vector. It is called the binormal vector. The
triad of vectors {t,n, b} forms a right handed orthonormal frame, called Frenet frame at the
point P . As P moves along the curve, we call the variable frame {t,n, b} the moving Frenet
frame or moving trihedron.
Note: Let v be a unit vector field defined along a curve, then
∣∣dv
ds
∣∣ gives the arc rate of
turning of the vector v.
3.8.1 Serret−Frenet Formulae
The formulae expressing t′, n′, b′ (′ ≡ d
ds
) as linear combination of (t, n, b) constitute what are
called Serret-Frenet formulae or simply Frenet formulae. For convenience, let us consider any
moving orthogonal frame {e1, e2, e3} of vectors moving along the curve. We put
e′i =
3∑
j=1
aijej . (3.31)
We show that the matrix A = [aij] called the Cartan matrix of the frame {ei} is skew-symmetric.
From eq. (3.31), taking scalar product with ek , we get
e′i · ek =
∑
j
aijejek =
∑
j
aijδjk = aik .
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Again from the relation
ei · ek = δik ,
we get
e′i · ek + ei · e′k = 0 , i.e., aik + aki = 0.
Hence the Cartan matrix [aij] is a skew-symmetric matrix. If we now consider vectors t, n, b
for e1, e2, e3 respectively and noting that we already have
t′ = κn ,
we get a12 = κ , a13 = 0 , a21 = −κ, a31 = 0 .
Also, if we put a23 = τ and call it the second curvature or the torsion of the curve then
we have a32 = −τ and we obtain the Frenet formulae
t′ = κn , n′ = −κt+ τb , b′ = −τn .
From the third formula b′ = −τn , we get |b′| = |τ |. As b is a unit vector so b′ gives the arc-rate
of turning of the binormal. Its magnitude is equal to the magnitude of torsion. Thus within
sign the torsion τ gives the arc-rate of turning of the binormal. τ may be positive, negative or
zero.
Determination of t, n, b, κ, τ :
For any curve r = r(s), we have
r′ =
dr
ds
= t (3.32)
r′′ =
d2r
ds2
= κn (3.33)
r′′′ =
d3r
ds3
= κ′n+ κ
dn
ds
= κ′n+ κ(−κt+ τb)
= −κ2t+ κ′n+ κτb . (3.34)
Eq. (3.32) gives t = r′ .
Eq. (3.33) gives κ = |r′′| (Since κ is non-negative).
Therefore,
n =
r′′
|r′′| .
From equations (3.32), (3.33) and (3.34), we get
[r′, r′′, r′′′] = [t, κn,−κ2t+ κ′n+ κτb]
= κ2τ [t,n, b] = κ2τ
Therefore
τ =
1
κ2
[r′, r′′, r′′′] =
[r′, r′′, r′′′]
|r′′|2 . (3.35)
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Also
b = t× n = r′ × r
′′
|r′′| =
r′ × r′′
|r′′| . (3.36)
Again from equations (3.32) and (3.33), we have
r′ × r′′ = t× κn = κb
i.e., b =
r′ × r′′
|r′ × r′′| (3.37)
and κ = |r′ × r′′| .
Therefore, we can write
τ =
[r′, r′′, r′′′]
|r′ × r′′|2 . (3.38)
However, if the equation of the curve is given in parametric form with parameter u (say)
(different from s), i.e.,
r = r(u)
then
dr
du
=
dr
ds
ds
du
d2r
du2
=
d2r
ds2
(
ds
du
)2
+
dr
ds
d2s
du2
d3r
ds3
=
d3r
ds3
(
ds
du
)3
+ 3
d2r
ds2
ds
du
d2s
du2
+
dr
ds
d3s
du3
,
or in compact notation (· ≡ d
du
, ′ ≡ d
ds
)
r˙ = r′s˙ (3.39)
r¨ = r′′s˙2 + r′s¨
r¨ = r′′′s˙3 + 3r′′s˙s¨+ r′
...
s .
If we assume the arc length s and the parameter u in the same direction, i.e., ds
du
= s˙ > 0 then
we have from eq. (3.39),
s˙ = |r˙| (3.40)
t =
r˙
|r˙| . (3.41)
Now
r˙× r¨ = (r′ × r′′)s˙3 = (t× κn)s˙3 = κs˙3b .
As κ and s˙ are both positive so the unit vector b is given by
b =
r˙× r¨
|r˙× r¨| . (3.42)
Also
κs˙3 = |r˙× r¨| .
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Therefore
κ =
|r˙× r¨|
s˙3
=
|r˙× r¨|
|r˙|3 . (3.43)
From equation (3.39) , we get
[r˙, r¨,
...
r ] = [r′, r′′, r′′′] s˙6 = κ2τ s˙6 .
Therefore,
τ =
1
κ2s˙6
[r˙, r¨,
...
r ]
=
|r˙|6
|r˙× r¨|2
[r˙, r¨,
...
r ]
|r˙|6
=
[r˙, r¨, r¨]
|r˙× r¨|2 . (3.44)
Problem 3.1. Show that κ =
√
|r¨|2−s¨2
s˙2
.
3.9 Cylindrical Helix
A cylindrical helix is a twisted curve lying on a cylinder and meeting all generators at a constant
angle. The curve is often simply called a helix.
Let x3-axis be parallel to the generators. We first take the equation of the helix in the para-
metric form as
x1 = f 1(u) , x2 = f 2(u) , x3 = f 3(u) .
As it cuts the generators at a constant angle α so taking m = (0, 0, 1), we get
cosα =
m · dr
du
|m| · ∣∣ dr
du
∣∣ = f 3′(u)√{f 1′(u)}2 + {f 2′(u)}2 + {f 3′(u)}2 .
Fig. 3.3
Hence
f 3
′
(u) = cotα
√
(f 1′)2 + (f 2′)2 ,
i.e. f 3(u) = cotα
∫ √
(f 1′)2 + (f 2′)2du .
So the equation of the cylindrical helix can be written in the form
x1 = f 1(u) , x2 = f 2(u) , x3 = cotα
∫ √
(f 1′)2 + (f 2′)2du .
(3.45)
Note : α 6= pi
2
, otherwise the curve will be a plane curve in a normal
section to the cylinder.
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If the cylinder is a right circular cylinder then the helix is called
a circular helix. So, if the circular cylinder is given by
x1 = a cosu , x2 = a sinu ,
then the circular helix has the equation
x1 = a cosu , x2 = a sinu , x3 = a cotαu ,
where a (6= 0) , α ( 6= pi
2
)
are constants. Now putting b = a cotα, the equation of the circular
helix may be written as
x1 = a cosu , x2 = a sinu , x3 = bu . (3.46)
We shall now determine the tangent vector (t) , the principal normal vector (n) , the binormal
vector (b) , the curvature scalar (κ) and the torsion (τ) for a circular helix :
For a circular helix,
r = (a cosu, a sinu, bu) .
Therefore,
dr
du
= (−a sinu, a cosu, b) ,
t =
dr
du∣∣ dr
du
∣∣ = 1√a2 + b2 (−a sinu, a cosu, b) .
Thus,
ds
du
= |dr
du
| =
√
a2 + b2
dr
ds
= t =
1√
a2 + b2
(−a sinu, a cosu, b)
d2r
ds2
=
1√
a2 + b2
(−a cosu,−a sinu, 0) 1√
a2 + b2
=
1
a2 + b2
(−a cosu,−a sinu, 0) .
Hence
κ =
∣∣∣∣d2rds2
∣∣∣∣ = aa2 + b2 , a is positive
n =
d2r
ds2
κ
= (− cosu,− sinu, 0)
b = t× n = (b sinu,−b cosu, a) 1√
a2 + b2
.
Also
d2r
du2
= (−a cosu,−a sinu, 0)
d3r
du3
= (a sinu,−a cosu, 0)
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Therefore
τ =
1
κ2s6
[
dr
du
d2r
du2
d3r
du3
]
=
(a2 + b2)
2
a2
1
(a2 + b2)3
∣∣∣∣∣∣
−a sinu a cosu b
−a cosu −a sinu 0
a sinu −a cosu 0
∣∣∣∣∣∣
=
b
a2 + b2
.
Thus κ and τ are both constants for a circular helix.
Note: In general, κ and τ are given functions of the parameter of the curve. However, if
κ and τ are both constants then the curve is a circular helix.
Properties of a general cylindrical helix:
Let m denotes the unit vector along the generator of the cylinder and α be the constant
angle which the tangent vector makes with m, i.e., the helix H is characterized by the relation
t ·m = cosα , a constant. (3.47)
Now differentiating with respect to the arc length s, we get
t’ ·m = 0, i.e., n ·m = 0 . (3.48)
Thus the principal normal is always perpendicular to the generators of the cylinder in which
the helix lies. So the generator lies in the plane of t and b. Further, as m makes an angle α
with t, so we can assume that it is so directed that it makes an angle pi
2
− α with b. Then
b ·m = sinα . (3.49)
Again differentiating eq. (3.48) with respect to s , we have
n′ ·m = 0 , i.e., (−κt+ τb) ·m = 0
or, − κ cosα + τ sinα = 0
i.e.,
κ
τ
= tanα , a constant. (3.50)
Thus curvature and torsion are in a constant ratio.
Thus a general cylindrical helix has the following properties:
(a) The tangent to the cylindrical helix makes a constant angle with a fixed direction, chosen
as the generator of the cylinder.
(b) The principal normal to the cylindrical helix is orthogonal to the fixed direction, i.e., per-
pendicular to the generator. In fact, the generator of the cylinder lies in the plane of t and b.
(c) The curvature and torsion bears a constant ratio at every point of the helix.
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Now we shall show that any one of the above three conditions is sufficient for a twisted curve
to be a cylindrical helix, i.e., eq. (3.47) is satisfied.
Suppose for a twisted curve
n ·m = 0
⇒ t′ ·m = 0
⇒ t ·m = constant.
Hence by eq. (3.47) the curve is a cylindrical helix.
Suppose for a twisted curve
b ·m = constant
⇒ b′ ·m = 0
⇒ n ·m = 0
⇒ t ·m = constant,
i.e., the curve is a cylindrical helix.
Suppose for a twisted curve
κ
τ
= ρ , a constant
⇒ κ− ρτ = 0.
By Frenet formulae, we have
t′ = κn and b′ = −τn .
Therefore,
t′ + ρb′ = 0 , i.e., t+ ρb = l , a constant vector.
Taking scalar product with t, we get
l · t = 1 .
Thus m = l|l| is a constant unit vector such that
m · t = constant.
Hence the twisted curve is a cylindrical helix.
Note: R = 1
κ
is called the radius of curvature and T = 1
τ
is called the radius of torsion.
———————————————————————————–
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Exercise
3.1. Show that κ =
√
|r¨|2−s¨2
s˙2
.
3.2. Show that for a circular helix, the principal normal is perpendicular to the generators
of the cylinder.
3.3. Show that the arc length of a circular helix bears a constant ratio to that of its pro-
jection on the plane normal to the generator of the cylinder.
3.4. For the curve r = (3u, 3u2, 2u3), show that
R = T =
3
2
(1 + 2u2)2 .
3.5. For the curve r =
(
u, u
2
2α
, u
3
6α2
)
, show that
κ = τ =
4α3
(u2 + 2α2)2
.
3.6. Show that for the curve r = (u3+3u, 3u2, u3−3u) , the curvature and the torsion are equal.
3.7. (a) Show that τt′ + κb′ = 0 ; t′ · b′ = −κτ .
(b) b′′ = τ(κt− τb)− τ ′n .
(c) n′′ = τ ′b− (κ2 + τ 2)n− κ′t .
3.8. Show that [t
′,t′′,t′′′]
[b′,b′′,b′′′] = −
(
κ
τ
)3
.
3.9. Show that [T (Rr′′)′]′ +
[
T
R
r′
]′
+ R
T
r′′ = 0.
3.10. Find t, n, b, κ, τ for the curve r =(a cosu, b sinu, 0) , where a, b are positive con-
stants.
3.11. Show that a necessary and sufficient condition for a curve to be a straight line is κ = 0 .
3.12. Show that a necessary and sufficient condition for a curve to be a plane curve is τ = 0.
3.13. Determine f(u) so that the curve
x1 = a cosu , x2 = a sinu , x3 = f(u)
is a plane curve and find the nature of the curve.
3.14. Show that the torsion may be evaluated by the formula
τ 2 =
|r′′′|2
κ2
− κ2 −
(
κ′
κ
)2
.
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3.15. Show that for a curve with non-vanishing curvature and torsion, the condition
R
T
+ (R′T )′ = 0
is equivalent to
κ3τ 3 − κ2κ′′τ + 2κκ′2τ + κ2κ′τ ′ = 0 .
3.16. Prove that the principal normal to the locus of the centre of spherical curvature is
parallel to the principal normal to the original curve at the corresponding point.
3.17. Find the necessary and sufficient condition that a curve is a spherical curve.
3.18. If M(r) describes a twisted curve of constant curvature and M(r) describes the locus
of its centre of circular curvature then show that each curve is the locus of circular curvature
of the other. Show also that they have the same curvature and this common curvature is the
geometric mean of their torsions.
3.19. Show that if the principal normals of a curve be binormals of another then the cur-
vature and torsion of the given curve must satisfy the relation
c(κ2 + τ 2) = κ , for some cosntant c .
3.20. If all the osculating planes of a curve have a point in common then the curve is a plane
curve.
3.21. If the nth derivative of r with respect to ‘s’ is given by the recurrence relation:
r(n) = ant+ bnn+ cnb
then prove the following relations:
i) an+1 = a
′
n − κbn ,
ii)bn+1 = b
′
n + κan − τcn ,
and iii) cn+1 = c
′
n + τbn .
3.22. If the tangent and the binormal at a point of a curve make angles θ and φ respec-
tively with a fixed direction then show that
sin θ dθ
sinφ dφ
= −κ
τ
.
3.23. Prove that principal normals at consecutive points do not intersect unless τ = 0 .
3.24. Prove that the position vector of the current point on a curve satisfies the differen-
tial equation:
d
ds
{
T
d
ds
(
R
d2r
ds2
)}
+
d
ds
(
T
R
dr
ds
)
+
R
T
d2r
ds2
= 0 .
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3.25. If s¯ be the arc length of the locus of the centre of curvature, then show that(
ds¯
ds
)
=
√
(R′)2 +
(
R
T
)2
.
Solution and Hints
Solution 3.1: r˙ = r′s˙ , r¨ = r′′s˙2 + r′s¨
Therefore
|r¨|2 = |r′′|2 s˙4 + |r′|2 s¨2 (since r′ · r′′ = t · κn = 0)
= |r′′|2s˙4 + s¨2 .
= κ2s˙4 + s¨2
Thus κ2 = |r¨|
2−s¨2
s˙4
Hence κ =
√
|r¨|2−s¨2
s˙2
Solution 3.2: For a circular helix,
r = (a cosu, a sinu, bu)
⇒ d
2r
du2
= (−a cosu,−a sinu, 0) .
So the principal normal n is along (− cosu,− sinu, 0). The generator of the cylinder is along
(0, 0, 1). Hence n is orthogonal to the generators of the cylinder.
Solution 3.3: Let the circular helix be given by
H : r = (a cosu, a sinu, bu) .
So
dr
du
= (−a sinu, a cosu, b) , i.e.,
∣∣∣∣drdu
∣∣∣∣ = √a2 + b2 .
Therefore,
t =
dr
ds
=
dr
du
| dr
du
| =
1√
a2 + b2
(−a sinu, a cosu, b)
⇒ ds
du
=
√
a2 + b2 .
Now, a typical plane normal to the generator of the cylinder is the x1x2-plane. So the projection
of H on x1x2-plane is the curve
H∗ : r∗ = (a cosu, a sinu, 0) .
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If s∗ denote the arc length of this curve H∗ then from the above we have
ds∗
du
= a
⇒ ds
∗
ds
=
ds∗
du
ds
du
=
a√
a2 + b2
, a constant.
Hence the result.
Solution 3.7: (a) By Frenet’s formula
t = κn and b′ = −τn .
Therefore,
τt′ + κb′ = 0 .
Also,
t′ · b′ = κn(−τn) = −κτ .
(b) b′ = −τn
∴ b′′ = −τn′ − τ ′n
= −τ(−κt+ τb)− τ ′n
= τ(κt− τb)− τ ′n .
(c) We have n′ = −κt+ τb .
∴ n′′ = −κ′t− κt′ + τ ′b+ τb′
= −κ′t− κ(κn) + τ ′b+ τ(−τn)
= τ ′b− (κ2 + τ 2)n− κ′b .
Solution 3.8:
t′ = κn
t′′ = κ′n+ κn′ = κ′n+ κ(−κt+ τb) = −κ2t+ κ′n+ κτb
t′′′ = −3κκ′t− (κ3 + κτ 2 − κ′′)n+ (2κ′τ + κτ ′)b .
Then,
[t′, t′′, t′′′] = −κ3(κ′τ − κτ ′) .
Similarly,
[b′, b′′, b′′′] = τ 3(κ′τ − κτ ′) .
Thus,
[t′, t′′, t′′′]
[b′, b′′, b′′′]
= −
(κ
τ
)3
, provided κ′τ − κτ ′ 6= 0 .
Note: If κ′τ − κτ ′ = 0 then κ
τ
= constant and the curve is a helix. Both the scalar triple
product vanish identically.
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Solution 3.9:
LHS =
[
1
τ
{
1
κ
(κn)
}′]′
+
[κ
τ
t
]′
+
τ
κ
(κn)
=
[
1
τ
n’
]′
+
[κ
τ
t
]′
+ τn
=
[
1
τ
(−κt+ τb)
]′
+
(κ
τ
)′
t+
κ
τ
t’+ τn
= −
(κ
τ
t
)′
+ b’+
(κ
τ
)′
t+
κ2
τ
n+ τn
= −
(κ
τ
)′
t− κ
τ
κn− τn+
(κ
τ
)′
t+
κ2
τ
n+ τn
= 0 .
Solution 3.11: Let the curve be
x1 = x1(u) , x2 = x2(u) , x3 = x3(u) .
We know that
κ =
|r′ × r′′|
|r′|3 (
′ stands for differentiation with respect to u).
So,
κ = 0 ⇒ |r′ × r′′| = 0 ⇒ r′ × r′′ = 0
⇒ x
1′′
x1′
=
x2
′′
x2′
=
x3
′′
x3′
= ξ′(u) (say). (3.51)
We shall prove that eq. (3.51) is also a necessary and sufficient condition for the curve to be a
straight line.
Suppose equation (3.51) holds. So on integration, we have
xi
′
= aieξ(u) , i = 1, 2, 3 .
Integrating once more,
xi = a1ψ(u) + bi , ψ(u) =
∫
ef(u)du .
Thus we have
x1 − b1
a1
=
x2 − b2
a2
=
x3 − b3
a3
,
i.e., the curve is a straight line.
Conversely, let the curve be a straight line. Then its equation can be written as
x1 − b1
a1
=
x2 − b2
a2
=
x3 − b3
a3
= ψ(u) (say),
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i.e., xi = aiψ(u) + bi , i = 1, 2, 3
⇒ xi′ = aiψ′(u) , xi′′ = aiψ′′(u)
Therefore,
xi
′′
xi′
=
ψ′′(u)
ψ′(u)
= ξ(u) (say),
i.e.,
x1
′′
x1′
=
x2
′′
x2′
=
x3
′′
x3′
,
which is relation (3.51).
Hence κ = 0 is both necessary and sufficient condition for a curve to be a straight line.
Solution 3.12: Let the curve be a plane curve. Then the osculating planes are constant,
being the same as the plane of the curve. The binormal vector b is therefore a constant vector.
Hence
b′ = 0 , i.e., − τn = 0 , i.e., τ = 0 .
Conversely, let τ = 0, then b′ = −τn = 0. So b is a constant vector. Let
bi = λi
⇒ d
ds
(∑
bixi
)
= Σbi
′
xi + Σbiti = 0
⇒
∑
bixi = constant = C
⇒ x1λ1 + x2λ2 + x3λ3 = C , a plane.
Hence the curve is a plane curve.
Solution 3.13: The curve lies on the circular cylinder
x1 = a cosu , x2 = a sinu . (3.52)
Since the projection of the curve in the x1x2-plane is the circle given by eq. (3.52) so if the
curve has to be a plane curve, it must be a plane section of the circular cylinder by a plane not
parallel to the x3-axis, i.e., the axis of the cylinder.
Now the necessary and sufficient condition that the curve is a plane curve is
[r′, r′′, r′′′] = 0 ,
i.e.,
∣∣∣∣∣∣
−a sinu a cosu f ′(u)
−a cosu −a sinu f ′′(u)
a sinu −a cosu f ′′′(u)
∣∣∣∣∣∣ = 0 ,
i.e., f ′′′(u) + f ′(u) = 0.
Hence the solution for f(u) is
f(u) = a1 cosu+ b1 sinu+ c1 ,
130 CHAPTER 3. CURVES IN A RIEMANNIAN SPACE
where a1, b1 and c1 are arbitrary constants.
Solution 3.14:
t =
dr
ds
= r′
⇒ r′′ = dt
ds
= t’ = κn
⇒ r′′′ = κ′n+ κn’ = κ′n+ κ(−κt+ τb)
⇒ |r′′′|2 = κ4 + (κ′)2 + κ2τ 2
⇒ τ 2 = |r
′′|2
κ2
− κ2 −
(
κ′
κ
)2
.
Solution 3.15: The condition R
T
+ (R′T )′ = 0 is equivalent to τ
κ
+
(− κ′
κ2τ
)′
= 0 and this gives
the result.
Solution 3.16: Let C(r) and C(r) be the given curve and the locus of its centre of spherical
curvature respectively with
r = r+Rn+ (R′T )b .
Now differentiating with respect to s, we get
t
ds
ds
= t+R′n+R
(
− 1
R
t+
1
T
b
)
+ (R′T )′b+ (R′T )
(
− 1
T
n
)
=
[
R
T
+ (R′T )′
]
b ,
where s is the arc length of the locus of the centre of spherical curvature. So we can write
t = λb .
Again differentiating with respect to s, we get
(κn)
ds
ds
= −λτn ,
i.e., n is parallel to n .
Solution 3.17: A curve is a spherical curve if and only if its osculating sphere is a constant
sphere. For the osculating sphere S, the centre w and radius σ are given by
w = r+Rn+ (R′T )b and σ2 = R2 + (R′T )2 .
The osculating sphere is a constant sphere if its centre is fixed and radius is constant, i.e.,
w′ = 0 and σ′ = 0 .
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Now,
w′ =
dw
ds
=
dr
ds
+R′n+R
dn
ds
+ (R′T )′b+ (R′T )
db
ds
= t+R′n+R(−κt+ τb) + (R′T )′b+ (R′T )
(
− 1
T
n
)
= t+R′n− t+ R
T
b+ (R′T )′b−R′n
=
[
R
T
+ (R′T )′
]
b
and
(σ2)′ = 2σσ′ = 2RR′ + 2(R′T )(R′T )′ = 2(R′T )
[
R
T
+ (R′T )′
]
.
Thus we see that the centre is fixed and the radius is constant if and only if
R
T
+ (R′T )′ = 0 .
This is the necessary and sufficient condition for the curve to be a spherical curve.
Solution 3.18: We have
r = r+
1
κ
n (κ = constant).
Differentiating with respect to s, the arc length of the twisted curve M , we get
t
ds
ds
= t+
1
κ
(−κt+ τb) = τ
κ
b .
As both t and b are unit vectors, so choosing the direction of increment of s properly, we have
ds
ds
=
τ
κ
and t = b .
Now differentiating the above second relation with respect to s , we have
κn
ds
ds
= −τn , i.e., κn
(τ
κ
)
= −τn , i.e., κn = −κn (Since τ 6= 0).
As both κ and κ are positive, so we have
κ = κ and n = −n .
Again,
b = t× n = b× (−n) = t .
Differentiating this relation, we have
−τnds
ds
= t′ = κn
i.e., − τnτ
κ
= κn
i.e., κ2 = ττ
i.e., κ = κ =
√
ττ .
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Also the position vector r of the centre of circular curvature of the second curve is
r = r+
1
κ
n =
(
r+
1
κ
n
)
− 1
κ
n = r .
Hence the result.
Solution 3.19: Let the principal normal of a curve C(r) be the binormal of another curve
C(r) . So we write
r = r + λn , (3.53)
where λ is some scalar function of the arc length s and n at r and b at r are collinear. Now
differentiating eq. (3.53) with respect to the arc length s of C, we get
t
ds
ds
= t+ λ′n+ λ(−κt+ τb)
= (1− κλ)t+ λ′n+ λτb . (3.54)
As t is orthogonal to b, which is parallel to n, so t is perpendicular to n. So from the above
eq. (3.54), we have
λ′ = 0 , i.e., λ = a constant.
Again differentiating (3.54) with respect to s , we have
t
d2s
ds2
+ κn
(
ds
ds
)2
= −κ′λt+ (1− κλ)κn+ λτ ′b+ λτ(−τn)
= −λκ′t+ (κ− κ2λ− λτ 2)n+ λτ ′b .
Note that the L.H.S. is orthogonal to b, i.e., to n, hence the component of n should be zero in
the R.H.S.. So we have
κ− κ2λ− λτ 2 = 0
i.e., λ(κ2 + τ 2) = κ.
Hence the result.
Solution 3.20: The equation of the osculating plane at the point P (r) of a curve may be
written as
[R− r, t,n] = 0 ,
where R is the current point on the osculating plane. Let A(a) be the common point of all the
osculating planes. Then we have
[a− r, t,n] = 0 . (3.55)
Now differentiating the above equation with respect to ‘s’ we get
[−t, t,n] + [a− r, κn,n] + [a− r, t,−κt+ τb] = 0
i.e., τ [a− r, t, b] = 0 .
If τ = 0 then the curve is a plane curve, otherwise we have
[a− r, t, b] = 0 . (3.56)
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The relations (3.56) and (3.57) suggest that: a− r is orthogonal to t× n i.e., a− r ⊥ b and
a− r is orthogonal to t× b i.e., a− r ⊥ n.
Hence a− r is parallel to t i.e.,
dx1
x1 − a1 =
dx2
x2 − a2 =
dx3
x3 − a3 = λ
′ (say) (3.57)
where a = (a1, a2, a3) is a given vector.
Now integrating equation (3.57) we get
log |xi − ai| = λ(s) + log ci
or,
xi − ai
ci
= eλ(s)
or equivalently,
x1 − a1
c1
=
x2 − a2
c2
=
x3 − a3
c3
i.e., the curve is a plane curve.
Solution 3.21: We have
r(n) = ant+ bnn+ cnb
r(n+1) = a′nt+ an(κn) + b
′
nn+ bn(−κt+ τb) + c′nb+ cn(−τn)
= (a′n − κbn)t+ (κan + b′n − τcn)n+ (τbn + c′n)b .
But
rn+1 = an+1t+ bn+1n+ cn+1b .
Hence comparing the co-efficients we have
an+1 = a
′
n − κbn , bn+1 = b′n + κan − τcn , cn+1 = c′n + τbn .
Solution 3.22: Let a be the unit vector along the given fixed direction. Then t · a = cos θ
and b · a = cosφ. Thus we have
t′ · a = − sin θ dθ
ds
and b′ · a = − sinφ dφ
ds
or κ(n · a) = − sin θ dθ
ds
and − τ(n · a) = − sinφ dφ
ds
∴ κ
τ
= − sin θ dθ
sinφ dφ
. (proved)
Solution 3.23: Let the consecutive points on the curve be r and r + dr and the principal
normals be n and n + dn respectively. For intersection of the principal normals a necessary
condition is that the 3 vectors dr , n and n+ dn must be coplanar, i.e.,
dr
ds
, n ,
dn
ds
must be coplaner.
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i.e., [t, n,−κt+ τb] = 0 ⇒ τ = 0
Solution 3.24:
LHS =
{
T (Rt′)′
}′
+
(
T
R
t
)′
+
R
T
(t′)
=
{
T (R.
1
R
n)′
}′
+
(
T
R
t
)′
+
R
T
· 1
R
n
=
{
T
(
− 1
R
t+
1
T
b
)}′
+
(
T
R
t
)′
+
1
T
n
= −
(
T
R
t
)′
+ b′ +
(
T
R
t
)′
− b′ = 0 = RHS. (3.58)
Solution 3.25:
r¯ = r+Rn
So differentiating with respect to ‘s’ we have
t¯
ds¯
ds
= t+R′n+R
(
− 1
R
t+
1
T
b
)
= R′n+
R
T
b
Squaring both sides we have (
ds¯
ds
)2
= R′2 +
(
R
T
)2
, (proved).
Chapter 4
Hypersurface in a Riemannian space
4.1 Basic Definition
A ‘n’ dimensional hypersurface Vn in an (m+ 1)-dimensional Riemannian space M is given by
the equations
yα = fα(x1, x2, . . . , xn), α = 1, 2, . . .m+ 1
where {yα} is a co-ordinate system in M and xi’s are n real variables such that the Jacobian
matrix
J =
[
∂y
∂x
]
=

∂y1
∂x1
∂y1
∂x2
. . . ∂y
1
∂xn
∂y2
∂x1
∂y2
∂x2
. . . ∂y
2
∂xn
...
...
. . .
...
∂ym+1
∂x1
∂ym+1
∂x2
. . . ∂y
m+1
∂xn

is of rank n.
In particular if m > n then Vn is called a subspace of M or M is called an enveloping space
of Vn . For m = n , Vn is called hypersurface of the enveloping space M .
Note: The n real variables {xi} is a co-ordinate system in Vn.
Induced metric in Vn:
Let aαβ be the components of the metric tensor in M under some y−co-ordinate system.
Then the elementary distance ‘dS’ between two neighbouring points in Vn (which are therefore
also in M) is given by
dS2 = aαβdy
αdyβ = aαβ
(
∂yα
∂xi
dxi
)(
∂yβ
∂xk
dxk
)
=
(
aαβ
∂yα
∂xi
∂yβ
∂xk
)
dxidxk
= gikdx
idxk ,
where
gik = aαβ
∂yα
∂xi
∂yβ
∂xk
(4.1)
is the metric tensor in Vn.
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Note: Similar to aαβ , gik is also symmetric in ‘i’ and ‘k’.
Normal to the hypersurface:
Let Nα be the contravariant components (in the y−co-ordinate system) of the unit normal
N to Vn ⊂ M . For fixed i (i = 1, 2, . . . , n) the vector ∂yα∂xi is tangential to Vn and hence
orthogonal to the normal vector N.
For another co-ordinate system y¯α in M we write
∂yα
∂xi
=
∂yα
∂y¯β
∂y¯β
∂xi
,
which shows that the tangential vector is a contravariant vector in M . Thus the orthogonality
of normal vector N and the above tangent vector gives
aαβ∇iyαNβ = 0 (4.2)
and the normalization of N gives
aαβN
αNβ = 1 . (4.3)
with 5
i
yα = ∂y
α
∂xi
.
4.2 Generalized Intrinsic and Covariant Differentiation :
Differentiation on the hypersurface
Let us start with the symbol convention : any Greek index stands for tensor character in
M while any Latin index denotes tensor character in the hypersurface Vn . As we have seen
∇iyα = ∂yα∂xi , for fixed i represents a contravariant vector in y−co-ordinates in M , so in a similar
way, for fixed α , ∇iyα is a covariant vector in the x−coordinates in Vn .
Suppose ‘s’ be the arc length along any curve γ in Vn and A
α
βi be an arbitrary tensor field
along γ. According to the above symbol convention the tensor field Aαβi is a (1, 1)-tensor in
y−coordinates in M and it is a (0, 1)-tensor in the x−coordinates in Vn. Let uα , vβ be the
components in the y−coordinates of two unit vector fields parallel to γ with respect to M and
ωi be the components in the x−coordinates of a unit vector field parallel to γ with respect to
Vn . So we have
δuα
ds
= 0 i.e.,
duα
ds
− Γθασuθ
dyσ
ds
= 0
δvβ
ds
= 0 i.e.,
dvβ
ds
+ Γβθσv
θ dy
σ
ds
= 0
and
δωi
ds
= 0 i.e.,
dωi
ds
+ Γipmω
pdx
m
ds
= 0 .
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Now we consider the intrinsic derivative of the scalar Aαβiuαv
βωi i.e., we start with
δ
ds
(Aαβiuαv
βωi) =
d
ds
(Aαβiuαv
βωi) =
dAαβi
ds
uαv
βωi + Aαβi
duα
ds
vβωi + Aαβiuα
dvβ
ds
ωi + Aαβiuαv
β dω
i
ds
=
dAαβi
ds
uαv
βωi + Aαβiv
βωi
(
duα
ds
− Γθασuθ
dyσ
ds
)
+ Aαβiuαω
i
(
dvβ
ds
+ Γβθσv
θ dy
σ
ds
)
+ Aαβiuαv
β
(
dωi
ds
+ Γipmω
pdx
m
ds
)
+ ΓθασA
α
βiv
βωiuθ
dyσ
ds
− ΓβθσAαβiuαωivθ
dyσ
ds
− ΓipmAαβiuαvβωp
dxm
ds
=
{
dAαβi
ds
+ ΓαθσA
θ
βi
dyσ
ds
− ΓθβσAαθi
dyσ
ds
− ΓpimAαβp
dxm
ds
}
uαv
βωi
+ Aαβiv
βωi
δuα
ds
+ Aαβiuαω
i δv
β
ds
+ Aαβiuαv
β δω
i
ds
.
Using Leibnitz’s rule to the left hand side we have for arbitrary uα , v
β and ωi
δAαβi
ds
=
dAαβi
ds
+ ΓαθσA
θ
βi
dyσ
ds
− ΓθβσAαθi
dyσ
ds
− ΓpimAαβp
dxm
ds
It is called the generalized intrinsic derivative of Aαβi w.r.t ‘s’ (i.e., along the curve γ). From
the quotient law
δAαβi
ds
is of the same type as Aαβi. If the functions A
α
βi are defined throughout
Vn and γ is an arbitrary curve in Vn then we may write the R.H.S. of the above relation as
δAαβi
ds
=
[
∂Aαβi
∂xm
+ ΓαθσA
θ
βi∇myσ − ΓθβσAαθi∇myσ − ΓpimAαβp
]
dxm
ds
where we write ∇myσ = ∂yσ∂xm for convenience. As dx
m
ds
is a contravariant vector in the x-
coordinate system, so it follows that the expression within square bracket is a tensor of the
type Aαβim i.e., a tensor of type (1, 1) in the y co-ordinate and of the kind (0, 2) in the x’s. We
call it the generalized covariant xm-derivative of Aαβi and we write
∇mAαβi =
∂Aαβi
∂xm
+ ΓαθσA
θ
βi∇myσ − ΓθβσAαθi∇myσ − ΓpimAαβp
Now as covariant derivative of metric tensor is zero so we have
∇mgij = 0 ; ∇σaαβ = 0
We shall now show that ∇maαβ = 0.
By definition
∇maαβ = ∂aαβ
∂xm
− Γθασaθβ
∂yσ
∂xm
− Γθβσaαθ
∂yσ
∂xm
=
(
∂aαβ
∂yσ
− Γθασaθβ − Γθβσaαθ
)
∂yσ
∂xm
= (∇σaαβ) ∂y
σ
∂xm
= 0.
Note: In general, we write
∇mA············ = (∇σA············)
∂yσ
∂xm
.
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4.3 Gauss’s formula : Second Fundamental form
We denote
∂yα
∂xi
= ∇iyα
∇j∇iyα = ∂
∂xj
∇iyα − Γhij∇hyα + Γαθσ∇iyθ
∂yσ
∂xj
=
∂2yα
∂xi∂xj
− Γhij
∂yα
∂xh
+ Γαθσ
∂yθ
∂xi
∂yσ
∂xj
(4.4)
Note that equation (4.4) is symmetric in (i, j).
As gij = aαβ (∇iyα)
(∇jyβ) so taking generalized covariant derivative w.r.t. xk we have
aαβ (∇k∇iyα)
(∇jyβ)+ aαβ (∇iyα) (∇k∇jyβ) = 0 (∇kgij = 0 and ∇kaαβ = 0) .
Now rotating (i, j, k) cyclically we get two more similar equations:
aαβ(∇i∇jyα)(∇kyβ) + aαβ(∇jyα)(∇i∇kyβ) = 0
and aαβ(∇j∇kyα)(∇iyβ) + aαβ(∇kyα)(∇j∇iyβ) = 0.
Now subtracting the first of these three equations from the sum of the last two and dividing
by 2 and remembering that ∇i∇jyα is symmetric in i and j we get
aαβ(∇i∇jyα)(∇kyβ) = 0. (4.5)
Thus for any fixed i, j we see that ∇i∇jyα is a vector in Vn+1 and normal to Vn. So we write
∇i∇jyα = bijNα . (4.6)
Equations (4.4) , (4.5) and (4.6) together are called Gauss’s formula. Here bij is a symmetric
covariant hypersurface tensor of second order and Nα is a unit normal to the hypersurface Vn
. Also transvecting equation (4.6) by aαβN
β we get
bij(aαβN
αNβ) = aαβ(∇i∇jyα)Nβ
i.e., bij = aαβ(∇i∇jyα)Nβ (4.7)
The elementary quadratic form bijdx
idxj is called the second fundamental form and bij , the
second fundamental tensor or the shape tensor.
Note: If we choose M = Vn+1 = En+1 , the (n + 1)-dimensional Euclidean space then y
can be chosen to be rectangular cartesian co-ordinates and equation (4.7) simplifies to
bij = aαβ (∂i∂jy
α)Nβ = (∂iej) ·N .
4.4 Meusnier’s Theorem and consequences
Theorem 4.1 : Meusnier’s Theorem :
Statement: If for a curve γ on a hypersurface Vn of M (= Vn+1) that passes through a point
P and have a given direction there at, the first normal relative to Vn+1 makes an angle θ with
the normal to the hypersurface then the expression κ1(a) cos θ is an invariant for all such curves
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where κ1(a) is the first curvature relatively to Vn+1 .
Proof: Suppose the curve γ in Vn has a given direction at P . Let t be the unit tangent
to the curve at P and let tα and ti be the contravariant components of t in the y co-ordinate
system in Vn+1 and in the x-coordinate system in Vn respectively.
Then
tα = (∇iyα)ti
Taking covariant derivative with respect to xj we get
∇jtα = (∇j∇iyα)ti + (∇iyα)(∇jti)
i.e., (∇σtα)∂y
σ
∂xj
= (bijN
α)ti + (∇iyα)(∇jti) .
Now transvecting both side with dx
j
ds
(s is the arc length of the curve) and noting that ti = dx
i
ds
, we get
(∇σtα)dy
σ
ds
= (bij
dxi
ds
dxj
ds
)Nα + (∇iyα)(∇jti)dx
j
ds
or,
δtα
ds
= (bij
dxi
ds
dxj
ds
)Nα + (∇iyα)δt
i
ds
(4.8)
or, κ1(a)n
α
1(a) = κnN
α + κ1(g)n
i
1(g)(∇iyα) (4.9)
where κ1(a) −→ the first curvature scalar of the curve relative to Vn+1
n1(a) −→ the first normal vector to γ relative to Vn+1 .
κ1(g) −→ the first curvature scalar of γ relative to Vn
n1(g) −→ the first normal vector to γ relative to Vn
and κn = bij
dxi
ds
dxj
ds
, (4.10)
is the normal curvature.
In vector notation, equation (4.9) can be written as
κ1(a)n1(a) = κnN+ κ1(g)n1(g) (4.11)
Now taking scalar product with N (the unit normal to the hypersurface Vn) we get
κ1(a) cos θ = κn . (4.12)
From the expression (4.10) we note that κn is independent of the curve γ, it depends only
on the direction of the tangent at the point P . Hence κ1(a) cos θ is an invariant for all curves in
Vn , passing through P and having the given direction there at. Hence the theorem.
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Theorem 4.2 : Darboux’s Theorem :
Statement: For a curve γ in a hypersurface Vn in Vn+1 that passes through a given point
P and have a given direction at P , the projection of the first curvature vector relatively to
Vn+1 upon the tangent space of Vn at the point concerned is equal to the first curvature vector
relatively to Vn .
Proof: In Meusnier’s theorem, equation (4.11) can be interpreted as follows:
The first curvature vector κ1(a)n1(a) relatively to Vn+1 can be resolved into two orthogonal
components:
i) the component κnN along the normal to the hypersurface at P .
ii) the components κ1(g)n1(g) in the tangent space TP at P to the hypersurface. Hence the
theorem.
Note: κn is called the normal curvature of the curve at P in the particular direction. κ1(g)n1(g)
is called the first curvature vector of the curve relatively to Vn. Also it is called the geodesic
first curvature vector or Darboux vector. Its magnitude κ1(g) is the first curvature of the curve
relatively to Vn and is also called geodesic first curvature of the curve.
Theorem 4.3 : Another result from Meusnier’s theorem :
Statement: A curve γ on a hypersurface Vn in Vn+1 is a geodesic in Vn iff at every point of
γ the first curvature vector relatively to Vn+1 is normal to Vn . Further, for a geodesic, its
first curvature relatively to Vn+1 is equal to the normal curvature of the hypersurface in the
direction of the geodesic.
Proof: From equation (4.11) we note that if for a curve through P having the given direction
there at, the first curvature vector relatively to Vn+1 has the direction of N then
κ1(a)n1(a) = κnN
and hence for such curve κ1(a) = κn . Hence the first part.
For the second part, we have again from equation (4.11) , considering the magnitude,
κ21(a) = κ
2
n + κ
2
1(g)
Thus at any point κ1(a) = κn implies κ1(g) = 0.
If this happen at every point of the curve, then
δti
ds
= 0 (identically)
and the curve is a geodesic in Vn . Also in this case
κ1(a)n1(a) = κnN.
Hence the theorem.
Note: We often denote κn by χ.
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4.5 Principal curvatures and Principal directions
At a point P on the hypersurface Vn, a direction t in which the normal curvature χ attains
an extreme value (local extreme) is called a principal direction and the extreme value of the
normal curvature is called a principal curvature.
By definition,
χ = bijt
itj .
As t is a unit vector so gijt
itj = 1.
Hence we have
χ =
bijt
itj
gijtitj
. (4.13)
Now, for variation of the direction t, the extreme values (local extrema) of χ are given by
dχ
dti
= 0 , i = 1, 2, . . . , n
i.e.,
(
gijt
itj
) (
bijt
j
) − (bijtitj) (gijtj) = 0
i.e., (bij − χgij) tj = 0 . (4.14)
Thus every direction at P will be a principal direction if
bij − χgij = 0 (4.15)
In this case bij are proportional to gij and χ is independent of the direction t at such a point.
This point is called an umbilic.
Suppose that the point P is not an umbilic. Then solutions will be obtained for values of χ
given by the equation
|bij − χgij| = 0 (4.16)
This is called the characteristic equation for bij in the metric of the hypersurface. Since bij
and gij are both real symmetric and gij is positive definite so the above characteristic will have
n real roots χh (h = 1, 2, . . . n) with or without repetitions. These are called the n principal
curvatures. Any value of ti corresponding to any root is a principal direction. The principal
directions corresponding to unequal roots of χ will be orthogonal to each other. On the other
hand, if χP is a repeated root of multiplicity ‘r’ then the solution space of tP is of dimension ‘r’
and we can choose in multiply infinite number of ways ‘r’ mutually orthogonal directions for t
and these principal directions will also be orthogonal to other principal directions correspond-
ing to other principal curvatures. Thus there always exists ‘n’ mutually orthogonal principal
directions at any point P in a hypersurface Vn .
Note: If every point of a hypersurface Vn in Vn+1 is an umbilic then the hypersurface is
said to be a totally umbilical hypersurface. This is the generalization of the notion of a sphere
or a plane in E3 or a hypersphere or a hyperplane in En+1 .
Theorem 4.4 : Prove that any two distinct principal directions in the neighbourhood U
of a point P of a hypersurface Vn are mutually orthogonal.
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Proof: From equation (4.14)
bijt
j = χgijt
j
Let χ1 , χ2 be the principal normal curvatures and t
i
1 and t
i
2 be the corresponding two distinct
principal directions. So we have
bijt
j
1 = χ1gijt
j
1 (4.17)
and
bijt
j
2 = χ2gijt
j
2 (4.18)
Now, (4.17)× ti2 − (4.18)× ti1 gives
(χ1 − χ2)gijti1tj2 = 0 , using symmetric property of bij and gij .
As
χ1 6= χ2
so
gijt
i
1t
j
2 = 0
i.e., t1 is orthogonal to t2.
4.6 Mean curvatures of different orders and the total
curvature
Let χ1, χ2, . . . χn be the ‘n’ principal curvatures at P of a hypersurface Vn in Vn+1 . Then the
sum of the products of the principal curvatures χ1, χ2, . . . χn taken ‘p’ (≤ n) at a time is called
the mean curvature of order ‘p’ or the p-th mean curvature and it will be denoted by MP .
The first mean curvature M1 = χ1 + χ2 + . . . + χn is denoted by M and is called simply the
mean curvature. The product χ1 · χ2 · · ·χn of all the principal curvatures i.e., the n-th mean
curvature Mn is also called the total curvature or the Gaussian curvature and is denoted by K.
The characteristic equation,
|bij − χgij| = 0
can be written as ∣∣gki∣∣ |bij − χgij| = 0
(as the metric tensor gij is non-singular so is also g
ij)
So we have ∣∣bkj − χδkj ∣∣ = 0
The above determinant in explicit form is given by
χn − b1χn−1 + · · ·+ (−1)pbpχn−p + · · ·+ (−1)nbn = 0
where bp is the sum of the principal minor of order ‘p’ of the matrix b
k
i and may be termed as
the trace of order p or the p-th trace of the matrix. So from the definition we have
bp = Mp , ∀p = 1, 2, . . . n .
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In particular,
M = M1 = b
i
i = g
ijbij
and
K = Mn =
∣∣bki ∣∣ = ∣∣gkibij∣∣ = ∣∣gki∣∣ |bij| = bg
If M = 0 then the surface is called a minimal surface.
4.7 Conjugate directions : Asymptotic line and Asymp-
totic direction
Two vectors u and v at any point on the hypersurface are said to be conjugate if biju
ivj = 0.
The directions, of the vectors u and v are said to be conjugate directions.
A self conjugate direction at any point is called an asymptotic direction at that point and
a curve at any point of which the tangent direction is an asymptotic direction is called an
asymptotic line. It is clear that in a hypersurface there can be a real asymptotic line iff the
second fundamental form is not definite (i.e., neither positive nor negative definite). The
differential equation of an asymptotic line is
bijdx
idxj = 0 (4.19)
It follows that a curve in the hypersurface is an asymptotic line if κn = 0 at every point of the
curve in the direction of the curve there at.
Theorem 4.5 : If two principal directions are orthogonal at a point of the hypersurface
then they are not only orthogonal but are also conjugate.
Proof: Let tp and tq be two principal directions at a point on the hypersurface and are
orthogonal to each other. Suppose χp and χq are the corresponding principal curvatures. Then
from equation (4.14) we have
(bij − χpgij)tjp = 0
Now, multiply this equation by tiq and summing over i we get
bijt
j
pt
i
q = χpgijt
i
qt
j
p
By condition, tp and tq are orthogonal so the R.H.S. vanishes. Hence bijt
j
pt
i
q = 0 i.e., tp and tq
are conjugate to each other.
Theorem 4.6 : The normal curvature of the hypersurface Vn for an asymptotic direction
is zero.
Proof: The normal curvature κn of the hypersurface Vn in the direction of a curve γ is given
by
κn = bij
dxi
ds
dxj
ds
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As γ is an asymptotic line of Vn (by condition) so we have bijdx
idxj = 0 i.e., κn = 0.
Theorem 4.7 : Euler’s Theorem :
Statement: If χ1 , χ2 , . . . , χn are n principal curvatures distinct or otherwise and tp1 , tp2 , . . . , tpn
are mutually orthogonal principal directions corresponding to these principal curvatures, then
the normal curvature χ in the direction l making an angle θi with the direction tpi , (i =
1, 2, . . . n) is given by
χ =
n∑
i=1
χi cos
2 θi
Proof: We have χ = bijl
ilj
As l can be written as a linear combination of the principal directions so
l = λ1tp1 + λ2tp2 + . . .+ λntpn
Hence
l · tpk = λk i.e., λk = cos θk
l =
n∑
k=1
tpk cos θk
and χ = bij
(
n∑
k=1
tipk cos θk
)(
n∑
r=1
tjpr cos θr
)
As two orthogonal principal directions are also conjugate to each other so we have
bijt
i
pk
tjpr = 0 (k 6= r) and bijtipktjpk = χk .
Thus the expression for χ gives
χ =
n∑
k=1
χk cos
2 θk
Note : As the sum of principal curvatures is the sum of normal curvatures for n mutually
orthogonal directions in Vn so the above sum may be the sum of the normal curvatures in any
n mutually orthogonal directions (Dupin’s Theorem below)
Theorem 4.8 : Dupin’s Theorem :
Statement: At any point of a hyper surface Vn in Vn+1 , the sum of the normal curvatures in
n mutually orthogonal directions is a constant, the mean curvature at that point.
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Proof: Let tp1 , tp2 , . . . , tpn be a set of n orthogonal directions in Vn. Then sum of the normal
curvatures of Vn for these orthogonal directions is
n∑
pk=1
bijt
i
pk
tjpk = bijg
ij = M, a constant.
Hence the theorem.
Theorem 4.9 : A curve on a hypersurface Vn in Vn+1 is a geodesic in Vn+1 , iff it is a
geodesic as well as an asymptotic line in Vn.
Proof: From Meusnier’s theorem
κ21(a) = κ
2
n + κ
2
1(g)
Now, κ1(a) = 0 implies κn = 0 and κ1(g) = 0 and vice-versa. Hence it follows that the curve is
a geodesic in Vn+1 iff it is a geodesic as well as an asymptotic line in Vn .
Totally geodesic hypersurface
If all the geodesic of a hypersurface Vn in Vn+1 are also geodesic of Vn+1 then the hypersur-
face is called a totally geodesic hypersurface of the enveloping plane.
Theorem 4.10 : A hypersurface Vn in Vn+1 is totally geodesic in Vn+1 iff bij = 0 identi-
cally.
Proof: From Meusnier’s theorem we have
κ21(a) = κ
2
n + κ
2
1(g)
Now whenever κ1(g) = 0 for any curve in Vn in any direction at P we must have κ1(a) = 0 at P
in that direction iff κn = 0 at P in every direction there at.
By definition,
κn = bij
dxi
ds
dxj
ds
So κn ≡ 0 implies bij ≡ 0.
Note I : This notion is a generalization of the notion of a plane in E3 or hyperplane in
En+1 .
Note II : The above theorem can be generalized as follows :
Theorem 4.11 : A totally geodesic hypersurface is a minimal hypersurface and its lines
of curvature are indeterminate.
Proof: We have seen that bij = 0 identically for a totally geodesic hypersurface. So M =
bijg
ij = 0 , i.e., the hypersurface Vn is a minimal hypersurface. Consequently, the equation
bij =
M
n
gij
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is identically satisfied. But it is the condition for indeterminant lines of curvature. Hence the
theorem.
4.8 Weingarten’s Formula
∇iNα = −bki∇kyα (4.20)
Proof: We have
aαβN
αNβ = 1.
Taking covariant derivative with respect to xi we have
aαβN
α∇iNβ = 0 .
This shows that the vectors ∇1Nβ, ∇2Nβ, . . . ,∇nNβ are orthogonal to N and therefore are hy-
persurface vectors. Hence each of them is a linear combination of the vectors∇1yα, ∇2yα, . . . , ∇nyα.
Thus we write
∇iNα = tki∇kyα. (4.21)
Transvecting with aαβ∇jyβ we get
aαβ (∇iNα)
(∇jyβ) = tki gkj .
As aαβN
α∇jyβ = 0 , so taking covariant derivative with respect to xi we have
aαβ (∇iNα)
(∇jyβ) + aαβNα (∇i∇jyβ) = 0
or, aαβ (∇iNα)
(∇jyβ) = −aαβNαbijNβ = − (aαβNαNβ) bij
or, aαβt
k
i (∇kyα)
(∇jyβ) = −bij
or, tki gkj = −bij , i.e., bij = −tij
So from equation (4.21), ∇iNα = −bki∇kyα , the Weingarten’s formula.
Note: In Eucledian space, the Weingarten’s formula takes the form : ∂iN
α = −bki ∂kyα.
Theorem 4.12 : The derived vector of the unit normal with respect to Vn+1 , along a curve γ
in Vn , will be tangential to the curve γ provided γ is a line of curvature of the hypersurface.
Proof: Let ti be a unit tangent vector to a curve γ in Vn . Then the derived vector of
Nα with respect to Vn+1 along γ in Vn is (∇iNα) ti . But from Weingarten’s formula
∇iNα = −bki∇kyα
or, (∇iNα) ti = −bki∇kyαti
By condition of the theorem (∇iNα) ti will be along ti implies
−bki∇kyαti = −Kyα,iti , k is any constant
or, bijg
jkyα,kt
i
(
aαβy
β
,h
)
= Kyα,it
i
(
aαβy
β
,h
)
or, bijg
jktigkh = Kgiht
i
or, biht
i −Kgihti = 0
or, (bih −Kgih) ti = 0.
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This implies that the directions ti is a principal direction for the symmetric tensor bij , i.e.,
ti is a principal direction for the hypersurface. But ti is a unit tangent to the curve γ in Vn .
Hence γ is a line of curvature in Vn .
Theorem 4.13 : Prove that the normal to a totally geodesic hypersurface is parallel in the
enveloping manifold.
Proof: From Weingarten’s formula (4.20)
∇iNα = −bki∇kyα
or, (∇iNα) ei = −bki ei∇kyα (4.22)
where ei is any unit vector in the hypersurface Vn .
By condition, Vn is a totally geodesic hypersurface, i.e., each geodesic of Vn is a geodesic in Vn+1 .
Hence, κ(a) = 0 = κ(g) . But κ
2
(a) = κ
2
(n) + κ
2
(g) . So κ(n) = 0 , i.e.,
bij
dxi
ds
dxj
ds
= 0.
But dx
i
ds
is arbitrary, so bij = 0. Hence from (4.22), ∇iNα is orthogonal to ei. This proves the
theorem.
Rodrigues’ Formula: Along a line of curvature in Vn embedded in Vn+1
dN+ χdy = 0 ,
where χ is the normal curvature of Vn in Vn+1 in the direction of the line of curvature.
Proof: By Weingarten’s formula
∇iNα = −bki∇kyα .
Taking inner product with dx
i
ds
= ti , we have
δNα
ds
= − (bki ti) ∂yα∂xk . (4.23)
Now, along a line of curvature we have,
(bij − χgij) tj = 0
i.e.,
(
bkj − χδkj
)
tj = 0
i.e., bkj t
j = χtk
Then from equation (4.23)
δNα
ds
= −χtk ∂y
α
∂xk
= −χdy
α
ds
i.e., δN+ χdy = 0
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Hence the theorem.
Note: The above theorem (i.e., Rodrigues’ formula) can be interpreted geometrically as follows
:
Along a line of curvature, the normal to the hypersurface bends in the direction of the curve
and the amount of bending is equal to χ -times the displacement along the curve in the opposite
sense.
Theorem 4.14 : The derived vector of the unit normal in an asymptotic direction of a
hypersurface in a Riemannian space is orthogonal to that direction.
Proof: Let l be an asymptotic direction at the current point P of a hypersurface in a Rieman-
nian space. Then
bijl
ilj = 0.
Now the derived vector of the unit normal Nα to the hypersurface in the direction l is li∇iNα.
The scalar product of this vector with the vector l is
aαβ
(
li∇iNα
) (
lj∇jyβ
)
= aαβ (∇iNα)
(∇jyβ) lilj
= −aαβ
(
bki∇kyα
) (∇jyβ) lilj
= −bki
{
aαβ (∇kyα)
(∇jyβ)} lilj
= −bki gkjlilj = −bijlilj = 0
This shows that the derived vector li∇iNα of the unit normal Nα in the direction of l is or-
thogonal to l. Hence the theorem.
Theorem 4.15 : Prove that the normal to a totally geodesic hypersurface is parallel in the
enveloping manifold.
Proof: From Weingarten’s formula :
∇iNα = −bki∇kyα
or, (∇iNα) ei = −bki (∇kyα) · ei
where, ei is any unit vector of the hypersurface Vn. As Vn is a totally geodesic hypersurface, so
each geodesic of Vn is a geodesic of Vn+1, i.e., κ(a) = 0 = κ(g) . But we have κ
2
(a) = κ
2
n + κ
2
(g).
Hence κn = 0 , i.e., bij
dxi
ds
dxj
ds
= 0.
As dx
i
ds
is arbitrary, so bij = 0 , i.e., (∇iNα) · ei = 0
i.e., ∇iNα is orthogonal to ei
i.e., ∇iNα is orthogonal to any direction ei of a totally geodesic hypersurface Vn . Hence
the result.
4.9 Lines of Curvature : Differential Form
A curve in a hypersurface Vn in Vn+1 at every point of which the direction of tangent is a
principal direction, is called a line of curvature.
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We shall now determine the differential equation of the lines of curvature for 2-dimensional
hypersurface V2 in E3 .
Note: Through every point of Vn there are n mutually orthogonal lines of curvature.
From equation (4.14) we have
bijt
j = χgijt
j .
Now, putting i = 1, 2, we get
b1jt
j = χg1jt
j
b2it
i = χg2it
i .
So eliminating χ between these two equations we obtain
(g1jb2i − g2ib1j) titj = 0
(g1ib2j − g2ib1j) titj = 0 .
As ti = du
i
ds
, the differential equation for the lines of curvature becomes
(g1ib2j − g2ib1j) duiduj = 0
or in explicit form :
(g11b12 − g12b11)
(
du1
)2
+ (g11b22 − g22b11) du1du2 + (g12b22 − g22b12)
(
du2
)2
= 0 (4.24)
This is the differential equation of the line of curvatures in two dimensional hypersurface V2 in
E3 .
Minimal hypersurface: A hypersurface Vn in Vn+1 of vanishing mean curvature is called
a minimal hypersurface.
Note: The reason for this name is the fact that given a closed curve in E3 , the surface
of minimal area bounded by the curve is a surface of vanishing mean curvature.
An useful formula for M for a hypersurface V2 in E3
M = gijbij = g
11b11 + 2g
12b12 + g
22b22,
where
gij = cofactor of
gji
g
, g = |gij| =
∣∣∣∣ g11 g12g21 g22
∣∣∣∣ .
So,
g11 =
g22
g
, g12 = −g12
g
, g22 =
g11
g
.
Hence,
M =
1
g
(g11b22 − 2g12b12 + g22b11) (4.25)
Theorem 4.16 : Prove that the mean curvature of a hypersurface is equal to the negative
of the divergence of the unit normal.
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Proof: Suppose Nα be the unit normal vector to thr hypersurface Vn in Vn+1 . Let t
α
h (h =
1, 2, . . . , n) be the ‘n’ unit tangent vectors in Vn+1 to n congruences eh (h = 1, 2, . . . , n) of an
orthogonal ennuple in Vn . So th is orthogonal to N i.e,
tαh ·Nα = 0.
Taking co-variant derivative with respect to yβ we have
tαh;βNα +Nα;βt
α
h = 0.
Multiplying both side by tβh we get(
tαh;βt
β
h
)
Nα +
(
Nα;βt
β
h
)
tαh = 0.
=⇒ Normal component of the 1st curvature of the curve (having tangent eh) relative to
Vn+1 = −(Tendency of Nα in the direction of the curve).
i.e., Normal curvature of Vn in the direction of
→
eh
= −Tendency of unit normal Nα in the direction of −→e
h
.
Now summing over h from 1 to n we get
M = −divN.
Theorem 4.17: Prove that conjugate directions in a hypersurface are such that the derived
vector of the unit normal in either direction is orthogonal to the other direction.
Proof: From Weingarten’s formula (equation (4.20))
∇iNα = −bki∇kyα
Let ai and ei be unit vectors in the hypersurface Vn . The derived vector of N
α in the direction
of ai is ∇iNαai. So projection of this vector along the direction ei is
(∇iNα) ai
(
aαβ∇hyβeh
)
= −bki∇kyαaiaαβ∇hyβeh
= −bki
(
aαβ∇kyα∇hyβ
)
aieh
= −bki akhaieh
= −bihaieh
= 0 if ai and ei are conjugate directions.
Hence the theorem.
Note: If ai = ei then
∇iNαei
(
aαβ∇hyβeh
)
= −biheieh.
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Suppose ei is tangent to a curve γ in Vn . Then γ will be an asymptotic line of the hypersurface
if bije
iej = 0.
Hence,
(∇iNα) ei
(
aαβ∇hyβeh
)
= 0
Thus we have the following result:
“The derived vector of the unit normal along a curve in the hypersurface will be orthogonal
to the curve provided the curve is an asymptotic line in the hypersurface”.
4.10 The Gauss and Codazzi Equations on a hypersur-
face
Theorem 4.18 : The Gauss and Codazzi equations on a hypersurface are given by
Rijkl = (bjlbki − bjkbil) +Rαβγδ (∇iyα)
(∇jyβ) (∇kyγ) (∇lyδ) (4.26)
and
∇kbij −∇jbik = RαβγδNβ (∇iyα) (∇jyγ)
(∇kyδ) . (4.27)
Here Rαβγδ is the Riemannian curvature tensor on the enveloping space Vn+1 . The first equa-
tion is known as Gauss characteristic equations and second one is called the Codazzi
equations.
Proof: We have
gij = aαβ (∇iyα)
(∇jyβ) . (4.28)
As Nα is the unit normal vector so
aαβ (∇iyα)Nβ = 0. (4.29)
Also
aαβN
αNβ = 1. (4.30)
Taking covariant derivative of equation (4.28) with respect to xk we have
∂aαβ
∂yγ
(∇kyγ) (∇iyα)
(∇jyβ)+ aαβ (∇k∇iyα) (∇jyβ)+ aαβ (∇iyα) (∇k∇jyβ) = 0. (4.31)
Now rotating (i, j, k) cyclically, we get two more equations. Sum of these two equations when
substracted from equations (4.31), we get[
∂aβγ
∂yα
+
∂aγα
∂yβ
− ∂aαβ
∂yγ
]
(∇kyγ) (∇iyα)
(∇jyβ)+ 2aαβ (∇kyα) (∇i∇jyβ) = 0
or, aαβ (∇i∇jyα)
(∇kyβ)+ Γαβγ (∇iyα) (∇jyβ) (∇kyγ) = 0
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(Note that the Christoffel symbols of the 1st kind are formed with respect to aαβ evaluated at
points of Vn)
or, aαβ (∇i∇jyα)
(∇kyβ)+ Γµαβaµγ (∇iyα) (∇jyβ) (∇kyγ) = 0
or, aαβ (∇i∇jyα)
(∇kyβ)+ Γαµνaαβ (∇iyµ) (∇jyν) (∇kyβ) = 0
or, aαβ
(∇kyβ) [(∇i∇jyα) + Γαµν (∇iyµ) (∇jyν)] = 0.
Comparing this equation with equation (4.29) we can write
(∇i∇jyα) + Γαµν (∇iyµ) (∇jyν) = bijNα. (4.32)
Now multiply both sides by aαβN
β and summing for α we obtain
bij = aαβN
β (∇i∇jyα) + ΓαµνaαβNβ (∇iyµ) (∇jyν) ,
= aαβN
β (∇i∇jyα) + ΓµνβNβ (∇iyµ) (∇jyν) . (4.33)
Taking covariant derivative of equation (4.29) with respect to xj we get
aαβ (∇i∇jyα)Nβ + aαβ (∇iyα)
(∇jNβ) = −∂aαβ
∂yν
(∇iyα) (∇jyν)Nβ,
= − [Γανβ + Γβνα] (∇iyα) (∇jyν)Nβ,
or, aαβ (∇i∇jyα)Nβ + Γανβ (∇iyα) (∇jyν)Nβ = −
[
aαβ (∇iyα)
(∇jNβ)+ Γβνα (∇iyα) (∇jyν)Nβ] ,
or, aαβ (∇i∇jyα)Nβ + Γµνβ (∇iyµ) (∇jyν)Nβ
= − [aαβ (∇iyα) (∇jNβ)+ Γµβνaµα (∇iyα) (∇jyν)Nβ]
= − [aαβ (∇iyα) (∇jNβ)+ aαβΓβµν (∇iyα) (∇jyµ)Nν] . (4.34)
Using equation (4.34), equation (4.33) simplifies to
bij = −aαβ (∇iyα)
[(∇jNβ)+ Γβµν (∇jyµ)Nγ] . (4.35)
Taking co-variant derivative of equation (4.30) with respect to xj we have
aαβ (∇jNα)Nβ + aαβ
(∇jNβ)Nα = −∂aαβ
∂yν
(∇jyν)NαNβ.
or, 2aαβ
(∇jNβ)Nα = − [Γναβ + Γνβα] (∇jyν) (NαNβ)
= −2Γναβ (∇jyν)NαNβ
or, aαβ
(∇jNβ)Nα + Γµναaµβ (∇jyν)NαNβ = 0
or, aαβN
α
(∇jNβ)+ Γανµaαβ (∇jyν)NµNβ = 0 (µ
 α)
or, aαβN
α
(∇jNβ)+ Γβνµaαβ (∇jyν)NµNα = 0 (α
 β)
or, aαβN
α
[(∇iNβ)+ Γβνµ (∇jyν)Nµ] = 0. (4.36)
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Now comparing equation (4.35) with equation (4.29) we write
∇jNβ + Γβµν(∇jyµ)N ν = Λkj∇kyβ (4.37)
Using (4.36) in equation (4.35) we obtain
bij = −aαβ (∇iyα)
(∇kyβ)Λkj = −gikΛkj = −Λij .
Hence equation (4.36) can be written as
∇jNβ + Γβµν (∇jyµ)Nγ = −bkj∇kyβ. (4.38)
From the Ricci identity :
yα,ijk − yα,ikj = yα,mgmhRhijk , (4.39)
where Rhijk is the Riemann curvature tensor in Vn with respect to the metric gij . Now from
equation (4.32)
∇i∇jyα = bijNα − Γαµν (∇iyµ) (∇jyν) (4.40)
Therefore,
∇i∇j∇kyα = (∇kbij)Nα + bij (∇kNα)− ∂
∂yλ
Γαµν
(∇kyλ) (∇iyµ) (∇jyν)
− Γαµν (∇k∇iyµ) (∇jyν)− Γαµν (∇iyµ) (∇k∇jyν)
From (4.40),
∇i∇kyα = bikNα − Γαµν (∇iyµ) (∇kyν)
∇i∇k∇jyα = (∇jbik)Nα + bik (∇jNα)− ∂
∂yλ
Γαµν
(∇jyλ) (∇iyµ) (∇kyν)
− Γαµν (∇j∇iyµ) (∇kyν)− Γαµν (∇iyµ) (∇j∇kyν)
Using (4.40) i.e.,
∇i∇kyα = bikNα − Γαµν (∇iyµ) (∇kyν)
we have,
∇i∇k∇jyα = (∇jbik)Nα + bik (∇jNα)− ∂
∂yα
Γαµν (∇iyµ) (∇kyν)
(∇jyλ)
− Γαµν (∇j∇iyµ) (∇kyν)− Γαµν (∇iyµ) (∇j∇kyν)
Therefore,
(∇i∇j∇k −∇i∇k∇j) yα = Nα [∇kbij −∇jbik] + bij
[−blk∇lyα − Γαµν (∇kyµ)Nν]
− bik
[−blj∇lyα − Γαµν (∇jyµ)N ν]
+
[
− ∂
∂yλ
Γαµν +
∂
∂yν
Γαµλ
]
(∇iyµ) (∇jyν)
(∇kyλ)
− Γαµσ (∇jyσ)
[
bikN
µ − Γµλσ
(∇iyλ) (∇kyσ)]
+ Γαµν (∇kyν)
[
bijN
µ − Γµλσ
(∇iyλ) (∇jyσ)]
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or, ∇myαgmhRhijk −Nα{∇kbij −∇jbik}+ bijbkhgmh∇myα − bikbjhgmh∇myα
= −bijΓαµν (∇kyµ)N ν + bikΓαµν (∇jyµ)N ν
+
[(
− ∂
∂yλ
Γαµν +
∂
∂yν
Γαµλ
)
(∇iyµ) (∇jyν)
(∇kyλ)]
−bikΓαµν (∇jyµ)Nν + bijΓαµν (∇kyµ)N ν
+ΓαµνΓ
µ
λσ
(∇iyλ) (∇jyν) (∇kyσ)− ΓαµνΓµλσ (∇iyλ) (∇jyσ) (∇kyν)
or, (∇myα) gmh [Rhijk − (bikbjh − bijbkh)]−Nα (∇kbij −∇jbki)
=
[
− ∂
∂yλ
Γαµν +
∂
∂yν
Γαµλ + Γ
α
σµΓ
σ
µλ − ΓασλΓσµν
]
(∇iyµ) (∇jyν)
(∇kyλ)
= R
α
µσλ (∇iyµ) (∇jyσ)
(∇kyλ) (4.41)
Now multiplying equation (4.41) by aαβ∇lyβ and summing over α , we obtain,
Rlijk = (bikbjl − bijblk) +Rβµγλ (∇iyµ) (∇jyγ)
(∇kyλ) (∇lyβ)
i.e., Rijkl = (bjlbki − bjkbil) +Rαβγδ (∇iyα)
(∇jyβ) (∇kyγ) (∇lyδ) . (4.42)
Again multiplying eq. (4.41) by aαβN
β we have
−∇kbij +∇jbki = Rβµγλ (∇iyµ) (∇jyγ)
(∇kyλ)Nβ
i.e., ∇kbij −∇jbik = Rαβγδ(∇iyα)(∇jyγ)(∇kyδ)Nβ . (4.43)
Here equations (4.42) and (4.43) are respectively called the Gauss equation and Codazzi equa-
tion on the hypersurface Vn in Vn+1 .
Note: The above formulæ are also true for the hypersurface Vn in Vm (m > n).
4.11 Hypersurfaces in Euclidean Space : Spaces of con-
stant curvature
4.11.1 Hyper-plane and Hyper-sphere
• Hyper-plane: Let En be a flat space and yα be the Euclidean co-ordinate in En . Then the
linear equation
aαy
α = d
represents a hyperplane in En with aα’s and d being constants.
As
∇(aαyα) = aα
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so the normal has the d.r. (a1, a2, . . . , an). If N
α denotes the unit normal then
Nα =
aα√∑n
α=1 a
2
α
∀α
Note: Angle between two hyperplanes mean angle between the corresponding normals. So
hyperplanes are parallel if the corresponding normals are parallel.
The equation of a hyperplane passing through a given point cα is given by
aα (y
α − cα) = 0
In fact equation of a hyperplane through ‘n’ points cαh (h = 1, 2, . . . , n) can be written as∣∣∣∣∣∣∣∣∣∣
y1 y2 . . . yn 1
c11 c
2
1 . . . c
n
1 1
c12 c
2
2 . . . c
n
2 1
.. .. .. .. ..
c1n c
2
n . . . c
n
n 1
∣∣∣∣∣∣∣∣∣∣
= 0
• Hyper-sphere: The locus of a point which is always at a constant distance (r) from a fixed
point A(aα) is called a hypersphere. The equation of the hypersphere is
n∑
α=1
(yα − aα)2 = r2
Here A is the centre of the hyper-sphere and r is the radius. From the equation of the sphere
taking differential we have
n∑
α=1
(yα − aα) dyα = 0
As dyα is along the tangent to the hyper-sphere so (yα − aα) i.e., AP is along the normal.
The tangent hyper-plane at any point B(bα) is given by
n∑
α=1
(yα − aα) (bα − aα) = 0
The equation of a hyper-sphere which has the points A(aα) and B(bα) as the two ends of a
diameter is
n∑
α=1
(yα − aα) (yα − bα) = 0.
4.11.2 Central quadric hypersurfaces
In flat space En , the Riemannian co-ordinates of a point P (y
α) with respect to pole O is
defined as
yα = stα (4.44)
where ‘s’ is the arc length OP in the direction of unit vector tα at P . For any symmetric tensor
aαβ the equation
aαβy
αyβ = 1 (4.45)
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represents a hypersurface, called central quadric hypersurface with centre at the pole O.
Using (4.44) and (4.45) we have
1
s2
= aαβt
αtβ (4.46)
So we have two equal and opposite values of s. Hence we have the following result:
“A straight line through the centre of a central quadric intersects the quadric in two points
equidistant from the centre.”
The positive value of ‘s’ given by (4.46) is called the radius of the quadric along the direc-
tion tα. Taking differential of equation (4.45) we have
aαβy
αdyβ = 0 ,
which shows that yα is along the normal to the quadric. Thus equation of the tangent hyper-
plane at (pα) is
aαβp
α
(
yβ − pβ) = 0
aαβy
βpα = aαβp
αpβ = 1
(as pα is on the quadric).
Note: yα is any point on the tangent hyperplane.
So equation of the tangent hyperplane at pα is
aαβy
αpβ = 1.
Theorem 4.19 : The sum of the inverse square of the radii of the quadric for n mutually
orthogonal directions at 0 is invraiant and is equal to aαβg
αβ , where gαβ is the metric tensor
of flat space En .
Proof: Let tαh (h = 1, 2, . . . , n) be the n unit tangent vectors to n congruences eh (h =
1, 2, . . . , n) of an orthogonal ennuple in En . Now the radius rh corresponding to the direction
tαh is given by
1
r2h
= aαβt
α
ht
β
h .
Hence
n∑
h=1
1
r2h
=
∑
aαβt
α
ht
β
h = aαβ
∑
h
tαht
β
h = aαβg
αβ.
4.11.3 Evolute of hyperurface : Principal radii of normal curvature
Let Vn be a hypersurface of Euclidean space En+1 . Then from the Weingarten’s formula
∇iNα = −bki∇kyα
We write
Nα,i = −bki yα,k (as En+1 is Euclidean). (4.47)
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From Gauss formula (4.6) in Euclidean space En+1
yα,ij = bijN
α. (4.48)
Also the metric tensor in Vn is given by
gij =
n+1∑
α=1
yα,i y
α
,j. (4.49)
Let p(y)α be a point on the unit normal Nα at a distance ρ from p along the normal, then we
write
yα = yα + ρNα . (4.50)
As P moves on Vn then the corresponding displacement of p is given by
dyα =
(
yα,i + ρN
α
,i
)
dxi +Nαdρ.
The first term on the right hand side is tangential to Vn while the second term is along the
normal vector. So if we assume that p moves along the normal to the hypersurface then the
first term vanishes, i.e., (
yα,i + ρN
α
,i
)
dxi = 0
i.e.,
(
yα,i − ρbki yα,k
)
dxi = 0. (using (4.47))
Now, multiply by yα,l and summing over ‘α’ we have(
gil − ρbki gkl
)
dxi = 0
i.e.; (gil − ρbil) dxi = 0. (4.51)
The direction dxi given by (4.51) are principal direction of the hypersurface and the roots ρ of
the equation
|gil − ρbil| = 0
are called principal radii of normal curvature. The locus of p satisfying equation (4.50) is called
the evolute of the hypersurface Vn in En+1.
Note: The evolute is also a hypersurface of En+1.
Theorem 4.20 : A hyperplane and a hypersphere are the only hypersurfaces of an Euclidean
space En+1 whose all points are umbilical points.
Proof: As En+1 is Euclidean space so the metric aαβ = δαβ
i.e., ds2 = aαβdy
αdyβ =
n+1∑
α=1
(dyα)2 .
So from the Weingarten’s formula we have
Nα,i = −bki yα,k .
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As all points of the hypersurface Vn in En+1 are umbilical points so we have
bij = µgij . (4.52)
Hence from (4.47) we have
Nα,i = −µδki yα,k = −µyα,i . (4.53)
i.e., Nα,i + µy
α
,i = 0
Differentiating covariantly with respect to xj we have
Nα,ij + µ,jy
α
,i + µy
α
,ij = 0.
Integrating i , j we get
Nα,ji + µ,iy
α
,j + µy
α
,ji = 0.
Subtracting these two equations we get
µ,jy
α
,i − µ,iyα,j = 0.
Multiplying by yα,l and summing over α we get
µ,jgli − µ,iglj = 0
(
as gij =
n+1∑
α=1
yα,iy
α
,j
)
.
Now multiplying by gil we obtain
nµ,j − µ,j = 0
i.e; (n− 1)µ,j = 0 i.e; ∂µ
∂xj
= 0.
So µ is constant throughout the hypersurface. Again integrating equation (4.53) we have
Nα + µyα = cα (4.54)
where cα is a constant vector.
Case: I µ = 0
Then from (4.54)
Nα = cα
i.e., Nαy
α
,i = cαy
α
,i
i.e., 0 = cαy
α
,i
i.e., cαy
α = λ , a constant.
which is the equation of a hyperplane.
Case: II µ 6= 0
Then from (4.54), Nα = cα − µyα
⇒
∑
α
NαNα =
∑
α
(cα − µyα) (cα − µyα)
i.e.,
∑
(yα − bα)2 = 1
µ2
= R2 , a hypersphere. Hence the theorem.
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Appendix-I
To prove
L→
V
B = d
[
B(
→
V )
]
+ (dB)(
→
V ), B is a r form. (I.1)
Note that the resulting r−form on the left hand side is expressed as the sum of two r−forms
on the right hand side– the first one is the exterior derivative of the contracted (r − 1)−form
B(
→
V ) while the second one is the contraction of the (r+ 1) form dB with
→
V i.e., the first term
corresponds to contraction followed by the exterior differentiation while in the second term
exterior differentiation followed by contraction.
We shall prove the result by induction. For r = 0 we choose B = f , a function. So
L→
V
f =
df
dλ
, if
→
V=
d
dλ
.
In this case contraction on
→
V i.e. f(
→
V ) is zero by definition and
(df)(
→
V ) =
df
dλ
Hence
L→
V
f =
df
dλ
= (df)(
→
V )
So the result (I.1) is true for r = 0.
Suppose B = w, a one–form. Then in components
w(
→
V ) = wiV
i and hence d[w(
→
V )] = d(wiV
i) = (wiV
i),kdx
k.
Also
dw = d(widx
i) = dwiΛdx
i = wi,kdx
kΛdxi
= wi,k(dx
k ⊗ dxi − dxi ⊗ dxk).
dw(
→
V ) = wi,k
[
dxk(
→
V )dx
i − dxi(→V )dxk
]
= wi,k
[
V kdxi − V idxk] .
d[w(
→
V )] + (dw)(
→
V ) = wi,kV
idxk + wiV
i
,kdx
k + wi,kV
kdxi − wi,kV idxk
= wi,kV
kdxi + wkV
k
,i dx
i
=
[
wi,kV
k + wkV
k
,i
]
dxi = L→
V
w .
Thus (I.1) is true for r = 1. For higher forms we shall prove the result by induction. In general,
an arbitrary r−form B can be represented as a sum of functions times the wedge products of
r one-forms. So we can write
B = B0α ∧ β.
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where B0 is a scalar function, α is a s−form (s < r) and β is a (r − s)−form.
Suppose the relations (I.1) is true for both s−form and (r − s)−forms, then
L→
V
B =
(
L→
V
B0
)
α ∧ β +B0
(
L→
V
α
)
∧ β +B0α ∧
(
L→
V
β
)
= dB0(
→
V )α ∧ β +B0
[
d(α(
→
V )) + (dα)(
→
V )
]
∧ β
+ B0α ∧
{
d
[
β(
→
V )
]
+ (dβ)(
→
V )
}
.
Now,
d
[
β(
→
V )
]
= d
[
B0α(
→
V ) ∧ β + (−1)sB0α ∧ β(
→
V )
]
= (dB0)
[
α(
→
V ) ∧ β + (−1)sα ∧ β(
→
V )
]
+ B0
{
d
[
α(
→
V )
]
∧ β + (−1)s−1α(→V ) ∧ dβ + (−1)sdα ∧ β(
→
V ) + α ∧
[
dβ(
→
V )
]}
(dβ)(
→
V ) = [dB0 ∧ α ∧ β +B0dα ∧ dβ + (−1)sB0α ∧ dβ] (
→
V )
= dB0(
→
V )α ∧ β − dB0 ∧
[
(α ∧ β)(→V )
]
+ B0
[
dα(
→
V ) ∧ β + (−1)s+1dα ∧ β(
→
V ) + (−1)sα(
→
V ) ∧ dβ + α ∧ β(
→
V )
]
Thus,
d
[
β(
→
V )
]
+ (dβ)(
→
V ) = dB0(
→
V )α ∧ β +B0
{
d
[
α(
→
V ) + (dα)(
→
V )
]
∧ β
+ B0α ∧
{
d
[
β(
→
V )
]
+ (dβ)(
→
V )
}}
= L→
V
B
Hence by induction the relation (I.1) holds for any B.
Appendix-II : Differentiation of a determinant
Let us consider a n× n determinant
∆ =
∣∣∣∣∣∣∣∣∣∣∣∣
a11 a12 . . . . . . a1n
a21 a22 . . . . . . a2n
. . . . . . . . . . . . . . .
ar1 ar2 . . . . . . arn
. . . . . . . . . . . . . . .
an1 an2 . . . . . . ann
∣∣∣∣∣∣∣∣∣∣∣∣
Here the elements of ∆ are functions of the variable x (say).
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So,
d∆
dx
=
∣∣∣∣∣∣∣∣∣∣∣∣
da11
dx
da12
dx
. . . . . . da1n
dx
a21 a22 . . . . . . a2n
. . . . . . . . . . . . . . .
ar1 ar2 . . . . . . arn
. . . . . . . . . . . . . . .
an1 an2 . . . . . . ann
∣∣∣∣∣∣∣∣∣∣∣∣
+
∣∣∣∣∣∣∣∣∣∣∣∣
a11 a12 . . . . . . a1n
da21
dx
da22
dx
. . . . . . da2n
dx
. . . . . . . . . . . . . . .
ar1 ar2 . . . . . . arn
. . . . . . . . . . . . . . .
an1 an2 . . . . . . ann
∣∣∣∣∣∣∣∣∣∣∣∣
+· · · · · ·+
∣∣∣∣∣∣∣∣∣∣∣∣
a11 a12 . . . . . . a1n
a21 a22 . . . . . . a2n
. . . . . . . . . . . . . . .
ar1 ar2 . . . . . . arn
. . . . . . . . . . . . . . .
dan1
dx
dan2
dx
. . . . . . dann
dx
∣∣∣∣∣∣∣∣∣∣∣∣
.
If these n determinants are denoted by I1 , I2 , . . . , In then
I1 =
da11
dx
A11 +
da12
dx
A21 + · · · · · ·+ da1n
dx
An1 (expanding by row)
=
da1j
dx
Aj1
Similarly,
I2 =
da2j
dx
Aj2 , . . . . . . , Ir =
darj
dx
Ajr , . . . . . . , In =
danj
dx
Ajn.
Hence,
dA
dx
=
daij
dx
Aji.
———————————————————————————–
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Exercise
4.1. Show that
∑n
h=1 κh = M , where κh are the principal curvatures.
4.2. Find the metric form and the asymptotic lines of the cylindroid : x = u cos v , y =
u sin v , z = m sin 2v in E3 where (x, y, z) are rectangular cartesian coordinates.
4.3. Show that on the surface
x = 3u(1 + v2)− u3 , y = 3v(1 + u2)− v3 , z = 3(u2 − v2)
the asymptotic lines are u 6= v = constants.
4.4. Show that the asymptotic lines on the paraboloid 2z = x
2
a2
− y2
b2
lie on the planes
x
a
± y
b
= constant.
4.5. If bij ≡ 0 for a hypersurface in En+1 , then show that the hypersurface is a hyper-
plane.
4.6. If for a hypersurface in En+1 , if bij = λgij then λ is a global constant and if this
constant is different from zero then the hypersurface is a hypersphere.
4.7. On the right helicoid r = (u cos v, u sin v, cv), show that the principal curvatures are
± c
u2+c2
and that the differential equation of the lines of curvature is
du2 − (c2 + u2) dv2 = 0.
4.8. Show that the right helicoid r = (u cos v, u sin v, cv) is a minimal surface.
4.9. For the surface of revolution :
x = u cosφ , y = u sinφ , z = f(u) ,
prove that the parametric curves are the lines of curvature and find the principal curvatures.
4.10. Determine the orthogonal trajectories of the u-curves on the surface
r = (u+ v , 1− uv , u− v)
4.11. Find the principal curvatures and the differential equation of the lines of curvature
on the surface
x = a(u+ v) , y = b(u− v) , z = uv
4.12. Show that the lines of curvature of the paraboloid xy = az lie on the surface
sinh−1
(x
a
)
± sinh−1
(y
a
)
= constant
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4.13 Find the asymptotic lines of the cylindroid
x = u cos v , y = u sin v , z = m sin 2v .
4.14. Show that on the surface
x = 3u(1 + v2)− u3 , y = 3v(1 + u2)− v3 , z = 3(u2 − v2) ,
the asymptotic lines are u± v = constant.
4.15. Show that the asymptotic lines on the paraboloid
2z =
x2
a2
− y
2
b2
lie on the planes x
a
± y
b
= constant.
4.16. Find the asymptotic lines on the right helicoid
x = u cos v , y = u sin v , z = bv
4.17. Show that for a hypersurface in Euclidean space the Gauss and Codazzi equations reduce
to
Rlijk = bljbik − blkbij
and
∇kbij −∇jbik = 0.
4.18. For a hypersurface of a space of constant curvature k, the equations of Gauss and Codazzi
reduce to
Rhijk = (bhjbik − bhkbij) + k(ghjgik − ghkgij)
and
∇kbij −∇jbik = 0.
4.19. When the lines of curvature of a hypersurface of a space of constant curvature κn+1 are
indeterminate, prove that the hypersurface has constant curvature κn, given by
κn =
M2
n2
+ κn+1 .
Solution and Hints
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Solution 4.1: Let t1, t2, . . . , tn be the unit vectors along the principal directions and hence
they are orthogonal to each other.
κh = bijt
i
ht
j
h (h = 1, 2, . . . n)
n∑
h=1
κh =
∑
h
bijt
i
ht
j
h = bij
∑
h
tiht
j
h = bijg
ij = M.
Solution 4.2:
e1 =
(
∂x
∂u
,
∂y
∂u
,
∂z
∂u
)
= (cos v , sin v , 0)
e2 =
(
∂x
∂u
,
∂y
∂u
,
∂z
∂u
)
= (−u sin v , u cos v , 2m cos 2v)
g11 = e1 · e1 = cos2 v + sin2 v = 1
g12 = e1 · e2 = 0 , g22 = e2 · e2 = u2 + 4m2 cos2 2v
Hence the metric form is
ds2 = du2 +
(
u2 + 4m2 cos2 2v
)
dv2
Now,
∂1e1 =
∂e1
∂u
= (0, 0, 0)
∂1e2 =
∂e2
∂u
= (− sin v, cos v, 0) = ∂2e1
∂2e2 =
∂e2
∂v
= (−u cos v,−u sin v,−4m sin 2v)
so
e1 × e2 = (2m sin v cos 2v,−2m cos v cos 2v, u).
Hence,
N =
e1 × e2
|e1 × e2| = λ(2m sin v cos 2v,−2m cos v cos 2v, u)
where λ = 1|e1×e2| = (u
2 + 4m2 cos2 2v)
− 1
2 .
Thus,
b11 = (∂1e1) ·N = 0
b12 = (∂1e2) ·N = λ(−2m cos 2v)
b22 = (∂2e2) ·N = −4muλ sin 2v
The asymptotic directions are given by
bijdx
idxj = 0
i.e., b11du
2 + 2b12dudv + b22dv
2 = 0
which in the present case takes the form
−4m cos 2v dudv − 4mu sin 2v dv2 = 0
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i.e., (cos 2v du+ u sin 2v dv) dv = 0
So, we have two families of asymptotic lines :
(i) dv = 0 , i.e., v = constant (u-curves)
(ii)cos 2v du+ u sin 2v dv = 0 , i.e., du
u
+ tan 2v dv = 0 , i.e., u = c
√
cos 2v .
Hints 4.4: Take x = u, y = v, z = 1
2
(
u2
a2
− xv2
b2
)
and show that the asymptotic lines are
u
a
± v
b
= constant.
Solution 4.5: Let us choose rectangular cartesian coordinate system in En+1 . Then the
Weingarten’s formula takes the form :
∂Nα
∂xi
= −bki
∂yα
∂xk
where bki = g
kpbpi . Now, if bij ≡ 0 then bki ≡ 0 and we have ∂N
α
∂xi
= 0, i.e., Nα = cα, a constant.
For any tangent vector dy
α
ds
to any curve in the hypersurface at any point in it we have
n+1∑
α=1
Nα
dyα
ds
= 0 , i.e.,
n+1∑
α=1
cα
dyα
ds
= 0
so on integration, ∑
cαyα = λ , a constant.
It represents a hyperplane in En+1 .
Solution 4.6: In rectangular cartesian co-ordinate the Weingarten’s formula takes the form :
∂Nα
∂xi
= −bki
∂yα
∂xk
As bij = λgij , i.e., b
k
i = λδ
k
i .
so,
∂Nα
∂xi
= −λδki
∂yα
∂xk
= −λ∂y
α
∂xi
Now, differentiating with respect to xj we have
∂2Nα
∂xj∂xi
= − ∂λ
∂xj
∂yα
∂xi
− λ ∂
2yα
∂xj∂xi
commuting on i and j we get,
∂λ
∂xj
∂yα
∂xi
− ∂λ
∂xi
∂yα
∂xj
= 0.
As the vectors ∂y
α
∂x1
, ∂y
α
∂x2
, . . . , ∂y
α
∂xn
are independent, it follows that ∂λ
∂xi
= 0 , ∀i = 1, 2, . . . , n.
Hence λ is a global constant. Suppose λ 6= 0. Then we get
∂Nα
∂xi
= −λ∂y
α
∂xi
Contracting with the tangent vector dx
i
ds
of any curve in the hypersurface, we get
dNα
ds
= −λdy
α
ds
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which on integration gives
Nα = −λyα + λaα
or, −Nα = λ (yα − aα)
i.e., yα − aα = ρNα
i.e.,
n∑
α=1
(yα − aα) (yα − aα) = ρ2
This represents a hypersphere in En+1 .
Solution 4.7:
e1 =
∂r
∂u
= (cos v, sin v, 0)
e2 =
∂r
∂v
= (−u sin v, u cos v, c)
g11 = e1 · e1 = 1 , g12 = e1 · e2 = 0 = g21 , g22 = e2 · e2 = u2 + c2
e1 × e2 = (c sin v, − c cos v, u) , |e1 × e2| =
√
u2 + c2
So,
N =
e1 × e2
|e1 × e2| =
1√
u2 + c2
(c sin v, − c cos v, u)
b11 = (∂1e1) ·N = 0 , b22 = (∂2e2) ·N = 0
b12 = (∂1e2) ·N = 1√
u2 + c2
(−c sin2 v − c cos2 v + 0) = −c√
u2 + c2
.
The differential equation for the lines of curvature is given by
(g11b12 − g12b11) (du)2 + (g11b22 − g22b11) dudv + (g12b22 − g22b12) (dv)2 = 0
i.e.,
−c√
u2 + c2
du2 + (u2 + c2)
c√
u2 + c2
dv2 = 0
i.e., du2 − (u2 + c2)dv2 = 0
This is the differential equation for the lines of curvature. The above differential equation can
be factorized into (
du+
√
u2 + c2 dv
)(
du−
√
u2 + c2 dv
)
= 0
Thus two principal directions are given by
(i)
du√
u2 + c2
=
dv
−1 and (ii)
du√
u2 + c2
=
dv
1
The corresponding principal curvatures χ1 is
χ1 =
b11(
√
u2 + c2)2 + 2b12
√
u2 + c2(−1) + b22(−1)2
g11(
√
u2 + c2)2 + 2g12
√
u2 + c2(−1) + g22(−1)2
=
c
u2 + c2
and Similarly,
χ2 = − c
u2 + c2
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Also integrating the two principal directions we get two families of lines of curvatures
log
(
u+
√
u2 + c2
)
= −v +K1 , i.e., sinh−1
(u
c
)
= −v +K1
and
sinh−1
(u
c
)
= v +K2
Solution 4.8: As in the preceding example we can obtain g11 , g12 , g22 , b11 , b12 , b22. Hence
the mean curvature
M = gijbij = g
11b11 + g
12b12 + g
21b21 + g
22b22
=
1
g
[g22b11 − 2g12b12 + g11b22]
=
1
u2 + c2
[(
u2 + c2
)
.0− 2.0
( −c√
u2 + c2
)
+ 1.0
]
= 0
Hence the surface is a minimal surface.
Note: Total curvature K = χ1χ2 is given by
K = b11b22 − b
2
12
g11g22 − g212
=
0− c2
u2+c2
1.(u2 + c2)− 0 = −
c2
(u2 + c2)2
Now M = 0 means χ1 + χ2 = 0.
So,
χ1 =
c
u2 + c2
, χ2 = − c
u2 + c2
.
Solution 4.9:
e1 =
(
∂x
∂u
,
∂y
∂u
,
∂z
∂u
)
= (cosφ , sinφ , f ′(u))
e2 =
(
∂x
∂φ
,
∂y
∂φ
,
∂z
∂φ
)
= (−u sinφ , u cosφ , 0)
g11 = e1 · e1 = 1 + {f ′(u)}2 , g12 = e1 · e2 = 0 , g22 = e2 · e2 = u2
e1 × e2 = (−uf ′(u) cosφ , − uf ′(u) sinφ , u)
|e1 × e2| = u
√
1 + {f ′(u)}2
N =
e1 × e2
|e1 × e2| =
1√
1 + {f ′(u)}2
(−f ′(u) cosφ , − f ′(u) sinφ , 1)
b11 = (∂1e1) ·N = f
′(u)√
1 + {f ′(u)}2
b12 = (∂1e2) ·N = 0
b22 = (∂2e2) ·N = uf
′(u)√
1 + {f ′(u)}2 .
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The differential equation for the lines of curvature is
(g11b12 − g12b11)du2 + (g11b22 − g22b11)dudφ+ (g12b22 − g22b12)dφ2 = 0 , i.e., du dφ = 0
Thus du = 0, which are the φ-curves and dφ = 0 which are the u-curves, are the lines of
curvature. Hence the parametric curves are the lines of curvature. So the normal curvatures
χ1 and χ2 along u-curve and φ-curve respectively are the principal curvatures. These are given
by
χ1 =
b11
g11
=
f ′(u)
{1 + f ′(u)2} 32
χ2 =
b22
g22
=
f ′(u)
u {1 + f ′(u)2} 12
.
Solution 4.10: Here ∂r
∂u
is a vector tangential to the u-curve and its contravariant components
are δi(1). Let du
i = (du1, du2) = (du, dv) gives the direction of the orthogonal trajectory to
the u-curve. Then
gijδ
i
(1)du
j = 0
i.e., g1jdu
j = 0 , i.e., g11du
1 + g12du
2 = 0
i.e., g11du+ g12dv = 0 (4.55)
As
e1 =
∂r
∂u
= (1,−v, 1) , e2 = ∂r
∂v
= (1,−u,−1)
g11 = e1 · e1 = 2 + v2 , g12 = e1 · e2 = uv
Hence equation (4.55) becomes
(2 + v2)du+ uvdv = 0
i.e.,
du
u
+
vdv
2 + v2
= 0.
On integration,
1
2
u(2 + v2) = constant
For different values of the constant the curve gives the orthogonal trajectories of the u-curves.
Solution 4.11: We have
e1 = (a, b, v) , e2 = (a,−b, u)
So,
g11 = e1 · e1 = a2 + b2 + v2 , g12 = e1 · e2 = a2 − b2 + uv , g22 = e2 · e2 = a2 + b2 + u2
e1 × e2 = {b(u+ v),−a(u− v),−2ab}
N =
1
|e1 × e2|{b(u+ v),−a(u− v),−2ab}
b11 = (∂1e1) ·N = 0 , b12 = (∂1e2) ·N = −2ab
c
, b22 = (∂2e2) ·N = 0 , c = |e1 × e2| .
4.11. HYPERSURFACES IN EUCLIDEAN SPACE : SPACES OF CONSTANT CURVATURE169
So the differential equation of the lines of curvature is
(a2 + b2 + v2)du2 − (a2 + b2 + u2)dv2 = 0(√
(a2 + b2 + u2) du−
√
(a2 + b2 + u2) dv
)(√
(a2 + b2 + v2) du+
√
(a2 + b2 + u2) dv
)
= 0.
Hence the principal directions are given by
du√
(a2 + b2 + u2)
= ± dv√
(a2 + b2 + u2)
The corresponding principal curvatures χ1 and χ2 are
χ1 =
b11
(√
(a2 + b2 + u2)
)2
+ b12
√
(a2 + b2 + u2)
√
(a2 + b2 + v2) + b22
(√
(a2 + b2 + v2)
)2
g11
(√
(a2 + b2 + u2)
)2
+ g12
√
(a2 + b2 + u2)
√
(a2 + b2 + v2) + g22
(√
(a2 + b2 + v2)
)2
= −2ab
c
[√
(a2 + b2 + v2)
√
(a2 + b2 + u2) + (a2 − b2 + uv)
]−1
and
χ2 =
2ab
c
[√
(a2 + b2 + v2)
√
(a2 + b2 + u2) + (a2 − b2 + uv)
]−1
Solution 4.12: The parametric form of the paraboloid x = u , y = v , z = uv
a
and then
proceed as before.
Solution 4.17: If Vn+1 is Euclidean space then aαβ = δαβ.
So Γγαβ = 0 and Rαβγδ = 0.
Hence Rlijk = bljbik − blkbij is the Gauss equation and the Codazzi equation becomes
∇kbij −∇jbik = 0.
Solution 4.18: If Vn+1 is a space of constant curvature k then
Rαβγδ = k (aαγaβδ − aβγaαδ)
So
Rαβγδ (∇hyα)
(∇lyβ) (∇jyγ) (∇kyδ) = k (aαγaβδ − aβγaαδ) (∇hyα) (∇lyβ) (∇jyγ) (∇kyδ)
= k
[{aβδ (∇lyβ) (∇kyδ)}{aαγ (∇hyα) (∇jyγ)} − {aβγ (∇lyβ) (∇jyγ)}{aαδ (∇hyα) (∇kyδ)}]
= k (glkghj − gljghk)
Rhijk = (bhjbik − bhkbij) + k (ghjgik − ghkgij)
Again
Rαβγδ (N
α)
(∇lyβ) (∇jyγ) (∇kyδ) = k (aβδaαγ − aβγaαδ)Nα (∇lyβ) (∇jyγ) (∇kyδ)
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= k
[{aβδ (∇lyβ) (∇kyδ)}{aαγ (∇jyγ) (Nα)} − {aβγ (∇lyβ) (∇jyγ)}{aαδ (Nα) (∇kyδ)}] = 0.
Hence, ∇kbij −∇jbik = 0.
Solution 4.19: As Vn+1 is of constant curvature so Rαβγδ = κn+1 (aβδaαγ − aβγaαδ).
Also Rhijk = κn (ghjgik − ghkgij).
In the previous problem we have deduced that
Rαβγδ (∇hyα)
(∇lyβ) (∇jyγ) (∇kyδ) = κn+1 (glkghj − gljghk)
So by Gauss equation,
Rhijk = (bhjbik − bhkbij) +Rαβγδ (∇hyα)
(∇iyβ) (∇jyγ) (∇kyδ)
or, κn (ghjgik − ghkgij) = (bhjbik − bhkbij) + κn+1 (glkghj − gljghk)
Now, the lines of curvature of a hypersurface Vn of Vn+1 will be indeterminate if
bij =
M
n
gij
Hence,
κn =
M2
n2
+ κn+1 .
Chapter 5
Special Theory of Relativity: The
Inside Geometry
In 1905, Einstein formulated the Special Theory of Relativity based on two postulates:
(i) The principle of Relativity:
All physical laws assume the same form in all inertial frames of references which are moving
relative to each other with constant velocity.
(ii) Invariance of the speed of light:
The velocity of light does not depend on the relative motion of the source and the observer
– it is an invariant quantity.
Note: The second postulate is consistent with and suggested by the Michelson and Morley’s
experiment.
5.1 Derivation of Lorentz Transformation From a geo-
metric Point of view
According to Einstein, we should have four dimensional space-time as our physical world in
which we have three space dimension and a time direction i.e. the four dimensional space-time
is characterized by co-ordinates (t, x, y, z).
In Euclidean geometry, the distance between two points is invariant (Euclid’s axiom). So if
(x, y, z) and (x+ dx, y + dy, z + dz) are two neighbouring points in three dimension then
dl23 = dx
2 + dy2 + dz2 (5.1)
is invariant under co-ordinate transformation. So extending this axiom to Einstein’s four di-
mensional space-time we have
dl24 = dx
2 + dy2 + dz2 + λ2dt2 (5.2)
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is an invariant quantity. Here λ has the dimension of velocity and it is introduced on dimensional
ground. Note that, λ does not depend on co-ordinates as dl24 is invariant under co-ordinate
transformation i.e. λ is an invariant notion of velocity.
Although, we are using space and time on the same footing in four dimensional space-time,
but still there should be some separate identity for the time co-ordinate. The reason behind
this separate identity are (i) for space co-ordinates, we can move both in forward and backward
direction but time can move only in the forward direction (there is space reversibility but no
time reversibility), (ii) for doing mechanics, time must have a separate identity from the space
co-ordinates. To realize this identification we modify equation (5.2) as
ds2 = dx2 + dy2 + dz2 − λ2dt2 (5.3)
and assume that ‘ds’ is an invariant quantity. Here ‘ds’ is called space-time interval. Note that
ds2 is not positive definite (its consequences will be discussed later).
Fig. 5.1
We now concentrate on those inertial co-ordinate
systems for which equation (5.3) is an invariant.
Without any loss of generality, we choose two co-
ordinate systems (x, y, z, t) (termed as S-frame) and
(x′, y′, z′, t′) (termed as S ′-frame) in which S ′-frame
is moving relative to S-frame with constant velocity
‘v’ along the common x-x′-axis. For invariance of
the quadratic form (5.3), the linear transformation
equation for y(or z) co-ordinate can be written as
y′ = lx+my + nz + kt , (5.4)
usually, the co-efficients l,m, n and k are constants
or at most depend on the relative velocity ‘v’. As it is evident from the figure that the plane
y = 0 is identical to y′ = 0, so from (5.4) we have
lx+ nz + kt = 0 ,∀ x, z and t.
Hence we have, l = 0 = n = k.
Thus we have y′ = m(v)y
As for y and z coordinates it is immaterial whether S ′ moves relative to S along +ve or −ve
direction of x-axis, so we must have m(−v) = m(v) (i.e. m must be an even function of v).
Further, as relative to S ′-frame, S-frame moves with constant velocity −v so we should write
y = m(−v)y′. Hence m(v) can have values ±1 and for convenience we choose m(v) = +1 i.e.
y′ = y. Similarly we have z′ = z. For the transformation of x-co-ordinate we write:
x′ = ax+ by + cz + dt (5.5)
where as usual the co-efficients a, b, c and ‘d’ are either constants or functions of ‘v’. Note that
the plane x′ = 0 in S ′-frame is the plane x = vt in S-frame. So from (5.5) we get
0 = (av + d)t+ by + cz
and this holds for all t, y and z. Thus we have d = −av , b = 0 = c. As a result equation (5.5)
simplifies to
x′ = a(x− vt). (5.6)
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Now for the time transformation we start with
t′ = αx+ βy + γz + δt (5.7)
with the co-efficients either constant or function of v as usual. From the figure, it is evident
that the plane x = 0 in S-frame is described by x′ = −vt′ in S ′-frame. So from (5.6) we have
t′ = at.
Using this value of t′ in (5.7) we have
βy + γz + (δ − a)t = 0 , ∀ y, z and t.
This implies
β = 0 = γ and δ = a.
Hence from (5.7) we get
t′ = αx+ at (5.8)
Thus, to obtain the complete transformation laws we shall have to determine the unknown
co-efficients ‘a’ and ‘α’. Now, due to invariance of (5.3) in S and S ′-frame we write
dx2 − λ2dt2 = (dx′)2 − λ2(dt′)2 (5.9)
i.e. dx2 − λ2dt2 = a2(dx− vdt)2 − λ2(αdx+ adt)2
= (a2 − λ2α2)dx2 + (a2v2 − a2λ2)dt2 − 2dxdt(a2v + λ2αa)
Now equating co-efficients of dx2, dt2 and dxdt , we have
a2 − α2λ2 = 1, (5.10)
a2(λ2 − v2) = λ2 (5.11)
and a2v + λ2αa = 0 (5.12)
Solving these we obtain
a =
1√
1− µ2 , α = −
v/λ2√
1− µ2 , µ =
v
λ
. (5.13)
So the transformation equations take the form
x′ =
x− vt√
1− µ2 , y
′ = y , z′ = z , t′ =
t− xv/λ2√
1− µ2 , (5.14)
which is the Lorentz transformation with the absolute velocity λ identified as the velocity of
light.
Alternatively, we can derive the transformation laws as follows:
Suppose the linear transformation laws are chosen as
x′ = ax+ δt , t′ = αx+ βt. (5.15)
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Then from the invariance relation (5.9) we obtain
dx2 − λ2dt2 = (adx+ δdt)2 − λ2(αdx+ βdt)2.
So as before equating co-efficients of dx2, dt2 and dxdt we have
a2 − λ2α2 = 1 , λ2β2 − δ2 = λ2 and aδ − λ2αβ = 0. (5.16)
Here we have three equations containing four unknown co-efficients a, δ, α and β. Hence for
unique solution another relation among these co-efficients is specified from the geometry as:
“ The plane x′ = 0 is equivalent to x = vt in S-frame.”
So from equations (5.15) we get
δ = −av. (5.17)
Solving these co-efficients we finally have the identical transformation equations — the Lorentz
transformation.
5.2 Velocity Identity : Law of Composition of velocity
From the invariance of the space-time interval (5.3) in S and S ′-frame we have
dt
√
1− u
2
λ2
= dt′
√
1− (u
′)2
λ2
(5.18)
where u =
{(
dx
dt
)2
+
(
dy
dt
)2
+
(
dz
dt
)2}1/2
is the speed of a particle in S-frame and that in S ′-frame
is u′. Also from the time transformation eq. (5.14) we obtain
dt′ = dt
(
1− uxv
λ2
)
/
√
1− µ2. (5.19)
Now eliminating dt′ between equations (5.18) and (5.19) we have√
1− u
2
λ2
√
1− v
2
λ2
=
(
1− uxv
λ
)(
1− u
′2
λ2
)1/2
(5.20)
where ux is the x-component of the velocity of the particle in S-frame. The relation (5.20) is
an identity connecting the speed of a particle in two frames of references. In particular, if the
particle moves along the x-axis then the above identity becomes√
1− u
2
λ2
√
1− v
2
λ2
=
(
1− uv
λ
)(
1− u
′2
λ2
)1/2
(5.21)
which on simplification gives
u =
u′ + v
1 + u
′v
λ2
, (5.22)
the law of composition of velocity. We can also write the composition law by a new binary
operation as
u = u′ ⊕ v = u
′ + v
1 + u
′v
λ2
. (5.23)
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Further, the above law of composition of velocity can be written as
u = λ
[
1−
(
1− u′
λ
) (
1− v
λ
)
1 + u
′v
λ2
]
(5.24)
which implies
(i) umax = λ , (ii) u
′ < λ , v < λ ⇒ u < λ ,
i.e. by composition of velocity it is not possible to have a velocity larger than the absolute
velocity ‘λ’. Note that we always have
u′ ⊕ λ = λ ; λ⊕ λ = λ . (5.25)
Moreover, in the non-relativistic limit :
∣∣u
c
∣∣ 1 , ∣∣v
c
∣∣ 1 , the above identity (5.20) simplifies
to
(u′x)
2 + (u′y)
2 + (u′z)
2 = (ux − v)2 + u2y + u2z
which is identically satisfied by
u′x = ux − v , u′y = uy , u′z = uz ,
the law of composition of velocity in Newtonian theory.
5.3 The invariance of the absolute velocity : The space-
time Interval
In this section we shall show the following:
“ The invariance of the absolute velocity λ implies the invariance of the space-time interval
from one inertial frame to the other.”
Let A(x, y, z, t) and B(x + dx, y + dy, z + dz, t + dt) be two neighbouring positions of a
particle in an inertial frame S. So the space-time interval is given by
ds2 = −λ2(dt)2
{
1− u
2
λ2
}
(5.26)
where u is the velocity of the particle.
Similarly, in S ′-frame the space-time interval takes the form
(ds′)2 = −λ2(dt′)2
{
1− u
′2
λ2
}
. (5.27)
Note that if u′ = λ then ds′ = 0. As from the law of composition of velocity (5.25) u = λ
so ds = 0. Thus ds = 0 = ds′ if the particle moves with absolute velocity λ. However, if the
particle moves with velocity less than the absolute velocity λ, then from the law of composition
of velocity (5.22), ds2 can be considered as a function of (ds′)2 i.e. ds2 = f {(ds′)2}. So by
Taylor series expansion, in the non-relativistic limit we have
ds2 = f0 + f1(ds
′)2,
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where f0, f1 are either constants or at most depend on the relative speed between the two
inertial frames S and S ′. As ds = 0 when ds′ = 0 so f0 = 0 and we write
ds2 = f1(v)(ds
′)2.
To determine an explicit form of f1, we consider three inertial frame of references S1, S2 and S3
with relative velocities v12, v23 and v31 respectively, between the frames (S1, S2), (S2, S3) and (S3, S1).
Thus we write interrelation between the space-time intervals as
ds21 = f1(v12)ds
2
2 , ds
2
1 = f1(v31)ds
2
3 and ds
2
2 = f1(v23)ds
2
3 .
Hence for non-zero ds2i (i = 1, 2, 3) we have
f1(v31) = f1(v12) · f1(v23).
In general, v31 depends not only on the magnitude of v12 and v23 but also on the angle between
v12 and v23(even in the same direction for the relative velocities, the composition law (5.22)
gives f1
(
v12+v23
1+
v12v23
λ2
)
= f1(v12)f1(v23)). So the above relation is satisfied only for f1(v) = 1 and
we have
ds2 = (ds′)2.
Hence space-time interval is an invariant quantity, does not depend on the inertial frame of
reference under consideration, if the invariance of the absolute velocity is assumed.
5.4 Consequences From Lorentz Transformation
The following are the results can be derived from the Lorentz transformation:
I. The set of all Lorentz transformations (having relative velocities in the same direction)
forms a group. It is a commutative (abelian) group.
If we denote the Lorentz transformation between two inertial frames S and S ′ as L(v) i.e.
L(v) :

x′ = (x− vt)/√1− µ2
y′ = y
z′ = z
t′ = t−xv/λ
2√
1−µ2
and that between S ′ and S ′′ as L(v′) i.e.
L(v′) :

x′′ = (x′ − v′t′)/√1− (µ′)2
y′′ = y′
z′′ = z′
t′′ = t
′−x′v′/λ2√
1−(µ′)2
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then it can be shown that
L(v) ◦ L(v′) = L(v′′) (closure property)
where v′′ = v+v
′
1+ vv
′
λ2
.
It is easy to see that L(0) gives the identity transformation and
L(v) ◦ L(−v) = L(0)
i.e. L(−v) is the inverse of L(v).
Thus set of all Lorentz transformations forms a group. Further, the symmetry of v and v′
in the expression for v′′ shows that the group is commutative in nature.
II. There is no concept of absolute simultaneity – it is a relative concept in special theory
of relativity:
We shall show that the concept of simultaneity is not absolute in nature according to
Einstein’s special theory of relativity.
As before, let S and S ′ be two inertial frames where S ′ is moving relative to S along the
common x-axis with constant velocity v. Suppose B,A and C (in order) be three points along
the common x-axis with AB = CA, in S ′-frame. Now two signals with speed λ (the absolute
velocity) start from A in the directions of B and C. As the points B,A and C are fixed in
S ′-frame so the two signals will reach B and C at the same instant. Hence we can say that
relative to the observers at B and C the two events are simultaneous in S ′-frame. However, in
S-frame the points are not fixed - B approaches to A while C moves away from A. Hence the
signal will reach B earlier than at C, due to invariance of λ. So the two signals will not appear
to be simultaneous in S-frame. Thus simultaneity is a relative concept.
Alternatively, if two events occur at (x′1, y
′
1, z
′
1, t
′) and (x′2, y
′
2, z
′
2, t
′) in S ′-frame i.e., at same
time but at different space points then by Lorentz transformation the time of the occurrence
of these two events are given by t1 =
t′+x′1
v
λ2√
1− v2
λ2
and t2 =
t′+x′2
v
λ2√
1− v2
λ2
. Hence the time difference in
S-frame is T = t2− t1 = (x
′
2−x′1) vλ2√
1− v2
λ2
. Hence the two events will not appear to be simultaneous in
S-frame.
In Newtonian theory, there is no absolute concept of velocity (due to absolute concept of
time). Let AB = CA = l and λ be the velocity of the signals.
In S ′-frame : t = l
λ
is the time taken by the signals to reach the points B and C.
In S-frame : velocity of the signal along AC = λ+ v and that along AB is λ− v.
If t1 and t2 be the time taken by the signals to reach B and C then
t1 =
l − vt
λ− v =
(λ− v)t
(λ− v) = t
t2 =
l + vt
λ+ v
=
(λ+ v)t
(λ+ v)
= t.
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Hence the concept of simultaneity is absolute in nature in Newtonian theory.
III. The rod appears to be contracted and moving clock goes slow in special theory of rela-
tivity.
IV. The quadratic expression: s2 = x2 + y2 + z2 − λ2t2 is an invariant quantity in any
inertial frame.
V. The differential of the co-ordinates in an inertial frame transform as Lorentz transfor-
mation.
VI. The Lorentz transformation can be viewed as a rotation of axes in (x , it) -plane with
an imaginary angle of rotation given by tanh θ = v/λ.
5.5 Relativistic Energy-momentum Relation : The Rel-
ativistic Mass
From the law of composition of velocity (5.22) we write
u′ =
u− v(
1− uv
λ2
)
i.e.
m0√
1− u′2
λ2
u′ =
m0(u− v)(
1− uv
λ2
)√
1− u′2
λ2
=
m0(u− v)√
1− u2
λ2
√
1− v2
λ2
(using the identity (5.21))
i.e.
m′u′ =
mu−mv√
1− v2
λ2
.
Here m0 is constant having dimension of mass (known as rest mass), m =
m0√
1−u2
λ2
, m′ = m0√
1−u′2
λ2
are termed as relativistic mass of the moving particle. If we define the relativistic momentum
as
px = mux
then from the above we write the transformation law for momentum along x-direction as
p′x =
px −mv√
1− v2
λ2
(5.28)
Now, u′y =
dy′
dt′
=
dy′
dt
dt′
dt
=
dy
dt
√
1− v2
λ2(
1− uxv
λ2
) = uy
√
1− v2
λ2(
1− uxv
λ2
)
So p′y = m
′u′y =
m0√
1− u′2
λ2
·
uy
√
1− v2
λ2(
1− uxv
λ2
) = m0√
1− u2
λ2
uy = muy = py (5.29)
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where in the third step (above) we have used the velocity identity (5.20). Similarly, we have
p′z = pz . (5.30)
Also using the velocity invariant relation (5.20) the relativistic mass transformation relation
takes the form
m′ =
m− pxv
λ2√
1− v2
λ2
(5.31)
From equations (5.28) to (5.31) we see that (px, py, pz,m) transforms as Lorentz transformation
of the space-time co-ordinate. So similar to the invariance of the quadratic form
l2 = x2 + y2 + z2 − c2t2
we have
p2x + p
2
y + p
2
z −m2λ2,
is invariant in any inertial frame. In a typical inertial frame in which the particle is at rest, the
above quadratic form takes the value −m20λ2, hence we write
p2 −m2λ2 = −m20λ2 (5.32)
From dimensional analysis as momentum times velocity has the dimension of energy, so we
write
E2 = p2λ2 +m20λ
4 = m2λ4 (5.33)
Hence we have the famous Einstein’s energy-mass relation:
E = mλ2 (5.34)
and the energy-momentum conservation relation in special theory of relativity has the form
E2 = p2λ2 +m20λ
4. (5.35)
5.6 Invariant Arc Length : Proper Time
Let xα = xα(l) be the parametric form of a curve in 4D space-time with ‘l’ as the parameter.
Using the fact that the space-time interval is invariant, we can define in analogy an invariant
arc length along the curve as
L =
∫ l2
l1
√
|ds2| =
∫ l2
l1
√|ds2|
dl
dl =
∫ l2
l1
∣∣∣∣∣
(
dr
dl
)2
− λ2
(
dt
dl
)2∣∣∣∣∣
1
2
dl (5.36)
Such a trajectory in 4D is called a world line.
Note: In 3D such a trajectory is parametrized by time ‘t’ i.e. xi = xi(t) , i = 1, 2, 3 with
v(t) = dr
dt
as the velocity. Also in 4D, we consider l = vt as the parameter with xα = (λt, r).
We now consider the trajectory of a particle with respect to an inertial frame S. Suppose a
clock is attached to the particle. Suppose during the time interval (t, t+ dt) the particle (also
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clock) has moved through a distance |dr| relative to S-frame. Let S ′ be another inertial frame,
moving relative to S-frame with velocity same as the clock at the time instant ‘t’. Hence the
clock (particle) is momentarily at rest with respect to S ′-frame and we have dr′ = 0. So the
lapse of time = dt′ = dτ (say). Thus we obtain,
ds2 = −λ2dt2 + |dr|2 = (ds′)2 = −λ2(dt′)2 = −λ2dτ 2
i.e. dτ = |ds|
λ
, denotes the time lapse in moving clock.
i.e. τ =
∫ t2
t1
|ds|
λ
=
∫ t2
t1
dt
√
1− v
2
λ2
(5.37)
Here τ is called the proper-time along the trajectory of the clock between two events. The
above expression shows that τ is invariant under Lorentz transformation. Also from the above
equation (5.37), one may note that the lapse of proper time is always smaller than the co-
ordinate time interval (t2 − t1) and hence one may conclude that moving clock always slows
down.
Note: The world line of a particle is completely arbitrary, not necessarily moving with
uniform velocity. So accelerated motion in some sense may be described by special theory of
relativity. This will be elaborately described in subsequent section.
5.7 General Lorentz Transformation : The Transforma-
tion Matrix
If the relative velocity v between two inertial frames S and S ′ is along any arbitrary direction
then the position vector of any point can be written as
r = r|| + r⊥ in S-frame
r′ = r′|| + r
′
⊥ in S
′-frame
where r|| and r′|| are parallel to v and r⊥ and r
′
⊥ are perpendicular to v.
Clearly we write r|| =
(r·v)v
|v|2
Previously, we have seen that there is no change of co-ordinate perpendicular to the relative
velocity. So we have r′⊥ = r⊥. Also the transformation parallel to the relative velocity is given
by
r′|| =
r|| − vt√
1− |v|2
λ2
.
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Thus
r′ = r′|| + r
′
⊥ =
r|| − vt√
1− |v|2
λ2
+ r⊥
= γ(r|| − vt) + (r− r||)
= r+ (γ − 1)r|| − γvt
= r+ (γ − 1)(r · v)v|v|2 − γvt , γ =
1√
1− |v|2
λ2
= r+
(γ − 1)
β2
(r · β)β − γβx0 , β = |v| /λ , x0 = λt. (5.38)
Also
t′ =
t− (r·v)
λ2√
1− |v|2
λ2
= γ
(
t− r · β
λ
)
i.e. (x0)′ = γ(x0 − r · β) = x0 + (γ − 1)x0 − γ(r · β) (5.39)
Hence equations (5.38) and (5.39) together give the general Lorentz transformation.
The above equations of transformation may be considered as a linear transformation between
two inertial frames S and S ′ so we write the above transformation equations in compact matrix
form as
x′α = Λαβx
β (5.40)
where xα = (x0, r) and n = v|v| =
β
|β| is the unit vector along the direction of relative velocity.
So the inverse transformation equations are
xα = Ωαβ(x
′)β (5.41)
and the two 4× 4 matrices Λ and Ω are related as
ΛαβΩ
β
γ = δ
α
γ ; Λ
α
βΩ
δ
α = δ
δ
β (5.42)
i.e. the matrices Λ and Ω are inverse of each other.
Further, one may note that Ω can be obtained from Λ by changing β to −β i.e.
Ω(β) = Λ(−β).
In particular, the explicit form of the matrix components are
Λ00 = γ = Ω
0
0 , Λ
0
i = −γ |β|ni = −Ω0i
Λi0 = −γ |β|ni = −Ωi0. (5.43)
Λi j = δ
i
j + (γ − 1)ninj = Ωi j.
Also det(Ωαβ) = det(Λ
α
β) = 1.
We now examine the result of two successive Lorentz transformations (L.T.). At first for
simplicity, we consider those L.T. whose relative velocities are along a particular co- ordinate
axis (say x1-axis). Previously, we have shown that such a L.T. is equivalent to a rotation in (ix0-
x1)-plane with an imaginary angle of rotation. So two successive L.T. with relative velocities
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along the same direction (i.e. along the same co-ordinate axis x1) is equivalent to another L.T.
with equivalent angle of rotation equal to the sum of the previous angles of rotation i.e. if
tanh θ1 =
v1
λ
, tanh θ2 =
v2
λ
then tanh(θ1 + θ2) =
v12
λ
with v12 =
v1+v2
1+
v1v2
λ2
, the law of composition of velocities. So we write (as in section § 5.4)
L(v1) ◦ L(v2) = L(v12) = L(v2) ◦ L(v1).
However, the situation completely changes if two successive L.T. are not in the same direc-
tion. Then the imaginary planes of rotation are not same for both the L.T. and hence the L.T.
do not commute i.e.
L(v11) ◦ L(v22) 6= L(v22) ◦ L(v11)
where v11 denotes the relative velocity along x
1-axis and v22 that along x
2-axis. We shall
now determine the measure of non-commutativity for two successive L.T. along any arbitrary
directions. Suppose
v1 = |v1|n1 , v2 = |v2|n2 (n1 6= n2)
be the relative velocities of two successive L.T. So we write
xα21 = Λ
α
β(v2)Λ
β
δ(v1)x
δ (5.44)
Similarly, for the same two L.T. in reverse order we have
xα12 = Λ
α
β(v1)Λ
β
δ(v2)x
δ (5.45)
Thus the measure of non-commutativity is characterized by
δxα = xα21 − xα12 (5.46)
Now for simplicity of calculation, we assume |v1,2|  λ i.e. |β1,2|  1 and retain terms in
lowest power in |β1,2|.
Using (5.43) we have
x021 '
{
1 +
1
2
(β1 + β2)
2
}
x0 − (β1 + β2) · r = x012 (5.47)
x21 ' r− (β1 + β2)x0 + (β1 · r)β2 + 1
2
{(β2 · r)β2 + (β1 · r)β1}
and
x12 ' r− (β1 + β2)x0 + (β2 · r)β1 + 1
2
{(β1 · r)β1 + (β2 · r)β2} . (5.48)
Hence,
δxα = (β1 · r)β2 − (β2 · r)β1 = 1
λ2
(v1 × v2)× r (5.49)
Note: The above result is upto the order β2.
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The result in equation (5.49) has an analogy in Newtonian theory where an infinitesimal
change in the co-ordinates due to infinitesimal rotation of co-ordinate axes is given by
δr = β × r , Ω→ the angular velocity of rotation.
Thus comparing with the above result we can say that the resultant effect of two L.T. is
equivalent to a spatial rotation about the direction v1 × v2.
Note: The set of all Lorentz transformations do not form a group, as the combination of
two infinitesimal L.T. in general involves a spatial rotation.
However, the set of all L.T. and rotations will form a group, called the Lorentz group. So
each element of the Lorentz group corresponds either a Lorentz boost or a spatial rotation.
5.8 Some aspects of Lorentz Group and its generators
An infinitesimal element of a Lorentz group will correspond to the transformation of space-time
co-ordinates by
x′a = (δab + ω
a
b)x
b
where ωab are first order infinitesimal quantities. Then from the relation
ΛabΛ
c
dηac = ηbd
one can easily see that ωab is purely antisymmetric
i.e. ω(ab) = 0 (ωab = ω[ab]).
From the point of view of group representation, we can associate a square matrix with each
element of the group such that product of any two such matrices (representing two elements of
the group) will give the matrix corresponding to the element of the group obtained by group
composition of the corresponding two elements. So if D is the matrix representation of a group
G then
D(g1) ·D(g2) = D(g1 ◦ g2)
where ‘◦’ is the binary operation of the group and g1, g2 are any two elements of the group G.
If D is a n×n square matrix then it is said to be a ‘n’ dimensional representation of the group.
Further, in analogy with quantum mechanics, the matrix representation corresponding to
infinitesimal L.T. can be described as
D = I +
1
2
ωabσab.
Due to antisymmetric nature of ωab the operator σab (corresponding to infinitesimal L.T.) is
chosen to be antisymmetric so that out of the six independent components σ0i represents the
Lorentz boosts while σij (i 6= j) corresponds to spatial rotations. In particular, the three
operators Biσ0i , generates the Lorentz boosts while spatial rotations are generated by the
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operators Rkαijkσij. Thus the above infinitesimal operator has the explicit form (with suitable
normalization)
D = I +
i
2
Blv
l +
i
2
Rkθ
k.
As we have mentioned earlier, the Lorentz boosts along the three spatial axes can be considered
as rotation in (xi-t)-plane with an imaginary angle so all the six operators (Bi, Rk) are related
to the angular momentum operators in quantum mechanics. Thus we write,
Ri = −2iijkxj∂k , Bk = 2i(t∂xk + xk∂t)
with commutation relations
[Ri, Rk] = iiklR
l ; [Ri, Bl] = iilmB
m ; [Bi, Bl] = −iilmRm.
Here the first set of commutation relations are nothing but the usual commutation relations
for angular momentum operator in quantum mechanics. The second set of commutation rela-
tions states that the boost operator behaves as a 3-vector under spatial rotation. Lastly, the
commutation relation between two boosts is equivalent to a rotation (which we have already
shown). However, the commutation algebra can be closed by defining
Ji =
1
2
(Ri + iBi) , Ki =
1
2
(Ri − iBi)
so that
[Ji, Jj] = iijkJ
k ; [Ki, Kj] = iijlK
l ; [Ji, Kl] = 0.
Therefore Ji and Ki are nothing but independent angular momentum operators in quantum
mechanics.
5.9 The Space-time geometry in Special Theory of Rel-
ativity : Minkowskian geometry and Null cone
We shall now discuss the intrinsic geometry of the four dimensional space-time in relativity
theory. We have seen that the quadratic expression
s2 = x2 + y2 + z2 − λ2t2 (5.50)
is an invariant quantity. Note that s2 is indefinite in sign. We shall now discuss the three
possibilities namely s2 >,=, < 0. For s2 = 0, we have
x2 + y2 + z2 − λ2t2 = 0,
which represents the surface of a cone in four dimensional space-time having vertex at the origin
(0, 0, 0, 0) and axis along the time axis. The observer is situated at the vertex O. Now inside
the cone we have s2 < 0 while s2 > 0 outside the cone.
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Fig. 5.2
As
s2 = λ2t2
(
u2
λ2
− 1
)
,
so particles inside the cone will have velocity less than the ab-
solute velocity λ while velocity will be greater than λ outside
the cone. Inside the cone is termed as time-like region and it is
physically admissible. The region outside the cone is not physi-
cally acceptable as velocity exceeds the absolute velocity λ and
the region is termed as space-like region. On the surface of the
cone the velocity coincides with the absolute velocity λ and is
termed as null surface or simply the null cone. The upper half
of the cone is the future null cone and the lower half is termed
as past null cone. All past events which are causally connected
to the observer O are confined to the past null cone while all
future events which will be connected to the observer, will be
confined to the future null cone. Thus the whole four dimensional space-time is divided into
three regions— the time-like and space-like regions are separated by the null cone. Thus in
relativity theory, the space-time geometry is not Euclidean, rather it is pseudo-Euclidean or it
is known as Minkowskian geometry. The first fundamental form of this 4D space-time can be
written as
ds2 = ηµνdx
µdxν (5.51)
where ηµν = diag {−1, 1, 1, 1} is the Minkowskian metric and x0 = λt , x1 = x , x2 = y and x3 =
z.
If aµ be a four-vector in Minkowskian space then its length is defined as
‖aµ‖2 = ηµνaµaν = (a1)2 + (a2)2 + (a3)2 − (a0)2. (5.52)
Also the scalar product between two four-vectors is defined as
(a˜, b˜) = ηµνaµbν = a1b1 + a2b2 + a3b3 − a0b0 (5.53)
The indefiniteness in the sign of the norm classifies the four-vectors into three classes namely
time-like vectors (having ‖aµ‖2 < 0), space-like vectors (having ‖aµ‖2 > 0) and null vectors
(for which ‖aµ‖ = 0). In pseudo- Euclidean (or pseudo-Riemannian) geometry, a null vector is
distinct from zero vector. A null vector may have all components to be non-zero but still its
norm is zero. Thus a null vector is a zero vector but a zero vector is not a null vector.
5.10 The Accelerated Motion in Special Theory of Rel-
ativity
We consider for simplicity the 2D Minkowskian space-time
ds2 = −dt2 + dx2 = ηabdxadxb
with ηab = diag(−1,+1) , (a, b = 0, 1).
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If τ be the proper time and let xa(τ) be trajectory of an observer then its 2-velocity is
ua(τ) =
dxa(τ)
dτ
=
(
t˙(τ), x˙(τ)
)
.
Normalization of ua(τ) gives
ηabu
aub = −1
⇒ ηabx˙a(τ)x˙b(τ) = −1,
which differentiating once w.r.t. τ gives
ηabx¨
ax˙b = 0 i.e. ηabA
aub = 0.
This shows that the acceleration vector is orthogonal to the velocity vector. However, in an
instantly co-moving inertial frame the observer is at rest, so x˙(τ) = 0 i.e. ua(τ) = (1,0) and
hence we can take aα(τ) = (0,a) with |a| = constant. Thus ηabaα(τ)aβ(τ) = a2.
5.10.1 Null cone co-ordinates
If we make the transformation of co-ordinates (t, x)→ (u, v) defined by
u = λt− x , v = λt+ x
then the Minkowskian metric can be written as
ds2 = −dudv so that g(n)ab =
(
0 −1
2−1
2
0
)
with a, b = 0, 1 and x0 = u , x1 = v.
The null co-ordinates (u, v) are termed as null cone co-ordinates and g
(n)
ab is termed as Minkowskian
metric in null cone co-ordinates. Note that the scaling of the null co-ordinates as
u˜ = µu , v˜ =
1
µ
v , µ, a constant
preserve the above Minkowski metric and hence it can be considered as a Lorentz transforma-
tion.
u′ = λt′ − x′ = λt−
vrx
λ√
1− v2r
λ2
− x− vrt√
1− v2r
λ2
=
(λt− x) + vr
λ
(λt− x)√
1− v2r
λ2
=
u
(
1 + vr
λ
)√
1− v2r
λ2
= u
√
1 + vr
λ
1− vr
λ
Similarly
v′ = v
√
1− vr
λ
1 + vr
λ
.
As u′ = µu , v′ =
1
λ
v ⇒ µ =
√
1 + vr
λ
1− vr
λ
. (5.54)
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5.10.2 Trajectory of an Accelerated Observer
Let xα(τ) = (u(τ), v(τ)) be the trajectory of a uniformly accelerated observer in the inertial
frame with null cone co-ordinates. Due to normalization of velocity we have
u˙(τ)v˙(τ) = −1
and
u¨(τ)v¨(τ) = a2.
Now, as u˙ = − 1
v˙
, so u¨ = v¨
v˙2
. Hence we have(
v¨
v˙
)2
= a2,
which on integration (twice) gives
v(τ) =
A
a
eaτ +B.
Thus u(τ) = − 1
Aa
e−aτ + C.
Here A,B and C are integration constants. As u → u˜ = µu and v → v˜ = 1
µ
v is a
L.T., so we can choose A = 1. Further, one can choose B = 0 = C by shifting the origin of
the corresponding inertial frame properly. Thus the trajectory in null co-ordinates take the
parametric form
u(τ) = −1
a
e−aτ , v(τ) =
1
a
eaτ (5.55)
i.e. uv = − 1
a2
.
Fig. 5.3
Further, in terms of original Minkowskian co-
ordinates we have the parametric form:
x(τ) = 1
a
cosh(aτ) ,
t(τ) = 1
a
sinh(aτ)
i.e. x2 − t2 = 1
a2
.
Hence the world line of the accelerated ob-
server is a branch of the rectangular hyper-
bola in (t, x)-plane.
Note: I. As |t| → ∞, the world line ap-
proaches the null cone.
II. The observer arrives from x = +∞,
decelerates and stops at x = a−1, then ac-
celerates back towards infin-
ity.
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The figure shows the world line of a uniformly accelerated observer (with proper acc. |a|)
in Minkowski space-time. The dash lines show the null cone. The observer cannot receive any
signal from the events P and Q and cannot send signals to R.
5.10.3 Comoving Frame of an Accelerated Observer : Rindler space-
time
Let (z0, z1) be the comoving frame for an accelerated observer i.e. a co-ordinate system in
which the observer is at rest at z1 = 0 and hence z0 is the proper time along the observer’s
world line. We also choose the co-moving frame such that the metric is conformally flat i.e.
ds2 = −f(z0, z1){(dz0)2 − (dz1)2} . (5.56)
Note: The conformally flat form of the metric simplifies quantization (See Introduction to
Quantum Effects in Gravity by Viatcheslav Mukhanov (Author), Sergei Winitzki (Author)) of
fields to a great extend.
We shall now address the questions namely (i) whether such a co-ordinate transformation
is possible or not and (ii) if possible then find a relationship with Minkowski co-ordinates.
The above metric in terms of null cone co-ordinates of the co-moving frame takes the form:
ds2 = −f0(uz, vz)duzdvz (5.57)
where uz = z
0 − z1 and vz = z0 + z1 are the null co-ordinates of the co-moving frame.
As along the world line of the observer we have
z0(τ) = τ and z1(τ) = 0
so the null co-ordinates are given by
vz(τ) = τ = uz(τ).
Hence at the observer’s position we have
f0(uz = τ, vz = τ) = 1.
Further, from the relation
ds2 = −dudv = −f0(uz, vz)duzdvz
(u, v are the usual null cone co-ordinates)
it is clear that u and v cannot be function of both the variables uz and vz, each of them depends
on only one of these two variables. So without loss of generality we assume
u = u(uz) and v = v(vz).
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The explicit form of the functions will be determined by comparing observer’s trajectory in
these two co-ordinate systems.
We write,
du(τ)
dτ
=
du(uz)
duz
· duz(τ)
dτ
As the parametric form of the trajectory in Minkowskian space is given as
u = −1
a
e−aτ , v =
1
a
eaτ ,
which gives,
du
dτ
= e−aτ = −au(τ).
As along the observer’s world line uz(τ) = τ = vz(τ)
so duz(τ)
dτ
= 1 and hence du
duz
= −au i.e. u = u0e−auz .
Similarly, v = v0e
+auz , where u0, v0 are integration constants.
Now, f0(uz = τ, vz = τ) = 1 gives a
2u0v0 = −1. So we choose u = − 1ae−auz , v = 1aeavz .
Thus we obtain u as a function of uz alone and v as a function of vz alone and consequently
the metric becomes ds2 = dudv = ea(vz−uz)duzdvz.
Further going back to the space-time co-ordinates (t, x) we have
t(z0, z1) =
1
a
eaz
1
sinh(az0)
x(z0, z1) =
1
a
eaz
1
cosh(az0)
i.e. t
x
= tanh(az0) and x2 − t2 = 1
a2
e2az
1
.
Hence the metric in accelerated frame is
ds2 = −e2az1 [(dz0)2 − (dz1)2] (5.58)
and is known as Rindler space-time. Clearly, the Rindler space-time is locally equivalent to
Minkowski space-time. So it has zero curvature. The co-ordinate curves: z0 = constant
and z1 = constant are family of straight lines through the origin and a family of rectangular
hyperbolas respectively. The range of (z0, z1) is : −∞ < z0, z1 < +∞. Note that the above
Rindler metric covers only one quarter of the Minkowski space-time (x > |t|).
Moreover in the 4D Rindler space-time
ds2 = e2az
1 (−(dz0)2 + (dz1)2)+ (dz2)2 + (dz3)2
if we make the transformation
e2az
1
= 1 + aξ1, (5.59)
then the above metric becomes
ds2 = −(1 + aξ1)2(dz0)2 + (dξ1)2 + (dz2)2 + (dz3)2. (5.60)
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This metric has the familiar form of the weak field limit of Einstein gravity with aξ1 = φ (or v)
as the Newtonian potential (see sect. 6.4) and the acceleration experienced by the observer in
the accelerated frame is ‘−a’. Further, the line element between two events in the space-time
cannot have the Minkowskian form ds2 = −dt2 + dx2, rather, at least be modified to a form
ds2 = −
(
1 +
2φ
c2
)
c2dt2 + dx2,
in the presence of a gravitational field.
This can be considered as the direct connection between the principle of equivalence and a
geometrical description of a gravity.
Therefore, we conclude that
(i) gravitational fields are locally indistinguishable from accelerated frames.
and (ii) accelerated frames are described by a line element as (5.60) and the gravitational
field affects the rate of clocks in such a way that the clocks slow down in strong gravitational
field as
∆T = ∆t
(
1 +
φ
c2
)
in the lowest order in φ
c2
. Here ∆t is the time interval measured by a clock in the absence of
gravitational field while ∆T represents the corresponding interval measured by a clock located
in the gravitational potential φ.
———————————————————————————–
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Exercise
5.1. For what value of β
(
= v
c
)
will the relativistic mass of a particle exceeds its rest mass by
a given fraction f ?
5.2. If a body of mass ‘m’ disintegrates while at rest into two parts of rest masses m1 and m2,
show that the energies E1 and E2 of the parts are given by
E1 = c
2 (m
2 +m21 −m22)
2m
, E2 = c
2 (m
2 −m21 +m22)
2m
.
5.3. Two particles of proper masses m1 and m2 move along the x-axis of an inertial frame with
velocities u1 and u2 respectively. They collide and coalesce to form a single particle. Assuming
the law of conservation of momentum and energy prove that the proper mass m3 and velocity
u3 of the resulting single particle are given by
m23 = m
2
1 +m
2
2 + 2m1m2γ1γ2
(
1− u1u2
c2
)
u3 =
m1γ1u1 +m2γ2u2
m1γ1 +m2γ2
where γ−2i = 1− u
2
i
c2
, i = 1, 2.
5.4. Two events are simultaneous though not coincident in some inertial frame S. Prove
that there is no limit on time separation assigned to these events in different frames but the
space separation varies from a minimum (which is the measurement is S-frame) to ∞ .
5.5. Let q and q′ are respectively the velocities of a particle in two inertial frames S and
S ′ has a velocity V relative to S in the x-direction of S-frame. Show that
q2 =
(q′)2 + V 2 + 2q′V cos θ′ −
(
q′V sin θ′
c
)2
(
1 + V
c2
q′ cos θ′
)2
where θ′ is the angle which q′ makes with x-axis.
5.6. If u, v are two velocities in the same direction and V be their resultant velocity given
by
tanh−1
V
c
= tanh−1
u
c
+ tanh−1
v
c
then find the law of composition of velocity.
5.7. A particle of proper mass m0 moves on the x-axis of an inertial frame and attracted
to the origin by a force m0k
2x. If it performs oscillation of amplitude ‘a’ then show that the
periodic time of this relativistic harmonic oscillator is
τ =
4
c
∫ a
0
f dx√
f 2 − 1 , f = 1 +
k2
2c2
(
a2 − x2) .
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Also verify that as c→∞ then τ → 2pi
k
and show that if ka
c
is small then
τ =
2pi
k
(
1 +
3
16
k2a2
c2
)
(approx.)
5.8. Determine the relative speed v for which the Galilean and Lorentz expressions for x differ
by 1%.
5.9. A rod is moving with a speed is 0.4c along its length in the positive x-direction, and
a particle is moving along the negative x-direction with a speed 0.8c, both the speeds being
measured in the same inertial frames and the length of the rod with respect to S frame is 3.6
meters. Find the relative velocity of the rod in the rest frame of the particle. Find the time
taken by the particle to cross the rod in the S frame as well as in the rest frame of the rod.
5.10. A man moving along the x-axis of some inertial frame S at a velocity V observes a
body of proper volume V0 moving at a velocity u along the x-axis of frame S. Find the volume
of the body as measured by the man.
5.11. Verify that in an inertial co-ordinate system S(x, t) the general solution of the wave
equation
(
1
c2
∂2
∂t2
− ∂2
∂x2
)
ψ = 0 is of the form ψ(x, t) = f(x − ct) + g(x + ct). Check that
ψ(x, t) = A cos
{
w
c
(ct− x)} satisfies the above wave equation. Suppose S ′(x′, t′) be another
inertial frame moving relative to S-frame with constant velocity V along x-axis and the above
solution becomes ψ(x′, t′) = A cos
{
w′
c
(ct′ − x′)}. Find the relation between w and w′.
5.12. A rod is of length l0 in its rest frame S0. In another inertial frame S it is oriented
in a direction of the unit vector e and is moving with a velocity V. Show that the length of
the rod in the second frame is
l =
l0
√
c2 − V 2√
c2 − V 2 sin2 θ
where V = |V | and θ is the angle between e and V.
5.13. The space and time co-ordinates of two events as measured in an inertial frame S
are as follows :
Event 1 : x1 = x0 , y1 = z1 = 0 , t1 =
x0
c
and
Event 2 : x2 = 3x0 , y2 = z2 = 0 , t2 =
x0
4c
.
S ′ is another inertial frame (moving relative to S) in which the above two events appear simul-
taneously. Find the relative velocity of S ′ with respect to S and also the time of occurrence of
both the events in S ′ frame.
5.14. Calculate the orientation of a rod of length 7.5 meters in an inertial frame that is
moving with a velocity µc (µ < 1) in a direction making an angle 2θ with the rod.
5.15. A rod of rest length one meter is moving in longitudinally on a smooth table with a
velocity 0.8c relative to the table. A circular black spot of rest diameter half meter lies in its
path. What is the diameter of the spot as seen by the rod? Explain with reasons, what will be
the shape of the spot as seen by an insect sitting at the centre of the rod?
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5.16. Let a constant force F be applied on an object with rest mass m0 at a rest position.
Prove that its velocity after a time t is
v =
cF t√
m20c
2 + F 2t2
.
Also show that the above result is in agreement with classical result. Further find v after a
very long time.
5.17. The space and time co-ordinates of two events as measured in a frame S are as fol-
lows :
Event I : x1 = x0 , y1 = z1 = 0 , t1 =
x0
c
Event II : x2 = 2x0 , y2 = z2 = 0 , t2 =
x0
2c
.
There exists a frame S ′ in which these two events occur at the same time. Find the relative
velocity of this frame with respect to S. What is the time at which both the events occur in
the frame S ′ ?
5.18. If the position vectors of two points in 4D space-time are
(
1
c
, 0, 0, 0
)
and
(
2
c
, 2, 1, 1
)
then examine whether the two points are causally connected or not.
5.19. A particle of rest mass m0 describes the trajectory x = f(t), y = g(t), z = 0 in an
inertial frame S. Find the four velocity components. Also show that the norm of the four
velocity is −c2.
5.20. Suppose a particle moves relative to the primed system S ′ with a velocity u′ in the
x′y′ plane so that its trajectory makes an angle θ′ with the x′-axis. Show that the equations of
motion in S ′ frame are given by x′ = u′t′ cos θ′, y′ = u′t′ sin θ′, z′ = 0. If S be another inertial
frame that moves with respect to S ′ frame with a velocity v along the common x-x′ axis, then
the magnitude and direction of its velocity in S ′ is given by
u =
[
(u′)2 + v2 − 2u′v cos θ′ − u′2v2
c2
sin2 θ′
]1/2
(
1− u′v
c2
cos θ′
)
and θ = tan−1
u′ sin θ′
√
1− v2
c2
u′ cos θ′ − v
 .
5.21. Show that the set F of all linear transformations L =
[
l11 l12
l21 l22
]
from R2 to itself and
characterized by the fact l11 > 0, detL > 0 and L
T
(
1 0
0 −1
)
L =
(
1 0
0 −1
)
forms a group
under composition of mappings. Using this result prove that the 2D Lorentz transformations
form a group.
Solution and Hints
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Solution 5.1: f = m−m0
m0
, m0 → rest mass, m → relativistic mass
= 1√
1−β2
− 1
Hence β =
√
f(2+f)
1+f
.
Solution 5.2: Energy conservation : E1 + E2 = Total energy = mc
2 ........(1)
If p1, p2 be the momenta of the disintegrated parts then momentum conservation gives
p1 + p2 = 0.
The energy-momentum conservation relation : E2 = c2p2 +m2c4
i.e. E21 = c
2(p21 +m
2
1c
2) , E22 = c
2(p21 +m
2
2c
2) ........(2)
Solve (1) and (2) for E1 and E2.
Solution 5.3: The conservation of momentum and energy give
m1γ1u1 +m2γ2u2 = m3γ3u3
m1γ1c
2 +m2γ2c
2 = m3γ3c
2 , γ3 =
(
1− u
2
3
c2
)−1/2
Solve for m3 and u3.
Solution 5.4: Simultaneity of two events means time separation between these events to
be zero. So (x1, y1, z1, t) and (x2, y2, z2, t) be the space-time points where two events occur. So
the spatial and temporal separation of these two events in S ′-frame be
∆x′ =
(x2 − x1)√
1− v2
c2
, ∆t′ = γ∆t
v
c2
, γ =
(
1− v
2
c2
)−1/2
,
= γ∆x
As |v| varies from zero to c so ∆x′ varies from ∆x to ∞ and ∆t′ varies from −∞ to ∞ .
Solution 5.5: Suppose q′ sin θ′ makes an angle φ′ with y′-axis and q sin θ makes an angle φ with
y-axis where θ is the angle between q and x-axis. The components of q along the three axes
are (q cos θ, q sin θ cosφ, q sin θ sinφ) and those of q′ are (q′ cos θ′, q′ sin θ′ cosφ′, q′ sin θ′ sinφ′).
According to Lorentz transformation
q cos θ =
q′ cos θ′ + V
1 + q
′ cos θ′.V
c2
,
q sin θ cosφ =
q′ sin θ′ cosφ′
√
1− V 2
c2
1 + q
′ cos θ′.V
c2
and q sin θ sinφ =
q′ sin θ′ sinφ′
√
1− V 2
c2
1 + q
′ cos θ′.V
c2
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Then obtain q.
Solution 5.6: Let α = tanh−1 V
c
, β = tanh−1 u
c
, γ = tanh−1 v
c
so we have α = β + γ. ........(1)
Now α = tanh−1 V
c
i.e. tanhα = V
c
⇒ eα−e−α
eα+e−α =
V
c
i.e. e2α = c+V
c−V .
Similarly, e2β = c+u
c−u , e
2γ = c+v
c−v
So relation (1) gives
ln
c+ V
c+ V
= ln
(c+ u)(c+ v)
(c− u)(c− v) .
This gives the relativistic law of composition of velocity.
Solution 5.7: The equation of motion of the particle is
d
dt
 m0x˙√
1− ( x˙
c
)2
 = −m0k2x
i.e.
∫
u d
 u√
1− u2
c2
 = A− k2x2
2
, u = x˙
i.e.
c2√
1− u2
c2
= A− k
2x2
2
using initial condition : u = 0 at x = a , A = c2 + k
2a2
2
.
So solving for u one obtains
u =
c
√
f 2 − 1
f
, f = 1 +
k2
2c2
(a2 − x2)
i.e. t =
1
c
∫ a
0
f√
f 2 − 1dx
Hence time period : τ = 4t = 4
c
∫ a
0
f√
f2−1
dx .
2nd part: As f = 1 + k
2
2c2
(a2 − x2),
so f 2 − 1 = k2
2c2
(a2 − x2)
[
1 + k
2
2c2
(a2 − x2)
]
and hence 1
c
f√
f2−1
= 1
k
√
a2−x2
{
1 + 3
8
k2
c2
(a2 − x2) + . . . . . .
}
.
Thus as c→∞ , 1
c
f√
f2−1
→ 1
k
√
a2−x2 .
Hence τ = 4
k
∫ a
0
dx√
a2−x2 =
2pi
k
.
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3rd part: If ka
c
is small and x ≤ a then k2
c2
(a2 − x2) is a small quantity, and hence
1
c
f√
f 2 − 1 '
1
k
√
a2 − x2
{
1 +
3k2
8c2
(a2 − x2)
}
.
As a result,
τ =
4
k
[∫ a
0
dx√
a2 − x2 +
∫ a
0
3k2
8c2
(a2 − x2) 12 dx
]
=
2pi
k
[
1 +
3
16
k2a2
c2
]
(approx.)
Solution 5.8: x′G = x− vt , x′L = x−vt√
1− v2
c2
=
x′G√
1− v2
c2
> x′0
By condition,
x′L−x′G
x′G
= 0.01 i.e. 1.01 = 1√
1− v2
c2⇒ v = 0.1401c .
Solution 5.9: The relative velocity of the rod in the rest frame of the particle is given by
the law of addition of velocities in STR as
vrel. =
0.4c+ 0.8c
1 + (0.4c)(0.8c)
c2
' 0.909c .
2nd part: According to an observer in S frame, the relative velocity between the particle and
the rod is (0.4c+ 0.8c) = 1.2c. So the time taken by the particle to cross the rod according to
the observer in S-frame = 3.6
(1.2)×3×108 sec.
As the rod is moving with velocity 0.4c relative to S-frame, so the length of the rod 3.6
meter (in S-frame) is not the proper length of the rod. If l0 be the proper length of the rod
then according to STR (length contraction)
3.6 = l0
[
1− (0.4)2] 12
i.e. l0 ' 3.93 meters .
Now, in the rest frame of the rod, the particle moves with velocity 0, 909c along the −ve x-axis.
Hence in the rest frame of the rod the time taken by the particle to cross it will be
3.93
(0.909)× 3× 108 sec ' 1.44× 10
−8 sec. ' 1.44× 10−8sec.
Solution 5.10: Let S ′ be the proper frame of the observer. So the relative velocity between
S and S ′ is V along the +ve x-axis. As u be th velocity of the body relative to S along x-axis
so its velocity relative to S ′ is u′ = u−v
1−uv
c2
. Hence the volume of the body relative to the observer
will be
V = V0
√
1−
(
u′
c
)2
= V0
√
1− 1
c2
(
u− v
1− uv
c2
)2
= V0
√
(c2 − u2)(c2 − v2)
c2 − uv .
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Solution 5.11: It is easy to check that ψ(x, t) = f(x−ct)+g(x+ct) satisfies the 2D wave
equation. As a particular solution one may choose g = 0 and hence ψ(x, t) = A cos
{
w
c
(ct− x)}
is a possible solution of the wave equation.
Now,
w
c
(ct− x) = w
c
{
γc
(
t′ +
vx′
c2
)
− γ(x′ + vt′)
}
, γ =
1√
1− v2
c2
=
w
c
{
γt′(c− t)− γx′
(
1− v
c
)}
=
w
c
γ
(
1− v
c
)
(ct′ − x′)
So on comparison, w′ = w√
1− v2
c2
(
1− v
c
)
= w
√
1− v
c
1+ v
c
= w
√
c−v
c+v
< w
Hints 5.12: Standard length contraction problem.
Solution 5.13: Let the space-time co-ordinates of the two events in S ′ frame be (x′1, y
′
1, z
′
1, t
′
1)
and (x′2, y
′
2, z
′
2, t
′) respectively.
According to Lorentz transformation :
t′1 = γ
(
t1 − v
c2
x1
)
, t′2 = γ
(
t2 − v
c2
x2
)
For simultaneous occurrence of both the events in S ′-frame
t′1 = t
′
2 ⇒ t1 −
v
c2
x1 = t2 − v
c2
x2 i.e.
x0
c
− v
c2
x0 =
x0
4c
− v
c2
3x0 ⇒ v = −3c
8
.
Also by L.T. t′1 = γ
(
t1 − vx1c2
)
= 1√
1−( 38)
2
{
x0
c
+ 3x0
8c
}
= 11√
55
x0
c
.
Hints 5.14: Standard length contraction problem.
Hints 5.15: Suppose the surface of the table is chosen as xy-plane of S-frame.
By Lorentz transformation : x′2 − x′1 = (x2−x1)−v(t2−t1)√
1− v2
c2
.
Here x′2 − x′1 = 12 , v = 0.8c , t2 − t1 (both ends of the diameter of the hole measured
simultaneously).
Hence x2 − x1 = 0.3 .
Let (x0, y0, 0, t) and (x, y, 0, t) be the co-ordinates of the center of the hole and a point on
the circumference of the hole relative to S-frame. The corresponding co-ordinates in S ′-frame
be (x′0, y
′
0, 0, t
′
1) and (x
′, y′, 0, t′2) respectively so
x′ − x′0 =
(x− vt)− (x0 − vt)√
1− v2
c2
= γ(x− x0) , γ = 1√
1− v2
c2
y′ − y′0 = y − y0 .
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Hence
(x′−x′0)2
γ2
+ (y′ − y′0)2 = (x− x0)2 + (y − y0)2 = 14 (as the rest radius of the hole is = 12)
⇒ 16(x′−x′0)2(
1− v2
c2
)2 + 16(y′ − y′0)2 = 1 , an ellipse.
Hints 5.16: Change in K.E. = Work done by the external force
⇒ 1
2
mv2 − 1
2
m0.0
2 = F.v.t
⇒ v√
1− v2
c2
= 2F.t , ⇒ v = 2Fct√
m20c
2 + 4F 2t2
classical limit : c→∞
velocity after long time i.e. t→∞ , v → c
Hints 5.18: The vector connecting these two points be
a =
(
1
c
, 2, 1, 1
)
‖a‖2 = − 1
c2
.c2 + 4 + 1 + 1 = 5 > 0
so they are not causally connected.
Hints 5.20: dx
′
dt′ = u
′ cos θ′ , dy
′
dt′ = u
′ sin θ′ , dz
′
dt′ = 0
choosing initially x′ = 0 = y′ = z′ one gets: x′ =
u′t′ cos θ′ , u′t′ sin θ′ , z′ = 0
By Lorentz transformation for velocity components :
ux =
dx
dt
=
u′x + v
1 + u
′
xv
c2
=
u′ cos θ′ + v
1 + u
′ cos θ′.v
c2
uy =
dy
dt
=
u′y
√
1− v2
c2
1 + u
′
xv
c2
=
u′ sin θ′
√
1− v2
c2
1 + u
′v cos θ′
c2
u2 = u2x + u
2
y , and tan θ =
uy
ux
Hints 5.21: Let G =
(
1 0
0 −1
)
then LTGL = G
i.e. G is self-conjugate under L .
Now, detG = det(LTGL) = (detL)2 detG
i.e. (detL)2 = 1 i.e. detL = +1 (∵ detL > 0 given)
Now (L1L2)
TGL1L2 = L
T
2 (L
T
1GL1)L2 = L
T
2GL2 = G
⇒ L1 ∈ F , L2 ∈ F , then L1L2 ∈ F
I2 =
(
1 0
0 1
)
is clearly the identity.
Also (L−1)TG(L−1) = (LT )−1GL−1 = (LT )−1(LTGL)(L−1)
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= I2GI2 = G
Hence F forms a group.
For 2D Lorentz transformation :(
ct′
x′
)
=
(
γ −γv
c−γv
c
γ
)(
ct
x
)
i.e. L =
(
γ −γv
c−γv
c
γ
)
⇒ detL = 1 , l11 = γ > 0 .
Hence 2D Lorentz transformation forms a group.
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Chapter 6
Einstein’s General Theory of Relativity
and Cosmology from Differential
Geometric point of view
6.1 An introduction of differential geometric structure
through the idea of equivalence principle
According to Einstein the gravitational field has only a relative existence similar to electric
field generated by magneto electric induction. A freely falling observer does not experience any
gravitational force in his surroundings. In fact, if he drops some object then it remains relative
to him in a state of rest or of uniform motion. This is nothing but the equivalence principle.
Based on this principle, Einstein formulated the general theory of relativity (which we shall
discuss in the next sections).
In a static homogeneous gravitational field the particle’s equation of motion can be described
by Newton’s second law as
mi
d2r
dt2
= mg · g = Fg
Here mi and mg are termed as inertial and gravitational mass of the particle and g is the acceler-
ation due to gravity, independent of the position of the particle in four dimensional space-time.
In fact, one can interpret mi and mg as the measures of the body’s resistance to the action of
force and its capability of responding to the gravitational field respectively. However, Eo¨tvos
and collaborators showed experimentally that the above two masses are equal (another form of
equivalence principle). So the above equation of motion simplifies to d
2r
dt2
= g .
If we now switch over to a non-inertial frame described by
r′ = r− 1
2
gt2
then the equation of motion becomes
d2r′
dt2
= 0
i.e. there is no effect of the gravitational field in the primed system. Here primed frame moves
relative to the inertial frame with an acceleration g and an observer will not experience any
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gravitational force there. This is another way of looking into the equivalence principle. Thus
gravitational force can be taken into account when we switch over to non-inertial frame of
reference.
The well known examples of non-inertial frames are (i) a frame rotating with respect to an
inertial frame, (ii) a frame accelerated with respect to an inertial frame. Ideally, an inertial
frame (in which Newtonian laws are valid) is specified as one in which a particle with no force
on it appears to move with a uniform velocity in a straight line. One can imagine an inertial
frame far away from any gravitating matter. However, in a gravitational field one can make it
locally inertial (in a very small region).
We now examine how the metric tensor changes character in a non-inertial frame which is
rotating about z -axis of an inertial frame. The transformation of co-ordinates gives
x = x′ cosωt− y′ sinωt
y = x′ sinωt+ y′ cosωt
z = z′
where the constant ω is the angular velocity of rotation. Thus the Minkowski metric
ds2 = −c2dt2 + dx2 + dy2 + dz2
changes to
ds2 = − [c2 − ω2 (x′ 2 + y′ 2)] dt2 − 2ωdt (y′dx′ − x′dy′)
+
(
dx′ 2 + dy′ 2 + dz′ 2
)
i.e. the metric co-efficients are no longer constants rather they are functions of space-time
co-ordinates. So in general for non-inertial co-ordinates one can write the line element as
ds2 = gµν (x
′) dx′µ dx′ ν . (6.1)
This is also true for accelerating frame i.e. when the new co-ordinates describe a frame accel-
erated with respect to an inertial frame.
In special theory of relativity, the equation of motion in Minkowski co-ordinates is given by
d2xα
dτ 2
= 0 (6.2)
where {xα} is an inertial co-ordinate system and τ denotes the proper time.
We now switch over to non-inertial frame of reference {yα} so that
dxα
dτ
=
(
∂xα
∂yµ
)(
dyµ
dτ
)
and
d2xα
dτ 2
=
(
∂xα
∂yµ
)(
d2yµ
dτ 2
)
+
(
∂2xα
∂yµ∂yν
)(
dyµ
dτ
)(
dyν
dτ
)
= 0
i.e.
d2yλ
dτ 2
= −Γλµν
(
dyµ
dτ
)(
dyν
dτ
)
(6.3)
where Γλµν =
(
∂2xα
∂yµ∂yν
)(
∂yλ
∂xα
)
(6.4)
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Now due to invariance of ds2 we have
ds2 = ηαβdx
αdxβ = gµνdy
µdyν
i.e. gµν = ηαβ
(
∂xα
∂yµ
)(
∂xβ
∂yν
)
(6.5)
So
∂gµν
∂yλ
= ηαβ
(
∂2xα
∂yµ∂yλ
)(
∂xβ
∂yν
)
+ ηαβ
(
∂2xβ
∂yν∂yλ
)(
∂xα
∂yµ
)
= gνδΓ
δ
µλ + gµδΓ
δ
λν (6.6)
which on simplification gives
Γλµν = Γ
δ
λµgδν =
1
2
(
∂gλν
∂xµ
+
∂gµν
∂xλ
− ∂gλµ
∂xν
)
(6.7)
and are termed as christoffel symbols.
Equation (6.3) is the geodesic equation in the non-inertial frame. In analogy with Newtonian
theory Γλµν can be interpreted as the force term and the metric tensor components gµν represent
potential term (force is the gradient of the potential).
It is well known that partial derivative of any tensor is not a tensor. So to introduce a
derivative operator that after differentiation will also be a tensor we proceed as follows :
Aµ = gµνA
ν
∂Aµ
∂yλ
=
∂gµν
∂yλ
Aν + gµν
∂Aν
∂yλ
=
(
Γδµλgνδ + Γ
δ
λνgµδ
)
Aν + gµν
∂Aν
∂yλ
i.e.
∂Aµ
∂yλ
− ΓδλµgνδAν = gµν
∂Aν
∂yλ
+ ΓνλδgµνA
δ (ν 
 δ)
i.e.
∂Aµ
∂yλ
− ΓδλµAδ = gµν
(
∂Aν
∂yλ
+ ΓνλδA
δ
)
Thus if we define, Aµ;λ =
∂Aµ
∂yλ
− ΓδλµAδ
and
Aν;λ =
∂Aν
∂xλ
+ ΓνλδA
δ (6.8)
then we have
Aµ;λ = gµνA
ν
;λ .
So by quotient law if Aν;λ is a (1, 1) -tensor then Aµ;λ is a (0, 2) -tensor and vice-versa.
The differentiation defined in (6.8) is termed as covariant differentiation of contravariant vector
Aν and covariant vector Aµ respectively.
Further due to Leibnitz property for covariant differentiation one immediately gets gµν;λ = 0
i.e. the connection (christoffel symbols) is metric compatible.
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For partial derivatives, second order differentiation is commutative due to Schwarz but it is
not true for covariant differentiation. This distinct feature of curved geometry has some parallels
in the geometric structure of the space-time. In fact, Riemann curvature tensor measures this
non-commutativity as
Aµ;λδ − Aµ;δλ = RµνδλAν (6.9)
with
Rµνδλ =
∂
∂xδ
Γµλν −
∂
∂xλ
Γµδν + Γ
α
λνΓ
µ
αδ − ΓαδνΓµαλ (6.10)
6.2 Heuristic Derivation of Einstein’s Equations for Grav-
ity
There is a long of history how Einstein through continuous effort over ten years (1905−1915)
was successful in moving from the formulation of the special theory of relativity (1905) to the
theory of gravity (1915) – the general theory of relativity. This theory shows a description of
gravity and its action on matter in a pseudo-Riemannian manifold which is characterized by
the metric tensor. The field equations show the source of the gravitational field determine the
metric and vice-versa.
Einstein had in mind that the field equations should have some similarity with Newton’s
theory of gravity. The source of gravity in Newtonian theory is the mass density. So in
relativistic arena the matter source should be a relativistic generalization of mass density – the
total energy which includes the rest mass. As ρ is the energy density measured by a frame of
reference so use of ρ as the source of the field implies one class of observers is preferred than all
others. This idea is at variance with the Einstein’s idea of general covariance – all co-ordinate
systems on an equal footing. Further the equivalence of mass and energy from special relativity
suggests that all forms of energy may be considered as sources for the gravitational field. Hence
the whole of the stress-energy tensor Tµν (ρ is a component of it) is chosen as the source of the
gravitational field.
The basic idea of Einstein’s theory of gravitation consists of geometrizing the gravitational
force i.e. mapping all properties of the gravitational force and its influence upon physical pro-
cesses on to the properties of a (pseudo) Riemannian space. So considering (pseudo) Riemannian
space as the geometry of space-time, Einstein derived logically the new fundamental physical
law from the laws already known. This should show how the sources of the gravitational field
determine the metric.
The logical arguments by which Einstein obtained the field equations for gravity are the
following.
(a) The space-time is a four dimensional pseudo-Riemannian manifold with a metric which can
be put in the Minkowskian form ηαβ at any point by an appropriate choice of co-ordinates (Locally
inertial frame).
(b) For a freely falling particle one can eliminate gravity locally and employ special relativity
i.e. locally, one can not distinguish gravity from a uniformly accelerated inertial field and hence
gravity can be considered as an inertial force (weak equivalence principle).
(c) In special relativity, a free falling particle moves on time-like geodesic of the space-time.
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The effect of gravity through inertial force can be taken into account through metric connection
of the four dimensional manifold.
(d) To have an analogy with Newtonian theory the metric should play the role of the grav-
itational potential. As Poisson’s equation describes Newtonian gravity so the field equations
should be quasi linear second order partial differential equations in the metric.
(e) Due to principle of general covariance the field equations must be tensorial in charac-
ter.
(f) From the point of view of non-local effects, gravity can be measured through the varia-
tion in the field which causes the test particle to travel on time-like geodesics. The convergence
or divergence of these geodesics are described by geodesic deviation which is characterized by
the Riemann curvature tensor.
(g) As matter is described by stress-energy tensor Tµν , a (0, 2) -tensor so gravity can be
geometrized by a second rank tensor, obtained from Riemann curvature tensor through con-
traction.
(h) The Ricci tensor Rαβ is the natural (0, 2) -tensor obtained from Riemann curvature tensor
through contraction. It is also symmetric as the stress-energy tensor. Further Ricci tensor con-
tains second order partial derivatives of the metric (gravitational potential) and is quasi-linear
in nature.
(i) At first Einstein considered the equivalence of Ricci tensor and stress-energy tensor i.e.
Rαβ = κTαβ (κ is the proportionality constant) as the field equations for gravity.
(j) In Minkowski co-ordinates, the conversation equation for the energy-momentum tensor
is
∂βT
αβ = 0.
Then due to the principle of minimal gravitational coupling, the general relativistic form of the
conservation equation is written as
Tαβ;β = 0
But
Rαβ;β =
1
2
∂R
∂xα
Hence the field equations can not be chosen as the above form.
(k) Einstein then tried to find a symmetric (0, 2) -tensor as a linear combination of the known
(0, 2) -tensors namely Rµν and gµν . So he considered
Rµν + aRgµν + Λgµν = Gµν + Λgµν (6.11)
as the desired (0, 2) -tensor. Note that Gµν also contains second order derivatives of gµν and
is quasi linear in nature. Now divergence of Gµν gives (noting that covariant derivative of gµν
206CHAPTER 6. EINSTEIN’S GENERAL THEORYOF RELATIVITY AND COSMOLOGY FROMDIFFERENTIAL GEOMETRIC POINT OF VIEW
vanishes)
Gµν;ν = R
µν
;ν + agµν
∂R
∂xν
=
(
1
2
+ a
)
∂R
∂xµ
Hence Gµν;ν = 0 gives a = −12 .
Thus Gµν = Rµν − 1
2
Rgµν .
Therefore, the field equations for gravity take the form
Gµν + Λg
µν = κTµν
i.e. Rµν − 1
2
Rgµν + Λgµν = κTµν . (6.12)
Here the constant Λ is known as cosmological constant.
Note−I. Λ was introduced by Einstein for obtaining static model of the universe. However,
when Hubble discovered that the universe is expanding then he discarded the Λ -term from the
field equations.
II. In four dimension, there are 10 field equations due to the symmetric nature of the ten-
sors involved. However, due to Bianchi identities there are only six independent field equations
containing 10 components of the metric tensor. This incompleteness in determination of the
metric tensor is due to the invariance of the field equations under any general co-ordinate trans-
formation i.e. co-ordinate freedom. The remaining four equations are known as constraints
equations.
III. The above field equations can also be written as follows :
Contracting the above field equation with the metric tensor we get
R− 2R + 4Λ = κT
i.e. R = 4Λ− κT.
Substituting this value of R in the field equation we obtain
Rµν = Λgµν + κ
(
Tµν − 1
2
Tgµν
)
.
This is another form of the field equations in terms of Ricci tensor.
6.3 Einstein’s Equations from an Action Principle
In the same year, 1915, Hilbert and Einstein (within a gap of few weeks) derived Einstein’s field
equations for gravity from action principle.
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For the gravitational equations, we need a scalar to use as the Lagrangian. Apart from
a constant, the simplest scalar that we can think of is the Ricci scalar R. Note that R is a
function of gik and its derivatives but R also contains second derivatives of gik . During the
process, we shall show that these second derivatives will not give any additional complications.
Further, one may use other scalars e.g. RikR
ik , RijklR
ijkl etc. as Lagrangian but R is the
simplest choice. Also other choices lead to higher order field equations and/or modified gravity
theories.
So we consider the variation of the action (known as Einstein-Hilbert action)
A =
∫
V
R
√−g d4x , (6.13)
defined over the space-time region V with a bounding 3-surface Σ. An arbitrary small variation
of the metric tensor gives
gik −→ gik + δgik and gik −→ gik + δgik ;
where δgik and δgik,l etc. vanish on Σ .
Now at any point P in V we have
δ
(
R
√−g) = δ (Rikgik√−g) = (δRik) gik√−g +Rikδ (gik√−g) . (6.14)
From the property of the reciprocal (2, 0) tensor gik we have
gik · gkm = δmi .
Taking variation we obtain
⇒ (δgik) gkm + gik
(
δgkm
)
= 0
i.e. (δgik) g
km · gmn = −gikgmnδgkm
i.e. δgin = −gikgmnδgkm . (6.15)
From the differentiation of the determinant of the metric tensor we write (see Appendix II) :
∂g
∂xk
= Gji
∂
∂xk
gij
where Gji is the cofactor of gij in g. So we write
Gji = g · gji = g · gij .
Thus,
∂g
∂xk
= g gij
∂
∂xk
gij
i.e. dg = g · gijdgij . (6.16)
Hence,
δ
(√−g) = 1
2
√−g δ (−g) =
1
2
√−g (−g)g
ikδgik =
1
2
√−g gikδgik .
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Now,
Rikδ
(
gik
√−g) = Rik [(δgik)√−g + gikδ (√−g)]
= Rik
[√−g δgik − gik 1
2
√−g gpqgpmgqlδglm
]
= Rik
[√−g δgik − gik 1
2
√−g gmlδglm
]
=
(
Rik − 1
2
Rgik
)√−g δgik . (6.17)
To evaluate δRik , let us choose locally inertial co-ordinates at P . So for this choice of co-
ordinates
Rik = Γ
l
il,k − Γlik,l .
Hence, gikδRik = g
ikδ
(
Γlil,k − Γlik,l
)
= gikδΓlil,k − gilδΓkil,k
=
(
gikδΓlil − gilδΓkil
)
,k
(in a local inertial co-ordinates g’s are constant)
= W k,k . (6.18)
The transformation of the christoffel symbols are given by
Γjkm =
∂xj
∂x′ i
∂x′ l
∂xk
∂x′ p
∂xm
Γ′ ipl +
∂2x′ i
∂xk∂xm
∂xj
∂x′ i
. (6.19)
Also Γjkm + δΓ
j
km will also have the same transformation law, hence
δΓjkm =
∂xj
∂x′ i
∂x′ p
∂xm
∂x′ l
∂xk
δΓ′ ipl ,
which shows that δΓjkm is a (1, 2) -tensor. So from the quotient law W
k is a vector. Thus we
have
gikδRik = W
k
,k . (6.20)
As the left hand side is a scalar so the right hand side must be a scalar. This is possible if the
ordinary derivative is replaced by covariant derivative i.e. we write
gikδRik = W
k
;k . (6.21)
Note that equation (6.20) is nothing but eq. (6.21) in the locally flat co-ordinate system at P .
Since it is a scalar relation so it must hold in every co-ordinate system.
Thus,
δA =
∫
V
(
Rik − 1
2
Rgik
)√−g δgik d4x+ ∫
V
W k;k
√−g d4x .
Now,
W k;k
√−g = ∂W
k
∂xk
√−g + Γkkl
√−gW l
=
∂W k
∂xk
√−g + ∂
∂xl
{
ln
√−g}√−gW l
=
∂W k
∂xk
√−g + ∂
∂xl
(√−g)W l = ∂
∂xk
(
W k
√−g)
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∴
∫
V
W k,k
√−g d4x =
∫
Σ
W k
√−g dΣ = 0 (∵ δgik = 0 on Σ , so δΓijk = 0 on Σ)
∴ δA =
∫
V
(
Rik − 1
2
Rgik
)√−g δgik d4x .
So by variational principle δA = 0 ⇒ Gik = 0 ,
which is nothing but the vacuum Einstein equations.
Further, if we also consider the matter Lagrangian into the action i.e.
A = 1
2κ
∫
V
R
√−g d4x+
∫
V
Lmatter
√−g d4x ,
then
δA = 0 ⇒ Rik − 1
2
Rgik = −κTik .
6.4 Weak field approximation of Gravity : Newtonian
limit
Every new physical theory should contain the old theory as a reduced or limiting case (the
correspondence principle). This is also true in Einstein’s theory of gravity. Here we shall
obtain Newtonian theory of gravitation as a limiting case of Einstein’s gravity and thereby the
physical meaning of κ will be be determined.
In Einstein’s general theory of relativity, the field equations are highly non-linear in nature
and it is very difficult to solve them. To understand the nature of these equations and their
solutions, weak field approximation is employed.
In a weak gravitational field the metric tensor is characterized by gµν = ηµν + hµν , where
ηµν = diag(−1,+1,+1,+1) is the Minkowski metric and |hµν |  1. So the space-time is
assumed to be nearly flat (or equivalently, the space-time is exactly flat and the tensor field hµν
is propagating in this flat space-time). In the linearized theory we retain terms that are linear
in hµν or its derivatives. Thus the christoffel symbols take the form
Γαβγ =
1
2
ηαδ (∂βhδγ + ∂γhδβ − ∂δhβγ) = 1
2
(
∂βh
α
γ + ∂γh
α
β − ∂αhβγ
)
. (6.22)
In this linearized theory the lowering and raising of indices are done by ηµν and η
µν respectively.
The curvature tensor in this approximation takes the form
Rαβγδ =
1
2
∂γ
(
∂δh
α
β + ∂βh
α
δ − ∂αhβδ
)− 1
2
∂δ
(
∂γh
α
β + ∂βh
α
γ − ∂αhβγ
)
=
1
2
(
∂γ∂βh
α
δ + ∂δ∂
αhβγ − ∂γ∂αhβδ − ∂δ∂βhαγ
)
. (6.23)
Now contracting the indices α and δ , we get the Ricci tensor as
Rβγ = −1
2
(
∂γ∂βh+hβγ − ∂γ∂µhµβ − ∂µ∂βhµγ
)
. (6.24)
and the Ricci scalar has the expression
R = Rββ = η
βγRβγ = −h+ ∂µ∂βhµβ. (6.25)
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Hence the Einstein field equations in this linearized version can be written as
1
2
[
∂ν∂µh+hµν − ∂ν∂λhλµ − ηµν
(
h− ∂λ∂ξhλξ
)]
= −κTµν . (6.26)
Now to obtain the Newtonian limit of Einstein gravity we further assume
(i) The fields vary slowly so that derivatives with respect to x0 are to be ignored.
(ii) In Newtonian gravity, the matter source is non-relativistic in nature and hence the
dominant term in the energy momentum tensor will be T00 = ρc
2 and other components
are negligible compared to T00 .
Here we write down the Einstein field equations as
Rµν = κ
(
Tµν − 1
2
Tgµν
)
.
Considering the (0, 0) -component we have,
R00 = κ
(
T00 − 1
2
η00T
)
= κ
(
ρc2 − 1
2
ρc2
)
=
1
2
κρc2.
Neglecting time derivatives we have
−1
2
∇2h00 = 1
2
κρc2
i.e. ∇2h00 = −κρc2 , (6.27)
which is Poisson equation. But it should be noted that not every quantity which satisfies
Poisson equation necessarily coincide with the Newtonian gravitational Potential.
So we shall compare with the geodesic equation :
d2xα
dτ 2
= −Γαβγ
dxβ
dτ
· dx
γ
dτ
.
For non-relativistic particles (in Newtonian theory) proper time almost coincide with co-ordinate
time t = x0/c and the four velocity becomes
dxα
dτ
∼ (c, v) with |v|  c .
Hence
d2xα
dτ 2
= −Γα00c2 =
1
2
(g00, β) η
αβc2 =
1
2
(h00, β) η
αβc2 .
If we now compare this equation of motion with that for a particle in the gravitational potential
U then
d2r
dt2
= −gradU and ∇2U = 4piGρ .
Thus we have
U = −1
2
c2h00
i.e. h00 = −2U
c2
, g00 = −
(
1 +
2U
c2
)
.
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Now,
∇2U = 4piGρ
⇒ ∇2
(
−1
2
c2h00
)
= 4piGρ
⇒ ∇2h00 = −8piG
c2
ρ .
So on comparison with Linearized Einstein equation (6.27)
κ =
8piG
c4
= 2.07× 10−48 g−1cm−1s2 .
6.5 Einstein Equations on hypersurface
6.5.1 Normal Vector
We have already defined hypersurface and induced metric on it in section 4.1 . We now introduce
the notion of normal vector to the hypersurface Σ : f(xα) = 0. As f is constant along a
hypersurface and it changes its value from one hypersurface to the other, so the vector ∂f
∂xα
is
directed along the normal to the hypersurface Σ . Thus, if nα denotes the unit normal to the
hypersurface (assuming it to be non-null) i.e. nαn
α =  ( = +1 for Σ to be time-like,  = −1
for Σ to be space-like) then we have
nα =  f,α/
{∣∣gγδf,γf,δ∣∣}1/2 (6.28)
It should be noted that nα is directed along the increasing direction of f i.e. nαf,α > 0.
6.5.2 Intrinsic Tensor to the hypersurface
Using the first fundamental form of the hypersurface we now introduce the notion of intrinsic
tensor to the hypersurface.
Let us introduce the second rank tensor
hαβ = habeαae
β
b = g
αβ − ε nαnβ (6.29)
where eαa =
∂yα
∂xa
are basis vectors on Σ . Then we see that hαβnα = h
αβnβ = 0 i.e. h
αβ are
defined only on Σ . Hence hαβ are purely tangent to the hypersurface. So any arbitrary tensor
field Aαβ··· of the manifold can be projected to the hypersurface so that only its tangential
components survive as
Aµν··· = Aαβ··· · hµαhνβ · · · (6.30)
Thus we can define
Aab··· = Aµν··· eµae
ν
b · · · (6.31)
with Amn··· = hmahnb · · · Aab··· as the intrinsic tensor field to the hypersurface associated with
the tensor field Aαβ··· to the manifold. It should be noted that an intrinsic tensor behaves as a
tensor under a co-ordinate transformation xa → xa′ to the hypersurface while it behaves as
a scalar under a co-ordinate transformation to the manifold.
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6.5.3 Intrinsic covariant derivative and the relation to its partner in
the manifold
We now try to define covariant derivative in Σ in terms of a connection that is compatible with
the induced metric hab on Σ . We start with a tangent vector field A
α for which intrinsic vector
field is Aa i.e.
Aα = Aaeαa , A
αnα = 0 , Aa = Aαe
α
a . (6.32)
The intrinsic covariant derivative of an intrinsic vector field Aa is defined as the projection of
Aα;β onto the hypersurface i.e.
Aa|b = Aα;βeαae
β
b = (Aαe
α
a );β e
β
b − Aαeαa;βeβb
= Aa,βe
β
b − Aαeβb
(
gαδeaδ
)
;β
=
∂Aa
∂yβ
· ∂y
β
∂xb
− (Aαgαδ) eβb eaδ;β
=
∂Aa
∂xb
− Aδeβb eaδ;β
=
∂Aa
∂xb
− Aceδceβb eaδ;β
=
∂Aa
∂xb
− ΓcabAc
=
∂Aa
∂xb
− ΓcabAc (6.33)
where Γcab = e
δ
ce
β
b eaδ;β , Γ
d
ab = h
dcΓcab . (6.34)
We shall now show that the above intrinsic connection is compatible with the induced metric
i.e.
Γcab =
1
2
(hca,b + hcb,a − hab,c)
or equivalently,
hab|c = 0.
By definition
hab|c = hαβ;γeαae
β
b e
γ
c = (gαβ − nαnβ);γ eαaeβb eγc
= −nα;γ
(
nβe
β
b
)
eαae
γ
c −  (nαeαa ) (nβ;γ) eβb eγc .
= 0
(
∵ eβbnβ = 0
)
We have seen that Aa|b = Aα;βeαae
β
b are the tangential components of the vector field Aα;βe
β
b .
So the natural question that arises what will be the normal component?
We write,
Aα;βe
β
b = g
δ
α Aδ;βe
β
b .
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Now by decomposing the metric gδα into tangential and normal components we obtain
Aα;βe
β
b =
(
hpqe
p
αe
δq + nαn
δ
)
Aδ;βe
β
b
= hpq
(
Aδ;βe
β
b e
δq
)
epα + 
(
nδAδ;βe
β
b
)
nα
= hpq
(
Ar|bhrq
)
epα − 
(
nδ;βAδe
β
b
)
nα
= hrp
(
Ar|b
)
epα − Ad
(
nδ;βe
d
δe
β
b
)
nα
= Ar|berα − Ad
(
gδλnλ;βe
d
δe
β
b
)
nα
= Ar|berα − Ad
(
nλ;βe
dλeβb
)
nα
= Ar|berα − Ad
(
nλ;βe
λ
de
β
b
)
nα .
Let us define the intrinsic tensor
Kdb = nλ;βe
λ
de
β
b (6.35)
as the extrinsic curvature or 2nd fundamental form of the hypersurface Σ . So we write
Aα;βe
β
b = Aa|b · eaα − AaKabnα (6.36)
which shows that the vector field Aα;βe
β
b of the manifold has tangential component Aa|b while
its normal component is −AaKab . Hence normal component vanishes iff extrinsic curvature
vanishes.
Further multiplying the L.H.S. of eq. (6.36) by gαδ and the 1st and 2nd term of the R.H.S.
by the corresponding tangential and normal component we have
Aδ;βe
β
b = A
q
|be
δ
q − AaKabnδ (6.37)
⇒ Aδ;βeβb ecδ = Aa|beaδecδ − AaKab
(
nδ · ecδ
)
⇒ Aα;βeβb ecα = Ac|b
which shows that the intrinsic covariant derivative of the intrinsic contravariant vector field Ac
is as before the tangential component of the vector field Aα;βe
β
b . Also,
Ac|b = A
α
;βe
β
b e
c
α = (A
aeαa );β e
β
b e
c
α
=
(
Aa,βe
β
b
)
eαae
c
α + A
aeαa;βe
β
b e
c
α
=
∂Aa
∂yβ
· ∂y
β
∂xb
δca +
(
gαδeaδ
)
;β
eβb e
c
α · Aa
=
∂Ac
∂xb
+ eaδ;βe
β
b e
cδAa
= Ac,b + Γ
c
abA
a. (6.38)
This is the explicit expression for intrinsic covariant derivative of an intrinsic contravariant
vector field.
Moreover, writing eδa for A
δ in equation (6.37) we get
eδa;β e
β
b = δ
q
a |b e
δ
q −  δcaKcbnδ
= Γqdb δ
d
ae
δ
q − Kabnδ
= Γcabe
δ
c − Kabnδ. (6.39)
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This is known as Gauss-Weingarten equation. Now using the facts (i) the basis vectors eαa are
orthogonal to the normal vector nα i.e. eαanα = 0 , (ii) the basis vectors are Lie transported
along one another i.e. eαa ;βe
β
b = e
α
b ;βe
β
a .
One can easily see from the Gauss-Weingarten equation that the extrinsic curvature is
symmetric in its two indices i.e. Kab = Kba =
1
2
K(ab) .
Hence from (6.35) we write
Kab =
1
2
n(α;β)e
α
ae
β
b =
1
2
(Lngαβ) eαaeβb . (6.40)
Hence one can say that extrinsic curvature is related to the normal derivative of the metric
tensor of the manifold.
Now, the trace of the extrinsic curvature is given by
K ≡ habKab = nα;α . (6.41)
The above result shows that if we have a congruence of (time-like or space-like) geodesics having
tangent vector nα i.e. the geodesics are hypersurface orthogonal then K can be interpreted
as the expansion of the congruence of geodesics. So one can say the hypersurface is convex or
concave according as K > or < 0 i.e. the congruence is diverging or converging.
Note: A hypersurface Σ of a manifold is completely characterized by the first and second
fundamental forms i.e. by hab (the induced metric) and Kab (the extrinsic curvature). hab char-
acterizes only the intrinsic properties of the hypersurface’s geometry while Kab is related to the
extrinsic properties i.e. how the hypersurface is embedded in the manifold.
6.5.4 Relation between the intrinsic curvature and curvature of the
manifold : Gauss-Codazzi equations
The intrinsic curvature to the hypersurface can be usually defined as the non-commutativity
of the intrinsic covariant derivative as
Ar|pq − Ar|qp = −Rrspq As (6.42)
where
Rrspq = Γ
r
sq,p − Γrsp,q + ΓrmpΓmsq − ΓrmqΓmsp.
We shall now try to relate this hypersurface curvature to the curvature of the manifold. One
can consider the Gauss-Weingarten equation as a tensor equation on the manifold. So taking
covariant derivative of both side of it and projecting it to the hypersurface we obtain(
eαa;βe
β
b
)
;γ
eγc =
(
Γdabe
α
d − Kabnα
)
;γ
eγc
⇒ eαa;βγeβb eγc + eαa;βeβb;γeγc = Γdab,ceαd + Γdabeαd;γeγc − Kab,cnα − Kabnα;γeγc
⇒ eαa;βγeβb eγc + eαa;β
(
Γdbce
β
d − Kbcnβ
)
= Γdab,ce
α
d + Γ
d
ab (Γ
e
dce
α
e − Kdcnα)
− Kab,cnα − Kabnα;γeγe
⇒ eαa;βγeβb eγc + Γdbc (Γeadeαe − Kadnα)− Kbceαa;βnβ = Γdab,ceαd + Γdab (Γedceαe − Kdcnα)
− Kab,cnα − Kabnα;γeγe
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⇒ eαa;βγeβb eγc = Γdab,ceαd +
(
ΓdabΓ
e
dc − ΓdbcΓead
)
eαe − 
(
KdcΓ
d
ab −KadΓdbc
)
nα
− Kab,cnα − Kabnα;γeγc + Kbceαa;βnβ
∴ eαa;γβeβb eγc = Γdac,beαd +
(
ΓdacΓ
e
db − ΓdbcΓead
)
eαe − 
(
KdbΓ
d
ac −KadΓdbc
)
nα
− Kac,bnα − Kacnα;γeγb + Kcbeαa;βnβ
∴
(
eαa;γβ − eαa;γβ
)
eβb e
γ
c =
(
Γdab,c − Γdac,b
)
eαd +
(
ΓdabΓ
e
dc − ΓdacΓedb
)
eαe − 
(
KdcΓ
d
ab −KdbΓdac
)
nα
−  (Kab,c −Kac,b)nα −  (Kabeγc −Kaceγb )nα;γ
−Rαµβγ eµaeβb eγc =
[(
Γeab,c − Γeac,b
)
+ ΓdabΓ
e
dc − ΓdacΓedb
]
eαe
−  (Kab|c −Kac|b)nα −  (Kabeγc −Kaceγb )nα;γ
⇒ Rαµβγ eµaeβb eγc = Reabceαe + 
(
Kab|c −Kac|b
)
nα +  (Kabe
γ
c −Kaceγb )nα;γ (6.43)
Now proceeding along epα we get
Rδµβγ e
µ
ae
β
b e
γ
c e
δ
p = Rdabc g
edeαe epα + 
(
Kab|c −Kac|b
)
(nαepα) + Kab
(
epαe
γ
cn
α
;γ
)− Kac (epαeγbnα;γ)
Rδαβγ e
α
ae
β
b e
γ
c e
δ
p = Rdabc e
αdepα + KabKpc − KacKpb
Rδαβγ e
α
ae
β
b e
γ
c e
δ
p = Rpabc +  (KabKpc −KacKpb) (6.44)
This is known as Gauss equation.
Again projecting equation (6.43) along nα we have
Rνµβγ g
ναnα e
µ
ae
β
b e
γ
c = R
e
abc (e
α
enα) + 
(
Kab|c −Kac|b
)
(nαnα) +  (Kabe
γ
c −Kaceγb )
(
nα · nα;γ
)
⇒ Rνµβγ nνeµaeβb eγc = Kab|c −Kac|b
(
∵ nαnα;γ =
1
2
(nαnα);γ = 0
)
(6.45)
This is Codazzi equation.
Note: Gauss-Codazzi equations express some components of the curvature tensor of the man-
ifold in terms of the intrinsic and extrinsic curvatures of the hypersurface. However, there are
other components of the manifold curvature tensor (for example Rµαβγ n
µeαan
νeβb ) which cannot
be expressed only by the first and second fundamental forms of the hypersurface.
6.5.5 Contraction of Gauss-Codazzi equations : Einstein equations
on the hypersurface
The Ricci tensor and Ricci scalar of the manifold are given by
Rαβ = g
µν Rµανβ
=
(
nµnν + habe µa e
ν
b
)
Rµανβ
= hab (Rµανβ e
µ
ae
ν
b ) +  (Rµανβn
µnν) (6.46)
R = gαβRαβ =
(
nαnβ + hmneαme
β
n
) [
hab (Rµανβe
µ
ae
ν
b ) +  (Rµανβn
µnν)
]
= 2 hab
(
Rµανβn
αeµan
βeνb
)
+ habhmn
(
Rµανβe
µ
ae
α
me
ν
be
β
n
)
(6.47)
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(the other term vanishes due to the product of symmetric and anti-symmetric terms)
Thus the Einstein tensor of the manifold can be expressed as
Gρσ = Rρσ − 1
2
Rgρσ
= hab (Rµρνσe
µ
ae
ν
b ) +  (Rµρνσn
µnν)
− 1
2
habhmngρσ
(
Rµανβe
µ
ae
α
me
ν
be
β
n
)−  habgρσ (Rµανβnαeµanβeνb) (6.48)
Now,
Gρσ n
ρnσ = hab (Rµανβe
µ
an
ρeνbn
σ) +  (Rµρνσn
µnνnρnσ)
− 1
2
habhmn (gρσn
ρnσ)
(
Rµανβe
µ
ae
α
me
ν
be
β
n
)−  hab (gρσnρnσ) (Rµανβnαeµanβeνb)
= ((((
((((
(
habRµρνσe
µ
an
ρeνbn
σ − 1
2
habhmn
(
Rµανβe
µ
ae
α
me
ν
be
β
n
)
− (((((((
(((
habRµανβn
αeµan
βeνb
⇒ − 2Gρσnρnσ = habhmn [Rambn +  (KmbKan −KmnKab)]
= RΣ + 
(
KabK
ab −K2) (using (6.44) )
∴ − 2Gρσnρnσ = RΣ + 
(
KabK
ab −K2) (6.49)
where RΣ is the Ricci scalar of the hypersurface Σ .
Again from equation (6.48)
Gρσ e
ρ
dn
σ = hab (Rµανβe
µ
ae
ρ
de
ν
bn
σ) +  (Rµρνσn
µnνnσeρd)
− 1
2
habhmneρd · (gρσnσ)
(
Rµανβe
µ
ae
α
me
ν
be
β
n
)−  hab (gρσnσ) · eρd (Rµανβnαeµanβeνb)
= hab [(Rσνρµn
σeνbe
ρ
de
µ
a)]
(the second term vanishes due to product of symmetric and anti-symmetric product, 3rd and
4th terms vanish due to the fact eρdnρ = 0 )
= hab
[
Kbd|a −Kba|d
]
(using (6.45) )
= Kad|a −K|d = Ka|b −K,a .
∴ Gρσeρanσ = K a|b −K,a . (6.50)
Note : Gρσe
ρ
de
σ
l cannot be expressed only by the first and second fundamental form on the
hypersurface.
We shall now simplify the R.H.S. of the equation (6.47) so that the Ricci scalar of the
manifold can be expressed in a more convenient form. We start with the first term on the
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R.H.S. :
2 habRµανβn
αeµan
βeνb = 2
(
habeµae
ν
b
)
Rµανβn
αnβ
= 2 (hµν)Rµανβn
αnβ
= 2 (gµν −  nµnν)Rµανβnαnβ
= 2 gµν Rµανβn
αnβ (2nd term vanishes due to the product
= 2Rαβn
αnβ of symmetric and anti-symmetric part)
= 2 [Rαβn
α]nβ
= 2
[
nα;βα − nα;αβ
]
nβ
= 2
[(
nα;βn
β
)
;α
− nα;βnβ;α −
(
nα;αn
β
)
;β
+ nα;αn
β
;β
]
= 2
[(
nα;βn
β − nβ;βnα
)
;α
− nα;βnβ;α +K2
]
Now, nα;βn
β
;α = g
βµgανnν;βnµ;α = g
βµgανnα;βnµ;ν (α
 ν)
=
(
 nβnµ + hβµ
)
( nαnν + hαν) nα;βnµ;ν
=
(
 nβnµ + hβµ
)
hαν nα;βnµ;ν
(
∵ nαnα;β =
1
2
(nαnα);β = 0
)
= hβµhαν nα;β nµ;ν
=
(
hbmeβb e
µ
m
)
(haneαae
ν
n) nα;β nµ;ν
= hbmhan
(
nα;βe
α
ae
β
b
)
(nµ;νe
µ
me
ν
n)
= hbmhanKabKmn = KabK
ab
So, 2 habRµανβn
αeµan
βeνb = 2
[
K2 −KabKab +
(
nα;βn
β − nβ;βnα
)
;α
]
.
Similarly, the second term on the R.H.S. of eq. (6.47)
= habhmn
(
Rµανβe
µ
ae
α
me
ν
be
β
n
)
= habhmn [Rmanb +  (KmbKan −KmnKab)]
= RΣ + 
(
KabKab −K2
)
∴ R = RΣ + 
(
KabKab −K2
)
+ 2
(
nα;βn
β − nαnβ;β
)
;α
. (6.51)
which shows the expression of the Ricci scalar of the manifold evaluated on the hypersurface Σ .
Suppose our space-time is a (n + 1) -dimensional manifold and the hypersurface Σ is a n
-dimensional manifold and is space-like in nature. The Einstein field equations
Gµν = κTµν
on the manifold are n(n+1)
2
in number. Now when we express these field equations on the
hypersurface Σ then we have from equations (6.49) and (6.50) (with  = −1 for space-like
hypersurface).
RΣ +
(−KabKab +K2) = 2Gρσnρnσ = 2κTρσnρnσ = 2κ ρ (6.52)
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and
Kba|b −K,a = Gρσeρanσ = κTρσeρanσ = κ ja (6.53)
when nµ = (1, 0, 0, . . . , 0) is the hypersurface orthogonal vector and is along the time direction
and ja is heat flow vector on the hypersurface Σ . Equations (6.52) and (6.53) are termed
as constrain equations. Note that equation (6.52) is a scalar equation and is known as scalar
constrain equation, while equation (6.53) is a vector equation and is known as vector constrain
equation. Thus we have (n + 1) -constrain equations. The remaining Einstein equations :
Gµνe
µ
ae
ν
b = κTµνe
µ
ae
ν
b cannot be expressed solely in terms of hypersurface quantities (i .e.hab and
Kab) but they represent the evolution equations of hab and Kab . Therefore we have
No. of field equations in (n+ 1) -dimensional manifold = (n+1)(n+2)
2
.
No. of constrain equations in n -dimensional hypersurface = n+ 1 .
No. of evolution equations in the hypersurface = n(n+1)
2
.
Thus in usual four dimensional space-time we have 10 distinct field equations and in any
space-like hypersurface (i.e. in (3+1) -decomposition) there are four constrain equations and
remaining six are the evolution equations.
6.6 Geometrical characterization of different types of
space-time models
In this section we shall discuss geometrical aspects of different space-time models namely sta-
tionary space-time, static space-time, and spherically symmetric space-time. In the previous
section we have defined hypersurface orthogonal vector. At first we determine the condition for
which the normal vector to be a Killing vector.
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6.6.1 Hypersurface orthogonal Killing vector field
Suppose a family of hypersurfaces are described by
f(yµ) = c (6.54)
Fig. 6.1
where different values of c characterize different member of
family. Let P (yµ) and Q(yµ +dyµ) be two neighbouring points
on the same hypersurface.
As f(yµ + dyµ) = c
i.e. f(yµ) + ∂f
∂yµ
dyµ = c (at 1st order)
i.e.
∂f
∂yµ
dyµ = 0 , (6.55)
which shows that the covariant vector field nµ =
∂f
∂yµ
is or-
thogonal to the hypersurface (as dyµ lies on the hypersurface) at P . Thus if a vector field
Nµ is proportional to nµ at every point of the hypersurface then it is said to be hypersurface
orthogonal. So we write
Nµ = K(y)nµ (6.56)
i.e. Nµ = K(y)nµ = K(y) f,µ .
Note that, in general K varies from point to point on the hypersurface.
Now,
Nµ∂νNλ = Kf,µK,νf,λ +K
2f,µf,λν . (6.57)
As the first term in the right hand side is symmetric in µ and λ while the second term is
symmetric in λ and ν so the total anti-symmetrization of equation (6.57) gives
N[µ∂νNλ] = 0. (6.58)
As the christoffel symbols are symmetric in its two lower indices so without any loss of generality
we can replace the partial derivative in equation (6.58) by the covariant derivative i.e. we have
N[µ∇νNλ] = 0. (6.59)
This is the condition for Nµ to the normal to the family of hypersurfaces (6.54) .
We shall now examine the situation if Nµ is a Killing vector field i.e.
LNgµν = 0 i.e. ∇νNµ +∇µNν = 0. (6.60)
Now using (6.60) in (6.59) we obtain
Nµ∇νNλ +Nλ∇µNν +Nν∇λNµ = 0. (6.61)
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Contracting with Nλ and writing N2 = NµNµ , we get
NµN
λ∇νNλ + N2∇µNν +NνNλ∇λNµ = 0
i.e. Nµ
1
2
∇ν(N2) + 1
2
N2 (∇µNν −∇νNµ)−NνNλ∇µNλ = 0 (using (6.60) in the second term)
i.e. Nµ∇ν(N2) + N2 (∇µNν −∇νNµ)−Nν∇µ(N2) = 0
i.e. Nµ∂νN
2 − Nν∂µN2 +N2 (∂µNν − ∂νNµ) = 0
i.e. N2∂µNν − Nν∂µN2 = N2∂νNµ −Nµ∂νN2
i.e. ∂µ
(
Nν
N2
)
= ∂ν
(
Nµ
N2
)
.
(
N2 6= 0 as Nµ is a non-null vector)
It shows that ∃ a scalar function f (say) such that
Nµ
N2
= f,µ
Nµ = N
2 f,µ . (6.62)
This is the condition for Nµ to be hypersurface orthogonal Killing vector.
6.6.2 Stationary and Static space-time
We shall define stationary and static space-times both in co-ordinate independent way or by
imposing restriction on the metric of the space-time by a preferential co-ordinate system.
If there exists a typical co-ordinate system of the space-time such that all components of
the metric tensor are time independent then the space-time is said to be stationary. Clearly, in
an arbitrary co-ordinate system, the metric tensor depends on all the co-ordinates.
Now in the special co-ordinate system if we define a time-like vector field Kµ = δµ0 , then
LKgµν = Kλgµν,λ + gµλKλ,ν + gνλKλ,µ
= δλ0gµν,λ =
∂gµν
∂x0
= 0
i.e. LKgµν = 0 .
As the last equation is a tensor equation so it holds in any other co-ordinate system and hence
Kµ is Killing vector field of the space-time. Thus, a space-time is said to be stationary if ∃ a
time-like Killing vector field.
Example: The space-time described by the metric
ds2 = dt2 − e(2t/α) [dx2 + dy2 + dz2]
is a stationary space-time (de Sitter space) because ∃ a preferential co-ordinate system (t, x, y, z)
defined as
t = t− 1
2
α ln
[
1− 1
α2
(
x2 + y2 + z2
)
e(2t/α)
]
x = xe(t/α) , y = ye(t/α) , z = ze(t/α)
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so that
ds2 =
[
1− 1
α2
(
x2 + y2 + z2
)]
dt
2 − dx2 − dy2 − dz2
i.e. all the metric co-efficients are time independent. Hence de-Sitter space-time is a stationary
space-time.
For static space-time there are additional properties than the stationarity. If the line ele-
ment of the stationary space-time in the preferential co-ordinate system has time reversibility
then space-time is said to be static. This means that the line element in the preferential co-
ordinate system should not contain any product term with ‘dt’ . Thus in a static space-time ∃
a special co-ordinate system for which (i) all the metric co-efficients are time independent and
(ii) the line element is invariant under time reversal i.e. t→ −t .
Remark: A static space-time is always a stationary one but not the converse.
We shall now determine the extra condition on the time-like Killing vector field for stationary
space-time so that the stationary space-time becomes static. In the special co-ordinate system
the time-like Killing vector is Kµ = δµ0 . So we have
Kµ = gµνK
ν = gµνδ
ν
0 = gµ0
So
K2 = KµK
µ = gµ0δ
µ
0 = g00
So from the hypersurface orthogonality condition we have
gµ0 = g00f,µ
i.e. f,0 = 1 , which on integration gives
f = x0 + f0(x
a) (6.63)
where f0 is an arbitrary function of space co-ordinates only. We now consider a co-ordinate
transformation, keeping the space co-ordinates unchanged as
x0 → x0 = x0 + f0(xa) , xa → xa = xa . (6.64)
In this new co-ordinate system the Killing vector and the metric components become
K
µ
= δµ0 , gµν,0 = 0 , g00 = g00 , g0a = 0 . (6.65)
Hence the line element in the new co-ordinate system does not contain any cross term and all
metric co-efficients are time independent. So the space-time is static. Thus, a space-time will
be static in nature if it possess a hypersurface orthogonal time-like Killing vector field.
Example: The Schwarzschild space-time is described by the line element
ds2 = +
(
1− 2M
r
)
dt2 − dr
2
1− 2M
r
− r2dΩ22 .
It is an example of static space-time.
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6.6.3 Spherically Symmetric space-time and line element
A space-time is said to be spherically symmetric if and only if it admits three linearly inde-
pendent space-like Killing vector fields K l (l = 1, 2, 3) having closed orbits (i.e. topologically
circles) and have closed commutation algebra as follows :[
K1, K2
]
= K3 ,
[
K2, K3
]
= K1 ,
[
K3, K1
]
= K2 . (6.66)
Further, in spherically symmetric space-time, ∃ a typical (cartesian) co-ordinate system in which
the components of the Killing vector field K l are of the form :
K0 = 0 , Ka = wabx
b , wab = −wba (6.67)
where wab depends on the Eulerian angles.
In spherically symmetric space-time, the general form of the line element can be written as
ds2 = Adt2 − 2B dtdr − C dr2 −DdΩ22 (6.68)
where A,B,C and D are unknown functions of t and r. We define a new radial co-ordinate
R = D
1
2 so that the above line element becomes
ds2 = A′(t, R) dt2 + 2B′(t, R) dtdR− C ′(t, R) dR2 −R2 dΩ22
=
1
A′
(A′dt−B′dR)2 −
(
B′ 2
A′
+ C ′
)
dR2 −R2 dΩ22 . (6.69)
In general, A′dt − B′dR may not be perfect differential. However, by multiplying it by some
function µ(R, t) , the above expression become exact i.e.
dT = µ (A′dt−B′dR) .
Hence line element (6.69) becomes
ds2 =
1
A′µ2
dT 2 −
(
B′ 2
A′
+ C ′
)
dR2 −R2 dΩ22 .
Now writing, eν = (A′µ2)−1 , eλ = B
′ 2
A′ + C
′ we have the line element.
ds2 = eνdT 2 − eλdR2 −R2 dΩ22 . (6.70)
This is the general form of the spherically symmetric line element with ν = ν(T,R) , λ =
λ(t, R).
6.7 Relativistic Cosmology
Relativistic cosmology has three main ingredients namely
(i) The cosmological Principle, (ii) Weyl’s postulate, (iii) General Relativity.
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6.7.1 The Cosmological Principle
This principle states that at each epoch, the universe presents the same aspect from every point
except for local irregularities.
Mathematically, if we assume a cosmic time t and construct space-like hypersurfaces : t =
constant , then the above statement means that each slice has no privileged points i.e. it
is homogeneous. Further, a space-like hypersurface is homogeneous if it admits a group of
isometries which maps any point into any other point. Also, there exists three independent
space-like Killing vectors at any point on each slice. Physically, it implies that at any instant
each fundamental observer on the same hypersurface observes identical state of the universe
around him. Thus the principle requires that not only should a slice (hypersurface) have no
preferred points but it should have no preferred directions about any point. A manifold which
has no privileged directions about a point is called isotropic and hence it must be spherically
symmetric about that point. Thus according to cosmological principle space-time can be fo-
liated into space-like hypersurfaces which are spherically symmetric about any point in them.
Therefore, cosmological principle is a simplicity principle which states that the universe is both
homogeneous and isotropic.
Note : The homogeneity of the universe has same sense as the homogeneity of a gas. Fur-
ther, homogeneity is applicable over the length scale of 108 − 109 light years.
Observational evidence :
The greatest support in favour of isotropy is the cosmic microwave background radia-
tion (CMBR). According to CMBR the universe at present is pervaded by a bath of thermal
radiation with a temperature of 2.7 K (anisotropy is observed to fractions of a percent). It is
speculated that this radiation is a thermal remnant of the hot big bang. Further, the counts of
galaxies and the linearity of the Hubble law can be considered as the observational support in
favour of spatial homogeneity.
6.7.2 Weyl’s Postulate
Weyl’s Postulate states that particles of the substratum lie in space-time on a congruence of
time-like geodesics diverging from a point in the finite or infinite past. Following Weyl’s pos-
tulate, through each space-time point there is a unique geodesic of the family as geodesics can
only intersect at singularity either at past (big-bang) or possibly at future (big-crunch). Hence
substratum particles possess unique velocity at every space-time point. This characterizes the
substratum to be perfect fluid – the essence of Weyl’s postulate.
Note : Strictly speaking the galaxies do not have exactly this motion and the deviation from
the general motion appear to be random in nature. However, the randomness is less than
one-thousandth of the velocity of light. As the relative velocities of the galaxies due to general
motion is of the order of the velocity of light so it is reasonable to neglect the random motion
at least in the first order of approximation.
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We shall now discuss the geometrical aspects of Weyl’s postulate. According to this pos-
tulate, the geodesics of the substratum are orthogonal to a family of space-like hypersurfaces.
So without any loss of generality we choose these hypersurfaces to be t = constant in a typical
co-ordinate system (t, x1, x2, x3) so that the space co-ordinates (x1, x2, x3) are constant along
the geodesics i.e. space-like co-ordinates of each substratum particle are constant along its
geodesic. Such co-ordinate system is termed as co-moving system. In this co-ordinate system
the line element of the space-time takes the form
ds2 = dt2 − habdxadxb , a, b = 1, 2, 3 (6.71)
where hab = hab(t, x) and t is identified as the cosmic time.
6.7.3 The geometry of space-time as a consequence of Weyl postu-
late and cosmological principle
In this section, we shall determine explicit geometry of space-time using both the cosmological
principle and Weyl’s postulate.
Let us consider a small triangle formed of three particles on the hypersurface t = t1 .
At a later instant t = t2 (> t1) these particles also form a triangle on the hypersurface t =
t2 . In general, there may not be any similarity between these two triangles. But due to
cosmological principle, each hypersurface is homogeneous and isotropic i.e. no point and no
direction on it will be preferential. Hence the second triangle (on the hypersurface t = t2) must
be similar to the first one (on the hypersurface t = t1) and the ratio of the similar sides should
be independent of the position of the triangle on the hypersurface. Thus the metric co-efficient
hab in equation (6.71) must have the product form as follows :
hab(t, x) = [R(t)]
2 · qab(xa). (6.72)
As the magnification factor is the ratio of the values of R(t) at the two hypersurfaces, hence R(t)
is called the scale factor. Note that R(t) should be real otherwise a space-like interval at some in-
stant may change to time-like interval at some other instant.
Fig. 6.2
Further, due to homogeneity and isotropic nature of
the hypersurfaces the curvature at any point must be a
constant, otherwise points on the hypersurface would not
be geometrically identical. Hence it is a space of constant
curvature. Mathematically, a space of constant curvature
is identified by the following form of the curvature tensor
Rαβγδ = k (gαγgβδ − gαδgβγ) (6.73)
where the constant ‘k’ is identified as the curvature and
its sign will describe geometrically distinct spaces. So for
the present 3-spaces (hypersurfaces) we write
Rabcd = k (gacgbd − gadgbc) . (6.74)
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Contracting with gac we obtain
Rbd = Rabcdg
ac = 2k gbd . (6.75)
Moreover, due to spherically symmetric nature of the hypersurfaces about every point, the line
element on a hypersurface can be written as
dσ2 = qabdx
adxb = eλdr2 + r2dΩ22 (6.76)
with λ = λ(r).
For this line element the non-vanishing components of the Ricci tensor are
R11 =
λ1
r
, R22 = cosec
2θ R33 = 1 +
r
2
e−λλ1 − e−λ . (6.77)
Using (6.77) in (6.75) we get
λ1
r
= 2keλ and 1 +
r
2
e−λλ1 − e−λ = 2kr2 (6.78)
which has the solution
e−λ = 1− kr2 (6.79)
and we have
dσ2 =
dr2
1− kr2 + r
2 dΩ22 . (6.80)
Using equations (6.80) and (6.72) in (6.71), the four dimensional line element takes the form
ds2 = dt2 −R2(t)
[
dr2
1− kr2 + r
2 dΩ22
]
(6.81)
Now choosing a new radial co-ordinate r as
r =
r(
1 + 1
4
kr2
) (6.82)
the line element (6.71) takes the conformally flat form as
ds2 = dt2 − R
2(t)(
1 + 1
4
kr2
)2 [dr2 + r2 dΩ22] . (6.83)
Now to eliminate the arbitraryness in the magnitude of ‘k’ we write
k = |k| κ for k 6= 0 ,
where κ = ±1 and rescale the radial co-ordinate as
r∗ = |k|1/2 r ,
so that the line element (6.81) becomes
ds2 = dt2 − R
2(t)
|k|
[
dr∗ 2
1− κr∗ 2 + r
∗ 2 dΩ22
]
. (6.84)
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Defining,
S(t) = R(t)/ |k|1/2 for k 6= 0
= R(t) for k = 0
(6.85)
and dropping the star symbol over the radial co-ordinate we obtain
ds2 = dt2 − S2(t)
[
dr2
1− κr2 + r
2 dΩ22
]
(6.86)
or equivalently from (6.83)
ds2 = dt2 − S2(t)
[
dr2 + r2 dΩ22(
1 + κ
4
r2
)2
]
(6.87)
with κ = 0,±1 .
This is known as Friedmann–Leimatre-Robertson-Walker (FLRW) line element. The geom-
etry of the hypersurface : t = t0 is given by
dσ2 = S20
[
dr2
1− κr2 + r
2 dΩ22
]
(6.88)
where S0 = S(t0) is the radius of the universe at the instant t = t0 .
6.7.4 Geometry of 3-spaces (hypersurface) of constant curvature
In this section we shall discuss the geometry of the hypersurface for three different values of
the curvature scalar κ = 0,±1 .
a) κ = +1 : closed model
For this choice of κ we see from equation (6.88) that the 3-space line element has singularity
as r → 1 (co-efficient of dr2 become singular as r → 1). To remove this co-ordinate singularity
we introduce a new co-ordinate χ as r = sinχ , so that line element becomes
dσ2 = S20
[
dχ2 + sin2 χdΩ22
]
. (6.89)
We now define a set of four variables (x1, x2, x3, x4) as
x1 = S0 cosχ , x
2 = S0 sinχ sin θ cosφ , x
3 = S0 sinχ sin θ sinφ , and x
4 = S0 sinχ cos θ ,
(6.90)
so that
(x1)2 + (x2)2 + (x3)2 + (x4)2 = S20 ,
a hypersphere in four dimensional Euclidean space.
Also we have
dσ2 = (dx1)2 + (dx2)2 + (dx3)2 + (dx4)2 = S20
[
dχ2 + sin2 χdΩ22
]
. (6.91)
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Hence the hypersurface (i.e. 3-space) is embedded in a four dimensional Euclidean space and
in particular 3-space can be regarded as 3-sphere in four dimensional Euclidean space. Also
over the hypersurface the three angular co-ordinates (χ, θ, φ) vary over the range : 0 ≤ χ ≤
pi , 0 ≤ θ ≤ pi , 0 ≤ φ < 2pi .
Fig. 6.3
The figure shows the hypersurface where x3 = 0 (i.e.
φ = 0) i.e. one dimension is suppressed. It is clear from
the figure that the two surface χ = constant appears as
circles i.e. 2-spheres of surface area :
Aχ =
∫ pi
θ=0
∫ 2pi
φ=0
(S0 sinχdθ) (S0 sinχ sin θdφ)
= 4piS20 sin
2 χ
and (θ, φ) are the usual spherical co-ordinates on
the 2-sphere. Note that the 2-sphere has vanish-
ing area at the two poles and then gradually in-
creases to a maximum at the equator. Further,
the 3-volume bounded by the hypersurface is given
by
V =
∫ pi
χ=0
(S0dχ)
∫ pi
θ=0
(S0 sinχdθ)
∫ 2pi
φ=0
(S0 sinχ sin θdφ) = 2pi
2S30 ,
which justifies ‘S0’ as the radius of the universe. This 3-space is the generalization of an S
2 or
2-sphere as a three dimensional entity and is called as S3 or 3-sphere. As it is the totality of
everything that exists at any epoch so there are no physical points outside it nor does it have
a boundary. Therefore, the topology of this 3-space is closed and bounded i.e. compact while
that of the whole space-time is called cylindrical R× S3 with cosmic time represented by R .
b) κ = 0 :
Fig. 6.4
The transformation (R, θ, φ)→ (x1, x2, x3) as
x1 = R sin θ cosφ , x2 = R sin θ sinφ , x3 = R cos θ
with R = S0 r , simplifies the three dimensional line element
dσ2 = (dx1)2 + (dx2)2 + (dx3)2 = dR2 +R2 dΩ22 .
Hence the hypersurface is a three dimensional Euclidean space which is
covered by the usual spherical polar co-ordinates :
0 ≤ R <∞ , 0 ≤ θ ≤ pi , 0 ≤ φ < 2pi .
The topology of the space-time is the four dimensional Euclidean space i.e. R4 and is open in
nature.
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c) κ = −1 :
In this case by introducing a transformation of the radial co-ordinate : r = sinhχ the 3D
line element takes the form :
dσ2 = S20
[
dχ2 + sinh2 χdΩ22
]
which clearly shows that the hypersurface can no longer be embedded in a 4D Euclidean space.
However, similar to the transformation (6.90) if we introduce
p = S0 coshχ , q = S0 sinhχ sin θ cosφ , u = S0 sinhχ sin θ sinφ , and v = S0 sinhχ cos θ ,
(6.92)
then
dσ2 = −dp2 + dq2 + du2 + dv2
where
p2 − q2 − u2 − v2 = S20 .
Hence the 3-surface can be embedded in a flat Minkowskian space with signature +2 . In par-
ticular, the hypersurface is a 3D hyperboloid in 4D Minkowski space as shown in the figure.
Fig. 6.5
Here the co-ordinate range for the hypersurface is
0 ≤ χ <∞ , 0 ≤ θ ≤ pi , 0 ≤ φ < 2pi .
Also it is evident from the transformation that the
2-surface χ = constant appears as circle i.e. 2-
sphere
of surface area
Aχ = 4piR
2
0 sinh
2 χ ,
and (θ, φ) are the standard spherical polar co-
ordinates on these 2-spheres. As χ ranges from
0 to ∞ so the surface area of the successive
2-spheres increases from zero to infinite large
value. In this case also the topology is R4 and
open.
Note : In the above three cases, we have only
specified the simplest topology possible, however, it is possible to have other complicated topolo-
gies.
Thus following three ingredients of relativistic cosmology we have :
I. The cosmological principle leads to the FLRW line element :
ds2 = dt2 − S2(t)
[
dr2
1− κr2 + r
2 dΩ22
]
.
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II. Weyl’s postulate requires that the substratum to be perfect fluid with energy momentum
tensor
Tµν = (ρ+ p)uµuν − pgµν .
III. General Relativity gives the field equations
Gµν = κTµν .
So in the preferred co-ordinate system (co-moving) ua = (1, 0, 0, 0) and the explicit form of the
field equations are
3
S˙2
S2
+ 3
κ
S2
= κ ρ
and
2
S¨
S
+ 3
S˙2
S2
+
κ
S2
= −κ p
with energy conservation relation : ρ˙+ 3 S˙
S
(ρ+ p) = 0 .
These field equations are known as Friedmann equations and are fundamental equations in
Relativistic cosmology.
———————————————————————————–
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Exercise
6.1. Show that Einstein field equations can be obtained from the action principle with action
A =
∫
gµν
(
ΓαµνΓ
β
αβ − ΓβµαΓαβν
)√−g d4x .
6.2. If the Lagrangians L(y, y′, x) and L(y, y′, x) differ by a divergence term i.e.
L = L+
dQ
dx
(y, y′, x)
the show that L and L give rise to the same field equations.
6.3. Find the energy momentum tensor for a scalar field φ(t) for which the Lagrangian is
given by
L = √−g [φ,a φ,b gab +m20φ2] .
6.4. Show that the conservation equation for a perfect fluid can be written as
(ρ+ p)uα∇αuδ +
(
uαuδ − gαδ)∇αp = 0 .
6.5. Show that the Lagrangian
L = √−g(R + 2Λ) + LM
gives Einstein equations with cosmological term.
Also show that the above field equations can be obtained from the conservation of the energy
momentum tensor Tab with
Rab + LRgab − Λgab = κTab ,
L,Λ and κ being constants.
6.6. In the weak field approximation, the metric on the space-time manifold can be written as
gαβ = hαβ + ηαβ , |hαβ|  1 .
Show that, under a background Lorentz transformation, hαβ transforms as if it is a tensor in
special relativity.
6.7. Show that the Einstein tensor in weak field approximation can be written as
Gαβ = −1
2
hαβ
with hαβ = hαβ − 12h ηαβ (called trace-reverse of hαβ).
6.8. Show that in the weak field approximation the line element : ds2 = gµνdx
µdxν simplifies
to
ds2 = −(1 + 2φ)dt2 + (1− 2φ) (dx2 + dy2 + dz2) .
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Also interpret φ = −1
2
h00 from Newtonian analogy.
6.9. Determine the components of the Riemannian tensor Rαβγδ for the weak field metric
upto first order in φ .
6.10. Show that in weak field approximation of Einstein gravity for empty space one gets
the standard wave equation propagating with velocity c .
