The scene partitioning problem is to delineate regions in an image that correspond to the same object according to some underlying object model. Examples include partitioning an intensity image into piecewise constant intensities or identifying separate planar regions in a disparity map. A fast, general algorithm for solving the partitioning problem in cases of linear models and multi-band images is presented. The algorithm uses a statistical test in a region growing formalism. The algorithm relies on the assumption that the correct image partition is connected in image coordinates. Experiments are performed on a series of models with a range of state dimensions.
Introduction
Often in computational vision we make the assumption that an image can be divided into continuous regions which conform to some simplifying model. Examples include segmenting an image into piecewise constant intensities, segmenting disparity into distinct planar regions and modeling optical flow as locally affine.
The underlying model for each distinct region is usually associated with a set of model parameter values, I_t. The model provides a relationship between the model parameters and the measured image function which is defined on a lattice of pixel values, x2 . Usually the model is chosen such that a linear relationship exists between the parameters and the measurements, x = A1t. The matrix A can include polynomial terms of the coordinates associated with pixel i.
The scene parliioning problem is to assign each pixel location with the correct set of model parameters under the simultaneous constraints of (1) minimizing error between model prediction and measurement and (2) keeping the number of partitions small. This balance between competing objectives can be modeled as either a cost functional with terms for each component or as a minimal description length problem which tries to describe the data in as few bits as possible.
The approach outlined here examines only the residuals of fitting the data to a model. A statistic based on these residuals is used to determine if different regions come from the same model. A region-growing algorithm is developed which uses a finite number of operations to arrive at the partition solution.
The test statistic does not explicitly model boundaries in the image. Boundaries between image regions will evolve during the region growing process. Thus no priors about the size and shape of the partition boundaries are needed. Section 2 briefly reviews some of the previous work on the scene segmentation problem. In Section 3 we define the problem and enumerate the assumptions made about the scene, model and noise. In Section 4 we develop the statistic used in the merging hypothesis. Section 5 develops the algorithm used to merge initial sets into a final partition set. Section 6 examines the link between the proposed algorithm and continuation methods. In Section 7 the performance of the algorithm on various partition problems with a range of state and measurement dimensions is examined.
Previous Work
A number of techniques have been developed to solve the partition problem.
. When the relationship between model parameters and data is invertible at each point, simple thresholding or the Hough transform7 can be used to distinguish groups.
. Region based techniques5"1 begin with the parameters determined from subsets of the image and combine or split these subsets depending on some uniformity criterion.
. Energy approaches transform the two constraints of fitting data and minimizing the number of boundaries into an energy functional which is minimized.'5 Markov interactions between neighboring pixel sets are used to introduce local priors.9
. More recent continuation methods begin with a smooth approximate energy functional which has a simple solution and slowly transform this solution toward a final piecewise constant solution.3"4'8
. The problem can also be formulated as the search for a minimum description length of the data.6'12"4 These formulations allow for different dimensions in the model.
Our approach uses region growing in which the uniformity criterion is based on a statistic calculated from the residuals of each region. This statistic is used to test whether adjacent regions come from the same distribution and thus can be merged into a single region. The validity of the hypothesis test for merging depends on the model used and the assumptions about the noise distribution.
The statistic used has an F distribution. Previous uses in computer vision of residual statistics with an F distribution include Laprade and Doherty's work'3 where still images were segmented into piecewise constant intensity regions. Bouthemy and Rivero4 and Nagel et al.'6 used residual-based statistics to segment optical flow into affine regions. Both problems are included in the general linear model developed here. Section 7.1 contains results on piecewise constant intensity models while the affine flow case is treated in Section 7.2.2. A review of merging algorithms for segmentation and the use of statistical tests in some of these algorithms can be found in. 10 
Problem Statement
We are given a collection of measurements, x, 1 < i < n, x2 which we assume to be the linear projection of an element of the set of possible states, E {t}, p1 EJP.', plus Gaussian noise with known variance:
A is a known m x n matrix relating the state to the measurements.
The measurements x are defined on a lattice with each location i having a set of neighbor locations, N. We also assume that each t.1 forms a connected set in image coordinates. The state set {t} is assumed to be finite.
The elements of {;t} are not known, but the minimal difference between set elements, , is assumed known, i.e. , /L E {t} : -L&.
We wish to associate the correct state t-to each measurement x -f while simultaneously minimizing 1) the difference between measurement and model prediction, and 2) the number of distinct connected regions. In addition we would like to estimate the state set {p}. We could form a cost functional which incorporates the two terms to be minimized as a function of state assignment. The cost of assigning states ,t to each pixel location i could be written: (2) i jEN where 5(.) is one if its argument is zero, and zero otherwise.
The second summation is a penalty term for introducing a discontinuity in the state assignment. It is equal to the length of the boundaries between state regions. Equation (2) would be minimized over the set of assignments I_Li. The resulting field p is piecewise constant on the lattice. This is the same cost functional used by Leclerc.'4 Such cost functions are the basis for continuation methods.
Unfortunately we are not given the membership identities of the x . That is, we do not know which pi each xi comes from. We will make the assumption that the regions in which is constant are connected. This assumption will make it convenient to use a region-growing technique to find the connected sets.
Merging Statistic
Suppose we have correctly partitioned two adjacent sets of measurements, w1 and w2. The sets have n1 and n2 elements respectively. The least squares estimates for pZ in each group are and ?t2 where = (HTHj)'H3TXj , H, is a (nm) x n matrix composed of the normalized individual A/u matrices stacked onto each other and X, is a column vector comprised of the normalized individual x/o, vectors stacked on top of each other.
Under the assumption that these groups were correcily partitioned, i.e. they contain pixels which come from a single model, these estimates have distributions N(p', (H"H1)') and N(t2, (H"H2)1) respectively. The residual error for each group is the first term in the cost functional (2) . For group jthis is:
The quantity S has distribution X2(j -ri) since it is the sum of nj squared N(O, I) variables.
If we were to merge sets w1 and w2 into a single set, we would have a new residual, Si2, and least squares estimate, it12 The least-squares estimate I-i+2 is a linear combination of measurements from both sets. It can also be written as a linear combination of the two least-squares estimates from the separate sets.
After some matrix algebra, S?+2 can be written as
We can see that the combined residual, S?+2 is the sum of the separate residuals plus a positive definite term (because each of the HrH matrices are positive definite). The expectation of this term is minimal if = since in this case the expectation of the two least squares estimates is the same, i.e. < -i?2 >= 0.
We define the following statistic based on this positive term 
The statistic F is used to decide between two hypotheses: the distributions are from the same state or they are not. However, the image model which assumes that the image can be segmented discretely into regions fitting the linear model is usually only an approximation. The image function is expected to deviate from this model. We are actually concerned not with regions with different model parameters but with significanily different model parameters.
We therefore would like to test the hypothesis that ,--1221 <
The fit error would be and assume it also has a F(n, n + n2 -n) distribution. We can then use the confidence threshold to decide if two regions can be merged under the less restrictive hypothesis. The two hypotheses and their distributions are enumerated in Table 1 .
Algorithm
Our region-growing algorithm uses the statistic F' to merge connected regions into larger regions of uniform state, assuming that these regions contain points from a single state. Using the statistic is valid only if the initial regions are correctly partitioned. Initial regions are formed by grouping neighboring pixels into small sets and assuming that these small sets contain elements from a single state. These initial sets can also be as small as a single pixel and thus are guaranteed to contain measurements from only one state.
Each set then determines via the F' statistic if it has the same distribution as any of its neighbor sets. Neighbors having a value of the statistic below the cr-confidence level are merged into a single region. This continues until no more adjacent regions can be merged.
When the sets are very small, it is difficult to have a high confidence in the merging statistic since it is based on statistics calculated from small samples. As the sets grow in size, the statistics become more reliable. Therefore, the algorithm begins with z = 0, merging sets which have very similar state values. When all sets have merged under this more restrictive hypothesis, the value of Lis increased. This repeats until z.t reaches a final value, LI. This final value is the maximum difference between states that can be considered insignificant. The algorithm is outlined in Table 2 .
The linearity of the least-squares estimate makes implementation of the algorithm very simple. Each set needs to keep track only of the summations XTXj, HTHj and HTXj, each of which have fixed dimension. The values of the error, 82, and least-squared estimate, t, when combining two sets are simple calculations given the summation terms. As a result, merge and hypothesis testing operations are computationally inexpensive.
Certain data structures can be used to implement the algorithm efficiently. The current list of neighbors for each set could, for example, be stored in an adjacency graph.2 The nodes of the graph would store the summations necessary for merging. In the current implementation, the a-confidence level is calculated at each test using an iterative algorithm from the Numerical Recipes Library.17 Much time could be saved if a lookup table was used instead.
Small initial sets from neighboring pixels are formed.
L is set to zero. While L < Lfinal While sets can merge Each set determines via the F' statistic if any of the adjacent sets come from the same distribution. If they do, the sets are merged. Increase Z The final sets are tested for possible non-adjacent sets being from the same distribution. 
Connection to Continuation Methods
A connection can be made between the algorithm outlined above and continuation methods. In continuation methods,3"4'8 the cost functional is slowly transformed from one with an easy solution, to the final desired functional. The solution is tracked, usually by local gradient descent methods, during the transformation from the easy solution to what is hoped to be the true solution at the final cost functional.
The cost functional (2) in Section 3 can be written as the sum of an error term plus the cost of line boundaries. The cost for a given segmentation is
where L(i, j) is the length of the boundary between regions i and j, and N is the set of regions adjacent to region j. The first summation is over pixel locations while the second summation is over regions. When a = 0, any partition of the image into sets of fewer than n points, (recall that n is the dimension of p), is a minimal (zero) energy solution. This corresponds to the initial partition of the image in our algorithm. As the value of a is slowly increased towards its final value, regions will merge when the cost of the boundary between them outweighs the error caused by merging them, i.e. if
The merging step in this case decreases the total energy, just as in gradient descent algorithms. Comparing (12) to the definition of F', we see that increasing the value of z is analogous to increasing a, the relative weight given to boundaries in the cost function. As z increases, the D term in the numerator of F' increases. Since the cost of a boundary between them has increased, larger increases in fit error can be tolerated when merging regions.
Experiments
We applied the algorithm to a number of segmentation problems. The state spaces are of a range of dimensions. We begin with the one-dimensional state space representing constant brightness in section 7.1. In this model we are attempting to segment an image into piecewise constant intensities. In section 7.2 we look at higher dimensional state spaces. In the first experiment we model range data as being piecewise planar. The state space then has dimension 3. In the second experiment, we model optical flow as being piecewise affine. Thus the state space is of dimension 6 representing affine parameters, and the measurements are of dimension 2, representing the optical flow.
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In all experiments, the a-confidence level was set to 0.97. The value of z was increased in eleven steps beginning with a value of zero and increasing by L1/10 at each step where L1 was the final value. Thus there were a total of eleven iterations of the merging step. One thing to notice about both images is how the lack of any prior on boundaries affects the results. In both experiments we see isolated patches of only 4 pixels. The least-squares estimate in these patches is usually more than L units different than the surround. These isolated patches are consistent with our algorithm. However, many previous algorithms included priors to make the results conform more closely to expected human interpretations. These priors would favor straight over jagged boundaries, attempt to connect broken but aligned line segments, and prevent isolated sets such as the ones that occur in both simulations. Our algorithm does not include any priors on boundaries. Figure 3 shows range data of a scene containing some simple objects and the recovered boundaries between piecewise planar regions, along with the direction of the depth gradient. We can see that for the curved object, the model approximates the curved surface by a series of planes. The minimal difference between states was set to L = (0.5, 0.5, 5).
Since the dimension of the state is 3 we need to start with initial sets of at least 3 pixels. The algorithm was initialized with 2 x 2 pixel sets. Sometimes this created a set which contained two different distributions, thus violating the assumption that all initial sets are correctly distinguished. These initial sets combine only with other sets containing the same two distributions. This creates the thin sets along boundaries that can be seen in Figure 3 .
Processing time on a Sun SparcStation 10 was 110 seconds for the 226 x 170 pixel image.
Affine Optical Flow
In this experiment we assume that optical flow can be modeled as piecewise affine. This has been used to segment a scene based on motion since the optical flow produced from a planar object is affine in retinal coordinates.' Equating the measurement to the optical flow, xi = ( ) , and the state to affine parameters 
